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0. INTRODUCTION
Both the focus of this monograph and its subject matter have evolved considerably in the
last few years. On the one hand, the insistence on making the text self-contained (aside from a
reduced canon of basic references, which should ideally contain only EGA and some parts of
Bourbaki’s E´le´ments), has resulted in a rather weighty mass of material of independent interest,
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that is applied to, but is completely separate from almost ring theory, and whose relationship to
p-adic Hodge theory is thus even more indirect. Rather than stemming from a well-thought-out
plan, this part is the outcome of a haphazard process, lumbering between alternating phases of
accretion and consolidation, with new topics piled up as dictated by need, or occasionally by
whim, when we just branched out from the main flow to pursue a certain line of thought to its
logical destination. Nevertheless, a few themes have spontaneously emerged, around which the
originally amorphous magma has been able to settle, to the point where by now a distinct shape
is finally discernible, and it is perhaps time to pause and take stock of its broad outlines.
Now then, we may distinguish :
• First of all, a rather thorough exposition of the foundations of logarithmic algebraic geom-
etry, comprising chapters 6, 12 and 13. Inevitably, our treatment owes a lot to the works of Kato
and his school : our contribution is foremost that of gathering and tidying up the subject, which
until now was scattered in a disparate number of research articles, many of them still unpub-
lished and even unfinished. A closer scrutiny would also reveal a few technical innovations that
we hope will become standard issue of the working algebraic log-geometer : we may mention
the systematic use of pointed monoids and pointed modules, the projective fan associated with
a graded monoid, or a definition of α-flatness for log structures which refines and generalizes
an older notion of “toric flatness”. Furthermore, we took the occasion to repair a few small (and
not so small) mistakes and inaccuracies that we detected in the literature.
• Two other chapters are dedicated to local cohomology and Grothendieck’s duality theory.
Early on, the emphasis here was on generalizations : especially, we were interested in removing
from the theory the pervasive noetherian assumptions, to pave the way for our recasting of
Faltings’s almost purity in the framework of valuation theory. Applications of local cohomology
to non-archimedean analytic geometry furnished another influential motivation, though one that
has remained, so far, hidden from view. More recently, the noetherian aspects have also become
relevant to our project, and this latest release contains a detailed account of the most important
properties of noetherian rings endowed with a dualizing complex. The latter, in turn, could be
dealt with satisfactorily only after a thorough revisitation of the general theory of the dualizing
complex, so that our chapters 10 and 11 can also be regarded as complementary to Conrad’s
book [34] (dedicated to the trace morphism and the deeper aspects of duality) : totaling our
respective efforts, it should eventually become possible to bypass entirely Hartshorne’s notes
[63] which, as is well known, are wanting in many ways.
• Chapters 7 and 9 present (for the time being, anyway) a looser structure : a miscellanea
of self-contained units devoted to more or less independent topics. However, there is at least
one thread running through several sections, and whose stretch can be traced all the way back
to the earliest beginnings of almost ring theory; it connects sections 7.4 and 7.5 – on simplicial
homotopy theory – to a section 7.10 dedicated to homotopical algebra, then on to sections 9.6
and 9.7, which make extensive use of the cotangent complex to derive important characteriza-
tions of regular and excellent rings, including an up-to-date presentation of classical results due
to Andre´, extracted from his monograph [2], and from his paper [3] on localization of formal
smoothness. This homotopical algebraic thread resurfaces again in section 14.1, but there we
are already squarely into almost ring theory proper.
On the other hand, two recent notable developments are compelling a revision of our un-
derstanding of almost ring theory itself, and of its situation within commutative algebra and
algebraic geometry at large :
• The first is Scholze’s PhD thesis [103] on perfectoid spaces, that contains both a maximal
generalization of the almost purity theorem, and a major simplification of its proof, based on his
“tilting” technique (and completely different from Faltings’s). However, the range of Scholze’s
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theory transcends the domain of p-adic Hodge theory (which was not even his original moti-
vation) : to drive the point home, his thesis concludes with a clever application to the long
standing weight monodromy conjecture, thus affording the unusual spectacle of a tool which
was fashioned out of purely p-adic concerns, and ends up playing a crucial role in the solution
of a purely ℓ-adic problem.
• The second spectacular development is Yves Andre´’s proof of the direct summand con-
jecture ([4]); the latter is a deceptively simple assertion that has been a central problem in
commutative algebra for the last thirty years : it asserts that every finite injective ring homo-
morphism f : A → B from a regular local ring A, admits a A-linear splitting. The relevance
of almost purity to this question was first surmised by Paul Roberts in 2001 (after a talk by the
second author at the University of Utah), and has been widely advertised by him ever since.
Andre´’s solution uses perfectoid techniques, and builds on earlier work by Bhargav Bhatt, who
in [13] proved the conjecture in the case where A is essentially smooth over a mixed character-
istic discrete valuation ring and f ⊗Z Q is e´tale outside a relative normal crossings divisor of
SpecA. Moreover, Bhatt has subsequently simplified some of Andre´’s arguments and shown
how the same method yields a more general “derived version” of the conjecture, for proper
schemes over any regular ring : see [14].
We see then, that almost ring theory has emancipated itself from its former ancillary role
in the exclusive service of p-adic Hodge theory, and is now elbowing out a niche in the wider
ecosystem of algebraic geometry.
The present release completes the project announced in the introduction of the 6th release :
• First we introduce a class of topological rings that generalize the perfectoid rings of [103];
it is very easy to say what a (generalized) perfectoid Fp-algebra is : namely, it is just a perfect
and complete topological Fp-algebra whose topology is linear, defined by an ideal of finite type.
The general definition is somewhat more involved, but we prove the following characterization.
For any perfectoid Fp-algebra E, we consider the ring of Witt vectors W (E), and we endow
it with a natural topology, induced from that of E; then every perfectoid ring is a topological
quotient of the form A := W (E)/aW (E), for such a suitable E, and where a ∈ W (E) is
what we call a distinguished element : see definition 16.1.6. Moreover, just as in Scholze’s
work, the perfectoid Fp-algebra E can be recovered from A via a tilting functor that establishes,
more precisely, an equivalence between the category of all perfectoid rings and that of pairs
(E,I ) consisting of a perfectoid Fp-algebra E and a principal ideal I ⊂ W (E) generated
by a distinguished element (as it is well known, this construction is rooted in Fontaine and
Winterberger’s theory of the field of norms). The distinguished ideal I represents an extra
parameter that remains hidden in Scholze’s original approach : the reason is that he fixes from
the start a base perfectoid fieldK, thereby implicitly fixing as well a distinguished element a in
the ring of Witt vectors of the tilt ofK, and then every perfectoid ring in his work is supposed to
be aK-algebra, which – from our viewpoint – amounts to restricting to perfectoid rings whose
associated distinguished ideal is generated by a. Having thus removed the parameter I , he
can then also do away with Witt vectors altogether, and the inverse to the tilting construction is
obtained in [103] via a more abstract deformation theoretic argument. This route is precluded to
us, so we rely instead on direct and rather concrete Witt vectors calculations. A similar strategy
has been proposed in [81], and our viewpoint can indeed be described fairly as an interpolation
of those of Scholze and Kedlaya-Liu, though we only studied [103] in detail.
• The first three sections of chapter 16 are devoted to exploring this new class of perfectoid
rings and its manifold remarkable features. The rest of the chapter then merges the theory of
perfectoid rings with Huber’s adic spaces, to forge the perfectoid spaces that are the main tool
for our proof of almost purity, whose most general form is given by theorem 16.8.44 and applies
to formal perfectoid rings, i.e. to topological rings whose completion is perfectoid. The proof
proceeds via several preliminary reductions : first, to the case of a perfectoid quasi-affinoid
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ring, covered by theorem 16.8.33, then – by exploiting the local geometry of adic spaces – to
the case of a perfectoid valuation ring, which was treated already in our monograph [52]. What
enables here this localization argument is a basic feature of the e´tale topology of arbitrary adic
spaces : the fibred category of finite e´tale coverings of the affinoid subsets of an adic space is a
stack. The latter result is in turn a special case of our theorem 15.7.6.
• We also include a detailed treatment of the foundations of the theory of adic spaces, that
essentially follows [69], but contains some modest improvement : notably, the systematic use
of analytically noetherian rings (borrowed from [48]) allows us to unify the two classes of
topological rings that Huber dealt with separately in his work (the strongly noetherian rings and
the f-adic rings with a noetherian ring of definition). We also point out a henselian variant of
the structure sheaf that is available on the adic spectrum of any f-adic ring, with no restriction
whatsoever.
• The last chapter proposes a few applications : in section 17.1 we introduce a class of model
algebras over any rank one valuation ring K+ of mixed characteristic (0, p), and we show that
whenK+ is deeply ramified, such algebras are formal perfectoid rings for their p-adic topology;
hence the theory of chapter 16 immediately yields an almost purity theorem for model algebras.
Likewise, section 17.2 proves an almost purity theorem for certain very ramified towers of log-
regular rings; again, after some preliminary reductions, the proof amounts to the observation
that the inductive limits of such towers are formal perfectoid for their p-adic topology. These
instances of almost purity were already contained in a previous draft of our work (Release
6), where they were proven by an extension of Faltings’s method, that relied on deep results
from logarithmic algebraic geometry, and also entailed the construction of certain normalized
lengths for torsion modules over model algebras, and respectively over the rings occurring in
section 17.2. Neither of these two ingredients intervenes any longer in the new proofs; however,
we have found worthwhile to explain how model algebras arise from suitable very ramified
towers of log-smooth K+-algebras, and we have also retained the construction of normalized
lengths for model algebras and for limits of towers log-regular rings, since they are sufficiently
interesting in their own right, and might be useful for other applications (normalized lengths for
torsionK+-modules are exploited in [104]).
Section 17.3 contains our account of Andre´’s work on the direct summand conjecture, which
we generalize to the case of a finite injective ring homomorphism A → B where A is log-
regular : see theorem 17.3.11, whose proof relies on a refinement of Andre´’s perfectoid Ab-
hyankar’s lemma, which is the main result of section 16.9. In a future release we shall present
a corresponding logarithmic generalization of Bhatt’s derived version of the direct summand
conjecture.
Section 17.4 considers a finite injective map f : A → B of noetherian rings, where A is
again log-regular; if f is e´tale, B ⊗A B has a canonical diagonal idempotent ef , so called
because its support is the open and closed diagonal in SpecB ×SpecA SpecB. When f is only
generically e´tale, ef is only well defined on some localization B ⊗A B[a−1] (for some a ∈ A
whose zero locus is nowhere dense in SpecA), and the problem we address, is to exhibit an
explicit d ∈ B ⊗A B such that def is integral, i.e. lies in the image of B ⊗A B. This question
has an easy answer when B is a projective A-module : indeed, in this case we have a well
defined trace map B → A, whence a different ideal D ⊂ B, and a standard calculation shows
that (b⊗1) ·ef is integral for every b ∈ D . IfB is not projective, the question seems to be much
more difficult : our solution makes an essential use of perfectoid techniques, and especially the
perfectoid Abhyankar’s lemma of section 16.9 : see theorem 17.4.19 and remark 17.4.44.
The last section contains for now only some preliminary construction that shall be used, in a
future release, to prove the existence and weak functoriality of big Cohen-Macaulay algebras,
extending previous work by Andre´ and others.
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1. BASIC CATEGORY THEORY
The purpose of this chapter is to fix some notation that shall stand throughout this work, and
to collect, for ease of reference, a few well known generalities on categories and functors that
are frequently used. Our main reference on general nonsense is the treatise [16], and another
good reference is the more recent [78].
Sooner or later, any honest discussion of categories and topoi gets tangled up with some
foundational issues revolving around the manipulation of large sets. For this reason, to be
able to move on solid ground, it is essential to select from the outset a definite set-theoretical
framework (among the several currently available), and stick to it unwaveringly.
Thus, throughout this work we will accept the so-called Zermelo-Fraenkel system of axioms
for set theory. (In this version of set theory, everything is a set, and there is no primitive notion
of class, in contrast to other axiomatisations.)
Additionally, following [6, Exp.I, §0], we shall assume that, for every set S, there exists a
universe V such that S ∈ V. (For the notion of universe, the reader may also see [16, §1.1].)
Throughout this chapter, we fix some universe U such that N ∈ U (where N is the set of
natural numbers; the latter condition is required, in order to be able to perform some standard
set-theoretical operations without leaving U). A set S is U-small (resp. essentially U-small), if
S ∈ U (resp. if S has the cardinality of a U-small set). If the context is not ambiguous, we shall
just write small, instead of U-small.
1.1. Categories, functors and natural transformations. A category C is the datum of a set
Ob(C ) of objects and, for every A,B ∈ Ob(C ), a set of morphisms from A to B, denoted :
HomC (A,B)
and as usual we write f : A→ B to signify f ∈ HomC (A,B). Furthermore, we set
Morph(C ) := {(A,B, f) | A,B ∈ Ob(C ), f ∈ HomC (A,B)}.
For any f := (A,B, f) ∈ Morph(C ), the object A is called the source of f , and B is the target
of f . We also often use the notation
EndC (A) := HomC (A,A)
and the elements of EndC (A) are called the endomorphisms of A in C . We say that a pair of
elements (f, g) ofMorph(A ) is composable if the target of f equals the source of g. Moreover,
for every A,B,C ∈ Ob(C ) we have a composition law
HomC (A,B)× HomC (B,C)→ HomC (A,C) : (f, g) 7→ g ◦ f
fulfilling the following two standard axioms :
• For every A ∈ Ob(C ) there exists an identity endomorphism 1A of A, such that
1A ◦ f = f g ◦ 1A = g for every B,C ∈ Ob(C ) and every f : B → A and g : A→ C.
• The composition law is associative, i.e. we have
(h ◦ g) ◦ f = h ◦ (g ◦ f)
for every A,B,C,D ∈ Ob(C ) and every f : A→ B, g : B → C and h : C → D.
Clearly, it follows that (EndC (A), ◦, 1A) is a monoid, and we get a group :
AutC (A) ⊂ EndC (A)
of invertible endomorphisms, i.e. the automorphisms of the object A.
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1.1.1. We say that the category C is U-small (or just small), if bothOb(C ) andMorph(C ) are
small sets. We say that C has small Hom-sets if HomC (A,B) ∈ U for every A,B ∈ Ob(C ).
A subcategory of C is a category B with Ob(B) ⊂ Ob(C ) andMorph(B) ⊂ Morph(C ).
The opposite category C o is the category with Ob(C o) = Ob(C ), and such that :
HomC o(A,B) := HomC (B,A) for every A,B ∈ Ob(C )
(with composition law induced by that of C , in the obvious way). Given A ∈ Ob(C ), some-
times we denote by Ao the same object, viewed as an element of Ob(C o); likewise, given a
morphism f : A→ B in C , we write f o for the corresponding morphism Bo → Ao in C o.
1.1.2. A morphism f : A→ B in C is said to be a monomorphism if the induced map
HomC (X, f) : HomC (X,A)→ HomC (X,B) g 7→ f ◦ g
is injective, for everyX ∈ Ob(C ). Dually, we say that f is an epimorphism if f o is a monomor-
phism in C o. Also, f is an isomorphism if there exists a morphism g : B → A such that
g ◦ f = 1A and f ◦ g = 1B . Obviously, an isomorphism is both a monomorphism and an
epimorphism. The converse does not necessarily hold, in an arbitrary category.
Two monomorphisms f : A → B and f ′ : A′ → B are equivalent, if there exists an
isomorphism h : A → A′ such that f = f ′ ◦ h. A subobject of B is defined as an equivalence
class of monomorphisms A→ B. Dually, a quotient of B is a subobject of Bo in C o.
One says that C is well-powered if, for every A ∈ Ob(C ), the set :
Sub(A)
of all subobjects ofA is essentially small. Dually, C is co-well-powered, if C o is well-powered.
1.1.3. Let A and B be any two categories; a functor F : A → B is a pair of maps
Ob(A )→ Ob(B) Morph(A )→ Morph(B)
both denoted also by F , such that
• F assigns to any morphism f : A→ A′ in A , a morphism Ff : FA→ FA′ in B
• F1A = 1FA for every A ∈ Ob(A )
• F (g ◦ f) = Fg ◦ Ff for every A,A′, A′′ ∈ Ob(A ) and every pair of morphisms
f : A→ A′, g : A′ → A′′ in A .
If F : A → B and G : B → C are any two functors, we get a composition
G ◦ F : A → C
which is the functor whose maps on objects and morphisms are the compositions of the respec-
tive maps for F and G. We denote by
Fun(A ,B)
the set of all functors A → B. Moreover, any such F induces a functor F o : A o → Bo with
F oAo := (FA)o and F of o := (Ff)o for every A ∈ Ob(A ) and every f ∈ Morph(A ).
Definition 1.1.4. Let F : A → B be a functor.
(i) We say that F is faithful (resp. full, resp. fully faithful), if for every A,A′ ∈ Ob(A ) it
induces injective (resp. surjective, resp. bijective) maps :
HomA (A,A
′)→ HomB(FA, FA′) : f 7→ Ff.
(ii) We say that F reflects monomorphisms (resp. reflects epimorphisms, resp. is conserva-
tive) if the following holds. For every morphism f : A → A′ in A , if the morphism Ff of B
is a monomorphism (resp. epimorphism, resp. isomorphism), then the same holds for f .
(iii) If A is a subcategory of B, and F is the natural inclusion functor, then F is obviously
faithful, and we say that A is a full subcategory of B, if F is fully faithful.
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(iv) The essential image of F is the full subcategory of B whose objects are the objects of
B that are isomorphic to an object of the form FA, for some A ∈ Ob(A ). We say that F is
essentially surjective if its essential image is B.
(v) We say that F is an equivalence, if it is fully faithful and essentially surjective.
Remark 1.1.5. For later use, it is convenient to introduce the notion of n-faithful functor, for all
integers n ≤ 2. Namely : if n < 0, every functor is n-faithful; a functor F : A → B (between
any two categories A and B) is 0-faithful, if it is faithful; F is 1-faithful, if it is fully faithful;
finally, we say that F is 2-faithful, if it is an equivalence.
Example 1.1.6. (i) The collection of all small categories, together with the functors between
them, forms a category
U-Cat.
Unless we have to deal with more than one universe, we shall usually omit the prefix U, and
write just Cat. It is easily seen that Cat is a category with small Hom-sets.
(ii) The category of all small sets shall be denoted U-Set or just Set, if there is no need to
emphasize the chosen universe. There is a natural fully faithful embedding :
Set→ Cat.
Indeed, to any set S one may assign its discrete category also denoted S, i.e. the unique category
such that Ob(S) = S and Morph(S) = {(s, s, 1s) | s ∈ S}. If S and S ′ are two discrete
categories, the datum of a functor S → S ′ is clearly the same as a map of setsOb(S)→ Ob(S ′).
Notice also the natural functor
Ob : Cat→ Set C 7→ Ob(C )
that assigns to each functor F : C → D the underlying map Ob(C )→ Ob(D) : C 7→ FC.
(iii) Recall that a preordered set is a pair (I,≤) consisting of a set I and a binary relation ≤
on I which is reflexive and transitive. In this case, we also say that ≤ is a preordering on I . We
say that (I,≤) is a partially ordered set, if ≤ is also antisymmetric, i.e. if we have
(x ≤ y and y ≤ x)⇒ x = y for every x, y ∈ I.
We say that (I,≤) is a totally ordered set, if it is partially ordered and any two elements are
comparable, i.e. for every x, y ∈ I we have either x ≤ y or y ≤ x. An order-preserving map
f : (I,≤)→ (J,≤) between preordered sets is a mapping f : I → J such that
x ≤ y ⇒ f(x) ≤ f(y) for every x, y ∈ I.
We denote by Preorder (resp. POSet) the category of small preordered (resp. partially
ordered) sets, with morphisms given by the order-preserving maps. To any preordered set (I,≤)
one assigns a category whose set of objects is I , and whose morphisms are given as follows.
For every i, j ∈ I , the set of morphisms i→ j contains exactly one element when i ≤ j, and is
empty otherwise. Clearly, this rule defines a fully faithful functor
Preorder→ Cat.
Notice that if a category C lies in the essential image of this functor, then the same holds for Co.
Indeed, if C corresponds to the preordered set (I,≤), then Co corresponds to the preordered
set (Io,≤) with Io := I and x ≤ y in Io if and only if y ≤ x in I , for every x, y ∈ I . Clearly
(I,≤) is a partially ordered set if and only if the same holds for (Io,≤).
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1.1.7. Let A , B be two categories, F,G : A → B two functors. A natural transformation
(1.1.8) α : F ⇒ G
from F to G is a family of morphisms (αA : FA → GA | A ∈ Ob(A )) of B such that, for
every morphism f : A→ B in A , the diagram :
(1.1.9)
FA
αA //
Ff

GA
Gf

FB
αB // GB
commutes. If αA is an isomorphism for every A ∈ Ob(A ), we say that α is a natural iso-
morphism of functors. For instance, the rule that assigns to any object A the identity morphism
1FA : FA → FA, defines a natural isomorphism 1F : F ⇒ F . A natural transformation
(1.1.8) is also indicated by a diagram of the type :
A
F ))
G
55
✤✤ ✤✤
 α B.
1.1.10. The natural transformations between functors A → B can be composed; namely, if
α : F ⇒ G and β : G⇒ H are two such transformations, we obtain a natural transformation
β ⊙ α : F ⇒ H by the rule : A 7→ βA ◦ αA for every A ∈ Ob(A ).
With this composition, Fun(A ,B) is the set of objects of a category which we shall denote
Fun(A ,B).
There is also a second composition law for natural transformations : if C is another category,
and we have a diagram of functors and natural transformations
A
F ((
G
66
✤✤ ✤✤
 α B
F ′ ''
G′
77
✤✤ ✤✤
 α′ C
we get a natural transformation
α′ ∗α : F ′ ◦F ⇒ G′ ◦G : A 7→ α′GA ◦F ′(αA) = G′(αA)◦α′FA for every A ∈ Ob(A )
called the Godement product of α and α′ ([16, Prop.1.3.4]). Especially, if H : B → C (resp.
H : C → A ) is any functor, we write H ∗ α (resp. α ∗H) instead of 1H ∗ α (resp. α ∗ 1H).
Both composition laws are associative, i.e., if we have additional natural transformations
A
H ((
K
66
✤✤ ✤✤
 γ B C
F ′′ ''
G′′
77
✤✤ ✤✤
 α′′D
then we get the identities
γ ⊙ (β ⊙ α) = (γ ⊙ β)⊙ α α′′ ∗ (α′ ∗ α) = (α′′ ∗ α′) ∗ α.
Moreover, the composition laws are related as follows. Suppose that A , B and C are three
categories, and we have a diagram of six functors and four natural transformations :
A
F1
  
✤✤ ✤✤
 α1
??
H1
✤✤ ✤✤
 β1
G1 // B
F2
  
✤✤ ✤✤
 α2
??
H2
✤✤ ✤✤
 β2
G2 // C .
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Then we have the identity :
(1.1.11) (β2 ∗ β1)⊙ (α2 ∗ α1) = (β2 ⊙ α2) ∗ (β1 ⊙ α1).
The proofs are left as exercises for the reader (see [16, Prop.1.3.5]).
Remark 1.1.12. (i) In the situation of (1.1.10), if A and B are small categories, the same
holds for Fun(A ,B).
(ii) Also, if A is small, B has small Hom-sets and Ob(B) ⊂ U, then Fun(A ,B) has small
Hom-sets, and Ob(Fun(A ,B)) ⊂ U.
(iii) Assertion (ii) depends on our choices on how to encode arbitrary maps of sets : accord-
ing to our (implicit) convention, a map of sets f : S → S ′ is the graph Γ(f) ⊂ S × S ′. This
does not agree, e.g. with the definition found in Bourbaki’s treatise [24], where such a map
f is the triple (S, S ′,Γ(f)). With Bourbaki’s convention, assertion (ii) fails. Other references
are not so explicit about their choices for encoding maps, but for instance the SGA4 treatise
([6], [7], [8]) appears to follow Bourbaki’s conventions, in view of [6, Exp.I, Rem.1.1.2], which
states that Fun(A ,B) is not necessarily a subset of U, and Fun(A ,B) does not necessarily
have small Hom-sets, under the assumptions of (ii). On the other hand, under the same assump-
tions, it is stated in [53, Ch.II, Prop.1] that Fun(A ,B) has small Hom-sets, so the set-theoretic
conventions of the latter are not compatible with those of SGA4.
1.1.13. Adjoint pairs of functors. Let A and B be two categories, F : A → B and G : B →
A two functors. We say that G is left adjoint to F if there exist bijections
ϑA,B : HomA (GB,A)
∼→ HomB(B,FA) for every A ∈ Ob(A ) and B ∈ Ob(B)
and these bijections are natural in both A and B, i.e.
ϑA′B′(g◦f ◦Gh)=Fg◦ϑAB(f)◦h for all morphisms GB f−→A g−→A′ in A and B′ h−→B in B.
Then one also says that F is right adjoint to G, that (G,F ) is an adjoint pair of functors, and
that ϑ•• is an adjunction for the pair (G,F ).
Especially, to any object B of B (resp. A of A ), the adjunction ϑ•• assigns a morphism
ϑGB,B(1GB) : B → FGB (resp. ϑ−1A,FA(1FA) : GFA→ A), whence a natural transformation
(1.1.14) η : 1B ⇒ F ◦G (resp. ε : G ◦ F ⇒ 1A )
called the unit (resp. counit) of the adjunction. The naturality of η follows from the calculation:
FG(f) ◦ ηB = FG(f) ◦ ϑGB,B(1GB) = ϑGB,B′(Gf ◦ 1GB) = ϑGB,B′(1GB′ ◦Gf) = ηB′ ◦ f
for every morphism f : B → B′ in B. A similar computation shows the naturality of ε. The
naturality of ϑ•• implies that we have commutative diagrams
B
ηB //
ϑA,B(f) ""❋
❋❋
❋❋
❋❋
❋ FGB
Ff

GB
Gg //
ϑ−1A,B(g) ##❍
❍❍
❍❍
❍❍
❍❍
❍ GFA
εA

FA A
for every morphism f : GB → A in A and g : B → FA in B. Taking f = εA and g = ηB , we
see that the unit and counit are related by the so-called triangular identities expressed by the
commutative diagrams :
F
η∗F +3
1F ❋❋
❋❋
❋❋
❋❋
❋
❋
FGF
F∗ε

G
G∗η +3
1G ❋❋
❋❋
❋❋
❋❋
❋ GFG
ε∗G

F G.
Conversely, we have ([16, Th.3.1.5] or [78, Prop.1.5.4]) :
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Proposition 1.1.15. Let F : A → B and G : B → A be two functors.
(i) If η, ε are natural transformations as in (1.1.14), fulfilling the triangular identities of
(1.1.13), then there is a unique adjunction for the pair (G,F ), with unit η and counit ε.
(ii) Suppose that (G,F ) is an adjoint pair, and η is the unit (resp. ε is the counit) of an
adjunction for (G,F ), then there exists a unique natural transformation ε (resp. η) as
in (1.1.14), fulfilling the triangular identities of (1.1.13).
Proof. (i): Let A ∈ Ob(A ) and B ∈ Ob(B) be any two objects; in light of the discussion of
(1.1.13), we see that the sought natural bijection ϑA,B must be given by the rule :
f 7→ Ff ◦ ηB for every f ∈ HomA (GB,A)
and its inverse must be the mapping
g 7→ εA ◦Gg for every g ∈ HomB(B,FA).
So we come down to checking that the triangular identities imply that these rules do induce
mutually inverse bijections on the respective Hom-sets. We leave the verification to the reader.
(ii) is clear from the explicit construction of ϑ•• in (i). 
Example 1.1.16. To every preordered set (F ,≤) we may attach its partially ordered quotient
(F/∼,≤)
where ∼ denotes the equivalence relation such that x ∼ y if and only if x ≤ y and y ≤ x, for
every x, y ∈ F . The ordering onF/∼ is the unique one such that the quotient map F → F/∼
defines a morphism
qF : (F ,≤)→ (F/∼,≤)
of preordered sets, and it is easily seen that the rule (F ,≤) 7→ (F/∼,≤) defines a left adjoint
to the inclusion functor
POSet→ Preorder.
Moreover, the rule (F ,≤) 7→ qF is a unit for this adjunction.
The following observations are borrowed from, and are further developed in [57, §I.6].
Remark 1.1.17. (i) Consider two adjoint pairs (G1, F1) and (G2, F2) :
A
F1 // B
F2 //
G1
oo C
G2
oo
and suppose that for i = 1, 2 we are given adjunctions ϑi,•• for the pair (Gi, Fi). Then clearly
(G1 ◦ G2, F2 ◦ F1) is an adjoint pair, and we get an induced adjunction for this pair, by the
composition :
HomA (G1G2C,A)
ϑ1,A,G2C−−−−−−→ HomB(G2C, F1A)
ϑ2,F1A,C−−−−−−→ HomB(C, F2F1A)
for every A ∈ Ob(A ) and C ∈ Ob(C ). We denote this adjunction by
(ϑ2 ◦ ϑ1)••
and we call it the composition of the adjunctions ϑ1 and ϑ2. If (ηi, εi) are the units and counits
of ϑi,•• (for i = 1, 2), then the unit and counit of (ϑ2 ◦ ϑ1)•• are respectively :
(F2 ∗ η1 ∗G2)⊙ η2 and ε1 ⊙ (G1 ∗ ε2 ∗ F1).
Moreover, suppose that C
F3 // D
G3
oo is another adjoint pair of functors, and ϑ3,•• an adjunction
for this pair; with this notation, it is also then clear that
(ϑ3 ◦ (ϑ2 ◦ ϑ1))•• = (ϑ3 ◦ (ϑ2 ◦ ϑ1))••.
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(ii) Suppose that we have two pairs of adjoint functors and two natural transformations
A
F // B
G
oo A
F ′ // B
G′
oo τ : F ⇒ F ′ µ : G′ ⇒ G
and let us fix units and counits (η, ε) (resp. (η′, ε′)) for the adjoint pair (G,F ) (resp. (G′, F ′)).
Then we obtain adjoint transformations
τ † : G′ ⇒ G µ† : F ⇒ F ′
given by the compositions :
G′B
G′(ηB)−−−−→ G′FGB G
′(τGB)−−−−−→ G′F ′GB ε
′
GB−−−→ GB for every B ∈ Ob(B)
FA
η′FA−−−→ F ′G′FA F
′(µFA)−−−−−→ F ′GFA F
′(εA)−−−−→ F ′A for every A ∈ Ob(A ).
We claim that (τ †)† = τ and (µ†)† = µ. Indeed, let ϑ•• (resp. ϑ
′
••) be the adjunctions corre-
sponding to (η, ε) (resp. to (η′, ε′)), and notice that
τ †B = ϑ
′−1
GB,FGB(τGB) ◦G′(ηB) µ†A = F ′(εA) ◦ ϑ′GFA,FA(µFA)
so we may compute :
(τ †)†A =F
′(εA) ◦ ϑ′GFA,FA(ϑ′−1GFA,FGFA(τGFA) ◦G′(ηFA))
=ϑ′A,FA(εA ◦ ϑ′−1GFA,FGFA(τGFA) ◦G′(ηFA))
=ϑ′A,FA(ϑ
′−1
A,FGFA(F
′(εA) ◦ τGFA) ◦G′(ηFA))
=ϑ′A,FA(ϑ
′−1
A,FGFA(τA ◦ F (εA)) ◦G′(ηFA))
=ϑ′A,FA(ϑ
′−1
A,FA(τA) ◦G′F (εA) ◦G′(ηFA))
=ϑ′A,FA(ϑ
′−1
A,FA(τA))
= τA
where the second, third and fifth identities follow from the naturality of ϑ′••, the fourth from the
naturality of τ , and the sixth from the triangular identities of (1.1.13). We leave to the reader
the similar calculation which gives the second identity. Hence the rule
τ 7→ τ † := (τ, ϑ, ϑ′)†
establishes a natural bijection from the set of natural transformations F ⇒ F ′, to the set of
natural transformations G′ ⇒ G. Notice that this correspondence depends not only on (G,F )
and (G′, F ′), but also on (η, ε) and (η′, ε′). Sometimes we denote this adjoint transformation
also by (τ, η, η′)†.
(iii) Moreover, using the triangular identities of (1.1.13), it is easily seen that the diagrams :
G′ ◦ F G′∗τ +3
τ†∗F

G′ ◦ F ′
ε′

1B
η +3
η′

F ◦G
τ∗G

G ◦ F ε +3 1A F ′ ◦G′ F
′∗τ† +3 F ′ ◦G
commute. Also, (τ, ϑ, ϑ′)† is characterized as the unique natural transformation G′ ⇒ G such
that the following diagram commutes for every A ∈ Ob(A ) and B ∈ Ob(B) :
(1.1.18)
HomA (GB,A)
ϑA,B //
HomA (τ
†
B ,A)

HomB(B,FA)
HomB(B,τA)

HomA (G
′B,A)
ϑ′A,B // HomB(B,F
′A)
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Indeed, letting A := GB and recalling that ϑGB,B(1GB) = ηB , we see easily that the commuta-
tivity of (1.1.18) determines uniquely τ † (details left to the reader). Conversely, if τ † is defined
as in (i), we may compute, for every morphism f : GB → A in A :
ϑ′A,B(f ◦ τ †B) =ϑ′A,B(f ◦ ϑ′−1GB,FGB(τGB) ◦G′(ηB))
=ϑ′A,FGB(f ◦ ϑ′−1GB,FGB(τGB)) ◦ ηB
=ϑ′A,FGB(ϑ
′−1
A,FGB(F
′f ◦ τGB)) ◦ ηB
=F ′f ◦ τGB ◦ ηB
= τA ◦ Ff ◦ ηB
= τA ◦ ϑA,B(f).
(iv) Furthermore, suppose we have a third pair of adjoint functors
A
F ′′ // B
G′′
oo and a natural transformation ω : F ′ ⇒ F ′′
and let us fix an adjunction ϑ′′•• for the pair (G
′′, F ′′). Then we have :
(ω ⊙ τ, ϑ, ϑ′′)† = (τ, ϑ, ϑ′)† ⊙ (ω, ϑ′, ϑ′′)†.
Indeed, this identity follows easily from the characterization of τ †, ω† and (ω ◦ τ)† given in (iii)
(details left to the reader).
(v) Lastly, in the situation of (i), suppose moreover that we have two other adjoint pairs
A
F ′1 // B
G′1
oo
F ′2 // C
G′2
oo and natural transformations τ1 : F1 ⇒ F ′1 τ2 : F2 ⇒ F ′2
and for i = 1, 2, let us fix an adjunction ϑ′i,•• for (G
′
i, F
′
i ). Then we get as in (ii) the natural
transformations τ †1 : G
′
1 ⇒ G1 and τ †2 : G′2 ⇒ G2, and we have the identity
(τ2 ∗ τ1, ϑ2 ◦ ϑ1, ϑ′2 ◦ ϑ′1)† = (τ1, ϑ1, ϑ′1)† ∗ (τ2, ϑ2, ϑ′2)†.
Indeed, taking into account (iii) we get the commutative diagram
HomA (G1G2C,A)
ϑ1,A,G2C //
HomA (τ
†
1,G2C
,A)

HomB(G2C, F1A)
ϑ2,F1A,C //
HomB(G2C,τ1,C)

HomC (C, F2F1A)
HomC (C,F2(τ1,C ))

HomA (G
′
1G2C,A)
ϑ′1,A,G2C //
HomA (G
′
1(τ
†
1,C ),A)

HomB(G2C, F
′
1A)
ϑ2,F ′
1
A,C
//
HomB(τ
†
2,C ,F
′
1A)

HomC (C, F2F
′
1A)
HomC (C,τ2,F ′
1
C)

HomA (G
′
1G
′
2C,A)
ϑ′
1,A,G′
2
C
// HomB(G
′
2C, F
′
1A)
ϑ′
2,F ′
1
A,C
// HomC (C, F
′
2F
′
1A)
for every A ∈ Ob(A ) and C ∈ Ob(C ). The sought identity follows after invoking again (iii).
(vi) Especially, taking into account the triangular identities of (1.1.13), it is easily seen that :
(1F2 , ϑ2, ϑ2)
† = 1G2
(F2 ∗ τ1, ϑ2 ◦ ϑ1, ϑ2 ◦ ϑ′1)† = (τ1, ϑ1, ϑ′1)† ∗G2
(τ2 ∗ F1, ϑ2 ◦ ϑ1, ϑ′2 ◦ ϑ1)† = G1 ∗ (τ2, ϑ2, ϑ′2)†.
Remark 1.1.19. (i) For any two categories C ,D we have a natural isomorphism of categories
Fun(C ,D)o
∼→ Fun(C o,Do)
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that assigns to any functorH : C → D the opposite functorHo : C o → Do, and to any natural
transformation τ : H ⇒ K the opposite transformation τ o : Ko ⇒ Ho such that τ oCo := (τC)o
for every C ∈ Ob(C ). Also, in the situation of (1.1.10), notice the identities
(β ⊙ α)o = αo ⊙ βo and (α′ ∗ α)o = α′o ∗ αo.
(ii) Let B and E be two other categories, f : B → C and g : D → E two functors; we get
an induced functor
Fun(f, g) : Fun(C ,D)→ Fun(B, E ) H 7→ g ◦H ◦ f (α : H ⇒ K) 7→ g ∗ α ∗ f.
Likewise, if f ′ : B → C and g′ : D → E are any two other functors, every pair of natural
transformations γ : f ⇒ f ′ and δ : g ⇒ g′ induces a transformation
Fun(γ, δ) : Fun(f, g)⇒ Fun(f ′, g′) H 7→ δ ∗H ∗ γ.
We shall usually write Fun(f,D) (resp. Fun(C , g)) instead of Fun(f, 1D) (resp. of Fun(1C , g)).
Furthermore, in the situation of (1.1.10), notice the identities
Fun(β,D)⊙ Fun(α,D) = Fun(β ⊙ α,D)
Fun(α,D) ∗ Fun(α′,D) = Fun(α′ ∗ α,D).
(iii) In the situation of (ii), suppose that the functor f admits a left adjoint g : C → B.
Then f ∗ := Fun(f,D) is left adjoint to g∗ := Fun(g,D). More precisely, let η be a unit and ε
a counit for the adjoint pair (g, f). From the triangular identities (1.1.13) for (g, f), and taking
into account (ii), we deduce commutative diagrams :
g∗
Fun(η,D)∗g∗
+3
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙ g∗f ∗g∗
g∗∗Fun(ε,D)

f ∗
f∗∗Fun(η,D)
+3
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚ f ∗g∗f ∗
Fun(ε,D)∗f∗

g∗ f ∗
which, in light of proposition 1.1.15(i), says that Fun(η,D) is a unit and Fun(ε,D) a counit for
the adjoint pair (f ∗, g∗).
(iv) Let F : C → D be a functor, and G : D → C a left adjoint to F . Then F o is left adjoint
to Go. More precisely, let η be a unit and ε a counit for the adjoint pair (G,F ); then it follows
easily from (i) and proposition 1.1.15(i) that εo is a unit and ηo is a counit for the adjoint pair
(F o, Go) : details left to the reader.
Proposition 1.1.20. Let F : A → B be a functor.
(i) The following conditions are equivalent :
(a) F is fully faithful and has a fully faithful left adjoint.
(b) There exist a functor G : B → A and isomorphisms of functors
G ◦ F ∼→ 1A 1B ∼→ F ◦G.
(c) F is an equivalence.
(ii) Suppose that F admits a left adjoint G : B → A , and let η : 1B ⇒ F ◦ G and
ε : G ◦ F ⇒ 1A be a unit and respectively a counit for the adjoint pair (G,F ). Then
F (resp. G) is faithful if and only if εX is an epimorphism for everyX ∈ Ob(A ) (resp.
ηY is a monomorphism for every Y ∈ Ob(B)).
(iii) In the situation of (ii), the following conditions are equivalent :
(a) F (resp. G) is fully faithful.
(b) The counit ε (resp. the unit η) is an isomorphism of functors.
(c) There exists an isomorphism of functors ε′ : G◦F ∼→ 1A (resp. η′ : 1B ∼→ F ◦G).
Moreover, if (c) holds, there exists a unique adjunction ϑ′ for the pair (G,F ) whose
counit is ε′ (resp. whose unit is η′).
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(iv) Suppose that F admits both a left adjoint G : B → A and a right adjoint H : B →
A . Then G is fully faithful if and only if H is fully faithful.
Proof. (ii): In view of remark 1.1.19(iv), it suffices to consider the assertion relative to ε•. Thus,
suppose that Ff1 = Ff2 for two morphisms f1, f2 : X → X ′. The naturality of ε• yields the
identity : εX′ ◦ GFfi = fi ◦ εX for i = 1, 2, and if εX is an epimorphism, we deduce f1 = f2.
Conversely, suppose F is faithful and f1 ◦ εX = f2 ◦ εX ; from the triangular identities we get :
Ffi = F (εX′) ◦ FGF (fi) ◦ ηFX = F (fi ◦ εX) ◦ ηFX
so Ff1 = Ff2 and therefore f1 = f2 which shows that εX is an epimorphism.
(iii): Again, remark 1.1.19(iv) reduces to considering the assertion for ε•. We check first that
(iii.a)⇒(iii.b) : indeed, if F is fully faithful, for every X ∈ Ob(A ), there exists a morphism
βX : X → GFX such that FβX = ηFX : FX → FGFX . From the triangular identities of
(1.1.13) we deduce that F (εX ◦ βX) = F (εX) ◦ ηFX = 1FX , whence εX ◦ βX = 1X , since F
is faithful. Next, let ϑ be the unique adjunction for the pair (G,F ) whose unit and counit are η
and ε; by inspection of the explicit description of ϑ in the proof of proposition 1.1.15(i) we get
ϑGFX,FX(βX ◦ εX) = F (βX ◦ εX) ◦ ηFX = ηFX ◦ F (εX) ◦ ηFX = ηFX = ϑGFX,FX(1GFX)
whence βX ◦ εX = 1GFX . Obviously (iii.b)⇒(iii.c). Lastly, suppose that (iii.c) holds; for every
X, Y ∈ Ob(A ) we deduce a bijection
ξX,Y : HomA (X, Y )
ϕX,Y−−−→ HomA (GFX, Y ) ϑGX,Y−−−−→ HomB(FX, FY )
where ϕX,Y (f) := f ◦ ε′X for every morphism f : X → Y in A . It is easily seen that ξX,Y is
natural in bothX and Y ; especially, for every f ∈ HomA (X, Y ) we have :
ξY,Y (1Y ) ◦ Ff = ξX,Y (1Y ◦ f) = ξX,Y (f ◦ 1X) = Ff ◦ ξX,X(1X).
Letting X = Y , and taking f : X → X with ξX,X(f) = 1FX , we deduce that ξX,X(1X)
is an isomorphism in B, for every X ∈ Ob(A ). Since ξX,Y (f) = Ff ◦ ξX,X(1X) for ev-
ery f ∈ HomA (X, Y ), we conclude that the rule f 7→ Ff is a bijection HomA (X, Y ) ∼→
HomB(FX, FY ), whence (iii.a). Lastly, let us check the existence and uniqueness of the ad-
junction ϑ′ whose counit is ε′. To this aim, let ω : 1A
∼→ 1A be the automorphism such that
ω ◦ ε = ε′, and set η′ := (F ∗ ω−1 ∗G) ◦ η. We compute :
(F ∗ ε′)⊙ (η′ ∗ F ) = (F ∗ ω)⊙ (F ∗ ε)⊙ (F ∗ ω−1 ∗GF )⊙ (η ∗ F )
= (F ∗ ω)⊙ (F ∗ ω−1)⊙ (F ∗ ε)⊙ (η ∗ F ) = 1F .
Likewise we check that (ε′ ∗G)⊙ (G ∗ η′) = 1G, whence the contention, by proposition 1.1.15.
(i): The equivalence (i.a)⇔(i.b) follows immediately from (iii). Moreover, if (i.b) holds, then
for every Y ∈ Ob(B)we have an isomorphismY ∼→ FGY , so F is essentially surjective. Since
we have just seen that (i.b) implies that F is fully faithful, we deduce as well that (i.b)⇒(i.c).
(i.c)⇒(i.a): We construct a left adjoint G : B → A to F as follows. Since F is essentially
surjective, for every B ∈ Ob(B) we may find an object A ∈ Ob(A ) with an isomorphism
ηB : B
∼→ FA, and we set GB := A. Next, since F is fully faithful, for every morphism
g : B → B′ in B there exists a unique morphism f : GB → GB′ in A which makes commute
the diagram
B
g //
ωB

B′
ωB′

FGB
Ff // FGB′
and we let Gg := f . It is easily seen that these rules yield a well defined functor G as sought,
and η is then a natural isomorphism 1B ⇒ FG. Moreover from the full faithfulness of F we
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deduce that G is fully faithful as well (details left to the reader). To conclude we remark, more
generally :
Claim 1.1.21. Let F : A → B and G : B → A be two functors, η : 1B ⇒ FG an isomor-
phism of functors, and suppose that F is fully faithful. Then there exists a unique adjunction ϑ
for the pair (G,F ) whose unit is η.
Proof of the claim. From the proof of proposition 1.1.15 we know that η determines ϑ, by
the rule : ϑA,B(f) := Ff ◦ ηB for every A ∈ Ob(A ), B ∈ Ob(B) and every morphism
f : GB → A in A . Conversely, our assumptions easily imply that this rule does yield a
natural bijection HomA (GB,A)
∼→ HomB(B,FA), whence the contention (details left to the
reader). ♦
(iv): Let η : 1B ⇒ FG (resp. η′ : 1A ⇒ HF ) be the unit and ε : GF ⇒ 1A (resp.
ε′ : FH ⇒ 1B) the counit of a given adjunction for the adjoint pair (G,F ) (resp. (F,H)). By
remark 1.1.19(iv) we may assume that H is fully faithful, and we show that the same holds for
G. By (iii), this is the same as assuming that ε′ is an isomorphism, and we need to check that
the same holds for η. To this aim, denote γ : FG⇒ 1B the composition
FG
(FG)∗ε′−1−−−−−−−→ FGFH F∗ε∗H−−−−−→ FH ε′−−→ 1B.
We show that γ is inverse to η. Indeed we have
γ ⊙ η = ε′ ⊙ (F ∗ ε ∗H)⊙ (η ∗ FH)⊙ ε′−1 = ε′ ⊙ ε′−1 = 1B
where the first identity holds by the naturality of η, and the second follows from the triangular
identites of (1.1.13). Likewise, we have
η ⊙ γ =(ε′ ∗ FG)⊙ (FH ∗ η)⊙ (F ∗ ε ∗H)⊙ (FG ∗ ε′−1)
= (ε′ ∗ FG)⊙ (F ∗ ε ∗HFG)⊙ (FGFH ∗ η)⊙ (FG ∗ ε′−1)
= (ε′ ∗ FG)⊙ (F ∗ ε ∗HFG)⊙ (FG ∗ ε′−1 ∗ FG)⊙ (FG ∗ η)
= (ε′ ∗ FG)⊙ (F ∗ ε ∗HFG)⊙ (FGF ∗ η′ ∗G)⊙ (FG ∗ η)
= (ε′ ∗ FG)⊙ (F ∗ η′ ∗G)⊙ (F ∗ ε ∗G)⊙ (FG ∗ η)
= (1F ∗G)⊙ (F ∗ 1G) = 1FG
where the first and third identities follow from the naturality of ε′, the second and fifth from that
of ε, the fourth and sixth from the triangular identities for the pairs (η′, ε′) and (η, ε). 
Definition 1.1.22. Let F : A → B be any equivalence of categories. A quasi-inverse for F is
the datum of a functor G : B → A and an adjunction for the pair (G,F ). Then we also say
that F is a quasi-inverse for G.
Remark 1.1.23. It follows easily from proposition 1.1.20(i,iii) and claim 1.1.21, that a quasi-
inverse for an equivalence F : A → B is the same as the datum of a functor G : B → A
and an isomorphism of functors 1B
∼→ FG, and moreover any such G is also an equivalence.
Taking into account remark 1.1.19(iv), we see that a quasi-inverse for F is also the same as the
datum of such a G and an isomorphism of functors GF
∼→ 1A .
1.1.24. Slice categories. A standard construction attaches to anyX ∈ Ob(C ) a category :
C /X
as follows. The objects of C /X are all the pairs (A, f) where A ∈ Ob(C ) and f : A → X is
any morphism of C . For any two such objects (A, f), (B, g), the set HomC /X((A, f), (B, g))
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consists of all the commutative diagrams of morphisms of C :
A
h //
f   ❅
❅❅
❅❅
❅❅
❅ B
g~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
X
with composition of morphisms induced by the composition law of C . We denote sometimes
such a morphism of C /X by
h/X : (A, f)→ (B, g).
An object (resp. a morphism) of C /X is also called an X-object (resp. an X-morphism) of C .
Dually, one defines
X/C := (C o/Xo)o
i.e. the objects of X/C are the pairs (A, f) with A ∈ Ob(C ) and f : X → A any morphism of
C . We have an obvious faithful source functor
sX : C /X → C (A, f) 7→ A ((A, f) h/X−−→ (B, g)) 7→ (A h−→ B)
and likewise one obtains a target functor
tX := s
o
Xo : X/C → C .
Moreover, any morphism f : X → Y in C induces functors :
(1.1.25)
f∗ : C /X → C /Y : (A, g : A→ X) 7→ (A, f∗g := f ◦ g : A→ Y )
f ∗ : Y/C → X/C : (B, h : Y → B) 7→ (B, f ∗h := h ◦ f : X → B).
Furthermore, given a functor F : C → B, anyX ∈ Ob(C ) induces functors :
(1.1.26)
F|X : C/X → B/FX : (A, g) 7→ (FA, Fg)
X|F : X/C → FX/B : (B, h) 7→ (FB, Fh).
1.1.27. The categories C /X and X/C are special cases of the following more general con-
struction. Let F : A → B be any functor. For any B ∈ Ob(B), we define
FA /B
as the category whose objects are all the pairs (A, f), where A ∈ Ob(A ) and f : FA → B is
a morphism in B. The morphisms g : (A, f) → (A′, f ′) are the morphisms g : A → A′ in A
such that f ′ ◦ Fg = f . There are well-defined functors :
F/B : FA /B → B/B : (A, f) 7→ (FA, f) and sB : FA /B → A : (A, f) 7→ A.
Dually, we define :
B/FA := (F oA o/Bo)o
and likewise one has natural functors :
B/F : B/FA → B/B and tB : B/FA → A .
Any morphism g : B′ → B induces functors :
g/FA : B/FA → B′/FA : (A, f) 7→ (A, f ◦ g)
FA /g : FA /B′ → FA /B : (A, f) 7→ (A, g ◦ f).
Obviously, the category C/X (resp. X/C ) is the same as 1C C /X (resp. X/1C C ).
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1.1.28. In the situation of (1.1.27), the categories of the form FA /B can be faithfully em-
bedded in a single category FA /B. The latter is the category whose objects are all the triples
(A,B, f), where A ∈ Ob(A ), B ∈ Ob(B) are any two objects, and f : FA → B is any
morphism of B. If f : FA→ B and f ′ : FA′ → B′ are any two objects, the set
HomFA /B((A,B, f), (A
′, B′, f ′))
consists of all pairs (g, g′) where g is a morphism in A and g′ a morphism in B, that make
commute the diagram :
(1.1.29)
FA
f //
Fg

B
g′

FA′
f ′ // B′
with composition of morphisms induced by the composition laws of A and B, in the obvious
way. There are two natural source and target functors :
A
s←− FA /B t−→ B
such that s(FA → B) := A, t(FA → B) := B for any object FA → B of FA /B, and
s(g, g′) = g, t(g, g′) = g′. Dually, we let
B/FA := (F oA o/Bo)o
and the corresponding source and target functors are switched :
A
t←− B/FA s−→ B.
1.1.30. For the special case of the identity endofunctor 1C of any category C , we obtain the
category of arrows of C
Morph(C ) := 1C C /C .
So, the set of objects of Morph(C ) is Morph(C ) (notation of (1.1)) and the morphisms are
the commutative square diagrams in C . The functor sX of (1.1.24) is the restriction of s :
Morph(C ) → C to the subcategory C/X , and likewise for tX . Likewise, in the situation of
(1.1.28), the target functor on FA /B and the source functor onB/FA factor through functors
FA /B
T−→ Morph(B) S←− B/FA
where T(A,B, f) := (FA,B, f) for every object (A,B, f) of FA /B, and T assigns to any
morphism (g, g′) : (A,B, f) → (A′, B′, f ′) the commutative square (1.1.29), regarded as a
morphism (FA,B, f)→ (FA′, B′, f ′) inMorph(B). Likewise one describes the functor S.
Notice also the natural transformation
Morph(C )
s
((
t
66
✤✤ ✤✤
 m C
where m(A,B, f) := f for every (A,B, f) ∈ Morph(C ). Furthermore, every functor F :
B → C induces a functor
Morph(F ) : Morph(B)→ Morph(C )
which maps (A,B, f) ∈ Morph(B) to (FA, FB, Ff) ∈ Morph(C ) and which sends every
commutative square diagram D in B to the commutative square diagram FD in C .
Notice that a natural transformation α as in (1.1.8) is equivalent to the datum of a functor
α˜ : A → Morph(B) such that s ◦ α˜ = F and t ◦ α˜ = G.
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Namely, one defines α˜ by the rule : A 7→ (FA,GA, αA) for every A ∈ Ob(A ), and for every
morphism f : A→ B in A , one lets α˜(f) be the commutative square diagram (1.1.9).
1.1.31. Let A ,B be two categories, F : A → B a functor, G : B → A a left adjoint for F ,
and ϑ an adjunction for the pair (G,F ). Then for every A ∈ Ob(A ) the functor F|A : A /A→
B/FA of (1.1.26) admits a left adjoint that we denote
G|A : B/FA→ A /A.
Namely, to every (f : B → FA) ∈ Ob(B/FA) we assign the object (ϑ−1AB(f) : GB → A) ∈
Ob(A /A), and to every morphism h/FA : (f : B → FA) → (f ′ : B′ → FA) in B/FA we
assign the morphismGh/A : ϑ−1AB(f)→ ϑ−1AB′(f ′) inA /A. Indeed, ϑ induces an adjunction ϑ|A
for the pair (G|A, F|A) : to every (f : B → FA) ∈ Ob(B/FA) and (g : A′ → A) ∈ Ob(A /A)
we assign the bijection
(ϑ|A)g,f : HomA /A(ϑ
−1
AB(f), g)
∼→ HomB/FA(f, Fg) h/A 7→ ϑ(h)/FA.
Dually, since F o is left adjoint to Go (remark 1.1.19(iv)), we see that for every B ∈ Ob(B) the
functor B|G : B/B → GB/A of (1.1.26) admits the right adjoint
B|F : GB/A → B/B (GB f−→ A) 7→ (B ϑAB(f)−−−−→ FA) GB/h 7→ B/Fh.
The detailed verifications shall be left to the reader. See example 1.2.27 for a related result.
1.1.32. In the situation of (1.1.31) we get furthermore for every A ∈ Ob(A ) an isomorphism
of categories :
ϑA : GB/A
∼→ B/FA (f : GB → A) 7→ (ϑAB(f) : B → FA)
that assigns to every morphism g : (f : GB → A)→ (f ′ : GB′ → A) of GB/A the morphism
g : (ϑAB(f) : B → FA) → (ϑAB′(f ′) : B′ → FA) of B/FA. Also, for every morphism
h : A→ A′ of A , we get a commutative diagram of categories :
GB/A
ϑA //
GB/h

B/FA
(Fh)∗

GB/A′
ϑA
′
// B/FA′.
Clearly, the isomorphisms ϑA are restrictions of a single isomorphism of categories :
GB/A
∼→ B/FA .
The detailed verifications shall be again left to the reader.
1.2. Presheaves and limits. A very important construction associated with every category C
is the category
C ∧U := Fun(C
o,U-Set)
whose objects are called the U-presheaves on C (notation of (1.1.10)). We usually drop the
subscript U, unless we have to deal with more than one universe. If U′ is another universe with
U ⊂ U′, the natural inclusion of categories :
(1.2.1) C ∧U → C ∧U′
is fully faithful (verification left to the reader). For every functor F : B → C and every natural
transformation α : F ⇒ G we set
(1.2.2) F∧U := Fun(F
o,Set) : C ∧U → B∧U α∧U := Fun(αo,Set) : G∧U ⇒ F∧U
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(notation of remark 1.1.19(i,ii)). Again, we shall drop the subscript and write simply F∧ and
α∧, unless the omission of U may be a source of ambiguities. Clearly, for every pair of functors
F1 : A → B and F2 : B → C we have
(F2 ◦ F1)∧ = F∧1 ◦ F∧2 .
Moreover, in the situation of (1.1.10), remark 1.1.19(i,iii) yields the identities
(1.2.3) (β ⊙ α)∧ = α∧ ⊙ β∧ and (α′ ∗ α)∧ = α∧ ∗ α′∧.
1.2.4. If C has small Hom-sets (see (1.1.1)), there is a natural functor
hC : C → C ∧
called the Yoneda embedding, which assigns to everyX ∈ Ob(C ) the functor
hX : C
o → Set Y 7→ HomC (Y,X) for every Y ∈ Ob(C )
and to any morphism f : X → X ′ in C , the natural transformation hf : hX ⇒ hX′ such that
hf,Y (g) := f ◦ g for every Y ∈ Ob(C ) and every g ∈ HomC (Y,X).
Definition 1.2.5. Let C be a category, and V any universe such that C has V-small Hom-sets.
We say that an object F of C ∧V is representable in C , if there exists an isomorphism
hX
∼→ F in C ∧V
for someX ∈ Ob(C ), in which case we also say thatX represents F . From the full faithfulness
of (1.2.1), it follows that the representability of a presheaf is independent of the universe V.
Proposition 1.2.6 (Yoneda’s lemma). With the notation of (1.2.4), we have :
(i) The functor hC is fully faithful.
(ii) Moreover, for every F ∈ Ob(C ∧) and every X ∈ Ob(C ) there is a natural bijection
F (X)
∼→ HomC∧(hX , F )
functorial in bothX and F .
Proof. Clearly it suffices to check (ii). However, the sought bijection is obtained explicitly as
follows. To a given a ∈ F (X), we assign the natural transformation τa : hX ⇒ F such that
τa,Y (f) := Ff(a) for every Y ∈ Ob(C ) and every f ∈ hX(Y ).
Conversely, to a given natural transformation τ : hX ⇒ F we assign τX(1X) ∈ F (X). It
is easily seen that these rules establish mutually inverse bijections. The functoriality in F is
immediate, and the functoriality in the argumentX amounts to the commutativity of the diagram
HomC∧(hX′ , F )
∼ //
HomC∧(hϕ,F )

F (X ′)
F (ϕ)

HomC∧(hX , F )
∼ // F (X)
for every morphism ϕ : X → X ′ in C : the verification shall also be left to the reader. 
Example 1.2.7. (i) Every representable presheaf on the category Set admits a natural repre-
senting object. Indeed, let 1 denote any set with one element (a canonical choice for 1 is the set
{∅}); then for every representable F ∈ Ob(Set∧) we get a natural isomorphism
F
∼→ hF (1)
as follows. For any set S, we have a natural bijection S
∼→ HomSet(1, S) that assigns to every
s ∈ S the unique map 1s : 1→ S whose image is {s}. We deduce a map
S × F (S)→ F (1) (s, a) 7→ F (1s)(a)
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which is the same as a map F (S)→ HomSet(S, F (1)) that realizes the sought isomorphism.
(ii) We may apply Yoneda’s lemma to prove the uniqueness of the (left or right) adjoint for
a given functor. Indeed, let G : B → A be a functor between any two categories, suppose that
F and F ′ are both right adjoint to G, and fix adjunctions ϑ•• and ϑ
′
•• for F and respectively
F ′. Choose also a universe U such that both A and B are U-small. Then ϑ and ϑ′ can be
regarded as isomorphisms from the functor G∧ ◦ hA to hB ◦ F and respectively to hB ◦ F ′. In
this situation, proposition 1.2.6(i) implies that there exists a unique isomorphism ω : F
∼→ F ′
which makes commute the diagram
G∧ ◦ hA
ϑ
yyrrr
rrr
rrr
r
ϑ′
&&▼▼
▼▼▼
▼▼▼
▼▼
hB ◦ F hB∗ω // hB ◦ F ′.
Taking into account remark 1.1.19(iv), a dual argument yields a corresponding uniqueness as-
sertion for left adjoints.
Remark 1.2.8. (i) Let C be any category, and F1, F2 two representable presheaves on C ,
and pick X1, X2 ∈ Ob(C ) with isomorphisms ωi : hXi ∼→ Fi (i = 1, 2). It follows from
proposition 1.2.6(i) that for every morphism f : F1 → F2 in C ∧ there exists a unique morphism
ϕ : X1 → X2 in C that makes commute the diagram
hX1
hϕ //

hX2

F1
f // F2.
In this situation, we say that ϕ represents the morphism f .
(ii) Likewise, suppose that G : B → C ∧ is any functor. We say that G is representable if
there exists a functor γ : B → C with an isomorphism G ∼→ hC ◦ γ. It follows easily from
(i) that G is representable if and only if G(B) is representable in C for every B ∈ Ob(B).
Moreover, any two representatives for G are isomorphic in Fun(B,C ). Furthermore, if G,G′ :
B → C are any two representable functors, and γ, γ′ : B → C two corresponding representing
functors, then any natural transformation t : G ⇒ G′ is represented uniquely by a natural
transformation τ : γ ⇒ γ′, by which we mean that t = hC ∗ τ .
1.2.9. Limits and colimits. We wish to explain some standard constructions of presheaves that
are used pervasively throughout this work. Namely, let I be a small category, C a category and
X any object of C . We denote by cX : I → C the constant functor associated with X :
cX(i) := X for every i ∈ Ob(I) cX(ϕ) := 1X for every ϕ ∈ Morph(I).
Any morphism f : X ′ → X induces a natural transformation
cf : cX′ ⇒ cX by the rule : (cf )i := f for every i ∈ I.
If F : I → C is any functor, a cone of vertex X and basis F is any natural transformation
cX ⇒ F . Dually, a cocone with vertex X and basis F is a natural transformation F ⇒ cX .
Definition 1.2.10. With the notation of (1.2.9), let V be any universe with U ⊂ V, such that C
has V-small Hom-sets, and let F : I → C be any functor.
(i) The limit of F is the V-presheaf on C denoted
lim
I
F : C o → V-Set
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that assigns to every X ∈ Ob(C ), the set limI F (X) of all cones cX ⇒ F . Any
morphism f : X ′ → X of C induces the map
lim
I
F (f) : lim
I
F (X)→ lim
I
F (X ′) τ 7→ τ ⊙ cf for every τ : cX ⇒ F.
Then we also say that I is the indexing category for the limit of F .
(ii) Dually, the colimit of F is the V-presheaf on C o
colim
I
F := lim
Io
F o.
Remark 1.2.11. Let C ,C ′ be any two categories with V-small Hom-sets for some universe U
such that U ⊂ V, and I, I ′ two small categories.
(i) Any diagram of functors
I ′
ϕ−→ I F−−→ C H−−→ C ′
induces a natural morphism
lim
ϕ
H : lim
I
F → H∧(lim
I′
H ◦ F ◦ ϕ) in C ∧V
(notation of (1.2.2)) by ruling that
lim
ϕ
H(X)(τ) := H ∗ τ ∗ ϕ for every X ∈ Ob(C ) and every cone τ : cX ⇒ F.
If ψ : I ′′ → I ′ and K : C ′ → C ′′ are any two other functors, with I ′′ also small and C ′′ with
V-small Hom-sets, the resulting diagram in C ∧V commutes :
(1.2.12)
limI F
limϕH

limϕ◦ψ K◦H // H∧ ◦K∧(limI′′ K ◦H ◦ F ◦ ϕ ◦ ψ)
H∧(limI′ H ◦ F ◦ ϕ).
H∧(limψ K
∧)
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
The reader may spell out the corresponding assertions for colimits.
(ii) Any diagram of functors and natural transformations
I ′
ϕ1
&&
ϕ2
88
✤✤ ✤✤
 α I
F1 ''
F2
77
✤✤ ✤✤
 g C
induces commutative diagrams
limI F1
limI g //
limϕ11C

limI F2
limϕ2 1C

colimI F2
colimI g //
colimϕ2 1C

colimI F1
colimϕ11C

limI′(F1◦ϕ1)
limI′ (g∗α) // limI′(F2◦ϕ2) colimI′(F2◦ϕ2)
colimI′ (g∗α) // colimI′(F1◦ϕ1)
where the top (resp. bottom) arrow of the left diagram is given by the rule :
τ 7→ g ⊙ τ ( resp. τ 7→ (g ∗ α)⊙ τ )
for every X ∈ Ob(C ) and every cone τ : cX ⇒ F1 (resp. τ : cX ⇒ F1 ◦ ϕ1). The top (resp.
bottom) arrow of the right diagram is given by the rule
τ 7→ τ ⊙ g ( resp. τ 7→ τ ⊙ (g ∗ α) )
for everyX ∈ Ob(C ) and every cocone τ : F2 ⇒ cX (resp. τ : F2 ◦ ϕ1 ⇒ cX).
(iii) Suppose that limI F is representable by L ∈ Ob(C ), so we have an isomorphism
(1.2.13) ω : hL
∼→ lim
I
F in C ∧V .
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Notice that the cone τ := ωL(1L) determines ω : indeed the latter assigns, to everyX ∈ Ob(C ),
the bijection :
ωX : HomC (X,L)
∼→ lim
I
F (X) f 7→ τ ⊙ cf .
Conversely, we say that a given τ : cL ⇒ F is a universal cone, if the induced map ωX is a
bijection for everyX ∈ Ob(C ), in which case the limit of F is representable by L. Clearly, the
universal property for a cone is independent of the choice of auxiliary universe V.
Likewise, if colimI F is representable by C
o ∈ Ob(C o), the choice of an isomorphism
(1.2.14) hCo
∼→ colim
I
F in (C o)∧V
induces a universal cocone µ : F ⇒ cC , which in turns determines (1.2.14) by the rule :
HomC (C,X)
∼→ colim
I
F (Xo) f 7→ cf ⊙ µ.
Moreover, with the notation of (ii), suppose that the limits (resp. colimits) of F1 and F2 are
representable by objects L1 and L2 of C (resp. Co1 and C
o
2 of C
o), and let us fix isomorphisms
as (1.2.13) and (1.2.14) for F1 and F2. Then :
• The limit of g is represented by a morphism L1 → L2 in C .
• The colimit of g is represented by a morphism Co2 → Co1 in C o, i.e. by a morphism
C1 → C2 in C (see remark 1.2.8(ii)).
(iv) Suppose that the universe V is sufficiently large, so that both C and C ∧U have V-small
Hom-sets. Every i ∈ I induces a morphism of presheaves
ti : lim
I
F → hF i
that assigns to every X ∈ Ob(C ) and every cone τ : cX ⇒ F the morphism τi : X → Fi,
regarded as an element of hF i(X). We obtain in this way a natural cone
(1.2.15) climI F ⇒ hC ◦ F i 7→ ti
where hC : C → C ∧V is the Yoneda embedding. We call (1.2.15) the tautological cone associ-
ated with F . We claim that the tautological cone is universal. Indeed, say thatG is any presheaf
on C , and τ : cG ⇒ hC ◦ F any cone. We define a morphism fτ : G → limI F as follows.
To every i ∈ Ob(I), the cone τ attaches a morphism of presheaves τi : G → hF i, which is the
datum, for every X ∈ Ob(C ) of a map τXi : G(X)→ HomC (X,F i), and for fixed s ∈ G(X),
the system
τX• (s) := (τ
X
i (s) : X → Fi | X ∈ Ob(C ))
is a cone cX ⇒ F . Then we let fτ (X) : G(X)→ limI F (X) be the map such that s 7→ τX• (s)
for everyX ∈ Ob(C ) and every s ∈ G(X). The rule τ 7→ fτ yields an inverse for the map
ωG : HomC∧(G, lim
I
F )→ lim
I
hC ◦ F
associated, as in (iii), with the cone (1.2.15), whence the claim : details left to the reader.
Dually, with F we may also associate a tautological cocone
hC o ◦ F o ⇒ hcolimI F in (C o)∧V
which is a universal cocone.
Example 1.2.16. Let V be a universe containingU, and C any category with V-smallHom-sets.
(i) For i = 1, 2, let fi : A→ Bi be two morphisms in C ; the push-out or amalgamated sum
of f1 and f2 is the colimit of the functor F : I → C , defined as follows. The set Ob(I) consists
of three objects s, t1, t2 andMorph(I) consists of two morphisms
t1
ϕ1←−− s ϕ2−−→ t2
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(in addition to the identity morphisms of the objects of I); the functor is given by the rule :
Fs := A, Fti := Bi and Fϕi := fi (for i = 1, 2). For any C ∈ Ob(C ), a cocone F ⇒ cC
amounts to a pair of morphisms f ′i : Bi → C (i = 1, 2) such that f ′1 ◦ f1 = f ′2 ◦ f2. If the
cocone is universal (and thus, C represents the push-out of f1 and f2), we say that the resulting
commutative diagram :
A
f1 //
f2

B1
f ′1

B2
f ′2 // C
is cocartesian. Dually one defines the fibre product or pull-back of two morphisms gi : Ai → B
(i = 1, 2). If D ∈ Ob(C ) represents this fibre product, a cone with vertex D is given by a pair
of morphisms g′i : D → Ai (i = 1, 2) such that g1 ◦ g′1 = g2 ◦ g′2, and we say that the diagram :
D
g′1 //
g′2

A1
g1

A2
g2 // B
is cartesian if this cone is universal. The push-out of f1 and f2 is a V-presheaf, and is usually
just called the amalgamated sum of B1 and B2 over A, denoted
B1 ∐(f1,f2) B2 or simply B1 ∐A B2
unless the notation gives rise to ambiguities. Likewise one writes
A1 ×(g1,g2) A2 or just A1 ×B A2
for the fibre product of g1 and g2, which is a V-presheaf as well.
(ii) Similarly, consider the category I ′ with Ob(I ′) = {s, t}, and withMorph(I ′) consisting
of two morphisms
s
ψ1 //
ψ2
// t
(in addition to 1s and 1t). If A,B ∈ Ob(C ) are any two objects and f1, f2 : A → B any two
morphisms, we get a functor F ′ : I ′ → C by the rule : s 7→ A, t 7→ B and ψi 7→ fi for i = 1, 2.
Then, the colimit of F ′ is also called the coequalizer of f1 and f2, and is sometimes denoted
Coequal(f1, f2).
Dually, the limit of F ′ is also called the equalizer of f1 and f2, sometimes denoted
Equal(g1, g2).
(iii) Let I ∈ U be any small set, and B := (Bi | i ∈ I) any family of objects of C . We may
regard I as a discrete category (see example 1.1.6(ii)), and then the rule i 7→ Bi yields a functor
I → C , whose limit (resp. colimit) is called the product (resp. coproduct) of the family B, and
is denoted ∏
i∈I
Bi (resp.
∐
i∈I
Bi ).
If I = {1, 2} is a set with exactly two elements, we also write B1 ×B2 (resp. B1 ∐B2) for this
limit (resp. colimit), and we call it sometimes a binary product (resp. a binary coproduct).
(iv) Let B be any category, and suppose that a given X ∈ Ob(B) represents the empty
product in B, i.e. the product of an empty family of objects of B (this product is a V-presheaf,
for any suitably large universe V). This means precisely that HomB(Y,X) consists of exactly
one element, for every Y ∈ Ob(B). Any suchX is called a final object of B.
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Dually, we say that X is an initial object of B, if HomB(X, Y ) consists of a single element,
for every Y ∈ Ob(B). Then an object of B is initial if and only if it represents the empty
coproduct in B.
Moreover, we shall say that an object X of B is disconnected, if there exist A,B ∈ Ob(B),
neither of which is an initial object of B, and such that X represents the coproduct A ∐ B
(which, again, is well defined in any sufficiently large universe V). We say thatX is connected,
ifX is not disconnected and is not an initial object of B.
(v) For instance, the initial object of Set is the empty set, and any set 1 with one element is a
final object of Set. More generally, if B is any category, the initial object of B∧ is the presheaf
∅B such that ∅B(X) = ∅ for every X ∈ Ob(B), and the presheaf 1B such that 1B(X) = 1
for everyX ∈ Ob(B) is a final object.
1.2.17. Let C be a category, f : A→ B a morphism in C ; as explained in example 1.2.16(i),
the pair of morphisms B
1B←− B 1B−→ B can be regarded as an element τ ∈ (B ∐(f,f) B)(B),
which, by Yoneda’s lemma (proposition 1.2.6(ii)) corresponds to a morphism
πof : hB → B ∐A B in (C o)∧.
If B ∐A B is representable in C , this is the same as a morphism
πf : B ∐A B → B in C
called the codiagonal of f . Dually, we have a natural morphism :
ιf : hA → A×B A in C ∧
which – in case A×B A is representable in C – is the same as a diagonal morphism of f
ιf : A→ A×B A in C .
Proposition 1.2.18. (i) With the notation of (1.2.17), the following conditions are equivalent :
(a) f : A→ B is a monomorphism in C
(b) ιf : hA → A×B A is an isomorphism in C ∧.
In case A×B A is representable in C , denote by A p1←− A×B A p2−→ A the universal cone of this
fibre product. Then (a) and (b) are moreover equivalent to :
(c) ιf : A→ A×B A is an isomorphism in C .
(d) ιf : A→ A×B A is an epimorphism in C .
(e) p1 = p2.
(ii) Dually, the following conditions are equivalent :
(a) f : A→ B is an epimorphism in C .
(b) πof : hB → B ∐A B is an isomorphism in (C o)∧.
In case B ∐A B is representable in C , denote by B e1−→ B ∐A B e2←− B the universal cocone of
this amalgamated sum. Then (a) and (b) are moreover equivalent to :
(c) πf : B ∐A B → B is an isomorphism in C .
(d) πf : B ∐A B → B is a monomorphism in C .
(e) e1 = e2.
Proof. (i.a)⇔(i.b): For every X ∈ Ob(C ) the map ιf,X : hA(X) → A ×B A(X) is given by
the rule : (X
g−→ A) 7→ (A g←− X g−→ A). Hence, ιf is an isomorphism if and only if for every
X ∈ Ob(C ) and every pair of morphisms g1, g2 : X → A such that f ◦ g1 = f ◦ g2, we have
g1 = g2. This means precisely that f is a monomorphism.
(i.b)⇔(i.c) is clear, since the Yoneda imbedding hC is fully faithful.
(i.c)⇒(i.d) is trivial.
(i.d)⇒(i.e): By definition, p1 ◦ ιf = 1A = p2 ◦ ιf . If ιf is an epimorphism, then p1 = p2.
28 OFER GABBER AND LORENZO RAMERO
(i.e)⇒(i.c): Set p := p1; since p ◦ ιf = 1A, it suffices to show that ιf ◦ p = 1A×BA. Due
to the universality of the cone A
p1←− A ×B A p2−→ A, we are then reduced to checking that
p1 ◦ ιf ◦ p = p1 and p2 ◦ ιf ◦ p = p2, which is clear, since by assumption p = p2.
Assertion (ii) follows from (i) by duality. 
Some special kinds of limits occur frequently in applications; we gather some of them in the
following :
Definition 1.2.19. Let I be a category.
(i) We say that I is finite if both Ob(I) andMorph(I) are finite sets.
(ii) We say that I is connected, if Ob(I) 6= ∅ and every two objects i, j can be connected by
a finite sequence of morphisms in I :
(1.2.20) i→ k1 ← k2 → · · · ← kn → j.
(iii) We say that I is directed, if for every i, j ∈ Ob(I) there exist k ∈ Ob(C ) and morphisms
i→ k ← j in I . We say that I is codirected, if Io is directed.
(iv) We say that I is locally directed if, for every i ∈ Ob(I), the category i/I is directed. We
say that I is locally codirected, if Io is locally directed.
(v) We say that I is pseudo-filtered if it is locally directed, and the following coequalizing
condition holds. For any i, j ∈ Ob(I), and any two morphisms f, g : i → j, there exist
k ∈ Ob(I) and a morphism h : j → k such that h ◦ f = h ◦ g.
(vi) We say that I is filtered, if it is pseudo-filtered and connected. We say that I is cofiltered
if Io is filtered.
(vii) Let F : I → C be a functor to any category C . Then limI F is a well defined V-
presheaf, for any sufficiently large universe V, and we say that the limit of F is small (resp.
connected, resp. codirected, resp. locally codirected, resp. cofiltered, resp. finite), if I is small
(resp. connected, resp. codirected, resp. locally codirected, resp. cofiltered, resp. finite).
Dually, one defines small, connected, directed, locally directed, filtered and finite colimits.
(viii) We say that a category C is complete (resp. finitely complete) if every small limit (resp.
finite limit) of C is representable in C . We say that C is cocomplete (resp. finitely cocomplete)
if every small colimit (resp. finite colimit) of C is representable in C o.
Remark 1.2.21. Let I be any category.
(i) If I is connected and locally directed, then I is directed. Indeed, let i, j be any two objects
of I; we have to show that there exist k ∈ Ob(I) and morphisms a : i → k and b : j → k.
However, by assumption there exists a sequence (1.2.20), for some n ∈ N and objects k1, . . . , kn
of I . Then, a simple induction reduces the assertion to the case where n = 2. But since I is
locally directed, we may then find k ∈ Ob(I) and morphisms c : k1 → k, b : j → k, so it
suffices to take a := c ◦ d, where d : i→ k1 is the morphism appearing in (1.2.20). Dually, if I
is connected and locally codirected, then I is codirected.
It follows that a category I is filtered if and only if it is directed, satisfies the coequalizing
condition of definition 1.2.19(v), and its set of objects is non-empty.
(ii) Let I be a small category. It is easily seen that I is connected if and only if it is a
connected object of the category Cat (see example 1.2.16(iv)). In general, there is a natural
decomposition inCat :
I
∼→
∐
s∈S
Is
where each Is is a connected category, and S is a small set. We call {Is | s ∈ S} the set of
connected components of I , and we denote it
π0(I).
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Especially, every small pseudo-filtered category is a coproduct of a (small) family of filtered
categories. This decomposition induces natural isomorphisms in A ∧ :
colim
I
F
∼→
∐
s∈S
colim
Is
F ◦ es lim
I
F
∼→
∏
s∈S
lim
s∈S
F ◦ es
for any functor F : I → A , where es : Is → I is the natural inclusion functor, for every s ∈ S.
The details shall be left to the reader.
Proposition 1.2.22. For any category C we have :
(i) C is complete (resp. finitely complete) if and only if the following conditions hold :
(a) The product of every small (resp. finite) family of objects is representable in C .
(b) All equalizers are representable in C .
(ii) Dually, C is cocomplete (resp. finitely cocomplete) if and only if the following holds :
(a) The coproduct of any small (resp. finite) family of objects is representable in C .
(b) All coequalizers are representable in C .
Proof. Clearly it suffices to show (i). Now, conditions (a) and (b) obviously hold if C is com-
plete. Conversely, suppose that the conditions hold, let I be any small (resp. finite) category,
and F : I → C any functor. We regard Ob(I) (resp. Morph(I)) as a discrete subcategory of I
(resp. ofMorph(I) : see example 1.1.6(ii)), and we consider the diagram
Morph(I)
s //
t
// Ob(I)
ob // I
where s and t are respectively the restrictions of the functors s and t from (1.1.30), and ob is the
inclusion functor. We let as well m : ob ◦ s ⇒ ob ◦ t be the restriction of the natural transfor-
mation m of (1.1.30). By assumption, we may find objects P,Q ∈ Ob(C ) with isomorphisms
ωP : hP
∼→ L1 := lim
Ob(I)
F ◦ ob ωQ : hQ ∼→ L2 := lim
Morph(I)
F ◦ ob ◦ t in C ∧V
for any universe V such that C has V-small Hom-sets. We define two morphisms of presheaves
a, b : L1 → L2 by the rules :
a(µ) := µ ∗ t and b(µ) := (F ∗m)⊙ (µ ∗ s)
for everyX ∈ Ob(C ) and every cone µ : cX ⇒ F ◦ob. Then a and b are represented by unique
morphisms α, β : P → Q in C (see example 1.2.8(i)) such that
a ◦ ωP = ωQ ◦ hα and b ◦ ωP = ωQ ◦ hβ.
Lastly, let E := Equal(α, β) (notation of example 1.2.16(ii)), and notice that the tautological
cone for E yields a monomorphism E → hP , so we may regard E as a subobject of hP ; it
follows easily that ωP restricts to an isomorphism between E ⊂ hP and the presheaf E ′ ⊂ L1
such that, for every X ∈ Ob(C ), the set E ′(X) consists of all the cones µ : cX ⇒ F ◦ ob with
a(µ) = b(µ). A simple inspection shows that the latter condition describes precisely the cones
cX ⇒ F ; on the other hand, by assumption E is representable in C , so the same holds for the
limit of F . 
Example 1.2.23. (i) The category Set is complete and cocomplete. More precisely, for any
small family of sets S• := (Si | i ∈ I) we have natural representatives for the product and
coproduct of S• : namely, for the product one may take the usual cartesian product of the sets
Si, and for the coproduct one may take the disjoint union∐
i∈I
Si :=
⋃
i∈I
({i} × Si).
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Likewise, we have natural representatives for the equalizer and coequalizer of any pair of maps
f, g : S → S ′ : namely, the equalizer of f and g is represented by the subset
Equal(f, g) := {s ∈ S | f(s) = g(s)}
and the coequalizer is represented by the quotient S ′/∼, where ∼ is the smallest equivalence
relation on S ′ whose graph contains the subset {(f(s), g(s)) | s ∈ S}. Taking into account
proposition 1.2.22(i,ii), we get natural representatives for all limits and colimits in Set. For
instance, by inspecting the proof of proposition 1.2.22(i), we see that the colimit of a functor
F : I → Set (for any small category I) is represented by the quotient
C(F ) :=
( ∐
i∈Ob(I)
Fi
)
/∼
where∼ is the smallest equivalence relation such that (i, s) ∼ (j, F (ϕ)(s)) for every morphism
ϕ : i→ j in I and every s ∈ Fi. In the special case where I is filtered, this equivalence relation
can be described more explicitly : namely (i, s) ∼ (i′, s′) if and only if there exist j ∈ Ob(I)
and morphisms ϕ : i→ j, ϕ′ : i′ → j such that F (ϕ)(s) = F (ϕ′)(s′).
For a general small category I , to every i ∈ Ob(I) we may attach a natural map τi : Fi →
C(F ) : namely, τi(s) is the class of (i, s) in C(F ), for every s ∈ Fi; then the system (τi | i ∈
Ob(I)) yields a universal cocone τ : F ⇒ cC(F ), in the sense of remark 1.2.11(iii).
(ii) In view of (i) and example 1.2.7, we can also give a more compact description of the
limit of any functor F : I → Set : namely, if 1 is any fixed set with one element, the set
L(F ) := limI F (1), consisting of all cones c1 ⇒ F , is another natural representative for the
limit of F . More precisely, we get a natural isomorphism
hL(F )
∼→ lim
I
F in Set∧
as follows. A map of sets S → L(F ) amounts to a system of cones {τs : c1 ⇒ F | s ∈ S},
and the latter is naturally identified with a cone cS ⇒ F (details left to the reader). We easily
deduce the following natural universal cone τ : cL(F ) ⇒ F . For every i ∈ Ob(I), the map
τi : L(F )→ Fi assigns to any cone µ : c1 ⇒ F the image of µi : 1→ Fi.
Example 1.2.24. (i) More generally, for every category C , the category C ∧ is complete and
cocomplete. Indeed, let I be any small category, and F : I → C ∧ any functor. For every
X ∈ Ob(C ) we obtain a functor FX : I → Set such that i 7→ Fi(X) for every i ∈ Ob(I)
and (ϕ : i → j) 7→ (Fϕ(X) : Fi(X) → Fj(X)) for every morphism ϕ of I; we let LX
be the natural representative for limI FX , and τ
X : cLX ⇒ FX the corresponding universal
cone, as described in example 1.2.23(ii). Every morphism f : X → Y in C induces a natural
transformation Ff : FY ⇒ FX by the rule : i 7→ Fi(f) : FY (i) → FX(i), whence a natural
transformation limI Ff : limI FY ⇒ limI FX (remark 1.2.11(ii)) which is in turn represented
by a unique map of sets Lf : LY → LX such that
τX ⊙ cLf = Ff ⊙ τY
(remark 1.2.8(ii)). It is then easily seen that the rules : X 7→ LX and f 7→ Lf yield a well
defined presheaf L on C . Also, for every i ∈ Ob(I) the rule X 7→ τXi yields a morphism of
presheaves τ •i : L→ Fi, and the rule i 7→ τ •i yields a cone τ : cL ⇒ F . Now, let η : cG ⇒ F be
any cone with vertex G ∈ Ob(C ∧). For everyX ∈ Ob(C ) we deduce a cone ηX : cG,X ⇒ FX
by the rule : i 7→ ηi(X) : GX = GX(i)→ FX(i), whence a unique morphism tX : GX → LX
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such that τX ⊙ ctX = ηX . With this notation, a direct inspection shows that the diagram
cG,Y
ηY +3
cG,f

FY
Ff

cG,X
ηX +3 FX
commutes for every morphism f : X → Y of C . Thus, τX ⊙ ctX◦G,f = Ff ⊙ τY ⊙ ctY =
τX ⊙ cLf◦tY , whence tX ◦ Gf = Lf ◦ tY , by the universality of τX . In other words, the rule :
X 7→ tX yields a morphism t : G→ L in C ∧, and by construction, it is clear that t is the unique
such morphism with τ⊙ct = η. This shows that τ is a universal cone, whence the completeness
of C ∧. A similar argument proves the cocompleteness of C ∧ : the details are left to the reader.
(ii) Furthermore, let F : I → C be a functor from a small category I , whose limit L
(which is an object of C ∧V for a suitable universe V) is representable by some L ∈ Ob(C ). Let
τ : cL ⇒ F be a universal cone and denote by ω : hL ∼→ L the isomorphism corresponding
to τ , as in remark 1.2.11(iii).. Then the limit of hC ◦ F : I → C ∧V is represented by hL and
hC ∗ τ : chL ⇒ hC ◦F is a universal cone. Indeed, let t : cL ⇒ hC ◦F be the tautological cone
(remark 1.2.11(iv)); a simple inspection shows that the resulting diagram
chL
cω
y ④④
④④
④④
④④ hC∗τ
 (❍
❍❍
❍❍
❍❍
❍
❍❍
❍❍
cL
t +3 hC ◦ F
commutes. On the other hand, we know that t is universal, so the same follows for hC ∗ τ .
Example 1.2.25. (i) Also the categoryCat is complete and cocomplete. Indeed :
• If F : I → Cat is any functor from a small category I , the limit of F is representable by
the category C withOb(C ) := limI Ob ◦F , where Ob : Cat→ Set is the functor of example
1.1.6(ii). Hence, an object of C is a family (Ci | i ∈ Ob(I)) where Ci ∈ Ob(Ci) for every
i ∈ I , and F (ϕ)(Ci) = Cj for every ϕ : i→ j in I . For any two objects C• := (Ci | i ∈ I) and
C ′• := (C
′
i | i ∈ I), notice that the rule i 7→ HomCi(Ci, C ′i) defines a functorHC•,C′• : I → Set;
namely, to every ϕ : i → j in I we assign the map HC•,C′•(i) → HC•,C′•(j) given by F (ϕ) :
Morph(Ci)→ Morph(Cj). Then we set
HomC (C•, C
′
•) := lim
I
HC•,C′• .
The composition of morphisms in C is induced by the composition laws of the categories Ci,
in the obvious way. The obvious projection functors C → Ci yield a universal cone for limI F .
• Especially, for any pair of functors
A
F−−→ C G←−− B
the fibre product (in the category Cat) of F and G is represented by the category :
A ×(F,G) B
whose set of objects is Ob(A )×Ob(C ) Ob(B); the morphisms (A,B)→ (A′, B′) are the pairs
(f, g) where f : A → A′ (resp. g : B → B′) is a morphism in A (resp. in B), such that
Ff = Gg. If the notation is not ambiguous, we may also denote this category by A ×C B.
In case B is a subcategory of C and G is the natural inclusion functor, we also write F−1B
instead of A ×C B. The two obvious functors A ← A ×C B → B provide a universal cone.
• If (Ci | i ∈ I) is any small family of categories, the coproduct C := ∐i∈ICi is the category
whose set of objects is the disjoint union∐i∈IOb(Ci) (see example 1.2.23(i)). Hence, an object
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of C is a pair (i, C), with i ∈ I and C ∈ Ob(Ci). For any two such objects (i, C) and (i′, C ′),
we have
HomC ((i, C), (i
′, C ′)) =
{
HomCi(C,C
′) if i = i′
∅ otherwise.
The obvious inclusion functors Ci → C provide a universal cocone. The proof of the co-
completeness of Cat shall be postponed to example 1.5.19 (see [16, Prop.5.1.7] for a more
constructive proof, and also example 1.5.9).
(ii) For any categoryA , the objects of the fibre product categoryMorph(A )×(t,s)Morph(A )
are just the composable pairs of morphisms of A (notation of (1.1.30)), and the morphisms are
the pairs of commutative square diagrams that have one vertical edge in common. Thus, we
have a natural composition functor
c : Morph(A )×(t,s) Morph(A )→ Morph(A )
such that c(f, g) := g ◦ f for every composable pair of morphisms of A , and where c assigns
to every pair of commutative square diagrams
A
f //
h1

B
g //
h2

C
h3

A′
f ′ // B′
g′ // C ′
their composition, which is the square diagram whose top (resp. bottom) horizontal arrow is
g ◦ f (resp. g′ ◦ f ′) and whose vertical arrows are h1 and h3.
(iii) We can use the constructions of (ii) to rephrase the definition of the composition laws
for natural transformations. Indeed, let us return to the situation of (1.1.10), and denote by
α˜, β˜ : A → Morph(B)
the functors attached to α and β as in (1.1.30). Clearly t ◦ α˜ = s ◦ β˜, whence a unique functor
(α˜, β˜) : A → Morph(B)×(t,s) Morph(B)
whose composition with the first (second) projection to Morph(B) equals α˜ (resp. β˜). Then it
is easily seen that c ◦ (α˜, β˜) : A → Morph(A ) is the (unique) functor associated to β ⊙ α.
The Godement product of two natural transformations α and α′ as in (1.1.10) can be similarly
described : to this aim, notice that
(G′ ∗ α)⊙ (α′ ∗ F ) = α′ ∗ α = (α′ ∗G)⊙ (F ′ ∗ α)
so we are reduced to exhibit the functors A → Morph(C ) associated to G′ ∗ α and α′ ∗ F .
However, it is easily seen that the latter are respectively Morph(G′) ◦ α˜ and α˜′ ◦ F (details
left to the reader). These considerations shall be amplified in section 2.1, in order to construct
analogous composition laws for pseudo-natural transformations : see remark 2.2.5.
Example 1.2.26. Let C be any category, and ϕ : X → Y any morphism of C . The image of ϕ
Im(ϕ)
is defined the smallest of the subobjects Y ′ → Y such that ϕ factors through a (necessarily
unique) morphism X → Y ′. If the image of ϕ exists, clearly a subobject Z ′ → Y contains
Im(ϕ) if and only if ϕ factors through Z ′.
(i) In this generality, the image of ϕ does not necessarily exists; however, suppose that C
is finitely complete and the limit (i.e. the intersection) of any system of subobjects of Y is
representable in C (these limits are well defined U-presheaves, for a sufficiently large universe
U). Then we claim that ϕ admits an image i : Z → Y . Indeed, let F be the family of sub-
objects Y ′ → Y such that ϕ factors through Y ′; choose – for every equivalence class c ∈ F
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– a representing monomorphism Yc → Y , and let I be the full subcategory of C/Y such that
Ob(I) = {Yc → Y | c ∈ F}. Then I is a U-small category, and we let i (any representing
object for) the limit of the inclusion functor ι : I → C/Y . The resulting system of morphisms
(X → Yc | c ∈ F ) is a cone on the indexing category I , whence a unique morphism p : X → Z,
as required. To show that p is an epimorphism, consider any two morphisms f, g : Z → Z ′ (for
any Z ′ ∈ Ob(C )) such that f ◦ p = g ◦ p, and let E ∈ Ob(C ) be any object representing the
equalizer of f and g. Thus, the induced morphism ψ : E → Z a monomorphism, hence E is a
subobject of of Y , and ϕ still factors through E. By the minimality of Z, we deduce that ψ is
an isomorphism, and therefore f = g, whence the claim.
(ii) Dually, if C is finitely cocomplete and the colimit of any system of quotients of X
is representable in C , then the family of all quotients of X through which ϕ factors admits
a minimal element ψ′ : X → Z, such that a quotient Z ′ of X maps to Z if and only if ϕ
factors through Z ′. Arguing as in (i), we see that the resulting morphism Z ′ → Y is also a
monomorphism. We call Z the coimage of ϕ, and we denote it Coim(ϕ).
(iii) If both the image and the coimage of ϕ exist in C , we get a natural factorization of ϕ
X → Im(ϕ) ω−→ Coim(ϕ)→ Y.
But ω is not necessarily an isomorphism, in this generality.
Example 1.2.27. (i) In the situation of (1.1.31), let η• : 1B ⇒ FG and ε• : GF ⇒ 1A
be the unit and counit of the adjunction ϑ, and suppose that all the fibre products of B are
representable; then for every B ∈ Ob(B) the functor G|B : B/B → A /GB admits a right
adjoint, denoted
F|B : A /GB → B/B.
Indeed, for every object (g : A→ GB) of A /GB let us fix a cartesian diagram :
F ∗A
F ∗g //
η∗A

B
ηB

FA
Fg // FGB.
If h/GB : (g : A→ GB)→ (g′ : A′ → GB) is a morphism in A /GB, the universal property
of the fibre product yields a unique morphism F ∗h/B : F ∗g → F ∗g′ such that F ∗g′ ◦ F ∗h =
F ∗g and F ∗g′ ◦ η∗A′ = η∗A ◦ Fh. With this notation, we set
F|B(g) := F
∗g and F|B(h/GB) := F
∗h/B
for every such g and h/GB. It is easily seen that these rules define a functor as sought. In order
to check that F|B is right adjoint to G|B , consider any morphism
h/GB : G|B(B
′ f−→ B)→ (A g−→ GB) in A /GB.
Hence, h : GB′ → A is a morphism in A with g ◦ h = Gf , and we notice that :
Fg ◦ ϑ(h) = Fg ◦ Fh ◦ ηB′ = FGf ◦ ηB′ = ηB ◦ f.
It follows that the pair (ϑAB′(h), f) determines a unique morphism k : B
′ → F ∗A such that η∗A◦
k = ϑAB′(h) and F
∗g ◦ k = f . With this notation, we set (ϑ|B)g,f(h/GB) := k/B : f → F ∗g
in B/B. Conversely, to every morphism k/B : (f : B′ → B) → F|B(g : A→ GB) in B/B,
we attach the morphism h := ϑ−1AB′(η
∗
A ◦ k) : GB′ → A. Let us show that h/GB : Gf → g is a
morphism in A /GB; recalling that F ∗g ◦ k = f , it suffices to compute :
g ◦ h = g ◦ εA ◦G(η∗A ◦ k) = εGB ◦GFg ◦G(η∗A ◦ k) = εGB ◦G(ηB ◦ F ∗g ◦ k) = Gf
where the last equality follows from the triangular identities of (1.1.13). Hence the map
(ϑ|B)g,f : HomA /GB(G|Bf, g)→ HomB/B(f, F|Bg)
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is a bijection with inverse given by the rule : k/B 7→ ϑ−1AB′(η∗A ◦ k)/GB. Indeed, by defini-
tion (ϑ|B)g,f(ϑ
−1
AB′(η
∗
A ◦ k)/GB) is the morphism f → F|Bg of B/B determined by the pair
(ϑAB′ϑ
−1
AB′(η
∗
A ◦ k), f) = (η∗A ◦ k), f), which is just k/B, and on the other hand, ϑ−1AB′(η∗A ◦
(ϑ|B)g,f(h/GB)) = ϑ
−1
AB′ϑAB′(h)/GB = h/GB, whence the contention. The naturality of
(ϑ|B)g,f with respect to g and f follows by a simple inspection : details left to the reader.
(ii) Dually, if all the coproducts of A are representable, then the functor A|F : A/A →
FA/B admits a left adjoint A|G : FA/B → A/A , which the reader is invited to spell out.
(iii) Keep the situation of (i), and let F ′ : B → C be another functor with a left adjoint
G′ : C → B. Then we have an isomorphism of functors :
F ′|C ◦ F|G′C ∼→ (F ′F )|C for every C ∈ Ob(C ).
Indeed, clearly we haveG|G′C ◦G′C = (GG′)|C , so the assertion follows from example 1.2.7(ii).
1.3. Adjunctions and Kan extensions. Let ϕ : I → J be a functor between small categories.
The calculation of limits indexed by I can be sometimes simplified by a Fubini-style technique
of “integration along the fibres of ϕ”, which replaces any given functor F : I → C (to any
category C ) with another functor J → C ∧ whose limit is isomorphic to that of F . Namely, let
V be a universe containing U, such that C has V-small Hom-sets; notice first that by virtue of
remark 1.2.11(ii), the limit construction yields a well defined functor
lim
I
: Fun(I,C )→ C ∧V F 7→ lim
I
F.
Moreover, if C is complete (resp. if I is finite and C is finitely complete), this functor is
naturally isomorphic to the composition of the Yoneda embedding hC and a functor
Lim
I
: Fun(I,C )→ C
which is right adjoint to the constant functor
(1.3.1) c : C → Fun(I,C ) X 7→ cX (f : X → Y ) 7→ (cf : cX ⇒ cY )
(notation of (1.2.9)), and especially, it is well defined up to isomorphism (example 1.2.7(ii)).
We define now as follows a functor∫ ∧
ϕ
: Fun(I,C )→ Fun(J,C ∧V ).
For every functor F : I → C , every j ∈ Ob(J), and every morphism g : j → j′ in J we set∫ ∧
ϕ
F (j) := lim
j/ϕI
F ◦ tj
∫ ∧
ϕ
F (g) := lim
g/ϕI
1C
(notation of (1.1.27) and remark 1.2.11(i)). We may then state :
Proposition 1.3.2. With the notation of (1.3), the diagram
Fun(I,C )
limI //
∫ ∧
ϕ

C ∧V
Fun(J,C ∧V )
LimJ
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
is essentially commutative, i.e. there is a natural isomorphism of functors : limI
∼→ LimJ ◦
∫ ∧
ϕ
.
Proof. Notice that the functor LimJ is well defined by virtue of example 1.2.24. Let F : I → C
be any functor; unwinding the definitions, we see that LimJ ◦
∫ ∧
ϕ
F is isomorphic to the presheaf
that assigns to everyX ∈ Ob(C ) the set of all compatible systems
τ •• := (τ
j
• : cX ⇒ F ◦ tj | j ∈ Ob(J))
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such that τ j
′
• = τ
j
• ∗ (g/ϕI) for every morphism g : j → j′ in J . Explicitly, τ •• is the datum, for
every (h : j′ → ϕi) ∈ Ob(J/ϕI), of a morphism τ jh : X → Fi in C , such that
τ jh◦g = τ
j′
h and Ff ◦ τ jh = τ jϕ(f)◦h
for every g as above, and every morphism f : i → i′ in I . Clearly, every such system is
determined by the family (τ i := τ
ϕi
1ϕi
| i ∈ Ob(I)), and the latter is a cone τ • : cX ⇒ F .
Conversely, given any cone µ• : cX ⇒ F , the family µ•• := (µ• ∗ tj | j ∈ Ob(J)) is a
compatible system of the foregoing type. A simple inspection shows that the rules τ •• 7→ τ • and
µ• 7→ µ•• are mutually inverse, whence the proposition. 
Remark 1.3.3. (i) In the situation of (1.3), suppose moreover that C is complete. Then
∫ ∧
ϕ
is isomorphic to the composition of the functor Fun(J, hC ) (notation of remark 1.1.19(ii) and
(1.2.4)) and a functor ∫
ϕ
: Fun(I,C )→ Fun(J,C )
called the right Kan extension along ϕ. Taking into account example 1.2.24(ii), proposition
1.3.2 implies that the resulting diagram
Fun(I,C )
LimI //
∫
ϕ

C
Fun(J,C )
LimJ
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥
is also essentially commutative (details left to the reader).
(ii) By remark 1.2.11(ii), we may also define a colimit functor
colim
I
: Fun(I,C )→ C o∧oV F 7→ colim
I
F
and notice that the isomorphism of remark 1.1.19(i) identifies this functor with the opposite of
the functor limIo defined on Fun(I
o,C oV). Consequently, if C is cocomplete (resp. if I is finite
and C is finitely cocomplete), colimI is isomorphic to the composition of hoC o and of a functor
Colim
I
: Fun(I,C )→ C
which is likewise identified with the opposite of the functor LimIo : Fun(I
o,C o)→ C o. Notice
as well that ColimI is left adjoint to the constant functor (1.3.1). Moreover, the opposite of the
functor
∫ ∧
ϕo
on Fun(Io,C o) is identified with a functor∫ ϕ
∧
: Fun(I,C )→ Fun(J,C o∧oV ).
Explicitly, we have∫ ϕ
∧
F (j) = colim
ϕI/j
F ◦ sj for every functor F : I → C and every j ∈ Ob(J)
(where sj is the source functor) and we get an essentially commutative diagram :
Fun(I,C )
colimI //
∫ ϕ
∧

C o∧oV
Fun(J,C o∧oV )
ColimJ
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
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Notice the natural identification : C o∧oV
∼→ Fun(C o,V-Seto), again due to remark 1.1.19(i). If
C is cocomplete, the opposite of the functor
∫
ϕo
is naturally identified with a functor∫ ϕ
: Fun(I,C )→ Fun(J,C )
called the left Kan extension along ϕ, fitting into the essentially commutative diagram :
Fun(I,C )
ColimI //
∫ ϕ

C
Fun(J,C ).
ColimJ
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
(iii) Notice that the functors
∫ ∧
ϕ
and
∫ ϕ
∧
are defined more generally whenever I is small and
J has small Hom-sets. Likewise, if C is complete (resp. cocomplete) the right (resp. left) Kan
extension along ϕ is well defined under the same weakened assumptions.
(iv) In the same vein, if the category j/ϕI (resp. ϕI/j) is finite for every j ∈ Ob(J), for the
right (resp. left) Kan extension along ϕ to be well defined it suffices that C is finitely complete
(resp. finitely cocomplete).
Theorem 1.3.4. Let I , J and C be categories fulfilling the conditions of either part (iii) or part
(iv) of remark 1.3.3, and ϕ : I → J any functor. Then the right (resp. left) Kan extension along
ϕ : I → J is right (resp. left) adjoint to the functor
Fun(ϕ,C ) : Fun(J,C )→ Fun(I,C ) G 7→ G ◦ ϕ.
Proof. (Cp. [16, Th.3.7.2] or [78, Th.2.3.3]). Pick a universe V containing U, and such that C
has V-small Hom-sets. In light of Yoneda’s lemma (proposition 1.2.6(ii)) we get for every pair
of functors F : I → C and G : J → C a natural bijection
HomFun(J,C )
(
G,
∫
ϕ
F
)
∼→ HomFun(J,C∧
V
)
(
hC ◦G,
∫ ∧
ϕ
F
)
where hC : C → C ∧V is the Yoneda embedding of (1.2.4). Hence, in order to prove the assertion
for right Kan extensions, it suffices to exhibit a natural bijection :
(1.3.5) HomFun(I,C )(G ◦ ϕ, F ) ∼→ HomFun(J,C∧
V
)
(
hC ◦G,
∫ ∧
ϕ
F
)
.
Notice that, by virtue of proposition 1.2.6(ii), if X ∈ Ob(C ) and j ∈ Ob(J) are any two
objects, a morphism hX →
∫ ∧
ϕ
F (j) in C ∧V is the same as the datum of a cone cX ⇒ F ◦ tj ,
where tj : j/ϕI → I is the target functor. Now, let τ : G◦ϕ⇒ F be any natural transformation;
for every j ∈ Ob(J) and every (i, f : j → ϕ(i)) ∈ Ob(j/ϕI) we set
τ ′j,(i,f) := τi ◦Gf : Gj → Fi.
It is easily seen that, for fixed j ∈ Ob(J), the system (τ ′j,(i,f) | (i, f) ∈ Ob(j/ϕI)) gives
a cone τ ′j : cGj ⇒ F ◦ tX , i.e. a morphism hGj →
∫ ∧
ϕ
F (j) in C ∧V , and the rule j 7→ τ ′j
for every j ∈ Ob(J) yields a natural transformation τ ′ : hC ◦ G ⇒
∫ ∧
ϕ
F . Conversely, if
µ : hC ◦G⇒
∫ ∧
ϕ
F is any such transformation, every j ∈ Ob(J) yields a cone µj : cGj ⇒ F ◦tj ,
and we define a natural transformation µ′ : G ◦ ϕ⇒ F by setting
µ′i := µϕ(i),(i,1ϕ(i)) : G ◦ ϕ(i)→ Fi for every i ∈ Ob(I).
The reader can check that (τ ′)′ = τ and (µ′)′ = µ for every τ and µ as above, and clearly the
resulting bijections (1.3.5) are functorial in both F andG. The assertion for left Kan extensions,
in case C is cocomplete, is dual to the foregoing, by virtue of remark 1.1.19(i). 
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Remark 1.3.6. (i) Let F : B → C be a functor from a small category B to any category C
with small Hom-sets; from theorem 1.3.4 we obtain both a left and a right adjoint for F∧U =
Fun(F o,U-Set), denoted respectively
FU! : B
∧
U → C ∧U and FU∗ : B∧U → C ∧U .
As usual, we drop the subscript U, unless the omission may cause ambiguities.
(ii) With the notation of (i), notice that the diagram of functors :
(1.3.7)
B
hB //
F

B∧
F!

C
hC // C ∧
(whose horizontal arrows are the Yoneda embeddings) is essentially commutative, i.e. the two
compositions F! ◦ hB and hC ◦ F are isomorphic functors. Indeed – by proposition 1.2.6(ii) –
for every B ∈ Ob(B), the objects F!hB and hFB both represent the functor
C ∧ → Set : ϕ 7→ ϕ(FB)
(the latter is a V-presheaf on C ∧o, for any universe V such that C ∧ has small Hom-sets).
(iii) Moreover, taking into account example 1.2.23 we see that there are natural choices for
the left and right adjoints of the functor F∧. Namely :
• For any presheaf f on B, the presheaf F!f on C can be given canonically by the rule :
(1.3.8) C 7→ colim
(C/FB)o
f ◦ toC for every C ∈ Ob(C )
where the colimits in this expression denote (by abuse of notation) the natural representatives
for the corresponding presheaves, as described in example 1.2.23(i). Therefore, every element
of F!f(C) is the equivalence class of a pair (ψ : C → FB, s), where ψ is any object of
C/FB and s ∈ fB is any element. If ϕ : C ′ → C is any morphism of C , the induced
map F!f(ϕ) : F!f(C) → F!f(C ′) assigns to any such pair the equivalence class of the pair
(ψ ◦ ϕ : C ′ → FB, s). Furthermore, the adjunction for the pair (F!, F∧) provided by the proof
of theorem 1.3.4 comes down to the natural bijection
HomB∧(f, F
∧g)
∼→ HomC∧(F!f, g) for every f ∈ Ob(B∧) and g ∈ Ob(C ∧)
which, to any morphism τ : f → F∧g in B∧ and to any C ∈ Ob(C ) assigns the map of sets
F!f(C)→ gC given by the rule :
(ψ : C → FB, s) 7→ g(ψ) ◦ τB(s) for every (B,ψ) ∈ Ob(C/FB) and every s ∈ fB.
The inverse to this bijection assigns to any morphism µ : F!f → g and any B ∈ Ob(B) the
map f(B)→ g(FB) given by the rule :
s 7→ µFB(1FB, s) for every s ∈ f(B).
• And the presheaf F∗f can be chosen canonically by the rule :
C 7→ lim
(FB/C)o
f ◦ soC(1) ϕ 7→ lim
(FB/ϕ)o
1B(1)
for every C ∈ Ob(C ) and every morphism ϕ : C ′ → C in C (notation of (1.1.27), and 1 is
any fixed set with one element). More explicitly, under this identification, the map F∗f(ϕ) :
F∗f(C)→ F∗f(C ′) is given by the rule :
(τ : c
1
⇒ f ◦ soC) 7→ (τ ∗ (FB/ϕ)o : c1 ⇒ f ◦ soC′).
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(iv) Let V be a universe such that U ⊂ V. Notice that, with the canonical choices of (iii), we
get a commutative diagram of categories
C ∧U

B∧U
FU! //FU∗oo

C ∧U

C ∧V B
∧
V
FV! //FV∗oo C ∧V
whose vertical arrows are the inclusion functors.
(v) Lastly, with the canonical choices in (iii), we can make (ii) more precise : we get a natural
identification
F!hB
∼→ hFB for every B ∈ Ob(B).
Namely, to any pair (ψ′ : Y → FB′, s : B′ → B) consisting of an object of Y/FB and
an element s ∈ hB(B′), we attach the element β(ψ′, s) := F (s) ◦ ψ′ ∈ hFB(Y ), and it is
easily seen that β(ψ′, s) depends only on the class of (ψ′, s) in F!hB(Y ), whence the required
functorial bijection (details left to the reader). Notice as well that – under these identifications –
the unit of the adjunction for the pair (F!, F
∧) explicited in (iii) becomes the natural morphism
hB → F∧hB : (s : B′ → B) 7→ (Fs : FB′ → FB) for every B ∈ Ob(B).
Example 1.3.9. Let 1B be a final object of B∧ (see example 1.2.16(v)); by specializing the
explicit description of F! provided by remark 1.3.6(iii), we get a natural isomorphism
F!(1B)
∼→ π0(•/FB) in C ∧
where π0(•/FB) is the presheaf that assigns to any C ∈ Ob(C ) the set π0(C/FB), and to
any morphism ϕ : C ′ → C in C the map π0(ϕ/FB) : π0(C/FB)→ π0(C ′/FB) induced by
ϕ/FB in the obvious way (notation of (1.1.27) : we leave the verification to the reader).
1.3.10. For many questions, it is useful to know whether a given functor commutes with a
certain limit, or more generally with a prescribed class of limits (or colimits), in the sense
explained by the following :
Definition 1.3.11. Let I , C and D be any three categories, and F : I → C , f : C → D two
functors. Pick also a universe V such that I , C and D are V-small.
(i) According to remark 1.2.11(i) we have a natural morphism in C ∧V
(1.3.12) lim
I
F → f∧V lim
I
(f ◦ F )
whence – by the explicit adjunction of remark 1.3.6(iii) – a morphism in D∧V
(1.3.13) fV!(lim
I
F )→ lim
I
(f ◦ F ).
Then, we say that f commutes with the limit of F , if (1.3.13) is an isomorphism.
(ii) We say that f commutes with the colimit of F , if the dual condition holds, i.e. if f o
commutes with the limit of F o, so the natural morphism
f oV!(colim
I
F )→ colim
I
(f ◦ F )
is an isomorphism.
(iii) We say that the functor f is left exact, if f commutes with all finite limits. Dually, we
say that f is right exact if it commutes with all finite colimits. Finally, we say that f is
exact if it is both left and right exact.
It follows easily from remark (1.3.6)(iv) that these definitions depend only on f and F , and not
on the choice of the universe V.
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Remark 1.3.14. (i) Keep the situation of definition 1.3.11. The most interesting case is that
where the limit of F is representable, say by an object L of C , so we have an isomorphism
β : hL
∼→ limI F . Indeed, in this case, by remark 1.3.6(v) we deduce a morphism
γ : hfL
∼→ f!hL ∼→ f! lim
I
F → lim
I
(f ◦ F )
that is an isomorphism if and only if f commutes with the limit of F , in which case we see that
the limit of f ◦ F is representable by fL. More precisely, let τ := βL(1L) : cL ⇒ F be the
universal cone deduced from β; we claim that
γfL(1fL) = f ∗ τ : cfL ⇒ f ◦ F
so f commutes with the limit of F if and only if f ∗ τ is a universal cone for f ◦ F . Indeed,
notice that the composition hL → f∧V limI(f ◦F ) of β and (1.3.12) assigns, to any C ∈ Ob(C )
and any morphism s : C → L in C , the cone (f ∗ τ) ⊙ cfs : cfC ⇒ f ◦ F . In light of remark
1.3.6(iii), it follows that the adjoint morphism f!hL → limI f ◦F assigns, to everyD ∈ Ob(D)
and every pair (ψ : D → fC, s : C → L) the cone (f ∗ τ) ⊙ cfs ⊙ cψ : cD ⇒ f ◦ F . Lastly,
notice that the isomorphism f!hL
∼→ hfL provided from remark 1.3.6(v) maps the pair (1fL, 1L)
to 1fL ∈ hfL(fL); we conclude that γfL(1fL) = (f ∗ τ)⊙ cf1L ⊙ c1fL = f ∗ τ , as claimed.
(ii) Dually, suppose that the colimit of F is representable by an object Co of C o, and pick
any universal cocone µ : F ⇒ cC . Then f commutes with the colimit of F if and only if f ∗ µ
is a universal cocone for f ◦ F .
Example 1.3.15. (i) Let C be any category, V a universe such that C has V-small Hom-sets,
and f : C o → V-Set a representable functor. Then it is easily seen that for every small
category I , every functor F : I → C and every universal cocone τ : F ⇒ cX , the induced cone
f ∗ τ o : cfX ⇒ f ◦ F o is universal. In view of remark 1.3.14(i), we conclude that f commutes
with all the representable limits of C o (which are the representable colimits of C ). On the other
hand, if C has small Hom-sets and all small products of C are representable, then f commutes
even with non-representable colimits of C : see example 1.4.4(i).
(ii) Dually, if f : C → Set is a functor representable by some object Y o of the opposite cat-
egory C o, then f commutes with all representable limits of C , and even with non-representable
limits, if all small coproducts of C are representable and C has small Hom-sets.
Example 1.3.16. (i) Let A be any finitely complete category, and F : A → B any left exact
functor. Then the category B/FA is cofiltered, for every B ∈ Ob(B). Indeed, if ϕi : B →
FAi (i = 1, 2) are any two objects of B/FA , the product A1 × A2 is representable by some
objectA ofA , and a universal cone is given by a pair of morphisms (pi : A→ Ai | i = 1, 2); by
remark 1.3.14(i), it follows that the pair (Fpi : FA → FAi | i = 1, 2) is still a universal cone
for the product FA1 × FA2, whence a unique morphism ϕ : B → FA such that Fpi ◦ ϕ = ϕi
for i = 1, 2. This shows that B/FA is codirected. Moreover, if A is any final object of A ,
then FA is a final object of B, hence Ob(B/FA ) is non-empty. By remark 1.2.21(i), it then
remains only to check that B/FA satisfies the equalizing condition dual to that of definition
1.2.19(v). Namely, let ϕ1 and ϕ2 as in the foregoing, and suppose we have a pair of morphisms
ψ, ψ′ : A1 → A2 such that Fψ◦ϕ1 = ϕ2 = Fψ′◦ϕ1. The equalizer of ψ and ψ′ is representable
by some object E of A , and a universal cone for E is given by a morphism β : E → A1 such
that ψ ◦ β = ψ′ ◦ β; by remark 1.3.14(i), FE represents the equalizer of Fψ and Fψ′, and
Fβ : FE → FA1 still yields a universal cone. There follows a unique morphism γ : B → FE
in B such that Fβ ◦ γ = ϕ1, whence the claim.
(ii) Dually, if A is finitely cocomplete and F is right exact, then the category FA /B is
filtered for every B ∈ Ob(B).
Proposition 1.3.17. Let I , C , D and E be four categories, and F : I → C , f : C → D and
g : D → E any three functors. The following holds :
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(i) If f commutes with the limit of F , and g commutes with the limit of f ◦ F , then g ◦ f
commutes with the limit of F .
(ii) Especially, if both f and g are left (resp. right) exact, then the same holds for g ◦ f .
Proof. Clearly it suffices to show (i), and after replacing U by a larger universe, we may assume
that the four categories of the proposition are small. Set L := limI F , L
′ := limI(f ◦ F ),
L′′ := limI(g ◦ f ◦ F ), and denote
ωf,F : L→ f∧L′ and ωg,f◦F : L′ → g∧L′′
the morphisms provided by remark 1.2.11(i). Let also (εf , ηf) (resp. (εg, ηg)) be the units and
counits associated with the explicit adjunction ϑf (resp ϑg) for the pair (f!, f
∧) (resp. (g!, g
∧))
provided by remark 1.3.6(iii); by assumption, the adjoint morphisms
ω∗f,F := ε
f
L′ ◦ (f!ωf,F ) : f!L→ L′ and ω∗g,f◦F := εgL′′ ◦ (g!ωg,f◦F ) : g!L′ → L′′
are isomorphisms, so the same holds for ω∗∗g◦f,F := ω
∗
g,f◦F ◦ g!ω∗f,F : g! ◦ f!L→ L′′. However :
ω∗∗g◦f,F = ε
g
L′′ ◦ g!(ωg,f◦F ◦ ω∗f,F )
corresponds, under the adjunction ϑg, to the morphism ωg,f◦F ◦ ω∗f,F : f!L→ g∧L′′. The latter,
in turns, corresponds – under the adjunction ϑf – to the morphism
ωg◦f,F := f
∧(ωg,f◦F ◦ ω∗f,F ) ◦ ηfL : L→ f∧ ◦ g∧L′′ = (g ◦ f)∧L′′
and notice that f∧(ω∗f,F ) ◦ ηfL = ωf,F . Taking into account (1.2.12), we conclude that ωg◦f,F is
precisely the natural morphism denoted lim1I (g ◦ f) in remark 1.2.11(i).
Summing up, we have shown that, under the adjunction ϑg ◦ ϑf for the pair (g! ◦ f!, (g ◦ f)∧)
(notation of remark 1.1.17(i)), the morphism ωg◦f,F corresponds to the isomorphism ω
∗∗
g◦f,F .
Then the assertion follows from example 1.2.7(ii). 
Proposition 1.3.18. Let C ,D be two categories, F : C → D a functor, and ϕ : X → Y a
morphism in C . The following holds :
(i) If F commutes with pull backs and ϕ is a monomorphism, then Fϕ is a monomorphism.
(ii) If F commutes with push-outs and ϕ is an epimorphism, then Fϕ is an epimorphism.
Proof. (i): After replacing U by a larger universe, we may assume that C and D have small
Hom-sets. Notice then that the tautological cone of X ×Y X amounts to a pair of morphisms
p1, p2 : X ×Y X → hX in C ∧
such that hϕ◦p1 = hϕ◦p2 (see remark 1.2.11(iv)), and the diagonal morphism ιϕ : hX → X×Y
X (see (1.2.17)) is characterized as the uniquemorphism in C ∧ such that p1◦ιϕ = 1hX = p2◦ιϕ.
Likewise we can characterize ιFϕ. Now, by assumption there exist unique morphisms j and qi
for i = 1, 2, fitting into a commutative diagram
(1.3.19)
F!hX
F!ιϕ //

F!(X ×Y X) F!pi //

F!hX

hFX
j // FX ×FY FX qi // hFX
whose leftmost and rightmost vertical arrows are the natural identifications of remark 1.3.6(v),
and whose central vertical arrow is the isomorphism given by definition 1.3.11(i). Taking into
account proposition 1.2.18(i), we see that the assertion will follow, once we know that j = ιFϕ.
However, the composition of the two top horizontal arrows equals 1F!hX , so the composition of
the bottom horizontal arrows is 1hFX , and thus we come down to showing :
Claim 1.3.20. q1 and q2 are the two morphisms defining the tautological cone for FX×FY FX .
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Proof of the claim. Notice that, for any Z ∈ Ob(C ), an element of X ×Y X(Z) is the same as
the datum of a pair of morphisms α, β : Z → X such that ϕ◦α = ϕ◦β. The natural morphism
X ×Y X → F∧(FX ×FY FX) of (1.3.12) sends such a pair (α, β) to the pair (Fα, Fβ).
Therefore, the central vertical arrow of (1.3.19) is the map that assigns to anyW ∈ Ob(D) and
any pair (ψ : W → FZ, (α, β : Z → X)) the pair (Fα ◦ ψ, Fβ ◦ ψ : W → FX). Then, q1
(resp. q2) sends such a pair to Fα ◦ ψ (resp. to Fβ ◦ ψ). On the other hand, F!p1 (resp. F!p2)
sends (ψ, (α, β)) to the pair (ψ, α) (resp. to (ψ, β)). Now the claim follows by inspecting the
explicit definition of the rightmost vertical arrow of (1.3.19). ♦
(ii) follows by dualizing the foregoing argument (details left to the reader). 
Proposition 1.3.21. (i) Let C ,D be two categories, F : C → D a left exact (resp. right
exact) functor; suppose that C is finitely complete (resp. finitely cocomplete), and consider the
following conditions :
(a) F is conservative (see definition 1.1.4(ii))
(b) F is faithful
(c) F reflects epimorphisms (resp. monomorphisms)
(d) F reflects monomorphisms (resp. epimorphisms).
Then (a)⇒(b)⇒(c)⇒(d).
(ii) Suppose moreover that the isomorphisms in C are the morphisms that are both monomor-
phisms and epimorphisms. Then (c)⇒(a).
Proof. We prove the assertions in case f is left exact and C is finitely complete; the assertions
for the case where F is right exact and C is finitely cocomplete will follow by considering
F o : C o → Do.
(i.a)⇒(i.b): Let f ; g : A→ B be two morphisms in C ; by assumption, the equalizer of f and
g is representable in C by some object E, and the universal cone is the datum of a morphism
h : E → A such that f ◦ h = g ◦ h. Moreover, FE represents the equalizer of Ff and Fg, and
Fh : FE → FA is a universal cone for this equalizer, by remark 1.3.14(i). Now, suppose that
Ff = Fg; then Fh is an isomorphism, hence the same holds for h, and therefore f = g.
(i.b)⇒(i.c): Let f : A→ B and g, h : B → C be three morphisms in C with g ◦ f = h ◦ f ,
and suppose that Ff is an epimorphism; since Fg ◦ Ff = Fh ◦ Ff , it follows that Fg = Fh,
and then g = h, since F is faithful. This shows that f is an epimorphism.
(i.c)⇒(i.d): Let f : A → B be a morphism in C such that Ff : FA → FB is a
monomorphism; by assumption the fibre product A ×B A is representable in C , and if p1, p2 :
A ×B A → A are the natural projections, then F (A ×B A) represents FA ×FB FA, and
Fp1, Fp2 : F (A×B A)→ FA provide a universal cone for this fibre product. It follows easily
that if ιf : A→ A×B A is the diagonal of f , then Fιf : FA→ F (A×B A) is the diagonal of
Ff , hence Fιf is an isomorphism in D , by proposition 1.2.18(i). By assumption, ιf is then an
epimorphism, so f is a monomorphism, again by proposition 1.2.18(i).
(ii): Let f : A → B be a morphism such that Ff is an isomorphism; in particular, Ff is an
epimorphism, so by assumption f is an epimorphism. But Ff is also a monomorphism, hence
the same holds for f , because we know already that (i.c)⇒(i.d). Then f is an isomorphism,
under our assumption on C . 
Proposition 1.3.22. Let C ,D be any two categories, and f : C → D any functor.
(i) Suppose that
(a) f commutes with equalizers and with products (resp. and with finite products)
(b) all small products (resp. all finite products) are representable in C .
Then f commutes with all limits of C (resp. f is left exact).
(ii) Dually, suppose that
(a) f commutes with equalizers and with coproducts (resp. and with finite coproducts)
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(b) all small coproducts (resp. all finite coproducts) are representable in C .
Then f commutes with all colimits of C (resp. f is right exact).
Proof. (i): With the notation of the proof of proposition 1.2.22(i), we have shown that the rule
(µ : cX ⇒ F ) 7→ ω−1P (µ ∗ ob) for everyX ∈ Ob(C ) and µ ∈ lim
I
F (X)
defines an isomorphism g : limI F
∼→ E ⊂ hP . Also, since by assumption f commutes with
products (resp. with finite products), the isomorphisms ωP and ωQ induce isomorphisms
γP : hfP
∼→ lim
Ob(I)
f ◦ F ◦ ob γQ : hfQ ∼→ lim
Morph(I)
f ◦ F ◦ ob ◦ t
as explained in remark 1.3.14(i). We set E ′ := Equal(fα, fβ), and we identify E ′ as well with
a subobject of hfP , via the monomorphism E
′ → hfP provided by the tautological cone. Then
we define likewise a morphism g′ : limI(f ◦ F )→ E ′ by the rule :
(µ : cY ⇒ f ◦ F ) 7→ γ−1P (µ ∗ ob) for every Y ∈ Ob(D) and µ ∈ lim
I
(f ◦ F )(Y ).
Consider now the diagram of presheaves on D :
(1.3.23)
f! limI F
f!g //
d

f!E
e

limI f ◦ F g
′
// E ′
whose vertical arrows are the morphisms (1.3.13).
Claim 1.3.24. Diagram (1.3.23) commutes.
Proof of the claim. Let τ : cP ⇒ F ◦ ob be the universal cone arising from the isomorphism
ωP ; according to remark 1.3.14(i), for every X ∈ Ob(C ) and every cone µ : cX ⇒ F (resp.
every Y ∈ Ob(D) and every cone µ′ : cY ⇒ f ◦ F ◦ ob), the morphism g(µ) (resp. g′(µ′)) is
characterized as the unique one such that
τ ⊙ cg(µ) = µ ∗ ob (resp. (f ∗ τ)⊙ cg′(µ′) = µ′ ∗ ob ).
Now, let (ψ : Y → fX, µ : cX ⇒ F ) be the representative of any given element s ∈
f! limI F (Y ). Then f!g(s) is represented by the pair (ψ, g(µ)), and
d(s) = (f ∗ µ)⊙ cψ e(f!g(s)) = f(g(µ)) ◦ ψ
(remark 1.3.6(iii)), and the foregoing yields the identities
(f ∗ τ)⊙ cg′((f∗µ)◦cψ) = ((f ∗ µ)⊙ cψ) ∗ ob
= (f ∗ µ ∗ ob)⊙ cψ
= (f ∗ (τ ⊙ cg(µ)))⊙ cψ
= (f ∗ τ)⊙ (f ∗ cg(µ))⊙ cψ
= (f ∗ τ)⊙ cf(g(µ))◦ψ
whence e(f!g(s)) = g
′(d(s)), as claimed. ♦
Now, by assumption both f!g and e are isomorphisms; in light of claim 1.3.24, it then suffices
to check that g′ is an isomorphism. By unwinding the definitions, we see that the latter assertion
amounts to the following. For every Y ∈ Ob(D) he rule µ 7→ µ ∗ ob yields a bijection from
the set of all cones µ : cY ⇒ f ◦ F onto the set of all cones λ : cY ⇒ f ◦ F ◦ ob such that
λ ∗ t = ((f ◦ F ) ∗m)⊙ (λ ∗ s). In turns, this follows by a direct inspection. 
Proposition 1.3.25. Let A ,B be two categories, F : A → B a functor that admits a left
adjoint G : B → A . The following holds :
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(i) If A and B are small, we have natural isomorphisms of functors
F∧
∼→ G∗ F! ∼→ G∧.
(ii) If A and B have small Hom-sets, then for every small category I and every functor
ϕ : I → A , there is a natural isomorphism of presheaves
G∧(lim
I
ϕ)
∼→ lim
I
(F ◦ ϕ).
(iii) F commutes with all limits of A .
(iv) Dually, G commutes with all colimits of B.
(v) F transforms monomorphisms into monomorphisms, and G transforms epimorphisms
into epimorphisms.
Proof. (i): In view of example 1.2.7(ii), the assertion means that G∧ is left adjoint to F∧;
however F o is left adjoint to Go (remark 1.1.19(iv)), so it suffices to apply remark 1.1.19(iii),
which shows more precisely that ε∧ and η∧ are respectively the unit and counit of a unique
adjunction for the pair (G∧, F∧).
(ii): We are easily reduced to the case where A and B are small. Set L := limI F ◦ ϕ.
According to remark 1.2.11(i), we have a natural morphism ω : limI ϕ → F∧L, to which the
adjunction exhibited in the proof of (i) attaches a unique morphism ω∗ : G∧(limI ϕ) → L. We
shall show more precisely that ω∗ is an isomorphism of presheaves. Indeed, let B ∈ Ob(B) be
any object; by unwinding the definitions, we see that ω∗B is given by the rule
µ 7→ µ∗ := ((F ∗ µ)⊙ cηB : cB ⇒ F ◦ ϕ) for every cone µ : cGB ⇒ ϕ
(notation of (1.2.9)). We provide an explicit inverse for the rule µ 7→ µ∗, by setting
τ ∗ := (ε ∗ ϕ)⊙ (G ∗ τ) : cGB ⇒ ϕ for every cone τ : cB ⇒ F ◦ ϕ.
Clearly the rule τ 7→ τ ∗ defines a morphism of presheaves L → G∧(limI ϕ). Then, for every
such τ the triangular identities of (1.1.13) give :
(τ ∗)∗ = (F ∗ ((ε ∗ ϕ)⊙ (G ∗ τ)))⊙ cηB
= (F ∗ ε ∗ ϕ)⊙ (F ∗G ∗ τ)⊙ cηB
= (F ∗ ε ∗ ϕ)⊙ (η ∗ F ∗ ϕ)⊙ τ
= τ.
Likewise one sees that (µ∗)∗ = µ for every cone µ : cGB ⇒ ϕ, as needed.
(iii): Again, we can assume that A and B are small. We have just seen that the adjunction
for the pair (G∧, F∧) exhibited in (i) transforms the morphism ω into an isomorphism ω∗. By
example 1.2.7(ii), it follows that any adjunction for the pair (F!, F
∧) will also transform ω into
an isomorphism, whence the contention. (Notice that F! is – a priori – well defined only as a
functor on V-presheaves, for some universe V such that A and B are small V-categories, but
(i) implies that actually it is – up to natural isomorphism – already defined on U-presheaves.)
(iv) follows as usual, by considering the opposite categories and taking into account remark
1.1.19(iv). Lastly, (v) follows from (iii),(iv) and proposition 1.3.18. 
Let A be a subcategory of a category B, and ϕ : I → A a functor from a small category
I , whose limit is representable in A by an object A. In this situation – and even in case A is a
full subcategory of B – it is not necessarily true that A represents the limit of the composition
I → B of ϕ with the inclusion functor A → B. We have nevertheless the following result :
Corollary 1.3.26. Let A ,B be two categories, F : A → B a fully faithful functor admitting
a left adjoint G : B → A , and ϕ : I → A a functor from a small category I . We have :
(i) If the limit of F ◦ ϕ is representable by some L ∈ Ob(B), then the limit of ϕ is
representable by some objectM ∈ Ob(A ).
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(ii) In the situation of (i), there exist isomorphisms L
∼→ FM in B andM ∼→ GL in A .
(iii) Especially, if B is complete, the same holds for A .
Proof. Let η : 1B ⇒ F ◦ G be a unit and ε : G ◦ F ⇒ 1A a counit for the pair (G,F ), and
τ : cL ⇒ F ◦ ϕ a universal cone; set τ ∗ := (ε ∗ ϕ)⊙ (G ∗ τ) : cGL ⇒ ϕ. There exists a unique
morphism f : FGL→ L in B such that τ ⊙ cf = F ∗ τ ∗. We have :
τ ⊙ cf◦ηL = τ ⊙ cf ⊙ cηL = (F ∗ τ ∗)⊙ (η ∗ cL) = (F ∗ ε ∗ ϕ)⊙ (FG ∗ τ)⊙ (η ∗ cL)
= (F ∗ ε ∗ ϕ)⊙ (η ∗ Fϕ)⊙ τ = τ
whence f ◦ ηL = 1L, by the universality of τ . On the other hand, since F is fully faithful, there
exists a morphism h : GL → GL in A such that Fh = ηL ◦ f : FGL → FGL. Now, the
adjunction of the pair (G,F ) assigns to h the morphism Fh ◦ ηL = ηL ◦ f ◦ ηL = F (1GL) ◦ ηL
(see (1.1.13)), so we must have h = 1GL, therefore f is an isomorphism. Lastly, since F is fully
faithful, we deduce easily that GL represents the limit of F , whence the corollary. 
1.4. Special properties of the categories of presheaves. In this section we gather some results
concerning the structure of categories of presheaves and the exactness properties of various
natural functors between such categories. We begin with a corollary of proposition 1.3.25 :
Corollary 1.4.1. Let A and B be two categories. We have :
(i) IfA is small andB has smallHom-sets, the category Fun(A ,B) has smallHom-sets.
(ii) Suppose that B is complete or cocomplete. Then, for every A ∈ Ob(A ) the functor
εA : Fun(A ,B)→ B F 7→ FA (η : F ⇒ G) 7→ (ηA : FA→ GA)
commutes with all colimits and with all limits.
(iii) If B is finitely complete (resp. finitely cocomplete) then εA commutes with finite limits
(resp. with finite colimits), for every A ∈ Ob(A ).
(iv) If B is complete (resp. cocomplete, resp. finitely complete, resp. finitely cocomplete),
the same holds for Fun(A ,B).
Proof. (i): If F,G : A → B are any two functors, then HomFun(A ,B)(F,G) is a subset of the
product
∏
A∈Ob(A )HomB(FA,GA), hence it is a small set.
(iv): Let I be any small category, and
F : I → Fun(A ,B) i 7→ (Fi : A → B) (ϕ : i→ j) 7→ (Fϕ : Fi ⇒ Fj)
any functor. For every A ∈ Ob(A ) we obtain a functor FA : I → B by the rule
FA(i) := FiA FA(ϕ) := (Fϕ)A : FiA→ FjA
for every i, j ∈ Ob(I) and every ϕ ∈ HomI(i, j). If B is complete, for every such A we may
find LA ∈ Ob(B) and a universal cone γA : cLA ⇒ FA. Next, if g : A→ A′ is any morphism
in A , we obtain a natural transformation Fg : FA ⇒ FA′ by the rule
(Fg)i := Fi(g) : FiA→ FiA′ for every i ∈ Ob(I)
and the limit of Fg is represented by a morphism Lg : LA→ LA′ in B such that
Fg ◦ γA = γA′ ◦ cLg.
It is then easily seen that the rules A 7→ LA and g 7→ Lg amount to a well defined functor
A → B that represents the limit of F : details left to the reader. Lastly, if B is cocomplete
(resp. finitely cocomplete), Bo is complete (resp. finitely complete), so the same holds for
Fun(A o,Bo), by the foregoing; then Fun(A ,B) is cocomplete (resp. finitely complete), by
remark 1.1.19(i).
(ii): Suppose that B is complete (resp. cocomplete); in this case, the proof of (iv) already
shows that εA commutes with all limits (resp. colimits). Hence, it remains only to check that
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εA commutes as well with all colimits (resp. limits). To this aim, we may assume that A and
B are both small, and we denote by 1 the category with one object and one morphism; we let
iA : 1 → A be the (unique) functor that sends the object of 1 to A. We have a commutative
diagram of functors
Fun(A ,B)
Fun(iA,B) //
εA
))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚❚
Fun(1,B)

B
whose vertical arrow is an obvious isomorphism of categories. It then suffices to check that
the functor Fun(iA,B) commutes with all colimits (resp. limits). However, by theorem 1.3.4,
the functor Fun(iA,B) admits a right (resp. left) adjoint, so it suffices to invoke proposition
1.3.25(ii,iii).
(iii) follows likewise from the proof of (iv). 
Remark 1.4.2. (i) By inspecting the proof of theorem 1.3.4, it is easily seen that, more gener-
ally, the functors εA of corollary 1.4.1 commute with limits when B is a category with represen-
tatlbe coproducts. Dually, if all products of B are representable, εA commutes with colimits.
(ii) In the same vein, suppose moreover that HomA (A,A
′) is a finite set for every A,A′ ∈
Ob(A ). Then, again by inspection of the proof of theorem 1.3.4 we see that for the functors
εA to commute with limits (resp. colimits) it suffices that all finite coproducts (resp. finite
products) of B are representable.
(iii) Furthermore, the proof of corollary 1.4.1(iv) shows more precisely the following. If
F : I → Fun(A ,B) is a functor from a small category I , and the limit (resp. colimit) of εA ◦F
is representable in B for every A ∈ Ob(A ), then the limit (resp. colimit) of F is representable
in Fun(A ,B), and εA commutes with this limit (resp. colimit), for every A ∈ Ob(A ).
Corollary 1.4.3. Let C be any small category, and f : F → G a morphism in C ∧.
(i) C ∧ has small Hom-sets and is both well-powered and co-well-powered (see (1.1.2)).
(ii) For every X ∈ Ob(C ), the functor
C ∧ → Set : F 7→ FX (f : F → G) 7→ (fX : FX → GX)
commutes with all limits and all colimits (in other words, the limits and colimits in C ∧
are computed argumentwise).
(iii) f is a monomorphism (resp. an epimorphism) if and only if the map fX : FX → GX
is injective (resp. surjective) for every X ∈ Ob(C ).
(iv) f is an isomorphism if and only if it is both a monomorphism and an epimorphism.
(v) Let f(F ) ∈ Ob(C ∧) be the subobject of F with f(F )(X) := Im(fX : FX → GX)
for every X ∈ Ob(C ). Then f(F ) = Im(f) = Coim(f) (see example 1.2.26).
(vi) The Yoneda embedding hC : C → C ∧ commutes with all representable limits of C .
(vii) If D is any category with small Hom-sets and ϕ : C → D any functor, then ϕ∧
commutes with all limits and all colimits of D∧, and ϕ! (resp. ϕ∗) commutes with all
colimits (resp. with all limits) of C ∧.
Proof. (i): The first assertion is a special case of corollary 1.4.1(i). Next, to see that C ∧ is well-
powered notice that for every presheaf F on C , and every X ∈ Ob(C ), the set of subsets of
F (X) is small, and a subobject of F is just a compatible system of subsets F ′(X) ⊂ F (X), for
X ranging over the small set of objects of C . Likewise one sees that C ∧ is co-well-powered.
(ii) is a special case of corollary 1.4.1(ii), but it is also already clear from example 1.2.24(i).
(iii): It is easily seen that if fX is injective (resp. surjective) for every X ∈ Ob(C ), then f
is a monomorphism (resp. an epimorphism). The converse follows from (ii) and proposition
1.3.18.
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(iv) is an immediate consequence of (iii).
(v): It follows from (iii) that the induced morphism F → f(F ) is a quotient of F , and the
sequence F → f(F ) → G is the unique factorization of f (up to unique isomorphism) as a
composition of an epimorphism followed by a monomorphism, whence the assertion.
(vi) follows directly from example 1.2.24(ii) and remark 1.3.14(i).
(vii) is a special case of proposition 1.3.22(iii,iv). 
Example 1.4.4. Let C be a category with small Hom-sets, and Y ∈ Ob(C ) any object.
(i) Suppose that all the products of small families of objects of C are representable, and
consider the functor
Y • : Seto → C ∧
which to any (U-small) set S assigns the product in C of S copies of Y , i.e. the limit of the
functor ϕSY : S → C such that ϕY (s) := Y for every s ∈ S (where S is regarded as a
discrete category), and to any map of sets f : T → S, attaches the morphism of presheaves
Y f := limf ϕY . The assumption on C implies that Y • is representable by a functor which we
denote as well
Y • : Seto → C
(see remark 1.2.8(ii)). On the other hand, we have the functor hY : C
o → Set such that
hY (X
o) := HomC (X, Y ) for everyX ∈ Ob(C ), and notice the natural identifications :
HomC o((Y
S)o, Xo) = HomC (X, Y
S)
∼→ HomSet(S, hY (Xo))
which say that hY is right adjoint to the functor (Y
•)o. By proposition 1.3.25(iii) it follows that
hY commutes with all small limits of C o.
(ii) Likewise, if all the small coproducts of C are representable, we may apply (i) to the
functor hY o : C → Set. We find that hY o commutes with all small limits of C .
(iii) Especially, let I , C be two small categories, F : I → C a functor, and G any presheaf
on C . From (i),(ii), example 1.2.24(i) and corollary 1.4.3(vi) we get natural isomorphisms :
(1.4.5) lim
Io
HomC∧(h
o
C ◦ F o, G) ∼→ HomC∧(colim
I
hC ◦ F,G)
(1.4.6) lim
I
HomC∧(G, hC ◦ F ) ∼→ HomC∧(G, lim
I
F )
(more precisely, the limit on the left is represented by the set on the right, in both cases).
Furthermore, since the tautological cone τ (resp. the tautological cocone µ) for F is universal,
we get the universal cone HomC∧(τ, G) (resp. HomC∧(G, µ)) for the limit appearing in (1.4.5)
(resp. in (1.4.6) : see remarks 1.2.11(iv)) and 1.3.14(i)).
1.4.7. It is an important fact that every presheaf on a small category is the colimit of a system
of representable presheaves; more generally, for any category C and every F ∈ Ob(C ∧), let us
consider the category of elements of F :
F ib(F )
whose objects are the pairs (X, s) where X ∈ Ob(C ) and s ∈ FX (the notation shall be
explained in (3.1.15)). The morphisms f : (X, s) → (Y, t) in F ib(F ) are the morphisms
f : X → Y of C such that Ff(t) = s. We have an obvious source functor
sF : F ib(F )→ C (X, s) 7→ X ((X, s) f−→ (Y, t)) 7→ (X f−→ Y ).
Notice that if C is small, the same holds for F ib(F ). Also, if C has small Hom-sets, Yoneda’s
lemma naturally identifies F ib(F ) with the category hC C /F (notation of (1.1.27) and (1.2.4));
namely, a pair (X, s) corresponds to the unique morphism of presheaves
h(X,s) : hX → F such that h(X,s),X(1X) = s.
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Moreover, in this case sF is identified with the source functor sF : hC C /F → C of (1.1.27).
We have a natural cocone
hF : hC ◦ sF ⇒ cF (X, s) 7→ h(X,s).
Lemma 1.4.8. With the notation of (1.4.7), for every category C and every presheaf F on C ,
the cocone hF is universal.
Proof. Let G be any presheaf on C . A natural transformation τ : hC ◦ sF ⇒ cG is a rule
that assigns to every (X, s) ∈ Ob(hC C /F ) a morphism of presheaves hX → G; the latter is
naturally identified with an element τ(X,s) ∈ GX . Thus, τ induces a map τ(X,•) : FX → GX
for everyX ∈ Ob(C ), by the rule : (X, s) 7→ τ(X,s). Moreover, the naturality of τ implies that
Gf(τ(Y,s)) = τ(X,s) for every morphism f : (X, s)→ (Y, t) in hC C /F
(details left to the reader); i.e. the rule X 7→ τ(X,•) for every X ∈ Ob(C ) yields a morphism of
presheaves hτ : F → G, and it is easily seen that τ = chτ ⊙ hF , whence the contention. 
Example 1.4.9. Let C be a small category, and 1C a final object of C ∧ (see example 1.2.16(v));
since the source functor s
1C
: hC C /1C → C is an isomorphism of categories, we deduce from
lemma 1.4.8 a natural isomorphism
colim
C
hC
∼→ 1C in C ∧.
1.4.10. We conclude this section with a few observations concerning presheaves on the slice
categories of (1.1.24). Thus, let C be a category,X any object of C , denote by sX : C/X → C
the source functor of (1.1.24), and suppose that C is V-small, for some universe V. To begin
with, a direct inspection of (1.3.8) yields a natural isomorphism :
(1.4.11) (sX)V!F (Y )
∼→ {(ϕ, a) | ϕ ∈ HomC (Y,X), a ∈ F (ϕ)}
for every V-presheaf F on C/X and every Y ∈ Ob(C ). Indeed, from loc.cit. we see that every
element of (sX)V!F (Y ) is the equivalence class of a datum
(ψ : Y → Z, α : Z → X, s ∈ F (α))
and such a datum is equivalent to (1Y , α ◦ ψ : Y → X,F (ψ)(s) ∈ F (α ◦ ψ)). If ψ : Z → Y is
any morphism of C , the corresponding map (sX)V!F (Y )→ (sX)V!F (Z) is given by the rule :
(1.4.12) (ϕ, a) 7→ (ϕ ◦ ψ, F (ψ)(a)) for every ϕ : Y → X and a ∈ F (ϕ).
Moreover, under this natural identification the adjoint pair ((sX)V, s
∧
X) assigns to any morphism
t : F → s∧XG of presheaves on C/X the morphism t∗ : (sX)V!F → G in C ∧ given by the rule :
(ϕ, a) 7→ t(ϕ)(a) for every Y ∈ Ob(C ), ϕ : Y → X and a ∈ F (ϕ).
Proposition 1.4.13. Let C be any category and X any object of C .
(i) The source functor sX : C/X → C commutes with all connected limits and all repre-
sentable colimits of C/X .
(ii) Dually, the target functor tX : X/C → C commutes with all connected colimits and
all representable limits of X/C .
(iii) If all the binary products of C are representable, sX admits a right adjoint, and there-
fore it commutes with all colimits of C/X .
(iv) Dually, if all the binary coproducts of C are representable, tX admits a left adjoint,
and therefore it commutes with all limits of X/C .
(v) If C is complete (resp. cocomplete, resp. finitely complete, resp. finitely cocomplete),
then the same holds for both C/X and X/C .
(vi) Suppose that C has small Hom-sets. Then the following holds :
(a) The functor s∧X admits a left adjoint sX! : (C/X)
∧ → C ∧.
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(b) Moreover sX! factors as the composition of an equivalence of categories
eX : (C/X)
∧ → C ∧/hX
and the source functor shX : C
∧/hX → C ∧ (notation of (1.2.4)).
(c) sX! commutes with fibre products and preserves monomorphisms.
Proof. (v): Suppose that C is complete (resp. finitely complete); to show that the same holds
for C/X , we may apply the criterion of proposition 1.2.22(i). Indeed, suppose that p• := (pi :
Yi → X | i ∈ I) is any family (resp. any finite family) of objects of C/X , indexed by a small
set I , which we regard as a discrete category. We consider the category IX whose set of objects
is the disjoint union of I and {X}, and with
Morph(IX) = Morph(I) ∪ {(X,X, 1X)} ∪ {(i, X, pi) | i ∈ I}
so that X is the unique final object of IX . Next, we define a functor F : IX → C , by letting
FX := X and Fi := Yi Fpi := pi for every i ∈ I.
Any universal cone τ : cL ⇒ F yields a morphism τX : L → X , and it is easily seen that the
object τX of C/X represents the product of the family p•. Lastly, let pi : Yi → X (i = 1, 2)
be two objects of C/X , and f, g : p1 → p2 two morphisms in C/X . Denote by E any object
of C representing the equalizer of sX(f), sX(g) : Y1 → Y2 in C , where sX : C/X → C is the
source functor. The corresponding universal cone yields a morphism h : E → Y1 such that
sX(f) ◦ h = sX(g) ◦ h, and it is easily seen that the object p1 ◦ h : E → X of C/X represents
the equalizer of f and g (details left to the reader).
Next, suppose that C is cocomplete (resp. finitely cocomplete), and let F : I → C/X be a
functor from a small (resp. finite) category I . Let also C be any object of C representing the
colimit of sX ◦ F ; the functor F can be regarded as a cocone sX ◦ F ⇒ cX , which corresponds
to a morphism τ : C → X , and it is easily seen that τ ∈ Ob(C/X) represents the colimit of F .
The assertions for X/C follows as usual, by considering the opposite categories.
(vi.a): The discussion of (1.4.10) yields a left adjoint (sX)V! to (sX)
∧
V, for any universe V
such that C has V-small Hom-sets. However, by inspecting (1.4.11), we see that if C has small
Hom-sets and F is a U-presheaf on C/X , then (sX)V!F is a U-presheaf. Since the inclusion
(C/X)∧U → (C/X)∧V is fully faithful, we deduce that the target of (1.4.11) can be used to define
the sought left adjoint (sX)! : (C/X)∧U → C ∧U to (sX)∧U.
(vi.b): Notice that the presheaf 1C /X := h1X is a final object of (C /X)
∧ : indeed, for every
object f : Y → X of C /X we have 1C /X(f) = {f/X} (notation of (1.1.24)). Then remark
1.3.6(v) yields a natural isomorphism :
sX!(1C /X)
∼→ hX
that identifies the unit of adjunction with the morphism of presheaves :
(1.4.14) 1C /X → s∧X(hX) such that f/X 7→ f for every f ∈ Ob(C /X).
Now, every presheaf F on C /X admits a unique morphism F → 1C /X , whence a natural
morphism sX!F → hX , so we see already that sX! factors through shX and a functor eX as
required; more precisely, (1.4.12), says that the morphism eX(F ) : sX!F → hX is given by
the rule : (f, a) 7→ f for every Y ∈ Ob(C ) and every (f, a) ∈ sX!F (Y ). To check that eX is
an equivalence, we exhibit an explicit quasi-inverse : namely, to every object ϕ : F → hX of
C ∧/hX we assign the presheaf
e′X(ϕ) := s
∧
X(F )×s∧X(hX) 1C /X
defined via (1.4.14) and the morphism s∧X(ϕ) : s
∧
X(F ) → s∧X(hX). Now, let F be any presheaf
on C /X , and f : Y → X any object of C /X; by unwinding the definitions, we see that
(e′X ◦ eX(F ))(f) = sX!F (Y )×hX(Y ) {f/X}
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which is the set of all pairs (f, a) with a ∈ Ff . Thus we get an obvious isomorphism of
presheaves e′X ◦eX(F ) ∼→ F , natural with respect to F . Likewise, for every object ϕ : G→ hX
of C ∧/hX and every Y ∈ Ob(C ) we get the map
(eX ◦ e′X(ϕ))Y : sX!(s∧X(F )×s∧X(hX) 1C /X)(Y )→ hX(Y )
which is described as follows. First, sX!(s
∧
X(F ) ×s∧X(hX) 1C /X)(Y ) is the set of all pairs (f, a)
with f : Y → X a morphism of C , and a ∈ GY ×hX(Y ) {f/X}; i.e. the pairs (f, a) with
ϕY (a) = f . Then, the map (eX ◦ e′X(ϕ))Y is given by the rule : (f, a) 7→ f for every such
pair (f, a). Again, we deduce an obvious isomorphism eX ◦ e′X(ϕ) ∼→ ϕ of hX-objects of C ∧,
natural with respect to ϕ, as required.
(vi.c) follows from the explicit description of sX! given in (1.4.10), together with corollary
1.4.3(ii,iii).
(i): The assertion for representable colimits follows from the proof of (v) (together with
remark 1.3.14(i)). Next, let F : I → C/X be any functor from a connected small category I;
taking into account examples 1.2.7(ii) and (1.4.10) it suffices to show that the natural morphism
((sX)V! lim
I
F )(Z)→ (lim
I
sX ◦F )(Z) (ϕ : Z → X, τ : cϕ ⇒ F ) 7→ (sX ∗τ : cZ ⇒ sX ◦F )
is an isomorphism for every Z ∈ Ob(C ) and any sufficiently large universe V. Now, let τ :
cZ ⇒ sX ◦ F be any cone (with vertex an arbitrary Z ∈ Ob(C )); we remark :
Claim 1.4.15. For every i, j ∈ Ob(I) we have Fi ◦ τi = Fj ◦ τj : Z → X .
Proof of the claim. Since I is connected, a simple induction argument reduces to the case where
there exists k ∈ Ob(I) with morphisms a : k → i and b : k → j. In this case, we may compute
directly : Fi ◦ τi = Fi ◦ sX(Fa) ◦ τk = Fk ◦ τk = Fj ◦ sX(Fb) ◦ τk = Fj ◦ τj . ♦
Hence, pick any i ∈ Ob(I) (recall that this set is non-empty), and set ϕ := Fi ◦ τi; claim
1.4.15 says that τ lifts uniquely to a cone τ/X : cϕ ⇒ F , such that sX ∗ τ/X = τ , whence the
contention.
(iv): Pick a universe V such that C has V-smallHom-sets. For every Y ∈ Ob(C ), the functor
C → C ∧V Y 7→ X ∐ Y
is then representable by a functor C → C , and we abuse notation, by denoting both functors in
the same way. Moreover, the universal cocone for the coproduct consists of a pair of morphisms
X
iX,Y−−−→ X ∐ Y i
′
X,Y←−−− Y whence a functor
iX : C → X/C : Y 7→ iX,Y for every Y ∈ Ob(C ).
It is easily seen that iX is left adjoint to tX (details left to the reader). Thus, the assertion follows
from proposition 1.3.25(i,iii).
(iii): Notice that the source functor sX : C/X → C equals toXo and the coproducts of C o are
representable; then the assertion follows from (iv) and remark 1.1.19(iv). The same argument
shows that (i) implies (ii). 
Remark 1.4.16. Let C and X be as in proposition 1.4.13(vi).
(i) The functor sX! does not generally preserve final objects, hence it is not generally exact.
(ii) The quasi-inverse to eX constructed in the proof of proposition 1.4.13(vi.b), can be
described more compactly as the functor that assigns to any object g : F → hX of C ∧/hX the
presheaf given by the rule :
(Y
ϕ−→ X) 7→ HomC∧/hX ((hY
hϕ−−→ hX), g).
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Example 1.4.17. (i) Let C be a category whose binary products are representable, and pick a
universe V such that C has V-small Hom-sets. For every X ∈ Ob(C ), we have a functor
pX : C → C ∧V Y 7→ X × Y
and the assumption on C implies that pX is representable by a functor πX : C → C (remark
1.2.8(ii)). Let now F : I → C be a functor from a small category I; we say that the colimit of
F commutes with products, if πX commutes with the colimit of F , for everyX ∈ Ob(C ).
(ii) A more restricted class of colimits plays a role in applications. Namely, suppose now that
all fibre products of C are representable. Let F be as in (i), and consider any cone τ : F ⇒ cX ,
for any X ∈ Ob(C ). Notice that τ is the same as the datum of a functor Fτ : I → C/X which
lifts F , i.e. such that sX ◦ Fτ = F , where sX : C/X → C is the source functor. Moreover,
the assumption on C implies that the products are representable in C/X , for every such X . In
this situation, we shall then say that the colimit of F is universal, if the colimit of Fτ commutes
with products, for every X and τ as above.
(iii) Suppose moreover that the colimit of F is representable by an object Co of C o, and
fix a universal cocone µ : F ⇒ cC . Then any τ as in (ii) corresponds to a unique morphism
f : C → X , and µ lifts to a universal cocone µτ : Fτ ⇒ cf . For every morphism g : Y → X in
C we may consider the functor
F ×(τ,g) Y := sX ◦ πg ◦ Fτ : I → C
(that is, F ×(τ,g) Y (i) represents Fi×(τi,g) Y for every i ∈ Ob(I)). Likewise, we abuse notation
and write C ×(f,g) Y to denote the representative sX ◦ πg(f) for this fibre product; taking into
account proposition 1.4.13(v), we see that the colimit of F is universal if and only if the cocone
(sX ◦ πg) ∗ µτ : F ×(τ,g) Y ⇒ cC×(f,g)Y
is universal for every such X , τ and g.
(iv) For instance, from the explicit descriptions of example 1.2.23(i) one may deduce that
all colimits in Set are universal. In view of example 1.2.24(i) and corollary 1.4.3(ii), it follows
easily that all colimits in B∧ are universal, for any small category B.
1.4.18. Let F : A → B be a functor from a small category A to a category B with small
Hom-sets. By remark 1.3.6(ii), for every object A ∈ Ob(A ) we have a natural isomorphism
hFA
∼→ F!A; combining with example 1.2.27(i), we deduce that the adjoint pair of functors
F∧ : B∧ → A ∧ and F! : A ∧ → B∧ induces an adjoint pair :
(F∧)|hA : B
∧/hFA
∼→ B∧/F!hA → A ∧/hA (F!)|hA : A ∧/hA → B∧/F!hA ∼→ B∧/hFA.
For every category I , let I◦ be the category such that
• Ob(I◦) is the disjoint union of Ob(I) with a set {i◦}
• i◦ is the unique final object of I◦
• I is a full subcategory of I◦ (more precisely, the full subcategory of I◦ whose set of
objects is Ob(I) coincides with I).
It is clear that these conditions determine uniquely I◦. Moreover, for every category C and
every C ∈ Ob(C ), every functor ϕ : I → C /C extends uniquely to a well defined functor
ϕ◦ : I◦ → C /C such that ϕ◦(i◦) = 1C .
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Proposition 1.4.19. (i) With the notation of (1.4.18), for everyA ∈ Ob(A ) we have essentially
commutative diagrams :
(B/FA)∧
eFA

(F|A)
∧
// (A /A)∧
eA

(A /A)∧
(F|A)! //
eA

(B/FA)∧
eFA

B∧/hFA
(F∧)|hA // A ∧/hA A ∧/hA
(F!)|hA // B∧/hFA
where eA and eFA are the equivalences of proposition 1.4.13(vi.b).
(ii) Let moreover ϕ : I → A /A be any functor. Then F|A commutes with the limit of ϕ if
and only if F commutes with the limit of sA ◦ ϕ◦ : I◦ → A .
Proof. (i): The assertion means that there exists an isomorphism of functors eA ◦ (F|A)∧ ∼→
(F∧)|hA ◦ eFA, and likewise for the second diagram. Let ϕ : K → hFA be any object of
B∧/hFA; with e′A and e
′
FA as in the proof of proposition 1.4.13(vi.b), we get :
(F|A)
∧ ◦ e′FA(ϕ) = (F|A)∧(s∧FAK ×s∧FAhFA 1B/FA)
∼→ (sFA ◦ F|A)∧K ×(sFA◦F|A)∧hFA 1A /A
∼→ s∧A ◦ F∧K ×s∧A◦F∧hFA 1A /A
∼→ e′A(u∧K ×F∧hFA hA → hA)
∼→ e′A ◦ (F∧)|hA(ϕ)
whence the essential commutativity of the left square diagram. Since eA and eFA are equiva-
lences, and since (F!)|hA is left adjoint to (F
∧)|hA , we deduce the essential commutativity for
the right square diagram as well.
(ii): Let j : I → I◦ be the inclusion functor; notice first that for every category C , every
C ∈ Ob(C ) and every functor ψ : I → C we have ψ = ψ◦j, and the morphism of presheaves
lim
j
1C : lim
I◦
ψ◦ → lim
I
ψ
is an isomorphism (notation of remark 1.2.11(i)). Moreover, it is clear that F|A◦ϕ◦ = (F|A◦ϕ)◦.
There follows a commutative diagram of presheaves :
(F|A)!(limI◦ ϕ◦) //

limI◦ F|A ◦ ϕ◦

(F|A)!(limI ϕ) // limI F|A ◦ ϕ.
whose vertical arrows are isomorphisms, and whose horizontal arrows are the morphisms of
definition 1.3.11(i). Especially, F|A commutes with the limit of ϕ if and only if it commutes
with the limit of ϕ◦. We are thus reduced to checking the following more general :
Claim 1.4.20. Let J be a connected category, and ψ : J → A /A a functor. Then F|A commutes
with the limit of ψ if and only if F commutes with the limit of sA ◦ ψ.
Proof of the claim. Recall first that sFA! = shFA ◦ eFA. Since shFA is obviously conservative,
and eFA is an equivalence, it follows that sFA! is conservative. Recall moreover that sA and
sFA commute with every connected limit (proposition 1.4.13(i)); summing up, we see that F|A
commutes with the limit of ψ if and only if the morphism
sFA! ◦ (F|A)!(lim
J
ψ)
sFA!(ω)−−−−→ sFA!(lim
J
F|A ◦ ψ) ω
′−→ lim
J
sFA ◦ F|A ◦ ψ
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is an isomorphism, where ω : (F|A)!(limJ ψ) → limJ F|A ◦ ψ and ω′ are the morphisms of
definition 1.3.11(i). But this composition is, up to isomorphism, the same as the morphism
(1.4.21) (F ◦ sA)!(lim
J
ψ)→ lim
J
F ◦ sA ◦ ψ
of definition 1.3.11(i), relative to the functor sFA ◦F|A = F ◦sA and the limit of ψ (see the proof
of proposition 1.3.17(i)). By the same token, (1.4.21) is also the composition ω′′′ ◦ F!(ω′′) of
the same type, where ω′′ : sA!(limJ ψ)→ limJ sA ◦ψ is an isomorphism (since J is connected),
and ω′′′ : F!(limJ ψ)→ limJ F ◦ψ is an isomorphism if and only if F commutes with J . 
1.5. Final and cofinal functors. Let I be a small category, C a category, and F : I → C
any functor. For the computation of the limit or colimit of F , it may sometimes be desirable
to replace the indexing category I by simpler ones. That is, we would like to be able to detect
whether a given functor ϕ : J → I induces an isomorphism from the colimit of F to that of
F ◦ ϕ, and if possible, to construct useful functors of this type, to aid with the calculation of
limits or colimits. Concerning the first aim, one has a general criterion, for which we shall need
the following :
Definition 1.5.1. Let I , J be any two categories, and ϕ : J → I any functor.
(i) We say that ϕ is cofinal if the category i/ϕJ is connected, for every i ∈ Ob(I) (see
definition 1.2.19(ii)).
(ii) We say that ϕ is final if ϕo : Jo → Io is cofinal.
(iii) If ϕ is the inclusion functor of a subcategory J of I , and ϕ is cofinal (resp. final) we
also say that J is cofinal in I (resp. final in I).
(iv) We say that the category I is finally small (resp. cofinally small), if there exists a final
(resp. cofinal) functor ϕ : J → I with J a small category. (See corollary 1.6.5.)
Proposition 1.5.2. Let ϕ : J → I be any functor between small categories. Then the following
conditions are equivalent :
(a) For every category C with small Hom-sets, and every functor F : I → C , the induced
morphism of presheaves on Io
(1.5.3) colim
ϕ
1C : colim
I
F → colim
J
F ◦ ϕ
is an isomorphism (see remark 1.2.11(i)).
(b) The functor ϕ is cofinal.
Proof. (a)⇒(b): We fix i ∈ Ob(I) and we apply the definition to the functor
hio : I → Set i′ 7→ HomI(i, i′)
whose colimit is a presheaf on the category Seto. Then the assertion is an immediate conse-
quence of the following :
Claim 1.5.4. For every i ∈ Ob(I) we have :
(i) The colimit of hio is representable by a set with one element.
(ii) The colimit of hio ◦ ϕ is representable by π0(i/ϕJ) (notation of remark 1.2.21(ii)).
Proof of the claim. Notice that (i) is the special case of (ii) for ϕ = 1I , since the category i/I
admits an initial object, and hence is connected.
(ii): Let hI : I → I∧ be the Yoneda embedding and choose a representative L ∈ Ob(I∧) for
the colimit of the functor hI ◦ ϕ. By corollary 1.4.3(ii) and remark 1.3.14(i), the set L(i) repre-
sents the colimit of hio ◦ ϕ. On the other hand, from remark 1.3.6(ii) we see that L represents
as well the colimit of ϕ! ◦ hJ . Moreover, recall that the colimit of hJ is represented by the final
object 1J of J
∧ (example 1.4.9); by corollary 1.4.3(vii) and remark 1.3.14(i) we deduce that L
is isomorphic to ϕ!(1J). Then the assertion follows from example 1.3.9. ♦
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(b)⇒(a): Let F : I → C be any functor; recall that the colimit of F is the functor L : C →
Set that assigns to anyX ∈ Ob(C ) the set L(X) of all cocones F ⇒ cX , i.e. all the compatible
systems of morphisms (τi : Fi→ X | i ∈ Ob(I)) in C , such that
τi′ ◦ Fg = τi for every morphism g : i→ i′ in I.
Likewise, the colimit of F ◦ ϕ is the functor L′ : C → Set that assigns to any X ∈ Ob(C ) the
set L′(X) of all compatible systems (µj : Fϕ(j)→ X | j ∈ Ob(J)) in C , such that
µj′ ◦ Fϕ(h) = µj for every morphism h : j → j′ in J.
Under these identifications, (1.5.3) is the map that assigns to a given τ as above, the compatible
system τ ∗ ϕ, such that (τ ∗ ϕ)j := τϕ(j) for every j ∈ Ob(J). We have to check that the rule
τ 7→ τ ∗ ϕ is a bijection βX : L(X) ∼→ L′(X). However, say that τ ∗ ϕ = τ ′ ∗ ϕ for given
τ, τ ′ ∈ L(X), and consider any i ∈ Ob(I); since i/ϕJ is non-empty, we may find j ∈ Ob(J)
and a morphism g : i→ ϕ(j) in I , whence
τi = τϕ(j) ◦ Fg = τ ′ϕ(j) ◦ Fg = τ ′i
hence βX is injective. Next, let µ ∈ L′(X) be any compatible system; we consider the map
τ ∗ : Ob(I/ϕJ)→ Morph(C ) (g : i→ ϕ(j)) 7→ µj ◦ Fg
(notation of (1.1.28) and (1.1.30)). We claim that τ ∗ factors through the map
Ob(I/ϕJ)→ Ob(I) : (g : i→ ϕ(j)) 7→ i.
Indeed, say that g : i → ϕ(j) and g′ : i → ϕ(j′) are any two morphisms in I; we have to
show that τ ∗g = τ
∗
g′ . To this aim, since i/ϕJ is connected, we may assume that there exists a
morphism h : g → g′ in i/ϕJ ; then
τ ∗g = µj ◦ Fg = µj′ ◦ Fϕ(h) ◦ Fg = µj′ ◦ Fg′ = τ ∗g′
as stated. Thus, let τ : Ob(I)→ Morph(C ) be the resulting map; we claim that τ is an element
of L(X). Indeed, say that h : i → i′ is any morphism in I , and pick any j, j′ ∈ Ob(J) with
morphisms g : i→ ϕ(j), g′ : i′ → ϕ(j′) in I; we have just seen that τ ∗g′◦h = τ ∗g , which translates
as the identity : τi = τi′ ◦ Fh, whence the claim. Lastly, by construction we have βX(τ) = µ,
so βX is also surjective. 
Remark 1.5.5. (i) If ϕ : I → J and ψ : J → K are cofinal functors, the same holds for ψ ◦ ϕ.
For the proof, we may replace our universe U by a larger one, after which we may assume that
I, J,K are small categories, and then the assertion follows directly from proposition 1.5.2.
(ii) Let ϕ : J → I be a functor between small categories. Then ϕ is final if and only if it
induces isomorphisms of presheaves on I
(1.5.6) lim
I
F
∼→ lim
J
F ◦ ϕ
for every category C with small Hom-sets, and every functor F : I → C .
(iii) Let ϕ : J → I and F : I → C be any two functors; suppose that the induced morphism
of presheaves colimϕ 1C : colimI F → colimJ F ◦ ϕ is an isomorphism, and let τ : F ⇒ cL be
a cocone. Then τ is universal if and only if the same holds for τ ∗ ϕ : F ◦ ϕ ⇒ cL. Indeed, τ
and τ ∗ ϕ determine morphisms of presheaves t : hLo → colimI F and t′ : hLo → colimJ F ◦ϕ
on C o that assign to every X ∈ Ob(C ) and every section f : L → X of hLo(Xo) the cocone
τ ⊙ cf ∈ colimI F (Xo) and respectively the cocone (τ ∗ ϕ) ⊙ cf ∈ colimJ F ◦ ϕ(X), and t
(resp. t′) is an isomorphism if and only if τ (resp. τ ∗ ϕ) is universal. However, (colimϕ 1C ) ◦ t
is the morphism of presheaves hLo
∼→ colimJ F ◦ϕ that assigns to every suchX and f the cone
(τ ⊙ cf) ∗ ϕ = (τ ∗ ϕ) ⊙ cf , ı.e. t′ = (colimϕ 1C ) ◦ t. So t is an isomorphism if and only
if the same holds for t′, whence the contention. Likewise, if (1.5.6) is an isomorphism, a cone
τ ′ : cL′ ⇒ F is universal if and only if the same holds for τ ′ ∗ ϕ : cL′ ⇒ F ◦ ϕ.
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Lemma 1.5.7. Let J be a filtered category and ϕ : J → I a functor. We have :
(i) The functor ϕ is cofinal if and only if the following two conditions hold :
(a) For every i ∈ Ob(I) there exist j ∈ Ob(J) and a morphism i→ ϕ(j) in I .
(b) For every i ∈ Ob(I), every j ∈ Ob(J) and every pair of morphisms f, g : i →
ϕ(j) in I , there exists a morphism h : j → j′ in J such that ϕ(h) ◦ f = ϕ(h) ◦ g.
(ii) Moreover, if ϕ is cofinal, then I is filtered.
Proof. (i): Indeed, suppose that the categories i/ϕJ are connected for every i ∈ Ob(I); then
(a) clearly holds. To check that (b) holds as well, notice that, since J is filtered, i/ϕJ is locally
directed for every i ∈ Ob(I) (details left to the reader), and therefore it is directed, by remark
1.2.21(i). This implies that, for given f, g as in (b), there exist j′ ∈ Ob(J) and morphisms
h1, h2 : j → j′ such that ϕ(h1) ◦ f = ϕ(h2) ◦ g. But since J is filtered, we may then find a
morphism h′ : j′ → j′′ in J such that h′ ◦ h1 = h′ ◦ h2, so (b) holds with h := h′ ◦ h1.
Conversely, if (a) holds, then i/ϕJ is non-empty for every i ∈ Ob(I). Next, let g : i→ ϕ(k)
and g′ : i → ϕ(k′) be any two objects of i/ϕJ ; since J is directed we may find morphisms
h : k → j and h′ : k′ → j for some j ∈ Ob(J), whence objects ϕ(h) ◦ g, ϕ(h′) ◦ g′ : i→ ϕ(j)
of i/ϕJ , and using (b) we deduce that there exist an object g′′ : i → ϕ(j′) and morphisms
g → g′′, g′ → g′′, i.e. i/ϕJ is directed.
(ii): Let us check that I is directed : if i and i′ are two objects of I , in view of condition
(i.a), we may find j, j′ ∈ Ob(J) and morphisms f : i → ϕ(j), f ′ : i′ → ϕ(j′) in I , and
since J is directed, we have as well morphisms g : j → j′′ and g′ : j′ → j′′ in J , for some
j′′ ∈ Ob(J), whence morphisms ϕ(g) ◦ f : i → ϕ(k) and ϕ(h′) ◦ f ′ : i′ → ϕ(k) in I . By
remark 1.2.21(i) it remains to check the coequalizing condition of definition 1.2.19(v), but the
latter is an immediate consequence of conditions (i.a) and (i.b) 
Example 1.5.8. (i) For instance, if I is a filtered category, and i is any object of I , the category
i/I is again filtered, and the target functor ti : i/I → I is cofinal; indeed, one checks easily that
ti fulfills conditions (a) and (b) of lemma 1.5.7(i). Dually, if I is cofiltered, the category I/i is
again cofiltered, and the source functor si : I/i→ I is final.
(ii) If I admits a final object i0, then the (full) subcategory J of I with Ob(J) = {i0}
fulfills conditions (a) and (b) of lemma 1.5.7(i), so the inclusion functor J → I is cofinal (and
I is trivially filtered). Then, let F : I → C be any functor, and τ : F ⇒ cL a universal
cocone; taking into account remark 1.5.5(iii), we see that Fi0 represents the colimit of F , and
τi0 : Fi → L is an isomorphism in C . Dually, if i′0 is any initial object of I , and τ ′ : cL′ ⇒ F
any universal cone, then Fi′0 represents the limit of F and τi′0 : L
′ → Fi′0 is an isomorphism.
Example 1.5.9. As an application, we give an explicit construction of the filtered colimits of
Cat. Thus, let I be a small filtered category, and consider a functor
C• : I → Cat i 7→ Ci (ϕ : i→ j) 7→ (Cϕ : Ci → Cj).
We deduce a functor Ob(C•) : I → Set that assigns to every i ∈ Ob(I) the set Ob(Ci), and to
every morphism ϕ : i→ j in I the map Ob(Ci)→ Ob(Cj) defined by Cϕ. We set
L := colim
I
Ob(C•).
According to example 1.2.23(i) – and since I is filtered – the elements of L are the equivalence
classes [i, X ] of pairs (i, X), where i ∈ Ob(I) and X ∈ Ob(Ci), for the equivalence relation
such that (i, X) ∼ (j, Y ) if and only if there exist k ∈ Ob(I) and morphisms ϕ1 : i → k and
ϕ2 : j → k such that Cϕ1X = Cϕ2Y . For every i ∈ Ob(I), let ti : i/I → I be the target functor
(see (1.1.24)); notice that for every pair of objects i, j ∈ Ob(I), the objects of the category
(i, j)/I := i/I ×(ti,tj) j/I are the pairs i
ϕ1−→ k ψ2←− j of morphisms of I , and the morphisms
(1.5.10) (i, j)/ν : (i
ϕ1−→ k ϕ2←− j)→ (i ϕ
′
1−→ k′ ϕ
′
2←− j)
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are the morphisms ν : k → k′ of I such that ν ◦ ϕr = ϕ′r for r = 1, 2. For every couple of pairs
((i, X), (j, Y )) as in the foregoing, we get a functor h(i, X, j, Y ) : (i, j)/I → Set that assigns
to every (i
ϕ1−→ k ϕ2←− j) ∈ Ob((i, j)/I) the set HomCk(Cϕ1X,Cϕ2Y ), and to every morphism
(i, j)/ν as in (1.5.10) the induced map
HomCk(Cϕ1X,Cϕ2Y )→ HomCk′ (Cϕ′1X,Cϕ′2Y ) f 7→ Cν(f)
and we set
H(i, X, j, Y ) := colim
(i,j)/I
h(i, X, j, Y ).
Let also ti,j : (i, j)/I → I be the target functor given by the rules : (i ϕ1−→ k ϕ2←− j) 7→ k,
and (i, j)/ν 7→ ν; for every i, j, k ∈ Ob(I) we set as well (i, j, k)/I := (i, j)/I ×(ti,j ,tk) k/I .
Explicitly, the objects of this category are all the systems ϕ• := (ϕ1 : i → t, ϕ2 : j → t, ϕ3 :
k → t) of morphisms of I with a common target t that we call the target of ϕ•. The morphisms
(i, j, k)/ν : ϕ• → ϕ′•
are the morphisms ν of I with ν ◦ ϕr = ϕ′r for r = 1, 2, 3. With this notation, for every third
pair (k, Z) as in the foregoing, we get a system of composition maps
h(i, X, j, Y )(ϕ•)× h(j, Y, k, Z)(ϕ•)→ h(i, X, k, Z)(ϕ•) for every ϕ• ∈ Ob((i, j, k)/I)
given by the composition law of the category Ct, where t is the target of ϕ•. Clearly this
system of maps is natural with respect to morphisms of (i, j, k)/I; moreover we have obvious
projection functors (i, k)/I ← (i, j, k)/I → (i, j)/I and (i, j, k)/I → (j, k)/I , and using the
criterion of lemma 1.5.7(i) it is easily seen all that these three functors are cofinal. Therefore,
taking colimits over (i, j, k)/I of the foregoing compatible system of composition maps yields
a well defined map
H(i, X, j, Y )×H(j, Y, k, Z)→ H(i, X, k, Z) (f, g) 7→ g ◦ f
and a simple inspection of the construction shows that this composition law is associative : if
h ∈ H(k, Z, t,W ) is any other element, we have h ◦ (g ◦ f) = (h ◦ g) ◦ f (details left to the
reader); likewise, the class of 1X inH(i, X, i, X) yields a left and right unit for this composition
law. Hence, let us choose for every A ∈ L a representative (iA, XA); we obtain a well defined
category L with Ob(L ) = L and with HomL (A,B) := H(iA, XA, iB, XB) for every A,B ∈
L, with the composition law thus defined. Moreover, for every i ∈ I we obtain a well defined
functor Gi : Ci → L by setting GX := [i, X ] for every X ∈ Ob(Ci), and by assigning to
every morphism X → Y of Ci its class in H(i, X, i, Y ). Lastly, let F : C• ⇒ D be a cocone
with basis C• and whose vertex is any category D . The induced cocone Ob(C•) ⇒ Ob(D)
yields a well defined map L → Ob(D). Moreover, for every two pairs (i, X) and (j, Y ) and
every object (i
ϕ1−→ k ϕ2←− j) of (i, j)/I , the functor Fk yields a map
HomCk(Cϕ1X,Cϕ2Y )→ HomD(Fk ◦ Cϕ1X,Fk ◦ Cϕ2Y ) = HomD(FiX,FjY )
which defines a cocone with vertex HomD(FiX,FjY ) and for basis the functor h(i, X, j, Y ),
whence a well defined map
Fi,X,j,Y : H(i, X, j, Y )→ HomD(FiX,FjY ).
A simple inspection shows that Fi,X,k,Z(g ◦ f) = Fj,Y,k,Z(g) ◦Fi,X,j,Y (f) for every f, g as in the
foregoing (details left to the reader). We obtain therefore a well defined functor F : L → D
by the rule : A 7→ FiAXA and FABf := GiA,XA,iB,XB for every A,B ∈ L and every f ∈
HomL (A,B). By construction, we have F ◦ Gi = Fi for every i ∈ I , and this is clearly the
unique functor fulfilling this system of identities, so the proof is concluded.
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Remark 1.5.11. (i) Let I be a finally small category, C a category with small Hom-sets, and
F : I → C any functor. By definition, there exists a final functor ϕ : J → I with J a small
category, and therefore we may define the presheaf
LF,ϕ := lim
J
F ◦ ϕ.
We claim that LF,ϕ is independent - up to natural isomorphism - of the choice of ϕ. To see this,
let us choose a universe U′ such that U ⊂ U′ and such that I is a small U′-category. By remark
1.5.5(i), the induced morphism of U′-presheaves
ωϕ : lim
I
F → LF,ϕ
is an isomorphism. Therefore, if ϕ′ : J ′ → I is any other final functor with J ′ also small, we
get an isomorphism of U′-presheaves ωϕ′ ◦ ω−1ϕ : LF,ϕ ∼→ LF,ϕ′ . Since the inclusion (1.2.1) is
fully faithful, the latter is actually an isomorphism of U-presheaves, as required.
(ii) In view of (i), we may define the limit of F as LF,ϕ, for any choice of ϕ. This presheaf is
therefore well defined, up to natural isomorphism, and we denote it as usual by
lim
I
F.
We also say that limI F is a finally small limit of C . Of course, if I is already small, we can
choose ϕ := 1I , so the above notation is compatible with that of definition 1.2.10(i).
(iii) Dually, if I is cofinally small, we can define the colimit of F
colim
I
F := colim
J
F ◦ ϕ
for any choice of cofinal functor ϕ : J → I with J small, and again the resulting presheaf is
well defined up to natural isomorphism, and we also say that it is a cofinally small colimit of
C . Clearly, if C is complete (resp. cocomplete), then every finally small (resp. cofinally small)
limit is representable in C . As an application, we may prove Freyd’s adjoint functor theorem,
which is the following partial converse of proposition 1.3.25(iii) :
Theorem 1.5.12. Let A be a complete category, F : A → B a functor, and suppose that A
and B have small Hom-sets (see (1.1.1)). The following conditions are equivalent :
(a) F admits a left adjoint.
(b) F commutes with all the limits of A , and every object B of B admits a solution set,
i.e. an essentially small subset SB ⊂ Ob(A ) such that, for every A ∈ Ob(A ), every
morphism f : B → FA admits a factorization of the form
f = Fh ◦ g
for h : A′ → A a morphism in A with A′ ∈ SB , and g : B → FA′ a morphism in B.
Proof. If F admits a left adjoint G, then F commutes with all limits of A , by proposition
1.3.25(iii), and it is easily seen that {GB} is a solution set for every object B ∈ Ob(B).
Conversely, fix any B ∈ Ob(B); under the stated assumptions, example 1.3.16(i) says that
the category B/FA is cofiltered. Denote by EB the full subcategory of B/FA whose objects
are all the morphisms B → FA with A ∈ SB. Then condition (b) means that for every object
X of B/FA there exists an object X ′ ∈ EB with a morphism X ′ → X of B/FA . It follows
easily that EB is cofiltered as well; then the inclusion functor EB → B/FA is final, by lemma
1.5.7(i), and EB is small, hence B/FA is finally small. Following remark 1.5.11(ii), we may
thus define
G′B := lim
B/FA
sB G
′f := lim
f/FA
1A
for any B ∈ Ob(B) and any morphism f : B′ → B (notation of (1.1.27)). Next, since A is
complete, G′ is representable by some functor G : B → A (remark 1.2.8(ii)), and we claim
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that G is the sought left adjoint. To check this assertion, we may replace the universe U by a
larger one, after which we may assume that A and B are small, and therefore G′B is the usual
limit of definition 1.2.10(i). We shall then exhibit explicit unit and counit for the adjoint pair
(G,F ), as follows. Let τB : cGB ⇒ sB be a universal cone; since F commutes with limits,
the cone F ∗ τB : cFGB ⇒ F ◦ sB is still universal (remark 1.3.14(i)); on the other hand, the
functor B/F : B/FA → B/B can be regarded as a cone B/F : cB ⇒ F ◦ sB , so there
exists a unique morphism ηB : B → FGB such that B/F = (F ∗ τB) ⊙ cηB . Likewise,
for any A ∈ Ob(A ) we get a morphism εA := τFA(FA,1FA) : GFA → A. It is easily seen
that η (resp. ε) is a natural transformation 1B ⇒ FG (resp. GF ⇒ 1A ), and the identity
(F ∗ ε)⊙ (η ∗ F ) = 1F is immediate from the construction. Lastly, we fix B ∈ Ob(B) and we
check that (ε ∗ G)B ◦ (G ∗ η)B = 1G(B); to this aim, and due the universality of τB , it suffices
to show that
τBψ = τ
B
ψ ◦ εGB ◦G(ηB) for every object ψ : B → FA of B/FA .
However, notice that the construction of Gf yields the identity
(1.5.13) τB
′
ψ ◦Gf = τBψ◦f for all morphisms f : B → B′ and ψ : B′ → FA in C .
Thus, we may compute :
τBψ ◦ εGB ◦G(ηB) = τBψ ◦ τFGB1FGB ◦G(ηB) = τFGBF (τBψ ) ◦G(ηB) = τ
B
F (τBψ )◦ηB
= τBψ
where the second equality holds by the naturality of τFGB, the third follows from (1.5.13), and
the fourth comes from the construction of ηB . 
Of course, the “dual” of theorem 1.5.12 yields a criterion for the existence of right adjoints.
Example 1.5.14. (i) Let J andK be any two small categories; set I := J×K and let π : I → J
be the projection functor. For every j ∈ Ob(J) we have an induced functor
ιj : K → j/πI k 7→ ((j, k), 1j) (g : k → k′) 7→ (1j, g)
and we claim that ιj is final (definition 1.5.1(ii)). Indeed, for any ((j0, k0), f0 : j → j0) ∈
Ob(j/πI), the category ιjK/((j0, k0), f0) is isomorphic to K/k0, which is obviously con-
nected, whence the claim.
(ii) Moreover, every morphism f : j → j′ in J induces a natural transformation
βf : ιj ⇒ (f/πI) ◦ ιj′
which assigns to every k ∈ Ob(K) the morphism (f, 1k) : ((j, k), 1j) → ((j′, k), f). Then,
tj ∗ βf is a natural transformation tj ◦ ιj ⇒ tj ◦ (f/πI) ◦ ιj′ = tj′ ◦ ιj′ and a direct inspection
of the definitions yields a commutative diagram for every functor F : I → C∫ ∧
π
F (j)
∫ ∧
π
F (f)
//

∫ ∧
π
F (j′)

limK F ◦ tj ◦ ιj
limK(F∗tj∗β
f )
// limK F ◦ tj′ ◦ ιj′
whose vertical arrows are the natural isomorphisms provided by (i) and remark 1.5.5(ii) and
whose bottom arrow is given by remark 1.2.11(ii). In other words, the functor
∫ ∧
π
is naturally
isomorphic to the one that assigns to every such F the functor∫ ∧
K
F : J → C ∧ j 7→ lim
K
F ◦ tj ◦ ιj (f : j → j′) 7→ lim
K
(F ∗ tj ∗ βf).
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Lastly, proposition 1.3.2 can be restated in this case more synthetically, as the existence of a
natural isomorphism in C ∧
lim
J×K
F
∼→ Lim
J
∫ ∧
K
F for every functor F : J ×K → C .
(iii) On the other hand, we may also apply the same considerations to the second projection
functor I → K. Summing up, we deduce a natural isomorphism
Lim
J
∫ ∧
K
F
∼→ Lim
K
∫ ∧
J
F for every functor F : J ×K → C
which expresses the well known interchange property for double limits.
(iv) Dually, we obtain as well an interchange property for double colimits, that states the
existence of natural isomorphisms
Colim
J
∫ K
∧
F
∼→ Colim
J×K
F
∼→ Colim
K
∫ J
∧
F for every functor F : J ×K → C
where
∫ K
∧
is the opposite of the functor
∫ ∧
Ko
(and likewise for
∫ J
∧
: details left to the reader).
Remark 1.5.15. (i) Keep the situation of example 1.5.14, and suppose moreover that C is
complete (resp. cocomplete). Then the functor
∫ ∧
K
(resp.
∫ K
∧
) is isomorphic to the composition
of Fun(J, hC ) (resp. of Fun(J, h
o
C o)) and a functor∫
K
: Fun(I,C )→ Fun(J,C ) (resp.
∫ K
: Fun(I,C )→ Fun(J,C ))
that is well defined up to isomorphism, and is isomorphic to
∫
π
(resp. to
∫ π
), so the interchange
properties of example 1.5.14(iii,iv) can, in this case, be expressed also in terms of these new
functors (details left to the reader).
(ii) Furthermore, if C is both complete and cocomplete, we get a natural morphism
(1.5.16) Colim
J
∫
K
F → Lim
K
∫ J
F for every functor F : J ×K → C
as follows. First, for every (j, k) ∈ Ob(J ×K) we have a natural morphism
ωj,k :
∫
K
F (j)→ F (j, k)→
∫ J
F (k)
given by the choice of a universal cone and cocone for the limit and colimit that are represented
respectively by the source and target of this morphism. By inspecting the constructions, we
then check easily that, for fixed j ∈ Ob(J), the system (ωj,k | k ∈ Ob(K)) is a cone with
vertex
∫
K
F (j); the choice of a universal cone for the functor
∫ K
F then determines a unique
morphism
ωj :
∫
K
F (j)→ Lim
J
∫ K
F for every j ∈ Ob(J).
In turns, the system (ωj | j ∈ Ob(J)) is a cocone which determines (1.5.16), after fixing a
universal cocone for the functor
∫
K
F . Of course, (1.5.16) depends on the choices of all these
universal cones and cocones, but two different sets of such choices will modify the morphism
by left and right composition with uniquely determined isomorphisms.
(iii) The question rises, whether (1.5.16) is an isomorphism. This is not always the case. If
(1.5.16) is an isomorphism for every functor F : J × K → C , we say that in the category C
the limits indexed byK commute with the colimits indexed by J .
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(iv) For instance, ifK is finite and J is filtered, then the limits indexed by K commute with
the colimits indexed by J in the category Set ([16, Th.2.13.4]). We say briefly that the finite
limits commute with the filtered colimits in Set.
Taking into account example 1.2.24(i), we deduce more generally that, for any category C ,
the finite limits in C ∧ commute with all filtered colimits.
Here is another useful application to Kan extensions :
Proposition 1.5.17. In the situation of theorem 1.3.4, suppose that ϕ is fully faithful. Then the
same holds for the right (resp. left) Kan extension along ϕ.
Proof. Consider the right Kan extension along ϕ (and hence, we assume that the relevant com-
pleteness conditions for C as in remark 1.3.3(iii,iv) are fulfilled). Let F : I → C be any
functor, and to ease notation set K :=
∫
ϕ
F ; by proposition 1.1.20(iii), it suffices to exhibit an
isomorphism of functors ε : K ◦ ϕ ∼→ F . Now, recall that Kj ∈ C represents the limit of the
functor F ◦ tj : j/ϕI → C , for every j ∈ Ob(J), and the construction ofK involves the choice
of a universal cone τ j : cKj ⇒ F ◦ tj for every such j. However, notice that (i, 1ϕ(i)) is an
initial object of ϕ(i)/ϕI : indeed, let (i′, f : ϕ(i)→ ϕ(i′)) be any other object; since ϕ is fully
faithful, there exists a unique morphism g : i→ i′ in J such that ϕ(g) = f , and then (g, 1f) is
the unique morphism (i, 1ϕ(i))→ (i′, f) in ϕ(i)/ϕI . By example 1.5.8(ii), it follows that
εi := τ
ϕ(i)
(i,1ϕ(i))
: K ◦ ϕ(i)→ Fi
is an isomorphism for every i ∈ Ob(I). It remains to check the naturality of the rule : i 7→ εi.
Hence, let g : i → i′ be any morphism of I; by construction, for every X ∈ Ob(C ) we have a
commutative diagram of sets :
hKϕ(i)(X) //
hKϕ(g)

limϕ(i)/ϕI F ◦ tϕ(i)(X)

hKϕ(i′)(X) // limϕ(i′)/ϕI F ◦ tϕ(i′)(X)
where h denotes as usual the Yoneda embedding, and where the top and bottom horizontal
arrows are the bijections induced by τ i and τ i
′
respectively. The right vertical arrow is the map
that sends every cone β : cX ⇒ F ◦ tϕ(i) to the cone β ∗ (ϕg/ϕI) : cX ⇒ F ◦ tϕ(i′), where
ϕg/ϕI : ϕ(i′)/ϕI → ϕ(i)/ϕI is the functor defined as in (1.1.27). Taking X := Kϕ(i), we
see that the top horizontal (resp. left vertical) arrow maps 1Kϕ(i) to τ
ϕ(i) (resp. toKϕ(g)); then
we get the identity :
τϕ(i
′) ⊙ cKϕ(g) = τϕ(i) ∗ (ϕg/ϕI)
whence εi
′ ◦ Kϕ(g) = τϕ(i)(i′,ϕ(g)) : Kϕ(i) → Fi′. Lastly, the morphism g induces a morphism
ϕ(i)/g : (i, 1ϕ(i)) → (i′, ϕ(g)) of ϕ(i)/ϕI , whence the identity : τϕ(i)(i′,ϕ(g)) = Fg ◦ τϕ(i)(i,1ϕ(i)).
Summing up, we conclude that
εi
′ ◦Kϕ(g) = Fg ◦ εi
as required. The assertion for left Kan extensions admits the dual proof. 
Corollary 1.5.18. Let B, C be two small categories, and F : B → C a functor. We have :
(i) If B is finitely complete and F is left exact, then F! is exact.
(ii) F is fully faithful⇔ F! is fully faithful⇔ F∗ is fully faithful.
Proof. (i): Under these assumptions, the category Y/FB is cofiltered for every Y ∈ Ob(C )
(example 1.3.16(i)), hence (Y/FB)o is filtered. However, the filtered colimits in the category
Set commute with all finite limits (see remark 1.5.15(iv)), so the assertion follows from remark
1.3.6(iii) and proposition 1.3.25(iv).
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(ii): By proposition 1.5.17 we know that if F is fully faithful, the same holds for F! and F∗.
Also, by proposition 1.1.20(iv), F! is fully faithful if and only if the same holds for F∗. Lastly,
if F! is fully faithful, then (1.3.7) and the full faithfulness of the Yoneda embeddings, imply that
F is fully faithful. 
Example 1.5.19. Let I be any small category; we wish to apply Freyd’s adjoint theorem 1.5.12
in order to exhibit a left adjoint
Colim
I
: Fun(I,Cat)→ Cat
for the corresponding constant functor c for the categoryCat. In particular, this will prove that
all the colimits indexed by I are representable inCat, and since I is arbitrary, we will conclude
thatCat is cocomplete. Now, we know already thatCat is complete (example 1.2.25(i)), and c
commutes with all limits of Cat, by virtue of corollary 1.4.1(ii). It remains to check that every
functor C• : I → Cat admits a solution set S ⊂ Ob(Cat). To this aim, let D :=:= ∐i∈Ob(I)Ci
be the coproduct of the family of categories (Ci | i ∈ Ob(I)), as in example 1.2.25(i); for every
small category B and every co-cone F• : C• ⇒ B, let F : D → B be the resulting functor,
and denote by Im(F ) ⊂ B the image of F , defined as in example 1.2.26 (it is easily seen that
Cat is well-powered, so the image is well defined). The system of categories
F := (Im(F ) |B ∈ Ob(Cat), F• : C• → B)
is not small, but if we pick in F a representative for each isomorphism class, we do get a small
family (details left to the reader); it is easily seen that any such choice of representatives yields
a solution set for C•.
In applications, often the indexing category of a limit (or colimit) is a partially ordered set,
and usually such limits are easier to handle than limits over general indexing categories. Now,
given such a general indexing category I , one may try to find a cofinal functor J → I from a
partially ordered set J . The following proposition says that this can always be achieved, at least
if I is filtered.
Proposition 1.5.20. Let I be any filtered category. The following holds :
(i) There exists a cofinal functor J → I , with J a filtered partially ordered set.
(ii) If I is small, we can find J as in (i), such that J is also small.
Proof. Let us say that I admits a largest object, if there exists i ∈ Ob(I) such thatHomI(i′, i) 6=
∅ for every i′ ∈ Ob(I). We notice :
Claim 1.5.21. Let j ∈ Ob(I) be any object, and (ft : it → j | t = 1, . . . , n) any finite system
of morphisms in I . If I does not have a largest object, there exists a morphism j → i in I such
that i 6= it for every t = 1, . . . , n.
Proof of the claim. Suppose the claim fails, in which case we may assume that j = i1. Since
I is filtered, for every k ∈ Ob(I) we may find morphisms g : k → k′ and j → k′, and the
assumption implies that k′ = in(k) for some n(k) ∈ {1, . . . , n}. Set h := fn(k) ◦ g, so h is
a morphism k → i1, and especially HomI(k, i1) 6= ∅ for every k ∈ Ob(I), which is absurd,
since I does not have a largest object. ♦
Next, let N be the filtered category associated with the totally ordered set of natural numbers;
we remark that if I is any filtered category, then N × I is still filtered, and it does not admit
a largest object; moreover, one checks easily that the projection functor N × I → I fulfills
conditions (a) and (b) of lemma 1.5.7(i), so it is cofinal. In light of remark 1.5.5(i), we may then
replace I by N× I , and assume from start that I does not have a largest object.
Let us say that a diagram of I is any pair D := (A,B) with A ⊂ Ob(I), B ⊂ Morph(I),
and such that, for every f ∈ B, the source and target of f lie in A. We say that A (resp. B) is
FOUNDATIONS FOR ALMOST RING THEORY 61
the set of objects (resp. morphisms) of D. An element e of A is said to be final in (A,B) if the
following holds :
• for every i ∈ Ob(I), the set HomI(i, e) ∩B contains exactly one element fDi
• fDe = 1e, and for every morphism g : i→ j in B we have fDj ◦ g = fDi .
Denote by J the set consisting of all diagrams (A,B) which admit a unique final element
e(A,B), and such that A and B are finite sets. We order J by inclusion, i.e. (A,B) ≤ (A′, B′)
if and only if A ⊂ A′ and B ⊂ B′. Then, if D,D′ ∈ J and D ≤ D′, there exists a unique
morphism e(D,D′) : e(D) → e(D′) in the set of morphisms of D′, and if D ≤ D′ ≤ D′′,
then clearly e(D,D′′) = e(D′, D′′) ◦ e(D,D′). Thus, the rule D 7→ e(D) yields a well defined
functor e : J → I , and we have to prove that e is cofinal.
To this aim, we check that conditions (a) and (b) of lemma 1.5.7(i) hold for e. Now, if i is
any object of I , the diagram Di := ({i}, {1i}) lies in J , and 1i : i → e(Di) is a morphism in
I , so condition (a) holds. Next, let D = (A,B) ∈ J be any diagram, i ∈ Ob(I) any object, and
f, g : i→ e(D) any two morphisms in I; we notice :
Claim 1.5.22. There exist i′ ∈ Ob(I)\A and a morphism h : e(D)→ i′ such that h◦f = h◦g.
Proof of the claim. Since I is filtered, we can find a morphism h : e(D) → i′ that coequalizes
f and g, and claim 1.5.21 says that we may choose i /∈ A. ♦
Now, let i′ be as in claim 1.5.22, and D′ the diagram of I whose set of objects is A ∪ {i′},
and whose set of morphisms is B ∪ {h ◦ fj | j ∈ A}. It is easily seen that D′ ∈ J , and by
construction, e(D′) = i′ and e(D,D′) = h, so (b) holds.
It remains to show that J is filtered. However, say that D = (A,B) and D′ = (A′, B′) are
any two elements of J ; we notice :
Claim 1.5.23. There exist i ∈ Ob(I)\(A∪A′) and morphisms f : e(D)→ i and f ′ : e(D′)→ i
in I .
Proof of the claim. This is similar to the proof of claim 1.5.22 : we can always find f : e(D)→ i
and f ′ : e(D′)→ i, and by claim 1.5.21 we may arrange that i /∈ A ∪ A′. ♦
Hence, let f, f ′ be as in claim 1.5.23, and denote D(f, f ′) the diagram whose set of objects
is A∪A′∪{i}, and whose set of morphisms is B∪B′∪{f ◦fDj | j ∈ A}∪{f ′ ◦fD′j′ | j′ ∈ A′}.
Clearly, the assertion will follow from :
Claim 1.5.24. We can choose f and f ′ so that D(f, f ′) ∈ J .
Proof of the claim. It amounts to checking that, for suitable f and f ′, we have f ◦ fDj = f ′ ◦ fDj
for every j ∈ A ∩ A′. However, if f and f ′ as in claim 1.5.23, have been picked, a simple
induction on the cardinality of A ∩ A′ shows that we may find h : i→ i′ such that
h ◦ f ◦ fDj = h ◦ f ′ ◦ fDj for every j ∈ A ∩A′
and by claim 1.5.21, we may arrange that i′ /∈ A ∪ A′. Then the diagram D(h ◦ f, h ◦ f ′) will
do. ♦
Lastly, we remark that if I is small, the same holds for J . 
Example 1.5.25. Let us say that a category I is countable if both Ob(I) and Morph(I) are
countable sets. A simple inspection of the proof of proposition 1.5.20 shows that if I is a filtered
countable category, then there exist a countable filtered partially ordered set J := {jn | n ∈ N}
and a cofinal functor J → I . But it is easy to construct a cofinal functor f : N → J (where N
is endowed with its standard total ordering) : indeed, we may choose f(0) := j0, and then pick
inductively for every n ∈ N an element f(n+ 1) ∈ J larger than jn+1 and f(n). Summing up,
we see that for every countable filtered category I there exists a cofinal functor N→ I .
62 OFER GABBER AND LORENZO RAMERO
1.6. Localizations of categories. Given a category C and an arbitrary set of morphisms Σ ⊂
Morph(C ), we wish to describe a general procedure that adds formally to C an inverse f−1 for
every f ∈ Σ. More details can be found in [16, Ch.5]. We begin with the following :
Definition 1.6.1. (i) A graph G is the datum of
• a set V (G ), whose elements are called the vertices of G
• for every A,B ∈ V (G ) a set G (A,B), whose elements are called the arrows from A
to B. If f ∈ G (A,B), we say also that A is the source and B is the target of f .
(ii) A morphism of graphs F : G → G ′ consists of
• A map of sets F : V (G )→ V (G ′)
• For every A,B ∈ V (G ), a map of sets G (A,B)→ G ′(FA, FB) : f 7→ Ff .
(iii) A graph is small if V (G ) is a small set, and G (A,B) is a small set for all A,B ∈ V (G ).
Obviously, morphisms of graphs can be composed. so we have a category
U-Graph
whose objects are all the small graphs. As usual, we shall omit the prefix U, unless we have to
deal with more than one universe. Clearly, there is a natural functor
(1.6.2) Cat→ Graph
which assigns to any category C its underlying graph, whose vertices are the objects of C , and
whose arrows are the morphisms of C , and simply forgets the composition law of C . We are
going to construct an explicit left adjoint for the functor (1.6.2). To this aim, let G be any graph
and n ∈ N any integer; a path of length n in G is a sequence
p := (A0, f1, A1, f2, . . . , An)
alternating vertices A0, . . . , An of G and arrows f1, . . . , fn, such that the source and target of fi
are respectively Ai−1 and Ai for every i = 1, . . . , n. Then A0 is called the source and An the
target of p. Given paths p := (A0, f1, A1, . . . , An) and p
′ := (An, fn+1, An+1, . . . , An+m) of
lengths respectively n and m, and such that the target of p equals the source of p′, we obtain a
path of length n+m, by the rule :
p′ ◦ p := (A0, f1, . . . , An, fn, . . . , An+m).
Denote by P (G ) the set of all paths of G (of arbitrary length); with this composition law,
clearly P (G ) is the set of morphisms of a path category whose set of objects is V (G ) (for any
A ∈ V (G ), the path (A) of length zero serves as the identity endomorphism of A). Also, if
F : G → G ′ is any morphism of graphs, we have an induced functor
P (F ) : (V (G ), P (G ))→ (V (G ′), P (G ′))
whose map on objects is F , and such that P (F )p := (FA0, Ff1, . . . , FAn) for every path
p := (A0, f1, . . . , An) of G . We have thus defined a functor
(1.6.3) Graph→ Cat G 7→ (V (G ), P (G )).
Proposition 1.6.4. The functor (1.6.3) is left adjoint to the forgetful functor (1.6.2).
Proof. Indeed, given a graph G , a category C and a morphism of graphs F : G → C , define a
functor G : (V (G ), P (G ))→ C by the rule
GA := FA Gp := Ffn ◦ · · ·Ff1
for every A ∈ V (G ) and every p := (A0, f1, . . . , An) ∈ P (G ). Clearly G is the unique functor
whose restriction to G agrees with F , whence the contention. 
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Corollary 1.6.5. A category C is finally (resp. cofinally) small if and only if it admits a small
final (resp. cofinal) subcategory.
Proof. Indeed, the condition is obviously sufficient. Conversely, suppose that ϕ : I → C is
a final (resp. cofinal) functor, with I small; the datum G := (ϕ(Ob(I)), ϕ(Morph(I))) is a
subgraph of the category C (see (1.6)), and the inclusion morphism into C extends to a functor
ϕ′ : I ′ → C , where I ′ is the path category of G (proposition 1.6.4). It is then easily seen that
the graph (ϕ(Ob(I ′)), ϕ′(Morph(I ′))) is actually a final (resp. cofinal) small subcategory of C
(details left to the reader). 
The path category of a graph G is a sort of free category generated by G . We explain next
how to define equivalence relations on such a path category, and how to form the corresponding
quotient categories. To this aim, let G be any graph; we shall call a commutativity condition
on G any pair of paths of G with the same sources and targets. A conditional graph is a pair
(G , C) consisting of a graph G and a set C of commutativity conditions on G . A morphism
F : (G , C) → (G ′, C ′) of conditional graphs is a morphism F : G → G ′ of graphs, which
induces a map C → C ′ : (p1, p2) 7→ (P (F )p1, P (F )p2). With this composition rule, the
conditional graphs form also a category, and we say that a conditional graph is small if its
underlying graph is small. We denote
U-CondGraph
the category of all small conditional graphs, and as usual we drop the subscript U, unless ambi-
guities are likely to arise from this omission.
1.6.6. We may attach to any small category C a natural set of commutativity conditions;
namely, one takes the set CC consisting of :
• all pairs of paths ((A0, f1, . . . , An), (B0, g1, . . . , Bm)) in C such that A0 = B0, An =
Bm, and fn ◦ · · · ◦ f1 = gm ◦ · · · ◦ g0
• the pairs ((A, 1A, A), (A)), for A ranging over all the objects of C .
Clearly, every functor F : C → C ′ induces a map CC → CC ′ , whence a forgetful functor
(1.6.7) Cat→ CondGraph C 7→ (C , CC ).
Proposition 1.6.8. The forgetful functor (1.6.7) admits a left adjoint.
Proof. Given a conditional graph (G , C), denote by P the path category of G , and by Q the
category such that
• Ob(Q) = V (G )
• for every A,B ∈ Ob(Q), the set HomQ(A,B) consists of all pairs (p1, p2) ∈ P (G )×
P (G ) such that the source (resp. the target) of both p1 and p2 is A (resp. is B)
• the composition law of Q is given by the rule : (p1, p2) ◦ (p′1, p′2) := (p1 ◦ p′1, p2 ◦ p′2)
for every pair of composable morphisms (p1, p2), (p
′
1, p
′
2) ∈ Morph(Q)
and notice that C ⊂ Morph(Q). Consider the family SC of all subcategories S of Q such that
• Ob(S ) = Ob(Q) and C ⊂ Morph(S )
• Morph(S ) is an equivalence relation on P (G ) = Morph(P).
Clearly Q ∈ SC , so SC 6= ∅, and SC admits a smallest element, namely the subcategory R
whose set of objects is Ob(Q) and whose set of morphisms is
⋂
S∈SC
Morph(S ). We may
then form a category
P/C
whose set of objects is Ob(P) = V (G ), and such that
HomP/C(A,B) := HomP(A,B)/∼C
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where ∼C is the equivalence relation induced by R on HomP(A,B). The composition law for
morphisms is the unique one such that the resulting pair of maps
Ob(P)→ Ob(P/C) Morph(P)→ Morph(P/C)
(which is the identity map on objects, and the natural projection on morphisms) is a functor
P → P/C.
To check that this law is well defined, say that p, q : A → A′ and p′, q′ : A′ → A′′ are
two pairs of morphisms in P , such that p ∼C q and p′ ∼C q′; since R is a subcategory, it
follows easily that p′ ◦ p ∼C q′ ◦ p ∼C q′ ◦ q, whence the claim. Lastly, let C be any small
category, and F : (G , C) → (C , CC ) a given morphism of conditional graphs; by proposition
1.6.4, the morphism F extends to a functor G : P → C . Let S ⊂ Q be the subcategory
such that Ob(S ) = Ob(Q) and whose morphisms are all the pairs of paths (p, p′) such that
(P (F )p, P (F )p′) ∈ CC ; by construction, S ∈ SC , so S contains R; it follows that G factors
uniquely through P/C, whence the proposition. 
Theorem 1.6.9. Let C be any category and Σ ⊂ Morph(C ) any subset. Then there exist a
category C [Σ−1] and a localization functor
L : C → C [Σ−1]
with the following properties :
(i) Lf is an isomorphism in C [Σ−1], for every f ∈ Σ.
(ii) For every category B and any functor G : C → B such that Gf is an isomorphism in
B for every f ∈ Σ, there exists a unique functor G′ : C [Σ−1]→ B such that G = G′ ◦ L.
Proof. Pick any universe U′ containing U, and such that C is U′-small; after replacing U by U′,
we may assume that C is small. We consider the graph G such that
• V (G ) = Ob(C )
• G (A,B) is the disjoint union of HomC (A,B) and HomC (B,A)∩Σ, for every A,B ∈
V (G ).
For every f ∈ HomC (B,A) ∩ Σ, we write f−1 : A → B for the corresponding arrow of G .
Next, we endow G with the set Θ consisting of the following commutativity conditions :
• For every A ∈ Ob(C ), the pair ((A, 1A, A), (A))
• for every A,B,C ∈ Ob(C ), every f ∈ HomC (A,B) and every g ∈ HomC (B,C), the
pair ((A, f, B, g, C), (A, g ◦ f, C))
• the pairs ((A, f−1, B, f, A), (A, 1A, A)) and ((B, f, A, f−1, B), (B, 1B, B)), for every
A,B ∈ Ob(C ) and every f ∈ HomC (B,A) ∩ Σ.
By proposition 1.6.8, the left adjoint of (1.6.7) maps the conditional graph (G ,Θ) to a category
which we denote C [Σ−1]. Now, suppose that G : C → B is a functor such that Gf is an
isomorphism in B, for every f ∈ Σ. We define a morphism of graphsH : G → B by the rule :
• H(A) := GA for every A ∈ V (G )
• H(f) := Gf for every A,B ∈ V (G ) and every f ∈ HomC (A,B)
• H(f) := (Gf)−1 for every A,B ∈ V (G ) and every f ∈ HomC (B,A) ∩ Σ.
It is easily seen that H induces a morphism of conditional graphs
(G ,Θ)→ (B, CB)
which, under the adjunction of proposition 1.6.8, corresponds to a unique functor C [Σ−1]→ B
with the sought properties. 
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Remark 1.6.10. (i) Clearly conditions (i) and (ii) of theorem 1.6.9 characterize C [Σ−1] up to
isomorphism of categories. We call a localization of C relative to Σ the datum of a functor
G : C → D and an equivalence of categories H : C [Σ−1] → D such that H ◦ L = G, where
L : C → C [Σ−1] is the localization functor of theorem 1.6.9.
(ii) For any subset Σ ⊂ Morph(C ), let us set Σo := {so | s ∈ Σ} ⊂ Morph(C o) (notation
of (1.1.1)). In view of (i), we see that the localization functor C o → C o[Σo−1] extends uniquely
to an isomorphism of categories :
C [Σ−1]o
∼→ C o[Σo−1].
Corollary 1.6.11. In the situation of theorem 1.6.9, the localization functor L induces a fully
faithful functor
Fun(L,B) : Fun(A [Σ−1],B)→ Fun(A ,B) for every category B.
Proof. Let F,G : A [Σ−1] → B be two functors; recall that a natural transformation α : F ⇒
G is the same as the datum of a functor α˜ : A [Σ−1]→ Morph(B) with s◦ α˜ = F and t◦ α˜ = G
(see (1.1.30)). Notice also that a morphism (g, g′) ofMorph(B) is invertible if and only if both
s(g, g′) := g and t(g, g′) := g′ are invertible in B. Combining with the universal property
of F from theorem 1.6.9, we conclude that the datum of α is equivalent to that of a functor
β˜ : A → Morph(B) such that s ◦ β˜ = F ◦ L and t ◦ β˜ = G ◦ L; but the latter is the same as a
natural transformation F ◦ L⇒ G ◦ L, whence the contention. 
Example 1.6.12. Let C be a category that admits either a final or an initial object, and let Σ
be the set of all morphisms of C . Then C [Σ−1] is (isomorphic to) the category C whose set
of objects is Ob(C ) and such that for every X, Y ∈ Ob(C ) the set HomC (X, Y ) contains
exactly one element. Indeed, there exists a unique functor p : C → C which is the identity
on objects; since every morphism of C is an isomorphism, p factors uniquely through a functor
C [Σ−1]→ C that is still the identity on objects. On the other hand, say thatX0 is a final object
for C , and for everyX ∈ Ob(C ), let tX : X → X0 be the unique morphism; denote by [tX ] the
class of tX in C [Σ−1]. Then we have also a functor q : C → C [Σ−1] that is identity on objects,
and sends every morphism X → Y of C to the morphism τXY := [tY ]−1 ◦ [tX ] : X → Y of
C [Σ−1]. Clearly p ◦ q = 1C , and to conclude, it suffices to check that if f : Y → X is any
morphisms of C , then the class [f ] : X → Y of f in C [Σ−1] coincides with τXY . But the latter
assertion is clear, since tY ◦f = tX in C . One argues likewise in case C admits an initial object.
Proposition 1.6.13. Let C,D be two categories, F :C → D , G :D → C two functors, and set
ΣF := {f ∈ Morph(C ) | Ff is an isomorphism}.
Suppose that G is fully faithful, and is either right or left adjoint to F . Then F factors uniquely
through the localization L : C → C [Σ−1F ] and an equivalence
F ′ : C [Σ−1F ]
∼→ D .
Proof. To ease notation, set C ′ := C [Σ−1F ], and notice that ΣF o = Σ
o
F (notation of remark
1.6.10(ii)), whence a natural isomorphism of categories :
C ′o
∼→ C o[Σ−1F o ]
that identifies Lo : C o → C ′o with the localization C o → C o[Σ−1F o ]; moreover, recall that (F,G)
is an adjoint pair if and only if the same holds for the pair (Go, F o) (remark 1.1.19(iv)). Thus,
we may assume that G is right adjoint to F . Now, the existence and uniqueness of F ′ is clear
from the universal property of the localization; it remains to check that F ′ is an equivalence.
To this aim, set as well G′ := L ◦ G : D → C ′, and let (η, ε) be the unit and counit of an
adjunction for the pair (F,G). Since F = F ′ ◦ L, we get F ′ ◦ G′ = F ◦ G, hence ε is also a
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natural transformation F ′G′ ⇒ 1D . On the other hand, by corollary 1.6.11 there exists a unique
natural transformation
η′ : 1C ′ ⇒ G′F ′ such that η′ ∗ L = L ∗ η.
Using the triangular identities of (1.1.13), we compute :
(G′ ∗ ε)⊙ (η′ ∗G′) = (LG ∗ ε)⊙ (L ∗ η ∗G) = L ∗ ((G ∗ ε)⊙ (η ∗G)) = L ∗ 1G = 1G′ .
Likewise, let us show that (ε ∗ F ′) ⊙ (F ′ ∗ η′) = 1F ′; to this aim, again by virtue of corollary
1.6.11, it suffices to check that
((ε ∗ F ′)⊙ (F ′ ∗ η′)) ∗ L = 1F ′ ∗ L = 1F .
However, the left-hand side equals (ε ∗ F ′L) ⊙ (F ′ ∗ η′ ∗ L) = (ε ∗ L) ⊙ (F ′L ∗ η), so the
sought identity follows again from (1.1.13). By proposition 1.1.15(i), it follows that (F ′, G′)
is an adjoint pair of functors, with unit η′ and counit ε. Lastly, since G is fully faithful, ε
is an isomorphism of functors (proposition 1.1.20(i)); invoking again the triangular identities
(1.1.13), we deduce that F ∗ η is an isomorphism of functors, hence ηX ∈ ΣF for every X ∈
Ob(C ). Since Ob(C ) = Ob(C ′), it follows easily that η′ is an isomorphism of functors,
whence the proposition. 
Definition 1.6.14. Let C be a category, Σ ⊂ Morph(C ) a set of morphisms.
(i) We say that Σ admits a right calculus of fractions if the following conditions hold :
(CF1) 1A ∈ Σ, for every A ∈ Ob(C ).
(CF2) For every s : A→ B and t : B → C with s, t ∈ Σ, we have t ◦ s ∈ Σ as well.
(CF3) For every morphism f : A → B in C and every s : C → B in Σ, there exist
g : D → C in C and t : D → A in Σ such that f ◦ t = s ◦ g.
(CF4) If f, g : A → B are any two morphisms in C such that s ◦ f = s ◦ g for some
s : B → C in Σ, then there exists t : D → A in Σ such that f ◦ t = g ◦ t.
(ii) We say that Σ admits a left calculus of fractions if the subsetΣo := {so | s ∈ Σ} admits
a right calculus of fractions (notation of remark 1.6.10(ii)).
(iii) For every A ∈ Ob(C ), let ΣA be the full subcategory of C /A whose objects are the
elements of Σ with target equal to A (notation of (1.1.24)). We say that Σ is right
cofinally small, if ΣA is cofinally small for every A ∈ Ob(C ) (see definition 1.5.1(iv)).
1.6.15. Let now C and Σ be as in definition 1.6.14, and suppose that C has small Hom-sets,
and Σ admits a right calculus of fractions. For every A,B ∈ Ob(C ), let us consider the functor
HA,B : Σ
o
A → Set (s : I → A) 7→ {(s, f) | f ∈ HomC (I, B)}
where, for every morphism h/A : s→ t in ΣA, the mappingHA,B(h/A) is given by the rule
HA,B(t)→ HA,B(s) : (t, f) 7→ (s, f ◦ h).
Furthermore, we define a mapping
cA,Bs : HA,B(s)→ HomC [Σ−1](A,B) (s, f) 7→ f ◦ s−1 for every s ∈ Ob(ΣA).
Proposition 1.6.16. In the situation of (1.6.15), the following holds :
(i) For every A ∈ Ob(C ), the category ΣoA is filtered.
(ii) For every A,B ∈ Ob(C ), the rule :
s 7→ cA,Bs for every s ∈ Ob(ΣA)
defines a universal cocone with basis HA,B and vertex HomC [Σ−1](A,B).
(iii) If Σ is right cofinally small, The category C [Σ−1] has small Hom-sets.
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Proof. (i): First, ΣoA is not empty, due to (CF1). Next, say that s, s
′ ∈ Ob(ΣA), and denote by I
and I ′ the sources of s and respectively s′; due to (CF3), we may find I ′′ ∈ Ob(C ), a morphism
f : I ′′ → I in C , and an element g : I ′′ → I ′ of Σ such that s ◦ f = s′ ◦ g. Then, (CF2) says
that s′ ◦ g lies in Σ, and therefore it defines an object s′′ of ΣA, with morphisms f : s→ s′′ and
g : s′ → s′′ in ΣoA. Lastly, say that f, f ′ : s → s′ are any two morphisms in ΣoA, and denote by
I ′ the source of s′. By (CF4), we may find g : I ′′ → I ′ in Σ such that f ◦ g = f ′ ◦ g; clearly
s′ ◦ g defines a morphism h : s′ → s′′ in ΣoA such that h ◦ f = h ◦ f ′. Now the assertion follows
from remark 1.2.21(i).
(ii): Let s : I → A and s′ : I ′ → A be two objects of ΣA, and g : I ′ → I a morphism s→ s′
in ΣoA. Given f : I → B, set f ′ := f ◦ g; we notice :
Claim 1.6.17. f ◦ s−1 = f ′ ◦ s′−1 in C [Σ−1].
Proof of the claim. Due to (CF3), we may find I ′′ ∈ Ob(C ), an element t : I ′′ → I of Σ and a
morphism t′ : I ′′ → I ′ such that s ◦ t = s′ ◦ t′. We compute :
s ◦ g ◦ t′ = s′ ◦ t′ = s ◦ t
whence, by (CF4), an element h : I ′′′ → I ′′ of Σ, such that g ◦ t′ ◦ h = t ◦ h. It follows that
g ◦ t′ = t in C [Σ−1] and therefore
f ◦ t = f ◦ g ◦ t′ = f ′ ◦ t′ in C [Σ−1].
Consequently :
f ◦ s−1 = f ′ ◦ t′ ◦ t−1 ◦ s−1 = f ′ ◦ s′−1 ◦ s ◦ t ◦ t−1 ◦ s−1 = f ′ ◦ s′−1 in C [Σ−1]
as stated. ♦
Claim 1.6.17 says already that cA,B• is a well defined cocone. To check the universality
property, we define a new category D with Ob(D) = Ob(C ) and such that HomD(A,B) is the
colimit of the functor HA,B, for every A,B ∈ Ob(C ). From (i) and example 1.2.23(i) we see
that this is the set of equivalence classes [s, f ] of pairs (s, f) ∈ HA,B(s) with s ranging over all
objects of ΣA; two such pairs (s, f) and (s
′, f ′) are equivalent, if there exist t ∈ Ob(ΣA) and
morphisms h : t→ s, h′ : t→ s′ inΣA such that f ◦h = f ′◦h′. The composition of morphisms
in D is defined as follows. Let A,B,C ∈ Ob(C ) be any three objects, s : I → A, t : J → B
any elements of Σ, and (s, f) ∈ HA,B(s), (t, g) ∈ HB,C(t); by (CF3) we find D ∈ Ob(C ), a
morphism f ′ : D → J in C and an element t′ : D → I of Σ such that t ◦ f ′ = f ◦ t′. We define
(1.6.18) (t, g) ◦ (s, f) := [s ◦ t′, g ◦ f ′] ∈ HomD(A,C).
Let us check that this class does not depend on the choice of D, f ′ and t′. Indeed, suppose that
D′ ∈ Ob(C ) is another object and t′′ : D′ → I in Σ, f ′′ : D′′ → J in C satisfy the condition
t ◦ f ′′ = f ◦ t′′; by (CF3) we may then find D′′ ∈ Ob(C ), h : D′′ → D in Σ and h′ : D′′ → D′
in C such that t′ ◦ h = t′′ ◦ h′. We compute :
t ◦ f ′ ◦ h = f ◦ t′ ◦ h = f ◦ t′′ ◦ h′ = t ◦ f ′′ ◦ h′.
By (CF4), it follows that there existD′′′ ∈ Ob(C ) and an element u : D′′′ → D′′ of Σ such that
f ′ ◦ h ◦ u = f ′′ ◦ h′ ◦ u. By (CF2), we may then replace D′′ by D′′′ and h, h′ with h ◦ u and
respectively h′ ◦ u, after which we may assume as well that f ′′ ◦ h′ = f ′ ◦ h. Finally, we find :
[s ◦ t′, g ◦ f ′] = [s ◦ t′ ◦ h, g ◦ f ′ ◦ h] = [s ◦ t′′ ◦ h′, g ◦ f ′′ ◦ h′] = [s ◦ t′′, g ◦ f ′′]
as required. It also follows that [s ◦ t′, g ◦ f ′] depends only on [s, f ] and [t, g]; indeed, say that
u : I ′ → I is any element ofΣ, and set (s′, f ′′) := (s◦u, f ◦u). Suppose also that f ′′◦t′′ = t◦f ′
for some t′′ : D → I ′ in Σ; then (s′ ◦ t′′, g ◦ f ′) = (s ◦ u ◦ t′′, g ◦ f ′), and the foregoing shows
that the latter pair is equivalent to (s ◦ t′, g ◦ f ′), which shows the independence on the chosen
representative for [s, f ]; similarly one checks the independence on the representative for [t, g].
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We next check the associativity of the composition law thus obtained. To this aim, say that
A,B,C,D ∈ Ob(C ) are any four objects, s : I → A, t : J → B, u : K → C any three
elements of Σ, and f : I → B, g : J → C, h : K → D any three morphisms of C . Choose
E ∈ Ob(C ) with an element t′ : E → I of Σ and a morphism f ′ : E → J of C such that
f ◦ t′ = t ◦ f ′, and therefore
[t, g] ◦ [s, f ] = [s ◦ t′, g ◦ f ′].
Then, choose F ∈ Ob(C ) with u′ : F → J in Σ and g′ : F → K in C such that g ◦ u′ = u ◦ g′,
and therefore
[u, h] ◦ [t, g] = [t ◦ u′, h ◦ g′].
By (CF3) we may find G ∈ Ob(C ), u′′ : G → E in Σ and f ′′ : G → F in C such that
u′ ◦ f ′′ = f ′ ◦ u′′. By (CF2), t′ ◦ u′′ lies in Σ, and therefore it is easily seen that the pair
(s ◦ t′ ◦ u′′, h ◦ g′ ◦ f ′′) represents both [t ◦ u′, h ◦ g′] ◦ [s, f ] and [u, h] ◦ [s ◦ t′, g ◦ f ′], whence
the assertion. Let us also remark that – due to (CF1) – for every A ∈ Ob(C ), the class [1A, 1A]
is the identity endomorphism of A, seen as an object of D . This completes the construction of
the category D . Next, we claim that the system of cocones c••• yields a functor
F : D → C [Σ−1]
whose map on objects is the identity mapping of Ob(C ), and such that
F [s, f ] := f ◦ s−1 for every morphism [s, f ] in D .
Indeed, claim 1.6.17 implies that the foregoing rule yields a well defined map
HomD(A,B)→ HomC [Σ−1](A,B) for every A,B ∈ Ob(C ).
It is also clear that F1A = 1A for every A ∈ Ob(C ), hence it remains only to check that F
respects the composition laws of the two categories; however, say that s, f, t, g are as in (1.6.18);
then we have
(g ◦ f ′) ◦ (s ◦ t′)−1 = (g ◦ t−1 ◦ f ◦ t′) ◦ t′−1 ◦ s−1 = (g ◦ t−1) ◦ (f ◦ s−1) in C [Σ−1]
whence the contention. Likewise, we have a functor
G : C → D
which is the identity mapping on objects, and such that Gf := [1A, f ] for every A,B ∈ Ob(C )
and every morphism f : A→ B in C . Morever, the identities
[1I , s] ◦ [s, 1I ] = [1A, 1A] [s, 1I ] ◦ [1I , s] = [1I , 1I ] for every s : I → A in Σ
show that Fs is invertible in D , for every such s. By theorem 1.6.9, it follows that G factors
through a unique functor G′ : C [Σ−1] → D , and a simple inspection shows that F ◦ G′ is the
identity endofunctor of C [Σ−1]. Likewise, it is easily seen that G′ ◦ F = 1D , so F establishes
an isomorphism of categories, and (ii) follows.
(iii) is an immediate consequence of (ii). 
Remark 1.6.19. Proposition 1.6.16(ii) means that cA,B• induces a natural identification
colim
ΣoA
HA,B
∼→ HomC [Σ−1](A,B) for every A,B ∈ Ob(C ).
The dual of this assertion provides a corresponding computation of the morphisms in C [Σ−1]
in terms of left fractions. Namely, suppose that Σ admits a left calculus of fractions; for every
A ∈ Ob(C ) we let ΣA be the full subcategory of A/C whose objects are the elements of Σ
with source equal toA, and we say that Σ is left cofinally small ifΣA is cofinally small for every
such A. For every other object B of C we consider the functor
HB,A : Σ
A → Set (s : A→ I) 7→ {(f, s) | f ∈ HomC (B, I)}
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where, for every morphism h : s→ t in ΣA, the mappingHB,A(h) is given by the rule
HB,A(s)→ HB,A(t) : (f, s) 7→ (h ◦ f, t).
ThenΣA is a filtered category, and ifΣ is left cofinally small, C [Σ−1] has smallHom-sets; more
precisely, we have a natural identification :
colim
ΣA
HB,A
∼→ HomC [Σ−1](B,A) (f, s) 7→ s−1 ◦ f.
1.6.20. Let A be a category, A0 a full subcategory of A , Σ ⊂ Ob(A ) any subset, and set
Σ0 := Σ ∩Morph(A0).
Clearly, the inclusion functor i : A0 → A extends uniquely to a functor
i[Σ−10 ] : A0[Σ
−1
0 ]→ A [Σ−1].
Proposition 1.6.21. In the situation of (1.6.20), suppose that :
(a) For every A ∈ Ob(A ), A0 ∈ Ob(A0) and every morphism f : A → iA0 that lies in
Σ, there exist A′0 ∈ Ob(A0) and a morphism g : iA′0 → A such that f ◦ g ∈ Σ.
(b) Σ admits a right calculus of fractions.
Then the set Σ0 admits a right calculus of fractions inA0, and the functor i[Σ
−1
0 ] is fully faithful.
Proof. As usual, after replacing our universe U by a larger one, we may assume that A is small.
Let us check thatΣ0 admits a right calculus of fractions. (CF1) and (CF2) are obviously fulfilled
by Σ0. Next, suppose that we have A,B,C ∈ Ob(A0), D ∈ Ob(A ) and a commutative
diagram in A
(1.6.22)
D
g //
t

iC
is

iA
if // iB
with s, t ∈ Σ.
By (a), it follows that there exists a morphism u : iD0 → D for some D0 ∈ Ob(A0), such that
t′ := t ◦ u : iD0 → iA lies in Σ0, g′ := g ◦ u : iD0 → iC lies in HomA0(D0, C), and clearly
f ◦ t′ = s ◦ g′, whence (CF3). Lastly, suppose that A,B ∈ Ob(A0),D ∈ Ob(A ), and we have
morphisms f, g : A → B and t : D → iA such that i(f) ◦ t = i(g) ◦ t and with t ∈ Σ. Pick
u : iD0 → D as in the foregoing, and let again t′ := t ◦ u; then f ◦ t′ = g ◦ t′, and we have just
seen that t′ ∈ Σ0, whence (CF4).
Next, let us check that i[Σ−10 ] is fully faithful. In light of propositions 1.6.16(ii) and 1.5.2, it
suffices to show that the inclusion functor
(1.6.23) Σo0,A → ΣoiA
is cofinal for every A ∈ Ob(A0) (notation of (1.6.15)). To this aim, in view of proposition
1.6.16(i), it suffices to check that the functor (1.6.23) fulfills conditions (a) and (b) of lemma
1.5.7(i). However, condition (a) of loc.cit. translates directly as the assumption (a) of the
proposition. Next, consider any pair of morphisms f, g : iD0 → D and any element s : D → iA
in Σ such that s ◦ f = s ◦ g. By (CF4), there exists t : E → iD0 in Σ such that f ◦ t = g ◦ t,
and then assumption (a) yields a morphism u : iE0 → E such that t′ := t ◦ u lies in Σ0, and
f ◦ i(t′) = g ◦ i(t′), which shows that condition (b) of lemma 1.5.7(iv) holds as well. 
Remark 1.6.24. Taking into account remarks 1.6.10(ii) and 1.6.19, we see that the dual of
proposition 1.6.21 holds as well; i.e. in the situation of (1.6.20), suppose that
(a) For every A ∈ Ob(A ), A0 ∈ Ob(A0) and every morphism f : iA0 → A that lies in Σ,
there exist A′0 ∈ Ob(A ) and a morphism g : A→ iA′0 such that g ◦ f ∈ Σ.
(b) Σ admits a left calculus of fractions.
70 OFER GABBER AND LORENZO RAMERO
Then the set Σ0 admits a left calculus of fractions in A0, and the functor i[Σ
−1
0 ] is fully faithful.
Proposition 1.6.25. In the situation of (1.6.15), let F : C → C [Σ−1] be the localization
functor. The following holds :
(i) For every X ∈ Ob(C [Σ−1]) the category X/FC is cofiltered.
(ii) If C is small, the functor F! : C ∧ → C [Σ−1]∧ is exact.
Proof. (i): Let ((Yi, fi : X → FYi) | i = 1, 2) be a pair of objects of X/FC . For i = 1, 2,
we may write fi = gi ◦ s−1i with some morphism si : Zi → X in Σ and some morphism
gi : Zi → Yi in C . By condition (CF3) of definition 1.6.14 we may then find a morphism
t1 : Z → Z1 in Σ and a morphism t2 : Z → Z2 in C such that s := s1 ◦ t1 = s2 ◦ t2,
and notice that s ∈ Σ, by condition (CF2). For i = 1, 2, the composition ti ◦ gi then yields a
morphism (Z, s−1 : X → FZ) → (Yi, fi) in X/FC . Next, let h1, h2 : (Y1, f1) → (Y2, f2) be
two morphisms in X/FC ; this means that hi : Y1 → Y2 is a morphism in C for i = 1, 2, and
Fh1 ◦ f1 = Fh2 ◦ f1 = f2 in C [Σ−1]. Thus, F (h1 ◦ g1) = F (h2 ◦ g1), and therefore there
exists (u : Z ′ → Z1) ∈ Σ such that h1 ◦ g1 ◦ u = h2 ◦ g1 ◦ u in C . Then the composition
g := g1 ◦ u yields a morphism g : (Z ′, (s1 ◦ u)−1 : X → FZ ′) → (Y1, f1) in X/FC such that
h1 ◦ g = h2 ◦ g. The assertion then follows from remark 1.2.21(i).
(ii): The assertion follows from (i), arguing as in the proof of corollary 1.5.18(i). 
2. 2-CATEGORY THEORY
In dealing with categories, the notion of equivalence is much more central than the notion
of isomorphism. On the other hand, equivalence of categories is usually not preserved by the
standard categorical operations discussed thus far. For instance, consider the following :
Example 2.0.1. Let C be the category with Ob(C ) = {a, b}, and whose only morphisms are
1a, 1b and u : a → b, v : b → a. Then necessarily u ◦ v = 1b and v ◦ u = 1a. Let Ca (resp.
Cb) be the unique subcategory of C with Ob(Ca) = {a} (resp. Ob(Cb) = {b}). Clearly both
inclusion functors Ca → C ← Cb are equivalences. However, Ca ×C Cb is the empty category;
especially, this fibre product is not equivalent to C = C ×C C .
It is therefore natural to seek a new framework for the manipulation of categories and functors
“up to equivalences”, and thus more consonant with the very spirit of category theory. Precisely
such a framework is provided by the theory of 2-categories, the subject of this chapter.
2.1. 2-Categories and pseudo-functors. The category Cat, together with the category struc-
ture on the sets Fun(−,−) (as in (1.1.10)), provides the first example of a 2-category. The latter
is the datum of :
• A set Ob(A ), whose elements are called the objects of A .
• For every A,B ∈ Ob(A ), a category A (A,B). The objects of A (A,B) are called
1-cells or arrows, and are designated by the usual arrow notation f : A → B. Given
f, g ∈ Ob(A (A,B)), we shall write f ⇒ g to denote a morphism from f to g in
A (A,B). Such morphisms are called 2-cells. The composition of 2-cells α : f ⇒ g
and β : g ⇒ h shall be denoted by β ⊙ α : f ⇒ h.
• For every A,B,C ∈ Ob(A ), a composition bifunctor :
cABC : A (A,B)×A (B,C)→ A (A,C).
Given 1-cells A
f−→ B g−→ C, we write g ◦ f := cABC(f, g).
Given two 2-cells α : f ⇒ g and β : h ⇒ k, respectively in A (A,B) and A (B,C),
we use the notation
β ∗ α := cABC(α, β) : h ◦ f ⇒ k ◦ g.
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Also, if h is any 1-cell of A (B,C), we usually write h ∗α instead of 1h ∗α. Likewise,
we set β ∗ f := β ∗ 1f , for every 1-cell f in A (A,B).
• For every element A ∈ Ob(A ), a unit functor :
uA : 1→ A (A,A)
where 1 := (∗, 1∗) is the final object of Cat. Hence uA is the datum of an object:
1A ∈ Ob(A (A,A))
and its identity endomorphism, which we shall denote by iA : 1A → 1A.
The bifunctors cABC are required to satisfy an associativity axiom, which says that the diagram:
A (A,B)×A (B,C)×A (C,D) 1×cBCD //
cABC×1

A (A,B)×A (B,D)
cABD

A (A,C)×A (C,D) cACD // A (A,D)
commutes for every A,B,C,D ∈ Ob(A ). Likewise, the functor uA is required to satisfy a unit
axiom; namely, the diagram :
1×A (A,B)
uA×1A (A,B)

A (A,B)
∼oo ∼ // A (A,B)× 1
1A (A,B)×uB

A (A,A)×A (A,B) cAAB // A (A,B) A (A,B)×A (B,B)cABBoo
commutes for every A,B ∈ Ob(A ).
Remark 2.1.1. (i) In any 2-category, consider a diagram with two 2-cells :
A
f
''
g
77
✤✤ ✤✤
 α B
f ′ ((
g′
66
✤✤ ✤✤
 α′ C.
In this situation, we have the following commutation identity :
(α′ ∗ g)⊙ (f ′ ∗ α) = α′ ∗ α = (g′ ∗ α)⊙ (α′ ∗ f)
which is sometimes useful, to perform certain verifications. To see this, notice that α′ ∗ α =
(α′ ⊙ 1f ′) ∗ (1g ⊙ α), whence the first stated identity, by functoriality of the composition for
2-cells. Likewise, we get α′ ∗ α = (1g′ ⊙ α′) ∗ (α⊙ 1f), whence the second identity.
(ii) As already announced, the categoryCat becomes naturally a 2-category, by letting
Cat(A ,B) := Fun(A ,B) for every A ,B ∈ Ob(Cat)
with composition bifunctor defined as in (1.1.10). Indeed, by spelling out the definitions, we
see that the functoriality of the Godement product boils down precisely to the identity (1.1.11).
On the other hand, from every 2-category A we obtain a category, simply by forgetting the
2-cells : the set of objects of this underlying category of A is Ob(A ), and the morphisms are
the 1-cells of A , with composition law induced by the composition bifunctor of A .
(iii) We shall say that a 2-category A has U-small Hom-categories if A (A,B) is a U-
small category for every A,B ∈ Ob(A ). We shall say that A is U-small if it has U-small
Hom-categories and Ob(A ) is U-small. As usual, the universe U will be dropped from the
notation, unless there is a danger of ambiguities. For instance, the 2-category Cat has small
Hom-categories.
72 OFER GABBER AND LORENZO RAMERO
2.1.2. If A is a 2-category, we have three distinct constructions of opposite 2-categories as-
sociated with A . Namely we have :
• The 2-category A o such that Ob(A o) := {Ao | A ∈ Ob(A )} (cp. (1.1.1)) and with
A o(Ao, Bo) := A (B,A) for every Ao, Bo ∈ Ob(A o).
For any 1-cell f : B → A in A , we denote f o : Ao → Bo the corresponding 1-cell in
A o. The composition bifunctor co••• and unit functors u
o
• of A
o are given by the rules :
coAoBoCo := cCBA 1Ao := 1
o
A for every A
o, Bo, Co ∈ Ob(A o).
Notice that to any 2-cell α : f ⇒ g in A there corresponds a 2-cell αo : f o ⇒ go in
A o. The associativity and unit axioms for A o follow formally from the corresponding
properties for A .
• The 2-category oA such that Ob(oA ) := {oA | A ∈ Ob(A )} and with
oA (oA, oB) := A (A,B)o for every oA, oB ∈ Ob(oA ).
For any 1-cell f : A → B in A , we denote of : oA → oB the corresponding 1-cell in
oA . The composition bifunctor oc••• and unit functors ou• of oA are given by the rules :
ocoAoBoC := c
o
ABC 1oA :=
o1A for every
oA, oB, oC ∈ Ob(oA ).
Then to any 2-cell α : f ⇒ g in A there corresponds a 2-cell oα : og ⇒ of in oA . The
associativity and unit axioms for oA are also immediately deduced from those of A .
• Lastly, we may combine the two foregoing constructions to get the 2-category oA o,
which inverts the direction of both 1-cells and 2-cells.
Definition 2.1.3. Let A be any 2-category, and f : A→ B any 1-cell of A .
(i) A 2-cell β : f ⇒ f ′ of A is invertible, if it is an isomorphism in the category A (A,B).
(ii) We say that the 1-cell g : B → A of A is right adjoint to f , if there exist 2-cells
η : 1A ⇒ g ◦ f and ε : f ◦ g ⇒ 1B fulfilling the triangular identities
(g ∗ ε)⊙ (η ∗ g) = 1g (ε ∗ f)⊙ (f ∗ η) = 1f .
(see [16, Def.7.1.2]). In this case, we also say that g is right adjoint to f , and that (f, g) is an
adjoint pair of 1-cells; moreover, we say that (η, ε) is an adjunction for (f, g). Then η is called
the unit and ε the counit of the adjunction (η, ε).
(iii) We say that a 1-cell f : A→ B ofA is an equivalence if there exist 1-cells g, h : B → A
and invertible 2-cells 1A ⇒ g ◦ f and f ◦ h ⇒ 1B. In this case, we also say that g and h are
quasi-inverse 1-cells for f .
Remark 2.1.4. (i) Let f, g and h be as in definition 2.1.3(iii), so we have invertible 2-cells
η : 1A ⇒ g ◦ f and ε : f ◦ h⇒ 1B. Then we have the invertible 2-cell β := (g ∗ ε)⊙ (h ∗ η) :
h⇒ g, whence the invertible 2-cell ε ◦ (f ∗ β−1) : f ◦ g ⇒ 1B. In other words, we may as well
assume that g = h in definition 2.1.3(iii).
(ii) A composition of equivalences is an equivalence. Indeed, let f1 : A1 → A2 and f2 :
A2 → A3 be two equivalences, g1 : A2 → A1 (resp. g2 : A3 → A2) a quasi-inverse for f1
(resp. for f2) so that we have invertible 2-cells αi : 1Ai ⇒ gi ◦ fi and βi : fi ◦ gi ⇒ 1Ai+1 for
i = 1, 2. Then g := g1 ◦ g2 is a quasi-inverse for f := f2 ◦ f1, since we have the invertible
2-cells (g1 ∗ α2 ∗ f1)⊙ α1 : 1A1 ⇒ g ◦ f and β2 ⊙ (f2 ∗ β1 ∗ g2) : f ◦ g ⇒ 1A3 .
(iii) Let f, f ′ : A→ B be two 1-cells of A , and β : f ∼→ f ′ an invertible 2-cell. Then f is an
equivalence if and only if the same holds for f ′. Indeed, suppose we have a 1-cell g : B → A
with an invertible 2-cells α : 1A
∼→ g ◦ f and α′ : f ◦ g ∼→ 1B; then we get the invertible 2-cells
(g ∗ β)⊙ α : 1A ∼→ g ◦ f ′ and α′ ⊙ (β−1 ∗ g) : f ′ ◦ g ∼→ 1B , so f ′ is an equivalence.
(iv) Likewise, if (f, g) is an adjoint pair of 1-cells of A and we have invertible 2-cells
α : g
∼→ g′ and β : f ∼→ f ′, then (f ′, g′) is an adjoint pair of 1-cells. Indeed, by assumption we
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have 2-cells η : 1A ⇒ g ◦ f and ε : f ◦ g ⇒ 1B fulfilling the triangular identities of definition
2.1.3(ii); it suffices to check that η′ := (α ∗ β) ⊙ η and ε′ := ε ⊙ (β ∗ α)−1 are a unit and a
counit for the pair (f ′, g′). However, we have :
(g′ ∗ ε′)⊙ (η′ ∗ g′) = (g′ ∗ (ε⊙ (β ∗ α)−1))⊙ (((α ∗ β)⊙ η) ∗ g′)
= (g′ ∗ ε)⊙ (g′ ∗ β ∗ α)−1 ⊙ (α ∗ β ∗ g′)⊙ (η ∗ g′)
= (g′ ∗ ε)⊙ (α ∗ f ∗ α−1)⊙ (η ∗ g′)
= (g′ ∗ ε)⊙ (α ∗ f ∗ g)⊙ (g ∗ f ∗ α−1)⊙ (η ∗ g′)
= α⊙ (g ∗ ε)⊙ (η ∗ g)⊙ α−1
= α⊙ α−1 = 1g′
where the third, fourth and fifith equalities follow from remark 2.1.1(i). Likewise one checks
the other required triangular identity.
(v) Furthermore, if f : A→ B is a 1-cell in A and g, g′ : B → A are both right adjoint to f ,
then we have an invertible 2-cell α : g
∼→ g′. Indeed, let (η, ε) (resp. (η′, ε′)) be an adjunction
for the pair (f, g) (resp. for the pair (f, g′)). We set
α := (g′ ∗ ε)⊙ (η′ ∗ g) : g ⇒ g′ β := (g ∗ ε′)⊙ (η ∗ g′) : g′ ⇒ g.
Applying repeatedly remark 2.1.1(i), we compute :
β ⊙ α = (g ∗ ε′)⊙ (g ∗ f ∗ g′ ∗ ε)⊙ (η ∗ g′ ∗ f ∗ g)⊙ (η′ ∗ g)
= (g ∗ ε)⊙ (g ∗ ε′ ∗ f ∗ g)⊙ (g ∗ f ∗ η′ ∗ g)⊙ (η ∗ g)
= (g ∗ ε)⊙ (g ∗ ((ε′ ∗ f)⊙ (f ∗ η′)) ∗ g)⊙ (η ∗ g)
= (g ∗ ε)⊙ (η ∗ g) = 1g.
Likewise one checks that α⊙ β = 1g′ , whence the contention.
2.1.5. Let A be any 2-category; an oriented square in A is a (not necessarily commutative)
diagram of the type :
(2.1.6)
A
f //
g

✂✂} α
B
h

A′
f ′
// B′
where f, f ′g, h are any four 1-cells and α : h ◦ f ⇒ f ′ ◦ g is any 2-cell of A . If α is an
invertible 2-cell, we also say that the square (2.1.6) is essentially commutative. We say that α
orients the square (2.1.6), and often we refer to such a square just by naming its orienting 2-cell;
when dealing with complex diagrams, this shorthand may lead to unacceptable ambiguities, but
in these cases usually one may resolve such ambiguities just by specifying two of the opposite
sides of the square, for which we shall employ a fractional notation : thus, the square (2.1.6)
shall be denoted, depending on the context, in either of the following three manners :
α
α
f |f ′
α
g|h.
One basic operation consists in combining two squares that share one edge, to obtain a new
square, essentially by omitting the common edge of the squares. Namely, suppose we have two
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squares α and β as in the diagram :
(2.1.7)
A
g //
f

✁✁
<Dα
A′
f ′

k //
✂✂
=Eβ
A′′
f ′′

B
h
// B′
i
// B′′
Then we say that α and β are vertically composable, and we define the square
β  α :
A
k◦g //
f

✁✁
<Dγ
A′′
f ′′

B
i◦h
// B′′
where γ := (β ∗ g)⊙ (i ∗ α).
In this operation, we have joined to the square α of (2.1.6) another square β that shares the
edge f ′. Clearly, if β ′ is another square that shares with α the edge f , the same operation can
be performed to obtain the square α  β ′ which omits the edge f . On the other hand, the rule
to join to α a square that shares one of the two remaining edges g or h, is slightly different.
Namely, suppose we have the diagram of two squares :
A
f //
g

✂✂} α
B
h

i //
✄✄✄✄} γ
C
k

A′
f ′
// B′
i′
// C ′.
Then we say that α and γ are horizontally composable, and we set
γ
i|i′ ⊟
α
f |f ′ :=
(i′ ∗ α)⊙ (γ ∗ f)
i ◦ f |i′ ◦ f ′ .
However, notice that the second join operation is turned into the first one, when we replace A
by its opposite 2-categories; namely, we have the identities :
(2.1.8) (γ ⊟ α)o = αo  γo o(γ ⊟ α) = oγ  oα
The following proposition establishes the two basic rules of the algebra of oriented squares.
Proposition 2.1.9. With the notation of (2.1.5), the following holds :
(i) The join operation is associative, i.e. for any diagram of three squares
A
g //
f

✁✁
<Dα
A′
f ′

k //
✂✂
=Eβ
A′′
f ′′

l //
☎☎☎☎
>Fγ
A′′′
f ′′′

B
h
// B′
i
// B′′ m
// B′′′
we have
γ  (β  α) = (γ  β) α.
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(ii) For every (not necessarily commutative) diagram
A
f //
h

✄✄✄} α
B
k

g //
☎☎☎☎~ β
C
i

A′ f ′ //
h′

✄✄✄} α′
B′ g′ //
k′

☎☎☎☎~ β′
C ′
i′

A′′
f ′′
// B′′
g′′
// C ′′.
we have
(β ′  β)⊟ (α′  α) = (β ′ ⊟ α′) (β ⊟ α).
Proof. (i): We compute :
γ  (β  α) = γ  ((β ∗ g)⊙ (i ∗ α))
= ((γ ∗ (k ◦ g))⊙ (m ∗ ((β ∗ g)⊙ (i ∗ α)))
= ((γ ∗ (k ◦ g))⊙ (m ∗ (β ∗ g))⊙ (m ∗ (i ∗ α))
= (((γ ∗ k)⊙ (m ∗ β)) ∗ g)⊙ ((m ◦ i) ∗ α)
= (γ  β) α.
(ii): We compute :
(β ′  β)⊟ (α′  α) = (g′′ ∗ ((α′ ∗ h)⊙ (k′ ∗ α)))⊙ (((β ′ ∗ k)⊙ (i′ ∗ β)) ∗ f)
= (g′′ ∗ α′ ∗ h)⊙ (g′′ ∗ k′ ∗ α)⊙ (β ′ ∗ k ∗ f)⊙ (i′ ∗ β ∗ f)
= (g′′ ∗ α′ ∗ h)⊙ (β ′ ∗ f ∗ h)⊙ (i′ ∗ g′ ∗ α)⊙ (i′ ∗ β ∗ f)
= ((β ′ ⊟ α′) ∗ h)⊙ (i′ ∗ (β ⊟ α))
= (β ′ ⊟ α′) (β ⊟ α)
where the fourth equality follows from the commutation rule of remark 2.1.1(i). 
Remark 2.1.10. Proposition 2.1.5(i) establishes explicitly only the associativity of the join
operation  , but in light of (2.1.8) we also get immediately the associativity of ⊟.
Example 2.1.11. (i) Let A be any 2-category. We may construct a new 2-category
2-Morph(A )
which is the 2-categorical counterpart of the category of arrows (see (1.1.30)). Namely :
• the objects of 2-Morph(A ) are the 1-cells of A .
• If f : A → B and f ′ : A′ → B′ are any two 1-cells of A , the arrows f → f ′ in
2-Morph(A ) are all the oriented squares (2.1.6).
• For 1-cells (g1, h1, α1), (g2, h2, α2) : f → f ′, the 2-cells (g1, h1, α1)⇒ (g2, h2, α2) are
all the pairs
(β : g1 ⇒ g2, γ : h1 ⇒ h2) such that α1
h1|g1 ⊟
β
g1|g2 =
γ
h1|h2 ⊟
α2
h2|g2 .
• For f as in the foregoing, the unit functor 1→ 2-Morph(f, f) is given by the 2-cell
(2.1.12)
A
f //
1A

  | 1f
B
1B

A
f
// B
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and its identity endomorphism (iA, iB).
For f and f ′ as in the foregoing, the composition law in 2-Morph(A )(f, f ′) is given by the rule
(β ′, γ′)⊙ (β, γ) := (β ′ ⊙ β, γ′ ⊙ γ)
for every composable pair ((β, γ), (β ′, γ′)) of 2-cells in 2-Morph(A ). The composition bifunc-
tor is given by the composition law for squares; i.e., given 1-cells f → f ’ and f ′ → f ′′ in
2-Morph(A ) as in (2.1.7), we set
(β, k, i) ◦ (α, g, h) := (β  α, k ◦ g, i ◦ h).
Lastly, given 2-cells (β, γ) in 2-Morph(A )(f, f ′) and (β ′, γ′) in 2-Morph(A )(f ′, f ′′) we set
(β ′, γ′) ∗ (β, γ) := (β ′ ∗ β, γ′ ∗ γ).
The functoriality and associativity properties of the composition laws for 2-cells are then im-
mediate from the definitions. The associativity of the composition law for 1-cells holds by
proposition 2.1.9(i).
(ii) Just as in (1.1.24), for every X ∈ Ob(A ) we may consider the 2-subcategories A /X
andX/A of 2-Morph(A ). Explicitly, the objects of A /X are the 1-cells A→ X of A . Given
two such objects f, f ′, the 1-cells f → f ′ of A /X are all the diagrams in A of the type
A
f //
g

✁✁| α
X
A′
f ′
// X
and for 1-cells (g1, α1), (g2, α2) : f → f ′, the 2-cells of A /X are the 2-cells β : g1 ⇒ g2 of A
such that (f ′ ∗ β)⊙ α1 = α2. A similar description applies toX/A .
(iii) To every 1-cell h : X → Y in A we attach functors
hZ∗ : A (Z,X)→ A (Z, Y ) for every Z ∈ Ob(A )
by ruling that hZ∗ (k) := h ◦ k and hZ∗ (β) := h ∗ β for every 1-cell k : Z → X of A and every
morphism β : k ⇒ k′ in A (Z,X). Let ν : h⇒ h′ be any 2-cell in A ; we claim that the rule
k 7→ (νZ∗k := ν ∗ k : hZ∗ (k)⇒ h′Z∗ (k)) for every (k : Z → X) ∈ Ob(A (Z,X))
defines a natural transformation
νZ∗ : h
Z
∗ ⇒ h′Z∗ for every Z ∈ Ob(A ).
Indeed, let k, k′ : Z → X be any two objects of A (Z,X), and µ : k ⇒ k′ a 2-cell; we need to
show that the resulting diagram commutes in A :
hZ∗ (k)
ν∗k +3
h∗µ

h′Z∗ (k)
h′∗µ

hZ∗ (k
′)
ν∗k′ +3 h′Z∗ (k
′)
But this follows directly from remark 2.1.1(i). Likewise, we may attach to f the functors
h∗Z : A (Y, Z)→ A (X,Z) k 7→ k ◦ h β 7→ β ∗ h for every Z ∈ Ob(A )
and then ν induces as well a natural transformation
ν∗Z : h
∗
Z ⇒ h′∗Z k 7→ k ∗ ν for every Z ∈ Ob(A ).
We apply these constructions to prove the following result, which generalizes propositions
1.1.15(ii) and 1.1.20(i) to arbitrary 2-categories :
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Lemma 2.1.13. Let A be a 2-category, f : A→ B, g : B → A two 1-cells in A . We have :
(i) Suppose that f is an equivalence, and g a quasi-inverse for f . Then, for every invertible
2-cell η : 1A ⇒ g ◦ f there exists a unique invertible 2-cell ε : f ◦ g ⇒ 1B such that
(η, ε) is an adjunction for the pair (f, g).
(ii) Suppose that (f, g) is an adjoint pair, and that (η, ε) and (η′, ε′) are two adjunctions
for (f, g). Then η = η′ if and only if ε = ε′.
(iii) The following conditions are equivalent :
(a) f is an equivalence.
(b) For every Z ∈ Ob(A ) the functor f ∗Z : A (B,Z)→ A (A,Z) is an equivalence.
(c) For every Z ∈ Ob(A ) the functor fZ∗ : A (Z,A)→ A (Z,B) is an equivalence.
Proof. (i): By assumption, there exists an invertible 2-cell ε′ : f ◦ g ⇒ 1B . Now, since η
and ε′ are invertible 2-cells, it is clear that ηZ∗ and ε
′Z
∗ are isomorphisms of functors for every
Z ∈ Ob(A ), so fZ∗ and gZ∗ are equivalences of categories (proposition 1.1.20(i)); therefore
there exists a unique adjunction for the pair (fZ∗ , g
Z
∗ ) whose unit is η
Z
∗ (claim 1.1.21) and we
denote by εZ∗ the unique counit for this adjunction. Then also ε
Z
∗ is an isomorphism of functors
(proposition 1.1.20(iii)), and we define the invertible 2-cell ε := εB1B : f ◦ g ⇒ 1B. Lastly, the
triangular identities (1.1.13) for the pair (ηZ∗ , ε
Z
∗ ) immediately imply the corresponding identi-
ties for (η, ε).
(ii): As in the foregoing, we obtain for everyZ ∈ Ob(A ) an adjoint pair of functors (fZ∗ , gZ∗ ),
and two adjunctions (ηZ∗ , ε
Z
∗ ), (η
′Z
∗ , ε
′Z
∗ ) for (f
Z
∗ , g
Z
∗ ). Then proposition 1.1.15(ii) implies that
ηZ∗ = η
′Z
∗ if and only if ε
Z
∗ = ε
′Z
∗ . The assertion is an immediate consequence.
(iii.a)⇒(iii.b),(iii.c): Indeed, let g : B → A be a quasi-inverse for f ; it is easily seen that the
functor g∗Z is a quasi-inverse for f
∗
Z and g
Z
∗ is a quasi-inverse for f
Z
∗ .
(iii.b)⇒(iii.a): Since f ∗A is an equivalence, we find a 1-cell g : B → A of A with an
isomorphism g ◦ f = f ∗A(g) ∼→ 1A. There follows an isomorphism f ∗B(f ◦ g) = f ◦ g ◦ f ∼→
f = f ∗B(1B), and since f
∗
B is an equivalence, we deduce an isomorphism f ◦ g ∼→ 1B , whence
the contention. Likewise one shows that (iii.c)⇒(iii.a), or alternatively one can deduce this
implication from the foregoing one, by considering the opposite 2-categories. 
Definition 2.1.14. ([16, Def.7.5.1]) Let A and B be two 2-categories.
(i) A pseudo-functor F : A → B is the datum of :
• For every A ∈ Ob(A ), an object FA ∈ Ob(B).
• For every A,B ∈ Ob(A ), a functor :
FAB : A (A,B)→ B(FA, FB).
We shall often omit the subscript, and write only Ff instead of FABf : FA → FB,
for a 1-cell f : A→ B, and likewise for 2-cells.
• For every A,B,C ∈ Ob(A ), a natural isomorphism γABC between two functors
A (A,B) × A (B,C) → B(FA, FC) as indicated by the (not necessarily commu-
tative) diagram :
(2.1.15)
A (A,B)×A (B,C) cABC //
FAB×FBC

✈✈ 7?
γABC
A (A,C)
FAC

B(FA, FB)×B(FB, FC) cFA,FB,FC // B(FA, FC).
To ease notation, for every (f, g) ∈ A (A,B) × A (B,C), we shall write γf,g instead
of (γABC)(f,g) : cFA,FB,FC(FABf, FBCg)⇒ FAC(cABC(f, g)).
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• For every A ∈ Ob(A ), a natural isomorphism δA between functors 1→ B(FA, FA),
as indicated by the (not necessarily commutative) diagram :
(2.1.16)
1
uA //
✡✡✡✡
AIδA
A (A,A)
FAA

1 uFA
// B(FA, FA).
The system (δ•, γ•••) is called the coherence constraint for F . This datum is required to satisfy:
• A composition axiom, which says that the diagram
Fh ◦ Fg ◦ Ff Fh∗γf,g +3
γg,h∗Ff

Fh ◦ F (g ◦ f)
γg◦f,h

F (h ◦ g) ◦ Ff γf,h◦g +3 F (h ◦ g ◦ f)
commutes for every sequence of arrows A
f−→ B g−→ C h−→ D in A . We will write
γf,g,h : Fh ◦ Fg ◦ Ff ⇒ F (h ◦ g ◦ f)
for the common composition of these two pairs of cells.
• A unit axiom, which says that the diagrams :
Ff ◦ 1FA
1Ff

Ff∗δA +3 Ff ◦ F1A
γ1A,f

1FB ◦ Ff
1Ff

δB∗Ff +3 F (1B) ◦ Ff
γf,1B

Ff
1Ff +3 F (f ◦ 1A) Ff
1Ff +3 F (1B ◦ f)
commute for every arrow f : A → B (where, to ease notation, we have written δA
instead of (δA)∗ : 1FA ⇒ FAA1A, and likewise for δB).
(ii) A pseudo-functor F as in (i) is called strict if (2.1.15) and (2.1.16) both commute, and
γABC and δA are the identity natural transformations for every A,B,C ∈ Ob(A ).
Remark 2.1.17. With the notation of definition 2.1.14, we have :
(i) The functoriality of FAB , for every A,B ∈ Ob(A ), comes down to the identities
F (1f) = 1Ff F (β ⊙ α) = Fβ ⊙ Fα for every 1-cell f and 2-cells α, β of A (A,B).
(ii) Likewise, the naturality of γABC boils down to the commutativity of the diagram
Fg ◦ Ff γf,g +3
Fβ∗Fα

F (g ◦ f)
F (β∗α)

Fg′ ◦ Ff ′ γf ′,g′ +3 F (g′ ◦ f ′)
for every 1-cells f, f ′ : A→ B, g, g′ : B → C and 2-cells α : f ⇒ f ′, β : g ⇒ g′.
(iii) If h : C → D and h′ : C ′ → D′ are any two other 1-cells, and µ : h ⇒ h′ is any 2-cell,
it follows easily that the diagram
Fh ◦ Fg ◦ Ff γf,g,h +3
Fµ∗Fβ∗Fα

F (h ◦ g ◦ f)
F (µ∗β∗α)

Fh′ ◦ Fg′ ◦ Ff ′ γf ′,g′,h′ +3 F (h′ ◦ g′ ◦ f ′)
commutes : details left to the reader.
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(iv) The pseudo-functor F induces opposite pseudo-functors
F o : A o → Bo and oF : oA → oB
(as well as the functor oF o, by combining the two operations). Namely, F o is given by the rules
F o(Ao) := (FA)o F o(f o) := (Ff)o F o(βo) := (Fβ)o
for every A ∈ Ob(A ), every 1-cell f and every 2-cell β of A . The coherence constraint of F o
is the pair (γo, δo) such that
γogo,fo := (γf,g)
o and δoAo := (δA)
o
for every composable pair of 1-cells f, g of A , and every A ∈ Ob(A ). The composition and
unit axioms for F o follow immediately from the same for F . Likewise, oF is given by the rules
oF (oA) := o(FA) oF (of) := o(Ff) oF (oβ) := o(Fβ)
for every A, f, β as in the foregoing. The coherence constraint for oF is the pair (oγ, oδ) with
oγof,og :=
o(γf,g)
−1 and oδoA :=
o(δA)
−1
whose composition and unit axioms are again derived straightforwardly from the same for F .
(v) Let C be a third 2-category, and G : B → C another pseudo-functor. We may define a
compositionG ◦ F : A → B, which is the pseudo-functor such that
G ◦F (A) := G(FA) and (G ◦F )AB := GFA,FB ◦FAB for every A,B ∈ Ob(A ).
Denote by (δF , γF ) and (δG, γG) the coherence constraints of F and respectively G; the coher-
ence constraint of G ◦ F is then the pair (δG◦F , γG◦F ) such that
δG◦FA := G(δ
F
A)⊙ δGFA γG◦Ff,g := G(γFf,g)⊙ γGFf,Fg
for every A,B,C ∈ Ob(A ) and every 1-cell f of A (A,B) and g of A (B,C). Let us verify
the composition axiom for γG◦F : given a composable sequence of 1-cells f, g, h, we have
γG◦Fg◦f,h ⊙ (GFh ∗ γG◦Ff,g ) =G(γFg◦f,h)⊙ γGF (g◦f),Fh ⊙ (GFh ∗ (G(γFf,g)⊙ γGFf,Fg))
=G(γFg◦f,h)⊙ γGF (g◦f),Fh ⊙ (GFh ∗G(γFf,g))⊙ (GFh ∗ γGFf,Fg)
=G(γFg◦f,h)⊙G(Fh ∗ γFf,g)⊙ γGFg◦Ff,Fh ⊙ (GFh ∗ γGFf,Fg)
=G(γFg◦f,h ⊙ (Fh ∗ γFf,g))⊙ γGFf,Fh◦Fg ⊙ (γGFg,Fh ∗GFf)
=G(γFf,h◦g ⊙ (γFg,h ∗ Ff))⊙ γGFf,Fh◦Fg ⊙ (γGFg,Fh ∗GFf)
=G(γFf,h◦g)⊙G(γFg,h ∗ Ff)⊙ γGFf,Fh◦Fg ⊙ (γGFg,Fh ∗GFf)
=G(γFf,h◦g)⊙ γGFf,F (h◦g) ⊙ (G(γFg,h) ∗GFf)⊙ (γGFg,Fh ∗GFf)
= γG◦Ff,h◦g ⊙ ((G(γFg,h)⊙ γGFg,Fh) ∗GFf)
= γG◦Ff,h◦g ⊙ (γG◦Fg,h ∗GFf)
where the third and seventh equalities follow from (ii) (applied to G), the fourth from (i) and
the composition axiom for G, the fifth from the composition axiom for F , the sixth from (i).
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Next, to check the unit axiom, we compute :
γG◦F1A,f ⊙ (GFf ∗ δG◦FA ) =G(γF1A,f)⊙ γGF1A,F f ⊙ (GFf ∗ (G(δFA)⊙ δGFA))
=G(γF1A,f)⊙ γGF1A,F f ⊙ (GFf ∗G(δFA))⊙ (GFf ∗ δGFA)
=G(γF1A,f)⊙G(Ff ∗ δFA)⊙ γG1FA,F f ⊙ (GFf ∗ δGFA)
=G(γF1A,f ⊙ (Ff ∗ δFA))
=G(1Ff)
= 1GFf
where the third equality follows from (ii), the fourth from (i) and the unit axiom for G, and
the fifth from the unit axiom for F . Similarly one verifies the commutativity of the remaining
diagram required for the unit axiom : details left to the reader.
(vi) Also, if H : C → D is any other pseudo-functor, then H ◦ (G ◦ F ) = (H ◦ G) ◦ F .
Indeed, taking into account (i) we may compute :
γ
H◦(G◦F )
f,g =H(γ
G◦F
f,g )⊙ γHG◦Ff,G◦Fg
=H ◦G(γFf,g)⊙H(γGFf,Gf)⊙ γHG◦Ff,G◦Fg
=H ◦G(γFf,g)⊙ γH◦GFf,Gf
= γ
(H◦G)◦F
f,g .
Similarly one checks that δ
H◦(G◦F )
A = δ
(H◦G)◦F
A for every A ∈ Ob(A ), whence the assertion.
(vii) Notice as well that if F and G are strict, then the same holds for G ◦ F .
Remark 2.1.18. (i) Remark 2.1.17(v) shows that the set of all U-small 2-categories together
with all pseudo-functors between them forms a category with small Hom-sets that we denote
U-2-Cat
(and as always, we shall usually drop the universe U from the notation). We do not know
whether 2-Cat is a complete category : for instance, if F : A → B and F ′ : A ′ → B
are any two pseudo-functors, it is not clear whether the fibre product of F and F ′ is always
representable in 2-Cat. However, in case F and F ′ are both strict, this fibre product is indeed
representable by a 2-category that we denote
A ×(F,F ′) A ′
(or simply A ×B A ′, if the notation is not ambiguous). Namely, the objects of A ×B A ′ are
all the pairs (A,A′) consisting of objects A of A and A′ of A ′ such that FA = F ′A′, and the
Hom-categories are given by the rule :
A ×B A ′((A1, A′1), (A2, A′2)) := A (A1, A2)×B(FA1,FA2) A (A2, A′2)
for every pair of objects (A1, A
′
1), (A2, A
′
2) of A ×B A ′ (see example 1.2.25(i)). The com-
position laws and unit functors for A ×B A ′ are deduced from those of A and A ′, in the
obvious fashion. A universal cone for this fibre product is provided by the two projections
A ← A ×B A ′ → A ′, i.e. the strict pseudo-functors defined in the obvious fashion.
(ii) For instance, just as in (1.1.30), for every 2-category A we have two natural source and
target strict pseudo-functors :
A
s←− 2-Morph(A ) t−→ A
(notation of example 2.1.11(i)). Namely, s assigns to every 1-cell f : A → B the object A of
A , to every diagram (2.1.6) the 1-cell g : s(f) → s(f ′) of A , and to every 2-cell (β, γ) of
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2-Morph(A ), the 2-cell β of A . The reader may likewise spell out the definition of t. Then we
have as well a natural composition strict pseudo-functor
c : 2-Morph(A )×(t,s) 2-Morph(A )→ 2-Morph(A )
which assigns :
• to every pair of 1-cells (f, g) such that t(f) = s(g), the composition c(f, g) := g ◦ f
• to every pair of 1-cells of 2-Morph(A ) :
(2.1.19)
A
f //
h

✂✂✂✂} α
B
k

g //
✂✂} β
C
i

A′
f ′
// B′
g′
// C ′
the 1-cell of 2-Morph(A )
c((α, h, k), (β, k, i)) := (β ⊟ α, h, i)
• for (f, g), (f ′, g′) as in (2.1.19), and every 2-cells (ϕ1, ϕ2) : (α1, h1, k1)⇒ (α2, h2, k2)
in 2-Morph(f, f ′) and (ϕ2, ϕ3) : (β1, k1, i1)⇒ (β2, k2, i2) in 2-Morph(g, g′), the pair
c((ϕ1, ϕ2), (ϕ2, ϕ3)) := (ϕ1, ϕ3)
which is a well defined 2-cell c((α1, h1, k1), (β1, k1, i1)) ⇒ c((α2, h2, k2), (β2, k2, i2))
in 2-Morph(g ◦ f, g′ ◦ f ′), since by assumption we have
α1
h1|g1 ⊟
ϕ1
g1|g2 =
ϕ2
h1|h2 ⊟
α2
h2|g2
β1
k1|h1 ⊟
ϕ2
h1|h2 =
ϕ3
k1|k2 ⊟
β2
k2|h2
and therefore
(β1 ⊟ α1)⊟ ϕ1 =β1 ⊟ (α1 ⊟ ϕ1)
=β1 ⊟ (ϕ2 ⊟ α2)
= (β1 ⊟ ϕ2)⊟ α2
=(ϕ3 ⊟ β2)⊟ α2
=ϕ3 ⊟ (β2 ⊟ α2).
With these rules, the functoriality of c for 2-cells is immediate. To check the functoriality of c
for 1-cells, consider a diagram as in proposition 2.1.9(ii), and to ease notation, set α := (α, h, k)
and define likewise α′, β and β ′. Then proposition 2.1.9(ii) translates as the identity
c(α′ ◦ α, β′ ◦ β) = c(α′, β′) ◦ c(α, β)
as required.
Example 2.1.20. (i) Let A , B be two 2-categories, and F : A → B any pseudo-functor, with
coherence constraint (γF , δF ). Then F induces a pseudo-functor
2-Morph(F ) : 2-Morph(A )→ 2-Morph(B)
by the following rule. To every 1-cell f : A → B in A we assign the 1-cell Ff : FA→ FB.
To every diagram (2.1.6) we assign the diagram
FA
Ff //
Fg

✞✞✞✞ αF
FB
Fh

FA′
Ff ′
// FB′
where αF := (γFg,f ′)
−1 ⊙ Fα⊙ γFf,h
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and to any 2-cell (β, δ) : (g1, h1, α1) ⇒ (g2, h2, α2) in 2-Morph(f, f ′), we assign the pair
(Fβ, Fδ). Indeed, let us check that the latter is a well defined 2-cell in 2-Morph(Ff, Ff ′); the
assertion boils down to the identity :
(γFg2,f ′)
−1 ⊙ Fα2 ⊙ γFf,h2 ⊙ (Fδ ∗ Ff) = (Ff ′ ∗ Fβ)⊙ (γg1,f ′)−1 ⊙ Fα1 ⊙ γFf,h1.
However, from remark 2.1.17(ii) we get
(Ff ′ ∗ Fβ)⊙ (γFg1,f ′)−1 = (γFg2,f ′)−1 ⊙ F (f ′ ∗ β)
hence it suffices to check that
Fα2 ⊙ γFf,h2 ⊙ (Fδ ∗ Ff) = F (f ′ ∗ β)⊙ Fα1 ⊙ γFf,h1.
But by assumption, we know that (f ′ ∗ β)⊙α1 = α2⊙ (δ ∗ f), so – taking into account remark
2.1.17(i) – we are further reduced to showing that
γFf,h2 ⊙ (Fδ ∗ Ff) = F (δ ∗ f)⊙ γFf,h1
which follows again from remark 2.1.17(ii). Lastly, the coherence constraint of 2-Morph(F )
assigns to any diagram (2.1.12) (resp. (2.1.7)) the pair
(2.1.21) (δFA , δ
F
B) (resp. (γ
F
g,k, γ
F
h,i) ).
Indeed, let us check that (δFA , δ
F
B) is a well defined 2-cell in 2-Morph(Ff, Ff) : the assertion
boils down to the identity
(Ff ∗ δFA)⊙ 1Ff = 1Ff ⊙ (δFB ∗ Ff) where 1Ff := (γF1A,f)−1 ⊙ γFf,1B
which in turns follows easily from the unit axiom for δF . Likewise, the assertion that (γFg,k, γ
F
h,i)
is a well defined 2-cell in 2-Morph(Ff, Ff ′′) comes down to the identity
(2.1.22) γFg,k ⊟ (β
F  αF ) = (β  α)F ⊟ γFh,i.
However, by definition, the left-hand side of (2.1.22) equals
(Ff ′′∗γFg,k)⊙((γFk,f ′′)−1∗Fg)⊙(Fβ ∗Fg)⊙(γFf ′,i ∗Fg)⊙(Fi∗(γFg,f ′)−1)⊙(Fi∗(Fα⊙γFf,h))
and the composition axiom for F yields the identities :
(Ff ′′ ∗ γFg,k)⊙ ((γFk,f ′′)−1 ∗ Fg) = (γFk◦g,f ′′)−1 ⊙ γFg,f ′′◦k
(γFf ′,i ∗ Fg)⊙ (Fi ∗ (γFg,f ′)−1) = (γFg,i◦f ′)−1 ⊙ γFf ′◦g,i.
So the left-hand side of (2.1.22) also equals
(γFk◦g,f ′′)
−1 ⊙ γFg,f ′′◦k ⊙ (Fβ ∗ Fg)⊙ (γFg,i◦f ′)−1 ⊙ γFf ′◦g,i ⊙ (Fi ∗ (Fα⊙ γFf,h)).
Next, remark 2.1.17(ii) yields the identities
(Fβ ∗ Fg)⊙ (γFg,i◦f ′)−1 = (γFg,f ′′◦k)−1 ⊙ F (β ∗ g)
γFf ′◦g,i ⊙ (Fi ∗ Fα) =F (i ∗ α)⊙ γFh◦f,i.
So we have to show that the right-hand side of (2.1.22) equals
(γFk◦g,f ′′)
−1 ⊙ F (β ∗ g)⊙ F (i ∗ α)⊙ γFh◦f,i ⊙ (Fi ∗ γFf,h).
But by unwinding the definition, we see that the right-hand side of (2.1.22) equals
(γFk◦g,f ′′)
−1 ⊙ F (β  α)⊙ γFf,i◦h ⊙ (γFh,i ∗ Ff) = (γFk◦g,f ′′)−1 ⊙ F (β  α)⊙ γFh◦f,i ⊙ (Fi ∗ γFf,h)
(where the equality holds by the composition axiom). Thus, we come down to checking that
F (β ∗ g)⊙ F (i ∗ α) = F (β  α)
which follows from remark 2.1.17(i). With these rules, the functoriality of 2-Morph(F ) is clear
from remark 2.1.17(i), and the naturality of (2.1.21), as well as the composition and unit axioms
for the latter, follow from the respective properties of (γF , δF ), by a direct inspection.
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(ii) In the situation of (i), let f : A → B be any 1-cell of A . Then the unit axiom for the
coherence constraint (γF , δF ) implies the identity :
1Ff = (Ff ∗ δFA)⊙ ((δFB)−1 ∗ Ff).
(iii) Let C be a third 2-category, and G : B → G another pseudo-functor; then we have
2-Morph(G ◦ F ) = 2-Morph(G) ◦ 2-Morph(F )
(details left to the reader).
Example 2.1.23. Let A be any 2-category.
(i) We have a natural strict isomorphism of 2-categories
o(2-Morph(A ))o
∼→ 2-Morph(oA o)
that assigns :
• to every object f : A→ B of 2-Morph(A ) the object of o : oBo → oAo
• to every oriented square (2.1.6) the corresponding oriented square o(2.1.6)o, which is a
1-cell oαo : of ′o → of o in 2-Morph(oA o)
• to every 2-cell (β, γ) in 2-Morph(A )(f, f ′) the pair (oγo, oβo) which is a 2-cell in
2-Morph(oA o)(of ′o, of o).
(ii) We deduce from (i) a strict isomorphism of 2-categories
(2-Morph(A o))o
∼→ o(2-Morph(oA )).
These latter 2-categories can be described as follows. The objects are the same as those of
2-Morph(A ), and the 1-cells f → f ′ are the oriented squares just like (2.1.6), but with reversed
direction of the orienting arrow, i.e. α is replaced by a 2-cell f ′ ◦ g ⇒ h ◦ f . Given two
1-cells (g1, h1, α1), (g2, h2, α2) : f → f ′ in 2-Morph(A o)o(f, f ′), the 2-cells (g1, h1, α1) ⇒
(g2, h2, α2) are still all the pairs (β : g1 ⇒ g2, γ : h1 ⇒ h) such that α1 ⊟ β = γ ⊟ α2, and the
composition rule for such 2-cells is the same as in 2-Morph(A ). However, the composition law
for 1-cells in 2-Morph(A o)o is given by the join operation ⊟ instead of  : details left to the
reader.
Example 2.1.24. We have a natural strict isomorphism of 2-categories :
(−)o : oCat ∼→ Cat
that assigns to every small category C the opposite category C o, to every functor F : B → C
the opposite functor F o : Bo → C o, and to every natural transformation β : F ⇒ G the
opposite transformation βo : Go ⇒ F o.
2.2. Pseudo-natural transformations and their modifications. The following definition in-
troduces the 2-categorical analogue of a natural transformation between functors.
Definition 2.2.1. Consider two pseudo-functors F,G : A → B between 2-categories A , B.
(i) A lax-natural transformation α : F ⇒ G is the datum of :
• For every object A of A , a 1-cell αA : FA→ GA.
• For everyA,B ∈ Ob(A ), a natural transformation τAB between two functorsA (A,B)→
B(FA,GB), as shown by the (not necessarily commutative) diagram
(2.2.2)
A (A,B)
GAB

FAB //
✈✈✈✈
7?τAB
B(FA, FB)
HB(1FA,αB)

B(GA,GB)
HB(αA,1GB)
// B(FA,GB)
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where HB(1FA, αB) and HB(αA, 1GB) are as in example 2.2.7. The datum τ•• is called the
coherence constraint for α, and is required to satisfy the following coherence axioms (in which
we denote by (δF , γF ) and (δG, γG) the coherence constraints for F and respectively G) :
• For every A ∈ Ob(A ), the following diagram commutes :
αA
1αA +3
1αA

1GA ◦ αA
δGA ∗αA +3 G(1A) ◦ αA
τ1A

αA ◦ 1FA
αA∗δ
F
A +3 αA ◦ F (1A).
• For each pair of 1-cells A f−→ B g−→ C in A , the following diagram commutes :
Gg ◦Gf ◦ αA
Gg∗τf +3
γGf,g∗αA

Gg ◦ αB ◦ Ff
τg∗Ff +3 αC ◦ Fg ◦ Ff
αC∗γ
F
f,g

G(g ◦ f) ◦ αA
τg◦f +3 αC ◦ F (g ◦ f).
(ii) A lax-natural transformation α as in (i) is called a pseudo-natural transformation (resp.
strict) if τAB is an isomorphism of functors (resp. if (2.2.2) commutes and τAB is the identity
natural transformation) for every A,B ∈ Ob(A ).
(iii) A pseudo-natural transformation α as in (i) is called a pseudo-natural isomorphism if
αA is an invertible 1-cell, for every A ∈ Ob(A ).
Example 2.2.3. For any 2-category C , denote by
pC , p
′
C : 2-Morph(C )×(t,s) 2-Morph(C )→ 2-Morph(C )
the projections, i.e. the strict pseudo-functors that yield a universal cone for this fibre product,
where t and s are the target and source pseudo-functors for 2-Morph(C ) as in remark 2.1.18(ii).
Now, let A ,B be two 2-categories, and F : A → B a pseudo-functor; it is easily seen that
t ◦ 2-Morph(F ) ◦ pA = s ◦ 2-Morph(F ) ◦ p′A
where 2-Morph(F ) is defined as in example 2.1.20(i). There follows a unique pseudo-functor
2-Morph(F, F ) : 2-Morph(A )×(t,s) 2-Morph(A )→ 2-Morph(B)×(t,s) 2-Morph(B)
such that
pB ◦2-Morph(F, F ) = 2-Morph(F )◦pA and p′B ◦2-Morph(F, F ) = 2-Morph(F )◦p′A
and we claim that the coherence constraint γF of F can be viewed as a strict pseudo-natural
isomorphism
2-Morph(A )×(t,s) 2-Morph(A )
2-Morph(F,F )

c //
✈✈ 7?γ
F
2-Morph(A )
2-Morph(F )

2-Morph(B)×(t,s) 2-Morph(B) c // 2-Morph(B).
Namely, for every pair of composable 1-cells (f, g) of A , we regard γFf,g : Fg ◦Ff ⇒ F (g ◦f)
as a 1-cell of 2-Morph(B). Then the strictness of γF boils down to the identity
γFf ′,g′  (β
F ⊟ αF ) = (β ⊟ α)F  γFf,g
for every diagram (2.1.19) in A . For the verification, notice that the associativity constraint for
the functor (2-Morph(F o))o assigns to (2.1.19) the pair (γof,g, γ
o
f ′,g′)
o = (γf,g, γf ′,g′) (see remark
2.1.17(iv) and example 2.1.20(i)), and then the foregoing identity just translates the assertion
FOUNDATIONS FOR ALMOST RING THEORY 85
that (γf,g, γf ′,g′) is a well defined 2-cell in 2-Morph(F
oho, F oio)o (see example 2.1.23(ii)). The
coherence axioms for γF follow easily, by unwinding the definitions.
Example 2.2.4. (i) Any category A can be regarded as a 2-category in a natural way : namely,
for any two objects A and B of A one lets A (A,B) be the discrete category HomA (A,B);
hence the only 2-cells of A are the identities 1f : f ⇒ f , for every morphism f : A → B.
The composition bifunctor cABC is of course given (on 1-cells) by the composition law for
morphisms ofA . Likewise, the functor uA assigns to every objectA its identity endomorphism.
(ii) In the same vein, every functor between usual categories is a strict pseudo-functor be-
tween the corresponding 2-categories as in (i). Finally, every natural transformation of usual
functors can be regarded naturally as a strict pseudo-natural transformation between the corre-
sponding strict pseudo-functors.
Remark 2.2.5. With the notation of definition 2.2.1, we have :
(i) The coherence constraint of α can be regarded as a system of oriented squares
FA
αA //
Ff

✝✝✝✝ τf
GA
Gf

FB αB
// GB
for every 1-cell f : A→ B of A .
Then α is a pseudo-natural transformation if and only if the orientation τf is invertible for every
1-cell f of A . The naturality of τ•• comes down to the commutativity of the diagram
Gf ◦ αA
τf +3
Gβ∗αA

αB ◦ Ff
αB∗Fβ

Gf ′ ◦ αA
τf ′ +3 αB ◦ Ff ′
for every A,B ∈ Ob(A ) and every 2-cell β : f ⇒ f ′ in A (A,B). The latter can be also be
written as the identity
τf ⊟ Fβ = Gβ ⊟ τf ′ .
Likewise, the coherence axioms can be written as the identities
δGA ⊟ τ1A = 1αA ⊟ δ
F
A (τg  τf)⊟ γ
F
f,g = γ
G
f,g ⊟ τg◦f
for every A ∈ Ob(A ) and every composable pair (f, g) of 1-cells of A .
(ii) The foregoing list of requirements becomes more intelligible, when we observe that a
lax-natural transformation α : F ⇒ G is equivalent to the datum of a pseudo-functor
α˜ : A → 2-Morph(B) such that s ◦ α˜ = F and t ◦ α˜ = G
and α is a pseudo-natural transformation if and only if α˜(f) is an invertible 2-cell for every
1-cell f of A . Namely, in light of (i) we obtain such α˜ by setting
α˜(A) := αA α˜(f) := τf α˜(β) := (Fβ,Gβ)
for every A ∈ Ob(A ), every 1-cell f of A , and every 2-cell β of A . The coherence constraint
(δ, γ) of α˜ are defined by setting
δA := (δ
F
A , δ
G
A) γf,g := (γ
F
f,g, γ
G
f,g)
for everyA ∈ Ob(A ) and every composable pair (f, g) of 1-cells of A . Especially, α˜ is a strict
pseudo-functor if and only if the same holds for both F and G.
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(iii) If α : F ⇒ G and β : G ⇒ H are two lax-natural transformations, let α˜, β˜ : A →
2-Morph(B) be the associated pseudo-functors, as in (ii); then we may proceed as in example
1.2.25(iii) to define the composition
β ⊙ α : F ⇒ H.
Namely, it shall be the lax-natural transformation associated to the pseudo-functor
A
(α˜,β˜)−−−→ 2-Morph(A )×(t,s) 2-Morph(A ) c−→ 2-Morph(A )
(notation of remark 2.1.18(ii)). Unwinding the definitions, we see that this is the lax-natural
transformation given by the rule
A 7→ βA ◦ αA for every A ∈ Ob(A )
and with coherence constraint τβ⊙α•• given by the rule (notation of remark 2.1.18(ii)) :
(f : A→ B) 7→ τβf ⊟ ταf for every 1-cell f of A
where τα•• (resp. τ
β
••) denotes the coherence constraint of α (resp. of β). Hence, if both α and
β are pseudo-natural (resp. strict), the same holds for β ⊙ α. Since the composition law ⊟ is
associative (proposition 2.1.9(i) and remark 2.1.10), we deduce that
λ⊙ (β ⊙ α) = (λ⊙ β)⊙ α
for every lax-natural transformation λ : H ⇒ K (and any pseudo-functorK : A → B).
(iv) If C is a third 2-category, F ′, G′ : B → C two other pseudo-functors, and α′ : F ′ ⇒ G′
another lax-natural transformation, we may likewise define the Godement products
α′ ∗ F : F ′ ◦ F ⇒ G′ ◦ F G′ ∗ α : G′ ◦ F ⇒ G′ ◦G.
Namely, they shall be the pseudo-natural transformations attached to the pseudo-functors
α˜′ ◦ F and respectively 2-Morph(G′) ◦ α˜
where α˜′ : B → 2-Morph(C ) is the pseudo-functor associated with α′, as in (i), and we define
2-Morph(G′) as in example 2.1.20(i). If α (resp. α′) is pseudo-natural, the same holds forG′∗α
(resp. for α′ ∗ F ). In view of example 2.1.20(iii) and remark 2.1.17(vi), it is then clear that
α′ ∗ (F ◦K) = (α′ ∗ F ) ∗K and (K ′ ◦G′) ∗ α = K ′ ∗ (G′ ∗ α)
for any other 2-category D , and every pseudo-functors K : D → A and K ′ : C → D .
Furthermore, if β is as in (ii), and β ′ : G′ ⇒ H ′ is another lax-natural transformation (to a
target pseudo-functorH ′ : B → C ), then we get straightforwardly :
(G′ ∗ α) ∗K = G′ ∗ (α ∗K) and (β ′ ⊙ α′) ∗ F = (β ′ ∗ F )⊙ (α′ ∗ F ).
On the other hand, example 2.2.3 says that the coherence constraint γG
′
ofG′ induces a pseudo-
natural isomorphism from the pseudo-functor associated to (G′ ∗ β)⊙ (G′ ∗ α) to the pseudo-
functor associated toG′∗(β⊙α). Thus, ifG′ is a strict pseudo-functor, then these two lax-natural
transformations coincide, but in general they will be different.
(v) In the same vein, it is tempting to mimick example 1.2.25(iii), in order to define a full
Godement product α′ ∗ α of any two lax-natural transformations as in (iv) : namely, one could
for example declare this product to be (G′ ∗α)⊙ (α′ ∗F ). However, notice that this lax-natural
transformation shall be, in general, different from (α′ ∗G)⊙ (F ′ ∗ α), which would be another
plausible definition. More precisely, we have a 2-cell
τα
′
αA
: ((G′ ∗ α)⊙ (α′ ∗ F ))A ⇒ ((α′ ∗G)⊙ (F ′ ∗ α))A for every A ∈ Ob(A )
where τα
′
•• denotes the coherence constraint of α
′. Thus, the two possible definition will in
general coincide only in case α′ is a strict pseudo-natural transformation.
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(vi) Taking into account remark 2.1.1(i) and the observations in (iv) and (v), we conclude
that the datum of all small 2-categories, all pseudo-functors between such 2-categories, and
all lax-natural (or pseudo-natural) transformations, does not form a 2-category, at least not with
Godement products defined as in the foregoing. Rather, the pseudo-natural isomorphisms exhib-
ited in (iv) hint at a higher order structure, whose full explication would require the introduction
of a 3-categorical formalism that lies beyond the bounds of our treatise. Instead, we will venture
only as far as needed to reach the notion of modification of pseudo-natural transformations (see
definition 2.2.9), which will leave us just outside the threshold of 3-category theory, but still
will provide a workable language for expressing the foregoing higher order compatibilities, and
others as well of a similar nature, that will be encountered in this section.
(vii) Let us also mention that the datum of all small 2-categories, all strict pseudo-functors
between such categories, and all strict pseudo-natural transformations of such pseudo-functors,
does carry a natural 2-category structure, with the composition laws for pseudo-functors and
pseudo-natural transformations defined above : the easy verification shall be left to the reader.
Example 2.2.6. (i) Consider two pseudo-functors F,G : A → B between 2-categories, and
β : F ⇒ G a pseudo-natural transformation. Denote by (γF , δF ) (resp. (γG, δG), resp. τβ) the
coherence constraint of F (resp. G, resp. β). We deduce from β pseudo-natural transformations
βo : Go ⇒ F o oβ : oF ⇒ oG
with coherence constraints given by the rules
(f o : Ao → A′o) 7→ τβofo := (τβ −1f )o : F of o ◦ βoA′o ⇒ βoAo ◦Gof o
(of : oA→ oA′) 7→ τ oβfo := o(τβ −1f ) : oGof ◦ oβoA ⇒ oβoA′ ◦ oF of.
Indeed, the coherence axioms for τβ imply the identities
(τβ −11A )
o⊟(δG −1A )
o = (δF −1A )
o⊟1oβA (γ
F −1
f,f ′ )
o⊟((τβ −1f )
o(τβ −1f ′ )
o) = (τβ −1f ′◦f )
o⊟(γG −1f,f ′ )
o
whence :
(δFA)
o ⊟ (τβ −11A )
o = 1oβA ⊟ (δ
G −1
A )
o ((τβ −1f )
o  (τβ −1f ′ )
o)⊟ (γGf,f ′)
o = (γFf,f ′)
o ⊟ (τβ −1f ′◦f )
o
which in view, of remark 2.1.17(iv), shows that τβ
o
• fulfills the required coherence axioms.
Likewise one verifies easily the naturality condition, whence the assertion. The corresponding
verifications for oβ are similar, and shall be left to the reader.
(ii) By virtue of (i), one can say that – just as for usual natural transformation between
functors – the datum of a pseudo-natural transformation β : F ⇒ G is equivalent to that of
a pseudo-natural transformation βo : F o ⇒ Go, and also to that of a pseudo-natural trans-
formation oβ : oF ⇒ oG. On the other hand, these equivalences does not extend to general
lax-natural transformations. By inspecting the definition, we see that a lax-natural transfor-
mation α : oF ⇒ oG is the datum of a system of 1-cells (αA : FA → GA | A ∈ Ob(A ))
together with oriented squares as in remark 2.2.5(i), but whose orientation is reversed, hence
τf is a 2-cell αB ◦ Ff ⇒ Gf ◦ αA in B. The naturality and coherence conditions for such a
system of oriented squares must be likewise suitably reoriented : the details shall be left to the
reader. In some literature, such data (α•, τ••) are called oplax-natural transformations, but we
shall not use this terminology.
Example 2.2.7. (i) Let C be any 2-category, and pick a universe U such that C is U-small;
according to remark 2.1.18(i) the product C o×C is representable in U-2-Cat. Then we get the
strict pseudo-functor
HC : C
o × C → U-Cat
(for the natural 2-category structure on U-Cat discussed in remark 2.1.1(ii)) that assigns :
• to every C,C ′ ∈ Ob(C ), the category HC (C,C ′) := C (C,C ′)
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• to every pair of 1-cells f : C2 → C1 and f ′ : C ′1 → C ′2 of C , the functor
HC (f, f
′) : C (C1, C
′
1)→ C (C2, C ′2) g 7→ f ′ ◦ g ◦ f α 7→ f ′ ∗ α ∗ f
where g : C1 → C ′1 is any 1-cell and α any 2-cell in C (C1, C ′1)
• to every pair of 2-cells β : f ⇒ g, β ′ : f ′ ⇒ g′ (with 1-cells f, g : C2 → C1 and
f ′, g′ : C ′1 → C ′2), the natural transformation
HC (β, β
′) : HC (f, f
′)⇒ HC (g, g′) (h : C1 → C ′1) 7→ β ′ ∗ h ∗ β.
(ii) If F : A → C and G : B → C are any two pseudo-functors, we also define
HB(F,G) := HB ◦ (F o ×G) : A o ×B → U-Cat.
Likewise, if F ′ : A → C andG′ : B → C is another pair of pseudo-functors, and α : F ⇒ F ′,
β : G⇒ G′ two pseudo-natural transformations, we let
HB(α, β) := HB ∗ (αo × β) : HB(F,G)⇒ HB(F ′, G′).
Example 2.2.8. (i) For every 2-category A and every X ∈ Ob(A ), the restriction sX :
A /X → A (resp. tX : X/A → A ) of the pseudo-functor s (resp. t) of remark 2.1.18(ii) is a
well defined strict pseudo-functor on the 2-category A /X (resp. X/A of example 2.1.11(ii)).
Every 1-cell h : X → X ′ induces a strict pseudo-functor
h∗ : A /X → A /X ′ (A g−→ X) 7→ (A h◦g−−→ X ′).
To every pair of objects f : A→ X and f ′ : A′ → X and every 1-cell (g, α) : f ⇒ f ′ of A /X ,
the pseudo-functor h∗ assigns the 1-cell (g, h ∗ β) : h∗f ⇒ h∗f ′ of A /X ′; lastly, for every pair
of 1-cells (g1, α1), (g2, α2) : f → f ′ and every 2-cell β : g1 ⇒ g2, we have h∗β := h ∗ β.
Additionally, every 2-cell β : h ⇒ h′ between 1-cells h, h′ : X → X ′ induces a strict
pseudo-natural transformation
β∗ : h∗ ⇒ h′∗
which assigns to every (A
g−→ X) ∈ Ob(A /X), the 1-cell (1A, β ∗g) : h◦g → h′ ◦g of A /X ′.
Lastly, notice that o(oA o/oXo)o = X/A ; we get therefore a strict pseudo-functor
h∗ := o((oho)∗)
o : X ′/A → X/A (X ′ g−→ A) 7→ (X g◦h−−→ A)
and the 2-cell β as in the foregoing induces as well a strict pseudo-natural transformation
β∗ := o((oβo)∗)
o : h∗ ⇒ h′∗.
(ii) More generally, ifF : A → B is any pseudo-functor with coherence constraint (δF , γF ),
and B ∈ Ob(B) any object, we may define a 2-category
FA /B
whose objects are the pairs (A, f : FA→ B) where A ∈ Ob(A ) and f is a 1-cell of B. The 1-
cells (g, α) : (A, f)→ (A′, f ′) consist of a 1-cell g : A→ A′ ofA and a 2-cell α : f ⇒ f ′◦Fg.
For 1-cells (g1, α1), (g2, α2) : (A, f) → (A′, f ′), the 2-cells β : (g1, α1) ⇒ (g2, α2) are the 2-
cells β : g1 ⇒ g2 such that (f ′ ∗ Fβ) ⊙ α1 = α2. The composition law for 1-cells assigns to
every pair of 1-cells (A, f)
(g,α)−−−→ (A′, f ′) (g
′,α′)−−−→ (A′′, f ′′) the 1-cell
(g′, α′) ◦ (g, α) :=
(
g′ ◦ g,
( α′
f ′|f ′′ 
α
f |f ′
)
⊟
γFg,g′
1FA|1FA′′
)
.
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Let us check the associativity property : let (A′′, f ′′)
(g′′,α′′)−−−−→ (A′′′, f ′′′) be another 1-cell; then
(g′′, α′′) ◦ ((g′, α′) ◦ (g, α)) = (α′′  ((α′  α)⊟ γFg,g′))⊟ γFg′◦g,g′′
=((α′′ ⊟ 1Fg′′) ((α
′  α)⊟ γFg,g′))⊟ γ
F
g′◦g,g′′
=(α′′  α′  α)⊟ (1Fg′′  γ
F
g,g′)⊟ γ
F
g′◦g,g′′ .
On the other hand, a similar calculation yields :
((g′′, α′′) ◦ (g′, α′)) ◦ (g, α) = (α′′  α′  α)⊟ (γFg′,g′′  1Fg)⊟ γFg,g′′◦g′
and the coherence axiom for F translates as : (1Fg′′γ
F
g,g′)⊟γ
F
g′◦g,g′′ = (γ
F
g′,g′′1Fg)⊟γ
F
g,g′′◦g′ ,
whence the contention. Then it is easily seen that the identity 1-cell of any object (A, f) is given
by the pair (1A, δ
F
A) : details left to the reader. The composition laws for 2-cells in FA /B are
induced by those of A , in the obvious way; then the required associativity and functoriality
properties follow straightforwardly. Lastly we define :
B/FA := o(oF o(oA o)/oBo)o.
The source and target pseudo-functors of (i) generalize as well : we get strict pseudo-functors
sB : FA /B → A : (A, f : FA→ B) 7→ A
tB : B/FA → A : (A, f : B → FA) 7→ A
and every 1-cell h : B → B′ of B induces strict pseudo-functors
h∗ : FA /B → FA /B′ : (A, f : FA→ B) 7→ (A, h ◦ f)
h∗ : B′/FA → B/FA : (A, f : B′ → FA) 7→ (A, f ◦ h).
Likewise, if h′ : B → B′ is another 1-cell of B, every 2-cell β : h′ ⇒ h′ of B′ induces strict
pseudo-natural transformations :
β∗ : h∗ ⇒ h′∗ : (A, f : FA→ B) 7→ (1A, β ∗ f)
β∗ : h∗ ⇒ h′∗ : (A, f : B → FA) 7→ (1A, f ∗ β).
Definition 2.2.9. Consider two pseudo-functors F,G : A → B between 2-categories A , B,
and two lax-natural transformations α, β : F ⇒ G. A modification Ξ : α β is a family
ΞA : αA ⇒ βA for every A ∈ Ob(A )
of 2-cells of B that satisfies the compatibility condition :
(ΞA′ ∗ Ff)⊙ ταf = τβf ⊙ (Gf ∗ ΞA) every 1-cell f : A→ A′ of A
where τα•• (resp. τ
β
••) denotes the coherence constraint for α (resp. for β).
Remark 2.2.10. In the situation of definition 2.2.9, let Ξ : α β be any modification.
(i) For any pair of 1-cells f, g : A→ A′ of A , and any 2-cell γ : f ⇒ g we have the identity:
(ΞA′ ∗ Fγ)⊙ ταf = τβg ⊙ (Gγ ∗ ΞA).
Indeed, we may compute :
(ΞA′ ∗ Fγ)⊙ ταf =(βA′ ∗ Fγ)⊙ (ΞA′ ∗ Ff)⊙ ταf
=(βA′ ∗ Fγ)⊙ τβf ⊙ (Gf ∗ ΞA)
= τβg ⊙ (Gγ ∗ βA)⊙ (Gf ∗ ΞA)
= τβg ⊙ (Gγ ∗ ΞA)
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where the first and the last identities follow from remark 2.1.1(i), and the third one from remark
2.2.5(i). Notice also that the condition of definition 2.2.9 can be restated as the identity
(2.2.11)
ΞA′
αA′|βA′ 
ταf
αA|αA′ =
τβf
βA|βA′ 
ΞA
αA|βA .
(ii) Let α˜, β˜ : A → 2-Morph(B) be the pseudo-functors attached to α and β as in remark
2.2.5(ii). By unwinding the definitions, it is easily seen that Ξ is equivalent to the datum of a
strict pseudo-natural transformation
Ξ˜ : α˜⇒ β˜ such that s ∗ Ξ˜ = 1F and t ∗ Ξ˜ = 1G.
Namely, we obtain such a Ξ˜ by assigning, to every object A of A , the 1-cell of 2-Morph(B) :
FA
αA //
✝✝✝✝ ΞA
GA
FA
βA
// GA.
(iii) If γ : F ⇒ G is any other lax-natural transformation, and Θ : β  γ any other
modification, we can define the composition
Θ⊙ Ξ : α γ : A 7→ ΘA ⊙ ΞA for every A ∈ Ob(A ).
In order to check that Θ ⊙ Ξ is indeed a well defined modification, we may notice that if Ξ˜
and Θ˜ are defined as in (ii), then Ξ⊙Θ is the modification corresponding to the pseudo-natural
transformation
Θ˜⊙ Ξ˜ : A → 2-Morph(B)
with the composition rule ⊙ for pseudo-natural transformations given by remark 2.2.5(iii). It is
clear that this composition law is associative for any triple of composable modifications.
(iv) Likewise, if H : A → B is another pseudo-functor, α′, β ′ : G ⇒ H two other lax-
natural transformations, and Ξ′ : α′  β ′ any modification, we can define the modification
Ξ′ ∗ Ξ : α′ ⊙ α β ′ ⊙ β A 7→ Ξ′A ∗ ΞA for every A ∈ Ob(A ).
To see that Ξ′ ∗ Ξ is well defined, consider – for any 1-cell f : A→ A′ in A – the diagram
FA
αA //
Ff

✆✆✆✆~ ταf
GA
✝✝✝✝ τα′f
α′A //
Gf

HA
Hf

FA′ αA′ //
✆✆✆✆~ ΞA′
GA′
✝✝✝✝ Ξ′
A′
α′
A′
// HA′
FA′
βA′
// GA′
β′
A′
// HA′.
We compute :
(Ξ′A′ ∗ ΞA′ ∗ Ff)⊙ τα
′◦α
f = (Ξ
′
A′ ⊟ ΞA′) (τ
α′
f ⊟ τ
α
f )
= (Ξ′A′  τ
α′
f )⊟ (ΞA′  τ
α
f )
= (τβ
′
f  Ξ
′
A)⊟ (τ
β
f  ΞA)
= (τβ
′
f ⊟ τ
β
f ) (Ξ
′
A ⊟ ΞA)
= τβ
′◦β
f ⊙ (Hf ∗ Ξ′A ∗ ΞA)
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where the second and fourth equalities follow from proposition 2.1.9(ii), and the third follows
from (2.2.11). The contention follows. This operation is clearly associative. As usual, we write
α ∗ Ξ and Ξ ∗ α′ instead of 1α ∗ Ξ and respectively Ξ ∗ 1α′ , for any lax-natural transformations
α : G⇒ H and α′ : E ⇒ F .
(v) There is a third type of operation for modifications : namely, let C be another 2-category
and I : C → A any pseudo-functor; then we obtain the modification
Ξ ◦ I : α ∗ I ⇒ β ∗ I C 7→ ΞIC for every C ∈ Ob(C ).
To check that Ξ ◦ I is indeed a modification, it suffices to notice that the coherence constraint of
α ∗ I is given by the system of 2-cells ταIf , for f ranging over the 1-cells of C , and correspond-
ingly for the coherence constraint of β ∗ I .
(vi) Likewise, ifK : B → C is any pseudo-functor, we get the modification
K ◦ Ξ : K ∗ α K ∗ β A 7→ K(ΞA) for every A ∈ Ob(A ).
Indeed, notice that the coherence constraints ofK∗α andK∗β attach to every 1-cell f : A→ A′
in A the 2-cells
τK∗αf := γ
K −1
Ff,αA′
⊙K(ταf )⊙ γKαA,Gf τK∗βf := γK −1Ff,βA′ ⊙K(τ
β
f )⊙ γKβA,Gf .
Hence we may compute :
(K(ΞA′) ∗KFf)⊙ τK∗αf = (K(ΞA′) ∗KFf)⊙ γK −1Ff,αA′ ⊙K(τ
α
f )⊙ γKαA,Gf
= γK −1Ff,βA′ ⊙K(ΞA′ ∗ Ff)⊙K(τ
α
f )⊙ γKαA,Gf
= γK −1Ff,βA′ ⊙K((ΞA′ ∗ Ff)⊙ τ
α
f )⊙ γKαA,Gf
= γK −1Ff,βA′ ⊙K(τ
β
f ⊙ (ΞA ∗Gf))⊙ γKαA,Gf
= γK −1Ff,βA′ ⊙K(τ
β
f )⊙K(ΞA ∗Gf)⊙ γKαA,Gf
= γK −1Ff,βA′ ⊙K(τ
β
f )⊙ γKβA,Gf ⊙ (K(ΞA) ∗KGf)
= τK∗βf ⊙ (K(ΞA) ∗KGf)
where the second and sixth equality follows from remark 2.1.17(ii), and the third and fifth
follow from remark 2.1.17(i).
(vii) Let Θ and Ξ be as in (iii), and I and K like in (v) and (vi); then it is easily seen that
(Θ⊙ Ξ) ◦ I = (Θ ◦ I)⊙ (Ξ ◦ I) K ◦ (Θ⊙ Ξ) = (K ◦Θ)⊙ (K ◦ Ξ).
Indeed, the first identity is immediate, and the second follows directly from remark 2.1.17(i).
Furthermore, if Ξ and Ξ′ are as in (iv), we have the identities
(Ξ′ ∗ Ξ) ◦ I = (Ξ′ ◦ I) ∗ (Ξ ◦ I) K ◦ (Ξ′ ∗ Ξ)⊙ γKα,α′ = γKβ,β′ ⊙ ((K ◦ Ξ′) ∗ (K ◦ Ξ)).
Indeed, the first identity is immediate, and the second follows directly from remark 2.1.17(ii).
Definition 2.2.12. Let A and B be two 2-categories.
(i) For every pair of pseudo-functors F,G : A → B we have a category
PsNat(F,G)
whose objects are the pseudo-natural transformations F ⇒ G, and whose morphisms are the
modifications α β between them, with the composition rule ⊙ given by remark 2.2.10(iii).
(ii) The pseudo-functors A → B are the objects of a 2-category :
PsFun(A ,B)
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whose 1-cells F → G are the pseudo-natural transformations F ⇒ G of, and whose 2-cells are
the modifications. For fixed F,G : A → B, the category structure on the set of 1-cells F → G
is the one of PsNat(F,G). The composition functor
PsNat(F,G)× PsNat(G,H)→ PsNat(F,H)
assigns, to any two modifications Ξ : α  β and Ξ′ : α′  β ′, the modification Ξ′ ∗ Ξ. The
associativity and unit axioms for this composition functor follow by a simple inspection.
(iii) The strict pseudo-functors A → B are the objects of a 2-category :
stPsFun(A ,B)
defined as the sub-2-category of PsFun(A ,B)whose 1-cells are the strict pseudo-natural trans-
formations, and whose 2-cells are all the modifications.
2.2.13. In the situation of definition 2.2.9, suppose that α and β are pseudo-natural; in view
of example 2.2.6(i), the modification Ξ induces modifications :
Ξo : αo  βo Ao 7→ ((ΞoA : αoAo ⇒ βoAo)
oΞ : oβ  oα oA 7→ (o(ΞA) : oβoA ⇒ oαoA).
The detailed verification shall be left to the reader. With the notation of definition 2.2.12, it
follows that the rules : (F : A → B) 7→ (F o : A o → Bo), (β : F ⇒ G) 7→ (βo : F o ⇒ Go)
and (Ξ : α β) 7→ (Ξo : αo  βo) yield a strict isomorphism of 2-categories :
PsFun(A ,B)o
∼→ PsFun(A o,Bo).
Likewise, the rules F 7→ oF , β 7→ oβ and Ξ 7→ oΞ yield a strict isomorphism of 2-categories :
oPsFun(A ,B)
∼→ PsFun(oA , oB).
Remark 2.2.14. (i) The isomorphisms of the category PsFun(A ,B) are precisely the pseudo-
natural isomorphisms of pseudo-functors. Indeed, if α : F ⇒ G is such a pseudo-natural
isomorphism, and τ is its coherence constraint, we obtain a pseudo-natural isomorphism α−1 :
G ⇒ F by the rule that assigns to every A ∈ Ob(A ) the 1-cell (αA)−1 : GA → FA, and to
every 1-cell f : A→ A′ the oriented square
GA
α−1A //
Gf

✞✞✞✞ τ ′f
FA
Ff

GA′
α−1
A′
// FA′
where τ ′f := α
−1
A′ ∗ τ−1f ∗ α−1A .
Indeed, let us check the coherence axioms for α−1; first, we compute, for every A ∈ Ob(A ) :
τ ′1A ⊙ (δFA ∗ α−1A ) = (α−1A ∗ τ−11A ∗ α−1A )⊙ (δFA ∗ α−1A ) = ((α−1A ∗ τ−11A )⊙ δFA) ∗ α−1A
=α−1A ∗ (τ−11A ⊙ (αA ∗ δFA)) ∗ α−1A
=α−1A ∗ (δFA ∗ αA) ∗ α−1A
=α−1A ∗ δFA
which proves the first axiom. Next, for every pair of 1-cells A
f−→ A′ g−→ A′′ of A we have :
(τ ′g  τ
′
f)⊟ γ
G
f,g = (α
−1
A′′ ∗ γGf,g)⊙ (α−1A′′ ∗ τ−1g ∗ α−1A′ ∗Gf)⊙ (Fg ∗ α−1A′ ∗ τ−1f ∗ α−1A )
= (α−1A′′ ∗ γGf,g)⊙ (α−1A′′ ∗Gg ∗ τ−1f ∗ α−1A )⊙ (α−1A′′ ∗ τ−1g ∗ Ff ∗ α−1A )
=α−1A′′ ∗ (γGf,g ⊙ (Gg ∗ τ−1f ∗ α−1A )⊙ (τ−1g ∗ Ff ∗ α−1A ))
=α−1A′′ ∗ ((γGf,g ∗ αA)⊙ (Gg ∗ τ−1f )⊙ (τ−1g ∗ Ff)) ∗ α−1A
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and on the other hand
γFf,g ⊟ τ
′
g◦f = (α
−1
A′′ ∗ τ−1g◦f ∗ α−1A )⊙ (γFf,g ∗ α−1A ) = α−1A′′ ∗ (τ−1g◦f ⊙ (αA′′ ∗ γFf,g)) ∗ α−1A
so we are reduced to showing that
(γGf,g ∗ αA)⊙ (Gg ∗ τ−1f )⊙ (τ−1g ∗ Ff) = τ−1g◦f ⊙ (αA′′ ∗ γFf,g)
which is equivalent to the second coherence axiom for α. Conversely, it is clear that every
isomorphism in PsFun(A ,B) must be a pseudo-natural isomorphism.
(ii) In the same vein, with the notation of definition 2.2.12(i), it is easily seen that the isomor-
phisms in the category PsNat(F,G) are the modifications Ξ : α  β such that ΞA : αA ⇒ βA
is an isomorphism in B(FA,GA) for every A ∈ Ob(A ) : the details are left to the reader.
Example 2.2.15. (i) With the notation of remark 2.2.5(iv), we may now say that the coherence
constraint γG
′
furnishes an invertible modification
γG
′
α,β : (G
′ ∗ β)⊙ (G′ ∗ α) G′ ∗ (β ⊙ α).
(ii) Likewise, let us check that the 2-cell of remark 2.2.5(v) yields a modification
τα
′
α : (G
′ ∗ α)⊙ (α′ ∗ F ) (α′ ∗G)⊙ (F ′ ∗ α)
which is invertible if α′ is pseudo-natural. To this aim, for any 1-cell f : A → A′ in A we
consider the diagrams :
F ′FA
α′FA //
F ′Ff

☞☞☞☞
 τα′Ff
G′FA
☞☞☞☞
 (ταf )
G′
G′αA //
G′Ff

G′GA
G′Gf

F ′FA′ α′FA′ //
F ′αA′

☞☞☞☞
 τα′α
A′
G′FA′
☞☞☞☞
 1G′α
A′
G′αA′
//
G′(αA′ )

G′GA′
F ′GA′
α′
GA′
// G′GA′ G′GA′
F ′FA
☞☞☞☞
 1F ′αA
F ′FA
α′FA //
F ′αA

☞☞☞☞
 τα′αA
G′FA
G′αA

F ′FA F ′αA //
F ′Ff

☞☞☞☞
 (ταf )
F ′
F ′GA α′GA //
F ′Gf

☞☞☞☞
 τα′Gf
G′GA
G′Gf

F ′FA′
F ′αA′
// F ′GA′
α′
GA′
// G′GA′
(notation of example 2.1.20(i)) and notice that
(τα
′
αA′
∗ F ′Ff)⊙ τ (G′∗α)⊙(α′∗F )f = λ := (1G′αA′ ⊟ τα
′
αA′
) ((ταf )
G′ ⊟ τα
′
Ff )
= (1G′αA′  (τ
α
f )
G′)⊟ (τα
′
αA′
 τα
′
Ff )
τ
(α′∗G)⊙(F ′∗α)
f ⊙ (G′Gf ∗ τα
′
αA
) = µ := (τα
′
Gf ⊟ (τ
α′
f )
F ′) (τα
′
αA
⊟ 1F ′αA)
= (τα
′
Gf  τ
α′
αA
)⊟ ((τα
′
f )
F ′  1F ′αA).
So we have only to check that
λ⊟
1F ′αA′◦F ′Ff
1F ′FA|F ′αA′ =
1G′Gf◦G′αA
G′αA|1G′GA ⊟ µ.
However, the definition of 2-Morph(G′) and the coherence axiom for α′ yield respectively
1G′αA′  (τ
α
f )
G′ =
γG
′
αA,Gf
G′(αA)|1G′GA′ ⊟
G′(ταf )
1G′FA|1G′GA′ ⊟
(γG
′
Ff,αA′
)−1
1G′FA|1G′GA′
τα
′
αA′
 τα
′
Ff =
γG
′
Ff,αA′
1G′FA|1G′GA′ ⊟
τα
′
αA′◦Ff
α′FA|α′GA′
⊟
(γF
′
Ff,αA′
)−1
1F ′FA|1F ′GA′
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therefore :
λ = γG
′
αA,Gf
⊟G′(ταf )⊟ τ
α′
αA′◦Ff
⊟ (γF
′
Ff,αA′
)−1
= γG
′
αA,Gf
⊟
τα
′
Gf◦αA
α′FA|α′GA′
⊟
F ′(ταf )
1F ′FA|1F ′GA′ ⊟ (γ
F ′
Ff,αA′
)−1
=
1G′Gf◦G′αA
G′αA|1G′GA′ ⊟ (τ
α′
Gf  τ
α′
αA
)⊟
(γF
′
αA,Gf
)
1F ′FA|1F ′GA′ ⊟
(γF
′
αA,Gf
)−1
1F ′FA|1F ′GA′ ⊟
(ταf )
F ′
1F ′FA|1F ′GA′
=
1G′Gf◦G′αA
G′αA|1G′GA′ ⊟ (τ
α′
Gf  τ
α′
αA
)⊟
(ταf )
F ′
1F ′FA|1F ′GA′
where the second equality follows from remark 2.2.5(i) and the coherence axiom for α′. The
sought identity follows straightforwardly.
(iii) For every 2-category A , we denote by iA the identity (strict) pseudo-natural transfor-
mation of 1A . In other words, iA assigns to every A ∈ Ob(A ) the 1-cell 1A. Let B,C be any
other 2-categories, and F : A → B, G : C → A any two pseudo-functors; clearly
iA ∗G = 1G.
On the other hand, F ∗ iA is a pseudo-natural transformation that assigns to every A ∈ Ob(A )
the 1-cell F1A : FA → FA. If (δF , γF ) is the coherence constraint for F , the coherence
constraint of F ∗ iA assigns to every 1-cell f : A → A′ of A the 2-cell 1Ff := γF −1f,1A′ ⊙ γF1A,f .
Then, the unit axiom for F implies that the system of 2-cells (δFA | A ∈ Ob(A )) defines an
invertible modification
δF : 1F  F ∗ iA .
Remark 2.2.16. As already pointed out (remark 2.2.5(vi)), the datum of the category 2-Cat
and the system of categories (PsFun(A ,B) | A ,B ∈ Ob(2-Cat)) does not amount to a 2-
category. However, example 2.2.15 suggests a straightforward variation that does result in an
interesting 2-category. Namely, for every pair of categories A and B, let us denote by
PsFun(A ,B)
the category whose objects are the pseudo-functors A → B and whose morphisms are the
equivalence classes [β] of pseudo-natural transformations β between such pseudo-functors,
where we declare that two pseudo-natural transfomations α, β : F ⇒ G are equivalent if and
only if there exists an invertible modification α β. The composition law for such equivalence
classes is given by the rule
[β]⊙ [β ′] := [β ⊙ β ′]
for every two pseudo-natural transformations β : F ⇒ G, β ′ : G ⇒ H of pseudo-functors
F,G,H : A → B. Then, if C is another 2-category, F ′, G′ : B → C and α : F ′ ⇒ G′
another pseudo-natural transformation, we set
[α] ∗ [β] := [(G′ ∗ β)⊙ (α ∗ F )].
By virtue of example 2.2.15, this operation yields then a well defined functor
PsFun(A ,B)× PsFun(B,C )→ PsFun(A ,C )
that satisfies the associativity axiom for the composition bifunctor in a 2-category (see (2.1)).
Thus, for every universe U′, the U′-small 2-categories are the objects of a 2-category
U′-2-Cat
that we call the reduced 2-category of U′-small 2-categories, whose 1-cells are the pseudo-
functors and whose Hom-categories are the foregoing categories PsFun(−,−). As usual, when
U′ = U we write simply 2-Cat for this 2-category.
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Remark 2.2.17. (i) Let A and B be two 2-categories. Every pair of pseudo-functors F :
A ′ → A and G : B → B′ induces a pseudo-functor
PsFun(F,G) : PsFun(A ,B)→ PsFun(A ′,B′) (H : A → B) 7→ G ◦H ◦ F
that assigns to every pseudo-natural transformation β : H ⇒ H ′ between pseudo-functors
H,H ′ : A → B the pseudo-natural transformation G ∗ β ∗ F : G ◦ H ◦ F ⇒ G ◦ H ′ ◦ F ,
and to every modification Ξ : β  β ′ between such pseudo-natural transformations β, β ′, the
modification G ◦ Ξ ◦ F : G ∗ β ∗ F  G ∗ β ′ ∗ F . The coherence constraint of PsFun(F,G) is
the pair (δ
(F,G)
• , γ
(F,G)
•• ) defined as follows :
δ
(F,G)
H := δ
G ◦H ◦ F : 1GHF  G ∗ 1HF for every pseudo-functorH : A → B
where δG : 1G  G ∗ iA is the invertible modification provided by example 2.2.15(iii), and
γ
(F,G)
β,β′ := γ
G
β,β′ ◦ F : (G ∗ β ′ ∗ F )⊙ (G ∗ β ∗ F ) G ∗ (β ′ ⊙ β) ∗ F
for every pair of pseudo-natural transformations β : H ⇒ H ′ and β ′ : H ′ ⇒ H ′, where γGβ, β ′
is the invertible modification as in example 2.2.15(i). The verification is straightforward, in
view of remark 2.2.10(vii). In case F = 1A (resp. G = B), we also write PsFun(A , G) (resp.
PsFun(F,B)) for this pseudo-functor. Notice that PsFun(F,B) is strict for every pseudo-
functor F , whereas PsFun(A , G) is strict only if G is strict.
(ii) Every pseudo-natural transformation α : F ⇒ F ′ between pseudo-functors F, F ′ :
A ′ → A induces a pseudo-natural transformation
PsFun(α,B) : PsFun(F,B)⇒ PsFun(F ′,B) (H : A → B) 7→ (H∗α : H◦F ⇒ H◦F ′)
whose coherence constraint assigns to every pseudo-natural transformation β : H ⇒ H ′ the
oriented square :
H ◦ F H∗α +3
β∗F

✏✏✏✏ (τβα )−1
H ◦ F ′
β∗F ′

H ′ ◦ F
H′∗α
+3 H ′ ◦ F ′
where τβα is the invertible modification provided by example 2.2.15(ii). Indeed, the naturality
of the rule β 7→ (τβα )−1 with respect to modifications Ξ : β  β ′ follows directly from the
compatibility condition for Ξ. To check the coherence axioms, notice first that τ1Hα = 1H∗α
for every pseudo-functor H : A ⇒ B. Lastly, if β : H ⇒ H ′ and β ′ : H ′ ⇒ H ′′ are two
pseudo-natural transformations, we need to show the identity
(τβ
′
α )
−1  (τβα )
−1 = (τβ
′⊙β
α )
−1
or equivalently : τβ
′
α ⊟ τ
β
α = τ
β′⊙β
α , which follows by direct inspection.
(iii) Likewise, every pseudo-natural transformation λ : G ⇒ G′ between pseudo-functors
G,G′ : B → B′ induces a pseudo-natural transformation
PsFun(A , λ) : PsFun(A , G)⇒ PsFun(A , G′) (H : A → B) 7→ (λ∗H : G◦F ⇒ G′◦F )
whose coherence constraint assigns to every pseudo-natural transformation β : H ⇒ H ′ the
oriented square τλβ provided by example 2.2.15(ii). Indeed, the naturality of the rule : β 7→ τλβ
with respect to modifications Ξ : β  β ′ follows from the naturality of τλ, applied to the
2-cells ΞA : βA → β ′A, for every A ∈ Ob(A ). The coherence condition for τλ1H follows
from the coherence condition for τλHA, for every pseudo-functor H : A → B and every A ∈
Ob(A ). Likewise, the coherence condition relative to a composable pair of pseudo-natural
transformations β : H ⇒ H ′, β ′ : H ′ ⇒ H ′′ follows from the coherence condition for τλ,
relative to the composable pair of 1-cells βA, β
′
A, for every A ∈ Ob(A ).
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(iv) Furthermore, for every F, F ′ as in (ii), every modification Ξ : α  β between pseudo-
natural transformations α, β : F ⇒ F ′ induces a modification
PsFun(Ξ,B) : PsFun(α,B) PsFun(β,B) (G : A → B) 7→ (G ◦Ξ : G ∗α G ∗ β).
Indeed, the compatibility condition for this modification amounts to the identity :
(G′(ΞX) ∗ γFX)⊙ (τγαX )−1 = (τγβX )−1 ⊙ (γF ′X ∗G(ΞX)) for everyX ∈ Ob(A )
which follows easily from the naturality of τγ .
(v) Suppose moreover that B is small; then we deduce a strict pseudo-functor
PsFun(−,B) : 2-Cato → 2-Cat A 7→ PsFun(A ,B)
acting on the 1-cells and 2-cells of 2-Cato as explicited in (i) and (ii). Indeed, if F : A ′ → A
and F ′ : A ′′ → A ′ are two pseudo-functors between small 2-categories, a simple inspec-
tion shows that PsFun(F ′,B) ◦ PsFun(F,B) = PsFun(F ◦ F ′,B). Moreover, (iv) implies
that if α, β : F ⇒ F ′ are pseudo-natural transformations with [α] = [β] in 2-Cat, then
[PsFun(α,B)] = [PsFun(β,B)]. Next, for every three pseudo-functors F, F ′, F ′′ : A ′ → A
and every pseudo-natural transformations α : F ⇒ F ′ and α′ : F ′ ⇒ F ′′, with the notation of
remark 2.2.16, we need to check that :
(2.2.18) [PsFun(α′,B)⊙ PsFun(α,B)] = [PsFun(α′ ⊙ α,B)].
Now, to every pseudo-functor G : A → B, the left-hand side of (2.2.18) assigns the class of
(G∗α′)⊙(G∗α), whereas the right-hand side assigns the class ofG∗(α′⊙α). These two pseudo-
natural transformations are related by the invertible modification γGα,α′ of example 2.2.15(i),
so we come down to checking that the rule : G 7→ γGα,α′ defines an invertible modification
PsFun(α′,B) ⊙ PsFun(α,B)  PsFun(α′ ⊙ α,B). The latter assertion is an immediate
consequence of the coherence axioms for τβ : details left to the reader. Lastly, let us check
that for every two pairs of pseudo-functors F1, F
′
1 : A
′ → A , F2, F ′2 : A ′′ → A ′ and every
pseudo-natural transformations α1 : F1 ⇒ F ′1, α2 : F2 ⇒ F ′2 we have :
(2.2.19) [PsFun(α2,B)] ∗ [PsFun(α1,B)] = [PsFun([α1] ∗ [α2],B)].
We may consider separately the case where F2 = F
′
2 and α2 = 1F2 , and the case where F1 = F
′
1
and α1 = 1F1 . In the first case, the left-hand side assigns to every G : A → B the pseudo-
natural transformation (G ∗ α1) ∗ F2, whereas the right-hand side assigns G ∗ (α1) ∗ F2; but
these coincide, and likewise, the coherence constraints of both sides is given by the rule : β 7→
(τβα1∗F2)
−1. One argues similarly in the second case : details left to the reader.
2.3. The formalism of base change. Let A be a 2-category, and A,B two objects of A . A
link from A to B in A is a datum
L := (F,G, η, ε) : A→ B
consisting of :
• 1-cells F : A→ B and G : B → A
• 2-cells η : 1B ⇒ F ◦G and ε : G ◦ F ⇒ 1A
such that η and ε are related by the triangular identities :
(F ∗ ε)⊙ (η ∗ F ) = 1F and (ε ∗G)⊙ (G ∗ η) = 1G.
Especially, (G,F ) is an adjoint pair of 1-cells of A . We say that η and ε are the unit and counit
of the link L . We define a composition law for links as follows. With L as in the foregoing, a
third object C of A and a second link L ′ := (F ′, G′, η′, ε′) : B → C we let
L ′ ◦L := (F ′ ◦ F,G ◦G′, ηL ′◦L , εL ′◦L ) : A→ C
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where ηL
′◦L := (F ′ ∗ η ∗ G′) ⊙ η′ and εL ′◦L := ε ⊙ (G ∗ ε′ ∗ F ). We need to check that
α := (F ′F ∗ (ε⊙G ∗ ε′ ∗ F ))⊙ ((F ′ ∗ η ∗G′ ⊙ η′) ∗ F ′F ) = 1F ′F . We compute :
α = (F ′ ∗ ((F ∗ ε)⊙ (FG ∗ ε′ ∗ F )))⊙ (((F ′ ∗ η ∗G′F ′)⊙ (η′ ∗ F ′)) ∗ F )
= (F ′ ∗ ((F ∗ ε)⊙ (η ∗ F )))⊙ (((F ′ ∗ ε′)⊙ (η′ ∗ F ′)) ∗ F )
= (F ′ ∗ 1F )⊙ (1F ′ ∗ F )
= 1F ′F
where the second equality holds by remark 2.1.1(i) and the third follows from the triangular
identities for (η, ε) and (η′, ε′). Likewise one checks the second triangular identity for (η′′, ε′′)
(the details are left to the reader).
Remark 2.3.1. (i) Notice that the composition law for links is associative; namely, in the
situation of (2.3), ifL ′′ := (F ′′, G′′, η′′, ε′′) : C → D is another link, we have (L ′′◦L ′)◦L =
L ′′ ◦ (L ′ ◦L ). Indeed, the assertion boils down to the identities :
(F ′′ ∗ ((F ′ ∗ η ∗G′)⊙ η′) ∗G′′)⊙ η′′ = (F ′′F ′ ∗ η ∗G′G′′)⊙ (F ′′ ∗ η′ ∗G′′)⊙ η′′
ε⊙ (G ∗ ε′ ∗ F )⊙ (GG′ ∗ ε′′ ∗ F ′F ) = ε⊙ (G ∗ (ε′ ⊙ (G′ ∗ ε′′ ∗ F ′)) ∗ F )
which are both clear.
(ii) Notice also that every link L := (F,G, η, ε) : A→ B induces two opposite links
L o := (Go, F o, ηo, εo) : Ao → Bo in A o
oL := (oG, oF, oε, oη) : oB → oA in oA .
2.3.2. Let L ,L ′ : A → B be two links, with L = (F,G, η, ε) and L ′ = (F ′, G′, η′, ε′); a
transformation from L to L ′, denoted
β : L ⇒ L ′
is defined as a 2-cell β : F ⇒ F ′. The standard operations on 2-cells can be upgraded easily to
transformations of links :
• If L ′′ : A → B is another link and β ′ : L ′ ⇒ L ′′ a second transformation, we get the
transformation
β ′ ⊙ β : L ⇒ L ′′.
• For a diagram of links and transformations of links :
(2.3.3) A
L ''
L ′
77
✤✤ ✤✤
 β B
P ''
P′
77
✤✤ ✤✤
 α C
we get the transformation
α ∗ β : P ◦L ⇒ P ′ ◦L ′.
For α = 1P (resp. for β = 1L ) we also denote this transformation by P ∗ β (resp. by α ∗L ).
Thus, the links of A are the 1-cells of a 2-category
Link(A )
whose objects are the objects of A and whose 2-cells are the transformations of links, with the
compositions laws for 1-cells and 2-cells given in the foregoing.
• For a transformation β : L ⇒ L ′, we define an adjoint 2-cell of A :
β† := (ε′ ∗G)⊙ (G′ ∗ β ∗G)⊙ (G′ ∗ η) : G′ ⇒ G.
The operations of remark 2.3.1(ii) can be combined with this adjoint construction to produce
natural isomorphisms of 2-categories; indeed, we have :
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Proposition 2.3.4. For every 2-category A we have strict isomorphisms of 2-categories :
oLink(A )
∼→ Link(A o) Link(A )o ∼→ Link(oA ).
Proof. Indeed, the first strict pseudo-functor is given by the rules :
A 7→ Ao (L : A→ B) 7→ (L o : Ao → Bo) (β : L ⇒ L ′) 7→ (β†o : L ′o ⇒ L o)
and the second one is given by the rules :
A 7→ oA (L : A→ B) 7→ (oL : oB → oA) (β : L ⇒ L ′) 7→ (oβ† : oL ⇒ oL ′)
for every object A, every 1-cell L and every 2-cell β of Link(A ). The verification that these
rules yield strict pseudo-functors comes down to the following :
Claim 2.3.5. (i) Let L ,L ′,L ′′ : A → B be three links of A , and β : L ⇒ L ′, β ′ : L ′ ⇒
L ′′ two transformations. Then we have β† ⊙ β ′† = (β ′ ⊙ β)†.
(ii) In the situation of diagram (2.3.3) we have (α ∗ β)† = β† ∗ α†.
Proof of the claim. Say that L = (F,G, η, ε), L ′ = (F ′, G′, η′, ε′), L ′′ = (F ′′, G′′, η′′, ε′′).
Recall that every 1-cell f : X → Y of A induces functors
fZ∗ : A (Z,X)→ A (Z, Y ) (h : Z → X) 7→ f ◦ h (ν : h⇒ h′) 7→ f ∗ ν
for every Z ∈ Ob(A ), and every 2-cell λ : f ⇒ g of A induces natural transformations
λZ∗ : f
Z
∗ ⇒ gZ∗ (h : Z → X) 7→ (λ ∗ h : fZ∗ (h)⇒ gZ∗ (h))
(see the proof of lemma 2.1.13(i)). Then it is clear that for every Z ∈ Ob(A ), every link
P := (H,K, ηP, εP) induces an adjoint pair of functors (HZ∗ , K
Z
∗ )with unit (η
P)Z and counit
(εP)Z . With this notation, it is easily seen that
(2.3.6) (β†)Z∗ = (β
Z
∗ , η
Z
∗ , η
′Z
∗ )
†
where the right-hand side is the adjoint of the natural transformation βZ∗ , defined as in remark
1.1.17(ii) : the details are left to the reader. Then both (i) and (ii) follow straightforwardly from
remark 1.1.17(iv,v). ♦
Lastly, in order to see that these pseudo-functors are isomorphisms of 2-categories, it suffices
to show more precisely that for every transformation of links β : L ⇒ L ′ we have :
(β†)† = β.
Again, by virtue of (2.3.6), the assertion is reduced to the corresponding identity for adjoints of
natural transformations, and the latter is known by virtue of remark 1.1.17(ii). 
2.3.7. Notice that every 1-cell F : A→ B of the 2-categoryA induces a strict pseudo-functor
F∗ : A /A→ A /B (g : X → A) 7→ (F ◦ g : X → B)
that maps every 1-cell (h, α) : (X
g−→ A)→ (Y g′−→ A) of A /A to the 1-cell of A /B
F ∗ (h, α) := (h, F ∗ α)
and every 2-cell β : (h1, α1) ⇒ (h2, α2) of A /A to the 2-cell β : (h1, F ∗ α1) ⇒ (h2, F ∗ α2)
of A /B (notation of example 2.1.11(ii)). With this notation, we claim that every link L :=
(F,G, η, ε) : A → B of A induces an adjunction for the pair of functors F∗ : A /A → A /B
and G∗ : A /B → A /A. Namely, we have a natural bijection :
ϑLg,f : A /B(Y
g−→ B,X F◦f−−→ B) ∼→ A /A(Y G◦g−−→ A,X f−→ A) (h, α) 7→ (h, (ε∗f)⊙(G∗α))
whose inverse µLg,f : A /A(G ◦ g, f) ∼→ A /B(g, F ◦ f) is given by the rule :
(k, β) 7→ (k, (F ∗ β)⊙ (η ∗ g)).
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The verification of the naturality of ϑLf,g with respect to f and g shall be left to the reader. Let
us check that µLg,f ◦ ϑLg,f is the identity map on the set A /B(g, F ◦ f) : indeed, for every 1-cell
(h, α), this composition is computed as the composition of the following oriented squares :
Y
h //
g

♣♣♣♣
4<α
X
✂✂
=E1f

X
f

B A
F

✂✂
=Eε
A
B
✁✁
<D1
B
G //
✂✂
=Eη
A
F

B B B.
Then the assertion follows easily, by applying the triangular identities for the pair (η, ε) and
invoking as usual proposition 2.1.9. Likewise we check that ϑLg,f ◦ µLg,f is the identity on
A /A(G ◦ g, f) : the details shall be left to the reader.
2.3.8. Consider now an oriented square D of links, together with its adjoint squares :
D :
A′
L ′ //
M ′

☛☛☛☛	 β
B′
M

A
L
// B
D† :
A′o
L ′o //
M ′o

☞☞☞☞
BJβ†o
B′o
M o

Ao
L o
// Bo
†D :
oB
oL //
oM

☛☛☛☛
AIoβ†
oA
oM ′

oB′
oL ′
// oA′
i.e. the orientation β : M ◦L ′ ⇒ L ◦M ′ is a transformation of links, so that oβ† is the adjoint
transformation oL ′ ◦ oM ⇒ oM ′ ◦ oL , and likewise for β†o. Say that L = (L∗, L∗, ηL, εL ),
L ′ = (L′∗, L
′∗, ηL
′
, εL
′
), M = (M∗,M∗, ηM , εM ) and M ′ = (M ′∗,M
′∗, ηM
′
, εM
′
). Notice
that for horizontally composable oriented squares of links we have the identities :
(2.3.9) (D ′ ⊟D)† = D ′† D† †(D ′ ⊟D) = †D  †D ′.
Thus, the operation D 7→ D† for oriented squares of links differs in this respect from the
analogous operation for oriented squares in the 2-category A : see (2.1.8).
With this notation, we attach to the oriented square D the base change oriented square in A :
Υ(D) :
B′
M∗ //
L′∗

✡✡✡✡	 Υ(β)
B
L∗

A′
M ′∗
// A
whose orientation is the base change transformation
Υ(β) := (εL ∗M ′∗L′∗)⊙ (L∗ ∗ β ∗ L′∗)⊙ (L∗M∗ ∗ ηL
′
) : L∗M∗ ⇒ M ′∗L′∗.
Proposition 2.3.10. With the notation of (2.3.8), we have :
Υ(D)o = Υ(D†) oΥ(D) = Υ(†D).
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Proof. The sought identity for Υ(†D) will be proven by inspecting the following diagram :
B′
M∗ //
✏✏✏✏ εM
B
✏✏✏✏ 1M∗M
∗

B
✏✏✏✏ 1M∗M
∗

B
✏✏✏✏ ηMM∗
B
✏✏✏✏ iB
B
B′
L′∗

✏✏✏✏ 1L′∗
B′
L′∗

✏✏✏✏ 1L′∗
B′
L′∗

✏✏✏✏ ηL ′
B′ M∗ //
✏✏✏✏ 1M∗
B
✏✏✏✏ iB
B
A′
✏✏✏✏ iA′
A′
✏✏✏✏ 1M′∗
A′ L′∗ //
M ′∗

✏✏✏✏ β
B′ M∗ //
M∗

✏✏✏✏ 1M∗
B
✏✏✏✏ iB
B
A′
✏✏✏✏ iA′
A′ M ′∗ //
✏✏✏✏ 1M∗
A L∗ //
✏✏✏✏ εL
B
L∗

✏✏✏✏ 1L∗
B
L∗

✏✏✏✏ 1L∗
B
L∗

A′
✏✏✏✏ iA′
A′ M ′∗ //
✏✏✏✏ εM′
A
M ′∗

✏✏✏✏ 1M′∗
A
M ′∗

✏✏✏✏ 1M′∗
A
M ′∗

✏✏✏✏ ηM′
A
A′ A′ A′ A′ A′
M ′∗
// A.
Indeed, since the unit η
oM of oM is o(εM ) and the counit ε
oM ′ of oM ′ is o(ηM
′
), we have :
Υ(†D) = (ε
oM ′ ∗ oL∗ oM∗)⊙ (oM ′∗ ∗ oβ† ∗ oM∗)⊙ (oM ′∗ oL′∗ ∗ η
oM )
= o((M ′∗L
′∗ ∗ εM )⊙ (M ′∗ ∗ β† ∗M∗)⊙ (ηM
′ ∗ L∗M∗))
and if ηM ◦L
′
is the unit of M ◦L ′ and εL ◦M ′ is the counit of L ◦M ′, we have
ηM ◦L
′
= (M∗ ∗ ηL ′ ∗M∗)⊙ ηM εL ◦M ′ = εM ′ ⊙ (M ′∗ ∗ εL ∗M ′∗)
β† = (εL ◦M
′ ∗ L′∗M∗)⊙ (M ′∗L∗ ∗ β ∗ L′∗M∗)⊙ (M ′∗L∗ ∗ ηM ◦L ′).
Thus, if in the foregoing diagram we initially disregard the first and last columns, we find that
the composition of the six remaining squares in the uppermost two rows equals precisely ηM ◦L
′
,
and the composition of the six squares in the bottom two rows equals εL ◦M
′
. Therefore, if we
further compose these two blocks of six squares with the central row of three squares, we get
precisely β†. And if we finally compose the result with the two omitted left and right columns,
we then get oΥ(†D). But according to proposition 2.1.9 we may compose these squares in a
different order : notice then that the composition of the five squares in the uppermost row equals
1M∗ , and the composition of the five square in the bottom row equals 1M ′∗ . So, we may disregard
these two rows; but in the remaining three central rows, we may likewise disregard everything
except the central column, since the squares outside the central column are all identities. So,
finally we are left with the vertical composition of the squares in the central column, and that
gives precisely Υ(D), as required. Lastly, we have :
Υ(D†) = (εM
o ∗ L′∗o M ′o∗ )⊙ (Mo∗ ∗ β†o ∗M ′o∗ )⊙ (Mo∗ L∗o ∗ ηM
′o
)
= ((M ′∗L
′∗ ∗ εM )⊙ (M ′∗ ∗ β† ∗M∗)⊙ (ηM
′ ∗ L∗M∗))o
so the sought identity for Υ(D†) follows from that for Υ(†D). 
Remark 2.3.11. In the situation of (2.3.8), suppose that β is an invertible 2-cell of A and that
both L∗ and L
′
∗ (resp. bothM∗ andM
′
∗) are equivalences in A . Then it follows easily from the
definition (resp. and from proposition 2.3.10) that also Υ(β) is an invertible 2-cell.
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Proposition 2.3.12. Consider two oriented squares of links :
D :
A′
L ′ //
M ′

✂✂✂✂} β
B′
M

A
L
// B
D ′ :
C ′
P′ //
Q′

✂✂} α
D′
Q

C
P
// D.
(i) Suppose that A = C ′, B = D′ and L = P ′, so that D ′ D is well defined. Then :
Υ(D ′ D) = Υ(D ′)⊟Υ(D).
(ii) Suppose that B = C, B′ = C ′ and M = Q′, so that D ′ ⊟D is well defined. Then :
Υ(D ′ ⊟D) = Υ(D)Υ(D ′).
Proof. (i): Say that L = (L∗, L∗, ηL , εL ), P = (P∗, P ∗, ηP , εP), Q = (Q∗, Q∗, ηQ, εQ),
M ′ = (M ′∗,M
′∗, ηM
′
, εM
′
), M = (M∗,M∗, ηM , εM ) and Q′ = (Q′∗, Q
′∗, ηQ
′
, εQ
′
). We con-
sider the following diagram :
B′
L′∗ //
✏✏✏✏
DL
ηL
′
A′
✎✎✎✎
CKβL′∗

M ′∗ // A
✎✎✎✎
CK
εLL∗

A
✎✎✎✎
CK1Q′∗
Q′∗ // C
✎✎✎✎
CKiC
C
B′
✏✏✏✏
DLiB′
B′ M∗ //
✎✎✎✎
CK1M∗
B L∗ //
✎✎✎✎
CK
ηL
A Q′∗ //
L∗

✎✎✎✎
CKα
C
P∗

✎✎✎✎
CK
εP
C
B′ B′
M∗
// B B
Q∗
// D
P ∗
// C
and notice that the composition of the five squares of the top (resp. bottom) row equals Υ(D)
(resp. Υ(D ′)), so the composition of all the square in the diagram is precisely Υ(D ′)⊟Υ(D).
On the other hand, the composition of the two squares in the first (resp. second, resp. third,
resp. fourth, resp. fifth) column from the left equals ηL
′
(resp. β, resp. 1L∗ , resp. α, resp. ε
P),
and then the composition of these five columns also equals Υ(D ′ D), as stated.
(ii): We compute :
Υ(D ′ ⊟D) = Υ(D ′†† ⊟D††) = Υ((D ′† D†)†) = Υ(D ′† D†)o
= (Υ(D ′†)⊟Υ(D†))o
= Υ(D†)o ⊟Υ(D ′†)o
= Υ(D††)⊟Υ(D ′††)
= Υ(D)⊟Υ(D ′)
where the second equality follows from (2.3.9), the third and sixth follow from proposition
2.3.10, and the fourth follows from (i), and the fifth follows from (2.1.8). 
2.3.13. In the situation of (2.3.8), the links L and L ′ induce adjunctions ϑL and ϑL
′
for the
pairs of functors ((L∗)∗, (L∗)∗) and respectively ((L
′∗)∗, (L
′
∗)∗), as in (2.3.7). The base change
transformation Υ(β) relates these adjunctions, as explained by the following :
Proposition 2.3.14. With the notation of (2.3.13), for every (X
f−→ A′) ∈ Ob(A /A′), every
(Y
g−→ B′) ∈ Ob(A /B′), and every 1-cell (h, α) : g → L′∗ ◦ f of A /B′ we have the identity :
(M ′∗ ∗ ϑL
′
f,g(h, α)) ◦ (1Y ,Υ(β) ∗ g) = ϑLM ′∗◦f,M∗◦g((1X , β ∗ f) ◦ (h,M∗ ∗ α)) in A /A.
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Proof. The left-hand side of the stated identity is computed as the composition of the following
oriented squares :
Y
h //
g

④④
9Aα
X
f

✌✌✌✌
BJ
1
X
f

☞☞☞☞
BJ
1
X
B′ A′
L′∗

☞☞☞☞
BJ
εL
′
A′
B′
☞☞☞☞
BJ
1
B′
L′∗ //
☞☞☞☞
BJ
ηL
′
A′
M ′∗ //
L′∗

☞☞☞☞
BJβ
A
L∗

☞☞☞☞
BJ
εL
A
B′ B′ B′
M∗ // B
L∗ // A.
By applying as usual proposition 2.1.9, and the triangular identities for the pair (ηL
′
, εL
′
), we
easily see that the same composition of squares yields as well the right-hand side of the sought
identity : the details are left to the reader. 
2.3.15. Recall that the links of A are the objects of the 2-category 2-Morph(Link(A )) : see
example 2.1.11(i). An oriented square D as in (2.3.8) yields a 1-cell in this 2-category
D(β,M ,M ′) : L ′ → L .
Given a pair of oriented squares D1(β1,M1,M
′
1),D2(β2,M2,M
′
2) : L
′ → L , a 2-cell
(α, α′) : D1 ⇒ D2 is the datum of a pair of 2-cells of the 2-category Link(A )
(2.3.16) α : M1 ⇒ M2 α′ : M ′1 ⇒ M ′2 such that β2 ⊙ (α ∗L ′) = (L ∗ α′)⊙ β1.
Theorem 2.3.17. The rules :
L := (L∗, L
∗, η, ε) 7→ L∗o D 7→ Υ(D)o (α, α′) 7→ (αo, α′o)
for every link L , every oriented square D of Link(A ), and every 2-cell (α, α′) as in (2.3.15)
define a strict pseudo-functor :
ΥA : 2-Morph(Link(A ))
o → 2-Morph(A o).
Proof. The functoriality ofΥ for composition of 1-cells is already clear from proposition 2.3.12.
Let us next check that for every 2-cell (α, α′) : D1 ⇒ D2 as in (2.3.15), the pair (αo, α′o) is a
2-cell Υ(D1)
o ⇒ Υ(D2)o in 2-Morph(A o). We come down to showing the identity
(2.3.18) Υ(β2)
o ⊙ (αo ∗ L′∗o) = (L′∗o ∗ α′)⊙Υ(β1)o.
To this aim, for every X ∈ Ob(A ) let 1X : X → X be the link (1X , 1X , iX , iX) (where iX
is the identity automorphism of 1X); also, for i = 1, 2 let Pi := (Pi∗ : X → Y, P ∗i , ηi, εi) be
a link of A , and τ : P1∗ ⇒ P2∗ a 2-cell of A . We consider the following oriented squares of
Link(A ) and of A o :
Dτ :
X
1X //
P2

✁✁| τ
X
P1

Y
1Y
// Y
Eτ :
Y o
1Y o //
P o2∗

✆✆✆✆~ τo
Y o
P o1∗

Xo
1Xo
// Xo.
With this notation, by applying proposition 2.3.10 it is easily seen that
Υ(Dτ )
o = Eτ
and (2.3.18) is equivalent to the identity :
Υ(D1)
o ⊟ Eα′ = Eα ⊟Υ(D2)
o.
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In view of (2.3.9) and proposition 2.3.12 we are then reduced to checking that
D1 ⊟Dα′ = Dα ⊟D2
which follows immediately from (2.3.16). Lastly, the functoriality of Υ for the two types of
compositions of 2-cells is obvious from the definition. 
2.3.19. Resume the situation of (2.3.8), and notice that the units and counits for M and M ′
do not play any role in the definition ofΥ(β), and neither do the 1-cellsM∗ andM ′∗. This leads
to the following variant of theorem 2.3.17. We replace 2-Morph(Link(A )) by the 2-category
wLink(A )
of weak links in A , whose objects are still the links of A ; for any two links L := (L∗ : A →
B,L∗, ηL , εL ) and L ′ := (L′∗ : A
′ → B′, L′∗, ηL ′, εL ′), the 1-cells L → L ′ are the 1-cells
(M∗,M
′
∗, β) : L∗ → L′∗ of the 2-category 2-Morph(A ), i.e. the oriented squares
D :
A′
L′∗ //
M ′∗

✂✂} β
B′
M∗

A
L∗
// B.
The 2-cells of wLink(A ), and the composition laws for 1-cells and 2-cells are then the same as
for 2-Morph(A ). For any such 1-cell D , we may then define the 2-cell Υ(β) and the oriented
square Υ(D) as in (2.3.8). A direct inspection shows that part (i) of proposition 2.3.12 still
holds for weak links, with the same proof. The proof of part (ii) of proposition 2.3.12 does not
apply to weak links, but we may check the assertion directly. Indeed, consider another 1-cell
P ′ := (P ′∗, P
′∗, ηP
′
, εP
′
)→ P := (P∗, P ∗, ηP , εP) of wLink(A ) :
D ′ :
B′
M∗ //
Q∗

✂✂} α
C ′
Q∗

B
P∗
// C.
Set :
X := εL ∗M ′∗L′∗P ′∗ Y :=L∗P ∗Q∗ ∗ ηP
′
δ := (P∗ ∗ β)⊙ (α ∗ L′∗) α′ := P ∗ ∗ α ∗ P ′∗ β ′ :=L∗ ∗ β ∗ L′∗.
By definition we have :
Υ(D ′ ⊟D) = X⊙(L∗∗εP∗L∗M ′∗L′∗P ′∗)⊙(L∗P ∗∗δ∗L′∗P ′∗)⊙(L∗P ∗Q∗P ′∗∗ηL
′∗P ′∗)⊙Y
Υ(D)Υ(D ′) = X ⊙ ((β ′ ⊙ (L∗M∗ ∗ ηL ′)) ∗ P ′∗)⊙ (L∗ ∗ ((εP ∗M∗P ′∗)⊙ α′))⊙ Y.
Hence we are reduced to checking that
Z := (εP ∗ L∗M ′∗L′∗)⊙ (P ∗∗δ∗L′∗)⊙ (P ∗Q∗P ′∗∗ηL
′
)
equals
Z ′ := ((β ∗ L′∗)⊙ (M∗ ∗ ηL ′))⊙ (εP ∗M∗)⊙ (P ∗ ∗ α).
The latter follows by applying repeatedly remark 2.1.1(i) : the details shall be left to the reader.
With these preliminaries, we may then also repeat the proof of theorem 2.3.17 : summing up,
we obtain a strict pseudo-functor :
Υ : wLink(A )o → 2-Morph(A o)
given by the same rules as for the previously defined one on 2-Morph(Link(A ))o.
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Remark 2.3.20. In the situation of (2.3.8), notice that the base change oriented square Υ(D)
can be regarded as a 1-cell M → M ′ in the 2-category of weak links. By the discussion of
(2.3.19), the oriented squareΥ(Υ(D)) is then well defined. A straightforward computation that
we shall leave to the reader yields the identity :
Υ(Υ(D)) = β†.
2.3.21. Let us consider two 1-cells in the 2-category of weak links in A :
(M ′1∗,M1∗, δ1) : L
′
1 := (L
′
1∗, L
′∗
1 , η
L ′1, εL
′
1)→ L1 := (L1∗, L∗1, ηL1, εL1)
(M ′2∗,M2∗, δ2) : L
′
2 := (L
′
2∗, L
′∗
2 , η
L ′2, εL
′
2)→ L2 := (L2∗, L∗2, ηL2, εL2)
and a diagram of 2-cells :
A′2
L′2∗ //
M ′2∗

❃❃[c
α
B′2
M2∗

❇❇
%
ϕ′
A′1 L′1∗
//
M ′1∗

Q′1∗
ff▼▼▼▼▼▼▼▼▼▼▼▼▼
✁✁| δ1
B′1
M1∗

Q′2∗
88qqqqqqqqqqqqq
⑤⑤z ϕ
A1
L1∗ //
Q1∗
xx♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣
✂✂} β
B1
Q2∗
&&◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
A2
L2∗
// B2
so that α and β are 1-cells L ′1 → L ′2 and L1 → L2 in wLink(A ). We complete the diagram by
adding as well the 2-cell δ2 (the reader should picture this as a cubical diagram whose faces are
oriented by the given 2-cells), and we suppose moreover that the resulting diagram commutes
on 2-cells, i.e. we have :
(δ2  α)⊟ ϕ
′ = ϕ⊟ (β  δ1).
We may then regard α and β as 1-cells of wLink(A ) :
(Q′1∗, Q
′
2∗, α) : L
′
1 → L ′2 (Q1∗, Q2∗, β) : L1 → L2
and the pair (ϕ′, ϕ) as a 2-cell of wLink(A ) :
(ϕ′, ϕ) : (M ′2∗,M2∗, δ2) ◦ (Q′1∗, Q′2∗, α)⇒ (Q1∗, Q2∗, β) ◦ (M ′1∗,M1∗, δ1).
The pseudo-functor Υ of (2.3.19) then yields the 2-cell :
(ϕ′o, ϕo) : Υ(M ′2∗,M2∗, δ2)
o ◦Υ(Q′1∗, Q′2∗, α)o ⇒ Υ(Q1∗, Q2∗, β)o ◦Υ(M ′1∗,M1∗, δ1)o
which in turns translates as the diagram of 2-cells
B′2
M2∗ //
L′∗2

✻✻✻✻

ϕ
B2
L∗2

✾✾✾✾  
Υ(α)
B′1 M1∗
//
L′∗1

Q′2∗
ii❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
✟✟✟✟  Υ(δ1)
B1
L∗1

Q2∗
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
✆✆✆✆~ Υ(β)
A′1
M ′1∗ //
Q′1∗
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
✟✟✟✟
@Hϕ′
A1
Q1∗
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
A′2 M ′2∗
// A2
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completed to a cubical diagram, by adding in the 2-cell Υ(M ′2∗,M2∗, δ2), and commuting again
on 2-cells, i.e. verifying the identity :
(Υ(β)⊟Υ(δ1)) ϕ = ϕ
′  (Υ(δ2)⊟Υ(α)).
Remark 2.3.22. (i) In the situation of (2.3.21), suppose that Υ(α), Υ(β), Υ(δ1), ϕ and ϕ
′ are
invertible 2-cells of A . In this case, we deduce that the same holds for Υ(δ2) ∗Q′2, and if Q′2 is
an equivalence in A , we conclude easily that also Υ(δ2) is an invertible 2-cell.
(ii) For instance, consider the case where L1∗ = L2∗, L
′
1∗ = L
′
2∗, M1∗ = M2∗, M
′
1∗ = M
′
2∗
and where all the 1-cells Q1∗, Q2∗, Q
′
1∗, Q
′
2∗ and all the 2-cells α, β, ϕ and ϕ
′ are identities (and
then δ1 = δ2). In this case, applying (i) we conclude that Υ(δ1 : L ′1 → L1) is invertible if and
only if the same holds for Υ(δ2 : L ′2 → L2).
(iii) We may also consider the variant where we invert the orientation of the 2-cells ϕ and ϕ′
(and keep unchanged the others); then the commutativity on 2-cells becomes the condition :
ϕ⊟ (δ2  α) = (β  δ1)⊟ ϕ
′
so that the pair (ϕ, ϕ′) can be regarded as a 1-cell of wLink(A ) as in the foregoing, but with
reversed direction. After applying Υ, we deduce the identity
ϕ′  (Υ(β)⊟Υ(δ1)) = (Υ(δ2)⊟Υ(α)) ϕ.
Especially, (i) applies verbatim to this variant as well.
2.3.23. Lastly, let A and B be two 2-categories, and ϕ : A → B a pseudo-functor with
coherence constraints (δ•, γ•). Then ϕ induces a pseudo-functor :
Link(ϕ) : Link(A )→ Link(B) A 7→ ϕA
that assigns to every link L := (F,G, ηL , εL ) : A→ B of A the datum
ϕ(L ) := (ϕF, ϕG, ηϕ(L ), εϕ(L ))
where ηϕ(L ) and εϕ(L ) are the unique 2-cells that make commute the diagrams
1ϕB
ηϕ(L ) +3
δB

ϕF ◦ ϕG
γF,G

ϕG ◦ ϕF εϕ(L ) +3
γG,F

1ϕA
δA

ϕ1B
ϕ(ηL )
+3 ϕ(F ◦G) ϕ(G ◦ F ) ϕ(ε
L )
+3 ϕ1A.
We leave to the reader the verification that ϕ(L ) is indeed a link ϕA → ϕB in B. To every
transformation of links β : L ⇒ L ′, the pseudo-functor Link(ϕ) assigns the transformation
ϕ(β) : ϕ(L ) ⇒ ϕ(L ′). The associativity constraint of Link(ϕ) assigns to every composable
pair of morphisms of links L := (F,G, ηL , εL ) : A→ B, L ′ := (F ′, G′, ηL ′ , εL ′) : B → C
the 2-cell γ∗L ,L ′ := γF,F ′ : ϕ(L
′) ◦ ϕ(L ) ⇒ ϕ(L ′ ◦ L ). Likewise, the unit constraint of
Link(ϕ) assigns to every object A of A the 2-cell δ∗A := δA.
Proposition 2.3.24. In the situation of (2.3.23), the following diagram commutes :
2-Morph(Link(A ))o
ΥA //
2-Morph(Link(ϕ))o

2-Morph(A o)
2-Morph(ϕo)

2-Morph(Link(B))o
ΥB // 2-Morph(Bo).
Proof. The commutativity on objects and 2-cells of 2-Morph(Link(A ))o is immediate from the
definition. To check commutativity on 1-cells, consider a diagram D as in (2.3.8); we come
down to verifying that the 2-cell of B :
X := (εϕ(L ) ∗ ϕM ′∗ϕL′∗)⊙ (ϕL∗ ∗ (γ−1M ′∗,L∗ ⊙ ϕ(β)⊙ γL′∗,M∗) ∗ ϕL
′∗)⊙ (ϕL∗ϕM∗ ∗ ηϕ(L ′))
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equals the 2-cell :
Y := γ−1M ′∗,L′∗ ⊙ ϕ((ε
L ∗M ′∗L′∗)⊙ (L∗ ∗ β ∗ L′∗)⊙ (L∗M∗ ∗ ηL
′
))⊙ γL∗,M∗.
To this aim, set
Z := ((δ−1A ⊙ ϕ(εL )⊙ γL∗,L∗) ∗ ϕM ′∗)⊙ (ϕL∗ ∗ γ−1M ′∗,L∗)
Z ′ := (γL′∗,M∗ ∗ ϕL′∗)⊙ (ϕM∗ ∗ (γ−1L′∗,L′∗ ⊙ ϕ(η
L ′)⊙ δB′))
so that X = (Z ∗ ϕL′∗)⊙X ′ ⊙ (ϕL∗ ∗ Z ′), withX ′ := ϕL∗ ∗ ϕ(β) ∗ ϕL′∗. We compute :
Z = γ1A,M ′∗ ⊙ (ϕ(εL ) ∗ ϕM ′∗)⊙ (γL∗,L∗ ∗ ϕM ′∗)⊙ (ϕL∗ ∗ γ−1M ′∗,L∗)
= γ1A,M ′∗ ⊙ (ϕ(εL ) ∗ ϕM ′∗)⊙ γ−1L∗L∗,M ′∗ ⊙ γL∗,L∗M ′∗
=ϕ(εL ∗M ′∗)⊙ γL∗,L∗M ′∗
Z ′ =(γL′∗,M∗ ∗ ϕL′∗)⊙ (ϕM∗ ∗ γ−1L′∗,L′∗)⊙ (ϕM∗ ∗ ϕ(η
L ′))⊙ γ−1M∗,1B
= γ−1M∗L′∗,L′∗ ⊙ γM∗,L′∗L′∗ ⊙ (ϕM∗ ∗ ϕ(η
L ′))⊙ γ−1M∗,1B
=γ−1M∗L′∗,L′∗ ⊙ ϕ(M∗ ∗ η
L ′).
On the other hand, we have :
γ−1M ′∗,L′∗ ⊙ ϕ(ε
L ∗M ′∗L′∗) = (ϕ(εL ∗M ′∗) ∗ ϕL′∗)⊙ γ−1L∗L∗M ′∗,L′∗
ϕ(L∗M∗ ∗ ηL ′)⊙ γL∗,M∗ = γL∗,M∗L′∗L′∗ ⊙ (ϕL∗ ∗ ϕ(M∗ ∗ ηL
′
))
so we are reduced to showing the identity :
(γL∗,L∗M ′∗ ∗ ϕL′∗)⊙X ′ ⊙ (ϕL∗ ∗ γ−1M∗L′∗,L′∗) = γ
−1
L∗L∗M ′∗,L
′∗ ⊙ ϕ(L∗ ∗ β ∗ L′∗)⊙ γL∗,M∗L′∗L′∗ .
The latter is the same as the identity : γL∗,L∗M ′∗,L′∗⊙X ′ = ϕ(L∗ ∗β ∗L′∗)⊙γL∗,M∗L′∗,L′∗ , which
holds by virtue of remark 2.1.17(iii). 
2.3.25. We conclude with a further construction derived from the formalism of base change,
that shall help us in the following section. First, to every 2-category A we attach the 2-category
Equiv(A )
defined as the sub-2-category of 2-Morph(A ) whose objects are the equivalences in A (see
definition 2.1.3(iii)); for any two equivalences f : X → Y and f ′ : X ′ → Y ′ in A , the 1-cells
f → f ′ in Equiv(A ) are the essentially commutative oriented squares :
(2.3.26)
X
f //
g′

✂✂✂✂} β
Y
g

X ′
f ′
// Y ′
and the 2-cells between such 1-cells are as in 2-Morph(A ). We define a pseudo-functor
L : Equiv(A )→ wLink(A )
as follows. For any (f : X → Y ) ∈ Ob(Equiv(A )) we choose a quasi-inverse f † : Y → X
(see definition 2.1.3(iii)) and the unit ηf and counit εf of an adjunction for (f †, f), and we set
L(f) := (f †, f, ηf , εf) ∈ Ob(wLink(A )).
Then every 1-cell (g, g′, β) : f → f ′ as in (2.3.26) yields a 1-cell L(f) → L(f ′) in wLink(A )
which we denote L(g, g′, β); likewise, L is the identity on 2-cells. Then of course the coherence
constraints of L are given by identities, but L is not necessarily strict, since we do not necessarily
have (g ◦ f)† = f † ◦ g† for every f, g ∈ Ob(Equiv(A )).
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2.3.27. Moreover, we have a natural strict isomorphism of 2-categories :
Equiv(A )
∼→ Equiv(A o)o.
Namely, to every equivalence f : X → Y of A we assign the equivalence f o : Y o → Xo of
A o, and to every 1-cell (2.3.26) we assign the following 1-cell f ′o → f o of Equiv(A o)o :
Y ′o
f ′o //
go

✎✎✎✎ (βo)−1
X ′o
g′o

Y o
fo
// Xo.
Lastly, let (h, h′, β ′) : f → f ′ be another 1-cell of Equiv(A ), and (α1, α2) : (g, g′, β) ⇒
(h, h′, β ′) any 2-cell; recall that the latter is a pair of 2-cells α1 : g
′ ⇒ h′ and α2 : g ⇒ h of A
such that α1 ⊙ β = β ′ ⊙ α2. Then our strict isomorphism assigns to (α1, α2) the pair (αo2, αo1),
which is easily seen to be a 2-cell (g′o, go, (βo)−1)⇒ (h′o, ho, (β ′o)−1) of Equiv(A o)o.
Next, by composing the pseudo-functors L of (2.3.25) and Υ of (2.3.19) we get a pseudo-
functor Υo ◦ L : Equiv(A ) → 2-Morph(A o)o, and taking into account remark 2.3.11 we see
that Υo ◦ L factors through the inclusion strict pseudo-functor Equiv(A o)o → 2-Morph(A o)o.
Therefore, we can further compose with the foregoing isomorphism to deduce a pseudo-functor
Υ˜ : Equiv(A )→ Equiv(A ) f 7→ f † (g, g′, β) 7→ Υ(g, g′, β)−1.
2.4. Adjunctions in 2-categories. We begin by introducing two constructions that will often
allow us to reduce the proof of assertions concerning general pseudo-functors, to the special
case of strict, or at least unital pseudo-functors, in the sense of definition 2.4.1.
Definition 2.4.1. Let A and B be two 2-categories, and F : A → B a pseudo-functor with
coherence constraint (δF• , γ
F
••). We say that F is unital if F1A = 1FA and δ
F
A = iFA for every
A ∈ Ob(A ). Since the component δF• is determined by the these conditions, we shall usually
say that the coherence constraint of a unital pseudo-functor F is the component γF••.
Remark 2.4.2. Let F : A → B be a unital pseudo-functor with coherence constraint γF .
(i) Directly from the composition axiom we see that for every pair of 1-cells A
f−→ B g−→ C
of A , the 2-cell γFf,g equals 1Fg if f = 1A, and equals 1Ff if g = 1B .
(ii) Let G : A → B be another unital pseudo-functor, and α : F ⇒ G any pseudo-natural
transformation with coherence constraint τ . From the first coherence axiom for α it is clear that
τ1A = 1αA for every A ∈ Ob(A ).
Proposition 2.4.3. For every pseudo-functor F : A → B there exists a unital pseudo-functor
F u : A → B with a pseudo-natural isomorphism F ∼→ F u.
Proof. Let (δF , γF ) be the coherence constraint of F ; for every 1-cell f : A → B of A , we
define the 2-cell of B
ωf :=
{
1Ff if f 6= 1A
δFA if f = 1A
F uf ⇒ Ff.
We shall show more precisely, that there exists a unique well-defined unital pseudo-functor
F u : A → B with coherence constraint γFu such that :
• F uA = FA for every A ∈ Ob(A )
• F uf = Ff for every A,B ∈ Ob(A ) every 1-cell f : A→ B such that f 6= 1A
• for every pair of 1-cells A f−→ B g−→ C of A we have
γF
u
f,g = ω
−1
g◦f ⊙ γFf,g ⊙ (ωg ∗ ωf )
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• for every pair of 1-cells f, f ′ : A→ B of A and every 2-cell β : f ⇒ f ′, we have
F uβ = ω−1f ′ ⊙ Fβ ⊙ ωf .
Indeed, the uniqueness of such F u is obvious; it is also clear that for every A,B ∈ Ob(A ) the
stated rules yield a well-defined functor F uAB : A (A,B) → B(F uA, F uB). For the naturality
of γF
u
consider 1-cells f, f ′ : A → B and g, g′ : B → C in A and 2-cells β1 : f ⇒ f ′ and
β2 : g ⇒ g′; we notice that
F uβ2 ∗ F uβ1 = (ω−1g′ ⊙ Fβ2 ⊙ ωg) ∗ (ω−1f ′ ⊙ Fβ1 ⊙ ωf)
= (ω−1g′ ∗ ω−1f ′ )⊙ (Fβ2 ∗ Fβ1)⊙ (ωg ∗ ωf)
whence
F u(β2 ∗ β1)⊙ γFuf,g =ω−1g′◦f ′ ⊙ F (β2 ∗ β1)⊙ γFf,g ⊙ (ωg ∗ ωf)
=ω−1g′◦f ′ ⊙ γFf ′,g′ ⊙ (Fβ2 ∗ Fβ1)⊙ (ωg ∗ ωf)
= γF
u
f ′,g′ ⊙ (F uβ2 ∗ F uβ1)
which is the contention, by remark 2.1.17(ii). Next, let us check the composition axiom for
γF
u
; we consider three 1-cells A
f−→ B g−→ C h−→ D of A , and we need to show the identity
X := γF
u
f,h◦g ⊙ (γF
u
g,h ∗ F uf) = Y := γF
u
g◦f,h ⊙ (F uh ∗ γF
u
f,g ).
We compute, on the one hand :
X =ω−1h◦g◦f ⊙ γFf,h◦g ⊙ (ωh◦g ⊙ ωf)⊙ ((ω−1h◦g ⊙ γFg,h ∗ (ωh ∗ ωg)) ∗ F uf)
=ω−1h◦g◦f ⊙ γFf,h◦g ⊙ (ωh◦g ∗ ωf)⊙ (ω−1h◦g ∗ F uf)⊙ ((γFg,h ⊙ (ωh ∗ ωg)) ∗ F uf)
=ω−1h◦g◦f ⊙ γFf,h◦g ⊙ (F (h ◦ g) ∗ ωf)⊙ ((γFg,h ⊙ (ωh ∗ ωg)) ∗ F uf)
=ω−1h◦g◦f ⊙ γFf,h◦g ⊙ (F (h ◦ g) ∗ ωf)⊙ (γFg,h ∗ F uf)⊙ (ωh ∗ ωg ∗ F uf)
=ω−1h◦g◦f ⊙ γFf,h◦g ⊙ (γFg,h ∗ Ff)⊙ (Fh ∗ Fg ∗ ωf)⊙ (ωh ∗ ωg ∗ F uf)
=ω−1h◦g◦f ⊙ γFf,h◦g ⊙ (γFg,h ∗ Ff)⊙ (ωh ∗ ωg ∗ ωf)
=ω−1h◦g◦f ⊙ γFg◦f,h ⊙ (Fh ∗ γFf,g)⊙ (ωh ∗ ωg ∗ ωf )
and on the other hand :
Y =ω−1h◦g◦f ⊙ γFg◦f,h ⊙ (ωh ∗ ωg◦f)⊙ (F uh ∗ (ω−1g◦f ⊙ γFf,g ⊙ (ωg ∗ ωf)))
=ω−1h◦g◦f ⊙ γFg◦f,h ⊙ (ωh ∗ ωg◦f)⊙ (F uh ∗ ω−1g◦f)⊙ (F uh ∗ (γFf,g ⊙ (ωg ∗ ωf)))
=ω−1h◦g◦f ⊙ γFg◦f,h ⊙ (ωh ∗ F (g ◦ f))⊙ (F uh ∗ γFf,g)⊙ (F uh ∗ ωg ∗ ωf)
=ω−1h◦g◦f ⊙ γFg◦f,h ⊙ (Fh ∗ γFf,g)⊙ (ωh ∗ Fg ∗ Fh)⊙ (F uh ∗ ωg ∗ ωf)
=ω−1h◦g◦f ⊙ γFg◦f,h ⊙ (Fh ∗ γFf,g)⊙ (ωh ∗ ωg ∗ ωf)
whence the contention. Lastly, the unit axiom can be verified by a simple inspection.
The sought pseudo-isomorphism is given by the rule that assigns αA := 1FA : FA → F uA
to every A ∈ Ob(A ), and the oriented square
FA
αA //
Ff

✞✞✞✞ ωf
F uA
Fuf

FB αB
// F uB
to every 1-cell f : A→ B of A .
The naturality of ωf and the coherence axioms follow by a simple inspection. 
FOUNDATIONS FOR ALMOST RING THEORY 109
Remark 2.4.4. (i) For any two 2-categories A and B, let us denote by
uniPsFun(A ,B)
the sub-2-category of PsFun(A ,B) whose objects are the unital pseudo-functors A → B,
and whose Hom-categories are given by the categories PsNat(F,G), for any two such unital
pseudo-functors F,G. For every pseudo-functor F : A → B, let also αF : F ∼→ F u be
the pseudo-natural isomorphism furnished by proposition 2.4.3. It is easily seen that the rules
F 7→ F u for every pseudo-functor F : A → B, (β : F ⇒ G) 7→ βu := αG ⊙ β ⊙ (αF )−1 for
every pseudo-natural transformation β, and (Ξ : β  β ′) 7→ Ξu := αG ∗ Ξ ∗ (αF )−1 for every
modification Ξ, define a strict 2-equivalence of 2-categories
(−)u : PsFun(A ,B) ∼→ uniPsFun(A ,B)
(details left to the reader). Likewise, if i : uniPsFun(A ,B) → PsFun(A ,B) denotes the
inclusion strict pseudo-functor, the rule : F 7→ αF for every pseudo-functor F : A → B
yields a strict pseudo-natural isomorphism of strict pseudo-functors :
(2.4.5) 1PsFun(A ,B)
∼→ i ◦ (−)u.
(ii) Let F : A → B andG : B → C be two pseudo-functors, αF : F ∼→ F u, αG : G ∼→ Gu,
αG◦F : G ◦ F ∼→ (G ◦ F )u the corresponding pseudo-natural isomorphisms as in (i). Since αF
and αG are not strict, we have distinct pseudo-natural isomorphisms
(αG ∗ F u)⊙ (G ∗ αF ), (Gu ∗ αF )⊙ (αG ∗ F ) : G ◦ F ∼→ Gu ◦ F u
that are related by an invertible modification (see example 2.2.15(ii)). By composing with
(αG◦F )−1, we get therefore two pseudo-natural isomorphisms of unital pseudo-functors
(G ◦ F )u ∼→ Gu ◦ F u
but in general these pseudo-functors are different.
Proposition 2.4.6. For every pseudo-functor F : A → B there exist :
(a) A 2-category A F and strict pseudo-functors A
πF←− A F F ♭−→ B.
(b) With an isomorphism of pseudo-functors ωF : F ◦ πF ∼→ F ♭.
(c) A pseudo-functor σF : A → A F such that :
πF ◦ σF = 1A F ♭ ◦ σF = F ωF ∗ σF = 1F .
(d) A pseudo-natural equivalence µF : σF ◦ πF ∼→ 1A F .
Proof. We let A F be the 2-category with Ob(A F ) = Ob(A ), and whose 1-cells
(f, g, λ) : X → Y for everyX, Y ∈ Ob(A )
are all the data consisting of a 1-cell f : X → Y of A , a 1-cell g : FX → FY of B, and an
invertible 2-cell λ : g
∼→ Ff . Given two such 1-cells (f, g, λ), (f ′, g′, λ′) : X → Y , the 2-cells
(f, g, λ)⇒ (f ′, g′, λ′)
are the pairs (α, β) where α : f ⇒ f ′ (resp. β : g ⇒ g′) is a 2-cell of A (resp. of B), such that
λ′ ⊙ β = Fα⊙ λ.
The composition of two 1-cells X
(f1,g1,λ1)−−−−−→ Y (f2,g2,λ2)−−−−−→ Z is the 1-cell
(f2, g2, λ2) ◦ (f1, g1, λ1) := (f2 ◦ f1, g2 ◦ g1, γFf1,f2 ⊙ (λ2 ∗ λ1))
where (δF , γF ) denotes the coherence constraint of the pseudo-functor F . The associativity of
this composition law follows easily from the composition axiom for γF : the details are left
to the reader. Especially, for every X ∈ Ob(A ) the triple (1X , 1FX , δFX) is the identity 1-cell
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of X in A F . Given three 1-cells (f, g, λ), (f ′, g′, λ′), (f ′′, g′′, λ′′) : X → Y , and two 2-cells
(α, β) : (f, g, λ)⇒ (f ′, g′, λ′) and (α′, β ′) : (f ′, g′, λ′)⇒ (f ′′, g′′, λ′′), we let
(α′, β ′)⊙ (α, β) := (α′ ⊙ α, β ′ ⊙ β)
which is a well defined 2-cell (f, g, λ)⇒ (f ′′, g′′, λ′′). Lastly, if (f1, g1, λ1), (f ′1, g′1, λ′1) : X →
Y and (f2, g2, λ2), (f
′
2, g
′
2, λ
′
2) : Y → Z are four given 1-cells, and (α1, β1) : (f1, g1, λ1) ⇒
(f ′1, g
′
1, λ
′
1), (α2, β2) : (f2, g2, λ2)⇒ (f ′2, g′2, λ′2) are two 2-cells, we set :
(α2, β2) ∗ (α1, β1) := (α2 ∗ α1, β2 ∗ β1)
which is a well defined 2-cell (f2, g2, λ2) ◦ (f1, g1, λ1) ⇒ (f ′2, g′2, λ′2) ◦ (f ′1, g′1, λ′1). The asso-
ciativity of these two composition laws are obvious, and it is then easily seen that A F is a well
defined 2-category with such laws for 1-cells and 2-cells : the details are left to the reader.
The sought strict pseudo-functors F ♭ and πF are given by the rules :
F ♭X := FX πFX := X for everyX ∈ Ob(A F )
F ♭(f, g, λ) := g πF (f, g, λ) := f for every 1-cell (f, g, λ)
F ♭(α, β) := β πF (α, β) := α for every 2-cell (α, β).
The isomorphism ωF is given by the rule : X 7→ 1FX for every X ∈ Ob(A F ), and its coher-
ence costraint assigns to every 1-cell (f, g, λ) : X → Y the oriented square
FX
Ff

✝✝✝✝ λ
FX
g

FY FY.
Next, the pseudo-functor σF is given by the rules :
X 7→ X f 7→ (f, Ff, 1Ff) α 7→ (α, Fα)
for every X ∈ Ob(A ), every 1-cell f , and every 2-cell α of A . The coherence constraints of
σF are given by the rules :
X 7→ (iX , δFX) (f, f ′) 7→ (1f ′◦f , γFf,f ′)
for every X ∈ Ob(A ) and every composable pair of 1-cells (f, f ′) of A . The required coher-
ence axioms are easily verified, and the desired identities as in (c) follow straightforwardly : de-
tails left to the reader. Lastly, we define µFX := 1σFX = (1X , 1FX , δ
F
X) for everyX ∈ Ob(A F ).
For every 1-cell (f, g, λ) : X → Y of A F , notice that σF ◦ πF (f, g, λ) = (f, Ff, 1Ff); then
the coherence constraint of µF assigns to (f, g, λ) the oriented square in A F :
X
(1X ,1FX ,δ
F
X) //
(f,Ff,1Ff)

✏✏✏✏ (1f ,λ)
X
(f,g,λ)

Y
(1Y ,1FY ,δ
F
Y )
// Y.
A little diagram chase that we leave to the reader shows that these rules yield the sought pseudo-
natural equivalence. 
Proposition 2.4.7. (i) Let A ,B be two 2-categories, F : A → B and G : B → A two
pseudo-functors. Then there exist :
(a) Two 2-categories A F,G and BG,F , and a diagram of strict pseudo-functors :
A A F,G
F ♭ //πF,Goo BG,F
G♭
oo
πG,F // B.
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(b) With two isomorphisms of pseudo-functors :
ωF,G : F ◦ πF,G ∼→ πG,F ◦ F ♭ and ωG,F : G ◦ πG,F ∼→ πF,G ◦G♭.
(c) Two pseudo-functors σF,G : A → A F,G and σG,F : B → BG,F such that :
πF,G ◦ σF,G = 1A F ♭ ◦ σF,G = σG,F ◦ F ωF,G ∗ σF,G = 1F
πG,F ◦ σG,F = 1B G♭ ◦ σG,F = σF,G ◦G ωG,F ∗ σG,F = 1G.
(d) With two isomorphisms of pseudo-functors :
ψF,G : σF,G ◦ πF,G ∼→ 1A F,G and ψG,F : σG,F ◦ πG,F ∼→ 1BG,F
(ii) Suppose moreover that F and G are unital. Then we have as well :
G♭ ∗ ψG,F = (ψF,G ∗G♭)⊙ (σF,G ∗ ωG,F ) F ♭ ∗ ψF,G = (ψG,F ∗ F ♭)⊙ (σG,F ∗ ωF,G).
Proof. (i): To begin with, for every k, n ∈ N let us set :
H2k := G H2k+1 := F K0 := 1A Kn+1 := Hn+1 ◦Hn−1 ◦ · · · ◦H1.
Then we let A F,G be the 2-category with Ob(A F,G) = Ob(A ), and whose 1-cells
(f•, λ•) : X → Y for everyX, Y ∈ Ob(A )
are all the systems of 1-cells (fn : KnX → KnY | n ∈ N), and of invertible 2-cells (λn :
fn+1
∼→ Hn+1fn | n ∈ N). Given such 1-cells (f•, λ•), (f ′•, λ′•) : X → Y , the 2-cells
α• : (f•, λ•)⇒ (f ′•, λ′•)
are the systems of 2-cells (αn : fn → f ′n | k ∈ N) such that :
(2.4.8) Hn+1(αn)⊙ λn = λ′n ⊙ αn+1 for every n ∈ N.
The composition of two 1-cells X
(f1,•,λ1,•)−−−−−→ Y (f2,•,λ2,•)−−−−−→ Z is the 1-cell
(f2,•, λ1,•) ◦ (f1,•, λ1,•) := (f2,n ◦ f1,n, γHn+1f1,n,f2,n ⊙ (λ2,n ∗ λ1,n) | n ∈ N)
where (δHn, γHn) denotes the coherence constraint of the pseudo-functorHn, for every n ∈ N.
Just as in the proof of proposition 2.4.6, the associativity of this rule follows easily from the
composition axioms for γHn , and for everyX ∈ Ob(A ), the identity 1-cell ofX in A F,G is the
datum 1
F,G
X := (1KnX , δ
Hn+1
KnX
| n ∈ N). Given three 1-cells (f•, λ•), (f ′•, λ′•), (f ′′• , λ′′•) : X → Y ,
and two 2-cells α• : (f•, λ•)⇒ (f ′•, λ′•) and α′• : (f ′•, λ′•)⇒ (f ′′• , λ′′•), we let
α′• ⊙ α• := (α′n ⊙ αn | n ∈ N)
which is a well defined 2-cell (f•, λ•) ⇒ (f ′′• , λ′′•). Lastly, if (f1,•, λ1,•), (f ′1,•, λ′1,•) : X → Y
and (f2,•, λ2,•), (f
′
2,•, λ
′
2,•) : Y → Z are four given 1-cells, and α1,• : (f1,•, λ1,•)⇒ (f ′1,•, λ′1,•),
α2,• : (f2,•, λ2,•)⇒ (f ′2,•, λ′2,•) are two 2-cells, we set :
α2,• ∗ α1,• := (α2,n ∗ α1,n | n ∈ N)
which is a well defined 2-cell (f2,•, λ2,•) ◦ (f1,•, λ1,•) ⇒ (f ′2,•, λ′2,•) ◦ (f ′1,•, λ′1,•). The associa-
tivity of these two composition laws are obvious, and it is then easily seen that A F,G is a well
defined 2-category with such laws for 1-cells and 2-cells : the details are left to the reader.
We define BG,F by exactly the same rules, after swapping A and F with respectively B and
G. Then the sought strict pseudo-functors F ♭ and πF,G are given by the rules :
F ♭X := FX πF,GX := X for every X ∈ Ob(A F,G)
F ♭(f•, λ•) := (fn+1, λn+1 | n ∈ N) πF,G(f•, λ•) := f0 for every 1-cell (f•, λ•)
F ♭(α•) := (αn+1 | n ∈ N) πF,G(α•) := α0 for every 2-cell α•
112 OFER GABBER AND LORENZO RAMERO
and again, G♭ and πG,F are defined by the same rules, after swapping F and G.
The isomorphism ωF,G is given by the rule : X 7→ 1FX for every X ∈ Ob(A F ), and its
coherence costraint assigns to every 1-cell (f•, λ•) : X → Y the oriented square
FX
Ff0

✝✝✝✝ λ0
FX
f1

FY FY.
Lastly, the pseudo-functor σF,G is given by the rules :
X 7→ X f 7→ (Knf, 1Kn+1f | n ∈ N) α 7→ (Knα | n ∈ N)
for everyX ∈ Ob(A ), every 1-cell f , and every 2-cell α ofA . For every n ∈ N, let (δKn, γKn)
be the coherence constraint ofKn; the coherence constraint of σ
F,G is given by the rules :
X 7→ (δKnX | n ∈ N) (f, f ′) 7→ (γKnf,f ′ | n ∈ N)
for every X ∈ Ob(A ) and every composable pair of 1-cells (f, f ′) of A , where H . The
required coherence axioms are verified as in the proof of the corresponding assertions of the
proposition 2.4.6, and shall again be left to the reader. Likewise, one defines ωG,F and σG,F by
the same rules, after swapping the roles of F and G. Then the desired identities in (c) follow
straightforwardly. It remains to exhibit an isomorphism of pseudo-functorsψF,G : σF,G◦πF,G ∼→
1A F,G . To this aim, notice that σ
F,G ◦ πF,G is given by the rules :
X 7→ X (f•, λ•) 7→ (Knf0, 1Kn+1f0 | n ∈ N) α• 7→ (Knα0 | n ∈ N)
for every object X , every 1-cell (f•, λ•) and every 2-cell α• of A
F,G; then we let ψF,GX := 1
F,G
X
for every suchX , and to every such (f•, λ•) we attach the coherence constraint
τψ
F,G
(f•,λ•),•
: (f•, λ•)→ (Knf0, 1Kn+1f0 | n ∈ N)
defined inductively by the rules :
τψ
F,G
(f•,λ•),0
:= 1f0 τ
ψF,G
(f•,λ•),n+1
:= Hn+1(τ
ψF,G
(f•,λ•),n
)⊙ λn for every n ∈ N.
The coherence axioms for τψ amount to the identities :
τψ
F,G
1
F,G
X ,n
= δKnX
An := γ
Kn
f0,f ′0
⊙ (τψF,G(f ′•,λ′•),n ∗ τ
ψF,G
(f•,λ•),n
) = Bn := τ
ψF,G
(f ′′• ,λ
′′
• ),n
for every n ∈ N
for every object X of A and every composable pair of 1-cells (f•, λ•) and (f ′•, λ
′
•), with
(f ′′• , λ
′′
•) := (f
′
•, λ
′
•) ◦ (f•, λ•). The first identity is checked easily by induction on n, recall-
ing that δ
Kn+1
X = Hn+1(δ
Kn
X ) ⊙ δHn+1KnX for every n ∈ N. The second identity is obvious for
n = 0. Suppose then that the second identity is known for some n ∈ N; we compute :
An+1 = Hn+1(γ
Kn
f0,f ′0
)⊙ γHn+1Knf0,Knf ′0 ⊙ ((Hn+1(τ
ψ
(f ′•,λ
′
•),n
)⊙ λ′n) ∗ (Hn+1(τψ(f•,λ•),n)⊙ λn))
= Hn+1(γ
Kn
f0,f ′0
)⊙ γHn+1Knf0,Knf ′0 ⊙ (Hn+1(τ
ψ
(f ′•,λ
′
•),n
) ∗Hn+1(τψ(f•,λ•),n))⊙ (λ′n ∗ λn)
= Hn+1(γ
Kn
f0,f ′0
)⊙Hn+1(τψ(f ′•,λ′•),n ∗ τ
ψ
(f•,λ•),n
)⊙ γHn+1f0,f ′0 ⊙ (λ
′
n ∗ λn)
= Hn+1(An)⊙ λ′′n
= Hn+1(Bn)⊙ λ′′n
= Bn+1
where the first equality follows after recalling that γ
Kn+1
f0,f ′0
= Hn+1(γ
Kn
f0,f ′0
) ⊙ γHn+1Knf0,Knf ′0 . The
same rules yield, mutatis mutandis, the sought isomorphism ψG,F : σG,F ◦ πG,F ∼→ 1BG,F .
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(ii): Let us set as well :
H ′2k := F H
′
2k+1 := G K
′
0 := 1B K
′
n+1 := H
′
n+1 ◦H ′n−1 ◦ · · · ◦H ′1.
With this notation, since F are unital, we have :
(G♭ ∗ ψG,F )X = G♭(1G,FX ) = (1K ′n+1X , iK ′n+2X | n ∈ N)
(ψF,G ∗G♭)X = ψF,GGX = (1KnGX , iKn+1GX | n ∈ N)
(σF,G ∗ ωG,F )X = σF,GGX = (1KnGX , iKn+1GX | n ∈ N).
Noticing that K ′n+2 = Kn+1G and γ
Hn+1
1KnGX ,1KnGX
= δ
Hn+1
KnGX
= iKnGX , we deduce :
(ψF,G ∗G♭)X ◦(σF,G∗ωG,F )X = (G♭ ∗ ψG,F )X for everyX ∈ Ob(BG,F ).
Next, the coherence constraint of σF,G ∗ ωG,F is given by the rule :
(X
(f•,λ•)−−−−→ Y ) 7→ ((γKnGf0,1GY )−1 ⊙Knλ0 ⊙ γKn1GX ,f1 | n ∈N) = (Knλ0 | n ∈N)
whereas the ones of ψF,G ∗G♭ and respectively G♭ ∗ ψG,F are defined by the rules :
(f•, λ•) 7→ (τψF,G(fn+1,λn+1 | n∈N),n | n ∈ N) (f•, λ•) 7→ (τ
ψG,F
(f•,λ•),n+1
| n ∈ N).
Hence we are reduced to showing that
Knλ0 ⊙ τψ
F,G
(fn+1,λn+1 | n∈N),n
= τψ
G,F
(f•,λ•),n+1
for every n ∈ N.
The latter follows by an easy induction on n : details left to the reader. 
Definition 2.4.9. Let A , B be two 2-categories, and F, F ′ : A → B two pseudo-functors.
(i) We say that a pseudo-natural transformation F ⇒ F ′ is a pseudo-natural equivalence if
it is an equivalence in the 2-category PsFun(A ,B) (in the sense of definition 2.1.3(iii)).
(ii) We say that F is fully faithful (resp. strongly faithful) if for every A,A′ ∈ Ob(A ),
the functor FAA′ : A (A,A′) → B(FA, FA′) is an equivalence (resp. is an isomorphism of
categories).
(iii) We say that A is a full sub-2-category (resp. a strong sub-2-category) of B, if it is a
sub-2-category and the inclusion pseudo-functor A → B is fully (resp. strongly) faithful.
(iv) We say that F is a 2-equivalence (resp. a strong 2-equivalence) from A to B if it is
fully faithful (resp. strongly faithful), and for every B ∈ Ob(B) there exists A ∈ Ob(A ) with
an equivalence (resp. an isomorphism) FA→ B.
Remark 2.4.10. Consider a square diagram of 2-categories and pseudo-functors
D :
A
F //
H

B
G

C
K // D .
We shall say that D is essentially commutative (resp. pseudo-commutative) if there exists an
isomorphism of pseudo-functors (resp. a pseudo-natural equivalence) α : G ◦ F ⇒ K ◦ H .
Even though the set of (small) 2-categories does not form a 2-category, the datum (D , α) is
a type of oriented square analogous to those contemplated in (2.1.5). Especially, two such
data (D , α) and (D ′, α′) can be composed if they share a side, in exactly the same way as
for usual oriented square. Then, it is clear that a horizontal or vertical composition of essen-
tially commutative (resp. pseudo-commutative) squares is again essentially commutative (resp.
pseudo-commutative). On the other hand, the discussion of remark 2.2.5(iv,v) shows that the
identities of proposition 2.1.9 hold only up to isomorphism of pseudo-natural transformations,
i.e. up to invertible modifications.
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Lemma 2.4.11. Let A ,B be two 2-categories, F : A → B a pseudo-functor, and f : A→ B
a 1-cell in A . We have :
(i) If f admits a right adjoint g, then Ff admits the right adjoint Fg.
(ii) If f is an equivalence in A , then Ff is an equivalence in B, and if g is a quasi-inverse
for f , then Fg is a quasi-inverse for Ff .
(iii) If F is fully faithful, then f is an equivalence if and only if Ff is an equivalence in B.
Proof. (i): Indeed, let ε : f ◦g ⇒ 1B and η : 1A ⇒ g ◦f be the unit and counit of an adjunction
for the pair (f, g). We consider the 2-cells
ε′ := δF −1B ⊙ F (ε)⊙ γFg,f : Ff ◦ Fg ⇒ 1FB η′ := γF −1f,g ⊙ F (η)⊙ δFA : 1FA ⇒ Fg ◦ Ff
and we compute :
(Fg ∗ Fε′)⊙(Fη′ ∗ Fg) = (Fg ∗ δFB)−1⊙(Fg ∗ Fε)⊙γF −1f◦g,g⊙γFg,g◦f⊙(Fη ∗ Fg)⊙(δFA ∗ Fg)
= (Fg ∗ δFB)−1 ⊙ γF −11B,g ⊙ F (g ∗ ε)⊙ F (η ∗ g)⊙ γFg,1B ⊙ (δFA ∗ Fg)
= 1Fg.
Likewise we check that (Fε ∗ Ff)⊙ (Ff ∗ Fη) = 1Ff : the details are left to the reader.
(ii): It is clear from the proof of (i) that if ε and η are invertible 2-cells, the same holds for η′
and ε′, whence the contention.
(iii): Due to (ii), we may assume that Ff is an equivalence in B, and we check that f
is an equivalence in A . To this aim, let g : FB → FA be a quasi-inverse for Ff , and
η : 1FB → Ff ◦ g and ε : g ◦ Ff ⇒ 1FA two invertible 2-cells. Since FAB is an equivalence,
we have a 1-cell h : B → A and an invertible 2-cell β : Fh⇒ g, whence the invertible 2-cell
ε′ := δFA ⊙ ε⊙ (β ∗ Ff)⊙ γF −1f,h : F (h ◦ f)⇒ F1A
η′ := η′ := 1γFh,f ⊙ (Ff ∗ β−1)⊙ η ⊙ δF −1B : F1B ⇒ F (f ◦ h).
Again, since FAB is an equivalence, we deduce invertible 2-cells ε
′′ : h ◦ f ⇒ 1A and η′′ :
1B ⇒ f ◦ h such that Fε′′ = ε′ and Fη′′ = η′, whence the contention. 
Theorem 2.4.12. Let A ,B be two 2-categories, F,G : A → B two pseudo-functors, and
α : F ⇒ G a pseudo-natural transformation. The following conditions are equivalent :
(a) α is a pseudo-natural equivalence of pseudo-functors.
(b) The 1-cell αA : FA→ GA is an equivalence in B, for every A ∈ Ob(A ).
Proof. Let A F be the 2-category associated with F as in proposition 2.4.6, together with the
strict pseudo-functors F ♭ : A F → B and πF : A F → A , the pseudo-functor σF : A → A F
and the pseudo-natural isomorphism ωF : F ◦ πF ∼→ F ♭. Set α′ := (α ∗ πF )⊙ ωF −1 : F ♭ ⇒
G ◦ πF , and suppose that there exists a pseudo-natural transformation β ′ : G ◦ πF ⇒ F ♭ with
invertible modifications Ξ1 : 1F ♭  β
′ ⊙ α′ and Ξ2 : 1G◦πF  α′ ⊙ β ′. Then notice that
α′ ∗ σF = α, and set β := β ′ ∗ πF ; we deduce invertible modifications Ξ1 ◦ πF : 1F  β ⊙ α
and Ξ2 ◦ πF : 1G  α⊙ β. Thus, we may replace A , F , G and α by A F , F ♭, G ◦ πF and α′,
and assume from start that F is strict. Arguing likewise with A G and G♭, we may then reduce
to the case where both F and G are strict.
(b)⇒(a): Notice that the pseudo-functor α˜ : A → 2-Morph(B) associated with α (see
remark 2.2.5(ii)) factors through the inclusion pseudo-functor Equiv(B) → 2-Morph(B) (no-
tation of (2.3.25)); then define β˜ as the composition
A
α˜−→ Equiv(B) Υ˜−→ Equiv(B)
(notation of (2.3.27)). Notice as well that the coherence constraints of Υ˜ are given by identities,
and α˜ is strict (since F and G are strict), therefore the coherence constraints of β˜ are given as
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well by identities, so β˜ is strict. Furthermore, a simple inspection shows that s ◦ β˜ = G and
t◦β˜ = F , where s and t are the restrictions to Equiv(A ) of the source and target pseudo-functors
of remark 2.1.18(ii). We conclude that β˜ is the pseudo-functor associated as in remark 2.2.5(ii)
with a pseudo-natural transformation β : G ⇒ F . We can describe the coherence constraint
τβ of β as follows. Let τα be the coherence constraint of α, which assigns to every 1-cell
f : A→ B of A the oriented square ταf as in remark 2.2.5(i). Recall that the pseudo-functor L
of (2.3.25) assigns to every 1-cell g : X → Y of B a link L(g) := (g†, g, ηg, εg) : X → Y ; then
ταf yields the 1-cell L(τ
α
f ) : L(αA) → L(αB) in the 2-category wLink(B). With this notation,
we have βA := (αA)
† for every A ∈ Ob(A ), and τβ assigns to f the oriented square
τβf :
GA
βA //
Gf

✕✕✕✕ Υ(L(ταf ))
−1
FA
Ff

GB
βB
// FB.
To conclude, it remains to check that the systems of 2-cells :
λA := (ε
αA)−1 and µA := (η
αA)−1 for every A ∈ Ob(A )
amount to two invertible modifications
λ• : 1F  β ⊙ α µ• : α⊙ β  1G.
However, if τα⊙β denotes the coherence constraint of α⊙ β, the compatibility condition for µ•
comes down to the identity :
(2.4.13) (µB ∗Gf)⊙ τα⊙βf = Gf ∗ µA for every 1-cell f : A→ B of A .
Let us then consider the diagram :
GA
βA //
✑✑✑✑ 1βA
FA
✑✑✑✑ 1Ff
FA
Ff

✑✑✑✑ 1Ff
FA
αA //
Ff

✑✑✑✑ ταf
GA
Gf

GA βA //
✑✑✑✑ µA
FA Ff //
αA

✑✑✑✑ L(ταf )
−1
FB
αB

✑✑✑✑ λB
FB αB //
✑✑✑✑ 1αB
GB
GA
Gf

✑✑✑✑ 1Gf
GA Gf //
Gf

✑✑✑✑ 1Gf
GB βB //
✑✑✑✑ µB
FB αB //
αB

✑✑✑✑ 1αB
GB
GB GB GB GB GB.
We see that the composition of the squares of the top row equals ταf ∗ βA, and the composition
of the squares of the middle row equals αB ∗ τβf . Hence the composition of the squares of the
top and middle rows equals τα⊙βf , and by further composing with the squares of the bottom
row we get the left hand-side of (2.4.13). On the other hand, by proposition 2.1.9 we can also
compose the squares column by column : then notice that the composition of the squares in the
third column from the left equals the identity of αB ◦Ff . Thus, we may disregard this column,
and then notice that the composition of the squares of the second column equals the inverse of
the composition of the squares of the fourth column. So we may disregard all columns except
the first from the left; but the composition of the squares of the latter equals the right-hand side
of (2.4.13), as required. The verification for λ• is similar, and shall be left to the reader.
(a)⇒(b) is immediate from the definitions. 
Corollary 2.4.14. Let A ,B be two 2-categories, F, F ′ : A → B two pseudo-functors, and
α : F ⇒ F ′ a pseudo-natural equivalence. We have :
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(i) For every 2-category A ′ and every pseudo-functor G : A ′ → A , the composition
α∗G : F ◦G⇒ F ′ ◦G is a pseudo-natural equivalence (notation of remark 2.2.5(iv)).
(ii) For every 2-category B′ and every pseudo-functor H : B → B′, the composition
H ∗ α : H ◦ F ⇒ H ◦ F ′ is a pseudo-natural equivalence.
(iii) If F ′ : A → B is any other pseudo-functor, and α′ : F ′ ⇒ F ′′ any other pseudo-
natural equivalence, then the composition α′ ⊙ α : F ⇒ F ′′ is a pseudo-natural
equivalence as well (notation of remark 2.2.5(iii)).
Proof. Assertions (i) and (ii) follow immediately from theorem 2.4.12 and lemma 2.4.11(ii).
Assertion (iii) follows from theorem 2.4.12 and lemma 2.1.4(ii) : details left to the reader. 
Definition 2.4.15. Let A , B be two 2-categories, F : A → B, G : B → A two pseudo-
functors. We say that G is a right 2-adjoint to F (resp. a strong right 2-adjoint to F ) if there
exists a pseudo-natural equivalence (resp. a pseudo-natural isomorphism) of pseudo-functors
ϑ : HB(F, 1B)⇒ HA (1A , G)
(definition 2.4.9(i)). In this case, we say that (F,G) is a 2-adjoint pair (resp. a strong 2-adjoint
pair) of pseudo-functors, and ϑ is a 2-adjunction (resp. a strong 2-adjunction) for (F,G).
Remark 2.4.16. According to theorem 2.4.12 and remark 2.2.5(i), the datum of a 2-adjunction
as in definition 2.4.15 is equivalent to that of :
• a system of equivalences of categories
ϑAB : B(FA,B)→ A (A,GB) for every A ∈ Ob(A ) and B ∈ Ob(B)
• and for every pair of 1-cells f : A′ → A inA , g : B → B′ inB, a natural isomorphism
of functors
B(FA,B)
ϑAB //
B(Ff,g)

✈✈w τϑ
(f,g)
A (A,GB)
A (f,Gg)

B(FA′, B′)
ϑA′B′
// A (A′, GB′)
• such that, for every 2-cells β : f ⇒ f ′ in A and λ : g ⇒ g′ in B, we have the identity
(2.4.17) τϑ(f,g) ⊟HB(Fβ, λ) = HA (β,Gλ)⊟ τ
ϑ
(f ′,g′)
• and for every composable pairs of 1-cells A′′ f ′−→ A′ f−→ A in A , and B g−→ B′ g′−→ B′′
in B, we have the identities
(τϑ(f ′,g′)  τ
ϑ
(f,g))⊟HB(γ
F
f ′,f , 1g′◦g) =HA (1f◦f ′ , γ
G
g,g′)⊟ τ
ϑ
(f◦f ′,g′◦g)
HA (iA, δ
G
B)⊟ τ
ϑ
(1A,1B)
= 1ϑAB ⊟HB(δ
F
A , iB)
where (δF , γF ) (resp. (δG, γG)) denote by coherence constraint for F (resp. for G).
We wish to attach to every 2-adjunction suitable units and counits, as for usual adjoint pairs of
functors; we shall see that the triangular identities will have to be replaced by certain invertible
modifications. We begin with a few auxiliary lemmata :
Lemma 2.4.18. Let A ,B be any two 2-categories, F, F ′ : A → B two strict pseudo-functors,
β : F ⇒ F ′ a pseudo-natural transformation. We have :
(i) F induces a strict pseudo-natural transformation (notation of example 2.2.7(ii)) :
HF : HA ⇒ HB(F, F ) (A,A′) 7→ (FAA′ : A (A,A′)→ B(FA, FA′)).
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(ii) The coherence constraint τβ of β induces an invertible modification
Hβ : HB(β, 1F ′)⊙HF ′  HB(1F , β)⊙HF
that assigns to every object (A1, A2) of A o ×A the natural transformation
τβA1A2 : HB(βA1 , 1F ′A2) ◦ F ′A1A2 ⇒ HB(1FA1, βA2) ◦ FA1A2 .
(iii) If F is fully faithful,HF is a pseudo-natural equivalence.
Proof. Assertion (i) is straightforward, and (iii) follows immediately from theorem 2.4.12.
(ii): For every 1-cell (f1, f2) : (A1, A2)→ (A′1, A′2) of A o ×A we consider the diagrams
A (A1, A2)
HF ′ //
A (f1,f2)

✏✏✏✏ 1
B(F ′A1, F ′A2)
B(βA1 ,1F ′A2 ) //
B(F ′f1,F ′f2)

✑✑✑✑ B((τβf1 )
−1,1F ′f2
)
B(FA1, F ′A2)
B(Ff1,F ′f2)

A (A′1, A
′
2) HF ′
//
☛☛☛☛	 τβ
A′
1
A′
2
B(F ′A′1, F
′A′2) B(βA′1 ,1F ′A′2 )
// B(FA′1, F
′A′2)
A (A′1, A
′
2) HF
// B(FA′1, FA
′
2) B(1FA′1 ,βA2)
// B(FA′1, F
′A′2)
A (A1, A2)
HF ′ //
☛☛☛☛	 τβA1A2
B(F ′A1, F ′A2)
B(βA1 ,1F ′A2 ) // B(FA1, F ′A2)
A (A1, A2)
HF //
A (f1,f2)

✏✏✏✏ 1
B(FA1, FA2)
B(1FA1 ,βA2) //
B(Ff1,F f2)

✑✑✑✑ B(1Ff1 ,τ
β
f2
)
B(FA1, F ′A2)
B(Ff1,F ′f2)

A (A′1, A
′
2) HF
// B(FA′1, FA
′
2) B(1FA′1 ,βA′2)
// B(FA′1, F
′A′2)
and notice that the coherence constraint of HB(β, 1F ′) ⊙ HF ′ is given by the compositions of
oriented squares on the top row of the first diagram (see example 2.2.6). Likewise, the coherence
constraint ofHB(1F , β)⊙HF is given by the composition of the oriented squares on the bottom
row of the second diagram. Therefore, we come down to checking that the composition of the
oriented squares of the first diagram equals the composition of the oriented squares of the second
diagram. The latter translates as the identity :
τβf2◦t◦f1 ⊙ (F ′(f2 ◦ t) ∗ τβ −1f1 ) = (τβf2 ∗ F (t ◦ f1))⊙ (F ′f2 ∗ τβt ∗ Ff1)
for every 1-cell t : A1 → A2 in A . However, the coherence axiom for β yields the identities :
(τβt ∗ Ff1)⊙ (F ′t ∗ τβf1) = τβt◦f1
(τβf2 ∗ F (t ◦ f1))⊙ (F ′f2 ∗ τβt◦f1) = τβf2◦t◦f1 .
The sought identity is an immediate consequence. 
2.4.19. Conversely, consider now two strict pseudo-functors F,G : A → B, and a pseudo-
natural transformation λ : HA ⇒ HB(F,G) with coherence constraint τ•. We set
λ∨A := λ(A,A)(1A) : FA→ GA for every A ∈ Ob(A )
and for every 1-cell f : A→ A′ in A we let
τ∨f : Gf ◦ λ∨A ⇒ λ∨A′ ◦ Ff
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be the unique 2-cell of B that fits into the commutative diagram
Gf ◦ λ∨A
τ∨f +3 λ∨A′ ◦ Ff
Gf ◦ λ∨A ◦ F1A
τ(1A,f),1A +3 λ(A,A′)(f) G1A′ ◦ λ∨A′ ◦ Ff.
τ(f,1
A′
),1
A′ks
Lemma 2.4.20. With the notation of (2.4.19), the following holds :
(i) The system of 1-cells (λ∨A | A ∈ Ob(A )) defines a pseudo-natural transformation
λ∨ : F ⇒ G
with coherence constraint given by the system of 2-cells τ∨• .
(ii) H∨F = 1F .
(iii) Let µ : HA ⇒ HB(F,G) be another pseudo-natural transformations, and Θ : λ  µ
any modification. Then we have a modification Θ∨ : λ∨  µ∨ given by the rule :
A 7→ (Θ∨A := Θ(A,A),1A : λ∨A ⇒ µ∨A) for every A ∈ Ob(A ).
Proof. (i): Let f, f ′ : A→ A′ be two 1-cells in A ; the naturality of τ∨• amounts to the commu-
tativity of the diagram
Gf ◦ λ∨A
τ(1A,f),1A +3
Gα∗λ∨A

λ(A,A′)(f)
λ(A,A′)(α)

λ∨A′ ◦ Ff
τ(f,1
A′
),1
A′ks
λ∨
A′
∗Fα

Gf ′ ◦ λ∨A
τ(1A,f ′),1A +3 λ(A,A′)(f
′) λ∨A′◦Ff ′
τ(f ′,1A′ ),1A′ks
for every 2-cell α : f ⇒ f ′ in A . However, the commutativity of the two square subdiagrams
follows by applying the naturality of τ to the 2-cells (iA, α) and (α, iA′) of A o ×A .
Let us check the coherence axioms for τ∨• . First, since F and G are strict, we need to show :
τ∨1A = 1λ∨A for every A ∈ Ob(A )
which follows by a simple inspection. Next, let A
f−→ A′ g−→ A′′ be a composable pair of 1-cell
of A ; we need to show that
(τ∨g ∗ Ff)⊙ (Gg ∗ τ∨f ) = τ∨g◦f .
Now, the coherence axiom for τ• yields the identity
τ(1A,g),f ⊙ (Gg ∗ τ(1A,f),1A) = τ(1A,g◦f),1A.
Hence we are reduced to showing that
(τ∨g ∗ Ff)⊙ (Gg ∗ τ−1(f,1A′ ),1A′ ) = τ
−1
(g◦f,1A′′ ),1A′′
⊙ τ(1A,g),f .
Next, again by the coherence axiom for τ• we see that
τ(g◦f,1A′′ ),1A′′ = τ(f,1A′′ ),g ⊙ (τ(g,1A′′ ),1A′′ ∗ Ff).
Hence we are further reduced to checking the identity :
(2.4.21) τ(f,1A′′ ),g ⊙ (τ(1A′ ,g),1A′ ∗ Ff) = τ(1A,g),f ⊙ (Gg ∗ τ(f,1A′ ),1A′ ).
However, applying twice the coherence axiom for τ• to the identities in A o ×A :
(f, 1A′′) ◦ (1A′ , g) = (f, g) = (1A, g) ◦ (f, 1A′)
we see that both sides of (2.4.21) equal τ(f,g),1A′ .
(ii) follows by a direct inspection of the definitions.
FOUNDATIONS FOR ALMOST RING THEORY 119
(iii): The assertion follows from the commutativity of the diagram :
Gf ◦ λ∨A
τλ
(1A,f),1A +3
Gf∗Θ∨A

λ(A,A′)(f)
Θ(A,A′),f

λ∨A′ ◦ Ff.
Θ∨
A′
∗Ff

τλ
(f,1
A′
),1
A′ks
Gf ◦ µ∨A
τµ
(1A,f),1A +3 µ(A,A′)(f) µ
∨
A′ ◦ Ff
τµ
(f,1
A′
),1
A′ks
which in turn follows directly from the definition of Θ. 
2.4.22. Let now F : A → B be a pseudo-functor, and G : B → A a right 2-adjoint for F ,
and ϑ a 2-adjunction for the pair (F,G) as in definition 2.4.15. We suppose morever that F and
G are strict; by lemma 2.1.13(i) we may find a pseudo-natural equivalence
ψ : HA (1A , G)⇒ HB(F, 1B)
as well as invertible modifications
Ξ : 1HB(F,1B)  ψ ⊙ ϑ Θ : ϑ⊙ ψ  1HA (1A ,G)
such that
(ψ ∗Θ)⊙ (Ξ ∗ ψ) = 1ψ and (Θ ∗ ϑ)⊙ (ϑ ∗ Ξ) = 1ϑ.
To ease notation, we shall drop the subscripts when referring to ϑAB(h) or ϑAB(µ) for any 1-cell
h : FA → B or 2-cell µ : h ⇒ h′ in B, and write simply ϑ(h) and ϑ(µ). Likewise, we shall
write simply ψ(k) and ψ(ν) for any 1-cell k : A→ GB and any 2-cell ν : k ⇒ k′ in A . Now,
for every A ∈ Ob(A ) and B ∈ Ob(B) let us set
ηA := ϑ(1FA) : A→ GFA εB := ψ(1GB) : FGB → B.
For every 1-cell f : A→ A′ in A , and every 1-cell g : B → B′ in B we let
τ ηf : GFf ◦ ηA ⇒ ηA′ ◦ f and τ εg : g ◦ εB ⇒ εB′ ◦ FGg
be the unique 2-cells in A and respectively in B that make commute the diagrams :
GFf ◦ ηA
τϑ
(1A,Ff),1FA
"*▲
▲▲▲
▲▲▲
▲▲
▲▲▲
▲▲▲
▲▲▲
τηf +3 ηA′ ◦ f
τϑ
(f,1FA′ ),1FA′
v~ tt
ttt
ttt
t
ttt
t t
ttt
g ◦ εB
τεg +3
τψ
(1GB,g),1GB
 (■
■■■
■■■
■■
■■
■■■
■
εB′ ◦ FGg
τψ
(Gg,1
B′
),1
GB′
t| rrr
rrr
rrr
r
rrr
rrr
rrr
r
ϑ(Ff) ψ(Gg)
where, as usual, τψ denotes the coherence constraint of ψ.
Lemma 2.4.23. With the notation of (2.4.22), we have :
(i) The system (ηA | A ∈ Ob(A )) defines a pseudo-natural transformation
η : 1A ⇒ GF
whose coherence constraint is given by the system of 2-cells τ η• .
(ii) The system (εB | B ∈ Ob(B)) defines a pseudo-natural transformation
ε : FG⇒ 1B
whose coherence constraint is given by the system of 2-cells τ ε• .
Proof. (i): Define the pseudo-natural transformation HF : HA ⇒ HB(F, F ) as in lemma
2.4.18(i), and set
λ := (ϑ ∗ (1A o × F ))⊙HF : HA ⇒ HA (1A , G ◦ F ).
Lemma 2.4.20(i) yields a pseudo-natural transformation
λ∨ : 1A ⇒ G ◦ F
120 OFER GABBER AND LORENZO RAMERO
and it is easily seen that λ∨A = ηA for everyA ∈ Ob(A ). It remains to check that τ η agrees with
the coherence constraint τλ
∨
of λ∨. However, denote by τλ, τHF and τϑ∗(1A×F ) the coherence
constraints of respectively λ, HF and ϑ ∗ (1A × F ); by inspecting the definitions we find that
τλ(1A,f),1A = (ϑ ∗ (1A × F ))A,A′(τHF(1A,f),1A)⊙ τ
ϑ∗(1A×F )
(1A,f),1FA
= τϑ(1A,F f),1FA
and likewise : τλ(f,1A′ ),1A′ = τ
ϑ
(f,1FA′),1FA′
. The assertion follows.
(ii): A similar calculation shows that ε = ((ψ ∗ (G× 1B))⊙HG)∨. 
We now turn to the case of an arbitrary 2-adjoint pair of pseudo-functors :
Theorem 2.4.24. Let F : A → B and G : B → A be two pseudo-functors. We have :
(i) If (F,G) is a 2-adjoint pair, there exist pseudo-natural transformations
η : 1A ⇒ GF ε : FG⇒ 1B
related by a pair of invertible modifications
Σ : (G ∗ ε)⊙ (η ∗G) 1G Σ′ : (ε ∗ F )⊙ (F ∗ η) 1F .
We call η a unit and ε a counit for the 2-adjunction ϑ, and Σ and Σ′ the triangular
modifications associated with (η, ε).
(ii) Conversely, the existence of pseudo-natural transformations ε, η and invertible modifi-
cations Σ, Σ′ as in (i), implies that G is right 2-adjoint to F .
Proof. After replacing U by a larger universe, we may assume that A and B are small; in
this case, let us remark that the existence of pseudo-natural transformations η and ε related by
triangular modifications as in (i) means precisely that (F,G) is an adjoint pair of 1-cells of the
2-category 2-Cat of remark 2.2.16. Let F u and Gu be the unital pseudo-functors associated
with F and G, with pseudo-natural isomorphisms αF : F ⇒ F u and αG : G ⇒ Gu, as in
proposition 2.4.3. If ϑ is a 2-adjunction for (F,G), we get a unique pseudo-natural equivalence
ϑ∗ fitting into the commutative diagram :
HB(F, 1B)
HB(α
F ,iB)

ϑ +3 HA (1A , G)
HA (iA ,α
G)

HB(F
u, 1B)
ϑ∗ +3 HA (1A , G
u)
(notation of example 2.2.7(ii); here iA is the identity transformation of the pseudo-functor 1A ,
and likewise for iB). Then ϑ
∗ is a 2-adjunction for the pair (F u, Gu). By the same token, from
a given 2-adjunction for the pair (F u, Gu) we easily deduce a 2-adjunction for (F,G). Also,
(F,G) is an adjoint pair of 1-cells in 2-Cat if and only if the same holds for the pair (F u, Gu)
(remark 2.1.4(iv)). Thus, we may replace F and G by F u and Gu, and assume from start
that F and G are unital pseudo-functors. Next we consider the 2-categories A F,G and BG,F
of proposition 2.4.7, as well as the strict pseudo-functors F ♭, G♭, πF,G and πG,F , the pseudo-
functors σF,G and σG,F , and the isomorphisms of pseudo-functors
ψF,G : σF,G ◦ πF,G ∼→ 1A F,G ψG,F : σG,F ◦ πG,F ∼→ 1BG,F .
Claim 2.4.25. πF,G and πG,F are 2-equivalences.
Proof of the claim. Since πF,G is the identity on objects, it suffices to check that it is fully
faithful. The latter is clear, since πF,G ◦ σF,G = 1A and σF,G ◦ πF,G is isomorphic to 1A F,G
(details left to the reader). The same argument applies to πG,F . ♦
Now, suppose that ϑ : HB(F, 1B)
∼→ HA (1A , G) is a 2-adjunction for the pair (F,G). By
claim 2.4.25 and lemma 2.4.18(iii), πF,G and πG,F induce pseudo-natural equivalences
HπF,G : HA F,G
∼→ HA (πF,G, πF,G) and HπG,F : HBG,F ∼→ HB(πG,F , πG,F ).
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Then we may find a pseudo-natural equivalence ϑ♭ : HBG,F (F
♭, 1BG,F )
∼→ HA F,G(1A F,G, G♭)
fitting into the essentially commutative diagram of pseudo-functors :
HBG,F (F
♭, 1BG,F )
H
πG,F
∗(F ♭o×1
BG,F
)

ϑ♭ // HA F,G(1A F,G, G
♭)
H
πF,G
∗(1
AF,G
×G♭)

HB(π
G,F ◦ F ♭, πG,F )
HB∗(ω
F,G×1
πG,F
)

HA (π
F,G, πF,G ◦G♭)
HB(F ◦ πF,G, πG,F ) ϑ∗(π
F,G×πG,F )
// HA (π
F,G, G ◦ πG,F ).
HA ∗(1πF,G×ω
G,F )
OO
Conversely, if ϑ♭ is a given 2-adjunction for the pair (F ♭, G♭), then we deduce a pseudo-natural
equivalence ϑ fitting into the essentially commutative diagram :
HB(F, 1B)
ϑ // HA (1A , G)
HBG,F (σ
G,F ◦ F, σG,F )
H
πG,F
∗((σG,F ◦F )o×σG,F )
OO
HA F,G(σ
F,G, σF,G ◦G)
H
πF,G
∗(σF,G×(σF,G◦G))
OO
HBG,F (F
♭ ◦ σF,G, σG,F ) ϑ
♭∗(σF,G×σG,F )
// HA F,G(σ
F,G, G♭ ◦ σG,F ).
Thus (F,G) is a 2-adjoint pair if and only if the same holds for (F ♭, G♭).
Likewise, if η : 1A ⇒ GF and η : FG ⇒ 1B are given pseudo-natural transformations
fulfilling the triangular identities (G ∗ ε)⊙ (η ∗G) = 1G and (ε ∗F )⊙ (F ∗ η) = 1F in 2-Cat,
there follow pseudo-natural transformations :
η♭ : 1A F,G
ψF,G−1 +3 σF,G ◦ πF,G σ
F,G∗η∗πF,G +3 σF,G ◦GF ◦ πF,G
G♭F ♭ G♭F ♭ ◦ σF,G ◦ πF,GG
♭F ♭∗ψF,Gks G♭ ◦ σG,F ◦ F ◦ πF,G
ε♭ : F ♭G♭
F ♭G♭∗ψG,F −1 +3 F ♭G♭ ◦ σG,F ◦ πG,F F ♭ ◦ σF,G ◦G ◦ πG,F
1BF,G σ
G,F ◦ πG,F
ψG,F
ks σG,F ◦ FG ◦ πG,F
σG,F ∗ε∗πG,F
ks
Set X := G♭ ∗ ψG,F and Y := ψF,G ∗G♭. By proposition 2.4.7(ii) we have :
Z := G♭F ♭ ∗ ((G♭ ∗ ψG,F )−1 ⊙ (ψF,G ∗G♭)) = (G♭F ♭σF,G ∗ ωG,F )−1 = (σF,GGF ∗ ωG,F )−1
whence : Z ⊙ (σF,G ∗ η ∗ πF,G ∗G♭) = σF,G ∗ ((η ∗GπG,F )⊙ ωG,F −1). We deduce :
(G♭ ∗ ε♭)⊙ (η♭ ∗G♭) = X ⊙ (G♭σG,F ∗ ε ∗ πG,F )⊙ Z ⊙ (σF,G ∗ η ∗ πF,G ∗G♭)⊙ Y −1
= X ⊙(G♭σG,F ∗ ε ∗ πG,F )⊙ (σF,G ∗ ((η ∗GπG,F )⊙ ωG,F −1))⊙ Y −1
= X ⊙ (σF,GG ∗ ε ∗ πG,F )⊙ (σF,G ∗ ((η ∗GπG,F )⊙ ωG,F −1))⊙ Y −1
= X ⊙ (σF,G ∗ ωG,F −1)⊙ Y −1
= 1G♭
where the last identity follows again from proposition 2.4.7(ii). A similar computation that we
leave to the reader shows that (ε♭∗F ♭)⊙(F ♭∗η♭) = 1F ♭ in 2-Cat. Conversely, if given pseudo-
natural transformations η♭ : 1A F,G ⇒ G♭F ♭ and ε♭ : F ♭G♭ ⇒ 1BG,F satisfy the triangular
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identities, then we get pseudo-natural transformations
η := πF,G ∗ η♭ ∗ σF,G : 1A ⇒ GF ε := πG,F ∗ ε♭ ∗ σG,F : FG⇒ 1B
that also fulfill the corresponding triangular identities (details left to the reader). Thus, we may
replace F and G by F ♭ and G♭, and assume from start that F and G are strict.
In order to exhibit Σ, we mimick the discussion of (1.1.13) : first, for every B ∈ Ob(B) we
have an invertible 2-cell
GB
(η∗G)B //
ϑ⊙ψ(1GB) //
☛☛☛☛	 τϑ
(1GB,εB),1FGB
GFGB
(G∗ε)B

GB
where τϑ denotes the coherence constraint of ϑ, and ψ is the pseudo-natural equivalence as in
(2.4.22) used to define ε. Then, with the notation of (2.4.22), we set
ΣB := ΘGB,B ⊙ τϑ(1FGB ,εB),1FGB for every B ∈ Ob(B).
We have to check that the system (ΣB | B ∈ Ob(B)) is a modification (G∗ ε)⊙ (η ∗G) 1G.
However, set (notation of remark 2.2.10(iv,v) and lemma 2.4.18(i))
µ := ((ϑ⊙ ψ) ∗ (G× 1B))⊙HG and Θ′ := (Θ ◦ (G× 1B)) ∗HG : µ HG.
Unwinding the definitions, we see that Θ′B,B′ = ΘGB,B′ ∗ GBB′ for every (B,B′) ∈ Ob(Bo ×
B); according to lemma 2.4.20(ii,iii) we then obtain an invertible modification
Θ′∨ : µ∨  1G B 7→ ΘGB,B.
We are thus reduced to showing that the system (τϑ(1GB ,εB),1FGB | B ∈ Ob(B)) yields an invert-
ible modification
Θ′′ : (G ∗ ε)⊙ (η ∗G) µ∨
since in this case we shall have Σ = Θ′∨ ⊙Θ′′. However, by unwinding the definitions we see
that the coherence constraint of µ∨ is the system of 2-cells
τµg := (τ
ϑ
(Gg,1B′ ),εB′
)−1 ⊙ ϑ(τ εg )⊙ τϑ(1GB ,g),εB for every 1-cell g : B → B′ of B
whereas that of (G ∗ ε)⊙ (η ∗G) is given by the system of 2-cells
τ (G∗ε)⊙(η∗G)g := (G(εB′) ∗ τ ηGg)⊙ (G(τ εg ) ∗ ηGB) for every g : B → B′
and we need to show the identities :
(τϑ(1GB′ ,εB′),1FGB′ ∗Gg)⊙ τ (G∗ε)⊙(η∗G)g = X := τµg ⊙ (Gg ∗ τϑ(1FGB ,εB),1FGB)
for every 1-cell g : B → B′ of B. We compute :
X = (τϑ(Gg,1B′ ),εB′ )
−1 ⊙ ϑ(τ εg )⊙ τϑ(1GB ,g◦εB),1FGB
= (τϑ(Gg,1B′ ),εB′ )
−1 ⊙ τϑ(1GB ,εB′◦FGg),1FGB ⊙ (G(τ εg ) ∗ ηGB)
where the first equality follows from the coherence axioms for τϑ, and the second follows from
(2.4.17). So, we are further reduced to checking the identities :
τϑ(Gg,1B′ ),εB′ ⊙ (τϑ(1GB′ ,εB′),1FGB′ ∗Gg)⊙ (G(εB′) ∗ τ
η
Gg) = τ
ϑ
(1GB ,εB′◦FGg),1FGB
.
However, by applying again the coherence axiom for τϑ we see that
τϑ(1GB ,εB′◦FGg),1FGB = τ
ϑ
1GB ,εB′ ,FGg
⊙ (G(εB′) ∗ τϑ(1GB ,FGg),1FGB)
τϑ(Gg,1B′ ),εB′ ⊙ (τϑ(1GB′ ,εB′),1FGB′ ∗Gg) = τϑ(Gg,εB′ ),1FGB′
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so we are further reduced to showing :
τϑ(Gg,εB′ ),1FGB′ = τ
ϑ
1GB ,εB′ ,FGg
⊙ (G(εB′) ∗ τϑ(Gg,1FGB′ ),1FGB′ ).
But the latter follows by yet another application of the coherence axioms for τϑ. This concludes
the construction of Σ. Concerning Σ′, notice that for every A ∈ Ob(A ) and B ∈ Ob(B)
A o(GoBo, Ao) = A (A,GB) and Bo(Bo, F oAo) = B(FA,B)
and ψ can thus be regarded as a system of equivalences of categories ψoBoAo : A
o(GoBo, Ao)→
Bo(Bo, F oAo). The latter amounts then to a pseudo-natural equivalence
ψo : A o(Go, 1A o)⇒ Bo(1Bo, F o)
with coherence constraint given by the system of isomorphisms of functors τψ
o
(go,fo) := τ
ψ
(f,g),
for every 2-cell f of A and g of B. Likewise, we may define the 2-adjunction ϑo for the pair
(Go, F o), and a simple inspection shows that performing the foregoing constructions on this
new pair of pseudo-natural equivalences amounts to swapping the roles of ε and η; then the
modification Σo for the new pair of unit and counit will give the sought Σ′ for the original pair.
(ii): Given such η and ε, we set
ϑ :=HA (η, 1G)⊙ (HG ∗ (F o × 1B)) : HB(F, 1B)⇒ HA (1A , G)
ψ :=HB(1F , ε)⊙ (HF ∗ (1oA ×G)) : HA (1A , G)⇒ HB(F, 1B).
Now, example 2.2.15(ii) yields the following identity in 2-Cat :
Ξ : (HF ∗ (1oA ×G))⊙HA (η, 1G) = (HB(F, F ) ∗ (ηo × 1G))⊙ (HF ∗ ((GF )o ×G))
and on the other hand, it is easily seen that
(HF ∗((GF )o ×G))⊙ (HG∗(F o × 1B))=HFG∗(F o × 1B) :HB(F, 1B)⇒HB(FGF, FG)
(HB(1F , ε)⊙ (HB(F, F ) ∗ (ηo×1G)) = HB(F ∗ η, ε) :HB(FGF, FG)⇒HB(F, 1B)
whence the identity in 2-Cat :
ψ⊙ϑ = HB(F∗η, ε)⊙(HFG∗(F o×1B)) = HB(F∗η, iB)⊙((HB(1FG, ε)⊙HFG)∗(F o×1B)).
But we haveHB(1FG, ε)⊙HFG = HB(ε, iB) in 2-Cat, by lemma 2.4.18(ii), so that :
ψ ⊙ ϑ = HB(F ∗ η, iB)⊙ (HB(ε, iB) ∗ (F o × 1B))
= HB(F ∗ η, iB)⊙HB(ε ∗ F, iB)
= HB((ε ∗ F )⊙ (F ∗ η), iB)
= HB(1F , iB)
= 1HB(F,1B).
Arguing likewise, we obtain as well the identity ϑ⊙ψ = 1HA (1A ,G) in 2-Cat : the details shall
be left to the reader. Summing up, we have shown that ϑ is an equivalence in the 2-category
PsFun(A o ×B,Cat) with quasi-inverse ψ, and the proof of the theorem is concluded. 
Remark 2.4.26. (i) Let (F : A → B, G : B → A ) be a 2-adjoint pair of pseudo-functors,
and denote by η and ε the unit and the counit of a 2-adjunction for this pair, and Σ,Σ′ the associ-
ated triangular modifications as in theorem 2.4.24. There follow pseudo-natural transformations
ηo : GoF o ⇒ 1A o εo : 1Bo ⇒ F oGo
and invertible modifications :
Σo : (ηo ∗Go)⊙ (Go ∗ εo) 1Go Σ′o : (F o ∗ ηo)⊙ (εo ∗ F o) 1F o .
In light of theorem 2.4.24, it follows that (Go, F o) is a 2-adjoint pair of pseudo-functors, and εo
and ηo are respectively a unit and a counit of a 2-adjunction for this pair.
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(ii) Likewise, we see that (oF, oG) is a 2-adjoint pair of pseudo-functors, and oη and oε are
the unit and respectively the counit of a 2-adjunction for this pair.
(iii) Moreover, the right 2-adjoint G of F is unique up to pseudo-natural equivalence of
pseudo-functors. Indeed, we have already observed that the pair (F,G) is 2-adjoint if and only
if it is an adjoint pair of 1-cells of the 2-category U′-2-Cat (for a suitable universe U′); on
the other hand, the pseudo-natural equivalences of pseudo-functors are precisely the invertible
2-cells of U′-2-Cat, hence the assertion follows from remark 2.1.4(v).
Corollary 2.4.27. Let F : A → B be a pseudo-functor and G : B → A a right 2-adjoint for
F . Let also η : 1A ⇒ GF and ε : FG⇒ 1B be the unit and counit of a 2-adjunction ϑ for the
pair (F,G). Then the following conditions are equivalent :
(a) F (resp. G) is fully faithful.
(b) η (resp. ε) is a pseudo-natural equivalence.
(c) There exists a pseudo-natural equivalence η′ : 1A
∼→ GF (resp. ε′ : FG ∼→ 1B).
Moreover, if (c) holds, there exists a pseudo-natural transformation ε′ (resp. η′) with invertible
modifications (G ∗ ε′)⊙ (η′ ∗G) 1G and (ε′ ∗ F )⊙ (F ∗ η′) 1F .
Proof. By inspecting the construction of η and ε, we are easily reduced to the case whereA and
B are small and F and G are strict. Also, by remark 2.4.26(i) it suffices to check the assertions
for F, η and η′. Suppose now that (a) holds for F . Then the composition
λA′A : A (A
′, A)
FA′A−−−→ B(FA′, FA) ϑA′,FA−−−−→ A (A′, GFA) for every A,A′ ∈ Ob(A )
is an equivalence of categories, and ηA = λAA(1A) for every A ∈ Ob(A ). Taking A′ := GFA,
we find a 1-cell f : GFA → A with an invertible 2-cell λGFA,A(f) ∼→ 1GFA. Moreover, as
explained in the proof of lemma 2.4.23(i), the rule : (A′, A) 7→ λA′A is pseudo-natural in both
A and A′; thus, for every 1-cell h : A′ → A of A , the coherence constraint τλ of λ yields an
isomorphism of functors :
τλ(h,1A) : A (h, 1GFA) ◦ λAA
∼→ λGFA,A ◦A (h, 1A)
and especially, we get as well an invertible 2-cell ηA ◦ f ∼→ λGFA,A(f); summing up, we get
an invertible 2-cell ηA ◦ f ∼→ 1GFA. On the other hand, the invertible modification (ε ∗ F ) ⊙
(F ∗ η)  1F provided by theorem 2.4.24(i) yields an invertible 2-cell εFA ◦ FηA ∼→ 1FA.
We conclude that FηA is an equivalence, and then the same holds for ηA, by virtue of lemma
2.4.11(iii). Combining with theorem 2.4.12, we see that (b) holds for η.
Next, obviously (b)⇒(c). Suppose then that η′ : 1A ∼→ GF is a pseudo-natural equiva-
lence, and denote also by iA o the identity automorphism of 1A o ; we choose a pseudo-natural
equivalence ψ : HA (1A , G)
∼→ HB(F, 1B) and we set
ξ := (ψ ∗ (1A o × F ))⊙ (HA ∗ (iA o × η′)) : HA ∼→ HB(F, F ).
Since ξ is pseudo-natural, for every 1-cell f : A′ → A in A , the coherence constraint τ ξ of ξ
yields invertible 2-cells :
(2.4.28) Ff ◦ ξA′A′(1A′)
τξ
(f,1A),1A′−−−−−−→ ξA′A(f)
τξ
(1A′ ,f),1A←−−−−−− ξAA(1A) ◦ Ff.
Moreover, since ξAA : A (A,A)
∼→ B(FA, FA) is an equivalence for every A ∈ Ob(A ),
there exists a 1-cell h : A → A with an isomorphism ξAA(h) ∼→ 1A. Taking A′ = A and
f := h in (2.4.28), we conclude that the 1-cell gA := ξAA(1A) is an equivalence in A for every
A ∈ Ob(A ). On the other hand, the naturality of τ ξ easily implies that the rule :
(f : A′ → A) 7→ τ ξ(f,1A),1A : gA ◦ Ff
∼→ ξA′A(f)
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defines an isomorphism of functors A (1A, gA)
∼→ ξA′A. But since gA is an equivalence,
A (1A, gA) is an equivalence of categories, and the same holds for ξA′A. It follows that the
rule : f 7→ Ff yields an equivalence FA′A : A (A′, A) ∼→ B(FA′, FA), i.e. (a) holds for F .
Lastly, for a given η′ as in (c), there exists a pseudo-natural equivalence ω : 1A
∼→ 1A such
that η⊙ω = η′ in 2-Cat. We set ε′ := ε⊙ (F ∗ω−1 ∗G) : FG⇒ 1B. We compute in 2-Cat :
(G ∗ ε′)⊙ (η′ ∗G) = (G ∗ ε)⊙ (GF ∗ ω−1 ∗G)⊙ (η′ ∗G)
= (G ∗ ε)⊙ (GF ∗ ω−1 ∗G)⊙ (η ∗G)⊙ (ω ∗G)
= (G ∗ ε)⊙ (η ∗G)⊙ (ω−1 ∗G)⊙ (ω ∗G)
= (G ∗ ε)⊙ (η ∗G)
= 1G.
Likewise we get (ε′ ∗ F )⊙ (F ∗ η′) = 1F in 2-Cat : the details shall be left to the reader. 
Remark 2.4.29. Let F : A → B be a strict and strong 2-equivalence between two 2-
categories. Then there exists a strict and strong 2-equivalence G : B → A with strict pseudo-
natural isomorphisms η : 1B
∼→ F ◦G and ε : G ◦ F ∼→ 1A . Indeed, for every B ∈ Ob(B) let
us pick GB ∈ Ob(A ) with an isomorphism ηB : B ∼→ FGB; for every B,B′ ∈ Ob(B) we
then get an isomorphism of categories
A (GB,GB′)
FGB,GB′−−−−−→ B(FGB, FGB′) B(ηB ,η
−1
B′
)−−−−−−→ B(B,B′)
where B(ηB, η
−1
B′ ) denotes the functor given by the rule : ϕ 7→ η−1B′ ◦ ϕ ◦ ηB for every 1-
cell ϕ : FGB → FGB′ of B, and β 7→ η−1B′ ∗ β ∗ ηB for every 2-cell β between 1-cells
ϕ, ϕ′ : FGB → FGB′. We let GB,B′ : B(B,B′) → A (GB,GB′) be the inverse of this
isomorphism. Then the sought G is given by the rules : B 7→ GB for every B ∈ Ob(B), and
(B,B′) 7→ GB,B′ for every pair (B,B′) of objects of B : the straightforward verification is
left to the reader. It is also clear that the rule : B 7→ ηB for every B ∈ Ob(B) defines a strict
pseudo-natural isomorphism η. Lastly, we define ε by the rule : A 7→ F−1GFA,A(η−1FA) for every
A ∈ Ob(A ). The following corollary extends this simple observation to every 2-equivalence.
Corollary 2.4.30. Let A ,B be two 2-categories, F : A → B a pseudo-functor. We have :
(i) The following conditions are equivalent :
(a) F is a 2-equivalence.
(b) There exists a pseudo-functor L : B → A with two pseudo-natural equivalences
η∗ : 1B ⇒ F ◦ L and ε∗ : L ◦ F ⇒ 1A .
We say that L is a pseudo-inverse for F .
(ii) Suppose that F is a 2-equivalence. Then, for every L and η∗ as in (i) there exist a
pseudo-natural equivalence ε∗ : L ◦ F ⇒ 1A and invertible modifications
Θ : (F ∗ ε∗)⊙ (η∗ ∗ F ) 1F Θ′ : (ε∗ ∗ L)⊙ (L ∗ η∗) 1L.
Proof. (i.b)⇒(i.a): The coherence constraint of ε∗ gives an isomorphism of functors
HA (1LFA, ε
∗
A′) ◦ LFA,FA′ ◦ FAA′ ⇒ HA (ε∗A, 1A′) for every A,A′ ∈ Ob(A ).
However, it is easily seen that both HA (1LFA, εA′) and HA (εA, 1A′) are equivalences of cat-
egories (cp. the proof of lemma 2.1.13), hence the same holds for LFA,FA′ ◦ FAA′ . Arguing
likewise with the coherence constraint for η∗, we see as well that FLB,LB′ ◦ LBB′ is an equiv-
alence for every B,B′ ∈ Ob(B). It follows easily that FAA′ and LBB′ are faithful for every
such A,A′ and B,B′; especially, LFA,FA′ and FLB,LB′ are both faithful, and therefore FAA′
and LBB′ must also be full. Lastly, let f : FA → FA′ be any 1-cell of B; by the foregoing
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there exists a 1-cell g : A → A′ with an invertible 2-cell b : LFg ⇒ Lf , and since LFA,FA′
is fully faithful, we have b = Lc for an invertible 2-cell c : Fg ⇒ f , which shows that FAA′
is essentially surjective, so it is an equivalence of categories. Furthermore, theorem 2.4.12 says
that the 1-cell η∗B : B → FLB is an equivalence for every B ∈ Ob(B), so (i.a) holds.
(i.b)⇒(i.a): Without loss of generality, we may assume that both A and B are small 2-
categories. Now, consider the category A F and the pseudo-functors F ♭ : A F → B, πF :
A F → A and σF : A → A F provided by proposition 2.4.6; we remark that πF is a 2-
equivalence, and σF is its pseudo-inverse : indeed, we have πF ◦σF = 1A , and a pseudo-natural
equivalence µF : σF ◦ πF ∼→ 1A , so the assertion follows from the foregoing. It is then clear
that F is a 2-equivalence if and only if the same holds for F ◦ πF , if and only if the same holds
for F ♭. Now, suppose we have found a pseudo-functor L′ : B → A F , and pseudo-natural
equivalences η∗∗ : 1B
∼→ F ♭ ◦ L′, ε∗∗ : L′ ◦ F ♭ ∼→ 1A F ; then set L := πF ◦ L′, and notice that
we get pseudo-natural equivalences
(F ♭ ∗ µF ∗ L′)−1 ⊙ η∗∗ : 1B ∼→ F ◦ L πF ∗ ε∗∗ ∗ σF : L ◦ F ∼→ 1A .
We may thus replace F by F ♭, and assume from start that F is strict. Next, consider the pseudo-
natural transformationHF : HA ⇒ HB(F, F ) assigned to 1F : F ⇒ F , as in lemma 2.4.18(i).
Notice that our assumption on F means thatHF,(A,A′) is an equivalence inCat, for every object
(A,A′) of A o × A , so theorem 2.4.12 implies that HF is a pseudo-natural equivalence of
pseudo-functors. We may therefore find a pseudo-natural equivalence G : HB(F, F ) ⇒ HA ,
with coherence constraint τG, and an adjunction :
η : 1HA  G⊙HF ε : HF ⊙G 1HB◦(F,F )
for the pair (HF , G). Explicitly,G attaches to every A,A
′ ∈ Ob(A ) a functor
GAA′ : B(FA, FA
′)→ A (A,A′)
which is an equivalence of categories, and η and ε are given by natural isomorphisms of functors
ηAA′ : 1A (A,A′) ⇒ GAA′ ◦ FAA′ εAA′ : FAA′ ◦GAA′ ⇒ 1B(FA,FA′).
On the other hand, by assumption, for every B ∈ Ob(B) we may find LB ∈ Ob(A ) with
an equivalence fB : B → FLB; then lemma 2.1.13(i) says that we may also find a 1-cell
gB : FLB → B and invertible 2-cells
η′B : 1FLB ⇒ fB ◦ gB ε′B : gB ◦ fB ⇒ 1B
that form an adjunction for the pair (gB, fB). To ease notation, we set TBB′ := B(gB, fB′) for
every B,B′ ∈ Ob(B) and we define
LBB′ := GLB,LB′ ◦ TBB′ : B(B,B′)→ A (LB,LB′).
We shall henceforth drop the subscripts from the notation for F,G, L, T, η and ε. We claim that
L is a pseudo-functor B → A , with coherence constraint given by the system of 2-cells in A
γLh,k :=L(k ∗ ε′B′ ∗ h)⊙G(εTk ∗ εTh)⊙ ηLk◦Lh : Lk ◦ Lh⇒ L(k ◦ h)
δLB :=G(η
′
B)⊙ η1LB : 1LB ⇒ L(1B)
for every B,B′, B′′ ∈ Ob(B) and every pair of 1-cells h : B → B′ and k : B′ → B′′ in
B. Indeed, the naturality of the rule (h, k) 7→ γLh,k is clear from the definition; to check the
composition axiom, we consider another 1-cell l : B′′ → B′′′ in B, and we need to show that
γLk◦h,l ⊙ (Ll ∗ γLh,k) = γLh,l◦k ⊙ (γLl,k ∗ Lh).
However, the naturality of η yields the identities :
ηLl◦L(k◦h) ⊙ (Ll ∗ γLh,k) =GF (Ll ∗ γLh,k)⊙ ηLl◦Lk◦Lh
ηL(l◦k)◦Lh ⊙ (γLk,l ∗ Lh) =GF (γLk,l ∗ Lh)⊙ ηLl◦Lk◦Lh.
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To ease notation, set
X := (εT (l◦k) ∗ εTh)⊙ F (γLk,l ∗ Lh) Y := (εT l ∗ εT (k◦h))⊙ F (Ll ∗ γLh,k).
We may compute :
X =(εT (l◦k) ∗ εTh)⊙ (F (L(l ∗ ε′B′′ ∗ k)⊙G(εT l ∗ εTk)⊙ ηLl◦Lk) ∗ FLh)
= (εT (l◦k) ∗ εTh)⊙ (F (L(l ∗ ε′B′′ ∗ k)⊙G(εT l ∗ εTk)) ∗ FLh)⊙ F (ηLl◦Lk ∗ Lh)
= (εT (l◦k) ∗ εTh)⊙ (FG(T (l ∗ ε′B′′ ∗ k)⊙ (εT l ∗ εTk)) ∗ FLh)⊙ F (ηLl◦Lk ∗ Lh)
= ((T (l ∗ ε′B′′ ∗ k)⊙ (εT l ∗ εTk)) ∗ Th)⊙ (εF (Ll◦Lk) ∗ εTh)⊙ F (ηLl◦Lk ∗ Lh)
= ((T (l ∗ ε′B′′ ∗ k)⊙ (εT l ∗ εTk)) ∗ Th)⊙ (F (Ll ◦ Lk) ∗ εTh)
= ((T (l ∗ ε′B′′ ∗ k)⊙ (εT l ∗ εTk)) ∗ Th)⊙ (FLl ∗ FLk ∗ εTh)
= (T (l ∗ ε′B′′ ∗ k) ∗ Th)⊙ (εT l ∗ εTk ∗ εTh)
where the fourth equality follows from the naturality of ε, the fifth follows from the triangu-
lar identities (1.1.13) for the adjunction (η, ε), and the sixth and seventh follow from remark
2.1.1(i). Likewise, a similar calculation gives :
Y = (T l ∗ T (k ∗ ε′B′ ∗ h))⊙ (εT l ∗ εTk ∗ εTh).
To conclude, it suffices to notice the identity :
T (l ∗ k ∗ ε′B′ ∗ h)⊙ (T (l ∗ ε′B′′ ∗ k) ∗ Th) = T (l ∗ ε′B′′ ∗ k ∗ h)⊙ (T l ∗ T (k ∗ ε′B′ ∗ h)).
Next, let us show the unit axiom : we come down to checking the identity
γL1B,f ⊙ (Lf ∗ δLB) = 1Lf for every 1-cell f : B → B′ in B.
However,
γL1B,f ⊙ (Lf ∗ δLB) =L(f ∗ ε′B)⊙G(εTf ∗ εT1B)⊙ ηLf◦L1B ⊙ (Lf ∗ δLB)
=L(f ∗ ε′B)⊙G(εTf ∗ εT1B)⊙GF (Lf ∗ δLB)⊙ ηLf
by the naturality of η; taking into account the triangularity identities (1.1.13) for the adjunction
(η, ε), we are then reduced to showing that
Z := T (f ∗ ε′B)⊙ (εTf ∗ εT1B)⊙ F (Lf ∗ δLB) = εTf .
However, from the triangular identities for the adjunction (η′B, ε
′
B), we easily obtain :
T (f ∗ ε′B) = Tf ∗ η′−1B
and on the other hand, the naturality of ε yields
η′−1B ⊙ εT1B = ε1FLB ⊙ FGη′−1B
whence :
Z = (εTf ∗ (ε1FLB ⊙ FGη′−1B ))⊙ (FLf ∗ FδLB)
= (εTf ∗ (ε1FLB ⊙ FGη′−1B ))⊙ (FLf ∗ FGη′B)⊙ (FLf ∗ Fη1LB)
= (εTf ∗ ε1FLB)⊙ (FLf ∗ Fη1LB).
From the triangular identities for (η, ε) we also see that F (η1LB) = ε
−1
F1LB
= ε−11FLB , so finally :
Z = (εTf ∗ ε1FLB)⊙ (FLf ∗ ε−11FLB) = εTf
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as required. A similar computation establishes the second identity for the unit axiom of L. This
completes the construction of the pseudo-functor L. Next we set, for everyB,B′ ∈ Ob(B) and
every 1-cell h : B → B′ in B
η∗B := fB : B → FLB
τ ∗h := (fB′ ∗ h ∗ ε′B)⊙ (εTh ∗ fB) : FL(h) ◦ fB ⇒ fB′ ◦ h.
Claim 2.4.31. The system of 1-cells η∗• defines a pseudo-natural equivalence η
∗ : 1B ⇒ FL
with coherence constraint given by the system of 2-cells τ ∗• .
Proof of the claim. By remark 2.2.5(i), the naturality of τ ∗ amounts to the identity
(fB′ ∗ β)⊙ (fB′ ∗ h1 ∗ ε′B)⊙ (εTh1 ∗ fB) = (fB′ ∗ h2 ∗ ε′B)⊙ (εTh2 ∗ fB)⊙ (FL(β) ∗ fB)
for every pair of 1-cells h1, h2 : B → B′ and every 2-cell β : h1 ⇒ h2. However, a simple
inspection shows that
(fB′ ∗ β)⊙ (fB′ ∗ h1 ∗ ε′B) = (fB′ ∗ h2 ∗ ε′B)⊙ (T (β) ∗ fB)
so we are reduced to checking that
T (β)⊙ εTh1 = εTh2 ⊙ FLβ
which in turns follows from the naturality of ε. Next, let us check the coherence axioms for τ ∗.
Denote by (δFL, γFL) the coherence constraint of FL (see remark 2.1.17(v)); for given 1-cells
h : B → B′ and h′ : B′ → B′′ of B we have to verify the identities
(2.4.32) τ ∗1B ⊙ (δFLB ∗ fB) = 1fB (τ ∗h′ ∗ h)⊙ (FLh′ ∗ τ ∗h) = τ ∗h′◦h ⊙ (γFLh,h′ ∗ fB).
However, a direct inspection gives the identity
(τ ∗h′ ∗ h)⊙ (FLh′ ∗ τ ∗h) = (fB′′ ∗ h′ ∗ ε′B′ ∗ h ∗ ε′B)⊙ (εTh′ ∗ εTh ∗ fB)
so we are reduced to showing that
T (h′ ∗ ε′B′ ∗ h)⊙ (εTh′ ∗ εTh) = εT (h′◦h) ⊙ γFLh,h′.
Now, we compute :
εT (h′◦h) ⊙ γFLh,h′ = εT (h′◦h) ⊙ F (γLh,h′)
= εT (h′◦h) ⊙ FG(T (h′ ∗ ε′B′ ∗ h)⊙ (εTh′ ∗ εTh))⊙ F (ηLh′◦Lh)
=T (h′ ∗ ε′B′ ∗ h)⊙ (εTh′ ∗ εTh)⊙ εF (Lh′◦Lh) ⊙ F (ηLh′◦Lh)
=T (h′ ∗ ε′B′ ∗ h)⊙ (εTh′ ∗ εTh)
where the third identity follows from the naturality of ε, and the fourth follows from the trian-
gular identities (1.1.13) for the pair (η, ε). For the first identity (2.4.32), we notice that
τ ∗1B = (fB ∗ ε′B)⊙ (εT1B ∗ fB) = (η′−1B ∗ fB)⊙ (εT1B ∗ fB)
due to the triangular identities for the pair (η′, ε′), so we are reduced to checking that
εT1B ⊙ δFLB = η′B.
We compute :
εT1B ⊙ δFLB = εT1B ⊙ FδLB = εT1B ⊙ F (G(η′B)⊙ η1LB) = η′B ⊙ ε1FLB ⊙ F (η1LB) = η′B
which concludes the verification of the pseudo-naturality of η∗. Lastly, η∗B is an equivalence for
every B ∈ Ob(B), so η∗ is a pseudo-natural equivalence, by theorem 2.4.12. ♦
Claim 2.4.33. For every A ∈ Ob(A ), the 1-cell G(gFA) : LFA→ A is an equivalence in A .
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Proof of the claim. We have an invertible 2-cell εgFA : FG(gFA) ⇒ gFA, and since gFA is
an equivalence, it follows that the same holds for FG(gFA). Then the assertion follows from
lemma 2.4.11(iii). ♦
A simple inspection shows that LBB′ is equivalence of categories, for every B,B
′ ∈ Ob(B).
Taking into account claim 2.4.33, we deduce that L is a 2-equivalence; therefore, the foregoing
discussion applies as well with F replaced by L, and yields another 2-equivalenceM : A → B
with a pseudo-natural equivalence η∗∗ : 1A ⇒ LM . Pick also pseudo-natural equivalences
µ∗ : FL⇒ 1B and µ∗∗ : LM ⇒ 1A
representing the inverses of the 2-cells η∗, η∗∗ in 2-Cat. We get a pseudo-natural equivalence
β := (µ∗ ∗M)⊙ (F ∗ η∗∗) : F ⇒M
(corollary 2.4.14), whence the sought pseudo-natural equivalence
ε∗ := µ∗∗ ⊙ (L ∗ β) : LF ⇒ 1A .
(ii): Assertion (i) says that F is a 2-equivalence if and only if it is an equivalence in the
2-category 2-Cat. Then the assertion follows immediately from lemma 2.1.13(i). 
2.5. 2-Limits and 2-colimits. Consider 2-categoriesA , B. For every objectB ofB, one may
define the constant pseudo-functor with value B : this is the pseudo-functor
FB : A → B such that FB(A) := B FB(f) := 1B FB(α) := iB
for every A ∈ Ob(A ), every 1-cell f , and every 2-cell α of A . The coherence constraint for
FB consists of identities. Given a pseudo-functor F : A → B, a pseudo-cone on F with vertex
B is a pseudo-natural transformation FB ⇒ F . Dually, a pseudo-cocone on F with vertex B
is a pseudo-natural transformation F ⇒ FB . Especially, every 1-cell f : B → B′ induces a
pseudo-cone with vertex B :
Ff : FB ⇒ FB′ : (Ff )A := f for every A ∈ Ob(A )
whose coherence constraint consists of identities. Notice that Ff can also be viewed as a pseudo-
cocone with vertex B′. Also, every 2-cell β : f ⇒ f ′ induces a modification
Fβ : Ff  Ff ′ : A 7→ β for every A ∈ Ob(A ).
Definition 2.5.1. Let I and B be two 2-categories, F : I → B a pseudo-functor.
(i) A 2-limit (resp. a strong 2-limit) of F is a pair :
2-lim
I
F := (L, π)
consisting of an object L of B and a pseudo-cone π : FL ⇒ F , such that the functor :
B(B,L)→ PsNat(FB, F ) : f 7→ π ⊙ Ff (β : f ⇒ f ′) 7→ (π ∗ Fβ : Ff  Ff ′)
is an equivalence (resp. an isomorphism) of categories, for every B ∈ Ob(B). In this case, we
also say that π is a universal pseudo-cone (resp. a strong universal pseudo-cone).
(ii) Dually, a 2-colimit (resp. a strong 2-colimit) of F is a pair :
2-colim
I
F := (L, π)
consisting of an object L of B and a pseudo-cocone π : F ⇒ FL, such that the functor:
B(L,B)→ PsNat(F, FB) : f 7→ Ff ⊙ π (β : f ⇒ f ′) 7→ (Fβ ∗ π : Ff  Ff ′)
is an equivalence (resp. an isomorphism) of categories, for every B ∈ Ob(B). In this case, we
also say that π is a universal pseudo-cocone (resp. a strong universal pseudo-cocone).
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(iii) We say that B is 2-complete (resp. 2-cocomplete, resp. strongly 2-complete, resp.
strongly 2-cocomplete) if, for every small 2-category I , every pseudo-functor I → B admits a
2-limit (resp. a 2-colimit, resp. a strong 2-limit, resp. a strong 2-colimit).
(iv) Let C be any other 2-category, G : B → C any pseudo-functor, and (L, π) a 2-limit
(resp. a 2-colimit) for F . We say that G commutes with the 2-limit of F (resp. that G commutes
with the 2-colimit of F ) if the pseudo-cone G ∗ π : FGL ⇒ G ◦ F (resp. the pseudo-cocone
G ∗ π : G ◦ F ⇒ FGL) is universal.
Remark 2.5.2. (i) As usual, if the 2-limit of a pseudo-functor exists, it is unique up to (non-
unique) equivalence : if (L′, π′) is another 2-limit, there exist an equivalence h : L→ L′ and an
isomorphism β : π′ ⊙ Fh ∼→ π; moreover, the pair (h, β) is unique up to unique isomorphism,
in a suitable sense, that the reader may spell out, as an exercise. A similar remark holds for
2-colimits.
(ii) Likewise, in the situation of definition 2.5.1(iv), the commutation of G with the 2-limit
or 2-colimit of F is an intrinsic property of G, i.e. is independent of the choice of a 2-limit or
2-colimit for F .
(iii) To be in keeping with the terminology of [16, Ch.VII], we should write pseudo-bilimit
instead of 2-limit (and likewise for 2-colimit). The term “2-limit” denotes in loc.cit. a related
notion, which is unique up to isomorphism, not just up to equivalence. However, the notion
introduced in definition 2.5.1 occurs more frequently in applications.
(iv) Let A• := (Ai | i ∈ I) be any family of objects of the 2-category A , indexed by a
small set I . We may regard A• as a strict pseudo-functor from the discrete category I to A .
Then a 2-limit (resp. a 2-colimit) of this pseudo-functor shall also be called a 2-product (resp.
a 2-coproduct) of A•.
(v) Let L be the small category withOb(L) := {0, 1, 2}, and whose set of arrows consists of
the identity morphisms, and two more arrows 1 → 0 and 2 → 0. An essentially commutative
square (2.1.6) can be regarded as a pseudo-cone π with vertex A, on the functor F : L → A
such that F (0) := D, F (1) := B, F (2) := C, F (1 → 0) := h and F (2 → 0) := k. We say
that (2.1.6) is 2-cartesian if (A, π) is a 2-limit of the functor F . This 2-limit shall be called the
2-fibre product of k and h, and shall be denoted
B
2×
(h,k)
C
or sometimes, just B
2×D C, if there is no danger of ambiguity.
(vi) In view of (2.2.13), it is easily seen that a pair (L, π) is a 2-colimit for the pseudo-functor
F : I → B if and only if the pair (Lo, πo) is a 2-limit for the pseudo-functor F o : Io → Bo,
and if and only if (oL, oπ) is a 2-limit for the pseudo-functor oF : oI → oB. Especially, B is
2-cocomplete if and only if Bo is 2-complete, and if and only if oB is 2-cocomplete.
(vii) Let I and B be two categories, which we regard as 2-categories with trivial 2-cells.
Then every pseudo-functor F : I → B is a functor, every pseudo-natural transformation F ⇒
G of functors F,G : I → B is a natural transformation, and the category PsNat(F,G) is
discrete. It follows easily that a 2-limit (L, π) of any such functor F : I → B is a strong
2-limit, it represents also the (usual) limit of F , and the universal pseudo-cone π is also a
universal cone. Likewise, any 2-colimit of F represents the colimit of F , and every universal
pseudo-cocone is a universal cocone.
The following lemma 2.5.3 indicates that the framework of 2-categories does indeed provide
an adequate answer to the issues raised in the introduction of this chapter.
Lemma 2.5.3. Let I be a 2-category, F,G : I → B two pseudo-functors, ω : F ⇒ G a
pseudo-natural equivalence, and suppose that the 2-limit of F exists. Then the same holds for
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the 2-limit of G, and there is a natural equivalence in B :
2-lim
I
F
∼→ 2-lim
I
G.
More precisely, if (L, π) is a pair with L ∈ Ob(B) and a pseudo-cone π : FL ⇒ F representing
the 2-limit of F , then the pair (L, ω ⊙ π) represents the 2-limit of G.
A dual assertion holds for 2-colimits.
Proof. It is easily seen that the rule α 7→ ω ⊙ α induces an equivalence of categories :
PsNat(FB, F )→ PsNat(FB, G) for every B ∈ Ob(B).
The claim is an immediate consequence. 
2.5.4. Let C be any 2-category with small Hom-categories. To every objectX of C we attach
the strict pseudo-functor
hX : C
o → Cat Y 7→ C (Y,X) ⊂ Y/C
that assigns to every 1-cell Y ′
f−→ Y of C the restriction C (Y,X) → C (Y ′, X) of the strict
pseudo-functor f ∗ : Y/C → Y ′/C , and to every 2-cell β : f ⇒ f ′ the restriction of the strict
pseudo-natural transformation β∗ : f ∗ ⇒ f ′∗ (notation of example 2.2.8(i)).
Notice that hXo : C → Cat is the strict pseudo-functor given by the rule : Y 7→ C (X, Y )
for every Y ∈ Ob(C ), and which assigns to the 1-cell f as in the foregoing the restriction of
the strict pseudo-functor f∗ : C /Y → C /Y ′, and to the 2-cell β the restriction of β∗ : f∗ ⇒ f ′∗
(again, with the notation of example 2.2.8(i)).
Proposition 2.5.5. With the notation of (2.5.4), let I be another 2-category, F : I → C a
pseudo-functor, and L ∈ Ob(C ) any object. We have :
(i) For every pseudo-cone π : FL ⇒ F , the following conditions are equivalent :
(a) The pseudo-cone π is universal.
(b) For everyX ∈ Ob(C ) the pseudo-cone hXo ∗π : FC (X,L) ⇒ hXo ◦F is universal.
(ii) For every pseudo-cocone π : F ⇒ FL, the following conditions are equivalent :
(a) The pseudo-cocone π is universal.
(b) For every X ∈ Ob(C ) the pseudo-cone hX ∗ π : FC (L,X) ⇒ hX ◦ F is universal.
Proof. (i.a)⇒(i.b): We have to check that for every small category B, the functor
T : Fun(B,C (X,L))→ PsNat(FB, hXo ∗ π) (G : B → C (X,L)) 7→ (hXo ∗ π)⊙ FG
is an equivalence. To this aim, consider any pseudo-cone λ : FB ⇒ hXo ∗ π. Explicitly, λ is
the datum of a system of functors (λi : B → C (X,F i) | i ∈ Ob(I)) and a system of natural
isomorphisms of functors (τλϕ : hXo(Fϕ) ◦ λi ⇒ λj | (i
ϕ−→ j) ∈ Morph(I)) fulfilling the usual
coherence axioms. To every B ∈ Ob(B) we attach the system
λ•(B) := (λi(B) : X → Fi | i ∈ Ob((I)).
It is easily seen that λ•(B) : FX ⇒ F is a pseudo-cone with coherence constraint given by the
system (τλϕ,B : F (ϕ) ◦ λi(B) ⇒ λj(B) | (i
ϕ−→ j) ∈ Morph(I)). Since (L, π) is universal, we
may then find a 1-cell λ†B : X → L and an isomorphism of pseudo-cones
ΩλB : π ⊙ Fλ†B  λ•(B) for every B ∈ Ob(B).
Moreover, for every morphism f : B → B′ in B, the system (λi(f) : λi(B) ⇒ λi(B′) | i ∈
Ob(I)) yields a modification λ•(f) : λ•(B) λ•(B
′). Then, there exists a unique 2-cell in C
(2.5.6) λ†f : λ
†
B ⇒ λ†B′ such that ΩλB′ ⊙ (π ∗ Fλ†f ) = λ•(f)⊙ Ω
λ
B.
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Clearly λ•(g)⊙ λ•(f) = λ•(g ◦ f) for every composable pair of morphisms B f−→ B′ g−→ B′′ of
B, whence λ†g ⊙ λ†f = λ†g◦f . We have thus associated with λ a well defined functor λ† : B →
C (X,L), together with an isomorphism
Ωλ• : (hXo ∗ π)⊙ Fλ† ∼→ λ in PsNat(FB, hXo ◦ F ).
This proves that T is essentially surjective. Next, let us check that T is faithful : indeed, consider
two functors G,H : B → C (X,L) and two natural transformations α, β : G ⇒ H such that
(hXo ∗ π)⊙ Fα = (hXo ∗ π)⊙ Fβ ; the latter identity means that
πi ∗ αB = πi ∗ βB : πi ◦GB ⇒ πi ◦HB for every i ∈ Ob(I) and every B ∈ Ob(B).
In other words, for every B ∈ Ob(B), the morphisms of pseudo-cones π ∗ FαB , π ∗ FβB :
π ⊙ FGB ⇒ π ⊙ FHB coincide; then the universality of π implies that αB = βB for every
B ∈ Ob(B), whence the assertion. Lastly, to check that T is full we consider, for G and H as
in the foregoing, any modification Ξ : (hXo ∗ π) ⊙ FG  (hXo ∗ π) ⊙ FH ; hence, Ξ amounts
to a system of natural transformations (Ξi : πi,∗ ◦ G ⇒ πi,∗ ◦ H | i ∈ Ob(I)) related by the
compatibility conditions :
Ξj = (τ
π
ϕ∗ ∗H)⊙ ((Fϕ)∗ ∗ Ξi) for every 1-cell ϕ : i→ j of I
where πi,∗ : C (X,L) → C (X,F i) and (Fϕ)∗ : C (X,F i) → C (X,Fj) are the functors
induced by πi : L → Fi and respectively Fϕ : Fi → Fj, and where τπϕ∗ : (Fϕ)∗ ◦ πi∗ ∼→ πj∗
denotes the isomorphism of functors induced by the coherence constraint τπ of π. Then it is
easily seen that for every B ∈ Ob(B) the system
(Ξi,B : πi ◦GB ⇒ πi ◦HB | i ∈ Ob(I))
yields a morphism of pseudo-cones Ξ•,B : π ∗ FGB  π ∗ FHB , and the naturality of Ξi gives
the identities
(2.5.7) (π ∗ FHf )⊙ Ξ•,B = Ξ•,B′ ⊙ (π ∗ FGf ) for every morphism f : B → B′ of B.
By the universality of π, the morphisms Ξ•,B corresponds to a unique 2-cell Ξ
∗
B : GB ⇒ HB,
and (2.5.7) implies that (Ξ∗B | B ∈ Ob(B)) is a well defined natural transformation Ξ∗ : G ⇒
H . By direct inspection, we see that (hXo ∗ π) ∗ FΞ∗ = Ξ, whence the contention.
(i.b)⇒(i.a): To any X ∈ Ob(C ) and any pseudo-cone ϕ : FX ⇒ F we attach the pseudo-
cone
ϕ∗ : FC (X,X) ⇒ hXo ◦ F i 7→ (ϕi∗ : C (X,X)→ C (X,F i))
with coherence constraint given by the system of isomorphisms of functors
(τϕψ∗ : (Fψ)∗ ◦ ϕi∗ ⇒ ϕj∗ | (i
ψ−→ j) ∈ Morph(I))
where τϕ• denotes the coherence constraint of ϕ. By assumption, there exist a functor ϕ
† :
C (X,X) → C (X,L) and an isomorphism of pseudo-cones ω : ϕ∗ ∼→ (hXo ∗ π)⊙ Fϕ† . Then
it is easily seen that the system
(ωi,1X : ϕi ⇒ πi ◦ ϕ†(1X) | i ∈ Ob(I))
yields an isomorphism of pseudo-cones ϕ
∼→ π ⊙ Fϕ†(1X). This shows that the functor
(2.5.8) C (X,L)→ PsNat(FX , F )
as in definition 2.5.1(i) is essentially surjective. Next, in order to check that (2.5.8) is faithful,
consider two 1-cells g, h : X → L in C and two 2-cells α, β : g ⇒ h such that πi ∗ α = πi ∗ β
for every i ∈ Ob(I); let also B be the initial object of Cat, i.e. B is a category with a unique
object b and a unique morphism 1b. We let G,H : B → C (X,L) be the functors such that
Gb := g andHb := h; then α and β correspond to natural transformations α′, β ′ : G⇒ H such
that (hXo∗π)⊙Fα′ = (hXo∗π)⊙Fβ′ , and the universality of hXo∗π implies that α′ = β ′
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α = β, as required. Lastly, for g, h, B, G and H as in the foregoing, let Ξ : π ⊙ Fg  π ⊙ Fh
be any modification; we deduce a modification Ξ′ : (hXo ∗ π)⊙ FG  (hXo ∗ π)⊙ FH , whence
– by the universality of (hXo ∗ π) – a unique natural transformation β ′ : G ⇒ H such that
Ξ′ = (hXo ∗ π)⊙ Fβ . Then β ′ is the datum of a 2-cell β : g ⇒ h such that Ξ = π ∗ Fβ , which
shows that the functor (2.5.8) is also full.
Assertion (ii) is easily deduced from (i), by considering the pseudo-cone π◦ : FL◦ ⇒ F ◦
(details left to the reader). 
Proposition 2.5.9. Let I , B and C be three 2-categories, G : B → C , and H : C → B two
pseudo-functors, and suppose that (H,G) is a 2-adjoint pair. We have :
(i) The pseudo-functor G commutes with the 2-limit of every pseudo-functor F : I → B.
(ii) Dually,H commutes with the 2-colimit of every pseudo-functor F ′ : I → C .
Proof. (i): Let F : I → B be any pseudo-functor, and (L, π) any 2-limit for F . We fix a unit
and a counit (η, ε) for the 2-adjoint pair (H,G), and a pair of invertible modifications
Σ : (G ∗ ε)⊙ (η ∗G) 1G Σ′ : (ε ∗H)⊙ (H ∗ η) 1H .
For every Y ∈ Ob(C ) we consider the diagram of functors :
D :
C (Y,GL)
ϑ //

B(HY,L)

PsNat(FY , GF )
ϑ† // PsNat(FHY , F )
where ϑ is given by the rules :
(f : Y → GL) 7→ (εL ◦Hf : HY → HGL) and (β : f ⇒ f ′) 7→ εL ∗Hβ
for every 1-cell f and every 2-cell β of C (Y,GL). The functor ϑ† assigns to every pseudo-
natural transformation ψ : FY ⇒ GF the pseudo-natural transformation (ε ∗ F ) ⊙ (H ∗ ψ) :
FHY ⇒ F , and to every modification Ξ : ψ  ψ′ the modification (ε ∗ F ) ∗ (H ◦ Ξ) (notation
of remark 2.2.10(vi)). The left (resp. right) vertical arrow is the functor associated with the
pseudo-cone G ∗ π (resp. π) as in definition 2.2.10(i). By inspecting the proof of theorem
2.2.10(ii), it is easily seen that ϑ is an equivalence, and by assumption, the same holds for the
right vertical arrow. We notice :
Claim 2.5.10. Diagram D is essentially commutative.
Proof of the claim. The composition of ϑ with the right vertical arrow assigns to every 1-cell
f : Y → GL the pseudo-natural transformation π⊙FεL◦Hf = π⊙FεL⊙FHf = π⊙(ε∗FL)⊙FHf .
On the other hand, the composition of ϑ† with the left vertical arrow assigns to f the pseudo-
natural transformation (ε∗F )⊙(H∗((G∗π)⊙Ff)). However, we have invertible modifications:
Θf : (ε ∗F )⊙ (H ∗ ((G ∗ π)⊙ Ff )) (ε ∗F )⊙ (HG ∗ π)⊙ (H ∗ Ff ) π⊙ (ε ∗ FL)⊙ FHf
for every such f (example 2.2.15(i,ii)). We need to check that the rule : f 7→ Θf yields a natural
transformation; by unwinding the definitions, we come down to showing the commutativity of
the diagram :
εF i ◦H(Gπi ◦ f)
εFi∗γ
H
f,Gπi

εFi∗H(Gπi∗β) +3 εF i ◦H(Gπi ◦ f ′)
εFi∗γ
H
f ′,Gπi

εF i ◦HGπi ◦Hf εFi∗HGπi∗Hβ +3
(τεπi )
−1∗Hf

εF i ◦HGπi ◦Hf ′
(τεπi )
−1∗Hf ′

πi ◦ εL ◦Hf (πi◦εL)∗Hβ +3 πi ◦ εL ◦Hf ′
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where (δH , γH) is the coherence constraint of H and τ ε is the coherence constraint of ε. How-
ever, the commutativity of the top square subdiagram follows from the naturality of γH (remark
2.1.17(ii)). The commutativity of the bottom square subdiagram is obvious, since the composi-
tions of both pairs of arrows equal (τ επi)
−1 ∗Hβ (remark 2.1.1(i)). ♦
In view of claim 2.5.10, we are reduced to checking that ϑ† is an equivalence of categories.
To this aim, let us consider the functor
µ : PsNat(FHY , F )→ PsNat(FY , GF ) (ϕ : FHY ⇒ F ) 7→ (G ∗ ϕ)⊙ FηY
that assigns to every modification Θ : ϕ  ϕ′ between pseudo-cones ϕ, ϕ′ : FHY ⇒ F the
modification (G ◦Θ) ∗FηY . We claim that µ is a quasi-inverse for ϑ†. Indeed, for every pseudo-
cone ψ : FY ⇒ GF we have µ◦ϑ†(ψ) = (G∗((ε∗F )⊙(H ∗ψ)))⊙FηY , and example 2.2.15(i)
and remark 2.2.10(iv) yield an invertible modification
γGε∗F,H∗ψ ∗ FηY : µ ◦ ϑ†(ψ) (G ∗ ε ∗ F )⊙ (GH ∗ ψ)⊙ FηY .
Moreover, example 2.2.15(ii) and remark 2.2.10(iv) yield an invertible modification
(G ∗ ε ∗ F ) ∗ τ ηψ : (G ∗ ε ∗ F )⊙ (GH ∗ ψ)⊙ FηY  (G ∗ ε ∗ F )⊙ (η ∗GF )⊙ ψ
which we may compose with the invertible modification
(Σ ◦ F ) ∗ ψ : (G ∗ ε ∗ F )⊙ (η ∗GF )⊙ ψ  1GF ⊙ ψ = ψ.
Summing up, we obtain an invertible modification
Λψ : µ ◦ ϑ†(ψ) ψ i 7→ (ΣF i ∗ ψi)⊙ (G(εF i) ∗ τ ηψi)⊙ (γGεFi,Hψi ∗ ηY )
and we need to check that the rule ψ 7→ Λψ yields a natural transformation
Λ : µ ◦ ϑ† ⇒ 1PsNat(FY ,GF ).
Thus, let Ξ : ψ  ψ′ be any modification, and notice that µ ◦ ϑ†(Ξ)i = G(εF i ∗H(Ξi)) ∗ ηY
for every i ∈ Ob(I); we compute :
Ξi ⊙ Λψ,i = (ΣF i ∗ ψ′i)⊙ (G(εF i) ∗ ηGFi ∗ Ξi)⊙ (G(εF i) ∗ τ ηψi)⊙ (γGεFi,Hψi ∗ ηY )
= (ΣF i ∗ ψ′i)⊙ (G(εF i) ∗ τ ηψ′i)⊙ (G(εF i) ∗GH(Ξi) ∗ ηY )⊙ (γ
G
εFi,Hψi
∗ ηY )
= (ΣF i ∗ ψ′i)⊙ (G(εF i) ∗ τ ηψ′i)⊙ (γ
G
εFi,Hψ
′
i
∗ ηY )⊙ (G(εF i ∗H(Ξi)) ∗ ηY )
=Λψ′,i ⊙ µ ◦ ϑ†(Ξ)i
where the first identity follows from remark 2.1.1(i), the second one from remark 2.2.5(i), and
the third one from remark 2.1.17(ii). The assertion follows.
Lastly, we have ϑ†◦µ(ϕ) = (ε∗F )⊙H∗((G∗ϕ)⊙FηY ) for every pseudo-cone ϕ : FHY ⇒ F ,
and we get an invertible modification
Λ′ϕ : ϑ
† ◦ µ(ϕ) (ε ∗ F )⊙ (HG ∗ ϕ)⊙ FHηY  ϕ⊙ FεHY ⊙ FHηY  ϕ
as the composition of (ε∗F )∗(γHFηY ,G∗ϕ)
−1 from example 2.2.15(i), together with (τ εϕ)
−1∗FHηY
from example 2.2.15(ii) and ϕ ∗ FΣ′Y . An explicit calculation as in the foregoing shows that the
rule ϕ 7→ Λ′ϕ yields a natural transformation Λ : ϑ† ◦ µ ⇒ 1PsNat(FHY ,F ) (details left to the
reader), and concludes the proof of (i).
Assertion (ii) follows from (i), by considering the opposite 2-categories : details left to the
reader. 
Proposition 2.5.11. Let A ,B be two 2-categories, F : A → B a fully faithful pseudo-functor
that admits a left 2-adjoint G : B → A . The following holds :
(i) For every small 2-category I and every pseudo-functor ϕ : I → A , if F ◦ ϕ : I → B
admits a 2-limit (L, πL), then ϕ admits a 2-limit (M,πM).
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(ii) In the situation of (i), we have equivalences L
∼→ FM in B andM ∼→ GL in A .
Proof. Let η : 1B ⇒ FG and ε : GF ⇒ 1A be a unit and a counit for the 2-adjoint pair (G,F ),
and set πGL := (ε ∗ ϕ) ⊙ (G ∗ πL) : FGL ⇒ ϕ. By the universality of πL, there exist a 1-cell
f : FGL → L in B and an isomorphism of pseudo-cones πL ⊙ Ff ∼→ F ∗ πGL. Invoking
example 2.2.15(i,ii) we deduce isomorphisms of pseudo-cones :
πL⊙Ff◦ηL = πL⊙Ff⊙FηL ∼→ (F ∗ πGL)⊙(η ∗ FL) ∼→ (F ∗ ε ∗ ϕ)⊙(FG ∗ πL)⊙(η ∗ FL)
∼→ (F ∗ ε ∗ ϕ)⊙ (η ∗ Fϕ) ◦ πL ∼→ πL
whence an isomorphism f ◦ ηL ∼→ 1L in B, by universality of πL. On the other hand, since F
is fully faithful, there exists a 1-cell h : GL→ GL in A with an isomorphism Fh ∼→ ηL ◦ f :
FGL→ FGL. Notice the isomorphisms :
(2.5.12) Fh ◦ ηL ∼→ ηL ◦ f ◦ ηL ∼→ ηL ∼→ F1GL ◦ ηL.
On the other hand, using the pseudo-naturality of ε and the triangular modifications for the pair
(η, ε) we get isomorphisms :
εGL ◦G(Fh ◦ ηL) ∼→ εGL ◦GFh ◦GηL ∼→ h ◦ εGL ◦GηL ∼→ h
and similarly : εGL ◦ G(F1GL ◦ ηL) ∼→ 1GL. Combining with (2.5.12), we deduce an isomor-
phism h
∼→ 1GL, whence ηL ◦ f ∼→ F1GL ∼→ 1FGL, which shows that f is an equivalence in
B. Especially, (ii) holds withM := GL, and it also follows that (FGL, F ∗πGL) is a 2-limit of
F ◦ ϕ. It remains to check that (GL, πGL) is a 2-limit of ϕ. To this aim, we consider for every
A ∈ Ob(A ) the essentially commutative diagram of categories :
A (A,GL) //
FA,GL

PsNat(FA, ϕ)
U

B(FA, FGL) // PsNat(FFA, F ◦ ϕ)
whose top (resp. bottom) horizontal arrow is the pseudo-functor induced by the pseudo-cone
πGL (resp. F ∗ πGL) as in definition 2.5.1(i). The pseudo-functor U is given by the rules :
β 7→ F ∗ β and Θ 7→ F ∗ Θ for every pseudo-cone β : FA ⇒ ϕ and every modification of
pseudo-cones Θ : β  β ′. Since F is fully faithful, the functor FA,GL is an equivalence, and
the same holds for the bottom horizontal arrow. We are then reduced to checking that U is an
equivalence. To this aim, recall that ε is a pseudo-natural equivalence (corollary 2.4.27) and fix
a 1-cell ωA : A→ GFA in A and an isomorphism
ρA : εA ◦ ωA ∼→ 1A.
There follows an isomorphism FεA ◦ FωA ∼→ 1FA; on the other hand, the triangular modifica-
tions for (η, ε) give an isomorphism FεA ◦ ηFA ∼→ 1FA, so we get as well an isomorphism
ρ′A : FωA
∼→ ηFA.
We consider the pseudo-functor
V : PsNat(FFA, F ◦ ϕ)→ PsNat(FA, ϕ) β 7→ (ε ∗ ϕ)⊙ (G ∗ β)⊙ FωA
that assigns to every modification Θ : β  β ′ of pseudo-cones β, β ′ : FFA ⇒ F ◦ ϕ the
modification (ε ∗ ϕ) ∗ (G ∗Θ) ∗ FωA . We construct as follows isomorphisms of functors
Λ : V U
∼→ 1PsNat(FA,ϕ) Λ′ : UV ∼→ 1PsNat(FFA,F◦ϕ).
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For every pseudo-cone β : FA ⇒ ϕ we have V U(β) = (ε ∗ ϕ)⊙ (GF ∗ β)⊙ FωA . By example
2.2.15(ii), we have an invertible modification
Ξβ : β ⊙ (ε ∗ FA) (ε ∗ ϕ)⊙ (GF ∗ β) i 7→ τ εβi
where τ ε denotes the coherence constraint of ε. There follows an isomorphism Ξ−1β ∗ FωA :
V U(β)
∼→ β ⊙ (ε ∗ FA) ⊙ FωA = β ⊙ FεA◦ωA . We compose the latter with the isomorphism
β ∗ FρA : β ⊙ FεA◦ωA ∼→ β to obtain the isomorphism Λβ : V U(β) ∼→ β. In order to check the
naturality of the rule : β 7→ Λβ, we come down to verifying the identity :
((ε ∗ ϕ) ∗ (GF ∗Θ))⊙ Ξβ = Ξβ′ ⊙ (Θ ∗ (ε ∗ FA))
for every morphism of pseudo-conesΘ : β  β ′. This follows from the naturality of τ ε, applied
to the system of 2-cells Θi : βi ⇒ β ′i : details left to the reader. Lastly, for every pseudo-cone
β : FFA ⇒ F ◦ ϕ we have UV (β) = F ∗ ((ε ∗ ϕ)⊙ (G ∗ β)⊙ FωA). By example 2.2.15(i) we
have the invertible modification
Γβ : (F ∗ ε ∗ ϕ)⊙ (FG ∗ β)⊙ FFωA  F ∗ ((ε ∗ ϕ)⊙ (G ∗ β)⊙ FωA) i 7→ γFωA,Gβi,εϕ(i)
where γF••• is coherence constraint of F (for compositions of three 1-cells). We compose Γ
−1
β
with the invertible modification ((F ∗ε∗ϕ)⊙ (FG∗β))∗Fρ′A to get an isomorphismUV (β)
∼→
(F ∗ ε ∗ ϕ)⊙ (FG ∗ β)⊙ (η ∗ FA). Then, example 2.2.15(ii) yields the invertible modification
Ξ′β : (FG ∗ β)⊙ (η ∗ FA) (η ∗ F ∗ ϕ)⊙ β i 7→ τ ηβi
where τ η denotes the coherence constraint of η. On the other hand we have the triangular
modification Σ : (F ∗ ε)⊙ (η ∗ F ) 1F , so we can compose further with
((Σ ∗ ϕ) ∗ β)⊙ ((F ∗ ε ∗ ϕ) ∗ Ξ′β) : (F ∗ ε ∗ ϕ)⊙ (FG ∗ β)⊙ (η ∗ FA) ∼→ β
to get the sought isomorphism Λ′β : UV (β)
∼→ β. Again, the naturality of the rule : β 7→ Λ′β
follows easily from the naturality of γF••• and τ
η . 
2.5.13. Let I, J be two small 2-categories, C another 2-category, and ϕ : J → I , F : I → C
two pseudo-functors. Let also (L, π) and (L′, π′) be 2-limits for F and respectively F ◦ϕ. Then
there exist a 1-cell f : L→ L′ of C and an invertible modification
Θ : π ∗ ϕ π′ ⊙ Ff .
Moreover, if f ′ : L → L′ is another such 1-cell with an invertible modification Θ′ : π ∗ ϕ  
π′ ⊙ Ff ′ , there exists a unique invertible 2-cell in C :
β : f
∼→ f ′ such that Fβ ⊙Θ = Θ′.
In particular, f shall be an equivalence in C if and only if the same holds for f ′ (remark
2.1.4(iii)), so the property that f is an equivalence is an intrinsic feature of the pair (ϕ, F ).
Furthermore, Θ induces an essentially commutative diagram of categories :
C (X,L)
T //
fX∗

PsNat(FX , F )
SX

C (X,L′)
T ′ // PsNat(FX , F ◦ ϕ)
for every X ∈ Ob(C )
whose horizontal arrows are the equivalences of definition 2.5.1(i), where fX∗ is defined as in
example 2.1.11(iii), and SX is given by the rules : (β : FX ⇒ F ) 7→ β ∗ϕ and (Ξ : β  β ′) 7→
Ξ ◦ ϕ. Then the required isomorphism of functors SX ◦ T ∼→ T ′ ◦ fX∗ is given by the rule :
(g : X → L) 7→ Θ ∗ Fg. Hence, f is an equivalence in C if and only if SX is an equivalence of
categories for everyX ∈ Ob(C ).
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Definition 2.5.14. We say that a pseudo-functor ϕ : J → I is 2-final if for every 2-complete
2-category C and every pseudo-functor F : I → C the induced 1-cell f : L→ L′ as in (2.5.13)
is an equivalence. Likewise, we say that ϕ is 2-cofinal if ϕo : Jo → Io is 2-final.
Unlike as in the case for usual category, we do not have a general characterization of 2-final
or 2-cofinal pseudo-functors, but we can point out at least two simple, though useful, classes
of such pseudo-functors. For our first example, let 1 be a final object of Cat, i.e. a category
with a unique object and a unique morphism (then the unique morphism is the identity of the
unique object); let likewise I be a final object of 2-Cat, i.e. a 2-category with a unique object,
a unique 1-cell and a unique 2-cell. We say that a given object i0 of I is pseudo-initial (resp.
pseudo-final) if the category I(i0, i) (resp. I(i, i0)) is equivalent to 1, for every i ∈ Ob(I).
Proposition 2.5.15. Let i0 be a pseudo-initial (resp. pseudo-final) object of I , and ϕ : I → I
the strict pseudo-functor that maps the object of I to i0. Then ϕ is 2-final (resp. 2-cofinal).
Proof. Let i0 be pseudo-initial; we need to check that for every 2-complete 2-category C , every
pseudo-functor F : I → C and every 2-limit (L, π) of F , the pair (L, π ∗ ϕ) is a 2-limit of
F ◦ϕ, and notice that the latter condition means that πi0 : L→ L′ := Fi0 is an equivalence. To
this aim, it suffices to construct a universal pseudo-cone π′ : FL′ ⇒ F with π′i0 = 1L′ . We may
also assume that F is unital, by lemma 2.5.3 and proposition 2.4.3. Thus, let i ∈ Ob(I) be any
object; by assumption, there exists a 1-cell fi : i0 → i in I , and we set π′i := Ffi : L′ → Fi.
Naturally, we take fi0 := 1i0 , so that π
′
i0 = 1L′ , since F is unital. Next, for every one-cell g :
i→ i′ in I we have by assumption a unique 2-cell βg : g ◦fi ⇒ fi′ in I , and it is easily seen that
βg must then be invertible (details left to the reader); we set τg := (Fβg)⊙γFfi,g : Ff ◦πi ⇒ π′i′ ,
where γF denotes the coherence constraint of F .
Claim 2.5.16. The rule : i 7→ π′i defines a pseudo-cone π′ : FL′ ⇒ F with coherence constraint
given by the system of 2-cells τ•.
Proof of the claim. The uniqueness of βg implies that β1i = 1fi for every i ∈ Ob(I) and
βh ⊙ (h ∗ βg) = βh◦g for every pair of 1-cells i g−→ i′ h−→ i′′.
Since F is unital, it follows already that τ1i = 1π′i for every i ∈ Ob(I). It remains to check that
τh ⊙ (Fh ∗ τg) = τh◦g ⊙ (γFg,h ∗ π′i)
for every pair of 1-cells (g, h) as in the foregoing. We compute :
τh ⊙ (Fh ∗ τg) = Fβh ⊙ γFfi′ ,h ⊙ (Fh ∗ Fβg)⊙ (Fh ∗ γFfi,g)
= Fβh ⊙ F (h ∗ βg)⊙ γFg◦fi,h ⊙ (Fh ∗ γFfi,g)
= Fβh◦g ⊙ γFg◦fi,h ⊙ (Fh ∗ γFfi,g)
whereas τh◦g ⊙ (γFg,h ∗ π′i) = Fβg◦h ⊙ γFfi,g ⊙ (γFg,h ∗ Ffi), so the sought identity follows from
the composition axiom for γF . ♦
To conclude, we need to check that functor
C (X,L)→ PsNat(cX , F ) t 7→ π′ ⊙ Ft
is an equivalence for everyX ∈ Ob(C ). The faithfulness is clear, since π′i0 = 1L′ . To check that
the functor is full, consider two 1-cells t, t′ : X → L and a modification Ξ : π′⊙ Ft  π′⊙Ft′ ;
we set µ := Ξi0 : t ⇒ t′. Now, notice that βfi = 1fi for every i ∈ Ob(I), so that τfi = 1Ffi ,
since F is unital; then the compatibility condition for Ξ, relative to the 1-cell fi : i0 → i yields:
Ξi = Ffi ∗ µ for every i ∈ Ob(I)
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which shows that Ξ = π′ ∗ Fµ, as required. Lastly, let α : FX ⇒ F be any pseudo-cone; set
t := αi0 : X → L′, and Ξi := ταfi : Ffi ◦ t⇒ αi for every i ∈ Ob(I), where τα is the coherence
constraint of α. To conclude, it suffices to check that the rule : i 7→ Ξi yields an invertible
modification Ξ : π′ ⊙ Ft  α. This comes down to showing :
ταg ⊙ (Fg ∗ ταfi) = ταfi′ ⊙ (τg ∗ αi0) for every 1-cell g : i→ i′ of I.
However, the left-hand side of the latter identity equals ταg◦fi ⊙ (γFfi,g ∗ αi0), by the coherence
axiom for τα, so we are reduced to checking the identity :
ταg◦fi = τ
α
fi′
⊙ (Fβg ∗ αi0)
which holds by naturality of τα. 
2.5.17. For our second example, consider a small category I (which we regard as a 2-category
with trivial 2-cells, as usual), and a full subcategory J of I , such that the inclusion functor
ϕ : J → I admits a left adjoint σ : I → J with σ ◦ ϕ = 1J .
Proposition 2.5.18. In the situation of (2.5.17), the pseudo-functor ϕ : J → I is 2-cofinal.
Proof. For every pseudo-functor F : I → C , every pseudo-cocone π : F ⇒ FL, and every
C ∈ Ob(C ) we have a commutative diagram of categories :
C (L,C)
ww♦♦♦
♦♦♦
♦♦♦
♦♦
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
PsNat(F, FC)
SC // PsNat(F ◦ ϕ, FC)
whose downward arrows are the functors f 7→ π⊙Ff and f 7→ (π∗ϕ)⊙Ff of definition 2.5.1(ii),
and where SC is given by the rules : (β : F ⇒ FC) 7→ β ∗ ϕ and (Ξ : β  β ′) 7→ Ξ ◦ ϕ.
We come down to checking that SC is an equivalence, for every such F . To this aim, notice
first that the adjoint pair (σ, ϕ) admits an adjunction whose counit σ ◦ ϕ ⇒ 1J is the identity
natural transformation (proposition 1.1.20(iii)); in view of the triangular identities of (1.1.13),
it follows that the unit η : 1I ⇒ ϕ ◦ σ fulfills as well the condition :
η ∗ ϕ = 1ϕ.
We consider for every C ∈ Ob(C ) the functor
S ′C : PsNat(F ◦ ϕ, FC)→ PsNat(F, FC) (β : F ◦ ϕ⇒ FC) 7→ (β ∗ σ)⊙ (F ∗ η)
that assigns to every modification Ξ : β  β ′ the modification (Ξ ◦ σ) ∗ (F ∗ η) : S ′C(β)  
S ′C(β
′). Notice that for every pseudo-natural transformation β : F ◦ ϕ⇒ FC we have
SC ◦ S ′C(β) = ((β ∗ σ)⊙ (F ∗ η)) ∗ ϕ = (β ∗ σ ∗ ϕ)⊙ (F ∗ η ∗ ϕ) = β
and likewise, if β ′ : F ◦ϕ⇒ FC is another such pseudo-natural transformation, and Ξ : β  β ′
is any modification, we get SC ◦ S ′C(Ξ) = Ξ. On the other hand, for every pseudo-natural
transformation β : F ⇒ FC , example 2.2.15(ii) yields an invertible modification
τβη : β = (FC ∗ η)⊙ (β ∗ 1I) (β ∗ ϕ ∗ σ)⊙ (F ∗ η) = S ′C ◦ SC(β).
To conclude the proof, it suffices to check that the rule β 7→ τβη yields a natural transforma-
tion 1PsNat(F,FC) ⇒ S ′C ◦ SC . The latter comes down to the commutativity of the diagram of
modifications :
β
τβη ///o/o/o
Ξ

O
O
O
(β ∗ ϕ ∗ σ)⊙ (F ∗ η)
(Ξ◦ϕ◦σ)∗(F∗η)
O
O
O
β ′
τβ
′
η ///o/o/o (β ′ ∗ ϕ ∗ σ)⊙ (F ∗ η)
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for every modification Ξ : β  β ′. This in turn amounts to the compatibility condition for Ξ,
relative to the 1-cell ηi : i→ ϕ ◦ σ(i), for every i ∈ Ob(I). 
2.6. 2-Categorical Kan extensions. Let I, J,C be three 2-categories, ϕ : I → J a unital
pseudo-functor, and suppose that C is 2-complete, I is small and J has small Hom-categories.
We define as follows a pseudo-functor
2-
∫
ϕ
: PsFun(I,C )→ PsFun(J,C ).
For every unital pseudo-functor F : I → C and every j ∈ Ob(J), notice that the 2-category
j/ϕI is small under our assumptions, and choose a 2-limit (LF,j, π
F,j) of F ◦ tj : j/ϕI → C
(notation of example 2.2.8(ii)). Then, for every 1-cell g : j → j′ in J there exist a 1-cell
LF,g : LF,j → LF,j′ in C and an invertible modification
ΩF,g : πF,j ∗ g∗  πF,j′ ⊙ FLF,g
with the strict pseudo-functor g∗ : j′/ϕI → j/ϕI defined as in example 2.2.8(ii), and we set
(2.6.1) 2-
∫
ϕ
F (j) := LF,j 2-
∫
ϕ
F (g) := LF,g.
Obviously, for g = 1j , we take LF,g to be the identity 1-cell of LF,j , and Ω
F,g the identity
modification of πF,j . If h : j′ → j′′ is another 1-cell in J , there exists a unique invertible 2-cell
LF,g,h : LF,h ◦ LF,g ⇒ LF,h◦g in C such that
(2.6.2) (πF,j
′′ ∗ FLF,g,h)⊙ (ΩF,h ∗ FLF,g)⊙ (ΩF,g ◦ h∗) = ΩF,h◦g.
Moreover, if g, g′ : j → j′ are two 1-cells of J , and β : g ⇒ g′ is a 2-cell, we set
πF,βf := τ
F,j
β∗(f) for every (f : j
′ → ϕ(i)) ∈ Ob(j′/ϕI)
where τF,j denotes the coherence constraint of πF,j, and β∗ : g∗ ⇒ g′∗ is the strict pseudo-
natural transformation associated with β as in example 2.2.8(ii). Since F is unital, πF,βf is
a 2-cell πF,jg∗(f) ⇒ πF,jg′∗(f) in C , between two 1-cells LF,j → Fi. We claim that the rule :
(f : j′ → ϕ(i)) 7→ πF,βf defines an invertible modification πF,β : πF,j ∗ g  πF,j ∗ g′. Indeed,
notice first that for every pair of 1-cells (i1, g1)
(f,α)−−−→ (i2, g2) (f
′,α′)−−−→ (i3, g3) of j/ϕ(I) we have
by definition :
(2.6.3) (f ′, α′) ◦ (f, α) = α′ ⊙ (ϕ(f ′) ∗ α)⊙ ((γϕf,f ′)−1 ∗ g1) in j/ϕ(I).
Now, again using the unital assumption for F , the assertion comes down to the identity :
τF,jg′∗(h,α) ⊙ (Fh ∗ τF,jβ∗(f)) = τF,jβ∗(f ′) ⊙ τF,jg∗(h,α)
for every 1-cell (h, α) : (f : j′ → ϕ(i)) → (f ′ : j′ → ϕ(i′)) of j′/ϕI . Let us also remark that
β∗(f ′)◦g∗(α, f) = g′∗(α, f)◦β∗(f), and β∗(f) = (1i, f ∗β) and likewise for β∗(f ′); since also
ϕ is unital, we then have γϕ1i,h = 1h = γ
ϕ
h,1i′
, and the sought identity follows from (2.6.3) and
the coherence axiom for τF,j . Consequently, there exists a unique 2-cell LF,β : LF,g ⇒ LF,g′ in
C such that
(2.6.4) ΩF,g
′ ⊙ πF,β = (πF,j′ ∗ FLF,β)⊙ ΩF,g
and we set
(2.6.5) 2-
∫
ϕ
F (β) := LF,β.
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Lemma 2.6.6. In the situation of (2.6), the system of invertible 2-cells LF,•• yields a coherence
constraint for a unital pseudo-functor 2-
∫
ϕ
F : J → C defined on objects and 1-cells by (2.6.1),
and on 2-cells by (2.6.5).
Proof. Let β : g ⇒ g′ and β ′ : g′ ⇒ g′′ be two 2-cells of J ; a simple inspection shows that
β ′∗(f) ◦ β∗(f) = (β ′ ⊙ β)∗(f) for every (f : j′ → ϕ(i)) ∈ Ob(j′/ϕI)
whence πF,β
′ ⊙ πF,β = πF,β′⊙β. On the other hand, we have
(πF,j
′ ∗ FLF,β′ )⊙ (πF,j
′ ∗ FLF,β)⊙ ΩF,g =(πF,j
′ ∗ FLF,β′ )⊙ ΩF,g
′ ⊙ πF,β
=ΩF,g
′′ ⊙ πF,β′ ⊙ πF,β.
Summing up, we already see that 2-
∫
ϕ
F (β ′)⊙ 2-∫
ϕ
F (β) = 2-
∫
ϕ
F (β ′ ⊙ β). Moreover, notice
that πF,1g is the identity automorphism of πF,j ∗ g (remark 2.4.2(ii)), whence
2-
∫
ϕ
F (1g) = 1LF,g for every 1-cell g of J.
Next, let g, g′ : j → j′ and h, h′ : j′ → j′′ be four 1-cells of J and β : g ⇒ g′, β : h ⇒ h′ two
2-cells; we need to check that(
2-
∫
ϕ
F (β ′ ∗ β)
)
⊙ LF,g,h = LF,g′,h′ ⊙
(
2-
∫
ϕ
F (β ′) ∗ 2-
∫
ϕ
F (β)
)
and in light of the foregoing, we may assume that either β = 1g or β
′ = 1h. In these cases, the
assertion comes down to the identities :
LF,h∗β ⊙ LF,g,h =LF,g′,h ⊙ (LF,h ∗ LF,β)
LF,β′∗g ⊙ LF,g,h =LF,g,h′ ⊙ (LF,β′ ∗ LF,g).
However, set X := (ΩF,h ∗ FLF,g)⊙ (ΩF,g ◦ h∗). It suffices to show that
Y := (πF,j
′′ ∗ (FLF,g′,h ⊙ (FLF,h ∗ FLF,β))⊙X = Z := (πF,j
′′ ∗ (FLF,h∗β ⊙ FLF,g,h))⊙X
Y ′ := (πF,j
′′ ∗ (FLF,g,h′ ⊙ (FLF,β′ ∗ FLF,g))⊙X = Z ′ := (πF,j
′′ ∗ (FLF,β′∗g ⊙ FLF,g,h))⊙X.
We compute :
Y =(πF,j
′′ ∗ FLF,g′,h)⊙ (ΩF,h ∗ FLF,g′ )⊙ ((πF,j
′ ∗ h∗) ∗ FLF,β)⊙ (ΩF,g ◦ h∗)
= (πF,j
′′ ∗ FLF,g′,h)⊙ (ΩF,h ∗ FLF,g′ )⊙ (ΩF,g
′ ◦ h∗)⊙ (πF,β ◦ h∗)
=ΩF,h◦g
′ ⊙ (πF,β ◦ h∗).
and on the other hand, Z = (πF,j
′′∗FLF,h∗β)⊙ΩF,h◦g = ΩF,h◦g
′⊙πF,1h∗β. So, for the first identity
we are reduced to showing that πF,β ◦ h∗ = πF,1h∗β. The latter follows by direct inspection.
Next, we compute :
Y ′ =(πF,j
′′ ∗ FLF,g,h′ )⊙ (ΩF,h
′ ∗ FLF,g)⊙ (πF,β
′ ∗ FLF,g)⊙ (ΩF,g ◦ h∗)
= (ΩF,h
′◦g)⊙ (ΩF,g ∗ h′∗)−1 ⊙ (πF,β′ ∗ FLF,g)⊙ (ΩF,g ◦ h∗)
and on the other hand, Z ′ = (πF,j
′′ ∗ FLF,β′∗1g )⊙ΩF,h◦g = ΩF,h
′◦g ⊙ πF,β′∗g. So, for the second
identity we are reduced to checking that
(ΩF,g ∗ h′∗)⊙ πF,β′∗g = (πF,β′ ∗ FLF,g)⊙ (ΩF,g ◦ h∗).
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But this identity follows from the compatibility condition for ΩF,g. Lastly, let us check the
composition and unit axioms for 2-
∫
ϕ
F . Hence, let j
g−→ j′ h−→ j′′ k−→ j′′′ be three 1-cells of J ;
we need to prove that
LF,h◦g,k ⊙ (LF,k ∗ LF,g,h) = LF,g,k◦h ⊙ (LF,h,k ∗ LF,g) and LF,h,1j′ = 1LF,h = LF,1j,h.
The two identities that express the unit axiom follow by a simple inspection. For the composi-
tion axiom, set X := (ΩF,k ∗ FLF,h ∗ FLF,g)⊙ ((ΩF,h ◦ k∗) ∗ FLF,g)⊙ (ΩF,g ◦ h∗ ◦ k∗). It suffices
to show that
Y := (πF,j
′′′∗(FLF,h◦g,k⊙(FLF,k∗FLF,g,h)))⊙X = Z := (πF,j
′′′∗(FLF,g,k◦h⊙(FLF,h,k∗FLF,g)))⊙X.
We compute :
Y=(πF,j
′′′∗FLF,h◦g,k)⊙(ΩF,k∗FLF,h◦g)⊙((πF,j
′′∗k∗)∗FLF,g,h)⊙((ΩF,h◦k∗)∗FLF,g)⊙(ΩF,g◦h∗◦k∗)
=(πF,j
′′′ ∗ FLF,h◦g,k)⊙ (ΩF,k ∗ FLF,h◦g)⊙ (ΩF,h◦g ◦ k∗)
=ΩF,k◦h◦g
and a similar calculation yields as well Z = ΩF,k◦h◦g : details left to the reader. 
Remark 2.6.7. In the situation of (2.6), suppose moreover that C is strongly 2-complete. In
this case we can choose for (LF,j, π
F,j) a strong 2-limit of F ◦ tj , for every j ∈ Ob(J). Then,
we may also choose LF,g for every 1-cell g : j → j′ in J such that πF,j ∗ g∗ = πF,j′ ⊙ FLF,g ,
and take ΩF,g to be the identity modification. With these choices, it follows easily that LF,g,h
is an identity 2-cell, for every composable pair of 1-cells g, h of J . We conclude that, in this
situation, the pseudo-functor 2-
∫
ϕ
F of lemma 2.6.6 shall be strict.
2.6.8. Keep the notation of (2.6), and let F, F ′ : I → C be two unital pseudo-functors, and
β : F ⇒ F ′ a pseudo-natural transformation. Then, for every j ∈ Ob(J) there exist a 1-cell
Lβ,j : LF,j → LF ′,j and an invertible modification
Ωβ,j : (β ∗ tj)⊙ πF,j  πF ′,j ⊙ FLβ,j .
Evidently, we take L1F ,j := 1LF,j and Ω
1F ,j := 1πF,j for every such F and j. If g : j → j′ is
any 1-cell of J , there exists a unique invertible 2-cell Lβ,g : LF ′,g ◦Lβ,j ⇒ Lβ,j′ ◦LF,g such that
(2.6.9) (πF
′,j′ ∗ FLβ,g)⊙ (ΩF
′,g ∗ FLβ,j)⊙ (Ωβ,j ◦ g∗) = (Ωβ,j
′ ∗ FLF,g)⊙ ((β ∗ tj′) ∗ ΩF,g).
A direct inspection shows that L1F ,g = 1LF,g for every such F and g.
If β ′ : F ′ ⇒ F ′′ is another pseudo-natural transformation of unital pseudo-functors, there
exists a unique invertible 2-cell Lβ,β′,j : Lβ′,j ◦ Lβ,j ⇒ Lβ′⊙β,j such that
(2.6.10) (πF
′′,j ∗ FLβ,β′,j)⊙ (Ωβ
′,j ∗ FLβ,j)⊙ ((β ′ ∗ tj) ∗ Ωβ,j) = Ωβ
′⊙β,j.
Lemma 2.6.11. In the situation of (2.6.8), the system of 2-cells (Lβ,g | g : j → j′) yields a
coherence constraint for a pseudo-natural transformation
2-
∫
ϕ
β : 2-
∫
ϕ
F ⇒ 2-
∫
ϕ
F ′ j 7→ Lβ,j.
Proof. Clearly Lβ,1j = 1Lβ,j for every j ∈ Ob(J). Next, let j
g−→ j′ g′−→ j′′ be two 1-cells of J ;
we need to check the identity :
(Lβ,j′′ ∗ LF,g,g′)⊙ (Lβ,g′ ∗ LF,g)⊙ (LF ′,g′ ∗ Lβ,g) = Lβ,g′◦g ⊙ (LF ′,g,g′ ∗ Lβ,j)
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To this aim, set
X := (ΩF
′,g′ ∗ FLF ′,g ∗ FLβ,j)⊙ ((ΩF
′,g ◦ g′∗) ∗ FLβ,j)⊙ (Ωβ,j ◦ g∗ ◦ g′∗)
Y := πF
′,j′′ ∗ ((FLβ,j′′ ∗ FLF,g,g′ )⊙ (FLβ,g′ ∗ FLF,g))
Z := Y ⊙ (πF ′,j′′ ∗ FLF ′,g′ ∗ FLβ,g)⊙X
U := (πF
′,j′′ ∗ (FLβ,g′◦g ⊙ (FLF ′,g,g′ ∗ FLβ,j )))⊙X.
It suffices to show that U = Z. We compute :
Z = Y ⊙(ΩF ′,g′∗FLβ,j′ ∗ FLF,g)⊙((πF
′,j′∗ g′∗) ∗ FLβ,g)⊙((ΩF
′,g ◦ g′∗) ∗ FLβ,j)⊙(Ωβ,j◦g∗◦g′∗)
= Y ⊙ (ΩF ′,g′ ∗ FLβ,j′ ∗ FLF,g)⊙ ((Ωβ,j
′ ◦ g′∗) ∗ FLF,g)⊙ ((β ∗ tj′′)∗(ΩF,g ◦ g′∗))
= (πF
′,j′′∗FLβ,j′′∗LF,g,g′ )⊙(Ωβ,j
′′∗FLF,g′∗LF,g)⊙((β∗tj′′) ∗ ΩF,g
′∗FLF,g)⊙((β∗tj′′)∗(ΩF,g◦g′∗))
= (Ωβ,j
′′∗FLF,g′◦g)⊙((β∗tj′′)∗πF,j
′′∗FLF,g,g′ )⊙((β∗tj′′)∗ΩF,g
′∗FLF,g)⊙((β∗tj′′)∗(ΩF,g◦g′∗))
= (Ωβ,j
′′ ∗ FLF,g′◦g)⊙ ((β ∗ tj′′) ∗ ΩF,g
′◦g)
and on the other hand U = (πF
′,j′′ ∗ FLβ,g′◦g)⊙ (ΩF
′,g′◦g ∗ FLβ,j)⊙ (Ωβ,j ◦ g∗ ◦ g′∗), whence the
contention. Lastly, we check the naturality condition for Lβ,g : let f, g : j → j′ be two 1-cells
of J and α : f ⇒ g a 2-cell; we need to check the identity :
Lβ,g ⊙ (LF ′,α ∗ Lβ,j) = (Lβ,j′ ∗ LF,α)⊙ Lβ,f .
To this aim, set X := (ΩF
′,f ∗ FLβ,j)⊙ (Ωβ,j ◦ f ∗); it suffices to show that
Y ′ := (πF
′,j′ ∗ (FLβ,g ⊙ (FLF ′,α ∗ FLβ,j)))⊙X = Z ′ := (πF
′,j′ ∗ ((FLβ,j′ ∗FLF,α)⊙ FLβ,f ))⊙X.
Claim 2.6.12. (πF
′,α ∗ FLβ,j )⊙ (Ωβ,j ◦ f ∗) = (Ωβ,j ◦ g∗)⊙ ((β ∗ tj′) ∗ πF,α).
Proof of the claim. Recall that α induces a pseudo-natural transformation α∗ : f ∗ ⇒ g∗, and
α∗(h) = (1i, α) : h ◦ f → h ◦ g for every (h : j′ → ϕ(i)) ∈ Ob(j′/ϕI). The compatibility
condition of Ωβ,j then yields a commutative diagram
βi ◦ πF,jf∗(h)
βi∗π
F,α
h

Ωβ,j
f∗(h) +3 πF
′,j
f∗(h) ◦ Lβ,j
πF
′,α
h

βi ◦ πF,jg∗(h)
Ωβ,j
g∗(h) +3 πF
′,j
g∗(h) ◦ Lβ,j .
The claim is an immediate consequence. ♦
Using claim 2.6.12, we may compute :
Y ′ = (πF
′,j′ ∗ FLβ,g)⊙ (ΩF
′,g ∗ FLβ,j)⊙ (πF
′,α ∗ FLβ,j )⊙ (Ωβ,j ◦ f ∗)
= (πF
′,j′ ∗ FLβ,g)⊙ (ΩF
′,g ∗ FLβ,j)⊙ (Ωβ,j ◦ g∗)⊙ ((β ∗ tj′) ∗ πF,α)
= (Ωβ,j
′ ∗ FLF,g)⊙ ((β ∗ tj′) ∗ ΩF,g)⊙ ((β ∗ tj′) ∗ πF,α)
= (Ωβ,j
′ ∗ FLF,g)⊙ (β ∗ tj′ ∗ ((πF,j
′ ∗ FLF,α)⊙ ΩF,f))
and on the other hand Z ′ = (πF
′,j′ ∗ (FLβ,j′ ∗ FLF,α))⊙ (Ωβ,j
′ ∗ FLF,f )⊙ ((β ∗ tj′) ∗ ΩF,f). So,
we are reduced to proving that
(Ωβ,j
′ ∗ FLF,g)⊙ (β ∗ tj′ ∗ πF,j
′ ∗ FLF,α) = (πF
′,j′ ∗ (FLβ,j′ ∗ FLF,α))⊙ (Ωβ,j
′ ∗ FLF,f ).
But the latter follows as usual from remark 2.1.1(i). 
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Lemma 2.6.13. In the situation of (2.6.8), the system of 2-cells (Lβ,β′,j | j ∈ Ob(J)) yields an
invertible modification
Lβ,β′ : 2-
∫
ϕ
β ′ ⊙ 2-
∫
ϕ
β  2-
∫
ϕ
β ′ ⊙ β.
Proof. Let g : j → j′ be any 1-cell of J ; we need to show the identity
(Lβ,β′,j′ ∗ LF,g)⊙ (Lβ′,j′ ∗ Lβ,g)⊙ (Lβ′,g ∗ Lβ,j) = Lβ′⊙β,g ⊙ (LF ′′,g ∗ Lβ,β′,j).
To this aim, let us set X := ((β ′ ∗ tj′) ∗ Ωβ,j′ ∗ FLF,g)−1 ⊙ (Ωβ′,j′ ∗ FLβ,j′ ∗ FLF,g)−1 and
Y1 := X ⊙ (πF ′′,j′ ∗ FLβ′,j′ ∗ FLβ,g)
Y2 := π
F ′′,j′ ∗ ((FLβ′,g ∗ FLβ,j)⊙ (FLF ′′,g ∗ FLβ,β′,j )−1)
Z := X ⊙ (πF ′′,j′ ∗ ((FLβ,β′,j′ ∗ FLF,g)−1 ⊙ FLβ′⊙β,g)).
It suffices to check that Y := Y1 ⊙ Y2 = Z. Set as well U := (((β ′ ⊙ β) ∗ tj′) ∗ ΩF,g); we
compute :
Z = (Ωβ
′⊙β,j′ ∗ FLF,g)−1 ⊙ (πF
′′,j′ ∗ FLβ′⊙β,g)
= U ⊙ (Ωβ′⊙β,j ◦ g∗)−1 ⊙ (ΩF ′′,g ∗ FLβ′⊙β,j)−1.
On the other hand, set U ′ := (ΩF
′′,g ∗ FLβ′,j )−1 ⊙ (πF
′′,j′ ∗ FLβ′,g)−1) ∗ FLβ,j ; then
Y = ((β ′ ∗ tj′) ∗ Ωβ,j′ ∗ FLF,g)−1⊙((β ′ ∗ tj′) ∗ πF
′,j′ ∗ FLβ,g)⊙(Ωβ
′,j′ ∗ FLF ′,g ∗ FLβ,j)−1⊙Y2
= U ⊙ ((β ′ ∗ tj′) ∗ ((Ωβ,j ◦ g∗)−1 ⊙ (ΩF ′,g ∗ FLβ,j)−1)⊙ (Ωβ
′,j′ ∗ FLF ′,g ∗ FLβ,j)−1 ⊙ Y2
= U ⊙ ((β ′ ∗ tj′) ∗ (Ωβ,j ◦ g∗)−1)⊙ ((Ωβ′,j ◦ g∗)−1 ∗ FLβ,j)⊙ U ′ ⊙ Y2.
Therefore, we are reduced to checking the identity :
((πF
′′,j ∗ g∗) ∗ Fβ,β′,j)−1 ⊙ (ΩF ′′,g ∗ FLβ′⊙β,j)−1 = U ′ ⊙ Y2.
However, we have :
((πF
′′,j∗g∗)∗Fβ,β′,j)−1⊙(ΩF ′′,g∗FLβ′⊙β,j)−1=(ΩF
′′,g∗FLβ′,j∗Lβ,j)−1⊙(πF
′′,j′∗FLF ′′,g∗Fβ,β′,j)−1
so we are further reduced to showing that :
(πF
′′,j′ ∗ FLF ′′,g ∗ Fβ,β′,j)−1 = (πF
′′,j′ ∗ FLβ′,g ∗ FLβ,j )−1 ⊙ Y2
which is obvious. 
2.6.14. Let F, F ′ : I → C be two unital pseudo-functors, β, β ′ : F ⇒ F ′ two pseudo-natural
transformations, and Ξ : β  β ′ a modification. Then for every j ∈ Ob(J) there exists a
unique modification LΞ,j : Lβ,j  Lβ′,j such that
Ωβ
′,j ⊙ ((Ξ ◦ tj) ∗ πF,j) = (πF ′,j ∗ FLΞ,j )⊙ Ωβ,j .
Lemma 2.6.15. In the situation of (2.6.14), the rule j 7→ LΞ,j defines a modification
2-
∫
ϕ
Ξ : 2-
∫
ϕ
β  2-
∫
ϕ
β ′.
Proof. Let g : j → j′ be any 1-cell of J ; we need to check the identity :
(LΞ,j′ ∗ LF,g)⊙ Lβ,g = Lβ′,g ⊙ (LF ′,g ∗ LΞ,j)
and as usual, it suffices to show that
Y := πF
′,j′ ∗ ((FLΞ,j′ ∗ FLF,g)⊙ FLβ,g) = Z := πF
′,j′ ∗ (FLβ′,g ⊙ (FLF ′,g ∗ FLΞ,j )).
144 OFER GABBER AND LORENZO RAMERO
We compute :
Y =((Ωβ
′,j′ ⊙ ((Ξ ◦ tj′) ∗ πF,j′)⊙ (Ωβ,j′)−1) ∗ FLF,g)⊙ (πF
′,j′ ∗ FLβ,g)
=((Ωβ
′,j′⊙((Ξ ◦ tj′) ∗ πF,j′)) ∗ FLF,g)⊙((β∗tj′) ∗ ΩF,g)⊙(Ωβ,j ◦ g∗)−1⊙(ΩF
′,g ∗ FLβ,j )−1
=(Ωβ
′,j′∗FLF,g)⊙((β ′ ∗ tj′)∗ΩF,g)⊙((Ξ ◦ tj′) ∗ (πF,j∗g∗))⊙(Ωβ,j◦g∗)−1⊙(ΩF
′,g∗FLβ,j)−1
=(Ωβ
′,j′∗FLF,g)⊙((β ′ ∗ tj′)∗ΩF,g)⊙(Ωβ
′,j◦g∗)−1⊙((πF ′,j ∗ g∗) ∗ FLΞ,j )⊙(ΩF
′,g ∗ FLβ,j)−1
=(πF
′,j′ ∗ FLβ′,g)⊙ (ΩF
′,g ∗ FLβ′,j)⊙ ((πF
′,j ∗ g∗) ∗ FLΞ,j )⊙(ΩF
′,g ∗ FLβ,j)−1
=(πF
′,j′ ∗ FLβ′,g)⊙ (ΩF
′,g ∗ FLβ′,j)⊙ (ΩF
′,g ∗ Fβ′,j)−1 ⊙ (πF ′,j′ ∗ FLF,g ∗ FΞ,j)
=(πF
′,j′ ∗ FLβ′,g)⊙ (πF
′,j′ ∗ FLF,g ∗ FΞ,j)
whence the contention. 
Proposition 2.6.16. Let I, J,C be as in (2.6), and ϕ : I → J any pseudo-functor. The rules:
F 7→ 2-
∫
ϕu
F u β 7→ 2-
∫
ϕu
βu Ξ 7→ 2-
∫
ϕu
Ξu
for every pseudo-functor F : I → C , every pseudo-natural transformation β between pseudo-
functors F, F ′ : I → C , and every modification Ξ of such pseudo-natural transformations
(notation of remark 2.4.4(i)) define a unital pseudo-functor
2-
∫
ϕ
: PsFun(I,C )→ PsFun(J,C )
with coherence constraint given by the system of invertible modifications Lβ,β′ of lemma 2.6.13.
We call this pseudo-functor the right 2-Kan extension along ϕ.
Proof. The sought functor shall be the composition of the strict 2-equivalence of remark 2.4.4(i)
and a similar pseudo-functor uniPsFun(I,C ) → uniPsFun(J,C ) given by the foregoing rules;
we are therefore reduced to prove the existence of the latter. Now, a direct inspection shows
that L1F ,β,j = 1Lβ,j = Lβ,1F ′ ,j for every pair of unital pseudo-functors F, F
′ : I → C , every
β : F ⇒ F ′ and every j ∈ Ob(J), whence the unit axiom for the system of modifications Lβ,β′ .
In order to check the composition axiom, we need to show the identity :
Lβ′⊙β,β′′,j ⊙ (Lβ′′,j ∗ Lβ,β′,j) = Lβ,β′′⊙β′,j ⊙ (Lβ′,β′′,j ∗ Lβ,j)
for every j ∈ Ob(J) and every three pseudo-natural transformations of unital pseudo-functors
β : F ⇒ F ′, β ′ : F ′ ⇒ F ′′, β ′′ : F ′′ ⇒ F ′′′. To this aim, set X := Ωβ′′⊙β′⊙β,j , as well as :
Y := (πF
′′′,j ∗ ((FLβ′′,j ∗ FLβ,β′,j )−1 ⊙ F−1Lβ′⊙β,β′′,j ))⊙X
Z := (πF
′′′,j ∗ ((FLβ′,β′′,j ∗ FLβ,j )−1 ⊙ F−1Lβ,β′′⊙β′,j ))⊙X.
It suffices to prove that Y = Z. We compute :
Y = (πF
′′′,j ∗ FLβ′′,j ∗ FLβ,β′,j)−1 ⊙ (Ωβ
′′,j ∗ FLβ′⊙β,j)⊙ ((β ′′ ∗ tj) ∗ Ωβ
′⊙β,j)
= (Ωβ
′′,j ∗ FLβ′,j ∗ FLβ,j)⊙ ((β ′′ ∗ tj) ∗ πF
′′,j ∗ FLβ,β′,j )−1 ⊙ ((β ′′ ∗ tj) ∗ Ωβ
′⊙β,j)
= (Ωβ
′′,j ∗ FLβ′,j ∗ FLβ,j)⊙ ((β ′′ ∗ tj) ∗ ((Ωβ
′,j ∗ FLβ,j)⊙ ((β ′ ∗ tj) ∗ Ωβ,j)))
and likewise :
Z = (πF
′′′,j ∗ FLβ′,β′′,j ∗ FLβ,j)−1 ⊙ (Ωβ
′′⊙β′,j ∗ FLβ,j)⊙ ((β ′′ ⊙ β ′ ∗ tj) ∗ Ωβ,j)
= (((Ωβ
′′,j ∗ FLβ′,j )⊙ ((β ′′ ∗ tj) ∗ Ωβ
′,j)) ∗ FLβ,j)⊙ ((β ′′ ⊙ β ′ ∗ tj) ∗ Ωβ,j)
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whence the contention. Next, consider three pseudo-natural transformations β, β ′, β ′′ : F ⇒ F ′
and two modifications Ξ : β  β ′ and Ξ′ : β ′  β ′′. For every j ∈ Ob(J) we have :
Ωβ
′′,j⊙(((Ξ′⊙Ξ)◦tj)∗πF,j)=(πF ′,j∗FLΞ′,j )⊙Ωβ
′,j⊙((Ξ◦tj)∗πF,j)=(πF ′,j∗FLΞ′,j∗FLΞ,j )⊙Ωβ,j
whence LΞ′⊙Ξ,j = LΞ′,j ⊙ LΞ,j . This shows that 2-
∫
ϕ
(Ξ′ ⊙ Ξ) = 2-∫
ϕ
Ξ′ ⊙ 2-∫
ϕ
Ξ. Moreover, a
simple inspection shows that L1β ,j = 1Lβ,j for every pseudo-natural transformation β and every
j ∈ Ob(J), so 2-∫
ϕ
(1β) is the identity modification of 2-
∫
ϕ
β.
Lastly, let F, F ′, F ′′ : I → C be three unital pseudo-functors, β, β : F ⇒ F ′ and α, α′ :
F ′ ⇒ F ′′ four pseudo-natural transformations, and Ξ : β  β ′, Θ : α α′ two modifications;
we need to show that
LΘ∗Ξ,j ⊙ Lβ,α,j = Lβ′,α′,j ⊙ (LΘ,j ∗ LΞ,j) for every j ∈ Ob(J)
and by the foregoing, we may assume that either Ξ = 1β orΘ = 1α. Suppose first thatΘ = 1α,
and let X := (Ωα,j ∗ Fβ,j)⊙ ((α ∗ tj) ∗ Ωβ,j); it suffices to prove that
Y := (πF
′′,j ∗ (FLα∗Ξ,j ⊙ FLβ,α,j))⊙X = Z := (πF
′′,j ∗ (FLβ′,α,j ⊙ (FLα,j ∗ FLΞ,j )))⊙X.
We compute :
Z = (πF
′′,j ∗ FLβ′,α,j )⊙ (Ωα,j ∗ Fβ′,j)⊙ ((α ∗ tj) ∗ πF
′,j ∗ FLΞ,j )⊙ ((α ∗ tj) ∗ Ωβ,j)
= (πF
′′,j ∗ FLβ′,α,j )⊙ (Ωα,j ∗ Fβ′,j)⊙ ((α ∗ tj) ∗ (Ωβ
′,j ⊙ ((Ξ ◦ tj) ∗ πF,j)))
= Ωα⊙β
′,j ⊙ ((α ∗ tj) ∗ ((Ξ ◦ tj) ∗ πF,j)))
and on the other hand, Y = (πF
′′,j ∗ FLα∗Ξ,j )⊙ Ωα⊙β , whence the contention. A similar calcu-
lation, left to the reader, settles the case where Ξ = 1β , and concludes the proof. 
2.6.17. On the other hand, if C is 2-cocomplete, then C o is 2-complete (remark 2.5.2(vi)),
and in view of the strict isomorphisms of (2.2.13), we get a left 2-Kan extension along ϕ :
2-
∫ ϕ
: PsFun(I,C )→ PsFun(J,C ) F 7→
(
2-
∫
ϕo
F o
)o
.
Explicitly, for every j ∈ Ob(J), the object (2-∫ ϕ F )(j) represents the 2-colimit of the pseudo-
functor F ◦ os oj : o(oϕ(oI)/ oj)→ C .
Remark 2.6.18. (i) In the situation of (2.6.8), suppose that C is strongly 2-complete, and
choose strong 2-limits (LF,j, π
F,j), identity modifications ΩF,g, and 1-cells LF,g as in remark
2.6.7. Then we may further choose Lβ,j such that (β ∗ tj)⊙πF,j = πF ′,j ⊙FLβ,j , and let Ωβ,j as
well be the corresponding identity modification. With such choices, it follows easily that Lβ,g
shall be an identity 2-cell, for every 1-cell g of J , and the same for Lβ,β′ . Therefore, in this
situation the pseudo-natural transformation 2-
∫
ϕ
β of lemma 2.6.11 shall be strict as well, and
moreover (2-
∫
ϕ
β ′)⊙ (2-∫
ϕ
β) = 2-
∫
ϕ
(β ′ ⊙ β).
(ii) We conclude that, with these choices, the pseudo-functor 2-
∫
ϕ
of proposition 2.6.16
factors through a strict pseudo-functor called the strong right 2-Kan extension along ϕ :
PsFun(I,C )→ stPsFun(J,C )
(notation of definition 2.2.12(iii)). Likewise, if C is strongly 2-cocomplete, we obtain as in
(2.6.17), a strong left 2-Kan extension along ϕ which is another strict pseudo-functors with
values in stPsFun(J,C ), namely the opposite of the strong right 2-Kan extension along ϕo.
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2.6.19. Keep the notation of (2.6), and suppose now that all the 2-cells of J are invertible.
Under this assumption, we easily see that the rule : (i, f : j → ϕ(i)) 7→ f yields a pseudo-cone
ϕ∗j : Fj ⇒ ϕ ◦ tj for every j ∈ Ob(J)
whose coherence constraint is given by the rule : (h, α) 7→ α (notation of example 2.2.8(ii);
notice that this would not be a coherence constraint, if α were not invertible : details left to the
reader). Moreover, we have :
(2.6.20) ϕ∗j′ ⊙ Fg = ϕ∗j ∗ g∗ for every 1-cell g : j → j′ of J.
Furthermore, for every pair of 1-cells g, g′ : j → j′ and every 2-cell α : g ⇒ g′ we get a
modification
ϕ∗j ∗ α∗ : ϕ∗j ∗ g∗  ϕ∗j ∗ g′∗ (f : j′ → ϕ(i)) 7→ (α ∗ f : g∗(f)⇒ g′∗(f)).
Let F : I → C and G : J → C be two unital pseudo-functors, and β : G ◦ ϕ ⇒ F a pseudo-
natural transformation; there exist a 1-cell β†j : Gj → LF,j and an invertible modification
Θβ,j : (β ∗ tj)⊙ (G ∗ ϕ∗j) πF,j ⊙ Fβ†j for every j ∈ Ob(J).
Next, let g : j → j′ be any 1-cell of J , and notice that G ∗ ϕ∗j ∗ g∗ = G ∗ (ϕ∗j′ ⊙ Fg), due to
(2.6.20); according to example 2.2.15(i) the coherence constraint γG of G induces an invertible
modification
ΓG,g : (G ∗ ϕ∗j′)⊙ FGg  G ∗ ϕ∗j ∗ g∗ (f : j′ → ϕ(i)) 7→ γGg,f .
Then there exists a unique invertible 2-cell τβ
†
g : LF,g ◦ β†j ⇒ β†j′ ◦Gg such that :
(2.6.21) (πF,j
′ ∗ F
τβ
†
g
)⊙ (ΩF,g ∗ Fβ†j )⊙ (Θ
β,j ◦ g∗)⊙ ((β ∗ tj′) ∗ ΓG,g) = Θβ,j′ ∗ FGg.
Lemma 2.6.22. With the notation of (2.6.19), the rule : j 7→ β†j yields a pseudo-natural
transformation
β† : G⇒ 2-
∫
ϕ
F
with coherence constraint given by the system of 2-cells τβ
†
• .
Proof. A simple inspection shows that τβ
†
1j
= 1β†j
for every j ∈ Ob(J). Next, let g : j → g′ and
g′ : j′ → j′′ be two 1-cells of J ; we have to check the identity :
(β†j′′ ∗ γGg,g′)⊙ (τβ
†
g′ ∗Gg)⊙ (LF,g′ ∗ τβ
†
g ) = τ
β†
g′◦g ⊙ (LF,g,g′ ∗ β†j ).
To this aim, set
X := (Θβ,j ◦ g∗ ◦ g′∗)⊙ ((β ∗ tj′′) ∗ (ΓG,g ◦ g′∗))⊙ ((β ∗ tj′′) ∗ ΓG,g′ ∗ FGg)
X ′ := (ΩF,g
′ ∗ FLF,g ∗ Fβ†j )⊙ ((Ω
F,g ◦ g′∗) ∗ Fβ†j )⊙X
Y := (πF,j
′′ ∗ ((Fβ†
j′′
∗ FγG
g,g′
)⊙ (F
τβ
†
g′
∗ FGg)⊙ (FLF,g′ ∗ Fτβ†g )))⊙X
′
Z := (πF,j
′′ ∗ (F
τβ
†
g′◦g
⊙ (FLF,g,g′ ∗ Fβ†j )))⊙X
′.
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It suffices to show that Y = Z. Set as well Y ′ := πF,j
′′ ∗ ((Fβ†
j′′
∗ FγG
g,g′
) ⊙ (F
τβ
†
g′
∗ FGg)); we
compute :
Y = Y ′⊙(ΩF,g′ ∗ Fβ†
j′
∗ FGg)⊙((πF,j′ ∗ g′∗) ∗ Fτβ†g )⊙ ((Ω
F,g ◦ g′∗) ∗ Fβ†j )⊙X
′
= Y ′ ⊙ (ΩF,g′ ∗ Fβ†
j′
∗ FGg)⊙ ((Θβ,j′ ◦ g′∗) ∗ FGg)⊙ ((β ∗ tj′′) ∗ ΓG,g′ ∗ FGg)
= (πF,j
′′ ∗ Fβ†
j′′
∗ FγG
g,g′
)⊙ (Θβ,j′′ ∗ FGg′ ∗ FGg)
= (Θβ,j
′′ ∗ FG(g′◦g))⊙ ((β ∗ tj′′) ∗ (G ∗ ϕ∗j′′) ∗ FγG
g,g′
)
whereas : Z = (πF,j
′′ ∗ F
τβ
†
g′◦g
)⊙ (ΩF,g′◦g ∗ Fβ†j )⊙X . So, we are reduced to checking that
(ΓG,g ◦ g′∗)⊙ (ΓG,g′ ∗ FGg) = ΓG,g′◦g ⊙ ((G ∗ ϕ∗j′′) ∗ FγG
g,g′
).
The latter follows from the composition axiom for γG. Lastly, the naturality of τβ
†
amounts to
the identity :
τβ
†
g′ ⊙ (LF,α ∗ β†j ) = (β†j′ ∗Gα)⊙ τβ
†
g for every 2-cell α : g ⇒ g′ of J .
To prove the latter, set X := (ΩF,g ∗ Fβ†j )⊙ (Θ
β,j ◦ g∗)⊙ ((β ∗ tj′) ∗ ΓG,g); it suffices to show:
Y := (πF,j
′ ∗ (F
τβ
†
g′
⊙ (FLF,α ∗ Fβ†j )))⊙X = Z := (π
F,j′ ∗ ((Fβ†
j′
∗ FGα)⊙ Fτβ†g ))⊙X.
To this aim, we remark :
Claim 2.6.23. (πF,α ∗ Fβ†j )⊙ (Θ
β,j ◦ g∗) = (Θβ,j ◦ g′∗)⊙ ((β ∗ tj′) ∗ (G ◦ (ϕ∗j ∗ α∗)).
Proof of the claim. We have α∗(f) = (1i, α) : g ◦ f → g′ ◦ f for every (f : j′ → ϕ(i)) ∈
Ob(j′/ϕI). Now, let τG∗ϕ
∗
j be the coherence constraint of G ∗ ϕ∗j ; since ϕ is unital, it is easily
seen that τ
G∗ϕ∗j
α∗(f) = G(f ∗α) (details left to the reader). Then the compatibility condition of Θβ,j
yields the commutative diagram :
βi ◦G(f ◦ g)
Θβ,j
g∗(f) +3
βi∗G(f∗α)

πF,jg∗(f) ◦ β†j
πF,α

βi ◦G(f ◦ g′)
Θβ,j
g′∗(f) +3 πF,jg′∗(f) ⊙ β†j
whence the claim. ♦
Using claim 2.6.23 we compute :
Y =(πF,j
′ ∗ F
τβ
†
g′
)⊙ ((ΩF,g′ ⊙ πF,α) ∗ Fβ†j )⊙ (Θ
β,j ◦ g∗)⊙ ((β ∗ tj′) ∗ ΓG,g)
=(πF,j
′ ∗ F
τβ
†
g′
)⊙(ΩF,g′ ∗ Fβ†j )⊙(Θ
β,j ◦ g′∗)⊙((β ∗ tj′) ∗ (G ◦ (ϕ∗j ∗ α∗))⊙((β ∗ tj′) ∗ ΓG,g)
=(Θβ,j
′ ∗ FGg′)⊙ ((β ∗ tj′) ∗ ΓG,g′)−1 ⊙ ((β ∗ tj′) ∗ (G ◦ (ϕ∗j ∗ α∗))⊙ ((β ∗ tj′) ∗ ΓG,g)
and on the other hand
Z = (πF,j
′ ∗ Fβ†
j′
∗ FGα)⊙ (Θβ,j′∗FGg) = (Θβ,j′∗FGg′)⊙ ((β ∗ tj′) ∗ (G ∗ ϕ∗j′) ∗ FGα)
so we are reduced to showing that :
(G ◦ (ϕ∗j ∗ α∗))⊙ ΓG,g = ΓG,g
′ ⊙ ((G ∗ ϕ∗j′) ∗ FGα).
But the latter follows from the naturality condition for γG. 
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Remark 2.6.24. In the situation of (2.6.19), suppose that C is strongly 2-complete, so that we
may take for 2-
∫
ϕ
the strong 2-right Kan extension of remark 2.6.18(ii). Then we may also
choose β†j such that (β ∗ tj)⊙ (G ∗ϕ∗j ) = πF,j ⊙Fβ†j , and we may let Θ
β,j be the corresponding
identity modification. Suppose now additionally that G is a strict pseudo-functor; by inspecting
(2.6.21), we deduce that with such choices, β† is then a strict pseudo-natural transformation.
2.6.25. Keep the notation of (2.6.19), and let β, β ′ : G ◦ ϕ ⇒ F be two pseudo-natural
transformations and Ξ : β  β ′ a modification. Then there exists for every j ∈ Ob(J) a unique
2-cell Ξ†j : β
†
j ⇒ β ′†j such that
(2.6.26) (πF,j ∗ FΞ†j )⊙Θ
β,j = Θβ
′,j ⊙ ((Ξ ◦ tj) ∗ (G ∗ ϕ∗j)).
Lemma 2.6.27. In the situation of (2.6.25), the rule : j 7→ Ξ†j defines a modification
Ξ† : β†  β ′†.
Proof. Let g : j → j′ be any 1-cell of J ; we need to show the identity :
τβ
′†
g ⊙ (LF,g ∗ Ξ†j) = (Ξ†j′ ∗Gg)⊙ τβ
†
g .
To this aim, set X := (ΩF,g ∗ Fβ†j )⊙ (Θ
β,j ◦ g∗)⊙ ((β ∗ tj′) ∗ ΓG,g); it suffices to show that
Y := (πF,j
′ ∗ (F
τβ
′†
g
⊙ (FLF,g ∗ FΞ†j)))⊙X = Z := (π
F,j′ ∗ ((FΞ†
j′
∗ FGg)⊙ Fτβ†g ))⊙X.
We compute :
Y = (πF,j
′ ∗ F
τβ
′†
g
)⊙ (ΩF,g ∗ Fβ′†j )⊙ ((π
F,j ∗ g∗) ∗ FΞ†j )⊙ (Θ
β,j ◦ g∗)⊙ ((β ∗ tj′) ∗ ΓG,g)
= (πF,j
′ ∗ F
τβ
′†
g
)⊙(ΩF,g ∗ Fβ′†j )⊙(Θ
β′,j ◦ g∗)⊙((Ξ ◦ tj′) ∗ (G ∗ ϕ∗j ∗ g∗))⊙((β ∗ tj′) ∗ ΓG,g)
= (πF,j
′∗F
τβ
′†
g
)⊙(ΩF,g ∗ Fβ′†j )⊙(Θ
β′,j◦g∗)⊙((β ′ ∗ tj′)∗ΓG,g)⊙((Ξ ◦ tj′) ∗ (G ∗ ϕ∗j′)∗FGg)
= (Θβ
′,j′ ∗ FGg)⊙ ((Ξ ◦ tj′) ∗ (G ∗ ϕ∗j′) ∗ FGg).
whereas : Z = (πF,j
′ ∗ FΞ†
j′
∗ FGg)⊙ (Θβ,j′ ∗ FGg), whence the contention. 
Proposition 2.6.28. With the notation of lemmata 2.6.22 and 2.6.27, the rules : β 7→ β† and
Ξ 7→ Ξ† define a functor
(−)†F,G : PsNat(G ◦ ϕ, F )→ PsNat
(
G, 2-
∫
ϕ
F
)
.
Proof. A simple inspection shows that (1β)
† = 1β† for every pseudo-natural transformation
β : G ◦ ϕ ⇒ F . It remains to check that (Ξ′ ⊙ Ξ)† = Ξ′† ⊙ Ξ for every three pseudo-natural
transformations β, β ′, β ′′ : G ◦ ϕ ⇒ F and every pair of modifications Ξ : β  β ′ and
Ξ′ : β ′  β ′′. However, we have :
(πF,j ∗ FΞ′†j ∗ FΞ†j )⊙Θ
β,j = (πF,j ∗ FΞ′†j )⊙Θ
β′,j ⊙ ((Ξ ◦ tj) ∗ (G ∗ ϕ∗j ))
= Θβ
′′,j ⊙ ((Ξ′ ◦ tj) ∗ (G ∗ ϕ∗j))⊙ ((Ξ ◦ tj) ∗ (G ∗ ϕ∗j))
= Θβ
′′,j ⊙ (((Ξ′ ⊙ Ξ) ◦ tj) ∗ (G ∗ ϕ∗j))
whence the contention. 
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2.6.29. Keep the notation of (2.6.19). We set
ωFi := π
F,ϕ(i)
(i,1ϕ(i))
: LF,ϕ(i) → Fi for every i ∈ Ob(I)
τω
F
f := Ω
F,ϕ(f)
(i′,1ϕ(i′))
⊙ τF,ϕ(i)(f,1ϕ(f)) : Ff ◦ ω
F
i ⇒ ωFi′ ◦ LF,ϕ(f) for every 1-cell f : i→ i′ of I
where τF,ϕ(i) denotes the coherence constraint of πF,ϕ(i).
Lemma 2.6.30. The rule : i 7→ ωFi for every i ∈ Ob(I) defines a pseudo-natural transformation
ωF :
(
2-
∫
ϕ
F
)
◦ ϕ⇒ F
whose coherence constraint is given by the system of 2-cells τω
F
• .
Proof. Let f, f ′ : i → i′ be two 1-cells of I and α : f ⇒ f ′ a 2-cell; for the naturality of τωF
we need to check the identity :
τω
F
f ′ ⊙ (Fα ∗ ωFi ) = (ωFi′ ∗ LF,ϕ(α))⊙ τω
F
f .
However, notice that α induces two 1-cells (f, ϕ(α)), (f ′, 1ϕ(f ′)) : (i, 1ϕ(i))→ (i′, ϕ(f ′)) and a
2-cell α : (f, ϕ(α))⇒ (f ′, 1ϕ(f ′)) of ϕ(i)/ϕI . By naturality of τF,ϕ(i) we deduce the identity :
τ
F,ϕ(i)
(f,ϕ(α)) = π
F,ϕ(i)
(f ′,1ϕ(f ′))
⊙ (Fα ∗ πF,ϕ(i)(i,1ϕ(i)))
whence :
τω
F
f ′ ⊙ (Fα ∗ ωFi ) = ΩF,ϕ(f
′)
(i′,1ϕ(i′))
⊙ τF,ϕ(i)(f,ϕ(α)).
On the other hand, from (2.6.4) we get :
(ωFi′ ∗ LF,ϕ(α))⊙ τω
F
f = Ω
F,ϕ(f ′)
(i′,1ϕ(i′))
⊙ πF,ϕ(α)(i′,1ϕ(i′)) ⊙ τ
F,ϕ(i)
(f,1ϕ(f))
.
So we are reduced to checking the identity : τ
F,ϕ(i)
(f,ϕ(α)) = τ
F,ϕ(i)
(1i′ ,ϕ(α))
⊙ τF,ϕ(i)(f,1ϕ(f)). The latter follows
from the coherence axiom for τF,ϕ(i). Next, we check the coherence axioms for ωF . To this
aim, notice that for every i ∈ Ob(I) and f := 1i, the two-cell τF,ϕ(i)(f,1ϕ(f)) is the identity of the
1-cell π
F,ϕ(i)
(i,1ϕ(i))
(remark 2.4.2(ii)); it follows easily that τω
F
1i
= 1ωFi . Lastly, consider two 1-cells
f : i→ i′, f ′ : i′ → i′′ of I , and set X := ωFi′′ ∗ (LF,γϕ
f,f ′
⊙ LF,ϕ(f),ϕ(f ′)); we need to show that
Y := X ⊙ (τωFf ′ ∗ LF,ϕ(f))⊙ (Ff ′ ∗ τω
F
f ) = Z := τ
ωF
f ′◦f ⊙ (γFf,f ′ ∗ ωFi )
where γϕ and γF are the coherence constraints of ϕ and F . We compute :
Y = X ⊙ ((ΩF,ϕ(f ′)(i′′,1ϕ(i′′)) ⊙ τ
F,ϕ(i′)
(f ′,1ϕ(f ′))
) ∗ LF,ϕ(f))⊙ (Ff ′ ∗ (ΩF,ϕ(f)(i′,1ϕ(i′)) ⊙ τ
F,ϕ(i)
(f,1ϕ(f))
))
= X ⊙ (ΩF,ϕ(f ′)(i′′,1ϕ(i′′)) ∗ LF,ϕ(f))⊙ Ω
F,ϕ(f)
(i′,ϕ(f ′)) ⊙ τF,ϕ(i)(f ′,1ϕ(f ′)◦ϕ(f)) ⊙ (Ff
′ ∗ τF,ϕ(i)(f,1ϕ(f)))
= (ωFi′′ ∗ LF,γϕ
f,f ′
)⊙ ΩF,ϕ(f ′)◦ϕ(f)(i′′,1ϕ(i′′)) ⊙ τ
F,ϕ(i)
(f ′,1ϕ(f ′)◦ϕ(f))
⊙ (Ff ′ ∗ τF,ϕ(i)(f,1ϕ(f)))
= Ω
F,ϕ(f ′◦f)
(i′′,1ϕ(i′′))
⊙ πF,γ
ϕ
f,f ′
(i′′,1ϕ(i′′))
⊙ τF,ϕ(i)(f ′,1ϕ(f ′)◦ϕ(f)) ⊙ (Ff
′ ∗ τF,ϕ(i)(f,1ϕ(f)))
= Ω
F,ϕ(f ′◦f)
(i′′,1ϕ(i′′))
⊙ πF,γ
ϕ
f,f ′
(i′′,1ϕ(i′′))
⊙ τF,ϕ(i)
(f ′◦f,(γϕ
f,f ′
)−1)
⊙ (γFf,f ′ ∗ πF,ϕ(i)i,1ϕ(i))
where the second equality follows from the compatibility condition forΩF,ϕ(f), the third follows
from (2.6.2), the fourth follows from (2.6.4), and the fifth holds by virtue of the coherence axiom
for τF,ϕ(i), taking into account (2.6.3). So, we are reduced to checking that
π
F,γϕ
f,f ′
(i′′,1ϕ(i′′))
⊙ τF,ϕ(i)
(f ′◦f,(γϕ
f,f ′
)−1))
= τ
F,ϕ(i)
(f ′◦f,1ϕ(f ′◦f))
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which follows again from (2.6.3) and the coherence axiom for τF,ϕ(i). 
2.6.31. In view of lemma 2.6.30 we may define a functor :
(−)‡F,G : PsNat
(
G, 2-
∫
ϕ
F
)
→ PsNat(G ◦ ϕ, F ) β 7→ β‡ := ωF ⊙ (β ∗ ϕ)
attaching to every modification Ξ : β  β ′ of pseudo-natural transformations β, β ′ : G ⇒
2-
∫
ϕ
F , the modification ωF ∗ (Ξ ◦ ϕ). For any pseudo-natural transformation β : G ◦ ϕ ⇒ F
we set
Λβi := Θ
β,ϕ(i)
(i,1ϕ(i))
: βi ⇒ (β†)‡i for every i ∈ Ob(I).
Lemma 2.6.32. The rule : i 7→ Λβi defines an invertible modification
Λβ : β  (β†)‡
and the rule : β 7→ Λβ defines an isomorphism of functors :
Λ : 1PsNat(G◦ϕ,F )
∼→ (−)‡F,G ◦ (−)†F,G.
Proof. Let f : i→ i′ be any 1-cell of I; we need to check the identity :
Y := (π
F,ϕ(i′)
(i′,1ϕ(i′))
∗ τβ†ϕ(f))⊙ (τω
F
f ∗ β†ϕ(i))⊙ (Ff ∗Θβ,ϕ(i)(i,1ϕ(i))) = Z := (Θ
β,ϕ(i′)
i′,1ϕ(i′)
∗Gϕ(f))⊙ τβf
where τβ denotes the coherence constraint of β. Let also τ (β∗tϕ(i))⊙(G∗ϕ
∗
ϕ(i)
)
be the coherence
constraint of (β ∗ tϕ(i))⊙ (G ∗ ϕ∗ϕ(i)), and notice that τ
(β∗tϕ(i))⊙(G∗ϕ
∗
ϕ(i)
)
(f,1ϕ(f))
= τβf . Combining with
the compatibility condition for Θβ,ϕ(i) relative to the 1-cell (f, 1ϕ(f)) of ϕ(i)/ϕI , we get :
Y = (π
F,ϕ(i′)
(i′,1ϕ(i′))
∗ τβ†ϕ(f))⊙ (ΩF,ϕ(f)(i′,1ϕ(i′)) ∗ β
†
ϕ(i))⊙ (Θβ,ϕ(i)(i′,ϕ(f)) ∗Gϕ(i))⊙ τβf .
Then the sought identity follows from (2.6.21), applied with g := (f, 1ϕ(i)), after noticing that
ΓG,g(i′,1ϕ(i′))
= 1Gϕ(f), since G is unital. Lastly, let β, β
′ : G ⇒ 2-∫
ϕ
F be two pseudo-natural
transformations, and Ξ : β  β ′ a modification; the naturality of Λ amounts to the identity :
(ωFi ∗ Ξ†ϕ(i))⊙ Λβi = Λβ
′
i ⊙ Ξi for every i ∈ Ob(I)
which follows directly from (2.6.26). 
Lemma 2.6.33. In the situation of (2.6.19), for every j ∈ Ob(J) the rule
(i, j
g−→ ϕ(i)) 7→ ∆F,j(i,g) := ΩF,g(i,1ϕ(i)) for every (i, g) ∈ Ob(j/ϕI)
defines an invertible modification
∆F,j : πF,j  (ωF ∗ tj)⊙
((
2-
∫
ϕ
F
)
∗ ϕ∗j
)
.
Proof. Let (f, α) : (i, g)→ (i′, g′) be any 1-cell of j/ϕI; we need to check the identity :
ΩF,g
′
(i′,1ϕ(i′))
⊙ τF,j(f,α) = Y := (πF,ϕ(i
′)
(i′,1ϕ(i′))
∗ (LF,α ⊙ LF,g,ϕ(f)))⊙ (τωFf ∗ LF,g)⊙ (Ff ∗ ΩF,g(i,1ϕ(i))).
We compute :
Y = (π
F,ϕ(i′)
(i′,1ϕ(i′))
∗ (LF,α ⊙ LF,g,ϕ(f)))⊙ ((ΩF,ϕ(f)(i′,1ϕ(i′)) ⊙ τ
F,ϕ(i)
(f,1ϕ(f))
) ∗ LF,g)⊙ (Ff ∗ ΩF,g(i,1ϕ(i)))
= (π
F,ϕ(i′)
(i′,1ϕ(i′))
∗ (LF,α ⊙ LF,g,ϕ(f)))⊙ (ΩF,ϕ(f)(i′,1ϕ(i′)) ∗ LF,g)⊙ Ω
F,g
(i′,ϕ(f)) ⊙ τF,j(f,g∗(1ϕ(f)))
= (π
F,ϕ(i′)
(i′,1ϕ(i′))
∗ LF,α)⊙ ΩF,ϕ(f)◦g(i′,1ϕ(i′)) ⊙ τ
F,j
(f,g∗(1ϕ(f)))
= ΩF,g
′
(i′,1ϕ(i′))
⊙ πF,α(i′,1ϕ(i′)) ⊙ τ
F,j
(f,g∗(1ϕ(f)))
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where the second equality holds by the compatibility condition of ΩF,g, applied to the 1-cell
(f, 1ϕ(f)) : (i, 1ϕ(i)) → (i′, ϕ(f)) of ϕ(i)/ϕI , the third equality follows from (2.6.2), and the
fourth equality follows from (2.6.4). So we are reduced to checking that
τF,j(f,α) = π
F,α
(i′,1ϕ(i′))
⊙ τF,j(f,g∗(1ϕ(f)))
which follows from the coherence condition for τF,j , relative to the composition of 1-cells
(i, g)
(f,1ϕ(f)◦g)−−−−−−→ (i′, ϕ(f) ◦ g) (1i′ ,α)−−−→ (i′, g′). 
2.6.34. Now, let β : G ⇒ 2-∫
ϕ
F be a pseudo-natural transformation. For every j ∈ Ob(J)
we get the 1-cell (β‡)†j : Gj → LF,j , as well as the invertible modification
Θβ
‡,j : (ωF ∗ tj)⊙ (β ∗ (ϕ ◦ tj))⊙ (G ∗ ϕ∗j ) πF,j ⊙ F(β‡)†j .
On the other hand, by example 2.2.15(ii) we have the invertible modification
Υβ,j :
((
2-
∫
ϕ
F
)
∗ϕ∗j
)
⊙ (β ∗ Fj) (β ∗ (ϕ ◦ tj))⊙ (G ∗ϕ∗j ) (i, f : j → ϕ(i)) 7→ τβϕ∗
j,(i,f)
where τβ is the coherence constraint of β, and notice that β ∗ Fj = Fβj . We set
∆β,j := Θβ
‡,j ⊙ ((ωF ∗ tj) ∗Υβ,j)⊙ (∆F,j ∗ Fβj ) : πF,j ⊙ Fβj  πF,j ⊙ F(β‡)†j .
There exists then a unique invertible 2-cell
Ψβj : βj ⇒ (β‡)†j such that πF,j ∗ FΨβj = ∆
β,j .
Lemma 2.6.35. The rule : j 7→ Ψβj for every j ∈ Ob(J) yields an invertible modification
Ψβ : β  (β‡)†.
Proof. Let g : j → j′ be any 1-cell of J ; we need to show that
τ (β
‡)†
g ⊙ (LF,g ∗Ψβj ) = (Ψβj′ ∗Gg)⊙ τβg
and recall that the coherence constraint τ
(β‡)†
g of (β‡)† is characterized by the identity :
(πF,j
′ ∗ F
τ
(β‡)†
g
)⊙ (ΩF,g ∗ F(β‡)†j )⊙ (Θ
β‡,j ◦ g∗)⊙ ((β‡ ∗ tj′) ∗ ΓG,g) = Θβ‡,j′ ∗ FGg.
As usual, we reduce to checking the identity :
Y := πF,j
′ ∗ (F
τ
(β‡)†
g
⊙ (FLF,g ∗ FΨβj )) = Z := π
F,j′ ∗ ((FΨβ
j′
∗ FGg)⊙ Fτβg ).
To ease notation, set H := 2-
∫
ϕ
F ; we remark :
Claim 2.6.36. ((β∗ϕ∗tj′)∗ΓG,g)−1⊙(Υβ,j◦g∗) = (Υβ,j′∗FGg)⊙((H∗ϕ∗j′)∗Fτβg )⊙(ΓH,g∗Fβj )−1.
Proof of the claim. The left-hand side is the modification
(H∗ϕ∗j∗g∗)⊙Fβj  (β∗(ϕ◦tj′))⊙(G∗ϕ∗j′)⊙FGg (i, h : j′ → ϕ(i)) 7→ τβh◦g⊙(βϕ(i)∗γGg,h)−1
and the coherence axiom for τβ gives :
(βϕ(i) ∗ γGg,h)−1 ⊙ τβh◦g = (τβh ∗Gg)⊙ (LF,h ∗ τβg )⊙ (LF,g,h ∗ βj)−1
where γG is the coherence constraint of G. The claim translates the latter identity. ♦
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Now, let X := Θβ
‡,j′ ∗ FGg and X ′ := X ⊙ (ωF ∗ tj′) ∗Υβ′,j ∗ FGg. We compute :
Y = X ⊙ ((β‡ ∗ tj′) ∗ ΓG,g)−1 ⊙ (Θβ‡,j ◦ g∗)−1 ⊙ (ΩF,g ∗ F(β‡)†j )
−1 ⊙ (πF,j′ ∗ FLF,g ∗ FΨβj )
= X ⊙ ((β‡ ∗ tj′) ∗ ΓG,g)−1 ⊙ (Θβ‡,j ◦ g∗)−1 ⊙ ((πF,j ∗ g∗) ∗ Fψβj )⊙ (Ω
F,g ∗ Fβj )−1
= X ⊙ ((β‡ ∗ tj′) ∗ ΓG,g)−1 ⊙ (Θβ‡,j ◦ g∗)−1 ⊙ (∆β,j ◦ g∗)⊙ (ΩF,g ∗ Fβj )−1
= X⊙((β‡ ∗ tj′) ∗ ΓG,g)−1⊙((ωF ∗ tj′) ∗ (Υβ,j ◦ g∗))⊙((∆F,j ◦ g∗) ∗ Fβj)⊙(ΩF,g ∗ Fβj)−1
= X ′⊙((ωF∗ tj′)∗(((H∗ϕ∗j′) ∗ Fτβg )⊙(ΓH,g ∗ Fβj )−1))⊙((∆F,j◦g∗) ∗ Fβj )⊙(ΩF,g ∗ Fβj )−1
where the last equality follows from claim 2.6.36. On the other hand :
Z = X ′⊙(∆F,j′∗Fβj′ ∗FGg)⊙(πF,j
′∗Fτβg ) = X ′⊙((ωF ∗tj′)∗(H∗ϕ∗j′)∗Fτβg )⊙(∆F,j
′∗FHg∗Fβj )
so we are reduced to showing that
∆F,j ◦ g∗ = ((ωF ∗ tj′) ∗ ΓH,g)⊙ (∆F,j′ ∗ FHg)⊙ ΩF,g
which follows from (2.6.2). 
Proposition 2.6.37. For every unital pseudo-functors F : I → C and G : J → C , the functors
(−)†F,G of proposition 2.6.28 and (−)‡F,G of (2.6.31) are equivalences.
Proof. In view of lemmata 2.6.32 and 2.6.35, it suffices to prove that the rule : β 7→ Ψβ defines
a natural transformation
Ψ : 1PsNat(G,2-
∫
ϕ
F ) ⇒ (−)†F,G ◦ (−)‡F,G.
Thus, let α, β : G⇒ 2-∫
ϕ
F be two pseudo-natural transformations, and Ξ : α β a modifica-
tion; we need to check the identity :
Ψβj ⊙ Ξj = (ωF ∗ (Ξ ◦ ϕ))†j ⊙Ψαj for every j ∈ Ob(J)
and as usual, it suffices to show that
Y := πF,j ∗ (FΨβj ⊙ FΞj ) = Z := π
F,j ∗ (F(ωF ∗(Ξ◦ϕ))†j ⊙ FΨαj ).
To ease notation, set H := 2-
∫
ϕ
F ; we remark :
Claim 2.6.38. ((Ξ ◦ ϕ ◦ tj) ∗ (G ∗ ϕ∗j))⊙Υα,j = Υβ,j ⊙ ((H ∗ ϕ∗j) ∗ (Ξ ◦ Fj)).
Proof of the claim. The left-hand side is the modification :
(H ∗ ϕ∗j)⊙ (α ∗ Fj) (β ∗ (ϕ ◦ tj))⊙ (G ∗ ϕ∗j ) (j, g 7→ ϕ(i)) 7→ (Ξϕ(i) ∗Gg)⊙ ταg
where τα is the coherence constraint of α; then the compatibility condition for Ξ gives :
(Ξϕ(i) ∗Gg)⊙ ταg = τβg ⊙ (Hg ∗ Ξj)
and the claim translates the latter identity. ♦
We have : Y =∆β,j⊙(πF,j ∗ FΞj )=Θβ‡,j⊙((ωF ∗ tj) ∗Υβ,j)⊙(∆F,j ∗ Fβj)⊙(πF,j ∗ FΞj ), and
Z = (πF,j ∗ F(ωF ∗(Ξ◦ϕ))†j )⊙∆
α
j
= (πF,j ∗ F(ωF ∗(Ξ◦ϕ))†j )⊙Θ
α‡,j ⊙ ((ωF ∗ tj) ∗Υα,j)⊙ (∆F,j ∗ Fαj )
= Θβ
‡,j ⊙ (((ωF ∗ (Ξ ◦ ϕ)) ◦ tj) ∗ (G ∗ ϕ∗j))⊙ ((ωF ∗ tj) ∗Υα,j)⊙ (∆F,j ∗ Fαj )
= Θβ
‡,j ⊙ ((ωF ∗ tj) ∗ (Ξ ◦ ϕ ◦ tj) ∗ (G ∗ ϕ∗j))⊙ ((ωF ∗ tj) ∗Υα,j)⊙ (∆F,j ∗ Fαj )
= Θβ
‡,j ⊙ ((ωF ∗ tj) ∗ (Υβ,j ⊙ ((H ∗ ϕ∗j ) ∗ (Ξ ◦ Fj))))⊙ (∆F,j ∗ Fαj )
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where the last equality holds by claim 2.6.38. Thus, we are reduced to checking the identity :
∆F,j ∗ Fβj ⊙ (πF,j ∗ FΞj ) = ((ωF ∗ tj) ∗ (H ∗ ϕ∗j) ∗ (Ξ ◦ Fj))⊙ (∆F,j ∗ Fαj )
which follows as usual from remark 2.1.1(i). 
Theorem 2.6.39. Let I be a small 2-category, J a 2-category with small Hom-categories, ϕ :
I → J any pseudo-functor, and suppose that all the 2-cells of J are invertible. Then for every
2-complete (resp. 2-cocomplete) 2-category C the right (resp. left) 2-Kan extension along ϕ is
a right (resp. left) 2-adjoint for the pseudo-functor
PsFun(ϕ,C ) : PsFun(J,C )→ PsFun(I,C ).
Proof. Let us show first that the rule : (F,G) 7→ (−)‡F,G yields a pseudo-natural equivalence :
(−)‡ : PsNat
(
1uniPsFun(J,C ), 2-
∫
ϕ
)
∼→ PsNat(uniPsFun(ϕu,C ), 1uniPsFun(I,C ))
(notation of remark 2.4.4(i)). To this aim let us remark :
Claim 2.6.40. Let F, F ′ : I → C be two unital pseudo-functors. Every pseudo-natural trans-
formation µ : F ⇒ F ′ induces an invertible modification :
Σµ : µ⊙ ωF  ωF ′ ⊙
((
2-
∫
ϕ
µ
)
∗ ϕ
)
i 7→ Ωµ,ϕ(i)(i,1ϕ(i)).
Proof of the claim. Let f : i→ i′ be any 1-cell of I , and τµ the coherence constraint of µ; set :
Y := (π
F ′,ϕ(i′)
(i′,1ϕ(i′))
∗ Lµ,ϕ(f))⊙ (τωF
′
f ∗ Lµ,ϕ(i))⊙ (F ′f ∗ Ωµ,ϕ(i)(i,1ϕ(i)))
Z := (Ω
µ,ϕ(i′)
(i′,1ϕ(i′))
∗ LF,ϕ(f))⊙ (µi′ ∗ τωFf )⊙ (τµf ∗ πF,ϕ(i)(i,1ϕ(i)))
so that we need to check the identity Y = Z. We compute :
Y = (π
F ′,ϕ(i′)
(i′,1ϕ(i′))
∗ Lµ,ϕ(f))⊙ ((ΩF
′,ϕ(f)
(i′,1ϕ(i′))
⊙ τF ′,ϕ(i)(f,1ϕ(f))) ∗ Lµ,ϕ(i))⊙ (F
′f ∗ Ωµ,ϕ(i)(i,1ϕ(i)))
= (π
F ′,ϕ(i′)
(i′,1ϕ(i′))
∗ Lµ,ϕ(f))⊙(ΩF
′,ϕ(f)
(i′,1ϕ(i′))
∗ Lµ,ϕ(i))⊙Ωµ,ϕ(i)(i′,ϕ(f))⊙(µi′ ∗ τF,ϕ(i)(f,1ϕ(f)))⊙(τ
µ
f ∗ πF,ϕ(i)(i,1ϕ(i)))
where the second equality follows from the compatibility condition of Ωµ,ϕ(i), relative to the
1-cell (f, 1ϕ(f)) : (i, 1ϕ(i))→ (i′, ϕ(f)) of ϕ(i)/ϕI . We are thus reduced to showing that :
(π
F ′,ϕ(i′)
(i′,1ϕ(i′))
∗Lµ,ϕ(f))⊙(ΩF
′,ϕ(f)
(i′,1ϕ(i′))
∗Lµ,ϕ(i))⊙Ωµ,ϕ(i)(i′,ϕ(f)) = (Ωµ,ϕ(i
′)
(i′,1ϕ(i′))
∗ LF,ϕ(f))⊙(µi′ ∗ΩF,ϕ(f)(i′,1ϕ(i′)))
which follows from (2.6.9). ♦
Claim 2.6.41. Let F, F ′ : I → C and G,G′ : J → C be four unital pseudo-functors, λ : G′ ⇒
G and µ : F ⇒ F ′ two pseudo-natural transformations. The rule
β 7→ τ ‡(λ,µ),β := Σµ ∗ ((β ⊙ λ) ∗ ϕ)
yields the orientation for an essentially commutative square diagram of functors :
PsNat(G, 2-
∫
ϕ
F )
PsNat(λ,2-
∫
ϕ µ)

(−)‡F,G //
ttttv~ τ‡
(λ,µ)
PsNat(G ◦ ϕ, F )
PsNat(λ∗ϕ,µ)

PsNat(G′, 2-
∫
ϕ
F ′)
(−)‡
F ′,G′
// PsNat(G′ ◦ ϕ, F ′).
154 OFER GABBER AND LORENZO RAMERO
Proof of the claim. Let β, β ′ : G→ 2-∫
ϕ
F be two pseudo-natural transformations, and Ξ : β  
β ′ a modification; we need to check the identity :
τ ‡(λ,µ),β′ ⊙ (µ ∗ ωF ∗ (Ξ ◦ ϕ) ∗ (λ ∗ ϕ)) =
(
ωF
′ ∗
(((
2-
∫
ϕ
µ
)
∗ Ξ ∗ λ
)
◦ ϕ
))
⊙ τ ‡(λ,µ),β
and we come down to showing that :
(Σµ ∗ (β ′ ∗ ϕ))⊙ (µ ∗ ωF ∗ (Ξ ◦ ϕ)) =
(
ωF
′ ∗
((
2-
∫
ϕ
µ
)
∗ ϕ
)
∗ (Ξ ◦ ϕ)
)
⊙ (Σµ ∗ (β ∗ ϕ))
which follows from remark 2.1.1(i). ♦
To conclude the proof, it remains to check that the rule (λ, µ) 7→ τ ‡(λ,µ) yields a coherence
constraint for the sought pseudo-functor (−)‡. For the first coherence axiom, notice that both
the source and target of (−)‡ are themselves unital pseudo-functors, hence it suffices to check
that τ ‡(1G,1F ) is the identity automorphism of (−)
‡
F,G, for every pair of unital pseudo-functors
F : I → C andG : J → C (remark 2.4.2(ii)). We then come down to checking thatΣ1F = 1ωF
for every such F ; the latter identity follows by a direct inspection of the definitions.
Next, consider unital pseudo-functors F, F ′, F ′′ : I → C , G,G′, G′′ : J → C and two pairs
of pseudo-natural transformations (λ′ : G′′ ⇒ G′, µ′ : F ′ ⇒ F ′′) and (λ : G′ ⇒ G, µ : F ⇒
F ′); we need to check the identity :
((−)‡F ′′,G′′∗PsNat(G′′,Lµ,µ′))⊙
(
τ ‡(λ′,µ′)∗PsNat
(
λ, 2-
∫
ϕ
µ
))
⊙(PsNat(λ′∗ϕ, µ′)∗τ ‡(λ,µ))=τ ‡(λ′⊙λ,µ′⊙µ).
Thus, let β : G⇒ 2-∫
ϕ
F be any pseudo-natural transformation, and set ρ := (β ⊙ λ⊙ λ′) ∗ ϕ;
the assertion comes down to the identity :
(ωF ∗ (Lµ,µ′ ◦ ϕ) ∗ ρ)⊙
(
Σµ
′ ∗
(((
2-
∫
ϕ
µ
)
∗ ϕ
)
⊙ ρ
))
⊙(µ′ ∗ Σµ ∗ ρ) = Σµ′⊙µ ∗ ρ
so it suffices to show that :
(ωF ∗ (Lµ,µ′ ◦ ϕ))⊙
(
Σµ
′ ∗
((
2-
∫
ϕ
µ
)
∗ ϕ
))
⊙(µ′ ∗ Σµ) = Σµ′⊙µ
which holds by (2.6.10). Lastly, the source and target of (−)‡ are pseudo-functors
uniPsFun(J,C )o × uniPsFun(I,C )→ Cat.
On the other hand, the strict 2-equivalences (−)u of remark 2.4.4(i) yield a strict 2-equivalence
U : PsFun(J,C )o × PsFun(I,C ) ∼→ uniPsFun(J,C )o × uniPsFun(I,C )
and the strict isomorphisms of pseudo-functors (2.4.5) yield pseudo-natural isomorphisms
PsNat
(
1uniPsFun(J,C ), 2-
∫
ϕ
)
◦ U ∼→ PsNat
(
1PsFun(J,C ), 2-
∫
ϕ
)
PsNat(uniPsFun(ϕu,C ), 1uniPsFun(I,C )) ◦ U ∼→ PsNat(PsFun(ϕ,C ), 1PsFun(I,C )).
Summing up, we deduce the sought 2-adjunction between PsFun(ϕ,C ) and 2-
∫
ϕ
.
The assertion concerning the left 2-Kan extension along ϕ is an immediate consequence, in
view of remark 2.4.26(i). 
Corollary 2.6.42. In the situation of theorem 2.6.39, suppose that ϕ is fully faithful. Then the
same holds for the pseudo-functor 2-
∫
ϕ
(resp. for 2-
∫ ϕ
).
Proof. As usual, it suffices to check the assertion concerning right 2-Kan extensions. To this
aim, we notice :
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Claim 2.6.43. Suppose that ϕ : I → J is fully faithful and that all the 2-cells of J are invertible.
Then for every i ∈ Ob(I), the object (i, 1ϕ(i)) is pseudo-initial in ϕ(i)/ϕI .
Proof of the claim. Let (i′, f) be any othe object of ϕ(i)/ϕI; by assumption, there exist a 1-cell
g : i→ i′ in I and an invertible 2-cell α : ϕ(g) ∼→ f in J . Then we get the 1-cell
(i, 1ϕ(i))
(g,1ϕ(g))−−−−−→ (i′, ϕ(g)) (1i′ ,α)−−−→ (i′, f).
Next, let (t, α), (s, β) : (i, 1ϕ(i)) → (i′, f) be two 1-cells in ϕ(i)/ϕI; by assumption β and α
are invertible, hence we get the invertible 2-cell β−1 ⊙ α : ϕ(t) ∼→ ϕ(s), and since ϕ is fully
faithful, there exists a unique invertible 2-cell λ : t
∼→ s in I such that ϕ(λ) = β−1 ⊙ α. We
deduce an invertible 2-cell λ : (t, α)
∼→ (s, β) in ϕ(i)/ϕI , and it is easily seen that this is the
unique 2-cell from (t, α) to (s, β). The claim follows. ♦
Let now F : I → C be any pseudo-functor, and for every j ∈ Ob(J), let (LF,j, πF,j) be a
2-limit of F ◦ tj , as in (2.6); in view of claim 2.6.43 and proposition 2.5.15, we deduce that the
1-cell π
F,ϕ(i)
(i,1ϕ(i))
: LF,j → Fi is an equivalence for every i ∈ Ob(I), and therefore the pseudo-
natural transformation ωF of lemma 2.6.30 is a pseudo-natural equivalence. To conclude, it
suffices now to invoke corollary 2.4.27. 
3. SPECIAL CATEGORIES
3.1. Fibrations. Let ϕ : A → B be a functor, f : A′ → A a morphism in A . We say that
f is ϕ-cartesian, or – slightly abusively – that f is B-cartesian, if the induced commutative
diagram of sets (notation of (1.1.25)) :
HomA (X,A
′)
f∗ //
ϕ

HomA (X,A)
ϕ

HomB(ϕX,ϕA
′)
(ϕf)∗ // HomB(ϕX,ϕA)
is cartesian for every X ∈ Ob(A ). In this case, one also says that f is an inverse image of A
over ϕf , or – slightly abusively – that A′ is an inverse image of A over ϕf .
Remark 3.1.1. Keep the notation of (3.1).
(i) It is easily seen that the composition of two B-cartesian morphisms is B-cartesian.
(ii) Let g : B′ → B and g′ : B′′ → B′ be two morphisms of B, and f : A′ → A and
f ′′ : A′′ → A two B-cartesian morphisms of A such that ϕf = g and ϕf ′′ = g ◦ g′. Then there
exists a unique morphism f ′ : A′′ → A′ of A such that ϕf ′ = g′ and f ′′ = f ◦ f ′, and this
morphism is B-cartesian : the detailed verification shall be left to the reader.
Definition 3.1.2. Let ϕ : A → B be a functor, and B any object of B.
(i) The fibre of ϕ over B is the category whose objects are all the A ∈ Ob(A ) such that
ϕA = B, and whose morphisms f : A′ → A are the elements of HomA (A′, A) such
that ϕf = 1B . We denote this category by
ϕ−1B or more simply by AB
in the contexts where the latter notation does not give rise to ambiguities. We denote
the natural faithful embedding of AB into A by :
ιB : AB → A .
(ii) We say that ϕ is a fibration if, for every morphism g : B′ → B in B, and every
A ∈ Ob(AB), there exists an inverse image f : A′ → A of A over g. In this case, we
also say that A is a fibred B-category, and ϕ is called the structure functor of A .
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Example 3.1.3. Let B, C be any two categories, F : C → B a functor, X any object of B.
(i) The source functor sX : FC /X → C of (1.1.27) is a fibration, and all the morphisms in
FC /X are C -cartesian. The easy verification shall be left to the reader.
(ii) The source functor s : B/FC → B of (1.1.28) is a fibration. Namely, the s-cartesian
morphisms are the commutative diagrams
B
f //
g

FC
Fg′

B′
f ′ // FC ′
such that g′ is an isomorphism in C . The fibre s−1X is the category X/FC . As a special case,
the source functor s : Morph(B)→ B of (1.1.30) is a fibration.
(iii) Suppose that all fibre products are representable in B. Then also the target functor
t : Morph(B) → B is a fibration; more precisely, the t-cartesian morphisms are the square
diagrams as in (ii) (with F := 1B) which are cartesian (i.e. fibred). We have t
−1X = B/X .
Definition 3.1.4. Let A , A ′, and B be three categories, ϕ : A → B and ϕ′ : A ′ → B two
functors, and F : A → A ′ a B-functor, i.e. F verifies the identity ϕ′ ◦ F = ϕ.
(i) We say that F is cartesian if it sends B-cartesian morphisms of A to B-cartesian mor-
phisms in A ′. We denote by :
CartB(A ,A
′)
the category whose objects are the cartesian B-functors F : A → A ′, and whose morphisms
are the natural B-transformations, i.e. the natural transformations such that :
α : F ⇒ G such that ϕ′ ∗ α = 1ϕ.
The composition law is the usual composition of natural transformations : (β, α) 7→ α ⊙ β.
Notice that if A and A ′ are small, the same holds for CartB(A ,A ′) : details left to the reader.
(ii) For any two otherB-categoriesC → B and C ′ → B, every pair of cartesianB-functors
H : C → A and K : A ′ → C ′ induces a functor :
CartB(H,K) : CartA (A ,A
′)→ CartB(C ,C ′) G 7→ K ◦G ◦H.
To any morphism α : G ⇒ G′ in CartB(A ,A ′), the functor CartB(H,K) assigns the natural
transformation K ∗ α ∗H : K ◦ G ◦H ⇒ K ◦ G′ ◦H . In case H = 1A (resp. K = 1A ′) we
also denote this functor by CartB(A , K) (resp. by CartB(H,A ′)).
Likewise, ifH,H ′ : C → A andK,K ′ : A ′ → C ′ are four B-cartesian functors, every pair
of natural B-transformations β : H ⇒ H ′ and γ : K ⇒ K ′ induces a natural transformation :
CartB(β, γ) : CartB(H,K)⇒ CartB(H ′, K ′) G 7→ γ ∗G ∗ β
and again, if β = 1H (resp. γ = 1K) we also denote this natural transformation by CartB(H, γ)
(resp. CartB(α,K)).
(iii) Let U,V be two universes, with U ⊂ V; we say that the fibration ϕ has essentially U-
small fibres if ϕ−1B is an essentially U-small category for every B ∈ Ob(B). The V-small
fibrations over B with essentially U-small fibres form a 2-category
(U,V)-Fib(B)
with Hom-category CartB(C ,C ′), for every pair of fibrations C → B ← C ′, and with com-
position functors given by (ii). When there is no danger of ambiguities, we shall often write
U-Fib(B), or even just Fib(B) for this 2-category. Notice that if B is essentially U-small, then
(U,V)-Fib(B) has essentially U-small Hom-categories.
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Remark 3.1.5. Let B and B′ be two categories and ψ : B′ → B any functor.
(i) For every category A and every functor ϕ : A → B, the cartesian morphisms of the
projection ϕ′ : A ×(ϕ,ψ) B′ → B′ are the pairs (f, f ′) where f is a cartesian morphism of
A , f ′ is a morphism of B′, and ϕf = ψf ′ (see example 1.2.25(i)). Moreover, the projection
A ×(ϕ,ψ) B′ → A restricts to a natural isomorphism of fibre categories
ϕ′−1B′
∼→ ϕ−1(ψB′) for every B′ ∈ Ob(B′).
If ϕ is a fibration, the same then holds for ϕ′. Therefore, for every pair of universes U ⊂ V such
that B and B′ are V-small, we get a well defined strict pseudo-functor
(U,V)-Fib(ψ)∗ : (U,V)-Fib(B)→ (U,V)-Fib(B′) (A ϕ−→ B) 7→ (A ×(ϕ,ψ) B′ ϕ
′−→ B′)
which assigns to every B-cartesian functor F : A1 → A2 the B′-cartesian functor F ×B B′ :
A1×BB′ → A2×BB′, and to any naturalB-transformation α : F1 ⇒ F2 betweenB-cartesian
functors F1, F2 : A1 → A2 the induced B′-transformation α×B B′ : F1 ×B B′ ⇒ F2 ×B B′.
As usual, we often write U-Fib(ψ)∗, or just Fib(ψ)∗ instead of (U,V)-Fib(ψ)∗.
(ii) Suppose that ψ is a fibration with essentially U-small fibres; then for every fibration
F ′ : A ′ → B′ with essentially U-small fibres, the composition ψ ◦ F ′ : A ′ → B is also a
fibration with essentially U-small fibres, and in this case we get therefore also a well defined
strict pseudo-functor
(U,V)-Fib(B′)→ (U,V)-Fib(B) (F ′ : A ′ → B′) 7→ (ψ ◦ F : A ′ → B).
(iii) For i = 1, 2, let Ai → B be two fibrations; combining (i) and (ii) we see that the
induced functor A1 ×B A2 → B is also a fibration.
(iv) In the situation of (i), it is easily seen that CartB′(B′,A ×(ϕ,ψ)B′) is naturally identified
with the full subcategory of CartB(B′,A )whose objects are theB-functorsB′ → A that send
every morphism of B′ to a B-cartesian morphism of A : the detailed verification shall be left
to the reader.
(v) Suppose that F : A → A ′ is a B-equivalence, i.e. an equivalence in the 2-category
Cat/B (in the sense of definition 2.1.3(iii)). Then it is easily seen that F is B-cartesian.
(vi) In the situation of (i), let ψ′ : B′′ → B′ be another functor between V-small categories;
then we have a natural isomorphism of categories :
(U,V)-Fib(ψ′)∗ ◦ (U,V)-Fib(ψ)∗(A ) ∼→ (U,V)-Fib(ψ ◦ ψ′)∗(A )
that assigns to every object (A,B′, B′′) of (A ×(ϕ,ψ) B′) ×(ϕ′,ψ′) B′′ the object (A,B′′) of
A ×(ϕ,ψ◦ψ′) B′′, and it is likewise defined on morphisms. Clearly this isomorphism is strictly
pseudo-natural with respect to A , so we get a strict pseudo-natural isomorphism of strict
pseudo-functors :
γ
(U,V)−Fib
ψ′,ψ : (U,V)-Fib(ψ
′)∗ ◦ (U,V)-Fib(ψ)∗ ∼→ (U,V)-Fib(ψ ◦ ψ′)∗.
3.1.6. Cleavages. Let ϕ : A → B be a fibration, and for every object (A, g : B → FA) of
B/ϕA let us choose an inverse image of A over g :
gA : g
∗A→ A.
Then we claim that the rule (A, g) 7→ gA extends uniquely to a functor
λ : B/ϕA → Morph(A )
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that makes commute the resulting diagram (notation of (1.1.30)) :
(3.1.7)
B/ϕA
λ //
S &&▼▼
▼▼▼
▼▼▼
▼▼
Morph(A )
Morph(ϕ)ww♦♦♦
♦♦♦
♦♦♦
♦♦
Morph(B).
Indeed, since gA is ϕ-cartesian, for every morphism (h, k) : (A
′, B′
g′−→ ϕA′)→ (A,B g−→ ϕA)
of B/ϕA there exists a unique morphism f : g′∗A′ → g∗A that makes commute the diagram
(3.1.8)
g′∗A′
g′
A′ //
f

A′
h

g∗A
gA // A
and such that ϕ(f) = k
and this square diagram can be regarded as a morphism (f, h) : g′A′ → gA in Morph(A ) such
that Morph(ϕ)(f, h) = (k, ϕ(h)) = S(h, k). The uniqueness of f easily implies that the rule
(h, k) 7→ (f, h) yields a well defined functor as sought. We call a cleavage for ϕ any such
functor (“clivage” in french); hence, the cleavages for ϕ are characterized as the functors λ
that make commute (3.1.7) and that map every object of B/ϕA to a ϕ-cartesian morphism.
Notice that we may always choose a cleavage such that λ(A, 1FA) = 1A for every A ∈
Ob(A ). We call unital a cleavage fulfilling this condition.
Example 3.1.9. Let ϕ : A → B be any fibration. ThenMorph(ϕ) : Morph(A )→ Morph(B)
is a fibration as well (notation of (1.1.30)). Indeed, pick a cleavage λ for ϕ; consider any
object (A′
h−→ A) of Morph(A ) and a morphism (g′, g) : (B′ k−→ B) → (ϕA′ ϕ(h)−−→ ϕA) of
Morph(B). By definition, g : B → ϕA and g′ : B′ → ϕA′ are morphisms of B such that
ϕ(h) ◦ g′ = g ◦ k, hence (h, k) : (A′, B′ g′−→ ϕA′) → (A,B g−→ ϕA) is a morphism of B/ϕA ,
and (f, h) := λ(h, k) is a commutative square (3.1.8). With this notation, it is easily seen that
(g′∗A′
f−→ g∗A) is an inverse image of (A′ h−→ A) over (g′, g) : the details are left to the reader.
3.1.10. The pseudo-functor associated with a cleavage. Let now λ be any cleavage for ϕ; to
any morphism g : B′ → B in B we attach a functor
cg : ϕ
−1B → ϕ−1B′
as follows. First, we consider the functor
(−, g) : ϕ−1B → B′/ϕA A 7→ (A, g) (A1 h−→ A2) 7→ ((A1, g) (h,1B′ )−−−−−→ (A2, g)).
Let also s : Morph(A )→ A be the source functor (see (1.1.30)), and notice that the composi-
tion s ◦λ ◦ (−, g) factors through ϕ−1B′, and yields therefore the sought functor cg. Moreover,
the commutativity of the diagram (3.1.8) also means that the rule : A 7→ λ(A, g) defines a
natural transformation
(3.1.11) g• : ιB′ ◦ cg ⇒ ιB
(notation of definition 3.1.2(i)). Notice especially that every B ∈ Ob(B) yields a natural
isomorphism of functors
δB : 1ϕ−1B ⇒ c1B A 7→ ((1B)−1A : A ∼→ (1B)∗A).
Furthermore, let B′′
h−→ B′ g−→ B be two morphisms in B, so we get the functors
cg : ϕ
−1B → ϕ−1B′ ch : ϕ−1B′ → ϕ−1B′′ cg◦h : ϕ−1B → ϕ−1B′′
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as well as the natural transformations :
g• : ιB′ ◦ cg ⇒ ιB h• : ιB′′ ◦ ch ⇒ ιB′ (g ◦ h)• : ιB′′ ◦ cg◦h ⇒ ιB.
By inspecting the constructions, one easily finds a unique natural isomorphism :
γ(h,g) : ch ◦ cg ⇒ cg◦h
which fits into a commutative diagram :
ιB′′ ◦ ch ◦ cg
h•∗cg +3
ιB′′∗γ(h,g)

ιB′ ◦ cg
g•

ιB′′ ◦ cg◦h
(g◦h)• +3 ιB.
Moreover, if k : B′′′ → B′′ is a third morphism of B, we can compute :
(g ◦ h ◦ k)A ◦ γ(k,g◦h),A ◦ ck(γ(h,g),A) = (g ◦ h)A ◦ kcg◦hA ◦ ck(γ(h,g),A)
= (g ◦ h)A ◦ γ(h,g),A ◦ kchcgA
= gA ◦ hcgA ◦ kchcgA
= gA ◦ (h ◦ k)cgA ◦ γ(k,h),cgA
= (g ◦ h ◦ k)A ◦ γ(h◦k,g),A ◦ γ(k,h),cgA
for every A ∈ Ob(A ), and since (g ◦ h ◦ k)A is B-cartesian, we deduce :
(3.1.12) γ(k,g◦h),A ◦ ck(γ(h,g),A) = γ(h◦k,g),A ◦ γ(k,h),cgA.
Likewise, for every morphism f : B′ → B of B and every A ∈ Ob(ϕ−1B) we have the
commutative diagram :
f ∗1∗BA
cf (1B)A //
f
1∗
B
A

f ∗A
fA

1∗B′f
∗A
(1B′ )f∗Aoo
γ(1
B′
,f),A

1∗BA
(1B)A // A f ∗A
fAoo
which implies :
(3.1.13) γ(f,1B),A = cf ((1B)A) γ(1B′ ,f),A = (1B′)cfA.
Suppose now that ϕ has V-small fibres for some universe V. Then the identities (3.1.12) and
(3.1.13) mean that the rule which assigns to each B ∈ Ob(B) the small category ϕ−1B and to
each morphism g in B the functor cg defines a pseudo-functor
c : Bo → V-Cat
whose coherence constraint is the system of natural isomorphisms (δ•, γ•). Moreover, the sys-
tem of inclusion functors (ιB | B ∈ Ob(B)) amounts to a pseudo-cocone
ι : c⇒ FA
whose coherence constraint is given by the system of natural transformations (3.1.11). Notice
that if λ is a unital cleavage, c will be a unital pseudo-functor. (Here we view Bo as a 2-
category, as explained in example 2.2.4(i); also, the 2-category structure on V-Cat is the one
of remark 2.1.1(ii)). We call c and ι respectively the pseudo-functor and the pseudo-cocone
associated with the cleavage λ.
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Example 3.1.14. As an application, we may generalize example 1.5.14 as follows. Let I, J
be two small categories, ϕ : I → J a fibration, fix a cleavage λ for ϕ, and denote by c the
associated pseudo-functor.
(i) First, we claim that for every j ∈ Ob(J) the functor (−, 1j) : ϕ−1j → j/ϕI is final
(notation of (3.1.10)). Indeed, for any (i0, f : j → ϕi0) ∈ Ob(j/ϕI) we have the cartesian
morphism λ(i0, f) : cf(i0)→ i0, and it is easily seen that the category (−, 1j)(ϕ−1j)/(io, f) is
isomorphic to (ϕ−1j)/cf (i0), which is obviously connected, whence the claim.
(ii) Notice that the composition tj ◦ (−, 1j) : ϕ−1j → I equals the inclusion functor ιj (here
tj : j/ϕI → I is the target functor). Moreover, for every morphism f : j → j′ in J , the natural
transformation f• : ιj ◦ cf ⇒ ιj′ associated with λ induces a morphism
ωfF : lim
ϕ−1j
F ◦ ιj
lim
cf
1F◦ιj
−−−−−−−→ lim
ϕ−1j′
F ◦ ιj ◦ cf
lim
ϕ−1j′
F∗f•
−−−−−−−−→ lim
ϕ−1j′
F ◦ ιj′
for every functor F : I → C , fitting into a commutative diagram∫ ∧
ϕ
F (j)
∫ ∧
ϕ F (f) //

∫ ∧
ϕ
F (j′)

lim
ϕ−1j
F ◦ ιj
ωfF // lim
ϕ−1j′
F ◦ ιj′
whose vertical arrows are the natural isomorphisms provided by (i) and remark 1.5.5(ii). In
other words,
∫ ∧
ϕ
is naturally isomorphic to the functor that assigns to every such F the functor∫ ∧
λ
F : J → C ∧ j 7→ lim
ϕ−1j
F ◦ ιj (f : j → j′) 7→ ωfF .
(iii) Furthermore, in this situation, proposition 1.3.2 says that there is a natural isomorphism
lim
I
F
∼→ Lim
J
∫ ∧
λ
F in C ∧
for every functor F : I → C . If C is complete, the functor ∫ ∧
λ
is isomorphic, by remark 1.5.15,
to the composition of Fun(J, hC ) and a functor well defined up to isomorphism∫
λ
: Fun(I,C )→ Fun(J,C ) F 7→ (j 7→ Lim
ϕ−1j
F ◦ ιj)
and we can restate the foregoing “Fubini” isomorphism in terms of this latter functor.
(iv) Lastly, let G : Io → C be any functor. It follows from (ii) that the functor ∫ ϕo
∧
G is
naturally isomorphic to the functor∫ λ
∧
G : Jo → C o∧o jo 7→ colim
(ϕ−1j)o
G ◦ ιoj (f o : j′o → jo) 7→ ωfGo
and we have a natural isomorphism
colim
Io
G
∼→ colim
Jo
∫ λ
∧
G in C o∧o.
Again, if C is cocomplete, the functor
∫ λ
∧
is the composition of Fun(Jo, hoC o) and a functor∫ λ
: Fun(Io,C )→ Fun(Jo,C ) G 7→ (jo 7→ Colim
(ϕ−1j)o
G ◦ ιoj)
and we may state the foregoing “Fubini” isomorphism for colimits in terms of this latter functor.
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3.1.15. Fibration associated with a presheaf. Let B be a category, F a presheaf on B. As in
(1.4.7), we let F ib(F ) be the category of elements of F , and we notice that the source functor
sF : F ib(F )→ B
is a fibration. For every X ∈ Ob(B), the fibre s−1F (X) is (naturally isomorphic to) the discrete
category FX (see example 1.1.6(ii)). Notice also that every morphism in F ib(F ) is cartesian,
and for every B-category C , the category CartB(C ,F ib(F )) is discrete.
For every pair of presheaves F,G on B, we have a natural bijection:
HomC∧(F,G)
∼→ Ob(CartB(F ib(F ),F ib(G)))
(which we can view as an isomorphism of discrete categories). Namely, to a morphism ψ :
F → G one assigns the functor
F ib(ψ) : F ib(F )→ F ib(G) (X, s) 7→ (X,ψX(s)) for every (X, s) ∈ Ob(F ib(F )).
Example 3.1.16. (i) For instance, if C has small Hom-sets, then one checks easily that there
is a natural isomorphism of C -fibrations
F ib(hX)
∼→ C /X for everyX ∈ Ob(C )
where hX is the presheaf represented byX (see (1.2.4)), and C /X is regarded as a C -fibration
as in example 3.1.3(i). Moreover, every morphism f : X → Y of C induces a morphism of
presheaves hf : hY → hX , and the foregoing isomorphism identifies F ib(hf ) with the functor
f∗ : C /X → C /Y of (1.1.25).
(ii) In the situation of (i), let u : C ′ → C be any functor; by a direct inspection we get a
natural isomorphism of categories
Fib(u)∗(C /X)
∼→ uC ′/X
(notation of remark 3.1.5(i)) which identifies the fibration Fib(u)∗(C /X)→ C ′ with the source
functor sX : uC ′/X → C ′ of (1.1.27). Likewise, for every morphism f : X → Y in C , the
cartesian functor Fib(u)∗(f∗) : Fib(u)
∗(C /X) → Fib(u)∗(C /Y ) is identified with the functor
uC ′/f : uC ′/X → uC ′/Y as in (1.1.27).
(iii) As a special case, let hC : C → C ∧ be the Yoneda embedding, and F any presheaf on
C . As noted in (1.4.7), we have a natural isomorphism of categories hC C /F
∼→ F ib(F ), so
(i) generalizes to a natural isomorphism of C -fibrations :
F ib(F )
∼→ V-Fib(hC )∗(C ∧/F )
for every universe V such that C ∧ has V-small Hom-sets.
3.1.17. Conversely, let ϕ : A → B be a fibration with discrete fibres, i.e. such that ϕ−1B is
a discrete small category for every B ∈ Ob(B). Then it is easily seen that for every morphism
g : B′ → B of B, every A ∈ ϕ−1B admits a unique inverse image over g. It follows that
ϕ admits a unique cleavage. Moreover the associated pseudo-functor c : Bo → Cat is strict,
hence it may be regarded as a functor with values in the subcategory Set of Cat; i.e. c is a
presheaf on B, and a simple inspection shows that the fibration F ib(c) is naturally isomorphic
to ϕ. Summing up, we have obtained a fully faithful functor
F ib : B∧ → Fib(B)
whose essential image is the full subcategory of Fib(B) whose objects are the fibrations with
discrete fibres. We shall show next how to extend this equivalence to the whole of Fib(B).
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3.1.18. Fibration associated with a pseudo-functor. LetB be any category, and c : Bo → Cat
any pseudo-functor, with coherence constraint (δc, γc). We attach to c the B-category
πc : F ib(c)→ B
such that Ob(F ib(c)) := {(B,X) | B ∈ Ob(B), X ∈ Ob(cB)}, and where
HomF ib(c)((B,X), (B
′, Y )) := {(ϕ, f) | ϕ ∈ HomB(B,B′), f ∈ HomcB (X, cϕY )}
for every two objects (B,X), (B′, Y ). The composition of two morphisms f : X → cϕY and
g : Y → cψZ is the pair (ψ ◦ ϕ, t), where t is the composition
X
f−→ cϕY cϕ(g)−−−−→ cϕcψZ
γc
(ϕ,ψ),Z−−−−−→ cψ◦ϕZ.
The unit axiom for δc implies easily that for every object (B,X) the morphism
(1B, δ
c
B,X : X → c1BX)
is neutral for left and right composition with any other morphism of F ib(c). Let us show the
associativity : if h : Z → cλW is a third morphism, we need to verify the identity
γc(ψ◦ϕ,λ),W ◦ cψ◦ϕ(h) ◦ γc(ϕ,ψ),Z ◦ cϕ(g) ◦ f = γc(ϕ,λ◦ψ),W ◦ cϕ(γc(ψ,λ),W ) ◦ cϕcψ(h) ◦ cϕ(g) ◦ f.
But we have cψ◦ϕ(h) ◦ γc(ϕ,ψ),Z = γc(ϕ,ψ),cλW ◦ cϕcψ(h) by the naturality of γc(ϕ,ψ), hence we are
reduced to checking that
γc(ψ◦ϕ,λ),W ◦ γc(ϕ,ψ),cλW = γc(ϕ,λ◦ψ),W ◦ cϕ(γc(ψ,λ),W )
which follows from the composition axioms for γc. The functor πc is given by the rules :
(B,X) 7→ B and (ϕ, f) 7→ ϕ for every object (B,X) and every morphism (ϕ, f) of F ib(c).
3.1.19. Let d : Bo → Cat be another pseudo-functor, with coherence constraint (δd, γd), and
ω : c⇒ d
any pseudo-natural transformation, with coherence constraint τω. We define a B-functor
F ib(ω) : F ib(c)→ F ib(d)
by assigning to every object (B,X) of F ib(c) the object (B, ωBX) of F ib(d), and to every
morphism (ϕ, f) : (B,X)→ (B′, Y ) the morphism (ϕ, t), where t is the composition
ωBX
ωBf−−−→ ωB ◦ cϕY
(τωϕ,Y )
−1
−−−−−−→ dϕ ◦ ωB′Y.
To check that these rules do yield a functor, consider any other morphism (ψ, g) : (B′, Y ) →
(B′′, Z) of F ib(c); we need to show that
τω −1ψ◦ϕ,Z ◦ ωB(γc(ϕ,ψ),Z ◦ cϕ(g) ◦ f) = γd(ϕ,ψ),ωB′′Z ◦ dϕ(τω −1ψ,Z ◦ ωB′(g)) ◦ τω −1ϕ,Y ◦ ωB(f).
However, the naturality of τωϕ implies that τ
ω −1
ϕ,cψZ
◦ ωB(cϕg) = dϕ(ωB′g) ◦ τω −1ϕ,Y , so we are
reduced to checking that :
τω −1ψ◦ϕ,Z ◦ ωB(γc(ϕ,ψ),Z) = γd(ϕ,ψ),ωB′′Z ◦ dϕ(τω −1ψ,Z ) ◦ τω −1ϕ,cψZ .
But the latter follows directly from the coherence axioms for τω. Likewise, the assertion that
F ib(ω) respects identity morphisms comes down to the equalities :
τω −11B,X ◦ ωB(δcB,X) = δdB,ωBX
which again follows from the coherence axioms for τω. Moreover, if e : Bo → Cat is a third
pseudo-functor, and
µ : d⇒ e
a second pseudo-natural transformation, we have
F ib(µ) ◦F ib(ω) = F ib(µ⊙ ω).
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Indeed, if τµ and τµ⊙ω are the coherence constraints for µ and µ⊙ω, the assertion amounts to :
τµ −1ϕ,ωB′Y ◦ µB(τ
ω
ϕ,Y )
−1 ◦ µB(ωBf) = τµ⊙ω −1B,Y ◦ µB(ωBf)
for every morphism (ϕ, f) : (B,X)→ (B′, Y ) in F ib(c), which is clear from the definition of
µ⊙ ω.
Lemma 3.1.20. With the notation of (3.1.19), the following holds :
(i) A morphism (ϕ, f) : (B,X) → (B′, Y ) of F ib(c) is πc-cartesian if and only if f :
X → cϕY is an isomorphism in cB .
(ii) The functor πc is a fibration, and is endowed with a distinguished cleavage
λ∗ : B/πcF ib(c)→ Morph(F ib(c)) (X,ϕ) 7→ (ϕ, 1cϕX).
(iii) The functor F ib(ω) is B-cartesian.
Proof. (i): In view of proposition 2.4.3 and the discussion of (3.1.19), we may assume that λ is
unital (details left to the reader). Now, suppose first that (ϕ, f) is B-cartesian; then there exists
a unique morphism (1B, g) : (B, cϕY )→ (B,X) such that (ϕ, f) ◦ (1B, g) = (ϕ, 1cϕY ). Since
c is unital, we easily deduce that f ◦ g = 1cϕY . Moreover, (1B, g ◦ f) : (B,X) → (B,X) is
a morphism of F ib(c) such that (ϕ, f) ◦ (1B, g ◦ f) = (ϕ, f) = (ϕ, f) ◦ (1B, 1X), whence
g ◦ f = 1X . Conversely, suppose that f is an isomorphism, and let ψ : C → B any morphism
in B, Z ∈ Ob(cC) any object, and (ϕ ◦ψ, h) : (C,Z)→ (B′, Y ) any morphism of F ib(c); we
let k : Z → cψX be the composition
Z
h−→ cϕ◦ψY
γc −1
(ψ,ϕ),Y−−−−−→ cψcϕY cϕ(f
−1)−−−−−→ cψX.
Then (ψ, k) : (C,Z) → (B,X) is the unique morphism of F ib(c) such that (ϕ, f) ◦ (ψ, k) =
(ϕ ◦ ψ, h); this shows that (ϕ, f) is B-cartesian.
(ii) and (iii) are immediate consequences of (i). 
3.1.21. Lastly, consider pseudo-natural transformations
ω, ω′ : c⇒ d and a modification Ξ : ω  ω′.
We attach to Ξ the natural transformation of functors
F ib(Ξ) : F ib(ω)⇒ F ib(ω′)
assigning to every object (B,X) of F ib(c) the morphism (1B, t) of F ib(d), where t is the
composition
ωBX
ΞB,X−−−−→ ω′BX
δd
B,ω′
B
X−−−−−→ d1B(ω′BX).
In order to verify the naturality ofF ib(Ξ), it suffices to check the commutativity of the diagram:
ωBX
ΞB,X //
ωBf

ω′BX
δd
B,ω′
B
X
//
ω′Bf

d1B(ω
′
BX)
d1B (ω
′
Bf)

ωBcϕY
ΞB,cϕY //
τω −1ϕ,Y

ω′BcϕY
δd
B,ω′
B
cϕY
//
τω
′ −1
ϕ,Y

d1B(ω
′
BcϕY )
γd
(1B,ϕ),ω
′
B′
Y
◦d1B (τ
ω′ −1
ϕ,Y )

dϕωB′Y
dϕ(ΞB′,Y ) // dϕω
′
B′Y
γd
(ϕ,1B),ω
′
B′
Y
◦dϕ(δd
B′ ,ω′
B′
Y
)
// dϕω
′
B′Y
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for every morphism (ϕ, f) : (B,X) → (B′, Y ) of F ib(c). However, the commutativity of the
two top squares follows from the naturality of ΞB and δ
d
B, and that of the left bottom square
translates the compatibility condition for Ξ. Then, since
γd(1B,ϕ),ω′B′Y
= δd −1B′,dϕω′B′Y
and γd(ϕ,1B),ω′B′Y
◦ dϕ(δdB′,ω′
B′
Y ) = 1dϕω′B′Y
we are reduced to checking the identity
d1B(τ
ω′
ϕ,Y ) ◦ δdB′,dϕω′B′Y = δ
d
B,ω′BcϕY
◦ τω′ϕ,Y
which follows from the naturality of δdB . Furthermore, suppose we have a third pseudo-natural
transformation
ω′′ : c⇒ d and a modification Ξ′ : ω′  ω′′.
Then we have as well
(3.1.22) F ib(Ξ′ ⊙ Ξ) = F ib(Ξ′)⊙F ib(Ξ).
Indeed, the assertion amounts to checking, for every object (B,X) of F ib(c), the identity
γd(1B ,1B),ω′′BX ◦ d1B(δ
d
B,ω′′BX
) ◦ d1B(Ξ′B,X) ◦ δdB,ω′BX ◦ ΞB,X = δ
d
B,ω′′BX
◦ Ξ′B,X ◦ ΞB,X
which is clear, since γd(1B,1B),ω′′BX
◦ d1B(δdB,ω′′BX) = 1d1Bω′′BX by the unit axiom for δ
d, and
d1B(Ξ
′
B,X) ◦ δdB,ω′BX = δ
d
B,ω′′BX
◦ Ξ′B,X , by the naturality of δdB . Likewise, suppose we have two
pseudo-natural transformations
µ, µ′ : d⇒ e and a modification Θ : µ µ′.
Then we have as well
F ib(Θ) ∗F ib(Ξ) = F ib(Θ ∗ Ξ).
For the proof, in light of (3.1.22) we may assume that either Θ = 1µ or Ξ = 1ω. In the first
case, the assertion comes down to the identity
(τµ
1B ,ω
′
BX
)−1 ◦ µB(δdB,ω′BX ◦ ΞB,X) = δ
d
B,µBω
′
BX
◦ µB(ΞB,X)
which is equivalent to : µB(δ
d
B,ω′BX
) = τµ
1B ,ω
′
BX
◦ δdB,µBω′BX , which in turns follows from the
coherence axioms for τµ. The case where Ξ = 1ω is clear by a simple inspection. Summing up,
we have obtained a strict pseudo-functor
F ibB : PsFun(B
o,Cat)→ Fib(B).
Remark 3.1.23. (i) Notice that the discussion of (3.1.19) requires the invertibility of the co-
herence constraint τω, and therefore it does not apply to general lax-natural transformations
ω : c ⇒ d. However, with the obvious changes, it does apply to lax-natural transformations
ω : oc ⇒ od (see example 2.2.6(ii)) : the details shall be left to the reader. From lemma 3.1.20
and its proof, we then easily see that the resulting functor F ib(ω) : F ib(c) → F ib(d) will be
cartesian if and only if ω is pseudo-natural.
(ii) Likewise, the discussion of (3.1.21) applies more generally to a modification Ξ : ω′  ω
between any pair of lax-natural transformations ω, ω′ : oc⇒ od; namely, any such modification
induces a natural transformation F ib(Ξ) : F ib(ω)⇒ F ib(ω′).
Theorem 3.1.24. For every category B, the pseudo-functor F ibB is a strong 2-equivalence.
Proof. Let ϕ : A → B be any fibration with small fibres; pick a unital cleavage λ for ϕ, and
let c be the pseudo-functor associated with λ.
Claim 3.1.25. There exists an isomorphism of B-categories
ψλ : F ib(c)
∼→ A (B,X) 7→ X ((B,X) (g,f)−−−→ (B′, X ′)) 7→ λ(X ′, g) ◦ f.
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Proof of the claim. Indeed, since c is unital, it is clear that ψλ(1(B,X)) = 1ψ(B,X) for every
(B,X) ∈ Ob(F ib(c)). Next, let (g, f) : (B,X) → (B′, X ′) and (g′, f ′) : (B′, X ′) →
(B′′, X ′′) be two morphisms; then (g′, f ′) ◦ (g, f) = (g′ ◦ g, γc(g,g′),X′′ ◦ cg(f ′) ◦ f), and on the
other hand, we may compute
ψλ(g′, f ′) ◦ ψλ(g, f) =λ(X ′′, g′) ◦ f ′ ◦ λ(X ′, g) ◦ f
=λ(X ′′, g′) ◦ λ(cg′X ′′, g) ◦ cg(f ′) ◦ f
=λ(X ′′, g′g) ◦ γc(g,g′),X′′ ◦ cg(f ′) ◦ f
=ψλ((g′, f ′) ◦ (g, f))
as required. Clearly ψλ is bijective on objects, and since λ(A, g) is a ϕ-cartesian morphism
for every object (A, g) of B/ϕA , it is easily seen that ψλ is fully faithful, hence it is an
isomorphism of B-categories. ♦
In view of claim 3.1.25, it remains only to check that for every pair of pseudo-functors c, d :
Bo → Cat the induced functor
(3.1.26) PsNat(c, d)→ CartB(F ib(c),F ib(d))
is an isomorphism of categories, and due to proposition 2.4.3 and the discussion of (3.1.19), we
may assume that c and d are unital. Thus, let ω, ω′ : c ⇒ d be two pseudo-natural transforma-
tions, with respective coherence constraints τω and τω
′
, and suppose that F ib(ω) = F ib(ω′);
then clearly ωBX = ω
′
BX for every object (B,X) of F ib(c). Likewise, in light of remark
2.4.2(ii) we see that τω1B ,X = τ
ω′
1B,X
= 1ωBX for every such (B,X), whence ωBf = ω
′
Bf for
every B ∈ Ob(B) and every morphism f of cB . Then it is also clear that τωϕ,Y = τω′ϕ,Y for every
morphism ϕ : B → B′ of B and every Y ∈ Ob(cB′), i.e. ω = ω′.
Next, let F : F ib(c) → F ib(d) be any B-cartesian functor; for every object (B,X) of
F ib(c) we define ωBX as the unique object of dB such that F (B,X) = (B, ωBX). Likewise
– and since d is unital – for every morphism of F ib(c) of the form (1B, f) : (B,X)→ (B, Y )
we may define ωBf : ωBX → ωBY so that F (1B, f) = (1B, ωBf). Since both c and d
are unital, it is easily seen that these rules yield a well defined functor ωB : cB → dB. To
define a coherence constraint τω for this system (ωB | B ∈ Ob(B)), notice that for every
morphism ϕ : B → B′ of B and every Y ∈ Ob(cB′) we have the B-cartesian morphism
(ϕ, 1cϕY ) : (B, cϕY ) → (B′, Y ) of F ib(c), and let t : dϕ ◦ ωB′Y → ωB ◦ cϕY be the unique
morphism of dB such that F (ϕ, 1cϕY ) = (ϕ, t) : (B, ωBcϕY )→ (B′, ωB′Y ); in light of lemma
3.1.20(i) we see that t is an isomorphism of dB, and we set τ
ω
ϕ,Y := t
−1 : dϕ◦ωB′Y → ωB◦cϕY .
To check the naturality of the rule Y 7→ τωϕ,Y , notice that every morphism f : X → Y in cB′
yields a commutative diagram :
(B, cϕX)
(1B ,cϕf) //
(ϕ,1cϕX)

(B, cϕY )
(ϕ,1cϕY )

(B′, X)
(1B′ ,f) // (B′, Y )
in F ib(c), whence the identity :
(ϕ, τω −1ϕ,Y ) ◦ (1B, ωBcϕf) = (1B′ , ωB′f) ◦ (ϕ, τω −1ϕ,X ) in F ib(d)
which in turn translates as the identity τω −1ϕ,Y ◦ ωBcϕ(f) = dϕωB′(f) ◦ τω −1ϕ,X in dB , as required.
Lastly, we need to verify the coherence axioms for τω. However, since c and d are unital, the
first coherence axiom amounts to the identity
τω1B = 1ωB for every B ∈ Ob(B)
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which is immediate from the construction of τω. Next, let ϕ : B → B′ and ψ : B′ → B′′ be
two morphisms of B, andX any object of cB′′ ; we notice the commutative diagram :
(B, cϕcψX)
(1B ,γ
c
(ϕ,ψ),X
)

(ϕ,1cϕcψX) // (B′, cψX)
(ψ,1cψX)

(B, cψϕX)
(ψϕ,1cψϕX) // (B′′, X).
in F ib(c)
which, after applying the functor F , yields the identity in F ib(d) :
(ψ, τω −1ψ,X ) ◦ (ϕ, τω −1ϕ,cψX) = (ψϕ, τω −1ψϕ,X) ◦ (1B, ωB(γc(ϕ,ψ),X)).
which in turn translates as the second coherence axiom. A direct inspection now gives :
F ib(ω) = F.
Summing up, we have shown that (3.1.26) is bijective on objects. A simple inspection shows
that (3.1.26) is also injective on morphisms. To conclude, consider therefore two pseudo-natural
transformations ω, ω′ : c → d and a natural transformation ξ : F ib(ω) ⇒ F ib(ω′) such that
πd ∗ ξ = 1πc , and for every object (B,X) of F ib(c), let ΞB,X : ωBX → ω′BX be the unique
morphism of dB such that ξ(B,X) = (1B,ΞB,X). We need to check that the rule: (B,X) 7→ ΞB,X
yields a well defined modification ω  ω′, in which case we shall have F ib(Ξ) = ξ, by
inspection. However, for every B ∈ Ob(B), the naturality of the rule : X 7→ ΞB,X follows
from a simple inspection. It remains thus only to verify the compatibility condition for Ξ. To
this aim, let ϕ : B → B′ be any morphism of B, and Y any object of cB′ ; the morphism
(ϕ, 1cϕY ) : (B, cϕY )→ (B′, Y ) of F ib(c) yields a commutative diagram
(B, ωBcϕY )
ξ(B,cϕY ) //
(ϕ,τω −1ϕ,Y )

(B, ω′BcϕY )
(ϕ,τω
′ −1
ϕ,Y )

(B′, ωB′Y )
ξ(B′,Y ) // (B′, ω′B′Y )
in F ib(d)
which in turn is equivalent to the required identity : we leave the details to the reader. 
Remark 3.1.27. (i) Let ϕ : A → B be any fibration with small fibres, and c the pseudo-
functor associated with a given cleavage λ for ϕ. Claim 3.1.25 exhibits a natural isomorphism
ψλ : F ib(c)
∼→ A and the fibration πc : F ib(c) → B carries the distinguished cleavage λ∗
provided by lemma 3.1.20(ii). By inspecting the constructions, we find
ψλ(λ∗(X, g)) = ψλ(g, 1cϕX) = λ(X, g)
for every morphism g : B′ → B of B and every object X of ϕ−1B, whence :
ψλ ◦ λ∗ = λ.
Denote by c∗ the pseudo-functor associated with λ∗; it follows that the restrictions of ψλ
ψλ|B : F ib(c)B
∼→ AB for every B ∈ Ob(B)
define a strict pseudo-natural isomorphism of pseudo-functors
ψλ|• : c
∗ ∼→ c.
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(ii) Let c : Bo → Cat be any pseudo-functor, and ρ : C → B any functor. Then there is a
natural commutative diagram
F ib(c ◦ ρo) F ib(ρ) //
πc◦ρ
o

F ib(c)
πc

C
ρ // B
where F ib(ρ) is the functor given by the rules : (C,X) 7→ (ρ(C), X) and (g, f) 7→ (ρ(g), f)
for every object (C,X) and morphism (g, f) of F ib(c ◦ ρ). This diagram induces a natural
identification of fibrations over C :
Tρc : F ib(c ◦ ρo) ∼→ Fib(ρ)∗(F ib(c)) (C,X) 7→ (C, (ρ(C), X))
(notation of remark 3.1.5(i)). Especially, via this identification, c ◦ ρo is the pseudo-functor
associated with a cleavage for Fib(ρ)∗(F ib(c)). By a simple inspection, it is easily seen that
the rule : c 7→ Tρc yields a strict pseudo-natural isomorphism of strict pseudo-functors :
PsFun(Bo,Cat)
F ibB //
PsFun(ρo,Cat)

✈✈ 7?T
ρ
Fib(B)
Fib(ρ)∗

PsFun(C o,Cat)
F ibC
// Fib(C ).
(iii) Let A
ϕ−→ B ϕ′←− A ′ be two fibrations with small fibres, G : A → A ′ a B-cartesian
functor; let us fix cleavages λ for A and λ′ for A ′, and let c and c′ be the respective associated
pseudo-functors. By theorem 3.1.24, there exists a unique pseudo-natural transformation
cG : c⇒ c′
that makes commute the diagram
F ib(c)
ψλ //
F ib(cG)

A
G

F ib(c′)
ψλ
′
// A ′.
By inspecting the constructions, we can extract the following explicit description of cG :
• for every B ∈ Ob(B), the functor cGB : AB → A ′B is the restriction of G
• for every morphism g : B → B′ in B, the coherence constraint of cG is the isomor-
phism of functors τg : c
′
g ◦ cGB ⇒ cGB′ ◦ cg that assigns to every A ∈ Ob(AB′) the unique
isomorphism of A ′B
τg,A : c
′
g(GA)
∼→ G(cgA) such that G(λ(A, g)) ◦ τg,A = λ′(GA, g).
Corollary 3.1.28. Let ϕ : A → B and ϕ′ : A ′ → B be two fibrations, F : A → A ′ a
cartesian B-functor, and i ≤ 2 an integer. We have :
(i) The following conditions are equivalent :
(a) F is fibrewise i-faithful, i.e. the restrictionAB → A ′B of the functor F is i-faithful
for every B ∈ Ob(B) (see remark 1.1.5).
(b) F is i-faithful, and in case i = 2, it is even a B-equivalence (see remark 3.1.5(v)).
(ii) Let C → B be any fibration, and suppose that the conditions of (i) hold. Then :
(a) The functor CartB(C , F ) is i-faithful.
(b) If i = 2, also CartB(F,C ) is i-faithful.
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Proof. (i): The implication (i.b)⇒(i.a) is trivial. For the converse, we consider first the case
where i = 2 : by theorem 3.1.24 we may assume that A = F ib(c) and A ′ = F ib(c′) for
(unital) pseudo-functors c, c′ : Bo → Cat, and F = F ib(ω) for a pseudo-natural transforma-
tion ω : c ⇒ c′. Then condition (a) means that ωB : cB → c′B is an equivalence of categories
for every B ∈ Ob(B). By theorem 2.4.12, the latter holds if and only if ω is a pseudo-natural
equivalence, in which case (i.b) follows.
Next, if i = 0, let A,A′ ∈ Ob(A ) and f1, f2 : A → A′ be two morphisms of A such that
Ff1 = Ff2; set B := ϕA and t := ϕ(f1), and notice that ϕ(f2) = ϕ
′(Ff2) = ϕ
′(Ff1) = t
as well. Pick any cartesian morphism h : A′′ → A′ with ϕ(h) = t; then there exist unique
morphisms g1, g2 : A → A′′ in ϕ−1B with h ◦ gi = fi for i = 1, 2. Therefore Fh ◦ Fg1 =
Fh ◦ Fg2, and since F is cartesian we deduce that Fg1 = Fg2; by assumption, it follows that
g1 = g2, whence f1 = f2, as required.
The case where i = 1 is similar : let A,A′ and B as in the foregoing, and f ′ : FA→ FA′ a
morphism of A ′; set t := ϕ′(f ′), and pick a cartesian morphism h : A′′ → A′ with ϕ(h) = t;
then Fh is still cartesian, so there exists a unique morphism g′ : FA → FA′′ in ϕ′−1B with
Fh ◦ g′ = f ′. By assumption, g′ = Fg for some morphism g : A → A′′ in ϕ−1B, so that
F (h ◦ g) = f ′, as required.
(ii): we consider again first the case where i = 2 : then, notice that every B-functor G :
A ′ → A that is quasi-inverse to F is also B-cartesian (remark 3.1.5(v)); both assertions (ii.a)
and (ii.b) are immediate consequences.
Next, suppose that i = 0, and let G,G′ : C → A be two functors, α, β : G ⇒ G′ two
natural transformations with F ∗ α = F ∗ β. The latter means that F (αC) = F (βC) for every
C ∈ Ob(C ); by assumption, we then have αC = βC for every such C, as required.
Lastly, suppose that i = 1, and let α′ : F ◦ G ⇒ F ◦ G′ be a natural transformation;
by assumption, there exists for every C ∈ Ob(C ) a morphism αC : GC → G′C such that
F (αC) = α
′
C . We claim that the rule : C 7→ αC yields a natural transformation α : G ⇒ G′;
indeed, the assertion amounts to the identityG′f ◦αC = αC′ ◦Gf for every morphism f : C →
C ′ of C . The latter can be checked after composition with F , where it is clear. 
3.1.29. By remark 2.2.17(v), for every universe V with U ⊂ V, we get a strict pseudo-functor
PsFun((−)o,V-Cat) : oCato → V-2-Cat.
We wish now to show how, likewise, the rule B 7→ V-Fib(B) yields a well defined pseudo-
functor. Indeed, remark 3.1.5 already says that every functor ρ : B′ → B between U-small
categories induces a strict pseudo-functor V-Fib(ρ)∗ : V-Fib(B) → V-Fib(B′), and we have
an obvious strict pseudo-natural isomorphism δV-FibB : 1V-Fib(B)
∼→ V-Fib(1B)∗ for every small
category B. Combining with the strict pseudo-natural isomorphisms of remark 3.1.5(vi), we
have a datum (δV-Fib• , γ
V-Fib
•,• ) fulfilling the unit and associativity axioms for a pseudo-functor
V-Fib : oCato → V-2-Cat
for which we must however still assign the rule prescribing its action on natural transformations.
To this aim, we choose for every B ∈ Ob(Cat) and every fibration F : A → B with V-small
fibres, a cleavage λF , and we denote by cF : Bo → V-Cat the corresponding pseudo-functor.
With the notation of remark 3.1.27, we deduce for every functor ρ : B′ → B a cartesian
isomorphism of B′-fibrations
T
ρ
F := V-Fib(ρ)
∗(ψλ
F
) ◦ Tρ
cF
: F ib(cF ◦ ρo) ∼→ V-Fib(ρ)∗(A ).
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Let now ρ, ρ′ : B′ → B be two functors, and α : ρ⇒ ρ′ a natural transformation. There exists
a unique B′-cartesian functor V-Fib(α)∗A making commute the diagram :
F ib(cF ◦ ρ′o) F ib(c
F ∗αo)
//
T
ρ′
F

F ib(cF ◦ ρo)
T
ρ
F

V-Fib(ρ′)∗A
V-Fib(α)∗A // V-Fib(ρ)∗A .
Next, let F ′ : A ′ → B be another fibration, G : A → A ′ a cartesian functor between B-
fibrations, and define cG : cF ⇒ cF ′ as in remark 3.1.27(iii); according to example 2.2.15(ii),
the coherence constraint τG of cG defines an invertible modification :
τGα : (c
F ′ ∗ αo)⊙ (cG ∗ ρ′o) (cG ∗ ρo)⊙ (cF ∗ αo).
We consider the induced diagram of B′-cartesian functors :
F ib(cF
′◦ ρ′o) F ib(c
F ′∗αo)
//
T
ρ′
F ′

F ib(cF
′ ◦ ρo)
T
ρ
F ′

F ib(cF ◦ ρ′o)
F ib(cG∗ρ′o)
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
F ib(cF ∗αo)
//
T
ρ′
F

F ib(cF ◦ ρo)
T
ρ
F

F ib(cG∗ρo)
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
V-Fib(ρ′)∗A
V-Fib(α)∗A //
V-Fib(ρ′)∗(G)
tt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
V-Fib(ρ)∗A
V-Fib(ρ)∗(G)
**❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
❚
V-Fib(ρ′)∗A ′
V-Fib(α)∗
A ′ // V-Fib(ρ)∗A ′
whose inner and outer rectangular subdiagrams commute by definition, and whose left and right
trapezoidal subdiagrams commute by the strict pseudo-naturality of Tρ and Tρ
′
. If we orient the
upper trapezoidal subdiagram with the natural transformationF ib(τGα )
−1, there exists therefore
a unique natural transformation
ταG : V-Fib(α)
∗
A ′ ◦ V-Fib(ρ′)∗(G)⇒ V-Fib(ρ)∗(G) ◦ V-Fib(α)∗A
orienting the lower trapezoidal subdiagram, such that the resulting oriented cubical diagram
(whose other four faces are oriented by identities) commutes on 2-cells, in the sense of (2.3.21);
the latter means that :
T
ρ
F ′ ∗F ib(τGα )−1 = ταG ∗ Tρ
′
F .
Lemma 3.1.30. With the notation of (3.1.29), the rule : A 7→ V-Fib(α)∗A defines a pseudo-
natural transformation V-Fib(α)∗ : V-Fib(ρ′)∗ ⇒ V-Fib(ρ)∗ whose coherence constraint is
given by the system of natural transformations τα• .
Proof. By inspecting the construction, we are easily reduced to checking that τG
′
α ⊟τ
G
α = τ
G′◦G
α
for every pair of cartesian functors of B-fibrations A
G−→ A ′ G′−→ A ′′. But this is clear, since
cG
′◦G = cG
′ ⊙ cG. 
3.1.31. Next, let ρ′′ : B′ → B be another functor, and α′ : ρ′ ⇒ ρ′′ a second natural
transformation. According to example 2.2.15(i), we have an invertible modification
γFα,α′ : (c
F ∗ αo)⊙ (cF ∗ α′o) cF ∗ (α′ ⊙ α)o
induced by the coherence constraint γF•• of c
F . Whence, a unique natural transformation
Ξα,α
′
A : V-Fib(α)
∗
A ◦V-Fib(α′)∗A ⇒ V-Fib(α′⊙α)∗A such that TρF ∗F ib(γFα,α′) = Ξα,α
′
A ∗Tρ
′′
F .
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Lemma 3.1.32. With the notation of (3.1.31), the following holds :
(i) The rule : A 7→ Ξα,α′A is a modificationΞα,α
′
: V-Fib(α)∗⊙V-Fib(α′)∗ V-Fib(α′⊙α)∗.
(ii) Especially, we have V-Fib(α)∗ ⊙ V-Fib(α′)∗ = V-Fib(α′ ⊙ α)∗ in V-2-Cat.
Proof. Recall that the coherence constraint of V-Fib(α)∗⊙V-Fib(α′)∗ assigns to every cartesian
functor G : A → A ′ of B-fibrations the natural transformation
β := (V-Fib(α)∗A ′ ∗ τα
′
G )⊙ (ταG ∗ V-Fib(α′)∗A )
and we need to check the identity :
X := (Ξα,α
′
A ′ ∗ V-Fib(ρ′′)∗(G))⊙ β = Y := τα
′⊙α
G ⊙ (V-Fib(ρ)∗(G) ∗ Ξα,α
′
A ).
To this aim, it suffices to check that X ∗ Tρ′′F = Y ∗ Tρ
′′
F . We compute :
X∗Tρ′′F =(Ξα,α
′
A ′ ∗ V-Fib(ρ′′)∗(G) ∗ Tρ
′′
F )⊙ (β ∗ Tρ
′′
F )
=(Ξα,α
′
A ′ ∗Tρ
′′
F ′∗F ib(cG∗ρ′′o))⊙(V-Fib(α)∗A ′∗Tρ
′
F ′∗F ib(τGα′)−1)⊙(ταG∗Tρ
′
F ∗F ib(cF∗α′o))
=TρF ′ ∗ (F ib(γF
′
α,α′ ∗ (cG ∗ ρ′′o))⊙F ib((cF
′ ∗ αo) ∗ τGα′)−1 ⊙F ib(τGα ∗ (cF ∗ α′o))−1)
and :
Y ∗ Tρ′′F = (TρF ′ ∗F ib(τGα′⊙α)−1)⊙ (V-Fib(ρ)∗(G) ∗ TρF ∗F ib(γFα,α′))
= (TρF ′ ∗F ib(τGα′⊙α)−1)⊙ (TρF ′ ∗F ib((cG ∗ ρo) ∗ γFα,α′).
Thus, we are reduced to showing the identity :
τGα′⊙α ⊙ (γF
′
α,α′ ∗ (cG ∗ ρ′′o)) = ((cG ∗ ρo) ∗ γFα,α′)⊙ (τGα ∗(cF ∗ α′o))⊙ ((cF
′∗ αo)∗τGα′).
which follows directly from the coherence axiom for τG. 
In light of lemma 3.1.32(ii), the construction of the pseudo-functor V-Fib of (3.1.29) shall be
complete, once we have shown :
Lemma 3.1.33. Let µ, µ′ : B′′ → B′ and ρ, ρ′ : B′ → B be four functors, and α : ρ ⇒ ρ′,
β : µ⇒ µ′ two natural transformations. Then the following diagram commutes in V-2-Cat :
V-Fib(µ′)∗ ◦ V-Fib(ρ′)∗ V-Fib(β)
∗∗V-Fib(α)∗
+3
γV-Fib
µ′,ρ′

V-Fib(µ)∗ ◦ V-Fib(ρ)∗
γV-Fibµ,ρ

V-Fib(ρ′ ◦ µ′)∗ V-Fib(α∗β)
∗
+3 V-Fib(ρ ◦ µ)∗.
Proof. In view of lemma 3.1.32(ii), it suffices to consider separately the cases where µ = µ′
and β = 1µ, and where ρ = ρ
′ and α = 1ρ. In the first case, we have to check the identities :
γV-Fib(µ,ρ),A ◦ V-Fib(µ)∗(V-Fib(α)∗A ) = V-Fib(α ∗ µ)∗A ◦ γV-Fib(µ,ρ′),A
X := τα∗µG ∗ γV-Fib(µ,ρ′),A = Y := γV-Fib(µ,ρ),A ′ ∗ V-Fib(µ)∗(ταG)
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for every fibration F : A → B and every cartesian functor of B-fibrations G : A → A ′. For
the first identity, we consider the diagram :
F ib(cF ◦ ρ′o ◦ µo) F ib(c
F ∗αo∗µo)
//
T
µ
cF ◦ρ′o

F ib(cF ◦ ρo ◦ µo)
T
µ
cF ◦ρo

V-Fib(µ)∗F ib(cF ◦ ρ′o) V-Fib(µ)
∗F ib(cF ∗αo)
//
V-Fib(µ)∗(Tρ
′
F )

V-Fib(µ)∗F ib(cF ◦ ρo)
V-Fib(µ)∗(TρF )

V-Fib(µ)∗V-Fib(ρ′)∗A
V-Fib(µ)∗V-Fib(α)∗A //
γFib
(µ,ρ′),A

V-Fib(µ)∗V-Fib(ρ)∗A
γFib
(µ,ρ),A

V-Fib(ρ′ ◦ µ)∗A V-Fib(α∗µ)
∗
A // V-Fib(ρ ◦ µ)∗A
whose central square subdiagrams commutes by construction, and whose upper square subdi-
agram commutes by strict naturality of Tµ. Notice that the composition of the three left (resp.
right) vertical arrows equals T
ρ′◦µ
F (resp. T
ρ◦µ
F ); it then follows that also the external square di-
agram commutes. We conclude that the bottom square subdiagram commutes as well, whence
the sought identity. For the second identity, set Z := V-Fib(µ)∗(Tρ
′
F ) ◦ TµcF ◦ρ′o ; it suffices to
check that X ∗ Z = Y ∗ Z. We compute :
X ∗ Z = τα∗µG ∗ Tρ
′◦µ
F = T
ρ◦µ
F ′ ∗F ib(τGα∗µ)−1
Y ∗ Z = γV-Fib(µ,ρ),A ′ ∗ V-Fib(µ)∗(ταG ∗ Tρ
′
F ) ∗ TµcF ◦ρ′o
= γV-Fib(µ,ρ),A ′ ∗ V-Fib(µ)∗(TρF ′ ∗F ib(τGα )−1) ∗ TµcF ◦ρ′o
= Tρ◦µF ′ ∗ Tµ−1cF ′◦ρo ∗ V-Fib(µ)∗F ib(τGα )−1 ∗ T
µ
cF ◦ρ′o
= Tρ◦µF ′ ∗F ib(τGα ∗ µo)
where the last equality holds by the strict pseudo-naturality of Tµ. So we are reduced to check-
ing that τGα∗µ = τ
G
α ∗ µo. The latter follows by direct inspection.
For the case where α = 1ρ, let F : A → B be any fibration, set ρ∗A := V-Fib(ρ)∗A , and
let ρ∗F : ρ∗A → B′ be the induced functor. There exists a unique pseudo-natural isomorphism
ωF,ρ : c
F ◦ ρo ∼→ cρ∗F
that makes commute the diagram :
F ib(cF ◦ ρo)
T
ρ
F &&▼▼
▼▼▼
▼▼▼
▼▼▼
F ib(ωF,ρ) // F ib(cρ
∗F )
ψλ
ρ∗Fyysss
sss
sss
s
ρ∗A .
It follows easily that for every cartesian functor G : A → A ′ we have :
(3.1.34) cV-Fib(ρ)
∗G = ωF ′,ρ ⊙ (cG ∗ ρ)⊙ ω−1F,ρ
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(details left to the reader). We consider the diagram :
F ib(cρ
∗F ◦µ′o) F ib(c
ρ∗F ∗βo)
//
T
µ′
ρ∗F
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
F ib(ωF,ρ∗µ′o)−1

F ib(cρ
∗F ◦µo)
T
µ
ρ∗F
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
F ib(ωF,ρ∗µo)−1

V-Fib(µ′)∗(ρ∗A )
V-Fib(β)∗
ρ∗A //
γV-Fib
(µ′,ρ),A

V-Fib(µ)∗(ρ∗A )
γV-Fib
(µ,ρ),A

V-Fib(ρ ◦ µ′)∗A V-Fib(ρ∗β)
∗
A // V-Fib(ρ ◦ µ)∗A
F ib(cF ◦ρo◦µ′o) F ib(c
F ∗ρo∗βo)
//
T
ρ◦µ′
F
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
F ib(cF ◦ρo◦µo)
T
ρ◦µ
F
ii❘❘❘❘❘❘❘❘❘❘❘❘❘
whose upper and lower trapezoidal subdiagrams commute by construction; it is easily seen
that the same holds for the right and left trapezoidal subdiagrams (details left to the reader).
Moreover, by example 2.2.15(ii) there exists an invertible modification
τ
ω−1F,ρ
βo : (ω
−1
F,ρ ∗ µo)⊙ (cρ
∗F ∗ βo) ((cF ◦ ρo) ∗ βo)⊙ (ω−1F,ρ ∗ µ′o).
Hence, there exists a unique orientation
ΞA : γ
V-Fib
(µ,ρ),A ◦ V-Fib(β)∗ρ∗A ⇒ V-Fib(β ∗ ρ)∗A ◦ γV-Fib(µ′,ρ),A
for the inner square subdiagram, such that :
ΞA ∗ Tµ′ρ∗F = Tρ◦µF ∗F ib(τ
ω−1F,ρ
βo ).
To conclude the proof, it suffices then to show :
Claim 3.1.35. The rule : A 7→ ΞA defines an invertible modification
Ξ : γV-Fibµ,ρ ⊙ (V-Fib(β)∗ ∗ V-Fib(ρ)∗) V-Fib(β ∗ ρ)∗ ⊙ γV-Fibµ′,ρ .
Proof of the claim. Notice that the coherence constraint of γV-Fibµ,ρ ⊙ (V-Fib(β)∗ ∗ V-Fib(ρ)∗)
assigns to every cartesian functor G : A → A ′ of B-fibrations the natural transformation
X := γV-Fib(µ,ρ),A ′ ∗ τβV-Fib(ρ)∗(G), and the coherence constraint of V-Fib(β ∗ ρ)∗⊙γV-Fibµ′,ρ assigns to G
the natural transformation Y := τρ∗βG ∗ γV-Fib(µ′,ρ),A . Then the assertion comes down to the identity:
X ′ := (ΞA ′ ∗ (V-Fib(µ′)∗V-Fib(ρ)∗G))⊙X = Y ′ := Y ⊙ ((V-Fib(ρ ◦ µ)∗G) ∗ ΞA )
and it suffices to check that X ′ ∗ Tµ′ρ∗F = Y ′ ∗ Tµ
′
ρ∗(F ). We compute :
Y ′∗Tµ′ρ∗F = (τρ∗βG ∗ Tρ◦µ
′
F ∗F ib(ωF,ρ ∗ µ′o)−1)⊙ ((V-Fib(ρ ◦ µ)∗G) ∗ Tρ◦µF ∗F ib(τ
ω−1F,ρ
βo ))
= (Tρ◦µF ′ ∗F ib(τG−1ρ∗β ∗ (ωF,ρ ∗ µ′o)−1))⊙ ((V-Fib(ρ ◦ µ)∗G) ∗ Tρ◦µF ∗F ib(τ
ω−1F,ρ
βo ))
= (Tρ◦µF ′ ∗F ib(τG−1ρ∗β ∗ (ωF,ρ ∗ µ′o)−1))⊙(Tρ◦µF ′ ∗F ib(cG ∗ ρo ∗ µo) ∗F ib(τ
ω−1F,ρ
βo ))
= Tρ◦µF ′ ∗F ib((τG−1ρ∗β ∗ (ωF,ρ ∗ µ′o)−1)⊙ ((cG ∗ ρo ∗ µo) ∗ τ
ω−1F,ρ
βo ))
X ∗ Tµ′ρ∗F = γV-Fib(µ,ρ),A ′ ∗ Tµρ∗F ′ ∗F ib(τV-Fib(ρ)
∗G
β )
−1
= Tρ◦µF ′ ∗F ib((ωF ′,ρ ∗ µo)−1 ∗ (τV-Fib(ρ)
∗G
β )
−1)
and :
ΞA ′ ∗ (V-Fib(µ′)∗V-Fib(ρ)∗G) ∗ Tµ
′
ρ∗F = ΞA ′ ∗ Tµ
′
ρ∗F ′ ∗F ib(cV-Fib(ρ)
∗G ∗ µ′o)
= Tρ◦µF ′ ∗F ib(τ
ω−1
F ′,ρ
βo ∗ (cV-Fib(ρ)
∗G ∗ µ′o))
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so that X ′ ∗ Z = Tρ◦µF ′ ∗F ib((τ
ω−1
F ′,ρ
βo ∗ (cV-Fib(ρ)
∗G ∗ µ′o))⊙ ((ωF ′,ρ ∗ µo)−1 ∗ (τV-Fib(ρ)
∗G
β )
−1)).
We are thus reduced to checking that :
((cG∗ρo∗µo)∗τω
−1
F,ρ
βo )⊙((ω−1F ′,ρ∗µo)∗τV-Fib(ρ)
∗G
β )=(τ
G
ρ∗β∗(ω−1F,ρ∗µ′o))⊙(τ
ω−1
F ′,ρ
βo ∗(cV-Fib(ρ)
∗G∗µ′o)).
The latter follows easily from (3.1.34) : details left to the reader. 
Corollary 3.1.36. We have a pseudo-natural equivalence
F ib• : PsFun((−)o,V-Cat)⇒ V-Fib C 7→ F ibC
whose coherence constraint attaches to every functor ρ of small categories the strict pseudo-
natural isomorphism (Tρ)−1.
Proof. The required coherence axioms for the rule ρ 7→ (Tρ)−1 hold by direct inspection (details
left to the reader). There remains therefore only to check the naturality of this rule, relative to
natural transformations β : ρ⇒ ρ′ between functors ρ, ρ′ : B′ → B. The assertion amounts to
checking the following identity in the 2-category V-2-Cat :
(3.1.37) (Tρ)−1 ⊙ (V-Fib(β)∗ ∗F ibB) = (F ibB′ ∗ PsFun(βo,V-Cat))⊙ (Tρ′)−1.
Thus, let d : Bo → V-Cat be any pseudo-functor, and denote by Fd : F ib(d)→ B the induced
fibration. With the notation of (3.1.29), there exists a unique pseudo-natural isomorphism
ωd : cFd
∼→ d such that F ib(ωd) = ψλFd .
We consider the diagram :
F ib(cFd ◦ ρ′o)
T
ρ′
Fd //
F ib(cFd∗βo)

V-Fib(ρ′)∗F ib(d)
(Tρ
′
d
)−1
//
V-Fib(β)∗F ib(d)

F ib(d ◦ ρ′o)
F ib(d∗βo)

F ib(cFd ◦ ρo)
T
ρ
Fd
// V-Fib(ρ)∗F ib(d)
(Tρ
d
)−1
// F ib(d ◦ ρ′o)
whose left square subdiagram commutes by construction. Invoking the strict pseudo-naturality
of Tρ, it is easily seen that the composition of the two bottom horizontal arrows agrees with
F ib(ωd ∗ ρo); likewise, the composition of the two top horizontal arrows yields F ib(ωd ∗ ρ′o).
Now, according to example 2.2.15(ii), there exists an invertible modification :
τω
d
β : (d ∗ βo)⊙ (ωd ∗ ρ′o) (ωd ∗ ρo)⊙ (cFd ∗ βo).
Hence, there exists a unique isomorphism of functors
ϑβd : F ib(d ∗ βo) ◦ (Tρ
′
d )
−1 ∼→ (Tρd)−1 ◦ V-Fib(ρ)∗F ib(d) such that ϑβd ∗ Tρ
′
Fd
= F ib(τω
d
β )
and we are reduced to checking that the rule : d 7→ ϑβd defines an invertible modification from
the right to the left side of (3.1.37). Hence, let α : d ⇒ d′ be a pseudo-natural transformation,
and define cF ib(α) : cFd ⇒ cFd′ as in remark 3.1.27(iii); it is easily seen that
cF ib(α) = ωd
′ −1 ⊙ α⊙ ωd.
Now, the coherence constraint of the left-hand side of (3.1.37) assigns to α the natural transfor-
mationX := (Tρd′)
−1 ∗ τβF ib(α), where τβF ib(α) is characterized by the identity :
τβF ib(α) ∗ Tρ
′
Fd
= TρFd′ ∗F ib(τ
F ib(α)
β )
−1
and τ
F ib(α)
β : (c
Fd′ ∗ βo) ⊙ (cF ib(α) ∗ ρ′o)  (cF ib(α) ∗ ρo) ⊙ (cFd ∗ βo) is given as well by
example 2.2.15(ii). According to remark 2.2.17(ii), the right-hand side of (3.1.37) assigns to α
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the natural transformation Y := F ib(ταβ )
−1 ∗ (Tρ′d )−1, where again ταβ : (d′ ∗ βo)⊙ (α ∗ ρ′o)⇒
(α ∗ ρo)⊙ (d ∗ βo) is given by example 2.2.15(ii). We need then to check that :
Y ′ := (ϑβd′ ∗ V-Fib(ρ′)∗F ib(α))⊙ Y = X ′ := X ⊙ (F ib(α ∗ ρo) ∗ ϑβd)
and it suffices to check that Y ′ ∗ Tρ′Fd = X ′ ∗ T
ρ′
Fd
. We compute :
Y ′ ∗ Tρ′Fd = (ϑ
β
d′ ∗ Tρ
′
F ′
d
∗F ib(cF ib(α) ∗ ρ′o))⊙F ib(ταβ ∗ (ωd ∗ ρ′o))−1
= (F ib(τω
d′
β ) ∗F ib(cF ib(α) ∗ ρ′o))⊙F ib(ταβ ∗ (ωd ∗ ρ′o))−1
X ′ ∗ Tρ′Fd = ((T
ρ
d′)
−1 ∗ TρFd′ ∗F ib(τ
F ib(α)
β )
−1)⊙ (F ib(α ∗ ρo) ∗F ib(τωdβ ))
= (F ib(ωd
′ ∗ ρo) ∗F ib(τF ib(α)β )−1)⊙ (F ib(α ∗ ρo) ∗F ib(τω
d
β ))
hence we are further reduced to showing that :
((ωd
′ ∗ ρo) ∗ τF ib(α)β )⊙ (τω
d′
β ∗ (cF ib(α) ∗ ρ′o)) = ((α ∗ ρo) ∗ τω
d
β )⊙ (ταβ ∗ (ωd ∗ ρ′o))
but this is clear, since both sides agree with τα⊙ω
d
β , where τ
α⊙ωd denotes as usual the coherence
constraint of α⊙ ωd. 
Definition 3.1.38. Let B be any category, and V any universe.
(i) A split fibration with V-small fibres over B is a pair (ϕ,λ) where ϕ : A → B is a
fibration with V-small fibres and λ a cleavage for ϕ whose associated pseudo-functor c : Bo →
V-Cat is strict, in which case we also say that λ is split.
(ii) For i = 1, 2, let (ϕi : Ai → B,λi) be two split fibrations, and F : A1 → A2 a
cartesian functor. Let also ci be the pseudo-functor associated with λi, for i = 1, 2. For every
B ∈ Ob(B), let FB : ϕ−11 B → ϕ−12 B denote the restriction of F . We say that F is a split
cartesian functor (ϕ1, c1) → (ϕ2, c2) if the rule : B 7→ FB defines a strict pseudo-natural
transformation c1 ⇒ c2.
Remark 3.1.39. (i) With the notation of definition 3.1.38(i), it is easily seen that λ is split
if and only if for every B ∈ Ob(B) we have c1B = 1cB , and for every pair of morphisms
B′′
h−→ B′ g−→ B of B we have cg◦h = cgch and the following diagram commutes :
cg◦hA
λ(cgA,h) //
λ(A,g◦h) ""❊
❊❊
❊❊
❊❊
❊
cgA
λ(A,g)~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
A
for every A ∈ Ob(ϕ−1B).
(ii) Likewise, with the notation of definition 3.1.38(ii), and taking into account remark
3.1.27(iii), we see that the B-cartesian functor F : A1 → A2 is split if and only if for ev-
ery morphism g : B′ → B of B and every A ∈ Ob(ϕ−11 B) we have
c′g(FA) = F (cgA) and F (λ(A, g)) = λ
′(FA, g).
(details left to the reader).
Example 3.1.40. The fibration s : B/FC → B associated with any functor F : C → B (see
example 3.1.3(ii)) is split. Indeed, we have a natural cleavage, defined as follows. An object of
B/s(B/FC ) is the datum of objects B ∈ Ob(B) and (f : B′ → FC ′) ∈ Ob(B/FC ), and a
morphism g : B → B′ in B; to such a datum we assign the commutative diagram
B
f◦g //
g

FC ′
F1C′

B′
f // FC ′
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which is an object λ(B, f, g) of Morph(B/FC ). Since this object is a B-cartesian morphism
of B/FC , the rule (B, f, g) 7→ λ(B, f, g) extends uniquely to a cleavage for s. By a simple
inspection, we find that the corresponding pseudo-functor c associates with every morphism
g : B → B′ of B the functor g/FC : B′/FC → B/FC (notation of (1.1.27)). Then it is clear
that c is strict.
3.1.41. Cartesian sections of a fibration. Let B be a category and V ⊂ V′ two universes. The
V′-small split fibrations over B with essentially V-small fibres are the objects of a 2-category
(V,V′)-Split(B)
whose 1-cells are given by the split cartesian functors, and whose 2-cells are the natural B-
transformations. As usual, we also often write V-Split(B) or just Split(B) for this 2-category.
Furthermore, we have an obvious forgetful strict pseudo-functor :
F : V-Split(B)→ V-Fib(B) (ϕ,λ) 7→ ϕ.
On the other hand, if B is small, we have as well a natural strict pseudo-functor
C : Fib(B)→ Split(B).
Namely, for a fibration ϕ : A → B with small fibres, we consider the strict pseudo-functor
A (−) : Bo → Cat B 7→ A (B) := CartB(B/B,A )
that assigns to every morphism f : B → B′ of B the functor Cart(f∗,A ) for (recall that B/B
is fibred over B, by example 3.1.3(i); also f∗ : B/B → B/B′ is the B-cartesian functor
as in (1.1.25)). The objects of A (B) are called the cartesian sections of A over B, and the
morphisms of A (B) are also called morphisms of cartesian sections. Then we set
C(A ) := F ib(A (−))
and we let C(ϕ) : C(A )→ B be the resulting fibration; recall that the fibre category C(ϕ)−1B
is naturally isomorphic to A (B) for every B ∈ Ob(B), and C(A ) carries a distinguished
cleavage whose associated pseudo-functor corresponds – under this identification – to the strict
pseudo-functor A (−) (remark 3.1.27(i)).
Every B-cartesian functor F : A1 → A2 induces a strict pseudo-natural transformation
CartB(B/−, F ) : A1(−)⇒ A2(−) B 7→ CartB(B/B, F )
whence a B-cartesian functor
C(F ) := F ib(CartB(B/−, F )) : C(A1)→ C(A2)
and every natural B-transformation α : F1 ⇒ F2 of B-cartesian functors F1, F2 : A1 → A2
induces a modification
CartB(B/−, α) : CartB(B/−, F1) CartB(B/−, F2) B 7→ CartB(1B/B, α)
whence a natural B-transformation
C(α) =: F ib(CartB(B/−, α)) : C(F1)⇒ C(F2).
Taking into account the discussion of (3.1.18)-(3.1.21) we easily conclude that the foregoing
rules yield a well defined strict pseudo-functor C as sought.
176 OFER GABBER AND LORENZO RAMERO
3.1.42. The evaluation functor of a fibration. Let B be a small category, and ϕ : A → B a
fibration with small fibres; we claim that there exists a B-cartesian functor
evA : C(A )→ A
that assigns to every object (B,G : B/B → A ) of C(A ) its evaluation G1B ∈ Ob(AB), and
to any morphism (f, α : G⇒ G′ ◦ f∗) : (B,G)→ (B′, G′), the composition
G1B
α1B−−−→ G′f G
′(f/B′)−−−−−−→ G′1B′
where f/B′ : f → 1B′ is the morphism of B/B′ determined by f . In order to check that these
rules define a functor, let (g, β : G′ ⇒ G′′ ◦ g∗) : (B′, G′)→ (B′′, G′′) be any other morphism;
then (g, β) ◦ (f, α) = (g ◦ f, (β ∗ f∗)⊙ α), and the assertion comes down to the identity
G′′(g/B′′) ◦ β1B′ ◦G′(f/B′) ◦ α1B = G′′(g ◦ f/B′′) ◦ ((β ∗ f∗)⊙ α)1B .
But we have
β1B′ ◦G′(f/B′) = G′′(g∗(f/B′)) ◦ βf and G′′(g/B′′) ◦G′′(g∗(f/B′)) = G′′(g ◦ f/B′′)
whence the contention. Moreover, a simple inspection shows that every cartesian functor F :
A1 → A2 of fibred B-categories yields a commutative diagram of B-categories :
C(A1)
C(F )
//
evA1

C(A2)
evA2

A1
F // A2
and for every natural B-transformation α : F1 ⇒ F2 of C -cartesian functors F1, F2 : A1 → A2
we have the identity :
evA2 ∗ C(α) = α ∗ evA1 .
Hence the rule A 7→ evA defines a strict pseudo-natural transformation
ev• : F ◦ C⇒ 1Fib(B)
Remark 3.1.43. With the notation of (3.1.42), letG,G′ ∈ A (B) be two cartesian sections over
an object B ∈ Ob(B), and α : G⇒ G′ a natural B-transformation. Then it is easily seen that
α is uniquely determined by its evaluation evA (1B, α) = α1B : G1B → G′1B. Indeed, every
object (f : B′ → B) ∈ Ob(B/B) yields a morphism f/B : f → 1B in B/B, whence a
commutative diagram
Gf
αf //
G(f/B)

G′f
G′(f/B)

G1B
α1B // G′1B
which determines αf uniquely, since G
′(f/B) is cartesian. By the same token, given any mor-
phism g : G1B → G′1B in ϕ−1B, let us define αgf : Gf → G′f as the unique morphism in
ϕ−1B′ such that G′(f/B) ◦ αgf = g ◦ G(f/B). Then it is easily seen that the rule f 7→ αgf
defines a natural B-transformation αg : G ⇒ G′ such that αg1B = g. If G′′ : B/B → A is
another cartesian functor, and g′ : G′1B → G′′1B is any morphism in ϕ−1B, clearly we have :
αg
′ ⊙ αg = αg′◦g.
Theorem 3.1.44. The pseudo-functor C is a strong right 2-adjoint for F, and is fully faithful.
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Proof. According to proposition 1.1.15(i) and theorem 2.4.24(i), in order to prove the first
assertion it suffices to exhibit a unit and a counit fulfilling the triangular identities (1.1.13).
Our candidate counit shall be the pseudo-natural transformation ev•. Taking into account re-
mark 3.1.5(v) and corollary 2.4.27, in order to see that evA is B-cartesian for every fibration
ϕ : A → B, and to prove the second assertion of the theorem, it then suffices to notice :
Claim 3.1.45. The functor evA is a B-equivalence.
Proof of the claim. It suffices to show that evA is a fibrewise equivalence (corollary 3.1.28(i)).
However, from remark 3.1.43 we see already that for every B ∈ Ob(B) the restriction
evA|B : A (B)→ AB
of evA is fully faithful. To show that evA|B is essentially surjective, let λ be a unital cleavage for
ϕ, and c its associated unital pseudo-functor. For every A ∈ Ob(AB) consider the functor
iA : B/B → B/ϕA (g : B′ → B) 7→ (A,B, g)
that assigns to every morphism (h/B) : g → g′ of B/B the morphism (A,B, (h/A)) :
(A,B, g)→ (A,B, g′) ofB/ϕA . Let also s : Morph(A )→ A be the source functor (notation
of (1.1.30)); it suffices to notice that
βλB,A := s ◦ λ ◦ iA : B/B → A .
is a cartesian section with βλB,A(1B) = A. ♦
Next, let (ϕ : A → B,λ) be any split fibration with small fibres, and c the strict pseudo-
functor associated with λ; denote also by λ∗ the distinguished cleavage of C(A ), whose asso-
ciated pseudo-functor is A (−) (see (3.1.41)). To define a unit for our adjunction, we need to
exhibit a natural split cartesian functor :
(ϕ,λ)→ (C(A ),λ∗).
Now, for every B ∈ Ob(B) any A ∈ Ob(AB) define βλB,A ∈ A (B) as in the proof of claim
3.1.45; by virtue of remark 3.1.43, for every morphism f : A′ → A in AB there exists a unique
natural C -transformation βλB,f : β
λ
B,A′ ⇒ βλB,A such that (βλB,f )1B = f , and the rulesA 7→ βλB,A,
f 7→ βλB,f yield a well defined functor
βλB : AB → A (B).
According to theorem 3.1.24, it then suffices to show that the rule : B 7→ βλB defines a strict
pseudo-natural transformation
βλ : c⇒ A (−).
The assertion amounts to checking the identities
βλB,A ◦ g∗ = βλB′,cgA for every (B′
g−→ B) ∈ Ob(B/B) and every A ∈ Ob(AB).
However, we have :
βλB′,cgA(g
′) = cg′(cgA) = cg◦g′A = β
λ
B,A(g ◦ g′) for every object g′ : B′′ → B′ of B/B′
which shows that βλB,A ◦ g∗ and βλB′,cgA agree on objects; to see that they also agree on mor-
phisms, we consider two objects f : C → B′ and f ′ : C ′ → B′ of B/B′ and a morphism
h/B′ : f → f ′ of B/B′ (notation as in the proof of claim 3.1.45), and we notice that, due to
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remark 3.1.39(i), the three subdiagrams of the following diagram commute
cgfA
βλ
B′,cgA
(h/B′)
//
λ(cgA,f) ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
λ(A,gf)
..
cgf ′A
λ(A,gf ′)
pp
λ(cgA,f ′)ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦
cgA
λ(A,g)

A
The assertion is an immediate consequence. We need to verify that the rule (ϕ,λ) 7→ βλ yields
a strict pseudo-natural transformation
β• : 1Split(B) ⇒ C ◦ F.
To this aim, let G : (ϕ : A → B,λ) → (ϕ′ : A ′ → B,λ′) be any split B-cartesian functor,
and let c and c′ be the pseudo-functors associated with λ and respectively λ′; we come down to
showing the commutativity of the diagram
AB
βλB //
GB

A (B)
CartB(B/B,G)

A ′B
βλ
′
B // A ′(B)
for every B ∈ Ob(B).
However, the composition CartB(B/B,G) ◦ βλB assigns to every A ∈ Ob(AB) the cartesian
section B/B → A ′ given by the rule : (B′ g−→ B) 7→ G(cgA), whereas βλ′B ◦ G assigns to
the same object the cartesian section given by the rule : (B′
g−→ B) 7→ c′g(GA); moreover,
if B′′
g′−→ B is any other object of B/B and h/B : g → g′ is any morphism, we get two
commutative diagrams :
G(cgA)
G(βλB,A(h/B)) //
G(λ(A,g)) $$❍❍
❍❍
❍❍
❍❍❍
G(cg′A)
G(λ(A,g′))zz✉✉✉
✉✉
✉✉✉
✉
c′g(GA)
βλ
′
B,GA(h/B) //
λ′(GA,g) $$■
■■
■■
■■
■
c′g′(GA)
λ′(GA,g′)zz✉✉✉
✉✉
✉✉
✉
GA GA.
Since G is split, remark 3.1.39(ii) says that these two diagrams coincide, i.e. the functors
CartB(B/B,G) ◦ βλB and βλ
′
B ◦G agree on all objects of ϕ−1B. To see that they agree also on
morphisms, let f : A→ A′ be any morphism of ϕ−1B; we have to show thatG ∗βλB,f = βλ
′
B,Gf .
By remark 3.1.43, it suffices then to compare the evaluations at 1B of both of these natural
B-transformation; but by definition we have (G ∗ βλB,f )1B = Gf = (βλ
′
B,Gf)1B , as required.
Lastly, let G,G′ : (ϕ : A → B,λ)→ (ϕ′ : A ′ → B,λ′) be two split B-cartesian functors,
and γ : G⇒ G′ a natural B-transformation; we need to show :
CartB(B/B, γ) ∗ βλB = βλ
′
B ∗ (γ|AB) for every B ∈ Ob(B)
which translates as the identity : γcgA = c
′
g(γA) for every g ∈ Ob(B/B) and A ∈ Ob(AB).
However, again by virtue of remark 3.1.39(ii), the following commutative diagrams coincide :
G(cgA)
γcgA //
G(λ(A,g))

G′(cgA)
G′(λ(A,g))

c′g(GA)
c′g(γA) //
λ′(GA,g)

c′g(G
′A)
λ′(G′A,g)

GA
γA // G′A GA
γA // G′A
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whence the contention.
It remains to show that the unit and counit thus defined fulfill the triangular identities. Now,
let ϕ : A → B be any fibration, (ϕ′ : A ′ → B,λ′) any split fibration, and c′ the pseudo-
functor associated with λ′. Denote by λ∗ the distinguished cleavage of C(A ) as in (3.1.41),
whose associated pseudo-functor is (naturally identified with) A (−); then, in view of theorem
3.1.24, the triangular identities come down to the commutativity of the diagrams
A (B)
βλ
∗
B //
❑❑❑
❑❑❑
❑❑❑
❑
❑❑❑
❑❑❑
❑❑❑
❑
C(A )(B)
CartB(B/B,ev
A )

c′B
βλ
′
B //
❋❋
❋❋
❋❋
❋❋
❋ A
′(B)
evA
′
|B

A (B) c′B
for every B ∈ Ob(B). The latter follows by a direct inspection. 
Remark 3.1.46. (i) Let ϕ : A → B be a fibration, and c the pseudo-functor associated with a
given cleavage λ for ϕ. The proof of theorem 3.1.44 furnishes a pseudo-natural equivalence
evA|• : A (−)⇒ c.
In case λ is split, it also furnishes a quasi-inverse for evA|• which is a strict pseudo-natural
equivalence βλ : c ⇒ A (−). However, we cannot deduce from this that the unit of the 2-
adjunction of theorem 3.1.44 is an equivalence, since we cannot ensure the existence of a strict
quasi-inverse for βλ. (Especially, evA|• is not strict, in general.)
(ii) On the other hand, denote by spFib(B) the full 2-subcategory of Fib(B) whose objects
are the fibrations that admit a split cleavage. Then claim 3.1.45 implies that the inclusion functor
spFib(B)→ Fib(B)
is a 2-equivalence which admits a pseudo-inverse given by the rule : (ϕ : A → B) 7→ C(A )
for every fibration ϕ.
3.1.47. Notice that the rule that assigns to every small category C its set of connected compo-
nents π0(C ) (see remark 1.2.21(ii)) yields a well defined functor
π0 : Cat→ Set
that is left adjoint to the fully faithful imbedding Set → Cat which assigns to every small
set the associated discrete category (see example 1.1.6(ii)). Moreover, π0 is also a well defined
strict pseudo-functor, for the natural 2-category structure on Cat (and here we regard Set as a
2-category whose only 2-cells are identities : see example 2.2.4(i)).
Now, if B is any category, and c : Bo → Cat any pseudo-functor, it follows that the
composition π0 ◦ c : Bo → Set is a strict pseudo-functor, i.e. it is a presheaf on B. Also,
every pseudo-natural transformation ω : c ⇒ d of pseudo-functors c, d : Bo → Cat induces
a morphism of presheaves π0 ∗ ω : π0 ◦ c → π0 ◦ d, and notice that if Ξ : ω  ω′ is any
modification of such pseudo-natural transformations, then π0 ∗ ω = π0 ∗ ω′ and the induced
modification π0 ◦ Ξ : π0 ∗ ω  π0 ∗ ω is just the identity. In view of theorem 3.1.24, it then
follows that the rule c 7→ π0 ◦ c yields a well defined strict pseudo-functor
πB0 : Fib(B)→ B∧.
Explicitly, for every fibration ϕ : A → B, the presheaf πB0 (A ) is given by the rule : X 7→
π0(ϕ
−1X) for every X ∈ Ob(B). It is then easily seen that πB0 is a strong left 2-adjoint to the
strict pseudo-functor F ib of (3.1.17).
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Remark 3.1.48. The functor F ib of (3.1.17) also admits a right adjoint. Indeed, notice that
F ib factors uniquely as the composition of a strict pseudo-functor
spF ib : B◦ → Split(B)
and the forgetful strict pseudo-functor F (notation of (3.1.41)). In light of theorem 3.1.44, it
then suffices to find a right adjoint for spF ib. Now, if (ϕ : A → B,λ) is any split fibration,
and c : Bo → Cat the associated pseudo-functor, notice that the composition
Ob ◦ c : Bo → Cat→ Set B 7→ Ob(AB)
is a presheaf. It is easily seen that the resulting functor
ObB : Split(B)→ Bo (ϕ : A → B,λ) 7→ Ob ◦ c
is a right adjoint for spF ib. However, we do not get a right 2-adjoint by this rule.
3.2. 2-Fibrations. We wish now to consider the generalization of (3.1.18) where B is an
arbitrary 2-category. In this case, for every pseudo-functor c : Bo → Cat we get a nat-
ural 2-category structure on F ib(c), such that the resulting functor πc : F ib(c) → B is
a strict pseudo-functor. Indeed, for every two objects (B,X), (B′, Y ) of F ib(c), and any
two morphisms (ϕ1, f1), (ϕ2, f2) : (B,X) → (B′, Y ) of F ib(c), we declare that the 2-cells
(ϕ1, f1)⇒ (ϕ2, f2) are the 2-cells α : ϕ1 ⇒ ϕ2 that make commute the diagram
X
f1
||③③
③③
③③
③③
③
f2
""❊
❊❊
❊❊
❊❊
❊❊
cϕ1Y
cα,Y // cϕ2Y.
If (ϕ3, f3) : (B,X) → (B′, Y ) is another morphism and β : (ϕ2, f2) ⇒ (ϕ3, f3) another 2-
cell, the composition β ⊙ α : (ϕ1, f1)⇒ (ϕ3, f3) is given by the composition law for 2-cells of
B(B,B′). Since cβ⊙α,Y = cβ,Y ◦cα,Y , it is easily seen that this composition rule is well defined.
Likewise, if (B′′, Z) is any other object of F ib(c), (ψ1, g1), (ψ2, g2) : (B′, Y ) → (B′′, Z) any
two morphisms and α′ : (ψ1, g1) ⇒ (ψ2, g2) any 2-cell, we let α′ ∗ α : (ψ1, g1) ◦ (ϕ1, f1) ⇒
(ψ2, g2) ◦ (ϕ2, f2) be defined by the corresponding composition law for 2-cells in B. In order
to check that this rule is well defined, it suffices to show the commutativity of the diagram :
X
f1 //
f2 &&◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆ cϕ1Y
cϕ1 (g1) //
cα,Y

cϕ1cψ1Z
γc
(ϕ1,ψ1),Z //
cα,cψ1
Z

cψ1◦ϕ1Z
cα′∗α,Z

cϕ2Y
cϕ2 (g1) //
cϕ2 (g2) ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
cϕ2cψ1Z
cϕ2 (cα′,Z)

cϕ2cψ2Z γc
(ϕ2,ψ2),Z
// cψ2◦ϕ2Z
(where γc is the coherence constraint of c); the latter follows directly from remark 2.1.17(ii) and
the identity : cϕ2(cα′,Z) ◦ cα,cψ1Z = (cα′ ∗ cα)Z . It is then obvious that F ib(c) is a 2-category
with these composition laws (and with the composition law for 1-cells given by (3.1.18)), since
the required associativity and unit axioms hold already in B.
In analogy with the case of usual categories, it is natural to make the following :
Definition 3.2.1. Let A , B be two 2-categories, π : A → B a strict pseudo-functor.
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(i) We say that a 1-cell f : A′ → A of A is B-cartesian if for every X ∈ Ob(A ) the
following diagram is cartesian in the category Cat :
A (X,A′)
f∗ //
π

A (X,A)
π

B(πX, πA′)
(πf)∗ // B(πX, πA).
(ii) We say that π (or A ) is a 2-fibration over B, if for every 1-cell ϕ : B′ → B in B and
every A ∈ π−1B there exists a B-cartesian 1-cell f : A′ → A in A such that π(f) = ϕ.
(iii) For every B ∈ Ob(B), the fibre π−1B is the 2-subcategory of A whose underlying
category is the fibre over B of the functor underlying π, and whose 2-cells are the 2-cells α of
A such that π(α) = iB . For a universe V, say that π has small V-fibres if π−1B is a small
2-category for every B ∈ Ob(B).
Remark 3.2.2. (i) With the notation of definition 3.2.1, notice that a B-cartesian 1-cell of A
is also a cartesian morphism of the underlying category, since the forgetful functorCat→ Set
commutes with fibre products.
(ii) It is easily seen that a composition of cartesian 1-cells is cartesian, and every invertible
1-cell is cartesian (details left to the reader).
(iii) It follows from (i) that if π is a 2-fibration, then it is also a (usual) fibration on the under-
lying categories. Moreover, in this case a 1-cell of A is cartesian if and only if it is a cartesian
morphism of the underlying category : indeed, the necessity has already been remarked in (i).
Conversely, let f : A′ → A be a 1-cell which is a cartesian morphism in the underlying category,
and pick any 1-cell g : A′′ → A of A which is cartesian in the sense of definition 3.2.1(i), and
with π(g) = π(f); then there exists an isomorphism h : A′
∼→ A′′ in the underlying category of
A such that f = g ◦ h. By (ii), we deduce that f is a cartesian 1-cell.
Lemma 3.2.3. Let B be a 2-category, and c : Bo → Cat a pseudo-functor. We have :
(i) The 2-category F ib(c) is a 2-fibration over B.
(ii) A 1-cell (ϕ, f) : (B′, X)→ (B, Y ) of F ib(c) is cartesian if and only if f : X → cϕY
is an isomorphism in cB′ .
Proof. It suffices to prove (ii). Now, notice that the condition of (ii) is necessary, due to lemma
3.1.20(i). Conversely, let (ϕ, f) be such a 1-cell with f an isomorphism; consider any object
(B′′, Z) of F ib(c), any two 1-cells ψ1, ψ2 : B′′ → B′ in B, a 2-cell α : ψ1 ⇒ ψ2 in B, and
any 2-cell β : (ϕ ◦ ψ1, g1) ⇒ (ϕ ◦ ψ2, g2) in F ib(c) such that β = ϕ∗ ∗ α. We know already
by lemma 3.1.20(i) that for i = 1, 2 there exists a unique 1-cell (ψi, g
′
i) : (B
′′, Z)→ (B′, X) of
F ib(c) such that (ϕ, f) ◦ (ψi, g′i) = (ϕ ◦ ψi, gi), and it remains to check that α yields a 2-cell
(ψ1, g
′
1)⇒ (ψ2, g′2). To this aim, we consider the diagram :
Z
g′1 //
g′2 &&◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆ cψ1X
cα,X

cψ1 (f) // cψ1cϕY
cα,cϕY

γc
(ψ1,ϕ),Y // cϕ◦ψ1Y
cϕ∗α,Y

cψ2X
cψ2 (f) // cψ2cϕY
γc
(ψ2,ϕ),Y // cϕ◦ψ2Y
(where γc is the coherence constraint of c). By assumption, the subdiagram obtained after re-
moving the two middle vertical arrows commutes, and we need to check that the triangular
subdiagram on the left commutes as well. However, the square subdiagram on the right com-
mutes by remark 2.1.17(ii), and the central square subdiagram commutes by naturality oc cα.
Moreover, since f is an isomorphism, the two bottom horizontal arrows are both isomorphisms.
The contention follows straightforwardly. 
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Example 3.2.4. Let B be any 2-category.
(i) Denote by 1 a chosen final object of Cat, i.e. a category with only one object and one
morphism, and consider the constant pseudo-functor F
1
: Bo → Cat with value 1 (notation of
(2.5)). It is easily seen that the induced projection :
F ib(F
1
)→ B
is an isomorphism of categories.
(ii) If B has small Hom-categories, fix B ∈ B and consider the strict pseudo-functor
hB : B
o → Cat B′ 7→ B(B′, B)
that assigns to every 1-cell f : B′ → B′′ the functor f ∗ : B(B′′, B)→ B(B′, B), and to every
2-cell β : f ⇒ f ′ between 1-cells f, f ′ : B′ → B′′ the natural transformation β∗ : f ∗ ⇒ f ′∗
(see example 2.2.8(i)). Then we have a natural isomorphism of 2-categories
F ib(hB)
∼→ B/B
(notation of example 2.1.11(ii)) which identifies the natural projection F ib(hB)→ B with the
source strict pseudo-functor sB : B/B → B.
3.2.5. For any pair of 2-fibrations A , A ′ over B we denote by
2-CartB(A ,A
′)
the category whose objects are the B-cartesian strict pseudo-functors, i.e. the strict pseudo-
functors A → A ′ that are B-cartesian functors on the underlying categories; the morphisms
are the strict pseudo-natural transformations that are natural B-transformations on the under-
lying categories. Notice that 2-CartB(A ,F ib(c)) is a full subcategory of CartB(A ,F ib(c)),
for every pseudo-functor c : Bo → Cat and every 2-fibration A .
Just as in definition 3.1.4(ii), every pair of B-cartesian strict pseudo-functors H : C → A
and K : A ′ → C ′ induces a functor
2-CartB(H,K) : 2-CartB(A ,A
′)→ 2-CartB(C ,C ′) G 7→ K ◦G ◦H
which assigns to any morphism α : G ⇒ G′ in 2-CartB(A ,A ′), the natural transformation
K ∗ α ∗H : K ◦ G ◦H ⇒ K ◦ G′ ◦H . As usual, in case H = 1A (resp. K = 1A ′) we also
denote this functor by 2-CartB(A , K) (resp. by 2-CartB(H,A ′)).
Likewise, if H,H ′ : C → A and K,K ′ : A ′ → C ′ are four B-cartesian strict pseudo-
functors, every pair of strict pseudo-natural B-transformations β : H ⇒ H ′ and γ : K ⇒ K ′
induces a natural transformation :
2-CartB(β, γ) : 2-CartB(H,K)⇒ 2-CartB(H ′, K ′) G 7→ γ ∗G ∗ β
and again, if β = 1H (resp. γ = 1K) we denote this natural transformation by 2-CartB(H, γ)
(resp. 2-CartB(α,K)).
3.2.6. In the situation of (3.2), let d : Bo → Cat be another pseudo-functor, and ω : c ⇒ d
any pseudo-natural transformation. We claim that the functor F ib(ω) : F ib(c) → F ib(d)
defined as in (3.1.19) is a B-cartesian strict pseudo-functor. The assertion amounts to saying
that any 2-cell α : (ϕ1, f1)⇒ (ϕ2, f2) as in (3.2) induces a 2-cells
α : F ib(ω)(ϕ1, f1)⇒ F ib(ω)(ϕ2, f2).
In turn, the latter boils down to the commutativity of the diagram :
ωB ◦ cϕ1Y
(τωϕ1,Y
)−1

ωBX
ωBf1oo ωBf2 // ωB ◦ cϕ2Y
(τωϕ2,Y
)−1

dϕ1 ◦ ωB′Y
dα,ω
B′
Y
// dϕ2 ◦ ωB′Y.
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However, since α is a 2-cell in F ib(c), we have the identity :
ωBf2 = ωB(cα,Y ) ◦ ωBf1
and on the other hand, by remark 2.2.5(i), the naturality of τω implies the identity
(τωϕ2,Y )
−1 ◦ ωB(cα,Y ) = dα,ωB′Y ◦ (τωϕ1,Y )−1
whence the assertion. Lastly, for any two pseudo-natural transformations ω, ω′ : c ⇒ d and
every modification Ξ : ω  ω′, a simple inspection shows that the natural transformation
F ib(Ξ) : F ib(ω)⇒ F ib(ω′) of (3.1.21) is also a strict pseudo-natural transformation.
Lemma 3.2.7. (i) For every pair of pseudo-functors c, d : Bo → Cat, the induced functor :
F ib : PsNat(c, d)→ 2-CartBo(F ib(c),F ib(d))
is an isomorphism of categories.
(ii) (2-Yoneda’s Lemma) For every X ∈ Ob(B) and every pseudo-functor c : Bo → Cat
we have an equivalence of categories pseudo-natural in both arguments :
PsNat(hX , c)
∼→ cX .
Proof. (i): Notice that a B-cartesian strict pseudo-functor F ib(c) → F ib(d) is completely
determined by its underlying cartesian functor of (usual) B-fibrations. Then the assertion is
already known from the proof of theorem 3.1.24.
(ii) follows from (i), example 3.2.4(ii) and claim 3.1.45. 
3.2.8. Clearly the 2-fibrations with small fibres over a given 2-category B form a 2-category
2-Fib(B)
whoseHom-categories are given by the categories 2-CartB(−,−) as in (3.2.5). We have a strict
and strongly faithful pseudo-functor
F ibB : PsFun(B
o,Cat)→ 2-Fib(B) F 7→ F ib(F )
but unlike for usual fibrations, F ibB is not a 2-equivalence. As an application of these con-
structions, we deduce :
Theorem 3.2.9. The 2-category Cat is strongly 2-complete and strongly 2-cocomplete.
Proof. Let F : B → Cat be any pseudo-functor from a small 2-category B; we set :
LF := 2-CartBo(B
o,F ib(F ))
and we define a pseudo-cone π : FLF ⇒ F as follows. First, in light of lemma 3.2.7(i) and
example 3.2.4, we have a natural isomorphism of categories
ω : LF
∼→ PsNat(F1, F )
where F1 : B → Cat is the constant pseudo-functor with value 1. Now, let β : F1 ⇒ F be
any pseudo-cone; for every B ∈ Ob(B) we have then the functor βB : 1 → FB, which is
identified with the object βB(∅) ∈ Ob(FB), under the isomorphism of categories :
Fun(1, FB)
∼→ FB G 7→ G(∅) (α : G⇒ G′) 7→ α∅ : G(∅)→ G′(∅)
(here Ob(1) = {∅}). Clearly, the rule β 7→ βB yields a functor
πB : PsNat(F1, F )→ FB
that assigns to every modification Ξ : β  β ′ the natural transformation ΞB : βB ⇒ β ′B,
identified with the morphism ΞB,∅ : βB(∅) → β ′B(∅) in FB. Lastly, it is easily seen that the
rule B 7→ πB ◦ ω yields a pseudo-cone as sought, with coherence constraint
τπf : Ff ◦ πB ⇒ πB′ such that τπf,β := τβf,∅
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for every pseudo-cone β : F1 → F with coherence constraint τβ.
Explicitly, for every B ∈ Ob(B) the functor πB : LF → FB is determined by the identity :
ϕ(B) = (B, πB(ϕ)) for every cartesian strict pseudo-functor ϕ : B
o → F ib(F )
and for every pair of cartesian strict pseudo-functors ϕ, ϕ′ : Bo → F ib(F ) and every strict
pseudo-natural Bo-transformation β : ϕ⇒ ϕ′, we have βB = (1B, πB(β)).
We claim that (LF , π) is a strong 2-limit of F , i.e. for every small category C , the functor
(3.2.10) Fun(C ,LF )→ PsNat(FC , F ) (ϕ : C → LF ) 7→ π ⊙ Fϕ
is an isomorphism of categories (see definition 2.5.1(i)). Indeed, let α : FC ⇒ F be any
pseudo-cone with vertex C and basis F ; there follows a Bo-cartesian strict pseudo-functor
F ib(α) : F ib(FC )→ F ib(F ), whence a functor
α† := 2-CartBo(B
o,F ib(α)) : 2-CartBo(B
o,F ib(FC ))→ LF .
If Θ : α  β is any modification, we set as well Θ† := 2-CartBo(Bo,F ib(Θ)) : α† → β†.
However, a simple inspection shows that F ib(FC ) = Bo × C , the product in the category of
2-categories (where C is regarded as a 2-category with trivial 2-cells), fibered over Bo via the
natural projection p : Bo × C → Bo. There is an obvious functor
cC : C → 2-CartBo(Bo,F ib(FC )) X 7→ cX
that assigns to every object X of C the constant functor cX : Bo → C with valueX , naturally
identified with a section Bo → Bo × C of the projection p. Then, a simple inspection shows
that the functor
PsNat(FC , F )→ Fun(C ,LF ) α 7→ α† ◦ cC Θ 7→ Θ† ∗ cC
is inverse to the functor (3.2.10), whence the contention.
Next we consider the category F ib(F ) such that Ob(F ib(F )) := Ob(F ib(F )) and
HomF ib(F )(X,X
′) := π0(F ib(F )(X,X
′)) for everyX,X ′ ∈ Ob(F ib(F ))
(notation of (3.1.47)). The composition law for morphisms in F ib(F ) is induced in the obvious
way by that of 1-cells of F ib(F ). For every 1-cell f of F ib(F ) we denote by [f ] the class of f
inMorph(F ib(F )) and we let Σ := {[f ] ∈ Morph(F ib(F )) | f is B-cartesian}. We set
L ′F := F ib(F ))[Σ
−1]
(notation of theorem 1.6.9). We have a natural functor
F ib(F )→ L ′F
namely, the composition of the obvious projection F ib(F ) → F ib(F ) with the localization
F ib(F ) → L ′F . Recall that F ib(F ) carries a distinguished cleavage λ∗, whose associated
pseudo-functor is naturally identified with F (remark 3.1.27(i)). Then, the pseudo-cocone ι :
F → FF ib(F ) associated with λ∗ induces a a pseudo-cocone ι′ : F ⇒ FL ′F . We claim that
(L ′F , ι
′) is a strong 2-colimit of F , i.e. for every small category C , the induced functor
(3.2.11) Fun(L ′F ,C )→ PsNat(F, FC ) (ϕ : L ′F → C ) 7→ Fϕ ⊙ ι′
is an isomorphism of categories. Indeed, let α : F ⇒ FC be any pseudo-cocone; there fol-
lows a Bo-cartesian strict pseudo-functor F ib(α) : F ib(F ) → F ib(FC ) ∼→ Bo × C . After
composing with the projection p : Bo × C → C we get a functor
α∗ : F ib(F )→ C .
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Since C has trivial 2-cells, α∗ factors through a unique functor α∗ : F ib(F ) → C . By lemma
3.2.3(ii), a 1-cell (f, g) : (B,X)→ (B′, X ′) of F ib(FC ) is cartesian if and only if g : X → X ′
is an isomorphism of C . It follows that α∗ in turn factors uniquely through a functor
α‡ : L ′F → C .
On the other hand, notice that a functor F ib(F )→ C factors through F ib(F ) if and only if it
induces a strict pseudo-functor F ib(F ) → Bo × C , and the latter is Bo-cartesian if and only
if the resulting functor F ib(F )→ C factors through L ′F .
If Θ : α  β is any modification, we get a natural B-transformation Θ∗ := p ∗F ib(Θ) :
α∗ ⇒ β∗, which in turn induces a natural transformation
Θ‡ : α‡ ⇒ β‡.
By a direct inspection, we see that the functor
PsNat(F, FC )→ Fun(L ′F ,C ) α 7→ α‡ Θ 7→ Θ‡
is inverse to (3.2.11), whence the contention. 
Example 3.2.12. (i) For instance, let C• := (Ci | i ∈ I) be any small family of small categories.
By inspecting the proof of theorem 3.2.9, we see that the 2-product of C• is represented by the
product C :=
∏
i∈I Ci, as constructed in example 1.2.25(i), and the universal cone for C is also
a universal pseudo-cone for the 2-product of C•.
(ii) Let F : C → B and F ′ : C ′ → B be two functors between small categories; by
inspecting the proof of theorem 3.2.9, we see that the 2-fibre product of F and F ′ (remark
2.5.2(v)) is represented by the category whose objects are all data of the form X := (c, c′, ξ),
where c ∈ Ob(C ), c′ ∈ Ob(C ′), and ξ : F (c) ∼→ F ′(c′) is an isomorphism in B. If X ′ :=
(d, d′, ζ) is another such datum, the morphismsX → X ′ are the pairs (ϕ, ϕ′), where ϕ : c→ d
(resp. ϕ′ : c′ → d′) is a morphism in C (resp. in C ′), and ζ ◦ F (ϕ) = F ′(ϕ′) ◦ ξ.
Example 3.2.13. (i) Consider a small category B and a pseudo-functor F : B → Cat.
In this case, obviously F ib(F ) = F ib(F ), so the strong 2-colimit of F is represented by
F ib(F )[Σ−1], where Σ ⊂ Morph(F ib(F )) is the set of cartesian morphisms.
(ii) Suppose next that B is filtered. Then we claim that Σ admits a right calculus of fractions.
Indeed, it is clear that Σ satisfies conditions (CF1) and (CF2) of definition 1.6.14(i). Next, let
(ϕ, f) : (B,X) → (B′, Y ) and (ψ, g) : (B′′, Z) → (B′, Y ) be two morphisms of F ib(F ),
with (ψ, g) ∈ Σ; hence ϕ : B′ → B and ψ : B′ → B′′ are morphisms of B, so there exist
morphisms ϕ′ : B → B′′′ and ψ′ : B′′ → B′′′ in B with ϕ′ ◦ ϕ = ψ′ ◦ ψ. It follows that
(ϕ′, 1Fϕ′X) : (B
′′′, Fϕ′X)→ (B,X) lies in Σ, and since (ψ, g) is cartesian there exists a unique
morphism (ψ′, h) : (B′′′, Fϕ′X)→ (B′′, Y ) such that (ψ, g)◦(ψ′, h) = (ϕ, f)◦(ϕ′, 1Fϕ′X). This
proves that condition (CF3) holds as well for Σ. Lastly, let (ϕ, f), (ϕ′, f ′) : (B,X)→ (B′, Y )
and (ψ, g) : (B′, Y ) → (B′′, Z) be three morphisms of F ib(F ), with (ψ, g) cartesian, and
suppose that (ψ, g) ◦ (ϕ, f) = (ψ, g) ◦ (ϕ′, f ′); hence ϕ, ϕ′ : B′ → B are two morphisms of
B, and by assumption there exists a morphism µ : B → B′′′ such that µ ◦ ϕ = µ ◦ ϕ′. Then
we have the cartesian morphism (µ, 1FµX) : (B
′′′, FµX) → (B,X), and obviously (ψ, g) ◦
(ϕ, f) ◦ (µ, 1FµX) = (ψ, g) ◦ (ϕ′, f ′) ◦ (µ, 1FµX). Since (ψ, g) is cartesian, it follows that
(ϕ, f) ◦ (µ, 1FµX) = (ϕ′, f ′) ◦ (µ, 1FµX). This shows that condition (CF4) holds for Σ.
(iii) In particular, in the situation of (ii), the morphisms in F ib(F )[Σ−1] can be expressed as
fractions with denominators in Σ, as detailed by proposition 1.6.16 (and remark 1.6.19).
(iv) Let I be a small filtered category, and F : I → Cat any functor; let L be the colimit of
F , as explicitly given by example 1.5.9. In particular, the objects of L are equivalence classes
[i, X ] of pairs (i, X) ∈ Ob(F ib(F )), and the morphisms [f ] : [i, X ]→ [i′, X ′] are equivalence
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classes of morphisms f : FϕX → Fϕ′X ′, for all pairs of morphism (i ϕ−→ j ϕ2←− i′) of I . By
direct inspection of the construction of L , we get a well defined functor
F ib(F )→ L (i, X) 7→ [i, X ] ((i′ → i, f) : (i, X)→ (i′, X ′)) 7→ [f ].
By the universal property of the localization, this functor extends uniquely to a well defined
functor F ib(F )[Σ−1]→ L , where Σ is as in (ii), and in view of (iii) and lemma 3.1.20(i), it is
easily seen that the latter functor is an equivalence. In other words, the colimit of F represents
as well the 2-colimit of the same functor, and more precisely, every universal cocone F ⇒ cL
is also a (strict) universal pseudo-cocone.
3.2.14. Let V be a universe, C a V-small category, B a category with V-small Hom-sets, and
ρ : C → B a functor; theorem 3.2.9 enables us to construct both right and left 2-adjoints for
the strict pseudo-functor V-Fib(ρ)∗ of remark 3.1.5(i). Indeed, combining with theorem 2.6.39
and remark 2.6.18(ii) we see first that the strong left 2-Kan extension along ρo is a strict left
2-adjoint L for P := PsFun(ρo,V-Cat). On the other hand, for every category B, by remark
2.4.29, the strict and strong 2-equivalence F ibB of theorem 3.1.24 admits a strict and strong
pseudo-inverse
QB : V-Fib(B)
∼→ PsFun(Bo,V-Cat).
It follows that the strict pseudo-functor
V-Fib(ρ)! := F ibB ◦ L ◦ QC : V-Fib(C )→ V-Fib(B)
is a left 2-adjoint forF ibC ◦P◦QB. On the other hand, remark 3.1.27(ii) yields a pseudo-natural
isomorphism F ibC ◦ P ∼→ V-Fib(ρ)∗ ◦F ibB , so V-Fib(ρ)! is also left 2-adjoint to V-Fib(ρ)∗.
Likewise, from the strong right 2-Kan extension R along ρo we get a strict right 2-adjoint for
V-Fib(ρ)∗, namely the pseudo-functor
V-Fib(ρ)∗ := F ibB ◦ R ◦ QC : V-Fib(C )→ V-Fib(B).
As usual, we will omit mentioningV, when no ambiguities are likely to arise from the omission.
Remark 3.2.15. (i) Like all 2-adjoints, the pseudo-functors Fib(ρ)! and Fib(ρ)∗ are well defined
up to pseudo-natural equivalence. However, our construction yields more canonical representa-
tives, that are well defined up to pseudo-natural isomorphisms, since it relies on the strong 2-Kan
extensions along ρo. Moreover, both these 2-adjoints factor naturally through pseudo-functors
Fib(C )→ Split(B)
again because this is a feature of strong 2-Kan extensions : see remark 2.6.18(ii).
(ii) In the situation of (3.2.14), we can describe more explicitly the pseudo-functor Fib(ρ)∗
as follows. Let A → C be any fibration with small fibres; then C(Fib(ρ)∗(A )) is the fibra-
tion associated with the strict pseudo-functor Fib(ρ)∗(A )(−) : Bo → Cat, and by example
3.1.16(ii), for every B ∈ Ob(B) we have an equivalence of categories :
Fib(ρ)∗(A )(B)
∼→ CartC (ρC /B,A )
that is pseudo-natural with respect to morphisms B′ → B in B. Thus, Fib(ρ)∗(A ) is naturally
equivalent to the fibration associated with the strict pseudo-functor
CartC (ρC /−,A ) : Bo → Cat B 7→ CartC (ρC /B,A )
that assigns to every morphism f : B′ → B of B the functor CartC (ρC /f,A ).
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(iii) Moreover, we have a pseudo-commutative diagram of 2-categories :
C ∧
F ibC //
ρ∗

Fib(C )
Fib(ρ)∗

B∧
F ibB // Fib(B)
(see remark 2.4.10). Indeed, let j : Set → Cat be the inclusion functor (that assigns to every
set the associated discrete category); by inspecting the constructions of Fib(ρ)∗ and ρ∗ (see
remark 1.3.6(i)), we come down to exhibiting an equivalence :
2-
∫
ρo
j ◦ F ∼→ j ◦
∫
ρo
F for every presheaf F : C o → Set
pseudo-natural with respect to F . Now, for every B ∈ Ob(B) the category 2-∫
ρo
j ◦ F (B) is
the 2-limit of the functor j ◦ F ◦ tBo : Bo/ϕoC o → Cat. But since j is fully faithful and
admits a left 2-adjoint (see (3.1.47)), proposition 2.5.11 says that such 2-limit is the discrete
category associated with the set representing the 2-limit of F ◦ tBo : Bo/ϕoC o → Set. By
remark 2.5.2(vii), the latter is represented by the (usual) limit of the same functor. But this in
turn is none else than the definition of
∫
ϕ
F (Bo), whence the contention.
(iv) In view of corollary 2.6.42, we also see that if ρ is a fully faithful functor, then Fib(ρ)∗
and Fib(ρ)! are both fully faithful pseudo-functors.
(v) For every other universe V′ with V ⊂ V′, we get a diagram of pseudo-functors :
V-Fib(C )
V-Fib(ρ)! //

V-Fib(B)

V-Fib(C )
V-Fib(ρ)∗ //

V-Fib(B)

V′-Fib(C )
V′-Fib(ρ)! // V′-Fib(B) V′-Fib(C )
V′-Fib(ρ)∗ // V′-Fib(B)
whose vertical arrows are the inclusions. A direct inspection of the constructions easily shows
that both diagrams are commutative : the details shall be left to the reader.
(vi) Let C and C ′ be two small categories, u : C → C ′ and v : C ′ → C two functors, such
that v is left adjoint to u. In light of (1.1.32), we get for every fibration A → C ′ and every
X ∈ Ob(C ) a natural isomorphism of categories :
ωX : CartC ′(vC
′/X,A )
∼→ A (uX)
and for every morphism f : Y → X in C , a commutative diagram of categories :
CartC ′(vC ′/X,A )
ωX //
CartC ′(vC
′/f,A )

A (uX)
A (uf)

CartC ′(vC ′/Y,A )
ωY // A (uY ).
Combining with (i) and claim 3.1.45, we deduce a natural equivalence of fibrations over C :
Fib(v)∗(A )
∼→ Fib(u)∗(A )
and it is easily seen that the system of such equivalences amounts to a pseudo-natural equiva-
lence of pseudo-functors :
Fib(v)∗
∼→ Fib(u)∗.
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3.2.16. For every small category C we have a natural functor
C /− : C → Fib(C ) X 7→ (sX : C /X → C )
that assigns to every morphism f : X → Y of C the (cartesian) functor f∗ : C /X → C /Y as
in (1.1.25). The following proposition upgrades remark 1.3.6(ii) from presheaves to fibrations :
Proposition 3.2.17. Let u : C → B be any functor between small categories. With the notation
of (3.2.16), we have a pseudo-commutative diagram of 2-categories :
C
u //
C /−

B
B/−

Fib(C )
Fib(u)! // Fib(B).
Proof. Set Fib(u)!(C /−) := Fib(u)! ◦ (C /−) : C → Fib(B) and let B/u− : C → Fib(B) be
the composition of u with the pseudo-funtor B/−. To ease notation, we set :
F := CartB(Fib(u)!(C /−),−) : C o × Fib(B)→ Cat
G := CartB(B/u−,−) : C o × Fib(B)→ Cat
(notation of example 2.2.7(ii)). Let ϑ be the 2-adjunction for the pair (Fib(u)!, Fib(u)
∗); we
deduce a pseudo-natural equivalence
ω := ϑ ∗ ((C /−)o × 1Fib(B)) : F ⇒ CartC (C /−, Fib(u)∗).
On the other hand, we have a strict pseudo-natural equivalence :
λ : G⇒ CartC (C /−, Fib(u)∗).
Namely, for everyX ∈ Ob(C ) and every B-fibration A , the functor
λX,A : A (uX)→ Fib(u)∗A (X)
assigns to every cartesian section ϕ ∈ A (uX) the unique cartesian section ϕ∗ ∈ A ×B C (X)
whose composition with the projection π : A ×B C → A equals ϕ ◦ u|X . To every natural
B-transformation α : ϕ ⇒ ϕ′ between such functors, λX,A assigns the unique natural C -
transformation α∗ such that π ∗ α∗ = α ∗ u|X . We may then pick a quasi-inverse µ for λ, and
consider the pseudo-natural equivalence
γ := µ⊙ ω : F ∼→ G.
For every X ∈ Ob(C ), let iX : Fib(B) → C o × Fib(B) be the unique strict pseudo-functor
whose composition with the projection C o×Fib(B)→ Fib(B) equals 1Fib(B), and whose com-
position with the projection C o × Fib(B) → C o is the constant pseudo-functor FXo (notation
of (2.5)); we deduce the pseudo-natural equivalence
γ ∗ iX : CartB(Fib(u)!(C /X),−) ∼→ CartB(B/uX,−).
We show more generally :
Claim 3.2.18. Let F and G be two B-fibrations, and β• : CartB(F ,−) ∼→ CartB(G ,−) a
pseudo-natural equivalence. Then β∗ := βF (1F ) is a B-equivalence of categories G
∼→ F .
Proof of the claim. Let α• : CartB(G ,−) → CartB(F ,−) be a quasi-inverse of β•, and set
α∗ := αG (1G ) : F → G . There follow essentially commutative diagrams :
CartB(F ,F )
CartB(F ,α
∗)
//
βF

CartB(F ,G )
βG

CartB(G ,G )
CartB(G ,β
∗)
//
αG

CartB(G ,F )
αF

CartB(G ,F )
CartB(G ,α
∗)
// CartB(G ,G ) CartB(F ,G )
CartB(F ,β
∗)
// CartB(F ,F ).
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From the left diagram we get isomorphisms : α∗◦β∗ ∼→ βG (α∗) = βG ◦α(1G ) ∼→ 1G . Likewise,
from the right diagram we get an isomorphism β∗ ◦ α∗ ∼→ 1F , whence the contention. ♦
To ease notation, for everyX ∈ Ob(C ) and every morphism f : X → Y of C set
[X ] := Fib(u)!(C /X) and [f ] := Fib(u)!(f∗) : [X ]→ [Y ]
According to claim 3.2.18, for everyX ∈ Ob(C ) we get an equivalence of B-categories :
ΓX := γX,[X](1[X]) : B/uX
∼→ [X ].
To conclude, it remains to show that the rule : X 7→ ΓX yields a pseudo-natural equivalence
as sought. To this aim, we need to exhibit a coherence constraint for Γ. Now, notice that, after
possibly replacing it by a pseudo-naturally isomorphic pseudo-functor, we may assume that
Fib(u)! is unital (proposition 2.4.3); then, for every morphism f : X → Y in C consider the
diagram of oriented squares :
F (Y, [Y ])
γY,[Y ] //
✔✔✔✔ τ
γ
f,1[Y ]
F (f,1[Y ])

G(Y, [Y ])
G(f,1[Y ])

F (X, [Y ]) γX,[Y ] // G(X, [Y ])
F (X, [X ]) γX,[X]
//
F (1X ,[f ])
OO
G(X, [X ]).
G(1X ,[f ])
OO
✔✔✔✔
FN τγ
1X,[f ]
where τγ•,• is the coherence constraint of γ. We deduce isomorphisms of B-cartesian functors :
[f ] ◦ ΓX
(τγ
1X,[f ]
)1[X]−−−−−−−→ γX,[Y ]([f ])
(τγf,1[Y ]
)1[Y ]←−−−−−−− ΓY ◦ (uf)∗
so our candidate coherence constraint is :
τΓf := (τ
γ
f,1[Y ]
)−11[Y ] ⊙ (τ
γ
1X ,[f ]
)1[X] : [f ] ◦ ΓX ∼→ ΓY ◦ (uf)∗.
With this definition, it is already clear that τΓ1X = 1ΓX for every X ∈ Ob(C ). Next, let
f : X → Y and g : Y → Z be two morphisms of C ; we need to check that :
(τΓg ∗ (uf)∗)⊙ ([g] ∗ τΓf ) = τΓg◦f ⊙ (γFib(u)!f∗,g∗ ∗ ΓX)
where γFib(u)! denotes the coherence constraint of Fib(u)! But the coherence condition for τ
γ ,
relative to the composition of 1-cells (1Xo , [g]) ◦ (f o, 1[Y ]) = (f o, [g]) = (f o, 1[Z]) ◦ (1Y o , [g])
yields the identities :
(τγ
1X ,[g]
)[f ] ⊙ ([g] ∗ (τγf,1[Y ])) = (τ
γ
f,[g])1[Y ] = (τ
γ
f,1[Z]
)[g] ⊙ (τγ1Y ,[g] ∗ (uf)∗)
By the same token, from the identity : (f o, 1[Z]) ◦ (go, 1[Z]) = ((g ◦ f)o, 1[Z]) we get :
γX,[Z](γ
Fib(u)!
f∗,g∗
)⊙ (τγf,1[Z])[g] ⊙ ((τ
γ
g,1[Z]
)1[Z] ∗ (uf)∗) = (τγg◦f,1[Z])1[Z]
whence :
(τΓg ∗ (uf)∗)⊙([g] ∗ τΓf )=((τγg,1[Z])−11[Z] ∗ (uf)∗)⊙(τ
γ
f,1[Z]
)−1[g] ⊙(τγ1X ,[g])[f ]⊙([g]∗(τ
γ
1X ,[f ]
)1[X])
=(τγg◦f,1[Z])
−1
1[Z]
⊙ γX,[Z](γFib(u)!f∗,g∗ )⊙(τγ1X ,[g])[f ]⊙([g]∗(τ
γ
1X ,[f ]
)1[X]).
Thus, we are reduced to checking that :
(τγ
1X ,[g◦f ]
)1[X] ⊙ (γFib(u)!f∗,g∗ ∗ ΓX) = γX,[Z](γ
Fib(u)!
f∗,g∗
)⊙ (τγ
1X ,[g]
)[f ] ⊙ ([g] ∗ (τγ1X ,[f ])1[X]).
But the latter follows once again from the coherence condition for τγ , applied to the identity :
(1X , [g]) ◦ (1X , [f ]) = (1X , [g ◦ f ]). 
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In the same vein, we point out the following :
Proposition 3.2.19. Let C , C ′ be two small categories, u : C → C ′ a functor, and V a universe
such that C ∧ and C ′∧ are V-small. We have a pseudo-commutative diagram of 2-categories :
V-Fib(C ′∧U )
V-Fib(u∧
U
)! //
V-Fib(hC ′)
∗

V-Fib(C ∧U )
V-Fib(hC )
∗

V-Fib(C ′)
V-Fib(u)∗
// V-Fib(C ).
Proof. Let E ′ be any fibration with V-small fibres over C ′∧; pick a unital cleavage for E ′ and
let c′ be its associated pseudo-functor. Set E := V-Fib(u∧U)!E
′; by inspecting (3.2.14) we see
that for every F ∈ Ob(C ∧) the fibre category EF represents the strong 2-colimit of
c′ ◦ toF : (F/u∧C ′∧)→ V-Cat
where tF : (F/u
∧C ′∧)→ C ′∧ denotes the target functor. Fix a universal pseudo-cocone
eF• : c
′ ◦ toF ⇒ FEF (F
ϕ−→ u∧G) 7→ (E ′G
eFϕ−→ EF )
and let τF• be the coherence constraint of e
F
• . Then E admits a split cleavage d, that assigns to
every morphism ψ : F ′ → F of C ∧ the unique functor Eψ : EF → EF ′ such that
FEψ ⊙ eF = eF
′ ∗ ψ∗o
where ψ∗ : F/u∧C ′∧ → F ′/u∧C ′∧ is defined as in (1.1.25). Hence, V-Fib(hC )∗ admits the
split cleavage d ◦ hoC . For everyX ∈ Ob(C ), let ηX : hX → u∧huX be the morphism given by
the rule : ϕ 7→ u(ϕ) ∈ huX(uY ) for every Y ∈ Ob(C ) and every ϕ ∈ hX(Y ). We notice :
Claim 3.2.20. For everyX ∈ Ob(C ), the morphism ηE is an initial object of hX/u∧C ′∧.
Proof of the claim. Indeed, In light of remark 1.3.6(ii,iii), we may regard ηX as the unit of
the natural adjunction for the adjoint pair (u!, u
∧). Hence, for every G ∈ Ob(C ′∧) and every
morphism of presheaves β : hX → u∧G there exists a unique morphism of presheaves β ′ :
huX → G on C ′ such that β = u∧(β ′) ◦ ηX (explicitly, under the canonical bijection provided
by Yoneda’s lemma, β corresponds to a unique section sβ ∈ (u∧G)X , and β ′ corresponds then
to the same sβ, regarded as an element ofG(uX)). The claim is an immediate consequence. ♦
From claim 3.2.20 and proposition 2.5.15, we get an equivalence of categories
εX := e
hX
ηX
: E ′huX → EhX for everyX ∈ Ob(C ).
Claim 3.2.21. The rule : X 7→ εX yields a pseudo-natural equivalence ε : c′◦(hC ′◦u)o ∼→ d◦hoC .
Proof of the claim. For every morphism f : Y → X in C we have a natural isomorphism :
τ εf : dhf ◦ εX = ehYηX◦hf = ehYu∧(huf )◦ηY
τ
hY
huf−−→ εY ◦ c′huf
and we check that the system (τ εf | f ∈ Morph(C )) yields a coherence constraint for ε. First,
we get τ ε1X = 1εX for every X ∈ Ob(C ), by remark 2.4.2(ii). Next, notice that for every
morphism ψ : F ′ → F in C ∧ we have :
Eψ ∗ τFµ = τF
′
µ for every morphism F
′/µ : (F ′ → u∧G1)→ (F ′ → u∧G2) in F ′/u∧C ′∧.
Thus, let f : X → Y and g : Y → Z be two morphisms in C ; we deduce :
(εZ ∗ γc′huf ,hug)⊙ (τ εg ∗ c′uf)⊙ (dhg ∗ τ εf ) = (εZ ∗ γc
′
huf ,hug
)⊙ (τhZhug ∗ c′uf)⊙ τhZhuf
= (εZ ∗ γc′huf ,hug)⊙ τhZhu(g◦f)
= τ εg◦f
FOUNDATIONS FOR ALMOST RING THEORY 191
whence the contention. ♦
From claim 3.2.21 we deduce an equivalence of fibrations over C :
ΩE ′ : V-Fib(hC ′ ◦ u)∗E ′ ∼→ V-Fib(hC )∗ ◦ V-Fib(u∧U)!E ′.
Next, let ϕ′ : E ′1 → E ′2 be a cartesian functor of fibrations over C ′∧; let Ei := V-Fib(u∧)!E ′i
for i = 1, 2, and set ϕ := V-Fib(u∧U)!ϕ
′ : E1 → E2. For i = 1, 2, pick also unital a cleavage
c′i for E
′, so that ϕ′ corresponds to a pseudo-natural transformation ω′ : c′1 ⇒ c′2. For every
F ∈ Ob(C ∧) we pick universal cocones eF1,• : c′i ◦ toF ⇒ FEi,F , and denote by d1 and d2 the
natural split cleavages for E1 and E2 described in the foregoing. Then ϕ corresponds to the
strict pseudo-natural transformation ω : d1 ⇒ d2 that assigns to every F ∈ Ob(C ∧) the unique
functor ωF : E1,F → E2,F such that
(3.2.22) eF2,• ⊙ (ω′ ∗ toF ) = FωF ⊙ eF1,•.
Let εi : c
′
i ◦ (hC ′ ◦u)o ∼→ di ◦hoC be the pseudo-natural equivalence of claim 3.2.21, for i = 1, 2.
Claim 3.2.23. (ω ∗ hoC )⊙ ε1 = ε2 ⊙ (ω′ ∗ (hC ′ ◦ u)o).
Proof of the claim. Directly from (3.2.22) we see that the two sides of the identity of the claim
agree on everyX ∈ Ob(C ). It remains to check that the respective coherence constraints agree
as well. However, for every F ∈ Ob(C ∧) denote by τFi,• the coherence constraint of eFi,•, for
i = 1, 2; the coherence constraint of (ω ∗ hoC ) ⊙ ε1 assigns to every morphism f : X → Y
of C the natural isomorphism of functors ωhX ∗ τhY1,huf , whereas the coherence constraint of
ε2⊙(ω′ ∗(hC ′ ◦u)o) assigns to f the natural isomorphism τhY2,huf ∗ω′huY . Then again the required
identity follows directly from (3.2.22). ♦
From claim 3.2.23 we deduce a commutative diagram of cartesian functors :
V-Fib(hC ′ ◦ u)∗E ′1
V-Fib(hC ′◦u)
∗ϕ′

ΩE ′
1 // V-Fib(hC )
∗E1
V-Fib(hC )
∗ϕ

V-Fib(hC ′ ◦ u)∗E ′2
ΩE ′
2 // V-Fib(hC )
∗E2.
Lastly, for E ′1, E
′
2 as in the foregoing, let ϕ
′
1, ϕ
′
2 : E
′ → E ′2 be two cartesian functors, β ′ :
ϕ′1 ⇒ ϕ′2 a natural C ′∧-transformation, and set ϕi := V-Fib(u∧U)!ϕ′i for i = 1, 2 and β :=
V-Fib(u∧U)!β
′ : ϕ1 ⇒ ϕ2. Say that ϕ′1 and ϕ′2 correspond to pseudo-natural transformations
ω′1, ω
′
2 : c
′
1 ⇒ c′2, and β ′ corresponds to a modification Ξ′ : ω′1  ω′2; then ϕ1 and ϕ2 correspond
to strict pseudo-natural transformations ω1, ω2 : d1 ⇒ d2 described as in the foregoing, and β
corresponds to the modification Ξ : ω1  ω2 assigning to every F ∈ Ob(C ∧) the unique
natural transformation ΞF : ω1,F ⇒ ω2,F with :
eF2,• ∗ (Ξ′ ◦ toF ) = FΞF ∗ eF1,•
which specializes to the identity : ΞhX ⊙ ehX1,ηX = ehX2,ηX ⊙ Ξ′huX for every X ∈ Ob(C ). The
latter in turns yields the identity :
(Ξ ◦ hoC ) ∗ ε1 = ε2 ∗ (Ξ′ ◦ (hC ′ ◦ u)o)
which finally shows that :
V-Fib(hC )
∗(β) ∗ ΩE ′1 = ΩE ′2 ∗ V-Fib(hC ′ ◦ u)∗(β ′).
Summing up, this shows that the system of equivalencesΩ• yields a strict pseudo-natural equiv-
alence of strict pseudo-functors V-Fib(hC ′ ◦ u)∗ ∼→ V-Fib(hC )∗ ◦ V-Fib(u∧U)!, as stated. 
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3.2.24. We conclude this section by showing that the 2-limits and 2-colimits are computed
fibrewise in the 2-category Fib(B), a result that extends the corresponding assertion for the
category of presheaves (corollary 1.4.3(ii)). To begin with, let B be any category; with every
B ∈ Ob(B) we associate a strict pseudo-functor
fibB : Fib(B)→ Cat A 7→ AB.
If A and A ′ are two B-fibrations, ψ, ψ′ : A → A ′ two B-cartesian functors, and β : ψ ⇒ ψ′
a natural B-transformation, then fibB(ψ) : AB → A ′B is the restriction of ψ, and fibB(β) :
fibB(ψ)⇒ fibB(ψ′) is the restriction of β. We may then state :
Theorem 3.2.25. With the notation of (3.2.24), we have :
(i) The 2-category Fib(B) is strongly 2-complete and strongly 2-cocomplete.
(ii) For every B ∈ Ob(B) the pseudo-functor fibB commutes with the strong 2-limit and
strong 2-colimit of every pseudo-functor I → Fib(B) from any small 2-category I .
Proof. We prove the 2-completeness of Fib(B); the 2-cocompleteness follows by the same
argument, considering the opposite 2-categories : the details shall be left to the reader. In
view of theorem 3.1.24, it suffices to show the corresponding assertions for the 2-category
PsFun(Bo,Cat) and the similar strict pseudo-functors that we denote as well by
fibB : PsFun(B
o,Cat)→ Cat c 7→ cB.
Notice that every morphism g : B′ → B of B induces a pseudo-natural transformation
fibg : fibB ⇒ fibB′ c 7→ (cg : cB → cB′)
with coherence constraint given by the rule :
τ
fibg
β := (τ
β
g )
−1
for every pair of pseudo-natural functors c, d : Bo → Cat and every pseudo-natural trans-
formation β : c ⇒ d with coherence constraint τβ . Moreover, if h : B′′ → B′ is any other
morphism of B, we get the invertible modification
Γh,g : fibh ⊙ fibg  fibg◦h c 7→ γch,g
where (δc, γc) denotes the coherence constraint of c. Indeed, it is easily seen that the compat-
ibility condition for (Γh,g)β corresponding to a pseudo-natural transformation β : c ⇒ d is
equivalent to the coherence axiom for τβ : details left to the reader. Likewise, for every third
morphism k : B′′′ → B′′ of B, the composition axiom for pseudo-functors translates as :
(3.2.26) Γk,g◦h ⊙ (fibk ∗ Γh,g) = Γh◦k,g ⊙ (Γk,h ∗ fibg).
Let now F : I → PsFun(Bo,Cat) be any pseudo-functor; we need to exhibit a 2-limit for F ,
and by virtue of proposition 2.4.3, we may assume that Fi : Bo → Cat is unital for every
i ∈ Ob(I). Then, for every B ∈ Ob(B) choose a strong 2-limit (L(B), πB) of the pseudo-
functor fibB ◦ F (theorem 3.2.9), and let τB be the coherence constraint of the pseudo-cone
πB : FL(B) ⇒ fibB ◦ F . Let g : B′ → B be any morphism of B; by the (strong) universality of
πB
′
, we find a unique functor L(g) : L(B)→ L(B′) such that
(3.2.27) πB
′ ⊙ FL(g) = (fibg ∗ F )⊙ πB.
Notice that fib1B ∗ F = 1fibB◦F , since Fi is unital for every i ∈ Ob(I); therefore :
L(1B) = 1L(B) for every B ∈ Ob(B).
Moreover, if h : B′′ → B′ is another morphism of B, we have identities :
πB
′′ ⊙ FL(h)◦L(g) = (fibh ∗ F )⊙ (fibg ∗ F )⊙ πB = ((fibh ⊙ fibg) ∗ F )⊙ πB
πB
′′ ⊙ FL(h◦g) = (fibh◦g)⊙ πB
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so there exists a unique natural transformation γLh,g : L(h) ◦ L(g)⇒ L(g ◦ h) such that
πB
′′ ∗ FγLh,g = (Γh,g ◦ F ) ∗ π
B.
Claim 3.2.28. The rules B 7→ L(B) and (g : B′ → B) 7→ L(g) for every B ∈ Ob(B)
and every morphism g of B define a unital pseudo-functor L : Bo → Cat with coherence
constraint given by the system of natural transformations γL•,•.
Proof of the claim. The unit axiom for γL is clear from the construction. To check the com-
position axiom, let g and h be as in the foregoing, and consider as well a third morphism
k : B′′′ → B′′ of B. Since πB′′′ is a universal pseudo-cone, it suffices to show that
X := πB
′′′ ∗ (FγLk,g◦h ⊙ FL(k)∗γLh,g ) = Y := π
B′′′ ∗ (FγLh◦k,g ⊙ FγLk,h∗L(g)).
However, by unwinding the definitions we find :
X =((Γk,g◦h ◦ F ) ∗ πB)⊙ (πB′′′ ∗ FL(k) ∗ FγLh,g)
= ((Γk,g◦h ◦ F ) ∗ πB)⊙ ((fibk ∗ F ) ∗ πB′′ ∗ FγLh,g)
= ((Γk,g◦h ◦ F ) ∗ πB)⊙ ((fibk ∗ F ) ∗ (Γh,g ◦ F ) ∗ πB)
= ((Γk,g◦h ◦ F ) ∗ πB)⊙ (((fibk ∗ Γh,g) ◦ F ) ∗ πB)
Y =((Γh◦k,g ◦ F ) ∗ πB)⊙ (πB′′′ ∗ FγLk,h ∗ FL(g))
= ((Γh◦k,g ◦ F ) ∗ πB)⊙ ((Γk,h ◦ F ) ∗ πB′ ∗ FL(g))
= ((Γh◦k,g ◦ F ) ∗ πB)⊙ ((Γk,h ◦ F ) ∗ (fibg ∗ F ) ∗ πB)
= ((Γh◦k,g ◦ F ) ∗ πB)⊙ ((Γk,h ∗ fibg) ◦ F )⊙ πB
so it suffices to show:
(Γh◦k,g ◦ F )⊙ ((Γk,h ∗ fibg) ◦ F ) = (Γk,g◦h ◦ F )⊙ ((fibk ∗ Γh,g) ◦ F )
which follows straightforwardly from (3.2.26). ♦
Next, we notice that for every i ∈ Ob(I) the rule : B 7→ (πBi : L(B) → Fi(B)) defines a
strict pseudo-natural transformation
πi : L⇒ Fi.
Indeed, the first coherence axiom for πi is easily checked, recalling that both L and Fi are
unital, and the second one follows directly from the definition of γL : details left to the reader.
Claim 3.2.29. (i) For every 1-cell ϕ : i→ j in I , the rule :
B 7→ τBϕ
defines an invertible modification Ξϕ : F (ϕ)⊙ πi  πj .
(ii) The system (πi | i ∈ Ob(I)) defines a pseudo-cone
π : FL ⇒ F
with coherence constraint given by the invertible modifications Ξ•.
Proof of the claim. (i): Let τFϕ and τfibg∗F be the coherence constraints of Fϕ and respectively
fibg ∗ F . We need to verify the compatibility condition :
Fj(g) ∗ τBϕ = (τB
′
j ∗ L(g))⊙ (τFϕg ∗ πBi )
for every morphism g : B′ → B of B. However, comparing the coherence constraints of the
two sides of (3.2.27) we get :
(Fj(g) ∗ τBϕ )⊙ (τfibg∗Fϕ ∗ πBi ) = τB
′
ϕ ∗ L(g).
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Since τ
fibg∗F
ϕ = (τFϕg )
−1, the assertion follows.
(ii): Denote by (δF , γF ) the coherence constraint of F ; we need to check the identities
Ξ1i ⊙ (δFi ∗ πi) = 1πi Ξψ ⊙ (Fψ ∗ Ξϕ) = Ξψ◦ϕ ⊙ (γFϕ,ψ ∗ πi)
for every i, j, k ∈ Ob(I) and every pair of 1-cells ϕ : i→ j and ψ : j → k of I . However, the
latter are none else than a rephrasing of the coherence axioms for the pseudo-cones πB , for B
ranging over all the objects of B. ♦
It remains to check that the pseudo-cone π : FL ⇒ F of claim 3.2.29(ii) is universal. To this
aim, let X : Bo → Cat be any pseudo-functor, and β : FX ⇒ F any pseudo-cone; we need
to exhibit a pseudo-natural trasformation t : X ⇒ L such that π ⊙ Ft = β. Let ω : X ∼→ Xu
be the isomorphism furnished by proposition 2.4.3, with Xu a unital pseudo-functor; we get a
commutative diagram of categories :
PsNat(Xu, L) //
PsNat(ω,L)

PsNat(FXu , F )
PsNat(Fω ,F )

PsNat(X,L) // PsNat(FX , F )
whose vertical arrows are isomorphisms. We need to check that the bottom horizontal arrow
is an isomorphism, so it suffices to show that the same holds for the top horizontal arrow; we
may thus assume that X is unital. Now, fibB ∗ β is a pseudo-cone with vertex X(B) and basis
fibB ◦ F : I → Cat; then there exists a unique functor tB : X(B)→ L(B) such that
πB ⊙ FtB = fibB ∗ β for every B ∈ Ob(B).
Denote by τβ the coherence constraint of β, and by τβi the coherence constraint of the pseudo-
natural transformation βi : X ⇒ Fi, for every i ∈ Ob(I); we remark :
Claim 3.2.30. For every morphism g : B′ → B of B, the rule :
i 7→ τβig for every i ∈ Ob(I)
defines an invertible modification Λg : (fibg ∗ F )⊙ (fibB ∗ β) (fibB′ ∗ β)⊙ FX(g).
Proof of the claim. The coherence constraint of (fibg ∗ F ) ⊙ (fibB ∗ β) assigns to every 1-cell
ϕ : i→ j of I the composition of oriented squares :
X(B)
βi,B //
✏✏✏✏ τβϕ,B
Fi(B)
✑✑✑✑ (τFϕg )−1
F i(g)
//
Fϕ(B)

Fi(B′)
Fϕ(B′)

X(B)
βj,B
// Fj(B)
Fj(g)
// Fj(B′)
whereas the coherence constraint of (fibB′ ∗ β)⊙ FX(g) assigns to ϕ the natural transformation
τβϕ,B′ ∗X(g) : Fϕ(B′) ◦ βi,B′ ◦X(g)⇒ βj,B′ ◦X(g).
Thus, for every such ϕ we need to show the identity :
τβjg ⊙ (Fj(g) ∗ τβϕ,B)⊙ ((τFϕg )−1 ∗ βi,B) = τβϕ,B′ ⊙ (Fϕ(B′) ∗ τβig ).
But the latter is equivalent to the compatibility condition for the invertible modification τβϕ :
Fϕ⊙ βi  βj , corresponding to the morphism g. ♦
Notice now that (fibg∗F )⊙(fibB∗β) = πB′⊙FL(g)◦tB and (fibB′∗β)⊙FX(g) = πB
′⊙FtB′◦X(g)
for every morphism g : B′ → B of B. In view of claim 3.2.30, and since πB′ is universal, there
exists therefore a unique natural isomorphism of functors
τ tg : L(g) ◦ tB ⇒ tB′ ◦X(g) such that πB
′ ∗ Fτ tg = Λg.
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Notice that, by virtue of remark 2.4.2(ii), we have Λ1B = 1fibB∗β for every B ∈ Ob(B),
and therefore τ t1B = 1tB for every such B. Let us check that the system (tB | B ∈ Ob(B))
yields the sought pseudo-natural transformation, with coherence constraint given by the system
of isomorphisms of functors τ t•. Indeed, the first coherence axiom follows easily from the
foregoing; it remains therefore only to show that for every pair of morphisms g : B′ → B and
h : B′′ → B′ of B we have :
(tB′′ ∗ γXh,g)⊙ (τ th ∗X(g))⊙ (L(h) ∗ τ tg) = τ tg◦h ⊙ (γLg,h ∗ tB)
where γX denotes the coherence constraint of X . Using the universality of πB
′′
, we are then
reduced to showing the identity :
U := (πB
′′ ∗FtB′′ ∗FγXh,g)⊙ (Λ
h ∗FX(g))⊙ (πB′′ ∗FL(h) ∗Fτ tg) = V := Λg◦h⊙ (πB
′′ ∗FγLg,h ∗FtB).
However, we have :
U =(πB
′′ ∗ FtB′′ ∗ FγXh,g)⊙ (Λ
h ∗ FX(g))⊙ ((fibh ∗ F ) ∗ πB′ ∗ Fτ tg)
= ((fibB′′ ∗ β) ∗ FγXh,g )⊙ (Λ
h ∗ FX(g))⊙ ((fibh ∗ F ) ∗ πB′ ∗ Fτ tg)
= ((fibB′′ ∗ β) ∗ FγXh,g )⊙ (Λ
h ∗ FX(g))⊙ ((fibh ∗ F ) ∗ Λg)
V =Λg◦h ⊙ ((Γh,g ◦ F ) ∗ πB ∗ FtB).
Thus, it suffices to show :
((fibB′′ ∗ β) ∗ FγXh,g)⊙ (Λ
h ∗ FX(g))⊙ ((fibh ∗ F ) ∗ Λg) = Λg◦h ⊙ ((Γh,g ◦ F ) ∗ (fibB ∗ β)).
But a simple inspection shows that the latter identity translates the coherence axiom for βi,
relative to the pair of 1-cells (h, g), and for i ranging over all the objects of I .
Claim 3.2.31. (i) πi ⊙ t = βi for every i ∈ Ob(I).
(ii) π ⊙ Ft = β.
Proof of the claim. We need to check that the coherence constraint τπi⊙t of πi⊙t equals τβi . But
for every morphism g : B′ → B of B we have τπi⊙tg = πB′i ∗ τ tg = Λgi , whence the contention.
(ii): In view of (i), it suffices to check that β and π⊙Ft have the same coherence constraints.
But the coherence constraint of π ⊙ Ft assigns to every 1-cell ϕ : i → j in I the invertible
modification Ξϕ ∗ t, so the assertion follows by a direct inspection of the definitions. ♦
Claim 3.2.31(ii) shows that the functor
(3.2.32) PsNat(X,L)→ PsNat(FX , F ) t 7→ π ⊙ Ft
is surjective on objects. To check injectivity on objects, consider two pseudo-natural transfor-
mations t, t′ : X ⇒ L such that π ⊙ Ft = π ⊙ Ft′ . Then we have
πB ⊙ FtB = fibB ∗ (π ⊙ Ft) = fibB ∗ (π ⊙ Ft′) = πB ⊙ Ft′B for every B ∈ Ob(B).
By strong universality of πB , we deduce that tB = t
′
B for every such B. Moreover, recall
that we have attached to π ⊙ Ft and every morphism g : B′ → B an invertible modification
Λg : πB
′ ⊙ FL(g)◦tB  πB
′ ⊙ FtB′◦X(g). Let τ t and τ t
′
be the coherence constraint of t and t′; by
inspecting the definition, we find that
Λgi = (τ
B
g ∗ tB)⊙ (πB
′
i ∗ τ tg) for every i ∈ Ob(I).
Since π ⊙ Ft = π ⊙ Ft′ and tB = t′B , we get πB′i ∗ τ tg = πB′i ∗ τ t′g for every i ∈ Ob(I), i.e.
πB
′ ∗ Fτ tg = πB
′ ∗ Fτ t′g , whence τ tg = τ t
′
g , by the universality of π
B′ . Thus, t = t′ as required.
To check that (3.2.32) is faithful, consider pseudo-natural transformations t, t′ : X ⇒ L and
modifications∆,∆′ : t t′ with π ∗ F∆ = π ∗ F∆′ ; we deduce:
πB∗(fibB◦F∆) = fibB◦(π∗F∆) = fibB◦(π∗F∆′) = πB∗(fibB◦F∆′) for every B ∈ Ob(B)
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and clearly fibB ◦F∆ and fibB ◦F∆′ are the constant modifications FtB  Ft′B associated with∆
and∆′. By the universality of πB, it follows that fibB ◦ F∆ = fibB ◦ F∆′ for every B ∈ Ob(B),
whence ∆ = ∆′, as required.
Lastly, let ∆ : π ⊙ Ft  π ⊙ Ft′ be any modification; for every B ∈ Ob(B) we obtain the
modification fibB ◦∆ : πB ⊙ FtB  πB ⊙ Ft′B , and since πB is universal, there exists a unique
natural transformation δB : tB ⇒ t′B such that fibB ◦ ∆ = πB ∗ FδB . It remains to check that
the rule : B 7→ δB yields a modification δ : t  t′, since in this case we get ∆ = π ∗ Fδ,
which will prove that (3.2.32) is also full, thus concluding the proof of the theorem. However,
∆ is the datum of a modification ∆i : πi ⊙ t  πi ⊙ t′ for every i ∈ Ob(I); the compatibility
condition for ∆i asserts that the following two compositions of oriented squares coincide for
every morphism g : B′ → B of B :
X(B)
tB //
☞☞☞☞
 δB
L(B)
πBi //
✌✌✌✌
 1πB
i
Fi(B) X(B)
tB //
X(g)

☞☞☞☞
 τ tg
L(B)
L(g)

πBi //
✌✌✌✌
 τπig
Fi(B)
F i(g)

X(B) t′B //
X(g)

☞☞☞☞
 τ t′g
L(B) πBi //
L(g)

✌✌✌✌
 τπig
Fi(B)
F i(g)

X(B′) tB′ //
☞☞☞☞
 δB′
L(B′) πB′i //
✌✌✌✌
 1πB′
i
Fi(B′)
X(B′)
t′
B′
// L(B′)
πB
′
i
// Fi(B′) X(B′)
t′
B′
// L(B′)
πB
′
i
// Fi(B′)
where τ tg, τ
t′
g and τ
πi
g are the coherent constraints of respectively t, t
′ and πi. We deduce that
πB
′
i ∗ (τ t
′
g ⊙ (L(g) ∗ δB)) = πB
′
i ∗ ((δB
′ ∗X(g))⊙ τ tg) for every i ∈ Ob(I)
and invoking again the universality of πB
′
we conclude that τ t
′
g ⊙(L(g)∗δB) = (δB′∗X(g))⊙τ tg,
which is the required compatibility condition for δ. 
3.3. Fibrations in groupoids. Recall that a groupoid is a category all whose morphisms are
invertible. To every category B, we may attach the groupoidB× such thatOb(B×) = Ob(B),
and whose morphisms are the isomorphisms of B; the composition law for morphisms in B×
is the same as that of B, so B× is a subcategory of B. Then clearly every functorG : A → B
restricts to a functor G× : A × → B×, and for every universe V, the rules : C 7→ C × and
(F : A → B) 7→ F× yield a right adjoint (−)× : V-Cat→ V-Gpd for the inclusion functor
V-Gpd→ V-Cat
of the full subcategory V-Gpd of V-Cat whose objects are the V-small groupoids.
Remark 3.3.1. (i) Notice that every isomorphism of functors α : G
∼→ H restricts to an
isomorphism of functors α× : G×
∼→ H×.
(ii) Let A and B be any two categories, and G : A → B any functor. Then it is easily
seen that G is essentially surjective if and only if the same holds for G×. Moreover, if G is
i-faithful for some i ∈ {0, 1, 2}, then the same holds for G×. The verification in case i = 0
shall be left to the reader. Next, let f : GX → GY be a morphism in B×; if G is fully faithful,
there exists g : X → Y in A such that Gg = f . But f is invertible, so by the same token there
exists h : Y → X in A such that Gh = f−1; since G(f ◦ g) = G1Y and G(g ◦ f) = G1X ,
we deduce f ◦ g = 1Y and g ◦ f = 1X , since G is faithful. This shows that g is a morphism
in A ×, and proves the assertion for i = 1. For i = 2, the functor G is an equivalence, so we
know already that G× is fully faithful; but we have also already noticed that G× is essentially
surjective, whence the assertion for i = 2.
FOUNDATIONS FOR ALMOST RING THEORY 197
(iii) Since (−)× is a right adjoint, it commutes with all limits of V-Cat (see proposition
1.3.25(iii)). Moreover, by inspecting the construction of example 1.5.9, it is easily seen that
(−)× also commutes with all filtered (small) colimits : details left to the reader.
3.3.2. We wish now to upgrade the associated groupoid construction to the 2-category of C -
fibrations, for any given base category C . Indeed, let F : A → C be any fibration; we associate
with A the category
A ×
with Ob(A ×) = A , and whose morphisms are the cartesian morphisms of A . The compo-
sition law for morphisms in A × is the restriction of that of A , hence A × is a subcategory
of A , and we denote by F× : A × → C the restriction of F . Then it is easily seen that F×
is also a fibration, and all morphisms of A × are cartesian for this fibration; moreover, for ev-
ery X ∈ Ob(C ) the fibre category (F×)−1X is a groupoid. The latter assertion can be easily
checked directly, and it follows also straightforwardly from lemma 3.1.20(i). We call F× the
fibration in groupoids associated with F . We say that F is a fibration in groupoids if A = A ×.
Clearly every cartesian functor G : A → B of C -fibrations restricts to a (cartesian) functor
G× : A × → B×.
On the other hand, a given natural C -transformation β : G⇒ H between C -cartesian functors
G,H : A → B induces a natural C -transformation β× : G× ⇒ H× if and only if β is an
isomorphism of functors, i.e. if and only if β is a morphism of the groupoid CartC (A ,B)×
associated with CartC (A ,B) as in (3.3). Thus, we get a natural functor
(3.3.3) CartC (A ,B)
× → CartC (A ×,B×) G 7→ G× (β : G⇒ H) 7→ β×
3.3.4. For every universe V, let us also denote by
V-Fib×(C ) and V-Gpd(C )
respectively : the subcategory of V-Fib(C ) whose objects are all the C -fibrations with V-small
fibres, and whose Hom-category is CartC (A ,B)× for every pair (A ,B) of such C -fibrations,
and : the strong sub-2-category of V-Fib(C )whose objects are the fibrations in groupoids. With
this notation, clearly we get as well a strict pseudo-functor
(−)×C : V-Fib×(C )→ V-Gpd(C ) A 7→ A ×
which is given on Hom-categories by the foregoing system of functors (3.3.3).
3.3.5. Moreover, every functor u : C → C ′ induces strict pseudo-functors
V-Fib×(u)∗ : V-Fib×(C ′)→ V-Fib×(C ) V-Gpd(u)∗ : V-Gpd(C ′)→ V-Gpd(C )
defined as the restrictions of V-Fib(u)∗ : V-Fib(C ′)→ V-Fib(C ), and by simple inspection we
get a commutative diagram of 2-categories :
V-Fib×(C ′)
V-Fib×(u)∗
//
(−)×
C ′

V-Fib×(C )
(−)×C

V-Gpd(C ′)
V-Gpd(u)∗
// V-Gpd(C ).
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3.3.6. Let u : C → C ′ be a functor from a V-small category C to a category C ′ with V-small
Hom-sets. Recall that the source functor sX : uC /X → C is a fibration in groupoids for every
X ∈ Ob(C ′) (example 3.1.3(i)); taking into account remark 3.2.15(ii) we deduce for every
C -fibration A with V-small fibres and every such X , natural equivalences of categories :
(V-Fib(u)∗A (X))
× ∼→ CartC (uC /X,A )× ∼→ CartC (uC /X,A ×) ∼→ (V-Fib(u)∗(A ×))(X).
There follows a pseudo-commutative diagram of 2-categories :
V-Fib×(C )
V-Fib×(u)∗ //
(−)×C

V-Fib×(C ′)
(−)×
C ′

V-Gpd(C )
V-Gpd(u)∗ // V-Gpd(C ′)
where V-Fib×(u)∗ and V-Gpd(u)∗ are the restrictions of V-Fib(u)∗. Suppose moreover that the
category X/uC is cofiltered for every X ∈ Ob(C ′); then, in view of remarks 3.3.1(iii) and
5.5.14(iii), for every such X we have as well a natural equivalence of categories :
(V-Fib(u)!A (X))
× ∼→ colim
X→uY
A (Y )×
∼→ V-Fib(u)!(A ×)(X)
where the colimit ranges over the small filtered category (X/uC )o. We get therefore a pseudo-
commutative diagram of 2-categories :
(3.3.7)
V-Fib×(C )
V-Fib×(u)! //
(−)×C

V-Fib×(C ′)
(−)×
C ′

V-Gpd(C )
V-Gpd(u)! // V-Gpd(C )
where V-Fib×(u)! and V-Gpd(u)! denote the restrictions of V-Fib(u)!.
Remark 3.3.8. Let C be any category and V any universe.
(i) It is easily seen that the pseudo-functor (−)×C is a strong right 2-adjoint for the inclusion
pseudo-functor V-Gpd(C ) → V-Fib×(C ), and the counit of the resulting 2-adjunction assigns
to every fibration A → C the inclusion functor A × → A : details left to the reader.
(ii) Notice that a fibration π : A → C is a fibration in groupoids if and only if π−1X is
a groupoid for every X ∈ Ob(C ). Indeed, the condition is obviously necessary. Conversely,
recall that every morphism f ofA is the composition of a cartesian morphism and a morphism g
such that π(g) = 1X for someX ∈ Ob(C ); but if π−1X is a groupoid, then g is an isomorphism
in A , in particular it is cartesian, so the same holds for f , which shows that A = A ×.
(iii) By the same token, to every pseudo-functorF : C o → Catwe attach the pseudo-functor
F× : C o → Cat X 7→ (FX)×
(whose coherence constraints are the same as those of F ). Then we easily see that :
F ib(F )× = F ib(F×).
3.3.9. With the notation of (3.3.4), notice that for every presheaf F ∈ Ob(C ∧V ), the fibration
F ibC (F ) is a fibration in groupoid, so we get a well defined strict pseudo-functor
F ibC : C
∧
V → V-Gpd(C )
and by restriction, the pseudo-functor πC0 (see (3.1.47)) yields a strong left 2-adjoint
πC0 : V-Gpd(C )→ C ∧V .
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Moreover, for every functor u : C → C ′, a simple inspection yields an essentially commutative
diagram
V-Gpd(C ′)
V-Gpd(u)∗
//
πC
′
0

V-Gpd(C )
πC0

C ′∧V
u∧
V // C ∧V .
Furthermore, if C is V-small and C ′ has V-small Hom-sets, we also get the essentially commu-
tative diagram :
(3.3.10)
V-Gpd(C )
V-Gpd(u)! //
πC0

V-Gpd(C ′)
πC
′
0

C ∧V
uV! // C ′∧V .
Indeed, for every X ∈ Ob(C ′) and every fibration A with V-small fibres we have natural
equivalences of categories :
(πC
′
0 V-Gpd(u)!A )(X)
∼→ π0((Fib(u)!A )(X)) ∼→ π0(2-colim
X→uY
A (Y ))
∼→ 2-colim
X→uY
π0(A (Y ))
since π0 is a 2-left adjoint pseudo-functor (proposition 2.5.9(ii)). However, remark 2.5.2(vii)
says that the 2-colimit of the (strict) pseudo-functor given by the rule (X → uY ) 7→ π0(A (Y ))
also represents the colimit of the same functor, in the category of V-small sets; on the other
hand, the latter colimit is represented by uV!(π
C
0 A )(X), whence the contention.
3.4. Sieves and descent theory. This section develops the basics of descent theory, in the
general framework of fibred categories.
Definition 3.4.1. Let B and C be two categories, F : B → C a functor.
(i) A sieve of C is a full subcategory S of C such that the following holds. If A ∈
Ob(S ), and B → A is any morphism in C , then B ∈ Ob(S ).
(ii) If S ⊂ Ob(C ) is any subset, there is a smallest sieve SS of C such that S ⊂ Ob(SS);
we call SS the sieve generated by S. If S
′ ⊂ Ob(C ) is another subset and SS′ ⊂ SS ,
we say that S ′ is a refinement of S.
(iii) If S is a sieve of C , the inverse image of S under F is the full subcategory F−1S of
B with Ob(F−1S ) = {B ∈ Ob(B) | FB ∈ Ob(S )} (notice that F−1S is a sieve).
(iv) If f : X → Y is any morphism in C , and S is any sieve of C/Y , we shall write
S ×Y f for the inverse image of S under the functor f∗ (notation of (1.1.25)).
Remark 3.4.2. Let C be a category with small Hom-sets andX an object of C .
(i) Every sieve T of C yields a subobject FT of the final object 1C of C ∧, by declaring
that FT (Y ) 6= ∅ if and only if Y ∈ Ob(T ); hence FT (Y ) is a set with one element for every
Y ∈ Ob(T ), and is empty for Y ∈ Ob(C ) \ Ob(T ). It is easily seen that the rule T 7→ FT
establishes a bijection between the set of sieves of C and the set of subobjects of 1C . The
inverse mapping is given by the rule :
(F ⊂ 1C ) 7→ (F ib(F ) ⊂ F ib(1C ) = C ).
(ii) For every sieve S of the category C /X we may then also consider the presheaf on C
hS := sX!(FS )
where FS is the presheaf on C /X defined as in (i), and sX! : (C /X)∧ → C ∧ is the left adjoint
to the functor s∧X induced by the source functor sX : C /X → C (proposition 1.4.13(vi.a)). By
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proposition 1.4.13(vi.b,c), the presheaf hS is a subobject of hX (notation of (1.2.4)), and by
inspecting (1.4.11) we see that
hS (Y ) = {f ∈ HomC (Y,X) | (Y, f) ∈ Ob(S )} for every Y ∈ Ob(C ).
For a given morphism f : Y ′ → Y in C , the map hS (f) is just the restriction of HomC (f,X).
By the same token, it also follows that the rule S 7→ hS sets up a natural bijection between the
subobjects of hX in C ∧ and the sieves of C /X . The inverse mapping is given by the rule :
(F ⊂ hX) 7→ (F ib(F ) ⊂ F ib(hX) = C /X)
(see example 3.1.16(i)). Especially, the restriction S → C of the source functor sX : C /X →
C is a fibration, and example 3.1.16(i) generalizes to a natural isomorphism of C -fibrations :
F ib(hS )
∼→ S .
Combining with lemma 1.4.8, we also deduce a natural isomorphism in C ∧ :
(3.4.3) colim
S
hC ◦ sS ∼→ hS
where sS : S → C is the restriction of the source functor sX of (1.1.24).
(iii) Let S := {Xi → X | i ∈ I} be any family of morphisms of C . Then S generates a
given sieve S of C /X if and only if :
hS =
⋃
i∈I
Im(hXi → hX).
(Notice that the above union is well defined even in case I is not small.)
(iv) Moreover, if S as in (iii) generates S and f : Y → X is any morphism such that the
fibre product Yi := Y ×X Xi is representable in C for every i ∈ I , then S ×X f is the sieve
generated by the family of induced projections {Yi → Y | i ∈ I} ⊂ Ob(C/Y ).
(v) Furthermore, let f : Y → X be any morphism of C ; it is easily seen that the correspon-
dence of (ii) induces a natural identification of subobjects of hY :
hS×Xf = hS ×hX hY for every sieve S of C /X.
Since the Yoneda embedding is fully faithful, we may sometimes abuse notation, to identifyX
with the corresponding representable presheaf hX ; then we may write hS×Xf = hS ×X Y . In
view of (ii) we deduce an isomorphism of fibred C -categories F ib(hS ×X Y ) ∼→ S ×X f . On
the other hand, let π : hS ×X Y → hS be the natural projection; a direct inspection shows that
the foregoing isomorphisms fit into the commutative diagram :
F ib(hS ×X Y ) ∼ //
F ib(π)

S ×X f
f∗|S

F ib(hS )
∼ // S
where the right vertical arrow is the restriction of the functor f∗ : C /Y → C /X (details left
to the reader). (Especially, f∗|S is a C -cartesian functor, but this assertion is trivial, since every
morphism of C /X is C -cartesian).
3.4.4. Let C be a small category, and S the sieve of C generated by a subset S ⊂ Ob(C ).
Say that S = {Si | i ∈ I} for a small set I; for every i ∈ I there is a faithful embedding
εi : C/Si → S , and for every pair (i, j) ∈ I × I , we define
C/Sij := C/Si ×(εi,εj) C/Sj
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(notation of example 1.2.25(i)). Hence, the objects of C/Sij are all the triples (X, gi, gj), where
X ∈ Ob(C ) and gl ∈ HomC (X,Sl) for l = i, j. The natural projections :
π1ij∗ : C/Sij → C/Si π0ij∗ : C/Sij → C/Sj
are faithful embeddings. We deduce a natural diagram of categories :∐
(i,j)∈I×I
C/Sij
∂0 //
∂1
//
∐
i∈I
C/Si
ε−→ S
where :
∂0 :=
∐
(i,j)∈I×I
π0ij∗ ∂1 :=
∐
(i,j)∈I×I
π1ij∗ ε :=
∐
i∈I
εi.
Remark 3.4.5. Notice that, under the current assumptions, the product Sij := Si × Sj is not
necessarily representable in C . In case it is, we may consider another category, also denoted
C/Sij , namely the category of Sij-objects of C (as in (1.1.24)). The latter is naturally isomor-
phic to the category with the same name introduced in (3.4.4). Moreover, under this natural
isomorphism, the projections π0ij∗ and π
1
ij∗ are identified with the functors induced by the natu-
ral morphisms π0ij : Sij → Sj and respectively π1ij : Sij → Si. Hence, in this case, the notation
of (3.4.4) is compatible with (1.1.25).
Lemma 3.4.6. With the notation of (3.4.4), the functor ε induces an isomorphism between S
and the coequalizer (in the categoryCat) of the pair of functors (∂0, ∂1).
Proof. Let A be any other object ofCat, and F :
∐
i∈I C/Si → A a functor such that F ◦∂0 =
F ◦ ∂1. We have to show that F factors uniquely through ε. To this aim, we construct explicitly
a functor G : S → A such that G ◦ ε = F . First of all, by the universal property of the
coproduct, F is the same as a family of functors (Fi : C/Si → A | i ∈ I), and the assumption
on F amounts to the system of identities :
(3.4.7) Fi ◦ π1ij∗ = Fj ◦ π0ij∗ for every i, j ∈ I.
Hence, let X ∈ Ob(S ); by assumption there exist i ∈ I and a morphism f : X → Si in C , so
we may set GX := Fif . In case g : X → Sj is another morphism in C , we deduce an object
h := (X, f, g) ∈ Ob(C/Sij), so f = π1ij∗h and g = π0ij∗h; then (3.4.7) shows that Fif = Fjg,
i.e. GX is well-defined.
Next, let ϕ : X → Y be any morphism in S ; choose i ∈ I and a morphism fY : Y → Si,
and set fX := fY ◦ ϕ. We let Gϕ := Fi(ϕ : fX → fY ). Arguing as in the foregoing,
one verifies easily that Gϕ is independent of all the choices, and then it follows easily that
G(ψ ◦ ϕ) = Gψ ◦ Gϕ for every other morphism ψ : Y → Z in S . It is also clear that
G1X = 1GX , whence the contention. 
3.4.8. In the situation of (3.4.4), suppose that the set of generators S is the whole of Ob(S );
in this case, the augmentation ε can also be used to produce the following 2-categorical presen-
tation of S , which upgrades the isomorphism (3.4.3). Consider the strict pseudo-functor
GS : S → Fib(C ) : Y 7→ C/Y (Z f−→ Y ) 7→ (C /Z f∗−−→ C /Y ).
We have a natural strict pseudo-cocone
ε̂ : GS ⇒ FS
where FS is the constant pseudo-functor S → Fib(C ) with value S , and ε̂X : C /X → S is
the faithful embedding as in (3.4.4), for everyX ∈ Ob(S ). We may then state :
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Lemma 3.4.9. The pseudo-cocone ε̂ induces an equivalence of fibrations over C :
2-colim
S
GS
∼→ S .
Proof. By theorem 3.2.25(ii), the 2-colimits are computed fibrewise in the 2-category Fib(C ),
so we are reduced to checking that ε̂ induces an equivalence of categories
2-colim
S
GS ,X
∼→ SX for everyX ∈ Ob(C )
where SX is the fibre category over X of the fibration S → C , and GS ,X : S → Cat
is the strict pseudo-functor that assigns to every Y ∈ Ob(S ) the fibre category (C /Y )X of
the fibration C /Y → C (for every morphism f : Z → Y in S , the corresponding functor
GS ,X(f) is the restriction of GS (f) = f∗). However, if X /∈ Ob(S ), the category SX is
empty, and GS ,X is the constant pseudo-functor with value equal to the empty category, so the
assertion is clear in this case. Suppose then thatX ∈ Ob(S ), in which case SX is the category
whose unique object isX and whose unique morphism is 1X . Also, for every Y ∈ Ob(S ), the
category (C /Y )X is discrete, with set of objects given by HomC (X, Y ). According to example
3.2.13(i), the strong 2-colimit of GS ,X is represented by the category F ib(GS ,X)[Σ−1], where
Σ is the set of cartesian morphisms of the fibration F ib(GS ,X) → S o. Now, it is easily
seen that F ib(GS ,X) = (X/S )
o = S o/Xo, with structure functor given by the usual source
functor S o/Xo → S o. Hence, Σ is the set of all morphisms of C o/Xo, and since C o/Xo has
the final object 1Xo , the assertion follows easily from example 1.6.12. 
Definition 3.4.10. Let ϕ : A → B be a fibration, B ∈ Ob(B) an object, S ⊂ B/B a sieve,
i ∈ {0, 1, 2}, and denote by ιS : S → B/B the fully faithful embedding.
(i) We say that S is a sieve of ϕ-i-descent, if the restriction functor :
CartB(ιS ,A ) : A (B)→ CartB(S ,A )
is i-faithful (see remark 1.1.5).
(ii) We say that S is a sieve of universal ϕ-i-descent if the sieve S ×B f is of ϕ-i-descent
for every morphism f : B′ → B of B (notation of definition 3.4.1(iv)).
(iii) Let f : B′ → B be a morphism inB. We say that f is a morphism of ϕ-i-descent (resp.
a morphism of universal ϕ-i-descent), if the sieve generated by {f} is of ϕ-i-descent
(resp. of universal ϕ-i-descent).
Remark 3.4.11. In the situation of definition 3.4.10, suppose that S is the sieve generated by
a set of objects {Si → B | i ∈ I} ⊂ Ob(B/B). There follows a natural diagram of categories
(notation of (3.4.4)) :
CartB(S ,A )
ε∗−→
∏
i∈I
A (Si)
∂∗0 //
∂∗1
//
∏
(i,j)∈I×I
CartB(B/Sij ,A )
where ε∗ := CartB(ε,A ) and ∂∗i := CartB(∂i,A ), for i = 0, 1. With this notation, lemma
3.4.6 easily implies that ε∗ induces an isomorphism between CartB(S ,A ) and the equalizer
(in the categoryCat) of the pair of functors (∂∗0 , ∂
∗
1).
3.4.12. We would like to exploit the presentation of CartB(S ,A ) in remark 3.4.11, in order
to translate definition 3.4.10 in terms of the fibre categories ASi and ASij . The problem is that
such a translation must be carried out via a pseudo-natural equivalence (namely ev), and such
equivalences do not respect a presentation as above in terms of equalizers in the category Cat.
What we need is to upgrade our presentation of S to a new one, which is preserved by pseudo-
natural transformations. This is achieved as follows. Resume the general situation of (3.4.4).
FOUNDATIONS FOR ALMOST RING THEORY 203
For every i, j, k ∈ I , set C /Sijk := C /Sij ×C C /Sk. We have a natural diagram of categories :
(3.4.13)
∐
(i,j,k)∈I3
C /Sijk
∂′0 //
∂′2
//∂
′
1
//
∐
(i,j)∈I2
C /Sij
∂0 //
∂1
//
∐
i∈I
C /Si
ε−→ S
where ∂′0 is the coproduct of the natural projections π
0
ijk∗ : C /Sijk → C /Sjk for every i, j, k ∈
I , and likewise ∂′1 (resp. ∂
′
2) is the coproduct of the projections π
1
ijk∗ : C /Sijk → C /Sik (resp.
π2ijk∗ : C /Sijk → C /Sij). We can view (3.4.13) as an augmented 2-truncated semi-simplicial
object in Fib(C ), i.e. a functor :
FS : Σ
+o
2 → Fib(C )
from the opposite of the categoryΣ+2 whose objects are the ordered sets [−1], [0], [1] and [2], and
whose morphisms are the non-decreasing injective maps (this is a subcategory of the category
∆∧2 of definition 7.4.1(iii)).
Remark 3.4.14. Suppose that finite products are representable in B, and for every i, j, k ∈ I ,
set Sij := Si × Sj , and Sijk := Sij × Sk. Just as in remark 3.4.5, the category C /Sijk of Sijk-
objects of C is naturally isomorphic to the category with the same name introduced in (3.4.12),
and under this isomorphism, the functors π0ijk∗ are identified with the functors arising from the
natural projections π0ijk : Sijk → Sjk (and likewise for π1ijk∗ and π2ijk∗).
With this notation, denote by Σ2 the full subcategory of Σ
+
2 whose objects are the non-empty
sets; we have the following 2-category analogue of lemma 3.4.6 :
Proposition 3.4.15. The augmentation ε induces an equivalence of categories :
2-colim
Σo2
FS
∼→ S .
Proof. By theorem 3.2.25(ii), the 2-colimits are computed fibrewise in the 2-category Fib(C ),
so we are reduced to checking that ε induces an equivalence of categories
2-colim
Σo2
FS ,X
∼→ SX for every X ∈ Ob(C )
where SX is the fibre category overX of the fibration S → C , and FS ,X := fibX ◦FS , where
fibX : Fib(C ) → Cat is defined as in (3.2.24). Now, if X /∈ Ob(S ), the category SX is
empty, and fibX ◦ FS is the constant pseudo-functor with value equal to the empty category, so
the assertion trivially holds in this case. Suppose then that X ∈ Ob(S ), in which case SX is
the category whose unique object isX and whose unique morphism is 1X . Set
T :=
∐
i∈I
HomC (X,Si)
and notice that FS ,J [0], FS ,J [1] and FS ,J [2] are the discrete categories whose sets of objects
are respectively T , T ×T and T ×T ×T . Morever, the strict pseudo-functor FS ,X corresponds
to the 2-truncated semi-simplicial diagram of sets :
(3.4.16) T × T × T
∂′0 //
∂′2
//∂
′
1
// T × T
∂0 //
∂1
// T
whose maps ∂i and ∂
′
i are the natural projections. To conclude, it therefore suffices to show :
Claim 3.4.17. For every set T 6= ∅, the 2-colimit in the 2-categoryCat of the system of discrete
categories (3.4.16) is represented by the discrete category with one object.
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Proof of the claim. The diagram (3.4.16) can be regarded as a presheaf T• on the category Σ2,
and according to example 3.2.13(i), the strong 2-colimit of T• is represented by the category
T := F ib(T•)[Λ
−1], where Λ is the set of cartesian morphisms of the fibrationF ib(T•)→ Σ2;
but every morphism of F ib(T•) is cartesian (see (3.1.15)). Denote by T0 the category with
Ob(T0) = T , and such that HomT0(t, t
′) contains a unique element τt,t′ , for every t, t
′ ∈ T .
We define a functor q : T0 → T as follows. Recall that the objects of F ib(T•) are the pairs
(j, t), where j ∈ {0, 1, 2} and t ∈ T j+1. For every t := (t0, t1) ∈ T × T we have morphisms
(0, t1)
δ0,t←−− (1, t) δ1,t−−→ (0, t0) in F ib(T•), and we set
q(t0) := (0, t0) and q(τt0,t1) := [δ0,(t0,t1)] ◦ [δ1,(t0,t1)]−1 for every t0, t1 ∈ T
where we denote by [f ] the image in T of every morphism f of F ib(T•). Indeed, for every
t := (t0, t1, t2) ∈ T 3 and j = 0, 1, 2, we have as well morphisms δ′j,t : (2, t) → (1, ∂′j(t)) in
F ib(T•), and we may compute :
q(τt1,t2) ◦ q(τt0,t1) = [δ0,∂′0t] ◦ [δ1,∂′0t]−1 ◦ [δ0,∂′2t] ◦ [δ1,∂′2t]−1
= [δ0,∂′0t] ◦ [δ′0,t] ◦ [δ′0,t]−1 ◦ [δ1,∂′0t]−1 ◦ [δ0,∂′2t] ◦ [δ′2,t] ◦ [δ′2,t]−1 ◦ [δ1,∂′2t]−1
= [δ0,∂′0t] ◦ [δ′0,t] ◦ [δ′0,t]−1 ◦ [δ1,∂′0t]−1 ◦ [δ1,∂′0t] ◦ [δ′0,t] ◦ [δ′1,t]−1 ◦ [δ1,∂′1t]−1
= [δ0,∂′0t] ◦ [δ′0,t] ◦ [δ′1,t]−1 ◦ [δ1,∂′1t]−1
= [δ0,∂′1t] ◦ [δ′1,t] ◦ [δ′1,t]−1 ◦ [δ1,∂′1t]−1
= q(τt0,t2)
as required. Next, let also q′ : T → T0 be the unique functor given by the rules :
(0, t0) 7→ t0 (1, (t0, t1)) 7→ t0 (2, (t0, t1, t2)) 7→ t0 for every t0, t1, t2 ∈ T .
Obviously q′ ◦ q = 1T0 . Let L : F ib(T•) → T be the localization; to conclude, it suffices
to exhibit an isomorphism of functors 1T
∼→ q ◦ q′, and corollary 1.6.11 further reduces to
exhibiting an isomorphism ω : L
∼→ q ◦ q′ ◦ L. We define ω by the rules :
(0, t0) 7→ 1(0,t0) (1, (t0, t1)) 7→ [δ1,(t0,t1)] (2, (t0, t1, t2)) 7→ [δ1,(t0,t2) ◦ δ′2,(t0,t1,t2)]
for every t0, t1, t2 ∈ T . The naturality of ω follows by a straightforward verification. 
3.4.18. Resume the situation of remark 3.4.11, and notice that all the categories appearing in
(3.4.13) are fibred over B : indeed, every morphism in each of these categories is cartesian,
hence all the functors appearing in (3.4.13) are cartesian. Let us consider now the functor :
CartB(−,A ) : (Cat/B)o → Cat
that assigns to every B-category C the category CartB(C ,A ). With the notation of remark
3.4.11, we deduce a functor :
CartB(FS ,A ) : Σ
+
2 → Cat
and in light of the foregoing observations, proposition 3.4.15 easily implies that CartB(ε,A )
induces an equivalence of categories :
(3.4.19) 2-lim
Σ2
CartB(FS ,A )
∼→ CartB(S ,A ).
Next, suppose that the fibre products Sij := Si×Sj and Sijk := Sij×Sk are representable in B
(see remark 3.4.14); in this case, we may compose with the pseudo-equivalence evA|• of remark
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3.1.46(i) : combining with lemma 2.5.3 we finally obtain an equivalence between the category
CartB(S ,A ), and the 2-limit of the pseudo-functor d := ev ◦ CartB(FS ,A ) : Σ2 → Cat :∏
i∈I
ASi
∂0 //
∂1
//
∏
(i,j)∈I2
ASij
∂0 //
∂2
//∂1 //
∏
(i,j,k)∈I3
ASijk .
Of course, the coface operators ∂s on
∏
i∈I ASi decompose as products of pull-back functors:
π0∗ij : ASj → ASij π1∗ij : ASi → ASij
attached – via the chosen cleavage c of ϕ – to the projections π0ij : Sij → Sj and π1ij : Sij → Si
(and likewise for the components πt∗ijk of the other coface operators).
3.4.20. By inspecting the proof of theorem 3.2.9, we may give the following explicit descrip-
tion of this 2-limit. Namely, it is the category whose objects are the data
X := (Xi, Xij , Xijk, ξ
u
i , ξ
s
ij, ξ
t
ijk | i, j, k ∈ I; s ∈ {0, 1}; u, t ∈ {0, 1, 2})
where :
Xi ∈ Ob(ASi) Xij ∈ Ob(ASij ) Xijk ∈ Ob(ASijk) for every i, j, k ∈ I
and for every i, j, k ∈ I :
ξ0i : (π
1
ikπ
1
ijk)
∗Xi
∼→ Xijk ξ0ij : π0∗ij Xj ∼→ Xij ξ0ijk : π0∗ijkXjk ∼→ Xijk
ξ1j : (π
1
jkπ
0
ijk)
∗Xj
∼→ Xijk ξ1ij : π1∗ij Xi ∼→ Xij ξ1ijk : π1∗ijkXik ∼→ Xijk
ξ2k : (π
0
jkπ
0
ijk)
∗Xk
∼→ Xijk ξ2ijk : π2∗ijkXij ∼→ Xijk
are isomorphisms related by the cosimplicial identities :
ξ0ijk ◦ π0∗ijkξ0jk = ξ2k ◦ γ00X ξ1ijk ◦ π1∗ijkξ0ik = ξ2k ◦ γ01X
ξ2ijk ◦ π2∗ijkξ0ij = ξ1j ◦ γ02X ξ0ijk ◦ π0∗ijkξ1jk = ξ1j ◦ γ10X
ξ2ijk ◦ π2∗ijkξ1ij = ξ0i ◦ γ12X ξ1ijk ◦ π1∗ijkξ1ik = ξ0i ◦ γ11X
where γst := γd(∂s),d(∂t) : d(∂
s) ◦ d(∂t) ⇒ d(∂s ◦ ∂t) denotes the coherence constraint of the
cleavage c, for any pair of arrows (∂s, ∂t) in the category Σ2. The morphisms X → Y in this
category are the systems of morphisms :
(Xi → Yi, Xij → Yij, Xijk → Yijk | i, j, k ∈ I)
that are compatible in the obvious way with the various isomorphisms. However, one may
argue as in the proof of proposition 3.4.15, to replace this category by an equivalent one which
admits a handier description : given a datum X , one can make up an isomorphic datum X∗ :=
(Xi, X
∗
ij, X
∗
ijk, ηi, ηij, ηijk), by the rule :
X∗ij := π
1∗
ij Xi X
∗
ijk := (π
1
ik ◦ π1ijk)∗Xi
η0i := 1 η
1
ij := 1 η
0
ijk := η
1
j ◦ γ10X
η1j := (ξ
0
i )
−1 ◦ ξ1j η0ij := (ξ1ij)−1 ◦ ξ0ij η1ijk := γ11X
η2k := (ξ
0
i )
−1 ◦ ξ2k η2ijk := γ12X .
The cosimplicial identities for this new object are subsumed into a single cocycle identity for
ωij := η
0
ij . Summing up, we arrive at the following description of our 2-limit :
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• The objects are all the systems X := (Xi, ωXij | i, j ∈ I) where Xi ∈ Ob(ASi) for
every i ∈ I , and
ωXij : π
0∗
ij Xj
∼→ π1∗ij Xi
is an isomorphism in ASij , for every i, j ∈ I , fulfilling the cocycle identity :
p2∗ijkω
X
ij ◦ p0∗ijkωXjk = p1∗ijkωXik for every i, j, k ∈ I
where, for every i, j, k ∈ I , and t = 0, 1, 2 we have set :
pt∗ijkω
X
•• := γ
1t
X ◦ πt∗ijkωX•• ◦ (γ0tX )−1.
• The morphismsX → Y are the systems of morphisms (fi : Xi → Yi | i ∈ I) with :
(3.4.21) ωYij ◦ π0∗ij fj = π1∗ij fi ◦ ωXij for every i, j ∈ I.
3.4.22. We shall call any pair (X•, ω•) of the above form, a descent datum for the fibration ϕ,
relative to the family S := (πi : Si → B | i ∈ I) and the cleavage c. The category of such
descent data shall be denoted:
Desc(ϕ, S, c).
Sometimes we may also denote it byDesc(A , S, c), if the notation is not ambiguous. Of course,
two different choices of cleavage lead to equivalent categories of descent data, so usually we
omit mentioning explicitly c, and write simply Desc(ϕ, S) or Desc(A , S). The foregoing dis-
cussion can be summarized, by saying that there is a commutative diagram of categories :
(3.4.23)
A (B)
CartB(ιS ,A ) //
evB

CartB(S ,A )
δS

AB
ρS // Desc(ϕ, S, c)
whose vertical arrows are equivalences, and where ρS is determined by c. Explicitly, ρS assigns
to every C ∈ Ob(AB) the pair (C•, ωC• ) where Ci := π∗iC, and ωCij is the composition :
π0∗ij ◦ π∗jC
γ
(π0
ij
,πj )−−−−−→
∼
(πj ◦ π0ij)∗C = (πi ◦ π1ij)∗C
γ−1
(π1
ij
,πi)−−−−→
∼
π1∗ij ◦ π∗iC
where γ(π1ij ,πi) and γ(π0ij ,πj) are the coherence constraints for the cleavage c (see (3.1.6)). The
descent datum (X•, ω•) is said to be effective, if it lies in the essential image of ρS .
We also have an obvious functor :
pS : Desc(ϕ, S)→
∏
i∈I
ASi (Xi, ωij | i, j ∈ I) 7→ (Xi | i ∈ I)
such that :
pS ◦ ρS =
∏
i∈I
π∗i : AB →
∏
i∈I
ASi.
3.4.24. Furthermore, for every morphism f : B′ → B in B, set
S ×B f := (πi ×B B′ : Si ×B B′ → B′ | i ∈ I)
which is a generating family for the sieve S ×B f (notation of (1.1.24)); then we deduce a
pseudo-natural transformation of pseudo-functors (B/B)o → Cat :
ρ : c ◦ ioB ⇒ Desc(ϕ, S ×B −, c) (f : B′ → B) 7→ ρS×Bf
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(where sB : B/B → B is the source functor of (1.1.24)) fitting into a commutative diagram :
A (−) ◦ soB
CartB(ιS×B−,A ) +3
ev∗soB

CartB(S ×B −,A )
δS×B−

c ◦ soB
ρ +3 Desc(ϕ, S ×B −, c)
using which, one can figure out the pseudo-functoriality of the rule : f 7→ Desc(ϕ, S ×B f, c).
Namely, every pair of objects f : C → B and f ′ : C ′ → B, and any morphism h : C ′ → C in
B/B, yield a commutative diagram :
Sj ×B C ′
hj :=Sj×Bh

Sij ×B C ′
π˜0ijoo
π˜1ij //
hij :=Sij×Bh

Si ×B C ′ π˜i //
hi:=Si×Bh

C ′
h

Sj ×B C Sij ×B C
π0ij
oo
π1ij
// Si ×B C πi // C.
Hence one obtains a functor :
Desc(ϕ, h, c) : Desc(ϕ, S ×B f, c)→ Desc(ϕ, S ×B f ′, c)
by the rule :
(Xi, ω
X
ij | i, j ∈ I) 7→ (h∗iXi, ω˜Xij | i, j ∈ I)
where ω˜Xij is the isomorphism that makes commute the diagram :
h∗ijπ
0∗
ij Xj
γ
(hij ,π
0
ij
)
//
h∗ijωij

(π0ij ◦ hij)∗Xj π˜0∗ij ◦ h∗jXj
γ
(π˜0
ij
,hj )
oo
ω˜Xij

h∗ijπ
1∗
ij Xi
γ
(hij ,π
1
ij
)
// (π1ij ◦ hij)∗Xi π˜1∗ij ◦ h∗iXi
γ
(π˜1
ij
,hi)
oo
and if f ′′ : C ′′ → B is a third object, with a morphism g : C ′′ → C ′, we have a natural
isomorphism of functors :
Desc(ϕ, g, c) ◦ Desc(ϕ, h, c)⇒ Desc(ϕ, h ◦ g, c)
which is induced by the cleavage c, in the obvious fashion.
Theorem 3.4.25. For i = 1, 2, let ϕi : Ai → B be two fibrations, F : A1 → A2 a cartesian
functor of B-categories, B an object of B and S a sieve of B/B generated by the family
(Si → B | i ∈ I). We assume that Sij and Sijk are representable in B, for every i, j, k ∈ I (see
remark 3.4.14); then we have :
(i) For n ∈ {0, 1, 2} and every i, j, k ∈ I , suppose that
(a) S is a sieve both of ϕ1-n-descent and of ϕ2-(n− 1)-descent.
(b) The restriction Fi : ϕ
−1
1 Si → ϕ−12 Si of F is n-faithful.
(c) The restriction Fij : ϕ
−1
1 Sij → ϕ−12 Sij of F is (n− 1)-faithful.
(d) The restriction Fijk : ϕ
−1
1 Sijk → ϕ−12 Sijk of F is (n− 2)-faithful.
Then the restriction FB : ϕ
−1
1 B → ϕ−12 B of F is n-faithful.
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(ii) Suppose that the functors Fij are fully faithful, and the functors Fijk are faithful, for
every i, j, k ∈ I . Then the natural commutative diagram
CartB(S ,A1)
CartB(S ,F ) //

CartB(S ,A2)
∏
i∈I ϕ
−1
1 Si
∏
i∈I Fi //
∏
i∈I ϕ
−1
2 Si
is 2-cartesian.
Proof. (i): In view of theorem 3.1.44, we may assume that both A1 and A2 are split fibrations
(with a suitable choice of cleavages), and F is a split cartesian functor. Recall that the latter
condition means the following. For every morphism g : X → Y in B, the induced diagram
ϕ−11 Y
g∗ //
F

ϕ−11 X
F

ϕ−12 Y
g∗ // ϕ−12 X
commutes (where the horizontal arrows are the pull-back functor given by the chosen cleav-
ages). In this situation, we have a commutative diagram
(3.4.26)
ϕ−11 B
ρS //
FB

Desc(ϕ1, S)
F

ϕ−12 B
ρS // Desc(ϕ2, S)
whose right vertical arrow is the functor given by the rule :
X := (Xi, ωij | i, j ∈ I) 7→ F (X) := (FiXi, Fijωij | i, j ∈ I).
for every object X of Desc(ϕ1, S). By assumption, the top horizontal arrow of (3.4.26) is n-
faithful, and the bottom horizontal arrow is (n − 1)-faithful. We need to prove that the left
vertical arrow is n-faithful, and it is easily seen that this will follow, once we have shown that
the same holds for the right vertical arrow.
Suppose first that n = 0; we have to show that F is faithful. However, let X and Y be two
objects of Desc(ϕ1, S), and h1, h2 : X → Y two morphisms. By definition, ht (for t = 1, 2) is
a compatible system (ht,i : Xi → Yi | i ∈ I), where each ht,i is a morphism in ϕ−11 Si. Then,
F (ht) is the compatible system (Fiht,i | i ∈ I). Thus, the condition F (h1) = F (h2) translates
the system of identities Fih1,i = Fih2,i for every i ∈ I . By assumption, each Fi is faithful,
therefore h1 = h2, as stated.
For n = 1, assumption (d) is empty, (b) means that Fi is fully faithful, and (c) means that
Fij is faithful for every i, j ∈ I . In light of the previous case, we have only to show that F
is full. Hence, let X, Y be as in the foregoing, and (hi : FiXi → FiYi | i ∈ I) a morphism
F (X)→ F (Y ) inDesc(ϕ2, S). By assumption, for every i ∈ I wemay find a unique morphism
fi : Xi → Yi such that Fifi = hi. It remains only to check that the system (fi | i ∈ I) fulfills
condition (3.4.21), and since the functors Fij are faithful, it suffices to verify that Fij(3.4.21)
holds. However, since F is split cartesian, we have :
Fij ◦ π0∗ij fj = π0∗ij ◦ Fjfj Fij ◦ π1∗ij fi = π1∗ij ◦ Fifi
hence we reduce to showing that (Fijω
Y
ij )◦π0∗ij hj = π1∗ij hi◦(FijωXij ), which holds by assumption.
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Next, we consider assertion (ii) : the contention is that the functors F and :
p1,S : Desc(ϕ1, S)→
∏
i∈I
ϕ−11 Si
as in (3.4.22), induce an equivalence (p1,S, F ) between Desc(ϕ1, S) and the category C con-
sisting of all data of the form G := (Gi, Hi, αi, ω
H
ij | i, j ∈ I), where Gi ∈ Ob(ϕ−11 Si),
Hi ∈ Ob(ϕ−12 Si), αi : FiGi ∼→ Hi are isomorphisms in ϕ−12 Si, and H := (Hi, ωHij | i, j ∈ I) is
an object of Desc(ϕ2, S). However, given an object as above, set :
ωH
′
ij := (π
1∗
ij α
−1
i ) ◦ ωHij ◦ (π0∗ij αj).
Since ϕ2 is a split fibration, one verifies easily that the datumH
′ := (H ′i := FiGi, ω
H′
ij | i, j ∈ I)
is an object of Desc(ϕ2, S) isomorphic to H, and the new datum (Fi, H
′
i, 1H′i , ω
H′
ij | i, j ∈ I)
is isomorphic to G; hence C is equivalent to the category C ′ whose objects are all data of the
form (Gi, ωij | i, j ∈ I) where Gi ∈ Ob(ϕ−11 Si), and (FiGi, ωij | i, j ∈ I) is an object of
Desc(ϕ2, S). By assumption Fij is fully faithful, and F is a split cartesian functor; hence we
may find unique isomorphisms ω˜Gij : π
0∗
ij Gj
∼→ π1∗ij Gi such that ω˜ij = Fijω˜Gij . We claim that
the datum (Gi, ω
G
ij | i, j ∈ I) is an object of Desc(ϕ1, S), i.e. the isomorphisms ωGij satisfy the
cocycle condition
(3.4.27) π2∗ijkω
G
ij ◦ π0∗ijkωGjk = π1∗ijkωGik for every i, j, k ∈ I.
To check this identity, since by assumption the functors Fijk are faithful, it suffices to see that
Fijk(3.4.27) holds, which is clear, since the cocycle condition holds for the isomorphisms ωij
(and since F is split cartesian). This shows that (p1,S, F ) is essentially surjective. Next, since
the functor p1,S is faithful, the same holds for (p1,S, F ). Finally, let
G := (Gi, ωij | i, j ∈ I) G′ := (G′i, ω′ij | i, j ∈ I)
be two objects of C ′. A morphism G → G′ consists of a system (αi : Gi → G′i | i ∈ I) of
morphisms such that (Fiαi | i ∈ I) is a morphism
(FiGi, ωij | i, j ∈ I)→ (FiG′i, ω′ij | i, j ∈ I)
in Desc(ϕ2, S). To show that (p1S, F ) is full, and since we know already that this functor is
essentially surjective, we may assume that there exist (Gi, ω
G
ij | i, j ∈ I), (G′i, ωG′ij | i, j ∈ I) in
Desc(ϕ1, S) such that ωij = Fijω
G
ij and ω
′
ij = Fijω
G′
ij for every i, j ∈ I; in this case, it suffices
to verify the identity
(3.4.28) ωG
′
ij ◦ π0∗ij αj = π1∗ij αi ◦ ωGij for every i, j ∈ I.
Again, the faithfulness of Fij reduces to checking that Fij(3.4.28) holds, which is clear, since
F is split cartesian.
Lastly, notice that the case n = 2 of assertion (i) is a formal consequence of (ii). 
3.4.29. In the situation of (3.4.22), let S be the sieve generated by the family S, and g : B′ →
B any morphism in B. We let :
B′i := B
′ ×B Si B′ij := B′ ×B Sij B′ijk := B′ ×B Sijk for every i, j, k ∈ I
and denote gi : B
′
i → Si, gij : B′ij → Sij and gijk : B′ijk → Sijk the induced projections.
Corollary 3.4.30. With the notation of (3.4.29), let n ∈ {0, 1, 2}. The following holds :
(i) S is a sieve of ϕ-n-descent, if and only if ρS is n-faithful (see (3.4.23)).
(ii) Suppose that :
(a) S is a sieve of universal ϕ-n-descent.
(b) The pull-back functors g∗i : ϕ
−1Si → ϕ−1B′i are n-faithful.
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(c) The pull-back functors g∗ij : ϕ
−1Sij → ϕ−1B′ij are (n− 1)-faithful.
(d) The pull-back functors g∗ijk : ϕ
−1Sijk → ϕ−1B′ijk are (n− 2)-faithful.
Then the pull-back functor g∗ is n-faithful.
(iii) Suppose that the functors g∗ij are fully faithful, and the functors g
∗
ijk are faithful, for
every i, j, k ∈ I . Then the natural essentially commutative diagram :
Desc(ϕ, S)
Desc(ϕ,g)
//
pS

Desc(ϕ, S ×B B′)
pS×BB
′
∏
i∈I ϕ
−1Si
∏
i∈I g
∗
i //
∏
i∈I ϕ
−1B′i
is 2-cartesian (see remark 2.5.2(v) and example 3.2.12(ii)).
Proof. (i) follows by inspecting (3.4.23).
(ii): Thanks to theorem 3.1.44, we may assume that ϕ is a split fibration. Now, set
C := Morph(B) A1 := C ×(t,ϕ) A A2 := C ×(s,ϕ) A
where s, t : C → B are the source and target functors (see (1.1.30)). The natural projections
ϕi : Ai → C (for i = 1, 2) are two fibrations (see remark 3.1.5(i)). Moreover, t induces a
functor t|g : C/g → B/B (notation of (1.1.26)) and we let S/g := t−1|g S , which is the sieve of
C/g generated by the cartesian diagrams
Di :
B′i
gi //

Si

B′
g // B
for every i ∈ I.
Notice that the productsDij := Di ×Dj are represented in C/g by the diagrams
B′ij
gij //

Sij

B′
g // B
for every i, j ∈ I
and likewise one may represent the triple productsDijk := Dij ×Dk.
By definition, the objects of A1 (resp. A2) are the pairs (h : X → Y, a), where h is a
morphism in B and a ∈ Ob(ϕ−1Y ) (resp. a ∈ Ob(ϕ−1X)). A morphism of A1 (resp. of A2)
(h : X → Y, a)→ (h′ : X ′ → Y ′, a′)
is a datum (f1, f2, t), where f1 : X → X ′ and f2 : Y → Y ′ are morphisms in B with
f2 ◦ h = h′ ◦ f1, and t : a→ f ∗2a′ (resp. t : a→ f ∗1a′) is a morphism in ϕ−1Y (resp. in ϕ−1X).
Now, we define a functor F : A1 → A2 of C -categories, by the rule :
• (h, a) 7→ (h, h∗a) for every (h, a) ∈ Ob(A1).
• (f1, f2, t) 7→ (f1, f2, h∗t) for every morphism (f1, f2, t) of A1 as above. Notice that
if t : a → f ∗2 a′ is a morphism in ϕ−1Y , then h∗t : h∗a → h∗f ∗2 a′ = f ∗1h′∗a′ is a
morphism of ϕ−1Y ′, since ϕ is a split fibration.
Notice that a morphism (f1, f2, t) of either A1 or A2 is cartesian if and only if t is an iso-
morphism; especially, it is clear that F is a cartesian functor. Moreover, for every object
h : X → Y of C , the restriction ϕ−11 h → ϕ−12 h of F is isomorphic to the pull-back functor
h∗ : ϕ−1Y → ϕ−1h. Especially, conditions (b)–(d) say that the restriction Fi : ϕ−11 gi → ϕ−12 gi
(resp. Fij : ϕ
−1
1 gij → ϕ−12 gij , resp. Fijk : ϕ−11 gijk → ϕ−12 gijk) are n-faithful (resp. (n − 1)-
faithful, resp. (n− 2)-faithful). In light of theorem 3.4.25(i), we are then reduced to showing
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Claim 3.4.31. S /g is a sieve both of ϕ1-n-descent and of ϕ2-n-descent.
Proof of the claim. Let D be any (small) category; we remark first that a functor D → A1
is the same as a pair of functors (H : D → A , K : D → C ) such that ϕ ◦ H = t ◦ K, and
likewise one can describe the functors D → A2. Then, it is easily seen that the functors
A (B)→ CartC (C /g,A1) G 7→ (G ◦ t, t)
A (B′)→ CartC (C /g,A2) G 7→ (G ◦ s, s)
are equivalences, and induce equivalences
CartB(S ,A )→ CartC (S /g,A1)
CartB(S ×B g,A )→ CartC (S /g,A2)
(details left to the reader). The claim follows immediately. 
3.4.32. Quite generally, if ϕ : A → B is a fibration over a category B that admits fibre
products, the descent data for ϕ (relative to a fixed cleavage c) also form a fibration :
Dϕ : ϕ-Desc→ Morph(B).
Namely, for every morphism f : T ′ → T of B, the fibre over f is the category Desc(ϕ, f)
of all descent data (f, A, ξ) relative to the family {f}, and the cleavage c, so A is an object of
ϕ−1T ′ and ξ : p∗1A
∼→ p∗2A is an isomorphism in the category ϕ−1(T ′ ×T T ′) satisfying the
usual cocycle condition (here p1, p2 : T
′×T T ′ → T ′ denote the two natural morphisms). Given
two objects A := (f : T ′ → T,A, ξ), A′ := (g : W ′ → W,A′, ζ) of ϕ-Desc, the morphisms
A→ A′ are the data (h, α) consisting of a commutative diagram :
W ′
h //
g

T ′
f

W // T
and a morphism α : A→ A′ such that ϕ(α) = h and p∗1(α) ◦ ξ = ζ ◦ p∗2(α).
We have a natural cartesian functor of fibrations :
A ×(ϕ,t) Morph(B) d //
p ((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
ϕ-Desc
Dϕxxrrr
rrr
rrr
rr
Morph(B)
where t : Morph(B)→ B is the target functor (see (1.1.30) and example 1.2.25(i)). Namely, to
any pair (T, f : S → ϕT )with T ∈ Ob(A ) and f ∈ Ob(Morph(B)), one assigns the canonical
descent datum d(T, f) := ρ{f}(T ) in Desc(ϕ, f) associated with the pair as in (3.4.23).
Corollary 3.4.33. In the situation of (3.4.32), let f : B′ → B be a morphism of B, and S a
sieve of B/B, generated by a family (Si → B | i ∈ I). Let n ∈ {0, 1, 2}, and suppose that :
(a) S is a sieve of universal ϕ-n-descent.
(b) For every i ∈ I , the morphism Si ×B f is of ϕ-n-descent.
(c) For every i, j ∈ I , the morphism Sij ×B f is of ϕ-(n− 1)-descent.
(d) For every i, j, k ∈ I , the morphism Sijk ×B f is of ϕ-(n− 2)-descent.
Then f is a morphism of ϕ-n-descent.
Proof. In view of corollary 3.4.30(i), it is easily seen that a morphism g : T ′ → T in B is of ϕ-
n-descent if and only if the restriction ϕ−1T → Dϕ−1g of d is n-faithful. Set C := Morph(B);
as in the proof of corollary 3.4.30(ii), the functor t induces a functor t|f : C /f → B/B, and
we let S/f := t−1|f S . With this notation, theorem 3.4.25(i) reduces to showing :
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Claim 3.4.34. The sieve S/f is both of p-n-descent and of Dϕ-n-descent.
Proof of the claim. By claim 3.4.31, it is already known that S /f is of p-n-descent. To show
that S /f is of Dϕ-n-descent, we consider the commutative diagram
A (B′) //

CartC (C /f, ϕ-Desc)

CartB(S ×B f,A ) // CartC (S /f, ϕ-Desc)
whose left (resp. right) vertical arrow is induced by the inclusion S ×B f → B/B′ (resp.
S /f → S ×B f ) and whose top horizontal arrow is defined as follows. Given a cartesian
functor G : B/B′ → A , we let DG : C /f → ϕ-Desc be the unique cartesian functor deter-
mined on the objects of C/f by the rule : T
′ g //
h

T

B′
f // B
 7→ d(G(h), g).
We leave to the reader the verification the rule G 7→ DG extends to a well defined functor,
and then there exists a unique (similarly defined) bottom horizontal arrow that makes commute
the foregoing diagram. Moreover, both horizontal arrow thus obtained are equivalences of
categories. The claim follows. 
Lemma 3.4.35. Let i ≤ 2 be an integer, F : E → C a fibration, X ∈ Ob(C ), and T ⊂ S
two sieves of C /X . The following holds :
(i) If T ×X f is of F -i-descent for every (Y f−→ X) ∈ S , then the induced functor
j : CartC (S , E )→ CartC (T , E )
is i-faithful.
(ii) If T is of universal F -i-descent, the same holds for S .
Proof. (i): The assertion is trivial for i < 0. We consider first the case where i = 0; thus, let
ϕ, ψ : S → E be two C -cartesian functors, and α, β : ϕ ⇒ ψ two natural C -transformations
such that α|T = β|T . Let also (Y
f−→ X) ∈ Ob(S ) be any object and f∗ : C /Y → S the
induced functor; then T ′ := T ×X f ⊂ C /Y is a sieve of F -0-descent and
(α ∗ f∗)|T ′ = (β ∗ f∗)|T ′.
We deduce that α ∗ f∗ = β ∗ f∗; especially αf = βf , which shows that j is faithful.
Next, suppose that i = 1, and for ϕ and ψ as in the foregoing, let α : ϕ|T ⇒ ψ|T be a given
natural C -transformation, and (Y
f−→ X) ∈ Ob(S ); then the sieve T ′ := T ×X f ⊂ C /Y is
of F -1-descent, and f∗ restricts to a functor f∗|T ′ : T
′ → T , so the natural C -transformation
α ∗ (f∗|T ′) : (ϕ ◦ f∗)|T ′ ⇒ (ψ ◦ f∗)|T ′
extends to a unique natural C -transformation α(f) : ϕ ◦ f∗ ⇒ ψ ◦ f∗. Now, let us define
α˜f := α
(f)
1Y
for every (Y
f−→ X) ∈ Ob(S ).
Clearly, α˜f = αf whenever f ∈ Ob(T ), and it remains to check that α˜ is a natural C -
transformation ϕ ⇒ ψ. Thus, let h/X : (Y ′ f ′−→ X) → (Y f−→ X) be a morphism of S ;
we need to show that
ψ(h/X) ◦ α˜f = α˜f ′ ◦ ϕ(h/X).
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Considering the morphism h/Y : (Y ′
h−→ Y ) → 1Y of C /Y , and noticing that ϕ(h/X) =
(ϕ ◦ f∗)(h/Y ) and ψ(h/X) = (ψ ◦ f∗)(h/Y ), we come down to checking that α(f)h = α(f
′)
1Y ′
.
We show more precisely that α(f) ∗ h∗ = α(f ′). Indeed, notice that
(α(f) ∗ h∗)|T ×Xf ′ = α ∗ (f ′∗|T ×Xf ′) = α
(f ′)
|T ×Xf ′
and since T ×X f ′ is of F -0-descent, the assertion follows.
Lastly, for i = 2, we know already that j is fully faithful, so it remains only to show that every
cartesian functor ϕ : T → E is isomorphic to the restriction of a cartesian functor S → E .
Now, for every (f : Y → X) ∈ Ob(S ) set T (f) := T ×X f ; by assumption there exists a
C -cartesian functor ϕ(f) : C /Y → E with an isomorphism of functors :
ωf : ϕ
(f)
|T (f)
∼→ ϕ ◦ (f∗|T (f)).
Notice that if f ∈ Ob(T ), we have T (f) = C /Y , and in this case we take ϕ(f) := ϕ ◦ f∗
and ωf := 1ϕ(f) . Then, for every morphism h/X : (Y
′ f
′−→ X) → (Y f ′−→ X) in S we get the
isomorphism :
ϕ
(f ′)
|T (f ′)
ωf ′−−→ ϕ ◦ f ′
∗|T (f ′)
(ωf∗h∗)
−1
|T (f
′)−−−−−−−−→ (ϕ(f) ◦ h∗)∗|T (f ′)
which, as T (f
′) is of F -1-descent, extends uniquely to an isomorphism of functors C /Y ′ → E
τh/X : ϕ
(f ′) ∼→ ϕ(f) ◦ h∗.
Claim 3.4.36. The rule : (f : Y → X) 7→ (ϕ(f) : C /Y → E ) for every f ∈ Ob(S ) defines a
pseudo-cocone
ϕ(•) : GS ⇒ FE
whose coherence constraint is given by the system of isomorphisms τ•/X , and where GS :
S → Cat is the functor associated with S as in (3.4.8).
Proof of the claim. Clearly (τ1Y /Y )|T (f) = 1ϕ(f)
|T (f)
for every (f : Y → X) ∈ Ob(S ), whence
τ1Y /Y = 1ϕ(f) by the uniqueness of τ1Y /Y . Next, let (Y
′′ f
′′−→ X) h
′/X−−−→ (Y ′ f ′−→ X) h/X−−→ (Y f−→
X) be two morphism of S ; the coherence axiom for τ•/X comes down to the identity :
(τh/X ∗ h′∗) ◦ τh′/X = τ(h◦h′)/X .
But the latter can be checked after restriction to the sieve T (f
′′), where it follows by a simple
inspection : the details are left to the reader. ♦
From claim 3.4.36 it follows that there exists a functor
ϕ˜ : S → E and an invertible modification Ξ : Fϕ˜ ⊙ ε̂ ∼→ ϕ(•)
where ε̂ : GS ⇒ FE is the universal pseudo-cocone provided by lemma 3.4.9. Explicitly, Ξ is
a system of isomorphisms of functors
Ξf : ϕ˜ ◦ f∗ ∼→ ϕ(f) for every (f : Y → X) ∈ Ob(S )
from which it follows easily that ϕ˜ is C -cartesian. The compatibility conditions for Ξ amount
to the identities :
(3.4.37) Ξf ∗ h∗ = τh ⊙ Ξf ′ for every morphism h/X : f → f ′ in S .
To conclude, it suffices to exhibit an isomorphism of functors ξ : ϕ˜|T
∼→ ϕ. To this aim, we set
ξg := (Ξg)1Y : ϕ˜(g)
∼→ ϕ(g)(1Y ) = ϕ(g) for every (g : Y → X) ∈ Ob(T ).
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To check the naturality of ξ, let h/X : (Y ′
g′−→ X)→ (Y g−→ X) be any morphism of T ; notice
that τh/X = 1ϕ(g′) , whence ξg′ = (Ξg)h, due to (3.4.37). On the other hand, the naturality of Ξg
yields the commutative diagram
ϕ˜(g′) = ϕ˜ ◦ g∗(h)
(Ξg)h //
ϕ˜◦g∗(h/Y )

ϕ(g)(h) = ϕ(g′)
ϕ(g)(h/Y )

ϕ˜(g) = ϕ˜ ◦ g∗(1Y )
ξg // ϕ(g)(1Y ) = ϕ(g)
where ϕ˜ ◦ g∗(h/Y ) = ϕ˜(h/x) and ϕ(g)(h/Y ) = ϕ(h/X), whence the contention.
(ii): We consider the induced functors
E (X)
j′−→ CartC (S , E ) j
′′−→ CartC (T , E )
and notice that j′′ is i-faithful, by virtue of (i); the same holds for j′′ ◦ j′, by assumption. Then
it follows easily that j′ is i-faithful as well, whence the assertion. 
Proposition 3.4.38. Let i ≤ 2 be an integer, F : E → C a fibration, X ∈ Ob(C ), and T ,S
two sieves of C /X , such that :
(a) S is of universal F -i-descent.
(b) T ×X f is of universal F -i-descent for every (Y f−→ X) ∈ S .
Then T is of universal F -i-descent.
Proof. According to lemma 3.4.35(ii), the sieveS ′ := S
⋃
T is also of universalF -i-descent.
It is also clear that T ×X f is of F -i-descent for every (Y f−→ X) ∈ S ′. Thus, we may replace
S by S ′ and assume that T ⊂ S . Next, let f : Y → X be any morphism of C ; we need to
check that T ×X f is a sieve of F -i-descent, and by assumption the same holds for S ×X f ,
so it suffices to show that the induced functor CartC (S ×X f, E ) → CartC (T ×X f, E ) is
i-faithful. In view of lemma 3.4.35(i), we are then reduced to checking that (T ×X f)×Y g is a
sieve of F -i-descent for every g ∈ Ob(S ×X f). But we have (T ×X f)×Y g = T ×X (f ◦g),
and f ◦ g ∈ Ob(S ), so the assertion follows from (b). 
3.5. Profinite groups and Galois categories. Quite generally, for any profinite group P , let
P -Set denote the category of discrete finite sets, endowed with a continuous left action of P
(the morphisms in P -Set are the P -equivariant maps). Any continuous group homomorphism
ω : P → Q of profinite groups induces a restriction functor
Res(ω) : Q-Set→ P -Set
in the obvious way. In case the notation is not ambiguous, one writes also ResPQ for this functor.
For any two profinite groups P and Q, we denote by
Homcont(P,Q)
the set of all continuous group homomorphisms P → Q. If ϕ1, ϕ2 are two such group homo-
morphisms, we say that ϕ1 is conjugate to ϕ2, and we write ϕ1 ∼ ϕ2, if there exists an inner
automorphism ω of G, such that ϕ2 = ω ◦ ϕ1. Clearly the trivial map π → G (whose image is
the neutral element of G), is the unique element of a distinguished conjugacy class.
3.5.1. Let P be any profinite group; for any (discrete) finite group G, consider the pointed set
Homcont(P,G)/∼ of conjugacy classes of continuous group homomorphisms P → G. This is
also denoted
H1cont(P,G)
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and called the first non-abelian continuous cohomology group of P with coefficients inG (soG
is regarded as a P -module with trivial P -action). Clearly the formation ofH1(P,G) is covariant
on the argument G, and controvariant for continuous homomorphisms of profinite groups.
Lemma 3.5.2. Let ϕ : P → P ′ be a continuous homomorphism of profinite groups, and suppose
that the induced map of pointed sets :
H1cont(P
′, G)→ H1cont(P,G) : f 7→ f ◦ ϕ
is bijective, for every finite group G. Then ϕ is an isomorphism of topological groups.
Proof. First we show that ϕ is injective. Indeed, let x ∈ P be any element; we may find an open
normal subgroup H ⊂ P such that x /∈ H; taking G := P/H , we deduce that the projection
P → P/H factors through ϕ and a group homomorphism f : P ′ → P/H , hence x /∈ Kerϕ, as
claimed. Moreover, letH ′ := Ker f ; clearlyH ′∩P = H , so the topology of P is induced from
that of P ′. It remains only to show that ϕ is surjective; to this aim, we consider any continuous
surjection f ′ : P ′ → G′ onto a finite group, and it suffices to show that the restriction of f ′
to ϕP is still surjective. Indeed, let G be the image of ϕP in G′, denote by i : G → G′ the
inclusion map, and let f : P → G be the unique continuous map such that i ◦ f = f ′ ◦ ϕ; by
assumption, there exists a continuous group homomorphism g : P ′ → G such that f = g ◦ ϕ.
On the other hand, (i ◦ g) ◦ ϕ = f ′ ◦ ϕ, hence the conjugacy class of i ◦ g equals the conjugacy
class of f ′, especially i ◦ g is surjective, hence the same holds for i, as required. 
3.5.3. Let G be a profinite group, and H ⊂ G an open subgroup. It is easily seen that H is
also a profinite group, with the topology induced from G. Morever, the restriction functor
ResHG : G-Set→ H-Set
admits a left adjoint
IndGH : H-Set→ G-Set.
Namely, to any finite set Σ with a continuous left action of H , one assigns the set IndGHΣ :=
G× Σ/∼, where ∼ is the equivalence relation such that
(gh, σ) ∼ (g, hσ) for every g ∈ G, h ∈ H and σ ∈ Σ.
The left G-action on IndGHΣ is given by the rule : (g
′, (g, σ)) 7→ (g′g, σ) for every g, g′ ∈ G and
σ ∈ Σ. It is easily seen that this action is continuous, and the reader may check that the functor
IndGH is indeed left adjoint to Res
H
G .
3.5.4. Moreover, let 1 denote the final object of H-Set; notice that IndGH1 = G/H , the set of
orbits of G under its right translation action by H . Hence, for any finite set Σ with continuous
H-action, the unique map tΣ : Σ→ 1 yields a G-equivariant map
IndGHtΣ : Ind
G
H → G/H
and therefore IndGH factors through a functor
(3.5.5) H-Set→ G-Set/(G/H).
It is easily seen that (3.5.5) is an equivalence. Indeed, one obtains a natural quasi-inverse, by
the rule : (f : Σ→ G/H) 7→ f−1(H). The detailed verification shall be left to the reader.
Definition 3.5.6. ([58, Exp.V, Def.5.1]) Let C be a category, and F : C → Set a functor.
(i) We say that C is a Galois category, if C is equivalent to P -Set, for some profinite
group P . We denote Galois the category whose objects are all the Galois categories,
and whose morphisms are the exact functors between Galois categories.
(ii) We say that F is a fibre functor, if F is exact and conservative, and F (X) is a finite set
for everyX ∈ Ob(C ).
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(iii) We denote fibre.Fun the 2-category of fibre functors, defined as follows :
(a) The objects are all the pairs (C , F ) consisting of a Galois category C and a fibre
functor F for C .
(b) The 1-cells (C1, F1) → (C2, F2) are all the pairs (G, β) consisting of an exact
functor G : C1 → C2 and an isomorphism of functors β : F1 ∼→ F2 ◦G.
(c) And for every pair of 1-cells (G′, β ′), (G, β) : (C1, F1) → (C2, F2), the 2-cells
(G′, β ′)→ (G, β) are the isomorphisms γ : G′ ∼→ G such that (F2 ∗ γ)⊙ β ′ = β.
Composition of 1-cells and 2-cells is defined in the obvious way. We shall also denote
simply by G a 1-cell (G, β) as in (b), such that F1 = F2 ◦ G and β is the identity
automorphism of F1.
3.5.7. Notice that any Galois category C admits a fibre functor : indeed, if P is any profinite
group, the forgetful functor
fP : P -Set→ Set
fulfills the conditions of definition 3.5.6(ii), therefore the same holds for the functor fP ◦ β,
if β : C → P -Set is any equivalence. For any Galois category C and any fibre functor
F : C → Set, we denote
π1(C , F )
the group of automorphisms of F , and we call it the fundamental group of C pointed at F . By
definition, for every X ∈ Ob(C ), the finite set F (X) is endowed with a natural left action of
π1(C , F ). For every X ∈ Ob(C ) and every ξ ∈ F (X), the stabilizer HX,ξ ⊂ π1(C , F ) is a
subgroup of finite index, and we endow π1(C , F ) with the coarsest group topology for which
all suchHX,ξ are open subgroups. The resulting topological group π1(C , F ) is profinite, and its
natural left action on every F (X) is continuous. Thus, F upgrades to a functor denoted
F † : C
∼→ π1(C , F )-Set.
A basic result states that F † is an equivalence ([58, Exp.V, Th.4.1]).
Example 3.5.8. Let P be any profinite group. Then there is an obvious injective map
P → π1(P -Set, fP )
and [58, Exp.V, Th.4.1] implies that this map is an isomorphism of profinite groups. In other
words, the group P can be recovered, up to unique isomorphism, from the category P -Set
together with its forgetful functor fP .
Remark 3.5.9. Let C , C ′ be two Galois categories, and F : C → Set a fibre functor.
(i) Any exact functor G : C ′ → C induces a continuous group homomorphism :
π1(G) : π1(C , F )→ π1(C ′, F ◦G) ω 7→ ω ∗G.
(ii) Furthermore, any isomorphism β : F ′
∼→ F of fibre functors of C induces an isomor-
phism of profinite groups :
π1(β) : π1(C
′, F )
∼→ π1(C ′, F ) ω 7→ β−1 ⊙ ω ⊙ β
(see [58, Exp.V, §4] for all these generalities).
(iii) Let now (G, β) : (C1, F1)→ (C2, F2) be a 1-cell of fibre.Fun. Combining (i) and (ii),
we deduce a natural continuous group homomorphism
π1(G, β) : π1(C2, F2)
π1(G)−−−−→ π1(C1, F2 ◦G) π1(β)−−−−→ π1(C1, F1).
Proposition 3.5.10. With the notation of remark 3.5.9, the rule that assigns :
• To any object (C , F ) of fibre.Fun, the profinite group π1(C , F )
• To any 1-cell (G, β) of fibre.Fun, the continuous map π1(G, β)
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defines a pseudo-functor
π1 : fibre.Fun→ pf .Grpo
from the 2-category of fibre functors, to the opposite of the category of profinite groups (and
continuous group homomorphisms).
Proof. (Here we regard pf .Grp as a 2-category with trivial 2-cells : see example 2.2.4(i)). Let
(C1, F1)
(G,βG)−−−−−→ (C2, F2) (H,βH )−−−−−→ (C3, F3)
be any pair of (composable) 1-cells; functoriality on 1-cells amounts to the identity :
π1(G, βG) ◦ π1(H, βH) = π1(H ◦G, (βH ∗G) ◦ βG)
whose detailed verification we leave to the reader. Next, let γ : (G′, β ′) → (G, β) be a 2-
cell between 1-cells (G′, β ′), (G, β) : (C1, F1) → (C2, F2); we have to check that π1(G, β) =
π1(G
′, β ′). This identity boils down to the commutativity of the diagram :
π1(C2, F2)
π1(G′) //
π1(G)

π1(C1, F2 ◦G′)
π1(β′)

π1(C2, F2 ◦G)
π1(β) //
π1(F2∗γ)
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
π1(C1, F1).
However, the commutativity of the lower triangular subdiagram is clear, hence we are reduced
to checking the commutativity of the upper triangular subdiagram; the latter is a special case of
the following more general :
Claim 3.5.11. Let C and C ′ be two Galois categories, G,G′ : C ′ → C two exact functors,
β : G′
∼→ G an isomorphism, and F : C → Set a fibre functor. Then the induced diagram of
profinite groups
π1(C , F )
π1(G)
ww♦♦♦
♦♦♦
♦♦♦
♦♦ π1(G′)
''PP
PPP
PPP
PPP
π1(C ′, F ◦G)
π1(F∗β) // π1(C ′, F ◦G′)
commutes.
Proof of the claim. Left to the reader. 
Example 3.5.12. Let ω : P → Q be a continuous group homomorphism between profinite
groups. Clearly fP ◦ Res(ω) = fQ, and it is easily seen that the resulting diagram
P
ω //

Q

π1(P -Set, fP )
π1(Res(ω)) // π1(Q-Set, fQ)
commutes, where the vertical arrows are the natural identifications given by example 3.5.8 : the
verification is left as an exercise to the reader.
3.5.13. Let P := (Pi | i ∈ I) be a cofiltered system of profinite groups, with continuous
transition maps, and denote by P the limit of this system, in the category of groups. Then P is
naturally a closed subgroup ofQ :=
∏
i∈I Pi, and the topologyT induced by the inclusion map
P → Q makes it into a compact and complete topological group. Moreover, since the topology
of Q is profinite, the same holds for the topology T (details left to the reader). It is then easily
seen that the resulting topological group (P,T ) is the limit of the system P in the category of
profinite groups.
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Proposition 3.5.14. In the situation of (3.5.13), the natural functor
2-colim
i∈I
Pi-Set→ P -Set
is an equivalence.
Proof. The functor is obviously faithful; let us show that it is also full. Indeed, let j ∈ I be any
index, Σ,Σ′ two objects of Pj-Set, and ϕ : Σ→ Σ′ a P -equivariant map; we need to show that
ϕ is already Pi-equivariant, for some index i ∈ I . To this aim, we may as usual replace I by
I/j, and assume that j is the final element of I . We may also find an open normal subgroup
Hj ⊂ Pj that acts trivially on both Σ and Σ′. Then, for every i ∈ I , we let Hi ⊂ Pi be the
preimage of Pj , and we set P i := Pi/Hi. Let also P := P/H , where H ⊂ P is the preimage
ofHj; by construction, ϕ is P -equivariant. Clearly, we may find i ∈ I such that the image of P
in the finite group P j equals the image of P i, and for such index i, the induced map P → P i is
an isomorphism. Especially, ϕ is Pi-equivariant, as sought.
Lastly, we show essential surjectivity. Indeed, let Σ be any object of P -Set; we have to show
that the P -action on Σ is the restriction of a continuous Pi-action, for a suitable i ∈ I . However,
we may find a normal open subgroupH ⊂ P that acts trivially on Σ. Then there exists a normal
open subgroup L ⊂ Q (notation of (3.5.13)) such that P ∩ L ⊂ H . We may also assume that
there exist a finite subset J ⊂ I and for every i ∈ J an open normal subgroup Li ⊂ Pi such
that L =
∏
i∈J Li ×
∏
i∈I\J Pi. Pick an index j ∈ I that admits morphisms fi : j → i in I , for
every i ∈ J , and let L′i ⊂ Pj denote the preimage of Li under the corresponding map Pj → Pi.
Finally, set Hj :=
⋂
i∈J L
′
i. By construction,H contains the preimage of Hj in P , and we may
therefore assume that H is this preimage. We may replace as usual I by I/j, and assume that j
is the final element of I . Then, for every i ∈ I , we let Hi denote the preimage of Hj in Pi, and
we set P i := Pi/Hi. Set as well P := P/H . Clearly, there exists i ∈ I such that the image of
the induced map P → P j equals the image of P i; for such index i, the induced map P → P i is
an isomorphism. Thus, Σ the restriction of an object of Pi-Set, as wished. 
3.5.15. We consider now a situation that generalizes slightly that of (3.5.13). Namely, let I be
a small filtered category, and
(C•, F•) : I → fibre.Fun i 7→ (Ci, Fi)
a pseudo-functor. By proposition 3.5.10, the composition of π1 and (C•, F•) is a functor
π1(C•, F•) : I
o → pf .Grp i 7→ Pi := π1(Ci, Fi).
Let P denote the limit (in pf .Grp) of the cofiltered system P•, and set
C := 2-colim
I
C•
where the 2-colimit is formed in the 2-category of small categories. We may then state :
Corollary 3.5.16. In the situation of (3.5.15), there exists a natural equivalence :
C
∼→ P -Set.
Proof. Recall that (C•, F•) is the datum of isomorphisms
βϕ : Fj
∼→ Fi ◦ Cϕ for every morphism ϕ : j → i in I
and 2-cells :
τψ,ϕ : (Cψ◦ϕ, βψ◦ϕ)
∼→ (Cψ, βψ) ◦ (Cϕ, βϕ) for every composition j ϕ−→ i ψ−→ k
that – by definition – satisfy the identities :
(3.5.17) (βψ ∗ Cϕ)⊙ βϕ = (Fk ∗ τψ,ϕ)⊙ βψ◦ϕ for every composition j ϕ−→ i ψ−→ k
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as well as the composition identities :
((Cµ, βµ)∗τψ,ϕ)⊙τµ,ψ◦ϕ = (τµ,ψ∗(Cϕ, βϕ))⊙τµ◦ψ,ϕ for compositions j ϕ−→ i ψ−→ k µ−→ l.
Let P•-Set : I → Cat denote the functor given by the rule : i 7→ Pi-Set for every i ∈ Ob(I),
and ϕ 7→ Res(Pϕ), where Pϕ := π1(Cϕ, βϕ) for every morphism ϕ of I . In view of proposition
3.5.14 and lemma 2.5.3, it suffices to show that the rule : i 7→ F †i for every i ∈ Ob(I) (notation
of (3.5.7)), extends to a pseudo-natural isomorphism
F †• : C•
∼→ P•-Set.
Indeed, let ϕ : j → i be any morphism of I , and X any object of Cj ; we remark that the
bijection
βϕ(X) : Res(Pϕ)(F
†
jX)
∼→ F †i ◦ Cϕ(X)
is Pi-equivariant; the proof amounts to unwinding the definitions, and shall be left to the reader.
Hence we get an isomorphism of functors β†ϕ : Res(Pϕ) ◦ F †j ∼→ F †i ◦Cϕ, and from (3.5.17) we
deduce the identities :
(β†ψ ∗ Cϕ)⊙ (Res(Pϕ) ∗ β†ϕ) = (F †k ∗ τψ,ϕ)⊙ β†ψ◦ϕ for every composition j
ϕ−→ i ψ−→ k.
The latter show that the system β†• fulfills the coherence axiom for a pseudo-natural transforma-
tion, as required. 
Remark 3.5.18. (i) Keep the situation of (3.5.15), and let a• : C• ⇒ C be the universal
pseudo-cocone induced by the pseudo-functor C•. We may regard the pseudo-functor (C•, F•)
as a pseudo-cocone F• : C• ⇒ Set whose vertex is the category Set. Then, by the universal
property of colimits, we get a functor F : C → Set and an isomorphism
σ• : F ∗ a• ∼→ F•.
On the other hand, let r• : P•-Set ⇒ P -Set be the natural cocone (so ri is the restriction
functor corresponding to the natural map P → Pi, for every i ∈ Ob(I)); the equivalence G of
corollary 3.5.16 is deduced from the pseudo-cocone r• ◦ F †• : C• → P -Set (where F †• is as in
the proof of corollary 3.5.16), so we have an isomorphism of pseudo-functors
t• : G ∗ a• ∼→ r• ◦ F †•
whence an isomorphism
fP ∗ t• : (fP ◦G) ∗ a• ∼→ fP ∗ (r• ◦ F †• ) = F•
(notation of (3.5.7)). There follows an isomorphism F ∗ a• ∼→ (fP ◦ G) ∗ a•; by the universal
property of the 2-colimit, the latter must come from a unique isomorphism ϑ : F
∼→ fP ◦ G.
Especially, we see that F is also a fibre functor, and we get a pseudo-cocone
(a•, σ•) : (C•, F•)⇒ (C , F ).
It is now immediate that (C , F ) is the 2-colimit (in the 2-category fibre.Fun) of the pseudo-
functor (C•, F•), and (a•, σ•) is the corresponding universal pseudo-cocone.
(ii) Likewise, r• may be regarded as a universal pseudo-cocone
r• : (P•-Set, fP•)⇒ (P -Set, fP )
(with trivial coherence constraint), and the coherence constraint β†• as in the proof of corollary
3.5.16 yields a pseudo-natural equivalence
F †• : (C•, F•)
∼→ (P•-Set, fP•)
as well as an isomorphism
(G, ϑ) ∗ (a•, σ•) ∼→ r• ⊙ F †• .
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Thus, for every i ∈ Ob(I) we get a 2-cell of fibre.Fun :
(G, ϑ) ◦ (ai, σi)→ ri ◦ F †i
whence – by proposition 3.5.10 – a commutative diagram of profinite groups :
P //
π1(G,ϑ)

Pi
π1(F
†
i )

π1(C , F )
π1(ai,σi) // π1(Ci, Fi).
3.5.19. Let (C , F ) be a fibre functor, and X a connected object of C (example 1.2.16(iv));
pick any ξ ∈ F (X), and let Hξ ⊂ π1(C , F ) be the stabilizer of ξ for the natural left action of
π1(C , F ) on F (X). For every object f : Y → X of C/X , we set
Fξ(f) := F (f)
−1(ξ) ⊂ F (Y ).
It is clear that the rule f 7→ Fξ(f) yields a functor F †ξ : C/X → Hξ-Set, which we call the
subfunctor of F|X selected by ξ.
Proposition 3.5.20. In the situation of (3.5.19), we have :
(i) C/X is also a Galois category, and Fξ := fHξ ◦ F †ξ is a fibre functor for C/X .
(ii) The functor F †ξ induces a natural isomorphism of profinite groups :
π1(F
†
ξ ) : Hξ
∼→ π1(C/X, Fξ).
Proof. The fibre functor F induces an equivalence of categories
C/X
∼→ π1(C , F )-Set/F (X).
On the other hand, sinceX is connected, there exists a unique isomorphism ω : F (X)
∼→ G/Hξ
of G-sets such that ω(ξ) = Hξ, and then the discussion of (3.5.4) yields an equivalence
π1(C , F )-Set/F (X)
∼→ Hξ-Set.
A simple inspection shows that the resulting equivalence C/X
∼→ Hξ-Set is none else than the
functor F †ξ , so the assertion follows from remark 3.5.9(i) and example 3.5.8. 
3.5.21. Let (C , F ) be a fibre functor, and let us now fix a cleavage c : C o → Cat for the fibred
category t : Morph(C )→ C (see example 3.1.3(iii)). Also, let I be a small cofiltered category,
and X• : I → C a functor such that Xi is a connected object of C , for every i ∈ Ob(I); we
pick an element
ξ• ∈ lim
I
F ◦X•.
In other words, ξ• := (ξi ∈ F (Xi) | i ∈ I) is a compatible system of elements such that
F (ϕ)(ξj) = ξi for every morphism ϕ : j → i in I .
For every i ∈ I , we denote byHi ⊂ π1(C , F ) the stabilizer of ξi for the left action of π1(C , F )
on F (Xi). Clearly, any morphism j → i induces an inclusionHj ⊂ Hi. Furthermore, let
F †i : C/Xi → Hi-Set for every i ∈ I
be the subfunctor selected by ξi, and set Fi := fHi ◦ F †i . Let ϕ : j → i be a morphism of I; to
the corresponding morphismXϕ : Xj → Xi, the cleavage c attaches a pull-back functor
X∗ϕ : C/Xi → C/Xj .
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Especially, for any object Y ∈ Ob(C /Xi) we have the cartesian diagram in C :
X∗ϕ(Y ) //

Y

Xj
Xϕ // Xi
whence, since F is exact, a natural bijection :
F (X∗ϕ(Y ))
∼→ F (Y )×F (Xi) F (Xj)
which in turns yields a bijection :
F †j (X
∗
ϕ(Y ))
∼→ F (Y )×F (Xi) {ξj} = F †i (Y )× {ξj}.
That is, we have a natural isomorphism of functors :
(3.5.22) α†ϕ : F
†
j ◦X∗ϕ ∼→ ResHjHi ◦ F †i
and since the X∗ϕ are exact functors, it is easily seen that the isomorphisms αϕ := fj ∗ α†ϕ yield
a pseudo-functor
(3.5.23) I → fibre.Fun i 7→ (C/Xi, Fi) ϕ 7→ (X∗ϕ, αϕ).
Moreover, α†ϕ can be seen as a 2-cell of fibre.Fun : F
†
j ◦ (X∗ϕ, αϕ) ∼→ ResHiHj ◦ F †i , whence a
commutative diagram of profinite groups :
Hj //
π1(F
†
j )

Hi
π1(F
†
i )

π1(C/Xj , Fj)
π1(X∗ϕ,αϕ) // π1(C/Xi, Fi)
whose top horizontal arrow is the inclusion map. Especially, notice that the map π1(X
∗
ϕ, αϕ)
does not depend on the chosen cleavage; this can also be seen by remarking that any two cleav-
ages c, c′ are related by a pseudo-natural isomorphism c
∼→ c′ (details left to the reader).
3.5.24. Let (C/X, Fξ) be the 2-colimit of the pseudo-functor (3.5.23), as in remark 3.5.18(i),
and fix a corresponding universal pseudo-cocone (a•, σ•) : (C/X•, F•) ⇒ (C/X, Fξ). We may
then state :
Corollary 3.5.25. In the situation of (3.5.24), there exists a natural isomorphism of profinite
groups :
H :=
⋂
i∈Ob(I)
Hi
∼→ π1(C/X, Fξ)
which fits into a commutative diagram :
(3.5.26)
H //

Hi
π1(F
†
i )

π1(C/X, Fξ)
π1(ai,σi) // π1(C/Xi, Fi)
for every i ∈ Ob(I)
whose top horizontal arrow is the inclusion map.
Proof. By corollary 3.5.16, we have an isomorphism of π1(C/X, Fξ) with the limit of the cofil-
tered system (π1(C/X,Fi) | i ∈ Ob(I)); on the other hand, the discussion of (3.5.21) shows that
the latter system is naturally isomorphic to the system (Hi | i ∈ Ob(I)). Lastly, the commuta-
tivity of (3.5.26) follows from remark 3.5.18(ii). 
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3.6. Tensor categories and abelian categories. In this section we assemble some basic defi-
nitions and results that pertain to abelian categories and other related classes of categories with
extra structure.
Definition 3.6.1. A tensor category is a datum C := (C ,⊗,Φ,Ψ) consisting of a category C ,
a functor
⊗ : C × C → C : (X, Y ) 7→ X ⊗ Y
and natural isomorphisms :
ΦX,Y,Z : X ⊗ (Y ⊗ Z) ∼→ (X ⊗ Y )⊗ Z ΨX,Y : X ⊗ Y ∼→ Y ⊗X
for everyX, Y, Z ∈ Ob(C ), called respectively the associativity and commutativity constraints
of C , that satisfy the following axioms.
(a) Coherence axiom : the diagram
X ⊗ (Y ⊗ (Z ⊗ T )) ΦX,Y,Z⊗T //
X⊗ΦY,Z,T

(X ⊗ Y )⊗ (Z ⊗ T ) ΦX⊗Y,Z,T // ((X ⊗ Y )⊗ Z)⊗ T
X ⊗ ((Y ⊗ Z)⊗ T ) ΦX,Y⊗Z,T // (X ⊗ (Y ⊗ Z))⊗ T
ΦX,Y,Z⊗T
OO
commutes, for everyX, Y, Z, T ∈ Ob(C ).
(b) Compatibility axiom : the diagram
X ⊗ (Y ⊗ Z) ΦX,Y,Z //
X⊗ΨY,Z

(X ⊗ Y )⊗ Z ΨX⊗Y,Z // Z ⊗ (X ⊗ Y )
ΦZ,X,Y

X ⊗ (Z ⊗ Y ) ΦX,Z,Y // (X ⊗ Z)⊗ Y ΨX,Z⊗Y // (Z ⊗X)⊗ Y
commutes, for everyX, Y, Z ∈ Ob(C ).
(c) Commutation axiom : we have ΨY,X ◦ΨX,Y = 1X⊗Y for everyX, Y ∈ Ob(C )
(d) Unit axiom : there exist an object U ∈ Ob(C ) and an isomorphism u : U ∼→ U ⊗ U
such that the functor
(3.6.2) C → C : X 7→ U ⊗X
is an equivalence. One says that (U, u) is a unit object of C .
Lemma 3.6.3. Let C := (C ,⊗,Φ,Ψ) be any tensor category. The diagram
X ⊗ (Y ⊗ Z) ΦX,Y,z //
X⊗ΨY,Z

(X ⊗ Y )⊗ Z ΨX,Y ⊗Z // (Y ⊗X)⊗ Z
X ⊗ (Z ⊗ Y ) ΦX,Z,Y // (X ⊗ Z)⊗ Y ΨX⊗Z,Y // Y ⊗ (X ⊗ Z)
ΦY,X,Z
OO
commutes, for every X, Y, Z ∈ Ob(C ).
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Proof. To ease notation, we shall omit the tensor symbol ⊗ between objects, and we shall drop
the subscript from Φ and Ψ when we display a diagram. It suffices to consider the diagram
Y (XZ)
Φ //
Y⊗Ψ

(Y X)Z
Ψ

Y (ZX)
Φ // (Y Z)X
Ψ⊗X // (ZY )X Z(Y X)
Φoo
(XZ)Y
Ψ⊗Y //
Ψ
BB✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆✆
(ZX)Y
Ψ
OO
Z(XY )
Z⊗Ψ
OO
Φoo (XY )Z
Ψoo
Ψ⊗Z
\\✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾✾
X(ZY )
Φ
OO
X(Y Z)
X⊗Ψoo
Φ
OO
whose two triangular subdiagrams commute by naturality of Ψ, and whose three rectangular
subdiagrams commute by compatibility. 
Definition 3.6.4. Let C := (C ,⊗,Φ,Ψ) and C ′ := (C ′,⊗′,Φ′,Ψ′) be two tensor categories.
A tensor functor C → C ′ is a pair (F, c) consisting of a functor F : C → C ′ and a natural
isomorphism
cX,Y : FX ⊗ FY ∼→ F (X ⊗ Y ) for all X, Y ∈ Ob(C )
such that the following holds.
(a) For every objectsX, Y, Z of C , the diagram
FX ⊗ (FY ⊗ FZ) FX⊗cY Z //
Φ′FX,FY,FZ

FX ⊗ F (Y ⊗ Z) cX,Y⊗Z // F (X ⊗ (Y ⊗ Z))
F (ΦX,Y,Z)

(FX ⊗ FY )⊗ FZ cX,Y ⊗FZ // F (X ⊗ Y )⊗ FZ cX⊗Y,Z // F ((X ⊗ Y )⊗ Z)
commutes.
(b) For all objects X , Y of C , the diagram
FX ⊗ FY cX,Y //
ΨFX,FY

F (X ⊗ Y )
F (ΨX,Y )

FY ⊗ FX cY,X // F (Y ⊗X)
commutes.
(c) If (U, u) is a unit object of C , then (FU, c−1U,U ◦ Fu) is a unit object of C ′.
Remark 3.6.5. (i) Lemma 3.6.3 illustrates a general principle valid in every tensor categor C :
namely, say thatX1, . . . , Xn is a sequence of distinct objects of C , andX ′ andX ′′ are obtained
from these two sequences by taking tensor products several times, and in any order, in which
case we say that X ′ and X ′′ have no repetitions. Now, there will be usually various ways to
combine the associativity and commutativity constraints, in order to exhibit some isomorphism
X ′
∼→ X ′′. However, the resulting isomorphism shall be independent of the way in which it is
expressed as such a combination. This follows from a theorem of Mac Lane. To formalize this
result, one could observe that, for any set Σ, there exists a universal tensor category TΣ “gener-
ated by Σ”, i.e. such that – for any other tensor category C – any mapping Σ→ Ob(C ) extends
uniquely, up to isomorphism, to a tensor functor TΣ → C . Then Mac Lane’s theorem says that,
for every set Σ, and every object X ∈ Ob(TΣ) that has no repetitions, the group AutTΣ(X)
is trivial. Instead of relying on such a general result, we shall make ad hoc verifications, as in
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the proof of lemma 3.6.3 and of the forthcoming proposition 3.6.6. However, in view of this
principle, in the following we shall often omit a detailed description of the isomorphism that
we choose to connect two given objects that are thus related : the reader will be able in any
case to produce one isomorphism, and the principle says that these choices cannot be source of
ambiguities.
(ii) Let D be any category, and C a tensor category. Then notice that Fun(D ,C ) inherits
from C a natural tensor category structure : we leave to the reader the task of spelling out the
details. Moreover notice that if (F, c) : C 1 → C 2 and (F ′, c′) : C 2 → C 3 are any two tensor
functors between tensor categories, then the composition
(F ′ ◦ F, (F ′ ∗ c)⊙ (c′ ∗ (F × F ))) : C 1 → C 3
is again a tensor functor.
Proposition 3.6.6. Let (U, u) be a unit object of a tensor category C . Then there exists a unique
natural isomorphism
uX : X
∼→ U ⊗X for every X ∈ Ob(C )
such that uU = u, and such that the diagrams
X ⊗ Y uX⊗Y //
uX⊗Y ))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
U ⊗ (X ⊗ Y )
ΦU,X,Y

X ⊗ Y uX⊗Y //
X⊗uY

(U ⊗X)⊗ Y
ΨU,X⊗Y

(U ⊗X)⊗ Y X ⊗ (U ⊗ Y ) ΦX,U,Y // (X ⊗ U)⊗ Y
commute for every X, Y ∈ Ob(C ).
Proof. Since (3.6.2) is an equivalence, there exists a unique isomorphism uX fitting into the
commutative diagram
UX
u⊗X //
U⊗uX ((PP
PPP
PPP
PPP
PP
(UU)X
U(UX).
Φ
OO
With this definition, the naturality of the rule : X 7→ uX is clear. In order to check the commu-
tativity of the first diagram, it suffices to show that
(3.6.7) (U ⊗ ΦU,X,Y ) ◦ (U ⊗ uXY ) = U ⊗ (uX ⊗ Y ).
However, set Θ := (ΦU,U,X ⊗ Y ) ◦ ΦU,UX,Y ; we have :
Θ ◦ (U ⊗ (uX ⊗ Y )) = (ΦU,U,X ⊗ Y ) ◦ ((U ⊗ uX)⊗ Y ) ◦ ΦU,X,Y
= ((u⊗X)⊗ Y ) ◦ ΦU,X,Y
= ΦUU,X,Y ◦ (u⊗ (XY ))
= ΦUU,X,Y ◦ ΦU,U,XY ◦ (U ⊗ uXY )
= Θ ◦ (U ⊗ ΦU,X,Y ) ◦ (U ⊗ uXY )
where the first and third identities hold by naturality ofΦ, the second and fourth by the definition
of uX and respectively uX⊗Y , and the fifth by coherence. Since Θ is an isomorphism, we get
(3.6.7). Next, in light of the foregoing, the second diagram commutes if and only if the diagram
(3.6.8)
XY
uXY //
X⊗uY ''PP
PPP
PPP
PPP
PP
U(XY )
Φ // (UX)Y
Ψ⊗Y

X(UY )
Φ // (XU)Y
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commutes, and it suffices to check that U ⊗ (3.6.8) commutes. To this aim, we consider the
diagram
U(XY )
U⊗(X⊗uY ) //
u⊗(XY )

U⊗uXY
''❖❖
❖❖❖
❖❖❖
❖❖❖
U(X(UY ))
U⊗Φ // U((XU)Y )
U⊗(Ψ⊗Y )

U(U(XY ))
U⊗Φ //
Φ
ww♦♦♦
♦♦♦
♦♦♦
♦♦
U((UX)Y )
Φ

(UU)(XY )
Φ // ((UU)X)Y (U(UX))Y.
Φ⊗Yoo
whose lower subdiagram commutes by the coherence axiom for (U, U,X, Y ), whose upper
subdiagram is equivalent to (3.6.8), since Ψ−1U,X = ΨX,U , and whose triangular subdiagram
commutes by definition of uXY . Hence, we are reduced to showing that the outer rectangular
subdiagram of the above diagram commutes. However, we have a commutative diagram :
U(X(UY ))
Φ

U(XY )
U⊗(X⊗uY )oo u⊗(XY ) //
Φ

(UU)(XY )
Φ

(UX)(UY )
Ψ⊗(UY )

(UX)Y
(UX)⊗uYoo (u⊗X)⊗Y //
Ψ⊗Y

((UU)X)Y
Ψ⊗Y

(XU)(UY ) (XU)Y
(X⊗u)⊗Y
//(XU)⊗uYoo (X(UU))Y
X(UY )
X⊗(U⊗uY )
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
X⊗(u⊗Y )
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Φ
OO
X(U(UY ))
X⊗Φ //
Φ
OO
X((UU)Y )
Φ
OO
so we are further reduced to checking the commutativity of the diagram :
U(X(UY ))
U⊗Φ //
Φ
ww♦♦♦
♦♦♦
♦♦♦
♦♦
U((XU)Y )
U⊗(Ψ⊗Y )
// U((UX)Y )
Φ
''❖❖
❖❖❖
❖❖❖
❖❖❖
(UX)(UY )
Ψ⊗(UY )

U((UY )X)
U⊗Ψ
OO
Φ

U(U(Y X))
U⊗Φoo
U⊗(U⊗Ψ)
//
Φ

U(U(XY ))
U⊗Φ
OO
Φ

(U(UX))Y
Φ⊗Y

(XU)(UY ) (U(UY ))X
Ψ
 Φ⊗X ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
(UU)(Y X)
(UU)⊗Ψ
//
Φ

(UU)(XY )
Φ // ((UU)X)Y
Ψ⊗Yww♦♦♦
♦♦♦
♦♦♦
♦♦
X(U(UY ))
Φ
gg❖❖❖❖❖❖❖❖❖❖❖
X⊗Φ ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
((UU)Y )X
Ψ

(X(UU))Y
X((UU)Y ).
Φ
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
However, the leftmost and the lower triangular subdiagrams commute by compatibility, and the
upper rightmost subdiagram commutes by coherence. The lower leftmost subdiagram com-
mutes by naturality of Ψ, and the central square sudiagram commutes by naturality of Φ. The
remaining central subdiagram commutes by coherence, and the top rectangular subdiagram is
of the form U ⊗D, where D is a diagram that commutes by virtue of lemma 3.6.3.
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The uniqueness of uX is clear by inspecting the second diagram, with Y = U . 
Remark 3.6.9. (i) Keep the notation of proposition 3.6.6. As a consequence of the naturality
of uX , we get a commutative diagram
X
uX //
uX

U ⊗X
u⊗uX

U ⊗X uU⊗X // U ⊗ (U ⊗X)
for every object X of C . In other words :
uU⊗X = U ⊗ uX for every X ∈ Ob(C ).
(ii) Let X = Y = U in the second diagram of proposition 3.6.6; we obtain a commutative
diagram
U ⊗ U u⊗U //
U⊗u

(U ⊗ U)⊗ U
ΨU,U⊗U

U ⊗ (U ⊗ U) ΦU,U,U // (U ⊗ U)⊗ U
Since u = uU , we may combine with (i), to deduce that ΨU,U ⊗ U = 1(U⊗U)⊗U = 1U⊗U ⊗ U .
By naturality of Ψ, it follows that U ⊗ΨU,U = U ⊗ 1U⊗U , and since (3.6.2) is an equivalence,
we conclude that
ΨU,U = 1U⊗U .
Example 3.6.10. Let C be any category with small Hom-sets, in which finite products are
representable. For every pair (X, Y ) of objects of C , pick an object X ⊗ Y representing their
product, and fix also two projections pX,Y : X ⊗ Y → X , qX,Y : X ⊗ Y → Y inducing an
isomorphism of functors
hX⊗Y
∼→ hX×hY : ϕ 7→ (pX,Y ◦ϕ, qX,Y ◦ϕ) for every Z ∈ Ob(C ) and ϕ ∈ hX×Y (Z)
(notation of (1.2.4)). If (X ′, Y ′) is another such pair, and (g, h) : (X, Y ) → (X ′, Y ′) any
morphism in C × C , then there exists a unique morphism f : X ⊗ Y → X ′ ⊗ Y ′ such that
(pX′,Y ′ ◦ f, qX′,Y ′ ◦ f) = (g ◦ pX,Y , h ◦ pX,Y )
and we set g ⊗ h := f . These rules define a functor ⊗ : C × C → C . For every three objects
X, Y, Z there is a natural isomorphismX⊗(Y ⊗Z) ∼→ (X⊗Y )⊗Z that yields an associativity
constraint for ⊗; namely, we let
ΦX,Y,Z := (pX,Y⊗Z ⊗ (pY,Z ⊗ qX,Y⊗Z))⊗ (qY,Z ◦ qX,Y⊗Z).
Likewise, we get a commutativity constraint by setting
ΨX,Y := qX,Y ⊗ pX,Y for everyX, Y ∈ Ob(C ).
The verifications of the axioms of definition 3.6.1 are lengthy but straightforward, and shall
be left to the reader. If U is any final object of C (example 1.2.16(iv)), then there exists a
unique morphism u : U → U ⊗ U which is easily seen to be an isomorphism, and the pair
(U, u) yields a unit for ⊗. In this way, any category with finite products and small Hom-sets is
naturally endowed with a structure of tensor category. Notice that, for this tensor structure on
C (and indeed, for most of the tensor categories that are found in applications), the existence of
functorial isomorphisms uX fulfilling the conditions of proposition 3.6.6, is self-evident.
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Definition 3.6.11. Let (C ,⊗,Φ,Ψ) be a tensor category,X ∈ Ob(C ) any object, and suppose
that the functor
−⊗X : C → C Y 7→ Y ⊗X
admits a right adjoint :
Hom(X,−) : C → C Y 7→ Hom(X, Y ).
Then, we call Hom(X,−) the internal Hom functor for the object X .
Remark 3.6.12. (i) As usual, the internal Hom functor is determined up to unique isomor-
phism, if it exists. The counit of adjunction is a morphism of C
evX,Y : Hom(X, Y )⊗X → Y
called the evaluation morphism.
(ii) Suppose that every object of C admits an internal Hom functor; then we say briefly that
C admits an internal Hom functor, and clearly we get a functor
C o × C → C : (X, Y ) 7→ Hom(X, Y ) for everyX, Y ∈ Ob(C ).
Moreover, for every X, Y, Z ∈ Ob(C ) the composition
(Hom(X, Y )⊗Hom(Y, Z))⊗X ∼ // (Hom(X, Y )⊗X)⊗Hom(Y, Z)
evX,Y⊗Hom(Y,Z)

Z
evY,Z←−−−− Hom(Y, Z)⊗ Y Y ⊗Hom(Y, Z)∼oo
corresponds, by adjunction, to a unique composition morphism
Hom(X, Y )⊗Hom(Y, Z)→ Hom(X,Z).
(iii) In the situation of (ii), notice that the functor C → C given by the rule : Z 7→
Hom(X,Hom(Y, Z)), for every Z ∈ Ob(C ), is right adjoint to the functor given by the
rule : Z 7→ (Z ⊗X)⊗ Y ∼→ Z ⊗ (X ⊗ Y ). There follows a natural isomorphism
Hom(X,Hom(Y, Z))
∼→ Hom(X ⊗ Y, Z) for everyX, Y, Z ∈ Ob(C ).
(iv) Moreover, for any unit (U, u) of C , we get natural bijections :
HomC (U,Hom(X, Y ))
∼→ HomC (U ⊗X, Y ) ∼→ HomC (X, Y ) for everyX, Y ∈ Ob(C ).
Also, for every object Y ofC , denote by uY : Y
∼→ U⊗Y the isomorphism given by proposition
3.6.6; for everyX ∈ Ob(X), it induces natural bijections
HomC (Y,Hom(U,X))
∼→ HomC (Y ⊗ U,X) HomC (uY ◦ΨU,Y ,X)−−−−−−−−−−−−→ HomC (Y,X)
which correspond, via the Yoneda embedding, to a natural isomorphism
Hom(U,X)
∼→ X for everyX ∈ Ob(C ).
(v) Let X, Y, Z be any three objects of C ; the natural transformation
HomC (W ⊗X, Y )→ HomC (W ⊗ (X ⊗ Z), Y ⊗ Z) ϕ 7→ (ϕ⊗ Z) ◦ ΦW,X,Z
corresponds, via the Yoneda embedding, to a unique morphism
tX,Y,Z : Hom(X, Y )→ Hom(X ⊗ Z, Y ⊗ Z).
The reader can check that tX,Y,Z also corresponds, by adjunction, to the morphism
(evX,Y ⊗ Z) ◦ ΦHom(X,Y ),X,Z : Hom(X, Y )⊗ (X ⊗ Z)→ Y ⊗ Z.
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(vi) In the situation of remark 3.6.5(ii), suppose that C admits an internal Hom functor; then
it is easily seen that the resulting tensor category Fun(D ,C ) inherits as well an internal Hom
functor, in the obvious way.
The formalism of tensor categories provides the language to deal uniformly with the notions
of algebras and their modules that occur in various concrete settings.
Definition 3.6.13. Let (C ,⊗,Φ,Ψ) be a tensor category, A and B any two objects of C .
(i) A left A-module (resp. a right B-module) is a datum (X, µX), consisting of an object
X of C , and a morphism in C :
µX : A⊗X → X (resp. µX : X ⊗ B → X)
called the scalar multiplication of X .
(ii) A morphism of left A-modules (X, µX)→ (X ′, µX′) is a morphism f : X → X ′ in C
which makes commute the diagram :
A⊗X µX //
1A⊗f

X
f

A⊗X ′ µX′ // X ′.
One defines likewise morphisms of right B-modules.
(iii) An (A,B)-bimodule is a datum (X, µlX , µ
r
X) such that (X, µ
l
X) is a left A-module,
(X, µrX) is a right B-module, and the scalar multiplications commute, i.e. the diagram
A⊗ (X ⊗ B) 1A⊗µ
r
X //
ΦA,X,B

A⊗X
µlX

(A⊗X)⊗ B µ
l
X⊗1B // X ⊗B µ
r
X // X
commutes. Of course, a morphism of (A,B)-bimodules must be compatible with both
left and right multiplication.
We denote by A-Modl (resp. B-Modr, resp. (A,B)-Mod) the category of left A-modules
(resp. right B-modules, resp. (A,B)-bimodules). For any two left A-modules (resp. right
B-modules, resp. (A,B)-bimodules)X and X ′, we shall write
HomAl(X,X
′) ( resp. HomBr(X,X
′) ) ( resp. Hom(A,B)(X,X
′) )
for the set of morphisms of left A-modules (resp. of right B-modules, resp. of (A,B)-
bimodules)X → X ′.
3.6.14. In the situation of definition 3.6.13, notice that
HomBr(X,X
′) = Equal( HomC (X,X
′)
α //
β
// HomC (X ⊗ B,X ′) )
where α (resp. β) is given by the rule :
f 7→ f ◦ µX ( resp. f 7→ µX′ ◦ (f ⊗B) ) for every f ∈ HomC (X,X ′)
and similarly for left A-modules. Now, suppose that all equalizers in C are representable, and
that C admits an internal Hom functor; then we may define
HomBr(X,X
′) := Equal( Hom(X,X ′)
α //
β
// Hom(X ⊗ B,X ′) )
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where α := Hom(µX, X ′) and β := Hom(X ⊗ B, µX′) ◦ tX,X′,B (notation of remark
3.6.12(v)). Then, it is easily seen that the bijections of remark 3.6.12(iv) induce natural identi-
fications
HomC (U,HomBr(X,X
′))
∼→ HomBr(X,X ′) for everyX,X ′ ∈ Ob(Br-Mod).
Likewise we may represent in C the set of morphisms between two left A-modules, and two
(A,B)-modules (details left to the reader).
3.6.15. Let C be a tensor category as in (3.6.14) and A,B,C any three objects of C ; suppose
that (X, µlX , µ
r
X) is an (A,B)-bimodule, and (X
′, µlX′, µ
r
X′) a (C,B)-bimodule. Then we claim
that H := HomBr((X, µ
r
X), (X
′, µrX′)) is naturally a (C,A)-bimodule. For this, we have to
exhibit natural morphisms
C ⊗H µl−−→ H µr←−− H ⊗A
fulfilling the condition of definition 3.6.13(iii). However, by adjunction, the datum of µl is the
same as that of a morphism C → Hom(H ,H ), and since the functor Hom(X,−) is left
exact, the latter is the same as a morphism
C → Equal( Hom(H ,Hom(X,X ′))
Hom(H ,α)
//
Hom(H ,β)
// Hom(H ,Hom(X ⊗B,X ′))
which in turn – by remark 3.6.12(iii) – corresponds to a morphism
C → Equal( Hom(H ⊗X,X ′)
Hom(H ⊗α,X′)
//
Hom(H ⊗β,X′)
// Hom(H ⊗ (X ⊗B), X ′)
and again, the latter is the same as an element of
Equal( HomC (C ⊗ (H ⊗X), X ′)
HomC (C⊗(H ⊗α),X
′)
//
HomC (C⊗(H ⊗β),X
′)
// HomC (C ⊗ (H ⊗ (X ⊗ B)), X ′).
By unwinding the definition, it is easily seen that the composition
µl : C ⊗ (H ⊗X)
evX,X′−−−−−→ C ⊗X ′ µ
l
X′−−−→ X ′
lies in the above equalizer, and it provides a left C-module structure for H . Likewise, µr shall
be the morphism corresponding to the composition
µr : (H ⊗X)⊗ A ∼→ H ⊗ (A⊗X)
H ⊗µlX−−−−−→ H ⊗X evX,X′−−−−−→ X ′.
Then, the condition that (H , µl, µr) is a bimodule, comes down to the commutativity of the
diagram
C ⊗ ((H ⊗X)⊗ A) 1C⊗µr //
C⊗ΦH ,X,A

C ⊗X ′
µl
X′

C ⊗ (H ⊗ (X ⊗ A)) C⊗(H ⊗(µ
l
X◦ΨX,A)) // C ⊗ (H ⊗X) µl // X ′
which is immediate (details left to the reader). We have thus obtained a bifunctor :
(3.6.16) HomBr(−,−) : (A,B)-Modo × (C,B)-Mod→ (C,A)-Mod.
Likewise, we may define a bifunctor :
HomAl(−,−) : (A,B)-Modo × (A,C)-Mod→ (B,C)-Mod.
230 OFER GABBER AND LORENZO RAMERO
3.6.17. Keep the situation of (3.6.15), and suppose moreover that all coequalizers in C are
representable. Fix an (A,B)-bimodule (X, µlX , µ
r
X); the functor
(C,B)-Mod→ (C,A)-Mod : X ′ 7→ HomBr(X,X ′)
admits a left adjoint, the tensor product
(C,A)-Mod→ (C,B)-Mod : (X ′, µlX′, µlX′) 7→ (X ′, µlX′ , µrX′)⊗A (X, µlX , µrX)
given by the coequalizer (in C ) of the morphisms :
X ′ ⊗ (A⊗X)
1X′⊗µ
l
X //
(µr
X′
⊗1X)◦ΦX′,A,X
// X ′ ⊗X
with scalar multiplications induced by µrX and µ
l
X′ . Likewise, we have a functor :
(A,C)-Mod→ (B,C)-Mod : (X ′, µlX′, µlX′) 7→ (X, µlX , µrX)⊗A (X ′, µlX′ , µlX′)
which admits a similar description, and is left adjoint to the functor X ′ 7→ HomAl(X,X ′)
(verifications left to the reader).
3.6.18. Let (U, u) be unit object for C . Notice that, for any object A of C , the rule (Y, µY ) 7→
(Y, u−1Y , µY ) (where uY : Y → U ⊗ Y is the natural isomorphism supplied by proposition
3.6.6), induces a faithful functor A-Modr → (U,A)-Mod. Letting C := U in (3.6.17), we see
that any (A,B)-bimoduleX also determines a functor :
A-Modr → B-Modr : Y 7→ Y ⊗A X
and likewise for left A-modules.
Example 3.6.19. If C = Set is the category of sets (regarded as a tensor category as in example
3.6.21), then a left A-module is just a set X ′ with a left action of A, i.e. a map of sets
A×X ′ → X ′ : (a, x) 7→ a · x.
An (A,A)-bimodule X is a set with both left and right actions of A, such that (a · x) · a′ =
a · (x · a′) for every a, a′ ∈ A and every x ∈ X . With this notation, the tensor product
X ′ ⊗A X is the quotient (X ′ × X)/∼, where ∼ is the smallest equivalence relation such that
(x′a, x) ∼ (x′, ax) for every x ∈ X , x′ ∈ X ′ and a ∈ A.
Definition 3.6.20. Let C := (C ,⊗,Φ,Ψ) be a tensor category, and (U, u) a unit for C .
(i) A C -semigroup is a datum (M,µM) consisting of an object M of C and a morphism
µM : M⊗M →M , the multiplication law ofM , such that (M,µM , µM) is a (M,M)-
bimodule. A morphism of C -semigroups is a morphism ϕ : M → M ′ in C , such
that
µM ′ ◦ (ϕ⊗ ϕ) = ϕ ◦ µM .
(ii) A C -monoid is a datum M := (M,µM , 1M), where (M,µM) is a semigroup, and
1M : U → M is a morphism in C , called the unit ofM , such that
µM ◦ (1M ⊗ 1M) ◦ uM = 1M = µM ◦ (1M ⊗ 1M) ◦ uM
where uM : M
∼→ U ⊗M is the natural isomorphism provided by proposition 3.6.6.
We say thatM is commutative, if
µM = µM ◦ΨM,M .
A morphism of monoids M → M ′ is a morphism of semigroups ϕ : M → M ′ such
that ϕ ◦ 1M = 1M ′ .
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Example 3.6.21. (i) Let C be any category with small Hom-sets, in which finite products
are representable, endow C with the tensor category structure described in example 3.6.10,
and pick a final object 1C of C . Then, a C -monoid is a datum M := (M,µM , 1M), where
µM : M ×M → M and 1M : 1C → M are morphisms of C , and the axioms for µM and 1M
can be rephrased as requiring that, for every object X of C , the set M(X) := HomC (X,M),
endowed with the composition law :
M(X)×M(X) ∼→ HomC (X,M ×M) HomC (X,µM )−−−−−−−−−→ M(X) (m,m′) 7→ m ·m′
is a (usual) monoid, with unit Im 1M(X) ∈ M(X). Of course, M is commutative, if and only
ifm ·m′ = m′ ·m for all objectsX of C and everym,m′ ∈M(X).
(ii) In the situation of (i), a C -monoid shall also be called simply a C -monoid. The category
of C -monoids admits an initial object which is also a final object, namely 1C := (1C , µ1, 11),
where µ1 is the (unique) morphism 1C ×1C → 1C . (Most of the above can be repeated with the
theory of semigroups replaced by any ”algebraic theory” in the sense of [17, Def.3.3.1] : e.g. in
this way one can define C -groups, C -rings, and so on.)
3.6.22. Let C and U be as in definition 3.6.20, and M := (M,µM , 1M) a C -monoid; of
course, we are especially interested in the M-modules which are compatible with the unit and
multiplication law of M . Hence we define a left M -module as a left M-module (S, µS) such
that the following diagrams commute :
U ⊗ S
1M⊗1S

U ⊗ S M ⊗ (M ⊗ S) 1M⊗µS //
ΦM,M,S

M ⊗ S
µS

M ⊗ S µS // S
uS
OO
(M ⊗M)⊗ S µM⊗1S // M ⊗ S µS // S
where uS is the isomorphism given by proposition 3.6.6. Likewise we define rightM-modules,
and (M,N)-bimodules, if N is a second C -monoid; especially, (M,M)-bimodules shall also
be called simplyM-bimodules.
A morphism of left M -modules (S, µS) → (S ′, µS′) is just a morphism of left M-modules,
and likewise for right modules and bimodules. For instance, M is a M -bimodule in a natural
way, and an ideal ofM is a sub-M-bimodule I ofM . We denote byM-Modl (resp. M-Modr,
resp. M -Mod) the category of left (resp. right, resp. bi-) M-modules; more generally, if N is
a second C -monoid, we have the category (M,N)-Mod of the corresponding bimodules.
Example 3.6.23. Take C := Set, regarded as a tensor category, as in example 3.6.10. Then a
C -monoid is just a usual monoidM , and a leftM-module is a datum (S, µS) consisting of a set
S and a scalar multiplicationM × S → S : (m, s) 7→ m · s such that
1 · s = s and x · (y · s) = (x · y) · s for every x, y ∈M and every s ∈ S.
A morphism ϕ : (S, µS)→ (T, µT ) ofM-modules is then a map of sets S → T such that
x · ϕ(s) = ϕ(x · s) for every x ∈M and every s ∈ S
Likewise, an ideal ofM is a subset I ⊂ M such that a ·x, x ·a ∈ I whenever a ∈ I and x ∈ M .
Remark 3.6.24. Let C be a complete and cocomplete category, whose colimits are universal
(see example 1.4.17), andM a C -monoid (see example 3.6.21(ii)).
(i) The categories M -Modl, M -Modr and (M,N)-Mod are complete and cocomplete,
and the forgetful functor M-Modl → C (resp. the same for right modules and bimodules)
commutes with all limits and colimits.
(ii) Notice also that the forgetful functor M -Modl → C is conservative. Together with
(i) and propositions 1.3.18 and 1.3.21(i), this implies that a morphism of left M -modules is
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a monomorphism (resp. an epimorphism) if and only if the same holds for the underlying
morphism in C (and likewise for right modules and bimodules).
(iii) For each of these categories, the initial object is just the initial object∅C of C , endowed
with the trivial scalar multiplication. Likewise, the final object is the final object 1C of C , with
scalar multiplication given by the unique morphism M × 1C → 1C . Moreover, the forgetful
functorM -Modl → C admits a left adjoint, that assigns to anyΣ ∈ Ob(C ) the freeM-module
M (Σ) generated by Σ; as an object of C , the latter is justM × Σ, and the scalar multiplication
is derived from the composition law ofM , in the obvious way.
For instance, for any n ∈ N, and any left (or right or bi-) M -module S, we denote as usual
by S⊕n the coproduct of n copies of S.
Remark 3.6.25. Let C be a tensor category,M , N , P , Q four C -monoids.
(i) Let S be a (M,N)-bimodule, S ′ a (P ,N)-bimodule and S ′′ a (P,M)-bimodule. Then
it is easily seen that the (P,M)-bimodule (resp. the (P,N)-bimodule) HomNr(S, S
′) (resp.
S ′′ ⊗M S) is actually a (P ,M)-bimodule (resp. a (P ,N)-bimodule) and the adjunction of
(3.6.17) restricts to an adjunction between the corresponding categories of bimodules : the
details shall be left to the reader.
(ii) We have as well the analogue of the usual associativity constraints. Namely, for ev-
ery (M,N)-bimodule S, every (N,P )-bimodule S ′ and every (P,Q)-bimodule S ′′, there is a
natural isomorphism
(S ⊗N S ′)⊗P S ′′ ∼→ S ⊗N (S ′ ⊗P S ′′) in (M,Q)-Mod
and natural isomorphismsM ⊗M S ∼→ S ∼→ S ⊗N N in (M,N)-Mod.
(iii) Also, if M is commutative, every left (or right) M -module is naturally a (M,M)-
bimodule, and we have a commutative constraint
S ⊗M S ′ ∼→ S ′ ⊗M S for all left (or right)M -modules.
And taking into account (ii), it is easily seen that (M -Modl,⊗M) is a tensor category.
3.6.26. Let ϕ : M 1 →M 2 be a morphism of C -monoids; we have the (M 1,M2)-bimodule :
M1,2 := (M2, µM2 ◦ (ϕ⊗ 1M2), µM2).
LettingX :=M1,2 in (3.6.18), we obtain a base change functor for right modules :
M 1-Modr →M 2-Modr : X 7→ X ⊗M1 M2 := X ⊗M1 M1,2.
The base change is left adjoint to the restrictions of scalars associated with ϕ, i.e. the functor :
M2-Modr → M1-Modl : (X, µX) 7→ (X, µX)(ϕ) := (X, µX ◦ (1X ⊗ ϕ))
(verifications left to the reader). The same can be repeated, as usual, for left modules; for
bimodules, one must take the tensor product on both sides : X 7→M2 ⊗M1 X ⊗M1 M2.
Example 3.6.27. Take C = Set, and let M be any monoid, Σ any set, and M (Σ) the free
M-module generated by Σ. From the isomorphism
M (Σ) ⊗M {1} ∼→ {1}(Σ) = Σ
we see that the cardinality of Σ is an invariant, called the rank of the freeM-moduleM (Σ), and
which we denote rkMM
(Σ).
Definition 3.6.28. (i) A pre-additive category is the datum of a category A and of an abelian
group structure on HomA (A,B) for every A,B ∈ Ob(A ) (especially, the Hom-sets of A are
not empty), such that the following holds. For every A,B,C ∈ Ob(A ), the composition law
HomA (A,B)× HomA (B,C)→ HomA (A,C)
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is a bilinear pairing.
(ii) A functor F : A → B between pre-additive categories is additive if it induces group
homomorphisms
HomA (X, Y )→ HomB(FX, FY ) : ϕ 7→ Fϕ for everyX, Y ∈ Ob(A ).
Remark 3.6.29. Let A be any pre-additive category, and choose a universe U such that A is
U-small, so that all the finite limits and finite colimits of A are well defined as U-presheaves.
(i) If A ∈ Ob(A ) is any object, denote by 0A the neutral element of the abelian group
EndA (A). Suppose that the equalizer of the pair of morphisms 1A, 0A : A→ A is representable
by an object 0 of A (see example 1.2.16(ii)). Then, the datum of a morphism B → 0 is the
same as that of a morphism ϕ : B → A that factors through 0A. By the bilinearity of the
Hom-pairing, the latter condition holds if and only if ϕ is the neutral element of HomA (B,A).
We conclude that 0 is a final object in A . Dually, if the coequalizer of the pair (1A, 0A) is
representable by some object 0′ of A , then 0′ is initial in A . Moreover, if A admits a final
object 0, then it is easily seen that the unique morphismA→ 0 is also the coequalizer of the pair
(1A, 0A), so 0 is also an initial object. Conversely, if A admits an initial object, then this object
is also final in A , and for any two objectsA,B of A , the neutral element 0A,B ofHomA (A,B)
is the unique morphism that factors through 0. We say that 0 is a zero object for A .
(ii) Suppose that the product A1 × A2 is representable in A for given A1, A2 ∈ Ob(A ).
Denote by pi : A1 × A2 → Ai (i = 1, 2) the projections; then, there are unique morphisms
ei : Ai → A1 × A2 (i = 1, 2) such that
(3.6.30) pi ◦ ei = 1Ai for i = 1, 2 and pi ◦ ej = 0Aj ,Ai for i 6= j.
Notice that
(3.6.31) e1 ◦ p1 + e2 ◦ p2 = 1A1×A1 .
Indeed, we have
pi ◦ (e1 ◦ p1 + e2 ◦ p2) = (pi ◦ e1 ◦ p1) + (pi ◦ e2 ◦ p2) = pi i = 1, 2
by bilinearity of the Hom pairing, and 1A1×A2 is the unique endomorphism ϕ of A1 × A2 such
that pi ◦ ϕ = pi for i = 1, 2. It follows that A1 × A2 also represents the coproduct A1 ∐ A2.
Indeed, say that fi : Ai → B, for i = 1, 2, are two morphisms to another object B of A , and
set f := f1 ◦ p1 + f2 ◦ p2 : A1 × A2 → B; it is easily seen that f ◦ ei = fi for i = 1, 2, and by
virtue of (3.6.31), the morphism f is the unique one that satisfies these identities. Conversely,
if the coproduct of A1 and A2 is representable, a similar argument shows that also A1 × A2 is
representable. We say that A1 ×A2 is a biproduct of A1 and A2, and denote it by A1 ⊕ A2.
(iii) Notice that the morphisms (pi, ei | i = 1, 2) with the identities (3.6.30) and (3.6.31)
characterize A1 ⊕ A2 up to unique isomorphism. Namely, say that B is another object of A ,
for which exist morphisms p′i : B → Ai and e′i : Ai → B (i = 1, 2) such that p′i ◦ e′i = 1Ai for
i = 1, 2, and p′i ◦ e′j = 0AjAi for i 6= j, and moreover e′1 ◦ p′1 + e′2 ◦ p′2 = 1B. Then the pair
(e′1, e
′
2) (resp. (p
′
1, p
′
2)) induces a morphism e
′ : A1 ⊕A2 → B (resp. p′ : B → A1 ⊕A2) with
pj ◦ p′ ◦ e′ ◦ ei = p′j ◦ e′i = pj ◦ ei for i, j = 1, 2
which – by virtue of the universal properties of the biproduct – implies that p′ ◦ e′ = 1A1⊕A2 .
Likewise, we may compute
e′ ◦ p′ = (e′ ◦ e1 ◦ p1 + e′ ◦ e2 ◦ p2) ◦ (e1 ◦ p1 ◦ p′ + e2 ◦ p2 ◦ p′)
= e′ ◦ e1 ◦ p1 ◦ p′ + e′ ◦ e2 ◦ p2 ◦ p′
= e′1 ◦ p′1 + e′2 ◦ p′2 = 1B
whence the contention.
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(iv) Suppose that B1 and B2 are any other two objects of A such that B1 ⊕ B2 is also
representable; given two morphisms f1 : A1 → B1 and f2 : A2 → B2, we denote by f1 ⊕ f2 :
A1 ⊕ A2 → B1 ⊕ B2 the unique morphism such that
pB,i ◦ (f1 ⊕ f2) ◦ eA,i = fi for i = 1, 2, and pB,i ◦ (f1 ⊕ f2) ◦ eA,j = 0Aj ,Bi for i 6= j.
Notice that
(3.6.32) f1 ⊕ f2 = (f1 ⊕ 0A2,B2) + (0A1,B1 ⊕ f2)
(where the sum is taken in the abelian group HomA (A1⊕A2, B1⊕B2)); indeed, by bilinearity
of the Hom pairing, it is easily seen that the right-hand side of (3.6.32) also satisfies the same
identities above that define f1 ⊕ f2.
(v) If f : A → B is any morphism of A , then we define the kernel (resp. cokernel) of f as
the equalizer (resp. coequalizer)
Ker f := Equal(f, 0A,B) Coker f := Coequal(f, 0A,B).
Suppose that all kernels and cokernels of A are representable in A , and denote by
ιf : Ker f → A πf : B → Coker f
the natural morphisms inA . Notice that ιf is a monomorphism, and πf an epimorphism. Notice
also that f factors uniquely in A as a composition
(3.6.33) A
πιf−−−→ Coker ιf βf−−→ Ker πf
ιπf−−→ B.
(vi) Suppose that A admits a zero object 0, and let f : A → B be any morphism; by
definition Ker f is the presheaf such that
Ker f(C) = {g : B → C | g ◦ f = g ◦ 0A,B = 0A,C}.
If f is a monomorphism, the identity g ◦ f = 0A,C = 0B,C ◦ f implies that g = 0B,C , so Ker f
is represented by 0. Dually, if f is an epimorphism, then Coker f is represented by 0.
Remark 3.6.34. Let A , B be any two pre-additive categories that admit a zero object, and
F : A → B a functor.
(i) If F is additive, remark 3.6.29(iii) immediately implies that F transforms representable
biproducts into representable biproducts. The latter assertion still holds in case F is not nec-
essarily additive, but is either left or right exact. Indeed, suppose that F is left exact, let
A1 ⊕ A2 be any biproduct, and let pi, ei be the morphisms described in remark 3.6.29(ii); by
left exactness, F (A1 ⊕ A2) represents the product of FA1 and FA2, whence an isomorphism
FA1 ⊕ FA2 ∼→ F (A1 ⊕A2) which identifies Fp1 and Fp2 with the natural projections. More-
over, F transforms the final object of A into the final object of B (see example 1.2.16(iv));
then, by inspecting the argument in remark 3.6.29(ii), it is easily seen that F identifies as well
Fei with the natural injections FAi → FA1 ⊕ FA2, for i = 1, 2, so the assertion follows from
remark 3.6.29(iii). A similar argument works in case F is right exact.
(ii) Suppose moreover, that all biproducts of A are representable. Then we claim that the
abelian group structure on HomA (A,B) is determined by the category A , i.e. if B is any other
pre-additive category, and F : A → B is any equivalence of categories, then F induces group
isomorphisms (and not just bijections) on Hom sets. Indeed, let A and B be any two objects of
A , and denote by ∆A : A→ A⊕ A (resp. µB : B ⊕ B → B) the unique morphism such that
pi ◦∆A = 1A (resp. µB ◦ ei = 1B) for i = 1, 2. Then we have
f1 + f2 = µB ◦ (f1 ⊕ f2) ◦∆A for every f1, f2 : A→ B
where f1+f2 denotes the sum in the abelian groupHomA (A,B). Indeed, since clearly 0A1,B1⊕
0A2,B2 = 0A1⊕A2,B1⊕B2 , identity (3.6.32) reduces to checking that f1 = µB ◦ (f1⊕0A2,B2)◦∆A
(and likewise for f2), which follows easily from (3.6.31) : details left to the reader.
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(iii) Combining (i) and (ii) we see that if all biproducts of A are representable, and F is
either left or right exact, then F is additive. More generally, we see that for F to be additive, it
suffices that F sends the zero object of A to the zero object of B, and that F commutes with
the biproducts of the form A⊕ A, for every A ∈ Ob(A ).
Definition 3.6.35. (i) An additive category is a pre-additive category which admits a zero
object, and whose biproducts are representable.
(ii) An abelian category is an additive category A such that the following holds:
(a) All the kernels and cokernels of A are representable.
(b) For every morphism f of A , the morphism βf of (3.6.33) is an isomorphism.
Example 3.6.36. Let A be an additive category, A an object of A , and e : A → A an endo-
morphism of A such that :
(a) e = e ◦ e, i.e. e is an idempotent element of the ring EndA (A).
(b) Ker (e) and Ker (1A − e) are representable in A .
Then the morphisms ιe : Ker (e)→ A and ι1A−e : Ker (1A − e)→ A induce an isomorphism
ω : Ker (e)⊕Ker (1A − e) ∼→ A.
Indeed, it is easily seen that the morphism ε : A→ A⊕A defined by the pair (1A−e, e) factors
as a composition
A
ε−→ Ker (e)⊕Ker (1A − e)
ιe⊕ι1A−e−−−−−−→ A⊕A
for a unique morphism ε of A . Then a direct computation shows that ω ◦ ε = 1A and ε ◦ ω =
1Ker (e)⊕Ker (1A−e), whence the assertion (details left to the reader).
Remark 3.6.37. Let A be any pre-additive category.
(i) The category A o is naturally pre-additive : namely, if A,B ∈ Ob(A o) are any two
objects, one endows HomA o(A,B) with the group structure of HomA (B,A). Likewise, if
F : A → B is any additive functor between the pre-additive categories A , B, then also
F o : A o → Bo is additive. Moreover, if A is additive the same holds for A o. Indeed, the
zero object of A is obviously a zero object also in A o, and biproducts are representable in A o,
since one can take
Ao ⊕ Bo := (A⊕ B)o for every A,B ∈ Ob(A ).
Furthermore, if A is abelian, the same holds for A o. Indeed, we can take
Ker f o := (Coker f)o Coker f o := (Ker f)o for every morphism f in A
and with these choices we have :
ιfo = (πf )
o πfo = (ιf)
o βfo = (βf )
o
so βfo is an isomorphism whenever the same holds for βf .
(ii) Notice that for every category C , the category Fun(C ,A ) is pre-additive; indeed, if
τ, σ : F ⇒ G are two natural transformations between functors F,G : C → A , then we
obtain a natural transformation τ + σ from F to G, by the rule : (τ + σ)X := τX + σX for
everyX ∈ Ob(C ) (where the sum denotes the addition law of HomA (FX,GX)). Clearly, this
rule yields an abelian group structure, and the composition of natural transformation defines a
bilinear pairing (τ, τ ′) 7→ τ ⊙ τ ′ on the resulting groups of natural transformations (verification
left to the reader).
Moreover, if A is an additive (resp. abelian) category, then the same holds for Fun(C ,A ),
for every category C . Indeed, if 0 denotes a zero object of A , it follows easily from remark
1.4.2(iii) that the constant functor 0C : C → A with 0C (C) := 0 for every C ∈ Ob(C ) is a
zero object for Fun(C ,A ). By the same token, if F,G : C → A are any two functors, then
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the biproduct F ⊕G is represented by the functor given by the rule : C 7→ FC ⊕GC for every
C ∈ Ob(C ) (where FC ⊕ GC denotes any fixed choice of an object of A representing the
biproduct of FC andGC); then (F ⊕G)(ϕ) is the induced morphism Fϕ⊕Gϕ : FC⊕GC →
FC ′⊕GC ′ for every morphism ϕ : C → C ′ in C (details left to the reader). Likewise, for every
natural transformation τ : F ⇒ G, the kernel and cokernel of τ are computed argumentwise,
and the same holds for the natural morphism βτ of (3.6.33), so if all kernels and cokernels are
representable in A , the same holds for the kernels and cokernels in Fun(C ,A ), and if βτC is
an isomorphism for every C ∈ Ob(C ), then the same holds for βτ , whence the contention.
(iii) For any other pre-additive categoryB, let us denote byAdd(B,A ) the full subcategory
of Fun(B,A ) whose objects are the additive functors. It follows from (ii) thatAdd(B,A ) is
a pre-additive category.
(iv) Suppose that A has small Hom-sets. By definition, for every A,B ∈ Ob(A ), the
set hA(B) := HomA (B,A) carries an abelian group structure, such that the presheaf hA fac-
tors through an additive functor h†A : A
o → Z-Mod from A o to the category of (small)
abelian groups, and the forgetful functor Z-Mod → Set. Hence, the Yoneda embedding fac-
tors through a fully faithful group-valued Yoneda embedding
h† : A → Add(A o,Z-Mod).
In view of (iii), we conclude that every pre-additive category is a full subcategory of an abelian
category. Moreover, Yoneda’s lemma extends verbatim to the group-valued case : namely, by
inspecting the proof of proposition 1.2.6, we see that, for every A ∈ Ob(A ) and every additive
functor F : A o → Z-Mod there are natural isomorphisms of abelian groups
(3.6.38) FA
∼→ HomAdd(A o,Z-Mod)(h†A, F ).
(v) Let f : A → B be any functor between pre-additive categories; then the arguments
of remark 1.3.6(i) extend verbatim to the present situation : after choosing a universe U large
enough so that A and B are U-small, f induces functor
f ∗ : Fun(Bo,Z-Mod)→ Fun(A o,Z-Mod)
that admits both left and right adjoints, denoted respectively f! and f∗, and we have :
Proposition 3.6.39. In the situation of remark 3.6.37(v), suppose that f is additive and both A
and B are additive categories. Then :
(i) Both f ∗, f! and f∗ are additive functors, and restrict to functors
Add(Bo,Z-Mod)
f∗ //
Add(A o,Z-Mod).
f! f∗
oo
(ii) The resulting diagram of functors
A
h† //
f

Add(A o,Z-Mod)
f!

B
h† // Add(Bo,Z-Mod)
is essentially commutative.
Proof. (i): Since every left (resp. right) adjoint functor is right (resp. left) exact, remark
3.6.34(iii) says that f ∗, f∗ and f! are additive. Next, a simple inspection shows that f
∗ trans-
forms additive functors into additive functors. Let now F : A o → Z-Mod be an additive
functor, B ∈ Ob(B) any object, and G := f!F ; from the proof of theorem 1.3.4, we see that
GB = colim
ψ:B→fA
FA
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where the colimit ranges over the small category fA o/B of all pairs (A,ψ) consisting of an
object A of A , and a morphism ψ : B → fA in B. Denote by 0A and 0B the zero objects of
A and B; we wish to show that G is additive, and according to remark 3.6.34(iii), it suffices to
check that G(0B) = 0, and that the natural morphism G(B ⊕B)→ GB ⊕GB (deduced from
the projections pi : B ⊕B → B) is an isomorphism, for every B ∈ Ob(B).
However, notice that the functor s0B : fA
o/0B → A o is an isomorphism of categories
(notation of (1.1.27)); whence a natural isomorphism
G(0B)
∼→ colim
A o
F
∼→ F (0A ) = 0
where the last identity holds, since F is additive. Next, for any B1, B2 ∈ Ob(B) consider the
functor
Φ : (fA o/B1)×(fA o/B2)→ fA o/B1⊕B2 ((A1, ψ1), (A2, ψ2)) 7→ (A1⊕A2, ψ1⊕ψ2).
Claim 3.6.40. The functor Φ is cofinal.
Proof of the claim. We apply the criterion of proposition 1.5.2. Indeed, let
i := (A,ψ : B1 ⊕ B2 → fA)
be any object of fA o/B1 ⊕ B2 and
j := ((A1, ϕ1 : B1 → fA1), (A2, ϕ2 : B2 → fA2))
j′ := ((A′1, ϕ
′
1 : B1 → fA′1), (A′2, ϕ′2 : B2 → fA′2))
any two objects of (fA o/B1)× (fA o/B2), and suppose that β : i→ Φj and β ′ : i→ Φj′ are
morphisms in fA o/B1⊕B2, given by morphisms β : A1⊕A2 → A and β ′ : A′1 ⊕A′2 → A in
A such that fβ ◦ (ϕ1 ⊕ ϕ2) = ψ = fβ ′ ◦ (ϕ′1 ⊕ ϕ′2). We let
j′′ := ((A1 ⊕ A′1, δ1 : B1 → f(A1 ⊕A′1)), (A2 ⊕ A′2, δ2 : B2 → f(A2 ⊕ A′2))
where δ1 := (ϕ1 ⊕ ϕ′1) ◦∆B1 , and likewise for δ2. Let also
A1 ⊕A2 p←− A1 ⊕ A′1 ⊕ A2 ⊕A′2
p′−−→ A′1 ⊕A′2
be the natural projections, which define morphisms
Φp : Φj → Φj′′ Φp′ : Φj′ → Φj′′ in fA o/B1 ⊕B2
A simple inspection shows that Φ(p) ◦ β = Φ(p′) ◦ β ′, and therefore i/Φ(fA o/B1 ⊕ B2) is
connected, whence the claim. ♦
In light of claim 3.6.40, we are reduced to checking that the natural morphism
colim
(fA o/B1)×(fA o/B2)
F ◦ sB1⊕B2 ◦ Φ→ GB1 ⊕GB2
is an isomorphism, for any B1, B2 ∈ Ob(B). The latter assertion follows easily by inspecting
the definitions, since F is additive. Lastly, a similar argument shows that f∗F is additive,
whenever the same holds for F : the reader can spell out the proof as an exercise.
(ii): One may argue as in remark 1.3.6(ii) : in view of (3.6.38), we see that, for every object
A of A , both h†fA and f!h
†
A represent the same functor : details left to the reader. 
Lemma 3.6.41. For any abelian category A , the following holds :
(i) A is finitely complete and finitely cocomplete.
(ii) The image of any morphism f : A→ B of A exists in A , and we have
Coker πf = Im f in Sub(B)
(notation of (1.1.2), example 1.2.26 and remark 3.6.29(v)).
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Proof. (i): By proposition 1.2.22(i,ii), it suffices to check that all equalizers and coequalizers
are representable in A . However, let g, g′ : X → Y be any pair of morphisms in A with same
soruces and targets; it easily seen thatKer (g−g′) (resp. Coker (g−g′)) represents the equalizer
(resp. the coequalizer) of g and g′, whence the assertion.
(ii): Suppose that f factors through a subobject g : C → B of B; there follows a natural
morphism
Coker f → Coker g
which in turns induces a morphism Ker πf → Kerπg of subobjects of B. But since A is
abelian, Ker πg is also the cokernel of ιg : Ker g → C (notation of remark 3.6.29(v)). However,
Ker g = 0 by remark 3.6.29(vi), hence Coker ιg = C, whence the contention. 
Definition 3.6.42. Let A be any abelian category with zero object 0 ∈ Ob(A ), and
0
0−→ A f−→ B g−→ C 0−→ 0
a sequence of morphisms in A .
(i) We say that the sequence (f, g) is exact if Ker g = Im f .
(ii) We say that the sequence (0, f, g) is left exact if both (0, f) and (f, g) are exact.
(iii) We say that the sequence (f, g, 0) is right exact if both (f, g) and (g, 0) are exact.
(iv) We say that the sequence (0, f, g, 0) is short exact if (0, f, g) is left exact and (f, g, 0)
is right exact.
In other words, the sequence (0, f, g) is left exact if and only if f is a monomorphism, and
A represents Ker g. Likewise, (f, g, 0) is right exact if and only if g is an epimorphism and the
image of f represents Ker g. The terminology is explained by the following :
Lemma 3.6.43. Let F : A → B be any additive functor between abelian categories. Then :
(i) F is left exact if and only if it transforms left exact sequences of A into left exact
sequences of B.
(ii) F is right exact if and only if it transforms right exact sequences of A into right exact
sequences of B.
(iii) F is exact if and only if it transforms short exact sequences of A into short exact
sequences of B.
Proof. (i): Any left exact functor transforms kernels into kernels and monomorphisms into
monomorphisms (proposition 1.3.18(i)), so the condition is necessary. Conversely, suppose
that F fulfills this condition; since F is additive, it commutes with finite products, so it suffices
to check that it also commutes with equalizers (proposition 1.3.22(i)). Arguing as in the proof
of lemma 3.6.41(i), we reduce to checking that F commutes with kernels. But this follows by
considering the left exact sequence
0→ Ker f → A f−→ B for any morphism f of A
and its image under F . Assertion (ii) admits the dual proof, and (iii) follows by considering the
similar short exact sequences
0→ Ker f → A→ Im f → 0 0→ Im f → B → Coker f → 0
for every f as in the foregoing, and arguing as in the proof of (i). 
Definition 3.6.44. An abelian tensor category is a tensor category (C ,⊗,Φ,Ψ) such that C is
an abelian category, and the functor ⊗ induces bilinear pairings
HomC (A,B)×HomC (A′, B′)→ HomC (A⊗A′, B ⊗B′) : (f, g) 7→ f ⊗ g
for every A,A′, B, B′ ∈ Ob(C ).
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Remark 3.6.45. Let (A ,⊗,Φ,Ψ) be a tensor category, such that A is abelian. If A admits an
internalHom functorHom, the functor−⊗A is right exact, and the functorHom(A,−) is left
exact for every A ∈ Ob(A ), so both are additive, by virtue of remark 3.6.34(iii). Especially,
A is an abelian tensor category, in this case.
Lemma 3.6.46. Let A be any additive category with smallHom-sets, and Σ ⊂ Ob(A ) a small
subset. We have :
(i) If A is abelian, there exists a small full abelian subcategory B of A such that Σ ⊂
Ob(B).
(ii) If A is small, there exist a complete and cocomplete abelian tensor category (C ,⊗)
with internal Hom functor, and a fully faithful additive functor A → C .
Proof. (i): Let B0 be the full subcategory of A such that Ob(B0) = Σ; clearly B0 is small.
Next, for any subcategory D of A , denote by D ′ a subcategory of A obtained as follows. For
every morphism ϕ of D , we pick objects in A representing the kernel and cokernel of ϕ, and
for any two objects of D , we pick an object in A representing their product; let Σ′ ⊂ Ob(A )
be the resulting subset. Then D ′ is the full subcategory of A such that Ob(D ′) = Ob(D)∪Σ′.
It is easily seen that D ′ is small, whenever the same holds for D . Then we set inductively
Bi+1 := B′i for every i ∈ N. The full subcategory B of A with Ob(B) =
⋃
i∈NOb(Bi) is
still small, and it is abelian, by construction.
(ii): We let C := Fun(A ,Z-Mod). Then C is an abelian category, by virtue of remark
3.6.37(ii), and since Z-Mod is complete and cocomplete, the same holds for C ; moreover, the
standard tensor product of abelian groups defines a tensor category structure with internal Hom
functor on Z-Mod, and the latter is inherited by C (remarks 3.6.5(ii) and 3.6.12(vi)). It is clear
that these two structures amount to an abelian tensor category, and the group-valued Yoneda
embedding is the sought fully faithful functor. 
3.6.47. Let A be an additive category with small Hom-sets, and
h† : A o → A † := Fun(A ,Z-Mod)
the fully faithful group-valued Yoneda embedding. For every abelian group G, denote by GA :
A → Z-Mod the constant functor with value G : so, GA (A) := A for every A ∈ Ob(A ),
and GA (ϕ) := 1A for every morphism ϕ in A . Since A † is an abelian tensor category with an
internal Hom functor Hom (see the proof of lemma 3.6.46(ii)), we may define
G⊗Z A := Hom(GA , h†Ao) for every A ∈ Ob(A ).
If G is free of finite rank, G ⊗Z A is a finite direct sum of copies of A, and therefore lies in
the essential image of h†; the same holds for a finitely generated G, provided A is an abelian
category : indeed, we may write G as a cokernel of a map L1 → L2 of free abelian groups of
finite rank, and since the functor Hom(−, h†A) is right exact, we see that G ⊗Z A is the kernel
of a morphism of A o (i.e. the cokernel of a morphism of A ), so it is represented by an object of
A . Moreover, if ϕ : G → H is any morphism of abelian groups, we have an obvious induced
morphism ϕA : GA → HA , whence a morphism ϕ⊗Z A := Hom(ϕA , h†A).
Thus, if A is abelian, after replacing G ⊗Z A by an isomorphic object, we obtain a well
defined functor
(3.6.48) Z-Modfg ×A → A (G,A) 7→ G⊗Z A
where Z-Modfg is the full subcategory of Z-Mod whose objects are the finitely generated
abelian groups. This functor is not unique, but any two such functors are naturally isomor-
phic. If A is only additive, we can still define such a tensor product functor on the category
Z-Modfft ×A → A , where Z-Modfft is the full subcategory of Z-Modfg whose objects are
the free abelian groups of finite rank.
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Remark 3.6.49. Keep the notation of (3.6.47); we have :
(i) From the construction, it is clear that (3.6.48) is a biadditive functor, i.e., for every abelian
group G, and every A ∈ Ob(A ), the restrictions G⊗− and −⊗A of (3.6.48) are additive.
(ii) Suppose that A is cocomplete; since the tensor product is right exact, it follows easily
that (3.6.48) extends to the whole of Z-Mod : details left to the reader.
4. SITES AND TOPOI
In this chapter, we assemble some generalities concerning sites and topoi. The main reference
for this material is [6].
4.1. Topologies and sites. As in the previous chapter, we fix a universe U such that N ∈ U,
and small means U-small throughout. Especially, a presheaf on any category takes its values in
U, unless explicitly stated otherwise.
Definition 4.1.1. Let C be a category.
(i) A topology on C is the datum, for everyX ∈ Ob(C ), of a set J(X) of sieves of C/X ,
fulfilling the following conditions :
(a) (Stability under base change) For every morphism f : Y → X of C , and every
S ∈ J(X), the sieve S ×X f lies in J(Y ).
(b) (Local character) Let X be any object of C , and S , S ′ two sieves of C/X , with
S ∈ J(X). Suppose that, for every object f : Y → X of S , the sieve S ′ ×X f
lies in J(Y ). Then S ′ ∈ J(X).
(c) For everyX ∈ Ob(C ), we have C/X ∈ J(X).
(ii) In the situation of (i), the elements of J(X) shall be called the sieves covering X .
Moreover, say that S is the sieve of C/X generated by a family (fi : Xi → X | i ∈ I)
of morphisms. If S is a sieve covering X , we say that the family (fi | i ∈ I) covers
X , or that it is a covering family of X .
(iii) The datum (C , J) of a category C and a topology J := (J(X) | X ∈ Ob(C )) on C is
called a site, and then C is also called the category underlying the site (C , J). We say
that (C , J) is a small site, if C is a small category.
(iv) The set of all topologies on C is partially ordered by inclusion: given two topologies J1
and J2 on C , we say that J1 is finer than J2, if J2(X) ⊂ J1(X) for everyX ∈ Ob(C ).
Example 4.1.2. Let T be any topological space, and T the set of open subsets of T , which is
partially ordered by inclusion, and can thus be regarded naturally as a category, as in example
1.1.6(iii). Then the category T carries a natural topology JT in the sense of definition 4.1.1 :
namely, for every U ∈ T we declare that the elements of JT (U) are the sieves S ⊂ T /U
such that
⋃
(f :U ′→U)∈S U
′ = U . In other words, a family (U ′i → U | i ∈ I) of morphisms of T
covers U for the topology JT if and only if
⋃
i∈I Ui = U .
Remark 4.1.3. Let (C , J) be any site.
(i) Any finite intersection of sieves covering an object X , again covers X . Indeed, say that
S1 and S2 are two sieves coveringX; set S := S1 ∩S2 and let f : Y → X be any object of
S1. Then S ×X f = S2 ×X f ∈ J(Y ), so the assertion follows from the local character of J .
(ii) Also, any sieve of C/X containing a covering sieve is again a covering sieve. Indeed, if
S ⊂ S ′, then S ′ ×X f = C /Y for every object f : Y → X of S .
(iii) Let f• := (fi : Yi → X | i ∈ I) be a family of objects of C/X that generates a sieve S
covering X , and for every i ∈ I , let (gij : Zij → Yi | i ∈ Ji) be a family of objects of C /Yi
that generates a sieve Si covering Yi. Then the family (fi ◦ gij : Zij → X | i ∈ I, j ∈ Ji)
is a refinement of f• (see definition 3.4.1(ii)) and generates a sieve S ′ covering X . Indeed,
say that f : Y → X lies in S , and pick i ∈ I such that f factors through fi and a morphism
g : Y → Yi; then it is easily seen that Si ×Yi g ⊂ S ′ ×X f .
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4.1.4. Suppose that C has small Hom-sets. Then, in view of remark 3.4.2(ii), a topology can
also be defined by assigning, to any object X of C , a family J ′(X) of subobjects of hX , called
the subobjects coveringX , such that :
(a) For everyX ∈ Ob(C ), every R ∈ J ′(X), and every morphism Y → X in C , the fibre
product R ×X Y lies in J ′(Y ).
(b) Say that X ∈ Ob(C ), and let R, R′ be two subobjects of hX , such that R ∈ J ′(X).
Suppose that, for every Y ∈ Ob(C ), and every morphism f : hY → R, we have
R′ ×X Y ∈ J ′(Y ). Then R′ ∈ J ′(X).
(c) hX ∈ J ′(X) for every X ∈ Ob(C ).
This viewpoint is adopted in the following :
Definition 4.1.5. Let V be a universe, C := (C , J) a site, and F ∈ Ob(C ∧V ).
(i) We say that F is a separated V-presheaf (resp. a V-sheaf) on C, if for every X ∈
Ob(C ), every subobject R covering X , and every universe V′ containing V and such
that the category C has V′-small Hom-sets, the induced morphism :
F (X) = HomC∧
V′
(hX , F )→ HomC∧
V′
(R,F )
is injective (resp. is bijective). For V = U, we shall just say separated presheaf instead
of separated U-presheaf, and likewise for sheaves.
(ii) We let C∼V (resp. C
sep
V ) be the full subcategory of C
∧
V whose objects are the V-sheaves
(resp. the separated V-presheaves) on C. For V = U, this category will be usually
denoted simply C∼ (resp. Csep).
4.1.6. In the situation of definition 4.1.5(i), say that R = hS for some sieve S covering X .
In light of (3.4.3), (1.4.5) and proposition 1.2.6(ii), we get a natural identification :
HomC∧
V′
(R,F )
∼→ HomC∧
V′
(colim
S
hC ◦ sS , F ) ∼→ lim
S o
F ◦ soS .
Let also (Si → X | i ∈ I) be a generating family for S . Combining lemma 3.4.6, example
3.1.16(i) and (3.1.15), we get a natural isomorphism :
HomC∧
V′
(R,F )
∼→ Equal
(∏
i∈I
CartC (C/Si,F ib(F )) //
//
∏
(i,j)∈I×I
CartC (C/Sij ,F ib(F ))
)
which – again by (3.1.15) – we may rewrite more simply as :
HomC∧
V′
(R,F )
∼→ Equal
(∏
i∈I
F (Si) //
//
∏
(i,j)∈I×I
HomC∧
V′
(hSi ×hX hSj , F )
)
.
The above equalizer can be described explicitly as follows. It consists of all the systems
(ai | i ∈ I) with ai ∈ F (Si) for every i ∈ I
such that, for every i, j ∈ I and every object Y → X of C/X , we have :
(4.1.7) F (gi)(ai) = F (gj)(aj) for every pair (Si
gi←− Y gj−→ Sj) of morphisms in C/X.
If all Sij := Si×X Sj are representable in C , the latter expression takes the more familiar form:
HomC∧
V′
(R,F )
∼→ Equal
(∏
i∈I
F (Si) //
//
∏
(i,j)∈I×I
F (Sij)
)
.
Remark 4.1.8. Let C := (C , J) be a site such that C is a category with small Hom-sets.
(i) The arguments in (4.1.6) yield also the following. A presheaf F on C is separated (resp.
is a sheaf) on C, if and only if every covering sieve of C is a sieve of 1-descent (resp. of
2-descent) for the fibration sF : F ib(F )→ C of (3.1.15).
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(ii) Let F : A → B be a fibration between two categories, and i ≤ 2 an integer. For every
X ∈ Ob(B), let J iF (X) denote the set of all sieves S ⊂ B/X of universal F -i-descent. Then
we claim that J iF is a topology on B. Indeed, it is clear that J
i
F fulfills conditions (a) and (c) of
definition 4.1.1(i), and condition (b) follows from proposition 3.4.38.
(iii) Let F be a presheaf on C . We deduce from (i) and (ii) that the topology JF := J2sF is the
finest on C for which F is a sheaf. A subobject R ⊂ hX (for any X ∈ Ob(C )) lies in JF (X)
if and only if the natural map F (X ′) → HomC∧(R ×X X ′, F ) is bijective for every morphism
X ′ → X in C .
(iv) More generally, if (Fi | i ∈ I) is any family of presheaves on C , there exists a finest
topology for which each Fi is a sheaf : namely, the intersection of the topologies J
Fi as in (iii).
(v) As an important special case, we deduce the existence of a finest topology J on C
such that all representable presheaves are sheaves on (C , J). This topology CanC is called the
canonical topology on C . We thus associate to every category C a canonical site
Can(C ) := (C ,CanC ).
(vi) Another interesting case of (iv) is obtained by taking the family of all presheaves on
C . The corresponding topology J on C can be easily described explicitly : namely, one takes
J(X) := {C /X} for everyX ∈ Ob(C ).
Example 4.1.9. Let C be a category,X ∈ Ob(C ) any object, and S ⊂ C /X a sieve.
(i) We say that S is an epimorphic sieve (resp. a strict epimorphic sieve) if for every
Y ∈ Ob(C ) the natural map
hY (X)→ HomC∧(hS , hY )
is injective (resp. bijective). We say that S is a universal epimorphic sieve (resp. a universal
strict epimorphic sieve) if S ×X h is epimorphic (resp. strict epimorphic) for every morphism
h : Y → X of C . From remark 4.1.8(iii,v) we see that S is universal strict epimorphic if and
only if it coversX in the canonical topology of C .
(ii) We say that a family of morphisms f• := (fi : Xi → X | i ∈ I) of C is epimorphic
(resp. strict epimorphic) if it generates an epimorphic (resp. strictly epimorphic) sieve. This is
the same as saying for every Y ∈ Ob(C ), the natural map
(4.1.10) HomC (X, Y )→
∏
i∈I
HomC (Xi, Y ) g 7→ (g ◦ fi | i ∈ I)
is injective (resp. and its image consists of all the systems of morphisms (gi : Xi → Y | i ∈ I)
such that, for every Z ∈ Ob(C ), every i, j ∈ I , and every pair of morphismsXj hj←− Z hi−→ Xi
with fi ◦ hi = fj ◦ hj , we have gi ◦ hi = gj ◦ hj).
(iii) We say that a family f• as in (ii) is effective epimorphic, if it is strict epimorphic, and
moreover the fibre products Xi ×X Xj are representable in C for every i, j ∈ I . This is the
same as saying that for every Y ∈ Ob(C ) the map (4.1.10) identifies HomC (X, Y ) with the
equalizer of the two natural maps∏
i∈I
HomC (Xi, Y )
//
//
∏
(i,j)∈I×I
HomC (Xi ×X Xj , Y ).
(iv) A family f• as in (ii) is called universal epimorphic (resp. universal effective epimorphic)
if (a) the fibre products Yi := Xi ×X Y are representable in C , for every i ∈ I and every
morphism Y → X in C , and (b) all the resulting families (Yi → Y | i ∈ I) are still epimorphic
(resp. effective epimorphic). Then clearly such a family generates a universal epimorphic sieve
(resp. a universal strict epimorphic sieve).
(v) We say that a morphism f : X ′ → X of C is an effective epimorphism (resp. a universal
epimorphism, resp. a universal effective epimorphism) if the family {f} has the corresponding
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property. Hence, f is an effective epimorphism if the fibre product X ′ ×X X ′ is representable
in C , and the induced diagram
X ′ ×X X ′
p1 //
p2
// X ′
f // X
identifies X with the coequalizer of the two projections p1 and p2. (Notice that this condition
implies that f is an epimorphism). Likewise, f is a universal epimorphism (resp. a universal ef-
fective epimorphism) if for every morphism Y → X , the fibre productX ′×X Y is representable
in C and f ×X Y : X ′ ×X Y → Y is an epimorphism (resp. an effective epimorphism).
(vi) Suppose that all fibre products are representable in C ; in this case, proposition 1.2.18(ii)
implies that a morphism X ′ → X of C is a universal epimorphism if and only if it is an epi-
morphism and the coproductX ∐X′ X is a universal colimit, in the sense of example 1.4.17(ii).
(vii) Combining (vi) with example 1.4.17(iv), we conclude that all epimorphisms of Set are
universal. Also, it is easily seen that all epimorphisms of Set are effective, and hence universal
effective. More generally, If C is a small category, example 1.2.24(i) and corollary 1.4.3(ii)
imply that all epimorphisms in C ∧ are universal effective.
4.1.11. Let C := (C , J) be a small site; directly from definition 4.1.5 (and from (1.4.6)), we
see that the category C∼ is complete, and the fully faithful inclusion C∼ → C ∧ commutes with
all limits. Moreover, given a presheaf F on C , it is possible to construct a solution set for F
relative to this functor, and therefore one may apply theorem 1.5.12 to produce a left adjoint.
However, a more direct and explicit construction of the left adjoint can be given; the latter
also provides some additional information which is hard to extract from the former method.
Namely, for every X ∈ Ob(C ), endow J(X) with the partial ordering induced by inclusion of
sieves. Notice that J(X) is small and cofiltered, for every such X , hence the opposite ordered
set J(X)o is filtered. For a given presheaf F on C , set
F+(X) := colim
S∈J(X)o
HomC∧(hS , F )
where the transition mapHomC∧(hS , F )→ HomC∧(hS ′, F ) is induced by the monomorphism
hS ′ → hS of subobjects of hX , for every inclusion S ′ ⊂ S of sieves covering X . Let
(τS : HomC∧(hS , F ) → F+(X) | S ∈ J(X)) be the universal cocone. For a morphism
f : Y → X in C and a sieve S ∈ J(X), the natural projection hS ×X Y → hS induces a map
HomC∧(hS , F )→ HomC∧(hS ×X Y, F )
τS×Xf−−−−−→ F+(Y )
whence a map F+f : F+(X) → F+(Y ), after taking colimits. Likewise, every morphism
F → F ′ of presheaves on C induces a map HomC∧(hS , F ) → HomC∧(hS , F ′), for every
X ∈ Ob(C ) and every S ∈ J(X), whence a map F+(X) → F ′+(X), after taking colimits.
Thus, we have a functor :
(4.1.12) C ∧ → C ∧ F 7→ F+.
with a natural transformation F (X)→ F+(X), since C/X ∈ J(X) for everyX ∈ Ob(C ).
Theorem 4.1.13. In the situation of (4.1.11), the following holds :
(i) The inclusion functor i : C∼ → C ∧ admits the left adjoint
(4.1.14) C ∧ → C∼ F 7→ F a := (F+)+.
For every presheaf F , we call F a the sheaf associated with F .
(ii) Morever, the functor (4.1.14) is exact.
Proof. We begin with the following :
Claim 4.1.15. Let F be a separated presheaf on C , and S1 ⊂ S2 two sieves covering some
X ∈ Ob(C ). Then the natural map HomC∧(hS2, F )→ HomC∧(hS1 , F ) is injective.
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Proof of the claim. We may find a generating family (fi : Si → X | i ∈ I2) for S2, and a
subset I1 ⊂ I2, such that (fi | i ∈ I1) generates S1. Let s, s′ : hS2 → F , whose images agree
in HomC∧(hS1 , F ). By (4.1.6), s and s
′ correspond to families (si | i ∈ I2), (s′i | i ∈ I2) with
si, s
′
i ∈ F (Si) for every i ∈ I2, fulfilling the system of identities (4.1.7), and the foregoing
condition means that si = s
′
i for every i ∈ I1. We need to show that si = s′i for every i ∈ I2.
Hence, let i ∈ I2 be any element; by assumption, the natural map
F (Si)→ HomC∧(hS1 ×X Si, F )
is injective. However, the objects of S1×X fi are all the morphisms gi : Y → Si in C such that
fi ◦ gi = fj ◦ gj for some j ∈ I1 and some gj : Y → Sj in C . If we apply the identities (4.1.7)
to these maps gi, gj , we deduce that :
F (gi)(si) = F (gj)(sj) = F (gj)(s
′
j) = F (gi)(s
′
i).
In other words, si and s
′
i have the same image in HomC∧(hS1 ×X Si, F ), hence they agree, as
claimed. ♦
Claim 4.1.16. (i) The functor (4.1.12) is left exact.
(ii) For every F ∈ Ob(C ∧), the presheaf F+ is separated.
(iii) If F is a separated presheaf on C , then F+ is a sheaf on C.
Proof of the claim. (i) is clear, since J(X)o is filtered for everyX ∈ Ob(C ).
(ii): Let s, s′ ∈ F+(X), and suppose that the images of s and s′ agree in HomC∧(hS , F+),
for some S ∈ J(X). We may find a sieve T ∈ J(X) such that s and s′ come from elements
s, s′ ∈ HomC∧(hT , F ). Let (gi : Si → X | i ∈ I) be a family of generators for S ; in view of
(4.1.6), the images of s and s′ agree in F+(Si) for every i ∈ I . The latter means that, for every
i ∈ I , there exists Si ∈ J(Si), refining T ×X gi, such that the images of s and s′ agree in
HomC∧(hSi, F ). For every i ∈ I , let (giλ : Tiλ → Si | λ ∈ Λi) be a family of generators for Si,
and consider the sieve T ′ of C/X generated by (gi ◦ giλ : Tiλ → X | i ∈ I, λ ∈ Λi). Then T ′
coversX (remark 4.1.3(iii)) and refines T , and the images of s and s′ agree in HomC∧(hT ′ , F )
(as one sees easily, again by virtue of (4.1.6)). This shows that s = s′, whence the contention.
(iii): In view of (ii), it suffices to show that the natural map F+(X) → HomC∧(hS , F+) is
surjective for every S ∈ J(X). Hence, say that s ∈ HomC∧(hS , F+), and let (Si | i ∈ I) be
a generating family for S . By (4.1.6), s corresponds to a system (si ∈ F+(Si) | i ∈ I) such
that the following holds. For every i, j ∈ I , and every pair of morphisms ui : Y → Si and
uj : Y → Sj in C/X , we have
(4.1.17) F+(ui)(si) = F
+(uj)(sj).
For every i ∈ I , let Si ∈ J(Si) such that si is the image of some si ∈ HomC∧(hSi, F ). For
every ui, uj as above, set Sij := (Si ×Si ui) ∩ (Sj ×Sj uj); since F is separated, (4.1.17) and
claim 4.1.15 imply that the images of si and sj agree in HomC∧(hSij , F ), for every i, j ∈ I .
However, for every i ∈ I , let (giλ : Tiλ → Si | λ ∈ Λi) be a generating family for Si;
then si corresponds to a compatible system of sections siλ ∈ F (Tiλ), and Sij is the sieve of all
morphisms f : Z → Y such that
ui ◦ f = giλ ◦ f ′i and uj ◦ f = gjµ ◦ f ′j
for some λ ∈ Λi, µ ∈ Λj and some f ′i : Z → Tiλ, f ′j : Z → Tjµ, so by construction we have
(4.1.18) F (f ′i)(siλ) = F (f
′
j)(sjµ) for every i, j ∈ I and λ ∈ Λi, µ ∈ Λµ.
Lastly, let T be the sieve of C/X generated by (gi ◦ giλ : Tiλ → X | i ∈ I, λ ∈ Λi); then T
covers X (remark 4.1.3(iii)), and (4.1.18) shows that the system (F (giλ)(siλ) | i ∈ I, λ ∈ Λi)
defines an element of HomC∧(hT , F ), whose image in F
+(X) agrees with s. ♦
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From claim 4.1.16 we see that the rule : F 7→ F a := (F+)+ defines a left exact functor
C ∧ → C∼, with natural transformations ηF : F ⇒ i(F a) for every F ∈ Ob(C ∧) and εG :
(iG)a ⇒ G for every G ∈ Ob(C∼) fulfilling the triangular identities of (1.1.13). The theorem
follows. 
Remark 4.1.19. Let C := (C , J) be a small site.
(i) It has already been remarked that C∼ is complete, and from theorem 4.1.13 we also
deduce that C∼ is cocomplete, and the functor (4.1.14) (resp. the inclusion functor i : C∼ →
C ∧) commutes with all colimits (resp. with all limits); more precisely, if F : I → C∼ is any
functor from a small category I , we have a natural isomorphism in C∼ (resp. in C ∧) :
colim
I
F
∼→ (colim
I
i ◦ F )a (resp. i(lim
I
F )
∼→ lim
I
i ◦ F )
(proposition 1.3.25(iii,iv)); especially, limits in C∼ are computed argumentwise. Also, all col-
imits and all epimorphisms are universal in C∼ (see examples 1.4.17(ii,iv) and 4.1.9(v,vii)), and
filtered colimits in C∼ commute with finite limits, since the same holds in C ∧.
(ii) Furthermore, C∼ is well-powered and co-well-powered, since the same holds forC ∧. Es-
pecially, every morphism f : F → G in C∼ admits a well defined image (see example 1.2.26(i))
that can be constructed explicitly as the subobject (Im i(f))a (details left to the reader).
(iii) By composing with the Yoneda embedding, we obtain a functor
haC : C → C∼ : X 7→ (hX)a for everyX ∈ Ob(C )
and since the functor (−)a : C ∧ → C∼ commutes with small colimits, lemma 1.4.8 yields a
natural isomorphism :
colim
F ib(F )
haC ◦ sF ∼→ F for every sheaf F on C.
(iv) From the proof of claim 4.1.16 it is clear that the functor
C ∧ → Csep F 7→ F sep := Im(F → F+)
is left adjoint to the inclusion Csep → C ∧. Moreover, we have a natural identification :
F a
∼→ (F sep)+ for every F ∈ Ob(C ∧).
(v) Let V be a universe such that U ⊂ V; from the definitions, it is clear that the fully faithful
inclusion C ∧U ⊂ C ∧V restricts to a fully faithful inclusion
C∼U ⊂ C∼V .
Moreover, by inspecting the proof of theorem 4.1.13, we deduce an essentially commutative
diagram of categories :
C ∧U //

C∼U

C ∧V // C
∼
V
whose vertical arrows are the inclusions, and whose horizontal arrows are the functors F 7→ F a.
In practice, one often encounters sites that are not small, but which share many of the prop-
erties of small sites. These more general situations are encompassed by the following :
Definition 4.1.20. Let C := (C , J) be a site.
(i) A topologically generating family for C is a subset G ⊂ Ob(C ), such that, for every
X ∈ Ob(C ), the family
G/X :=
⋃
Y ∈G
HomC (Y,X) ⊂ Ob(C/X)
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generates a sieve coveringX .
(ii) We say that C is a U-site, if C has small Hom-sets, and C admits a small topologically
generating family. In this case, we also say that J is a U-topology on C .
4.1.21. Let C =: (C , J) be a U-site, and G a small topologically generating family for C.
For every X ∈ Ob(C ), denote by JG(X) ⊂ J(X) the set of all sieves covering X which are
generated by a subset of G/X (notation of definition 4.1.20(i)).
Lemma 4.1.22. With the notation of (4.1.21), for every X ∈ Ob(C ) the following holds :
(i) JG(X) is a small set.
(ii) JG(X) is a cofinal subset of J(X) (for the partial order given by inclusion of sieves).
Proof. (i) is left to the reader.
(ii): Let S ∈ J(X), and say that S is generated by a family (fi : Si → X | i ∈ I) of objects
of C /X (indexed by some not necessarily small set I). Let S ′ be the sieve generated by⋃
i∈I
{fi ◦ g | g ∈ G/Si}.
It is easily seen that S ′ ⊂ S and S ′ ∈ JG(X). 
Remark 4.1.23. (i) In the situation of (4.1.21), let V be a universe with U ⊂ V, and such that
C is a V-small site, so that we have a well defined functor (−)+ : C ∧V → C ∧V , as in (4.1.11).
Lemma 4.1.22 implies that the natural map :
colim
S∈JG(X)o
HomC∧(hS , F )→ F+(X)
is bijective. Therefore, if F is a U-presheaf, F+(X) is essentially U-small, and then the same
holds for F a(X). In other words, the restriction to C ∧U of the functor C
∧
V → C∼V : F 7→ F a is
isomorphic to a functor that factors through C∼.
(ii) We deduce that theorem 4.1.13 holds, more generally, when C is an arbitrary U-site.
Likewise, a simple inspection shows that remark 4.1.19(i,iv,v) holds when C is only assumed
to be a U-site.
Proposition 4.1.24. Let C := (C , J) be a U-site. The following holds :
(i) A morphism in C∼ is an isomorphism if and only if it is both a monomorphism and an
epimorphism.
(ii) All epimorphisms in C∼ are universal effective.
Proof. (i): Let ϕ : F → G be a monomorphism in C∼; then the morphism of presheaves
i(ϕ) : iF → iG is also a monomorphism, and it is easily seen that the cocartesian diagram
D :
iF
i(ϕ)
//
i(ϕ)

iG
α

iG // iG∐iF iG
is also cartesian, hence the same holds for the induced diagram of sheaves Da. If moreover, ϕ
is an epimorphism, then αa is an isomorphism, hence the same holds for ϕ = (i(ϕ))a.
(ii): Let f : F → G be an epimorphism in C∼; in view of remarks 4.1.19(i) and 4.1.23(ii),
it suffices to show that f is effective. However, set G′ := Im(i(f)), and let pi : F ×G F → F
(for i = 1, 2) be the two projections. Suppose ϕ : F → X is a morphism in C∼ such that
ϕ◦p1 = ϕ◦p2; since i(F ×GF ) = iF ×iG iF = iF ×G′ iF , the morphism i(ϕ) factors through
a (unique) morphism ψ : G′ → X . On the other hand, it is easily seen that (G′)a = G, hence ϕ
factors through the morphism ψa : G→ X . 
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Remark 4.1.25. Proposition 4.1.24(i) implies that every morphism ϕ : X → Y in C∼ factors
uniquely (up to unique isomorphism) as the composition of an epimorphism followed by a
monomorphism. Indeed; such a factorization is provided by the natural morphismsX → Im(ϕ)
and Im(ϕ) → Y (see example 1.2.26(i)). If X ϕ′−−→ Z → Y is another such factorization, then
by definition ϕ′ factors through a unique monomorphism ψ : Im(ϕ) → Z. However, ψ is an
epimorphism, since the same holds for ϕ′. Hence ψ is an isomorphism.
Proposition 4.1.26. Let (C , J) be a U-site, X ∈ Ob(C ), and R any subobject of hX . The
following conditions are equivalent :
(a) The inclusion map i : R→ hX induces an isomorphism on associated sheaves
ia : Ra
∼→ haX .
(b) R covers X .
Proof. (b)⇒(a) : By definition, the natural map Ra(X) → HomC∧(R,Ra) is bijective, hence
there exists a morphism f : hX → Ra in C ∧ whose composition with i is the unit of adjunction
R → Ra. Therefore, fa : haX → Ra is a left inverse for ia. On the other hand, we have a
commutative diagram :
HomC∧(h
a
X , h
a
X)
//

HomC∧(R
a, haX)

haX(X)
// HomC∧(R, h
a
X)
whose bottom and vertical arrows are bijective, so that the same holds also for the top arrow.
Set g := ia ◦ fa, and notice that g ◦ ia = ia, therefore g must be the identity of haX , whence the
contention.
(a)⇒(b): Let ηX : hX → haX be the unit of adjunction, and set j := (ia)−1 ◦ ηX : hX → Ra.
By remarks 4.1.19(iv) and 4.1.23(ii), we may find a covering subobject i1 : R1 → hX , and a
morphism j1 : R1 → Rsep whose image inHomC∧(R1, Ra) equals j ◦ i1. Denote by η′X : hX →
hsepX the unit of adjunction; by construction, the two morphisms
isep ◦ j1, η′X ◦ i1 : R1 → hsepX
have the same image inHomC∧(R1, h
a
X). This means that there exists a subobject i2 : R2 → R1
coveringX , such that isep ◦ j1 ◦ i2 = η′X ◦ i1 ◦ i2.
Next, let Y• := (Yλ → X | λ ∈ Λ) be a generating family for the sieve ofC /X corresponding
to R2. There follows, for every λ ∈ Λ, a commutative diagram :
(4.1.27)
hYλ
jλ //
iλ

Rsep
isep

hX
η′X // hsepX .
Then, for every λ ∈ Λ there exists a covering subobject sλ : Rλ → hYλ such that jλ lifts to some
tλ : Rλ → R, and we pick a generating family (Zλµ → Yλ | µ ∈ Λλ) for the sieve of C /Yλ
corresponding to Rλ; after replacing Y• by the resulting family (Zλµ → X | λ ∈ Λ, µ ∈ Λλ)
(which still covers X , by virtue of remark 4.1.3(iii)), we may assume that (4.1.27) lifts to a
commutative diagram
hYλ
tλ //
iλ

R

hX
η′X // hsepX .
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for every λ ∈ Λ. Then there exists a covering subobject s′λ : R′λ → hYλ such that i ◦ tλ ◦ s′λ =
iλ ◦ s′λ in HomC∧(R′λ, hX). Lastly, set
R′ :=
⋃
λ∈Λ
Im(iλ ◦ s′λ : R′λ → hX)
(notice thatR′ ∈ Ob(C ∧U ) even in case Λ is not a small set). It is easily seen thatR′ is a covering
subobject ofX , and the inclusion map R′ → hX factors throughR, so R coversX as well. 
Definition 4.1.28. Let (C , J) be a site such that C has small Hom-sets, and let ϕ : F → G be
a morphism in C ∧.
(i) We say that ϕ is a covering morphism if, for every X ∈ Ob(C ) and every morphism
hX → G in C ∧, the image of the induced morphism F ×G hX → hX is a covering
subobject of hX .
(ii) We say that ϕ a bicovering morphism if both ϕ and the diagonal morphism F →
F ×G F induced by ϕ, are covering morphisms.
Remark 4.1.29. (i) In the situation of definition 4.1.28, let S := {Xi → X | i ∈ I} be a family
of morphisms in C , and pick a universe V containing U, such that I is V-small. Using remark
3.4.2(iii), it is easily seen that S coversX if and only if the induced morphism in C ∧V∐
i∈I
hXi → hX
is a covering morphism.
(ii) With the notation of definition 4.1.28, recall that, by Yoneda’s lemma, the set of mor-
phisms hX → G in C ∧ is naturally identified with GX . Fix s ∈ GX , and let ψs : hX → G be
the corresponding morphism; under this identification, for every Y ∈ Ob(C ) the image of the
induced map (F ×(ϕ,ψs) hX)(Y ) → hX(Y ) is then the set of all morphisms f : Y → X such
that (Gf)(s) lies in the image of the map ϕ(f) : FY → GY . Thus ϕ is a covering morphism
if and only if for every X ∈ Ob(C ) and every s ∈ GX , the sieve of C /X generated by all
morphisms f : Y → X in C such that (Gf)(s) ∈ Im(ϕY : FY → GY ) covers X . In other
words, ϕ is a covering morphism if and only if for every X ∈ Ob(C ) and every s ∈ GX there
exists a covering family (fi : Yi → X | i ∈ I) such that (Gfi)(s) ∈ Im(ϕYi) for every i ∈ I .
(iii) Likewise, the diagonal morphism F → F ×G F induced by ϕ is a covering morphism if
and only if for everyX ∈ Ob(C ) and every two sections s, s′ ∈ FX such that ϕX(s) = ϕX(s′),
the set of all morphisms f : Y → X in C such that (Ff)(s) = (Ff)(s′) generates a sieve
covering X . This is the same as saying that for every such X and every such pair (s, s′) there
exists a covering family (fi : Yi → X | i ∈ I) such that (Ffi)(s) = (Ffi)(s′) for every i ∈ I .
Corollary 4.1.30. Let C := (C , J) be a U-site, and ϕ : F → G a morphism in C ∧. We have :
(i) ϕ is a covering morphism if and only if ϕa : F a → Ga is an epimorphism in C∼.
(ii) The diagonal morphism F → F ×GF induced by ϕ is a covering morphism if and only
if ϕa is a monomorphism in C∼.
(iii) ϕ is a bicovering morphism if and only if ϕa : F a → Ga is an isomorphism in C∼.
Proof. Let V be a universe with U ⊂ V, and such that C is V-small. Clearly ϕ is a covering
(resp. bicovering) morphism in C ∧U if and only if the same holds for the image of ϕ under the
fully faithful inclusion C ∧U ⊂ C ∧V . So we may replace U by V, and assume that C is a small site.
(i): Suppose that ϕa is an epimorphism; let X be any object of C , and hX → G a morphism.
Since the epimorphisms of C∼ are universal (remark 4.1.19(i)), the induced morphism
(ϕ×G X)a : (F ×G hX)a → haX
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is an epimorphism. LetR ⊂ hX be the image of ϕ×GhX ; then the induced morphismRa → haX
is both a monomorphism and an epimorphism, so it is an isomorphism, by proposition 4.1.24(i).
Hence R is a covering subobject, according to proposition 4.1.26.
Conversely, suppose that ϕ is a covering morphism. By remark 4.1.19(iii), G is the colimit
of a family (haXi | i ∈ I) for certain Xi ∈ Ob(C ). By definition, the image Ri of the induced
morphism ϕ ×G Xi : F ×G hXi → hXi covers Xi, for every i ∈ I . Now, the induced mor-
phism F ×G hXi → Ri is an epimorphism, and the morphism Rai → haXi is an isomorphism
(proposition 4.1.26), hence (ϕ×G Xi)a is an epimorphism, and then the same holds for
colim
i∈I
(ϕ×G Xi)a : colim
i∈I
F a ×Ga haXi → colimi∈I h
a
Xi
= Ga
which is isomorphic to ϕa, since the colimits of C∼ are universal (remark 4.1.19(i)); so ϕa is an
epimorphism.
(ii): If δ : F → F ×G F is a covering morphism, the foregoing shows that the induced
morphism δa : F a → F a ×Ga F a is both an epimorphism and a monomorphism, hence it
is an isomorphism (proposition 4.1.24(i)), so ϕa is a monomorphism (proposition 1.2.18(i)).
Conversely, if ϕa is a monomorphism, δa is an isomorphism, hence δ is a covering morphism,
by (i).
(iii) follows from (i), (ii) and proposition 4.1.24(i). 
Remark 4.1.31. (i) Let C := (C , J) be a site such that C has smallHom-sets, and V a universe
containing U, such that C ∧ is V-small. For every presheaf F on C , let J∧(F ) be the set of all
sieves S ⊂ C ∧/F such that the natural morphism∐
(f :G→F )∈Ob(S )
G→ F
is a covering morphism in C ∧V . Notice that S ∈ J∧(F ) if and only if there exists a generating
family (fi : Fi → F | i ∈ I) for S , indexed by a V-small set I , such that the natural morphism
∐i∈IFi → F is a covering morphism. Since the functor (−)a : C ∧V → C∼V commutes with
arbitrary V-small colimits, corollary 4.1.30(i) says that the latter condition holds if and only if
the induced morphism ∐i∈IF ai → F a is an epimorphism in C∼V .
(ii) We claim that the system (J∧(F ) | F ∈ Ob(C ∧)) is a topology on C ∧. Indeed, it is
clear from the definition that if S ∈ J∧(F ), then S ×F f lies in J∧(F ′) for every morphism
f : F ′ → F in C ∧. Next, let S ,S ′ ⊂ C ∧/F be two sieves, with S ∈ J∧(F ) and such that
S ′ ×F f ∈ J∧(F ′) for every (f : F ′ → F ) ∈ Ob(S ). By the foregoing, this means that
the induced morphism ∐(g:G→F )∈Ob(S ′)Ga ×F a F ′a → F ′a is an epimorphism in C∼V for every
such f . Since (in every category) an arbitrary coproduct of epimorphisms is an epimorphism, it
follows that both of the following morphisms are epimorphisms :∐
(f :F ′→F )∈Ob(S )
∐
(g:G→F )∈Ob(S ′)
Ga ×F a F ′a →
∐
(f :F ′→F )∈Ob(S )
F ′a → F a
and then so is their composition. But f ◦ (g ×F F ′) : G ×F F ′ → F lies in S ′ for every
f ∈ Ob(S ) and every g ∈ Ob(S ′), so S ′ ∈ J∧(F ), as required. We denote the resulting site
C∧ := (C ∧, J∧).
In light of remark 4.1.29(ii) it is easily seen that C∧ is independent of the choice of V.
4.2. Continuous and cocontinuous functors. We now begin the study of those functors that
are compatible with given topologies on their domain and codomain of definition; as explained
hereafter, such compatibility can manifest itself in two distinct fashions :
Definition 4.2.1. Let C = (C , J) and C ′ = (C ′, J ′) be two sites, and g : C → C ′ a functor.
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(i) We say that g is continuous for the topologies J and J ′, if the following holds. For every
universe V and every V-sheaf F on C ′, the V-presheaf g∧VF is a V-sheaf on C (notation of
(1.2.2)). In this case, g∧V clearly induces by restriction a functor
g˜V∗ : C
′∼
V → C∼V .
(ii) We say that g is cocontinuous for the topologies J and J ′ if the following holds. For
every X ∈ Ob(C ), and every covering sieve S ′ ∈ J ′(gX), the sieve g−1|X S ′ covers X in C
(notation of definition 3.4.1(iii) and (1.1.26)).
Example 4.2.2. Let T, T ′ be two topological spaces, and f : T → T ′ a continuous map; denote
by T (resp. T ′) the category of open subsets of T (resp. of T ′), endowed with its natural
topology as in example 4.1.2. Then f induces a functor f−1 : T ′ → T : U 7→ f−1U , and it is
easily seen that f ∗ is a continuous functor, according to definition 4.2.1(i).
Lemma 4.2.3. Let C = (C , J) and C ′ = (C ′, J ′) be two sites, g : C → C ′ a functor, and
V a universe such that C is V-small and C ′ has small Hom-sets. The following conditions are
equivalent :
(a) For every V-sheaf F on C ′, the presheaf g∧VF is a V-sheaf on C.
(b) For every morphism ϕ : F → G of V-presheaves on C that is bicovering for the
topology J , the morphism gV!(ϕ) : gV!F → gV!G is bicovering for the topology J ′.
(c) For every X ∈ Ob(C ) and every subobject R ⊂ hX covering X for the topology J ,
the induced morphism of presheaves gV!R→ gV!hX is bicovering for the topology J ′.
(d) g is continuous for the topologies J and J ′.
Proof. (a)⇒(b): By virtue of remark 1.3.6(iv) we may replace V by a larger universe, and
assume that C and C ′ are V-small. Then, by corollary 4.1.30(iii), the morphism ϕa : F a → Ga
is an isomorphism, and we need to check that gV!(ϕ)
a is an isomorphism. To this aim, let H be
any V-sheaf on C ′; we get a commutative diagram :
HomC ′∧(gV!(G)
a, H) //

HomC ′∧(gV!(G), H) //

HomC∧(G, g
∧
VH)

HomC∧(G
a, g∧VH)
oo

HomC ′∧(gV!(F )
a, H) // HomC ′∧(gV!(F ), H) // HomC∧(F, g
∧
VH) HomC∧(F
a, g∧VH)
oo
whose horizontal arrows are bijections, due to (a). Since ϕa is bijective, the right-most vertical
arrow is bijective, hence the same holds for the left-most vertical arrow, whence the contention.
(b)⇒(c) and (d)⇒(a) are trivial.
(c)⇒(d): Let V′ be a universe, and F a V′-sheaf on C ′; we need to check that g∧V′F is a sheaf
on C. To this aim, we may replace V′ by a larger universe, and assume that V ⊂ V′, and that C
and C ′ are V′-small; then by remark 1.3.6(iv) and corollary 4.1.30(iii) we see that for everyX ∈
Ob(C ) and every covering subobject R ⊂ hX the induced morphism gV′!(R)a → gV′!(hX)a is
an isomorphism. Now, we have a commutative diagram :
HomC∧(hX , g
∧
V′F )
//

HomC ′∧(gV′!hX , F )

HomC ′∧(gV′!(hX)
a, F )oo

HomC∧(R, g
∧
V′F )
// HomC ′∧(gV′!R,F ) HomC ′∧(gV′!(R)
a, F )oo
whose horizontal arrows are bijections; moreover, the right-most vertical arrow is bijective as
well, hence the same holds for the left-most vertical arrow, which is the contention. 
Lemma 4.2.4. In the situation of definition 4.2.1, consider the following conditions :
(a) g is continuous.
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(b) For every covering family (Xi → X | i ∈ I) in C, the family (gXi → gX | i ∈ I)
covers gX in C ′.
(c) For every small covering family (Xi → X | i ∈ I) in C, the family (gXi → gX | i ∈ I)
covers gX in C ′.
(d) For every universe V, and every V-presheaf F on C ′ that is separated for the topology
J ′, the presheaf g∧VF is separated for the topology J , so that g
∧
V restricts to a functor
gsepV∗ : C
′sep
V → CsepV .
Then (a)⇒(b)⇔(d)⇒(c). Moreover, if all fibre products are representable inC , and g commutes
with fibre products, then (b)⇒(a). Furthermore, if C is a U-site, then (c)⇒(b).
Proof. Obviously (b)⇒(c).
(a)⇒(b): After replacing U by a larger universe, we may assume that I is a small set and both
C and C ′ are small. Let F be any sheaf on C ′; by assumption, g∧F is a sheaf on C, hence the
natural map :
F (gX) = g∧F (X)→
∏
i∈I
g∧F (Xi) =
∏
i∈I
F (gXi)
is injective (by (4.1.6)). This means that the induced morphism
(4.2.5)
∐
i∈I
hagXi → hagX
is an epimorphism inC∼. Then the assertion follows from corollary 4.1.30 and remark 4.1.29(i).
(d)⇒(b) is similar : we may assume that I , C and C ′ are small. If F is any separated presheaf
on C ′, then by assumption g∧F is separated on C, and arguing as in the foregoing, we deduce
that the induced morphism ∐i∈IhsepgXi → hsepgX is an epimorphism in Csep, and then (4.2.5) is an
epimorphism in C∼, so we conclude, again by corollary 4.1.30 and remark 4.1.29(i).
(b)⇒(d): let F be a separated V-presheaf on C ′, and (Xi → X | i ∈ I) any covering family
in C; in view of (4.1.6), it suffices to show that the induced map
F (gX) = g∧VF (X)→
∏
i∈I
g∧VF (Xi) =
∏
i∈I
F (gXi)
is injective. But this is clear, since (gXi → gX | i ∈ I) is a covering family in C ′.
Next, suppose that (b) holds, the fibre products in C are representable, and g commutes with
all fibre products. For every i, j ∈ I , set Xij := Xi ×X Xj . To show that (a) holds, it suffices –
in view of (4.1.6) – to prove :
Claim 4.2.6. The natural map
g∧F (X)→ HomC∧
(
Coequal
(∐
i,j∈I
hXij //
//
∐
i∈I
hXi
)
, g∧F
)
is bijective.
Proof of the claim. Since g! is right exact, and due to (1.3.7), this is the same as the natural map
F (gX)→ HomC∧
(
Coequal
(∐
i,j∈I
hgXij //
//
∐
i∈I
hgXi
)
, F
)
.
However, by assumption gXij = gXi ×gX gXj , and then the claim follows by applying (4.1.6)
to the covering family (gXi → gX | i ∈ I). ♦
Lastly, suppose that C is a U-site; in order to show that (c)⇒(b), we remark more precisely :
Claim 4.2.7. Let C be a U-site, F := (ϕi : Xi → X | i ∈ I) any covering family. Then there
exists a small set J ⊂ I such that the subfamily (ϕi | i ∈ J) coversX .
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Proof of the claim. Let S ⊂ C/X be the sieve generated by S . By lemma 4.1.22, we may find
a small covering family F ′ := (ψi : X ′i → X | i ∈ I ′) (i.e. such that I ′ is small), that generates
a sieve S ′ ⊂ S . Then, for every i ∈ I ′ we may find γ(i) ∈ I such that ψi factors through
ϕγ(i). The subset J := γI
′ will do. ♦
Let F and J be as in claim 4.2.7; then the sieve gS generated by (g(ϕi) | i ∈ I) contains
the sieve gS ′ generated by (g(ϕi) | i ∈ J). Especially, if gS ′ is a covering sieve, the same
holds for gS , whence the contention. 
4.2.8. In the situation of definition 4.2.1, let V be a universe with U ⊂ V, such that C is a
V-site, and C ′ has V-small Hom-sets. Then we may define a functor
g˘∗V : C
′∼
V → C∼V F 7→ (g∧V ◦ iC′F )a
(where iC′ : C
′∼
V → C ∧V is the forgetful functor). On the other hand, if C is a V-small site and
C ′ is a V-site, we can define the functors
gaV! : C
∧
V → C ′∼V F 7→ (gV!F )a and g˜∗V := gaV! ◦ iC : C∼V → C ′∼V .
As usual, if V = U we often omit the subscript U. Later we shall generalize these constructions
to the case where both C and C ′ are V-sites : see corollary 4.3.19. For now we remark :
Lemma 4.2.9. In the situation of definition 4.2.1, let V be a universe with U ⊂ V, such that C
is V-small, and C ′ has V-small Hom-sets. Then the following conditions are equivalent :
(a) g is a cocontinuous functor.
(b) For every covering morphism ϕ : F → G in C ′∧, the morphism g∧(ϕ) : g∧F → g∧G
is covering.
(c) For every bicovering morphism ϕ : F → G in C ′∧, the morphism g∧(ϕ) : g∧F → g∧G
is bicovering.
(d) For every X ∈ Ob(C ′) and every covering subobject R of hX , the induced morphism
g∧R→ g∧hX is bicovering.
(e) For every F ∈ Ob(C∼V ), the V-presheaf gV∗F is a V-sheaf on C ′ (see remark 1.3.6(i)).
When these conditions hold, the restriction of gV∗ is a right adjoint to g˘
∗
V denoted
g˘V∗ : C
∼
V → C ′∼V
Proof. After replacing V by U, we may assume that C is small, and C ′ has small Hom-sets.
Recall that the unit of the natural adjunction for the pair (g!, g
∧) assigns to every X ∈ Ob(B)
the morphism ηX : hX → g∧(g!hX) ∼→ g∧(hgX) such that ηX(s) := Fs for every X ′ ∈ Ob(C )
and every (s : X ′ → X) ∈ hX(X ′) : see remark 1.3.6(v). We notice :
Claim 4.2.10. Let X ∈ Ob(C ), and T ′ ⊂ C ′/gX a covering sieve; set T := g−1|X T ′. Then :
hT = g
∧(hT ′)×g∧(hgX) hX .
Proof of the claim. For every X ′ ∈ Ob(C ), the set (g∧(hT ′)×g∧(hgX) hX)(X ′) consists of the
pairs (t, s) where t : gX ′ → gX is an object of T ′ and s : X ′ → X is a morphism in C , such
that g(s) = t. In other words, this is the set of all s ∈ hX(X ′) such that g(s) ∈ Ob(T ′). This
is precisely the definition of hT (X
′). ♦
(a)⇒(b): Let X ∈ Ob(C ) and ψ : hX → g∧G any morphism in C ∧. By adjunction, ψ
corresponds to a morphism ψ′ : hgX → G in C ′∧, such that ψ = g∧(ψ′) ◦ ηX . By assumption,
ψ′ induces a covering morphism F ×G hgX → hgX , whose image is therefore of the form hS ′
for some covering sieveS ′ ∈ J ′(gX). Since g∧ is exact, the epimorphism π : F×GhgX → hS ′
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induces an epimorphism g∧(π) : g∧(F ×G hgX → hgX) → g∧(hS ′), and notice the following
commutative diagram whose three square subdiagrams are cartesian :
g∧(F )×g∧(G) hX //

g∧(hS ′)×g∧(hgX) hX //

hX
ηX

g∧(F ×G hgX)
g∧(π)
//

g∧(hS ′) // g
∧(hgX)
g∧(ψ′)

g∧(F ) // g∧(G)
In view of claim 4.2.10, we deduce that the image of the morphism g∧(F ) ×g∧(G) hX → hX
induced by g∧(ϕ) is hS , where S := g
−1
|X S
′; but S is a covering sieve of X , since g is
cocontinuous. This shows that (b) holds.
(b)⇒(c): If ϕ is a bicovering morphism, (b) implies that both g∧(ϕ) and the morphism δ :
g∧(F ) → g∧(F ×G F ) induced by ϕ are covering morphisms. However, g∧ is exact, so δ
is naturally identified with the diagonal morphism g∧(F ) → g∧(F ) ×g∧(G) g∧(F ) induced by
g∧(ϕ); thus, g∧(ϕ) is bicovering.
(c)⇒(d) is obvious.
(d)⇒(e): Let F be any sheaf on C; we have to show that the natural map
g∗F (Y )→ HomC ′∧(R, g∗F )
is bijective, for every Y ∈ Ob(C ′), and every covering subobject of hY . By adjunction (and
by corollary 4.1.30), this is the same as saying that the monomorphism g∧(R) → g∧(hY ) is a
covering morphism, which holds by assumption (d).
(e)⇒(a): The assumption implies that, for every sheaf F on C, everyX ∈ Ob(C ), and every
covering sieve S ′ ⊂ C ′/gX , the natural map
g∗F (gX)→ HomC ′∧(hS ′, g∗F )
is bijective. By adjunction, the same then holds for the natural map
HomC∧(g
∧(hgX), F )→ HomC∧(g∧(hS ′), F )
so the induced morphism g∧(hS ′) → g∧(hgX) is bicovering (proposition 4.1.26). Also, this
morphism is a monomorphism (since g∧ commutes with all limits); therefore, after base change
along the unit of adjunction ηX : hX → g∧(hgX), we deduce a covering monomorphism
g∧(hS ′)×g∧(hgX) hX → hX .
Then the contention follows from claim 4.2.10.
Lastly, the assertion concerning the left adjoint g˘∗U is immediate from the definitions. 
Lemma 4.2.11. Let C ′ := (C ′, J ′) be a U-site, C := (C , J) a small site, and g : C → C ′ a
continuous functor. Then the following holds :
(i) The functor g˜∗U : C
∼
U → C ′∼U of (4.2.8) is left adjoint to g˜U∗.
(ii) The natural diagrams of functors :
C
g //
haC

C ′
ha
C ′

C ∧U
(−)a
//
ga
U! !!❈
❈❈
❈❈
❈❈
❈
C∼U
g˜∗
U}}④④
④④
④④
④④
C∼U
g˜∗
U // C ′∼U C
′∼
U
are essentially commutative. (Notation of theorem 4.1.13.)
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Proof. The first assertion is straightforward, and the commutativity of the square diagram in (ii)
is reduced to the corresponding assertion for (1.3.7), which has already been remarked. To show
the commutativity for the triangular diagram in (ii), it suffices to check that for every presheaf
F on C and every sheaf G of C ′ the natural map ηF : F → iC(F a) induces a bijection
HomC′∼(g˜
∗
U(F
a), G)
∼→ HomC′∼(gaU!(F ), G).
However, by adjunction, the latter is naturally identified with the map
(4.2.12) HomC∧(F
a, g∧UG)→ HomC∧(F, g∧UG)
induced by ηF ; but g
∧
UG is a sheaf, since g is continuous, so (4.2.12) is indeed bijective. 
4.2.13. Let (C , J) be a small site, (C ′, J ′) a U-site, u : C → C ′ a continuous (resp. cocon-
tinuous) functor. Let also V be a universe such that U ⊂ V. Then it follows easily from remark
(1.3.6)(iv) and lemma 4.2.11(i) (resp. from lemma 4.2.9), and from remark 4.1.23(ii) that we
have essentially commutative diagrams of categories :
C∼U
u˜∗
U //

C ′∼U
u˜U∗
oo

C∼V
u˜∗
V // C ′∼V
u˜V∗
oo
(resp.
C∼U
u˘U∗ //

C ′∼U
u˘∗
U
oo

C∼V
u˘V∗ // C ′∼V
u˘∗
V
oo
)
whose vertical arrows are the inclusion functors. More generally, the diagram for u˘U∗ is well
defined and essentially commutative, whenever C is a U-site, and C ′ has small Hom-sets.
Lemma 4.2.14. (i) Let C := (C , J) and C ′ := (C ′, J ′) be two sites, and v : C → C ′, u :
C ′ → C two functors, such that v is left adjoint to u. The following conditions are equivalent:
(a) u is continuous.
(b) v is cocontinuous.
(ii) Moreover, when these conditions hold, then for every universe V such that C and C ′ are
V-small, we have natural isomorphisms of functors :
u˜V∗
∼→ v˘V∗ u˜∗V ∼→ v˘∗V.
Proof. In view of lemma 4.2.3, we may replace U by a larger universe, after which we may
assume that C and C ′ are small sites. In this case, the lemma follows from lemma 4.2.9 and
proposition 1.3.25(i). 
Lemma 4.2.15. Let (C , J) be a small site, (C ′, J ′) a U-site, u : C → C ′ a continuous and
cocontinuous functor. Then we have :
(i) u˜∗ = u˘
∗ and this functor admits the left adjoint u˜∗ and the right adjoint u˘∗.
(ii) We have a natural isomorphism of functors
(−)a ◦ u∧ ∼→ u˜∗ ◦ (−)a : C ′∧ → C∼.
(iii) u˜∗ is fully faithful if and only if the same holds for u˘∗.
(iv) If u is fully faithful, then the same holds for u˜∗. The converse holds, provided the
topologies J and J ′ are coarser than the canonical topologies.
Proof. (i) is clear by inspecting the definitions.
(ii): For every presheaf G on C ′, let iG : G → Ga be the natural morphism; due to lemma
4.2.9 the induced morphism u∧(iG) : u
∧G→ u∧(Ga) is bicovering, and notice that u∧(Ga) is a
sheaf, since u is continuous. Thus, u∧(iG) factors through the natural morphism iu∧G : u
∧G→
(u∧G)a and a unique morphism in C∼
ωG : (u
∧G)a → u∧(Ga).
FOUNDATIONS FOR ALMOST RING THEORY 255
Since iu∧G is bicovering, the same holds for ωG, i.e. the latter is an isomorphism of on C
∼. It is
then easily seen that the rule G 7→ ωG yields the sought isomorphism.
Assertion (iii) follows from (i) and proposition 1.1.20(iv). Next, suppose that u is fully
faithful; then the same holds for u˘∗ (corollary 1.5.18(ii)), so the claim follows from (iii). Lastly,
suppose that u˜∗ is fully faithful, and both J and J ′ are coarser than the canonical topologies on
C and C ′. In such case, the Yoneda embedding for C (resp. C ′) realizes C (resp. C ′) as a full
subcategory of C∼ (resp. of C ′∼). Then, from (1.3.7) and the explicit expression of u˜∗ provided
by lemma 4.2.11(i), we deduce that u is fully faithful. 
Definition 4.2.16. Let C := (C , J) be a site, B any category, and g : B → C a functor. Pick
a universe V such that B is V-small and C is a V-site. According to remark 4.1.8(iv), there is a
finest topology Jg on B such that, for every V-sheaf F on C, the V-presheaf g∧F is a V-sheaf
on (B, Jg). By lemma 4.2.3, the topology Jg is independent of the chosen universe V. We call
Jg the topology induced via g by J on B. Clearly g is continuous for the sites (B, Jg) and C.
Lemma 4.2.17. In the situation of definition 4.2.16, letX be any object of B, andR ⊂ hX any
subobject in B∧. We have :
(i) R ∈ Jg(X) if and only if for every morphism Y → X in B, the induced morphism
gV!(R×X Y )→ hg(Y ) is a bicovering morphism in C ∧V (for the topology J on C ).
(ii) Suppose moreover, that either one of the following condition holds:
(a) The functor gaV! : B
∧
V → C∼V commutes with all fibre products.
(b) All fibre products are representable in B, and g commutes with fibre products.
Then a family (fi : Bi → B | i ∈ I) of morphisms of B generates a covering sieve of
Jg if and only if (g(fi) : gBi → gB | i ∈ I) generates a covering sieve of J .
Proof. (i): According to remark 4.1.8(iii), we haveR ∈ Jg(X) if and only if for everymorphism
Y → X in C the natural morphism ϕY : R ×X Y → hY induces a bijection
(g∧VG)(Y )
∼→ HomB∧(R×X Y, g∧VG) for every G ∈ Ob(C∼V ).
By adjunction, this is equivalent to saying that ϕY induces a bijection
G(gY )
∼→ HomC∧(gV!(R ×X Y ), G) for every G ∈ Ob(C∼V ).
The latter is in turn naturally identified with the map
HomC∼
V
(gV!(ϕY )
a, G) : HomC∼
V
(hagY , G)→ HomC∼V (gV!(R ×X Y )a, G).
By Yoneda’s lemma, it follows that R ∈ Jg(R) if and only if gV!(ϕY )a is an isomorphism, and
this is equivalent to the stated condition, by corollary 4.1.30.
(ii): Suppose first that condition (a) holds. Notice that since B is V-small, we may assume
that the indexing set I is V-small as well. Let R ⊂ hB (resp. R′ ⊂ hgB) be the subobject
generated by the family (fi | i ∈ I) (resp. (g(fi) | i ∈ I)); if R is a covering subobject of
hB for Jg, then R
′ is a covering subobject of hgB for J , by lemma 4.2.4. Conversely, suppose
that R′ is a covering subobject of hgB for J ; according to (i) and corollary 4.1.30, we need
to check that the inclusion j : R → hB induces an isomorphism gaV!(R ×B B′) → hagB′ for
every morphism B′ → B in B. Since gaV! commutes with fibre products, we are then easily
reduced to checking that j induces an isomorphism gaV!(j) : g
a
V!R → haB. However, gaV!(j) is a
monomorphism, since gaV! commutes with fibre products (proposition 1.3.18(i)). To show that
gaV!(j) is an epimorphism, let S :=
∐
i∈I hBi (which is an object of B
∧
V , since I is V-small)
and denote by j′ : S → hB the morphism induced by the morphisms fi. The image of gaV!(j)
contains the image of gaV!(j
′); on the other hand, gaV! commutes with coproducts, since it is a left
adjoint, and we have natural identifications : gaV!(hBi) = h
a
gBi
for every i ∈ I . Thus, the image
of gaV!(j
′) equals that of the morphism ϕ :
∐
i∈I h
a
gBi
→ haB induced by the morphisms g(fi).
But since R′ is a covering subobject, ϕ is an epimorphism, so the same holds for gaV!(j).
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Next, suppose that condition (b) holds, and let f• := (fi : Bi → B | i ∈ I) be a family of
morphisms of B such that (g(fi) | i ∈ I) covers gB in the topology J . Set Bij := Bi ×B Bj
for every i, j ∈ I; the subobject R ⊂ hB generated by f• is the coequalizer in B∧ of the natural
projections ∐
i,j∈I hBij
//
//
∐
i∈I hBi
and according to (i) we need to check that for every morphism B′ → B the induced morphism
gV!(R ×B B′) → hgB′ is a bicovering morphism. However, set as well B′i := Bi ×B B′ and
B′ij := Bij ×B B′ for every i, j ∈ I; then R×B B′ is the coequalizer of the induced projections∐
i,j∈I hB′ij
//
//
∐
i∈I hB′i .
On the other hand, gV! commutes with coequalizers and coproducts, since it is a left adjoint; in
view of remark 1.3.6(ii) we deduce that gV!(R×B B′) is the coequalizer of the projections∐
i,j∈I hgB′ij
//
//
∐
i∈I hgB′i .
But by assumption we have as well gB′i = gBi ×gB gB′, whence hgBi = hgB′i ×hgB hB′ , and
likewise for hgB′ij , for every i, j ∈ I (corollary 1.4.3(vi)). We conclude that gV!(R×B B′) is the
subobject of hB′ generated by the family (g(fi) ×gB gB′ → gB′ | i ∈ I), and it is therefore a
covering subobject, as required. 
Remark 4.2.18. (i) In the situation of lemma 4.2.17, let V′ be another universe with V ⊂ V′,
and F a V′-presheaf on B. According to lemma 1.4.8, F is naturally isomorphic to the colimit
of the functor hB ◦ sF : F ib(F )→ B∧V ⊂ B∧V′ , where sF : F ib(F )→ B is the source functor.
For every finite subset S ⊂ Ob(F ib(F )), let FS ⊂ F be the subobject generated by the union
of the images of all the morphisms h(X,s) : hB → F with (B, s) ∈ S (notation of (1.4.7)),
and notice that FS is isomorphic to an object of B∧V . After replacing each FS by an isomorphic
object of B∧V , we obtain therefore F as the filtered colimit of a system (FS | S ∈ ΣF ) of objects
of B∧V , indexed by the set ΣF of all finite subsets of Ob(F ib(F )).
(ii) Now, let F1
ϕ1−→ F0 ϕ2←− F2 be two morphisms in B∧V . Consider the set Σ(ϕ1, ϕ2) of all
triples (S0, S1, S2) where Si is a finite subset of Ob(F ib(Fi)) for i = 0, 1, 2, and (B,ϕj ◦ s) ∈
S0 for j = 1, 2 and every (B, s) ∈ Sj . We endow Σ(ϕ1, ϕ2) with the partial order such that
(S0, S1, S2) ≥ (S ′0, S ′1, S ′2) if and only if S ′i ⊂ Si for i = 0, 1, 2. We have a natural functor
τ : Σ(ϕ1, ϕ2)→ B∧V (S0, S1, S2) 7→ FS1 ×FS0 FS2
and by a simple inspection we see that the colimit of τ is naturally isomorphic to F1 ×F0 F2.
(iii) We deduce that G := gaV′!(F1 ×F0 F2) is naturally isomorphic to the colimit of gaV′! ◦ τ ,
since gaV′! is a left adjoint; but g
a
V′! ◦ τ is in turn naturally isomorphic to the functor gaV! ◦ τ , by
lemma 4.2.11(ii). Suppose now that gaV! commutes with all fibre products of B
∧
V . Then G is
also naturally isomorphic to the filtered colimit of the system
(gaV!F1,S1 ×gaV!F0,S0 gaV!F2,S2 | (S0, S1, S2) ∈ Σ(ϕ1, ϕ2)).
But since filtered colimits in B∧V′ commute with fibre products, the latter is naturally isomorphic
to the fibre productG1×G0G2, whereGi is the filtered colimit of the system (gaV′!FSi | Si ∈ ΣFi)
(notice that the projections Σ(ϕ1, ϕ2) → ΣFi : (S0, S1, S2) → Si are obviously final functors).
But again, since gaV′! commutes with filtered colimits,Gi is naturally isomorphic to g
a
V′!(Fi). We
conclude that gaV′! commutes with fibre products as well. In particular, condition (ii.a) of lemma
4.2.17 is independent of the choice of universe V.
FOUNDATIONS FOR ALMOST RING THEORY 257
4.3. Morphisms of sites. We observed in example 4.2.2 that every continuous map of topo-
logical spaces f : T → T ′ induces a continuous functor u := f−1 : T ′ → T between the
corresponding categories of open subsets. It is well known that the induced functor on cate-
gories of sheaves u˜∗ : T ∼ → T ′∼ is moreover exact, whereas for a general continuous functor
g between arbitrary sites, only the right exactness of g˜∗ is always assured. The exactness of
g˜∗ therefore singles out an interesting class of continuous functors, which will play an impor-
tant role in our discussion of topoi, and – even more crucially – for the study of the functorial
properties of the categories of stacks, in section 5.4. In this section we carry out a preliminary
investigation of this class of functors, and prove a useful characterization. Let us begin with :
Definition 4.3.1. (i) Let C = (C , J) and C ′ = (C ′, J ′) be two sites, and V a universe such
that C and C ′ are V-small. A morphism of sites C ′ → C is the datum of a continuous functor
g : C → C ′, such that the left adjoint g˜∗V of g˜V∗ is exact (notation of definition 4.2.1(i)).
(ii) Let U′ be a universe with U ∈ U′; the U′-small U-sites are the objects of a 2-category
(U,U′)-Site
whose 1-cells are the morphisms of sites, and whose 2-cells β : g ⇒ g′ are the natural transfor-
mations g′ ⇒ g between the underlying functors of such morphisms, with the obvious compo-
sition laws for 1-cells and 2-cells.
(iii) We shall also be interested in the 2-category of U-lex-sites
(U,U′)-lex.Site
defined as the 2-subcategory of (U,U′)-Site whose objects are the finitely complete U′-small
U-sites and whose 1-cells are the morphisms of sites g as in (i) such that the underlying functor
g : C → C ′ is left exact. For any two such morphisms g, g′, the 2-cells g ⇒ g′ are the same as
in (U,U′)-Site.
Remark 4.3.2. (i) With the notation of definition 4.3.1(ii), two different choices of the auxiliary
universe U′ do not necessarily yield 2-equivalent 2-categories; nevertheless, such choices are
usually ininfluent in the proofs of our results, so we mostly omit mentioning them explicitly,
and write U-Site and U-lex.Site for these 2-categories. When the choice of U is clear from the
context, we shall likewise drop the mention of U, and write just Site and lex.Site.
(ii) On the other hand, the following proposition 4.3.9 will show that the definition of mor-
phism of sites g : (C ′, J ′) → (C , J) depends only on the underlying functor g : C → C ′, and
not on the choice of a universe V such that C and C ′ are V-small.
(iii) Let C := (C , J) and C ′ := (C ′, J ′) be two sites, u : C ′ → C a morphism of sites, and S
a set. The constant presheaf onC with value S is the constant functor cS : C o → Set associated
with S (see (1.2.9)), and the constant sheaf on C with value S is the associated sheaf caS. Clearly
we have cS = ∐s∈Sc{s}, and each presheaf c{s} is a final object of the category C ∧. It follows
that caS = ∐s∈Sca{s}, and ca{s} is a final object of C∼ (example 1.2.16(iv)). Since u˜∗ commutes
with all colimits and is left exact by assumption, we deduce that u˜∗(caS) is naturally isomorphic
to the constant sheaf with value S onC ′. This assertionmay fail for general continuous functors.
For our characterization of morphisms of sites, we shall need the following :
Definition 4.3.3. Let (B, J) be a site, F : C → B a fibration, and fix a cleavage λ for F , so
that for every X ∈ Ob(C ) and every morphism f : B → FX we have the cartesian morphism
λ(X, f) : f ∗X → X . We say that F is locally cofiltered (relative to the topology J) if the
following holds for every B ∈ Ob(B) and everyX,X ′ ∈ Ob(CB) :
(a) There exists a covering family (Bi → B | i ∈ I) in the topology J with Ob(CBi) 6= ∅
for every i ∈ I .
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(b) There exist a covering family (fi : Bi → B | i ∈ I) in the topology J , and for every
i ∈ I an object Yi ∈ Ob(CBi) with two morphisms f ∗i X ← Yi → f ∗i X ′ in CBi .
(c) For every pair of morphisms g, g′ : X ′ → X in CB there exist a covering family (fi :
Bi → B | i ∈ I) in the topology J , and for every i ∈ I a morphism hi : Yi → f ∗i X ′ in
CBi such that f
∗
i (g) ◦ hi = f ∗i (g′) ◦ hi.
4.3.4. In the situation of definition 4.3.3, suppose that (B, J) and C are small; we consider
the functor ∫ λ
a
: C ∧ → (B, J)∼ G 7→
(∫ λ
G
)a
where
∫ λ
: C ∧ → B∧ is defined as in example 3.1.14(iv). Recall that the sections of ∫ λG(B)
are the equivalence classes [X, t] of pairs (X, t) consisting of an objectX of F−1B and a section
t ∈ GX , for the equivalence relations on the set of such pairs explicited in example 1.2.23(i).
Lemma 4.3.5. With the notation of (4.3.4), let L be any presheaf on C , and M :=
∫ λ
L.
Let also B ∈ Ob(B) and (X, t), (X ′, t′) two pairs consisting of objects X,X ′ ∈ F−1B and
sections t ∈ LX , t′ ∈ LX ′. If [X, t] = [X ′, t′] in M(B), there exist a covering family (fj :
Bj → B | j ∈ I) for the topology J , and for each j ∈ I morphisms gj : Xi → X , g′j : Xi → X ′
in C such that Fgj = Fg′j = fj and (Lgj)(t) = (Lg
′
j)(t
′).
Proof. As in the proof of proposition 1.5.20 we shall say that a diagram of F−1B is a pair of
finite sets (A,A′) with A ⊂ Ob(F−1B), A′ ⊂ Morph(F−1B), such that the source and target
of every element of A′ lie in A. We notice :
Claim 4.3.6. Let (A,A′) be any diagram of F−1B. There exist a covering family (fj : Bj →
B | j ∈ I) and for every j ∈ I an object Yj of F−1Bj with a system of morphisms (gjX : Yj →
X | X ∈ A) such that the following holds. For every j ∈ I , every X,X ′, X ′′ ∈ A and every
h : X → X ′′, h′ : X ′ → X ′′ in A′ we have h ◦ gjX = h′ ◦ gjX′ .
Proof of the claim. Let X1, . . . , Xn be the elements of A. Since F is locally cofiltered, by a
simple induction on n we find a covering family f ′• := (f
′
j′ : Bj′ → B | j′ ∈ I ′) and morphisms
g′j′i : Y
′
j′ → Xi such that Fg′j′i = f ′j′ for every j′ ∈ I ′ and i = 1, . . . , n. Next, let T ⊂ A′ × A′
be the subset of all pairs (h, h′) such that h and h′ have the same target; we show that for every
T ′ ⊂ T , and every j′ ∈ I ′ there exist a covering family f ′′•• := (f ′′j′λ : Bj′λ → Bj′ | λ ∈ Λj′)
and morphisms g′′j′λ : Yj′λ → Y ′j′ with Fg′′j′λ = f ′′j′λ and
h ◦ g′j′i ◦ g′′j′λ = h′ ◦ g′j′i′ ◦ g′′j′λ
for every λ ∈ Λj′, every i, i′, k = 1, . . . , n and every (h : Xi → Xk, h′ : Xi′ → Xk) in T ′. The
claim will follow for T ′ = T , by letting f• be the covering family (f
′
j ◦ f ′′j′λ : Bj′λ → B | j′ ∈
I, λ ∈ Λj′), and letting g•• be the system of morphisms g′j′i ◦ g′′j′λ.
Now, if T ′ = ∅, there is nothing to show. Thus, let (h0, h1) ∈ T ′; by induction on the
cardinality of T ′, we may assume that the assertion is known for the subset T ′′ := T ′\{(h0, h1)}.
After replacing f ′• by the covering family (f
′
j ◦ f ′′j′λ | j′ ∈ I, λ ∈ Λj′) and the system g′•• with
the system of morphisms g′j′i ◦ g′′j′λ, we may then assume that h ◦ g′j′i = h′ ◦ g′j′i′ for every
i, i′ = 1, . . . , n, every j ∈ I ′ and every (h, h′) ∈ T ′′ such that the sources of h and h′ are i and
i′ respectively. We may assume that the common target of h0 and h1 is X1, and say that their
sources areXi0 andXi1 respectively. Since F is locally cofiltered, there exist a covering family
f ′′•• and a system of morphisms g
′′
•• as in the foregoing, such that h0 ◦g′j′i0 ◦g′′j′λ = h1 ◦g′j′i1 ◦g′′j′λ
for every j′ ∈ I and every λ ∈ Λj′ . Clearly with these choices for f ′′•• and g′′•• the sought
identities hold whenever (h, h′) ∈ T ′, as required. ♦
Now, the condition [X, t] = [X ′, t′] means that for some k ∈ N there exist objects of F−1B
X0, Y0, X1, Y1, . . . , Yk, Xk+1
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and sections ti ∈ LXi for i = 0, . . . , k + 1, withX0 = X , Xk+1 = X ′, t0 = t and tk+1 = t′, as
well as morphisms
Xi
qi←− Yi q
′
i−→ Xi+1 such that (Lqi)(ti) = (Lq′i)(ti+1) for i = 0, . . . , k.
We apply claim 4.3.6 to the diagram formed by all the objects Xi, Yi and all the morphisms
qi, q
′
i, to find a covering family (fj : Bj → B | j ∈ I) and morphisms hj : Zj → Yi with
Fhj = fj , such that gij := qi ◦ hj = q′i ◦ hj for every j ∈ I and i = 0, . . . , k. It follows that
(Lg0j)(t0) = (Lg1j)(t1) = · · · = (Lgk+1,j)(tk+1) for every j ∈ I . Then the assertion holds
with gj := g0j and g
′
j := gk+1,j for every j ∈ I . 
Proposition 4.3.7. With the notation of (4.3.4), we have :
(i) The functor
∫ λ
commutes with all colimits.
(ii) If F is a locally cofiltered fibration,
∫ λ
a
is exact.
Proof. (i): Since the colimits in B∧ are computed argumentwise (corollary 1.4.3(ii)), we are
reduced to checking that for every B ∈ Ob(B) the functor
C ∧ → Set G 7→ colim
(F−1B)o
G ◦ ιoB
commutes with colimits. However, the functor ι∧B : C
∧ → (F−1B)∧ induced by the inclu-
sion functor ιB : F
−1B → C commutes with colimits (again, by corollary 1.4.3(ii)), so we
come down to checking that the functor Colim(F−1B)o : (F
−1B)∧ → Set of remark 1.3.3(ii)
commutes with colimits, which is clear, as the latter is a left adjoint.
(ii): In light of (i), and since the functorG 7→ Ga commutes with colimits, it suffices to check
that
∫ λ
a
is left exact, and by proposition 1.3.22(i) we are reduced to showing that
∫ λ
a
commutes
with equalizers and finite non-empty products, and that it preserves final objects.
Thus, let E be the presheaf on C such that E(X) = {∅} for every X ∈ Ob(C ), and
set E ′ :=
∫ λ
E. For every B ∈ Ob(B) and every s ∈ E ′a(B) there is a covering family
B• := (Bi → B | i ∈ I) in the topology J , and for every i ∈ I an objectXi of F−1Bi such that
s is represented by the system of section ([Xi,∅]) ∈ E ′(Bi). Conversely, every such system
defines a section of E ′a(B). Now, since F is locally cofiltered there exists such a covering
family B• of B with the property that Ob(F
−1Bi) is not empty for every i ∈ I; by picking
arbitrary Xi ∈ Ob(F−1Bi) for each i we obtain therefore a section of E ′a(B); this shows that
E ′a(B) 6= ∅ for every B ∈ Ob(B). Next, let s := ([Xi,∅] | i ∈ I) and s′ := ([X ′i,∅] | i ∈ I)
be two sections of E ′a(B), with FXi = FX
′
i = Bi for every i ∈ I . Since F is locally
cofiltered, we may find for every i ∈ I a covering family (fiλ : Biλ → Bi | λ ∈ Λi) and
morphisms giλ : Yiλ → Xi, g′iλ : Yiλ → X ′i in C with Fgiλ = Fg′iλ = fiλ for every λ ∈ Λi.
Then both s and s′ are represented by the system ([Yiλ,∅] | i ∈ I, λ ∈ Λi). This proves that
E ′a(B) contains a unique section for every B ∈ Ob(B), i.e. E ′a is the final object of (B, J)∼,
as required.
To check that
∫ λ
a
commutes with finite products, let G1, G2 be two presheaves on C , and set
G := G1 ×G2 H :=
∫ λ
G Hi :=
∫ λ
Gi for i = 1, 2.
We need to check that the projectionsG→ Gi induce an isomorphism ω : Ha ∼→ Ha1 ×Ha2 . To
this aim, let as well B ∈ Ob(B) and s ∈ (Ha1 ×Ha2 )(B). Hence s is represented by the datum
of a covering family (fj : Bj → B | j ∈ I) and sections sij ∈ Hi(Bj) for i = 1, 2 and every
j ∈ I , fulfilling the following compatibility condition. For every B′ ∈ Ob(B), every j, j′ ∈ I
and every pair of morphisms g : B′ → Bj , g′ : B′ → Bj′ such that fj ◦ gj = fj′ ◦ g′, we
haveHi(g)(sij) = Hi(g
′)(sij′) for i = 1, 2. By example 1.2.23(i), each sij is the class [Xij , tij]
of a pair consisting of an object Xij of F
−1Bj and a section tij ∈ GiXij . Since F is locally
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cofiltered, we may then find for every j ∈ I a covering family (fjλ : Bjλ → Bj | λ ∈ Λj) and
for every j ∈ I and every λ ∈ Λj an object Yjλ of F−1Bjλ and morphisms gijλ : Yjλ → Xij in
C with Fgijλ = fjλ for i = 1, 2. With this notation, set tijλ := (Gigijλ)(tij); we have
[Yjλ, tijλ] = Hi(fjλ)(sij) for i = 1, 2, every j ∈ I and every λ ∈ Λj.
Thus, the class τjλ := [Yjλ, (t1jλ, t2jλ)] is a section of H(Yjλ) for every j ∈ I and λ ∈ Λj .
Lastly, the family (fj ◦ fjλ : Bjλ → B | j ∈ I, λ ∈ Λj) covers B, and the system of sections
τ•• defines a section of H
a(B) whose image under ωB agrees with s. This shows that ω is
an epimorphism. In order to check that ω is a monomorphism, consider t, t′ ∈ Ha(B) whose
images agree in (Ha1×Ha2 )(B); we may find a covering family f• := (fj : Bj → B | j ∈ I) such
that t and t′ can be represented by compatible systems of sections t• := ([Xj, (t1j , t2j)] | j ∈ I),
t′• := ([X
′
j , (t
′
1j, t
′
2j)] | j ∈ I) with Xj, X ′j ∈ F−1Bj and tij , t′ij ∈ GiXj for i = 1, 2 and
every j ∈ I . By assumption, the resulting systems ([Xj, tij ] | j ∈ I) and ([X ′j , t′ij] | j ∈ I)
represent the same sections of Hai (B) for i = 1, 2. This means that there exists for every j ∈ I
a covering family (fjλ : Bjλ → Bj | λ ∈ Λj) such that if we set tijλ := Gi(λ(fjλ, Xj))(tij) and
t′ijλ := Gi(λ(fjλ, X
′
j))(t
′
ij), we have
[f ∗jλXj , tijλ] = [f
∗
jλX
′
j , t
′
ijλ] inHi(Bjλ) for i = 1, 2, every j ∈ I and every λ ∈ Λj.
After replacing f• by the covering family (fj ◦ fjλ : Bjλ → B | j ∈ I, λ ∈ Λj) and the systems
t•, t
′
• by ([f
∗
jλXj, (t1jλ, t2jλ)] | j ∈ I, λ ∈ Λ) and ([f ∗jλX ′j , (t′1jλ, t′2jλ)] | j ∈ I, λ ∈ Λ), we may
therefore assume from start that
[Xj , tij] = [X
′
j, t
′
ij ] inHi(Bj) for i = 1, 2 and every j ∈ I.
By lemma 4.3.5, we may then find for i = 1, 2 and every j ∈ I a covering family (fijλ :
Bijλ → Bj | λ ∈ Λij) and morphisms gijλ : Yijλ → Xj , g′ijλ : Yijλ → X ′j in C such that
Fgijλ = Fg
′
ijλ = fijλ and tijλ := (Gigijλ)(tij) = (Gig
′
ijλ)(t
′
ij) for every λ ∈ Λij .
For i = 1, 2 and every j ∈ I , let Sij ⊂ B/Bj be the sieve generated by the family fij•, and
pick a generating family (f ′σ : Bσ → Bj | σ ∈ Σj) for the sieve S1j ∩S2j , which covers Bj as
well in the topology J . Set Σ :=
⋃
j∈I{j} × Σj . By definition, this means that for i = 1, 2 and
every (j, σ) ∈ Σ there exist λ ∈ Λ1j , λ′ ∈ Λ2j and a commutative diagram in B :
Bσ
hσ //
h′σ

f ′σ
##❋
❋❋
❋❋
❋❋
❋❋
B1jλ
f1jλ

B2jλ′
f2jλ′
// Bj.
With this notation, we set Z1jσ := h
∗
σY1jλ, Z2jσ := h
′∗
σ Y2jλ′ and :
s1jσ := G1(λ(hσ, Y1jλ))(t1jλ) s2jσ := G2(λ(h
′
σ, Y2jλ))(t2jλ) for every (j, σ) ∈ Σ.
Then, both compatible systems ([Xj, t1j ] | j ∈ I) and ([X ′j, t′1j ] | j ∈ I) agree with the compat-
ible system ([Z1σ, s1σ] | σ ∈ Σ) in Ha1 (B), and both compatible systems ([Xj, t2j ] | j ∈ I) and
([X ′j , t
′
2j ] | j ∈ I) agree with the compatible system ([Z2σ, s2σ] | σ ∈ Σ) inHa2 (B).
Since F is locally cofiltered, we may find for every σ ∈ Σ a covering family (fσλ : Bσλ →
Bσ | λ ∈ Λσ) and morphisms giσλ : Zσλ → Ziσ, with Fgiσλ = fσλ for i = 1, 2. Set siσλ :=
(Gigiσλ)(siσ) for i = 1, 2, every σ ∈ Σ and every λ ∈ Λσ. Hence both t and t′ are represented
by the compatible system of sections ([Zσλ, (s1σλ, s2σλ)] | σ ∈ Σ, λ ∈ Λσ), so t = t′.
Lastly, let ϕ1, ϕ2 : G1 → G2 be two morphisms of presheaves on C , and E ⊂ G1 the
equalizer of ϕ1 and ϕ2; set also Hi :=
∫ λ
Gi, ψi :=
∫ λ
ϕi for i = 1, 2, and denote by E
′ the
equalizer of ψa1 , ψ
a
2 : H
a
1 → H2a . We need to check that the induced morphism Ea → E ′ is
an isomorphism. Thus, let B ∈ Ob(B) and s ∈ E ′(B); by remark 4.1.19(i), the set E ′(B)
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is the equalizer of the induced maps ψa1(B), ψ
a
2(B) : H
a
1 (B) → Ha2 (B), so we may find a
covering family (fj : Bj → B | j ∈ I) such that s is represented by a compatible system t• :=
([Xj, tj ] | j ∈ I)withXj ∈ Ob(F−1Bj) and tj ∈ G1(Bj) for every j ∈ I , such that the systems
([Xj, (ϕ1Xj )(tj)] | j ∈ I) and ([Xj, (ϕ2Xj )(tj)] | j ∈ I) represent the same section of Ha2 (B).
This means that for every j ∈ I there exists a covering family f• := (fjλ : Bjλ → Bj | λ ∈ Λj)
such that if we set tjλ := G1(λ(fjλ, Xj))(tj) we get the following identity in H2(Bjλ) :
[f ∗jλXj, ϕ1Xj (tjλ)] = [f
∗
jλXj, ϕ2Xj (tjλ)] for i = 1, 2, every j ∈ I and every λ ∈ Λj.
After replacing f• by the covering family (fjλ ◦ fj : Bjλ → B | j ∈ I, λ ∈ Λj) and t• by the
compatible system ([f ∗jλXj, tjλ] | j ∈ I, λ ∈ Λj) we may then assume that
[Xj, (ϕ1Xj )(tj)] = [Xj, (ϕ2Xj )(tj)] inH2(Bj) for every j ∈ I.
By lemma 4.3.5 we may then find for every j ∈ I a covering family (fjλ : Bjλ → Bj | λ ∈ Λj)
and morphisms gjλ, g
′
jλ : Yjλ → Xj in C such that Fgjλ = Fg′jλ = fjλ and
G2(gjλ)((ϕ1Xj )(tj)) = G2(g
′
jλ)((ϕ2Xj )(tj)) for every λ ∈ Λj.
Set Σ :=
⋃
j∈I{j} × Λj; since F is locally cofiltered, for every σ ∈ Σ we may then find a
covering family (f ′σλ′ : B
′
σλ′ → Bσ | λ′ ∈ Λ′σ) and a morphism hσλ′ : Yσλ′ → Yσ in C such that
Fhσλ′ = f
′
σλ′ and gσλ′ := gσ ◦hσλ′ = g′σ ◦hσλ′ for every λ′ ∈ Λ′σ. Set tjλλ′ := G1(gjλλ′)(tj) for
every (j, λ) ∈ Σ and every λ′ ∈ Λ′(j,λ). The compatible system ([Yσλ′ , tσλ′ ] | σ ∈ Σ, λ′ ∈ Λ′σ)
represents again the section s, and by construction we have ϕ1Yσλ′ (tσλ′) = ϕ2Yσλ′ (tσλ′) for every
σ ∈ Σ and every λ′ ∈ Λ′σ. This proves that s lies in the image of the map Ea(B) → E ′(B),
so the natural morphism Ea → E ′ is an epimorphism. To see that it is also a monomorphism,
consider two sections s, s′ of Ea(B) whose images agree in E ′(B); we may find a covering
family (fj : Bj → B | i ∈ I) and compatible systems ([Xj, tj] | j ∈ I), ([X ′j, t′j ] | j ∈ I) with
FXj = FX
′
j = Bj and tj ∈ G1Xj , t′j ∈ G1X ′j for every j ∈ I . Arguing as in the foregoing, we
may then assume that [Xj, tj ] = [X
′
j , t
′
j] inH1(Bj) for every j ∈ I . Then by lemma 4.3.5 there
exist for every j ∈ I a covering family (fjλ : bjλ → Bj | j ∈ Λj) and morphims gjλ : Yjλ → Xj ,
g′jλ : Yjλ → X ′j in C such that Fgjλ = Fg′jλ = fjλ and tjλ := (G1gjλ)(tj) = (G1g′jλ)(t′j) for
every λ ∈ Λj . Clearly ϕ1Yjλ(tjλ) = ϕ2Yjλ(tjλ) for every j ∈ I and every λ ∈ Λj; thus, both s
and s′ are represented by the compatible system ([Yjλ, tjλ] | j ∈ I, λ ∈ Λj), and the proof is
concluded. 
4.3.8. Let C := (C , J) and C ′ := (C ′, J ′) be two sites, g : C → C ′ a given functor, and V a
universe such that C and C ′ are V-small. We shall apply proposition 4.3.7 to the split fibration
s : C ′/gC → C ′ associated with g, with its canonical cleavage λ (see example 3.1.40). Let
also t : C ′/gC → C be the target functor (see (1.1.28)); with this notation, notice that
gV! =
∫ λ
◦ t∧.
In light of proposition 4.3.7, it follows already that if s is locally cofiltered, then the functors gaV!
and g˜∗V : C
∼
V → C ′∼V are exact. In fact, we have :
Proposition 4.3.9. With the notation of (4.3.8), the following conditions are equivalent :
(a) g is a morphism of sites C ′ → C.
(b) The fibration s is locally cofiltered, and for every covering family (fi : Xi → X | i ∈ I)
for the topology J , the family (g(fi) : gXi → gX | i ∈ I) covers gX relative to J ′.
Proof. (a)⇒(b) : Since g is continuous, we know already that it transforms covering families
for J into covering families for J ′ (lemma 4.2.4). Notice as well that gaV! = g˜
∗
V ◦ (−)a (lemma
4.2.11(ii)); since g˜∗V is exact, the same holds then for g
a
V!.
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Let us check next that condition (a) of definition 4.3.3 holds for s. To this aim, consider the
final object E of C∼ such that E(X) = {∅} for every X ∈ Ob(C ). By assumption, g˜∗V(E)
is the final object of C ′∼V , i.e. (g˜
∗
VE)(X
′) is a set with one element for every X ′ ∈ Ob(C ′).
However, every section of (g˜∗VE)(X
′) is represented by the datum of a covering family (X ′j →
X ′ | j ∈ I) in the topology J ′, and a system of sections ([X ′j → gXj,∅] | j ∈ I); especially,
Ob(s−1X ′j) 6= ∅ for every j ∈ I , as required.
Next, let li : X
′ → gXi for i = 1, 2 be two objects of s−1X ′; in order to check condition
(b) of definition 4.3.3 we need to exhibit a covering family (fj : X
′
j → X ′ | j ∈ I) and for
every j ∈ I an object hj : X ′j → gYj of s−1X ′j and morphisms kij : Yj → Xi in C that make
commute the diagram
(4.3.10)
X ′
li !!❇
❇❇
❇❇
❇❇
❇❇
X ′j
fjoo
hj // gYj
g(kij)}}④④
④④
④④
④④
gXi
for i = 1, 2.
To this aim, set Hi := gV!(hXi) = hgXi for i = 1, 2, and H := gV!(hX1 × hX2). The pair
(l1, l2) yields a section l• of (H1 × H2)(X ′); on the other hand, since gaV! is exact, the natural
morphism ω : H → H1×H2 induces an isomorphism on associated sheaves in C ′∼. Especially,
there exists a covering family (fj | j ∈ I) as sought, such that for every j ∈ I the section
(H1 × H2)(fj)(l•) = (l1 ◦ fj, l2 ◦ fj) agrees with the image under ω of a section [hj : X ′j →
gYj, (k1j, k2j)] of H(X
′
j). Unwinding the definition, we obtain precisely a diagram (4.3.10).
Lastly, let li : X
′ → gXi for i = 1, 2 be two objects of s−1X ′, and t1, t2 : X1 → X2 two
morphisms in C such that g(t1)◦l1 = l2 = g(t2)◦l1; in order to verify condition (c) of definition
4.3.3 we need to exhibit a covering family (fj : X
′
j → X ′ | j ∈ I) and for every j ∈ I an object
hj : X
′
j → gYj of s−1X ′j with a morphism kj : Yj → X1 such that
(4.3.11) l1 ◦ fj = g(kj) ◦ hj and t1 ◦ kj = t2 ◦ kj .
To this aim, let ti∗ : hX1 → hX2 be the morphism of presheaves on C induced by ti, for
i = 1, 2; we set Hi := gV!(hXi) = hgXi for i = 1, 2, and denote by E the equalizer of
t1∗ and t2∗, and by E
′ the equalizer of gV!(t1∗), gV!(t2∗) : H1 → H2. Since gaV! is exact, the
natural morphism ω : gV!E → E ′ induces an isomorphism on associated sheaves in C∼. On
the other hand, l1 defines a section of E
′(X ′); it follows that there exists a covering family
(fj : X
′
j → X ′ | j ∈ I) such that for every j ∈ I the section (E ′fj)(l1) agrees with the image
under ω of a section [hj : X
′
j → gYj, kj] of (gV!E ′)(X ′j). Unwinding the definitions, we obtain
the identities (4.3.11).
(b)⇒(a): We have already noticed that if s is locally cofiltered, the functor g˜∗V is exact. In
order to check that g is continuous, let us consider any sheaf F on C ′, any X ∈ Ob(C ), and
any covering subobject R ⊂ hX for the topology J . We need to show that the natural map
F (gX) ≃ HomC∧
V
(hX , g
∗
VF )→ HomC∧V (R, g∗VF )
is bijective. By adjunction, the latter is naturally identified with the induced map
HomC ′∧
V
(gV!(hX), F )→ HomC ′∧
V
(gV!(R), F )
so we come down to checking that the morphism ϕ : (gV!R)
a → (gV!hX)a = hagX induced
by the inclusion R → hX is an isomorphism. However, we know already that the functor gaV!
is exact, so ϕ is a monomorphism. Next, let (fj : Xj → X | j ∈ I) be a V-small family of
generators for the covering sieve of X corresponding to R; there follows a covering morphism
S :=
∐
j∈I
hXj → R→ hX in C ∧
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whose image under gV! is still a covering morphism : indeed, gV! commutes with coproducts
since it is a left adjoint, so gV!(S) is the coproduct of the family (hgXj | j ∈ I), and by assump-
tion g transforms covering families for the topology J into covering families for the topology
J ′. Thus, the morphism gV!R→ gV!hX induces an epimorphism as well on associated sheaves,
whence the contention. 
Example 4.3.12. In the situation of (4.3.8), suppose that C is a lex-site and g is left exact. Then
g is a morphism of sites if and only if for every covering family (fi : Xi → X | i ∈ I) for the
topology J , the family (g(fi) : gXi → gX | i ∈ I) covers gX relative to J ′. Indeed, under this
assumption, the categoryX/gC is cofiltered for everyX ∈ Ob(C ′) (example 1.3.16(i)), so the
source fibration s : C ′/gC → C ′ is trivially locally cofiltered, and the assertion follows from
proposition 4.3.9.
Theorem 4.3.13. Let (C , J) be a U-site, C ′ a category, g : C ′ → C a functor, and endow C ′
with the topology J ′ induced by g. Suppose that the following conditions hold :
(a) For every X ∈ Ob(C ) there exists a family (gYi → X | i ∈ I) of objects of gC ′/X
that covers X in the topology J .
(b) For every Y, Y ′ ∈ Ob(C ′) and every morphism ϕ : gY → gY ′ in C there exist :
(b.i) a family (ψi : Zi → Y | i ∈ I) of objects of C ′/Y such that the family (g(ψi) :
gZi → gY | i ∈ I) covers gY in the topology J
(b.ii) for each i ∈ I a morphism νi : Zi → Y ′ such that ϕ ◦ g(ψi) = g(νi).
(c) For every pair of morphisms ϕ, ϕ′ : Y → Y ′ in C ′ such that g(ϕ) = g(ϕ′) there exists
a family (ψi : Zi → Y | i ∈ I) of objects of C ′/Y such that the family (g(ψi) : gZi →
gY | i ∈ I) covers gY in the topology J , and ϕ ◦ ψi = ϕ′ ◦ ψi for every i ∈ I .
Then we have :
(i) g is cocontinuous for the topologies J, J ′ and is a morphism of sites (C , J)→ (C ′, J ′).
(ii) g induces an equivalence g˜∗ : (C , J)∼
∼→ (C ′, J ′)∼.
(iii) A family (ψi : Yi → Y | i ∈ I) of morphisms of C ′ generates a covering sieve of J ′ if
and only if (g(ψi) : gYi → gY | i ∈ I) generates a covering sieve of J .
Proof. Suppose first that both C and C ′ are small. Let s : C /gC ′ → C be the fibration
associated with g, as in (4.3.8); we remark :
Claim 4.3.14. The fibration s is locally cofiltered.
Proof of the claim. To check condition (a) of definition 4.3.3, let X ∈ Ob(C ); we need to find
a covering family (Xj → X | j ∈ I) for the topology J , such that Ob(s−1Xj) 6= ∅ for every
j ∈ I . However, by condition (a) of the theorem we have a covering family (gYj → X | j ∈ I)
for X; we may then choose Xj := gYj , since then 1gYj ∈ Ob(s−1Xj) for every j ∈ I .
Next, we check condition (b) of definition 4.3.3 : consider any X ∈ Ob(C ) and morphisms
ϕi : X → gYi in C ′ for i = 1, 2; we need to find a covering family (fj : Xj → X | j ∈ I) such
that for every j ∈ I there exist a morphism ψj : Xj → gZj in C and morphisms νij : Zj → Yi
with g(νij)◦ψj = ϕi◦fj for i = 1, 2. To this aim, we use first condition (a) of the theorem to find
a covering family f ′• := (f
′
j : gY
′
j → X | j ∈ I ′); then, by condition (b) of the theorem we find
for every j ∈ I ′ a family (f ′jλ : Y ′jλ → Y ′j | λ ∈ Λj) such that (g(f ′jλ) | λ ∈ Λj) covers gY ′j , and
such that for every λ ∈ Λj there exists a morphism hjλ : Y ′jλ → Y1 with g(hjλ) = ϕ1◦f ′j◦g(f ′jλ).
We may then replace f ′• by the family (f
′
j ◦ g(f ′jλ) : gY ′jλ → X | j ∈ I ′, λ ∈ Λj), and
assume from start that for every j ∈ I ′ there exists a morphism hj : Y ′j → Y1 such that
g(hj) = ϕ1 ◦ f ′j . Next, we apply again condition (b) of the theorem to find for every j ∈ I ′
a family (f ′′jλ′ : Y
′′
jλ′ → Y ′j | λ′ ∈ Λ′j) such that (g(f ′′jλ′) | λ′ ∈ Λ′j) covers gY ′j , and such that
for every λ′ ∈ Λ′j there exists a morphism h′jλ′ : Y ′′jλ′ → Y2 with g(h′jλ′) = ϕ2 ◦ f ′j ◦ g(f ′′jλ′).
We may then further replace f ′• by the family (f
′
j ◦ g(f ′′jλ′) : gY ′′jλ′ → X | j ∈ I ′, λ′ ∈ Λ′j),
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and the system (hj | j ∈ I ′) by the system (hj ◦ f ′′jλ′ : Y ′′jλ′ → Y1 | j ∈ I ′, λ′ ∈ Λ′j), and
assume from start that there exists as well for every j ∈ I ′ a morphism h′j : Y ′j → Y2 such that
g(h′j) = ϕ2 ◦ f ′j . Then we set Xj := gY ′j , Zj := Y ′j , ψj := 1Xj , ν1j := hj and ν2j := h′j for
every j ∈ I ′; clearly the resulting family f• and systems of morphisms ψ•, ν•• will do.
Lastly, we check condition (c) of definition 4.3.3 : let X ∈ Ob(C ) and consider morphisms
ϕ : X → gY1 in C and ψ, ψ′ : Y1 → Y2 in C ′ such that g(ψ) ◦ ϕ = g(ψ′) ◦ ϕ; we need to find
a covering family (fj : Xj → X | j ∈ I) and for every j ∈ I morphisms hj : Xj → gZj in C
and νj : Zj → Y1 in C ′ such that ϕ ◦ fj = g(νj) ◦ hj and ψ ◦ νj = ψ′ ◦ νj . To this aim, we use
conditions (a) and (b) of the theorem to get first a covering family f ′• := (f
′
j : gYj → X | j ∈ I),
and then for every j ∈ I a family (f ′′jλ : Yjλ → Yj | λ ∈ Λj) such that (g(f ′′jλ) | λ ∈ Λj) covers
gYj , and such that for every λ ∈ Λj there exists a morphism ν ′jλ : Yjλ → Y1 with g(ν ′jλ) =
ϕ ◦ f ′j ◦ g(f ′′jλ). After replacing f ′• by the family (f ′j ◦ g(f ′′jλ) | j ∈ I, λ ∈ Λj), we may assume
that for every j ∈ I there exists a morphism ν ′j : Yj → Y1 such that g(ν ′j) = ϕ ◦ f ′j . Especially,
notice that g(ψ ◦ ν ′j) = g(ψ′ ◦ ν ′j) for every j ∈ I . By condition (c) of the theorem, there exists
therefore for every j ∈ I a family (ν ′jλ′ : Y ′jλ′ → Yj | λ′ ∈ Λ′j) such that (g(ν ′jλ′) | λ′ ∈ Λ′j)
covers gYj and ψ ◦ ν ′j ◦ ν ′jλ′ = ψ′ ◦ ν ′j ◦ νjλ for every λ′ ∈ Λj . Set I :=
⋃
j∈I{j}×Λj; for every
(j, λ′) ∈ I we letXjλ′ := gYjλ′, fjλ′ := f ′j ◦ g(ν ′jλ′), hjλ′ := 1Xjλ′ and νjλ′ := ν ′j ◦ ν ′jλ′ . Clearly
the resulting covering family f•• and systems of morphisms h••, ν•• will do. ♦
(iii) follows from claim 4.3.14, lemmata 4.2.17(ii) and 4.2.4, and proposition 4.3.9.
(i): The continuity of g holds by definition of J ′; then g is a morphism of sites, by claim
4.3.14 and proposition 4.3.9. To check the cocontinuity, let Y ∈ Ob(C ′) and f• := (fj : Xj →
gY | j ∈ I) a family of morphisms in C generating a covering sieve S of gY ; we need to show
that g−1|Y S is a covering sieve of Y for the topology J
′. However, by (a) we may find for every
j ∈ I a family (fjλ : gYjλ → Xj | λ ∈ Λj) covering Xj in the topology J ; let S ′ ⊂ S be
the sieve generated by the system (f ′jλ := fj ◦ fjλ : gYjλ → gY | j ∈ I, λ ∈ Λj). Clearly
S ′ covers gY in the topology J , and by remark 4.1.3(ii) it suffices to check that g−1|Y S
′ is a
covering sieve for Y , so we may replace f• by the family f
′
••, and assume from start that for
every j ∈ I we have Xj = gYj for some Yj ∈ Ob(C ′). By condition (b), we may then find
for every j ∈ I a family (hjλ : Yjλ → Yj | λ ∈ Λj) of morphisms in C ′ such that the family
(g(hjλ) | λ ∈ Λj) covers gYj in the topology J , and for every j ∈ I and λ ∈ Λj a morphism
kjλ : Yjλ → Y in C ′ such that f ′′jλ := fj ◦g(hjλ) = g(kjλ). Let S ′′ ⊂ S be the sieve generated
by the system (f ′′jλ : gYjλ → gY | j ∈ I, λ ∈ Λj). Then S ′′ covers gY in the topology J , and
it suffices to check that T := g−1|Y S
′′ covers Y in the topology J ′. However, T contains the
family (kjλ | j ∈ I, λ ∈ Λj), which covers Y , by virtue of (iii). The assertion follows.
Claim 4.3.15. (i) Let ϕ : G→ G′ be a morphism of presheaves on C such that g∧(ϕ) : g∧G→
g∧G′ is an isomorphism in C ′∧. Then ϕ is a bicovering morphism.
(ii) Let (η′, ε′) be a unit and counit for the adjoint pair (g˜∗, g˜∗). In order to prove assertion
(ii) of the theorem, it suffices to check that η′ : 1(C ′,J ′)∼ ⇒ g˜∗g˜∗ is an isomorphism of functors.
Proof of the claim. (i): Indeed, let X ∈ Ob(C ) and s ∈ G′X; by condition (a) there exists a
covering family (fi : gYi → X | i ∈ I), and by assumption (G′fi)(s) ∈ Im(ϕgYi) for every
i ∈ I , so ϕ is a covering morphism, by remark 4.1.29(ii). Likewise, let s, s′ ∈ GX such that
t := ϕX(s) = ϕX(s
′); it follows that ϕgYi((Gfi)(s)) = ϕgYi((Gfi)(s
′)) = (G′fi)(t), whence
(Gfi)(s) = (Gfi)(s
′) for every i ∈ I . In light of remark 4.1.29(iii), the assertion follows.
(ii): Indeed, if η′ is an isomorphism, the triangular identities of (1.1.13) show that g∧(ε′G)
will also be an isomorphism for every sheaf G on (C , J), hence ε′G will be an isomorphism, by
(i), and to conclude it will suffice to invoke proposition 1.1.20(i,iii). ♦
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(ii): From (i) and lemma 4.2.15(ii) we get an isomorphism of functors C ∧ → (C ′, J ′)∼
ω : (−)a ◦ g∧ ∼→ g˜∗ ◦ (−)a.
Let now η : 1C ′∧ ⇒ g∧◦g! and ε : g!◦g∧ ⇒ 1C∧ be the unit and counit of the natural adjunction
for the pair of functors (g!, g
∧), as in remark 1.3.6(iii). We consider the natural transformations
of functors on (C ′, J ′)∼ and respectively on (C , J)∼
η′F : F
(ηF )
a
−−−−→ (g∧g!F )a
ωg!F−−−→ (g∧ ◦ ga! )(F ) ε′G : (ga! ◦ g∧)(G)
(εF )
a
−−−−→ G.
A little diagram chase shows that the pair (η′, ε′) fulfills the triangular identities of (1.1.13), so
these are the unit and counit of an adjunction for the pair (g˜∗, g˜∗). By claim 4.3.15(ii), we are
thus reduced to showing that ηF is a bicovering morphisms, for every presheaf F on C
′.
We check first that ηF is a covering morphism : thus, letX ∈ Ob(C ′∧), and s ∈ (g∧g!F )(X);
then s is a class [ϕ : gX → gY, σ], where ϕ is a morphism in C , and σ ∈ FY . By condition
(b) there exists a family (fj : Xj → X | j ∈ I) of morphisms of C ′ such that (ϕ(fj) | j ∈ I)
is a covering family for the topology J , and such that for every j ∈ I there exists a morphism
hj : Xi → Y with g(hj) = ϕ◦g(fj). Set σj := (Fhj)(σ) ∈ FXi for every j ∈ I; then ηF,Xj(σj)
is the class [1gXj , σj] in (g
∧g!F )(Xj) for every j ∈ I . On the other hand, (g∧g!F )(fj)(s) =
[ϕ ◦ g(fj) : gXj → gY, σ] for every j ∈ I . According to remark 4.1.29(ii), it suffices then to
show that [1gXj , σj] = [ϕ ◦ g(fj), σ] in (g∧g!F )(Xj), for every j ∈ I . But hj yields a morphism
gXj/hj : (Xj , 1gXj)→ (Y, ϕ ◦ g(fj)) in gXj/gC ′ whence the assertion.
Next, let t, t′ ∈ FX be two sections such that ηF,X(t) = ηF,X(t′), i.e. [1gX , t] = [1gX , t′] in
(g!F )(gX). According to lemma 4.3.5, there exist a covering family (fj : gXj → gX | j ∈ I)
for the topology J , and morphisms ϕj : gXj → gYj in C and hjh′j : Yj → X in C ′ such that
g(hj) ◦ ϕj = g(h′j) ◦ ϕj = fj and (Fhj)(t) = (Fh′j)(t′) for each j ∈ I.
Then, by condition (b), we may find for every j ∈ I a family (f ′jλ : Xjλ → Xj | λ ∈ Λj)
such that (g(f ′jλ) | λ ∈ Λj) is a covering family for the topology J , and such that for every
λ ∈ Λj there exists a morphism νjλ : Xjλ → Yj with g(νjλ) = ϕj ◦ g(f ′jλ). After replacing
(fj | j ∈ Λ) by the covering family (fj ◦ g(f ′jλ) : Xjλ → X | j ∈ I, λ ∈ Λ), and (ϕj | j ∈ J)
by the system of morphisms (ϕj ◦ g(f ′jλ) | j ∈ I, λ ∈ Λj), we may then assume that for every
j ∈ I there exists a morphism νj : Xj → Yj such that ϕj = g(νj), in which case we have
g(hj ◦ νj) = g(h′j ◦ νj) = fj for every j ∈ I . Then, by condition (c) there exists for every j ∈ I
a family (f ′′jλ′ : X
′
jλ′ → Xj | λ′ ∈ Λ′j) of morphisms in C ′ such that (g(f ′′jλ′) | λ′ ∈ Λ′j) is a
covering family for the topology J , and such that hj ◦ νj ◦ f ′′jλ′ = h′j ◦ νj ◦ f ′′j . After replacing
(fj | j ∈ Λ) by the covering family (fj ◦ g(f ′′jλ′) : Xjλ′ → X | j ∈ I, λ′ ∈ Λ′j) and (νj | j ∈ I)
by the system (νj ◦ f ′′jλ′ | j ∈ I, λ′ ∈ Λ′j), we may then assume that µj := hj ◦ νj = h′j ◦ νj
for every j ∈ I . It follows that (Fµj)(t) = (Fµj)(t′) for every j ∈ I; lastly, the family
(µj : Xj → X | j ∈ I) covers X in the topology J ′, by virtue of (iii). In view of remark
4.1.29(iii), we conclude that ηF is a bicovering morphism, as stated.
This completes the proof of the theorem in case C and C ′ are small. Lastly, consider the case
where (C , J) is a U-site and C ′ is a general category, and pick a universe V such that C and C ′
are V-small. The theorem then applies to the functor g˜V∗, so the latter is an equivalence, and we
also get assertions (i) and (iii), which are independent of the universe U. It remains therefore
only to check that g˜U∗ is an equivalence, and taking into account the commutative diagram
(C , J)∼U
g˜U∗ //

(C ′, J ′)∼U

(C , J)∼V
g˜V∗ // (C ′, J ′)∼V
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(whose vertical arrows are the fully faithful inclusion functors), we already see that g˜U∗ is fully
faithful. We notice :
Claim 4.3.16. For every covering family (fi : Xi → X | i ∈ I) in the topology J there exists a
small subset I ′ ⊂ I such that (fi : Xi → X | i ∈ I ′) is still a covering family.
Proof of the claim. Pick a small topologically generating familyG ⊂ Ob(C ) for the site (C , J);
then for every i ∈ I there exists a covering family (fiλ : Xiλ → Xi | λ ∈ Λi) with Xiλ ∈ G
for every λ ∈ Λi. Set Λ :=
⋃
i∈I{i} × Λi; the family (f ′iλ := fi ◦ fiλ : Xiλ → X | (i, λ) ∈ Λ)
covers X in the topology J . Since HomC (Xiλ, X) is a small set for every (i, λ) ∈ Λ, we may
then find a small subset Λ′ ⊂ Λ such that (f ′iλ | (i, λ) ∈ Λ′) is still covering; then we can take
for I ′ ⊂ I the image of Λ′ under the natural projection Λ→ I . ♦
Now, let F be any U-sheaf on (C ′, J ′); we know already that there exists a V-sheaf G on
(C , J) such that g˜∗VG is isomorphic to F , and we need to check thatGX is essentially small for
everyX ∈ Ob(C ). But by condition (a) we may find a covering family (gYi → X | i ∈ I), and
by claim 4.3.16 we may assume that I is small. Then the induced map GX → ∏i∈I G(gYi) is
injective, and by assumptionG(gYi) = FYi is small for every i ∈ I , whence the contention. 
Remark 4.3.17. (i) Notice that if g is full (resp. faithful), then condition (b) (resp. (c)) of
theorem 4.3.13 is trivially satisfied.
(ii) It follows easily that theorem 4.3.13 generalizes [10, §2.1, Prop.]. One can also show
that conditions (a), (b) and (c) of the theorem are implied by conditions (L 0), (L 1) and (L 2)
of [7, Exp.V, De´f.8.1.1], hence theorem 4.3.13 generalizes as well [7, Exp.V, Prop.8.1.12].
(iii) In the situation of theorem 4.3.13, one can show that (C ′, J ′) is not necessarily a U-site.
We may now generalize lemma 4.2.11 to any continuous functor between U-sites. Indeed, we
notice the following further application of theorem 4.3.13, which appears in [6, Exp.III, Th.4.1].
Proposition 4.3.18. Let C := (C , J) be a U-site, G a small topologically generating family for
C. Denote by G the full subcategory of C with Ob(G ) = G, and endow G with the topology
JG induced by J via the inclusion functor u : G → C . Then :
(i) u is cocontinuous for the topologies J, JG and is a morphism of sites C → (G , JJ ).
(ii) The induced functor u˜∗ : C
∼ → (G , JG )∼ is an equivalence.
(iii) A family (ψi : Yi → Y | i ∈ I) of morphisms of G generates a covering sieve of JG if
and only if it generates a covering sieve of J .
Proof. We apply the criterion of theorem 4.3.13, and taking into account remark 4.3.17 we are
reduced to checking condition (a) of the theorem. The latter holds by definition of topologically
generating family. 
Corollary 4.3.19. Let C := (C , J) and C ′ := (C ′, J ′) be two U-sites, g : C → C ′ a functor,
and V,V′ a pair of universes with U ⊂ V ⊂ V′. We have :
(i) If g is continuous, the following holds :
(a) The functor g˜V∗ : C
′∼
V → C∼V admits a left adjoint g˜∗V : C∼V → C ′∼V .
(b) There are essentially commutative diagrams of categories :
C∼V
g˜∗
V //
i

C ′∼V
i′

C
g //
haC

C ′
ha
C ′

C∼V′
g˜∗
V′ // C ′∼V′ C
∼
U
g˜∗
U // C ′∼U
where i and i′ are the inclusion functors.
(c) Suppose moreover that C is finitely complete and g is left exact. Then g˜∗V is exact.
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(ii) If g is cocontinuous, the following holds :
(a) The functor g˘∗V : C
′∼
V → C∼V admits a right adjoint g˘V∗ : C∼V → C ′∼V .
(b) There is an essentially commutative diagram of categories :
C∼V
g˘V∗ //

C ′∼V

C∼V′
g˘V′∗ // C ′∼V′
whose vertical arrows are the inclusion functors.
(iii) If g is continuous and cocontinuous, we have natural isomorphisms of functors :
g˜V∗
∼→ g˘∗V : C ′∼V → C∼V (−)a ◦ g∧V ∼→ g˜V∗ ◦ (−)a : C ′∧V → C∼V .
Proof. (i.a): We choose a small topologically generating family G for C, and define the site
(G , JG ) and the continuous functor u : (G , JG ) → C as in proposition 4.3.18. By applying
lemma 4.2.11(i) to the continuous functor v := g ◦ u, we deduce that v˜V∗ = u˜V∗ ◦ g˜V∗ admits a
left adjoint. Then the assertion follows from proposition 4.3.18(ii).
(i.b): More precisely, g˜∗V = v˜
∗
V ◦ u˜V∗. Thus, the essential commutativity of the left diagram
follows from (4.2.13). Likewise, the essential commutativity of the right diagram follows from
that of the left diagram (with V := U and V′ large enough so that C is V′-small) together with
lemma 4.2.11(ii).
(i.c) holds by example 4.3.12.
(ii.a): Let u and h be as in the foregoing; from proposition 4.3.18(i) we deduce that h is
cocontinuous, hence h˘∗V = u˘
∗
V ◦ g˘∗V admits a right adjoint; however u˘∗V = u˜V∗ (lemma 4.2.15(i)),
and the latter is an equivalence (proposition 4.3.18(ii)), whence the contention.
(ii.b): More precisely, g˘V∗ = h˘V∗ ◦ u˜∗V, hence the assertion follows from (4.2.13).
(iii): In view of (i.b) and (ii.b), in order to prove the assertion, we may assume that C and C ′
are V-small, and this case is already covered by lemma 4.2.15(i,ii). 
The last result of this section will show the representability of the 2-limit of any (small)
cofiltered system of lex-sites. The proof shall use the following :
Lemma 4.3.20. Let I be a small filtered category, U′ a universe, and
C• : I → U′-Cat i 7→ Ci (ϕ : i→ j) 7→ (Cϕ : Ci → Cj)
any pseudo-functor such that Ci is finitely complete for every i ∈ Ob(I) and Cϕ is a left exact
functor for every morphism ϕ of I . Let also (C , π•) be a 2-colimit of C•. Then C is finitely
complete and πi : Ci → C is a left exact functor for every i ∈ Ob(I).
Proof. Notice that the assertions depend only on the equivalence class of the category C ; hence,
we may suppose that (C , π•) is the strong 2-colimit of C• described explicitly by example
3.2.13(i), i.e. C = F ib(C•)[Σ−1], where Σ is the set of cartesian morphisms of F ib(C•); then
πi is induced by the inclusion functor of the fibre category F
−1(i) = Ci into F ib(C•), where
F : F ib(C•)→ Io is the natural projection. By proposition 1.2.22(i)), in order to check that C
is finitely complete it suffices to show the following two claims :
Claim 4.3.21. All finite products are representable in C•.
Proof of the claim. By a simple induction we are easily reduced to showing that the product of
two objects (io1, X1), (i
o
2, X2) is representable (here we have i
o
1, i
o
2 ∈ Ob(Io) and Xt ∈ Ob(Cit)
for t = 1, 2 : see (3.1.18)). Since Io is cofiltered, we may find i ∈ Ob(I) and morphisms
ϕot : i
o → iot for t = 1, 2; then (iot , Xt) is isomorphic to (i,CϕtXt) in C for t = 1, 2, so we may
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assume that i = i1 = i2. Since Ci is finitely complete, the product X1 ×X2 is representable in
Ci, say by an object P , and let (pt : P → Xt | t = 1, 2) be a universal cone. Let us check that
(qt := (1io , pt) : (i
o, P )→ (io, Xt) | t = 1, 2)
is a universal cone in C . Indeed, let (jo, Y ) be any object of C and (rt : (jo, Y )→ (io, Xt) | t =
1, 2) a pair of morphisms of C ; we need to show that there exists a unique morphism
(4.3.22) r : (jo, Y )→ (io, P ) in C such that qt ◦ r = rt for t = 1, 2.
By example 3.2.13(ii) we can write rt = gt ◦ s−1t , where st : (jot , Yt) → (jo, Y ) and gt :
(jot , Yt) → (io, Xt) are morphisms of F ib(C•), and st is cartesian, for t = 1, 2. By (CF3) of
definition 1.6.14(i) we may then find an object (j′o, Y ′) of C and morphisms s′t : (j
′o, Y ′) →
(jot , Yt) of F ib(C•) such that s
′′ := s1 ◦ s′1 = s2 ◦ s′2 and such that s′1 is cartesian; therefore
s′′ is an isomorphism in C , so it suffices to check that there exists a unique morphism r′ :
(j′o, Y ′) → (io, P ) in C with qt ◦ r′ = rt ◦ s′′ for t = 1, 2. Thus, we may assume that rt
is the class of a morphism (ρot , ft) : (j
o, Y ) → (io, Xt) for t = 1, 2 (notation of (3.1.18), so
here ρt : i → j is a morphism of I and ft : Y → CρtXt is a morphism of Cj for t = 1, 2).
Since I is filtered, we may then find a morphism ρ′ : j → j′ in I such that ρ′ ◦ ρ1 = ρ′ ◦ ρ2,
and since (ρ′o, 1CρY ) : (j
′o,CρY ) → (jo, Y ) is an isomorphism in C , we may further replace
(ρot , ft) by its composition with (ρ
′o, 1CρY ) for t = 1, 2, and assume as well that ρ := ρ1 = ρ2.
In this situation set P ′ = CρP and X ′t := CρXt, p
′
t := Cρ(pt) for t = 1, 2; we notice that rt
factors through a morphism r′t := (1jo, f
′
t) : (j
o, Y ) → (jo, X ′t) and the cartesian morphism
(ρ, 1X′t) : (j
o, X ′t)→ (io, Xt), and moreover
(ρ, 1X′t) ◦ (1jo, p′t) = (1io, pt) ◦ (ρ, 1P ′) in F ib(C•) for t = 1, 2.
Since Cρ is left exact, the cone (p′t : P
′ → X ′t | t = 1, 2) is universal in Cj , so there exists
a unique morphism g′ : Y → P ′ in Cj such that p′t ◦ g′ = f ′t for t = 1, 2. It follows that
r := (ρ, g′) : (jo, Y ) → (io, P ) fulfills the condition of (4.3.22). It remains to check the
uniqueness of r. Thus, let r′ : (jo, Y ) → (io, P ) be another morphism of C that verifies the
identities of (4.3.22). We have r′ = g′ ◦ s′−1 for some morphisms g′ and s′ of F ib(C•) with
s′ cartesian, and we are reduced to checking that g′ = r ◦ s′. We may then assume that r′
is the class of a morphism (ρ′o, g′′) of F ib(C•). Moreover, the identities (4.3.22) for r′ mean
that there exist cartesian morphisms vt : (k
o
t , Y
′
t ) → (jo, Y ) such that qt ◦ r′ ◦ vt = rt ◦ vt in
F ib(C•) for t = 1, 2. By (CF3) we may find an object (ko, Y ′′) of F ib(C•) and morphisms
v′t : (k
o, Y ′′) → (kot , Y ′t ) in F ib(C•) with v′1 cartesian, and such that v′′ := v1 ◦ v′1 = v2 ◦ v′2.
Since v′′ is an isomorphism in C , it suffices to check that r ◦ v′′ = r′ ◦ v′′, and we may therefore
assume that the identities (4.3.22) hold already in the category F ib(C•), for both r and r′.
We may next find a morphism ν : j′ → j in I such that ν ◦ ρ = ν ◦ ρ′, and it suffices to check
that (νo, 1CνY ) ◦ r = (νo, 1CνY ) ◦ r′. We may therefore assume that ρ = ρ′. Then both r and
r′ factor uniquely through morphisms (1jo, u), (1jo, u
′) : (jo, Y ) → (jo, P ′) and the cartesian
morphism (ρo, 1P ′) : (j
o, P ′)→ (io, P ), and we have
(1jo, p
′
t) ◦ (1jo , u) = r′t = (1jo, p′t) ◦ (1jo, u′) in F ib(C•) for t = 1, 2.
Since P ′ represents X ′1 ×X ′2 in Cj , we conclude that u = u′, whence r = r′ as required. ♦
Claim 4.3.23. All equalizers are representable in C .
Proof of the claim. Let (io1, X1), (i
o
2, X2) be objects of C and f1, f2 : (i
o
1, X1) → (io2, X2)
morphisms ofC . We need to represent the equalizer of f1 and f2, and arguing as in the foregoing
we may assume that i := i1 = i2, and also that ft is the class of a morphism (ϕt, gt) of F ib(C•)
for t = 1, 2. Then we may further reduce to the case where ϕ := ϕ1 = ϕ2. After replacing
(io2, X2) by (i
o
1,CϕX2), we may then assume that ft = (1io , gt) : (i
o, X1) → (io, X2) for
t = 1, 2. By assumption, the equalizer of g1 and g2 in Ci is representable by some E ∈ Ob(Ci),
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and the universal cone for this equalizer amounts to a morphism u : E → X1 in Ci such that
g1◦u = g2◦u. We claim that (io, E) represents the equalizer of f1 and f2, and that the morphism
(1io, u) : (i
o, E)→ (io, X1) yields a universal cone for this equalizer. Indeed, let (jo, Y ) be an
object of C and h : (jo, Y ) → (io, X1) a morphism in C such that f1 ◦ h = f2 ◦ h; we need to
show that h factors uniquely through u and a morphism h′ : (jo, Y )→ (io, E). We reduce easily
to the case where h is the class of a morphism (ψo, k) : (jo, Y )→ (io, X1) ofF ib(C•) such that
(1io, g1) ◦ (ψo, k) = (1io, g2) ◦ (ψo, k) in F ib(C•). In this situation, set E ′ := CψE, u′ := Cψu,
X ′t := CψXt and g
′
t := Cψgt for t = 1, 2. Then (ψ
o, k) factors uniquely through the morphism
(1jo, k) : (j
o, Y ) → (jo, X ′1) and the cartesian morphism (ψo, 1X′1) : (jo, X ′1) → (io, X1),
and we have (1jo , g
′
1) ◦ (1jo, k) = (1jo, g′2) ◦ (1jo, k). Since Cψ is left exact, E ′ represents the
equalizer of g′1 and g
′
2 in Cj , so there exists a unique morphism k
′ : Y → E ′ in Cj such that
u′ ◦ k′ = k. Then h := (ψ, u′) is the sought morphism. The verification of the uniqueness of
h is analogous to that of the corresponding assertion in the proof of claim 4.3.21 : the details
shall be left to the reader. ♦
Lastly, the constructions in the proof of claims 4.3.21 and 4.3.23 show that the functors πi
commute with finite products and equalizers, so they are left exact, by proposition 1.3.22(i). 
4.3.24. Let now I be a small cofiltered category and C• : I → (U,U′)-lex.Site any pseudo-
functor. For every i ∈ Ob(I), say that Ci = (Ci, Ji), and denote by C• : Io → U′-Cat the
composition of Co• with the forgetful functor
o(U,U′)-lex.Siteo → U′-Cat. We let (C , π•) be
a strong 2-colimit of the pseudo-functor C• (theorem 3.2.9), and we endow C with the coarsest
topology J such that all the functors πi : Ci → C are continuous for the topologies Ji and J . In
light of example 4.3.12 and lemma 4.3.20, we see that C := (C , J) is a lex-site, and we obtain
a well defined pseudo-cone πo• : FC ⇒ C•.
Proposition 4.3.25. In the situation of (4.3.24), let F ∈ Ob(C ∧U ) be any presheaf. We have :
(i) The pair (C, πo•) is a strong 2-limit of C•.
(ii) F is a sheaf on C if and only if π∧i (F ) is a sheaf on Ci for every i ∈ Ob(I).
Proof. (i): Let D := (D , JD) be any finitely complete U-site, and ϕ• : FD ⇒ C• any pseudo-
cone. Hence for each i ∈ Ob(I) the functor ϕi : Ci → D is left exact and continuous for the
topologies Ji and JD . There results a pseudo-cocone ϕ
a
• : C• ⇒ FD , whence a unique functor
ϕ : C → D such that Fϕ ⊙ πo• = ϕa. The assertion then follows immediately from :
Claim 4.3.26. (i) The functor ϕ is left exact.
(ii) The functor ϕ is a morphism of sites C → D.
(iii) C is a U-site.
Proof of the claim. (i): It suffices to check that ϕ commutes with all finite products and all
equalizers of C (proposition 1.3.22(i)). Thus, let X1, X2 be two objects of C , and P another
object that represents X1 × X2; pick also a universal cone for this product, given by a pair of
morphisms p• := (pt : P → Xt | t = 1, 2). By inspecting the proof of claim 4.3.21, we see that
there exist i ∈ Ob(I) and objects P ′, X ′1, X ′2 ∈ Ob(Ci) such that P ′ represents X ′1 × X ′2 and
the cone p• is isomorphic to Ci ∗ p′•, where p′• := (p′t : P ′ → X ′t | t = 1, 2) is a universal cone
in Ci. Then ϕ ∗ p• is isomorphic to ϕi ∗ p′•, and the latter is universal, since ϕi is left exact. This
shows that ϕ commutes with binary products, and hence with all finite products. Similarly, by
inspecting the proof of claim 4.3.23 we see that the universal cone of every equalizer in C is
isomorphic to Ci ∗ τ , for some i ∈ Ob(I) and with τ the universal cone of some equalizer in
Ci; then again we deduce easily that ϕ commutes with equalizers.
(ii): In view of (i) and example 4.3.12, it suffices to show that ϕ is continuous for the topolo-
gies J and JD . To this aim, let J
′ be the topology on C induced by JD via ϕ; it suffices to check
that J ⊂ J ′. However, from lemma 4.2.4 we see that J is the coarsest topology on C such that
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for every i ∈ Ob(I), every X ∈ Ob(Ci) and every covering family (gλ : Xλ → X | λ ∈ Λ)
for the topology Ji, the sieve generated by the family (πi(gλ) | λ ∈ Λ) lies in J(πi(X)). Thus,
consider any such covering family (gλ | λ ∈ Λ); according to lemma 4.2.17(ii.b) we are further
reduced to checking that the family (ϕ ◦ πi(gλ) | λ ∈ Λ) covers ϕ ◦ πi(X) = ϕi(X) for the
topology D . Since ϕ ◦πi is continuous and Ci is finitely complete, the latter follows again from
lemma 4.2.4.
(iii): For every i ∈ Ob(I) pick a small topologically generating family Gi ⊂ Ob(Ci) for the
site Ci. It suffices to show that G :=
⋃
i∈Ob(I) πi(Gi) is a topologically generating family for
the site C. Thus, letX ∈ Ob(C ) be any object; by inspecting the construction of C we see that
there exist i ∈ Ob(I) and Xi ∈ Ob(Ci) such that X = πi(Xi), and by assumption the family
F :=
⋃
Y ∈Gi
HomCi(Y,Xi) coversXi for the topology Ji. It follows that the family (πi(g) | g ∈
F ) ⊂ ⋃Z∈GHomC (Z,X) coversX for the topology J , whence the contention. ♦
(ii): The condition is obviously necessary. For the converse, we consider the finest topology
J ′′ on C such that F is a sheaf on the site (C , J ′′) (see remark 4.1.8(iii)); it then suffices to
show that J ⊂ J ′′. In view of remark 4.1.8(iii), we come down to checking the following. For
every i ∈ Ob(I), every X ∈ Ob(Ci), every covering family (gλ : Xλ → X | λ ∈ Λ) for the
topology Ji and every morphism f : Y → πiX in C , the family
(Y ×πiX πi(gλ) : Y ×πiX πiXλ → Y | λ ∈ Λ)
generates a sieve of 2-descent for the fibration F ib(F ) → C of (3.1.15). But recall that C =
F ib(C•)[Σ−1], where Σ denotes the set of cartesian morphisms ofF ib(C•). With this notation,
we have πiX = (i
o, X) and Y = (jo, Y ′) = πjY
′ for some j ∈ Ob(I) and Y ′ ∈ Ob(Cj). We
are then easily reduced to the case where f is the class of a morphism (ϕo, t) : (jo, Y ′) →
(io, X) of F ib(C•), for some morphism ϕ : i → j in I and t : Y ′ → CϕX in Cj . Notice now
the commutative diagrams :
πj(CϕXλ)
πj(Cϕgλ) //
(ϕ,1CϕXλ)

πj(CϕX)
(ϕ,1CϕX)

πi(Xλ)
πi(gλ) // πi(X)
for every λ ∈ Λ
whose vertical arrows are cartesian morphisms of F ib(C•), so they are isomorphisms in C .
Moreover, the continuity of Cϕ implies that the family (Cϕ(gλ) | λ ∈ Λ) covers CϕX for the
topology Jj . Furthermore, we have (ϕ
o, t) = (1jo, t) ◦ (ϕ, 1CϕX). Thus, we may replace
(gλ | λ ∈ Λ) by (Cϕ(gλ) | λ ∈ Λ) and assume that i = j and ϕ = 1i. In this situation, since πi
is left exact, we have natural identifications for every λ, µ ∈ Λ :
Yλ := Y ×πiX πiXλ ∼→ πi(Y ′ ×X Xλ) Yλ ×Y Yµ ∼→ πi(Y ′ ×X Xλ ×X Xµ).
So finally we are reduced to checking that the natural map from F (πiY
′) to the equalizers of
the restriction maps∏
λ∈Λ
F ◦ πi(Y ′ ×X Xλ) ////
∏
λ,µ∈Λ
F ◦ πi(Y ′ ×X Xλ ×X Xµ)
is a bijection. But this is clear, since by assumption F ◦ πi is a sheaf on Ci. 
Remark 4.3.27. In the situation of (4.3.24), we also claim that C∼ represents the 2-limit of the
induced pseudo-functor
C∼• : I → U′-Cat i 7→ C∼i,U (ϕ : i→ j) 7→ (C∼ϕ : C∼i,U → C∼j,U).
Indeed, on the one hand, the natural functor (see definition 2.5.1(ii))
PsFun(C ,Seto)→ PsNat(C•, FSeto) (G : C → Seto) 7→ FG ⊙ π•
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is an equivalence; but we have PsFun(C ,Seto) = C ∧, and a pseudo-cocone G• : C• ⇒ FSeto
is the datum of a system of presheaves Gi on Ci for every i ∈ Ob(I), with isomorphisms
τGϕ : Gi
∼→ C ∧ϕGj in C ∧i for every morphism ϕ : i→ j in I
fulfilling the usual coherence axioms. Under these identifications, a presheaf G on C corre-
sponds to the datum (G•, τ
G
• ) with Gi := π
∧
i G for every i ∈ Ob(I), and with
τGϕ := (τ
π
ϕ )
∧
G : π
∧
i G
∼→ C ∧ϕ ◦ π∧j G
where (τπϕ )
∧ : π∧i
∼→ C ∧ϕ ◦π∧j is the isomorphism of functors induced by the coherence constraint
τπϕ : πj
∼→ Cϕ ◦ πi of the universal pseudo-cone π• : FC ⇒ C•, for every morphism ϕ : i → j
in I . On the other hand, by proposition 4.3.25(ii), the presheaf G is a sheaf on C if and only
if Gi is a presheaf on Ci for every i ∈ Ob(I). Summing up, we obtain a natural equivalence
between C∼ and the category of pairs (G•, τ
G
• ) as above, such that Gi is a sheaf on Ci for every
i ∈ Ob(I). But the latter is just a description of the category
CartIo(I
o,F ib(C∼• ))
which represents the 2-limit of C∼• , by the proof of theorem 3.2.9.
4.4. Topoi. Let U,U′ be a pair of universes with U ∈ U′. A (U,U′)-topos is a U′-small category
with U-small Hom-sets which is equivalent to the category of sheaves on a U-small site. We
shall often omit the explicit mention of U′, and call “U-topos” such a category, or even just
“topos” unless this may give rise to ambiguities.
Remark 4.4.1. Let T be any U-topos.
(i) Remark 4.1.19(i,ii) can be summarized by saying that T is a complete and cocomplete,
well-powered and co-well-powered category. Morever, every epimorphism in T is universal
effective, every colimit is universal, and all filtered colimits in T commute with finite limits.
(ii) It follows from (i) that a small family (Fi → F | i ∈ I) of morphisms of T is a covering
family for the canonical topology if and only if the induced morphism ∐i∈IFi → F is an
epimorphism in T .
(iii) Say that T = C∼, for a small site C := (C , J); then the set {haX | X ∈ Ob(C )} is
a small topologically generating family for the canonical site Can(T ) (see remark 4.1.8(v)).
Indeed, by virtue of remark 4.1.19(iii) we may find for every F ∈ Ob(T ) a family (Xi | i ∈ I)
of objects of C with an epimorphism ∐i∈IhaXi → F in the category C ∼, so the resulting family
(haXi → F | i ∈ I) covers F for the canonical topology, by (ii). Especially, Can(T ) is a U-site.
(iv) On the other hand, by proposition 4.3.18(ii), if C is a U-site, then C∼ is isomorphic to a
U-topos.
Theorem 4.4.2. Let C := (C , J) be a site such that C has small Hom-sets. We have :
(i) The Yoneda embedding C → C ∧ is a morphism of sites hC : C∧ → C (notation
of remark 4.1.31(ii)) and is cocontinuous for the topologies J and J∧. Moreover the
topology J is induced by J∧ via the functor hC .
(ii) Suppose that C is a U-site. Then also the forgetful functor i : C∼ → C ∧, its left adjoint
(−)a : C ∧ → C∼ and the Yoneda embedding haC : C → C∼ are morphisms of sites
C∧ → Can(C∼), Can(C∼)→ C∧ and Can(C∼)→ C respectively.
(iii) Moreover, in the situation of (ii) the functors (−)a and haC are cocontinuous for the
topologies J , J∧ andCanC∼ , and the topologies J and J
∧ are induced by the canonical
topology of C∼, via the functors haC : C → C∼ and (−)a respectively. Furthermore,
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for every universe V containing U, the functors i, hC , h
a
C , (−)a induce equivalences :
Can(C∼)∼V
((−)a)∼∗ //
h˜aC∗ %%❑
❑❑❑
❑❑❑
❑❑❑
(C∧)∼V
ı˜∗
oo
h˜C∗{{✇✇
✇✇
✇✇
✇✇
✇
C∼V .
(iv) For every topos T , the Yoneda embedding induces an equivalence
hT : T → Can(T )∼ F 7→ hF .
Proof. (i): Pick a universe V containing U, and such that C∧ is a V-site; denote by J ′ the
topology on C induced by J∧ on C via hC . Notice that condition (a) of theorem 4.3.13 holds for
the functor hC , by virtue of remark 4.4.1(iii), and conditions (b) and (c) hold as well, since hC
is fully faithful (remark 4.3.17(i)). By theorem 4.3.13(iii) it follows that a family of morphisms
(Yi → Y | i ∈ I) in C covers Y in the topology J ′ if and only if the family (hYi → hY | i ∈ I)
covers hY in the topology J
∧. Combining with remark 4.1.29(i) we deduce that J ′ = J .
Moreover, by theorem 4.3.13(ii), the functor (hC )
∼
V∗ : (C
∧)∼V → C∼V is an equivalence, so the
same holds for its left adjoint (h∗C )
∼
V , and especially, hC is a morphism of sites, as stated.
(ii): Let us remark :
Claim 4.4.3. The functor (−)a : C ∧ → C∼ satisfies conditions (a),(b),(c) of theorem 4.3.13 for
the topology CanC∼ .
Proof of the claim. Indeed, to check condition (a) it suffices to remark that (iF )a is isomorphic
to F , for every F ∈ Ob(C∼). Next, let F,G ∈ Ob(C ∧) and ϕ : F a → Ga a morphism in
C∼; we may find a family (fj : hXj → F | j ∈ I) of morphisms in C ∧ such that the induced
morphism µ : ∐j∈IhXj → F is an epimorphism (lemma 1.4.8). The composition
ϕj : hXj
fj−→ F → F a ϕ−→ Ga for every j ∈ J
corresponds to a section σj ∈ Ga(Xj). Then we may find for every j ∈ I a covering family
(fjk : Xjk → Xj | k ∈ Ij) for the topology J , and a section σjk : G(Xjk) for every k ∈ Ij ,
whose image in Ga(Xjk) agrees with G
a(fjk)(σj). The section σjk corresponds to a morphism
ψjk : hXjk → G in C ∧, whose composition with the natural morphism G → Ga agrees with
ϕj ◦ hfjk . Moreover, for every j ∈ J the resulting morphism νj : ∐k∈IjhXjk → hXj of C ∧
induces an epimorphism νa in C∼ (remark 4.1.29(i) and corollary 4.1.30(i)); likewise µa is an
epimorphism in C∼, by virtue of proposition 1.3.25(v). Thus, the family (faj ◦ hafjk : haXjk →
F a | j ∈ I, k ∈ Ij) covers F a for the topology CanC∼ (remark 4.4.1(ii)), and by construction
we have ϕ ◦ (fj ◦ hfjk)a = ψajk for every j ∈ I and every k ∈ Ij . This shows that condition
(b) holds. Lastly, let ϕ, ϕ′ : F → G be two morphisms of C ∧ such that ϕa = ϕ′a, and choose
again a family (fj : hXj → F | j ∈ I) as in the foregoing; each fj corresponds to a section
σj ∈ FXj , and by assumption the images of ϕXj (σj) and ϕ′Xj (σj) agree in Ga(Xj). Then we
may find for every j ∈ I a covering family (fjk : Xjk → Xj | k ∈ Ij) such that
ϕXjk ◦ (Ffjk)(σj) = (Gfjk) ◦ ϕXj (σj) = (Gfjk) ◦ ϕ′Xj(σj) = ϕ′Xjk ◦ (Ffjk)(σj)
for every k ∈ Ij . Again, the family (faj ◦ hafjk : haXjk → F a | j ∈ I, k ∈ Ij) covers F a for the
topology CanC∼ , and ϕ ◦ fj ◦hfjk = ϕ′ ◦ fj ◦hfjk for every j ∈ I and every k ∈ Ij . This shows
that also condition (c) holds. ♦
Let J ′ be the topology on C ∧ induced byCanC∼ via the functor (−)a; sinceC∼ is isomorphic
to a U-site (remark 4.4.1(iv)), theorem 4.3.13 and claim 4.4.3 imply that (−)a : (C ∧, J ′) →
Can(C∼) is continuous and cocontinuous, and a family (Fj → F | j ∈ I) of morphisms in
C ∧ generates a covering sieve for the topology J ′ if and only if the family (F aj → F a | j ∈ I)
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generates a covering sieve for the topology CanC∼ . But the latter condition holds if and only
if the family (Fj → F | j ∈ I) generates a covering sieve for the topology J∧, by virtue of
remark 4.1.31(i). In other words, J ′ = J∧, and thus theorem 4.3.13 also says that (−)a induces
an equivalence ((−)a)∼V∗ : Can(C∼)∼V ∼→ (C ∧, J ′)∼V for every universe V containing U. Then
also the left adjoint of ((−)a)∼V∗ is an equivalence, and especially (−)a : Can(C∼) → C∧ is a
morphism of sites. Lastly, since (−)a ◦ i = 1C∼ , we see that ı˜V∗ : (C∧)∼V → Can(C∼)∼V is an
equivalence as well, and so is its left adjoint (which is ((−)a)∼V∗); especially, i : C∧ → Can(C∼)
is a morphism of sites.
Claim 4.4.4. The Yoneda embedding haC : C → C∼ fulfills conditions (a),(b),(c) of theorem
4.3.13, for the canonical topology on C∼.
Proof of the claim. Indeed, condition (a) has already been noticed in remark 4.4.1(iii). Next, let
X, Y ∈ Ob(C ) and ϕ : haX → haY any morphism of C∼; then ϕ corresponds to a section s ∈
haY (X), which in turn is represented by the datum of a covering family (fi : Xi → X | i ∈ I)
for the topology J and a compatible system of morphisms (si : Xi → Y | i ∈ I) in C . With
this notation, hafi(s) is the image of s in h
a
Y (Xi), so we get h
a
si
= ϕ ◦hafi for every i ∈ I . Lastly,
the family (hafi : h
a
Xi
→ haX | i ∈ I) covers haXi in the canonical topology, by remarks 4.4.1(ii)
and 4.1.29(i) and corollary 4.1.30(i).
To check condition (c), consider morphisms ϕ, ψ : X → Y in C such that haϕ = haψ. The
latter means that the images ϕ and ψ of ϕ and ψ agree in haY (X), so there exists a covering
family (fi : Xi → X | i ∈ I) such that haY (fi)(ϕ) = haY (fi)(ψ) for every i ∈ I . This in turn
translates as the identity ϕ ◦ fi = ψ ◦ fi for every i ∈ I . To conclude, we observe as in the
foregoing that the family (hafi : h
a
Xi
→ haX | i ∈ I) covers haX in the topology CanC∼ . ♦
Let J ′ be the topology onC induced byCanC∼ via haC ; since we have already noticed thatC
∼
is isomorphic to a U-site, claim 4.4.4 and theorem 4.3.13 imply that haC induces an equivalence
HV := (h
a
C)
∼
V∗ : Can(C
∼)∼V
∼→ (C , J ′)∼V for every universe V containing U. Moreover, arguing
as in the foregoing we deduce that J ′ = J . Thus, we get an equivalenceH : Can(C∼)∼
∼→ C∼,
which as usual implies that haC : C
∼ → C is a morphism of sites, concluding the proof of (ii)
and (iii). Lastly, by a simple inspection we see that H ◦ hC∼ is naturally isomorphic to 1C∼ ,
whence (iv). 
Definition 4.4.5. (i) Let S and T be two topoi. A morphism of topoi f : T → S is a datum
(f ∗, f∗, η) where f∗ : T → S f ∗ : S → T
are two functors such that f ∗ is left exact and left adjoint to f∗, and η : 1S ⇒ f∗f ∗ is a unit
of an adjunction ϑ for the pair (f ∗, f∗) (these are sometimes called geometric morphisms : see
[18, Def.2.12.1]). We shall say that η and ϑ are respectively the unit and the adjunction of f .
(ii) Let f := (f ∗, f∗, ηf ) : T
′′ → T ′ and g := (g∗, g∗, ηg) : T ′ → T be two morphisms of
topoi. The composition g ◦ f is the morphism
(f ∗ ◦ g∗, g∗ ◦ f∗, (g∗ ∗ ηf ∗ g∗)⊙ ηg) : T ′′ → T
(see remark 1.1.17(i)). To check the associativity of this composition law, it suffices to notice
that (g∗ ∗ ηf ∗ g∗) ⊙ ηg is the unit of the composition of the adjunctions determined by ηf
and ηg, as defined in remark 1.1.17(i). For every topos T , let iT : 1T
∼→ 1T be the identity
automorphism of 1T ; the datum
(1T , 1T , , iT )
yields a morphism of topoi T → T which is neutral for left and right compositions relative to
the foregoing composition law.
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(iii) Let f, g : T → S be two morphisms of topoi. A natural transformation τ : f ⇒ g is
just a natural transformation of functors τ∗ : f∗ ⇒ g∗. Notice that, in view of remark 1.1.17(ii),
the datum of τ∗ is the same as the datum of a natural transformation τ
∗ : g∗ ⇒ f ∗.
(iv) Let U′ be a universe U ∈ U′; the (U,U′)-topoi are the objects of a 2-category, denoted
(U,U′)-Topos
whose 1-cells are the morphisms of topoi, and whose 2-cells are the natural transformations
between such morphisms. Obviously this category depends on the choice ofU′, but two different
choices are related by a 2-equivalence of 2-categories, so we shall usually omit mentioning an
explicit choice of U′, and write U-Topos for this 2-category. Moreover, when the choice of U
is clear from the context, we shall likewise drop the mention of U and write just Topos.
Example 4.4.6. Let T• := (Ti | i ∈ I) be any U-small family of (U,U′)-topoi.
(i) The product category T :=
∏
i∈I Ti is a topos (see example 1.2.25(i)). Indeed, pick for
each i ∈ I a small site Ci := (Ci, Ji) with an equivalence C∼i ∼→ Ti; according to example
1.2.25(i), the coproduct of the family of categories (Ci | i ∈ I), is represented by a category C
whose set of objects is the disjoint union ∐i∈IOb(Ci). We endow C with the topology J such
that J(i, X) := Ji(X) for every (i, X) ∈ Ob(C ). Then it is easily seen that there is a natural
isomorphism of categories
(C , J)∼
∼→
∏
i∈I
C∼i .
However, the product of the categories C∼i also represents the 2-product, in the 2-category
U′-Cat, of the same family of categories, and the standard universal cone is also a universal
pseudo-cone (see example 3.2.12); there follows an equivalence of categories
(C , J)∼
∼→ T
whence the contention.
(ii) Moreover, T represents the 2-coproduct of the family T• in the 2-category Topos. In-
deed, for every i ∈ I let πi : T → Ti be the projection functor. We define a right adjoint
ei : Ti → T for πi by the rule : X 7→ (Xj | j ∈ I) for every X ∈ Ob(Ti), where Xi := X and
Xj := 1Tj is a fixed choice of a final object in Tj , for every j ∈ I \ {i}. It is easily seen that
πi is left exact, and there is a natural choice of adjunction for the pair (πi, ei), whence a well
defined morphism of topoi
ϕi : Ti → T such that ϕ∗i = πi and ϕi∗ := ei.
Next, let S be another topos, and (ψi : Ti → S | i ∈ I) a given family of morphisms of topoi.
By the universal property of the product, there exists a unique functor λ∗ : S → T such that
(4.4.7) ϕ∗i ◦ λ∗ = ψ∗i for every i ∈ I
and it is easily seen that λ∗ is left exact. We construct a right adjoint λ∗ : T → S for λ∗
by the following rule. Given any object X• := (Xi | i ∈ I) of T , let λ∗(X•) be any object
of S representing the product
∏
i∈I ψi∗Xi, and fix as well a universal cone (p
X
i : λ∗(X•) →
ψi∗Xi | i ∈ I). Then, for every morphism f• : X• → Y• in T there is a unique morphism
λ∗(f•) : λ∗(X•)→ λ∗(Y•) that makes commute the diagram
λ∗(X•)
λ∗(f•) //
pXi

λ∗(Y•)
pYi

ψi∗Xi
ψi∗fi // ψi∗Yi
for every i ∈ I.
Thus, the rules X• 7→ λ∗(X•) and f• 7→ λ∗(f•) yield a well defined functor as sought, unique
up to unique isomorphism. Then it is easily seen that λ∗ is left adjoint to λ∗, and there is even a
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natural choice of adjunction for the pair (λ∗, λ∗) (details left to the reader), so the latter yields a
well defined morphism of topoi λ : T → S. Lastly, (4.4.7) implies that λ∗ ◦ ϕ∗ is right adjoint
to ψ∗i , whence an isomorphism of functors
λ∗ ◦ ϕ∗ ∼→ ψi∗ for every i ∈ I
which shows that the system (ϕi | i ∈ I) is a universal pseudo-cocone, whence the contention.
Proposition 4.4.8. Let T , T ′ be two topoi, f : T → T ′ a left exact functor, ϕ a morphism of T .
(i) If f commutes with all small colimits in T , the following holds :
(a) f is continuous for the canonical topologies on T and T ′.
(b) There exists a morphism of topoi F : T ′ → T , unique up to unique isomorphism,
such that F ∗ = f .
(ii) f is conservative if and only if it reflects epimorphisms.
(iii) If f is exact, the natural morphism f(Imϕ)→ Im(fϕ) is an isomorphism.
Proof. (i.a): Let S := {gi : Xi → X | i ∈ I} be a small covering family of morphisms in
CanT ; by lemma 4.2.4, it suffices to show that fS := {f(gi) | i ∈ I} is a covering family
in CanT ′ . However, our assumption implies that the induced morphism ∐i∈IXi → X is an
epimorphism, hence the same holds for the induced morphism ∐i∈IfXi → fX in T ′ (by
proposition 1.3.18(ii)). But all epimorphisms are universal effective in T ′ (remark 4.4.1(i)),
hence (f(gi) | i ∈ I) is a universal effective family, as required.
(i.b): By corollary 4.3.19(i.a,i.c), the functor f gives rise to a morphism of topoi
(f˜∗, f˜∗, η) : Can(T
′)∼ → Can(T )∼
(where η is any choice of unit of adjunction), and it suffices to show that f˜ ∗ is isomorphic
to f , under the natural identifications T
∼→ Can(T )∼, T ′ ∼→ Can(T ′)∼ given by the Yoneda
embeddings. The latter follows from corollary 4.3.19(i.b).
(iii) follows easily from remark 4.1.25.
(ii) follows from propositions 4.1.24(i) and 1.3.21. 
Remark 4.4.9. (i) Let us consider the 2-category (U,U′)-Topos∗ whose objects are the same
as those of the 2-category (U,U′)-Topos, and such that for every two U-topoi T and S, the
1-cells f : T → S are the left exact functors f : S → T that commute with all small colimits.
For any pair of such functors f, f ′ : S → T , the 2-cells β : f ⇒ f ′ of (U,U′)-Topos∗ are the
natural transformations β : f ′ ⇒ f . As usual, we shall often write U-Topos∗ or just Topos∗
for this 2-category. We have a natural strict pseudo-functor
(−)∗ : Topos→ Topos∗
that is the identity on objects, and assigns to every morphism f := (f ∗, f∗, ηf) : T → S of
topoi the functor f ∗ : S → T , and to every natural transformation β : (f ∗, f∗, ηf)⇒ (g∗, g∗, ηg)
the adjoint transformation (β, ηf , ηg)
† : g∗ ⇒ f ∗. Then proposition 4.4.8(i.b) can be restated by
saying that (−)∗ is a strict 2-equivalence of 2-categories.
(ii) Notice also the strict pseudo-functors
U′-Cato
(−)∗←−− Topos (−)∗−−→ U′-Cat
defined as follows. The pseudo-functor (−)∗ is the identity map on objects : T 7→ T , and is
given on morphisms by the rule : (F∗, F
∗, ηF ) 7→ F∗ (notation of definition 4.4.5(i)). On natural
transformations it is also the identity : (τ : (F ∗, F∗, ηF )⇒ (G∗, G∗, ηG)) 7→ (τ : F∗ ⇒ G∗).
The pseudo-functor (−)∗ is given on objects by the rule : T 7→ T o, and on morphisms by the
rule : (F ∗, F∗, ηF ) 7→ (F ∗)o. On natural transformations it is defined by the rule :
(τ : (F ∗, F∗, ηF )⇒ (G∗, G∗, ηG)) 7→ ((τ, ϑF , ϑG)†o : F ∗o ⇒ G∗o)
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where ϑF and ϑG are the adjunctions for the pairs (F ∗, F∗) and respectively (G
∗, G∗) whose
units are ηF and respectively ηG, and (τ, ϑF , ϑG)
† is the adjoint to τ , as in remark 1.1.17(ii). The
pseudo-functoriality of (−)∗ follows straightforwardly from remark 1.1.17(iv,v) : the details
shall be left to the reader.
Example 4.4.10. Let T be a topos.
(i) Say that T = (C , J)∼ for a small site (C , J). According to remark 4.1.8(vi), the category
C ∧ is also a topos, and since the functor F 7→ F a of theorem 4.1.13 is left exact, it determines a
morphism of topoi T → C ∧. (On the other hand, the category T∧ is too large to be a U-topos.)
(ii) Let f := (f ∗, f∗, η) : T → S be any morphism of topoi; we have an essentially commu-
tative diagram whose horizontal arrows are the Yoneda embeddings :
T
hT //
f∗

Can(T )∼
(f∗)∼∗

S
hS // Can(S)∼.
Indeed, an isomorphism (f ∗)∼∗ ◦ hT ∼→ hS ◦ f∗ is given explicitly as follows. Let ϑ be the
adjunction for the pair (f ∗, f∗) resulting from the unit η. So, ϑ consists of a system of bijections:
hX ◦ f ∗(Y ) = HomT (f ∗Y,X) ϑY,X−−−→ HomS(Y, f∗X) = hf∗X(Y )
natural in X ∈ Ob(T ) and Y ∈ Ob(S). The naturality with respect to morphisms Y ′ → Y in
S then implies that the rule Y 7→ ϑY,X is an isomorphism of sheaves ϑ•,X : hX ◦ f ∗ ∼→ hf∗X for
everyX ∈ Ob(T ). Lastly, the naturality with respect to morphismsX → X ′ in T says that the
rule X 7→ ϑ•,X yields an isomorphism of functors as sought : the details are left to the reader.
4.4.11. Global section functors. In view of theorem 4.4.2(iv), the objects of any topos T may
be thought of as sheaves on Can(T ), and one uses often the suggestive notation
X(S) := HomT (S,X) for everyX,S ∈ Ob(T ).
The elements of X(S) are also called the S-sections of X . If 1T is any final object of T , one
defines the global sections functor Γ : T → Set by the rule :
U 7→ Γ(T, U) := U(1T ).
Moreover Γ admits a left adjoint :
(−)T : Set→ T : S 7→ ST := S × 1T
(the coproduct of S copies of 1T ) and one calls ST the constant sheaf with value S.
Proposition 4.4.12. With the notation of (4.4.11), we have :
(i) The functor (−)T is exact, hence the pair ((−)T ,Γ) yields a morphism of topoi
ΓT : T → Set.
(ii) For every pair of morphisms of topoi u, v : T → Set there exists a unique natural
transformation β : u∗ ⇒ v∗, and β is an isomorphism of functors.
(iii) For every morphism f : T → S of topoi, there exists a unique isomorphism :
ΓS ◦ f ∼→ ΓT .
Proof. (See [6, Exp.IV, §4.3]). For the proof of (i), we may assume that T = C∼ for a small
site C := (C , J). Then, for every (small) set S, let cS : C o → Set be the constant presheaf on
C with value S; since the colimits in C o are computed argumentwise (corollary 1.4.3(ii)), we
have cS =
∐
s∈S c{s}, whence ST = c
a
S , since the functor (−)a commutes with small colimits.
Since (−)a is an exact functor (theorem 4.1.13(ii)), it suffices to check that the same holds for
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the functor Set → C o : S 7→ cS . But more precisely, the latter commutes with all small limits
and all small colimits, again because the latter are computed argumentwise.
(ii): Since u∗ is exact, u∗({∅}) is a final object of T , and we get natural bijections :
u∗X
∼→ HomSet({∅}, u∗X) ∼→ HomT (u∗({∅}), X) for everyX ∈ Ob(T )
i.e. the presheaf u∗ : T → Set on the category T o is represented by the initial object u∗({∅})o.
The same applies to v∗, and then Yoneda’s lemma yields natural bijections
Hom(T o)∧(u∗, v∗)
∼→ HomT (v∗({∅}), u∗({∅})) ∼→ {∅}
whence the contention.
(iii) is an immediate consequence of (ii). 
Remark 4.4.13. (i) If T is a U-topos, C := (C , J) is a U-lex-site, and g : Can(T ) → C is a
morphism of sites, then the underlying functor g : C → T is left exact. Indeed, by corollary
4.3.19(i.b) we have an essentially commutative diagram of functors whose vertical arrows are
the Yoneda embeddings :
(4.4.14)
C
g //
haC

T
hT

C∼
g˜∗ // Can(T )∼.
Then, hT is an equivalence (theorem 4.4.2(iv)) and g˜
∗ is left exact, since g is a morphism of
sites; it suffices therefore to show that haC is left exact. But the functor (−)a : C ∧ → C∼ is left
exact by theorem 4.1.13(ii), so the assertion follows from corollary 1.4.3(vi).
(ii) Every morphism of U-sites u : C ′ → C induces a morphism of topoi
u˜ := (u˜∗, u˜∗, η˜
u) : C ′∼ → C∼
after choosing a unit η˜u for the adjoint pair (u˜∗, u˜∗) (corollary 4.3.19(i)).
(iii) Conversely, a morphism (f ∗, f∗, η) : T → S of topoi determines a morphism of sites
f ∗ : Can(T )→ Can(S).
Indeed, g := f ∗ : S → T is continuous for the canonical topologies, by virtue of proposition
4.4.8(i), and by corollary 4.3.19(i.b) we have an essentially commutative diagram of functors
as in (4.4.14), with C := S and C = Can(S). In this case, both vertical arrows of (4.4.14) are
equivalences (theorem 4.4.2(iv)). Since g is left exact, it then follows that the same holds for
g˜∗, whence the assertion.
(iv) Likewise, for every pair of U-sites C := (C , J), C ′ := (C ′, J ′), for every cocontinuous
functor v : C → C ′, it is clear that v˘∗ is an exact functor, so v induces a morphism of topoi
v˘ := (v˘∗, v˘∗, η˘
v) : C∼ → C ′∼
(corollary 4.3.19(ii)), after choosing a unit η˘v for the adjoint pair (v˘∗, v˘∗).
(v) In the situation of (iv), suppose that v admits a right adjoint u. Then u is continuous for
the topologies of the sites C and C ′, and u˜∗ is isomorphic to v˘∗ (lemma 4.2.14). Especially, u˜∗
is exact, so u is a morphism of sites, and we have an isomorphism of morphisms of topoi :
u˜
∼→ v˘.
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4.4.15. We define as follows a pair of pseudo-functors
Site
T //
Topos.
Can
oo
Let C be a U-site; by remark 4.4.1(iv) we may find an isomorphism of topoi
ωC : C
∼ ∼→ T(C)
with a U-topos T(C), and it is easily seen that we may take this topos to be also U′-small. Then
the rule : C 7→ T(C) defines the pseudo-functor T on objects. Next, let g : C → C ′ be any
morphism of U-sites; by remark 4.4.13(ii), any choice of a unit ηg for the adjoint pair (g˜∗, g˜∗)
yields a morphism of topoi g˜ : C∼ → C ′∼. There follows easily a unique morphism of U-topoi
T(g) := (T(g)∗,T(g)∗, η
T(g)) : T(C)→ T(C ′)
that is identified with (g˜∗, g˜∗, η
g) via the isomorphisms ωC and ωC′ (details left to the reader).
Lastly, let β : g ⇒ g′ be a natural transformation between morphisms of sites g, g′ : C → C ′;
there follows a natural transformation β∧ : g′∧ ⇒ g∧ (notation of (1.2.2)) that induces by
restriction a natural transformation
β∼∗ : g˜
′
∗ ⇒ g˜∗
which is in turn identified via ωC and ωC′ with a unique natural transformation
T(β) : T(g′)∗ ⇒ T(g)∗.
If g′′ : C → C ′ is a third morphism of sites and β ′ : g′ ⇒ g′′ is another natural transformation,
it is clear that
T(β ′ ⊙ β) = T(β)⊙ T(β ′).
Likewise, if h, h′ : C ′ → C ′′ is another pair of morphisms of sites and α : h ⇒ h′ is another
natural transformation, we deduce easily from (1.2.2) the identity :
T(α ∗ β) = T(β) ∗ T(α).
For a composable pair C
g−→ C ′ g′−→ C ′′ of morphisms of U-sites, it is easily seen that T(g′)∗ ◦
T(g)∗ = T(g
′ ◦ g)∗, and the coherence constraint γTg,g′ of T is given by 1T(g′◦g)∗ . Likewise,
T(1C)∗ = 1T(C) for every U-site C, and the coherence constraint δ
T
C is given by the identity
automorphism of 1T(C). Then the required coherence axioms are trivially satified; however,
notice that T is not a strict pseudo-functor, since we do not have necessarily T(g)∗ ◦ T(g′)∗ =
T(g′ ◦ g)∗. This completes the construction of T.
The pseudo-functor Can assigns to every U-topos T the U-site Can(T ) and to every mor-
phism of U-topoi f : T → S the morphism of sites f ∗ : Can(T ) → Can(S) (see remark
4.4.13(iii)). Lastly, let (f ∗, f∗, η
f), (g∗, g∗, η
g) : T → S be two morphisms of topoi and
β : f∗ ⇒ g∗ a natural transformation; then we let Can(β) := (β, ηf , ηg)† : g∗ ⇒ f ∗, the adjoint
transformation of β, as defined in remark 1.1.17(ii). Taking into account remark 1.1.17(iv,v,vi),
we easily see that these rules define a strict pseudo-functor Can as sought.
Remark 4.4.16. Notice that the pseudo-functorCan factors through the inclusion strict pseudo-
functor lex.Site→ Site. We then get as well a pair of pseudo-functors :
lex.Site
lex.T //
Topos.
lex.Can
oo
where lex.T is the restriction of T.
Theorem 4.4.17. (i) The pseudo-functor T is right 2-adjoint to the pseudo-functor Can.
(ii) The pseudo-functor lex.T is right 2-adjoint to the pseudo-functor lex.Can.
(iii) The pseudo-functors Can and lex.Can are fully faithful.
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Proof. (i): We construct as follows a pseudo-natural equivalence h• : 1Topos ⇒ T ◦ Can.
For every U-topos T , we choose a quasi-inverse h∗T : T ◦ Can(T ) → T for the composition
hT∗ : T → T ◦ Can(T ) of the Yoneda embedding hT : T → Can(T )∼ with the isomorphism
ωCan(T ) of (4.4.15). We also fix an isomorphism of functors η
hT : 1T◦Can(T )
∼→ hT∗ ◦ h∗T , and
we consider the morphism of U-topoi :
hT := (h
∗
T , hT∗, η
hT ) : T → T ◦ Can(T ).
In order to show that the rule T 7→ hT defines the sought pseudo-natural equivalence, we need
to explicit its coherence constraint; the latter amounts to an isomorphism of functors
τhf : T(f
∗)∗ ◦ hT∗ ∼→ hS∗ ◦ f∗
for every morphism of U-topoi (f ∗, f∗, η
f) : T → S. However, example 4.4.10(ii) yields an
isomorphism of functors τhf : (f
∗)∼∗ ◦ hT ∼→ hS ◦ f∗, so we can take :
τhf := ω(S,CanS) ∗ τhf .
To check the coherence axioms for τh, notice first that T and Can are unital pseudo-functors,
so that the first coherence axiom amounts to the identity : τh1T = 1hT∗ for every U-topos T . The
latter follows from the identity : τh1T = 1hT , which is clear from the construction of τ
h.
Next, for two morphisms of U-topoi f := (f ∗, f∗, η
f) : T → T ′, g := (g∗, g∗, ηg) : T ′ → T ′′,
we come down to checking that
(4.4.18) (ηhg ∗ f∗)⊙ ((g∗)∼∗ ∗ ηhf ) = ηhg◦f .
Now, recall that ηhf is induced by the unique adjunction ϑ
f for the pair (f ∗, f∗) whose unit is
ηf , and likewise for ηhg and η
h
g◦f ; on the other hand, η
h
g◦f is precisely the unit of the adjunction
ϑg ◦ϑf (notation of remark 1.1.17(i)). From this, the identity (4.4.18) follows straightforwardly.
Likewise, let f, f ′ : T → S be two morphisms of topoi, and β : f ⇒ f ′ a natural transfor-
mation; in order to check the naturality of τh we come down to showing that :
τhf ′ ⊙ (β†)∼∗ = (hS ∗ β)⊙ τhf .
The latter follows by inspecting the characterization of β† furnished by remark 1.1.17(iii), and
this completes the construction of h•. From the pseudo-natural equivalence h• we construct the
sought 2-adjunction as the composition of the pseudo-natural transformation
HT ∗ (Cano × 1Site) : HomSite(Can,−)⇒ HomTopos(T ◦ Can,T)
with the pseudo-natural transformation
HTopos ∗ (ho• × 1Topos) : HomTopos(T ◦ Can,T)⇒ HomTopos(1Topos,T).
This composition assigns to every U-topos T and every U-site C a functor
ΦT,C : HomSite(Can(T ), C)→ HomTopos(T,T(C))
as required, and it remains to check that this functor is an equivalence for every such T and C.
Explicitly, ΦT,C assigns to every morphism of sites g : Can(T ) → C the morphism of topoi
T(g) ◦ hT : T → T(C), and to every 2-cell β : g ⇒ g′ of Site the natural transformation
T(β) ∗ hT : T(g) ◦ hT ⇒ T(g′) ◦ hT . Let us show the essential surjectivity : thus, say that
C = (C , J), and let f := (f ∗, f∗, η
f) : T → T(C) be a morphism of topoi; from theorem
4.4.2(ii) we see that g := f ∗ ◦ ωC ◦ haC : C → T is a morphism of sites g : Can(T )→ C, and
we have an isomorphism of functors hT ◦ g ∼→ g˜∗ ◦ haC (corollary 4.3.19(i.b)). We deduce an
isomorphism :
(4.4.19) hT∗ ◦ f ∗ ◦ ωC ◦ haC ∼→ ωCan(T ) ◦ g˜∗ ◦ haC .
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Claim 4.4.20. Let D be any category, k, k′ : C∼ → D two functors, λ : k ◦ haC ∼→ k′ ◦ haC
an isomorphism of functors, and suppose that k commutes with all small colimits. Then there
exists an isomorphism of functors λ′ : k
∼→ k′.
Proof of the claim. Let G ⊂ Ob(C ) be a small topologically generating subset, G ⊂ C the full
subcategory with Ob(G ) = G; endow G with the topology JG induced by J via the inclusion
functor u : G → C , and set G := (G , JG ). Then u˜∗ : C∼ → G∼ is an equivalence (proposition
4.3.18), hence the same holds for its left adjoint u˜∗ : G∼ → C∼. According to corollary
4.3.19(i.b), we have an isomorphism of functors µ : u˜∗ ◦ haG ∼→ haC ◦ i. There follows a unique
isomorphism λ′ : k ◦ i˜∗ ◦ haG ∼→ k′ ◦ i˜∗ ◦ haG such that
(k′ ∗ µ)⊙ λ′ = (λ ∗ i)⊙ (k ∗ ω).
Now, if k ◦ i˜∗ and k′ ◦ i˜∗ are isomorphic, the same follows for k and k′, since i˜∗ is an equivalence
(details left to the reader). Thus, we may replace C by G and λ by λ′, and assume from start
that C is a small site. Next, let F ∈ Ob(C∼); we have a universal cocone τF given by the rule :
(X, s) 7→ (τF(X,s) : haX → F ) for every (X, s) ∈ Ob(F ib(F ))
where τF(X,s) is characterized as the morphism of sheaves whose composition with the natural
morphism of presheaves hX → haX is the unique morphism of presheaves tF(X,s) : hX → F such
that (tF(X,s))X(1X) = s (remark 4.1.19(iii)). By assumption, the cocone k ∗ τF is still universal,
hence there exists a unique isomorphism λ′F : kF
∼→ k′F that makes commute the diagram :
k(haX)
k(τF
(X,s)
)
//
λX

kF
λ′F

k′(haX)
k′(τF
(X,s)
)
// k′F
for every (X, s) ∈ Ob(F ib(F ))
and we are reduced to checking that the rule : F 7→ λ′F is a natural transformation k ⇒ k′.
Thus, let ϕ : F → G be any morphism of sheaves on C; recall that ϕ induces a functor
F ib(ϕ) : F ib(F )→ F ib(G) (X, s) 7→ (X,ϕX(s))
and the foregoing characterizations of τF and τG easily imply that :
(4.4.21) ϕ ◦ τF(X,s) = τG(X,ϕX (s)) for every (X, s) ∈ Ob(F ib(F )).
Consider now for every (X, s) ∈ Ob(F ib(F )) the diagram :
k′(haX)
k′(τF
(X,s)
)
// k′F
k′(ϕ)

k(haX)
k(τF
(X,s)
)
//
λX
gg◆◆◆◆◆◆◆◆◆◆◆
kF
k(ϕ)

λ′F
99sssssssssss
k(haX)
k(τG
(X,ϕ(s))
)
//
λX
ww♣♣♣
♣♣♣
♣♣♣
♣♣
kG
λ′G
%%❑❑
❑❑❑
❑❑
❑❑
❑❑
k′(haX)
k′(τG
(X,ϕ(s))
)
// k′G
We have to prove the commutativity of the right trapezoidal subdiagram, and by (4.4.21), the
inner and outer square subdiagrams both commute; moreover, also the upper and lower trape-
zoidal subdiagrams commute, by construction. Now, since by assumption the cocone k ∗ τF is
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still universal, it suffices to check that k′(ϕ) ◦ λ′F ◦ k(τF(X,s)) = λ′G ◦ k(ϕ) ◦ k(τF(X,s)). The latter
follows from a straightforward diagram chase, left to the reader. ♦
Since g˜∗ commutes with small colimits, claim 4.4.20 and (4.4.19) yield an isomorphism :
hT∗ ◦ f ∗ ◦ ωC ∼→ ωCan(T ) ◦ g˜∗.
From this, we further deduce an isomorphism of functors :
f ∗
∼→ h∗T ◦ T(g)∗
whence, finally, an isomorphism of their respective right adjoint functors : T(g)∗ ◦ hT∗ ∼→ f∗.
Next, we check that ΦT,C is faithful : let g, g
′ : Can(T ) → C be two morphisms of sites,
and β, β ′ : g ⇒ g′ two 2-cells of Site such that T(β)∗ ∗ hT = T(β ′)∗ ∗ hT ; we need to show
that β = β ′. However, the condition means that β˜∗ ◦ hT = β˜ ′∗ ◦ hT ; i.e. for every X ∈ Ob(T ),
every A ∈ Ob(C ) and every morphism ϕ : gA→ X in T , we have ϕ ◦ βA = ϕ ◦ β ′A. Letting
X := gA and ϕ := 1gA, we get βA = β
′
A, for every A ∈ Ob(C ), as required.
Lastly, in order to check that ΦT,C is full, let α : T(g) ◦ hT ⇒ T(g′) ◦ hT be any natural
transformation, with g and g′ as in the foregoing. This is the same as a natural transformation
α′ : g˜∗ ◦ hT ⇒ g˜′∗ ◦ hT . The latter assigns to every X ∈ Ob(T ) a morphism of sheaves
α′X : hX ◦ go → hX ◦ g′o; in particular, for every A ∈ Ob(C ), we deduce a map
(α′gA)A : HomT (gA, gA)→ HomT (g′A, gA) and we set : βA := (α′gA)A(1gA).
Let us check that the rule : A 7→ βA yields a natural transformation β : g′ → g. Indeed, let
ϕ : A → B be any morphism of C ; we need to show that g(ϕ) ◦ βA = βB ◦ g′(ϕ). However,
the naturality of the ruleX 7→ α′X for everyX ∈ Ob(T ) implies the identity :
g(ϕ) ◦ (α′gA)A(1gA) = (α′gB)A(g(ϕ))
and the naturality of the rule : Y 7→ (α′gB)Y for every Y ∈ Ob(C ) yields the identity :
(α′gB)A(g(ϕ)) = (α
′
gB)B(1gB) ◦ g′(ϕ)
whence the contention. It remains to check that T(β)∗ ∗ hT = α, or equivalently, that β˜∗ ∗ hT =
α′. The latter comes down to the identity : (α′X)A(ϕ) = ϕ ◦ βA for every X ∈ Ob(T ), every
A ∈ Ob(C ) and every morphism ϕ : gA → X in T . This identity in turn follows easily from
the naturality of the rule : X 7→ α′X (details left to the reader).
(ii): Notice that – by virtue of example 4.3.12 – the same rules defining h• also yield a pseudo-
natural transformation 1Topos ⇒ lex.T ◦ lex.Can. We use this pseudo-natural transformation
as in the foregoing to construct the sought 2-adjunction for the pair (lex.Can, lex.T); the details
shall be left to the reader.
(iii): Since h• is a pseudo-natural equivalence, the assertion for Can follows from corollary
2.4.27. The same arguments applies to lex.Can. 
Remark 4.4.22. As an application of theorem 4.4.17 we deduce the representability of the 2-
limit of any cofiltered system of topoi. Indeed, let I be a small cofiltered category, and T• : I →
(U,U′)-Topos any pseudo-functor. By proposition 4.3.25, the pseudo-functor lex.Can ◦ T• :
I → lex.Site admits a 2-limit (C, π•). By theorem 4.4.17(ii) and proposition 2.5.9(i), the pair
(lex.T(C), lex.T∗π•) is a 2-limit of the pseudo-functor lex.T◦lex.Can◦T• : I → (U,U′)-Topos.
But by theorem 4.4.17(iii) and corollary 2.4.27, we have a pseudo-natural equivalence ω :
lex.T ◦ lex.Can ∼→ 1Topos, so (lex.T(C), (ω ∗ T•) ⊙ (lex.T ∗ π•)) is a 2-limit for T• (lemma
2.5.3). Combining with remark 4.3.27, we see that the 2-limit of T• is also a 2-limit of the
induced pseudo-functor
I → U′-Cat i 7→ Ti (ϕ : i→ j) 7→ (Tϕ∗ : Ti → Tj).
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4.5. Fibred sites. The formalism developed in this section and the next one shall allow us
to deal with families of sites or of topoi, indexed by arbitrary categories. Especially, we will
explain how to combine the members of such a family into a single total site or total topos.
Definition 4.5.1. (i) Let C be a category and V a universe. A fibred site with V-small fibres
over C is a datum (A , p, J•) consisting of a fibration with V-small fibre categories
p : A → C
and of a topology JX on the fibre category AX , for every X ∈ Ob(C ), such that the following
holds. For every cleavage λ of p and every morphism ϕ : X → Y in C , the functor cϕ :
AY → AX is a morphism of sites (AX , JX) → (AY , JY ), where c : C o → V-Cat is the
pseudo-functor associated with λ.
(ii) A datum (A , p, J•) as in (i) is a fibred lex-site with V-small fibres if (AX , JX) is a lex-site
for every X ∈ Ob(C ) and the functors cϕ are left exact for every morphism ϕ of C and every
cleavage λ with associated pseudo-functor c. As usual, we shall mostly omit mentioning the
universe V, unless the omission would be source of ambiguities.
(iii) Let (A , p, J•) be a fibred site over the category C . We endow A with the coarsest
topology JA such that the inclusion functor AX → A is continuous for the topologies JX and
JA , for everyX ∈ Ob(C ). The total site of (A , p, J•) is the resulting site
(A , JA ).
(iv) Let (A , p, J•) and (A ′, p′, J ′•) be two fibred sites over C . A morphism of fibred sites
ϕ : (A , p, J•)→ (A ′, p′, J ′•)
is a C -cartesian functor ϕ : A ′ → A whose restriction ϕX : A ′X → AX is a morphism of
sites (AX , JX) → (A ′X , J ′X), for every X ∈ Ob(C ). If (A , p, J•) and (A ′, p′, J ′•) are fibred
lex-sites, we say that ϕ is a morphism of fibred lex-sites, if it is C -cartesian, and the restriction
ϕX : (AX , JX)→ (A ′X , J ′X) is a morphism of lex-sites, for everyX ∈ Ob(C ).
Remark 4.5.2. (i) With the notation of definition 4.5.1, it is clear that if there exists a cleavage
of pwith associated pseudo-functor c, such that cϕ is a morphism of sites (AX , JX)→ (AY , JY )
for every morphism ϕ : X → Y , then the same holds for every cleavage of p (and in this case,
p is a fibred site). Likewise, if cϕ is also left exact for every such ϕ, then the same holds for
every cleavage of p (and then p is a fibred lex-site).
(ii) Let (A , p, J•) and (A , JA ) be as in definition 4.5.1(iii). By lemma 4.2.4, we have
S ∈ JA (A) for every A ∈ Ob(A ) and every sieve S ⊂ A /A such that
(4.5.3) S ∩ (ApA/A) ∈ JpA(A).
(iii) In the situation of (ii), suppose moreover that C is small and (AX , JX) is a U-site for
every X ∈ Ob(C ); under these assumptions, the fibre category AX has small Hom-sets for
every such X , but the same does not necessarily hold for the category A . However, for every
A,A′ ∈ Ob(A ) the set HomA (A,A′) is essentially small : indeed, let λ be a cleavage for A
and c its associated pseudo-functor; since every morphism f : A′ → A in A factors as a mor-
phismA′ → cp(f)A of ApA′ and the cartesian morphism λ(A, p(f)) : cp(f)A→ A, the assertion
follows easily. Thus, after replacing A by an isomorphic category, we may assume that A has
small Hom-sets, and in this case we claim that (A , JA ) is a U-site. Indeed, choose for every
X ∈ Ob(C ) a small topologically generating family GX ⊂ Ob(p−1X) for (AX , JX); then it is
clear from (ii) that
⋃
X∈Ob(C )GX is a small topologically generating family for (A , JA ).
(iv) Clearly the fibred sites (resp. the fibred lex-sites) over C with V-small fibres are the
objects of a 2-category :
V-fib.Site(C ) (resp. V-fib.lex.Site)
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whose 1-cells are the morphisms of fibred sites (resp. of fibred lex-sites), and whose 2-cells
g ⇒ g′ are the natural C -transformations g′ ⇒ g between the underlying functor of such
morphisms, with the obvious composition laws for 1-cells and 2-cells. We have an obvious
forgetful strict pseudo-functor :
V-fib.Site(C )→ o(V-Fib(C ))o (A , p, J•) 7→ (A , p).
(v) Taking into account theorem 3.1.24, it is easily seen that the pseudo-functor F ibC in-
duces strict and strong 2-equivalences of 2-categories :
F ibC : PsFun(C ,V-Site)→ V-fib.Site(C )
lex.F ibC : PsFun(C ,V-lex.Site)→ V-fib.lex.Site(C ).
Namely, we have an obvious forgetful strict pseudo-functor
Φ : V-Site→ o(V-Cat)o (A , J) 7→ A
whence a pseudo-functor PsFun(C ,Φ) : PsFun(C ,V-Site) → PsFun(C , o(V-Cat)o) (see re-
mark 2.2.17(i)). Then, since oC o = C o, we have a strict isomorphism of 2-categories :
PsFun(C , o(V-Cat)o)
∼→ oPsFun(C o,V-Cat)o
(see (2.2.13)) and a strict and strong 2-equivalence
oF iboC :
oPsFun(C o,V-Cat)o
∼→ o(V-Fib(C ))o.
The composition PsFun(C ,V-Site)→ o(V-Fib(C ))o of these pseudo-functors assigns to every
pseudo-functor
A : C → V-Site X 7→ (AX , JX)
the fibration A ′ := F ib(o(Φ ◦ A )o) whose fibre category A ′X over every X ∈ Ob(C ) is
naturally identified withAX . Then F ib(A ) is the fibred site (A
′, J ′•)where J
′
X is the topology
on A ′X corresponding to JX under this identification A
′
X
∼→ AX , for everyX ∈ Ob(C ).
(vi) By remark 2.4.29, the pseudo-functor F ibC admits a strict and strong pseudo-inverse
c• : V-fib.Site→ PsFun(C ,V-Site) A := (A , p, J•) 7→ cA
which, to every fibred site (A , p, J•) over C , assigns the pseudo-functor cA : C o → V-Cat
associated with a cleavage of A , and for every X ∈ Ob(C ), endows the category cAX = AX
with the topology JX . Obviously c
• restricts to a strict and strong pseudo-inverse for lex.F ibC .
4.5.4. Let C be a category, (A , p, J•) a fibred lex-site over C , and (A , JA ) its total site. For
everyX ∈ Ob(C ) denote by iX : AX → A the inclusion functor. We have :
Proposition 4.5.5. In the situation of (4.5.4), the following holds :
(i) The functor iX commutes with fibre products and equalizers for every X ∈ Ob(C ).
(ii) For every A ∈ Ob(A ) and every sieve S ⊂ A /A, we have S ∈ JA (A) if and only if
S satisfies condition (4.5.3).
(iii) The functor iX is both continuous and cocontinuous for the topologies JX and JA , for
every X ∈ Ob(C ).
(iv) A presheaf F on A is a sheaf for the topology JA if and only if i∧XF is a sheaf on
(AX , JX) for every X ∈ Ob(C ).
(v) Suppose moreover that C is small, and (AX , JX) is a U-site for every X ∈ Ob(C ).
Then we have an essentially commutative diagram of categories :
A ∧
i∧X //
(−)a

A ∧X
(−)a

(A , JA )∼
i∼X∗ // (AX , JX)∼
for every X ∈ Ob(C ).
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Proof. Choose a cleavage λ for p and let c : C o → V-Cat be the associated pseudo-functor
(for some universe V such that AX is a V-small category for everyX ∈ Ob(C )).
(i): Let A′
f ′−→ A f ′′←− A′′ be two morphisms in AX ; pick P ∈ Ob(AX) representingA′×AA′′
in AX , and let A′
q′←− P q′′−→ A′′ be a universal cone. Let then B ∈ Ob(A ) be any object
and A′
g′←− B g′′−→ A′′ two morphisms in A such that f ′ ◦ g′ = f ′′ ◦ g′′. It follows easily
that ϕ := p(g′) = p(g′′), so g′ (resp. g′′) factors through a morphism h′ : B → cϕA′ (resp.
h′′ : B → cϕA′′) in ApB and the cartesian morphism λ(A′, ϕ) : cϕA′ → A′ (resp. λ(A′′, ϕ) :
cϕA
′′ → A′′), and since cϕ is left exact, we get a unique morphism h : B → cϕP in ApB such
that cϕ(q
′) ◦ h = h′ and cϕ(q′′) ◦ h = h′′. Then k := λ(ϕ, P ) ◦ h : B → P is the unique
morphism in A such that q′ ◦ k = g′ and q′′ ◦ k = g′′. This shows that P represents the fibre
product ofA′ and A′′ overA in A . Similarly one shows the assertion for equalizers : the details
shall be left to the reader.
(ii): In view of (i) and lemma 4.2.4, it suffices to check that the family J of sieves verifying
condition (4.5.3) yields a topology on A . Now, condition (c) of definition 4.1.1(i) obviously
holds for J . Next, let S ⊂ A /A be a sieve fulfilling condition (4.5.3), and f : A′ → A a
morphism of A ; we set ϕ := p(f) and factor f through a morphism f ′ : A′ → A′′ := cϕA
in p−1A′ and the cartesian morphism f ′′ := λ(A,ϕ) : A′′ → A. Then let S ′ := S ×A f ′′,
and notice that if (gλ : Bλ → A | λ ∈ Λ) generates S|A := S ∩ (ApA/A), then the family
(cϕ(gλ) : cϕBλ → A′′ | λ ∈ Λ) lies in S ′, and the latter family covers A′′ for the topology
JpA′′ , since cϕ is continuous for the topologies JpA and JpA′′ , and since S|A covers A for the
topology JpA. Then S ×A f = S ′ ×A′′ f ′ contains the family (A′ ×A′′ cϕBλ → A′ | λ ∈ Λ),
which covers A′ for the topology JpA′ . This shows that condition (a) of definition 4.1.1(i) holds
for J . Lastly, let S ⊂ A /A be an element of J , and consider another sieve T ⊂ A /A
such that for every (f : A′ → A) ∈ Ob(S ) the sieve T ×A f lies in J . Let S|A ⊂ ApA/A
be as in the foregoing, and define likewise T|A; then S|A ∈ JpA(A) and it is easily seen that
T|A ×A f = (T ×A f) ∩ (ApA′/A′) for every (f : A′ → A) ∈ Ob(S|A).
HenceT|A ∈ JpA(A), soT ∈ J ; this shows thatJ fulfills condition (b) of definition 4.1.1(i).
(iii) follows immediately from (ii).
(v): Pick a universe V containing U, and such that A is V-small; in view of remarks 4.1.23(i)
and 4.5.2(iii) we are easily reduced to checking the essential commutativity of the diagram :
A ∧V
i∧X,V //
(−)+

A ∧X,V
(−)+

A ∧V
i∧X // A ∧X,V
for everyX ∈ Ob(C )
where the functors (−)+ are defined as in (4.1.11). We may then replace U by V and assume
that A is a small category. For every X ∈ Ob(C ) and every A ∈ Ob(AX) we endow JX(A)
and JA (A) with the ordering induced by inclusion of sieves, and consider the map
JX(A)→ JA (A) S 7→ S ∗
that assigns to every S ∈ JX(A) the sieve S ∗ ∈ JA (A) generated by Ob(S ) ⊂ Ob(A /A).
This map is obviously injective, and according to (ii), its image is a cofinal subset in the opposite
ordered set JA (A)
o. Moreover, for every morphism f : A′ → A in AX , clearly we have
(S ×A f)∗ = S ∗ ×A f for every S ∈ JX(A).
FOUNDATIONS FOR ALMOST RING THEORY 285
Furthermore, for every such S and every presheaf F on AX , we have a natural identification
of F (S ) := HomA ∧X (hS , F ) with the equalizer of the two natural maps (see (4.1.6))
(4.5.6) Equal
( ∏
(B→A)∈Ob(S )
F (B) // //
∏
(B→A←B′)∈Ob(S )×Ob(S )
F (B ×A B′)
)
and for every inclusion S ′ ⊂ S of sieves covering A, the map F (S )→ F (S ′) corresponds,
under this identification, to the restriction of the projection
(4.5.7)
∏
(B→A)∈Ob(S )
F (B)→
∏
(B→A)∈Ob(S ′)
F (B).
Recall that
F+(A) := colim
S∈JX(A)o
F (S )
and for every morphism f : A′ → A in AX , the map F+(f) : F+(A)→ F+(A′) is the colimit
of the maps F (S ) → F (S ×A f) → F+(A′) induced by the projection S ×A f → S , for
every S ∈ JX(A)o. Now, if F = i∧XG for a presheaf G on A , it follows from (4.1.6) that the
equalizer (4.5.6) is also naturally identified with G(S ∗), and likewise, for every inclusion of
sieves S ′ ⊂ S in JX(A), the map G(S ∗)→ G(S ′∗) corresponds to the restriction of (4.5.7),
under this same identification. After taking colimits, we thus get an isomorphism
(i∧XG)
+(A)
∼→ G+(A)
natural in both the presheaf G and the object A ∈ Ob(AX). The assertion follows.
(iv): The condition is obviously necessary. For the converse, let F be a presheaf on A such
that i∧X(F ) is a sheaf on (AX , JX) for every X ∈ Ob(C ); denote by F a the sheaf on (A , JA )
associated with F , and by j : F → F a the natural map of presheaves. For every X ∈ Ob(C )
we get a commutative diagram of presheaves on AX :
i∧X(F )
i∧X(j) //

i∧X(F
a)

(i∧XF )
a
(i∧X(j))
a
// (i∧XF
a)a
whose vertical arrows are isomorphisms, by assumption. On the other hand, in view of (v), the
morphism (i∧X(j))
a is naturally identified with i∧X(j
a) : i∧X(F
a) → i∧X((F a)a); now, ja is an
isomorphism, hence the same holds for i∧X(j
a), and then also for i∧X(j), for every X ∈ Ob(C ).
But this means that j is already an isomorphism, i.e. F is a sheaf on (A , JA ). 
Example 4.5.8. In the situation of (4.5.4), suppose that C admits a final object X0. Then
the functor iX0 is a morphism of sites (A , JA ) → (AX0 , JX). Indeed, let A0 be any final
object of AX0 ; it is easily seen that A0 is also a final object of A , and taking into account
propositions 1.3.22(i) and 4.5.5(i) we deduce that iX0 is left exact. Then the assertion follows
from proposition 4.5.5(iii) and example 4.3.12.
Proposition 4.5.9. Let u : (A ′, p′, J ′•) → (A , p, J•) be a morphism of fibred lex-sites over
a category C , and denote by (A , JA ), (A ′, JA ′) the corresponding total sites. Then u is a
morphism of sites (A ′, JA ′)→ (A , JA ).
Proof. Proposition 4.5.5(i,ii) easily implies that u is continuous for the topologies JA and JA ′ ,
so it remains only to check that the fibration s : A ′/uA → A ′ is locally cofiltered for the
topology JA ′ (proposition 4.3.9). Thus, let X ∈ Ob(C ) and A′ ∈ Ob(A ′X); the fibration s(X) :
A ′X/uXAX → A ′X is locally cofiltered, by proposition 4.3.9, hence there exists a covering
family g• := (gλ : A
′
λ → A′ | λ ∈ Λ) relative to the topology J ′X such thatOb(s−1(X)A′λ) 6= ∅ for
every λ ∈ Λ; but the family g• coversA′ also relative to the topology JA ′ (proposition 4.5.5(ii)),
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so s fulfills condition (a) of definition 4.3.3. To check condition (b), consider morphisms fi :
A′ → uAi in A ′ for i = 1, 2, and let ϕi : X → Yi be the image of fi in C for i = 1, 2. Pick
any cleavage for A , and let c be its associated pseudo-functor; then fi = u(f
′′
i ) ◦ f ′i where
f ′i : A
′ → u(cϕiAi) is a morphism in A ′X and f ′′i : cϕiAi → Ai is a cartesian morphism of
A , for i = 1, 2. Since s(X) is locally cofiltered, we may then find a covering family g• as
in the foregoing, and for every λ ∈ Λ a morphism fλ : A′λ → uAλ in A ′X and morphisms
hi,λ : Aλ → cϕ1A1 in AX for i = 1, 2, such that u(hi,λ) ◦ fλ = f ′i ◦ gλ. Then we get morphisms
in A /uA ′
(A′λ/f
′′
i ◦ hi,λ) : (A′λ, fλ)→ (A′λ, fi ◦ gλ) for i = 1, 2 and every λ ∈ Λ
whence the contention. Lastly, let (fi : A
′ → uAi | i = 1, 2) be a pair of morphisms in A ′, and
h1, h2 : A1 → A2 two morphisms of A with u(hi) ◦ f1 = f2 for i = 1, 2. Let ϕi : X → Yi
be the image of fi in C for i = 1, 2; there exist morphisms h′1, h
′
2 : cϕ1A1 → cϕ2A2 in AX and
cartesian morphisms f ′i : cϕiAi → Ai in A such that hi ◦ f ′1 = f ′2 ◦ h′i for i = 1, 2. Since s(X)
is locally cofiltered, we may then find g• as in the foregoing, and for every λ ∈ Λ a morphism
fλ : A
′
λ → uAλ in A ′X and a morphism hλ : Aλ → cϕ1A1 in AX such that h′1 ◦ hλ = h′2 ◦ hλ. It
follows that h1 ◦ f ′1 ◦ hλ = h2 ◦ f ′1 ◦ hλ, which shows that condition (c) holds as well for s. 
Remark 4.5.10. Let V be any universe. Proposition 4.5.9 says that the rule that assigns to every
fibred lex-site over C with V-small fibres its total site defines a strict pseudo-functor
totSite : V-fib.lex.Site(C )→ V-Site
that assigns to every morphism of lex-sites the underlying functor, and is the identity on 2-cells.
4.5.11. Let (A , p, J•) be a fibred site over a category C , and u : C ′ → C any functor. Set
A ′ := Fib(u)∗A , and recall that for every X ∈ Ob(C ′) the natural projection π : A ′ → A
restricts to an isomorphism of categories πX : A ′X
∼→ AuX . Then we get a fibred site denoted
C ′ ×(C ,u) (A , p, J•) or more simply C ′ ×C (A , p, J•)
whose underlying fibration is p′ : A ′ → C ′ and where the topology JX on A ′X is induced by
JX via the isomorphism πX , for everyX ∈ Ob(C ′). Obviously, if (A , p, J•) is a fibred lex-site,
the same holds for C ′×C (A , p, J•), and in this case, proposition 4.5.5(ii,iv) easily implies that
π is a continuous and cocontinuous functor for the respective total sites (A , JA ), (A ′, JA ′).
4.5.12. In the situation of (4.5.11), let v : C ′ → C be another functor, and β : u ⇒ v any
natural transformation. After choosing a cleavage λ for the fibration A , we attach to β a C ′-
cartesian functor Fib(β)∗A : Fib(v)
∗A → Fib(u)∗A , as in (3.1.29). Explicitly, let c be the
pseudo-functor associated with λ; then for every X ∈ Ob(C ′) the restriction AvX → AuX of
Fib(β)∗A is given by the functor cβX . Hence, Fib(β)
∗
A is a morphism of fibred sites denoted :
β ×C (A , p, J•) : C ′ ×(C ,u) (A , p, J•)→ C ′ ×(C ,v) (A , p, J•).
It is easily seen that β×C (A , p, J•) is independent, up to isomorphisms of morphisms of fibred
sites, of the choice of cleavage λ : the details shall be left to the reader.
4.5.13. Let C ,D be two small categories, t : D → C a functor, and u : (A0, p0, J0,•) →
(A1, p1, J1,•) a morphism of fibred lex sites over C . Set
(Bi, qi, J
′
i,•) := D ×C (Ai, pi, Ji,•) for i = 0, 1
(notation of (4.5.11)). Clearly u induces a morphism of fibred lex sites
v := D ×C u : (B0, q0, J ′0,•)→ (B1, q1, J ′1,•).
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Then u and v are also morphisms of the respective total sites u : (A0, J0) → (A1, J1) and
v : (B0, J ′0) → (B1, J ′1) (proposition 4.5.9). For i = 0, 1, let πi : Bi → Ai be the projection.
We deduce a commutative diagram of categories :
E :
A ∼0
u˜∗ //
π˜0∗

A ∼1
π˜1∗

B∼0
v˜∗ // B∼1
and notice that each functor of the diagram E admits a left adjoint; after choosing an adjunction
for each of the resulting adjoint pairs of functors, we can view E as a square of links, oriented
by the identity 1π˜1∗◦u˜∗ (see (2.3.8)).
Proposition 4.5.14. In the situation of (4.5.13), suppose that (Ai,X, Ji,X) is a U-site for every
X ∈ Ob(C ) and i = 0, 1. Then the base change transformation
Υ(E ) : v˜∗ ◦ π˜1∗ → π˜0∗ ◦ u˜∗
is an isomorphism of functors.
Proof. We consider first the oriented diagram of categories :
E ′ :
A ∧0
u∧ //
π∧0

✿✿✿✿ !
A ∧1
π∧1

A ∼0
u˜∗ //
✿✿✿✿ ! ☎☎☎☎~π˜0∗

iA0
aa❉❉❉❉❉❉❉❉
A ∼1
π˜1∗

iA1
==③③③③③③③③
☎☎☎☎~
B∼0
v˜∗ //
iB0
}}③③
③③
③③
③③
☎☎☎☎
>F
B∼1
iB1
!!❉
❉❉
❉❉
❉❉
❉
B∧0
v∧ // B∧1
whose diagonal arrows are the inclusion functors, and all whose orientations are identities.
Moreover, each functor in E ′ still admits a left adjoint, so as usual E ′ can be regarded as an
oriented diagram of links. By adding a further identity orientation for the “front face” we
obtain a cubical diagram as in (2.3.21), which obviously commutes on 2-cells, except that the
orientations do not agree with those of the corresponding diagram in (2.3.21), nor with those of
its variant considered in remark 2.3.22(iii). However, the induced diagram †E ′ of adjoint squares
as in (2.3.8) still commutes on 2-cells, due to proposition 2.3.4, and moreover its orientations
agree with those of the variant from remark 2.3.22(iii). More precisely, the left and right faces
of †E ′ are oriented by o(1iB1◦v˜∗)
† and respectively o(1iA1◦u˜∗)
†, and the top and bottom faces are
oriented by o(1iB1◦π˜1∗)
† and respectively o(1iB0◦π˜0∗)
†.
Claim 4.5.15. The base change transformations
Υ(1iB1◦π˜1∗) : (−)aB1 ◦π∧1 → π˜1∗ ◦ (−)aA1 and Υ(1iB0◦π˜0∗) : (−)aB0 ◦π∧0 → π˜0∗ ◦ (−)aA0
are isomorphisms of functors.
Proof of the claim. We check the assertion for Υ(1iB0◦π˜0∗); the same argument shall apply also
to Υ(1iB1◦π˜1∗). Since iB0 is a fully faithful functor, the counit ε
B0 of the chosen adjunction for
the pair ((−)aB0 , iB0) is an isomorphism (proposition 1.1.20(iii)), so we are reduced to checking
that ((−)aB0 ◦ π∧0 ) ∗ ηA0 is an isomorphism, where ηA0 and εA0 are the unit and counit of an
adjunction for the pair ((−)aA0 , iA0). But recall that there exists an isomorphism of functors :
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(−)aB0 ◦ π∧0
∼→ π˜0∗ ◦ (−)aA0 (corollary 4.3.19(iii)), so it suffices to show that (−)aA0 ∗ ηA0 is an
isomorphism. However, εA0 is an isomorphism, since iA0 is fully faithful, hence the contention
follows from the triangular identities of (1.1.13). ♦
In light of claim 4.5.15, proposition 2.3.10, and remark 2.3.22(i,iii), we are then reduced to
showing that the base change transformation
Υ(1π∧1 ◦u∧) : v! ◦ π∧1 → π∧0 ◦ u!
is an isomorphism of functors. To this aim, recall that for every A0 ∈ Ob(A0) and every
presheaf F on A1, the set u!F (A0) represents the colimit of the functor
F ◦ toA0 : (A0/uA1)o → Set
where tA0 denotes the usual target functor as in (1.1.27). Thus, u!F (A0) is the set of equivalence
classes [s, ϕ]u of pairs (s, ϕ), where ϕ : A0 → uA1 is a morphism of A0, and s ∈ FA1. For
every morphism ψ : A0 → A′0 in A0, the map u!F (ψ) is given by the rule : [s, ϕ]u 7→ [s, ϕ◦ψ]u
for every such [s, ϕ]u. Moreover, for every morphism f : F → F ′ of presheaves on A0, the
morphism u!f : u!F → u!F ′ is given by the rule : [s, ϕ]u 7→ [fA1(s), ϕ]u for every such [s, ϕ]u.
We have a standard adjunction for the pair (u!, u
∧) whose unit and counit (ηu, εu) are given by
the following rules, for every presheaf F on A1 and F ′ on A0 :
ηuF,A1(s) := [s, 1uA1]u ∈ u∧u!F (A1) for every A1 ∈ Ob(A1) and every s ∈ FA1
εuF ′,A0[s, A0
ϕ−→ uA′1]u := F ′ϕ(s) ∈ F ′A0 for every s ∈ F (uA′1).
A similar description applies to the functor v! and the unit and counit of its standard adjunction.
Thus, for every such F , the morphism (v!π
∧
1 ∗ ηu)F : v!π∧1 F → v!π∧1 u∧u!F is given by the rule:
[s, B0
ϕ−→ vB1]v 7→ [[s, 1uπ1B1 ]u, ϕ]v for every s ∈ Fπ1B1
and the morphism (εv ∗ π∧0 u!)F : v!v∧π∧0 u!F → π∧0 u!F is given by the rule :
[[t, π0vA
′
1
ψ−→ uA′′1]u, A0 ϕ−→ vA′1]v 7→ π∧0 u!F (ϕ)[t, π0vA′1 ψ−→ uA′′1]u = [t, ψ ◦ π0(ϕ)]u
for every t ∈ FA′′1. Summing up, Υ(1π∧1 ◦u∧) is then given by the rule :
[s, B0
ϕ−→ vB1]v 7→ [s, π0(ϕ)]u for every s ∈ Fπ1B1.
Consider then the functor
ρB0 : (B0/vB1)
o → (π0B0/uA1)o (B0 ϕ−→ vB1) 7→ (π0B0 π0(ϕ)−−−→ π0vB1 = uπ1B1)
and notice that toπ0B0 ◦ ρB0 = πo1 ◦ toB0 , so that ρB0 induces a morphism of presheaves on the
category Seto, as in (the dual of) remark 1.2.11(i) :
colim
(π0B0/uA1)o
F ◦ toπ0B0 → colim(B0/vB1)o F ◦ π
o
1 ◦ toB0
which corresponds to a map ω : v!π
∧
1 F (B0)→ π∧0 u!F (B0), and by a direct inspection it is easily
seen that ω = Υ(1π∧1 ◦u∧)F,B0 . In view of proposition 1.5.2, we are then reduced to showing :
Claim 4.5.16. For everyX ∈ Ob(B0) we have :
(i) The categoriesX/vB1 and π0X/uA1 are cofiltered.
(ii) The functor ρX is cofinal.
Proof of the claim. (i): We show that X/vB1 is cofiltered; the same argument shall apply to
π0X/uA1 as well. Indeed, let us check that X/vB1 is not the empty category : to this aim, let
vq0X : B1,q0X → B0,q0X be the restriction of v to the fibre categories over q0X , so it suffices
to check that X/vq0XB1,q0X is not empty; but B1,q0X is finitely complete, hence it admits a
final object Y0, and vY0 is a final object of B0,q0X , since v is left exact. The unique morphism
X → vY0 is then an object of X/vq0XB1,q0X .
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Next, consider two objects (Y1, ϕ1), (Y2, ϕ2) of X/vB1; for i = 1, 2 we may find cartesian
morphisms βi : Y
′
i → Yi in B1 such that q1(βi) = q0(ϕi), and then there exists a unique
morphism ϕ′i : X → vY ′i in the fibre category B0,q0X such that v(βi) ◦ ϕ′i = ϕi. The pair
(Y ′i , ϕ
′
i) is an object of X/vB1, and βi is a morphism (Y
′
i , ϕ
′
i) → (Yi, ϕi) for i = 1, 2. Since
B1,q0X is finitely complete, the product Z := Y
′
1 × Y ′2 is representable, and since vq0X is left
exact, vZ represents vY ′1×vY ′2 , whence a morphismψ′ : X → vZ inB0,q0X whose composition
with the projection v(pi) : vZ → vY ′i agrees with ϕ′i, for i = 1, 2. Thus, (Z, ψ′) ∈ Ob(X/vB1)
and we have morphisms (Z, ψ′)
X/pi−−→ (Y ′i , ϕ′i)
X/βi−−−→ (Yi, ϕi) for i = 1, 2.
Lastly, let X/α1, X/α2 : (Y1, ϕ1) → (Y2, ϕ2) be two morphisms of X/vB1. We find carte-
sian morphisms βi : Y
′
i → Yi in B1 such that q1(βi) = q0(ϕi) for i = 1, 2, and notice that
q1(α1 ◦β1) = q0(ϕ2) = q1(α2 ◦β1). Then there exist unique morphisms α′i : Y ′1 → Y ′2 in B1,q0X
such that β2 ◦ α′i = αi ◦ β1 for i = 1, 2. Since B1,q0X is finitely complete, the equalizer of the
pair (α′1, α
′
2) is representable in B1,q0X by a morphism λ
′ : E → Y ′1 in B1,q0X . Set λ := β1 ◦λ′;
it follows that α1 ◦ λ = α2 ◦ λ. Moreover, for i = 1, 2 we may find a morphism ϕ′i : X → vY ′i
in B0,q0X such that v(βi) ◦ ϕ′i = ϕi. We compute :
v(β2◦α′1)◦ϕ′1 = v(α1◦β1)◦ϕ′1 = v(α1)◦ϕ1 = ϕ2 = v(α2)◦ϕ1 = v(α2◦β1)◦ϕ′1 = v(β2◦α′2)◦ϕ′1
whence v(α′1) ◦ϕ′1 = v(α′2) ◦ϕ′1, since v(β2) is cartesian. However, v(λ) is the equalizer of the
pair (v(α′1), v(α
′
2)), since vq0X is left exact; so finally ϕ
′
1 factors through a unique morphism
ϕ′′1 : X → vE and v(λ′) : vE → vY ′1 . Thus, we get a morphism X/λ : (E,ϕ′′1) → (Y1, ϕ1) in
X/vB1 such that (X/α1) ◦ (X/λ) = (X/α2) ◦ (X/λ), whence the contention.
(ii): In view of (i), it suffices to show that conditions (a) and (b) of lemma 1.5.7(i) hold
for ρX . To this aim, let uq0X : A1,q0X → A0,q0X be the restriction of u to the fibre cate-
gories, and (Y, ϕ) any object of (π0X/uA1)o. Arguing as in the proof of (i), we find (Y ′, ϕ′) ∈
Ob((π0X/uq0XA1,q0X)
o) and a morphism (Y, ϕ)→ (Y ′, ϕ′) in (π0X/uA1)o. But notice that ρX
restricts to an isomorphism of categories (X/vq0XB1,q0X)
o ∼→ (π0X/uq0XA1,q0X)o. Condition
(a) is an immediate consequence. Lastly, let (Y, ϕ) ∈ Ob(X/vB1), (Z, ϕ′) ∈ Ob(π0X/uA1),
and a pair of morphisms in π0X/uA1 :
π0X/βi : ρ
X(Y, ϕ) = (π1Y, π0(ϕ))→ (Z, ϕ′) i = 1, 2.
Hence, β1, β2 : π1Y → Z are morphisms of B1 with u(β1) ◦ π0(ϕ) = u(β2) ◦ π0(ϕ). Arguing
as in the proof of (i) we find a cartesian morphism β : Y ′ → Y in B1 and a morphism ψ :
X → vY ′ in B0,q0X with v(β) ◦ ψ = ϕ. Notice that p1(β1 ◦ π1(β)) = p0(ϕ′) = p1(β2 ◦ π1(β)).
Then we may find Z ′′ ∈ Ob(A1,q0X) and a cartesian morphism γ : Z ′′ → Z in A1 such
that p1(γ) = p0(ϕ
′), and for i = 1, 2, a morphism β ′′i : π1Y
′ → Z ′ in A1,q0X such that
β1 ◦ π1(β) = γ ◦ β ′′i . Since π1 restricts to an isomorphism B1,q0X ∼→ A1,q0X , there exist
Z ′ ∈ Ob(B1,q0X) with π1Z ′ = Z ′′, and unique morphisms β ′i : Y ′ → Z ′ in B1,q0X such that
π1(β
′
i) = β
′′
i for i = 1, 2. We compute :
u(γ) ◦ uπ1(β ′1) ◦ π0(ψ) = u(β1 ◦ π1(β)) ◦ π0(ψ) = u(β1) ◦ π0(ϕ)
= u(β2) ◦ π0(ϕ)
= u(β2 ◦ π1(β)) ◦ π0(ψ)
= u(γ) ◦ uπ1(β ′2) ◦ π0(ψ).
Since u(γ) is cartesian and π0 restricts to an isomorphism B0,q0X
∼→ A0,q0X , we conclude
that v(β ′1) ◦ ψ = v(β ′2) ◦ ψ. Let λ : E → Y ′ be the equalizer of the pair (β ′1, β ′2) in B1,q0X ;
since vq0X is left exact, v(λ) : vE → vY ′ represents the equalizer of (v(β ′1), v(β ′2)) in A1,q0X ,
so finally ψ factor through v(λ) and a unique morphism µ : X → vE in A1,q0X . We have
(E, µ) ∈ Ob(X/vB1), and a morphism X/(β ◦ λ) : (E, µ) → (Y, ϕ) in X/vB1 such that
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ρX(X/(β ◦ λ)) equalizes π0X/β1 and π0X/β2 in (π0X/uA1)o. This concludes the proof of
condition (b). 
4.6. Fibred topoi. For every small category I , we consider next the 2-category
PsFun(I,Topos)
whose objects T : I → Topos shall be called the fibred topoi over I . The 1-cells, that is
the pseudo-natural transformations ω : T ⇒ S shall be called morphisms of fibred topoi over
I , and denoted by a simple arrow T → S. The 2-cells, i.e. the modifications ω  ω′ in
PsFun(I,Topos) shall be called also transformations of morphisms of fibred topoi over I .
Remark 4.6.1. (i) Recall that the definition of the 2-category Topos involves the choice of
two universes U,U′ with U ∈ U′, so that every object of Topos is both a U-topos and a small
U′-category (see definition 4.4.5(iv)). Then, consider any pseudo-functor
F : I → U′-Cat
such that (a): Fi is an U-topos for every i ∈ Ob(I), and (b): for every morphism ϕ : i → j of
I there exists a morphism of topoi fϕ : Fi → Fj with Fϕ = fϕ∗. Then we get a fibred topos
T over I such that Ti := Fi for every i ∈ Ob(I) and Tϕ := fϕ for every morphism ϕ of I .
This fibred topos depends on the choice of the morphisms of topoi fϕ, but any two such choices
yield isomorphic fibred topoi over I .
(ii) In particular, any functor F : I → U′-Cat fulfilling (a) and (b) can be regarded as a
fibred topos over I; in this case, the coherence constraint (δT , γT ) of the resulting T shall be
given by identity automorphisms of functors :
δTi = 1Ti γ
T
ϕ,ψ = 1Tϕ◦Tψ in U
′-Cat
which are however not necessarily identity 2-cells of the 2-category Topos, since one does
not necessarily have f ∗ψ ◦ f ∗ϕ = f ∗ψ◦ϕ, nor f ∗1i = 1Ti . Hence, even when it is given by an actual
functor, T will only in general be a (non-strict) pseudo-functor, when regarded as a fibred topos.
(iii) From the pseudo-functors of remark 4.4.9(ii) we deduce two strict pseudo-functors :
PsFun(Io,U′-Cat)o
[−]∗←−− PsFun(I,Topos) [−]∗−−→ PsFun(I,U′-Cat).
• Namely, [−]∗ assigns to every fibred topos T : I → Topos over I the composition
T∗ := (−)∗ ◦ T : I → U′-Cat i 7→ Ti (i ϕ−→ j) 7→ (Tϕ∗ : Ti → Tj)
and to every morphism of fibred topoi ω : T → S the pseudo-natural transformation ω∗ :=
(−)∗ ∗ ω : T∗ ⇒ S∗. To every transformation Ξ : ω  ω′ it assigns the modification
Ξ∗ := (−)∗ ◦ Ξ : ω∗  ω′∗.
• Likewise, [−]∗ assigns to every fibred topos T over I the pseudo-functor
T ∗ := ((−)∗ ◦ T )o : Io → U′-Cat io 7→ T oi (jo ϕ
o−→ io) 7→ (T ∗oϕ : T oj → T oi )
and to every morphism of fibred topoi ω : T → S the pseudo-natural transformation ω∗ :=
((−)∗ ∗ ω)o : S∗ ⇒ T ∗. To every transformation Ξ : ω  ω′ it assigns the modification
Ξ∗ := ((−)∗ ◦ Ξ)o : ω∗  ω′∗.
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4.6.2. There are several useful ways of attaching a fibration to any fibred topos T over I :
namely, with the notation of (3.1.18) and remark 4.6.1(iii), we can consider the fibrations
π : F ib(T∗)→ Io and π′ : F ib(T ∗)→ I.
More precisely, we have strict pseudo-functors :
U′-Fib(I)o
F iboI◦[−]
∗
←−−−−−− PsFun(I,Topos) F ibIo◦[−]∗−−−−−−→ U′-Fib(Io).
• We have also a natural pseudo-functor from fibred topoi over I to fibred sites over I :
namely, the composition
Can : PsFun(I,Topos)
PsFun(I,Can)−−−−−−−−→ PsFun(I,U′-Site) F ibI−−−→ U′-fib.Site(I)
where Can : Topos → Site is the pseudo-functor of (4.4.15), and F ibI is the 2-equivalence
of remark 4.5.2(v). Explicitly, Can(T ) is given as follows. Since I is a usual category, we have
oIo = Io, so T ∗ induces a pseudo-functor
Io
oT ∗−−→ o(U′-Cat) (−)
o
−−→ U′-Cat io 7→ Ti (jo ϕ−→ io) 7→ (T ∗ϕ : Tj → Ti)
where (−)o denotes the strict isomorphism of example 2.1.24. The fibration
p : Can(T ) := F ib((−)o ◦ oT ∗)→ I
carries a natural structure of fibred lex-site : namely, the category p−1(i) is naturally identified
with Ti for every i ∈ Ob(I), and inherits the latter’s canonical topology; also, p admits a natural
cleavage whose associated pseudo-functor c is identified with (−)o◦oT ∗, so for every morphism
ϕ : i → j of I the functor cϕ : p−1(j) → p−1(i) is in turn identified with the left exact functor
T ∗ϕ : Tj → Ti, which is continuous for the canonical topologies (remark 4.4.13(iii)).
• Conversely, to every fibred site we may attach a fibred topos, via the pseudo-functors
T : U′-fib.Site(I)
c•−−→ PsFun(I,U′-Site) PsFun(I,T)−−−−−−−→ PsFun(I,Topos)
lex.T : U′-fib.lex.Site(I)
lex.c•−−−−→ PsFun(I,U′-lex.Site) PsFun(I,lex.T)−−−−−−−−−→ PsFun(I,Topos)
where T : Site → Topos and lex.T : lex.Site → Topos are as in (4.4.15), and c• (resp.
lex.c•) is a strict and strong pseudo-inverse for F ibI (resp. for lex.F ibI : see remark 4.5.2(vi)).
Lemma 4.6.3. With the notation of (4.6.2), there exists a natural isomorphism of I-categories
F ib(T ∗)
∼→ F ib(T∗)o.
Proof. For every morphism ϕ : i→ j of I , let (ηϕ, εϕ) be the unit and counit for the adjunction
for the pair (T ∗ϕ, Tϕ∗) that defines the morphism of topoi Tϕ : Ti → Tj . This adjunction assigns
to every morphism f : T ∗ϕY → X (for anyX ∈ Ob(Ti) and Y ∈ Ob(Tj)) an adjoint morphism
f † := Tϕ∗(f) ◦ ηϕ,Y : Y → Tϕ∗X.
Notice that F ib(T ∗) and F ib(T∗) have the same set of objects, and the morphisms of F ib(T ∗)
(resp. F ib(T∗)) are the pairs (ϕ, f) where ϕ : i → j is a morphism of I and f : T ∗ϕY → X
(resp. f : Y → Tϕ∗X) is a morphism of Ti (resp. of Tj). We claim that the rules
(i, X) 7→ (i, X) (ϕ, f) 7→ (ϕ, f †)
yield the sought isomorphism of categories. Indeed, denote also by (δ, γ) the coherence con-
straint of the pseudo-functor T ∗; hence
γ(ϕ,ψ) : T
∗
ψϕ
∼→ T ∗ϕT ∗ψ and δi : T ∗1i
∼→ 1Ti
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are isomorphisms of functors, for every i ∈ Ob(I) and every pair of morphisms ϕ : i → j and
ψ : j → k in I , and according to remark 1.1.17(ii), there follow adjoint isomorphisms
γ†(ϕ,ψ) : Tψ∗Tϕ∗
∼→ Tψ◦ϕ∗ and δ†i : 1Ti ∼→ T1i∗.
With this notation, we need to check the identity
(f ◦ T ∗ϕg ◦ γ(ϕ,ψ),Z)† = γ†(ϕ,ψ),X ◦ Tψ∗(f †) ◦ g†
for every pair of morphisms (ϕ, f : T ∗ϕY → X) and (ψ, g : T ∗ψZ → Y ) of F ib(T ∗). However,
on the one hand we have
(f ◦ T ∗ϕ(g) ◦ γ(ϕ,ψ),Z)† = Tψϕ∗(f ◦ T ∗ϕg ◦ γ(ϕ,ψ),Z) ◦ ηψϕ,Z
and on the other hand :
γ†(ϕ,ψ),X ◦ Tψ∗(f †) ◦ g† = γ†(ϕ,ψ),X ◦ Tψ∗Tϕ∗(f) ◦ Tψ∗(ηϕ,Y ) ◦ Tψ∗(g) ◦ ηψ,Z
= Tψϕ∗(f) ◦ γ†(ϕ,ψ),T ∗ϕY ◦ Tψ∗Tϕ∗T
∗
ϕ(g) ◦ Tψ∗(ηϕ,T ∗ψZ) ◦ ηψ,Z
= Tψϕ∗(f) ◦ γ†(ϕ,ψ),T ∗ϕY ◦ Tψ∗Tϕ∗T
∗
ϕ(g) ◦ η(ϕ,ψ),Z
where (η(ϕ,ψ), ε(ϕ,ψ)) denotes the unit and counit of the adjunction that defines the composition
Tψ ◦ Tϕ : Ti → Tk, by virtue of remark 1.1.17(i). Thus, we are reduced to checking that :
Tψϕ∗(T
∗
ϕg ◦ γ(ϕ,ψ),Z) ◦ ηψϕ,Z = γ†(ϕ,ψ),T ∗ϕY ◦ Tψ∗Tϕ∗T
∗
ϕ(g) ◦ η(ϕ,ψ),Z .
But we have γ†(ϕ,ψ),T ∗ϕY ◦Tψ∗Tϕ∗T ∗ϕ(g) = Tψϕ∗T ∗ϕ(g) ◦ γ
†
(ϕ,ψ),T ∗ϕT
∗
ψZ
, so we are further reduced to
showing the identity :
Tψϕ∗(γ(ϕ,ψ),Z) ◦ ηψϕ,Z = γ†(ϕ,ψ),T ∗ϕT ∗ψZ ◦ η(ϕ,ψ),Z .
But using the explicit expressions of remark 1.1.17(ii) we see that :
γ†(ϕ,ψ) ∗ T ∗ϕT ∗ψ = (Tψϕ∗ ∗ ε(ϕ,ψ) ∗ T ∗ϕT ∗ψ)⊙(Tψϕ∗ ∗ γ(ϕ,ψ) ∗ Tψ∗Tϕ∗T ∗ϕT ∗ψ)⊙(ηψϕ ∗ Tψ∗Tϕ∗T ∗ϕT ∗ψ)
and on the other hand
(ηψϕ ∗ Tψ∗Tϕ∗T ∗ϕT ∗ψ)⊙ η(ϕ,ψ) = (Tψϕ∗T ∗ψϕ ∗ η(ϕ,ψ))⊙ ηψϕ
so it suffices to check that :
γ(ϕ,ψ) = (ε(ϕ,ψ) ∗ T ∗ϕT ∗ψ)⊙ (γ(ϕ,ψ) ∗ Tψ∗Tϕ∗T ∗ϕT ∗ψ)⊙ (T ∗ψϕ ∗ η(ϕ,ψ)).
The latter follows from the identity :
(γ(ϕ,ψ) ∗ Tψ∗Tϕ∗T ∗ϕT ∗ψ)⊙ (T ∗ψϕ ∗ η(ϕ,ψ)) = (T ∗ϕT ∗ψ ∗ η(ϕ,ψ))⊙ γ(ϕ,ψ)
together with the triangular identities for (η(ϕ,ψ), ε(ϕ,ψ)). 
Definition 4.6.4. (i) For any two categories A ,B and any functor F : A → B we denote
Σ(A /B)
the category of sections of F , which is the subcategory of Fun(B,A ) whose objects are the
functors G : B → A such that F ◦G = 1B and whose morphisms are the natural transforma-
tions β : G⇒ G′ with F ∗ β = iB (where iB is the identity automorphism of 1B).
(ii) Let T be a fibred topos over I , and π, π′ its associated fibrations as in (4.6.2); we let :
Top(T )∗ := Σ(F ib(T∗)/I
o) and Top(T ) := Σ(F ib(T ∗)/I)o.
By virtue of lemma 4.6.3 and remark 1.1.19(i) we have a natural isomorphism of categories :
(4.6.5) Top(T )
∼→ Top(T )∗.
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4.6.6. Let ω : T → S be any morphism of fibred topoi over I . From the pseudo-natural
transformations ω∗ : S∗ ⇒ T ∗ and ω∗ : T∗ ⇒ S∗ we get the functors
F ib(ω∗) : F ib(S∗)→ F ib(T ∗)
F ib(ω∗) : F ib(T∗)→ F ib(S∗)
(notation of (3.1.19)); whence functors
Top(ω)∗ : Top(S)→ Top(T ) E 7→ F ib(ω∗) ◦ E
Top(ω)∗ : Top(T )∗ → Top(S)∗ E 7→ F ib(ω∗) ◦ E.
By virtue of (4.6.5) we may then identify Top(ω)∗ with a functor which we shall also denote
Top(ω)∗ : Top(T )→ Top(S).
Moreover, ω also induces a morphism of fibred sites
Can(ω) := F ib((−)o ∗ oω∗) : Can(T )→ Can(S).
Let ω : T → S and ν : S → U be two morphisms of fibred topoi over I . A simple inspection
of the definition shows that
(4.6.7)
Top(ω)∗ ◦ Top(ν)∗ = Top(ν ◦ ω)∗
Top(ν)∗ ◦ Top(ω)∗ = Top(ν ◦ ω)∗
Can(ν) ◦ Can(ω) = Can(ν ◦ ω).
4.6.8. Let ω, ω′ : T → S be two morphisms of fibred topoi over I , and Ξ : ω  ω′ a
transformation. Then Ξ induces natural transformations
F ib(Ξ∗) : F ib(ω∗)⇒ F ib(ω′∗) F ib(Ξ∗) : F ib(ω∗)⇒ F ib(ω′∗)
whence natural transformations :
Top(Ξ)∗ : Top(ω′)∗ ⇒ Top(ω)∗ E 7→ F ib(Ξ∗) ∗ E
Top(Ξ)∗ : Top(ω)∗ ⇒ Top(ω′)∗ E 7→ F ib(Ξ∗) ∗ E.
Moreover, Ξ induces a natural transformation of morphisms of fibred sites :
Can(Ξ) := F ib((−)o ◦ oΞ∗) : Can(ω′)→ Can(ω).
Remark 4.6.9. (i) Let T be a fibred topos over I with coherence constraint (δT , γT ), and
T u : I → Topos the unital pseudo-functor associated with T (proposition 2.4.3); by (4.6.7)
and remark 2.2.14(i), the pseudo-natural isomorphism αT : T
∼→ T u induces an isomorphism
of categories Top(αT )∗ : Top(T u)
∼→ Top(T ). Then the following description of Top(T u) –
obtained by direct inspection – also applies to Top(T ), up to natural isomorphism of categories:
• the objects of Top(T u) are the systems E• := ((Ei, Eϕ) | i ∈ Ob(I), ϕ ∈ Morph(I))
with Ei ∈ Ob(Ti) for every i ∈ Ob(I) and where
Eϕ : T
∗
ϕEj → Ei for every ϕ : i→ j in I
is a morphism of Ti, such that the following diagram commutes :
T ∗ψT
∗
ϕEk
T ∗ψEϕ // T ∗ψEj
Eϕ

T ∗ψ◦ϕEk
Eψ◦ϕ //
(γT
u
(ϕ,ψ)
)†Ek
OO
Ei
for every pair of morphisms i
ϕ−→ j ψ−→ k of I , and E1i = 1Ei for every i ∈ Ob(I).
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• the morphisms f• : E• → F• are the systems (fi | i ∈ Ob(I)) where fi : Ei → Fi is a
morphism of Ti for every i ∈ Ob(I), such that the following diagram commutes :
T ∗ϕEj
T ∗ϕfj //
Eϕ

T ∗ϕFj
Fϕ

Ei
fi // Fi
for every morphism ϕ : i→ j of I.
• the composition of morphisms f• : E• → F• and g• : F• → G• is defined by the
obvious rule : (g• ◦ f•)i := gi ◦ fi for every i ∈ Ob(I).
(ii) Likewise, notice that for every unital fibred topos T over I , the objects of Top(T )∗ are
the systems F• := (Fi, Fϕ | i ∈ Ob(I), ϕ ∈ Morph(I)) with Fi ∈ Ob(Ti) for every i ∈ Ob(I)
and Fϕ : Fj → Tϕ∗Fi a morphism of Tj , for every morphism ϕ : i → j of I . This datum is
required to satisfy the identity
γT(ϕ,ψ),Fi ◦ (Tϕ∗Fϕ) ◦ Fψ = Fψ◦ϕ
for every pair i
ϕ−→ j ψ−→ k of morphisms of I , and F1i = 1Fi for every i ∈ Ob(I), where, as
usual, γT denotes the coherence constraint of T . The morphisms f• : F• → F ′• are the systems
(fi : Fi → F ′i | i ∈ Ob(I)) where fi is a morphism of Ti for every i ∈ Ob(I) and
F ′ϕ ◦ fj = (Tϕ∗fi) ◦ Fϕ for every morphism ϕ : i→ j of I.
(iii) To every morphism ω : T → S of fibred topoi over I there corresponds a morphism
of unital fibred topoi ωu : T u → Su (see remark 2.4.2(i)); thus, in order to describe Top(ω)∗,
we may assume without loss of generality that T and S are unital. In this case, we get the
following explicit description. By definition, the coherence constraint of ω assigns to every
morphism ϕ : i→ j of I a natural transformation
Sj
ω∗j //
S∗ϕ

  | τω†ϕ
Tj
T ∗ϕ

Si
ω∗i
// Ti.
Then Top(ω)∗ is given by the rule : E• 7→ ((ω∗i (Ei), Eωϕ) | i ∈ Ob(I), ϕ ∈ Morph(I)), with
Eωϕ : T
∗
ϕ ◦ ω∗j (Ej)
τω†ϕ,Ej−−−−→ ω∗i ◦ S∗ϕ(Ej)
ω∗i (Eϕ)−−−−−→ ω∗i (Ei)
and by assigning to every morphism g• : E• → E ′• of Top(S) the morphism
(ω∗i (gi) : ω
∗
i (Ei)→ ω∗i (E ′i) | i ∈ Ob(I)).
Proposition 4.6.10. The functor Top(ω)∗ is left adjoint to Top(ω)∗.
Proof. Arguing as in remark 4.6.9(i), we reduce easily to the case where T and S are unital. In
light of the identification (4.6.5), it suffices to exhibit an adjunction for the pair of functors
Top(S)∗
Ω∗ //
Top(T )
Ω∗
oo
resulting from the pair (Top(ω)∗,Top(ω)∗) via these identifications. Explicitly, Ω
∗ assigns to
every object F• of Top(S)∗ (see remark 4.6.9(ii)) the following object of Top(T ) :
(ω∗i (Fi), F
Ω
ϕ := ω
∗
i (F
†
ϕ) ◦ (τωϕ )†Fj | i ∈ Ob(I), ϕ ∈ Morph(I))
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where F †ϕ : T
∗
ϕFj → Fi is the morphism of Ti corresponding to Fϕ under the adjunction of Tϕ,
i.e. F †ϕ = ε
Tϕ
Ei
◦ (T ∗ϕFϕ), where εTϕ is the counit of the adjunction of Tϕ. For every morphism
f• : F• → F ′• of Top(S)∗ we have Ω∗(f•) = (ω∗i fi | i ∈ Ob(I)).
Likewise, Ω∗ assigns to every object E• of Top(T ) the following object of Top(S)∗ :
(ωi∗(Ei), E
Ω
ϕ := (τ
ω
ϕ )
−1
Ei
◦ ωj∗(E†ϕ) | i ∈ Ob(I), ϕ ∈ Morph(I))
where E†ϕ : Ej → Tϕ∗Ei is the morphism of Tj corresponding to Eϕ under the adjunction of
Tϕ, i.e. E
†
ϕ = (Tϕ∗Eϕ) ◦ ηTϕEj , where ηTϕ is the unit of Tϕ. For every morphism g• : E• → E ′• of
Top(T ) we have Ω∗(g•) = (ωi∗gi | i ∈ Ob(I)).
Now, let β : Ω∗(F•) → E• be a morphism of Top(T ); thus, β is a system of morphisms
(βi : ω
∗
i (Fi)→ Ei | i ∈ Ob(I)) such that the following diagram commutes :
(4.6.11)
T ∗ϕω
∗
jFj
T ∗ϕβj //
FΩϕ

T ∗ϕEj
Eϕ

ω∗i Fi
βi // Ei
for every morphism i
ϕ−→ j of I.
Our candidate adjunction assigns to β the system of morphisms
β† := (β†i := ωi∗(βi) ◦ ηωiFi : Fi → ωi∗Ei | i ∈ Ob(I))
where ηωi is the unit of ωi : Ti → Si, so β†i is the morphism corresponding to βi under the
adjunction of ωi. Thus, we need to show the commutativity of the diagram :
Fj
β†j //
Fϕ

ωj∗Ej
EΩϕ

Sϕ∗Fi
Sϕ∗(β
†
i ) // Sϕ∗ωi∗Ei
for every morphism i
ϕ−→ j of I.
Set R := ωj ◦ Tϕ, and let ηR and εR be the unit and counit of R; we consider the diagram :
Fj
ηRFj //
β†j

R∗R
∗Fj
R∗(FΩϕ ) //
R∗T ∗ϕ(βj)

R∗ω
∗
iFi
(τωϕ )
−1
ω∗
i
Fi //
R∗(βi)

Sϕ∗ωi∗ω
∗
iFi
Sϕ∗ωi∗(βi)

ωj∗Ej
ωj∗(η
Tϕ
Ej
)
// R∗T
∗
ϕEj R∗(Eϕ)
// R∗Ei
(τωϕ )
−1
Ei
// Sϕ∗ωi∗Ei.
Recalling that ηRFj = ωj∗(η
Tϕ
ω∗jFj
) ◦ ηωjFj , we see that the left square commutes, by naturality of
ηTϕ . The commutativity of the central square follows trivially from that of (4.6.11), and that of
the right square follows from the naturality of τωϕ . Notice now that the composition of the three
bottom horizontal arrows equals EΩϕ . We are therefore reduced to checking the identity :
(τωϕ )
−1
ω∗i Fi
◦R∗(FΩϕ ) ◦ ηRFj = Sϕ∗(ηωiFi) ◦ Fϕ.
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We compute :
R∗(F
Ω
ϕ ) ◦ ηRFj = R∗(ω∗i (F †ϕ) ◦ τω†ϕ,Fj) ◦ ηRFj
= R∗ω
∗
i (F
†
ϕ) ◦R∗(εRω∗i S∗ϕFj ) ◦R∗R
∗(τωϕ,ω∗i S∗ϕFj ◦ η
Sϕ◦ωi
Fj
) ◦ ηRFj
= R∗ω
∗
i (F
†
ϕ) ◦R∗(εRω∗i S∗ϕFj ) ◦ η
R
R∗ω∗i S
∗
ϕFj
◦ τωϕ,ω∗i S∗ϕFj ◦ η
Sϕ◦ωi
Fj
= R∗ω
∗
i (F
†
ϕ) ◦ τωϕ,ω∗i S∗ϕFj ◦ η
Sϕ◦ωi
Fj
= τωϕ,ω∗i Fi ◦ Sϕ∗ωi∗ω
∗
i (F
†
ϕ) ◦ ηSϕ◦ωiFj
= τωϕ,ω∗i Fi ◦ Sϕ∗ωi∗ω
∗
i (ε
Sϕ
Ei
) ◦ Sϕ∗ωi∗ω∗i S∗ϕ(Fϕ) ◦ ηSϕ◦ωiFj
= τωϕ,ω∗i Fi ◦ Sϕ∗ωi∗ω
∗
i (ε
Sϕ
Ei
) ◦ ηSϕ◦ωiSϕ∗Fi ◦ Fϕ.
So we are further reduced to showing that :
Sϕ∗ωi∗ω
∗
i (ε
Sϕ
Ei
) ◦ ηSϕ◦ωiSϕ∗Fi = Sϕ∗(ηωiFi).
But we have
Sϕ∗ωi∗ω
∗
i (ε
Sϕ
Ei
) ◦ ηSϕ◦ωiTϕ∗Fi = Sϕ∗ωi∗ω∗i (ε
Sϕ
Ei
) ◦ Sϕ∗(ηωiS∗ϕSϕ∗Fi) ◦ η
Sϕ
Sϕ∗Fi
= Sϕ∗(ωi∗ω
∗
i (ε
Sϕ
Ei
) ◦ ηωiS∗ϕSϕ∗Fi) ◦ η
Sϕ
Sϕ∗Fi
= Sϕ∗(η
ωi
Fi
) ◦ Sϕ∗(εSϕFi ) ◦ η
Sϕ
Sϕ∗Fi
so it suffices to invoke the triangular identities for the pair (ηSϕ, εSϕ) to conclude.
Likewise one shows that for every morphism λ : F• → Ω∗E• in Top(S)∗, the system
(λ†i := ε
ωi
Ei
◦ ω∗i (λi) : ω∗i Fi → Ei | i ∈ Ob(I))
is a morphism Ω∗F• → E• in Top(T ) : the verification shall be left to the reader. In view of
remark 1.1.17(ii), it is then clear that these two rules yield mutually inverse bijections between
HomTop(T )(Ω
∗(F•), E•) and HomTop(S)∗(F•,Ω∗(E•)). Lastly, the naturality of the rule (β :
Ω∗(F•) → E•) 7→ β† with respect to both F• and E• follows directly from the same property
for the adjunction of each morphism ωi (details left to the reader). 
Remark 4.6.12. In the situation of proposition 4.6.10, denote by λS : Top(S)
∼→ Top(S)∗ the
natural isomorphism of (4.6.5). Then we have Top(ω)∗ ◦ Top(ω)∗ = λ−1S ◦ Ω∗ ◦ Ω∗ ◦ λS , and
Top(ω)∗ ◦ Top(ω)∗ = Ω∗ ◦ Ω∗. It follows that from the proof of proposition 4.6.10 we can
extract an adjunction for the pair (Top(ω)∗,Top(ω)∗), whose unit η
Top(ω) and counit εTop(ω) are
given explicitly by the rules :
F• 7→ (ηωiFi | i ∈ Ob(I)) E• 7→ (εωiEi | i ∈ Ob(I))
where (ηωi, εωi) are the unit and counit for the adjoint pair (ω∗i , ωi∗), for every i ∈ Ob(I).
4.6.13. Let π : A → I and ρ : J → I be any two functors; we have an obvious functor
Σ(A /ρ)∗ : Σ(A /I)→ Σ(J ×I A /J) (G : I → A ) 7→ J ×I G
that assigns to every morphism α : G ⇒ G′ in Σ(A /I) the natural transformation J ×I α :
J ×I G ⇒ J ×I G′. Especially, if I and J are small categories, and T is any fibred topos over
I , recalling the natural identification F ib((T ◦ ρ)∗) ∼→ J ×I F ib(T ∗) of remark 3.1.5(ii), we
deduce a functor
Top(T/ρ)∗ := Σ(F ib(T ∗)/ρ)∗o : Top(T )→ Top(T ◦ ρ).
Explicitly, Top(T/ρ)∗ assigns to every E• as in remark 4.6.9(i) the datum (Eρ(j), Eρ(ϕ) | j ∈
Ob(J), ϕ ∈ Morph(J)), and to every morphism f• : E• → F• of Top(T ), the morphism of
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Top(T ◦ ρ) given by the system (fρ(j) : Eρ(j) → Fρ(j) | j ∈ Ob(J)). We wish next to exhibit
left and right adjoints for Top(T/ρ)∗. To this aim, we observe more generally :
Proposition 4.6.14. Let ρ : J → I be a functor between small categories, U′ a universe
containing U, and c : Io → U′-Cat any pseudo-functor such that
(a) The category ci is complete for every i ∈ Ob(I).
(b) The functor cf : ci → ci′ commutes with small limits, for every morphism i′ f−→ i in I .
Then Σ(F ib(c)/ρ)∗ : Σ(F ib(c)/I)→ Σ(F ib(c ◦ ρo)/J) admits a right adjoint.
Proof. By proposition 2.4.3 we may assume that c is unital. Now, set A := F ib(c), denote by
π : A → I the projection, and let F• : J → J ×I A be any object of Σ(J ×I A /J); hence
F• assigns to every j ∈ Ob(J) an object Fj ∈ cρ(j), and to every morphism ψ : j → j′ in J a
morphism Fψ : Fj → cρ(ψ)Fj′ of cρ(j). We set
Λi(j, ϕ) := cϕFj for every i ∈ Ob(I) and (j, ϕ : i→ ρ(j)) ∈ Ob(i/ρJ).
For every morphism (j, ϕ)
i/ψ−−→ (j′, ϕ′) of i/ρJ we define Λi(i/ψ) : Λi(j, ϕ) → Λi(j′, ϕ′) as
the composition
cϕFj
cϕFψ−−−→ cϕcρ(ψ)Fj′
(γc
ϕ,ρ(ψ)
)F
j′−−−−−−→ cϕ′Fj′
where γc is the coherence constraint of c. Also, for every morphism f : i′ → i in I , let us set
Λf(j, ϕ) := (γ
c
f,ϕ)
−1
Fj
: Λi′(j, ϕ ◦ f)→ cf(Λi(j, ϕ)) for every (j, ϕ) ∈ Ob(i/ρJ).
Claim 4.6.15. (i) The rules : (j, ϕ) 7→ Λi(j, ϕ) and i/ψ 7→ Λ(i/ψ) for every object (j, ϕ) and
morphism i/ψ of i/ρJ define a functor
ΛF•i : i/ρJ → π−1(i) for every i ∈ Ob(I).
(ii) Let the functor f/ρJ : i/ρJ → i′/ρJ be as in (1.1.27). The rule : (j, ϕ) 7→ Λf(j, ϕ)
defines a natural transformation
ΛF•f : Λ
F•
i′ ◦ (f/ρJ)⇒ cf ◦ ΛF•i .
Proof of the claim. (i): Since c is unital, a simple inspection shows that Λi(1(j,ϕ)) = 1Λ(j,ϕ) for
every (j, ϕ) ∈ Ob(ρJ/i). Next consider a pair of morphisms (j, ϕ) i/ψ−−→ (j′, ϕ′) i/ψ
′
−−→ (j′′, ϕ′′)
of i/ρJ . We have
Λi(i/ψ
′) ◦ Λi(i/ψ) = (γcϕ′,ρ(ψ′))Fj′′ ◦ cϕ′Fψ′ ◦ (γcϕ,ρ(ψ))Fj′ ◦ cϕFψ
= (γcϕ′,ρ(ψ′))Fj′′ ◦ (γcϕ,ρ(ψ) ∗ cρ(ψ′))Fj′ ◦ cϕcρ(ψ)(Fψ′) ◦ cϕFψ
= (γcϕ′,ρ(ψ′))Fj′′ ◦ (γcϕ,ρ(ψ) ∗ cρ(ψ′))Fj′ ◦ cϕ((γc −1ρ(ψ),ρ(ψ′))Fj′′ ◦ Fψ′◦ψ)
= (γcϕ,ρ(ψ′◦ψ))Fj′′ ◦ cϕFψ′◦ψ
= Λi(i/ψ
′ ◦ ψ)
whence the contention.
(ii): It suffices to remark the commutativity of the diagram :
cϕ◦fFj
cϕ◦fFψ //
(γcf,ϕ)
−1
Fj

cϕ◦fcρ(ψ)Fj′
(γcf,ϕ)
−1
cρ(ψ)Fj′

(γc
ϕ◦f,ρ(ψ)
)F
j′ // cρ(ψ)◦ϕ◦fFj′
(γc
f,ϕ′
)−1F
j′

cfcϕFj
cf cϕFψ
// cfcϕcρ(ψ)Fj′
cf (γ
c
ϕ,ρ(ψ)
)F
j′
// cfcρ(ψ)◦ϕFj′
for every morphism (i/ψ) : (j, ϕ)→ (j′, ϕ′) of i/ρJ . ♦
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In view of claim 4.6.15(i), for every i ∈ Ob(I) we choose λ(F•, i) ∈ Ob(ci) representing
the limit of ΛF•i , and a universal cone τ
F•,i : cλ(F•,i) ⇒ ΛF•i . In view of claim 4.6.15(ii) there
follows a cone
ΥF•f := Λ
F•
f ⊙ (τF•,i
′ ∗ (f/ρJ)) : cλ(F•,i′) ⇒ cf ◦ ΛF•i .
On the other hand, notice that the cone cf ∗ τF•,i : ccfλ(F•,i) ⇒ cf ◦ ΛF•i is still universal, since
cf commutes with small limits; hence there exists a unique morphism in ci′
λ(F•, f) : λ(F•, i
′)→ cfλ(F•, i) such that (cf ∗ τF•,i)⊙ cλ(F•,f) = ΥF•f .
Claim 4.6.16. The rules : i 7→ λ(F•, i) and f 7→ λ(F•, f) for every i ∈ Ob(I) and every
morphism f of I define a functor
λ(F•) : I → A .
Proof of the claim. Since c is unital, a simple inspection shows that ΛF•1i = 1ΛF•i
for every
i ∈ Ob(I), whence λ(F•, 1i) = 1λ(F•,i). Next, let i′′ f
′−→ i′ f−→ i be two morphisms of I; we
need to check that λ(F•, f) ◦ λ(F•, f ′) = λ(F•, f ◦ f ′), and by the universality of cf◦f ′ ∗ τF•,i
it suffices to show that X := (cf◦f ′ ∗ τF•,i)⊙ cλ(F•,f)◦λ(F•,f ′) = (cf◦f ′ ∗ τF•,i)⊙ cλ(F•,f◦f ′). We
compute :
X = (cf◦f ′ ∗ τF•,i)⊙ c(γT
f ′,f
)λ(F•,i)
⊙ ccf ′λ(F•,f) ⊙ cλ(F•,f ′)
= (γcf,f ′ ∗ ΛF•i )⊙ (cf ′cf ∗ τF•,i)⊙ ccf ′λ(F•,f) ⊙ cλ(F•,f ′)
= (γcf,f ′ ∗ ΛF•i )⊙ cf ′ ∗ (ΛF•f ⊙ (τF•,i
′ ∗ (f/ρJ)))⊙ cλ(F•,f ′)
= (γcf,f ′ ∗ ΛF•i )⊙ (cf ′ ∗ ΛF•f )⊙ ((ΛF•f ′ ⊙ (τF•,i
′′ ∗ (f ′/ρJ))) ∗ (f/ρJ))
= (γcf,f ′ ∗ ΛF•i )⊙ (cf ′ ∗ ΛF•f )⊙ (ΛF•f ′ ∗ (f/ρJ))⊙ (τF•,i
′′ ∗ (f ◦ f ′/ρJ)).
So we are reduced to checking that
(γcf,f ′ ∗ ΛF•i )⊙ (cf ′ ∗ ΛF•f )⊙ (ΛF•f ′ ∗ (f/ρJ)) = ΛF•f◦f ′ .
But the latter follows directly from the coherence axioms for γc. ♦
It is clear that the functor λ(F•) of claim 4.6.16 is a section of the projection A → I . Next,
let β• : F• → F ′• be any morphism of Σ(J ×I A /J); we deduce easily a natural transformation
Λβ•i : Λ
F•
i ⇒ ΛF
′
•
i (j, ϕ) 7→ (cϕβj : cϕFj → cϕF ′j) for every i ∈ Ob(I)
such that
(4.6.17) (cfΛ
β•
i )⊙ ΛF•f = ΛF
′
•
f ⊙ (Λβ•i′ ∗ (f/ρJ)) for every morphism f : i′ → i of I
whence a unique morphism in ci
λ(β•, i) : λ(F•, i)→ λ(F ′• , i) such that τF
′
•,i ⊙ cλ(β•,i) = Λβ•i ⊙ τF•,i.
Claim 4.6.18. The rule i 7→ λ(β•, i) defines a natural transformation
λ(β•) : λ(F•)⇒ λ(F ′•).
Proof of the claim. Let f : i′ → i be any morphism of I; as usual, we reduce to checking the
identity : X := (cf ∗ τF ′•,i)⊙ cλ(F ′•,f) ⊙ cλ(β•,i′) = Y := (cf ∗ τF
′
•,i)⊙ (cf ∗ cλ(β•,i))⊙ cλ(F•,f).
We compute :
X = Υ
F ′•
f ⊙ cλ(β•,i′) = ΛF
′
•
f ⊙ (Λβ•i′ ⊙ τF•,i
′
) ∗ (f/ρJ)
Y = cf (Λ
β•
i ⊙ τF•,i)⊙ cλ(F•,f) = cfΛβ•i ⊙ΥF•f
so the assertion follows from (4.6.17). ♦
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Let β• : F• → F ′• and β ′• : F ′• → F ′′• be two morphisms of Σ(J ×I A /J); by a simple
inspection we see that Λ
β′•◦β•
i = Λ
β′•
i ⊙ Λβ•i for every i ∈ Ob(I), whence λ(β ′• ◦ β•) = λ(β ′•)⊙
λ(β•). It is also easily seen that λ(1F•) = 1λ(F•) for every object F• of Σ(J ×I A /J), so we
have finally obtained a functor
Σ(A /ρ)∗ : Σ(J ×I A /J)→ Σ(A /I) F• 7→ λ(F•) (β• : F• → F ′•) 7→ λ(β•).
To see that Σ(A /ρ)∗ is the sought right adjoint, consider any objects E• of Σ(A /I) and F• of
Σ(J ×I A /J), and a morphism β• : E• → λ(F•) in Σ(A /I). It is easily seen that the rule :
j 7→ β†j : Eρ(j)
βρ(j)−−→ λ(F•, ρ(j))
τ
F•,ρ(j)
(j,1ρ(j))−−−−−→ Fj for every j ∈ Ob(J)
defines a morphism β†• : J×I E• → F• in Σ(J×I A /J) (details left to the reader). Conversely,
let α• : J ×I E• → F• be a morphism in Σ(J ×I A /J); for every i ∈ Ob(I) and (j, ϕ) ∈
Ob(i/ρJ) we let τα•,i(j,ϕ) := cϕαj ◦Eϕ : Ei → cϕFj . It is easily seen that the rule : (j, ϕ) 7→ τα•,i(j,ϕ)
defines a cone τα•,i : cEi ⇒ ΛF•i (details left to the reader); there follows a unique morphism
α†i : Ei → λ(F•, i) in ci such that τF•,i ⊙ cα†i = τ
α•,i.
Claim 4.6.19. The rule i 7→ α†i defines a morphism α†• : E• → λ(F•) in Σ(A /I).
Proof of the claim. As usual we reduce to checking that
X := (cf ∗ τF•,i)⊙ ccfα†i ⊙ cEf = Y := (cf ∗ τ
F•,i)⊙ cλ(F•,f) ⊙ cα†
i′
for every morphism f : i′ → i in I . However, we have :
X = (cf ∗ τα,i)⊙ cEf Y = ΥF•f ⊙ cα†
i′
= ΛF•f ⊙ (τα,i
′ ∗ (f/ρJ)).
So we come down to checking that
(cfcϕαj) ◦ (cfEϕ) ◦ Ef = (γcf,ϕ)−1Fj ◦ cϕ◦fαj ◦ Eϕ◦f for every (j, ϕ) ∈ Ob(i/ρJ).
To this aim, it suffices to notice that we have : (γcf,ϕ)Fj ◦ (cfcϕαj) = cϕ◦fαj ◦ (γcf,ϕ)Eρ(j) and
(γcf,ϕ)Eρ(j) ◦ (cfEϕ) ◦Ef = Eϕ◦f . ♦
Claim 4.6.20. For every morphism α• : J ×I E• → F• in Σ(J ×I A /J) and β• : E• → λ(F•)
in Σ(A /I) we have (α†•)
† = α• and (β
†
•)
† = β•.
Proof of the claim. The assertion concerning α• follows by direct inspection. Next, let us
consider for every i ∈ Ob(I) and every (j, ϕ) ∈ Ob(i/ρJ) the diagram of morphisms in ci
D(j,ϕ) :
Ei
Eϕ //
βi ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
cϕEρ(j)
cϕβρ(j) // cϕλ(F•, ρ(j))
cϕτ
F•,ρ(j)
(j,1ρ(j))

λ(F•, i)
τF•,i
(j,ϕ)
//
λ(F•,ϕ)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
cϕFj .
The assertion is equivalent to the commutativity of D(j,ϕ) for every such i and (j, ϕ). How-
ever, notice that (ΛF•ϕ )(j,1ρ(j)) = 1cϕFj , since c is unital; this implies that the lower triangular
subdiagram commutes. The commutativity of the upper triangular subdiagram is clear. ♦
Lastly, it is easily seen that the rule : β• 7→ β†• is natural in both E• and F• (details left to
the reader); in view of claim 4.6.20, this rule then establishes the sought adjunction between
Σ(A /ρ)∗ and Σ(A /ρ)∗. 
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Corollary 4.6.21. In the situation of (4.6.13), the functor Top(T/ρ)∗ admits both a left and a
right adjoint, denoted respectively :
Top(T/ρ)! : Top(T ◦ ρ)→ Top(T ) and Top(T/ρ)∗ : Top(T ◦ ρ)→ Top(T ).
Proof. It is easily seen that the isomorphism of categories (4.6.5) (and the corresponding one for
T ◦ ρ) identifies the functor Top(T/ρ)∗ with Σ(F ib(T∗)/ρo)∗, hence the existence of the right
adjoint Top(T/ρ)∗ follows from proposition 4.6.14. On the other hand, by applying the same
proposition to Σ(F ib(T ∗)/ρ)∗ : Σ(F ib(T ∗)/I) → Σ(F ib(T ◦ ρ)∗/J) we see that the latter
admits as well a right adjoint, hence its opposite functor Top(T/ρ)∗ admits a left adjoint. 
Remark 4.6.22. (i) Let ρ : J → I be any functor between small categories and T any fibred
topos over I . Corollary 4.6.21 implies that the functor Top(T/ρ)∗ commutes with all small
limits and all small colimits (proposition 1.3.25(iii,iv)).
(ii) Let 1 be a final object of the category Cat (i.e. a category with one object and one
morphism); for every t ∈ Ob(I) we have a unique functor ρt : 1 → I that sends the unique
object of 1 to t. Clearly Top(T ◦ ρt) = Tt and the induced functor
Top(T/ρt)∗ : Top(T )→ Tt
assigns to every datum E• as in remark 4.6.9(i) the object Et and to every morphism f• : E• →
F• of Top(T ) the morphism ft : Et → Ft of Tt. The assertion that Top(T/ρt)∗ commutes with
limits and colimits for every t ∈ Ob(I) then means that the small limits and colimits in the
category Top(T ) are computed fibrewise.
(iii) Moreover, the observation of (ii) determines the limits and colimits in Top(T ) up to
unique isomorphism. Indeed, let F : Λ→ Top(T ) be any functor from a small category Λ, and
let (L•, τ) be a pair consisting of an object L• of Top(T ) representing the colimit of F , and a
universal cocone τ : F ⇒ cL• . By (ii) we know that Lt ∈ Ob(Tt) represents the colimit of
F t := Top(T/ρt)∗ ◦F : Λ→ Tt and τ t := Top(T/ρt)∗ ∗ τ : F t ⇒ cLt is a universal cocone for
every t ∈ Ob(I). Now, let ϕ : s→ t be any morphism in I; we get a natural transformation
F ϕ : T ∗ϕ ◦ F t ⇒ F s λ 7→ ((Fλ)ϕ : T ∗ϕ(Fλ)t → (Fλ)s).
Since T ∗ϕ admits a right adjoint, the cocone T
∗
ϕ ∗ τ t : T ∗ϕ ◦ F t ⇒ cT ∗ϕLt is still universal (propo-
sition 1.3.25(iv)), hence there exists a unique morphism
L′ϕ : T
∗
ϕLt → Ls in Ts such that τ s ⊙ F ϕ = cL′ϕ ⊙ (T ∗ϕ ∗ τ t).
But then we must have L′ϕ = Lϕ necessarily, so L• is completely determined by a choice
of universal cocones (τ t | t ∈ Ob(I)). Likewise we see that the limit of F is completely
determined by the choice of a system of pairs (Mt, µ
t : F t ⇒ cMt | t ∈ Ob(I) with Mt ∈
Ob(Tt) representing the limit of F
t, and µt a universal cone, for every t ∈ Ob(I).
(iv) By direct inspection, we see that the functor
Top(T/ρt)! : Tt → Top(T )
assigns to every E ∈ Ob(Tt) the datum (Ei, Eϕ | i ∈ Ob(I), ϕ ∈ Morph(I)) such that :
Ei :=
∐
f :i→t
T ∗fE for every i ∈ Ob(I)
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where the f ranges over all the morphisms i→ t in I . For every morphism ϕ : i→ j of I , the
morphism Eϕ : T
∗
ϕEj → Ei is the unique one fitting in the commutative diagram :
T ∗ϕT
∗
fE
γT
∗
ϕ,f //

T ∗f◦ϕE

Ej
Eϕ // Ei
for every morphism f : j → t in I
where γT
∗
is the coherence constraint of T ∗, and where the vertical arrows are induced by the
chosen universal cocones for the representatives Ei and Ej of the foregoing coproducts. For
every morphism h in Tt, the morphism Top(T/ρ
t)!(h) is the natural transformation that assigns
to every i ∈ Ob(I) the coproduct of morphisms∐f :i→t T ∗f (h) : details left to the reader.
4.6.23. Let T be a fibred topos over I; we consider the associated fibred lex-site π : Can(T )→
I as in (4.6.2), and its total site (Can(T ), J). Also, for every t ∈ Ob(I), we denote by
it : Tt → Can(T ) the inclusion functor.
Theorem 4.6.24. (i) With the notation of (4.6.23), we have a natural equivalence of categories:
aT : Top(T )
∼→ (Can(T ), J)∼U
and a morphism of sites :
bT : Can(Top(T ))→ (Can(T ), J)
fitting into an essentially commutative diagram (notation of remark 4.6.22(ii)) :
Can(Top(T ))∼U
b∼T∗ ))❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙
Top(T )
Top(T/ρt)∗
//
aT

hTop(T )oo Tt
hTt

(Can(T ), J)∼U
(it)∼U∗ // Can(Tt)
∼
U
for every t ∈ Ob(I).
(ii) The category Top(T ) is an U-topos, which we call the total topos of the fibred topos T .
Proof. Let us remark more generally :
Claim 4.6.25. For every pseudo-functor c : I → lex.Site there exists a natural isomorphism of
categories (notation of (4.4.15) and remarks 4.5.10 and 4.5.2(v)) :
αc : Top(T ◦ c) ∼→ T(totSite ◦F ibI(c)).
Proof of the claim. By proposition 2.4.3, we may assume that c is unital, and we let γc be the
coherence constraint of c. By proposition 4.5.5(iv), a presheaf F on the total site of F ibI(c) is
a sheaf if and only if its restriction Fi to each fibre site ci is a sheaf. Hence, such a sheaf F is
the datum F• := (Fi, Fϕ : Fj → (cϕ)∼∗ Fi | i ∈ Ob(I), (ϕ : i → j) ∈ Morph(I)) of a system
of sheaves and morphisms of sheaves that make commute the diagrams
Fk
Fψ

Fψ◦ϕ // (cψ◦ϕ)
∼
∗ Fi
(cψ)
∼
∗ Fj
(cψ)
∼
∗ Fϕ // (cψ)
∼
∗ ◦ (cϕ)∼∗ Fi
(γcϕ,ψ)
∼
∗,Fi
OO
for every pair of morphisms i
ϕ−→ j ψ−→ k of I . Namely, Fϕ,X := F (ϕ, 1cϕX) : FjX → Fi(cϕX)
for every such ϕ, and every X ∈ Ob(Tj). Recall now that, for every site (C , J), the topos
T(C , J) is isomorphic to (C , J)∼; especially, T(ci) is isomorphic to the category of sheaves on
the site ci, for every i ∈ Ob(I). Under this identification, we then see that a datum F• as in
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the foregoing corresponds precisely to an object of the category Top(T ◦ c)∗, and likewise it is
easily seen that the morphisms of Top(T◦c)∗ correspond naturally to the morphisms of sheaves
on the total site of F ibI(c). Then the sought isomorphism is the composition of this natural
identification with the isomorphism Top(T ◦ c)∗ ∼→ Top(T ◦ c)∗ of lemma 4.6.3. ♦
Recall now that the unit η : 1Topos → T ◦ Can of the 2-adjoint pair (Can,T) is a pseudo-
natural equivalence (theorem 4.4.17(iii)); there follows a pseudo-natural equivalence ηT : T
∼→
T ◦ Can ◦ T . Then the sought equivalence aT is the composition of Top(ηT ) : Top(T ) →
Top(T ◦ Can ◦ T ) with the isomorphism αCan◦T of claim 4.6.25. The essential commutativity
of the square subdiagram of the diagram of (i) follows by direct inspection.
Now, (Can(T ), J) is isomorphic to an U-site (remark 4.5.2(iii)), hence (Can(T ), J)∼U is iso-
morphic to an U-topos (remark 4.4.1(iv)), whence (ii). Especially, for every pseudo-functor
c : I → lex.Site the category Top(T ◦ c) is an U-topos, and then the 2-adjunction of theorem
4.4.17 assigns to the isomorphism αc of claim 4.6.25 a morphism of sites :
βc : Can(Top(T ◦ c))→ totSite ◦F ibI(c)
so that we may let bT := βCan◦T ◦Can(Top(ηT )). The essential commutativity of the triangular
subdiagram of (i) follows from the explicit construction of the unit of this 2-adjunction, provided
by the proof of theorem 4.4.17. 
Remark 4.6.26. (i) By unwinding the constructions in the proof of theorem 4.6.24, we see
that the equivalence aT assigns to every object E := ((Ei, Eϕ) | i ∈ Ob(I), ϕ ∈ Morph(I))
of Top(T ) the datum (hEi, gEϕ | i ∈ Ob(I), ϕ ∈ Morph(I)), consisting of the sheaf hEi on Ti
represented by Ei for every i ∈ Ob(I), and the morphism
gEϕ : hEj
h
E
†
ϕ−−→ hTϕ∗Ei
∼→ (T ∗ϕ)∼∗ hEi for every (i ϕ−→ j) ∈ Morph(I).
Here E†ϕ is the adjoint to the morphism Eϕ, relative to the adjunction for the pair (T
∗
ϕ, Tϕ∗) that
defines the morphism of topoi Tϕ : Ti → Tj . The natural identification hTϕ∗Ei
∼→ (T ∗ϕ)∼∗ hEi is
deduced as well from the same adjunction, so the morphism of sheaves gEϕ turns out be given
by the rule : (f : X → Ej) 7→ (Eϕ ◦ T ∗ϕf) for everyX ∈ Ob(Sj) and every f ∈ hEj (X).
(ii) On the other hand, the morphism of sites bT of theorem 4.6.24 is a composition
Can(T )
ha
Can(T )−−−−→ (Can(T ), J)∼ a
−1
T−−→ Top(T )
where we have denoted by a−1T any choice of a quasi-inverse of aT . To describe bT more
explicitly, consider any (i, X) ∈ Ob(Can(T )); hence i ∈ Ob(I) and X ∈ Ob(Ti); the proof of
theorem 4.6.24 assigns to (i, X) the system (F (i, X)j, F (i, X)ϕ | j ∈ Ob(I), ϕ ∈ Morph(I))
where F (i, X)j is the restriction to Can(Tj) of the sheaf h
a
(i,X) on (Can(T ), J). Now, let
G(i, X)j be the restriction of h(i,X) to Tj ; for every Y ∈ Ob(Tj) we have
G(i, X)j(Y ) = {(ϕ, f) | ϕ ∈ HomI(j, i), f ∈ HomTj (Y, T ∗ϕX)}.
For every morphism h : Y ′ → Y in Tj , the map G(i, X)j(h) is given by the rule : (ϕ, f) 7→
(ϕ, f ◦ h). Then set
[i, X, j] :=
∐
ϕ:j→i
T ∗ϕX ∈ Ob(Tj)
and fix a universal cocone (eX,ϕ : T
∗
ϕX → [i, X, j] | j
ϕ−→ i). Notice the morphism of presheaves
(4.6.27) G(i, X)j → h[i,X,j] (ϕ, f : Y → T ∗ϕX) 7→ (eX,ϕ ◦ f : Y → [i, X, j]).
Let us check that (4.6.27) is bicovering. Indeed, (4.6.27) is clearly a monomorphism, hence it
suffices to show that it is a covering morphism. Thus, let f : Y → [i, X, j] be any morphism
on Tj and for every ϕ ∈ HomI(j, i) set Yϕ := Y ×[i,X,j] T ∗ϕ. The induced cocone (eϕ : Yϕ →
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Y | j ϕ−→ i) is still universal (remark 4.4.1(i)) hence it defines a covering family for Y in the
canonical topology of Tj (remark 4.4.1(ii)). But clearly f ◦ eϕ lies in the image of the map
G(i, X)j(Yϕ) → h[i,X,j](Yϕ) for every ϕ : j → i, whence the contention. Hence, (4.6.27)
induces an isomorphismG(i, X)aj
∼→ h[i,X,j], from the sheafG(i, X)aj on Can(Tj) associated to
the presheaf G(i, X)j; the latter is naturally isomorphic to F (i, X)j , according to proposition
4.5.5(v). Summing up, we have exhibited a natural isomorphism of sheaves on Can(Tj) :
F (i, X)j
∼→ h[i,X,j] for every j ∈ Ob(I).
(iii) Next, according to the proof of theorem 4.6.24, for every morphism ψ : j → k in I , the
morphism of sheaves F (i, X)ψ : F (i, X)k → (T ∗ψ)∼∗ F (i, X)j assigns to every Y ∈ Ob(Tk) the
map ha(i,X)(ψ, 1T ∗ψY ) : h
a
(i,X)(k, Y )→ ha(i,X)(j, T ∗ψY ). Then, for every such ϕ and Y let
G(i, X)ψ,Y := h(i,X)(ψ, 1T ∗ψY ) : G(i, X)k(Y )→ (T ∗ψ)∧G(i, X)j(Y ).
Explicitly, if γT
∗
denotes the coherence constraint of the pseudo-functor T ∗, we get :
G(i, X)ψ,Y (ϕ, f) = (ϕ ◦ ψ, γT ∗(ψ,ϕ),X ◦ T ∗ϕf) for every (ϕ, f) ∈ G(i, X)k(Y ).
The rule : Y 7→ G(i, X)ψ,Y defines a morphism G(i, X)ψ : G(i, X)k(Y ) → (T ∗ψ)∧G(i, X)j of
presheaves, and G(i, X)aψ = F (i, X)ψ for every morphism ψ of I . Now, denote by [i, X, ψ] :
T ∗ψ[i, X, k]→ [i, X, j] the unique morphism in Tj fitting into the commutative diagrams :
T ∗ψT
∗
ϕX
γT
∗
(ψ,ϕ),X //
T ∗ψ(eX,ϕ)

T ∗ϕ◦ψX
eX,ϕ◦ψ

T ∗ψ[i, X, k]
[i,X,ψ]
// [i, X, j]
for every ϕ : k → i.
The foregoing discussion easily implies that we have a commutative diagram of sheaves :
F (i, X)k
∼ //
F (i,X)ψ

h[i,X,k]
h†
[i,X,ψ]

(T ∗ψ)
∼
∗ F (i, X)j
∼ // (T ∗ψ)
∼
∗ h[i,X,j]
whose horizontal arrows are the isomorphisms constructed in (ii), and the adjoint h†[i,X,ψ] of
h[i,X,ψ] is described explicitly as in (i). Summing up, we find that (up to natural isomorphism)
the functor bT is given by the rule :
(i, X) 7→ ([i, X, j], [i, X, ψ] | j ∈ Ob(I), ψ ∈ Morph(I)) for every (i, X) ∈ Ob(Can(T )).
Corollary 4.6.28. Let I, J be two small categories, and T, S two fibred topoi over I . We have :
(i) For every morphism ω : T → S of fibred topoi over I , let ηTop(ω) be the unit of
the adjunction for the pair of functors (Top(ω)∗,Top(ω)∗) provided by remark 4.6.12. Then
(Top(ω)∗,Top(ω)∗, η
Top(ω)) is a morphism of topoi :
Top(ω) : Top(T )→ Top(S).
(ii) For every functor ρ : J → I , let ηTop(T/ρ) be the unit of any adjunction for the pair
(Top(T/ρ)∗,Top(T/ρ)∗). Then (Top(T/ρ)
∗,Top(T/ρ)∗, η
Top(T/ρ)) is a morphism of topoi :
Top(T/ρ) : Top(T ◦ ρ)→ Top(T ).
(iii) For every pair ω : T → S, ν : S → U of morphisms of fibred topoi over I , we have :
Top(ν ◦ ω) = Top(ν) ◦ Top(ω).
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Proof. Assertion (ii) is clear from remark 4.6.22(i).
(i): In view of proposition 4.6.10 and theorem 4.6.24, there remains only to check that
Top(ω)∗ is left exact. Arguing as in remark 4.6.9(i,iii) we may assume that T and S are unital;
then a functor E• : J → Top(S) assigns to every j ∈ Ob(J) a datum E•,j := (Eij, Eϕ,j | i ∈
Ob(I), ϕ ∈ Morph(I)) as in remark 4.6.9(i), and to every morphism f : j → j′ a system of
morphisms (Ei,f : Eij → Eij′ | i ∈ Ob(I)) such that
Eϕ,j′ ◦ S∗ϕEi′,f = Ei,f ◦ Eϕ,j for every morphism ϕ : i→ i′ of I.
The limit of E• in the category Top(S) is the same as the colimit of E
o
• in the category
Σ(F ib(S∗)/I), and we construct the latter following remark 4.6.22(iii). Thus, for every i ∈
Ob(I) we consider the functor (Eo•)
i : J → F ib(S∗) given by the rules : j 7→ Eij for every
j ∈ Ob(J) and f 7→ Eoi,f for every morphism f of J . Then (Eo•)i factors through the inclusion
functor Soi → F ib(S∗), and the colimit of the resulting functor (Eo•)i : J → Soi in Soi is the
limit of the opposite functor Ei• : J
o → Si, so we pick L(i) ∈ Ob(Si) representing the latter
limit and a universal cone τ i : cL(i) ⇒ Ei•. Next, every morphism ϕ : i → i′ in I induces a
natural transformation
Eϕ• : S
∗
ϕ ◦ Ei
′
• ⇒ Ei• j 7→ Eϕ,j : S∗ϕEi′j → Eij .
Then there exists a unique morphism L(ϕ) : S∗ϕL(i
′)→ L(i) of Si fitting into the commutative
diagram :
D :
S∗ϕ ◦ cL(i′)
cL(ϕ) +3
S∗ϕ∗τ
i′

cL(i)
τ i

S∗ϕ ◦ Ei′•
Eϕ• +3 Ei•
and remark 4.6.22(iii) shows that L• := (L(i), L(ϕ) | i ∈ Ob(I)ϕ ∈ Morph(I)) is an object
of Top(S) representing the limit of E•, and the system of cones (τ
i | i ∈ Ob(I)) adds up to a
universal cone τ : cL• ⇒ E•. Now, set
F• := Top(ω)
∗ ◦ E• : J → Top(T ).
We define likewise the functors F i• : J → Ti for every i ∈ Ob(I) and the natural transforma-
tions F ϕ• : T
∗
ϕ ◦ F i′• ⇒ F i• for every morphism ϕ : i → i′ of I; then by a simple inspection we
deduce from D the commutative diagram
Dω :
T ∗ϕ ◦ cω∗i′L(i′)
cL(ϕ)ω +3
T ∗ϕ∗ω
∗
i′
∗τ i
′

cω∗i L(i)
ω∗i ∗τ
i

T ∗ϕ ◦ F i′•
Fϕ• +3 F i•
with (ω∗iL(i), L(ϕ)
ω | i ∈ Ob(I), ϕ ∈ Morph(I)) := Top(ω)∗L• as in remark 4.6.9(ii). Lastly,
if J is a finite category, then by assumption ω∗i ∗ τ i is still a universal cone for every i ∈ Ob(I),
and therefore the commutativity of Dω determines again L(ϕ)ω uniquely. In this case, remark
4.6.22(iii) shows that Top(ω)∗L• represents the limit of F• and Top(ω)
∗ ∗ τ is a universal cone.
(iii) follows easily from the explicit description of ηTop(ω), ηTop(ν) and ηTop(ν◦ω) given by
remark 4.6.12. 
Remark 4.6.29. Let I be any small category.
(i) From corollary 4.6.28(i,iii) it follows easily that the rules : T 7→ Top(T ), ω 7→ Top(ω)
and Ξ 7→ Top(Ξ)∗ for every fibred topos T over I , every morphism ω of such fibred topoi, and
every transformation Ξ of such morphisms, define a strict pseudo-functor
Top : PsFun(I,Topos)→ Topos.
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(ii) It is also easily seen that the isomorphisms of claim 4.6.25 yield a pseudo-natural iso-
morphism of pseudo-functors :
α• : Top ◦ PsFun(I, lex.T) ∼→ T ◦ totSite ◦ lex.F ibI .
Moreover, let c• : fib.lex.Site(I) → PsFun(I, lex.Site) be a strict and strong pseudo-inverse
for the 2-equivalence lex.F ibI (see remark 4.5.2(v)); then from α• ∗ c• we deduce a pseudo-
natural isomorphism of pseudo-functors (notation of (4.6.2)) :
a• : Top ◦ lex.T ∼→ T ◦ totSite.
By 2-adjunction, from α• and a• we then deduce as well pseudo-natural transformations
β• : Can ◦ Top ◦ PsFun(I, lex.T)→ totSite ◦ lex.F ibI c 7→ βc
b• : Can ◦ Top ◦ lex.T→ totSite
where βc is defined as in the proof of theorem 4.6.24 : the details are left to the reader.
(iii) Lastly, the rule T 7→ aT of theorem 4.6.24(i) defines the pseudo-natural equivalence :
a• := PsFun(I, η)⊙ (a• ∗ Can) : Top ∼→ T ◦ totSite ◦ Can
where η : 1Topos → T ◦ Can is the unit of the 2-adjoint pair (Can,T). Again by 2-adjunction,
the rule : T 7→ bT yields likewise a pseudo-natural transformation
b• : Can ◦ Top→ totSite ◦ Can.
4.7. Localization and points of a topos. Let C be a category, and f : Y → X any morphism
of C . We consider the source functor sX : C/X → C as in (1.1.24), and the induced functor
(sX)|f : (C /X)/f → C /(sXf) = C /Y
as in (1.1.26), which is obviously an isomorphism of categories, hence it induces a bijection :
{sieves of C /Y } ∼→ {sieves of (C /X)/f} S 7→ (sX)−1|f S
(notation of definition 3.4.1(iii)). Fix a universe V with U ⊂ V and such that C is V-small, so
that the functor (sX)V! : (C /X)∧V → C ∧V is well defined. We notice that for every subobject R
of the presheaf hf on C /X , the presheaf (sX)V!R is a subobject of hY : more precisely, in light
of (1.4.11) we see that for a sieve S of (C /X)/f and a sieve T of C /Y , we have :
(4.7.1) hT = (sX)V!hS ⇔ S = (sX)−1|f T .
Let now J be a topology on C ; endow C /X with the topology JX induced by J via sX , and set
C := (C , J) C/X := (C /X, JX).
Since (sX)V! commutes with fibre products (proposition 1.4.13(vi.c)), lemma 4.2.17(ii.a) says
that a subobject R ⊂ hf covers f for the topology JX if and only if the induced morphism
(sX)V!R → (sX)V!(hf) = hY covers Y for the topology J . In other words, a family of mor-
phisms (hλ/X : (fλ : Yλ → Y ) → f | λ ∈ Λ) covers f for the topology JX if and only if the
family (hλ : Yλ → Y | λ ∈ Λ) covers Y for the topology J . In view of (4.7.1), it follows easily
that sX is both continuous and cocontinuous for the topologies J and JX .
4.7.2. Suppose now that C is a U-site; then the same holds for C/X as well : indeed, if
G ⊂ Ob(C ) is a small topologically generating family for C, then G/X ⊂ Ob(C /X) is a
small topologically generating family for C/X (notation of definition 4.1.20(i)). By virtue of
corollary 4.3.19, the functor s˜X∗ ≃ s˘∗X : C∼ → (C/X)∼ admits therefore both a left adjoint s˜∗X
and a right adjoint s˘X∗. We introduce a special notation and terminology for these functors :
• The functor s˜X∗ shall be also denoted j∗X , and called the functor of restriction toX .
• The functor s˘X∗ shall be denoted jX∗, and called the direct image functor.
• The functor s˜∗X shall be denoted jX!, and called the functor of extension by empty.
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Thus, j∗X is right adjoint to jX!, and left adjoint to jX∗. However, a left adjoint for j
∗
X can be ex-
hibited alternatively by a more explicit construction, which will allow us to extract some useful
additional properties of the category (C/X)∼. Indeed, even though C /X is not necessarily U-
small, we can invoke proposition 1.4.13(vi.a) and remark 4.1.23(ii), in order to define a functor
by the same rule as in (4.2.8), namely
jX! : (C/X)
∼
U → C∼U F 7→ (sX! ◦ iC/XF )a
where iC/X : (C/X)
∼ → (C /X)∧ is the forgetful functor. Moreover, remark 4.1.19(v) (and
again remark 4.1.23(ii)) implies that this functor is (isomorphic to) the restriction of (˜sX)
∗
V, and
since the inclusion functor C∼U → C∼V is fully faithful, we deduce that it is also a left adjoint
to j∗X . Furthermore, recall that sX! factors through the source functor shX : C
∧/hX → C ∧ and
an equivalence eX : (C /X)∧
∼→ C ∧/hX (proposition 1.4.13(vi.b)); consequently, jX! factors
through the source functor shaX : C
∼/haX → C∼ and the composition
e˜X : (C/X)
∼ iC/X−−−→ (C /X)∧ eX−→ C ∧/hX
(−)a
|hX−−−−→ C∼/haX
where (−)a|hX is induced by (−)a : C ∧ → C∼ and the object hX ∈ Ob(C ∧), as in (1.1.26).
Remark 4.7.3. (i) Let g : Y → Z be any morphism in C ; then we have the sites C/Y and C/Z
as in (4.7), as well as the functor g∗ : C /Y → C /Z of (1.1.25). The isomorphism of categories
(sZ)|g : (C /Z)/g
∼→ C /Y identifies g∗ with the source functor sg : (C /Z)/g → C /Z. Hence,
the discussion of (4.7.2) applies to g∗ as well, and since sZ ◦ g∗ = sY , we see that JY is
the topology induced by JZ via g∗ on C /Y ; so, g∗ is continuous and cocontinuous for the
topologies JY and JZ . Moreover, if C is a U-site, then (g˜∗)∗ : (C/Z)
∼ → (C/Y )∼ admits a left
adjoint (g˜∗)
∗ and a right adjoint (g˘∗)∗. In agreement with the foregoing, we let
j∗g := (g˜∗)∗ jg∗ := (g˘∗)∗ jg! := (g˜∗)
∗.
Clearly j∗g ◦j∗Z = j∗Y , and we have isomorphisms of functors : jZ∗◦jg∗ ∼→ jY ∗ and jZ!◦jg! ∼→ jY !.
(ii) By propositions 4.4.8(i) and 1.3.25(iii,iv), we also see that the pairs (j∗X , jX∗) and
(j∗g , jg∗) determine morphisms of topoi, unique up to unique isomorphism :
jX : (C/X)
∼ → C∼ jg : (C/Y )∼ → (C/Z)∼.
(iii) Suppose that all finite products of C are representable. Then for everyX ∈ Ob(C ), the
source functor sX admits a right adjoint
pX : C → C /X Y 7→ (pX,Y : X × Y → X)
where X × Y is any choice of a representative for the product of X and Y , and pX,Y is the
corresponding natural projection : see proposition 1.4.13(iii). Since sX is cocontinuous for the
topologies J and JX , the functor pX is a morphism of sites C/X → C (remark 4.4.13(v)), and
we have an isomorphism of morphisms of topoi :
jX
∼→ p˜X .
Proposition 4.7.4. With the notation of (4.7.2), the following holds :
(i) The functor e˜X is an equivalence.
(ii) We have essentially commutative diagrams :
(C/X)∼
iC/X //
e˜X

(C /X)∧
eX

(C /X)∧
eX

(−)a
// (C/X)∼
e˜X

C∼/haX
(iC)|hX // C ∧/hX C ∧/hX
(−)a
|hX // C∼/haX
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where (iC)|hX and (−)a|hX are the functors attached to the adjoint pair ((−)a, iC) and
the object hX ∈ Ob(C ∧), as in example 1.2.27(i).
Proof. Let ηF : hX → haX be the natural morphism in C ∧. We remark :
Claim 4.7.5. For every presheaf F on C /X there exists a cartesian diagram in C ∧ :
sX!(F
a) //
eX(F
a)

(sX!F )
a
eX(F )
a

hX
ηX // haX .
Proof of the claim. As already pointed out in the proof of proposition 1.4.13(vi.b), the presheaf
1C /X := h1X is a final object of (C /X)
∧, and the equivalence eX assigns to every presheaf
F on C /X the hX-presheaf eX(F ) : sX!F → sX!(1C /X) ∼→ hX deduced from the unique
morphism F → 1C /X . Moreover, eX admits the quasi-inverse
e′X : C
∧/hX → (C /X)∧ (ϕ : G→ hX) 7→ s∧X(G)×s∧X (hX) 1C /X
where the fibre product is defined via the unit of adjunction η
1
: 1C /X → s∧X(sX!1C /X) ∼→
s∧X(hX) and the morphism s
∧
X(ϕ). Thus, we have a natural isomorphism
F
∼→ s∧X(sX!F )×s∧X(hX) 1C /X in (C /X)∧.
On the other hand, the functor s∧X commutes with the functor G 7→ Ga (corollary 4.3.19(iii)),
so there follows an isomorphism
F a
∼→ s∧X(sX!F )a ×s∧X(haX) 1C /X in (C/X)∼.
But it is easily seen that the morphism ηa
1
: 1C /X → s∧X(haX) is the composition of η1 and the
natural morphism s∧X(hX)→ s∧X(haX), so we get a commutative diagram with cartesian squares:
F a
α //

s∧X((sX!F )
a ×haX hX) //

s∧X(sX!F )
a

1C /X
// s∧X(hX)
// s∧X(h
a
X).
Especially, α induces an isomorphism F a
∼→ e′X((sX!F )a ×haX hX), whence an isomorphism
eX(F
a)
∼→ ((sX!F )a ×haX hX → hX)
and the claim follows. ♦
(i): Let ϕ : G→ haX be any object of C∼/haX ; set G′ := G×haX hX , and let ϕ′ : G′ → hX be
the induced projection. Let also F := e′X(ϕ
′), which is a presheaf on C /X . We claim that F is
a sheaf for the topology JX . Indeed, by claim 4.7.5 we have an isomorphism in C
∧/hX :
sX!(F
a)
∼→ (sX!F )a ×haX hX
∼→ G′a ×haX hX
∼→ G′
and since e′X is quasi-inverse to eX , we have an isomorphism of hX -presheaves sX!(F )
∼→ G′.
Thus, F
∼→ F a in (C /X)∧, as required. Next we claim that the resulting functor
e˜′X : C
∼/haX → (C/X)∼ (ϕ : G ϕ−→ haX) 7→ e′X(G×haX hX
ϕ×ha
X
hX−−−−−→ hX)
is a quasi-inverse for e˜X . Indeed, for every ϕ as in the foregoing we have an isomorphism
e˜X ◦ e˜′X(ϕ) ∼→ (ϕ×haX hX)a
∼→ ϕ in C∼/haX
which is natural with respect to ϕ. Lastly, for every sheaf F on C/X we have e˜′X ◦ e˜X(F ) =
e′X((eX(F )
a ×haX hX), which is isomorphic to e′X(eX(F )) ≃ F , by claim 4.7.5.
308 OFER GABBER AND LORENZO RAMERO
(ii): For every sheaf F on C/X , claim 4.7.5 yields an isomorphism :
eX(iC/XF )
∼→ (e˜X(F )×haX hX → hX).
The essential commutativity of the left square diagram in (ii) is an immediate consequence;
since eX and e˜X are both equivalences, and since (−)a|hX is left adjoint to (iC)|hX , we deduce
the essential commutativity also for the right square diagram. 
Remark 4.7.6. (i) Under the equivalence e˜X of proposition 4.7.4, the functor j
∗
X is identified
with the functor :
C∼ → C∼/haX F 7→ (F × haX → haX)
and jX! is identified with the source functor shaX : C
∼/haX → C∼ of (1.1.24).
(ii) Likewise, the functor j∗g of remark 4.7.3(i) is identified with the functor
C∼/haZ → C∼/haY (F → haZ) 7→ (F ×haZ haY 7→ haY )
and jg! is identified with the functor (h
a
g)∗ : C
∼/haY → C∼/haZ induced by hag : haY → haZ .
Proposition 4.7.7. Let C := (C , J) and C ′ := (C ′; J ′) be two sites, u : C → C ′ a continuous
functor,X any object of C . Then we have :
(i) The functor u|X : C /X → C ′/uX is continuous for the sites C/X and C ′/uX .
(ii) We have essentially commutative diagrams :
(C ′/uX)∼
u˜|X∗ //
e˜uX

(C/X)∼
e˜X

(C/X)∼
e˜X

u˜|X
∗
// (C ′/uX)∼
e˜uX

C ′∼/hauX
(u˜∗)|ha
X // C∼/haX C
∼/haX
(u˜∗)|ha
X // C ′∼/hauX .
(iii) If u is a morphism of sites C ′ → C, then u|X is a morphism of sites C ′/uX → C/X .
Proof. (i): Combining propositions 4.7.4(ii) and 1.4.19(i) with example 1.2.27(iii) we get an
essentially commutative diagram, whose vertical arrows are equivalences :
(C ′/uX)∼
(u|X)
∧◦iC′/X //
e˜uX

(C /X)∧
eX

C ′∼/hauX
(u∧◦iC′ )|hX // C ∧/hX .
Now, let F be a sheaf on C ′/uX , and denote by ϕ : G → hauX the hauX-sheaf e˜uX(F ). By
proposition 4.7.4(ii), it suffices to show that (u∧ ◦ iC′)|hX(ϕ) ≃ (u∧G ×u∧hauX hX → hX)
lies in the essential image of (iC)|hX . But the morphism hX → u∧hauX is the composition of
the natural morphisms hX → haX and haX → u∧hauX , hence u∧G ×u∧hauX hX
∼→ G′ ×haX hX ,
with G′ := u∧G ×u∧hauX haX , and the latter is a sheaf on C, since u is continuous, whence the
contention.
(ii): Recall that we have a natural isomorphism u˜∗(haX)
∼→ hauX in C ′∼ (lemma 4.2.11(ii)).
By example 1.2.27(i), we deduce an adjoint pair of functors :
(u˜∗)|haX : C
∼/haX → C ′∼/hauX (u˜∗)|haX : C ′∼/hauX → C∼/haX .
Now, the proof of (i) yields a natural isomorphism of functors :
e˜X ◦ (u|X)∼∗ ∼→ (−)a|hX ◦ eX ◦ iC/X ◦ (u|X)∼∗
∼→ (−)a|hX ◦ eX ◦ (u|X)∧ ◦ iC′/uX
∼→ (−)a|hX ◦ (u∧ ◦ iC′)|hX ◦ e˜uX
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and a direct inspection of the constructions shows that (−)a|hX ◦ (u∧ ◦ iC′)|hX is isomorphic to
the functor (u˜∗)|haX , so that the left square diagram of (ii) is essentially commutative. Since e˜X
and e˜uX are equivalences, we deduce that the same holds also for the right square diagram.
(iii): By assumption, the functor u˜∗ is left exact, so the same holds for (u˜∗)|haX (proposition
1.4.19(ii)), and by (ii) the same follows for u˜|X
∗, whence the contention. 
Example 4.7.8. (i) Let T be a topos, and U ∈ Ob(T ) any object. By proposition 4.7.4(i) and
remark 4.7.3(iii), we have a natural equivalence
(Can(T )/U)∼
∼→ Can(T )∼/hU
identifying the functor j∗U : Can(T )
∼ → (Can(T )/U)∼ with phU : Can(T )∼ → Can(T )∼/hU .
The source functor shU : Can(T )
∼/hU → Can(T )∼ is a left adjoint for phU , but the latter
admits also a right adjoint, which is naturally identified with jU∗ : (Can(T )/U)
∼ → Can(T )∼.
On the other hand, the Yoneda equivalence T
∼→ Can(T )∼ induces an equivalence T/U ∼→
Can(T )∼/hU , which shows that T/U is a topos, and identifies phU in turn with the functor
pU : T → T/U X 7→ X|U := (X × U → U).
Hence, the latter is a morphisms of U-sites Can(T )→ Can(T/U), and we denote again by
jU := (j
∗
U , jU∗, η
U) : T/U → T
the corresponding morphism of topoi. Moreover, the source functor sU is a left adjoint for j
∗
U ,
and shall be denoted also by jU ! : T/U → T . Likewise, any morphism f : U ′ → U in T
determines, up to unique isomorphism, a morphism of topoi
jf := (j
∗
f , jf∗, η
f) : T/U ′ → T/U
with an isomorphism jU ◦ jf ∼→ jU ′ of morphisms of topoi.
(ii) Recall that the target functor t : Morph(T )→ T is a fibration (example 3.1.3(iii)); pick a
cleavage for t, and let c : T o → V-Cat be its associated pseudo-functor (for a universe V such
that T is V-small). We may choose the cleavage so that for every morphism f : U ′ → U , the
functor cf : T/U → T/U ′ agrees with j∗f (the details are left to the reader). Notice then that
co : T → V-Cato factors through the forgetful strict pseudo-functor
Link(V-Cato)→ V-Cato A 7→ A (F,G, η, ε) 7→ F
and a pseudo-functor
T → Link(V-Cato) U 7→ T/U (U ′ f−→ U) 7→ (j∗f , jf∗, ηf , εf)
where εf is the counit for the adjunction of the pair (j∗f , jf∗), whose unit is η
f . We compose
the latter with the strict isomorphism of 2-categories Link(V-Cato)
∼→ oLink(V-Cat) provided
by proposition 2.3.4, and notice that the resulting pseudo-functor maps T to the strong sub-2-
category oTopos of oLink(V-Cat). Thus, we obtain a well defined fibred topos over T :
T/− : T = oT → Topos U 7→ T/U (U ′ f−→ U) 7→ jf .
(iii) In case U is a subobject of the final object 1T of T , the morphism jU of (i) is called an
open subtopos of T . In this case we denote by CU the full subcategory of T such that
Ob(CU) = {X ∈ Ob(T ) | j∗UX = 1T/U}.
Then CU is a topos, called the complement of U in T , and the inclusion functor i∗ : CU → T
admits a left adjoint i∗ : T → CU , namely, the functor which assigns to every X ∈ Ob(T ) the
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push-out X|CU in the cocartesian diagram :
X × U pX //
pU

X

U // X|CU
where pX and pU are the natural projections. Moreover, i
∗ is an exact functor, hence the adjoint
pair (i∗, i∗) defines a morphism of topoi CU → T , unique up to unique isomorphism. (See [6,
Exp.IV, Prop.9.3.4].)
Remark 4.7.9. (i) Let f : T ′ → T be a morphism of topoi, U ∈ Ob(T ), and let us fix final
objects 1T of T and 1T ′ of T
′. For every Y ∈ Ob(T ′), let also uY : Y → 1T ′ be the unique
morphism in T ′. Suppose that s : T ′ → T/U is a morphism of topoi with an isomorphism
ω : f
∼→ jU ◦ s. Hence, we have a functorial isomorphism (notation of remark 1.1.17(ii))
ω†X : s
∗(j∗UX)
∼→ f ∗X for everyX ∈ Ob(T ).
So, s∗1U
∼→ f ∗1T is a final object of T ′, hence us∗1U : s∗1U → 1T ′ is an isomorphism. Let
∆U : 1U → (U × U j
∗
U (U)−−−→ U) be the diagonal morphism; then
σ(s, ω) := ω†U ◦ s∗(∆U) ◦ u−1s∗1U : 1T ′ → f ∗U
is an element of Γ(T ′, f ∗U) (notation (4.4.11)). Moreover, for every object ϕ : X → U of T/U ,
we have a cartesian diagram in T/U :
D :
X
Γϕ //
ϕ/U

ϕ
  ❅
❅❅
❅❅
❅❅
❅ X × U
j∗Uϕ

j∗UX
{{✇✇
✇✇
✇✇
✇✇
✇
U
U
1U
??⑦⑦⑦⑦⑦⑦⑦⑦
∆U
// U × U
j∗UU
cc●●●●●●●●●
where Γϕ is the graph of ϕ, and s
∗D is isomorphic to the cartesian diagram (in T ′) :
E :
s∗ϕ
ω†X◦s
∗Γϕ //
us∗1U ◦s
∗(ϕ/U)

f ∗X
f∗ϕ

1T ′
σ(s,ω)
// f ∗U.
This shows that s∗ – and therefore also s – is determined, up to isomorphism, by σ(s, ω).
(ii) Conversely, if σ ∈ Γ(T ′, f ∗U) is any global section, we may define a functor s∗ : T/U →
T ′ by means of the cartesian diagram E : this amounts to choosing a representative in T ′ for the
fibre product 1T ′ ×(σ,f∗ϕ) f ∗X , for every object ϕ : X → U of T/U . We claim that there exists
an isomorphism of functors
s∗ ◦ j∗U ∼→ f ∗.
Indeed, recall that j∗UX = (qX : X × U → U), where X × U is a representative of the product
of X and U in T , and qX is the natural projection; let also pX : X × U → X be the other
projection. Likewise, pick a representative f ∗X × f ∗U for the fibre product of f ∗X and f ∗U
in T ′, and let pf∗X : f
∗X × f ∗U → f ∗X and qf∗X : f ∗X × f ∗U → f ∗U be the projections.
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Since f ∗ is left exact, there exists a unique isomorphism λX : f
∗X × f ∗U ∼→ f ∗(X × U) in T ′
such that f ∗(pX) ◦ λX = pf∗X and f ∗(qX) ◦ λX = qf∗X . We deduce a commutative diagram :
f ∗X
1f∗X×(σ◦uf∗X) //
uf∗X

f ∗X × f ∗U
qf∗X

λ // f ∗(X × U)
f∗j∗UXtt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
1T ′
σ // f ∗U
whose square subdiagram is cartesian (the details are left to the reader). The assertion follows
straightforwardly. Let us also define a functor t : T ′ → T ′/f ∗U , by the rule :
tY := σ ◦ uY for every Y ∈ Ob(T ′).
By inspecting the diagram E , we deduce natural bijections :
HomT ′(Y, s
∗ϕ)
∼→ HomT ′/f∗U(tY, f ∗ϕ) for every Y ∈ Ob(T ′) and ϕ ∈ Ob(T/U).
Since f ∗ is exact, it follows easily that s∗ is left exact (indeed, s∗ commutes with all the limits
with which f ∗ commutes). Moreover, since all colimits are universal in T (see (4.1.19)(i)), it
is easily seen that s∗ commutes with all colimits. Then, by proposition 4.4.8(i.b), the functor
s∗ determines a morphism of topoi s : T ′ → T/U , unique up to unique isomorphism, with an
isomorphism f
∼→ jU ◦ s.
(iii) Next, let s, s′ : T ′ → T/U be twomorphisms of topoi, ω : f ∼→ jU◦s and ω′ : f ∼→ jU◦s′
two isomorphisms, and β : s⇒ s′ any natural transformation such that
(4.7.10) (jU ∗ β)⊙ ω = ω′.
By remark 1.1.17(iv,vi), it follows that ω′† = ω† ⊙ (β† ∗ j∗U). We may then compute :
σ(s′, ω′) = ω′†U ◦ s′∗(∆U ) ◦ u−1s′∗1U =ω
†
U ◦ β†j∗UU ◦ s
′∗(∆U ) ◦ u−1s′∗1U
=ω†U ◦ s∗(∆U ) ◦ β†1U ◦ u−1s′∗1U
=σ(s, ω).
By considering the cartesian diagram E of (i), we then deduce that for every object ϕ : X → U
of T/U there exists a unique isomorphism
λϕ : s
′∗ϕ
∼→ s∗ϕ such that ω†X ◦ s∗Γϕ ◦ λϕ = ω′†X ◦ s′∗Γϕ.
Since ω†X is an isomorphism, the latter identity yields :
s∗Γϕ ◦ λϕ = s∗Γϕ ◦ β†ϕ.
However,Γϕ is a monomorphism, hence the same holds for s
∗Γϕ (proposition 1.3.18(i)), whence
λϕ = β
†
ϕ. Hence, β is the unique isomorphism of functors s
∼→ s′ verifying (4.7.10).
(iv) Lastly, consider a morphism ψ : U → V of T , and σ ∈ Γ(T ′, f ∗U). Let sU : T/U → T ′
be the morphism of topoi deduced from σ as in (ii), with its associated isomorphism of functors
ωU : sU∗ ◦ j∗U ∼→ f ∗. Likewise, let sV : T/V → T ′ be the morphism of topoi and ωV :
sV ∗ ◦ j∗V ∼→ f ∗ the isomorphism deduced, again as in (ii), from f ∗(ψ) ◦ σ ∈ Γ(T ′, f ∗V ). A
direct inspection of the constructions yields a natural isomorphism of functors
β : sV ∗
∼→ sU∗ ◦ j∗ψ such that ωV = ωU ⊙ (sU∗ ∗ γ†−1ψ,V )⊙ (β ∗ j∗V )
where γψ,V : jV ◦ jψ ∼→ jU is the coherence constraint of the fibred topos T/− of example
4.7.8(ii). In view of (iii), it follows easily that for every pair (s, ω) as in (i) we have :
σ(jψ ◦ s, (γ−1ψ,V ∗ s)⊙ ω) = f ∗(ψ) ◦ σ(s, ω)
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Definition 4.7.11. Let T be a topos.
(i) A point of T (or a T -point) is a morphism of topoi Set → T . If ξ = (ξ∗, ξ∗) is a point,
and F is any object of T , the set ξ∗F is usually denoted by Fξ.
(ii) If ξ is a T -point, and f : T → S is any morphism of topoi, we denote by f(ξ) the S-point
f ◦ ξ. If β : ξ → ξ′ is any morphism of T -points, we let likewise f(β) := f∗ ∗ β.
(iii) A neighborhood of ξ is a pair (U, a), where U ∈ Ob(T ), and a ∈ Uξ. A morphism of
neighborhoods (U, a) → (U ′, a′) is a morphism f : U → U ′ in T such that fξ(a) = a′. The
category of all neighborhoods of ξ shall be denotedNbd(ξ).
(iv) A family (fλ : Tλ → T | λ ∈ Λ) of morphisms of topoi is conservative, if the functor
T →
∏
λ∈Λ
Tλ F 7→ (f ∗λF | λ ∈ Λ)
is conservative (definition 1.1.4(ii)) (the product
∏
λ∈Λ Tλ is formed in a sufficiently large uni-
verse containing U). We say that T has enough points, if T has a conservative set of points.
(v) Consider a graph Γ (see definition 1.6.1(i)) and a system (CS | S ∈ Ob(Topos)), where
CS is a given set of morphisms of graphs Γ → S, for every topos S, such that f ∗ϕ ∈ CS′ ,
for every ϕ ∈ CS and every morphism f : S ′ → S of topoi. Let T• := (Tλ fλ−→ T | λ ∈ Λ)
be a conservative family of morphisms of topoi, and P(S, ϕ) a property defined on elements
ϕ ∈ CS , for every topos S; we say that P can be checked on T•, if for every ϕ ∈ CT we have :
• P(T, ϕ) holds if and only if P(Tλ, f ∗λ ◦ ϕ) holds for every λ ∈ Λ.
Moreover, we say that P can be checked on stalks, if for every topos S and every conservative
set Ω of S-points, the property P can be checked on Ω.
Example 4.7.12. Let T be a topos, and (Uλ → 1T | λ ∈ Λ) any family of morphisms of
T covering the final object 1T (for the canonical topology of T ); then the induced family of
morphisms of topoi (jUλ : T/Uλ → T | λ ∈ Λ) is conservative. For the proof, we easily reduce
to the case where Λ is a small set, by lemma 4.1.22; then it suffices to recall that, by remark
4.4.1(i), everyX ∈ Ob(T ) is the coequalizer of the induced pair of morphisms of T∐
λ,µ∈Λ Uλ × Uµ ×X ////
∐
λ∈Λ Uλ ×X
(the details are left to the reader).
Remark 4.7.13. (i) With the notation of definition 4.7.11, notice that
Nbd(ξ)o = F ib(ξ∗)
where the fibration π : F ib(ξ∗)→ T o is defined as in (3.1.15).
(ii) Moreover, the categoryNbd(ξ) is finitely complete. Indeed, let Λ be any finite category,
and F : Λ → Nbd(ξ) any functor; say that Fλ = (Uλ, aλ) for every λ ∈ Ob(Λ). Then it is
easily seen that the limit of F is represented by (U, a), where U ∈ Ob(T ) represents the limit
of the functor πo ◦ F : Λ → T , and a ∈ Uξ = limΛ ξ∗ ◦ πo ◦ F is the unique element whose
image under the induced projection Uξ → Uλ,ξ agrees with aλ, for every λ ∈ Ob(Λ).
(iii) Let ξ be a point of the topos T ; from (ii) it follows that the categoryNbd(ξ) is cofiltered.
(iv) In view of (i) and (1.4.7), for every F ∈ Ob(T ) there is a natural cocone :
Nbd(ξ)o
HomT (π,F )
++
cFξ
33
✤✤ ✤✤
 τξ,F Set
assigning to every neighborhood (U, a) of ξ, the map τξ,F (U, a) : HomT (U, F )→ Fξ such that
s 7→ sξ(a) for every s : U → F . Then lemma 1.4.8 says that τξ,F induces a natural bijection
(4.7.14) colim
Nbd(ξ)o
HomT (π, F )
∼→ Fξ for every F ∈ Ob(T ).
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(v) It follows from remark 4.7.9(iii), that a neighborhood (U, a) of ξ is the same as the datum
of an isomorphism class of a point ξU of the topos T/U which lifts ξ, i.e. such that ξ ≃ jU(ξU).
Moreover, say that ξU ′ is another lifting of ξ, corresponding to a neighborhood (U
′, a′) of ξ;
then, by inspecting the constructions of remark 4.7.9(i,ii) we see that, under this identification,
a morphism (U, a)→ (U ′, a′) of neighborhoods of ξ corresponds to the datum of :
a morphism ϕ : U → U ′ in T and an isomorphism jϕ(ξU) ∼→ ξU ′ of T -points
where jϕ is the morphism of topoi T/U → T/U ′ induced by ϕ.
Proposition 4.7.15. Let T be a topos with enough points; we have :
(i) For every object U of T , the topos T/U has enough points.
(ii) More precisely, let Ω be a conservative set of T -points, and denote by j−1U Ω the set of all
T/U-points ξU such that there exists ξ ∈ Ω with an isomorphism ξ ∼→ jU(ξU); then j−1U Ω is a
conservative set of T/U-points.
Proof. Let ϕ : X → Y be a morphism in T/U such that ϕξ is an epimorphism for every
ξ ∈ j−1U Ω; by proposition 1.3.21(ii), it suffices to show that ϕ is an epimorphism, and the latter
will follow, if we show that the same holds for jU !ϕ. Thus suppose by way of contradiction,
that jU !ϕ is not an epimorphism; then there exist ξ ∈ Ω and y ∈ (jU !Y )ξ, such that y does not
lie in the image of (jU !ϕ)ξ. Let a := (jU !πY )ξ(y) ∈ Uξ, where πY : Y → 1T/U = 1U is the
unique morphism in T/U . By remark 4.7.13(v), we may find a lifting (ξU : Set → T/U, ωU)
of ξ such that
(4.7.16) σ(ξU , ωU) = a
where σ(ξU , ωU) is defined as in remark 4.7.9(i). After replacing ξ by jU(ξU), we may assume
that ωU = 1ξ, in which case (4.7.16) means that a = ξ
∗
U∆U , where ∆U : 1T/U → j∗U jU !1T/U is
the unit of adjunction (i.e the diagonal U → U × U). We have a commutative diagram of sets :
ξ∗UX
ξ∗Uϕ //
ξ∗U∆X

ξ∗UY
ξ∗U∆Y

(jU !X)ξ
(jU !ϕ)ξ // (jU !Y )ξ = ξ
∗
U(j
∗
UjU !Y )
where ∆X : X → j∗UjU !X is the unit of adjunction, and likewise for ∆Y . More plainly,
∆Y : Y × 1T/U → Y × (j∗jU !1T/U) is the product 1Y × ∆U , and under this identification,
ξ∗U∆Y is the mapping ξ
∗
UY → ξ∗UY × (j∗jU !1T/U) given by the rule : z 7→ (z, a) for every
z ∈ ξ∗UY . Especially, we see that y lies in the image of ξ∗U∆Y . But by assumption, the map ξ∗Uϕ
is surjective, hence y lies in the image of (jU !ξ)ξ, a contradiction. 
4.7.17. Remark 4.7.13(v) prompts the following construction. Let us consider the fibred topos
T/− : T → Topos U 7→ T/U (U ′ ϕ−→ U) 7→ (T/U ′ jϕ−→ T/U)
of example 4.7.8(ii). Denote also by 1T a fixed final object of T , and for every U ∈ Ob(T ) let
ϕU : U → 1T be the unique morphism in T ; the source functor yields a natural isomorphism
T/1T
∼→ T that identifies jϕU : T/U → T/1T with jU : T/U → T . Moreover, the rule :
U 7→ ϕU clearly defines a natural transformation
ϕ• : 1T ⇒ c1T
where c1T : T → T is the constant functor with value 1T . For a sufficiently large universe V,
example 2.2.7(i) yields a strict pseudo-functor HTopos : Topos
o × Topos → V-Cat which
restricts to a strict pseudo-functor
Pt : Topos→ V-Cat S 7→ Pt(S) := HomTopos(Set, S)
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assigning to every topos S the category of S-points. We consider the composition
PtT := Pt ◦ (T/−) : T → V-Cat U 7→ Pt(T/U)
as well as the pseudo-natural transformation
PtT ∗ ϕ• : PtT ⇒ FPt(T )
from PtT to the constant pseudo-functor FPt(T ) with value Pt(T ). There follows a cartesian
functor of fibrations over T o :
F ib(PtT ∗ ϕ•) : F ib(PtT )→ T o × Pt(T ).
Let also σξ : T
o → T o × Pt(T ) be the cartesian section such that σξ(U) := (U, ξ) for every
U ∈ Ob(T ). Lastly, we consider the 2-cartesian diagram in the category Fib(T o) :
L (ξ) := F ib(PtT )
2×
T o×Pt(T )
T o //

F ib(PtT )
F ib(PtT ∗ϕ•)

T o
σξ // T o × Pt(T )
and we set
Lift(ξ) := L (ξ)o.
Taking into account theorem 3.2.25(ii), we see that for every U ∈ Ob(T ), the fibre L (ξ)U of
the fibration L (ξ) → T o is the category whose objects are the pairs (ξU , ωU), where ξU is a
T/U-point, and ωU : ξ
∼→ jU (ξU) is an isomorphism of T -points. The morphisms (ξU , ωU) →
(ξ′U , ω
′
U) are the morphisms of T/U-points
β : ξU → ξ′U such that ωU ′ = jU(β)⊙ ωU
(with the obvious composition law). Hence, the objects of Lift(ξ) are the triples (U, ξU , ωU)
with U ∈ Ob(T ) and (ξU , ωU) ∈ Ob(L (ξ)U). The morphisms (U, ξU , ωU) → (V, ξV , ωV ) are
the pairs (ϕ, β), where ϕ : U → V is a morphism in T , and β : ξV → jϕ(ξU) is a morphism of
T/V -points, such that
(γϕ,V ∗ ξU)⊙ jV (β)⊙ ωV = ωU
where γϕ,V : jV ◦ jϕ ∼→ jU is the coherence constraint of T/−. Then, remark 4.7.9 shows that
L (ξ) is a fibration in groupoids, and we have an equivalence of categories :
(4.7.18) Nξ : Lift(ξ)
∼→ Nbd(ξ) (U, ξU , ωU) 7→ (U, σ(ξU , ωU))
where σ(ξU , ωU) ∈ Uξ is defined as in remark 4.7.9(i).
4.7.19. Notice next that, sinceL (ξ) is a fibration in groupoids, the natural projectionL (ξ)→
F ib(PtT ) factors through the inclusion pseudo-functorF ib(Pt
×
T ) = F ib(PtT )
× → F ib(PtT )
(notation of remark 3.3.8(iii)). To every small set X , we wish now to attach a functor
ΞX : F ib(Pt×)→ Set (ζ : Set→ S) 7→ ζ∗ζ∗X.
To this aim, according to remark 3.1.23(i), it will suffice to exhibit a lax-natural transformation
αX : oPt× ⇒ oFSet
where FSet is the constant pseudo-functorTopos→ V-Catwith value Set. We need therefore
to give for every S ∈ Ob(Topos) a functor αXS : Pt(S)× → Set, together with a coherence
constraint for the resulting system (αXS | S ∈ Ob(Topos)). Now, let us set
αXS (ξ) := ζ
∗ζ∗X for every ζ ∈ Ob(Pt(S)).
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Next, let β : ζ
∼→ ζ ′ be any morphism in Pt(S)×; i.e. β : ζ∗ ∼→ ζ ′∗ is an isomorphism of
functors. Then we define αXS (β) : ζ
∗ζ∗X → ζ ′∗ζ ′∗X as the composition
ζ∗ζ∗X
(ζ∗∗β)X−−−−→ ζ∗ζ ′∗X
(β†∗ζ′∗)
−1
X−−−−−→ ζ ′∗ζ ′∗X
where β† : ζ ′∗
∼→ ζ∗ is the transpose of the natural transformation β (see remark 1.1.17(ii)).
From remark 1.1.17(vi) we see already that αXS (1ζ) = 1ζ∗ζ∗X . Next, let β
′ : ζ ′ → ζ ′′ be another
morphism of Pt(S)×; we compute :
αXS (β
′) ◦ αXS (β) = ((β ′† ∗ ζ ′′∗ )−1 ⊙ (ζ ′∗ ∗ β ′)⊙ (β† ∗ ζ ′∗)−1 ⊙ (ζ∗ ∗ β))X
= ((β ′† ∗ ζ ′′∗ )−1 ⊙ (β† ∗ ζ ′′∗ )−1 ⊙ (ζ∗ ∗ β ′)⊙ (ζ∗ ∗ β))X
= (((β ′ ⊙ β)† ∗ ζ ′′∗ )−1 ⊙ (ζ∗ ∗ (β ′ ⊙ β)))X
= αXS (β
′ ⊙ β)
where the second equality follows from (1.1.11), and the third follows from remark 1.1.17(vi).
Next, let f : S → S ′ be any morphism of topoi, and εf : f ∗ ◦ f∗ ⇒ 1S the counit of the adjoint
pair (f ∗, f∗); our candidate coherence constraint for α
X
• assigns to every S-point ζ the map
τXf,ζ : f(ζ)
∗f(ζ)∗X = ζ
∗ ◦ f ∗ ◦ f∗ ◦ ζ∗X (ζ
∗∗εf∗ζ∗)X−−−−−−−→ ζ∗ζ∗X
(see example 2.2.6(ii)). We need to check that the rule ζ 7→ τXf,ζ yields a natural transformation
τXf : α
X
S′ ◦ Pt(f)× ⇒ αXS .
Thus, let β : ζ∗
∼→ ζ ′∗ be any morphism of Pt(S)×; the assertion comes down to showing the
commutativity of the diagram :
ζ∗f ∗f∗ζ∗X
(ζ∗f∗f∗∗β)X //
(ζ∗∗εf∗ζ∗)X

ζ∗f ∗f∗ζ
′
∗X
((f∗∗β)†∗f∗ζ′∗)
−1
X //
(ζ∗∗εf∗ζ′∗)X

ζ ′∗f ∗f∗ζ
′
∗X
(ζ′∗∗εf∗ζ′∗)X

ζ∗ζ∗X
(ζ∗∗β)X // ζ∗ζ ′∗X
(β†∗ζ′∗)
−1
X // ζ ′∗ζ ′∗X
However, the commutativity of the left square subdiagram follows from the naturality of ζ∗∗εf .
Next, recall that (f∗ ∗ β)† = β† ∗ f ∗ (remark 1.1.17(vi)); then the commutativity of the right
square subdiagram follows by applying (1.1.11) to the natural transformations β† and εf ∗ ζ ′∗.
Lastly, we have to check the coherence axioms for τX• . Since
oPt× and oFSet are both strict
pseudo-functors, we come down to showing that
τX1S = 1αXS and τ
X
g ⊟ τ
X
f = τ
X
g◦f
for every topos S and every pair of morphisms of topoi S
f−→ S ′ g−→ S ′′ (see remark 2.2.5(i)).
These follow easily by direct inspection. This completes the construction of αX , and thus also
of ΞX := F ib(αX). After composing with the projection L (ξ) → F ib(Pt×T ) → F ib(Pt×),
we deduce a functor
ΞX,ξ : Lift(ξ)o → Set (U, ξU , ωU) 7→ ξ∗UξU∗X.
Lemma 4.7.20. (i) For every (S, ζ) ∈ Ob(F ib(Pt×)) and every setX , let ε(S,ζ)X : ζ∗ζ∗X → X
be the counit of adjunction. Then the rule : (S, ζ) 7→ ε(S,ζ)X defines a natural cocone
ΞX ⇒ cX .
(ii) The cocone of (i) induces a natural bijection :
colim
Lift(ξ)o
ΞX,ξ
∼→ X for every (small) set X .
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Proof. (i): Let νX : oPt× ⇒ oFSet be the strict pseudo-natural transformation such that
νXS : Pt(S)
× → Set
is the constant functor with value X , for every topos S (i.e. νXS (ζ) := X for every S-point ζ ,
and νXS (β) = 1X for every invertible morphism β of S-points). For every such S, let also
ε
(S,•)
X : Ob(Pt(S))→ Morph(Set)
be the map that associates with every S-point ζ , the map of sets ε
(S,ζ)
X . We notice :
Claim 4.7.21. The rule : S 7→ ε(S,•)X for every topos S, defines a modification :
ε
(•,•)
X : ν
X  αX .
Proof of the claim. First, we need to check that ε
(S,•)
X is a natural transformation α
X
S ⇒ νXS , for
every topos S. The latter assertion amounts to the commutativity of the diagram :
ζ∗ζ∗X
ε
(S,ζ)
X //
αXS (β)

X
ζ ′∗ζ ′∗X
ε
(S,ζ′)
X // X
for every isomorphism β : ζ
∼→ ζ ′ of S-points. Since (β† ∗ ζ ′∗)−1X = ((β−1)† ∗ ζ ′∗)X (remark
1.1.17(iv)), this is in turn the same as the identity :
ε
(S,ζ′)
X ◦ ((β−1)† ∗ ζ ′∗)X = ε(S,ζ)X ◦ (ζ∗ ∗ β−1)X
which follows from remark 1.1.17(iii). Next, we need to check the compatibility condition for
ε
(S,•)
X , which comes down to the identity :
ε
(S,ζ)
X ⊙ τXf = ε(S,f(ζ))X
for every morphism of topoi f : S → S ′ and every S-point ζ , where τXf denotes the coherence
constraint of αX . The latter follows by direct inspection. ♦
By remark 3.1.23(ii), the sought cocone is then F ib(ε(•,•)X ) : Ξ
X ⇒ F ib(νX) = cX .
(ii): Let π : F ib(Pt×) → Toposo be the fibration arising from the strict pseudo-functor
Pt×. We let C be the fibre product in the cartesian square of categories :
Morph(F ib(Pt×))
p //
Morph(π) ))❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
C
s′ //
π′

F ib(Pt×)
π

Morph(Toposo)
s // Toposo
where s and s′ ◦ p are the source functors. By remark 3.1.27(ii), we have a natural identification
C
∼→ F ib(Pt× ◦ so)
and recall that Morph(π) is a fibration as well, by example 3.1.9. To every morphism of topoi
f : S ′ → S, we attach the functor
ΣXf : π
′−1(f) = Pt(S)× → Set ζ 7→ Γ(S ′, f ∗ζ∗X)
where Γ(S ′,−) : S ′ → Set is defined as in (4.4.11), after fixing a final object 1S′ of S ′. To
every isomorphism α : ζ1
∼→ ζ2 of S-points, the functor ΣXf assigns the map
ΣXf (α) := Γ(S
′, f ∗αX) : Γ(S
′, f ∗ζ1∗X)→ Γ(S ′, f ∗ζ2∗X).
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Next, notice that if (S ′1
f1−→ S1)o and (S ′2 f2−→ S2)o are two objects of Morph(Toposo), then a
morphism f o1 → f o2 in this category is a commutative diagram of morphisms of topoi :
Dg,g′ :
S ′2
f2 //
g′

S2
g

S ′1
f1 // S1.
The (split) cleavage Pt× ◦ so of C associates with Dg,g′ the functor
Pt(g)× : Pt(S2)
× → Pt(S1)× ζ 7→ g(ζ)
that assigns to every morphism α of Pt(S2)
× the morphism g(α) of Pt(S1)
×. To the diagram
Dg,g′ and every object ζ of Pt(S2)× we attach as well the map :
τ g,g
′
ζ : Γ(S
′
1, f
∗
1g∗ζ∗X)
Γ(S′1,Υ(Dg,g′)∗ζ∗)X−−−−−−−−−−−−→ Γ(S ′1, g′∗f ∗2 ζ∗X)
ωg
′
f∗2 ζ∗X−−−−→ Γ(S ′2, f ∗2 ζ∗X)
where Υ(Dg,g′) is the base change transformation associated with the diagram Dg,g′ , viewed
as an oriented square diagram of links, whose orientation is the identity (see (2.3.8)). The
second map in this composition is induced by the unique isomorphism of morphisms of topoi
ωg
′
: ΓS′1 ◦ g′∗
∼→ ΓS′2 (proposition 4.4.12(ii)).
Claim 4.7.22. (i) For every diagram Dg,g′ , the rule : ζ 7→ τ g,g′ζ defines a natural transformation
Pt(S2)
×
ΣXf2 //
Pt(g)×

✍✍✍✍
CK
τg,g
′
Set
Pt(S1)
×
ΣXf1
// Set.
(ii) The rule : Dg,g′ 7→ τ g,g′ provides the coherence constraint for a lax-natural transformation
ΣX• :
o(Pt× ◦ so)⇒ oFSet.
Proof of the claim. (i): For every object (S ′
f−→ S)o ofMorph(Toposo), consider the functor
σf : Pt(S)
× → S ζ 7→ ζ∗X
that assigns to every isomorphism α as in the foregoing, the morphism αX of S. With this
notation, τ g,g
′
is the composition of the following oriented squares :
Pt(S2)
×
σf2 //
Pt(g)×

✓✓✓✓
EM1g∗◦σf2
S2
f∗2 //
g∗

✒✒✒✒
EMΥ(Dg,g′ )
S ′2
ΓS′
2 //
g′∗

✒✒✒✒
EM
ωg
′
Set
Pt(S1)
×
σf1
// S1
f∗1
// S ′2 ΓS′
1
// Set.
(ii): Clearly τ1S ,1S′ = 1ΣXf , for every morphism of topoi f : S
′ → S. According to remark
2.2.5(i), it remains to check the identity
τ g,g
′
⊟ τh,h
′
= τ g◦h,g
′◦h′
for every composable pair of diagrams Dg,g′ : f o1 → f o2 and Dh,h′ : f o2 → f o3 . However, by
proposition 2.1.9 we have :
τ g,g
′
⊟ τh,h
′
= (1g∗◦σf2 ⊟ 1h∗◦σf3 ) (Υ(Dg,g′)⊟Υ(Dh,h′)) (ω
g′ ⊟ ωh
′
).
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Clearly 1g∗◦σf2 ⊟1h∗◦σf3 = 1(g◦h)∗◦σf3 , and we have ω
g′⊟ωh
′
= ωg
′◦h′ , by the uniqueness prop-
erties of the isomorphisms ω•. Lastly, Υ(Dg,g′)⊟Υ(Dh,h′) = Υ(Dg,g′ Dh,h′), by proposition
2.3.12(i), whence the claim. ♦
From claim 4.7.22(ii) and remark 3.1.23(i) we deduce a functor F ib(ΣX• ) : C → Set.
Next, notice that, for every object (S ′
f−→ S)o of Morph(Toposo), the objects of the fibre
category Morph(π)−1(f) are the triples (ζ, ζ ′, β), where ζ is an S-point, ζ ′ is an S ′-point, and
β : ζ
∼→ f(ζ ′) is an isomorphism of S-points. The morphisms (ζ1, ζ ′1, β1)→ (ζ2, ζ ′2, β2) are the
pairs (α, α′) where α : ζ1
∼→ ζ2 and α′ : ζ ′1 ∼→ ζ ′2 are isomorphisms of S-points and respectively
S ′-points, such that
(4.7.23) (f∗ ∗ α′)⊙ β1 = β2 ⊙ α.
If (γ, γ′) : (ζ2, ζ
′
2, β2)→ (ζ3, ζ ′3, β3) is another such morphism, we have
(γ, γ′) ◦ (α, α′) = (γ ⊙ α, γ′ ⊙ α′) inMorph(π)−1(f).
The (split) cleavage c ofMorph(F ib(Pt×)) attaches to the diagram Dg,g′ , the functor
cg,g′ : Morph(π)
−1(f2)→ Morph(π)−1(f1) (ζ, ζ ′, β) 7→ (g(ζ), g′(ζ ′), g(β))
that assigns to every morphism (α, α′) of Morph(π)−1(f2) the morphism (g(α), g
′(α′)). With
this notation, p is the (cartesian) functor associated with the strict pseudo-natural transformation
t : c⇒ Pt× ◦ so
that assigns to every morphims of topoi f : S ′ → S the functor
Morph(π)−1(f)→ Pt(S) (ζ, ζ ′, β) 7→ ζ (α, α′) 7→ α.
Now, to every morphism of topoi f : S ′ → S, and every (ζ, ζ ′, β) ∈ Ob(Morph(π)−1(f)), let
us attach the map bf,(ζ,ζ′,β) : Γ(S
′, f ∗ζ∗X)→ ζ∗ζ∗X defined as the composition :
Γ(S ′, f ∗ζ∗X)
Γ(S′,(ηζ
′
∗f∗ζ∗)X)−−−−−−−−−−→ Γ(S ′, ζ ′∗ζ ′∗f ∗ζ∗X)
ωζ
′
ζ′∗f∗ζ∗X−−−−−−→ ζ ′∗f ∗ζ∗X (β
†∗ζ∗)X−−−−−→ ζ∗ζ∗X
where ηζ
′
: 1S′ ⇒ ζ ′∗ζ ′∗ is the unit of adjunction, and ωζ′ : ΓS′ ◦ ζ ′ ∼→ 1Set is the unique
isomorphism of morphisms of topoi provided by proposition 4.4.12(ii).
Claim 4.7.24. (i) For every morphism of topoi f : S ′ → S, the rule : (ζ, ζ ′, β) 7→ bf,(ζ,ζ′,β)
defines a natural transformation
bf : Σ
X
f ◦ tf ⇒ αXS ◦ tf .
(ii) The rule : f 7→ bf defines a modification
b• : (α
X ∗ so)⊙ ot ΣX• ⊙ ot.
Proof of the claim. (i): Let (α, α′) : (ζ1, ζ
′
1, β1)→ (ζ2, ζ ′2, β2) be a morphism inMorph(π)−1(f),
and set U := (ζ ′2∗ ∗ α′† ∗ f ∗ζ2∗)−1X ◦ (ζ ′2∗ ∗ α′ ∗ f ∗ζ2∗)X . We notice that :
(ηζ
′
2 ∗ f ∗ζ2∗)X ◦ (f ∗(αX) = U ◦ (ηζ′1 ∗ f ∗ζ2∗)X ◦ (f ∗(αX)
= U ◦ (ζ ′1∗ζ ′∗1 f ∗ ∗ α)X ◦ (ηζ
′
1 ∗ f ∗ζ1∗)X
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where the first equality holds by remark 1.1.17(iii), and the second one follows from (1.1.11).
We are then reduced to checking the commutativity of the diagram :
Γ(S ′, ζ ′1∗ζ
′∗
1 f
∗ζ1∗X)
ω
ζ′1
ζ′∗1 f
∗ζ1∗X //
Γ(S′,ζ′1∗ζ
′∗
1 f
∗αX)

ζ ′∗1 f
∗ζ1∗X
(β†1∗ζ1∗)X //
ζ′∗1 f
∗αX

ζ∗1ζ1∗X
ζ∗1αX

Γ(S ′, ζ ′1∗ζ
′∗
1 f
∗ζ2∗X)
ω
ζ′1
ζ′∗1 f
∗ζ2∗X //
Γ(S′,(α′∗ζ′∗1 f
∗ζ2∗)X)

ζ ′∗1 f
∗ζ2∗X
(β†1∗ζ2∗)X // ζ∗1ζ2∗X
Γ(S ′, ζ ′2∗ζ
′∗
1 f
∗ζ2∗X)
Γ(S′,(ζ′2∗∗α
′†∗f∗ζ2∗)
−1
X )

ω
ζ′2
ζ′∗1 f
∗ζ2∗X // ζ ′∗1 f
∗ζ2∗X
(α′†∗f∗ζ2∗)
−1
X

(β†1∗ζ2∗)X // ζ∗1ζ2∗X
(α†∗ζ2∗)
−1
X

Γ(S ′, ζ ′2∗ζ
′∗
2 f
∗ζ2∗X)
ω
ζ′2
ζ′∗2 f
∗ζ2∗X // ζ ′∗2 f
∗ζ2∗X
(β†2∗ζ2∗)X // ζ∗2ζ2∗X.
However, the commutativity of the top two squares and of the bottom square on the left is
clear; the commutativity of the bottom square on the right follows from remark 1.1.17(iv,v)
and (4.7.23). Lastly, the commutativity of the left square on the central row follows immedi-
ately from the uniqueness properties of the isomorphisms ωζ
′
1 and ωζ
′
2 (proposition 4.4.12(ii)),
whence the contention.
(ii): Consider a diagram Dg,g′ as in the foregoing, and an object (ζ, ζ
′, β) ofMorph(π)−1(f2).
We have to check the compatibility condition :
bf2,(ζ,ζ′,β) ◦ τ g,g
′
ζ = τ
X
g,ζ ◦ bf1,(g(ζ),g(ζ′),g(β)).
To this aim, notice that ωg
′(ζ′) = ωζ
′ ⊙ (ωg′ ∗ ζ ′∗), due to proposition 4.4.12(ii); then it suffices
to show the commutativity of the diagram :
Γ(S ′1, f
∗
1 g∗ζ∗X)
Γ(S′1,Υ(Dg,g′ )∗ζ∗)X //
Γ(S′1,(η
g′(ζ′)∗f∗1 g∗ζ∗)X )

Γ(S ′1, g
′
∗f
∗
2 ζ∗X)
ωg
′
f∗
2
ζ∗X
// Γ(S ′2, f
∗
2 ζ∗X)
Γ(S′2,(η
ζ′∗f∗2 ζ∗)X )

Γ(S ′1, g
′(ζ ′)∗g
′(ζ ′)∗f ∗1 g∗ζ∗X)
ωg
′
ζ′∗ζ
′∗g′∗f∗
1
g∗ζ∗X

Γ(S ′2, ζ
′
∗g
′(ζ ′)∗f ∗1 g∗ζ∗X)
ωζ
′
ζ′∗g′∗f∗
1
g∗ζ∗X

Γ(S′2,(ζ
′∗f∗2 ∗ε
g∗ζ∗)X) // Γ(S ′2, ζ
′
∗ζ
′∗f ∗2 ζ∗X)
ωζ
′
ζ′∗f∗
2
ζ∗X

ζ ′∗g′∗f ∗1 g∗ζ∗X
(g(β)†∗g(ζ)∗)X

ζ ′∗f ∗2 g
∗g∗ζ∗X
(ζ′∗f∗2 ∗ε
g∗ζ∗)X // ζ ′∗f ∗2 ζ∗X
(β†∗ζ∗)X

g(ζ)∗g(ζ)∗X
(ζ∗∗εg∗ζ∗)X // ζ∗ζ∗X.
However, the commutativity of the bottom square follows from (1.1.11) and remark 1.1.17(vi),
and that of the central square is clear, by the naturality of ωζ
′
. In order to show the commutativity
of the top square, set A := ζ∗X , and recall that
Υ(Dg,g′) = (g
′
∗f
∗
2 ∗ εg)⊙ (ηg
′ ∗ f ∗1 g∗) and ηg
′(ζ′) = (g′∗ ∗ ηζ
′ ∗ g′∗)⊙ ηg′
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(proposition 2.3.10). We are then reduced to checking the commutativity of the diagram :
Γ(S ′1, g
′
∗g
′∗f ∗1 g∗A)
Γ(S′1,(g
′
∗∗η
ζ′∗g′∗f∗1 )A)
uu❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
ωg
′
g′∗f∗
1
g∗A

Γ(S′1,(g
′
∗f
∗
2 ∗ε
g)A) // Γ(S ′1, g
′
∗f
∗
2A)
ωg
′
f∗
2
A

Γ(S ′1, g
′(ζ ′)∗g
′(ζ ′)∗f ∗1 g∗A)
ωg
′
ζ′∗g
′(ζ′)∗f∗
1
g∗A ))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
Γ(S ′2, g
′∗f ∗1 g∗A)
Γ(S′2,(η
ζ′∗g′∗f∗1 g∗)A)

Γ(S′2,(f
∗
2 ∗ε
g∗)A) // Γ(S ′2, f
∗
2A)
Γ(S′2,(η
ζ′∗f∗2 )A)

Γ(S ′2, ζ
′
∗g
′(ζ ′)∗f ∗1 g∗A)
Γ(S′2,(ζ
′
∗f
∗
2 ∗ε
g)A) // Γ(S ′2, ζ
′
∗ζ
′∗f ∗2A).
However, it is easily seen that the two square subdiagrams and the triangular subdiagram com-
mute (details left to the reader), whence the contention. ♦
From claim 4.7.24(ii) and remark 3.1.23(ii) we get the natural transformation
F ib(b•) : F ib(Σ
X
• ) ◦ p⇒ ΞX ◦ s′ ◦ p.
Lastly, let q : L (ξ)→ F ib(Pt×) be the natural projection, sL (ξ) : Morph(L (ξ))→ L (ξ) the
source functor, and set G := F ib(ΣX• ) ◦ p ◦Morph(q); we deduce the natural transformation
β : F ib(b•) ∗Morph(q) : G⇒ ΞX,ξ ◦ sL (ξ).
By theorem 1.3.4, the latter induces a natural transformation
(4.7.25)
∫ sL (ξ)
G⇒ ΞX,ξ.
Notice that, under the natural identification Morph(L (ξ))
∼→ Morph(Lift(ξ))o, the functor
sL (ξ) correspond to the functor t
o
Lift(ξ), where tLift(ξ) : Morph(Lift(ξ)) → Lift(ξ) is the target
functor. Moreover, tLift(ξ) is a fibration, by virtue of remark 4.7.13(ii) and example 3.1.3(iii).
Furthermore, for every (U, ξU , ωU) ∈ Ob(Lift(ξ)), the fibre category t−1(U, ξU , ωU) is
Lift(ξ)/(U, ξU , ωU)
∼→ Lift(ξU).
Hence, the restriction of β to the fibre category t−1(U, ξU , ωU) is a cocone
(4.7.26) Lift(ξU)
o
G
++
cξ∗
U
ξU∗X
33
✤✤ ✤✤
 Set.
By a direct inspection of the construction, we see that (4.7.26) is the cocone τξ,ξU∗X ∗NoξU , where
NξU : Lift(ξU)
∼→ Nbd(ξU) is the equivalence (4.7.18), and τξ,ξU∗X is the universal cocone of
remark 4.7.13(iv). Hence, (4.7.26) is a universal cocone, for every (U, ξU , ωU) ∈ Ob(Lift(ξ));
taking into account example 3.1.14(iv), we deduce that (4.7.25) is an isomorphism of functors,
and we get a natural isomorphism :
colim
Morph(Lift(ξ))o
G
∼→ colim
Lift(ξ)o
ΞX,ξ.
Now, notice that the functor
(4.7.27) Lift(ξ)o → Morph(Lift(ξ))o (U, ξU , ωU) 7→ 1(U,ξU ,ωU )
is cofinal. A simple inspection reveals that the composition of G with (4.7.27) is the constant
functor with valueX , whence the contention. 
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4.7.28. Suppose now that T = C∼ for some small site C := (C , J). For a point ξ of T , we
may define another categoryNbd(ξ, C), whose objects are the pairs (U, a) where U ∈ Ob(C )
and a ∈ (haU)ξ; the morphisms (U, a)→ (U ′, a′) are the morphisms f : U → U ′ in C such that
(haf)ξ(a) = a
′. (Notation of remark 4.1.19(iii).) The rule (U, a) 7→ (haU , a) defines a functor
(4.7.29) Nbd(ξ, C)→ Nbd(ξ).
Proposition 4.7.30. In the situation of (4.7.28), we have :
(i) The categoryNbd(ξ, C) is cofiltered.
(ii) The functor (4.7.29) is cofinal.
Proof. To begin with, since ξ∗ commutes with all colimits, remark 4.1.19(iii) implies easily that,
for every object (U, a) of Nbd(ξ) there exist an object (V, b) of Nbd(ξ, C) and a morphism
(haV , b)→ (U, a) inNbd(ξ). Hence, it suffices to show (i).
Thus, let (U1, a1) and (U2, a2) be two objects ofNbd(ξ, C); sinceNbd(ξ) is cofiltered, we
may find an object (F, b) of Nbd(ξ) and morphisms ϕi : (F, b) → (haUi , ai) (for i = 1, 2). By
the foregoing, we may also assume that (F, b) = (haV , b) for some object (V, b) of Nbd(ξ, C),
in which case ϕi ∈ haUi(V ) for i = 1, 2. By remark 4.1.19(iv), we may find a sieve S covering
V such that ϕi ∈ HomC∧(hS , hsepUi ) for both i = 1, 2.
On the other hand, (3.4.3) and proposition 4.1.26 yield a natural isomorphism :
colim
S
ha ◦ s ∼→ haV .
Therefore, since ξ∗ commutes with all colimits, we may find (f : S → V ) ∈ Ob(S ) and
c ∈ (haS)ξ such that haf : (haS, c)→ (haV , b) is a morphism of neighborhoods of ξ.
For i = 1, 2, denote by ϕS,i ∈ hsepU (S) the image of ϕi (under the map induced by the natural
morphism hS → hS coming from (3.4.3)). Pick any ϕS,i ∈ HomC (S, V ) in the preimage of
ϕS,i; then ϕS,i defines a morphism (S, c)→ (Ui, ai) inNbd(ξ, C).
Next, suppose that ϕ1, ϕ2 : (U, a) → (U ′, a′) are two morphisms in Nbd(ξ, C); argu-
ing as in the foregoing, we may find an object (V, b) of Nbd(ξ, C), and ψ ∈ hsepU (V ) =
HomC∧(h
sep
V , h
sep
U ) whose image in h
a
U(V ) yields a morphism ψ
a : (haV , b) → (haU , a) in
Nbd(ξ), and such that ϕsep1 ◦ ψ = ϕsep2 ◦ ψ in hsepU ′ (V ). We may then find a covering sub-
object i : R→ hV , such that ϕ1 ◦ (ψ ◦ i) = ϕ2 ◦ (ψ ◦ i) in HomC∧(R, h′U). Again, by combining
(3.4.3) and proposition 4.1.26, we deduce that there exists a morphism β : (V ′, b′) → (V, b) in
Nbd(ξ, C), such that ϕ1 ◦ (ψ ◦ β) = ϕ2 ◦ (ψ ◦ β). This completes the proof of (i). 
As a corollary of proposition 4.7.30 and of remark (4.7.13)(iv), we deduce, for every sheaf F
on C, a natural isomorphism :
colim
Nbd(ξ,C)o
F ◦ ιoC ∼→ Fξ
where ιC : Nbd(ξ, C)→ C is the functor such that (U, a) 7→ U for every object (U, a).
4.8. Algebra on a topos. Let T be any topos, and endow T with the structure of tensor category
as explained in example 3.6.10 (so, the tensor functor is given by fixed choices of products for
every pairs of objects of T , and any final object 1T can be taken for unit object of (T,⊗)). We
notice that (T,⊗) admits an internal Hom functor (see remark 3.6.12(ii)). Indeed, letX andX ′
be any two objects of T . It is easily seen that the presheaf on T :
U 7→ HomT/U(X ′|U , X|U) = HomT (X ′×U,X)
is actually a sheaf on (T, CT ) (notation of example 4.7.8(i)), so it is an object of T , denoted :
HomT (X
′, X).
The functor :
T → T : X 7→ HomT (X ′, X)
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is right adjoint to the functor T → T : Y 7→ Y ×X ′, so it is an internal Hom functor for X ′.
If f : T → S is a morphism of topoi, and Y ∈ Ob(S), we have a natural isomorphism in S :
(4.8.1) HomS(Y, f∗X)
∼→ f∗HomT (f ∗Y,X)
which, on every U ∈ Ob(S), induces the natural bijection :
HomS(Y ×U, f∗X) ∼→ HomT (f ∗Y ×f ∗U,X)
given by the adjunction (f ∗, f∗). By general nonsense, from (4.8.1) we derive a natural mor-
phism in S :
f∗HomT (X
′, X)→ HomS(f∗X ′, f∗X)
and in T :
f ∗HomS(Y
′, Y )
ϑf−→ HomT (f ∗Y ′, f ∗Y ) for any Y, Y ′ ∈ Ob(S).
Moreover, if g : U → T is another morphism of topoi, the diagram :
(4.8.2)
g∗f ∗HomS(Y ′, Y )
g∗ϑf //
ϑf◦g **❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯
g∗HomT (f ∗Y ′, f ∗Y )
ϑgtt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐
HomU(g
∗f ∗Y ′, g∗f ∗Y )
commutes, up to a natural isomorphism.
4.8.3. Let A be any object of T , and (X, µX) a left A-module for the tensor category structure
on T as in (4.8); for every object U of T we obtain a left A|U -module (on the topos T/U : see
example 4.7.8(i)), by the rule :
(X, µX)|U := (X|U , µX × 1U).
If (X ′, µX′) is another left A-module, it is easily seen that the presheaf on T :
U 7→ HomA|U -Modl((X, µX)|U , (X ′, µX′)|U)
is actually a sheaf for the canonical topology, so it is an object of T , denoted :
HomAl((X, µX), (X
′, µX′))
(or just HomAl(X,X
′), if the notation is not ambiguous). The same considerations can be
repeated for the sets of morphisms of right B-modules, and of (A,B)-bimodules, so one gets
objects HomBr(X,X
′) and Hom(A,B)(X,X
′). By a simple inspection, we see that these
objects are naturally isomorphic to the objects denoted in the same way in (3.6.14), so the
notation is not in conflict with loc.cit.; it also follows that HomAl(X,X
′) is the equalizer of
two morphisms in T :
HomT (X,X ′)
//
// HomT (A×X,X ′) .
In the same vein, let A,B,C ∈ Ob(T ) be any three objects, S an (A,B)-bimodule, S ′ a
(C,B)-bimodule, and S ′′ a (C,A)-bimodule. Then the (C,B)-bimodule HomBr(S, S
′) and
the (C,B)-bimodule S ′′ ⊗A S (see (3.6.17)) are the sheaves on (T, CT ) associated with the
presheaves given by the rules : U 7→ HomB|U,r(S|U , S ′|U), and respectively : U 7→ S ′(U)⊗M(U)
S(U) for every object U of T . Furthermore, the general theory of monoids, their modules
and their tensor products, developed in section 3.6 is available in the present situation, so we
have a well defined notion of T -monoid (see example 3.6.21(ii) and remark 3.6.24). Via the
equivalence of theorem (4.4.2), a T -monoidM is also the same as a sheaf of monoidsM on the
site (T, CT ), and a left (resp. right, resp. bi-)M -module is the same as the datum of a sheaf S
in (T, CT ), such that S(U) is a left (resp. right, resp. bi-)M(U)-module, for every object U of
T .
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4.8.4. Let f : T1 → T2 be a morphism of topoi, A1 an object of T1, and (X, µX) a left A1-
module. Since f∗ is left exact, we have a natural isomorphism : f∗(A1 × X) ∼→ f∗A1 × f∗X ,
so we obtain a left f∗A1-module :
f∗(X, µX) := (f∗X, f∗µX)
which we denote just f∗X , unless the notation is ambiguous. Likewise, since f
∗ is left exact,
from any object A2 of T2, and any left A2-module (Y, µY ), we obtain a left f
∗A2-module :
f ∗(Y, µY ) := (f
∗Y, f ∗µY ).
The same considerations apply of course, also to right modules and to bimodules. Furthermore,
let Ai, Bi, Ci be three objects of Ti (for i = 1, 2); since f∗ is left exact, for any (A1, B1)-
bimodule X and any (C1, A1)-bimodule X
′ we have a natural morphism of (f∗C1, f∗B1)-
bimodules :
f∗X
′ ⊗f∗A1 f∗X → f∗(X ′ ⊗A1 X)
and since f ∗ is exact, for any (A2, B2)-bimodule Y and any (C2, A2)-bimodule Y
′ we have a
natural isomorphism :
f ∗Y ′ ⊗f∗A2 f ∗Y ∼→ f ∗(Y ′ ⊗A2 Y )
of (f ∗C2, f
∗B2)-bimodules.
4.8.5. The constructions of the previous paragraphs also apply to presheaves on T : this can
be seen, e.g. as follows. Pick a universe V such that T is V-small; then T∧V is a V-topos. Hence,
if A is any V-presheaf on T , and X,X ′ ∈ Ob(T∧V ) two left A-modules, we may construct
HomAl(X,X
′) as an object in T∧V . Now, if A,X,X
′ lie in the full subcategory T∧U of T
∧
V , it is
easily seen that also HomAl(X,X
′) lies in T∧U . Likewise, if A,B,C are two U-presheaves on
T , we may define X ′ ⊗A X in T∧U , for any (A,B)-bimodule X and (C,A)-bimodule X ′, and
this tensor product will still be left adjoint to the Hom-functor for presheaves on T .
Moreover, we have a natural morphism of topoi iV : (T, CT )
∼
V → T∧V , given by the forgetful
functor and its left adjoint i∗V, which is given by the rule : F 7→ F a : see example 4.4.10(i). The
restriction of i∗V to the full subcategory T
∧
U is isomorphic to a functor that factors through the
Yoneda embedding T → (T, CT )∼V , therefore the discussion of (4.8.4) specializes to show that,
for every U-presheaf A on T , and every A-module X ∈ Ob(T∧U ), the object Xa ∈ Ob(T ) is
naturally an Aa-module. Also, for any (A,B)-bimodule X and (C,A)-bimoduleX ′, such that
A,B,C,X,X ′ are U-small, we have a natural isomorphism of (Ca, Ba)-bimodules :
X ′a ⊗Aa Xa ∼→ (X ′ ⊗A X)a.
The following definition gathers some further notions – specific to monoids over a topos – which
shall be used in this work.
Definition 4.8.6. Let T be a topos,M a T -monoid, S a left (resp. right, resp. bi-)M -module.
(i) S is said to be of finite type, if there exist a covering family (Uλ → 1T | λ ∈ Λ) of the
final object of T , and for every λ ∈ Λ an integer nλ ∈ N and an epimorphism of left
(resp. right, resp. bi-)M |Uλ-modules : M
⊕nλ
|Uλ
→ S|Uλ .
(ii) S is finitely presented, if there exist a covering family (Uλ → 1T | λ ∈ Λ) of the
final object of T , and for every λ ∈ Λ integers mλ, nλ ∈ N and morphisms fλ, gλ :
M⊕mλ|Uλ → M
⊕nλ
|Uλ
whose coequalizer – in the category of left (resp. right, resp. bi-)
M |Uλ-modules – is isomorphic to S|Uλ.
(iii) S is said to be coherent, if it is of finite type, and for every object U in T , every
submodule of finite type of S|U is finitely presented.
(iv) S is said to be invertible, if there exist a covering family (Uλ → 1T | λ ∈ Λ), and
for every λ ∈ Λ, an isomorphism M |Uλ
∼→ S|Uλ of left (resp. right, resp. bi-) M |U -
modules. (Thus, every invertible module is finitely presented.)
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(v) An ideal I ⊂ M is said to be invertible, (resp. of finite type, resp. finitely presented,
resp. coherent) if it is such, when regarded as anM -bimodule.
Example 4.8.7. (i) Take again T = Set. Then an M-module S is of finite type if and only if
there exists a finite subset Σ ⊂ S, such that S = M · Σ, with obvious notation. In this case,
we say that Σ is a finite system of generators of S (and we also say that S is finitely generated;
likewise, an ideal of finite type is also called finitely generated). We say that S is cyclic, if
S =M · s for some s ∈ S.
(ii) If S and S ′ are two M-modules, the coproduct S ⊕ S ′ is the disjoint union of S and
S ′, with scalar multiplication given by the disjoint union of the laws µS and µS′ . The product
S × S ′ is the cartesian product of the underlying sets, with scalar multiplication given by the
rule : x · (s, s′) := (x · s, x · s′) for every x ∈M , s,∈ S, s′ ∈ S ′.
For future use, let us also make the :
Definition 4.8.8. Let T be any topos, P a T -monoid, and (N,+, 0) any monoid.
(i) We say that P is N-graded, if it admits a morphism of monoids π : P → NT , where
NT is the constant sheaf of monoids arising from N (the coproduct of copies of the
final object 1T indexed by N). For every n ∈ N we let P n := π−1(nT ), the preimage
of the global section corresponding to n. Then
P =
∐
n∈N
P n
the coproduct of the objects P n, and the multiplication law of P restricts to a map
P n × Pm → P n+m, for every n,m ∈ N . Especially, each P n is a P 0-module, and P
is also the direct sum of the P n, in the category of P 0-modules. The morphism π is
called the grading of P .
(ii) In the situation of (i), let S be a left (resp. right, resp. bi-) P -module. We say that S is
N-graded, if it admits a morphism of P -modules πS : S → NT , where NT is regarded
as a P -bimodule via the grading π of P . Then S is the coproduct S =
∐
n∈N Sn, where
Sn := π
−1
S (nT ), and the scalar multiplication of S restricts to morphisms P n × Sm →
Sn+m, for every n,m ∈ N . The morphism πS is called the grading of S.
(iii) A morphism P → Q of N-graded T -monoids is a morphism of monoids that respects
the gradings, with obvious meaning. Likewise one defines morphisms of N-graded
P -modules.
Example 4.8.9. Take T = Set, and let M be any commutative monoid. Then we claim that
the only invertible object in the tensor category M-Modl is M ; i.e. if S and S
′ are any two
(M,M)-bimodules, then S ⊗M S ′ ≃M if and only if S and S ′ are both isomorphic toM .
Indeed, let ϕ : S ⊗M S ′ ∼→ M be an isomorphism, and choose s0 ∈ S, s′0 ∈ S ′ such that
ϕ(s0 ⊗ s′0) = 1. Consider the morphisms of leftM-modules :
M
α−→ S β−→ M M α′−−→ S ′ β′−−→M
such that :
α(m) = m · s0 β(s) = ϕ(s⊗ s′0) α′(m) = m · s′0 β ′(s′) = ϕ(s0 ⊗ s′)
for everym ∈ M , s ∈ S, s′ ∈ S ′; we notice that β ◦ α = 1M = β ′ ◦ α′. There follows natural
morphisms :
S ′
γ−→M ⊗M S ′ α⊗MS
′−−−−→ S ⊗M S ′ β⊗MS
′−−−−→ M ⊗M S ′ γ
−1−−→ S ′
whose composition is the identity 1S′ . However, it is easily seen that ϕ ◦ (α ⊗M S ′) ◦ γ = β ′
and γ−1 ◦ (β ⊗M S ′) ◦ ϕ−1 = α′, thus α′ ◦ β ′ = 1S′ , hence both α′ and β ′ are isomorphisms,
and the same holds for α and β.
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Example 4.8.10. LetM be a T -monoid, and L aM -bimodule. For every n ∈ N, let L ⊗n :=
L ⊗M · · · ⊗M L , the n-fold tensor power of L . The N-gradedM-bimodule
Tens•ML :=
∐
n∈N
L ⊗n
is naturally a N-graded T -monoid, with composition law induced by the natural morphisms
L ⊗n ⊗M L ⊗m ∼→ L ⊗n+m, for every n,m ∈ N. (Here we set L ⊗0 := M .) If L is invertible,
Tens•ML is a commutative N-graded T -monoid, which we also denote Sym
•
ML .
Remark 4.8.11. (i) Let f : T → S be a morphism of topoi, M := (M,µM) a T -semigroup,
and N := (N, µN) a S-semigroup. Then clearly f∗M := (f∗M, f∗µM) is a S-semigroup, and
f ∗N := (f ∗N, f ∗µN) is a T -semigroup.
(ii) Furthermore, if 1M : 1T → M (resp. 1N : 1S → N) is a unit for M (resp. for N), then
notice that f∗1T = 1S (resp. f
∗1S = 1T ), since the final object is the empty product; it follows
that f∗1M (resp. f
∗1S) is a unit for f∗M (resp. for f
∗N).
(iii) Obviously, ifM (resp. N) is commutative, the same holds for f∗M (resp. f
∗N ).
(iv) If X is a left M-module, then f∗X is a left f∗M -module, and if Y is a left N-module,
then f ∗Y is a left f ∗N-module. The same holds for right modules and bimodules.
(v) Moreover, let εM : f
∗f∗M → M (resp. ηN : N → f∗f ∗N ) be the counit (resp. unit) of
adjunction. Then the counit (resp. unit) :
εX : f
∗f∗X → X(εM ) (resp. ηY : Y → f∗f ∗Y(ηN ))
is a morphism of f ∗f∗M -modules (resp. of N-modules) (notation of (3.6.26)). (Details left to
the reader.)
(vi) Let ϕ : f ∗N → M be a morphism of T -monoids. Then the functor
N -Modl → M-Modl : Y 7→M ⊗f∗N f ∗Y
is left adjoint to the functor :
M -Modl → N -Modl : X 7→ f∗X(ηN ).
(And likewise for right modules and bimodules : details left to the reader.)
(vii) The considerations of (4.8.5) also apply to monoids : we get that, for any presheaf of
monoids M := (M,µM , 1M) on T , the datum M
a := (Ma, µaM , 1
a
M) is a T -monoid, and we
have a well defined functor :
M -Modl →Ma-Modl X 7→ Xa.
(And as usual, the same applies to right modules and bimodules.)
4.8.12. Let T be a topos, U any object of T , and M a T -monoid. As a special case of re-
mark 4.8.11(i), we have the T/U-monoid j∗UM = M |U , and if we take ϕ := 1j∗UM in remark
4.8.11(vi), we deduce that the functor
j∗U : M -Modl → M |U -Modl Y 7→ Y|U
admits the right adjoint jU∗. Now, suppose that X → U is any left M |U -module. The scalar
multiplication of X is a U-morphism µX : M × X → X and jU !µX is the same morphism,
seen as a morphism in T (notation of example 4.7.8(i)). In other words, jU ! induces a faithful
functor on left modules, also denoted :
jU ! : M |U -Modl →M -Modl.
It is easily seen that this functor is left adjoint to the foregoing functor j∗U . Especially, this
functor is right exact; it is not generally left exact, since it does not preserve the final object
(unless U = 1T ). However, it does commute with fibre products, and therefore transforms
monomorphisms into monomorphisms. All this holds also for right modules and bimodules.
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4.8.13. Let T be any category as in example 3.6.21(i), denote by 1T a final object of T , and
byM any T -monoid. A pointed leftM -module is a datum
(S, 0S)
consisting of a left M -module S and a morphism of M -modules 0S : 1T → S, where 0 is
the final object of M-Modl. Often we shall write S instead of (S, 0S), unless this may give
rise to ambiguities. As usual, a morphism ϕ : S → T of pointed modules is a morphism of
M-modules, such that 0T = ϕ ◦ 0S . In other words, the resulting category is just 0/M-Modl,
and shall be denotedM-Modl◦.
Likewise one may define the category M -Modr◦ of right M-modules, and (M,N)-Mod◦
of pointed bimodules, for given T -monoidsM and N .
Remark 4.8.14. Let T be a category as in remark 3.6.24.
(i) For reasons that will become readily apparent, for many purposes the categories of pointed
modules are more useful than the non-pointed variant of (3.6.22). In any case, we have a faithful
functor :
(4.8.15) M -Modl →M -Modl◦ S 7→ S◦ := (S ⊕ 0, 0S)
where 0S : 0 → S ⊕ 0 is the obvious inclusion map. Thus, we may – and often will, without
further comment – regard anyM -module as a pointed module, in a natural way. (The same can
of course be repeated for right modules and bimodules.)
(ii) In turn, when dealing with pointed M-modules, things often work out nicer if M itself
is a pointed T -monoid. The latter is the datum (M, 0M) of a T -monoidM and a morphism of
M -modules 0M : 0 → M . A morphism of pointed T -monoids is of course just a morphism
f : M → M ′ of T -monoids, such that f ◦ 0M = 0M ′ . As customary, we shall often just write
M instead of (M, 0M), unless we wish to stress thatM is pointed.
(iii) Let (M, 0M) be a pointed T -monoid; a pointed left (M, 0M)-module is a pointed left
M -module S, such that 0 · s = 0 for every s ∈ S. A morphism of pointed left (M, 0M)-
modules is just a morphism of pointed leftM -modules. As usual, these gadgets form a category
(M, 0M)-Modl◦. Similarly we have the right and bi-module variant of this definition.
(iv) The forgetful functor from the category of pointed T -monoids to the category of T -
monoids, admits a left adjoint :
M 7→ (M ◦, 0M◦).
Namely,M◦ is theM -moduleM ⊕ 0, the zero map 0M◦ : 0→ M ⊕ 0 is the obvious inclusion,
and the scalar multiplicationM×M◦ →M◦ is extended to a multiplication law µ : M◦×M◦ →
M◦ in the unique way for which (M ◦, µ, 0M0) is a pointed monoid. The unit of adjunction
M →M ◦ is the obvious inclusion map.
(v) IfM is a (non-pointed) monoid, the restriction of scalars
(M ◦, 0M◦)-Modl◦ → M-Modl◦
is an isomorphism of categories. Namely, any pointed left M -module S is naturally a pointed
leftM ◦-module : the given scalar multiplicationM × S → S extends to a scalar multiplication
M◦ × S → S whose restriction 0 × S → S factors through the zero section 0S (and likewise
for right modules and bimodules).
(vi) Let T be a topos. The notions introduced thus far for non-pointed T -monoids, also admit
pointed variants. Thus, a pointed module (S, 0S) is said to be of finite type if the same holds for
S, and S is finitely presented if, locally on T , it is the coequalizer of two morphisms between
freeM -modules of finite type.
Example 4.8.16. Take T := Set, and let M be any monoid; then a pointed left M-module is
just a leftM-module S endowed with a distinguished zero element 0 ∈ S, such that m · 0 = 0
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for every m ∈ M . A morphism ϕ : S → S ′ of pointed left M-modules is just a morphism of
leftM-modules such that ϕ(0) = 0 (and similarly for right modules and bimodules.)
Likewise, a pointed monoid is endowed with a distinguished zero element, denoted 0 as usual,
such that 0 · x = 0 for every x ∈M .
Remark 4.8.17. Let T be a category as in remark 3.6.24, andM a T -monoid.
(i) Regardless of whether M is pointed or not, the category M -Modl◦ is also complete
and cocomplete; for instance, if (S, 0S) and (S
′, 0S′) are two pointed modules, the coproduct
(S ′′, 0S′′) := (S, 0S) ⊕ (S ′, 0S′) is defined by the push-out (in the category M-Modl) of the
cocartesian diagram :
0⊕ 0 0S⊕0S′ //

S ⊕ S ′

0
0S′′ // S ′′.
Likewise, if ϕ′ : S ′ → S and ϕ′′ : S ′′ → S are two morphisms inM -Modl◦, the fibre product
S ′ ×S S ′′ in the categoryM -Modl is naturally pointed, and represents the fibre product in the
category of pointed modules. All this holds also for right modules and bimodules.
(ii) The forgetful functor M -Modl◦ → T◦ := 1T/T to the category of pointed objects of
T , commutes with all limits, since it is a right adjoint; it also commutes with all colimits. This
forgetful functor admits a left adjoint, that assigns to anyΣ ∈ Ob(T ) the free pointedM -module
M (Σ)◦ . IfM is pointed, the latter is defined as the push-out in the cocartesian diagram
1T × Σ //

M × Σ

1T // M
(Σ)◦
and if M is not pointed, one defines it via the equivalence of remark 4.8.14(v) : by a simple
inspection we find that in this case M (Σ)◦ = (M (Σ))◦, where M
(Σ) is the free (unpointed)
M-module, as in remark 3.6.24(iii).
Notice as well that the forgetful functors T◦ → T andM -Modl◦ →M -Modl both commute
with all connected colimits, hence the same also holds for the forgetful functorM-Modl◦ → T .
(See definition 1.2.19(vii).) The same can be repeated for right modules and bimodules.
(iii) Moreover, if ϕ : S → S ′ is any morphism in M -Modl◦, we may define Kerϕ and
Cokerϕ (in the categoryM -Modl◦); namely, the kernel is the limit of the diagram S
ϕ−→ S ′ ← 0
and the cokernel is the colimit of the diagram 0 ← S ϕ−→ S ′. Especially, if S is a submodule of
S ′, we have a well defined quotient S ′/S of pointed leftM -modules. Furthermore, we say that
a sequence of morphisms of pointed leftM -modules :
0→ S ′ ϕ−→ S ψ−→ S ′′ → 0
is right exact, if ψ induces an isomorphism Cokerϕ
∼→ S ′′; we say that it is left exact, if ϕ
induces an isomorphism S ′
∼→ Kerψ, and it is short exact if it is both left and right exact.
(Again, all this can be repeated also for right modules and bimodules.)
Example 4.8.18. Take T = Set, and let M be a pointed or not-pointed monoid. Then the
argument from example 3.6.27 can be repeated for the free pointedM-modules : if Σ is any set,
we have
M (Σ)◦ ⊗M {1} ∼→ {1}(Σ)◦ = Σ◦
where Σ◦ is the disjoint union of Σ and the final object of Set (a set with one element). Hence,
the cardinality of Σ is an invariant, called the rank of the free pointed M-module M (Σ)◦ , and
denoted rk◦MM
(Σ)◦ .
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4.8.19. Let T be a topos, (M, 0M), (N, 0N) and (P, 0P ) three pointed T -monoids, S, (resp.
S ′) a pointed (M,N)-bimodule (resp. (P,N)-bimodule); we denote
Hom(N,0N )r(S, S
′)
the set of all morphisms of pointed right N-modules S → S ′. As usual, the presheaf
Hom(N,0N )r(S, S
′) : U 7→ Hom(N,0N )r|U (S|U , S ′|U)
(with obvious notation) is a sheaf on (T, CT ), hence it is represented by an object of T . Indeed,
this object is also the fibre product in the cartesian diagram :
Hom(N,0N )r(S, S
′) //

HomNr(S, S
′)
0∗S

HomNr(0, 0)
0S′∗ // HomNr(0, S
′).
Especially, Hom(N,0N )r(S, S
′) is naturally a (P ,M)-bimodule, and moreover, it is pointed : its
zero section represents the unique morphism S → S ′ which factors through 0.
Notice also that, for every pointed (P,M)-bimodule S ′′, the tensor product S ′′ ⊗M S is
naturally pointed, and as in the non-pointed case, the functor
(4.8.20) (P,M)-Mod◦ → (P,N)-Mod◦ : S ′′ 7→ S ′′ ⊗M S
is left adjoint to the functor
(P ,N)-Mod◦ → (P,M)-Mod◦ : S ′ 7→ Hom(N,0N )r(S, S ′).
By general nonsense, the functor (4.8.20) is right exact; especially, for any right exact sequence
T ′ → T → T ′′ → 0 of pointed (P,M)-bimodules, the induced sequence
T ′ ⊗M S → T ⊗M S → T ′′ ⊗M S → 0
is again right exact.
Remark 4.8.21. Suppose M , N and P are non-pointed T -monoids, S is a (M,N)-bimodule
and S ′′ a (P ,M)-bimodule.
(i) If S and S ′′ are pointed, one may define a tensor product S ′′ ⊗M S in the category
(P ,N)-Mod◦, if one regards S as a pointed (M ◦, N◦)-bimodule, and S
′′ as a (P ◦,M◦)-
bimodule as in remark 4.8.14(v); then one sets simply S ′′ ⊗M S := S ′′ ⊗M◦ S, which is then
viewed as a pointed (P,N)-bimodule. In this way one obtains a left adjoint to the corresponding
internal Hom-functor HomN from pointed (P ,N)-bimodules to pointed (P,M)-bimodules
(details left to the reader).
(ii) Lastly, if neither S nor S ′′ is pointed, notice the natural isomorphism :
(S ′′ ⊗M S)◦ ∼→ S ′′◦ ⊗M◦ S◦ in the category (P,N)-Mod◦.
Definition 4.8.22. In the situation of (4.8.19), let P = N := (1T )◦, and notice that – with these
choices of P and N – a pointed (P,M)-bimodule (resp. a pointed (M,N)-bimodule) is just a
right pointedM-module (resp. a left pointedM-module), and a pointed (P,N)-module is just
a pointed object of T .
(i) We say that S is a flat pointed leftM -module (or briefly, that S isM -flat), if the functor
(4.8.20) transforms short exact sequences of right pointedM -modules, into short exact
sequences of pointed T -objects. Likewise, we define flat pointed rightM -modules.
(ii) Let ϕ : M → M ′ be a morphism of pointed T -monoids. We say that ϕ is flat, ifM ′ is
a flat leftM -module, for the module structure induced by ϕ.
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Remark 4.8.23. (i) In the situation of remark 4.8.11(i), suppose that M := (M, 0M) is a
pointed T -monoid and N := (N, 0N) a pointed S-monoid. By arguing as in remark 4.8.11(ii),
we see that f ∗N := (f ∗N, f ∗0N) is a pointed T -monoid, and f∗M := (f∗M, f∗0M) is a pointed
S-monoid.
(ii) Likewise, if (X, 0X) is a pointed left M -module, and (Y, 0Y ) a pointed left N-module,
the f∗(X, 0X) := (f∗X, f∗0X) is a pointed f∗M -module, and f
∗(Y, 0Y ) := (f
∗Y, f ∗0Y ) is a
pointed f ∗N-module (and likewise for right modules and bimodules).
(iii) Also, just as in remark 4.8.11(vii), the associated sheaf functor F 7→ F a transforms
a presheaf M of pointed monoids on T , into a pointed T -monoid Ma, and sends pointed left
(resp. right, resp. bi-)M -modules to pointed left (resp. right, resp. bi-)Ma-modules.
(iv) Moreover, if ϕ : f ∗N → M is a morphism of pointed T -monoids, then – in view of the
discussion of (4.8.19) – the adjunction of remark 4.8.11(vi) extends to pointed modules : we
leave the details to the reader.
(v) Furthermore, in the situation of (4.8.12), we may also define a functor
jU ! :M |U -Modl◦ →M -Modl◦
which will be a left adjoint to j∗U . Indeed, let (X, 0X) be a left pointedM |U -module; the functor
from (4.8.12) yields a morphism jU !0X of (non-pointed)M -modules, and we define jU !(X, 0X)
to be the push-out (in the category M -Modl) of the diagram 0 ← jU !0X jU !0X−−−−→ jU !X . The
latter is endowed with a natural morphism 0 → jU !(X, 0X), so we have a well defined pointed
leftM -module. We leave to the reader the verification that the resulting functor, called extension
by zero, is indeed left adjoint to the restriction functor.
(vi) It is convenient to extend definition 4.8.22 to non-pointed modules and monoids :
namely, if S is a non-pointed left M-module, we shall say that S is flat, if the same holds for
the pointed leftM ◦-module S◦. Likewise, we say that a morphism ϕ : M → N of non-pointed
T -monoids is flat, if the same holds for ϕ◦.
Lemma 4.8.24. Let T be a topos, U any object of T , and denote by i∗ : CU → T the inclusion
functor of the complement of U in T (see example 4.7.8(iii)). Let alsoM ,N , P be three pointed
T -monoids. Then the following holds :
(i) The functor jU ! of extension by zero is faithful, and transforms exact sequences of
pointed left M |U -modules, into exact sequences of pointed left M -modules (and like-
wise for right modules and bimodules).
(ii) For every pointed (M,N)-bimodule S and every pointed (P |U ,M |U)-bimodule S
′, the
natural morphism of pointed (P ,N)-modules
jU !(S
′ ⊗M|U S|U)→ jU !S ′ ⊗M S
is an isomorphism.
(iii) If S is flat pointed left M |U -module, then jU !S is a flat pointed left M -module (and
likewise for right modules).
(iv) For every pointed (M,N)-bimodule S, and every pointed (i∗P , i∗M)-bimodule S ′, the
natural morphism of pointed (P ,N)-bimodules
i∗S
′ ⊗M S → i∗(S ′ ⊗i∗M i∗S)
is an isomorphism.
(v) If S is a flat pointed left i∗M -module, then i∗S is a flat left pointed M -module (and
likewise for right modules).
(vi) If S is a flat pointed leftM -module, then S|U is a flat left pointedM |U -module.
Proof. (i): Let us show first that jU ! is faithful. Indeed, suppose that ϕ, ψ : S → S ′ are two
morphisms of left pointedM |U -modules, such that jU !ϕ = jU !ψ. We need to show that ϕ = ψ.
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Let p : S ′ → S ′′ be the coequalizer of ϕ and ψ; then jU !p is the coequalizer of jU !ϕ and jU !ψ
(since jU ! is right exact); hence we are reduced to showing that a morphism p : S
′ → S ′′ is an
isomorphism if and only if the same holds for jU !p. This follows from remark 3.6.24(ii) and the
following more general :
Claim 4.8.25. Let ϕ : X → X ′, A → X , A → B be three morphisms in T . Then ϕ is a
monomorphism (resp. an epimorphism) if and only if the same holds for the induced morphism
ϕ∐A B : X ∐A B → X ′ ∐A B.
Proof of the claim. We may assume that T = C∼ for some small site C := (C , J). Then
ϕ ∐A B = (iϕ ∐iA iB)a, where i : C∼ → C ∧ is the forgetful functor. Since the functor
F 7→ F a is exact, we are reduced to the case where T = C ∧, and in this case the assertion can
be checked argumentwise, i.e. we may assume that T = Set, where the claim is obvious. ♦
Next, we already know that jU ! transforms right exact sequences into right exact sequences.
To conclude, it suffices then to check that jU ! transforms monomorphisms into monomor-
phisms.To this aim, we apply again remark 3.6.24(ii) and claim 4.8.25.
(ii) is proved by general nonsense, and (iii) is an immediate consequence of (i) and (ii) : we
leave the details to the reader.
(iv): By (4.8.4), we have j∗U(i∗S
′ ⊗M S) ≃ 0 ⊗j∗UM j∗US ≃ 1T/U , hence i∗S ′ ⊗M S ∈
Ob(CU). Notice now that, for every object X of CU , the counit of adjunction i∗i∗X → X is
an isomorphism (proposition 1.1.20(iii)); by the triangular identities of (1.1.13), it follows that
the same holds for the unit of adjunction i∗X → i∗i∗i∗X . Especially, the natural morphism :
i∗S
′ ⊗M S → i∗i∗(i∗S ′ ⊗M S) ∼→ i∗(i∗i∗S ′ ⊗i∗M i∗S) ∼→ i∗(S ′ ⊗i∗M i∗S).
is an isomorphism. The latter is the morphism of assertion (iv).
(v) follows easily from (iv) and its proof.
(vi): In view of (i), it suffices to show that the functor S ′ 7→ jU !(S ′ ⊗M|U S|U) transforms
exact sequences into exact sequences. The latter follows easily from (ii). 
Proposition 4.8.26. Let P(T,M, S) be the property : “S is a flat pointed leftM -module” (for
a monoidM on a topos T ). Then P can be checked on stalks. (See definition 4.7.11(v).)
Proof. Suppose first that Sξ is a flat leftM ξ-module for every ξ in a conservative set of T -points;
let ϕ : X → X ′ be a monomorphism of pointed rightM-modules; by (4.8.4) we have a natural
isomorphism
(ϕ⊗M S)ξ ∼→ ϕξ ⊗Mξ Sξ
in the category of pointed sets, and our assumption implies that these morphisms are monomor-
phisms. Since an arbitrary product of monomorphisms is a monomorphism, remark 1.2.21(ii)
shows that ϕ⊗M S is also a monomorphism, whence the contention.
Next, suppose that S is a flat pointed leftM -module. We have to show that the functor
(4.8.27) S ′ 7→ S ′ ⊗Mξ Sξ
from pointed rightM ξ-modules to pointed sets, preserves monomorphisms.
However, let (U, ξU , ωU) be any lifting of ξ (see (4.7.17)); in view of (4.8.4), we have
PU(S
′) := (ξ∗UξU∗S
′)⊗Aξ Sξ ≃ (ξ∗UξU∗S ′)⊗ξ∗UA|U ξ∗US|U ≃ ξ∗U(ξU∗S ′ ⊗A|U S|U)
and then lemma 4.8.24(vi) implies that the functor S ′ → PU(S ′) preserves monomorphisms.
By lemma 4.7.20, remark 4.7.13(ii) and (4.7.18), the functor (4.8.27) is a filtered colimit of such
functors PU , hence it preserves monomorphisms as well. 
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4.8.28. We wish now to introduce a few notions that pertain to the special class of commutative
T -monoids. When T = Set, these notions are well known, and we wish to explain quickly that
they generalize without problems, to arbitrary topoi.
To begin with, for every category T as in example 3.6.21(i), we denote by MndT (resp.
MndT◦) the category of commutative non-pointed (resp. pointed) T -monoids; in case T =
Set, we shall usually drop the subcript, and write justMnd (resp. Mnd◦). Notice that if M
is any (pointed or not pointed) commutative T -monoid, every left or right M -module is a M -
bimodule in a natural way, hence we shall denote indifferently by M -Mod (resp. M -Mod◦)
the category of non-pointed (resp. pointed) left or rightM-modules.
The following lemma is a special case of a result that holds more generally, for every ”alge-
braic theory” in the sense of [17, Def.3.3.1] (see [17, Prop.3.4.1, Prop.3.4.2]).
Lemma 4.8.29. Let T be a topos. We have :
(i) The categoryMndT admits arbitrary limits and colimits.
(ii) In the categoryMndT , filtered colimits commute with all finite limits.
(iii) The forgetful functor ι :MndT → T that assigns to a monoid its underlying object of
T , commutes with all limits, and with all filtered colimits.
Proof. (iii): Commutation with limits holds because ι admits a left adjoint : namely, to an object
Σ of T one assigns the free monoid N
(Σ)
T generated by Σ, defined as the sheaf associated with
the presheaf of monoids
U 7→ N(Σ(U)) for every U ∈ Ob(T )
where N is the additive monoid of natural numbers (see remark 4.8.11(vii)). One verifies easily
that this T -monoid represents the functor
M 7→ HomT (Σ,M) MndT → Set.
Moreover, if I is any small category, and F : I → MndT any functor, one checks easily
that the limit of ι ◦ F can be endowed with a unique composition law (indeed, the limit of the
composition laws of the monoids Fi), such that the resulting monoid represents the limit of F .
A similar argument also shows thatMndT admits arbitrary filtered colimits, and that ι com-
mutes with filtered colimits. It is likewise easy to show that the product of two T -monoidsM
and N is also the coproduct of M and N . To complete the proof of (i), it suffices therefore
to show that any two maps f, g : M → N admit a coequalizer; the latter is obtained as the
coequalizer N ′ (in the category T ) of the two morphisms :
M ×N
µN ◦(g×1N )
//
µN◦(f×1N ) // N.
We leave to the reader the verification that the composition law of N descends to a (necessarily
unique) composition law on N ′.
(ii) follows from (iii) and the fact that the same assertion holds in T (remark 4.4.1(i)). 
Example 4.8.30. (i) For instance, if T = Set, the productM1 ×M2 of any two commutative
monoids is representable inMnd; its underlying set is the cartesian product ofM1 andM2, and
the composition law is the obvious one.
(ii) As usual, the kernel Kerϕ (resp. cokernel Cokerϕ) of a map of T -monoids ϕ : M → N
is defined as the fibre product (resp. push-out) of the diagram of T -monoids
M
ϕ−→ N ← 1T (resp. 1T ←M ϕ−→ N ).
Especially, ifM ⊂ N , one defines in this way the quotient N/M .
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(iii) Also, if T = Set, and ϕ1 : M → M1, ϕ2 : M → M2 are two maps in Mnd, the
push-out M1 ∐M M2 can be described as follows. As a set, it is the quotient (M1 ×M2)/∼,
where ∼ denotes the minimal equivalence relation such that
(m1, m2 · ϕ2(m)) ∼ (m1 · ϕ1(m), m2) for everym ∈M , m1 ∈M1,m2 ∈M2
and the composition law is the unique one such that the projectionM1 ×M2 → M1 ∐M M2 is
a map of monoids. We deduce the following :
Lemma 4.8.31. Let G be an abelian group. The following holds :
(i) If ϕ :M → N and ψ : M → G are two morphisms of monoids (in the topos T = Set),
G∐M N is the quotient (G×N)/≈, where ≈ is the equivalence relation such that :
(g, n) ≈ (g′, n′) ⇔ (ψ(a) · g, ϕ(b) · n) = (ψ(b) · g′, ϕ(a) · n′) for some a, b ∈M.
(ii) If ϕ : G → M and ψ : G → N are two morphisms of monoids, the set underlying
M∐GN is the set-theoretic quotient (M×N)/G for theG-action defined via (ϕ, ψ−1).
(iii) Especially, ifM is a monoid andG is a submonoid ofM , then the set underlyingM/G
is the set-theoretic quotient ofM by the translation action of G.
Proof. (i): One checks easily that the relation ≈ thus defined is transitive. Let ∼ be the equiv-
lence relation defined as in example 4.8.30(iii). Clearly :
(g, n · ψ(m)) ≈ (g · ϕ(m), n) for every g ∈ G, n ∈ N andm ∈M
hence (g, n) ∼ (g′, n′) implies (g, n) ≈ (g′, n′). Conversely, suppose that (ψ(a) · g, ϕ(b) · n) =
(ψ(b) · g′, ϕ(a) · n′) for some g ∈ G, n ∈ N and a, b ∈M . Then :
(g, n) = (g, ϕ(a) · ϕ(a)−1 · n) ∼ (ψ(a) · g, ϕ(a)−1 · n) = (ψ(b) · g′, ϕ(a)−1 · n)
as well as : (g′, n′) = (g′, ϕ(b) · ϕ(a)−1 · n) ∼ (ψ(b) · g′, ϕ(a)−1 · n). Hence (g, n) ∼ (g′, n′)
and the claim follows.
(ii) follows directly from example 4.8.30(iii), and (iii) is a special case of (ii). 
4.8.32. Let T be a topos. For any T -ring R, we let R-Mod be the category of R-modules
(defined in the usual way); especially, we may consider the T -ring ZT (the constant sheaf with
value Z : see (4.4.11)). Then ZT -Mod is the category of abelian T -groups. The forgetful
functor ZT -Mod→MndT admits a right adjoint :
MndT → ZT -Mod : M 7→M×.
The latter can be defined as the fibre product in the cartesian diagram :
M× //

M ×M
µM

1T
1M // M.
For i = 1, 2, let pi : M ×M → M be the projections, and p′i : M× → M the restriction of pi;
for every U ∈ Ob(T ), the image of p′i(U) : M×(U) → M(U) consists of all sections x which
are invertible, i.e. for which there exists y ∈ M(U) such that µM(x, y) = 1M . It is easily seen
that such inverse is unique, hence p′i is a monomorphism, p
′
1 and p
′
2 define the same subobject
of M , and this subobjectM× is the largest abelian T -group contained inM . We say thatM is
sharp, if M× = 1T . The inclusion functor, from the full subcategory of sharp T -monoids, to
MndT , admits a left adjoint
M 7→ M ♯ :=M/M×.
We callM ♯ the sharpening ofM .
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4.8.33. Let S be a submonoid of a commutative T -monoid M , and FS : MndT → Set the
functor that assigns to any commutative T -monoid N the set of all morphisms f : M → N
such that f(S) ⊂ N×. We claim that FS is representable by a T -monoid S−1M .
In case T = Set, one may realize S−1M as the quotient (S ×M)/∼ for the equivalence
relation such that (s1, x1) ∼ (s2, x2) if and only if there exists t ∈ S such that ts1x2 = ts2x1.
The composition law of S−1M is the obvious one; then the class of a pair (s, x) is denoted
naturally by s−1x. This construction can be repeated on a general topos : lettingX := S ×M ,
the foregoing equivalence relation can be encoded as the equalizerR of two mapsX×X×S →
M , and the quotient under this equivalence relation shall be represented by the coequalizer of
two other maps R→ X; the reader may spell out the details, if he wishes. Equivalently, S−1M
can be realized as the sheaf on (T, CT ) associated with the presheaf :
T →Mnd : U 7→ S(U)−1M(U)
(see remark 4.8.11(vii)). The natural morphism M → S−1M is called the localization map.
For T = Set, and f ∈M any element, we shall also use the standard notation :
Mf := S
−1
f M where Sf := {fn | n ∈ N}.
Lemma 4.8.34. Let f1 : M → N1 and f2 : M → N2 be morphisms of T -monoids, S ⊂ M ,
Si ⊂ N i (i = 1, 2) three submonoids, such that fi(S) ⊂ Si for i = 1, 2. Then the natural
morphism :
(S1 · S2)−1(N1 ∐M N2)→ S−11 N1 ∐S−1M S−12 N2
is an isomorphism.
Proof. One checks easily that both these T -monoids represent the functorMndT → Set that
assigns to any T -monoid P the pairs of morphisms (g1, g2) where gi : N i → P satisfies
gi(Si) ⊂ P×, for i = 1, 2, and g1 ◦ f1 = g2 ◦ f2. The details are left to the reader. 
4.8.35. The forgetful functor Z-ModT → MndT from abelian T -groups to commutative
T -monoids, admits a left adjoint
M 7→M gp := M−1M.
A commutative T -monoid M is said to be integral if the unit of adjunction M → M gp is a
monomorphism. The functorM 7→ Mgp commutes with all colimits, since all left adjoints do;
it does not commute with arbitrary limits (see example 4.8.36(v)).
We denote by Int.MndT the full subcategory ofMndT consisting of all integral monoids;
when T = Set, we omit the subscript, and write just Int.Mnd. The natural inclusion ι :
Int.MndT →MndT admits a left adjoint :
MndT → Int.MndT : M 7→M int.
Namely,M int is the image (in the category T ) of the unit of adjunctionM → M gp. It follows
easily that the category Int.MndT is cocomplete, since the colimit of a family (Mλ | λ ∈ Λ)
of integral monoids is represented by
(colim
λ∈Λ
ιMλ)
int.
Likewise, Int.MndT is complete, and limits commute with the forgetful functor to T ; to check
this, it suffices to show that
L := lim
λ∈Λ
ι(Mλ)
is integral. However, by lemma 4.8.29(iii) we have L ⊂ ∏λ∈ΛMλ ⊂ ∏λ∈ΛM gpλ , whence the
claim.
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Example 4.8.36. (i) Take T = Set; if M is any monoid, and a ∈ M is any element, we say
that a is regular, if the mapM → M given by the rule : x 7→ a · x is injective. It is easily seen
thatM is integral if and only if every element ofM is regular.
(ii) For an arbitrary topos T , notice that the T -monoid Ga associated with a presheaf of
groups G on T , is a T -group : indeed, the condition G× = G implies (Ga)× = Ga, since the
functor F 7→ F a is exact. More precisely, for every presheaf M of monoids on T , we have a
natural isomorphism :
(Mgp)a
∼→ (Ma)gp for every T -monoidM
since both functors are left adjoint to the forgetful functor from T -groups to presheaves of
monoids on T .
(iii) It follows from (ii) that a T -monoid M is integral if and only if M(U) is an integral
monoid, for every U ∈ Ob(T ). Indeed, if M is integral, then M(U) ⊂ M gp(U) for every
such U , so M(U) is integral. Conversely, by definition M gp is the sheaf associated with the
presheaf U 7→ M(U)gp; now, ifM(U) is integral, we haveM(U) ⊂M(U)gp, and consequently
M ⊂M gp, since the functor F 7→ F a is exact.
(iv) We also deduce from (ii) that the functor M 7→ Ma sends presheaves of integral
monoids, to integral T -monoids. Therefore we have a natural isomorphism :
(4.8.37) (M int)a
∼→ (Ma)int
as both functors are left adjoint to the forgetful functor from integral T -monoids, to presheaves
of monoids on T . In the same vein, it is easily seen that the forgetful functor Int.MndT → T
commutes with filtered colimits : indeed, (4.8.37) and lemma 4.8.29(iii) reduce the assertion
to showing that the colimit of a filtered system of presheaves of integral monoids is integral,
which can be verified directly.
(v) Take T = Set, and let ϕ : M → N be an injective map of monoids; if N (hence M) is
integral, one sees easily that the induced map ϕgp : Mgp → Ngp is also injective. This may fail,
when N is not integral : for instance, ifM is any integral monoid, and N := M◦ is the pointed
monoid associated withM as in remark 4.8.14(iv), then for the natural inclusion i : M → M◦
we have igp = 0, since (M◦)
gp = {1}.
Lemma 4.8.38. Let T be a topos with enough points,M an integral T -monoid, and N ⊂M a
T -submonoid. ThenM/N is an integral T -monoid.
Proof. In light of example 4.8.36(iv), we are reduced to the case where T = Set. Moreover,
since the natural morphismM/N → N−1M/N gp is an isomorphism, we may assume thatN is
an abelian group. Now, notice that (M/N)gp = M gp/N since the functor P 7→ P gp commutes
with colimits. On the other hand, M/N is the set-theoretic quotient of M by the translation
action of N (lemma 4.8.31(iii)). This shows that the unit of adjunction M/N → (M/N)gp is
injective, as required. 
4.8.39. LetM be an integral monoid. Classically, one says thatM is saturated, if we have :
M = {a ∈ Mgp | an ∈M for some integer n > 0}.
In order to globalize the class of saturated monoid to arbitrary topoi, we make the following :
Definition 4.8.40. Let T be a topos, ϕ : M → N a morphism of integral T -monoids.
(i) We say that ϕ is exact if the diagram of commutative T -monoids
Dϕ :
M
ϕ //

N

M gp
ϕgp // Ngp
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is cartesian (where the vertical arrows are the natural morphisms).
(ii) For any integer k > 0, the k-Frobenius map ofM is the endomorphism kM ofM given
by the rule : x 7→ xk for every U ∈ Ob(T ) and every x ∈ M(U). We say that M is
k-saturated, if kM is an exact morphism.
(iii) We say thatM is saturated, ifM is integral and k-saturated for every integer k > 0.
We denote by Sat.MndT the full subcategory of Int.MndT whose objects are the saturated
T -monoids. As usual, when T = Set, we shall drop the subscript, and just write Sat.Mnd for
this category. The above definition (and several of the related results in section 6.2) is borrowed
from [109].
Remark 4.8.41. (i) Clearly, when T = Set, definition 4.8.40(iii) recovers the classical no-
tion of saturated monoid. Again, for usual monoids, it is easily seen that the forgetful functor
Sat.Mnd → Int.Mnd admits a left adjoint, that assigns to any integral monoid M its satu-
rationM sat. The latter is the monoid consisting of all elements x ∈Mgp such that xk ∈ M for
some integer k > 0; especially, the torsion subgroup of Mgp is always contained inM sat. The
easy verification is left to the reader. Clearly, M is saturated if and only if M = M sat. More
generally, the unit of adjunctionM →M sat is just the inclusion map.
(ii) For a general topos T , and a morphismϕ as in definition 4.8.40(i), notice that ϕ is exact if
and only if the induced map of monoids ϕ(U) : M(U)→ N(U) is exact for every U ∈ Ob(T ).
Indeed, if Dϕ is cartesian, then the same holds for the induced diagram Dϕ(U) of monoids;
since the natural map M(U)gp → Mgp(U) is injective (and likewise for N ), it follows easily
that the diagram of monoids Dϕ(U) is cartesian, i.e. ϕ(U) is exact. For the converse, notice that
Dϕ is of the form (hDϕ)a, where h : T → T∧ is the Yoneda embedding, and F 7→ F a denotes
the associated sheaf functor T∧ → (T, CT )∼ = T ; the assumption means that hD is a cartesian
diagram in T∧, hence D is exact in T , since the associated sheaf functor is exact.
(iii) Example 4.8.36(iii) and (ii) imply that a T -monoidM is saturated, if and only ifM(U)
is a saturated monoid, for every U ∈ Ob(T ). We also remark that, in view of example 4.8.36(ii),
the functor F 7→ F a takes presheaves of k-saturated (resp. saturated) monoids, to k-saturated
(resp. saturated) T -monoids : indeed, if η : M → M gp is the unit of adjunction for a presheaf
of monoidsM , then ηa : Ma → (M gp)a = (Ma)gp is the unit of adjunction for the associated
T -monoid, hence it is clear the functor F 7→ F a preserves exact morphisms.
(iv) It follows easily that the inclusion functor Sat.MndT → Int.MndT admits a left
adjoint, namely the functor
Int.MndT → Sat.MndT : M 7→M sat
that assigns toM the sheaf associated with the presheaf U →M ′(U) := M(U)sat on T (notice
that the functor M 7→ M ′ from presheaves of integral monoids, to presheaves of saturated
monoids, is left adjoint to the inclusion functor). Just as in example 4.8.36(iv), we deduce a
natural isomorphism
(4.8.42) (M sat)a
∼→ (Ma)sat for every T -monoidM
since both functors are left adjoint to the forgetful functor from Sat.MndT , to presheaves of
integral monoids on T .
(v) By the usual general nonsense, the saturation functor commutes with all colimits. More-
over, the considerations of (4.8.35) can be repeated for saturated monoids : first, the category
Sat.MndT is cocomplete, and arguing as in example 4.8.36(iv), one checks that filtered col-
imits commute with the forgetful functor Sat.MndT → T ; next, if F : Λ → Sat.MndT is a
functor from a small category Λ, then for each integer k > 0, the induced diagram of integral
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monoids
lim
Λ
DkF :
lim
Λ
F
limΛ kF //

lim
Λ
F

lim
Λ
F gp
limΛ k
gp
F // lim
Λ
F gp
is cartesian; since the natural morphism
(lim
Λ
F )gp → lim
Λ
F gp
is a monomorphism, it follows easily that the limit of F is saturated, hence Sat.MndT is
complete, and furthermore all limits commute with the forgetful functor to T .
4.8.43. In view of remark 4.8.11(i,ii,iii), a morphism of topoi f : T → S induces functors :
(4.8.44) f∗ :MndT →MndS f ∗ :MndS →MndT
and one verifies easily that (4.8.44) is an adjoint pair of functors.
Lemma 4.8.45. Let f : T → S be a morphism of topoi,M an S-monoid. We have :
(i) IfM is integral (resp. saturated), f ∗M is an integral (resp. saturated) T -monoid.
(ii) More precisely, there is a natural isomorphism :
f ∗(M int)
∼→ (f ∗M)int (resp. f ∗(M sat) ∼→ (f ∗M)sat, ifM is integral).
(iii) If ϕ is an exact morphism of integral S-monoids, then f ∗ϕ is an exact morphism of
integral T -monoids.
Proof. To begin with, notice that the adjoint pair (f ∗, f∗) of (4.8.44) restricts to a corresponding
adjoint pair of functors between the categories of abelian T -groups and abelian S-groups (since
the condition G = G× for monoids, is preserved by any left exact functor).
There follows a natural isomorphism :
(f ∗M)gp
∼→ f ∗(M gp) for every S-monoidM
since both functors are left adjoint to the functor f∗ from abelian T -groups to S-monoids. Now,
ifM is an integral S-module, and η : M → M gp is the unit of adjunction, it is easily seen that
f ∗η : f ∗M → (f ∗M)gp is also the unit of adjunction. From this and proposition 4.4.8(iii), we
deduce the assertion concerning f ∗(M int).
By the same token, we get assertion (iii) of the lemma. Especially, ifM is saturated, then the
same holds for f ∗M . The assertion concerning f ∗(M sat) follows by the usual argument. 
Lemma 4.8.46. (i) The functor f ∗ of (4.8.44) commutes with all finite limits and all colimits.
(ii) Let P(T,M) be the property “M is an integral (resp. saturated) T -monoid”. Then P
can be checked on every conservative set of morphisms of topoi (see definition 4.7.11(v).)
Proof. (i): Concerning finite limits, in light of lemma 4.8.29(iii) we are reduced to the assertion
that f ∗ : S → T is left exact, which holds by definition. Next f ∗ commutes with colimits,
because it is a left adjoint.
(ii): A T -monoid M is integral if and only if the unit of adjunction η : M → M int is an
isomorphism. However, f ∗(M int)
∼→ (f ∗M)int, by lemma 4.8.45(ii), and f ∗η : M → (f ∗M)int
is the unit of adjunction. The assertion is an immediate consequence. The same argument
applies as well to saturated T -monoids. 
Example 4.8.47. (i) For instance, the unique morphism of topoi Γ : T → Set (see proposition
4.4.12(i,ii)) induces a pair of adjoint functors :
(4.8.48) MndT →Mnd : M 7→ Γ(T,M) and Mnd→MndT : P 7→ PT
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where PT is the constant sheaf of monoids on (T, CT ) with value P .
(ii) Specializing lemma 4.8.45(ii) to this adjoint pair, we obtain natural isomorphisms :
(4.8.49) (MT )
int ∼→ (M int)T (MT )sat ∼→ (M sat)T
of functorsMnd→ Int.MndT and Int.Mnd→ Sat.MndT . Especially, ifM is an integral
(resp. saturated) monoid, then the constant T -monoidMT is integral (resp. saturated).
(iii) If ξ is any T -point, notice also that the stalkMT,ξ is isomorphic toM , since ξ is a section
of Γ : T → Set.
4.8.50. Let T be a topos, R a T -ring. We have a forgetful functor R-Alg → MndT that
assigns to a (unital, commutative) R-algebra (A,+, ·, 1A) its multiplicative T -monoid (A, ·).
If T = Set, this functor admits a left adjoint Mnd → R-Alg : M 7→ R[M ]. Explicitly,
R[M ] =
⊕
x∈M xR, and the multiplication law is uniquely determined by the rule :
xa · yb := (x · y)ab for every x, y ∈M and a, b ∈ R.
For a general topos T , the above construction globalizes to give a left adjoint
(4.8.51) MndT → R-Alg : M 7→ R[M ].
The latter is the sheaf on (T, CT ) associated with the presheaf U 7→ R(U)[M(U)], for every
U ∈ Ob(T ). The functor (4.8.51) commutes with arbitrary colimits (since it is a left adjoint);
especially, if M → M 1 and M → M2 are two morphisms of monoids, we have a natural
identification :
(4.8.52) R[M 1 ∐M M2] ∼→ R[M 1]⊗R[M ] R[M 2].
By inspecting the universal properties, we also get a natural isomorphism :
(4.8.53) S−1R[M ]
∼→ R[S−1M ]
for every monoidM and every submonoid S ⊂M .
4.8.54. Likewise, if M is any T -monoid, let R[M ]-Mod denote as usual the category of
modules over the T -ring R[M ]; we have a forgetful functor R[M ]-Mod → M -Mod. When
T = Set, this functor admits a left adjoint M-Mod → R[M ]-Mod : S 7→ R[S]. Explicitly,
R[S] is the free R-module with basis given by S, and the R[M ]-module structure on R[S] is
determined by the rule:
xa · sb := µS(x, s)ab for every x ∈M , s ∈ S and a, b ∈ R.
For a general topos T , this construction globalizes to give a left adjoint
M -Mod→ R[M ]-Mod : (S, µS) 7→ R[S]
which is defined as the sheaf associated with the presheaf U 7→ R(U)[S(U)] in T∧.
4.9. Torsors on a topos. In this section we discuss torsors over (not necessarily abelian) group
objects of a topos. Then we explain some basic notions concerning the points of the e´tale and
Zariski topoi of a scheme, and we conclude with the proof of Hilbert’s theorem 90 (lemma
4.9.27(iv)).
Definition 4.9.1. Let T be a topos, and G a T -group.
(i) A left G-torsor is a left G-module (X, µX), inducing an isomorphism
(µX , pX) : G×X → X ×X
(where pX : G×X → X is the natural projection) and such that there exists a covering
morphism U → 1T in T for which X(U) 6= ∅. This is the same as saying that the
unique morphismX → 1T is an epimorphism.
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(ii) A morphism of left G-torsors is just a morphism of the underlying G-modules. Like-
wise, we define right G-torsors, G-bitorsors, and morphisms between them. We let:
H1(T,G)
be the set of isomorphism classes of right G-torsors.
(iii) A (left or right or bi-) G-torsor (X, µX) is said to be trivial, if Γ(T,X) 6= ∅.
Remark 4.9.2. (i) In the situation of definition 4.9.1, notice that H1(T,G) always contains a
distinguished element, namely the class of the trivial G-torsor (G, µG).
(ii) Conversely, suppose that (X, µX) is a trivial left G-torsor, and say that σ ∈ Γ(T,X);
then we have a cartesian diagram :
G
µσ //

X
1X×σ

G×X (µX ,pX) // X ×X
which shows that (X, µX) is isomorphic to (G, µG) (and likewise for right G-torsors).
(iii) Notice that every morphism f : (X, µX) → (X ′, µX′) of G-torsors is an isomorphism.
Indeed, the assertion can be checked locally on T (i.e., after pull-back by a covering morphism
U → 1T ). Then we may assume that X admits a global section σ ∈ Γ(T,X), in which case
σ′ := σ ◦ f ∈ Γ(T,X ′). Then, arguing as in (ii), we get a commutative diagram :
G
µσ
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦ µσ′
  ❆
❆❆
❆❆
❆❆
X
f // X ′
where both µσ and µσ′ are isomorphisms, and then the same holds for f .
(iv) The tensor product of a G-bitorsor and a left G-bitorsor is a left G-torsor. Indeed the
assertion can be checked locally on T , so we are reduced to checking that the tensor product of
a trivial G-bitorsors and a trivial left G-torsor is the trivial left G-torsor, which is obvious.
(v) Likewise, ifG1 → G2 is any morphism of T -groups, andX is a leftG1-torsor, it is easily
seen that the base changeG2⊗G1 X yields a left G2-torsor (and the same holds for right torsors
and bitorsors). Hence the rule G 7→ H1(T,G) is a functor from the category of T -groups, to
the category of pointed sets. One can check that H1(T,G) is an essentially small set (see [54,
Chap.III, §3.6.6.1]).
(vi) Let f : T → S be a morphism of topoi; if X is a left G-torsor, the f∗G-module f∗X is
not necessarily a f∗G-torsor, since we may not be able to find a covering morphism U → 1S
such that f∗X(U) 6= ∅. On the other hand, if H a S-group and Y a left H-torsor, then it is
easily seen that f ∗Y is a left f ∗H-torsor.
4.9.3. Let f : T ′ → T be a morphism of topoi, and G a T ′-monoid; we define a U-presheaf
R1f∧∗ G on T , by the rule :
U 7→ H1(T ′/f ∗U,G|f∗U).
(More precisely, since this set is only essentially small, we replace it by an isomorphic small
set). If ϕ : U → V is any morphism in T , and X is any G|f∗V -torsor, then X ×f∗V f ∗U is
a G|f∗U -torsor, whose isomorphism class depends only on the isomorphism class of X; this
defines the map R1f∧∗ G(ϕ), and it is clear that R
1f∧∗ G(ϕ ◦ ψ) = R1f∧∗ G(ψ) ◦ R1f∧∗ G(ϕ), for
any other morphism ψ : W → U in T . Lastly, we denote by :
R1f∗G
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the sheaf on (T, CT ) associated with the presheaf R
1f∧∗ G. Notice that the object R
1f∗G is
pointed, i.e. it is endowed with a natural global section :
τf,G : 1T → R1f∗G
namely, the morphism associated with the morphism of presheaves 1T → R1f∧∗ G which, for
every U ∈ Ob(T ), singles out the isomorphism class τf,G(U) ∈ R1f∧∗ G(U) of the trivial
G|f∗U -torsor.
4.9.4. Let g : T ′′ → T ′ be another morphism of topoi, and G a T ′′-group. Notice that :
f ∗∧R1g∧∗G = R
1(f ◦ g)∧∗G
hence the natural morphism (in T ′∧) R1f∧∗ G → R1f∗G induces a morphism R1(f ◦ g)∧∗G →
f ∗∧R1g∗G in T
∧, which yields, after taking associated sheaves, a morphism in T :
(4.9.5) R1(f ◦ g)∗G→ f∗R1g∗G.
One sees easily that this is a morphism of pointed objects of T , i.e. the image of the global
section τf◦g,G under this map, is the global section f∗τg,G.
Next, suppose that U ∈ Ob(T ) and X is any g∗G|f∗U -torsor (on T ′/f ∗U); we may form
the g∗g∗G|g∗f∗U -torsor g
∗X , and then base change along the natural morphism g∗g∗G → G, to
obtain the G|g∗f∗U -torsor G ⊗g∗g∗G g∗X . This rule yields a map R1f∧∗ (g∗G) → R1(f ◦ g)∧∗G,
and after taking associated sheaves, a natural morphism of pointed objects :
(4.9.6) R1f∗(g∗G)→ R1(f ◦ g)∗G.
Remark 4.9.7. As a special case, let h : S ′ → S be a morphism of topoi, H a S ′-group. If we
take T ′′ := S ′, T ′ := S, g := h and f : S → Set the (essentially) unique morphism of topoi,
(4.9.6) and (4.9.5) boil down to maps of pointed sets :
(4.9.8) H1(S, h∗H)→ H1(S ′, H)→ Γ(S,R1h∗H).
These considerations are summarized in the following :
Theorem 4.9.9. In the situation of (4.9.4), there exists a natural exact sequence of pointed
objects of T :
1T → R1f∗(g∗G)→ R1(f ◦ g)∗G→ f∗R1g∗G.
Proof. The assertion means that (4.9.6) identifies R1f∗(g∗G) with the subobject :
R1(f ◦ g)∗G×f∗R1g∗G f∗τg,G
(briefly : the preimage of the trivial global section). We begin with the following :
Claim 4.9.10. In the situation of remark 4.9.7, the sequence of maps (4.9.8) identifies the
pointed set H1(S, h∗H) with the preimage of the trivial global section τh,H of R
1h∗H .
Proof of the claim. Notice first that a global section Y of R1h∧∗H maps to the trivial section
τh,H of R
1h∗H if and only if there exists a covering morphism U → 1S in (S, CS), such that
Y (h∗U) 6= ∅. Thus, let X be a right h∗H-torsor; the image in H1(S ′, H) of its isomorphism
class is the class of the H-torsor Y := h∗X ⊗h∗h∗H H . The latter defines a global section of
R1h∗H . However, by definition there exists a covering morphism U → 1S such that X(U) 6=
∅, hence also h∗X(h∗U) 6= ∅, and therefore Y (h∗U) 6= ∅. This shows that the image of
H1(S, h∗H) lies in the preimage of τh,H .
Moreover, notice that h∗Y (U) 6= ∅, hence h∗Y is a h∗H-torsor. Now, let εH : h∗h∗H → H
(resp. ηh∗H : h∗H → h∗h∗h∗H) be the counit (resp. unit of adjunction); we have a natural
morphism α : h∗X → Y(εH) of h∗h∗H-modules, whence a morphism :
h∗α : h∗h
∗X → h∗Y(h∗εH )
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of h∗h
∗h∗H-modules. On the other hand, the unit of adjunction ηX : X → h∗h∗X(ηh∗H) is a
morphism of h∗H-modules (remark 4.8.11(v)). Since h∗εH ◦ ηh∗H = 1h∗H (see (1.1.13)), the
composition h∗α ◦ ηX is a morphism of h∗H-modules, hence it is an isomorphism, by remark
4.9.2(iii). This implies that the first map of (4.9.8) is injective.
Conversely, suppose that the class of a H-torsor X ′ gets mapped to τh,H ; we need to show
that the class ofX ′ lies in the image ofH1(S, h∗H). However, the assumption means that there
exists a covering morphism U → 1S such that X ′(h∗U) 6= ∅; by adjunction we deduce that
h∗X
′(U) 6= ∅, hence h∗X ′ is a h∗H-torsor. In order to conclude, it suffices to show that the
image inH1(S ′, H) of the class of h∗X
′ is the class of X .
Now, the counit of adjunction h∗h∗X
′ → X ′ is a morphism of h∗h∗H-modules (remark
4.8.11(v)); by adjunction it induces a map h∗h∗X
′ ⊗h∗h∗H H → H of H-torsors, which must
be an isomorphism, according to remark 4.9.2(iii). ♦
If we apply claim 4.9.10 with S := T ′/f ∗U , S ′ := T ′′/(g∗f ∗U) and h := g/(g∗f ∗U), for U
ranging over the objects of T , we deduce an exact sequence of presheaves of pointed sets :
1T → R1f∧∗ (g∗H)→ R1(f ◦ g)∧∗G→ f ∗∧R1g∗G
from which the theorem follows, after taking associated sheaves. 
4.9.11. Let f : T ′ → T be a morphism of topoi, U an object of T , G a T ′-group, p : X → U
a right G|U -torsor. Then, for every object V of T we have an induced sequence of maps of sets
X(f ∗V )
p∗−→ U(f ∗V ) ∂−→ R1f∧∗ G(V )
where p∗ is deduced from p, and for every σ ∈ U(f ∗V ), we let ∂(σ) be the isomorphism class of
the rightG|f∗V -torsor (X×U f ∗V → f ∗V ). Clearly the image of p∗ is precisely the preimage of
(the isomorphism class of) the trivial G|f∗V -torsor. After taking associated sheaves, we deduce
a natural sequence of morphisms in T :
(4.9.12) f∗X
p−→ f∗U ∂−→ R1f∗G
such that the preimage of the global section τf,G is precisely the image in Γ(T
′, U) of the set of
global sections of X .
4.9.13. A ringed topos is a pair (T,OT ) consisting of a topos T and a (unital, associative)
T -ring OT , called the structure ring of T . A morphism f : (T,OT ) → (S,OS) of ringed topoi
is the datum of a morphism of topoi f : T → S and a morphism of T -rings :
f ♮ : f ∗OS → OT .
We denote, as usual, by O×T ⊂ OT the subobject representing the invertible sections of OT . For
every object U of T , and every s ∈ OT (U), let D(s) ⊂ U be the subobject such that :
HomT (V,D(s)) := {ϕ ∈ U(V ) | ϕ∗s ∈ O×T (V )}.
We say that (T,OT ) is locally ringed, if D(0) = ∅T (the initial object of T ), and moreover
D(s) ∪D(1− s) = U for every U ∈ Ob(T ), and every s ∈ OT (f).
A morphism of locally ringed topoi f : (T,OT )→ (S,OS) is a morphism of ringed topoi such
that
f ∗D(s) = D(f ♮(U)(f ∗s)) for every U ∈ Ob(S) and every s ∈ OS(U).
If T has enough points, then (T,OT ) is locally ringed if and only if the stalks OT,ξ of the
structure ring at all the points ξ of T are local rings. Likewise, a morphism f : (T,OT ) →
(S,OS) of ringed topoi is locally ringed if and only if, for every T -point ξ, the induced map
OS,f(ξ) → OT,ξ is a local ring homomorphism.
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4.9.14. In the rest of this section we present a few results concerning the special case of
topologies on a scheme. Hence, for any scheme X , we shall denote by Xe´t (resp. by XZar) the
small e´tale (resp. the small Zariski) site on X . It is clear that XZar is a small site, and it is not
hard to show that Xe´t is a U-site ([7, Exp.VII, §1.7]). The inclusion of underlying categories :
uX : XZar → Xe´t
is a continuous functor (see definition 4.2.1(i)) commuting with finite limits, whence a mor-
phism of topoi :
u˜X := (u˜
∗
X , u˜X∗) : X
∼
e´t → X∼Zar.
such that the diagram of functors :
XZar
uX //

Xe´t

X∼Zar
u˜∗X // X∼e´t
commutes, where the vertical arrows are the Yoneda embeddings (lemma 4.2.11).
The topoi X∼Zar and X
∼
e´t are locally ringed in a natural way, and by faithfully flat descent, we
see easily that u˜X∗OXe´t = OXZar . By inspection, u˜X is a morphism of locally ringed topoi.
4.9.15. For any ringR (of our fixed universe U), denote by Sch/R the category of R-schemes,
and by Sch/RZar (resp. Sch/Re´t) the big Zariski (resp. e´tale) site on Sch/R. For R = Z,
we shall usually just write SchZar and Sche´t for these sites. The morphisms uX of (4.9.13) are
actually restrictions of a single morphism of sites :
u : SchZar → Sche´t
which, for every universe V such that U ∈ V, induces a morphism of V-topoi :
u˜V : (Sche´t)
∼
V → (SchZar)∼V .
4.9.16. Let X be scheme; a geometric point of X is a morphism of schemes ξ : Spec κ →
X , where κ is an arbitrary separably closed field. Notice that both the Zariski and e´tale
topoi of Spec κ are equivalent to the category Set, so ξ induces a topos-theoretic point ξ∼e´t :
(Specκ)∼e´t → X∼e´t of X∼e´t (and likewise for X∼Zar). A basic feature of both the Zariski and e´tale
topologies, is that every point of X∼Zar and X
∼
e´t arise in this way.
More precisely, we say that two geometric points ξ and ξ′ of X are equivalent, if there
exists a third such point ξ′′ which factors through both ξ and ξ′. It is easily seen that this is an
equivalence relation on the set of geometric points of X , and two topos-theoretic points ξ∼e´t and
ξ′∼e´t are isomorphic if and only if the same holds for the points ξ
∼
Zar and ξ
′∼
Zar, if and only if ξ is
equivalent to ξ′.
Definition 4.9.17. Let X be a scheme, x a point of X , and x : Spec κ→ X a geometric point.
(i) We let κ(x) be the residue field of the local ring OX,x, and set
|x| := Spec κ(x) κ(x) := κ |x| := Specκ(x)
If {x} ⊂ X is the image of x, we say that x is localized at x, and that x is the support of x. We
say that x is strict if κ(x) is a separable closure of κ(x).
(ii) We associate with x a strict geometric point xst, as follows. Let κ(xst) be the separable
closure of κ(x) inside κ(x); the inclusion κ(xst) ⊂ κ(x) defines a morphism of schemes :
(4.9.18) |x| → |xst| := Specκ(xst)
and x is the composition of (4.9.18) and a unique strict geometric point localized at x
xst : |xst| → X.
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(iii) The localization of X at x is the local scheme
X(x) := SpecOX,x.
The strict henselization of X at x is the strictly local scheme
X(x) := SpecOX,x
where OX,x denotes the strict henselization of OX,x relative to the geometric point x ([44, Ch.IV,
De´f.18.8.7]) (recall that a local ring is called strictly local, if it is henselian with separably
closed residue field; a scheme is called strictly local, if it is the spectrum of a strictly local ring:
see [44, Ch.IV, De´f.18.8.2]). By definition, the geometric point x lifts to a unique geometric
point of X(x), which shall be denoted again by x.
(iv) Moreover, we shall denote by
ix : X(x)→ X ix : X(x)→ X(x)
the natural morphisms of schemes, and if F is any sheaf onXZar (resp. Xe´t), we let
F (x) := i∗xF F (x) := i
∗
xF (x)
so F (x) is a sheaf onX(x)Zar (resp. X(x)e´t) and F (x) is a sheaf onX(x)Zar (resp. X(x)e´t).
(v) If f : Y → X is any morphism of schemes, we let
f−1(x) := Y ×X |x| f−1(x) := Y ×X |x| Y (x) := Y ×X X(x) Y (x) := Y ×X X(x).
Also, if y is any geometric point of Y , we define f(y) as the geometric point f ◦y ofX , and we
call f(y)st the strict image of y inX . Notice that the natural identification |y| = |f(y)| induces
a morphism of schemes :
|yst| → |f(y)st|.
4.9.19. Many discussions concerning the Zariski or e´tale site of a scheme, only make appeal
to general properties of these two topologies, and therefore apply indifferently to either of them,
with only minor verbal changes. For this reason, to avoid tiresome repetitions, the following
notational device is often useful. Namely, instead of referring each time to XZar and Xe´t in
the course of an argument, we shall write just Xτ , with the convention that τ ∈ {Zar, e´t} has
been chosen arbitrarily at the beginning of the discussion. In the same manner, a τ -point of
X will mean a point of the topos X∼τ , and a τ -open subset of X will be any object of the site
Xτ . With this convention, a Zar-point is a usual point of X , whereas an e´t-point shall be a
geometric point. Likewise, if ξ is a given τ -point of X , the localization X(ξ) makes sense
for both topologies : if τ = e´t, then X(ξ) is the strict henselization as in definition 4.9.17(ii);
if τ = Zar, then X(ξ) is the usual localization of X at the (Zariski) point ξ. If τ = e´t, the
support of ξ is given by definition 4.9.17(i); if τ = Zar, then the support of ξ is just ξ itself (and
correspondingly, in this case ξ is localized at ξ). Furthermore, OX,ξ is a local ring if τ = Zar,
and it is a strictly local ring, in case τ = e´t.
4.9.20. Let f : X → Y be a morphism of schemes, x a geometric point of X , and set
y := f(x). The natural morphism fx : X(x) → Y (y) induces a unique local morphism of
strictly local schemes
fx : X(x)→ Y (y)
([44, Ch.IV, Prop.18.8.8(ii)]) that fits in a commutative diagram :
|x| x // X(x)
fx

ix // X(x)
fx

ix // X
f

|y| y // Y (y) iy // Y (y) iy // Y.
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Let now F be any sheaf on Ye´t; there follows a natural isomorphism :
f ∗xF (y)
∼→ (f ∗F )(x).
Notice also the natural bijections :
(4.9.21)
Fy
∼→ Γ(Y (y),F (y)) ∼→ Γ(|y|, y∗F (y))
f ∗Fx
∼→ Γ(X(x), f ∗F (x)) ∼→ Γ(|x|, x∗f ∗F (x))
which induce a natural identification :
(4.9.22) Fy
∼→ f ∗Fx : σ 7→ f ∗x(σ).
4.9.23. Let X be a scheme, x, x′ ∈ X any two points, such that x is a specialization of x′.
Choose a geometric point x localized at x. The localization mapOX,x → OX,x′ induces a natural
specialization morphism of X-schemes :
X(x′)→ X(x).
SetW := X(x)×X(x)X(x′). The natural map g : W → X(x′) is faithfully flat, and is the limit
of a cofiltered system of e´tale morphisms; hence we may find w ∈ W lying over the closed
point of X(x′), and the induced map κ(x′) → κ(w) is algebraic and separable. Choose also a
geometric point w of W localized at w, and set x′ := g(w). Then g induces an isomorphism
gw :W (w)
∼→ X(x′), whence a unique morphism
(4.9.24) X(x′)→ X(x)
which makes commute the diagram :
W (w)
gw //
iw

X(x′)

ix′ // X(x′)

W (w) // X(x)
ix // X(x)
where the left bottom arrow is the natural projection, and the right-most vertical arrow is the
specialization map. In this situation, we say that x is a specialization of x′ (and that x′ is
a generization of x), and we call (4.9.24) a strict specialization morphism. Combining with
(4.9.21), we obtain the strict specialization map induced by (4.9.24)
(4.9.25) Gx → Gx′
for every sheaf G onXe´t.
Remark 4.9.26. (i) In the situation of (4.9.20), suppose that G = f ∗F for a sheaf F on Ye´t.
Then (4.9.25) is a map Ff(x) → Ff(x′). By inspecting the definition, it is easily seen that the
latter agrees with the strict specialization map for F induced by a unique strict specialization
morphism Y (f(x′))→ Y (f(x)).
(ii) Notice that (4.9.24) and (4.9.25) depend not only on the choice of w (which may not be
unique, when X(x) is not unibranch) but also on the geometric point w. Indeed, the group
of automorphisms of the X(x′)-scheme X(x′) is naturally isomorphic to the Galois group
Gal(κ(x′)s/κ(x′)) ([44, Ch.IV, (18.8.8.1)]).
Lemma 4.9.27. Let X be a scheme, F a sheaf on Xe´t. We have :
(i) The counit of the adjunction εF : u˜
∗
X ◦ u˜X∗F → F is a monomorphism.
(ii) Suppose there exist a sheaf G on XZar, and an epimorphism f : u˜∗G → F (resp. a
monomorphism f : F → u˜∗G ). Then εF is an isomorphism.
(iii) The functor u˜∗X is fully faithful.
(iv) (Hilbert 90) R1u˜X∗O
×
Xe´t
= 1XZar .
344 OFER GABBER AND LORENZO RAMERO
Proof. (i): The assertion can be checked on the stalks. Hence, let ξ be any geometric point of
X; we have to show that the natural map (u˜X∗F )ξ → Fξ is injective. To this aim, say that
s, s′ ∈ (u˜X∗F )ξ, and suppose that the image of s in Fξ agrees with the image of s′; we may
find an open neighborhood U of ξ in XZar, such that s and s
′ lie in the image of F (U), and by
assumption, there exists an e´tale morphism f : V → U such that the images of s and s′ coincide
in F (V ). However, f(V ) ⊂ U is an open subset ([42, Ch.IV, Th.2.4.6]), and the induced map
V → f(V ) is a covering morphism in Xe´t; it follows that the images of s and s′ agree already
in F (f(V )), therefore also in (u˜X∗F )ξ.
(iii): According to proposition 1.1.20(iii), it suffices to show that the unit of the adjunction
ηG : G → u˜X∗ ◦ u˜∗XG is an isomorphism, for every G ∈ Ob(X∼Zar). However, we have
morphisms :
u˜∗XG
u˜∗X(ηG )−−−−−→ u˜∗X ◦ u˜X∗ ◦ u˜∗XG
εu˜∗
X
G−−−→ u˜∗XG .
whose composition is the identity of u˜∗XG (see (1.1.13)); also, (i) says that εu˜∗XG is a monomor-
phism, and then it follows formally that it is actually an isomorphism (e.g. from the dual of [16,
Prop.1.9.3]). Hence the same holds for u˜∗X(ηG ), and by considering the stalks of the latter, we
conclude that also ηG is an isomorphism, as required.
(ii): Suppose first that f : u˜∗G → F is an epimorphism. We have just seen that ηG is an
isomorphism, therefore we have a morphism u˜∗ ◦ u˜∗f : u˜∗G → u˜∗ ◦ u˜∗F whose composition
with εF is f ; especially, εF is an epimorphism, so the assertion follows from (i).
In the case of a monomorphism f : F → u˜∗G , set H := u˜∗G ∐F u˜∗G ; we may represent
f as the equalizer of the two natural maps j1, j2 : u˜
∗G → H . However, the natural morphism
u˜∗(G ∐ G )→ H is an epimorphism, hence the counit εH is an isomorphism, by the previous
case. Then (iii) implies that ji = u˜
∗j′i for morphisms j
′
i : G → u˜∗H (i = 1, 2). Let F ′ be
the equalizer of j′1 and j
′
2; then u˜
∗F ′ ≃ F , and since we have already seen that the unit of
adjunction is an isomorphism, the assertion follows from the triangular identitities of (1.1.13).
(iv): The assertion can be checked on the stalks. To ease notation, set F := R1u˜X∗O
×
Xe´t
.
Let ξ be any geometric point of X , and say that s ∈ Fξ; pick a (Zariski) open neighborhood
U ⊂ X of ξ such that s lies in the image of F (U). We may then find a Zariski open covering
(Uλ → U | λ ∈ Λ) of U , such that the image of s in F (Ui) is represented by a O×Uλ,e´t-torsor on
Uλ,e´t, for every λ ∈ Λ. After replacing U by any Uλ containing the support of ξ, we may assume
that s is the image of the isomorphism class of some O×Ue´t-torsor Xe´t on Ue´t. By faithfully flat
descent, there exist a O×UZar-torsorX on UZar, and an isomorphism of O
×
Ue´t
-torsors :
Xe´t
∼→ O×Ue´t ⊗u˜∗UO×UZar u˜
∗
UX.
However, after replacing U by a smaller open neighborhood of ξ, we may suppose thatX(U) 6=
∅, therefore Xe´t(U) 6= ∅ as well, i.e. s is the image of the trivial section of F (U). 
5. STACKS
Let (C , J) be any site, and consider the rule that assigns to every U ∈ Ob(C ) the category
(U, JU)
∼ of sheaves on C /U , for the topology JU induced by J via the source functor C /U →
C . Every morphism g : U ′ → U of C induces a pull-back functor g˜∗ : (U, JU)∼ → (U ′, JU ′)∼,
but if g′ : U ′′ → U ′ is another such morphism, the composition g˜′∗ ◦ g˜∗ is not usually equal, but
only isomorphic to the pull-back functor induced by g ◦ g′. Moreover, given a covering family
(Ui → U | i ∈ I), we can describe the category (U, JU)∼ only up to equivalence in terms of the
corresponding categories on the Ui and their intersections; this “gluing up to equivalence” is a
2-categorical manipulation of descent data relative to the given covering, so it involves not only
double intersections Ui×Uj , but also triple intersections. Summing up, the rule U 7→ (U, JU)∼
does not quite define a sheaf of categories on C, but rather a kind of 2-categorical analogue of
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the latter : it is the first example of a structure that is often encountered in algebraic geometry,
and whose systematic study is the subject of the theory of stacks developed in this chapter.
5.1. Prestacks and stacks on a site. As usual, U will denote a chosen universe, and small will
be synonymous with U-small, throughout this section.
Definition 5.1.1. Let C := (C , J) be a site, ϕ : A → C a fibration, and i ≤ 2 an integer. We
say that ϕ is an i-separated prestack if for every X ∈ Ob(C ), every S ∈ J(X) is a sieve of
ϕ-i-descent (see definition 3.4.10). A 2-separated prestack is called a stack. For every universe
V, we denote by
V-i-PreStack(C) (resp. V-Stack(C) )
the full 2-subcategory of V-Fib(C )whose objects are the i-separated prestacks (resp. the stacks)
on C. Hence V-(−1)-PreStack(C) = V-Fib(C ) and V-2-PreStack(C) = V-Stack(C). As
usual, if V = U we often drop the mention of the universe from this notation.
Example 5.1.2. Let (C , J) be any site, F any presheaf on C , and sF : F ib(F ) → C the
fibration attached to F , as in (3.1.15). Let also X ∈ Ob(C ) be any object, and S any sieve of
C /X; by (3.1.15) and remark 3.4.2(ii) we have a commutative diagram
FX = HomC∧(hX , F ) //

HomC∧(hS , F )

F ib(F )(X) // CartC (S ,F ib(F ))
whose vertical arrows are bijections, and whose top (resp. bottom) horizontal arrow is induced
by the inclusion hS → hX (resp. S ⊂ C /X). We conclude that F ib(F ) is a 0-separated
prestack; by the same token, F ib(F ) is a 1-separated prestack (resp. a stack) if and only if F
is a separated presheaf (resp. a sheaf). Thus, we get a commutative diagram of functors
(5.1.3)
(C , J)∼ //

Stack(C , J)

C ∧
F ib // 0-PreStack(C , J)
(whose vertical arrows are the inclusion functors) which allows us to regard (C , J)∼ as a full
subcategory of Stack(C , J).
5.1.4. We can characterize 0-separated and 1-separated prestacks on a small site C := (C , J)
by means of the following construction. Let A → C be any fibration with small fibres. To
everyX ∈ Ob(C ) and every pair of cartesian sections σ, σ′ ∈ A (X) we attach the presheaf
Cart(σ, σ′) : (C /X)o → Set (Y f−→ X) 7→ CartC (σ ◦ f∗, σ′ ◦ f∗)
which assigns to every morphism (Z
g−→ X) h/X−−→ (Y f−→ X) of C /X the map
Cart(σ, σ′)(f)→ Cart(σ, σ′)(g) β 7→ β ∗ h∗
(with f∗ : C /Y → C /X and h∗ : C /Z → C /Y as in (1.1.25)). Notice that :
(5.1.5) (f∗)
∧Cart(σ, σ′) = Cart(σ ◦ f∗, σ′ ◦ f∗) for every (Y f−→ X) ∈ Ob(C /X).
Moreover, for every σ, σ′, σ′′ ∈ A (X), the system of composition maps
CartC (σ ◦ f∗, σ′ ◦ f∗)× CartC (σ′ ◦ f∗, σ′′ ◦ f∗)→ CartC (σ ◦ f∗, σ′′ ◦ f∗) (β, β ′) 7→ β ′ ⊙ β
clearly defines a morphism of presheaves on C /X :
(5.1.6) Cart(σ, σ′)× Cart(σ′, σ′′)→ Cart(σ, σ′′).
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Furthermore, every pair of isomorphisms of cartesian sections : µ : σ
∼→ τ , µ′ : σ′ ∼→ τ ′ induces
an isomorphism of presheaves
(5.1.7) Cart(σ, σ′)
∼→ Cart(τ, τ ′) (β : σ ◦ f∗ ⇒ σ′ ◦ f∗) 7→ (µ′ ∗ f∗)⊙ β ⊙ (µ−1 ∗ f∗).
Lastly, every cartesian functor F : A → A ′ of C -fibrations yields a morphism of presheaves :
(5.1.8) Cart(σ, σ′)→ Cart(F ◦ σ, F ◦ σ′) β 7→ F ∗ β.
Lemma 5.1.9. With the notation of (5.1.4), the following conditions are equivalent :
(a) The fibration A → C is 0-separated (resp. 1-separated).
(b) For everyX ∈ Ob(C ) and every pair of cartesian sections σ, σ′ ∈ A (X), the presheaf
Cart(σ, σ′) is separated (resp. is a sheaf) on the site C/X (notation of (4.7)).
Proof. Let X ∈ Ob(C ) be any object, and S ⊂ C /X any covering sieve; choose a generating
family (fi : Yi → X | i ∈ I) for S , and for every i, j ∈ I set C /Yij := C /Yi ×C /X C /Yj .
There follows a commutative diagram :
A (X)
CartC (j,A ) //
ρ
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
CartC (S ,A )
ε∗
∏
i∈I A (Yi)
∂∗0 //
∂∗1
//
∏
i,j∈I CartC (C /Yij,A )
where j : S → C /X is the inclusion functor, ρ is the unique functor whose composition with
the projection onto the factorA (Yi) agrees with CartC (fi∗,A ), for every i ∈ I , and the functors
ε∗, ∂∗0 and ∂
∗
1 are as in remark 3.4.11. Clearly ε
∗ is faithful; it follows that ρ is faithful if and only
if the same holds for CartC (j,A ). On the other hand, the family ((fi/X) : fi → 1X | i ∈ I)
of morphisms of C /X covers 1X , according to (4.7). Taking into account (5.1.5), we conclude
easily that A is 0-separated if and only if all the presheaves Cart(σ, σ′) are separated. Next,
by remark 3.4.11 the functor ε∗ induces an isomorphism of CartC (S ,A ) onto the equalizer E
of ∂∗0 and ∂
∗
1 , and clearly ρ factors through a unique functor ρ
′ : A (X) → E. It follows that
ρ′ is fully faithful if and only if the same holds for CartC (j,A ). Again, this means that A is
1-separated if and only if all the presheaves Cart(σ, σ′) are sheaves. 
Theorem 5.1.10. Let C := (C , J) be any small site. The inclusion strict pseudo-functor
1-PreStack(C)→ Fib(C ) admits a strict and strong left 2-adjoint pseudo-functor :
Fib(C )→ 1-PreStack(C) A 7→ A sep.
Proof. Let A → C be any fibration with small fibre categories; pick a unital cleavage λ for A ,
and let c be its associated unital pseudo-functor. For every X ∈ Ob(C ) consider the functor
βλX : AX → A (X) A 7→ βλX,A
defined as in the proof of theorem 3.1.44. For every A,A′ ∈ Ob(AX), consider as well the map
ωA,A′ : HomAX (A,A
′)→ Cart(βλX,A, βλX,A′)(1X) (f : A→ A′) 7→ βλX,f .
Let HA,A′ be the sheaf on C/X associated with the presheaf Cart(βλX,A, β
λ
X,A′), and denote
ω˜A,A′ : HomAX (A,A
′)→ HA,A′ := HA,A′(1X)
the composition of ωA,A′ with the natural map Cart(βλX,A, β
λ
X,A′)(1X) → HA,A′ . For every
A,A′, A′′ ∈ Ob(AX), we have morphisms of presheaves as in (5.1.6)
Cart(βλX,A, β
λ
X,A′)× Cart(βλX,A′ , βλX,A′′)→ Cart(βλX,A, βλX,A′′)
whence a morphism of sheaves HA,A′ ×HA′,A′′ → HA,A′′ , which induces a composition map :
HA,A′ ×HA′,A′′ → HA,A′′.
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It is easily seen that this composition law is associative, for every A,A′, A′′, A′′′ ∈ Ob(AX),
and ω˜A,A(1A) is neutral for left and right composition. Hence, we have a category A
sep
X whose
set of objects is Ob(AX), and such that HomA sepX (A,A
′) := HA,A′ for every A,A
′ ∈ Ob(AX),
with the foregoing composition law. Furthermore, the system of maps ω˜•• yields a functor
ω˜X : AX → A sepX
which is the identity map on objects. Next, notice that for every morphism g : Y → X in C
and every A ∈ Ob(AX) we have βλX,A(g) = βλY,cgA(1Y ) = cgA; it follows that there exists a
unique isomorphism of cartesian sections
(5.1.11) βλX,A ◦ g∗ ∼→ βλY,cgA such that 1Y 7→ 1cgA.
By virtue of (5.1.5) and (5.1.7), the isomorphisms (5.1.11) induce an isomorphism of presheaves
µg(A,A′) : g
∧
∗ Cart(β
λ
X,A, β
λ
X,A′)
∼→ Cart(βλY,cgA, βλY,cgA′) for every A,A′ ∈ Ob(AX).
Since g∗ is continuous and cocontinuous for the topologies of C/X and C/Y (remark 4.7.3(i)),
combining with lemma 4.2.15(ii) we deduce a natural isomorphism of sheaves on C/Y :
µ˜g(A,A′) : j
∗
gHA,A′
∼→ HcgA,cgA′
whence a map d
g
A,A′ : HA,A′
HA,A′ (g/X)−−−−−−−→ HA,A′(g)
µ˜g
(A,A′),1Y−−−−−−→ HcgA,cgA′ and it is then easily
seen that the rules : A 7→ cgA for every A ∈ Ob(AX) and f 7→ dgA,A′(f) for every morphism
f : A→ A′ of A sepX define a functor
dg : A
sep
X → A sepY .
Furthermore, a direct inspection yields a commutative diagram :
HomAX (A,A
′)
ω˜A,A′ //
cg,(A,A′)

HA,A′
d
g
A,A′

HomAY (cgA, cgA
′)
ω˜cgA,cgA′ // HcgA,cgA′
where cg,(A,A′) is the map given by the functor cg : AX → AY . In other words :
dg ◦ ω˜X = ω˜Y ◦ cg.
Next, let Y ′
g′−→ Y g−→ X be two morphisms of C /X; for every A ∈ Ob(AX) there exists a
unique isomorphism of cartesian sections
(5.1.12) βλY ′,cg′cgA
∼→ βλY ′,cgg′A such that 1Y ′ 7→ (γc(g,g′),A : cg′cgA
∼→ cgg′A)
where γc(•,•) denotes the coherence constraint of c. Denote by
γd(g,g′),A ∈ HomA sep
Y ′
(cgcg′A, cgg′A)
the image of (5.1.12), where the latter is seen as an element of Cart(βλY ′,cg′cgA, β
λ
Y ′,cgg′A
)(1Y ′).
A direct inspection of the construction yields a commutative diagram :
(g ◦ g′)∧∗Cart(βλX,A, βλX,A′)
g′∧∗ (µ
g
(A,A′)
)
//
µg◦g
′
(A,A′)

g′∧∗ Cart(β
λ
Y,cgA, β
λ
Y,cgA′
)
µg
′
(cgA,cgA′)

Cart(βλY ′,cgg′A, β
λ
Y ′,cgg′A
′)
δg,g
′
(A,A′) // Cart(βλY ′,cg′cgA, β
λ
Y ′,cg′cgA
′)
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where δg,g
′
(A,A′) is the isomorphism of presheaves (5.1.7) induced by the isomorphisms (5.1.12).
Let (δg,g
′
(A,A′))
a be the isomorphism of sheaves on C/X associated with δg,g
′
(A,A′); there follows a
commutative diagram :
HA,A′
d
g
A,A′ //
d
gg′
A,A′

HcgA,cgA′
d
g′
cgA,cgA′

Hcgg′A,cgg′A
d
g,g′
(A,A′) // Hcg′cgA,cg′cgA′
with d
g,g′
(A,A′) := (δ
g,g′
(A,A′))
a
1Y ′
. This translates as the commutativity of the diagram :
cg′cgA
dg′◦dg(f) //
γd
(g,g′),A

cg′cgA
′
γd
(g,g′),A′

cgg′A
dgg′ (f) // cgg′A
′
for every f ∈ HomA sepX (A,A′)
which means that the rule : A 7→ γd(g,g′),A yields an isomorphism of functors dg′ ◦ dg
∼→ dgg′ .
Then it is easily seen that the rules : X 7→ A sepX and g 7→ dg for every X ∈ Ob(C ) and
every morphism g of C yield a unital pseudo-functor whose coherence constraint is the system
of isomorphisms γd•• : the detailed verification shall be left to the reader. Likewise, it follows
easily that the rule X 7→ ω˜X defines a strict pseudo-natural transformation ω˜• : c⇒ d. Set
A sep := F ib(d)
and let λ∗ be the distinguished cleavage of A sep, whose associated pseudo-functor is naturally
identified with d (see remark 3.1.27(i)). Then we have a unique cartesian functor
ω˜A : A → A sep
restricting to ω˜X : AX → A sepX for everyX ∈ Ob(C ). A direct inspection then shows that
βλ
∗
X,A = ω˜A ◦ βλX,A for everyX ∈ Ob(C ) and A ∈ Ob(AX)
and we have a natural isomorphism of presheaves :
HA,A′
∼→ Cart(βλ∗X,A, βλ
∗
X,A′) for every A,A
′ ∈ Ob(AX)
which identifies the morphism of presheaves induced by ω˜A as in (5.1.8) :
Cart(βλX,A, β
λ
X,A′)→ Cart(ω˜A ◦ βλX,A, ω˜A ◦ βλX,A′) = Cart(βλ
∗
X,A, β
λ∗
X,A′)
with the natural bicovering morphism of presheaves Cart(βλX,A, β
λ
X,A′) → HA,A′. Especially,
Cart(βλ
∗
X,A, β
λ∗
X,A′) is a sheaf on C/X for every such X,A,A
′, so A sep is 1-separated over C,
by lemma 5.1.9. Consider now any 1-separated fibration A ′ over C, and any cartesian functor
F : A → A ′. For everyX ∈ Ob(C ) and A,A′ ∈ AX , the morphism of presheaves
(5.1.13) Cart(βλA, β
λ
A′)→ Cart(F ◦ βλA, F ◦ βλA′)
as in (5.1.8) factors uniquely through HA,A′ , since Cart(F ◦ βλA, F ◦ βλA′) is a sheaf on C/X
(lemma 5.1.9). There follows a map F sepA,A′ : HA,A′ → HomA ′(FA, FA′), whose composition
with ω˜A,A′ equals FA,A′ : HomA (A,A
′) → HomA ′(FA, FA′). It is easily seen that the rules :
A 7→ F sepA := FA and (A,A′) 7→ F sepA,A′ yield a well defined functor F sep|X : A sepX → A ′X such
that F sep|X ◦ ω˜X agrees with the restriction AX → A ′X of F .
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Let λ′ be a unital cleavage for A ′, and c′ its associated pseudo-functor; then F corresponds
to a pseudo-natural transformation α : c⇒ c′, and denote by τα• the coherence constraint of α.
For every X ∈ Ob(C ) and A ∈ Ob(AX) we have also a unique isomorphism
(5.1.14) βλ
′
FA
∼→ F ◦ βλA such that 1X 7→ 1FA.
Explicitly, (5.1.14) assigns to every (g : Y → X) ∈ Ob(C /X) the isomorphism ταg,A :
c′gFA
∼→ F cgA of A ′Y . On the other hand, we have a morphism of presheaves
(5.1.15) Cart(βλA, β
λ
A)→ Cart(βλ
′
FA, β
λ′
FA)
described explicitly as follows. For every (g : Y → X) ∈ Ob(C /X), every morphism of
cartesian sections t• : β
λ
A ◦ g∗ ⇒ βλA′ ◦ g∗ is determined by t1Y : namely, th = ch(t1Y ) for every
h ∈ Ob(C /Y ); then (5.1.15) maps every such t• to the morphism t′• : βλ
′
FA ◦ g∗ ⇒ βλ
′
FA′ ◦ g∗
with t′h := c
′
h(Ft) for every h ∈ Ob(C /Y ). With this notation, the condition that ταg is a natural
isomorphism c′g ◦ F ∼→ F ◦ cg for every g ∈ Ob(C /X) translates as the commutativity of the
diagram of presheaves on C /X :
Cart(βλA, β
λ
A)
//

Cart(βλ
′
FA, β
λ′
FA′)

Cart(F ◦ βλA, F ◦ βλA) // Cart(F ◦ βλA, βλ′FA)
whose top horizontal (resp. left vertical) arrow is (5.1.15) (resp. (5.1.13)) and whose other two
arrows are the morphisms (5.1.7) induced by the isomorphisms (5.1.14) (and by the identities
of βλ
′
FA and of F ◦ βλA). After taking associated sheaves, we obtain a similar diagram, in which
Cart(βλA, β
λ
A) is replaced by HA,A′ . Unwinding the definitions, we find that the commutativity
of the latter diagram yields the commutativity of the following diagram of morphisms of AY :
c′gFA
c′gF
sepf
//
ταg,A

c′gFA
′
τα
g,A′

F cgA
F sepdgf // F cgA
′
for every f ∈ HA,A′.
Thus, ταg extends to a natural isomorphism F
sep
|Y ◦ cg
∼→ c′g ◦ F sep|X , and then it is clear that the
rule X 7→ F sep|X yields a pseudo-natural transformation α′ : d ⇒ c′ whose coherence constraint
is again τα• . Finally, α
′ corresponds to a unique cartesian functor F sep : A sep → A ′ whose
restriction A sepX → A ′X agrees with F sep|X for everyX ∈ Ob(C ). It is then clear that F sep is the
unique such cartesian functor whose composition with ω˜A equals F . This universal property
then easily implies that the rules : A 7→ A sep and F 7→ F sep yield a left adjoint (−)sep for the
inclusion functor 1-PreStack(C)Fib(C ) : the details shall be left to the reader.
Lastly, let µ : F ⇒ G be any natural C -transformation of cartesian functors F,G : A →
A ′ between C -fibrations. Then for every X ∈ Ob(C ) and every A ∈ AX , the morphism
µA : FA → GA determines a unique natural transformation µ∗A : F ◦ βλA ⇒ G ◦ βλA such that
1X 7→ µA. There follows for every A,A′ ∈ Ob(A ) a commutative diagram of presheaves :
Cart(βλA, β
λ
A′)
//

Cart(F ◦ βλA, FβλA′)

Cart(G ◦ βλA, G ◦ βλA′) // Cart(F ◦ βλA, G ◦ βλA′)
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whose top horizontal and left vertical arrows are the morphisms (5.1.13), and whose other two
arrows are the morphisms (5.1.7) induced by µ∗A and µ
∗
A′ . After taking associated sheaves on
C/X , we deduce a commutative diagram
HomA sep(A,A
′) //

HomBsep(FA, FB)

HomA sep(GA,GA
′) // HomA sep(FA,GA
′)
which shows that µ is also a natural transformation F sep ⇒ Gsep. Clearly the rule µ 7→ µsep is
inverse to the rule (ν : F sep ⇒ Gsep) 7→ ν ∗ ω˜A , so (−)sep is the sought strong left 2-adjoint of
the inclusion pseudo-functor. 
5.1.16. Let (C , J) be a small site. Our next task is to construct the analogue for stacks of the
functor F 7→ F+ on presheaves (see (4.1.11)). To this aim, recall that for everyX ∈ Ob(C ) the
set J(X) of sieves coveringX is cofiltered, and ifS ′ ⊂ S are two such sieves and F : E → C
any fibration, the inclusion functor i : S ′ → S induces a functor
CartC (i, E ) : CartC (S , E )→ CartC (S ′, E )
whence a well defined filtered system of small categories CX := (CartC (S , E ) |S ∈ J(X)o)
associated with every object X of C . If E has small fibres, we may then consider the functor
c+F : C
o → Cat X 7→ colim
S∈J(X)o
CartC (S , E )
where the colimit is explicitly given by the construction detailed in example 1.5.9. For any
morphism f : Y → X in C , the corresponding functor c+F (f) : c+F (X)→ c+F (Y ) is obtained as
follows. For every S ∈ J(X), the functor f∗|S : S ×X f → S induces a functor
CartC (f∗|S , E ) : CartC (S , E )→ Cart(S ×X f, E )→ c+F (Y )
(see remark 3.4.2(v)) and the system of such functors obviously forms a cocone of vertex c+F (Y )
and basis CX : J(X)
o → Cat. There follows a unique functor c+F (f) : c+F (X)→ c+F (Y ) whose
composition with the natural functor CartC (S , E ) → c+F (X) agrees with CartC (f∗|S , E ) for
every S ∈ J(X). It is then easily seen that
c+F (f ◦ g) = c+F (g) ◦ c+F (f) for every pair of morphisms Z
g−→ Y f−→ X in C .
With the notation of (3.1.18), we set
E + := F ib(c+F )
and let F+ : E + → C be the structure functor of E +. Recall also that E + is endowed with a
distinguished split cleavage λ+F whose associated pseudo-functor is naturally identified with c
+
F
(see remark 3.1.27(i)). Thus, the objects of E + are represented by the pairs
[X,ψ : S → E ]
with X ∈ Ob(C ) and ψ is a C -cartesian functor defined on some covering sieve S ∈ J(X).
A morphism [f, σ] : [X ′, ψ′ : S ′ → E ] → [X,ψ : S → E ] is represented by the datum of a
morphism f : X ′ → X in C , and a natural C -transformation σ : ψ′|S ′′ ⇒ (ψ ◦ f∗)|S ′′ , where
S ′′ ⊂ S ′ ∩ (S ×X f) is a sieve coveringX ′.
FOUNDATIONS FOR ALMOST RING THEORY 351
5.1.17. Next, let F ′ : E ′ → C be another fibration with small fibres, and G : E → E ′ any
C -cartesian functor; the system of induced functors
CartC (S , G) : CartC (S , E )→ CartC (S , E ′) for everyX ∈ Ob(C ) and S ∈ J(X)
yields, after taking colimits, a strict pseudo-natural transformation
c+G : c
+
F ⇒ c+F ′ and then a C -cartesian functor : G+ := F ib(c+G) : E + → E ′+.
Moreover, if ω : G⇒ G′ is any natural C -transformation of C -cartesian functors G,G′ : E →
E ′, we get a system of natural transformations
CartC (S , ω) : CartC (S , G)⇒ CartC (S , G′) for everyX ∈ Ob(C ) and S ∈ J(X)
whence again, after taking colimits, a modification
c+ω : c
+
G  c
+
G′ whence a natural transformation : ω
+ := Fib(c+ω ) : G
+ ⇒ G′+.
It is then clear that the rules : (F : E → C ) 7→ F+, (G : E → E ′) 7→ G+ and (ω : G⇒ G′) 7→
ω+ yield a well defined strict pseudo-functor
(−)+ : Fib(C )→ Fib(C ).
Moreover, since C /X ∈ J(X) for everyX ∈ Ob(C ), we have an obvious strict pseudo-natural
transformation of strict pseudo-functors :
jE : CartC (C /−, E )⇒ c+E
(notation of (3.1.41)), whence a C -cartesian functor
jE := Fib(jF ) : C(E )→ E +
and it is clear that the rule (F : E → C ) 7→ jE yields a strict pseudo-natural transformation of
strict pseudo-functors.
Remark 5.1.18. Let F : E → C be any fibration with small fibres, X ∈ Ob(C ) any object,
and S any sieve of C /X covering X . By unwinding the definitions, and taking into account
lemma 3.1.20(i), we see that a C -cartesian functor S → E + is the datum of :
• for every object Y f−→ X of S , a sieve S (f) covering Y and a C -cartesian functor
σ(f) : S (f) → E
• for every morphism h/X : (Y ′ f ′−→ X) → (Y f−→ X) of S , a sieve S (h/X) ⊂
S (f
′) ∩ (S (f) ×Y h) covering Y ′ and a natural isomorphism of C -functors
σ(h/X) : σ
(f ′)
|S (h/X)
∼→ (c+F (h)(σ(f)))|S (h/X) = (σ(f) ◦ h∗)|S (h/X)
where h∗ : S (f) ×Y h→ S (f) is the functor (Z g−→ Y ′) 7→ (Z h◦g−−→ Y )
• for every h/X as in the foregoing and every other morphism h′/X : (Y ′′ f ′′−→ X) →
(Y ′
f−→ X) of Sσ, a covering sieve S (h,h′/X) ⊂ S (h′/X) ∩ (S (h/X) ×Y ′ h′) such that
(5.1.19) (σ(h/X) ∗ h′∗)|S (h,h′/X) ⊙ σ(h
′/X)
|S (h,h′/X)
= σ
(h◦h′/X)
|S (h,h′/X)
.
Lemma 5.1.20. Let i ≤ 2 be an integer, F : E → C an i-separated prestack, X ∈ Ob(C ).
Then every inclusion T ⊂ S of sieves of C /X covering X induces an i-faithful functor
j : CartC (S , E )→ CartC (T , E ).
Proof. It is an immediate consequence of lemma 3.4.35(i). 
Lemma 5.1.21. Let C be a small category, F : E → C a fibration with small fibres. We have :
(i) The prestack F+ : E + → C is 0-separated.
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(ii) If F is a 0-separated prestack, then F+ is a 1-separated prestack.
(iii) If F is a 1-separated prestack, then F+ is a stack.
(iv) If F is a stack, the functor jE : C(E )→ E + is an equivalence.
(v) There exists an essentially commutative diagram of strict pseudo-functors (notation of
definition 4.1.5(ii)) :
C ∧
F ib //
(−)+

0-PreStack(C , J)
(−)+

(C , J)sep
F ib // 1-PreStack(C , J).
Proof. Let X ∈ Ob(C ) be any object, and T any covering sieve of C /X; let also [ϕ], [ψ] ∈
(F+)−1X , and S a sieve covering X such that [ϕ] and [ψ] are represented by C -cartesian
functors ϕ, ψ : S → E .
(i): Let [α], [β] : [ϕ]→ [ψ] be morphisms of (F+)−1X whose images agree under the functor
j : (F+)−1X → CartC (T , E +).
deduced from the split cleavage c+F . We need to check that α = β. To this aim, may assume
that [α] and [β] are represented by natural C -transformations α, β : ϕ ⇒ ψ; then, for every
(Y
f−→ X) ∈ Ob(T ) there exists a sieve T (f) ⊂ S ×X f covering Y , such that
(α ∗ f∗)|T (f) = (β ∗ f∗)|T (f).
Now, let S ′ ⊂ S be the sieve generated by ⋃f∈Ob(T ) f∗(Ob(T (f))); by remark 4.1.3(iii), the
sieve S ′ coversX , and clearly α|S ′ = β|S ′ , whence the contention.
(ii): Let α : j([ϕ]) ⇒ j([ψ]) be a given natural C -transformation; we need to check that
α = j(α′) for some sieveS ′ ⊂ S coveringX and some natural C -transformation α′ : ϕ|S ′ ⇒
ψ|S ′ . However, α is described by a datum as follows :
• For every (Y f−→ X) ∈ Ob(T ), a sieve T (f) ⊂ S ×X f covering Y and a natural
C -transformation α(f) : (ϕ ◦ f∗)|T (f) ⇒ (ψ ◦ f∗)|T (f)
• for every morphism (h/X) : (Y ′ f ′−→ X) → (Y f−→ X) in T , a sieve T (h/X) covering
Y ′ and contained in T (f
′) ∩ (T (f) ×Y h) such that
α
(f ′)
|T (h/X)
= (α(f) ∗ h∗)|T (h/X).
But then, in view of lemma 5.1.20, we may take already T (h/X) := T (f
′)∩ (T (f)×Y h). With
this notation, let S ′ be the sieve generated by
⋃
f∈Ob(T ) f∗(Ob(T
(f))); then S ′ covers X , by
remark 4.1.3(iii). For every (Y
g−→ X) ∈ Ob(S ′), pick any f ∈ Ob(T ) such that g = g′ ◦ f
for some g′ ∈ Ob(T (f)), and set
α′g := α
(f)
g′ : ϕ(g)→ ψ(g).
Let us check that this definition is independent of the choices of f and g′. Indeed, suppose that
g = g′′ ◦ f ′ for some other f ′ ∈ Ob(T ) and some g′′ ∈ Ob(T (f ′)); then we have
(α(f)∗g′∗)|T ′ = (α(g))|T ′ = (α(f
′)∗g′′∗)|T ′ with T ′ := T (g) ∩ (T (f) ×Y g′) ∩ (T (f
′) ×Y g′′)
and by invoking again lemma 5.1.20, we deduce that
(α(f) ∗ g′∗)|T ′′ = (α(f
′) ∗ g′′∗)|T ′′ with T ′′ := (T (f) ×Y g′) ∩ (T (f
′) ×Y g′′).
Especially, we get : α
(f)
g′ = (α
(f) ∗ g′∗)1Y = (α(f
′) ∗ g′′∗)1Y = α(f
′)
g′′ . It is then clear that α
′ is a
well defined natural C -transformation as sought.
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(v) follows now from (ii) and a direct inspection of the construction of the functors (−)+ for
presheaves and for prestacks.
(iii): Let σ : T → E + be a C -cartesian functor; hence, this is a datum(
(S (f), σ(f) | f ∈Ob(T )), (S (h/X), σ(h/X) | f ′ h−→ f in T ), (S (h,h′/X) | f ′′ h′−→ f ′ h−→ f in T )
)
as in remark 5.1.18. But then, lemma 5.1.20 says that we may even take :
S (h/X) := S (f
′)∩ (S (f)×Y h) S (h,h′/X) := S (f ′′)∩ (S (f ′)×Y ′ h′)∩ (S (f)×Y (h◦h′))
for every f ∈ Ob(T ), every morphism f ′ h−→ f in T , and every pair f ′′ h′−→ f ′ h−→ f of
morphisms in T . Let T ′ ⊂ C /X be the sieve generated by ⋃f∈Ob(T ) f∗(Ob(S (f))), which
coversX , by remark 4.1.3(iii). We consider the functor
GT ′ : T
′ → Cat/(C /X) (Y g−→ X) 7→ (C /X)/g = C /Y
defined as in (3.4.8), and we construct a pseudo-cocone
ψ• : GT ′ ⇒ FE
as follows. For every (Y
g−→ X) ∈ Ob(T ′), choose g′ ∈ Ob(T ) and g′′ ∈ Ob(S (g′)) with
g = g′ ◦ g′′ and set : ψg := σ(g′) ◦ g′′∗ : C /Y → E .
Next, let g1, g2 ∈ Ob(T ′) and h/X : (Z1 g1−→ X) → (Z2 g2−→ X) a morphism of T ′; with this
notation, we have the C -cartesian functors
σ(g
′
1) ◦ g′′1∗, σ(g
′
2) ◦ (g′′2 ◦ h)∗ : C /Z1 → E
and two isomorphisms of C -functors
(σ(g
′
1) ◦ g′′1∗)|S (g1) σ
(g′′1 /X)⇐===== σ(g1) σ(g
′′
2 ◦h/X)
======⇒ (σ(g′2) ◦ (g′′2 ◦ h)∗)|S (g1) .
Since F is 1-separated, it follows that the composition σ
(g′′2 ◦h/X)
|S (g1)
⊙ (σ(g′′1 /X))−1
|S (g1)
extends
uniquely to an isomorphism of C -functors
τψh/X : ψg1
∼→ ψg2 ◦ h∗.
We claim that the rule g 7→ ψg yields a pseudo-cocone as sought, with coherence constraint
given by the system of isomorphisms τψ• . Indeed, let h
′/X : (Z0
g0−→ X) → (Z1 g1−→ X) be
another morphism of T ′; then we have as well the isomorphisms of C -functors
(σ(g
′
0) ◦ g′′0∗)|S (g0) σ(g0)σ
(g′′0 /X)ks σ
(g′′1 ◦h
′/X)
+3
σ(g
′′
2 ◦h
′◦h/X)

(σ(g
′
1) ◦ (g′′1 ◦ h′)∗)|S (g0)
(σ(g
′
2) ◦ (g′′2 ◦ h ◦ h′)∗)|S (g0)
and with this notation, we have :
(τψh′/X)|S (g0) = σ
(g′′1 ◦h
′/X) ⊙ (σ(g′′0 /X))−1 (τψh◦h′/X)|S (g0) = (σ(g
′′
2 ◦h◦h
′/X))⊙ (σ(g′′0 /X))−1.
Set S := S (g
′′
2 ◦h,h
′/X) ∩S (g′′1 ,h′/X) ⊂ S (g0). We claim that
(τψh◦h′/X)|S = (τ
ψ
h/X ∗ h′∗)|S ⊙ (τψh′/X)|S .
Indeed, the latter identity follows by combining the following ones :
σ
(g′′2 ◦h◦h
′/X)
|S =(σ
(g′′2 ◦h/X) ∗ h′∗)|S ⊙ σ(h
′/X)
|S
σ
(g′′1 ◦h
′/X)
|S =(σ
(g′′1 /X) ∗ h′∗)|S ⊙ σ(h
′/X)
|S
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that are provided by remark 5.1.18. Since S covers Z0 and F is 1-separated, it follows that
τψh◦h′/X = (τ
ψ
h/X ∗ h′∗)⊙ τψh′/X
which shows that τψ satisfies the required coherence axioms. By lemma 3.4.9, we deduce that
there exist a C -functor ψ : T ′ → E and an invertible modification Ξ : Fψ ⊙ ε̂T ′  ψ•, where
ε̂T ′ : GT ′ ⇒ FT ′ is the universal pseudo-cocone defined as in (3.4.8); explicitly, this amounts
to a system of oriented squares with invertible 2-cells :
C /Y
g′′∗

g∗ //
✆✆✆✆~ Ξg
T ′
ψ

S (g
′)
σ(g
′)
// E
for every g ∈ Ob(T ′)
from which it follows easily that ψ is C -cartesian (here g = g′ ◦ g′′ is the factorisation used to
define ψg). The compatibility condition for Ξ amounts to the identity :
(5.1.22) Ξg2 ∗ h∗ = τψh/X ⊙ Ξg1 for every morphism (Z1
g1−→ X) h/X−−→ (Z2 g2−→ X) of T ′.
Thus, the functor ψ represents an object [ψ] of the fibre category E +(X), and to conclude, we
need to check that j([ψ]) is isomorphic to σ. However, since we know already from (ii) that
E + is a 1-separated prestack, by lemma 5.1.20 it suffices to find an isomorphism between the
images of j([ψ]) and σ in CartC (T
′, E +). This comes down to exhibiting isomorphisms of
functors
ϑg : ψ ◦ g∗ ∼→ σ(g) for every g ∈ Ob(T ′)
(where g∗ : S
(f) → T ′ is the usual functor with t 7→ g ◦ t for every t ∈ Ob(S (f))) such that
(5.1.23) σ(h/X) ⊙ ϑg1|S (h/X) = (ϑg2 ∗ h∗)|S (h/X) for every morphism g1
h/X−−→ g2 of T ′.
To this aim, we set :
ϑg := (σ
(g′′/X))−1 ⊙ (Ξg)|S (g) .
Since E is 1-separated, the identities (5.1.23) can be checked after restriction to any covering
sieve contained in S (h/X); but on such a suitable sieve we may apply the identities (5.1.19),
and combining with (5.1.22) we conclude easily : the details shall be left to the reader.
(iv): It suffices to check that jE is a fibrewise equivalence when E is a stack (corollary
3.1.28(i)), and this follows by direct inspection of the definitions. 
Theorem 5.1.24. For every small site (C , J), the inclusion strict pseudo-functor
F : Stack(C , J)→ Fib(C )
admits a left 2-adjoint
Fib(C )→ Stack(C , J) (F : E → C ) 7→ (F a : E a → C )
which assigns to every fibration over C its associated stack. Moreover, we have a pseudo-
commutative diagram of pseudo-functors (see remark 2.4.10) :
(5.1.25)
C ∧
F ib //
(−)a

Fib(C )
(−)a

(C , J)∼
F ib // Stack(C , J)
whose left vertical arrow is the usual left adjoint to the inclusion functor for presheaves.
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Proof. Recall first that the counit of the 2-adjoint pair (F,C) of (3.1.41) is a C -equivalence
evE : C(E ) → E for every fibration F : E → C (theorem 3.1.44). Moreover, the unit of the
same 2-adjoint pair assigns to every split fibration (F,λ) a C -equivalence ηE : E → C(E ),
deduced from the strict pseudo-natural equivalence βλ defined in the proof of theorem 3.1.44
(see remark 3.1.46(i)). There follows a C -equivalence :
ωE :=: C(E )
+ (ev
E )+−−−−−→ E + ηE+−−−→ C(E +).
By inspecting the definitions, we see that ωE assigns to every object [X,ϕ : S → C(E )] of
C(E )+ the cartesian section ωE ([X,ϕ]) ∈ E +(X) given by the rule :
(f : Y → X) 7→ (S ×X f f∗−−→ S ev
E ◦ϕ−−−−→ E )
and notice that evE ◦ ϕ ◦ f∗(h) = ϕf◦h(1Z) for every (h : Z → Y ) ∈ Ob(S ×X f). For every
morphism g/X : (f ′ : Y ′ → X)→ (f : Y → X) in C /X , the induced natural transformation
ωE ([X,ϕ])(g) : ωE ([X,ϕ])(f
′)⇒ ωE ([X,ϕ])(f) is the identity evE ◦ϕ◦f ′∗ ∼→ evE ◦ϕ◦f∗ ◦g∗.
Claim 5.1.26. (i) For every two C -fibrations A
ϕ−→ C ϕ′←− A ′, the functor
CA ,A ′ : CartC (A ,A
′)→ CartC (C(A ),C(A ′)) F 7→ C(F ) (α : F ⇒ F ′) 7→ C(α)
is an equivalence.
(ii) For every C -fibration A → C the following diagram of functors commutes:
CartC (C(E ),A )
(−)+
//
CC(E ),A

CartC (C(E )+,A +)
CartC (jC(E ),A
+)

CartC (C(C(E )),C(A ))
CartC (C(C(E )),jA ) // CartC (C(C(E )),A +).
Proof of the claim. Assertion (ii) follows by direct inspection. For (i) let us notice the commu-
tative diagram :
CartC (A ,A ′)
CartC (ev
A ,A ′) **❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
CA ,A ′ // CartC (C(A ),C(A ′))
CartC (A ,ev
A ′ )ss❤❤❤❤❤
❤❤❤❤❤
❤❤❤❤❤
❤❤❤❤
CartC (C(A ),A ′)
where all arrows except possiblyCA ,A are equivalences; then the samemust hold for CA ,A ′ . ♦
Claim 5.1.27. For every fibration A → C the diagram of functors :
CartC (E +,A )
CartC (jE ,A ) //
CE+,A

CartC (C(E ),A )
(−)+

CartC (C(E +),C(A ))
CartC (ωE ,jA ) // CartC (C(E )+,A +)
is essentially commutative (notation of claim 5.1.26(i)).
Proof of the claim. Let G : E + → A be any C -cartesian functor; the C -cartesian functor
G′ := (G ◦ jE )+ : C(E )+ → A + can be described as follows. Let [X,ψ : S → C(E )] be any
object of C(E )+; then G′([X,ψ]) = [X,G ◦ jE ◦ ψ : S → A ], and notice that jE ◦ ψ is the
C -cartesian functor given by the rule :
(f : Y → X) 7→ [Y, ψf : C /Y → E ] for every f ∈ Ob(S ).
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On the other hand, the C -cartesian functor G′′ : jA ◦ C(G) ◦ ωE : C(E )+ → A + is described
as follows. For any [X,ψ] as in the foregoing, G′′([X,ψ]) = [X,G ◦ ψ′ : C /X → A ], where
ψ′ : S → E + is the C -cartesian functor given by the rule :
(f : Y → X) 7→ [Y, evE ◦ ψ ◦ f∗] for every f ∈ Ob(C /X)
and notice that evE ◦ ψ ◦ f∗ : S ×X f → E is in turn given by the rule :
(g : Z → Y ) 7→ ψf◦g(1Z) for every g ∈ Ob(S ×X f).
Let ψ′′ : S → A be the restriction of ψ′; then [X,ψ′] = [X,ψ′′] in E +, and S ×X f = C /Y
for every (f : Y → X) ∈ Ob(S ). For such f , we need to compare the cartesian functors
ψf , ev
E ◦ ψ ◦ f∗ : C /Y → E . However, ψf (1Y ) = evE ◦ ψ ◦ f∗(1Y ), so there exists a unique
isomorphism of functors
τψ,f : ev
E ◦ ψ ◦ f∗ ∼→ ψf such that (τψ,f )1Y = 1ψf (1Y ).
Explicitly, every object (g : Z → Y ) of C /Y yields a morphism g/Y : g → 1Y in C /Y , and
therefore (τψ,f )g is determined by the commutativity of the diagram :
ψf◦g(1Z)
(τψ,f )g //
(evE ◦ψ∗f∗)g/Y

ψf (g)
ψf (g/Y )

ψf (1Y ) ψf (1Y )
However, (evE ◦ ψ ◦ f∗)g/Y = ψf (g/Y ) ◦ ψg/X,1Z , so that
(τψ,f )g = ψg/X,1Z for every (g : Z → Y ) ∈ Ob(C /Y ).
We claim that we get an isomorphism of C -cartesian functors
G([τψ]) : G
′′([X,ψ])
∼→ G′([X,ψ]) f 7→ G([1Y , τψ,f ]) for every (f : Y → X) ∈ Ob(S ).
Indeed, let g/X : (f ′ : Y ′ → X)→ (f : Y → X) be any morphism in S ; the assertion comes
down to the commutativity of the diagram :
G([Y ′, evE ◦ ψ ◦ f ′∗])
G([1Y ′ ,τψ,f ′ ])

G([Y ′, evE ◦ ψ ◦ f∗ ◦ g∗])
G([1Y ′ ,τψ,f∗g∗])

G([Y ′, ψf ′ ])
G([1Y ′ ,ψg/X ]) // G([Y ′, ψf ◦ g∗]).
The latter in turn follows by applying G to the system of identities :
ψg/X,h ◦ ψh/X,1Z = ψg◦h/X,1Z for every (h : Z → Y ′) ∈ Ob(C /Y ′)
which hold by functoriality of ψ, applied to the morphisms f ′ ◦ h h/X−−→ f ′ g/X−−→ f of S .
Next, we check the naturality of the rule ψ 7→ G([τψ]). Hence, let [Xi, ψi : Si → C(E )] for
i = 1, 2 be two objects of C(E )+, and [t, σ] : [X2, ψ2]→ [X1, ψ1] a morphism; i.e. t : X2 → X1
is a morphism of C and σ : ψ2|S3 ⇒ (ψ1 ◦ t∗)|S3 is a natural C -transformation defined on a
sieve S3 ⊂ S2 ∩ (S1 ×X1 t). We have
G′([t, σ]) = [t, (G ◦ jE ) ∗ σ : G ◦ jE ◦ ψ2|S3 ⇒ G ◦ jE ◦ (ψ1 ◦ t∗)|S3].
On the other hand, notice that ωE ([t, σ]) : ωE ([X2, ψ2]) → ωE ([X1, ψ1]) is the natural transfor-
mation σ′ : ψ′2 ⇒ ψ′1 ∗ t∗, where ψ′i is the functor such that (f : Y → Xi) 7→ [Y, evE ◦ ψi ◦ f∗]
for every f ∈ Ob(C /Xi), and σ′f := evE ∗ σ ∗ f∗, with f∗ : S3 ×X2 f → S3 for every
f ∈ Ob(C /X2). Explicitly, σ′f assigns to every (g : Z → Y ) ∈ Ob(S3 ×X2 f) the morphism
σf◦g,1Z : ψ2,f◦g(1Z)→ ψ1,t◦f◦g(1Z).
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Thus, we need to check the commutativity of the diagram :
[X2, G ◦ ψ′2]
G([τψ2 ]) //
[t,G∗σ′]

[X2, G ◦ jE ◦ ψ2]
[t,(G◦jE )∗σ]

[X1, G ◦ ψ′1]
G([τψ1 ]) // [X1, G ◦ jE ◦ ψ1].
which in turn follows from the commutativity of the diagram :
ψ2,f◦g(1Z)
σf◦g,1Z //
ψ2,g/X2,1Z

ψ1,t◦f◦g(1Z)
ψ1,g/X1,1Z

ψ2,f (g)
σf,g // ψ1,t◦f (g)
for every f ∈ Ob(C /X2) and every g ∈ Ob(S3×X2 f). Since g/X1 = t∗(g/X2) in S1, the as-
sertion holds by naturality of σ. Lastly, the naturality with respect to natural C -transformations
G⇒ G′ is immediate from the definitions. ♦
Now, let A → C be a stack; then jA is an equivalence, by lemma 5.1.21(iv), and it follows
easily that CartC (ωE , jA ) is an equivalence as well. The same holds for CE+,A and CC(E ),A , by
claim 5.1.26(i). We deduce that the functor (−)+ appearing in the diagrams of claims 5.1.27
and 5.1.26(ii) admits both left and right quasi-inverse functors, so it is an equivalence. By claim
5.1.27, we finally conclude that CartC (jE ,A ) is an equivalence as well. Now, set
E a := E +++.
The composition CartC (jE ,A ) ◦ CartC (jE+ ,A ) ◦ CartC (jE++,A ) is an equivalence
λE ,A : CartC (E
a,A )
∼→ CartC (C(C(C(E ))),A ).
The rules (E ,A ) 7→ CartC (E a,A ) and (E ,A ) 7→ CartC (C(C(C(E ))),A ) yield strict pseudo-
functors
CartC ((−)a,−),CartC (C ◦ C ◦ C,−) : Fib(C )o × Stack(C , J)→ Cat
and clearly the rule (E ,A ) 7→ λE ,A defines a strict pseudo-natural equivalence of functors
λ : CartC ((−)a,−)⇒ CartC (C ◦ C ◦ C,−).
On the other hand, by composing evaluation functors we get as well a strict pseudo-natural
equivalence C ◦ C ◦ C⇒ 1Fib(C ), whence an induced strict pseudo-natural equivalence
λ′ : CartC (−, F) ∼→ CartC (C ◦ C ◦ C,−)
where F : Stack(C , J) → Fib(C ) is the (forgetful) inclusion strict pseudo-functor. After
choosing a quasi-inverse for λ (see theorem 2.4.12) and composing with λ′, we obtain the
required (non-strict) pseudo-natural equivalence
CartC (−, F) ∼→ CartC ((−)a,−).
Lastly, the essential commutativity of (5.1.25) follows directly from lemma 5.1.21(v). 
5.2. Covering morphisms of prestacks. In this section we wish to characterize the i-faithful
functors of prestacks (for i = 0, 1, 2), by means of certain conditions that are analogous to those
given in definition 4.1.28 for presheaves; to this aim, we make the following :
Definition 5.2.1. Let (C , J) be a site, F : E → C and F ′ : E ′ → C two fibrations, and
ϕ : E ′ → E a C -cartesian functor.
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(i) ϕ is a 0-covering if for every Y ∈ Ob(E ) there exist a covering family (fi : Xi →
FY | i ∈ I) and for every i ∈ I an object Y ′i ∈ Ob(E ′Xi) and a C -cartesian morphism
hi : ϕY
′
i → Y in E such that F (hi) = fi.
(ii) ϕ is a 1-covering if for everyX ∈ Ob(C ), every Y1, Y2 ∈ Ob(E ′X) and every morphism
g : ϕY1 → ϕY2 in EX there exist a covering family (fi : Xi → X | i ∈ I), and
morphisms Y2
gi←− Zi hi−→ Y1 in E ′, where hi is C -cartesian for every i ∈ I , such that
ϕ(gi) = g ◦ ϕ(hi) and F ′(hi) = fi.
(iii) ϕ is a 2-covering if for every X ∈ Ob(C ), every Y1, Y2 ∈ Ob(E ′X), and every pair
g1, g2 : Y1 → Y2 of morphisms in E ′X with ϕ(g1) = ϕ(g2) there exist a covering family
(fi : Xi → X | i ∈ I), and for every i ∈ I a C -cartesian morphism
hi : Zi → Y1 in E ′ such that g1 ◦ hi = g2 ◦ hi and F ′(hi) = fi.
Remark 5.2.2. Suppose that (E
F−→ C ,λ) and (E ′ F ′−→ C ,λ′) are split fibrations over C , and
ϕ : (E ′,λ′) → (E ,λ) is a split cartesian functor. Let c and c′ be the strict pseudo-functors
associated with λ and λ′. Then we can rephrase the conditions of definition 5.2.1 as follows :
(i) ϕ is 0-covering if and only if for every Y ∈ Ob(E ) there exist a covering family (fi :
Xi → FY | i ∈ I) and for every i ∈ I an object Y ′i ∈ Ob(E ′Xi) and an isomorphism
ϕY ′i
∼→ cfiY in EXi .
(ii) ϕ is 1-covering if and only if for everyX ∈ Ob(C ), every Y1, Y2 ∈ Ob(E ′X) and every
morphism g : ϕY1 → ϕY2 in EX we have a covering family (fi : Xi → X | i ∈ I), and
for every i ∈ I a morphism gi : c′fiY1 → c′fiY2 in E ′Xi such that ϕ(gi) = cfi(g).
(iii) ϕ is a 2-covering if for every X ∈ Ob(C ), every Y1, Y2 ∈ Ob(E ′X), and every pair
g1, g2 : Y1 → Y2 of morphisms in E ′X with ϕ(g1) = ϕ(g2) there exists a covering
family (fi : Xi → X | i ∈ I) such that c′fi(g1) = c′fi(g2).
Lemma 5.2.3. Consider a site (C , J), and an essentially commutative diagram of the 2-cate-
gory Fib(C ), whose vertical arrows are equivalences of categories :
E ′
ϕ //
ω′

E
ω

F ′
ψ // F .
Let also i ∈ {0, 1, 2}. Then ϕ is i-covering if and only if the same holds for ψ.
Proof. Denote E
F−→ C F ′←− E ′ and F G−→ C G′←− F ′ the respective fibrations. The assumption
means that there exists an isomorphism of functors β : ψ ◦ ω′ ∼→ ω ◦ ϕ such that G ∗ β = 1F ′ .
Suppose that ϕ is 0-covering, let Y ∈ Ob(F ) be any object, and set X := GY ; by assump-
tion there exists Z ∈ Ob(EX) with an isomorphism t : ωZ ∼→ Y in FX (corollary 3.1.28(i)).
Then there exist a covering family (fj : Xj → X | j ∈ I) and for every j ∈ I a cartesian
morphism hj : ϕZ
′
j → Z with Fhj = fj . It follows that
h′j := t ◦ ω(hj) ◦ βZ′j : ψ(ω′Z ′j)→ Y
is cartesian and Gh′j = fj for every j ∈ I , so ψ is 0-covering.
Conversely, suppose that ψ is 0-covering; let Y ∈ Ob(E ) and X := FY . By assumption
there exist a covering family (fj : Xj → X | j ∈ I) and for every j ∈ I a cartesian morphism
hj : ψZj → ωY with Ghj = fj . Then we find for every j ∈ I an isomorphism tj : ω′Z ′j ∼→ Zj
in F ′Xj ; it follows that hj := h ◦ ψ(tj) ◦ β−1Z′j : ω(ϕZ
′
j) → ωY is cartesian, and since ω is an
equivalence, there exists a unique cartesian morphism h′j : ϕZ
′
j → Y in E with ω(h′j) = hj , for
every j ∈ I (details left to the reader); by construction, Fh′j = fj , so ϕ is 0-covering.
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Next, if ϕ is 1-covering, let X ∈ Ob(C ) and g : ψY1 → ψY2 any morphism in FX . We
find isomorphisms ti : ω
′Zi
∼→ Yi in F ′X (i = 1, 2), and a morphism g′ : ψ(ω′Z1) → ψ(ω′Z2)
such that ψ(t2) ◦ g′ = g ◦ ψ(t1); then βZ2 ◦ g′ = ω(g′′) ◦ βZ1 for a morphism g′′ : ϕZ1 → ϕZ2
in EX . By assumption, there exist a covering family (fj : Xj → X | j ∈ I) and morphisms
Z2
gj←− Wj hj−→ Z1 in E ′ for every j ∈ I , such that hj is cartesian with F ′hj = fj , and
ϕ(gj) = g
′′ ◦ ϕ(hj). Set h′j := t1 ◦ ω′(hj) and g′j := t2 ◦ ω′(gj); then h′j is cartesian with
G′(h′j) = fj , and ψ(g
′
j) = g ◦ ψ(h′j) for every j ∈ I . This shows that ψ is 1-covering.
Conversely, suppose that ψ is 1-covering, and let g : ϕY1 → ϕY2 be a morphism in EX . Then
there exist a covering family (fj : Xj → X | j ∈ I) and morphisms ω′Y2 gj←− Zj hj−→ ω′Y1 in F ′
such that hj is cartesian with G
′hj = fj and βY2 ◦ ψ(gj) = ω(g) ◦ βY1 ◦ ψ(hj) for every j ∈ I .
We pick also an isomorphism tj : ω
′Z ′j
∼→ Zj in F ′Xj for every j ∈ I; then there exist a unique
cartesian morphism h′j : Z
′
j → Y1 with ω′(h′j) = hj ◦ tj and a unique morphism g′j : Z ′j → Y2
with ω′(g′j) = gj ◦ tj . A direct computation shows that ω(g ◦ ϕ(h′j)) = ω(ϕ(g′j)), whence
g ◦ ϕ(h′j) = ϕ(g′j) for every j ∈ I . Thus, ϕ is 1-cartesian.
Lastly, suppose that ϕ is 2-covering, and let g1, g2 : Y1 → Y2 be two morphisms in F ′X such
that ψ(g1) = ψ(g2). Pick isomorphisms ti : ω
′Zi
∼→ Yi for i = 1, 2; then there exists for i = 1, 2
a unique morphism g′i : Z1 → Z2 such that t2 ◦ ω′(g′i) = gi ◦ t1. It follows that
ψ(t2) ◦ β−1Z2 ◦ ω(ϕ(g′1)) = ψ(t2) ◦ ψ(ω′g1) ◦ β−1Z1
= ψ(g1 ◦ t1) ◦ β−1Z1
= ψ(g2 ◦ t1) ◦ β−1Z1
= ψ(t2) ◦ β−1Z2 ◦ ω(ϕ(g′2))
whence ϕ(g′1) = ϕ(g
′
2). Then we have a covering family (fj : Xj → X | j ∈ I) and for every
j ∈ I a cartesian morphism hj : Wj → Z1 such that g′1 ◦ hj = g′2 ◦ hj and Fhj = fj . Hence
h′j := t1 ◦ ω′(hj) : ω′Wj → Y1 is cartesian with G′h′j = fj and g1 ◦ h′j = g2 ◦ h′j . This proves
that ψ is 2-covering. Conversely, suppose that ψ is 2-covering, and let g1, g2 : Y1 → Y2 be two
morphisms in E ′X such that ϕ(g1) = ϕ(g2). Set g
′
i := ω
′(gi) for i = 1, 2; then ψ(g
′
1) = ψ(g
′
2), so
there exist a covering family (fj : Xj → X | j ∈ I) and for every j ∈ I a cartesian morphism
hj : Zj → ω′Y1 such that g′1 ◦hj = g′2 ◦hj and G′hj = fj . For every j ∈ I pick an isomorphism
tj : ω
′Z ′j
∼→ Zj in G′−1X; there exists a unique cartesian morphism h′j : Z ′j → Y1 such that
ω′(h′j) = hj ◦ tj . It is easily seen that ω′(g1 ◦ h′j) = ω′(g2 ◦ h′j), whence g1 ◦ h′j = g2 ◦ h′j , and
F ′h′j = fj for every j ∈ I . Thus, ϕ is 2-covering. 
Lemma 5.2.4. Let (C , J) be a site, F : E → C , F ′ : E ′ → C , F ′′ : E ′′ → C three fibrations,
ϕ : E ′′ → E ′ and ψ : E ′ → E two cartesian functors, and i ∈ {0, 1, 2}. We have:
(i) If ϕ and ψ are i-covering, the same holds for ψ ◦ ϕ.
(ii) If ψ ◦ ϕ is i-covering, and ϕ is j-covering for every j < i, then ψ is i-covering.
(iii) If ψ ◦ ϕ is i-covering and ψ is j-covering for every j > i, then ϕ is i-covering.
Proof. In view of lemma 5.2.3 and claim 3.1.45 we may replace ϕ and ψ by C(ϕ) and C(ψ),
and assume from start that ϕ and ψ are split cartesian functors. We then denote by c, c′ and c′′
the strict pseudo-functors associated with the split cleavages of E , E ′ and E ′′ respectively.
(i): Suppose first that i = 0, let Y ∈ Ob(E ) be any object, and set X := FY ; by assumption
there exist a covering family (fj : Xj → X | j ∈ I) and for every j ∈ I an isomorphism
hj : ψY
′
j
∼→ cfjY in EXj . Likewise, for every j ∈ I there exist a covering family (fjλ : Xjλ →
Xj | λ ∈ Λj) and for every λ ∈ Λj an isomorphism hjλ : ϕY ′′jλ ∼→ c′fjλY ′j in E ′Xjλ . Then the
family (f ′jλ := fj ◦ fjλ | j ∈ I, λ ∈ Λj) coversX and cfjλ(hj) ◦ ψ(hjλ) : ψ ◦ ϕ(Y ′′jλ)→ cf ′jλY
is an isomorphism in EXjλ for every j ∈ I and λ ∈ Λj , whence the contention, in this case.
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Next, suppose that i = 1. Let X ∈ Ob(C ), Y ′′1 , Y ′′2 ∈ Ob(E ′′X), and g : ψ ◦ ϕY ′′1 → ψ ◦ ϕY ′′2
any morphism in EX . By assumption there exist a covering family (fj : Xj → X | j ∈ I) and
for every j ∈ I a morphism
gj : ϕ(c
′′
fj
Y ′′1 ) = c
′
fj
(ϕY ′′1 )→ c′fj (ϕY ′′2 ) = ϕ(c′′fjY ′′2 ) in E ′Xj such that ψ(gj) = cfj (g).
Since ϕ is 1-covering, we find for every j ∈ I a covering family (fjλ : Xjλ → Xj | λ ∈ Λj)
and for every λ ∈ Λj a morphism
gjλ : c
′′
fjλ
(c′′fjY
′′
1 )→ c′′fjλ(c′′fjY ′′2 ) in E ′Xj such that ϕ(gjλ) = c′fjλ(gj).
Then the family (f ′jλ := fj ◦ fjλ | j ∈ I, λ ∈ Λj) coversX , and ψ ◦ϕ(gjλ) = cf ′jλ(g) for every
j ∈ I and every λ ∈ Λj . It follows that ψ ◦ ϕ is 1-covering.
Lastly, let i = 2; consider morphisms g1, g2 : Y
′′
1 → Y ′′2 in E ′′X with ψ ◦ ϕ(g1) = ψ ◦ ϕ(g2).
By assumption, there exists a covering family (fj : Xj → X | j ∈ I) such that
ϕ(c′′fj (g1)) = c
′
fj
(ϕ(g1)) = c
′
fj
(ϕ(g2)) = ϕ(c
′′
fj
(g2)) for every j ∈ I.
We may then find for every j ∈ I a covering family (fjλ : Xjλ → Xj | λ ∈ Λj) such that
c′′fjλ ◦ c′′fj (g1) = c′′fjλ ◦ c′′fj (g2) for every λ ∈ Λj . We conclude that ψ ◦ ϕ is 2-covering.
(ii): Again, we suppose first that i = 0, in which case the assumption means that ψ ◦ ϕ is 0-
covering (and there is no condition on ϕ), and we need to check that ψ is 0-covering. However,
the assertion follows straightforwardly from the definitions (details left to the reader).
Next, suppose that i = 1, in which case ψ ◦ ϕ is 1-covering and ϕ is 0-covering. Let g :
ψY ′1 → ψY ′2 be a morphism in EX , for some X ∈ Ob(C ); by assumption there exist for
t = 1, 2 a covering family (ftj : Xtj → X | j ∈ It) and isomorphisms htj : ϕY ′′tj ∼→ c′fjY ′t
in F ′−1Xj for every j ∈ It. Notice then that for every morphism f ′ : X ′ → Xti in C we get
an isomorphism c′f ′(htj) : ϕ(c
′′
f ′Y
′′
tj)
∼→ c′fj◦f ′Y ′t in E ′X′ . We deduce that, after replacing the
covering families f1• and f2• by a common refinement, we may assume that I := I1 = I2 and
fj := f1j = f2j for every j ∈ I . In this situation, for every j ∈ I there exists a morphism
gj : ψ ◦ ϕ(Y ′′1j)→ ψ ◦ ϕ(Y ′′2j) in EXj such that ψ(h2j) ◦ gj = cfj (g) ◦ ψ(h1j).
By our assumption on ψ ◦ ϕ, for every j ∈ I we then find a covering family (fjλ : Xjλ →
Xj | λ ∈ Λj) and for every λ ∈ Λj a morphism
gjλ : Y
′′
1j → Y ′′1j in E ′′Xjλ such that ψ ◦ ϕ(gjλ) = cfjλ(gj).
It follows that ψ(c′fjλh2j) ◦ ψ(ϕ(gjλ)) = cfj◦fjλ(g) ◦ ψ(c′fjh1j) for every j ∈ I and λ ∈ Λj .
Since the family (fi ◦ fiλ | i ∈ I, λ ∈ Λi) coversX , we conclude that ψ is 1-covering.
Next, suppose that i = 2, so ψ ◦ ϕ is 2-covering and ϕ is j-covering for j = 0, 1. Let
X ∈ Ob(C ) and g1, g2 : Y ′1 → Y ′2 two morphisms of E ′X such that ψ(g1) = ψ(g2). Arguing
as in the previous case, we find a covering family (fj : Xj → X | j ∈ I) and isomorphisms
htj : ϕY
′′
tj
∼→ c′fjY ′t in E ′Xj for t = 1, 2 and every j ∈ I . In this situation, for every j ∈ I and
t = 1, 2 there exists a unique morphism gtj : ϕY
′′
1i → ϕY ′′2i in E ′Xj such that
(5.2.5) h2j ◦ gtj = cfj(gt) ◦ h1j .
Notice that ψ(h2j) ◦ ψ(g1j) = c′fj (ψ(g1)) = c′fj (ψ(g2)) = ψ(h2j) ◦ ψ(g2j), whence
ψ(g1j) = ψ(g2j) for every j ∈ I.
Then, since ϕ is 1-covering, for every j ∈ I and t = 1, 2 we find a covering family ftj• :=
(ftjλ : Xtjλ → Xj | λ ∈ Λtj) and morphisms
gtjλ : c
′′
ftjλ
Y ′′1j → c′′ftjλY ′′2j in E ′′Xtjλ such that ϕ(gtjλ) = c′ftjλ(gtj)
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and arguing as in the foregoing, we may replace f1j• and f2j• by a common refinement, and
assume that Λj := Λ1j = Λ2j for every j ∈ I , and fjλ := f1jλ = f2jλ, for every j ∈ I and
every λ ∈ Λj . We deduce that
ψ ◦ ϕ(g1jλ) = c′′fjλ(ψ(g1j)) = c′′fjλ(ψ(g2j)) = ψ ◦ ϕ(g2jλ) for every j ∈ I and Λ ∈ Λj.
Since ψ ◦ ϕ is 2-covering, there exists therefore a covering family (fjλλ′ : Xjλλ′ → Xjλ | λ′ ∈
Λjλ) such that c
′′
fjλλ′
(g1jλ) = c
′′
fjλλ′
(g2jλ) for every λ
′ ∈ Λjλ. Therefore c′fjλλ′ ◦ c′fjλ(g1j) =
ϕ(c′′fjλλ′ (g1jλ)) = ϕ(c
′′
fjλλ′
(g2jλ)) = c
′
fjλλ′
◦ c′fjλ(g2j) for every j ∈ I , λ ∈ Λj and λ′ ∈ Λjλ. Set
f ′jλλ′ := fj ◦ fjλ ◦ fjλλ′ for every such j, λ, λ′; combining with (5.2.5), we deduce easily that
cf ′
jλλ′
(g1) = cf ′
jλλ′
(g2), and we conclude that ψ is 2-covering, as sought.
(iii): The case where i = 2 is immediate from the definitions.
Say that i = 1, so ψ ◦ ϕ is 1-covering and ψ is 2-covering; let X ∈ Ob(C ) and g : ϕY ′′1 →
ϕY ′′2 a morphism in E
′
X . By assumption, there exist a covering family (fj : Xj → | j ∈ I) and
a morphism gj : cfjY
′′
1 → cfjY ′′2 in E ′′Xj for every j ∈ I such that
ψ ◦ ϕ(gj) = cfj (ψ(g)) = ψ(c′fj (g)).
Then, since ψ is 2-covering, we find for every j ∈ I a covering family (fjλ : Xjλ → Xj | λ ∈
Λj) such that c
′
fjλ
(ϕ(gj)) = c
′
fjλ
◦ c′fj (g) for every λ ∈ Λj , i.e. ϕ(c′′fjλ(gj)) = c′fj◦fjλ(g). This
shows that ϕ is 1-covering.
In order to deal with the case where i = 0, let us remark :
Claim 5.2.6. Suppose ψ is j-covering for j = 1, 2. Let X ∈ Ob(C ) and Z,Z ′ ∈ Ob(E ′X) such
that ψZ and ψZ ′ are isomorphic in EX . Then there exists a covering family (fj : Xj → X | j ∈
I) such that c′fjZ and c
′
fj
Z ′ are isomorphic in E ′Xj for every j ∈ I .
Proof of the claim. Let l : ψZ
∼→ ψZ ′ be an isomorphism in EX ; since ψ is 1-covering, there
exist a covering family (f ′j : X
′
j → X | j ∈ I) and for every j ∈ I a morphism lj : c′f ′jZ → c
′
f ′j
Z ′
such that ψ(lj) = cf ′j (l). Likewise, there exist a covering family (f
′′
j : X
′
j → X | j ∈ I ′) and
for every j ∈ I ′ a morphism l′j : c′f ′′j Z
′ → c′f ′′j Z such that ψ(l
′
i) = cf ′′j (l
−1). After replacing
(f ′j | j ∈ I) and (f ′′j | j ∈ I ′) by a common refinement, we may then assume that I = I ′
and fj := f
′
j = f
′′
j for every j ∈ I (details left to the reader). It follows that ϕ(kj ◦ lj) =
cfj (1Z) = ϕ(1c′fjZ
) and ϕ(lj ◦ kj) = cfj (1Z′) = ϕ(1c′fjZ′) for every j ∈ I . Then, since ψ
is 2-covering, for every j ∈ I there exists a covering family (fjλ : Xjλ → Xj | λ ∈ Λj)
such that c′fjλ(kj ◦ lj) = c′fjλ(1c′fjZ); likewise, for every j ∈ I there exists a covering family
(f ′jλ : X
′
jλ → Xj | λ ∈ Λ′j) such that c′f ′jλ(lj ◦ kj) = c
′
f ′jλ
(1c′fjZ
′). After replacing these families
by a common refinement, we may assume that Λj = Λ
′
j for every j ∈ I , and fjλ = f ′jλ for every
j ∈ I and every λ ∈ Λj . Then, set hjλ := fj ◦ fjλ for every j ∈ I and every λ ∈ Λj; we deduce
easily that c′f ′jλ
(lj) is an isomorphism c
′
hjλ
Z
∼→ c′hjλZ ′, whence the claim. ♦
Now, suppose that ψ ◦ ϕ is 0-covering and ψ is j-covering for j = 1, 2, and let X ∈ Ob(C ),
Y ′ ∈ Ob(E ′X); by assumption there exist a covering family (fj : Xj → X | j ∈ I) and for every
j ∈ I an isomorphism ψ ◦ ϕY ′′j ∼→ cfjψY ′ = ψ(c′fjY ′) in EX . By claim 5.2.6, there exists for
every j ∈ I a covering family (fjλ : Xjλ → Xj | j ∈ I) such that c′fjλ(ϕY ′′j ) = ϕ(c′′fjλY ′′j ) is
isomorphic to c′fj◦fjλY
′ in E ′Xi for every λ ∈ Λj . This shows that ϕ is 0-covering, and concludes
the proof of the lemma. 
Lemma 5.2.7. Let C := (C , J) be a site, E
F−→ C F ′←− E ′ two fibrations, and ϕ : E → E ′ a
C -cartesian functor. The following conditions are equivalent :
(i) ϕ is 1-covering (resp. 2-covering).
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(ii) For every X ∈ Ob(C ) and every σ, σ′ ∈ E (X), the induced morphism :
(5.2.8) Cart(σ, σ′)a → Cart(ϕ ◦ σ, ϕ ◦ σ′)a
of sheaves on C/X is an epimorphism (resp. a monomorphism).
Proof. Recall that – as described in (5.1.8) – for every X, σ, σ′ as in (ii) we have a morphism
of presheaves ϕ∗σ,σ′ : Cart(σ, σ
′) → Cart(ϕ ◦ σ, ϕ ◦ σ′) on C /X , and (5.2.8) is the morphism
of associated sheaves (ϕ∗σ,σ′)
a on the site C/X . Then the assertion follows easily by inspecting
the definitions, and taking into account corollary 4.1.30(i,ii) and remark 4.1.29(ii,iii). 
Proposition 5.2.9. Let (C , J) be a site, E
F−→ C F ′←− E ′ two fibrations, ϕ : E → E ′ a C -
cartesian functor, and i ∈ {0, 1, 2} such that E is i-separated and E ′ is (i−1)-separated. Then
ϕ is i-faithful if and only if it is j-covering for every j ≥ 2− i.
Proof. We consider first the case where i = 0, so by assumption E is a 0-separated prestack (and
no conditions on E ′); the assertion is that ϕ is faithful if and only if it is 2-covering. However, if
ϕ is faithful, it is obviously 2-covering. Thus, suppose that ϕ is 2-covering, and letX ∈ Ob(C )
and g1, g2 : Y → Z two morphisms in EX such that ϕ(g1) = ϕ(g2); by assumption there exist a
covering family (fj : Xj → X | j ∈ I) and for every j ∈ I a cartesian morphism hj : Yj → Y
in E such that Fhj = fj and g1 ◦ hj = g2 ◦ hj . We may then find two cartesian sections
ψY , ψZ ∈ E (X) such that ψY (1X) = Y and ψZ(1X) = Z, and for i = 1, 2 there exists a unique
natural C -transformation σi : ψY ⇒ ψZ such that σi,1X = gi. It follows that (σ1)|S = (σ2)|S ,
so σ1 = σ2, since E is 0-separated; hence g1 = g2, so ϕ is faithful.
In case i = 1, the prestack E is 1-separated and E ′ is 0-separated, and we need to check
that ϕ is fully faithful if and only if it is j-covering for j = 1, 2. Again, if ϕ is fully faithful,
obviously it is j-covering for j = 1, 2. Conversely, if the latter condition holds, by the foregoing
case we know already that ϕ is faithful, so it remains only to check that ϕ is full. Thus, let
X ∈ Ob(C ) and g : ϕY1 → ϕY2 any morphism in E ′X ; by assumption, there exist a covering
family (fj : Xj → X | j ∈ I) and morphisms Y2 gj←− Zj hj−→ Y1 with hj cartesian, such that
Fhj = fj and ϕ(gj) = g ◦ ϕ(hj) for every j ∈ I . As in the foregoing, we pick for i = 1, 2
a cartesian section ψi ∈ E (X) such that ψi(1X) = Yi, and then there exists a unique natural
C -transformation σ : ϕ ◦ ψ1 ⇒ ϕ ◦ ψ2 such that σ1X = g. Since ψ1(fj/X) : ψ1(fj) → Y1 is
cartesian, there exists moreover a unique isomorphism in F−1Xj
h′j : ψ1(fj)
∼→ Zj such that hj ◦ h′j = ψ1(fj/X).
Likewise, since ψ2(fj/X) : ψ2(fj)→ Y2 is cartesian, there exists a unique morphism in F−1Xj
g′j : ψ1(fj)→ ψ2(fj) such that gj ◦ h′j = ψ2(fj/X) ◦ g′j.
We get therefore for every j ∈ I a unique natural C -transformation
σj : ψ1 ◦ fj∗ ⇒ ψ2 ◦ fj∗ such that σj,1Xj = g′j .
Claim 5.2.10. ϕ ∗ σj = σ ∗ fj for every j ∈ I .
Proof of the claim. It suffices to check that ϕ(σj,1Xj ) = (σ ∗ fj)1Xj , i.e. ϕ(g′j) = σfj for every
j ∈ I . However : ϕ(ψ2(fj/X))◦ϕ(g′) = ϕ(gj)◦ϕ(h′j) = g◦ϕ(hj)◦ϕ(h′j) = g◦ϕ(ψ1(fj/X)) =
ϕ(ψ2(fj/X)) ◦ σfj , whence the assertion, since ϕ(ψ2(fj/X)) is cartesian. ♦
Recall now that the proof of theorem 3.1.44 yields a natural equivalence ηCE ) : C(E )
∼→
C(C(E )), induced by the strict pseudo-natural equivalence βλ associated with the natural split
cleavage λ of C(E ). We set ψ∗i := ηC(E )(ψi) for i = 1, 2. Explicitly, ψ
∗
i (f) = ψi ◦ f∗ for
every f ∈ Ob(C /X), and ψ∗i,g/X = 1ψ∗i (f ′) for every morphism g/X : f ′ → f in C /X .
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Let S ⊂ C /X be the sieve generated by (fj | j ∈ I); we construct as follows a natural
C -transformation
σ† : ψ∗|S ⇒ ψ∗|S .
For every (f : X ′ → X) ∈ Ob(S ), pick j ∈ J such that there exists a factorisation f = fj ◦ f ′
for somemorphism f ′ : X → Xj ofC , and set σ†f := σj∗f ′∗. Let us check that σ†f is independent
of the choice of factorisation : indeed, if f = f ′′ ◦ fk for some other k ∈ I and some morphism
f ′′ : X ′ → Xk, we have ϕ ∗ (σj ∗ f ′) = σ ∗ fj ∗ f ′ = σ ∗ fk ∗ f ′′ = ϕ ∗ (σk ∗ f ′′) by claim
5.2.10, whence the contention, since ϕ is faithful. Likewise, the naturality of the rule f 7→ σ†f
can be checked after composition with ϕ, where it follows easily (details left to the reader).
Now, since E is 1-separated, the same holds for C(E ), hence σ† extends to a natural C -
transformation σ∗ : ψ∗1 ⇒ ψ∗2 . Then there exists a unique natural C -transformation σ′ : ψ1 ⇒
ψ2 such that ηC(E )(σ
′) = σ∗. We claim that
ϕ ∗ σ′ = σ.
Indeed, it suffices to show that ηC(E )(ϕ ∗ σ′) = ηC(E )(σ), i.e. that C(ϕ) ∗ σ∗ = ηC(E )(σ), and
since E ′ is 0-separated, we are reduced to checking that (C(ϕ) ∗ σ∗)|S = ηC(E )(σ)|S , i.e. that
C(ϕ) ∗ σ† = ηC(E )(σ)|S . Then we are further reduced to showing that ϕ ∗ σ†fj = σ ∗ fj∗ for
every j ∈ I . But the latter identities hold by claim 5.2.10. Lastly, set g′ := σ′1X ; we deduce that
ϕ(g′) = g, and this shows that ϕ is full, as required.
In case i = 2, the prestack E ′ is 1-separated and E is a stack, and we need to check that ϕ
is an equivalence if and only if it is j-covering for j = 0, 1, 2. Again, if ϕ is an equivalence,
clearly it is j-covering for all j; conversely, if this condition holds, by the foregoing we know
already that ϕ is fully faithful, so it remains only to check that ϕ is essentially surjective. To
this aim, let X ∈ Ob(C ) and Y ′ ∈ Ob(E ′X); by assumption, there exist a covering family
(fj : Xj → X | j ∈ I) and for every j ∈ I a cartesian morphism hj : ϕYj → Y ′ with
F ′hj = fj . Pick, for every j ∈ I a cartesian section ψj ∈ E (Xj) with ψj(1Xj) = Yj . Now, for
every j, k ∈ I consider the category C /Xjk := C /Xj×(fj∗,fk∗)C /Xk (see (3.4.4)). The objects
of C /Xjk are the pairs of morphisms Xj
f ′j←− X ′ f
′
k−→ Xk such that f ′ := fj ◦ f ′j = fk ◦ f ′k. We
have two natural projections C /Xj
π0jk←−− C /Xjk
π1jk−−→ C /Xk that send every such pair (f ′j , f ′k)
to f ′j and respectively f
′
k. For every such pair (f
′
j , f
′
k) and s = j, k we get cartesian morphisms
ψs(f
′
s/Xs) : ψs(f
′
s)→ Ys such that Fψs(f ′s/Xs) = f ′s. There follows a unique isomorphism
τ : ϕ ◦ ψj(f ′j) ∼→ ϕ ◦ ψk(f ′k) such that hk ◦ ϕ(ψk(f ′k/Xk)) ◦ τ = hj ◦ ϕ(ψj(f ′j/Xj))
and since ϕ is fully faithful, we get a unique isomorphism
ωij(f ′j ,f ′k)
: ψj(f
′
j)
∼→ ψk(f ′k) such that ϕ(ωij(f ′j ,f ′k)) = τ
and we claim that the rule (f ′j, f
′
k) 7→ ωij(f ′j ,f ′k) yields an isomorphism of functors
ωij : ψj ◦ π0jk(f ′j , f ′k) ∼→ ψk ◦ π1jk(f ′j , f ′k).
Indeed, let (Xj
f ′′j←− X ′′ f
′′
k−→ Xk) be another object of C /Xjk; a morphism (f ′′j , f ′′k ) → (f ′j , f ′k)
is a morphism t : X ′′ → X ′ in C such that f ′j ◦ t = f ′′j and f ′k ◦ t = f ′′k , and the assertion
amounts to the identity :
A := ψk(t/Xk) ◦ ωjk(f ′′j ,f ′′k ) = B := ω
jk
(f ′j ,f
′
k)
◦ ψj(t/Xj).
364 OFER GABBER AND LORENZO RAMERO
However, we have :
hk ◦ (ϕ ◦ ψk(f ′k/Xk)) ◦ ϕ(A) = hk ◦ ϕ(ψk(f ′′k /Xk) ◦ ωjk(f ′′j ,f ′′k ))
= hj ◦ ϕ(ψj(f ′′j /Xj))
= hj ◦ ϕ(ψj(f ′j/Xj)) ◦ ϕ(ψj(t/Xj))
= hk ◦ (ϕ ◦ ψk(f ′k/Xk)) ◦ ϕ(B)
whence the contention, since hk ◦ (ϕ ◦ ψk(f ′k/Xk)) is cartesian and ϕ is faithful. Next, for
every j, k, l ∈ I set C /Xjkl := C /Xjk ×C /X C /Xl; the objects of this category are the triples
(f ′j : X
′ → Xj , f ′k : X ′ → Xk, f ′l : X ′ → Xl) such that fj ◦ f ′j = fk ◦ f ′k = fl ◦ f ′l . We have
obvious projection functors
π0jkl : C /Xjkl → C /Xkl π1jkl : C /Xjkl → C /Xjl π2jk : C /Xjkl → C /Xjk.
With this notation, the uniqueness properties of ωij easily imply the cocycle identity :
(ωjk ∗ π2jkl)⊙ (ωkl ∗ π0jkl) = ωjl ∗ π1jkl for every j, k, l ∈ I
(details left to the reader). Let S ⊂ C /X be the sieve generated by the family (fj | j ∈ I);
in view of proposition 3.4.15, we deduce that there exist a cartesian functor ψ : S → E and a
system of isomorphisms (ηj : ψj
∼→ ψ ∗ fj∗ | j ∈ I) fulfilling the compatibility condition
(ηk ∗ π1jk)⊙ ωjk = ηj ∗ π0jk for every j, k ∈ I.
Since E is stack, we may then find a cartesian section ψ′ ∈ E (X) with an isomorphism ψ′|S
∼→
ψ. Set Y := ψ′(1X); to conclude the proof, it will suffice to exhibit an isomorphism Y
′ ∼→ ϕY
in E ′. To this aim, pick as well a cartesian section ψ˜ ∈ E ′(X) such that ψ˜(1X) = Y ′; we set
ψ˜j := ψ˜ ◦ fj∗ : C /Xj → E ′ for every j ∈ I . Notice that ψ˜j ◦ π0jk = ψ˜k ◦ π1jk for every j, k ∈ I .
Since hj is cartesian, there exists a unique isomorphism h
′
j : ψ˜(fj)
∼→ ϕYj in F ′−1Xj such that
hj ◦ h′j = ψ˜(fj/X). There follows an isomorphism of cartesian functors
η˜j : ψ˜j
∼→ ϕ ◦ ψj such that η˜j,1Xj = h′j for every j ∈ I.
Explicitly, for every (f ′ : X ′ → Xj) ∈ Ob(C /Xj), the isomorphism η˜j,f ′ : ψ˜j(f ′) ∼→ ϕ◦ψj(f ′)
is characterized by the identity :
ϕ(ψj(f
′/Xj)) ◦ η˜j,f ′ = h′j ◦ ψ˜j(f ′/Xj) in E ′.
We claim that the following diagram commutes for every j, k ∈ I :
ψ˜j ◦ π0jk
η˜j∗π0jk

ψ˜k ◦ π1jk
η˜k∗π
1
jk

ϕ ◦ ψj ◦ π0jk
ϕ∗ωij +3 ϕ ◦ ψk ◦ π1jk.
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Indeed, let (f ′j , f
′
k) be any object of C /Xjk; we compute :
hk ◦ ϕ(ψk(f ′k/Xk)) ◦ (η˜k ∗ π1jk)(f ′j ,f ′k) =hk ◦ h′k ◦ ψ˜k(f ′k/Xk)
= ψ˜(fk/X) ◦ ψ˜(f ′k/X)
= ψ˜(fk ◦ f ′k/X)
= ψ˜(fj ◦ f ′j/X)
=hj ◦ h′j ◦ ψ˜j(f ′j/Xj)
=hj ◦ ϕ(ψj(f ′j/Xj)) ◦ η˜j,f ′
=hk ◦ ϕ(ψk(f ′k/Xk)) ◦ ϕ(ωij(f ′j ,f ′k)) ◦ η˜j,f ′
whence the claim, as usual, since hk ◦ϕ(ψk(f ′k/Xk)) is cartesian. In view of proposition 3.4.15,
we deduce that there exists a unique isomorphism of cartesian functors
ψ˜|S
∼→ ϕ ◦ ψ = (ϕ ◦ ψ′)|S .
But since E ′ is 1-separated, the latter comes from a unique isomorphism ψ˜
∼→ ϕ ◦ ψ′, whence
the sought isomorphism Y ′
∼→ ϕY . 
Proposition 5.2.11. Let (C , J) be a small site, F : E → C a fibration, and j ∈ {0, 1, 2}. Then:
(i) The unit of adjunction ηE : E → E a is i-covering for i = 0, 1, 2.
(ii) E is j-separated if and only if ηE is j-faithful.
(iii) A cartesian functor ϕ : E → E ′ of C -fibrations is j-covering if and only if the same
holds for the induced functor ϕa : E a → E ′a.
Proof. (i): Quite generally, let G : A → B be a C -cartesian functor of fibrations, and H :
A ′
∼→ A a C -equivalence of categories; then it is easily seen that G is i-covering for some
i ∈ {0, 1, 2} if and only if the same holds for G ◦ H . Taking into account lemma 5.2.4(i), we
are therefore reduced to checking :
Claim 5.2.12. The functor jE : C(E )→ E + is i-covering for i = 0, 1, 2.
Proof of the claim. Let [X,ψ : S → E ] be any object of E +, and pick a generating family
(fj : Xj → X | j ∈ I) for S ; then (Xj, ψ ◦ fj : C /Xj → E ) is an object of C(E ) and fj
induces a cartesian morphism jE (Xj, ψ ◦fj∗)→ [X,ψ] for every j ∈ I . Thus, jE is 0-covering.
Next, let [t, σ] : [X ′, ψ′ : C /X ′ → E ] → [X,ψ : C /X → E ] be a morphism in E +.
By definition, t : X ′ → X is a morphism of C , and σ : ψ′|S ⇒ (ψ ◦ t∗)|S is a natural C -
transformation defined on a covering sieve S ⊂ C /X ′. Again, we pick a generating family
(fj : X
′
i → X ′ | j ∈ I) for S , and denote by (fj , hj) : (X ′j , ψ′ ◦ fj∗) → (X ′, ψ′) the cartesian
morphism in C(E ) induced by fj . Then σ ∗ fj∗ : ψ′ ◦ fj∗ ⇒ ψ ◦ (t ◦ fj)∗ defines a morphism
(t ◦ fj, gj) : (X ′j, ψ′ ◦ fj∗) → (X,ψ) in C(E ) such that jE (t ◦ fj , gj) = [t, σ] ◦ jE (fj, hj) for
every j ∈ I . This proves that jE is 1-covering.
Lastly, let (t1, σ1), (t2, σ2) : (X
′, ψ′ : C /X ′ → E ) → (X,ψ : C /X → E ) be two mor-
phisms in C(E ) such that jE (t1, σ1) = jE (t2, σ2). Especially, this means that t := t1 = t2, and
there exists a covering sieve S ⊂ C /X ′ such that (σ1)|S = (σ2)|S . We pick a generating
family (fj : X
′
j → X ′ | j ∈ I) for S , and let (fj , hj) : (X ′j , ψ′ ◦ fj∗) → (X ′, ψ′) be the
cartesian morphism induced by fj; then (t, σ1) ◦ (fj , hj) = (t, σ2) ◦ (fj, hj) for every j ∈ I , so
jE is 2-covering. ♦
(ii): From (i) and proposition 5.2.9 we see already that if E is j-separated, then ηE is j-
faithful. Suppose then that ηE is j-faithful; let X ∈ Ob(C ) be any object, and S ⊂ C /X any
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covering sieve; we consider the induced commutative diagram of categories :
E (X) //
CartC (C /X,ηE )

CartC (S , E )
CartC (S ,ηE )

E a(X) // CartC (S , E a)
whose bottom horizontal arrow is an equivalence, since E a is a stack, and whose vertical arrows
are j-faithful, by virtue of corollary 3.1.28(ii.a). It follows that the top horizontal arrow is j-
faithful as well, which means that E is j-separated.
(iii): We have an essentially commutative diagram of cartesian functors
E
ϕ //

E ′

E a
ϕa // E ′a
whose vertical arrows are i-covering for i = 0, 1, 2, by (i). Then the assertion follows immedi-
ately from lemma 5.2.4(i,ii). 
5.3. Local calculus of fractions. Let C := (C , J) be a site, A → C a fibration; choose a
unital cleavage λ for A , and let c : C o → Cat be the associated unital pseudo-functor. To ease
notation, for every morphism f : X ′ → X in C we let f ∗ := cf : AX → AX′ , and denote by
γc•,• the coherence constraint of c. Consider a system of sets Σ• := (ΣX | X ∈ Ob(C )) with :
• ΣX ⊂ Morph(AX) for everyX ∈ Ob(C )
• f ∗(ΣX) ⊂ ΣX′ for every morphism f : X ′ → X of C .
Proposition 5.3.1. In the situation of (5.3), there exist a 1-separated prestack A {Σ−1• } over
C, and a cartesian functor
L{Σ} : A → A {Σ−1• }
with the following properties :
(i) L{Σ}f is an isomorphism in A {Σ−1• }, for every f ∈ Σ :=
⋃
f∈Ob(C ) ΣX .
(ii) For every 1-separated prestack E on C, and every cartesian functor F : A → E such
that Ff is invertible in E for every f ∈ Σ, there exists a unique cartesian functor
F ′ : A {Σ−1• } → B such that F = F ′ ◦ L{Σ}.
Proof. According to theorem 1.6.9, for every morphism f : X ′ → X of C the functor f ∗
extends uniquely to a functor f ∗Σ : AX [Σ
−1
X ]→ AX′[Σ−1X′ ], and γcf,g : f ∗ ◦ g∗ ∼→ (g ◦ f)∗ extends
uniquely to an isomorphism of functors γΣf,g : f
∗
Σ ◦ g∗Σ ∼→ (g ◦ f)∗Σ for every composable pair
(f, g) of morphisms of C (corollary 1.6.11). It is then easily seen that the rules : X 7→ AX [Σ−1X ]
for every X ∈ Ob(C ) and f 7→ f ∗Σ for every morphism f of C yield a unital pseudo-functor
c[Σ−1• ] : C
o → Cat with coherence constraint γΣ••, and we set
A [Σ−1• ] := F ib(c[Σ
−1
• ]).
From theorem 1.6.9 it follows easily that the system of localization functors AX → AX [Σ−1X ]
yields a unique cartesian functor L′ : A → A [Σ−1• ] such that the following holds. For every
fibrationF overC , and every cartesian functor F : A → F such that Ff is invertible inF for
every f ∈ Σ, there exists a unique cartesian functor F ′ : A [Σ−1• ]→ F such that F = F ′ ◦ L′.
By theorem 5.1.10 we conclude that the composition of L′ with the natural cartesian functor
A [Σ−1• ]→ A {Σ−1• } := A [Σ−1• ]sep fulfills the stated conditions. 
Definition 5.3.2. In the situation of (5.3), we shall say that the system Σ• admits a right local
calculus of fractions if the following conditions hold for everyX ∈ Ob(C ) :
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(LCF1) The set ΣX contains the isomorphisms of AX .
(LCF2) The set ΣX fulfills condition (CF2) of definition 1.6.14.
(LCF3) For every morphism f : A → B in AX and every s : C → B in ΣX , there exist a
covering family (ϕλ : Xλ → X | λ ∈ Λ) in the site C, and for every λ ∈ Λ a morphism
gλ : Dλ → ϕ∗λC in AXλ and tλ : Dλ → ϕ∗λA in ΣXλ such that ϕ∗λ(f) ◦ tλ = ϕ∗λ(s) ◦ gλ.
(LCF4) If f, g : A → B are any two morphisms in AX such that s ◦ f = s ◦ g for some
s : B → C in ΣX , then there exist a covering family (ϕλ : Xλ → X | λ ∈ Λ)
in the site C and for every λ ∈ Λ an element tλ : Dλ → ϕ∗λA in ΣXλ such that
ϕ∗(f) ◦ tλ = ϕ∗λ(g) ◦ tλ.
5.3.3. In the situation of (5.3), for every X ∈ Ob(C ) and A ∈ Ob(AX) let ΣX/A be the full
subcategory of AX/A whose objects are the elements of ΣX with target equal to A. For every
morphism (Y ′
ϕ′−→ X) ψ/X−−→ (Y ϕ−→ X) of C /X notice that ψ∗ : AY → AY ′ induces a functor
(ψ/X)∗ : AY /ϕ
∗A→ AY ′/ϕ′∗A (I f−→ ϕ∗A) 7→ (ψ∗I
γc
(ψ,ϕ),A
◦ψ∗(f)
−−−−−−−−→ ϕ′∗A)
Suppose now that Σ• fulfills condition (LCF1) of definition 5.3.2; then (ψ/X)
∗ restricts to
(ψ/X)∗ : ΣY/ϕ∗A → ΣY ′/ϕ′∗A.
Moreover, if (ψ′/X) : (Y ′′
ϕ′′−→ X) → (Y ′ ϕ′−→ X) is another morphism of C /X , we have an
isomorphism in ΣY ′′/ϕ′′∗A for every (s : I → ϕ∗A) ∈ Ob(ΣY/ϕ∗A)
(γc(ψ′,ψ),I/X) : (ψ
′/X)∗ ◦ (ψ/X)∗(s) ∼→ (ψ ◦ ψ′/X)∗(s).
Clearly the rule s 7→ (γc(ψ′,ψ),I/X) yields an isomorphism of functors γΣψ′,ψ : (ψ′/X)∗ ◦
(ψ/X)∗
∼→ (ψ ◦ ψ′/X)∗, and then it easily seen that the rules : ϕ 7→ ΣY/ϕ∗A for every
(ϕ : Y → X) ∈ Ob(C /X) and ψ/X 7→ (ψ/X)∗ for every morphism ψ/X of C /X de-
fine a unital pseudo-functor Σ•/A : (C /X)
o → Cat, whose coherence constraint is given by
the system of isomorphisms γΣψ′,ψ. There follows a fibration
SA := F ib(Σ•/A)→ C /X
and we denote by λA its natural unital cleavage. Next, forA,B ∈ Ob(AX) consider the functor
HA,B : S
o
A → Set (Y ϕ−→ X, I s−→ ϕ∗A) 7→ {(s, f) | f ∈ HomAY (I, ϕ∗B)}
which assigns to every morphism (ψ/X, h/ϕ∗A) : (ϕ, s)→ (ϕ′, s′) of SA the map
HA,B(ψ/X, h/ϕ
∗A) : HA,B(ϕ
′, s′)→ HA,B(ϕ, s) (s′, f) 7→ (s, ((ψ/X)∗f) ◦ h).
Lemma 5.3.4. With the notation of (5.3.3), suppose that the system Σ• admits a right local
calculus of fraction. Then the fibration SA is locally cofiltered over the site C/X .
Proof. Condition (LCF1) implies immediately condition (a) of definition 4.3.3. Next, let (ϕ :
Y → X) ∈ Ob(C /X), and (ϕ, s : I → ϕ∗A) and (ϕ, s′ : I ′ → ϕ∗A) be two objects of
ΣY/ϕ∗A. By (LCF3) we may find a covering (ψλ : Yλ → Y | λ ∈ Λ) for the topology J , and
for every λ ∈ Λ a morphism fλ : J → ψ∗λI in AYλ and an element tλ : J → ψ∗λI ′ of ΣYλ such
that s′′λ := ψ
∗
λ(s) ◦ fλ = ψ∗λ(s′) ◦ tλ. By (LCF1) and (LCF2), we have uλ := γ(ϕ,ψλ),A ◦ s′′λ ∈
ΣYλ/(ϕ◦ψλ)∗A for every λ ∈ Λ, and it follows that tλ and fλ yield morphisms uλ → (ψ/X)∗(s′)
and respectively uλ → (ψ/X)∗(s). Hence SA fulfills condition (b) of definition 4.3.3.
Lastly, consider two morphisms (g/ϕ∗A), (g′/ϕ∗) : (s : I → ϕ∗A) → (s′ : I → ϕ∗A) in
ΣY/ϕ∗A. In other words, g, g
′ : I → I ′ are morphisms in AY with s′◦g = s′◦g′ = s. By (LCF3)
there exist then a covering family (ψλ : Yλ → Y | λ ∈ Λ) and for every λ ∈ Λ an element hλ :
J → ψ∗λI ofΣAYλ with tλ := ψ∗λ(g)◦hλ = ψ∗λ(g′)◦hλ. Notice that uλ := ψ∗λ(s′)◦tλ = ψ∗λ(s)◦hλ
lies in ΣYλ,(ψλ)∗ϕ∗A. Hence hλ yields a morphism (h/(ϕ ◦ψλ)∗A) : γ(ϕ,ψλ),A ◦uλ → (ψ/X)∗(s)
368 OFER GABBER AND LORENZO RAMERO
in ΣYλ,(ϕ◦ψλ)∗A with (ψλ/X)
∗(g) ◦ (h/(ϕ ◦ ψλ)∗A) = (ψλ/X)∗(g′) ◦ (h/(ϕ ◦ ψλ)∗A). This
shows that condition (c) holds as well. 
5.3.5. With the notation of (4.3.4), consider the presheaf on C /X and the sheaf on C/X :
MA,B :=
∫ λA
HA,B and HA,B :=
∫ λA
a
HA,B.
Recall that for every (ϕ : Y → X) ∈ Ob(C /X), the set MAB(ϕ) consists of the equivalence
classes of [s, f ] of pairs with s ∈ Ob(ΣY/ϕ∗A) and (s, f) ∈ HAB(ϕ, s). We shall denote by
{s, f} ∈ HA,B(ϕ) the image of such a class [s, f ]. Taking into account lemmata 4.3.5 and 5.3.4
we see that if Σ• admits a right local calculus of fraction, the following holds :
(a) For every σ ∈ HAB(ϕ) we have a covering family (ϕλ : Yλ → Y | λ ∈ Λ) in the site
C, and for every λ ∈ Λ a morphism gλ : Cλ → ϕ∗λB in AYλ and an element sλ : Cλ →
ϕ∗λA of ΣYλ such that HAB(ϕλ/X)(σ) is the image of [sλ, gλ] in HAB(ϕ ◦ ϕλ/X).
(b) For every two pairs (s : I → ϕ∗A, f), (s′ : I ′ → ϕ∗A, f ′) ∈ HAB(ϕ, s) with [s, f ] =
[s′, f ′] in MAB(ϕ, s) there exist a covering family (ϕλ : Yλ → Y | λ ∈ Λ) in the site
C, and for every λ ∈ Λ two morphisms in AYλ
ϕ∗λI
′ t
′
λ←− Jλ tλ−→ ϕ∗λI with (ϕλ/X)∗(f) ◦ tλ = (ϕλ/X)∗(f ′) ◦ t′λ
and such that (ϕλ/X)
∗(s) ◦ tλ = (ϕλ/X)∗(s′) ◦ t′λ lies in ΣYλ,(ϕ◦ϕλ)∗A.
Let λΣ and λ{Σ} be the cleavages of A [Σ
−1
• ] and respectively A {Σ−1• } deduced from the
cleavage λ of A , as in the proofs of proposition 5.3.1 and theorem 5.1.10. For every A ∈
Ob(A {Σ−1• }X) = Ob(AX [Σ−1• ]) = Ob(AX) define the cartesian sections βλΣA : C /X →
A [Σ−1• ] and β
λ{Σ}
X,A : C /X → A {Σ−1• } as in the proof of claim 3.1.45. Let also LΣ : A →
A [Σ−1• ] be the localization functor; we have a natural morphism of presheaves on C /X :
MA,B → Cart(βλΣA , βλΣB ) for every A,B ∈ Ob(AX)
which assigns to every [s, f ] ∈ MA,B(ϕ) the unique natural C -transformation βλΣA ◦ ϕ∗ →
βλΣB ◦ ϕ∗ such that 1Y 7→ LΣ(f) ◦ LΣ(s)−1, for every ϕ ∈ Ob(C /X). We deduce a morphism
HA,B → Cart(βλΣA , βλΣB )a of associated sheaves on C/X . But recall that the proof of theorem
5.1.10 yields as well a natural identification
Cart(βλΣA , β
λΣ
B )
a ∼→ Cart(βλ{Σ}A , β
λ{Σ}
B ).
The composition of the latter two morphisms is a morphism of sheaves on C/X :
(5.3.6) HAB → Cart(βλ{Σ}X,A , β
λ{Σ}
X,B ) {s, f} 7→ L{Σ}(f) ◦ L{Σ}(s)−1.
Proposition 5.3.7. Suppose that the system Σ• admits a right local calculus of fraction. Then
(5.3.6) is an isomorphism of sheaves for every A,B ∈ Ob(AX).
Proof. We define for everyX ∈ Ob(C ) a category
LX
whose set of objects is Ob(AX), and such that HomLX (A,B) := HAB(1X) for every A,B ∈
Ob(AX). For every A,B,C ∈ Ob(AX), the composition law
(5.3.8) HAB(1X)×HBC(1X)→ HAC(1X)
is obtained as follows. Let (ϕ : Y → X) ∈ Ob(C /X) and [s : I → ϕ∗A, f ] ∈ MAB(ϕ) and
[s′ : I ′ → ϕ∗B, f ′] ∈ MBC(ϕ) any two sections; by virtue of (LCF3) we may find a covering
family (ϕλ : Yλ → Y | λ ∈ Λ) and for every λ ∈ Λ, morphisms in AYλ :
ϕ∗λI
sλ←− Jλ fλ−→ ϕ∗λI ′ such that (ϕλ/X)∗(f)◦sλ = (ϕλ/X)∗(s′)◦fλ and sλ ∈ ΣYλ .
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Set tλ := (ϕλ/X)
∗(s)◦sλ : Jλ → (ϕ◦ϕλ)∗A and gλ := (ϕλ/X)∗(f ′)◦fλ : Jλ → (ϕ◦ϕλ)∗B for
every λ. For λ, µ ∈ Λ, consider morphisms Yλ ψλ←− Z ψµ−→ Yµ such that ψ := ϕλ ◦ψλ = ϕµ ◦ψµ.
Claim 5.3.9. HAB(ψλ/X){tλ, gλ} = HAB(ψµ/X){tµ, gµ}.
Proof of the claim. We need to show that {(ψλ/X)∗tλ, (ψλ/X)∗gλ} = {(ψµ/X)∗tµ, (ψµ/X)∗gµ}.
However, by (LCF3) we may find a covering family (ρν : Zν → Z | ν ∈ Λ′) and for every
ν ∈ Λ′, morphisms ρ∗νψ∗µJµ sν←− Jν
s′ν−→ ρ∗νψ∗λJλ in AZν with sν ∈ ΣZν , and such that
(ρν/Y )
∗(ψµ/Y )
∗(sµ) ◦ sν = (ρν/Y )∗(ψλ/Y )∗(sλ) ◦ s′ν .
We compute :
(ρν/Y )
∗((ψ/X)∗(s′) ◦ (ψµ/Y )∗(fµ)) ◦ sν = (ρν/Y )∗((ψµ/X)∗((ϕµ/X)∗(s′) ◦ fµ)) ◦ sν
= (ρν/Y )
∗((ψµ/X)
∗((ϕµ/X)
∗(f) ◦ sλ)) ◦ sν
= (ρν/Y )
∗((ψ/X)∗(f) ◦ (ψµ/Y )∗(sµ)) ◦ sν
= (ρν/Y )
∗((ψ/X)∗(f) ◦ (ψλ/Y )∗(sλ)) ◦ s′ν
= (ρν/Y )
∗((ψ/X)∗(s′) ◦ (ψλ/Y )∗(fλ)) ◦ s′ν .
By (LCF4) it follows that for every ν ∈ Λ′ there exist a covering family (ρνν′ : Zνν′ → Zν | ν ′ ∈
Λ′ν) and for every ν
′ ∈ Λ′ν an element tνν′ : Jνν′ → ρ∗ννJν of ΣZνν′ such that
(ρνν′/Y )
∗(ρν/Y )
∗((ψµ/Y )
∗(fµ) ◦ sν) ◦ tνν′ = (ρνν′/Y )∗(ρν/Y )∗((ψλ/Y )∗(fλ) ◦ s′ν) ◦ tνν′ .
Set ρ′νν′ := ρν ◦ ρνν′ for every ν ′ ∈ Λ′ν , and
Tλνν′ := (ψλ ◦ ρ′νν′/X)∗tλ Gλνν′ := (ψλ ◦ ρ′νν′/X)∗gλ γλνν′ := γc(ρ′
νν′
,ψλ),Jλ
and define likewise Tµνν′ , Gµνν′ and γµνν′ . We compute :
[Tλνν′ , Gλνν′ ] = [Tλνν′ ◦ γλνν′ ◦ (ρνν′/Z)∗(s′ν) ◦ tνν′ , Gλνν′ ◦ γλνν′ ◦ (ρ′νν′/Z)∗(s′ν) ◦ tνν′ ]
= [Tµνν′ ◦ γµνν′ ◦ (ρνν′/Z)∗(sν) ◦ tνν′, Gµνν′ ◦ γµνν′ ◦ (ρνν′/Z)∗(sν) ◦ tνν′ ]
= [Tµνν′ , Gµνν′ ]
whence the contention. ♦
Claim 5.3.9 implies that the system ({tλ, gλ} | λ ∈ Λ) defines a unique section of HAC(ϕ)
that we denote {s′, f ′} ◦ {s, f}. Notice that the argument proves as well that the construction
of {s′, f ′} ◦ {s, f} is independent of all auxiliary choices. A direct inspection shows then that
we obtain a well defined morphism of presheaves
MAB ×MBC → HAC ([s, f ], [s′, f ′]) 7→ {s′, f ′} ◦ {s, f}
which therefore induces a unique morphism of sheaves on C/X :
HAB ×HBC → HAC such that ({s, f}, {s′, f ′}) 7→ {s′, f ′} ◦ {s, f}.
Then the sought map (5.3.8) is the map of sets obtained by evaluating the foregoing morphism
on the object 1X ∈ Ob(C /X). Let us check that {1ϕ∗B, 1ϕ∗B} ◦σ = σ = σ ◦ {1ϕ∗A, 1ϕ∗A} for
every A,B ∈ Ob(AX) and every ϕ ∈ Ob(C /X) : indeed, it suffices to check these identities
for σ = {s, f}, for any (s, f) ∈ HA,B(ϕ), and the latter follow by simple inspection. Lastly,
in order to show the associativity property for our composition law, consider A,B,C,D ∈
Ob(AX) and (s : I → ϕ∗A, f), (s′ : I ′ → ϕ∗B, f ′), (s′′ : I ′′ → ϕ∗C, f ′′) ∈ HAB(ϕ), for some
(ϕ : Y → X) ∈ Ob(C /X). By (LCF3) we may find a covering family (ϕλ : Yλ → Y | λ ∈ Λ)
and for every λ ∈ Λ, morphisms in AYλ :
ϕ∗λI
tλ←− Jλ gλ−→ ϕ∗λI ′
t′λ←− J ′λ
g′λ−→ ϕ∗λI ′′ with tλ, t′λ ∈ ΣYλ
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such that (ϕλ/X)
∗(f) ◦ tλ = (ϕλ/X)∗s′ ◦ gλ and (ϕλ/X)∗(f ′) ◦ t′λ = (ϕλ/X)∗(s′′) ◦ g′λ. Then
we may also find for every λ ∈ Λ a covering family (ϕλµ : Yλµ → Yλ | µ ∈ Λλ) and for every
µ ∈ Λλ, morphisms in AYλµ :
ϕ∗λµJλ
tλµ←−− Jλµ gλµ−−→ ϕ∗λµJ ′λ such that (ϕλµ/Y )∗(gλ) ◦ tλµ = (ϕλµ/Y )∗(tλ) ◦ gλµ
and with tλµ ∈ ΣYλµ . For every such λ and µ set ψλµ := ϕλ ◦ ϕλµ and
(t′λµ, g
′
λµ) := ((ψλµ/X)
∗(s) ◦ (ϕλµ/Y )∗(tλ) ◦ tλµ, (ψλµ/X)∗(f ′′) ◦ (ϕλµ/Y )∗(gλ) ◦ gλµ).
It then follows easily that the system ({t′λµ, g′λµ} | λ ∈ Λ, µ ∈ Λλ) represents both {s′′, f ′′} ◦
({s′, f ′} ◦ {s, f}) and ({s′′, f ′′} ◦ {s′, f ′}) ◦ {s, f}. The sought associativity property is a
straightforward consequence. This concludes the construction of LX .
Next, notice that for every morphism ϕ : Y → X in C and every A,B ∈ Ob(AX) we have
a natural isomorphism of presheaves on C /Y :
Mϕ∗A,ϕ∗B
∼→ (ϕ∗)∧MA,B
Namely, for every (ψ : Z → Y ) ∈ Ob(C /Y ), the isomorphism is given by the map :
Mϕ∗A,ϕ∗B(ψ)
∼→MA,B(ϕ ◦ ψ) [s, f ] 7→ [γc(ψ,ϕ),A ◦ s, γc(ψ,ϕ),B ◦ f ]
Since ϕ∗ is continuous and cocontinuous for the sites C/X and C/Y (remark 4.7.3(i)), com-
bining with lemma 4.2.15(ii) there follows a natural isomorphism of sheaves on C/Y :
(5.3.10) Hϕ∗A,ϕ∗B
∼→ j∗ϕHA,B.
We deduce a map
dϕ,(A,B) : HomLX (A,B)→ HA,B(ϕ) ∼→ HomLY (ϕ∗A,ϕ∗B)
namely the composition of the restriction map HA,B(ϕ/X) : HA,B(1X) → HA,B(ϕ) with the
evaluation at 1Y ∈ Ob(C /Y ) of the inverse of the foregoing isomorphism of sheaves. A simple
inspection shows that the rules : A 7→ ϕ∗A and σ 7→ dϕ,(A,B)(σ) for everyA,B ∈ AX and every
σ ∈ HomLX (A,B) yield a well defined functor
dϕ : LX → LY .
Furthermore, for every pair Z
ψ−→ Y ϕ−→ X of morphisms of C , the natural isomorphism γcψ,ϕ :
ψ∗ ◦ ϕ∗ ∼→ (ϕ ◦ ψ)∗ induces a natural isomorphism
γdψ,ϕ : dψ ◦ dϕ ∼→ dϕ◦ψ A 7→ {1ψ∗ϕ∗A, γc(ψ,ϕ),A}.
Clearly the rules : X 7→ LX and ϕ 7→ dϕ for every X ∈ Ob(C ) and every morphism ϕ of C
define a unital pseudo-functor d : C o → Cat, with coherence constraint γd•,•. We set :
L := F ib(d)
and we denote by λL the natural cleavage of L . Then, for every X ∈ Ob(C ) and every
A ∈ Ob(LX) let βλLX,A : C /X → L be the cartesian section defined as in the proof of claim
3.1.45; by inspecting the constructions, we see that for every A,B ∈ Ob(LX), the system of
isomorphisms (5.3.10) induces a natural isomorphism of presheaves on C /X :
HAB
∼→ Cart(βλLX,A, βλLX,B).
Especially, Cart(σ, σ′) is a sheaf on C/X for every pair of cartesian sections σ, σ′ ∈ L (X),
and therefore L is a 1-separated prestack (lemma 5.1.9). We have a natural functor
FX : AX → LX for everyX ∈ Ob(C )
FOUNDATIONS FOR ALMOST RING THEORY 371
that is the identity on objects and is given by the rule : (f : A→ B) 7→ {1A, f} on morphisms
f of AX . Clearly the rule X 7→ FX defines a strict pseudo-natural transformation F• : c ⇒ d,
whence a cartesian functor
L := F ib(F•) : A → L .
By construction, L(s) is an isomorphism in L , for every s ∈ ⋃X∈Ob(C ) ΣX , hence L factors
uniquely through a cartesian functor L′ : A {Σ−1• } → L and the universal cartesian functor
L{Σ} of proposition 5.3.1. To construct conversely a functor L → A {Σ−1• }, we begin by
evaluating at 1X the morphism of sheaves (5.3.6), to get a map
L′′X,A,B : HomLX (A,B)→ HomA {Σ−1• }X (A,B).
Then, a direct inspection of the constructions yields a functor L′′X : LX → A {Σ−1• }X that
is the identity on objects, and is given on morphisms by the rule : σ 7→ L′′X,A,B(σ) for every
A,B ∈ Ob(LX), and every σ ∈ HomLX (A,B) : the details shall be left to the reader.
Lastly, if c{Σ} denotes the pseudo-functor associated with the cleavage λ{Σ}, we easily see
that the rule : X 7→ L ′′X for everyX ∈ Ob(C ) defines a strict pseudo-natural C -transformation
L′′• : d⇒ c{Σ}, whence a cartesian functor
L′′ := F ib(L′′•) : L → A {Σ−1• }.
A direct inspection shows that L′◦L′′ = 1L . In order to show that L′′◦L′ = 1A {Σ−1• }, it suffices
to check that L′′ ◦ L′ ◦ L{Σ} = L{Σ}, due to the universal property of L{Σ}. Thus, we come
down to the proving that L′′ ◦ L = L{Σ}, which again holds by direct inspection. Summing up,
we have proven that L′′ is an isomorphism of categories; the proposition follows at once. 
5.4. Functorial properties of the categories of stacks. In section 4.2 we have attached to
every continuous or cocontinuous functor between sites certain natural functors on the corre-
sponding categories of sheaves. Hereafter we shall likewise associate with such functors certain
natural pseudo-functors on the corresponding 2-categories of stacks.
Proposition 5.4.1. Let (C , J) and (C ′, J ′) be two sites, u : C → C ′ a cocontinuous functor,
and i ∈ {0, 1, 2}. The following holds :
(i) For every i-covering cartesian functor E1
ϕ−→ E2 of C ′-fibrations E1 F1−→ C ′ F2←− E2, the
functor Fib(u)∗(ϕ) : C ×C ′ E1 → C ×C ′ E2 is i-covering (notation of remark 3.1.5(i)).
(ii) For every i-separated fibration F → C , the fibration Fib(u)∗(F ) is i-separated.
Proof. (i): Recall that the objects ofC×C ′Ej for j = 1, 2 are the pairs (X, Y )withX ∈ Ob(C ),
Y ∈ Ob(Ej), such that uX = FjY . The morphisms (X, Y ) → (X ′, Y ′) are the pairs (f, g)
where f : X → X ′ is a morphism in C , g : Y → Y ′ is a morphism in Ej , and u(f) = Fj(g).
Suppose first that i = 0, and let (X, Y ) ∈ Ob(C ×C ′ E2) be any object. By assumption, there
exist a covering family (f ′j : X
′
j → uX | j ∈ I) and for every j ∈ I a cartesian morphism
hj : ϕYj → Y in E2 with F2hj = f ′j . Let S ⊂ C ′/uX be the sieve generated by (f ′j | j ∈ I);
since u is cocontinuous, there exists a covering family (fk : Xk → X | k ∈ I ′) such that u(fk) ∈
Ob(S ) for every k ∈ I ′. Then, for every k ∈ I ′ pick j(k) ∈ I such that u(fk) = f ′j(k) ◦ f ′′k for
some morphism f ′′k : uXk → X ′j(k) in C ′, and choose a cartesian morphism h′k : Zk → Yj(k) in
E1 such that F1h′k = f
′′
k . Then h
′′
k := hj(k) ◦ ϕ(h′k) : ϕZk → Y is cartesian and F2h′′k = u(fk);
therefore (fk, h
′′
k) : (Xk, ϕZk)→ (X, Y ) is a cartesian morphism in C ×C ′ E2 for every j ∈ I .
This proves that Fib(u)∗(ϕ) is 0-covering.
Next, suppose that i = 1, and let (1X , g) : (X,ϕY1)→ (X,ϕY2) be a morphism in C ×C ′ E2.
By assumption there exist a covering family (f ′j : X
′
j → uX | j ∈ I) in C ′ and morphisms
Y2
gj←− Zj hj−→ Y1 in E1 with hj cartesian, such that ϕ(gj) = g ◦ ϕ(hj) and F1hj = f ′j for every
j ∈ I . Then, choose a covering family (fk : Xk → X | k ∈ I ′) as in the foregoing, so that
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for every k ∈ I ′ there exist j(k) ∈ I and a factorization u(fk) = f ′j(k) ◦ f ′′k for some morphism
f ′′k : uXk → X ′j(k) in C ′. Choose also for every k ∈ I ′ a cartesian morphism h′k : Z ′k → Zj(k)
with F1h
′
k = f
′′
k . Then h
′′
k := hj(k) ◦ h′k : Z ′k → Y1 is cartesian and F1h′′k = u(fk), so we
get a cartesian morphism (fk, h
′′
k) : (Xk, Z
′
k) → (X, Y1) such that (1X , g) ◦ (fk, ϕ(h′′k)) =
(fk, ϕ(gj(k) ◦ h′k)) for every k ∈ I ′. This shows that Fib(u)∗(ϕ) is 1-covering.
Lastly, say that i = 2, and let (1X , g1), (1X , g2) : (X, Y1) → (X, Y2) be two morphisms in
C×C ′E1 with ϕ(g1) = ϕ(g2). By assumption there exist a covering family (f ′j : X ′j → uX | j ∈
I) and a cartesian morphism hj : Zj → Y1 in E1 such that g1 ◦ hj = g2 ◦ hj and F1hj = f ′j for
every j ∈ I . We pick again a covering family (fk : Xk → X | k ∈ I ′) in C such that for every
k ∈ I ′ there exist j(k) ∈ I and a factorization u(fk) = f ′j(k)◦f ′′k , and we choose for every k ∈ I ′
a cartesian morphism h′k : Z
′
k → Zj(k) such that F1h′k = f ′′k . Then h′′k := hj(k) ◦ h′k : Z ′k → Y1
is cartesian and F1h
′′
k = u(fk); therefore (fk, h
′′
k) : (Xk, Z
′
k) → (X, Y1) is cartesian morphism
in C ×C ′ E1 such that (1X , g1) ◦ (fk, h′′k) = (1X , g2) ◦ (fk, h′′k) for every k ∈ I ′. This proves that
Fib(u)∗(ϕ) is 2-covering.
(ii): See (3.2.14) for the definition of the pseudo-functor Fib(u)∗. Let X ∈ Ob(C ) be any
object, and S ⊂ C /X a covering sieve; we consider the essentially commutative diagram :
Fib(u)∗F (X) //

CartC (Fib(u)
∗(C /X),F ) //

CartC ((Fib(u)
∗(C /X))a,F a)

CartC (S , Fib(u)∗F ) // CartC (Fib(u)∗(S ),F ) // CartC ((Fib(u)∗(S ))a,F a).
We need to show that the left vertical arrow is i-faithful, and we know that the horizontal
arrows of the left square subdiagram are equivalences. We are thus reduced to checking that
the central vertical arrow is i-faithful. But since F is i-separated, the unit of adjunction F →
F a is i-faithful (proposition 5.2.11(ii)), so the same holds for the horizontal arrows of the
right square subdiagram (corollary 3.1.28(ii.a)), and we are further reduced to checking that
the right vertical arrow is an equivalence. To this aim, it suffices to check that the inclusion
functor t : S → C /X induces an equivalence (Fib(u)∗(S ))a ∼→ (Fib(u)∗(C /X))a (corollary
3.1.28(ii.b)). Now, recall that C /X is isomorphic to F ib(hX), where hX is the presheaf on C
represented by X; likewise, S is isomorphic to F ib(hS ), for a covering subobject s : hS →
hX . We deduce natural isomorphisms :
(Fib(u)∗(S ))a
∼→ F ib(u∧hS )a ∼→ F ib((u∧hS )a)
and likewise (Fib(u)∗(C /X))a
∼→ F ib((u∧hX)a) (theorem 5.1.24 and remark 3.1.46(ii)).
Clearly, these isomorphisms identify s with F ib((u∧s)a); the latter is an isomorphism, ac-
cording to lemma 4.2.9, whence the contention. 
Definition 5.4.2. Let C := (C , J) and C ′ := (C ′, J ′) be two sites, and u : C → C ′ a functor.
We say that u : C ′ → C is a weak morphism of sites if for every universe V and every V-stack E
on C ′, the fibration V-Fib(u)∗E is a V-stack on C. Then, for every such V, the pseudo-functor
V-Fib(u)∗ induces by restriction a (strict) pseudo-functor
V-St(u)∗ : V-Stack(C
′)→ V-Stack(C).
Remark 5.4.3. (i) From example 5.1.2, it follows that every weak morphism of sites C ′ → C
is a continuous functor for the topologies of C and C ′.
(ii) We shall see hereafter that every morphism of sites is a weak morphism of sites.
Proposition 5.4.4. Let C := (C , J) and C ′ := (C ′, J ′) be two sites, u : C → C ′ a functor, and
V a universe such that C is V-small and C ′ has V-small Hom-sets. The following conditions
are equivalent :
(a) For every V-stack E on C ′, the fibration V-Fib(u)∗E is a V-stack on C.
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(b) For every morphism ϕ : E → F in V-Fib(C ) that is i-covering for i = 0, 1, 2, the
morphism V-Fib(u)!ϕ : V-Fib(u)!E → V-Fib(u)!F is i-covering for i = 0, 1, 2.
(c) For every X ∈ Ob(C ) and every covering sieve S ⊂ C /X , the induced morphism of
C ′-fibrations V-Fib(u)!S → V-Fib(u)!(C /X) is i-covering for i = 0, 1, 2.
(d) u : C ′ → C is a weak morphism of sites.
Proof. (a)⇒(b): In view of remark 3.2.15(v), wemay replace V by a larger universe, and assume
that both C and C ′ are V-small. Then, according to propositions 5.2.9 and 5.2.11(iii), the
functor ϕa : E a → F a is an equivalence, and we need to check that (V-Fib(u)!ϕ)a is an
equivalence. To this aim, for every V-stack A on C ′, we consider the diagram :
CartC ′(Fib(u)!(F )a,A ) //
CartC ′(Fib(u)!(ϕ)
a,A )

CartC ′(Fib(u)!(F ),A ) //
CartC ′(Fib(u)!(ϕ),A )

CartC (F , Fib(u)∗A )
CartC (ϕ,Fib(u)
∗A )

CartC ′(Fib(u)!(E )a,A ) // CartC ′(Fib(u)!(E ),A ) // CartC (E , Fib(u)∗A )
whose left square subdiagram is induced by the natural cartesian functors
Fib(u)!(F )→ Fib(u)!(F )a and Fib(u)!(E )→ Fib(u)!(E )a
and whose right square subdiagram is given by the coherence constraint of the 2-adjunction for
the pair (V-Fib(u)!,V-Fib(u)
∗). Thus, both subdiagrams are essentially commutative, and the
same then holds for their composition. Moreover, all horizontal arrows are equivalences, so the
left-most vertical arrow is an equivalence if and only if the same holds for the right-most one,
and in light of lemma 2.1.13(iii) we are reduced to checking that CartC ′(ϕ, Fib(u)
∗A ) is an
equivalence for every such A . But by assumption, V-Fib(u)∗A is a stack on C, so we have as
well the pseudo-commutative diagram
CartC (F a, Fib(u)∗A )
CartC (ϕ
a,Fib(u)∗A )

// CartC (F , Fib(u)∗A )
CartC (ϕ,Fib(u)
∗A )

CartC (E a, Fib(u)∗A ) // CartC (E , Fib(u)∗A )
whose horizontal arrows are equivalences. Hence it suffices to show that CartC (ϕ
a, Fib(u)∗A )
is an equivalence for everyV-stackA onC ′, which follows by invoking again lemma 2.1.13(iii).
(b)⇒(c): This is clear from propositions 5.2.9 and 5.2.11(iii), after inspecting the pseudo-
commutative diagram 5.1.25.
(c)⇒(d): Let V′ be any universe; we need to check that V′-Fib(u)∗E is a V′-stack on C,
for every V′-stack E on C ′. To this aim, we can replace V′ by a larger universe, and assume
that V ⊂ V′, and both C and C ′ are V′-small. Moreover, in light of remark 3.2.15(v) and our
assumption (c), we see that for every X ∈ Ob(C ) and every covering sieve S ⊂ C /X , the
induced morphism of C ′-fibrations V′-Fib(u)!S → V′-Fib(u)!(C /X) is i-covering for i =
0, 1, 2. Now, the coherence constraint for the 2-adjoint pair (V′-Fib(u)!,V
′-Fib(u)∗) yields an
essentially commutative diagram :
CartC (C /X,V′-Fib(u)∗E ) //

CartC (S ,V′-Fib(u)∗E )

CartC ′(V′-Fib(u)!(C /X), E ) // CartC ′(V′-Fib(u)!S , E )
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whose vertical arrow are equivalences. Thus, we are reduced to checking that the bottom hor-
izontal arrow is an equivalence. But since E is a stack, we have as well the following pseudo-
commutative commutative diagram, whose vertical arrows are again equivalences :
CartC ′(V′-Fib(u)!(C /X)a, E ) //

CartC ′(V′-Fib(u)!(S )a, E )

CartC ′(V′-Fib(u)!(C /X), E ) // CartC ′(V′-Fib(u)!S , E )
Hence, it suffices to check that the top horizontal arrow of this latter diagram is an equivalence.
But the functor V′-Fib(u)!(S )
a → V′-Fib(u)!(C /X)a is an equivalence, by propositions 5.2.9
and 5.2.11(iii); the contention is an immediate consequence.
(d)⇒(a) is trivial. 
5.4.5. Let C := (C , J) and C ′ := (C ′, J ′) be two sites; we wish to give some useful criteria
for a functor u : C → C ′ to be a weak morphism of sites C ′ → C. To this aim, we consider the
following conditions :
(C0) For every X ∈ Ob(C ) and every covering family (Xi → X | i ∈ I) for the topology
J , the family (uXi → uX | i ∈ I) covers uX for the topology J ′.
(C1) u is continuous for the topologies J and J ′.
(C2) Condition (C0) holds, and for everyX ∈ Ob(C ), every covering family (Xi → X | i ∈
I) for the topology J admits a refinement (X ′i → X | i ∈ I ′) that still covers X , such
that the fibre productsX ′i×XX ′j andX ′i×XX ′j×XX ′k are representable in C for every
i, j, k ∈ I and u commutes with these fibre products.
(C3) Condition (C0) holds, and there exists a universe V containing U such that C and C ′
are V-small and the functor uaV! : C
∧
V → C ′∼V commutes with fibre products.
(C4) u : C ′ → C is a morphism of sites.
Remark 5.4.6. (i) Recall that (C1) means that u∧ transforms sheaves on C ′ into sheaves on C.
Likewise, according to lemma 4.2.4, condition (C0) holds if and only if u∧ transforms separated
presheaves on C ′ into separated presheaves on C.
(ii) We have (C4)⇒(C3)⇒(C1)⇒(C0), by lemma 4.2.4. By inspecting the proof of lemma
4.2.4 we also easily see that (C2)⇒(C1).
(iii) In the situation of (5.4.5), suppose that C is a lex-site and u is left exact. Then example
4.3.12 says that u fulfills condition (C4) if and only if it fullfils condition (C0).
5.4.7. In the situation of (5.4.5), let A ′ → C ′ be a fibration, and X ∈ Ob(C ). Set A :=
Fib(u)∗A ′ → C and let π : A → A ′ be the natural projection. For every cartesian section
σ ∈ A ′(uX) there exists a unique cartesian section
u∗|X(σ) ∈ A (X) such that π ◦ u∗|X(σ) = σ ◦ u|X.
Also, for every pair of cartesian sections σ, τ ∈ A ′(uX) and every natural C -transformation
β : σ ⇒ τ there exists a unique natural C -transformation
u∗|X(β) : u
∗
|X(σ)⇒ u∗|X(τ) such that π ∗ u∗|X(β) = β ∗ u|X.
This characterization easily implies that the rules : σ 7→ u∗|X and β 7→ u∗|X(β) for every such σ
and β, define a functor u∗|X : A
′(uX)→ A (X) fitting into the commutative diagram :
A ′(uX)
u∗
|X //
evA
′
uX

A (X)
evAX

A ′uX // AX
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whose bottom horizontal arrow is the isomorphism of categories induced by π, and whose
vertical arrows are the evaluation functors of (3.1.42). Since the latter are equivalences, it
follows that the same holds for u∗|X . Notice that for every (f : Y → X) ∈ Ob(C ) and every
cartesian section σ ∈ A ′(uX) we have :
u∗|Y (σ ◦ (uf)∗) = u∗|X(σ) ◦ f∗
(detail left to the reader). Hence, for every pair of cartesian sections σ, τ ∈ A ′(uX) and every
(f : Y → X) ∈ Ob(C /X) we deduce a bijection
Cart(σ, τ)(uf)
∼→ Cart(u∗|Xσ, u∗|Xτ)(f) β 7→ u∗|Y β.
Finally, it is easily seen that this system of bijections amounts to an isomorphism of presheaves
u∧|XCart(σ, τ)
∼→ Cart(u∗|Xσ, u∗|Xτ).
Proposition 5.4.8. In the situation of (5.4.5), let F : E → C ′ be any fibration. We have :
(i) If E is 0-separated, and (C0) holds, then Fib(u)∗(E ) is 0-separated.
(ii) If E is 1-separated, and (C1) holds, then Fib(u)∗(E ) is 1-separated.
(iii) If (C2) holds, then u is a weak morphism of sites C ′ → C.
Proof. To ease notation, set F := Fib(u)∗(E ), and let π : F → E be the natural projection.
(i): Let X ∈ Ob(C ) be any object, and σ, τ ∈ F (X) two cartesian sections; according
to lemma 5.1.9 it suffices to show that the presheaf Cart(σ, τ) is separated on the site C/X .
However, the discussion of (5.4.7) yields cartesian sections σ′, τ ′ ∈ E (uX) with isomorphisms
u∗|Xσ
′ ∼→ σ and u∗|Xτ ′
∼→ τ , whence isomorphisms of presheaves
Cart(σ, τ)
∼→ Cart(u∗|Xσ′, u∗|Xτ ′) ∼→ u∧|XCart(σ′, τ ′).
Since E is 0-separated, lemma 5.1.9 says that Cart(σ′, τ ′) is a separated presheaf on the site
C ′/uX . On the other hand, the explicit description of the covering sieves of the sites C/X and
C ′/uX furnished by (4.7) easily implies that the functor u|X also fulfills condition (C0), relative
to these sites (details left to the reader). Then the assertion follows from remark 5.4.6(i).
(ii) is similar : arguing as in the foregoing, we are reduced to checking that u∧|X(Cart(σ
′, τ ′))
is a sheaf on C/X . However, Cart(σ′, τ ′) is a sheaf on C ′/uX , by lemma 5.1.9, and u|X is
continuous on the sites C/X and C ′/uX , by proposition 4.7.7, whence the assertion.
(iii): Suppose that (C2) holds, and that E is a stack on C ′; let X ∈ Ob(C ) be any object,
S ⊂ C /X a sieve covering X , and S ′ ⊂ S a refinement covering X , generated by a family
f• := (fi : X
′
i → X | i ∈ I) with the properties of condition (C2). We get restriction functors :
F (X)
ρ−→ CartC (S ,F ) ρ
′−→ CartC (S ′,F )
and we need to prove that ρ is an equivalence. We check first that ρ is fully faithful. To this
aim, notice that F is 0-separated by virtue of (i), hence ρ′ is faithful (lemma 5.1.20), and we
are then easily reduced to showing that ρ′ ◦ ρ is fully faithful. Now, choose a cleavage c for E ,
so that c ◦ uo is a cleavage for F . Then CartC (S ′,F ) is equivalent to the category of descent
data Desc(F , f•, c ◦ uo) as in (3.4.22). However, π induces an isomorphism of categories
FX
∼→ EuX , and since u commutes with the fibre productsXi ×X Xj and Xi ×X Xj ×X Xk, a
simple inspection shows that the natural functor
FX → Desc(F , f•, c ◦ uo)
is naturally identified with the corresponding functor
EuX → Desc(E , u(f•), c).
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The latter is an equivalence, since E is a stack. Thus ρ′ ◦ ρ is even an equivalence, and therefore
ρ is fully faithful, as stated. Since X and S are arbitrary, we have thus proved that F is 1-
separated; but then ρ′ is fully faithful, again by lemma 5.1.20, and it follows easily that ρ is an
equivalence if and only if the same holds for ρ′ ◦ ρ. For the latter, the assertion has just been
shown, so finally F is a stack, as required. 
Lemma 5.4.9. In the situation of (5.4.5), let ϕ : E1 → E2 be a C ′-cartesian functor between
two fibrations over C ′. Suppose that (C0) holds, and moreover that for every X ∈ Ob(C ′)
there exists a covering family (uYj → X | j ∈ I) for the topology J ′. Let also i ∈ {0, 1, 2}
such that Fib(u)∗(ϕ) is i-covering for the topology J . Then ϕ is i-covering for the topology J ′.
Proof. In view of lemma 5.2.3, we may replace ϕ by C(ϕ), and reduce to the case where E1
and E2 are split C ′-fibrations, and ϕ is a split cartesian functor. For t = 1, 2 let ct : C ′ → Cat
be the strict pseudo-functor associated with the split cleavage of Et. Suppose first that i = 0,
and let X ∈ Ob(C ′) and E ∈ Ob(E2,X). By assumption, we may find a covering family
(fj : uYj → X | j ∈ I) and we setEj := c2,fjE ∈ Ob(E2,uYj) for every j ∈ I . Since Fib(u)∗(ϕ)
is 0-covering, we may find for every j ∈ I a covering family (fjj′ : Yjj′ → Yj | j′ ∈ Λj) and
for every j′ ∈ Λj an object E ′jj′ ∈ Ob(E1,uYjj′ ) with an isomorphism ϕE ′jj′
∼→ c2,u(fjj′ )Ej . Set
hjj′ := fj ◦ u(fjj′) : uYjj′ → X for every j ∈ I and j′ ∈ Λj; since (C0) holds for u, the family
(hjj′ | j ∈ I, j′ ∈ Λj) coversX , and ϕE ′jj′ ∼→ c2,hjj′E for every j ∈ I and j′ ∈ Λj . This shows
that ϕ is 0-covering.
Next, suppose that i = 1, and let X ∈ Ob(C ′) and g : ϕE1 → ϕE2 a morphism in E2,X . We
pick a covering family (fj : uYj → X | j ∈ I), and set Etj := c1,fjEt for t = 1, 2 and every
j ∈ I; also, let gj := c2,fj (g) : ϕE1j → ϕE2j for every j ∈ J . Since Fib(u)∗(ϕ) is 1-covering,
for every j ∈ I there exist a covering family (fjj′ : Yjj′ → Yj | j′ ∈ Λj) and for every j′ ∈ Λj
a morphism gjj′ : c1,u(fjj′ )E1j → c1,u(fjj′ )E2j with ϕ(gjj′) = c2,u(fjj′ )(gj) = c2,u(fjj′ )◦fj (g).
Arguing as in the foregoing, we easily deduce that ϕ is 1-covering (details left to the reader).
Lastly, suppose that i = 2, and let X ∈ Ob(C ′) and g1, g2 : E1 → E2 two morphisms in
E1,X such that ϕ(g1) = ϕ(g2). Pick again a covering family (fj : uYj → X | j ∈ I) and set
gtj := c1,fj(gt) for t = 1, 2 and every j ∈ I . Then ϕ(g1j) = ϕ(g2j) for every j ∈ I , and since
Fib(u)∗(ϕ) is 2-covering, there exists for every such j a covering family (fjj′ : Yjj′ → Yj | j′ ∈
Λj) such that c1,u(fjj′ )(g1j) = c1,u(fjj′ )(g2j) for every j
′ ∈ Λj . Arguing as in the foregoing, it
follows easily that ϕ is 2-covering. 
5.4.10. Let C := (C , J) be a small site and define the site C∧U := (C
∧
U , J
∧) as in remark
4.1.31(ii). By theorem 4.4.2(i), the Yoneda embedding is a cocontinuous morphism of sites
hC : C
∧
U → C. Thus, for every universe V containing U and every i-separated V-prestack
ϕ : E → C on C , the fibration
V-Fib(hC )∗(E )→ C ∧U
is an i-separated prestack for the topology J∧ (proposition 5.4.1(ii)). Moreover, since hC is
fully faithful, remark 3.2.15(iv) and corollary 2.4.27 imply that the counit of 2-adjunction
V-Fib(hC )
∗ ◦ V-Fib(hC )∗(E )→ E
is an equivalence of categories. Thus, V-Fib(hC )∗(E ) is a natural extension of E to the site C∧
which contains C as a full subcategory with the topology induced from J∧.
Remark 5.4.11. (i) In the situation of (5.4.10), we can describe more explicitly the fibration
V-Fib(hC )∗(E ), as follows. We consider the functor
c▽ϕ : (C
∧
U )
o → V-Cat F 7→ CartC (F ib(F ), E )
FOUNDATIONS FOR ALMOST RING THEORY 377
which assigns to every morphism of presheaves β : F → F ′, the functor CartC (F ib(β), E ) :
c▽ϕ(F
′) → c▽ϕ(F ). Then, combining remark 3.2.15(ii) and example 3.1.16(iii) we get a natural
equivalence of C ∧U -categories :
V-Fib(hC )∗(E )
∼→ F ib(c▽ϕ).
(ii) Let i : C∼U → C ∧U be the inclusion functor, and (−)a : C ∧U → C∼U its left adjoint. We
have a pseudo-natural equivalence of pseudo-functors :
V-Fib((−)a)∗ ∼→ V-Fib(i)∗.
Indeed, let E be any fibration onC ∧U ; in view of remark 3.2.15(ii), the fibrationV-Fib((−)a)∗(E )
is naturally equivalent to the fibration associated with the strict pseudo-functor
F 7→ CartC∧
U
((−)aC ∧U /F, E ) for every F ∈ Ob(C∼U ).
On the other hand, C(Fib(i)∗(E )) is the fibration associated with the strict pseudo-functor
F 7→ CartC∧
U
(C ∧U /iF, E ) for every F ∈ Ob(C∼U ).
It suffices then to notice that (−)aC ∧U /F = C ∧U /iF for every sheaf F on the site C.
Theorem 5.4.12. Let C := (C , J) be a small site, hC : C → C ∧U the Yoneda embedding and
i : C∼U → C ∧U the inclusion functor. For every universe V containing U we have :
(i) The strict pseudo-functor V-Fib(hC )
∗ restricts to a 2-equivalence ;
V-Stack(C∧U)
∼→ V-Stack(C).
(ii) Likewise, i and its left adjoint (−)a : C ∧U → C∼U induce 2-equivalences :
V-Stack(C∧U)
V-Fib(i)∗
//
V-Stack(Can(C∼U )).
V-Fib((−)a)∗
oo
Proof. (i): Let η and ε be the unit and counit of a 2-adjunction for the pair of pseudo-functors
(V-Fib(hC )
∗,V-Fib(hC )∗). Since hC is a cocontinuous morphism of sites C
∧ → C (theorem
4.4.2(i)), we know already that V-Fib(hC )∗ sends V-stacks on C to V-stacks on C
∧ (proposition
5.4.1(ii)); according to corollary 2.4.30(i), it then suffices to show that for every V-stack E on
C∧ and E ′ onC, the fibrationV-Fib(hC )∗(E ) is a V-stack onC, and ηE and εE ′ are equivalences.
The assertion for εE ′ has already been noticed in (5.4.10). Next, to ease notation, let us drop
the prefix V, and set F := Fib(hC )∗(E ). Let also iF : F → F a be the natural morphism of
fibrations on C , and denote by
βE : E → Fib(hC )∗(F a)
the composition of ηE and Fib(hC )∗(iF ). Then εFa ◦ (Fib(hC )∗βE ) is isomorphic to
εFa ◦ (Fib(hC )∗ ◦ Fib(hC )∗(iF )) ◦ (Fib(hC )∗ηE )
which is in turn isomorphic to iF◦εF◦(Fib(hC )∗ηE ), and the latter is isomorphic to iF , by virtue
of the triangular modifications associated with the pair (η, ε) (theorem 2.4.24(i)). Since εFa is
an equivalence, and iF is j-covering for j = 0, 1, 2, it follows that Fib(hC )
∗(βE ) is j-covering
for j = 0, 1, 2. Since the functor hC verifies condition (C0) of (5.4.5), lemma 5.4.9 implies that
βE is also j-covering for j = 0, 1, 2. But Fib(hC )∗(E ) is a stack (proposition 5.4.1(ii)), hence
βE is an equivalence (proposition 5.2.9). Therefore, Fib(hC )
∗(β) is an equivalence as well, and
by the foregoing, the same then holds for iF . The latter means that Fib(hC )
∗(E ) is a stack, and
it also follows that ηE is an equivalence, as sought.
(ii): By theorem 4.4.2(iii), the functor (−)a is cocontinuous for the topologies J∧ andCanC∼;
taking into account remark 5.4.11(ii) and proposition 5.4.1(ii), it follows that i is a weak mor-
phism of sites C∧U → Can(C∼U ). Also, (−)a is a weak morphism of sites Can(C∼U ) → C∧U ,
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due to proposition 5.4.8(iii). Moreover, since (−)a ◦ i is isomorphic to 1C∼ , we have a pseudo-
natural isomorphism of pseudo-functors:
V-Fib(i)∗ ◦ V-Fib((−)a)∗ ∼→ 1V-Stack(Can(C∼)).
Next, let E be any stack on C∧ with V-small fibres; recall that E is naturally equivalent
to the split fibration associated with the strict pseudo-functor CartC∧(C ∧/−, E ). Likewise,
V-Fib((−)a)∗ ◦ V-Fib(i)∗(E ) is naturally equivalent to the split fibration associated with the
strict pseudo-functor
C ∧ → V-Cat F 7→ CartC∧(C ∧/F a, E ).
By virtue of corollary 2.4.30(i), we are thus reduced to checking that for every F ∈ Ob(C ∧),
the natural morphism jF : F → F a induces an equivalence of categories CartC∧(C ∧/F a, E ) ∼→
CartC∧(C ∧/F, E ). To this aim, we notice :
Claim 5.4.13. For every stack E on C∧ and every bicovering morphism f : G → G′ of (C ∧)∧V
(for the topology J∧ of C ∧), the functor CartC∧(F ib(f), E ) is an equivalence.
Proof of the claim. Indeed, according to theorem 5.1.24 we have an essentially commutative
diagram :
CartC (F ib(G′a), E )
CartC (F ib(f
a),E )
//

CartC (F ib(Ga), E )

CartC (F ib(G′), E )
CartC (F ib(f),E ) // CartC (F ib(G), E )
whose vertical arrows are equivalences. By assumption, fa : Ga → G′a is an isomorphism of
sheaves on (C∧)∼V , hence the top horizontal arrow is an isomorphism of categories, and therefore
the bottom horizontal arrow is an equivalence, as claimed. ♦
In view of claim 5.4.13, and recalling the natural identifications
C ∧/F
∼→ F ib(hF ) C ∧/F a ∼→ F ib(hF a)
(example 3.1.16(i)), we are then further reduced to showing :
Claim 5.4.14. jF induces a bicovering morphism hjF : hF → hF a of (C ∧)∧V.
Proof of the claim. Consider any V-presheaf G on C ∧, denote by Ga ∈ (C∧)∼V the sheaf
associated with G, and let jG : G → Ga be the natural morphism; since hC is continuous
and cocontinuous for the topologies J and J∧ (theorem 4.4.2(i)), lemma 4.2.15(ii) implies that
h∧C (G
a) is a V-sheaf on C, and the morphism of V-presheaves h∧C (G) → h∧C (Ga) on C is
bicovering. Taking G := hF , we get h
∧
C (hF ) = F , whence an isomorphism t : h
∧
C (h
a
F )
∼→ F a
that identifies h∧C (jG) with jF . Likewise, we have h
∧
C (hF a) = F
a, and since h∧C restricts to an
equivalence (C∧)∼V
∼→ C∼V (theorem 4.4.2(iii)), there follows a unique isomorphism s : haF ∼→
hF a such that h
∧
C (s) = t. Summing up, we deduce that h
∧
C (s ◦ jG) = jF = h∧C (hjF ); since the
functor h∧C∧ : C
∧ → (C ∧)∧V is fully faithful, we get s◦jG = hjF , and since s is an isomorphism,
the claim follows. 
Corollary 5.4.15. In the situation of (5.4.5), suppose that condition (C3) holds for some uni-
verse V. Then u is a weak morphism of sites C ′ → C.
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Proof. By remark 4.2.18(iii) we may assume that also C ∧ and C ′∧ are V-small. We consider
the essentially commutative diagram :
C
u //
hC

C ′
ha
C′

C ∧V
ua
V! // C ′∼V
and we endow C ∧V with the topology J
∧ as in remark 4.1.31, and C ′∼V with its canonical topol-
ogy. We notice that, with these topologies, the functor uaV! satisfies condition (C2) : indeed,
condition (C0) holds for uaV! by definition of the topology J
∧; also, all fibre products of C ∧V
are representable, and by assumption uaV! commutes with fibre products. Let V
′ be a universe
containing V and such that C∧V and C
′∼
V are V
′-small; by the foregoing case, we deduce that
V′-Fib(uaV!)
∗ sends stacks on Can(C ′∼V ) to stacks on (C
∧
V , J
∧). On the other hand, theorem
5.4.12 implies that V′-Fib(haC′)
∗ restricts to a 2-equivalence from the 2-category of V′-stacks on
Can(C ′∼V ) to that of V
′-stacks on (C ′, J ′), so we may assume that E = V′-Fib(haC′)
∗(E ′) for
some V′-stack on Can(C ′∼V ), and we set E
′′ := V′-Fib(uaV!)
∗(E ′). Then Fib(u)∗(E ) is equivalent
to V′-Fib(hC )
∗(E ′′), and the latter is a stack, by theorem 5.4.12(i). 
Example 5.4.16. Let V be a universe, C := (C , J) a V-small site, and X ∈ Ob(C ). Define
the site C/X as in (4.7), and recall that the source functor sX : C /X → C is continuous
and cocontinuous for the topologies of C and C/X . Moreover, the functor sV! commutes with
fibre products, by proposition 1.4.13(vi.c), hence condition (C3) holds for sX , and by corollary
5.4.15 we conclude that sX is a weak morphism of sites C → C/X .
Proposition 5.4.17. Let C := (C , J) and C ′ := (C ′, J ′) be two U-sites, and u : C → C ′ a
morphism of sites such that :
(a) u induces an equivalence of categories u˜∗ : C
∼ ∼→ C ′∼.
(b) The subset u(Ob(C ′)) ⊂ Ob(C ) is a topologically generating family for the site C.
Then, for every universe V such that C is a V-site, the following holds :
(i) u induces an equivalence of categories u˜V∗ : C
∼
V
∼→ C ′∼V .
(ii) u induces a 2-equivalence of 2-categories V-Fib(u)∗ : V-Stack(C)
∼→ V-Stack(C ′).
Proof. (i): To ease notation, set v := u˜∗. Recall that Can(C
∼) and Can(C ′∼) are isomorphic
to U-sites (remark 4.4.1(iv)). By corollary 4.3.19(i.b) and theorem 4.4.2(iii) there follows, for
every universe V containing U, an essentially commutative diagram
Can(C∼)∼V
v˜V∗ //

Can(C ′∼)∼V

C∼V
u˜V∗ // C ′∼V
whose vertical arrows are equivalences. Since v is an equivalence, the same holds for v˜∗, and
then also for u˜∗. Next, let V be any universe such that C is a V-site, and pick another universe
V′ containing V and U. We deduce a commutative diagram
C∼V
u˜V∗ //

C ′∼V

C∼V′
u˜V′∗ // C ′∼V′
whose vertical arrows are the fully faithful inclusion functors and whose bottom horizontal
arrow is an equivalence, by the foregoing case. It follows already that u˜V∗ is fully faithful. We
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may now argue as in the proof of theorem 4.3.13 : let F be any V-sheaf on C ′; we know already
that there exists a V′-sheaf G on C such that u˜∗V′G is isomorphic to F , and we need to check
that GX is essentially V-small for every X ∈ Ob(C ). But by condition (b) we may find a
covering family (uYi → X | i ∈ I), and by claim 4.3.16 we may assume that I is small. Then
the induced mapGX →∏i∈I G(uYi) is injective, and by assumptionG(uYi) = FYi is V-small
for every i ∈ I , whence the contention.
(ii): Suppose first that V contains U and both C ∧ and C ′∧ are V-small; notice that u fulfills
condition (C3) of (5.4.5) (remark 5.4.6(ii)), and therefore V-Fib(u)∗ sends V-stacks on C to V-
stacks on C ′ (corollary 5.4.15). Likewise, V-Fib(v)∗ sends V-stacks on Can(C∼) to V-stacks on
Can(C ′∼). By corollary 4.3.19(i.b) and theorem 5.4.12(ii) we then get a pseudo-commutative
diagram
V-Stack(Can(C∼))
V-Fib(v)∗
//

V-Stack(Can(C ′∼))

V-Stack(C)
V-Fib(u)∗
// V-Stack(C ′)
whose vertical arrows are 2-equivalences. Since v is an equivalence, V-Fib(v)∗ is also a 2-
equivalence, and then the same holds for V-Fib(u)∗. Lastly, let V be any universe such that
C is a V-small site, and pick a universe V′ containing V and U, and such that C ∧ and C′∧ are
V′-small; we deduce a commutative diagram
V-Stack(C)
V-Fib(u)∗
//

V-Stack(C ′)

V′-Stack(C)
V′-Fib(u)∗
// V′-Stack(C ′)
whose vertical arrows are the fully faithful inclusion strict pseudo-functors, and whose bottom
horizontal arrow is a 2-equivalence, by the foregoing case. It follows already that V-Fib(u)∗ is
fully faithful. We remark :
Claim 5.4.18. Let T ⊂ Ob(C ) be a V-small topologically generating family of the site C, and
F : E → C a V′-stack on C such that F−1X is a V-small category for everyX ∈ T . Then E is
equivalent to a V-stack on C.
Proof of the claim. Denote by T ⊂ C the full subcategory with Ob(T ) = T , let j : T → C
be the inclusion functor, and endow T with the topology JT induced by J via the functor j.
Let also ηE : E → F := V′-Fib(j)∗ ◦ V′-Fib(j)∗(E ) be the unit of adjunction. By proposition
4.3.18(ii), the functor j is a morphism of V′-sites C → (T , JT ), hence E ′ := V′-Fib(j)∗(E ) is
a V′-stack on (T , JT ) (remark 5.4.6(ii) and corollary 5.4.15), and by assumption its fibres are
V-small, i.e. it is a V-stack on (T , JT ). Moreover, since j is cocontinuous for the topologies
J and JT (proposition 4.3.18(i)), we also see that F is a V′-stack on C (proposition 5.4.1(ii)).
Furthermore, since j is fully faithful, the same holds for V′-Fib(j)∗ (remark 3.2.15(iv)), so the
counit of adjunction εE ′ : V
′-Fib(j)∗(F ) → E ′ is an equivalence. By virtue of the triangular
modifications for the pair (η, ε) (theorem 2.4.24(i)), it follows that V′-Fib(j)∗(ηE ) is an equiv-
alence as well, and then it is i-covering for i = 0, 1, 2 (proposition 5.2.9). By invoking lemma
5.4.9 we conclude finally that ηE is i-covering for i = 0, 1, 2, so it is an equivalence, again by
proposition 5.2.9. Summing up, we are reduced to checking that if E ′ is a V-stack on (T , JT ),
then F ′ := V′-Fib(j)∗(E ′) is a V-stack on C. To this aim, pick any cleavage c : T o → V-Cat
for E ′; by construction, the fibre of F ′ over any X ∈ Ob(C ) is the 2-limit of the pseudo-
functor c ◦ tXo : Xo/joT o → V-Cat, and it suffices to remark that Xo/joT o is a V-small
category. ♦
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Now, by assumption C admits a V-small topologically generating family T , and by assump-
tion (b), for everyX ∈ T we may find a covering family (uYi → X | i ∈ IX). By claim 4.3.16,
for every X ∈ T there exists then a V-small subset I ′X ⊂ IX such that (uYi → X | i ∈ I ′X) is
still a covering family; set T ′ := {uYi | X ∈ T, i ∈ IX}. Clearly T ′ is a V-small topologically
generating family for C. Lastly, let E ′ be any V-stack on C ′; we know already that there exists
a V′-stack E on C such that V′-Fib(u)∗(E ) is equivalent to E ′. But the latter condition implies
that the fibre of E over eachX ∈ T ′ is a V-small category; by claim 5.4.18 we deduce that E is
equivalent to a V-stack on C, and this shows that V-Fib(u)∗ is a 2-equivalence, as stated. 
Corollary 5.4.19. For every U-site C := (C , J) the inclusion pseudo-functor Stack(C) →
Fib(C ) admits a left 2-adjoint
Fib(C )→ Stack(C) E 7→ E a.
Proof. Let T ⊂ Ob(C ) be a small topologically generating family,T ⊂ C the full subcategory
with Ob(T ) = T , and j : T → C the inclusion functor. Endow T with the topology
JT induced by J via j. Let also E → C be any fibration with small fibres, and set E ′ :=
Fib(j)∗(E ). Let E ′a be the stack associated with E ′ (theorem 5.1.24), and denote by i : E ′ →
E ′a the natural morphism of fibrations over T . Choose any universe V containing U and such
that C is V-small, and consider the composition
βE : E
ηE−−→ V-Fib(j)∗(E ′) V-Fib(j)∗(i)−−−−−−−→ E ∗ := V-Fib(j)∗(E ′a)
where ηE is the unit of adjunction. By arguing as in the proof of claim 5.4.18, we see that
E ∗ is a stack with small fibres on C and that V-Fib(j)∗(ηE ) is an equivalence of categories.
Moreover, since j is fully faithful, the counit of adjunction V-Fib(j)∗ ◦ V-Fib(j)∗ ⇒ 1V-Fib(T )
is a pseudo-natural equivalence, so we have an essentially commutative diagram of functors
V-Fib(j)∗ ◦ V-Fib(j)∗(E ′)
V-Fib(j)∗◦V-Fib(j)∗(i) //

V-Fib(j)∗(E ∗)

E ′
i // E ′a
whose vertical arrows are equivalences of categories. Since i is l-covering for l = 0, 1, 2 (propo-
sition 5.2.11(i)), we conclude that the same holds for V-Fib(j)∗(βE ), and then also for βE , by
virtue of lemma 5.4.9. Let us denote by E aV the V-stack associated with E (a priori, its fibres
are only V-small), and iV : E → E aV the unit of adjunction; there exists a morphism of fi-
brations ωE : E aV → E ∗, pseudo-natural in E , such that the functor ωE ◦ iV is isomorphic to
βE . Since iV is l-covering for l = 0, 1, 2 (proposition 5.2.11(i)), it follows that the same holds
for ωE (lemma 5.2.4(ii)), and then the latter is an equivalence of categories (proposition 5.2.9).
Summing up, the rule : E 7→ ωE yields a pseudo-natural equivalence of pseudo-functors, so the
pseudo-functor given by the rule : E 7→ E ∗ is the sought left 2-adjoint. 
5.4.20. Let nowC := (C , J) andC ′ := (C ′, J ′) be twoU-sites, u : C → C ′ a weak morphism
of sites (definition 5.4.2); then, for every universe V with U ⊂ V, the pseudo-functor V-St(u)∗
admits a left 2-adjoint
V-St(u)∗ : V-Stack(C ′)→ V-Stack(C)
defined as follows. We choose a U-small topologically generating subset G ⊂ Ob(C ′) and let
G ⊂ C ′ be the full subcategory with Ob(G ) = G. We endow G with the topology JG induced
by J ′ via the inclusion functor j : G → C ′. Recall that j is a morphism of sites C ′ → (G , JG )
and ˜∗ : C
′∼ ∼→ (G , JG )∼ is an equivalence (proposition 4.3.18(ii)). Then V-St(j)∗ is well
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defined (remark 5.4.6(ii)) and it is a 2-equivalence (proposition 5.4.17(ii)), and V-St(u)∗ is
given by the composition :
V-Stack(C ′)
V-St(j)∗−−−−→ V-Stack(G , JG ) V-Fib(u◦j)!−−−−−−→ V-Fib(C ) (−)
a
−−→ V-Stack(C)
where (−)a is the pseudo-functor of corollary 5.4.19. It is then easily seen that the resulting
pseudo-functor is a left 2-adjoint forV-St(u)∗; especially, it is independent, up to pseudo-natural
equivalence, of the choice of G (remark 2.4.26(iii)); the details shall be left to the reader. As
usual, we shall often omit mentioning V, in case V = U.
Example 5.4.21. By remark 5.4.6(ii), every morphism of sites u : C := (C , J ′) → C ′ :=
(C ′, J) fulfills (C3), hence it is a weak morphism of sites (corollary 5.4.15), and so it induces a
pseudo-functor V-St(u)∗. If C and C
′ are U-sites, we have also the pseudo-functor V-St(u)∗.
Proposition 5.4.22. Let C := (C , J) and C ′ := (C ′, J ′) be two small sites, u : C → C ′
a morphism of sites, i ∈ {0, 1, 2}, and f : E → F an i-covering cartesian functor of C ′-
fibrations. We have :
(i) The functor Fib(u)!(f) : Fib(u)!(E )→ Fib(u)!(F ) is i-covering.
(ii) If E and F are stacks on C ′, then St(u)∗(f) : St(u)∗(E )→ St(u)∗(F ) is i-covering.
Proof. We show first the following special case :
Claim 5.4.23. The proposition holds if u is a morphism of lex-sites.
Proof of the claim. By proposition 5.2.11(iii), it suffices to show assertion (i) of the proposition.
To this aim, we consider the essentially commutative diagram
Fib(u)!(C(E ))
Fib(u)!(C(f)) //
Fib(u)!(ev
E )

Fib(u)!(C(F ))
Fib(u)!(ev
F )

Fib(u)!(E )
Fib(u)!(f) // Fib(u)!(F )
where ev• is the pseudo-natural equivalence described in (3.1.42). Then both vertical arrows of
the diagram are equivalences (lemma 2.4.11(ii)), so Fib(u)!(f) is i-covering if and only if the
same holds for Fib(u)!(C(f)) (lemma 5.2.3), and by the same token, f is i-covering if and only
if the same holds for C(f). Thus, we may replace f by C(f), and assume from start that f is
a split cartesian functor (E ,λE ) → (F ,λF ). In this case, let cE and cF be the strict pseudo-
functors associated with the cleavages λE and λF ; then Fib(u)!(E ) is equivalent to the fibration
associated with the pseudo-functor
dE : C o → Cat X 7→ 2-colim
(X/uC ′)o
cE ◦ toX
where tX : X/uC
′ → C ′ is the target functor. Hence, dEX = F ib(cE ◦toX)[Σ−1E ,X ], where ΣE ,X is
the set of cartesian morphisms of F ib(cE ◦ toX) (see the proof of theorem 3.2.9). The universal
pseudo-cocone πE ,X : cE ◦ toX ⇒ FdEX is the strict pseudo-natural transformation that assigns to
every object (X ′, ψ : X → uX ′) of (X/uC ′)o the functor
πE ,X(X′,ψ) : c
E
X′ → dEX E 7→ ((X ′, ψ), E).
To every morphism ϕ : X → Y of C we then attach the functor
dEϕ : d
E
Y → dEX such that πE ,X ∗ ϕ∗o = FdEϕ ⊙ πE ,Y
where ϕ∗ : Y/uC ′ → X/uC ′ is the functor induced by ϕ (see example 2.2.8(ii)); unwinding
the definitions, we find that dEϕ is given by the rule :
((X ′, ψ : Y → uX ′), E) 7→ ((X ′, ψ ◦ ϕ), E) for every ((X ′, ψ), E) ∈ Ob(dEY ).
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Likewise we describe Fib(u)!(F ) up to equivalence; next, the split cartesian functor f corre-
sponds to a strict pseudo-natural transformation cf : cE ⇒ cF , and under the foregoing identifi-
cations, the cartesian functor Fib(u)!(f) corresponds to the strict pseudo-natural transformation
df : dE ⇒ dF assigning to everyX ∈ Ob(C ) the functor :
d
f
X : d
E
X → dFX ((X ′, ψ), E) 7→ ((X ′, ψ), cfX′E).
The objects of F ib(dE ) are then the data (X,X ′, ψ, E) with X ∈ Ob(C ) and ((X ′, ψ), E) ∈
Ob(dEX), and likewise for the objects of F ib(d
F ). After this preparation, suppose that f is
0-covering, and let us check that the same holds for Fib(u)!(f), where the latter is naturally
identified with F ib(df ). Thus, consider any object (X,X ′, ψ : X → uX ′, F ) of F ib(dF );
according to remark 5.2.2, we need to find a covering family (ϕλ : Yλ → X | λ ∈ Λ) and for
every λ ∈ Λ an object Eλ := ((Y ′λ, ψλ), E) ∈ dEYλ with an isomorphism
((Y ′λ, ψλ), c
f
Y ′λ
Eλ) = d
f
Yλ
((Y ′λ, ψλ), Eλ)
∼→ dFϕλ((X ′, ψ), F ) = ((X ′, ψ ◦ ϕλ), F ) in dFYλ .
But since f is 0-covering, there exist a covering (τλ : Y
′
λ → X ′ | λ ∈ Λ) for the topology J ′
and an object Eλ ∈ Ob(cEY ′λ) with an isomorphism ωλ : c
f
Y ′λ
Eλ
∼→ cFτλF in cFY ′λ for every λ ∈ Λ.
Thus, let us set Yλ := X ×uX′ uY ′λ, and denote by ϕλ : Yλ → X the induced projection, for
every λ ∈ Λ. Since u is continuous, the family (u(τλ) | λ ∈ Λ) covers uX ′ for the topology J ,
and therefore (ϕλ | λ ∈ Λ) covers X . Lastly, the sought isomorphism shall be the composition
of the isomorphism ((Y ′λ, ψλ), c
f
Y ′λ
Eλ)
∼→ ((Y ′λ, ψλ), cFτλF ) of F ib(cF ◦ toYλ) induced by ωλ, and
the cartesian morphism ((Y ′λ, ψλ), c
F
τλ
F )→ ((X ′, ψ ◦ ϕλ), F ) of F ib(cF ◦ toYλ).
Next, suppose that f is 1-covering, and let ((X ′i, ψi : X → uX ′i), Ei) for i = 1, 2 be two
objects of dEX with a morphism g : ((X
′
1, ψ1), c
f
X′1
E1) → ((X ′2, ψ2), cfX′2E2) in d
F
X . Notice
that (Z/uC ′)o is a filtered category for every Z ∈ Ob(C ) (example 1.3.16(i)), hence ΣF ,Z
admits a right calculus of fraction (example 3.2.13(ii)); moreover, every cartesian morphism
(σ, s) : ((Z ′′, ψ′), F ′)→ ((Z ′, ψ), F ) in ΣF ,Z admits the factorization :
(5.4.24) (σ, s) = λF (F, σ) ◦ (1Z′′, s) in F ib(cF ◦ toZ)
where (1X′′ , s) is an isomorphism of c
F
X′′ (lemma 3.1.20(i)), so g can be represented by a pair
((X ′1, ψ1), c
f
X′1
E1)
λF (cf
X′
1
E1,ρ)
←−−−−−−−− ((X ′′1 , ψ′1), cFρ ◦ cfX′1E1)
g′−→ ((X ′2, ψ2), cfX′2E2)
where ρ : X ′′1 → X ′1 is a morphism of C ′ and ψ′1 : X → uX ′′1 is a morphism of C such that
u(ρ) ◦ ψ′1 = ψ1. Also, g′ is a morphism in F ib(cF ◦ toX). Then in turn, g′ is a pair (X/µ, t),
where X/µ is a morphism (X ′′1 , ψ
′
1) → (X ′2, ψ2) in X/uC ′, i.e. a morphism µ : X ′′1 → X ′2 in
C ′ with u(µ) ◦ ψ1 = ψ2, and g′ is a morphism in cFX′′1
g′ : cfX′′1
◦ cEρE1 = cFρ ◦ cfX′1E1 → c
F
µ ◦ cfX′2E2 = c
f
X′′1
◦ cEµE2.
According to remark 5.2.2, we need to exhibit a covering family (ϕλ : Yλ → X | λ ∈ Λ),
and for every λ ∈ Λ a morphism gλ : ((X ′1, ψ1 ◦ ϕλ), E1) → ((X ′2, ψ2 ◦ ϕλ), E2) in dEYλ such
that d
f
X′1
(gλ) = d
F
ϕλ
(g). Now, since f is 1-covering, there exist a covering family (τλ : Y
′′
λ →
X ′′1 | λ ∈ Λ) and for every λ ∈ Λ a morphism
g′λ : c
E
τλ
◦ cEρE1 → cEτλ ◦ cEµE2 in cEY ′′λ such that c
f
Y ′′λ
(g′λ) = c
F
τλ
(g′).
We set Yλ := X ×uX′′1 uY ′′λ , and we let ϕλ : Yλ → X and ψ′′λ : Yλ → uY ′′λ be the induced
projections for every λ ∈ Λ; arguing as in the foregoing it is easily seen that the family (gλ | λ ∈
Λ) coversX , and we define gλ as the morphism of d
E
Yλ
represented by the pair of morphisms :
((X ′λ, ψ1 ◦ ϕλ), E1)
λE (E1,ρ◦τλ)←−−−−−−− ((Y ′′λ , ψ′′λ), cEρ◦τλE1)
(Yλ/µ◦τλ,g
′
λ)−−−−−−−→ ((X ′2, ψ2 ◦ ϕλ), E2).
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In view of remark 3.1.39(ii) we see that d
f
Yλ
(g′λ) is represented by the pair
((X ′λ, ψ1ϕλ), c
f
X′1
E1)
λF (cf
X′1
E1,ρτλ)
←−−−−−−−−− ((Y ′′λ , ψ′′λ), cfY ′′λ c
E
ρτλ
E1)
(Yλ/µτλ,c
F
τλ
(g′))−−−−−−−−−→ ((X ′2, ψ2ϕλ), cfX′2E2)
and by remark 3.1.39(i) we have :
λF (cfX′1
E1, ρτλ) = λ
F (cfX′1
E1, ρ) ◦ λF (cFρ cfX′1E1, τλ).
On the other hand, (Yλ/µ ◦ τλ, cFτλ(g′)) is the composition :
((Y ′′λ,ψ
′′
λ), c
f
Y ′′λ
cEρτλE1)
λF (cFρ c
f
X′
1
E1,τλ)
−−−−−−−−−−→ ((X ′′λ , ψ′1ϕλ), cFρ cfX′1E1)
dFϕλ
(X/µ,g′)−−−−−−−→ ((X ′2, ψ2ϕλ), cfX′2E1)
so d
f
Yλ
(g′λ) is also represented by the pair
((X ′λ, ψ1ϕλ), c
f
X′1
E1)
λF (cf
X′
1
E1,ρ)
←−−−−−−−− ((X ′′λ , ψ′1ϕλ), cFρ cfX′1E1)
dFϕλ
(X/µ,g′)−−−−−−−→ ((X ′2, ψ2ϕλ), cfX′2E1)
which represents dFϕλ(g) as well, as required.
Lastly, suppose that f is 2-covering, and consider objects ((X ′j, ψj), Ej) of d
E
X for j = 1, 2,
and two morphisms g1, g2 : ((X
′
1, ψ1), E1)→ ((X ′2, ψ2), E2) in dEX such that
(5.4.25) d
f
X(g1) = d
f
X(g2).
We need to exhibit a covering family (ϕλ : Yλ → X | λ ∈ Λ) such that dEϕλ(g1) = dEϕλ(g2)
for every λ ∈ Λ. We reduce easily to the case where g1 and g2 are two classes of mor-
phisms of F ib(cE ◦ toX). In this case, (5.4.25) means that there exists a cartesian morphism h :
((X ′′1 , ψ
′
1), F )→ ((X ′1, ψ1), cfX′1E1) in F ib(c
F ◦toX) such that F ib(cf ◦toX)(g1)◦h = F ib(cf ◦
toX)(g2) ◦ h. However, we have a factorization h = λF (cfX′1E1, µ) ◦ (1X′′1 , h
′) as in (5.4.24),
where (1X′′1 , h
′) is an isomorphism of cFX′′1
, so we may assume that h = λF (cfX′1
E1, µ) =
F ib(cf ◦ toX)(λE (E1, µ)). Then we may as well replace gi by gi ◦ λE (E1, µ) for i = 1, 2, and
assume from start that
F ib(cf ◦ toX)(g1) = F ib(cf ◦ toX)(g2).
Especially, there exist a morphism ρ : X ′1 → X ′2 in C ′ such that u(ρ)◦ψ1 = ψ2, and morphisms
g′i : E1 → cEρE2 such that gi = (ρ, g′i) for i = 1, 2, and cfX′1(g
′
1) = c
f
X′1
(g′2). Then, since f is
2-covering, we find a covering family (τλ : Y
′
λ → X ′1 | λ ∈ Λ) such that
(5.4.26) cEτλ(g
′
1) = c
E
τλ
(g′2) for every λ ∈ Λ.
We set again Yλ := X ×uX′1 uY ′λ, and we let ϕλ : Yλ → X and ψλ : Yλ → Y ′λ be the induced
projections, for every λ ∈ Λ. We claim that the resulting covering (ϕλ | λ ∈ Λ) of X will do.
Indeed, dEϕλ(gi) : ((X
′
1, ψ1 ◦ ϕλ), E1) → ((X ′2, ψ2 ◦ ϕλ), E2) is represented by the morphism
(Yλ/ρ, g
′
i) of F ib(c
E ◦ toYλ) for i = 1, 2, and (5.4.26) implies easily that
(Yλ/ρ, g
′
1) ◦ λE (E1, τλ) = (Yλ/ρ, g′2) ◦ λE (E1, τλ)
where λE (E1, τλ) : ((Y
′
λ, ψλ), c
E
τλ
E1) → ((X ′1, ψ1 ◦ ϕλ), E1) is a cartesian morphism of the
fibration F ib(cE ◦ toYλ), whence the contention. ♦
We consider now the essentially commutative diagram
Fib(u)!(E )
Fib(u)!(f) //
Fib(u)!(ηE )

Fib(u)!(F )
Fib(u)!(ηF )

Fib(u)!(E a)
Fib(u)!(f
a)
// Fib(u)!(F a)
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where ηE : E → E a and ηF : F → F a are the natural morphisms, and notice that Fib(u)!(ηE )a
and Fib(u)!(ηF )
a are equivalences, by virtue of proposition 5.4.4. Then Fib(u)!(f)
a is i-
covering if and only if the same holds for Fib(u)!(f
a)a (lemma 5.2.3), and finally Fib(u)!(f) is
i-covering if and only if the same holds for Fib(u)!(f
a) (proposition 5.2.11(iii)). Summing up,
we see that, in order to prove the proposition, we may assume that E and F are stacks on C ′,
and moreover, in this case it suffices to show assertion (ii).
Now, by lemma 4.2.11(ii) we have the essentially commutative diagram :
C ′
u //
ha
C′

C
haC

C ′∼U
u˜∗ // C∼U
whose vertical arrows are the Yoneda embeddings. Especially, for every universe V containing
U and such that C ∧U is V-small, V-St(h
a
C′)∗ is a 2-equivalence from the 2-category of stacks on
Can(C ′∼U ) to that of stacks on C (theorem 5.4.12), and therefore there exists a cartesian functor
f ′ : E ′ → F ′ of V-stacks on Can(C ′∼U ) with an essentially commutative diagram :
D :
E
f //

F

V-St(haC′)∗(E
′)
V-St(ha
C′
)∗(f ′)
// V-St(haC′)∗(F
′)
whose vertical arrows are equivalences. We notice :
Claim 5.4.27. Let C := (C , J) be a small site, haC : C → C∼ the Yoneda embedding, ϕ :
A → B a morphism of V-Fib(C∼), and j ∈ {0, 1, 2}. Then ϕ is j-covering for the canonical
topology of C∼ if and only if V-Fib(haC)
∗(ϕ) is j-covering for the topology J .
Proof of the claim. Suppose that ϕ is j-covering; since haC is cocontinuous for the topologies
J (theorem 4.4.2(iii)) and CanC∼ , proposition 5.4.1(i) says that V-Fib(h
a
C)
∗(ϕ) is j-covering.
The converse follows from lemma 5.4.9. ♦
Since f is i-covering, the same holds for V-St(haC′)∗(f
′), by lemma 5.2.3, and then also for
f ′, by claim 5.4.27. Moreover, considering the essentially commutative diagram V-St(u)∗(D)
and applying again lemma 5.2.3, we are reduced to checking that V-St(u)∗ ◦ V-St(haC′)∗(f ′) is
i-covering. To ease notation, set S := V-St(haC)∗ ◦ V-St(haC)∗ ◦ V-St(u)∗ ◦ V-St(haC′)∗; recall-
ing that V-St(haC)
∗ is a pseudo-inverse for the 2-equivalence V-St(haC)∗, we get an essentially
commutative diagram
V-St(u)∗ ◦ V-St(haC′)∗(E ′)
V-St(u)∗◦V-St(ha
C′
)∗(f ′)
//

V-St(u)∗ ◦ V-St(haC′)∗(F ′)

S(E )
S(f ′)
// S(F )
whose vertical arrows are equivalences; invoking once again lemma 5.2.3, we are then reduced
to checking that S(f) is i-covering. However, we have pseudo-natural equivalences :
S
∼→ V-St(haC)∗ ◦ V-St(u˜∗)∗ ◦ V-St(haC′)∗ ◦ V-St(haC′)∗ ∼→ V-St(haC)∗ ◦ V-St(u˜∗)∗
which, after applying once more lemma 5.2.3, further reduces to checking that the functor
V-St(haC)∗ ◦ V-St(u˜∗)∗(f ′) is i-covering. The latter follows from claims 5.4.23 and 5.4.27. 
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5.4.28. Let C := (C , J) and C ′ := (C ′, J ′) be two small sites, and u : C → C ′ a cocontinu-
ous functor; by proposition 5.4.1(ii), the pseudo-functor Fib(u)∗ restricts to a pseudo-functor
St(u˘)∗ : Stack(C)→ Stack(C ′)
and it is easily seen that the latter admits a left 2-adjoint
St(u˘)∗ : Stack(C ′)
i−→ Fib(C ′) Fib(u)
∗
−−−−→ Fib(C ) (−)
a
C−−−→ Stack(C)
with i the inclusion pseudo-functor. On the other hand, by remark 4.4.13(iii,iv), the functor u
induces a morphism of sites u˘∗ : Can(C∼) → Can(C ′∼), whence a 2-adjoint pair of pseudo-
functors (St(u˘∗)∗, St(u˘∗)∗). Define also h
a
C : C → C∼, haC′ : C ′ → C ′∼ as in remark 4.1.19(iii).
Proposition 5.4.29. (i) In the situation of (5.4.28), we have pseudo-commutative diagrams :
Stack(Can C ′∼)
St(u˘∗)∗
//
St(ha
C′
)∗

Stack(Can C∼)
St(haC)∗

Stack(Can C∼)
St(u˘∗)∗ //
St(haC)∗

Stack(Can C ′∼)
St(ha
C′
)∗

Stack(C ′)
St(u˘)∗
// Stack(C) Stack(C)
St(u˘)∗ // Stack(C ′).
(ii) If u is also a weak morphism of sites C ′ → C, we have a pseudo-natural equivalence
St(u˘)∗
∼→ St(u)∗.
(iii) If u admits a right adjoint v : C ′ → C that is a weak morphism of sites C → C ′, we
have pseudo-natural equivalences :
St(v)∗
∼→ St(u˘)∗ St(v)∗ ∼→ St(u˘)∗.
Proof. (i): Since St(haC)∗ and St(h
a
C′)∗ are 2-equivalences (theorem 5.4.12(i,ii)), it suffices to
show the pseudo-commutativity of the left square diagram. To this aim, consider the sites
C∧ and C ′∧ on the categories C ∧ and C ′∧ defined in remark 4.1.31(ii), and notice that since
u∧ : C ∧ → C ′∧ commutes with all limits and all colimits, it induces a morphism of topoi
C ′∧ → C∧ (proposition 4.4.8(i)), whence a morphism of sites u∧ : C ′∧) → C∧) (remark
4.4.13(iii)); combining with lemma 4.2.9 and theorem 4.4.2(ii) we deduce an essentially com-
mutative diagram of sites:
Can(C ′∼)
u˘∗ //
(−)a
C′

Can(C∼)
(−)aC

C ′∧
u∧ // C∧.
Notice as well that St((−)aC)∗ : Stack(Can(C∼)) → Stack(C∧) is a 2-equivalence (proposi-
tion 5.4.17(ii) and theorem 4.4.2(iii)), and likewise for St((−)aC′)∗. There follows a pseudo-
commutative diagram (details left to the reader) :
Stack(Can(C ′∼))
St(u˘∗)∗
//
St((−)a
C′
)∗

Stack(Can(C∼))
St((−)aC)∗

Stack(C ′∧)
St(u∧)∗
// Stack(C∧).
Thus, we are reduced to checking that the following diagram pseudo-commutes :
Fib(C ′∧)
Fib(u∧)! //
Fib(hC ′)
∗

Fib(C ∧)
(−)a
C∧ //
Fib(hC )
∗

Stack(C∧)
St(hC )∗

Fib(C ′)
Fib(u)∗
// Fib(C )
(−)aC // Stack(C).
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However, the pseudo-commutativity of the left square subdiagram follows from proposition
3.2.19. For the right subdiagram, it suffices to observe that hC is cocontinuous for the sites C
and C∧ (theorem 4.4.2(i)) and invoke proposition 5.4.1(i).
(ii) follows by inspecting the definitions, and the first pseudo-natural equivalence of (iii)
follows from remark 3.2.15(vi); then the second pseudo-natural equivalence of (iii) follows
from the first one and from remark 2.4.26(iii). 
5.4.30. Let C := (C , J) and C ′ := (C ′, J ′) be two U-sites, and u : C ′ → C a weak morphism
of sites. We have a commutative diagram of 2-categories :
Du :
Stack(C ′)
iC′ //
St(u)∗

Fib(C ′)
Fib(u)∗

Stack(C)
iC // Fib(C )
where the inclusion pseudo-functors iC and iC′ admit left 2-adjoints (−)aC : Fib(C )→ Stack(C)
and (−)aC′ : Fib(C ′) → Stack(C ′) (corollary 5.4.19). After fixing an adjunction for these two
pairs of 2-adjoint pseudo-functors, we may then regard Du as a square of weak links as in
(2.3.19), oriented by the identity pseudo-natural transformation. If we similarly fix adjunc-
tions also for the pairs (Fib(u)!, Fib(u)
∗) and (St(u)∗, St(u)∗), the diagram Du becomes even
an oriented square of links.
Corollary 5.4.31. In the situation of (5.4.30), suppose that the functor u : C → C ′ is also
cocontinuous for the topologies J and J ′. Then the base change transformation
Υ(Du) : (−)aC ◦ Fib(u)∗ → St(u)∗ ◦ (−)aC′
is a pseudo-natural equivalence.
Proof. Let V be a universe with U ⊂ V, and such that C and C ′ are V-small; we get a commu-
tative diagram of 2-categories :
V-Stack(C ′)
V-iC′ //
V-St(u)∗

V-Fib(C ′)
V-Fib(u)∗

Stack(C ′)
iC′ //
St(u)∗

jC′
gg❖❖❖❖❖❖❖❖❖❖❖
Fib(C ′)
Fib(u)∗

jC ′
88rrrrrrrrrr
Stack(C)
iC //
jC
ww♦♦♦
♦♦♦
♦♦♦
♦♦
Fib(C )
jC
&&▼▼
▼▼▼
▼▼▼
▼▼
V-Stack(C)
V-iC // V-Fib(C )
whose horizontal arrows are the inclusion pseudo-functors; since the latter all admit left 2-
adjoints, we may regard this diagram as an oriented cubical diagram of weak links as in 2.3.21,
whose orientations are given by identities. Especially, the lower and upper trapezoidal subdia-
grams are oriented respectively by 1jC◦iC and 1jC ′◦iC′ , and we remark :
Claim 5.4.32. Υ(1jC◦iC ) and Υ(1jC ′◦iC′ ) are pseudo-natural equivalences.
Proof of the claim. We show the assertion for Υ(1jC◦iC ) : the same argument shall apply to
Υ(1jC ′◦iC′ ) as well. Let (η, ε) (resp. (V-η,V-ε)) be the unit and counit of a 2-adjunction for
the 2-adjoint pair ((−)aC , iC) (resp. for the 2-adjoint pair (V-(−)aC ,V-iC)); since V-iC is fully
faithful, V-ε is a pseudo-natural equivalence, so it suffices to check that the same holds for
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(V-(−)aC ◦ jC )∗η. But in view of the pseudo-natural equivalence V-(−)aC ◦ jC ∼→ jC ◦ (−)aC , we
are further reduced to checking that (−)aC ∗ η is a pseudo-natural equivalence; the latter follows
from the triangular identities for the pair (η, ε), since ε is a pseudo-natural equivalence. ♦
Denote by V-Du the “front face” of the foregoing diagram (with its identity orientation); from
claim 5.4.32 and remark 2.3.22(i) we see that if Υ(V-Du) is a pseudo-natural equivalence, the
same holds for Υ(Du). Thus, we may replace U by V, and assume from start that C and C ′ are
small. Let now F be any fibration on C ′; the functor Υ(Du)F : (Fib(u)∗F )a → St(u)∗(F a)
is obtained explicitly as follows. First, let ηF : F → F a be the unit of the chosen 2-adjunction
for the pair ((−)aC′ , iC′). Then Υ(Du)F is the composition of the induced functor
(Fib(u)∗ηF )
a : (Fib(u)∗F )a → (St(u)∗(F a))a
with the counit of adjunction εFa : (St(u)∗(F a))a → St(u)∗(F a). We need to check that
Υ(Du)F is an equivalence; however, εFa is an equivalence, so it suffices to check that the same
holds for (Fib(u)∗ηF )
a. By propositions 5.2.9 and 5.2.11(iii) we are reduced to showing that
Fib(u)∗(ηF ) : Fib(u)
∗F → St(u)∗(F a) is i-covering for i = 0, 1, 2. Since u is cocontinuous,
the latter assertion follows from propositions 5.4.1 and 5.2.11(i). 
5.5. Sheaves of categories. We wish next to elucidate the relationship between stacks and the
related notion of sheaf of categories on a given site. We begin by recalling the following :
Definition 5.5.1. Let C := (C , J) be any site, and A any other category.
(i) A presheaf on C with values in A is any object of the category (notation of (1.1.10))
(C ,A )∧ := Fun(C o,A ).
(ii) Let V be a universe such that A has V-small Hom-sets; following [37, Ch.0, §3.1], we
say that such a presheaf F is a sheaf on C with values in A if for every T ∈ Ob(A ), the rule :
U 7→ FT (U) := HomA (T,F (U)) for every U ∈ Ob(C )
defines a V-sheaf (of sets) FT on C. This condition is obviously independent of the choice of
V. We denote by
(C,A )∼
the full subcategory of (C ,A )∧ whose objects are the sheaves on C with values in A .
Remark 5.5.2. (i) Let C := (C , J) be a site and F a presheaf on C with values in a category
A . According to (4.1.6), the presheaf F is a sheaf on C with values in A if and only if, for
every T ∈ Ob(A ), every U ∈ Ob(C ), and every sieve S ∈ J(U) the natural map
FT (U)→ lim
S o
FT ◦ soS
is bijective (where the limit is taken in a sufficiently large universe V). The latter in turns is
equivalent to the following. For every U and S as in the foregoing, the induced cone :
(F (f) : F (U)→ F (U ′) | (f : U ′ → U) ∈ Ob(S ))
is universal in A . Especially, a sheaf on C with values in Set is just a usual sheaf (of sets).
In case C is small, A is complete, and all the fibre products in C are representable, arguing
similarly we see that F is a sheaf on C with values in A if and only if, for every U ∈ Ob(C )
and every small family (Ui → U | i ∈ I) of objects of C /U that generate a sieve covering U ,
the restriction morphisms F (U)→ F (Ui) induce an isomorphism
F (U)
∼→ Equal
(∏
i∈I
F (Ui) //
//
∏
(i,j)∈I×I
F (Ui ×U Uj)
)
in A .
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(ii) Let A ′ be another category, and F : A → A ′ a functor that commutes with limits; it
follows from (i) that (C , F )∧ := Fun(C o, F ) : (C ,A )∧ → (C ,A ′)∧ restricts to a functor
(C, F )∼ : (C,A )∼ → (C,A ′)∼.
(iii) Suppose that A is complete and V-small for a universe V such that U ⊂ V. Consider a
functor
F• : Λ→ (C,A )∼ λ 7→ Fλ
from a small category Λ. Recall that the limit L of F• in (C ,A )∧ is computed argumentwise,
i.e. L(U) represents the limit of the induced functor
F•(U) : Λ→ A λ 7→ Fλ(U)
for every U ∈ Ob(C ) (corollary 1.4.1(ii)). We claim that L is a sheaf on C with values in
A , and therefore it represents the limit of F• in (C,A )∼; especially, the latter category is
complete. Indeed, for any T ∈ Ob(A ) we have natural identifications
HomA (T, L(U))
∼→ lim
λ∈Ob(Λ)
HomA (T,Fλ(U)) = lim
λ∈Ob(Λ)
Fλ,T (U)
∼→
(
lim
λ∈Ob(Λ)
Fλ,T
)
(U)
and the limit of the functor F•,T from Λ to the category of V-presheaves (of sets) on C is a
V-sheaf, since by assumption every Fλ,T is a V-sheaf (remark 4.1.19(i)). This shows that LT is
a V-sheaf on C for every T ∈ Ob(A ), as required.
(iv) Let C ′ := (C ′, J ′) be another site, and u : C → C ′ a continuous functor for the
topologies J and J ′. Then u induces a functor
(u,A )∧ := Fun(uo,A ) : (C ′,A )∧ → (C ,A )∧
and notice that for every presheaf F ′ on C ′ with values in A , and every T ∈ Ob(A ) we have
(5.5.3) u∧(F ′T ) = ((u,A )
∧F ′)T .
It follows that (u,A )∧ restricts to a functor
(u˜,A )∗ : (C
′,A )∼ → (C,A )∼.
Likewise, every natural transformation α : u ⇒ v between such continuous functors u, v :
C → C ′ induces a natural transformation
(α,A )∧ := Fun(αo,A ) : (v,A )∧ ⇒ (u,A )∧
which yields by restriction a natural transformation
(α˜,A )∗ : (v,A )
∼
∗ ⇒ (u,A )∼∗ .
(v) For every U ∈ Ob(C ), the topology J induces a topology JU on C /U (see (4.7.2)), and
we let C/U := (C /U, JU). The source functor sU : C /U → C is continuous for the topologies
J and JU , hence (iv) yields a well defined functor
(˜sU ,A )∗ : (C,C )
∼ → (C/U,C )∼ F 7→ F|U .
Likewise, if g : U → V is any morphism of C , the corresponding functor g∗ : C /U → C /V is
continuous for the topologies JU and JV , so it restricts to a functor
(g˜,A )∗ : (C/V,A )
∼ → (C/U,A )∼
generalizing remark 4.7.3(i). We may then consider the category
(C/•,A )∼
whose objects are the pairs (U,F ) consisting of objects U ∈ Ob(C ) and F ∈ Ob(C/U,A )∼.
A morphism (U,F ) → (V,G ) is the datum of a morphism g : U → V of C and a morphism
F → (g˜,A )∗G in (C/U,A )∼. It follows easily from (5.5.3) that the resulting functor
(C/•,A )∼ → C (U,F ) 7→ U
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is a fibration. Moreover, for every U ∈ Ob(C ), every covering family (Ui → U | i ∈ I) for JU
generates a sieve of 1-descent for this fibration, which is even of 2-descent, if A is complete
and C is small.
5.5.4. In this section we are mainly interested in presheaves and sheaves with values in the
category Cat of small categories, but the following auxiliary construction shall also be useful.
For every category B whose fibred products are representable we consider the 2-category
Cat∗(B)
of category objects of B, whose objects are the data C ∗ := (O,M, s, t,1, c) such that O,M ∈
Ob(B), and
(5.5.5) M
s //
t
// O 1 : O →M M ×(t,s) M c−→M
are morphisms in B called respectively the source, target, identity and composition laws of C ∗,
fulfilling the identities :
s ◦ 1 = 1O = t ◦ 1
and making commute the diagrams of morphisms of B :
M ×(t,s) M ×(t,s) M 1M×c //
c×1M

M ×(t,s) M
c

M
(1M ,1◦t) //
(1◦s,1M )

1M
))❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙❙❙
❙❙ M ×(t,s) M
c

M ×(t,s) M c // M M ×(t,s) M c // M.
Notice that the datum of c includes the choice of a representative for the fibre productM×(t,s)M ,
and we (implicitly) fix as well a universal coneM ← M ×(t,s) M →M for this fibre product.
The 1-cells (F1, F2) : C ∗ := (O,M, s, t,1, c) → C ′∗ := (O′,M ′, s′, t′,1′, c′) in Cat∗(B)
are the pairs of morphisms (F1 : O → O′, F2 :M →M ′) of B such that
s′ ◦ F2 = F1 ◦ s t′ ◦ F2 = F1 ◦ t 1′ ◦ F1 = F2 ◦ 1 c′ ◦ (F2 ×(t,s) F2) = F2 ◦ c.
The composition law of 1-cells is given by the obvious rule :
(F ′1, F
′
2) ◦ (F1, F2) := (F ′1 ◦F1, F ′2 ◦F2) for every pair of 1-cells C ∗
(F1,F2)−−−−→ C ′∗ (F
′
1,F
′
2)−−−−→ C ′′∗.
For every pair of category objectsC ∗ andC ′∗ ofB, and every pair of 1-cells (F1, F2), (G1, G2) :
C ∗ → C ′∗, the 2-cells β : (F1, F2)⇒ (G1, G2) are the morphisms β : O →M ′ of B such that
(5.5.6) s′ ◦ β = F1 t′ ◦ β = G1 c′ ◦ (β ◦ s, G2) = c′ ◦ (G1, β ◦ t)
(where (β ◦ s, G2) and (G1, β ◦ t) are morphismsM →M ′ ×(t′,s′) M ′).
Remark 5.5.7. (i) We have a natural strict and strong 2-equivalence of 2-categories :
(5.5.8) V-Cat
∼→ Cat∗(V-Set) for every universe V.
Namely, to each V-small category C we assign the object [C ] := (Ob(C ),Morph(C ), s, t,1, c)
where s, t,1, c encode the source, target, identity and composition laws for C in the obvious
way. Then any functor F : C → C ′ induces an obvious 1-cell [F ] : [C ] → [C ′], and every
natural transformation β : F ⇒ F ′ induces a 2-cell [β] : [F1] ⇒ [F2]. The quasi-inverse
assigns to every datum C ∗ := (O,M, s, t,1, c) the category [C ∗] with Ob([C ∗]) := O and
Hom[C ∗](X, Y ) := s
−1(X) ∩ t−1(Y ) for every X, Y ∈ O, with the composition law induced
by c in the obvious way, and with 1X := 1(X) for every X ∈ O. Then every 1-cell (F1, F2) :
C ∗ → C ′∗ induces a functor [F1, F2] : [C ∗] → [C ′∗] and every 2-cell β : (F1, F2) ⇒ (G1, G2)
induces a natural transformation [β] : [F1, F2]⇒ [G1, G2], in the obvious fashion.
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(ii) We have obvious objects and morphisms functors :
V-Cat
Ob //
Morph
// V-Set for every universe V
which – in terms of the 2-equivalence (5.5.8) – translate as the functorsCat∗(V-Set)→ V-Set
that extract from each datum (O,M, s, t,1, c) the set O and respectively the set M , and that
assign to every morphism (F1, F2) of Cat
∗(V-Set) the map F1 and respectively the map F2.
(iii) Notice that bothOb andMorph are representable functors. Indeed, let 1 be the category
with one object and one morphism, and let 2 be the category with exactly two objects a and b,
and a single morphism from a to b (and no morphisms from b to a). Then it is easily seen that 1
(resp. 2) represents the presheaf Ob (resp. Morph) on V-Cato : the details shall be left to the
reader. Especially, Ob andMorph commute with all the limits of V-Cat (example 1.3.15(ii)).
Moreover, obviously a functor F : A → A ′ is an isomorphism in V-Cat if and only if both
Ob(F ) : Ob(A )→ Ob(A ′) andMorph(F ) : Morph(A )→ Morph(A ′) are bijections.
(iv) Taking into account (iii) and remark 5.5.2(ii), it follows immediately that a presheaf of
V-small categories F on C is a sheaf of categories on C if and only if Ob(F ) := Ob ◦ F and
Morph(F ) := Morph ◦ F are sheaves (of sets) on C.
(v) For every site C := (C , J), the categories (C ,V-Cat)∧ and (C,V-Cat)∼ inherit from
V-Cat a natural structure of 2-category. Namely, (C ,V-Cat)∧ can be described as the sub-
2-category of of PsFun(C ,V-Cat) whose objects are the strict pseudo-functors, whose 1-cells
are all the strict pseudo-natural transformations (where C is regarded as usual, as a 2-category
with trivial 2-cells), and whose 2-cells are all the modifications β  β ′, for every pair of 1-cells
β, β ′ : F ⇒ F ′ of (C ,V-Cat)∧. Similarly we describe (C,V-Cat)∼ as the strong sub-2-
category of (C ,V-Cat)∧ whose objects are the sheaves of V-small categories on the site C (see
definition 2.4.9(iii)). Then (5.5.8) generalizes to strict and strong 2-equivalences
(5.5.9) (C ,V-Cat)∧
∼→ Cat∗(C ∧V ) (C,V-Cat)∼ ∼→ Cat∗(C∼V ).
(vi) Let B and B′ be any two categories whose fibre products are representable, and u :
B → B′ any functor that commutes with fibre products. Then u induces a strict pseudo-functor
Cat∗(u) : Cat∗(B)→ Cat∗(B′) (O,M, s, t,1, c) 7→ (u(0), u(M), u(s), u(1), u(c)).
Indeed, we can regard u(c) as a morphism u(M)×(u(t),u(s)) u(M)→ u(M) (since u commutes
with fibre products), and then it is clear that the rule definingCat∗(u) takes objects ofCat∗(B)
to objects ofCat∗(B′). To every 1-cell (F1, F2) and every 2-cell β, the pseudo-functorCat
∗(u)
assigns likewise respectively the 1-cell (u(F1), u(F2)) and the 2-cell u(β) of Cat
∗(B′).
If v : B → B′ is another functor commuting with fibre products, and α : u ⇒ v is any
natural transformation, we get a strict pseudo-natural transformation
Cat∗(α) : Cat∗(u)⇒ Cat∗(v) (O,M, s, t,1, c) 7→ (αO, αM).
Indeed, notice that u(M ×(t,s) M) represents u(M) ×(u(t),u(s)) u(M) since u commutes with
fibre products, and likewise for v(M ×(t,s) M), and under these identifications, the morphism
αM×(t,s)M corresponds to αM ×(u(t),u(s)) αM , whence it is easily seen that (αO, αM) is a 1-cell of
Cat∗(B′), and the strict pseudo-functoriality ofCat∗(α) is then immediate from the definition.
(vii) Clearly the rules u 7→ Cat∗(u) and α 7→ Cat∗(α) define a strict pseudo-functor
from the sub-2-category ofCat whose objects are all the small categories whose fibre products
are representable, whose 1-cells are the functor commuting with fibre products and whose 2-
cells are the natural transformations, to the 2-category whose objects are the small 2-categories,
whose 1-cells are the strict pseudo-functors, and whose 2-cells are the strict pseudo-natural
transformations.
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5.5.10. Let now C := (C , J) be a U-site; then we deduce that the strongly faithful inclusion
pseudo-functor (C,V-Cat)∼ → (C ,V-Cat)∧ admits a strong left 2-adjoint :
(5.5.11) (C ,V-Cat)∧ → (C,V-Cat)∼ F 7→ F a
for every universe V with U ⊂ V. Namely, by remark 5.5.7(vi,vii), the exact left adjoint (−)a :
C ∧V → C∼V provided by remark 4.1.23(ii) induces first a strong left 2-adjoint Cat∗((−)a) :
Cat∗(C ∧V ) → Cat∗(C∼V ) to the inclusion of 2-categories Cat∗(C∼V ) → Cat∗(C∧V). Then,
combining with the strong and strict 2-equivalences (5.5.9) we get the sought strong left 2-
adjoint. It is also easily seen that (5.5.11) is an exact functor on the underlying categories.
5.5.12. Let C := (C , J) and C ′ := (C ′, J ′) be two U-sites, u : C → C ′ a functor, U′ a
universe with U ⊂ U′ and such that C and C ′ are U′-small and the functor uaU′! : C ∧U′ → C ′∼U′
commutes with fibre products. Arguing as in (5.5.10), and in light of remark 4.2.18(iii), we
deduce that for every universe V with U ⊂ V, the pseudo-functor uaV! induces a pseudo-functor
(u,V-Cat)a! : (C ,V-Cat)
∧ → (C ′,V-Cat)∼.
In case u is continuous for the topologies J and J ′, corollary 4.3.19(i) and remark 5.5.7(vi,vii)
easily imply that (u,V-Cat)a! restricts to a strong and strict left 2-adjoint
(u˜,V-Cat)∗ : (C,V-Cat)∼ → (C ′,V-Cat)∼
for the strict pseudo-functor (u˜,V-Cat)∗ of remark 5.5.2(iv).
5.5.13. Let C := (C , J) and C ′ := (C ′, J ′) be two U-sites, u : C → C ′ a cocontinuous
functor, and V a universe with U ⊂ V. Arguing as in (5.5.10) we see that the adjoint pair of left
exact functors (u˘∗V, u˘V∗) provided by corollary 4.3.19(ii) induces a strict and strong 2-adjoint
pair of strict pseudo-functors
(C ′,V-Cat)∼
(u˘,V-Cat)∗
// (C,V-Cat)∼.
(u˘,V-Cat)∗
oo
Remark 5.5.14. (i) In the situation of (5.5.12), suppose that u is a continuous functor and u˜V∗
is an equivalence, so that u˜∗V is its quasi-inverse. From the explicit description of the functors
(u˜,V-Cat)∗ and (u˜,V-Cat)
∗, we then deduce straightforwardly that the latter are mutually
quasi-inverse equivalences and strong 2-equivalences as well.
(ii) Combining with theorem 4.4.2(iii), we deduce especially that for every U-site C :=
(C , J), the Yoneda embedding haC : C → C∼U induces a strong 2-equivalence of 2-categories :
(h˜aC ,V-Cat)∗ : (Can(C
∼
U ),V-Cat)
∼ ∼→ (C,V-Cat)∼.
(iii) Let C := (C , J) and C ′ := (C ′, J ′) be two sites such that C is small and C ′ has small
Hom-sets, and let u : C → C ′ be any continuous functor for the topologies J and J ′. Recall
that for every universe V with U ⊂ V, the functor (u,V-Cat)∧ admits a left adjoint
(u,V-Cat)! : (C ,V-Cat)
∧ → (C ′,V-Cat)∧
computed by left Kan extensions : see theorem 1.3.4. If C ′ is a U-site, we can compose this
functor with the functor (5.5.11), to get a functor (u,V-Cat)a! : (C ,V-Cat)
∧ → (C ′,V-Cat)∼,
whose restriction to (C ,V-Cat)∼ is a left adjoint for (u˜,V-Cat)∗. IfC is no longer a small site,
but only aU-site, we can pick as usual a small topologically generating full subcategory G ⊂ C ,
endowed with the topology JG induced by J via the inclusion functor j : G → C , so that
(˜,V-Cat)∗ : (C,V-Cat)
∼ → ((G , JG ),V-Cat)∼ is an equivalence, by (i); then (u˜,V-Cat)∗
admits the left adjoint (u˜ ◦ ,V-Cat)∗ ◦ (˜,V-Cat)∗. This yields another construction for the
functor underlying the strict pseudo-functor (u˜,V-Cat)∗ of (5.5.12), which is available under
weaker assumptions, but is not obviously pseudo-functorial for the 2-category structures of
(C,V-Cat)∼ and (C ′,V-Cat)∼.
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(iv) On the other hand, in the situation of (iii), recall that the strict pseudo-functor
PsFun(uo,V-Cat) : PsFun(C ′o,V-Cat)→ PsFun(C o,V-Cat)
admits a left 2-adjoint that can be computed by the strong left 2-Kan extension 2-
∫ uo
along uo
(remark 2.6.18(ii) and theorem 3.2.9). The latter restricts to a strict pseudo-functor
(u,V-Cat)! : (C ,V-Cat)
∧ → (C ′,V-Cat)∧.
Moreover, the 2-adjunction for the pair (2-
∫ uo
,PsFun(uo,V-Cat)) restricts to a natural functor
(−)†F,G : Hom(C ,V-Cat)∧(G ◦ uo, F )→ Hom(C ,V-Cat)∧
(
G, 2-
∫ uo
F
)
for every presheaf of categories F on C and G on C ′ (remark 2.6.24). But in this generality,
though such functors are fully faithful, it is not clear whether they are equivalences of categories.
(v) However, suppose now additionally that the category X/uC is cofiltered for every
X ∈ Ob(C ′) (this condition is fulfilled, notably, in case C and C ′ are two lex-sites, and u
is a morphism of lex-sites C ′ → C, by virtue of example 1.3.16(i)). Recall that for every
presheaf of V-small categories F on C and every X ∈ Ob(C ′), the value 2-∫ uo F (X) repre-
sents the 2-colimit of the strict pseudo-functor F ◦ toX : (X/uC )o → V-Cat; but then such
2-colimit is represented by the colimit of the same functor, and every universal cocone for such
colimit is also a universal pseudo-cocone (example 3.2.13(iv)). This means that the restriction
to (C ,V-Cat)∧ of the strong left 2-Kan extension 2-
∫ uo
agrees with the left Kan extension
∫ uo
of theorem 1.3.4; moreover, a direct inspection shows that the functor (−)†F,G agrees on objects
with the standard adjunction for the pair (
∫ uo
, (u,V-Cat)∧), provided by the proof of theorem
1.3.4. I.e., under these assumptions, (u,V-Cat)! is indeed a strong and strict left 2-adjoint for
(u,V-Cat)∧, and we get an essentially commutative diagram of 2-categories :
(C ,V-Cat)∧
(u,V-Cat)! //

(C ′,V-Cat)∧

PsFun(C o,V-Cat)
2-
∫ uo
// PsFun(C ′o,V-Cat)
whose vertical arrows are the inclusion strict pseudo-functors (with a different choice of left
2-Kan extension, this diagram is then still at least pseudo-commutative). Lastly, under these
same assumptions, we obtain as well a pseudo-commutative diagram :
(C ,V-Cat)∧
(u,V-Cat)! //
F ibC

(C ′,V-Cat)∧
F ibC ′

V-Fib(C )
V-Fib(u)! // V-Fib(C ′).
Arguing as in (iii), we get, again under the current assumptions, an alternative construction of
the strict pseudo-functor (u˜,V-Cat)∗, as the restriction to (C ,V-Cat)∼ of the composition of
the foregoing pseudo-functor (u,V-Cat)! with the pseudo-functor (5.5.11).
Lemma 5.5.15. Let C := (C , J) be any site, and consider a presheaf of categories on C
A• : C
o → Cat X 7→ AX (f : Y → X) 7→ (Af : AX → AY ).
The following holds :
(i) If A• is a sheaf on C, the associated prestack F ib(A•) on C is 1-separated.
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(ii) Suppose that C is a U-site, and that F ib(A•) is a stack on C, and let j : A• → A a• be
the unit of adjunction (notation of (5.5.10)). Then the induced morphism of prestacks
F ib(j) : F ib(A•)→ F ib(A a• ) is an equivalence of categories.
Proof. (i): By lemma 5.1.9, it suffices to show that for every X ∈ Ob(C ) and every pair of
cartesian sections σ, σ′ : C /X → F ib(A•), the presheaf Cart(σ, σ′) is a sheaf on the site
C/X . Set A := σ(1X) and A
′ := σ′(1X); it is easily seen that Cart(σ, σ
′) is isomorphic to the
presheaf
HAA′ : (C /X)
o → Set (f : Y → X) 7→ HomAY (Af(A),Af (A′))
that assigns to every morphism (h/X) : (Y
f−→ X)→ (Y ′ f ′−→ X) of C /X the induced map
HomA ′Y (Af ′(A),Af ′(A
′))→ HomAY (Af(A),Af(A′)) g 7→ Ah(g).
Now, let 1C /X be a final object of (C /X)
∧ (see example 1.2.16(v)); it is easily seen that 1C /X
is a sheaf on C/X . Recall that the source functor sX : C /X → C is continuous for the
topologies of C and C/X . Denote also by (OA ,MA , sA , tA ,1A ) the object of (C ,Cat
∗)∧
corresponding to A•; by remark 5.5.7(iv), both OA and MA are sheaves on C, hence we get
sheaves s˜X∗(OA ) and s˜X∗(MA ) on C/X , as well as source and target morphisms of sheaves
s˜X∗(sA ), s˜X∗(tA ) : s˜X∗(MA )→ s˜X∗(OA ). There follows a cartesian diagram of presheaves :
HAA′ //

s˜X∗(MA )
(˜sX∗(sA ),˜sX∗(tA ))

1C /X
τ // s˜X∗(OA × OA )
on C /X
where τf : {1} = 1C /X(X)→ Ob(AY ×AY ) is the map such that 1 7→ (Af(A),Af(A′)), for
every morphism f : Y → X of C . But then HAA′ is a sheaf on C/X , as required.
(ii): By assumption, F ib(A•) is 2-separated, and F ib(A a• ) is 1-separated, by (i); in view
of proposition 5.2.9, it then suffices to check that F ib(j) is i-covering for i = 0, 1, 2. The
latter follows easily from remark 5.2.2, taking into account the explicit description of A a• from
(5.5.10). 
5.5.16. Fix a universe V with U⊂V, and a U-site C := (C , JC ). Consider the pseudo-functor
F ibaC : (C,V-Cat)
∼ → V-Stack(C) A• 7→ F ib(A•)a
composition of the restriction of the pseudo-functorF ibC of theorem 3.1.24 with (−)a of corol-
lary 5.4.19 (where (C,V-Cat)∼ is a 2-category as in remark 5.5.7(v)). Let also C ′ := (C ′, JC ′)
be another U-site and u : C ′ → C a weak morphism of sites (definition 5.4.2); we wish to attach
an orientation to the induced diagram :
(5.5.17)
(C ′,V-Cat)∼
(u˜,V-Cat)∗ //
F iba
C′

(C,V-Cat)∼
F ibaC

V-Stack(C ′)
V-St(u)∗ // V-Stack(C)
i.e. a pseudo-natural transformation
∆u : F ibaC ◦ (u˜,V-Cat)∗ ⇒ V-St(u)∗ ◦F ibaC′ .
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To this aim, notice that remark 3.1.27(ii) yields an oriented diagram of 2-categories :
(5.5.18)
(C ′,V-Cat)∼
(u˜,V-Cat)∗ //
F ibC ′

✔✔✔✔ ⊥u
(C,V-Cat)∼
F ibC

V-Fib(C ′)
V-Fib(u)∗
// V-Fib(C )
whose orientation ⊥u is a strict pseudo-natural isomorphism of strict pseudo-functors. On the
other hand, the square of links Du of (5.4.30), oriented by the identity pseudo-natural transfor-
mation, yields a base change square :
(5.5.19)
V-Fib(C ′)
V-Fib(u)∗
//
(−)a
C′

✔✔✔✔ Υ(Du)
V-Fib(C )
(−)aC

V-Stack(C ′)
V-St(u)∗
// V-Stack(C)
and then we take ∆u :=⊥u Υ(Du). In case we wish to emphasize the dependence on V, we
shall also write V-∆u for this orientation of (5.5.17).
Remark 5.5.20. In the situation of (5.5.16), suppose that u is a morphism of sites; in this
case, the pseudo-functors (u˜,V-Cat)∗ and V-St(u)∗ admit left 2-adjoints (u˜,V-Cat)
∗ and
V-St(u)∗, and after choosing units and counits for these 2-adjoint pairs, and for the 2-adjoint
pair (V-Fib(u)!,V-Fib(u)
∗) we then get well defined links
(u˜,V-Cat) := ((u˜,V-Cat)∗, (u˜,V-Cat)∗, η
(u˜,V-Cat), ε(u˜,V-Cat)) : (C ′,V-Cat)∼→ (C,V-Cat)∼
V-St(u) := (V-St(u)∗,V-St(u)∗, η
V-St(u), εV-St(u)) : V-Stack(C ′)→ V-Stack(C)
V-Fib(u) :=(V-Fib(u)!,V-Fib(u)
∗, ηV-Fib(u), εV-Fib(u)) : V-Fib(C ′)→ V-Fib(C )
of the 2-category V-2-Cat, and the data
((−)aC′ , (−)aC ,Υ(Du)) and (F ibC ′,F ibC ,⊥u)
can be regarded as 1-cells V-Fib(u) → V-St(u) and (u˜,V-Cat) → V-Fib(u) in the 2-category
wLink(V-2-Cat) (see (2.3.19)) whose composition is the 1-cell
(F ibaC′ ,F ib
a
C ,∆
u) : (u˜,V-Cat)→ V-St(u).
5.5.21. Let V be a universe with U ∈ V; we shall denote by
(U,V)-wSite
the sub-2-category of (U,V)-Site (see definition 4.3.1(ii)) whose objects are all the V-small U-
sites, whose 1-cells are the weak morphisms of sites, and whose 2-cells g ⇒ g′ are the natural
transformations of functors g′ ⇒ g. As in remark 4.3.2(i), we shall usually drop the mention of
U and V, and write simplywSite for this 2-category. We have a strict pseudo-functor
(−,V-Cat)∼ : wSite→ V-2-Cat C 7→ (C,V-Cat)∼
(notation of remark 2.2.16) that assigns to every morphism of U-sites u the strict pseudo-
functor (u˜,V-Cat)∗, and to every natural transformation β : u ⇒ v the 2-cell (β˜,V-Cat)∗ :
(v˜,V-Cat)∗ ⇒ (u˜,V-Cat)∗. Likewise, we get a pseudo-functor
V-Stack : wSite→ V-2-Cat C 7→ V-Stack(C) (u : C ′ → C) 7→ V-St(u)∗.
To define the coherence constraints (δV-Stack, γV-Stack) of V-Stack, and the action of V-Stack on
natural transformations β : u ⇒ v between weak morphisms of sites u, v : C ′ → C, notice
that V-Stack(C , J) ⊂ V-Fib(C ) for every U-site (C , J), and V-St(u)∗ is the restriction of
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V-Fib(u)∗, for every morphism of sites u; we may then simply define (δV-Stack, γV-Stack) as the
restriction of the coherence constraint (δV-Fib, γV-Fib) of the pseudo-functor V-Fib of (3.1.29),
and for any β as above, let V-St(β)∗ : V-St(v)⇒ V-St(u)∗ be the restriction of V-Fib(β)∗.
With this notation, it would be tempting to state that the rule : C 7→ F ibaC of (5.5.16) defines
a pseudo-natural transformation F iba• : (−,V-Cat)∼ ⇒ V-Stack whose coherence constraint
is given by the orientations∆u. However, notice first that∆u points in the direction opposite to
the one which is required for such a coherence constraint. This can be fixed, by stating instead
that F iba• should be a pseudo-natural transformation
o(−,V-Cat)∼ ⇒ oV-Stack. But since the
orientations∆u are not, in general, pseudo-natural equivalences, we have rather :
Proposition 5.5.22. There exists a lax-natural transformation
oF iba• :
o(−,V-Cat)∼ ⇒ oV-Stack C 7→ oF ibaC for every U-site C
whose coherence constraint attaches to every weak morphism of U-sites u : C ′ → C the square
o(5.5.17), with its orientation o∆u.
Proof. Consider the forgetful strict pseudo-functor
Φ : wSite→ oV-Cato (C , J) 7→ C
that assigns to every weak morphism of sites u : (C ′, J ′) → (C, J) the functor u : C → C ′,
and to every 2-cell β : u ⇒ v of wSite the natural transformation β : v ⇒ u. From corollary
3.1.36 we deduce a pseudo-natural transformation of pseudo-functors :
oF ib• :
o(−,V-Cat)∼ ⇒ oV-Fib ◦ oΦ (C , J) 7→ oF ibC for every U-site (C , J)
whose coherence constraint assigns to every morphism of sites u the oriented square diagram
(5.5.18). It then suffices to exhibit a lax-natural transformation
o(−)a• : oV-Fib ◦ oΦ⇒ oV-Stack C 7→ o(−)aC for every U-site C
whose coherence constraint assigns to every weak morphism of U-sites u : C ′ → C the oriented
square Υ(Du). Indeed, we will then define oF iba• :=
o(−)a• ⊙ oF ib•. Now, notice that the
pseudo-functors V-Stack and V-Fib factor through well-defined pseudo-functors
V-LStack : wSite→ Link(V-2-Cat) V-LFib : oV-Cato → Link(V-2-Cat).
Namely, V-LStack assigns to every site C the 2-category V-Stack(C) and to every weak mor-
phism of sites u : C ′ → C the link V-St(u) defined as in remark 5.5.20; likewise, V-LFib
assigns to every category C the 2-category V-Fib(C ), and to every functor u : C → C ′ the link
V-Fib(u). Next, let iC : V-Stack(C)→ V-Fib(C ) be the inclusion strict pseudo-functor; notice
that the rule : C 7→ iC for every site C yields a pseudo-natural transformation
i• : V-LStack⇒ V-LFib ◦ Φ
whose coherence constraints are given by the oriented diagrams Du (notice that i• is not strict,
even thoughDu is oriented by the identity pseudo-natural transformation). According to remark
2.2.5(ii), the pseudo-natural transformation i• corresponds to a pseudo-functor ı˜• : wSite →
M := 2-Morph(Link(V-2-Cat)), and we consider the composition :
Ψ : wSite
ı˜•−→ M Υ
o
V-2-Cat−−−−−→ (2-Morph(V-2-Cato))o ∼→ o2-Morph(oV-2-Cat)
with the pseudo-functor Υo
V-2-Cat
of theorem 2.3.17 and the strict isomorphism of 2-categories
given by example 2.1.23(i). Let s, t : 2-Morph(oV-2-Cat)→ oV-2-Cat be the source and target
strict pseudo-functors; by definition, oΨ is a lax-natural transformation s ◦ oΨ ⇒ t ◦ oΨ ⇒.
Lastly, a direct inspection shows that s ◦ oΨ = LStack and t ◦ oΨ⇒= LFib ◦ Φ, so we may let
o(−)a• := oΨ. 
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5.5.23. We consider now an oriented square :
D′ := (D ′, JD ′)
v′ //
u′

✒✒✒✒ β
C ′ := (C ′, JC ′)
u

D := (D , JD)
v // C := (C , JC )
where v and v′ are morphisms of U-sites, and u and u′ are weak morphisms of U-sites. In case
also u and u′ are morphisms of sites, we get an induced oriented diagram of topoi :
(5.5.24)
D˜′
v˜′ //
u˜′

✝✝✝✝ β˜∗
C˜ ′
u˜

D˜
v˜ // C˜.
Evenwhen u and u′ are only weak morphisms of sites, both u˜∗ and u˜
′
∗ admit left adjoint functors,
hence (5.5.24) may still be regarded as an oriented square of links in the 2-category V-Cat. On
the other hand, we deduce a diagram of 2-categories :
V-Stack(D′)
St(v′)∗ //
St(u′)∗

✰✰✰✰QY
∆v
′
V-Stack(C ′)
St(u)∗

(D′,V-Cat)∼
✰✰✰✰QY
∆u
′
(v˜′,V-Cat)∗ //
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
(u˜′,V-Cat)∗

✓✓✓✓ (β˜,V-Cat)∗
(C ′,Cat)∼
(u˜,V-Cat)∗

55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
✓✓✓✓
EM
∆u
(D,V-Cat)∼
(v˜,V-Cat)∗
//
uu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦❦
✓✓✓✓∆v
(C,V-Cat)∼
))❙❙❙
❙❙❙
❙❙❙❙
❙❙❙
❙
V-Stack(D)
St(v)∗
// V-Stack(C)
whose diagonal arrows are the pseudo-functors F iba. We complete it by adding the orientation
St(β)γ∗ := (γ
Stack
u′,v )
−1 ⊙ St(β)∗ ⊙ γStackv′,u : St(u)∗ ◦ St(v′)∗ ⇒ St(v)∗St(u′)∗
for the external square subdiagram. In light of proposition 5.5.22, we then see that the resulting
cubical diagram commutes on 2-cells, in the sense of remark 2.3.22(iii).
5.5.25. In the situation of (5.5.23), we associate with v the links (v˜,V-Cat), V-St(v) and
V-Fib(v) of the 2-category V-2-Cat, as in remark 5.5.20, as well as 1-cells
((−)aD, (−)aC ,Υ(Dv)) : V-Fib(v)→ V-St(v) (F ibD ,F ibC ,⊥v) : (v˜,V-Cat)→ V-Fib(v)
in the 2-category wLink(V-2-Cat), whose composition is the 1-cell :
(F ibaD,F ib
a
C ,∆
v) : (v˜,V-Cat)→ V-St(v)
(and likewise for v′). Additionally, we get two more 1-cells of wLink(V-2-Cat) :
((u˜′,Cat)∗, (u˜,Cat)∗, (β˜,Cat)∗) : (v˜
′,Cat)→ (v˜,Cat)
(St(u′)∗, St(u)∗, St(β)
γ
∗) : St(v
′)→ St(v).
Corollary 5.5.26. With the notation of (5.5.25), let A• ∈ Ob((C ′,Cat)∼). We have :
(i) If F ibC ′(A•) is a stack on C ′, then ∆uA• is an equivalence of categories.
(ii) If u is also cocontinuous, then ∆u is a pseudo-natural equivalence.
(iii) Υ(F ibaD,F ib
a
C ,∆
v) is a pseudo-natural equivalence.
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(iv) In the situation of (5.5.23), suppose that both F ibC ′(A•) and F ibD ′((v˜′,Cat)∗A•)
are stacks. Then F ibaD(Υ((β˜,Cat)∗)A•) is an equivalence if and only if the same
holds for Υ(St(β)γ∗)F ib(A•).
Proof. (i): It suffices to show that Υ(Du)E is an equivalence if E is a stack on C ′. Thus, let
(ηC , εC) be the unit and counit for the 2-adjoint pair (()aC , iC) (notation of (5.4.30)) and define
likewise (ηC
′
, εC
′
). Since iC is fully faithful, ε
C is a pseudo-natural equivalence, and likewise
for εC
′
. From the triangular identities of theorem 2.4.24(i) we deduce that also ηC ∗ iC and
ηC
′ ∗ iC′ are pseudo-natural equivalences; the assertion follows directly.
(ii): Again, it suffices to check that Υ(Du) is a pseudo-natural equivalence if u is cocontinu-
ous; this is known by corollary 5.4.31.
Claim 5.5.27. In order to prove (iii), we may assume that v is a morphism of small lex-sites.
Proof of the claim. Let T (resp. T ′) be the site whose underlying category is C∼U (resp D
∼
U ),
with its canonical topology. Pick a universe V′ with V ⊂ V′, such that T and T ′ are V′-small. By
direct inspection, we see that V-∆v is the restriction of V′-∆v; hence if Υ(V′-∆v) is a pseudo-
natural equivalence, the same holds for Υ(V-∆v). We may then replace V by V′, and suppose
that C,D, T, T ′ are V-small; notice that w := u˜∗ : T ′ → T is a morphism of lex-sites (remark
4.4.13(ii)). We consider the induced essentially commutative diagram of morphisms of sites :
T ′
w //
haD

  | α
T
haC

D
v // C
(lemma 4.2.11(ii)) which, according to (5.5.23), induces a diagram :
(D,V-Cat)∼
(v˜,V-Cat)∗ //
F ibaD

✰✰✰✰QY (α˜,Cat)∗
(C,V-Cat)∼
F ibaC

(T ′,V-Cat)∼
✰✰ ✰✰
∆
haD
(w˜,V-Cat)∗ //
F iba
T ′

✓✓✓✓ ∆w
(h˜aD ,Cat)∗
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
(T,V-Cat)∼
F ibaT

(h˜aC ,Cat)∗
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
✓✓✓✓ ∆h
a
C
V-Stack(T ′)
V-St(w)∗
//
V-St(haD)∗
uu❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦
✓✓✓✓St(α)γ∗
V-Stack(T )
V-St(haC )∗
))❙❙❙
❙❙❙
❙❙❙❙
❙❙❙❙
V-Stack(D)
V-St(v)∗
// V-Stack(C)
completed by adding the orientation ∆v for the external square subdiagram. Indeed, this dia-
gram is obtained by rotating suitably the corresponding diagram of (5.5.23), and notice that,
after such rotation, the diagram still commutes on 2-cells, but now in the sense of (2.3.21).
The four diagonal arrows of the diagrams are 2-equivalences, by theorem 4.4.2(iii), proposition
5.4.17(ii), and remark 5.5.14(ii). Then Υ((α˜,Cat)∗) and Υ(St(α)
γ
∗) are pseudo-natural equiv-
alences, by remark 2.3.11. Combining with (ii), theorem 4.4.2(iii) and remark 2.3.22(i), we
conclude that if Υ(∆w) is a pseudo-natural equivalence, the same holds for Υ(∆v), whence the
claim. ♦
(iii): By claim 5.5.27, we shall henceforth suppose that v is a morphism of small lex-sites.
By remark 2.3.20 we have Υ(Υ(Dv)) = 1†iC◦V-St(v)∗ , and since
1iC◦V-St(v)∗ : Fib(v) ◦ ((−)aC′ , iC′ , ηC, εC)⇒ ((−)aC , iC , ηC , εC) ◦ St(v)
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is an invertible 2-cell in the category Link(V-2-Cat), the strict isomorphisms of proposition
2.3.4 show that 1
†
iC◦V-St(v)∗
is invertible as well. On the other hand, Υ(⊥v) is not necessarily
a pseudo-natural equivalence, but in order to conclude the proof of (iii) it will suffice to show
that (−)aD ∗ Υ(⊥v) is a pseudo-natural equivalence. To this aim, notice that (5.5.18) (for the
morphism v) can be further decomposed as a chain of three oriented squares :
(D,V-Cat)∼
(v˜,V-Cat)∗ //
jD

✘✘ ✘✘ ⊥v1
(C,V-Cat)∼
jC

(D ,V-Cat)∧
(v,V-Cat)∧
//
jD

✘✘ ✘✘ ⊥v2
(C ,V-Cat)∧
jC

PsFun(Do,V-Cat)
PsFun(vo,V-Cat)
//
F ibD

✘✘ ✘✘ ⊥v3
PsFun(C o,V-Cat)
F ibC

V-Fib(D)
V-Fib(v)∗
// V-Fib(C )
where jC , jC , jD and jD are the inclusion pseudo-functors, and where now F ibC and F ibD are
strong 2-equivalences (theorem 3.1.24). The orientation⊥v3 is still a pseudo-natural equivalence,
and both orientations ⊥v1 and ⊥v2 are identities. After choosing as usual a unit and counit (η, ε)
for the 2-adjoint pair ((v,V-Cat)!, (v,V-Cat)
∧) and a unit and counit (η′, ε′) for the 2-adjoint
pair (2-
∫ vo
,PsFun(vo,V-Cat)), we may regard the three squares as oriented squares of weak
links. Then Υ(⊥v3) is well defined, and is a pseudo-natural equivalence (remark 2.3.11). Next,
let A• be any presheaf of categories on C , and set B• := (v,V-Cat)
∧A ; by definition we have
Υ(⊥v2)A• = ε′B• ⊙ 2-
∫ vo
ηA• .
But the discussion of remark 5.5.14(v) shows that
ε′B• = εB• and 2-
∫ vo
ηA• = (v,V-Cat)!(ηA•).
Hence, the triangular identities of (1.1.13) yield Υ(⊥v2)A• = 1B• . Thus, we are further reduced
to checking that F ibaD ∗ Υ(⊥v1) is a pseudo-natural equivalence, or equivalently, that the same
holds for o(F ibaD) ∗ oΥ(⊥v1). However, let [−]aC (resp. [−]aD) be the left 2-adjoint of jC (resp.
of jD), and (η
C , εC) (resp. (ηD, εD)) the unit and counit of the 2-adjoint pair ([−]aC , jC) (resp.
([−]aD, jD)); by proposition 2.3.10 we have
oΥ(⊥v1) = (Υ(o(⊥v1)†) = o((jD◦(v˜,V-Cat)∗)∗εC)⊙(jD∗ ⊥v†1 ∗jC)⊙(ηD∗((v,V-Cat)!◦jC)))
and notice that εC is a pseudo-natural equivalence, since jC is fully faithful (corollary 2.4.27).
Also ⊥v†1 is a pseudo-natural equivalence, by virtue of proposition 2.3.4. Therefore, let B•
be any sheaf of categories on C, and set B′• := (v,V-Cat)!B•; we are reduced to checking
that the cartesian functor F ibaD(η
C
B′•
) is an equivalence of categories. But remark 5.2.2 easily
implies that F ibD(ηCB′•) is t-covering for t = 0, 1, 2, so the assertion follows from propositions
5.2.11(iii) and 5.2.9.
(iv): Under the stated assumptions, (i) says that both ∆uA• and ∆
u′
(v˜′,Cat)∗A are equivalences,
and both Υ(∆v) and Υ(∆v
′
) are pseudo-natural equivalences, by virtue of (iii). Then the asser-
tion follows by arguing as in remark 2.3.22(i). 
Example 5.5.28. (i) Let C := (C , J) be a U-site, and A any small category. The constant
presheaf of categories on C with value A is the presheaf AC such that AC (X) := A for every
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X ∈ Ob(C ), and AC (f) := 1A for every morphism f of C . The associated sheaf AaC is then
the constant sheaf of categories on C with value A. Likewise, we say that F ib(AC ) is the
constant fibration on C with value A, and F ib(AC )
a is the constant stack on C with value A.
(ii) Now, let C ′ := (C ′, J ′) be another U-site, and u : C ′ → C a morphism of sites; we
notice that (u˜,Cat)∗AC is isomorphic to the constant sheaf of categories on C
′ with value A.
Indeed, for the proof we are easily reduced to the corresponding assertion for constant sheaves
of sets, which is known by remark 4.3.2(iii).
(iii) In light of (i) and lemma 5.5.15(iii), we deduce that the stack St(u)∗(F ib(AC )a) is
equivalent to the constant stack on C ′ with value A.
5.5.29. In section (5.7) we will prove two base change theorems, asserting that, for suitable
oriented diagrams of sites as in (5.5.23), the base change map Υ(St(β)γ∗) is a pseudo-natural
equivalence. To this aim we shall apply corollary 5.5.26(iv), thereby reducing the assertion to
the corresponding one for Υ((β˜,Cat)∗), i.e. we shall deduce a base change theorem for stacks
from one for sheaves of categories. The latter in turn can be reduced to the corresponding
assertion for Υ(β∼∗ ), as we explain hereafter. Indeed, by remark 5.5.7(v,vi,vii) we deduce from
(5.5.23) a diagram of 2-categories whose four diagonal arrows are 2-equivalences :
(D′,Cat)∼
(v˜′,Cat)∗ //
(u˜′,Cat)∗

(C ′,Cat)∼
(u˜,Cat)∗

Cat∗(D′∼)
Cat∗(v˜′∗) //
gg❖❖❖❖❖❖❖❖❖❖❖
Cat∗(u˜′∗)

✈✈✈✈w
Cat∗(β˜∗)
Cat∗(C ′∼)
Cat∗(u˜∗)

77♦♦♦♦♦♦♦♦♦♦♦
Cat∗(D∼)
Cat∗(v˜∗)
//
ww♦♦♦
♦♦♦
♦♦♦
♦♦
Cat∗(C∼)
''❖❖
❖❖❖
❖❖❖
❖❖❖
(D,Cat)∼
(v˜,Cat)∗ // (C,Cat)∼
whose four external trapezoidal subdiagrams are strictly commutative, and can therefore be ori-
ented by adding in the respective identity pseudo-natural transformations. We further complete
the diagram by inserting the orientation
(β˜,Cat)∗ : (u˜,Cat)∗ ◦ (v˜′,Cat)∗ ⇒ (v˜,Cat)∗ ◦ (u˜′,Cat)∗
for the “front face” of the resulting cubical diagram D . We regard D as a diagram of 1-cells
and 2-cells in V-2-Cat (for a suitable universe V); then it is clear that D commutes on 2-cells
in the sense of (2.3.21). Moreover, all the horizontal arrows in D admit left 2-adjoint pseudo-
functors, which we regard as left adjoint 1-cells, in the 2-category V-2-Cat; after fixing such
a system of left adjoints, we may regard D as a diagram oriented squares of links in V-2-Cat,
and especially, the 2-cellsΥ((β˜,Cat)∗) andΥ(Cat
∗(β˜∗)) are then well defined. Invoking again
remarks 2.3.11), and 2.3.22(i) we deduce that Υ((β˜,Cat)∗) is invertible if and only if the same
holds for Υ(Cat∗(β˜∗)) (recall that the invertible 2-cells of V-2-Cat are the equivalence classes
of pseudo-natural equivalences of pseudo-functors). According to proposition 2.3.24, we have
Υ(Cat∗(β˜∗)) = Cat
∗(Υ(β∼∗ )), whereΥ(β
∼
∗ ) is the base change transformation associated with
the oriented square of links (5.5.24); so, ifΥ(β∼∗ ) is invertible, the same holds forΥ((β˜,Cat)∗).
5.5.30. Here is a first illustration of the method explained in (5.5.29). Consider a morphism
of sites u : C ′ := (C ′, J ′)→ C := (C , J); we assume that all finite products are representable
in C and C ′, and that u commutes with such products. For every X, Y ∈ Ob(C ) we choose a
representativeX×Y ∈ Ob(C ) for the product ofX and Y , and letX qX,Y←−− X×Y pX,Y−−−→ Y be
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the universal projections. For every X ∈ Ob(C ) we get a morphism of sites pX : C/X → C
that assigns to every Y ∈ Ob(C ) the projection pX,Y : see remark 4.7.3(iii). Likewise we define
the morphism of sites puX : C
′/uX → C ′. For every Y ∈ Ob(C ), there is by assumption a
unique isomorphism βY : u(X × Y ) ∼→ uX × uY in C ′ such that puX,uY ◦ βY = u(pX,Y ), and
quX,uY ◦ βY = u(qX,Y ), where uX quX,uY←−−−− uX × uY puX,uY−−−−→ uY are likewise the universal
projections. Especially, βY /X : u|X(pX,Y )
∼→ puX,uY is an isomorphism in C ′/uX (notation
of (1.1.26)). Thus, we get an oriented square diagram of sites :
C ′/uX
puX //
u|X

✝✝✝✝ β
C ′
u

C/X
pX // C.
Proposition 5.5.31. In the situation of (5.5.30), the base change transformation Υ(St(β)γ∗) is
a pseudo-natural equivalence.
Proof. To begin with, we remark :
Claim 5.5.32. Let A• ∈ Ob((C ′,Cat)∼) such that E := F ibC ′(A•) is a stack on C ′. Then the
fibration F ibC ′/uX(p˜uX ,Cat)∗A• is a stack on C ′/uX .
Proof of the claim. The isomorphism of functors p˜∗uX ≃ s˜uX∗ of remark 4.7.3(iii) induces an
isomorphism of pseudo-functors (p˜uX ,Cat)
∗ ∼→ (˜suX ,Cat)∗, hence it suffices to show that
F := F ibC ′/uX (˜suX ,Cat)∗A• = F ibC ′/uX(A• ◦ souX) ≃ C ′/uX ×C ′ E is a stack. Thus, let
(Z
h−→ uX) ∈ Ob(C ′/uX) and S ′ ⊂ (C ′/uX)/h a sieve covering h for the site C ′/uX; under
the natural identification of categories
(C ′/uX)/h
∼→ C ′/Z
the sieve S ′ corresponds to a sieve S ⊂ C ′/Z covering Z for the site C (see (4.7)). Then the
restriction functor
F (h) := CartC ′/uX((C
′/uX)/h,F )→ CartC ′/uX(S ′,F )
is naturally identified with the restriction functor
E (Z) := CartC ′(C
′/Z, E )→ CartC ′(S , E )
whence the contention. ♦
By claim 5.5.32, lemma 5.5.15(ii), corollary 5.5.26(iv) and the discussion of (5.5.29), we are
reduced to showing that the base change transformation Υ(β∼∗ ) : p˜
∗
X ◦ u˜∗ → u˜|X∗ ◦ p˜∗uX is an
isomorphism of functors. Now, recall that the source functor sX : C /X → C is continuous for
the sites C and C/X , and is left adjoint to pX ; more precisely, we have an explicit adjunction :
ϑh,Z : HomC (Y, Z)
∼→ HomC /X(h, pX,Z) for every (Y h−→ X) ∈ Ob(C /X) and Z ∈ Ob(C )
that assigns to every morphism f : Y → Z of C the unique morphism f ∗/X : h → pX,Z of
C /X such that qX,Z ◦ f ∗ = f . The adjunction ϑh,Z induces a corresponding adjunction for
the pair (˜sX∗, p˜X∗), as described in remark 1.1.19(iii,iv). Explicitly, the unit of this induced
adjunction assigns to every sheaf F on C the morphism of sheaves :
ηXF : F → F ◦ soX ◦ poX Y 7→ (F (qX,Y ) : F (Y )→ F (X × Y ))
and the counit assigns to every sheaf G on C/X the morphism of sheaves :
εXG : G ◦ poX ◦ soX → G (Y h−→ X) 7→ (G (h∗/X) : G (pX,Y )→ G (h)).
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The same description applies to the adjunction for the pair (˜suX∗, p˜uX∗), and we get therefore
isomorphisms of links
LX :=(˜sX∗, p˜X∗, η
X, εX)
∼→ p˜X := (p˜∗X , p˜X∗, ηpX , εpX)
LuX :=(˜suX∗, p˜uX∗, η
uX , εuX)
∼→ p˜uX := (p˜∗uX , p˜uX∗, ηpuX , εpuX).
Hence, it suffices to check that the base change transformation for the oriented diagram of links:
D :
(C ′/uX)∼
LuX //
u˜|X

✎✎✎✎ β˜∗
C ′∼
u˜

(C/X)∼
LX
// C∼
is an isomorphism of functors Υ(D) : s˜X∗ ◦ u˜∗ ∼→ u˜|X∗ ◦ s˜uX∗. However, a direct computation
that we leave to the reader easily shows that Υ(D) is the identity automorphism of s˜X∗ ◦ u˜∗ =
u˜|X∗ ◦ s˜uX∗ 
5.6. Stacks in groupoids and ind-finite stacks. Let C := (C , J) be any site; for every uni-
verse V denote by
V-Stack×(C) and V-StGpd(C)
respectively the strong 2-subcategory of V-Fib×(C ) whose objects are the V-stacks on C and
the strong 2-subcategory of V-Stack(C) whose objects are the V-stacks in groupoids on C, i.e.
the V-stacks on C that are fibrations in groupoids. For every C -fibration F : E → C , every
X ∈ Ob(C ), and every sieveS ⊂ C /X , the inclusion E × → E yields a commutative diagram
E (X)× //

E ×(X)

CartC (S , E )× // CartC (S , E ×)
whose horizontal arrows are isomorphisms of categories, due to remark 3.3.8(i); notice that the
source functor s : S → C is a fibration in groupoids, by remark 3.4.2(ii). Suppose now that
E is i-separated on C for some i ∈ {0, 1, 2}; from remark 3.3.1(ii) we deduce that the left
vertical arrow is an i-faithful functor whenever S ∈ J(X), and then the same holds for the
right vertical arrow, so finally E × is also i-separated on C. Especially, the pseudo-functor (−)×C
restricts to a pseudo-functor
(−)×C : V-Stack×(C)→ V-StGpd(C).
Next, if C is a small site, taking into account remark 3.3.1(iii) we get a natural identification:
(E +X )
× ∼→ colim
S∈J(X)
CartC (S , E )
× ∼→ colim
S∈J(X)
CartC (S , E
×) = ((E ×)+)X
whence natural isomorphisms of C -fibrations :
(5.6.1) (E +)×
∼→ (E ×)+ (E a)× ∼→ (E ×)a.
If C ′ := (C ′, J ′) is another site, and u : C → C ′ a weak morphism of sites, it is also clear that
V-St(u)∗ restricts to pseudo-functors
V-St×(u)∗ : V-Stack
×(C)→ V-Stack×(C ′) V-StGpd(u)∗ : V-StGpd(C)→ V-StGpd(C ′)
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that make commute the diagram of 2-categories :
(5.6.2)
V-Stack×(C)
(−)×C

V-St×(u)∗ // V-Stack×(C ′)
(−)×
C′

V-StGpd(C)
V-StGpd(u)∗ // V-StGpd(C ′).
5.6.3. Consider any U-site C := (C , J), and let j : T → C be the inclusion functor of
a small subcategory whose set of objects is a small topologically generating family for C;
we endow as usual T with the topology JT induced by J via j, so that j is a continuous
functor for J and JT . Say that C is U′-small for some universe U′, and recall that the rule :
A 7→ A a := U′-Fib(j)∗(U′-Fib(j)∗(A )a) for every fibration A with small fibres on C yields a
left 2-adjoint for the inclusion pseudo–functor Stack(C) → Fib(C ) (see the proof of corollary
5.4.19). Combining with (3.3.5) and (3.3.6) we deduce a pseudo-commutative diagram :
V-Fib×(C )
(−)a
//
(−)×C

V-Stack×(C)
(−)×C

V-Gpd(C )
(−)a
// V-StGpd(C)
for every universe V containing U.
Proposition 5.6.4. For every morphism of U-sites u : C ′ := (C ′, J ′) → C := (C , J), and
every universe V containing U, the pseudo-functor V-St(u)∗ restricts to pseudo-functors
V-St×(u)∗ : V-Stack×(C)→ V-Stack×(C ′) V-StGpd(u)∗ : V-StGpd(C)→ V-StGpd(C ′)
and we have a pseudo-commutative diagram :
V-Stack×(C)
V-St×(u)∗
//
(−)×C

V-Stack×(C ′)
(−)×
C′

V-StGpd(C)
V-StGpd(u)∗
// V-StGpd(C ′).
Proof. Endow the topoi T := C∼U and T
′ := C ′∼U with their canonical topologies; we get an
essentially commutative diagram of morphisms of sites :
T ′
u′ //
ha
C′

T
haC

C ′
u // C
with u′ := u˜∗
(lemma 4.2.11(ii)). After replacing U by a larger universe, we may assume that T and T ′
are small; notice also that u′ is a morphism of lex-sites (remark 4.4.13(ii)). Especially, the
proposition is already known for u′, by virtue of (3.3.7) and (5.6.1).
Claim 5.6.5. The proposition holds for haC and h
a
C′ .
Proof of the claim. It suffices to check the assertion for haC , since the same argument will work
for haC′ . Now, let A be a stack in groupoids on C; we need to check that St(h
a
C)
∗(A ) is a
stack of groupoids on T . However, since St(haC)∗ is a 2-equivalence (proposition 5.4.17(ii)),
we may assume that A = St(haC)∗B for a stack B on T , and we may moreover assume that
B is a stack in groupoids, by (5.6.1). But since St(haC)
∗(A ) is equivalent to B, the assertion
follows. This shows that the pseudo-functor StGpd(haC)
∗ is well defined, and then it is clearly
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a pseudo-inverse for StGpd(haC)∗. But then the required pseudo-commutativity of the resulting
diagram follows easily from the commutativity of (5.6.2) : details left to the reader. ♦
Now, let A be a stack in groupoids onC; we need to check thatB := St(u)∗(A ) is a stack in
groupoids on C ′, and by claim 5.6.5 it suffices to show that St(haC′)
∗(B) is a stack in groupoids
on T ′; but the latter is equivalent to St(u′)∗ ◦St(haC)∗(A ), and the proposition is already known
for both u′ and haC . This shows that StGpd(u)
∗ is well defined.
Lastly, we consider the diagram of 2-categories :
StGpd(T )
StGpd(u′)∗
//
StGpd(haC)
∗

StGpd(T ′)
StGpd(ha
C′
)∗

Stack×(T )
St×(u′)∗
//
(−)×T
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚
St×(haC)
∗

Stack×(T ′)
St×(ha
C′
)∗

(−)×
T ′
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Stack×(C)
St×(u)∗
//
(−)×C
uu❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥
Stack×(C ′)
(−)×
C′
))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
StGpd(C)
StGpd(u)∗
// StGpd(C ′)
whose inner and outer square subdiagrams are pseudo-commutative. Moreover, by the forego-
ing, we know that also the left, the right, and the top trapezoidal subdiagrams pseudo-commute.
Since St×(haC) is a 2-equivalence, a little diagram chase shows easily that the bottom trapezoidal
subdiagram pseudo-commutes as well, whence the proposition. 
5.6.6. Let C := (C , J) be any U-site; according to example 5.1.2, for every universe V con-
taining U, the pseudo-functor F ibC of (3.3.9) restricts to a (strict) pseudo-functor :
F ibC : C
∼
V → V-StGpd(C)
and then it is clear that πC0 induces a left 2-adjoint pseudo-functor
πC0 : V-StGpd(C)→ C∼V E 7→ (πC0 (E ))a.
Lemma 5.6.7. In the situation of (5.6.6), let ϕ : E → F be a cartesian functor of fibrations in
groupoids over C . The following holds :
(i) ϕ is 0-covering (for the topology of C) if and only if πC0 (ϕ)
a : πC0 (E )
a → πC0 (F )a is
an epimorphism of sheaves on C.
(ii) If ϕ is i-covering for i = 0, 1, then πC0 (ϕ)
a is an isomorphism.
Proof. Both assertions follow by direct inspection of the definitions, taking into account corol-
lary 4.1.30 and remark 4.1.29(ii,iii). 
5.6.8. Let u : C ′ := (C ′, J ′) → C := (C , J) be a morphism of U-sites; then for every
universe V containing U the induced diagram of 2-categories
V-StGpd(C)
V-StGpd(u)∗
//
πC0

V-StGpd(C ′)
πC
′
0

C∼
u˜∗ // C ′∼
is essentially commutative. Indeed, lemma 5.6.7(ii) and proposition 5.2.11(i) imply that for
every fibration E over C ′, the unit of adjunction E → E a induces an isomorphism πC ′0 (E )a ∼→
πC
′
0 (E
a) of sheaves on C ′. The assertion follows easily, taking into account the essential com-
mutativity of (3.3.10) : the details are left to the reader.
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5.6.9. Ind-finite stacks. It is easy to say when a sheaf of groups G on a topological space
T is ind-finite, when T admits a basis of quasi-compact open subsets : in which case, one
simply asks that the group of U-sections G(U) is a filtered union of finite groups, for every
quasi-compact open subset U of T . This definition is however not suitable for more general
topological spaces, nor of course for arbitrary sites. Before we explain a definition that is
appropriate for the general case, let us introduce a notion of quasi-compactness for such context:
Definition 5.6.10. Let (C , J) be any site, and X ∈ Ob(C ). We say that X is quasi-compact
for the topology J , if for every covering sieve S ∈ J(X) there exists a finite subset S ⊂ S
that generates a sieve coveringX .
Obviously this definition recovers the standard one, in the case of the site of open subsets of
any topological space.
Definition 5.6.11. Let C := (C , J) be a site, and G a sheaf of groups on C. We say that G
is ind-finite if the following holds. For every X ∈ Ob(C ) and every finite subset Σ ⊂ GX ,
there exists a covering family (fi : Xi → X | i ∈ I) for the topology J such that the set
Gfi(Σ) := {Gfi(σ) | σ ∈ Σ} generates a finite subgroup of GXi, for every i ∈ I .
Remark 5.6.12. The first observation is that if G is ind-finite on the site (C , J), then for every
quasi-compact X ∈ Ob(C ) the group GX is ind-finite, i.e. it is a filtered union of finite
groups. Indeed, let Σ ⊂ GX be any finite subset; by assumption we have a covering family
(Xi → X | i ∈ I) such that Gfi(Σ) generates a finite group Hi for every i ∈ I , and since X is
quasi-compact, we may assume that I is a finite set. But the natural map GX → ∏i∈I GXi is
injective, and maps the subgroupH generated by Σ into the finite group
∏
i∈I Hi, soH is finite,
whence the claim.
5.6.13. For every group G and every subset Σ ⊂ G, let us write 〈Σ〉 ⊂ G for the subgroup
generated by Σ. Definition 5.6.11 prompts the following construction. Let C := (C , J) be any
site, and H any presheaf of groups on C . For every n ∈ N and everyX ∈ Ob(C ) we set :
(Hn)f(X) := {(σ1, . . . , σn) ∈ Hn(X) | 〈σ1, . . . , σn〉 is a finite group}.
Clearly the rule : X 7→ (Hn)f(X) yields a sub-presheaf Hnf of the presheaf of sets Hn, for
every n ∈ N. IfH is a sheaf on C, (Hn)f is not necessarily a sheaf, hence we consider the sheaf
(Hn)lf
defined as the smallest subsheaf of sets of Hn containing (Hn)f . The latter is also (naturally
isomorphic to) the sheaf of sets (Hn)af on C associated with the presheaf (H
n)f . Clearly every
morphism ϕ : H → K of presheaves of groups on C induces a morphism of presheaves of sets
(ϕn)f : (H
n)f → (Kn)f for every n ∈ N.
If H and K are sheaves of groups on C, we get also an induced morphism of sheaves of sets
(ϕn)lf : (H
n)lf → (Kn)lf for every n ∈ N.
Thus, in the notation of definition 5.5.1, we get by these rules two well defined functors
(−)nf : (C ,V-Grp)∧ → C ∧V (−)nlf : (C,V-Grp)∼ → C∼V for every n ∈ N
for every universe V.
Remark 5.6.14. Let C := (C , J) be a site, andH a sheaf of groups on C.
(i) Notice that (Hn)f is a separated presheaf for every n ∈ N, since it is a sub-presheaf of the
sheaf Hn; hence (Hn)lf = (H
n)+f (claim 4.1.16(ii)). This means that for every X ∈ Ob(C ),
the set (Hn)lf(X) consists of all (σ1, . . . , σn) ∈ Hn(X) for which there exists a covering family
(fi : Xi → X | i ∈ I) for the topology J such that 〈Gfi(σ1), . . . , Gfi(σn)〉 is a finite subgroup
of GXi, for every i ∈ I .
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(ii) We deduce easily from (i) thatH is ind-finite if and only ifHn = (Hn)lf for every n ∈ N.
(iii) It also follows from (i) that (Hn)f(X) = (H
n)lf(X) for every quasi-compact object
X of C . Indeed, let σ := (σ1, . . . , σn) ∈ (Hn)lf(X), and pick a covering family (fi : Xi →
X | i ∈ I) verifying the condition of (i) relative to σ; sinceX is quasi-compact, we may assume
that I is a finite set, and then arguing as in remark 5.6.12 we deduce that σ ∈ (Hn)f(X).
Lemma 5.6.15. Let (C , J) be a site, and ϕ : H → K a bicovering morphism of presheaves of
groups on C . Then (ϕn)f : (H
n)f → (Kn)f is bicovering for every n ∈ N.
Proof. Let X ∈ Ob(C ) and σ := (σ1, . . . , σn) ∈ (Kn)f(X); according to remark 4.1.29(ii)
we have to exhibit a covering family (fi : Xi → X | i ∈ I) such that (Kfi(σ1), . . . , Kfi(σn))
lies in the image of the map (ϕn)f,Xi : (H
n)f(Xi) → (Hn)f(Xi) for every i ∈ I . But by
assumption, for every j = 1, . . . , n there exists a covering sieve Sj ⊂ C /X such that Kf(σj)
lies in the image of the map ϕY : HY → KY for every f : Y → X in Sj . Then the sieve
S := S1∩· · ·∩Sn still coversX (remark 4.1.3(i)), and for every g : Y → X in S we see that
Kng(σ) = ϕnY (τ) for some τ := (τ1, . . . , τn) ∈ Hn(Y ). To conclude, it then suffices to exhibit
for every such g and τ a covering sieve S ′ ⊂ S /Y such that Hng′(τ) ∈ (Hn)f(Y ′) for every
g′ : Y ′ → Y in S ′. However, by construction we have ϕnY (τ ) ∈ (Kn)f(Y ); the latter means
that the subgroup 〈ϕY (τ1), . . . , ϕY (τn)〉 ⊂ KY is finite. This in turn means that there exists an
integer N ≥ 2, such that for every j ∈ {1, . . . , n}N we may find an integer M(j) < N and
j′ ∈ {1, . . . , n}M(j) with ∏Nk=1 ϕY (τjk) = ∏M(j)k=1 ϕY (τj′k). By remark 4.1.29(iii), this implies
that there exists a covering sieve S ′j ⊂ C /Y such that
∏N
k=1Hf(τjk) =
∏M(j)
k=1 Hf(τj′k) for
every f : Y ′ → Y in S ′j . Then the sieve S ′ :=
⋂
j∈{1,...,n}N S
′
j covers Y , and we deduce that
the sequence Hnf(τ) generates a finite subgroup of HnY ′, for every f : Y ′ → Y in S ′; i.e.
Hnf(τ) ∈ (Hn)f(Y ′), as required.
Lastly, let σ, σ′ ∈ (Hn)f(X) be two sections such that ϕnX(σ) = ϕnX(σ′); according to remark
4.1.29(iii) we need to exhibit a covering sieve S ⊂ C /X such that Hnf(σ) = Hnf(σ′) for
every f : Y → X in S . But by assumption, for i = 1, . . . , n there exists a sieve Si such that
Hf(σi) = Hf(σ
′
i) for every f in Si; clearly S := S1 ∩ · · · ∩Sn will do. 
5.6.16. Let now C := (C , J) and C ′ := (C ′, J ′) be two sites, u : C ′ → C a functor, and H a
presheaf of groups on C . Clearly u∧H is a presheaf of groups on C ′, and we have :
u∧((Hn)f) = ((u
∧H)n)f for every n ∈ N.
Proposition 5.6.17. In the situation of (5.6.16), suppose that u is cocontinuous for the topolo-
gies J and J ′, and H is a sheaf of groups on C. Then the following holds :
(i) u˘∗H is a sheaf of groups on C ′, and u˘∗((Hn)lf) = ((u˘
∗H)n)lf for every n ∈ N.
(ii) If H is ind-finite, the same holds for u˘∗H .
Proof. (i): Since the functor (−)a is exact, it is clear that the group law K ×K → K of every
presheaf of groups K on C ′ yields a group law Ka ×Ka → Ka for the sheaf Ka : details left
to the reader; the first assertion of the proposition is an immediate consequence.
To check the sought identity, recall that by definition u˘∗((Hn)lf) = (u
∧((Hn)af ))
a, and
(u∧((Hn)af ))
a = (u∧((Hn)f))
a
by lemma 4.2.9 and corollary 4.1.30(iii). Next, (u∧((Hn)f))
a = (((u∧H)n)f)
a, by (5.6.16).
Lastly, (((u∧H)n)f)
a = ((((u∧H)a)n)f)
a, by lemma 5.6.15, whence the contention.
(ii) follows immediately from (i) and remark 5.6.14(ii). 
Lemma 5.6.18. In the situation of (5.6.16), suppose that the category X/uC ′ is cofiltered for
every X ∈ Ob(C ), and let K be a presheaf of groups on C ′. Then u!K is a presheaf of groups
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on C , and we have a natural isomorphism of presheaves :
u!((K
n)f)
∼→ ((u!K)n)f for every n ∈ N.
Proof. Under the stated assumption, the functor u! is exact (cp. the proof of corollary 1.5.18(i)),
so we easily deduce that u!K is a presheaf of groups, as in the proof of proposition 5.6.17(i).
Next, we get a natural morphism of presheaves ω : u!((K
n)f) → ((u!K)n)f as follows.
First, the unit of adjunction is a morphism ηK : K → u∧u!K, which induces a morphism
(ηnK)f : (K
n)f → ((u∧u!K)n)f . Then, by (5.6.16) we have ((u∧u!K)n)f = u∧(((u!K)n)f), and
the resulting morphism (Kn)f → u∧(((u!K)n)f) yields by adjunction the sought morphism.
Explicitly, for every X ∈ Ob(C ), every element of u!((Kn)f)(X) is the class [σ] of some
σ := (σ1, . . . , σn) ∈ Kn(Y ), for an object f : X → uY of X/uC ′, and ωX([σ]) is the section
([σ1], . . . , [σn]) ∈ ((u!K)n)f(X), where [σi] ∈ u!K(X) is the class of σi, for i = 1, . . . , n.
To show the injectivity of ωX , let [σ], [τ ] ∈ u!((Kn)f)(X) such that ωX([σ]) = ωX([τ ]); we
may assume that σ, τ ∈ KnY for some morphism f : X → uY of C ′, and the assumption
means that for i = 1, . . . , n there exists a morphism X/hi : (gi : X → uYi) → f in X/uC ′
such that Khi(σi) = Khi(τi) in KYi. Since X/uC ′ is cofiltered, we may then find an object
g′ : X → uY ′ of X/uC ′ and morphisms X/h′i : g′ → gi of X/uC ′ with (X/hi) ◦ (X/h′i) =
(X/hj) ◦ (X/h′j) for every i, j = 1, . . . , n. Recall that hi : Yi → Y and h′i : Y ′ → Yi are
morphisms in C ′, and the foregoing identity means that h := hi ◦ h′i = hj ◦ h′j for every such
i, j. We conclude that Kh(σi) = Kh(τi) for i = 1, . . . , n, whence [σ] = [τ ], as required.
To check the surjectivity of ωX , let ([σ1], . . . , [σn]) ∈ ((u!K)n)f(X); hence, for i = 1, . . . , n
there exists an object fi : X → uYi ofX/uC ′ such that σi ∈ KYi. Arguing as in the foregoing,
we easily reduce to the case where Y := Y1 = · · · = Yn and f := f1 = · · · = fn. For every
morphism X/h : (g : X → uY ′) → f in X/uC ′, let Gh := 〈Kh(σ1), . . . , Kh(σn)〉 ⊂ KY ′,
and set G := 〈[σ1], . . . , [σn]〉 ⊂ u!K(X). The source morphism (X/uC ′)/f → X/uC ′ is final
(example 1.5.8(i)), and a direct inspection shows that the group G is the colimit of the functor
G• : ((X/uC
′)/f)o → Grp h 7→ Gh.
To every pair of objects X/h : (g : X → uY ′) → f and X/h : (g : X → uY ′′) → f of
(X/uC ′)/f , and every morphism (X/l)/f : (X/h′) → (X/h) in (X/uC ′)/f , the functor G•
assigns the group homomorphism Gh → Gh′ given by the restriction of Kh : KY ′ → KY ′′.
By assumption, G is a finite group; let us then remark more generally :
Claim 5.6.19. Let Γ• : I → Grp be a functor from a filtered category I , such that :
(a) Γi is a finitely generated group for every i ∈ Ob(I)
(b) Γϕ is a surjective group homomorphism for every morphism ϕ of I
(c) The colimit G of Γ• is a finite group.
Let also τ• : Γ• ⇒ cG be a universal cocone. Then there exists a cofinal functor ψ : J → I such
that τ ∗ ψ is an isomorphism of functors Γ• ◦ ψ ∼→ cG.
Proof of the claim. By virtue of proposition 1.5.20(i) we may assume that (I,≤) is a filtered
partially ordered set. Since I is filtered, the colimit of Γ• commutes with the forgetful functor
Φ : Grp → Set. Especially, for every x ∈ G we may find i(x) ∈ Ob(I) and x′ ∈ Γi(x) such
that τi(x)(x
′) = x. Since I is filtered and G is finite, we may then find i ∈ Ob(I) with i ≥ i(x)
for every x ∈ G. Hence the rule : x 7→ Γi(x),i(x′) defines a set-theoretic section σi : G→ Γi of
τi. Then for every j ≥ i, the composition σj := Γij ◦ σi is a set-theoretic section of τj . After
replacing I by the cofinal subset {j ∈ I | j ≥ i} we may therefore assume that there exists a
cone σ• : cG ⇒ Φ ◦ Γ• such that τi ◦ σi = 1G for every i ∈ I . Next, for every x, y ∈ G we may
find i(x, y) ∈ I such that
σi(x,y)(xy) = σi(x,y)(x) · σi(x,y)(y)
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(details left to the reader). Again, we may then pick i0 ∈ I such that i0 ≥ i(x, y) for every
x, y ∈ G, in which case it is easily seen that σi0(xy) = σi0(x) · σi0(y) for every x, y ∈ G, i.e.
σi0 is a group homomorphism. Then clearly σj is a group homomorphism for every j ≥ i0,
so after replacing I by the cofinal subset of elements ≥ i0, we may assume that σ• is even a
cone cG ⇒ Γ•, and that I admits an initial element i0. Now, let g1, . . . , gk be a finite system of
generators for Γi0 . For t = 1, . . . , k and every l ∈ I we have τl ◦ σl ◦ τl(gt) = τl ◦ Γi0,l(gt);
hence we may find jt ∈ I such that
σjt ◦ τjt(gt) = Γi0,jt(gt).
Then pick again j ∈ I such that j ≥ jt for every t = 1, . . . , k, and set g′t := Γi0,j(gt) for every
such t. It follows that for every t = 1, . . . , k we have :
σj ◦ τj(g′t) = σj ◦ τj ◦ Γi0,j(gt)
= σj ◦ τjt ◦ Γi0,jt(gt)
= Γjt,j ◦ σjt ◦ τjt ◦ Γi0,jt(gt)
= Γjt,j ◦ Γi0,jt(gt)
= g′t.
Notice that g′1, . . . , g
′
k is a generating system for Γj , since Γi0,j is a surjective map. We conclude
that σj ◦ τj = 1Γj , so τj and σj are mutually inverse group isomorphisms. After replacing I
by the cofinal subset {l ∈ I | l ≥ j}, we may then assume that j = i0 is the initial element
of I . Then, for every i ∈ I the map σi = Γi0,i ◦ σi0 is surjective; but σi is also injective by
construction, so σi is an isomorphism for every i ∈ I , and finally, the same follows for τi. ♦
From claim 5.6.19 we deduce that there exists a morphismX/h : (X → uY ′)→ f inX/uC ′
such that Gh is a finite group, and therefore σ
′ := Knh(σ1, . . . , σn) ∈ (Kn)f(Y ′). Then the
class [σ′] ∈ u!(Kn)(X) lies in u!((Kn)f)(X) and ωX([σ′]) = ([σ1], . . . , [σn]) as required. 
Theorem 5.6.20. In the situation of (5.6.16), suppose that u : C → C ′ is a morphism of sites,
and let K be a sheaf of groups K on C ′. Then u˜∗K is a sheaf of groups on C, and we have a
natural isomorphism of sheaves :
ω
(n)
u,K : u˜
∗((Kn)lf)
∼→ ((u˜∗K)n)lf for every n ∈ N.
Proof. By assumption, for every universe V such that C and C ′ are V-small, the functor u˜∗ :
C ′∼ → C∼ is exact; as in the proof of proposition 5.6.17(i), we deduce that u˜∗K is a sheaf of
groups. We get therefore for every such V a well defined functor
(u˜,V-Grp)∗ : (C ′,Grp)∼ → (C,V-Grp)∼ K 7→ u˜∗K.
Next, the unit of adjunction ηK : K → u˜∗u˜∗K induces a morphism of presheaves (ηnK)f :
(Kn)f → ((u˜∗u˜∗K)n)f . By (5.6.16), we have ((u˜∗u˜∗K)n)f = u∧(((u˜∗K)n)f), so by adjunc-
tion (ηnK)f corresponds to a morphism of presheaves u!((K
n)f) → ((u˜∗K)n)f . After taking
associated sheaves, we get a morphism of sheaves ω : (u!((K
n)f))
a → ((u˜∗K)n)lf . Lastly, the
inclusion of presheaves (Kn)f → (Kn)lf induces an isomorphism (u!((Kn)f))a ∼→ u˜∗((Kn)lf),
by lemma 4.2.11(ii), and ω
(n)
u,K is the composition of ω with the inverse of this isomorphism.
With the notation of (5.6.13), we have therefore a natural transformation :
ω(n)u,• : u˜
∗ ◦ (−)nlf ⇒ (−)nlf ◦ (u˜,Grp)∗ K 7→ ω(n)u,K
and it remains to check that ω
(n)
u,K is an isomorphism. We begin with the following more explicit
description of the map (ω
(n)
u,K)X : u˜
∗((Kn)lf)(X) → ((u˜∗K)n)lf(X), for every X ∈ Ob(C ).
First, by definition every element of u˜∗((Kn)lf)(X) is the equivalence classes [σ]f of a sequence
σ := (σ1, . . . , σn) ∈ KnY , for a morphism f : X → uY in C , such that for some covering
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sieve S ⊂ C ′/Y , the subgroup 〈Kg(σ1), . . . , Kg(σn)〉 ⊂ KY ′ is finite for every (g : Y ′ →
Y ) ∈ Ob(S ). Likewise, every element of ((u˜∗K)n)lf(X) is a sequence ([τ1]f1 , . . . , [τn]fn) such
that [τi]fi ∈ u˜∗K(X) for every i = 1, . . . , n is the equivalence class of a section τi ∈ KYi, for
a morphism fi : X → uYi in C , and there exists a covering sieve T ⊂ C /X such that the
subgroup 〈[τ1]f1◦h, · · · , [τn]fn◦h〉 ⊂ (u˜∗K)(X ′) is finite for every (h : X ′ → X) ∈ Ob(T ).
Now, given such class [σ]f and covering sieve S , the sieve u(S ) ⊂ C /uY generated by
{u(g) | g ∈ Ob(S )} covers uY (lemma 4.2.4), and T := f ×uY u(S ) covers X for the
topology J . For every (h : X ′ → X) ∈ Ob(T ) there exist (g : Y ′ → Y ) ∈ Ob(S ) and a
morphism f ′ : X ′ → uY ′ in C with f ◦ h = u(g) ◦ f ′. It follows that
[σi]f◦h = [σi]u(g)◦f ′ = [Kg(σi)]f ′ for i = 1, . . . , n
and therefore 〈[σ1]f◦h, . . . , [σn]f◦h〉 is a finite subgroup of (u˜∗K)(X ′). Then, by unwinding the
definition, we find that (ω
(n)
u,K)X is given by the rule :
[σ]f 7→ ([σ1]f , . . . , [σn]f).
Next, endow T := C∼ and T ′ := C ′∼ with their canonical topologies, and consider the essen-
tially commutative diagram of sites provided by lemma 4.2.11(ii) :
T
u′ //
v

  | β
T ′
v′

C u
// C ′
with u′ := u˜∗, v′ := haC′ and v := h
a
C .
After replacing U by a larger universe, we may assume that T and T ′ are small; we notice :
Claim 5.6.21. The theorem holds for u′ and every sheaf H on T ′.
Proof of the claim. Recall that u′ is a morphism of lex-sites (remark 4.4.13(ii)), and in par-
ticular u′ fulfills the condition of lemma 5.6.18, so we get an isomorphism of presheaves
ω : u′!((H
n)f)
∼→ ((u′!H)n)f . Taking into account lemma 4.2.11(ii), we deduce an isomor-
phism of sheaves ωa : u˜′∗((Hn)lf)
∼→ ((u˜′∗H)n)lf . But a direct inspection of the construction
shows that the latter agrees with ω
(n)
u′,H . ♦
Claim 5.6.22. The theorem holds as well for v and v′.
Proof of the claim. It suffices to show the claim for v, since the same argument will work for v′
as well. Recall now that v˘∗ = v˜∗ : C
∼ → T∼ is an equivalence (theorem 4.4.2(iii)), and v˜∗ is its
quasi-inverse. It follows that (v˜,Grp)∗ : (C,Grp)
∼ → (T,Grp)∼ is also an equivalence, and
its inverse is (v˜,Grp)∗. Then, let H be any sheaf of groups on C; in order to check that ωv,H is
an isomorphism, we may assume that H = v˜∗L for a sheaf of groups L on T , and it suffices to
check the commutativity of the diagram :
v˜∗((v˜∗L
n)lf)
ω
(n)
v,v˜∗L // ((v˜∗v˜∗L)
n)lf
((εL)
n)lf

v˜∗v˜∗((L
n)lf)
ε(Ln)lf // (Ln)lf
where ε• : v˜
∗v˜∗
∼→ 1T∼ is the counit for the adjoint (v˜∗, v˜∗). However, for every sheaf F on
T , and every X ∈ Ob(T ) the elements of v˜∗v˜∗F (X) are the equivalence classes [σ]f , where
f : X → vY is a morphism in T , and σ ∈ v˜∗F (Y ) = F (vY ); with this notation, the map
εF,X : v˜
∗v˜∗F (X)
∼→ FX is given by the rule : [σ]f 7→ Ff(σ). Then the assertion follows after
simple inspection, by combining with the foregoing explicit description of ω
(n)
v,v˜∗L
. ♦
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We deduce an oriented diagram of categories :
(T ′,Grp)∼
(−)n
lf //
(u˜′,Grp)∗

✱✱✱✱RZ ω(n)
v′,•
T ′∼
u˜′∗

(C ′,Grp)∼
✯✯ ✯✯

ϕ
(−)n
lf
//
✒✒✒✒ ω(n)u,•
(v˜′,Grp)∗
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
(u˜,Grp)∗

C ′∼
u˜∗

v˜′∗
77♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
✏✏✏✏ ψ
(C,Grp)∼ (−)nlf //
✒✒✒✒ ω(n)v,•
(v˜,Grp)∗
tt❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
C∼
v˜∗
''PP
PPP
PPP
PPP
PPP
P
(T,Grp)∼
(−)n
lf
// T∼.
which we complete by adding the orientation ω
(n)
u′,• for the “front face”. Here ϕ and ψ denote
the identifications induced by β :
(u˜′,Grp)∗ ◦ (v˜′,Grp)∗ ∼→ (v˜,Grp)∗ ◦ (u˜,Grp)∗ and u˜′∗ ◦ v˜′∗ ∼→ v˜∗ ◦ u˜∗.
Explicitly, for every sheaf F ′ on C ′ and every X ∈ Ob(T ), the elements of u˜′∗ ◦ v˜′∗F (X) are
the equivalences classes [[τ ]g]f , where f : X → u′Y is a morphism of T , g : Y → v′Z is a
morphism of T ′, and τ ∈ FZ; likewise one describes the elements of v˜∗ ◦ u˜∗F (X), and notice
that βZ ◦ u′(g) ◦ f is a morphismX → vuZ in T . Then ψF,X : u˜′∗ ◦ v˜′∗F (X) ∼→ v˜∗ ◦ u˜∗F (X)
is given by the rule :
[[τ ]g]f 7→ [[τ ]βZ◦u′(g)◦f ]1uZ .
If F is a sheaf of groups on T , the same rule defines the group isomorphismϕF,X . Now, a simple
inspection shows that this oriented diagram commutes on 2-cells, in the sense of (2.3.21). By
claims 5.6.21 and 5.6.22 we know that ω
(n)
u′,•, ω
(n)
v,• and ω
(n)
v′,• are isomorphisms; we conclude that
the same holds for ω
(n)
u,• , as stated. 
Corollary 5.6.23. In the situation of theorem 5.6.20, the following holds :
(i) If K is ind-finite, the same holds for u˜∗K.
(ii) If u˜∗ is a conservative functor and u˜∗K is ind-finite, then K is ind-finite.
Proof. The assertions are immediate consequences of theorem 5.6.20 and remark 5.6.14(ii). 
Proposition 5.6.24. In the situation of (5.6.16), suppose that u is continuous and there exists
a topologically generating family G ⊂ Ob(C ′) such that uY is quasi-compact for the topology
J , for every Y ∈ G. Then, if H is an ind-finite sheaf on C, the sheaf u˜∗H is ind-finite on C ′.
Proof. Let X ∈ Ob(C ′) be any object, and Σ ⊂ u˜∗H(X) = H(uX) any finite set. Pick a
covering family (fi : Yi → X | i ∈ I) with Yi ∈ G for every i ∈ I; by remark 5.6.12, the group
u˜∗H(Yi) = H(uYi) is ind-finite, henceHfi(Σ) generates a finite subgroup ofH(uYi) for every
i ∈ I , whence the assertion. 
5.6.25. C := (C , J) be a site, and A → C a fibration; for every X ∈ Ob(C ) and every
cartesian section σ ∈ Ob(A (X)) we define the presheaf on C /X :
Cart×(σ) := Cart(σ×, σ×)
(notation of (3.3.2)). Clearly, for every f ∈ Ob(C /X), the set Cart×(σ)(f) carries a natural
group structure, given by composition of automorphisms of the cartesian section (σ ◦ f∗)× of
A ×, so Cart×(σ) is a presheaf of groups on C /X .
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Definition 5.6.26. With the notation of (5.6.25), we say that A is an ind-finite prestack on
C, if Cart×(σ) an ind-finite sheaf of groups on C/X , for every X ∈ Ob(C ), and every σ ∈
Ob(A (X)) (notation of (4.7)). We say that A is an ind-finite stack on C, if it is both an
ind-finite prestack and a stack on C.
5.6.27. Let u : C := (C , J)→ C ′ := (C ′, J ′) be a morphism of small sites, E a stack on C ′;
let also X ∈ Ob(C ′), and σ, τ ∈ Ob(E (X)). Set E ′ := St(u)∗E , and denote
ηE : E → St(u)∗E ′
the unit of the 2-adjunction for the 2-adjoint pair (St(u)∗, St(u)∗). According to (5.4.7), the
natural projection π : St(u)∗E ′ → E ′ induces an equivalence of categories :
u∗|X : E
′(uX)
∼→ St(u)∗E ′(X).
We may then find σ′, τ ′ ∈ Ob(E ′(uX)) and isomorphisms
ω1 : ηE ◦ σ ∼→ u∗|X(σ′) ω2 : ηE ◦ τ ∼→ u∗|X(τ ′).
Taking into account lemma 5.1.9 we deduce isomorphisms of sheaves on C ′/X :
Cart(ηE ◦ σ, ηE ◦ τ) ∼→ Cart(u∗|Xσ′, u∗|Xτ ′) ∼→ u˜|X∗Cart(σ′, τ ′)
namely the composition of the isomorphism (5.1.7) induced by ω1 and ω2, with the isomorphism
of presheaves given in (5.4.7). Then (5.1.8) yields as well a morphism of sheaves :
Cart(σ, τ)→ Cart(ηE ◦ σ, ηE ◦ τ) β 7→ ηE ∗ β.
By adjunction, the composition of these morphisms induces a morphism of sheaves on C/uX :
(5.6.28) u˜∗|XCart(σ, τ)→ Cart(σ′, τ ′).
Remark 5.6.29. (i) Let (f : Y → uX) ∈ Ob(C /uX). The evaluation at f of the morphism
(5.6.28) can be described explicitly as follows. For every element [α] ∈ u˜∗|XCart(σ, τ)(f)
we may find a covering family (kλ : Yλ → Y | λ ∈ Λ) and for every λ ∈ Λ a morphism
hλ : Yλ → uZλ in C and a morphism gλ : Zλ → X in C ′ with f ◦ kλ = u(gλ) ◦ hλ, such that
[α] is represented by a system of morphisms of cartesian sections (αλ : σ ◦ gλ∗ ⇒ τ ◦ gλ∗). Set
α∗λ := π(ω2,gλ ◦ ηE (αλ,1Zλ) ◦ ω−11,gλ) : σ′(ugλ)→ τ ′(ugλ) for every λ ∈ Λ.
Then for every λ ∈ Λ there exists a unique morphism α∗∗λ : σ′(f ◦ kλ)→ τ ′(f ◦ kλ) in E ′Yλ that
makes commute the following diagram in E ′ :
σ′(f ◦ kλ)
α∗∗λ //
σ′(hλ/uX)

τ ′(f ◦ kλ)
τ ′(hλ/uX)

σ′(ugλ)
α∗λ // τ ′(ugλ)
and there exists a unique morphism of cartesian sections α∗∗ : σ′ ◦ f∗ ⇒ τ ′ ◦ f∗ such that
α∗∗kλ = α
∗∗
λ for every λ ∈ Λ. Then the map (5.6.28) is given by the rule : [α] 7→ α∗∗.
(ii) The morphism (5.6.28) depends obviously on the choice of σ′, τ ′, ω1 and ω2. However,
say that σ′′, τ ′′ ∈ Ob(E ′(uX)) are two other cartesian sections with isomorphismsω′1 : ηE ◦σ ∼→
u∗|X(σ
′′) and ω′2 : ηE ◦ τ ∼→ u∗|X(τ ′′). Then there exists unique isomorphisms ρ1 : σ′
∼→ σ′′ and
ρ2 : τ
′ ∼→ τ ′′ in E ′(uX) such that
ω′i = u
∗
|X(ρi) ◦ ωi for i = 1, 2
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and in light of (i) it is easily seen that we get a commutative diagram :
Cart(σ, τ)
ww♦♦♦
♦♦♦
♦♦♦
♦♦
''❖❖
❖❖❖
❖❖❖
❖❖❖
Cart(σ′, τ ′)
∼ // Cart(σ′′, τ ′′)
whose downward arrows are the morphisms (5.6.28) relative to the choices (ω1, ω2) and respec-
tively (ω′1, ω
′
2), and whose horizontal arrow is the isomorphism (5.1.7) induced by (ρ1, ρ2).
Proposition 5.6.30. The morphism (5.6.28) is an isomorphism.
Proof. Let us check that (5.6.28) is a monomorphism. Thus, let (f : Y → uX) ∈ Ob(C /uX),
and [α], [β] ∈ u˜∗|XCart(σ, τ)(f) whose images agree in Cart(σ′, τ ′)(f); we need to show that
[α] = [β]. We may find a covering family (kλ : Yλ → Y | λ ∈ Λ) such that the restric-
tions [αλ], [βλ] ∈ u˜∗|XCart(σ, τ)(f ◦ kλ) of [α] and [β] are in the image of the natural map
u|X!Cart(σ, τ)(f ◦ kλ) → u˜∗|XCart(σ, τ)(f ◦ kλ), for every λ ∈ Λ. Then the images of
[αλ] and [βλ] agree in Cart(σ′, τ ′)(f ◦ kλ), and it suffices to check that [αλ] = [βλ] for ev-
ery such λ. Thus, we may assume from start that [α], [β] are in the image of the natural map
u|X!Cart(σ, τ)(f)→ u˜∗|XCart(σ, τ)(f). This means that there exists a commutative diagram
uZ ′
u(g′) ""❊
❊❊
❊❊
❊❊
❊ Y
f

h //h
′
oo uZ
u(g)||③③
③③
③③
③③
uX
in C such that [α] and [β] are represented by natural C -transformations
α : σ ◦ g∗ ⇒ τ ◦ g∗ β : σ ◦ g′∗ ⇒ τ ◦ g′∗.
By proposition 4.3.9, the fibration s : C /uC ′ → C is locally cofiltered relative to the topology
J of C, hence there exist a covering family (kλ : Yλ → Y | λ ∈ Λ) and for every λ ∈ Λ a
morphism h′′λ : Yλ → uZλ in C , and two morphisms lλ : Zλ → Z, l′λ : Zλ → Z ′ such that
h ◦ kλ = u(lλ) ◦ h′′λ and h′ ◦ kλ = u(l′λ) ◦ h′′λ for every λ ∈ Λ.
It suffices to check that the images of [β] and [α] in Cart(σ, τ)(f ◦kλ) coincide for every λ ∈ Λ;
but these images are the classes of [α∗ lλ] and respectively [β ∗ l′λ]. Hence, we may assume from
start that Z = Z ′, h = h′ and g = g′. With the notation of (5.4.7), the condition on [α] and [β]
amounts then to the identity :
(5.6.31) u∗|Z(ηE ∗ α) ∗ h∗ = u∗|Z(ηE ∗ β) ∗ h∗ in E ′(Y ).
Recall that the evaluation functor evEZ : E (Z) → EZ is an equivalence of categories for every
Z ∈ Ob(C ), natural with respect to morphism in C (claim 3.1.45); this equivalence assigns to
the cartesian sections σ ◦ g∗ and τ ◦ g∗ their evaluations σg := σ(g) and τg := τ(g) in cX , and
to α and β the morphisms α0 := α1Z : σg → τg and β0 := β1Z : σg → τg in EZ . We wish next
to similarly interpret the identity (5.6.31) as an equality of morphisms in the fibre category E ′Y .
To this aim, let us pick a unital cleavage for E , and let c be its associated unital pseudo-functor;
denote also by γc the coherence constraint of c. Recall that for every Y ∈ Ob(C ), the fibre
category Fib(u)!EY of the C -fibration Fib(u)!E represents the 2-colimit of the pseudo-functor
FY := c ◦ toY : (Y/uC ′)o → Cat (g : Y → uZ) 7→ cZ = EZ .
The latter is realized by the localization F ib(FY )[Σ
−1
Y ], where ΣY denotes the set of cartesian
morphisms of F ib(FY ). Recall that the objects of F ib(FY )[Σ
−1
Y ] are the data
(Z, h : Y → uZ, T ) with (Z, h) ∈ Ob(Y/uC ′) and T ∈ Ob(EZ).
FOUNDATIONS FOR ALMOST RING THEORY 413
The morphisms are the pairs [Y/g, t] : (Z, h, T ) → (Z ′, h′, T ′) where Y/g : h → h′ is a
morphism in Y/uC ′ and t : T → cgT ′ is a morphism in EZ . Moreover, every morphism
k : Y → Y ′ in C induces a C -cartesian functor
k∗ : F ib(FY ′)→ F ib(FY ) (Z, h, T ) 7→ (Z, h ◦ k, T ) [Y ′/g, t] 7→ [Y/g, t]
which therefore extends uniquely to a functor
F ib(FY ′)[Σ
−1
Y ′ ]→ F ib(FY )[Σ−1Y ]
and the system of such functors provides a natural split cleavage for Fib(u)!E . Notice then the
rules : Y 7→ F ib(FY ) and k 7→ k∗ for every Y ∈ Ob(C ) and every morphism k of C , define a
pseudo-functor d : C o → Cat, and the foregoing description amounts to saying that Fib(u)!E
is represented by the fibration which in the proof of proposition 5.3.1 is denoted
F ib(d)[Σ−1• ]→ C .
By proposition 5.3.1, the natural functor j : Fib(u)!E → E ′ factors then as a composition
Fib(u)!E
L{Σ}−−−→ F ib(d){Σ−1• } j
′−→ E ′.
Furthermore, for every Z ∈ Ob(C ′) we have a natural identification u∗|uZ : St(u)∗E ′Z
∼→ E ′uZ .
Hence, ηE restricts to a functor of fibre categories ηE ,Z : EZ → E ′uZ for every such Z. However,
EZ is also the fibre category over 1uZ ∈ Ob(uZ/uC ′) of the (uZ/uC ′)-fibration F ib(FuZ); in
terms of the foregoing realization of Fib(u)!EuZ , the functor ηE ,Z is then just given by the rule :
EZ → F ib(FuZ)[Σ−1uZ ]
juZ−−→ E ′uZ T 7→ juZ(Z, 1uZ , T )
where juZ is the restriction of j. Summing up, we find that the objects ηE (σg) and ηE (τg) of
E ′uZ are respectively juZ(Z, 1uZ , σg) and juZ(Z, 1uZ , τg), and (5.6.31) translates as the identity:
juZ [Y/1Z , α0] = juZ [Y/1Z , β0].
But since j is 2-covering (proposition 5.2.11(i)), we deduce that there exists a covering family
(kλ : Yλ → Y | λ ∈ Λ) in C such that [Yλ/1Z , α0] = [Yλ/1Z , β0] in F ib(FYλ)[Σ−1Yλ ] for every
λ ∈ Λ. Since it suffices to check that the images of [α] and [β] coincide in Cart(σ, τ)(f ◦ kλ)
for every λ, we may then assume from start that [Y/1Z , α0] = [Y/1Z , β0] in F ib(FY )[Σ
−1
Y ].
Claim 5.6.32. The system Σ• := (ΣY | Y ∈ Ob(C )) admits a right local calculus of fractions.
Proof of the claim. Conditions (LCF1) and (LCF2) of definition 5.3.2 obviously hold for Σ•.
Next, let (Y/k′, l) : (h′, T ′) → (h, T ) be a morphism in F ib(FY ) and (Y/k′′, t) : (h′′, T ′′) →
(h, T ) an element of ΣY ; i.e. we have a commutative diagram of morphisms of C :
uZ ′
u(k′) ""❊
❊❊
❊❊
❊❊
❊ Y
h

h′′ //h
′
oo uZ ′′
u(k′′)||②②
②②
②②
②②
uZ
together with a morphism l : T ′ → ck′T and an isomorphism t : T ′′ ∼→ ck′′T in AY . By
proposition 4.3.9, the fibration s : C /uC ′ → C is locally cofiltered relative to the topology
J of C, hence there exist a covering family (gλ : Yλ → Y | λ ∈ Λ) and for every λ ∈ Λ a
morphism hλ : Yλ → uZλ in C , and two morphisms k′λ : Zλ → Z ′, k′′λ : Zλ → Z ′′ such that
h′ ◦ gλ = u(k′λ) ◦ hλ h′′ ◦ gλ = u(k′′λ) ◦ hλ k′ ◦ k′λ = k′′ ◦ k′′λ for every λ ∈ Λ
whence a well defined morphism in AYλ , for every λ ∈ Λ :
lλ : ck′λT
′
ck′
λ
l
−−→ ck′λck′T
γc
(k′
λ
,k′),T−−−−−→ ck′◦k′λT
γc−1
(k′′
λ
,k′′),T−−−−−→ ck′′λck′′T
(ck′′
λ
t)−1
−−−−−→ ck′′λT ′′
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which then yield a commutative diagram in F ib(FYλ) for every such λ :
(hλ, ck′λT
′)
(Yλ/k
′
λ,tλ) //
(Yλ/k
′′
λ,lλ)

g∗λ(h
′, T ′)
g∗λ(Y/k
′,l)

g∗λ(h
′′, T ′′)
g∗λ(Y/k
′′,t)
// g∗λ(Y/h, T )
where we take for tλ the identity of ck′λT
′. This shows that condition (LCF3) holds for Σ•.
Lastly, suppose that we have a commutative diagram in F ib(AY ) :
(h, T )
(Y/k,l)
//
(Y/k′,l′)
// (h′, T ′)
(Y/k′′,t)
// (h′′, T ′′)
with (Y/k′′, t) ∈ ΣY . This means that we have a commutative diagram in C :
Yh

h′

h′′

uZ
u(k)
//
u(k′)
// uZ ′
u(k′′)
// uZ ′′
and morphisms l : T → ckT ′, l′ : T → ck′T ′ and an isomorphism t : T ′ ∼→ ck′′T ′′ in AY with
k′′ ◦ k = k′′ ◦ k′ and γc(k,k′′),T ′′ ◦ ck(t) ◦ l = γc(k′,k′′),T ′′ ◦ ck′(t) ◦ l′.
Since the fibration s : C /uC ′ → C is locally cofiltered, there exist a covering family (gλ :
Yλ → Y | λ ∈ Λ) and for every λ ∈ Λ, morphisms hλ : Yλ → uZλ in C and kλ : Zλ → Z in
C ′ such that h ◦ gλ = u(kλ) ◦ hλ in C and k ◦ kλ = k′ ◦ kλ in C ′. We compute :
γc(k◦kλ,k′′),T ′′ ◦ ck◦kλ(t) ◦ γc(k,kλ),T ′ ◦ ckλ(l) = γc(k◦kλ,k′′),T ′′ ◦ γc(k,kλ),ck′′T ′′ ◦ ckλck(t) ◦ ckλ(l)
= γc(kλ,k′′◦k),T ′′ ◦ ckλ(γc(k,k′′),T ′′) ◦ ckλck(t) ◦ ckλ(l)
= γc(kλ,k′′◦k′),T ′′ ◦ ckλ(γc(k,k′′),T ′′ ◦ ck(t) ◦ l)
= γc(kλ,k′′◦k′),T ′′ ◦ ckλ(γc(k′,k′′),T ′′ ◦ ck′(t) ◦ l′)
= γc(kλ,k′′◦k′),T ′′◦ckλ(γc(k′,k′′),T ′′)◦ckλck′(t)◦ckλ(l′)
= γc(k′◦kλ,k′′),T ′′ ◦ γc(k′,kλ),ck′′T ′′ ◦ ckλck′(t) ◦ ckλ(l′)
= γc(k′◦kλ,k′′),T ′′ ◦ ck′◦kλ(t) ◦ γc(k′,kλ),T ′ ◦ ckλ(l′)
whence γc(k,kλ),T ′ ◦ ckλ(l) = γc(k′,kλ),T ′ ◦ ckλ(l′). We deduce a commutative diagram in F ib(FYλ)
(hλ, ckλT )
(Y/kλ,tλ) // g∗λ(h, T )
g∗λ(Y/k,l) //
g∗λ(Y/k
′,l′)
// g∗λ(h
′, T ′) for every λ ∈ Λ
where tλ is the identity of ckλT . This shows that (LFC4) holds for Σ•. ♦
To ease notation, set A := L{Σ}(Z, h, σg) and B := L{Σ}(Z, h, τg), and define the presheaf
MA,B on C /uZ and the sheaf HA,B on C/uZ as in (5.3.5). Then
L{Σ}[Y/1Z , α] = L{Σ}[Y/1Z , β] ∈ HA,B(h)
so there exists a covering family (kλ : Yλ → Y | λ ∈ Λ) such that the images of [Yλ/1Z , α] and
[Yλ/1Z , β] agree in MA,B(h ◦ gλ). Hence as usual we may assume from start that the images
of [Y/1Z , α0] and [Y/1Z , β0] agree in MA,B(h). Then, in view of claim 5.6.32, condition (b)
of (5.3.5) tells us that there exist a covering family (kλ : Yλ → Y | λ ∈ Λ), and for every
λ ∈ Λ a morphism hλ : Yλ → uZλ in C and a morphism lλ : Zλ → Z in C ′ such that
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h ◦ kλ = u(lλ) ◦ hλ and with clλ(α0) = clλ(β0). This means that the images of [α] and [β] agree
in u˜∗|XCart(σ, τ)(f ◦ kλ) for every λ ∈ Λ, so [α] = [β], as required.
Next, let us check that (5.6.28) is an epimorphism. To this aim, set E ′′ := Fib(u)!E , and let
η′E : E → Fib(u)∗E ′′ be the unit of the 2-adjunction for the 2-adjoint pair (Fib(u)!, Fib(u)∗); as
in(5.6.27), the projection π′ : Fib(u)∗E ′′ → E ′′ induces an equivalence of categories
u∗|X : E
′′(uX)
∼→ Fib(u)∗E ′′(X)
so we may find σ′′, τ ′′ ∈ Ob(E ′′(uX)) with isomorphisms :
η′E ◦ σ ∼→ u∗|X(σ′′) η′E ◦ τ ∼→ u∗|X(τ ′′).
Since Fib(u)∗(j) ◦ η′E : E → St(u)∗E ′ is isomorphic to ηE , we deduce isomorphisms
σ′
∼→ j ◦ σ′′ τ ′ ∼→ j ◦ τ ′′
and it suffices to show that the corresponding morphism of sheaves on C/uX
u˜∗|XCart(σ, τ)→ Cart(j ◦ σ′′, j ◦ τ ′′)
is an epimorphism. Thus, let (f : Y → X) ∈ Ob(C /X) and µ′ ∈ Cart(j ◦ σ′′, j ◦ τ ′′)(f); we
need to show that µ′ : j ◦ σ′′ ◦ f∗ ⇒ j ◦ τ ′′ ◦ f∗ is the image of some [µ] ∈ u˜∗|XCart(σ, τ)(f).
Set σ′′0 := σ
′′(f), τ ′′0 := τ
′′(f), and recall that µ′ is determined by its evaluation
µ′0 := µ
′
1Y
: j(σ′′0)→ j(τ ′′0 ).
Since j is 1-covering (proposition 5.2.11(i)), there exist a covering family (kλ : Yλ → Y | λ ∈
Λ), and for every λ ∈ Λ a morphism µ′′λ : σ′′(f ◦kλ)→ τ ′′(f ◦kλ) in E ′′Yλ such that µ′kλ = j(µ′′λ).
Now, suppose that for every λ ∈ Λ there exists µλ ∈ u˜∗|XCart(σ, τ)(f ◦ kλ) whose image in
Cart(σ′, τ ′)(f ◦ kλ) equals µ′ ∗ kλ. Then, for every λ, λ′ ∈ Λ, and every pair of morphisms
Yλ′
k′′
λλ′←−− Yλλ′
k′
λλ′−−→ Yλ in C such that kλλ′ := kλ ◦ k′λλ′ = kλ′ ◦ k′′λλ′ , let µλλ′ and µλ′λ be
the images of µλ and respectively µλ′ in u˜
∗
|XCart(σ, τ)(kλλ′ ◦ f); it follows that µλλ′ and µλ′λ
are both mapped to µ′ ∗ kλλ′ by the morphism (5.6.28). Since we already know that the latter
is a monomorphism, we deduce that µλλ′ = µλ′λ for every such pair of morphisms k
′
λλ′ , k
′′
λλ′ .
Then the system (µλ | λ ∈ Λ) determines a unique µ ∈ u˜∗|XCart(σ, τ)(f) whose image in
Cart(σ′, τ ′)(f) equals µ′, as sought. Thus, we may replace µ by µ ∗ kλ for every λ ∈ Λ, and
assume from start that there exists a morphism
µ′′0 : L{Σ}σ
′′
0 → L{Σ}τ ′′0 in F ib(d){Σ−1• }Y such that µ′0 = j′(µ′′0).
Set σ′′′ := L{Σ}σ
′′ and τ ′′′ := L{Σ}τ
′′; then µ′′0 corresponds to a unique morphism of cartesian
sections µ′′ : σ′′′ ◦ f∗ ⇒ τ ′′′ ◦ f∗ with j′ ∗µ′′ = µ′. Recall that σ′′0 (resp. τ ′′0 ) is a datum (Z, h, T )
(resp. (Z ′, h′, T ′)). Now, according to condition (a) of (5.3.5), we may find a covering family
(kλ : Yλ → Y | λ ∈ Λ), and for every λ ∈ Λ, an object (Zλ, hλ : Yλ → uZλ, Tλ) of F ib(FYλ),
and morphisms (Z, h ◦ kλ, T ) (Yλ/lλ,sλ)←−−−−−− (Zλ, hλ, Tλ)
(Yλ/l
′
λ,tλ)−−−−−→ (Z ′, h′ ◦ kλ, T ′) in F ib(FYλ),
where sλ : Tλ → clλT is an isomorphism in EZλ, and such that we have a commutative diagram
in F ib(d){Σ−1• }Yλ :
(Z, h ◦ kλ, T )

L{Σ}(Yλ/l
′
λ,tλ)◦L{Σ}(Yλ/lλ,sλ)
−1
// (Z ′, h′ ◦ kλ, T )

σ′′′(f ◦ kλ)
µ′′kλ // τ ′′′(f ◦ kλ)
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whose vertical arrows are isomorphisms. The latter is equivalent to a commutative diagram :
(Zλ, hλ, clλT )

L{Σ}(Yλ/1Zλ ,tλ◦s
−1
λ ) // (Zλ, hλ, cl′λT
′)

σ′′′(f ◦ kλ)
µ′′kλ // τ ′′′(f ◦ kλ)
whose vertical arrows are again isomorphisms. After replacing σ′′′ and τ ′′′ by isomorphic carte-
sian sections, we may therefore assume that µ′′kλ = L{Σ}(Yλ/1Zλ, tλ ◦ s−1λ ) for every λ ∈ Λ.
Arguing as in the foregoing, we may then assume that there exist a morphism h : Y → uZ
in C and a morphism t : T → T ′ in EZ such that µ′0 = j(Y/1Z , t) : j(Z, h, T )→ j(Z, h, T ′).
Next, since the fibration s : C /uC ′ → C is locally cofiltered over the site C, we may find
a covering family (kλ : Yλ → Y | λ ∈ Λ), and for every λ ∈ Λ a morphism hλ : Yλ → uZλ
in C and two morphisms X
gλ←− Zλ
g′λ−→ Z such that f ◦ kλ = gλ ◦ hλ and h′′ ◦ kλ = g′λ ◦ hλ.
Then again, we may replace σ′ and τ ′ by isomorphic cartesian sections, and assume that µ′kλ =
j(Yλ/1Zλ , cg′λt) : (Zλ, hλ, cg′λT )→ (Zλ, hλ, cg′λT ′). Arguing once again as in the foregoing, we
may finally assume that we have still µ′0 = j(Y/1Z , t) : j(Z, h, T )→ j(Z, h, T ′), and moreover
there exists a morphism g : Z → X in C such that u(g) ◦ h = f . But then, t corresponds to a
morphism of cartesian sections µ : σ ◦ f∗ → τ ◦ f∗, and the pair (Y/g : f → h, µ) yields the
sought section [µ]. 
Theorem 5.6.33. In the situation of (5.6.27), the following holds :
(i) If E is ind-finite, then the same holds for E ′.
(ii) If u˜∗ is a conservative functor and E ′ is ind-finite, then E is ind-finite.
Proof. (i): In view of proposition 5.6.4, we may replace E by E ×, and assume from start that
E is a stack in groupoids, in which case we need to show that for every Y ∈ Ob(C ) and every
σ′ ∈ Ob(E ′(Y )), the sheaf of groups Cart(σ′, σ′) is ind-finite on C/Y .
Since the natural functor j : E ′′ := Fib(u)!E → E ′ is 0-covering (proposition 5.2.11(i)),
there exist a covering family (ϕλ : Yλ → Y | λ ∈ Λ), and for every λ ∈ Λ a cartesian section
σ′′λ ∈ Ob(E ′′(Yλ)) with an isomorphism j ◦ σ′′λ ∼→ σ′ ◦ ϕλ∗. Clearly it suffices to show that
Cart(σ′ ◦ ϕλ∗, σ′ ◦ ϕλ∗) is ind-finite for every λ ∈ Λ. We may thus replace Y by Yλ for
every such λ, and assume from start that σ′ = j ◦ σ′′ for some σ′′ ∈ Ob(E ′′(Y )). Recall
that σ′′(1Y ) ∈ Ob(E ′′Y ) is a datum (X, f : Y → uX, T ) where (X, f) ∈ Ob(Y/uC ′) and
T ∈ Ob(EX). Let then τ : C ′/X → E and τ ′ : C /uX → E ′′ be cartesian sections with
τ1X = T and τ
′(1uX) := (X, 1uX , T ). As explained in the proof of of proposition 5.6.30, we
have an isomorphism :
η′E ◦ τ ∼→ u∗|X(τ ′)
where η′E : E → Fib(u)∗E ′′ is the unit of a 2-adjunction for the 2-adjoint pair (Fib(u)!, Fib(u)∗).
Since Fib(u)∗(j) ◦ η′E : E → St(u)∗E ′ is isomorphic to the unit ηE : E → St(u)∗E ′ of a 2-
adjunction for the 2-adjoint pair (Fib(u)!, Fib(u)
∗), there follows an isomorphism
ηE ◦ τ ∼→ u∗|X(j ◦ τ ′).
From proposition 5.6.30 and corollary 5.6.23(i) we conclude that Cart(j ◦τ ′, j ◦τ ′) is ind-finite
on C/uX . On the other hand, we have τ ′ ◦ f∗ ≃ σ′′, whence j ◦ τ ′ ◦ f∗ ≃ σ′. Combining with
(5.1.5), there follows an isomorphism of sheaves Cart(σ′, σ′)
∼→ (f∗)∼∗ Cart(j ◦ τ ′, j ◦ τ ′). But
recall that f∗ is both continuous and cocontinuous for the topologies of the sitesC/Y andC/uX
(remark 4.7.3(i)); then the assertion follows from proposition 5.6.17(ii) and lemma 4.2.15(i).
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(ii): We may reduce as in (i) to the case where E is a stack in groupoids. Next notice that if
u˜∗ is conservative, u˜∗|X is conservative for everyX ∈ Ob(C ′), by virtue of proposition 4.7.7(ii).
Then the assertion follows immediately from proposition 5.6.30 and corollary 5.6.23(ii). 
Proposition 5.6.34. In the situation of (5.6.16), suppose that u is a weak morphism of sites,
and moreover there exists a topologically generating familyG ⊂ Ob(C ′) such that uY is quasi-
compact for the topology J , for every Y ∈ G. Then, for every ind-finite stack E on C, the stack
St(u)∗E is ind-finite on C ′.
Proof. In view of the pseudo-commutative diagram (5.6.2) we may assume that E is a stack
in groupoids, in which case the same holds for E ′ := St(u)∗E . Now, let X ∈ Ob(C ′) and
σ, τ ∈ E ′(X). Recall that u induces a continuous functor u|X : C ′/X → C /uX (proposition
4.7.7(i)), and moreover G/X ⊂ Ob(C ′/X) is a topologically generating family, according to
(4.7.2); then it is easily seen that for every (Y
g−→ X) ∈ Ob(G/X) the object uY u(g)−−→ uX of
C /uX is quasi-compact. On the other hand, arguing as in the proof of proposition 5.4.8(i), we
find σ′, τ ′ ∈ E (uX) and isomorphisms of sheaves
Cart(σ, τ)
∼→ u˜|X∗Cart(σ′, τ ′).
The assertion then follows from proposition 5.6.24. 
5.6.35. Stalk of a stack over a T -point. Let T be a topos, and ξ := (ξ∗, ξ∗) : Set → T a
T -point (see definition 4.7.11(i)). For every stack E on the canonical site Can(T ) we set
Eξ := St(ξ
∗)∗E .
Likewise, for every morphism ϕ : E → F of stacks on Can(T ), we let
ϕξ := St(ξ
∗)∗(ϕ) : Eξ → Fξ.
Remark 5.6.36. (i) Recall that Set is equivalent to (1, J)∼, where 1 is the category with one
object and one morphism, and J is the unique topology on 1. It follows easily that a stack on
the canonical site Can(Set) of Set amounts to the datum of a category, and a morphism of
stacks on Can(Set) is just an arbitrary functor.
(ii) Likewise, a functor F : A → B between categories is 0-covering (resp. 1-covering,
resp. 2-covering) when regarded as a morphism of stacks on Can(Set), if and only if it is
essentially surjective (resp. full, resp. faithful) : the details shall be left to the reader.
Proposition 5.6.37. With the notation of (5.6.35), let Ω be a conservative set of T -points (see
definition 4.7.11(iv)). Then for every i = 0, 1, 2 the following conditions are equivalent :
(a) ϕ is i-covering.
(b) The morphism ϕξ is i-covering for every ξ ∈ Ω.
Proof. (a)⇒(b) follows from proposition 5.4.22(ii).
(b)⇒(a): For i = 1 and i = 2, the assertion follows easily from lemma 5.2.7 and proposition
5.6.30. Suppose then that ϕξ is 0-covering for every ξ ∈ Ω; by lemma 5.6.7(i), it follows
that π0(ϕξ) : π0(Eξ) → π0(Fξ) is a surjection. But according to (5.6.8), π0(Eξ) is naturally
identified with the stalk πT0 (E )ξ of the sheaf π
T
0 (E ) on Can(T ), and likewise for π0(Fξ). Thus,
the morphism of sheaves πT0 (ϕ) : π
T
0 (E ) → πT0 (F ) is an epimorphism, and therefore ϕ is
0-covering, again by lemma 5.6.7(i). 
5.7. Stacks on fibred sites and fibred topoi. Let C and C ′ be two categories, u : C ′ → C
any functor, (A , p, J•) a fibred site over C , and (A ′, p′•, J
′
•) := C
′ ×C (A , p, J•) the induced
fibred site as in (4.5.11); denote also by (A , JA ) and (A ′, JA ′) the respective fibred sites.
Then it follows easily from proposition 4.5.5(ii,iv) that the projection π : A ′ → A fulfills
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condition (C2) of (5.4.5), relative to the topologies JA and JA ′ , so it is a weak morphism of
sites π : (A , JA )→ (A ′, JA ′), and we get a well defined pseudo-functor
St(π)∗ : Stack(A , JA )→ Stack(A ′, JA ′).
If C and C ′ are small and (AX , JX) is a U-site for every X ∈ Ob(C ), then (A , JA ) and
(A ′, JA ′) are also U-sites (remark 4.5.2(iii)), and in this case also the left 2-adjoint St(π)∗ of
St(π)∗ is well defined; moreover, π is cocontinuous (see (4.5.11)), so we have a pseudo-natural
equivalence St(π)∗
∼→ St(π˘)∗ (proposition 5.4.29(ii)).
As a special case, for every X ∈ Ob(C ) the inclusion functor iX : AX → A is a weak
morphism of sites (A , JA )→ (AX , JX), and we get a well defined pseudo-functor
St(iX)∗ : Stack(A , JA )→ Stack(AX , JX).
If C is small and (AX , JX) is a U-site for everyX ∈ Ob(C ), also St(iX)∗ is well defined.
Proposition 5.7.1. In the situation of (5.7), we have :
(i) Let ϕ : E → E ′ be a cartesian functor of fibrations over A , and i ∈ {0, 1, 2}. The
following conditions are equivalent :
(a) ϕ is i-covering for the topology JA .
(b) Fib(iX)
∗(ϕ) is i-covering for the topology JX , for every X ∈ Ob(C ).
(ii) Suppose that C is small, and (AX , JX) is a U-site for every X ∈ Ob(C ). Then the
following diagram of 2-categories is pseudo-commutative :
Fib(A )
Fib(iX)
∗
//
(−)a

Fib(AX)
(−)a

Stack(A , JA )
St(iX )∗ // Stack(AX , JX)
for every X ∈ Ob(C ).
Proof. (i.a)⇒(i.b): This follows directly from propositions 5.4.1(i) and 4.5.5(iii).
(i.b)⇒(i.a): Suppose first that i = 0, and let X ∈ Ob(A ) and E ′ ∈ Ob(E ′X); pick cleavages
for E and E ′, and let c and c′ be the corresponding associated pseudo-functors. By assumption,
there exist a covering family f• : (fi : Xi → X | i ∈ I) for the topology JpX , and for every
i ∈ I an object Ei ∈ Ob(EXi) such that ϕEi is isomorphic to c′fiE ′ in E ′Xi . Since f• is also
a covering family for the topology JA , this shows that ϕ is 0-covering, as required. The cases
where i = 1, 2 are similar : the details shall be left to the reader.
(ii): The assertion is a special case of corollary 5.4.31. 
Corollary 5.7.2. Let j ≤ 2 be any integer. The following holds :
(i) In the situation of (4.3.24), let E be a fibration on C . Then E is a j-separated prestack
on C if and only if Fib(πi)
∗(E ) is a j-separated prestack on Ci for every i ∈ Ob(I).
(ii) In the situation of (5.7), let E be a fibration on A . Then E is a j-separated prestack on
(A , JA ) if and only if Fib(iX)∗(E ) is j-separated on (AX , JX) for everyX ∈ Ob(C ).
Proof. (i): The condition is necessary, by virtue of corollary 5.4.15 and proposition 5.4.8(i,ii).
For the converse, we argue as in the proof of proposition 4.3.25(ii). Indeed, suppose that
Fib(πi)
∗(E ) is a j-separated prestack on Ci for every i ∈ Ob(I); according to remark 4.1.8(ii)
there exists a topology J ′ on C such that, for every X ∈ Ob(C ), the set J ′(X) consists of the
sieves S ⊂ C /X of universal E -j-descent. It then suffices to prove that J ⊂ J ′. We come
down to checking the following. For every i ∈ Ob(I), everyX ∈ Ob(Ci), every covering fam-
ily g• := (gλ : Xλ → X | λ ∈ Λ) for the topology Ji, and every morphism f : Y → πiX in C ,
the family (Y ×πiX πi(gλ) : Y ×πiX πiXλ → Y | λ ∈ Λ) generates a sieve of E -j-descent. Ar-
guing as in the proof of proposition 4.3.25(ii), we are first reduced to the case where Y = πiY
′
for some Y ′ ∈ Ob(Ci) and f = πi(t) for some morphism t : Y ′ → X of Ci, and then we may
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even replace the family g• by (Y
′ ×X gλ | λ ∈ Λ) and reduce further to the case where t = 1X .
Finally, pick a cleavage c for E ; we need to show that the natural functor
E (πiX)→ Desc(E , πi(g•), c)
is j-faithful (notation of (3.4.22)). But since πi is left exact, this functor is naturally identified
with the corresponding functor for Ei := Fib(πi)∗(E ) :
Ei(X)→ Desc(Ei, g•, c ◦ πoi )
and the latter is j-faithful, since Ei is a j-separated prestack on Ci.
(ii): Again, the condition is necessary, by corollary 5.4.15 and proposition 5.4.8(i,ii). For the
converse we argue as in the proof of proposition 4.5.5. Namely, we let J ′ be the topology on A
such that for everyA ∈ Ob(A ) the set J ′(A) consists of the sievesS ⊂ A /A of universal E -j-
descent, and we check that JA ⊂ J ′, assuming that EX := Fib(iX)∗(E ) is a j-separated prestack
on (AX , JX) for everyX ∈ Ob(C ). To this aim, we consider any morphism f : A′ → A in A
and any family (gλ : Bλ → A | λ ∈ Λ) of morphisms in ApA covering A for the topology JpA;
after choosing a cleavage for A , we then construct the family g′• := (g
′
λ : B
′
λ → A′ | λ ∈ Λ) of
morphisms of ApA′ as in the proof of proposition 4.5.5. Let ipA′ : ApA′ → A be the inclusion
functor; taking into account lemma 3.4.35(ii), we reduce to checking that the sieve of A /A′
generated by the family ipA′(g
′
•) := (ipA′(gλ) | λ ∈ Λ) is of E -j-descent. Now, choose a
cleavage c for E , and set
B′λµ := B
′
λ ×A′ B′µ and B′λµν := B′λµ ×A′ B′ν for every λ, µ, ν ∈ Λ
and notice that ipA′B
′
λµ represents the fibre product ipA′B
′
λ ×ipA′A′ B′µ, and likewise ipA′B′λµν
represents ipA′B
′
λµ ×ipA′A′ ipA′B′ν (remark 4.5.2(ii)), so that the category Desc(E , ipA′(g′•), c) is
well defined, and we are reduced to checking that the induced map
E (ipA′A
′)→ Desc(E , ipA′(g′•), c)
is j-faithful. But the latter is naturally identified with the analogous map
EpA′(A
′)→ Desc(EpA′, g′•, c ◦ iopA′)
which is j-faithful by assumption. 
Proposition 5.7.3. In the situation of (4.5.13), suppose that (Ai,X, Ji,X) is a U-site for every
X ∈ Ob(C ) and i = 0, 1. Then the induced base change transformation :
Υ(St(1u◦π1)
γ
∗) : St(v)
∗ ◦ St(π1)∗ → St(π0)∗ ◦ St(u)∗
is a pseudo-natural equivalence.
Proof. Recall that the projections π0 and π1 satisfy condition (C2) from (5.4.5) : see (5.7); in
particular, they are weak morphisms of sites, and moreover they are cocontinuous (see (4.5.11)).
We are then in the situation contemplated in (5.5.23), and by corollary 5.5.26(ii), both ∆π0 and
∆π1 are pseudo-natural equivalences, and the same holds for Υ(∆u) and Υ(∆v), by virtue
of corollary 5.5.26(iii). Hence, arguing as in remark 2.3.22(i), we are reduced to checking that
Υ((1∼u◦π1,Cat)∗) is a pseudo-natural equivalence. The latter assertion follows from proposition
4.5.14 and the discussion of (5.5.29). 
Definition 5.7.4. Let (A , p, J•) and (A ′, p′, J ′•) be two fibred sites over a category C . A weak
morphism of fibred sites ϕ : (A , p, J•)→ (A ′, p′, J ′•) is a functor ϕ : A ′ → A with p◦ϕ = p′,
whose restriction ϕX : A ′X → AX is a weak morphism of sites (AX , JX) → (A ′X , J ′X), for
everyX ∈ Ob(C ).
Proposition 5.7.5. Let (A , p, J•) and (A ′, p′, J ′•) be two fibred lex-sites over a category C ,
and ϕ : (A , p, J•)→ (A ′, p′, J ′•) a weak morphism of fibred sites. Then ϕ is a weak morphism
of the respective total sites (A , JA )→ (A ′, JA ′).
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Proof. For every X ∈ Ob(C ), let ix : AX → A and i′X : A ′X → A ′ be the inclusion functors,
and ϕX : A ′X → AX the restriction of ϕ; in light of corollary 5.7.2(ii), it suffices to check
that for every stack E over (A , JA ), the fibration F := Fib(i
′
X)
∗ ◦ Fib(ϕ)∗(E ) is a stack on
(A ′X , J
′
X). But we have a natural identification F
∼→ Fib(ϕX)∗ ◦Fib(iX)∗(E ), and Fib(iX)∗(E )
is a stack on (AX , JX), again by corollary 5.7.2(ii), whence the contention. 
5.7.6. Let (A , p, J•) be a small fibred lex-site over a small category C ; pick a unital cleavage
λ for p, and let c : C o → Cat be the associated pseudo-functor. Clearly co factors through a
pseudo-functor
c˜ : C → lex.Site X 7→ (AX , JX)
and the forgetful functor lex.Site → Cato. Let ΣA be the set of cartesian morphisms of A .
By remark 3.2.13(i), we know that A [Σ−1A ] represents the strong 2-colimit of c :
2-colim
C o
c
∼→ A [Σ−1A ].
Suppose now that C is cofiltered. Then, the construction of (4.3.24) endows A [Σ−1A ] with a nat-
ural topology J∗A such that (A [Σ
−1
A ], J
∗
A ) is a strong 2-limit of c˜, and again by direct inspection
we see that the localization functor LA : A → A [Σ−1A ] is continuous for the topology J∗A and
the topology JA of the total site (A , JA ). Moreover, for every X ∈ Ob(X), the composition
AX → A [Σ−1A ] of the inclusion functor iX : AX → A and FA , is a morphism of sites
LA ◦ iX : (A [Σ−1A ], J∗A )→ (AX , JX)
and the rule : X 7→ LA ◦ iX defines both a universal pseudo-cone τ˜ : F(A [Σ−1A ],J∗A ) ⇒ c˜ and a
universal pseudo-cocone τ : c⇒ FA [Σ−1A ]. Recall as well thatΣA admits a right calculus of frac-
tion (example 3.2.13(ii)), so that the categoryX/LA A is cofiltered for everyX ∈ Ob(A [Σ−1A ])
(proposition 1.6.25(i)). Then the source fibration s : A [Σ−1A ]/LA A → A [Σ−1A ] is trivially lo-
cally cofiltered, and from proposition 4.3.9 we see that LA is a morphism of sites
LA : (A [Σ
−1
A ], J
∗
A )→ (A , JA ).
Proposition 5.7.7. In the situation of (5.7.6), the following holds :
(i) The functor L∼A ∗ : (A [Σ
−1
A ], J
∗
A )
∼ → (A , JA )∼ is fully faithful.
(ii) Suppose that every object of A is quasi-compact for the topology JA (see definition
5.6.10), and let F and E be respectively a sheaf and a stack on (A , JA ). Then:
(a) LA !F is a sheaf on (A [Σ
−1
A ], J
∗
A ).
(b) Fib(LA )!E is a stack on (A [Σ
−1
A ], J
∗
A ).
Proof. (i) follows easily from corollary 1.6.11.
Next, let F ∈ Ob(A ∧) and A ∈ Ob(A [Σ−1A ]); recall that LA !F (A) represents the colimit of
F ◦ toA : (A/LA A )o → Set (A→ LA B) 7→ FB.
We define as follows a functor ΦA : C /pA→ A/LA A . For every ϕ ∈ Ob(C /pA) we let
ΦA(ϕ) := (cϕA, (LAλ(A,ϕ))
−1 : A→ LA (cϕA))
(see (3.1.6)). For every morphism ψ/pA : ϕ→ ϕ′ of C /pA we have ϕ = ϕ′ ◦ ψ, and we set
ΦA(ψ/pA) := A/LA (λ(1A, ψ)) : ΦA(ϕ)→ ΦA(ϕ′).
Claim 5.7.8. The functor ΦA is final.
Proof of the claim. Since C is cofiltered, the same holds for C /A (example 1.5.8(i)), hence we
may apply the criterion of (the dual of) lemma 1.5.7(i). First, for every object (B, f : A →
LA B) ofA/LA A we may find a morphism ϕ : pB → pA of C and a morphism f ′ : cϕA→ B
in p−1(pB) such that f = LA (f
′) ◦ LA (λ(A,ϕ))−1 (details left to the reader), so that f ′ yields
FOUNDATIONS FOR ALMOST RING THEORY 421
a morphism ΦA(ϕ) → (B, f) in A/LA A . Next, let ϕ : X → pA be any object of C /pA and
A/g,A/h : ΦA(ϕ)→ (B, f : A→ LA B) two morphisms of A/LA A ; by definition, we have
g = f ◦ LA (λ(A,ϕ)) = h, so condition (b) of lemma 1.5.7(i) is trivially verified. ♦
By claim 5.7.8, the set LA !F (A) also represents the colimit of the functor
F ◦ (tA ◦ ΦA)o : (C /pA)o → Set (ϕ : X → pA) 7→ F (cϕA).
(ii.a): Notice first that, under the stated assumptions, for every X ∈ Ob(C ), every B ∈
Ob(AX) is quasi-compact for the topology JX : indeed, if S ∈ JX(B), let S ′ be the sieve
of A /B generated by S ; we have S ′ ∈ JA (B), so by assumption, there exists a finite subset
{fi : Bi → B | i ∈ I} ⊂ S ′ that generates a sieve S ′′ covering B in (A , JA ). But for every
i ∈ I there exist (f ′i : Ci → B) ∈ S and a morphism gi : Bi → Ci in A such that fi = f ′i ◦ gi;
the family (f ′i | i ∈ I) still generates a covering sieve for JA , and then the same family covers
B also in the site (AX , JX). Next we remark :
Claim 5.7.9. LetA ∈ Ob(A [Σ−1A ]) = Ob(A ), andS a sieve ofA [Σ−1A ]/A. ThenS ∈ J∗A (A)
if and only if there exist a cartesian morphism h : A′ → A in A and a finite covering family
(fi : A
′
i → A′) in (ApA′, JpA′) with LA (h ◦ fi) ∈ S for every i ∈ I .
Proof of the claim. Since LA is continuous and LA h is an isomorphism in A [Σ
−1
A ], the stated
condition implies that S ∈ J∗A (A). For the converse, recall that J∗A is the coarsest topology
such that LA ◦ iX is a continuous functor for the topology JX and J∗A , for every X ∈ Ob(C ).
Thus, for every B ∈ Ob(A ), denote by J∗∗A (B) the set of all sieves of A [Σ−1A ]/B fulfilling the
condition of the claim; it suffices then to check that J∗∗A := (J
∗∗
A (B) |B ∈ Ob(A)) is a topology
on A [Σ−1A ], and that LA ◦ iX is a continuous functor for the topologies JX and J∗∗A , for every
X ∈ Ob(C ). To check stability under base change for J∗∗A (see definition 4.1.1(i)), consider
any morphism g : B → A in A [Σ−1A ]; we need to show that S ×A g ∈ J∗∗A (B). However,
since ΣA admits a right calculus of fraction, there exist a cartesian morphism h
′ : B′ → B in
A and a morphism k : B′ → A in A such that g = LA (k) ◦ LA (h′)−1. Suppose now that
S ′ := S ×A LA (k) ∈ J∗∗B′ ; this means that there exist a cartesian morphism h′′ : B′′ → B′
and a finite covering family (f ′i : B
′′
i → B′) in (ApB′ , JpB′) such that LA (h′′ ◦ f ′i) ∈ S ′ for
every i ∈ I . Therefore LA (h′ ◦ h′′ ◦ f ′i) ∈ S ′ ×B′ LA (h′)−1 = S ×A g, and since h′ ◦ h′′ is
cartesian, we get S ×A g ∈ J∗∗A . Thus, we may replace B by B′, and assume from start that
g = LA (k) for some morphism k : B → A in A . In this case, since C is cofiltered, we can find
X ∈ Ob(C )with morphismsϕ : X → pB and ψ : X → pA′ such that p(g)◦ϕ = p(h)◦ψ; then
we may also find a morphism k′ : B′ → A′′ in p−1X , and cartesian morphisms h′ : B′ → B
and h′′ : A′′ → A′ in A such that p(h′) = ϕ, p(h′′) = ψ, and k ◦ h′ = h ◦ h′′ ◦ k′ in A .
For every i ∈ I there exist a morphism f ′i : A′′i → A′′ in p−1X and a cartesian morphism
h′′i : A
′′
i → A′i such that fi ◦ h′′i = h′′ ◦ f ′i . Since cψ is continuous for the topologies JpA′
and JX , it follows easily that (f
′
i | i ∈ I) is a covering family in (AX , JX) (details left to the
reader), and by construction LA (h ◦ h′′ ◦ f ′i) ∈ S for every i ∈ I . Since h ◦ h′′ is cartesian,
we may therefore replace A′ by A′′, h by h ◦ h′′ and the family (fi | i ∈ I) by (f ′i | i ∈ I), and
assume from start that there exist a morphism k′ : B′ → A′ in ApA′ and a cartesian morphism
h′ : B′ → B in A such that h ◦ k′ = k ◦ h′. Let (f ′i : A′i ×A′ B′ → B′ | i ∈ I) be the induced
finite covering family of B′ in ApA′ , and for every i ∈ I let also k′i : A′i ×A′ B′′ → A′i be the
second projection. It suffices to check that LA (h
′ ◦ f ′i) ∈ S ×A g for every i ∈ I , i.e. that
LA (k◦h′◦f ′i) ∈ S for every such i. However,LA (k◦h′◦f ′i) = LA (h◦k′◦f ′i) = LA (h◦fi◦k′i),
whence the contention. To check the local character of J∗∗A , suppose that T is another sieve
of A [Σ−1A ]/A such that for every (t : A
′ → A) ∈ S we have T ×A t ∈ J∗∗A (A′); we need
to show that T ∈ J∗∗(A). In particular, for every i ∈ I there exist a cartesian morphism
hi : Bi → A′i in A and a finite covering family (giλ : Biλ → Bi | λ ∈ Λi) in (ApBi, JpBi) such
that LA (hi ◦ giλ) ∈ T ×A LA (h ◦ fi) for every λ ∈ Λi, i.e. LA (h ◦ fi ◦ hi ◦ giλ) ∈ T for
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every such λ. Now, since C is cofiltered, we may find a morphism ϕ : Y → pA′ in C such
that for every i ∈ I there exists a morphism ϕi : Y → pBi with ϕ = p(hi) ◦ ϕi. Pick then
any cartesian morphism k : C → A′ with p(k) = ϕ, and a cartesian morphism ki : Ci → Bi
such that p(ki) = ϕi, for every i ∈ I . With this notation, for every i ∈ I there exists a unique
morphism f ′i : Ci → C in AY such that k ◦ f ′i = fi ◦ hi ◦ ki. Since cϕ is continuous for the
topologies JY and JpA′ , it follows easily that (f
′
i : Ci → C | i ∈ I) is a finite covering family
in (AY , JY ) (details left to the reader). Lastly, for every i ∈ I and λ ∈ Λi pick a cartesian
morphism kiλ : Ciλ → Biλ with p(kiλ) = ϕi. Then for every such i and λ there exists a unique
morphism g′iλ : Ciλ → Ci in AY such that giλ ◦ kiλ = ki ◦ g′iλ, and arguing as in the foregoing,
we easily see that (g′iλ | λ ∈ Λi) is a finite covering family in (AY , JY ), for every i ∈ I . We
conclude that (f ′iλ := f
′
i ◦g′i,λ : Ciλ → C | i ∈ I, λ ∈ Λi) is a finite covering family in (AY , JY )
as well. But we have k ◦ f ′iλ = fi ◦ hi ◦ giλ ◦ kiλ for every i ∈ I and λ ∈ Λi; since h ◦ k
is a cartesian morphism, the assertion follows. Thus, J∗∗A is indeed a topology on A [Σ
−1
A ]. In
order to prove that LA ◦ iX is continuous for J∗∗A and JX , it suffices now to check that for every
covering family (fλ : Bλ → B | λ ∈ Λ) in AX , the family (LA (fλ) | λ ∈ Λ) covers B for the
topology J∗∗A (lemma 4.2.4). Since, as we have already observed, B is quasi-compact for the
topology JX , we are easily reduced to the case where Λ is a finite set (details left to the reader);
but then the assertion follows immediately from the definition of J∗∗A (B). ♦
We shall show that the natural morphism of presheaves LA !F → (LA !F )+ is an isomorphism
(notation of (4.1.11)); the lemma will follow immediately. To this aim, claim 5.7.9 reduces to
checking the following assertion. For every A ∈ Ob(A ) and every finite covering family
(fi : Ai → A | i ∈ I) in (ApA, JpA), the natural map :
LA !FA→ E := Equal
(∏
i∈I
LA !F (Ai) //
//
∏
(i,j)∈I×I
LA !F (Ai ×A Aj)
)
is bijective. Thus, let I be the finite category whose set of objects is the disjoint union of I and
I×I , and with twomorphisms i← (i, j)→ j for every (i, j) ∈ I×I (and of course, the identity
morphism of each object); the covering family (fi | i ∈ I) induces a functor A• : I o → ApA
given by the rule : i 7→ Ai and (i, j) 7→ Aij := Ai ×A Aj for every i, j ∈ I , and which assigns
to every morphism l : (i, j)→ k of I the projection πl : Aij → Ak. We consider the functor
Ψ : I × (C /pA)→ A
that assigns to every pair (t, ϕ/pA) ∈ Ob(I ) × Ob(C /pA) the object cϕ(At), and to every
morphism (l, ψ) : (t, ϕ/pA)→ (t′, ϕ′/pA) the composition :
cϕ(At)
λ(1At ,ψ)−−−−−→ cϕ′(At)
cϕ′ (πl)−−−−→ cϕ′(At′).
For every (t, ϕ) ∈ Ob(I × (C /pA)), let also [t] (resp. [ϕ]) be the subcategory of I (resp. of
C /pA) withOb([t]) := {t} (resp. withOb([ϕ]) = {ϕ}), and denote by Ψt : C /pA→ A (resp
Ψϕ : I → A ) the restriction of Ψ to [t]× (C /pA) ∼→ C /pA (resp. to I × [ϕ] ∼→ I ). With
this notation, LA !F (At) represents the colimit of F ◦Ψot , for every t ∈ Ob(I ), and since I is
finite and (C /pA)o is filtered, we get natural identifications :
E = lim
t∈Ob(I )
colim
(C /pA)o
F ◦Ψot ∼→ colim
ϕ∈Ob(C /pA)
lim
I
F ◦ (Ψϕ)o.
But since cϕ is left exact and continuous for the topologies JX and JY , for every morphism
ϕ : X → Y of C , and since the restriction of F to AX is a sheaf for the topology JX , for every
X ∈ Ob(C ), we see that F (cϕA) represents the limit of the functor F ◦ (Ψϕ)o, for every such
ϕ, so the functor (C /pA)o → Set given by the rule ϕ 7→ limI F ◦ (Ψϕ)o is naturally identified
with F ◦ (tA ◦ΦA)o. Summing up, we conclude that E represents the colimit of F ◦ (tA ◦ΦA)o,
whence (i).
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(ii.b): By claim 3.1.45, we may assume that E = F ib(E•) for a presheaf of categories E• on
A . Then recall that F := Fib(LA )!E is the fibration associated with the strict pseudo-functor
computed by the strong left 2-Kan extension :
F• := 2-
∫ LoA
E• A 7→ FA := 2-colim
(A/LA A )o
E• ◦ toA.
However, since (A/LA A )o is filtered, the 2-colimit of E• ◦ toA is represented by the colimit of
the same functor, for every A ∈ Ob(A ) (example 3.2.13(iv)), and in view of claim 5.7.8, this
is also the colimit of the functor E• ◦ (tA ◦ ΦA)o : (C /pA)o → Cat, for every such A.
It suffices to show that the natural functor C(F ) → F+ (see (5.1.17)) is an equivalence of
categories, and in view of claim 5.7.9 (and of corollary 3.1.28(i)) we are reduced to checking
the following assertion. For every A ∈ Ob(A ) and every finite covering family f• := (fi :
Ai → A | i ∈ I) in (ApA, JpA), the natural functor
FA
∼→ F (A)→ Desc(F , LA (f•))
is an equivalence. Now, every morphism ψ/A : ϕ→ ϕ′ of C /pA induces a functor
δψ/A : Desc(E , cϕ′(f•))→ Desc(E , cϕ(f•))
as follows. Notice that, since cϕ is left exact, a descent datum for E relative to the covering
cϕ(f•) := (cϕ(fi) | i ∈ I) is a pair (e•, ω••), where e• := (ei | i ∈ I) is a system of objects ei ∈
Ob(EcϕA) for every i ∈ I , and ω•• is a system of isomorphisms ωij : Ecϕ(πij)(ei) ∼→ Ecϕ(πji)(ej)
fulfilling the usual cocycle condition (here we denote by πij : Aij → Ai and πji : Aij → Aj
the projections). A morphism h• : (e•, ω••) → (e•, ω••) of such descent data is a system of
morphisms (hi : ei → e′i | i ∈ I) compatible in the obvious fashion with ωij and ω′ij . Then δψ/A
is given by the rules :
(e•, ω••) 7→ ((Eλ(1Ai ,ψ)(ei) | i ∈ I), (Eλ(1Aij ,ψ)(ωij) | i, j ∈ I))
h• 7→ ((Eλ(1Ai ,ψ)(hi) | i ∈ I)
for every object (e•, ω••) and every morphism h• of Desc(E , cϕ′(f•)). We thus obtain a functor
δ : (C /pA)o → Cat that assigns to every ϕ ∈ Ob(C /pA) the category Desc(E , cϕ(f•)), and to
every morphism ψ/A the functor δψ/A, and a direct inspection of the definitions yields a natural
identification
Desc(F , LA (f•))
∼→ colim
(C /pA)o
δ.
Lastly, since E is a stack on (A [Σ−1A ], J
∗
A ), the natural functor EcϕA → Desc(E , cϕ(f•)) is an
equivalence for every ϕ ∈ Ob(C /pA), and we get an induced equivalence
2-colim
(C /pA)o
E• ◦ (t ◦ ΦA)o ∼→ 2-colim
(C /pA)o
δ.
But again, these 2-colimits are represented by the colimits of the same functors, whence the
contention. 
5.7.10. Keep the notation of (5.7.6), and let now ϕ : (A , p, J•) → (A ′, p′, J ′•) be a mor-
phism of small fibred lex-sites over the small category C . We have ϕ(ΣA ′) ⊂ ΣA , whence a
commutative diagram of categories, for every X ∈ Ob(C ) :
A ′X
i′X //
ϕX

A ′
LA ′ //
ϕ

A ′[Σ−1A ′ ]
ϕΣ

AX
iX // A
LA // A [Σ−1A ]
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where iX and i
′
X are the inclusion functors. Let as well λ
′ be a unital cleavage for p′, and c′ its
associated pseudo-functor, which factors likewise through a pseudo-functor c˜′ : C → lex.Site;
then ϕ corresponds to a unique pseudo-natural transformation ω : c′ ⇒ c, and the latter in turn
can also be regarded as a 2-cell ω˜ : c˜⇒ c˜′ of lex.Site. Now, since A [Σ−1A ] is a strong 2-colimit
for c, there exists a unique functor ψ : A ′[Σ−1A ′] → A [Σ−1A ] such that τ ⊙ Fψ = ω; clearly
we must then have ψ = ϕΣ. On the other hand, since A [Σ
−1
A ] is a strong 2-limit for c˜, there
exists a unique morphism of sites ψ˜ : (A [Σ−1A ], J
∗
A )→ (A ′[Σ−1A ′], J∗A ′) such that Fψ˜ ⊙ τ˜ = ω˜;
thus, we must have ψ˜ = ψ, and this shows that ϕΣ is a morphism of sites as well, so we get a
commutative diagram of morphisms of sites :
(A [Σ−1A ], J
∗
A )
LA //
ϕΣ

(A , JA )
ϕ

(A ′[Σ−1A ′ ], J
∗
A ′)
LA ′ // (A ′, JA ′)
which we orient by the identity transformation 1ϕ◦LA . Following (5.5.23), the resulting oriented
diagram then induces an oriented square of 2-categories :
Stack(A [Σ−1A ], J
∗
A )
✕✕✕✕ St(1ϕ◦LA )
γ
∗
St(LA )∗ //
St(ϕΣ)∗

Stack(A , JA )
St(ϕ)∗

Stack(A ′[Σ−1A ′], J
∗
A ′) St(LA ′ )∗
// Stack(A ′, JA ′)
which in turn can be regarded as an oriented square of links of the 2-category V-2-Cat, for a
suitable universe V : see (5.5.25).
Proposition 5.7.11. In the situation of (5.7.10), suppose that every object of A is quasi-
compact for the topology JA . Then Υ(St(1ϕ◦LA )
γ
∗) is a pseudo-natural equivalence.
Proof. Let E be any stack on (A , JA ); as usual, we may assume that E = F ib(E•) for a
presheaf of categories E• on A , and by virtue of lemma 5.5.15(ii) we may also assume that E•
is a sheaf of categories on (A , JA ). According to corollary 5.5.26(iv), and the discussion of
(5.5.29), we are then reduced to checking :
Claim 5.7.12. (i) F ib((L∼A ,Cat)
∗E•) is a stack on (A [Σ
−1
A ], J
∗
A ).
(ii) Υ((1ϕ◦LA )
∼
∗ ) is an isomorphism of functors.
Proof of the claim. (i): On one hand the natural morphism (LA ,Cat)!E• → (L∼A ,Cat)∗E•
is an isomorphism, by proposition 5.7.7(ii.a); on the other hand, from claim 5.7.8 and lemma
1.5.7(ii) we see that the category A/LA A is cofiltered for every A ∈ Ob(A ), hence remark
5.5.14(v) yields an equivalence of categories F ib((LA ,Cat)!E•)
∼→ Fib(LA )!(E ). Lastly,
Fib(LA )!(E ) is a stack, by proposition 5.7.7(ii.b), whence the assertion.
(ii): By definition, we have :
Υ((1ϕ◦LA )
∼
∗ ) = (ε
LA ′ ∗ ϕ˜Σ∗L˜∗A )⊙ (L˜∗A ′ϕ˜∗ ∗ ηLA )
where ηLA (resp. εLA ′ ) is the unit (resp. the counit) of an adjunction for the pair (L˜∗A , L˜A ∗)
(resp. (L˜∗A ′ , L˜A ′∗)). However, L˜A ′∗ is fully faithful (proposition 5.7.7(i)), hence ε
LA ′ is an
isomorphism (proposition 1.1.20(iii)). Thus, we are reduced to checking that L˜∗A ′ϕ˜∗ ∗ ηLA is
an isomorphism. However, since also εLA is an isomorphism, we know already that L˜∗A ∗ ηLA
is an isomorphism, due to the triangular identities of (1.1.13). Thus, we are further reduced to
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exhibiting an arbitrary isomorphism of functors :
L˜∗A ′ ◦ ϕ˜∗ ∼→ ϕ˜Σ∗ ◦ L˜∗A .
Hence, let F be any sheaf on (A , JA ), and A′ ∈ Ob(A ′); from the proof of proposition 5.7.7(i)
we see that L˜∗A ′ ◦ ϕ˜∗F (A′) represents the colimit of the functor
Ψ : (C /p′A′)o → Set (X f−→ p′A′) 7→ Fϕ(c′fA′) (f
g/p′A′−−−→ f ′) 7→ Fϕ(λ′(1A′ , g))
whereas ϕ˜Σ∗ ◦ L˜∗AF (A′) represents the colimit of the functor
Ψ′ : (C /p′A′)o → Set (X f−→ p′A′) 7→ F cf(ϕA′) (f g/p
′A′−−−→ f ′) 7→ F (λ′(1ϕA′, g)).
Now, let τω denote the coherence constraint of the pseudo-natural transformation ω associated
with ϕ as in (5.7.10), so that ωX : AX → A ′X is the restriction of ϕ, for everyX ∈ Ob(C ); we
claim that the following system of maps yields an isomorphism of functors Ψ
∼→ Ψ′ :
(5.7.13) (F (τωf,A′) : Fϕ(c
′
fA
′)
∼→ F cf(ϕA′) | f ∈ Ob(C /p′A′)).
More precisely, we show that for every two objects f : X → p′A′ and f ′ : X ′ → p′A′ and every
morphism g/p′A′ : f → f ′ of C /p′A′ the following diagram commutes :
(5.7.14)
cf (ϕA
′)
τω
f,A′ //
λ(1ϕA′ ,g/p
′A′)

ϕ(c′fA
′)
ϕ(λ′(1A′ ,g/p
′A′))

cf ′(ϕA
′)
τω
f ′,A′ // ϕ(c′f ′A
′).
To this aim, denote by γc
′
the coherence constraint of c′, and recall that, under the natural
identificationA ′
∼→ F ib(c′), the morphismλ′(1A′ , g/p′A′) ofA ′ corresponds to the morphism
(g, γc
′−1
(g,f ′),A′ : c
′
fA
′ → c′gc′f ′A′) : (X, c′fA′)→ (X ′, c′f ′A′).
Likewise we describe λ(1ϕA′, g) in terms of the coherence constraint γ
c of c; since λ and λ′
are unital, the assertion comes down to the commutativity of the diagram :
cgcf ′(ϕA
′)
γc
(g,f ′),ϕA′ //
cg(τωf ′,A′ )

cf (ϕA
′)
τω
f,A′

cg ◦ ϕ(c′f ′A′)
τω
g,c′
f ′
A′
// ϕ(c′gc
′
f ′A
′)
ωX(γ
c′
(g,f ′),A′
)
// ϕ(c′fA
′)
which in turn follows from the coherence axiom for τω. So finally, the colimit of the system
(5.7.13) yields a bijection tF,A′ : L˜
∗
A ′ ◦ ϕ˜∗F (A′) ∼→ ϕ˜Σ∗ ◦ L˜∗A F (A′) for every A′ ∈ Ob(A ′),
and we need to check that the rule : A′ 7→ tF,A′ defines a morphism of sheaves tF . Thus, let
(βAF,f : F (cfA)→ L˜∗AF (A) | f ∈ Ob(C /pA)) for every A ∈ Ob(A )
be a fixed system of universal cocones, and h : B → A any morphism in A [Σ−1A ]; for a given
object f : X → pA of C /pA, we may find a morphism g : Y → pB in C and a morphism
hg,f : cgB → cfA in A such that LA (λ(A, f))−1 ◦ h = LA (hg,f) ◦ LA (λ(B, g))−1, and by
unraveling the definitions, it is easily seen that :
L˜∗AF (h) ◦ βAF,f = βBF,g ◦ Fhg,f .
Likewise, fix a system of universal cocones :
(β ′A
′
F,f : Fϕ(c
′
fA
′)→ L˜∗A ′ϕ˜∗F (A′) | f ∈ Ob(C /p′A′)) for every A′ ∈ Ob(A ′).
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If h′ : B′ → A′ is any morphism of A ′[Σ−1A ′ ], and f : X → p′A′ any object of C /p′A′, we
may find a morphism g : Y → p′B′ in C and a morphism h′g,f : c′gB′ → c′fA′ of A ′ such that
LA ′(λ
′(A, f))−1 ◦ h′ = LA ′(h′g,f) ◦ LA ′(λ′(B, g))−1, and again it is easily seen that :
L˜∗A ′ϕ˜∗F (h
′) ◦ β ′A′F,f = β ′B
′
F,g ◦ Fϕ(h′g,f).
Now, for every such h′ we need to check the identity :
(5.7.15) tF,B′ ◦ L˜∗A ′ϕ˜∗F (h′) = ϕ˜Σ∗L˜∗A F (h′) ◦ tF,A′
and it suffices to check that the sides of (5.7.15) agree after composition with β ′A
′
F,f , for every
f ∈ Ob(C /p′A′). Notice that if g : Y → p′B′ is a suitable choice for constructing h′g,f , then
the same choice can be used for constructing (ϕΣh
′)g,f (details left to the reader). We compute:
tF,B′ ◦ L˜∗A ′ϕ˜∗F (h′) ◦ β ′A
′
F,f = tF,B′ ◦ β ′B
′
F,g ◦ Fϕ(h′g,f) = βϕB
′
F,g ◦ F (τωg,B′) ◦ Fϕ(h′g,f)
ϕ˜Σ∗L˜
∗
AF (h
′) ◦ tF,A′ ◦ β ′A′F,f = ϕ˜Σ∗L˜∗AF (h′) ◦ βϕA
′
F,f ◦ F (τωf,A′) = βϕB
′
F,g ◦ F (ϕΣh′)g,f ◦ F (τωf,A′).
Thus, we are reduced to checking that we may choose (ϕΣh
′)g,f such that :
ϕ(h′g,f) ◦ τωg,B′ = τωf,A′ ◦ (ϕΣh′)g,f .
In other words, we have to check the identity :
(5.7.16) LA ((τ
ω
f,A′)
−1 ◦ ϕ(h′g,f) ◦ τωg,B′) ◦ LA (λ(ϕB′, g))−1 = LA (λ(ϕA′, f))−1 ◦ (ϕΣh′).
However, if we regard g as a morphism g/p′B′ : g → 1p′B′ of C /p′B′, we get
λ′(1B′ , g/p
′B′) = λ′(B′, g) and λ(1ϕB′ , g/p
′B′) = λ(ϕB′, g).
Likewise, we have corresponding identities for λ′(A′, g) and λ(ϕA′, g), by regarding f as a
morphism f/p′A′ : f → 1p′A′ of C /p′A′. Then (5.7.14) yields the identities
ϕ(λ′(A′, f)) ◦ τωf,A′ = λ(ϕA′, f) ϕ(λ′(B′, g)) ◦ τωg,B′ = λ(ϕB′, g).
(notice that τω1A′ ,A′ = 1ϕA
′ and τω1B′ ,B′ = 1ϕB
′ , since c and c′ are unital : see remark 2.4.2(ii)).
Summing up, we deduce that (5.7.16) is equivalent to the identity :
LA (ϕ(λ
′(A′, f)) ◦ ϕ(h′g,f)) ◦ LA (ϕ(λ′(B′, g)))−1 = ϕΣh′
which follows immediately from the definition of h′g,f and the identity ϕΣ ◦ LA ′ = LA ◦ ϕ.
This conclude the construction of the morphism of sheaves tF : L˜
∗
A ′ ◦ ϕ˜∗F ∼→ ϕ˜Σ∗ ◦ L˜∗AF .
To conclude the proof, it remains to check that the rule F 7→ tF yields the sought isomorphism
of functors. Thus, let ν : F → G be a morphism of sheaves on (A , JA ); we come down to
checking the identity :
(5.7.17) ϕ˜Σ∗L˜
∗
A (ν)A′ ◦ tF,A′ = tG,A′ ◦ L˜∗A ϕ˜∗(ν) for every A′ ∈ Ob(A ′)
and again, it suffices to check that the two sides of (5.7.17) agree after composition with β ′A
′
F,f ,
for every f ∈ Ob(C /p′A′). We compute :
ϕ˜Σ∗L˜
∗
A (ν)A′ ◦ tF,A′ ◦ β ′A
′
F,f = ϕ˜Σ∗L˜
∗
A (ν)A′ ◦ βϕA
′
F,f ◦ F (τωf,A′) = βϕA
′
G,f ◦ νcf (ϕA′) ◦ F (τωf,A′)
tG,A′ ◦ L˜∗A ϕ˜∗(ν) ◦ β ′A
′
F,f = tG,A′ ◦ β ′A
′
G,f ◦ νϕ(c′fA′) = β
ϕA′
G,f ◦G(τωf,A′) ◦ νϕ(c′fA′).
So we come down to showing that νcf (ϕA′) ◦ F (τωf,A′) = G(τωf,A′) ◦ νϕ(c′fA′). The latter is clear,
since ν is a morphism of sheaves. 
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5.7.18. Stacks on fibred topoi. Recall that the pseudo-functor T of (4.4.15) assigns to every
site C a topos T(C) with an isomorphism ωC : C
∼ ∼→ T(C), and the unit of the 2-adjoint
pair (Can,T) exhibited in the proof of theorem 4.4.17 assigns to every topos T an equivalence
hT∗ :
∼→ T ◦ Can(T ) whose composition with ω−1Can(T ) equals the Yoneda imbedding hT : T
∼→
T∼. Also, for every natural transformation β : u ⇒ v of morphisms of topoi u, v : T ′ → T ,
the isomorphisms ωCan(T ) and ωCan(T ′) identify T ◦ Can(β) with (β†)∼∗ , where β† is the adjoint
transformation to β. Now, consider any oriented square of morphisms of topoi :
T ′
u //
f ′

  | β
T
f

S ′ v
// S
(i.e. β is a natural transformation f∗ ◦ u∗ ⇒ v∗ ◦ f ′∗). There follows a diagram of oriented
squares of topoi :
(Can T ′)∼
(u∗)∼
//
(f ′∗)∼

❄❄
#
(Can T )∼
(f∗)∼

T ′
✸✸✸✸

u //
f ′

hT ′
dd❏❏❏❏❏❏❏❏❏❏
  | β
T
f

hT
::✉✉✉✉✉✉✉✉✉✉
✡✡✡✡	
S ′ v
//
hS′
zzttt
tt
tt
tt
t
⑧⑧
;C
S
hS
$$■
■■
■■
■■
■■
■
(Can S ′)∼
(v∗)∼
// (Can S)∼
whose unmarked orientations are identified, via the isomorphisms ω•, with the coherence con-
straints of the pseudo-natural transformation h•∗. We complete it by inserting the orientation
(β†)∼∗ for the external square. Then the resulting cubical diagram commutes on 2-cells, in the
sense of (2.3.21). Since the four diagonal arrows are equivalences (theorem 4.4.2(iv)) it follows
that Υ(β) is an isomorphism of functors if and only if the same holds for Υ((β†)∼∗ ) (remark
2.3.22(ii)).
5.7.19. Let ω : T → S be a morphism of fibred topoi over a small category I; let also
t ∈ Ob(I) be any object, and define the functor ρt : 1 → I as in remark 4.6.22(ii). By direct
inspection, we see that :
Ψ∗t := Top(T/ρ
t)∗ ◦ Top(ω)∗ = ω∗t ◦ Top(S/ρt)∗.
Indeed, both functors attach to every object E• : I → F ib(S∗) of Top(S) the object ω∗t (Et) ∈
Ob(Tt), and to every morphism β• : E• → E ′•, the morphism ω∗t (βt). Similarly, we get :
Φt := Top(S/ρ
t)∗ ◦ Top(ω)∗ = ωt∗ ◦ Top(T/ρt)∗.
The adjoint of 1Ψ∗t yields therefore an orientation for the following diagram of topoi :
Tt
Top(T/ρt)
//
ωt

✎✎✎✎ 1†Ψ∗t
Top(T )
Top(ω)

St
Top(S/ρt)
// Top(S)
which we regard as an oriented square of links in the 2-category of categories (see (2.3.8)).
Lemma 5.7.20. With the notation of (5.7.19), we have : Υ(1†Ψ∗t ) = 1Φt
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Proof. We may as usual assume that T and S are unital; then we may replace Top(S) by the
isomorphic category Top(S)∗, and Top(ω) by the adjunction Ω := (Ω
∗,Ω∗, η
Ω) described in the
proof of proposition 4.6.10. Then Top(S/ρt)∗ is replaced by Σ(F ib(S∗)/ρ
to)∗ (see the proof
of corollary 4.6.21), and we come down to considering the oriented square of links :
Tt
Top(T/ρt)
//
ωt

✒✒✒✒ 1†Λ∗t
Top(T )
Ω

St
Σ(F ib(S∗)/ρto)
// Top(S)∗
where Λ∗t := Top(T/ρ
t)∗ ◦ Ω∗
whose bottom horizontal arrow is given by Σ(F ib(S∗)/ρto)∗, its right adjoint, and a unit for
this adjoint pair. Set Φ′t := Σ(F ib(S∗)/ρ
to)∗ ◦ Ω∗; by proposition 2.3.10, it suffices to show
that Υ(o1Λ∗t ) =
o1Φ′t . However, let (η
ωi, εωi) be the unit and counit of the adjunction for the
pair (ω∗i , ωi∗) defining the morphism of topoi ωi, for every i ∈ Ob(I); by definition we have :
Υ(o1Λ∗t ) = (ε
oωt ∗ oΣ(F ib(S∗)/ρto)∗ ∗ oΩ∗)⊙ (oωt∗ ∗ oTop(T/ρt)∗ ∗ ηoΩ)
and recall that ε
oωt = oηωt; likewise, η
oΩ = oεΩ, where εΩ denotes the counit for the adjoint
pair Ω. Thus, we get :
oΥ(o1Λ∗t ) = (ωt∗ ∗Top(T/ρt)∗ ∗ εΩ)⊙ (ηωt ∗Σ(F ib(S∗)/ρto)∗ ∗Ω∗) = (Φt ∗ εΩ)⊙ (ηωt ∗Φt).
But by inspecting the proof of proposition 4.6.10 we see that εΩ is the natural transformation
that assigns to every object E• : I → F ib(T ∗) of Top(T ) the system of morphisms (εωi :
ω∗i ◦ ωi∗Ei → Ei | i ∈ Ob(I)). Thus, finally, the natural transformation (Φt ∗ εΩ)⊙ (ηωt ∗ Φt)
attaches to every such E• the morphism (ωt∗ ∗ εωt)⊙ (ηωt ∗ ωt∗), which is indeed 1ωt∗Et , by the
triangular identities of (1.1.13). 
5.7.21. Keep the situation of (5.7.19), and to ease notation set
vt := Top(S/ρ
t)∗ v′t := Top(T/ρ
t)∗ S := Can ◦ Top : PsFun(I,Topos)→ Site.
Arguing as in (5.5.23), we deduce an essentially commutative diagram :
Stack(CanTt)
St(ω∗t )∗

St(v′t)∗ //
✔✔✔✔ St(1Ψ∗t )
γ
∗
Stack(S(T ))
St(Top(ω)∗)∗

Stack(CanSt)
St(vt)∗
// Stack(S(S))
which we regard as an oriented square in Link(V-2-Cat) (see (5.5.25)); then we may state :
Proposition 5.7.22. Υ(St(1Ψ∗t )
γ
∗) is a pseudo-natural equivalence.
Proof. Let E be any stack on the canonical site of Top(T ); we need to check thatΥ(St(1Ψ∗t )
γ
∗)E
is an equivalence of categories. To this aim, in view of claim 3.1.45 we may replace E by the
split fibration C(E ), so that E = F ib(A•) for a presheaf of categories A• on Top(T ); then by
lemma 5.5.15(ii) we may as well replace A• by A
a
• , and assume that A• is a sheaf of categories
on Top(T ).
Claim 5.7.23. Υ((1∼Ψ∗t ,Cat)∗) is a pseudo-natural equivalence.
Proof of the claim. As explained in (5.5.29), it suffices to check that Υ((1Ψ∗t )
∼
∗ ) is an isomor-
phism of functors. By (5.7.18), the latter holds if and only if Υ(1†Ψ∗t ) is an isomorphism of
functors. This in turn is clear from lemma 5.7.20. ♦
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In light of claim 5.7.23 and corollary 5.5.26(iv), it suffices to check that F ib((v˜′t,Cat)
∗A•)
is a stack on the canonical site of Tt. For every site C, let
ωC : Cat
∗(C∼)
∼→ (C,Cat)∼
be the strict and strong 2-equivalence of (5.5.9). We may assume that A• = ωTop(T )(A
∗) for a
category objectA ∗ ofCan(Top(T ))∼ and then we need to check thatF ib(ωTt◦Cat∗(v˜′∗t )(A ∗))
is a stack on Can(Tt). Since hTop(T ) : Top(T ) → Can(Top(T ))∼ is an equivalence, we may
assume that A ∗ = Cat∗(hTop(T ))(B∗) for some B∗ ∈ Ob(Cat∗(Top(T ))); by corollary
4.3.19(i.b), it then suffices to check that F ib(ωTt ◦ Cat∗(hTt) ◦ Cat∗(v′t)(B∗)) is a stack.
However, theorem 4.6.24(i) yields an equivalence of categories a : Top(T )
∼→ (Can(T ), J)∼
and a morphism of sites b : Can(Top(T ))→ (Can(T ), J) with isomorphisms of functors :
hTt ◦ v′t ∼→ ı˜t∗ ◦ a a ∼→ b˜∗ ◦ hTop(T )
where it : Tt → Can(T ) is the inclusion functor. There follow isomorphisms of fibrations :
F ib(ωTt ◦Cat∗(hTt) ◦Cat∗(v′t)B∗) ∼→F ib(ωTt ◦Cat∗(˜ıt∗) ◦Cat∗(a)B∗)
∼→F ib((˜ıt,Cat)∗ ◦ ω(Can(T ),J) ◦Cat∗(a)B∗)
∼→Fib(it)∗(F ib(ω(Can(T ),J) ◦Cat∗(a)B∗))
and by corollary 5.7.2, it then suffices to check that F ib(ω(Can(T ),J) ◦ Cat∗(a)B∗) is a stack
on (Can(T ), J). We are then further reduced to showing that F ib((˜b,Cat)∗A•) is a stack on
(Can(T ), J), or equivalently, that the same holds for Fib(b)∗(F ib(A•)) = Fib(b)∗(E ). The
latter holds, by corollary 5.4.15. 
5.7.24. Consider now an oriented diagram of fibred topoi over a small category I :
T ′
µ //
ω′

  | Ξ
T
ω

S ′ ν
// S
i.e. Ξ : ω ◦ µ ν ◦ ω′ is a modification. For every t ∈ Ob(I) we get an oriented diagram :
St
ν∗t //
ω∗t

S ′t
ω′∗t

Top(S)
Top(ν)∗
//
Top(S/ρt)∗
hh❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘❘
✰✰ ✰✰

✓✓✓✓ Top(Ξ)∗Top(ω)
∗

Top(S ′)
Top(ω′)∗

Top(S′/ρt)∗
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
✒✒✒✒
✱✱ ✱✱

Top(T )
Top(µ)∗
//
Top(T/ρt)∗
vv❧❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
Top(T ′)
Top(T ′/ρt)∗
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Tt
µ∗t
//
✓✓✓✓
EM
T ′t .
whose four unmarked 2-cells are identities. We complete it by adding the orientation
Ξ†t := (Ξt, η
(ω◦µ)t , η(ν◦ω
′)t)† : (ν ◦ ω′)∗t ⇒ (ω ◦ µ)∗t
for the front face (notation of remark 1.1.17(ii)). Then a direct inspection shows that the re-
sulting cubical diagram commutes both on 1-cells and 2-cells. As in (5.7.21), there follows an
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essentially commutative oriented diagram of 2-categories :
Stack(CanT ′t )
St(µ∗t )∗ //
St(ω′∗t )∗

''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
Stack(CanTt)
St(ω∗t )∗

ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦
✎✎✎✎
Stack(S(T ′))
St(Top(µ)∗)∗ //
St(Top(ω′)∗)∗

ttttv~
St(Top(Ξ)∗)γ∗
tttt
6>
Stack(S(T ))
St(Top(ω)∗)∗

Stack(S(S ′))
St(Top(ν)∗)∗
// Stack(S(S))
✴✴✴✴

Stack(CanS ′t) St(ν∗t )∗
//
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
❏❏❏❏ !)
Stack(CanSt)
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖
whose four unmarked 2-cells are defined as in the diagram of (5.7.21), and which we complete
to a cubical diagram that commutes on 2-cells, by adding the orientation for the front face
St(Ξ†t)
γ
∗ : St(ω
∗
t )∗ ◦ St(µ∗t )∗ ⇒ St(ν∗t )∗ ◦ St(ω′∗t )∗.
Thus, let E be any stack on the site Can(Top(T )), and set Et := St(Top(T/ρ
t)∗)∗E ; in light of
proposition 5.7.22 and remark 2.3.22(i), we conclude that :
St(Top(S ′/ρt)∗)∗ ∗Υ(St(Top(Ξ)∗)γ∗)E is an equivalence⇔ Υ(St(Ξ†t)γ∗)Et is an equivalence.
5.7.25. Next, consider an oriented diagram of fibred lex-sites over I :
D :
A
ϕ′ //
ψ′

✁✁| β
A ′
ψ

B ϕ
// B′.
For every t ∈ Ob(I) the restriction Dt of the diagram D to the fibre categories over t yields
another oriented square of 2-categories
St(Dt)∗ :
Stack(At)
St(ϕ′t)∗ //
St(ψ′t)∗

✕✕✕✕ St(βt)γ∗
Stack(A ′t )
St(ψt)∗

Stack(Bt)
St(ϕt)∗
// Stack(B′t).
For every fibred site A := (A , p, J•) over I , let also iA ,t : At → A be the inclusion functor.
Corollary 5.7.26. In the situation of (5.7.25), let E be any stack on the total site of A ′, and set
Et := St(iA ′,t)∗E for every t ∈ Ob(I). The following conditions are equivalent :
(a) Υ(St(β)γ∗)E is an equivalence.
(b) Υ(St(βt)
γ
∗)Et is an equivalence for every t ∈ Ob(I).
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Proof. By invoking the pseudo-natural transformation b• : S ◦ lex.T → totSite of remark
4.6.29(ii), we get an oriented cubical diagram of fibred sites :
S(TA )
S(Tϕ′)
//
S(Tψ′)

bA &&▼▼
▼▼▼
▼▼▼
▼▼▼
S(TA ′)
S(Tψ)

bA ′xx♣♣♣
♣♣♣
♣♣♣
♣
✌✌✌✌
BJτ1
totSite(A )
ϕ′ //
ψ′

✎✎✎✎ β
totSite(A ′)
✎✎✎✎ τ2
ψ

totSite(B) ϕ
// totSite(B′)
✵✵✵✵

τ3
S(TB)
S(Tϕ)
//
bB
88qqqqqqqqqqq
✴✴✴✴

τ4
S(TB′)
bB′
ff◆◆◆◆◆◆◆◆◆◆
whose front face is oriented by S(Tβ) = Top(Tβ)∗, and where the orientations τ1, . . . , τ4 are
given by the coherence constraints of b•; again, this cubical diagram commutes on 2-cells. After
applying termwise as usual the pseudo-functor St(−)∗, we deduce a similar cubical diagram
whose front and back faces are oriented by St(Top(Tβ)∗)γ∗ and respectively St(β)
γ
∗ , and whose
other four faces are oriented by St(τi)
γ
∗ for i = 1, . . . , 4.
Claim 5.7.27. St(bA )∗ is a 2-equivalence for every fibred lex-site A over I .
Proof of the claim. By construction, bA is the composition of an isomorphism of canoni-
cal sites S(TA )
∼→ Can ◦ T(totSiteA ) with the counit εtotSite(A ) : Can ◦ T(totSiteA ) →
totSite(A ). Thus, it suffices to check that St(εtotSite(A ))∗ is a 2-equivalence. But the natu-
ral isomorphism T(totSiteA )
∼→ totSite(A )∼ identifies εtotSite(A ) with the Yoneda morphism
hatotSite(A ) : totSite(A )
∼ → totSite(A ), so the assertion follows from theorem 5.4.12. ♦
Claim 5.7.28. For every fibred lex-site A over I we have pseudo-natural equivalences :
St(ω∗At)
∗ ◦ St(Top(T(A )/ρt)∗)∗ ◦ St(bA )∗ ∼→ St(haAt)∗ ◦ St(iA ,t)∗ for every t ∈ Ob(I)
where ωAt : A
∼
t
∼→ T(At) is the isomorphism of topoi as in (4.4.15).
Proof of the claim. Recall that St(haAt)
∗ and its 2-adjoint St(haAt)∗ are 2-equivalences (theorem
5.4.12); then, from proposition 5.4.29(i,ii) we get pseudo-natural equivalences :
St(haAt)
∗ ◦ St(iA ,t)∗ ∼→ St(haAt)∗ ◦ St(˘ıA ,t)∗
∼→ St(˘ı∗A ,t)∗ ◦ St(hatotSite(A ))∗.
We are thus reduced to checking the essential commutativity of the following diagram of sites :
Can(A ∼t )
ı˘∗A ,t //
Top(T(A )/ρt)∗◦ω∗At

Can(totSiteA )∼
ha
totSite(A )

Can ◦ Top(TA ) bA // totSite(A ).
The latter follows by direct inspection. ♦
Now, on the one hand, it is clear that condition (a) holds if and only if St(iB,t)∗ ∗Υ(St(β)γ∗)E
is an equivalence for every t ∈ Ob(I). By claim 5.7.28, the latter holds if and only if :
(c) (St(Top(T(B)/ρt)∗)∗ ◦ St(bB)∗) ∗Υ(St(β)γ∗)E is an equivalence for every t ∈ Ob(I).
Set E ′ := St(bA ′)
∗(E ). By claim 5.7.27 and remarks 2.3.11 and 2.3.22(i), condition (c) in turn
holds if and only if :
(d) St(Top(T(B)/ρt)∗)∗ ∗Υ(St(Top(Tβ)∗)γ∗)E ′ is an equivalence for every t ∈ Ob(I).
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Then, the discussion of (5.7.24) shows that (d) holds if and only if :
(e) Υ(St((Tβt)
†)γ∗)St(Top(T(A ′)/ρt)∗)∗E ′ is an equivalence for every t ∈ Ob(I).
By invoking again claim 5.7.28, we see that (e) in turn holds if and only if :
(f) Υ(St((β∼t )
†)γ∗)St(haA ′t
)∗Et is an equivalence for every t ∈ Ob(I).
However, from the counit ε : Can ◦ T⇒ 1Site of the 2-adjoint pair (Can,T) and the system of
isomorphisms ωC : C
∼ ∼→ T(C) of (4.4.15) we get as usual an oriented cubical diagram
Stack(CanA ∼t )
St(ϕ˜′∗t )∗ //
St(ψ˜′∗t )∗

St(haAt
)∗
))❙❙❙
❙❙❙
❙❙❙❙
❙❙❙❙
Stack(CanA ′∼t )
St(ψ˜∗t )∗

St(ha
A ′t
)∗
uu❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦
✓✓✓✓
Stack(At)
St(ϕ′t)∗ //
St(ψ′t)∗

✒✒✒✒ St(βt)γ∗
Stack(A ′t )
✒✒✒✒
EM
St(ψt)∗

Stack(Bt)
St(ϕt)∗
// Stack(B′t)
✰✰ ✰✰

Stack(CanB∼t ) St(ϕ˜∗t )∗
//
St(haBt
)∗
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
✱✱ ✱✱

Stack(CanB′∼t ).
St(ha
B′t
)∗ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙❙
commuting on 2-cells, whose four unmarked orientations are pseudo-natural equivalences, and
whose front face is oriented by St((β∼t )
†)γ∗ . Combining with remarks 2.3.11 and 2.3.22(i) we
finally conclude that (f)⇔(b). 
Example 5.7.29. Let u : C ′ := (C ′, J ′)→ C := (C , J) be a morphism of lex-sites.
(i) Recall that the target functor tC : Morph(C ) → C is a fibration whose fibre category
t−1C X is naturally identified with C /X , for every X ∈ Ob(C ) (example 3.1.3(iii)). Fix a
unital cleavage for this fibration, and let c be the associated pseudo-functor; it is easily seen
that for every morphism ϕ : X → Y in C , the functor cϕ : C /Y → C /X is right adjoint
to ϕ∗ : C /X → C /Y , hence it is left exact : explicitly, cϕ assigns to every object Z h−→ Y
of C /Y the induced projection (X ×Y Z → X) ∈ Ob(C /X), where X ×Y Z is a choice of
representative for the fibre product ofX andZ over Y (detail left to the reader). This description
implies easily that cϕ is a morphism of lex-sites C/X → C/Y , for every such ϕ (notation of
(4.7)). The collection of sites (C/X | X ∈ Ob(C )) then endows the fibration tC with a well
defined structure of fibred lex-site (Morph(C ), tC , J
C
• ).
(ii) The functor u : C → C ′ induces a commutative diagram of categories :
Morph(C )
Morph(u)
//
tC

Morph(C ′)
tC ′

C
u // C ′.
Let now B be any category, and F : B → C a given functor; we set
A := Fib(F )∗(Morph(C )) A ′ := Fib(F ◦ u)∗(Morph(C ′))
and let
Morph(C )
π←− A ϕ−→ B ϕ′←− A ′ π′−→ Morph(C ′)
be the natural projections. There is a unique functor
g : A → A ′ such that ϕ′ ◦ g = ϕ and π′ ◦ g = Morph(u) ◦ π
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and since u is left exact, it is easily seen that g is cartesian (details left to the reader). Moreover,
the restriction ϕ−1B → ϕ′−1B of g is naturally identified with u|FB : C /FB → C ′/uFB,
which is a morphism of lex-sites C ′/uFB → C/FB. Thus, g is a morphism of fibred lex-sites
B ×C ′ (Morph(C ′), tC ′, JC ′• )→ B ×C (Morph(C ), tC , JC• )
and therefore, g is also a morphism of the induced total sites (proposition 4.5.9)
g : (A ′, JA ′)→ (A , JA ).
(iii) Suppose moreover that B is cofiltered, in which case the pseudo-functor co factors
through a pseudo-functor c˜ : B → lex.Site as in (5.7.6), whose strong 2-limit is represented
by the localization A [Σ−1A ], endowed with a certain topology J
∗
A , where ΣA denotes the set of
cartesian morphisms of A . Likewise, the corresponding localization A ′[Σ−1A ′ ] of A
′ carries a
natural topology J∗A ′ , and for every B ∈ Ob(B) the composition of the inclusion functor iFB :
C /FB → A (resp. iuFB : C ′/uFB → A ′) with the localization functor LA : A → A [Σ−1A ]
(resp. LA ′ : A ′ → A ′[Σ−1A ′]) is a morphism of sites
lFB : (A [Σ
−1
A ], J
∗
A )→ C/FB (resp. luFB : (A ′[Σ−1A ′ ], J∗A ′)→ C ′/uFB ).
Hence, for every B ∈ Ob(B) we get an oriented square of sites :
(A ′[Σ−1A ′ ], J
∗
A ′)
luFB //
gΣ

✒✒✒✒
C ′/uFB
u|FB

(A [Σ−1A ], J
∗
A )
lFB // C/FB
whose orientation is the identity 1lFB◦gΣ , and where gΣ is the localization of g (see (5.7.10)).
With this notation, we have the following :
Corollary 5.7.30. In the situation of example 5.7.29(iii), suppose furthermore that B admits a
final object B0, and that every object of C ′ is quasi-compact for the topology J ′. Then the base
change transformation
Υ(St(1lFB0◦gΣ)
γ
∗) : St(lFB0)
∗ ◦ St(u|FB0)∗ → St(gΣ)∗ ◦ St(luFB0)∗
is a pseudo-natural equivalence.
Proof. We regard C/FB0 as a fibred lex-site over the category 1 with one object and one
morphism; then we may define the fibred lex-site B ×
1
C/FB0 over B, as in (4.5.11) : its
underlying category is B × C /FB0, and its fibre categories are all naturally identified with
C /FB0, and endowed with the topology of C/FB0. Likewise we define the fibred lex-site
B×
1
C ′/uFB0, and we endow as well the underlying categories with their respective total site
topologies. According to example 4.5.8, the inclusion functors iFB0 : C /FB0 → B×C /FB0
and iuFB0 : C
′/uFB0 → B × C ′/uFB0 are then morphisms of sites :
iFB0 : B ×1 C/FB0 → C/FB0 iuFB0 : B ×1 C ′/uFB0 → C ′/uFB0.
For every B ∈ Ob(B), let tB : B → B0 be the unique morphism in B; we have a natural
isomorphism of categories
(C /FB0)/F tB
∼→ C /FB
that identifies the source functor sFtB : (C /FB0)/F tB → C /FB0 with the functor (FtB)∗ :
C /FB → C /FB0, and likewise for the category (C ′/uFB0)/uF tB. According to (5.5.30),
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for every such B we have then an oriented square of sites :
C ′/uFB
puFtB //
u|FB

✑✑✑✑ βB
C ′/uFB0
u|FB0

C/FB
pFtb // C/FB0.
It is easily seen that the system of orientations (βB | B ∈ Ob(B)) amounts to an orientation β
for the central square subdiagram in the following diagram of oriented squares of sites :
(A ′[Σ−1A ′ ], J
∗
A ′)
LA ′ //
gΣ

✒✒✒✒
(A ′, JA ′)
g

pA ′ //
✓✓✓✓ β
B ×
1
C ′/uFB0
B×u|FB0

iuFB0 //
✓✓✓✓
C ′/uFB0
u|FB0

(A [Σ−1A ], J
∗
A )
LA // (A , JA )
pA // B ×
1
C/FB0
iFB0 // C/FB0.
Here pA is the cartesian functor whose restriction to fibre categories C /FB0 → C /FB agrees
with pFtB , for every B ∈ Ob(B), and the orientations of the left and right square are identi-
ties. Under our assumptions, it is easily seen that every object of A is quasi-compact for the
topology JA ′; then the base change transformation associated with the left square subdiagram
is a pseudo-natural equivalence, by virtue of proposition 5.7.11. The same holds for the base
change transformation associated with the central square, by proposition 5.5.31 and corollary
5.7.26. A simple inspection shows that the composition of the three top (resp. bottom) hori-
zontal arrows equals luFB0 (resp. lFB0). It remains therefore only to check that the base change
transformation
St(iFB0)
∗St(u|FB0)∗ → St(B × u|FB0)∗St(iuFB0)∗
associated with the right square is a pseudo-natural equivalence. To this aim, we remark :
Claim 5.7.31. Let F• be any sheaf of categories on C
′/uFB0 such that F ib(F•) is a stack on
C ′/uFB0. Then F ib((˜ı ∗uFB0,Cat)
∗F•) is a stack on B ×1 C ′/uFB0.
Proof of the claim. notice first that, since B0 is a final object in B, the projection quFB0 : B ×
C ′/uFB0 → C ′/uFB0 is a left adjoint for the functor iuFB0 . On the other hand, proposition
4.5.5(iv) easily implies that quFB0 is continuous for the sites C
′/uFB0 and B ×1 C ′/uFB0.
Combining with lemma 4.2.14(ii), we deduce a natural isomorphism of functors :
(5.7.32) ı˜ ∗uFB0
∼→ q˜uFB0∗.
Thus, it suffices to check that F ib((q˜uFB0∗,Cat)∗F•) is a stack. The latter follows easily from
corollary 5.7.2(ii). ♦
In light of claim 5.7.31, corollary 5.5.26(iv), and the discussion of (5.5.29), we are then
reduced to checking that the base change transformation
ı˜ ∗FB0 ◦ (u|FB0)∼∗ → (B × u|FB0)∼∗ ◦ ı˜ ∗uFB0
is an isomorphism of functors. But notice that iuFB0 is fully faithful, and it is both contin-
uous and cocontinuous (proposition 4.5.5(iii)); it follows that ı˜ ∗uFB0 is fully faithful (lemma
4.2.15(iv)), hence the unit of the adjoint pair (˜ı ∗uFB0, ı˜uFB0∗) is an isomorphism. Thus, let η
and ε be the unit and counit for the adjoint pair (˜ı ∗FB0 , ı˜FB0∗); we are reduced to checking that
ε ∗ ((B × u|FB0)∼∗ ◦ ı˜ ∗uFB0) is an isomorphism. However, let qFB0 : B × C /FB0 → C /FB0
be the projection; arguing as in the proof of claim 5.7.31 we get an isomorphism of functors
(5.7.33) ı˜ ∗FB0
∼→ q˜FB0∗.
From (5.7.32) and (5.7.33) there follow isomorphisms of functors :
(B × u|FB0)∼∗ ◦ ı˜ ∗uFB0
∼→ (B × u|FB0)∼∗ ◦ q˜uFB0∗ ∼→ q˜FB0∗ ◦ (u|FB0)∼∗ ∼→ ı˜ ∗FB0 ◦ (u|FB0)∼∗ .
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So it suffices to check that ε ∗ (˜ı ∗FB0 ◦ (u|FB0)∼∗ ) is an isomorphism; but again, arguing as in
the foregoing we see that ı˜ ∗FB0 is fully faithful, so η is an isomorphism, and finally the assertion
follows, taking into account the triangular identities of (1.1.13). 
Remark 5.7.34. In the situation of example 5.7.29(ii), the functors ϕ : A → B and sC ◦ π :
A → C induce a functor
s : A → B × C (B, f : X → Y ) 7→ (B,X)
(namely, s is the unique functor whose composition with the projections B ← B × C → C
equals respectively ϕ and sC ◦ π). The functor s admits a right adjoint :
q : B × C → A
that assigns to every (B,X) ∈ Ob(B × C ) the object (B, pX,B : X × FB → FB) ∈ Ob(A ),
where pX,B is the natural projection. To every morphism (β, f) : (B,X)→ (B′, X ′) of B×C ,
the functor q assigns the morphism q(β, f) := (β,D) of A , with D the commutative square :
X × FB pX,B //
f×Fβ

FB
Fβ

X ′ × FB′ pX′,B′ // FB′.
Let us regard (C , J) as a fibred site over the category 1 with one object and one morphism; then
B ×
1
(C , J) is a fibred category over B, and taking into account remark 4.7.3(iii), it is easily
seen that q is a morphism of fibred sites
q : B ×C (Morph(C ), tC , JC• )→ B ×1 (C , J)
and therefore it is as well a morphism of the respective total sites
q : (A , JA )→ (B × C , JB×C ).
It follows that s is cocontinuous for the topologies JA and JB×C (lemma 4.2.14(i)); moreover,
we easily deduce from example 5.4.16 that s is a weak morphism of fibred sites
s : B ×
1
(C , J)→ B ×C (Morph(C ), tC , JC• )
(see definition 5.7.4); therefore it is as well a weak morphism of the respective total sites
s : (B × C , JB×C )→ (A , JA )
(proposition 5.7.5). Combining with proposition 5.4.29(ii,iii), we deduce a pseudo-natural
equivalence of pseudo-functors :
St(s)∗
∼→ St(q)∗.
6. MONOIDS AND POLYHEDRA
Unless explicitly stated otherwise, every monoid encountered in this chapter shall be com-
mutative. For this reason, we shall usually economize adjectives, and write just “monoid” when
referring to commutative monoids.
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6.1. Monoids. If M is any monoid, we shall usually denote the composition law of M by
multiplicative notation: (x, y) 7→ x · y (so 1 is the neutral element). However, sometimes it
is convenient to be able to switch to an additive notation; to allow for that, we shall denote by
(logM,+) the monoid with additive composition law, whose underlying set is the same as for
the given monoid (M, ·), and such that the identity map is an isomorphism of monoids (then,
the neutral element of logM is denoted by 0). For emphasis, we may sometimes denote by
log : M
∼→ logM the identity map, so that one has the tautological identities :
log 1 = 0 and log(x · y) = log x+ log y for every x, y ∈M.
Conversely, if (M,+) is a given monoid with additive composition law, we may switch to a
multiplicative notation by writing (expM, ·), in the same way.
6.1.1. For any monoidM , and any two subsets S, S ′ ⊂M , we let :
S · S ′ := {s · s′ | s ∈ S, s′ ∈ S ′}
and Sa is defined recursively for every a ∈ N, by the rule :
S0 := {1} and Sa := S · Sa−1 if a > 0.
Notice that the pair (P(M), ·) consisting of the set of all subsets of M , together with the
composition law just defined, is itself a monoid : the neutral element is the subset {1}. In the
same vein, the exponential notation for subsets of M becomes a multiplicative notation in the
monoid (logP(M),+) = (P(logM),+), i.e. we have the tautological identity : log Sa =
a · logS, for every S ∈ P(M) and every a ∈ N.
Furthermore, for any two monoidsM and N , the set HomMnd(M,N) is naturally a monoid.
The composition law assigns to any two morphisms ϕ, ψ : M → N their product ϕ · ψ, given
by the rule : ϕ · ψ(m) := ϕ(m) · ψ(m) for everym ∈M .
Basic examples of monoids are the set (N,+) of natural numbers, and the non-negative real
(resp. rational) numbers (R+,+) (resp. (Q+,+)), with their standard addition laws.
6.1.2. Given a surjection X → Y of monoids, it may not be possible to express Y as a
quotient of X – a problem relevant to the construction of presentations for given monoids, in
terms of free monoids. For instance, consider the monoid (Z,⊙) consisting of the set Z with
the composition law ⊙ such that :
x⊙ y :=
{
x+ y if either x, y ≥ 0 or x, y ≤ 0
max(x, y) otherwise
for every x, y ∈ Z. Define a surjective map ϕ : N⊕2 → (Z,⊙) by the rule (n,m) 7→ n⊙ −m,
for every n ∈ N. Then one verifies easily that Kerϕ = {0}, and nevertheless ϕ is not an
isomorphism. The right way to proceed is indicated by the following :
Lemma 6.1.3. Every surjective map of monoids is an effective epimorphism (in the category
Mnd).
Proof. (See example 4.1.9(v) for the notion of effective epimorphism.) Let π : M → N be a
surjection of monoids. For every monoidX , we have a natural diagram of sets :
HomMnd(N,X)
j // HomMnd(M,X)
p∗2
//
p∗1 // HomMnd(M ×N M,X)
where p1, p2 : M ×N M → M are the two natural projections, and we have to show that the
map j identifies HomMnd(N,X) with the equalizer of p
∗
1 and p
∗
2. First of all, the surjectivity of
π easily implies that j is injective. Hence, let ϕ : M → X be any map such that ϕ◦p1 = ϕ◦p2;
we have to show that ϕ factors through π. To this aim, it suffices to show that the map of sets
underlying ϕ factors as a composition ϕ′ ◦ π, for some map of sets ϕ′ : N → X , since ϕ′ will
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then be necessarily a morphism of monoids. However, the forgetful functor F : Mnd → Set
commutes with fibre products (lemma 4.8.29(iii)), and F (π) is an effective epimorphism, since
in the category Set all surjections are effective epimorphisms. The assertion follows. 
6.1.4. Lemma 6.1.3 allows to construct presentations for an arbitrary monoidM , as follows.
First, we choose a surjective map of monoids F := N(S) → M , for some set S. Then we
choose another set T and a surjection of monoids N(T ) → F ×M F . Composing with the
natural projections p1, p2 : F ×M F → F , we obtain a diagram :
(6.1.5) N(T )
q1 //
q2
// N(S) // M
which, in view of lemma 6.1.3, identifiesM to the coequalizer of q1 and q2.
Definition 6.1.6. LetM be a monoid, Σ ⊂M a subset.
(i) Let (eσ | σ ∈ Σ) be the natural basis of the free monoidN(Σ). We say that Σ is a system
of generators for M , if the map of monoids N(Σ) → M such that eσ 7→ σ for every
σ ∈ Σ, is a surjection.
(ii) M is said to be finitely generated if it admits a finite system of generators.
(iii) M is said to be fine if it is integral and finitely generated.
(iv) A finite presentation for M is a diagram such as (6.1.5) that identifies M to the co-
equalizer of q1 and q2, and such that, moreover, S and T are finite sets.
(v) We say that a morphism of monoids ϕ : M → N is finite, if N is a finitely generated
M-module, for theM-module structure induced by ϕ.
Lemma 6.1.7. (i) Every finitely generated monoid admits a finite presentation.
(ii) Let M be a finitely generated monoid, and (Ni | i ∈ I) a filtered family of monoids.
Then the natural map :
colim
i∈I
HomMnd(M,Ni)→ HomMnd(M, colim
i∈I
Ni)
is a bijection.
Proof. (i): LetM be a finitely generated monoid, and choose a surjection π : N(S) →M with S
a finite set. We have seen thatM is the coequalizer of the two projections p1, p2 : P := N
(S)×M
N(S) → N(S). For every finitely generated submonoidN ⊂ P , let p1,N , p2,N : N → N(S) be the
restrictions of p1 and p2, and denote by CN the coequalizer of p1,N and p2,N . By the universal
property of CN , the map π factors through a map of monoids πN : CN → M , and since π
is surjective, the same holds for πN . It remains to show that πN is an isomorphism, for N
large enough. We apply the functor M 7→ Z[M ] of (4.8.50), and we derive that Z[M ] is the
coequalizer of the two maps Z[p1],Z[p2] : Z[P ] → Z[S], i.e. Z[M ] ≃ Z[S]/I , where I is
the ideal generated by Im(Z[p1] − Z[p2]). Clearly I is the colimit of the filtered system of
analogous ideals IN generated by Im(Z[p1,N ]−Z[p2,N ]), for N ranging over the filtered family
F of finitely generated submonoids of P . By noetherianity, there exists N ∈ F such that
I = IN , therefore Z[M ] is the coequalizer of Z[p1,N ] and Z[p2,N ]. But the latter coequalizer is
also the same as Z[CN ], whence the contention.
(ii): This is a standard consequence of (i). Indeed, say that f1, f2 : M → Ni are two
morphisms whose compositions with the natural map Ni → N := colimi∈I Ni agree, and pick
a finite set of generators x1, . . . , xn forM . For any morphism ϕ : i→ j in the filtered category
I , denote by gϕ : Ni → Nj the corresponding morphism; then we may find such a morphism
ϕ, so that gϕ ◦ f1(xk) = gϕ ◦ f2(xk) for every k ≤ n, whence the injectivity of the map in (ii).
Next, let f : M → N be a given morphism, and pick a finite presentation (6.1.5); we deduce
a morphism g : N(S) → N , and since S is finite, it is clear that g factors through a morphism
gi : N
(S) → Ni for some i ∈ I . Set g′i := gi ◦ q1 and g′′i := gi ◦ q2; by assumption, after
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composing g′i and of g
′′
i with the natural map Ni → N , we obtain the same map, so by the
foregoing there exists a morphism ϕ : i → j in I such that gϕ ◦ g′i = gϕ ◦ g′′i . It follows that
gϕ ◦ gi factors throughM , whence the surjectivity of the map in (ii). 
Definition 6.1.8. LetM be a monoid, I ⊂M an ideal.
(i) We say that I is principal, if it is cyclic, when regarded as anM-module.
(ii) The radical of I is the ideal rad(I) consisting of all x ∈ M such that xn ∈ I for every
sufficiently large n ∈ N. If I = rad(I), we also say that I is a radical ideal.
(iii) A face ofM is a submonoid F ⊂ M with the following property. If x, y ∈ M are any
two elements, and xy ∈ F , then x, y ∈ F .
(iv) Notice that the complement of a face is always an ideal. We say that I is a prime ideal
ofM , ifM \I is a face ofM .
Proposition 6.1.9. LetM be a finitely generated monoid, and S a finitely generatedM-module.
Then we have :
(i) Every submodule of S is finitely generated.
(ii) Especially, every ideal ofM is finitely generated.
Proof. Of course, (ii) is a special case of (i). To show (i), let S ′ ⊂ S be anM-submodule, Σ ⊂
S ′ any system of generators. Let P ′(Σ) be the set of all finite subsets of Σ, and for every A ∈
P ′(Σ), denote by S ′A ⊂ S ′ the submodule generated by A; clearly S ′ is the filtered union of the
family (S ′A | A ∈ P ′(Σ)), hence Z[S ′] is the filtered union of the family of Z[M ]-submodules
(Z[S ′] | S ∈ P ′(Σ)). Since Z[M ] is noetherian and Z[S] is a finitely generated Z[M ]-module,
it follows that Z[S ′A] = Z[S
′] for some finite subset A ⊂ Σ, whence the contention. 
6.1.10. Let M be a monoid, (Iλ | λ ∈ Λ) any collection of ideals of M ; then it is easily seen
that both
⋃
λ∈Λ Iλ and
⋂
λ∈Λ Iλ are ideals ofM . The spectrum ofM is the set :
SpecM
consisting of all prime ideals ofM . It has a natural partial ordering, given by inclusion of prime
ideals; the minimal element of SpecM is the empty ideal ∅ ⊂M , and the maximal element is:
mM := M \M×.
If (pλ | λ ∈ Λ) is any family of prime ideals ofM , then
⋃
λ∈Λ pλ is a prime ideal ofM .
Definition 6.1.11. Any morphism ϕ : M → N of monoids induces a natural map :
ϕ∗ : SpecN → SpecM p 7→ ϕ−1p
of partially ordered sets. We say that ϕ is local, if ϕ(mM) ⊂ mN .
Corollary 6.1.12. Let M be any fine and sharp monoid. The set mM \m2M is finite, and is the
unique minimal system of generators ofM .
Proof. It is easily seen that any system of generators ofM must contain Σ := mM \m2M , hence
the latter must be a finite set. On the other hand, suppose that there exists an element x0 ∈ M
which is not contained in the submonoid M ′ generated by Σ. Then we may write x0 = x1y1
for some x1, y1 ∈ mM , with x1 /∈M ′, so x1 admits a similar decomposition. Proceeding in this
way, we obtain a sequence of elements (xn | n ∈ N) with the property thatMxn ⊂ Mxn+1 for
every n ∈ N. We claim thatMxn 6= Mxn+1 for every n ∈ N. Indeed, if the inequality fails for
some n ∈ N, we may write xn+1 = axn for some a ∈ N, and on the other hand, we have by
construction xn = yxn+1 for some y ∈ mM ; summing up, we get xn = yaxn, whence ya = 1,
sinceM is integral, therefore y ∈M×, a contradiction.
Thus, from the given x0, we have produced an infinite strictly ascending chain of ideals of
M , which is ruled out by virtue of proposition 6.1.9(ii). This means that x0 cannot exist, and
the corollary follows. 
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Lemma 6.1.13. Let f1 : M → N1 and f2 : M → N2 be two local morphisms of monoids. If
N1 and N2 are sharp, then N1 ∐M N2 is sharp.
Proof. Let (a, b) ∈ N1 × N2, and suppose there exist c ∈ M , a′ ∈ N1, b′ ∈ N2 such that
(a, b) = (a′f1(c), b
′) and (1, 1) = (a′, f2(c)b
′); since N2 is sharp, we deduce f2(c) = b
′ = 1, so
b = 1. Then, since f2 is local, we get c ∈ M×, hence f1(c) = 1 and a = a′ = 1. One argues
symmetrically in case (1, 1) = (a′f1(c), b
′) and (a, b) = (a′, f2(c)b
′). We conclude that (a, b)
represents the unit class in N1 ∐M N2 if and only if a = b = 1. Now, suppose that the class of
(a, b) is invertible in N1 ∐M N2; it follows that there exists (c, d) such that ac = 1 and bd = 1,
which implies that a = 1 and b = 1, whence the contention. 
Lemma 6.1.14. Let S ⊂ M be any submonoid. The localization j : M → S−1M induces
an injective map j∗ : SpecS−1M → SpecM which identifies SpecS−1M with the subset of
SpecM consisting of all prime ideals p such that p ∩ S = ∅.
Proof. For every p ∈ SpecM , denote by S−1p the ideal of S−1M generated by the image of
p. We claim that p = j∗(S−1p) for every p ∈ SpecM such that p ∩ S = ∅. Indeed, clearly
p ⊂ j∗(S−1p); next, if f ∈ j∗(S−1p), there exist s ∈ S and g ∈ p such that s−1g = f in S−1M ;
therefore there exists t ∈ S such that tg = tsf in M , especially tsf ∈ p, hence f ∈ p, since
t, s /∈ p. Likewise, one checks easily that S−1p is a prime ideal if p∩S = ∅, and q = S−1(j∗q)
for every q ∈ SpecS−1M , whence the contention. 
Remark 6.1.15. (i) If we take Sp :=M\p, the complement of a prime ideal p ofM , we obtain
the monoid
Mp := S
−1
p M
and SpecMp ⊂ SpecM is the subset consisting of all prime ideals q contained in p.
(ii) Likewise, if p ⊂ M is any prime ideal, the spectrum Spec(M \p) is naturally identified
with the subset of SpecM consisting of all prime ideals q containing p (details left to the reader).
(iii) Let S ⊂ M be any submonoid. Then there exists a smallest face F of M containing S
(namely, the intersection of all the faces that contain S). It is easily seen that F is the subset of
all x ∈ M such that xM ∩ S 6= ∅. From this characterization, it is clear that S−1M = F−1M .
In other words, every localization ofM is of the typeMp for some p ∈ SpecM .
Lemma 6.1.16. Let M be a monoid, and I ⊂ M any ideal. Then rad(I) is the intersection of
all the prime ideals ofM containing I .
Proof. It is easily seen that a prime ideal containing I also contains rad(I). Conversely, say
that f ∈ M \ rad(I); let ϕ : M → Mf be the localization map. Denote by m the maximal
ideal ofMf . We claim that I ⊂ ϕ−1m, Indeed, otherwise there exist g ∈ I , h ∈ M and n ∈ N
such that g−1 = f−nh in Mf ; this means that there exists m ∈ N such that fm+n = fmgh
in M , hence fm+n ∈ I , which contradicts the assumption on f . On the other hand, obviously
f /∈ ϕ−1m. 
Lemma 6.1.17. (i) Let M be a monoid, and G ⊂M× a subgroup.
(a) The map given by the rule : I 7→ I/G establishes a natural bijection from the set
of ideals ofM onto the set of ideals ofM/G.
(b) Especially, the natural projection π : M →M/G induces a bijection :
π∗ : SpecM/G→ SpecM
(ii) Let (Mi | i ∈ I) be any finite family of monoids, and for each j ∈ I , denote by
πj :
∏
i∈I Mi → Mj the natural projection. The induced map∏
i∈I
SpecMi → Spec
∏
i∈I
Mi : (pi | i ∈ I) 7→
⋃
i∈I
π∗i pi
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is a bijection.
(iii) Let (Mi | i ∈ I) be any filtered system of monoids. The natural map
Spec colim
i∈I
Mi → lim
i∈I
SpecMi
is a bijection.
Proof. (i): By lemma 4.8.31(iii), M/G is the set-theoretic quotient of M by the translation
action of G. By definition, any ideal I of M is stable under the G-action, hence the quotient
I/G is well defined, and one checks easily that it is an ideal of M/G. Moreover, if p ⊂ M
is a prime ideal, it is easily seen that p/G is a prime ideal of M/G. Assertions (a) and (b) are
straightforward consequences.
(ii): The assertion can be rephrased by saying that every face F of
∏
i∈I Mi is a product of
faces Fi ⊂ Mi. However, if m := (mi | i ∈ I) ∈ F , then, for each i ∈ I we can write
m = m(i) · n(i), where, for each j ∈ I , the j-th-component of m(i) (resp. of n(i)) equals 1
(resp. mj), unless j = i, in which case it equals mi (resp. 1). Thus, m(i) ∈ F for every i ∈ I ,
and the contention follows easily.
(iii): Denote by M the colimit of the system (Mi | i ∈ I), and ϕi : Mi → M the natural
morphisms of monoids, as well as ϕf : Mi → Mj the transition maps, for every morphism
f : i→ j in I . Recall that the set underlyingM is the colimit of the system of sets (Mi | i ∈ I)
(lemma 4.8.29(iii)). Let now p• := (pi | ∈ I) be a compatible system of prime ideals, i.e.
such that pi ∈ SpecMi for every i ∈ I , and ϕ−1f pj = pi for every f : i → j. We let
β(p•) :=
⋃
i∈I ϕi(pi). We claim that β(p•) is a prime ideal ofM . Indeed, suppose that x, y ∈M
and xy ∈ β(p•); since I is filtered, we may find i ∈ I , xi, yi ∈ Mi, and zi ∈ pi, such that
x = ϕi(xi), y = ϕi(yi), and xy = ϕi(zi). Especially, ϕi(zi) = ϕi(xiyi), so there exists a
morphism f : i → j such that ϕf(zi) = ϕf(xiyi). But ϕf (zi) ∈ pj , so either ϕf (xi) ∈ pj or
ϕf (yi) ∈ pj , and finally either x ∈ p or y ∈ p, as required.
Let p ⊂ M be any prime ideal; it is easily seen that β(ϕ−1i p | i ∈ I) = p. To conclude, it
suffices to show that pi = ϕ
−1
i β(p•), for every compatible system p• as above, and every i ∈ I .
Hence, fix i ∈ I and pick xi ∈ Mi such that ϕi(xi) ∈ β(p•); then there exist j ∈ I and xj ∈ pj
such that ϕi(xi) = ϕj(xj). Since I is filtered, we may find k ∈ I and morphisms f : i→ k and
g : j → k such that ϕf(xi) = ϕg(xj), so ϕf(xi) ∈ pk, and finally xi ∈ pi, as sought. 
Remark 6.1.18. In case (Mi | i ∈ I) is an infinite family of monoids, the natural map of lemma
6.1.17(ii) is still injective, but it is not necessarily surjective. For instance, let I be any infinite
set, and let U ⊂ P(I) be a non-principal ultrafilter; denote by ∗N the quotient of NI under
the equivalence relation ∼U such that (ai | i ∈ I) ∼U (bi | i ∈ I) if and only if there exists
U ∈ U such that ai = bi for every i ∈ U . It is clear that the composition law on NI descends
to ∗N; the resulting structure (∗N,+) is called the monoid of hypernatural numbers. Denote by
π : NI → ∗N the projection, and let 0 ∈ NI be the unit; then it is easily seen that {π(0)} is a
face of ∗N, but π−1(π(0)) is not a product of faces Fi ⊂ N.
Definition 6.1.19. LetM be a monoid.
(i) The dimension ofM , denoted dimM ∈ N ∪ {+∞}, is defined as the supremum of all
r ∈ N such that there exists a chain of strict inclusions of prime ideals ofM :
p0 ⊂ p1 ⊂ · · · ⊂ pr.
(ii) The height of a prime ideal p ∈ SpecM is defined as ht p := dimMp.
(iii) A facet ofM is the complement of a prime ideal ofM of height one.
Remark 6.1.20. (i) Notice that not all epimorphisms inMnd are surjections on the underlying
sets; for instance, every localization mapM → S−1M is an epimorphism.
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(ii) If ϕ : N → M is a map of fine monoids (see definition 6.1.6(vi)), then it will follow
from corollary 6.4.2 that N ×M N is also finitely generated. IfM is not integral, then this fails
in general : a counter-example is provided by the morphism ϕ constructed in (6.1.2).
(iii) Let Σ be any set; it is easily seen that a free monoidM ≃ N(Σ) admits a unique minimal
system of generators, in natural bijection with Σ. Especially, the cardinality of Σ is determined
by the isomorphism class of M ; this invariant is called the rank of the free monoidM . This is
the same as the rank ofM as an N-module (see example 3.6.27).
(iv) A submonoid of a finitely generated monoid is not necessarily finitely generated. For
instance, consider the submonoidM ⊂ N⊕2, withM := {(0, 0)} ∪ {(a, b) | a > 0}. However,
the following result shows that a face of a finitely generated monoid is again finitely generated.
Lemma 6.1.21. Let f : M → N be a map of monoids, F ⊂ N a face of N , and Σ ⊂ N a
system of generators for N . Then :
(i) N× is a face of N , and f−1F is a face ofM .
(ii) Σ ∩ F is a system of generators for F .
(iii) If N is finitely generated, SpecN is a finite set, and dimN is finite.
(iv) If N is finitely generated (resp. fine) then the same holds for F−1N .
Proof. (i) and (ii) are left to the reader, and (iii) is an immediate consequence of (ii). To show
(iv), notice that – in view of (ii) – the set Σ ∪ {f−1 | f ∈ F ∩ Σ} is a system of generators of
F−1N . 
Definition 6.1.22. (i) IfM is a pointed or not pointed monoid (see remark 4.8.14(ii)), and S is
a pointedM-module, we say that S is integral, if for every x, y ∈M and every s ∈ S such that
xs = ys 6= 0, we have x = y. The annihilator ideal of S is the ideal
AnnM(S) := {m ∈M |ms = 0 for every s ∈ S}.
If s ∈ S is any element, we also write AssM(s) := AssM(Ms). The support of S is the subset :
SuppS := {p ∈ SpecM | Sp 6= 0}.
(ii) A pointed monoid (M, 0M) is called integral, if it is integral when regarded as a pointed
M-module; it is called fine, if it is finitely generated and integral in the above sense.
(iii) The forgetful functorMnd◦ → Set (notation of (4.8.28)) admits a left adjoint, which
assigns to any set Σ the free pointed monoid N
(Σ)
◦ := (N(Σ))◦.
(iv) A morphism ϕ : M → N of pointed monoids is local, if bothM,N 6= 0, and ϕ is local
when regarded as a morphism of non-pointed monoids.
Remark 6.1.23. (i) Quite generally, a (non-pointed) monoid M is finitely generated (resp.
free, resp. integral, resp. fine) if and only if M◦ has the corresponding property for pointed
monoids. However, there exist integral pointed monoids which are not of the form M◦ for any
non-pointed monoidM .
(ii) Let (M, 0M) be a pointed monoid. An ideal of (M, 0M) is a pointed submodule I ⊂ M .
Just as for non-pointed monoids, we say that I is a prime ideal, if M \ I is a (non-pointed)
submonoid of M , and a non-pointed submonoid which is the complement of a prime ideal, is
called a face ofM . Hence the smallest ideal is {0}. Notice though, that {0} is not necessarily a
prime ideal, hence the spectrum Spec (M, 0M) does not always admit a least element. However,
if M = N◦ for some non-pointed monoid N , the natural morphism of monoids N → N◦
induces a bijection :
Spec (N◦, 0N◦)→ SpecN.
(iii) Let I ⊂ M be any ideal; the inclusion map I → M can be regarded as a morphism of
pointedM-modules (if M is not pointed, this is achieved via the faithful embedding (4.8.15)),
whence a pointedM-moduleM/I , with a natural morphismM → M/I . The latter map is also
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a morphism of monoids, for the obvious monoid structure on M/I . One checks easily that if
M is integral,M/I is an integral pointed monoid.
(iv) Let M be a (pointed or not pointed) monoid, p ⊂ M a prime ideal. Then the natural
morphism of monoidsM →M/p induces a bijection :
SpecM/p
∼→ {q ∈ SpecM | p ⊂ q} = SpecM \p.
(v) Let M be a (pointed or not pointed) monoid, and S 6= 0 a pointed M-module. Then
the support of S contains at least the maximal ideal ofM . This trivial observation shows that a
pointedM-module is 0 if and only if its support is empty.
(vi) Let M be a pointed monoid, and Σ ⊂ M a non-pointed submonoid. The localization
Σ−1M (defined in the category of monoids, as in (4.8.33)) is actually a pointed monoid : its
zero element 0Σ−1M is the image of 0M .
(vii) IfM is a (pointed or not pointed) monoid, Σ ⊂ M any non-pointed submonoid, and S
a pointedM-module, we let as usual Σ−1S := Σ−1M ⊗M S (see remark 4.8.21(i), ifM is not
pointed). The resulting functor M-Mod◦ → Σ−1M-Mod◦ is exact. Indeed, it is right exact,
since it is left adjoint to the restriction of scalars arising from the localization mapM → Σ−1M
(see (3.6.26)), and one verifies directly that it commutes with finite limits. Also, it is clear that
SuppΣ−1S = SuppS ∩ SpecΣ−1M.
(viii) LetM be a pointed monoid, and N ⊂ M a pointed submonoid. Since the final object
1 of the category of pointed monoids is not isomorphic to the initial object 1◦, the push-out of
the diagram 1 ← N → M is not an interesting object (it is always isomorphic to 1). Even if
we form the quotientM/N in the category of non-pointed monoids, we still get always 1, since
0M ∈ N , and therefore in the quotientM/N the images of 0M and of the unit ofM coincide.
The only case that may give rise to a non-trivial quotient, is when N is non-pointed; in this
situation we may formM/N in the category of non-pointed monoids, and then remark that the
image of 0M yields a zero element 0M/N forM/N , so the latter is a pointed monoid.
Example 6.1.24. (i) Let M be a (pointed or not pointed) monoid, G ⊂ M× a subgroup, and
S a pointed M-module. Then M/G ⊗M S = S/G is the set of orbits of S under the induced
G-action.
(ii) In the situation of (i), notice that the functor
M-Mod→M/G-Mod : S 7→ S/G
is exact, henceM/G is a flatM-module. (See definition 4.8.22(i).)
(iii) Likewise, if Σ ⊂ M is a non-pointed submonoid, then the localization Σ−1M is a flat
M-module, due to remark 6.1.23(vii).
(iv) Suppose that S is an integral pointedM-module (withM either pointed or not pointed),
and let Σ ⊂ M be a non-pointed submonoid. Then Σ−1S is also an integral pointed Σ−1M-
module. Indeed, suppose that the identity
(6.1.25) (s−1a) · (s′−1b) = (s−1a) · (s′′−1c) 6= 0
holds for some a, b, c ∈ S and s, s′, s′′ ∈ Σ; we need to check that s′−1b = s′′−1c, or equiva-
lently, that s′′b = s′c in Σ−1S. However, (6.1.25) is equivalent to s′′ab = s′ac in Σ−1S, and
the latter holds if and only if there exists t ∈ Σ such that ts′′ab = ts′ac in S. The two sides in
the latter identity are 6= 0, as the same holds for the two sides of the identity (6.1.25); therefore
s′′b = s′c holds already in S, and the contention follows.
(v) Likewise, in the situation of (iv), S/Σ := S⊗MM/Σ is an integral pointedM/Σ-module.
Indeed, notice the natural identification S/Σ = Σ−1S ⊗Σ−1M (Σ−1M)/Σgp which – in view of
(iv) – reduces the proof to the case where Σ is a subgroup of M×. Then the assertion is easily
verified, taking into account (i).
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Especially, if M is an integral pointed monoid, and Σ ⊂ M is any non-pointed submonoid,
then both Σ−1M andM/Σ are integral pointed monoids (this generalizes lemma 4.8.38).
(vi) Let G be any abelian group, ϕ : M → G a morphism of non-pointed monoids. Then
G◦ is a flat M◦-module. For the proof, we may – in light of (iii) – replace M by M
gp, thereby
reducing to the case where M is a group. Next, by (ii), we may assume that ϕ is injective, in
which case G is a freeM-module with basis G/M .
Remark 6.1.26. (i) Let M → N and M → N ′ be morphisms of pointed monoids; N and
N ′ can be regarded as pointed M-modules in an obvious way, hence we may form the tensor
product N ′′ := N ⊗M N ′; the latter is endowed with a unique monoid structure such that the
maps e : N → N ′′ and e′ : N ′ → N ′′ given by the rule n 7→ n ⊗ 1 for all n ∈ N (resp.
n′ 7→ 1⊗n′ for all n′ ∈ N ′) are morphisms of monoids. Just as for usual ring homomorphisms,
the monoid N ′′ is a coproduct of N and N ′ over M , i.e. there is a unique isomorphism of
pointed monoids:
(6.1.27) N ⊗M N ′ ∼→ N ∐M N ′
that identifies e and e′ to the natural morphismsN → N ∐M N ′ and N ′ → N ∐M N ′. As usual
all this extends to non-pointed monoids. (Details left to the reader.)
(ii) Especially, if we take M = {1}◦, the initial object in Mnd◦, we obtain an explicit
description of the pointed monoid N ⊕ N ′ : it is the quotient (N × N ′)/∼, where ∼ denotes
the minimal equivalence relation such that (x, 0) ∼ (0, x′) for every x ∈ N , x′ ∈ N ′. From
this, a direct calculation shows that a direct sum of pointed integral monoids is again a pointed
integral monoid.
Remark 6.1.28. (i) Clearly every pointed M-module S is the colimit of the filtered family
of its finitely generated submodules. Moreover, S is the colimit of a filtered family of finitely
presented pointedM-modules. Recall the standard argument : pick a countable set I , and let C
be the (small) full subcategory of the categoryM-Mod◦ whose objects are the coequalizers of
every pair of maps of pointedM-modules p, q : M (I1) → M (I2), for every finite sets I1, I2 ⊂ I
(this means that, for every such pair p, q we pick one representative for this coequalizer). Then
there is a natural isomorphism of pointedM-modules :
colim
iC/S
ιS
∼→ S
where i : C →M-Mod◦ is the inclusion functor, and ιS is the functor as in (1.1.27).
(ii) If S is finitely generated, we may find a finite filtration of S by submodules 0 = S0 ⊂
S1 ⊂ · · · ⊂ Sn = S such that Si+1/Si is a cyclicM-module, for every i = 1, . . . , n.
(iii) Notice that if S is integral and S ′ ⊂ S is any submodule, then S/S ′ is again integral.
Moreover, if S is integral and cyclic, we have a natural isomorphism ofM-modules :
S
∼→M/AnnM(S).
(Details left to the reader.)
(iv) Suppose furthermore, that M ♯ is finitely generated, and S is any pointed M-module.
Lemma 6.1.17(i.a) and proposition 6.1.9(ii) easily imply that every ascending chain
I0 ⊂ I1 ⊂ I2 ⊂ · · ·
of ideals of M is stationary; especially, the set {AnnM(s) | s ∈ S \ {0}} admits maximal
elements. Let I be a maximal element in this set; a standard argument as in commutative
algebra shows that I is a prime ideal : indeed, say that xy ∈ I = AnnM(s) and x /∈ I; then
xs 6= 0, hence y ∈ AnnM(xs) = I , by the maximality of I . Now, if S is also finitely generated,
it follows that we may find a finite filtration of S as in (ii) such that, additionally, each quotient
Si+1/Si is of the formM/p, for some prime ideal p ⊂M .
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These properties make the class of integral pointed modules especially well behaved : es-
sentially, the full subcategoryM-Int.Mod◦ of M-Modo consisting of these modules mimics
closely a category of A-modules for a ring A, familiar from standard linear algebra. This shall
be amply demonstrated henceforth. For instance, we point out the following combinatorial
version of Nakayama’s lemma :
Proposition 6.1.29. LetM be a (pointed or not pointed) monoid, S a finitely generated integral
pointedM-module, and S ′ ⊂ S a pointed submodule, such that
S = S ′ ∪mM · S.
Then S = S ′.
Proof. After replacing S by S/S ′, we may assume that mMS = S, in which case we have
to check that S = 0. Suppose then, that S 6= 0; from remark 6.1.28(ii,iii) it follows that S
admits a (pointed) submodule T ⊂ S such that S/T ≃ M/mM . Especially, mM · (S/T ) = 0,
i.e. mMS ⊂ T , and therefore S = T , which contradicts the choice of T . The contention
follows. 
Remark 6.1.30. (i) The integrality assumption cannot be omitted in proposition 6.1.29. Indeed,
takeM := N and S := 0◦, where 0 denotes the final N-module. Then S 6= 0, but mMS = S.
(ii) Let us say that an element of theM-module S is primitive, if it does not lie in mMS. We
deduce from proposition 6.1.29, the following :
Corollary 6.1.31. Let M be a sharp (pointed or not pointed) monoid, S a finitely generated
integral pointed monoid. Then the set S \ mMS of primitive elements of S is finite, and is the
unique minimal system of generators of S.
Proof. Indeed, it is easily seen that every system of generators ofS must contain all the primitive
elements, so S \mMS must be finite. On the other hand, let S ′ ⊂ S be the submodule generated
by the primitive elements; clearly S ′ ∪mMS = S, hence S ′ = S, by proposition 6.1.29. 
6.1.32. Let R be any ring, M a non-pointed monoid. Notice that the M-module underlying
any R[M ]-module is naturally pointed, whence a forgetful functor R[M ]-Mod → M-Mod◦.
The latter admits a left adjoint
M-Mod◦ → R[M ]-Mod : (S, 0S) 7→ R〈S〉 := CokerR[0S].
Likewise, the monoid (A, ·) underlying any (commutative unital) R-algebra A is naturally
pointed, whence a forgetful functor R-Alg→Mnd◦, which again admits a left adjoint
Mnd◦ → R-Alg : (M, 0M) 7→ R〈M〉 := R[M ]/(0M )
where (0M) ⊂ R[M ] denotes the ideal generated by the image of 0M .
If (M, 0M) is a pointed monoid, and S is a pointed (M, 0M)-module, then notice that R〈S〉
is actually a R〈M〉-module, so we have as well a natural functor
(M, 0M)-Mod◦ → R〈M〉-Mod S 7→ R〈S〉
which is again left adjoint to the forgetful functor.
For instance, let I ⊂ M be an ideal; from the foregoing, it follows that R〈M/I〉 is naturally
an R[M ]-algebra, and we have a natural isomorphism :
R〈M/I〉 ∼→ R[M ]/IR[M ].
Explicitly, for any x ∈ F := M \I , let x ∈ R〈M/I〉 be the image of x; then R〈M/I〉 is a free
R-module, with basis (x | x ∈ F ). The multiplication law ofR〈M/I〉 is determined as follows.
Given x, y ∈ F , then x · y = xy if xy ∈ F , and otherwise it equals zero.
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Notice that if I1 and I2 are two ideals ofM , we have a natural identification :
R〈M/(I1 ∩ I2)〉 ∼→ R〈M/I1〉 ×R〈M/(I1∪I2)〉 R〈M/I2〉.
These algebras will play an important role in section 12.5. As a special case, suppose that
p ⊂M is a prime ideal; then the inclusionM \p ⊂M induces an isomorphism of R-algebras :
R[M \p] ∼→ R〈M/p〉.
Furthermore, general nonsense yields a natural isomorphism of R-modules :
(6.1.33) R〈S ⊗M S ′〉 ∼→ R〈S〉 ⊗R〈M〉 R〈S ′〉 for all pointedM-modules S and S ′.
6.1.34. Let A be a commutative ring with unit, and f : M → (A, ·) a morphism of pointed
monoids. Then f induces (forgetful) functors :
A-Mod→M-Mod◦ A-Alg→M/Mnd◦
(notation of (1.1.24)) which admit left adjoints :
M-Mod◦ → A-Mod S 7→ S ⊗M A := Z〈S〉 ⊗Z〈M〉 A
M/Mnd◦ → A-Alg N 7→ N ⊗M A := Z〈N〉 ⊗Z〈M〉 A.
Sometimes we may also use the notation :
S ⊗M N := Z〈S〉 ⊗Z〈M〉 N and S
L⊗M K• := Z〈S〉
L⊗Z〈M〉 K•
for any pointedM-module S, any A-module N and any object K• of D
−(A-Mod). The latter
derived tensor product is obtained by tensoring with a flat Z〈M〉-flat resolution of Z〈S〉. (Such
resolutions can be constructed combinatorially, starting from a simplicial resolution of S.) All
the verifications are standard, and shall be left to the reader.
Moreover, for any ideal I ⊂ M and any A-module N , we shall write f(I)N , or sometimes
just IN , for the A-submodule of N generated by the system (f(x) · y | x ∈ I, y ∈ N).
Definition 6.1.35. LetM be a pointed monoid,A a commutative ring with unit, ϕ : M → (A, ·)
a morphism of pointed monoids, N an A-module. We say that N is ϕ-flat (or justM-flat, if no
ambiguity is likely to arise), if the functor
M-Int.Mod◦ → A-Mod : S 7→ S ⊗M N
is exact, in the sense that it sends exact sequences of pointed integral M-modules, to exact
sequences of A-modules. We say that N is faithfully ϕ-flat if this functor is exact in the above
sense, and we have S ⊗M N = 0 if and only if S = 0.
Remark 6.1.36. (i) Notice that the functor S 7→ S ⊗M N of definition 6.1.35 is right exact in
the categorical sense (i.e. it commutes with finite colimits), since it is a right adjoint. However,
even when N is faithfully flat, this functor is not always left exact in the categorical sense : it
does not commute with finite products, nor with equalizers, in general.
(ii) Let M and S be as in definition 6.1.35, and let R be any non-zero commutative unital
ring. Denote by ϕ : M → (R〈M〉, ·) the natural morphism of pointed monoids. In light of
(6.1.33), it is clear that if R〈S〉 is a flat R〈M〉-module, then S is a flat pointedM-module, and
the latter condition implies that R〈S〉 is ϕ-flat.
(iii) Let P be a pointed monoid, A a ring, ϕ : P → (A, ·) a morphism of monoids, f : A→
B a ring homomorphism. If A is ϕ-flat and f is flat, then B is (f ◦ ϕ)-flat. Conversely, if B is
(f ◦ ϕ)-flat and f is faithfully flat, then A is ϕ-flat : the verifications are standard, and shall be
left to the reader.
Lemma 6.1.37. Let M be a monoid, A a ring, ϕ : M → (A, ·) a morphism of monoids, and
assume that ϕ is local and A is ϕ-flat. Then A is faithfully ϕ-flat.
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Proof. Let S be an integral pointed M-module, and suppose that S ⊗M A = {0}; we have to
show that S = {0}. Say that s ∈ S, and let Ms ⊂ S be the M-submodule generated by s.
Since A is ϕ-flat, it follows easily that Ms ⊗M A = {0}, hence we are reduced to the case
where S is cyclic. By remark 6.1.28(iii), we may then assume that S = M/I for some ideal
I ⊂ M . It follows that S ⊗M A = A/ϕ(I)A, so that ϕ(I) generates A. Since ϕ is local, this
implies that I =M , whence the contention. 
Lemma 6.1.38. Let M be an integral pointed monoid, I, J ⊂ M two ideals, A a ring, α :
M → (A, ·) a morphism of monoids,N an α-flat A-module, and S a flatM-module. Then :
IS ∩ JS = (I ∩ J)S
α(I)N ∩ α(J)N = α(I ∩ J)N.
Proof. We consider the commutative ladder of pointedM-modules, with exact rows and injec-
tive vertical arrows :
(6.1.39)
0 // I ∩ J //

I //

I/(I ∩ J) //

0
0 // J // M // M/(I ∪ J) // 0
By assumption, the ladder ofA-modules (6.1.39)⊗MN has still exact rows and injective vertical
arrows. Then, the snake lemma gives the following short exact sequence involving the cokernels
of the vertical arrows :
0→ JN/(I ∩ J)N → N/IN p−→ N/(IN + JN)→ 0
(where we have written JN instead of α(J)N , and likewise for the other terms). However
Ker p = JN/(IN ∩ JN), whence the second stated identity. The first stated identity can be
deduced from the second, by virtue of remark 6.1.36(ii). 
Remark 6.1.40. By inspection of the proof, we see that the first identity of lemma 6.1.38 holds,
more generally, whenever Z〈S〉 is ϕ-flat, where ϕ : M → Z〈M〉 is the natural morphism of
pointed monoids.
Proposition 6.1.41. LetM be a pointed integral monoid,A a ring, ϕ :M → (A, ·) a morphism
of monoids,N an A-module. Then we have :
(i) The following conditions are equivalent :
(a) N is ϕ-flat.
(b) Tor
Z〈M〉
i (Z〈T 〉, N) = 0 for every i > 0 and every pointed integralM-module T .
(c) Tor
Z〈M〉
1 (Z〈M/I〉, N) = 0 for every ideal I ⊂M .
(d) The natural map I ⊗M N → N is injective for every ideal I ⊂M .
(ii) If moreover,M ♯ is finitely generated, then the conditions (a)-(d) of (i) are equivalent to
either of the following two conditions :
(e) Tor
Z〈M〉
1 (Z〈M/p〉, N) = 0 for every prime ideal p ⊂M .
(f) The natural map p⊗M N → N is injective for every prime ideal p ⊂ M .
Proof. Clearly (a)⇒(b)⇒(c)⇒(e). Next, by considering the short exact sequence of pointed
integralM-modules 0→ I →M →M/I → 0 we easily see that (c)⇔(d) and (e)⇔(f).
(c)⇒(a) : Let Σ := (0 → S ′ → S → S ′′ → 0) be a short exact sequence of pointed
integralM-modules; we need to show that the induced map S ′ ⊗M N → S ⊗M N is injective.
Since the sequence Z〈Σ〉 is still exact, the long Tor-exact sequence reduces to showing that
Tor
Z〈M〉
1 (Z〈T 〉, N) = 0 for every pointed integral M-module T . In view of remark 6.1.28(i),
we are easily reduced to the case where T is finitely generated; next, using remark 6.1.28(ii,iii),
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the long exact Tor-sequence, and an easy induction on the number of generators of T , we may
assume that T =M/I , whence the contention.
Lastly, if M ♯ is finitely generated, then remark 6.1.28(iv) shows that, in the foregoing argu-
ment, we may further reduce to the case where T = M/p for a prime ideal p ⊂ M ; this shows
that (e)⇒(a). 
Lemma 6.1.42. Let M be a pointed monoid, S a pointed M-module, and suppose that the
following conditions hold for S :
(F1) If s ∈ S and a ∈ AnnM(s), then there exists b ∈ AnnM(a) such that s ∈ bS.
(F2) If a1, a2 ∈ M and s1, s2 ∈ S satisfy the identity a1s1 = a2s2 6= 0, then there exist
b1, b2 ∈M and t ∈ S such that si = bit for i = 1, 2 and a1b1 = a2b2.
Then the natural map I ⊗M S → S is injective for every ideal I ⊂M .
Proof. Let I be an ideal, and suppose that two elements a1⊗s1 and a2⊗s2 of I⊗MS are mapped
to the same element of S. If aisi = 0 for i = 1, 2, then (F1) says that there exist b1, b2 ∈M and
t1, t2 ∈ S such that aibi = 0 and si = biti for i = 1, 2; thus ai ⊗ si = ai ⊗ biti = aibi ⊗ si = 0
in I ⊗M S. In case aisi 6= 0, pick b1, b2 ∈ M and t ∈ S as in (F2); we conclude that
a1 ⊗ s1 = a1 ⊗ b1t = a1b1 ⊗ t = a2b2 ⊗ t = a2 ⊗ s2 in I ⊗M S, whence the contention. 
Theorem 6.1.43. LetM be an integral pointed monoid, S a pointedM-module. The following
conditions are equivalent :
(a) S isM-flat.
(b) For every morphismM → P of pointed monoids, P ⊗M S is P -flat.
(c) For every short exact sequence Σ of integral pointedM-modules, the sequence Σ⊗M S
is again short exact.
(d) Conditions (F1) and (F2) of lemma 6.1.42 hold for S.
Proof. Clearly (b)⇒(a)⇒(c).
(c)⇒(d): To show (F1), set I :=Ma, and denote by i : I →M the inclusion; (c) implies that
the induced map i⊗M S : I ⊗M S → S is injective. However, we have a natural isomorphism
I
∼→ M/AnnM(a) of M-modules (remark 6.1.28(iii)), whence an isomorphism : I ⊗M S ∼→
S/AnnM(a)S, and under this identification, i ⊗M S is induced by the map S → S : s 7→ as.
Thus, multiplication by a maps the subset S \AnnM(a)S injectively into itself, which is the
claim.
For (F2), notice that Z〈S〉 is ϕ-flat under condition (c), for ϕ : M → Z〈M〉 the natural
morphism. Now, say that a1s1 = a2s2 6= 0 in S; set I := Ma1, J := Ma2; the assumption
means that a1s1 ∈ IS ∩ JS, in which case remark 6.1.40 shows that there exist t ∈ S and
b1, b2 ∈ M such that a1b1 = a2b2, and a1s1 = a1b1t, hence a2s2 = a2b2t. Since we have seen
that multiplication by a1 maps S \AnnM(a1)S injectively into itself, we deduce that s1 = b1t,
and likewise we get s2 = b2t.
To prove that (d)⇒(b), we observe :
Claim 6.1.44. Let P be a pointed monoid, Λ a small locally directed category (see definition
1.2.19(iv)), and S• : Λ→ P -Mod◦ a functor, such that Sλ fulfills conditions (F1) and (F2), for
every λ ∈ Ob(Λ). Then the colimit of S• also fulfills conditions (F1) and (F2).
Proof of the claim. In light of remark 1.2.21(ii), we may assume that Λ is either discrete or
connected. Suppose first that Λ is connected; then remark 4.8.17(ii) allows to check directly
that conditions (F1) and (F2) hold for the colimit of S•, since they hold for every Sλ. If Λ is
discrete, the assertion is that conditions (F1) and (F2) are preserved by arbitrary (small) direct
sums, which we leave as an exercise for the reader. ♦
To a given pointedM-module S, we attach the small category S∗, such that :
Ob(S∗) = S\{0} and HomS∗(s′, s) = {a ∈M | as = s′}.
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The composition of morphisms is induced by the composition law of M , in the obvious way.
Notice that S∗ is locally directed if and only if S satisfies condition (F2).
We define a functor F : S∗ → M-Mod◦ as follows. For every s ∈ Ob(S∗) we let F (s) :=
M , and for every morphism a : s′ → s we let F (a) := a ·1M . We have a natural transformation
τ : F ⇒ cS, where cS : S∗ → M-Mod◦ is the constant functor associated with S; namely, for
every s ∈ Ob(S∗), we let τs : M → S be the map given by the rule a 7→ as for all a ∈ M .
There follows a morphism of pointedM-modules :
(6.1.45) colim
S∗
F → S
Claim 6.1.46. If S fulfills conditions (F1), the map (6.1.45) is an isomorphism.
Proof of the claim. Indeed, we have a natural decomposition of S∗ as coproduct of a family
(S∗i | i ∈ I) of connected subcategories (for some small set I : see remark 1.2.21(ii)); especially
we have HomS∗(s, s
′) = ∅ if s ∈ Ob(S∗i ) and s′ ∈ Ob(S∗j ) for some i 6= j in I .
For each i ∈ I , let Fi : S∗i → M-Mod◦ be the restriction of F . There follows a natural
isomorphism : ⊕
i∈I
colim
S∗i
Fi
∼→ colim
S∗
F.
Since the colimit of Fi commutes with the forgetful functor to sets, an inspection of the defi-
nitions yields the following explicit description of the colimit Ti of Fi. Every element of Ti is
represented by some pair (s, a) where s ∈ Ob(S∗i ) ⊂ S\{0} and a ∈ M ; such pair is mapped
to as by (6.1.45), and two such pairs (s, a), (s′, a′) are identified in Ti if there exists b ∈ M
such that bs = s′ and ba′ = a.
Hence, denote by Si the image under (6.1.45) of Ti; we deduce first, that Si ∩ Sj = {0} if
i 6= j. Indeed, say that t ∈ Si ∩ Sj; by the foregoing, there exist si ∈ Ob(S∗i ), sj ∈ Ob(S∗j ),
and ai, aj ∈ M , such that aisi = t = ajsj . If t 6= 0, we get morphisms ai : t → si and
aj : t → sj in S∗; say that t ∈ S∗k for some k ∈ I; it then follows that S∗i = S∗k = S∗j , a
contradiction. Next, it is clear that (6.1.45) is surjective. It remains therefore only to show that
each Ti maps injectively onto Si. Hence, say that (s1, a1) and (s2, a2) represent two elements of
Ti with t := a1s1 = a2s2. If t 6= 0, we get, as before, morphisms a1 : t→ s1 and a2 : t→ s2 in
S∗i , and the two pairs are identified in Ti to the pair (t, 1). Lastly, if t = 0, condition (F1) yields
b ∈ M and s′ ∈ S such that a1b = 0 and s1 = bs′, whence a morphism b : s1 → s′ in S∗i , and
Fi(b)(a1, s1) = (0, s
′) which represents the zero element of Ti. The same argument applies as
well to (a2, s2), and the claim follows. ♦
Claim 6.1.47. Let M → P be any morphism of pointed monoids, and S a pointedM-module
fulfilling conditions (F1) and (F2). Then the natural map I ⊗M S → P ⊗M S is injective, for
every ideal I ⊂ P .
Proof of the claim. From claim 6.1.46 we deduce that P ⊗M S is the locally directed colimit of
the functor P ⊗M F , and notice that the pointed P -module P fulfills conditions (F1) and (F2);
by claim 6.1.44 we deduce that P ⊗M S also fulfills the same conditions, so the claim follows
from lemma 6.1.42. ♦
After these preliminaries, suppose that conditions (F1) and (F2) hold for S, and let Σ :=
(0→ T ′ → T → T ′′ → 0) be a short exact sequence of pointedM-modules. We wish to show
that Σ ⊗M S is still short exact. However, if U ′′ ⊂ T ′′ is anyM-submodule, let U ⊂ T be the
preimage of U ′′, and notice that the induced sequence 0 → T ′ → U → U ′′ → 0 is still short
exact. Since a filtered colimit of short exact sequences is short exact, remark 6.1.28(i) allows to
reduce to the case where T ′′ is finitely generated.
We shall argue by induction on the number n of generators of T ′′. Hence, suppose first that
T ′′ is cyclic, and let t ∈ T be any element whose image in T ′′ is a generator. Set C :=Mt ⊂ T ,
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and let C ′ ⊂ T ′ be the preimage of C. We obtain a cocartesian (and cartesian) diagram of
pointedM-modules :
D :
C ′ //

C

T ′ // T.
The induced diagram D ⊗M S is still cocartesian, hence the same holds for the diagram of sets
underlying D ⊗M S (remark 4.8.17(ii)). Especially, if the induced map C ′ ⊗M S → C ⊗M S
is injective, the same will hold for the map T ′ ⊗M S → T ⊗M S. We may thus replace T ′ and
T by respectively C ′ and C, which allows to assume that also T is cyclic. In this case, pick a
generator u ∈ T ; we claim that there exists a unique multiplication law µT on T , such that the
surjection p : M → T : a 7→ au is a morphism of pointed monoids. Indeed, for every t, t′ ∈ T ,
write t = au for some a ∈ M , and set µT (t, t′) := at′. Using the linearity of p we easily
check that µT (t, t
′) does not depend on the choice of a, and the resulting composition law µT
is commutative and associative. Then T ′ is an ideal of T , so claim 6.1.47 tells us that the map
T ′ ⊗M S → T ⊗M S is injective, as required.
Lastly, suppose that n > 1, and the assertion is already known whenever T ′′ is generated by
at most n− 1 elements. Let U ′′ ⊂ T ′′ be a pointedM-submodule, such that U ′′ is generated by
at most n− 1 elements, and T ′′/U ′′ is cyclic. Denote by U ⊂ T the preimage of U ′′; we deduce
short exact sequences Σ′ := (0→ T ′ → U → U ′′ → 0) and Σ′′ := (0→ U → T → T ′′/U ′′ →
0), and by inductive assumption, both Σ′ ⊗M S and Σ′′ ⊗M S are short exact. Therefore the
natural map T ′⊗M S → T ⊗M S is the composition of two injective maps, hence it is injective,
as stated. 
Remark 6.1.48. In the situation of remark 6.1.36(ii), suppose thatM is pointed integral. Then
theorem 6.1.43 implies that S is a flat pointedM-module if and only if R〈S〉 is ϕ-flat.
Corollary 6.1.49. Let M be an integral pointed monoid, S a pointedM-module. Then
(i) The following conditions are equivalent :
(a) S isM-flat.
(b) For every ideal I ⊂M , the induced map I ⊗M S → S is injective.
(ii) If moreoverM ♯ is finitely generated, then these conditions are equivalent to :
(c) For every prime ideal p ⊂ M , the induced map p⊗M S → S is injective.
Proof. (i): Indeed, by remark 6.1.48 and proposition 6.1.41(i) (together with (6.1.33)), both (a)
and (b) hold if and only if Z〈S〉 is ϕ-flat, for ϕ :M → Z〈M〉 the natural morphism.
(ii): This follows likewise from proposition 6.1.41(ii). 
Corollary 6.1.50. Let ϕ : M → N be a morphism of pointed monoids, G ⊂ M×, H ⊂ N×
two subgroups such that ϕ(G) ⊂ H , and denote by ϕ : M/G → N/H the induced morphism.
Let also S be any N-module. We have :
(i) If S(ϕ) is a flatM-module, then S/H(ϕ) is a flatM/G-module (notation of (3.6.26)).
(ii) If moreover, M is a pointed integral monoid and S is a pointed integral H-module,
then also the converse of (i) holds.
Proof. (i): We have a natural isomorphism
(S/H)(ϕ)
∼→ N/H ⊗N/ϕG S(ϕ)/ϕG.
However, by example 6.1.24(ii), N/H is a flat N/ϕG-module, and S(ϕ)/ϕG is a flat M/G-
module, whence the contention.
(ii): By theorem 6.1.43, it suffices to check that conditions (F1) and (F2) of lemma 6.1.42
hold in S(ϕ), and notice that, by the same token, both conditions hold for the M/G-module
S/H(ϕ) = S(ϕ)/G, sinceM/G is pointed integral (example 6.1.24(v)).
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Hence, say that ϕ(a)s = 0 for some a ∈ M and s ∈ S; we may then find b ∈ M , t′ ∈ S and
g ∈ G such that ϕ(gb)t = s and ab = 0. Setting t := ϕ(g)t′, we deduce that (F1) holds.
Next, say that ϕ(a1)s1 = ϕ(a2)s2 6= 0 for some a1, a2 ∈M and s1, s2 ∈ S; then we may find
g ∈ G, h1, h2 ∈ H , b1, b2 ∈ M and t′ ∈ S such that ga1b1 = a2b2 and
(6.1.51) ϕ(bi)hit
′ = si for i = 1, 2.
After replacing b1 by gb1 and h1 by h1ϕ(g
−1), we reduce to the case where a1b1 = a2b2. From
(6.1.51) we deduce that
ϕ(a1b1)h1t
′ = ϕ(a1)s1 = ϕ(a2)s2 = ϕ(a2b2)h2t
′ = ϕ(a1b1)h2t
′
whence h1 = h2, since S is a pointed integral H-module. Setting t := h1t
′, we see that (F2)
holds. 
Corollary 6.1.52. Let ϕ : M → N be a flat morphism of pointed monoids, with M pointed
integral, and let p ⊂ N be any prime ideal. Then the morphismM/ϕ−1p→ N/p induced by ϕ
is also flat.
Proof. Let F := N \p; by theorem 6.1.43, it suffices to check that conditions (F1) and (F2)
of lemma 6.1.42 hold for the ϕ−1F -module F . However, since 0 /∈ F , condition (F1) holds
trivially. Moreover, by assumption these two conditions hold for the M-module N ; hence, say
that ϕ(a1) · s1 = ϕ(a2) · s2 in F , for some a1, a2 ∈ ϕ−1F and s1, s2 ∈ F . It follows that there
exist b1, b2 ∈M and t ∈ N such that a1b1 = a2b2 inM , and ϕ(bi) · t = si for i = 1, 2. Since F
is a face, this implies that ϕ(b1), ϕ(b2), t ∈ F , so (F2) holds for F , as stated. 
Another corollary is the following analogue of a well known criterion due to Lazard.
Proposition 6.1.53. LetM be an integral pointed monoid, S an integral pointedM-module, R
a non-zero commutative ring with unit. The following conditions are equivalent :
(a) S isM-flat.
(b) S is the colimit of a filtered system of free pointedM-modules (see remark 4.8.17(ii)).
(c) R〈S〉 is a flat R〈M〉-module.
Proof. Obviously (b)⇒(a) and (b)⇒(c).
(c)⇒(a) has already been observed in remark 6.1.36(ii).
(a)⇒(b): It suffices to prove that if S is flat, the category S∗ attached to S as in the proof
of theorem 6.1.43, is pseudo-filtered. However, a simple inspection of the construction shows
that S∗ is pseudo-filtered if and only if S satisfies both condition (F2) of lemma 6.1.42, and the
following further condition. For every a, b ∈ M and s ∈ S such that as = bs 6= 0, there exist
t ∈ S and c ∈ M such that ac = bc and ct = s. This condition is satisfied by every integral
pointedM-module, whence the contention. 
6.1.54. Consider now, a cartesian diagram of integral pointed monoids :
D(P0, I, P1) :
P0 //

P1

P2 // P3
where P2 (resp. P3) is a quotient P0/I (resp. P1/IP1) for some ideal I ⊂ P0, and the vertical
arrows of D(P0, I, P1) are the natural surjections. In this situation, it is easily seen that the
induced map I → IP1 is bijective; especially, I is both a P0-module and a P1-module. Let
ϕi : Pi → Z〈Pi〉 be the units of adjunction, for i = 0, 1, 2. Let alsoM be any Z〈P0〉-module.
Lemma 6.1.55. In the situation of (6.1.54), we have :
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(i) Let J ⊂ P0 be any ideal. Then S := P0/J admits a three-step filtration
0 ⊂ Fil0S ⊂ Fil1S ⊂ Fil2S = S
such that Fil0S and gr2S are P2-modules, and gr1S is a P1-module.
(ii) The following conditions are equivalent :
(a) M is ϕ0-flat.
(b) M ⊗P0 Pi is ϕi-flat and TorZ〈P0〉1 (M,Z〈Pi〉) = 0, for i = 1, 2.
(iii) The following conditions are equivalent :
(a) Tor
Z〈P0〉
1 (M,Z〈Pi〉) = 0 for i = 1, 2, 3.
(b) Tor
Z〈Pi〉
1 (M ⊗P0 Pi,Z〈P3〉) = 0 for i = 1, 2.
(iv) Suppose moreover, that P3 6= 0 is a free pointed P2-module. Then the Z〈P0〉-module
M is ϕ0-flat if and only if the Z〈P1〉-moduleM ⊗P0 P1 is ϕ1-flat.
Proof. (i): Define Fil1S := Ker(S → P0/(I ∪ J)) = (I ∪ J)/J . Then it is already clear that
S/Fil1S is a P2-module. Next, let Fil0S := Ker(Fil1S → (I ∪ JP1)/JP1) = JP1/J . Since
IP1 = I , we see that Fil0S is a P2-module, and (I ∪ JP1)/JP1 is a P1-module.
(ii): Clearly (a)⇒(b), hence suppose that (b) holds, and let us prove (a). By proposition
6.1.41(i), it suffices to show that Tor
Z〈P0〉
1 (M,Z〈P0/I〉) = 0 for every ideal J ⊂ P0. In view of
(i), we are then reduced to showing that Tor
Z〈P0〉
1 (M,Z〈S〉) = 0, whenever S is a Pi-module,
for i = 1, 2. However, for such Pi-module S, we have a base change spectral sequence
E2pq : Tor
Z〈Pi〉
p (Tor
Z〈P0〉
q (M,Z〈Pi〉),Z〈S〉)⇒ TorZ〈P0〉p+q (M,Z〈S〉).
Under assumption (b), we deduce : Tor
Z〈P0〉
1 (M,Z〈S〉) = TorZ〈Pi〉1 (M ⊗P0 Pi,Z〈S〉) = 0.
(iii): Notice that the induced diagram of rings Z〈D(P0, I, P1)〉 is still cartesian. Then, this is
a special case of [52, Lemma 3.4.15].
(iv): Suppose thatM ⊗P0 P1 is ϕ1-flat, and P3 is a free pointed P2-module, say P3 ≃ P (Λ)◦2 ,
for some set Λ 6= ∅; then the Z〈P2〉-module Z〈P3〉 is isomorphic to Z〈P2〉(Λ), especially it is
faithfully flat, and we deduce that Tor
Z〈P0〉
1 (M,Z〈Pi〉) = 0 for i = 1, 2, by (iii). On the other
hand, M ⊗P0 P3 is ϕ3-flat, so it also follows that M ⊗P0 P2 is ϕ2-flat, by proposition 6.1.53.
Summing up, this shows thatM fulfills condition (ii.b), hence also (ii.a), as sought. 
6.1.56. Let now P → Q be an injective morphism of integral pointed monoids, and suppose
that P ♯ and Q♯ are finitely generated monoids, and Q is a finitely generated P -module. Denote
ϕP : P → Z〈P 〉 and ϕQ : Q→ Z〈Q〉 the usual units of adjunction.
Theorem 6.1.57. In the situation of (6.1.56), let M be a Z〈P 〉-module, and suppose that the
Z〈Q〉-moduleM ⊗P Q is ϕQ-flat. ThenM is ϕP -flat.
Proof. Using lemma 6.1.55(iv), and an easy induction, it suffices to show that there exists a
finite chain
(6.1.58) P = Q0 ⊂ Q1 ⊂ · · · ⊂ Qn = Q
of inclusions of integral pointed monoids, and for every j = 0, . . . , n− 1 an ideal Ij ⊂ Qj , and
a cartesian diagram of integral pointed monoids D(Qj , Ij, Qj+1) as in (6.1.54), and such that
Qj+1/Ij 6= 0 is a free pointed Qj/Ij-module. (Notice that each Q♯i is a quotient of Qi/P×, and
the latter is a submodule of Q/P×, hence Q♯i is still a finitely generated monoid, by proposition
6.1.9(i).) If P = Q, there is nothing to prove; so we may assume that P is strictly contained in
Q, and – invoking again proposition 6.1.9(i) – we further reduce to showing that there exist a
monoid Q1 ⊂ Q strictly containing P , and an ideal I ⊂ P , such that the diagram D(P, I, Q1)
fulfills the above conditions.
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Suppose first that the support of Q/P contains only the maximal ideal mP of P , and let
x1, . . . , xr be a finite system of generators for mP (proposition 6.1.9(ii)). For each i = 1, . . . , r,
the localization (Q/P )xi is a Pxi-module with empty support, hence (Q/P )xi = 0 (remark
6.1.23(v)). It follows that every element of Q/P is annihilated by some power of xi, and since
Q/P is finitely generated, we may find N ∈ N large enough, such that xNi Q/P = 0 for
i = 1, . . . , r. After replacing N by some possibly larger integer, we get mNP · Q/P = 0, and
we may assume that N is the least integer with this property. If N = 0, there is nothing to
prove; hence suppose that N > 0, and set Q1 := P ∪ mN−1P Q. Notice that Q1 is a monoid,
and Q1/P 6= 0 is annihilated by mP . Especially, mPQ1 = mP . Moreover, the induced map
P/mP → Q1/mP is injective and Q1 is an integral pointed module, therefore the group P× acts
freely on Q1\mP , i.e. Q1/mP is a free pointed P/mP -module. It follows easily that if we take
I := mP , we do obtain a diagram D(P,mP , Q1) with the sought properties, in this case.
For the general case, let p ⊂ P be a minimal element of SuppQ/P (for the ordering given
by inclusion). Then the induced morphism Pp → Qp still satisfies the conditions of (6.1.56)
(lemma 6.1.21(iv)). Moreover, SuppQp/Pp = {pPp} by remark 6.1.23(vii). By the previous
case, we deduce that there exists a chain of inclusions of integral pointed monoids Pp ⊂ Q′1 ⊂
Qp, such that the resulting diagram D(Pp, pPp, Q′1) is cartesian, and Q
′
1/pPp 6= 0 is a free
pointed Pp/pPp-module. Let e1, . . . , ed be a basis of the latter Pp/pPp-module, with e1 = 1.
Hence, ei ∈ Qp \ pPp for every i = 1, . . . , d, and after multiplying e2, . . . , ed by a suitable
element of P \ p, we may assume that each ei is the image in Qp of an element ei ∈ Q.
Moreover, for every i, j ≤ d, either eiej = 0, or else there exist aij ∈ Pp and k(i, j) ≤ d
such that eiej = aijek(i,j). Furthermore, fix a system of generators x1, . . . , xr for p; then, for
every i ≤ r and every j ≤ d we have xiej ∈ pPp. Again, after multiplying e2, . . . , ed by some
c ∈ P \p, we may assume that aij ∈ P for every i, j ≤ d, and moreover that xiej lies in the
image of p for every i ≤ r and j ≤ d.
And if we multiply yet again e2, . . . , ed by a suitable element of P \p, we may finally reach a
system of elements e1, . . . , ed ∈ Q such that e1 = 1 and :
• For every i, j ≤ d, we have either eiej = 0 or else eiej = aijek(i,j).
• xiej ∈ p for every i ≤ r and j ≤ d.
Clearly these elements span a P -module Q1 which is a monoid containing P and contained in
Q; moreover, by construction we have pQ1 = p, hence the resulting diagram D(P, p, Q1) is
cartesian. Notice also that (Q1/p)p ≃ Q′1/pPp, and that P/p = P ′◦ , where P ′ := P \p is an
integral (non-pointed) monoid. To conclude it suffices now to apply the following
Claim 6.1.59. Let P ′ be an integral non-pointed monoid, S a pointed P ′◦ -module, and e :=
(e1, . . . , ed) a system of generators for S. Suppose that S ⊗P ′◦ P ′gp◦ is a free pointed P ′gp◦ -
module, and the image of e is a basis for this module. Then S is a free pointed P ′◦ -module, with
basis e.
Proof of the claim. If e is not a basis, we have a relation in S of the type a1e1 = a2e2, for
some a1, a2 ∈ P ′. This relation must persist in S ⊗P ′◦ P ′gp◦ , and implies that a1 = a2 = 0 in
P ′gp◦ . However, under the stated assumptions the localization map P
′
◦ → P ′gp◦ is injective, a
contradiction. 
6.2. Integral monoids. We begin presently the study of a special class of monoids, the integral
non-pointed monoids, and the subclass of saturated monoids (see definition 4.8.40(iii)). Later,
we shall complement this section with further results on fine monoids (see sections 6.4 and
12.5). Throughout this section, all the monoids under consideration shall be non-pointed.
Definition 6.2.1. Let ϕ : M → N be a morphism of monoids.
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(i) ϕ is said to be integral if, for any integral monoid M ′, and any morphism M → M ′,
the push-outN ⊗M M ′ is integral.
(ii) ϕ is said to be strongly flat (resp. strongly faithfully flat) if the induced morphism
Z[ϕ] : Z[M ]→ Z[N ] is flat (resp. faithfully flat).
Lemma 6.2.2. Let f : M → N and g : N → P be two morphisms of monoids.
(i) If f and g are integral (resp. strongly flat), the same holds for g ◦ f .
(ii) If f is integral (resp. strongly flat), and M → M ′ is any other morphism, then the
morphism 1M ′ ⊗M f : M ′ →M ′ ⊗M N is integral (resp. strongly flat).
(iii) If f is integral, and S ⊂ M and T ⊂ N are any two submonoids such that f(S) ⊂ T ,
then the induced morphism S−1M → T−1N is integral.
(iv) If S ⊂M is any submonoid, the natural mapM → S−1M is strongly flat.
(v) If f is integral, then the same holds for f int, and the natural mapM int ⊗M N → N int
is an isomorphism.
(vi) The unit of adjunctionM → M int is an integral morphism.
Proof. (i) is obvious. Assertion (ii) for integral maps is likewise clear, and (ii) for strongly flat
morphisms follows from (4.8.52). Assertion (iv) follows immediately from (4.8.53).
(iii): Let S−1M → M ′ be any map of integral monoids; in view of lemma 4.8.34, we have
P :=M ′ ⊗S−1M T−1N ≃ T−1(M ′ ⊗M N), hence P is integral, which is the claim.
(v): The second assertion follows easily by comparing the universal properties (details left to
the reader); using this and and (ii), we deduce that f int is integral.
(vi) is left to the reader. 
Theorem 6.2.3. Let ϕ : M → N be a morphism of integral monoids. Consider the following
conditions :
(a) ϕ is integral.
(b) ϕ is flat (see remark 4.8.23(vi)).
(c) ϕ is flat and injective.
(d) ϕ is strongly flat.
(e) For every field k, the induced map k[ϕ] : k[M ]→ k[N ] is flat.
Then : (e)⇔ (d)⇔ (c)⇒ (b)⇔ (a).
Proof. This result appears in [79, Prop.4.1(1)], with a different proof.
(a)⇒(b): Let I ⊂ M be any ideal; we consider theM-module :
R(M, I) :=
⊕
n∈N
In
where In denotes, for each n ∈ N, the n-th power of I in the monoid (P(M), ·) of (6.1.1).
Then there exists an obvious multiplication law on R(M, I), such that the latter is a N-graded
integral monoid, and the inclusion M → R(M, I) in degree zero is a morphism of monoids.
We call R(M, I) the Rees monoid associated withM and I .
Denote also by j : R(M, I)→M ×N the natural inclusion map. By assumption, the monoid
R(M, I) ⊗M N is integral. However, the natural map R(M, I) ⊗M N → (R(M, I) ⊗M N)gp
factors through j⊗MN . The latter means that, for every n ∈ N, the induced map In⊗MN → N
is injective. Then the assertion follows from proposition 6.1.41 and remark 4.8.21(ii).
(b)⇒(a): Let M → M ′ be any morphism of integral monoids; we need to show that the
natural mapM ′ ⊗M N → M ′gp ⊗Mgp Ngp is injective (see remark 6.1.26(i)). The latter factors
through the morphism M ′ ⊗M N → M ′gp ⊗M N , which is injective by theorem 6.1.43 and
remark 4.8.21(ii). We are thus reduced to proving the injectivity of the natural map :
M ′gp ⊗Mgp (Mgp ⊗M N)→M ′gp ⊗Mgp Ngp.
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By comparing the respective universal properties, it is easily seen that Mgp ⊗M N is the lo-
calization ϕ(M)−1N , which of course injects into Ngp. Then the contention follows from the
following general :
Claim 6.2.4. LetG be a group, T → T ′ an injective morphism of monoids,G→ P a morphism
of monoids. Then the natural map P ⊗G T → P ⊗G T ′ is injective.
Proof of the claim. This follows easily from remark 6.1.26(i) and lemma 4.8.31(ii). ♦
(d)⇒(e) and (c)⇒(b) are trivial.
(e)⇒(c): The flatness of ϕ has already been noticed in remark 6.1.36(ii). To show that ϕ is
injective, let a1, a2 ∈ M and let k be any field. Under assumption (e), the image in k[N ] of
the annihilator Annk[M ](a1 − a2) generates the ideal Annk[N ](ϕ(a1)− ϕ(a2)). Set b := a1a−12 ;
it follows that Annk[Mgp](1 − b) generates Annk[Ngp](1 − ϕ(b)). However, one checks easily
that the annihilator of 1 − b in k[Mgp] is either 0 if b is not a torsion element of Mgp, or else
is generated (as an ideal) by 1 + b + · · · + bn−1, where n is the order of b in the group Mgp.
Now, if ϕ(a1) = ϕ(a2), we have ϕ(b) = 1, hence the annihilator of 1 − b cannot be 0, and in
fact k[Ngp] = Annk[Ngp](1 − ϕ(b)) = nk[Ngp]. Since k is arbitrary, it follows that n = 1, i.e.
a1 = a2.
(c)⇒(d): since ϕ is injective, N◦ is an integral pointed M◦-module, so the assertion is a
special case of proposition 6.1.53. 
Remark 6.2.5. (i) Let G be a group; then every morphism of monoids M → G is integral.
Indeed, lemma 6.2.2(i,vi) reduces the assertion to the case whereM is integral, in which case it
is an immediate consequence of theorem 6.2.3 and example 6.1.24(vi).
(ii) LetM be an integral monoid, and S a flat pointedM◦-module. From theorem 6.1.43 we
see that T := S\{0} is anM-submodule of S, hence S = T◦.
(iii) Let ϕ : M → N be a morphism of integral monoids, and set Γ := Cokerϕgp; then
the natural map π : N → Γ defines a grading on N (see definition 4.8.8(i)), which we call the
ϕ-grading. As usual, we shall write Nγ instead of π
−1(γ), for every γ ∈ Γ. We shall use the
additive notation for the composition law of Γ; especially, the neutral element shall be denoted
by 0. Clearly ϕ factors through a morphism of monoidsM → N0, and each graded summand
Nγ is naturally aM-module.
(iv) With the notation of (iii), we claim that the induced morphism ϕ : ϕ(M) → N is flat
(hence strongly flat, by theorem 6.2.3), if and only ifNγ is a filtered union of cyclicM-modules,
for every γ ∈ Γ. Indeed, notice that a cyclic M-submodule of Nγ is a free ϕ(M)-module of
rank one (since N is integral), hence the condition implies that Nγ is a flat ϕ(M)-module,
hence ϕ flat. Conversely, suppose that ϕ is flat, and let n1, n2 ∈ Nγ (for some γ ∈ Γ); this
means that there exist a1, a2 ∈ M such that ϕ(a1)n1 = ϕ(a2)n2 in N . Then, condition (F2) of
theorem 6.1.43 says that there exist n′ ∈ N and b1, b2 ∈ M such that ni = ϕ(bi)n′ for i = 1, 2;
especially, n′ ∈ Nγ , which shows that Nγ is a filtered union of cyclicM-modules.
(v) With the notation of (iii), notice as well, that a morphismϕ :M → N of integral monoids
is exact (see definition 4.8.40(i)) if and only if Kerϕgp ⊂ M and ϕ induces an isomorphism
M/Kerϕgp
∼→ N0. (Details left to the reader.)
Theorem 6.2.6. Let M → N be a finite, injective morphism of integral monoids, and S a
pointedM◦-module. Then S isM◦-flat if and only if N◦ ⊗M◦ S is N◦-flat.
Proof. In light of theorem 6.1.43, we may assume that N◦ ⊗M◦ S is N◦-flat, and we shall show
that S is M◦-flat. To this aim, let 1 denote the trivial monoid (the initial and final object in
the category of monoids); any pointed M◦-module X is a pointed 1◦-module by restriction of
scalars, and if X and Y are any two pointedM◦-modules, we define aM◦-module structure on
X ⊗1◦ Y by the rule
a · (x⊗ y) := ax⊗ ay for every a ∈M◦, x ∈ X and y ∈ Y .
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With this notation, we remark :
Claim 6.2.7. Let ϕ : M → G be a morphism of monoids, where G is a group and M is
integral. Then a pointed M◦-module S is M◦-flat if and only if the same holds for the M◦-
module S ⊗1◦ G◦.
Proof of the claim. Suppose that S is M◦-flat; then S = T◦ for some M-module T (remark
6.2.5(ii)), and it is easily seen that S⊗1◦G◦ = (T ×G)◦. By theorem 6.1.43, it suffices to check
that conditions (F1) and (F2) of lemma 6.1.42 hold for (T ×G)◦.
Hence, suppose that a ∈ M◦ and h ∈ (T × G)◦ satisfy the identity ah = 0; in this case, a
simple inspection shows that either a = 0 or h = 0; condition (F1) follows straightforwardly.
To check (F2), say that a1 · (s1, g) = a2 · (s2, g2) 6= 0, for some ai ∈ M , si ∈ S, gi ∈ G
(i = 1, 2); since (F2) holds for S, we may find b1, b2 ∈ M and t ∈ S such that a1b1 = a2b2 and
bit = si (i = 1, 2). Notice that g := ϕ(b1)
−1g1 = ϕ(b2)
−1g2 in G, therefore bi · (t, g) = (si, gi)
for i = 1, 2, whence the contention.
Conversely, suppose that S⊗1◦ G◦ isM◦-flat; we wish to show that (F1) and (F2) hold for S.
However, suppose that as = 0 for some a ∈ M◦ and s ∈ S with s 6= 0; then a · (s ⊗ e) = 0
(where e ∈ G is the neutral element); since (F1) holds for S ⊗1◦ G◦, we deduce that there exist
b ∈M◦ and t⊗ g ∈ S⊗1◦ G◦ such that ba = 0 and s⊗ e = b · (t⊗ g) = bt⊗ϕ(b)g; this implies
that bt = s, so (F1) holds for S, as sought.
Lastly, suppose that a1s1 = a2s2 6= 0 for some ai ∈ M and si ∈ S (i = 1, 2). It follows that
a1 · (s1 ⊗ ϕ(a2)) = a2 · (s2 ⊗ ϕ(a1)). By applying condition (F2) to this identity in S ⊗1◦ G◦,
we deduce that the same condition holds also for S. ♦
Next, we observe that there is a natural isomorphism of N◦-modules :
(6.2.8) N◦ ⊗M◦ (S ⊗1◦ Ngp◦ ) ∼→ (N◦ ⊗M◦ S)⊗1◦ Ngp◦ n⊗ (s⊗ g) 7→ (n⊗ s)⊗ ϕ(n)g
whose inverse is given by the rule : (n⊗ s)⊗ g 7→ n⊗ (s⊗ ϕ(n)−1g) for every n ∈ N , s ∈ S,
g ∈ Ngp◦ . We leave to the reader the verification that these maps are well defined, and they are
inverse to each other. In view of (6.2.8) and claim 6.2.7, we may then replace S by S ⊗1◦ Ngp◦ ,
which allows to assume that S is an integral pointed M◦-module and N◦ ⊗M◦ S is an integral
pointedN◦-module. In this case, in view of proposition 6.1.53 we know that Z〈N◦ ⊗M◦ S〉 is a
flat Z〈N◦〉-module, and it suffices to show that Z〈S〉 is a flat Z〈M◦〉-module.
However, under our assumptions, the ring homomorphism Z〈M◦〉 → Z〈N◦〉 is finite and
injective, so the assertion follows from [62, Part II, Th.1.2.4] and (6.1.33). 
Lemma 6.2.9. LetM be an integral monoid, and S ⊂M a submonoid. We have :
(i) The natural map S−1M sat → (S−1M)sat is an isomorphism.
(ii) IfM is saturated, thenM/S is saturated, and if S is a group, also the converse holds.
(iii) The inclusion mapM →M sat is a local morphism.
(iv) The inclusionM ⊂M sat induces a natural bijection :
SpecM sat
∼→ SpecM.
Proof. (i) and (iii) are left to the reader. For (ii), the natural isomorphism S−1M/Sgp
∼→M/S,
together with (i), reduces to the case where S is a group, in which case it suffices to remark that
(M/S)sat = M sat/S. Lastly, to show (iv) it suffices to prove that, for any face F ⊂ M , the
submonoid F sat ⊂ M sat is a face, and F sat ∩M = F , and that every face of M sat is of this
form. These assertions are easy exercises, which we leave as well to the reader. 
Lemma 6.2.10. Let M be a saturated monoid such that M ♯ is fine. Then there exists an iso-
morphism of monoids :
M
∼→M ♯ ×M×
456 OFER GABBER AND LORENZO RAMERO
and if M is fine,M× is a finitely generated abelian group. Moreover, the projectionM → M ♯
induces a bijection :
SpecM ♯
∼→ SpecM : p 7→ p×M×.
Proof. Under the stated assumptions, G := Mgp/M× is a free abelian group of finite rank,
hence the projection Mgp → G admits a splitting σ : G → Mgp. Set M0 := M ∩ σ(G); it is
easily seen that M = M0 ×M×, whence M0 ≃ M ♯. If M is fine, Mgp is a finitely generated
abelian group, hence the same holds for its direct factor M×. The last assertion can be proven
directly, or can be regarded as a special case of lemma 6.1.17(i.b). 
Definition 6.2.11. Let ϕ : M → N be a morphism of integral monoids.
(i) We say that ϕ is k-saturated (for some integer k > 0), if the push-out P ⊗M N is
integral and k-saturated, for every morphismM → P with P integral and k-saturated.
(ii) We say that ϕ is saturated, if the following holds. For every morphism of monoids
M → P such that P is integral and saturated, the monoid P ⊗M N is also integral and
saturated.
Clearly, if ϕ is k-saturated for every integer k > 0, then ϕ is saturated.
Lemma 6.2.12. Let ϕ : M → N be a morphism of integral monoids, and S ⊂ M , T ⊂ N two
submonoids such that ϕ(S) ⊂ T . The following holds :
(i) The localization mapM → S−1M is saturated.
(ii) If ϕ is saturated, the same holds for the morphisms S−1M → T−1N andM/S → N/T
induced by ϕ.
(iii) If S and T are two groups, then ϕ is saturated if and only if the same holds for the
induced morphismM/S → N/T .
(iv) If ϕ is saturated, then the natural map N ⊗M M sat → N sat is an isomorphism.
Proof. (i) follows from the standard isomorphism : S−1M ⊗M N ∼→ ϕ(S)−1N , together with
lemma 6.2.9(i). Next, letM/S → P and S−1M → Q be morphisms of monoids. Then
P ⊗M/S N/T ≃ (P ⊗M N)/T and Q⊗S−1M T−1N ≃ T−1(Q⊗M N)
(lemma 4.8.34) so assertions (ii) and (iii) follow from lemma 6.2.9(i,ii).
(iv) follows by comparing the universal properties. 
Example 6.2.13. (i) LetM be an integral monoid, I ⊂ M an ideal, and consider again the Rees
monoidR(M, I) of the proof of theorem 6.2.3. Clearly R(M, I) is an integral monoid. However,
easy examples show that, even when M is saturated, R(M, I) is not generally saturated. More
precisely, the following holds. For every ideal J ⊂M , set
J sat := {a ∈ Mgp | an ∈ Jn for some integer n > 0}
where Jn denotes the n-th power of J in the monoid (P, ·) of (6.1.1). Then J sat is an ideal of
M sat. With this notation, we have the identity :
R(M, I)sat =
⊕
n∈N
(In)sat.
(Verification left to the reader.)
(ii) For instance, take M := Q⊕2+ , and let I ⊂ M be the ideal consisting of all pairs (x, y)
such that x + y > 1. Then In = {(x, y) ∈ Q⊕2+ | x + y > n}, and it is easily seen that
In = (In)sat for every n ∈ N, hence in this case R(M, I) is saturated, in view of (ii). It is easily
seen that R(M, I) does not fulfill condition (F2) of lemma 6.1.42, hence the natural inclusion
map i : M → R(M, I) is not flat (theorem 6.1.43), hence it is not an integral morphism,
according to theorem 6.2.3. On the other hand, we have :
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Lemma 6.2.14. With the notation of example 6.2.13(ii), the morphism i is saturated.
Proof. We prefer to work with the multiplicative notation, so we shall argue with the monoid
(expQ⊕2+ , ·) (see (6.1)). Indeed, let ϕ : M → P be any morphism of monoids, with P saturated.
Clearly R(M, I) is the direct sum of the P -modules P ⊗M In, for all n ∈ N.
Claim 6.2.15. The natural map P ⊗M In → InP is an isomorphism, for every n ∈ N
Proof of the claim. Indeed, the map is obviously surjective. Hence, suppose that a1x1 = a2x2
for some a1, a2 ∈ In, x1, x2 ∈ P such that x1⊗a1 = x2⊗a2. For every ϑ ∈ Q with 0 ≤ ϑ ≤ 1,
set aϑ := a
ϑ
1 · a1−ϑ2 and notice that
xϑ := a1a
−1
ϑ x1 = a2a
−1
ϑ x2 ∈ P gp
and if N ∈ N is large enough, so that Nϑ ∈ N, then xNϑ = xNϑ1 xNϑ2 ∈ P , hence xϑ ∈ P .
Next, for any (a, b), (a′, b′) ∈ Q⊕2+ , set (a, b) ∨ (a′, b′) := (min(a, a′),min(b, b′)). Choose an
increasing sequence 0 := ϑ0 < ϑ1 < · · · < ϑn := 1 of rational numbers, such that
bi := aϑi ∨ aϑi+1 ∈ In for every i = 0, . . . , n− 1.
Then there exist ci, di ∈ Q⊕2+ such that aϑi = bici and aϑi+1 = bidi for i = 0, . . . , n − 1. We
may then compute in In ⊗M P :
aϑi ⊗ xϑi = bici ⊗ xϑi = bi ⊗ cixϑi and likewise aϑi+1 ⊗ xϑi+1 = bi ⊗ dixϑi+1.
By construction, we have cixϑi = dixϑi+1 for i = 0, . . . , n− 1, whence the contention. ♦
In view of claim 6.2.15, we are reduced to showing thatR(P, IP ) is saturated, and by example
6.2.13, this comes down to proving that (InP )sat = InP for every n ∈ N. However, say that
x ∈ P gp, and xn = a1x1 · · · anxn for some ai ∈ I and xi ∈ P ; set a := (a1 · · · an)1/n,
and notice that a ∈ I . Then xn = an · x1 · · ·xn, so that xa−1 ∈ P , and finally x ∈ IP , as
required. 
Lemma 6.2.14 shows that a saturated morphism is not necessarily integral. Notwithstanding,
we shall see later that integrality holds for an important class of saturated morphisms (corollary
6.4.4). Now we wish to globalize the class of saturated morphisms, to an arbitrary topos. Of
course, we could define the notion of saturated morphism of T -monoids, just by repeating word
by word definition 6.2.11(ii). However, it is not clear that the resulting condition would be of
a type which can be checked on stalks, in the sense of definition 4.7.11(v). For this reason, we
prefer to proceed as in Tsuji’s work [109].
Lemma 6.2.16. Let T be a topos, ϕ : M → N and ψ : N → P two morphisms of integral
T -monoids. We have:
(i) If ϕ and ψ are exact, the same holds for ψ ◦ ϕ.
(ii) If ψ ◦ ϕ is exact, the same holds for ϕ.
(iii) Consider a commutative diagram of integral T -monoids :
(6.2.17)
M
ϕ //
ψ

N
ψ′

M ′
ϕ′ // N ′.
Then the following holds :
(a) If (6.2.17) is a cartesian diagram and ϕ′ is exact, then ϕ is exact.
(b) If (6.2.17) is cocartesian (in the category Int.MndT ) and ϕ is exact, then ϕ
′ is
exact.
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Proof. For all these assertions, remark 4.8.41(ii) easily reduces to the case where T = Set,
which therefore we assume from start. Now, (i) and (ii) are left to the reader.
(iii.a): Let x ∈ Mgp such that ϕgp(x) ∈ N ; hence (ϕ′ ◦ ψ)gp(x) = ψ′(ϕgp(x)) ∈ N ′, and
therefore ψgp(x) ∈M ′, since ϕ′ is exact. It follows that x ∈M , so ϕ is exact.
(iii.b): Let x ∈ (M ′)gp such that (ϕ′)gp(x) ∈ N ′; then we may write (ϕ′)gp(x) = ϕ′(y) ·ψ′(z)
for some y ∈ M ′ and z ∈ N . Therefore, (ϕ′)gp(xy−1) = ψ′(z); since the functor P 7→ P gp
commutes with colimits, it follows that we may find w ∈ Mgp such that ψgp(w) = xy−1 and
ϕgp(w) = z. Since ϕ is exact, we deduce that w ∈ M , therefore xy−1 ∈ M ′, and finally
x ∈M ′, whence the contention. 
6.2.18. Let T be a topos; for two morphisms P ← M → N of integral T -monoids, we set
N
int⊗M P := (N ⊗M P )int
which is the push-out of these morphisms, in the category Int.MndT . Notice that, for every
morphism f : T ′ → T of topoi, the natural morphism of T ′-monoids
(6.2.19) f ∗(N
int⊗M P )→ f ∗N int⊗f∗M f ∗P
is an isomorphism (by lemmata 4.8.45(i) and 4.8.46(i)).
Let now ϕ : M → N be a morphism of integral T -monoids. For any integer k > 0, let
kM and kN be the k-Frobenius maps of M and N (definition 4.8.40(ii)), and consider the
cocartesian diagram :
(6.2.20)
M
kM //
ϕ

M
ϕ′

N
kM
int
⊗M1N // P.
The endomorphism kN factors through kM
int⊗M 1N and a unique morphism β : P → N such
that β ◦ ϕ′ = ϕ. A simple inspection shows that kP = (kM ⊗M 1N) ◦ β. Now, if kM is exact,
then the same holds for kM
int⊗M 1N , in view of lemma 6.2.16(iii.b). Hence, if P is k-saturated,
then β is exact (lemma 6.2.16(ii)), and if M is k-saturated, also the converse holds. Likewise,
ifM is k-saturated and β is exact, then N is k-quasi-saturated.
These considerations motivate the following :
Definition 6.2.21. Let T be a topos, ϕ : M → N a morphism of integral T -monoids.
(i) A commutative diagram of integral T -monoids :
M
ϕ //

N

M ′
ϕ′ // N ′
is called an exact square, if the induced morphismM ′
int⊗M N → N ′ is exact.
(ii) ϕ is said to be k-quasi-saturated if the commutative diagram :
(6.2.22)
M
ϕ //
kM

N
kN

M
ϕ // N
is an exact square (the vertical arrows are the k-Frobenius maps).
(iii) ϕ is said to be quasi-saturated if it is k-quasi-saturated for every integer k > 0.
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Proposition 6.2.23. Let T be a topos.
(i) If (6.2.17) is an exact square, and M → P is any morphism of integral T -monoids,
the square P
int⊗M (6.2.17) is exact.
(ii) Consider a commutative diagram of integral T -monoids :
(6.2.24)
M
ϕ1 //
ψ

N

ϕ2 // P
ψ′

M ′
ϕ′1 // N ′
ϕ′2 // P ′
and suppose that the left and right square subdiagrams of (6.2.24) are exact. Then the
same holds for the square diagram :
M
ϕ2◦ϕ1 //
ψ

P
ψ′

M ′
ϕ′2◦ϕ
′
1 // P ′.
Proof. (i): We have a commutative diagram :
(P
int⊗M M ′) int⊗M N σ //
ω

P
int⊗M (M ′ int⊗M N)
1P
int
⊗Mα
(P
int⊗M M ′) int⊗P (P int⊗M N) β // P int⊗M N ′
where ω, σ are the natural isomorphisms, and β and α : M ′
int⊗M N → N ′ are the natural maps.
By assumption, α is exact, hence the same holds for 1P
int⊗M α, by lemma 6.2.16(iii.b). So β is
exact, which is the claim.
(ii): Let α : M ′
int⊗M N → N ′ and β : N ′ int⊗N P → P ′ be the natural maps; by assumptions,
these are exact morphisms. However, we have a natural commutative diagram :
(M ′
int⊗M N) int⊗N P ω //
α
int
⊗N1P 
M ′
int⊗M P
γ

N ′
int⊗N P β // P ′
where ω is the natural isomorphism, and γ is the map deduced from ψ′ and ϕ′2 ◦ ϕ′1. Then the
assertion follows from lemma 6.2.16(i,iii.b). 
Corollary 6.2.25. Let T be a topos, ϕ : M → N , ψ : N → P two morphisms of integral
T -monoids, and h, k > 0 any two integers. The following holds :
(i) If ϕ is both h-quasi-saturated and k-quasi-saturated, then ϕ is hk-quasi-saturated.
(ii) If ϕ and ψ are k-quasi-saturated, the same holds for ψ ◦ ϕ.
(iii) IfM → P is any map of integral T -monoids, and ϕ is k-quasi-saturated (resp. quasi-
saturated), then the same holds for ϕ
int⊗M 1P : P → N int⊗M P .
(iv) Let S ⊂ ϕ−1(N×) be a T -submonoid. Then ϕ is k-quasi-saturated (resp. quasi-
saturated) if and only if the same holds for the induced map ϕS : S
−1M → N .
(v) Let G ⊂ Kerϕ be a subgroup. Then ϕ is k-quasi-saturated (resp. quasi-saturated) if
and only if the same holds for the induced map ϕ : M/G→ N .
(vi) ϕ is quasi-saturated if and only if it is p-quasi-saturated for every prime number p.
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(vii) M is k-saturated (resp. saturated) if and only if the unique morphism of T -monoids
{1} →M is k-quasi-saturated (resp. quasi-saturated).
(viii) If ϕ is k-quasi-saturated (resp. quasi-saturated), and M is k-saturated (resp. satu-
rated), then N is k-saturated (resp. saturated).
(ix) IfM is integral, and N is a T -group, ϕ is quasi-saturated.
Proof. (i) and (ii) are straightforward consequences of proposition 6.2.23(ii).
To show (iii), set P ′ := N
int⊗M P and let us remark that we have a commutative diagram
P
ϕ
int
⊗M1P

// P 1 //

P
ϕ
int
⊗M1P

P ′ // P 2 // P
′
such that :
• the composition of the top (resp. bottom) arrows is the k-Frobenius map
• the left square subdiagram is (6.2.22) int⊗M P
• the right square subdiagram is cocartesian (hence exact).
then the assertion follows from proposition 6.2.23.
(iv): Suppose that ϕ is k-quasi-saturated. Then the same holds for S−1ϕ : S−1M →
S−1M
int⊗M N , according to (iii). However, we have a natural isomorphism S−1M int⊗M N ∼→
ϕ(S)−1N = N , so ϕS is k-quasi-saturated.
Conversely, suppose that ϕS is k-quasi-saturated. By (ii), in order to prove that the same
holds for ϕ, it suffices to show that the localisation mapM → S−1M is k-quasi-saturated. But
this is clear, since (6.2.22) becomes cocartesian if we take for ϕ the localisation map.
(v): To begin with,M/G is an integral monoid, by lemma 4.8.38. Suppose that ϕ is k-quasi-
saturated. Arguing as in the proof of (iv) we see that the natural map N → (M/G) int⊗M N is an
isomorphism, hence ϕ is k-quasi-saturated, by (iii).
Conversely, suppose that ϕ is k-quasi-saturated. By (ii), in order to prove that ϕ is saturated,
it suffices to show that the same holds for the projection M → M/G. By (iii), we are further
reduced to showing that the unique map G→ {1} is k-quasi-saturated, which is trivial.
(vi) is a straightforward consequence of (i). Assertion (vii) can be verified easily on the
definitions. Next, suppose that ϕ is quasi-saturated and M is saturated. By (ii) and (vii) it
follows that the unique morphism {1} → N is quasi-saturated, hence (vii) implies that N is
saturated, so (viii) holds.
(ix): In view of (iv), we are reduced to the case where M is also a group, in which case the
assertion is obvious. 
Proposition 6.2.26. Let ϕ : M → N be an integral morphism of integral monoids, k > 0 an
integer. The following conditions are equivalent :
(a) ϕ is k-quasi-saturated.
(b) ϕ is k-saturated.
(c) The push-out P of the cocartesian diagram (6.2.20), is k-saturated.
Proof. (a)⇒(b) by virtue of corollary 6.2.25(iii,viii), and trivially (b)⇒(c). Lastly, the implica-
tion (c)⇒(a) was already remarked in (6.2.18). 
Corollary 6.2.27. Let ϕ : M → N be an integral morphism of integral monoids. Then ϕ is
quasi-saturated if and only if it is saturated. 
Proposition 6.2.26 motivates the following :
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Definition 6.2.28. Let T be a topos, ϕ : M → N a morphism of integral T -monoids, k > 0
an integer. We say that ϕ is k-saturated (resp. saturated) if ϕ is integral and k-quasi-saturated
(resp. and quasi-saturated).
In case T = Set, we see that an integral morphism of integral monoids is saturated in the
sense of definition 6.2.28, if and only if it is saturated in the sense of the previous definition
6.2.11. We may now state :
Corollary 6.2.29. Let P(T, ϕ) be the property “ϕ is an integral (resp. exact, resp. k-saturated,
resp. saturated) morphism of integral T -monoids” (for a topos T ). Then P can be checked on
stalks. (See definition 4.7.11(v).)
Proof. The fact that integrality of a T -monoid can be checked on stalks, has already been es-
tablished in lemma 4.8.46(ii). For the property “ϕ is an integral morphism” (between integral
T -monoids), it suffices to apply theorem 6.2.3 and proposition 4.8.26.
For the property “ϕ is exact” one applies lemma 4.8.46(iii). From this, and from (6.2.19) one
deduces that also the properties of k-saturation and saturation can be checked on stalks. 
Lemma 6.2.30. Let f : M → N be a morphism of integral monoids. We have :
(i) If f is exact, then f is local.
(ii) Conversely, if f is an integral and local morphism, then f is exact.
Proof. (i) is left to the reader as an exercise.
(ii): Suppose x ∈ Mgp is an element such that b := fS(x) ∈ N . Write x = z−1y for certain
y, z ∈ M ; therefore b · f(z) = f(y) holds in N , and theorems 6.2.3, 6.1.43 imply that there
exist c ∈ N and a1, a2 ∈ M , such that 1 = c · f(a1), b = c · f(a2) and ya1 = za2. Since f is
local, we deduce that a1 ∈M×, hence x = a−11 a2 lies inM . 
Proposition 6.2.31. Let f : M → N be an integral map of integral monoids, k > 0 an integer,
and N =
⊕
γ∈ΓNγ the f -grading of N (see remark 6.2.5(iii)). Then the following conditions
are equivalent :
(a) f is k-quasi-saturated.
(b) Nkγ = N
k
γ for every γ ∈ Γ. (Here the k-th power of subsets of N is taken in the
monoid P(N), as in (6.1.1).)
Proof. (a)⇒(b): Let π : Ngp → Γ be the projection, suppose that y ∈ Nkγ for some γ ∈ Γ,
and pick x ∈ Ngp such that π(x) = γ. This means that y = xk · f gp(z) for some z ∈ Mgp.
By (a), it follows that we may find a pair (a, b) ∈ M × N and an element w ∈ Mgp, such
that (aw−k, bw) = (z, x) in Mgp × Ngp. Especially, b, b · f(a) ∈ Nγ , and consequently y =
bk−1 · (b · f(a)) ∈ Nkγ , as stated.
(b)⇒(a): Let S := f−1(N×); by lemmata 6.2.30(ii) and 6.2.2(iii), the induced map fS :
S−1M → N is exact and integral. Moreover, by corollary 6.2.25(iv), f is k-quasi-saturated if
and only if the same holds for fS , and clearly the f -grading of N agrees with the fS-grading.
Hence we may replace f by fS and assume from start that f is exact. In this case, G :=
Ker f gp ⊂ M , and corollary 6.2.25(v) says that f is k-quasi-saturated if and only if the same
holds for the induced map f : M/G→ N ; moreover f is still integral, since it is deduced from
f by push-out along the map M → M/G. Hence we may replace f by f , thereby reducing to
the case where f is injective. Also, f is flat, by theorem 6.2.3. The assertion boils down to the
following. Suppose that (x, y) ∈Mgp ×Ngp is a pair such that a := f gp(x) · yk ∈ N ; we have
to show that there exists a pair (m,n) ∈M ×N whose class in the push-out P of the diagram
N
f←−M kM−−−→M
agrees with the image of (x, y) in P gp. However, set γ := π(y), and notice that a ∈ Nkγ , hence
we may write a = n1 · · ·nk for certain n1, . . . , nk ∈ Nγ . Then, according to remark 6.2.5(iv),
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we may find n ∈ Nγ and x1, . . . , xk ∈ M such that ni = n · f(xi) for every i = 1, . . . , k. It
follows that y · n−1 ∈ f gp(Mgp), say y = n · f(z) for some z ∈ Mgp. Set m := x1 · · ·xk; then
(x, y) = (x, n · f(z)) represents the same class as (x · zk, n) in P gp. Especially, f(x · zk) · nk =
a = f(m) · nk, hence m = x · nk, since f is injective. The claim follows. 
Corollary 6.2.32. Let f : M → N be an integral and local morphism of integral and sharp
monoids. Then :
(i) f is exact and injective.
(ii) If furthermore, f is saturated, then Coker f gp is a torsion-free abelian group.
Proof. (i): It follows from lemma 6.2.31 that f is exact. Next, suppose that f(a1) = f(a2)
for some a1, a2 ∈ M . By theorem 6.2.3 and 6.1.43, it follows that there exist b1, b2 ∈ M and
t ∈ N such that 1 = f(b1)t = f(b2)t and a1b1 = a2b2. Since N is sharp, we deduce that
f(b1) = f(b2) = 1, and since f is local and M is sharp, we get b1 = b2 = 1, thus a1 = a2,
whence x = 1, which is the contention.
(ii): Let us endow N with its f -grading. Suppose now that g ∈ G is a torsion element, and
say that gk = 1 in G for some integer k > 0; by propositions 6.2.31 and 6.2.26, we then have
N1 = N
k
g . Especially, there exist a1, . . . , ak ∈ Ng, such that a1 · · · ak = 1. Since N is sharp,
we must have ai = 1 for i = 1, . . . , k, hence g = 1. 
Corollary 6.2.33. Let ϕ : M → N be a morphism of integral monoids, F ⊂ N any face, and
ϕF : ϕ
−1F → F the restriction of ϕ.
(i) If ϕ is flat, then the same holds for ϕF , and the induced map Cokerϕ
gp
F → Cokerϕgp
is injective.
(ii) If ϕ is saturated, the same holds for ϕF .
Proof. (i): The fact that ϕF is flat, is a special case of corollary 6.1.52. The assertion about
cokernels boils down to showing that the induced diagram of abelian groups :
(ϕ−1F )gp
ϕgpF //

F gp

Mgp
ϕgp // Ngp
is cartesian. However, say that ϕgp(a1a
−1
2 ) = f1f
−1
2 for some a1, a2 ∈ M and f1, f2 ∈ F . This
means that ϕ(a1)f2 = ϕ(a2)f1 inN ; by condition (F2) of theorem 6.1.43, we deduce that there
exist b1, b2 ∈ M and t ∈ N such that b2a1 = b1a2 and fi = t · ϕ(bi) (i = 1, 2). Since F is a
face, it follows that b1, b2 ∈ ϕ−1F , hence a1a−12 = b1b−12 ∈ (ϕ−1F )gp, as required.
(ii): By (i), the morphism ϕF is integral, hence it suffices to show that ϕF quasi-saturated
(proposition 6.2.26), and to this aim we shall apply the criterion of proposition 6.2.31. Indeed,
let N =
⊕
γ∈ΓNγ (resp. F =
⊕
γ∈ΓF
Fγ) be the ϕ-grading (resp. the ϕF -grading); according
to (i), the induced map j : ΓF → Γ is injective. This means that Fγ = F ∩ Nj(γ) for every
γ ∈ ΓF . Hence, for every integer k > 0 we may compute
Fkγ = F ∩Nkj(γ) = (F ∩Nj(γ))k = F kγ
where the first identity follows by applying proposition 6.2.31 (and proposition 6.2.26) to the
saturated map ϕ, and the second identity holds because F is a face of N . 
6.3. Polyhedral cones. Fine monoids can be studied by means of certain combinatorial ob-
jects, which we wish to describe. Part of the material that follows is borrowed from [50].
Again, all the monoids in this section are non-pointed.
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6.3.1. Quite generally, a convex cone is a pair (V, σ), where V is a finite dimensionalR-vector
space, and σ ⊂ V is a non-empty subset such that :
R+ · σ = σ = σ + σ
where the addition is formed in the monoid (P(V ),+) as in (6.1.1), and scalar multiplication
by the set R+ is given by the rule :
R+ · S := {r · s | r ∈ R+, s ∈ S} for every S ∈ P(V ).
A subset S ⊂ σ is called a ray of σ, if it is of the form R+ · {s}, for some s ∈ σ\{0}.
We say that (V, σ) is a closed convex cone if σ is closed as a subset of V (of course, V is
here regarded as a topological space via any choice of isomorphism V ≃ Rn). We denote by
〈σ〉 ⊂ V the R-vector space generated by σ. To a convex cone (V, σ) one assigns the dual cone
(V ∨, σ∨), where V ∨ := HomR(V,R), the dual of V , and :
σ∨ := {u ∈ V ∨ | u(v) ≥ 0 for every v ∈ σ}.
Also, the opposite cone of σ is the cone
−σ := {−v ∈ V | v ∈ σ}.
Notice that σ∨ and−σ are always closed cones. Notice as well that the restriction of the addition
law of V determines a monoid structure (σ,+) on the set σ. A map of cones
ϕ : (W,σW )→ (V, σV )
is an R-linear map ϕ : W → V such that ϕ(σW ) ⊂ σV . Clearly, the restriction of ϕ yields a
map of monoids (σW ,+)→ (σV ,+). If S ⊂ V is any subset, we set :
S⊥ := {u ∈ V ∨ | u(s) = 0 for every s ∈ S} ⊂ V ∨.
Lemma 6.3.2. Let (V, σ) be a closed convex cone, Then, under the natural identification V
∼→
(V ∨)∨, we have (σ∨)∨ = σ.
Proof. This follows from [27, Ch.II, §5, n.3, Cor.5]. 
6.3.3. A convex polyhedral cone is a cone (V, σ) such that σ is of the form :
σ := {r1v1 + · · ·+ rsvs ∈ V | ri ≥ 0 for every i ≤ s}
for a given set of vectors v1, . . . , vs ∈ V , called generators for the cone σ. One also says that
{v1, . . . , vs} is a generating set for σ, and that R+ · v1, . . . ,R+ · vs are generating rays for σ.
We say that σ is a simplicial cone, if it is generated by a system of linearly independent vectors.
Lemma 6.3.4. Let (V, σ) be a convex polyhedral cone, S a finite generating set for σ. Then :
(i) For every v ∈ σ there is a subset T ⊂ S consisting of linearly independent vectors,
such that v is contained in the convex polyhedral cone generated by T .
(ii) (V, σ) is a closed convex cone.
Proof. (i): Let T ⊂ S be a subset such that v is contained in the cone generated by T ; up to
replacing T by a subset, we may assume that T is minimal, i.e. no proper subset of T generates
a cone containing v. We claim that T consists of linearly independent vectors. Otherwise, we
may find a linear relation of the form
∑
w∈T aw · w = 0, for certain aw ∈ R, at least one of
which is non-zero; we may then assume that :
(6.3.5) aw > 0 for at least one vector w ∈ T .
Say also that v =
∑
w∈T bw · w with bw ∈ R+; by the minimality assumption on T , we must
actually have bw > 0 for every w ∈ T . We deduce the identity : v =
∑
w∈T (bw − taw) · w for
every t ∈ R; let t0 be the supremum of the set of positive real numbers t such that bw− taw ≥ 0
464 OFER GABBER AND LORENZO RAMERO
for every w ∈ T . In view of (6.3.5) we have t0 ∈ R+; moreover bw− t0aw ≥ 0 for every w ∈ T ,
and bw − t0aw = 0 for at least one vector w, which contradicts the minimality of T .
(ii): In view of (i), we are reduced to the case where σ is generated by finitely many linearly
independent vectors, and for such cones the assertion is clear (details left to the reader). 
6.3.6. A face of a convex cone σ is a subset of the form σ ∩ Ker u, for some u ∈ σ∨. The
dimension (resp. codimension) of a face τ of σ is the dimension of the R-vector space 〈τ〉 (resp.
of the R-vector space 〈σ〉/〈τ〉). A facet of σ is a face of codimension one. Notice that if σ is
a polyhedral cone, and τ is a face of σ, then (V, τ) is also a convex polyhedral cone; indeed if
S ⊂ V is a generating set for σ, then S ∩ τ is a generating set for τ .
Lemma 6.3.7. Let (V, σ) be a convex polyhedral cone. Then the faces of (V, σ) are the same as
the faces of the monoid (σ,+).
Proof. Clearly we may assume that σ 6= {0}. Let F be a face of the polyhedral cone σ, and
pick u ∈ σ∨ such that F = σ ∩Ker u. Then σ \ F = {x ∈ σ | u(x) > 0}, and this is clearly an
ideal of the monoid (σ,+); hence F is a face of (σ,+).
Conversely, suppose that F is a face of (σ,+). First, we wish to show that F is a cone in V .
Indeed, let f ∈ F , and r > 0 any real number; we have to prove that r · f ∈ F . To this aim, it
suffices to show that (r/N) · f ∈ F for some integer N > 0, so that, after replacing r by r/N
for N large enough, we may assume that 0 < r < 1. In this case, (1− r) · f ∈ σ, and we have
f = r · f + (1− r) · f , so that r · f ∈ F , since F is a face of (σ,+).
Next, denote by W ⊂ V the R-vector space spanned by F . Suppose first that V = W , and
consider any m ∈ σ; thenm = f1 − f2 for some f1, f2 ∈ F , hence f1 = f2 +m. Since F is a
face of (σ,+), this implies thatm lies in F , so F = σ in this case, especially F is a face of the
convex polyhedral cone σ.
So finally, we may assume thatW is a proper subspace of V . In this case, letN := σ+(−F ).
We notice that N 6= V . Indeed, ifm ∈ σ and −m ∈ N , we may write −m = m′ − f for some
m′ ∈ σ and f ∈ F ; hence f = m + m′, and therefore m ∈ F ; in other words, N avoids the
whole of −(σ \ F ), which is not empty for σ 6= {0}.
Thus,N is a proper convex cone of V . Now, let u1, . . . , uk ∈ N∨ be a system of generators of
the R-subspace of V ∨ spanned byN∨, and set u := u1+ · · ·+ uk. Suppose that x ∈ σ ∩Ker u;
then −x ∈ Kerui for every i = 1, . . . , k, and therefore −x ∈ N∨∨ = N (lemma 6.3.2). Hence,
we may write −x = m − f for some m ∈ σ and f ∈ F , or equivalently, f = m + x, which
shows that x ∈ F . Summarizing, we have proved that F = σ ∩ Keru, i.e. F is a face of the
convex cone σ. 
Proposition 6.3.8. Let (V, σ) be a convex polyhedral cone. The following holds :
(i) Any intersection of faces of σ is still a face of σ.
(ii) If τ is a face of σ, and γ is a face of (V, τ), then γ is a face of σ.
(iii) Every proper face of σ is the intersection of the facets that contain it.
Proof. (i): Say that τi = σ ∩Ker ui, where u1, . . . , un ∈ σ∨. Then
⋂n
i=1 τi = σ ∩Ker
∑n
i=1 ui.
(ii): Say that τ = σ ∩ Ker u and γ = τ ∩ Ker v, where u ∈ σ∨ and v ∈ τ∨. Then, for large
r ∈ R+, the linear form v′ := v + ru is non-negative on any given finite generating set of σ,
hence it lies in σ∨, and γ = σ ∩Ker v′.
(iii): To begin with, we prove the following :
Claim 6.3.9. (i) Every proper face of σ is contained in a facet.
(ii) Every face of σ of codimension 2 is the intersection of exactly two facets.
Proof of the claim. We may assume that 〈σ〉 = V . Let τ be a face of σ of codimension at least
two, and denote by σ be the image of σ in the quotient V := V/〈τ〉; clearly (V , σ) is again a
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polyhedral cone. Moreover, choose u ∈ σ∨ such that τ = σ∩Ker u; the linear form u descends
to u ∈ σ∨, therefore σ ∩Keru = {0} is a face of σ.
(ii): If τ has codimension two, V has dimension two. Suppose that the assertion is known for
(V , σ); then we find exactly two facets γ1, γ2 of σ whose intersection is {0}. Their preimages
in V intersect σ in facets γ1, γ2 that satisfy γ1 ∩ γ2 = τ . Hence, we may assume from start that
τ = {0} and V has dimension two, in which case the verification is easy, and shall be left to the
reader.
(i): Arguing by induction on the codimension, it suffices to show that τ is contained in a
proper face spanning a larger subspace. To this aim, suppose that the claim is known for σ;
since {0} is a face of σ of codimension at least two, it is contained in a proper face γ; the
preimage γ of the latter intersects σ in a proper face containing τ . Thus again, we are reduced
to the case where τ = {0}. Pick u0 ∈ σ∨ such that σ ∩ Keru0 = {0}; choose also any other
u1 ∈ V ∨ such that σ ∩ Ker u1 6= {0}. Since dimR V ∨ ≥ 2, we may find a continuous map
f : [0, 1] → V ∨ \{0} with f(0) = u0 and f(1) = u1. Let P+(V ) be the topological space
of rays of V (i.e. the topological quotient V \{0}/∼ by the equivalence relation such that
v ∼ v′ if and only if v and v′ generate the same ray), and define likewise P+(V ∨); let also
Z ⊂ P := P+(V ) × P+(V ∨) be the incidence correspondence, i.e. the subset of all pairs
(v, u) such that u(v) = 0, for any representative u of the class u and v of the class v. Finally,
let P+(σ) ⊂ P+(V ) be the image of σ\{0}. Then Z (resp. P+(σ)) is a closed subset of P
(resp. of P+(V )), hence Y := Z ∩ (P+(σ) × P+(V ∨)) is a closed subset of P . Since the
projection π : P → P+(V ∨) is proper, π(Y ) is closed in P+(V ∨). Let f : [0, 1] → P+(V ∨)
be the composition of f and the natural projection V ∨\{0} → P+(V ∨); then f−1(π(Y )) is a
closed subset of [0, 1], hence it admits a smallest element, say a (notice that a > 0). Moreover,
ua ∈ σ∨; indeed, otherwise we may find v ∈ σ\{0} such that ua(v) < 0, and since u0(v) > 0,
we would have ub(v) = 0 for some b ∈ (0, a). The latter means that f(b) ∈ π(Y ), which
contradicts the definition of a. Since by construction, σ ∩Ker ua 6= {0}, the claim follows. ♦
Let τ be any face of σ; to show that (iii) holds for τ , we argue by induction on the codimension
of τ . The case of codimension 2 is covered by claim 6.3.9(ii). If τ has codimension > 2, we
apply claim 6.3.9(i) to find a proper face γ containing τ ; by induction, τ is the intersection of
facets of γ, and each of these is the intersection of two facets in σ (again by claim 6.3.9(ii)),
whence the contention. 
6.3.10. Suppose σ spans V (i.e. 〈σ〉 = V ) and let τ be a facet of σ; by definition there exists an
element uτ ∈ σ∨ such that τ = σ∩Keruτ , and one sees easily that the ray Rτ := R+ ·uτ ⊂ σ∨
is well-defined, independently of the choice of uτ . Hence the half-space :
Hτ := {v ∈ V | uτ (v) ≥ 0}
depends only on τ . Recall that the interior (resp. the topological closure) of a subset E ⊂ V is
the largest open subset (resp. the smallest closed subset) of V contained in E (resp. containing
E). The topological boundary of E is the intersection of the topological closures of E and of
its complement V \E.
Proposition 6.3.11. Let (V, σ) be a convex polyhedral cone, such that σ spans V . We have:
(i) The topological boundary of σ is the union of its facets.
(ii) If σ 6= V , then σ = ⋂τ⊂σHτ , where τ ranges over the facets of σ.
(iii) The rays Rτ , where τ ranges over the facets of σ, generate the cone σ
∨.
Proof. (i): Notice that σ spans V if and only if the interior of σ is not empty. A proper face
τ is the intersection of σ with a hyperplane Ker u ⊂ V with u ∈ σ∨ \{0}; therefore, every
neighborhood U ⊂ V of any point v ∈ τ intersects V \σ. This shows that τ lies in the
topological boundary of σ.
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Conversely, if v is in the boundary of σ, choose a sequence (vi | i ∈ N) of points of V \σ,
converging to the point v; by lemma 6.3.2, for every i ∈ N there exists ui ∈ σ∨ such that
ui(vi) < 0. Up to multiplication by scalars, we may assume that the vectors ui lie on some
sphere in V ∨ (choose any norm on V ∨); hence we may find a convergent subsequence, and we
may then assume that the sequence (ui | i ∈ N) converges to an element u ∈ V ∨. Necessarily
u ∈ σ∨, therefore v lies on the face σ ∩ Ker u, and the assertion follows from proposition
6.3.8(iii).
(ii): Suppose, by way of contradiction, that v lies in every half-space Hτ , but v /∈ σ. Choose
any point v′ in the interior of σ, and let t ∈ [0, 1] be the largest value such that w := tv +
(1 − t)v′ ∈ σ. Clearly w lies on the boundary of σ, hence on some facet τ , by (i). Say that
τ = σ ∩Ker u; then u(v′) > 0 and u(w) = 0, so u(v) < 0, a contradiction.
(iii): When σ = V , there is nothing to prove, hence we may assume that σ 6= V . In this case,
suppose that u ∈ σ∨, and u is not in the cone C generated by the rays Rτ . Applying lemma
6.3.2 to the cone (V ∨, C), we deduce that there exists a vector v ∈ V with v ∈ Hτ for all the
facets τ of σ, and u(v) < 0, which contradicts (ii). 
Corollary 6.3.12. Let (V, σ) and (V, σ′) be two convex polyhedral cones. Then :
(i) (Farkas’ theorem) The dual (V ∨, σ∨) is also a convex polyhedral cone.
(ii) If τ is a face of σ, then τ ∗ := σ∨∩τ⊥ is a face of σ∨ such that 〈τ ∗〉 = 〈τ〉⊥. Especially:
(6.3.13) dimR〈τ〉+ dimR〈τ ∗〉 = dimR V.
The rule τ 7→ τ ∗ is a bijection from the set of faces of σ to those of σ∨. The smallest
face of σ is σ ∩ (−σ).
(iii) (V, σ ∩ σ′) is a convex polyhedral cone, and every face of σ ∩ σ′ is of the form τ ∩ τ ′,
for some faces τ of σ and τ ′ of σ′.
Proof. (i): Set W := 〈σ〉 ⊂ V , and pick a basis u1, . . . , uk of W⊥; by proposition 6.3.11(iii),
the assertion holds for the dual (W∨, σ∨) of the cone (W,σ). However,W∨ ≃ V ∨/W⊥, hence
the dual cone (V ∨, σ∨) is generated by lifts of generators of (W∨, σ∨), together with the vectors
ui and −ui, for i = 1, . . . , k.
(ii): Notice first that the faces of σ∨ are exactly the cones σ∨∩{u}⊥, for u ∈ σ = (σ∨)∨. For
a given v ∈ σ, let τ be the smallest face of σ such that v ∈ τ ; this means that τ∨ ∩ {v}⊥ = τ⊥
(where (V ∨, τ∨) is the dual of (V, τ)). Hence σ∨∩{v}⊥ = σ∨∩(τ∨∩{v}⊥) = τ ∗, so every face
of σ∨ has the asserted form. The rule τ 7→ τ ∗ is clearly order-reversing, and from the obvious
inclusion τ ⊂ (τ ∗)∗ it follows that τ ∗ = ((τ ∗)∗)∗, hence this map is a bijection. It follows from
this, that the smallest face of σ is (σ∨)∗ = σ ∩ (σ∨)⊥ = (σ∨)⊥ = σ ∩ (−σ). In particular,
we see that (σ ∩ (−σ))∗ = σ∨, and furthermore, (6.3.13) holds for τ := σ ∩ (−σ). Identity
(6.3.13) for a general face τ can be deduced by inserting τ in a maximal chain of faces of σ,
and comparing with the dual chain of faces of σ∨ (details left to the reader). Finally, it is clear
that 〈τ〉 ⊂ 〈τ ∗〉⊥; since these spaces have the same dimension, we deduce that 〈τ〉⊥ = 〈τ ∗〉.
(iii): Indeed, lemma 6.3.2 implies that σ∨ + σ′∨ is the dual of σ ∩ σ′, hence (i) implies
that σ ∩ σ′ is polyhedral. It also follows that every face τ of σ ∩ σ′ is the intersection of
σ ∩ σ′ with the kernel of a linear form u + u′, for some u ∈ σ∨ and u′ ∈ σ′∨. Consequently,
τ = (σ ∩Ker u) ∩ (σ′ ∩Keru′). 
Corollary 6.3.14. For a convex polyhedral cone (V, σ), the following conditions are equivalent:
(a) σ ∩ (−σ) = {0}.
(b) σ contains no non-zero linear subspaces.
(c) There exists u ∈ σ∨ such that σ ∩Ker u = {0}.
(d) σ∨ spans V ∨.
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Proof. (a)⇔ (b) since σ ∩ (−σ) is the largest subspace contained in σ. Next, (a)⇔ (c) since
σ ∩ (−σ) is the smallest face of σ. Finally, (a)⇔ (d) since dimR〈σ ∩ (−σ)〉 + dimR〈σ∨〉 = n
(corollary 6.3.12(ii)). 
6.3.15. A convex polyhedral cone fulfilling the equivalent conditions of corollary 6.3.14 is
said to be strictly convex. Suppose that (V, σ) is strictly convex; then proposition 6.3.11(iii)
says that σ is generated by the rays Rτ , where τ ranges over the facets of σ
∨. The rays Rτ are
uniquely determined by σ, and are called the extremal rays of σ. Moreover, these Rτ form the
unique minimal set of generating rays for σ. Indeed, concerning the minimality : for each facet
τ of σ∨, pick vτ ∈ σ with R+ · vτ = Rτ ; suppose that vτ0 =
∑
τ∈S tτ · vτ for some subset S of
the set of facets of σ∨, and appropriate tτ > 0, for every τ ∈ S. It follows easily that u(vτ) = 0
for every u ∈ τ0, and every τ ∈ S. But by definition of Rτ , this implies that S = {τ0}, which
is the claim. Concerning uniqueness : suppose that Σ is another system of generating rays;
especially, for any facet τ ⊂ σ∨, the ray Rτ is in the convex cone generated by Σ; it follows
easily that there exists ρ ∈ Σ such that u(ρ) = 0 for every u ∈ τ , in which case ρ = Rτ . This
shows that Σ must contain all the extremal rays.
Example 6.3.16. (i) Suppose that dimR V = 2, and (V, σ) is a strictly convex polyhedral cone,
and assume that σ generates V . Then the only face of codimension two of σ is {0}, so it follows
easily from claim 6.3.9(ii) that σ admits exactly two facets, and these are also the extremal rays
of σ, especially σ is simplicial. Of course, these assertions are rather obvious; in dimension
> 2, the general situation is much more complicated.
(ii) Let (V, σ) be a convex polyhedral cone, and suppose that σ spans V . Let τ be a face
of σ. Notice that (σ,+)gp = (V,+), and (τ,+) is a face of the monoid (σ,+), by lemma
6.3.7. Hence we may view the localization τ−1σ naturally as a submonoid of (V,+), and it
is easily seen that τ−1σ is a convex cone. By proposition 6.3.11(iii), the polyhedral cone σ∨
is generated by its extremal rays Rl1, . . . ,Rln, and by proposition 6.3.8(iii), we may assume
that τ = σ ∩ Ker (l1 + · · · + lk) for some k ≤ n. Clearly li(v) ≥ 0 for every v ∈ τ−1σ and
every i ≤ k. Conversely, if l ∈ (τ−1σ)∨, we must have τ ⊂ Ker l and l ∈ σ∨; if we write
l =
∑n
i=1 aili for some ai ≥ 0, it follows easily that ai = 0 for every i > k. On the other
hand, suppose that v ∈ V satisfies the inequalities li(v) ≥ 0 for i = 1, . . . , k; then, for every
i = k + 1, . . . , n we may find ui ∈ τ such that li(v + ui) ≥ 0, hence v + uk+1 + · · ·+ un ∈ σ,
and therefore v ∈ τ−1σ. This shows that τ−1σ is a closed convex cone, and its dual (τ−1σ)∨ is
the convex cone generated by l1, . . . , lk; especially, it is a convex polyhedral cone, and then the
same holds for τ−1σ, by virtue of lemma 6.3.2 and corollary 6.3.12(i).
(iii) In the situation of (ii), let v ∈ τ be any element that lies in the relative interior of τ , i.e.
in the complement of the union of the facets of τ . Denote by Sv ⊂ τ the submonoid generated
by v. Then we claim that
τ−1σ = S−1v σ.
Indeed, let s ∈ σ and t ∈ τ be any two element; in view of proposition 6.3.11(i), it is easily seen
that there exists an integer N > 0 such that v − N−1t ∈ τ , hence t′ := Nv − t ∈ τ . Therefore
s− t = (s+ t′)−Nv ∈ S−1σ, and the assertion follows.
Lemma 6.3.17. Let f : V → W be a linear map of finite dimensional R-vector spaces, (V, σ)
a convex polyhedral cone. The following holds :
(i) (W, f(σ)) is a convex polyhedral cone.
(ii) Suppose moreover, that σ ∩ Ker f does not contain non-zero linear subspaces of V .
Then, for every face τ of f(σ) there exists a face τ ′ of σ such that f(τ ′) ⊂ τ , and f
restricts to an isomorphism : 〈τ ′〉 ∼→ 〈τ〉.
Proof. (i) is obvious. To show (ii) we argue by induction on n := dimRKer f . The assertion is
obvious when n = 0, hence suppose that n > 0 and that the claim is already known whenever
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Ker f has dimension < n. Let τ be a face of f(σ); then f−1τ is a face of f−1f(σ), hence
σ ∩ f−1τ is a face of σ = σ ∩ f−1f(σ). In view of proposition 6.3.8(ii), we may then replace
σ by σ ∩ f−1τ , and therefore assume from start that τ = f(σ). We may as well assume that
V = 〈σ〉 and W = 〈τ〉. The assumption on σ implies especially that σ 6= V , hence σ is the
intersection of the half-spacesHγ corresponding to its facets γ (proposition 6.3.11(ii)). For each
facet γ of σ, let uγ be a chosen generator of the ray Rγ (notation of (6.3.10)). Since σ ∩ Ker f
does not contain non-zero linear subspaces, we may find a facet γ such that V ′ := Ker uγ does
not contain Ker f . Then, the inductive assumption applies to the restriction f|V ′ : V
′ → W
and the convex polyhedral cone σ ∩ V ′, and yields a face τ ′ of the latter, such that f induces
an isomorphism 〈τ ′〉 ∼→ 〈f(σ ∩ V ′)〉. Finally, 〈f(σ ∩ V ′)〉 = W , since V ′ does not contain
Ker f . 
Lemma 6.3.18. Let f : V → W be a linear map of finite dimensional R-vector spaces, f∨ :
W∨ → V ∨ the transpose of f , and (W,σ) a convex polyhedral cone. Then :
(i) (V, f−1σ) is a convex polyhedral cone and (f−1σ)∨ = f∨(σ∨).
(ii) For every face δ of f−1σ, there exists a face τ of σ such that δ = f−1τ . If furthermore,
〈σ〉+f(V ) =W , we may find such a τ so that additionally, f induces an isomorphism:
V/〈δ〉 ∼→W/〈τ〉.
(iii) Conversely, for every face τ of σ, the cone f−1τ is a face of f−1σ, and (f−1τ)∗ is the
smallest face of (f−1σ)∨ containing f∨(τ ∗) (notation of corollary 6.3.12(ii)).
Proof. (i): By corollary 6.3.12(i), (W∨, σ∨) is a convex polyhedral cone, hence we may find
u1, . . . , us ∈ σ∨ such that σ =
⋂s
i=1 u
−1
i (R+). Therefore f
−1σ =
⋂s
i=1(ui ◦ f)−1(R+). Let
γ ⊂ V ∨ be the cone generated by the set {u1◦f, . . . , us◦f}; then f−1σ = γ∨, and the assertion
results from lemma 6.3.2 and a second application of (i).
(iii): For every u ∈ σ∨, we have : f−1(σ ∩ Ker u) = (f−1σ) ∩ Ker u ◦ f . Since we already
know that (f−1σ)∨ = f∨(σ∨), we see that the faces of f−1σ are exactly the subsets of the form
f−1τ , where τ ranges over the faces of σ. Next, for any such τ , the set f∨(τ ∗) consists of all
u ∈ V ∨ of the form u = w ◦ f for some w ∈ σ∨ such that w(τ) = 0. From this description it
is clear that f∨(τ ∗) ⊂ (f−1τ)∗. To show that (f−1τ)∗ is the smallest face containing f∨(τ ∗), it
then suffices to prove that f∨(τ ∗)⊥ ∩ f−1σ ⊂ f−1τ . However, let v ∈ f∨(τ ∗)⊥ ∩ f−1σ; then
w ◦ f(v) = 0 for every w ∈ τ ∗, i.e. f(v) ∈ (τ ∗)∗ = τ , whence the contention.
(ii): The first assertion has already been shown; hence, suppose that 〈σ〉 + f(V ) = W . We
deduce that σ∨∩Ker f∨ does not contain non-zero linear subspaces ofW∨; indeed, if u ∈ W∨,
and both u and−u lie in σ∨, then u vanishes on 〈σ〉, and if u ∈ Ker f∨, then u vanishes as well
on f(V ), hence u = 0. We may then apply lemma 6.3.17(ii) to find a face γ of σ∨ such that
f∨(γ) ⊂ δ∗ and f∨ restricts to an isomorphism : 〈γ〉 ∼→ 〈δ∗〉. Especially, δ∗ is the smallest face
of (f−1σ)∨ containing f∨(γ), hence δ∗ = (f−1γ∗)∗ by (iii), i.e. δ = f−1γ∗. We also deduce
that f induces an isomorphism : V/〈δ∗〉⊥ ∼→W/〈γ〉⊥. Since 〈δ∗〉⊥ = 〈δ〉 and 〈γ〉⊥ = 〈γ∗〉, the
second assertion holds with τ := γ∗. 
Lemma 6.3.19. Let (V, σ) and (V ′, σ′) be two convex polyhedral cones. Then :
(i) (V ⊕ V ′, σ × σ′) is a convex polyhedral cone.
(ii) Every face of σ × σ′ is of the form τ × τ ′, for some faces τ of σ and τ ′ of σ′.
Proof. Indeed, σ × σ′ = (p−11 σ) ∩ (p−12 σ′), where p1 and p2 are the natural projections of
V ⊕ V ′ onto V and V ′. Hence, assertions (i) and (ii) follow from corollary 6.3.12(iii) and
lemma 6.3.18(i). 
6.3.20. Let (L,+) be a free abelian group of finite rank, σ ⊂ LR := L ⊗Z R a convex
polyhedral cone. We say that σ is L-rational (or briefly : rational, when there is no danger of
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ambiguity) if it admits a generating set consisting of elements of L. Then it is clear that every
face of a rational convex polyhedral cone is again rational (see (6.3.6)). On the other hand, let
(M,+) ⊂ (L,+)
be a submonoid of L; we shall denote by (LR,MR) the convex cone generated by M (i.e. the
smallest convex cone in LR containing the image ofM). IfM is fine,MR is a convex polyhedral
cone. Later we shall also find useful to consider the subset :
MQ := {m⊗ q |m ∈M, q ∈ Q+} ⊂ LQ := L⊗Z Q
which is a submonoid of LQ.
Proposition 6.3.21. Let (L,+) be a free abelian group of finite rank, with dual
L∨ := HomZ(L,Z).
Let also (LR, σ) and (LR, σ
′) be two L-rational convex polyhedral cones. We have :
(i) The dual (L∨R, σ
∨) is an L∨-rational convex polyhedral cone.
(ii) (LR, σ ∩ σ′) is also an L-rational convex polyhedral cone.
(iii) Let g : L′ → L (resp. h : L → L′) be a map of free abelian groups of finite rank,
and denote by gR : L
′
R → LR (resp. hR : LR → L′R) the induced R-linear map. Then,
(L′R, g
−1
R σ) and (L
′
R, hR(σ)) are L
′-rational.
(iv) Let L′ be another free abelian group of finite rank, and (L′R, σ
′) an L′-rational convex
polyhedral cone. Then (LR ⊕ L′R, σ × σ′) is L⊕ L′-rational.
Proof. (i) and (ii) follow easily, by inspecting the proof of corollary 6.3.12(i),(iii) : the details
shall be left to the reader.
(iii): The assertion concerning hR(σ) is obvious. To show the assertion for g
−1
R σ, one ar-
gues as in the proof of lemma 6.3.18(i) : by (i), we may find u1, . . . , us ∈ L∨ such that
σ =
⋂s
i=1 u
−1
i,R(R+). Therefore g
−1
R σ =
⋂s
i=1(ui ◦ g)−1R (R+). Let γ ⊂ V ∨ be the cone gen-
erated by the set {(u1 ◦ g)R, . . . , (us ◦ g)R}; then g−1R σ = γ∨, and the assertion results from
lemma 6.3.2 and a second application of (i).
Lastly, arguing as in the proof of lemma 6.3.19(i), one derives (iii) from (ii) and (iii). 
Parts (i) and (iii) of the following proposition provide the bridge connecting convex polyhe-
dral cones to fine monoids.
Proposition 6.3.22. Let (L,+) be a free abelian group of finite rank, (LR, σ) an L-rational
convex polyhedral cone, and set σL := L ∩ σ. Then :
(i) (Gordan’s lemma) σL is a fine and saturated submonoid of L, and L ∩ 〈σ〉 = σgpL .
(ii) For every v ∈ LR, the subset L ∩ (σ − v) is a finitely generated σL-module.
(iii) For any submonoidM ⊂ L, we have : MQ = MR ∩ LQ andM sat =MR ∩ L.
Proof. (Here σ − v ⊂ LR denotes the translate of σ by the vector −v, i.e. the subset of all
w ∈ LR such that w + v ∈ σ.) Choose v1, . . . , vs ∈ L that generate σ, and set
Cε :=
{ s∑
i=1
tivi | ti ∈ [0, ε] for i = 1, . . . , s
}
for every ε > 0.
(i): Clearly L ∩ σ is saturated. Since C1 is compact and L is discrete, C1 ∩ L is a finite set.
We claim that C1 ∩ L generates the monoid σL. Indeed, if v ∈ σL, write v =
∑s
i=1 rivi, with
ri ≥ 0 for every i = 1, . . . , s; hence ri = mi+ ti for somemi ∈ N and ti ∈ [0, 1[, and therefore
v = v′ +
∑s
i=1mivi, where v
′, v1, . . . , vs ∈ C1 ∩ L. Next, it is clear that σgpL ⊂ L ∩ 〈σ〉; for
the converse, say that w ∈ L ∩ 〈σ〉, and write w = w1 − w2, for some w1, w2 ∈ σ. Then
w1 =
∑s
i=1 tivi for some ti ≥ 0; we pick t′i ∈ N such that t′i ≥ ti for every i ≤ s, and we set
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w′i :=
∑s
i=1 t
′
ivi. It follows that w = w
′
1 − w′2, where w′2 := w2 + (w′1 − w1)), and notice that
w′1 ∈ σL and w′2 ∈ σ; then we must have w′2 ∈ σL as well, and therefore w ∈ σgpL .
(ii) is similar : from the compactness of C1 one sees that L ∩ (C1 − v) is a finite set; on
the other hand, arguing as in the proof of (i), one checks easily that the latter set generates the
σL-module L ∩ (σ − v).
(iii): Let x ∈MR ∩ LQ; then we may write
(6.3.23) x =
n∑
i=1
ri ⊗mi wheremi ∈M , ri > 0 for every i ≤ n.
Claim 6.3.24. In the situation of proposition 6.3.22(iii), let x ∈ MR ∩ LQ, and write x as in
(6.3.23). Then, for every ε > 0 there exist q1, . . . , qn ∈ Q+ with |ri − qi| < ε for every
i = 1, . . . , n, and such that x =
∑n
i=1 qi ⊗mi.
Proof of the claim. Up to a reordering, we may assume that m1, . . . , mk form a basis of the
Q-vector space generated bym1, . . . , mn, thereforemk+i =
∑k
j=1 qijmj for a matrix
A := (qij | i = 1, . . . , n− k; j = 1, . . . , k)
with entries in Q. Let r := (r1, . . . , rk) and r
′ := (rk+1, . . . , rn); since x ∈ LQ, we deduce that
b := r+ r′ ·A ∈ Q⊕k. Moreover, if s := (s1, . . . , sk) ∈ Q⊕k and s′ := (sk+1, . . . , sn) ∈ Q⊕n−k
satisfy the identity b = s+ s′ ·A, then∑ni=1 si ⊗mi = x. If we choose s′ very close to r′, then
s shall be very close to r; especially, we can achieve that both s and s′ are vectors with positive
coordinates. ♦
Claim 6.3.24 shows that x ∈MQ, whence the first stated identity; for the second identity, we
are reduced to showing thatM sat = MQ ∩ L, which is immediate. 
For various algebraic and geometric applications of the theory of polyhedral cones, one is led
to study subdivisions of a given cone, in the sense of the following definition 6.3.25. Later we
shall see a more abstract notion of subdivision, in the context of general fans, which however
finds its roots and motivation in the intuitive manipulations of polyhedra that we formalize
hereafter.
Definition 6.3.25. Let V be a finite dimensional R-vector space.
(i) A fan in V is a finite set ∆ consisting of convex polyhedral cones of V , such that :
• for every σ ∈ ∆, and every face τ of σ, also τ ∈ ∆;
• for every σ, τ ∈ ∆, the intersection σ ∩ τ is also an element of ∆, and is a face of
both σ and τ .
(ii) We say that∆ is a simplicial fan if all the elements of ∆ are simplicial cones.
(iii) Suppose that V = L ⊗Z R for some free abelian group L; then we say that ∆ is
L-rational if the same holds for every τ ∈ ∆.
(iv) A refinement of the fan∆ is a fan∆′ in V with
⋃
σ∈∆ σ =
⋃
τ∈∆′ τ , and such that every
τ ∈ ∆ is the union of the γ ∈ ∆′ contained in τ .
(v) A subdivision of a convex polyhedral cone (V, σ) is a refinement of the fan∆σ consist-
ing of σ and its faces.
Lemma 6.3.26. Let (V, σ) be any convex polyhedral cone, ∆ a subdivision of (V, σ). We let
∆s := {τ ∈ ∆ | 〈τ〉 = 〈σ〉}.
Then
⋃
τ∈∆s τ = σ.
Proof. Let τ0 ∈ ∆ be any element. Then σ′ :=
⋃
τ 6=τ0
τ is a closed subset of σ. If 〈τ0〉 6= 〈σ〉,
then σ \ τ0 is a dense open subset of σ contained in σ′; it follows that σ′ = σ in this case.
Especially, τ0 =
⋃
τ 6=τ0
(τ ∩ τ0); since each τ ∩ τ0 is a face of τ0, we see that there must exist
τ 6= τ0 such that τ0 is a face of τ . The lemma follows immediately. 
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Example 6.3.27. (i) Certain useful subdivisions of a polyhedral cone σ are produced by means
of auxiliary real-valued functions defined on σ. Namely, let us say that a continuous function
f : σ → R is a roof, if the following holds. There exist finitely many R-linear forms l1, . . . , ln
on V , such that f(v) = min(l1(v), . . . , ln(v)) for every v ∈ σ. The concept of roof shall be
reintroduced in section 6.6, in a more abstract and general guise; however, in order to grasp the
latter, it is useful to keep in mind its more concrete polyhedral incarnation. We attach to f a
subdivision of σ, as follows. For every i, j = 1, . . . , n define lij := li − lj , and let τi ⊂ V ∨ be
the polyhedral cone σ∨ + Rli1 + · · ·+ Rlin. From the identity lik = lij + ljk we easily deduce
that τ∨i ∩ τ∨j is a face of both τ∨i and τ∨j , for every i, j = 1, . . . , n. Denote by Θ the smallest
subdivision of σ containing all the τ∨i ; it is easily seen that
σ =
n⋃
i=1
τ∨i
and the restriction of f to each τ∨i agrees with li.
(ii) Conversely, let f : σ → R a continuous function; suppose there exist a subdivisionΘ of
σ, and a system (lτ | τ ∈ Θ) of R-linear forms on V such that
• f(v) = lτ (v) for every τ ∈ Θ and every v ∈ τ .
• f(u+ v) ≥ f(u) + f(v) for every u, v ∈ σ.
Then we claim that f is a roof on σ. Indeed, let Θs ⊂ Θ be the subset of all τ that span 〈σ〉.
Notice fist that the system (lτ | τ ∈ Θs) already determines f uniquely, by virtue of lemma
6.3.26. Next, let τ, τ ′ ∈ Θs be any two elements, and pick an element v of the interior of τ . For
any u ∈ τ ′ and any ε > 0 we have, by assumption : f(v + εu) ≥ f(v) + f(εu). If ε is small
enough, we have as well v + εu ∈ τ , in which case the foregoing inequality can be written as :
lτ (v) + ε · lτ (u) = lτ (v + εu) ≥ lτ (v) + ε · lτ ′(u)
whence lτ (u) ≥ lτ ′(u) = f(u) and the assertion follows.
Proposition 6.3.28. Let f : V → W be a linear map of finite dimensional R-vector spaces,
(V, σ) a convex polyhedral cone, and h : σ → f(σ) the restriction of f . Then :
(i) There exists a subdivision∆ of (W, f(σ)) such that :
h−1(a + b) = h−1(a) + h−1(b) for every τ ∈ ∆ and every a, b ∈ τ .
(ii) Suppose moreover that V = L ⊗Z R, W = L′ ⊗Z R and f = g ⊗Z 1R for a map
g : L → L′ of free abelian groups. If σ is L-rational, then we may find an L-rational
subdivision∆ such that (i) holds.
Proof. Let V0 be the largest linear subspace contained in σ ∩ Ker f . Notice that, under the
assumptions of (ii), we have : V0 = R ⊗Z Ker g. One verifies easily that the proposition
holds for the given map f and the cone (V, σ), if and only if it holds for the induced map
f : V/V0 → W/f(V0) and the cone (V/V0, σ) (where σ is the image of σ in V/V0). Hence, we
may replace f by f , and assume from start that σ∩Ker f contains no non-zero linear subspaces.
Moreover, we may assume that σ spans V and f(σ) spansW .
(i): Let S be the set of faces τ of σ such that f restricts to an isomorphism 〈τ〉 ∼→ W .
Claim 6.3.29. Let λ ⊂ f(σ) be any ray. Then :
(i) λ′ := h−1λ is a strictly convex polyhedral cone. Especially, λ′ is generated by its
extremal rays (see (6.3.15)).
(ii) For every extremal ray ρ of λ′ with ρ 6⊂ Ker f , there exists τ ∈ S such that ρ =
τ ∩ f−1(λ).
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Proof of the claim. λ′ is a convex polyhedral cone by lemma 6.3.18(i) and corollary 6.3.12(iii).
To see that λ′ is strictly convex, notice that any subspace L ⊂ f−1(λ) lies already in Ker f , and
if L ⊂ σ, we must have L = {0} by assumption. Let ρ be an extremal ray of λ′ which is not
contained in Ker f ; notice that λ′ is the intersection of the polyhedral cones λ1 := h
−1〈λ〉 and
λ2 := f
−1λ, hence we can find faces δi of λi (i = 1, 2) such that ρ = δ1∩δ2 (corollary 6.3.12(iii)
and lemma 6.3.18(i)). However, the only proper face of λ2 is Ker f (lemma 6.3.18(ii)), hence
δ2 = λ2. Likewise, f
−1〈λ〉 has no proper faces, hence δ1 = γ ∩ f−1〈λ〉 for some face γ of σ
(again by corollary 6.3.12(iii)). Since λ2 is a half-space in f
−1〈λ〉, we deduce easily that either
δ1 = ρ or δ1 = 〈ρ〉. Especially, dimR(f−1〈λ〉)/〈δ1〉 = dimRKer f . We may then apply lemma
6.3.18(ii) to the embedding f−1〈λ〉 ⊂ V , to find a face τ of σ such that :
τ ∩ f−1〈λ〉 = δ1 〈τ〉 ∩ f−1〈λ〉 = 〈ρ〉 dimR V/〈τ〉 = dimRKer f.
It follows that 〈τ〉 ∩Ker f = {0}, and therefore τ ∈ S, as required. ♦
We construct as follows a subdivision of (W, f(σ)). For every τ ∈ S, let F (τ) be the set
consisting of the facets of the polyhedral cone f(τ); set also F :=
⋃
τ∈S F (τ). Notice that, for
every γ ∈ F , the subspace 〈γ〉 is a hyperplane ofW ; we let :
U := f(σ)\
⋃
γ∈F
〈γ〉.
Then U is an open subset of f(σ), and the topological closure C of every connected component
C of U is a convex polyhedral cone. Moreover, if C andD are any two such connected compo-
nents, the intersection C ∩ D is a face of both C and D. We let ∆ be the subdivision of f(σ)
consisting of the cones C – where C ranges over all the connected components of U – together
with all their faces.
Claim 6.3.30. For every δ ∈ ∆ and every τ ∈ S, the intersection δ ∩ f(τ) is a face of δ.
Proof of the claim. Due to proposition 6.3.8(iii), we may assume that δ is the topological closure
of a connected component C of U . We may also assume that f(τ) 6= W , otherwise there is
nothing to prove; in that case, we have f(τ) =
⋂
γ∈F (τ)Hγ , where, for each γ ∈ F (τ), the
half-space Hγ is the unique one that contains both f(τ) and γ (proposition 6.3.11(ii)). It then
suffices to show that δ ∩ Hγ is a face of δ for each such Hγ . We may assume that δ 6⊂ Hγ .
Since C is connected and C ⊂ W \〈γ〉, it follows that δ ⊂ −Hγ , the topological closure of the
complement of Hγ . Hence (−Hγ)∨ ⊂ δ∨ (where (−Hγ)∨ is the dual of the polyhedral cone
(W,−Hγ)), and therefore δ ∩Hγ = δ ∩Hγ ∩ (−Hγ) = δ ∩ 〈γ〉 is indeed a face of δ. ♦
Next, for every w ∈ f(σ), let I(w) := {τ ∈ S | w ∈ f(τ)}.
Claim 6.3.31. Let δ ∈ ∆, and w1, w2 ∈ δ. Then I(w1 + w2) ⊂ I(w1) ∩ I(w2).
Proof of the claim. Suppose first thatw1+w2 is contained in a face δ
′ of δ; say that δ′ = δ∩Ker u,
for some u ∈ δ∨. This means that u(w1+w2) = 0, hence u(w1) = u(w2) = 0, i.e. w1, w2 ∈ δ′.
Hence, we may replace δ by δ′, and assume that δ is the smallest element of ∆ containing
w1+w2. Thus, suppose that τ ∈ I(w1+w2); therefore w1+w2 ∈ f(τ)∩ δ. From claim 6.3.30
we deduce that δ ⊂ f(τ), hence τ ∈ I(w1) ∩ I(w2), as claimed. ♦
Finally, we are ready to prove assertion (i). Hence, let a, b ∈ f(σ) be any two vectors that lie
in the same element of ∆. Clearly :
h−1(a) + h−1(b) ⊂ h−1(a + b)
hence it suffices to show the converse inclusion. However, directly from claim 6.3.29(ii) we
derive the identity :
h−1(R+ · w) = (σ ∩Ker f) +
∑
τ∈I(w)
(τ ∩ f−1(R+ · w)) for every w ∈ f(σ).
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Taking into account claim 6.3.31, we are then reduced to showing that :
τ ∩ f−1(R+ · (a+ b)) ⊂ (τ ∩ f−1(R+ · a)) + (τ ∩ f−1(R+ · b)) for every τ ∈ I(a+ b).
The latter assertion is obvious, since f restricts to an isomorphism 〈τ〉 ∼→ W .
(ii): By inspecting the construction, one verifies easily that the subdivision∆ thus exhibited
shall be L-rational, whenever σ is. 
6.3.32. Later we shall also be interested in rational variants of the identities of proposition
6.3.28(i). Namely, consider the following situation. Let g : L → L′ be a map of free abelian
groups of finite rank, gR : LR → L′R the inducedR-linear map, and (LR, σ) an L-rational convex
polyhedral cone; set τ := gR(σ), and denote by hR : σ → τ (resp. hQ : σ ∩ LQ → τ ∩ L′Q) the
restriction of gR. We point out, for later reference, the following observation :
Lemma 6.3.33. In the situation of (6.3.32), suppose that :
h−1R (x1) + h
−1
R (x2) = h
−1
R (x1 + x2) for every x1, x2 ∈ τ
(where the sum is taken in the monoid (P(σ),+)). Then we have as well :
h−1Q (x1) + h
−1
Q (x2) = h
−1
Q (x1 + x2) for every x1, x2 ∈ τ ∩ L′Q.
Proof. Let x1, x2 ∈ τ ∩ L′Q be any two elements, and v ∈ h−1Q (x1 + x2), so we may write
v = v1 + v2 for some vi ∈ h−1R (xi) (i = 1, 2). Let also u1, . . . , uk be a finite system of
generators for σ∨, and set
Ji := {j ≤ k | uj(vi) = 0} Ei := g−1R (xi) ∩
⋂
j∈Ji
Ker uj (i = 1, 2).
Clearly LQ ∩ Ei is a dense subset of Ei for i = 1, 2, hence, in any neighborhood of (x1, x2) in
L⊕2R we may find a solution (y1, y2) ∈ L⊕2Q for the system of equations
gR(yi) = xi uj(yi) = 0 for i = 1, 2 and every j ∈ Ji.
Since uj(xi) > 0 for every j /∈ Ji, we will also have uj(yi) > 0 for every j /∈ Ji, provided yi is
sufficiently close to xi. The lemma follows. 
6.3.34. We conclude this section with some considerations that shall be useful later, in our dis-
cussion of normalized lengths for model algebras (see (17.1.37)). Keep the notation of propo-
sition 6.3.22, and for every subset U ⊂ LR, let
SL,σ(U) := {L ∩ (σ − v) | v ∈ U} and set SL,σ := SL,σ(LR).
There is a natural L-module structure on SL,σ; namely, notice that
(L ∩ (σ − v)) + l = L ∩ (σ − (v − l)) for every v ∈ LR and l ∈ L
hence the rule τl : S 7→ S+ l defines a bijection of SL,σ onto itself, for every l ∈ L, and clearly
τl ◦ τl′ = τl+l′ for every l, l′ ∈ L. Also, for every S ∈ SL,σ define
Ω(σ, S) := {v ∈ LR | L ∩ (σ − v) = S}
and denote by Ω(σ, S) the topological closure of Ω(σ, S) in LR. For given u ∈ L∨R and r ∈ R,
set Hu,r := {v ∈ LR | u(v) ≥ r}. We shall say that a subset of LR is Q-linearly constructible,
if it lies in the boolean subalgebra of P(LR) generated by the subsets Hu⊗Q1R,r, for u ranging
over all the Q-linear forms LQ → Q, and r ranging over all rational numbers.
Proposition 6.3.35. With the notation of (6.3.34), the following holds :
(i) SL,σ(U) is a finite set, for every bounded subset U ⊂ LR.
(ii) SL,σ is a finitely generated L-module.
(iii) For every non-empty S ∈ SL,σ, the subset Ω(σ, S) is Q-linearly constructible.
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(iv) Suppose moreover, that σ spans LR. Then, for every S ∈ SL,σ, the subset Ω(σ, S) is
contained in the topological closure of its interior (see (6.3.10)).
(v) For every S ∈ SL,σ, and every v ∈ Ω(σ, S), we have S ⊂ L ∩ (σ − v).
Proof. (i): Define Cε as in the proof of proposition 6.3.22; since U is bounded, it is contained
in the union of finitely many subsets of LR of the form C1 + l, for l ranging over a finite subset
of L. On the other hand, τl induces a bijection
SL,σ(C1)
∼→ LL,σ(C1 − l) for every l ∈ L.
Hence, it suffices to check the assertion for U = C1. However, the proof of proposition
6.3.22(ii) shows that L ∩ (σ − v) is generated by L ∩ (C1 − v); if v ∈ C1, the latter subset
is contained in C ′ := C1∪ (−C1), which is a compact subset of LR. Therefore L∩C ′ is a finite
set, and the claim follows.
(ii): We have already observed that the L-module SL,σ is generated by SL,σ(C1), and this is
a finite set, by (i).
(iii): Fix a minimal system S1, . . . , Sn of generators of the L-module SL,σ (i.e. the Si are
chosen representatives for the orbits of the L-action on SL,σ). After replacing Si by some
translates Si + l (for an appropriate l ∈ L) we may also assume that either Si = ∅, or else
0 ∈ Si, and notice that this implies :
(6.3.36) Si ⊂ 〈σ〉 ∩ L = σgpL for every i = 1, . . . , n
(proposition 6.3.22(i)). Set
Aij := {l ∈ L | Si ⊂ Sj − a} for every i, j ≤ n
and notice that Aij is a σL-module, for every i, j ≤ n.
Claim 6.3.37. If Si, Sj 6= ∅, the σL-module Aij is finitely generated.
Proof of the claim. Fix l ∈ L such that σL + l ⊂ Si. Next, say that x1, . . . , xt is a finite
system of generators for the σL-module Sj (proposition 6.3.22(ii)); by virtue of (6.3.36), for
every s = 1, . . . , t, we may write xs = as−bs for certain as, bs ∈ σL. Set l′ := b1+ · · ·+bt, and
notice that Sj ⊂ σL − l′. Now, if Si ⊂ Sj − a, we deduce that σL + l ⊂ σL − a− l′, especially
l ∈ σL − a− l′, i.e. a ∈ σL − (l + l′). This shows that Aij is isomorphic to an ideal of σL, and
then the claim follows from proposition 6.1.9(ii). ♦
Now, let i, j ≤ n such that Si, Sj 6= ∅. Suppose first that i 6= j, and let A′ij ⊂ Aij be any
finite generating system for the σL-module Aij . From the construction, it is clear that every
element of LSj that contains Si, must contain Sj − l, for some l ∈ A′ij . To deal with the case
where i = j, we remark, more generally :
Claim 6.3.38. Let P be any fine and saturated monoid,M ⊂ P gp a non-empty finitely generated
P -submodule, and a ∈ P gp an element such that aM ⊂M . Then a ∈ P .
Proof of the claim. Pick any m ∈ M , and denote by M ′ ⊂ M the submodule generated by
(akm | k ∈ N). According to proposition 6.1.9(i), there existsN ≥ 0 such thatM ′ is generated
by the finite system (akm | k = 0, . . . , N). Especially, aN+1m ∈ M ′, and therefore there exist
x ∈ P and i ≤ N such that aN+1m = aimx in M ; it follows that aN+1−i ∈ P , and finally
a ∈ P , since P is saturated. ♦
From (6.3.36) we see that Aii ⊂ σgpL , if Si 6= ∅; combining with claim 6.3.38, we deduce
that Aii = σL. Moreover, notice as well that if Si = Si − a for some a ∈ σgpL , then both a
and −a ∈ Aii, so that a ∈ σ×L . Thus, let A′ii be any set of representatives of mσ \m2σ , where
mσ denotes the maximal ideal of σ
♯
L. If a ∈ L, and Si − a contains strictly Si, then a is a
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non-invertible element of σL, and taking into account corollary 6.1.12, we see that A
′
ii is finite,
and there exists l ∈ A′ii such that Si − l ⊂ Si − a. Next, for every i ≤ n such that Si 6= ∅, set
S i :=
⋃
j
{Sj + l | l ∈ A′ij}
where j ≤ n runs over the indices such that Sj 6= ∅. Summing up, we conclude that S i is
a finite set for every i ≤ n with Si 6= ∅, and if an element of SL,σ contains strictly Si, then
it contains some element of S i. Lastly, in order to prove assertion (iii), we may assume that
S = Si for some i ≤ n, and notice that :
(6.3.39) Ω(σ, Si) = {v ∈ LR | S ⊂ σ − v} \
⋃
S′∈S i
{v ∈ LR | S ′ ⊂ σ − v}.
Since S is finitely generated (proposition 6.3.22(ii)), we reduce to showing that, for every a ∈ L,
the subset Ω(σ, a) := {v ∈ LR | a ∈ σ − v} is Q-linearly constructible, which follows easily
from proposition 6.3.21(i) and lemma 6.3.2.
(iv): We remark :
Claim 6.3.40. Let Cε be as in the proof of proposition 6.3.22. Then, for every S ∈ SL,σ and
every a ∈ Ω(σ, S) there exists ε > 0 such that a+ Cε ⊂ Ω(σ, S).
Proof of the claim. Since σ is closed in LR, for every a ∈ LR and every b ∈ LR \ Ω(σ, a) there
exists ε > 0 such that (b+ Cε) ∩ Ω(σ, a) = ∅. Taking into account (6.3.39), the claim follows
easily. ♦
If σ span LR, the subset Cε has non-empty interior Uε, for every ε > 0, and the topological
closure of Uε equals Cε. The assertion is then an immediate consequence of claim 6.3.40.
(v): The assertion follows easily from proposition 6.3.22(ii) : the details shall be left to the
reader. 
6.3.41. Let L be as in (6.3.34), and for all integers n,m > 0 set
1
m
L := {v ∈ LQ |mv ∈ L} 1
m
L[1/n] :=
⋃
k≥0
1
nkm
L.
For future reference, let us also point out :
Lemma 6.3.42. With the notation of (6.3.41), let Ω ⊂ LR be a Q-linearly constructible subset.
Then we have :
(i) The topological closure of Ω in LR is again Q-linearly constructible.
(ii) There exists an integerm > 0 such that 1
m
L[1/n] ∩ Ω is dense in Ω, for every n > 1.
Proof. (i): Ω is a finite union of non-empty subsets of the form H1 ∩ · · · ∩Hk, where each Hi
is either of the form Hu⊗1R,r for some non-zero Q-linear form u of LQ and some r ∈ Q (and
this is a closed subset of LR), or else is the complement in LR of a subset of this type (and
then its closure is a half-space H−u⊗1R,r). One verifies that the closure of H1 ∩ · · · ∩Hk is the
intersection of the closures of H1, . . . , Hk, whence the assertion.
(ii): We may assume that Ω = Ω1 ∩ Ω2, where Ω1 is a finite intersection of rational hy-
plerplanes, and Ω2 is a finite intersection of open half-spaces (i.e. of complements of closed
half-spaces). Suppose that 1
m
L[1/n] ∩ Ω1 is dense in Ω1; then clearly 1mL[1/n] ∩ Ω is dense in
Ω. Hence, we may further assume that Ω is a non-empty intersection of rational hyperplanes.
In this case, Ω is of the form VR + v0, where v0 ∈ LQ, and VR = V ⊗Z R for some subgroup
V ⊂ L. Notice that L[1/n] ∩ VR is dense in VR for every integer n > 1. Then, any integer
m > 0 such that v0 ∈ 1mL will do. 
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6.4. Fine and saturated monoids. This section presents the further developments of the the-
ory of fine and saturated monoids. Again, all the monoids in this section are non-pointed. We
begin with a few corollaries of proposition 6.3.22(i,iii).
Corollary 6.4.1. LetM be an integral monoid, such thatM ♯ is fine. We have :
(i) The inclusion mapM → M sat is a finite morphism of monoids.
(ii) Especially, ifM is fine, any monoid N withM ⊂ N ⊂M sat, is fine.
Proof. (i): From lemma 6.2.9(ii) we deduce that M sat is a finitely generated M-module if and
only if (M ♯)sat is a finitely generated M ♯-module. Hence, we may replace M by M ♯, and
assume that M is fine. Pick a surjective group homomorphism ϕ : Z⊕n → Mgp; it is easily
seen that :
ϕ−1(M sat) = (ϕ−1M)sat
and clearly it suffices to show that ϕ−1N is finitely generated, hence we may replace M by
ϕ−1M , and assume throughout that Mgp is a free abelian group of finite rank. In this case,
proposition 6.3.22(i,iv) already implies that M sat is finitely generated. Let a1, . . . , ak ∈ M sat
be a finite system of generators, and pick integers n1, . . . , nk > 0 such that a
ni
i ∈ M for
i = 1, . . . , k. For every i = 1, . . . , k let Σi := {aji | j = 0, . . . , ni − 1}; it is easily seen
Σ1 · · ·Σk ⊂ M sat is a system of generators for the M-module M sat (where the product of the
sets Σi is formed in the monoid P(M sat) of (6.1.1)).
(ii) follows from (i), in view of proposition 6.1.9(i). 
Corollary 6.4.2. Let f : M1 → M and g : M2 → M be two morphisms of monoids, such that
M1 and M2 are finitely generated, and M is integral. Then the fibre product M1 ×M M2 is a
finitely generated monoid, and ifM1 andM2 are fine, the same holds forM1 ×M M2.
Proof. If the monoids M , M1 and M2 are integral, M1 ×M M2 injects in Mgp1 ×Mgp Mgp2
(lemma 4.8.29(iii)), hence it is integral. To show that the fibre product is finitely generated,
choose surjective morphisms N⊕a → M1 and N⊕b → M2, for some a, b ∈ N; by composition
we get maps of monoids ϕ : N⊕a → M , ψ : N⊕b → M , such that the induced morphism
P := N⊕a ×M N⊕b → M1 ×M M2 is surjective. Hence it suffices to show that P is finitely
generated. To this aim, let L := Ker(ϕgp − ψgp : Z⊕a+b → Mgp); for every i = 1, . . . , a + b,
denote also by πi : Z
⊕a+b → Z the projection onto the i-th direct summand. The system
{πi | i = 1, . . . , a+b} generates a rational convex polyhedral cone σ ⊂ L∨⊗ZR, and one verifies
easily that P = L ∩ σ∨, so the assertion follows from propositions 6.3.21(i) and 6.3.22(i). 
Corollary 6.4.3. Let (Γ,+, 0) be an integral monoid,M a finitely generated Γ-graded monoid.
Then M0 is a finitely generated monoid, and Mγ is a finitely generated M0-module, for every
γ ∈ Γ.
Proof. We have M0 = M ×Γ {0}, hence M0 is finitely generated, by corollary 6.4.2. The
given element γ ∈ Γ determines a unique morphism of monoids N → Γ such that 1 7→ γ.
Let p1 : M
′ := M ×Γ N → N and p2 : M ′ → M be the two natural projections; by lemma
4.8.29(iii), we haveMγ = p2(p
−1
1 (1)). In light of corollary 6.4.2, M
′ is still finitely generated,
hence we are reduced to the case where Γ = N and γ = 1. In this case, pick a finite set of
generators S forM . One checks easily thatM1 ∩ S generates theM0-moduleM1. 
Corollary 6.4.4. Let M be an integral monoid, such that M ♯ is fine, and ϕ : M → N a
saturated morphism of monoids. Then ϕ is flat.
Proof. In view of corollary 6.4.1(i) and theorem 6.2.6, it suffices to show that theM sat-module
M sat ⊗M N is flat. Hence we may replace M by M sat, and assume that M is saturated. Let
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I ⊂ M be any ideal, and define R(M, I) as in the proof of theorem 6.2.3; by assumption,
R(M, I)sat ⊗M N is a saturated – especially, integral – monoid, i.e. the natural map
R(M, I)⊗M N → R(M, I)gp ⊗Mgp Ngp
is injective. The latter factors through the morphism j⊗MN , where j : R(M, I)→M×N is the
obvious inclusion. In light of example 6.2.13(i), we deduce that the induced map Isat⊗M N →
N is injective. Now, if I is a prime ideal, then Isat = I , hence the contention follows from
corollary 6.1.49(ii). 
The following corollary generalizes lemma 6.2.10.
Corollary 6.4.5. Let f : M → N be a local, flat and saturated morphism of fine monoids, with
M sharp. Then there exists an isomorphism of monoids
g : N
∼→ N ♯ ×N×
that fits into a commutative diagram
M
f♯ //
f

N ♯

N
g // N ♯ ×N×
whose right vertical arrow is the natural inclusion map.
Proof. From lemma 6.2.30(ii), we know that f is exact, and sinceM is sharp, we easily deduce
that f(M)gp ∩ N× = {1}. Hence, the induced group homomorphism Mgp ⊕ N× → Ngp is
injective. On the other hand, since f is flat, local and saturated, the same holds for f ♯ :M → N ♯
(lemma 6.2.12(iii) and corollary 6.4.4); then corollary 6.2.32(ii) says that the cokernel of the
induced group homomorphismMgp → (N ♯)gp = Ngp/N× is a free abelian group G (of finite
rank). Summing up, we obtain an isomorphism of abelian groups :
h : Mgp ⊕N× ⊕G ∼→ Ngp
extending the map f gp. Set N0 := N ∩ h(Mgp ⊕ G); it follows easily that the natural map
N0×N× → N is an isomorphism; especially, the projectionN → N ♯ mapsN0 isomorphically
onto N ♯, and the contention follows. 
6.4.6. Let (M, ·) be a fine (non-pointed) monoid, so that Mgp is a finitely generated abelian
group. We setMgpR := logM
gp ⊗Z R, and we letMR be the convex polyhedral cone generated
by the image of logM . Then (MR,+) is a monoid, and we have a natural morphism of monoids
ϕ : logM → (MR,+).
Proposition 6.4.7. With the notation of (6.4.6), we have :
(i) The rule : F 7→ FR establishes a bijection between the set of faces ofM and the set of
faces ofMR.
(ii) The map ϕ induces a bijection
ϕ∗ : SpecMR → SpecM.
Proof. Clearly, we may assume that M 6= {1}. Let p ⊂ M be a prime ideal; we denote by
pR the ideal of (MR,+) generated by all elements of the form r · ϕ(x), where r is any strictly
positive real number, and x is any element of p. We also denote by (M\p)R the convex cone of
MgpR generated by the image ofM \p.
Claim 6.4.8. MR is the disjoint union of (M \p)R and pR.
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Proof of the claim. To begin with, we show thatMR = (M\p)R ∪ pR. Indeed, let x ∈MR; then
we may write x =
∑h
i=1mi ⊗ ai for certain a1, . . . , ah ∈ R+ and m1, . . . , mh ∈ M . We may
assume that a1, . . . , ak ∈ p and ak+1, . . . , ah ∈M\p. Now, if k = 0 we have x ∈ (M\p)R, and
otherwise x ∈ pR, which shows the assertion.
It remains to show that (M \p)R ∩ pR = ∅. To this aim, suppose by way of contradiction,
that this intersection contains an element x; this means that we have finite subsets S0 ⊂ M \p
and S1 ⊂M such that S1 ∩ p 6= ∅, and an identity of the form :
(6.4.9) x =
∑
σ∈S0
σ ⊗ aσ =
∑
σ∈S1
σ ⊗ bσ
where aσ > 0 for every σ ∈ S0 and bσ > 0 for every σ ∈ S1. For every σ ∈ S0, choose
a rational number a′σ ≥ aσ; after adding the summand
∑
σ∈S0
σ ⊗ (a′σ − aσ) to both sides
of (6.4.9), we may assume that aσ ∈ Q+ for every σ ∈ S0. Let N ⊂ M be the submonoid
generated by S1; it follows that x ∈ NR ∩MQ = NQ (proposition 6.3.22(iii)), hence we may
assume that all the coefficients aσ and bσ are rational and strictly positive (see remark 6.3.24).
We may further multiply both sides of (6.4.9) by a large integer, to obtain that these coefficients
are actually integers. Then, up to further multiplication by some integer, the identity of (6.4.9)
lifts to an identity between elements of logM , of the form :
∑
σ∈S0
aσ · σ =
∑
σ∈S1
bσ · σ. The
latter is absurd, since S1 ∩ p 6= ∅ and S0 ∩ p = ∅. ♦
Claim 6.4.8 implies that pR is a prime ideal of MR, and clearly p ⊂ ϕ∗(pR). Since we have
as well M \p ⊂ ϕ−1(M \p)R, we deduce that p = ϕ∗(pR). Hence the rule p 7→ pR yields a
right inverse ϕ∗ : SpecM → SpecMR for the natural map ϕ∗. To show that ϕ∗ is also a left
inverse, let q ⊂MR be a prime ideal; by lemma 6.3.7 and proposition 6.3.21(i), the faceMR\q
is of the form MR ∩ Ker u, for some u ∈ M∨R ∩ (logMgp)∨. Then it is easily seen thatMR\q
is the convex cone generated by ϕ(M) ∩Ker u, in other words,MR \ q = ϕ−1(Ker u)R. Again
by claim 6.4.8, it follows that q = (M \ϕ−1(Ker u))R = (ϕ∗q)R, as stated. The argument also
shows that every face of MR is of the from (M \p)R for a unique prime ideal p, which settles
assertion (i). 
Corollary 6.4.10. LetM be a fine monoid. We have :
(i) dimM = rkZ(M
gp/M×).
(ii) dim(M \p) + ht p = dimM for every p ∈ SpecM .
(iii) IfM 6= {1} is sharp (see (4.8.32)), there exists a local morphismM → N.
(iv) IfM is sharp andMgp is a torsion-free abelian group of rank r, there exists an injective
morphism of monoidsM → N⊕r.
Proof. (i): By proposition 6.4.7, the dimension of M can be computed as the length of the
longest chain F0 ⊂ F1 ⊂ · · · ⊂ Fd of strict inclusions of faces ofMR. On the other hand, given
such a maximal chain, denote by ri the dimension of the R-vector space spanned by Fi; in view
proposition 6.3.8(ii),(iii), it is easily seen that ri+1 − ri = 1 for every i = 0, . . . , d − 1. Since
MR ∩ (−MR) is the minimal face ofMR, we deduce that
dimM = dimRM
gp
R − dimRMR ∩ (−MR).
Clearly dimRM
gp
R = rkZM
gp; moreover, by proposition 6.4.7, the faceMR∩(−MR) is spanned
by the image of the faceM× ofM . whence the assertion.
(ii) is similar : again proposition 6.3.8(ii),(iii) implies that, every face F of MR fits into a
maximal strictly ascending chain of faces of MR, and the length of any such maximal chain is
dimM , by (i).
(iii): Notice that rkZM
gp > 0, by (i). By proposition 6.4.7(i),MR is strictly convex, therefore,
by proposition 6.3.21(i), we may find a non-zero linear map ϕ : Mgp ⊗Z Q → Q, such that
MR ∩Kerϕ⊗Q R = {0} and ϕ(M) ⊂ Q+. A suitable positive integer of ϕ will do.
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(iv): Under the stated assumption, we may regard M as a submonoid of MR, and the latter
contains no non-zero linear subspaces. By corollary 6.3.14 and proposition 6.3.21(i), we may
then find r linearly independent forms u1, . . . , ur : M
gp ⊗Z Q → Q which are positive on
M . It follows that u1 ⊗Q R, . . . , ur ⊗Q R generate a polyhedral cone σ∨ ⊂ M∨R , so its dual
cone σ ⊂ MgpR contains MR. By construction, σ admits precisely r extremal rays, say the
rays generated by the vectors v1, . . . , vr, which we can pick in M
gp
Q , in which case they form
a basis of the latter Q-vector space. Now, every x ∈ MR can be written uniquely in the form
x =
∑r
i=1 aivi for certain a1, . . . , ar ∈ Q+; since M is finitely generated, we may find an
integer N > 0 independent of x, such that Nai ∈ N for every i = 1, . . . , r. In other words,M
is contained in the monoid generated byN−1v1, . . . , N
−1vr; the latter is isomorphic toN
⊕r. 
6.4.11. For any monoidM , the dual ofM is the monoid
M∨ := HomMnd(M,N)
(see (6.1.1)). As usual, there is a natural morphism
M →M∨∨ : m 7→ (ϕ 7→ ϕ(m)) for everym ∈M and ϕ ∈M∨.
We say thatM is reflexive, if this morphism is an isomorphism.
Proposition 6.4.12. LetM be a monoid. We have :
(i) M∨ is integral, saturated and sharp.
(ii) IfM is finitely generated,M∨ is fine, and we have a natural identification :
(M∨)R
∼→ (MR)∨
(where (MR)
∨ is defined as in (6.3.1)). Moreover, dimM = dimM∨.
(iii) IfM is finitely generated and sharp, we have a natural identification :
(M∨)gp
∼→ (Mgp)∨.
(iv) IfM is fine, sharp and saturated, thenM is reflexive.
Proof. (i): It is easily seen that the natural group homomorphism
(6.4.13) (M∨)gp → (Mgp)∨ := HomZ(Mgp,Z)
is injective. Now, say that ϕ ∈ (M∨)gp and Nϕ ∈ M∨ for some N ∈ N; we may view ϕ as
group homomorphism ϕ : Mgp → Z, and the assumption implies that ϕ(M) ⊂ Z ∩ Q+ = N,
whence the contention.
(ii): Indeed, let x1, . . . , xn be a system of generators of M . Define a group homomorphism
f : (Mgp)∨ → Z⊕n by the rule : ϕ 7→ (ϕ(x1), . . . , ϕ(xn)) for every f :Mgp → Z. ThenM∨ =
ϕ−1(N⊕n), and since (Mgp)∨ is fine, corollary 6.4.2 implies that M∨ is fine as well. Next, the
injectivity of (6.4.13) implies especially that (M∨)gp is torsion-free, hence (6.4.13)⊗ZR is still
injective; its restriction to (M∨)R factors therefore through an injective map f : (M
∨)R →
(MR)
∨. The latter map is determined by the image of M∨, and by inspecting the definitions,
we see that f(ϕ) := ϕgp ⊗ 1 for every ϕ ∈ M∨. To prove that f is an isomorphism, it suffices
to show that it has dense image. However, say that ϕ ∈ (MR)∨; then ϕ : Mgp → R is a group
homomorphism such that ϕ(M) ⊂ R+. Since M is finitely generated, in any neighborhood of
ϕ in MgpR we may find some ϕ
′ : Mgp → Q+, and then Nϕ′ ∈ M∨ for some integer N ∈ N
large enough. It follows that ϕ′ is in the image of f , whence the contention.
The stated equality follows from the chain of identities :
dimM = dimMR = dim(MR)
∨ = dim(M∨)R = dimM
∨
where the first and the last follow from proposition 6.4.7(ii), and the second follows from corol-
lary 6.3.12(ii).
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(iii): Let us show first that, under these assumptions, (6.4.13) ⊗Z R is an isomorphism. In-
deed, if M is sharp, (MR)
∨ spans (MgpR )
∨ (corollary 6.3.14 and proposition 6.4.7(i)); then the
assertion follows from (ii). We deduce that (M∨)gp and (Mgp)∨ are free abelian groups of the
same rank, hence we may find a basis ϕ1, . . . , ϕr of (M
∨)gp (resp. ψ1, . . . , ψr of (M
gp)∨),
and positive integers N1, . . . , Nr such that (6.4.13) is given by the rule : ϕi 7→ Niψi for every
i = 1, . . . , r. But then necessarily we have Ni = 1 for every i ≤ r, and (iii) follows.
(iv): It is easily seen thatM∨ = (MR)
∨ ∩ (Mgp)∨ (notation of (6.4.6)). After dualizing again
we find : M∨∨ = ((M∨)R)
∨ ∩ (M∨gp)∨. From (ii) we deduce that ((M∨)R)∨ = (MR)∨∨ =MR
(lemma 6.3.2), and from (iii) we get : (M∨gp)∨ = (Mgp)∨∨ = Mgp. Hence M∨∨ = MR ∩
Mgp =M (proposition 6.3.22(iii)). 
Remark 6.4.14. (i) LetM be a sharp and fine monoid. Proposition 6.4.12(iii) implies that the
natural map
HomMnd(M,Q+)
gp → HomMnd(M,Q)
is an isomorphism. Indeed, it is easily seen that this map is injective. For the surjectivity, one
uses the identification HomMnd(M,Q)
∼→ (M∨)gp ⊗Z Q, which follows from loc.cit. (Details
left to the reader.)
(ii) For i = 1, 2, let Ni → N be two morphisms of monoids. By general nonsense, we have
a natural isomorphism :
(N1 ⊗N N2)∨ ∼→ N∨1 ×N∨ N∨2 .
(iii) If fi : Mi → M (i = 1, 2) are morphisms of fine, saturated and sharp monoids, there
exists a natural surjection :
(6.4.15) M∨1 ⊗M∨ M∨2 → (M1 ×M M2)∨
whose kernel is the subgroup of invertible elements. Indeed, set P := M∨1 ⊗M∨ M∨2 ; in view of
(ii) and proposition 6.4.12(iv), we have a natural identification P ∨∨
∼→ (M1 ×M M2)∨, and the
sought map is its composition with the double duality map P → P ∨∨. Moreover, clearly P is
finitely generated, and it is also integral and saturated, since saturation commutes with colimits.
Hence – again by proposition 6.4.12(iv) – the double duality map induces an isomorphism
P/P×
∼→ P ∨∨.
(iv) In the situation of (iii), if fi : Mi → M (i = 1, 2) are epimorphisms, then (6.4.15) is an
isomorphism. Indeed, in this case the dual morphisms f∨i : M
∨ → M∨i are injective, so that P
is sharp (lemma 6.1.13), whence the claim.
Theorem 6.4.16. Let M be a saturated monoid, such thatM ♯ is fine. We have :
(i) M =
⋂
ht p=1
Mp (where the intersection runs over the prime ideals ofM of height one).
(ii) If moreover, dimM = 1, then there is an isomorphism of monoids :
M× × N ∼→M.
(iii) Suppose that Mgp is a torsion-free abelian group, and let R be any normal domain.
Then the group algebra R[M ] is a normal domain as well.
Proof. (i): Pick a decompositionM =M ♯×M× as in lemma 6.2.10, and notice thatM ♯ is fine,
sharp and saturated. The prime ideals ofM are of the form p = p0 ×M×, where p0 is a prime
ideal ofM ♯. Then it is easily seen thatMp = M
♯
p0 ×M×. Therefore, the sought assertion holds
for M if and only if it holds for M ♯, and therefore we may replace M by M ♯, which reduces
to the case where M is sharp, hence the natural morphism ϕ : logM → MR is injective. In
such situation, we haveM = MR ∩Mgp andMp = Mp,R ∩Mgp for every prime ideal p ⊂ M
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(proposition 6.3.22(iii) and lemma 6.2.9(i)). Thus, we are reduced to showing that
MR =
⋂
ht p=1
Mp,R.
However, set τ := (M \p)R; by inspecting the definitions, one sees that Mp,R = MR + (−τ),
and proposition 6.4.7 shows that τ is a facet ofMR, henceMp,R is the half-space denotedHτ in
(6.3.10). Then the assertion is a rephrasing of proposition 6.3.11(ii).
(ii): Arguing as in the proof of (i), we may reduce again to the case where M is sharp, in
which case M = MR ∩ Mgp. The foregoing shows that, in case dimM = 1, the cone MR
is a half-space, whose boundary hyperplane is the only non-trivial face σ of MR. However, σ
is generated by the image of the unique non-trivial face of M , i.e. by M× = {1} (proposition
6.4.7(i)), hence σ = {0}, soMR is a half-line. Now, let u : MgpR → R be a non-zero linear form,
such that u(M) ≥ 0, and x1, . . . , xn a system of non-zero generators for M ; say that u(x1) is
the least of the values u(xi), for i = 1, . . . , n. SinceM is saturated, it follows easily that every
value u(xi) is an integer multiple of u(x1) (proposition 6.3.22(iii)), and then x1 is a generator
forM , soM ≃ N.
(iii): To begin with, R[M ] ⊂ R[Mgp], and since Mgp is torsion-free, it is clear that [Mgp]
is a domain, hence the same holds for R[M ]. Furthermore, from (i) we derive : R[M ] =⋂
htp=1R[Mp], hence it suffices to show that R[Mp] is normal whenever p has height one. How-
ever, we have R[Mp] ≃ R[M×p ] ⊗R R[N] in light of (ii), and since M×p is torsion free, it is a
filtered colimit of a family of free abelian groups of finite rank, so everything is clear. 
Example 6.4.17. LetM be a fine, sharp and saturated monoid of dimension 2.
(i) By corollary 6.4.10(i) and example 6.3.16, we see that M admits exactly two facets,
which are fine saturated monoids of dimension one; by theorem 6.4.16(ii) each of these facets
is generated by an element, say ei (for i = 1, 2). From proposition 6.3.22(iii) it follows that
Q+e1 ⊕Q+e2 = MQ. Especially, we may find an integer N > 0 large enough, such that :
Ne1 ⊕ Ne2 ⊂M ⊂ Ne1
N
⊕ Ne2
N
.
(ii) Moreover, clearly e1 and e2 are unimodular elements of M
gp (i.e. they generate direct
summands of the latter free abelian group of rank 2). We may then find a basis f1, f2 of M
gp
with e1 = f1, and e2 = af1 + bf2, where a, b ∈ Z and (a, b) = 1. After replacing f2 by some
element of the form cf2 + df1 with c ∈ {1,−1} and d ∈ Z, we may assume that b > 0 and
0 ≤ a < b. Clearly, such a normalized pair (a, b) determines the isomorphism class ofM , since
MR is the strictly convex cone of M
gp
R whose extremal rays are generated by e1 and e2, and
M = Mgp ∩MR.
(iii) More precisely, suppose that M ′ is another fine, sharp and saturated monoid of dimen-
sion 2, and ϕ : M → M ′ an isomorphism. Pick a basis f ′1, f ′2 of M ′gp and a normalized pair
(a′, b′) as in (ii), such that e′1 := f1 and e
′
2 := a
′f ′1+ b
′f ′2 generate the two facets ofM
′. Clearly,
ϕ must send a facet ofM onto a facet ofM ′; we distinguish two possibilities :
• eitherϕ(e1) = e′1 and ϕ(e2) = e′2, in which case we get ϕ(f2) = b−1(a′−a)f ′1+b−1b′f ′2;
especially, b′, a− a′ ∈ bZ. By considering ϕ−1, we get symmetrically that b ∈ b′Z, so
b = b′ and therefore (a′, b) = 1 = (a, b) and 0 ≤ a, a′ < b, whence a = a′
• or else ϕ(e1) = e′2 and ϕ(e2) = e′1, in which case we get ϕ(f2) = b−1(1 − aa′)f1 +
b−1b′af2. It follows again that b
′ ∈ bZ, so b = b′, arguing as in the previous case.
Moreover, 0 ≤ a′ < b, and 1 − aa′ ∈ bZ. In other words, the class of a′ in the group
(Z/bZ)× is the inverse of the class of a.
Conversely, it is easily seen that if M ′ is as above, f ′1, f
′
2 is a basis of M
′gp, and the two facets
ofM ′ are generated by f ′1 and a
′f ′1 + b
′f ′2, for a pair (a
′, b′) normalized as in (ii), and such that
aa′ ≡ 1 (mod b), then there exists an isomorphism M ∼→ M ′ of monoids (details left to the
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reader). Hence, set (Z/bZ)† := (Z/bZ)×/∼, where∼ denotes the smallest equivalence relation
such that [a] ∼ [a]−1 for every [a] ∈ (Z/bZ)×. We conclude that there exists a natural bijection
between the set of isomorphism classes of fine, sharp and saturated monoids of dimension 2,
and the set of pairs (b, [a]), where b > 0 is an integer, and [a] ∈ (Z/bZ)†.
6.4.18. Let P be an integral monoid. A fractional ideal of P is a P -submodule I ⊂ P gp
such that I 6= ∅ and x · I ⊂ P for some x ∈ P . Clearly the union and the intersection of
finitely many fractional ideals, are again fractional ideals. We may also define the product of
two fractional ideals I1, I2 ⊂ P gp : namely, the subset
I1I2 := {xy | x ∈ I1, y ∈ I2} ⊂ P gp
which is again a fractional ideal, by an easy inspection. If I is a fractional ideal of P , we say
that I is finitely generated, if it is such, when regarded as a P -module. For any two fractional
ideals I1, I2, we let
(I1 : I2) := {x ∈ P gp | x · I2 ⊂ I1}.
It is easily seen that (I1 : I2) is a fractional ideal of P (if x ∈ I2 and yI1 ⊂ P , then clearly
xy(I1 : I2) ⊂ P ). We set
I−1 := (P : I) and I∗ := (I−1)−1 for every fractional ideal I ⊂ P gp.
Clearly J−1 ⊂ I−1, whenever I ⊂ J , and I ⊂ I∗ for all fractional ideals I , J . We say that I is
reflexive if I = I∗. We remark that I−1 is reflexive, for every fractional ideal I ⊂ P gp. Indeed,
we have I−1 ⊂ (I−1)∗, and on the other hand (I−1)∗ = (I∗)−1 ⊂ I−1. It follows that I∗ is
reflexive, for every fractional ideal I . Moreover, I∗ ⊂ J∗, whenever I ⊂ J ; especially, I∗ is the
smallest reflexive fractional ideal containing I . Notice furthermore, that aI−1 = (a−1I)−1 for
every a ∈ P gp; therefore, aI∗ = (aI)∗, for every fractional ideal I and a ∈ P gp.
Lemma 6.4.19. Let P be any integral monoid, I, J ⊂ P gp two fractional ideals. Then :
(i) (IJ)∗ = (I∗J∗)∗.
(ii) I∗ is the intersection of the invertible fractional ideals of P that contain I (see definition
4.8.6(iv)).
Proof. (i): Since IJ ⊂ I∗J∗, we have (IJ)∗ ⊂ (I∗J∗)∗. To show the converse inclusion,
it suffices to check that I∗J∗ ⊂ (IJ)∗, since (IJ)∗ is reflexive, and (I∗J∗)∗ is the smallest
reflexive fractional ideal containing I∗J∗. Now, let a ∈ I be eny element; we get aJ∗ =
(aJ)∗ ⊂ (IJ)∗, so IJ∗ ⊂ (IJ)∗, and therefore (IJ∗)∗ ⊂ (IJ)∗. Lastly, let b ∈ J∗ be any
element; we get bI∗ = (bI)∗ ⊂ (IJ∗)∗, so I∗J∗ ⊂ (IJ∗)∗, whence the lemma.
(ii): It suffices to unwind the definitions. Indeed, a ∈ P gp lies in I∗ if and only if aI−1 ⊂ P ,
if and only if ab ∈ P , for every b ∈ P gp such that bI ⊂ P . In other words, a ∈ I∗ if and only if
a ∈ b−1P for every b ∈ P gp such that I ⊂ b−1P , which is the contention. 
6.4.20. Let P be any integral monoid. We denote by Div(P ) the set of all reflexive fractional
ideals of P . We define a composition law on Div(P ) by the rule :
I ⊙ J := (IJ)∗ for every I, J ∈ Div(P ).
It follows easily from lemma 6.4.19(i) that ⊙ is an associative law; indeed we may compute :
(I ⊙ J)⊙K = ((IJ)∗K)∗ = (IJK)∗ = (I(JK)∗)∗ = I ⊙ (J ⊙K)
for every I, J,K ∈ Div(P ). Clearly I ⊙ J = J ⊙ I and P ⊙ I = I , for every I, J ∈ Div(P ),
so (Div(P ),⊙) is a commutative monoid. Notice as well that if I ⊂ P , then also I∗ ⊂ P
(lemma 6.4.19(ii)), so the subset of all reflexive fractional ideals contained in P is a submonoid
Div+(P ) ⊂ Div(P ).
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Example 6.4.21. Let A be an integral domain, and K the field of fractions of A. Classically,
one defines the notion of fractional ideal : see e.g. [89, p.80] and [22, Ch.VII, §1, no.1], but
notice that the definitions in these two references differ slightly, as the zero ideal is a fractional
ideal according to the latter, but not according to the former. Additionally, one has a notion of
reflexive fractional ideal of A, which are also called divisorial fractional ideals in [22, Ch.VII,
§1, no.1]. In our terminology, these are understood as follows. SetA′ := A∩K×, and notice that
the monoid (A, ·) is naturally isomorphic to the integral pointed monoid A′◦. Then a fractional
ideal of A is an A′◦-submodule of K
×
◦ = K of the form I◦, where I ⊂ K× is a fractional
ideal of A′. Likewise one may define the reflexive fractional ideals of A. The set Div(A) of all
reflexive fractional ideals of A is then endowed with the unique monoid structure, such that the
map Div(A′)→ Div(A) given by the rule I 7→ I◦ is an isomorphism of monoids.
Lemma 6.4.22. Let P be an integral monoid, and G ⊂ P× a subgroup. We have :
(i) The rule I 7→ I/G induces a bijection from the set of fractional ideals of P to the set
of fractional ideals of P/G.
(ii) A fractional ideal I of P is reflexive if and only if the same holds for I/G.
(iii) The rule I 7→ I/G defines an isomorphism of monoids
Div(P )
∼→ Div(P/G).
(iv) If P ♯ is fine, every fractional ideal of P is finitely generated.
Proof. The first assertion is left to the reader. Next, we remark that I−1/G = (I/G)−1 and
(IJ)/G = (I/G) · (J/G), for every fractional ideals I, J of P , which imply immediately
assertions (ii) and (iii). Lastly, suppose that P ♯ is finitely generated, and let I be any fractional
ideal of P ; pick x ∈ I−1; since P is integral, I is finitely generated if and only if the same holds
for xI . Hence, in order to show (iv), we may assume that I ⊂ P , in which case the assertion
follows from proposition 6.1.9(ii) and lemma 6.1.17(i.a). 
In order to characterize the monoids P such that Div(P ) is a group, we make the following :
Definition 6.4.23. Let P be an integral monoid, and a ∈ P gp any element.
(a) We say that a is power-bounded, if there exists b ∈ P such that anb ∈ P for all n ∈ N.
(b) We say that P is completely saturated, if all power-bounded elements of P gp lie in P .
Example 6.4.24. Let (Γ,≤) be an ordered abelian group, and set Γ+ := {γ ∈ Γ | γ ≤ 1}. Then
Γ+ is always a saturated monoid, but it is completely saturated if and only if the convex rank of
Γ is ≤ 1 (see [52, Def.6.1.20]). The proof shall be left as an exercise for the reader.
Proposition 6.4.25. Let P be an integral monoid. We have :
(i) (Div(P ),⊙) is an abelian group if and only if P is completely saturated.
(ii) If P is fine and saturated, then P is completely saturated.
(iii) Let A be a Krull domain, and set A′ := A\{0}. Then (A′, ·) is a completely saturated
monoid.
Proof. (i): Suppose that I ∈ Div(I) admits an inverse J in the monoid (Div(P ),⊙), and notice
that I ⊙ I−1 ⊂ P ; it follows easily that I ⊙ (J ∪ I−1)∗ = P , hence I−1 ⊂ J , by the uniqueness
of the inverse. On the other hand, if J strictly contains I−1, then IJ strictly contains P , which
is absurd. Thus, we see thatDiv(P ) is a group if and only if I⊙I−1 = P for every I ∈ Div(P ).
Now, suppose first that P is completely saturated. In view of lemma 6.4.19(ii), we are reduced
to showing that P is contained in every invertible fractional ideal containing I−1I . Hence, say
that I−1I ⊂ aP for some a ∈ P gp; equivalently, we have a−1I−1I ⊂ P , i.e. a−1I−1 ⊂ I−1,
and then a−kI−1 ⊂ I−1 for every integer k ∈ N. Say that b ∈ I−1 and c ∈ I∗; we conclude that
a−kbc ∈ P for every k ∈ N, so a−1 ∈ P , by assumption, and finally P ⊂ aP , as required.
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Conversely, suppose thatDiv(P ) is a group, and let a ∈ P gp be any power-bounded element.
By definition, this means that theP -submodule I ofP gp generated by (ak | k ∈ N) is a fractional
ideal of P . Then I−1 is a reflexive fractional ideal, and by assumption I−1 admits an inverse,
which must be I∗, by the foregoing. On the other hand, by construction we have aI ⊂ I , hence
aI∗ = (aI)∗ ⊂ I∗. We deduce that aP = a(I∗ ⊙ I−1) = aI∗ ⊙ I−1 ⊂ I∗ ⊙ I−1 = P , i.e.
a ∈ P , as stated.
(ii) is a special case of the following :
Claim 6.4.26. Let P be any fine and saturated monoid,M ⊂ P gp a non-empty finitely generated
P -submodule, and a ∈ P gp an element such that aM ⊂M . Then a ∈ P .
Proof of the claim. Pick any m ∈ M , and denote by M ′ ⊂ M the submodule generated by
(akm | k ∈ N). According to proposition 6.1.9(i), there existsN ≥ 0 such thatM ′ is generated
by the finite system (akm | k = 0, . . . , N). Especially, aN+1m ∈ M ′, and therefore there exist
x ∈ P and i ≤ N such that aN+1m = aimx in M ; it follows that aN+1−i ∈ P , and finally
a ∈ P , since P is saturated. ♦
(iii): See [89, §12] for the basic generalities on Krull domains. One is immediately reduced
to the case where A is a valuation ring whose value group Γ has rank ≤ 1. Taking into account
(i) and lemma 6.4.22, it then suffices to show that the monoid A′/A× is completely sataurated.
However, the latter is isomorphic to the submonoid Γ+ of elements ≤ 1 in Γ, so the assertion
follows from example 6.4.24. 
6.4.27. Let ϕ : P → Q be a morphism of integral monoids, and I any fractional ideal of P ;
notice that IQ := ϕgp(I)Q ⊂ Qgp is a fractional ideal of Q. Moreover, the identities
(I1 ∪ I2)Q = I1Q∪ I2Q (I1I2)Q = (I1Q) · (I2Q) for all fractional ideals I1, I2 ⊂ P gp
are immediate from the definitions. Likewise, if A an integral domain and α : P → (A\{0}, ·)
a morphism of monoids, then the A-submodule IA := αgp(I)A of the field of fractions of A
is a fractional ideal of the ring A (in the usual commutative algebraic meaning : see example
6.4.21), and we have corresponding identities :
(I1∪ I2)A = I1A+ I2A (I1I2)A = (I1A) · (I2A) for all fractional ideals I1, I2 ⊂ P gp.
Lemma 6.4.28. In the situation of (6.4.27), suppose that ϕ is flat and A is α-flat, and let
I, J, J ′ ⊂ P gp be three fractional ideals, with I finitely generated. Then we have :
(i) (J : I)Q = (JQ : IQ) and (J : I)A = (J : I)A.
(ii) Especially, if I is reflexive, the same holds for IQ and IA (see example 6.4.21).
(iii) Suppose furthermore that A is local, and α is a local morphism. Then JA = J ′A if
and only if J = J ′.
(iv) If P is fine, the rule I 7→ IQ and I 7→ IA define morphisms of monoids
Div(ϕ) : Div(P )→ Div(Q) Div(α) : Div(P )→ Div(A)
(where Div(A) is defined as in example 6.4.21), and Div(α) is injective, if α is local
and A is a local domain.
Proof. (i): Say that I = a1P ∪ · · · ∪ anP for elements a1, . . . , an ∈ P gp. Then
(J : I) = a−11 J ∩ · · · ∩ a−1n J and (JQ : IQ) = a−11 JQ ∩ · · · ∩ a−1n JQ
and likewise for (J : I)A, hence the assertion follows from an easy induction, and the following
Claim 6.4.29. For any two fractional ideals J1, J2 ⊂ P , we have (J1 ∩ J2)Q = J1Q∩ J2Q and
(J1 ∩ J2)A = J1A ∩ J2A.
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Proof of the claim. Pick any x ∈ P such that xJ1, xJ2 ⊂ P ; since P is an integral monoid, and
A is an integral domain, it suffices to show that x(J1 ∩ J2)Q = xJ1Q ∩ xJ2Q and likewise for
x(J1 ∩ J2)A, and notice that x(J1 ∩ J2) = xJ1 ∩ xJ2. We may thus assume that J1 and J2 are
ideals of P , in which case the assertion is lemma 6.1.38. ♦
(ii): Suppose that I is reflexive; from (i) we deduce that ((IA)−1)−1 = IA. The assertion
is an immediate consequence, once one remarks that, for any fractional ideal J ⊂ A, there is
a natural isomorphism of A-modules : J−1
∼→ J∨ := HomA(J,A). Indeed, the isomorphism
assigns to any x ∈ J−1 the map µx : J → A : a 7→ xa for every a ∈ J (details left to the
reader).
(iii): We may assume that JA = J ′A, and we prove that J = J ′, and by replacing J ′ by
J ∪ J ′, we may assume that J ⊂ J ′. Then the contention follows easily from lemma 6.1.37.
(iv): This is immediate from (i) and (iii). 
Remark 6.4.30. In the situation of lemma 6.4.28(iv), obviouslyDiv(ϕ) restricts to a morphism
of submonoids :
Div+(ϕ) : Div+(P )→ Div+(Q).
6.4.31. Next, suppose that P is fine and saturated, and let I ⊂ P gp be any fractional ideal.
Then theorem 6.4.16(i) easily implies that :
I−1 =
⋂
ht p=1
(Ip)
−1
where the intersection – running over the prime ideals of P of height one – is taken within
HomP (I, P
gp), which naturally contains all the (Ip)
−1. The structure of the fractional ideals
of Pp when ht p = 1 is very simple : quite generally, theorem 6.4.16(ii) easily implies that if
dimP = 1, then all fractional ideals are cyclic, and then clearly they are reflexive. On the other
hand, I is finitely generated, by lemma 6.4.22(iv). We deduce that I is reflexive if and only if :
(6.4.32) I =
⋂
ht p=1
Ip.
Indeed, suppose that (6.4.32) holds; then we have I∗ =
⋂
ht p=1(I
−1
p )
−1 =
⋂
ht p=1 Ip, since we
have just seen that Ip is a reflexive fractional ideal of Pp, for every prime ideal p of height one.
Proposition 6.4.33. Let P be a fine and saturated monoid, and denote by D ⊂ SpecP the
subset of all prime ideals of height one. Then the mapping :
(6.4.34) Z⊕D → Div(P ) :
∑
ht p=1
np[p] 7→
⋂
ht p=1
m
np
Pp
is an isomorphism of abelian groups.
Proof. Here mPp ⊂ Pp is the maximal ideal, and for n ≥ 0, the notation mnPp means the usual
n-th power operation in the monoid P(P gp), which we extend to all integers n, by letting
mnPp := m
−n
Pp
whenever n < 0.
In order to show that (6.4.34) is well defined, set I :=
⋂
ht p=1m
np
p . Pick, for every p such
that np < 0, an element xp ∈ p, and set yp := x−npp ; if np ≥ 0, set yp := 1. Then it is easy to
check (using theorem 6.4.16(i)) that
∏
ht p=1 yp lies in I
−1, hence I is a fractional ideal. Next,
for given p, p′ ∈ D, notice that (Pp)p′ = P gp; it follows that
(6.4.35) Ip = m
np
p for every p ∈ D
therefore I is reflexive. Furthermore, it is easily seen (from theorem 6.4.16(ii)), that every
reflexive ideal of Pp is of the form m
n
P for some integer n, and moreover m
n
P = m
m
P if and
only if n = m. Then (6.4.32) implies that the mapping (6.4.34) is surjective, and the injectivity
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follows from (6.4.35). It remains to check that (6.4.34) is a group homomorphism, and to this
aim we may assume – in view of lemma 6.4.28(iv) – that dimP = 1, in which case the assertion
is immediate. 
6.4.36. A morphism ϕ : I → J of fractional ideals of P is, by definition, a morphism of
P -modules. Let x, y ∈ I be any two elements; we may find a, b ∈ P such that ax = by in I ,
and therefore aϕ(x) = ϕ(ax) = ϕ(by) = bϕ(y); thus, ϕ(y) = (b−1a) · ϕ(x) = (x−1y) · ϕ(x).
This shows that, for every morphism ϕ : I → J of fractional ideals, there exists c ∈ P gp such
that ϕ(x) = cx for every x ∈ I . Especially, I ≃ J if and only if there exists a ∈ P gp such that
I = aJ . Likewise one may characterize the morphisms and isomorphisms of fractional ideals
of an integral domain. We denote
Div(P )
the set of isomorphism classes of reflexive fractional ideals of P . From the foregoing, it is clear
that if I ≃ I ′, we have I ⊙ J ≃ I ′ ⊙ J for every J ∈ Div(P ); therefore the composition law
of Div(P ) descends to a composition law for Div(P ), which makes it into a (commutative)
monoid, and if P is completely saturated, then Div(P ) is an abelian group. We also deduce an
exact sequence of monoids
(6.4.37) 1→ P× → P gp jP−−→ Div(P )→ Div(P )→ 1
where jP is given by the ruleA: a 7→ aP for every a ∈ P ; especially, jP restricts to a morphism
of monoids
j+P : P → Div+(P ).
Likewise, we define Div(A), for any integral domain A : see example 6.4.21. Moreover, in the
situation of (6.4.27), we see from lemma 6.4.28(iv) that if α is local, P is fine, A is α-flat, and
ϕ is flat, then Div(ϕ) and Div(α) descend to well defined morphisms of monoids
Div(ϕ) : Div(P )→ Div(Q) Div(α) : Div(P )→ Div(A).
Proposition 6.4.38. Let P be a fine and saturated monoid, I, J ⊂ P gp two fractional ideals, A
a local integral domain, and α : P → (A, ·) a local morphism of monoids. We have :
(i) (I : I) = P .
(ii) Suppose that A is α-flat. Then IA ≃ JA if and only if I ≃ J . Especially, in this case
Div(α) is an injective map.
Proof. (i): Clearly it suffices to show that (I : I) ⊂ P . Hence, say that x ∈ (I : I), and
pick any a ∈ I; it follows that xna ∈ P for every n > 0; in the additive group logP gp we
have therefore the identity n · log(x) + log(a) ∈ logP , so log(x) + n−1 log(a) ∈ (logP )R
for every n > 0. Since (logP )R is a convex polyhedral cone in (logP
gp)R, we deduce that
x ∈ (logP )R ∩ (logP gp) = logP (proposition 6.3.22(iii)), as claimed.
(ii): We may assume that IA is isomorphic to JA, and we show that I is isomorphic to J .
Indeed, the assumption means that a(IA) = JA for some x ∈ Frac(A); therefore, a ∈ (JA :
IA) and a−1 ∈ (IA : JA), so
A = (IA : JA) · (JA : IA) = ((I : J) · (J : I))A
by virtue of lemma 6.4.28(i). Since A is local, it follows that there exist a ∈ (I : J) and
b ∈ (J : I) such that α(ab) ∈ A×, whence ab ∈ P×, since α is local. It follows easily that
I = aJ , as asserted. 
Example 6.4.39. (i) Let P be a fine and saturated monoid, and D ⊂ SpecP the subset of all
prime ideals of height one; for every p ∈ D, denote
vp : P → P ♯p ∼→ N
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the composition of the localization map, and the natural isomorphism resulting from theorem
6.4.16(ii). A simple inspection shows that the isomorphism (6.4.34) identifies the map jP of
(6.4.37) with the morphism of monoids
vP : P
gp → Z⊕D x 7→ (vgpp (x) | p ∈ D).
With this notation, the isomorphism (6.4.34) is the map given by the rule :
k• 7→ v−1P (k• + N⊕D) for every k• ∈ Z⊕D.
(ii) Suppose now that P is sharp and dimP = 2, in which caseD = {p1, p2} contains exactly
two elements. According to example 6.4.17(ii), we may find a basis f1, f2 of P
gp, such that the
two facets P \ p1 and P \ p2 of P are generated respectively by e1 := f1 and e2 := af1 + bf2,
for some a, b ∈ N, with a < b and (a, b) = 1. It follows easily that P is a submonoid of the free
monoid
Q := Ne′1 ⊕ Ne′2 where e′1 := b−1e1 and e′2 := b−1e2
and Qgp/P gp ≃ Z/bZ (details left to the reader). The induced map SpecQ → SpecP is a
homeomorphism; especially Q admits two prime ideals q1, q2 of height one, so that qi∩P = pi
for i = 1, 2, whence – by proposition 6.4.33 – a natural isomorphism
s∗ : Div(Q)
∼→ Div(P )
and notice that jQ : Q
gp → Div(Q) is the isomorphism given by the rule : e′i 7→ qi for i = 1, 2.
Moreover, we have commutative diagrams of monoids :
P
s //
vpi

Q
vqi

N
ti // N
(i = 1, 2).
Clearly, Q \ qi is the facet generated by e′i, so vqi is none else than the projection onto the
direct factor Ne′3−i, for i = 1, 2. In order to compute vpi , it then suffices to determine ti, or
equivalently tgpi . However, set τi := v
gp
qi
◦ sgp; clearly τ1(f2) = τ1(e′2 − ae′1) = 1, so τ1 is
surjective. Also, τ2(f1) = b and τ2(f2) = −a, so τ2 is surjective as well; therefore both t1 and
t2 are the identity endomorphism of N. Summing up, we find that
jP = s
∗ ◦ jQ ◦ sgp
and the morphism vP is naturally identified with s
gp : P gp → Qgp. Especially, we have obtained
a natural isomorphism
Div(P )
∼→ Z/bZ.
We may then rephrase in more intrinsic terms the classification of example 6.4.17(iii) : namely
the isomorphism class of P is completely determined by the datum of Div(P ) and the equiva-
lence class of the height one prime ideals of P in the quotient set Div(P )† defined as in loc.cit.
(iii) In the situation of (ii), a simple inspection yields the following explicit description of all
reflexive fractional ideals of P . Recall that such ideals are of the form
Ik1,k2 := m
k1
1 ∩mk22 = {x ∈ P gp | vp1(x) ≥ k1, vp2(x) ≥ k2}
where mi is the maximal ideal of Ppi , and ki ∈ Z, for i = 1, 2. Then
Ik1,k2 = {x1e1 + x2e2 | x1, x2 ∈ b−1Z, x1 ≥ b−1k2, x2 ≥ b−1k1} ∩ P gp for all k1, k2 ∈ Z.
With this notation, the cyclic reflexive ideals are then those of the form
(x1f1 + x2f2)P = Ix2b,x1b−x2a with x1, x2 ∈ Z.
Especially, we see that the classes of p1 = I0,1 and p2 = I1,0 are both of order b in Div(P ).
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The following estimate, special to the two-dimensional case, will be applied to the proof of
the almost purity theorem for towers of regular log schemes.
Lemma 6.4.40. Let P be a fine and saturated monoid of dimension 2, and denote by b the order
of the finite cyclic group Div(P ). We have :
m
[b/2]
P ⊂ I · I−1 for every I ∈ Div(P )
(where [b/2] denotes the largest integer ≤ b/2).
Proof. Notice first that the assertion holds for a given I ∈ Div(P ), if and only if it holds for
xI , for any x ∈ P gp. If b = 1, then P = N⊕2, in which case Div(P ) = 0, so every reflexive
fractional ideal of P is isomorphic to P , and the assertion is clear. Hence, assume that b > 1;
let p1, p2 be the two prime ideals of height one of P , and define Q, e1, e2 and Ik1,k2 for every
k1, k2 ∈ Z, as in example 6.4.39(ii,iii). With this notation, notice that
mP \m2P = {e1, e2} ∪ Σ where Σ ⊂ {x1e1 + x2e2 | x1, x2 ∈ b−1Z, 0 ≤ x1, x2 < 1}.
It follows easily that, for every i ∈ N, every element of miP is of the form x1e1 + x2e2 with
x1, x2 ∈ b−1N and max(x1, x2) ≥ b−1i. Hence, let I ∈ Div(P ) and x := x1e1 + x2e2 ∈ m[b/2]P ,
and say that bx1 ≥ [b/2]. According to example 6.4.39(iii), we may assume that I = pj2 = Ij,0
for some j ∈ {0, . . . , b − 1}. Moreover, notice that the assertion holds for I if and only if it
holds for I−1, whose class in Div(P ) agrees with the class of pb−j2 . Clearly, either j ≤ [b/2] or
b− j ≤ [b/2]; hence, we may assume that j ∈ {0, . . . , [b/2]}. Thus, P ⊂ I−1, and I ⊂ I · I−1,
and clearly x ∈ I , so we are done in this case. The case where bx2 ≥ [b/2] is dealt with in
the same way, by writing I = pj1 for some non-negative j ≤ [b/2] : the details are left to the
reader. 
If f : P → Q is a general morphism of integral monoids, and I a fractional ideal of Q, the
P -module f gp−1(I) is not necessarily a fractional ideal of P (for instance, consider the natural
map P → P gp). One may obtain some positive results, by restricting to the class of morphisms
introduced by the following :
Definition 6.4.41. Let f : P → Q be a morphism of monoids. We say that f is of Kummer
type, if f is injective, and the induced map fQ : PQ → QQ is surjective (notation of (6.3.20)).
Lemma 6.4.42. Let f : P → Q be a morphism of monoids of Kummer type, SQ ⊂ Q a
submonoid, and set SP := f
−1SQ. We have :
(i) The map Spec f : SpecQ→ SpecP is bijective; especially dimP = dimQ.
(ii) If Q× is a torsion-free abelian group, P is the trivial monoid (resp. is sharp) if and
only if the same holds for Q.
(iii) The induced morphism S−1P P → S−1Q Q is of Kummer type.
(iv) If P is integral, the unit of adjunction P → P sat is of Kummer type.
(v) Suppose that P is integral and saturated. Then f ♯ : P ♯ → Q♯ is of Kummer type.
(vi) If both P and Q are integral, and P is saturated, then f is exact.
Proof. (ii) and (iv) are trivial, and (iii) is an exercise for the reader.
(i): Let F, F ′ ⊂ Q be two faces such that f−1F = f−1F ′, and say that x ∈ F . Then
xn ∈ f(P ) for some n > 0, so xn ∈ f(f−1F ′), whence x ∈ F ′, which implies that Spec f is
injective. Next, for a given face F of P , let F ′ ⊂ Q be the subset of all x ∈ Q such that there
exists n > 0 with xn ∈ f(F ). It is easily seen that F ′ is a face of Q, and moreover f−1F ′ = F ,
which shows that Spec f is also surjective.
(v): Clearly the map (P ♯)Q → (Q♯)Q is surjective. Now, let x, y ∈ P such that the images
of f(x) and f(y) agree in Q♯, i.e. there exists u ∈ Q× with u · f(x) = f(y); we may find
n > 0 such that un, u−n ∈ f(P ). Say that un = f(v), u−n = f(w); since f(vw) = 1, we have
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vw = 1, and moreover f(vxn) = f(yn), so vxn = yn. Therefore xny−n, x−nyn ∈ P , and since
P is saturated we deduce that xy−1, x−1y ∈ P , so the images of x and y agree in P ♯.
(vi): Notice first that f gp is injective, since the same holds for f . Suppose x ∈ P gp and
f gp(x) ∈ Q; we may then find an integer k > 0 and y ∈ P such that f(y) = f(x)k. Since P is
saturated, it follows that x ∈ P , so f is exact. 
6.4.43. Suppose that ϕ : P → Q is a morphism of integral monoids of Kummer type, with
P saturated, and let I ⊂ Qgp be a fractional ideal. Then ϕ∗I := ϕgp−1(I) is a fractional ideal
of P . Indeed, by assumption there exists a ∈ Q such that aI ⊂ Q; we may find k > 0 and
b ∈ P such that ak = ϕ(b), so ϕ(bx) ∈ ϕ(P )gp∩Q = ϕ(P ) for every x ∈ ϕ∗I , since ϕ is exact
(lemma 6.4.42(v)); therefore b · ϕ∗(I) ⊂ P .
6.4.44. In the situation of (6.4.43), suppose that both P and Q are fine and saturated, and let
gr•Q
gp be the ϕ-grading of Q, indexed by (Γ,+) := Qgp/P gp (see remark 6.2.5(iii)); for every
x ∈ Qgp, denote x ∈ Γ the image of x. Let also I ⊂ Qgp be any fractional ideal, and denote by
gr•I the Γ-grading on I deduced from the ϕ-grading of Q
gp; arguing as in (6.4.43), it is easily
seen that, more generally, ϕ∗(x−1grxI) is a fractional ideal of P , for every x ∈ Q (details left
to the reader). For every prime ideal q of height one in Q, we have a commutative diagram of
monoids :
(6.4.45)
P
ϕ //
vϕ−1q

Q
vq

N
eq // N
where vq and vϕ−1q are defined as in example 6.4.39(i), and eq is the multiplication by a non-zero
(positive) integer, which we call the ramification index of ϕ at q, and we denote also eq.
Lemma 6.4.46. In the situation of (6.4.44), suppose that I is a reflexive fractional ideal. Then
ϕ∗(a−1 · graI) is a reflexive fractional ideal of P , for every a ∈ Qgp.
Proof. Clearly, we may replace I by a−1I , and reduce to the case where a = 1, in which case we
have to check that ϕ∗I is a reflexive fractional ideal. However, according to example 6.4.39(i),
we may write I = v−1Q (k• + N
⊕D), where D ⊂ SpecQ is the subset of the height one prime
ideals, and k• ∈ Z⊕D. Set
k′• := ([e
−1
q kq] | q ∈ D)
(where, for a real number x, we let [x] be the smallest integer ≥ x). Since Specϕ is bijective
(lemma 6.4.42(i)), the commutative diagrams (6.4.45) imply thatϕ∗I = v−1P (k
′
•+N
⊕D), whence
the contention. 
Example 6.4.47. Let P be as in example 6.4.39(ii), set Q := Div+(P ), and take ϕ := j
+
P :
P → Q (notation of (6.4.36)). The discussion of loc.cit. shows that ϕ is a morphism of
Kummer type, and notice that the ϕ-grading of Q is indexed by Qgp/P gp = Div(P ). Now,
pick any x ∈ Q, and let x ∈ Div(P ) be the equivalence class of x; by lemma 6.4.46, the P -
module grxQ is isomorphic to a reflexive fractional ideal of P . We claim that the isomorphism
class of grxQ is precisely x
−1 (where the inverse is formed in the commutative group Div(P )).
Indeed, let a ∈ P gp be any element; by definition, we have a ∈ ϕ∗(x−1grxQ) if and only if
ϕgp(a) ∈ x−1grxQ, if and only if ax ∈ Q, if and only if a ∈ x−1, whence the claim. Thus, the
family
(grγDiv+(P ) | γ ∈ Div(P ))
is a complete system of representatives for the isomorphism classes of the reflexive fractional
ideals of a fine, sharp and saturated monoid P of dimension 2.
490 OFER GABBER AND LORENZO RAMERO
Remark 6.4.48. Further results on reflexive fractional ideals for monoids, and their divisor
class groups can be found in [32].
6.5. Fans. According to Kato ([80, §9]), a fan is to a monoid what a scheme is to a ring.
More prosaically, the theory of fans is a reformulation of the older theory of rational polyhedral
decompositions, developed in [83].
Definition 6.5.1. (i) A monoidal space is a datum (T,OT ) consisting of a topological space T
and a sheaf of monoids OT on T .
(ii) A morphism of monoidal spaces is a datum
(f, log f) : (T,OT )→ (S,OS)
consisting of a continuous map f : T → S, and a morphism log f : f ∗OS → OT of
sheaves of monoids that is local, i.e. whose stalk (log f)t : OS,f(t) → OT,t is a local
morphism, for every t ∈ T . The strict locus of (f, log f) is the subset
Str(f, log f) ⊂ T
consisting of all t ∈ T such that (log f)t is an isomorphism.
(iii) We say that a monoidal space (T,OT ) is sharp, (resp. integral, resp. saturated) if OT
is a sheaf of sharp (resp. integral, resp. integral and saturated) monoids.
(iv) For any monoidal space (resp. integral monoidal space) (T,OT ), the sharpening (resp.
the saturation) of (T,OT ) is the sharp monoidal space (T,OT )♯ := (T,O
♯
T ) (resp.
(T,OT )sat := (T,O satT )).
It is easily seen that the rule (T,OT ) 7→ (T,OT )♯ extends to a functor from the category of
monoidal spaces to the full subcategory of sharp monoidal spaces. This functor is right adjoint
to the corresponding fully faithful embedding of categories.
Likewise, the functor (T,OT ) 7→ (T,OT )sat is right adjoint to the fully faithful embedding
of the category of saturated monoidal spaces, into the category of integral monoidal spaces.
6.5.2. Let P be any monoid; for every f ∈ P , let us set
D(f) := {p ∈ SpecP | f /∈ p}.
Notice that D(f) ∩ D(g) = D(fg) for every f, g ∈ P . We endow SpecP with the topology
having a basis consisting of the subsets D(f), for every f ∈ P . Notice that mP is the only
closed point of SpecP (especially, SpecP is trivially quasi-compact).
By lemma 6.1.14, the localization map jf : P → Pf induces an identification j∗f : SpecPf ∼→
D(f). It is easily seen that (j∗f )
−1D(fg) = D(j(g)) ⊂ SpecPf ; in other words, the topology
of SpecPf agrees with the topology induced from SpecP , via j
∗.
Next, for every f ∈ P we set :
OSpecP (D(f)) := Pf .
We claim that OSpecP (D(f)) depends only on the open subsetD(f), up to natural isomorphism
(and not on the choice of f ). More precisely, say that D(f) ⊂ D(g) for two given elements
f, g ∈ P ; it follows that the image of g in Pf lies outside the maximal ideal mPf , hence g ∈
P×f , and therefore the localization map jf : P → Pf factors uniquely through a morphism of
monoids :
jf,g : Pg → Pf .
Likewise, if D(g) ⊂ D(f) as well, the localization jg : P → Pg factors through a unique map
jg,f : Pf → Pg, whence the identities :
jf,g ◦ jg,f ◦ jf = jf jg,f ◦ jf,g ◦ jg = jg
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and since jf and jg are epimorphisms, we see that jf,g and jg,f are mutually inverse isomor-
phisms.
6.5.3. Say that D(f) ⊂ D(g) ⊂ D(h) for some f, g, h ∈ P ; by direct inspection, it is clear
that jf,g ◦ jg,h = jf,h, so the rule D(f) 7→ Pf yields a well defined presheaf of monoids on the
site CP of open subsets of SpecP of the form D(f) for some f ∈ P . Then OSpecP is trivially a
sheaf on CP (notice that ifD(f) =
⋃
i∈I D(gi) is an open covering ofD(f), thenD(gi) = D(f)
for some i ∈ I). According to [37, Ch.0, §3.2.2] it follows that OSpecP extends uniquely to a
well defined sheaf of monoids on SpecP , whence a monoidal space (SpecP,OSpecP ). By
inspecting the construction, we find natural identifications :
(6.5.4) (OSpecP )p
∼→ Pp for every p ∈ SpecP
and moreover :
P
∼→ Γ(SpecP,OSpecP ).
It is also clear that the rule
(6.5.5) P 7→ (SpecP,OSpecP )
defines a functor from the categoryMndo to the category of monoidal spaces.
Proposition 6.5.6. The functor (6.5.5) is right adjoint to the functor :
(T,OT ) 7→ Γ(T,OT )
from the category of monoidal spaces, to the categoryMndo.
Proof. Let f : P → Γ(T,OT ) be a map of monoids. We define a morphism
ϕf := (ϕf , logϕf) : (T,OT )→ (SpecP,OSpecP )
as follows. Given t ∈ T , let ft : P → OT,t be the morphism deduced from f , and denote
by mt ⊂ OT,t the maximal ideal. We set ϕf (t) := f−1t (mt). In order to show that ϕf is
continuous, it suffices to prove that Us := ϕ
−1
f (D(s)) is open inMT , for every s ∈ P . However,
Us = {t ∈ T | ft(s) ∈ O×T,t}, and it is easily seen that this condition defines an open subset
(details left to the reader). Next, we define logϕf on the basic open subsets D(s). Indeed, let
js : Γ(T,OT )→ OT (Us) be the natural map; by construction, js ◦ f(s) is invertible in OT (Us),
hence js ◦ f extends to a unique map of monoids :
Ps = OSpecP (D(s))→ ϕf∗OT (D(s)).
By [37, Ch.0, §3.2.5], the above rule extends to a uniquemorphismOSpecP → ϕf∗OT of sheaves
of monoids, whence – by adjunction – a well defined morphism logϕf : ϕ
∗
fOSpecP → OT . In
order to show that (ϕf , logϕf) is the sought morphism of monoidal spaces, it remains to check
that (logϕf)t : Pϕf (t) → OT,t is a local morphism, for every t ∈ T . However, let it : P → Pϕf (t)
be the localization map; by construction, we have (logϕf)t ◦ it = ft, and the contention is a
straightforward consequence.
Conversely, say that (ϕ, logϕ) : (T,OT ) → (SpecP,OSpecP ) is a morphism of monoidal
spaces; then logϕ corresponds to a unique morphism ψ : OSpecP → ϕ∗OT , and we set
fϕ := Γ(SpecP, ψ) : P → Γ(T,OT ).
By inspecting the definitions, it is easily seen that fϕf = f for every morphism of monoids f as
above. To conclude, it remains only to show that the rule (ϕ, logϕ) 7→ fϕ is injective. However,
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for a given morphism of monoidal spaces (ϕ, logϕ) as above, and every point t ∈ T , we have a
commutative diagram of monoids :
P
fϕ //

Γ(T,OT )
jt

Pϕ(t)
logϕt // OT,t
.
Since logϕt is local, it follows that ϕ(t) = (fϕ ◦ jt)−1mt, especially fϕ determines ϕ : T →
SpecP . Finally, since the map P → Pϕ(t) is an epimorphism, we see that logϕt is determined
by fϕ as well, and the proposition follows. 
Definition 6.5.7. Let (T,OT ) be a sharp monoidal space.
(i) We say that (T,OT ) is an affine fan, if there exist a monoid P and an isomorphism of
sharp monoidal spaces (SpecP,OSpecP )♯
∼→ (T,OT ).
(ii) In the situation of (i), if P can be chosen to be finitely generated (resp. fine), we say
that (T,OT ) is a finite (resp. fine) affine fan.
(iii) We say that (T,OT ) is a fan, if there exists an open covering T =
⋃
i∈I Ui, such that the
induced sharp monoidal space (Ui,OT |Ui) is an affine fan, for every i ∈ I . We denote
by Fan the full subcategory of the category of monoidal spaces, whose objects are the
fans.
(iv) In the situation of (iii), if the covering (Ui | i ∈ I) can be chosen, so that (Ui,OT |Ui) is
a finite (resp. fine) affine fan for every i ∈ I , we say that (T,OT ) is locally finite (resp.
locally fine).
(v) We say that the fan (T,OT ) is finite (resp. fine) if it is locally finite (resp. locally fine)
and quasi-compact.
(vi) Let (T,OT ) be a fan. The simplicial locus Tsim ⊂ T is the subset of all t ∈ T such that
OT,t is a free monoid of finite rank.
Remark 6.5.8. (i) For every monoid P , let TP denote the affine fan (SpecP )
♯. In light of
proposition 6.5.6, it is easily seen that the functor P 7→ TP is an equivalence from the opposite
of the full subcategory of sharp monoids, to the category of affine fans.
(ii) Since the saturation functor commutes with localizations (lemma 6.2.9(i)), it is easily
seen that the saturation of a fan is a fan, and more precisely, the saturation of an affine fan TP ,
is naturally isomorphic to TP sat .
(iii) Let Q1 and Q2 be two monoids; since the product P ×Q is also the coproduct of P and
Q in the categoryMnd (see example 4.8.30(i)), we have a natural isomorphism in the category
of fans :
TP×Q
∼→ TP × TQ.
More generally, suppose that P → Qi, for i = 1, 2, are two morphisms of monoids. Then we
have a natural isomorphism of fans :
TQ1⊗PQ2
∼→ TQ1 ×TP TQ2.
From this, a standard argument shows that fibre products are representable in the category of
fans.
(iv) Furthermore, lemma 6.1.17(ii) implies that the natural map :
π : Spec (P ×Q)→ SpecP × SpecQ
is a homeomorphism (where the product of SpecP and SpecQ is taken in the category of
topological spaces and continuous maps).
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(v) Moreover, we have natural isomorphisms of monoids :
OTP×Q,π−1(s,t)
∼→ OTP ,s ×OTQ,t for every s ∈ SpecP and t ∈ SpecQ.
(vi) For any fan T := (T,OT ), and any monoidM , we shall use the standard notation :
T (M) := HomFan((SpecM)
♯, T ).
Especially, if T is an affine fan, say T = (SpecP )♯, then T (M) = HomMnd(P,M
♯); for
instance, if T is affine, T (N) is a monoid, and T (Q+)
gp is a Q-vector space. Furthermore, by
standard general nonsense we have natural identifications of sets :
(T1 ×T T2)(M) ∼→ T1(M)×T (M) T2(M)
for any pair of T -fans T1 and T2, and every monoidM . If T , T1 and T2 are affine, this identifi-
cation is also an isomorphism of monoids.
Example 6.5.9. (i) The topological space underlying the affine fan (SpecN,OSpecN)♯ consists
of two points : SpecN = {∅,m}, where m := N\{0} is the closed point. The structure sheaf
O := OSpecN is determined as follows. The two stalks are O∅ = {1} (the trivial monoid) and
Om = N; the global sections are Γ(SpecN,O) = N.
(ii) Let (T,OT ) be any fan, P any monoid, with maximal ideal mP , and ϕ : TP :=
(SpecP,OSpecP )♯ → (T,OT ) a morphism of fans. Say that ϕ(mP ) ∈ U for some affine
open subset U ⊂ F ; then ϕ(SpecP ) ⊂ U , hence ϕ factors through a morphism of fans
TP → (U,OT |U). In view of proposition 6.5.6, such a morphism corresponds to a unique
morphism of monoids ϕ♮ : OT (U) → P ♯, and then ϕ(mP ) = ϕ♮−1(mP ) ∈ SpecOT (U) = U .
The map on stalks determined by ϕ is the local morphism
OT,ϕ(mP )
∼→ OT (U)ϕ(mP )/OT (U)×ϕ(mP ) → P ♯
obtained from ϕ♮ after localization at the prime ideal ϕ♮−1(mP ).
(iii) For any two monoids M and N , denote by loc.HomMnd(M,N) the set of local mor-
phisms of monoidsM → N . The discussion in (ii) leads to a natural identification :
T (P )
∼→
∐
t∈T
loc.HomMnd(OT,t, P
♯)
For any monoid P . The support of a P -point ϕ ∈ T (P ) is the unique point t ∈ T such that ϕ
corresponds to a local morphism OT,t → P ♯.
Example 6.5.10. (i) Let P be any monoid, k > 0 any integer, set TP := (SpecP )
♯, and let
kP : P → P be the k-Frobenius map of P (definition 4.8.40(ii)). Then
kTP := SpeckP : TP → TP
is a well defined endomorphism inducing the identity on the underlying topological space.
(ii) More generally, let F be any fan; for every integer k > 0 we have the k-Frobenius
endomorphism
kF : F → F
which induces the identity on the underlying topological space, and whose restriction to any
affine open subfan U ⊂ F is the endomorphism kU defined as in (i).
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6.5.11. Let P be a monoid, M a P -module, and set TP := (SpecP )
♯. We define a presheaf
M∼ on the site of basic affine open subsetsD(f) ⊂ SpecP (for all f ∈ P ), by the rule :
U 7→M∼(U) := M ⊗P OTP (U)
(and for an inclusion U ′ ⊂ U of basic open subsets, the corresponding morphism M∼(U) →
M∼(U ′) is deduced from the restriction map OTP (U) → OTP (U ′)). It is easily seen that
M∼ is a sheaf, hence it extends to a well defined sheaf of OTP -modules on TP ([37, Ch.0,
§3.2.5]). Clearly Γ(TP ,M∼) = M , and the rule M 7→ M∼ yields a well defined functor
P -Mod → OTP -Mod, which is left adjoint to the global section functor on OTP -modules :
M 7→ Γ(TP ,M ) (verification left to the reader).
Definition 6.5.12. Let (T,OT ) be a fan, M a OT -module. We say that M is quasi-coherent,
if there exist an open covering T =
⋃
i∈I Ui of T by affine open subsets, and for each i ∈ I an
OT (Ui)-moduleMi with an isomorphism of OT |Ui-modules M|Ui
∼→M∼i .
Remark 6.5.13. (i) Let (T,OT ) be a fan, M a quasi-coherent OT -module, and U ⊂ T be any
open subset, such that (U,OT |U) is an affine fan (briefly : an affine open subfan of T ). Then,
since U admits a unique closed point t ∈ U , it is easily seen that M|U is naturally isomorphic
to M∼t as a OT |U -module.
(ii) In the same vein, if M is an invertible OT -module (see definition 4.8.6(iv)), then the
restriction M|U of M to any affine open subset, is isomorphic to OT |U .
(iii) For any fan (T,OT ), the sheaf of abelian groups O
gp
T is quasi-coherent (exercise for the
reader). Suppose that T is integral; then an OT -submoduleI ⊂ OgpT is called a fractional ideal
(resp. a reflexive fractional ideal) of OT if I is quasi-coherent, and I (U) is a fractional ideal
(resp. a reflexive fractional ideal) of OT (U), for every affine open subset U ⊂ T .
(iv) Let P be any integral monoid, I ⊂ P gp a fractional ideal of P , and set TP := (SpecP )♯.
It follows easily from lemma 6.4.22(i) that I∼ ⊂ OgpTP is a fractional ideal of OTP , and I∼ is
reflexive if and only if I is a reflexive fractional ideal of P (lemma 6.4.22(ii)).
(v) Suppose that T is locally finite; in this case, it follows easily from proposition 6.1.9(ii)
that every quasi-coherent ideal of OT is coherent. Likewise, if T is also integral, and I ⊂ OgpT
is a (quasi-coherent) fractional ideal of OT , then I is coherent, provided the stalks It are
finitely generated OT,t-modules, for every t ∈ T . (Details left to the reader.)
Remark 6.5.14. (i) Let T be any integral fan. We define a sheafDivT on T , by lettingDivT (U)
be the set of all reflexive fraction ideals of OU , for every open subset U ⊂ T .
(ii) Now, suppose that T is locally fine; in this case, we can endow DivT with a natural
structure of T -monoid, as follows. First, we define a presheaf of monoids on the site CT of
affine open subsets of T by the rule :
U 7→ DivT (U) := (Div(OT (U)),⊙)
(notation of (6.4.20)) and for an inclusion U ′ ⊂ U of affine open subset, the corresponding
morphism of monoids DivT (U)→ DivT (U ′) is deduced from the flat map OT (U)→ OT (U ′),
by virtue of lemma 6.4.28(iv). Arguing as in (6.5.3), we see that DivT is a sheaf on CT , and
then [37, Ch.0, §3.2.2] implies that DivT extends uniquely to a sheaf of monoids on T . It is
then clear that the sheaf of sets underlying this T -monoid is (naturally isomorphic to) the sheaf
defined in (i).
(iii) In the situation of (ii), we have likewise a T -submonoid Div+T ⊂ DivT (remark 6.4.30),
and we may also define a T -monoid DivT (see (6.4.36)). Moreover, we have the global version
of (6.4.37) : namely, the sequence of T -monoids
1→ OgpT
jT−−→ DivT → DivT → 1
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is exact (recall that O×T = 1T , the initial T -monoid), and jT restricts to a map of T -monoids
OT → Div+T .
Indeed, the assertion can be checked on the stalks over each t ∈ T , where it reduces to the exact
sequence (6.4.37) for P := OT,t. Lastly, we remark that if T is locally fine and saturated, then
DivT and DivT are abelian T -groups (proposition 6.4.25(i,ii)).
6.5.15. If f : T ′ → T is a morphism of fans, and M is any OT -module, then we define as
usual the OT ′-module :
f ∗M := f−1M ⊗f−1OT OT ′
where f−1M denotes the usual sheaf-theoretic inverse image of M (so f−1OT means here
what was denoted f ∗OT in definition 6.5.1(ii)). The rule M 7→ f ∗M yields a left adjoint to the
functor
OT ′-Mod→ OT -Mod N 7→ f∗N
(verification left to the reader). Notice that ifM is quasi-coherent, then f ∗M is a quasi-coherent
OT ′-module. Indeed, the assertion is local on T ′, hence we are reduced to the case where
T ′ = (SpecP ′) and T = (SpecP ) for some monoids P and P ′. In this case, the functor
M 7→ f ∗(M∼) : P -Mod → OT ′-Mod is left adjoint to the functor M 7→ Γ(T ′,M ) on OT ′-
modules. The latter functor also admits the left adjoint given by the rule : M 7→ (M ⊗P P ′)∼,
whence a natural isomorphism of OT ′-modules :
f ∗(M∼)
∼→ (M ⊗P P ′)∼.
6.5.16. Let T := (T,OT ) be a fan, t ∈ T any point. The height of t is :
htT (t) := dimOT,t ∈ N ∪ {+∞}
(see definition 6.1.19) and the dimension of T is dimT := sup(htT (t) | t ∈ T ). (If T = ∅ is
the empty fan, we let dimT := −∞.)
Suppose that T is locally finite; then it follows from (6.5.4) and lemma 6.1.21(iii),(iv) that
the height of any point of T is an integer. Moreover, let U(t) ⊂ T denote the subset of all
points x ∈ T which specialize to t (i.e. such that the topological closure of {x} in T contains
t); clearly U(t) is the intersection of all the open neighborhoods of t in T , and we have a natural
homeomorphism :
(6.5.17) SpecOT,t
∼→ U(t).
Especially, if T is locally finite, U(t) is a finite set, and moreover U(t) is an open subset :
indeed, if U ⊂ T is any finite affine open neighborhood of t, we have U(t) ⊂ U , hence U(t)
can be realized as the intersection of the finitely many open neighborhoods of t in U . In this
case, (6.5.17) induces an isomorphism of fans :
(6.5.18) (SpecOT,t)
♯ ∼→ (U(t),OT |U(t)).
Therefore, for every h ∈ N, let Th ⊂ T be the subset of all points of T of height ≤ h; clearly
U(t) ⊂ Th whenever t ∈ Th, hence the foregoing shows that – if T is locally finite – Th is an
open subset of T for every h ∈ N, and T = ⋃h∈N Th.
Notice also that the simplicial locus of a fan T is closed under generizations. Therefore, Tsim
is an open subset of T , whenever T is locally finite.
6.5.19. In the situation of remark 6.5.8(v), suppose additionally that P and Q are finitely
generated. The natural projection P × Q → P induces a morphism j : TP → TP×Q of affine
fans, and it is easily seen that j(t) = π−1(t,∅) for every t ∈ TP . It follows that the restriction of
j is a homeomorphismU(t)
∼→ U(j(t)) for every t ∈ TP , and moreover log j : j∗OTP×Q → OTP
is an isomorphism. We conclude that j is an open immersion.
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6.5.20. Let P be a fine, sharp and saturated monoid, and set Q := P ∨ (notation of (6.4.11)).
By proposition 6.4.12(iv), we have a natural identification P
∼→ Q∨. By proposition 6.4.7(ii)
and corollary 6.3.12(ii), the rule
(6.5.21) F 7→ F ∗ := F ∗R ∩ P
establishes a natural bijection from the faces of Q to those of P . For every face F of Q, set
pF := P \F ∗; there follows a natural bijection F 7→ pF between the set of all faces of Q and
SpecP , such that
F ⊂ F ′ ⇔ pF ⊂ pF ′.
Moreover, set TP := (SpecP )
♯; we have natural identifications :
F∨
∼→ OTP ,pF for every face F of Q
under which, the specialization maps OTP ,pF ′ → OTP ,pF correspond to the restriction maps
(F ′)∨ → F∨ : ϕ 7→ ϕ|F .
Definition 6.5.22. Let T := (T,OT ) be a fan.
(i) An integral (resp. a rational) partial subdivision of T is a morphism f : (T ′,OT ′)→ T
of fans such that, for every t ∈ T ′, the group homomorphism
(log f)gpt : O
gp
T,f(t) → OgpT ′,t (resp. the Q-linear map (log f)gpt ⊗Z 1Q)
is surjective.
(ii) If f : T ′ → T is an integral (resp. rational) partial subdivision, and the induced map
T ′(N)→ T (N) (resp. T ′(Q+)→ T (Q+)) : ϕ 7→ f ◦ ϕ
is bijective, we say that f is an integral (resp. a rational) subdivision of T .
(iii) A morphism of fans f : T ′ → T is finite (resp. proper), if the fibre f−1(t) is a finite
(resp. and non-empty) set, for every t ∈ T .
(iv) A subdivision T ′ → T of T is simplicial, if T ′sim = T ′.
Remark 6.5.23. (i) Let T be any integral fan. Then the counit of adjunction
T sat → T
is an integral subdivision. This morphism is also a homeomorphism on the underlying topolog-
ical spaces, in light of 6.2.9(iv).
(ii) Let f : T ′ → T be any integral subdivision. Then f restricts to a bijection T ′0 ∼→ T0 on
the sets of points of height zero. Indeed, notice that if t′ ∈ T ′ is a point of height zero, then
f(t′) ∈ T0 since the map (log f)gpt′ must be local; moreover loc.HomMnd(OT,t′,N) consists of
precisely one element, namely the unique map σt : N → {1}, and if t′1, t′2 ∈ T ′0 have the same
image in T0, the sections σt′1 and σt′2 have the same image in T (N), hence they must coincide,
so that t′1 = t
′
2, as claimed.
(iii) Let f : T ′ → T be an integral subdivision of locally fine and saturated fans. In general,
the image of a point t′ ∈ T ′ of height one may have height strictly greater than one. On the
other hand, for any t ∈ T of height one, and any t′ ∈ f−1(t), the map Z ∼→ OgpT,t → OgpT ′,t′
must be surjective (theorem 6.4.16(ii)), therefore OgpT ′,t′ is a cyclic group; however OT ′,t′ is also
sharp and saturated, so it must be either the trivial monoid {1} or N. The first case is excluded
by (ii), so ht(t′) = 1, and moreover (log f)t′ is an isomorphism (and there exists a unique such
isomorphism). Since the induced map T ′(N) → T (N) is bijective, it follows easily that f−1(t)
consists of exactly one point, and therefore f restricts to an isomorphism f−1(T1)
∼→ T1.
Proposition 6.5.24. Let f : T ′ → T be a morphism of fans, with T ′ locally finite, and consider
the following conditions :
(a) The induced map T ′(N)→ T (N) is injective.
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(b) For every integral saturated monoid P , the induced map T ′(P )→ T (P ) is injective.
(c) f is a partial rational subdivision.
Then we have : (a)⇔ (b)⇒ (c).
Proof. Obviously (b) ⇒ (a). Conversely, assume that (a) holds, let P be a saturated monoid,
and suppose we have two sections in T ′(P ) whose images in T (P ) agree. In light of example
6.5.9(iii), this means that we may find two points t′1, t
′
2 ∈ T ′, such that f(t′1) = f(t′2) = t,
and two local morphisms of monoids σi : OT ′,t′1 → P/P× whose compositions with log ft′i
(i = 1, 2) yield the same morphism OT,t → P/P×, and we have to show that these maps
are equal. In view of lemma 6.2.9(ii), we may then replace P by P/P×, and assume that
P is sharp. Since the stalks of OT ′ are finitely generated, the morphisms σi factor through a
finitely generated submonoidM ⊂ P . We may then replace P by its submonoidM sat, which
allows to assume additionally that P is finitely generated (corollary 6.4.1(ii)). In this case, we
may find an injective map j : P → N⊕r (corollary 6.4.10(iv); notice that j is trivially a local
morphism), hence we may replace σi by j ◦ σi (for i = 1, 2), after which we may assume
that P = N⊕r for some r ∈ N. Let δ : P → N be the local morphism given by the rule :
(x1, . . . , xr) 7→ x1+ · · ·+xr for every x1, . . . , xr ∈ N; the compositions δ ◦σi (for i = 1, 2) are
two elements of T ′(N) whose images agree in T (N), hence they must coincide by assumption.
This implies already that t′1 = t
′
2. Next, let πk : P → N (for k = 1, . . . , r) be the natural
projections, and fix k ≤ r; the morphisms πk ◦ σi for i = 1, 2 are not necessarily local, but they
determine elements of T ′(N) whose images agree again in T (N), hence they must coincide.
Since k is arbitrary, we deduce that σ1 = σ2, as stated.
Next, we suppose that (b) holds, and we wish to show assertion (c); the latter is local on F ′,
hence we may assume that both F and F ′ are affine, say F = (SpecQ)♯ and F ′ = (SpecQ′)♯,
with Q′ finitely generated and sharp, and then we are reduced to checking that the map Qgp ⊗Z
Q→ Q′gp ⊗Z Q induced by f is surjective, or equivalently, that the dual map :
HomMnd(Q
′,Q)→ HomMnd(Q,Q)
is injective. To this aim, we may further assume that Q′ is integral, in which case, by remark
6.4.14(i) we have HomMnd(Q
′,Q) = HomMnd(Q
′,Q+)
gp; the contention is an easy conse-
quence. 
6.5.25. In light of proposition 6.5.24, we may ask whether the surjectivity of the map on P -
points induced by a morphism f of fans can be similarly characterized. This turns out to be
the case, but more assumptions must be made on the morphism f , and also some additional
restrictions must be imposed on the type of monoid P . Namely, we shall consider monoids of
the form Γ+, where (Γ,≤) is any totally ordered abelian group, and Γ+ ⊂ Γ is the subgroup of
all elements ≤ 1 (where 1 ∈ Γ denotes the neutral element). With this notation, we have the
following :
Proposition 6.5.26. Let f : T ′ → T be a finite partial integral subdivision, with T locally finite.
The following conditions are equivalent :
(a) The induced map T ′(N)→ T (N) is surjective.
(b) For every totally ordered abelian group (Γ,≥), the induced map T ′(Γ+) → T (Γ+) is
surjective.
Proof. Obviously, we need only to show that (a)⇒ (b). Thus suppose, by way of contradiction,
that (a) holds, but nevertheless there exist a totally ordered abelian group (Γ,≤), and an element
of T (Γ+) which is not in the image of T
′(Γ+). Such element corresponds to a local morphism
of monoids ϕ : OT,t → Γ+, for some t ∈ T , and the assumption means that ϕ does not factor
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through the monoid OT ′,s, for any s ∈ f−1(t). Set
P := O intT,t Qs := P
gp ×Ogp
T ′ ,s
O intT ′,s for every s ∈ f−1(t)
Notice that, since the map P gp → OgpT ′,s is surjective, we have
Qs/Q
×
s ≃ O intT ′,s/(O intT ′,s)×
and there is a natural injective morphism of monoids gs : P → Qs, determined by the pair
(i, (log f)ints ), where i : P
int → P gp is the natural morphism; moreover, P gp = Qgps for every
s ∈ f−1(t). Clearly ϕ factors through a morphism ϕ : P → Γ+; since the unit of adjunction
OT,t → P is surjective, it follows that P is sharp and ϕ is local. Moreover, the group homomor-
phism ϕgp : P gp → Γ factors uniquely through each Qgps . Our assumption then states that we
may find, for each s ∈ f−1(t), an element xs ∈ Qs whose image in Γ lies in the complement of
Γ+, i.e. the image of x
−1
s lies in the maximal ideal m ⊂ Γ+. Let P ′ ⊂ P gp be the submonoid
generated by P and by (x−1s | s ∈ f−1(t)). By construction, P ′ is finitely generated, and the
morphism ϕ extends uniquely to a morphism P ′ → Γ+, which maps each x−1s intom. It follows
that all the x−1s lie in the maximal ideal of P
′. Let us now pick any local morphism ψ′ : P ′ → N
(corollary 6.4.10(iii)); by restriction, ψ′ induces a local morphism ψ : P → N, which – accord-
ing to (a) – must factor through a local morphism ψs : Qs → N, for at least one s ∈ f−1(t).
However, on the one hand we have ψ′gp = ψgp = ψgps ; on the other hand ψ
′(x−1s ) 6= 0, hence
ψs(xs) = ψ
′gp(xs) /∈ N, a contradiction. 
Example 6.5.27. Let T be a locally fine fan, ϕ : F → T an integral subdivision, with F locally
fine and saturated, and k > 0 an integer. Suppose we have a commutative diagram of fans :
(6.5.28)
F
ϕ //
g

T
kT

F
ϕ // T.
where kT is the k-Frobenius endomorphism (example 6.5.10(ii)). Then we claim that necessar-
ily g = kF . Indeed, suppose that this fails; then we may find a point t ∈ F such that the compo-
sition of g and the open immersion jt : U(t)→ F is not equal to jt ◦ kU(t). Set P := OF,t; then
g ◦ jt 6= jt ◦kU(t) in F (P ). However, an easy computation shows that ϕ(g ◦ jt) = ϕ(jt ◦kU(t)),
which contradicts proposition 6.5.24.
6.5.29. Let P :=
∐
n∈N Pn be a N-graded monoid (see definition 4.8.8); then P0 is a sub-
monoid of P , every Pn is a P0-module, and P+ :=
∐
n>0 Pn is an ideal of P . For every a ∈ P ,
the localization Pa is Z-graded in an obvious way, and we denote by P(a) ⊂ Pa the submonoid
of elements of degree 0. Notice that there is a natural identification of P0-monoids
(6.5.30) P(an)
∼→ P(a) for every integer n > 0.
Set as well :
D+(a) := (SpecP(a))
♯
and notice that the natural map P → P(a) induces a morphism of fans πa : D+(a) → TP :=
(SpecP0)
♯. If b ∈ P is any other element, in order to determine the fibre product D+(a) ×TP
D+(b) we may assume – in light of (6.5.30) – that a, b ∈ Pn for the same integer n, in which
case we have natural isomorphisms
P(a) ⊗P0 P(b) ∼→ P(ab) ∼←− P(a)[b−1a]
(see remark 6.1.26(i)) onto the localization of P(a) obtained by inverting its element a
−1b; this
is of course the same as P(b)[a
−1b]. In other words D+(a) ×TP D+(b) is naturally isomorphic
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to D+(ab), identified to an open subfan in both D+(a) and D+(b). We may then glue the fans
D+(a) for a ranging over all the elements of P , to obtain a new fan, denoted :
ProjP
called the projective fan associated with P . By inspecting the construction, we see that the
morphisms πa assemble to a well defined morphism of fans πP : ProjP → TP . Each element
a ∈ P yields an open immersion ja : D+(a) → ProjP , and if b ∈ P is any other element, jab
factors through an open immersionD+(ab)→ D+(a).
6.5.31. Let ϕ : P → P ′ be a morphism of N-graded monoids (so ϕPn ⊂ P ′n for every n ∈ N).
Set :
G(ϕ) :=
⋃
a∈P
D+(ϕ(a)) ⊂ ProjP ′.
Notice that, for every a ∈ P , ϕ induces a morphism ϕ(a) : P(a) → P ′(a), whence a morphism of
affine fans (Projϕ)a : D+(ϕ(a))→ D+(a) ⊂ ProjP . Moreover, if b ∈ P is any other element,
it is easily seen that (Projϕ)a and (Projϕ)b agree on D+(ϕ(a)) ∩ D+(ϕ(b)). Therefore, the
morphisms (Projϕ)a glue to a well defined morphism :
Projϕ : G(ϕ)→ ProjP.
Notice that G(ϕ) = ProjP ′, whenever ϕP generates the ideal P ′+. Moreover, we have
(6.5.32) (Projϕ)−1D+(a) = D+(ϕ(a)) for every a ∈ P .
Indeed, say that D+(b) ⊂ G(ϕ) for some b ∈ P ′, and (Projϕ)D+(b) ⊂ D+(a). In order to
show that D+(b) ⊂ D(ϕ(a)), it suffices to check thatD+(bϕ(c)) ⊂ D+(ϕ(a)) for every c ∈ P .
However, the assumption means that the natural map
P(c) → P ′(ϕ(c)) → P ′(bϕ(c)) → P ′(bϕ(c))/P ′×(bϕ(c))
factors through the localization P(c) → P(ac). This is equivalent to saying that ϕ(c−1a) is invert-
ible in P ′(bϕ(c)), in which case the localization P
′
(ϕ(c)) → P ′(bϕ(c)) factors through the localization
P ′(ϕ(c)) → P ′(ϕ(ac)). The latter means that the open immersion D+(bϕ(c)) ⊂ D+(ϕ(c)) factors
through the open immersionD+(ϕ(ac)) ⊂ D+(ϕ(c)), as claimed.
6.5.33. In the situation of (6.5.29), set Y := ProjP to ease notation. Let M be a Z-graded
P -module; for every a ∈ P , letM(a) ⊂Ma :=M ⊗P Pa be the P(a)-submodule of degree zero
elements (for the natural grading on Ma). We deduce a quasi-coherent OD+(a)-module M
∼
(a)
(see definition 6.5.12). Moreover, if b ∈ P is any other element, we have a natural identification
ω˜a,b : M
∼
(a)|D+(a)∩D+(b)
∼→M∼(b)|D+(a)∩D+(b).
This can be verified as follows. First, in view of (6.5.30), we may assume that a, b ∈ Pn, for
some n ∈ N, in which case we consider the P -linear morphism :
M(a) → M(b) ⊗P(b) P(b)[a−1b] :
x
am
7→ x
bm
⊗ b
m
am
for every x ∈Mnm.
It is easily seen that this map is actually P(a)-linear, hence it extends to a OT (D+(a) ∩D+(b))-
linear morphism :
ωa,b : M(a) ⊗P(a) P(a)[b−1a]
∼→M(b) ⊗P(b) P(b)[a−1b].
Moreover, ωa,b ◦ ωb,a is the identity map, hence ωa,b induces the sought isomorphism ω˜a,b.
Furthermore, for any a, b, c ∈ P , set D+(a, b, c) := D+(a) ∩ D+(b) ∩ D+(c); we have the
identity :
ω˜a,c|D+(a,b,c) = ω˜b,c|D+(a,b,c) ◦ ω˜a,b|D+(a,b,c)
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which shows that the locally defined sheavesM∼(a) glue to a well defined OY -module, which we
shall denote M∼. Especially, for every n ∈ Z, let P (n) be the Z-graded P -module such that
P (n)k := Pn+k for every k ∈ Z (with the convention that Pn := ∅ if n < 0); we set :
OY (n) := P (n)
∼.
Every element a ∈ Pn induces a natural isomorphism :
OY (n)|D+(a)
∼→ OD+(a) : x 7→ f−kx for every local section x.
Hence on the open subset :
Un(P ) :=
⋃
a∈Pn
D+(a)
the sheaf OY (n) restricts to an invertible OUn(P )-module (see definition 4.8.6(iv)). Especially,
if P1 generates P+, the OY -modules OY (n) are invertible, for every n ∈ Z.
6.5.34. In the situation of (6.5.31), letM be a Z-graded P -module. ThenM ′ := M ⊗P P ′ is
a Z-graded P ′-module, with the grading defined by the rule :
(6.5.35) M ′n :=
⋃
j+k=n
Im(Mj ⊗P0 P ′k →M ′).
There follows a P(a)-linear morphism :
(6.5.36) M(a) →M ′(ϕ(a)) :
x
ak
7→ x⊗ 1
ϕ(a)k
for every a ∈ P
and since both localization and tensor product commute with arbitrary colimits, it is easily seen
that (6.5.36) extends an injective P ′(ϕ(a))-linear map
M(a) ⊗P(a) P ′(ϕ(a)) → M ′(ϕ(a))
whence a map of OD+(ϕ(a))-modules (Projϕ)
∗M∼|D+(ϕ(a)) → (M ′)∼|D+(ϕ(a)) , and the system
of such maps, for a ranging over the elements of P , is compatible with all open immersions
D+(ϕ(ab)) ⊂ D+(a), whence a well defined monomorphism of OG(ϕ)-modules
(6.5.37) (Projϕ)∗M∼ → (M ′)∼|G(ϕ).
Moreover, if a ∈ P1, then for everym ∈Mj and x ∈ P ′k, we may write
m⊗ x
ϕ(a)j+k
=
m
aj
⊗ x
ϕ(a)j
so the above map is an isomorphism on D+(a). Thus, (6.5.37) restricts to an isomorphism on
the open subset
G1(ϕ) :=
⋃
a∈P1
D+(ϕ(a)).
Especially (6.5.37) is an isomorphism whenever P1 generates P+. Notice as well that G1(ϕ) ⊂
U1(P
′) ∩G(ϕ), and actually G1(ϕ) = U1(P ′) if ϕ(P ) generates P ′+.
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6.5.38. Let P be as in (6.5.29), and f : P0 → Q a given morphism of monoids. Then
P ′ := P ⊗P0 Q is naturally N-graded, so that the natural map fP : P → P ′ is a morphism of
graded monoids. Every element of P ′ is of the form a⊗ b = (a⊗ 1) · (1⊗ b), where a ∈ P and
b ∈ Q. Then lemma 4.8.34 yields a natural isomorphism of Q-monoids :
P(a) ⊗P0 Q[b−1] ∼→ P ′(a⊗b)
whence an isomorphism of affine fans :
βa⊗b : D+(a⊗ b) ∼→ D+(a)×TP D(b)
such that (πa ×TP j∗b ) ◦ βa⊗b = πa⊗b, where j∗b : D(b) → TQ := (SpecQ)♯ is the natural open
immersion. Especially, it is easily seen that the isomorphisms βa⊗1 assemble to a well defined
isomorphism of fans :
(Proj fP , πP ′) : ProjP
′ ∼→ ProjP ×TP TQ
such that (πP ×TP 1TQ) ◦ (Proj fP , πP ′) = πP ′ . Lastly, if g : Q → R is another morphism of
monoids, TR := (SpecR)
♯, and P ′′ := P ′ ⊗Q R, then we have the identity :
(6.5.39) ((Proj fP , πP ′)×TQ 1TR) ◦ (Proj gP ′, πP ′′) = (Proj (g ◦ f)P , πP ′′).
Moreover, for every Z-graded module M , the map (Proj fP )
∗M∼ → (M ⊗P0 Q)∼|G(fP ) of
(6.5.37) is an isomorphism, regardless of whether or not P1 generates P+ (verification left to
the reader). Especially, we get a natural identification :
(Proj fP )
∗OY (n)
∼→ OY ′(n) for every n ∈ Z
where Y := ProjP and Y ′ := ProjP ′.
6.5.40. In the situation of (6.5.38), let ϕ : R→ P be a morphism ofN-graded monoids. There
follow morphisms of fans :
Projϕ : G(ϕ)→ ProjR Proj(fP ◦ ϕ) : G(fP ◦ ϕ)→ ProjR
and in view of (6.5.32), it is easily seen that :
(6.5.41) G(fP ◦ ϕ) = (Proj fP )−1(G(ϕ)).
6.5.42. Let now (T,OT ) be any fan. A N-graded OT -monoid is a N-graded T -monoid P ,
with a morphism OT → P of T -monoids. We say that such a OT -monoid is quasi-coherent,
if it is such, when regarded as a OT -module. To a quasi-coherent N-graded OT -monoid P , we
attach a morphism of fans :
πP : ProjP → T
constructed as follows. First, for every affine open subfan U ⊂ T , the monoid P(U) is N-
graded, so we have the projective fan ProjP(U), and the morphism of monoids OT (U) →
P(U) induces a morphism of fans ProjP(U) → U . Next, say that U1, U2 ⊂ T are two affine
open subsets; for any affine open subset V ⊂ U1∩U2 we have restriction maps ρV,i : P(Ui)→
P(V ) inducing isomorphisms of graded OT (V )-monoids :
P(Ui)⊗OT (Ui) OT (V ) ∼→ P(V ).
whence isomorphisms of V -fans :
ProjP(V )
∼→ ProjP(Ui)⊗OT (Ui) OT (V )
Proj ρV,i−−−−−→ ProjP(Ui)×Ui V
which in turn yield natural identifications :
ϑV : ProjP(U1)×U1 V ∼→ ProjP(U2)×U2 V.
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IfW ⊂ V is a smaller affine open subset, (6.5.39) implies that ϑV ×V 1W = ϑW , and therefore
the isomorphisms ϑV glue to a single isomorphism of U1 ∩ U2-fans :
ProjP(U1)×U1 (U1 ∩ U2) ∼→ ProjP(U2)×U2 (U1 ∩ U2)
which is furthermore compatible with base change to any triple intersectionU1∩U2∩U3 of affine
open subsets (details left to the reader). In such situation, we may glue the fans ProjP(U) –
with U ⊂ T ranging over all the open affine subsets – along the above isomorphisms, to obtain
the sought fan ProjP; the construction also comes with a well defined morphism to T , as
required. Then, for every such open affine U , the induced morphism ProjP(U)→ ProjP is
an open immersion; finally a direct inspection shows that, for every smaller affine open subset
V ⊂ U we have :
Un(P(U)) ∩ ProjP(V ) = Un(P(V )) for every n ∈ N
(where the intersection is taken in ProjP). Hence the union of all the open subsets Un(P(U))
is an open subset Un(P) ⊂ ProjP , intersecting each ProjP(U) in its subset Un(P(U)).
6.5.43. To ease notation, set Y := ProjP , and let π : Y → T be the projection. Let
M be a Z-graded P-module, quasi-coherent as a OT -module; for every affine open subset
U ⊂ T , the graded P(U)-module M (U) yields a quasi-coherent Oπ−1U -module M∼U , and
every inclusion of affine open subset U ′ ⊂ U induces a natural isomorphism M∼U |U ′
∼→ M∼U ′ of
Oπ−1U ′-modules. Therefore the modules M
∼
U glue to a well defined OY -module M
∼.
For every n ∈ Z, denote by M (n) the Z-graded P-module such that M (n)k := Mn+k for
every k ∈ Z (especially, with the convention that Pk := 0 whenever k < 0, we obtain in this
way the P-module P(n)). We set :
OY (n) := P(n)
∼ and M∼(n) := M∼ ⊗OY OY (n).
Clearly the restriction of OY (n) to Un(P) is invertible, for every n ∈ Z.
Moreover, for every n ∈ Z, the scalar multiplication P(n) ⊗OT M → M (n) determines a
well defined morphism of OY -modules :
M∼(n)→ M (n)∼
and arguing as in (6.5.34) we see that the restriction of this map is an isomorphism on U1(P).
Especially, we have natural morphisms of OY -modules :
OY (n)⊗OY OY (m)→ OY (n+m) for every n,m ∈ Z
whose restrictions to U1(P) are isomorphisms.
Example 6.5.44. Let T be a fan, L an invertible OT -module, and set P(L ) := Sym
•
OT
L
(see example 4.8.10). Then the morphism
πP(L ) : P(L ) := ProjP(L )→ T
is an isomorphism. Indeed, the assertion can be checked locally on every affine open subset
U ⊂ T , hence say that U = (SpecP )♯ for some monoid P , and L ≃ OT |U , in which case the
P -monoid P(L )(U) is isomorphic to P × N (with its natural morphism P → P × N : x 7→
(x, 0) for every x ∈ P ), and the sought isomorphism corresponds to the natural identification :
(6.5.45) P = (P × N)(1,1)
where (1, 1) ∈ P × {1} = (P ×N)1. Likewise, OP(L )(n) is the OP(L )-module associated with
the graded (P × N)-module P × N(n) = L ⊗n(U) ⊗P (P × N), so (6.5.45) induces a natural
isomorphism
π∗P(L )L
⊗n ∼→ OP(L )(n) for every n ∈ N.
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6.5.46. In the situation of (6.5.42), let ϕ : P → P ′ be a morphism of quasi-coherent N-
graded OT -monoids (defined in the obvious way). By the foregoing, for every affine open
subset U ⊂ T , we have an induced morphism Projϕ(U) : G(ϕ(U)) → ProjP(U) of U-fans,
where G(ϕ(U)) ⊂ ProjP(U) is an open subset of ProjP ′. Let V ⊂ U be a smaller affine
open subset; in light of (6.5.41), we have
G(ϕ(V )) = G(ϕ(U)) ∩ ProjP(V ).
It follows that the union of all the open subsets G(ϕ(U)) is an open subset G(ϕ) such that
G(ϕ) ∩ ProjP(U) = G(ϕ(U)) for every affine open subset U ⊂ T
and the morphisms Projϕ(U) assemble to a well defined morphism
Projϕ : G(ϕ)→ ProjP.
Moreover, if M is a Z-graded quasi-coherent P-module, the morphisms (6.5.37) assemble to
a well defined morphism of OG(ϕ)-modules :
(6.5.47) (Projϕ)∗M∼ → (M ′)∼|G(ϕ)
where the grading of M ′ := M ⊗P P ′ is defined as in (6.5.35). Likewise, the union of all
open subsets G1(ϕ(U)) is an open subset G1(ϕ) ⊂ U1(P) ∩ G(ϕ), such that the restriction
of (6.5.47) to G1(ϕ) is an isomorphism. Especially, set Y := ProjP and Y ′ := ProjP ′; we
have a natural morphism :
(Projϕ)∗OY (n)
∼→ OY ′(n)|G(ϕ)
which is an isomorphism, if P1 generates P+ :=
∐
n>0 Pn locally on T .
6.5.48. On the other hand, let f : T ′ → T be a morphism of fans. The discussion in (6.5.38)
implies that f induces a natural isomorphism of T ′-fans :
(6.5.49) Proj f ∗P
∼→ ProjP ×T T ′.
Moreover, set Y := ProjP , Y ′ := Proj f ∗P , and let πY : Y ′ → Y be the projection deduced
from (6.5.49); then there follows a natural identification :
OY ′(n)
∼→ π∗Y OY (n) for every n ∈ Z.
6.5.50. Keep the notation of (6.5.42), and to ease notation, set Y := ProjP . Let C be the
category whose objects are all the pairs (ψ : X → T,L ), where ψ is a morphism of fans,
and L is an invertible OX-module; the morphisms (ψ : X → T,L ) → (ψ′ : X ′ → T,L ′)
are the pairs (β, h), where β : X → X ′ is a morphism of T -fans, and h : β∗L ′ ∼→ L is
an isomorphism of OX′-modules (with composition of morphisms defined in the obvious way).
Consider the functor
FP : C
o → Set
which assigns to any object (ψ,L ) of C , the set consisting of all morphisms of graded OX-
monoids
g : ψ∗P → Sym•OXL
which are epimorphisms on the underlying OX-modules (notation of example 4.8.10). On a
morphism (β, h) as in the foregoing, and an element g′ ∈ FP(ψ′,L ′), the functor acts by the
rule :
FP(β, h) := (Sym
•
OX
h) ◦ β∗g′.
Lemma 6.5.51. In the situation of (6.5.50), the following holds :
(i) The object (πP|U1(P) : U1(P)→ T,OY (1)|U1(P)) represents the functor FP .
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(ii) If P is an integral T -monoid, the OT -monoid Psat admits a unique grading such that
the unit of adjunction P → Psat is a N-graded morphism, and there is a natural
isomorphism of ProjP-fans :
Proj (Psat)
∼→ (ProjP)sat.
Proof. (i): The proof is mutatis mutandis, the same as that of lemma 10.6.33 (with some minor
simplifications). We leave it as an exercise for the reader.
(ii): The first assertion shall be left to the reader. The second assertion is local on ProjP ,
hence we may assume that T = (SpecP0), and P = P∼ for some N-graded integral P0-
monoid P . Let a ∈ P sat be any element; by definition we have an ∈ P for some n > 0, and we
know that the open subsets D+(a) et D+(a
n) coincide in Proj(Psat); hence we come down to
showing that (P(a))
sat = (P sat)(a) for every a ∈ P , which can be left to reader. 
Definition 6.5.52. Let (T,OT ) be a fan (resp. an integral fan), I ⊂ OT an ideal (resp. a
fractional ideal) of OT .
(i) Let f : X → T be a morphism of fans (resp. of integral fans); then f−1I is an ideal
(resp. a fractional ideal) of f−1OT , and we let :
IOX := log f(f
−1I ) · OX
which is the smallest ideal (res. fractional ideal) OX containing the image of f−1I .
(ii) A blow up of the ideal I is a morphism of fans (resp. of integral fans) ϕ : T ′ → T
which enjoys the following universal property. The ideal (resp. fractional ideal) I OT ′
is invertible, and every morphism of fans (resp. of integral fans) X → T such that
I OX is invertible, factors uniquely through ϕ.
6.5.53. Let T be a fan (resp. an integral fan), I ⊂ OT a quasi-coherent ideal (resp. fractional
ideal), and consider the N-graded OT -monoid :
B(J ) :=
∐
n∈N
I n
where I n ⊂ OT is the ideal (resp. fractional ideal) associated with the presheaf U 7→ I (U)n
for every open subset U ⊂ T (notation of (6.1.1), with the convention that I 0 := OT ) and the
multiplication law of B(I ) is defined in the obvious way.
Proposition 6.5.54. The natural projection
ProjB(I )→ T
is a blow up of the ideal I .
Proof. We shall consider the case where T is not necessarily integral, and I ⊂ OT ; the case
of a fractional ideal of an integral fan is proven in the same way. Set Y := ProjB(I ); to
begin with, let us show that IOY is invertible. The assertion is local on T , hence we may
assume that T = (SpecP )♯, and I = I∼ for some ideal I ⊂ P , so Y = ProjB(I), where
B(I) =
∐
n∈N I
n. Let a ∈ B(I)1 = I be any element; then the restriction of IOY to D+(a) is
generated by 1 = a/a ∈ B(I)(a), so clearly I|D+(a) ≃ OY ; since U1(B(I)) = Y (notation of
(6.5.33)), the contention follows.
Next, let ϕ : X → T be a morphism of fans, such that IOX is an invertible ideal. It follows
easily that I nOX is invertible for every n ∈ N, so the natural map of N-graded OX-monoids
ϕ∗Sym•OT (I )
∼→ Sym•OX (IOX)→ B(IOX)
is an isomorphism. On the other hand, the projection ProjB(IOX) → X is an isomorphism
(example (6.5.44)), whence – in view of (6.5.49) – a natural morphism of T -fans :
(6.5.55) X → ProjB(I ).
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To conclude, it remains to show that (6.5.55) is the only morphism of T -fans from X to
ProjB(I ). The latter assertion can be checked again locally on T , so we are reduced as
above to the case where T is the spectrum of P , and I is associated with I . We may also
assume that X = (SpecQ)♯, and ϕ is given by a morphism of monoids f : P → Q. Then the
hypothesis means that the ideal f(I)Q is isomorphic to Q (see remark 6.5.13(ii)), hence it is
generated by an element of the form f(a), for some a ∈ I , and the endomorphism x 7→ f(a)x
of f(I)Q, is an isomorphism. In such situation, it is clear that f factors uniquely through a
morphism of monoids P → B(I)(a); namely, one defines g : B(I)(a) → Q by the rule :
a−kx 7→ f(a)−kf(x) (for every x ∈ Ik), which is well defined, by the foregoing observations.
The morphism (Spec g)♯ : X → D+(a) must then agree with (6.5.55). 
Example 6.5.56. (i) Let P be a monoid, I ⊂ P any finitely generated ideal, {a1, . . . , an} a
finite system of generators of I; set T := (SpecP )♯, and let ϕ : T ′ → T be the blow up of
the ideal I∼ ⊂ OT . Then T ′ admits an open covering consisting of the affine fans D+(fi).
The latter are the spectra of the monoids Qi consisting of all fractions of the form a · f−ti , for
every a ∈ In; we have a · f−ti = b · f−si in Qi if and only if there exists k ∈ N such that
a · f s+ki = b · f t+ki , if and only if the two fractions are equal in Pfi , in other word, Qi is the
submonoid of Pfi generated by P and {fj · f−1i | j ≤ n}, for every i = 1, . . . , n.
(ii) Consider the special case where P is fine, and the ideal I ⊂ P is generated by two
elements f, g ∈ P . Let t ∈ T ′ be any point; up to swapping f and g, we may assume that t
corresponds to a prime ideal p ⊂ P [f/g], hence ϕ(t) corresponds to q := j−1p ⊂ P , where
j : P → P [f/g] is the natural map. We have the following two possibilities :
• Either f/g ∈ p, in which case let y ∈ F ′ := P [f/g] \ p be any element; writing
x = y·(f/g)n for some n ≥ 0 and y ∈ P , we deduce that n = 0, so x = y ∈ F := P\q,
therefore F ′ = j(F ). Notice as well that in this case f/g is not invertible in P [f/g],
hence P [f/g]× = P×, whence dimP [f/g] = dimP , and , by corollary 6.4.10(i).
• Or else f/g /∈ p, in which case the same argument yields F ′ = j(F )[f/g]. In this
case, f/g is invertible in P [f/g] if and only if it is invertible in the face F ′, hence
ht p = dimP − rkZF ′ ≥ dimP − dimF − 1, by corollary 6.4.10(i),(ii).
In either event, corollary 6.4.10(i),(ii) implies the inequality :
1 ≥ ht(ϕ(t))− ht(t) ≥ 0 for every t ∈ T ′.
6.6. Special subdivisions. In this section we explain how to construct – either by geometrical
or combinatorial means – useful subdivisions of given fans.
6.6.1. Let T be any locally fine and saturated fan, and t ∈ T any point. By reflexivity
(proposition 6.4.12(iv)), the elements s ∈ OgpT,t ⊗Z Q correspond bijectively to Q-linear forms
ρs : U(t)(Q+)
gp → Q, and s ∈ OgpT,t if and only if ρs restricts to a morphism of monoids
U(t)(N)→ Z. Moreover, this bijection is compatible with specialization maps : if t′ is a gener-
ization of t in T , then the form U(t′)(Q+)
gp → Q induced by the image of s in OgpT,t′ ⊗Z Q is
the restriction of ρs (see (6.5.20)).
Hence, any global section λ ∈ Γ(T,OgpT ) yields a well defined function
ρλ : T (N)→ Z
whose restriction to U(t)(N) is the restriction of a Z-linear form on U(t)(N)gp, for every t ∈ T ;
conversely, any such function arises from a unique global section of OgpT . Likewise, we have
a natural isomorphism between the Q-vector space of global sections λ of OgpT ⊗Z Q, and the
space of functions ρλ : T (Q+)→ Q with a corresponding linearity property.
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Let now ρ : T (Q+) → Q be any function; we may attach to ρ a sheaf of fractional ideals of
OT,Q (notation of (6.3.20)), by the rule :
Iρ,Q(U) := {s ∈ OT,Q(U) | ρs ≥ ρ|U} for every open subset U ⊂ T
In this generality, not much can be said concerning Iρ,Q; to advance, we restrict our attention
to a special class of functions, singled out by the following :
Definition 6.6.2. Let T be a locally fine and saturated fan.
(a) A roof on T is a function :
ρ : T (Q+)→ Q
such that, for every t ∈ T , there exist k := k(t) ∈ N and Q-linear forms
λ1, . . . , λk : U(t)(Q+)
gp → Q
with ρ(s) = min(λi(s) | i = 1, . . . , k) for every s ∈ U(t)(Q+).
(b) An integral roof on T is a roof ρ on T such that ρ(s) ∈ Z for every s ∈ T (N).
6.6.3. The interest of the notion of roof on a fan T , is that it encodes in a geometrical way,
an integral subdivision of T , together with a coherent sheaf of fractional ideals of OT (see
definition 4.8.6(iii)). This shall be seen in several steps. To begin with, let T and ρ be as in
definition 6.6.2(a). For any t ∈ T , pick a system λ := {λ1, . . . , λk} of Q-linear forms fulfilling
condition (b) of the definition; then for every i = 1, . . . , k let us set :
U(t, i)(N) := {x ∈ U(t)(N) | ρ(x) = λi(x)}.
Notice that U(t)(N) = OT,t, by proposition 6.4.12(iv). Moreover, say that λ is irredundant for
t if no proper subsystem of λ fulfills condition (b) of definition 6.6.2 relative to U(t).
Lemma 6.6.4. With the notation of (6.6.3), the following holds :
(i) U(t, i)(N) is a saturated fine monoid for every i ≤ k.
(ii) There is a unique system of Q-linear forms which is irredundant for t.
(iii) If λ is irredundant for t, then dimU(t, i)(N) = htT (t) for every i = 1, . . . , k.
Proof. (i): We leave to the reader the verification that U(t, i) is a saturated monoid. Next, let
σi ⊂ U(t)(R+)gp∨ be the convex polyhedral cone spanned by the linear forms
((λj − λi)⊗Q R | j = 1, . . . , k).
Then σi is O
gp∨
T,t -rational, so σ
∨
i is O
gp
T,t-rational, and σ
∨
i ∩ OgpT,t is a fine monoid (propositions
6.3.21(i), and 6.3.22(i)), therefore the same holds for U(t, i)(N) = σ∨i ∩ OT,t (corollary 6.4.2).
(iii): Notice that htT (t) = dimU(t)(N), by proposition 6.4.12(ii) and (6.5.18). In view of
corollary 6.4.10(i), it follows already that dimU(t, i) ≤ htT (t). Now, let λ1, . . . , λk be an
irredundant system, and suppose, by contradiction, that dim U(t, i)(N) < dim U(t)(N) for
some i ≤ k. Especially, σ∨i ∩ U(t)(R+) does not span the R-vector space U(t)(R+)gp, and
therefore the dual σi + U(t)(R)
∨ is not strictly convex (corollary 6.3.14). After relabeling, we
may assume that i = 1. Hence there exist aj, bj ∈ R+ and ϕ, ϕ′ ∈ U(t)(R)∨, and an identity :
k∑
j=2
aj(λj − λi) + ϕ = −
k∑
j=2
bj(λj − λi)− ϕ′.
Moreover,
∑k
j=2(aj + bj) > 0. It follows that there exist ψ ∈ U(t)(R)∨, and non-negative real
numbers (cj | j = 2, . . . k) such that
λi =
k∑
j=2
cjλj + ψ and
k∑
j=2
cj = 1.
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On the other hand, the irredundancy condition means that there exists x ∈ U(t, 1)(N) such that
λj(x) > λ1(x) for every j > 1. Since ψ(x) ≥ 0, we get a contradiction.
(ii): The assertion is clear, if htT (t) ≤ 1. Hence suppose that the height of t is ≥ 2, and let
λ := {λ1, . . . , λk} and µ := {µ1, . . . , µr} be two irredundant systems for t. Fix i ≤ k, and pick
x ∈ U(t, i)(N)which does not lie on any proper face of U(t, i)(N) (the existence of x is ensured
by (iii) and proposition 6.4.7(i)); say that µ1(x) = ρ(x). Since i is arbitrary, the assertion shall
follow, once we have shown that µ1 agrees with λi on the whole of U(t, i)(N).
However, by definition we have µ1(y) ≥ λi(y) for every y ∈ U(t, i)(N), and then it is easily
seen that Ker(µ1− λi)∩U(t, i)(N) is a face of U(t, i)(N); since x ∈ Ker(µ1 − λi), we deduce
that µ1 − λi vanishes identically on U(t, i)(N). 
6.6.5. Henceforth, we denote by λ(t) := {λ1, . . . , λk} the irredundant system of Q-linear
forms for t. Let 1 ≤ i, j ≤ k; then we claim that U(t, i, j)(N) := U(t, i)(N) ∩ U(t, j)(N)
is a face of both U(t, i)(N) and U(t, j)(N). Indeed say that x, x′ ∈ U(t, i)(N) and x + x′ ∈
U(t, i, j)(N); these conditions translate the identities :
λi(x) + λi(x
′) = λj(x) + λj(x
′) λi(x) ≤ λj(x) λi(x′) ≤ λj(x′)
whence x, x′ ∈ U(t, i, j)(N). Define :
U(t, i) := (SpecU(t, i)(N)∨)♯ U(t, i, j) := (SpecU(t, i, j)(N)∨)♯ for every i, j ≤ k.
According to (6.5.20) and (6.5.18), the inclusion maps U(t, i, j)(N)→ U(t, l)(N) (for l = i, j)
are dual to open immersions
(6.6.6) U(t, i)← U(t, i, j)→ U(t, j).
We may then attach to t and ρ|U(t) the fan U(t, ρ) obtained by gluing the affine fans U(t, i)
along their common intersections U(t, i, j). The duals of the inclusions U(t, i)(N) → U(t)(N)
determine a well defined morphism of locally fine and saturated fans :
(6.6.7) U(t, ρ)→ U(t)
which, by construction, induces a bijection on N-points : U(t, ρ)(N)
∼→ U(t)(N), so it is a
rational subdivision, according to proposition 6.5.24.
6.6.8. Let now t′ ∈ T be a generization of t; clearly the system λ′ := {λ′1, . . . , λ′k} consist-
ing of the restrictions λ′i of the linear forms λi to the Q-vector subspace U(t
′)(Q+)
gp, fulfills
condition (b) of definition 6.6.2, relative to t′. However, λ′ may fail to be irredundant; after re-
labeling, we may assume that the subsystem {λ′1, . . . , λ′l} is irredundant for t′, for some l ≤ k.
With the foregoing notation, we have obvious identities :
U(t′, i)(N) = U(t, i)(N) ∩ U(t′)(N) U(t′, i, j)(N) = U(t, i, j)(N) ∩ U(t′)(N)
for every i, j ≤ l; whence, in light of remark 6.4.14(iii), a commutative diagram of fans :
U(t′, i)

U(t′, i, j)oo //

U(t′, j)

U(t, i)×U(t) U(t′) U(t, i, j)×U(t) U(t′)oo // U(t, i)×U(t) U(t′)
whose top horizontal arrows are the open immersions (6.6.6) (with t replaced by t′), whose
bottom horizontal arrows are the open immersions (6.6.6)×U(t)U(t′), and whose vertical arrows
are natural isomorphisms. Since U(t′) is an open subset of U(t), we deduce an open immersion
jt,t′ : U(t
′, ρ)→ U(t, ρ).
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If t′′ is a generization of t′, it is clear that jt′,t′′ ◦ jt,t′ = jt,t′′ , hence we may glue the fans U(t, ρ)
along these open immersions, to obtain a locally fine and saturated fan T (ρ). Furthermore, the
morphisms (6.6.7) glue to a single rational subdivision :
(6.6.9) T (ρ)→ T.
Remark 6.6.10. (i) In the language of definition 6.3.25 the foregoing lengthy procedure trans-
lates as the following simple geometric operation. Given a fan ∆ (consisting of a collection
of convex polyhedral cones of a R-vector space V ), a roof on ∆ is a piecewise linear function
F :=
⋃
σ∈∆ σ → R, which is concave on each σ ∈ ∆ (and hence it is a roof on each such
σ, in the sense of example 6.3.27). Then, such a roof determines a natural refinement ∆′ of
∆; namely, ∆′ is the coarsest refinement such that, for each σ′ ∈ ∆′, the function ρ|σ′ is the
restriction of a R-linear form on V . This refinement ∆′ corresponds to the present T (ρ).
(ii) Moreover, let P be a fine, sharp and saturated monoid of dimension d, set TP :=
(SpecP )♯, and suppose that f : T → TP is any integral, fine, proper and saturated subdivi-
sion. Then f corresponds to a geometrical subdivision∆ of the strictly convex polyhedral cone
TP (R+) = P
∨
R , and we claim that ∆ can be refined by the subdivision associated with a roof
on TP . Namely, let ∆d−1 be the subset of ∆ consisting of all σ of dimension d − 1; every
σ ∈ ∆d−1 is the intersection of a d-dimensional element of ∆ and a hyperplane Hσ ⊂ P gp∨R ;
such hyperplane is the kernel of a linear form λσ on P
gp∨
R . Let us define
ρ(x) :=
∑
σ∈∆d−1
min(0, λσ(x)) for every x ∈ TP (R+).
Then it is easily seen that the subdivision of TP (R+) associated with the roof ρ as in (i), refines
the subdivision ∆. In the language of fans, this construction translates as follows. For every
point σ ∈ T of height d − 1, let Hσ ⊂ P gp be the kernel of the surjection P gp → OgpT,σ
induced by log f ; notice that Hσ is a free abelian group of rank one, and pick a generator
sσ of Hσ, which – as in (6.6.1) – corresponds to a function λσ : TP (N) → Z, so we may
again consider the integral roof ρ on TP defined as in the foregoing. Then it is easily seen that
the rational subdivision T (ρ) → TP associated with ρ, factors as the composition of f and a
(necessarily unique) integral subdivision g : T (ρ) → T . More precisely, for every mapping
ε : {σ ∈ T | ht(σ) = d− 1} → {0, 1}, let us set
λε :=
∑
ht(σ)=d−1
ε(σ) · λσ and U(ε)(N) := {x ∈ TP (N) | ρ(x) = λε(x)}.
Whenever U(ε)(N) has dimension d, let tε ∈ T (ρ) be the unique point such that U(ε)(N)∨ =
OT (ρ),tε . As the reader may check, there exists a unique closed point τ ∈ T , such that ε(σ) ·
λσ(x) ≤ 0 for every x ∈ U(τ)(N) and every σ ∈ U(τ) of height d−1. Then we have g(tε) = τ ,
and the restriction U(tε) → U(τ) of g is deduced from the inclusion U(ε)(N) ⊂ U(τ)(N) of
submonoids of TP (N).
(iii) Furthermore, in the situation of (ii), the roof ρ on TP can also be viewed as a roof on T ,
and then it is clear from the construction that the morphism g : T (ρ)→ T is also the subdivision
of T attached to the roof ρ.
We wish now to establish some basic properties of the sheaf of fractional ideals
Iρ := Iρ,Q ∩OgpT
attached to a given roof on T . First we remark :
Lemma 6.6.11. Keep the notation of (6.6.5), and let s ∈ OgpT,t ⊗Z Q be any element such that
ρs ≥ ρ|U(t). Then we have :
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(i) There exist ϕ ∈ (OT,t)Q (notation of (6.3.20)) and c1, . . . , ck ∈ R+ such that :
ρs = ρϕ +
k∑
i=1
ciλi
k∑
i=1
ci = 1.
(ii) The stalk Iρ,t is a finitely generated OT,t-module.
Proof. (i): Let σ ⊂ U(t)(R+)gp be the convex polyhedral cone spanned by the linear forms
((λi − ρs)⊗Q R | i = 1, . . . , k). Then the assumption on s means that
U(t)(R+) ∩ σ∨ = U(t)(R+) ∩Ker ρs ⊗Q R.
Especially σ∨ ∩ U(t)(R+) does not span U(t)(R+)gp. Then one can repeat the proof of lemma
6.6.4(iii) to derive the assertion.
(ii): By remark 6.4.14(i), we may write λi = ρsi − ρs′i , where si, s′i ∈ (OT,t)Q for each i ≤ k;
pick N ∈ N large enough, so that Ns′i ∈ OT,t for every i ≤ k, and set τ := N
∑k
i=1 s
′
i. Then
τ +Iρ,t ⊂ OgpT,t ∩ (OT,t)Q = OT,t. By proposition 6.1.9(ii), we deduce that τ +Iρ,t is a finitely
generated ideal, whence the contention. 
Proposition 6.6.12. Let T be a locally fine and saturated fan, ρ a roof on T . Then the associated
fractional ideal Iρ of OT is coherent.
Proof. In view of lemma 6.6.11(ii) and remark 6.5.13(v), it suffices to show that Iρ is quasi-
coherent, i.e. for every generization t′ of t, the image of Iρ,t in OT,t′ generates the OT,t′-
module Iρ,t′ . Fix such t′; by propositions 6.3.21(i) and 6.4.7(i), there exists λ ∈ OT,t =
U(t)(N)∨ such that U(t′)(N) = Ker λ; especially, we see that U(t′)(N)gp is a direct summand
of U(t)(N)gp. Now, let s′ ∈ Iρ,t′ be any local section; it follows that we may find s ∈ OgpT,t
such that ρs : U(t)(N)
gp → Z is a Z-linear extension of the corresponding Z-linear form
ρs′ : U(t
′)(N)gp → Z. Let also {λ1, . . . , λk} be the irredundant system of Q-linear forms for t
(relative to the roof ρ). For every i ≤ k we have the following situation :
λR := λ⊗Q R ∈ U(t, i)(R+)∨ (ρs − λi)⊗Q R ∈ U(t′, i)(R+)∨.
However, U(t′, i)(R+) = U(t, i)(R+) ∩ Ker λR, hence U(t′, i)(R+)∨ = U(t, i)(R+)∨ + RλR.
Especially, there exist ri ∈ R+ and ϕ ∈ U(t)(R+)∨ such that (ρs − λi)⊗Q R = ϕ− riλR. Let
N be an integer greater than max(r1, . . . , rk); it follows that s + Nλ ∈ Iρ,t and its image in
Iρ,t′ equals s′. 
Proposition 6.6.13. In the situation of (6.6.3) suppose that ρ is an integral roof on T . Then the
morphism (6.6.9) is the saturation of a blow up of the fractional ideal Iρ.
Proof. We have to exhibit an isomorphism f : T (ρ) → X := ProjB(I )sat of T -fans. We
begin with :
Claim 6.6.14. (i) The fractional ideal IρOT (ρ) is invertible.
(ii) For every n ∈ N, denote by nρ : T (Q+) → Q+ the function given by the rule x 7→
n · ρ(x) for every x ∈ T (Q+). Then :
B(I )sat = B′ :=
∐
n∈N
Inρ
Proof of the claim. (ii): The assertion is local on T , hence we may assume that T = U(t)
for some t ∈ T , in which case, denote by λ := {λ1, . . . , λk} the irredundant system of Q-
linear forms for t. Let n ∈ N, and s ∈ Inρ(U(t)); it is easily seen that the T -monoid B′ is
saturated, hence it suffices to show that there exists an integer k > 0 such that kρs = ρs′ for
some s′ ∈ I k(U(t)) (notation of (6.6.1)). However, lemma 6.6.11(ii) implies more precisely
that we may find such k, so that the corresponding s′ lies in the ideal generated by λ.
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(i): The assertion is local on T (ρ), hence we consider again t ∈ T and the corresponding λ
as in the foregoing. It suffices to show that J := IρOU(t,i) is invertible for every i = 1, . . . , k
(notation of (6.6.5)). However, by inspecting the constructions it is easily seen that J (U(t, i))
consists of all s ∈ (U(t, i)(N)∨)gp such that ρs(x) ≥ ρ(x) for every x ∈ U(t, i)(Q+), i.e.
ρs(x) ≥ λi(x) for every x ∈ U(t, i)(Q+). However, since ρ is integral, we have λi ∈ OgpT,t;
if we apply lemma 6.6.11(i) with T replaced by U(t, i), we conclude that J (U(t, i)) is the
fractional ideal generated by λi, whence the contention. ♦
In view of claim 6.6.14(i) we see that there exists a unique morphism f of T -fans from T (ρ)
to X . It remains to check that f is an isomorphism; the latter assertion is local on X , hence we
may assume that T = U(t) for some t ∈ T , and then we let again λ be the irredundant system
for t. A direct inspection yields a natural identification of OT,t-monoids :
B′(U(t, i))(λi)
∼→ U(t, i)(N)∨ for every i = 1, . . . , k
whence an isomorphism U(t, i)
∼→ D+(λi) ⊂ X , which – by uniqueness – must coincide
with the restriction of f . On the other hand, the proof of claim 6.6.14(ii) also shows that
X = D+(λ1) ∪ · · · ∪D+(λk), and the proposition follows. 
Example 6.6.15. Let P be a fine, sharp and saturated monoid.
(i) The simplest non-trivial roofs on TP := (SpecP )
♯ are the functions ρλ such that
ρλ(x) := min(0, λ(x)) for every x ∈ TP (Q+).
where λ is a given element of HomQ(TP (Q+)
gp,Q) ≃ P gp ⊗Z Q. Such a ρλ is an integral
roof, provided λ ∈ P gp. In the latter case, we may write λ = ρs1 − ρs2 , for some s1, s2 ∈ P .
Set ρ′ := ρλ + ρs2 , i.e. ρ
′ = min(ρs1, ρs2)mplest non-trivial roofs on TP := (SpecP )
♯ are the
functions ρλ such that
ρλ(x) := min(0, λ(x)) for every x ∈ TP (Q+).
where λ is a given element of HomQ(TP (Q+)
gp,Q) ≃ P gp⊗Z Q. Such a ρλ is an integral roof,
provided λ ∈ P gp. In the latter case, we may write λ = ρs1 − ρs2 , for some s1, s2 ∈ P . Set
ρ′ := ρλ + ρs2 , i.e. ρ
′ = min(ρs1, ρs2); clearly T (ρλ) = T (ρ
′), and on the other hand lemma
6.6.11(i) implies that the ideal Iρ′ is the saturation of the ideal generated by s1 and s2.
(ii) More generally, any system λ1, . . . , λn ∈ HomQ(TP (Q+)gp,Q) of Q-linear forms yields
a roof ρ on TP , such that ρ(x) :=
∑n
i=1min(0, λi(x)) for every x ∈ TP (Q+). A simple inspec-
tion shows that the corresponding subdivision T (ρ) → T can be factored as the composition
of n subdivisions gi : Ti → Ti−1, where T0 := TP , Tn := T (ρ), and each gi (for i ≤ n) is the
subdivision of Ti−1 corresponding to the roof ρλi as defined in (i).
(iii) These subdivisions of TP ”by hyperplanes” are precisely the ones that occur in remark
6.6.10(ii),(iii). Summing up, we conclude that every proper integral and saturated subdivision
g : T → TP of TP can be dominated by another subdivision f : T (ρ) → TP of the type
considered in (ii), so that f factors as the composition of g and a subdivision h : T (ρ) → T
which is also of the type (ii). Especially, both f and h can be realized as the composition of
finitely many saturated blow up of ideals generated by at most two elements of P .
6.6.16. Let P be a fine, sharp and saturated monoid. A proper, integral, fine and saturated
subdivision of
TP := (SpecP )
♯
is essentially equivalent to a (P gp)∨-rational subdivision of the polyhedral cone σ := P ∨R (see
(6.4.6) and definition 6.3.25). A standard way to subdivide a polyhedron σ consists in choosing
a point x0 ∈ σ \{0}, and forming all the polyhedra x0 ∗F , where F is any proper face of σ, and
x0 ∗ F denotes the convex span of x0 and F . We wish to describe the same operation in terms
of the topological language of affine fans.
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Namely, pick any non-zero ϕ ∈ TP (Q+) (ϕ corresponds to the point x0 in the foregoing).
Let U(ϕ) ⊂ SpecP be the set of all prime ideals p such that ϕ(P \p) 6= {0}; in other words,
the complement of U(ϕ) is the topological closure of the support of ϕ in TP , especially, U(ϕ)
is an open subset of TP . Denote by j : P = Γ(TP ,OTP ) → Γ(U(ϕ),OTP ) the restriction map.
The morphism of monoids :
P → Γ(U(ϕ),OTP )×Q+ x 7→ (j(x), ϕ(x))
determines a cocartesian diagram of fans
U(ϕ)× (SpecQ+)♯
ψ′

β′ // U(ϕ)× (SpecN)♯
ψ

TP
β // Tϕ−1N := (Specϕ
−1N)♯
Lemma 6.6.17. With the notation of (6.6.16), the morphisms ψ and ψ′ are proper rational
subdivisions, which we call the subdivisions centered at ϕ.
Proof. Notice that both β and β ′ are homeomorphisms on the underlying topological spaces,
and moreover both log βgp ⊗Z 1Q and log β ′gp ⊗Z 1Q are isomorphisms. Thus, it suffices to
show that ψ is a proper rational subdivision, hence we may replace P by ϕ−1N, which allows
to assume that ϕ is a morphism of monoids P → N, and ψ is a morphism of fans
T ′ := U(ϕ)× (SpecN)♯ → TP .
In this situation, by inspecting the construction, we find that ψ restricts to an isomorphism :
ψ−1U(ϕ)
∼→ U(ϕ)
and the preimage of the closed subset TP \U(ϕ) is the preimage of the closed point m ∈
(SpecN)♯ under the natural projection T ′ → (SpecN)♯; in view of the discussion of (6.5.19),
this is naturally identified withU(ϕ)×{m}. Moreover, the restrictionU(ϕ)×{m} → TP \U(ϕ)
of ψ is the map (t,m) 7→ t ∪ ϕ−1m (recall that t ⊂ P is a prime ideal which does not contain
ϕ−1m). Thus, the assertion will follow from :
Claim 6.6.18. The Q-linear map
logψgp(t,m) ⊗Z 1Q : P gp ⊗Z Q→ (OgpTP ,t × Z)⊗Z Q
is surjective for every t ∈ U(ϕ), and the induced map :
(6.6.19) T ′(Q+)→ Tϕ−1N(Q+) = TP (Q+)
is bijective.
Proof of the claim. Indeed, let Ft ⊂ P ∨ be the face of P ∨ corresponding to the point t ∈ U(ϕ),
under the bijection (6.5.21); then ϕ /∈ Ft, whence a natural isomorphism of monoids :
(Ft + Nϕ)
∨ ∼→ OTP ,t × N : λ 7→ (λ|F , λ(ϕ))
whose inverse, composed with logψ(t,m), yields the restriction map P → (Ft + Nϕ)∨. This
interpretation makes evident the surjectivity of logψgp(t,m) ⊗Z 1Q. In view of example 6.5.9(iii),
the bijectivity of (6.6.19) is also clear, if one remarks that :
P ∨R =
⋃
t∈U(ϕ)
(Ft + Nϕ)R.
The latter identity is obvious from the geometric interpretation in terms of polyhedral cones. A
formal argument runs as follows. Let ϕ′ ∈ P ∨R ; since P spans P gpR , the cone (PR)∨ is strictly
convex (corollary 6.3.14), hence the line ϕ′+Rϕ ⊂ P gpR is not contained in P ∨R , therefore there
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exists a largest r ∈ R such that ϕ′ − rϕ ∈ P ∨R , and necessarily r ≥ 0. If ϕ′ − rϕ = 0, the
assertion is clear; otherwise, let F be the minimal face of P ∨ such that ϕ′ − rϕ ∈ FR, so that
ϕ′ = (ϕ′ − rϕ) + rϕ ∈ (F + Nϕ)R. Thus, we are reduced to showing that ϕ /∈ F . But notice
that ϕ′ − rϕ lies in the relative interior of F ; therefore, if ϕ ∈ F , we may find ε > 0 such that
ϕ′ − (r + ε)ϕ still lies in FR, contradicting the definition of r. 
6.6.20. Lemma 6.6.17 is frequently used to construct subdivisions centered at an interior point
of TP , i.e. a point ϕ ∈ TP (N) which does not lie on any proper face of TP (N) (equivalently,
the support of ϕ is the closed point mP of TP ). In this case U(ϕ) = TP \{mP} = (TP )d−1,
where d := dim P . By lemma 6.6.17, the N-point ϕ lifts to a unique Q+-point ϕ˜ of (TP )d−1 ×
(SpecN)♯, and by inspecting the definitions, it is easily seen that – under the identification of
remark 6.5.8(iii) – the support of ϕ˜ is the point (∅,mN), where ∅ ∈ TP is the generic point.
More precisely, we may identify (SpecN)♯(Q+) with Q+, and (TP )d−1(Q+) with a cone in the
Q-vector space TP (Q+)
gp, and then ϕ˜ corresponds to the point (0, 1) ∈ TP (Q+)gp ×Q+.
Suppose now that we have an integral roof
ρ : (TP )d−1(Q+)→ Q
and let π : T (ρ)→ (TP )d−1 be the associated subdivision. Let also ψ : (TP )d−1× (SpecN)♯ →
TP be the subdivision centered at ϕ; we deduce a new subdivision :
(6.6.21) T ∗ := T (ρ)× (SpecN)♯
π×1
(SpecN)♯−−−−−−−→ (TP )d−1 × (SpecN)♯ ψ−→ TP
whose restriction to the preimage of (TP )d−1 is TP -isomorphic to π.
Lemma 6.6.22. In the situation of (6.6.20), there exist an integral roof
ρ˜ : TP (Q+)→ Q
whose restriction to (TP )d−1(Q+) agrees with ρ, and a morphism T
∗ → T (ρ˜) of TP -monoids,
whose underlying continuous map is a homeomorphism.
Proof. According to remark 6.5.8(vi), we have a natural identification :
TP (Q+) = T (ρ)(Q+)× (SpecN)♯(Q+) = T (ρ)(Q+)×Q+ ⊂ TP (Q+)gp ×Q.
mapping the point ϕ to (0, 1). For a given c ∈ R, denote by ρc : TP (Q+) → Q the function
given by the rule : (x, y) 7→ ρ(x) + cy for every x ∈ T (ρ)(Q+) and every y ∈ Q+.
Let t ∈ T (ρ) be any point of height d − 1; by assumption, there exists a Q-linear form λt :
U(π(t))(Q+)
gp → Q whose restriction to U(t)(Q+) agrees with the restriction of ρ. Therefore,
the restriction of ρc to U(t,mN)(Q+) = U(t)(Q+) × Q+ agrees with the restriction of the
Q-linear form
λt,c : U(π(t))(Q+)
gp ×Q = TP (Q+)gp → Q (x, y) 7→ λt(x) + cy.
For any two points t, t′ ∈ T (ρ) of height d − 1, with π(t) = π(t′), pick a finite system of
generators {x1, . . . , xn} for U(t′)(N), and let y1, . . . , yn ∈ U(t)(Q)gp, a1, . . . , an ∈ Q such that
xi = yi + aiϕ in the vector space U(π(t))(Q+)
gp.
In case xi ∈ U(t)(N), we shall have ai = 0, and otherwise we remark that ai > 0. In-
deed, if ai < 0 we would have xi − aiϕ ∈ U(t)(Q+)gp ∩ TP (Q+) ⊂ U(π(t))(Q+); however,
U(π(t))(Q+) is a proper face of TP (Q+), hence ϕ ∈ U(π(t))(Q+), a contradiction.
We may then find c > 0 large enough, so that λt′(xi) < λt,c(xi) for every xi /∈ U(t)(N). It
follows easily that
(6.6.23) λt′,c(x) < λt,c(x) for all x ∈ U(t′,mN)(Q+)\U(t,mN)(Q+).
Clearly we may choose c large enough, so that (6.6.23) holds for every pair t, t′ as above,
and then it is clear that ρc will be a roof on TP . Notice that the points of height d of T
∗ are
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precisely those of the form (t,mN), for t ∈ TP of height d− 1, so the points of T (ρc) of height
d are in natural bijection with those of T ∗, and if τ ∈ T (ρc) corresponds to τ ∗ ∈ T ∗ under
this bijection, we have an injective map U(τ ∗)(N) → U(τ)(N), commuting with the induced
projections to TP (N). There follows a morphism of TP -fans U(τ
∗)→ U(τ) inducing a bijection
U(τ ∗)(Q+)
∼→ U(τ)(Q+). Since T (ρc) (resp. T ∗) is the union of all such U(τ) (resp. U(τ ∗)),
we deduce a morphism T ∗ → T (ρc) inducing a homeomorphism on underlying topological
spaces. Lastly, say that τ ∗ = (t,m); then U(τ ∗)(N)gp = U(t)(N)gp ⊕ Zϕ, and on the other
hand U(t)(N)gp is a direct factor of U(τ)(N)gp (since the specialization map OgpT (ρc),τ → O
gp
T,t is
surjective). It follows easily that we may choose for c a suitable positive integer, in such a way
that the resulting roof ρ˜ := ρc will also be integral. 
6.6.24. Let P be a fine, sharp and saturated monoid, and set as usual TP := (SpecP )
♯.
There is a canonical choice of a point in TP (N) which does not lie on any proper face of
TP (N); namely, one may take the N-point ϕP defined as the sum of the generators of the one-
dimensional faces of TP (N) (such faces are isomorphic to N, by theorem 6.4.16(ii)).
Set d := dim P ; if ρ is a given integral roof for (TP )d−1, and c ∈ N is a sufficiently large,
we may then attach to the datum (ϕP , ρ, c) an integral roof ρ˜ of TP extending ρ as in lemma
6.6.22, and such that ρ˜(ϕP ) = c. More generally, let T be a fine and saturated fan of dimension
d, and suppose we have a given integral roof ρd−1 on Td−1; for every point t ∈ T of height d
we have the corresponding canonical point ϕt in the “interior” of U(t)(N), and we may then
pick an integer cd large enough, so that ρd−1 extends to an integral roof ρd : T (Q+) → Q
with ρd(ϕt) = cd for every t ∈ T of height d, and such that the associated subdivision is
TP -homeomorphic to T (ρd−1)× (SpecN).
This is the basis for the inductive construction of an integral roof on TP which is canonical in a
certain restricted sense. Indeed, fix an increasing sequence of positive integers c := (c2, . . . , cd);
first we define ρ1 : T1(Q+) → Q+ to be the identically zero map. This roof is extended
recursively to a function ρh on Th, for each h = 2, . . . , d, by the rule given above, in such a way
that ρh(ϕt) = ci for every point t of height i ≤ h. By the foregoing we see that the sequence c
can be chosen so that ρd shall again be an integral roof.
6.6.25. More generally, let S := {P1, . . . , Pk} be any finite set of fine, sharp and satu-
rated monoids. We let S -Fan be the full subcategory of Fan whose objects are the fans T
such that, for every t ∈ T , there exist P ∈ S and an open immersion U(t) ⊂ (SpecP )♯.
Then the foregoing shows that we may find a sequence of integers c(S ) := (c2, . . . , cd), with
d := max(dim Pi | i = 1, . . . , k) such that the following holds. Every object T of S -Fan is
endowed with an integral roof ρT : T (Q+)→ Q+ such that :
• ρT (ϕt) = ci whenever ht(t) = i ≥ 2, and ρT vanishes on T1(Q+).
• Every open immersion g : T ′ → T in S -Fan determines an open immersion g˜ :
T ′(ρT ′)→ T (ρT ) such that the diagram
T ′(ρT ′)
g˜ //
πT ′

T (ρT )
πT

T ′
g // T
commutes (where πT and πT ′ are the subdivisions associated to ρT and ρT ′).
• If dim T = d, there exists a natural rational subdivision
(6.6.26) Td−1(ρTd−1)× (SpecN)♯ → T (ρT )
which is a homeomorphism on the underlying topological spaces.
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6.6.27. Notice as well that, by construction, T1(ρT1) = T1; hence, by composing the mor-
phisms (6.6.26), we obtain a rational subdivision of T (ρT ) :
T1×(SpecN⊕d−1)♯ → · · · → Td−2(ρTd−2)×(SpecN⊕2)♯ → Td−1(ρTd−1)×(SpecN)♯ → T (ρT ).
In view of theorem 6.4.16(ii), it is easily seen that every affine open subsect of T1 is isomorphic
to (SpecN)♯, and any two such open subsets have either empty intersection, or else intersect in
their generic points. In any case, we deduce a natural epimorphism
(Q+)T1 → OT1,Q
(notation of (6.3.20)) from the constant T1-monoid arising from Q+; whence an epimorphism :
ϑT : (Q
⊕d
+ )T (ρT ) → OT (ρT ),Q
which is compatible with open immersions g : T ′ → T in S -Fan, in the following sense. Set
d′ := dim T ′, and notice that d′ ≤ d; denote by πdd′ : Q⊕d+ → Q⊕d
′
+ the projection on the first d
′
direct summands; then the diagram of T ′-monoids :
(6.6.28)
(Q⊕d+ )T ′(ρT ′ )
g˜∗ϑT //
(πdd′ )T ′(ρT ′ )

g˜∗OT (ρT ),Q
(log g˜)Q

(Q⊕d
′
+ )T ′(ρT ′ )
ϑT ′ // OT ′(ρT ′ ),Q
commutes.
6.6.29. Let f : T ′ → T be a proper morphism, with T ′ locally fine, such that the induced map
T (Q+)→ T ′(Q+) is injective, and let s ∈ T be any element. For every t ∈ f−1(s), we set
Gt := U(t)(Q+)
gp ∩ U(s)(N)gp Ht := U(t)(N)gp δt := (Gt : Ht)
and define δ(f, s) := max(δt | t ∈ f−1(s)).
Lemma 6.6.30. For every s ∈ T we have :
(i) δ(f, s) ∈ N.
(ii) If t, t′ ∈ f−1(s), and t is a specialization of t′ in T ′, then δt′ ≤ δt.
(iii) If f is a rational subdivision, the following conditions are equivalent :
(a) δ(f, s) = 1.
(b) U(s)(N) =
⋃
t∈f−1(s) U(t)(N).
Proof. (i): Since f−1(s) is a finite set, the assertion means that δt < +∞ for every t ∈ f−1(s).
However, for such a t, let P := OT,s and Q := OT ′,t; then
U(t)(Q+)
gp = HomZ(Q
gp,Q) and U(t)(N)gp = HomZ(Q
gp,Z)
(remark 6.4.14(i) and proposition 6.4.12(iii)). By proposition 6.5.24 we know that the map
(log f)gpt ⊗Z Q : P gp ⊗Z Q→ Qgp ⊗Z Q is surjective. Since Q is finitely generated, it follows
that the image Q′ of P gp in Qgp is a subgroup of finite index, and then it is easily seen that
δt = (Q
gp : Q′).
(ii): Under the stated assumptions we have :
Gt′ = Gt ∩ U(t′)(Q+)gp Ht′ = Ht ∩ U(t′)(Q+)gp
whence the contention.
(iii): Assume that (b) holds, and let ϕ ∈ U(t)(Q+)gp ∩U(s)(N)gp for some t ∈ f−1(s). Pick
any element ϕ0 ∈ U(t)(N) which does not lie on any proper face of O∨T ′,t; we may then find an
integer a > 0 large enough, so that ϕ + aϕ0 ∈ U(t)(Q+). Set ϕ1 := ϕ + aϕ0 and ϕ2 := aϕ0;
then ϕ1, ϕ2 ∈ U(t)(Q+) ∩ U(s)(N) = U(t)(N), hence ϕ = ϕ1 − ϕ2 ∈ U(t)(N)gp. Since ϕ is
arbitrary, we see that δt = 1, whence (a).
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Conversely, suppose that (a) holds, and let ϕ ∈ U(s)(N); then there exists t ∈ f−1(s) such
that ϕ ∈ U(t)(Q+). Thus, ϕ ∈ U(t)(N)gp ∩ U(t)(Q+) = U(t)(N), whence (b). 
Theorem 6.6.31. Every locally fine and saturated fan T admits an integral, proper, simplicial
subdivision f : T ′ → T , whose restriction f−1Tsim → Tsim is an isomorphism of fans.
Proof. Let T be such a fan. By induction on h ∈ N, we shall construct a system of integral,
proper simplicial subdivisions fh : S(h) → Th of the open subsets Th (notation of (6.5.16)),
such that, for every h ∈ N, the restriction f−1h+1(Th)→ Th of fh+1 is isomorphic to fh, and such
that f−1h Th,sim → Th,sim is an isomorphism. Then, the colimit of the morphisms fh will be the
sought subdivision of T .
For h ≤ 1, we may take S(h) := Th.
Next, suppose that h > 1, and that fh−1 : S(h − 1) → Th−1 has already been given; as
a first step, we shall exhibit a rational, proper simplicial subdivision of Th. Indeed, for every
t ∈ Th \ Th−1, choose a N-point ϕt ∈ U(t)(N) in the following way. If t ∈ Tsim, then let ϕt be
the (unique) generator of an arbitrarily chosen one-dimensional face of U(t)(N); and otherwise
take any point ϕt which does not lie on any proper face of U(t)(N).
With these choices, notice that U(ϕt) × (SpecN)♯ = U(t) in case t ∈ Tsim, and otherwise
U(ϕt) = U(t)h−1 (notation of (6.6.16)). By lemma 6.6.17, we obtain corresponding rational
subdivisions U(ϕt)× (SpecN)♯ → U(t) of U(t) centered at ϕt. Notice that if t lies in the sim-
plicial locus, this subdivision is an isomorphism, and in any case, it restricts to an isomorphism
on the preimage of U(t)h−1.
By composing with the restriction of fh−1 × (SpecN)♯, we get a rational subdivision:
gt : T
′
t := f
−1
h−1U(ϕt)× (SpecN)♯ → U(t)
whose restriction to the preimage of U(t)h−1 is an isomorphism. Moreover, gt is an isomor-
phism if t lies in Tsim. Also notice that gt is simplicial, since the same holds for fh−1.
If t, t′ are any two distinct points of T of height h, we deduce an isomorphism
g−1t (U(t) ∩ U(t′)) ∼→ g−1t′ (U(t) ∩ U(t′))
hence we may glue the fans T ′t and the morphisms gt along these isomorphism, to obtain the
sought simplicial rational subdivision g : T ′ → Th.
For the next step, we shall refine g locally at every point s of height h; i.e. for such s, we shall
find an integral, proper simplicial subdivision fs : T
′′
s → U(s), whose restriction to U(s)h−1
agrees with g, hence with fh−1. Once this is accomplished, we shall be able to build the sought
subdivision fh by gluing the morphisms fs and fh−1 along the open subsets U(s)h−1.
Of course, if s lies in the simplicial locus of T , we will just take for fs the restriction of g,
which by construction is already an isomorphism.
Henceforth, we may assume that T = U(s) is an affine fan of dimension h with s /∈ Tsim,
and g : T ′ → T is a given proper rational simplicial subdivision, whose restriction to g−1Th−1
is an integral subdivision. We wish to apply the criterion of lemma 6.6.30(iii), which shows that
g is an integral subdivision if and only if δ(g, s) = 1. Thus, let t1, . . . , tk be the points of T
′
such that δti = δ(g, s) for every i = 1, . . . , k. Since δ(g, s) is anyway a positive integer (lemma
6.6.30(i)), a simple descending induction reduces to the following :
Claim 6.6.32. Given g as above, we may find a proper rational simplicial subdivision g′ : T ′′ →
T such that the following holds :
(i) The restriction of g′ to g′−1Th−1 is isomorphic to the restriction of g.
(ii) Let t′1, . . . , t
′
k′ ∈ T ′′ be the points such that δt′i = δ(g′, s) for every i = 1, . . . , k′. We
have δ(g′, s) ≤ δ(g, s), and if δ(g′, s) = δ(g, s) then k′ < k.
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Proof of the claim. Set t := t1; by definition, there exists ϕ
′ ∈ U(s)(N) which lies in
U(t)(Q+) \ U(t)(N); this means that there exists a morphism ϕ fitting into a commutative
diagram :
OT,s
(log g)t //
ϕ′

OT ′,t
ϕ

N // Q+.
Say that OT ′,t ≃ N⊕r, and let (π1, . . . , πr) be the (essentially unique) basis of O∨T ′(h),t; then ϕ =
a1π1 + · · · arπr, for some a1, . . . , ar ≥ 0, and after subtracting some positive integer multiple
of π, we may assume that 0 ≤ ai < 1 for every i = 1, . . . , r. Moreover, the coefficients are
all strictly positive if and only if ϕ is a local morphism; more generally, we let t′ be the unique
generization of t such that ϕ factors through a local morphism OT ′,t′ → N. Set e := ht(t′), and
denote by π1, . . . , πe the basis of O∨T ′,t′ , so that :
(6.6.33) ϕ = b1π1 + · · ·+ beπe
for unique rational coefficients b1, . . . , be such that 0 < bi < 1 for every i = 1, . . . , e.
Denote by Z ⊂ T ′ the topological closure of {t′}; for every u ∈ Z ∩ T ′, the morphism ϕ
factors through a morphism ϕu : OT,u → Q+, and we may therefore consider the subdivision
of U(u) centered at ϕu as in (6.6.16), which fits into a commutative diagram of fans :
(U(u)\Z)× (SpecQ+)♯ //

(U(u)\Z)× (SpecN)♯
ψu

U(u) // U ′(u) := (Specϕ−1u N)
♯.
We complete the family (ψu | u ∈ Z), by letting U ′(u) := U(u) and ψu := 1U(u) for every
u ∈ T ′ \Z. Notice then, that the topological spaces underlying U(u) and U ′(u) agree for every
u ∈ T ′, and for every u1, u2 ∈ T ′, the restrictions of ψu1 and ψu2 :
ψ−1ui (U(u1) ∩ U(u2))→ U(u1) ∩ U(u2) (i = 1, 2)
are isomorphic. Furthermore, by construction, each restriction U(u)→ T of g factors uniquely
through a morphism βu : U
′(u) → T , hence the family (βu ◦ ψu | u ∈ T ′) glues to a well
defined morphism of fans g′ : T ′′ → T . By a direct inspection, it is easily seen that g′ is a
proper rational simplicial subdivision which fulfills condition (i) of the claim.
Moreover, the map of topological spaces underlying g′ factors naturally through a continuous
map p : T ′′ → T ′, so that g′ = g ◦ p. The restriction V := p−1(T ′ \Z)→ T of g′ is isomorphic
to the restriction T ′ \Z → T of g, hence :
δt = δp(t) for every t ∈ p−1(T ′ \Z).
It follows that if k > 1 and T ′ \Z contains at least one of the points t2, . . . , tk, then δ(g′, s) ≥
δ(g, s). On the other hand, p−1(T ′ \Z) contains at most k − 1 points u of T ′′ such that δu =
δ(g, s), and for the remaining points u′ ∈ p−1(T ′ \Z) we have δu′ < δ(g, s). Since obviously
δ(g′, s) = max(δ(g′|p−1(T ′\Z), s), δ(g
′
|p−1Z , s))
we see that condition (ii) holds provided we show :
(6.6.34) δ(g′|p−1Z , s) = max(b1, . . . , be) · δ(g, s).
Hence, let us fix u ∈ Z, and let (v, x) ∈ (U(u)\Z)× (SpecN)♯ be any point (see (6.5.19)); if
x = ∅, then (v, x) /∈ p−1Z, so it suffices to consider the points of the form (v,m) (wherem ⊂ N
is the maximal ideal). Moreover, say that ht(u) = d; in view of lemma 6.6.30(ii), it suffices to
consider the points (v,m) such that ht(v) = d− 1. There are exactly e such points, namely the
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prime ideals vi := (πi ◦ σ)−1m, where π1, . . . , πe are as in (6.6.33), and σ : OT ′,u → OT ′,t′ is
the specialization map.
In order to estimate δ(v,m) for some v := vi, we look at the transpose of the map
(log g′)gp(v,m) : O
gp
T,s → OgpT ′,v × Z : z 7→ ((log g)gpv (z), ϕgp(z)).
Let (p1, . . . , pd) be the basis ofO∨T,u, ordered in such a way that pi = πi◦σ for every i = 1, . . . , e.
By a little abuse of notation, we may then denote (pj | j 6= i) the basis of O∨T ′,v, so that the dual
group (OgpT ′,v × Z)∨ admits the basis {pgpj | j 6= i} ∪ {q}, where q is the natural projection onto
Z. Set as well p′i := pi ◦ (log g)gpu for every i = 1, . . . , d. With this notation, the above transpose
is the group homomorphism given by the rule :
pj 7→ p′i for j 6= i and q 7→ b1p′1 + · · ·+ bep′e
from which we deduce easily that δ(v,m) = bi · δu, whence (6.6.34). 
Proposition 6.6.35. Let (Γ,+, 0) be a fine monoid,M a fine Γ-graded monoid. Then :
(i) There exists a finite set of generators C := {γ1, . . . , γk} of Γ, with the following prop-
erty. For every γ ∈ Γ, we may find a1, . . . , ak ∈ N such that:
γ = a1γ1 + · · ·+ akγk and Mγ = Ma1γ1 · · ·Makγk .
(ii) There exists a subgroupH ⊂ Γgp of finite index, such that :
Maγ = M
a
γ for every γ ∈ H ∩ Γ and every integer a > 0.
(In (i) and (ii) we use the multiplication law of P(M), as in (6.1.1)).
Proof. Obviously we may assume thatM maps surjectively onto Γ, in which case G := Γgp is
finitely generated, and its image G′ into GR := G ⊗Z R is a free abelian group of finite rank.
The same holds as well for the image L of logMgp inMgpR := logM
gp ⊗Z R. Let p : G → G′
be the natural projection. According to proposition 6.3.22(iii), we have :
(6.6.36) MQ = MR ∩MgpQ
(notation of (6.3.20)). Let f gpR : M
gp
R → GR be the induced R-linear map, and denote by
fR : MR → GR the restriction of f gpR . By proposition 6.3.28(ii), we may find a G′-rational
subdivision∆ of fR(MR) such that :
(6.6.37) f−1R (a+ b) = f
−1
R (a) + f
−1
R (b)
for every σ ∈ ∆ and every a, b ∈ σ. After choosing a refinement, we may assume that ∆ is a
simplicial fan (theorem 6.6.31). Let τ ∈ ∆ be any cone; by proposition 6.3.22(i), the monoid
N := τ ∩ G′ is finitely generated, and then the same holds for M ×G′ N , by corollary 6.4.2.
However, the latter is justM ′ :=
⊕
γ∈p−1N Mγ (lemma 4.8.29(iii)). Set Γ
′ := Γ ∩ p−1N .
Claim 6.6.38. p(Γ′) generates τ .
Proof of the claim. Clearly the Γ-grading of M induces a surjection MQ → ΓQ (notation of
(6.3.20)). By proposition 6.3.22(iii), we have ΓQ = fR(MR) ∩ GQ, hence N ⊂ τ ∩ GQ ⊂ ΓQ.
Thus, for every n ∈ N we may find a ∈ N such that a · n ∈ p(Γ), hence a · n ∈ p(Γ′). On the
other hand, N generates τ , since the latter is G′-rational. The claim follows. ♦
In view of claim 6.6.38, we may replace M by M ′, and Γ by Γ′, which allows to assume
that fR(MR) is a simplicial cone, and (6.6.37) holds for every a, b ∈ fR(MR). Next, let S :=
{e1, . . . , en} ⊂ p(Γ) be a set of generators of the cone fR(MR); from the discussion in (6.3.15)
we see that, up to replacing S by a subset, the rays R+ · ei (with i = 1, . . . , n) are precisely the
extremal rays of fR(MR), especially, the vectors e1, . . . , en are R-linearly independent. Choose
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g1, . . . , gn ∈ Γ such that p(gi) = ei for every i = 1, . . . , n. According to corollary 6.4.3, there
exist finite subsets Σ1 . . . ,Σn ⊂M , such that :
Mgi = M0 · Σi for every i = 1, . . . , n.
Claim 6.6.39. (M0)Q = f
−1
R (0) ∩MgpQ .
Proof of the claim. To begin with, we may write f−1R (0) = (f
gp
R )
−1(0) ∩MR, hence f−1R (0) ∩
MgpQ = (f
gp
Q )
−1(0) ∩ MQ, by (6.6.36). Now, suppose x ∈ (f gpQ )−1(0) ∩ MQ; then we may
find an integer a > 0 such that ax = m ⊗ 1 for some m ∈ logM . Say that m ∈ logMγ ;
then f gpQ (γ) = 0, therefore γ is a torsion element of G
′, and consequently bm ∈ logM0 for an
integer b > 0 large enough. We conclude that x = (bm)⊗ (ba)−1 ∈ (M0)Q, as claimed. ♦
On the other hand, since R+ei is a G
′-rational polyhedral cone, f−1R (R+ei) is an L-rational
polyhedral cone (proposition 6.3.21(ii,iii)), hence it admits a finite set of generators Si ⊂ L. Up
to replacing the elements of Si by some positive rational multiples, we may assume that fR(s)
is either 0 or ei, for every s ∈ Si. In this case, it follows easily that
(6.6.40) f−1R (ei) = f
−1
R (0) + Ti
where :
Ti :=
{∑
s∈Si
ts · s | ts ∈ R+,
∑
s∈Si
ts = 1
}
is the convex hull of Si (and as usual, the addition of sets in (6.6.40) refers to the addition law
of P(MgpR ), see (6.1.1)). Next, notice that Si ⊂ MQ, by (6.6.36); thus, we may find an integer
a > 0 such that a · s lies in the image of logM , for every s ∈ Si. After replacing ei by a · ei and
Si by {a · s | s ∈ Si}, we may then achieve that (6.6.40) holds, and furthermore Si lies in the
image of logM , therefore in the image of logMgi . It follows easily that (6.6.40) still holds with
Si replaced by the set Σi⊗1 := {m⊗1 |m ∈ Σi}. Let Σ0 ⊂ logM be a finite set of generators
for the monoid M0; claim 6.6.39 implies that Σ0 is also a set of generators for the L-rational
polyhedral cone f−1R (0). Let P ⊂M be the submonoid generated by Σ := Σ0 ∪Σ1 ∪ · · · ∪Σn,
and ∆ ⊂ Γ the submonoid generated by g1, . . . , gn; clearly the Γ-grading of M restricts to a
∆-grading on P . Notice that g1 ⊗ 1, . . . , gn ⊗ 1 are linearly independent in GQ, since the same
holds for e1, . . . , en; especially,∆ ≃ N⊕n.
Claim 6.6.41. (i) The set Σ⊗ 1 := {s⊗ 1 | s ∈ Σ} generates the coneMR.
(ii) Pa+b = Pa · Pb for every a, b ∈ ∆.
(iii) There exists a finite set A ⊂M such thatM = A · P .
Proof of the claim. By (6.6.40) and the foregoing discussion, we know that (Σ0∪Σi)⊗1 generate
f−1R (R+ei), for every i = 1, . . . , n. Since the additivity property (6.6.37) holds for every a, b ∈
fR(MR), assertion (i) follows. (ii) is a straightforward consequence of the definitions. Next,
from (i) and proposition 6.3.22(iii), we deduce that MQ = PQ. Thus, let m1, . . . , mr be a
system of generators for the monoid M ; it follows that there are integers k1, . . . , kr > 0, such
thatmk11 , . . . , m
kr
r ∈ P , and therefore the subset A := {
∏r
i=1m
ti
i | 0 ≤ ti < ki for every i ≤ r}
fulfills the condition of (iii). ♦
We introduce a partial ordering on G, by declaring that a ≤ b for two elements a, b ∈ G, if
and only if b− a ∈ ∆. Now, let a ∈ G be any element; we set
G(a) := {g ∈ G | g ≤ a}.
The subset G(a) inherits a partial ordering from G, and a is the maximum of the elements of
G(a); moreover, notice that every finite subset S ⊂ G(a) admits a supremum supS ∈ G(a).
Indeed, it suffices to show the assertion for a set of two elements S = {b1, b2}; we may then
write a−bi =
∑n
j=1 kijgj for certain kij ∈ N, and then sup(b1, b2) = a−
∑n
j=1min(k1j , k2j)·gj.
FOUNDATIONS FOR ALMOST RING THEORY 519
Let A be as in claim 6.6.41(iii), and denote by B ⊂ Γ the image of A; then
M =M0 ·MB where MB :=
⊕
b∈B
logMb.
For every a ∈ G, let also B(a) := B ∩G(a); invoking several times claim 6.6.41(ii), we get :
Ma =
⋃
b∈B(a)
Mb · Pa−b
=
⋃
b∈B(a)
Mb · PsupB(a)−b · Pa−supB(a)
⊂MsupB(a) · Pa−supB(a).
Finally, say that a−supB(a) =∑ni=1 tigi for certain t1, . . . , tn ∈ N; applying once more claim
6.6.41(ii), we conclude that :
Ma ⊂MsupB(a) ·
n∏
i=1
M tigi .
The converse inclusion is clear, and therefore the set C := {g1, . . . , gn} ∪ {supB(a) | a ∈ G}
fulfills condition (i) of the proposition.
(ii): For h ∈ ∆gp, say h =∑ni=1 aigi, with integers a1, . . . , an, we let |h| :=∑ni=1 |ai|gi ∈ ∆.
Choose any positive integer α such that :
(6.6.42) |b| ≤ α ·
n∑
i=1
gi for every b ∈ B ∩∆gp
and let H ⊂ ∆gp be the subgroup generated by αg1, . . . , αgn.
Claim 6.6.43. B(h) = B(kh) for every h ∈ H and every integer k > 0.
Proof of the claim. Let h :=
∑n
i=1 αigi ∈ H , and suppose that b ∈ B(kh) for some k > 0;
therefore kh− b ∈ ∆, hence b ∈ ∆gp, and we can write b =∑ni=1 βigi for integers β1, . . . , βn,
such that kαi − βi ≥ 0 for every i = 1, . . . , n. In this case, (6.6.42) implies that αi ≥ 0 for
every i ≤ n, and αi ≥ α ≥ βi whenever βi > 0. It follows easily that k′h − b ∈ ∆ for every
integer k′ > 0, whence the claim. ♦
Using claims 6.6.41(ii) and 6.6.43, and arguing as in the foregoing, we may compute :
Mah = MsupB(ah) · Pah−supB(ah)
= MsupB(h) · Pah−supB(h)
= MsupB(h) · Ph−supB(h) · P a−1h
⊂Mah .
The converse inclusion is clear, so (ii) holds. 
6.6.44. Let M be an integral monoid, and w ∈ logMgp any element. For ε ∈ {1,−1} we
have a natural inclusion
jε : logM →M(ε) := logM + εNw
(i.e. M(ε) is the submonoid of Mgp generated by M and wε). Let us write w := b−1a for
some a, b ∈ M ; then the induced morphisms of affine schemes ιε := SpecZ[jε] have a natural
geometric interpretation. Namely, let f : X → SpecZ[M ] be the blow up of the ideal I ⊂ Z[M ]
generated by a and b; we have X = U1 ∪ U−1, where Uε, for ε = ±1, is the largest open
subscheme of X such that wε ∈ OX(Uε). Then ιε is naturally identified with the restriction
Uε → SpecZ[M ] of the blow up f . More generally, by adding to M any finite number of
elements of Mgp, we may construct in a combinatorial fashion, the standard affine charts of a
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blow up of an ideal of Z[M ] generated by finitely many elements of M . These considerations
explain the significance of the following flattening theorem :
Theorem 6.6.45. Let j : M → N be an inclusion of fine monoids. Then there exist a finite set
Σ ⊂ logMgp, and an integer k > 0 such that the following holds :
(i) For every mapping ε : Σ→ {±1}, the induced inclusion :
M(ε) := logM +
∑
σ∈Σ
ε(σ)Nσ → N(ε) := logN +
∑
σ∈Σ
ε(σ)Nσ
is a flat morphism of fine monoids.
(ii) Suppose that j is a flat morphism, and let ι : M → M sat be the natural inclusion.
Denote by Q the push-out of the diagram N
j←− M ι◦kM−−−→ M sat (where kM is the
k-Frobenius). Then the natural mapM sat → Qsat is flat and saturated.
Proof. (i): (Notice that logM , logN and P (ε) :=
∑
σ∈Σ ε(σ)Nσ may be regarded as sub-
monoids of logNgp, and then the above sum is taken in the monoid (P(logNgp),+) defined
as in (6.1.1).) Set G := Ngp/Mgp, and let Ngp =
⊕
γ∈GN
gp
γ be the j-grading of N
gp (re-
mark 6.2.5(iii)); notice that this grading restricts to j-gradings for N and N(ε). Let also
Γ := {γ ∈ G | Nγ 6= ∅}, and choose a finite generating set {γ1, . . . , γr} of Γ with the
properties of proposition 6.6.35(i). According to corollary 6.4.3, for every i ≤ r there ex-
ists a finite subset Σi := {ti1, . . . , tini} ⊂ M such that Nγi = N0 · Σi. Moreover, N0 is a
finitely generated monoid, by corollary 6.4.2. Let Σ0 be a finite system of generators for N0,
and for every i ≤ r define Σ′i := {tij − til | 1 ≤ j < l ≤ ni}. We claim that the subset
Σ := Σ0 ∪ Σ′1 ∪ · · · ∪ Σ′r will do. Indeed, first of all notice that Σ ⊂ logMgp. We shall apply
the flatness criterion of remark 6.2.5(iv). Thus, we have to show that, for every g ∈ Γ, the
M(ε)-module N(ε)g is a filtered union of cosets {m}+M(ε) (for certainm ∈ Ng). Hence, let
x1, x2 ∈ N(ε)g; we may write xi = mi + pi for some mi ∈ logN and pi ∈ P (ε) (i = 1, 2);
since {xi}+M(ε) ⊂ {mi}+M(ε), we may then assume that p1 = p2 = 0, hence x1, x2 ∈ N .
Thus, it suffices to show that Ng is contained in a filtered union of cosets as above. However,
by assumption there exist a1, . . . , ar ∈ N such that g =
∑r
i=1 aiγi and Ng = N
a1
γ1
· · ·Narγr ; we
are then easily reduced to the case where g = γi for some i ≤ r. Therefore, xj = σj + bj ,
where σj ∈ Σi and bj ∈ N0, for j = 1, 2. Notice that P (ε) contains either σ1 − σ2, or σ2 − σ1
(or both); in the first occurrence, set σ := σ2, and otherwise, let σ := σ1. Likewise, say that
Σ0 = {y1, . . . , yn}, so that bj =
∑n
s=1 ajsys for certain ajs ∈ N (j = 1, 2); for every s ≤ n, we
set a∗s := min(a1s, a2s) if ys ∈ P (ε), and otherwise we set a∗s := max(a1s, a2s). One sees easily
that x1, x2 ∈ {σ +
∑n
s=1 a
∗
sys}+M(ε), whence the contention.
(ii): By proposition 6.6.35(ii), there exists a subgroupH ⊂ G of finite index, such that :
π−1(hn) = π−1(h)n
for every integer n > 0 and every h ∈ H . Let k := (G : H), and define N ′ as the fibre product
in the cartesian diagram :
(6.6.46)
N ′
π′ //
µ

G
kG

N
π // G
The trivial morphism 0M : M → G (i.e. the unique one that factors through {1}) and the
inclusion j satisfy the identity : kG ◦ 0M = π ◦ j, hence they determine a well-defined map
ϕ : M → N ′.
Claim 6.6.47. ϕ is flat and saturated.
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Proof of the claim. For the flatness, we shall apply the criterion of remark 6.2.5(iv). First, ϕ is
injective, since µ ◦ ϕ = j. Next, notice that the sequence of abelian groups :
0→ Mgp ϕgp−−→ (N ′)gp (π
′)gp−−−→ G→ 0
is short exact; indeed, this is none else than the pullback E ∗kgpG along the morphism kG, of the
short exact sequence
(6.6.48) E := (0→Mgp jgp−−→ Ngp πgp−−→ G→ 0).
It follows that ϕ is flat if and only if, for every x ∈ π′(N ′), the preimage (π′)−1(x) is a filtered
union of cosets of the form {n} · ϕ(M ′). However, the induced map (π′)−1(g)→ π−1(gk) is a
bijection for every g ∈ G, and the flatness of j implies that π−1(xk) is a filtered union of cosets,
whence the contention. Notice also that ImkG ⊂ H; hence, by the same token, we derive that
(π′)−1(gn) = (π′)−1(g)n for every g ∈ G, therefore ϕ is quasi-saturated, by proposition 6.2.31.
Since we know already that j is integral (theorem 6.2.3), the claim follows. ♦
Next, we wish to consider the commutative diagram of monoids :
(6.6.49)
M
j //
kM

N
ψ

M
ϕ // N ′
such that ψ is the map determined by the pair of morphisms (f,kN). Let P be the push-out of
the maps j and kM ; the maps ϕ and ψ determine a morphism τ : P → N ′.
Claim 6.6.50. (i) The diagram (6.6.46)gp of associated abelian groups, is cartesian.
(ii) The diagram of abelian groups (6.6.49)gp is cocartesian (i.e. τ gp is an isomorphism).
(iii) There exists a morphism λ : N ′ → P such that λ ◦ τ = kP and τ ◦ λ = kN ′ .
Proof of the claim. (i): Suppose that x ∈ (N ′)gp is any element such that (π′)gp(x) = 1 and
µgp(x) = 1; we may write x = b−1a for some a, b ∈ N ′, and it follows that π′(a) = π′(b) and
µ(a) = µ(b), hence a = b in N ′, since the forgetful functorMnd→ Set commutes with fibre
products. Thus x = 1. On the other hand, suppose that πgp(b−1a) = xk for some a, b ∈ N
and x ∈ G; therefore, π(bk−1a) = (bx)k, so there exists c ∈ N ′ such that µ(c) = bk−1a and
π′(c) = bx. Likewise, there exists d ∈ N ′ with µ(d) = bk and π′(d) = b. Consequently,
(π′)gp(d−1c) = x and µ(d−1c) = b−1a. The assertion follows.
(ii): Quite generally, let E := (0→ A→ B → C → 0) be a short exact sequence of objects
in an abelian category C , and for every object X of C , let kX := k · 1X : X → X . Then one
has a natural map of complexes αE : E ∗kC → E (resp. βE : E → kA ∗E) from E to the pull-
back of E along kC (resp. from the push-out of E along kA to E), and a natural isomorphism
ωE : kA ∗E ∼→ E ∗kC in the categoryExtC (C,A) of extensions of C by A (this is the category
whose objects are all short exact sequences in C of the form 0 → A → X → C → 0, and
whose morphisms are the maps of complexes which are the identity on A and C). These maps
are related by the identities :
(6.6.51) βE ◦ αE ◦ ωE = k · 1kA∗E ωE ◦ βE ◦ αE = k · 1E∗kC .
We leave to the reader the construction of ωE. In the case at hand, we obtain a natural isomor-
phism ωE : k
gp
M ∗ E ∼→ E ∗ kG, where E is the short exact sequence of (6.6.48). An inspection
of the construction shows that the map τ gp is precisely the isomorphism defined by ωE .
(iii): Let µ′ : N → P be the natural map, and set λ := µ′◦µ. By inspecting the constructions,
one checks easily that λgp is the map defined by βE ◦ αE . Then the assertion follows from
(6.6.51). ♦
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Let P ′ be the push-out of the diagram N ′
ϕ←− M ι−→ M sat; from claim 6.6.47, lemma 6.2.2(i)
and corollary 6.2.25(iii), we deduce that the natural mapM sat → P ′ is flat and saturated, hence
P ′ is saturated. On the other hand, directly from the definitions we get a cocartesian diagram
(6.6.52)
P //
τ

Q
τ ′

N ′ // P ′.
The induced diagram (6.6.52)sat of saturated monoids is still cocartesian (remark 4.8.41(v));
however, claim 6.6.50(iii) implies easily that τ sat is an isomorphism, therefore the same holds
for (τ ′)sat, and assertion (ii) follows. 
7. HOMOLOGICAL ALGEBRA
This chapter lays the foundations of homological and homotopical algebra that shall be
needed in the rest of the treatise. For some standard facts that we do not repeat here, we use the
book [112] as a quick reference.
7.1. Complexes in an additive category. LetA be any additive category. We denote by C(A )
the category of (cochain) complexes of objects of A . Hence, an object of C(A ) is a pair
K• := (K•, d•K)
consisting of a system of objects (Kn | n ∈ Z) and morphisms (dnK : Kn → Kn+1 | n ∈ Z) of
A , called the differentials of the complexK•, such that
dn+1K ◦ dnK = 0 for every n ∈ Z.
The morphismsϕ• : K• → L• in C(A ) are the systems of morphisms (ϕn : Kn → Ln | n ∈ Z)
of A such that
ϕn+1 ◦ dnK = dn+1L ◦ ϕn for every n ∈ Z.
We will usually omit the subscript when referring to the differentials of a complex, unless there
is a danger of confusion. Also, let I ⊂ Z be any (bounded or unbounded) interval, i.e. I is
either of the form Z∩ [a,+∞[, or Z∩]−∞, b] (for some a, b ∈ Z), or the intersection of any of
these two. We shall denote by
CI(C )
the full subcategory of C(C ) whose objects are the complexes K• such that Ki = 0 whenever
i /∈ I (where we fix a zero object 0 of A ). For instance, if I = Z∩ [a,+∞[, then CI(C ) is also
denoted C≥a(C ), and likewise for the case of an upper bounded interval. Moreover, we set
C−(A ) :=
⋃
n∈Z
C≤n(A ) C+(A ) :=
⋃
n∈Z
C≥n(A ) Cb(A ) :=
⋃
n∈Z
C[−n,n](A )
so C−(A ) (resp. C+(A ), resp. Cb(A )) is the full subcategory of C(A ) whose objects are the
bounded above (resp. bounded below, resp. bounded) complexes of A .
7.1.1. For every a ∈ Z, the inclusion functor
(7.1.2) C≥a(A )→ C(A ) (resp. C≤a(A )→ C(A ) )
admits a right (resp. left) adjoint called the brutal truncation functor, and denoted
t≥a : C(A )→ C≥a(A ) (resp. t≤a : C(A )→ C≤a(A ) ).
Namely, for any complexK•, we let t≥a(K•) be the unique object of C≥a(A ) that agrees with
K• in all degrees ≥ a, and with the same differentials as K•, in this range of degrees (and
likewise for t≤a(K•)). If ϕ• : K• → L• is any morphism in C(A ), then t≥aϕ• is the unique
morphism t≥aK• → t≥aL• which agrees with ϕ• in all degrees ≥ a (and likewise for t≤aϕ•).
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Moreover, if A is an abelian category, (7.1.2) also admits a left (resp. a right) adjoint
τ≥a : C(A )→ C≥a(A ) (resp. τ≤a : C(A )→ C≤a(A ) )
called the normalized truncation functor (or just the truncation functor). Namely, we fix repre-
sentatives for all kernels and cokernels of A , and for any complex K•, we let τ≥a(K•) be the
unique object of C≥a(A ) whose term in degree a equals Coker da−1K , and which agrees withK
•
in all degrees > a, with the same differentials as K•, in this range of degrees; the differential
in degree a is the unique morphism Coker da−1K → Ka+1 whose composition with the natural
mapKa → Coker da−1K equals da−1K . If ϕ• : K• → L• is any morphism in C(A ), then τ≥aϕ• is
the unique morphism τ≥aK• → τ≥aL• which agrees with ϕ• in all degrees > a, and which, in
degree a, is the morphism Coker daK → Coker daL induced by ϕa.
Likewise, τ≤a(K•) is the unique complex of C≤a(A ) whose term in degree a equalsKer daK ,
and which agrees with K• in all degrees < a, with the same differentials as K•, in all degrees
< a−1; the differential in degree a−1 is the restriction of da−1K . Again, for ϕ• as above, τ≤aϕ•
agrees with ϕ• in degrees < a, and is the restriction Ker daK → Ker daL of ϕa in degree a.
7.1.3. There is an obvious functor
A → C(A ) : A 7→ A[0]
that sends any object A of A to the complex with A placed in degree zero, i.e. such that A[0]i
equalsA if i = 0, and equals 0 otherwise (clearly, there is a unique such complex). On the other
hand, the shift operator is the functor
C(A )→ C(A ) : K• → K•[1]
given by the rule :
K•[1]n := Kn+1 dnK[1] := −dn+1K for every n ∈ Z.
Clearly the shift operator is an automorphism of C(A ), and one defines the operator K• 7→
K•[n], for every n ∈ Z, as the n-th power of the shift operator (in the automorphism group of
C(A )). Then, we can combine the two previous operators, to define the complex
A[n] := (A[0])[n] for every n ∈ Z and every A ∈ Ob(A ).
Furthermore, notice that the shift operator restricts to functors
C+(A )→ C+(A ) C−(A )→ C−(A ) Cb(A )→ Cb(A ).
Definition 7.1.4. Let A be an additive category, ϕ•, ψ• : K• → L• two morphisms in C(A ).
(i) A (chain) homotopy from ϕ• to ψ• is the datum (sn : Kn → Ln−1 | n ∈ Z) of a system
of morphisms in A such that
ϕn − ψn = sn+1 ◦ dnK + dn−1L ◦ sn for every n ∈ Z.
(ii) We say that ϕ• and ψ• as in (i) are chain homotopic if there is a chain homotopy between
them. It is easily seen that this defines an equivalence relation ∼ on the set HomC(A )(K•, L•),
which is preserved by composition of morphisms : if ϕ• ∼ ψ• and α• : K ′• → K•, β• : L• →
L′• are any two morphisms, then ϕ• ◦ α• ∼ ψ• ◦ α• and β• ◦ ϕ• ∼ β• ◦ ψ•. It follows that, for
every interval I ⊂ Z there exists a well defined homotopy category
HotI(A )
whose objects are the same as those of CI(A ), and whose morphisms are the homotopy classes
of morphisms of complexes, and a natural functor
(7.1.5) CI(A )→ HotI(A )
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which is the identity on objects, and the quotient map on Hom-sets. If I = Z, we write Hot(A )
instead of HotZ(A ), and we denote
HotA (K
•, L•)
the set of morphisms K• → L• in Hot(A ). We may also define the subcategories Hot+(A ),
Hot−(A ) and Hotb(A ) as in (7.1).
(iii) We also say that a morphism ϕ : K• → L• is a homotopy equivalence, if the class
of ϕ• is an isomorphism in Hot(A ), i.e. if there exists a morphism ψ• : L• → K• such that
ψ• ◦ ϕ• ∼ 1K• and ϕ• ◦ ψ• ∼ 1L• . We say that ϕ• is null-homotopic if it is chain homotopic
to the zero morphismK• → L•. We say that a complexK• is homotopically trivial, if the zero
endomorphism 0 · 1K• is a homotopy equivalence.
Remark 7.1.6. Let A and A ′ be any two additive categories.
(i) If F : A → A ′ is any additive functor, we get induced functors
C(F ) : C(A )→ C(A ′) Hot(F ) : Hot(A )→ Hot(A ′)
by the rule :
F (K•)n := F (Kn) and dnF (K) := F (d
n
K) for every n ∈ Z and everyK• ∈ Ob(C(A )).
More generally, we get induced functors CI(F ), HotI(F ) for any interval I ⊂ Z, as well as
C+(F ), C−(F ) and Cb(F ) (and the corresponding homotopy category variants), in the obvious
fashion. Also, notice that the shift operators descend to a functor on the homotopy category :
Hot(A )→ Hot(A ) A• 7→ A•[n] for every n ∈ Z
and the latter restrict to endofunctors of the subcategories Hot+(A ), Hot−(A ) and Hotb(A ).
(ii) The category C(A ) is additive. Namely, if K•, L• are any two complexes of A , and
ϕ•, ψ• : K• → L• any two morphisms, we define
(ϕ+ ψ)i := ϕi + ψi for every i ∈ Z
and it is clear that this rule yields a natural abelian group structure on HomA (K
•, L•), such
that composition of morphisms is a bilinear operation. The zero object is the (unique) com-
plex 0 which has the zero object of A in each degree, and biproducts in C(A ) admit natural
representatives, defined by the rule :
(A⊕B)i := Ai ⊕ Bi for every A•, B• ∈ Ob(C(A )) and every i ∈ Z.
Moreover, it is clear that if ϕ•1, ϕ
•
2 : K
• → L• are any two morphisms in C(A ) such that
ϕ•1 ∼ ϕ•2, we have ϕ•1 + ψ• ∼ ϕ•2 + ψ• for every other morphism ψ• : K• → L•; hence there is
a unique abelian group structure on HotA (K
•, L•) for every K•, L• ∈ Ob(C(A )), that makes
Hot(A ) into an additive category, such that (7.1.5) is an additive functor.
Furthermore, if A is abelian, the same holds for C(A ). Indeed, we can take
(Kerϕ)i := Kerϕi (Cokerϕ)i := Cokerϕi for every morphism ϕ• of C(A )
and it is clear that the resulting morphism βϕ• as in (3.6.33) is an isomorphism. It is then
also clear that, for any additive functor F as in (i), the induced functors C(F ) and Hot(F ) are
additive, and the same holds as well for the shift operators on C(A ) and Hot(A ).
All these considerations extend more generally to the full subcategories CI(A ) (for any in-
terval I ⊂ Z), C−(A ), C+(A ) and Cb(A ), as well as their homotopy category variants : the
detailed verifications shall be left to the reader.
(iii) Taking into account remark 3.6.37(i), we get a natural identification
C(A )o
∼→ C(A o) K• 7→ (Ko)•
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where
(Ko)i := (K−i)o and diKo := (−1)i+1 · (d−i−1K )o
for every i ∈ Z and every K• ∈ Ob(C(A )). If ϕ• : K• → L• is any morphism in C(A ), then
(ϕo)i := ϕ−i for every i ∈ Z. Also, if s• is a homotopy between morphisms f •, g• : K• → L•,
then the system
(so)• := ((−1)i · (s−i)o | i ∈ Z)
is a homotopy between (f o)•, (go)• : (Lo)• → (Ko)•, whence an isomorphism of categories :
Hot(A )o
∼→ Hot(A o).
One may wonder about the reason for inserting apparently artificial signs in the above formulas;
the point is that this sign convention makes the foregoing natural identifications behave slightly
better in connection with additive contravariant functor (and their extensions to complexes :
see e.g. the construction of the Hom• functor in example 7.1.7). On the other hand, there is a
drawback as well : indeed, notice that by applying twice our natural isomorphism, we do not
get the identity automorphism of C(A )oo = C(A ); rather
d•Koo = −d•K and (soo)• = s•
for every objectK• and every homotopy s• of C(A ) (details left to the reader).
(iv) The indexing notation that makes use of superscript to denote the degrees in a complex,
is known traditionally as cohomological degree notation. Sometimes it is more natural to switch
to the homological degree notation, that makes use of subscript indexing; namely, one associates
with any cochain complexK•, the chain complexK• given by the rule :
Kn := K
−n and dn := d
−n : Kn → Kn−1 for every n ∈ Z.
(v) If A is complete (resp. cocomplete) then the same holds for CI(A ), for any interval
I ⊂ Z. Indeed, we may regard these categories as full subcategories of the category Fun(Z,A ),
where the ordered set Z (endowed with its standard ordering) is viewed as a category as ex-
plained in example 1.1.6(iii), and therefore the assertion follows from corollary 1.4.1(ii,iv),
which shows more precisely that the limits and colimits in CI(A ) are formed degree-wise.
(vi) IfA is complete (resp. cocomplete), then all products (resp. coproducts) ofHotI(A ) are
representable, for every interval I ⊂ Z. Indeed, letK•• := (K•j | j ∈ J) be any family of objects
of HotI(A ) indexed by a small set J ; we claim that the product K• in the category CI(A ) of
the family K•• also represents the product of the same family in Hot
I(A ). Indeed, let M• be
any other object of HotI(A ), and π•j : K
• → K•j the canonical projection, for every j ∈ J ;
from any morphism ϕ• : M• → K• we obtain a system (ϕ•j := π•j ◦ϕ• : M• → K•j | j ∈ J) of
morphisms in HotI(A ). Conversely, given such a system of morphisms, for every j ∈ J pick
arbitrarily a morphism of complexes ϕ˜•j : M
• → K•j in the class of ϕ•j ; the system (ϕ˜•j | j ∈ J)
yields by (v) a unique morphism of complexes ϕ˜• : M• → K• and we let ϕ• be the homotopy
class of ϕ˜•. We need to show that ϕ• does not depend on the choices of representatives ϕ˜•j ;
to this aim, we come down to checking that if each ϕ˜•j is null-homotopic, then the same holds
for ϕ˜•. Hence, pick for every j ∈ J a homotopy s•j from ϕ˜•j to the zero morphism. Since
the products are computed degree-wise in CI(A ), the system (snj : M
n → Kn−1j | j ∈ J)
corresponds, for every n ∈ I , to a unique morphism sn : Mn → Kn−1 of A , and it is easily
seen that the system (sn | n ∈ I) yields a well defined homotopy from ϕ˜• to the zero morphism
M• → K•. By applying the same argument to the opposite category A o and invoking (iii) we
get the assertion for coproducts.
Example 7.1.7. Denote by Z-Modfft the additive category of free abelian groups of finite rank.
We have a natural isomorphism of categories :
Z-Modofft
∼→ Z-Modfft : P 7→ P ∨ := HomZ(P,Z)
526 OFER GABBER AND LORENZO RAMERO
that sends any Z-linear map f : P → Q to its transpose f∨ : Q∨ → P ∨. In view of remark
7.1.6(iii) there follow natural isomorphisms of categories
C(Z-Modfft)
o ∼→ C(Z-Modfft) Hot(Z-Modfft)o ∼→ Hot(Z-Modfft) K• 7→ K∨•.
7.1.8. A double complex of A is an object of
C2(A ) := C(C(A ))
(and likewise for a morphism of double complexes); i.e. a double complex is a triple
K•• := (K••, d••h , d
••
v )
consisting of a system (Kpq | p, q ∈ Z) of objects of A , and morphisms dpqh , dpqv called respec-
tively the horizontal and vertical differentials, fitting into a commutative diagram
Kpq
dpqh //
dpqv

Kp+1,q
dp+1,qv

Kp,q+1
dpqh // Kp+1,q+1
for every p, q ∈ Z
and such that
dp+1,qh ◦ dpqh = 0 dp,q+1v ◦ dpqv = 0 for every p, q ∈ Z.
7.1.9. There are natural functors
C2(A )→ C2(A ) : K•• 7→ flA (K••) C2(A )→ C(A ) : K•• 7→ (K••)∆
where :
• The flip flA (K••) of K•• is the double complex F •• such that F pq := Kqp for every
p, q ∈ Z, with differentials deduced from those ofK••, in the obvious way.
• The diagonal (K••)∆ is the complex D• such that Dp := Kpp for every p ∈ Z and
with differentials
dp+1,qv ◦ dpqh : Dp → Dp+1 for every p ∈ Z.
Suppose that all coproducts (resp. all products) are representable in A . Then there are two
other natural functors
Tot⊕A : C2(A )→ C(A ) ( resp. TotΠA : C2(A )→ C(A ) )
defined as follows. The total complex Tot⊕A (K
••) (resp. TotΠA (K
••)) is the complex T • with
T n :=
⊕
p+q=n
Kpq ( resp. T n :=
∏
p+q=n
Kpq )
and with differentials T n → T n+1 given by the sum (resp. the product) of the morphisms
dpqh + (−1)p · dpqv : Kpq → Kp,q+1 ⊕Kp+1,q for all p, q ∈ Z such that p+ q = n.
We usually drop the subscript A , unless the omission would be a source of ambiguities, and
we often omit as well the superscript ⊕ when dealing with the total complex functor; to avoid
confusion, we stipulate that the notation Tot shall always refer to the functor Tot⊕, so if we
need to use the other total complex functor, we shall denote it explicitly by TotΠ. Notice that
we have natural isomorphisms
Tot(K••)
∼→ Tot(flA (K••)) (resp. TotΠ(K••) ∼→ TotΠ(flA (K••)) )
given, in each degree n ∈ Z, by the direct sum (resp. the direct product) of the morphisms
(−1)pq · 1Kpq , for every p, q ∈ Z such that p+ q = n.
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7.1.10. The category of triple complexes of A can be realized in two equivalent ways :
namely, we have natural identifications :
(7.1.11) C2(C(A ))
∼→ C(C2(A ))
and we denote either of these categories by C3(A ). In other words, a triple complex is a system
(Kijk, dijk1 , d
ijk
2 , d
ijk
3 | i, j, k ∈ Z)
such that, for every fixed p ∈ Z, the subsystems
(Kp,••, dp,••2 , d
p,••
3 ) (K
•,p,•, d•,p,•1 , d
•,p,•
3 ) (K
•,•,p, d•,•,p1 , d
•,•,p
2 )
are double complexes of A . Corresponding to the two interpretations of C3(A ), we have two
different way of forming total complexes out of triple complexes; namely, if A is cocomplete
we have the functors
TotA ◦ TotC(A ),TotA ◦ C(TotA ) : C3(A )→ C(A )
and likewise for the TotΠ variant, if A is complete. However, a simple computation shows that
these two functors agree under the natural identification (7.1.11) : namely, both functors yield
a complex whose differential is the direct sum (resp. direct product) of the morphisms
dijk1 + (−1)i · dijk2 + (−1)i+j · dijk3 : Kijk → Ki+1,j,k ⊕Ki,j+1,k ⊕Ki,j,k+1.
We shall therefore denote these functors indifferently by Tot (resp. by TotΠ), just as for double
complexes.
7.1.12. Let A ,A ′,A ′′ be three additive categories, and
B : A ×A ′ → A ′′
a biadditive functor, i.e. such that, for everyA ∈ Ob(A ) and everyA′ ∈ Ob(A ′), both functors
B(A,−) : A ′ → A ′′ B(−, A′) : A ′ → A ′′
are additive. The functor B induces a functor
B•• : C(A )× C(A ′)→ C2(A′′)
by the rule
Bij(K•, L•) := B(Ki, Lj) for everyK• ∈ Ob(C(A )) and L• ∈ Ob(C(A ′)).
The differentials of B••(K•, L•) in degree (p, q) are respectively B(dpK , 1Lq) and B(1Kp, d
q
L).
Suppose that A ′′ is cocomplete (resp. complete); then, by composing with the functor Tot⊕
(resp. with TotΠ), we deduce a biadditive functor
B•⊕ : C(A )× C(A ′)→ C(A ′′) (resp. B•Π : C(A )× C(A ′)→ C(A ′′)).
For a general additive category A ′′, the foregoing functors are still well defined at least on
bounded above or bounded below complexes, i.e. we have functors
B•− : C
−(A )× C−(A ′)→ C−(A ′′) B•+ : C+(A )× C+(A ′)→ C+(A ′′).
Example 7.1.13. (i) If A is any additive category, the construction of (7.1.12) extends the
biadditive functor
HomA (−,−) : A o ×A → Z-Mod
to a functor Hom•A ,Π : C(A )× C(A o)→ C(Z-Mod) (notice the swapping of the two factors,
that is required in order to conform with established sign conventions) and combining with the
natural identification of remark 7.1.6(iii), we obtain a biadditive functor
Hom•A (−,−) : C(A )× C(A )o → C(Z-Mod) : (L•, K•)→ Hom•A ,Π((Ko)•, L•).
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We shall denote by d•K,L the differential of the complex Hom
•
A (K
•, L•), for every K•, L• ∈
Ob(C(A )). Let n ∈ Z be any integer; with this notation, a simple inspection shows that :
• dnK,L is the product, for every j ∈ Z, of the maps
HomA (K
j−n, Lj)→ HomA (Kj−n, Lj+1)⊕ HomA (Kj−n−1, Lj)
given by the rule : (ϕ : Kj−n → Lj) 7→ djL ◦ ϕ− (−1)n · ϕ ◦ dj−n−1K .
• HomC(A )(K•, L•[n]) = Ker dnK,L.
• Let ϕ•, ψ• : K• → L•[n] be any two morphisms; then the set of homotopies from ϕ•
to ψ• is naturally identified with the subset
{s• ∈ Hom−1−nA (K•, L•) | d−1−nK,L (s•) = ψ• − ϕ•}.
• Consequently, we have a natural identification :
HotA (K
•, L•[n])
∼→ HnHom•A (K•, L•).
(ii) The constructions of (i) can be used to endow C(A ) with a natural 2-category structure,
whose 2-cells are given by homotopies of complexes. Indeed, let us write
s• : ϕ• ⇒ ψ•
if s• := (sn | n ∈ N) is a homotopy from ϕ• to ψ•. Then, if λ• : K• → L• is another morphism,
and t• : ψ• ⇒ λ• another homotopy, we define a composition law by setting
s• ⊙ t• := (sn + tn | n ∈ N)
and it is immediate that s• ⊙ t• is a homotopy ϕ• ⇒ λ•. Moreover, if β•, γ• : L• → P •
are two other morphisms in C(A ), and u : β• ⇒ γ• another homotopy, we have a Godement
composition law by the rule
u• ∗ s• := (βn+1 ◦ sn + un ◦ ψn | n ∈ N) : β• ◦ ϕ• ⇒ γ• ◦ ψ•.
The associativity of the laws ∗ and ⊙ thus defined are easily checked by direct computation.
Now, suppose that δ• : L• → P • is yet another morphism, and v : γ ⇒ δ another homotopy.
A direct calculation yields the identity
(u• ∗ s•)⊙ (v• ∗ t•) = (u• ⊙ v•) ∗ (s• ⊙ t•) + c•
where cn := dn−2P ◦ un−1 ◦ tn − un ◦ tn+1 ◦ dnK for every n ∈ Z, which can be rewritten as
c• = d−2K,L((u ◦ t)•) where (u ◦ t)n := un−1 ◦ tn for every n ∈ Z.
Summing up, we conclude that C(A ) carries a 2-category structure, whose 2-cells ϕ ⇒ ψ (for
any two 1-cells ϕ, ψ : K• → L•) are the classes
s ∈ Hom−1A (K•, L•)/Im(d−2K,L) such that d−1K,L(s) = ψ• − ϕ•.
(iii) Moreover, if F is any additive functor as in remark 7.1.6(i), the induced functor C(F )
extends to a pseudo-functor for the 2-category structures given by (ii); indeed, if s• : K• ⇒ L•
is a homotopy, obviously the system (Fsn | n ∈ N) is a homotopy Fs• : F (K•)⇒ F (L•).
Definition 7.1.14. Let A be an abelian category,K• any object of C(A ), and i ∈ Z any integer.
(i) The cohomology ofK• in degree i is the object of A :
H iK• := Ker di/Im di−1.
(ii) We say that K• is acyclic in degree i (resp. acyclic) if H iK• = 0 (resp. if HjK• = 0
for every j ∈ Z).
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Remark 7.1.15. (i) Clearly, for every i ∈ Z, the ruleK• 7→ H iK• extends to a functor
H i : C(A )→ A .
(ii) Moreover, if ϕ•, ψ• : K• → L• are chain homotopic morphisms in C(A ), then it is
easily seen that, for every i ∈ Z, the induced morphisms in cohomology
H iϕ•, H iψ• : H iK• → H iL•
coincide. Hence, the cohomology functor H i factors (uniquely) through a functor
H i : Hot(A )→ A for every i ∈ Z.
(iii) Notice as well that the cohomology is a self-dual operation : namely, we have an essen-
tially commutative diagram of functors
C(A )o
∼ //
(Hi)o ##❍
❍❍
❍❍
❍❍
❍
C(A o)
H−i{{✈✈
✈✈
✈✈
✈✈
A o
for every i ∈ Z
whose top horizontal arrow is the isomorphism of remark 7.1.6(iii). Indeed, if K• is any com-
plex of A , the morphism di−1K factors uniquely through a morphism e
i−1
K : K
i−1 → Ker diK ,
and we have a natural isomorphism H iK•
∼→ Coker ei−1K . On the other hand, the morphism
diK factors uniquely through a morphism f
i
K : Coker d
i−1
K → Ki and we have also the natural
isomorphismH iK•
∼→ Ker f iK , so the assertion follows from remark 3.6.37(i).
(iv) Just like in remark 7.1.6(iv), it is sometimes convenient to switch to a subscript notation;
thus, for any chain complexK• one sets
HnK• := H
−nKn for every n ∈ Z
and calls this object of A the homology of K• in degree n.
Example 7.1.16. (i) Suppose that (A ,⊗,Φ,Ψ) is a tensor abelian category, and set
B(A,A′) := A⊗A′ for every A,A′ ∈ Ob(A ).
Following (7.1.12), we get a corresponding functor B••⊕ , for which we use the notation
−⊠− : C(A )× C(A )→ C2(A ).
If all coproducts are representables in A , we get as well the functor B•⊕, which we denote :
K• ⊗ L• := Tot(K• ⊠ L•).
If A is not cocomplete, K• ⊗ L• is still well defined, provided K• and L• are both bounded
below or if they are both bounded above. The commutativity constraints for (A ,⊗) yield
natural isomorphismsK• ⊠ L•
∼→ flA (L• ⊠K•), as well as
(7.1.17) Ψ•K,L : K
• ⊗ L• ∼→ L• ⊗K•.
Namely, one takes the direct sum of the maps (−1)pq ·ΨKp,Lq , for every p, q ∈ Z.
(ii) Likewise, if P • is another complex of A , the associativity constraints of A assemble to
an isomorphism of triple complexes
(ΦKi,Lj ,P k | i, j, k) : (K• ⊠ L•)⊠ P • ∼→ K• ⊠ (L• ⊠ P •)
whence, taking into account the discussion of (7.1.10), a natural isomorphism in C(A ) :
Φ•K,L,P : K
• ⊗ (L• ⊗ P •) ∼→ (K• ⊗ L•)⊗ P •.
With these natural isomorphisms, C(A ) is then a tensor abelian category as well.
530 OFER GABBER AND LORENZO RAMERO
(iii) In the situation of (i), notice that the natural morphismKi⊗Lj → (K•⊗L•)i+j induces
morphisms
Ker (diK)⊗Ker (djL)→ Ker (di+jK⊗L)
(Ker (diK)⊗ Im (dj−1L ))⊕ (Im (di−1K )⊗Ker (djL))→ Im (di+jK⊗L)
so, the induced mapKer (diK)⊗Ker (djL)→ H i+j(K•⊗L•) factors through a natural pairing :
H i(K•)⊗Hj(L•)→ H i+j(K• ⊗ L•) for every i, j ∈ Z.
(iv) Moreover, if P • is a third complex, in view of (ii) we get a commutative diagram
H iK• ⊗ (HjL• ⊗HkP •)
γ

α // (H iK• ⊗HjL•)⊗HkP • β // H i+j(K• ⊗ L•)⊗HkP •
δ

H iK• ⊗Hj+k(L• ⊗ P •) λ // H i+j+k(K• ⊗ (L• ⊗ P •)) σ // H i+j+k((K• ⊗ L•)⊗ P •)
where α is the associativity constraint, β, γ, δ and λ are given by the above pairing, and σ is
deduced from Φ•K,L,P .
(v) If A also admits an internal Hom functor, we may define as well a functor
Hom•• : C(A )× C(A )o → C2(A )
following the trace of example 7.1.13(i); namely, we set
Homp,q(K•, L•) := Hom(K−p, Lq) for every p, q ∈ Z
with differentials
dp,qh := Hom(1K−p, d
q
L) d
p,q
v := (−1)p+1 ·Hom(d−p−1K 1Lq) for every p, q ∈ Z.
If all products are representable in A , we may then define
Hom•(K•, L•) := TotΠHom••(K•, L•).
(vi) Suppose that A is both complete and cocomplete, and P • is any other complex; to ease
notation, set H• := Hom•(K•, L•) and N• := P • ⊗K•. We have natural isomorphisms
HomC(A )(P
•, H•)
∼→ Equal
(
Hom0A (P
•, H•)
dv //
dh
// Hom1A (P
•, H•)
)
where
dh :=
∏
n∈Z
HomA (P
n, dnH) and dv :=
∏
n∈Z
HomA (d
n
P , H
n+1)
(see example 7.1.13(i)). However, notice that
HomaA (P
•, H•) =
∏
n∈Z
HomA
(
P n,
∏
p+q=n+a
Hom(K−p, Lq)
)
=
∏
n∈Z
∏
p+q=n+a
HomA (P
n,Hom(K−p, Lq))
=
∏
n∈Z
∏
p+q=n+a
HomA (P
n ⊗K−p, Lq)
=
∏
q∈Z
HomA
( ⊕
n−p=q−a
P n ⊗K−p, Lq
)
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for every n, a ∈ Z, whence
HomC(A )(P
•, H•)
∼→ Equal
(
Hom0A (N
•, L•)
d′v //
d′h
// Hom1A (N
•, L•)
)
where
d′h :=
∏
n∈Z
HomA (d
q
N , L
q) and d′v :=
∏
n∈Z
HomA (N
q, dqL)
so finally :
HomC(A )(P
•,Hom•(K•, L•))
∼→ HomC(A )(P • ⊗K•, L•)
which says that Hom• is an internal Hom functor for C(A ).
(vii) In the situation of (vi), set
HomC(A )(K
•, L•) := Ker (d0 : H0 → H1)
and take P • := Z[0], where Z is any object of A ; it is easily seen that the natural map
HomA (Z,HomC(A )(K
•, L•))→ HomC(A )(P •, H•)→ HomC(A )(Z[0]⊗K•, L•)
is an isomorphism : details left to the reader.
7.1.18. Suppose that A is an additive category with small Hom-sets, and let (G•, d•G) be any
complex of free abelian groups of finite rank; with the notation of (3.6.47), we obtain an object
(G•A , d
•
A ) of C(A
†); on the other hand, if (K•, d•K) is any object of C(A ), we may also consider
the object h†K := (h
†
Kn, h
†
dn | n ∈ N) of C(A †), and since A † is an abelian tensor category, we
may form the tensor product
G• ⊠Z K
• := Hom••(G•A , h
†
K)
according to example 7.1.16(v). Arguing as in (3.6.47), we see that this object of C2(A †) is
isomorphic to an object of C2(A ), and after choosing representing objects, we get a functor
C(Z-Modfft)× C(A )→ C2(A ) (G•, K•) 7→ G• ⊠Z K•
which is additive in both arguments. If all direct sums are representable in A , or else, if G• is
a bounded complex, it is then natural to define
G• ⊗Z K• := TotG• ⊠Z K• for every G• and K• as above.
Likewise, we set K• ⊠Z G
• := flA (G
• ⊠Z K
•) and K• ⊗Z G• := Tot(K• ⊠Z G•).
Remark 7.1.19. (i) With the notation of (7.1.18), notice the natural isomorphism
K•[1]
∼→ Z[1]⊗Z K• for everyK• ∈ Ob(C(A ))
which explains the sign convention in the definition of the shift operator in (7.1.3).
(ii) Moreover, denote by K〈1〉• ∈ Ob(C[−1,0](Z-Mod)) the object such that
K〈1〉−1 := Z K〈1〉0 := Z⊕ Z
and with differential d−1 given by the rule : n 7→ (n,−n) for every n ∈ Z. Let e0 := (0, 1) and
e1 := (1, 0) be the canonical basis of K〈1〉0; we have two morphisms
ι•i : Z[0]→ K〈1〉• for i = 0, 1
given, in degree zero, by the rule : n 7→ n · ei for every n ∈ N. For any pair of morphisms
ϕ•, ψ• : L• → M• in C(A ), and any homotopy s• := (sn | n ∈ Z) from ϕ• to ψ•, we obtain a
morphism of complexes
σ• : K〈1〉• ⊗Z L• →M•
532 OFER GABBER AND LORENZO RAMERO
as follows. For every n ∈ Z, the morphism σn : Ln ⊕ Ln ⊕ Ln+1 → Mn restricts to ϕn (resp.
ψn, resp. sn) on the first (resp. second, resp. third) summand. Clearly
(7.1.20) ϕ• = σ• ◦ (ι•0 ⊗Z L•) ψ• = σ• ◦ (ι•1 ⊗Z L•).
Conversely, the datum of a morphism σ• : K〈1〉• ⊗Z L• → M• yields a homotopy from
σ• ◦ (ι•1 ⊗Z L•) to σ• ◦ (ι•0 ⊗Z L•).
(iii) If A is abelian, the functor−⊠Z− extends to the category C(Z-Modfg)×C(A ), and if
A is also cocomplete, we can even extend it to the whole of C(Z-Mod)× C(A ) and we have
as well a corresponding functor −⊗Z − on this category (see (3.6.47) and remark 3.6.49(ii)).
(iv) Let M• and N• be any two complexes of abelian groups, and f •0 , f
•
1 : M
• → N• two
homotopy equivalent morphisms. IfK• is any object of C(A ) and the tensor productM•⊗ZK•,
N•⊗ZK• are both representable in C(A ), then the induced morphisms f •0 ⊗ZK• and f •1 ⊗ZK•
are homotopy equivalent. Indeed, by (ii), we have a morphism τ • : K〈1〉• ⊗Z M• → N• such
that τ • ◦ (ι•i ⊗Z 1M) = f •i for i = 0, 1; by example 7.1.16(ii) the tensor product τ • ⊗Z K•
is naturally identified with a morphism τ •K : K〈1〉• ⊗Z (M• ⊗Z K•) → N• ⊗Z K• such that
τ •K ◦ (ι•i ⊗ 1M⊗ZK) = f •i ⊗Z K• for i = 0, 1, whence the claim, again by (ii).
(v) Let P • be any bounded complex of free abelian groups of finite rank. Notice the natural
identification
(P • ⊗Z K•)o ∼→ P ∨• ⊗Z (Ko)• in C(A o)
deduced from example 7.1.7 and remark 7.1.6(iii).
Proposition 7.1.21. Let A be any additive category, and F : C(A ) → B any functor. The
following conditions are equivalent :
(a) F factors uniquely through the natural functor C(A )→ Hot(A ).
(b) Fϕ• is an isomorphism, for every homotopy equivalence ϕ• in C(A ).
Proof. Clearly (a)⇒(b), hence, suppose that (b) holds, consider two chain homotopic mor-
phisms ϕ•, ψ• : L• → M• in C(A ), and define σ• as in remark 7.1.19(ii); in view of (7.1.20),
assertion (a) will follow, once we know that
F (ι•0 ⊗Z L•) = F (ι•1 ⊗Z L•).
To show the latter identity, let
p• : K〈1〉• → Z[0]
be the morphism such that p0 : Z ⊕ Z → Z is the addition map : (a, b) 7→ a + b for every
a, b ∈ Z. Clearly
p• ◦ ι•0 = 1Z[0] = p• ◦ ι•1
so we are easily reduced to showing that F (p• ⊗Z L•) is an isomorphism in B. By assumption
(b), the latter in turn will follow, once we have shown that p•⊗Z L• is a homotopy equivalence.
Thus, it suffices to exhibit a morphism j• : Z[0]→ K〈1〉• such that
(7.1.22) p• ◦ j• = 1Z[0]
and (j• ◦ p•) ⊗Z L• is homotopy equivalent to 1K〈1〉⊗ZL. Set K〈1, 1〉• := K〈1〉• ⊗Z K〈1〉•; by
remark 7.1.19(ii), the datum of a homotopy from (j• ◦ p•) ⊗Z L• to 1K〈1〉⊗ZL is equivalent to
that of a morphism
τ • : K〈1, 1〉• ⊗Z L• → K〈1〉• ⊗Z L•
such that
τ • ◦ (ι•0 ⊗Z K〈1〉• ⊗Z L•) = (j• ◦ p•)⊗Z L• and τ • ◦ (ι•1 ⊗Z K〈1〉• ⊗Z L•) = 1K〈1〉⊗ZL.
Notice that (7.1.22) is fulfilled with j• := ι•0; we are then further reduced to showing the
existence of a morphism
t• : K〈1, 1〉• → K〈1〉•
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such that
t• ◦ (ι•0 ⊗Z K〈1〉•) = ι•0 ◦ p• and t• ◦ (ι•1 ⊗Z K〈1〉•) = 1K〈1〉.
To this aim, let e0, e1 be the canonical basis of K〈1〉0, so that d−1(1) = e0 − e1. Then :
K〈1, 1〉k is spanned by
 1⊗ 1 for k = −2(e⊗ ei, ei ⊗ e | i = 0, 1) for k = −1(ei ⊗ ej | i, j = 0, 1) for k = 0
with differentials given by the rules :
d−2(1⊗ 1) := (e0 − e1)⊗ 1− 1⊗ (e0 − e1)
d−1(1⊗ ei) := (e0 − e1)⊗ ei
d−1(ei ⊗ 1) := ei ⊗ (e0 − e1).
We define a morphism t• as sought, by the rules :
t−2(1⊗ 1) := 0
t−1(1⊗ e0) = t−1(e0 ⊗ 1) := 0
t−1(e1 ⊗ 1) = t−1(1⊗ e1) := 1
t0(ei ⊗ e0) := e0 (i = 0, 1)
t0(ei ⊗ e1) := ei (i = 0, 1).
A direct inspection shows that t• satisfies the required identities, and concludes the proof. 
7.1.23. In the situation of (7.1.12), let A ∈ Ob(A ), A′ ∈ Ob(A ′) and let P be any free
abelian group of finite rank. With the notation of (3.6.47), it is easily seen that there exist
natural isomorphisms in A ′′
(7.1.24) B(P ⊗Z A,A′) ∼→ P ⊗Z B(A,A′) ∼→ B(A, P ⊗Z A′).
Now, let “?” be either+ or−, andK• (resp. L•) any object of C?(A ) (resp. of C?(A ′)); let also
P • be any bounded complex of free abelian groups of finite rank. The maps (7.1.24) assemble
to a natural isomorphism of triple complexes
ωijk : B(P i ⊗Z Kj , Lk) ∼→ P i ⊗Z B(Kj , Lk) i, j, k ∈ Z
whence, taking into account the discussion of (7.1.10), an isomorphism of total complexes
ω•K,L,P : B
•
? (P
• ⊗Z K•, L•) ∼→ P • ⊗Z B•?(K•, L•)
(notation of (7.1.18)). Likewise, we get a natural isomorphism
σ•P,K,L : B
•
?(K
•, P • ⊗Z L•) ∼→ P • ⊗Z B•?(K•, L•).
(Notice that σ•P,K,L involves composition with the flip operator C(flA ) : C3(A )
∼→ C3(A ),
hence, in each degree p ∈ Z, it is the direct sum of morphisms (−1)ijσijk, for all i, j, k ∈ Z
such that i+ j + k = p, and where σijk is a natural isomorphism as in (7.1.24)).
Especially, take P • := K〈1〉•; it is easily seen that ω•K,L,K〈1〉 identifies the morphism
B•? (ι
•
i ⊗Z 1K , L•) : B•? (K•, L•)→ B•?(K〈1〉• ⊗Z K•, L•)
with the morphism
ι•i ⊗Z B•? (K•, L•) : B•? (K•, L•)→ K〈1〉• ⊗Z B•? (K•, L•).
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Hence, suppose that ϕ•0, ϕ
•
1 : L
• → M• are two homotopy equivalent morphisms in C?(A ′);
taking into account remark 7.1.19(ii), we deduce that the induced morphisms B•? (K
•, ϕ•i ) (for
i = 0, 1) are also homotopy equivalent. A similar argument shows that the functor
C?(A )→ C?(A ′′) : K• 7→ B•?(K•, L•)
likewise preserves homotopy equivalences. We conclude that the functor B•? descends to the
homotopy category, to give a functor
B•? : Hot
?(A )× Hot?(A ′)→ Hot?(A ′′)
which, in case A ′′ is cocomplete (resp. complete), can even be extended to a functor
B•⊕ : Hot(A )× Hot(A ′)→ Hot(A ′′) (resp. B•Π : Hot(A )× Hot(A ′)→ Hot(A ′′)).
Example 7.1.25. (i) Consider any abelian tensor category (A ,⊗,Φ,Ψ). Following (7.1.23),
the tensor product of example 7.1.16(i) descends to a biadditive functor
⊗ : Hot?(A )× Hot?(A )→ Hot?(A )
for “?” equal to either + or −. If A is cocomplete, this functor is even defined on the whole of
Hot(A ).
(ii) The constructions of (7.1.23) can also be applied to the functor Hom•A of example
7.1.13(i) : taking into account remark 7.1.6(iii), we deduce that the functor Hom•A descends
to a biadditive functor :
Hot•A : Hot(A )× Hot(A )o → Hot(Z-Mod) : (L•, K•) 7→ Hom•A (K•, L•).
7.2. Filtered complexes and spectral sequences. Let A be any abelian category; a filtered
object of A is a datum
(A,Fil•A)
consisting of an object A of A and a system of subobjects (FilpA | p ∈ Z) of A, with
Filp+1A ⊂ FilpA for every p ∈ Z.
If (B,Fil•B) is any other filtered object of A , a morphism of filtered objects
(7.2.1) (A,Fil•A)→ (B,Fil•B)
is just a morphism u : A→ B in A which restricts to a morphism
Filpu : FilpA→ FilpB for every p ∈ Z.
With these morphisms, clearly the filtered objects of A form a category
Fil.A .
Moreover, any functor F : A → B induces a functor
Fil.F : Fil.A → Fil.B
that assigns to any filtered object (A,Fil•A) of A the filtered object (FA,Fil•FA) such that
FilkFA := Im(F (FilkA)→ FA) for every k ∈ Z.
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7.2.2. To any object (A,Fil•A) of Fil.A we attach its associated graded object, which is the
system of objects of A :
(grnA | n ∈ Z) where grnA := FilnA/Filn+1A for every n ∈ Z.
Notice that any morphism u(A,Fil•) → (B,Fil•) of filtered objects of A induces a system of
morphisms in A :
grpu : grpA→ grpB for every p ∈ Z.
We say that the filtration Fil•A of a filtered object (A,Fil•A) is bounded above (resp. bounded
below) if there exists N ∈ Z such that FilNA = A (resp. such that FilNA = 0). We say that
the filtration Fil• is finite if it is bounded above and below. Clearly, if Fil•A is bounded above
(resp. below), then grnA = 0 whenever −n (resp. n) is sufficiently large.
Definition 7.2.3. Let A be an abelian category, and r0 ∈ N any integer.
(i) A (cohomological) r0-spectral sequence in A is a datum
((Epqr , d
pq
r , β
pq
r ) | p, q, r ∈ Z, r ≥ r0)
consisting of :
• objects Epqr of A and morphisms dpqr : Epqr → Ep+r,q−r+1r in A , such that :
(7.2.4) dp+r,q−r+1r ◦ dpqr = 0 for every p, q, r ∈ Z with r ≥ r0.
• isomorphisms
βpqr : Ker d
pq
r /Im d
p−r,q+r−1
r
∼→ Epqr+1 for every p, q, r ∈ Z with r ≥ r0.
(ii) Let (E••• , d
••
E,•, β
pq
E,•) and (F
••
• , , d
••
F,•, β
pq
F,•) be two r0-spectral sequences in A . A mor-
phism of r0-spectral sequences
u••• : E
••
• → F •••
is a system (upqr : E
pq
r → F pqr | p, q, r ∈ Z, r ≥ r0) of morphisms of A , such that the
diagrams
Epqr
dpqE,r //
upqr

Ep+r,q−r+1
up+r,q−r+1r

Epqr
upqr

Ker dpqE,r
//oo Ker dpqE,r/Im d
p−r,q+r−1
E,r
βpqE,r // Epqr+1
upqr+1

F pqr
dpqF,r // F p+r,q−r+1 F pqr Ker d
pq
F,r
//oo Ker dpqE,r/Im d
p−r,q+r−1
E,r
βpqF,r // F pqr+1
commute for every p, q, r ∈ Z with r ≥ r0 (where the unmarked arrows are the natural
monomorphisms and epimorphisms). Obviously, the r0-spectral sequences of A and
their morphisms form a category, which we denote by
Sp.Seqr0(A )
7.2.5. Let r ∈ N be any integer. Clearly, for every integer s ≥ r there is a natural functor
Sp.Seqr(A )→ Sp.Seqs(A )
that simply forgets the terms Epqk with r ≤ k < s. One may also define a natural functor form
s-spectral sequences to r-spectral sequences. Namely, let E••• be any (r + 1)-spectral sequence
of A . The de´calage of E•• is the r-spectral sequence (De´c (E)••, d••De´c (E)) given by the rule
De´c (E)p,q−ps := E
p+q,−p
s+1 d
p,q−p
De´c (E),s := d
p+q,−p
E,s+1 for every p, q, s ∈ Z with s ≥ r
and whose isomorphisms β••De´c (E) are deduced from the corresponding isomorphisms for E
••,
in the obvious way. Clearly, this rule extends to a natural functor
De´c : Sp.Seqr+1(A )→ Sp.Seqr(A ).
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7.2.6. Let E••• be any r0-spectral sequence; with the notation of definition 7.2.3 we define, by
induction on k − r, two systems of subobjects
(Zk(E
pq
r ), Bk(E
pq
r ) ⊂ Epqr | p, q, r, k ∈ Z, k > r ≥ r0)
as follows. First, we set
Zr+1(E
pq
r ) := Ker d
pq
r Br+1(E
pq
r ) := Im d
p−r,q+r−1
r for every p, q, r ∈ Z with r ≥ r0.
Next, say that i ≥ 2 is any integer, and suppose that both Zk(Epqr ) and Bk(Epqr ) have already
been defined, for every p, q, r, k ∈ Z with k > r ≥ r0 and k − r < i; we let
Zr+i(E
pq
r ) := π
−1
pqrZr+i(E
pq
r+1) Br+i(E
pq
r ) := π
−1
pqrBr+i(E
pq
r+1)
where πpqr is the composition
Zr+1(E
pq
r )→ Zr+1(Epqr )/Br+1(Epqr ) β
pq
r−−−→ Epqr+1.
Then it is clear that the system (βpqr | p, q, r ∈ Z, r ≥ r0) induces isomorphisms
βpqrk : Zk(E
pq
r )/Bk(E
pq
r )
∼→ Epqk for every p, q, r, k ∈ Z with k > r ≥ r0
and for every p, q, r, k, n ∈ Z with k, n > r ≥ r0 we have inclusions
Bk(E
pq
r ) ⊂ Bk+1(Epqr ) ⊂ Zn+1(Epqr ) ⊂ Zn(Epqr ) ⊂ Epqr .
Definition 7.2.7. In the situation of (7.2.6), we define :
(i) an abutment for the spectral sequence E••• to be a datum consisting of
• a system of subobjects (B∞(Epqr0 ), Z∞(Epqr0 ) ⊂ Epqr0 | p, q ∈ Z) such that
Bk(E
pq
r0
) ⊂ B∞(Epqr0 ) ⊂ Z∞(Epqr0 ) ⊂ Zk(Epqr0 ) for every p, q, k ∈ Z with k > r0
• a system of filtered objects ((En∞,Fil•En∞) | n ∈ Z) of A
• a system of isomorphisms in A
βpq∞ : E
pq
∞ := Z∞(E
pq
r0
)/B∞(E
pq
r0
)
∼→ grpEp+q∞ for every p, q ∈ Z.
We summarize these conditions via the traditional notation :
Epqr ⇒ Ep+q∞ .
For any n ∈ Z, we say that E••• is convergent in degree n, if for every p, q ∈ Z with p + q = n
there exists k ∈ N such that Bk(Epqr0 ) = B∞(Epqr0 ) and Zk(Epqr0 ) = Z∞(Epqr0 ). We say that E•••
is convergent, if it is convergent in all degrees.
(iii) Let (E••• , B∞(E
••
r0
), Z∞(E
••
r0
), E•∞, β
pq
E,∞) and (F
••
• , B∞(F
••
r0
), Z∞(F
••
r0
), F •∞, β
pq
F,∞) be
two r0-spectral sequences in A with abutments. A morphism of r0-spectral sequences with
abutments is a pair
u••• : E
••
• → F ••• (vn : (En∞,Fil•En∞)→ (F n∞,Fil•F n∞) | n ∈ Z)
such that :
• u••• is a morphism of r0-spectral sequences.
• vn is a morphism of filtered objects of A , for every n ∈ Z.
• upqr0(B∞(Epqr0 )) ⊂ B∞(F pqr0 ) and upqr0(Z∞(Epqr0 )) ⊂ Z∞(F pqr0 ) for every p, q ∈ Z.• The following diagrams commute, for every p, q ∈ Z :
Epqr0
upqr0

Z∞(E
pq
r0
)oo // Epq∞
βpqE,∞ // grpEp+q∞
grpvp+q

F pqr0 Z∞(F
pq
r0
)oo // Epq∞
βpqF,∞ // grpF p+q∞
(where the unmarked arrows are the natural epimorphisms and monomorphisms).
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7.2.8. For every r ∈ N, we denote by
Sp.Seq∞r (A )
the category of r-spectral sequences with abutments (and their morphisms, as in definition
7.2.7(ii)). For every integer s > r there is an obvious functor
Sp.Seq∞r (A )→ Sp.Seq∞s (A )
that simply forgets the terms Epqk with r ≤ k < s, and replaces the terms B∞(Epqr ), Z∞(Epqr )
with their images βpqrs (B∞(E
pq
r )), β
pq
rs (Z∞(E
pq
r ) in E
pq
s .
Remark 7.2.9. Let r0 ∈ N, n ∈ Z and E••• any r0-spectral sequence of A .
(i) Notice that if Epqr = 0 for some p, q ∈ Z and r ≥ r0, then Epqs = 0 for every s ≥ r.
(ii) We say E••• is bounded above (resp. bounded below) in degree n, if there exist r,N ∈ N
with r ≥ r0, such that
Epqr = 0 for all p, q ∈ Z such that p+ q = n and q > N (resp. p > N).
If E••• is bounded above in degree n + 1 and bounded below in degree n − 1, notice that for
every p, q ∈ Z with p + q = n there exists an integer r ≥ r0 such that both dpqs and dp−s,q+s−1s
are zero morphisms for every s ≥ r, in which case βpqs is an isomorphism Epqs+1 ∼→ Epqs , for
every s ≥ r, and for every p, q, s, k ∈ Z with k > s ≥ r and p+ q = n we have :
Zk(E
pq
s ) = Zs+1(E
pq
s ) Bk(E
pq
s ) = Bs+1(E
pq
s ).
Definition 7.2.10. Let A be any abelian category, and n ∈ Z.
(i) A filtered complex (K•,Fil•K•) of A is just an object of the category Fil.C(A ).
(ii) We say that Fil•K• is bounded above (resp. bounded below, resp. finite) in degree n,
if the filtration Fil•Kn on the object Kn of A is bounded above (resp. bounded below, resp.
finite). We say that Fil•K• is bounded, if it is finite in all degrees (see (7.2.2)).
Remark 7.2.11. Likewise, we may define a filtered double complex as an object of the category
Fil.C2(A ). Then, the flip and diagonal functors of (7.1.9) can be upgraded to functors
Fil.C2(A )→ Fil.C2(A ) Fil.C2(A )→ Fil.C(A ).
If all coproducts (resp. all products) are representable in A , the total complex functor Tot⊕
(resp. TotΠ) induces a corresponding functor
Fil.Tot⊕ : Fil.C2(A )→ Fil.C(A ) (resp. Fil.TotΠ : Fil.C2(A )→ Fil.C(A )
(see (7.2)) which we shall often denote just by Tot (resp. by TotΠ).
7.2.12. Any filtered complex of A determines a spectral sequence of A , whose terms are
defined as follows. For every p, q ∈ Z and r ∈ N, set
Z(K)pqr :=Ker (d : (Fil
pK•)p+q → (FilpK•)p+q+1/(Filp+rK•)p+q+1)
D(K)pqr := (Fil
p+1K•)p+q + dp+q−1K ((Fil
p−r+1K•)p+q−1) ⊂ (Filp−r+1K•)p+q
B(K)pqr :=D(K)
pq
r ∩ Z(K)pqr
E(K)pqr :=Z(K)
pq
r /B(K)
pq
r
where d is the morphism in A induced by the differential
dp+qFilpK : (Fil
pK•)p+q → (FilpK•)p+q+1
of the complex FilpK•. Notice that
(Filp+rK•)p+q ⊂ Z(K)pqr ⊂ (FilpK•)p+q for every p, q ∈ Z and r ∈ N.
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Lemma 7.2.13. With the notation of (7.2.12), we have :
B(K)pqr = Z(K)
p+1,q−1
r + d
p+q−1
K (Z(K)
p−r+1,q+r−2
r−1 ) for every p, q ∈ Z and r ≥ 1.
Proof. Notice first that
D(K)pqr ∩ (FilpK•)p+q = (Filp+1K•)p+q + (Im dp+q−1Filp−r+1K ∩ (FilpK•)p+q)
and
Im dp+q−1
Filp−r+1K
∩ (FilpK•)p+q = dp+q−1K (Z(K)p−r+1,q+r−2r−1 ).
On the other hand, we have :
dp+qK (D(K)
pq
r ) ∩ (Filp+rK•)p+q+1 = Im dp+qFilp+1K ∩ (Filp+rK•)p+q+1 = d
p+q
K (Z(K)
p+1,q−1
r ).
The lemma follows easily, by comparing these identities. 
7.2.14. It is easily seen that dp+qFilpK restricts to a morphism
(7.2.15) D(K)pqr + Z(K)
pq
r → Z(K)p+r,q−r+1r
which sendsD(K)pqr into B(K)
p+r,q−r+1
r , and therefore induces a morphism
d(K)pqr : E(K)
pq
r → E(K)p+r,q−r+1r for every p, q ∈ Z and r ∈ N.
Clearly d(K)p+r,q−r+1r ◦ d(K)pqr = 0. Furthermore, a simple inspection shows that
Ker d(K)pqr = Z(K)
pq
r+1/(Z(K)
pq
r+1 ∩D(K)pqr ) Im d(K)p−r,q+r−1r = D(K)pqr+1/D(K)pqr
whence a natural isomorphism
E(K)pqr+1
∼→ Ker d(K)pqr /Im d(K)p−r,q+r−1r for every p, q ∈ Z and r ∈ N
so the system (E(K)••• , d(K)
••
• ) is indeed a spectral sequence.
Remark 7.2.16. (i) A simple inspection shows that
E(K)pq0 = gr
pKp+q and d(K)pq0 = d
p+q
grpK for every p, q ∈ Z
so the resulting complex (E(K)p,•0 , d(K)
p,•) is just grpK•[q], for every p, q ∈ Z.
(ii) In view of (i), we have a natural isomorphism
E(K)pq1
∼→ Hp+q(grpK•) for every p, q ∈ Z
which identifies d(K)pq1 with a morphism
Hp+q(grpK•)→ Hp+q+1(grp+1K•).
A direct inspection shows that the latter is the boundary morphism in degree p + q arising (by
the snake lemma) from the short exact of complexes
0→ grp+1K• → FilpK•/Filp+2K• → grpK• → 0.
7.2.17. With the notation of (7.2.6) and (7.2.12), it is easily seen that
Zk(E(K)
pq
r ) = Im (Z(K)
pq
k → E(K)pqr )
Bk(E(K)
pq
r ) = Im (B(K)
pq
k → E(K)pqr )
for every p, q, r, k ∈ Z with k > r ≥ 0. We may then define a natural abutment for E(K)••• , as
follows. For every p, q ∈ Z we set
Z∞(E(K)
pq
0 ) := Im(Ker d
p+q
FilpK → E(K)pq0 )
B∞(E(K)
pq
0 ) := Im((Fil
pKp+q ∩ Im dp+q−1K )→ E(K)pq0 )
as well as
E(K)n∞ := H
nK• FilpE(K)n∞ := Im(H
n(FilpK•)→ Hn(K•)) for every p, n ∈ Z.
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By inspecting the definitions we find natural isomorphisms
β(K)pq∞ : E(K)
pq
∞ := Z∞(E(K)
pq
0 )/B∞(E(K)
pq
0 )
∼→ grpE(K)p+q∞
and the datum A(K)••∞ := (B∞(E(K)
pq
0 ), Z∞(E(K)
pq
0 ), β(K)
pq
∞) is the sought abutment. Sum-
ming up, we get a well defined functor
Fil.C(A )→ Sp.Seq∞0 (A ) (K•,Fil•K•) 7→ (E(K)••• , A(K)••∞).
Clearly, if Fil•K• is bounded in degree n, then Fil•E(K)n∞ is a finite filtration.
Proposition 7.2.18. (i) Let (K•,Fil•K•) be a filtered complex in A , and N ∈ N such that :
Hn−1(K•/Fil−pK•) = 0 and Hn+1(FilpK•) = 0 for every p ≥ N.
Then the 1-spectral sequence with abutment (E(K)••• , A(K)
••
∞) is convergent in degree n.
(ii) Especially, the conclusion of (i) holds if Fil•K• is bounded above in degree n − 1 and
bounded below in degree n + 1.
Proof. Obviously (i)⇒(ii). Hence, let us assume that the condition of (i) holds, and consider,
for every r ∈ N and every p, q ∈ Z with p+ q = n, the composition
Hn(grpK•)
δ−→ Hn+1(Filp+1K•) H
n+1(πr)−−−−−→ Hn+1(Filp+1K•/Filp+rK•)
where δ is the boundary morphism attached by the snake lemma to the short exact sequence of
complexes 0 → Filp+1K•→FilpK•→grpK• → 0, and πr : Filp+1K• → Filp+1K•/Filp+rK•
is the projection. By direct inspection, we see that :
Ker (Hn+1(πr) ◦ δ) = Zr(Epq1 ) and Ker δ = Z∞(Epq1 ).
On the other hand, the long exact cohomology sequence attached to the short exact sequence of
complexes 0→ Filp+rK• → Filp+1K• → Filp+1K•/Filp+rK• → 0 shows that KerHn+1(πr)
is a quotient ofHn+1(Filp+rK•). Thus,Hn+1(πr) is a monomorphism for every r ∈ N such that
p+ r ≥ N , and in that case we get Zr(Epq1 ) = Z∞(Epq1 ). Likewise, consider the composition :
Hn−1(Filp−r+1K•/FilpK•)
Hn−1(jr)−−−−−→ Hn−1(K•/FilpK•) δ′−→ Hn(grpK•)
where δ′ is the boundary morphism attached by the snake lemma to the short exact sequence
0 → FilpK• → K• → K•/FilpK• → 0, and jr : Filp−r+1K•/FilpK• → K•/FilpK• is the
natural inclusion. By direct inspection we see that
Im(δ′ ◦Hn−1(jr)) = Br(Epq1 ) and Im δ′ = B∞(Epq1 ).
On the other hand, the long exact cohomology sequence attached to the short exact sequence
0 → Filp−r+1K•/FilpK• → K•/FilpK• → K•/Filp−r+1K• → 0 shows that CokerHn−1(jr)
is a subobject of Hn−1(K•/Filp−r+1K•). Especially, Hn−1(jr) is an epimorphism whenever
p− r + 1 ≤ −N , and in that case we get Br(Epq1 ) = B∞(Epq1 ). 
7.2.19. The constructions of examples 7.1.13(i), 7.1.16(i) admit filtered counterparts. Namely,
suppose that (A ,⊗,Φ,Ψ) is a tensor abelian category, and let (A,Fil•A) and (B,Fil•B) be any
two objects of Fil.A . Suppose that :
• at least one of the filtrations Fil•A and Fil•B is bounded
• or else, A is cocomplete.
In this situation we define a filtration Fil•(A⊗B) on A⊗ B, by ruling that
Filp(A⊗ B) :=
∑
k∈Z
Im (FilkA⊗ Filp−kB → A⊗ B) for every p ∈ Z.
In case A is cocomplete, clearly, this rule yields a functor
Fil.A × Fil.A → Fil.A .
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Next, suppose that A is cocomplete, and let (K•,Fil•K•) and (L•,Fil•L•) be any two filtered
complexes of A ; we get an induced filtration Fil•K•⊠L• on the double complexK•⊠L•, and
applying the functor Tot of remark 7.2.11 we obtain a filtration on K• ⊗ L•, whence a functor
Fil.C(A )× Fil.C(A )→ Fil.C(A ) (Fil•K,Fil•L) 7→ Fil•K• ⊗ L•.
Notice that ifA is not cocomplete, the filtered double complex Fil•K•⊠L• is still well defined,
provided at least one of the filtrations Fil•K• and Fil•L• is bounded. If moreover both K• and
L• lie in C−(A ) or C+(A ), then also Fil•K• ⊗ L• is well defined.
7.2.20. Let (A,Fil•A) and (B,Fil•B) be any two objects of Fil.A . We define a filtration
Fil•HomA (A,B) on the abelian group HomA (A,B), by ruling that
FilpHomA (A,B) := {f : A→ B | f(FilkA) ⊂ Filp+kB for every k ∈ Z}
for every p ∈ Z. Clearly this rule yields a functor
(7.2.21) Fil.A × (Fil.A )o → Fil.Z-Mod.
Let now (K•,Fil•K•) and (L•,Fil•L•) be any two filtered complexes of A ; we define a filtra-
tion Fil•Hom••A (K
•, L•) on the double complex of abelian groupsHom••A (K
•, L•) (see example
7.1.13(i)), by ruling that
FilkHomp,qA (K
•, L•) := FilkHomA (K
−p, Lq) for every p, q, k ∈ Z
(where the right-hand side is the filtered abelian group obtained by applying the functor (7.2.21)
to the filtered objects (K−p,Fil•K−p) and (Lq,Fil•Lq) of A ). After applying the functor TotΠ
of remark 7.2.11, we deduce a filtration on Hom•A (K
•, L•), whence a functor
Fil.C(A )× Fil.C(A )o → Fil.C(Z-Mod) (Fil•L•,Fil•K•) 7→ Fil•Hom•A (K•, L•).
Taking into account remark 7.1.13(i), we also see that
HomFil.C(A )(K
•, L•) = Fil0Hom•(K•, L•) ∩ ker d0K,L.
Definition 7.2.22. Let A be any abelian category, k ∈ Z any integer, ϕ•, ψ• : (K•,Fil•K•)→
(L•,Fil•L•) any two morphisms of filtered complexes of A .
(i) A homotopy of order k from ϕ• to ψ• is an element s• ∈ FilkHom−1A (K•, L•) such that
d−1K,L(s
•) = ψ• − ϕ• (notation of example 7.1.13(i)).
(ii) We write ϕ• ∼k ψ• if there exists a homotopy of order k from ψ• to ϕ•. It is easily seen
that if this is the case, and α• : K ′• → K•, β• : L• → L′• are any two morphisms, then
ϕ• ◦ α• ∼k ψ• ◦ α• and β• ◦ ϕ• ∼k β• ◦ ψ•. Moreover, ∼k is an equivalence relation
on HomFil.C(A )(K
•, L•). It follows that there exists a well defined filtered homotopy
category of order k
Fil.Hot(A , k)
whose objects are the same as those of Fil.C(A ), and whose morphisms are the order k
homotopy classes of morphisms of complexes. Furthermore, we have a natural functor
Fil.C(A )→ Fil.Hot(A , k)
which is the identity on objects, and the quotient map on Hom-sets.
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7.2.23. With the notation of definition 7.2.22, suppose that k ≥ 0, and consider any element
s• ∈ FilkHom•A (K•, L•); then σ := d−1K,L(s•) : (K•,Fil•K•)→ (L•,Fil•L•) is a morphism of
filtered complexes, and a simple inspection shows that
σp+q(Z(K)pqr ) ⊂ Ker dp+qFilpL for every p, q, r ∈ Z with r ≥ k
so the induced map E(σ)pqr : E(K)
pq
r → E(L)pqr vanishes for every p, q, r ∈ Z with r ≥ k.
Consequently, we obtain a commutative diagram of functors
Fil.C(A ) //

Sp.Seq∞0 (A )

Fil.Hot(A , k) // Sp.Seq∞k (A )
for every k ≥ 0
whose top horizontal arrow is the functor of (7.2.17), and whoses left (resp. right) vertical arrow
is the functor of definition 7.2.22(ii) (resp. the forgetful functor of (7.2.8)).
7.2.24. We show next, how to lift the de´calage functor of (7.2.5), to a functor on complexes
De´c : Fil.C(A )→ Fil.C(A ).
Namely, given (K•,Fil•K•) as in (7.2.12), we set
D• := K• and FilpDn := Z(K)p+n,−p1 for every p, n ∈ Z.
It follows straightforwardly from (7.2.15), that the differential d•K ofK
• restricts to a morphism
FilpDn → FilpDn+1 for every p, n ∈ Z, so (D•,Fil•D•) is an object of Fil.C(A ), and we let
De´c (K•,Fil•K•) := (D•,Fil•D•).
Every morphism (7.2.1) induces in the obvious fashion a morphism
De´c (K•,Fil•K•)→ De´c (L•,Fil•L•)
so De´c is a functor as sought. Moreover, it is easily seen that if Fil•K• is a bounded filtration,
the same holds for the filtration of De´c (K•,Fil•K•).
7.2.25. We wish next to compare the spectral sequences
E(K)••• and E(De´cK)
••
•
attached, as in (7.2.12), to (K•,Fil•) and respectively to De´c (K•,Fil•K). To this aim, notice
that
Z(De´cK)p,n−p0 = Z(K)
p+n,−p
1 D(De´cK)
p,n−p
0 = Z(K)
p+1+n,−p−1
1
and we have
Z(K)p+1+n,−p−11 ⊂ (Filp+1+nK•)n ⊂ D(K)p+n,−p1 ⊂ Z(K)p+n,−p1
whence a natural epimorphism
up,n−p : E(De´cK)p,n−p0 → De´c (E(K))p,n−p0 for every p, n ∈ Z.
With this notation, we have :
Proposition 7.2.26. With the notation of (7.2.24), the following holds :
(i) The system (up,n−p | p, n ∈ Z) extends to an epimorphism in Sp.Seq0(A )
u••• : E(De´cK)
••
• → De´c (E(K))••• .
(ii) The morphism u• induces isomorphisms in Sp.Seq1(A )
(E(De´cK)••r | r ≥ 1) ∼→ (De´c (E(K))••r | r ≥ 1).
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Proof. For any filtered complex (L•,Fil•L•) of A , let
L′• := L• (FilpL′•)n := (Filp−nL•)n for every p, n ∈ Z.
It is easily seen that
(L•,Fil•L•)′ := (L′•,Fil•L′•)
is a filtered complex of A , and a direct inspection of the definitions yields the identities
E(L)p,n−pr = E(L
′)p+n,−pr+1 d(L)
p,n−p
r = d(L
′)p+n,−pr+1 for every p, n ∈ Z and r ∈ N
which add up to an identity in Sp.Seq0(A ) :
(7.2.27) (E(L)••r | r ≥ 0) = De´c (E(L′)••r | r ≥ 1).
Especially, set (M•,Fil•M•) := (De´c (K•,Fil•K•))′. Explicitly, we have
M• = K• (FilpM•)n = Z(K)p,n−p1 ⊂ (FilpK•)n for every p, n ∈ Z
so that the identity morphism 1K : M
• → K• is a morphism
(M•,Fil•M•)→ (K•,Fil•K•) in Fil.C(A )
which in turns yields a morphism in Sp.Seq0(A ) :
E(M)••• → E(K)••• .
Combining with (7.2.27), we get a natural morphism
v••• : E(De´cK)
••
• → De´c (E(K))•••
and a direct inspection shows that u••• = v
••
• , whence (i). To check (ii), we remark that
Z(M)pqr = Ker (d : Z(K)
pq
1 → Z(K)p,q+11 /Z(K)p+r,q−r+11 ) = Z(K)pqr for every r ≥ 1
whence :
B(M)pqr = B(K)
pq
r for every r ≥ 1
due to lemma (7.2.13). 
7.3. Derived categories and derived functors. Let A be any additive category. With the
notation of remark 7.1.19(ii), set
C• := Coker (ι•1 : Z[0]→ K〈1〉•).
Explicitly, C• is the object of C[−1,0](Z-Mod) such that C−1 = C0 = Z and with d−1C = 1Z.
The morphism ι•0 induces a short exact sequence of complexes of abelian groups :
0→ Z[0] ι•−−→ C• π•−−→ Z[1]→ 0.
Now, let ϕ• : K• → L• be any morphism in C(A ). We define the cone of ϕ• as the push-out in
the cocartesian diagram of C(A ) :
K•
ι•⊗Z1K //
ϕ•

C• ⊗Z K•
β•

L•
ψ• // (Coneϕ)•.
Let also γ• : K〈1〉• → C• be the natural projection; by remark 7.1.19(ii), the composition
β• ◦ (γ• ⊗Z K•) : K〈1〉• ⊗Z K• → (Coneϕ)•
corresponds to a homotopy from ψ• ◦ ϕ• to β• ◦ (γ• ◦ ι•1)⊗ZK•, and the latter is obviously the
zero endomorphism ofK•. Moreover, we get a natural identification
(7.3.1) Cokerψ•
∼→ Coker (ι• ⊗Z K•) ∼→ K•[1]
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and we let ∂• be the unique morphism of complexes which fits in the commutative diagram
(Coneϕ)•
−π•
xxqqq
qqq
qqq
qq ∂•
%%❑❑
❑❑❑
❑❑❑
❑❑
Cokerψ• // K•[1]
whose horizontal arrow is the identification (7.3.1), and where π• is the natural projection.
Summing up, we have attached to ϕ• a natural sequence of morphisms of complexes
Θ(ϕ•) : K•
ϕ•−−→ L• ψ•−−→ (Coneϕ)• ∂•−−→ K•[1]
such that ψ• ◦ ϕ• is homotopically trivial, and the induced sequence of morphisms in A
0→ Li ψi−−→ (Coneϕ)i ∂i−−→ Ki+1 → 0
is split exact for every i ∈ Z, i.e. such that (Coneϕ)i = Li ⊕ Ki+1, and ψi (resp. −∂i) is
the natural monomorphism (resp. epimorphism) induced by this direct sum decomposition. A
direct inspection shows that the differential
di−1Coneϕ : L
i−1 ⊕Ki → Li ⊕Ki+1
is given by the matrix [
di−1L ϕ
i
0 −diK
]
.
Moreover, it is easily seen that every morphism β• : ϕ•1 → ϕ•2 in Morph(C(A )) induces a
natural commutative diagram in C(A ) :
(7.3.2)
Θ(ϕ•1)
Θ(β•)

K•1
ϕ•1 //
β•1

L•1
ψ•1 //
β•2

(Coneϕ1)
•
Cone(β1,β2)•

∂•1 // K•1 [1]
β•1 [1]

Θ(ϕ•2) K
•
2
ϕ•2 // L•2
ψ•2 // (Coneϕ2)
•
∂•2 // K•2 [1]
where ψ•1 and ψ
•
2 are the natural morphisms, as in the foregoing (details left to the reader).
Definition 7.3.3. Let A be any additive category, and denote by T(A ) either of the categories
C(A ) or Hot(A ). With the notation of (7.3) :
(i) We call Θ(ϕ•) the true triangle associated to the morphism ϕ•, and ∂• is the boundary
morphism of Θ(ϕ•).
(ii) A triangle of T(A ) is any sequence of morphisms of T(A ) :
(7.3.4) A•
α•−−→ B• β•−−→ C• γ•−−→ A•[1].
(iii) Let Θi := (A
•
i
α•i−−→ B•i
β•i−−→ C•i
γ•i−−→ A•i [1]) for i = 1, 2 be two triangles of T(A ). A
morphism of triangles Θ1 → Θ2 is a commutative diagram of morphisms of T(A ) :
A•1
α•1 //
τ•

B•1
β•1 //

C•1
γ•1 //

A•1[1]
τ•[1]

A•2
α•2 // B•2
β•2 // C•2
γ•2 // A•2[1].
Morphisms of triangles can be composed in the obvious fashion, and clearly the system
of all triangles of T(A ) and their morphisms, forms a category.
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(iv) A distinguished triangle of T(A ) is a triangle of T(A ) that is isomorphic to a true
triangle. We denote by
Θ.T(A )
the full subcategory of the category of triangles of T(A ) whose objects are the distin-
guished triangles.
(v) Let B be any other additive category. A triangulated functor from T(A ) to T(B) is a
pair (F, τ) consisting of a functor F : T(A )→ T(B) and a natural isomorphism
τ •K : F (K
•[1])
∼→ (FK•)[1] for everyK• ∈ Ob(T(A ))
such that, for every distinguished triangle (7.3.4) of T(A ), the triangle
FA•
Fα•−−−→ FB• Fβ•−−−→ FC• τ
•
A◦Fγ
•
−−−−−→ FA•[1]
is distinguished in T(B). We also say that F is triangulated if there exists a natural
isomorphism τ as above, such that (F, τ) is a triangulated functor.
Remark 7.3.5. (i) With the terminology of definition 7.3.3, we may say that diagram (7.3.2)
is a morphism of distinguished triangles, and clearly the rules : ϕ• 7→ Θ(ϕ•) for any morphism
ϕ• in C(A ) and β• 7→ Θ(β•) for any morphism β• inMorph(C(A )) amount to a functor
(7.3.6) Morph(C(A ))→ Θ.C(A ).
Moreover, if ϕ• is a morphism of C+(A ) (resp. C−(A ), resp. Cb(A )), then clearly (Coneϕ)•
lies in the same subcategory of C(A ), so (7.3.6) restricts to functors
Morph(C?(A ))→ Θ.C?(A ) with “?” equal to either +, −, or b
with obvious notation.
(ii) Let F : A → B be any additive functor between additive categories. Directly from the
definitions, it is clear that the induced functors C(F ) and Hot(F ) are both triangulated.
(iii) Suppose now that A is an abelian category, so that the same holds for C(A ), and the
discussion of (7.3) yields a short exact sequence
0→ L• ψ•−−→ (Coneϕ•) ∂•−−→ K•[1]→ 0 in C(A )
such that the boundary map in degree i of the induced long exact cohomology sequence is none
else than ϕi+1, so we get a natural acyclic complex
· · · → H i−1L• ψi−−→ H i−1(Coneϕ)• ∂i−1−−−→ H iK• ϕi−−→ H iL• → · · ·
for every morphism ϕ• in C(A ). However, one of the subtleties of distinguished triangles, is
that they provide a language for expressing certain exactness and cohomological assertions, that
remains available even for general additive but not necessarily abelian categories. For instance,
let us show the following :
Proposition 7.3.7. Let A be any additive category. For any complex L• of A , the functors
C(A )→C(Z-Mod) K• 7→ Hom•A (L•, K•)
Hot(A )→Hot(Z-Mod) K• 7→ Hot•A (L•, K•)
are triangulated (notation of example 7.1.25).
Proof. Let ϕ• : K•1 → K•2 be any morphism of complexes of A . The universal properties of
the push-out and of the cokernel yield a unique commutative diagram
Hom•A (L
•,Θ(ϕ•))

Hom•A (L
•, K•2 )
// Hom•A (L
•, (Coneϕ•)) //
β•

Hom•A (L
•, K•1 [1])
γ•

Θ(Hom•A (L
•, ϕ•)) Hom•A (L
•, K•2 )
// ConeHom•A (L
•, ϕ•) // Hom•A (L
•, K•1)[1].
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Now, since the sequence 0 → Ki2 → (Coneϕ)i → Ki+11 → 0 is split exact in each degree
i ∈ Z, it is easily seen that the same holds for the induced sequence
0→ HomiA (L•, K•2 )→ HomiA (L•, (Coneϕ)•)→ HomiA (L•, K•1 [1])→ 0.
It follows that γ• is the obvious natural identification and β• is the direct product of the natural
identifications
HomA (L
i, ϕj ⊕ ϕj+1) ∼→ HomA (Li, ϕj)⊕HomA (Li, ϕj+1) for every i, j ∈ Z
whence the assertion for the functor Hom•A . The assertion for Hot
•
A follows immediately. 
Remark 7.3.8. Resume the situation of (7.1.23). It is easily seen that, mutatis mutandis, the
proof of proposition 7.3.7 shows also the following. For everyK• ∈ Ob(Hot(A )) the functor
Hot−(A ′)→ Hot−(A ′′) L• 7→ B•−(K•, L•)
is triangulated. Likewise, the same holds for the functor
Hot−(A )→ Hot−(A ′′) K• 7→ B•−(K•, L•)
for every L• ∈ Ob(Hot(A ′)) : details left to the reader.
Lemma 7.3.9. With the notation of (7.3), let ϕ•1, ϕ
•
2 : K
• → L• be any two morphisms in
C(A ). The following holds :
(i) Any homotopy s• from ϕ•1 to ϕ
•
2 induces a natural isomorphism
γ•s : (Coneϕ1)
• ∼→ (Coneϕ2)• in C(A )
fitting into a commutative diagram
K•
ϕ•1 // L•
ψ•1 // (Coneϕ1)
•
∂•ϕ1 //
γ•s

K•[1]
K•
ϕ•2 // L•
ψ•2 // (Coneϕ2)
•
∂•ϕ2 // K•[1]
whose top (resp. bottom) row is Θ(ϕ•1) (resp. Θ(ϕ
•
2)).
(ii) There is a natural isomorphism
ω• : (Coneψ1)
• ∼→ K•[1]⊕ (C• ⊗Z L•) in C(A )
fitting into a commutative diagram
L•
ψ•1 // (Coneϕ1)
• τ
•
//
∂•ϕ1

(Coneψ1)
•
ω•

∂•ψ1 // L•[1]
K•[1] K•[1]⊕ (C• ⊗Z L•)
−p•1oo
p•2 // L•[1]
whose top row isΘ(ψ•1), and where p
•
1 is the natural projection, and p
•
2 is the morphism
given by the matrix 0ϕi+11
−1Li+1
 : Li ⊕Ki+1 ⊕ Li+1 → Li+1 for every i ∈ Z.
Proof. (i): By assumption, ϕi1 = ϕ
i
2 + d
i−1si + si+1di for every i ∈ Z. We let γis be the
automorphism of Li ⊕Ki+1 given by the matrix[
1Li s
i+1
0 1Ki+1
]
for every i ∈ Z.
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A direct computation shows that the system (γis | i ∈ Z) is the sought isomorphism, and the
commutativity of the resulting diagram as in (i) follows by a simple inspection.
(ii): Set σ• := (ι• ⊗Z 1L) ◦ ϕ•1. By definition, we have a natural identification
(Cone σ)• = (Coneψ1)
•
as well as a commutative diagram
K•
ϕ•1 //
ι•⊗Z1K

L•
ι•⊗Z1L //
ψ•1

C• ⊗Z L•

C• ⊗Z K• //

(Coneϕ1)
• τ
•
//
∂•ϕ1

(Coneψ1)
•
∂•σ

K•[1]
−1K[1] // K•[1] K•[1]
whose two square subdiagrams on the top ladder are cocartesian. Notice that C• is homotopi-
cally trivial (details left to the reader); by remark 7.1.19(iv), the same then holds for C• ⊗Z L•.
Thus, σ• is null-homotopic. In light of (i) and (7.3.1), we deduce an isomorphism as sought,
fitting into a commutative diagram
K• // C• ⊗Z L• // (Coneψ1)•
ω•

∂•σ // K•[1]
K•
0 // C• ⊗Z L• // K•[1]⊕ (C• ⊗Z L•)
∂•0 // K•[1]
whose bottom row is the true triangle associated to the zero morphism K• → C• ⊗Z L•. Ex-
plicitly, the differentials
di(Coneψ1), d
i
K[1]⊕(C⊗ZL)
: Li ⊕Ki+1 ⊕ Li+1 → Li+1 ⊕Ki+2 ⊕ Li+2
are given by the matrices diL ϕi+11 1Li+10 −di+1K 0
0 0 −di+1L
  diL 0 1Li+10 −di+1K 0
0 0 −di+1L
 for every i ∈ Z
from which we see that we can take for ωi the automorphism of Li⊕Ki+1⊕Li+1 given by the
matrix  1Li 0 00 1Ki+1 0
0 ϕi+11 1Li+1
 for every i ∈ Z
and then the commutativity of the right square subdiagram of (ii) is immediate. Lastly, it is
easily seen that ∂•0 = −p•1, therefore
−p•1 ◦ ω• ◦ τ • = ∂•σ ◦ τ • = ∂•ϕ1
which shows the commutativity of the left square subdiagram of (ii). 
Remark 7.3.10. (i) In the situation of lemma 7.3.9, notice that the diagram
K•
ϕ•1 // L•
ψ•1 // (Coneϕ1)
•
∂•ϕ1 //
γ•s

K•[1]
K•
ϕ•2 // L•
ψ•2 // (Coneϕ2)
•
∂•ϕ2 // K•[1]
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commutes in Hot(A ), and amounts to a natural isomorphism
Θ(ϕ•1)
∼→ Θ(ϕ•2) in Θ.Hot(A ).
(ii) Let Θ := (A•
α•−−→ B• β•−−→ C• γ•−−→ A•[1]) be any triangle of C(A ) or Hot(A ). We
obtain a new triangle by setting
Θ[1] := (B•
β•−−→ C• γ•−−→ A•[1] −α
•[1]−−−−→ B•[1])
and clearly, the rule Θ 7→ Θ[1] yields an endofunctor of the category of triangles. The change
of sign on the last arrow is needed to ensure that this operator restricts to an endofunctor of the
subcategory of distinguished triangles, at least up to homotopy. Indeed, we may state :
Proposition 7.3.11. With the notation of remark 7.3.10(ii), suppose that Θ is a distinguished
triangle of Hot(A ). Then the same holds for Θ[1], so we have an automorphism
Θ.Hot(A )
∼→ Θ.Hot(A ) Θ 7→ Θ[1].
Proof. We may assume that Θ = Θ(α•) for some morphism α• : A• → B• of complexes of
A , in which case C• = (Coneα)•, and it suffices to show the more precise :
Claim 7.3.12. There is a natural isomorphism
Θ(β•)
∼→ Θ(α•)[1] in Θ.Hot(A ).
Proof of the claim. Indeed, notice that the natural projection p•1 : A
•[1]⊕ (C•⊗Z B•)→ A•[1]
represents an isomorphism in Hot(A ), whose inverse is the class of the natural monomorphism
e•1 : A
•[1] → A•[1] ⊕ (C• ⊗Z B•). Taking into account lemma 7.3.9(ii), we then get the
commutative diagram in Hot(A ) :
B•
β• // (Coneα)• // (Cone β)•
p•1◦ω
•

∂•β // B•[1]
B•
β• // (Coneα)•
∂•α // A•[1]
−α• // B•[1]
where ω• : (Cone β)•
∼→ A•[1]⊕ (C• ⊗Z B•) is the isomorphism provided by lemma 7.3.9(ii).
The claim follows. 
Definition 7.3.13. Let A be any abelian category.
(i) A quasi-isomorphism is a morphism ϕ• : K• → L• in C(A ) such that H iϕ• is an
isomorphism for every i ∈ Z.
(ii) With the notation of (7.3), we let Σ be the subset of Morph(C(A )) consisting of all
quasi-isomorphisms. We set
D(A ) := C(A )[Σ−1]
(see remark 1.6.10(i)) and we call this category the derived category of A .
(iii) More generally, if I ⊂ Z is any interval as in (7.1), and a ∈ Z is any integer, we denote
DI(A ) D≥a(A ) D≤a(A ) D+(A ) D−(A ) Db(A )
the essential image in D(A ) of the categories CI(A ), respectively C≥a(A ), C≤a(A ), C+(A ),
C−(A ), Cb(A ).
Remark 7.3.14. (i) Notice that, if ϕ• is a quasi-isomorphism in C(A ), and ψ• is any other
morphism that is homotopy equivalent to ϕ•, then ψ• is a quasi-isomorphism as well (remark
7.1.15(ii)). We may then say that a morphism ϕ• in Hot(A ) is a quasi-isomorphism, if it admits
a representative in C(A ) which is a quasi-isomorphism; by the foregoing, this property can be
checked on any representative for the homotopy class ϕ•.
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(ii) In the same vein, notice that, by virtue of proposition 7.1.21, the localization functor
C?(A )→ D?(A ) factors uniquely through a functor
(7.3.15) Hot?(A )→ D?(A )
whenever “?” equals either +, −, b, or any interval I ⊂ Z.
(iii) In light of remark 7.1.15(iii), we see that the isomorphism of remark 7.1.6(iii) identifies
the subset Σo ⊂ Ob(C(A )o) with the system of quasi-isomorphisms of C(A o). Combining
with remark 1.6.10(ii) we get natural isomorphisms of categories :
DI(A )o
∼→ D−I(A o) D+(A )o ∼→ D−(A o) Db(A )o ∼→ Db(A o)
where I ⊂ Z is any interval, and we set −I := {−a | a ∈ I}.
(iv) Notice that the brutal truncation functors of (7.1.1) do not transform quasi-isomorphism
into quasi-isomorphisms, hence they do not descend to the derived category. On the other hand,
the normalized truncation functors do preserve quasi-isomorphisms, so they yield functors
τ≥a : D(A )→ D≥a(A ) and τ≤a : D(A )→ D≤a(A ). for every a ∈ Z
Moreover, let i≥a : C≥a(A ) → C(A ) and j≥a : D≥a(A ) → D(A ) be the inclusion functors;
so the counit of the adjoint pair (τ≥a, i≥a) is just the identity endofunctor 1C≥a(A ), and it is
easily seen that the unit of adjunction 1C(A ) → i≥a ◦ τ≥a induces a natural transformation
η : 1D(A ) → j≥a ◦ τ≥a. Then, the triangular identities for the adjunction (τ≥a, i≥a) imply
corresponding triangular identities for η and the identity endofunctor 1D≥a(A ); by proposition
1.1.15(i), we conclude that τ≥a is left adjoint to j≥a. Likewise, τ≤a is right adjoint to the
inclusion functor D≤a(A )→ D(A ).
(v) Directly from the definition (and the universal property of localization), we see that, for
every i ∈ Z, the cohomology functor in degree i factors uniquely through a functor
H i : D(A )→ A .
Theorem 7.3.16. Let A be any abelian category, and denote by
Σ? ⊂ Morph(Hot?(A )) with “?” equal to either +, −, b, or any interval I ⊂ Z
the subset of all quasi-isomorphisms. We have :
(i) The functor (7.3.15) factors uniquely through an equivalence :
Hot?(A )[Σ−1? ]
∼→ D?(A ).
(ii) The set Σ? admits both a right and a left calculus of fractions.
Proof. To begin with, we point out :
Claim 7.3.17. For any abelian category A , the following holds :
(iii) Let K•, L• be any two complexes of A , with L• ∈ Ob(C≤a(A )). If there exists a
quasi-isomorphismK• → L•, then the counit of adjunction τ≤aK• → K• is a quasi-
isomorphism.
(iv) In order to prove the theorem, it suffices to show that Σ admits a right calculus of
fractions.
Proof of the claim. (iii) follows immediately from remark 7.3.14(iv) (details left to the reader).
(iv): Indeed, suppose that Σ admits a right calculus of fraction; in view of remark 7.3.14(iii)
it follows that Σ admits as well a left calculus of fraction. Next, in case “?” equals Z, assertion
(i) says that the induced functor Hot(A )[Σ−1]
∼→ D(A ) is an equivalence; the latter follows
immediately by comparing the respective universal properties : details left to the reader. So, the
theorem is completely proven, for “?” equal to Z.
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Next, from (iii), the case “?”= Z of the theorem, and proposition 1.6.21 we get assertion (i)
of the theorem for “?” equal to ]−∞, a], and we also deduce that Σ]−∞,a] admits a right calculus
of fractions. We check directly that Σ]−∞,a] admits also a left calculus of fractions. Indeed, (the
duals of) axioms (CF1) and (CF2) are obviously fulfilled. For (CF3), let us consider any pair of
morphisms f • : B• → A• and s• : B• → C• in Hot]−∞,a](A ), with s• a quasi-isomorphism;
since (the dual of) (CF3) is already known to hold for Σ, we may find morphisms t : A → D
and g : C → D in Hot(A ), such that t ◦ f = g ◦ s, and where t is a quasi-isomorphism. But
then, by remark 7.3.14(iv), we may replace D (resp. t, resp. g) by τ≤aD (resp. by τ≤at, resp.
by τ≤ag), after which we may assume that t ∈ Σ]−∞,a], whence (CF3). The proof of (CF4) is
similar, and shall be left to the reader.
Dualizing the foregoing case, and taking into account remark 7.3.14(iii), we then get both
assertions (i) and (ii) of the theorem also for “?” equal to [a,+∞[, so the proof of theorem is
complete for the case when “?” equals any unbounded interval I ⊂ Z. One argues likewise to
show the theorem in case “?” equals either + or − (details left to the reader). Lastly, for “?”
equal to either b or an interval [a, b], it suffices to apply proposition 1.6.21 and (iii) to the fully
faithful inclusion functors
Hot[a,b](A )→ Hot≥a(A ) Hotb(A )→ Hot+(A )
and argue as in the foregoing cases to complete the proof of the claim. ♦
By claim 7.3.17(ii), it remains only to show that Σ admits a right calculus of fractions. To this
aim, we check the conditions of definition 1.6.14. (CF1) and (CF2) are obvious. Next, consider
two morphisms ϕ• : A• → B• and ψ• : C• → B• in C?(A ), with ϕ• a quasi-isomorphism.
Let β• : B• → (Coneψ)• be the natural morphism; with the notation of (7.3.2), we have an
induced commutative diagram
A•
β•◦ϕ• //
ϕ•

(Coneψ)• // (Cone β ◦ ϕ)•
γ•

// A•[1]
ϕ•[1]

B•
β• // (Coneψ)• // (Cone β)• // B•[1]
where γ• := Cone (ϕ•, 1)•, and by the 5-lemma, it follows that γ• is a quasi-isomorphism.
However, lemma 7.3.9(ii) identifies γ• with a morphism (Cone β ◦ϕ)• → C•[1]⊕ (C•⊗ZB•),
whence a commutative diagram
(Cone β ◦ ϕ)•
π•◦γ•

// A•[1]
ϕ•[1]

C•[1]
ψ•[1]
// B•[1]
where π• : C•[1] ⊕ (C• ⊗Z B•) → C•[1] is the natural projection. Since C• ⊗Z B• is homo-
topically trivial (see the proof of lemma 7.3.9(ii)), we see that π• is also a quasi-isomorphism,
which shows (CF3). Lastly, let f •, g• : X• → Y • be any two morphisms in Hot?(A ), and
s• : Y • → Z• a quasi-isomorphism such that s• ◦ f • = s• ◦ g• in Hot?(A ). We rewrite the
latter condition as s• ◦ (f • − g•) = 0, and we notice the exact sequence
H−1Hot•A (X
•, (Cone s)•)→ H0Hot•A (X•, Y •)→ H0Hot•A (X•, Z•)
induced, via remark 7.3.5(i), by the distinguished triangleHot•A (X
•,Θ(s•)) provided by propo-
sition 7.3.7. Taking into account example 7.1.13(i), we deduce that there exists a morphism
h• : X• → (Cone s•)[−1] such that ∂•s [−1] ◦ h• = f • − g• in Hot?(A )
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where ∂•s : (Cone s)
• → Y •[1] is the boundary morphism of the true triangle Θ(s•). Let
now ∂•h : (Cone h)
• → X•[1] be the boundary morphism of Θ(h•); from proposition 7.3.11 it
follows easily that
h• ◦ ∂•h[−1] = 0 in Hot?(A )
whence (f • − g•) ◦ ∂•h[−1] = 0, and to deduce (CF4), it suffices to remark :
Claim 7.3.18. ∂•h is a quasi-isomorphism.
Proof of the claim. By assumption, s• is a quasi-isomorphism; in light of the long exact
sequence of remark 7.3.5(i), it follows easily that H i(Cone s)• = 0 for every i ∈ Z. By the
same token, we see that H i∂•h is an isomorphism for every i ∈ Z, which is the claim. 
7.3.19. Let now A be an abelian category, B an additive subcategory of A , and set
ΣB,+ := Σ ∩Morph(Hot+(B)) ΣB,− := Σ ∩Morph(Hot−(B))
where Σ ⊂ Morph(Hot(A )) is the set of all quasi-isomorphisms. We may define the categories
D+B(A ) := Hot
+(B)[Σ−1B,+] D
−
B(A ) := Hot
−(B)[Σ−1B,−]
and clearly the inclusion functor B → A induces natural functors
i+ : D+B(A )→ D+(A ) i− : D−B(A )→ D−(A ).
Proposition 7.3.20. In the situation of (7.3.19), suppose additionally that the following holds :
(a) B is a full subcategory of A .
(b) For every A ∈ Ob(A ), there exists B ∈ Ob(B) with a monomorphism A→ B in A .
Then the functor i+ is an equivalence, and ΣB,+ admits a left calculus of fractions.
Proof. Set Σ+ := Σ ∩ Morph(Hot+(A )). By theorem 7.3.16(i), it suffices to show that the
induced functor
Hot+(B)[Σ−1B,+]→ Hot+(A )[Σ−1+ ]
is an equivalence. In light of remark 1.6.24 and theorem 7.3.16(ii), we are then reduced to
checking :
Claim 7.3.21. Suppose that conditions (a) and (b) of the proposition hold. Then, for every
K• ∈ C+(A ) there exists L• ∈ C+(B) with a quasi-isomorphismK• → L•.
Proof of the claim. Say that K• ∈ C≥a(A ) for some a ∈ Z; we shall construct first a double
complex A•• ∈ C≥a(C≥−1(A )) such that
• Ap,−1 = Kp and dp−1,−1h = dp−1K for every p ∈ Z.
• Apq ∈ Ob(B) for every p ∈ Z and every q ≥ 0.
• For every p ∈ Z, the cohomology of the complex (Ap•, dp•v ) vanishes in every degree.
To this aim, we proceed by induction on p. Hence, we let Apq = 0 for every p < a and every
q ∈ Z. Suppose that p ≥ a, and that Aij is already defined for every i < a and every j ∈ Z, as
well as all the differentials dijv and d
i−1,j
h for every i < a and every j ∈ Z. Then we construct
Apj and the differentials dp,j−1v , d
p−1,j
h by induction on j ∈ Z. Namely, for j < −1 we set
Apj = 0, and for j = −1 we set Ap,−1 = Kp and dp−1,−1h = dp−1K . Thus, suppose that j ≥ 0,
and Ap,j−1 is already given, as well as dp−1,j−1h and d
p,j−2
h ; we define the object B
pj of A as the
coproduct in the push-out diagram
Ap−1,j
g // Bpj
Coker dp−1,j−2v
dv
OO
dh // Coker dp,j−2v
f
OO
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where dv and dh are induced by d
p−1,j−1
v and respectively d
p−1,j−1
h . Notice that, by inductive
assumption, dv is a monomorphism, so the same holds for f (details left to the reader). By
assumption (b), we may find a monomorphism h : Bpq → C for some C ∈ Ob(B), and we
set Apq := C, dp−1,jh := h ◦ g and dp,j−1v := h ◦ f ◦ p, where p : Ap,j−1 → Coker dp,j−2v is the
natural projection. Then it is easily seen that dp−1,jh ◦ dp−1,j−1v = dp,j−1v ◦ dp−1,j−1h , and moreover
Ker dp,j−1v /Im d
p,j−2
v = 0
as required. Now, let t≥0 : C2(A )→ C(C≥0(A )) be the brutal truncation functor, and set
B•• := t≥0A•• C•• := K•[0] L• := TotB••.
(Hence, C•• is the double complex whose rows C•q are the zero complex, except for q = 0,
where it agrees withK•). The differentials d•,−1v of A
•• induce a morphism f • : K• → L•, and
it remains only to check that f • is a quasi-isomorphism. To this aim, notice that the differentials
d•,−1v also induce a morphism of double complexes
g•• : C•• → B••
such that Tot g•• = f •. Moreover, we have standard convergent spectral sequences
Epq2 := H
q(Cp,•)⇒ Hp+qTotC•• F pq2 := Hq(Bp,•)⇒ Hp+qTotB••
and by construction, g•• induces an isomorphism of spectral sequences E••2
∼→ F ••2 , whence the
claim. 
Remark 7.3.22. (i) In view of remark 7.3.14(iii), we see that the dual of proposition 7.3.20
also holds. Namely, in the situation of (7.3.19), suppose that
(a) B is a full subcategory of A .
(b) For every A ∈ Ob(A ), there exists B ∈ Ob(B) with an epimorphism B → A in A .
Then the functor i− is an equivalence, and ΣB,− admits a right calculus of fractions.
(ii) Two special cases of proposition 7.3.20 (and its dual) are especially important. Namely,
let I (resp. P) be the full subcategory of A whose objects are the injective (resp. projective)
objects of A . We say that A has enough injectives (resp. enough projectives) if I (resp.
P) satisfies condition (b) of proposition 7.3.20 (resp. condition (b) of (i)). When this holds,
proposition 7.3.20 (and its dual) can be further sharpened; namely, we have :
Theorem 7.3.23. Let A be any abelian category, and define the subcategories I and P of A
as in remark 7.3.22(ii). Then the following holds :
(i) Let I• be any object of C+(I ). Let also L• be any object of C(A ), and α• : I• → L•
any quasi-isomorphism. Then there exists a morphism β : L• → I• in C(A ) such that
β• ◦ α• = 1I• in Hot(A ).
(ii) If A has enough injectives, the inclusion functor I → A induces an equivalence
Hot+(I )
∼→ D+(A ).
(iii) Dually, if A has enough projectives, the inclusion P → A induces an equivalence
Hot−(P)
∼→ D−(A ).
Proof. (i): To begin with, we remark :
Claim 7.3.24. In the situation of (i), let alsoK• be any acyclic complex ofA , and ϕ• : K• → I•
any morphism in C(A ). Then ϕ• is null-homotopic.
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Proof of the claim. We need to exhibit a system of morphisms (sn : Kn → In−1 | n ∈ Z) with
(7.3.25) ϕn = dn−1I ◦ sn + sn+1 ◦ dnK
for every n ∈ Z. To this aim, say that I• ∈ Ob(C≥a(A )) for some a ∈ Z; then we let sj be the
zero morphism for every j ≤ a. Next, suppose that j ≥ a, and that sj has already been given,
so that (7.3.25) holds with n = j − 1. We compute :
(ϕj − dj−1I ◦ sj) ◦ dj−1K = dj−1I ◦ ϕj−1 − dj−1I ◦ sj ◦ dj−1K
= dj−1I ◦ (ϕj−1 − sj ◦ dj−1K )
= dj−1I ◦ dj−2I ◦ sj−1
=0.
Since Im dj−1K = Ker d
j
K , it follows that ϕ
j−dj−1I ◦sj factors through a morphism Im djK → Ij ,
and since Ij is injective, the latter can be extended to a morphism sj+1 : Kj+1 → Ij . By
construction, (7.3.25) holds for n = j, with this choice of sj+1, whence the claim. ♦
Now, under the condition of (i), the complex Coneα• is acyclic (remark 7.3.5(iii)), so the
boundary morphism ∂• : Coneα• → I•[1] is null-homotopic, by claim 7.3.24. Let us then fix a
homotopy s• from the zero morphism to ∂•; in each degree j ∈ Z, the morphism sj is the sum
of a morphism sjL : L
j → Ij and a morphism sjI : Ij+1 → Ij , and the relation
−∂j = dj−1I[1] ◦ sj + sj+1 ◦ djConeϕ for every j ∈ Z
translates as the pair of identities :
−djI ◦ sjL + sj+1L ◦ djL =0
−djI ◦ sjI + sj+1L ◦ αi+1 + sj+1I ◦ di+1I = 1Ij+1
the first of which says that the system (sjL | j ∈ Z) amounts to a morphism of complexes
s•L : L
• → I•, and the second says that the system (sjI | j ∈ Z) yields a homotopy from 1I to
s•L ◦ α•. In other words, the morphism β• := s•L will do.
(ii): By proposition 7.3.20, it suffices to check that every quasi-isomorphism in Hot+(I ) is
an isomorphism. But this follows immediately from (i).
(iii): Clearly the subcategory of injective objects of A o is Po, so the assertion follows from
(ii) and remark 7.3.14(iii). 
Corollary 7.3.26. With the notation of theorem 7.3.23, the natural map
HotA (K
•, I•)→ HomD(A )(K•, I•)
is an isomorphism, for everyK• ∈ Ob(C(A )) and every I• ∈ Ob(C+(I )).
Proof. By virtue of theorem 7.3.16, every morphism g• : K• → I• in D(A ) is represented by
a fraction (f •, α•), where f • : K• → L• is any morphism in Hot(A ), and α• : I• → L• is
a quasi-isomorphism. Then, by theorem 7.3.23(i) we may find a morphism β• : L• → I• in
Hot(A ) such that β• ◦ α• = 1I•; clearly β• is also a quasi-isomorphism, and g• = β• ◦ f • in
D(A ), so the map of the corollary is surjective. For the injectivity, suppose that f •1 , f
•
2 : K
• →
I• are any two morphisms in Hot(A ) whose images agree in D(A ); invoking again theorem
7.3.16, we then find a quasi-isomorphism α• : I• → L• in Hot(A ) such that α• ◦ f •1 = α• ◦ f •2
in Hot(A ). Then pick again β• as in the foregoing; we deduce that
f •1 = β
• ◦ α• ◦ f •1 = β• ◦ α• ◦ f •2 = f •2 in Hot(A )
whence the assertion. 
Definition 7.3.27. Let A and B be two abelian categories, and F : C+(A )→ D(B) a functor.
Denote ω+A : C
+(A )→ D+(A ) and ω−A : C−(A )→ D−(A ) the localization functors.
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(i) A right derived functor of F is a pair (RF, µ) consisting of a functor
RF : D+(A )→ D(B)
and a natural transformation
µ : F ⇒ RF ◦ ω+A
which satisfies the following universal property. For every other pair (G, ζ) consisting
of a functor G : D+(A )→ D(B) and a natural transformation ζ : F ⇒ G ◦ ω+A , there
exists a unique natural transformation ξ : RF ⇒ G such that
(7.3.28) ζ = (ξ ∗ ω+A ) ◦ µ.
(ii) Dually, if F : C−(A ) → D(B) is any functor, a left derived functor of F is a pair
(LF, µ) consisting of a functor
LF : D−(A )→ D(B)
and a natural transformation
µ : F ⇒ LF ◦ ω−A
such that ((LF )o, µo) is a right derived functor of F o, under the natural identifications
of remark 7.3.14(iii).
(iii) Especially, let ϕ : A → B be any additive functor, and for “?” equal to + or −, let
ω?B : C
?(B) → D?(B) be the localization functor. Then a right (resp. left) derived
functor of ω+B ◦ C+(ϕ) (resp. of ω−B ◦ C−(ϕ)) shall just be called a right (resp. left)
derived functor of ϕ, and we shall just write Rϕ (resp. Lϕ) to denote this functor.
Remark 7.3.29. Keep the situation of definition 7.3.27.
(i) As usual, if the right derived functor of F exists, it is unique up to isomorphism. More
precisely, let (RF, µ) be any pair as in definition 7.3.27(i); if (G, ζ) is any other such pair
fulfilling the same universal condition, there exists a unique isomorphism of functors ξ : RF
∼→
G such that (7.3.28) holds. Likewise one characterizes left functors up to isomorphism.
(ii) For F as in definition 7.3.27(i) (resp. definition 7.3.27(ii)), we shall use, for every p ∈ Z
and every objectK• of D+(A ) (resp. of D−(A )), the standard notation :
RpFK• := Hp(RFK•) (resp. LpFK• := Hp(LFK•)).
Also, if ϕ is as in definition 7.3.27(iii), and the right (resp. left) derived functor of ϕ exists, then
we have a natural transformation
ϕA→ R0ϕA[0] (resp. L0ϕA[0]→ ϕA) for every A ∈ Ob(A )
and it is easily seen that this transformation is an isomorphism of functors if and only ϕ is left
exact (resp. right exact : details left to the reader).
(iii) Suppose that A has enough injectives (see remark 7.3.22(ii)), and F : C+(A )→ D(B)
is a functor that factors through Hot+(A ) (via the natural functor (7.1.5)). Then the right
derived functor of F exists, and can be constructed as follows. First, say that f • : I• → J•
is a quasi-isomorphism, with I•, J• ∈ Ob(C+(I )) (where I is as in remark 7.3.22(ii)). By
theorem 7.3.23(i), it follows that f • is a homotopy equivalence, so Ff • is an isomorphism by
assumption, and therefore F induces a functor
RFI : D
+
I (A )→ D+(B)
(notation of (7.3.19)). However, according to proposition 7.3.20, the natural functor i+ :
D+I (A )→ D+(A ) admits a quasi-inverse j+ : D+(A )→ D+I (A ); in view of claim 7.3.21, the
functor j+ can be described by choosing, for every object K• of C+(A ), a quasi-isomorphism
τ •K : K
• → I•K with I•K ∈ Ob(C+(I )).
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With this notation, we let
RF := RFI ◦ j+
and we define a natural transformation µ : F ⇒ RF ◦ ω+A , by the rule :
K• 7→ F (τ •K) for everyK• ∈ Ob(C+(A )).
Now, suppose that G : D+(A ) → D(B) is another functor, with a natural transformation
ζ : F ⇒ G ◦ ω+A . There follows a commutative diagram in D(B)
FK•
ζ•K //
Fτ•K

GK•
Gτ•K

FI•K
ζ•IK // GI•K
in whichGτ •K is an isomorphism. It follows that (7.3.28) holds if and only if ξK = (Gτ
•
K)
−1◦ζ•IK
for every K• ∈ Ob(C+(A )), and therefore (RF, µ) is a derived functor of F , as stated. This
is essentially the original construction of the right derived functor proposed by Grothendieck
in [60], which predates the invention of derived categories. Dually, one obtains likewise a left
derived functor of F , in case A has enough projectives : in this case, one starts by fixing, for
every bounded above complexK• of A , a quasi-isomorphism P •K → K• with P • in C+(P).
(iv) From [60, Lemme 3.3.1] one can also extract a construction which works only for
additive functors F : A → B, but which requires only that A has enough F -acyclic objects.
Namely, let us suppose that A contains a full subcategory M with the following properties :
(a) For every A ∈ Ob(A ), there exists a monomorphism A→M , withM ∈ Ob(M ).
(b) For everyM,M ′ ∈ Ob(M ) and every short exact sequence in A
Σ : 0→M ′ →M →M ′′ → 0
the objectM ′′ is also in M , and Σ induces a short exact sequence
F (Σ) : 0→ F (M ′)→ F (M)→ F (M ′′)→ 0.
Then we obtain a right derived functor of F as follows. First, let (M•, d•M) be any acyclic object
of C+(M ); an easy induction shows that the induced sequences
Σi : 0→ Im di → M i+1 → Im di+1 → 0
are short exact and Im di ∈ Ob(M ) for every i ∈ Z. By assumption, the sequences F (Σi)
are then also short exact, and therefore FM• is still acyclic. Next, let f • : M• → N• be
any quasi-isomorphism in C+(M ); then Cone f • is acyclic, so the same holds for F (Cone f •),
by the foregoing, and since C+(F ) is a triangulated functor, we conclude that Ff • is still a
quasi-isomorphism. Thus, C+(F ) induces a functor
RFM : D
+
M (A )→ D+(B).
On the other hand, proposition 7.3.20 says that the natural functor i+ : D+M (A ) → D+(A )
admits a quasi-inverse j+ : D+(A )→ D+M (A ), so we may set again
RF := RFM ◦ j+
and one obtains as in (iii) a natural transformation µ, such that the pair (RF, µ) fulfills the
required universal property : details left to the reader.
(v) Notice that any short exact sequence 0 → I ′ → I → I ′′ → 0 in A with I ′ injective, is
split, and I ′′ is injective if and only if the same holds for I . Hence, if A has enough injectives,
the category M := I fulfills the conditions of (iv) for every additive functor F . Conversely,
suppose that M fulfills the conditions of (iv), and moreover, every A ∈ Ob(C ) isomorphic to
a direct factor of an object of M , is an object of M . Then M contains every injective object
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of A . Indeed, if I is an injective object of C , then by (a) we can find a monomorphism I →M
withM in M ; hence I is a direct summand ofM , so it is in M , by our assumption.
(vi) Notice that the derived functor RF constructed in (iv) is triangulated (see remark
7.3.5(ii)); moreover, the construction implies immediately that
RpFM [0] = 0 for every p 6= 0
wheneverM is an F -acyclic object of A .
Example 7.3.30. Let A be any abelian category with enough injectives; recall that the functor
Hom•A : C(A )× C(A )o → C(Z-Mod)
factors through Hot(A ) × Hot(A )o (see example 7.1.25); hence, after fixing an equivalence
j+ : D+(A )→ D+I (A ) and arguing as in remark 7.3.29(iii), we deduce a functor
RHom•A : D
+(A )× Hot(A )o → D(Z-Mod)
such that, for everyK• ∈ Ob(Hot(A )), the restriction
(7.3.31) D+(A )→ D(Z-Mod) : L• 7→ RHom•A (K•, L•)
is the derived functor of the functor Hom•A (K
•,−) : C+(A ) → D(Z-Mod). Moreover,
(7.3.31) is triangulated, by proposition 7.3.7. Furthermore, let ϕ• : K•1 → K•2 be any quasi-
isomorphism in Hot(A ); we claim that RHom•A (ϕ
•, L•) is a quasi-isomorphism, for every
L• ∈ Ob(D+(A )). Indeed, set I•L := j+L•; by example 7.1.13(i) and corollary 7.3.26 we have
natural isomorphisms of abelian groups
HnRHom•A (ϕ
•, L•)
∼→ HotA (ϕ•, I•L[n]) ∼→ HomD(A )(ϕ•, I•L[n])
whence the contention. It follows that RHom•A descends to an additive functor
RHom•A : D
+(A )× D(A )o → D(Z-Mod)
with a natural isomorphism of abelian groups, for everyK• in D(A ) and every L• in D+(A ) :
(7.3.32) RnHom•A (K
•, L•)
∼→ HomD(A )(K•, L•[n]).
Remark 7.3.33. In the situation of example 7.3.30, our methods do not allows us to extend the
functor RHom•A to unbounded complexes in both arguments, but still we can show that every
L• ∈ D(A ) and every distinguished triangle of D(A )
Θ : K• → K ′• → K ′′• → K•[1]
induce a long exact Ext-sequence :
HomD(A )(L
•, K•)→HomD(A )(L•, K ′•)→HomD(A )(L•, K ′′•)→HomD(A )(L•, K•[1])→· · ·
Indeed, let L′• → L• be any quasi-isomorphism; we may assume that Θ is already a distin-
guished triangle of Hot(A ), and due to proposition 7.3.7 and remark 7.3.5(iii), we get the long
exact sequence
HotA (L
′•, K•)→ HotA (L′•, K ′•)→ HotA (L′•, K ′′•)→ HotA (L′•, K•[1])→ · · ·
and on the other hand, theorem 7.3.16(ii) implies that HomD(A )(L
•, K•) is isomorphic to the
colimit of the system (HotA (L
′•, K•) | L′• → L•) indexed by the filtered set of all such quasi-
isomorphisms (proposition 1.6.16(i)). Since all filtered colimits are exact in the category of
abelian groups, the assertion follows. Likewise, from Θ and any L• ∈ Ob(D(A )) we get as
well the long exact Ext-sequence :
HomD(A )(K
•[1], L•)→HomD(A )(K ′′•, L•)→HomD(A )(K ′•, L•)→HomD(A )(K•, L•)→· · ·
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Example 7.3.34. (i) Remark 7.3.29(iv) can be adapted to biadditive functors. Namely, in the
situation of (7.1.23), let us say that an object A of A (resp. A′ of A ′) is left B-flat (resp. right
B-flat) if the additive functor B(A,−) (resp. B(−, A′)) is exact. We assume that :
• A has enough left B-flat objects and A ′ has enough right B-flat objects; i.e. for every
M ∈ Ob(A ) (resp. M ′ ∈ Ob(A ′)) there exists an epimorphism A → M (resp.
A′ →M ′), where A (resp. A′) is a left (resp. right) B-flat object of A (resp. of A ′).
Let us denote by F (resp. F ′) the full subcategory of A (resp. of A ′) whose objects are the
left B-flat (resp. right B-flat) objects of A (of A ′). By remark 7.3.22(i), the natural functors
(7.3.35) D−F (A )→ D−(A ) D−F ′(A ′)→ D−(A ′)
are equivalences. On the other hand, let P • be any object of C−(F ), and f • : K• → L•
any quasi-isomorphism in C−(A ′); we wish to show that the induced morphism B•−(P
•, f •)
is a quasi-isomorphism as well. By remark 7.3.8, it suffices to check that B•−(P
•,Cone f •) is
acyclic. However, the double complex B••(P •,Cone f •) yields a convergent spectral sequence
Eij1 := H
iB(P j,Cone f •)⇒ H i+jB•−(P •,Cone f •)
and since P j is left B-flat and Cone f • is acyclic, we get Eij1 = 0 for every i, j ∈ Z, whence the
claim. Likewise, we see that B•(g•, Q•) is a quasi-isomorphism, whenever Q• ∈ Ob(C−(F ′))
and g• is any quasi-isomorphism in C−(A ). Then, as in remark 7.3.29(iv), after fixing quasi-
inverse functors for the equivalences (7.3.35), we obtain a functor
LB•− : D
−(A )× D−(A ′)→ D−(A ′′)
with a natural transformation
µ : LB•− ◦ (ω−A × ω−A ′)→ ω−A ′′ ◦B•−
such that, for everyK• ∈ Ob(C−(A )), the induced functor
D−(A ′)→ D−(A ′′) : X• 7→ LB•(K•, X•)
together with the corresponding restriction of µ, is a left derived functor of B•−(K
•,−). Sym-
metrically, for everyK• ∈ Ob(C−(A ′)), the functor LB•−(−, K•) provides a left derived func-
tor of B•−(−, K•) : details left to the reader.
(ii) By remark 7.3.29(ii), the following conditions are equivalent :
(a) The induced morphism
B∗(A,A′) := L0B•(A[0], A′[0])→ B(A,A′)
is an isomorphism for every A ∈ Ob(A ) and every A′ ∈ Ob(A ′).
(b) The functor B(A,−) : A ′ → A ′′ is right exact for every A ∈ Ob(A ).
(c) The functor B(−, A′) : A → A ′′ is right exact for every A′ ∈ Ob(A ).
Moreover, B∗ is obviously another biadditive functor A × A ′ → A ′′, and every right (resp.
left) B-flat object of A (of A ′) is also a right (resp. left) B∗-flat object. Thus, A has enough
right B∗-flat objects and A ′ has enough left B∗-flat objects, so we may define as well the left
defived functor LB∗ of B∗. Furthermore, a simple inspection shows that the functors B∗(A,−)
and B∗(−, A′) are right exact, for every A ∈ Ob(A ) and A′ ∈ Ob(A ′), and the induced
morphism
LB∗ → LB
is an isomorphism of functors. Lastly, an object P of A (resp. P ′ of A ′) is right (resp. left)
B∗-flat if and only if L1B(P,−) (resp. L1B(−, P ′)) is the (constant) zero functor. The detailed
verifications of all these assertions shall be left as exercises for the reader.
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7.3.36. Let (A ,⊗,Φ,Ψ) be any abelian tensor category; example 7.3.34 applies especially
to the functor ⊗. In this case, it is clear that an object of A is left ⊗-flat if and only if it is
right ⊗-flat, and such objects shall therefore be called simply⊗-flat. Thus, suppose that A has
enough ⊗-flat objects; we conclude that the induced tensor functor for complexes of A (see
example 7.1.16) admits a left derived functor
− L⊗− : D−(A )× D−(A )→ D−(A )
called the derived tensor product. Explicitly, this is defined as follows : for every bounded
above complex K• we fix a quasi-isomorphism ρ•K : P
•
K → K• with P •K a bounded above
complex of ⊗-flat objects, and we set
K•
L⊗ L• := P •K ⊗ P •L.
By inspecting the construction, we also see that K•
L⊗ L• is naturally isomorphic – via ρ•K and
ρ•L – to both K
• ⊗ P •L and P •K ⊗ L•. Moreover, if A is any object of A , clearly the functor
A⊗− : A → A is right exact if and only if the same holds for the functor −⊗ A : A → A ,
and remark 7.3.29(ii) implies that the latter condition holds if and only if the induced morphism
H0(A[0]
L⊗ B[0])→ A⊗ B
is an isomorphism for every B ∈ Ob(A ). We also let
TorAi (K
•, L•) := Hi(K
•
L⊗ L•) for every i ∈ Z.
In case A = A-Mod for some ring A, it is customary to denote this functor by − L⊗A −, and
then one also writes TorAi instead of Tor
A-Mod
i .
Remark 7.3.37. (i) Using the commutativity and associativity constraints for the tensor product
in A , we deduce – in light of example 7.1.16(i,ii) – natural associativity isomorphisms
K•
L⊗ (L• L⊗Q•) ∼→ (K• L⊗ L•) L⊗Q• in D−(A )
as well as commutativity isomorphisms
K•
L⊗ L• ∼→ L• L⊗K• in D−(A )
for any bounded above complexesK•, L•, and Q•.
(ii) In the situation of (7.3.36), take A = A-Mod for some ringA, and suppose furthermore
that ϕ : A→ B is a ring homomorphism,K• a bounded above complex of A-modules, and L•
a complex of B-modules. Notice that P •K ⊗A L• is naturally a complex of B-modules; also, if
L• → Q• is any morphism of complexes of B-modules, then the induced map P •K ⊗A L• →
P •K ⊗A Q• is B-linear. It follows easily that the derived tensor product yields a functor
D−(A-Mod)× D−(B-Mod)→ D−(B-Mod) (K•, L•) 7→ K• L⊗A L•
such that, denoting ϕ∗ : D−(B-Mod) → D−(A-Mod) the “forgetful” functor, we have a
natural isomorphism
K•
L⊗A ϕ∗L• ∼→ ϕ∗(K•
L⊗A L•) in D−(A-Mod).
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7.3.38. Let nowM•1 ,M
•
2 , N
•
1 , N
•
2 be any four objects of C
−(A ), and to ease notation, set
M•12 :=M
•
1 ⊗M•2 N•12 := N•1 ⊗N•2 P •12 := P •M12 ρ•12 := ρ•M12
as well as P •i := P
•
Mi
and ρ•i := ρ
•
Mi
for i = 1, 2. There is a commutative diagram in D−(A )
P •1 ⊗ P •2
ϕ•12 //
ρ•1⊗ρ
•
2 $$■■
■■
■■
■■
■
P •12
ρ•12}}③③
③③
③③
③③
M•12
where ρ•12 is an isomorphism, so ϕ
•
12 is uniquely determined, whence a map
(M•1
L⊗N•1 )⊗ (M•2
L⊗N•2 ) ∼→ (P •1 ⊗ P •2 )⊗N•12
ϕ•12⊗N
•
12−−−−−−→ P •12 ⊗N•12 ∼→M•12
L⊗N•12.
Taking into account example 7.1.16(iii) and remark 7.3.14(v), we deduce a bilinear pairing
TorAi (M
•
1 , N
•
1 )⊗ TorAj (M•2 , N•2 )→ TorAi+j(M•12, N•12) for every i, j ∈ Z.
Moreover, suppose thatM•3 and N
•
3 are two other bounded above complexes of A ; by inspect-
ing the constructions, we find a commutative diagram
P •1 ⊗ (P •2 ⊗ P •3 )
P •1⊗ϕ
•
23 //
ρ•1⊗(ρ
•
2⊗ρ
•
3) **❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱
Φ•P

P •1 ⊗ P •23
ϕ•1,23 //
ρ•1⊗ρ
•
23

P •1,23
ρ•1,23uu❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥❥❥❥
❥
P •ΦM

M•1,23
Φ•M

M•12,3
(P •1 ⊗ P •2 )⊗ P •3
ϕ•12⊗P
•
3 //
(ρ•1⊗ρ
•
2)⊗ρ
•
3
44❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
P •12 ⊗ P •3
ϕ•12,3 //
ρ•12⊗ρ
•
3
OO
P •12,3
ρ•12,3
ii❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚
where M•1,23 := M
•
12 ⊗M•3 , M•23 := M•2 ⊗M•3 , M•1,23 := M•1 ⊗M•23, and likewise for P •1,23,
P •23, and P
•
12,3 and the morphism ϕ
•
23, ϕ
•
1,23, ϕ
•
12,3, ρ
•
23, ρ
•
1,23, ρ
•
12,3. Here Φ
•
M and Φ
•
P are the
associativity constraints.
Therefore, set T ji := Tor
A
i (M
•
j , N
•
j ) for every i ∈ Z and j = 1, 2, 3, and also
T jki := Tor
A
i (M
•
jk, N
•
jk) T
1,23
i := Tor
A
i (M
•
1,23, N
•
1,23) T
12,3
i := Tor
A
i (M
•
12,3, N
•
12,3)
for every i ∈ Z, with j = 1, 2 and k = j + 1; in light of example 7.1.16(iv), we deduce a
commutative diagram in A :
(7.3.39)
T 1i ⊗ (T 2j ⊗ T 3k ) //

T 1i ⊗ T 23j+k // T 1,23i+j+k

(T 1i ⊗ T 2j )⊗ T 3k // T 12i+j ⊗ T 3k // T 12,3i+j+k
whose horizontal arrows are given by the above bilinear pairing, and whose left (resp. right)
vertical arrow is the associativity constraint (resp. is induced by the associativity constraint
Φ•M ).
The following lemma is borrowed from [12, Exp.VII,Prop.1.8(ii)] :
Lemma 7.3.40. Let A be any abelian category and a, b ∈ Z any two integers. We have :
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(i) Let K• ∈ Ob(D≤b(A )) and L• ∈ Ob(D≥a(A )) be any two complexes, and suppose
that A has enough injectives. Then the complex RHom•A (K
•, L•) lies in D≥a−b(A ).
(ii) Suppose that (A ,⊗Φ,Ψ) is an abelian tensor category with enough ⊗-flat objects,
and letK• ∈ Ob(D≤a(A )) and L• ∈ Ob(D≤b(A )). thenK• L⊗L• ∈ Ob(D≤a+b(A )).
Proof. (i) follows easily from (7.3.32) and remark 7.3.14(iv) : details left to the reader. Asser-
tion (ii) follows immediately from the construction of the derived tensor product. 
7.3.41. Complexes of modules over a ring. We conclude this section with a discussion of a few
special features of the category of complexes of modules over a ring and of its derived category.
7.3.42. Let A be any ring; to ease notation we set
C(A) := C(A-Mod) Hot(A) := Hot(A-Mod) D(A) := D(A-Mod)
and likewise we define CI(A), HotI(A) and DI(A) for any interval I ⊂ Z.
Proposition 7.3.43. With the notation of (7.3.42), the following holds :
(i) The localization functor jI : CI(A) → DI(A) commutes with direct sums and direct
products.
(ii) Let (K•n, ϕ
•
n : K
•
n → K•n+1 | n ∈ N) be any direct system of objects of CI(A), and
L• its colimit in the category CI(A). Then L• represents also the colimit of the system
(jI(K•n), j
I(ϕ•n) | n ∈ N) in the category DI(A).
(iii) Let (K•n, ϕ
•
n : K
•
n+1 → K•n | n ∈ N) be any inverse system of complexes of A-modules,
and L• its limit in the category C(A). Suppose that for every i ∈ Z the inverse system
(Kin, ϕ
i
n | n ∈ N) satisfies the Mittag-Leffler condition. Then for every object C• of
D(A) we have a short exact sequence
0→ lim
n∈N
1HomD(A)(C
•, K•n[−1])→ HomD(A)(C•, L•)→ lim
n∈N
HomD(A)(C
•, K•n)→ 0.
Proof. (i): In light of remark 7.1.6(vi), it suffices to check that the localization functor
HotI(A)→ DI(A)
commutes with direct sums and direct products. Hence, consider any family (K•j | j ∈ J) of
objects of HotI(A) indexed by a small set J , set K• :=
∏
j∈J K
•
j , the direct product in the
category CI(A), and denote by π•j : K
• → K•j the canonical projection, for every j ∈ J ;
we know that K• represents also the direct product of the family K•• in Hot
I(A). Hence, let
L• be any other object of HotI(A); from any morphism ϕ• : L• → K• in DI(A) we obtain
the system (ϕ•j := π
•
j ◦ ϕ• : K•j → L• | j ∈ J) of morphisms in DI(A). Conversely, given
such a system of morphisms, we know by theorem 7.3.16(ii) that there exist for every j ∈ J
a quasi-isomorphism ψ•j : K
′•
j → K•j and a morphism ϕ˜•j : K ′• → L• in CI(A) representing
the class of ϕ•j in Hot
I(A). The systems (ϕ˜•j | j ∈ J) and (ψ•j | j ∈ J) yield morphisms
ϕ˜• : K ′• :=
∏
j∈J K
′•
j → L• and ψ• : K ′• → K•, and we come down to checking that ψ•
is a quasi-isomorphism. However, we have HrK• =
∏
j∈J H
rK•j and likewise for H
rK ′•,
for every r ∈ Z, and under this identification the map Hrψ• equals ∏j∈J Hrψ•j , whence the
contention. A similar argument proves the assertion for direct sums.
(ii): We have commutative diagrams in C(A) :
K•i
ψ•i //

K•i ⊕K•i+1

0 //
⊕
n∈NK
•
n
ψ• //
⊕
n∈NK
•
n
// L• // 0
for every i ∈ N
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whose bottom rows are the same short exact sequence for every i ∈ N, and with ψri (x) :=
(x,−ϕri (x)) for every i ∈ N, every r ∈ Z and every x ∈ Kri . For every object C• of D(A) set
P (k) :=
∏
n∈N
HomD(A)(K
•
n, C
•[k]) ψ˜(k) := HomD(A)(ψ
•, C•[k]) for every k ∈ Z.
By (i) and remark 7.3.33, there follows a long exact sequence :
HomD(A)(L
•, C•[k])→ P (k) ψ˜(k)−−−→ P (k)→ HomD(A)(L•, C•[k + 1])→ · · ·
and commutative diagrams for every i ∈ N and k ∈ Z :
(7.3.44)
P (k)
ψ˜(k)
//

P (k)

HomD(A)(K
•
i ⊕K•i+1, C•[k]) // HomD(A)(K•i , C•[k])
whose bottom rows are induced by ψ•i . Thus, Ker ψ˜(0) consists of the systems of morphisms
(β•n : K
•
n → C• | n ∈ N) such that β•n+1 ◦ ϕ•n = β•n for every n ∈ N. In other words, Ker ψ˜(0)
is naturally identified with the set of cocones with basis (K•n | n ∈ N) and vertex C• in the
category D(A). Moreover, considering (7.3.44) with k = −1, a simple induction on i shows
that ψ˜(−1) is surjective (details left to the reader); summing up, we have a natural identification
HomD(A)(L
•, C•)
∼→ HomD(A)(colim
n∈N
jI(K•n), C
•)
whence the assertion.
(iii): We argue similarly, considering the commutative diagram in C(A) :
0 // L′• //
∏
n∈NK
•
n
µ• //

∏
n∈NK
•
n
//

0
K•i ⊕K•i+1
µ•i // K•i
for every i ∈ N
whose top row is independent of i and with µri (x, y) := x−ϕri (y) for every i ∈ N, every r ∈ Z
and every (x, y) ∈ Kri ⊕Kri+1. Notice that the top row is a short exact sequence in C(A), since
the system (Krn | n ∈ N) satisfies the Mittag-Leffler condition for every r ∈ Z. For every k ∈ Z
and any C• ∈ Ob(D(A)) set
Q(k) :=
∏
n∈N
HomD(A)(C
•, K•n[k]) µ˜(k) := HomD(A)(C
•, µ•[k]).
By (i) and remark 7.3.33, there follows a long exact sequence
HomD(A)(C
•, L′•[k])→ Q(k) µ˜(k)−−−→ Q(k)→ HomD(A)(C•, L′•[k + 1])→
as well as commutative diagrams as in (7.3.44). Then, a simple inspection yields a natural
identification of Ker µ˜(0) with the set of cones in D(A) with basis (K•n | n ∈ N) and vertex
C•. Lastly,Coker µ˜(−1) is naturally identified with lim1n∈NHomD(A)(C•, K•n[−1]), whence the
contention. 
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7.3.45. Minimal resolutions. Let A be a local ring, k its residue field, and :
· · · d3−→ L2 d2−→ L1 d1−→ L0 ε−→M
a resolution of an A-module M of finite type. We say that (L•, d•, ε) is a finite-free resolution
if each Li is a free A-module of finite rank. We say that (L•, d•, ε) is a minimal free resolution
ofM if it is a finite-free resolution, and moreover the induced maps k ⊗A Li → k ⊗A Im di are
isomorphisms for all i ∈ N (where we let d0 := ε). One verifies easily that if A is a coherent
ring, then every finitely presented A-module admits a minimal resolution.
7.3.46. Let L := (L•, d•, ε) and L
′ := (L′•, d
′
•, ε
′) be two free resolutions ofM . A morphism
of resolutions L → L′ is a map of complexes ϕ• : (L•, d•) → (L′•, d′•) that extends to a
commutative diagram
L•
ε //
ϕ•

M
L′•
ε′ // M
Lemma 7.3.47. Let L := (L•, d•, ε) be a minimal free resolution of an A-module M of finite
type, L′ := (L′•, d
′
•, ε
′) any other finite-free resolution, ϕ• : L
′ → L a morphism of resolutions.
Then ϕ• is an epimorphism (in the category of complexes of A-modules), Kerϕ• is a null
homotopic complex of free A-modules, and there is an isomorphism of complexes :
L′•
∼→ L• ⊕Kerϕ•.
Proof. Suppose first that L = L′. We set d0 := ε, L−1 := M , ϕ−1 := 1M and we show
by induction on n that ϕn is an isomorphism. Indeed, this holds for n = −1 by definition.
Suppose that n ≥ 0 and that the assertion is known for all j < n; by a little diagram chasing
(or the five lemma) we deduce that ϕn−1 induces an automorphism Im dn
∼→ Im dn, therefore
ϕn ⊗A 1k : k ⊗A Ln → k ⊗A Ln is an automorphism (by minimality of L), so the same holds
for ϕn (e.g. by looking at the determinant of ϕn).
For the general case, by standard arguments we construct a morphism of resolutions: ψ• :
L → L′. By the foregoing case, ϕ• ◦ ψ• is an automorphism of L, so ϕ• is necessarily an
epimorphism, and L′ decomposes as claimed. Finally, it is also clear that Kerϕ• is an acyclic
bounded above complex of free A-modules, hence it is null homotopic. 
Remark 7.3.48. (i) Suppose that A is a coherent local ring, and let L := (L•, d•, ε) and L
′ :=
(L′•, d
′
•, ε
′) be two minimal resolutions of the finitely presented A-moduleM . It follows easily
from lemma 7.3.47 that L and L′ are isomorphic as resolutions ofM .
(ii) Moreover, any two isomorphisms L → L′ are homotopic, hence the rule: M 7→ L•
extends to a functor
A-Modcoh → Hot(A-Mod)
from the category of finitely presented A-modules to the homotopy category of complexes of
A-modules.
(iii) The sequence of A-modules (SyziAM := Im di | i > 0) is determined uniquely by M
(up to non-unique isomorphism). The graded module Syz•AM is sometimes called the syzygy of
the module M . Moreover, if L′′ is any other finite free resolution of M , then we can choose a
morphism of resolutions L′′ → L, which will be a split epimorphism by lemma 7.3.47, and the
submodule d•(L
′′
•) ⊂ L• decomposes as a direct sum of Syz•AM and a free A-module of finite
rank.
Lemma 7.3.49. Let A→ B a faithfully flat homomorphism of coherent local rings,M a finitely
presented A-module. Then there exists an isomorphism of graded B-modules :
B ⊗A Syz•AM → Syz•B(B ⊗A M).
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Proof. Left to the reader. 
Proposition 7.3.50. Let A→ B be a flat and essentially finitely presented local ring homomor-
phism of local rings,M an A-flat finitely presented B-module. Then the B-moduleM admits a
minimal free resolution
Σ• : · · · d3−−→ L2 d2−−→ L1 d1−−→ L0 d−1−−−→ L−1 := M.
Moreover, Σ is universally A-exact, i.e. for every A-module N , the complex Σ• ⊗A N is still
exact.
Proof. To start out, let us notice :
Claim 7.3.51. In order to prove the proposition, it suffices to show that, for every A-flat finitely
presented B-module N , and every B-linear surjective map d : L → N , from a free B-module
L of finite rank, Ker d is also an A-flat finitely presented B-module.
Proof of the claim. Indeed, in that case, we can build inductively a minimal resolution Σ• of
M , such that Ni := Ker(di : Li → Li−1) is an A-flat finitely presented B-module for every
i ∈ N. Namely, suppose that a complex Σ(i)• with these properties has already been constructed,
up to degree i, and let κB be the residue field of B; by Nakayama’s lemma, we may find a
surjection di+1 : Li+1 → Ni, where Li+1 is a free B-module of rank dimκB(Ni ⊗B κB). Under
the assumption of the claim, the resulting complex Σ
(i+1)
• : (Li+1 → Li → Li−1 → · · · → M)
fulfills the sought conditions, up to degree i+ 1.
It is easily seen that the complex Σ• thus obtained shall be universally A-exact. ♦
Let us write A as the union of the filtered family (Aλ | λ ∈ Λ) of its noetherian subalgebras.
Say that B = Cp, for some finitely presented A-algebra C, and a prime ideal p ⊂ C, and
M = Np for some finitely presented C-module N . We may find λ ∈ Λ, a finitely generated
Aλ-algebra Cλ and a Cλ-module Nλ such that C = Cλ ⊗Aλ A, and N = Nλ ⊗Aλ A; for every
µ ≥ λ, let Cµ := Aµ ⊗Aλ Cλ and Nµ := Aµ ⊗Aλ Nλ; also, denote by pµ the preimage of p in
Cµ, and set Bµ := (Cµ)pµ , Mµ := (Nµ)pµ . According to [43, Ch.IV, Cor.11.2.6.1(ii)], we may
assume that Mµ is a flat Aµ-module, for every µ ≥ λ. Moreover, suppose that d : L → M
is a B-linear surjection from a free B-module L of rank r; then we may find µ ∈ Λ such that
d descends to a Bµ-linear surjection dµ : Lµ → Mµ from a free Bµ-module Lµ of rank r. It
follows easily that Kµ := Ker dµ is a flat Aµ-module, for every µ ≥ λ, and the induced map
Kµ ⊗Bµ B → K := Ker d is a surjection, whose kernel is a quotient of TorAµ1 (A,Mµ)p; the
latter vanishes, since Mµ is Aµ-flat. Hence, K is A-flat; furthermore, Kµ is clearly a finitely
generated Bµ-module, henceK is a finitely presented B-module. Then the proposition follows
from claim 7.3.51. 
7.4. Simplicial objects. In this section, we introduce the simplicial formalism, which provides
the language for the homotopical algebra of section 7.10.
Definition 7.4.1. Let C be any category, and k ∈ N any integer.
(i) We denote by∆ the simplicial category, whose objects are the finite ordered sets :
[n] := {0 < 1 < · · · < n} for every n ∈ N
and whose morphisms are the non-decreasing functions.
(ii) ∆ is a full subcategory of the augmented simplicial category∆∧, whose set of objects is
Ob(∆)∪{∅}, with Hom∆∧(∅, [n]) consisting of the unique mapping of sets ∅→ [n],
for every n ∈ N. It is convenient to set [−1] := ∅.
(iii) The augmented k-truncated simplicial category ∆∧k, is the full subcategory of ∆
∧
whose objects are the elements ofOb(∆∧) of cardinality≤ k+1. The k-truncated sim-
plicial category is the full subcategory∆k of∆
∧
k whose set of objects isOb(∆
∧
k )\{∅}.
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(iv) A simplicial object (resp. an augmented simplicial object, resp. a k-truncated simpli-
cial object, resp. a k-truncated augmented simplicial object) of C is a functor∆o → C
(resp. (∆∧)o → C , resp. ∆ok → C , resp. (∆∧k )o). The morphisms of simplicial objects
of C are just the natural transformations (and likewise for the truncated or augmented
variants). Clearly, these objects form a category, and we use the notation
s.C := Fun(∆o,C ) ŝ.C := Fun((∆∧)o,C )
sk.C := Fun(∆
o
k,C ) ŝk.C := Fun((∆
∧
k )
o,C ).
(v) Dually, a cosimplicial object F • of C is a functor F : ∆ → C , or – which is the
same – a simplicial object in C o. Likewise one defines the truncated or augmented
cosimplicial variants, and we set
c.C := Fun(∆,C ) ĉ.C := Fun(∆∧,C )
ck.C := Fun(∆k,C ) ĉk.C := Fun(∆
∧
k ,C ).
7.4.2. Notice the front-to-back involution :
(7.4.3) ∆→ ∆ : (α : [n]→ [m]) 7→ (α∨ : [n]→ [m]) for every n,m ∈ N
defined as the endofunctor which induces the identity on Ob(∆), and such that :
α∨(i) := m− α(n− i) for every α ∈ Hom∆([n], [m]) and every i ∈ [n].
Another construction of interest is the endofunctor
γ : ∆→ ∆
given by the rule : [n] 7→ [n+1] for every n ∈ N, and which takes any morphism α : [n]→ [m]
of ∆, to the morphism γ(α) : [n + 1] → [m + 1] which is the unique extension of α such that
γ(α)(n+ 1) := m+ 1. Notice that γ restricts to functors γk : ∆k+1 → ∆k for every k ∈ N.
• Given a simplicial object F of C , one gets a cosimplicial object F o of C , by the (obvious)
rule : (F o)[n] := F [n] for every n ∈ N, and F o(α) := F (α)o for every morphism α in∆.
• Moreover, by composing a simplicial (resp. cosimplicial) object F (resp. G) with the
involution (7.4.3), one obtains a simplicial (resp. cosimplicial) object F∨ (resp. G∨). Likewise,
given a morphism α : F1 → F2, the Godement product α∨ := α ∗ (7.4.3) is a morphism
F∨1 → F∨2 .
• For F and G as above, we may also consider the simplicial (resp. cosimplicial) object
γF := F ◦ γo (resp. γG := G ◦ γ), and this definition extends again to morphisms, by taking
Godement products. The object γF (resp. γG) is called the path space of F (resp. of G). If
F is a (k + 1)-truncated simplicial object, then we can consider γkF := F ◦ γok, which is a
k-truncated simplicial object (and likewise for truncated cosimplicial objects).
7.4.4. There is an obvious fully faithful functor :
C → s.C : A 7→ s.A ( resp. C → sk.C : A 7→ sk.A )
that assigns to each object A of C the constant simplicial object s.A (resp. constant truncated
simplicial object sk.A) such that s.A[n] := A for every n ∈ N (resp. for every n ≤ k), and
s.A(α) := 1A for every morphism α of∆ (resp. of∆k). Of course, we have as well augmented
variants ŝ.A and ŝk.A, and cosimplicial versions c.A, ck.A, ĉ.A, ĉk.A.
Moreover, we have, for every integer k ∈ N, the k-truncation functor
s.trunck : s.C → sk.C ( resp. ŝ.trunck : ŝ.C → ŝk.C )
that assigns to any simplicial (resp. augmented simplicial) object F : ∆o → C (resp. F :
(∆∧)o → C ) its composition with the inclusion functor ∆ok → ∆o (resp. (∆∧k )o → (∆∧)o).
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Again, we have as well the corresponding cosimplicial versions c.trunck and ĉ.trunck. Also,
for every n ∈ N, we have the functor
•[n] : s.A → A A 7→ A[n].
Lastly, any functor ϕ : B → C induces functors
s.ϕ : s.B → s.C sk.ϕ : sk.B → sk.C : F 7→ ϕ ◦ F
and there are of course augmented variants ŝ.ϕ and ŝk.ϕ, as well as the corresponding cosim-
plicial versions.
Example 7.4.5. (i) For every integer k ≥ −1, we denote by∆k the simplicial set represented
by [k]. Explicitly,∆k is given by the rule
∆k[n] := Hom∆([n], [k]) and ∆k[ϕ] := Hom∆(ϕ, [k])
for every n ∈ N and every morphism ϕ in ∆. For instance, ∆−1 (resp. ∆0) is the constant
simplicial set associated to the empty set (resp. to the set with one element); this is also the
initial (resp. final) object for s.Set.
(ii) Any morphism ϕ : [k]→ [n] in∆∧ induces a morphism which we shall denote
∆ϕ := Hom∆∧(−, ϕ) :∆k →∆n
given by left composition with ϕ on∆k[i], for every i ∈ N.
7.4.6. For given n ∈ N, and every i = 0, . . . , n, let
εi : [n− 1]→ [n] (resp. ηi : [n+ 1]→ [n])
be the unique injective map in ∆∧ whose image misses i (resp. the unique surjective map in
∆ with two elements mapping to i). The morphisms εi (resp. ηi) are called face maps (resp.
degeneracy maps). By direct inspection, one checks that they fulfill the identities :
εj ◦ εi = εi ◦ εj−1 if i < j
ηj ◦ ηi = ηi ◦ ηj+1 if i ≤ j
ηj ◦ εi =
 εi ◦ ηj−1 if i < j1 if i = j or i = j + 1
εi−1 ◦ ηj if i > j + 1.
Example 7.4.7. (i) For instance, notice the identities :
ε∨i = εn−i η
∨
i = ηn−i for every n ∈ N and every i = 0, . . . , n.
(ii) For every r, s, i ∈ N with i ≤ r, we set
εsr,i := εi ◦ · · · ◦ εi : [r]→ [r + s].
This is the injective mapping whose image is {0, . . . , i − 1, s+ i, . . . , r + s}; for instance, the
front-to-back dual
εs∨r,0 := εr+s ◦ · · · ◦ εr+1 : [r]→ [r + s]
is just the natural inclusion map. We shall also use the notation
εs−1,0 : [−1]→ [s] for every s ∈ N
for the unique morphism ∅→ [s] in∆∧; of course, we have εs∨−1,0 = εs−1,0 for every s ∈ N.
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7.4.8. It is easily seen that every morphism α : [n] → [m] in ∆ admits a unique factorization
α = ε ◦ η, where the monomorphism ε is uniquely a composition of faces :
ε = εi1 ◦ · · · ◦ εis with 0 ≤ is ≤ · · · ≤ i1 ≤ m
and the epimorphism η is uniquely a composition of degeneracy maps :
η = ηj1 ◦ · · · ◦ ηjt with 0 ≤ j1 < · · · < jt ≤ m
(see [112, Lemma 8.1.2]). It follows that, to give a simplicial object A[•] of a category C , it
suffices to give a sequence of objects (A[n] | n ∈ N) of C , together with face operators
∂i := A[εi] : A[n]→ A[n− 1] i = 0, . . . , n
for every integer n > 0 and degeneracy operators
σi := A[ηi] : A[n]→ A[n+ 1] i = 0, . . . , n
for every n ∈ N, satisfying the following simplicial identities :
(7.4.9)
∂i ◦ ∂j = ∂j−1 ◦ ∂i if i < j
σi ◦ σj = σj+1 ◦ σi if i ≤ j
∂i ◦ σj =
 σj−1 ◦ ∂i if i < j1 if i = j or i = j + 1
σj ◦ ∂i−1 if i > j + 1.
Under this correspondence we have ∂i = A(εi) and σi = A(ηi) ([112, Prop.8.1.3]). Likewise, a
k-truncated simplicial object of C is the same as the datum of a sequence (A[n] | n = 0, . . . , k)
of objects of C , and of a system of face and degeneracy operators restricted to this sequence of
objects, and fulfilling the same identities (7.4.9).
Dually, a cosimplicial objectA[•] of C is the same as the datum of a sequence (A[n] | n ∈ N)
of objects of C , together with coface operators
∂i : A[n− 1]→ A[n] i = 0, . . . , n
and codegeneracy operators
σi : A[n + 1]→ A[n] i = 0, . . . , n
which satisfy the cosimplicial identities :
(7.4.10)
∂j ◦ ∂i = ∂i ◦ ∂j−1 if i < j
σj ◦ σi = σi ◦ σj+1 if i ≤ j
σj ◦ ∂i =
 ∂
i ◦ σj−1 if i < j
1 if i = j or i = j + 1
∂i−1 ◦ σj if i > j + 1
and likewise for k-truncated cosimplicial objects.
7.4.11. An augmented simplicial object of a category C can be viewed as the datum of a
simplicial object A[•] of C , together with an object A[−1] ∈ Ob(C ), and a morphism ε :
A[0]→ A[−1], which is an augmentation, i.e. such that :
ε ◦ ∂0 = ε ◦ ∂1.
Dually, an augmented cosimplicial object of C can be viewed as a cosimplicial object A[•],
together with a morphism η : A[−1] → A[0] in C , such that ηo is an augmentation for Ao[•].
We say that η is an augmentation for A[•].
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Remark 7.4.12. Let A be a simplicial object of the category C .
(i) For every n ∈ N we have γA[n] := A[n + 1] (notation of (7.4.2)), and the face operators
γA[εi] : γA[n + 1] → γA[n] for i ≤ n + 1 (resp. degeneracy operators γA[ηi] : γA[n] →
γA[n+ 1] for i ≤ n) of γA are ∂i : A[n+ 2]→ A[n+ 1] (resp. σi : A[n+ 1]→ A[n+ 2]); i.e.
we drop ∂n+2 and σn+1. Likewise for the truncated variants.
(ii) The discarded faces ∂n+2 and degeneracies σn+1 can be used to produce natural mor-
phisms
s.A[0]
fA−−→ γA gA−−→ A.
Namely, we set
fA[n] := σn ◦ · · · ◦ σ1 gA[n] := ∂n+1 for every n ∈ N.
For every k ∈ N, the same operation on an object A ∈ Ob(sk+1.C ) yields natural morphisms
s.trunckA
fA−−→ γkA gA−−→ s.trunckA.
(iii) Since there is a unique morphism σn,0 : [n]→ [0] in∆ for every n ∈ N, it is easily seen
that the system (A[σn,0] : A[0]→ A[n]) defines a natural morphism
s.A[0]→ A in s.C .
(iv) Likewise, suppose ε : A[0] → A[−1] is an augmentation for A; since there is exactly
one morphism εn+1−1,0 : ∅→ [n] in∆∧ for every n ∈ N, we see that the system (A[εn+1−1,0] | n ∈ N)
defines a natural morphism
A→ s.A[−1] in s.C .
Definition 7.4.13. Let C be any category. Denote by
ei : ∆
o → [1]/∆o i = 0, 1
the functor that assigns to each [n] ∈ Ob(∆) the unique morphism [n]→ [1] of∆ whose image
is {i}. Let also t : [1]/∆o → ∆o be the target functor (see (1.1.24)). Let A and B be two
simplicial objects of C , and f, g : A→ B two morphisms.
(i) A homotopy from f to g is the datum of a natural transformation
u : A ◦ t⇒ B ◦ t
such that u ∗ e0 = f and u ∗ e1 = g.
(ii) IfA[•] is an augmented simplicial object ofC , with augmentation given by a morphism
ϕ : A → s.A[−1] in s.C , then we say that A is homotopically trivial, if there exist a
morphism ψ : s.A[−1] → A and homotopies u and v, respectively from 1s.A[−1] to
ϕ ◦ ψ, and from 1A to ψ ◦ ϕ.
(iii) Dually, ifC andD are cosimplicial objects ofC , and p, q : C → D any two morphisms
in c.C , then a homotopy from p to q is a homotopy from po to qo in s.C o. Likewise we
define homotopically trivial cosimplicial objects.
Remark 7.4.14. (i) In the situation of definition 7.4.13, suppose that p : A′ → A and q : B →
B′ are any two morphisms in s.C ; then the natural transformation
(q ∗ t) ◦ u ◦ (p ∗ t) : A′ ◦ t⇒ B′ ◦ t
is a homotopy from f ◦ p to q ◦ g. Moreover, if F : C → D is any functor, then
F ∗ u : FA ∗ t⇒ FB ∗ t
is a homotopy from Ff to Fg.
(ii) However, unlike the case for chain homotopies, simplicial homotopies cannot be com-
posed in this generality; hence, the simplicial category s.C cannot be made into a 2-category,
by taking the homotopies as 2-cells.
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(iii) In the same vein, for a general category C , the relation “there exists a homotopy from
f to g” on morphisms of s.C is neither symmetric nor transitive (though it will follow from
theorem 7.4.59 that this is an equivalence relation, in case C is abelian).
7.4.15. Notice that there are exactly n + 1 morphisms ϕ : [n] → [1] for every [n] ∈ Ob(∆),
and they can be labeled by the cardinality of ϕ−1(0) : for every n ∈ N and every k ≤ n+1, we
shall write ϕn,k : [n] → [1] for the unique morphism such that ϕ−1n,k(0) has cardinality k. With
this notation, notice that
ϕn,k ◦ εi =
{
ϕn−1,k if i ≥ k
ϕn−1,k−1 if i < k
and ϕn,k ◦ ηi =
{
ϕn+1,k if i ≥ k
ϕn+1,k+1 if i < k.
Hence, a homotopy u from f to g as in definition 7.4.13, is the same as a system of morphisms
un,k : A[n]→ B[n] for every n ∈ N and every k ≤ n+ 1
such that un,n+1 = f [n] and un,0 = g[n] for every n ∈ N, and the diagrams
A[n]
un,k //
∂i

B[n]
∂i

A[n]
un,k //
σi

B[n]
σi

A[n− 1] un−1,k−a // B[n− 1] A[n + 1] un+1,k+a // B[n+ 1]
commute for every n ∈ N and every k ≤ n + 1, where a := 0 if i ≥ k, and a := 1 if i < k.
7.4.16. A bisimplicial object in a category C is an object of the category s.(s.C ). The latter
can also be regarded as the category of all functors∆o×∆o → C ; it follows that a bisimplicial
object of C is the same as a system (A[p, q] | (p, q) ∈ N × N) of objects of C , together with
morphisms
A[α, β] : A[p, q]→ A[p′, q′] for all morphisms α : [p′]→ [p], β : [q′]→ [q] of ∆
compatible with compositions of morphisms in ∆, in the obvious way. More generally, we
may define inductively the category of n-simplicial objects sn.A , for every n ∈ N, by letting
s0.A := A , and sn.A := s.(sn−1.A ), for every n > 0. The diagonal functor
∆→ ∆×∆ [n] 7→ ([n], [n]) α 7→ (α, α) for all n ∈ N and all morphisms α of ∆
induces a functor
∆C : s
2.C → s.C A 7→ A∆.
Especially, we have A∆[n] := A[n, n] for every n ∈ N, and the face operators ∂i on A∆[n] are
of the form A[εi, εi], for every i = 0, . . . , n (and likewise for the degeneracies). Also, the flip
functor
∆×∆→ ∆×∆ ([m], [n]) 7→ ([n], [m])
induces an endofunctor
fl : s2.A → s2.A
in the obvious way. Furthermore, the endofunctors
∆×∆ γ×1∆−−−−→ ∆×∆ 1∆×γ←−−−− ∆×∆
induce functors
s2.A
γ1←−− s2.A γ2−−→ s2.A
that admit descriptions as in remark 7.4.12(i). Correspondingly, we get natural morphisms
g
(i)
A : γiA→ A for i = 1, 2 and every A ∈ Ob(s2.A )
as in remark 7.4.12(ii).
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Remark 7.4.17. (i) Let C be a category whose finite coproducts are representable. Let also
f .Set be the category of finite sets. To every object S of s.f .Set and every X ∈ Ob(s.C ), we
attach a bisimplicial object S ⊠ X of C as follows. For every n,m ∈ N, we let S ⊠ X [n,m]
be the coproduct of finitely many copies of X [m], indexed by the elements of S[n]; hence, for
every a ∈ S[n] we have a natural morphism ia : X [m] → S ⊠ X [n,m]. If ϕ : [n] → [n′] and
ψ : [m]→ [m′] are any twomorphisms in∆o, we let S⊠X [ϕ, ψ] : S⊠X [n,m]→ S⊠X [n′, m′]
be the unique morphism such that S⊠X [ϕ, ψ]◦ ia = iS[ϕ](a) ◦X [ψ] for every a ∈ S[n]. Clearly,
this rules extends to a well defined functor
s.f .Set× s.C → s2.C (S,X) 7→ S ⊠X.
Likewise, we define X ⊠ S := fl(S ⊠ X) (notation of (7.4.16)). If all coproducts of C are
representable, we may even extend the above construction to arbitrary simplicial sets.
(ii) In the same vein, let A be any abelian category, andM any object of s.Z-Modfg (nota-
tion of (3.6.47)). For any A ∈ Ob(s.A ), we may define a bisimplicial object M ⊠Z A of A ,
by the rule : [n,m] 7→ M [n] ⊗Z A[n] for every n,m ∈ N and [ϕ, ψ] 7→ M [ϕ] ⊗Z A[ψ] for all
morphisms ϕ, ψ of ∆ (where these mixed tensor products are as defined in (3.6.47)). Clearly
these rules yield a well defined functor
s.Z-Modfg × s.A → s2.A (M,A) 7→M ⊠Z A.
Likewise, we set A⊠Z M := fl(M ⊠Z A).
(iii) Furthermore, if (C ,⊗) is any tensor category, and X, Y any two simplicial objects of
C , we may define a bisimplicial objectX ⊠ Y , by the same rule as in (ii). This yields a functor
s.C × s.C → s2.C (X, Y ) 7→ X ⊠ Y.
In this situation (resp. in the situation of (i), resp. of (ii)), we shall let also
X ⊗ Y := (X ⊠ Y )∆ (resp. S ⊗X := (S ⊠X)∆, resp. M ⊗Z A := (M ⊠Z A)∆ )
which we shall call the tensor product of X and Y (resp. of S and X , resp. of M and A).
Notice the natural identifications
S ⊠A
∼→ (S ⊗ s.Z)⊠Z A for every S ∈ Ob(s.f .Set) and every A ∈ Ob(s.A ).
Likewise, if U is any unit object for (C ,⊗), we get natural identifications
S ⊠X
∼→ (S ⊗ s.U)⊠X for every S ∈ Ob(s.f .Set) and everyX ∈ Ob(s.C )
via the isomorphisms uX : X
∼→ U ⊗ X provided by proposition 3.6.6. In the same vein, we
have a natural identification∆0⊗X ∼→ X for everyX ∈ Ob(C ) (notation of example 7.4.5(i)).
(iv) Notice also that if f, g : S → T are any two morphisms of simplicial finite sets, then
– in light of remark 7.4.14(i) – any homotopy u from f to g induces a homotopy u ⊗ X from
f ⊗X to g ⊗X .
(v) Let f, g : A→ B be as in definition 7.4.13. Notice that the datum of a homotopy u from
f to g is the same as that of a morphism
u˜ :∆1 ⊗ A→ B such that u˜ ◦ (∆ε0 ⊗ 1A) = f and u˜ ◦ (∆ε1 ⊗ 1A) = g
(where ε0, ε1 : [0]→ [1] are the face maps : notation of example 7.4.5(ii)). Indeed, given u, we
construct u˜ as follows. For every n ∈ N and every ϕ ∈ ∆1[n], let u˜[n] be the unique morphism
such that u˜[n]◦ iϕ = uϕ. The naturality of u easily implies that this rule amounts to a morphism
u˜ as sought. Conversely, given u˜, we can construct a natural transformation u, by reversing the
foregoing rule.
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Remark 7.4.18. (i) Let (C ,⊗) be a tensor category with internal Hom functor Hom, and unit
object U . To every two objectsX, Y of s.C , we may attach the object of C
Homs.C (X, Y ) := Equal(
∏
n∈N Hom(X [n], Y [n])
d1 //
d0
//
∏
ϕ:[n]→[m] Hom(X [m], Y [n]))
where the second product ranges over the morphisms ϕ of∆, and where
d0 :=
∏
ϕ:[n]→[m]
Hom(X [ϕ], Y [n]) and d1 :=
∏
ϕ:[n]→[m]
Hom(X [m], Y [ϕ]).
Arguing as in example 7.1.16(vi), it is easily seen that there are natural isomorphisms
HomC (Z,Homs.C (X, Y ))
∼→ Homs.C (s.Z ⊗X, Y )
for every Z ∈ Ob(C ) and every X, Y ∈ Ob(s.C ).
(ii) Suppose additionally, that all finite coproducts of C are representable. For every Z ∈
Ob(C ), and every X ∈ Ob(s.C ), consider the simplicial set
HomC (Z,X)
such that HomC (Z,X)[n] := HomC (Z,X [n]) for every n ∈ N, with face and degeneracies
deduced from those of X , in the obvious way. For any k ∈ N, let also∆k be the simplicial set
defined in example 7.4.5(i); we have natural isomorphisms
HomC (Z,Homs.C (∆k ⊗ s.U,X)) ∼→Homs.C (∆k ⊗ s.Z,X)
∼→Homs.Set(∆k,HomC (Z,X))
∼→HomC (Z,X)[k]
where the last isomorphism follows from Yoneda’s lemma (proposition 1.2.6(ii) : details left to
the reader). Applying again Yoneda’s lemma, we deduce a natural isomorphism
Homs.C (∆k ⊗ s.U,X) ∼→ X [k] for every k ∈ N.
(iii) Notice that∆ψ◦∆ϕ =∆ψ◦ϕ for every twomorphismsϕ : [k]→ [k′] and ψ : [k′]→ [k′′]
of ∆∧ (notation of example 7.4.5(ii)). Hence, the system (∆i | i ∈ N) amounts to an object
of c.s.Set. Moreover, since the Yoneda isomorphisms are natural in both X and ∆k, we get a
commutative diagram
Homs.C (∆k′ ⊗ s.U,X) ∼ //
Homs.C (∆ϕ⊗s.U,X)

X [k′]
X[ϕ]

Homs.C (∆k ⊗ s.U,X) ∼ // X [k]
for every morphism ϕ as above.
(iv) Notice as well that the considerations of (ii) and (iii) can be repeated, mutatis mutandis,
for truncated simplicial objects : if X and Y are objects of sn.C and Z is an object of C , then
Homsn.C (X, Y ) (resp. HomC (Z,X)) shall be an object of C (resp. of sk.Set), and we shall
have natural isomorphisms
Homsn.C (s.truncn(∆k ⊗ s.U), X) ∼→ X [k] for every k ≤ n
and similarly for the commutative diagrams of (iii) (details left to the reader).
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7.4.19. Let C be a finitely cocomplete category. Theorem 1.3.4 say that, for every integer
k ∈ N, the k-truncation functor on s.C admits a left adjoint
skk : sk.C → s.C
which is called the k-th skeleton functor. By inspecting the proof of loc.cit. we see that, for
every k-truncated simplicial object F , this adjoint is calculated by the rule :
(7.4.20) skkA[n] := colim
ϕ:[i]→[n]
F [i]
where i ranges over all the integers ≤ k, and ϕ over all the morphisms [i]→ [n] in ∆o, and the
transition maps F [i] → F [j] in the colimit are the morphisms F [ψ] given by all commutative
triangles
(7.4.21)
[i]
ψ //
ϕ ❄
❄❄
❄❄
❄❄
❄
[j]
ϕ⑦⑦
⑦⑦
⑦⑦
⑦
[n]
in∆o.
A morphism α : [n]→ [m] in ∆o induces a morphism skkF [α] : skkA[n] → skkA[m]; namely,
for every ϕ : [i] → [m] one has a natural morphism jϕ : F [i] → skkF [m], and skkF [α] is the
colimit of the system of morphisms
jα◦ψ : F [i]→ skkA[m] for all ψ : [i]→ [n].
It is clear that, for every n,m ≤ k and every α : [n] → [m], the colimit (7.4.20) is realized by
F [n], and under this identification, skkA[α] agrees with F [α], so the unit of adjunction
F → s.trunck ◦ skkF
is an isomorphism. Dually, if all finite limits are representable in C , the truncation functor
admits a right adjoint
coskk : sk.C → s.C
called the k-th coskeleton functor, and a simple inspection of the proof of loc.cit. yields the
rule:
coskkF [n] := lim
ϕ:[n]→[i]
F [i]
where i ranges over the integers ≤ k, and ϕ : [n] → [i] over the morphisms in ∆o, and the
transition maps are as in the foregoing (except that the downwards arrows in the commutative
triangles (7.4.21) are reversed). Especially, we easily deduce that the counit of adjunction
s.trunck ◦ coskkF → F
is an isomorphism. Moreover, if B is another category with small Hom-sets, whose finite
colimits (resp. finite limits) are all representable, and ϕ : B → C is any functor, then for any
F ∈ Ob(sk.B) there is a natural transformation
skk(sk.ϕF )→ s.ϕ(skkF ) ( resp. s.ϕ(coskkF )→ coskk(sk.ϕF ) )
which is an isomorphism, if ϕ is right exact (resp. if ϕ is left exact).
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7.4.22. Let A be an abelian category, and A any object of s.A . For every n > 0, set
dn :=
n∑
i=0
(−1)i · ∂i A[n]→ A[n− 1].
Directly from the simplicial identities (7.4.9) we may compute
dn ◦ dn+1 =
n∑
i=0
n+1∑
j=0
(−1)i+j · ∂i ◦ ∂j
=
n∑
i=0
n+1∑
j>i
(−1)i+j · ∂j−1 ◦ ∂i +
n∑
i=0
∂i ◦ ∂i +
n∑
i=0
n∑
j<i
(−1)i+j · ∂i ◦ ∂j
=
n∑
i=0
n+1∑
j−1>i
(−1)i+j · ∂j−1 ◦ ∂i +
n∑
i=0
n∑
j<i
(−1)i+j · ∂i ◦ ∂j
=0
for every n ∈ N, so we are led to the following :
Definition 7.4.23. Let A be an abelian category, and k ∈ N any integer.
(i) If A[•] is any simplicial object of A , with face operators ∂i, the unnormalized complex
associated to A[•] is the complex (A•, d•) ∈ Ob(C≤0(A )) such that An := A[n] for
every n ∈ N, and dn is defined as in (7.4.22), for every n > 0.
(ii) If A[•] is a k-truncated simplicial object of A , the unnormalized complex associated
to A[•] as the complex (A•, d•) where An and dn are defined as in (i) for every n ≤ k,
and An := 0, dn := 0 for every n > k.
(iii) If A[•] is as in (i) (resp. as in (ii)), the normalized complex associated to A[•] is the
subcomplexN•A of A• such that
N0A := A[0] and NnA :=
n⋂
i=1
Ker ∂i for every n > 0 (resp. for 0 < n ≤ k).
So, the differentialNnA→ Nn−1A equals ∂0, for every n ∈ N (resp. for every n ≤ k).
(iv) If A[•] is as in (i) or (ii), the homology of A in degree n is
HnA := HnA• for every n ∈ N.
(v) Let ε : A→ A−1 be an augmentation for A[•]. One says that the augmented simplicial
object (A, ε) is aspherical, ifHnA = 0 for every n > 0, and ε induces an isomorphism
H0A
∼→ A−1.
7.4.24. Let A be an abelian category, and recall that sn.A and sk.A are both abelian cat-
egories as well, for every n, k ∈ N (remark 3.6.37(ii)); also, clearly the rule of definition
7.4.23(iii) yields natural additive functors
NA : s.A → C≤0(A ) NA ,k : sk.A → C[−k,0](A ) A[•] 7→ N•A for every k ∈ N
and the rules of definition 7.4.23(i,ii) yield additive functors
UA : s.A → C≤0(A ) UA ,k : sk.A → C[−k,0](A ) A[•] 7→ A• for every k ∈ N.
Remark 7.4.25. Let A and A be as in (7.4.22); directly from the simplicial identities (7.4.9)
we may compute
dn ◦ σk =
k−1∑
i=0
(−1)i · σk−1 ◦ ∂i +
n∑
i=k+2
(−1)i · σk ◦ ∂i−1.
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Especially, if we let
D0 := 0 and DnA :=
n−1∑
i=0
Im (σi : A[n− 1]→ A[n]) for every n > 0
we see that dn restricts to a morphism d
′
n : DnA → Dn−1A for every n > 0, hence (D•A, d′•)
is a subcomplex of A•, called the degenerate subcomplex, and clearly we obtain an additive
functor
DA : s.A → C(A ) A 7→ D•A.
Proposition 7.4.26. The natural injections induce a decomposition
A• = N•A⊕D•A in C≤0(A ).
Proof. First, we notice that NnA ∩DnA = 0 for every n ∈ N. Indeed, it suffices to check that
NnA ∩ Im(σi) = 0 for every i = 0, . . . , n − 1, but the latter follows easily from the identity
∂i+1 ◦ σi = 1A[n−1]. To conclude the proof, it suffices to show that NnA + DnA = An for
every n ∈ N. Indeed, set K0 := An and define inductively Ki := Ki−1 ∩ Ker ∂i for every
i = 1, . . . , n; to prove the latter assertion, it suffices to check that
(7.4.27) (1An − σi · ∂i)(Ki) ⊂ Ki+1 for every i = 0, . . . , n.
However, we have :
∂j ◦ (1An − σi · ∂i) = ∂j − σi−1 ◦ ∂i−1 ◦ ∂j whenever j < i
and ∂i ◦ (1An − σi · ∂i) = ∂i − ∂i = 0, whence (7.4.27). 
Example 7.4.28. (i) Let S be any simplicial set, and set ZS := S ⊗ s.Z (notation of remark
7.4.17(iii)); we wish to give an explicit description of the complexN•Z
S . To begin with, notice
that ZS [n] is the free abelian group with basis indexed by S[n], for every n ∈ N, and for every
x ∈ S[n] denote by ex ∈ ZS[n] the corresponding basis element. Next, set
DnS :=
n−1⋃
i=0
Im (σi : S[n− 1]→ S[n]) and NnS := S[n] \DnS for every n ∈ N.
From proposition 7.4.26, we see thatNnZ
S can be naturally identified with the direct summand
of ZS [n] generated by the system (ex | x ∈ NnS), for every n ∈ N. In order to describe the
differential dn, let us define ex := ex if x ∈ NnS, and ex := 0 if x ∈ DnS. Then we may write
dn(ex) =
n∑
i=0
(−1)i · e∂ix for every n ∈ N and every x ∈ NnS.
The verifications are straightforward, and shall be left to the reader.
(ii) For instance, for any i ∈ N consider the simplicial set∆i of example 7.4.5(i), and set
K〈i〉• := N•Z∆i
where Z∆i is defined as in (i). Notice that this notation agrees with that of remark 7.1.19(ii). It
is easily seen that a morphism [n]→ [i] of∆ lies inDn∆i if and only if it is not injective; hence
Nn∆i is the set of all injective maps ϕ : [n]→ [i] of ∆. We deduce a natural isomorphism
K〈i〉n ∼→ Λn+1Z Z⊕i+1 for every i, n ∈ N.
Namely, to any map ϕ as above, we assign the exterior product eϕ(0) ∧ · · · ∧ eϕ(n), where
e0, . . . , ei denotes the canonical basis of Z
⊕i+1. Under this isomorphism, the differential of
K〈i〉• gets identified with the differential of the Koszul complex attached to the sequence
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1i+1 := (1, . . . , 1) ∈ Z⊕i+1, that will be introduced in (7.8). Summing up, we obtain natu-
ral short exact sequences
0→ K〈i〉•[1]→ K•(1i+1)→ Z[0]→ 0 for every i ∈ N
where [1] denotes the shift operator, and Z[0] is the complex with Z in degree zero : see (7.1.3).
(iii) Let A be any abelian category, A ∈ Ob(s.A ) and Z ∈ Ob(A ). Notice that the
simplicial set HomA (Z,A) of remark 7.4.18(ii) is actually a simplicial abelian group, and a
direct inspection of the arguments of loc.cit. yields a natural isomorphism of abelian groups
Homs.Z-Mod(Z
∆i ,HomA (Z,A))
∼→ HomA (Z,A[i]) for every i ∈ N.
7.4.29. Keep the notation of remark 7.4.25, and let
jA• : N•A→ A• qA• : A• → N•A
be respectively the injection and the projection with kernel D•A. Then the rules : A 7→ jA• and
A 7→ qA• define natural transformations
j• : NA ⇒ UA q• : UA ⇒ NA .
With this notation, we may state :
Theorem 7.4.30. With the notation of remark (7.4.29), we have :
(i) The injection jA• is a homotopy equivalence, andD•A is homotopically trivial.
(ii) More precisely, there exist natural modifications
j• ◦ q•  1UA q• ◦ j•  1NA
on the 2-category C(A ) as in example 7.1.13(ii) (see definition 2.2.9).
(iii) Especially, the natural map
HiN•A→ HiA
is an isomorphism, for every i ∈ N.
Proof. Clearly (ii)⇒(i), and (i)⇒(iii), by virtue of remark 7.1.15(ii). To show (ii), set ϕA0 :=
1A0 and ϕ
A
n := 1A[n] − σn−1 ◦ ∂n : An → An for every n > 0. We notice :
Claim 7.4.31. The system (ϕAn | n ∈ N) defines an endomorphism of A•, which is homotopi-
cally equivalent to 1A• .
Proof of the claim. Indeed, let sn := (−1)n · σn : An → An+1 for every n ∈ N, and define
sn := 0 for every n < 0. Using the simplicial identities (7.4.9) we compute :
sn−1 ◦ dn + dn+1 ◦ sn =(−1)n−1 ·
n∑
j=0
(−1)j · (σn−1 ◦ ∂j − ∂j ◦ σn)
=ϕAn − 1A[n] + (−1)n−1 ·
n−1∑
j=0
(−1)j · (σn−1 ◦ ∂j − σn−1 ◦ ∂j)
=ϕAn − 1A[n]
for every n > 0, and for n = 0 we have as well s−1 ◦ d0 + d1 ◦ s0 = 0, whence the claim. ♦
Notice that the homotopy exhibited in the proof of claim 7.4.31 is natural in A, so it already
yields the first sought modification. Next, for every simplicial object B of A , let γB and
gB : γB → B be as in remark 7.4.12(i,ii), and define inductively
β0A := A and βn+1A := Ker gβnA for every n ∈ N.
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A simple inspection shows that
Nn+iA ⊂ βnA[i] and βnA[0] = NnA for every i, n ∈ N.
Hence, we may define a subcomplex B
(n)
• of A• for every n ∈ N, as follows. For i = 0, . . . , n
we let B
(n)
i := NiA, and for i > n we let B
(n)
i := (β
nA)[n + i] (notation of (7.1.3)). The
differential of B
(n)
• is of course just the restriction of that of A•. By construction, N•A is a
subcomplex of B
(n)
• , for all n ∈ N. Next, we define an endomorphism f (n)• of B(n)• , by setting
f
(n)
i := 1B(n)i
for every i ≤ n, and f (n)i := ϕβ
nA
i for i > n.
Notice that the restriction of f
(n)
• to the subcomplexN•A is just the inclusion mapN•A→ B(n)• .
Clearly B(n+1) ⊂ B(n) for every n ∈ N, and we remark that f (n)• factors through the inclusion
map B(n+1) ⊂ B(n). Indeed, since B(n)i = B(n+1)i for every i ≤ n, the assertion is obvious
for this range of degrees; so we have only to check that ϕβ
nA
• factors through β
n+1A• for every
n ∈ N, and an easy induction reduces to checking that ϕA• factors through B(1)• . But the latter
assertion comes down to the identity ∂i ◦ϕAi = 0 for every i > 0, which follows easily from the
simplicial identities (7.4.9).
If (si | i ∈ N) is the homotopy between 1βnA• and ϕβnA• supplied by claim 7.4.31, then we
obtain a homotopy (t
(n)
i | i ∈ N) between 1B(n)• and f
(n)
• , by setting
t
(n)
i := 0 for every i < n, and t
(n)
i := si−n for i ≥ n.
Notice that Im t
(n)
i ⊂ Di+1A for every i, n ∈ N. Thus, for every n ∈ N, let h(n)• : B(n)• →
B
(n+1)
• be the morphism of complexes deduced from f
(n)
• and j
(n)
• : B(n) → A• the inclusion
map, and set q
(n)
• := h
(n)
• ◦ · · · ◦ h(0)• ; it follows easily that the composition
p(n)• := j
(n+1)
• ◦ q(n)• : A• → A•
is homotopically equivalent to 1A• , for every n ∈ N. More precisely, a direct inspection shows
that the system of morphisms
τ
(n)
i :=
n−1∑
k=0
j(k+1)• ◦ t(k+1)• ◦ q(k)• for every i ∈ N
provides a homotopy between 1A• and p
(n)
• . Furthermore, it is clear that
p
(n)
i = p
(m)
i and τ
(n)
i = τ
(m)
i for everym ≥ n and every i ≤ n
so, we finally get an endomorphism p• : A• → A• by setting pi := p(i)i for every i ∈ N, and a
homotopy τ• between p• and 1A• , with τi := τ
(i)
i for every i ∈ N. By construction, p• factors
through jA• , and moreover, the restriction of p• to the subcomplex N•A is just j
A
• , so j
A
• is a
homotopy equivalence, via natural homotopies, as stated.
Lastly, notice that Im τi ⊂ Di+1A for every i ∈ N, from which it follows easily that
pi(DiA) ⊂ DiA for every i ∈ N, and then the foregoing implies that Ker p• = D•A. We
conclude that D•A is homotopically trivial, as stated. 
7.4.32. By iterating U, we get a functor from bisimplicial objects to double complexes
U2A : s
2.A
s.UA−−−−→ s.C(A ) UC(A )−−−−→ C(C(A )) A[•, •] 7→ A••
and notice that this functor is naturally isomorphic to the functor
s2.A
Us.A−−−−→ C(s.A ) C(UA )−−−−−→ C(C(A )).
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In the same vein, theorem 7.4.30 yields natural decompositions of additive functors :
(7.4.33) U2A = (C(NA )⊕ C(DA )) ◦ (Ns.A ⊕ Ds.A )
and if we let
N2A := C(NA ) ◦ Ns.A : s2.A → C(C(A )) A 7→ N••A
the natural morphism
iA• : TotN••A→ TotA••
is a homotopy equivalence.
7.4.34. We wish next to exhibit two natural transformations
A∆•
AWA•−−−→ TotA•• Sh
A
•−−−→ A∆• for every A ∈ Ob(s2.A ).
Namely, for every n ∈ N, define :
• ShAn as the sum, for all p, q ∈ N such that p+ q = n, of the shuffle maps
ShAp,q :=
∑
µν
εµν · A[ην1 ◦ · · · ◦ ηνq , ηµ1 ◦ · · · ◦ ηµp] : Ap,q → An,n
where the sum ranges over the shuffle permutations (µ, ν) of type (p, q) of the set
{0, . . . , p + q − 1} (these are the permutations described in [52, §4.3.15]), and εµν is
the sign of the permutation (µ, ν)
• AWAn as the sum, for all p, q ∈ N such that p + q = n, of the Alexander-Whitney maps
AWAp,q := A[ε
q∨
p,0, ε
p
q,0] : An,n → Ap,q
(notation of example 7.4.7(ii)). Clearly, for every p, q ∈ N the rule A 7→ Ap,q defines a functor
•[p, q] : s2.A → A
and the maps ShAp,q and AW
A
p,q yield natural transformations
Shp,q : •[p, q]⇒ •[p+ q, p+ q] AWp,q : •[p + q, p+ q]⇒ •[p, q].
Proposition 7.4.35. With the notation of (7.4.24), the sequence (ShAn | n ∈ N) defines a mor-
phism of chain complexes
ShA• : TotA•• → A∆• for every A ∈ Ob(s2.A ).
Proof. For any bisimplicial object A of A , set A−1,q = Ap,−1 := 0 for every p, q ∈ Z, and let
A[ε0, 1[q]] : A0,q → A−1,q A[1[p], ε0] : Ap,0 → Ap,−1 A[ε0, ε0] : A0,0 → A−1,−1
be the zero maps; likewise, let ShA−1,q : A−1,q → Aq−1,q−1 and ShAp,−1 : Ap,−1 → Ap−1,p−1 be
the zero maps, and notice that also ShA0,0 is the zero map. We define
dA,hp,q :=
p∑
i=0
(−1)i ·A[εi, 1[q]] : Ap,q → Ap−1,q dA,vp,q :=
q∑
i=0
(−1)j ·A[1[p], εi] : Ap,q → Ap,q−1
so, for every n ∈ N the differential dn in degree n of TotA•• is the sum of the maps
dA,hp,q + (−1)p · dA,vp,q : Ap,q → Ap−1,q ⊕ Ap,q−1 for all p, q ∈ N such that p+ q = n
whereas the differential of A∆• is the morphism
dAn :=
n∑
i=1
A[εi, εi] : An,n → An−1,n−1
and we have to check the identity
(7.4.36) dAp+q ◦ ShAp,q = ShAp−1,q ◦ dA,hp,q + (−1)p · ShAp,q−1 ◦ dA,vp,q for all p, q ∈ N.
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Now, we set B := γ1A, C := γ2A, D := γ2B (notation of (7.4.16)), but for the purpose of
this proof, we shall modify the differentials of the double complexes B•• and C•• in certain low
degrees : namely, we define
dB,h0,q := A[ε0, 1[q]] d
C,v
p,0 := A[1[p], ε0] for every p, q ∈ N.
Claim 7.4.37. With the foregoing notation, the following holds :
(i) ShAp,q = (−1)q · ShDp−1,q ◦ A[1[p], ηq] + ShDp,q−1 ◦ A[ηp, 1[q]] for every p, q ∈ N.
(ii) A[εp+q−1, εp+q−1] ◦ ShDp−1,q−1 = ShAp−1,q−1 ◦ A[εp, εq] for every p, q > 0.
(iii) A[εp+q, εp+q] ◦ ShAp,q = (−1)q · ShAp−1,q ◦ A[εp, 1[q]] + ShAp,q−1 ◦ A[1[p], εq] for every
p, q ∈ N.
Proof of the claim. (i): First, we notice the identities :
(7.4.38)
A[1[p+q], ηp+q] ◦ ShAp,q =ShCp,q ◦ A[1[p], ηq]
A[ηp+q, 1[p+q]] ◦ ShAp,q =ShBp,q ◦ A[ηp, 1[q]].
for every p, q ∈ N
that are deduced from the identities
ηµ1 ◦ · · · ◦ ηµp ◦ ηp+q = ηq ◦ ηµ1 ◦ · · · ◦ ηµp
ην1 ◦ · · · ◦ ηνq ◦ ηp+q = ηp ◦ ην1 ◦ · · · ◦ ηνq
which in turn follow from the simplicial identities for degeneracy maps. By applying the first
(resp. second) identity (7.4.38) with A replaced by B (resp. by C) and p replaced by p − 1
(resp. with q replaced by q − 1) we get :
(7.4.39)
A[1[p+q], ηp+q−1] ◦ ShBp−1,q =ShDp−1,q ◦ A[1[p], ηq]
A[ηp+q−1, 1[p+q]] ◦ ShCp,q−1 =ShDp,q−1 ◦ A[ηp, 1[q]].
for every p, q ∈ N.
Now, suppose first that p, q > 0, and let (µ, ν) be any (p, q)-shuffle of {0, . . . , p + q − 1}; then
either µp = p+ q−1 or νq = p+ q−1. In the first (resp. second) case, after removing µp (resp.
νq) we get a (p− 1, q)-shuffle (resp. a (p, q − 1)-shuffle) (µ, ν) with
εµν = (−1)q · εµν (resp. εµν = εµν).
However, the first (resp. second) left-hand side of (7.4.39) contains precisely all the terms of
the first (resp. second) type occurring in the definition of ShAp,q, so we get (i) in this case. The
cases where either p = 0 or q = 0 can be dealt with by a similar, but simpler, argument.
(ii) follows by naturality of Shp−1,q−1, applied to the morphism g
(1)
A ◦ g(2)B : D → A from
(7.4.16).
(iii): The case where p = q = 0 is obvious, and the other cases follow by composing both
sides of (i) with A[εp+q, εp+q], applying (ii), and recalling that ηq ◦ εq = 1[q] : details left to the
reader. ♦
Now, a simple inspection shows that (7.4.36) follows from claim 7.4.37(iii) and the following
Claim 7.4.40. dDp+q−1 ◦ ShAp,q = ShAp−1,q ◦ dB,hp−1,q + (−1)p · ShAp,q−1 ◦ dC,vp,q−1 for every p, q ∈ N.
Proof of the claim. Consider first the case where p = 0. If q ≤ 1, it is easily seen that both
sides of the stated identity vanish; if q ≥ 2, the left-hand side is
dDq−1 ◦ A[η0 ◦ · · · ◦ ηq−1, 1[q]] =
q−1∑
i=0
(−1)i · A[η0 ◦ · · · ◦ ηq−1 ◦ εi, εi]
and the right-hand side is
A[η0 ◦ · · · ◦ ηq−2, 1[q]] ◦ dC,v0,q−1 =
q−1∑
i=0
(−1)i · A[η0 ◦ · · · ◦ ηq−2, εi]
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so in this case the assertion comes down to the obvious identity
η0 ◦ · · · ◦ ηq−1 ◦ εi = η0 ◦ · · · ◦ ηq−2 : [q − 2]→ [0] for every i = 0, . . . , q − 1.
Likewise we deal with the case where q = 0. It follows already that (7.4.36) holds for these
values of (p, q), and for every bisimplicial object A of A ; especially, we get
(7.4.41) dDq ◦ ShD0,q = ShD0,q−1 ◦ dD,v0,q for every q ∈ N.
Next, for p = q = 1, a direct computation shows that both sides equal
A[ε0 ◦ η0, 1[1]]− A[1[1], ε0 ◦ η0] : A1,1 → A1,1.
We prove now, by induction on q, that the assertion holds for p = 1. This is already known for
q ≤ 1, so suppose that r > 1, and that the assertion holds for p = 1 and every q < r. The latter
implies that also (7.4.36) holds for these values of (p, q), and for every bisimplicial object A of
A ; especially, we get
(7.4.42) dDr ◦ ShD1,r−1 = ShD0,r−1 ◦ dD,h1,r−1 − ShD1,r−2 ◦ dD,v1,r−1.
On the other hand, claim 7.4.37(i) says that
dDr ◦ ShA1,r = (−1)r · dDr ◦ ShD0,r ◦ A[1[1], ηr] + dDr ◦ ShD1,r−1 ◦ A[η1, 1[r]]
Combining with (7.4.41) and (7.4.42) we obtain
dDr ◦ShA1,r = (−1)r ·ShD0,r−1 ◦dD,v0,r ◦A[1[1], ηr]+(ShD0,r−1 ◦dD,h1,r−1−ShD1,r−2 ◦dD,v1,r−1)◦A[η1, 1[r]].
However, we have
dD,h1,r−1 ◦ A[η1, 1[r]] = A[η1 ◦ ε0, 1[r]]−A[1[1], 1[r]] = A[ε0 ◦ η0, 1[r]]− 1A[1,r]
so we can rewrite dDr ◦ ShA1,r = ϕ1 + ϕ2 − ϕ3, where
ϕ1 :=Sh
D
0,r−1 ◦ ((−1)r · dD,v0,r ◦ A[1[1], ηr]− 1A[1,r]) = (−1)r · ShD0,r−1 ◦ A[1[1], ηr−1] ◦ dC,v1,r−1
ϕ2 :=Sh
D
0,r−1 ◦ A[ε0 ◦ η0, 1[r]]
ϕ3 :=Sh
D
1,r−2 ◦ dD,v1,r−1 ◦ A[η1, 1[r]].
On the other hand, using claim 7.4.37(i), we can compute
ShA0,r ◦ dB,h0,r−1 =ShD0,r−1 ◦ A[η0, 1[r]] ◦ dB,h0,r−1 = ϕ2
ShA1,r−1 ◦ dC,v1,r−1 =((−1)r−1 · ShD0,r−1 ◦A[1[1], ηr−1] + ShD1,r−2 ◦ A[η1, 1[r−1]]) ◦ dC,v1,r−1
=ϕ3 − ϕ1
which shows that the claim holds for p = 1 and q = r, and concludes the induction.
Lastly, we prove the claim for every p, q ∈ N, by induction on p+ q; notice that the foregoing
already shows that the assertion holds whenever p + q ≤ 2. Thus, let r > 2, and suppose that
the claim is already known for every pair (p, q) such that p+ q < r; then also (7.4.36) holds for
such values of p and q, and especially we get
(7.4.43) dDp+q ◦ ShDp,q = ShDp−1,q ◦ dD,hp,q + (−1)p · ShDp,q−1 ◦ dD,vp,q whenever p+ q < r.
Let (p′, q′) be a pair such that p′ + q′ = r; combining (7.4.43) with claim 7.4.37(i), we get
dDp′+q′−1 ◦ ShAp′,q′ =(−1)q
′ · (ShDp′−2,q′ ◦ dD,hp′−1,q′ − (−1)p
′ · ShDp′−1,q′−1 ◦ dD,vp′−1,q′) ◦ A[1[p′], ηq′ ]
+ (ShDp′−1,q′−1 ◦ dD,hp′,q′−1 + (−1)p
′ · ShDp′,q′−2 ◦ dD,vp′,q′−1) ◦ A[ηp′, 1[q′]].
On the other hand, after noticing that
dD,hp′,q′−1 ◦ A[ηp′, 1[q′]]− (−1)p
′ · 1A[p′,q′] =A[ηp′−1, 1[q′]] ◦ dB,hp′−1,q′
dD,vp′−1,q′ ◦ A[1[p′], ηq′]− (−1)q
′ · 1A[p′,q′] =A[1[p′], ηq′−1] ◦ dC,vp′,q′−1
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we may apply claim 7.4.37(i), to compute
ShAp′−1,q′ ◦ dB,hp′−1,q′ = ((−1)q
′ · ShDp′−2,q′ ◦ A[1[p′−1], ηq′ ] + ShDp′−1,q′−1 ◦ A[ηp′−1, 1[q′]]) ◦ dB,hp′−1,q′
= (−1)q′ · ShDp′−2,q′ ◦ dD,hp′−1,q′ ◦ A[1[p′], ηq′]− (−1)p
′ · ShDp′−1,q′−1
+ ShDp′−1,q′−1 ◦ dD,hp′,q′−1 ◦ A[ηp′, 1[q′]]
and
ShAp′,q′−1 ◦ dC,vp′,q′−1 =((−1)q
′−1 · ShDp′−1,q′−1 ◦ A[1[p′], ηq′−1]
+ ShDp′,q′−2 ◦ A[ηp′, 1[q′−1]]) ◦ dC,vp′,q′−1
=(−1)q′−1 · ShDp′−1,q′−1 ◦ dD,vp′−1,q′ ◦A[1[p′], ηq′] + ShDp′−1,q′−1
+ ShDp′,q′−2 ◦ dD,vp′,q′−1 ◦ A[ηp′, 1[q′]].
Finally, the sought identity for the pair (p′, q′) follows by comparing the last two identities with
the previous one for dDp′+q′−1 ◦ ShAp′,q′ , and this concludes the proof of the inductive step. 
Proposition 7.4.44. With the notation of (7.4.24), the sequence (AWAn | n ∈ N) defines a
morphism of chain complexes
AWA• : A
∆
• → TotA•• for every A ∈ Ob(s2.A ).
Proof. Denote by dT• the differential ofTotA••, and keep the notation of the proof of proposition
7.4.35; we have to check the identity
(7.4.45) AWn−1 ◦ dAn = dTn ◦ AWn for every n ∈ N.
However, say that p, q ∈ N and p + q = n; the projection of the right-hand side of (7.4.45) on
the direct summand Ap−1,q of (TotA••)n−1 equals
(7.4.46) dA,hp,q ◦ AWp,q + (−1)p−1 · dA,vp−1,q+1 ◦ AWp−1,q+1.
Unwinding the definition, (7.4.46) is found to be
p∑
i=0
(−1)i · A[εq∨p,0 ◦ εi, εpq,0]− (−1)p ·
q+1∑
i=0
(−1)i · A[εq+1∨p−1,0, εp−1q+1,0 ◦ εi]
which we may rewrite as
(7.4.47)
p−1∑
i=0
(−1)i ·A[εq∨p,0 ◦ εi, εpq,0] +
p+q∑
i=p
(−1)i ·A[εq+1∨p−1,0, εp−1q+1,0 ◦ εi−p+1].
On the other hand, the projection of the left-hand side of (7.4.45) onto Ap−1,q equals
n∑
i=0
(−1)i ·A[εi ◦ εq∨p−1,0, εi ◦ εp−1q,0 ].
To compare the latter with (7.4.47), it suffices to remark that
εi ◦ εq∨p−1,0 =
{
εq∨p,0 ◦ εi if i < p
εq+1∨p−1,0 if i ≥ p
and εi ◦ εp−1q,0 =
{
εpq,0 if i < p
εp−1q+1,0 ◦ εi if i ≥ p
which are all deduced from the simplicial identities for the εi. The proposition follows. 
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7.4.48. Propositions 7.4.35 and 7.4.44 yield natural transformations of functors
TotU2A
Sh• //
UA ◦∆A .
AW•
oo
Now, denote by hA : C(A ) → Hot(A ) the natural functor (this induces the identity on the
objects, and the projection on the group of morphisms); there follow natural transformations
hA ◦ TotU2A
hA ∗Sh• //
hA ◦ UA ◦∆A .
hA ∗AW•
oo between functors s2.A → Hot(A ).
Theorem 7.4.49 (Eilenberg-Zilber-Cartier). With the notation of (7.4.48), we have :
(i) hA ∗ AW• and hA ∗ Sh• are mutually inverse isomorphisms of functors.
(ii) More precisely, there exist natural modifications (see definition 2.2.9)
AW• ◦ Sh•  1TotU2A Sh• ◦ AW•  1UA ◦∆A .
Proof. Let pA• : TotA•• → TotN••A be the projection whose kernel is the sum of the re-
maining three direct summands in the decomposition Tot (7.4.33); explicitly, in each degree
n ∈ N, this kernel is the sum of the subobjects ImA[ηi, 1[q]] and ImA[1[p], ηj] of Ap,q, for every
i = 0, . . . , p − 1, j = 0, . . . , q − 1, and every p, q ∈ N such that p + q = n. Likewise, let
jA• : N•A
∆ → A∆• and qA• : A∆• → N•A∆ be as in (7.4.29); theorem 7.4.30 and the discussion
of (7.4.32) show that the pairs (pA• , i
A
• ) and (j
A
• , q
A
• ) induce mutually inverse isomorphisms in
Hot(A ), so it suffices to check that the same holds for the compositions
ShA• := q
A
• ◦ ShA• ◦ iA• : TotN••A→ N•A∆ AWA• := pA• ◦ AWA• ◦ jA• : N•A∆ → TotN••A
for every bisimplicial object A of A . However, we have
Claim 7.4.50. pA• ◦ AWA• ◦ ShA• ◦ iA• = 1TotN••A.
Proof of the claim. More precisely, say that p+ q = n, consider the composition
fp,q : Ap,q
ShAp,q−−−→ Ap+q,p+q AW
A
n−−−→ (TotA••)n
and let gp,q : Ap,q → (TotA••)n be the inclusion map; we shall show that fp,q − gp,q ⊂ Ker pAn .
Indeed, we have
fp,q =
n∑
i=0
∑
(µ,ν)
εµν · A[ην1 ◦ · · · ◦ ηνq ◦ εn−i∨i,0 , ηµ1 ◦ · · · ◦ ηµp ◦ εin−i,0]
(notation of (7.4.34), and εin−i,0 is defined as in the proof of proposition 7.4.44). However, if
i < p, then ηµ1 ◦ · · · ◦ ηµp ◦ εin−i,0 is of the form τ ◦ ηµp for some τ : [p+ q− i− 1]→ [q], so the
corresponding term does lie in Ker pAn . If i > p, then ην1 ◦ · · · ◦ ηνq ◦ εn−i∨i,0 is of the form τ ◦ ηk
for some k ≤ νq and some τ : [i − 1] → [p], so this term likewise lies in Ker pAn . It remains to
consider the terms with i = p; however, a simple inspection shows that ην1 ◦ · · · ◦ ηνq ◦ εn−p∨p,0 is
of the same form as above, unless ν1 is either p− 1 or p (details left to the reader); furthermore,
if ν1 = p− 1, then µp ≥ p, in which case ηµ1 ◦ · · · ◦ ηµp ◦ εin−i,0 is of the form described above.
In all these cases, the corresponding term again lies in Ker pAn . So, it remains only to consider
the single case where (µ, ν) is the identity permutation, whose sign equals 1; in this case, the
corresponding term is none else than A[1[p], 1[q]], whence the claim. ♦
Claim 7.4.50 and theorem 7.4.30(ii) already yield the existence of the sought modification
AW• ◦ Sh•  1TotU2A . Next we define, for every n ∈ N, a natural transformation
sn : •[n] ◦∆A ⇒ •[n+ 1] ◦∆A
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(notation of (7.4.4); so sAn is a morphismA[n, n]→ A[n+1, n+1] for every object A of s2.A ).
The construction is by induction on n : for n = 0 we let sA0 : A[0, 0] → A[1, 1] be the zero
morphism; for n > 0 we set
sAn := Sh
A′
n ◦ AWA
′
n ◦ A[η0, η0]− sA
′
n−1 where A
′ := (γ2 ◦ γ1(A∨))∨
(notation of (7.4.16) and (7.4.2) : explicitly, we have A′[p, q] := A[p + 1, q + 1] for every
p, q ∈ N, and A′[εi, εj] := A[εi+1, εj+1], and likewise for A′[εi, ηj], A′[ηi, εj] and A′[ηi, ηj], for
every face and degeneracy map of ∆). We have
Claim 7.4.51. The system (qAn+1◦sAn ◦ jAn | n ∈ N) is a homotopy qA• ◦ShA• ◦AWA• ◦ jA• ⇒ 1N•A∆ .
Proof of the claim. Denote by dA• the differential ofA
∆
• , and let d
A
0 : A
∆
0 → 0 and sA−1 : 0→ A∆0
be the zero morphisms. We check, more precisely, that
qAn ◦ (dAn+1 ◦ sAn + sAn−1 ◦ dAn ) = qAn ◦ ShAn ◦ AWAn − qAn for every n ∈ N.
We argue by induction on n, and the assertion is clear for n = 0. For n = 1, notice that
ShA1 ◦ AWA1 = A[ε1 ◦ η0, 1[1]] + A[1[1], ε0 ◦ η0] : A1,1 → A1,1.
It follows that
sA1 = Sh
A′
1 ◦ AWA
′
1 ◦ A[η0, η0] = (A[ε1 ◦ η0 ◦ η0, η0] + A[η0, η1])
whence
dA2 ◦ sA1 = ShA1 ◦ AWA1 − 1A[1,1] + A[ε1 ◦ ε1 ◦ η0, ε1 ◦ η0]
(details left to the reader). Since ImA[η0, η0] ⊂ Ker qA2 , the assertion follows in this case. Next,
suppose that r > 1, and that the sought identity is already known for every n < r, and every
bisimplicial object A; especially, it holds forA′, so if we let dA
′
• be the differential ofA
′
•, we get
(7.4.52) qA
′
r−1 ◦ (dA
′
r ◦ sA
′
r−1 + s
A′
r−2 ◦ dA
′
r−1) = q
A′
r−1 ◦ ShA
′
r−1 ◦ AWA
′
r−1 − qA
′
r−1.
On the other hand, after noticing that
dA
′
r ◦ A[η0, η0] = 1A[r,r] − A[η0, η0] ◦ dA
′
r−1
we may compute
dA
′
r ◦ sAr = dA
′
r ◦ ShA
′
r ◦ AWA
′
r ◦ A[η0, η0]− dA
′
r ◦ sA
′
r−1
=ShA
′
r ◦ AWA
′
r ◦ dA
′
r ◦ A[η0, η0]− dA
′
r ◦ sA
′
r−1
=ShA
′
r ◦ AWA
′
r − ShA
′
r ◦ AWA
′
r ◦ A[η0, η0] ◦ dA
′
r−1 − dA
′
r ◦ sA
′
r−1
which, combined with (7.4.52), implies
(7.4.53) qA
′
r−1 ◦ (dA
′
r ◦ sAr + sAr−1 ◦ dA
′
r−1) = −qA
′
r−1.
Furthermore, notice the natural morphism in s2.A
(g
(1)
A∨ ◦ g(2)γ1A∨)∨ : A′ → A
supplied by (7.4.16); explicitly, for every p, q ∈ N, this morphism is given by the discarded face
operator A[ε0, ε0] : A[p+ 1, q + 1]→ A[p, q]. Then, the naturality of s•, Sh• and AW• implies
A[ε0, ε0] ◦ sAr =A[ε0, ε0] ◦ ShA
′
r ◦ AWA
′
r ◦ A[η0, η0]−A[ε0, ε0] ◦ sA
′
r−1
= ShAr ◦ AWAr ◦ A[η0 ◦ ε0, η0 ◦ ε0]− sAr−1 ◦ A[ε0, ε0]
= ShAr ◦ AWAr − sAr−1 ◦ A[ε0, ε0].
Lastly, recalling that dAr = A[ε0, ε0]−dA′r−1, the latter identity can be added to (7.4.53), to deduce
qA
′
r−1 ◦ (dAr+1 ◦ sAr + sAr−1 ◦ dAr ) = qA
′
r−1 ◦ ShAr ◦ AWAr − qA
′
r−1.
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Now, to prove the assertion in degree r, it suffices to observe that qAr factors through q
A′
r−1. ♦
Claim 7.4.51 and theorem 7.4.30(ii) supply the second sought modification, and conclude the
proof of the theorem. 
7.4.54. Let (A ,⊗) be an abelian tensor category, A[•] and B[•] two objects of s.A , and
define the bisimplicial objects A ⊠ B and B ⊠ A, as well as the simplicial objects A ⊗ B
and B ⊗ A of A as in remark 7.4.17(iii). Notice that the system of commutativity constraints
(ΨA[n],B[n] | n ∈ N) amounts to an isomorphism
ΨA⊗B : A⊗B ∼→ B ⊗A in s.A
whence an isomorphism Ψ(A⊗B)• : (A ⊗ B)• ∼→ (B ⊗ A)• on the respective unnormalized
complexes.
Proposition 7.4.55. With the notation of (7.4.54), the diagram of chain complexes
Tot(A⊠B)••
Ψ•A•,B• //
ShA⊠B•

Tot(B ⊠ A)••
ShB⊠A•

(A⊗B)•
Ψ(A⊗B)• // (B ⊗ A)•
commutes, where Ψ•A•,B• is the commutativity constraint for the unnormalized chain complexes
A• and B•, as in (7.1.17).
Proof. The assertion boils down to the identity
(7.4.56) (−1)pq · ShB⊠Aq,p ◦ΨA[p],B[q] = ΨA[n],B[n] ◦ ShA⊠Bp,q
for every p, q ∈ N with p+ q = n. For the latter, suppose first that p = 0, in which case
ShA⊠Bp,q = A[η0 ◦ · · · ◦ ηq−1]⊗ 1B[q] and ShB⊠Aq,p = 1B[q] ⊗ A[η0 ◦ · · · ◦ ηq−1]
from which we derive (7.4.56), using the naturality of Ψ (details left to the reader). Likewise
we argue for the case where q = 0. For the general case, we proceed by induction on n. The
cases n = 0, 1 have already been dealt with, so suppose r ≥ 2, and that the sought identity is
already known for every pair of integers whose sum is < n, and every objects A,B of s.A . By
the foregoing, we may also assume that both p, q > 0, and then claim 7.4.37(i) implies that
ShA⊠Bp,q = (−1)q · ShγA⊠γBp−1,q ◦ (1A[p] ⊗ B[ηq]) + ShγA⊠γBp,q−1 ◦ (A[ηp]⊗ 1B[q]).
However, it follows easily from remark 3.6.34(iii) that Ψ is an additive functor in both of its
arguments; combining with the inductive assumption, we deduce that
ΨA[n],B[n] ◦ ShA⊠Bp,q = (−1)pq · ShγB⊠γAq,p−1 ◦ΨA[p],B[q+1] ◦ (1A[p] ⊗ B[ηq])
+ (−1)p(q−1) · ShγB⊠γAq−1,p ◦ΨA[p+1],B[q] ◦ (A[ηp]⊗ 1B[q])
= (−1)pq · ShγB⊠γAq,p−1 ◦ (B[ηq]⊗ 1A[p]) ◦ΨA[p],B[q]
+ (−1)p(q−1) · ShγB⊠γAq−1,p ◦ (1B[q] ⊗A[ηp]) ◦ΨA[p],B[q]
= (−1)pq · ShB⊠Aq,p ◦ΨA[p],B[q]
where the last equality follows again from claim 7.4.37(i) and the additivity of Ψ. 
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7.4.57. The shuffle map is also associative, in the following sense. Let
A := (A[p, q, r] | p, q, r ∈ N)
be any triple simplicial object of the abelian category A , and denote by A(1,2) (resp. A(2,3)) the
diagonal bisimplicial object of A extracted from A by the rule
A(1,2)[p, q] := A[p, p, q] ( resp. A(2,3)[p, q] := A[p, q, q] ) for every p, q ∈ N.
Let also A••• be the triple chain complex associated to A, and A
∆
••• the diagonal chain complex
extracted from A•••. Moreover, denote by A
′ (resp. A′′) the bisimplicial object of s.A given by
the rule :
[p, q] 7→ A[p, q, •] ( resp. [p, q] 7→ A[•, p, q] ) for every p, q ∈ N.
Proposition 7.4.58. With the notation of (7.4.57), we have a commutative diagram in C(A )
Tot(A•••) //

Tot(A
(1,2)
•• )
ShA
(1,2)
•

Tot(A
(2,3)
•• )
ShA
(2,3)
• // A∆•••
whose top horizontal (resp. left vertical) arrow is obtained as the composition of ShA
′
• (resp.
ShA
′′
• ) with the functor Tot ◦ C(UA ) : C(s.A )→ C(C(A ))→ C(A ).
Proof. For every p, q, r ∈ N, denote by
ShA
′
p,q[r] :A[p, q, r]→ A[p+ q, p+ q, r] = A(1,2)[p+ q, r]
ShA
′′
q,r [p] :A[p, q, r]→ A(2,3)[p, q + r]
respectively the [r]-component of ShA
′
p,q and the [p]-component of Sh
A′′
q,r . The assertion boils
down to the identity :
ShA
(1,2)
p+q,r ◦ ShA
′
p,q[r] = Sh
A(2,3)
p,q+r ◦ ShA
′′
q,r [p] for every p, q, r ∈ N.
To check the latter, set
D′ := γ2 ◦ γ1A′ D(1,2) := γ2 ◦ γ1(A(1,2))
and define likewiseD′′ and D(2,3) (notation of (7.4.16)). Also, let A[p, q, r] := 0 whenever one
of the indices p, q, r is < 0, and define Shp,q to be the zero map, when either p or q is strictly
negative (cp. the proof of proposition 7.4.35). We argue by induction on n := p + q + r;
the case n = 0 is trivial, so suppose that n > 0, and that the assertion is already known for
all indices whose sum is < n, and all triple simplicial objects of A . Notice as well that the
assertion trivially holds as well if any of the indices p, q, r is strictly negative, since in this case
both sides are the zero map. Hence, we may assume that p, q, r ∈ N; in this case, by applying
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claim 7.4.37(i), first to A(1,2) and then to A′, we compute
ShA
(1,2)
p+q,r ◦ ShA
′
p,q[r] = (−1)r · ShD
(1,2)
p+q−1,r ◦ A[1[p+q], 1[p+q], ηr] ◦ ShA
′
p,q[r]
+ ShD
(1,2)
p+q,r−1 ◦ A[ηp+q, ηp+q, 1[r]] ◦ ShA
′
p,q[r]
= (−1)r · ShD(1,2)p+q−1,r ◦ ShA
′
p,q[r + 1] ◦ A[1[p], 1[q], ηr]
+ ShD
(1,2)
p+q,r−1 ◦ ShD
′
p,q[r] ◦ A[ηp, ηq, 1[r]] (by (7.4.38))
= (−1)q+r · ShD(1,2)p+q−1,r ◦ ShD
′
p−1,q[r + 1] ◦A[1[p], ηq, ηr]
+ (−1)r · ShD(1,2)p+q−1,r ◦ ShD
′
p,q−1[r + 1] ◦ A[ηp, 1[q], ηr]
+ ShD
(1,2)
p+q,r−1 ◦ ShD
′
p,q[r] ◦ A[ηp, ηq, 1[r]]
= (−1)q+r · ShD(2,3)p−1,q+r ◦ ShD
′′
q,r [p] ◦ A[1[p], ηq, ηr]
+ (−1)r · ShD(2,3)p,q+r−1 ◦ ShD
′′
q−1,r[p+ 1] ◦ A[ηp, 1[q], ηr]
+ ShD
(2,3)
p,q+r−1 ◦ ShD
′′
q,r−1[p+ 1] ◦ A[ηp, ηq, 1[r]]
where the last identity holds by inductive assumption. On the other hand, by applying claim
7.4.37(i) to A(2,3) we get
ShA
(2,3)
p,q+r ◦ ShA
′′
q,r [p] = (−1)q+r · ShD
(2,3)
p−1,q+r ◦ A[1[p], ηq+r, ηq+r] ◦ ShA
′′
q,r [p]
+ ShD
(2,3)
p,q+r−1 ◦ A[ηp, 1[q+r], 1[q+r]] ◦ ShA
′′
q,r [p]
= (−1)q+r · ShD(2,3)p−1,q+r ◦ ShD
′′
q,r [p] ◦ A[1[p], ηq, ηr]
+ ShD
(2,3)
p,q+r−1 ◦ ShA
′′
q,r [p+ 1] ◦ A[ηp, 1[q], 1[r]] (by (7.4.38))
and after applying again claim 7.4.37(i) to A′′ and comparing with the foregoing expression for
ShA
(1,2)
p+q,r ◦ ShA
′
p,q[r], we obtain the sought identity. 
Theorem 7.4.59 (Dold-Puppe-Kan). For any abelian category A , and any k ∈ N, we have :
(i) The functors NA and NA ,k are equivalences.
(ii) If f, g are any two morphisms in s.A , then there exists a simplicial homotopy from f
to g if and only if there exists a chain homotopy fromN•f to N•g.
Proof. We easily reduce to the case where A is small, and then there exists a fully faithful
embedding A → B, where B is a complete and cocomplete abelian tensor category, with
internal Hom functor (lemma 3.6.46).
(i): We first construct an explicit quasi-inverse for the functors NB and NB,k, as follows. For
every i ∈ N, consider the cochain complex K〈i〉• defined in example 7.4.28(ii); notice that
every morphism ϕ : [i]→ [i′] in ∆ induces a morphism
K〈ϕ〉• := N•Z∆ϕ : K〈i〉• → K〈i′〉•
(notation of remark 7.4.18(iii)). Hence, the system (K〈i〉• | i ∈ N) amounts to a cosimplicial
object of C≤0(Z-Mod). Now, let U be a unit of the tensor category B; for any object C• of
C≤0(B) (resp. of C[−k,0](B)), we set
KC [i] := HomC(B)(K〈i〉• ⊗Z U [0], C•) for every i ∈ N (resp. for every i ≤ k)
whereHomC(B) is the functor constructed in example 7.1.16(vii), and the mixed tensor product
is defined as in (7.1.18). By the foregoing, it is clear that the system (KC [i] | i ∈ N) amounts to
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an object of s.B (resp. of sk.B). In order to compute N•KC , let us set
Z∆i+ :=
i∑
n=1
Im (Z∆εn : Z∆i−1 → Z∆i) Z∆i0 := Z∆i/Z∆i+ K〈i〉• := N•Z∆i0
for every i > 0, as well as Z∆00 := Z
∆0 and K〈0〉• := K〈0〉•; thus, K〈i〉• is also the quotient of
K〈i〉• by the sum of the images of the morphismsK〈εn〉, for n = 1, . . . , i. With this notation, a
simple inspection of the definition shows that
NiKC = HomC(B)(K〈i〉• ⊗Z U [0], C•) for every i ∈ N (resp. for every i ≤ k).
On the other hand, using the explicit description of example 7.4.28(ii), it is easily seen that
K〈i〉n ∼→
{
Z if n = i or n = i− 1 ≥ 0
0 otherwise.
More precisely, K〈i〉i (resp. K〈i〉i−1) is generated by the basis element e1 of K〈i〉i (resp. eε0
of K〈i〉i−1) corresponding to the identity map 1[i] (resp. corresponding to ε0 : [i − 1] → [i]).
Furthermore, example 7.4.28(i) shows that the differentialK〈i〉i → K〈i〉i−1 maps e1 to eε0 , so it
corresponds to the identity map Z→ Z, under the foregoing identification. Taking into account
remark 3.6.12(iv), we deduce that NiKC is the kernel of the morphism
(7.4.60) Ci ⊕ Ci−1 → Ci−1 ⊕ Ci−2
given by the matrix (
(−1)i · dCi 1Ci−1
0 (−1)i+1 · dCi−1
)
and since dCi−1 ◦ dCi = 0, the latter is just Ci; more precisely, Ci is identified with this kernel,
via the monomorphism
(7.4.61) (1Ci, (−1)i+1 · dCi ) : Ci → Ci ⊕ Ci−1.
This identification NiKC
∼→ Ci can also be described as follows. For every Z ∈ Ob(B), let
HomB(Z,C•)
be the cochain complex such that HomB(Z,C•)n := HomB(Z,Cn) for every n ∈ Z, with
differentials induced by those of C•, in the obvious way; then we have natural identifications
HomC(Z-Mod)(K〈i〉•,HomB(Z,C•)) ∼→ HomC(B)(K〈i〉• ⊗Z Z[0], C•) ∼→ HomB(Z,NiKC)
(see example 7.1.16(vii)) whose composition with the induced isomorphism
HomB(Z,NiKC)
∼→ HomB(Z,Ci)
is given by the rule :
(7.4.62) (ϕ• : K〈i〉• → HomB(Z,C•)) 7→ (ϕi(ε1) : Z → Ci).
It remains to determine the differential dNi+1 : Ni+1KC → NiKC ; by definition, the latter is
induced by the morphism K〈ε0〉• : K〈i〉• → K〈i+ 1〉•. In turn, the foregoing description says
that K〈ε0〉• is naturally identified with the morphism of C(Z-Mod)
K〈i〉•

0 // 0 //

Z
1Z

// Z

// 0
K〈i+ 1〉• 0 // Z // Z // 0 // 0
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(where the two copies of Z on the top horizontal row are placed in homological degrees i and
i− 1), so dNi+1 is deduced from the morphism in C(B)
0 // Ci+1 ⊕ Ci //

Ci ⊕ Ci−1
1

// 0 //

0
0 // 0 // Ci ⊕ Ci−1 // Ci−1 ⊕ Ci−2 // 0
whose rows are given by the morphisms (7.4.60). Therefore, via the identification (7.4.61),
the morphism dNi+1 becomes none else than (−1)i+1 · dCi+1, i.e. we have obtained a natural
isomorphism
ωC• : N•KC
∼→ C•
for every complex in C≤0(B) (resp. in C[−k,0](B)).
Conversely, let B[•] be any object of s.B, and Z any object of B; clearly
N•(∆k ⊗ s.Z) = K〈i〉• ⊗Z Z[0] for every i ∈ N.
In view of example 7.1.16(vii) and remark 7.4.18(ii), we deduce a natural transformation
(7.4.63)
HomB(Z,B[i])
a // Homs.B(∆i ⊗ s.Z, B)
b

HomB(Z,KN•B[i]) HomC(B)(K〈i〉• ⊗Z Z[0], N•B)coo
which, by Yoneda’s lemma, comes from a unique morphism in B
ψBi : B[i]→ KN•B[i] for every i ∈ N.
The same construction applies, in case B is an object of sk.B : we need only replace the
group Homs.B(∆i ⊗ s.Z, B) by Homsk.B(s.trunck(∆i ⊗ s.Z), B) in (7.4.63) : see remark
7.4.18(iv). Moreover, remark 7.4.18(iii) implies that the system ψB := (ψBi | i ∈ N) amounts to
a morphism B → KN•B in s.B (resp. in sk.B). By the same token, the Z-linear isomorphism
a maps the abelian subgroup HomB(Z,NiB) isomorphically onto the subgroup
Homs.B(Z
∆i
0 ⊗Z s.Z, B) ∼→ Homs.Z-Mod(Z∆i0 ,HomB(Z,B))
for every Z ∈ Ob(B) and every i ∈ N, where HomB(Z,B) is the simplicial abelian group as
in example 7.4.28(iii). Explicitly, if β : Z → NiB is any morphism, then a(β) is the unique
morphism Z∆i0 → HomB(Z,B) of simplicial abelian groups such that a(β)(e1) = β, where
e1 ∈ K〈i〉i ⊂ Z∆i0 [i] is the basis element described in the foregoing. Likewise, we have natural
identifications
HomC(Z-Mod)(K〈i〉•,HomB(Z,N•B)) ∼→ HomC(B)(K〈i〉• ⊗Z Z[0], N•B)
and b restricts to a map
Homs.Z-Mod(Z
∆i
0 ,HomB(Z,B))→ HomC(Z-Mod)(K〈i〉•,HomB(Z,N•B)) ϕ 7→ N•ϕ.
Again, the same applies to an object of sk.B, by taking suitable truncated variants of the above
constructions. Taking into account (7.4.62), we conclude that ψB induces an isomorphism
N•ψ
B : N•B
∼→ N•KN•B
which is inverse to ωN•B. To finish the proof of assertion (i) for the category B, it then suffices
to remark :
Claim 7.4.64. The functors NB and NB,k are conservative.
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Proof of the claim. We show, by induction on n, that if a morphism h in s.B or sk.B (for any
k ∈ N) induces an isomorphism N•h, then h[n] is an isomorphism for every n ∈ N (resp. for
every n ≤ k). The assertion is obvious for n = 0, hence suppose that n > 0, and that h[n−1] is
known to be an isomorphism whenever h is a morphism in s.B or in sk.B (for arbitrary k ∈ N)
such that N•h is an isomorphism. Let h : A → B be any such morphism in s.B or in sk.B.
If h is a morphism in s0.B, we are done, hence we may suppose that either h is a morphism in
s.B or k > 0. Set
A′ := Ker(gA : γA→ A) ( resp. A′ := Ker(gA : γk−1A→ s.trunck−1A) )
as well as B′ := Ker(gB) (notation of remark 7.4.12(ii)). Notice that gA is an epimorphism,
since ∂n+2 admits the section σn+1, for every n ∈ N (resp. for every n ≤ k). Therefore, we
have a commutative diagram in s.B with exact rows
0 // A′ //
h′

γA //
γh

A //
h

0
0 // A′ // γA // A // 0
(resp. a corresponding diagram in sk−1.B). By inspecting the definitions, it is easily seen
that N•A
′ = (N•A)[−1], N•A′ = (N•A)[−1], and N•h′ = (N•h)[−1]; especially, N•h′ is an
isomorphism, so h′[n − 1] is an isomorphism, by inductive assumption. The same holds also
for h[n − 1], and we conclude that γh[n] is an isomorphism. But γh[n] = h[n + 1], so we are
done. ♦
Lastly, in order to prove assertion (i) for the original category A , it suffices to notice :
Claim 7.4.65. Let C• be any object of C(A ) (resp. of C
[−k,0](A )), and regard C• as an object of
C(B) (resp. of C[−k,0](B)), via the fully faithful embedding A → B. Then KC is isomorphic
to an object of s.A (resp. sk.A ), regarded as a full subcategory of s.B (resp. of sk.B), via the
same embedding.
Proof of the claim. This follows easily, by remarking that K〈i〉• lies in C[−i,0](Z-Mod) for
every i ∈ N, and K〈i〉j is a finitely generated abelian group for every i, j ∈ N : details left to
the reader. ♦
(ii): First, let f, g : A → B be two morphisms in s.A , and u : ∆1 ⊗ A → B a homotopy
from f to g (see remark 7.4.17(v)); especially,
u ◦ (∆ε1 ⊗ A) = f and u ◦ (∆ε0 ⊗ A) = g.
Notice that
Z∆1• ⊗Z A• = Tot(∆1 ⊠ A)••
(notation of remark 7.4.17(iii) and example 7.4.28(i)); there follows a morphism in C(A )
u˜• : Z
∆1
• ⊗Z A• Sh•−−−→ (∆1 ⊗ A)• q•−−→ N•(∆1 ⊗ A) N•u−−−→ N•B
where Sh• denotes the shuffle map for the bisimplicial object A ⊠∆1, and q• is the projection
defined in (7.4.29). Moreover, the maps∆εi[0] :∆0[0]→∆1[0] (i = 0, 1) induce morphisms
e˜i,n := Z
∆εi [0] ⊗Z An : An → Z∆1[0] ⊗Z An ⊂ (Z∆1• ⊗Z A•)n
that amount to morphisms of cochain complexes e˜i,• : A• → Z∆1• ⊗ZA• (i = 0, 1), and a simple
inspection of the definitions shows that
Sh• ◦ e˜i,• = (∆εi ⊗ A)• for i = 0, 1
whence
u˜• ◦ e˜1,• = f• and u˜• ◦ e˜0,• = g•.
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The construction makes it clear that e˜i restricts to a morphism N•A→ K〈1〉• ⊗Z N•A, and the
latter is none else than the map ιi ⊗Z N•A, with the notation of remark 7.1.19(ii). We conclude
that the morphism
u• : K〈1〉• ⊗Z N•A →֒ Z∆1• ⊗Z A• u˜•−−→ N•B
is a homotopy from N•f to N•g (notation of (7.4.29)).
Conversely, suppose that v• : K〈1〉•⊗ZN•A→ N•B is a homotopy fromN•f toN•g. Since
K〈1〉• is a direct summand of Z∆1• and N•A is a direct summand of A•, we may extend v• to a
morphism
v˜• : Z
∆1
• ⊗Z A• → N•B
such that v˜• is the zero morphism on the direct summands other than K〈1〉• ⊗Z N•A. Next,
consider the composition
v• : N•(∆1 ⊗A) j•−−→ (∆1 ⊗ A)• AW•−−−→ A• ⊗Z Z∆1• Ψ•−−→ Z∆1• ⊗Z A• v˜•−−→ N•B
where j• is the natural injection (see (7.4.29)), AW• is the Alexander-Whitney map for the
bisimplicial object A ⊠∆1 (notice that ∆1 ⊗ A = (A ⊠∆1)∆), and Ψ• is the commutativity
constraint (see example 7.1.16(i)). By (i), the morphism v• comes from a unique morphism
v :∆1 ⊗A→ B in s.A .
On the other hand, since Np+qA is contained in the kernel of A[ε
q∨
p,0] for every p, q ∈ N, it is
easily seen that the diagram
N•A
ιi⊗ZN•A //
N•(∆εi⊗A)

K〈1〉• ⊗Z N•A

N•(∆1 ⊗ A) Ψ•◦AW•◦j• // Z∆1• ⊗Z A•
commutes for i = 0, 1. We conclude that v is a homotopy from f to g. 
Corollary 7.4.66. Let A be any abelian category. We have :
(i) If k ∈ N is any integer, and A any k-truncated simplicial object of A , then
Hi(coskkA) = 0 for every i ≥ k.
(ii) Every homotopically trivial augmented simplicial object of A is aspherical.
Proof. (i): Denote by t≤k : C
≤0(A ) → C[−k,0](A ) the brutal truncation functor (see (7.1.1)).
In light of theorem 7.4.59, we see that t≤k admits a right adjoint vk : C
[−k,0](A ) → C≤0(A ),
and clearly there are natural isomorphisms
N•coskkA
∼→ vkN•A for every A ∈ Ob(sk.A ).
Taking into account theorem 7.4.30(iii), we are then reduced to showing
Claim 7.4.67. Hi(vkK•) = 0 for every (K•, d•) ∈ Ob(C[−k,0]) and every i ≥ k.
Proof of the claim. Indeed it is easily seen that :
(vkK•)i =
 Ki for ≤ kKer dk for i = k + 1
0 for i > k + 1
and the differential of vkK• in degree ≤ k agrees with that ofK•, whereas in degree k + 1 it is
the natural inclusion map (details left to the reader). The claim follows immediately. ♦
(ii) follows directly from theorems 7.4.59(ii) and 7.4.30(iii), and remark 7.1.15(ii). 
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7.5. Simplicial sets. This section, which complements the previous one, collects some classi-
cal material pertaining to the homotopy theory of the category of simplicial sets. The presenta-
tion is borrowed from [56] and [76], where much more may be found.
7.5.1. To begin with, notice that the category s.Set of simplicial sets is none else than the cat-
egory of presheaves on the category∆, so s.Set is complete and cocomplete, and all limits and
colimits in s.Set are computed argumentwise (see (4.1)); also, all colimits and monomorphisms
are universal, and all epimorphisms are universal effective.
Example 7.5.2. (i) We have already introduced in example 7.4.5 the simplicial set∆k (for any
k ∈ N), which is just the image of [k] under the Yoneda embedding
h : ∆→ s.Set.
To ease notation, for any morphism ϕ : [n] → [m] in ∆, we shall usually write ϕ : ∆n → ∆m
instead of∆ϕ. By Yoneda’s lemma (proposition 1.2.6), we have natural identifications
(7.5.3) A[n]
∼→ Homs.Set(∆n, A) for every A ∈ Ob(s.Set) and every n ∈ N.
(ii) More generally, the category of simplicial sets contains all the products∆n ×∆m (for
everym,n ∈ N). Furthermore, if S is any set andA any simplicial set, we may form the product
s.S × A (notation of (7.4.4)), which we shall denote simply by S × A. Explicitly, we have
(S ×A)[n] := S × A[n] for every n ∈ N
and the faces and degeneracies of S ×A are derived from those of A, in the obvious fashion.
(iii) Moreover, lemma 1.4.8 yields a natural presentation
A
∼→ colim
h∆/A
hs.Set ◦ ιA
for every simplicial set A. By inspecting the definitions, we see that the latter amounts to
the following description of A. Notice the natural identification ∆j [i]
∼→ Homs.Set(∆i,∆j)
provided by (7.5.3); we have a natural diagram in s.Set
(7.5.4)
∐
i,j∈N
(A[i]×∆i[j])×∆j
p• //
c•
//
∐
n∈N
A[n]×∆n t•−−→ A
where p• are c• are the (unique) morphisms which restrict respectively to morphisms
{a} ×∆j ϕ←− {(a, ϕ)} ×∆i
1∆i−−−→ {A[ϕ](a)} ×∆i
for every i, j ∈ N and every (a, ϕ) ∈ A[i]×∆j [i], and where t• is the (unique) morphismwhose
restriction to {b}×∆n → A is the morphism corresponding to b ∈ A[n] under the identification
(7.5.3), for every b ∈ A[n]. Then t• is an epimorphism, and (7.5.4) naturally identifies A with
the coequalizer of p• and c•.
(iv) Another useful simplicial set is the boundary of∆k, denoted
∂∆k for every integer k > 0
which is defined as the smallest subobject of∆k containing the images of all the face morphisms
εi :∆k−1 →∆k, for i = 0, . . . , k (see (7.4.6)). Thus, we have a natural epimorphism in s.Set
(7.5.5) [k]×∆k−1 → ∂∆k for every k > 0
whose restriction to the subobject {i} ×∆k−1 agrees with εi, for every i = 0, . . . , k.
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Notice that the simplicial identities yield a cartesian diagram in∆∧
[k − 2] εj−1 //
εi

[k − 1]
εi

[k − 1] εj // [k]
whenever 0 ≤ i < j ≤ k.
Since the Yoneda embedding commutes with representable limits (corollary 1.4.3(vi)), there
follows a cartesian diagram in s.Set
∆k−2
εj−1 //
εi

∆k−1
εi

∆k−1
εj // ∆k
for 0 ≤ i < j ≤ k
(details left to the reader). Now, denote by Sk ⊂ [k]× [k] the subset of all pairs (i, j) with i < j;
since (7.5.5) is effective (by (7.5.1)), we deduce a commutative diagram
Sk ×∆k−2
ε′• //
ε′′•
// [k]×∆k−1 // ∂∆k in s.Set
which presents ∂∆k as the coequalizer of ε
′
• and ε
′′
•, where ε
′
• (resp. ε
′′
•) is the morphism whose
restriction to {(i, j)} × ∆k−2 agrees with εi : {(i, j)} × ∆k−2 → {j} × ∆k−1 (resp. with
εj−1 : {(i, j)} ×∆k−2 → {i} ×∆k−1) for every (i, j) ∈ Sk. As an immediate corollary, we
see that if A is any simplicial set, a morphism ∂∆k → A is the same as the datum of an ordered
sequence x0, . . . , xk of k + 1 elements of A[k − 1], such that
∂ixj = ∂j−1xi whenever 0 ≤ i < j ≤ k.
Moreover, if x ∈ A[n] is any element, we may regard x as a morphism x : ∆n → A via the
natural identification (7.5.3), and then we shall often denote by
∂x : ∂∆n → A
the restriction of x to the suboboject ∂∆n. Lastly, we set ∂∆0 := s.∅.
(v) Another important simplicial set is Λnk , which is defined for every k, n ∈ N such that
k > 0 and n = 0, . . . , k; namely, it is the smallest subobject of∆k that contains the images of
all the face morphisms εi : ∆k−1 → ∆k, except for the face εn. Thus, for every such k and n
we have a natural monomorphism
ιnk : Λ
n
k →∆k.
The same argument as in (iv) yields a presentation ofΛnk as the coequalizer of two morphisms :
Snk ×∆k−2
ε′• //
ε′′•
// ([k] \ {n})×∆k−1 // Λnk
where Snk ⊂ Sk is the subset of all pairs (i, j) with i, j 6= n, and ε′•, ε′′• are the restrictions of the
morphisms with the same name appearing in (iii).
(vi) Let ψ : X → Y be any morphism of simplicial sets, y ∈ Y [0] any element, and
jy : ∆0 → Y the corresponding morphism of simplicial sets; the resulting fibre product
ψ−1(y) := ∆0 ×Y X
is called the fibre of ψ over y. Explicitly, set {yn} := Im jy[n] for every n ∈ N. Then
ψ−1(y)[n] = ψ[n]−1(yn) for every n ∈ N
and the faces and degeneracies of ψ−1(y) are the restrictions of the corresponding maps for X .
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Remark 7.5.6. (i) From the simplicial identities of (7.4.6) we also get a commutative diagram
∆n+1
ηi //
ηj+1

∆n
ηj

∆n
ηi // ∆n−1
for every integer n > 0 and every i, j ≤ n − 1 with i ≤ j. We claim that this diagram
is cocartesian in s.Set. Indeed, let X be any simplicial set, and f, g : ∆n → X any two
morphisms such that f ◦ ηi = g ◦ ηj+1. We set h := f ◦ εj+1 :∆n−1 → X , and we notice that
h = f ◦ ηi ◦ εi ◦ εj+1 = g ◦ ηj+1 ◦ εi ◦ εj+1 = g ◦ ηj+1 ◦ εj+2 ◦ εi = g ◦ εi.
Therefore :
h ◦ ηj = g ◦ εi ◦ ηj = g ◦ ηj+1 ◦ εi = f ◦ ηi ◦ εi = f
h ◦ ηi = f ◦ εj+1 ◦ ηi = f ◦ ηi ◦ εj+2 = g ◦ ηj+1 ◦ εj+2 = g.
Lastly, since both ηi and ηj are epimorphisms, h is uniquely determined by either of the identi-
ties h ◦ ηj = f and h ◦ ηi = g, whence the assertion.
(ii) We point out that also the diagram
∆n+1
ηi //
ηi

∆n
1∆n

∆n
1∆n // ∆n
is trivially cocartesian for every n ∈ N and every i ≤ n, since ηi is an epimorphism.
(iii) Let k ∈ N be any integer. The categories Set of all small sets and f .Set of finite sets,
both satisfy the conditions of (7.4.19), so we get left and right adjoints
skk, coskk : sk.Set→ s.Set skk, coskk : sk.f .Set→ s.f .Set
for the respective k-truncation functors.
(iv) For any simplicial set X and any integer r > 0, let us say that an element x ∈ X [r]
is a degenerate simplex, if x = σiy for some i = 0, . . . , r − 1 and some y ∈ X [r − 1]. We
claim that, for any k-truncated simplicial set Y , and every r > k, every element of skkY [r] is a
degenerate simplex. Indeed, let α : [k]→ [r] be any morphism in∆o; notice first that, under the
identification Y [k]
∼→ skkY [k] given by the unit of adjunction, the map skkY [α] : skkY [k] →
skkY [r] corresponds to the natural map jα : F [k] → skkY [r]. But skkY [r] is the union of the
images of all such maps (see example 1.2.23(i)), and on the other hand, any such map factors
through some degeneracy map σi, whence the assertion.
(v) For any simplicial setX and every k, n ∈ N with n ≥ k, the counits of adjunction give a
natural commutative diagram
skk(s.trunckX)
ε
(k,n)
X //
ε
(k)
X &&▼▼
▼▼▼
▼▼▼
▼▼▼
▼
skn(s.truncnX)
ε
(n)
Xxx♣♣♣
♣♣♣
♣♣♣
♣♣♣
X
amounting to a cocone with vertexX , and it follows easily from the discussion of (7.4.19) that
s.trunck(ε
(k,n)
X ) is an isomorphism for every such k, n ∈ N, and the resulting morphism
colim
n∈N
skn(s.truncnX)→ X
is an isomorphism. We define the n-th skeleton of X as the simplicial subset
SknX := Im ε
(n)
X for every n ∈ N.
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Lemma 7.5.7. Let X be any simplicial set, r > 0 any integer, and x, y ∈ X [r] be any two
degenerate simplices (see remark 7.5.6(iii)). The following holds :
(i) If ∂x = ∂y, then x = y.
(ii) There exists a unique pair (p, z) where p : [r] → [n] is an epimorphism and z ∈ X [n]
is a non-degenerate simplex such that x = X [p](z).
(iii) The natural morphism skn(s.truncnX)→ SknX is an isomorphism for every n ∈ N.
Proof. (i): Say that x = σmz and y = σnw for some z, w ∈ X [r − 1]. If m = n, we have
z = ∂mσmz = ∂mx = ∂my = ∂mσmw = w
whence the assertion. Hence, we may assume thatm < n, in which case we get :
z = ∂mx = ∂mσnw = σn−1∂mw
so that x = σmσn−1∂mw = σnσm∂mw. Thus, we may replace z by σm∂mw and m by n, and
reduce to the foregoing case, so the proof is complete.
(ii): The existence of such a pair (p, z) is obvious. Next, suppose that (p′ : [r] → [n′], z′) is
another such pair; from remark 7.5.6, it follows easily that there exists a cocartesian diagram of
the form
∆r
∆p //
∆p′

∆n
∆q′

∆n′
∆q // ∆k
for a suitable k ≤ n, n′ and epimorphisms q : [n] → [k] and q′ : [n′] → [k] (details left to the
reader). Regarding z and z′ as morphisms x : ∆n → X and respectively x′ : [n′] → X , our
assumption gives the identity :
z ◦∆p = z′ ◦∆p′
whence a unique w ∈ X [k] such that X [q′](w) = z and X [q](w) = z′. Since z and z′ are
non-degenerate, it follows that n = k = n′ and q = q′ = 1∆k , whence z = z
′, as stated.
(iii): Set Y := skn(s.truncnX) for every n ∈ N; the natural map f [k] : Y [k] → Skn[k] is
surjective for every k ∈ N, and is bijective for every k ≤ n, so it suffices to check that f [k] is
injective for every k > n. Thus, fix k > N , and let y, y′ ∈ Y [k] be any two simplices such
that f [k](y) = f [k](y′). Remark 7.5.6(iv) tells us that y and y′ are degenerate, say y = Y [p](z)
and y′ = Y [p′](z′) for epimorphisms p : [k] → [m] and p : [k] → [m′], and non-degenerate
simplices z ∈ Y [m], z′ ∈ Y [m′]. We must then have m,m′ ≤ n, and therefore x := f [m](z)
and x′ := f [m′](z′) are two non-degenerate simplices of SknX , such that
Skn[p](x) = f [k](y) = f [k](y
′) = Skn[p
′](x′).
By (ii), we deduce that p = p′ and x = x′, whence y = y′, as required. 
Remark 7.5.8. Let X be any simplicial set and n ∈ N any integer.
(i) Clearly, SknX ⊂ Skn+1X , and we have
(7.5.9) X =
⋃
r∈N
SkrX.
We say thatX has dimension≤ n, ifX = SknX . Let s.Set≤n be the full subcategory of s.Set
whose objects are the simplicial set of dimension ≤ n; it follows easily from lemma 7.5.7(iii)
that the adjunction (skn, truncn) establishes an equivalence
s.Set≤n
∼→ sk.Set.
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(ii) Moreover, SknX can be obtained by “attaching n-cells” to Skn−1X , if n > 0. Namely, let
EnX ⊂ X [n] denote the set of non-degenerate n-simplices ofX; we get a commutative diagram
D :
EnX × ∂∆n
EnX×in //

EnX ×∆n
c

Skn−1X // SknX
where in : ∂∆n → ∆n and the bottom horizontal arrow are the natural inclusion maps, and c
is the unique morphism whose restriction to the factor {x}×∆n is the morphism x :∆n → X
corresponding to x, for every x ∈ EnX . We claim that D is a cocartesian diagram. For the proof,
notice that all the simplicial sets in D have dimension≤ n; by (i), it then suffices to check that
truncnD is cocartesian, i.e. that the diagram of sets D [k] is cocartesian, for every k ≤ n (see
(7.5.1)). The latter assertion is clear for k < n, since in this case both horizontal arrows of D [k]
are isomorphisms. For k = n, notice that the complement S of EnX × ∂∆n[n] in EnX ×∆n[n] is
naturally identified with EnX , which is also the complement of Skn−1X [n] in SknX [n]; it then
suffices to remark that, under these natural bijections, the restriction of c[n] to S is identified
with the identity map EnX
∼→ EnX (details left to the reader).
Definition 7.5.10. Let ϕ : A→ B and ψ : X → Y be two morphisms of simplicial sets.
(i) We say that ψ has the right lifting property with respect to ϕ, if for every commutative
diagram
A
α //
ϕ

X
ψ

B
β // Y
in s.Set
there exists a morphism γ : B → X such that γ ◦ ϕ = α and ψ ◦ γ = β.
(ii) We say that ψ : X → Y is a Kan fibration (or briefly, that ψ is a fibration), if ψ has the
right lifting property with respect to all the monomorphisms ιnk : Λ
n
k → ∆k, for every
k, n ∈ N with k > 0 and n ≤ k (notation of example 7.5.2(v)).
(iii) We say that ϕ is a retract of ψ if there exists a commutative diagram of simplicial sets
A //
ϕ

1A
((
X
ψ

// A
ϕ

B //
1B
66Y // B.
(iv) We say that a simplicial setA is fibrant if the (unique) morphismA→ ∆0 is a fibration.
Remark 7.5.11. In light of example 7.5.2(iv,v), it is clear that a simplicial set A is fibrant if and
only if the following Kan extension condition holds. For every n, k ∈ N with 0 ≤ k ≤ n + 1,
and every sequence x0, . . . , xk−1, xk+1, . . . , xn+1 of elements of A[n] such that
∂ixj = ∂j−1xi whenever 0 ≤ i < j ≤ n + 1 and i, j 6= k
there exists an element x ∈ A[n + 1] such that
∂ix = xi for every i = 0, . . . , k − 1, k + 1, . . . , n+ 1.
Example 7.5.12. Let A be any simplicial group, i.e. an object of s.Grp, where Grp denotes
the category of groups. Then the simplicial set underlying A is fibrant. Indeed, suppose that n,
k and x0, . . . , xn+1 are as in remark 7.5.11. We construct by induction on i = −1, . . . , n + 1
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an element yi ∈ A[n + 1] such that ∂jyi = xj whenever 0 ≤ j ≤ i, j 6= k. Indeed, the
condition is fulfilled trivially for i = −1, by setting y−1 := 1, the neutral element of the group
A[n + 1]. Suppose that i ≥ 0, and yi−1 has already been exhibited as required; if i = k, we set
yi := yi−1, which again trivially fulfills the stated condition. Otherwise, consider the element
u := x−1i · (∂iyi−1), and notice that
∂ju = (∂jx
−1
i ) · (∂j∂iyi−1) = (∂jx−1i ) · (∂i−1∂jyi−1) = (∂jx−1i ) · (∂i−1xj) = 1
for every j = 0, . . . , i− 1 with j 6= k. Hence, set yi := yi−1 · (σiu)−1; we have
∂jyi = (∂jyi−1) · (∂jσiu)−1 = xi · (σi−1∂ju) = xi whenever 0 ≤ j < i.
Likewise :
∂iyi = (∂iyi−1) · (∂iσiu)−1 = (∂iyi−1) · (∂iσi∂iyi−1)−1 · (∂iσixi) = xi
as needed. Thus, the element x := yn+1 fulfills the condition of remark 7.5.11.
For any given morphism ψ of s.Set, the set of all morphisms ϕ such that ψ has the right
lifting property with respect to ϕ is closed under certain elementary operations, that are singled
out in the following :
Definition 7.5.13. Let Σ be a set of monomorphisms of s.Set.
(i) We say that Σ is saturated if the following conditions hold :
(a) All isomorphisms of s.Set lie in Σ.
(b) For every countable system of morphisms in s.Set
A0
ϕ0−−→ A1 ϕ1−−→ A2 → · · ·
such that ϕn ∈ Σ for every n ∈ N, also the induced morphism
A0 → colim
n∈N
An
lies in Σ.
(c) For any cocartesian diagram of simplicial sets :
A //
ϕ

A′
ϕ′

B // B ∐A A′
such that ϕ ∈ Σ, we have ϕ′ ∈ Σ.
(d) If (ϕi : Ai → Bi | i ∈ I) is an arbitrary family of elements of Σ, then also∐
i∈I
ϕi :
∐
i∈I
Ai →
∐
i∈I
Bi
lies in Σ.
(e) Any retract of any element of Σ lies also in Σ (see definition 7.5.10(iii)).
(ii) The saturation of Σ is the intersection of all saturated sets of monomorphisms of s.Set
containing Σ.
7.5.14. With this terminology, for any morphism ψ of s.Set, let Σ(ψ) be the set of monomor-
phisms ϕ of s.Set such that ψ has the right lifting property with respect to ϕ. We point out the
following simple observation :
Lemma 7.5.15. With the notation of (7.5.14), the following holds :
(i) Σ(ψ) is saturated, for any morphism ψ of s.Set.
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(ii) For any cartesian square of simplicial sets
X ′ //
ψ′

X
ψ

Y ′ // Y
we have Σ(ψ) ⊂ Σ(ψ′).
(iii) If ψ′ is any retract of ψ, then Σ(ψ) ⊂ Σ(ψ′) (see definition 7.5.10(iii)).
(iv) Especially, in both (ii) and (iii), if ψ is a fibration, the same holds for ψ′, and for any
y ∈ Y [0], the fibre ψ−1(y) is a fibrant simplicial set (see example 7.5.2(vi)).
Proof. Left to the reader. 
7.5.16. The Kan extension condition isolates a class of simplicial sets on which the standard
constructions of homotopy theory can be carried out. Many of these constructions come down
to exhibiting certain morphisms from a product of the type ∆k ×∆1 (for variable k ∈ N) to
given simplicial sets. To manipulate with ease such basic products, it will be useful to have at
our disposal presentations for them, in the vein of example 7.5.2(iv,v).
To this aim, notice that ∆ is a full subcategory of the category POSet of partially ordered
sets (notation of example 1.1.6(iii)). We may then extend the Yoneda embedding of ∆ into
s.Set to a well defined functor
(7.5.17) POSet→ s.Set (P,≤) 7→∆P .
Namely, for every partially ordered set (P,≤), let hP : POSeto → Set be the image of P
under the Yoneda embedding of the category POSet; then ∆P is the restriction of hP to the
subcategory∆o. We notice :
Lemma 7.5.18. The functor (7.5.17) is fully faithful and commutes with all limits.
Proof. The Yoneda embedding commutes with representable limits (corollary 1.4.3(vi)), and
the same holds for the restriction functor POSet∧ → s.Set, since limits are computed ar-
gumentwise in both of these categories (corollary 1.4.3(ii)). To see that (7.5.17) is faithful, it
suffices to remark that there is a natural isomorphism
(7.5.19) ∆P [0]
∼→ P for every partially ordered set (P,≤)
which induces a natural identification : ∆ϕ = ϕ, for every morphism ϕ : (P,≤) → (Q,≤) of
partially ordered sets. To check that (7.5.17) is full, let (P,≤) and (Q,≤) be any two objects of
POSet, and f : ∆P → ∆Q a morphism of simplicial sets. The natural identification (7.5.19)
yields a map ϕ := f [0] : P → Q, and it suffices to check that ϕ is a map of ordered sets
such that ∆ϕ = f . Thus, let x0, x1 ∈ P be any two elements with x < y; there follows a
unique morphism ψ : ∆1 → P of partially ordered sets such that ψ(i) = xi for i = 0, 1. Then
ψ ∈∆P [1], and we may set
ψ′ := f [1](ψ) ∈∆Q[1] yi := ∆Q[εi−1](ψ′) for i = 0, 1
(notation of (7.4.8)). Tracing back the definitions, we see that ϕ(xi) = yi for i = 0, 1, and the
existence of ψ′ tells us that y0 ≤ y1, i.e. ϕ is a morphism in POSet, as required. It remains
only to show that ∆ϕ[n] = f [n] for every n ∈ N. However, let x : [n] → P be any element
of ∆P [n] and set y := f [n](x), so the image of x (resp. of y) is a totally ordered sequence
(x0, . . . , xn) of elements of P (resp. (y0, . . . , yn) of Q); we have to check that ϕ(xk) = yk for
every k = 0, . . . , n. Now, for any such k ≤ n, let βk : [0] → [n] be the unique map such that
βk(0) = k; the correspondence (7.5.19) identifies xk with ∆P [βk](x) and yk with ∆Q[βk](y),
whence the contention (details left to the reader). 
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7.5.20. The category of partially ordered sets is complete; especially, all finite products
[k0]× · · · × [kn]
are representable in POSet : explicitly, the partial ordering on such a product is defined by
declaring that
a := (a0, . . . , an) ≤ b := (b0, . . . , bn) if and only if ai ≤ bi for every i = 0, . . . , n
for every pair of elements a, b ∈ [k0]× · · · × [kn]. Now, for any k, r ∈ N with r ≤ k, consider
the morphism in POSet
ϕk,r : [k + 1]→ [k]× [1] such that ϕk,r(i) =
{
(0, i) for i = 0, . . . , r
(1, i− 1) for i = r + 1, . . . , k + 1.
It is easily seen that every morphism [t]→ [k]× [1] in POSet (for any t ∈ N) factors through
some ϕk,r, so we get an epimorphism of simplicial sets
ϕk : [k]×∆k+1 →∆k ×∆1
whose restriction to each subobject {r} ×∆k+1 is the morphism∆ϕk,r (notation of (7.5.17)).
Now, let r, s be any two integers such that 0 ≤ r < s ≤ k; obviously, the intersection of the
images of ϕk,r and ϕk,s is the subset
{(0, 0), . . . , (0, r), (1, s), . . . , (1, k)}
so we get a cartesian diagram in POSet
[t]
εs−rt,r+1 //
εs−rt,r+1

[k + 1]
ϕk,r

[k + 1]
ϕk,s // [k]× [1]
with t := k + 1− s+ r
(notation of example (7.4.7)(ii)). Since (7.5.17) commutes with fibre products, and ϕk is an
effective epimorphism (by (7.5.1)), we conclude that the diagram
(7.5.21)
⋃
0≤r<s≤k
{(r, s)} ×∆k+1−s+r
ε′• //
ε′′•
// [k]×∆k+1 ϕk // ∆k ×∆1
identifies∆k×∆1 with the coequalizer of ε′• and ε′′•, where ε′• (resp. ε′′•) is the morphism whose
restrictions to each subobject {(r, s)} ×∆t agrees with εs−rt,r+1 : {(r, s)} ×∆t → {r} ×∆k+1
(resp. with εs−rt,r+1 : {(r, s)} ×∆t → {s} ×∆k+1).
However, (7.5.21) can be simplified as follows. Notice that if i1, . . . , ir is any sequence of
non-negative integers such that 1 ≥ in+1 − in ≥ 0 for every n = 0, . . . , r − 1, then
εir ◦ · · · ◦ εi1 = εrt,i1 for every t ∈ N.
From this observation, it is easily seen that the terms {(r, s)} × ∆k+1−s−r in (7.5.21) with
s > r + 1 are redundant; so we arrive at the presentation
(7.5.22) [k − 1]×∆k
ε′• //
ε′′•
// [k]×∆k+1 ϕk // ∆k ×∆1
where each term {r} × ∆k corresponds to the term {(r, r + 1)} × ∆k of (7.5.21), and the
morphisms ε′•, ε
′′
• are redefined accordingly.
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7.5.23. We consider now the following sets of monomorphisms of s.Set :
• Σ1 is the set of all morphisms ιnk : Λnk → ∆k, for every k, n ∈ N with k ≥ n.
• Σ2 is the set of all morphisms
ijk : (∂∆k ×∆1) ∪ (∆k ×Λj1)→ ∆k ×∆1 for every k ∈ N and j = 0, 1.
• Σ3 is the set of all monomorphisms of the form
ijK,L : (K ×∆1) ∪ (L×Λj1)→ L×∆1
whereK → L is an arbitrary monomorphism of s.Set, and j = 0, 1.
With this notation, we may now state :
Proposition 7.5.24. The sets Σ1, Σ2 and Σ3 have the same saturation.
Proof. In order to check that the saturation of Σ1 contains Σ2, fix k ∈ N; if j = 0 (resp. if
j = 1), for every r = 0, . . . , k + 1, denote by Ar ⊂∆k ×∆1 the image of the restriction of ϕk
to the subobject {0, . . . , r} ×∆k+1 (resp. the subobject {k − r + 1, . . . , k + 1} ×∆k+1), and
define Br as the fibre product in the cartesian diagram
Br //

(∂∆k ×∆1) ∪ (∆k ×Λj1)
ijk

Ar // ∆k ×∆1.
Set also A−1 := s.∅ (the initial object of s.Set). Now, a straightforward induction reduces to
checking that the natural morphisms
Bk ∐Br Ar → Bk ∐Br+1 Ar+1 for r = −1, . . . , k − 1
lie in the saturation of Σ1. To this aim, it suffices to show that the same holds for the natural
morphisms
τr : Br+1 ∐Br Ar → Ar+1 for r = −1, . . . , k − 1.
This, in turns, follows immediately from :
Claim 7.5.25. (i) The natural isomorphism {0} ×∆k+1 ∼→ A0 identifies B0 with {0} ×Λ1k+1.
(ii) For every r = 0, . . . , k − 1 there is a commutative diagram in s.Set
∆k
εr+1 //
εr+1

Λr+2k+1
ιr+2k+1 //

∆k+1

Ar // Br+1 ∐Br Ar τr // Ar+1
whose two square subdiagrams are cocartesian.
Proof of the claim. To ease notation, we shall identify {r}×∆k with its image under ϕk, which
is a subobject of ∆k ×∆1, for every r = 0, . . . , k. Notice that Br+1 ∐Br Ar is the smallest
subobject of ∆k × ∆1 that contains Ar and Zr+1 := ({r + 1} × ∆k+1) ∩ Bk. However, a
morphism [t]→ Bk is the same as an increasing sequence of elements of [k]× [1]
(7.5.26) (an, bn) n = 0, . . . , t
such that :
(a) either the cardinality of the set {a0, . . . , at} is strictly less than k + 1
(b) or else bn 6= j for every n = 0, . . . , t.
FOUNDATIONS FOR ALMOST RING THEORY 597
On the other hand, recall that the inclusion {r + 1} ×∆k+1 ⊂ ∆k ×∆1 corresponds to the
inclusion map of partially ordered sets ϕk,r+1 (notation of (7.5.20)). It follows that an injective
morphism∆t → Zr+1 corresponds to a strictly increasing sequence (7.5.26) contained in
{(0, 0), . . . , (0, r + 1), (1, r + 1), . . . , (1, k)}
and fulfilling either of the foregoing conditions (a) or (b). Taking r = −1, we already see that
(i) holds. If r ≥ 0, take t := k, and notice that no such sequence can have ar 6= r + 1, so we
see that of all the k + 2 monomorphisms
1{r+1} × εj : {r + 1} ×∆k → {r + 1} ×∆k+1
only those with j 6= r + 1, r + 2 factor through Zr+1. On the other hand, from the presentation
(7.5.22) we see that the intersection of Ar and {r+1}×∆k+1 is the image of {r}×∆k, which
maps to both of them via the morphism εr+1. From this, we conclude already that the left square
subdiagram of (ii) is indeed cocartesian, if we let the central vertical arrow to be the morphism
that naturally identifiesΛr+2k+1 with the subobject {r+1}×Λr+2k+1 of {r+1}×∆k+1. By the same
token, it is clear the right square subdiagram is likewise cocartesian, provided we let the right-
most vertical arrow to be the morphism that naturally identifies∆k+1 with {r+1}×∆k+1. ♦
Next, let us check that the saturation of Σ2 contains Σ3. Indeed, let µ : K → L be any
monomorphism of s.Set, and fix j ∈ {0, 1}; according to example 7.5.2(iii), there exist :
• A countable system of monomorphisms
K−1 := K
µ−1−−−→ K0 → · · · → Kn µn−−→ Kn+1 → · · ·
such that µ is isomorphic to the induced morphism
K → colim
n∈N
Kn.
• For every n ∈ N, a set In and an epimorphism Kn−1 ∐ (In × ∆n) → Kn whose
restriction toKn−1 agrees with µn−1.
There follows, for every integer n ∈ N, a cocartesian diagram
(Kn−1 ×∆1) ∪ (Kn ×Λj1) //
ijKn−1,Kn

(Kn−1 ×∆1) ∪ (L×Λj1)
ϕn

Kn ×∆1 // (Kn ×∆1) ∪ (L×Λj1)
and the system (ϕn | n ∈ N) induces a morphism
(K ×∆1) ∪ (L×Λj1)→ colim
n∈N
(Kn ×∆1) ∪ (L×Λj1) = L×∆1
which is isomorphic to ijK,L. Thus, we may assume that there exist a set I and an epimorphism
K ∐ (I × ∆n) → L for some n ∈ N, and we shall argue by induction on n. Set Q :=
(I ×∆n)×L K and notice that Q is a subobject of I ×∆n. Also, since all epimorphisms are
effective, the induced commutative diagram
Q //

K

I ×∆n // L
is cocartesian. Furthermore, since all colimits are universal in s.Set, we deduce that
Q =
∐
i∈In
Qi where Qi := ({i} ×∆n) ∩Q for every i ∈ I.
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We are then reduced to the case where L = ∆n. If n = 0, then clearly K is either∆0 or∆−1,
and in either case we have ijK,L ∈ Σ2.
Next, suppose that n > 0, and that the assertion is already known for every integer k < n. If
K = ∆n, we are done; otherwise, it is easily seen that the inclusion K → ∆n factors through
∂∆n, and arguing as in the foregoing, we are reduced to considering the morphisms i
j
K,∂∆n
and
ij∂∆n,∆n . The latter lies inΣ2, and from example 7.5.2(iv) it is clear that there is an epimorphism
K ∐ ([n]×∆n−1)→ ∂∆n, so ijK,∂∆n lies in the saturation of Σ2, by inductive assumption.
Lastly, we show that the saturation of Σ3 contains Σ1. To this aim, it suffices to construct a
commutative diagram
Λrk
//
ιrk

(Λrk ×∆1) ∪ (∆k ×Λj1) //
ij
Λr
k
,∆k

Λrk
ιrk

∆k
i // ∆k ×∆1 p // ∆k
for every n, r ∈ N with r ≤ k, such that p ◦ i = 1∆k . However, notice that a morphism
[t] → (Λrk ×∆1) ∪ (∆k × Λj1) (for any t ∈ N) is the same as an increasing sequence (7.5.26)
of elements of [k]× [1] such that
(a) either bn 6= j for every n = 0, . . . , t
(b) or else, the cardinality of of the set {a0, . . . , at} ∪ {r} is strictly less than k + 1.
Now, any such p and i shall be the images, under the functor (7.5.17), of corresponding maps
of ordered sets
[k]
i∗−−→ [k]× [1] p∗−−→ [k] such that p∗ ◦ i∗ = 1[k].
We obtain a suitable j ∈ {0, 1} and suitable p∗, i∗ by the following rule. If r < k, we let j := 1,
and define p∗ and i∗ as the maps such that
i∗(a) = (a, 1) for every a = 0, . . . , k p∗(a, b) =
{
a if b = 1 or a ≤ r
r otherwise.
If r = k, we let j := 0, and set
i∗(a) := (a, 0) for every a = 0, . . . , k p∗(a, b) =
{
a if b = 0
r otherwise.
The reader may easily check that the resulting maps i and p will do. 
Definition 7.5.27. Amonomorphism in s.Set is an anodyne extension, if it lies in the saturation
of the set Σ1.
In view of lemma 7.5.15(i), we see that a fibration has the right lifting property with respect
to every anodyne extension. We also notice :
Corollary 7.5.28. Let K → L be any anodyne extension, and A → B any monomorphism.
Then the induced monomorphism
(K × B) ∪ (L×A)→ L× B
is an anodyne extension.
Proof. Let Σ be the set of monomorphismsK ′ → L′ such that the induced morphism
(K ′ × B) ∪ (L′ × A)→ L′ × B
is an anodyne extension. It is easily seen that Σ is saturated (details left to the reader; cp. the
proof of proposition 7.5.24); taking into account proposition 7.5.24, it then suffices to check
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that Σ contains the morphisms ijX,Y , where f : X → Y is an arbitrary monomorphism (notation
of (7.5.23)). However, for any such f we have a commutative diagram
(((X ×∆1) ∪ (Y ×Λj1))× B) ∪ ((Y ×∆1)× A) //

((Y ×∆1)×B

(((X × B) ∪ (Y ×A))×∆1) ∪ ((Y ×B)×Λj1)
ij
(X×B)∪(Y×A),Y×B // (Y × B)×∆1
whose vertical arrows are isomorphisms. Then the contention follows by appealing again to
proposition 7.5.24. 
Theorem 7.5.29. For every morphism f : X → Y of simplicial sets there exists a commutative
diagram
X
if //
f ❄
❄❄
❄❄
❄❄
❄ Ef
pf~~⑦⑦
⑦⑦
⑦⑦
⑦
Y
in s.Set
such that if is an anodyne extension, and pf is a fibration.
Proof. For every k, n ∈ N with k ≥ min(1, n), consider the set L nk of all commutative dia-
grams
Λnk
//
ιnk

X
f

∆k // Y
and set
Λf :=
∐
n∈N
∐
k≥min(1,n)
L nk ×Λnk Lf :=
∐
n∈N
∐
k≥min(1,n)
L nk ×∆k.
There follows a natural morphism
Λf
g //
ι

X
f

Lf // Y
with ι an anodyne extension. Define E0f as the push-out in the induced cocartesian diagram
Λf
g //
ι

X
i0f

Lf // E
0
f
so that i0f is anodyne as well, and we have a commutative diagram
X
i0
(X,f) //
f ❄
❄❄
❄❄
❄❄
❄ E
0
f
p0f⑦⑦
⑦⑦
⑦⑦
⑦
Y.
Clearly, the rule (X, f) 7→ (E0f , p0f) extends to a well defined functor
E0 : s.Set/Y → s.Set/Y
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and the rule (X, f) 7→ i0(X,f) yields a natural transformation
i0 : 1s.Set/Y ⇒ E0.
Thus, we may define inductively :
En(X, f) := E0(En−1(X, f)) for every integer n ≥ 1
so En(X, f) is a pair (Enf , p
n
f ), and we get as well as a natural transformation
in(X,f) := i
0
En−1(X,f) : E
n−1
f → Enf for every integer n ≥ 1
which is again an anodyne extension. We set
Ef := colim
n∈N
Enf
where the transition maps in the colimit are given by the system of morphisms (inf | n ∈ N). The
colimit of the system of morphism (pnf | n ∈ N) is then a morphism pf : Ef → Y ; moreover,
the induced morphism if : X → Ef is anodyne, and obviously pf ◦ if = f . To conclude the
proof, it suffices to show that pf is a fibration. Thus, consider any commutative diagram
Λnk
g //
ιnk

Ef
pf

∆k
h // Y.
It follows easily from example 7.5.2(v) that – for r ∈ N large enough – g factors through a
morphism gr : Λ
n
k → Erf and the natural morphism Erf → Ef , whence a commutative diagram
Λnk
gr //
ιnk

Erf
prf

ir+1f // Er+1f
pr+1f

∆k
h // Y Y.
But then, by construction of En+1f , we see that h lifts to a morphism h
′ : ∆k → En+1f such
that pr+1f ◦ h′ = h and h′ ◦ ιnk = ir+1f ◦ gr. The composition of h′ with the natural morphism
Er+1f → Ef is a morphism h′′ :∆k → Ef such that pf ◦h′′ = h and h′′◦ιnk = g, as required. 
A useful way to produce new fibrant simplicial sets out of old ones is provided by the general
construction introduced in the following :
Definition 7.5.30. Let A and B be any two simplicial sets; the function complex
s.Hom(A,B)
associated with A and B is the simplicial set given by the rule :
n 7→ Homs.Set(∆n ×A,B) ϕ 7→ Homs.Set(∆ϕ × 1A, B)
for every n ∈ N and every morphism ϕ of ∆.
Remark 7.5.31. (i) Notice that the system of isomorphisms A[n]
∼→ Homs.Set(∆n, A) given
by Yoneda’s lemma for every n ∈ N, amounts to a natural identification
ιA : A
∼→ s.Hom(∆0, A) for every A ∈ Ob(s.Set).
(ii) Also, if A, B and C are any three simplicial sets, there is a natural transformation
τA,B,C : s.Hom(A,B)→ s.Hom(A× C,B × C)
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which, to any n ∈ N, assigns the map
Homs.Set(∆n × A,B)→ Homs.Set(∆n × A× C,B × C) ϕ 7→ ϕ× 1C .
(iii) There is a natural evaluation morphism
evA,B : A× s.Hom(A,B)→ B for every A,B ∈ Ob(s.Set)
which, to every n ∈ N, assigns the map
A[n]×Homs.Set(∆n ×A,B)→ B[n] (a, f) 7→ f [n](1∆n , a).
Indeed, for any morphism ϕ : [k]→ [n] in∆, and (a, f) any element of (A×Hom(A,B))[n]
we may compute
B[ϕ] ◦ evA,B[n](a, f) =B[ϕ] ◦ f [n](1∆n, a)
= f [k] ◦ (∆n[ϕ]× A[ϕ])(1∆n, a)
= f [k](ϕ,A[ϕ](a))
= f [k] ◦ (∆ϕ × 1A)[k](1∆k , A[ϕ](a))
= (f ◦ (∆ϕ × 1A))[k](1∆k , A[ϕ](a))
= evA,B[k](A[ϕ](a), f ◦ (∆ϕ × 1A))
= evA,B[k] ◦ (A×Hom(A,B))[ϕ](a, f)
which shows that evA,B is a morphism of simplicial sets.
(iv) Clearly s.Set is a tensor category, with tensor product given by the product of simplicial
sets, and with∆0 as unit object. We claim that the functor
s.Hom : (s.Set)o × s.Set→ s.Set
is an internal Hom functor for (s.Set,×,∆0). Indeed, given A,B,C ∈ Ob(s.Set) and any
morphism f : A× B → C, we obtain a morphism
A
ιA−−→ s.Hom(∆0, A) τA,B,C−−−−→ s.Hom(B,A× B) Hom(B,f)−−−−−−−→ s.Hom(B,C).
Conversely, given a morphism g : A→ Hom(B,C), we get a morphism
A× B g×1B−−−−→ s.Hom(B,C)×B ∼→ B × s.Hom(B,C) evB,C−−−−→ C.
It is easily seen that these two rules yield mutually inverse natural bijections, as required (details
left to the reader).
7.5.32. Let f : A → B and g : C → D be morphisms of simplicial sets. We have a
commutative diagram
s.Hom(D,A)
s.Hom(D,f)
//
s.Hom(g,A)

s.Hom(D,B)
s.Hom(g,B)

s.Hom(C,A)
s.Hom(C,f)
// s.Hom(C,B)
whence an induced morphism in s.Set
(7.5.33) s.Hom(D,A)→ s.Hom(D,B)×s.Hom(C,B) s.Hom(C,A).
Proposition 7.5.34. In the situation of (7.5.32), suppose that f is a fibration and g a monomor-
phism. Then (7.5.33) is a fibration as well.
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Proof. The datum of a commutative diagram
Λik
//
ιik

s.Hom(D,A)

∆k // s.Hom(D,B)×s.Hom(C,B) s.Hom(C,A)
is equivalent, by remark 7.5.31(iv), to that of a commutative diagram
(Λik ×D) ∪ (∆k × C) //
g

A
f

∆k ×D // B.
On the other hand, f has the right lifting property with respect to g (corollary 7.5.28); it follows
easily that (7.5.33) has the right lifting property with respect to ιik, as stated. 
Corollary 7.5.35. Let A be any fibrant simplicial set. We have :
(i) s.Hom(D,A) is fibrant, for any simplicial set D.
(ii) Any monomorphismD → D′ of simplicial sets induces a fibrant morphism
sHom(D′, A)→ s.Hom(D,A).
Proof. (i): TakeB :=∆0, C := ∆−1, and let f : A→ B, g : C → D be the unique morphisms
of simplicial sets. In view of proposition 7.5.34, it suffices to notice the natural identifications
s.Hom(D,∆0)
∼→∆0 ∼→ s.Hom(∆−1, D)
for every simplicial set A. The proof of (ii) is similar : details left to the reader. 
7.5.36. Let f, g : X → Y be two morphisms of simplicial sets. Recall (see remark 7.4.17(v))
that a homotopy u from f to g is the datum of a commutative diagram of simplicial sets :
X ×∆0 1X×ε0 // X ×∆1
u

X ×∆01X×ε1oo
X
f // Y X.
goo
Definition 7.5.37. In the situation of (7.5.36), suppose that i : X ′ → X is a monomorphism of
simplicial sets, such that f ◦ i = g ◦ i. We say that u is a homotopy from f to g relative to X ′,
if u is a homotopy from f to g, and the following diagram commutes :
X ′ ×∆1
i×1∆1

// X ′
f◦i

X ×∆1 u // Y
where the top horizontal arrow is the natural projection.
Remark 7.5.38. Let f, g : X → Y be any two morphisms of simplicial sets.
(i) Of course, a homotopy from f to g can be viewed as a homotopy relative to the sub-object
∆−1 ⊂ X , so definition 7.5.37 generalizes the previous notion. Notice also that to f one may
attach a constant homotopy
X ×∆1 1X×η0−−−−−→ X f−→ Y.
(ii) Let u be any homotopy from f to g relative to a subobject X ′ of X , and h : Y → Z any
morphism of simplicial sets. Then clearly h ◦u is a homotopy from h ◦ f to h ◦ g relative toX ′.
Likewise, if t : Z → X is any other morphism, then u ◦ (t ×∆1) is a homotopy from f ◦ t to
g ◦ t relative to Z ×X X ′.
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7.5.39. LetA be any simplicial set; on the setHoms.Set(∆0, A) ≃ A[0]we consider the binary
relation ∼ such that
a ∼ b ⇔ there exists a homotopy from a to b.
Lemma 7.5.40. With the notation of (7.5.39), suppose that A is fibrant. Then ∼ is an equiva-
lence relation on A[0].
Proof. Clearly a ∼ b if and only if there exists a morphism u : ∆1 → X such that u ◦ ε0 = a
and u ◦ ε1 = b. Taking u := a ◦ σ0, where σ0 : ∆1 → ∆0 is the unique morphism, and
a ∈ A[0] any element, we obtain the reflexivity of ∼. Next, suppose that a ∼ b and b ∼ c for
some a, b, c ∈ A[0], and pick u, v :∆1 → A that give a homotopy from a to b, and respectively
from b to c. Then it is easily seen that the datum of u and v determines a unique morphism
t : Λ12 → A such that t ◦ ε0 = u and t ◦ ε2 = v. By assumption, t extends to a morphism
s :∆2 → A, and then s ◦ ε1 is a homotopy from a to c, whence the transitivity of ∼.
Lastly, let u : ∆1 → A be a homotopy from a to b, for some a, b ∈ A[0]; we let t : Λ02 → A
be the unique morphism such that t ◦ ε2 = u and t ◦ ε1 = b ◦ σ0. By assumption t extends to a
morphism s :∆2 → A, and it is easily seen that s ◦ ε0 is a homotopy from b to a, which shows
that ∼ is also symmetric. 
7.5.41. More generally, if i : K → X is any monomorphism in s.Set, and Y is any simplicial
set, we consider on Homs.Set(X, Y ) the binary relation
f ∼K g ⇔ there exists a homotopy from f to g relative toK.
In caseK = s.∅, we simply write f ∼ g instead of f ∼s.∅ g.
Theorem 7.5.42. With the notation of (7.5.41), suppose that Y is fibrant. Then ∼K is an
equivalence relation.
Proof. The fibres of the map of sets
(7.5.43) Homs.Set(X, Y )→ Homs.Set(K, Y ) f 7→ f ◦ i
give a partition ofHoms.Set(X, Y ), and if f ∼K g, then f and g lie in the same fibre of (7.5.43).
Hence, we may restrict attention to a single fibre of (7.5.43), say the fibre over the morphism
h : K → Y . Now, h corresponds to a morphism h∗ : ∆0 → s.Hom(K, Y ) in s.Set, and
likewise, the datum of a pair of morphisms f, g : X → Y such that f ◦i = h = g◦i corresponds
to that of a pair of morphisms f ∗, g∗ :∆0 → s.Hom(X, Y ) with i∗ ◦ f ∗ = h∗ = i∗ ◦ g∗, where
i∗ : s.Hom(X, Y )→ s.Hom(K, Y )
is the morphism deduced from i. Furthermore, a homotopy from f to g relative toK is the same
as a morphism t :∆1 → s.Hom(X, Y ) such that i∗ ◦ t factors through h∗ and such that
t ◦ ε0 = f ∗ t ◦ ε1 = g∗.
Set A := i∗−1(h∗) (notation of example 7.5.2(vi)). We conclude that t corresponds to a homo-
topy between the elements of A[0] induced by f ∗ and g∗. However, A is fibrant by corollary
7.5.35(ii) and lemma 7.5.15(iv), so the assertion follows from lemma 7.5.40. 
7.5.44. Let A be any simplicial set, ξ ∈ A[0] any element, and denote also by ξ : ∆0 → A
the corresponding morphism of simplicial sets. We shall frequently abuse notation, and denote
indifferently by ξ the unique element of A[n] that lies in the image of the map ξ[n]. We call the
pair (A, ξ) a pointed simplicial set. With this terminology, we have :
Definition 7.5.45. Let (A, ξ) be a pointed simplicial set, such that A is fibrant.
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(i) For every integer n ∈ N, let A(ξ, n) be the set of all a ∈ A[n] such that ∂a factors
through ξ (notation of example 7.5.2(iv)). We set
πn(A, ξ) := A(ξ, n)/∼∂∆n
(where ∼∂∆n is the homotopy equivalence relation defined in (7.5.41)), and for every
n > 0 we call πn(A, ξ) the n-th homotopy group of A.
(ii) Notice that π0(A, ξ) is actually independent of ξ, so we shall usually just denote it
π0(A). We say that A is connected if the cardinality of π0(A) equals one.
Lemma 7.5.46. In the situation of definition 7.5.45, let n ∈ N be any integer and a ∈ A(ξ, n)
any simplex. The following conditions are equivalent :
(a) a ∼∂∆n ξ.
(b) There exists b ∈ A[n + 1] such that ∂ib = ξ for every i = 1, . . . , n+ 1 and ∂0b = a.
Proof. (a)⇒(b): Let h : ∆n ×∆1 → A be any morphism in s.Set. From the presentation
(7.5.22) we see that h is the same as a system x0, . . . , xn of elements of A[n + 1] such that
∂ixi = ∂ixi−1 for i = 1, . . . , n.
Namely, xi := h ◦∆ϕn,i for every i = 0, . . . , n, where ϕn,i : [n + 1] → [n] × [1] is defined as
in (7.5.20). Moreover, recall that the fully faithful functor (7.5.17) associates with any map of
partially ordered sets f : [n] → [n] × [1] a morphism∆f : ∆n → ∆n ×∆1, and it is easily
seen that∆f factors through the subobject (∂∆n ×∆1) ∪ (∆n × ∂∆1) if and only if f fulfills
the following condition. Set f(j) := (rj, sj) for every j ∈ [n]; then, for every j = 0, . . . , n− 1
we have either rj = rj+1 or sj = sj+1 (details left to the reader). It follows easily that h is a
homotopy from ξ to a relative to ∂∆n if and only if we have
∂0x0 = a ∂n+1xn = ξ and ∂jxi = ξ for 0 < i ≤ n and j 6= i, i+ 1.
Consider then the system y• := (y1, . . . , yn+2) of elements of A[n + 1] such that yn+2 := ξ and
yi = xi−1 for every i = 1, . . . , n + 1. A direct calculation shows that
∂iyj = ∂j−1yi whenever 1 ≤ i < j ≤ n + 2
so y• corresponds to a unique morphism ϕ : Λ
0
n+2 → A whose restriction with the i-th face of
Λn+2n+2 agrees with yi, for every i = 1, . . . , n+2. SinceA is fibrant, we may then find c ∈ A[n+2]
such that ∂ic = yi for every i = 1, . . . , n+ 2. Set b := ∂0c; then
∂ib = ∂i∂0c = ∂0∂i+1c = ∂0xi for every i = 0, . . . , n+ 1
whence the assertion.
(b)⇒(a): Consider the map f : [n]× [1]→ [n+1] in the category POSet given by the rule :
(i, 0) 7→ i and (i, 1) 7→ n + 1 for every i ∈ [n]
and let b : ∆n+1 → A be the morphism in s.Set corresponding to b; then it is easily seen
that b ◦ ∆f : ∆n × ∆1 → A is a homotopy from a to ξ relative to ∂∆n (details left to the
reader). 
7.5.47. Let (A, ξ) be any pointed simplicial set, such that A is fibrant. To justify the name
of πn(A, ξ), we shall endow it with a natural group structure, for every n > 0. To this aim,
say that α, β ∈ πn(A, ξ) are any two classes, and pick representatives x, y ∈ A(ξ, n) for α and
respectively β. Then, obviously the sequence
ξ, . . . , ξ, x, y
of n + 1 elements of A[n] satisfies the compatibility condition of remark 7.5.11, with k := n.
We may therefore find z ∈ A[n + 1] such that ∂n−1z = x, ∂n+1z = y, and ∂iz = ξ for
i = 0, . . . , n− 2. The first observation is :
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Lemma 7.5.48. With the notation of (7.5.47), the class of ∂nz in πn(A, ξ) depends only on α
and β (and not on z, nor the choice of representatives x and y).
Proof. Let x′ and y′ be two other elements of A(ξ, n), and h (resp. h′) a homotopy from x to x′
(resp. from y to y′) relative to ∂∆n. Let also z (resp. z
′) be a morphism∆n+1 → A such that
z ◦ εi = ξ = z′ ◦ εi for i = 0, . . . , n− 2
and
z ◦ εn−1 = x z′ ◦ εn−1 = x′ z ◦ εn+1 = y z′ ◦ εn+1 = y′.
Then there exists a unique morphism ψ : (∆n+1 × ∂∆1) ∪ (Λnn+1 ×∆1)→ A such that
• ψ ◦ (1∆n+1 × ε0) = z and ψ ◦ (1∆n+1 × ε1) = z′.
• ψ ◦ (εi × 1∆1) factors through ξ for i = 0, . . . , n− 2.
• ψ ◦ (εn−1 × 1∆1) = h and ψ ◦ (εn+1 × 1∆1) = h′
and it is easily seen that ψ ◦ (εn × 1∆1) is a homotopy from ∂nz to ∂nz′. 
7.5.49. Keep the notation of (7.5.47); lemma 7.5.48 says that the rule : (α, β) 7→ ∂nz yields a
well defined pairing
(7.5.50) πn(A, ξ)× πn(A, ξ)→ πn(A, ξ) (α, β) 7→ α · β for every integer n > 0.
For any x ∈ A(ξ, n), we shall write [x] for the class of x in πn(A, ξ).
Theorem 7.5.51. For every integer n > 0, the pairing (7.5.50) defines a group law on πn(A, ξ),
whose neutral element is the class [ξ].
Proof. Fix n > 0 and any α ∈ πn(A, ξ); to see that [ξ] ·α = α · [ξ] = α, pick any representative
x : ∆n → A for α, and set z := x ◦ ηn, z′ := x ◦ ηn+1. From the simplicial identities (7.4.6)
it is easily seen that ∂iz = ∂iz
′ = ξ for i = 0, . . . , n− 2, and ∂n−1z = ∂n+1z′ = x, so ∂nz and
∂nz
′ represent respectively [ξ] · α and α · [ξ]. But we have ∂nz = ∂nz′ = x, whence the claim.
Next, we check that the map
πn(A, ξ)→ πn(A, ξ) : β 7→ α · β
is surjective. Indeed, given any y ∈ A(ξ, n), there exists a morphism ϕ : Λn+1n+1 → A such that
ϕ ◦ εi = ξ for i = 0, . . . , n − 2, ϕ ◦ εn−1 = x and ϕ ◦ εn = y. We can then extend ϕ to a
morphism z : ∆n → A, and if we denote by β (resp. γ) the class of y (resp. of ∂n+1z) in
πn(A, ξ), we see that α · γ = β.
Likewise, one shows that right multiplication by α defines a surjection on πn(A, ξ) (details
left to the reader). It remains only to check the associativity of (7.5.50), and to this aim, let
x, y, z ∈ A(ξ, n) be any three elements, representing respectively α, β, γ ∈ πn(A, ξ). Then
there exist un−1, un+1, un+2 ∈ A[n + 1] such that
∂iun−1 = ∂iun+1 = ∂iun+2 = ξ for every i = 0, . . . , n− 2
and
∂n−1un−1 = x ∂n+1un−1 = y
∂n−1un+1 = ∂nun−1 ∂n+1un+1 = z
∂n−1un+2 = y ∂n+1un+2 = z.
By remark 7.5.11, we may then find some v ∈ A[n+2] such that ∂iv equals ξ for i = 0, . . . , n−
2, and equals ui for i = n− 1, n+ 1, n+ 2. It follows that
∂n−1∂nv = x ∂n+1∂nv = ∂nun+2 and ∂i∂nv = ξ for i = 0, . . . , n− 2
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We may then compute :
(α · β) · γ = [∂nun−1] · γ
= [∂nun+1]
= [∂n∂n+1v]
= [∂n∂nv]
=α · (β · γ)
as required. 
Remark 7.5.52. (i) Let us denote
s.Setf◦
the category of fibrant pointed simplicial sets, whose objects are all the pairs (A, ξ) consisting
of a simplicial set A and an element ξ ∈ A[0]. A morphism f : (A, ξ)→ (A′, ξ′) in s.Setf◦ is a
morphism f : A → A′ of simplicial sets such that f [0](ξ) = ξ′. It follows easily from remark
7.5.38(ii) that, for every integer n > 0 (resp. for n = 0), the rule (A, ξ) 7→ πn(A, ξ) (resp.
(A, ξ) 7→ π0(A)) yields a functor
πn : s.Set
f
◦ → Grp (resp. π0 : s.Setf◦ → Set◦)
with values in the category of groups (resp. of pointed sets). Namely, if f is a morphism
in s.Setf◦ as in the foregoing, and x ∈ A(ξ, n) (resp. x ∈ A[0]) is any element, we let
πn(f, ξ)[x] (resp. π0(f)[x]) be the class of f [n](x) in πn(A
′, ξ′) (resp. in π0(A
′)). A sim-
ple inspection shows that this rule is well defined and does yield a group homomorphism
πn(A, ξ)→ πn(A′, ξ′), whenever n > 0.
(ii) Let X and Y be two fibrant simplicial sets, ξ ∈ X [0] any element, and denote also by
ξ the image of the corresponding morphism ∆0 → X , which is therefore a simplicial subset
of X . Let f, g : X → Y be two morphisms of simplicial sets such that f [0](ξ) = g[0](ξ) and
f ∼ξ g. Then we claim that
π0(f) = π0(g) and πn(f, ξ) = πn(g, ξ) for every n > 0.
Indeed, let u be a homotopy from f to g relative to ξ; if x ∈ X(ξ, n), denote also by x :∆n →
X the corresponding morphism, and notice that u ◦ (x× 1∆1) :∆n ×∆1 → Y is a homotopy
from f [n](x) to g[n](x) relative to ∂∆n, whence the contention.
7.5.53. Let p : X → Y be a fibration between fibrant simplicial sets X and Y . Let also
ξ ∈ X [0] be any vertex, and set ξ′ := p[0](ξ) and F := p−1(ξ′) (notation of example 7.5.2(vi)),
so that F is fibrant as well, by lemma 7.5.15(iv). For any n ∈ N and any a ∈ Y (ξ′, n), we get a
commutative diagram
Λ0n
c //

X
p

∆n
a // Y
where c is the unique morphism in s.Set that factors through ξ : ∆0 → X . We may then find
b ∈ X [n] such that p[n](b) = a and ∂ib = ξ for every i = 1, . . . , n.
Lemma 7.5.54. In the situation of (7.5.53), we have ∂0b ∈ F (ξ, n− 1), and the class [∂0b] ∈
πn−1(F, ξ) depends only on [a] ∈ πn(Y, ξ′) (and is independent of the representative a for [a]
and of the simplex b).
Proof. We have ∂i∂0b = ∂0∂i+1b = ξ for every i = 0, . . . , n − 1, whence the first assertion.
Next, suppose that a′ ∈ Y (ξ′, n) is another simplex such that a ∼∂∆n a′, and pick any homotopy
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h : ∆n ×∆1 → Y from a to a′ relative to ∂∆n. Let also b′ ∈ X [n] be any simplex such that
p(b′) = a′ and ∂ib
′ = ξ for i = 1, . . . , n. We obtain a commutative diagram
(∆n × ∂∆1) ∪ (Λ0n ×∆1)

c′ // X
p

∆n ×∆1 h // Y
where c′ is the unique morphism whose restriction to∆n ×Λ01 (resp. to∆n ×Λ11) agrees with
b (resp. with b′) and whose restriction to Λ0n ×∆1 is the unique morphism that factors through
ξ : ∆0 → X . Since p is a fibration, we may then find a morphism h′ : ∆n × ∆1 → X
which extends c′, and such that p ◦ h′ = h (corollary 7.5.28). Set h′′ := h′ ◦ (ε0 × 1∆1) :
∆n−1 × ∆1 → X . It is easily seen that h′′ is a homotopy from ∂0b to ∂0b′ relative ∂∆n−1,
whence the lemma. 
7.5.55. Keep the situation of (7.5.53); it follows from lemma 7.5.54 that the rule [a] 7→ [∂0b]
yields a well defined map
δn : πn(Y, ξ
′)→ πn−1(F, ξ) for every n > 0
and it is easily seen that δn[ξ] = [ξ
′], i.e. δn is a map of pointed sets. Let also i : F → X be the
natural monomorphism; there follows, for every n ∈ N, a natural sequence of pointed sets
πn+1(X, ξ)
πn+1(p,ξ)−−−−−−→ πn+1(Y, ξ′) δn+1−−−→ πn(F, ξ) πn(i,ξ)−−−−→ πn(X, ξ) πn(p,ξ)−−−−−→ πn(Y, ξ′)
called the homotopy sequence in degree n attached to the fibration p (and the vertex ξ). Let 1
denote the monoid with one element (the initial object in the category of monoids); noticed that
the category Set◦ can also be regarded naturally as the category of pointed (left) 1-modules
(see (4.8.13)), and therefore the homotopy sequence in every degree is naturally a sequence of
pointed 1-modules.
Theorem 7.5.56. With the notation of (7.5.55), the following holds :
(i) The homotopy sequence attached to p is exact in every degree n ∈ N, i.e. we have
Im πn+1(p, ξ) = Ker δn+1 Im δn+1 = Ker πn(i, ξ) Im πn(i, ξ) = Ker πn(p, ξ).
(ii) δn is a group homomorphism for every n > 1.
Proof. (See remark 4.8.17(iii) for the notion of kernel of a morphism of pointed 1-modules.)
(ii): Let an−1, an, an+1 ∈ Y (ξ′, n) be three elements, bn−1, bn, bn+1 ∈ X [n] and ϕ ∈ Y [n+1]
four simplices such that
• p(bi) = ai and ∂jbi = ξ for every i = n− 1, n, n+ 1 and j = 1, . . . , n
• ∂iϕ = ξ′ for i = 0, . . . , n− 2 and ∂iϕ = ai for i = n− 1, n, n+ 1.
We deduce a commutative diagram
Λ0n+1
c //

X
p

∆n+1
ϕ // Y
where c is the unique morphism whose restriction to the i-th face of Λn+10 factors through ξ if
i = 1, . . . , n − 2, and equals bi for i = n − 1, n, n + 1. Since p is a fibration, we may then
find ψ : ∆n+1 → X whose restriction to Λ0n+1 agrees with c, and such that p ◦ ψ = ϕ. Set
t := ∂0ψ ∈ X [n]; then p[n](t) = ∂0(p[n + 1](ψ)) = ∂0ϕ = ξ, so that t ∈ F [n]. Moreover,
608 OFER GABBER AND LORENZO RAMERO
∂it = ∂0∂i+1ψ for every i = 0, . . . , n, hence ∂it = ξ for i < n − 2 and ∂it = ∂0bi+1 for
i = n− 2, n− 1, n. This means that
[∂0bn] = [∂0bn−1] · [∂0bn+1] in πn−1(F, ξ)
and on the other hand we have [an] = [an−1] · [an+1] in πn(Y, ξ′), whence the assertion.
(i): The inclusion Im πn(i, ξ) ⊂ Ker πn(p, ξ) is immediate, and the identity Im δn+1 =
Ker πn(i, ξ) follows easily from lemma 7.5.46, by inspection of the definition of δn+1. The
inclusion Im πn+1(p, ξ) ⊂ Ker δn+1 is likewise immediate, from the definition of δn+1 (details
left to the reader).
• Next, let us show that Ker δn+1 ⊂ Im πn+1(p, ξ). Indeed, let a ∈ Y (ξ′, n + 1), pick
b ∈ X [n + 1] such that p[n + 1](b) = a and ∂ib = ξ for every i = 1, . . . , n + 1, and suppose
that ∂0b ∼∂∆n ξ. Let h : ∆n ×∆1 → F be a homotopy from ∂0b to ξ relative to ∂∆n. Then
we get a unique morphism
t : (∆n+1 ×Λ11) ∪ (∂∆n+1 ×∆1)→ X
whose restriction to∆n+1 ×Λ11 agrees with b, whose restriction to Λ0n+1 ×∆1 factors through
ξ, and whose restriction to (Im ε0) ×∆1 ⊂ ∂∆n+1 ×∆1 agrees with h. Since X is fibrant, t
extends to a morphism t′ :∆n+1×∆1 → X , and we denote by x ∈ X [n+1] the restriction of
t′ to∆n+1 × Λ01. Then it is easily seen that x ∈ X(ξ, n+ 1), and p ◦ t′ is a homotopy relative
to ∂∆n+1 from a to p(x), whence the assertion.
• Lastly, let b ∈ X(ξ, n) be any simplex such that [p(b)] = [ξ′] in πn(Y, ξ′), and pick any
homotopy h :∆n ×∆1 → Y from p(b) to ξ′ relative to ∂∆n. We get a commutative diagram
(∆n ×Λ01) ∪ (∂∆n ×∆1)
ϕ //

X
p

∆n ×∆1 h // Y
where ϕ is the unique morphism whose restriction to ∂∆n ×∆1 factors through ξ, and whose
restriction to ∆n × Λ01 agrees with b. Since p is a fibration, we may then find a morphism
h′ : ∆n ×∆1 → X extending ϕ and such that p ◦ h′ = h. Set b′ := h′ ◦ (1∆n × ε1), so that
h′ is a homotopy from b to b′ relative to ∂∆n; however, notice that p(b
′) = ξ′, so b′ ∈ F (ξ, n),
therefore [b] ∈ πn(i, ξ), which concludes the proof of the theorem. 
7.5.57. The following device shall be useful for explaining the functorial behaviour of the
homotopy groups under change of base points. Let A be any fibrant simplicial set; we set
π(A) := A[1]/∼∂∆1 .
Given a ∈ A[1], we denote by [a] ∈ π(A) the class of a. Evidently, the vertices ∂ia ∈ A[0]
(i = 0, 1) depend only on [a], so we shall also denote them by ∂i[a]. We use the notation
[a] : x→ y
to signal that x = ∂0[a] and y = ∂1[a]. If [b] : y → z is another class, we define a composition
[b] ◦ [a] : x→ z as follows. Let ϕ : Λ12 → A be the unique morphism such that ϕ ◦ ε0 = a and
ϕ ◦ ε2 = b; since A is fibrant, ϕ extends to a morphism c :∆2 → A, and we let
[b] ◦ [a] := [∂1c].
In order to show that this rule is well defined, suppose that a′, b′ ∈ A[1] and c′ ∈ A[2] are any
three other simplices such that [a] = [a′], [b] = [b′], ∂0c
′ = a′ and ∂2c
′ = b′. Pick a homotopy h
(resp. h′) from a to a′ (resp. from b to b′) relative to ∂∆1; there follows a morphism
t : (∆2 × ∂∆1) ∪ (Λ12 ×∆1)→ A
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whose restriction to ∆2 × Λ01 (resp. to ∆2 × Λ11) agrees with c (resp. with c′) and whose
restriction to (Im ε0) × ∆1 (resp. to (Im ε2) × ∆1) agrees with h (resp. with h′). Since A
is fibrant, t extends to a morphism ∆2 × ∆1 → A, whose restriction to (Im ε1) × ∆1 is a
homotopy from ∂1c to ∂1c
′ relative to ∂∆1, whence the claim. Moreover, we claim that this
composition law is associative : indeed, the proof is the same as that of the associativity of the
group law on π1(A, ξ) (details left to the reader). Furthermore, for every vertex x ∈ A[0], let
1x : ∆1 → A be the unique morphism which factors through x; then [a] ◦ [1x] = [a] for every
y ∈ A[0] and every [a] : x→ y, since
∂0(a ◦ η1) = 1x ∂1(a ◦ η1) = a ∂2(a ◦ η1) = a.
Likewise, we see that [1x] ◦ [b] = [b] for every [b] : y → x, by considering ∂(b ◦ η0) = b (details
left to the reader). Lastly, for any [a] : x → y consider the unique morphism t : Λ02 → A
such that t ◦ ε1 = 1x and t ◦ ε0 = a; since A is fibrant, t extends to a morphism c : ∆2 → A,
and it follows that [∂2c] ◦ [a] = 1x. Similarly, we see easily that [a] admits a right inverse. We
conclude that the datum
π(A) := (A[0], π(A), ◦)
is a groupoid, i.e. a category all whose morphisms are isomorphisms. It shall be called the
fundamental groupoid of A.
Remark 7.5.58. Let f : X → Y be any morphism of fibrant simplicial sets. A simple inspec-
tion of the definitions shows that f induces a functor
π(f) : π(X)→ π(Y ).
Explicitly, π(f) is the functor whose map on objects X [0]→ Y [0] is given by f [0], and whose
map on morphisms is induced by f [1]. It is then clear that the rule f 7→ π(f) defines a functor
π : s.Set→ Gpd
with values in the full subcategory of Cat whose objects are all (small) groupoids.
7.5.59. Now, let n ∈ N be any integer, x ∈ A[0] any vertex, b : ∆n → A any element of
A(x, n), and [α] : x→ y any element of π(A). We have a unique morphism
t : (∂∆n ×∆1) ∪ (∆n ×Λ11)→ A
such that :
• the restriction of t to ∂∆n×∆1 equals α◦p, where p : ∂∆n×∆1 →∆1 is the natural
projection
• the restriction of t to∆n ×Λ11 agrees with b.
Since A is fibrant, t extends to a morphism h : ∆n ×∆1 → A, and we denote by ∂1h ∈ A[n]
the restriction of h to∆n ×Λ01. Notice that ∂1h ∈ A(y, n).
Lemma 7.5.60. With the notation of (7.5.59), the class [∂1h] ∈ πn(A, y) depends only on [α]
and [b] ∈ πn(A, x) (and is independent of h and of the representatives α and b for these classes).
Proof. Say that [β] = [α] in π(A), so we have a homotopy γ : ∆1 ×∆1 → A from α to β
relative to ∂∆1. Suppose also that [b] = [b
′] in πn(A, x), and let H : ∆n × ∆1 → A be a
given homotopy from b to b′ relative to ∂∆n. Pick also a morphism h
′ :∆n ×∆1 → A whose
restriction to ∂∆n ×∆1 (resp. to∆n ×Λ11) equals β ◦ p (resp. b′). To ease notation, set
K := (Λ11 ×∆1) ∪ (∆1 × ∂∆1) and L := ∆1 ×∆1
and notice that the monomorphismK → L is anodyne. We then have a unique morphism
u : (∂∆n × L) ∪ (∆n ×K)→ A
such that
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• the restriction of u to ∂∆n × L equals q ◦ γ, where q : ∂∆n × L → L is the natural
projection
• the restriction of u to∆n × (Λ11 ×∆1) equals H
• the restriction of u to∆n × (Λ11 ×∆1) (resp. to∆n × (Λ01×∆1)) equals h (resp. h′).
By corollary 7.5.28, the morphism u extends to a morphism h′′ : ∆n × L→ A, and it is easily
seen that the restriction of h′′ to ∆n × (Λ01 ×∆1) is a homotopy from ∂1h to ∂1h′ relative to
∂∆n, whence the assertion. 
7.5.61. In light of lemma 7.5.60, the rule (α, b) 7→ [∂1h] yields a well defined mapping
πn(A, [α]) : πn(A, x)→ πn(A, y)
for every n ∈ N, every x, y ∈ A[0] and every [α] : x → y. For n = 0, a simple inspection
shows that the resulting map π0(A, [α]) : π0(A)→ π0(A) is the identity. Thus, in the following
we assume that n > 0, in which case we have :
Proposition 7.5.62. With the notation of (7.5.61), the following holds for every n > 0 :
(i) πn(A, [α]) is a group homomorphism, and πn(A, [1x]) = 1πn(A,x) for every x ∈ A[0].
(ii) If [β] : y → z is any other element of π(A), we have
πn(A, [β]) ◦ πn(A, [α]) = πn(A, [β] ◦ [α]).
(iii) Therefore, the rule
x 7→ πn(A, x) [α] 7→ πn(A, [α]) for every x ∈ A[0] and every [α] ∈ π(A)
yields a well defined functor
πn : π(A)→ Grp.
Proof. (i): Let b, b′ ∈ A(x, n) be any two elements, and pick a morphism c : ∆n+1 → A such
that ∂ic = x for i = 0, . . . , n−2, ∂n−1c = b and ∂n+1c = b′. Let also [α] : x→ y be any element
of π(A), and choose morphisms h, h′ : ∆n ×∆1 → A whose restrictions to ∂∆n ×∆1 equal
p◦α (where p is as in (7.5.59)) and whose restrictions to∆n×Λ11 agree with b and respectively
b′. Then there exists a unique morphism T : (∂∆n+1 ×∆1) ∪ (∆n+1 ×Λ11)→ A such that
• for i = 0, . . . , n − 2, the restriction of T to (Im εi) × ∆1 equals p′ ◦ α, where p′ :
(Im εi)×∆1 →∆1 is the projection
• the restriction of T to (Im εn−1) ×∆1 (resp. to (Im εn+1)×∆1) agrees with h (resp.
with h′)
• the restriction of T to∆n+1 ×Λ11 agrees with c.
Since A is fibrant, T extends to a morphism H : ∆n+1 × ∆1 → A, and we denote by U :
∆n×∆1 → A the restriction ofH to (Im εn)×∆1. By inspecting the definition, it is easily seen
that ∂1U is a representative for both πn(A, [α])([b] · [b′]) and πn(A, [α])([b]) ·πn(A, [α])([b′]), so
πn(A, [α]) is a group homomorphism. A simple inspection shows that πn(A, [1x]) is the identity
map of πn(A, x).
(ii): Pick any morphism ϕ : ∆2 → A such that ∂0ϕ = α and ∂2ϕ = β. Let also b and
h as in (7.5.59), and choose similarly a morphism h′ : ∆n × ∆1 → A whose restriction to
∆n × Λ11 equals ∂1h, and whose restriction to ∂∆n × ∆1 equals p ◦ β. Then there exists a
unique morphism u : (∂∆n ×∆2) ∪ (∆n ×Λ12)→ A such that
• the restriction of u to ∂∆n × ∆2 equals q ◦ ϕ, where q : ∂∆n ×∆2 → ∆2 is the
projection
• the restriction of u to∆n × (Im ε0) (resp. to∆n × (Im ε2)) equals h (resp. h′).
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Since A is fibrant, u extends to a morphism w : ∆n × ∆2 → A, and we denote by w1 :
∆n×∆1 → A the restriction of w to∆n × (Im ε1). Hence, the restriction of w1 to ∂∆n ×∆1
equals p ◦ (∂1ϕ), and its restriction ∂1w1 to∆n ×Λ01 (resp. to∆n ×Λ11) equals b (resp. ∂1h′).
Unwinding the definitions, we find that
πn(A, [β]) ◦ πn(A, [α])([b]) =πn(A, [β])([∂1h])
= [∂1w1]
=πn(A, [∂1ϕ])([b])
=πn(A, [β] ◦ [α])([b])
whence the contention. Of course, (iii) results by combining (i) and (ii). 
Remark 7.5.63. Let f : X → Y be any morphism of fibrant simplicial sets, [α] : x → x′ a
morphism in π(X), and set y := f [0](x), y′ := f [0](y′) and β := f [1](α), so that [β] = π(f)[α]
in π(Y ) (notation of remark 7.5.58). A direct inspection shows that the resulting diagram
πn(X, x)
πn(X,[α]) //
πn(f,x)

πn(X, x
′)
πn(f,x′)

πn(Y, y)
πn(Y,[β]) // πn(Y, y
′)
commutes (details left to the reader).
Definition 7.5.64. Consider any commutative diagram of simplicial sets :
X ′
f //
g
//
p′   ❇
❇❇
❇❇
❇❇
❇ X
p~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
Y.
(i) A p-fibrewise homotopy from f to g is a homotopy h from f to g such that p ◦ h is a
constant homotopy (see remark 7.5.38(i)).
(ii) Let alsoK ⊂ X ′ be any simplicial subset. A p-fibrewise homotopy from f to g relative
to K is a p-fibrewise homotopy from f to g which is also a homotopy relative to K
(see definition 7.5.37). We write
f
p∼ g (resp. f p∼K g)
if there exists a p-fibrewise homotopy from f to g (resp. relative toK).
(iii) Recall that, for every n ∈ N, we may regard any x ∈ X [n] as a morphism x :∆n → X .
Then, we say that p is a minimal fibration, if p is a fibration, and
a = b ⇔ a p∼∂∆n b
for every n ∈ N and every a, b ∈ X [n] such that p[n](a) = p[n](b).
(iv) A strong deformation retract of p is a datum (i, r, h) consisting of a monomorphism
i : X ′ → X , an epimorphism r : X → X ′ such that
p ◦ i ◦ r = p and r ◦ i = 1X′
and a p-fibrewise homotopy h : X ×∆1 → X from 1X to i ◦ r relative to X ′.
(v) We say that f is a fibrewise homotopy equivalence from p′ to p, if there exists a mor-
phism of simplicial sets f ′ : X → X ′ with
p′ ◦ f ′ = p f ′ ◦ f p′∼ 1X′ f ◦ f ′ p∼ 1X .
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(vi) For any simplicial set A, let pA : A → ∆0 be the unique morphism of simplicial sets.
If A is fibrant, we say that A is minimal, if pA is a minimal fibration. We say that a
morphism of simplicial sets f : A→ A′ is a homotopy equivalence, if f is a fibrewise
homotopy equivalence from pA to pA′ . We say that a monomorphism i : A
′ → A is a
strong deformation retract of A, if there exist a morphism r : A→ A′ and a homotopy
h from 1A to i ◦ r, such that (i, r, h) is a strong deformation retract of pA.
Remark 7.5.65. (i) By inspecting the definitions, it is easily seen that a composition of fibre-
wise homotopy equivalences is a fibrewise homotopy equivalence. Especially, a composition of
homotopy equivalences is a homotopy equivalence.
(ii) Let (i, r, h) be any strong deformation retract; then, clearly, both i and r are fibrewise
homotopy equivalences.
Lemma 7.5.66. Let p : X → Y be any fibration, p′ : X ′ → Y any object of s.Set/Y , and
i : K → X ′ any monomorphism. Then :
(i)
p∼K is an equivalence relation on Homs.Set/Y (p′, p).
(ii) More precisely, let f, f ′, f ′′ ∈ Homs.Set/Y (p′, p) be any three elements such that
f
p∼ f ′ f ′ p∼K f ′′
and h a p-fibrewise homotopy from f to f ′. Then there exists a p-fibrewise homotopy
h′ from f to f ′′ such that
h′ ◦ (i× 1∆1) = h ◦ (i× 1∆1).
(iii) Let f, f ′ be as in (ii), and suppose that f is a fibrewise homotopy equivalence. Then
the same holds for f ′.
Proof. (i): It is a relative variant of the proof of theorem 7.5.42. Namely, consider first the case
of
p∼K ; on the one hand, by proposition 7.5.34, the morphism
t : s.Hom(X ′, X)→ P := s.Hom(X ′, Y )×s.Hom(K,Y ) s.Hom(K,X)
induced by p and i is a fibration. On the other hand, let f, f ′ ∈ Homs.Set/Y (p′, p) be any
two elements; the datum of a homotopy h from f to f ′ relative to K is the same as that of a
morphism
h∗ :∆1 → s.Hom(X ′, X)
such that s.Hom(i, X) ◦ h∗ factors through a morphism a : ∆0 → s.Hom(K,X) and the
unique morphism π :∆1 → ∆0. Then, h is a p-fibrewise homotopy if and only if
s.Hom(K, p) ◦ a = s.Hom(i, Y ) ◦ b
s.Hom(X ′, p) ◦ h∗ = b ◦ π
for the unique morphism b : ∆0 → s.Hom(X ′, Y ) corresponding to p′. Now, the pair (a, b)
determines a unique morphism (a, b) : ∆0 → P , and the foregoing conditions tell us that
t◦h∗ = (a, b)◦π. Thus, setQ := t−1(a, b) (notation of example 7.5.2(vi)); by lemma 7.5.15(iv),
the simplicial set Q is fibrant, and we have a natural bijection
Q[0]
∼→ {f ∈ Homs.Set/Y (p′, p) | f ◦ i = a}
which identifies the restriction of the relation
p∼K with the relation ∼ on Q[0]. The latter is an
equivalence relation, by lemma 7.5.40, whence the contention.
(ii): Let again b :∆0 → s.Hom(X ′, Y ) be the morphism corresponding to p′, and set
Pb := q
−1(b) Qb := Pb ×P s.Hom(X ′, X)
where q : P → s.Hom(X ′, Y ) is the natural projection. So, the morphism t restricts to a
fibration tb : Qb → Pb. By assumption, f ′ and f ′′ can be regarded as morphisms ∆0 →
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s.Hom(X ′, X) such that a := s.Hom(i, X) ◦ f ′ = s.Hom(i, X) ◦ f ′′, and there exists
a morphism g : ∆1 → s.Hom(X ′, X) such that s.Hom(i, X) ◦ g factors through a and
s.Hom(X ′, p) ◦ g factors through b, and moreover g ◦ ε1 = f ′, g ◦ ε0 = f ′′. Likewise, the
homotopy h can be regarded as a morphism∆1 → s.Hom(X ′, X) such that s.Hom(X ′, p)◦h
factors through b, and moreover h ◦ ε1 = f , h ◦ ε0 = f ′. The pair (h, g) then amounts to a
morphism (h, g) : Λ12 → Qb fitting into a commutative diagram
Λ12
ι12

(h,g)
// Qb
tb

∆2
η0 // ∆1 // Pb
(namely, (h, g) is the unique morphism such that (h, g) ◦ ε0 = h and (h, g) ◦ ε2 = g). Thus,
(h, g) extends to a morphism u :∆2 → Qb such that tb ◦u factors as well through η0; it is easily
seen that the morphism u ◦ ε1 yields the sought homotopy h′.
(iii): By assumption, there exists a morphism g : X → X ′ of s.Set/Y such that g ◦ f p∼ 1X′
and f ◦ g p′∼ 1X . On the other hand, since f p∼ f ′, remark 7.5.38(ii) implies that g ◦ f p
′∼ g ◦ f ′
and f ◦ g p∼ f ′ ◦ g. Then the assertion follows from (i). 
7.5.67. Consider a fibration p : X → Y of simplicial sets, and twomorphisms f0, f1 : A→ Y ,
and for i = 0, 1 define the simplicial set Xi as the fibre product in the cartesian diagram
Xi //
pi

X
p

A
fi // Y.
Proposition 7.5.68. In the situation of (7.5.67), suppose that f0 ∼ f1 (notation of (7.5.41)).
Then there exists a fibrewise homotopy equivalence from p0 to p1.
Proof. Let h : A ×∆1 → Y be a homotopy from f0 to f1, and define the simplicial set H as
the fibre product in the resulting diagram whose two square subdiagrams are cartesian
Xi
ji //
pi

H //
pH

X
p

A
A×εi // A×∆1 h // Y
for i = 0, 1.
Then, pH is a fibration (lemma 7.5.15(iv)), hence there exist commutative diagrams
Xi
ji //
Xi×εi

H
pH

Xi ×∆1 pi×∆1 //
ϑi
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
A×∆1
for i = 0, 1
(proposition 7.5.24) whence two commutative diagrams with cartesian square subdiagrams
Xi
ωi //
Xi×ε1−i

pi
%%
X1−i
p1−i //
j1−i

A
A×ε1−i

Xi ×∆1 ϑi //
pi×∆1
99H
pH // A×∆1
for i = 0, 1.
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Notice now that
ϑ0 ◦ (X0 × ε1) = j1 ◦ ω0 = ϑ1 ◦ (X1 × ε1) ◦ ω0 = ϑ1 ◦ (ω0 ×∆1) ◦ (X0 × ε1)
from which we deduce that there exists a commutative diagram
X0 ×Λ02
β //
X0×ι02

H
pH

X0 ×∆2 p0×η1 //
γ
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
A×∆1
where β is the unique morphism such that
β ◦ (X0 × ε1) = ϑ0 and β ◦ (X0 × ε2) = ϑ1 ◦ (ω0 ×∆1).
Set γ0 := γ ◦ (X0 × ε0) : X0 × ∆1 → H , and notice that η1 ◦ ε0 : ∆1 → ∆1 factors
through ε0 : ∆0 → ∆1; it follows that γ0 factors through j0 : X0 → H and a morphism
γ0 : X0 ×∆1 → X0. Lastly, notice that
j0 ◦ γ0 ◦ (X0 × ε0) =ϑ0 ◦ (X0 × ε0) = j0
j0 ◦ γ0 ◦ (X0 × ε1) =ϑ1 ◦ (ω0 ×∆1) ◦ (X0 ×∆0) = ϑ1 ◦ (X1 × ε0) ◦ ω0 = j0 ◦ ω1 ◦ ω0
whence
γ0 ◦ (X0 × ε0) = 1X0 and γ0 ◦ (X0 × ε1) = ω1 ◦ ω0
so γ0 is a homotopy from 1X0 to ω1 ◦ ω0. A similar construction yields likewise a homotopy
from 1X1 to ω0 ◦ ω1, whence the proposition (details left to the reader). 
Proposition 7.5.69. Every fibration p : X → Y admits a strong deformation retract (j, r, h)
such that p ◦ j is a minimal fibration.
Proof. For every k, n ∈ N with n ≥ k, denote by
SkkX
ε
(k,n)
X−−−−→ SknX
η
(n)
X−−−→ X
the inclusion maps (notation of remark 7.5.6(v)) and set p(n) := p ◦ η(n)X for every n ∈ N.
Claim 7.5.70. For every n ∈ N there exist morphisms
j(n) : Z(n) → SknX r(n) : SknX → Z(n) h(n) : SknX ×∆1 → X
such that :
(a) r(n) ◦ j(n) = 1Z(n) and p(n) ◦ j(n) ◦ r(n) = p(n).
(b) h(n) is a homotopy from η
(n)
X to η
(n)
X ◦ j(n) ◦ r(n).
(c) Both p◦h(n) and the restriction h(n)Z : Z(n)×∆1 → X of h(n) are constant homotopies.
(d) ε
(k,n)
X restricts to a morphism e
(k,n) : Z(k) → Z(n) for every k ≤ n.
(e) s.truncke
(k,n) : s.trunckZ
(n) → s.trunckZ(k) is an isomorphism, and s.trunckh(n) =
s.trunckh
(k) for every k ≤ n.
(f) The induced map Z(n)[n]→ X [n]/ p∼∂∆n is injective.
Proof of the claim. We construct inductively the sought simplicial sets and morphisms, as
follows. First, set Z(−1) := s.∅. Next, let n ∈ N be any integer such that either n = 0 or
else Z(n−1) ⊂ Skn−1X , r(n−1) and h(n−1) have already been defined. Since Z(n−1)[n] consists
entirely of degenerate simplices (see remark 7.5.6(iv)), lemma 7.5.7(i) implies that the natural
projection Z(n−1)[n]→ X [n]/ p∼∂∆n is injective.
Now, for n = 0, set C0 := X [0]/
p∼∂∆n , and if n > 0, let Cn ⊂ X [n]/ p∼∂∆n be the
subset of all equivalence classes of elements x ∈ X [n] such that ∂ix ∈ Z(n−1)[n − 1] for
every i = 0, . . . , n (notice that ∂ix depends only on the class of x in X [n]/
p∼∂∆n). Pick a
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representative x ∈ X [n] for every equivalence class x ∈ Cn that does not lie in the image of
Z(n−1)[n], and let Rn ⊂ X [n] be the subset of all such chosen representatives; we denote by
T (n) ⊂ s.truncnX the n-truncated simplicial set such that
T (n)[n] = Z(n−1)[n] ∪ Rn and T (n)[k] = Z(n−1)[k] for every k < n.
The inclusion map T (n) → s.truncnX induces a morphism sknT (n) → SknX , so we may set
Z(n) := Im (sknT
(n) → SknX)
and we let j(n) : Z(n) → SknX be the inclusion map. With this definition, we already see that
conditions (d) and (f) are fulfilled, as well the part of condition (e) concerning Z(n). Next, we
define the morphism r(n) : SknX → Z(n). Namely, we set r(n)[k] := r(n−1)[k] for every k < n,
and the map r(n)[n] is constructed as follows. If n = 0, we let r(0)[0] : X [0] → Z(0)[0] = R0
be the map that sends any x ∈ X [0] to the unique representative of the equivalence class of x
in X [0]/
p∼∂∆n that lies in R0. In case n > 0, let x ∈ SknX [n] = X [n] be any element; if
x ∈ Z(n)[n], we let r(n)[n](x) := x, and if x /∈ Z(n)[n] we let h∂x : ∂∆n ×∆1 → X be the
composition
∂∆n ×∆1
(∂x)×1∆1−−−−−−→ Skn−1X ×∆1 h
(n−1)−−−−→ X.
The pair (h∂x, x) amounts to a morphism γx fitting into a commutative diagram
(∆n ×Λ1j ) ∪ ((∂∆n)×∆1)
γx //

X
p

∆n ×∆1 // ∆n p◦x // Y
whose horizontal (resp. vertical) unmarked arrow is the natural projection (resp. the natural
inclusion map). Since p is a fibration, proposition 7.5.24 and lemma 7.5.15(i) imply that γx
extends to a morphism hx : ∆n ×∆1 → X which, by inspection, is a p-fibrewise homotopy
from x to
x′ := hx ◦ (1∆n × ε1) :∆n → X
(notation of example 7.5.2(iv)). Moreover, ∂ix
′ ∈ Z(n−1)[n− 1] for every i = 0, . . . , n, so there
exists a unique x′′ ∈ T (n)[n] such that x′ p∼∂∆n x′′, and we set
r(n)[n](x) := x′′.
We have to check that the resulting system r(n)[•] := (r(n)[k] | k = 0, . . . , n) is a morphism
s.truncnX → T (n)
of n-truncated simplicial sets. If n = 0, there is nothing to show. If n > 0, since the sub-
system (r(n)[k] | k = 0, . . . , n − 1) is already, by assumption, a morphism s.truncn−1X →
s.truncn−1Z
(n−1), we have only to show that
∂(r(n)[n](x)) = r(n)[n− 1] ◦ ∂x for every x ∈ X [n].
If x ∈ T (n)[n], the identity is obvious, since the face and degeneracies of T (n) are the restrictions
of those ofX . Hence, suppose x /∈ T (n)[n]; then, by construction, ∂(r(n)[n](x)) is the morphism
h∂x ◦ (1∂∆n × ε1) : ∂∆n → X . The latter is the same as
(η
(n−1)
X ◦ j(n−1) ◦ r(n−1))[n− 1] ◦ ∂x
(because h(n−1) is a homotopy from η
(n−1)
X to η
(n−1)
X ◦ j(n−1) ◦ r(n−1)) whence the contention.
By adjunction, the morphism r(n)[•] yields the required morphism
r(n) : SknX → Z(n).
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Also, again by adjunction, the identities of (a) can be checked on the respective n-truncations,
where they are clear (details left to the reader).
It remains to exhibit the homotopy h(n) : SknX ×∆1 → X . However, to any given x ∈
SknX [n] \ Z(n)[n], we have already attached a p-fibrewise homotopy hx from x to x′, and
we have x′
p∼∂∆n r(n)[n](x); by lemma 7.5.66(ii), it follows that there exists a p-fibrewise
homotopy h′x :∆n ×∆1 → X from x to r(n)[n](x) such that
(7.5.71) h′x ◦ (in × 1∆1) = hx ◦ (in × 1∆1) = h∂x
where in : ∂∆n → ∆n is the inclusion map. If x ∈ Z(n)[n], we have x = r(n)[n](x), so we
may take h′x to be a constant homotopy. There results a well defined map
µ : X [n]→ s.Hom(∆1, X)[n] x 7→ h′x.
On the other hand, by remark 7.5.31(iv), the homotopy h(n−1) corresponds to a morphism of
simplicial sets
ν(n−1) : Skn−1X → s.Hom(∆1, X).
We claim that the datum of µ and the maps (ν(n−1)[k] | k = 0, . . . , n−1) amounts to a morphism
of n-truncated simplicial sets
(7.5.72) s.truncnX → s.truncn(s.Hom(∆1, X)).
The assertion comes down to checking the identity
(7.5.73) ∂i ◦ µ(x) = ν(n−1)[n− 1] ◦ ∂i(x) for every x ∈ X [n] and every i = 0, . . . , n
and recall that the i-th face operator on s.Hom(∆1, X)[n]
∂i : Homs.Set(∆n ×∆1, X)→ Homs.Set(∆n−1 ×∆1, X)
is given by the rule : ϕ 7→ ϕ ◦ (εi × 1∆1) for every morphism ϕ :∆n ×∆1 → X .
Hence, if x ∈ Z(n)[n], the morphism ∂i(h′x) is the constant homotopy from ∂ix to itself; since
h(n−1) fulfills condition (c), this is the same as ν(n−1)[n− 1](∂ix), so in this case (7.5.73) holds.
In case x /∈ Z(n)[n], identity (7.5.71) says that ∂(h′x) = h∂x. But a simple inspection shows that
h∂x = ν
(n−1)[n − 1] ◦ ∂x, so (7.5.73) holds also in this case, and we get the sought morphism
(7.5.72); by adjunction, the latter corresponds to a morphism
h(n) : SknX ×∆1 → X
as required, and clearly condition (e) for h(n) is fulfilled by construction. Moreover, a simple
inspection shows that (7.5.72) fits into a commutative diagram
s.truncnX
s.truncnX
1s.truncnX
33❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢❢
s.truncn(j(n)◦r(n)) ++❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳
// s.truncn(s.Hom(∆1, X))
s.truncn(s.Hom(ε0,X))
OO
s.truncn(s.Hom(ε1,X))

s.truncnX
where we have used the natural identification X
∼→ s.Hom(∆0, X) for the target of the mor-
phisms s.Hom(εi, X) (i = 0, 1). By adjunction, this diagram translates as our condition (b)
for h(n). To conclude the proof of the claim, it remains to check condition (c). However, in
order to prove that p ◦ h(n) is a constant homotopy it suffices – by adjunction – to show that
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the morphism ν(n) : SknX → s.Hom(∆1, X) corresponding to h(n) fits into a commutative
diagram
D :
SknX
ν(n) //
p(n)

s.Hom(∆1, X)
s.Hom(∆1,p)

Y = s.Hom(∆0, Y )
s.Hom(π,Y )
// s.Hom(∆1, Y )
where π is the unique morphism∆1 → ∆0. Again by adjunction, it then suffices to check that
s.truncnD commutes; the latter assertion follows easily by inspecting the construction of the
morphism (7.5.72). We argue similarly to show that h
(n)
Z is a constant homotopy : the assertion
comes down to checking the commutativity of the diagram
DZ :
Z(n)
ν(n)◦j(n) // s.Hom(∆1, X)
Z(n) = s.Hom(∆0, Z(n))
s.Hom(π,Z(n))
// s.Hom(∆1, Z(n))
s.Hom(∆1,η
(n)
X ◦j
(n))
OO
and since the counit of adjunction sknT
(n) → Z(n) is an epimorphism, we are reduced to
showing that s.truncnDZ commutes, which again follows by inspecting the construction of
(7.5.72) : details left to the reader. ♦
Now, if the system (Z(n), j(n), r(n), h(n) | n ∈ N) fulfills conditions (a)–(f) of claim 7.5.70,
we let
Z := colim
n∈N
Z(n)
where the transition maps Z(k) → Z(n) are the morphisms e(k,n), for every k, n ∈ N with
k ≤ n. In view of (7.5.9), the colimit of the system of monomorphisms (j(n) | n ∈ N) (resp.
epimorphisms (r(n) | n ∈ N)) is therefore a monomorphism
j : Z → X (resp. an epimorphism r : X → Z)
such that r ◦ j = 1Z and p ◦ j ◦ r = p. It is also clear that there exists a unique homotopy
h : X ×∆1 → X from 1X to j ◦ r, such that
s.truncn(h) = s.truncn(h
(n)) for every n ∈ N
and then the resulting datum (j, r, h) is the sought strong deformation retract. It remains to
check that p ◦ j is a minimal fibration. First, it follows from lemma 7.5.15(iv) that p ◦ j is
a fibration. Lastly, fix n ∈ N, and suppose that z, z′ ∈ Z[n] are any two elements such that
z
p◦j∼ ∂∆n z′; then j(z) p∼∂∆n j(z′), so z = z′, by condition (f) of claim 7.5.70. 
Proposition 7.5.74. Consider a commutative diagram of simplicial sets
X ′
f //
p′   ❆
❆❆
❆❆
❆❆
❆ X
p~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
Y
such that p and p′ are minimal fibrations, and f is a fibrewise homotopy equivalence. Then f is
an isomorphism of simplicial sets.
Proof. The proposition is an immediate consequence of the following more precise :
Claim 7.5.75. In the situation of the proposition, suppose that :
(a) f ′ : X ′
∼→ X is an isomorphism such that p ◦ f ′ = p′ and f p∼ f ′.
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(b) p is a minimal fibration.
Then f is an isomorphism as well.
Proof of the claim. We show first that f [n] is injective for every n ∈ N. We argue by induction
on n ∈ N. For n = 0, notice that ∂∆0 = s.∅; hence, if a, b ∈ X ′[0] and f [0](a) = f [0](b),
assumption (a) yields :
f ′[0](a)
p∼∂∆0 f [0](a) f ′[0](b) p∼∂∆0 f [0](b)
whence f ′[0](a)
p∼∂∆0 f ′[0](b) by virtue of lemma 7.5.66(i); then assumption (b) implies that
f ′[0](a) = f ′[0](b), and finally a = b, as stated. Next, suppose that n > 0 and f [n − 1] is
already known to be injective, and let a, b ∈ X ′[n] be any two elements with f [n](a) = f [n](b);
condition (a) says that there exists a p-fibrewise homotopy ha (resp. hb) : ∆n × ∆1 → X
from f [n](a) to f ′[n](a) (resp. from f [n](b) to f ′[n](b)), and on the other hand, the inductive
assumption implies that ∂ia = ∂ib, for every i = 0, . . . , n, so the restrictions of ha and hb are
both equal to the same morphism w : ∂∆n ×∆1 → X . There follows a commutative diagram
(∆n ×Λ22) ∪ (∂∆n ×∆2) u //

X
p

∆n ×∆2 v // Y
such that
u ◦ (1∆n × ε1) = ha u ◦ (1∆n × ε0) = hb
and the restriction of u to ∂∆n ×∆2 equals w ◦ (1∂∆n × η0). Also, v is the composition of
the projection∆n ×∆2 → ∆n and the morphism (p ◦ f)[n](a) : ∆n → Y . Then there exists
a morphism t : ∆n ×∆2 → X that extends u and lifts v; it is easily seen that t ◦ (∆n × ε2) :
∆n ×∆1 → X is a p-fibrewise homotopy from f ′[n](a) to f ′[n](b) relative to ∂∆n, and since
p is minimal, we conclude that f ′[n](a) = f ′[n](b), so finally a = b, as required.
Next, we show by induction on n ∈ N that f [k] is surjective, for every k < n. If n = 0, there
is nothing to show, hence suppose that n > 0, and let x ∈ X [n] be any element; by inductive
assumption, for every i = 0, . . . , n there exists ai ∈ X ′[n−1] such that f [n−1](ai) = ∂ix. Since
the injectivity of f has already been established, we see easily that ∂iaj = ∂j−1ai whenever
0 ≤ i < j ≤ n, so the system (a0, . . . , an) determines a unique morphism
w′ : ∂∆n → X ′
such that f ◦ w′ is the restriction of x : ∆n → X to ∂∆n (see example 7.5.2(iv)). Now, let
h : X ′ ×∆1 → X be a p-fibrewise homotopy from f to f ′; we deduce a commutative diagram
(∂∆n ×∆1) ∪ (∆n ×Λ01) u
′
//

X
p

∆n ×∆1 v
′
// Y
such that the restriction of u′ to ∂∆n ×∆1 (resp. to ∆n × Λ01) agrees with h ◦ (w′ × 1∆1)
(resp. with the composition of the projection∆n × Λ01 ∼→ ∆n and the morphism x). Also, v′
is a constant homotopy. There follows a morphism t′ :∆n ×∆1 → X that extends u′ and lifts
v′. Let
x′ :∆n → X ′
be the unique morphism such that f ′ ◦ x′ = t′ ◦ (1∆n × ε1). By construction, we have
f ′ ◦ x′ ◦ in = f ′ ◦ w′
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(where in : ∂∆n → ∆n is the natural inclusion); whence x′ ◦ in = w′, and we obtain yet
another commutative diagram
(∆n ×Λ02) ∪ (∂∆n ×∆2) u
′′
//

X
p

∆n ×∆2 v
′′
// Y
such that
u′′ ◦ (1∆n × ε1) = t′ u′′ ◦ (1∆n × ε2) = h ◦ (x′ × 1∆1)
and where v′′ factors through the projection ∆n ×∆2 → ∆n. As usual, we find a morphism
t′′ : ∆n ×∆2 → X that lifts v′′ and extends u′′, and it is easily seen that t′′ ◦ (∆n × ε0) is
a p-fibrewise homotopy from x to f [n](x′) relative to ∂∆n. By the minimality of p, it follows
that x = f [n](x′), whence the sought surjectivity of f [n]. 
Definition 7.5.76. Let f : X → Y be any morphism of fibrant simplicial sets. We say that f
is a weak equivalence, if the induced map πn(f, ξ) is an isomorphism, for every ξ ∈ X [0] and
every n ∈ N.
Proposition 7.5.77. Let f : X → Y and g : Y → Z be any two morphisms of fibrant simplicial
sets. The following holds :
(i) If f has the right lifting property with respect to the natural monomorphism in :
∂∆n →∆n for every n ∈ N, then f is both a fibration and a weak equivalence.
(ii) If f is a homotopy equivalence, then it is a weak equivalence.
(iii) If any two of the three morphisms f, g, g ◦ f is a weak equivalence, then so is the third.
Proof. (i): It follows easily from lemma 7.5.15(i) and remark 7.5.8 that f has the right lifting
property with respect to every monomorphism of simplicial sets (details left to the reader).
Especially, f is a fibration. It also follows easily that f [0] is surjective. Moreover, suppose that
a, b ∈ X [0] and [f(a)] = [f(b)] in π0(Y ), and pick a homotopy h :∆1 → Y from f(a) to f(b);
there follows a commutative diagram
∂∆1
i1

c // X
f

∆1
h // Y
such that the restriction of c to Λ01 (resp. to Λ
1
1) agrees with a (resp. with b). By assumption, c
extends to a morphism h′ :∆1 → X such that f ◦ h′ = h. We conclude that π0(f) is bijective.
Next, let ξ ∈ X [0] be any vertex, and set F := f−1(f(ξ)). By lemma 7.5.15(ii), the unique
morphism F → ∆0 has the right lifting properties with respect to in, for every n ∈ N. By the
foregoing, we know already that π0(F ) is a set of cardinality one; moreover, we have :
Claim 7.5.78. πn(F, ξ) = 0 for every n ≥ 1.
Proof of the claim. Let a ∈ F (ξ, n) be any element; then there exists a unique morphism
b : ∂∆n+1 → F whose restriction to Λ0n+1 factors through ξ, and whose composition with
ε0 :∆n → ∂∆n+1 agrees with a. By assumption, b extends to a morphism c :∆n+1 → X , and
then the claim follows from lemma 7.5.46. ♦
The proposition now follows easily from theorem 7.5.56 and claim 7.5.78.
(ii): Let f ′ : Y → X be a morphism and h : X ×∆1 → X a homotopy from γ0 := 1X to
γ1 := f
′ ◦ f . By adjunction, h corresponds to a morphism β : X → s.Hom(∆1, X) fitting
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into the commutative diagrams
X
β //
γi ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
s.Hom(∆1, X)
s.Hom(εi,X)

s.Hom(Λi1, X) = X
i = 0, 1.
Recall that s.Hom(∆1, X) is fibrant (corollary 7.5.35(i)).
Claim 7.5.79. β and γ1 are weak equivalences.
Proof of the claim. As for β, since γ0 is an isomorphism, it suffices to show that p0 :=
s.Hom(ε0, X) is a weak equivalence. To this aim, by (i), we are reduced to checking that p0
has the right lifting property with respect to the monomorphisms in, for every n ∈ N. Thus, let
a : ∂∆n → s.Hom(∆1, X) be a morphism such that p0◦a extends to a morphism b :∆n → X;
by adjunction, a and b determine a unique morphism (∆n ×Λ01) ∪ (∂∆n ×∆1) → X which,
sinceX is fibrant, extends to a morphism∆n×∆1 → X . The latter corresponds, by adjunction,
to a unique morphism∆n → s.Hom(∆1, X) which is the sought extension of a.
The same argument shows as well that s.Hom(ε1, X) is a weak equivalence, and so the same
follows for γ1, as stated. ♦
Now, if f is a homotopy equivalence, we have also a homotopy h′ : Y ×∆1 → Y from 1Y
to f ◦ f ′. Taking into account claim 7.5.79, we deduce that both
πn(g, f(ξ)) ◦ πn(f, ξ) and πn(f, f ′(ξ′)) ◦ πn(f ′, ξ′)
are bijections, for every n ∈ N, every ξ ∈ X [0] and every ξ′ ∈ Y [0]. The assertion follows.
(iii): The only non-trivial assertion is that g is a weak equivalence if both f and g ◦ f are.
However, in this case it is clear that π0(g) is an isomorphism, so it remains only to check that
πn(g, y) is an isomorphism for every y ∈ Y [0]. Thus, fix such vertex y; since π0(f) is a
bijection, there exist x ∈ X [0] and a morphism [α] : y → y′ := f [0](x) in π(Y ) (notation
of (7.5.57)). Set z := g[0](y), z′ := g[0](z′) and β := g[1](α); there follows a commutative
diagram (see remark 7.5.63)
πn(Y, y)
πn(Y,[α]) //
πn(g,y)

πn(Y, y
′)
πn(g,y′)

πn(X, x)
πn(f,x)oo
πn(g◦f,x)tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐
πn(Z, z)
πn(Z,[β]) // πn(Z, z
′)
from which we see first that πn(g, y
′) is an isomorphism, and then the assertion follows. 
The following is the main result of this section :
Theorem 7.5.80 (Whitehead). Every weak equivalence of fibrant simplicial sets is a homotopy
equivalence.
Proof. We begin with the following special case :
Claim 7.5.81. Let f : X → Y be any minimal fibration of fibrant simplicial sets, and suppose
that f is a weak equivalence. Then f is an isomorphism.
Proof of the claim. We consider first the case where Y = ∆0 (notice that∆0 is trivially a fibrant
simplicial set), so that f is the unique morphism X → ∆0. We show by induction that X [n]
contains exactly one element, for every n ∈ N. Say first that n = 0; since π0(∆0) is non-empty,
we may find a vertex ξ ∈ X [0], and we set ξ′ := f [0](ξ). Let a ∈ X [0] be any other vertex;
since f [0](a) = ξ′, by assumption we may find a homotopy from a to ξ, and therefore a = ξ,
since X is minimal. Next, suppose that n > 0, and the assertion is already known for every
FOUNDATIONS FOR ALMOST RING THEORY 621
integer< n; let b ∈ X [n] be any simplex, and notice that ∂b must factor through ξ, by inductive
assumption, so b ∈ X(ξ, n). However, obviously πn(∆0, ξ′) = 0, hence b ∼∂∆n ξ, and finally
b = ξ, again by the minimality of X .
Next, consider an arbitrary minimal fibration f , fix ξ′ ∈ Y [0] and pick any ξ ∈ f [0]−1(ξ′)
(notice that Y [0] and f [0]−1(ξ′) are non-empty, since Y is fibrant and f is a fibration). Set
F := f−1(ξ′); theorem 7.5.56(i) implies that πn(F, ξ) has cardinality equal to one, for every
n ∈ N. On the other hand, since f is minimal, it is easily seen that the same holds for F (details
left to the reader) therefore F ≃ ∆0, by the foregoing case. Since ξ′ is arbitrary, the claim
follows. ♦
Now, let f : X → Y be any weak equivalence, with X and Y fibrant simplicial sets. By
theorem 7.5.29, there exist an anodyne extension i : X → E and a fibration p : E → Y such
that p ◦ i = f . Since Y is fibrant, the same holds for E.
Claim 7.5.82. The morphism i is a strong deformation retract of E.
Proof of the claim. Since i is anodyne and X is fibrant, the identity 1X extends to a morphism
r : E → X . Next, consider the unique morphism
t : (X ×∆1) ∪ (E × ∂∆1)→ E
whose restriction to X × ∆1 is the composition of i with the projection onto X , and whose
restriction withE×Λ01 (resp. with E×Λ11) agrees with 1E (resp. with i◦r). Since E is fibrant,
t extends to a morphism h : E ×∆1 → E (corollary 7.5.28), and it is easily seen that (i, r, h)
is a strong deformation retract for the unique morphism E →∆0. ♦
By claim 7.5.82 and remark 7.5.65(ii) we see that i is a homotopy equivalence, hence it
suffices to check that the same holds for p. Moreover, i is a weak equivalence (proposition
7.5.77(ii)), hence the same holds for p (proposition 7.5.77(iii)). Hence, we may replace X by
E and f by p, and assume from start that f is also a fibration. We may then find a strong
deformation retract (j : F → X, r, h) of f such that q := f ◦ j is a minimal fibration. Arguing
as in the foregoing, we see that j is a weak equivalence, and therefore the same holds for q
(again, by proposition 7.5.77(iii)); then claim 7.5.81 says that q is an isomorphism. Lastly, r is
a homotopy equivalence (remark 7.5.65(ii)), so the same holds for f = q ◦ r. 
7.6. Graded rings. To motivate the results of this section, let us review briefly the well known
correspondance between Γ-gradings on a module M (for a given commutative group Γ), and
actions of the diagonalizable group D(Γ) onM .
7.6.1. Graded rings. Let S be a scheme; on the category Sch/S of S-schemes we have the
presheaf of rings :
OSch/S : Sch/S → Z-Alg (X → S) 7→ Γ(X,OX).
Also, let M be an OS-module; following [35, Exp.I, De´f.4.6.1], we attach to M the OSch/S-
module WM given by the rule : (f : X → S) 7→ Γ(X, f ∗M). If M and N are two quasi-
coherent OS-modules, and f : S ′ → S an affine morphism, it is easily seen that
(7.6.2) Γ(S ′,HomOSch/S(WM ,WN)) = HomOS(M, f∗OS′ ⊗OS N)
(see [35, Exp.I, Prop.4.6.4] for the details).
Let f : G→ S be a group S-scheme, i.e. a group object in the category Sch/S. If f is affine,
we say that G is an affine group S-scheme; in that case, the mutiplication lawG×S G→ G and
the unit section S → G correspond respectively to morphisms of OS-algebras
∆G : f∗OG → f∗OG ⊗OS f∗OG εG : OS → f∗OG
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which make commute the diagram :
f∗OG
∆G //
∆G

f∗OG ⊗OS f∗OG
1f∗OS⊗∆G

f∗OG ⊗OS f∗OG
∆G⊗1f∗OS // f∗OG ⊗OS f∗OG ⊗OS f∗OG
as well as a similar diagram, which expresses the unit property of εG : see [35, Exp.I, §4.2].
Example 7.6.3. Let G be any commutative group. The presheaf of groups
DS(G) : Sch/S → Z-Mod (X → S) 7→ HomZ-Mod(G,O×X (X))
is representable by an affine group S-scheme DS(G), called the diagonalizable group scheme
attached to G. Explicitly, if S = SpecR is an affine scheme, the underlying S-scheme of
DS(G) is SpecR[G], and the group law is given by the map of R-algebras
∆G : R[G]→ R[G]⊗R R[G] ∼→ R[G×G] g 7→ (g, g) for every g ∈ G
with unit εG : R[G] → R given by the standard augmentation (see [35, Exp.I, §4.4]). For a
general scheme S, we have DS(G) = DSpecZ(G) ×SpecZ S (with the induced group law and
unit section).
Definition 7.6.4. LetM be an OS-module, G a group S-scheme. A G-module structure onM
is the datum of a morphism of presheaves of groups on Sch/S :
hG → AutOSch/S(WM)
(where hG denotes the Yoneda embedding : see (1.2.4)).
7.6.5. Suppose now that f : G → S is an affine group S-scheme, and M a quasi-coherent
OS-module; in view of (7.6.2), a G-module structure on M is then the same as a map of OS-
modules
µM :M → f∗OG ⊗OS M
which makes commute the diagrams :
M
µM //
µM

f∗OG ⊗OS M
∆G⊗1M

M
µM //
1M
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗ f∗OG ⊗OS M
εG⊗1M

f∗OG ⊗OS M
1f∗OG⊗µM // f∗OG ⊗OS f∗OG ⊗OS M M.
Example 7.6.6. Let Γ be a commutative group; a DS(Γ)-module structure on a quasi-coherent
OS-moduleM is the datum of a morphism of OS-modules
µM : M → OS[Γ]⊗OS M = Z[Γ]⊗Z M
which makes commute the diagrams of (7.6.5). If S = SpecR is affine,M is associated with an
R-module which we denote also byM ; in this case, µM is the same as a system (µ
(γ)
M | γ ∈ Γ)
of OS-linear endomorphisms ofM , such that :
• for every x ∈M , the subset {γ ∈ Γ | µ(γ)M (x) 6= 0} is finite.
• µ(γ)M ◦ µ(τ)M = δγ,τ · 1M and
∑
γ∈Γ µM = 1M .
In other words, the µ
(γ)
M form an orthogonal system of projectors of M , summing up to the
identity 1M . This is the same as the datum of a Γ-grading on M : namely, for a given DS(Γ)-
module structure µM , one lets
grγM := µ
(γ)
M (M) for every γ ∈ Γ
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and conversely, given a Γ-grading gr•M on M , one defines µM as the R-linear map given by
the rule : x 7→ γ ⊗ x for every γ ∈ Γ and every x ∈ grγM .
7.6.7. Suppose now that g : X → S is an affine S-scheme, and f : G → S an affine group
S-scheme. A G-action on X is a morphism of presheaves of groups :
hG → AutSch/S∧(hX).
(notation of (1.2.4)); the latter is the same as a morphism of S-schemes
(7.6.8) G×S X → X
inducing a G-module structure on g∗OX :
g∗OX → f∗OG ⊗OS g∗OX
which is also a morphism ofOS-algebras. For instance, if S = SpecR is affine, andG = DS(Γ)
for an abelian group Γ, we may write X = SpecA for some R-algebra B, and in view of
example 7.6.6, the G-action on X is the same as the datum of a Γ-graded R-algebra structure
on B, in the sense of the following :
Definition 7.6.9. Let (Γ,+) be a commutative monoid, R a ring.
(i) A Γ-graded (associative, unital) R-algebra is a pair B := (B, gr•B) consisting of an
associative unital R-algebra B and a Γ-grading B =
⊕
γ∈Γ grγB of the R-module B, such that
grγB · grγ′B ⊂ grγ+γ′B for every γ, γ′ ∈ Γ.
A morphism of Γ-graded R-algebras is a map of R-algebras which is compatible with the
gradings, in the obvious way.
(ii) Let B := (B, gr•B) be a Γ-graded R-algebra. A Γ-graded (left) B-module is a datum
M := (M, gr•M) consisting of a B-module M and a Γ-grading M =
⊕
γ∈Γ grγM of the
R-module underlyingM , such that
grγB · grγ′M ⊂ grγ+γ′M for every γ, γ′ ∈ Γ.
A morphism of Γ-graded B-module is a map f : M → N of B-modules, such that f(grγM) ⊂
grγN , for every γ ∈ Γ. Likewise we define Γ-graded right B-modules and Γ-graded B-
bimodules, and their respective morphisms.
(iii) A graded ideal of B is a Γ-graded sub-B-bimodule (I, gr•I) of B. Obviously, in this
case we must have grγI = I ∩ grγB for every γ ∈ Γ.
(iv) If f : Γ′ → Γ is any morphism of commutative monoids, and M is any Γ-graded
R-module, we define the Γ′-graded R-module Γ′ ×Γ M by setting
grγ(Γ
′ ×Γ M) := grf(γ)M for every γ ∈ Γ′.
Notice that if B := (B, gr•B) is a Γ-graded R-algebra, then Γ
′ ×Γ B is a Γ′-graded R-algebra,
with multiplication and addition laws induced by those of B, in the obvious way. Likewise, if
(M, gr•M) is a Γ-graded B-module, then Γ
′ ×Γ M is naturally a Γ′-graded Γ′ ×Γ B-module.
(v) Furthermore, if N is any Γ′-graded R-module, we define the Γ-graded R-module N/Γ
whose underlying R-module is the same as N , and whose grading is given by the rule
grγ(N/Γ) :=
⊕
γ′∈f−1(γ)
grγN.
Just as in (iii), if C := (C, gr•C) is a Γ
′-graded R-algebra, then we get a Γ-graded R-algebra
C/Γ, whose underlying R-algebra is the same as C. Lastly, if (N, gr•N) is a Γ
′-graded C-
module, then N/Γ is a Γ-graded C/Γ-module.
In this section we will consider only commutative graded algebras, but in the next section
(7.7) we will encounter certain special classes of non-commutative graded algebras as well.
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Example 7.6.10. (i) For instance, the R-algebra R[Γ] is naturally a Γ-graded R-algebra, when
endowed with the Γ-grading such that grγR[Γ] := γR for every γ ∈ Γ.
(ii) Suppose that Γ is an integral monoid. Then, to a Γ-graded R-algebra B, the correspon-
dance described in (7.6.7) attaches aDS(Γ
gp)-action on SpecB (where S := SpecR), given by
the map of R-algebras
ϑB : B → B[Γ] ⊂ B[Γgp] : b 7→ b · γ for every γ ∈ Γ, and every b ∈ grγB.
Remark 7.6.11. (i) Let R be a ring; consider a cartesian diagram of monoids
Γ3 //

Γ1

Γ2 // Γ0
and let B be any Γ1-graded R-algebra. A simple inspection of the definitions yields an identity
of Γ2-graded R-algebras :
Γ2 ×Γ0 B/Γ0 = (Γ3 ×Γ1 B)/Γ2 .
(ii) Suppose that Γ is a finite abelian group, whose order is invertible in OS. Then DS(Γ) is
an e´tale S-scheme. Indeed, in light of (4.8.52), the assertion is reduced to the case where Γ =
Z/nZ for some integer n > 0 which is invertible in OS. However, R[Z/nZ] ≃ R[T ]/(T n − 1),
which is an e´tale R-algebra, if n ∈ R×.
(iii) More generally, suppose that Γ is a finitely generated abelian group, such that the order
of its torsion subgroup is invertible in OS . Then we may write Γ = L ⊕ Γtor, where L is a free
abelian group of finite rank, and Γtor is a finite abelian group as in (ii). In view of (4.8.52) and
(ii), we conclude that DS(Γ) is a smooth S-scheme in this case.
(iv) Let Γ be as in (iii), and suppose that X is an S-scheme with an action of G := DS(Γ).
Then the corresponding morphism (7.6.8) and the projection pG : G×SX → G induce an auto-
morphism of theG-schemeG×SX , whose composition with the projection pX : G×SX → X
equals (7.6.8). We then deduce that both (7.6.8) and pX are smooth morphisms. This observa-
tion, together with the above correspondance between Γ-graded algebras andDS(Γ)-actions, is
the basis for a general method, that allows to prove properties of graded rings, provided they can
be translated as properties of the corresponding schemes which are well behaved under smooth
base changes. We shall present hereafter a few applications of this method.
Proposition 7.6.12. Let Γ be an integral monoid,B a Γ-graded (commutative, unital) ring, and
suppose that the order of any torsion element of Γgp is invertible in B. Then :
(i) nil(B[Γ]) = nil(B) · B[Γ].
(ii) nil(B) is a Γ-graded ideal of B.
Proof. (i): Clearly nil(B) · B[Γ] ⊂ nil(B[Γ]). To show the converse inclusion, it suffices to
prove that nil(B[Γ]) ⊂ pB[Γ] for every prime ideal p ⊂ B, or equivalently that B/p[Γ] is a
reduced ring for every such p. Since the natural map Γ → Γgp is injective, we may further
replace Γ by Γgp, and assume that Γ is an abelian group. In this case, B/p[Γ] is the filtered
union of the rings B/p[H ], where H runs over the finitely generated subgroups of Γ; it suffices
therefore to prove that each B/p[H ] is reduced, so we may assume that Γ is finitely generated,
and the order of its torsion subgroup is invertible in B. In this case, B/p[Γ] is a smooth B/p-
algebra (remark 7.6.11(iii)), and the assertion follows from [44, Ch.IV, Prop.17.5.7].
(ii): The assertion to prove is that nil(B) =
⊕
γ∈Γ nil(B) ∩ grγB. However, let ϑB : B →
B[Γ] be the map defined as in example 7.6.10(ii); now, (i) implies that ϑB restricts to a map
nil(B)→ nil(B) · B[Γ], whence the contention. 
Definition 7.6.13. Let A be a ring, S ⊂ A the multiplicative subset of regular elements of A.
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(i) For every ring homomorphismA→ B, we denote the integral closure of A in B by :
i.c.(A,B).
(ii) The total ring of fractions of A is the ring :
Frac(A) := S−1A.
(iii) The normalization A is Aν := i.c.(A,Frac(A)). We say that A is normal if A = Aν .
(iv) We say that a A is nice if either A = 0 or Frac(A) has Krull dimension zero.
Remark 7.6.14. Let A be a ring.
(i) Notice that the localization map A → Frac(A) is injective, and every regular element of
Frac(A) is invertible : the details are left to the reader.
(ii) If A has Krull dimension zero, then every regular element of A is invertible : indeed, if
a ∈ A is regular and p ∈ SpecA, the image of a in Ap is still regular, hence a /∈ pAp, because
pAp is the nilradical of Ap. Thus, a doesn’t lie in any prime ideal of A, whence the contention.
(iii) If A is reduced and has finitely many minimal prime ideals, then A is nice. Indeed, in
this case Frac(A) has also finitely many minimal prime ideals p1, . . . , pk; now, if x ∈ Frac(A)\
(p1 ∪ · · · pk), and x is not invertible, then x is not regular, by (i). Say that xy = 0 for some
y ∈ Frac(A)\{0}; it follows that y ∈ p1∩· · ·∩pk = 0, a contradiction. So every non-invertible
element of Frac(A) lies in p1 ∪ · · · ∪ pk, whence the contention.
(iv) If A is noetherian and has no embedded prime ideals, then A is nice. Indeed, in this case
Frac(A) fulfills the same conditions; then, take again x ∈ Frac(A) in the complement of the
finitely many minimal prime ideals. If x is not invertible, it is not regular according to (i), hence
it lies in some associated prime ideal of A ([89, Th.6.1(ii)]), a contradiction.
(v) Every flat ring homomorphism f : A→ B maps the regular elements of A to the regular
elements of B, hence it extends uniquely to a flat ring homomorphism
Frac(f) : Frac(A)→ Frac(B).
Moreover, if f is injective, the same holds forFrac(f), since the localizationmapB → Frac(B)
is injective by (i) : details left to the reader.
(vi) Let f : A→ B be a flat ring homomorphism, such that A is nice and Specκ(p)⊗AB is
either empty or has Krull dimension zero for every prime ideal p of A (where κ(p) denotes the
residue field of p). Then B is nice and Frac(f) induces an isomorphism of B-algebras :
f ′ : Frac(A)⊗A B ∼→ Frac(B).
Indeed, let b ∈ B be any regular element; since the induced map g : B → Frac(A) ⊗A B is
flat, g(b) is regular in Frac(A) ⊗A B. On the other hand, by assumption Spec Frac(A) and the
fibres of Spec(f) are either empty or have Krull dimension zero, hence Frac(A)⊗A B is either
0 or has Krull dimension zero, so g(b) is invertible, by (ii). This shows that g extends to a ring
homomorphism Frac(B)→ Frac(A)⊗A B which is the inverse of f ′, whence the contention.
(vii) If A is nice, (Ap)
ν = (Aν)p for every p ∈ SpecA. Indeed, in light of (vi) we have :
(Ap)
ν = i.c.(Ap,Frac(Ap)) = i.c.(Ap,Frac(A)p) = (A
ν)p.
(viii) Especially, if A is a nice and reduced ring, then A is normal if and only if A is locally
normal, i.e. if and only if Ap is a reduced local normal domain for every p ∈ SpecA. Indeed,
the condition is sufficent, by virtue of (vii). Conversely, suppose that A is nice, reduced and
normal. In view of (vii), it suffices to check that Ap is a domain for every p ∈ SpecA, and since
Ap is reduced, this amounts to showing that Ap has a unique minimal prime ideal. However,
Ap is nice due to (vi), hence X := Spec Frac(Ap) has Krull dimension zero, and especially
it is a totally disconnected topological space. Moreover, it follows from (i) that the inclusion
map X → SpecAp has dense image, so it must contain every minimal prime ideal of SpecAp,
and then X is precisely the set of minimal prime ideals of Ap. Now, if X contains two distinct
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points, we may find non-empty open and closed subsets U, U ′ ⊂ X with U ∩ U ′ = ∅ and
U ∪ U ′ = X; then there is an idempotent e ∈ Frac(Ap) which vanishes exactly on U . Since
Ap is normal by (vii), it follows that e ∈ Ap, but then SpecAp is the disjoint union of two
non-empty open and closed subsets, which is absurd, since it has a unique closed point.
Proposition 7.6.15. Let (Γ,+, 0) be an integral monoid, f : A → B a morphism of Γ-graded
rings, and suppose that the order of any torsion element of Γgp is invertible in A. We have :
(i) (i.c.(A,B))[Γgp] = i.c.(A[Γgp], B[Γgp]).
(ii) The grading of B restricts to a Γ-grading on the subring i.c.(A,B).
(iii) Suppose moreover thatB is reduced. Then for every γ ∈ Γ such that grγi.c.(A,B) 6= 0
there exists an integerm > 0 with grmγA 6= 0.
Proof. (i): We easily reduce to the case where Γ is finitely generated, in which case A[Γgp] is a
smooth A-algebra (remark 7.6.11(iii)), and the assertion follows from [42, Ch.IV, Prop.6.14.4].
(ii): Define ϑA and ϑB as in example 7.6.10(ii), and consider the commutative diagram :
A
ϑA //
f

A[Γ]
f [Γ]

B
ϑB // B[Γ].
Say that b ∈ i.c.(A,B); then ϑB(b) ∈ i.c.(A[Γ], B[Γ]). In light of (i), we deduce that ϑB(b) ∈
(i.c.(A,B))[Γgp] ∩B[Γ] = (i.c.(A,B))[Γ]. The claim follows easily.
(iii): Let x be any non-zero element of grγi.c.(A,B). By definition there exist an integer
n > 0 and a1, . . . , an ∈ A such that xn+a1xn−1+ · · ·+an = 0 in B. For i = 1, . . . , n let a′i be
the image of ai under the projectionA→ griγA; it is easily seen that xn+a′1xn−1+· · ·+a′n = 0.
If a′i = 0 for every i = 1, . . . , n, we deduce that x
n = 0, which is absurd, since B is reduced.
Thus, we have a′m 6= 0 for at least one indexm ≤ n, so grmγA 6= 0. 
Definition 7.6.16. Let (Γ,+, 0) be an integral monoid, A := (A, gr•A) a Γ-graded Z-algebra.
Set gr∗γA := grγA \ {0} for every γ ∈ Γ, and S∗ :=
⋃
γ∈Γ gr
∗
γA.
(i) We say that A is a ∗-domain if we have gr∗γA · gr∗γ′A ⊂ gr∗γ+γ′A for every γ, γ′ ∈ Γ.
(ii) We say that A is a ∗-field if A 6= 0 and every element of S∗ is invertible in A.
(iii) Notice that if A is a ∗-domain, then every element of S∗ is regular in A, and obviously
S∗ is a multiplicative subset of A, so we have a unique Γgp-grading on
Frac∗(A) := S∗−1A
such that the localization map A→ Frac∗(A) is a morphism of Γgp-graded Z-algebras.
Lemma 7.6.17. Let A be a Γ-graded ∗-field, and M := (M, gr•M) a Γ-graded A-module.
ThenM is a free A-module, and it admits a basis consisting of homogeneous elements ofM .
Proof. Indeed, notice first that gr0A is a field, and Γ0 := {γ ∈ Γ | gr∗A 6= ∅} is an abelian
group (with the addition law of Γ). Now, let Λ ⊂ Γ be a system of representatives for Γ/Γ0 (say,
with 0 ∈ Λ), and for every λ ∈ Λ, pick a basis (mλ,i | i ∈ Iλ) for the gr0A-vector space grλM .
Let us show that Σ := (mλ,i | λ ∈ Λ, i ∈ Iλ) is a basis for the A-moduleM . To see that Σ is a
generating family for M , consider any γ ∈ Γ and any m ∈ grγM ; then there exist λ ∈ Λ and
γ′ ∈ Γ0 such that γ = λ+γ′, and for any a ∈ grγ′Awe have a gr0A-linear combination a−1m =∑
i∈J aimλ,i for a finite subset J ⊂ Iλ. Thusm =
∑
i∈J aaimλ,i, whence the contention. Next,
say that we have anA-linear relation of the form :
∑
λ∈Λ
∑
i∈Iλ
aλ,imλ,i = 0 (where aλ,i = 0 for
all but finitely many indices (λ, i)); then it is easily seen that we have already
∑
i∈Iλ
aλ,imλ,i = 0
for every λ ∈ Λ. Then it also follows straightforwardly that∑i∈Iλ grγ(aλ,i)mλ,i = 0 for every
γ ∈ Γ0, where grγ(aλ,i) denotes the image of aλ,i under the projection A 7→ grγA. For every
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such γ, pick bγ ∈ gr∗γA; then we get the gr0A-linear relation
∑
i∈Iλ
b−1γ grγ(aλ,i)mλ,i = 0 in
grλM , and therefore grγ(aλ,i) = 0 for every λ ∈ Λ, every γ ∈ Γ0 and every i ∈ Iλ, i.e. aλ,i = 0
for all such λ and i, as required. 
Remark 7.6.18. (i) For every Γ-graded ∗-domain A, the Γgp-graded Z-algebra Frac∗(A) is a
∗-field, and the natural mapsA→ Frac∗(A)→ Frac(A) are injective (details left to the reader).
(ii) Let A and B be two Γ-graded ∗-domains, and f : A → B an injective morphism of Γ-
graded Z-algebras. Then f extends to a unique morphism of Γgp-graded Z-algebras Frac(f)∗ :
Frac∗(A) → Frac∗(B), and taking into account (i) and lemma 7.6.17, we see that Frac∗(f) is
a flat and injective ring homomorphism, hence it extends in turn uniquely to a flat and injective
homomorphism of total rings of fractions Frac(f) : Frac(A)→ Frac(B), by remark 7.6.14(v).
(iii) Especially, let (Aλ := (Aλ, gr
λ
•A) | λ ∈ Λ) be a filtered system of Γ-graded Z-algebras,
with injective transition maps, such that Aλ is a ∗-domain for every λ ∈ Λ. It follows easily
that the colimit A of the filtered system of underlying rings (Aλ | λ ∈ Λ) carries a unique
Γ-grading gr• such that the natural ring homomorphism jλ : Aλ → A is a morphism of Γ-
graded Z-algebras Aλ → A := (A, gr•); moreover, A is also a ∗-domain, and the resulting
cocone (Aλ → A | λ ∈ Λ) is universal in the category of Γ-graded Z-algebras (details left to
the reader). Furthermore, according to (ii), for every λ, µ ∈ Λ with µ ≥ λ, the transition map
Aλ → Aµ extends uniquely to a flat and injective ring homomorphism Frac(Aλ) → Frac(Aµ);
similarly we get a unique flat and injective extension Frac(jλ) : Frac(Aλ)→ Frac(A) of jλ, for
every λ ∈ Λ. Then it is easily seen that the resulting cocone (Frac(jλ) | λ ∈ Λ) is universal.
(iv) In the situation of (iii), suppose moreover that Aλ is nice for every λ ∈ Λ. Then the
same holds for A. Indeed, from (iii) we deduce a natural identification of Spec Frac(A) with
the inverse limit of the cofiltered system of topological spaces (Spec Frac(Aλ) | λ ∈ Λ). But
it is easily seen that the limit of a cofiltered system of spectral spaces of dimension zero has
dimension zero (details left to the reader), whence the contention.
Proposition 7.6.19. Let (Γ,+, 0) be an abelian group, A := (A, gr•A) a Γ-graded ∗-field,
p ≥ 1 the characteristic exponent of the field gr0A, and suppose that Γ \ {0} has no p-torsion
elements. Then A is a nice reduced normal ring.
Proof. Clearly A is the filtered colimit of its Γ-graded Z-subalgebras ∆×Γ A, where ∆ ranges
over the finitely generated subgroups of Γ. Moreover, Aν is the filtered union of its subrings
(∆ ×Γ A)ν . Taking into account remark 7.6.18(iv), we are thus easily reduced to the case
where Γ is finitely generated, say Γ = ∆1 ⊕ · · · ⊕ ∆k, for cyclic abelian groups ∆1, . . . ,∆k.
Furthermore, after replacing Γ by a subgroup, we may assume that gr∗γ 6= ∅ for every γ ∈ Γ, in
which case it is easily seen that grγA is a one-dimensional gr0A-vector space, for every γ ∈ Γ
(details left to the reader), and we deduce an isomorphism of gr0A-algebras :
(∆1 ×Γ A)⊗gr0A · · · ⊗gr0A (∆k ×Γ A)
∼→ A.
In view of remark 7.6.14(iii) we are then reduced to checking :
Claim 7.6.20. If Γ is a cyclic abelian group, A is a smooth gr0A-algebra.
Proof of the claim. Let γ be a generator of Γ; recall that gr∗γA 6= ∅, and pick any a ∈ gr∗γA.
If Γ
∼→ Z, then it is easily seen that the map : P (T ) 7→ P (a) yields an isomorphism of gr0A-
algebras gr0A[T, T
−1]
∼→ A. Lastly, say that Γ = Z/nZ for some n ∈ N \ {0}; by assumption
n is invertible in gr0A, and b := a
n ∈ gr∗0A. Then the same rule yields an isomorphism of
gr0A-algebras gr0A[T ]/(T
n − b) ∼→ A. 
Corollary 7.6.21. Let Γ be a monoid, A := (A, gr•A) a Γ-graded ∗-domain and suppose that
Γgp is a torsion-free abelian group. Then A is a domain.
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Proof. In view of remark 7.6.18(i) we may replace A by the Γgp-graded Z-algebra Frac∗(A),
and assume from start that Γ is a torsion-free abelian group, and A is a ∗-field. Then A is the
filtered colimit of the system of Γ-graded Z-subalgebras ∆ ×Γ A, where ∆ ranges over the
finitely generated subgroups of Γ, and it suffices to prove the assertion for such subalgebras.
Thus, we may assume Γ = Z⊕r for some r ∈ N, and after replacing Γ by a subgroup, we may
even assume that gr∗γA 6= ∅ for every γ ∈ Γ. In this case, the proof of proposition 7.6.19 shows
that A is isomorphic to gr0A[T
±1
1 , . . . , T
±1
r ], whence the contention. 
Corollary 7.6.22. Let Γ be an integral monoid,A := (A, gr•A) a Γ-graded ∗-domain, Γν ⊂ Γgp
the saturation of Γ, and suppose that the order of any torsion element of Γgp is invertible in A.
Then there exists a unique Γν-grading gr•A
ν on Aν such that (Aν , gr•A
ν) is a Γν-graded nice
reduced ∗-domain, and the inclusion map A→ Aν is a morphism of Γν-graded rings.
Proof. From proposition 7.6.19 and remark 7.6.18(i) we see that Aν = i.c.(A,Frac∗(A)). The
corollary then follows straightforwardly from proposition 7.6.15. 
Proposition 7.6.23. Suppose that (Γ′,+)→ (Γ,+) is a morphism of fine monoids, B a finitely
generated (resp. finitely presented) Γ-graded R-algebra, and M a finitely generated (resp.
finitely presented) Γ-graded B-module. We have :
(i) Γ′ ×Γ B is a finitely generated (resp. finitely presented) R-algebra.
(ii) Γ′ ×Γ M is a finitely generated (resp. finitely presented) Γ′ ×Γ B-module.
(iii) grγM is a finitely generated (resp. finitely presented) gr0B-module, for every γ ∈ Γ.
Proof. Let BM denote the direct sum B ⊕M , endowed with the R-algebra structure given by
the rule :
(b1, m1) · (b2, m2) = (b1b2, b1m2 + b2m1) for every b1, b2 ∈ B andm1, m2 ∈M.
Notice that BM is characterized as the unique R-algebra structure for whichM is an ideal with
M2 = 0, the natural projection BM → B is a map of R-algebras, and the B-module structure
onM induced via π agrees with the given B-module structure onM .
Claim 7.6.24. The following conditions are equivalent :
(a) The R-algebra BM is finitely generated (resp. finitely presented).
(b) B is a finitely generated (resp. finitely presented) R-algebra andM is a finitely gener-
ated (resp. finitely presented) B-module.
Proof of the claim. (b)⇒(a): Suppose first that B is a finitely generated R-algebra, and M
is a finitely generated B-module. Pick a system of generators ΣB := {b1, . . . , bs} for B and
ΣM := {m1, . . . , mk} forM . Then it is easily seen that ΣB ∪ΣM generates the R-algebra BM .
For the finitely presented case, pick a surjection of R-algebras ϕ : R[T1, . . . , Ts]→ B and of
B-module ψ : B⊕k →M . Let Σ′B be a finite system of generators of the ideal Kerϕ. Pick also
a finite system b1, . . . , br of generators of the B-module Kerψ; we may write bi =
∑k
j=1 bijej
for certain bij ∈ B (where e1, . . . , ek is the standard basis of B⊕k). For every i ≤ r and j ≤ k,
pick Pij ∈ ϕ−1(bij). It is easily seen thatBM is isomorphic to theR-algebraR[T1, . . . , Ts+k]/I ,
where I is generated by Σ′B ∪ {
∑k
j=1 PijTj+s | i = 1, . . . , r} ∪ {Ti+sTj+s | 0 ≤ i, j ≤ k}.
(a)⇒(b): Suppose that BM is a finitely generated R-algebra, and let c1, . . . , cn be a system of
generators. For every i = 1, . . . , n, we may write ci = bi +mi for unique bi ∈ B andmi ∈M .
SinceM2 = 0, it is easily seen thatm1, . . . , mn is a system of generators for the B-moduleM ,
and clearly b1, . . . , bn is a system of generators for the R-algebra B.
Next, suppose that BM is finitely presented over R. We may find a system of generators
b1, . . . , bs, m1, . . . , mk of BM with bi ∈ B andmj ∈ M for every i ≤ s and j ≤ k. We deduce
a surjection of R-algebras
ϕ : R[T1, . . . , Ts+k]/(Ts+iTs+j | 0 ≤ i, j ≤ k)→ BM
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such that Ti 7→ bi for every i ≤ s and Tj+s 7→ mj for every j ≤ k. It is easily seen that Kerϕ
is generated by the classes of finitely many polynomials P1, . . . , Pr, where
Pi = Qi(T1, . . . , Ts) +
k∑
j=1
Ts+jQij(T1, . . . , Ts) i = 1, . . . , r
for certain polynomials Qi, Qij ∈ R[T1, . . . , Ts]. It follows easily that B = R[T1, . . . , Ts]/I ,
where I is the ideal generated by Q1, . . . , Qr, and M is isomorphic to the B-module B
⊕k/N ,
whereN is the submodule generated by the system {∑kj=1Qij(b1, . . . , bs)ej | i = 1, . . . , r} ♦
Suppose now that B is a finitely generated R-algebra; then B is generated by finitely many
homogeneous elements, say b1, . . . , bs of degrees respectively γ1, . . . , γs. Thus, we may define
surjections of monoids
(7.6.25) N⊕s → Γ : ei 7→ γi for i = 1, . . . , s
(where e1, . . . , es is the standard basis of N
⊕s) and of R-algebras ϕ : C → B, where C :=
R[N⊕s] is a free polynomial R-algebra. Notice that C is a N⊕s-graded R-algebra, and via
(7.6.25) we may regard ϕ as a morphism of Γ-graded R-algebras C/Γ → B. Then I := ker ϕ
is a Γ-graded ideal of C, and if we set P := N⊕s×Γ Γ′ we deduce an isomorphism of Γ′-graded
R-algebras
B′ := Γ′ ×Γ B ∼→ (P ×N⊕s C)/Γ′/(Γ′ ×Γ I)
(see remark 7.6.11(i)).
Claim 7.6.26. P ×N⊕s C is a finitely presented R-algebra.
Proof of the claim. Indeed, this R-algebra is none else than R[P ], hence the assertion follows
from corollary 6.4.2 and lemma 6.1.7(i). ♦
From claim 7.6.26 it follows already that B′ is a finitely generated R-algebra. Now, suppose
thatM is a finitely generated B-module, and setM ′ := Γ′ ×Γ M ; notice that
(7.6.27) Γ′ ×Γ (BM) = B′M ′ .
In view of claim 7.6.24, we deduce thatM ′ is a finitely generated B′-module. Next, in case B
is a finitely presented R-algebra, I is a finitely generated ideal of C/Γ; as we have just seen, this
implies that Γ′ ×Γ I is a finitely generated (Γ′ ×Γ C/Γ)-module, and then claim 7.6.26 shows
that B′ is a finitely presented R-algebra. This concludes the proof of (i).
Lastly, if moreover M is a finitely presented B-module, assertion (i), together with (7.6.27)
and claim 7.6.24 say thatM ′ is a finitely presentedB′-module; thus, also assertion (ii) is proven.
(iii): For any given γ ∈ Γ, let us consider the morphism f : N→ Γ such that 1 7→ γ, and set
B′ := N×Γ B. By (i), the R-algebra B′ is finitely generated (resp. finitely presented), and the
B′-moduleM ′ := N×Γ M is finitely generated (resp. finitely presented). After replacing B by
B′ and M by M ′, we may then assume from start that Γ = N, and we are reduced to showing
that gr1M is a finitely generated (resp. finitely presented) gr0B-module.
Let m1, . . . , mt be a system of generators of M consisting of homogeneous elements of
degrees respectively j1, . . . , jt. We endow B
⊕t with the N-grading such that
grkB
⊕t :=
t⊕
i=1
grk−jiBei
(where e1, . . . , et is the standard basis of B
⊕t); then the B-linear map B⊕t → M given by
the rule ei 7→ mi for every i = 1, . . . , t is a morphism of N-graded B-modules, and if M is
finitely presented, its kernel is generated by finitely many homogeneous elements b1, . . . , bs.
In the latter case, endow again B⊕s with the unique N-grading such that the B-linear map
ϕ : B⊕s → B⊕t given by the rule ei 7→ bi for every i = 1, . . . , s is a morphism of N-graded
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B-modules. Now, in order to check that gr1M is a finitely generated gr0B-module, it suffices
to show that the same holds for gr1B
⊕t. The latter is a direct sum of gr0B-modules isomorphic
to either gr0B or gr1B. Likewise, if M is finitely presented, gr1M = Coker gr1ϕ, and again,
gr1B
⊕s is a direct sum of gr0B-modules isomorphic to either gr0B or gr1B; hence in order to
check that gr1M is a finitely presented gr0B-module, it suffices to show that gr1B is a finitely
presented gr0B-module. In either event, we are reduced to the case where Γ = N andM = B.
However, from (ii) we deduce especially that gr0B = {0} ×N B is a finitely generated (resp.
finitely presented) R-algebra, hence B is a finitely generated (resp. finitely presented) B0-
algebra as well; we may then assume that R = gr0B. Let Σ be a system of homogeneous
generators for the R-algebra B; we may then also assume that
(7.6.28) Σ ∩ gr0B = ∅.
Then it is easily seen that theR-module gr1B is generated by Σ∩gr1B. Lastly, ifB is a finitely
presentedR-algebra, we consider the natural surjectionψ : R[Σ]→ B from the free polynomial
R-algebra generated by the set Σ, and endowR[Σ]with the unique grading for which ψ is a map
of N-graded R-algebras; then I := Kerψ is a finitely generated N-graded ideal with gr0I = 0.
As usual, we pick a finite system Σ′ of homogeneous generators for I; clearly B1 is isomorphic
to gr1B0[Σ]/gr1I . On the other hand, (7.6.28) easily implies that gr1R[Σ] is a free R-module of
finite rank, and moreover gr1I is generated by Σ
′ ∩ gr1I; especially, gr1B is a finitely presented
R-module in this case, and the proof is complete. 
7.6.29. Let (Γ,+) be a monoid, R a ring, B := (B, gr•B) a Γ-graded R-algebra, and M a
Γ-graded B-module. We denote byM [γ] the Γ-graded B-module whose underlying B-module
isM , and whose grading is given by the rule :
grβM [−γ] :=
⊕
δ+γ=β
grδM for every γ ∈ Γ.
Remark 7.6.30. (i) In the situation of (7.6.29), pick any system x := (xi | i ∈ I) of homo-
geneous generators of M , and say that xi ∈ grγiM for every i ∈ I . Then we may define a
surjective map of Γ-graded B-modules
L :=
⊕
i∈I
B[−γi]→M : ei 7→ xi for every i ∈ I
where (ei | i ∈ I) denotes the canonical basis of the free B-module L (notice that ei ∈ grγiL
for every i ∈ I).
(ii) In caseM is a finitely generated B-module, we may pick a finite system x as above, and
then L shall be a free B-module of finite rank.
(iii) Especially, suppose that B is a coherent ring andM is finitely presented as a B-module;
then, in the situation of (ii), the kernel of the surjection L → M shall be again a finitely
presented Γ-graded B-module, so we can repeat the above construction, and find inductively a
resolution
Σ : · · · → Ln dn−−→ Ln−1 → · · · → L0 d0−−→M
such that Ln is a free B-module of finite rank, and the map dn is a morphism of Γ-graded
B-modules, for every n ∈ N.
(iv) In the situation of (iii), suppose furthermore that B is a flat R-algebra, in which case
grγB is a flat R-module, for every γ ∈ Γ. Then it is clear that the resolution Σ yields, in each
degree γ ∈ Γ a flat resolution Σγ of the R-module grγM .
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7.7. Differential graded algebras. The material of this paragraph shall be applied in section
7.10, in order to study certain strictly anti-commutative graded algebras constructed via ho-
motopical algebra. Especially, the graded algebras appearing in this paragraph are usually not
commutative, unless it is explicitly said otherwise.
Definition 7.7.1. (i) Let A be any ring, and B := (B, gr•B) a Z-graded (associative, unital)
A-algebra. We say that B is strictly anti-commutative (or alternating), if we have
(a) a · b = (−1)pq · b · a for every p, q ∈ Z, every a ∈ grpB, and every b ∈ grqB
(b) a · a = 0 for every p ∈ Z and every a ∈ gr2p+1B.
If only condition (a) holds, we say that B is anti-commutative.
(ii) Let M := (M, gr•M) be any Z-graded B-bimodule. An A-linear graded derivation
from B toM is a morphism of graded A-modules ∂ : B →M such that
∂(xy) = ∂(x) · y + x · ∂(y) for every x, y ∈ B.
Remark 7.7.2. (i) Let A-Alt be the full subcategory of the category of Z-graded A-algebras,
whose objects are the strictly anti-commutative graded A-algebras. Define also the category
A-Alg.Mod as in [52, Def.2.5.22]. We have an obvious functor
gr0,1 : A-Alt→ A-Alg.Mod (B, gr•B) 7→ (gr0B, gr1B)
and it is easily seen that the functor gr0,1 is right adjoint to the functor
Λ•• : A-Alg.Mod→ A-Alt (B,M) 7→ Λ•BM
that assigns to every object (B,M) the graded A-algebra of the B-linear exterior powers ofM ;
the details shall be left to the reader.
(ii) For every pair of graded A-algebras (B, gr•B), (B
′, gr•B
′) we define a tensor product
(B′′, gr•B
′′) := (B, gr•B)⊗A (B′, gr•B′)
which is the graded A-algebra with B′′ := B ⊗A B′, and grnB′′ :=
⊕
i+j=n griB ⊗A grjB′ for
every n ∈ Z. The multiplication law of B′′ is the direct sum of the maps
(griB⊗AgrjB′)×(grkB⊗AgrlB′)→ gri+kB⊗Agrj+lB′ (b⊗b′, c⊗c′) 7→ (−1)jkbc⊗b′c′.
It is easily seen that if (B, gr•B) and (B
′, gr•B
′) are anti-commutative (resp. alternating), the
same holds for their tensor product. Moreover, if (B, gr•B) and (B
′, gr•B
′) are alternating,
then (B′′, gr•B
′′) represents the coproduct of (B, gr•B) and (B
′, gr•B
′) in the category A-Alt.
Again, we leave the details to the reader.
(iii) Likewise, all finite coproducts are representable in A-Alg.Mod : namely, the coproduct
of any two objects (B,M), (B′,M ′) is represented by :
(B′′,M ′′) := (B ⊗A B′, (M ⊗A B′)⊕ (B ⊗A M ′))
with the obvious universal cocone (B,M) → (B′′,M ′′) ← (B′,M ′). By (i), (ii), and proposi-
tion 1.3.25(iv), we deduce a natural isomorphism of alternating graded A-algebras :
Λ•B′′M
′′ ∼→ Λ•BM ⊗A Λ•B′M ′.
Definition 7.7.3. Let A be any ring.
(i) A differential graded A-algebra is the datum of
• a complex (B•, d•B) of A-modules
• an A-linear map µpq : Bp ⊗A Bq → Bp+q for every p, q ∈ Z
such that the following holds :
(a) Set B :=
⊕
p∈ZB
p; then the system of maps µ•• adds up to a map µ : B ⊗A B → B,
and one requires that the resulting pair (B, µ) is an associative unital Z-graded A-
algebra. Then, one sets a · b := µ(a⊗ b), for every a, b ∈ B.
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(b) We have the identities
dp+qB (a · b) = dpB(a) · b+ (−1)p · a · dqB(b) for every p, q ∈ Z and every a ∈ Bp, b ∈ Bq.
We callB the gradedA-algebra associated toB•. Then we also say thatB• is anti-commutative
(resp. strictly anti-commutative) if the same holds for B (definition 7.7.1).
(ii) A morphism B• → C• of differential graded A-algebras is a map of complexes of A-
modules such that the induced map of associated graded A-modules is a map ofA-algebras. We
denote the resulting category of differential graded A-algebras by :
A-dgAlg.
We shall also consider the full subcategory of A-dgAlg denoted
A-dgAlt
whose objects are the strictly anti-commutative differential graded A-algebras.
(iii) Let (B•, d•B) be a differential graded A-algebra, B its associated graded A-algebra, and
(M•, d•M) a complex of A-modules.
(a) We say that M• is a left B•-module if the A-module M :=
⊕
p∈ZM
p is a graded left
B-module (for the natural Z-grading onM), and we have
dp+qM (b ·m) = (dpBb) ·m+ (−1)p · b · dqM(m)
for every p, q ∈ Z, every b ∈ Bp, and everym ∈M q.
(b) We say thatM• is a right B•-module ifM is a graded right B-module, and we have
dp+qM (m · a) = dqM(m) · a + (−1)q ·m · dpM(a)
for every p, q ∈ Z, every b ∈ Bp, and everym ∈M q.
(c) We say that M• is a B-bimodule if it is both a left and right B•-module, and with
these B•-modules structures, the A-module M becomes a B-bimodule (i.e. the left
multiplication commutes with the right multiplication).
We call M the graded B-module associated to M•. A morphism M• → N• of left (resp.
right, resp. bi-) B•-modules is a map of complexes of A-modules, such that the induced map of
associated graded A-modules is a map of left (resp. right, resp. bi-) B-modules.
Remark 7.7.4. Let B• be any differential graded A-algebra.
(i) Notice that condition (b) of definition 7.7.3(i) is the same as saying that µ•• induces a
map of complexes
µ• : B• ⊗A B• → B•.
Moreover, in light of example 7.1.16(i), we see that B• is anti-commutative if and only if the
diagram
B• ⊗A B•
µ• %%❑❑
❑❑❑
❑❑❑
❑❑
∼ // B• ⊗A B•
µ•yysss
sss
sss
s
B•
commutes, where the horizontal arrow is the isomorphism (7.1.17) that swaps the two tensor
factors. Hence, in some sense this is actually a commutativity condition.
(ii) Likewise, ifM• is a complex ofA-modules with a graded left (right)B-module structure
on the associated graded A-moduleM , thenM• is a left (resp. right) B•-module if and only if
the scalar multiplication of the B-moduleM induces a map of complexes
B• ⊗A M• →M• ( resp. M• ⊗A B• → M• ).
(iii) It is easily seen that the multiplication maps µpq induce A-linear maps
(HpB•)⊗A (HqB•)→ Hp+qB• for every p, q ∈ Z
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anf if we let H•B• :=
⊕
p∈ZH
pB•, then the resulting map
(H•B•)⊗A (H•B•)→ H•B•
endowsH•B• with a structure of Z-graded associative unital A-algebra, which shall be strictly
anti-commutative whenever the same holds forB•. Likewise, ifM• is any left (resp. right, resp.
bi) B•-module, thenH•M• is naturally a Z-graded left (resp. right, resp. bi)H•B•-module.
(iv) LetM• be a left B•-module, and denote by µpqM : B
p ⊗A M q → Mp+q the (p, q)-graded
component of the scalar multiplication ofM•, for every p, q ∈ Z. ThenM•[1] is also naturally
a left B•-module, with scalar multiplication µ••M [1] given by the rule :
µpqM [1] := (−1)p · µp,q+1M for every p, q ∈ Z.
Likewise, if N• is a right B•-module, with scalar multiplication µ••N , then N
•[1] is naturally a
right B•-module, with multiplication µ••N [1] given by the rule :
µpqN [1] := µ
p,q+1
N for every p, q ∈ Z.
Lastly, if P • is a B•-bimodule, then the left and right B•-module structure defined above on
P •[1], amount to a natural B-bimodule structure on P •[1].
(v) Let C• be any Z-graded A-algebra, N• any Z-graded left (resp. right, resp. bi-) B-
module. We let N [1]• be the graded A-module given by the rule N [1]p := Np+1 for every
p ∈ Z. We shall always view N [1]• as a left (resp. right, resp. bi-) B-module, via the scalar
multiplications obtained from those of N•, following the rules spelled out in (iv). This ensures
that the functor from B•-modules to H•B•-modules that assigns to any B•-module M• its
homologyH•M•, is compatible with shift operators.
7.7.5. Let A be ring, (B•, d•B) any differential graded A-algebra, and I
• ⊂ B• a (graded)
two-sided ideal of B• (i.e. a bi-submodule of the B•-bimodule B•). Let
∂ : H•(B•/I•)→ H•I•[1]
denote the natural map induced by the short exact sequence of complexes
0→ I• → B• → B•/I• → 0.
We have :
Lemma 7.7.6. In the situation of (7.7.5), the map ∂ is an A-linear graded derivation of the
graded A-algebraH•(B•/I•).
Proof. Indeed, let a and b be any two cycles of the complex B•/I• in degree p and q, and a,
b the respective classes; lift a and b to some elements a˜ ∈ Bp and b˜ ∈ Bq, so that ∂(a · b) is
the class in Hp+q+1I• of dB(a˜ · b˜) = dB(a˜) · b˜ + (−1)p · a˜ · dB (˜b). Since dB(a˜) (resp. dB (˜b))
represents the class of ∂(a) (resp. of ∂(b)), the assertion follows from the explicit description
of the bimodule structure on I•[1] provided by remark 7.7.4(iv). 
Remark 7.7.7. Let B• and C• be two differential graded A-algebras, and denote by B and C
the respective associated gradedA-algebras. As in remark 7.7.2(ii), we may endowB⊗AC with
a natural structure of gradedA-algebra. In terms of morphisms of complexes, the multiplication
law of B ⊗A C then corresponds to the composition
(B• ⊗A C•)⊗A (B• ⊗A C•) ∼→ (B• ⊗A B•)⊗A (C• ⊗A C•) µ
•
B⊗Aµ
•
C−−−−−−→ B• ⊗A C•
where the first isomorphism is obtained by composing the associativity isomorphisms of exam-
ple 7.1.16(ii) and the isomorphisms (7.1.17) that swap the tensor factors. Here µ•B and µ
•
C are
the multiplication maps of B• and C•. Thus, we obtain on the complex B• ⊗A C• a natural
structure of differential graded A-algebra, and taking into account remark 7.7.2(ii) it is easily
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seen that if B• and C• are strictly anti-commutative, then B• ⊗A C• represents the coproduct
of B• and C• in A-dgAlt.
7.7.8. Suppose now that both B• and C• are bounded above complexes; presumably, in this
case there is a canonical way to define a differential graded algebra structure as well on (suitable
representatives for)
D• := B•
L⊗A C•
in such a way that this structure is well defined as an object of the derived category of A-dgAlg
(the latter should be, as usual, the localization ofA-dgAlg, by the multiplicative system of quasi-
isomorphisms). More modestly, we shall endow the graded A-module H•D
• with a natural
structure of associative graded A-algebra, in such a way that the natural map
(7.7.9) H•D
• :=
⊕
i∈Z
TorAi (B
•, C•)→ H•(B• ⊗A C•)
is a morphism of graded A-algebras. The multiplication ofH•D• is defined as the composition
HiD
• ⊗A HjD• α−→ TorAi+j(B• ⊗A B•, C• ⊗A C•)
µ−→ Hi+jD• for every i, j ∈ Z
where α is the bilinear pairing provided by (7.3.38), and with µ := TorAi+j(µ
•
B, µ
•
C).
Let us check first that the foregoing rule does define an associative multiplication on H•D
•.
To this aim, set B•2 := B
• ⊗A B•, B•3 := B• ⊗A B•2 and define likewise C•2 and C•3 ; a little
diagram chase, together with (7.3.39), reduces to verifying the commutativity of the diagram
TorAi (B
•
2 , C
•
2)⊗A HjD•
µ⊗A1HiD• //

HiD
• ⊗A HjD•

HiD
• ⊗A TorAj (B•2 , C•2)
1HjD•
⊗Aµ
oo

TorAi+j(B
•
3 , C
•
3)
γ // TorAi+j(B
•
2 , C
•
2) Tor
A
i+j(B
•
3 , C
•
3)
δoo
whose vertical arrows are the bilinear pairings of (7.3.38), and with
γ := TorAi+j(µ
•
B ⊗A 1B• , µ•C ⊗A 1C•) δ := TorAi+j(1B• ⊗A µ•B, 1C• ⊗A µ•C).
We show the commutativity of the left subdiagram; the same argument applies to the right one.
Unwinding the definitions, we come down to checking the commutativity, in D(A-Mod), of
the diagram of complexes
(P •B2 ⊗A C•2 )⊗A (P •B ⊗A C•)
∼ //
ϑ•

(P •B2 ⊗A P •B)⊗A C•3
ϕ•12,3⊗A1C•3 // P •B3 ⊗A C•3
η•

(P •B ⊗A C•)⊗A (P •B ⊗A C•) ∼ // (P •B ⊗A P •B)⊗A C•2
ϕ•1,23⊗A1C•3 // P •B2 ⊗A C•2
(notation of (7.3.36)), with ϑ• := (P •µB⊗Aµ•C)⊗A1P •B⊗AC• and η• := P •µB⊗A1B⊗A(µ•C⊗A1C•),
and where ϕ•12,3 and ϕ
•
1,23 are as in (7.3.38) (and with the isomorphisms given by compositions
of associativity and swapping isomorphisms). A direct inspection shows that this diagram com-
mutes up to homotopy, as required.
Next, we check that (7.7.9) is a map of graded A-algebras. Unwinding the definitions, we
see that – with the notation of (7.3.38) – the multiplication of H•D
• is the map on homology
induced by the composition
(P •B ⊗A C•)⊗A (P •B ⊗A C•) ∼→ (P •B ⊗A P •B)⊗A C•2 → P •B2 ⊗A C• → P •B ⊗A C
where the first isomorphism is again a composition of associativity isomorphisms and isomor-
phisms that swap the factors; the second map is ϕ•12 ⊗A µ•C , where ϕ•12 : P •B ⊗A P •B → P •B2 is
defined as in (7.3.38). The last map is P •µB ⊗A 1C• , where P •µB is given by (7.3.36). Since the
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associativity and swapping isomorphisms are obviously natural in all their arguments, we come
down to checking the commutativity, in D(A-Mod), of the diagram of complexes
(P •B ⊗A P •B)⊗A C•2
ϕ•12⊗Aµ
•
C //
(ρ•B⊗Aρ
•
B)⊗A1C•2

P •B2 ⊗A C•
P •µB
⊗A1C•

B•2 ⊗A C•2
µ•B⊗Aµ
•
C // B• ⊗A C• P •B ⊗A C•.
ρ•B⊗A1C•oo
The latter is further reduced to the commutativity of
P •B ⊗A P •B
ϕ•12 //
ρ•B⊗Aρ
•
B

P •B2
P •µB

B•2
µ•B // B• P •B.
ρ•Boo
But a simple inspection shows that this diagram indeed commutes up to homotopy.
Lastly, we claim that if B• and C• are both anti-commutative, then the same holds forH•D
•.
Indeed, consider the diagram
(P •B ⊗A P •B)⊗A C•2 ∼ //
(ρ•B⊗Aρ
•
B)⊗A1C•2 ((◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
ϕ•12⊗Aµ
•
C

(P •B ⊗A P •B)⊗A C•2
(ρ•B⊗Aρ
•
B)⊗A1C•2vv♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠
ϕ•12⊗Aµ
•
C

B•2 ⊗A C•2 ∼ //
µ•B⊗Aµ
•
C &&▼▼
▼▼▼
▼▼▼
▼▼
B•2 ⊗A C•2
µ•B⊗Aµ
•
Cxxqqq
qqq
qqq
q
B• ⊗A C•
P •B2 ⊗A C•
P •µB
⊗A1C•
// P •B ⊗A C•
ρ•B⊗A1C•
OO
P •B2 ⊗A C•.
P •µB
⊗A1C•
oo
(The upper isomorphism is obtained from the automorphism of P •B ⊗A P •B that swaps the two
factors, and from the automorphism of C•2 of the same type; likewise for the lower isomor-
phism.) The assumption on B• and C• says that the inner triangular subdiagram commutes,
and the same holds – up to homotopy – for the upper and the left and right subdiagrams, by a
simple inspection. Then also the outer rectangular subdiagram commutes up to homotopy, and
the contention follows easily.
Remark 7.7.10. (i) Simplicial A-algebras are an important source of differential graded alge-
bras, thanks to the following construction. Let R be any simplicialA-algebra, R• the associated
chain complex of A-modules, and denote by µR : R ⊗A R → R the multiplication map of R.
By considering the shuffle map for the bisimplicialA-module R⊠AR (notation as in (7.4.54)),
we deduce a natural map of complexes
µR• : R• ⊗A R• Sh
R⊠AR
•−−−−−→ (R⊗A R)• (µR)•−−−−→ R•
and taking into account propositions 7.4.55 and 7.4.58, it is easily seen that (R•, µR•) is a
strictly anti-commutative differential graded algebra. By remark 7.7.4(iii), we deduce that the
graded A-module H•R :=
⊕
p∈NHpR is naturally an N-graded associative unital and strictly
anti-commutativeA-algebra.
(ii) Likewise, if M is any R-module, then we obtain on the associated chain complexM• a
natural structure of R•-bimodule, so that H•M is naturally a graded H•R-bimodule.
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(iii) Clearly, a morphism ϕ : R → S of simplicial A-algebras induces a morphism ϕ• :
R• → S• of differential graded A-algebras, and a morphism f : M → N of R-modules
induces a morphism ϕ• : M• → N• of R•-bimodules.
7.8. Koszul algebras and regular sequences. For any ring A, let us consider the category
A-dAlg.Mod
whose objects are the triples (B,M, ∂), where B is an A-algebra, M is a B-module, and ∂ :
M → B is an A-linear map. The morphisms (B,M, ∂) → (B′,M ′, ∂′) in A-dAlg.Mod are the
pairs (f, g) where f : B → B′ is a map of A-algebras, and g : B′ ⊗B M → M ′ is a B′-linear
map, such that
f ◦ ∂(m) = ∂′ ◦ g(1⊗m) for everym ∈M
with the obvious composition law for such morphisms. We have a natural functor :
A-dgAlt→ A-dAlg.Mod (B•, d•B) 7→ (Ker d0B, B−1, d−1B )
which admits a left adjoint
K• : A-dAlg.Mod→ A-dgAlt (B,M, ∂) 7→ K•(B,M, ∂)
that associates to every object (B,M, ∂) its Koszul algebra K•(B,M, ∂), whose underlying
strictly anti-commutative A-algebra is the exterior algebra Λ•BM , as in remark 7.7.2(i). The
differentials of the complexK•(B,M, ∂) are given by the maps
dn+1 : Λ
n+1
B M → ΛnBM x0 ∧ · · · ∧ xn 7→
n∑
i=0
(−1)i∂(xi) · x0 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xn
for every n ∈ N. The detailed verifications shall be left to the reader.
Remark 7.8.1. (i) In light of remark 7.7.2(iii), it is easily seen that the coproduct of any two
objects (B,M, ∂) and (B′,M ′, ∂′) of A-dAlg.Mod is representable by the object
(B′′ := B ⊗A B′,M ′′ := (M ⊗A B′)⊕ (B ⊗A M ′), ∂′′)
where ∂′′ : M ′′ → B′′ is the A-linear map such that
∂′′(m⊗ b′, b⊗m′) := ∂(m)⊗ b′+ b⊗ ∂′(m′) for everym ∈M ,m′ ∈M ′, b ∈ B, b′ ∈ B′.
Combining with remark 7.7.7 and proposition 1.3.25(iv), we deduce a natural isomorphism :
K•(B
′′,M ′′, ∂′′)
∼→ K•(B,M, ∂)⊗AK•(B′,M ′, ∂′) in A-dgAlt.
(ii) Let f := (fi | i = 1, . . . , r) be a finite system of elements of A, and I ⊂ A the
ideal generated by f ; let also ∂f : A
⊕r → A be the A-linear form such that ∂f (a1, . . . , ar) :=∑r
i=1 fiai for every a1, . . . , ar ∈ A. The Koszul complex of the sequence f is the complex :
K•(f) := K•(A,A
⊕r, ∂f )
(see [39, Ch.III, §1.1]). Thus, for r = 1, so that f = (f) for a single element f ∈ A, we have
K•(f) = (0→ A f−→ A→ 0)
concentrated in homological degrees 0 and 1. In the general case, combining with (i) we get a
natural isomorphism :
K•(f)
∼→ K•(f1)⊗A · · · ⊗A K•(fr) in A-dgAlt.
For every complex of A-modulesM•, we also use the customary notation :
K•(f ,M
•) :=M• ⊗AK•(f) K•(f ,M•) := Tot•(Hom•A(K•(f),M•))
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and denote byH•(f ,M
•) (resp. H•(f ,M•)) the homology ofK•(f ,M
•) (resp. the cohomology
ofK•(f ,M•)). Especially, ifM is any A-module :
H0(f ,M) =M/IM H
0(f ,M) = HomA(A/I,M) = AnnM(I)
(where, as usual, we regardM as a complex placed in degree 0).
Lemma 7.8.2. With the notation of remark 7.8.1(ii), let g : A → B be a ring homomorphism,
andM• (resp. N•) a complex of A-modules (resp. B-modules). The following holds :
(i) For every x ∈ I , scalar multiplication by x induces the zero endomorphism on the
objectsK•(f ,M
•) and K•(f ,M•) of Hot(A-Mod).
(ii) Especially,Hi(f ,M
•) and H i(f ,M•) are A/I-modules, for every i ∈ Z.
(iii) If I = A, the complexesK•(f ,M
•) and K•(f ,M•) are homotopically trivial.
(iv) Denote by g(f) the image in B of the sequence f . Then we have natural identifications
K•(f , N
•)
∼→ K•(g(f), N•) K•(f , N•) ∼→ K•(g(f), N•) in C(B-Mod).
(v) We have a natural isomorphism
K•(f ,M•)
∼→ K•(f ,M•)[−r] in C(A-Mod).
Proof. (i): It suffices to notice that scalar multiplication by f induces the zero endomorphism
of K•(f), for every f ∈ A : indeed, a homotopy from f · 1K•(f) to the zero endomorphism is
given by the system of maps (sn | n ∈ N) with sn := 0 for n 6= 0, and s0 := 1A.
(ii) and (iii) are immediate consequences of (i), and (iv) follows directly from the definitions.
(v): Recall that for every free A-module L of finite rank and every A-module M we have a
natural isomorphism of A-modules
HomA(L,M)
∼→ L∨ ⊗A M where L∨ := HomA(L,A).
There follows, for every complex L• of free A-modules of finite rank, a natural isomorphism
Hom•A(L•,M
•)
∼→ L∨• ⊠A M• in C2(A-Mod)
(notation of example 7.1.16(i)). Moreover, for any two free A-modules of finite rank L1 and L2
we have as well a natural isomorphism
(L1 ⊗A L2)∨ ∼→ L∨1 ⊗A L∨2
whence, for any complexesL1,• and L2,• of freeA-modules of finite rank, a natural isomorphism
(L1,• ⊠A L2,•)
∨ ∼→ L∨1,• ⊠A L∨2,• in C2(A-Mod).
Summing up, it then suffices to observe that there is a natural isomorphism
K•(f)
∼→ K•(f)∨[1] in C(A-Mod)
for every f ∈ A. 
7.8.3. Let f and I ⊂ A be as in remark 7.8.1(ii); set as well f ′ := (f1, . . . , fr−1), and let I ′ ⊂ I
be the subideal generated by the sequence f ′. We have a short exact sequence of complexes :
0→ A[0]→ K•(fr)→ A[1] → 0, and after tensoring withK•(f ′), in view of remark 7.8.1(ii)
we get a distinguished triangle :
K•(f
′)→ K•(f)→ K•(f ′)[1] ∂−→ K•(f ′)[1].
By inspecting the definitions one checks easily that the boundary map ∂ is induced by multipli-
cation by fr. There follow exact sequences :
(7.8.4) 0→ H0(fr, Hp(f ′,M))→ Hp(f ,M)→ H0(fr, Hp−1(f ′,M))→ 0
for every A-moduleM and for every p ∈ N, whence the following :
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Lemma 7.8.5. With the notation of (7.8.3), the following conditions are equivalent :
(a) Hi(f ,M) = 0 for every i > 0.
(b) The scalar multiplication by fr is a bijection on Hi(f
′,M) for every i > 0, and is an
injection onM/I ′M . 
Definition 7.8.6. We say that the sequence f := (f1, . . . , fr) of elements of A is completely
secant on the A-moduleM , if we have Hi(f ,M) = 0 for every i > 0.
The interest of definition 7.8.6 is due to its relation to the notion of regular sequence of
elements of A (see e.g. [23, Ch.X, §9, n.6]). Namely, we have the following criterion :
Proposition 7.8.7. With the notation of (7.8.3), the following conditions are equivalent :
(a) The sequence f isM-regular.
(b) For every j ≤ r, the sequence (f1, . . . , fj) is completely secant onM .
Proof. Lemma 7.8.5 shows that (b) implies (a). Conversely, suppose that (a) holds; we show
that (b) holds, by induction on r. If r = 0, there is nothing to prove. Assume that the assertion
is already known for all j < r. Since f is M-regular by assumption, the same holds for the
subsequence f ′ := (f1, . . . , fr−1), and fr is regular on M/(f
′)M . Hence Hp(f
′,M) = 0 for
every p > 0, by inductive assumption. Then lemma 7.8.5 shows that Hp(f ,M) = 0 for every
p > 0, as claimed. 
Notice that any permutation of a completely secant sequence is again completely secant,
whereas a permutation of a regular sequence is not always regular. As an application of the
foregoing, we point out the following :
Corollary 7.8.8. With the notation of (7.8.3), the following holds :
(i) If a sequence (f, g) of elements of A isM-regular, andM is f -adically separated, then
(g, f) isM-regular.
(ii) If (n1, . . . , nr) is any sequence of strictly positive integers, then f is completely secant
onM (resp. M-regular) if and only if the same holds for the sequence (fn11 , . . . , f
nr
r ).
Proof. (i): According to proposition 7.8.7, we only need to show that the sequence (g) is com-
pletely secant, i.e. that g is regular on M . Hence, suppose that gm = 0 for some m ∈ M ; it
suffices to show that m ∈ fnM for every n ∈ N. We argue by induction on n. By assumption
g is regular onM/fM , hencem ∈ fM , which shows the claim for n = 1. Let n > 1, and sup-
pose we already know that m = fn−1m′ for some m′ ∈ M . Hence 0 = gfn−1m′, so gm′ = 0
and the foregoing case shows thatm′ = fm′′ for somem′′ ∈ M , thusm = fnm′′, as required.
(ii): We deal first with the assertion for completely secant sequences. First, notice that, since
every permutation of a completely secant sequence is still completely secant, it suffices to show
the assertion for the sequence of integers (1, 1, . . . , 1, nr). However, set f
′ := (f1, . . . , fr−1);
by lemma 7.8.5, f is completely secant if and only if scalar multiplication by fr is a bijection
onHi(f
′,M) for every i > 0, and an injection onM/(f ′)M . But fr fulfills the latter conditions
if and only if fnrr does, whence the contention. The assertion forM-regular sequences follows
from the foregoing, in view of proposition 7.8.7. 
7.8.9. Let A be a ring, f := (f1, . . . , fr) a completely secant sequence of elements of A (see
definition 7.8.6); denote by J the ideal generated by f , and set A0 := A/J . We may regard the
complex A0[0] as an (especially simple) differential graded A-algebra, with multiplication µ
•
deduced from that of A0, in the obvious way. We may then state :
Proposition 7.8.10. In the situation of (7.8.9), the A0-module J/J
2 is free of rank r, and there
exists a unique isomorphism of strictly anti-commutative graded A-algebras
(7.8.11) Λ•A0(J/J
2)
∼→ H•(A0[0]
L⊗A A0[0])
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which restricts, in degree 1, to the natural identification
Λ1A0(J/J
2) = J/J2
∼→ TorA1 (A0, A0).
Proof. By assumption, the Koszul complex, with its natural augmentation, yields a resolution
ε• : K•(f)→ A0[0]
by free A-modules. Hence, there is a unique isomorphism ω• : P •A0
∼→ K•(f) in D(A-Mod),
whose composition with ε• agrees with ρ•A0 (notation of (7.3.36)). Then ε
• is a map of differen-
tial graded A-algebras, and we easily deduce a commutative diagram in D(A-Mod)
P •A0 ⊗A P •A0
P •µ //
ω•⊗Aω
•

P •A0
ω•

K•(f)⊗A K•(f) // K•(f)
whose bottom horizontal arrow is the multiplicationmap ofK•(f), and where P
•
µ is defined as in
(7.3.36). We conclude that ω• induces an isomorphism of anti-commutative graded A-algebras
(7.8.12) H•(A0[0]
L⊗A A0[0]) ∼→ K•(f , A0[0]) ∼→ H•((Λ•A(A⊕r), df ,•)⊗A A0).
By simple inspection, we see that df ,i ⊗A 1A0 = 0 for every i ∈ Z, whence an isomorphism of
strictly anti-commutativeA-graded algebras :
H•((Λ
•
A(A
⊕r), df ,•)⊗A A0) ∼→ Λ•A0(A⊕r0 ).
Combining with (7.8.12), we obtain in degree one a natural isomorphism
Λ1A0(A
⊕r
0 ) = A
⊕r
0
∼→ TorA1 (A0, A0) ∼→ J/J2
which, finally, delivers the sought isomorphism of differential graded A-algebras. The unique-
ness of (7.8.11) is clear, since the exterior algebra is generated by its degree one summand. 
Definition 7.8.13. Let A be a ring, f := (f1, . . . , fr) a finite sequence of elements of A, andM
an A-module. Set also R := Z[T1, . . . , Tr], let I ⊂ R be the ideal generated by T1, . . . , Tr, and
denote by gr•R the graded ring associated with the I-adic filtration of R; we associate with f
the R-module structure on M such that Tix := fix for every x ∈ M and every i = 1, . . . , r,
and denote likewise by gr•M the graded gr•R-module associated with the I-filtration on M .
We say that f isM-quasi-regular, if the natural map
gr•R⊗gr0R gr0M → gr•M
is an isomorphism.
The following result summarizes and completes the list of interdependencies found thus far
between the properties of finite sequences of elements in a ring that have been introduced at
various stages in the text.
Proposition 7.8.14. In the situation of definition 7.8.13, consider the following conditions :
(a) The sequence f isM-regular.
(b) The sequence f is completely secant onM .
(c) TorR1 (R/I,M) = 0.
(d) The sequence f isM-quasi-regular.
Then (a)⇒(b)⇒(c)⇒(d), and ifM is I-adically complete and separated, then (d)⇒(a).
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Proof. (a)⇒(b) is already known, by proposition 7.8.7.
(b)⇒(c): Let g : R → A be the unique ring homomorphism such that g(Ti) := fi for
i = 1, . . . , r; clearly the R-module structure of M is obtained by restriction of scalars along
g from its A-module structure. Then, set T := (T1, . . . , Tr); by (b) and lemma 7.8.2(iv), we
have Hi(T,M) = 0 for every i > 0. On the other hand, T is a regular sequence on R, hence
Hi(T, R) = 0 for every i > 0, by the foregoing; i.e. K•(T) is a free resolution of the R-
module R/I . There follows a natural isomorphism Hi(T,M)
∼→ TorRi (R/I,M) for every
i ∈ N, whence the assertion.
(c)⇒(d): The assumption means that the natural map I ⊗R M → IM is bijective. On the
other hand, notice that gr0 := R/I is isomorphic to Z, and grnR := I
n/In+1 is a free Z-module
for every n ∈ N; consider then for every n ∈ N the commutative diagram :
0 // In+1 ⊗R M //

In ⊗R M //

grnR⊗R M

// 0
0 // In+1M // InM // grnM // 0
all of whose vertical arrows are surjections, and whose horizontal rows are short exact se-
quences, as TorR1 (grnR,M) = 0. Then, a simple induction shows that all three vertical arrows
are isomorphisms for every n ∈ N, whence the assertion.
Suppose now thatM is I-adically complete and separated, and that f isM-quasi-regular; we
wish to check that f is M-regular, and we shall argue by induction on the length r of f . For
r = 0, there is nothing to prove. Next, suppose that r ≥ 1, and the assertion is already known
for everyM-quasi-regular sequence of length r − 1; we notice
Claim 7.8.15. f1 isM-regular, and f1M ∩ In+1M = f1InM for every n ∈ N.
Proof of the claim. It is easily seen that (In+1+T1I
n)/In+2 is a free Z-module for every n ∈ N,
hence we get a short exact sequence
0→ grnR⊗gr0R gr0M
ϕ−→ grn+1R⊗gr0R gr0M → ((In+1 + T1In)/In+2)⊗gr0R gr0M → 0
for every n ∈ N where ϕ is induced by scalar multiplication by T1 on R, which maps In
into In+1 for every such n. Then (d) implies that scalar multiplication by f1 on the A-module
M induces an injective map grnM → grn+1M for every n ∈ N, and since the I-filtration is
separated onM , we conclude already that f1 isM-regular; moreover :
{x ∈ InM | f1x ∈ In+2M} = In+1M for every n ∈ N
whence f1I
nM ∩ In+2M = f1In+1M for every n ∈ N. By a simple induction on k, we deduce
that f1I
n−kM ∩ In+2M = f1In+1M for k = 0, . . . , n, whence the sought identity. ♦
Claim 7.8.15 implies that the I-adic topology on f1M agrees with the topology induced by
the I-adic topology of M ; by virtue of proposition 8.2.13(i,v), we deduce that M := M/f1M
is I-adically complete and separated. Now, let R′ := Z[T2, . . . , Tr] ⊂ R, set I ′ := I ∩ R′,
and denote by gr•R
′ the graded ring associated with the I ′-adic filtration of R′. The projection
R→ R/(T1) ∼→ R′ induces isomorphisms of rings and respectively graded rings :
gr0R
∼→ gr0R′ (gr•R)/(T 1) ∼→ gr•R′
where T 1 ∈ gr1R denotes the class of T1. Let us endow M with the R′-module structure ob-
tained by restriction of scalars along the inclusion map R′ → R, and let gr•M the graded
gr•R
′-module associated with the I ′-adic filtration on M . Then clearly the I ′-adic topol-
ogy of M coincides with its I-adic topology; moreover, notice that gr•R
′ ⊗gr•R grnM =
InM/(f1I
n−1M+In+1M), whereas grnM = I
nM/((f1M∩InM)+In+1M) for every n > 0.
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Hence, claim 7.8.15 also implies that the projection gr•M → gr•M induces isomorphisms of
gr0R-modules and respectively graded gr•R
′-modules :
gr0M
∼→ gr0M gr•R′ ⊗gr•R gr•M
∼→ gr•M
Therefore, the natural map
gr•R
′ ⊗gr0R′ gr0M → gr•M
is also an isomorphism, i.e. the sequence f ′ := (f2, . . . , fr) is M -quasi-regular; by inductive
assumption, f ′ is thenM -regular, so finally f isM-regular. 
For future reference, we point out :
Lemma 7.8.16. Let A be a ring, n ≥ 1 an integer, and f := (f0, . . . , fn) a completely secant
sequence of elements of A. The following holds :
(i) The sequences g := (f0, f1− f0T1, . . . , fn− f0Tn) and g′ := (f1− f0T1, . . . , fn− f0Tn)
are completely secant in the polynomial A-algebra A[T1, . . . , Tn].
(ii) Let A[f1/f0, . . . , fn/f0] ⊂ A[1/f0] be the A-subalgebra generated by f1/f0, . . . , fn/f0.
Then the kernel of the surjective map of A-algebras
A[T1, . . . , Tn]→ A[f1/f0, . . . , fn/f0] Ti 7→ fi/f0 for i = 1, . . . , n
is the ideal I ⊂ A[T1, . . . , Tn] generated by the sequence g′.
Proof. (i): Since the inclusion map A→ B := A[T1, . . . , Tn] is flat, it is clear that the sequence
f is completely secant in B. Define the B-linear forms ∂f , ∂g : B
⊕n+1 → B as in remark
7.8.1(ii), so thatK•(f) = K•(B,B
⊕n+1, ∂f ), and likewise forK•(g). We have an isomorphism
(1B, ϕ) : (B,B
⊕n+1, ∂g)
∼→ (B,B⊕n+1, ∂f ) in A-dAlg.Mod
with ϕ : B⊕n+1
∼→ B⊕n+1 the B-linear automorphism such that ϕ(e0) := e0 and ϕ(ei) :=
ei − Tie0 for i = 1, . . . , n. The assertion for g is an immediate consequence.
Combining with lemma 7.8.5, we see that the scalar multiplication by f0 is injective on
Hi(g
′, B), for every i ∈ N. Hence, the natural map
Hi(g
′, B)→ Hi(g′, B[f−10 ])
is injective for every i ∈ N, and in order to show that g′ is completely secant in B, we may then
assume that f0 ∈ A×. To this aim, we consider also the sequence T := (T1, . . . , Tn); we have
an isomorphism
(ψ, 1B⊕n) : (B,B
⊕n, ∂T)
∼→ (B,B⊕n, ∂g′) in A-dAlg.Mod
where ψ : B
∼→ B is the ring isomorphism such that ψ(Ti) := fi− f0Ti for i = 1, . . . , n. Since
the sequence T is obviouslyB-regular, the assertion then follows from proposition 7.8.7.
(ii) We have a commutative diagram of rings :
B/IB //

A[f1/f0, . . . , fn/f0]

B/IB[1/f0] // A[1/f0]
whose vertical arrows are the localizations, and it is easily seen that the bottom horizontal
arrow is an isomorphism. On the other hand, from (i) and lemma 7.8.5 we see that the scalar
multiplication by f0 is injective on B/I; hence the top horizontal arrow is injective, whence the
contention. 
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Definition 7.8.17. Let A be any additive category, and A• any object of Fun(No,A ) (where
the partially ordered set (N,≤) is regarded as category, as in example 1.1.6(iii)). In other words,
A• is a datum (A•, ϕ••) consisting of a family (Ap | p ∈ N) of objects of A and a system of
morphisms ϕq,p : Aq → Ap of A for every integers q ≥ p ≥ 0, such that
ϕq,p ◦ ϕr,q = ϕr,p for every r ≥ q ≥ p ≥ 0.
The objects of Fun(No,A ) are called also inverse systems of A indexed by N. Then :
(i) We say that A• is essentially zero, if for every p ∈ N there exists q ≥ p such that ϕq,p is
the zero morphism.
(ii) We say that A• is uniformly essentially zero, if there exists c ∈ N such that ϕp+c,p is the
zero morphism for every p ∈ N. In this case, the smallest of such c is called the step of A•.
Recall that if Fun(No,A ) is an additive category, and it is even abelian, if the same holds
for A ; moreover, the kernels and cokernels in Fun(No,A ) are computed argumentwise : see
remark 3.6.37(ii). We notice :
Lemma 7.8.18. Let A be any abelian category, and consider a short exact sequence
0→ A′• → A• → A′′• → 0 in Fun(No,A ).
Then, A• is essentially zero (resp. uniformly essentially zero) if and only if the same holds for
both A′• and A
′′
• .
Proof. Indeed, it is clear that if An → Am is the zero morphism for some n ≥ m, then the same
holds for the morphisms A′n → A′m and A′′n → A′′m. Conversely, suppose that A′n → A′m and
A′′p → A′′n are the zero morphisms, for some p ≥ n ≥ m; then it follows easily that the same
holds for the morphism Ap → Am. 
7.8.19. Let f := (f1, . . . , fr) and g := (gi | i = 1, . . . , r) be two finite sequences of elements
of a ring A; we set fg := (figi | i = 1, . . . , r) and define as follows a map of Koszul complexes
ϕg : K•(fg)→ K•(f)
(see remark 7.8.1(ii)). First, suppose that r = 1; then f = (f), g = (g) and the sought map ϕg
is the commutative diagram :
0 // A
fg //
g

A // 0
0 // A
f // A // 0.
For the general case we let :
ϕg := ϕg1 ⊗A · · · ⊗A ϕgr .
Especially, for everym,n ≥ 0 we have maps ϕfn : K•(fn+m)→ K•(fm), whence maps
ϕ•fn : K
•(fm,M)→ K•(fm+n,M)
and clearly ϕ•
fp+q
= ϕ•fp ◦ϕ•fq for everym, p, q ≥ 0.
7.8.20. In the situation of (7.8.19), set Ar := Z[T1, . . . , Tr], and denote by βf : Ar → A the
unique ring homomorphism such that βf (Ti) := fi for every i = 1, . . . , r. Let also Ir ⊂ Ar be
the ideal generated by (T1, . . . , Tr). We consider the following conditions :
(a)f The inverse system (Tor
Ar
i (Ar/I
n
r , A) | n ∈ N) is essentially zero for every i > 0.
(b)f The inverse system (Tor
A
i (A/I
n, A/I) | n ∈ N) is essentially zero for every i > 0.
(c)f The inverse system (Hi(f , I
n) | n ∈ N) is essentially zero for every i > 0.
(d)f The inverse system (HiK•(f
n) | n ∈ N) is essentially zero for every i > 0.
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(e)f The inverse system (Tor
A
i+1(A/I
n,M) | n ∈ N) is essentially zero, for every i, k ∈ N
and every A/Ik-moduleM .
(f)f For every i ∈ Z and every bounded above complex C• of flat A-modules such that
for every j ∈ Z the annihilator ideal of HjC• = 0 contains a power of I , the inverse
system (Hi(I
nC•) | n ∈ N) is essentially zero.
Moreover, we shall also consider the conditions (a)unf , . . . , (f)
un
f obtained from (a)f , . . . , (f)f
after replacing “essentially zero” by “uniformly essentially zero”.
Remark 7.8.21. Condition (d)f seems to have been first considered in [59, Lemma 2.4], and
in particular, our remark 7.8.44 was already observed in [59, Lemma 2.5 and th.2.8]. The
same condition reappears in [61, Exp.II, Lemme 9], as well as in in [1, Lemma 3.1.1], and it is
baptised “weak proregularity” in an errata1 for that paper. A non-commutative extension is pro-
posed in [110]. For motivation, we point out the following lemma, which says that completely
secant sequences f trivially satisfy condition (a)unf :
Lemma 7.8.22. With the notation of (7.8.20), if the sequence f is completely secant, we have
TorAri (Ar/I
n
r , A) = 0 for every n ∈ N and every i > 0.
Proof. Notice first that Ar/Ir = Z, and I
n
r /I
n+1
r is a free Z-module, for every n ∈ N; using the
long Tor-exact sequences arising from the short exact sequences
0→ Inr /In+1r → Ar/In+1r → Ar/Inr → 0
a simple induction reduces to the case where n = 1 (details left to the reader). In this case, we
consider the sequence t := (T1, . . . , Tr) of elements of Ar, which is clearly completely secant,
so that the Koszul complexK•(t) is a resolution of the Ar-module Ar/Ir by free Ar-modules,
whence natural isomorphisms
TorAri (Ar/Ir, A)
∼→ Hi(t, A) ∼→ Hi(f , A) for every i ∈ N
(lemma 7.8.2(iv)), and the contention ensues. 
Lemma 7.8.23. With the notation of (7.8.20), for every i, p ∈ N with i > 0, and every Ar/Ipr -
module N , the natural morphism TorAri (Ar/I
n+p
r , N)→ TorAri (Ar/Inr , N) is the zero map.
Proof. Let Fil•N be the Ir-adic filtration of N , and denote by gr
•N the associated graded
Ar/Ir-module; using the long exact Tor-sequences arising from the short exact sequences 0→
Filq+1N → FilqN → grqN → 0 (for every q ∈ N), and an easy induction argument, we reduce
to the case where p = 1 (details left to the reader). In this case, N is actually an Ar/Ir-module,
i.e. a Z-module; we may moreover reduce to the case whereN is a finitely generated Z-module,
and then we may even assume that N = Z/aZ for some a ∈ N (details left to the reader). In
this situation, set B := Ar/aAr, J := IrBr, consider the standard 2-spectral sequence ([112,
Th.5.6.6])
E2pq := Tor
B
p (Tor
Ar
q (Ar/I
n
r , B),Z/aZ)⇒ TorArp+q(Ar/Inr ,Z/aZ)
and notice that, on the one hand, the scalar multiplication by a is injective on Ar/I
n
r , and on
the other hand, the complex 0 → Ar → Ar → 0 with differential given by a · 1Ar is a free
resolution of B; we deduce that E2pq = 0 whenever q > 0, whence natural isomorphisms :
TorBi (B/J
n,Z/aZ)
∼→ TorAri (Ar/Inr ,Z/aZ) for every i, n ∈ N
and we are reduced to checking that the natural map
TorBi (B/J
n+1,Z/aZ)→ TorBi (B/Jn,Z/aZ)
1see http://www.math.purdue.edu/˜lipman/papers/homologyfix.pdf
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vanishes for every i > 0. To this aim, notice that the Koszul complex K• := K•(T•, B)
associated with the sequence T• := (T1, . . . , Tk) of elements of B, is a resolution of Z/aZ
consisting of free B-modules (proposition 7.8.7), so we have a natural isomorphism
B/Jn ⊗B K• ∼→ B/Jn
L⊗B Z/aZ in D(B-Mod).
Now, denote by gr•B the standard graded Z/aZ-algebra structure onB such that gr1B is gener-
ated by T1, . . . , Tk. For every i ∈ Nwe define a grading onKi as follows. Let (e1, . . . , ek) be the
canonical basis of B⊕k, and Fi the set of all strictly increasing maps {1, . . . , i} → {1, . . . , r};
for every ϕ ∈ Fi and every r ∈ N set
eϕ := eϕ(1) ∧ · · · ∧ eϕ(i) and grrKi :=
∑
ϕ∈Fi
eϕ · grr−iB.
A simple inspection then shows that the differential of the Koszul complex is, in each degree, a
map of graded Z/aZ-modules, therefore we get a natural decomposition
K•
∼→
⊕
r∈N
grrK• in C(Z/aZ-Mod)
and since Jn =
⊕
r≥n grrB, the complexK•⊗B B/Jn admits a corresponding decomposition,
and we have
(grrK• ⊗B B/Jn)i =
{
grrKi if r < i+ n
0 otherwise.
Since HiK• = 0 for every i > 0, it follows easily that
grrHi(K• ⊗B B/Jn) = 0 for every i, r, n ∈ N such that r 6= i− 1 + n and i > 0.
Thus, fix i, n ∈ N with i > 0, and consider any x ∈ TorBi (B/Jn+1,Z/aZ); by the foregoing,
we have x ∈ Hi(gri+nK• ⊗B B/Jn+1), and Hi(gri+nK• ⊗B B/Jn) = 0, so the image of x
vanishes in TorBi (B/J
n,Z/aZ), as required. 
Proposition 7.8.24. With the notation of (7.8.20), fix i ∈ N, and let also g := (gi | i = 1, . . . , s)
be another sequence of elements of A that generates an ideal J . We have :
(i) (a)f ⇔ (b)f ⇔ (c)f ⇔ (d)f ⇔ (e)f ⇔ (f)f .
(ii) (a)unf ⇒ (b)unf ⇔ (c)unf ⇔ (e)unf ⇔ (f)unf .
(iii) If the radical of I equals the radical of J , then (a)f ⇔ (a)g.
(iv) If I = J , then (a)unf ⇔ (a)ung .
Proof. Let us check first that (a)f ⇒ (b)f and (a)unf ⇒ (b)unf . To this aim, we consider the
change of ring spectral sequence
E(n)2ij := Tor
A
i (Tor
Ar
j (Ar/I
n
r , A), A/I)⇒ TorAri+j(Ar/Inr , A/I).
Notice that the projection Ar/I
m
r → Ar/Inr induces a morphism of spectral sequences
(7.8.25) E(m)••• → E(n)••• for everym ≥ n.
Then the assertion is the case p = 0 of the following :
Claim 7.8.26. If condition (a)f (resp. (a)
un
f ) holds, then the inverse system (E(n)
p+2
i+1,0 | n ∈ N)
is essentially zero (resp. uniformly essentially zero) for every i, p ∈ N.
Proof of the claim. We fix i ∈ N, and we argue by descending induction on p. Notice first that
E(n)i+1i,0 = E(n)
∞
i,0 for every i, n ∈ N.
FOUNDATIONS FOR ALMOST RING THEORY 645
Then, lemma 7.8.23 trivially implies that the assertion holds for every i, p ∈ N with p ≥ i.
Now, let 0 ≤ q ≤ i − 1, and suppose that the assertion is already known for every p > q (with
our fixed i). We get an exact sequence of inverse systems
0→ (E(n)q+3i+1,0 | n ∈ N)→ (E(n)q+2i+1,0 | n ∈ N)→ (E(n)q+2i−q−1,q+1 | n ∈ N)
and by inductive assumption the system (E(n)q+3i+1,0 | n ∈ N) is essentially zero (resp. uniformly
essentially zero). Moreover, (a)f (resp. (a)
un
f ) implies that the same holds for the system
(E(n)q+2i−q−1,q+1 | n ∈ N). Then the contention follows from lemma 7.8.18. ♦
• In order to show that (b)f ⇒ (a)f we remark :
Claim 7.8.27. Let j ∈ N be any integer. Then :
(i) If (E(n)20,j | n ∈ N) is an essentially zero inverse system, the same holds for the inverse
system (TorArj (Ar/I
n
r , A) | n ∈ N).
(ii) If (TorArj (Ar/I
n
r , A) | n ∈ N) is an essentially zero inverse system, the same holds for
the inverse system (Ep+2i,j | n ∈ N), for every i, p ∈ N.
(iii) The inverse system (E(n)j+20,j | n ∈ N) is essentially zero.
(iv) (b)f implies that (E(n)
j+2
i,0 | n ∈ N) is an essentially zero system for every i ∈ N.
Proof of the claim. (i): Denote by ϕn,c : Tor
Ar
j (Ar/I
n+c
r , A) → TorArj (Ar/Inr , A) the natural
map. The hypothesis means that for every n ∈ N there exists c ∈ N such that ϕn,c⊗A A/I = 0,
i.e. Imϕn,c ⊂ I · TorArj (Ar/Inr , A). By a simple induction we deduce that for every n, k ∈ N
there exists d ∈ N such that Imϕn,c ⊂ Ik · TorArj (Ar/Inr , A), and letting k = n, the assertion
follows.
(ii): Obviously, the assumption implies that (E2i,j | n ∈ N) is an essentially zero inverse
system; the assertion is an immediate consequence.
(iv) is clear, and notice that E(n)j+20,j = E(n)
∞
0,j for every n ∈ N. In light of lemma 7.8.23,
assertion (iii) follows easily as well. ♦
In light of claim 7.8.27(i) it suffices to show that (E(n)20,j) is essentially zero for every j > 0.
We argue by induction on j; for j = 1 we consider the exact sequence of inverse systems :
(E(n)22,0 | n ∈ N)→ (E(n)20,1 | n ∈ N)→ (E(n)30,1)→ 0.
By claim 7.8.27(iii,iv), the first and third terms are essentially zero, and therefore the same
holds for the middle term, by lemma 7.8.41.
Next, let j > 1, and suppose that the inverse systems (E(n)20,k | n ∈ N) are essentially zero
for 0 < k < j. By claim 7.8.27(i,ii) we deduce that (E(n)p+2i,k | n ∈ N) is essentially zero
for every p, i ∈ N and whenever 0 < k < j. We show, by descending induction on p, that
(E(n)p+20,j | n ∈ N) is essentially zero for every p ∈ N. First, the assertion holds for p ≥ j, by
virtue of claim 7.8.27(iii). Suppose then that 0 ≤ k < j, and that the assertion is already known
for every p > k; we consider the exact sequence of inverse systems
(E(n)k+2k,j−k−1 | n ∈ N)→ (E(n)k+20,j | n ∈ N)→ (E(n)k+30,j )→ 0.
Our inductive assumtions imply that the first and third terms are essentially zero; then the same
holds for the middle term (lemma 7.8.41), and the proof is concluded.
• Next, we show that (b)f ⇒ (e)f and (b)unf ⇒ (e)unf . For any A/Ik-moduleM , we need to
check that the inverse system (TorAi+1(A/I
n,M) | n ∈ N) is essentially zero (resp. uniformly
essentially zero); to this aim, we consider the I-adic filtration Fil•M onM , and the associated
graded A/I-module gr•M . Applying the long exact Tor-sequences arising from the short exact
sequences 0 → Filq+1M → FilqM → grqM → 0, together with lemma 7.8.18, we reduce to
checking that (TorAi+1(A/I
n, gr•M) | n ∈ N) is an essentially zero (resp. uniformly essentially
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zero) inverse system. Thus, we may suppose that IM = 0, in which case we show more
precisely :
Claim 7.8.28. Let p > 0 be any integer, and suppose that (TorAi (A/I
n, A/I) | n ∈ N) is an
essentially zero (resp. uniformly essentially zero) inverse system for every i = 1, . . . , p. Then,
for everyA/I-moduleM the inverse system (TorAp (A/I
n,M) | n ∈ N) is essentially zero (resp.
uniformly essentially zero).
Proof of the claim. We consider the spectral sequence
E(n)2i,j := Tor
A/I
i (Tor
A
j (A/I
n, A/I),M)⇒ TorAi+j(A/In,M) for every n ∈ N
and the corresponding morphisms of spectral sequences as in (7.8.25), induced by the projec-
tions A/Im → A/In. Notice that E(n)2i,0 = 0, and therefore E(n)∞i,0 = 0 for every i > 0. On
the other hand, our assumption implies that the inverse system (E(n)2i,j | n ∈ N) is essentially
zero (resp. uniformly essentially zero) for every i, j ∈ N such that j > 0 and i + j = q.
Summing up, we deduce that the inverse system (E(n)∞i,j | n ∈ N) is essentially zero (resp.
uniformly essentially zero) for every i, j ∈ N such that i + j = p. Taking into account lemma
7.8.18, the contention now follows by a simple induction. ♦
• We check next that (e)f ⇒ (f)f and (e)unf ⇒ (f)unf . To this aim, notice that Hi(InC•) =
Hi(I
n[0]
L⊗AC•) for every i, n ∈ Z, since C• is a complex of flat A-modules. On the other hand,
we have a standard spectral sequence
E(n)2p,q := Tor
A
p (I
n, HqC•)⇒ Hp+q(In[0]
L⊗A C•).
Since TorAp (I
n, HqC•)
∼→ TorAp+1(A/In, HqC•) for every p, n ∈ N, condition (e)f (resp. (e)unf )
implies that (E(n)2p,q | n ∈ N) is an essentially zero (resp. uniformly essentially zero) inverse
system for every p ∈ N and every q ∈ Z, hence the same holds for the system (E(n)∞p,q | n ∈ N).
Since C• is bounded above, lemma 7.8.18 easily implies that Hi(I
n[0]
L⊗A C•) is an essentially
zero (resp. uniformly essentially zero) system for every i ∈ Z (details left to the reader), whence
the contention.
Clearly (f)f ⇒ (c)f and (f)unf ⇒ (c)unf , since the Koszul complex is a bounded complex of
flat A-modules whose cohomology is an A/I-module in each degree (lemma 7.8.2(ii)).
• To show that (c)f ⇒ (b)f and (c)unf ⇒ (b)unf we consider the spectral sequence
E(n)2i,j := Tor
A
i (I
n, HjK•(f))⇒ Hi+j(f , In) for every n ∈ N
and the corresponding system of morphisms of spectral sequences as in (7.8.25). Recalling that
H0K•(f•) = A/I , as well as the natural isomorphism
(7.8.29) TorAi (I
n, A/I)
∼→ TorAi+1(A/In, A/I) for every i, n ∈ N
the assertion will follow from the case j = p = 0 of the following more general :
Claim 7.8.30. If (c)f (resp. (c)
un
f ) holds, the inverse system (E(n)
p+2
i,j | n ∈ N) is essentially
zero (resp. uniformly essentially zero) for every i, j, p ∈ N.
Proof of the claim. We argue by induction on i. For i = 0, notice that E(n)20,0 = E(n)
∞
0,0 for
every n ∈ N; condition (c)f (resp. (c)unf ) then yields the claim for the system (E(n)20,0 | n ∈ N).
In light of (7.8.29) and claim 7.8.28, we deduce that (E(n)20,j | n ∈ N) is essentially zero (resp.
uniformly essentially zero) for every j ∈ N, and then the same follows for (E(n)p+20,j | n ∈ N),
for every j, p ∈ N.
Next, suppose that k > 0, and the claim is already known for every i < k and every j, p ∈ N.
We show, by descending induction on q, that (E(n)qk,0 | n ∈ N) is an essentially zero (resp.
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uniformy essentially zero) system for every q ≥ 2. Indeed, notice first that E(n)k+1k,0 = E(n)∞k,0;
in light of (c)f (resp. (c)
un
f ), the assertion follows already for every q ≥ k + 1. Next, let p ≤ k
and suppose that the assertion is already known for q = p + 1. Notice the exact sequence of
inverse systems :
0→ (E(n)p+1k,0 | n ∈ N)→ (E(n)pk,0 | n ∈ N)→ (E(n)pk−p,p−1 | n ∈ N).
By inductive assumption, both the first and third terms are essentially zero (resp. uniformly
essentially zero), so the same holds for the middle term. We know now that (E(n)2k,0 | n ∈ N)
is essentially zero (resp. uniformly essentially zero); from (7.8.29) and claim 7.8.28 we deduce
that the same holds for (E(n)2k,j | n ∈ N), for every j ∈ N, and finally the same follows for
(E(n)p+2k,j | n ∈ N), for every p, j ∈ N, whence the claim. ♦
• Lastly, let us check that (a)f ⇔ (d)f . To this aim, set T• := (T1, . . . , Tr), and notice that
Hi(T
n
• , Ar) = 0 for every i, n > 0 (proposition 7.8.7), whence a natural isomorphism
TorAri (Ar/T
n
• Ar, A)
∼→ Hi(K•(T n• )⊗Ar A) ∼→ Hi(fn, A) for every i, n ∈ N.
On the other hand, it is clear that for every n ∈ N there existsm ∈ N such that
Imr ⊂ T n• Ar ⊂ Inr
whence the contention.
(iv): Set Br := Ar ⊗Z A, and notice that βf factors as a composition
Ar
β′
f−−→ Br γf−−→ Ar
where β ′f : Ar → Br is the ring homomorphism such that β ′f (Ti) := 1⊗ fi for i = 1, . . . , r, and
γf is the map of Z-algebras induced by the pair (βf , 1A). Let us endow Br with the Ar-module
structure given by β ′f and A with the Br-module structure given by γf ; there follows, for every
n ∈ N a change of ring spectral sequence
E(n)2i,j := Tor
Br
i (Tor
Ar
j (Ar/I
n
r , Br), A)⇒ TorAri+j(Ar/Inr , A).
Claim 7.8.31. TorArj (Ar/I
n
r , Br) = 0 for every j > 0.
Proof of the claim. We have a change of ring spectral sequence
E2p,q := Tor
Ar
p (Tor
Z
q (A,Ar), Ar/I
n
r )⇒ TorZp+q(A,Ar/Inr )
and clearly E2p,q = 0 for every q > 0, so there follows a natural isomorphism
TorArp (Br, Ar/I
n
r )
∼→ TorZp (A,Ar/Inr ) for every p ∈ N.
However, Ar/I
n
r is a free Z-module, whence the claim. ♦
In view of claim 7.8.31 we have E2i,j = 0 for every j > 0, whence a natural isomorphism
TorBri (Br/I
n
r Br, A)
∼→ TorAri (Ar/Inr , A) for every i ∈ N.
Especially, (a)f is equivalent to :
(g)f The inverse system (Tor
Br
i (Br/I
n
rBr, A) | n ∈ N) is essentially zero for every i > 0
and (a)unf is equivalent to the corresponding condition (g)
un
f .
Now, set (f , g) := (f1, . . . , fr, g1, . . . , gs). In light of the foregoing we see that in order to
prove the equivalence (a)f ⇔ (a)g it suffices to check that
(g)f ⇔ (g)(f ,g) and (g)g ⇔ (g)(f ,g)
and likewise for the uniformly essentially zero variants, so we may assume from start that s > r
and fi = gi for i = 1, . . . , r. In this case, an easy induction on s− r further reduces to the case
where s = r + 1. Now, let us say that gs =
∑r
i=1 aifi for some a1, . . . , ar ∈ A, and consider
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the automorphism of A-algebras ω : Br+1
∼→ Br+1 such that ω(Ti) := Ti for i = 1, . . . , r
and ω(Tr+1) := Tr+1 −
∑r
i=1 aiTi. Clearly ω(I
n
r+1Br+1) = I
n
r+1Br+1 for every n ∈ N, and
γg ◦ω(g) = (f , 0) := (f1, . . . , fr, 0). It follows easily that (g)g ⇔ (g)(f ,0) and (g)ung ⇔ (g)un(f ,0),
so we may further assume that g = (f , 0).
Let π : Br+1 → Br be the map of A-algebras such that π(Ti) := Ti for i = 1, . . . , r and
π(Tr+1) := 0, and notice that γ(f ,0) = γf ◦ π; if we endow Br with the Br+1-module structure
given by π, there follows, for every n ∈ N, a change of ring spectral sequence
E(n)2i,j := Tor
Br
i (Tor
Br+1
j (Br+1/I
n
r+1Br+1, Br), A)⇒ TorBr+1i+j (Br+1/Inr+1Br+1, A)
as well as a system of morphisms of spectral sequences as in (7.8.25).
Claim 7.8.32. (i) Tor
Br+1
j (Br+1/I
n+1
r+1Br+1, Br) = 0 for every j > 1.
(ii) The projection Br+1/I
n+1
r+1 → Br+1/Inr+1 induces the zero map
Tor
Br+1
1 (Br+1/I
n+1
r+1Br+1, Br)→ TorBr+11 (Br+1/Inr+1Br+1, Br) for every n ∈ N.
Proof of the claim. TheBr+1-moduleBr admits the free resolutionBr+1 → Br+1 π−→ Br given
by scalar multiplication by Tr+1. Assertion (i) follows immediately, and we also deduce that
Tor
Br+1
1 (Br+1/I
n+1
r+1Br+1, Br)
∼→ Ker(Br+1/In+1r+1Br+1
Tr+1−−−→ Br+1/In+1r+1Br+1) ⊂ Inr+1/In+1r+1 .
Moreover, the transition maps in (ii) are induced by the inclusions Inr+1 ⊂ In−1r+1 for every n > 0,
whence (ii). ♦
From claim 7.8.32 we see that E(n)2i,j = 0 for every j > 1, and (E(n)
2
i,1 | n ∈ N) is
a uniformly essentially zero inverse system. Hence, E(n)∞i,j is uniformly essentially zero for
every j > 0, and E(n)∞i,0 = E(n)
2
i,0 for every n, i ∈ N. Taking into account lemma 7.8.18 we
conclude that (g)(f ,0) (resp. (g)
un
(f ,0)) holds if and only if (E(n)
2
i,0 | n ∈ N) is essentially zero
(resp. uniformly essentially zero) for every i > 0. But E(n)2i,0 = Tor
Br
i (Br/I
n
r Br, A), so the
latter condition is precisely (g)f (resp. (g)
un
f ).
(iii): By assumption, there exists an integer k > 0 such that fki ∈ J and gkj ∈ I for every
i = 1, . . . , r and every j = 1, . . . , s. By the foregoing proof of (iv), we deduce that
(a)f ⇔ (a)(f ,gk) and (a)g ⇔ (a)(fk,g).
Hence, we are reduced to checking that (a)(fk,g) ⇔ (a)(f ,g) ⇔ (a)(f ,gk). We show the first equiv-
alence; obviously the same argument will yield the second one. To this aim, for every integers
n ≥ m ≥ 0 let ϕ(n,m)• : K•(fn, gn) → K•(fm, gm) and ψ(n,m)• : K•(fn, gkn) → K•(fm, gkm)
be the transition morphisms of the inverse systems (K•(f
n, gn) | n ∈ N) and (K•(fn, gkn) | n ∈
N). Then, for every n, k ∈ N we have morphisms
K•(f
kn, gk
2n)
β•−−→ K•(fkn, gkn) β
′
•−−→ K•(fn, gkn) β
′′
•−−→ K•(fn, gn)
such that β ′• ◦ β• = ψ(kn,n)• and β ′′• ◦ β ′• = ϕ(kn,n)• (see (7.8.19)), whence the contention. 
Remark 7.8.33. (i) By carefully tracking the estimates arising in the proof, it is possible
to refine proposition 7.8.24(ii) as follows. For every r ∈ N and every sequence of integers
(c(i) | i ∈ N) there exists a sequence of integers (d(i) | i ∈ N), such that the following holds : for
A and f of length r as in (7.8.20), suppose that the inverse system (TorAri+1(Ar/I
n
r , A) | n ∈ N)
is uniformly essentially zero with step ≤ c(i), for every i ∈ N. Then the inverse system
(Hi+1(f , I
n) | n ∈ N) is uniformly essentially zero of step ≤ d(i), for every i ∈ N.
(ii) A shorter alternative proof for the refinement of (i) can be proven as follows. Fix
such a sequence c•, and suppose that the assertion fails; then we may find a system of pairs
((Rλ, fλ) | λ ∈ N) consisting of a ring Rλ and a sequence fλ of r elements of Rλ, for every λ,
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such that the following holds. For every λ ∈ N, denote by βλ : Ar → Rλ the ring homomor-
phism associated with the sequence fλ, as in (7.8.20); then :
(a) the inverse system (TorAri+1(Ar/I
n
r , Rλ) | n ∈ N) is uniformly essentially zero with step
≤ c(i), for every i, λ ∈ N
(b) the inverse system (Hi+1(f , I
n) | n ∈ N) is uniformly essentially zero of step d(i, λ),
for every i ∈ N
(c) the sequence of integers (d(i0, λ) | λ ∈ N) is strictly increasing, for some i0 ∈ N.
Now, set J := ⊕λ∈NRλ, B := Ar ⊕ J , and endow B with the unique ring structure such that
(a, b) · (a′, b′) := (aa′, ba′+a′b) for every a, a′ ∈ Ar and b, b′ ∈ J . Then J is an ideal of B with
J2 = 0, the natural projection induces a ring isomorphism ω : B/J
∼→ Ar, and the inclusion
map β : Ar → B is a ring homomorphism; moreover, the Ar-module structure induced via ω
on J agrees with the Ar-module structure induced by the system of maps (βλ | λ ∈ N). We
consider the sequence t := (T1, . . . , Tr) of Ar, and its image f := β(t) in B, and we notice the
natural isomorphisms of Ar-modules
TorAri+1(Ar/I
n
r , B)
∼→
⊕
λ∈N
TorAri+1(Ar/I
n
r , Ar) for every i, n ∈ N.
In light of condition (a), we deduce that B satisfies condition (a)unf , so it also satisfies (c)
un
f , by
virtue of proposition 7.8.24(ii); on the other hand, clearly we have as well natural isomorphisms
Hi(f , I
n
r B)
∼→ Hi(t, Inr )⊕
⊕
λ∈N
Hi(fλ, I
n
r Rλ) for every i, n ∈ N
which, in view of our assumption (c), imply that the inverse system (Hi0(f , I
n
r B) | n ∈ N)
cannot be uniformly essentially zero, a contradiction.
7.8.34. Let f := (f1, . . . , fr) be a finite sequence of elements of a ring A, and set
I := f1A+ · · ·+ frA and J :=
⋃
n∈N
AnnA(I
n).
Denote by f := (f1, . . . , f r) the image of f in A := A/J .
Proposition 7.8.35. With the notation of (7.8.34), the following conditions are equivalent :
(a) The ring A satisfies condition (a)f (resp. (a)
un
f , resp. (c)
un
f ) of (7.8.20).
(b) A satisfies condition (a)f (resp. (a)
un
f
, resp (c)un
f
) and there exists k ∈ N with IkJ = 0.
Proof. (a)⇒(b): by proposition 7.8.24(i) the ring A satisfies condition (c)f , so there exists
k ∈ N such that the natural map Hr(f , Ik)→ Hr(f , A) is the zero morphism. In other words
Ik ∩AnnA(I) = 0.
Therefore we have as well Ik ∩ J = 0, and it follows easily that J = AnnA(Ik). If A satisfies
(c)un
f
, notice that for every n ≥ k the natural map In → InA is then bijective, and thus the
same holds for the induced map Hi(f , I
n)→ Hi(f , InA), for every i ∈ N, so A fulfills (c)unf .
If A satisfies (a)f (resp. (a)
un
f
), define Ar and βf as in (7.8.20), and endow A and J with
the Ar-module structure induced by βf ; from lemma 7.8.23 we deduce that the inverse system
T (J, i)• := (Tor
Ar
i (Ar/I
n
r , J) | n ∈ N) is uniformly essentially zero for every i > 0. By
assumption, the inverse system T (A, i) := (TorAri (Ar/I
n
r , A) | n ∈ N) is essentially zero (resp.
uniformly essentially zero); moreover, the short exact sequence of Ar-modules 0→ J → A→
A→ 0 yields exact sequences of inverse systems :
(7.8.36) T (J, i)• → T (A, i)• → T (A, i)• := (TorAri (Ar/Inr , A) | n ∈ N)→ T (J, i− 1)•
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for every i > 0. By virtue of lemma 7.8.18, it follows already that T (A, i)• is essentially zero
(resp. uniformly essentially zero) for every i > 1. By the same token, the case i = 1 yields the
exact sequence of inverse systems
T (A, 1)• → T (A, 1)→ (J/InJ | n ∈ N) ϕ•−−→ (A/In | n ∈ N).
But the foregoing shows that ϕn is injective for every n ≥ k, hence Kerϕn is uniformly essen-
tially zero, and finally T (A, 1)• is essentially zero (resp. uniformly essentially zero), again by
lemma 7.8.18. Summing up, this shows that A fulfills condition (a)f (resp. (a)
un
f
), as stated.
(b)⇒(a): Suppose first that A satisfies (a)f (resp. (a)unf ); by assumption, J is an Ar/Ikr -
module, so the inverse system T (J, i)• is uniformly essentially zero for every i > 0, by lemma
7.8.23; the inverse system T (A, i)• is essentially zero (resp. uniformly essentially zero), and
thus the same holds also for T (A, i)•, in view of (7.8.36) and lemma 7.8.18. Lastly, ifA satisfies
(c)un
f
, then it also satisfies condition (a)f , by proposition 7.8.24(i), hence A satisfies (a)f , by the
foregoing case; but as we have seen, this implies that the natural map Hi(f , I
n) → Hi(f , InA)
is bijective for every i ∈ N and sufficiently large n, so A satisfies (c)un
f
. 
7.8.37. Let A, I and f be as in (7.8.34), and for every n > 0 denote by I(n) ⊂ A the ideal
generated by fn := (fni | i = 1, . . . , r). For all m ≥ n > 0 we deduce natural commutative
diagrams of complexes :
K•(f
m) //
ϕ
fm−n

A/I(m)[0]
πmn

K•(f
n) // A/I(n)[0]
(notation of (7.8.19)) where πmn is the natural surjection, whence a compatible system of maps:
(7.8.38) HomD(A-Mod)(A/I
(n)[0],M•)→ HomD(A-Mod)(K•(fn),M•).
for every n ≥ 0 and every complex M• in D+(A-Mod). Since K•(fn) is a complex of free
A-modules, (7.8.38) translates as a direct system of maps :
(7.8.39) RiHomA(A/I
(n),M•)→ H i(fn,M•) for all n ∈ N and every i ∈ Z.
Notice that Inr−r+1 ⊂ I(n) ⊂ In for every n > 0, hence the colimit of the system (7.8.39) is
equivalent to a natural map :
(7.8.40) colim
n∈N
RiHom•A(A/I
n,M•)→ colim
n∈N
H i(fn,M•) for every i ∈ Z.
Lemma 7.8.41. With the notation of (7.8.37), the following conditions are equivalent :
(a) The map (7.8.40) is an isomorphism for everyM• ∈ Ob(D+(A-Mod)) and all i ∈ Z.
(b) colimn∈NH
i(fn, J) = 0 for every i > 0 and every injective A-module J .
(c) The ring A satisfies condition (d)f of (7.8.20).
Proof. (a)⇒ (b) is obvious. Next, if J is an injectiveA-module, we have natural isomorphisms
(7.8.42) H i(fn, J) ≃ HomA(HiK•(fn), J) for all n ∈ N.
which easily implies that (c)⇒ (b).
(b)⇒ (c) : Indeed, for any p ∈ N let us choose an injection ϕ : HiK•(fn) → J into an
injective A-module J . By (7.8.42) we can regard ϕ as an element of H i(fn, J); by (b) the
image of ϕ in HomA(HiK•(f
q), J) must vanish if q > p is large enough. This can happen only
if HiK•(f
q)→ HiK•(fp) is the zero map.
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(b)⇒ (a) : LetM• → J• be an injective resolution of the complexM•. The double complex
colimn∈NHom
•
A(K•(f
n), J•) determines two spectral sequences :
Epq1 := colim
n∈N
HomA(Kp(f
n), HqJ•)⇒ colim
n∈N
Rp+qHom•A(K•(f
n),M•)
F pq1 := colim
n∈N
Hp(fn, Jq) ≃ colim
n∈N
HomA(HpK•(f
n), Jq)⇒ colim
n∈N
Rp+qHom•A(K•(f
n),M•).
Clearly Epq1 = 0 whenever q > 0, and (b) says that F
pq
1 = 0 for p > 0. Hence these two spectral
sequences degenerate and we deduce natural isomorphisms :
colim
n∈N
RqHom•A(A/I
(n),M•) ≃ F 0q2 ∼→ Eq02 ≃ colim
n∈N
Hq(fn,M•).
By inspection, one sees easily that these isomorphisms are the same as the maps (7.8.40). 
Lemma 7.8.43. In the situation of (7.8.37), suppose that the following holds. For every finitely
presented quotient B of A and every i = 1, . . . , r, there exists p ∈ N such that
AnnB(f
q
i ) = AnnB(f
p
i ) for every q ≥ p.
Then the ring A satisfies condition (d)f of (7.8.20).
Proof. We shall argue by induction on r. If r = 1, then f = (f) for a single element f ∈ A. In
this case, our assumption ensures that there exists p ∈ N such that AnnA(f q) = AnnA(f p) for
every q ≥ p. It follows easily that H1(ϕfp) : H1K•(f p+k) → H1K•(fk) is the zero map for
every k ≥ 0 (notation of (7.8.19)), whence the claim.
Next, suppose that r > 1 and that the claim is known for all sequences of less than r elements.
Set g := (f1, . . . , fr−1) and f := fr. Specializing (7.8.4) to our current situation, we derive
short exact sequences :
0→ H0(fn, HpK•(gn))→ HpK•(fn)→ H0(fn, Hp−1K•(gn))→ 0
for every p > 0 and n ≥ 0; for a fixed p, this is an inverse system of exact sequences. By
induction, the inverse system (HiK•(g
n) | n ∈ N) is essentially zero for i > 0; in light of
lemma 7.8.18, we deduce already that the inverse system (HiK•(f
n) | n ∈ N) is essentially
zero for all i > 1. To conclude, we are thus reduced to showing that the inverse system
(Tn := H
0(fn, H0K•(g
n)) | n ∈ N) is essentially zero. However An := H0K•(gn) =
A/(gn1 , . . . , g
n
r−1) is a finitely presented quotient of A for any fixed n ∈ N, hence the fore-
going case r = 1 shows that the inverse system (Tmn := AnnAn(f
m) | m ∈ N) is essen-
tially zero. Let m ≥ n be chosen so that Tmn → Tnn is the zero map; then the composition
Tm = Tmm → Tmn → Tnn = Tn is zero as well. 
Remark 7.8.44. Notice that the condition of lemma 7.8.43 is verified when A is noetherian.
Combining with lemma 7.8.41, we conclude that if A is noetherian, the map (7.8.40) is an
isomorphism, for every finite system f of elements of A, and every i ∈ N.
7.9. Filtered rings and Rees algebras. Some of the following material is borrowed from [15,
Appendix III], where much more can be found.
Definition 7.9.1. Let R be a ring, A an R-algebra.
(i) An R-algebra filtration on A is an increasing exhaustive filtration Fil•A indexed by Z
and consisting of R-submodules of A, such that :
1 ∈ Fil0A and FiliA · FiljA ⊂ Fili+jA for every i, j ∈ Z.
The pair A := (A,Fil•A) is called a filtered R-algebra.
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(ii) Let M be an A-module. An A-filtration on M is an increasing exhaustive filtration
Fil•M consisting of R-submodules, and such that :
FiliA · FiljM ⊂ Fili+jM for every i, j ∈ Z.
The pairM := (M,Fil•M) is called a filtered A-module.
(iii) Let U be an indeterminate. The Rees algebra ofA is theZ-graded subring ofA[U, U−1]
R(A)• :=
⊕
i∈Z
U i · FiliA.
(iv) Let M := (M,Fil•M) be a filtered A-module. The Rees module of M is the graded
R(A)•-module :
R(M)• :=
⊕
i∈Z
U i · FiliM.
Lemma 7.9.2. Let R be a ring, A := (A,Fil•A) a filtered R-algebra, gr•A the associated
graded R-algebra, R(A)• ⊂ A[U, U−1] the Rees algebra of A. Then there are natural isomor-
phisms of graded R-algebras :
R(A)•/UR(A)• ≃ gr•A R(A)•[U−1] ≃ A[U, U−1]
and of R-algebras :
R(A)•/(1− U)R(A)• ≃ A.
Proof. The isomorphisms with gr•A and with A[U, U
−1] follow directly from the definitions.
For the third isomorphism, it suffices to remark that A[U, U−1]/(1− U) ≃ A. 
Example 7.9.3. Let A be any ring, I ⊂ A any ideal, and endow A with its I-adic filtration
Fil•A, so that Fil−iA := I
i for every i ∈ N and FiliA = A for every i > 0. The pair
A := (A,Fil•) is obviously a filtered A-algebra, and we denote by R(A, I)• its Rees algebra.
Definition 7.9.4. Let R be a ring, A := (A,Fil•A) a filtered R-algebra.
(i) Suppose that A is of finite type over R, let x := (x1, . . . , xn) be a finite set of gener-
ators for A as an R-algebra, and k := (k1, . . . , kn) a sequence of n integers; the good
filtration Fil•A attached to the pair (x,k) is the R-algebra filtration such that FiliA is
the R-submodule generated by all the elements of the form
n∏
j=1
x
aj
j where :
n∑
j=1
ajkj ≤ i and a1, . . . , an ≥ 0
for every i ∈ Z. A filtration Fil•A on A is said to be good if it is the good filtration
attached to some system of generators x and some sequence of integers k.
(ii) The filtration Fil•A is said to be positive if it is the good filtration associated with a
pair (x,k) as in (i), such that moreover ki > 0 for every i = 1, . . . , n.
(iii) LetM be a finitely generated A-module. An A-filtration Fil•M is called a good filtra-
tion if R(M,Fil•M)• is a finitely generated R(A)•-module.
Example 7.9.5. Let A := R[t1, . . . , tn] be the free R-algebra in n indeterminates. Choose any
sequence k := (k1, . . . , kn) of integers, and denote by Fil•A the good filtration associated with
t := (t1, . . . , tn) and k. Then R(A,Fil•A)• is isomorphic, as a graded R-algebra, to the free
polynomial algebra A[U ] = R[U, t1, . . . , tn], endowed with the grading such that U ∈ gr1A[U ]
and tj ∈ grkjA[U ] for every j ≤ n. Indeed, a graded isomorphism can be defined by the rule :
U 7→ U and tj 7→ Ukj · tj for every j ≤ n. The easy verification shall be left to the reader.
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7.9.6. Let A and M be as in definition 7.9.4(iii); suppose thatm := (m1, . . . , mn) is a finite
system of generators ofM , and let k := (k1, . . . , kn) be an arbitrary sequence of n integers. To
the pair (m,k) we attach a filtered A-moduleM := (M,Fil•M), by declaring that :
(7.9.7) FiliM := m1 · Fili−k1A + · · ·+mn · Fili−knA for every i ∈ Z.
Notice that the homogeneous elementsm1 ·Uk1 , . . . , mn ·Ukn generate the graded Rees module
R(M)•, hence Fil•M is a good A-filtration. Conversely :
Lemma 7.9.8. For every good filtration Fil•M on M , there exist a sequencem of generators
ofM and a sequence of integers k, such that Fil•M is of the form (7.9.7).
Proof. Suppose that Fil•M is a good filtration; then R(M)• is generated by finitely many ho-
mogeneous elementsm1 · Uk1 , . . . , mn · Ukn . Thus,
R(M)i := U
i · FiliM = m1 · Uk1 ·Ai−k1 + · · ·+mn · Ukn · Ai−kn for every i ∈ Z
which means that the sequencesm := (m1, . . . , mn) and k := (k1, . . . , kn) will do. 
7.9.9. Let A→ B and A→ C be maps of noetherian rings, and suppose that either B or C is
an A-algebra of finite type; let alsoM be a finitely generated B-module,N a finitely generated
C-module, and I ⊂ B any ideal. Then the A-modules
Ti := Tor
A
i (M,N)
inherit natural B ⊗A C-module structures, and we remark :
Lemma 7.9.10. In the situation of (7.9.9), theB⊗AC-module Ti is finitely generated for every
i ∈ N.
Proof. Say that B is an A-algebra of finite type; the same argument will apply also to the case
where C is an A-algebra of finite type. Then, we have B = D/J for some free polynomial
A-algebra D of finite type, and some ideal J ⊂ D. Hence, M is also a D-module of finite
type; then D is a noetherian ring, so we may find a resolution L• → M consisting of free D-
modules of finite type, and since D is a free A-module, we get natural A-linear isomorphisms
ωi : Ti
∼→ Hi(L•⊗AN) for every i ∈ N. Moreover, Li⊗AN is naturally a complex ofD⊗AC-
modules of finite type, so Ti inherits via ωi a structure ofD⊗A C-module of finite type. Lastly,
a simple inspection shows that the latter D ⊗A C-module structure on Ti agrees with the one
induced from the natural B ⊗A C-module structure, via the surjection D ⊗A C → B ⊗A C,
whence the contention. 
We endowB (resp. B⊗AC) with its I-adic (resp. I · (B⊗AC)-adic) filtration as in example
7.9.3, and denote byB (resp. B⊗AC) the resulting filtered ring. Also, set FilnM := FilnB ·M
for every n ∈ Z; we define a B ⊗A C-filtration on Ti, by the rule :
FilnTi := Im (Tor
A
i (FilnM,N)→ Ti) for every i ∈ N and n ∈ Z.
Proposition 7.9.11. The B ⊗A C-filtration Fil•Ti is good, for every i ∈ N.
Proof. Pick a finite set of generators f1, . . . , fr for I , and consider the surjective map of graded
B-algebras
(7.9.12) B[U, t1, . . . , tr]→ R(B)• : U 7→ U ∈ R(B)1 ti 7→ fi for i = 1, . . . , r
(for the grading of B[U, t1, . . . , tr] that places the indeterminates t1, . . . , tr in degree −1, and U
in degree 1). The B ⊗A C-module
(7.9.13) Pi,• :=
⊕
n∈Z
TorAi (FilnM,N)
carries a natural structure of graded R(B)•⊗AC-module, whence a gradedB⊗AC[U, t1, . . . , tr]-
module structure as well, via (7.9.12), and it suffices to show :
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Claim 7.9.14. Pi,• is a finitely generated B ⊗A C[U, t1, . . . , tr]-module, for every i ∈ N.
Proof of the claim. Notice that R(M,Fil•M)• is a finitely generated R(B)•-module; a fortiori,
it is a finitely generated graded B[U, t1, . . . , tr]-module. By remark 7.6.30(iv), we may then
find a resolution
· · · → Ln dn−−→ Ln−1 → · · · → L0 d0−−→ R(M,Fil•M)•
where each Ln is a free B[U, t1, . . . , tr]-module of finite rank, each dn is a morphism of graded
B[U, t1, . . . , tr]-modules, and the restriction of the resolution to the summands of degree i is a
flat resolution of the B-module I iM , for every i ∈ N. There follows a natural isomorphism of
graded B ⊗A C-modules
(7.9.15) Pi,•
∼→ Hi(L• ⊗A N) for every i ∈ N
and a simple inspection shows that the B ⊗A C[U, t1, . . . , tr]-module structure on Pi,• deduced
via (7.9.15) agrees with the foregoing one, so the assertion follows. 
7.9.16. In the situation of (7.9.9), set Bn := B/I
n for every n ∈ N. We deduce, for every
i ∈ N, a morphism of projective systems of B ⊗A C-modules
X i• := (Bn ⊗B TorAi (M,N) | n ∈ N)
ϕi,•−−−→ Y i• := (TorAi (Bn ⊗B M,N) | n ∈ N)
where the transition maps of X i• and Y
i
• are induced by the projections Bn+1 → Bn, for every
n ∈ N, and the morphisms ϕi,n are induced by the projectionsM → Bn ⊗B M .
Corollary 7.9.17. With the notation of (7.9.16), we have :
(i) The morphism ϕi,• is an isomorphism of pro-B ⊗A C-modules, for every i ∈ N.
(ii) The morphism ϕi,• induces an isomorphism of B ⊗A C-modules :
lim
n∈N
Bn ⊗B TorAi (M,N) ∼→ lim
n∈N
TorAi (Bn ⊗B M,N) for every i ∈ N.
Proof. (i): The assertion means that the systems (Kerϕi,n | n ∈ N) and (Cokerϕi,n | n ∈ N)
are essentially zero, for every i ∈ N. We shall prove the more precise :
Claim 7.9.18. For every i ∈ N the systems (Kerϕi,n | n ∈ N) and (Cokerϕi,n | n ∈ N) are
uniformly essentially zero (see definition 7.8.17(ii)).
Proof of the claim. The long exact TorA• (−, N)-sequence arising from the short exact sequence
0→ InM → M → M/InM → 0
yields a natural identification
Cokerϕi,n = Ker (U
n : Pi−1,−n → Pi−1,0)
where Pi−1,• is defined as in (7.9.13), and U
n denotes the scalar multiplication by the same
element of R(B)•, for the natural R(B)•-module structure of Pi−1,•. Under this identification,
the system (Cokerϕi,n | n ∈ N) becomes a direct summand of the system of B ⊗A C-modules
(7.9.19) (Ker (Un : Pi−1,• → Pi−1,•) | n ∈ N)
whose transition maps are given by multiplication by U . By the same token, the inverse system
(Kerϕi,n | n ∈ N) is naturally identified with the inverse system (Fil−nTi/InTi | n ∈ N), for
every i ∈ N. Now, it follows easily from proposition 7.9.11 and lemma 7.9.8 that, for every
i ∈ N, there exists c ∈ N such that
Fil−n−cTi ⊂ InTi for every n ∈ N
whence the sought vanishing for the maps between kernels. Lastly, since B ⊗A C[U, t1, . . . , tr]
is noetherian, claim 7.9.14 implies that there exists c ∈ N such that KerU c+n = KerU c for
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every n ∈ N. Therefore the transition map KerU c+n → KerUn of (7.9.19) vanishes for every
n ∈ N, and the proof of the claim is complete. ♦
(ii) is a standard consequence of (i) : see [112, Prop.3.5.7]. 
Corollary 7.9.20. In the situation of (7.8.20), endow A with its I-adic filtration Fil•A, and set
B• := R(A,Fil•A). Denote also by f0 the image in B0 of the sequence f . Then we have :
(i) B• satisfies condition (c)f0 if and only if B• satisfies condition (c)
un
f0
, if and only if A
satisfies condition (c)unf .
(ii) B• satisfies condition (a)
un
f0
if and only if A satisfies condition (a)unf .
(iii) If A is noetherian, then A satisfies condition (a)unf .
Proof. (iii): It suffices to apply claim 7.9.18 with A (resp. I , resp. B, resp. C) replaced by Ar
(resp. by Ir, resp. by Ar, resp. by A).
(i): Indeed, if condition (c)f0 holds, for every i ∈ N there exists k ∈ N such that the natural
map Hi(f0, I
kB•)→ Hi(f0, B) is the zero map. However, clearly the latter is the direct sum of
the natural maps
Hi(f , I
n+k)→ Hi(f , In) for every n ∈ N
whence (c)unf . By the same token, we immediately see that (c)
un
f ⇒ (c)unf0 .
(ii): Define Ar, Ir, βf : Ar → A and βf0 : Ar → B• as in (7.8.20), endow Ar with its Ir-adic
filtration Fil•Ar, and set
Br,• := R(Ar,Fil•Ar) C• := Br,• ⊗Ar A.
Let also t be the sequence (T1, . . . , Tr) of homogenous elements of degree zero in Br,•, and
g the image of t under the natural map of graded rings Br,• → C•; since the ring Br,• is
noetherian, (iii) tells us that it satisfies condition (a)unt , which means that we have uniformly
essentially zero inverse systems
Kr,• := (Ker (I
n
r ⊗Ar Br,• → Inr Br,•) | n ∈ N) and T ir,• := (TorAri (Inr , Br,•) | n ∈ N)
for every i > 0. Suppose now that (a)unf holds; this means that also the inverse systems
K• := (Ker (I
n
r ⊗Ar A→ In) | n ∈ N) and T i• := (TorAri (Inr , A) | n ∈ N) for every i > 0
are uniformly essentially zero; in this case, we notice :
Claim 7.9.21. For every i > 0 there exists c ∈ N such that Ic · T in = 0 for every n ∈ N.
Proof of the claim. By assumption, for every i ∈ N there exists c ∈ N such that the transi-
tion map ϕn+c,n : T
i
n+c → T in is the zero morphism for every n ∈ N. Now, if a ∈ Ic, the
scalar multiplication by a on In factors as the composition of an A-linear map In → In+c and
the inclusion map In+c → In. It follows that scalar multiplication by a on T in factors as the
composition of an A-linear map T in → T in+c and ϕn+c,n, whence the claim. ♦
Claim 7.9.22. If C• satisfies condition (a)
un
g , then B• satisfies condition (a)
un
f0
.
Proof of the claim. We have a natural surjective homomorphism f• : C• → B• of graded rings,
such thatKer f• = ⊕n∈NKn, and arguing as in the proof of claim 7.9.21, we see that there exists
c ∈ N such that Ic ·Kn = 0 for every n ∈ N. Set
JC :=
⋃
n∈N
AnnC•(I
n) JB :=
⋃
n∈N
AnnB•(I
n)
and C := C•/JC; it follows that the projection C• → C• factors through a surjective ring
homomorphism B• → C whose kernel equals JB, so that f•(JC) = JB . Suppose now that
C• satisfies condition (a)
un
g , and let g be the image of g in C; then there exists k ∈ N such
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that IkJC = 0, and C satisfies condition (a)
un
g (proposition 7.8.35). Hence I
kJB = 0, and the
assertion follows, again by proposition 7.8.35. ♦
In view of claim 7.9.22, we are reduced to checking that for every i > 0 the inverse systems
K ′• := (Ker (I
n
r ⊗Ar C• → Inr C•) | n ∈ N) and T ′i• := (TorAri (Inr , C•) | n ∈ N)
are uniformly essentially zero. However, notice that the natural map
Kr,• ⊗Ar A→ K ′•
is an epimorphism of inverse systems, so we get already the assertion forK ′•. Next, we remark:
Claim 7.9.23. The inverse system (Hi(A
L⊗Ar Br,•
L⊗Ar Inr ) | n ∈ N) is uniformly essentially
zero for every i > 0.
Proof of the claim. We have a spectral sequence :
E(n)2pq := Tor
Ar
p (A,Tor
Ar
q (Br,•, I
n
r ))⇒ Hp+q(A
L⊗Ar Br,•
L⊗Ar Inr ) for every n ∈ N
hence it suffices to check that the inverse system (E(n)2pq | n ∈ N) is uniformly essentially
zero for every p, q ∈ N such that p + q > 0. The latter assertion is already known for every
q > 0, since the system T qr,• is uniformly essentially zero. For q = 0, we consider the short
exact sequence of inverse systems
0→ Kr,• → (Br,• ⊗Ar Inr | n ∈ N)→ (Inr Br,• | n ∈ N)→ 0
whence, for every p ∈ N an exact sequence of inverse systems
Xp• := Tor
Ar
p (A,Kr,n | n ∈ N)→ (E(n)p02 | n ∈ N)→ Y p• := (TorArp (A, Inr Br,•) | n ∈ N).
Now, the system Xp• is uniformly essentially zero for every p ∈ N, since the same holds for
Kr,•; moreover, Y
p
• is uniformly essentially zero for p > 0, since the same holds for T
p
• . Hence,
(E(n)p02 | n ∈ N) is uniformly essentially zero for p > 0, and the proof is concluded. ♦
Lastly, for every n ∈ N let us consider the spectral sequence
E(n)2pq := Tor
Ar
p (Tor
Ar
q (A,Br,•), I
n
r )⇒ Hp+q(A
L⊗Ar Br,•
L⊗Ar Inr )
and notice that (E(n)2p0 | n ∈ N) = T ′p• for every p ∈ N. To conclude, it suffices therefore to
show :
Claim 7.9.24. The inverse system (E(n)kp0 | n ∈ N) is uniformly essentially zero, for every
k ≥ 2 and every p > 0.
Proof of the claim. We fix p > 0 and argue by descending induction on k. Notice that
E(n)p+1p0 = E(n)
∞
p0 for every n ∈ N, so claim 7.9.23 implies that the assertion holds when-
ever k ≥ p + 1. Next, let 2 ≤ i ≤ p and suppose that the assertion is known for every k > i;
we have an exact sequence of inverse systems
(E(n)i+1p0 | n ∈ N)→ (E(n)ip0 | n ∈ N)→ (E(n)ip−i,i−1 | n ∈ N).
In view of our inductive assumption (and of lemma 7.8.18), we are therefore reduced to showing
that the inverse system (E(n)ip−i,i−1 | n ∈ N) is uniformly essentially zero. However, by claim
7.9.21 there exists c ∈ N such that Icr · TorAri−1(A,Br,•) = 0, and then the contention follows
from lemma 7.8.23. ♦
Conversely, if (a)un
f0
holds for B•, then we get immediately condition (a)
un
f
for A, since the
latter is a direct summand of the Ar-module B•. 
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Remark 7.9.25. By carefully tracking the estimates in the proof, it is easily seen that for ev-
ery sequence of integers (c(i) | i ∈ N) there exists a sequence of integers (d(i) | i ∈ N)
such that the following refinement holds. Suppose that for every i ∈ N the inverse system
(TorAri (Ar/I
n
r , A) | n ∈ N) is uniformly essentially zero with step ≤ c(i); then the inverse
system (TorAri (Ar/I
n
r , B•) | n ∈ N) is uniformly essentially zero with step ≤ d(i).
7.9.26. Let (A,Fil•A) be a filtered ring, i.e. a filtered Z-algebra, in the sense of definition
7.9.1(i), and denote by gr•A the associated graded ring. Suppose that the filtration Fil•A is
exhaustive and separated, that is⋃
n∈Z
FilnA = A and
⋂
n∈Z
FilnA = 0.
The filtration Fil•A defines a linear topology T on the Z-module A, and we suppose more-
over that T is complete (and notice that T is obviously separated). Furthermore, let f :=
(f1, . . . , fr) be a finite sequence of elements of A; for every i = 1, . . . , r, pick ni ∈ Z such that
fi ∈ FilniA, denote by f i ∈ grniA the image of fi, and let f := (f 1, . . . , f r) be the resulting
sequence of elements of gr•A.
Proposition 7.9.27. In the situation of (7.9.26), suppose that the sequence f is completely
secant (see definition 7.8.6). Then the same holds for the sequence f .
Proof. We define as follows a filtration on the Koszul complexK•(f) = K•(f , A), i.e. a com-
patible system of filtrations on the exterior powers ΛiA(A
⊕r) for i = 1, . . . , r. To this aim, for
every i ≤ r denote by Si the set of all strictly increasing maps {1, . . . , i} → {1, . . . , r}; for
every ϕ ∈ Si set
eϕ := eϕ(1) ∧ · · · ∧ eϕ(i) and nϕ := nϕ(1) + · · ·+ nϕ(i).
We let Fil•Λ
i
A(A
⊕r) be the good filtration associated, as in (7.9.6), with the basis (eϕ | ϕ ∈ Si)
and the sequence of integers (nϕ | ϕ ∈ Si). The explicit description in (7.8) shows that the
differentials of the Koszul complex are morphisms of filtered abelian groups, for the resulting
filtrations on the terms Ki(f). Thus, we have the sought filtration Fil•K•(f , A), and we let
gr•K•(f , A) be the associated complex of graded abelian groups; with this notation, a simple
inspection shows that we have a natural isomorphism of complexes of abelian groups
(7.9.28) gr•K•(f , A)
∼→ K•(f , gr•A).
For every j, k ∈ Z with j ≥ k we set
K(j,k)• (f , A) := FiljK•(f , A)/Filk−1K•(f , A).
We endow K
(j,k)
• (f , A) with the filtration induced by Fil•K•(f , A), and we let gr•K
(j,k)
• (f , A)
be the complex of graded abelian groups associated with this filtered subquotient of K•(f , A).
According to remark 7.2.16(i), we have a 1-spectral sequence
Epq1 := H
p+q(gr−pK
(j,k)
• (f , A))⇒ Hp+qK(j,k)• (f , A).
However, (7.9.28) and the assumption on f imply that Epq1 = 0 whenever p + q < 0, and then
proposition 7.2.18 implies that Hn(K
(j,k)
• (f , A)) = 0 for every j, k, n with j ≥ k and n < 0.
Set as wellK
(k)
• (f , A) := K•(f , A)/Filk−1K•(f , A) for every k ∈ Z; it follows easily that
HnK(k)• (f , A) = 0 for every n < 0 and every k ∈ Z.
Next, sinceKn(f , A) is a free A-module of finite rank for every n ∈ Z, and since the filtration
Fil•A is separated and defines a complete topology, we get a natural isomorphism of abelian
groups
Kn(f , A)
∼→ lim
k∈Z
K(k)n (f , A) for every n ∈ Z.
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Lastly, in view of [112, Prop.3.5.7, Th.3.5.8] we conclude that HnK•(f , A) = 0 for every
n < 0, i.e. the sequence f is completely secant, as stated. 
7.10. Some homotopical algebra. The methods of homotopical algebra allow to construct
derived functors of non-additive functors, in a variety of situations. In this section, we present
the basics of this theory, beginning with its cornerstone, the standard resolution associated with
a triple, as explained in the following paragraph.
7.10.1. A triple (⊤, η, µ) on a category C is the datum of a functor ⊤ : C → C together with
natural transformations :
η : 1C ⇒ ⊤ µ : ⊤ ◦ ⊤ ⇒ ⊤
such that the following diagrams commute :
(⊤ ◦ ⊤) ◦ ⊤
µ∗⊤

⊤ ◦ (⊤ ◦ ⊤) ⊤∗µ +3 ⊤ ◦ ⊤
µ

⊤ ⊤∗η +3
1⊤ ❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
⊤ ◦ ⊤
µ

⊤η∗⊤ks
1⊤
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
⊤ ◦ ⊤ µ +3 ⊤ ⊤.
Dually, a cotriple (⊥, ε, δ) in a category C is a functor ⊥: C → C together with natural
transformations :
ε :⊥⇒ 1C δ :⊥⇒⊥ ◦ ⊥
such that the following diagrams commute :
⊥ δ +3
δ

⊥ ◦ ⊥
δ∗⊥

⊥
1⊥
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
1⊥
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
♦♦♦
δ

⊥ ◦ ⊥ ⊥∗δ +3 ⊥ ◦(⊥ ◦ ⊥) (⊥ ◦ ⊥)◦ ⊥ ⊥ ⊥ ◦ ⊥⊥∗εks ε∗⊥ +3 ⊥ .
Notice that a cotriple in C is the same as a triple in C o.
7.10.2. A cotriple ⊥ on C and an object A of C determine a simplicial object ⊥A[•] in C ;
namely, for every n ∈ N set ⊥ A[n] :=⊥n+1 A, and define face and degeneracy operators :
∂i := (⊥i ∗ε∗ ⊥n−i)A : ⊥ A[n]→⊥ A[n− 1]
σi := (⊥i ∗δ∗ ⊥n−i)A : ⊥ A[n]→⊥ A[n+ 1].
Using the foregoing commutative diagrams, one verifies easily that the simplicial identities
(7.4.9) hold. Moreover, the morphism εA :⊥A→ A defines an augmentation ⊥A[•]→ A.
Dually, a triple ⊤ and an object A of C determine a cosimplicial object ⊤A[•] := ⊤•+1A,
such that
∂i := (⊤i ∗ η ∗ ⊤n−i)A : ⊤nA→ ⊤n+1A
σi := (⊤i ∗ µ ∗ ⊤n−i)A : ⊤n+2A→ ⊤n+1A
which is augmented by the morphism ηA : A → ⊤A. Clearly, the rule : A 7→⊥A[•] (resp.
A 7→ ⊤A[•]) defines a functor
C → ŝ.C (resp. C → ĉ.C ).
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7.10.3. An adjoint pair (G,F ) as in (1.1.13), with its unit η and counit ε, determines a triple
(⊤,η,µ), where :
⊤ := F ◦G : B → B µ := F ∗ ε ∗G : ⊤ ◦ ⊤ ⇒ ⊤
as well as a cotriple (⊥, ε, δ), where :
⊥ := G ◦ F : A → A δ := G ∗ η ∗ F :⊥⇒⊥ ◦ ⊥ .
Indeed, the naturality of ε and η easily implies the commutativity of the diagrams of (7.10.1).
The following proposition explains how to use these triples and cotriples to construct canonical
resolutions.
Proposition 7.10.4. In the situation of (7.10.3), the following holds :
(i) For every A ∈ Ob(A ) and B ∈ Ob(B), the augmented simplicial objects :
⊥GB[•] εGB−−−→ GB F ⊥A[•] F∗εA−−−−→ FA
are homotopically trivial (notation of (7.10.2)).
(ii) Dually, the same holds for the augmented cosimplicial objects :
GB
G∗ηB−−−−→ G⊤B[•] FA ηFA−−−→ ⊤FA[•].
Proof. Notice that
F ⊥A[n] = ⊤FA[n] for every [n] ∈ Ob(∆∧).
Therefore, for every morphism ϕ : [n]→ [m] in∆∧, we have two morphisms
F ⊥A[ϕ] : F ⊥A[m]→ F ⊥A[n] ⊤FA[ϕ] : F ⊥A[n]→ F ⊥A[m].
Now, recall that the augmentation εA defines a natural morphism
⊥A[ε•+1−1,0] :⊥A[•]→ s.A [n] 7→⊥A[εn+1−1,0]
(notation of remark 7.4.12(iv)), and one sees that the system (⊤FA[εn+1−1,0] | [n] ∈ Ob(∆))
defines a morphism
⊤FA[ε•+1−1,0] : s.FA→ F ⊥A[•]
which is right inverse to F ⊥A[ε•+1−1,0]. For every n, k ∈ N such that k ≤ n + 1, set
un,k := (⊤FA[εkn−k,0]) ◦ (F ⊥A[εkn−k,0])
(notation of example 7.4.7(ii)).
Claim 7.10.5. The system u•• defines a homotopy from 1F⊥A[•] to (⊤FA[ε•+1−1,0])◦(F ⊥A[ε•+1−1,0])
(see (7.4.15)).
Proof of the claim. By unwinding the definitions, we see that F ⊥A[εkn−k,0] is the composition
F (ε⊥n+1−kA ◦ · · · ◦ ε⊥n−1A ◦ ε⊥nA) : F ⊥n+1A→ F ⊥n+1−kA for k > 0
and ⊤FA[εkn−k,0] is the composition
ηF⊥nA ◦ ηF⊥n−1A ◦ · · · ◦ ηF⊥n+1−kA : F ⊥n+1−kA→ F ⊥n+1A for k > 0
and both equal 1F⊥n+1A for k = 0. Now, since the face operator ∂i of F ⊥A[n] is F ⊥i (ε⊥n−iA)
for every i ≤ n, the naturality of η yields a commutative diagram
F ⊥nA ∂i−1 //
ηF⊥nA

F ⊥n−1A
ηF⊥n−1A

F ⊥n+1A ∂i // F ⊥nA
for every i > 0 and every n ∈ N
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whereas ∂0 ◦ ηF⊥nA = 1F⊥nA for every n ∈ N; whence the identities :
∂i ◦ ⊤FA[εkn−k,0] =
{ ⊤FA[εk−1n−k,0] for i < k
⊤FA[εkn−k−1,0] ◦ ∂i−k for i ≥ k.
On the other hand, we have the simplicial identities :
εi ◦ εkn−k,0 =
{
εk+1n−k for i < k
εkn+1−k ◦ εi−k for i ≥ k.
Summing up, we conclude that
∂i ◦ un,k =
{
un−1,k−1 ◦ ∂i for i < k
un−1,k ◦ ∂i for i ≥ k.
Arguing likewise, one deduces as well the corresponding commutation rule – spelled out in
(7.4.15) – for the degeneracies σi, and the claim follows. ♦
Likewise, notice that
G⊤B[n] =⊥GB[n] for every [n] ∈ ∆∧.
Therefore, for every morphism ϕ : [n]→ [m] in ∆∧, we have as well two morphisms
⊥GB[ϕ] :⊥GB[m] →⊥GB[n] G⊤B[ϕ] :⊥GB[n] →⊥GB[m]
and the system (G⊤B[εn+1−1,0] | [n] ∈ Ob(∆∧)) defines a morphism
G⊤B[ε•+1−1,0] : s.GB →⊥GB[•]
which is right inverse to the morphism ⊥GB[ε•+1−1,0] deduced from the augmentation. Arguing
as in the proof of claim 7.10.5, one checks that the rule
vn,k := (G⊤B[εk∨n−k,0]) ◦ (⊥GB[εk∨n−k,0]) for every n, k ∈ N such that k ≤ n+ 1
yields a homotopy v from 1⊥GB[•] to (G⊤B[ε•+1−1,0]) ◦ (⊥GB[ε•+1−1,0]).
The dual statements admit the dual proof. 
7.10.6. Now, denote by Set◦ the category of pointed sets, whose objects are all the pairs (S, s)
where S is a small set, and s ∈ S is any element; the morphisms f : (S, s) → (S ′, s′) are the
mappings f : S → S ′ such that f(s) = s′. Next, let A be any ring, and consider the pointed
forgetful functor
F : A-Mod→ Set◦ M 7→ (M, 0M)
(where 0M ∈M is the zero element ofM). The functor F admits the left adjoint
L : Set◦ → A-Mod (S, s) 7→ A(S)/As
(where A(S) denotes the free A-module with basis given by S, so As ⊂ A(S) is the direct
summand generated by the basis element s ∈ S). According to proposition 7.10.4, the adjoint
pair (L, F) yields a functor
⊥A• : A-Mod→ ŝ.A-Mod
into the category of augmented simplicial A-modules (notation of (7.4.11)), such that
F ⊥A• M → FM
is a homotopically trivial augmented pointed simplicial set, for everyA-moduleM . This functor
is obtained by iterating the functor⊥A:= L◦F, so in each degree it consists of a free A-module.
We call ⊥A• M the standard free resolution ofM .
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Remark 7.10.7. Notice that ⊥A• 0 = s.0, the constant simplicial A-module associated with the
trivial A-module (see (7.4.4)). This is the reason why we prefer the adjoint pair (L, F), rather
than the analogous pair considered in [73, I.1.5.5], arising from the forgetful functor from A-
modules to non-pointed sets.
7.10.8. Let R be a simplicial A-algebra, and define the category R-Mod of R-modules, as in
[52, §8.1]. Notice that any morphism S → R of simplicial rings induces a base change functor
S-Mod→ R-Mod (M [n] | n ∈ N) 7→ (R[n]⊗S[n] M [n] | n ∈ N)
which is left adjoint to the forgetful functor (details left to the reader).
Now, by applying the functors ⊥R[n]• to the terms M [n] of a given R-module M , we obtain
an augmented simplicial R-module
(7.10.9) ⊥R• M →M
which amounts to a bisimplicialA-module, whose columns⊥R[n]• M [n]→M [n] are augmented
simplicial R[n]-modules, for every n ∈ N. Likewise, the row ⊥Rn M is an R-module, for every
n ∈ N.
Lemma 7.10.10. In the situation of (7.10.8), let ϕ : M → N be any quasi-isomorphism of
R-modules. Then the induced morphism
⊥Rn ϕ :⊥Rn M →⊥Rn N
is a homotopy equivalence, for every n ∈ N.
Proof. Set ⊥R−1M :=M , and notice the natural isomorphisms
(7.10.11) ⊥Rn M ∼→ R⊗s.Z ⊥s.Z ◦ ⊥Rn−1M for every n ∈ N
(where s.Z is the constant simplicial ring arising from Z (see (7.4.4)), which is the initial object
in the category of simplicial rings). The assumption means that ⊥R−1 ϕ is a quasi-isomorphism.
However, (7.10.11) and Whitehead’s theorem ([73, I.2.2.3]) imply that if – for a given n ∈ N –
the map ⊥Rn−1 ϕ is a quasi-isomorphism, then ⊥Rn ϕ is a homotopy equivalence. We may thus
conclude by a simple induction on n. 
Example 7.10.12. LetM and N two R-modules. We may define two functors
M
ℓ⊗R − ( resp. −
ℓ⊗R N ) : R-Mod→ R-Mod
by the rules :
P 7→ M ⊗R (⊥R• P )∆ ( resp. P 7→ (⊥R• P )∆ ⊗R N ) for every R-module P
where ∆ is the diagonal functor, from C -bisimplicial to C -simplicial objects (see (7.4.16)).
(i) We claim that these functors descend to the derived category. That is, suppose that
ϕ : P → P ′ is a quasi-isomorphism; thenM ℓ⊗R ϕ and ϕ
ℓ⊗R N are both quasi-isomorphisms.
Indeed, lemma 7.10.10 implies that the induced morphisms
M⊗R ⊥Rn ϕ : M⊗R ⊥Rn P →M⊗R ⊥Rn P ′
are quasi-isomorphisms, for every n ∈ N, and likewise for ϕ⊗R ⊥Rn N , so the assertion follows
from Eilenberg-Zilber’s theorem 7.4.49(i).
(ii) Also, we claim that the notationM
ℓ⊗RN is unambiguous. That is, we may compute this
object by applying the functorM
ℓ⊗R− toN , or by applying the functor−
ℓ⊗RN toM , and the
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resulting two R-modules are naturally isomorphic in D(R-Mod). Indeed, it suffices to check
that the natural morphisms
M ⊗R (⊥R• N)∆ α←− (⊥R• M)∆ ⊗R (⊥R• N)∆ β−→ (⊥R• M)∆ ⊗R N
induced by the augmentation (7.10.9), are both quasi-isomorphisms. We check this for α; the
same argument shall apply to β. To ease notation, set L := (⊥R• N)∆. Then α is deduced by
extracting the diagonal from the augmented simplicial R-module
(7.10.13) ⊥R• M ⊗R L→ M ⊗R L
(so, the n-th column of s.L is a constant and flat simplicial R[n]-module, for every n ∈ N).
Thus, we are reduced to checking that the columns of (7.10.13) are aspherical. However, for
every n ∈ N, the n-th column is the augmented simplicialR[n]-module (⊥R[n]• M [n])⊗R[n]L[n];
since L[n] is flat, it then suffices to recall that the standard free resolution is aspherical.
(iii) The foregoing discussion yields a well defined functor
− ℓ⊗R − : D(R-Mod)× D(R-Mod)→ D(R-Mod)
called the left derived tensor product. The same method shall be applied hereafter to construct
derived functors of certain non-additive functors.
Remark 7.10.14. LetM andN be as in example 7.10.12 and set P := (⊥R• M)⊗R s.N (this is
a simplicialR-module; especially, it is a bisimplicialA-module); by Eilenberg-Zilber’s theorem
7.4.49, the cochain complex associated with M
ℓ⊗R N is naturally isomorphic, in D(A-Mod)
to the complex Tot(P ••), where P •• denotes the double complex associated with P . There
follows a spectral sequence :
E1pq := Tor
R[p]
q (M [p], N [p])⇒ Hp+q(M
ℓ⊗R N)
whose differentials d1pq : E
1
pq → E1p−1,q are obtained as follows. For every integer q ∈ N, let
Tq be the R-module given by the rule : Tq[p] := E
1
pq, with face and degeneracy maps deduced
from those of M , N and R, in the obvious way. Then d1pq is the differential in degree p of the
chain complex Tq• associated with Tq (details left to the reader).
Example 7.10.15. (i) Another useful triple arises from the forgetful functor A-Alg → Set
and its left adjoint, that attaches to any set S the free A-algebra A[S]. There results, for every
A-algebra B, a standard simplicial resolution by free A-algebras
FA(B)→ B.
Now, if R is again a simplicial A-algebra, and S any R-algebra, we can proceed as in the
foregoing, to obtain a bisimplicial resolution FR(S) → S whose columns FR[n](S[n]) → S[n]
are augmented simplicial R[n]-algebras, for every n ∈ N. A simple inspection shows that the
proof of lemma 7.10.10 carries over –mutatis mutandis – to the present situation, hence a quasi-
isomorphism S → S ′ of R-algebra induces a morphism FR(S)[n]→ FR(S ′)[n] of R-algebras,
which is a homotopy equivalence on the underlying R-modules, for every n ∈ N.
(ii) We may then define a derived tensor product for R-algebras, proceeding as in example
7.10.12. Namely, if S and S ′ are any two R-algebras, we define two functors
S
ℓ⊗R − ( resp. −
ℓ⊗R S ′ ) : R-Alg→ R-Alg
by the rules :
T 7→ S ⊗R FR(T )∆ ( resp. T 7→ FR(T )∆ ⊗R N ) for every R-algebra T .
Arguing like in loc.cit. we see that both functors transform quasi-isomorphisms into quasi-
isomorphisms, hence they descend to the derived category D(R-Alg), and moreover, the two
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functors are naturally isomorphic, so the notation S
ℓ⊗R S ′ is unambiguous : the detailed verifi-
cation is left as an exercise for the reader.
7.10.16. Let A-Alg.Mod be the category of all pairs (B,M), where B is any A-algebra, and
M any B-module. The morphisms (B,M)→ (B′,M ′) are the pairs (f, ϕ), where f : B → B′
is a morphism of A-algebras, and ϕ : M → f ∗M ′ a B-linear map (here f ∗M ′ denotes the B-
module obtained from the B′-module M ′, by restriction of scalars along the map f ). Suppose
now that we have a commutative diagram of categories :
A-Alg.Mod
T //
F

C
f

A-Alg
g // B
such that :
• For every X ∈ Ob(B), the fibre f−1X is an abelian category whose filtered colimits
are representable and exact.
• F is given by the rule (B,M) 7→ B for every (B,M) ∈ Ob(A-Alg.Mod).
• For every A-algebra B, the restriction
TB : F
−1B → f−1(gB)
of T commutes with filtered colimits, i.e., if ((B,Mi) | i ∈ I) is any filtered system of
objects of A-Alg.Mod (over the same A-algebra B), then the induced morphism
colim
i∈I
TBMi → TB(colim
i∈I
Mi)
is an isomorphism.
The functors f and g extend to functors s.f : s.C → s.B, respectively s.g : s.A-Alg → s.B,
and notice that – for R any simplicial A-algebra – T induces a functor
TR : R-Mod→ s.C/R := s.f−1(s.gR) (M [n] | n ∈ N) 7→ (TR[n]M [n] | n ∈ N).
For every R-moduleM , we set
LTR(M) := TR(⊥R• M)∆.
The augmentation TR(⊥R• M)→ TRM can be regarded as a morphism of bisimplicial objects
TR(⊥R• M)→ s.TRM
(the columns of s.TRM are constant C -simplicial objects), whence a morphism in s.C/R :
(7.10.17) LTR(M)→ s.TRM∆ = TRM for every R-moduleM.
In many applications, s.C/R will be also an abelian category, but anyhow we can state the
following :
Proposition 7.10.18. With the notation of (7.10.16), suppose that C is an abelian category.
Then the following holds :
(i) IfM is a flat R-module, then (7.10.17) is a quasi-isomorphism.
(ii) If ϕ : M → N is a quasi-isomorphism of R-modules, then the induced map
LTR(M)→ LTR(N)
is a quasi-isomorphism.
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Proof. (i): The assumption means that M [n] is a flat R[n]-module for every n ∈ N. Denote
by C the unnormalized double complex associated with TR(⊥R• M), and by C∆ (resp. by D)
the unnormalized complex associated with LTR(M) (resp. to TRM). By Eilenberg-Zilber’s
theorem 7.4.49, we have a natural quasi-isomorphism
(7.10.19) C∆ → Tot(C)
given by the Alexander-Whitney map of (7.4.34), and a simple inspection shows that the map
C∆ → D induced by (7.10.17) factors through (7.10.19). Hence, it suffices to show that the
map
Tot(C)→ D
induced by the augmentation of TR(⊥R• M), is a quasi-isomorphism, under the stated condition.
To this aim, it suffices to check that the augmented C -simplicial object
(7.10.20) TR(⊥R[n]• M [n])→ TRM [n]
is aspherical for every n ∈ N. However, since M [n] is a flat R[n]-module, it can be written
as a filtered colimit of a system of free R[n]-modules ([85, Ch.I, Th.1.2]); on the other hand,
the functor ⊥R[n]• commutes with all filtered colimits, and the same holds for TR, by assump-
tion. Since the filtered colimits of the fibres of the functor f are exact, we are then reduced to
checking the assertion in case M [n] is a free R[n]-module; but in this case, (7.10.20) is even
homotopically trivial, by virtue of proposition 7.10.4.
(ii): In light of Eilenberg-Zilber’s theorem 7.4.49, it suffices to show that the induced map
TR(⊥Rn M)→ TR(⊥Rn N)
is a quasi-isomorphism for every n ∈ N. In turns, this follows readily from lemma 7.10.10. 
Remark 7.10.21. (i) The proof of proposition 7.10.18(i) applies as well to the derived tensor
product; namely, for any two R-modulesM and N there is a natural morphism of R-modules
M
ℓ⊗R N → M ⊗R N
which is a quasi-isomorphism, if eitherM or N is a flat R-module (details left to the reader).
(ii) Especially, let S and S ′ be any two R-algebras. Then, since the standard free resolution
FR(S) of example 7.10.15 is a flat simplicial R-module, (i) implies that the R-module underly-
ing theR-algebra S
ℓ⊗RS ′, is naturally isomorphic, in D(R-Mod), to the derived tensor product
of the R-modules underlying S and S ′. In other words, the notation − ℓ⊗R − is unambiguous,
whether one refers to derived tensor products of algebras, or of their underlying modules.
(iii) Denote by σ, ω : R-Mod → R-Mod respectively the suspension and loop functors
([73, I.3.2.1]), and recall that σ is left adjoint to ω. A simple inspection of the definitions yields
natural identifications
(σM)⊗R N ∼→ σ(M ⊗R N) (ωM)⊗R N ∼→ ω(M ⊗R N)
for every R-modules M and N . By the same token, it is clear that σ and ω transform flat
R-modules into flat R-modules. In view of (i), we deduce natural isomorphisms
(σM)
ℓ⊗R N ∼→ σ(M
ℓ⊗R N) (ωM)
ℓ⊗R N ∼→ ω(M
ℓ⊗R N) in D(R-Mod)
for every R-modulesM and N .
(iv) Let f : N → N ′ be any morphism of R-modules; in the same vein, we get a natural
identification :
Cone(M ⊗R f) ∼→ M ⊗R Cone f for every R-moduleM
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(see [73, I.3.2.2] for the definition of the cone of a morphism ofR-modules). It follows immedi-
ately that the functorM
ℓ⊗R − : D(R-Mod)→ D(R-Mod) transforms distinguished triangles
into distinguished triangles (see [73, I.3.2.2.4] for the definition of distinguished triangle in
D(R-Mod)). For future reference, let us also point out :
Lemma 7.10.22. Let R be a simplicial A-algebra, X and Y two R-modules, n,m ∈ N two
integers, and suppose that HiX = 0 = HjY for every i < n and j < m. Then
Hi(X
ℓ⊗R Y ) = 0 for every i < n+m.
Proof. Set σ0 := 1R-Mod, and define inductively σ
k : R-Mod → R-Mod by the rule : σk :=
σ ◦ σk−1 for every k > 0. Define likewise ωk, and notice that σk is left adjoint to ωk, for every
k ∈ N (remark 7.10.21(iii)). Let f : σn ◦ωnX → X denote the counit of adjunction, and notice
that Cone f = 0 in D(R-Mod). In view of remark 7.10.21(iv,v), we deduce that the natural
morphisms
σn(ωnX
ℓ⊗R Y )→ (σn ◦ ωnX)
ℓ⊗R Y → X
ℓ⊗R Y
are isomorphisms in D(R-Mod). Likewise, the natural morphism
σm(ωnX
ℓ⊗R ωmY )→ ωnX
ℓ⊗R Y
is an isomorphism in D(R-Mod), so finally the same holds for the morphism
σn+m(ωnX
ℓ⊗R ωmY )→ X
ℓ⊗R Y
whence the claim. 
7.10.23. In view of proposition 7.10.18, it is clear that if C is an abelian category, LTR yields
a well defined functor on derived categories
LTR : D(R-Mod)→ D(s.C/R) M 7→ LTR(M)
(where D(s.C/R) is the localization of s.C/R with respect to the class of quasi-isomorphisms,
and likewise for D(R-Mod) : see [52, Def.8.1.3]). More generally, suppose that C is endowed
with a functor
Φ : C → A
to an abelian category A (usually, this will be a forgetful functor of some sort), and denote by
DΦ(s.C/R) the localization of s.C/R with respect to the system of its morphisms whose image
under s.Φ are quasi-isomorphisms in s.A . Then, since clearly
s.Φ ◦ LTR = L(s.Φ ◦ TR)
we see that LTR descends to a well defined functor
LTR : D(R-Mod)→ DΦ(s.C/R).
We will need also the following slight refinement :
Corollary 7.10.24. In the situation of proposition 7.10.18, the following holds :
(i) Let ϕ : M → N be a morphism of R-modules, and n ∈ N an integer such that
Hiϕ : HiM → HiN
is an isomorphism, for every i < n. Then the same holds for the induced map
Hi(LTRϕ) : Hi(LTRM)→ Hi(LTRN).
(ii) Suppose that T (B, 0) = 0gB (the initial and final object of f
−1(gB)) for every A-
algebraB. Let n ∈ N be an integer, andM anR-module such thatHiM = 0 for every
i < n. Then Hi(LTRM) = 0gRi for every i < n.
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Proof. (i): Denote by
ϕX : X → cosknX for everyX ∈ Ob(R-Mod)
the unit of adjunction (see (7.4.19)). Taking into account corollary 7.4.66(i), we have the fol-
lowing properties :
• X [i] = cosknX [i] and ϕ[i] is the identity map of X [i], for every i ≤ n.
• Hi(cosknX) = 0 for every i ≥ n.
In view of proposition 7.10.18, we are then easily reduced to checking the assertion for the
special where N := cosknM , and ϕ := ϕM . However, since in this case N [i] = M [i] for every
i ≤ n, it is clear that ⊥R[i]• ϕ[i] is the identity automorphism of ⊥R[i]• M [i], for every i ≤ n.
After applying the functor TR, and extracting the diagonal, we see that the induced morphism
LTRM → LTRN in s.C is given by the identity automorphism of (LTRM)[i], in every degree
i ≤ n, whence the contention.
(ii): In light of (i), we may assume that M = s.0 (the trivial R-module). In this case, the
assertion follows easily from remark 7.10.7. 
7.10.25. In the situation of (7.10.16), take C := A-Alg.Mod, f := F , and g the identity
automorphism of A-Alg. If B → B′ is a map of A-algebras, and (B,M) ∈ Ob(C ), we define
B′ ⊗B (B,M) := (B′, B′ ⊗B M).
Corollary 7.10.26. In the situation of (7.10.25), suppose moreover that, for every flat morphism
B → B′ of A-algebras, the natural map
B′ ⊗B T (B,M)→ T (B′ ⊗B (B,M))
is an isomorphism, for every (B,M) ∈ Ob(C ). Then, for every flat morphism ϕ : R → S of
simplicial V -algebras, the natural morphism
(7.10.27) S ⊗R LTRM → LTS(S ⊗R M)
is an isomorphism in D(S-Mod), for every R-moduleM .
Proof. (Recall that ϕ is flat if and only if S[n] is a flat R[n]-algebra, for every n ∈ N. The
map of the proposition is deduced from the natural morphism⊥R• M →⊥S• (S⊗RM), given by
functoriality of the standard free resolution.)
Let π :⊥R• M → M be the standard free resolution of M ; by the flatness assumption on S,
the morphism S ⊗R π : S⊗R ⊥R• M → S ⊗R M is a free resolution of the S-module S ⊗R M ,
whence a natural isomorphism
LTS(S ⊗R M) ∼→ TS((S⊗R ⊥R• M)∆) in D(S-Mod)
by proposition 7.10.18(i) and Eilenberg-Zilber’s theorem 7.4.49. On the other hand, the as-
sumptions on T yield a natural isomorphism
S ⊗R LTR(M) = S ⊗R TR((⊥R• M)∆) ∼→ TS((S⊗R ⊥R• M)∆) in D(S-Mod).
By combining these isomorphisms, we get an isomorphism S ⊗R LTRM → LTS(S ⊗R M),
and a simple inspection shows that the latter is realized by the natural map (7.10.27). 
7.10.28. Let now R be any simplicial A-algebra, and I ⊂ R any ideal, and set R0 := R/I .
The Rees algebra of I is the graded R-algebra
R(R, I)• :=
⊕
p∈N
Ip
(cp. example 7.9.3). Notice the natural isomorphism of graded R0-algebras
R(R, I)⊗R R0 ∼→ gr•IR :=
⊕
p∈N
Ip/Ip+1
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as well as the exact sequence of R(R, I)-modules
0→ gr•+1I R→ R(R, I)⊗R R/I2 → gr•IR→ 0
deduced from the natural projection R/I2 → R0. Next, pick any quasi-isomorphism of R-
algebras P → R0, with P a flat R-algebra; there follows an exact sequence of P ⊗R R(R, I)-
modules
0→ P ⊗R gr•+1I R→ P ⊗R R(R, I)⊗R R/I2
β−→ P ⊗R gr•IR→ 0
and notice that β is actually a morphism of P ⊗R R(R, I)-algebras. According to remark
7.7.10(i), after forming the associated cochain complexes, we obtain an epimorphism β• of
differential graded (P ⊗R R(R, I))•-algebras, whose kernel (P ⊗R gr•+1I R)• is a two-sided
ideal of (P ⊗R R(R, I)⊗R R/I2)•. In this situation, we deduce a map of H•(R0
ℓ⊗R R(P, I))-
modules
(7.10.29) δ : H•(R0
ℓ⊗R gr•IR)→ H•(R0
ℓ⊗R gr•+1I R)[1]
which is a graded derivation, according to lemma 7.7.6 (recall that here the shift [1] refers to the
homological grading; the notation gr•+1 denotes also a shift in degrees, which however does
not alter the signs of the scalar multiplication in the way prescribed by remark 7.7.4(v)).
7.10.30. Keep the situation of (7.10.28), and suppose furthermore that R is a constant A-
algebra and I a constant ideal, i.e. R = s.B, and I = s.J for someA-algebra B and some ideal
J ⊂ B. We set B0 := B/J and
G• := R0
ℓ⊗R gr•IR Λ• := Λ•B(J/J2) S• := Sym•B(J/J2)
where the derived tensor product is formed in D(R-Alg), as in example 7.10.15, so G• is rep-
resented by P ⊗R gr•IR, and H•G• is a bigraded A-algebra, strictly anti-commutative for the
(homological) gradingH•, and commutative for the (cohomological) grading deduced from the
grading of G• (see remark 7.7.10(i)). Also, Λ• (resp. S
•) is a strictly anti-commutative (resp.
a commutative) graded B0-algebra, and we use the homological (resp. cohomological) con-
ventions for grading, so Λp (resp. S
p) is placed in degree −p (resp. p). Moreover, a standard
calculation yields a natural isomorphism of B0-modules
H0G
0 ∼→ B0 H1G0 ∼→ TorB1 (B0, B0) ∼→ J/J2
whence a natural map Λ• → H•G0 of strictly anti-commutative graded B0-algebras, restricting
to an isomorphism in degrees≤ 1. On the other hand, we have a surjective map of commutative
graded B0-algebras
(7.10.31) S• → gr•JB :=
⊕
p∈N
Jp/Jp+1
restricting as well to an isomorphism in degrees ≤ 1; since P ⊗R gr•IR is naturally a simplicial
gr•JB-algebra, we obtain a natural map of bigraded S
•-algebras
ω•• : Λ• ⊗B S• → H•G•.
Now, H•G
• has been endowed with a derivation δ : H•G
• → H•G•+1[1] in (7.10.29); on the
other hand, there exists on Λ• ⊗B S• a natural S•-linear graded derivation
∂ : Λ• ⊗B S• → Λ• ⊗B S•+1[1]
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as explained in [73, I.4.3.1.2]. We may then consider the diagram of S•-linear maps
(7.10.32)
Λ• ⊗B S• ω
•
• //
∂

H•G
•
δ

Λ• ⊗B S•+1[1] ω
•+1
• [1] // H•G
•+1[1].
Definition 7.10.33. (i) In the situation of (7.10.30), we say that the ideal J is quasi-regular, if
the following conditions hold :
• The map ω•• restricts to an isomorphism ω0• ∼→ H•G0.
• The B0-module J/J2 is flat.
(ii) Let R be any simplicial A-algebra, and I ⊂ R any ideal. We say that I is quasi-regular,
if I[n] is a quasi-regular ideal of R[n], for every n ∈ N.
Remark 7.10.34. (i) Definition 7.10.33 is due to Quillen ([97, Def.8.4]). Notice that a sequence
of elements (f1, . . . , fr) in a ring B is B-quasi-regular, in the sense of definition 7.8.13, if and
only if it generates an ideal J ⊂ B such that J/J2 is a free B0-module of rank r, and (7.10.31)
is an isomorphism (notation of (7.10.30)). The relationship between these two quasi-regularity
notions is partially elucidated by the following proposition 7.10.35(ii).
(ii) Suppose thatB := (Bi | i ∈ I) is any filtered system of rings, and J := (Ji ⊂ Bi | i ∈ I)
a filtered system of ideals, such that Ji is quasi-regular in Bi, for every i ∈ I . Denote by B
(resp. J) the colimit of B (resp. of J); then it is easily seen that J is quasi-regular in B.
(iii) Let B be any ring, and C := B[Xi | i ∈ I] a free B-algebra (for any set I). Then the
ideal J := (Xi | i ∈ I) ⊂ C is quasi-regular. Indeed, (ii) reduces to the case where I is a finite
set, for which the assertion is a special case of proposition 7.10.37 below.
Proposition 7.10.35. In the situation of (7.10.30), we have :
(i) (7.10.32) is a commutative diagram.
(ii) Suppose that J is a quasi-regular ideal. Then
(a) ω•• is an isomorphism.
(b) There exists a natural isomorphism of B0-modules :
TorBi (B0, B/J
n)
∼→ Coker(∂n−2i+1 : Λi+1 ⊗B Sn−2 → Λi ⊗B Sn−1) for every n, i > 0.
Proof. (i): Since both derivations are S•-linear, it suffices to check that (7.10.32) commutes in
(upper) degree 0. Morever, since the B-algebra Λ• is generated by Λ1, it suffices to check the
commutativity of the diagram
(7.10.36)
Λ1
ω01 //
∂01

H1G
0
δ01

S1
ω10 // H0G
1.
However, according to [73, I.4.3.1.2], the map ∂01 is just the identity of J/J
2. The map δ01 is the
boundary map arising – by the snake lemma – from the exact sequence of complexes
0→ JP •/J2P • → P •/J2P • → P •/JP • → 0
(where P • denotes the cochain complex associated with the flat resolution P → s.B0). The
same boundary map is used to define the isomorphism ω01 , and ω
1
0 is the natural isomorphism
J/J2 → H0(P •/JP •). Summing up, the commutativity of (7.10.36) follows by simple inspec-
tion.
(ii.a): We prove, by induction on n ∈ N, that every ωn• is an isomorphism. For n = 0, 1 there
is nothing to show, so suppose that n > 1, and the assertion is already known for every degree
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< n. In order to prove the assertion in degree n, it suffices to check that ωn0 : S
n → grnJB
is an isomorphism; indeed, in this case grnJB is a flat B0-module, and then a standard spectral
sequence argument allows to conclude that ωnj is also an isomorphism, for every j ∈ N.
Let P → R0 be a resolution as in (7.10.28). The I-adic filtration has finite length on P/IkP ,
for every k ∈ N, and therefore yields a convergent spectral sequence
E1pq ⇒ TorBp+q(B0, B/Jk)
with
E1pq :=
{
TorBp+q(B0, grJB
−p) for p > −k
0 otherwise
whose differentialsE1pq → E1p−1,q agree – by direct inspection – with the derivation δ−pp+q, when-
ever p > 1− k. Especially, for k = n + 1, we get a complex
Σ : H2G
n−2 δ
n−2
2−−−→ H1Gn−1 δ
n−1
1−−−→ grnJB → 0.
On the other hand, since J/J2 is a flat B0-module, the corresponding sequence
Σ′ : Λ2 ⊗B Sn−2 ∂−→ Λ1 ⊗B Sn−1 ∂−→ Sn → 0
is an exact complex (this is a segment of the Koszul complex of [73, I.4.3.1.7]). In light of
(i), the maps ωn−22 and ω
n−1
1 yield a morphism of complexes Σ
′ → Σ, so we are reduced to
checking that Σ is exact, and the inductive assumption already says that Σ is exact at the middle
term H1G
n−1. Now notice that, since the Koszul complex is exact, the inductive assumption
implies that E2pq = 0 for all (p, q) such that p > 1− n and q > 0; moreover, obviously we have
E1pq = 0 for p + q < 0 or p > 0, therefore
E∞00 = E
1
00 and E
∞
−n,n = E
2
−n,n = Coker δ
n−1
1 .
But a simple inspection shows that the natural mapH0P → E∞00 is an isomorphism, so E∞−n,n =
0, therefore δn−11 is surjective, and Σ is exact, as required.
(ii.b): We use the previous spectral sequence, for k = n. Taking into account (ii.a), and the
exactness of the Koszul complex ([73, I.4.3.1.7]) we get
E1pq = 0 for p+ q < 0 or p > 0 or p ≤ −n
E2p,q = 0 for every (p, q) with p > 1− n and q > 0
E21−n,i+n−1
∼→ Coker ∂n−2i+1 for every i ∈ N.
It follows that Er1−n+r,i+n−r = 0 for every r ≥ 2 and every i ∈ N; indeed, this is clear if
1 − n + r > 0, and if the latter fails, we get 1 − n + r > 1 − n and i + n − r > 0, so the
stated vanishing holds nevertheless. We deduce that E∞1−n,i+n−1 = E
2
1−n,i+n−1 for every i ∈ N.
Next, suppose that i > 0. Clearly we have E∞p,i−p = 0 both for p > 0 and p ≤ −n; and if
0 ≥ p > 1 − n, we get i − p ≥ i > 0, so again E∞p,i−p = 0. In conclusion, E∞p,i−p = 0 except
possibly for p = 1− n, and the contention follows. 
Proposition 7.10.37. Let B be a ring, f• := (f1, . . . , fr) a finite sequence of elements of B.
Denote by J the ideal generated by f•, set B0 := B/J , and consider the following conditions :
(a) The sequence f• is B-regular.
(b) The sequence f• is completely secant in B.
(c) The ideal J is quasi-regular and J/J2 is a free B0-module of rank r.
(d) The sequence f• is B-quasi-regular.
Then (a)⇒(b)⇒(c)⇒(d), and if B is J-adically complete and separated, then (d)⇒(a).
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Proof. (a)⇒(b) and (c)⇒(d) have already been pointed out respectively in proposition 7.8.7
and proposition 7.10.35(ii.a), and the same for the implication (d)⇒(a), when B is J-adically
complete and separated.
(b)⇒(c): This becomes a paraphrase of proposition 7.8.10, once we have identified the
graded B-algebra H•G
• with the graded B-algebra H•(B0[0]
L⊗B B0[0]). However, denote
by P • the cochain complex associated with the flat resolution P → s.B0; according to remark
7.7.10(i), P • is naturally a differential graded B-algebra, and the induced map ε• : P • → B0[0]
is a morphism of differential gradedB-algebras (for the multiplication law µ• onB0[0] inherited
from that ofB0). Then there exists in D(B-Mod) a unique isomorphism ω
• : P •B0 → P • whose
composition with ε• agrees with ρ•B0 (notation of (7.3.36)), and moreover we get a commutative
diagram in D(B-Mod) :
P •B0 ⊗B P •B0
P •µ //
ω•⊗Bω
•

P •B0
ω•

P • ⊗B P • // P •
whose bottom horizontal arrow is the multiplication map of P •, and where P •µ is defined as in
(7.3.36). The assertion follows immediately. 
The following is a well known theorem of Quillen, which is found in his typewritten notes
[97, Th.8.8] that have been circulated since the late 60s, but have never been published.
Theorem 7.10.38. Let R be any simplicial A-algebra, and I ⊂ R a quasi-regular ideal such
that H0I = 0. Then we have :
HiI
n = 0 for every n ∈ N and every i < n.
Proof. We argue by induction on n ∈ N. For n ≤ 1 there is nothing to prove, so suppose that
n > 1, and that the assertion is already known for In−1. Set Rk := R/I
k+1 for every k ∈ N,
and let
Λ• ⊗R S• := Λ•R(I/I2)⊗R Sym•R(I/I2)
which is a bigraded R0-module, endowed with the bigraded derivation ∂
•
• such that ∂
•
• [i] is the
Koszul derivation of Λ• ⊗R S•[i], defined as in [73, I.4.3.1.2]. Set as well
Ci := Coker (∂
n−3
i : Λi ⊗R Sn−3 → Λi−1 ⊗R Sn−2) for every i ∈ N.
From the inductive assumption and lemma 7.10.22, we already know that
(7.10.39) Hi(I
ℓ⊗R In−1) = 0 for every i < n.
However, according to remark 7.10.14, there is a spectral sequence
E1pq := Tor
R[p]
q (I[p], I[p]
n−1)⇒ Hp+q(I
ℓ⊗R In−1)
and proposition 7.10.35(ii.b) yields natural isomorphisms
E1pq
∼→ TorR[p]q+1(R0[p], I[p]n−1) ∼→ TorR[p]q+2(R0[p], Rn−2[p]) ∼→ Cq+3[p] for every q > 0
under which, the differentials E1pq → E1p−1,q are identified with those of the chain complex
associated with the R0-module Cq+3. Now, since I/I
2 is a flat R0-module, [73, I.4.3.1.7] says
that the sequence of R0-modules
Σi : 0→ Λn+i−3 ∂−→ Λn+i−4 ⊗R S1 → · · · → Λi ⊗R Sn−3 ∂−→ Λi−1 ⊗R Sn−2 → Ci → 0
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is an exact complex, for every i > 0. On the other hand, since H0I/I
2 = 0, (and again, since
I/I2 is a flat R0-module), combining [73, I.4.3.2.1] and lemma 7.10.22, we see that
Hi(Λj ⊗R Sq−j) = 0 for every q ∈ N, every j ≤ q, and every i < q.
We recall the following general
Claim 7.10.40. Let A be any abelian category, d ∈ N any integer, and consider an exact
sequence
0→ Kd fd−−→ Kd−1 → · · · → K1 f1−−→ K0 → 0
of objects of C(A ), such that Ki = 0 in D(A ), for every i = 1, . . . , d − 1. Then there is a
natural isomorphism
K0
∼→ Kd[d− 1] in D(A ).
Proof of the claim. For every i = 0, . . . , d, set Zi := Ker fi. We have short exact sequences
0→ Zi → Ki → Zi−1 → 0 for i = 1, . . . , d.
Since Ki = 0 in D(A ), there follows natural isomorphisms Zi−1
∼→ Zi[1] for every i =
1, . . . , d− 1. However, Z0 = K0 and Zd−1 = Kd, whence the claim. ♦
By applying claim 7.10.40 to the exact sequence coskn+i−3Σ
i, we easily deduce that
HjCi = 0 for every i > 0 and every j < n + i− 3
so finally E2pq = 0 for every q > 0 and every p < n + q, and clearly E
1
pq = 0 for every q < 0.
Consequently, for every i < n the termE∞i−q,q = 0 vanishes for q > 0, and equalsE
2
i,0 for q = 0.
Lastly, a simple calculation shows that
E2i,0 = Hi(I ⊗R In−1) for every i ∈ N.
Summing up, and taking into account 7.10.39, we conclude that Hi(I ⊗R In−1) = 0 for every
i < n, so we are reduced to checking :
Claim 7.10.41. The natural mapHi(I ⊗R In−1)→ Hi(In) is surjective, for every i ≤ n.
Proof of the claim. Indeed, denote byK the kernel of the epimorphism I ⊗R In−1 → In; as in
the foregoing, we get natural isomorphisms
K[i]
∼→ TorR[i]1 (R0[i], I[i]n−1) ∼→ TorR[i]2 (R0[i], R[i]/I[i]n−1) ∼→ C3[i] for every i ∈ N
that amount to an isomorphismK
∼→ C3 of R0-modules. We have already seen that HiC3 = 0
for every i < n, whence the claim. 
7.11. Injective modules, flat modules and indecomposable modules.
7.11.1. Indecomposable modules. Recall that a unital (not necessarily commutative) ring R is
said to be local ifR 6= 0 and, for every x ∈ R either x or 1−x is invertible. IfR is commutative,
this definition is equivalent to the usual one.
7.11.2. Let C be any abelian category and M an object of C . One says that M is indecom-
posable if it is non-zero and cannot be presented in the form M = N1 ⊕ N2 with non-zero
objectsN1 and N2. If such a decomposition exists, then EndC (N1)×EndC (N2) ⊂ EndC (M),
especially the unital ring EndC (M) contains an idempotent element e 6= 1, 0 and therefore it is
not a local ring.
However, if M is indecomposable, it does not necessarily follow that EndC (M) is a local
ring. Nevertheless, one has the following:
Theorem 7.11.3 (Krull-Remak-Schmidt). Let (Ai)i∈I and (Bj)j∈J be two finite families of ob-
jects of C , such that:
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(a) ⊕i∈IAi ≃ ⊕j∈JBj .
(b) EndC (Ai) is a local ring for every i ∈ I , and Bj 6= 0 for every j ∈ J .
Then we have :
(i) There is a surjection ϕ : I → J , and isomorphismsBj ∼→ ⊕i∈ϕ−1(j)Ai, for every j ∈ J .
(ii) Especially, if Bj is indecomposable for every j ∈ J , then I and J have the same
cardinality, and ϕ is a bijection.
Proof. Clearly, (i)⇒(ii). To show (i), let us begin with the following :
Claim 7.11.4. LetM1,M2 be two objects of C , and setM := M1 ⊕M2. Denote by ei : Mi →
M (resp. pi : M → Mi) the natural injection (resp. projection) for i = 1, 2. Suppose that
α : P →M is a subobject ofM , such that p1α : P →M1 is an isomorphism. Then the natural
morphism β : P ⊕M2 →M is an isomorphism.
Proof of the claim. Denote by πP : P⊕M2 → P and π2 : P⊕M2 → M2 the natural projections;
then β := απP + e2π2. Of course, the assertion follows easily by applying the 5-lemma (which
holds in any abelian category) to the commutative ladder with exact rows :
0 // M2 // P ⊕M2 πP //
β

P
p1α

// 0
0 // M2
e2 // M
p1 // M1 // 0.
Equivalently, one can argue directly as follows. By definition, Coker β represents the functor
C → Z-Mod : X 7→ KerHomC (β,X)
and likewise for Coker p1α; however, it is easily seen that these functors are naturally isomor-
phic, hence the natural morphism Coker β → Coker p1α is an isomorphism, so β is an epimor-
phism. Next, let t : Kerβ → P ⊕M2 be the natural morphism; since p1α is an isomorphism,
πP ◦ t = 0, so t factors through a morphism t : Ker β →M2. It follows that e2 ◦ t = β ◦ t = 0,
therefore t = 0, and finally Ker β = 0, since t is a monomorphism. ♦
Set A := ⊕i∈IAi, and denote ei : Ai → A (resp. pi : A → Ai) the natural injection (resp.
projection), for every i ∈ I . Also, endow I ′ := I ∪ {∞} with any total ordering (I ′, <) for
which∞ is the maximal element.
Claim 7.11.5. Let (aj : A→ A)j∈J be a finite system of endomorphisms such that
∑
j∈J aj =
1A. Then there exists a mapping ϕ : I → J such that the following holds :
(i) aϕ(i)ei : Ai → A is a monomorphism, for every i ∈ I , and let Pi := Im(aϕ(i)ei).
(ii) For every l ∈ I ′, the natural morphism βl :
⊕
i<l Pi⊕
⊕
i≥l Ai → A is an isomorphism.
Proof of the claim. We both define ϕ(l) and prove (ii), by induction on l. If l is the smallest
element of I , then βl = 1A, so (ii) is obvious. Hence, let l ∈ I be any element, l′ ∈ I ′ the
successor of l, and assume that βl is an isomorphism. Set a
′
j := β
−1
l ajβl for every j ∈ J , and
Ml :=
⊕
i<l Pi ⊕
⊕
i≥lAi; also, let e
′
l : Al → Ml and p′l : Ml → Al be the natural morphisms.
Clearly
∑
j∈J a
′
j = 1Ml , so
∑
j∈J p
′
la
′
je
′
l = 1Al; since EndC (Al) is a local ring, it follows that
there exists jl ∈ J such that p′la′jle′l is an automorphism of Al. However,
(7.11.6) a′jle
′
l = β
−1
l ajlβle
′
l = β
−1
l ajlel
so assertion (i) follows for the index l, by setting ϕ(l) := jl.
Next, set Ml,1 := Al and Ml,2 :=
⊕
i<l Pi ⊕
⊕
i>l Ai. The foregoing argument provides
a subobject α : P ′l := Im(a
′
ϕ(l)e
′
l) → Ml = Ml,1 ⊕ Ml,2 such that p′lα : P ′l → Ml,1 is
an isomorphism. By claim 7.11.4, it follows that the natural map β ′l′ : P
′
l ⊕ Ml,2 → Ml
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is an isomorphism. On the other hand, (7.11.6) implies that βl restricts to an isomorphism
γl : P
′
l
∼→ Pl. We deduce a commutative diagram
P ′l ⊕Ml,2
β′
l′ //
γl⊕1Ml,2

Ml
βl

Ml′
βl′ // A
whose vertical arrows and top arrow are isomorphisms. Thus, the bottom arrow is an isomor-
phism as well, as required. ♦
For every j ∈ J , let e′j : Bj → A (resp. p′j : A → Bj) be the injection (resp. projec-
tion) deduced from a given isomorphism as in (a), and set aj := e
′
jp
′
j for every j ∈ J . Then∑
j∈J aj = 1A, so claim 7.11.5 yields a mapping ϕ : I → J such that the following holds.
Set Pj := ⊕i∈ϕ−1(j)Im(ajei) for every j ∈ J ; then the natural morphism β : ⊕j∈JPj ∼→ A is
an isomorphism. However, clearly β(Pj) is a subobject of Im(e
′
j), for every j ∈ J . Hence, ϕ
must be a surjection, and β restricts to isomorphisms Pj
∼→ Im(e′j) for every j ∈ J , whence
isomorphisms Pj
∼→ Bj , from which (ii) follows immediately. 
Remark 7.11.7. There are variants of theorem 7.11.3, that hold under different sets of assump-
tions. For instance, in [53, Ch.I, §6, Th.1] it is stated that part (ii) of the theorem still holds when
I and J are small (not necessarily finite) sets, provided that C admits a small set of generators
and that all small filtered colimits are representable and exact in C . (One can moreover show
that the latter result still holds even in the absence of a small set of generators for C .)
7.11.8. Let us now specialize to the case of the category A-Mod, whereA is a (commutative)
local ring, say with residue field k. Let M be any finitely generated A-module; arguing by
induction on the dimension ofM ⊗A k, one shows easily thatM admits a finite decomposition
M = ⊕ri=1Mi, whereMi is indecomposable for every i ≤ r.
Lemma 7.11.9. Let A be a henselian local ring, andM an A-module of finite type. ThenM is
indecomposable if and only if EndA(M) is a local ring.
Proof. In view of (7.11.2), we can assume thatM is indecomposable, and we wish to prove that
EndA(M) is local. Thus, let ϕ ∈ EndA(M).
Claim 7.11.10. The subalgebra A[ϕ] ⊂ EndA(M) is integral over A.
Proof of the claim. This is standard: choose a finite system of generators (fi)1≤i≤r forM , then
we can find a matrix a := (aij)1≤i,j≤r of elements of A, such that ϕ(fi) =
∑r
j=1 aijfj for every
i ≤ r. The matrix a yields an endomorphism ψ of the free A-module A⊕r; on the other hand,
let e1, . . . , er be the standard basis of A
⊕r and define an A-linear surjection π : A⊕r → M by
the rule: ei 7→ fi for every i ≤ r. Then ϕ ◦ π = π ◦ψ; by Cayley-Hamilton, ψ is annihilated by
the characteristic polynomial χ(T ) of the matrix a, whence χ(ϕ) = 0. ♦
Since A is henselian, claim 7.11.10 implies that A[ϕ] decomposes as a finite product of local
rings. If there were more than one non-zero factor in this decomposition, the ring A[ϕ] would
contain an idempotent e 6= 1, 0, whence the decompositionM = eM ⊕ (1− e)M , where both
summands would be non-zero, which contradicts the assumption. Thus, A[ϕ] is a local ring, so
that either ϕ or 1M − ϕ is invertible. Since ϕ was chosen arbitrarily in EndA(M), the claim
follows. 
Corollary 7.11.11. Let A be a henselian local ring. Then:
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(i) If (Mi)i∈I and (Nj)j∈J are two finite families of indecomposable A-modules of finite
type such that ⊕ri=1Mi ≃ ⊕sj=1Nj , then there is a bijection β : I ∼→ J such that
Mi ≃ Nβ(i) for every i ∈ I .
(ii) If M and N are two finitely generated A-modules such that M⊕k ≃ N⊕k for some
integer k > 0, thenM ≃ N .
(iii) If M , N and X are three finitely generated A-modules such that X ⊕M ≃ X ⊕ N ,
thenM ≃ N .
Proof. It follows easily from theorem 7.11.3 and lemma 7.11.9; the details are left to the reader.

Proposition 7.11.12. Let A → B be a faithfully flat map of local rings, M and N two finitely
presented A-modules with a B-linear isomorphism ω : B ⊗A M ∼→ B ⊗A N . ThenM ≃ N .
Proof. Under the standing assumptions, the natural B-linear map
B ⊗A HomA(M,N)→ HomB(B ⊗A M,B ⊗A N)
is an isomorphism ([52, Lemma 2.4.29(i.a)]). Hence we can write ω =
∑r
i=1 bi ⊗ ϕi for some
bi ∈ B and ϕi : M → N (1 ≤ i ≤ r). Denote by k and K the residue fields of A and B
respectively; we set ϕi := 1k ⊗A ϕi : k ⊗A M → k ⊗A N . From the existence of ω we
deduce easily that n := dimk k ⊗A M = dimk k ⊗A N . Hence, after choosing bases, we can
view ϕ1, . . . , ϕr as endomorphisms of the k-vector space k
⊕n. We consider the polynomial
p(T1, . . . , Tr) := det(
∑r
i=1 Ti · ϕi) ∈ k[T1, . . . , Tr]. Let b1, . . . , br be the images of b1, . . . , br
in K; it follows that p(b1, . . . , br) 6= 0, especially p(T1, . . . , Tr) 6= 0.
Claim 7.11.13. The proposition holds if k is an infinite field or if k = K.
Proof of the claim. Indeed, in either of these cases we can find a1, . . . , ar ∈ k such that
p(a1, . . . , ar) 6= 0. For every i ≤ r choose an arbitrary representative ai ∈ A of ai, and set
ϕ :=
∑r
i=1 aiϕi. By construction, 1k ⊗A ϕ : k ⊗A M → k ⊗A N is an isomorphism. By
Nakayama’s lemma we deduce that ϕ is surjective. Exchanging the roles ofM andN , the same
argument yields an A-linear surjection ψ : N → M . Finally, [89, Ch.1, Th.2.4] shows that both
ψ ◦ ϕ and ϕ ◦ ψ are isomorphisms, whence the claim. ♦
Let Ah be the henselization of A, and Ash, Bsh the strict henselizations of A and B respec-
tively. Now, the induced mapAsh → Bsh is faithfully flat, the residue field ofAsh is infinite, and
ω induces a Bsh-linear isomorphism Bsh ⊗A M ∼→ Bsh ⊗A N . Hence, claim 7.11.13 yields an
Ash-linear isomorphism β : Ash ⊗A M ∼→ Ash ⊗A N . However, Ash is the colimit of a filtered
family (Aλ | λ ∈ Λ) of finite e´tale Ah-algebras, so β descends to an Aλ-linear isomorphism
βλ : Aλ ⊗A M ≃ Aλ ⊗A N for some λ ∈ Λ. The Ah-module Aλ is free, say of finite rank n,
hence βλ can be regarded as an A
h-linear isomorphism (Ah ⊗A M)⊕n ∼→ (Ah ⊗A N)⊕n. Then
Ah ⊗AM ≃ Ah⊗A N , by corollary 7.11.11(ii). Since the residue field of Ah is k, we conclude
by another application of claim 7.11.13. 
7.11.14. Injective hulls. The notion of injective hull plays a central role in the theory of local
duality : for a noetherian local ring, one constructs a dualizingmodule as the injective hull of the
residue field (see [61, Exp.IV, Th.4.7]), and in section 11.6, injective hulls of the residue fields
of a monoid algebra will also enable us to perform a certain computation of local cohomology,
which is a crucial step in the proof of Hochster’s theorem. We present here the basic results on
injective hulls, in the context of arbitrary abelian categories.
Definition 7.11.15. Let A be any abelian category, and f : N →M a monomorphism in A .
(i) We say thatM is an essential extension of N if the following holds. For any subobject
P ⊂ M we have either P = 0 or P ∩ Im f 6= 0 (here 0 denotes the zero object of A :
see remark 3.6.29(i)).
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(ii) We say thatM is a proper essential extension of N if it is an essential extension of N ,
and f is not an isomorphism.
(iii) We say thatM is an injective hull of N , ifM is both an essential extension of N , and
an injective object of A .
Lemma 7.11.16. Let A be an abelian category, and I an object of A . Suppose that :
(a) A is cocomplete.
(b) All colimits of A are universal (see example 1.4.17).
Then we have :
(i) I is injective if and only if it does not admit any proper essential extensions.
(ii) If N → M is any monomorphism, the set of all essential extensions of N contained in
M admits maximal elements.
Proof. (i): Suppose that I is injective, and let f : I → M be any monomorphism which is
not an isomorphism. Then f admits a left inverse, so I is a direct summand of M , hence M
is not an essential extension of I . Conversely, suppose that I does not admit proper essential
extensions; let f : N →M be a monomorphism in A and g : N → I any morphism in A . We
consider the cocartesian diagram in A
N
f //
g

M
g′

I
f ′ // P
and notice that f ′ is a monomorphism, since the same holds for f . By Zorn’s lemma – and due
to conditions (a) and (b) – we may find a maximal subobject Q ⊂ P such that Q ∩ I = 0, and
clearly P/Q is an essential extension of I (via h); therefore P/Q = I , so P = I ⊕Q, and if we
let p : P → I be the resulting projection, we see that p ◦ g′ : M → I is an extension of f . This
shows that I is injective.
(ii): By Zorn’s lemma, it suffices to check the following assertion. Suppose that (Pj | j ∈ J)
is a totally ordered family of essential extensions ofN contained inN (for some totally ordered
small indexing set J). Then P :=
⋃
j∈J Pj is again an essential extension of N (notice that this
union (i.e. colimit) is a subobject of M , due to condition (b)). However, say that Q ⊂ P and
Q ∩N = 0; due to condition (b), we have Q = ⋃j∈J(Q ∩ Pj), and clearly (Q ∩ Pj) ∩N = 0,
so Q ∩ Pj = 0 for every j ∈ J , and finally Q = 0. 
Proposition 7.11.17. Let A be an abelian category fulfilling condition (a) and (b) of lemma
7.11.16, andM any object of A . We suppose moreover that :
(c) A has enough injective objects.
Then we have :
(i) M admits an injective hull. More precisely, if M → I is any monomorphism into an
injective object, then a maximal essential extension ofM in I is an injective hull ofM .
(ii) Let f : M → E be an injective hull ofM , and g : M → I any monomorphism into an
injective object. Then g factors through f and a monomorphism h : E → I .
(iii) If f : M → E and g : M → E ′ are two injective hulls of M , there exists an isomor-
phism h : E
∼→ E ′ such that h ◦ f = f ′.
Proof. (i): Let E ⊂ I be such a maximal essential extension of M (which exists by lemma
7.11.16(ii)); by virtue of lemma 7.11.16(i), it suffices to check that E does not admit proper
essential extensions. However, suppose that E → E ′ is a proper essential extension; since I is
injective, the inclusion morphismE → I extends to a morphism f : E ′ → I . By maximality of
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E, we must then haveKer f 6= 0; on the other hand, obviouslyE ∩Ker f = 0, which is absurd,
since E ′ is an essential extension of E.
(ii): Since I is injective, g extends to a morphism h : E → I , and clearly M ∩ Kerh = 0.
Since E is an essential extension ofM , it follows that Kerh = 0.
(iii): By (ii) there exists a monomorphism h : E → E ′ such that h ◦ f = f ′. Since E is
injective, it follows that Imh is a direct summand of E ′; but E ′ is an essential extension ofM ,
so Imh = E ′, i.e. h is also an epimorphism, hence an isomorphism. 
7.11.18. We specialize now to the case where A is the category A-Mod of A-modules, with
A an arbitrary noetherian ring. Recall that if M is any A-module, then the set AssM of all
associated primes of M consists of the prime ideals p ⊂ A such that there exists m ∈ M
with AnnA(m) = p. (This is the correct definition only for noetherian rings : we shall see in
definition 10.5.1 a more general notion that is well behaved for arbitrary rings.) By proposition
7.11.17(i,iii) the injective hull of M exists and is well defined up to (in general, non-unique)
isomorphism, and we shall denote by EA(M) a choice of such hull.
Lemma 7.11.19. Let A be a noetherian ring. The following holds :
(i) If (Iλ | λ ∈ Λ) is a (small) family of injective A-modules, then I :=
⊕
λ∈Λ Iλ is an
injective A-module.
(ii) If S ⊂ A is any multiplicative subset, and M any injective A-module, then MS is an
injective AS-module.
Proof. (i): Let us first recall :
Claim 7.11.20. Let R be any ring,M an R-module. The following conditions are equivalent :
(a) M is an injective R-module.
(b) For every ideal J ⊂ R, every R-linear map J → M extends to an R-linear map
R→M .
(c) Ext1R(R/J,M) = 0 for every ideal J ⊂ R.
Proof of the claim. Of course, (a)⇒(b)⇒(c). To check that (c)⇒(a), let N ⊂ P be an inclusion
of R-modules, and f : N →M an A-linear map. We let S be the set of all pairs (N ′, f ′), where
N ′ ⊂ P is an R-submodule containingN , and f ′ : N ′ → M an R-linear map extending f . The
set S is partially ordered, by declaring that (N ′, f ′) ≥ (N ′′, f ′′) if N ′′ ⊂ N ′ and f ′|N ′′ = f ′′, for
any two pairs (N ′, f ′), (N ′′, f ′′) ∈ S. By Zorn’s lemma, S admits a maximal element (Q, g).
Suppose Q 6= P , and let x ∈ P \ Q. Set Q′ := Q + Rx and J := AnnR(Q′/Q); there follows
an exact sequence of R-modules
0→ Q→ Q′ → R/J → 0
and then (c) implies that the restriction map HomR(Q
′,M) → HomR(Q,M) is surjective;
especially, g extetnds to an R-linear map Q′ → M , contradicting the maximality of Q. Hence
Q = P , which shows (a). ♦
In view of claim 7.11.20, it suffices to show that every A-linear map f : J → I from any
ideal J ⊂ A, extends to an A-linear map A → I . However, since J is finitely generated, there
exists a finite subset Λ′ ⊂ Λ such that the image of f is contained in I ′ :=⊕λ∈Λ′ Iλ. Clearly I ′
is an injective A-module, so f extends to an A-linear map A→ I ′, and the assertion follows.
(ii): Let J ⊂ AS be any ideal, and write J = IS for some ideal I ⊂ A; since A is noetherian,
we have
Ext1AS(AS/J,MS) = AS ⊗A Ext1A(A/I,M)
so the assertion follows from claim 7.11.20. 
We may now state :
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Proposition 7.11.21. Let A be any noetherian ring,M any A-module. We have :
(i) For every p ∈ SpecA, the A-module EA(A/p) is indecomposable (see (7.11.2)).
(ii) Let I be any non-zero injective A-module, and p ∈ Ass I any associated prime. Then
EA(A/p) is a direct summand of I . Especially, if I is indecomposable, then I is iso-
morphic to EA(A/p).
(iii) AssAM = AssAEA(M).
(iv) If p, q ∈ SpecA are any two prime ideals, then theA-modules EA(A/p) andEA(A/q)
are isomorphic if and only if p = q.
(v) EAS(MS) ≃ AS ⊗A EA(M) for any multiplicative subset S ⊂ A.
Proof. (i): Set B := A/p, and suppose that EA(B) is decomposable; especially, there exist
non-zero submodulesM1,M2 ⊂ EA(B) withM1 ∩M2 = 0. Thus, (M1 ∩B)∩ (M2 ∩B) = 0,
and since B is a domain, we deduce that Mi ∩ B = 0 for i = 1, 2. But since EA(B) is an
essential extension of B, this is absurd.
(ii): By assumption, there exists x ∈ I such that AnnA(x) = p, so the submodule Ax ⊂
I is isomorphic to A/p; then, by proposition 7.11.17(ii) there exists a monomorphism f :
EA(A/p)→ I , and since EA(A/p) in injective, the image of f is a direct summand of I .
(iii): Clearly AssA(M) ⊂ AssAEA(M). Conversely, suppose p ∈ AssAEA(M); then there
exists anA-submoduleN ⊂ EA(M) isomorphic toA/p. SinceEA(M) is an essential extension
ofM , we have N ∩M 6= 0, so p ∈ AssA(M).
(iv) follows directly from (iii).
(v): We know already that E ′ := AS ⊗A EA(M) contains MS and is injective (lemma
7.11.19(iii)), so it remains only to check that E ′ is an essential extension of M . Thus, let
x ∈ E ′ \MS; we have to check that N := ASx ∩MS 6= 0, and clearly we may assume that
x ∈ EA(M). Set F := {AnnA(tx) | t ∈ S}; since A is noetherian, F admits maximal ele-
ments, and notice that ASx = AStx for any t ∈ S. Hence, we may replace x by tx for some
t ∈ S, after which we may assume thatAnnA(x) is maximal in F . We may writeAx∩M = Ix
for some ideal I ⊂ A, so N = ISx; let a1, . . . , ak ∈ A be a system of generators for I , and
notice that Ix 6= 0, since EA(M) is an essential extension of M . Suppose that N = 0; then
there exists t ∈ S such that the identity taix = 0 holds in A for i = 1, . . . , k. However,
AnnA(x) = AnnA(tx) by construction, so Ix = 0, a contradiction. 
Theorem 7.11.22. Let A be a noetherian ring, I an injective A-module. We have :
(i) I decomposes as a direct sum of the form
(7.11.23) I ≃
⊕
p∈SpecA
EA(A/p)
(Rp)
for a system of (small) sets (Rp | p ∈ SpecA).
(ii) Moreover, the cardinality of Rp equals dimκ(p)HomAp(κ(p), Ip), for every p ∈ SpecA
(where κ(p) := Ap/pp). Especially, this cardinality is independent of the decomposi-
tion (7.11.23).
Proof. (i): Denote by F the set of all indecomposable injective submodules of I , and by S the
set of all subsets G ⊂ F such that the natural map IG :=
⊕
G∈G G → I is injective. The set
S is partially ordered by inclusion, and by Zorn’s lemma, S admits a maximal element M ;
in light of proposition 7.11.21(ii), it suffices to check that IM = I . However, IM is injective
(lemma 7.11.19(i)), hence I = IM ⊕ J for some A-module J , and it is easily seen that J is
injective as well. We are thus reduced to showing that J = 0. Now, if J 6= 0, let p ∈ AssAJ
be any associated prime ([89, Th.6.1(i)]); then EA(A/p) is an indecomposable injective direct
summand of J (proposition 7.11.21(i,ii)), and therefore IM ⊕ EA(A/p) is a submodule of I ,
contradicting the maximality of M .
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(ii): In light of (i) and proposition 7.11.21(iii,v) we have
HomAp(κ(p), Ip) = HomAp(κ(p), EA(A/p)
(Rp)
p ) = κ(p)
(Rp) ⊗κ(p) HomAp(κ(p), EAp(κ(p)))
so we are reduced to showing the following :
Claim 7.11.24. Let m ⊂ A be any maximal ideal, and set κ := A/m; then
d := dimκHomA(κ,EA(κ)) = 1.
Proof of the claim. Since κ ⊂ EA(κ), obviously d ≥ 1. On the other hand, we have a natural
identification
HomA(κ,EA(κ)) = F := {x ∈ EA(κ) | mx = 0}.
If d > 1, we may find x ∈ F such that Ax ∩ κ = 0; but this is absurd, since EA(κ) is an
essential extension of κ. 
7.11.25. When dealing with the more general coherent rings that appear in sections 11.4 and
11.5, the injective hull is no longer suitable for the study of local cohomology, but it turns out
that one can use instead a “coh-injective hull”, which works just as well.
Definition 7.11.26. Let A be a ring; we denote by A-Modcoh the full subcategory of A-Mod
consisting of all coherent A-modules.
(i) An A-module J is said to be coh-injective if the functor
A-Modcoh → A-Modo : M 7→ HomA(M,J)
is exact.
(ii) An A-moduleM is said to be ω-coherent if it is countably generated, and every finitely
generated submodule ofM is finitely presented.
Lemma 7.11.27. Let A be a ring.
(i) Let M , J be two A-modules, N ⊂ M a submodule. Suppose that J is coh-injective
and bothM andM/N are ω-coherent. Then the natural map:
HomA(M,J)→ HomA(N, J)
is surjective.
(ii) Let (Jλ | λ ∈ Λ) be a filtered family of coh-injective A-modules. Then colimλ∈Λ Jλ is
coh-injective.
(iii) Assume that A is coherent, let M• be an object of D
−(A-Modcoh) and I
• a bounded
below complex of coh-injective A-modules. Then the natural map
Hom•A(M•, I
•)→ RHom•A(M•, I•)
is an isomorphism in D(A-Mod).
Proof. (i): Since M is ω-coherent, we may write it as an increasing union
⋃
n∈NMn of finitely
generated, hence finitely presented submodules. For each n ∈ N, the image of Mn in M/N is
a finitely generated, hence finitely presented submodule; therefore Nn := N ∩Mn is finitely
generated, hence it is a coherent A-module, and clearly N =
⋃
n∈NNn. Suppose ϕ : N → J is
any A-linear map; for every n ∈ N, set Pn+1 := Mn+Nn+1 ⊂M , and denote by ϕn : Nn → J
the restriction of ϕ. We wish to extend ϕ to a linear map ϕ′ : M → J , and to this aim we
construct inductively a compatible system of extensions ϕ′n : Pn → J , for every n > 0. For
n = 1, one can choose arbitrarily an extension ϕ′1 of ϕ1 to P1. Next, suppose n > 0, and
that ϕ′n is already given; since Pn ⊂ Mn, we may extend ϕ′n to a map ϕ′′n : Mn → J . Since
Mn ∩Nn+1 = Nn, and since the restrictions of ϕ′′n and ϕn+1 agree on Nn, there exists a unique
A-linear map ϕ′n+1 : Pn+1 → J that extends both ϕ′′n and ϕn+1.
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(ii): Recall that a coherent A-module is finitely presented. However, it is well known that
an A-module M is finitely presented if and only if the functor Q 7→ HomA(M,Q) on A-
modules, commutes with filtered colimits (see e.g. [52, Prop.2.3.16(ii)]). The assertion is an
easy consequence.
(iii): Since A is coherent, one can find a resolution ϕ : P• → M• consisting of free A-
modules of finite rank (cp. [52, §7.1.20]). One looks at the spectral sequences
Epq1 : HomA(Pp, I
q)⇒ Rp+qHom•A(M•, I•)
F pq1 : HomA(Mp, I
q)⇒Hp+qHom•A(M•, I•).
The resolution ϕ induces a morphism of spectral sequences F ••1 → E••1 ; on the other hand,
since Iq is coh-injective, we have : Epq2 ≃ HomA(HpF•, Iq) ≃ HomA(HpM•, Iq) ≃ F pq2 , so
the induced map F pq2 → Epq2 is an isomorphism for every p, q ∈ N, whence the claim. 
7.11.28. Let A be a coherent ring, Z ⊂ SpecA a constructible closed subset; we denote by
A-Modcoh,Z
the full subcategory of A-Modcoh whose objects are the (coherent) A-modules with support
contained in Z. Let I ⊂ A be any finitely generated ideal such that Z = SpecA/I; it is easily
seen that
Ob(A-Modcoh,Z) =
⋃
n∈N
Ob(A/In-Modcoh).
Now, consider a functor
T : A-Modocoh,Z → Z-Mod.
Notice that TM is naturally an A-module, for every coherent A-module M : indeed, if a ∈ A
is any element, we may define the scalar multiplication by a on TM as the Z-linear endomor-
phism T (a · 1M). In other words, T factors through the forgetful functor A-Mod → Z-Mod;
especially, if we set
HT := colim
n∈N
T (A/In)
we get a natural A-linear map
M
∼→ colim
n∈N
HomA(A/I
n,M)→ colim
n∈N
HomA(TM, T (A/I
n))→ HomA(TM,HT )
whence a bilinear pairing
M × TM → HT
which in turns yields a natural transformation
ωM : TM → HomA(M,HT ) for everyM ∈ Ob(A-Modcoh,Z).
Lemma 7.11.29. In the situation of (7.11.28), the following conditions are equivalent :
(a) ω is an isomorphism of functors T
∼→ HomA(−, HT ).
(b) T is left exact.
Proof. Clearly (a)⇒(b). For the converse, suppose first that Z = SpecA, in which case, notice
that HT = TA and ωA is the natural isomorphism TA
∼→ HomA(A, TA); then, if M is any
coherent A-module, pick a finite presentation
Σ : A⊕n → A⊕m →M → 0
and apply the 5-lemma to the resulting ladder of A-modules ωΣ with left exact rows, to deduce
that ωM is an isomorphism. Next, for a general ideal I andM an A-module with SuppM ⊂ Z,
we may find n ∈ N such thatM is an A/In-module; since A/Ik is coherent, the foregoing case
then shows that the induced map
TM → HomA(M,T (A/Ik))
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is an isomorphism, for every k ≥ n. To conclude, it suffices to remark that the natural map
colim
k∈N
HomA(M,T (A/I
k))→ HomA(M,HT )
is an isomorphism, sinceM is finitely presented ([52, Prop.2.3.16(ii)]). 
Wewish next to present a criterion that allows to detect, among the functors T as in (7.11.28),
those that are exact. A complete characterization shall be given only for a restricted class of
coherent ring; namely, we make the following :
Definition 7.11.30. Let A be a coherent ring. We say that A is an Artin-Rees ring, if the
following holds. For every finitely generated ideal I ⊂ A, every coherent A-module M , and
every finitely generated A-submodule N ⊂ M , the I-adic topology of M induces the I-adic
topology on N .
We can then state :
Proposition 7.11.31. In the situation of (7.11.28) suppose furthermore that A is an Artin-Rees
ring. Then the following conditions are equivalent :
(a) HT is a coh-injective A-module.
(b) T is exact.
Proof. Clearly (a)⇒(b). For the converse, let M be any coherent A-module, and N ⊂ M any
finitely generated A-submodule; it suffices to check that the induced map
HomA(M,HT )→ HomA(N,HT )
is surjective. However, let f : N → HT be any A-linear map; since N is finitely presented,
there exists n ∈ N such that f factors through an A-linear map fn : N → T (A/In) ([52,
Prop.2.3.16(ii)]), and clearly InN ⊂ Ker fn, so InN ⊂ Ker f as well. Since the I-adic topol-
ogy ofN agrees with the topology induced by the I-adic topology ofM , there exists k ∈ N such
that IkM ∩ N ⊂ InN . Set N := N/(IkM ∩ N); then N is a finitely generated A-submodule
of M/IkM , and especially it is a coherent A-module. By construction, f factors through an
A-linear map f : N → HT ; assumption (b) and lemma 7.11.29 imply that f extends to an
A-linear mapM/IkM → HT , and the resulting mapM → HT extends f , whence (a). 
Remark 7.11.32. (i) In the terminology of definition 7.11.30, the standard Artin-Rees lemma
implies that every noetherian ring is an Artin-Rees ring. We shall see later that if V is any val-
uation ring, then every essentially finitely presented V -algebra is an Artin-Rees ring (corollary
9.1.27 and theorem 11.4.44).
(ii) On the other hand, if A is noetherian, claim 7.11.20 easily implies that an A-module is
coh-injective if and only if it is injective.
(iii) Combining (i) and (ii) with proposition 7.11.31, we recover [61, Exp.IV, Prop.2.1].
Example 7.11.33. Let κ0 be a field, A a noetherian κ0-algebra, m ⊂ A a maximal ideal such
that κ := A/m is a finite extension of κ0, and set Z := {m} ⊂ SpecA. Then every object of
A-Modcoh,Z is a finite dimensional κ0-vector space, and therefore the functor
T : A-Modcoh,Z → κ0-Mod M 7→ Homκ0(M,κ0)
is exact. Proposition 7.11.31 and remark 7.11.32(ii) then say that
HT := colim
n∈N
Homκ0(A/m
n, κ0)
is an injectiveA-module. More precisely, notice thatHomA(κ,HT ) = AnnHT (m) = T (κ) ≃ κ,
therefore HT is the injective hull of the residue field κ.
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7.11.34. Flatness criteria. The following generalization of the local flatness criterion answers
affirmatively a question raised in [43, Ch.IV, Rem.11.3.12].
Lemma 7.11.35. Let A be a ring, I ⊂ A an ideal, B a finitely presented A-algebra, p ⊂ B
a prime ideal containing IB, and M a finitely presented B-module. Then the following two
conditions are equivalent:
(a) Mp is a flat A-module.
(b) Mp/IMp is a flat A/I-module and Tor
A
1 (Mp, A/I) = 0.
Proof. Clearly, it suffices to show that (b)⇒(a), hence we assume that (b) holds. We write A as
the union of a filtered family (Aλ | λ ∈ Λ) of its Z-subalgebras of finite type, and setA′ := A/I ,
Iλ := I ∩Aλ, A′λ := Aλ/Iλ for every λ ∈ Λ. Then, for some λ ∈ Λ, the A-algebra B descends
to an Aλ-algebra Bλ of finite type, andM descends to a finitely presented Bλ-moduleMλ. For
every µ ≥ λ we set Bµ := Aµ ⊗Aλ Bλ andMµ := Bµ ⊗Bλ Mλ. Up to replacing Λ by a cofinal
family, we can assume that Bµ andMµ are defined for every µ ∈ Λ. Then, for every λ ∈ Λ let
gλ : Bλ → B be the natural map, and set pλ := g−1λ p.
Claim 7.11.36. There exists λ ∈ Λ such thatMλ,pλ/IλMλ,pλ is a flat A′λ-module.
Proof of the claim. Set B′λ := Bλ ⊗Aλ A′λ andM ′λ := Mλ ⊗Aλ A′λ for every λ ∈ Λ; clearly the
natural maps
colim
λ∈Λ
A′λ → A/IA colim
λ∈Λ
B′λ → B/IB colim
λ∈Λ
M ′λ →M/IM
are isomorphisms. Then the claim follows from (b) and [43, Ch.IV, Cor.11.2.6.1(i)]. ♦
In view of claim 7.11.36, we can replace Λ by a cofinal subset, and thereby assume that
Mλ,pλ/IλMλ,pλ is a flat A
′
λ-module for every λ ∈ Λ.
Claim 7.11.37. (i) More generally, let R• := (Rλ | λ ∈ Λ) be any system of rings indexed by
any filtered set Λ, and N• := (Nλ | λ ∈ Λ), N ′• := (N ′λ | λ ∈ Λ) two systems consisting of
Rλ-modules Nλ and N
′
λ for every λ ∈ Λ, and Rλ-linear transition maps Nλ → Nµ, N ′λ → N ′µ
for every λ, µ ∈ Λ with λ ≤ µ. Denote by R, N , N ′ the colimits of R•, N• and respectively
N ′•; then the natural maps Rλ → R, Nλ → N , N ′λ → N induce isomorphisms :
colim
λ∈Λ
TorRλi (Nλ, N
′
λ)→ TorRi (N,N ′) for every i ∈ N.
(ii) For every λ, µ ∈ Λ with µ ≥ λ, the natural map:
fλµ : Bµ,pµ ⊗Bλ TorAλ1 (Mλ,pλ , A′λ)→ TorAµ1 (Mµ,pµ , A′µ)
is surjective.
Proof of the claim. (i): For every λ ∈ Λ, let L•(N ′λ) be the canonical free resolution of the
Rλ-module N
′
λ ([25, Ch.X, §3, n.3]). Similarly, denote by L•(N ′) the canonical free resolution
of the R-module N ′. It follows from [26, Ch.II, §6, n.6, Cor.] and the exactness properties of
filtered colimits, that the natural map: colimλ∈Λ L•(N
′
λ)→ L•(N ′) is an isomorphism. Hence :
colim
λ∈Λ
H•(Nλ
L⊗Rλ N ′λ) ≃ colim
λ∈Λ
H•(Nλ ⊗Rλ L•(N ′λ))
≃H•(N ⊗R colim
λ∈Λ
L•(N
′
λ))
≃H•(N ⊗R L•(N ′))
≃H•(N
L⊗R N ′).
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(ii): We use the change of ring spectral sequences for Tor ([112, Th.5.6.6])
E2pq : Tor
Aµ
p (Tor
Aλ
q (Mλ,pλ , Aµ), A
′
µ)⇒ TorAλp+q(Mλ,pλ , A′µ)
F 2pq : Tor
A′λ
p (Tor
Aλ
q (Mλ,pλ , A
′
λ), A
′
µ)⇒ TorAλp+q(Mλ,pλ , A′µ).
Since F 210 = F
2
20 = 0, the natural map
α : F 201 := A
′
µ ⊗A′λ Tor
Aλ
1 (Mλ,pλ , A
′
λ)→ TorAλ1 (Mλ,pλ , A′µ)
is an isomorphism. On the other hand, we have a surjection:
β : TorAλ1 (Mλ,pλ , A
′
µ)→ E210 := TorAµ1 (Mµ,pλ , A′µ)
and fλµ = (β ◦ α)pµ , whence the claim. ♦
We deduce from claim 7.11.37(i) that the natural map
colim
λ∈Λ
TorAλ1 (Mλ,pλ , A
′
λ)→ TorA1 (Mp, A′) = 0
is an isomorphism. However, TorAλ1 (Mλ,pλ , A
′
λ) is a finitely generated Bλ,pλ-module by [25,
Ch.X, §6, n.4, Cor.]. We deduce that fλµ,pλ = 0 for some µ ≥ λ; therefore TorAµ1 (Mµ,pµ , A′µ) =
0, in view of claim 7.11.37(ii), and then the local flatness criterion of [39, Ch.0, §10.2.2] says
thatMµ,pµ is a flat Aµ-module, so finallyMp is a flat A-module, as stated. 
8. COMPLEMENTS OF TOPOLOGY AND TOPOLOGICAL ALGEBRA
This chapter is a miscellanea of results of topology and topological algebra that shall be
needed in the rest of the treatise.
8.1. Spectral spaces and constructible subsets. The class of spectral topological spaces was
first introduced in Hochster’s paper [66], where it was shown to coincide precisely with the class
of those spaces that are homeomorphic to (Zariski) spectra of commutative rings. Since then,
spectral spaces have reappeared in a variety of unrelated contexts; their ubiquity has all to do
with the very agreeable properties of their boolean algebras of constructible subsets; especially,
the constructible subsets of a spectral space generate a quasi-compact and separated topology.
The many corollaries springing from this basic observation add up to a handy toolkit for dealing
in a uniform way with the kind of non-separated spaces that most frequently occur in geometric
applications of an algebraic bent.
In this section we introduce spectral spaces and prove their basic properties. We also collect a
few results showing the interplay between algebraic and topological properties of schemes and
their constructible subsets.
Definition 8.1.1. Let X be a topological space.
(i) We say that X is quasi-separated if the intersection of any two quasi-compact open
subsets ofX is still quasi-compact.
(ii) We say that X is coherent if it is quasi-compact and it admits a basis consisting of
quasi-compact open subsets, and closed under finite intersections.
(iii) We say thatX is reducible if there exist non-empty closed subsets Z,Z ′ ⊂ X such that
Z ∪ Z ′ = X and Z,Z ′ 6= X . We say that X is irreducible if it is non-empty and not
reducible.
(iv) We say thatX is sober if for every irreducible closed subset Z ⊂ X (with the topology
induced from X) there exists a unique point ηZ ∈ Z such that Z is the topological
closure of {ηZ} inX . In this case, we say that ηZ is the generic point of Z.
(v) We say that X is spectral if it is sober and coherent.
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(vi) We say that X is noetherian, if for every descending chain
· · · ⊂ Z2 ⊂ Z1 ⊂ Z0
of closed subsets of X , there exists n ∈ N such that Zm = Zn for everym ≥ n.
(vii) We say that X is locally coherent (resp. locally spectral, resp. locally noetherian) if
every point of X admits an open neighborhood which is coherent (resp. spectral, resp.
noetherian).
(viii) We say that X is T0 if, for every pair of points x, y ∈ X , there exists an open subset
U ⊂ X such that U ∩ {x, y} contains exactly one point.
(ix) We say that X is compact if it is quasi-compact and separated.
Remark 8.1.2. (i) Let X be a topological space, (Zi | i ∈ I) a family of irreducible closed
subsets of X , totally ordered by inclusion, and denote by Z the topological closure in X of⋃
i∈I Zi. Then Z is also irreducible. Indeed, say that Z = Y1 ∪ Y2 for two closed subsets Y1, Y2
ofX . If Zi ⊂ Y1∩Y2 for every i ∈ I , then Z ⊂ Y1; otherwise, say that Zi 6⊂ Y1 for some i ∈ I;
then Zi ⊂ Y2 for every i ∈ I , whence Z ⊂ Z2.
(ii) By Zorn’s lemma, it follows that every irreducible closed subset of X is contained in a
maximal one. A maximal irreducible closed subset of X is called an irreducible component of
X , and clearly X is the union of its irreducible components.
(iii) Let Z1, Z2 ⊂ X be any two closed subsets, and endow Z1, Z2 and Z3 := Z1 ∪ Z2 with
the topology induced by X . For j ≤ 3, denote by Ij the set of all irreducible components of
Zi; then I3 ⊂ I1 ∪ I2. Indeed, let Y ∈ I3; then Y = (Y ∩ Z1) ∪ (Y ∩ Z2), so we must have
Y = Y ∩ Zi for some i ∈ {1, 2}.
(iv) Let k ∈ N be any integer, and Z• := (Zi | i = 0, . . . , k) a strictly descending finite
chain of irreducible closed subsets of X . The integer k is the length of Z•. The supremum of
the lengths of all such chains is an invariant called the (Krull) dimension of X , and denoted
dimX
(especially, dim∅ = −∞). We say that X has finite Krull dimension if dimX ∈ N ∪ {−∞}.
(v) Suppose that X is the union of finitely many closed subsets Z1, . . . , Zk. Then it follows
directly from (iii) that dimX = sup(dimZ1, . . . , dimZk).
(vi) If X is sober, then X is also T0. Indeed, let x, y ∈ X be any two distinct points,
and denote by Zy the topological closure of {y} in X; if X is sober, we may assume – up to
swapping the roles of x and y – that x /∈ Zy. In this case, the setX \Zy is an open neighborhood
of x that does not contain y, whence the claim.
Lemma 8.1.3. Let X be a topological space, T ⊂ X any subset, T the topological closure of
T in X , and endow T and T with the topologies induced fromX . The following holds :
(i) T is irreducible if and only if the same holds for T .
(ii) If T is non-empty and open inX , and X is irreducible, then T is irreducible.
(iii) If X is sober, and T is locally closed inX , then T is sober as well.
(iv) Suppose that T = T1 ∪ T2 for two subsets T1 and T2, and endow also T1 and T2 with
the topologies induced fromX . If T1, T2 andX are sober, the same holds for T .
(v) Let f : X → Y be any continuous map, and endow f(X) with the topology induced
by Y . If X is irreducible, the same holds for f(X).
Proof. For any subset Y ⊂ X , let Y denote the topological closure of Y inX .
(i): Suppose that T is irreducible, and say that T = V ∪ V ′ for two closed subsets V, V ′ of
T ; then T = (T ∩ V ) ∪ (T ∩ V ′), so we may assume that T = T ∩ V , in which case T = V .
Conversely, suppose that T is irreducible, and T = Z1 ∪ Z2 for some closed subsets Z1, Z2 of
T ; then T = Z1 ∪ Z2, so we may assume that T = Z1, in which case T = T ∩ Z1 = Z1.
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(ii): Indeed, say that T = Z1 ∪ Z2 for two non-empty closed subsets of T ; then X =
Z1 ∪Z2 ∪ (X \ T ). By assumption,X 6⊂ X \ T ; as X is irreducible, we may then assume that
X = Z1, whence T = Z1.
(iii): This is clear if T is closed in X , so we may assume that T is open in X . However,
say that Z ⊂ T is an irreducible closed subset; by (i), the topological closure Z of Z in X is
irreducible, and clearly its generic point ηZ lies in Z, so ηZ is the unique point of Z such that
the closure of {ηZ} in T equals Z.
(iv): Let Z be any irreducible closed subset of T , and set Zi := Z∩Ti for i = 1, 2. According
to (i), Z is irreducible; since Z = Z1 ∪ Z2, we may then assume that Z = Z1, especially Z1 is
irreducible, so Z1 is irreducible, by (i). Therefore Z1 admits a generic point η, since T1 is sober.
By construction, the topological closure of {η} in T equals T ∩ Z = Z, and it remains to see
that η is the unique point of Z with this property. However, if η′ is any other such point, then
clearly the topological closures inX of both {η} and {η′} equal Z, so η = η′, sinceX is sober.
(v): Indeed, suppose that f(X) = Z1 ∪ Z2 for two closed subsets Z1, Z2 of f(X); then
X = f−1(Z1) ∪ f−1(Z2), so we may assume that X = f−1Z1, in which case f(X) = Z1. 
Proposition 8.1.4. Let X be any topological space. Then X is noetherian if and only if the
following conditions hold :
(a) Every closed subset of X has a finite number of irreducible components.
(b) For every descending chain (Zn | n ∈ N) of irreducible closed subsets of X , there
exists N ∈ N such that Zn = ZN for every n ≥ N .
Proof. Suppose first that X is noetherian. Then (b) clearly holds. To show (a), let S denote
the set of all closed subsets of X that have infinitely many irreducible components; since X
is noetherian, if S is not empty, it admits minimal elements, so say that Z is such a minimal
element. Then clearly Z cannot be irreducible, so Z = Z1 ∪ Z2 for some non-empty closed
subsets ofX strictly contained in Z. By minimality of Z, we have Z1, Z2 /∈ S; but then remark
8.1.2(iii) implies that Z1 ∪ Z2 /∈ S as well, a contradiction.
For the converse, we show more precisely the following :
Claim 8.1.5. Let X be any topological space, Z• := (Zn | n ∈ N) a descending non-stationary
chain of closed subsets of X , such that Zn has a finite number of irreducible components, for
every n ∈ N. Then there exists a descending, non-stationary chain (Z ′n | n ∈ N) of closed
subsets of X , such that Z ′n is an irreducible component of Zn, for every n ∈ N.
Proof of the claim. For every n ∈ N, let In be the (finite) set of irreducible components of Zn,
and denote by I ′n ⊂ In the subset of all T ∈ In such that T ∈ Im for every m ≥ n. Notice
that, since Z• is descending and non-stationary, the subset I
′′
n := In \ I ′n is non-empty, for every
n ∈ N. Moreover, for every n > 0, every T ∈ I ′′n and every T ′ ∈ In−1 such that T ⊂ T ′, we
must have T ′ ∈ I ′′n−1; indeed, otherwise we would have T ′ ∈ In, hence T = T ′, hence T ∈ I ′n,
a contradiction. Hence, for every n ∈ N, denote by Sn the set of all chains (Tk | k = 0, . . . , n)
such that
• Tk ∈ I ′′k for every k = 0, . . . , n.
• Tk ⊂ Tk−1 for every k = 1, . . . , n.
The foregoing observations easily imply that Sn is a finite non-empty set for every n ∈ N.
Moreover, we have an obvious map Sm → Sn whenever m ≥ n, that assigns to any T• ∈ Sm
the truncated chain (Tk | k = 0, . . . , n). The limit S of the system (Sn | n ∈ N) is then non-
empty; say that (T k• | k ∈ N) is any element of S, and set Z ′n := T nn for every n ∈ N. We claim
that the chain (Z ′n | n ∈ N) will do. Indeed, suppose by way of contradiction, that the chain Z ′•
is stationary, so there exists N ∈ N such that Z ′n = Z ′N for every n ≥ N ; but then we would
have ZN ∈ In for every n ≥ N , hence ZN ∈ I ′N , which is absurd. 
FOUNDATIONS FOR ALMOST RING THEORY 685
Remark 8.1.6. Let X be a topological space, U ⊂ X an open subset, and endow U with the
topology induced from X .
(i) If X is quasi-separated, then the same holds for U . If X is coherent, then X is quasi-
separated. Indeed, let (Ui | i ∈ I) be a basis for X consisting of quasi-compact open subsets
and closed under finite intersections, and U1, U2 two quasi-compact open subsets. Then there
exist finite subsets Ji ⊂ I such that Ui =
⋃
i∈Ji
Ui for i = 1, 2; consequently U1 ∩ U2 =⋃
(j,j′)∈J1×J2
(Uj ∩ Uj′), and by assumption each Uj ∩ Uj′ is quasi-compact, whence the claim.
(ii) If X is coherent (resp. spectral) and U is quasi-compact, then U is coherent (resp. spec-
tral) for the topology induced from X . Indeed, lemma 8.1.3(iii) says that U is sober whenever
the same holds for X , and if (Ui | i ∈ I) is a basis of quasi-compact open subsets of X , then
(U ∩ Ui | i ∈ I) is a basis of quasi-compact open subsets of U .
(iii) It follows easily from (ii) that if X is locally coherent (resp. locally spectral) then the
same holds for U .
(iv) If X is noetherian, every open subset of X is quasi-compact, so X is coherent. Also,
every locally closed subset of X is noetherian as well.
(v) Furthermore, suppose that T1, . . . , Tk is any finite family of subsets of X , such that X =⋃k
i=1 Ti, and endow each Ti with the topology induced from X; then, if each Ti is noetherian,
the same holds for X .
8.1.7. Let us denote by Top the category of topological spaces (whose morphisms are the
continuous maps), and by Sober the full subcategory of Top whose objects are the sober
topological spaces.
Proposition 8.1.8. The inclusion functor
Sober→ Top
admits a left adjoint.
Proof. For any topological space X , denote by SX the set of all irreducible closed subsets of
X . If Z is any irreducible closed subset of X , we shall use the notation ηZ to refer to Z, when
we wish to regard the latter as an element of SX . From lemma 8.1.3(i,ii) we see that, for every
open subset U ⊂ X , we have a natural bijection
SU
∼→ {ηZ ∈ SX | Z ∩ U 6= ∅} T 7→ ηT
(where, for any subset T of X , we let T be the topological closure of T in X). We may then
identify SU with its image in SX , and we notice
Claim 8.1.9. (i) SU ∩ SV = SU∩V for every open subsets U, V ⊂ X .
(ii) For any family (Ui | i ∈ I) of open subsets of X , we have S⋃i∈I Ui =
⋃
i∈I SUi .
Proof of the claim. (i): Clearly SU∩V ⊂ SU ∩ SV . For the converse inclusion, suppose that Z is
closed subset ofX , such that Z∩U,Z∩V 6= ∅ and Z∩U∩V = ∅. Then Z = (Z\U)∪(Z\V ),
so Z is not irreducible inX . The assertion is an immediate consequence.
(ii) is trivial. ♦
From claim 8.1.9 we see that the family (SU | U is open in X) is a topology on SX , and we
endow SX with this topology. Next, there is a natural map
fX : X → SX x 7→ η{x}
and it is easily seen that f−1X (SU) = U for every open subset U ⊂ X; especially fX is continu-
ous. It also follows that the rule Z 7→ f−1X Z establishes a bijection from the closed subsets of
SX to those of X; since this bijection respects inclusion of closed subsets, we deduce that it re-
stricts to a bijection from the irreducible closed subsets of SX to those ofX . Moreover, in light
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of lemma 8.1.3(v), it is easily seen that the inverse of this bijection assigns to any irreducible
closed subset Z of X , the topological closure of fX(Z) in SX .
Claim 8.1.10. SX is a sober topological space.
Proof of the claim. Let Z be any irreducible closed subset of X , and denote by SZ the topo-
logical closure of {ηZ} in SX ; then SZ = SX \SU , where SU is the largest open subset of SX
that does not contain ηZ , i.e. U is the largest open subset of X that does not intersect Z. So
U = X\Z, and therefore f−1X (SZ) = Z. We conclude that the topological closure of fX(Z) in
SX equals SZ . Summing up, we see that the rule ηZ 7→ SZ establishes a bijection from SX to
the set of irreducible closed subsets of SX , whence the claim. ♦
Now, let Y be any sober space, and g : X → Y any continuous map; in light of claim 8.1.10,
it suffices to show that there exists a unique continuous map h : SX → Y such that g = h ◦ fX .
However, it is easily seen that any continuous map h with this property must assign to every
ηZ ∈ SX the generic point ηg(Z) of the topological closure of g(Z) in S (lemma 8.1.3(v));
conversely, one checks easily that the rule
ηZ 7→ ηg(Z) for every irreducible closed subset Z of X
defines a map h : SX → Y such that h−1U = Sg−1U for every open subset U ⊂ Y ; especially,
h is continuous : the details shall be left to the reader. 
Remark 8.1.11. Keep the notation of the proof of proposition 8.1.8, and let U ⊂ X be any
open subset; it is easily seen that U = ∅ if and only if SU = ∅. It follows that the rule
V 7→ f−1X V defines a bijection from the set of open subsets of SX to the set of open subsets of
X . Consequently, X is quasi-compact (resp. quasi-separated) if and only if the same holds for
SX , andX is coherent if and only if SX is spectral.
8.1.12. Let X• := (Xi | i ∈ Ob(I)) be a system of sober and quasi-compact topological
spaces, indexed by a category I , with continuous transition maps pu : Xi → Xj for every
morphism u : i→ j in I , and set
X := lim
i∈I
Xi
where the limit is taken in the category of topological spaces. For every i ∈ Ob(I), denote
by pi : X → Xi the induced projection, and recall that the system of all subsets of the form⋂
j∈J p
−1
j Uj , where J ranges over all finite subsets ofOb(I), and Uj ranges over all open subsets
of Xj , is a basis of the topology of X .
Proposition 8.1.13. In the situation of (8.1.12), the following holds :
(i) X is a sober topological space.
(ii) Suppose furthermore, that the systemX• is cofiltered. We have :
(a) If Xi 6= ∅ for every i ∈ Ob(I), thenX is quasi-compact and non-empty.
(b) If pu is quasi-compact for every morphism u of I , then pi is quasi-compact, for
every i ∈ Ob(I).
Proof. (i) follows immediately from corollary 1.3.26(i,ii) and proposition 8.1.8.
(ii.a): By virtue of proposition 1.5.20, we may assume that I is a partially ordered set, and to
ease notation, for every u : i→ j in I (i.e. for every i, j ∈ I such that i ≤ j), we set pij := pu.
Now, consider the family F consisting of all compatible systems Z• := (Zi | i ∈ I), where :
• Zi is a non-empty closed subset of Xi, for every i ∈ I
• pij(Zi) ⊂ Zj for every i, j ∈ I with i ≤ j
and endow F with a partial ordering, by declaring that, for any Z•, Z ′• ∈ F , we have Z• ≤ Z ′•
if and only if Zi ⊂ Z ′i for every i ∈ I . Suppose now that (Zλ• | λ ∈ Λ) is a totally ordered subset
of F , and set Ci :=
⋂
λ∈Λ Z
λ
i for every i ∈ I .
FOUNDATIONS FOR ALMOST RING THEORY 687
Claim 8.1.14. The resulting system C• lies in F .
Proof of the claim. Indeed, the assertion comes down to saying that Ci 6= ∅ for every i ∈ I .
But notice that, for every finite subset Λ′ ∈ Λ and every i ∈ I , the intersection ⋂λ∈Λ′ Zλi is
obviously closed and non-empty in Xi. Since Xi is quasi-compact for every i ∈ I , the claim
follows. ♦
Since (Xi | i ∈ I) ∈ F , we have F 6= ∅. From claim 8.1.14 and Zorn’s lemma, we deduce
that F admits minimal elements. We notice:
Claim 8.1.15. Let Z• be a minimal element of F . We have :
(i) Zi is irreducible inXi, for every i ∈ I .
(ii) pij(Zi) is dense in Zj , for every i, j ∈ I with i ≤ j.
Proof of the claim. (i): Suppose, by way of contradiction, that there exist i ∈ I and closed
non-empty proper subsets Z(1), Z(2) of Zi, such that Zi = Z
(1)∪Z(2). For t = 1, 2, we consider
the compatible system Z
(t)
• such that
Z
(t)
j :=
{
Zj ∩ p−1ji Z(t) if j ≤ i
Zj otherwise.
By the minimality of Z•, neither Z
(1)
• nor Z
(2)
• lies in F , hence there must exist j, k ∈ I such
that Z
(1)
j = Z
(2)
k = ∅. Since I is cofiltered, we may then assume that j = k, in which case
Zk = Zk ∩ p−1ki Zi = Z(1)k ∪ Z(2)k = ∅, which is absurd.
(ii): Fix any i, j ∈ I with i ≤ j, and denote by T the topological closure of pij(Zi) in Zj . We
consider the compatible system T• such that
Tk :=
{
p−1kj T if k ≤ j
Zk otherwise.
Notice that Tk = Zk for every k ≤ i; especially Tk 6= ∅ for every k ∈ I , and therefore T• ∈ F .
By the minimality of Z•, we must have T• = Z•, and therefore T = Zj , as stated. ♦
Let now Z• be any minimal element of F ; according to claim 8.1.15, every Zi is irreducible,
say with generic point ηi, and pij maps ηi to ηj , whenever i, j ∈ I with i ≤ j. The compatible
system of points (ηi | i ∈ I) is then a point of X , so the latter is not empty.
Next, notice that every open covering of X can be refined to a covering of the form :
(8.1.16) X =
⋃
i∈I
p−1i Ui for a family of open subsets Ui ∈ Xi
hence, in order to prove that X is quasi-compact, it suffices to check that, for a covering as
(8.1.16), there exists a finite subset J ⊂ I such that the family (p−1j Uj | j ∈ J) already covers
X . To this aim, set
Zi := Xi\Ui and Z ′i :=
⋂
j≥i
p−1ij Zj for every i ∈ I.
Notice that (8.1.16) means that
⋂
i∈I p
−1
i Zi = ∅, and a fortiory we have
(8.1.17)
⋂
i∈I
p−1i Z
′
i = ∅
as well. However, by construction we have pij(Z
′
i) ⊂ Z ′j for every i, j ∈ I with i ≤ j,
so (Z ′i | i ∈ I) is a cofiltered system of sober and quasi-compact topological spaces (lemma
8.1.3(iii)), and (8.1.17) shows that the limit of this system is the empty topological space; in
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light of the foregoing, we conclude that there exists i ∈ I such that Z ′i = ∅. Since Xi is quasi-
compact, this in turns means that there exists a finite subset J ⊂ {j ∈ I | j ≥ i} such that⋂
j∈J p
−1
ij Zj = ∅. Lastly, this means precisely that the family (p
−1
j Uj | j ∈ J) coversX .
(ii.b): Fix i0 ∈ I , and let Ui0 be any quasi-compact open subset ofXi0 ; the subset I0 := {j ∈
I | j ≤ i0} is cofinal in I , so we may replace I by I0 and assume that i0 is the largest element
of I . In this case, for every j ≤ i0 we may set Uj := p−1ji0U , and (Ui | i ∈ I) is a cofiltered
system of quasi-compact and sober topological spaces (lemma 8.1.3(iii)), hence its limit U is
quasi-compact (and sober), by (i) and (ii.a); on the other hand, the induced map U → X is an
open immersion, whence the contention. 
Remark 8.1.18. (i) Proposition 8.1.13 fails in general for non-cofiltered systems of quasi-
compact and sober spaces. For instance, a fibre product of such spaces shall not be quasi-
compact, in general.
(ii) It is clear that the topological space underlying every affine scheme is spectral, and that
of any scheme is locally spectral. Conversely, it is shown in [66] that to every spectral space X
one can attach naturally a commutative ring AX whose spectrum is isomorphic to X . This rule
X 7→ AX is functorial with respect to continuous maps of a certain type, which are introduced
in the next definition.
Definition 8.1.19. Let f : X → Y be a continuous map of topological spaces, T ⊂ X any
subset, and endow T with the topology induced from X .
(i) We say that f is quasi-compact (resp. quasi-separated) if, for every quasi-compact
(resp. quasi-separated) open subset U ⊂ X , the preimage f−1U is quasi-compact
(resp. quasi-separated).
(ii) We say that f is spectral if, for every pair of quasi-compact quasi-separated open sub-
sets U ⊂ X , V ⊂ Y with f(U) ⊂ V , the restriction f|U : U → V is quasi-compact.
(iii) We say that T is retro-compact inX if the inclusion map T → X is quasi-compact.
(iv) We say that T is globally constructible if T lies in the boolean algebra of subsets of X
generated by all retro-compact open subsets of X .
(v) We say that T is constructible if every point ofX admits an open neighborhood U such
that T ∩ U is globally constructible in U .
(vi) We say that T is pro-constructible (resp. ind-constructible) if every point of X ad-
mits an open neighborhood U such that T ∩ U is the intersection (resp. the union) of
constructible subsets of U .
Remark 8.1.20. Let f : X → Y and g : Y → Z be two continuous maps of topological spaces.
(i) If f and g are quasi-compact (resp. quasi-separated), then the same holds for g ◦ f .
(ii) If f and g are spectral, and both X and Y are locally coherent, then g ◦ f is spectral.
Indeed, say that U ⊂ X and V ⊂ Z are quasi-compact and quasi-separated open subsets such
that g ◦ f(U) ⊂ V ; for every x ∈ U we may find a quasi-compact and quasi-separated open
subsetWx ⊂ Y such that g(Wx) ⊂ V and f(x) ∈ Wx. SinceX is locally coherent, we may find
a quasi-compact and quasi-separated open neighborhood Ux of x in X , such that f(Ux) ⊂ Wx.
Then both f|Ux : Ux → Wx and g|Wx : Wx → V are quasi-compact, so (i) says that the same
holds for their composition (g ◦ f)|Ux : Ux → V . However, finitely many such Ux suffice to
cover U , whence the assertion.
(iii) Let us say that f is strongly spectral if the following holds. For every quasi-compact
inclusion map U → U ′ between open subsets of Y , the induced open immersion f−1U →
f−1U ′ is also quasi-compact. We claim that if f is strongly spectral, then f is spectral. Indeed,
let U ⊂ X , V ⊂ Y be two quasi-compact and quasi-separated open subsets, and V ′ ⊂ V
another quasi-compact open subset; by assumption, the induced inclusion map i : f−1V ′ →
f−1V is quasi-compact, so f−1|U V
′ = i−1U is quasi-compact, whence the claim.
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(iv) Obviously, a composition of strongly spectral maps is strongly spectral. Moreover, it is
easily seen that any open immersion i : U → X is strongly spectral. In view of (iii), it follows
that every open immersion is spectral.
Lemma 8.1.21. Let X be any topological space. We have :
(i) X is quasi-separated if and only if it admits a covering consisting of retro-compact
open quasi-separated subsets.
(ii) X is sober if and only if it admits a covering consisting of sober open subsets.
(iii) The following conditions are equivalent :
(a) X is locally coherent and quasi-separated.
(b) X admits a basis consisting of quasi-compact open subsets, which is closed under
finite intersections.
(iv) The following conditions are equivalent :
(a) X is coherent (resp. spectral).
(b) X is quasi-compact and admits a covering consisting of coherent (resp. spectral)
retro-compact open subsets.
(c) X is quasi-compact, quasi-separated and locally coherent (resp. locally spectral).
(v) X is noetherian if and only if it is locally noetherian and quasi-compact.
(vi) If X is locally noetherian, then X is locally coherent and quasi-separated.
Proof. (i): The condition is trivially necessary. Suppose then that (Ui | i ∈ I) is a covering ofX
such thatUi is quasi-separated, retro-compact and open inX for every i ∈ I; pick any two quasi-
compact open subsets U , U ′. We may find a finite subset J ⊂ I such that U ∪ U ′ ⊂ ⋃j∈J Uj ,
and our assumptions imply that, for every j ∈ J , the subset Vj := U ∩U ′∩Uj is quasi-compact,
so the same holds for
⋃
j∈J Vj = U ∩ U ′.
(ii): Again, necessity is trivial. For the converse, let (Ui | i ∈ I) be an open covering of X
such that Ui is sober for every i ∈ I . Say that Z ⊂ X is any irreducible closed subset, and that
Zi := Ui ∩ Z 6= ∅ for some i ∈ I; then Zi is an irreducible subset of Ui and the topological
closure of Zi inX equals Z (lemma 8.1.3(ii)). Let η be the generic point of Zi; then clearly the
topological closure of {η} in X equals Z. It remains to check that η is the unique element of
Z with this property. However, say that η′ is another such element; then it is easily seen that
η′ ∈ Ui as well, and η′ is then also the generic point of Zi, whence the contention.
(iii): It is easily seen that (b)⇒(a). Conversely, suppose that (a) holds, and choose a covering
(Ui | i ∈ I) of X consisting of coherent open subsets; for each i ∈ I we then have a basis
(Uij | j ∈ Ji) of the topology of Ui, consisting of quasi-compact open subsets. Set F :=
(Uij | i ∈ I, j ∈ Ij), and let F ′ be the family of all finite non-empty intersections of elements
of F ; then F ′ is a basis of the topology of X , and since X is quasi-separated, any element of
F ′ is still a quasi-compact open subset of X , whence (b).
(iv): Obviously (a)⇒(b), and (b)⇒(c) by virtue of (i) and remark 8.1.6(i). Lastly, (c)⇒(a),
by (iii) and (ii).
(v): Suppose that X is locally noetherian and quasi-compact, in which case it admits a finite
covering (Ui | i ∈ I) consisting of open noetherian subsets. Now, let Z• := (Zn | n ∈ N) be a
descending chain of closed subsets ofX; by assumption, every resulting chain (Zn∩Ui | n ∈ N)
is stationary, and since I is finite, it follows that Z• is stationary as well.
(vi): X is locally coherent, by virtue of remark 8.1.6(iv); next, ifU, V ⊂ X are quasi-compact
open subsets, then they are noetherian, by (v), so their intersection is quasi-compact. 
Proposition 8.1.22. Let f : X → Y be a continuous map of topological spaces, (Yi | i ∈ I) an
open covering of Y , and fi : f
−1Yi → Yi the restriction of f , for every i ∈ I . We have :
(i) If Y is locally coherent, then f is quasi-compact if and only if fi is quasi-compact for
every i ∈ I .
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(ii) If both X and Y are locally coherent, then f is quasi-separated and spectral if and
only if fi is quasi-separated and spectral for every i ∈ I .
(iii) Suppose that both X and Y are locally coherent, and let (Xi | i ∈ I) be an open
covering of X such that Xi ⊂ f−1Yi for every i ∈ I . Then f is spectral if and only if
the restrictionXi → Yi of f is spectral for every i ∈ I .
Proof. (i): Clearly, if f is quasi-compact, the same holds for every fi. Hence we may assume
that fi is quasi-compact for every i ∈ I , and we have to check that f is quasi-compact. To this
aim, let U ⊂ Y be any quasi-compact open subset, and set Ui := Yi ∩ U for every i ∈ I; since
Y is locally coherent, we may find, for every i ∈ I , a covering (Ui,λ | λ ∈ Λi) of Ui consisting
of quasi-compact open subsets. Since U is quasi-compact, finitely many of these Ui,λ suffice to
cover U , hence f−1U is covered by finitely many subsets of the type f−1i Ui,λ, and the latter are
quasi-compact by assumption, so the same holds for U .
(iii): To begin with, we remark
Claim 8.1.23. Suppose that both X and Y are locally coherent. Then f is spectral if and only
if it is strongly spectral (see remark 8.1.20(iii)).
Proof of the claim. In view of remark 8.1.20(iii), we may assume that f is spectral, and we
show that f is strongly spectral. Indeed, let U ⊂ U ′ be any inclusion of open subset of Y , with
U retro-compact in U ′. We need to check that f−1U is retro-compact in f−1U ′, and by (i), the
assertion can be checked locally on f−1U ′. However, since X and Y are locally coherent, for
every x ∈ f−1U ′ we may find quasi-compact and quasi-separated open neighborhoods V ′ of x
in f−1U ′ andW ′ of f(x) in U ′ such that f(V ′) ⊂ W ′. By assumption,W ′∩U is quasi-compact,
so the same holds for V := V ′ ∩ f−1U (because f is spectral); since V ′ is quasi-separated, the
inclusion map V → V ′ is then quasi-compact, as required. ♦
Now, in light of claim 8.1.23, for the proof of (iii) we may assume that each restriction
Xi → Yi is strongly spectral, and it suffices to check that the same holds for f . However, let
U1 ⊂ U2 be any quasi-compact inclusion map of open subsets of Y ; by (i), the induced inclusion
map U1∩Yi → U2∩Yi is also quasi-compact, so by assumption the same holds for the inclusion
Xi ∩ f−1U1 = Xi ∩ f−1(U1 ∩ Yi)→ Xi ∩ f−1(U2 ∩ Yi) = Xi ∩ f−1U2 for every i ∈ I.
Again (i) then implies that the inclusion f−1U1 → f−1U2 is quasi-compact, as required.
(ii): Again, we may assume that fi is quasi-separated and spectral for every i ∈ I , and we
show that the same follows for f . By (iii), we know already that f is spectral, so we let U ⊂ Y
be any quasi-separated open subset, and show that f−1U is quasi-separated in X . To this aim,
choose a family of quasi-compact open subsets (Ui,λ | λ ∈ Λi) which gives a covering of U ∩Yi,
for every i ∈ I; since U is quasi-separated, Ui,λ is retro-compact in U for every i ∈ I and every
λ ∈ Λi, hence f−1Ui,λ is retro-compact in f−1U , by claim 8.1.23. Now, let V1, V2 ⊂ f−1U
be any two quasi-compact open subsets; it follows that V1 ∩ f−1Ui,λ and V2 ∩ f−1Ui,λ are
quasi-compact for every i ∈ I and every λ ∈ Λi. Since fi is quasi-separated, we deduce that
Vi,λ := V1 ∩ V2 ∩ f−1Ui,λ is also quasi-compact, for every such i and λ. Since V1 is quasi-
compact, finitely many of these f−1Ui,λ suffice to cover V1, and therefore finitely many Vi,λ
cover V1 ∩ V2, so the latter is quasi-compact, as required. 
Example 8.1.24. We return briefly to remark 8.1.18(ii) : with the terminology of definition
8.1.19(ii), we may now say that the continuous map Specϕ : SpecB → SpecA attached to
any ring homomorphism ϕ : A → B is spectral (verification left to the reader). In light of
proposition 8.1.22(iii) it follows that the continuous map underlying any morphism of schemes
f : X → Y is spectral as well. Moreover, let (Yi | i ∈ I) be any covering of Y consist-
ing of open subschemes; proposition 8.1.22(i,ii) implies that f is quasi-compact (resp. quasi-
separated) if and only the same holds for each restriction f|Yi : f
−1Yi → Yi.
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Lemma 8.1.25. Let X be a topological space, U ⊂ X an open subset, T ⊂ X any subset, and
endow U and T with the topology induced fromX . The following holds :
(i) Every closed subset of X is retro-compact. The union of any finite number of retro-
compact subsets of X is still retro-compact. The intersection of any open retro-compact subset
of X with an arbitrary retro-compact subset of X is retro-compact.
(ii) Every globally constructible subset of X is retro-compact, and it is a finite union of
subsets of the form V \V ′, where V and V ′ are retro-compact open subsets of X .
(iii) Suppose that T is retro-compact, and let S ⊂ T be any subset. If S is retro-compact in
T , then it is retro-compact in X as well. If T is also open and S is globally constructible in T ,
then S is globally constructible inX as well.
(iv) T is pro-constructible if and only if X\T is ind-constructible.
(v) If T is retro-compact (resp. globally constructible, resp. pro-constructible, resp. ind-
constructible) in X , then T ∩ U is retro-compact (resp. globally constructible, resp. con-
structible, resp. pro-constructible, resp. ind-constructible) in U .
(vi) The constructible subsets of X form a boolean algebra.
(vii) If X is quasi-separated and U is quasi-compact, then U is retro-compact in X .
(viii) Suppose that X is quasi-compact; then we have :
(a) If T is retro-compact inX , then T is quasi-compact.
(b) Every globally constructible subset of X is quasi-compact.
(ix) Suppose that X is quasi-compact and quasi-separated; then we have :
(a) U is retro-compact inX if and only if it is quasi-compact.
(b) The globally constructible subsets of X are precisely the finite unions of subsets of the
form V \V ′, where V and V ′ are arbitrary quasi-compact open subsets of X .
(x) Suppose that X is coherent; then we have :
(a) T is constructible in X if and only if it is globally constructible in X (in which case T
is also retro-compact, by (ii)).
(b) T is pro-constructible (resp. ind-constructible) if and only if it is the intersection (resp.
the union) of a family of constructible subsets of X .
(c) The constructible open (resp. closed) subsets of X are precisely the quasi-compact
open subsets (resp. the complements of quasi-compact open subsets) of X .
(d) If T is retro-compact in X and S is any constructible (resp. pro-constructible, resp.
ind-constructible) subset of X , then T ∩ S is constructible (resp. pro-constructible,
resp. ind-constructible) in T .
(e) If T is retro-compact in X , then it is a coherent topological space, and the inclusion
map iT : T → X is quasi-separated.
(f) If T is constructible in X , and S is any constructible subset of T , then S is con-
structible in X .
(xi) If X is spectral and T is constructible in X , then T is spectral as well.
Proof. (i) shall be left to the reader, and (ii) follows easily from (i).
(iii): The first assertion is obvious, and the second follows from (ii) and the first assertion.
(v): The proof for the case where T is retro-compact or globally constructible is left to the
reader. Suppose that T is constructible in X; then, for any given point x ∈ U , we may find an
open neighborhood U ′ of x in X , such that T ∩ U ′ is globally constructible in U ′; then by the
foregoing case, we know that U ′ ∩ U is an open neighborhood of x in U such that T ∩ U ′ ∩ U
is globally constructible in U ′ ∩ U , so T ∩ U is constructible in U . The assertion for the case
where T is pro-constructible or ind-constructible, is an immediate consequence.
(vi): It is easily seen that the complement of a constructible subset is constructible. Next,
suppose that T and T ′ are two constructible subsets ofX , and x ∈ X is any point; then we may
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find open neighborhoods U and U ′ of x such that T ∩U (resp. T ′∩U ′) is globally constructible
in U (resp. in U ′). By (v), it follows that T ∩ U ∩U ′ and T ∩ U ∩ U ′ are globally constructible
in U ∩U ′, and therefore the same holds for both (T ∩ T ′)∩U ∩U ′ and (T ∪ T ′)∩U ∩U ′. We
conclude that both T ∩ T ′ and T ∪ T ′ are constructible, whence the assertion.
(iv) follows easily from from (vi).
(vii) and (viii.a) are obvious, and (viii.b) follows from (viii.a) and (ii).
(ix.a) follows from (vii) and (viii.a), and (ix.b) follows from (ix.a) and (ii).
(x.a): Indeed, by assumption we may find for every x ∈ X an open neighborhood Ux of x
in X such that T ∩ Ux is globally constructible in Ux; by (v) we may then assume that Ux is
quasi-compact, so Ux is retro-compact, by (ix.a) and remark 8.1.6(i), and consequently T ∩ Ux
is globally constructible inX , by (iii). Finitely many of such Ux suffice to coverX , whence the
assertion.
(x.b): Indeed, say that T is ind-constructible; arguing as in the proof of (x.a) we may find,
for every x ∈ X , a quasi-compact open subset Ux such that T ∩ Ux is the union of a fam-
ily (Ti,x | i ∈ Ix) of constructible subsets of Ux. By (x.a) and remark 8.1.6(ii), each Ti,x
is globally constructible in Ux, hence also in X , by (viii.a), (iii) and remark 8.1.6(i); since
T =
⋃
x∈X
⋃
i∈Ix
Ti,x, the claim follows. The assertion for pro-constructible subsets is reduced
to this case, by taking complements and using (iv).
(x.c): Indeed, every quasi-compact open subset is constructible, by (vii); conversely, (x.a)
and (ix.b) show that every constructible subset of X is quasi-compact. The assertion about
constructible closed subsets of X then follows immediately, taking into account (vi).
(x.d): In view of (x.b), it suffices to consider the case where S is constructible, and so S is
even globally constructible in X , by (x.a). Then, we are further reduced to the case where S
is an open retro-compact subset of X , i.e. S is open and quasi-compact in X , by (x.c), and
it suffices to check that T ∩ S is retro-compact in T . Thus, let V be any quasi-compact open
subset of T ; since X is coherent, we may write V = V ′ ∩ T , for some quasi-compact open
subset V ′ ofX (details left to the reader), and then V ∩ (T ∩ S) = (V ′ ∩ S) ∩ T . Now, V ′ ∩ S
is open and quasi-compact in X (remark 8.1.6(i)) and therefore V ∩ (T ∩ S) is quasi-compact
in T , and therefore also in T ∩ S, since the latter is open in T .
(x.e): T is quasi-compact by (viii.a), and if (Ui | i ∈ I) is a basis of quasi-compact open
subsets ofX which is closed under finite intersections, then (T ∩Ui | i ∈ I) is a basis of quasi-
compact open subsets for T which is also closed under finite intersections, so T is coherent.
Next, let U ⊂ X be any open subset (then U is quasi-separated, by remark 8.1.6(i)), and V1, V2
any two quasi-compact open subsets of U ∩ T ; then V1 and V2 are also quasi-compact in T , so
the same follows for V1∩V2 (again, by remark 8.1.6(i)), which shows that iT is quasi-separated.
(x.f): In view of (x.e), the topological space T is coherent, so S is globally constructible in T
by (x.a), and in light of (ii) and (vi) we may assume that S = V \V ′, for two retro-compact open
subsets V, V ′ of T . Then V and V ′ are quasi-compact in T , by (viii.a), and sinceX is coherent,
we may find quasi-compact open subsetsW,W ′ ofX such that V = W ∩ T and V ′ =W ′ ∩ T ,
so that S = (W \W ′) ∩ T , and the latter is constructible inX , again by (vi) and (x.c).
(xi): In light of (x.e) and (x.a), it remains to show that T is sober, and taking into account (ii)
and lemma 8.1.3(iv), we may assume that T is locally closed in X , in which case it suffices to
invoke lemma 8.1.3(iii). 
Remark 8.1.26. Let f : X → Y be any quasi-compact continuous map of topological spaces.
(i) If T ⊂ X is a retro-compact subset of X , then f(T ) is a retro-compact subset of Y .
Indeed, if U ⊂ Y is any quasi-compact open subset, we have f(T ) ∩ U = f(T ∩ f−1U), and
f−1U is a quasi-compact open subset of X , by assumption.
(ii) If f is quasi-separated, Y is locally coherent, and T ⊂ Y is any constructible (resp.
pro-constructible, resp. ind-constructible) subset in Y , then f−1T enjoys the same property
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in X . To see this, we may assume that Y is coherent, in which case X is quasi-separated
and T is constructible (resp. an intersection, resp. a union of constructible subsets, by lemma
8.1.25(x.b)); then it suffices to consider the case where T is constructible, and we are further
reduced to the case where T is open and quasi-compact (lemma 8.1.25(ix.b,x.a)), for which the
assertion follows from lemma 8.1.25(vii).
(iii) If f is quasi-separated, then f is spectral. Indeed, say that U ⊂ X and V ⊂ U are
quasi-compact and quasi-separated open subsets such that f(U) ⊂ V , and let V ′ ⊂ V be
any quasi-compact open subset of V ; then f−1V is quasi-compact and quasi-separated, and
f−1|U V
′ = U ∩ f−1V ′, which is quasi-compact, under the current assumptions, because U and
f−1V ′ are quasi-compact open subsets of f−1V .
(iv) Suppose that X is locally coherent, T ⊂ X is any retro-compact subset, and endow T
with the topology induced from X . Then the inclusion map iT : T → X is spectral. To see
this, first we invoke proposition 8.1.22(i,iii) to reduce to the case where X is coherent. Then
the assertion follows from (iii) and lemma 8.1.25(x.e). Together with lemma 8.1.25(i), we see
especially that any closed immersion Z → X is quasi-compact, quasi-separated and spectral.
Definition 8.1.27. Let (X,T ) be a topological space. The set of ind-constructible subsets of
X is closed under finite unions and finite intersections, and forms a basis for a topology C on
X called the constructible topology. We shall denote by Xc the topological space (X,C ).
Remark 8.1.28. Let f : X → Y be a continuous map of topological spaces.
(i) The map f is not necessarily continuous with respect to the constructible topologies on
X and Y , but remark 8.1.26(ii) says that if f is quasi-separated and quasi-compact, and Y is
locally coherent, then the induced map
f c : Xc → Y c
(whose underlying map of sets is the same as f ) is continuous.
(ii) Let U be any open subset of a topological space X , and endow U with the topology
induced from X . Then the topology of U c is finer than the topology on U induced from the
topology of Xc (lemma 8.1.25(v)). The same holds if X is coherent and U is retro-compact
(lemma 8.1.25(x.d)).
(iii) Suppose that X is locally coherent. By lemma 8.1.25(iv, x.b), it follows that the open
(resp. closed) subsets of Xc are the ind-constructible (resp. pro-constructible) subsets of X .
Proposition 8.1.29. Let f : X → Y be any spectral map between locally coherent topological
spaces, T ⊂ Y any subset. The following holds :
(i) f c is continuous.
(ii) If T is constructible (resp. ind-constructible, resp. pro-constructible) in Y , then f−1T
is constructible (resp. ind-constructible, resp. pro-constructible) inX .
Proof. Clearly, it suffices to check (ii). However, let T ⊂ Y be any subset as in (ii), and
pick a covering (Ui | i ∈ I) of Y consisting of open coherent subsets; it suffices to check that
f−1(T ∩Ui) is constructible (resp. ind-constructible, resp. pro-constructible) in f−1Ui for every
i ∈ I , so we may replace Y by any Ui, and assume that Y is coherent, in which case, lemma
8.1.25(x.b) implies that it suffices to consider the case where T is constructible in Y . Then, T
shall be a finite union of subsets of the form T ′ \T ′′, where T ′′ ⊂ T ′ are any two quasi-compact
open subsets of Y (lemma 8.1.25(ix.b,x.a)), and we may further reduce to the case where T is
an open quasi-compact subset of Y . Now, let U be any coherent open subset of X; it suffices
to check thatW := U ∩ f−1V is quasi-compact in U (lemma 8.1.25(x.c)), and the latter holds,
since f is spectral. 
Lemma 8.1.30. Let X be a locally coherent topological space, T ⊂ X any subset, and endow
T with the topology induced fromX . We have :
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(i) If T is either constructible or open in X , the topology on T induced from Xc agrees
with the topology of T c.
(ii) The topology of Xc is finer than that of X .
Proof. (i): It suffices to show that :
(a) if S is any ind-constructible subset of X , then S ∩ T is ind-constructible in T
(b) if S is any ind-constructible subset of T , then S is ind-constructible inX .
However, fix a basis (Ui | i ∈ I) ofX consisting of coherent open subsets, and set Ti := T ∩Ui
for every i ∈ I . If S is as in (a), and if S ∩ Ti is ind-constructible in Ti for every i ∈ I , then
clearly S ∩ T is ind-constructible in T . If S is as in (b), and S ∩ Ui is ind-constructible in Ui
for every i ∈ I , then S is ind-constructible in X . Hence, it suffices to prove (a) and (b) with X
and T replaced by respectively Ui and Ti, for every i ∈ I . We may then assume from start that
X is coherent. In this case, T is either open or retro-compact in X (lemma 8.1.25(x.a)), hence
the topology of T c is finer than the topology T on T induced from Xc (remark 8.1.28(ii)),
whence (a). To show (b), suppose first that T is constructible in X; then, any ind-constructible
subset of T is a union of constructible subsets in T (lemma 8.1.25(x.b,e)), and therefore it is
also a union of constructible subsets inX (lemma 8.1.25(x.f)), whence (b), in this case. Lastly,
if T is open in X , and S is ind-constructible in T , pick a covering (Ti | i ∈ I) of T consisting
of open coherent subsets; then Si := S ∩ Ti is ind-constructible in Ti for every i ∈ I , so for
every such i we may find a family (Si,λ | λ ∈ Λi) of globally constructible subsets of Ti, whose
union is Si (lemma 8.1.25(x.a,b)). However, Ti is retro-compact in X , so Si,λ is constructible
in X , for every i ∈ I and every λ ∈ Λi (lemma 8.1.25(iii)); finally, S =
⋃
i∈I
⋃
λ∈Λi
Si,λ is
ind-constructible inX , so (b) holds also in this case.
(ii): We have to check that every open subset U of X is ind-constructible in X; however, U
is ind-constructible in U , so the assertion follows from the foregoing. 
8.1.31. We come now to the main theorem of this section. To prepare the proof, we introduce
the following terminology. Let F be any family of subsets of a topological space T ; we say
that F is a closed filter (resp. a constructible filter) if :
• every Z ∈ F is closed (resp. constructible) in T
• ∅ /∈ F and F 6= ∅
• if Z,Z ′ ∈ F , then Z ∩ Z ′ ∈ F
• if Z ∈ F and Z ′ is any closed (resp. constructible) subset of T containing Z, then
Z ′ ∈ F .
The center of a filter F is the subset
⋂
Z∈F Z. It is easily seen that a topological space T is
quasi-compact if and only if every closed filter of T has non-empty center.
Theorem 8.1.32. Let X be a topological space. We have :
(i) If X is spectral,Xc is compact.
(ii) IfX is locally spectral and quasi-separated, thenXc is locally compact and separated.
Proof. (We say that a topological space is locally compact if it admits a covering consisting of
compact open subsets.)
(i): We check first that Xc is separated. To this aim, let x, y be any two points of X , and
denote by {x} and {y} the topological closures of {x} and {y} with respect to T . If x /∈ {y},
it follows from lemma 8.1.30(ii) that we may find a constructible subset T ⊂ X such that x ∈ T
and y /∈ T ; then the complement S of T in X is also constructible, and T and S separate the
points x and y. Likewise one argues in the symmetric case where y /∈ {x}. Lastly, if neither
of these conditions hold, we must have x = y, since X is sober and both x and y are generic
points of the same closed subset ofX .
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To show that Xc is quasi-compact, we check that its closed filters have non-empty center.
However, let F be any such filter, and denote by F ′ the set of all constructible subsets T of X
such that there exists F ∈ F with F ⊂ T . Clearly F ′ is a constructible filter of X , thus, we
come down to :
Claim 8.1.33. (i) F and F ′ have the same center.
(ii) Every constructible filter of X has non-empty center.
Proof of the claim. (i): Clearly the center of F ′ contains the center of F . For the converse, it
suffices to remark that every closed subset ofX is pro-constructible inX (lemma 8.1.30(ii) and
remark 8.1.28(iii)), and therefore it is the intersection of the constructible subsets that contain
it (lemma 8.1.25(x.b)).
(ii): In view of lemma 8.1.25(xi), every such filter can be regarded as a cofiltered system
of spectral spaces, with continuous transition maps. Then the assertion is a special case of
proposition 8.1.13(ii.a). ♦
(ii): Lemma 8.1.30 and (i) imply that Xc is locally compact. To see that X is separated, let
x, y ∈ X be any two distinct points. We may then find a quasi-compact open subset U of X
containing both x and y, and the induced map U c → Xc is an open immersion (lemma 8.1.30),
so we may replaceX by U , and assume from start thatX is is spectral (lemmata 8.1.21(iv) and
8.1.25(vii)), which is the case covered by (i). 
Corollary 8.1.34. Let X be any spectral topological space, U ⊂ X a subset. We have :
(i) U is open and quasi-compact in Xc if and only if it is constructible in X .
(ii) Xc is a spectral topological space.
(iii) If Y is any locally spectral topological space, the same holds for Y c.
Proof. (i): Suppose first that U is open and quasi-compact in Xc; then U is a union of a family
(Ui | i ∈ I) constructible subsets of X (lemma 8.1.25(x.b)), and there exists a finite subset
J ⊂ I such that (Ui | i ∈ J) already covers U , so U is constructible.
Conversely, suppose that U is constructible in X , in which case it is both open and closed in
Xc; since the latter is quasi-compact (theorem 8.1.32(i)), we see that U is quasi-compact inXc.
(ii): Indeed, (i) and lemma 8.1.25(vi) easily imply that Xc is coherent, and Xc is trivially
sober, since in any separated space the irreducible closed subsets are exactly those that contain
a unique point.
(iii) follows from (ii) and lemma 8.1.30 : details left to the reader. 
Corollary 8.1.35. Let f : X → Y be a continuous map of locally spectral topological spaces.
The following holds :
(i) f is spectral if and only if the same holds for f c.
(ii) Suppose furthermore that f is spectral. Then :
(a) f is quasi-compact if and only if the same holds for f c : Xc → Y c.
(b) f is quasi-separated if and only if the same holds for f c.
Proof. We notice first :
Claim 8.1.36. In order to prove the corollary, we may assume that Y is spectral.
Proof of the claim. Let (Yi | i ∈ I) be a covering of Y consisting of spectral open subsets;
then each Y ci is open in Y
c, and its topology agrees with the topology induced from Y c (lemma
8.1.30(i,ii)), so (Y ci | i ∈ I) is an open covering of Y c. Then the claim follows immediately
from proposition 8.1.22(iii) and corollary 8.1.34(iii). ♦
Thus, we assume henceforth that Y is spectral. Next, we remark, quite generally :
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Claim 8.1.37. Let g : T → S be any continuous map between locally spectral topological
spaces, with S locally compact. Then g is spectral.
Proof of the claim. By lemma 8.1.22(iii), we may assume that S is compact and that T is quasi-
compact and quasi-separated. Now, let V ⊂ S be any quasi-compact open subset; since S is
separated, V is also closed in S, hence g−1V is closed in T , so it is quasi-compact, since the
same holds for T . Thus, g is quasi-compact, and it is also obviously quasi-separated (due to
remark 8.1.6(i)), so the claim follows from remark 8.1.26(iii). ♦
(i): In light of claim 8.1.37, proposition 8.1.29(i) and theorem 8.1.32(i), we see that if f is
spectral, the same holds for f c, hence we may assume that f c is spectral, and we show that the
same holds for f . Thus, let U ⊂ X and V ⊂ Y be quasi-compact and quasi-separated open
subsets such that f(U) ⊂ V ; it suffices to check that f|U : U → V is quasi-compact, and since
U c (resp. V c) is open in Xc (resp. in Y c, by lemma 8.1.30(ii)), the restriction f c|U : U
c → V c is
still spectral, so we may replace X by U and Y by V , and assume that X is quasi-compact and
quasi-separated, in which case it is spectral (lemma 8.1.21(iv)), and we need to show that f is
quasi-compact. Now, let V ⊂ Y be any quasi-compact open subset; then V is spectral (remark
8.1.6(ii)), and V c is open and quasi-compact in Y c (lemma 8.1.30(ii) and theorem 8.1.32(i)).
Hence, V c is closed in Y c, and therefore f−1V c is closed, and therefore quasi-compact, in Xc.
Since the topology of the latter is finer than that ofX , we conclude that f−1V is quasi-compact
in X .
(ii.a): If f is quasi-compact, it follows that X admits a finite covering consisting of spectral
open subsets, and ifU is any such subset, the restriction f|U is quasi-compact, since f is spectral.
Clearly it suffices to check that f c|U is quasi-compact for every such U , so we may replace X
by U and assume that X is spectral as well, in which case, notice that f is obviously quasi-
separated. Now, say that U ⊂ Y c is open and quasi-compact; so, U is constructible in Y
(corollary 8.1.34(i)), and then V := f−1U is constructible in X , by remark 8.1.26(ii), so it is
quasi-compact in Xc (corollary 8.1.34(i)).
Conversely, say that f c is quasi-compact, and U is a quasi-compact open subset of Y . Then
U is constructible in Y , so it is open and quasi-compact in Y c (corollary 8.1.34(i)), therefore
f−1U is quasi-compact in Xc, and since the topology of Xc is finer than that of X (lemma
8.1.30(ii)), we conclude that f−1U is quasi-compact in X .
(ii.b): Suppose that f is quasi-separated; then X is quasi-separated, so Xc is separated (the-
orem 8.1.32(ii)), and it follows easily that f c is quasi-separated (details left to the reader).
Conversely, if f c is quasi-separated, then Xc is quasi-separated, since Y c is separated (by the-
orem 8.1.32(i)). Then, say that U, V are two quasi-compact open subsets of X; we may cover
U (resp. V ) by a finite family (Ui | i ∈ I) (resp. (Vj | j ∈ J)) of spectral open subsets, and the
resulting maps U ci → Xc, V cj → Xc are open immersions (lemma 8.1.30). Moreover, each U ci
and V cj is compact, by theorem 8.1.32(i), so U
c
i ∩ V cj is quasi-compact in Xc, for every i ∈ I
and every j ∈ J ; consequently U ∩ V is quasi-compact in Xc, and a fortiori also in X , since
the topology of the latter is coarser than that of Xc (lemma 8.1.30(ii)). 
Corollary 8.1.38. (i) In the situation of (8.1.12), suppose moreover that :
(a) The topological space Xi is spectral for every i ∈ Ob(I).
(b) The transition map pu is quasi-compact, for every morphism u of I .
Then X is spectral.
(ii) Suppose furthermore, that the systemX• is cofiltered. Then :
(a) For every constructible (resp. open and quasi-compact) subset U ⊂ X there exist
i ∈ Ob(I) and a constructible (resp. open and quasi-compact) subset Ui ⊂ Xi
such that U = p−1i Ui.
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(b) For any i ∈ Ob(I) and any two constructible subsetsU, U ′ ofXi such that p−1i U ⊂
p−1i U
′, there exists a morphism u : j → i in I , such that p−1u U ⊂ p−1u U ′.
Proof. (i): By proposition 8.1.13(i) we know already that X is sober, so it remains only to
check that X is coherent. However, under the stated conditions, the datum (Xci | i ∈ Ob(I)) is
a system of quasi-compact and separated topological spaces, with continuous transition maps
(theorem 8.1.32 and remark 8.1.28(i)); denote by Xc the limit of this system (in the category
of topological spaces). Now, the product Y :=
∏
i∈Ob(I)X
c
i is likewise quasi-compact and
separated, and we remark :
Claim 8.1.39. The natural mapXc → Y is a closed immersion.
Proof of the claim. For every i ∈ Ob(I), denote by qi : Y → Xci the natural projection; the
image of Xc in Y is the intersection of the subsets Yu := {y• ∈ Y | pu ◦ qi(y•) = qj(y•)}, for
every morphism u : i → j in I , so it suffices to check that Yu is closed in Y , for every such
u. This is a special case of the following more general assertion. Let f, g : T → T ′ be two
continuous maps of topological spaces, with T ′ separated; then the subset
S := {t ∈ T | f(t) = g(t)}
is closed in T . To show the latter, denote F : T → T ′×T ′ the map such that F (t) = (f(t), g(t))
for every t ∈ T ; then S = F−1∆T ′ , where ∆T ′ := {(t′, t′) | t′ ∈ T ′} is the diagonal of T ′ × T ′,
and F is continuous for the product topology on T ′ × T ′. We then come down to showing that
∆T ′ is closed in T
′ × T ′, which holds if (and only if) T ′ is separated. ♦
It follows from claim 8.1.39 that Xc is quasi-compact and separated; the topology of Xc is
obviously finer than that of X , so the latter is quasi-compact as well. It remains to check that
X admits a basis of quasi-compact open subsets closed under finite intersections. To this aim,
let J ⊂ Ob(I) be any finite subset, pick a quasi-compact open subset Uj of Xj for each j ∈ J ,
and set
V :=
∏
i∈I\J
Xj ×
∏
j∈J
Uj U := X ∩ V.
It suffices to show that U is quasi-compact inX . However, notice that Uj is constructible inXj ,
so it is both open and closed in Xcj , and therefore V is closed in Y ; since X
c is closed in Y by
claim 8.1.39, it follows that U is quasi-compact inXc, and a fortiori, also inX .
(ii.a): Suppose first that U is open and quasi-compact; then U is a finite union of open subsets
of the form UJ :=
⋂
j∈J p
−1
j Uj , where J ⊂ Ob(I) is a finite subset, and Uj is an open quasi-
compact subset of Xj , for every j ∈ J . For such a given UJ , since I is cofiltered, there exists
i ∈ Ob(I) with morphisms uj : i → j for every j ∈ J , and therefore UJ = p−1i Vi, where
Vi :=
⋂
j∈J u
−1
j Uj is quasi-compact in Xi, since each uj is quasi-compact and Xi is quasi-
separated (remark 8.1.6(ii)). Thus, U =
⋃
j∈J ′ Vj for a finite subset J
′ ⊂ Ob(I) and quasi-
compact open subsets Vj ⊂ Xj ; again, we may find i ∈ Ob(I) and a morphism vj : i → j for
every j ∈ J ′, so that U = p−1i Ui, where Ui :=
⋃
j∈J ′ v
−1
j Vj is open and quasi-compact in Xi.
The case where U is constructible is reduced easily to the foregoing case, taking into account
(i) and lemma 8.1.25(ix.b,x.a), and arguing as above, using the assumption thatX• is cofiltered
(details left to the reader).
(ii.b) Let Z := U \U ′, set Zu := p−1u Z for every morphism u : j → i in I , and endow Zu
with the topology induced from Xcj . From theorem 8.1.32(i) and lemma 8.1.25(xi) we see that
Z• := (Zu | u ∈ Ob(I/i)) is a cofiltered system of compact topological spaces (see example
1.5.8(i)), and the assumption means that the limit of Z• is empty, so there exists u ∈ Ob(I/i)
such that Zu = ∅, whence the assertion. 
Corollary 8.1.40. Let X be any spectral topological space, T ⊂ X a pro-constructible subset,
and endow T with the topology induced fromX . Then T is spectral and retro-compact inX .
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Proof. By lemma 8.1.25(x.b), we may write T as the intersection of a system (Ti | i ∈ I) of
constructible subsets ofX . Let J be the set of all finite subsets of I , and for every S ∈ J , endow
TS :=
⋂
i∈S Ti with the topology induced from X . Then TS is a constructible subset of X for
every S ∈ J , and clearly the topological space T is the limit of the (cofiltered) inverse system
(TS | S ∈ J). By lemma 8.1.25(xi) each such TS is spectral and retro-compact in X (lemma
8.1.25(x.a)); therefore, if S ⊂ S ′ are any two elements of J , then TS is constructible in TS′
(lemma 8.1.25(x.d)), hence also retro-compact in TS′ (lemma 8.1.25(x.a)), i.e. the induced map
TS → TS′ is quasi-compact, and the assertion follows from corollary 8.1.38(i) and proposition
8.1.13(ii.b). 
Proposition 8.1.41. Let (X,T ) be a compact topological space, U a family of open and closed
subsets of X , and endow X with the coarsest topology TU containing U . Then the following
conditions are equivalent :
(a) (X,TU ) is a T0 topological space.
(b) (X,TU ) is a spectral space.
Moreover, if these conditions hold, then (X,TU )c = (X,T ).
Proof. From remark 8.1.2(vi) we get (b)⇒(a).
(a)⇒(b): Since T is compact, every U ∈ U is compact as well in T , and therefore it is
quasi-compact in TU . Thus, (X,TU ) is coherent, and it remains only to check that X is sober.
To this aim, let Z be any irreducible closed subset of (X,TU ), and set
UZ := {U ∈ U | U ∩ Z 6= ∅} and Z ′ := Z ∩
⋂
U∈UZ
U.
Since TU is T0, the subset Z ′ contains at most one point of X , and to conclude, it suffices to
check that Z ′ 6= ∅. However, notice that Z is closed also in T , hence it is compact in this latter
topology, so the same holds for every finite intersectionU1∩· · ·∩Uk∩Z with U1, . . . , Uk ∈ UZ .
We are then reduced to showing that every such finite intersection is non-empty. Suppose that
the latter fails, and set Vi := Z \Ui for every i = 1, . . . , k; then Z = V1 ∪ · · · ∪ Vk, and since Z
is irreducible in TU , it follows that Z = Vi for some i ≤ k, which is absurd.
Lastly, suppose that (X,TU ) is spectral; we claim that in this case the identity map of X
yields a continuous map i : (X,T )→ (X,TU )c. Indeed, let T ⊂ X be a subset that is globally
constructible for the topologyTU ; in view of lemma 8.1.25(x.a,x.b), it suffices to show that T is
open in the topology T . Then lemma 8.1.25(ix.b) further reduces to the case where T = V \V ′
for two quasi-compact open subsets V, V ′ of (X,TU ). However, V and V ′ are finite unions of
subsets of the form U1 ∩ · · · ∩ Uk, where k ∈ N is arbitrary, and U1, . . . , Uk ∈ U ; it follows
that V and V ′ are open and closed in (X,T ), and therefore the same holds for their difference.
Lastly, since (X,T ) is separated and (X,TU ) is quasi-compact (theorem 8.1.32(i)), it follows
that i is a homeomorphism, whence the proposition. 
Definition 8.1.42. Let X be a topological space, x, x′ ∈ X any two points.
(i) We say that x is a specialization of x′ inX , or equivalently, that x′ is a generization of
x in X , if x lies in the topological closure of {x′} inX .
(ii) We say that x is an immediate specialization of x′ in X , or equivalently, that x′ is an
immediate generization of x in X , if x 6= x′, x is a specialization of x′ in X , and any
other point ofX that is both a specialization of x′ and a generization of x inX is equal
to either x or x′.
(iii) We denote byX(x) the set of all generizations of x inX , and we endowX(x) with the
topology induced by X .
(iv) Let f : X → Y be any continuous map of topological spaces. We say that f is
specializing (resp. generizing) if the following holds. For every x ∈ X and every
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specialization (resp. generization) y of f(x) in Y , there exists a specialization (resp.
generization) x′ of x in X , such that f(x′) = y.
Remark 8.1.43. Let X be a topological space, and x any point ofX .
(i) Clearly X(x) is the intersection of all open neighborhoods of x in X . Especially, if X is
coherent, X(x) is a pro-constructible subset of X . If X is T0 (i.e. for any two distinct points
of X , at least one of them admits an open neighborhood not containing the other), x is the
unique closed point of X(x). If X is spectral, the same holds for X(x), and the inclusion map
jx : X(x) → X is quasi-compact (corollary 8.1.40); since X(x) is quasi-separated, jx is also
quasi-separated, and even spectral, by remark 8.1.26(iii).
(ii) Clearly, the relation
x ≤ x′ ⇔ x is a specialization of x′ inX
defines a preordering on X (see example 1.1.6(iii)), and every continuous map f : X → Y is
also a morphism of preordered sets (X,≤)→ (Y,≤). IfX is T0, then (X,≤) is even a partially
ordered set. Suppose that X is T0 and non-empty; in general, (X,≤) admits neither maximal
nor minimal points, but if X is sober, it follows easily from remark 8.1.2(ii) that (X,≤) admits
maximal points. IfX 6= ∅ is quasi-compact and T0, then (X,≤) also admits minimal elements:
indeed, if (xi | i ∈ I) is any (non-empty) totally ordered subset ofX , let {xi} be the topological
closure of {xi} in X , for every i ∈ I; then Z :=
⋂
i∈I {xi} 6= ∅, so any point of Z is smaller
than every xi, and then the assertion follows as usual, by Zorn’s lemma.
(iii) Suppose that X is sober. Then,X is noetherian if and only if the following holds :
(a) Every closed subset of X has finitely many maximal points.
(b) Every descending sequence (xn | n ∈ N) in (X,≤) is stationary, i.e. it admits N ∈ N
such that xn = xN for every n ≥ N .
Indeed, for a sober space, (a) and (b) are rephrasing of the corresponding conditions of propo-
sition 8.1.4. It is also clear that, in this situation, the dimension of X is the supremum of the
lengths of all finite strictly descending sequences in (X,≤) (see remark 8.1.2(iv)).
Proposition 8.1.44. LetX be any locally spectral topological space, T ⊂ X a pro-constructible
subset, and U ⊂ X an ind-constructible subset. The following holds :
(i) The topological closure of T in X is the set of all specializations of all points of T .
(ii) U is open inX if and only if it contains the generizations of all its points.
(iii) T is dense inX if and only if it contains all the maximal points of the partially ordered
set (X,≤) (notation of remark 8.1.43(ii)).
Proof. (i): Denote by T the topological closure of T inX , and by T s the set of all specializations
in X of points of T . Clearly T s ⊂ T , so we need only prove the converse inclusion. However,
let V be any open subset of X; on the one hand, the topological closure of T ∩ V in V equals
V ∩T . On the other hand, say that x ∈ V is a specialization inX of a point y ∈ T ; then clearly
y ∈ T ∩ V , i.e. x is a specialization in V of y, so V ∩ T s is the set of specializations in V of the
points of V ∩ T . Since X admits a covering consisting of spectral open subsets, we may then
replace X by any of these subsets, and assume from start that X is spectral.
Now, suppose that there exists x ∈ T\T s, denote by F the family of all quasi-compact open
neighborhoods of x in X , and notice that F is cofiltered, since X is quasi-separated, and not
empty, since X is quasi-compact. Since x ∈ T , we must haveW ∩ T 6= ∅ for everyW ∈ F ;
on the other hand, we have ⋂
W∈F
(W ∩ T ) = ∅
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since x /∈ T s. But both T and the elements of F are closed in Xc, so (W ∩ T | W ∈ F ) is
a closed filter of Xc, therefore its center cannot be empty (theorem 8.1.32(i) and (8.1.31)), a
contradiction.
(ii) follows easily from (i), by considering the pro-constructible subset X\U .
(iii) is an immediate consequence of (i). 
Example 8.1.45. LetX be a spectral space of dimension≤ 0. It follows easily from proposition
8.1.44(i) that every quasi-compact open subset ofX is closed. ThenX is separated : indeed, let
x, x′ ∈ X be any two distinct points; sinceX is sober, we may assume that x does not lie in the
topological closure of {x′}, in which case there exists a quasi-compact open neighborhood U
of x that does not contain x′, and the foregoing implies that X \ U is an open neighborhood of
x′, whence the contention. Conversely, every separated and compact topological space whose
quasi-compact open subsets form a basis of the topology is a spectral space of dimension ≤ 0;
indeed, such a space is coherent, and it is obviously sober, since all its points are closed. A
topological space with this properties is sometimes called a compact boolean space : see [82,
p.168,169], where it is also explained that, by virtue of the Stone representation theorem, such
spaces are characterized as those topological spaces which are homeomorphic to the maximal
spectra of (unital) boolean algebras. More precisely, to such any compact boolean spaceX , one
attaches its characteristic ring RX , which is the boolean algebra of all continuous functions
X → Z/2Z, and then X is naturally homeomorphic toMaxRX .
Corollary 8.1.46. Let f : X → Y be a continuous map of locally spectral topological spaces,
and T ⊂ X (resp. S ⊂ Y ) any pro-constructible subset. Then :
(i) If f is quasi-compact, f(T ) is a pro-constructible subset of Y .
(ii) If f is spectral and generizing, the topological closure inX of f−1S is the preimage of
the topological closure of S in Y .
Proof. (i): The assertion is local on Y , hence we may assume that Y is spectral; then X admits
a finite covering consisting of open spectral subsets, and we are easily reduced to the case where
X is spectral as well. Now, by theorem 8.1.32(i,ii), the subset T is closed, and therefore quasi-
compact, in Xc. Then f(T ) is quasi-compact in Y c; hence it is closed in Y c, and therefore
pro-constructible in Y .
(ii): Let S denote the topological closure of S in Y ; clearly the topological closure of f−1S
lies in f−1S, so we have only to check the converse inclusion. Thus, say that x ∈ f−1S, so
s := f(x) ∈ S, and therefore s is a specialization of a point s′ ∈ S (proposition 8.1.44(i)); since
f is generizing, it follows that there exists a generization x′ of x in X , such that f(x′) = s′.
This shows that x lies in the set of specializations of the points of f−1S, and the contention
follows. 
Proposition 8.1.47. Let f : Y → X be a surjective, spectral map of locally spectral topological
spaces, and suppose that f is either specializing or generizing. Then X is the (topological)
quotient of Y , under the equivalence relation induced by f .
Proof. The assertion means that a subset Z ⊂ X is open (resp. closed) in X if and only if
Z ′ := f−1Z is closed in Y . For any subset Z ofX (resp. of Y ), we denote by Z the topological
closure of Z inX (resp. in Y ). Of course, we may assume that Z ′ is closed in Y , and we check
thatZ is closed inX . Now,Z ′ is pro-constructible in Y (lemma 8.1.30(ii)), so f(Z ′) = Z is pro-
constructible in X (corollary 8.1.46(i)). If f is generizing, it follows that Z ′ = f−1Z = f−1Z
(corollary 8.1.46(ii)); since f is surjective, we deduce that Z = Z, i.e. Z is closed, as required.
Lastly, suppose that f is specializing, and notice that Z is the set of all specializations of all
points of Z (proposition 8.1.44(i)); thus, let x ∈ Z, x′ ∈ X a specialization of x and y ∈ Z ′
such that f(y) = x; since f is specializing, there exists y′ ∈ Y with f(y′) = x′. But since Z ′ is
closed, we have y′ ∈ Z ′, so x′ ∈ Z, as required. 
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Corollary 8.1.48. Let X be a spectral topological space, whose set MinX (resp. MaxX) of
minimal (resp. maximal) points is finite. If Z ⊂ X is a subset closed under specializations and
generizations, then Z is open and closed.
Proof. When MaxX is finite, any such Z is a finite union of irreducible components, hence it
is closed. But the same applies to the complement of Z, whence the contention. When MinX
is finite, consider the continuous map
g : Y :=
∐
x∈MinX
X(x)→ X
whose restriction to each X(x) is the inclusion map. Now, Y is spectral, and g is surjective,
continuous and spectral (remark 8.1.43(i)), and it is obviously also generizing; on the other
hand, clearly the assertion holds for Y , hence for X , by proposition 8.1.47. 
Remark 8.1.49. Hochster defines in [66] an involution
X 7→ X∗
of the category of spectral topological spaces and spectral maps, with the following properties.
For every spectral space X , the set underlying X∗ is the same as that underlying X , and the
constructible closed subsets ofX form a basis of the topology ofX∗. He shows that the partially
ordered set (X∗,≤) is the opposite of (X,≤) ([66, Prop.8]). Using this construction, it is
possible to give an alternative proof of corollary 8.1.48.
8.1.50. In the study of the valuation spectrum to be carried out in section 9.2 we shall en-
counter certain subsets of a spectral space that are not pro-constructible, but nevertheless are
spectral spaces, when endowed with the subspace topology. In the following proposition we
describe the general principle underlying these constructions.
Let X be any topological space, S ⊂ X ×X a subset of specializations of X : i.e. for every
(x, y) ∈ S the point y is a specialization inX of the point x, in which case we shall also say that
y is an S-admissible specialization of x, and x is an S-admissible generization of y. We say
that a subset T ⊂ X is S-closed if every S-admissible specialization of every point of T lies
also in T . Furthermore, we shall say that S is a transitive set of specializations, if the following
holds : if x, y, z ∈ X are any three points, and (x, y), (y, z) ∈ S, then (x, z) ∈ S as well. We
may then state :
Proposition 8.1.51. Let X be any spectral space, S a given set of specializations of X , set
Y := {x ∈ X | x has no proper S-admissible specializations}
and endow Y with the topology induced by the inclusion map Y → X . Suppose that :
(S1) Every y ∈ Y has a fundamental system of open neighborhoods in X consisting of
constructible S-closed open subsets.
(S2) For every x ∈ X there exists an S-admissible specialization y of x that lies in Y .
Then the following holds :
(i) For every x ∈ X there exists a unique point r(x) ∈ Y that is an S-admissible special-
ization of x inX .
(ii) The topological space Y is spectral, and the resulting retraction
r : X → Y
is spectral.
(iii) More precisely, a subset T ⊂ Y is constructible in Y if and only if r−1T is con-
structible in X .
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Proof. (i): Suppose that a given x ∈ X has two S-admissible specialization y, y ∈ Y ; by remark
8.1.2(vi) we know that X is T0, so we may assume that there exists an open neighborhood U of
y that does not contain y′. If V ⊂ U is any open neighborhood of y, then x ∈ V , but V does
not contain the S-admissible specialization y′ of x, contradicting (S1).
(ii): Let P (resp. Q) be the set of all open subsets T ⊂ Y such that r−1T is constructible
(resp. open and constructible) in X .
Claim 8.1.52. P is a basis of the topology of Y , and Y is a T0 topological space.
Proof of the claim. SinceX is T0, condition (S1) implies easily that the same holds for Y . Next,
notice that we have U = r−1r(U) for every open and S-closed subset U ⊂ X , and therefore
U = r−1(U ∩ Y ) for every such U . Thus, U ∩ Y ∈ P for every open, constructible and
S-closed subset U ⊂ X , and the claim follows from (S1). ♦
Let now T be the topology whose basis is Q; clearly every element of Q is open and closed
in the topology T . Moreover, since X is quasi-compact, it is easily seen that the same holds
for (Y,T ). Then proposition 8.1.41 and claim 8.1.52 show that Y is spectral. It is also clear
that r is continuous and quasi-compact, so it is spectral, by remark 8.1.26(iii).
(iii): Proposition 8.1.41 also shows that Q is the set of constructible subsets of Y , whence
the assertion. 
Corollary 8.1.53. In the situation of proposition 8.1.51, suppose moreover that the following
condition holds :
(S3) For every x ∈ X , any two S-admissible specializations are comparable, i.e. if y, z ∈
X are any two S-admissible specializations of x, then either y is an S-admissible
specialization of z or else z is an S-admissible specialization of y.
Then, for every subset T ⊂ X the following conditions are equivalent :
(a) T = r−1r(T ).
(b) T is S-closed, and every S-admissible generization of every point of T lies in T .
Proof. It is easily seen that (b)⇒(a). Hence, suppose that (a) holds, let x ∈ T be any point, and
y ∈ X any S-admissible generization of x. By (S3), either x is an S-admissible specialization
of r(y), or r(y) is an S-admissible specialization of x. If r(y) is an S-admissible specialization
of x, then r(x) = r(y), by proposition 8.1.51(i); therefore y ∈ T , by (a). If x is an S-admissible
specialization of r(y), we must have x = r(y), since r(y) ∈ Y ; then (a) yields again y ∈ T .
Lastly, let y be an S-admissible specialization of x. By (S3), either r(x) is an S-admissible
specialization of y, or y is an S-admissible specialization of r(x). If r(x) is an S-admissible
specialization of y, then r(x) = r(y), by proposition 8.1.51(i); then (a) yields y ∈ T . If y is
an S-admissible specialization of r(x), then y = r(x), since r(x) ∈ Y ; then again y ∈ T , by
(a). 
The foregoing notions shall be applied also to the study of schemes and their underlying topo-
logical spaces, which are always locally spectral (see remark 8.1.18(ii)). For future reference,
we make the following :
Definition 8.1.54. Let X be any scheme.
(i) We say that X is locally coherent, if OX is a coherent sheaf of rings.
(ii) We say thatX is coherent, if it is locally coherent, quasi-compact and quasi-separated.
Notice that the topological space underlying a coherent scheme is always spectral, by lemma
8.1.21(iv). We conclude this section with a few miscellaneous results concerning the topology
of schemes.
Proposition 8.1.55. Let X be any reduced and coherent scheme, and endow the set MaxX of
maximal points of X with the topology induced fromX . Then MaxX is quasi-compact.
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Proof. Clearly we haveMaxU = U ∩MaxX for any open subset U ⊂ X; then, if (Ui | i ∈ I)
is any finite covering of X consisting of affine open subsets, it suffices to show that MaxUi
is quasi-compact for every i ∈ I . We may therefore assume from start that X is affine, say
X = SpecA for some reduced coherent ring A. We notice :
Claim 8.1.56. Let R be any reduced ring and f ∈ R any element; we have :
Max (SpecRf) = Max (SpecR) ∩ SpecR/AnnR(f).
Proof of the claim. Set I := AnnR(f) and let p be any minimal prime ideal of R; then p ∈
Max (SpecRf ) if and only if p ∈ Max (SpecR) and f /∈ p. Thus, it suffices to check that
f /∈ p if and only if I ⊂ p. However, if f /∈ p, clearly I ⊂ p. For the converse, notice that
Ip = AnnRp(f), and Rp is a field, since R is reduced; hence Ip is either Rp or 0, depending on
whether the image of f is invertible or not in Rp, and the assertion follows easily. ♦
Now, pick any covering (Ui | i ∈ I) of MaxX consisting of open subsets; we have to show
that there exists a finite subset J ⊂ I such that (Ui | i ∈ J) already coversMaxX . To this aim,
we may assume without loss of generality that every Ui is of the formMax (SpecAfi) for some
fi ∈ A. Notice that AnnA(fi) is an ideal of finite type, since A is coherent; in view of claim
8.1.56, we deduce that for every i ∈ I there exists a constructible open subset Vi ofX such that
MaxX\Ui = Vi ∩MaxX . By assumption,MaxX ∩
⋂
i∈I Vi = ∅; since every Vi contains the
generizations of all its points, it follows that
⋂
i∈I Vi = ∅. By corollary 8.1.34(i) and theorem
8.1.32, we deduce that there exists a finite subset J ⊂ I such that ⋂i∈J Vi = ∅. Then clearly
this subset J will do. 
Lemma 8.1.57. Let A be a ring, I ⊂ A an ideal. Then :
(i) The following are equivalent :
(a) The map A→ A/I is flat.
(b) The map A→ A/I is a localization.
(c) For every prime ideal p ⊂ A containing I , we have IAp = 0, especially, V (I) is
closed under generizations in SpecA.
(ii) Suppose I fulfills the conditions (a)-(c) of (i). Then the following are equivalent :
(a) I is finitely generated.
(b) I is generated by an idempotent.
(c) V (I) ⊂ SpecA is open.
Proof. (i): Clearly (b)⇒(a). Also (a)⇒(c), since every flat local homomorphism is faithfully
flat. Suppose that (c) holds; we show that the natural map B := (1 + I)−1A → A/I is
an isomorphism. Indeed, notice that IB is contained in the Jacobson radical of B, hence it
vanishes, since it vanishes locally at every maximal ideal of B.
(ii): Clearly (ii.c)⇒(ii.b)⇒(ii.a). If (ii.a) holds, then V (I) is constructible and closed under
generizations, by (ii.c), so it is open (proposition 8.1.44(ii)), i.e. (ii.a)⇒(ii.c). 
8.1.58. For every ring A, we let I (A) be the set of all ideals I ⊂ A fulfilling the equivalent
conditions (i.a)-(i.c) of lemma 8.1.57, andZ (A) the set of all closed subsetZ ⊂ SpecA that are
closed under generizations in SpecA. In light of lemma 8.1.57(i.c), we have a natural mapping:
(8.1.59) I (A)→ Z (A) : I 7→ V (I).
Lemma 8.1.60. The mapping (8.1.59) is a bijection, whose inverse assigns to any Z ∈ Z (A)
the ideal I[Z] consisting of all the elements f ∈ A such that fAp = 0 for every p ∈ Z.
Proof. Notice first that I[V (I)] = I for every I ∈ I (A); indeed, clearly I ⊂ I[V (I)], and
if f ∈ I[V (I)], then fAp = 0 for every prime ideal p containing I , hence the image of f in
A/I vanishes, so f ∈ I . To conclude the proof, it remains to show that if Z is closed and
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closed under generizations, then V (I[Z]) = Z. However, say that Z = V (J), let p ∈ Z be any
prime ideal, and suppose that f ∈ J ; then SpecAp ⊂ Z, hence f is nilpotent in Ap, so there
exist n ∈ N and an open neighborhood U ⊂ SpecA of p such that fn = 0 in U . Since Z is
quasi-compact, finitely many such U suffice to cover Z, hence we may find n ∈ N large enough
such that fn ∈ I[Z], whence the contention. 
The following result improves upon [95, Cor.2.6].
Proposition 8.1.61. Let R be a ring, R′ any finitely generated R-algebra, ϕ : SpecR′ →
SpecR the induced morphism of schemes, Σ ⊂ SpecR any subset, and endow Σ (resp. ϕ−1Σ)
with the topology induced from SpecR (resp. from SpecR′). If Σ is a noetherian topological
space, then the same holds for ϕ−1Σ.
Proof. SetX := SpecR andX ′ := SpecR′; we may find an integer n ∈ N and a closed immer-
sionX ′ → SpecR[T1, . . . , Tn], so it suffices to prove the assertion for R′ = R[T1, . . . , Tn], and
by factoring the map R→ R′ as a composition R→ R[T1, . . . , Tn−1]→ R′, an easy induction
reduces to the case where R′ = R[T ].
Now suppose, by way of contradiction, that the proposition fails, and let F be the family
of all closed subsets Z of Σ such that ϕ−1Z is not noetherian. Since Σ is noetherian, and F
is not empty, F admits minimal elements. Let Z be a minimal element of F , and endow Z
with the topology induced from Σ; then Z is also noetherian (remark 8.1.6(iv)), so we may
replace Σ by Z, and assume that no proper closed subset of Σ lies in F . We claim that in this
case, Σ is irreducible. Indeed, let Σ1, . . . ,Σk be the finitely many irreducible components of
Σ (proposition 8.1.4); if k > 1, we have Σi /∈ F for i = 1, . . . , k, but then remark 8.1.6(v)
easily implies that Σ /∈ F as well, a contradiction. Hence, the topological closure Σ of Σ inX
is irreducible inX (lemma 8.1.3(i)); we endow Σ with the reduced closed subscheme structure
induced by the closed immersion Σ→ X , so Σ is isomorphic to the spectrum of some quotient
of R. We may then replace X by Σ, after which we may assume that R is a domain, and Σ is
dense in X . In this case, denote byK the field of fractions of R. We notice :
Claim 8.1.62. Let A be a domain, K the field of fractions of A, I ⊂ A[T ] any ideal, and
p(T ) ∈ I a monic polynomial that generates I ·K[T ]. Then p(T ) generates I .
Proof of the claim. Consider any g(T ) ∈ I , and let g(T ) = q(T ) · p(T ) + r(T ) be the euclidean
division of g by p in K[T ]. Since p generates I ·K[T ], we have r = 0, and since p is monic, it
is easily seen that q ∈ A[T ], whence the claim. ♦
Now, suppose that (Zn | n ∈ N) is a strictly descending chain of closed subsets of ϕ−1Σ, and
for each n ∈ N, let Zn be the topological closure of Zn in SpecR′, and In ⊂ R′ the largest
ideal such SpecR′/In = Zn. There follows an increasing chain of ideals (In | n ∈ N). The
corresponding sequence (In · K[T ] | n ∈ N) is stationary and consists of principal ideals of
K[T ], so we may find N ∈ N and a monic polynomial p(T ) such that p(T ) generates In ·K[T ]
for every n ≥ N . Moreover, we may find some f ∈ R\{0} such that p(T ) ∈ Rf [T ] (where
Rf := R[f
−1]), and we may even assume that p(T ) ∈ In · Rf [T ] for every n ≥ N , in which
case claim 8.1.62 shows that p(T ) generates In · Rf [T ] for every n ≥ N . Set U := SpecRf ;
we conclude that the chain of subsets (Zn ∩ ϕ−1U | n ∈ N) is stationary. However, Z ′n :=
Zn ∩ ϕ−1U = Zn ∩ ϕ−1(U ∩ Σ) for every n ∈ N, so the chain (Z ′n | n ∈ N) is stationary as
well. On the other hand, by construction U 6= ∅, so Σ′ := Σ\U is a proper closed subset of
Σ, therefore ϕ−1Σ′ is noetherian, and especially, the chain (Zn ∩ ϕ−1Σ′ | n ∈ N) is stationary.
Summing up, we deduce that the chain (Zn | n ∈ N) is stationary, which is absurd. 
8.2. Topological groups. This section collects a few generalities on topological groups that
shall be used in later sections.
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Definition 8.2.1. A topological group is a pair (G,TG) where (G, ·, eG) is a group and TG a
topology on the set underyling G, such that :
• the composition law of G is a continuous map (G,TG)× (G,TG)→ (G,TG)
• the rule g 7→ g−1 for every g ∈ G yields a continuous map (G,TG)→ (G,TG).
A morphism of topological groups ϕ : (G,TG) → (H,TH) is a group homomorphism ϕ :
G→ H that is continuous for the topologies TG and TH .
Remark 8.2.2. Let (G,T ) be any topological abelian group.
(i) If U ⊂ G is any open neighborhood of the neutral element 0, set −U := {−g | g ∈ U}.
Clearly −U is still an open neighborhood of 0 in G, and thus the same holds for U ∩ −U .
Especially,G admits a fundamental system of open neighborhoods of 0 consisting of subsets U
such that U = −U .
(ii) Let U be any fundamental system of open neighborhoods of 0 in G. It is easily seen
that a subset V ⊂ G is open if and only if for every g ∈ V there exists U ∈ U such that
g + U := {g + h | h ∈ U} ⊂ V . Especially, U determines completely the topology of G.
Notice also that, due to the continuity of the composition law of G, for every U ∈ U there
exists U ′ ∈ U such that U ′ + U ′ := {g + g′ | g, g′ ∈ U ′} ⊂ U .
(iii) Conversely, let U be any family of subsets of G such that :
(a) 0 ∈ U for every U ∈ U
(b) U = −U for every U ∈ U
(c) for every U ∈ U there exists U ′ ∈ U such that U ′ + U ′ ⊂ U
(d) for every U, U ′ ∈ U there exists U ′′ ∈ U such that U ′′ ⊂ U ∩ U ′.
(e) for every U ∈ U and every g ∈ U there exists U ′ ∈ U such that g + U ′ ⊂ U .
Then there exists a unique topology T on G such that U is a fundamental system of neigh-
borhoods of 0 in G relative to the topology T , and (G,T ) is a topological group. Indeed, the
uniqueness is clear from (ii), which also describes T explicitly, and it is easily seen that the
composition law G × G → G and the map G → G : g 7→ −g are both continuous for this
topology : details left to the reader.
(iv) Let ϕ : G′ → G be a group homomorphism with G′ also abelian, and endow G′
with the topology T ′ induced by T . Then (G′,T ′) is a topological group. Indeed, pick any
fundamental system U of open neighborhoods of 0 in G fulfilling conditions (a)-(e) of (iii); it
is easily seen that the system ϕ−1U := (ϕ−1U | U ∈ U ) is a fundamental system of open
neighborhoods of the neutral element 0′ of G′ relative to the topology T ′, and clearly ϕ−1U
fulfills the same conditions (a)-(e), whence the assertion.
(v) Likewise, let ψ : G → G′′ be a group homomorphism with G′′ also abelian; for any
system U of open neighborhoods of 0 as in (iv), set ψ(U ) := (ψ(U) | U ∈ U ); it is easily
seen that the system ψ(U ) fulfills again conditions (a)-(e) of (iii), hence there exists a unique
topology T ′′ on G′′ for which ψ(U ) is a fundamental system of open neighborhoods of the
neutral element 0′′ ∈ G′′, and such that (G′′,T ′′) is a topological abelian group. If ψ is surjec-
tive, it is easily seen that T ′′ agrees with the topology induced by T via ψ. More generally,
ψ(G) is an open subgroup of G′′ for the topology T ′′, and the topology on ψ(G′′) induced by
T ′′ agrees with the quotient topology induced by T via the surjection ψ : G→ ψ(G) : details
left to the reader. Especially, T ′′ is independent of the choice of U , and is the finest topology
on G′′ such that ψ : (G,T )→ (G′′,T ′′) is a morphism of topological abelian groups.
(vi) Let (G′,T ′) be another topological abelian group, and ϕ : G → G′ a group homomor-
phism. Then ϕ is continuous if and only if it is continuous at the point 0 ∈ G, i.e. if and only
if for every open neighborhood U ′ ⊂ G′ of the neutral element 0′ ∈ G′ there exists an open
neighborhood U ⊂ G of 0 in G with ϕ(U) ⊂ U ′. Indeed, the condition is obviously neces-
sary. Conversely, suppose this condition holds, and let V ′ ⊂ G′ be any open subset; for every
g ∈ ϕ−1V we may pick an open neighborhood U ′ of 0′ in G′ such that U ′ ⊂ −ϕ(g) + V , and
706 OFER GABBER AND LORENZO RAMERO
by assumption there exists an open neighborhood U ⊂ G of 0 such that U ⊂ ϕ−1(U ′), whence
g + U ⊂ ϕ−1V , so ϕ−1V is open in G, whence the contention.
(vii) Notice that G is separated if and only if the subset {0} is closed in G. Indeed, the
condition is obviously necessary. For the converse, suppose that {0} is closed, and let g ∈
G \ {0} be any other point; it suffices to show that there exist open neighborhoods U and U ′
respectively of 0 and of g, such that U ∩U ′ = ∅. However, by assumption there exists an open
neighborhood V of 0 that does not contain g; then let U be any open neighborhood of 0 such
that U = −U and U + U ⊂ V , and set U ′ := g + U . Suppose u ∈ U ∩ U ′; then there exists
u′ ∈ U such that u = g + u′, whence g = u− u′ ∈ U + U ⊂ V , a contradiction.
Lemma 8.2.3. Let G be a topological abelian group, I0 ⊂ G0 ⊂ G two subgroups, that we
endow with the topology induced from G. Also, let T0 and T be the quotient topologies of
G0 := G0/I0 and respectively G := G/I0. The following holds :
(i) T0 agrees with the topology induced by T via the inclusion map j : G0 → G.
(ii) Suppose that I0 is closed in G0, denote by I ⊂ G the topological closure of I0 in G,
and endow G′ := G/I with the quotient topology T ′. Then the induced map
j′ : G0 → G′
is injective, and T0 agrees with the topology induced by T ′ via j′.
Proof. (i): We remark, quite generally :
Claim 8.2.4. Let
X ′
g′ //
f ′

X
f

Y ′
g // Y
be a cartesian diagram of topological spaces. If f is an open map, the same holds for f ′.
Proof of the claim. Every open subset of X ′ is a union of subsets of the form U ×Y V =
g′−1U∩f ′−1V , for arbitrary open subsetsU ⊂ X and V ⊂ Y ′. Then f ′(U×Y V ) = V ∩g−1f(U)
is open in Y ′, whence the claim. ♦
We consider the diagram
G0 //
π0

G
π

G0
j // G
whose vertical arrows are the projections, and whose top horizontal arrow is the inclusion map.
It is easily seen that this diagram is cartesian, provided we endowG0 andG0 with the topologies
induced by the inclusions into G and respectivelyG. Then π is an open map, so the same holds
for π0, by claim 8.2.4, whence the assertion.
(ii): Since I0 is closed in G0, we have I0 = G0 ∩ I , so j′ is clearly injective. Let T ′0 be the
topology on GO induced by T
′ via j′; the identity map is a continuous bijection
(G0,T0)→ (G0,T ′0 )
so it suffices to check that it is also a closed map. Now, let π′ : G → G′ and π′0 : G0 → G0
be the projections, and let Z ⊂ G0 be a subset that is closed relative to the topology T0; by
definition, this means that π′−10 Z = Z + I0 is closed in G0. Let (Z + I0)
c be the topological
closure of Z + I0 in G; it is easily seen that (Z + I0)
c = π′−1π′((Z + I0)
c), so π′((Z + I0)
c) is
closed in G′, and hence G0 ∩ π′((Z + I0)c) is closed in G0, relative to the topology T ′0 ; lastly
G0 ∩ π′((Z + I0)c) = (G0 ∩ (Z + I0)c)/I0 = (Z + I0)/I0 = Z
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since Z + I0 is closed in G0. The assertion follows. 
Lemma 8.2.5. Let f : G → H and g : H → K be two continuous homomorphisms of
topological groups. If g ◦ f is an open map, the same holds for g.
Proof. Set h := g ◦ f , and let U be any open neighborhood of the neutral element eH in H;
since h(f−1U) ⊂ g(U), we see that g(U) contains an open neighborhood of the neutral element
eK in K. Now, let x ∈ g(U) be any element, and pick y ∈ U such that h(y) = x; let also V be
an open neighborhood of eH inH such that y · V ⊂ U ; it follows that g(y · V ) ⊂ g(U). On the
other hand, g(V ) contains an open neighborhoodW of eK , so x ·W is an open neighborhood
of x contained in g(U). Since x is arbitrary, the assertion follows. 
Definition 8.2.6. Let G be any abelian topological group.
(i) A Cauchy net on G is a family (gλ | λ ∈ Λ) of elements of G indexed by a filtered
partially ordered set Λ, such that the following holds. For every open neighborhood U of the
neutral element 0 ∈ G there exists λ ∈ Λ such that gµ − gν ∈ U for every µ, ν ≥ λ.
(ii) We say that two Cauchy nets g• := (gλ | λ ∈ Λ) and g′• := (g′λ′ | λ′ ∈ Λ′) of G are
equivalent, and we write g• ∼ g′•, if the following holds. For every open neighborhood U of
0 ∈ G there exist λ ∈ Λ and λ′ ∈ Λ′ such that gµ − g′µ′ ∈ U for every µ ≥ λ and every µ′ ≥ λ′.
(iii) We say that an element h ∈ G is a limit point for the Cauchy net g• := (gλ | λ ∈ Λ) if
g• is equivalent to the trivial Cauchy net (hλ′ := h | λ′ ∈ Λ′) indexed by a partially ordered set
Λ′ that has exactly one element. In this case, we also say that g• converges to h in G.
(iv) We say that G is complete if every Cauchy net of G admits a limit point. We denote by
AbTopGrp and AbTopGrpcp.sep.
respectively the category of abelian topological groups (with morphisms given by the continu-
ous group homomorphisms) and its full subcategory whose objects are the complete and sepa-
rated topological groups.
Remark 8.2.7. (i) In view of remark 8.2.2(vii), it is easily seen that an abelian topological
groupG is separated if and only if every Cauchy net ofG admits at most one limit point. In this
case, the unique limit point of a Cauchy net (gλ | λ ∈ Λ) shall be often denoted
lim
λ∈Λ
gλ.
(ii) Moreover, it is easily seen that the relation ∼ introduced by definition 8.2.6 is indeed an
equivalence relation on the set of all Cauchy nets on G. Clearly, if g• ∼ g′•, then an element
h ∈ G is a limit point for g• if and only if it is a limit point for g′•.
(iii) Furthermore, ifϕ : G→ G′ is a continuous group homomorphism of topological abelian
groups, and (gλ | λ ∈ Λ) a Cauchy net of G, then ϕ(g•) := (ϕ(gλ) | λ ∈ Λ) is a Cauchy net of
G′, and if g′• is another Cauchy net of G with g• ∼ g′•, then ϕ(g•) ∼ ϕ(g′•).
(iv) Suppose that G is complete and separated, and let H ⊂ G be any subgroup, that we
endow with the topology induced by G. Then it is easily seen that H is complete if and only if
it is topologically closed in G.
Theorem 8.2.8. (i) The inclusion functor AbTopGrpcp.sep → AbTopGrp admits a left adjoint
AbTopGrp→ AbTopGrpcp.sep. (G,T ) 7→ (G∧,T ∧)
called the completion functor.
(ii) For every topological abelian group (G,T ), the unit of adjunction iG : G → G∧ is
called the completion map of G. It has dense image, and T agrees with the topology induced
by T ∧ via iG.
(iii) Let ϕ : (G,T ) → (G′,T ′) be a morphism of topological abelian groups with dense
image and with G′ complete and separated, and such that T agrees with the topology induced
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by T ′ via ϕ. By the adjunction of (i), the map ϕ factors through iG and a unique continuous
group homomorphism ϕ∧ : G∧ → G′, and ϕ∧ is an isomorphism of topological groups.
Proof. Let (G,+, 0) be any topological abelian group. We let G∧ be the set of equivalence
classes of Cauchy nets of G. For any such Cauchy net g•, we denote by [g•] the class of g• in
G∧. We define a composition law on G∧ as follows. Given two Cauchy nets g• := (gλ | λ ∈ Λ)
and g′• := (g
′
λ′ | λ′ ∈ Λ′), let Λ × Λ′ be the product of Λ and Λ′ in the category of partially
ordered sets (whose underlying set is the cartesian product of Λ and Λ′); it is easily seen that
the family g′′(•,•) := (gλ + g
′
λ′ | (λ, λ′) ∈ Λ× Λ′) is also a Cauchy net of G, and we set
[g•] + [g
′
•] := [g
′′
(•,•)].
One checks easily that [g′′(•,•)] depends only on the classes of g• and g
′
•, so we get by this rule
a well defined mapping G∧ × G∧ → G∧. Clearly the neutral element for this addition law is
the class [0] of any constant Cauchy net (0λ | λ ∈ Λ) with 0λ := 0 for every λ ∈ Λ. Also,
set −g• := (−gλ | λ ∈ Λ); then it is easily seen that [g•] + [−g•] = [0]. The associativity and
commutativity of the addition law are likewise immediate, so G∧ is indeed an abelian group.
Claim 8.2.9. The set G∧ is essentially small.
Proof of the claim. Let g• := (gλ | λ ∈ Λ) be any Cauchy net ofG. Fix any fundamental system
U of open neighborhoods of 0 in G, and endow it with the partial ordering such that U ≤ U ′
if and only U ′ ⊂ U , for every U, U ′ ∈ U ; for every U ∈ U there exists λ(U) ∈ Λ such that
gλ − gµ ∈ U for every λ, µ ≥ λ(U). It is easily seen that the family (gλ(U) | U ∈ U ) is a
Cauchy net of G equivalent to g•. Thus, G
∧ has the cardinality of the set of equivalence classes
G∧U of all Cauchy nets indexed by U ; clearly U is small, so the same holds for G
∧
U , whence
the claim. ♦
In light of claim 8.2.9, we may replace G∧ by an isomorphic small group, that we shall still
denote by G∧. We also have a natural group homomorphism
iG : G→ G∧ g 7→ [g]
that assigns to every g ∈ G the class of any constant Cauchy net with value g. Next, by remark
8.2.2(i), we may find a fundamental system U of open neighborhoods of 0 in G such that
−U = U for every U ∈ U ; for every U ∈ U , we denote by U∧ ⊂ G∧ the subset consisting
of the classes of all Cauchy nets (gλ | λ ∈ Λ) fulfilling the following condition. There exists
U ′ ∈ U such that gλ + U ′ ⊂ U for every λ ∈ Λ.
Claim 8.2.10. The system U ∧ := (U∧ | U ∈ U ) fulfills conditions (a)-(e) of remark 8.2.2(iii).
Proof of the claim. Indeed, (a) and (d) are obvious. To see that (b) holds, let (gλ | λ ∈ Λ) be any
Cauchy net, and U ′, U ∈ U such that gλ +U ′ ⊂ U for every λ ∈ Λ; then−gλ + (−U ′) ⊂ −U ,
i.e. −gλ+U ′ ⊂ U for every λ ∈ Λ, whence the contention. Next, for any U ∈ U , pick U ′ ∈ U
such that U ′ + U ′ ⊂ U ; to check (c) it suffices to show that U ′∧ + U ′∧ ⊂ U∧. Thus, say that
(gλ | λ ∈ Λ) and (g′λ′ | λ′ ∈ Λ′) are two Cauchy nets whose classes lie in U ′∧, and choose
U ′′ ∈ U such that gλ + U ′′, g′λ′ + U ′′ ⊂ U ′ for every λ ∈ Λ and every λ′ ∈ Λ′; it follows that
gλ+g
′
λ′+U
′′ ⊂ U ′+U ′ ⊂ U for every such λ and λ′, as arrested. To check (e), let (gλ | λ ∈ Λ)
be a Cauchy net, U, U ′ ∈ U such that gλ + U ′ ⊂ U for every λ ∈ Λ, and (g′λ′ | λ′ ∈ Λ) another
Cauchy net such that there exists U ′′ ∈ U with g′λ′ +U ′′ ⊂ U ′ for every λ′ ∈ Λ′; it follows that
gλ + g
′
λ′ + U
′′ ⊂ U for every such λ and λ′, whence the contention. ♦
From claim 8.2.10 and remark 8.2.2(iii) we deduce that there exists a unique topology T ∧
on G∧ for which U ∧ is a fundamental system of open neighborhoods of 0, and (G∧,T ∧) is a
topological group. Moreover, we claim that
i−1G (U
∧) = U for every U ∈ U .
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Indeed, the inclusion U ⊂ i−1G (U∧) is obvious. For the converse, suppose that the class of the
Cauchy net g• := (gλ | λ ∈ Λ) lies in U∧, and there exists h ∈ G such that iG(h) = [g•]. This
means that there exists U ′ ∈ U such that gλ + U ′ ⊂ U for every λ ∈ Λ and λ0 ∈ Λ such that
h − gλ ∈ U ′ for every λ ≥ λ0; thus, h ∈ gλ + U ′ ⊂ U , whence the contention. Taking into
account remark 8.2.2(vi), it follows that iG is a continuous group homomorphism, and more
precisely, the topology of G agrees with the topology induced by T ∧ via iG. Furthermore, it is
clear that the image of iG is dense in G
∧. Let us remark, more precisely :
Claim 8.2.11. (i) For every U ∈ U and every open subset V ⊂ G∧, we have :
V ⊂ U∧ ⇔ i−1G V ⊂ U.
(ii) For every U ∈ U , the subset U∧ lies in the topological closure iG(U)c of iG(U) in G∧.
Proof of the claim. (i): By the foregoing, we know already that if V ⊂ U∧, then i−1G V ⊂ U .
Conversely, suppose that i−1G V ⊂ U , and let h ∈ V \ U∧; then h is the class of a Cauchy net
h• := (hλ | λ ∈ Λ) with the following property. For every U ′ ∈ U there exist xU ′ ∈ U ′ and
λ(U ′) ∈ Λ such that gU ′ := hλ(U ′) + xU ′ /∈ U . It is easily seen that the family g• := (gU ′ | U ′ ∈
U ) is a Cauchy net ofG equivalent to h•. We may thus replace h• by g•, and assume from start
that hλ ∈ G \ U for every λ ∈ Λ. Next, since V is open in G∧, and since we know already
that iG is continuous, there exists λ ∈ Λ such that iG(hλ) ∈ V ; by assumption, this implies that
hλ ∈ U , a contradiction.
(ii): Explicitly, iG(U)
c is the set of equivalence classes of all Cauchy nets g• := (gλ | λ ∈ Λ)
such that ([g•] + V
∧) ∩ iG(U) 6= ∅ for every V ∈ U . Now, suppose that [g•] ∈ U∧, so
we may assume that gλ ∈ U for every λ ∈ U , and for any given V ∈ U pick V ′ ∈ U
such that V ′ + V ′ ⊂ V ; we may then find λ(V ′) ∈ Λ such that gλ − gλ′ ∈ V ′ for every
λ, λ′ ≥ λ(V ′). Set Λ′ := {λ ∈ Λ | λ ≥ λ(V ′)}, h := gλ(V ′) and kλ := h− gλ for every λ ∈ Λ′.
Clearly k• := (kλ | λ ∈ Λ′) is a Cauchy net, h ∈ U and [g•] + [k•] = iG(h); lastly, we have
kλ + V
′ ⊂ V ′ + V ′ ⊂ V for every λ ∈ Λ′, whence [k•] ∈ V ∧. ♦
Claim 8.2.12. (G∧,T ∧) is complete and separated.
Proof of the claim. Let (g•,i | i ∈ I) a family of Cauchy nets ofG indexed by a partially ordered
set I , such that ([g•,i] | i ∈ I) is a Cauchy net in G∧. Hence, for every i ∈ I we have a partially
ordered set Λi such that g•,i = (gλ | λ ∈ Λi). For every U ∈ U we may find i(U) ∈ I such
that [g•,i(U)] − [g•,j] ∈ U∧ for every j ≥ i(U). The latter means that there exist a Cauchy
net (hk | k ∈ K) of G and U ′ ∈ U such that hk + U ′ ⊂ U for every k ∈ K, as well as
λ(U) ∈ Λi(U), µ(U, j) ∈ Λj and k0 ∈ K such that gµ,j − gλ,i(U) − hk ∈ U ′ for every k ≥ k0,
every µ ≥ µ(U, j) and every λ ≥ λ(U). Therefore gµ,j ∈ gλ,i(U) + hk + U ′ ⊂ gλ,i(U) + U
for every such j, µ and λ. Lastly, we may also assume that gλ,i(U) − gλ(U),i(U) ∈ U for every
λ ≥ λ(U), whence gµ,j ∈ gλ(U),i(U)+U +U for every j ≥ i(U) and every µ ≥ µ(U, j). Hence,
the system l• := (lU := gλ(U),i(U) | U ∈ U ) is a Cauchy net in G (for the partial ordering on U
such that U ≤ U ′ if and only if U ′ ⊂ U , for every U, U ′ ∈ U ), and it is easily seen that [l•] is a
limit point of ([g•,i] | i ∈ I), which shows that G∧ is complete.
Lastly, suppose that g• := (gλ | λ ∈ Λ) is a Cauchy net such that [g•] lies in U∧ for every
U ∈ U . This means that for every such U there exists a Cauchy net hU• := (hUλ′ | λ′ ∈ ΛU)
such that hUλ′ ∈ U for every λ′ ∈ ΛU and such that g• ∼ hU• . The latter condition implies that
there exist λ(U) ∈ Λ and λ′(U) ∈ ΛU such that gλ − hUλ′ ∈ U for every λ ≥ λ(U) and every
λ′ ≥ λ′(U). We conclude that gλ ∈ U +U for every λ ≥ λ(U), so gλ is equivalent to [0], which
shows that G∧ is separated. ♦
Next, consider a continuous group homomorphism ϕ : G → H to a complete and separated
topological abelian group H . In view of remark 8.2.7(i,iii), it follows easily that ϕ factors
through iG and the group homomorphism ϕ
∧ : G∧ → H that assigns to every equivalence class
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[g•] the unique limit point of the Cauchy net ϕ(g•) in H . In view of remark 8.2.2(vi), we need
to check that ϕ∧ is continuous at the point 0. Thus, let V ⊂ H be any open neighborhood of the
neutral point 0H ofH , and let g• := (gλ | λ ∈ Λ) be a Cauchy net in G with h := ϕ∧([g•]) ∈ V ;
we may find an open neighborhood V ′ of 0H inH such that V
′ = −V ′ and h+V ′+V ′+V ′ ⊂ V ,
and set U := ϕ−1V ′, so that U = −U . Now, let g′• := (g′λ′ | λ′ ∈ Λ′) be any Cauchy net in G
such that [g′•] ∈ [g•] + U∧. The condition means that there exist a Cauchy net (hi | i ∈ I) in G
and an open neighborhood U ′ of 0 in G such that hi + U
′ ⊂ U for every i ∈ I , and moreover
there exist λ0 ∈ Λ, λ′0 ∈ Λ′, and i0 ∈ I such that g′λ′ − gλ − hi ∈ U ′ for every λ ≥ λ0, every
λ′ ≥ λ′0 and every i ≥ i0. Thus, g′λ′ ∈ gλ + U , and consequently ϕ(g′λ′) ∈ ϕ(gλ) + V ′ for every
λ ≥ λ0 and λ′ ≥ λ′0. Set h′ := ϕ∧([g′•]); we may also assume that ϕ(gλ)− h, h′ − ϕ(g′λ′) ∈ V ′
for every λ ≥ λ0 and every λ′ ≥ λ′0. We deduce that
h′ ∈ ϕ(g′λ′) + V ′ ⊂ ϕ(gλ) + V ′ + V ′ ⊂ h+ V ′ + V ′ + V ′ ⊂ V
i.e. ϕ∧([g•] + U
∧) ⊂ V , whence the assertion. Lastly, since the image of iG is dense in G∧, the
uniqueness of ϕ∧ is clear.
(iii): The existence of the continuous group homomorphism ϕ∧ : G∧ → G′ has just been
established. Next, since ϕ has dense image, every g′ ∈ G′ is the unique limit point of a Cauchy
net of G′ of the form (ϕ(gλ) | λ ∈ Λ) for a family g• := (gλ | λ ∈ Λ) of elements of G, and
since T agrees with the topology induced by T ′, it is easily seen that g• is a Cauchy net in G.
It then follows that ϕ∧([g•]) = g
′, which shows that ϕ∧ is surjective. Let g• := (gλ | λ ∈ Λ)
be a Cauchy net in G whose class [g•] lies in the kernel of ϕ
∧; this means that (ϕ(gλ) | λ ∈ Λ)
converges to 0 in G′, and since T is induced by T ′, it follows easily that g• converges to 0 in
G, which shows that ϕ∧ is also injective. It remains therefore only to check that the topology on
G∧ induced by T ′ via ϕ∧ is finer than T ∧. To this aim, consider any U ∈ U ; by assumption,
there exists an open neighborhoodW of 0 in G′ such that ϕ−1W ⊂ U . Set V := ϕ∧ −1W ; then
i−1G V ⊂ U , and therefore V ⊂ U∧, by virtue of claim 8.2.11(i). Since U ∧ is a fundamental
system of open neighborhoods of 0 in G∧, the assertion follows. 
Proposition 8.2.13. Let (G,TG) be a topological abelian group, H ⊂ G a subgroup, and
endow H (resp. G/H) with the topology TH (resp. TG/H ) induced by TG via the inclusion
map j : H → G (resp. via the projection π : G → G/H). Let also iG : G → G∧ be the
completion map. Then we have :
(i) The resulting sequence of separated completions is exact :
0→ H∧ j∧−−→ G∧ π∧−−→ (G/H)∧.
(ii) The topology T ∧H ofH
∧ agrees with the one induced by the topology T ∧G ofG
∧ via j∧.
(iii) The image of j∧ is the topological closure in G∧ of iG(H).
(iv) Endow L := G∧/H∧ with the quotient topology TL induced by G∧ via the projection
G∧ → L. Also, let k : L → (G/H)∧ be the injective map deduced from π∧. Then TL
agrees with the subspace topology induced by (G/H)∧ via k.
(v) Suppose that G admits a countable fundamental system of open neighborhoods of 0.
Then π∧ is surjective.
Proof. (i): Let g• := (gλ | λ ∈ Λ) be a Cauchy net of H; a direct inspection of the definitions
shows that 0 is a limit point of g• (relative to the topology TH ) if and only if it is a limit point of
i(g•), relative to the topology TG, whence the injectivity of i
∧. Next, by functoriality we have
π∧ ◦ j∧ = (π ◦ j)∧ = 0 : H∧ → (G/H)∧. To conclude, suppose then that g• := (gλ | λ ∈ Λ)
is a Cauchy net of G such that π(g•) := (π(gλ) | λ ∈ Λ) admits 0 as limit point, and pick a
fundamental system U of open neighborhoods of 0 in G; the assertion means that for every
U ∈ U there exists λ(U) ∈ Λ such that π(gλ) ∈ π(U) for every λ ≥ λ(U), i.e. gλ ∈ H +U :=
{h + u | h ∈ H, u ∈ U} for every such λ. Thus, for every U ∈ U pick hU ∈ H such that
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gλ(U) − hU ∈ U ; it follows that the families (gλ(U) | U ∈ U ) and h• := (hU | U ∈ U ) are also
Cauchy nets in G, and
g• ∼ (gλ(U) | U ∈ U ) ∼ h•
which shows that the class of g• in G
∧ lies in the image of j∧, as stated.
(ii): Let h• := (hλ | λ ∈ Λ) be a Cauchy net of H whose class [h•] ∈ H∧ lies in j∧ −1(U∧),
for a given U ∈ U (notation of the proof of theorem 8.2.8); this means that there exist a Cauchy
net g• := (gλ′ | λ′ ∈ Λ′) of G, and U ′ ∈ U , such that gλ′ + U ′ ⊂ U for every λ′ ∈ Λ′, and such
that h• ∼ g•. Pick any U ′′ ∈ U such that U ′′ + U ′′ ⊂ U ′; after replacing Λ and Λ′ by some
cofinal subsets, we may assume that hλ−gλ′ ∈ U ′′ for every λ ∈ Λ and every λ′ ∈ Λ′. Whence,
hλ +U
′′ ∈ gλ′ + U ′′ + U ′′ ⊂ U for every λ ∈ Λ, which shows thatH∧ ∩U∧ ⊂ (H ∩U)∧. The
converse inclusion is clear, and the assertion follows.
(iii): On the one hand, the image of j∧ is a complete subgroup of G∧, so it is topologically
closed (remark 8.2.7(iv)); on the other hand, iG(H) is dense in in H
∧, whence the contention.
(iv): Denote by (G,T G) the maximal separated quotient of G (i.e. the quotient G/{0}c,
where {0}c denotes the topological closure of {0} in G), endowed with the quotient topology
induced by G; let alsoH be the topological closure of the image ofH in G, and endowH with
the topology TH induced by TG via the inclusion map H → G. Endow as well G/H with
the quotient topology TG/H induced by G; we get a sequence of separated abelian topological
groups
0→ H → G→ G/H → 0
and after taking separated completions, a commutative ladder of continuous group homomor-
phisms :
0 // H∧ //

G∧ //

(G/H)∧

0 // H∧ // G∧ // (G/H)∧.
On the other hand, it is easily seen that TH (resp. TG/H ) agrees with the topology induced by
TH (resp. by TG/H) via the natural map H → H (resp. G/H → G/H) : details left to the
reader. It follows immediately that the central and right-most vertical arrows are isomorphisms
of topological groups. By the 5-lemma, we deduce that the left-most vertical arrow is a group
isomorphism; but then it is also a homeomorphism, by virtue of (ii). Summing up, we may
replace G by G and H by H, and assume from start that G is separated and H is topologically
closed in G; especially, the completion map G → G∧ is also injective. We now consider the
commutative diagram of continuous group homomorphisms
G/H
f //
iG/H $$❏❏
❏❏
❏❏
❏❏
❏
L
iL //
k

L∧
g{{✈✈✈
✈✈
✈✈
✈✈
✈
(G/H)∧
where iG/H and iL are the completion maps. By (iii) and lemma 8.2.3(ii), the map f is injective,
and TG/H agrees with the topology induced by TL via f . By theorem 8.2.8(ii), the topology
TL in turn is induced via iL by the topology T
∧
L of its completion L
∧. Thus, TG/H is induced
by T ∧L via iL ◦ f ; lastly, iL ◦ f has dense image. Taking into account theorem 8.2.8(iii), we
conclude that g is an isomorphism of topological groups, whence the assertion.
(v): Let g• := (gλ | λ ∈ Λ) be a Cauchy net in G/H , and pick a countable fundamental
system U := (Un | n ∈ N) of open neighborhoods of 0 in G. A simple induction shows that
we may assume :
(8.2.14) Un+1 + Un+1 ⊂ Un for every n ∈ N.
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Now, for every n ∈ N there exists λ(n) ∈ Λ such that gλ−gµ ∈ π(Un) for every λ, µ ≥ λ(n). It
follows that the family (gλ(n) | n ∈ N) is a Cauchy net inG/H equivalent to g• (for the standard
ordering on N); thus, we may assume from start that the class [g•] in (G/H)
∧ is represented by
a Cauchy sequence (gn | n ∈ N) of G/H , such that gn+1 − gn ∈ π(Un) for every n ∈ N. Pick
an arbitrary sequence (gn | n ∈ N) in G with π(gn) = gn for every n ∈ N; by construction, for
every n ∈ N there exists hn ∈ H such that gn+1 + hn − gn ∈ Un. Set g′n := gn +
∑n−1
i=0 hi
for every n ∈ N; we then see that g′n+1 − g′n ∈ Un for every n ∈ N. Lastly, using (8.2.14), a
simple induction shows more generally that g′i − g′j ∈ Un−1 whenever i ≥ j > 0. Therefore
g′• := (g
′
n | n ∈ N) is a Cauchy sequence in G, and clearly π∧([g′•]) = [g•], whence the
contention. 
Corollary 8.2.15. Suppose that the topological group G is the product of a (small) family
(Gi | i ∈ I) of topological groups, and for every i ∈ I denote by G∧i the separated completion
of Gi. Then the natural map j : G →
∏
i∈I G
∧
i factors uniquely through the completion map
G→ G∧ and an isomorphism of topological groups :
G∧
∼→
∏
i∈I
G∧i .
Proof. It is easily seen that the product P :=
∏
i∈I G
∧
i is complete and separated; also, j has
dense image, and the topology of G is induced by that of P via j. Then the assertion follows
from theorem 8.2.8(iii). 
Corollary 8.2.16. Let G• := (Gi | i ∈ Ob(I)) be any system of topological abelian groups,
indexed by any small category I . We have :
(i) If Gi is complete and separated for every i ∈ Ob(I), then limI G• is a complete and
separated topological abelian group.
(ii) Suppose that I is cofiltered and countable (see example 1.5.25), and that the systemG•
satisfies the followingMittag-Leffler condition :
(ML) For every i ∈ Ob(I) there exists a morphism ϕ : j → i in I such that for every
morphism ψ : k → j in I we have
Im(G(ϕ ◦ ψ) : Gk → Gi) = Im(G(ϕ) : Gj → Gi).
Then the natural map
(lim
I
G•)
∧ → lim
I
G∧•
is an isomorphism of topological groups.
Proof. (i): Indeed, the limit L of the system G• is a closed subgroup of the product P :=∏
i∈Ob(I)Gi, and the topology of L is induced by that of P via this closed inclusion map; then
the assertion follows from corollary 8.2.15 and remark 8.2.7(iv).
(ii): In light of theorem 8.2.8(ii), it is easily seen that the topology of L is induced by that of
L′ := limI G
∧
• , via the natural map β : L→ L′. Taking into account (i) and theorem 8.2.8(iii),
we are then reduced to checking that β has dense image. Moreover, by virtue of example
1.5.25, we may assume that I is the totally ordered set No. Now, for every i, j ∈ N with j ≥ i
let ϕj,i : Gj → Gi be the transition map; for every i ∈ N we set
Hi :=
⋂
j≥i
Imϕj,i
and we endow Hi with the topology induced by Gi. Condition (ML) easily implies that ϕj,i
restricts to a surjective continuous group homomorphism Hj → Hi for every i, j ∈ N with
j ≥ i, and the natural morphisms
lim
No
H• → L lim
No
H∧• → L′
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are isomorphisms of topological groups. We may then replace G• by H•, and assume from
start that the map ϕj,i is a surjection, for every j ≥ i. In this case we come down to checking
that the inclusion map Hi → H∧i is dense for every i ∈ Ob(I), which we know by theorem
8.2.8(ii). 
Corollary 8.2.17. Let G be any topological abelian group,H ⊂ G an open subgroup,H∧ and
G∧ the separated completions of H and G, and iG : G→ G∧ the completion map. Then :
(i) H∧ is an open subgroup of G∧, and the natural map G/H → G∧/H∧ is a group
isomorphism.
(ii) H = i−1G H
∧.
(iii) Suppose that G admits a fundamental system (Hλ | λ ∈ Λ) of open neighborhoods of
0, consisting of open subgroups. Then (H∧λ | λ ∈ Λ) is a fundamental system of open
neighboroods of 0 for G∧.
Proof. Under these assumptions, G induces the discrete topology on the quotient G/H , hence
the latter is complete and separated; taking into account proposition 8.2.13(i,ii), we get an exact
sequence
0→ H∧ → G∧ → G/H
from which both (i) and (ii) follow easily. Assertion (iii) follows by inspecting the proof of
theorem 8.2.8(i). 
Proposition 8.2.18. LetG,H,K be three topological groups, and ϕ : G×H → K a continuous
andZ-bilinear map. Let also iG : G→ G∧, iH : H → H∧ and iK : K → K∧ be the completion
maps. Then there exists a unique continuous Z-bilinear map
ϕ∧ : G∧ ×H∧ → K∧ such that ϕ∧ ◦ (iG × iH) = iK ◦ ϕ.
Proof. Let x• := (xλ | λ ∈ Λ) and y• := (yλ′ | λ′ ∈ Λ′) be two Cauchy nets in G and
respectivelyH , and let Λ×Λ′ be the product ofΛ andΛ′ in the category of partially ordered sets;
i.e. the product of the underlying sets, endowed with the partial ordering such that (λ, λ′) ≤
(µ, µ′) if and only if λ ≤ µ and λ′ ≤ µ′. Set x′(λ,λ′) := xλ and y′(λ,λ′) := yλ′ for every
(λ, λ′) ∈ Λ × Λ′; it is easily seen that the family (x′µ | µ ∈ Λ × Λ′) is a Cauchy net in G
equivalent to x•, and likewise for the family (y
′
µ | µ ∈ Λ×Λ′). Thus, we may replace Λ and Λ′
by Λ× Λ′, after which we may assume that Λ = Λ′.
Claim 8.2.19. The family (ϕ(xλ, yλ) | λ ∈ Λ) is a Cauchy net ofK.
Proof of the claim. Indeed, let UG, UH and UK be fundamental systems of open neighborhoods
of the neutral element for respectively G, H and K, fulfilling conditions (a)-(e) of remark
8.2.2(iii); since ϕ is continuous for the product topology on G × H , for every V ∈ UK there
exist U1 ∈ UG and U2 ∈ UH such that ϕ(U1 × U2) ⊂ V . On the other hand, there exists
λ(V ) ∈ Λ such that xλ − xµ ∈ U1 and yλ − yµ ∈ U2 for every λ, µ ≥ λ(V ). It follows that
v
(1)
λ,µ := ϕ(xλ−xµ, yλ− yλ(V )), v(2)λ,µ := ϕ(xµ−xλ(V ), yλ− yµ) ∈ V for every λ, µ ≥ λ(V ).
Moreover, the continuity of ϕ also yields β(V ) ∈ Λ such that
v
(3)
λ,µ := ϕ(xλ − xµ, yλ(V )), v(4)λ,µ := ϕ(xλ(V ), yλ − yµ) ∈ V for every λ, µ ≥ β(V )
and clearly we may assume that β(V ) ≥ λ(V ) for every V ∈ UK . We deduce
ϕ(xλ, yλ)−ϕ(xµ, yµ) = v(1)λ,µ+ v(2)λ,µ+ v(3)λ,µ+ v(4)λ,µ ∈ V +V +V +V for every λ, µ ≥ β(V )
whence the contention. ♦
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In view of claim 8.2.19, we denote by ϕ(x•, y•) := limλ∈Λ ϕ(xλ, yλ) ∈ K∧. Next, we
consider the group homomorphism
ϕx• : H → K∧ y 7→ lim
λ∈Λ
ϕ(xλ, y).
It is easily seen that ϕx• is a continuous map, hence it factors uniquely through iH and a contin-
uous group homomorphism ϕ∧x• : H
∧ → K∧.
Claim 8.2.20. ϕ(x•, y•) = ϕ
∧
x•(limλ∈Λ yλ).
Proof of the claim. We resume the notation of the proof of claim 8.2.19, and notice that
ϕ(xλ, yλ)− ϕ(xµ, yλ) = v(1)λ,µ + v(3)λ,µ ∈ V + V for every λ, µ ≥ β(V ).
On the other hand, we may find γ(V ) ≥ β(V ) in Λ such that
ϕ(x•, y•)− ϕ(xλ, yλ) ∈ V for every λ ≥ γ(V )
as well as an element δ(V ) ≥ γ(V ) in Λ such that
ϕ(xµ, yγ(V ))− ϕ∧x•(yγ(V )) ∈ V for every µ ≥ δ(V ).
Summing up, we conclude that
ϕ(x•, y•)− ϕ∧x•(yµ) ∈ V + V + V + V for every µ ≥ δ(V )
and since V is arbitrary, the assertion follows. ♦
Claim 8.2.20 shows that ϕ(x•, y•) depends only the class y of y• in H
∧. Swapping the roles
of x• and y•, one may define a similar map ϕ
∧
y• : G
∧ → K∧ such that ϕ∧y•(x•) = ϕ(x•, y•)
as well, which says likewise that ϕ(x•, y•) depends only on the class x of x• in G
∧, so we
obtain a bilinear map ϕ∧ : G∧ ×H∧ → K∧ as sought, and it remains only to check that ϕ∧ is
continuous. To this aim, define the fundamental systems U ∧G , U
∧
H , U
∧
K of open neighborhoods
of the neutral element respectively in G∧, H∧ and K∧, as in the proof of theorem 8.2.8; we
remark :
Claim 8.2.21. For everyW∧ ∈ U ∧K there existU∧ ∈ U ∧G , V ∧ ∈ U ∧H with ϕ∧(U∧×V ∧) ⊂W∧.
Proof of the claim. Choose W ′ ∈ UH such that W ′ +W ′ ⊂ W ; then we may find U ∈ UG,
V ∈ UH such that ϕ(U × V ) ⊂ W ′, whence ϕ(U × V ) +W ′ ⊂ W ′. It follows easily that the
corresponding open neighborhoods U∧, V ∧ will do. ♦
Now, for a given W∧ ∈ U ∧K , pick U∧ ∈ U ∧G , V ∧ ∈ U ∧H as in claim 8.2.21; we may also
assume that ϕ∧x•(V
∧) ⊂W∧ and ϕ∧y•(U∧) ⊂W∧. It follows that
ϕ∧((x+U∧)×(y+V ∧))−ϕ∧(x, y) ⊂ ϕ∧(U∧×V ∧)+ϕ∧x•(V ∧)+ϕ∧y•(U∧) ⊂ W∧+W∧+W∧
whence the contention. Lastly, the uniqueness of ϕ∧ is clear, since the image ofG×H is dense
in G∧ ×H∧. 
8.3. Topological rings and topological modules. If T is any topological space and S ⊂ T
any subset, we shall denote by Sc the topological closure of S in T .
Definition 8.3.1. (i) A topological ring is a pair (A,TA) where A is a (commutative, unital)
ring and TA a topology on the set underlying A, such that :
• the multiplication law of A is a continuous map (A,TA)× (A,TA)→ (A,TA)
• the pair ((A,+, 0),TA) is a topological group.
(ii) Let (A,TA) be a topological ring,M an A-module, TM a topology on the set underlying
M . We say that (M,TM) is a topological (A,TA)-module (briefly : a topologicalA-module) if
• the scalar multiplication is a continuous map (A,TA)× (M,TM)→ (M,TM)
• the pair ((M,+, 0),TM) is a topological abelian group.
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(iii) Let (A,TA), (B,TB) be two topological rings. A morphism of topological rings is a
ring homomorphismA→ B that is continuous for the topologiesTA andTB . Such a morphism
(A,TA) → (B,TB) is also called a topological (A,TA)-algebra. The topological A-algebras
form a category
A-TopAlg
whose morphisms are the continuous A-algebra homomorphisms. Especially, the ring Z with
its discrete topology is a topological ring, and Z-TopAlg is the category of topological rings and
continuous ring homomorphisms.
(iv) Let (A,TA) be a topological ring,B → A a ring homomorphism, (M,TM) a topological
A-module. We say that the topology TM is B-linear if there exists a fundamental system of
open neighborhoods of 0 ∈M for the topology TM , consisting of B-submodules ofM .
(v) Especially, in the situation of (iv) we say that the topology TA is B-linear, if the same
holds for the topological A-module (A,TA). We say also simply that TA is linear if it is A-
linear. We denote by
A-TopAlgB-lin
the full subcategory of A-TopAlg whose objects are the B-linear topological A-algebras.
Remark 8.3.2. (i) Let A be a ring, and TA a topology on A such that (A,TA) is a topological
group, for the addition law of A. Let U be a fundamental system of open neighborhoods of 0
in A; it is easily seen that (A,TA) is a topological ring if and only if the system U fulfills the
following conditions :
(a) For every U ∈ U there exists U ′ ∈ U such that U ′ · U ′ := {a · b | a, b ∈ U ′} ⊂ U .
(b) For every a ∈ A and every U ∈ U there exists U ′ ∈ U such that a · U ′ ⊂ U .
(ii) Especially, if I• := (Iλ | λ ∈ Λ) is any system of ideals of A that is cofiltered by
inclusion, then there is a unique group topology TI• on A for which I• is a fundamental system
of open neighborhoods of 0, and (A,TI•) is a topological ring. We call TI• the I•-adic topology
onA. Likewise, ifM is anyA-module, the I•-adic topology onM is the unique group topology
TM for which (IλM | λ ∈ Λ) is a fundamental system of open neighborhoods of 0 in M , and
(M,TM) is a topological (A,TI•)-module.
Remark 8.3.3. Let (A,TA) be any topological ring and (M,TM ) any topological A-module.
(i) Let (A∧,T ∧A ) be the separated completion of the topological group underlying A; from
proposition 8.2.18 we see that the multiplication law of A induces a continuous Z-bilinear map
A∧ × A∧ → A∧, which furnishes A∧ with a natural structure of topological ring, such that
the completion map A → A∧ is a morphism of topological rings. Likewise, the separated
completion (M∧,T ∧M ) of (M,TM) is naturally a topological A
∧-module.
(ii) Suppose that TA is the linear topology defined by a cofiltered system I• := (Iλ | λ ∈ Λ)
of ideals of A, and let I ⊂ A be any open ideal. Also, suppose that TM is the I•-adic topology
onM . Then it follows easily from (i) and corollary 8.2.17(iii), thatT ∧M is theA
∧-linear topology
defined by the cofiltered system ((IλM)
∧ | λ ∈ Λ) of submodules of M∧. Moreover, (IM)∧
is an open A∧-submodule in M∧, the natural map M/IM → M∧/(IM)∧ is an isomorphism,
and the completion mapM → M∧ identifies (IM)∧ with the topological closure of the image
of IM inM∧ (corollary 8.2.17(i)).
(iii) In the situation of (ii), suppose furthermore that for every λ ∈ Λ there exists µ ∈ Λ with
Iµ ⊂ I2λ (where I2λ is the usual square of the ideal Iλ). Then it is easily seen that the I•-adic
topology on IM agrees with the topology induced by TM on IM .
(iv) In the situation of (iii), suppose additionally that Λ is countable and I is finitely gen-
erated. Then the image of (IM)∧ in M∧ equals IM∧ : indeed, by assumption we may find
k ∈ N and a surjective A-linear map ϕ : M⊕k → IM , and it is easily seen that ϕ is an open
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map; especially, the quotient topology induced on IM via the map ϕ agrees with TIM . By
proposition 8.2.13(v), the separated completion of ϕ is a surjective map
ϕ∧ : (M⊕k)∧ → (IM)∧
and on the other hand we have a natural identification (M⊕k)∧
∼→ M∧⊕k, whence the contention
(details left to the reader).
Example 8.3.4. (i) Let A 6= 0 be a ring, Σ a set, and F a filter of Σ, i.e. a family of subsets
of Σ fulfilling the following conditions : (a) for every F, F ′ ∈ F we have F ∩ F ′ ∈ F ; (b)
for every F ⊂ F ′ ⊂ Σ with F ∈ F , we have F ′ ∈ F . Let us endow A with the discrete
topology, and M := A(Σ) with the linear topology TM defined by the system of submodules
(A(F ) | F ∈ F ). Notice that TM is separated if and only if
⋂
F∈F F = ∅. Notice as well the
natural isomorphism of A-modules
M/A(F )
∼→ A(Σ\F ) for every subset F ⊂ Σ.
For F ⊂ F ′ ⊂ Σ, these isomorphisms identify the natural projectionM/A(F ) →M/A(F ′) with
the A-linear map πF,F ′ : A
(Σ\F ) → A(Σ\F ′) : (aσ | σ ∈ Σ \ F ) 7→ (aσ | σ ∈ Σ \ F ′). The
completion of M is then isomorphic to the inverse limit of the cofiltered system ((AΣ\F | F ∈
F ), π••). If TM is separated, a direct inspection shows that this limit is represented by the
submodule L of AΣ consisting of all sequences (aσ | σ ∈ Σ) with support Λ := {σ ∈ Σ | aσ 6=
0} satisfying the following condition : Λ ∩ (Σ \ F ) is a finite set for every F ∈ F .
(ii) In the situation of (i), suppose moreover that for every finite or countable subset Λ ⊂ Σ
there exists F ∈ F with Λ∩F = ∅. ThenM is complete and separated. Indeed, the condition
implies that
⋂
F∈F F = ∅, so M is separated. To check the completeness of M , say that
a• := (aσ | σ ∈ Σ) ∈ L; if the support Λ of a• is not finite, we may find a countable subset
Λ′ ⊂ Λ, and by assumption there existsF ∈ F such thatΛ′∩F = ∅. But thenΛ′ ⊂ Λ∩(Σ\Λ′),
so Λ ∩ (Σ \ Λ′) is not a finite set, a contradiction. Thus a• ∈M , whence the assertion.
Example 8.3.5. Let A be any topological ring whose topology is linear, complete and sepa-
rated, I ⊂ A a closed ideal, and endow A/I with the quotient topology. In case A admits a
fundamental system of open neighborhoods of 0 consisting of a countable family of ideals, then
A/I is still complete and separated (proposition 8.2.13(v)). But if this latter condition is omit-
ted, A/I will still be separated, but it will not necessarily be complete. For a counterexample,
take A := K[Tλ | λ ∈ Λ], where K is a non-zero ring, and Λ is the (small) set of all countable
ordinal numbers, and let I ⊂ A be the ideal generated by (Tλ − Tµ | λ, µ ∈ Λ). We endow A
with the linear topology defined by the cofiltered system of ideals (Jnλ | (λ, n) ∈ Λ×N), where
Jλ ⊂ A is the ideal generated by (Tµ | µ ∈ Λ, µ > λ), for every λ ∈ Λ. Let Σ ⊂ A be the
subset of monomials, which is in natural bijection with the set of all maps ϕ : Λ → N such
that ϕ−1(N \ {0}) is a finite set. For every (λ, n) ∈ Λ × N, set Σλ,n := Jnλ ∩ Σ, and let F be
the set of all subsets F ⊂ Σ such that Σλ,n ⊂ F for some (λ, n) ∈ Λ × N. Then we have a
natural identification A
∼→ K(Σ), and the topology of A is defined by the cofiltered system of
K-submodules (K(F ) | F ∈ F ). It is easily seen that F fulfills the condition of example 8.3.4,
hence A is complete and separated. Now, the quotient A/I is isomorphic to K[T ], endowed
with its T -adic topology, which is separated but not complete.
Lemma 8.3.6. Let A be a topological ring, B ⊂ A an open subring, C the integral closure of
B in A; endow B and C with the topologies induced by A, and denote by A∧, B∧ and C∧ the
respective separated completions. Then C∧ is the integral closure of B∧ in A∧.
Proof. Notice that C∧ = B∧ · C, hence C∧ lies in the integral closure of B∧ in A∧, and we
are therefore reduced to checking that B is integrally closed in A if and only if B∧ is integrally
closed in A∧. Let j : A → A∧ be the completion map. Suppose first that B is integrally
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closed in A, and let a ∈ A∧ be any element that is integral overB∧; pick any monic polynomial
P (T ) ∈ B∧[T ] with P (a) = 0. Since B is open in A, we may then find a′ ∈ A and a monic
polynomialQ(T ) ∈ B[T ] such that
j(a′)− a, P (a′), j(Q(a′))− P (j(a′)) ∈ B∧.
It follows that Q(a′) ∈ j−1B∧ = B (corollary 8.2.17(ii)). Set R(T ) := Q(T ) − Q(a′); then
R(T ) ∈ B[T ] and R(a′) = 0, so a′ ∈ B, by assumption, and finally a ∈ B∧, as required.
Conversely, if a ∈ A is integral overB, it follows easily that j(a) is integral overB∧, and hence
j(a) ∈ B∧, if B∧ is integrally closed in A∧; in this case, a ∈ j−1B∧ = B, which shows that B
is integrally closed in A. 
8.3.7. For any topological ring A, let CA denote the full subcategory of A-TopAlg whose ob-
jects are the complete and separated topological A-algebras whose topology is linear. Then the
finite coproducts of CA are representable. Indeed, consider more generally any two topological
A-modulesM , N whose topologies are A-linear; we denote by T ⊗M,N the A-linear topology on
M ⊗A N defined by the system of submodules
Im(M ′ ⊗A N +M ⊗A N ′ → M ⊗A N)
whereM ′ (resp. N ′) ranges over the system of all open A-submodules ofM (resp. of N), and
following [37, Ch.0,§7.7.2] we denote by
M ⊗̂AN
the separated completion of (M ⊗A N,T ⊗M,N). Notice that if (Mλ | λ ∈ Λ) and (Nλ′ | λ′ ∈ Λ′)
are any two fundamental systems of open submodules of M and respectively N , we have a
natural isomorphism of topological A-modules
M ⊗̂AN ∼→ lim
(λ,λ′)∈Λ×Λ′
M/Mλ ⊗A N/Nλ′
where the tensor productsM/Mλ ⊗A N/Nλ′ are endowed with their discrete topologies.
By the same token, ifM ′ and N ′ are two other topological A-modules whose topologies are
A-linear, and f : M → M ′ and g : N → N ′ are any two continuous A-linear maps, then the
map f ⊗A g : M ⊗A N → M ′ ⊗A N ′ is continuous for the topologies T ⊗M,N and T ⊗M ′,N ′ , and
therefore its separated completion is a well defined continuous A-linear map
f ⊗̂Ag : M ⊗̂AN →M ′ ⊗̂AN ′.
Now, ifB and C are any two topologicalA-algebras whose topologies are linear, notice that the
topology T ⊗B,C is defined by a cofiltered system of ideals of B ⊗A C, hence (B ⊗A C,T ⊗B,C)
is a topological A-algebra. We claim that if B and C are complete and separated, then B ⊗̂AC
represents the coproduct of B and C in the category CA. For the proof, consider any two
morphisms f : B → D and g : C → D in the category CA; there exists a unique morphism of
A-algebras h : B ⊗A C → D such that h(b ⊗ c) := f(b) · g(c) for every b ∈ B and c ∈ C,
and since D is complete and separated, it remains only to check that h is continuous for the
topology T ⊗B,C . However, let I ⊂ D be any open ideal; then J := f−1I (resp. K := g−1I) is
an open ideal of B (resp. of C) and clearly h(J ⊗A C +B ⊗A K) ⊂ I , whence the contention.
Definition 8.3.8. Let (A,T ) be any topological ring, and S ⊂ A any subset.
(i) S ⊂ A is bounded in A, if for every open neighborhood U of 0 ∈ A there exists an open
neighborhood V of 0 ∈ A such that v · s ∈ U for every v ∈ V and s ∈ S.
(ii) For every n ∈ N, let S(n) := {a1 · · · an | a1, . . . , an ∈ S}. We say that S is power
bounded in A if the subset
⋃
n∈N S(n) is bounded in A. An element a ∈ A is power bounded
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(resp. topologically nilpotent) in A, if the subset {a} is power bounded in A (resp. if the
sequence (an | n ∈ N) converges to 0 in the topology T ). We denote by
A◦ and A◦◦
respectively the subset of all power-bounded elements and the subset of all topologically nilpo-
tent elements of A. An ideal I ⊂ A is topologically nilpotent, if for every open neighborhood
U of 0 in A there exists n ∈ N such that In ⊂ U .
(iii) We say that (A,T ) is adic (resp. c-adic) if there exists an ideal I of A such that
(In | n ∈ N) (resp. ((In)c | n ∈ N) )
is a fundamental system of open neighborhood of zero in A. Then, we call any such I an ideal
of adic definition (resp. an ideal of c-adic definition) of (A,T ), and we also say that T is I-
adic (resp. I-c-adic). IfM is any A-module, the I-adic topology onM is the (unique) A-linear
topology such that (InM | n ∈ N) is a fundamental system of open neighborhoods of 0.
(iv) We say that (A,T ) is f-adic if there exists an open subring A0 ⊂ A that is adic for the
topology induced by T , and such that A0 admits a finitely generated ideal of adic definition.
(v) Let (A,T ) be any f-adic ring. An open subring A0 of A is called a ring of definition of
A, if T induces a linear topology on A0.
(vi) We say that (A,T ) is a Tate ring if it is f-adic and A× ∩ A◦◦ 6= ∅.
Remark 8.3.9. Let (A,T ) be any topological ring.
(i) Let S1, S2 ⊂ A be two bounded subsets. Clearly S1 ∪ S2 is bounded. Moreover, also
S1S2 := {s1s2 | s1 ∈ S1, s2 ∈ S2} is bounded. Indeed, for any given open neighborhood
U of 0 in A, let us pick an open neighborhood V of 0 in A such that S1V ⊂ U , and an open
neighborhood V ′ of 0 in A such that S2V
′ ⊂ V ; then S1S2V ′ ⊂ U , whence the contention.
(ii) Let T1, . . . , Tk ⊂ A be any finite family of subsets. Then T := T1 ∪ · · · ∪ Tk is
power bounded in A if and only if every T1, . . . , Tk is power bounded in A. Indeed, set
Si :=
⋃
n∈N Ti(n) for i = 1, . . . , k (notation of definition 8.3.8(ii)); by definition, T is power
bounded if and only if the product S1 · · ·Sk is bounded, so the assertion follows from (i).
(iii) Let T ⊂ A be any subset. Then T is bounded (resp. power bounded) in A if and only
if the same holds for the topological closure T c of T in A. Indeed, suppose that T is bounded,
and let U ⊂ A be any open neighborhood of 0 ∈ A; pick an open neighborhood U ′ of 0 in A
such that U ′ + U ′ ⊂ U . By assumption, there exists an open neighborhood V of 0 in A such
that T · V ⊂ U ′, whence T c · V ⊂ U ′c; but notice that U ′c ⊂ U ′ + U ′ : indeed, if x ∈ U ′c, we
have (x− U ′) ∩ U ′ 6= ∅, whence x ∈ U ′ + U ′. Summing up, we get T c · V ⊂ U , which shows
that T c is bounded. Next, suppose that T is power bounded, i.e. T ′ :=
⋃
n∈N T (n) is bounded,
and notice that
⋃
n∈N T
c(n) ⊂ T ′c; by the foregoing T ′c is bounded, so T c is power bounded.
(iv) Let a ∈ A be any element, and n ≥ 1 any integer. Then a is topologically nilpotent if
and only if the same holds for an. Indeed, obviously if a is topologically nilpotent, the same
holds for an. Conversely, suppose that an is topologically nipotent; since the map A → A :
b 7→ arb is continuous for every r ∈ N, it follows that the sequences (akn+r | k ∈ N) converge
to 0 in A for every r = 0, . . . , n− 1; the claim is an immediate consequence.
(v) Let a, b ∈ A be any two elements. If a is power bounded and b is topologically nilpotent,
ab is topologically nilpotent. Indeed, for any open neighborhood U of 0 in A there exists an
open neighborhood V of 0 in A such that {bk | k ∈ N} · V ⊂ U , and on the other hand, there
exists n ∈ N such that ak ∈ V for every integer k ≥ n; thus, (ab)k ∈ U for every k ≥ n,
whence the claim.
Remark 8.3.10. Let (A,T ) be a topological ring whose topology T is Z-linear.
(i) The subset A◦◦ is an additive subgroup of A. Indeed, let a, b ∈ A◦◦ be any two elements,
U any open additive subgroup in A, and pick an open neighborhood V of 0 in A such that
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V · V ⊂ U ; we may find r ∈ N such that ai, bi ∈ V for every i ≥ r. Then, we may also find
an integer s ≥ r such that aibj ∈ U for every i, j ∈ N such that i + j ≥ s and min(i, j) < r.
It follows easily that (a + b)n ∈ U for every n ≥ s, and since U is arbitrary, we conclude that
a+ b is topologically nilpotent.
(ii) For any subset T ⊂ A, denote by 〈T 〉 ⊂ A the additive subgroup generated by T in
A. Then T is bounded (resp. power bounded) if and only if the same holds for 〈T 〉. Indeed,
suppose that T is bounded, and let U ⊂ A be any open additive subgroup; by assumption there
exists an open neighborhood V of 0 in A such that T · V ⊂ U . But then clearly 〈T 〉 · V ⊂ U ,
so 〈T 〉 is bounded. Likewise, suppose that T is power bounded, and set S := ⋃n∈N T (n)
(notation of definition 8.3.8(ii)); since S is bounded, we know already that the same holds for
〈S〉. However, clearly 〈S〉 = ⋃n∈N〈T 〉(n), so 〈T 〉 is power bounded.
(iii) Let T ⊂ A be any power bounded subset; in light of (ii), it is easily seen that the Z-
subalgebra Z[T ] ⊂ A generated by T is bounded in A, and especially, every element of Z[T ] is
power bounded. Combining with remark 8.3.9(ii), we deduce that A◦ is the filtered union of all
the bounded subrings of A. Especially, A◦ is a subring of A.
(iv) Moreover, A◦ is integrally closed in A, and A◦◦ is a radical ideal of A◦. Indeed, say
that x ∈ A is integral over A◦, so that there exist a1, . . . , an ∈ A◦ (for some n ∈ N) such
that xn + a1x
n−1 + · · · + an = 0, and set B := Z[a1, . . . , an] ⊂ A; by (iii), the subring B is
bounded inA, and it is easily seen thatB[x] =
∑n−1
i=0 Bx
i, soB[x] is bounded as well, therefore
B[x] ⊂ A◦, which shows the first assertion. Lastly, (i) and remark 8.3.9(v) imply easily that
A◦◦ is an ideal of A◦, and remark 8.3.9(iv) shows that A◦◦ is a radical ideal.
(v) Lastly, if the topology T is also complete and separated, A◦◦ lies in the Jacobson radical
of A◦. Indeed, in this case, for every a ∈ A◦◦ the series 1 − a + a2 − a3 + · · · converges in A
to a unique element b such that b · (1 + a) = 1. Now, b lies in the topological closure Z[a]c of
Z[a] ⊂ A, and notice that Z[a] is the additive subgroup generated by the subset T := {an | n ∈
N}; since a is power bounded, obviously T is a power bounded subset, and then the same holds
for Z[a]c, by (ii) and remark 8.3.9(iii). Thus, b ∈ A◦, whence the contention.
Lemma 8.3.11. Let A be a ring, and I ⊂ A an ideal; consider a cartesian diagram of topolog-
ical A-modules
M0 //

M1
f1

M2
f2 // M3
and suppose that the topology of M3 is discrete, and the topologies of M1 and M2 are I-adic.
Then the topology ofM0 is I-adic as well.
Proof. By assumption, we may find c ∈ N such that f1(IcM1) = f2(IcM2) = 0, and it follows
easily that InM1 × InM2 ⊂ M0 for every n ≥ c. Especially, (InM1 × InM2 | n ≥ c) is a
fundamental system of open neighborhoods of 0 inM0. We also see that
In+cM1 × In+cM2 = In(IcM1 × IcM2) ⊂ InM0 ⊂ InM1 × InM2 for every n ∈ N
whence the claim. 
Lemma 8.3.12. Let A be a topological ring, (M,TM) a topologicalA-module whose topology
is A-linear, complete and separated, and I ⊂ A an ideal such that the I-adic topology onM is
finer than TM . Suppose moreover that either one of the following conditions holds :
(a) InM is closed in the topology TM , for every n ∈ N.
(b) I is finitely generated.
ThenM is separated and complete for the I-adic topology.
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Proof. Let (Jλ | λ ∈ Λ) be a fundamental system of open submodules in M ; by assumption,
for every λ ∈ Λ there exists n(λ) ∈ N such that In(λ)M ⊂ Jλ. Suppose first that (a) holds; it
follows that the natural map
M/InM → lim
λ∈Λ
M/(InM + Jλ)
is injective for every n ∈ N. Taking into account example 1.5.14(ii), we deduce that both of the
induced maps
M → lim
n∈N
M/InM and lim
n∈N
M/InM → lim
(λ,n)∈Λ×N
M/(InM + Jλ)
are injective. However, notice that the subset Σ ⊂ Λ × N of all (n, λ) such that n ≥ n(λ), is
cofinal, hence the composition of these two maps is an isomorphism. We conclude that both
these maps are bijective, and the assertion follows.
Next, suppose that (b) holds, and let a1, . . . , ar be a finite system of generators for I . Clearly
M is separated for the I-adic topology. Now, suppose x• := (xn | n ∈ N) is a sequence of
elements of M such that xn − xm ∈ InM for every n,m ∈ N with m ≥ n. The sequence x•
converges for the topology TM to an element x ∈ M , and it remains to check that x is also the
limit of x• for the I-adic topology ofM . To this aim, for every n ∈ N, let
Sn := {(j1, . . . , jr) ∈ Nr | j1 + · · ·+ jr = n}
and for every σ := (j1, . . . , jr) ∈ Nr set aσ := aj11 · · · ajrr . For every k, l ∈ N we may find
inductively a system of elements (yl,σ | σ ∈ Sk) ofM such that
• xk+l − xk =
∑
σ∈Sk
yl,σa
σ
• yl′,σ − yl,σ ∈ I lM whenever l′ ≥ l and for every σ ∈ Nr.
Thus, the sequence (yl,σ | l ∈ N) converges in the topology TM to some element yσ ∈ M for
every σ ∈ Nr, and we get x−xk =
∑
σ∈Sk
yσa
σ; so this difference lies in IkM for every k ∈ N,
whence the contention. 
Proposition 8.3.13. Let (A,T ) be any f-adic ring. We have :
(i) If A0 is any ring of definition of A, then the topology of A0 is adic and admits a finitely
generated ideal of adic definition.
(ii) A subring of A is a ring of definition of A if and only if it is open and bounded in A.
(iii) The following conditions are equivalent :
(a) The topology T is linear.
(b) The topology T is adic and admits a finitely generated ideal of adic definition.
Proof. Fix an open subring A1 and a finitely generated ideal I of A1, such that T induces the
I-adic topology on A1.
(i): Since A0 is open in A, it follows that there exists an integer n > 0 with I
n ⊂ A0; set
J := InA0. If K is any open ideal of A0, we may likewise find m ∈ N such that Imn ⊂ K, so
that Jm ⊂ K and Jm is open in A0. The assertion follows easily.
(ii): Clearly, every ring of definition of A is open and bounded. Conversely, suppose that
A0 is open and bounded. As in the foregoing, we find an integer n > 0 such that I
n ⊂ A0
and we set J := InA. Let now U be any open neighborhood of zero in A0; since A1 admits a
fundamental system of open neighborhoods of zero consisisting of additive subgroups, we may
assume that U is an additive subgroup of A0. Since A0 is bounded, there exists m ∈ N such
that x · a ∈ U for every x ∈ Im and every a ∈ A0; then clearly JmA0 ⊂ U . Lastly, it is easily
seen that Jk is open in A0 for every k ∈ N, whence (ii).
(iii): If T is linear, thenA is bounded in itself, so the assertion follows directly from (ii). 
Corollary 8.3.14. Let (A,T ) be any f-adic ring. We have :
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(i) If A0 and A1 are rings of definition of A, then the same holds for A0 ∩A1 and A0 ·A1.
(ii) Let B (resp. C) be a bounded (resp. open) subring of A, with B ⊂ C. Then there
exists a ring of definition A0 of A with B ⊂ A0 ⊂ C.
(iii) (A,T ) is adic if and only if A is bounded in the topology T .
(iv) A◦ is the filtered union of all the subrings of definition of A.
Proof. (i): The assertion for A0 ∩ A1 is immediate from proposition 8.3.13(ii). The assertion
for A0 · A1 follows likewise, taking into account that A has a fundamental system of open
neighborhoods of zero consisting of additive subgroups : details left to the reader.
(ii): LetA1 be any ring of definition ofA; by proposition 8.3.13(ii), the subringC1 := A1∩C
is a ring of definition of A, and we may take A0 := B · C1.
(iii): If (A,T ) is adic, then clearly A is bounded. Conversely, if A is bounded, (ii) implies
that A is a subring of definition of (A,T ), and then (A,T ) is adic, by proposition 8.3.13(i).
(iv): By remark 8.3.10(iii), we know that A◦ is the filtered union of the family F of bounded
subrings of A; notice that any subring containing an open subring of A is also open in A. Since
the family of bounded and open subring of A is not empty (proposition 8.3.13(ii)), we conclude
that this family is cofinal in F , whence the contention. 
Corollary 8.3.15. Let (A,TA) be any topological ring, B ⊂ A an open subring, and endow B
with the topology TB induced from TA. The following holds :
(i) (A,TA) is f-adic if and only if the same holds for (B,TB).
(ii) Suppose that (A,TA) is a Tate ring, and B is a ring of definition of A. Then we have :
(a) B contains an element of A× ∩ A◦◦.
(b) Let s ∈ B ∩ A× ∩ A◦◦ be any element. Then sB is an ideal of adic definition for
B, and Bs = A.
(iii) Conversely, let C be any ring, f ∈ C any element,D the image of C in the localization
Cf , and endow Cf with the unique D-linear topology Tf such that {fnD | n ∈ N} is
a fundamental system of neighborhoods of 0 in Cf . Then (Cf ,Tf) is a Tate ring.
Proof. (i): Directly from the definition we see that if (B,TB) is f-adic, the same holds for
(A,TA). Conversely, if (A,TA) is f-adic, let A0 ⊂ A be any subring of definition; by corollary
8.3.14(ii) we may find a subring of definition A1 of A contained in A0 ∩ B; especially, A1 is
an open subring of B whose topology is adic with a finitely generated ideal of adic definition
(proposition 8.3.13(i)), whence the assertion.
(ii.a) is clear. Next, for every a ∈ A there exists n ∈ N such that sna ∈ B, so Bs = A. Also,
the map a 7→ sna is an automorphism of (A,TA), so snB is open for every n ∈ N. Lastly,
since B is bounded in A, for every open neighborhood U of 0 ∈ A there exists n ∈ N such that
snB ⊂ U , whence (ii.b).
(iii): Explicitly, the open subsets of (Cf ,Tf) are the arbitrary unions of subsets of the form
a + fmD, where a ∈ Cf is arbitrary and m ∈ N is any integer; indeed, it is easily seen that
the intersection of any two subsets of this type is either empty, or equal to one of them, so such
arbitrary unions define a topology Tf , and it is easily seen that (Cf ,Tf ) is a topological ring
(details left to the reader). A simple inspection then shows that (Cf ,Tf) is a Tate ring. 
Lemma 8.3.16. Let A be any c-adic, complete and separated topological ring, I, J ⊂ A two
ideals, with I finitely generated. We have :
(i) I is open in A if and only if the same holds for Ic.
(ii) If I is an ideal of c-adic definition for A, the following holds :
(a) A is adic and I is an ideal of adic definition for A.
(b) J is open in A if and only if the same holds for Jc.
Proof. Assertion (i) is a special case of [52, Lemma 5.3.5(ii) and 5.3.8(i)], and (ii.a) follows
directly from (i). Lastly, suppose that Jc is open in A; by (ii.a) there exists n ∈ N such that
722 OFER GABBER AND LORENZO RAMERO
In ⊂ Jc ⊂ J + In+1. Letting M := (In + J)/J , it follows that IM = M , and since A
is complete and separated for its I-adic topology, I lies in the Jacobson radical of A (remark
8.3.10(v)); thereforeM = 0 by Nakayama’s lemma, i.e. In ⊂ J , so J is open in A. 
Lemma 8.3.17. Let A be a complete and separated adic topological ring, I ⊂ A an ideal of
adic definition, M an A-module whose I-adic topology TM is separated, N ⊂ M a finitely
generated submodule, and N c the topological closure of N in (M,TM ). We have :
(i) If the I-adic topology TN of N
c agrees with the one induced by TM , then N = N
c.
(ii) N is open in (M,TM) if and only if the same holds for N c.
Proof. (i): By assumption, IN c is an open submodule of N c for the topology induced by
(M,TM ), hence N c = N + IN c, and the assertion follows from [89, Th.8.4].
(ii): If N is open inM , then N = N c and the assertion is clear. Conversely, if N c is open in
M , then InM ⊂ N c for some n ∈ N, hence TN agrees with the topology induced from TM ;
then we get again N = N c, by (i). 
Definition 8.3.18. Let (A,T ) and (A′,T ′) be two topological rings, and f : A → A′ a ring
homomorphism.
(i) We say that f is c-adic (resp. adic) if T and T ′ are linear, and the family of ideals
((f(I) · A′)c | I open ideal in A) (resp. (f(I) ·A′ | I open ideal in A) )
is a fundamental system of open neighborhoods of zero in A′.
(ii) Suppose that A and A′ are f-adic. Then we say that f is f-adic if there are rings of
definition A0 of A and A
′
0 of A
′ such that f(A0) ⊂ A′0 and the restriction f|A0 is adic.
(iii) Let Q be any property of ring homomorphisms (e.g. “of finite type”, “flat”, “e´tale” and
so on). We say that f is an adically Q morphism (resp. a c-adically Q morphism) if f is adic
(resp. c-adic) and for every open ideal I ⊂ A the induced map A/I → B/(IB)c is a Q ring
homomorphism.
Lemma 8.3.19. Let f : (A,T )→ (A′,T ′) be any ring homomorphism of topological rings.
(i) If f is c-adic, the following holds :
(a) f is a continuous ring homomorphism.
(b) If the topology T is c-adic, the same holds for T ′, and if I is any ideal of c-adic
definition for A, then f(I)A′ is an ideal of c-adic definition for A′.
(c) If the topologies T and T ′ are f-adic, linear and complete, then f is adic.
(ii) If the topologies T and T ′ are adic, the following conditions are equivalent :
(a) f is adic.
(b) There exists an ideal of adic definition I of A such that f(I) · A′ is an ideal of adic
definition of A′.
(c) For every ideal I of adic definition of A, the ideal f(I) ·A′ is of adic definition for A′.
(iii) Suppose that f is an f-adic map of f-adic topological rings. Then the following holds :
(a) f is continuous and bounded (i.e. if S is any bounded subset of A, the subset f(S) is
bounded in A′). Especially, f(A◦) ⊂ A′◦.
(b) For every ring of definition A0 of A and A
′
0 of A
′ such that f(A0) ⊂ A′0, and every
ideal of adic definition I of A0, the ideal f(I) · A′0 is of adic definition for A′0.
(c) For every ring of definition A0 of A and every open subringB ⊂ A′ such that f(A0) ⊂
B, there exists a ring of definition A′0 of A
′ such that f(A0) ⊂ A′0 ⊂ B.
(d) If B ⊂ A, B′ ⊂ A′ are open subrings with f(B) ⊂ B′, then the restriction f|B : B →
B′ is f-adic, for the topologies of B and B′ induced by T and T ′.
(iv) If f is a continuous open map, and the topologies T and T ′ are f-adic, then f is f-adic.
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(v) Suppose that f(A) is open in A′, that T is a linear topology and that T ′ is adic. Then
f is adic if and only if it is a continuous open map.
Proof. (i.a) is obvious, and (i.c) follows easily from proposition 8.3.13(iii) and lemma 8.3.16(i).
To show (i.b), let us first remark, quite generally :
Claim 8.3.20. Let f : X → Y be any continuous map between arbitrary topological spaces,
and S, T ⊂ X two subsets such that Sc = T c. Then (fS)c = (fT )c.
Proof of the claim. It suffices to show that fS ⊂ (fT )c. However, clearly we have T ⊂
f−1((fT )c), therefore S ⊂ T c ⊂ f−1((fT )c), whence the contention. ♦
Claim 8.3.21. Let B be any topological ring, J1, J2 ⊂ B two additive subgroups. Denote J1J2
the additive subgroup generated by (j1j2 | j1 ∈ J1; j2 ∈ J2), and define likewise Jc1Jc2 . Then
(J1J2)
c = (Jc1J
c
2)
c for every n ∈ N.
Proof of the claim. Since J1J2 ⊂ Jc1Jc2 , we have (J1J2)c ⊂ (Jc1Jc2)c. For the converse, it suffices
to show that Jc1J
c
2 ⊂ (J1J2)c. However, for every k ∈ N, consider the map
µk : (B
⊕2)⊕k → B (bij | i = 1, 2; j = 1, . . . , k) 7→
k∑
t=1
b1tb2t.
Then Jc1J
c
2 =
⋃
k∈N µk((J
c
1 ⊕ Jc2)⊕k). Now, µk is clearly continuous for the product topology
on (B⊕2)⊕k, and (Jc1 ⊕ Jc2)⊕k is the topological closure of (J1 ⊕ J2)⊕k in this topology, so
µk((J
c
1 ⊕ Jc2)⊕k) is contained in the topological closure in B of µk((J1⊕ J2)⊕k) (claim 8.3.20),
which in turns is contained in (J1J2)
c, whence the contention. ♦
Now, let I be any ideal of c-adic definition of A; by assumption, for every open ideal I ′ of A′
there exists n ∈ N such that (f((In)c)A′)c ⊂ I . Set J := f(I)A′; then J is open in B, and by
claims 8.3.21 and 8.3.20 we deduce that
(f((In)c)A′)c = ((f((In)c))cA′)c = ((f(In))cA′)c = (f(In)A′)c = (Jn)c
whence the contention.
(ii): If I1, I2 are any two ideals of adic definition of A, then there exist n,m ∈ N such that
In1 ⊂ Im2 ⊂ I1. The assertion is an easy consequence : details left to the reader.
(iii.a): The continuity of f is obvious. Suppose that S ⊂ A is a bounded subset, and let
U ′ ⊂ A′ be any open neighborhood of zero; we have to exhibit an open neighborhood of zero
V ′ in A′ such that f(S) · V ′ ⊂ U ′. To this aim, let A0 and A′0 be rings of definition of A and A′,
such that f(A0) ⊂ A′0, and I ⊂ A0 an ideal of adic definition such that IA′0 is an ideal of adic
definition of A′0; we may assume that U is an open ideal of A
′
0, and we may find n,m ∈ N such
that f(In) ⊂ U ′ and S · Im ⊂ In. Thus, f(S) · f(Im) ⊂ U ′, so V ′ := ImA′0 will do.
(iii.b): Let A1 and A
′
1 be rings of definitions of A and A
′ such that f(A1) ⊂ A′1, and J ⊂ A1
an ideal of adic definition such that K := f(J) · A′1 is an ideal of adic definition of A′1. Then
there exist n,m ∈ N such that Jn ⊂ I andKm ⊂ A′0, so thatKn+m = f(Jn) ·Km ⊂ f(I) ·A′0;
especially, f(I) · A′0 is open in A′0. Moreover, since I is topologically nilpotent and finitely
generated in A0, it is easily seen that f(I)A
′
0 is topologically nilpotent in A
′
0; thus f(I)A
′
0 is an
ideal of adic definition of A′0, as stated.
(iii.c) follows easily from (iii.a) and corollary 8.3.14(ii).
(iii.d): By corollary 8.3.15(i), both B and B′ are f-adic rings. Let A0 ⊂ A and A′0 ⊂ A′ be
subrings of definition with f(A0) ⊂ A′0; henceB0 := A0∩B andB′0 := A′0∩B′ are subrings of
definition ofB andB′ respectively, with f(B0) ⊂ B′0 (proposition 8.3.13(ii)); then the assertion
follows from (iii.b).
(iv): Let A0 and A
′
0 be rings of definition of A and A
′; after replacing A0 by A0 ∩ f−1A′0 we
may assume that f(A0) ⊂ A′0 (proposition 8.3.13(ii)); by assumption, f(A0) is open in A′, so
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we may further replace A′0 by f(A
′
0), and assume from start that f restricts to an open surjective
map A0 → A′0. In this case, let I ⊂ A0 be any ideal of adic definition; it follows easily that
f(I) is an ideal of adic definition for A′0, so f is adic.
(v) If f is a continuous open map, then for every pair of open ideals J ⊂ A′ and I ⊂ A with
f(I) ⊂ J , we have f(I) ·A′ ⊂ J , and clearly f(I) ·A′ is open in A′. This shows that f is adic.
Conversely, if f is adic and f(A) is open in A′, let J ⊂ f(A′) be an open ideal of A′. For
every open ideal I ⊂ A, the ideal f(I) ·A′ is open in A′, hence the same holds for f(I) · J ; but
f(I) · J ⊂ f(I), so f(I) is open for every such I , and thus f is open. 
Example 8.3.22. Let (A,T ) be a topological ring, f : A → A′ a surjective ring homomor-
phism, and endow A′ with the topology T ′ induced by A via f . We have :
(i) It is easily seen that a subset U ′ ⊂ A′ is open if and only if U ′ = f(U) for some open
subset U of A. It follows that (A′,T ′) is a topological ring.
(ii) Moreover, if (A,T ) is c-adic, the same holds for (A′,T ′), and f : (A,T )→ (A′,T ′) is
c-adic. Indeed, let I ⊂ A be an ideal of c-adic definition, and set J := f(I); by (i) we know that
f((In)c) is open in A’ for every n ∈ N, and then claim 8.3.20 implies that f((In)c) = (Jn)c,
so the latter is open in A′ for every n ∈ N, again by (i), and the system of such ideals is a
fundamental system of open neighborhoods of 0 in A′.
(iii) Likewise, if (A,T ) is adic (resp. f-adic), the same holds for (A′,T ′), and f is adic
(resp f-adic).
Definition 8.3.23. For any f-adic ring A, set
XA := SpecA X
◦◦
A := SpecA/A
◦◦A.
We call X◦◦A the non-analytic locus of XA and its complementXA \X◦◦A the analytic locus.
Lemma 8.3.24. LetA andB be two f-adic rings, f : A→ B a continuous ring homomorphism,
and set ϕ := Spec f . We have :
(i) X◦◦A = {p ∈ XA | p is open in A}.
(ii) ϕ restricts to a mapX◦◦B → X◦◦A .
(iii) If f is an injective and open map, ϕ restricts to an isomorphism of schemes :
XB \X◦◦B ∼→ XA \X◦◦A .
(iv) The homomorphism f is f-adic if and only if ϕ−1(X◦◦A ) = X
◦◦
B .
(v) Let J ⊂ A be any ideal. Then J is open if and only if SpecA/J ⊂ X◦◦A .
Proof. (i) and (ii) are clear.
(v): If J is open, then the same holds for every prime ideal p containing J ; in light of
(i) it then follows that A◦◦ ⊂ p for every such p, so the radical of J also contains A◦◦, i.e.
SpecA/J ⊂ X◦◦A . Conversely, suppose that the radical of J contains A◦◦, and pick any subring
of definition A0 ⊂ A, and a finitely generated ideal I ⊂ A0 of adic definition; it follows easily
that J contains In for every sufficiently large n ∈ N, so J is open.
Next, let us check that if f is adic, then ϕ−1(X◦◦A ) = X
◦◦
B . Indeed, pick subrings of definition
A0 ⊂ A, B0 ⊂ B such that f(A0) ⊂ B0, and an ideal of adic definition I of A0; then J :=
f(I) · B0 is an ideal of adic definition of B0 (lemma 8.3.19(iii.b)). It is easily seen that X◦◦A =
SpecA/IA andX◦◦B = SpecB/JB, whence the stated condition.
(iii): Notice first that f is f-adic in the current situation, so the foregoing already shows that
ϕ−1(X◦◦A ) = X
◦◦
B . The latter means that XB \X◦◦B =
⋃
s∈A◦◦ SpecBs. Now, let p ∈ XA \X◦◦A
be any non-open prime ideal of A; then there exists s ∈ A◦◦ such that s /∈ p, and it suffices to
check that the localization fs : As → Bs is an isomorphism. However, fs is obviously injective;
let b ∈ B be any element; since A is open in B, there exists n ∈ N such that snb ∈ A, so fs is
surjective as well.
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(iv): By the foregoing, we may assume that ϕ−1(X◦◦A ) = X
◦◦
B , and we check that f is adic.
Indeed, pick a subring of definition B0 ⊂ B; since f is continuous, f−1B0 is open in A0, so
we may find a subring of definition A0 of A such that A0 ⊂ f−1B0 (corollary 8.3.14(ii)). Let
f0 : A0 → B0 be the restriction of f , and set ϕ0 := Spec f0; we get a commutative diagram
XB
ϕ //

XA

XB0
ϕ0 // XA0
whose vertical arrows are induced by the corresponding inclusion maps. The assumption im-
plies that ϕ−1(XA \X◦◦A ) = XB \X◦◦B ; together with (iii), we deduce that ϕ−10 (XA0 \X◦◦A0) =
XB0 \X◦◦B0 , which is equivalent to ϕ−10 (X◦◦A0) = X◦◦B0 . On the other hand, it suffices to show that
f0 is an adic ring homomorphism, so we may replace A and B by A0 and B0, and assume from
start thatA andB are adic topological rings. However, our assumption on ϕ−1(X◦◦A )means that
the radical of f(A◦◦) · B equals B◦◦; now, pick any finitely generated ideal of adic definition I
of A (resp. J of B); then the radical of f(I) ·B also equals B◦◦, and according to (v), the latter
condition implies that f(I) · B is open in B, so f is adic. 
Proposition 8.3.25. With the notation of definition 8.3.23, let U ⊂ XA be a quasi-compact
open subset containing the analytic locus. We have :
(i) There exists a unique ring topologyTU onAU := OXA(U) such that (AU ,TU) is f-adic
and the restriction map ρU : A→ AU is open.
(ii) Suppose moreover that A admits a complete, separated and noetherian ring of defini-
tion. Then (AU ,TU) is complete and separated.
(iii) Let ϕ : A → B be any morphism of f-adic topological rings, such that the image of
Specϕ lies in U . Then the resulting map ϕU : (AU ,TU)→ B is continuous.
Proof. (i): Clearly, there exists a unique topologyTU on AU such that ρU is open and (AU ,TU)
is a topological group for its additive group structure, and we need to check that (AU ,TU) is
a topological ring. Let I be a finitely generated ideal of adic definition for a ring of definition
A0 of A; the assertion comes down to the following. For every a ∈ AU and every n ∈ N there
exists k ∈ N such that
a · ρU(Ik) ⊂ ρU(In).
Now, pick a finite system of generators (f1, . . . , fr) of I , and notice that A
◦◦ is the radical of
the ideal IA◦ in the subring A◦ of A (remark 8.3.10(iv)), hence
(8.3.26) X◦◦A = SpecA/IA.
Let j : U → XA be the inclusion map; then j∗OU is a quasi-coherent OXA-module ([37,
Ch.I, Cor.9.2.2]), and on the other hand, from (8.3.26) and our assumption on U we see that
SpecAfi ⊂ U . Hence
Afi = OXA(SpecAfi) = j∗OU(SpecAfi) = j∗OU(XA)fi = AU [f
−1
i ] for i = 1, . . . , r.
Thus, there existsm ∈ N such that fmi a ∈ ρU(A) for every i = 1, . . . , r. Then there also exists
t ∈ N such that ρU(I t) · fmi a ⊂ ρU(In) for i = 1, . . . , r, and the assertion follows easily. It
is then also clear that the topology TU is f-adic, and ρU (A0) is a ring of definition of AU , with
ρU(I) as ideal of adic definition.
(ii): Let A0 ⊂ A be a noetherian, complete and separated subring of definition; it suffices to
check that A0 ∩Ker ρU is a closed ideal, but this holds, by [89, Th.8.10(i)].
(iii): Let H ⊂ B be any open additive subgroup; then ϕ−1U H contains the open subgroup
ρU(ϕ
−1H), so it is open, whence the contention. 
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Lemma 8.3.27. Let f : (A,TA)→ (B,TB) be a c-adic morphism of topological rings. Then:
(i) The completion map (A,TA) → (A∧,T ∧A ) is c-adic, and A is c-adic if and only if the
same holds for A∧.
(ii) The separated completion f∧ : (A∧,T ∧A )→ (B∧,T ∧B ) of f is c-adic.
(iii) Let Q be any property of ring homomorphisms. If f is a c-adically Q morphism, the
same holds for f∧ (see definition 8.3.18(iii)).
(iv) If the topology TA is I-adic for some finitely generated ideal I ⊂ A, the topology T ∧A
is IA∧-adic.
Proof. (i): Let (Iλ | λ ∈ Λ) be any fundamental system of open ideals of A, and set I∧λ :=
(IλA
∧)c for every λ ∈ Λ. From remark 8.3.3(ii) we see that (I∧λ | λ ∈ Λ) is a fundamental
system of open neighborhoods of zero in A∧, so T ∧A is a linear topology, and the completion
map A → A∧ is c-adic. In view of lemma 8.3.19(i.b), it follows that if A is c-adic, the same
holds for A∧. For the converse, suppose that A∧ is c-adic, and pick an ideal of c-adic definition
of the form (IA∧)c, where I is an open ideal of A; for every n ∈ N we let (In)c (resp. (In)∧)
be the topological closure of In in A (resp. in A∧); then
(In)c = A ∩ (In)∧ for every n ∈ N.
Now, let J ⊂ A be any open ideal; the topological closure J∧ of J in A∧ is open in A∧, so there
exists n ∈ N such that (In)∧ ⊂ J∧, and therefore (In)c ⊂ A ∩ J∧ = J , which says that A is
c-adic with I as ideal of c-adic definition.
(ii): We know already that T ∧A and T
∧
B are both linear topologies. Next, by assumption, for
every open ideal J ⊂ B there exists λ ∈ Λ such that (IλB)c ⊂ J ; it follows that (I∧λB∧)c =
(IλB
∧)c ⊂ (JB∧)c. Likewise, for every λ ∈ Λ there exists an open ideal J of B such that
J ⊂ (IλB)c, and therefore (JB∧)c ⊂ (I∧λB∧)c. Since the family ((JB∧)c | J open in B)
is a fundamental system of open ideals of B, it follows that the same holds for the family
((I∧λB
∧)c | λ ∈ Λ), whence the contention.
(iii): This follows easily from (ii), taking into account the natural isomorphisms
A∧/(IA∧)c
∼→ A/I and B∧/(JB∧)c ∼→ B/J
for every open ideals I ofA and J ofB, as well as the equality : ((IA∧)cB∧)c = (IB∧)c, which
identify the map A∧/(IA∧)c → B∧/(IB∧)c induced by f∧ with the map A/I → B/(IB)c
induced by f .
(iv) follows easily from remark 8.3.3(ii,iv). 
Proposition 8.3.28. Let A be an f-adic topological ring, A0 an open subring of A, and A
∧
0 , A
∧
the separated completions of A0 and respectively A. We have :
(i) A∧ is an f-adic topological ring.
(ii) If A0 is a ring of definition of A, then A
∧
0 is a ring of definition for A
∧.
(iii) The natural map j : A⊗A0 A∧0 → A∧ is a ring isomorphism.
Proof. By corollary 8.2.17(i), the natural map A∧0 → A∧ is an open immersion, so (i) and (ii)
follow from lemma 8.3.27(iv).
(iii): Suppose first that A0 is a ring of definition of A. Since A0 is open in A, the topology
induced by A on B := A/A0 via the projection A → B is discrete, so the completion map
B → B∧ is an isomorphism of topological groups, and there follows a commutative ladder :
0 // A∧0
// A⊗A0 A∧0 //
j

B ⊗A0 A∧0 //
jB

0
0 // A∧0
// A∧ // B // 0
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whose bottom row is short exact, by proposition 8.2.13(v). It follows that the top row is exact
as well, and to conclude, it suffices to check that jB is an isomorphism. To this aim, let us write
B as the colimit of the filtered system (Bλ | λ ∈ Λ) of its finitely generated A0-submodules;
clearly it suffices to show that the restriction jλ : Bλ⊗A0 A∧0 → Bλ of jB is an isomorphism for
every such λ. However, for every λ ∈ Λ there exists an open ideal Iλ ⊂ A0 such that IλBλ = 0,
so jλ factors as the composition of the isomorphism Bλ ⊗A0 A∧0 ∼→ Bλ ⊗A0 A∧0 /IλA∧0 and the
natural identifications Bλ ⊗A0 A∧0 /IλA∧0 ∼→ Bλ ⊗A0 A0/Iλ ∼→ Bλ, whence the contention, in
this case. Next, if A0 is an arbitrary open subring of A, then A0 is an f-adic ring (corollary
8.3.15(i)); we let A1 be a ring of definition of A0, and we notice that A1 is also a ring of
definition for A (proposition 8.3.13(ii)). By the foregoing, both natural maps A0⊗A1 A∧1 → A∧0
and A⊗A1 A∧1 → A∧ are isomorphisms, so the same follows for j. 
Proposition 8.3.29. Let A,B,B′ be three f-adic topological rings and f : B → A, g : B → B′
two f-adic ring homomorphisms. Then we have :
(i) There exists a unique f-adic ring topologyTA′ onA′ := B′⊗BA such that the resulting
diagram (with f ′ := 1B′ ⊗B f and gA := g ⊗B 1A)
(8.3.30)
B
f //
g

A
gA

B′
f ′ // (A′,TA′)
is cocartesian in the category Z-TopAlgZ-lin (notation of definition 8.3.1(v)). Moreover,
both f ′ and gA are f-adic ring homomorphisms.
(ii) Suppose additionally that f is open. Then the same holds for f ′, and (8.3.30) is co-
cartesian in the category Z-TopAlg.
(iii) In the situation of (ii), suppose moreover that B is a ring of definition of A, and g
induces an isomorphism g∧ : B∧
∼→ B′∧ on separated completions; then
(a) gA induces an isomorphism g
∧
A : A
∧ ∼→ A′∧ on separated completions
(b) A′◦ (resp. A′◦◦) is the image of B′ ⊗B A◦ (resp. of B′ ⊗B A◦◦) in A′.
Proof. (i): In light of corollary 8.3.14(i) and lemma 8.3.19(iii.b) we may find subrings of defi-
nitions B0 ⊂ B, A0 ⊂ A and B′0 ⊂ B′ such that f and g restrict to adic ring homomorphisms
f0 : B0 → A0 and g0 : B0 → A′0. Let also I0 ⊂ B0 be an ideal of adic definition; denote
by A′0 ⊂ A′ the image of the induced map A′0 := B′0 ⊗B0 A′0 → A′, and endow A′0 with its
I0A
′
0-adic topology. There exists a unique group topology T
′ on A′ such that A′0 is an open
subgroup, and we claim that T ′ is a ring topology. This comes down to the following assertion.
For every a′ ∈ A′ and every n ∈ N there existsm ∈ N such that
a′ · Im0 A′0 ⊂ In0A′0.
However, we may write a′ as a finite sum of terms of the form b′ ⊗ a, with a ∈ A and b′ ∈ B′,
so we are easily reduced to the case where a′ = b′ ⊗ a for such a and b′. But since f and g are
f-adic, we may find, for every n ∈ N, integers m1, m2 ∈ N such that a · Im10 A0 ⊂ InA0, and
b′ · Im20 B′0 ⊂ B′0; obviouslym := m1+m2 will do. It is now clear that f ′ and gA are both f-adic
ring homomorphisms for this topology TA′ on A′. Lastly, let (C,TC) be any topological ring
whose topology is Z-linear, h : B′ → C and k : A → C two continuous ring homomorphisms
such that k ◦ f = h ◦ g; there follows a unique ring homomorphism l : A′ → C such that
l ◦ i = h and l ◦ gA = k. To conclude, we have to check that l is continuous, and it suffices
to show that the restriction l0 : A
′
0 → C is continuous. But the topology of A′0 agrees with the
quotient topology induced from the I0A
′
0-adic topology TA′0 on A
′
0, so we reduced to checking
that the induced map l0 : (A
′
0,TA′0) → C is continuous in a neighborhood of 0. Thus, let U
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be a neighborhood of 0 in C; since TC is Z-linear, we may assume that U is a subgroup of C.
Moreover, there exists an open neighborhood U ′ of 0 in C such that U ′ ·U ′ ⊂ U . Then we may
find n ∈ N such that k(In0A0), h(In0B′0) ⊂ U ′, so that l0(I2n0 A′0) ⊂ U , whence the contention.
(ii): Indeed, if f is open, we may replace A0 by f(B0) in the foregoing, in which case
the induced map B′0 → A′0 is surjective and open; since the same holds for the projection
A′0 → A′0, we see that f ′ is open. Next, let C be any topological ring, and h, k two continuous
ring homomorphisms as in the foregoing. We have to show that the induced map l : A′ → C
is continuous, and we are again reduced to showing that the same holds for its restriction l0 :
A′0 → C. But we have just seen that the topology of A′0 agrees with the quotient topology
induced by the surjective map f ′0 : B
′
0 → A′ (the restriction of f ′); thus l0 is continuous if and
only if the same holds for l0 ◦ f ′0, and the latter is none else than the restriction of h.
(iii): Indeed, under these assumptions, we get a cocartesian diagram of rings
B′
f ′ //
j

A′

B′∧
g∧−1 // B∧ // B∧ ⊗B′ A′ ∼ // B∧ ⊗B A ∼ // A∧
where j is the completion map, and the righmost isomorphism on the bottom row is provided by
proposition 8.3.28(iii). Since the natural map B∧ → A∧ is injective, it follows especially that
Ker f ′ ⊂ Ker j, and therefore f ′ induce an isomorphism B′∧ ∼→ A′∧0 on separated completions.
Invoking again proposition 8.3.28(iii) we deduce a commutative diagram
B∧ ⊗B A //

B′∧ ⊗B′ A′ // A′∧0 ⊗A′0 A′

A∧
g∧A // A′∧
whose top horizontal and vertical arrows are isomorphisms, so the same holds for the bottom
horizontal arrow. Set A := Im gA, and endow A with the quotient topology induced by A via
the surjection A → A. Recall that the topology of A (resp. of A′) agrees with the topology
induced by A∧ (resp. by A′∧) via the completion map A → A∧ (resp. A′ → A′∧); since we
already know that g∧A is an isomorphism of topological rings, it follows easily that the topology
of A agrees with the topology induced by A′ via the inclusion map A → A′ (details left to
the reader). Moreover, recall that gA is f-adic, so lemma 8.3.19(iii) implies that the image of
B′ ⊗B A◦ lies in A′◦; for the converse, say that x ∈ A′◦, and write x =
∑n
i=1 bi ⊗ ai for some
n ∈ N and elements ai ∈ A, bi ∈ B′, for i = 1, . . . , n. Let I ⊂ B be any ideal of definition; we
may find m ∈ N such that aiIm ⊂ A◦◦ for every i = 1, . . . , n, and since g∧ is an isomorphism,
we may also find b′i ∈ B, b′′i ∈ ImB′ such that bi = g(b′i) + b′′i for i = 1, . . . , n. Clearly b′′i ⊗ ai
lies in the image of B′⊗B A◦◦ for every i = 1, . . . , n, so y := 1⊗ (
∑n
i=1 aib
′
i) ∈ A∩A′◦ ⊂ A◦,
and it remains only to observe that A◦ = gA(A
◦), because the kernel of the surjection A → A
is contained in the kernel of the completion map A→ A∧ (details left to the reader). Likewise,
if x ∈ A′◦◦, then y ∈ A ∩ A′◦◦ = A◦◦ = g(A◦◦), which shows that A′◦◦ lies in the image of
B′ ⊗B A◦◦, and the converse inclusion is obvious. 
8.3.31. Let A be any topological ring; for any two subsets S, T ⊂ A we denote by S · T the
additive subgroup of A generated by {st | s ∈ S, t ∈ T}. We define inductively
T 0 := {1} and T n+1 := T · T n for every n ∈ N.
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Now, let (Tλ | λ ∈ Λ) be any (small) family of subsets of A; then, for every ν ∈ N(Λ) the
additive subgoup
T ν :=
∏
λ∈Λ
T
ν(λ)
λ
is well defined. We consider the polynomial A-algebra
A[X•] := A[Xλ | λ ∈ Λ]
and we also set Xν :=
∏
λ∈ΛX
ν(λ)
λ for every such ν. Furthermore, let UA be the set of all open
neighborhood U of 0 in A, and set
U [T•X•] :=
{ ∑
ν∈N(Λ)
aνX
ν ∈ A[X•] | aν ∈ T ν · U for every ν ∈ N(Λ)
}
for every U ∈ UA.
Proposition 8.3.32. In the situation of (8.3.31), suppose that A is an f-adic ring, and Tλ · A is
an open ideal of A for every λ ∈ Λ, and let A0 ⊂ A be a subring of definition. Then we have :
(i) There exists a unique ring topology TA,T• on A[X•] for which the family
UA[X•] := (U [T•X•] | U ∈ UA)
is a fundamental system of open neighborhoods of 0.
(ii) The topological ring
A[X•]T := (A[X•],TA,T•)
is f-adic, and A0[T•X•] is a subring of definition of A[X•]. Moreover, if I ⊂ A0 is an ideal of
adic definition, then I[T•X•] is an ideal of adic definition for A0[T•X•].
(iii) The structure map h : A → A[X•] is f-adic for the topology TA,T• , and the subset
{tXλ | λ ∈ Λ, t ∈ Tλ} is power bounded in A[X•].
(iv) Moreover, for every f-adic ring B, every family (bλ | λ ∈ Λ) of elements of B, and every
continuous ring homomorphism f : A→ B such that F := {f(t) ·bλ | λ ∈ Λ, t ∈ Tλ} is power
bounded in B, there exists a unique continuous ring homomorphism g : (A[X•],TA,T•) → B
with g ◦ h = f and g(Xλ) = bλ for every λ ∈ Λ.
Proof. (i): Notice that every element of UA[X•] is an additive subgroup of A[X•]; it follows
easily that there exists a unique group topology on A[X•] that admits UA[X•] as a fundamental
system of neighborhoods of 0. Moreover, for U ∈ UA we may find V ∈ UA with V · V ⊂ U ,
whence V [T•X•] · V [T•X•] ⊂ U [T•X•]. Therefore, it remains only to check that for every
P ∈ A[X•] and every U ∈ UA there exists V ∈ UA such that
P · V [T•X•] ⊂ U [T•X•].
To this aim, notice first that, since A is f-adic and Tλ · A is open in A for every λ ∈ Λ, then
T ν · U ∈ UA for every ν ∈ N(Λ) and every U ∈ UA (details left to the reader). Say that
P =
∑
ν∈N(Λ) aνX
ν ; since aν = 0 except for finitely many ν ∈ N(Λ), we may find V ∈ UA
small enough that aν · V ∈ T ν · U for every ν ∈ N(Λ). It is easily seen that such V will do.
(ii): From the foregoing, it is clear that A0[T•X•] is an open subring of A[X•] and I[T•X•] is
an ideal of A0[T•X•]. Moreover, I
n[T•X•] = I[T•X•]
n for every n ∈ N, so the topology TA,T•
induces the I[T•X•]-adic topology on A0[T•X•].
(iii): The continuity of h is obvious; moreover, h restricts to a map A0 → A0[T•X•], and
I · A0[T•X•] = I[T•X•], so h is f-adic. Lastly, we have tXλ ∈ A0[T•X•] for every λ ∈ Λ and
t ∈ Tλ, whence the assertion.
(iv): Obviously there exists a unique map ofA-algebras g : A[X•]→ B such that g(Xλ) = bλ
for every λ ∈ Λ, and it suffices to check that g is continuous. To this aim, for any open additive
subgroup U of B pick V ∈ UB such that F n · V ⊂ U for every n ∈ N. Set alsoW := f−1V ;
then g(W [T•X•]) ⊂ U , whence the contention. 
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8.3.33. Modules of finite type over topological rings. Let (A,TA) be a topological ring, and
M any A-module of finite type. We choose any surjective A-linear map π : A⊕n → M (for
some n ∈ N) and we endow A⊕n := A×· · ·×A with the product of the topologies of its direct
factors, andM with the topology T AM induced by A
⊕n via the map π.
Lemma 8.3.34. With the notation of (8.3.33), the following holds :
(i) The topology T AM is independent of the choice of π.
(ii) π : (A,TA)n → (M,T AM ) is an open map.
Proof. (i): Let π′ : A⊕m → M be any other A-linear surjection; we define π′′ : A⊕n+m =
A⊕n ⊕ A⊕m → M as the unique A-linear map whose restriction to A⊕n ⊕ 0 agrees with π
and whose restriction to 0 ⊕ A⊕m agrees with π′. It suffices to check that the topologies on
M induced by A⊕n and A⊕m via π and respectively π′ agree with the topology T ′′ induced
by A⊕n+m via π′′. Thus, we are reduced to comparing T AM and T
′′. Now, let e1, . . . , en+m
be the standard basis of A⊕n+m, and for each i = 1, . . . , m choose fi ∈ A⊕n ⊕ 0 such that
π′′(fi) = π
′′(ei+n); we consider the A-linear automorphism
ω : A⊕n+m
∼→ A⊕n+m ej 7→
{
ej for j = 1, . . . , n
ej − fj−n for j = n+ 1, . . . , n+m.
Clearly ω : (A,TA)n+m
∼→ (A,TA)n+m is a homeomorphism, and the restriction of π′′ ◦ ω
to A⊕n ⊕ 0 still agrees with π. We may then replace π′′ by π′′ ◦ ω and assume from start that
0 ⊕ A⊕m ⊂ Ker π′′. Now, let U ⊂ M be any subset; we have U ∈ T AM if and only if π−1U
is open in (A,TA)n, and the latter holds if and only if (π−1U) × A⊕m is open in (A,TA)n+m,
which in turn is equivalent to U ∈ T ′′, whence the contention.
(ii): LetU ⊂ A⊕n be any open subset and setU ′ := U+Ker π := {u+v | u ∈ U, v ∈ Ker π};
then U ′ is open in A⊕n and π−1(πU) = U ′, whence the contention. 
Definition 8.3.35. In the situation of (8.3.33), we call T AM the canonical topology of the A-
moduleM of finite type.
Proposition 8.3.36. Let (A,TA) be a topological ring, M1, . . . ,Mk a finite sequence of A-
modules of finite type, (N,TN) a topological A-module and β : M1 × · · · × Mk → N any
A-multilinear map. Then we have :
(i) The canonical topology of the A-moduleM1×· · ·×Mk is the product of the canonical
topologies T AM1 , . . . ,T
A
Mk
.
(ii) β is a continuous map (M1,T
A
M1
)× · · · × (Mk,T AMK )→ (N,TN).
Proof. (i): By a simple induction on k, we are easily reduced to the case where k = 2. Let then
T ′ be the product of the topologies T AM1 and TM2 ; pick A-linear surjections πi : A
⊕ni → Mi
for i = 1, 2. It is easily seen that if U ∈ T ′, then (π1 × π2)−1U is open in (A,TA)n1+n2 , hence
U ∈ T AM1×M2 (details left to the reader). Conversely, if U ∈ T AM1×M2 , then (π1 × π2)−1U is a
union of subsets of the form V1× V2, where Vi ⊂ A⊕n1 is an arbitrary open subset, for i = 1, 2;
therefore (π1 × π2)(V1 × V2) = (π1V1)× (π2V2) ∈ T ′′ since π1 and π2 are open maps (lemma
8.3.34(ii)), and so U ∈ T ′′.
(ii): Pick A-linear surjections πi : A
⊕ni → Mi for i = 1, . . . , k, and set n :=
∑k
i=1 ni and
β ′ := β ◦ (π1 × · · · × πk). It is easily seen that β ′ : (A,TA)n → (N,TN ) is a continuous
map (details left to the reader). Now, let U ⊂ N be any open subset; we have β−1(U) =
(π1 × · · · × πk)(β ′−1U), which is open inM1 × · · · ×Mk, since π1 × · · · × πk is an open map
(lemma 8.3.34(ii)). 
Corollary 8.3.37. Let (A,TA) be any topological ring, B → A a ring homomorphism, I ⊂ A
an ideal,M and N two A-modules of finite type. The following holds :
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(i) (M,T AM ) is a topological A-module.
(ii) Every A-linear surjectionM → N is a continuous open map (M,T AM )→ (N,T AN ).
(iii) If the topology TA is B-linear (resp. I-adic), the same holds for T
A
M .
Proof. Pick an A-linear surjection π : A⊕n →M .
(i): Let σM : M ⊕M →M and µM : A×M →M be respectively the addition law and the
scalar multiplication law ofM ; we need to check that these maps are continuous for the product
topologies (M,T AM )× (M,T AM ) and (A,TA)× (M,T AM ). However, we have the commutative
diagrams
A⊕n ⊕A⊕n σAn //
π⊕π

A⊕n
π

A× A⊕n µAn //
1A×π

A⊕n
π

M ⊕M σM // M A×M µM // M
where σAn and µAn are the addition law and the scalar multiplication law of A
⊕n, which are
clearly continuous for the product topologies. Now, if U ∈ T AM , then V := π−1U is open in
(A,TA)n and W := σ
−1
An(V ) is open in A
⊕n ⊕ A⊕n; hence σ−1M (U) = (π ⊕ π)(W ) is open in
M ⊕M , since π ⊕ π is open (lemma 8.3.34(ii)). Likewise one checks the continuity of µM .
(ii): The continuity of f : M → N follows from (i) and proposition 8.3.36(ii). Next, we
easily reduce to checking that the map f ◦ π : (A,TA)n → (N,T AN ) is open; but this map is
surjective, so the assertion follows from lemma 8.3.34(i).
(iii): Suppose that (Jλ | λ ∈ Λ) is a fundamental system of open neighborhoods of 0 ∈ A
consisting of B-submodules; since π is open, the family (π(J⊕nλ ) | λ ∈ Λ) is a fundamental
system of open neighborhoods of 0 ∈M (details left to the reader); in view of (i), the assertion
follows. Likewise, if TA is the I-adic topology, then (IkA⊕n | k ∈ N) is a fundamental system
of open neighborhoods of 0 ∈ A⊕n, so (IkM | k ∈ N) is a fundamental system of open
neighborhoods of 0 ∈M , i.e. T AM is the I-adic topology ofM . 
Remark 8.3.38. (i) Let (A,TA) be a topological ring and B any finite A-algebra. In light of
proposition 8.3.36(ii) and corollary 8.3.37(i), it is easily seen that (B,T AB ) is a topological A-
algebra; moreover, if TA is the I-adic topology (for some ideal I ⊂ A), then T AB is the IB-adic
topology (corollary 8.3.37(ii)).
(ii) Let N be any finite B-module. On the one hand, we may endow N with its canonical
topology T BN as B-module of finite type (that is, relative to the topological ring (B,T
A
B )); on
the other hand, by restriction of scalars,N is also an A-module of finite type, so we have as well
the canonical topology T AN . We claim that these topologies coincide. Indeed, pick an A-linear
surjection π : A⊕n → B and a B-linear surjection π′ : B⊕m → N ; there follows an A-linear
surjection π⊕m : A⊕nm → B⊕m and by virtue of proposition 8.3.36(i) the product topology of
B⊕m = (B,T AB )× · · · × (B,T AB ) agrees with the topology induced by A⊕nm via π⊕m. Then
the topology T BN is also induced by π
′ ◦ π⊕m, whence the contention.
(iii) In the situation of (i), suppose that the topologyTA is f -adic; letA0 ⊂ A be a subring of
definition, I0 ⊂ A0 a finitely generated ideal of adic definition and (xλ | λ ∈ Λ) a finite system
of generators of I0. Say that B =
∑n
i=1Abi for some elements b1, . . . , bn ∈ B with b1 := 1,
and let π : A⊕n → B be the A-linear surjection such that π(a1, . . . , an) =
∑n
i=1 aibi for every
a1, . . . , an ∈ A. We have a system (cijk | i, j, k = 1, . . . , n) of elements of A such that
bibj =
n∑
k=1
cijkbk for every i, j = 1, . . . , n.
After replacing I0 by I
k
0 for k ∈ N large enough, we may assume that I0cijk ∈ A0 for every
i, j, k = 1, . . . , n. Let B0 ⊂ B be the A0-submodule generated by {1} ∪ {bixλ | λ ∈ Λ, i =
2, . . . , n}. It is easily seen that B0 is a subring of B, and moreover J := π(I⊕n0 ) ⊂ B0, so B0
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is open in B (lemma 8.3.34(ii)). Furthermore, a simple calculation shows that J is an ideal of
B0, and clearly I0B0 ⊂ J . Lastly, the family (π((Ik+10 )⊕n) | k ∈ N) is a fundamental system of
neighborhoods of 0 ∈ B, and we have π((Ik+10 )⊕n) = Ik0J for every k ∈ N, so the topology of
B0 induced by the inclusion into (B,T AB ) is I0B0-adic. We conclude that the topology T
A
B is
f-adic, and the structure map A→ B is f-adic and restricts to an adic finite ring homomorphism
A0 → B0 between subrings of definition.
8.4. Topologically local and topologically henselian rings. Localization and henselization
are basic techniques in the study of commutative algebra; in this section we introduce suitable
variants of these constructions for f-adic topological rings.
Definition 8.4.1. (i) Let A := A be any f-adic ring.
(i) We say that A is topologically local if A◦◦ lies in the Jacobson radical of A◦.
(ii) We say that A is topologically henselian if (A◦, A◦◦) is a henselian pair.
Proposition 8.4.2. Let A be any f-adic ring, and B any open subring of A. We have :
(i) A is topologically local if and only if the same holds for B.
(ii) If A is topologically henselian, then A is also topologically local.
(iii) A is topologically henselian if and only if the same holds for B.
(iv) Suppose that A is topologically henselian, let C be any finite A-algebra, and endow C
with its canonical A-module topology T AC (see remark 8.3.38(i)). Then (C,T
A
C ) is a
topologically henselian f-adic ring.
Proof. (i): Indeed, suppose first that B is topologically local, and let a ∈ A◦◦ be any element;
we may find n ∈ N such that an+1 ∈ B◦◦, therefore 1− an+1 ∈ B◦× and
(1− a)−1 = (1 + a + · · ·+ an)/(1− an+1) ∈ A◦
so a lies in the Jacobson radical ofA◦. Conversely, suppose that A is topologically local, and let
b ∈ B◦◦ be any element; then 1−b ∈ A◦×, and we may find n ∈ N such that bn+1/(1−b) ∈ B◦.
Therefore
(1− b)−1 = bn+1/(1− b) + 1 + b+ · · ·+ bn ∈ B◦
so that b lies in the Jacobson radical of B◦.
(ii): Quite generally, if (R, I) is a henselian pair, then I lies in the Jacobson radical of R
(details left to the reader).
(iii): Indeed, suppose first that B is topologically henselian; then B is topologically local, by
(ii), and therefore the same holds forA, by (i); in view of [52, Rem.5.1.10(ii)] we then see thatA
is topologically henselian if and only if the same holds for the open subringC := B[A◦◦] (which
is f-adic, by corollary 8.3.15(i)). However, it is easily seen that the inclusion map B◦ → C◦ is
integral, and moreover the ideal A◦◦ of C◦ is the radical of B◦◦ · C◦ (details left to the reader).
Then the assertion follows from [52, Rem.5.1.10(i,v)].
In order to prove the converse, consider – for every scheme X – the set oc(X) of all open
and closed subsets of X; clearly any morphism of schemes ϕ : Y → X induces a mapping
oc(ϕ) : oc(X)→ oc(Y ) Z 7→ ϕ−1Z.
With this notation we have, quite generally :
Claim 8.4.3. Let ϕ : Y → X be any closed (resp. open) and surjective morphism of schemes,
and p1, p2 : Y ×X Y → Y the induced projections. Then the diagram of sets
oc(X)
oc(ϕ)
// oc(Y )
oc(p1) //
oc(p2)
// oc(Y ×X Y )
identifies oc(X) with the equalizer of the mappings oc(p1) and oc(p2).
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Proof of the claim. Since ϕ is surjective, oc(ϕ) is injective, and obviously its image lies in
the equalizer of oc(p1) and oc(p2). Conversely, let Z be an open and closed subset of Y such
that p−11 Z = p
−1
2 Z. Since ϕ is surjective, we have Z ⊂ ϕ−1ϕ(Z), and we claim that in fact
Z = ϕ−1ϕ(Z). Indeed, let y ∈ ϕ−1ϕ(Z) be any point; then there exists z ∈ Z such that
ϕ(y) = ϕ(z), and we may find w ∈ Y ×X Y such that p1(w) = z and p2(w) = y. The
condition on Z then implies that y ∈ Z as well, as required. Next, set Z ′ := Y \ Z, and notice
that Z ′ lies as well in the equalizer of oc(p1) and oc(p2), so we have also Z
′ = ϕ−1ϕ(Z ′); it
follows that ϕ(Z)∩ϕ(Z ′) = ∅, and since ϕ is a closed (resp. open) mapping, we conclude that
ϕ(Z) is an open and closed subset ofX whose preimage in Y equals Z, whence the claim. ♦
Now, if A is topologically henselian, the foregoing shows that the same holds for C, and
taking into account lemma 8.3.24(iii), to conclude the proof of (iii) it suffices to remark :
Claim 8.4.4. Let f : R → S be an integral ring homomorphism, I ⊂ R any ideal. Suppose
that the image of the induced morphism of schemes ϕ : SpecS → SpecR contains SpecR \
SpecR/I . Then we have :
(i) I lies in the Jacobson radical of R if and only if IS lies in the Jacobson radical of S.
(ii) The pair (R, I) is henselian if and only if the same holds for the pair (S, IS).
Proof of the claim. Set S ′ := S × (R/I) and let π : R→ R/I be the projection; the pair (f, π)
determines a unique integral ring homomorphism f ′ : R→ S ′, and it is easily seen that the pair
(S, IS) is henselian if and only if the same holds for the pair (S ′, IS ′). Likewise, obviously IS
lies in the Jacobson radical of S if and only if IS ′ lies in the Jacobson radical of S ′. Moreover,
Spec f ′ is surjective; thus, we may replace S by S ′, and assume from start that ϕ is surjective.
(i): Suppose first that I lies in the Jacobson radical of R, and let m ⊂ S be any maximal
ideal; then m′ := ϕ(m) is a maximal ideal of R ([89, Th.9.4(i)]), therefore I ⊂ m′, and hence
IS ⊂ m, so IS lies in the Jacobson radical of S. Conversely, suppose that the latter condition
holds, and let m′ be any maximal ideal of R; by assumption, we may find a prime ideal m of S
with ϕ(m) = m′, and then m must be a maximal ideal, so IS ⊂ m, and finally I ⊂ m′.
(ii): If (R, I) is henselian, the same holds for (S, IS) ([52, Rem.5.1.10(v)]), so we may
assume that (S, IS) is henselian, and we show that the same holds for (R, I). Indeed, let
R→ R′ be any finite ring homomorphism; we have to check that the induced mapR′ → R′/IR′
restricts to a bijection oc(SpecR′)
∼→ oc(SpecR′/IR′). However, set S ′ := R′⊗RS, and notice
that the pair (S ′, IS ′) is henselian (again, by [52, Rem.5.1.10(v)]), and moreover the induced
map SpecS ′ → SpecR′ is surjective; thus, we may replace R by R′, and we reduce to showing
that the projection R → R/I induces a bijection oc(SpecR) → oc(SpecR/I). However, ϕ
is a universally closed morphism ([38, Ch.II, Prop.6.1.10]), so claim 8.4.3 further reduces to
checking that the induced projections S → S0 := S/IS and S ⊗R S → S0 ⊗R S0 induce
bijections
oc(SpecS)→ oc(SpecS0) oc(SpecS ⊗R S)→ oc(SpecS0 ⊗R S0).
In turns, this is clear, since (S, IS) and (S ⊗R S, IS ⊗R S) are both henselian pairs (again, by
[52, Rem.5.1.10(v)]). ♦
(iv): Let A0 ⊂ A be a subring of definition, and I0 ⊂ A0 an ideal of adic definition; by
remark 8.3.38(iii), we know that the topology T AC is f-adic, and C admits a subring C0 of
definition such that the structure map A → C restricts to an adic finite ring homomorphism
A0 → C0. Then the pair (C0, I0C0) is henselian (([52, Rem.5.1.10(v)]), and therefore (C,T AC )
is topologically henselian, by (iii). 
Remark 8.4.5. If A is a topologically local f-adic ring, we have a homeomorphism
(8.4.6) 1 + A◦◦
∼→ 1 + A◦◦ : x 7→ x−1.
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Indeed, say that a ∈ A◦◦; then there exists n ∈ N such that
(8.4.7) 1/(1− a)− (1 + a + · · ·+ an) = an+1/(1− a) ∈ A◦◦
and since A◦◦ is an ideal of A◦, we deduce that 1/(1− a) ∈ 1 + A◦◦. It remains only to check
that (8.4.6) is continuous on A◦◦. However, if a, b ∈ A◦◦, we may write
(1− a)−1 − (1− a− b)−1 = (1− a)−1 · (1− 1/(1− (1− a)−1b))
so we are reduced to checking the continuity of (8.4.6) at the point x = 1, and the latter follows
easily from (8.4.7). Notice that the same argument proves more precisely that
(1 + U)−1 = 1 + U
for every open additive subgroup U ⊂ A◦◦ such that U · U ⊂ U : details left to the reader.
8.4.8. Let A be any f-adic ring, B a ring of definition of A, and I a finitely generated ideal of
adic definition of B. We let
Bloc := (1 + I)
−1B and Aloc := A⊗B Bloc
and endow Bloc with the unique topology such that the localization map B → Bloc is adic,
and Aloc with the unique f-adic ring topology Tloc such that the inclusion map Bloc → Aloc is
open and the induced map A → Aloc is f-adic (proposition 8.3.29(ii)). We claim that Aloc is
topologically local. Indeed, suppose that a ∈ A◦◦loc; we may find n ∈ N such that an ∈ IBloc,
so an = b/(1 + t) for some b, t ∈ I . Therefore, 1 − an = (1 + t − b)/(1 + t) ∈ B×loc, and
arguing as in the proof of proposition 8.4.2(i) we deduce that 1 − a ∈ A×loc, whence the claim.
It follows especially that Aloc is independent of the choice of I : indeed, suppose that J ⊂ I is
another ideal of adic definition for B, and let A′ := (1 + J)−1A; then there exist a unique map
ofA-algebras ρ′ : A′ → Aloc, and a natural isomorphismAloc ∼→ (1+I)−1A′ ofA-algebras that
identifies ρ′ with the localization map; however, the foregoing shows that the image of 1 + I
lies in A′×, so ρ′ is bijective, and a simple inspection then shows that ρ′′ is also an isomorphism
of topological rings. Lastly, let f : A → C be any continuous ring homomorphism of f-
adic rings, with C topologically local, and let C0 be a ring of definition of C, and J an ideal
of adic definition for C0; by the foregoing, we may replace I by a smaller open ideal, and
assume that f(I) ⊂ J . Moreover C0 is topologically local, by proposition 8.4.2(i), whence
f(1 + I) ⊂ 1 + J ⊂ C×0 , so that f factors uniquely through the localization map A → Aloc
and a ring homomorphism g : Aloc → C. Furthermore, g is a continuous map : indeed,
g(IBloc) = g((1+ I)
−1I) ⊂ (1+J)−1J ⊂ J , whence the assertion. Thus, the localization map
ρ : A→ Aloc is initial in the category of topologically local topological A-algebras with f-adic
topologies; especially, the pair (Aloc, ρ) is determined up to unique isomorphism, and we call it
the topological localization of the f-adic ring A.
8.4.9. For any topological ring R, denote by
R-TopAlgf−adic and R-TopHensf−adic
the full subcategories of R-TopAlg whose objects are respectively the f-adic topological R-
algebras, and the topologically henselian f-adic topological R-algebras (definition 8.3.1(iii)).
Now, let again A, B and I as in (8.4.8), denote by (BhI , I
h) the henselization of the pair (B, I),
endow BhI with its I
h-adic topology, and set
Ah := A⊗B BhI .
We endowAh with the unique topologyT hA such that (A
h,T hA ) is an f-adic topological ring, the
natural map BhI → Ah is open and the natural map A → Ah is f-adic (proposition 8.3.29(ii)).
We may then state :
Theorem 8.4.10. With the notation of (8.4.9), the following holds :
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(i) (Ah,T hA ) is a topologically henselian f-adic ring, independent of the choice of B and
I , up to unique isomorphism of topological A-algebras.
(ii) The rule : A 7→ (Ah,T hA ) extends to a functor
Z-TopAlgf−adic → Z-TopHensf−adic
that is left adjoint to the forgetful functor (here Z is endowed with its discrete topology).
Proof. Let us consider as well the full subcategories of Z-TopAlg denoted
Z-TopAlgadic and Z-TopHensadic
whose objects are respectively the adic topological rings, and the adic topological rings R such
that the pair (R,R◦◦) is henselian (notice that R◦◦ is an ideal of R). For every adic ring R, we
let (Rh, (R◦◦)h) the henselization of the pair (R,R◦◦), and we endow Rh with the unique ring
topology T hR such that the natural map R→ Rh is adic. We notice :
Claim 8.4.11. The rule R 7→ (Rh,T hR ) extends to a functor
Z-TopAlgadic → Z-TopHensadic
that is left adjoint to the forgetful functor.
Proof of the claim. More generally, let f : R→ S and g : R→ R′ be two ring homomorphisms,
and I ⊂ R and J ⊂ S two ideals such that :
• f(I) ⊂ J
• J lies in the Jacobson radical ideal of S
• g is unramified, and g ⊗R R/I is an isomorphism.
Then we claim that there exists at most one ring homomorphism h : R′ → S such that h◦g = f .
Indeed, let h, h′ : R′ → S be any two such maps; according to [44, Ch.IV, Prop.17.4.6], the
maximal subscheme U ⊂ SpecS such that (Spech)|U = (Spech′)|U is open and closed in
SpecS, and on the other hand, U contains SpecS/J , since g ⊗R R/I is an isomorphism. But
SpecS/J meets every open and closed subset of SpecS, since J lies in the Jacobson radical
of S, whence the assertion. Next, suppose that the pair (S, J) is henselian, and g is e´tale; in
this case, the map g ⊗R S : S → R′ ⊗R S admits a section s : R′ ⊗R S → S ([44, Ch.IV,
Prop.18.5.4]), and we set h := s ◦ (R′ ⊗R f) : R′ → S. By the foregoing, h is the unique
ring homomorphism such that h ◦ g = f . Now, let (Rh, Ih) be the henselization of the pair
(R, I), and recall that Rh is the colimit of a filtered system (gλ : R → R′λ | λ ∈ Λ) of e´tale
ring homomorphisms such that gλ ⊗R R/I is an isomorphism for every λ ∈ Λ. Summing up,
we conclude that f factors uniquely through a morphism of R-algebras Rh → S. Lastly, if
R and S are adic topological rings, then every continuous ring homomorphism g : R → S
maps I := R◦◦ into J := S◦◦, and if (S, S◦◦) is henselian, the foregoing yields a unique
ring homomorphism fh : Rh → Sh extending f ; to conclude, it suffices to check that fh is
continuous. However, if J ′ is any ideal of adic definition for S, we may find an ideal I ′ of adic
definition for R such that f(I ′) ⊂ J ′; by construction, I ′Rh is an ideal of adic definition of Rh,
and fh(I ′Rh) ⊂ J ′, whence the contention. ♦
(i): Let us check first that Ah is independent of the choice of B and I . Indeed, since B◦◦
is the radical of I , there exists a unique isomorphism ϕ : BhI
∼→ Bh of B-algebras, where
Bh is as in the foregoing; it is then clear that the Ih-adic topology on Bh agrees with the
topology T hB , under the isomorphism ϕ. Let us endow A⊗B Bh with the unique ring topology
such that the natural map Bh → A ⊗B Bh is open (proposition 8.3.29(ii)); it follows that
ϕ⊗B A : Ah ∼→ A ⊗B Bh is an isomorphism of topological A-algebras, which shows that Ah
does not depend on I . By the same token, we also deduce that Ah is topologically henselian
(proposition 8.4.2(iii)). Next, let C ⊂ A be another ring of definition, IC ⊂ C an ideal of
definition of C, and (Ch, IhC) the henselization of the pair (C, IC); endow C
h with its IhC-adic
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topology, set A′ := A ⊗C Ch, and endow again A′ with the unique ring topology such that the
natural map Ch → A′ is open and the induced map A→ A′ is f-adic. We need to show :
Claim 8.4.12. There exists a unique isomorphism of topological A-algebras Ah
∼→ A′.
Proof of the claim. In light of corollary 8.3.14(i) we are easily reduced to the case whereB ⊂ C,
and since we have already established that the construction of Ch and Bh is independent of the
ideals of definition, we may moreover assume that IC = I (details left to the reader). In this
situation, setD := Bh⊗BC; the induced ring homomorphismBh → D identifies Ih = Bh⊗BI
with the ideal ID of D, and therefore the pair (D, ID) is henselian ([52, Rem.5.1.10(ii)]). Let
us endow D with its ID-adic topology; then D◦◦ is the radical of ID, and therefore D is
topologically henselian ([52, Rem.5.1.10(i)]); moreover, the natural map C → D is continuous,
so by claim 8.4.11 it factors uniquely through a continuous map Ch → D of C-algebras. We
claim that the latter is an isomorphism of topological rings. Indeed, let E be any other object
of Z-TopHensadic; any continuous ring homomorphism B → E admits a unique continuous
extensionBh → E, so the set of continuous ring homomorphismsD → E is in natural bijection
with the set of continuous ring homomorphisms C → E, and the latter are as well in natural
bijection with the set of continuous ring homomorphisms Ch → E, whence the claim (details
left to the reader). There follows an isomorphism of A-algebras
ψ : Ah
∼→ A⊗C D ∼→ A′
and since the structure maps of these A-algebras are f-adic, it is clear that ψ is an isomorphism
of topological rings. Furthermore, suppose that ψ′ : Ah
∼→ A′ is another isomorphism of
topologicalA-algebras, and set R := ψ(Bh) ·ψ′(Bh); thenR is a ring of definition ofA′ (corol-
lary 8.3.14(i)), so it is an object of Z-TopHensadic (proposition 8.4.2(iii)), and the restrictions
Bh → R of ψ and ψ′ agree on B. By claim 8.4.11, it follows that ψ and ψ′ agree on Bh, and
therefore they coincide, whence the contention. ♦
Lastly, let f : A → R be any continuous ring homomorphism from A to a topologically
henselian f-adic topological ring, and pick any ring of definition R0 of R; after replacing B by
B ∩ f−1R0 we may assume that f restricts to a map f0 : B → R0 (proposition 8.3.13(ii)),
and since R0 is topologically henselian (proposition 8.4.2(iii)), the map f0 factors uniquely
through a continuous ring homomorphism fh0 : B
h → E (claim 8.4.11). The datum of f and
fh0 determines a unique continuous map of A-algebras A
h → E (proposition 8.3.29(ii)), so the
proof is concluded. 
Definition 8.4.13. Let A be any f-adic topological ring. The topological A-algebra (Ah,T hA )
provided by theorem 8.4.10 is called the topological henselization of A.
Corollary 8.4.14. Let A be any f-adic topological ring, and denote byAloc, A
h, A∧ respectively
the topologically localization, the topological henselization, and the separated completion ofA.
The following holds :
(i) The localization map A → Aloc and the henselization map A → Ah induce isomor-
phisms of topological rings on separated completions :
Ah∧
∼←− A∧ ∼→ A∧loc.
(ii) The inclusion maps A◦ → A and A◦◦ → A induce natural identifications :
(A◦)loc
∼→ (Aloc)◦ (A◦)h ∼→ (Ah)◦ (A◦)∧ ∼→ (A∧)◦
A◦◦ ⊗A◦ A◦loc ∼→ (Aloc)◦◦ A◦◦ ⊗A◦ A◦h ∼→ (Ah)◦◦ (A◦◦)∧ ∼→ (A∧)◦◦.
(iii) Let R be any open subring of A◦, and denote by (Rh, R◦◦h) the henselization of the
pair (R,R◦◦). Then we have :
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(a) There exists a unique ring topology T hR on R
h such that the natural map R→ Rh
is f-adic and (Rh,T hR ) is isomorphic to the topological henselization of R.
(b) Endow A⊗R Rh with the unique f-adic topology such that the natural map Rh →
A ⊗R Rh is open (see proposition 8.3.29(ii)). There exists a unique isomorphism
of topological A-algebras Ah
∼→ A⊗R Rh.
Proof. (i): LetB be any ring of definition ofA; a simple inspection of the construction in (8.4.8)
shows that the natural map
A′ := A⊗B Bloc → Aloc
is an isomorphism of topological rings, for the f-adic topology on A′ described in proposition
8.3.29(ii). Moreover, the localization map B → Bloc clearly induces an isomorphism B∧ ∼→
(Bloc)
∧. Then the assertion forA∧loc follows from proposition 8.3.29(iii.a). Likewise, the natural
map B → Bh induces an isomorphism on separated completions, so the same argument yields
the assertion for Ah∧.
(ii): The assertions for (Aloc)
◦ and (Aloc)
◦◦ follow by the same token, from proposition
8.3.29(iii.b). Likewise, we get the assertions for (Ah)◦ and (Ah)◦◦. In the case of the comple-
tion functor, we know that the natural map A ⊗B B∧ → A∧ is an isomorphism of topological
rings (proposition 8.3.28(iii)), so we may still apply proposition 8.3.29(iii) to deduce that (A∧)◦
(resp. (A∧)◦◦) is the topological closure in A∧ of the image of A◦ (resp. of A◦◦).
(iii): Suppose first that R = A; especially, A◦ = A. Then, according to corollary 8.3.14(iv),
the ring A is the filtered union of the system (Bλ | λ ∈ Λ) of its subrings of definitions contain-
ing B, whence an induced isomorphism of A-algebras
Ah
∼→ colim
λ∈Λ
Bλ ⊗B Bh
where Bh denotes the topological henselization of B. On the other hand, B is also a subring of
definition of Bλ, and B
◦◦
λ = Bλ ∩B◦◦ for every λ ∈ Λ. Let (Bhλ, Jλ) be the henselization of the
pair (Bλ, B
◦◦
λ ); by theorem 8.4.10(i) we deduce a unique isomorphism
Bhλ
∼→ Bλ ⊗B Bh for every λ ∈ Λ
of topological Bλ-algebras. Lastly, we have a unique isomorphism of A-algebras
colim
λ∈Λ
Bhλ
∼→ Rh
whence the sought isomorphism ϕ : Ah
∼→ Rh of A-algebras. The uniqueness of ϕ follows
from the universal property of the henselization functor. If we may endowRh with the topology
induced from Ah via ϕ, clearly both (iii.a) and (iii.b) hold in this case.
Next, if R ⊂ A◦ is an arbitrary open subring, choose a ring of definition B of A contained in
R; by the foregoing case, Rh is naturally isomorphic to the topological henselization of R, so
that we have unique isomorphisms
Rh
∼→ R⊗A0 Ah0 Ah ∼→ A⊗A0 Ah0
respectively of topological R-algebras and topological A-algebras, such that both natural maps
Ah0 → Rh and Ah0 → Ah are open. There follows an isomorphism of topological A-algebras
ϕ : Ah
∼→ A ⊗R Rh as sought. The uniqueness of ϕ follows again from the universal property
of the topological henselization Ah of A. 
8.5. Graded structures on topological rings. Let Γ be a monoid, A :=
⊕
γ∈Γ Aγ a Γ-graded
ring, and T a topology on A. The Γ-graded structure of A is not usually inherited by the com-
pletion (A,T )∧ of (A,T ). This observation motivates the following definition, that introduces
a more flexible notion of graded structure on topological rings, preserved under completions
and related operations.
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Definition 8.5.1. Let (A,T ) be a separated topological ring, Γ a monoid.
(i) A Γ-pre-graded structure on (A,T ) is a datum (A,B,Γ) consisting of a subring B ⊂ A
with a Γ-graded Z-algebra structure B on B (definition 7.6.9(i)) such that the following holds :
(a) The topology induced onB byT agrees with the linear topology defined by a cofiltered
system of graded ideals of B (see definition 7.6.9(iii)).
(b) B is a dense subset of A.
(ii) A Γ-graded structure on (A,T ) is a Γ-pre-graded structure (A,B) such that grγB is a
closed subset of A, for every γ ∈ Γ.
(iii) Let (A,B,Γ) and (A′, B′,Γ′) be two topological rings with pre-graded structures. A
morphism of topological rings with pre-graded structures (A,B) → (A′, B′) is a pair (f, ϕ)
consisting of a continuous ring homomorphism f : A → A′ and a morphism of monoids
ϕ : Γ → Γ′ such that f(B) ⊂ B′, and such that the restriction f|B : B → B′ induces a
morphism of Γ-graded Z-algebras (notation of definition 7.6.9(iv))
B → Γ×Γ′ B′.
Clearly, we get therefore a category of topological rings with pre-graded structures :
pre-gr.TopAlg.
We also have the full subcategory of pre-gr.TopAlg denoted
gr.TopAlg
whose objects are the topological rings with graded structures.
Remark 8.5.2. Let (Γ,+, 0) be a monoid, (A,B) a Γ-pre-graded structure on the topological
ring (A,T ). Pick a fundamental system (Jλ | λ ∈ Λ) of graded open ideals of B, and endow
grγB with the topology Tγ induced by T , for every γ ∈ Γ.
(i) Since Jλ =
⊕
γ∈Γ grγJλ for every λ ∈ Λ, the topology Tγ agrees with the linear topol-
ogy defined by the cofiltered system of gr0B-submodules (grγJλ | λ ∈ Λ), for every γ ∈ Γ.
Moreover, a graded ideal I of B is closed in the topology of B if and only if grγI is closed in
grγB for every γ ∈ Γ. Indeed, since I ∩ grγB = grγI for every such γ, the condition is clearly
necessary. Conversely, notice that the natural projection πγ : B → grγB is continuous for every
γ ∈ Γ, hence the same holds for the composition ργ : B → grγB/I of πγ with the quotient map
grγB → grγB/I; now, if grγI is closed in grγB, the topology of grγB/I is separated, hence
Ker ργ is closed in B, and to conclude it suffices to remark that I is the intersection of such
kernels, for γ ranging over all elements of Γ.
(ii) For every γ ∈ Γ, denote by (grγB∧,T ∧γ ) the completion of (grγB,Tγ). Also, let grγJ∧λ
be the topological closure of grγJλ in grγB
∧, for every λ ∈ Λ and γ ∈ Γ, and set
J ′λ :=
∏
γ∈Γ
grγJ
∧
λ B
′ :=
∏
γ∈Γ
grγB
∧ J ′′λ :=
⊕
γ∈Γ
grγJ
∧
λ B
′′ :=
⊕
γ∈Γ
grγB
∧.
Notice that B′′ (resp. B′) is a ring (resp. a gr0B-module), and J
′′
λ (resp. J
′
λ) is an ideal of
B′′ (resp. a gr0B-submodule of B
′), for every λ ∈ Λ. We endow B′ with the linear topology
defined by the cofiltered system of submodules (J ′λ | λ ∈ Λ). Notice that B′ is complete and
separated, and the induced map
jB : B → B′
is continuous; more precisely, the topology of B agrees with the topology induced by B′ via
jB . Moreover, for every γ ∈ Γ, let π′γ : B′ → grγB∧ be the projection; since J ′λ ⊂ π′−1γ (grγJλ)
for every λ ∈ Λ, we see that π′γ is continuous for the topology Tγ , for every γ ∈ Γ.
(iii) Next, since B is dense in A, the inclusion map B → A extends uniquely to an iso-
morphism between the completion (A∧,T ∧) of (A,T ) and the completion of B (theorem
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8.2.8(iii)); it follows that jB factors uniquely through a continuous map of topological gr0B-
modules
jA : A
∧ → B′ a 7→ (aγ | γ ∈ Γ)
and jA is injective, since the topology of B is induced by that of B
′ (proposition 8.2.13(i)). For
every γ ∈ Γ we call π∧γ := π′γ ◦ jA : A∧ → grγB∧ : a 7→ aγ the canonical γ-projection and set
aS :=
∑
γ∈S
aγ for every a ∈ A∧ and every finite subset S ⊂ Γ.
(iv) For every finite subset S ⊂ Γ, let iS : grSB :=
⊕
γ∈S grγB → A be the inclusion map;
since Jλ is a graded ideal for every λ ∈ Λ, it is easily seen that the topology on grSB induced
by A via iS is the product topology
∏
γ∈S Tγ . Hence, iS extends uniquely to a continuous map∏
γ∈S
(grγB
∧,T ∧γ ) = (grSB)
∧ → (A∧,T ∧)
which is still injective (proposition 8.2.13(i)), whence an injective map B′′ → A∧. We endow
the Γ-graded ring B′′ := (B′′, gr•B
′′) with the topology induced from A∧ via this map, and set
(A,B)∧ := (A∧, B′′).
(v) Notice that, in case Γ 6= 0, the separation condition on T can be deduced from condition
(b) in definition 8.5.1 : indeed, if γ, γ′ are two distinct elements of Γ, we have
{0}c ⊂ grγB ∩ grγ′B = 0
whence the contention. Thus, the separation condition in definition 8.5.1 only serves to rule out
the somewhat trivial case of a non-separated topological space A endowed with the {0}-graded
Z-algebra structure.
Proposition 8.5.3. Let (Γ,+, 0) be a monoid, (A,B) a Γ-pre-graded structure on the topolog-
ical ring (A,T ). We have :
(i) The topology T is linear.
(ii) In the situation of remark 8.5.2(iii), the system (aS | S ⊂ Γ), with S ranging over the
filtered set of finite subsets of Γ, is a Cauchy net in B′′, whose unique limit point is a.
(iii) In the situation of remark 8.5.2(iv), the datum (A,B)∧ is a Γ-graded structure on
(A∧,T ∧).
(iv) The inclusion functor gr.TopAlg→ pre-gr.TopAlg admits a left adjoint
pre-gr.TopAlg→ gr.TopAlg (A,B,Γ) 7→ (A,B,Γ)c
that assigns to each topological ring with pre-graded structure its associated graded
structure.
Proof. Fix a fundamental system (Jλ | λ ∈ Λ) of graded open ideals of B.
(i): Since A is separated, the completion map (A,T ) → (A∧,T ∧) is injective, B is nat-
urally identified with a dense subring of A∧, and the inclusion map B → A∧ extends to an
isomorphism between (A∧,T ∧) and the completion B∧ of B ([28, Ch.II, §3, n.7, Prop.13]).
However, for every λ ∈ Λ, let Jcλ be the topological closure of Jλ in B∧; then (Jcλ | λ ∈ Λ) is
a fundamental system of open ideals in B∧ (remark 8.3.3(ii)), and lastly, (Jcλ ∩ A | λ ∈ Λ) is a
fundamental system of open ideals in A, whence the contention.
(iii): By remark 8.2.7(iv), the subset grγB
′′ is closed in the topology of A∧, for every γ ∈ Γ.
Moreover, B ⊂ B′′, so B′′ is dense in A∧. In light of the proof of (i), it remains only to check
that Jcλ ∩ B′′ = J ′′λ , for every λ ∈ Λ. To this aim, say that x ∈ B′′ ∩ Jcλ for some such λ; then
there exists a finite subset S ⊂ Γ such that x =∑γ∈S xγ with xγ ∈ grγB′′ for every γ ∈ S. It
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follows that π∧γ (x) = xγ for γ ∈ S and π∧γ (x) = 0 otherwise. On the other hand, from claim
8.3.20 we get
π∧γ (x) ∈ π∧γ (Jcλ) ⊂ (πγ(Jλ))c = grγJ∧λ
and the contention follows.
(ii): In the light of the proof of (iii), we have to check that for every λ ∈ Λ there exists a
finite subset SJ ⊂ Γ such that aS − aS′ ∈ J ′′λ for every finite subsets S, S ′ ⊂ Γ containing
SJ . However, the proof of (i) shows that the topological closure J
c
λ of Jλ in A is an open ideal
of A; since B is dense in A, it follows that there exists b ∈ B such that a − b ∈ Jcλ. Write
b =
∑
γ∈T bγ for some finite subset T ⊂ Γ; in view of claim 8.3.20, we deduce that
π∧γ (b− a) = bγ − aγ ∈ π∧γ (Jcλ) ⊂ πγ(J)c = grγJ∧λ for every γ ∈ Γ
(notation of remark 8.5.2(ii)). Especially, aγ ∈ grγJ∧λ for every γ ∈ Γ \ T , and consequently
π∧γ (aS−aS′) ∈ grγJ∧λ for every γ ∈ Γ and every S, S ′ ⊂ Γ containing T ; i.e. aS−aS′ ∈ J ′′λ for
every such S, S ′, so that SJ := T will do. By the same token, a− aS = (a− b)+ (b− aS) ∈ Jcλ
for every finite subset S ⊂ Γ containing T , so a is the unique limit of this Cauchy net.
(iv): For every γ ∈ Γ, let grγBc be the topological closure of grγB in A, and set Bc :=
⊕γ∈ΓgrγBc; clearlyBc ⊂ B′′, and in light of (iii), it is clear that the pair (A,Bc) is a topological
ring with graded ring structure. Moreover, if (f, ϕ) : (A,B,Γ) → (X, Y ,Γ′) is any morphism
to a topological ring with graded structure, then claim 8.3.20 implies easily that f maps Bc into
Y , so we get the sought left adjoint by setting (A,B,Γ)c := (A,Bc,Γ). 
Example 8.5.4. Let Γ be a monoid and (A,B) a topological ring with Γ-graded structure. We
have the following elementary operations :
(i) If I ⊂ B is any graded ideal, let Ic (resp. IA) be the topological closure of I in B
(resp. in A), and endow A/IA with the quotient topology arising from the projection A →
A/IA. Remark 8.5.2(i) implies that I
c is a graded ideal of B : namely grγI
c is the topological
closure of grγI in B, for every γ ∈ Γ. It follows that B/Ic is a Γ-graded subring of A/IA,
and the topology induced by A/IA on B/I
c agrees with the quotient topology induced by B
(lemma 8.2.3(ii)), so the former is linear, and we get therefore a topological ring with pre-graded
structure (A/IA, B/I
c). We then may form the associated graded structure
(A,B)/I := (A/IA, B/I
c)c
(notation of proposition 8.5.3(iv)). Explicitly, this is the pair (A/IA, C), where
grγC := (Im(grγB → A/IA))c = (grγB/Ic)c for every γ ∈ Γ.
(ii) Keep the situation of (i), and suppose additionally thatA is complete and separated. Then
we claim that Im(grγB → A/IA) is already closed in A/IA, so the graded subring of A/IA is
just B/Ic in this case. Indeed, under these assumptions grγB is also complete and separated,
hence the canonical γ-projection π∧γ : A/IA → grγC∧ factors through the completion map
grγ(B/I
c) → grγC∧; on the other hand, π∧γ restricts to an injective map grγC → grγC∧, so
there results an injective map grγC → grγ(B/Ic), whose restriction to grγ(B/Ic) is the identity
map. Thus, grγC = grγ(B/I
c), as stated.
(iii) Lastly, let C := (C, gr•C) ⊂ B be any closed Γ-graded subring, and we endow C and
the topological closureCc ofC inAwith the topologies induced fromA; then grγC = C∩grγB
is closed in grγB, and hence also in A, for every γ ∈ Γ, so the pair
(A,B) ∩ C := (Cc, C)
is again a topological ring with Γ-graded structure.
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8.5.5. Let p ≥ 2 be a prime integer, (A,B) any Γ-graded topological ring, a ∈ A∧ any
element, and (aγ | γ ∈ Γ) the sequence attached to a, as in remark 8.5.2(iii). For every finite
subset S ⊂ Γ, let S∗ be the set of non-constant mappings {1, . . . , p} → S; choose also a cyclic
subgroup G of order p of the group of permutations of {1, . . . , p}, and endow S∗ with the right
G-action given by the rule : g(ϕ) := ϕ ◦ g for every g ∈ G and ϕ ∈ S∗. Clearly, for every
ϕ ∈ S∗, the product aϕ(i) · · · aϕ(p) depends only on the class ϕ of ϕ in S∗/G, so we denote it aϕ.
Also, notice that every such class ϕ has cardinality p, since p is a prime; with this notation, we
may then write
(ap)S = cS + p · dS where cS :=
∑
γ∈S
(aγ)
p and dS :=
∑
ϕ∈S∗/G
aϕ.
Lemma 8.5.6. With the notation of (8.5.5), we have :
(i) The systems (cS | S ⊂ Γ) and (dS | S ⊂ Γ) are Cauchy nets in B′′.
(ii) Suppose moreover that the topology of A is coarser than the p-adic topology, and the
p-Frobenius pΓ of Γ is injective. Then the following conditions are equivalent :
(a) a is topologically nilpotent in A∧.
(b) aγ is topologically nilpotent in B
′′ for every γ ∈ Γ.
Proof. (i): According to proposition 8.5.3(ii), for every open graded ideal J ⊂ B′′ there exists
a finite subset SJ ⊂ Γ such that aγ ∈ grγJ for every γ ∈ Γ \ SJ . Now, if S ⊂ Γ is any finite
subset containing SJ , let S
∗
1 be the subset of S
∗ consisting of all mappings {1, . . . , p} → S
whose image is contained in SJ , and set S
∗
2 := S
∗ \ S∗1 . Clearly aϕ ∈ J for every ϕ ∈ S∗2/G
(notation of remark 8.5.2(ii)), and S∗1 is (finite and) independent of S, whence dS − dS′ ∈ J
for every finite subsets S, S ′ ⊂ Γ containing SJ . The assertion for dS follows. Likewise, it
is clear that cS − cS′ ∈ Jp for every S, S ′ as in the foregoing, so the assertion for cS follows
immediately.
(ii): Let I ⊂ B be any graded open ideal; by assumption there exists n ∈ N such that
pn ∈ B. We consider the image a of a in the quotient topological ring with Γ-graded structure
(A,B)/(I+pB), as in example 8.5.4, whose underlying topological ring isA/J , where J is the
topological closure of I + pB in A. Let also I∧ (resp. J∧) be the topological closure of I (resp.
of J) in A∧. Then the system of γ-projections (aγ | γ ∈ Γ) of a is the image of (aγ | γ ∈ Γ).
Now, if a is topologically nilpotent, we may find k ∈ N such that apk = 0; since p ∈ J and
since pΓ is injective, assertion (i) implies that (aγ)
pk = 0 for every γ ∈ Γ, i.e. (aγ)pk ∈ J∧,
and therefore (aγ)
pkn ∈ (J∧)n ⊂ I∧ (claim 8.3.21). Since I is arbitrary, this shows that aγ
is topologically nilpotent for every γ ∈ Γ. Conversely, if the latter condition holds, for every
γ ∈ Γ there exists i ≥ n such that apiγ = 0. On the other hand, notice that the topology of A/J
is discrete, so A/J = B/Ic, where Ic denotes the topological closure of I in B; especially,
there exists a finite set S ⊂ Γ such that aγ = 0 for every γ ∈ Γ \ S. Thus, we may find j ≥ n
large enough, such that ap
j
γ = 0 for every γ ∈ Γ; but then (i) implies that apj = 0, and again,
since I is arbitrary, this implies that a is topologically nilpotent. 
Example 8.5.7. (i) Let Γ,∆ be two monoids, and (A,B) a topological ring with ∆-graded
structure. Endow the ring A[Γ] with the unique topology such that the inclusion map A→ A[Γ]
is adic, and B[Γ] with its natural∆⊕ Γ-graded structure. Then we claim that the pair
(A,B)[Γ] := (A[Γ], B[Γ])
is a topological ring with ∆ ⊕ Γ-graded structure. Indeed, let (Iλ | λ ∈ Λ) be a fundamental
system of ∆-graded open ideals for B; then the family (Icλ[Γ] | λ ∈ Λ) is a fundamental system
of open ideals for A[Γ], and Icλ[Γ] ∩ B[Γ] = Iλ[Γ] for every λ ∈ Λ. Moreover, it is easily seen
that the projection pγ : A[Γ] → A :
∑
γ′∈Γ γ · aγ 7→ aγ is a continuous map, for every γ ∈ Γ;
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now, each direct summand gr(δ,γ)B[Γ] equals p
−1
γ (grδB)
⋂
γ′ 6=γ(Ker pγ′), so it is a closed subset,
whence the contention.
(ii) Let ϕ : Γ→ Γ′ be any morphism of monoids, (A,B) any topological ring with Γ-graded
structure. We obtain a topological ring with Γ′-pre-graded structure (A,B/Γ′), and by virtue of
proposition 8.5.3(iv), we may then form the associated Γ′-graded structure
(A,B)/Γ′ := (A,B/Γ′)
c.
(iii) In the situation of (ii), notice also that the pair (1A, ϕ) yields a morphism of topological
rings with graded structures :
(A,B,Γ)→ (A,B,Γ)/Γ′ .
Moreover, suppose that (A,D,Γ′) is another Γ′-graded structure onA, such that (1A, ϕ) induces
a morphism of topological rings with graded structures
(A,B,Γ)/Γ′ → (A,D,Γ′)
and set (A,C) := (A,B,Γ)/Γ′ . Then we claim that D = C. Indeed, by assumption grγ′D is
closed in A, hence also in grγ′C, for every γ
′ ∈ Γ′; arguing as in remark 8.5.2(i) we easily see
that D is a closed subset of C, whence the contention, as D is dense in A, hence also in B.
We deduce that the morphism (1A, ϕ) enjoys the following universal property. For every
morphism (f, ψ) : (A,B,Γ)→ (A′, B′,Γ′) such that ψ factors through ϕ, there exists a unique
morphism of topological rings with Γ′-graded structures (f, 1Γ′) : (A,B,Γ)/Γ′ → (A′, B′,Γ′)
such that (f, ψ) = (f, 1Γ′) ◦ (1A, ψ).
8.5.8. To state the following proposition 8.5.11, it is convenient to introduce a special class of
monoids; we shall say that a monoid (Γ,+, 0) is weakly integral if we have the following partial
cancellation property :
2 · γ + δ = 2 · γ + δ′ ⇒ γ + δ = γ + δ′ for every γ, δ, δ′ ∈ Γ.
Lemma 8.5.9. Let (Γ,+, 0) be any monoid, n ≥ 2 any integer, and suppose that the n-
Frobenius endomorphism of Γ is injective. Then Γ is weakly integral.
Proof. Indeed, let γ, δ, δ′ ∈ Γ be three elements such that 2 · γ + δ = 2 · γ + δ′. Then clearly
n · γ + δ = n · γ + δ′. A simple induction on k then shows that n · γ + k · δ = n · γ + k · δ′ for
every k ∈ N. Especially n · (γ + δ) = n · (γ + δ′), whence γ + δ = γ + δ′, as required. 
Lemma 8.5.10. Let (Γ,+, 0) be a weakly integral monoid, (A,B) a topological ring with Γ-
graded structure, a ∈ A, α ∈ Γ and f ∈ grαB any three elements. Then we have :
(i) π∧2α+δ(f
2a) = f · π∧α+δ(fa) for every δ ∈ Γ.
(ii) π∧γ (fa) = 0 whenever γ /∈ α+ Γ.
Proof. Since πγ is a continuous map for every γ ∈ Γ, it suffices to check these identities for
a ∈ B, and then there exists a finite subset S ⊂ Γ such that a = aS .
(ii): We have fa =
∑
δ∈S f · π∧δ (a), and f · πδ(a) ∈ grα+δB for every δ ∈ S, whence the
assertion.
(i): Clearly π∧2α+δ(f
2a) =
∑
γ∈T a · π∧γ (fa), where T := {γ ∈ S | α + γ = 2α + δ}. But
due to (ii), we have π∧γ (fa) = 0 unless γ ∈ α + Γ, so we may replace T by the subset of all
elements of the form α+δ′ such that 2α+δ′ = 2α+δ. Since Γ is weakly integral, T = {α+δ},
whence the assertion. 
Proposition 8.5.11. Let (Γ,+, 0) be a monoid, (A,B) a Γ-graded structure on the topological
ring (A,T ), and i0 : gr0B → A the inclusion map. We have :
(i) Suppose that the topology of A is f-adic, complete and separated. Then :
(a) There exists a finitely generated graded ideal J of B such that JA is an ideal of
adic definition for A.
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(b) If moreover, J = (gr0J) · B or else Γ is weakly integral, T induces on B the
J-adic topology.
(ii) Suppose that i0 is c-adic. Then A is c-adic if and only if the same holds for gr0B.
(iii) Suppose that A is complete and separated, and i0 is c-adic. Then A is f-adic if and
only if the same holds for gr0B.
Proof. (i.a): Let I be any finitely generated ideal of adic definition of A; by assumption, we
may find a graded ideal IB of B and an integer n ∈ N with In ∩B ⊂ IB ⊂ I . For every subset
S of A we denote as usual by Sc the topological closure of S in A; since In is an open and
closed subset of A, we have
In = In ∩ Bc = (In ∩B)c ⊂ (In ∩ IB)c
so that In = (In ∩ IB) + In+1. We may then find a finitely generated graded subideal J of IB
such that In = (In∩J)+In+1. On the other hand, sinceA is I-adically complete and separated,
the ideal I is contained in the Jacobson radical of A (remark 8.3.10(v)), so that In = (In∩J)A,
by Nakayama’s lemma, and therefore In ⊂ JA; by construction, we have as well JA ⊂ I , so
J is an ideal with the sought properties.
(i.b): We prove more precisely :
Claim 8.5.12. In the situation of (i), let J ⊂ B be any graded ideal, and suppose that either one
of the following conditions holds :
(a) Γ is integral.
(b) Γ is weakly integral and JA is open in A.
(c) J = (gr0J) · B.
Then J = B ∩ JA for every n ∈ N.
Proof of the claim. Say that x ∈ B ∩ JA, so we may find a mapping ϕ : {1, . . . , k} → Γ and
elements ai ∈ grϕ(i)J , yi ∈ A for i = 1, . . . , k, such that x =
∑k
i=1 aiyi, as well as a finite
subset S ⊂ Γ such that x = xS . Suppose first that J = (gr0J) · B, in which case we may
assume that ai ∈ gr0J for i = 1, . . . , k; we compute
x =
∑
γ∈S
k∑
i=1
ai · π∧γ (yi)
whence the claim, in this case. Next, suppose that Γ is integral, so that the natural map Γ→ Γgp
is injective; we may then replace Γ by Γgp, and assume from start that Γ is an abelian group.
We compute
x =
∑
γ∈S
k∑
i=1
ai · π∧γ−ϕ(i)(yi)
so the claim follows also in this case. Lastly, suppose that condition (b) holds; then we may find
homogeneous elements f1, . . . , fr ∈ J such that
∑r
i=1 fiA is an open ideal of A, and the same
holds therefore for the ideal I :=
∑r
i=1 f
2
i A. Next, we may find y
′
i ∈ B such that yi−y′i ∈ I for
i = 1, . . . , k, and clearly it suffices to check that x′ := x−∑ki=1 y′iai ∈ J . We may then replace
x by x′, and assume as well that x ∈ I; in this case, lemma 8.5.10 says that πγ(x) ∈
∑r
i=1 fiB
for every γ ∈ S, whence the contention. ♦
(ii): Due to lemma 8.3.27(i) and proposition 8.5.3(iii), we may replace (A,B) by (A,B)∧,
after which we may assume that A is complete and separated. We know already that if the
topology of gr0B is c-adic, the same holds for T (lemma 8.3.19(i.b)). Thus, suppose that T
is c-adic, and let I be any ideal of c-adic definition of A; by assumption, there exists an open
ideal I0 ⊂ gr0B with (I0A)c ⊂ I . Now, let J ⊂ gr0B be any other open ideal; we know that
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there exists m ∈ N such that (Im)c ⊂ (JA)c, and taking into account claim 8.3.21 we deduce
that (Im0 A)
c ⊂ (JA)c. Combining with claim 8.3.20 we get
π∧0 (I
m
0 A)
c ⊂ π∧0 (JA)c.
But notice that, since A is complete, π∧0 (I
m
0 A) = I
m
0 and π
∧
0 (JA) = J , so finally (I
m
0 )
c ⊂ J ,
whence the assertion.
(iii): Suppose first that gr0B is f-adic (in which case, it is also adic, by proposition 8.3.13(iii)).
Then lemmata 8.3.19(i.b) and 8.3.16(ii.a) imply that the same holds for A. Conversely, suppose
that A is f-adic (and adic), and let I ⊂ A be any finitely generated ideal of adic definition. By
assumption, there exists an open ideal J ⊂ gr0B such that In ⊂ (JA)c ⊂ I for some n ∈ N.
Since In is both open and closed in A, we deduce
In = In ∩ (JA)c = (In ∩ JA)c = In+1 + (JA ∩ In).
It follows that there exists a finitely generated graded subideal K ⊂ J such that In ⊂ KA +
In+1, and so In ⊂ KA ⊂ I , by virtue of Nakayama’s lemma and remark 8.3.10(v). Then
(KrA | r ∈ N) is a fundamental system of open ideals inA, and therefore (KrA∩gr0B | r ∈ N)
is a fundamental system of open ideals in gr0B. But from claims 8.3.21 and 8.3.20 we get
Kr ⊂ KrA ∩ gr0B ⊂ π∧0 (KrA) ⊂ π∧0 (KrB)c = Kr
so KrA ∩ gr0B = Kr for every r ∈ N, and finally gr0B is f-adic. 
8.6. Homological algebra for topological modules. Let A be any topological ring. The cate-
gory of topological A-modules and continuous A-linear maps, denoted
A-TopMod
is additive and with representable kernels and cokernels but, generally, not abelian; indeed,
if f : M → N is a continuous map of topological A-modules, Coker(Ker f → M) is not
necessarily isomorphic to Ker(N → Coker f), since the quotient topology (induced from M)
on Im f may be finer than the subspace topology (induced from N). It is therefore useful to
introduce the following :
Definition 8.6.1. Let A be a topological ring, f : M → N a morphism of topological A-
modules. We say that f is strict, if the natural map
Coker(Ker f →M)→ Ker(N → Coker f)
is an isomorphism of topological A-modules (where these kernels and cokernels are formed in
the additive category A-TopMod : see remark 3.6.29(v)).
The category A-TopMod is exact in the sense of [98]; namely, the admissible monomor-
phisms (resp. epimorphisms) are the continuous injections (resp. surjections) f : M → N that
are strict, in the sense of definition 8.6.1, i.e. that induce homeomorphismsM
∼→ f(M) (resp.
M/Ker f
∼→ N), where f(M) (resp. M/Ker f ) is endowed with the subspace (resp. quotient)
topology induced from N (resp. fromM). An admissible epimorphism is also called a quotient
map of topological A-modules. Correspondingly there is a well defined class of admissible
short exact sequences of topological A-modules. The following lemma exhibits a useful class
of admissible short exact sequences.
Lemma 8.6.2. Consider an inverse system, with surjective transition maps
(En | n ∈ N) : 0→ (M ′n | n ∈ N)→ (Mn | n ∈ N)→ (M ′′n | n ∈ N)→ 0
of short exact sequences of discrete A-modules. Then the induced complex of inverse limits :
lim
n∈N
En : 0→ M ′ := lim
n∈N
M ′n →M := lim
n∈N
Mn → M ′′ := lim
n∈N
M ′′n → 0
is an admissible short exact sequence of topological A-modules.
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Proof. For every pair of integers i, j ∈ N with i ≤ j, let ϕji : Mj → Mi be the transition map
in the inverse system (Mn | n ∈ N), and define likewise ϕ′ji and ϕ′′ji; the assumption means that
all these maps are onto. Set Kji := Kerϕji and define likewiseK
′
ji, K
′′
ji. By the snake lemma
we deduce, for every i ∈ N, an inverse system of short exact sequences :
0→ (K ′ji | j ≥ i)→ (Kji | j ≥ i)→ (K ′′ji | j ≥ j)→ 0
where again, all the transitionmaps are surjective. However, by definition, the decreasing family
of submodules (Ki := limj≥iKji | i ∈ N) is a fundamental system of open neighborhoods of
0 ∈ M (and likewise one defines the topology on the other two inverse limits). It follows
already that the surjectionM → M ′′ is a quotient map of topological A-modules. To conclude
it suffices to remark :
Claim 8.6.3. The natural map K ′i := limj≥iK
′
ji → Ki induces an identification :
K ′i = Ki ∩M ′ for every i ∈ N.
Proof of the claim. Indeed, for every j ≥ i we have a left exact sequence :
F j : (0→ K ′ji → M ′j ⊕Kji α−→ Mj)
where α(m′, m) = m′ − m for every m′ ∈ M ′j and m ∈ Kji. Therefore limj≥i F j is the
analogous left exact sequence 0→ K ′i →M ′ ⊕Ki →M , whence the claim. 
Remark 8.6.4. Let (C•, d•) be a complex of topological A-modules with continuous differen-
tials. Then, for every i ∈ Z, the cohomology H iC• inherits a well defined topology : namely,
we can take either
Coker(di−1 : C i−1 → Ker di) or Ker(di : Coker di−1 → C i+1)
(where these kernels and cokernels are formed in the additive category A-TopMod) and by
lemma 8.2.3(i), these two topologies coincide (regardless of whether the differentials are strict
or otherwise). Notice also that for every i ∈ Z the following conditions are equivalent :
(a) The differential di factors through an open map C i → Ker di+1.
(b) The differential di is strict and the topology of H i+1C• is discrete.
8.6.5. Consider an admissible short exact sequence of complexes of topological A-modules
0→ (C•1 , d•1)
f•−−→ (C•2 , d•2)
g•−−→ (C•3 , d•3)→ 0
i.e. a double complex of A-TopMod whose rows 0 → Ck1 → Ck2 → Ck3 → 0 are admissible
short exact sequences for every k ∈ Z. For every i ∈ Z and for j = 1, 2, 3, denote by δij : C i →
Ker di+1j the continuous map induced by the differential d
i
j : C
i
j → C i+1j of C•j .
Proposition 8.6.6. In the situation of (8.6.5), fix also i ∈ Z. We have :
(i) If δi2 and δ
i−1
3 are open maps, the same holds for δ
i
1.
(ii) If δi1 and δ
i
3 are open maps, the same holds for δ
i
2.
(iii) If δi1 and δ
i−1
2 are open maps, the same holds for δ
i−1
3 .
Proof. (i): Endow D := gi+1(Ker di+12 ) with the quotient topology induced by the restriction
h : Ker di+12 → D of gi+1, and notice that Im di3 ⊂ D; we claim that di3 induces a continuous and
open map C i3 → D. Indeed, since gi is an admissible epimorphism, it suffices to check that the
composition di3 ◦ gi : C i2 → D is continuous and open; however, the latter equals h◦ δi2, whence
the assertion. Moreover, f i+1 restricts to an admissible monomorphism Ker di+11 → Ker di+12 .
Summing up, we may replace C i+1j with Ker d
i+1
j for j = 1, 2, and C
i+1
3 with D, and assume
from start that C i+2j = 0 for j = 1, 2, 3. Then d
i
j : C
i
j → C i+1j is open for j = 2, 3, and it
remains to check that di1 is open as well.
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Next, set C i1 := Coker d
i−1
1 and C
i
2 := Coker d
i−1
2 ◦ f i−1 (endowed with the topologies
induced by C i1 and respectively C
i
2). Clearly d
i
j factors through a continuous map d
i
j : C
i
j →
C i+1j for j = 1, 2, and f
i (resp. gi) induces an injective (resp. surjective) continuous map
f i : C i1 → C i2 (resp. gi : C i2 → C i3). Moreover, by lemma 8.2.3(i) the topology of C i1 is
induced by the topology of C i2 via f
i, i.e. f i is an admissible monomorphism. Likewise, gi is
an admissible epimorphism. We may then replace C ij by C
i
j for j = 1, 2, and assume from start
C i−11 = 0, in which case we obtain a commutative diagram of continuous maps
(8.6.7)
0 // 0 //

C i−12
gi−1 //
di−12

C i−13
di−13

// 0
0 // C i1
f i //
di1

C i2
gi //
di2

C i3
//
di3

0
0 // C i+11
f i+1 // C i+12
gi+1 // C i+13 // 0
whose rows are admissible short exact sequences, and where di2 and δ
i−1
3 are still open. Consider
the diagram of topological A-modules
(8.6.8)
Ker (di3 ◦ gi)
gi //
di2

Ker di3

Ker gi+1 // 0
deduced from the right bottom square of (8.6.7). In view of claim 8.2.4 we deduce that gi and
di2 are open maps. Moreover, f
i and f i+1 factor through admissible monomorphisms C i1 →
Ker (di3 ◦ gi) and C i+11 → Ker gi+1. Likewise, di−12 and di−13 factor through continuous maps
C i−12 → Ker (di3 ◦ gi) and C i−13 → Ker di3. Thus, we may replace the bottom right square of
(8.6.7) with (8.6.8), and assume from start that C i+13 = 0 as well. In this situation, g
i−1 and f i+1
are both isomorphisms of topological A-modules, and di−13 is an open map, so we are reduced
to showing :
Claim 8.6.9. Consider a diagram of topological A-modules
C4
h

0 // C1
f // C2
g //
k

C3 // 0
C5
such that :
(a) The horizontal row is an admissible short exact sequence.
(b) g ◦ h and k are open maps and k ◦ h = 0.
Then k ◦ f is an open map.
Proof of the claim. After pulling back the short exact admissible sequence of (f, g) along the
map g ◦ h, we obtain the short exact sequence of topological modules
0→ C1 f
′−−→ C2 ×C3 C4 g
′−−→ C4 → 0.
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Notice that g′ is still an admissible epimorphism, by claim 8.2.4. Likewise, f ′ is an admissible
monomorphism, since its composition with the projection π : C2×C3 C4 → C2 equals f , which
is an admissible monomorphism by assumption. Moreover, since g ◦ h is open, the same holds
for π, again by claim 8.2.4, and therefore also for k′ := k ◦ π : C2 ×C3 C4 → C5. Furthermore,
the pair (h, 1C4) defines a continuous section s : C4 → C2 ×C3 C4 for g′, whence a continuous
isomorphism of A-modules
ω : C1 × C4 ∼→ C2 ×C3 C4 (x, y) 7→ f ′(x) + s(y) = (f(x) + h(y), y)
and we notice that ω is an isomorphism of topological A-modules : indeed, let us endow f(C1)
with the topology induced by the inclusion into C2, so that f factors through an isomorphism
u : C1
∼→ f(C1) of topological A-modules; then the inverse of ω is the continuous map
C2 ×C3 C4 → C1 × C4 (a, b) 7→ (u−1(a− h(b)), b)
whence the assertion. Summing up, we deduce that the continuous map ψ := k ◦ π ◦ ω :
C1 × C4 → C5 is open, and notice that ψ(x, y) = k ◦ f(x) for every (x, y) ∈ C1 × C4, since
k ◦ h = 0. Lastly, let U ⊂ C1 be any open subset; then U × C4 is open in C1 × C4, and
ψ(U × C4) = k ◦ f(U) is open in C5, whence the claim. ♦
(ii): Define the A-module D and the A-linear map h : Ker di+12 → D as in (i), and endow
D with the topology induced by the inclusion into C i+13 . Then h is continuous, and it is also an
open map, since the same holds for h ◦ δi2 = δi3 ◦ gi : C i2 → D (lemma 8.2.5). We may then
argue as in the proof of (i), to reduce to the case where C i+2j = 0 for j = 1, 2, 3, in which case
di1 and d
i
3 are both open maps, and we must show that the same holds for d
i
2.
Next, we pull back the admissible short exact sequence (f i, gi) (resp. (f i+1, gi+1)) along the
map gi (resp. along the map di3 ◦ gi) to get the commutative diagram of topological A-modules:
(8.6.10)
0 // C i1
f ′i //
di1

C i2 ×Ci3 C i2
g′i //
d′i2

C i2
// 0
0 // C i+11
f ′i+1 // C i+12 ×Ci+13 C
i
2
g′i+1 //
πi+1

C i2
di3◦g
i

// 0
0 // C i+11
f i+1 // C i+12
gi+1 // C i+13
// 0.
Arguing as in the proof of claim 8.6.9 we easily see that the rows of (8.6.10) are still admissible
short exact sequences. Moreover, the pair (1Ci2 , 1Ci2) (resp. (d
i
2, 1Ci2)) gives a section s
i (resp.
si+1) for g′i (resp. for g′i+1). Furthermore, πi+1 is an open map, by claim 8.2.4, and if πi :
C i2 ×Ci+13 C
i
2 → C i2 denotes the projection, we have
di2 ◦ πi = πi+1 ◦ d′i2 .
Thus, in order to show that di2 is open, it suffices to check that the same holds for d
′i
2 (lemma
8.2.5). Summing up, we may replace the exact rows (f i, gi) and (f i+1, gi+1) by (f ′i, g′i) and
(f ′i+1, g′i+1), and assume also from start that C i3 = C
i+1
3 and d
i
3 = 1Ci3 , and moreover, that g
i
and gi+1 admit continuous sections si and respectively si+1, such that di2 ◦ si = si+1. Arguing
as in the proof of claim 8.6.9 we deduce isomorphisms of topological A-modules
ωk : Ck1 × C i3 ∼→ Ck2 (x, y) 7→ fk(x) + sk(y) for k = i, i+ 1
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fitting into a commutative diagram
C i1 × C i3 ω
i
//
di1×1Ci
3 
C i2
di2

C i+11 × C i3 ω
i+1
// C i+12
and since di1 is an open map, the same holds for d
i
1 × 1Ci3 , whence the assertion.
(iii): Arguing as in the proof of (i), we reduce to the case whereC i+2j = 0 for every j = 1, 2, 3,
in which case di1 is an open map. Then, we define C
i
j for j = 1, 2 as in the proof of (i), so that
dij factors through a continuous map d
i
j : C
i
j → C i+1j for j = 1, 2. Notice that di1 is an open
map, and δi−12 induces an open map Coker f
i−1 → Ker di2. We may then replace C ij by C ij for
j = 1, 2, and assume from start that C i−11 = 0, in which case we obtain a commutative diagram
(8.6.7) whose rows are admissible short exact sequences, and where di1 and δ
i−1
2 are open maps.
Next, we may argue again as in the proof of (i), to reduce to the case where C i+13 = 0 as well,
in which case we have to show that di−13 is an open map. To this aim, we consider the cartesian
diagram
C i1 ×Ci+12 C
i
2
πi2 //
πi1

C i2
di2

C i1
f i+1◦d11 // C i+12
and we notice that the pair (1Ci1 , f
i) defines a continuous section s : C i1 → C i1 ×Ci+12 C
i
2 for π
i
1.
Likewise, the pair consisting of the zero map Ker di2 → C i1 and the inclusion map Ker di2 → C i2
defines a continuous map t : Ker di2 → C i1 ×Ci+12 C
i
2, whence an isomorphism of topological
A-modules
ω : C i1 ×Ker di2 ∼→ C i1 ×Ci+12 C
i
2 (x, y) 7→ s(x) + t(y) = (x, f i(x) + y).
Furthermore, under the current assumptions, f i+1 is an isomorphism of topologicalA-modules,
so f i+1 ◦ di1 is an open map, and then the same holds for πi2, according to claim 8.2.4. Lastly,
notice the commutative diagram
C i1 × C i−12
πi−12 //
1
Ci
1
×δi−12

C i−12
gi−1 // C i−13
di−13

C i1 ×Ker di2 ω // C i1 ×Ci+13 C
i
2
πi2 // C i2
gi // C i3
where πi−12 is the projection. Since δ
i−1
2 is an open map, the same holds for 1Ci1 × δi−12 , and
then also for di−13 ◦ gi−1 ◦ πi−12 . By lemma 8.2.5, we conclude that di−13 is open as well, as
required. 
8.6.11. Consider an object C•• of C2(A-TopMod), i.e. a double complex of topological A-
modules whose horizontal and vertical differentials
dp,qh : C
p,q → Cp+1,q dp,qv : Cp,q → Cp,q+1
are continuous maps, and therefore induce continuous maps
δp,qh : C
p,q → Ker dp+1,qh δp,qv : Cp,q → Ker dp,q+1v for every p, q ∈ Z.
With this notation, we have :
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Corollary 8.6.12. In the situation of (8.6.11), suppose moreover that :
(a) Cp,q = 0 whenever p < 0 or q < 0.
(b) The maps δp,qv are open for every p, q ∈ Z.
(c) The maps δp,qh are open for every p ∈ Z and every q > 0.
Then the maps δp,0h are open for every p ∈ Z.
Proof. To ease notation, set
Bpqv := Im d
p,q−1
v Z
pq
v := Ker d
p,q
v H
p,q
v := Coker δ
p,q
h for every p, q ∈ Z
and denote by dp,qB : B
p,q
v → Bp+1,q and dp,qZ : Zp,qv → Zp+1,q the restrictions of dp,qh , for every
p, q ∈ Z. Then (B•,qv , d•,qB ) and (Z•,qv , d•,qZ ) are complexes of topological A-modules, and we get
admissible short exact sequences of complexes
0→ (Z•,qv , d•,qZ )→ (C•,q, d•,qh )→ (B•,q+1v , d•,q+1B )→ 0
0→ (B•,qv , d•,qB )→ (Z•,qv , d•,qZ )→ H•,qv → 0.
Let also
δp,qB : B
p,q
v → Kerdp+1,qB δp,qZ : Zp,qv → Kerdp+1,qZ
be the continuous maps induced by dp,qB and respectively d
p,q
Z , for every p, q ∈ Z.
Claim 8.6.13. For every p, q the following holds :
(d) If δp,qZ is an open map, the same holds for δ
p,q
B .
(e) If δp−1,q+1B is an open map, the same holds for δ
p,q
Z , provided q > 0.
Proof of the claim. Indeed,H•,qv is complex of discrete topologicalA-modules, for every q ∈ Z,
due to assumption (b), so its differentials d•,qH trivially induce open mapsH
p,q
v → Ker dp+1,qH for
every q; then (d) follows from proposition 8.6.6(i). Likewise, (e) follows from assumption (b)
and proposition 8.6.6(i). ♦
We now show that, for every n ∈ Z, the maps δp,qB are open for every p, q ∈ Z such that
p + q = n and q > 0. We argue by induction on p. For p < −1, assumption (a) says that
Bp,qv = B
p+1,q
v = 0, so the assertion trivially holds. Suppose then that p ≥ −1, and that we
already know that δp−1,q+1B is open; from claim 8.6.13 we deduce that δ
p,q
B is also open, as stated.
Especially, we see that δp,1B is an open map, for every p ∈ Z. Lastly, notice that (a) and (b) also
imply that the topology of Zp,0v is discrete for every p ∈ Z; then we apply proposition 8.6.6(ii)
to the admissible short exact sequence 0→ Z•,0v → C•,0 → B•,1v to conclude. 
8.6.14. Let A be any topological ring, (C•, d•) any complex of topological A-modules, ϕ• :
C• → C• an endomorphism of C• and h• a chain homotopy from 1C• to ϕ• in the category
C(A-TopMod), so that ϕi : C i → C i and hi : C i → C i−1 are continuous A-linear maps, for
every i ∈ Z.
Lemma 8.6.15. In the situation of (8.6.14), fix i ∈ Z and suppose that ϕi = 0. Then we have :
(i) di−1 induces an open and surjective map δi : C i−1 → Ker di.
(ii) Ker di is a direct summand of the topological A-module C i (i.e. the inclusion map
Ker di → C i admits a continuous left inverse).
Proof. The assumption means that
di−1 ◦ hi + hi+1 ◦ di = 1Ci .
Now, set ei := di−1 ◦ hi; we compute
(1Ci − ei) ◦ ei = hi+1 ◦ di ◦ di−1 ◦ hi = 0
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and therefore ei is an idempotent continuous endomorphism of C i. According to example
3.6.36, it follows that ei and 1Ci − ei induce a natural isomorphism of topological A-modules
(8.6.16) Ker (ei)⊕Ker (1Ci − ei) ∼→ C i.
Notice as well that di ◦ ei = 0, whence di = di ◦ (1Ci − ei), and we deduce easily that
Ker (1Ci − ei) = Ker di
whence (ii). By the same token, we see that ei restricts to the identity map on Ker di, i.e. δi
admits a continuous right inverse, given by the restriction Ker di → C i−1 of hi. Taking into
account lemma 8.2.5, we then get also (i). 
8.6.17. Extensions of topological rings. LetA be any topological ring whose topology is linear;
we shall consider for any A-algebra C, the category
ExalA(C)
whose objects are all short exact sequences of A-modules
(8.6.18) Σ : 0→ M → E ψ−→ C → 0
such that E is an A-algebra (with A-module structure given by the structure map A → E),
and ψ is a map of A-algebras. The morphisms in ExalA(C) are the commutative ladders of
A-modules whose central vertical arrow g is a map of A-algebras :
(8.6.19)
0 // M ′ //

E ′ //
g

C // 0
0 // M ′′ // E ′′ // C // 0.
For any topological A-algebra C whose topology is linear, we shall consider the category
ExaltopA(C)
whose objects are the short exact sequences of A-modules (8.6.18) such that E is a topological
A-algebra whose topology is linear (and again, with A-module structure given by the structure
mapA→ E), and ψ is a continuous and openmap of topologicalA-algebras, whose kernelM is
a discrete topological space, for the topology induced from E. The morphisms in ExaltopA(C)
are the commutative ladders (8.6.19) such that g is a continuous map of topologicalA-algebras.
8.6.20. Now, let A be as in (8.6.17), C any topological A-algebra whose topology is linear,
ϕ : A → C the structure morphism, and (Iλ | λ ∈ Λ) (resp. (Jλ′ | λ′ ∈ Λ′)) a collection of
open ideals of A (resp. of C), which is a fundamental system of open neighborhoods of 0. Let
Λ′′ ⊂ Λ×Λ′ be the subset of all (λ, λ′) such that ϕ(Iλ) ⊂ Jλ′ ; the set Λ′′ is partially ordered, by
declaring that (λ, λ′) ≤ (µ, µ′) if and only if Iµ ⊂ Iλ and Jµ′ ⊂ Jλ′ . Set Aλ := A/Iλ for every
λ ∈ Λ (resp. Cλ′ := C/Jλ′ for every λ′ ∈ Λ′); for (λ, λ′), (µ, µ′) ∈ Λ′′ with (λ, λ′) ≤ (µ, µ′),
the surjection πµ′λ′ : Cµ′ → Cλ′ induces a functor
ExalAλ(Cλ′)→ ExalAµ(Cµ′) Σ 7→ Σ ∗ πµ′λ′
(see [52, §2.5.5]) and clearly the rule (λ, λ′) 7→ ExalAλ(Cλ′) yields a pseudo-functor
E : (Λ′′,≤)→ Cat.
Moreover, we have a pseudo-cocone :
(8.6.21) E⇒ ExaltopA(C)
defined as follows. To any (λ, λ′) ∈ Λ′′ and any object Σλ,λ′ : 0→M → Eλ′ → Cλ′ → 0
of ExalAλ(Cλ′), one assigns the extension (8.6.18) obtained by pulling back Σλ,λ′ along the
projection πλ′ : C → Cλ′ . Let β : E → Eλ′ be the induced projection; we endow E with the
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linear topology defined by the fundamental system of all open ideals of the form ψ−1J ∩ β−1J ′
where J (resp. J ′) ranges over the set of open ideals of C (resp. over the set of all ideals of
Eλ′). With this topology, it is easily seen that both ψ and the induced structure map A→ E are
continuous ring homomorphisms. Moreover, if J ⊂ Jλ′ , then ψ−1J ∩ β−1J ′ = J × (J ′ ∩M),
from which it follows that ψ is an open map. Furthermore, M ∩ β−10 = 0, which shows that
M is discrete, for the topology induced by the inclusion map M → E. Summing up, we have
attached to Σλ,λ′ a well defined object Σλ,λ′ ∗ πλ′ of ExaltopA(C), and it is easily seen that the
rule Σλ,λ′ 7→ Σλ,λ′ ∗ πλ′ is functorial in Σλ,λ′ , and for (λ, λ) ≤ (µ, µ′) in Λ′′, there is a natural
isomorphism in ExaltopA(C) :
Σλ,λ′ ∗ πλ′ ∼→ (Σλ,λ′ ∗ πµ′λ′) ∗ πµ′
(details left to the reader).
Lemma 8.6.22. The pseudo-cocone (8.6.21) induces an equivalence of categories :
β : 2-colim
Λ′′
E
∼→ ExaltopA(C).
Proof. Let Σ as in (8.6.18) be any object of ExaltopA(C). By assumption, there exists an open
ideal J ⊂ E such that M ∩ J = 0. Since ψ is an open map, there exists λ′ ∈ Λ′ such that
Jλ′ ⊂ ψ(J), and after replacing J by J ∩ψ−1Jλ′ , we may assume that ψ(J) = Jλ′ . Likewise, if
ϕE : A→ E is the structure morphism, there exists λ ∈ Λ such that Iλ ⊂ ϕ−1E J , and it follows
that the induced extension
Σλ,λ′ : 0→M → E/J → Cλ′ → 0
is an object of ExalAλ(Cλ′). We notice :
Claim 8.6.23. There exists a natural isomorphism Σ
∼→ Σλ,λ′ ∗ πλ′ in ExaltopA(C).
Proof of the claim. (i): By construction, ψ and the projection πJ : E → E/J define a unique
morphism γ : E → (E/J)×Cλ′ C ofA-algebras, restricting to the identity map onM (which is
an ideal in both of these A-algebras). It is clear that γ is an isomorphism, and therefore it yields
a natural isomorphism Σ
∼→ Σλ,λ′ ∗ πλ′ in ExalA(C). It remains to check that γ is continuous
and open. For the continuity, it suffices to remark that, for every ideal I ⊂ E/J and every
µ′ ∈ Λ′, the ideals γ−1(I ×Cλ′ C) = π−1J I and γ−1(E/J ×Cλ′ Jµ′) = ψ−1Jµ′ are open in E,
which is obvious, since J is an open ideal and ψ is continuous. Lastly, let I ⊂ E be any open
ideal such that I ⊂ J ∩ ψ−1Jλ′; since ψ is an open map, it is easily seen that γ(I) = 0 × ψ(I)
is an open ideal of (E/J)×Cλ′ C, so γ is open. ♦
From claim 8.6.23 we see already that β is essentially surjective. It also follows easily that
β is full. Indeed, consider any morphism s : Σ′ → Σ′′ of ExaltopA(C) as in (8.6.19), and pick
an open ideal J ′′ ⊂ E ′′ with J ∩ M ′′ = 0; set J ′ := g−1J ′′, and notice that J ′ ∩ M ′ = 0.
Moreover, if the image of J ′′ in C equals Jλ′ for some λ
′ ∈ Λ′, then clearly the same holds
for the image of J ′ in C. Therefore, in this case the foregoing construction yields objects Σ′λ,λ′
and Σ′′λ,λ′ of ExalAλ(Cλ′) (for a suitable λ ∈ Λ), whose middle terms are respectively E ′/J ′
and E ′′/J ′′, and s descends to a morphism sλ′ : Σ
′
λ,λ′ → Σ′′λ,λ′ , whose middle term is the map
gλ′ : E
′/J ′ → E ′′/J ′′ induced by g. By inspecting the proof of claim 8.6.23, we deduce a
commutative diagram
E ′
∼ //
g

(E ′/J ′)×Cλ′ C
gλ′×Cλ′
C

E ′′
∼ // (E ′′/J ′′)×Cλ′ C
752 OFER GABBER AND LORENZO RAMERO
whose horizontal arrows are the maps that define the isomorphisms Σ′
∼→ Σ′λ,λ′ ∗ πλ′ and
Σ′′
∼→ Σ′′λ,λ′ ∗ πλ′ in ExaltopA(C). It follows easily that sλ ∗ πλ′ = s, whence the assertion.
Lastly, the faithfulness of β is immediate, since the projections πλ′ are surjective maps. 
8.6.24. Let A be as in 8.6.17, and C any A-algebra (resp. any topological A-algebra); we
denote by
nilExalA(C) ( resp. nilExaltopA(C) )
the full subcategory of ExalA(C) (resp. of ExaltopA(C)) whose objects are the nilpotent exten-
sions of C, i.e. those extensions (8.6.18), where M is a nilpotent ideal of E. Moreover, in the
situation of (8.6.20), clearly E restricts to a pseudo-functor
nilE : (Λ′′,≤)→ Cat (λ, λ′) 7→ nilExalAλ(Cλ′).
Also, (8.6.21) restricts to a pseudo-cocone on nilE, and lemma 8.6.22 immediately implies an
equivalence of categories
(8.6.25) 2-colim
Λ′′
nilE
∼→ nilExaltopA(C).
Proposition 8.6.26. Let A and C be as in (8.6.20). The following holds :
(i) Suppose that J2λ′ is open in C, for every λ
′ ∈ Λ′. Then the forgetful functor
(8.6.27) nilExaltopA(C)→ nilExalA(C)
is fully faithful.
(ii) Suppose additionally, that :
(a) C is noetherian, and I ⊂ C is an ideal such that the topology of C is I-adic.
(b) I2λ is open in A, for every λ ∈ Λ.
Then the essential image of (8.6.27) is the (full) subcategory of all nilpotent extensions
(8.6.18) such that the C-moduleM/M2 is annihilated by a power of I .
Proof. (i): The functor is obviously faithful, and in light of (8.6.25), we come down to the
following situation. We have a commutative ladder of extensions of A-algebras
0 // M //

E
ψ //
g

C //
πλ′

0
0 // N // E ′ // Cλ′ // 0
for some λ′ ∈ Λ′, whose top (resp. bottom) row is an object of nilExaltopA(C) (resp. of
nilExalAλ(Cλ′), for some λ ∈ Λ), and we need to show that the kernel of g contains an open
ideal. To this aim, we remark :
Claim 8.6.28. For any open ideal J ⊂ E, the ideal J2 is open as well.
Proof of the claim. We may assume that J ∩M = 0. We have I := ψ(J2) = ψ(J)2, so the
assumption in (i) say that I is open in C, and therefore ψ−1I = J2⊕M is open in E, so finally
J ∩ ψ−1I = J2 is open in E, as stated. ♦
Now, set J := ψ−1Jλ′ ; then J is an open ideal of E, and clearly g(I) ⊂ N . Say thatNk = 0;
then g(Ik) = 0, and Ik is an open ideal of E, by claim 8.6.28, whence the contention.
(ii): It is easily seen that, for every extension (8.6.18) in the essential image of (8.6.27),
we must have Ik(M/M2) = 0 for every sufficiently large k ≥ 0 (details left to the reader).
Conversely, consider a nilpotent extension Σ as in (8.6.18), with Ik(M/M2) = 0 and M t = 0
for some k, t ∈ N. Pick a finite system f := (f1, . . . , fr) of elements of E whose images in B
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form a system of generators for Ik; notice that the ideal (fn)B is open in B, and (fn)M = 0 for
every n ≥ t. There follows an inverse system of exact sequences (notation of remark 7.8.1(ii))
H1(f
n, B)→ M βn−−→ E/(fn)E → B/(fn)B → 0 for every n ≥ t
with transition maps induced by the morphisms ϕf of (7.8.19). As B is noetherian, lemma
7.8.43 and remark 7.8.44 imply that the system (H1(f
n, B) | n ∈ N) is essentially zero. There-
fore, the same holds for the inverse system (Kerβn | n > 0). However, the transition map
Kerβn+1 → Kerβn is obviously injective for every n ≥ t, so we conclude that βn is injective
for some sufficiently large integer n. For such n, we obtain a nilpotent extension
(8.6.29) 0→M → E/(fn)E → B/(fn)B → 0.
Lastly, let ϕ : A → B be the structure map, and pick λ ∈ Λ such that Iλ ⊂ ϕ−1Ik; it is
easily seen that I tλM = 0 and ϕ(I
s
λ) ⊂ (fn)B for s ∈ N large enough. Therefore, some
sufficiently large power of Iλ annihilates E/(f
n)E; under our assumption (b), such power of Iλ
contains another open ideal Iµ, so (8.6.29) is an object of nilExalAµ(B/(f
n)B) whose image in
nilExaltopA(B) agrees with Σ. 
Proposition 8.6.30. Let A be a topological ring (whose topology is linear), B a noetherian
A-algebra, I ⊂ B an ideal, and suppose that :
(a) The structure map A→ B is continuous for the I-adic topology on B.
(b) For every open ideal J ⊂ A, the ideal J2 is also open.
Then the following conditions are equivalent :
(c) B (with its I-adic topology) is a formally smooth A-algebra.
(d) Ω1B/A ⊗B B/I is a projective B/I-module, and H1(LB/A ⊗B B/I) = 0.
Proof. More generally, let A and C be as in (8.6.20), and M a discrete C-module, i.e. a C-
module annihilated by an open ideal; we denote by ExaltopA(C,M) the C-module of square
zero topological A-algebra extensions of C byM . Likewise, for every (λ, λ′) ∈ Λ′′, and every
Cλ′-module M , let ExalAλ(Cλ′,M) be the Cλ′-module of isomorphism classes of square zero
Aλ-algebra extensions of Cλ′ byM . For (λ, λ
′) ≤ (µ, µ′), we get a natural map of Cµ′-modules
(8.6.31) ExalAλ(Cλ′,M)→ ExalAµ(Cµ′ ,M) for every Cλ′-moduleM
and (8.6.25) implies a natural isomorphism :
colim
(λ,λ′)∈Λ′′
ExalAλ(Cλ′ ,M)
∼→ ExaltopA(C,M)
which is well defined for every discrete C-moduleM . By inspecting the definitions, and taking
into account [41, Ch.0, Prop.19.4.3], it is easily seen that C is a formally smooth A-algebra if
and only if ExaltopA(C,M) = 0 for every such discrete C-moduleM . We also have a natural
C-linear map :
(8.6.32) ExaltopA(C,M)→ ExalA(C,M) for every discrete C-moduleM
and proposition 8.6.26(i) shows that (8.6.32) is an injective map, provided J2λ′ is an open ideal
of C, for every λ′ ∈ Λ′. Moreover, for C := B (with its I-adic topology), the map (8.6.32) is
an isomorphism, by virtue of proposition 8.6.26(ii).
Now, recall the natural isomorphism of Cλ-modules ([73, Ch.III, Th.1.2.3])
ExalA(B,M)
∼→ Ext1B(LB/A,M) for every B-moduleM.
Combining with the foregoing, we deduce a natural B-linear isomorphism
ExaltopA(B,M)
∼→ Ext1B(LB/A,M)
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for every B-moduleM annihilated by some ideal Ik. Summing up, B is a formally smooth A-
algebra if and only ifExt1B(LB/A,M) vanishes for every discreteB-moduleM . SetB0 := B/I;
by considering the I-adic filtration on a given M , a standard argument shows that the latter
condition holds if and only if it holds for every B0-module M , and in turns, this is equivalent
to the vanishing of Ext1B0(LB/A ⊗B B0,M) for every B0-module M . This last condition is
equivalent to (d), as stated. 
We conclude this section with a list of topological corollaries of the conditions (a)f − (f)f
that were introduced in (7.8.20).
8.6.33. Let A be a ring, f := (f1, . . . , fr) a finite sequence of elements of A that generate an
ideal I ⊂ A. Let also (C•, d•) be any bounded above complex of flat A-modules such that, for
every j ∈ Z the annihilator ideal of HjC• contains a power of I . Denote also by A∧ the I-adic
completion of A, and by C∧• the complex whose term (resp. differential) in degree j is the
I-adic completion of Cj (resp. of dj), for every j ∈ Z. Lastly, set Q• := Cone(A[0]→ A∧[0]),
the cone of the morphism given by the completion map, and let f∧ be the image in A∧ of the
sequence f .
Corollary 8.6.34. In the situation of (8.6.33), the following holds :
(i) If A satisfies condition (a)f of (7.8.20), the natural maps
C• → A∧ ⊗A C• → C∧•
are quasi-isomorphisms.
(ii) The following conditions are equivalent :
(a) A satisfies condition (a)f .
(b) A∧ satisfies condition (a)f∧ and Q•
L⊗A A/I[0] is acyclic.
Proof. (i): According to [112, Th.3.5.8], for every i ∈ Z we have a natural short exact sequence
0→ L := lim
n∈N
1Hi+1(C• ⊗A A/In)→ Hi(C∧) ω−→ lim
n∈N
Hi(C• ⊗A A/In)→ 0.
On the other hand, the complex C• fulfills condition (f)f of (7.8.20), so the kernel and cokernel
of the natural morphism of inverse systems (Hi(C•) | n ∈ N) → (Hi(C• ⊗A A/In) | n ∈ N)
are both essentially zero, hence the induced map
Hi(C•)→ lim
n∈N
Hi(C• ⊗A A/In)
is an isomorphism for every i ∈ Z, and L = 0 ([112, Prop.3.5.7]). Hence, ω is an isomorphism,
and it is easily seen that the resulting isomorphismHi(C
∧)
∼→ Hi(C) is the inverse of the map
induced by the completion map C• → C∧• , hence the latter is a quasi-isomorphism. Next we
remark :
Claim 8.6.35. Let B be any ring, g a finite sequence of elements of B that generates an ideal J ,
and K• a bounded above complex of B-modules. The following conditions are equivalent :
(a) K•
L⊗B B/J [0] is acyclic.
(b) K•(g, K•) is acyclic.
Proof of the claim. (a)⇒(b): For every q ∈ N we consider the spectral sequences
E2pq :=Hp(K•
L⊗B HqK•(g)[0])⇒ Hp+q(g, K•)
F (q)2ij :=Tor
B/J
i (Hj(K•
L⊗B B/J [0]), HqK•(g))⇒ E2i+j,q for every q ∈ Z.
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Assumption (a) implies that F (q)2ij = 0 for every i, j, q ∈ Z, so that E2pq = 0 for every p ∈ Z,
whence (b). Conversely, if (b) holds, we show – by induction on n – thatHn(K•
L⊗BB/J [0]) = 0
for every n ∈ Z. First, since K• is bounded above, we may find n0 ∈ Z such that the assertion
holds for every n ≤ n0. Next, let k > n0, and suppose that the assertion is already known
for every n < k. It follows that F (q)2ij = 0 whenever j < k, and clearly the same holds also
whenever i < 0; thus F (q)20k = E
2
kq for every q ∈ Z. By the same token, we deduce that
E2pq = 0 for every p < k, and clearly the same holds whenever q < 0. Summing up, it follows
thatE2k0 = Hk(g, K•) = 0; however, F (0)
2
0k = Hk(K•
L⊗BB/J [0]), whence the contention. ♦
Claim 8.6.36. Suppose that A satisfies condition (a)f of (7.8.20), let k ∈ N be any integer, and
N any A/Ik-module. The completion map A→ A∧ induces an isomorphism
N
∼→ A∧ ⊗A N and TorAi (A∧, N) = 0 for every i > 0.
Proof of the claim. Notice that, sinceKj(f) is a freeA-module of finite rank for every j ∈ Z, the
natural map A∧ ⊗A K•(f) → K•(f)∧ is an isomorphism. But we have already shown that the
completion map K•(f) → K•(f)∧ is a quasi-isomorphism, hence K•(f , Q•) is acyclic, and in
light of claim 8.6.35 we see that the same holds for Q•
L⊗A A/I[0]. LetM be any A/I-module;
from the change of ring spectral sequence
Tor
A/I
i (Hj(Q• ⊗A A/I[0]),M)⇒ Hi+j(Q•
L⊗A M [0])
we deduce that Q•
L⊗A M [0] is also acyclic. Lastly, by considering, for t = 0, . . . , k − 1 the
distinguished triangles
Q•
L⊗A I tN/I t+1N [0]→ Q•
L⊗A N/I t+1N [0]→ Q•
L⊗A N/I tN [0]→ Q•
L⊗A I tN/I t+1N [1]
a simple induction shows that Q•
L⊗AN [0] is acyclic as well; the latter assertion is equivalent to
the claim. ♦
Now, let us consider the spectral sequence
E2pq := Tor
A
p (A
∧, HqC•)⇒ Hp+q(A∧[0]
L⊗A C•)
and notice that A∧[0]
L⊗A C• = A∧ ⊗A C•, since C• is a complex of flat A-modules. By
assumption, for every q ∈ Z there exists k ∈ N such that Ik · HqC• = 0; taking into account
claim 8.6.36 we conclude that E2pq = 0 whenever p > 0, and E
2
0q = HqC• for every q ∈ Z; it is
then easily seen that the resulting isomorphismHqC•
∼→ Hq(A∧ ⊗A C•) is the map induced by
the completion map A→ A∧.
(ii.a)⇒(ii.b): We have already remarked in the proof of (i) that if A satisfies condition (a)f ,
then Q•
L⊗A A/I[0] is acyclic. Next, define Ar and βf : Ar → A as in (7.8.20), and consider the
spectral sequence
E(n)2ij := Hi(Tor
Ar
j (Ar/I
n
r , A)
L⊗A Q•)⇒ Hi+j(Ar/Inr
L⊗Ar Q•) for every n ∈ N.
In light of claim 8.6.36 we see that E(n)2ij = 0 for every i ∈ Z and j, n ∈ N, so Ar/Inr
L⊗Ar Q•
is acyclic, and therefore the completion map A→ A∧ induces quasi-isomorphisms
(8.6.37) Ar/I
n
r ⊗Ar A ∼→ Ar/Inr ⊗Ar A∧ for every n ∈ N
so A∧ satisfies (a)f .
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(ii.b)⇒(ii.a): Arguing as in the proof of claim 8.6.36 we see thatN L⊗AQ• is acyclic for every
k ∈ N and every A/Ik-module N . Then we find again E(n)2ij = 0 for every i ∈ Z and every
j, n ∈ N, as well as the quasi-isomorphisms (8.6.37), and the assertion follows. 
Corollary 8.6.38. In the situation of (7.8.34), set Z := SpecA/I , and suppose that U :=
SpecA \ Z is an affine scheme. Then A satisfies condition (c)un
f
of (7.8.20).
Proof. Endow A with its I-adic topology, and AU := OU(U) with the f-adic topology TU
provided by proposition 8.3.25(i). Clearly, the restriction map ρU : A → AU factors through
A, so the latter is an open subring of AU . Now, by definition there is no prime ideal of U that
contains all the elements f1, . . . , f r; since U is affine by assumption, it follows that there exist
g1, . . . , gr ∈ AU such that
∑r
i=1 gi · f i = 1 in AU . Next, since A is a ring of definition of AU ,
and I := I/J an ideal of adic definition, it follows that there exists k ∈ N such that gi · Ik ⊂ A
for i = 1, . . . , r. It follows easily that the scalar multiplication by gi induces an A-linear map
In+k → In for every n ∈ N, and the latter in turn induces a map of complexes
ψi,n : K•(f , I
n+k
)→ K•(f , In) for every n ∈ N and i = 1, . . . , r.
On the other hand, scalar multiplication by f i induces a map of complexes
ϕi,n : K•(f , I
n)→ K•(f , In) for every n ∈ N and i = 1, . . . , r
that equals the zero morphism in the homotopy category (see lemma 7.8.2(i)). Summing up, we
conclude that
∑r
i=1 ϕi,n ◦ ψi,n is the zero morphismK•(f , In+k)→ K•(f , In) in the homotopy
category, and on the other hand it coincides with the inclusion map. The assertion follows. 
Remark 8.6.39. (i) Let A be a ring, J ⊂ A an ideal of finite type; endow A with its J-adic
topology, denote by A∧ the completion of A, and setXA := SpecA,XA∧ := SpecA
∧. Let also
U ⊂ XA be an affine open subset containing the analytic locus of XA (see definition 8.3.23),
and set U∧ := U ×XA XA∧ . Moreover, let
AU := OXA(U) AU∧ := OXA∧ (U
∧) τA := Ker(A→ AU) τA∧ := Ker(A∧ → AU∧)
and denote by (τAA
∧)c the topological closure of τAA
∧ in A∧. Then we have
τA∧ ⊂ (τAA∧)c.
Indeed, endowAU with the f-adic topology characterized by proposition 8.3.25(i), and letA
∧
U be
the completion of AU ; then A/τA is a ring of definition of AU , hence its completion (A/τA)
∧ =
A∧/(τAA
∧)c is a ring of definition of A∧U , and the natural map A
∧/(τAA
∧)c⊗AAU → A∧U is an
isomorphism (propositions 8.2.13(iii) and 8.3.28(i,ii)). On the other hand, AU∧ = A
∧ ⊗A AU ,
so we get a commutative diagram of rings :
A∧ //

A∧/(τAA
∧)c

AU∧ // A
∧
U
whose right vertical arrow is injective, whence the assertion.
(ii) In the situation of (i), say furthermore that XA \ U = SpecA/I , for some ideal I ⊂ A
generated by a finite sequence f := (f1, . . . , fr) of elements of A, and suppose that τA · Ik = 0
for some k ∈ N. Then τA ∩ In = 0 for some n ∈ N. Indeed, by virtue of corollary 8.6.38 and
proposition 7.8.35, the ring A satisfies condition (c)unf of (7.8.20), and the proof of proposition
7.8.35 shows that the sought identity follows from condition (c)f . In particular, τA is a discrete
subset ofA, and the natural map τA → τAA∧ is an isomorphism; then, τA is (naturally identified
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with) a discrete subset of A∧ as well, and (i) implies that the natural map τA → τA∧ is an
isomorphism as well.
(iii) Consider now the special case where J = bA for some b ∈ A. Then we claim more
precisely that AnnA∧(b
n) is the topological closure of the image of AnnA(b
n) in A∧, for every
n ∈ N. Indeed, let x ∈ AnnA∧(bn); for every k ∈ N we may find xk ∈ A and yk ∈ A∧ such
that x = xk + b
kyk in A
∧. Then bnxk ∈ (bn+kA∧) ∩ A = bn+kA; say that bnxk = bn+kzk with
zk ∈ A. Hence the sequence (xk − bkzk | k ∈ N) lies in AnnA(bn) and converges b-adically to
x, whence the contention.
Corollary 8.6.40. In the situation of (8.6.33), let B be a ring, ϕ : B → A a ring homomor-
phism,K ⊂ B and J ⊂ I two ideals. SetM := K ⊗B A, and denote by
ψ : M → A
the A-linear map induced by ϕ. Suppose moreover that A satisfies condition (a)f of (7.8.20),
and the image of ψ is open in the I-adic topology of A. Then we have :
(i) There exists n ∈ N such that InM ∩Kerψ = 0.
(ii) A is J-adically complete and separated if and only if the same holds forM .
Proof. (i): Notice first that Kerψ = TorB1 (B/K,A). Especially, Kerψ is naturally a B/K-
module. By assumption, there exists k ∈ N such that Ik ⊂ Imψ = ϕ(K) · A; we deduce that
Kerψ is also an A/Ik-module. Next, we consider the short exact sequences
0→Kerψ → M → Imψ → 0
0→ Imψ → A→ A/Imψ → 0.
There follows exact sequences of inverse systems
T• :=(Tor
Ar
1 (Ar/I
n
r , Imψ) | n ∈ N)→K• := (A/In ⊗A Kerψ | n ∈ N)→ (M/InM | n ∈ N)
T ′• :=(Tor
Ar
2 (Ar/I
n
r , A/Imψ) | n ∈ N)→ T• → T ′′• := (TorAr1 (Ar/Inr , A) | n ∈ N).
Now, since A satisfies condition (a)f , the inverse system T
′′
• is essentially zero, and the same
holds for T ′•, by virtue of lemma 7.8.23; hence, T• is essentially zero, by lemma 7.8.18. More-
over, Kn = Kerψ for every n ≥ k, and the transition maps Kn+1 → Kn are the identities.
Then the assertion follows by a simple diagram chase : we leave the details to the reader.
(ii): Since Imψ is open in A for the I-adic topology, it is also open in A for the J-adic topol-
ogy, and the latter agrees with the topology induced by the J-adic topology ofA; therefore, A is
J-adically complete and separated if and only if the same holds for Imψ. On the other hand, the
J-adic topology on Imψ also agrees with the quotient topology induced by the J-adic topology
of M . Moreover, (ii) implies that the J-adic topology of M induces the discrete topology on
Kerψ. Then, proposition 8.2.13(i,v) yields a short exact sequence of J-adic completions :
0→ Kerψ →M∧ → (Imψ)∧ → 0
which shows that Imψ is J-adically complete and separated if and only if the same holds for
M , whence (ii). 
9. COMPLEMENTS OF COMMUTATIVE ALGEBRA
This chapter is a miscellanea of results of commutative algebra that shall be needed in the
rest of the treatise.
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9.1. Valuation theory. This section is a selection of topics in valuation theory, and will be
complemented by the section 9.2, devoted to Huber’s theory of the valuation spectrum.
Definition 9.1.1. Recall that an ordered abelian group is a datum (Γ, ·, 1,≤) consisting of an
abelian group (Γ, ·, 1) and a total ordering ≤ on Γ (see example 1.1.6(iii)) such that
γ ≤ γ′ ⇒ γ · γ′′ ≤ γ′ · γ′′ for every γ, γ′, γ′′ ∈ Γ.
(i) We denote by Γ+ ⊂ Γ the submonoid of all γ ∈ Γ such that γ ≤ 1.
(ii) A subgroup ∆ of the ordered abelian group Γ is said to be convex if it satisfies the
following condition. If δ ∈ ∆+ := ∆ ∩ Γ+, and γ ∈ Γ is any element with 1 ≥ γ ≥ δ,
then γ ∈ ∆. The spectrum of Γ is the set of all convex subgroups of Γ, denoted
Spec Γ.
(iii) The convex rank of Γ, denoted
c.rk(Γ) ∈ N ∪ {∞}
is the supremum over the lengths r of the chains 0 ⊂ ∆1 ( · · · ( ∆r := Γ of convex
subgroups of Γ. The rational rank of Γ is
rk(Γ) := dimQ(Γ⊗Z Q) ∈ N ∪ {∞}.
(iv) A morphism of ordered abelian groups is a group homomorphism that is an order-
preserving map for the underlying totally ordered sets.
Remark 9.1.2. Let (Γ, ·, 1,≤) be any ordered abelian group.
(i) It is easily seen that Γ is a torsion-free abelian group. Moreover, we have quite generally
c.rk(Γ) ≤ rk(Γ)
(details left to the reader).
(ii) Notice as well that there exists a unique structure of ordered abelian group on Γ ⊗Z Q
such that the natural map Γ → Γ ⊗Z Q is a morphism of ordered groups. Namely, we have
γ ⊗ q ≤ 1 in Γ ⊗Z Q whenever γ ≤ 1 in Γ and q ≥ 0. Moreover, for every q ∈ Q we have a
well defined group endomorphism
Γ⊗Z Q→ Γ⊗Z Q (γ ⊗ r) 7→ (γ ⊗ r)q := γ ⊗ qr.
(iii) A subgroup∆ of Γ is convex if and only if there exists an ordered abelian group structure
on Γ/∆ such that the projection Γ → Γ/∆ is a morphism of ordered abelian groups. Then
the ordered abelian group structure with this property is unique. Moreover, notice that the
intersection of an arbitrary family of convex subgroups of Γ is still convex. Especially, for
every subgroup ∆ of Γ, there exists a minimal convex subgroup of Γ containing ∆, called the
convex hull of ∆; explicitly, it is the subgroup of all elements γ ∈ Γ such that there exists
δ ∈ ∆+ with δ ≤ γ ≤ δ−1.
(iv) There is a natural inclusion-reversing bijection
Spec Γ
∼→ Spec Γ+ ∆ 7→ Γ+ \∆+
(notation of (6.1.10) and definition 9.1.1(ii)). Indeed, it is easily seen that Γ+ \ ∆+ is a prime
ideal of Γ+, for every convex subgroup ∆ of Γ. Conversely, for any prime ideal p ⊂ Γ+, the
subset ∆(p)+ := Γ+ \ p is a submonoid, and we claim that the subgroup ∆(p) generated by
∆(p)+ is convex. Indeed, suppose that γ ∈ ∆(p)+ and γ′ ∈ Γ+ is any other element such that
γ ≤ γ′; then β := γ · γ′−1 ∈ Γ+, therefore γ′ cannot lie in p, for otherwise the same would hold
for γ = β · γ′. The contention follows.
(v) Let f : Γ→ Γ′ be a morphism of ordered abelian groups. Then f induces a mapping
Spec Γ′ → Spec Γ ∆ 7→ f−1∆.
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For instance, if ∆ ⊂ Γ is any convex subgroup, and π : Γ → Γ/∆ the projection, then
Spec π : Spec Γ/∆ → Spec Γ is an injective map, whose image is the subset of all convex
subgroups of Γ containing ∆. In the same vein, notice that the inclusion map i : Γ → Γ⊗Z Q
induces a bijection
Spec i : Spec Γ⊗Z Q ∼→ Spec Γ
(details left to the reader). Moreover, if f as above is injective, then Spec f is surjective : indeed,
if ∆ ⊂ Γ is any convex subgroup, let ∆′ be the convex hull of f(∆) in Γ′; then it is easily seen
that f−1∆′ = ∆.
(vi) If c.rk(Γ) = 1, we may find an injective morphism of ordered abelian groups
ρ : (Γ, ·, 1,≤)→ (R,+, 0,≤).
Indeed, pick an element γ ∈ Γ with γ > 1. For every δ ∈ Γ and every positive integer n, there
exists a largest integer k(n) such that γk(n) < δn. Then (k(n)/n | n ∈ N) is a Cauchy sequence
and we let ρ(γ) := limn→∞ k(n)/n. One verifies easily that ρ is an order-preserving group
homomorphism, and since the convex rank of Γ equals one, it follows that ρ is injective.
(vii) To any γ ∈ Γ+ we may attach two convex subgroups
o(γ) :=
⋂
n∈N
{δ ∈ Γ | γ ≤ δn ≤ γ−1} and O(γ) :=
⋃
n∈N
{δ ∈ Γ | γn ≤ δ ≤ γ−n}.
Clearly o(γ) ⊂ O(γ), and if γ 6= 1, the quotient Q(γ) := O(γ)/o(γ) has convex rank one
(for its natural ordered group structure as in (iii)). Indeed, suppose that δ, µ are two elements
of O(γ) with classes δ, µ ∈ Q(γ)+ and δ 6= 1; the assumptions mean that there exist n, k ∈ N
such that δk < γ and γn ≤ µ ≤ γ−n. Then δkn ≤ µ; thus, the only convex subgroups of Q(γ)
are Q(γ) and {1}, as claimed.
(viii) Standard examples of ordered abelian groups are (Q,+, 0,≤) and (R,+, 0,≤); the
latter is also isomorphic to the ordered group (R>0, ·, 1,≤) of strictly positive real numbers. We
shall also use the notation : Q>0 := Q ∩ R>0, R+ := R>0 ∪ {0} and Q+ := Q>0 ∪ {0}.
Definition 9.1.3. Let A be any ring, (Γ, ·, 1,≤) any ordered abelian group; we extend the or-
dering and the composition law of Γ to Γ◦ := Γ ∪ {0} (cp. remark 4.8.14(i)), by the rule
0 < γ and 0 · γ = 0 = γ · 0 for every γ ∈ Γ.
Moreover, for every q ∈ Q+ we extend to (Γ⊗ZQ)◦ the q-th power operation of remark 9.1.2(ii),
by declaring that 00 := 1 and 0q := 0 for every strictly positive q ∈ Q.
(i) A Γ-valued semi-norm on A is a mapping
v : A→ Γ◦
such that :
• v(0) = 0 and v(1) ≤ 1.
• v(a− b) ≤ max(v(a), v(b)) for every a, b ∈ A.
• v(ab) ≤ v(a) · v(b) for every a, b ∈ A.
The value group of v is the subgroup
Γv
of Γ generated by Im (v) \ {0}. The rank of v is the convex rank of its value group.
(ii) We say that the semi-norm v is power-multiplicative if we have :
v(an) = v(a)n for every a ∈ A and every integer n > 0.
(iii) We say that the semi-norm v is a valuation if we have :
v(1) = 1 and v(ab) = v(a) · v(b) for every a, b ∈ A.
(iv) We say that v is a norm if v(a) 6= 0 for every a 6= 0 in A.
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(v) We say that the semi-norm v is real-valued if its value group is a subgroup of R>0.
(vi) Let Γ and Γ′ be two ordered abelian groups, v (resp. v′) a Γ-valued (resp. Γ′-valued)
semi-norm on A. We say that v is equivalent to v′ if there exist an ordered abelian group Γ′′ and
a semi-norm v′′ : A→ Γ′′, together with injective maps of ordered abelian groups ϕ : Γ′′ → Γ
and ϕ′ : Γ′′ → Γ′ such that ϕ◦ ◦ v′′ = v and ϕ′◦ ◦ v′′ = v′ (notation of remark 4.8.14(i)).
Remark 9.1.4. Let A and Γ be as in definition 9.1.3, and | · |A any Γ-valued semi-norm on A.
(i) Notice that |1|A = |1 · 1|A ≤ |1|2A ≤ |1|A, whence |1|A = |1|2A, so that either |1|A = 1 or
|1|A = 0. In case |1|A = 0, then |a|A = |a · 1|A ≤ |a|A · 0 = 0, and in this case | · |A is the trivial
semi-norm with constant value 0.
(ii) We have |−a|A = |a|A for every a ∈ A. Indeed, |−a|A = |0−a|A ≤ max(|0|A, |a|A) =
|a|A; after replacing a by −a we get also |a|A ≤ | − a|A, whence the claim.
(iii) Let a, b ∈ A be any two elements such that |a|A > |b|A. Then we have |a + b|A = |a|A.
Indeed, suppose that |a+ b|A < |a|A; taking into account (ii) we get
|a|A ≤ max(|a+ b|A, | − b|A) < |a|A
which is absurd.
(iv) Let S ⊂ A be any multiplicative subset such that |s|A 6= 0 for every s ∈ S. If | · |A is a
valuation, there exists a unique valuation
| · |S−1A : S−1A→ Γ◦
whose composition with the localization map A→ S−1A agrees with | · |A.
(v) Notice that the subsets
Ker (| · |A) := {a ∈ A | |a|A = 0} ⊂ (A, | · |A)+ := {a ∈ A | |a|A ≤ 1}
are respectively an ideal and a subring of A. Clearly | · |A is the composition of the projection
A→ A/Ker (| · |A)
and a unique Γ-valued norm on A/Ker (| · |A). Moreover, if | · |A is a valuation, then Ker (| · |A)
is a prime ideal of A called the support of | · |A, and we define the residue field of | · |A as
κ(| · |A) := FracA/Ker (| · |A).
In light of (iv), in this case | · |A factors uniquely through the projection A → κ(| · |A) and a
valuation | · |κ on κ(| · |A), called the residual valuation of | · |A. Conversely, if p is any prime
ideal of A, and | · |κ(p) is any valuation on the residue field κ(p) of p, then the composition of
| · |κ(p) with the projection A→ κ(p) is a valuation on A.
(vi) With the notation of (v), we claim that if | · |A is a power-multiplicative semi-norm, then
the subring (A, | · |A)+ is integrally closed in A. Indeed, let a ∈ A be any element that satisfies
an identity of the type
an + b1a
n−1 + · · ·+ bn = 0 with b1, . . . , bn ∈ (A, | · |A)+.
It follows that |a|nA = |an|A ≤ max(|bi|A · |a|n−iA | i = 1, . . . , n). Hence, say that |a|nA ≤
|bi| · |a|n−iA for some i ≤ n; if |a| = 0, obviously a ∈ (A, | · |A)+. Otherwise, we deduce
|a|iA ≤ |bi|A ≤ 1, whence |a|A ≤ 1, and the claim follows.
(vii) Let p ⊂ A be any prime ideal. Then there exists a unique (up to equivalence) rank zero
valuation on A with support p, defined by the rule :
|x| :=
{
0 if x ∈ p
1 otherwise.
Any valuation of this type is called a trivial valuation on A.
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Example 9.1.5. (i) Let A be any ring, P a monoid, (Γ, ·, 1,≤) an ordered abelian group, and
ϕ : P → Γ◦ a morphism of monoids. We deduce a mapping (notation of (4.8.50))
vϕ : A[P ]→ Γ◦
∑
x∈P
ax · x 7→ max(ϕ(x) | x ∈ P, ax 6= 0)
(where the maximum of the empty set is taken to be 0 ∈ Γ◦, so that wϕ(0) = 0). It is easily
seen that vϕ is a Γ-valued seminorm on A[P ]. Also, vϕ is a norm if and only if ϕ(P ) ⊂ Γ.
(ii) Suppose moreover that A is a reduced ring, P is integral and P gp is a torsion-free abelian
group; then vϕ is valuation. Indeed, consider the first the case where A is a domain; then the
same holds for A[P ], since the latter is a subring of A[P gp], which in turn is the filtered union
of its subrings A[G], with G ranging over all free abelian subrings of finite rank contained in
P gp. Now, let
a :=
∑
x∈P
ax · x b :=
∑
x∈P
bx · x
be any two non-zero elements of A[P ], and set α := vϕ(a) and β := vϕ; let also a
′ :=∑
ϕ(x)=α ax · x, and b′ :=
∑
ϕ(x)=β bx · x. It is easily seen that vϕ(ab) = vϕ(a′b′); on the
other hand we have a′b′ 6= 0 since A[P ] is a domain, so we must have vϕ(a′b′) = αβ, whence
the assertion. If A is any reduced ring, we have a natural inclusion A→ ∏pAp, where p ranges
over all minimal prime ideals of A, and each factor Ap is a field. Then we get likewise an inclu-
sion A[P ] → ∏pAp[P ], and the assertion is easily reduced to the foregoing case : details left
to the reader.
9.1.6. Real-valued semi-norms, of course, occur frequently in algebraic and analytic ques-
tions. The datum (A, | · |A) of a ring and a real valued semi-norm | · |A is usually called a (real
valued) semi-normed ring. If | · |A is power-multiplicative, one also says that (A, | · |A) is a
uniform semi-normed ring. A morphism of semi-normed rings f : (A, | · |A) → (B, | · |B) is a
ring homomorphism f : A→ B for which there exists a real number C ≥ 0 such that
(9.1.7) |f(a)|B ≤ C · |a|A for every a ∈ A.
Clearly a composition of morphisms of semi-normed ring is again a morphism of semi-normed
rings, hence the semi-normed rings and their morphisms form a category S , and we let u.S ⊂
S be the full subcategory whose objects are the uniform semi-normed rings. Notice that if f
verifies (9.1.7) and (B, | · |B) is a uniform semi-normed ring, then we have
|f(a)|nB = |f(an)|B ≤ C · |an| ≤ C · |a|n for every n ∈ N and a ∈ A
whence |f(a)|B ≤ C1/n · |a|A for every such n and a; especially, (9.1.7) holds with C ≤ 1.
Lemma 9.1.8. Let (A, | · |) be any (real valued) semi-normed ring. Then the following holds :
(i) The sequence (|an|1/n | n ∈ N) converges in R for every a ∈ A. We set
|a|∗ := lim
n→+∞
|an|1/n.
(ii) The mapping | · |∗ : A→ R is a power-multiplicative semi-norm on A.
(iii) |a|∗ ≤ |a| for every a ∈ A.
(iv) The rule : (A, |·|) 7→ (A, |·|∗) defines a left adjoint for the inclusion functor u.S → S .
Proof. (i): Fix a ∈ A, and set νn := |an|1/n for every integer n > 0. Suppose first that νk = 0
for some k ∈ N; it follows easily that νn = 0 for every n ≥ k, whence the assertion, in this
case. Hence, we may assume that νn > 0 for every n ∈ Z; we notice that
νkn ≤ νn for every k, n > 0
and therefore
νkn+r ≤ (|akn| · |ar|)1/(kn+r) ≤ ν1−1/(k+1)n · |ar|1/(nk+r)
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for every k, n, r ∈ N with 0 ≤ r < n and k > 0. Now, for a given integer n > 0 and a real
number ε > 0, pick k ∈ N large enough, so that |ar|1/(nk) > 1 − ε for every r = 0, . . . , n − 1,
and 1/(k + 1) < ε; it follows that
νt ≤ ν1−εn · (1− ε) for every integer t ≥ kn.
Consequently
lim sup
n→+∞
νn = lim inf
n→+∞
νn
whence the assertion.
(ii): Fix a, b ∈ A and a real number ε > 0; by (i), there exists k0 ∈ N such that
|ak|1/k < |a|∗ · (1 + ε) and |bk|1/k < |b|∗ · (1 + ε) for every k > k0.
Pick an integer t ≥ 2k0, and large enough, so that
|ai|1/n, |bi|1/n < 1 + ε for every n ≥ t and every i ≤ k0.
Now, we have :
|(a+ b)n|1/n ≤ max{|ai|1/n · |bn−i|1/n | i = 0, . . . , n}.
On the other hand, we may assume that |a|∗ ≥ |b|∗; set also
M := max((|a|∗ · (1 + ε))1−ε, |a|∗ · (1 + ε)).
Then, for every n ∈ N such that n ≥ t and k0/n ≤ ε, we get
|ai|1/n · |bn−i|1/n ≤
{ |a|∗ · (1 + ε) whenever i, n− i > k0
M · (1 + ε) otherwise.
We immediately deduce that |a+ b|∗ ≤ max(|a|∗, |b|∗) for every a, b ∈ A.
The inequality |ab|∗ ≤ |a|∗ · |b|∗ for every a, b ∈ A is an immediate consequence of the
corresponding property for | · |, and the power-multiplicative condition follows easily from the
definition of | · |∗.
(iii) follows easily by remarking that |an| ≤ |a|n for every a ∈ A.
(iv): Let (B, | · |B) be a uniform semi-normed ring, and f : (A, | · |)→ (B, | · |B) a morphism
of semi-normed rings, so that (9.1.7) holds for some C ≥ 0. We get : |f(a)|B = |f(an)|1/nB ≤
C1/n · |an|1/n for every a ∈ A and n ∈ N. After taking the limit for n → +∞, it follows that
|f(a)|B ≤ |a|∗ for every a ∈ A, so that f : (A, | · |∗) → (B, | · |B) is a morphism in u.S . The
assertion follows immediately. 
Example 9.1.9. (i) Let A be any ring, A0 ⊂ A a subring, I ⊂ A0 an ideal. We define, for every
n ∈ N, the A0-submodule of A
I−n := {a ∈ A | aIn ⊂ A0}
and we consider the order function associated with I
νI : A→ Z ∪ {±∞} a 7→ sup{n ∈ Z | a ∈ In}
(where the supremum of the empty set is taken to be −∞). It is easily seen that
• νI(a+ b) ≥ min(νI(a), νI(b)) for every a, b ∈ A
• νI(ab) ≥ νI(a) + νI(b) for every a, b ∈ A
• νI(a) ≥ 0 if and only if a ∈ A0.
Let also
A(I) := {a ∈ A | νI(a) 6= −∞}.
It is easily seen that A(I) is a subring of A. Moreover, fix any real number ρ ∈]0, 1[, and set
|a|I := ρνI(a) ∈ R≥0. for every a ∈ A(I)
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(with the convention that ρ+∞ := 0). It is clear that | · |I is a semi-norm on A(I). The cor-
responding power-multiplicative semi-norm | · |∗I provided by lemma 9.1.8 is sometimes called
the asymptotic Samuel function of I .
(ii) In the situation of (i), let J ⊂ A0 be another ideal, with I ⊂ J . Then it is easily seen
that, for every a ∈ A, we have either νJ (a) ≥ νI(a) ≥ 0, or else 0 > νI(a) ≥ νJ(a). Therefore
A(J) ⊂ A(I)
and the two foregoing conditions can be unified in the following assertion. For every a ∈ A(J)
we have either νJ(a) = 0, in which case νI(a) = 0 as well, or else
0 ≤ νI(a)/νJ(a) ≤ 1.
We deduce a corresponding inequality for asymptotic Samuel functions : namely, for every
a ∈ A(J) with |a|∗J 6= 0 we have either |a|∗J = 1, in which case |a|∗I = 1 as well, or else
0 ≤ log |a|
∗
I
log |a|∗J
≤ 1.
(iii) For instance, for any integer n > 0 we have A(I) = A(In) and
νIn(a
n) ≥ νI(a) ≥ n · νIn(a) for every a ∈ A
from which it follows easily that
|a|∗In = (|a|∗I)1/n for every a ∈ A(I).
(iv) Let I and I ′ two ideals of A0, and suppose that the I-adic topology on A0 agrees with
the I ′-adic topology. Combining (ii) and (iii) we deduce that
A(I) = A(I ′)
and for every a ∈ A(I) we have |a|∗I = 1 (resp. |a|∗I = 0) if and only if |a|∗I′ = 1 (resp.
|a|∗I′ = 0); also, there exists a real number C ≥ 0 (independent of a) such that
0 ≤ log |a|
∗
I
log |a|∗I′
,
log |a|∗I′
log |a|∗I
≤ C whenever |a|∗I 6= 1, 0.
(v) We notice as well that the asymptotic Samuel function is independent of the subring A0.
Namely, in the situation of (i), suppose that A′0 is another subring of A such that I is also an
ideal of A′0. Then we may set
I ′n := In for every n > 0, and I ′−k := {a ∈ A | aIk ⊂ A′0} for every k ≥ 0
(where I0 := A0). Using the system of powers (I
n | n ∈ Z) we define the function νI and the
subring A(I) as in (i), and with the system of powers (I ′n | n ∈ Z) we may define likewise the
function νI′ and the subring A(I
′). After fixing ρ ∈]0, 1[, we then may define correspondingly
the semi-norms | · |I and | · |I′ , as well as the associated power multiplicative semi-norms | · |∗I and
| · |∗I′ . Obviously, for every a ∈ A we have νI(a) > 0 if and only νI′(a) > 0, and νI(a) = νI′(a)
for every a ∈ A such that νI(a) > 0. Moreover, suppose that νI(a) = −n for some n ∈ N; this
means especially that aIn ⊂ A0, so that aIn+1 ⊂ I ⊂ A′0, whence νI(a) ≥ −n − 1. It follows
easily that
A(I) = A(I ′) and |a|∗I = |a|∗I′ for every a ∈ A(I).
(vi) It follows especially from (v) that the subring (A(I), | · |∗I)+ of A(I) is independent of
A0 (notation of remark 9.1.4(v)), and moreover, if B ⊂ A is any subring such that I is also an
ideal of B, then B ⊂ (A(I), | · |∗I)+. More generally, we have :
Proposition 9.1.10. In the situation of example 9.1.9(i), consider any subring B of A with
I ⊂ B ⊂ (A(I), | · |∗I)+.
Then the following holds :
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(i) A(I) ⊂ A(IB) and |a|∗I = |a|∗IB for every a ∈ (A(I), | · |∗I)+.
(ii) Suppose moreover that I is a finitely generated ideal of A0. Then A(I) = A(IB) and
|a|∗I = |a|∗IB for every a ∈ A(I).
Proof. (i): Arguing as in example 9.1.9(v), we easily see that νIB(a) ≥ νI(a) for every a ∈ A
such that νI(a) > 0, and νIB(a) ≥ νI(a) − 1 if ν(a) ≤ 0. This already implies the stated
inclusion of subrings, as well as the inequality
(9.1.11) |a|∗IB ≤ |a|∗I for every a ∈ A(I).
Now, suppose that |a|∗IB = ρc for some real number c > 0. Set n(k) := νIB(ak) for every
k ∈ N. It follows that limk→+∞ n(k)/k = c, and especially n(i) > 0 for every sufficiently large
i ∈ N. It suffices to check that |ai|∗I ≤ ρic, so we may replace a by ai for such sufficiently large
i, and assume from start that νIB(a) ≥ 0. In this situation, for every k ∈ N we may then write
ak =
∑r
j=1 aibi, for some a1, . . . , ar ∈ In(k) and b1, . . . , br ∈ B. Since by assumption |bi|∗I ≤ 1
for every i ≤ r, taking into account lemma 9.1.8(ii,iii) we deduce that
|ak|∗I ≤ sup(|x|∗I | x ∈ In(k)) ≤ sup(|x|I | x ∈ In(k)) ≤ ρn(k)
whence |a|∗I ≤ ρn(k)/k for every k ∈ N, and therefore |a|∗I ≤ |a|∗IB.
(ii): Indeed, we know already that A(I) ⊂ A(IB), and to show the converse inclusion, pick
any finite system of generators (t1, . . . , tr) for I , and let a ∈ A(IB) be any element. This means
that a · (IB)n ⊂ B ⊂ A(I) for some n ∈ N. Hence we may findm ∈ N such that
a · tk11 · · · tkrr · Im ⊂ A0 for every (k1, . . . , kr) ∈ Nr with k1 + · · ·+ kr = n
whence a · Im+n ⊂ A0, so a ∈ A(I), as stated. Next, to conclude, in light of (9.1.11), it
suffices to show that |a|∗I ≤ |a|∗IB, for every a ∈ A(I). However, in case |a|∗IB = ρc for some
real number c > 0, we may argue as in the proof of (i) to deduce the sought inequality. We
may therefore assume that |a|∗IB ≤ ρ−c for some real number c > 0, and we have to show that
|a|∗I ≤ ρ−c as well. Define n(k) as in the proof of (i), for every k ∈ N. Notice that, if n(k) > 0
for some k ∈ N, we have |ak|IB ≤ ρ, whence |a|∗IB ≤ ρ1/k, in which case the assertion is
already known. Hence, we may further assume that n(k) ≤ 0 for every k ∈ N, in which case
lim
k→+∞
−n(k)/k ≤ c and ak · (IB)−n(k) ⊂ B for every k ∈ N.
Pick any integers p, q > 0 such that c < p/q; it follows easily that
anq · (IB)np−1 ⊂ B for every sufficiently large n ∈ N.
Fix such a sufficiently large n ∈ N; we deduce
x(k•) := a
nq · tk11 · · · tkrr ∈ IB for every k• := (k1, . . . , kr) ∈ Nr with k1 + · · ·+ kr = np
in which case |x(k•)|∗IB < 1, and therefore |x(k•)|∗I < 1 as well, by the foregoing, for every
such k•. Then we may findm ∈ N such that
anmq · tmk11 · · · tmkrr ∈ A0 for every k• := (k1, . . . , kr) ∈ Nr with k1 + · · ·+ kr = np.
However, let J ⊂ A0 be the ideal generated by tm1 , . . . , tmr , and notice that
I(m−1)(r+nps)+1 ⊂ Jnps for every s ∈ N.
We conclude that
anmqs · I(m−1)(r+nps)+1 ⊂ A0 for every s ∈ N
from which we see that
lim
s→+∞
−νI(anmqs)/(nmqs) ≤ lim
s→+∞
((m− 1)(r + nps) + 1)/(nmqs) < p/q
and since the rational number p/q can be taken arbitrary close to c, the sought inequality follows.

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Definition 9.1.12. Let F be a field.
(i) We say that a subring V ⊂ F is a valuation ring of F if the following holds. For every
x ∈ F× we have either x ∈ V or x−1 ∈ V .
(ii) Let (A,mA), (B,mB) be two local subrings of F . We say thatB dominatesA ifA ⊂ B
and A ∩mB = mA.
Remark 9.1.13. (i) LetK be any field; notice that any semi-norm, and especially, any valuation
onK is necessarily a norm.
(ii) Let | · |K be any such valuation, and let K+ := (K, | · |K)+, as in remark 9.1.4(v). Then
it is easily seen that K+ is a valuation ring of K. Also, the invertible elements of of K+ are
precisely those x ∈ K such that |x|K = 1, and the set {x ∈ K | |x|K < 1} is the unique
maximal ideal ofK+; especially,K+ is a local domain.
(iii) Furthermore, K+ is integrally closed. Indeed, let x ∈ K be integral over K+, so that
xn + y1x
n−1 + · · ·+ yn = 0 for some y1, . . . , yn ∈ K+, and suppose, by way of contradiction,
that x /∈ K+, i.e. that |x|K > 1; it follows easily that |xn|K > |yixn−i|K for every i = 1, . . . , n,
so that remark 9.1.4(iii) yields |xn + y1xn−1 + · · ·+ yn|K = |xn|K 6= 0, which is absurd.
(iv) Conversely, if V is any valuation ring of K, set Γ := K×/V ×. Thus, Γ is an abelian
group, and we define an ordering on Γ as follows. For given classes x, y ∈ Γ, we declare that
x ≤ y if and only if y−1x ∈ V . Then it is easily seen that (Γ,≤) is an ordered abelian group,
and the projectionK× → Γ is the restriction toK× of a well defined valuation | · |K ofK, such
that V = (K, | · |K)+, so the maximal ideal mV of V and the subset V × are also described as in
(ii) (details left to the reader).
(v) If the valuation | · |K is a surjective map, we say that (K, | · |K) is a valued field. In view
of (iv), we see that a valuation ring of K is the same as the datum of the equivalence class (in
the sense of definition 9.1.3(vi)) of a valued field (K, | · |K).
(vi) Let A be any ring, | · | and | · |′ two valuations on A; in light of (v), we see that the
following conditions are equivalent :
(a) the valuations | · | and | · |′ are equivalent
(b) | · | and | · |′ have the same support and (κ(| · |), | · |κ)+ = (κ(| · |′), | · |′κ)+
(c) for every a, b ∈ A we have |a| ≤ |b| if and only if |a|′ ≤ |b|′.
(vii) Let (K, | · |) be any valued field, and Γ the value group of | · |. There is an inclusion-
reversing bijection
Spec Γ
∼→ SpecK+
that assigns to every convex subgroup∆ ⊂ Γ the prime ideal
p(∆) := {x ∈ K+ | γ > |x| for every γ ∈ ∆}
and whose inverse assigns, to every prime ideal p ⊂ K+, the convex subgroup
∆(p) := {γ ∈ Γ | γ, γ−1 > |x| for every x ∈ p}.
Indeed, it is easily seen that p(∆) is a prime ideal, and we check that∆(p) is a convex subgroup.
First, say that γ, γ′ ∈ ∆(p); if either γ > 1 or γ′ > 1, it is clear that γ · γ′ > |x| for every
x ∈ p. If γ, γ′ ≤ 1, we may find y, y′ ∈ K+ such that γ = |y| and γ′ = |y′|, and by assumption,
neither y nor y′ lie in p, so also y · y′ /∈ p, and therefore γ · γ′ > |x|K for every x ∈ p. Hence,
∆(p) is a subgroup of Γ, and the convexity of ∆(p) is obvious. Next, set q := p(∆); directly
from the definitions we see that ∆ ⊂ ∆(q). Conversely, let γ ∈ Γ+ \∆; then γ = |y| for some
y ∈ K+, and since γ < δ for every δ ∈ ∆, we get y ∈ q, so that γ /∈ ∆q. Hence, ∆ = ∆(q),
and especially, the rule p 7→ ∆(p) is surjective from SpecK+ to Spec Γ; but it is easily seen
that this rule is also injective, whence the contention.
Definition 9.1.14. Let (K, | · |K) be any valued field, and Γ the value group of | · |K .
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(i) For every γ ∈ Γ+, set Uγ := {x ∈ K+ | |x|K < γ}. The valuation topology of K+ is
the unique linear topology TK+ that admits the family {Uγ | γ ∈ Γ+} as a fundamental
system of open neighborhoods of 0.
(ii) In view of remark 8.3.2(i) there exists a unique ring topology TK onK such that :
(a) K+ is an open subring ofK
(b) TK induces on K+ the valuation topology TK+.
We call TK the valuation topology ofK.
(iii) We say that (K, | · |K) is a Tate valued field, if the valuation topology ofK is f-adic and
not discrete.
(iv) Let A be any ring, and v any valuation on A. We say that v is a Tate valuation if the
residual valued field (κ(v), v) is a Tate valued field.
Proposition 9.1.15. With the notation of definition 9.1.14, let (K+∧,T ∧K+) (resp. (K
∧,T ∧K ))
be the completion of the topological ring (K+,TK+) (resp. (K,TK)). We have :
(i) Let T ′ be any topology on K+ that is linear and separated. Then either T ′ = TK+,
or else T ′ is the discrete topology.
(ii) (K, | · |K) is a Tate valued field if and only if (K,TK) is a Tate topological ring.
(iii) K+∧ is a valuation ring and T ∧K+ is the valuation topology on K
+∧.
(iv) K∧ is the field of fractions ofK+, and T ∧K is the valuation topology onK
∧.
(v) The valuation | · |K : K → Γ◦ extends uniquely to a valuation | · |∧K : K∧ → Γ◦ whose
valuation ring isK+∧.
Proof. (i): Let x ∈ K+ \ {0} be any element; since T ′ is separated, there exists an ideal
I ⊂ K+ that is open for the topology T ′, and such that x /∈ I . Then I ⊂ Uγ , with γ := |x|K
(notation of definition 9.1.14(i)), so T ′ is finer than TK+. If T
′ is not the discrete topology,
there exists y ∈ I \ {0}, and therefore Uδ ⊂ I , with δ := |y|K , so in this case T ′ = TK+.
(ii): Suppose that TK is f-adic; then, since K+ is a bounded subset of K, the valuation
topology TK+ must be adic with a finitely generated ideal of adic definition I (proposition
8.3.13(ii)). Such I is necessarily principal, and I 6= 0, if TK is not discrete; in this case, any
generator of I is a topologically nilpotent unit in K. Conversely, if a ∈ K is a topologically
nilpotent unit for the valuation topology of K, then a ∈ K+, and it is easily seen that the
valuation topology ofK+ agrees with theK+a-adic topology, so TK+ is adic and TK is f-adic.
(iii): Let a• := (ai | i ∈ I) be any Cauchy net in K (indexed by a filtered ordered set I);
for every γ ∈ Γ, pick i(γ) ∈ I such that |aj − ak|K < γ for every j, k ≥ i(γ). Suppose first
that |ai(γ)|K ≤ γ for every γ ∈ Γ; then |aj|K ≤ γ for every j ≥ i(γ) and every γ ∈ Γ, i.e. a•
converges to 0, and we set |a•|∧K := 0. Otherwise, there exists δ ∈ Γ such that |ai(δ)|K > δ and
then |aj|K = δ for every j ≥ i(δ), in which case we set |a•|∧K := |ai(δ)|K . It is easily seen that
|a•|∧K depends only on the class of a• in K∧, and if b• is any other Cauchy sequence, then
|(aibi | i ∈ I)|∧K = |a•|∧K · |b•|∧K and |(ai + bi | i ∈ I)|∧K ≤ max(|a•|∧K , |b•|∧K)
(details left to the reader). It follows already thatK∧ is a domain. Moreover, we have |a•|∧K ≤ 1
if and only if the class of a• is equivalent to the class of a Cauchy net inK
+. Next, suppose that
1 ≥ |a•|∧K ≥ |b•|∧K > 0, in which case there exists i0 ∈ I such that
|aj|K ≥ |bj |K and |aj |K = β := |a•|∧K for every j ≥ i0
and set vj := 1 for every j ∈ I such that j < i0 and vj := a−1j bj for every j ≥ i0. We claim
that v• := (vj | j ∈ I) is a Cauchy net in K+ : indeed, for any γ ∈ Γ, pick i(γ) ∈ I such that
|aj−ak|K , |bj−bk|R < γ for every j, k ≥ i(γ); a simple calculation shows that |vj−vk| < γ ·β2
whenever j, k ≥ max(i0, i(γ)), as required. Now, since (vjaj | j ∈ I) and b• represent the same
element inK+∧, it follows that the class of a• divides the class of b• inK
+∧ (the quotient is the
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class of v•). Lastly, (i) easily implies that T ∧K+ is the valuation topology on K
+∧, whence the
assertion.
(v): Furthermore, notice that if the class x of a• in K
∧ is not 0, we have x = ai(δ) · y, with y
an invertible element of K+∧, so we must have |x|′ = |ai(δ)|K for every valuation | · |′ on K∧
that extends | · |K .
(iv): By the same token, we have x−1 = a−1i(δ) · y−1, which shows that K is a field, and
concludes the proof. 
Proposition 9.1.16. Let (K, |·|K) be a valued field such that the valuation ringK+ is henselian,
Ks a separable closure of K, and (K∧, | · |∧K ,T ∧K ) the completion of (K, | · |K ,TK). Then :
(i) The valuation ringK∧+ ofK∧ is henselian.
(ii) The ringK∧s := K∧ ⊗K Ks is an algebraic separably closed field extension ofK∧.
(iii) Especially, we have a natural group isomorphism :
Gal(Ks/K)
∼→ Gal(K∧s/K∧) σ 7→ K∧ ⊗K σ.
Proof. (i): The assertion follows immediately from the more general :
Claim 9.1.17. Let (A•, J•) := (Aλ, Jλ) | λ ∈ Ob(Λ)) be a system of henselian pairs indexed by
any small category, with transition morphisms fϕ : Aλ → Aµ such that fϕ(Jλ) ⊂ Jµ for every
morphism ϕ : λ → µ of Λ. Let A (resp. J) be the limit of the system A• (resp. of the system
J•); then the pair (A, J) is henselian.
Proof of the claim. Let A be the category whose objects are all the pairs (B, I), where B is a
ring and I ⊂ B an ideal, and whose morphisms (B, I) → (B′, I ′) are all the ring homomor-
phisms f : B → B′ with f(I) ⊂ I ′. Denote by A h the full subcategory ofA whose objects are
the henselian pairs. Then the inclusion functor A h → A admits a left adjoint, which assigns
to every pair (B, I) its henselization (Bh, Ih). It is easily seen that A is complete, so the claim
follows directly from corollary 1.3.26. ♦
(ii): LetKa be an algebraic closure ofK containingKs and contained in an algebraic closure
K∧a of K∧, and notice that the valuation | · |K extends uniquely to a valuation | · |E on every
subextensionE ⊂ Ka, sinceK+ is henselian ([52, Rem.6.1.12(iv)]). Especially, for every such
E and every K-algebra homomorphism σ : E → Ka we must have
|a|E = |σ(a)|Ka for every a ∈ E.
Claim 9.1.18. (Krasner’s lemma) With the foregoing notation, let a ∈ Ks, b ∈ Ka, and suppose
that for every homomorphism σ : K[a]→ Ks ofK-algebras with σ(a) 6= a we have
|b− a|Ks < |σ(a)− a|Ks.
ThenK[a] ⊂ K[b].
Proof of the claim. It suffices to show that for everyK[b]-algebra homomorphism τ : K[a, b]→
Ka we have τ(a) = a. However, suppose that τ(a) 6= a for such a map τ ; we deduce that
|b− a|Ka < |τ(a)− a|Ks and |b− τ(a)|Ka = |τ(b− a)|Ka = |b− a|Ka
whence :
|τ(a)− a|Ks = |τ(a)− b+ b− a|Ks ≤ max(|τ(a)− b|Ka, |b− a|Ka) < |τ(a)− a|Ks
a contradiction. ♦
Let nowK∧ ⊂ E∧ be a non-trivial finite Galois extension with E∧ ⊂ K∧a, and pick a ∈ E∧
such that E∧ = K∧[a]. Let P (X) ∈ K∧[X ] be the minimal polynomial of a over K∧; in light
of (i) and [52, Rem.6.1.12(iv)], the valuation | · |∧K ofK∧ extends uniquely to a valuation of | · |∧E
of E∧; with this notation, we set
G := Gal(E∧/K∧) γ := min(|σ(a)− a|∧E | σ ∈ G \ 1E∧) ∈ |E∧|∧E .
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Say that P = Xn + c1X
n−1 + · · ·+ cn and pick a polynomial Q(X) ∈ K[X ] of degree n, say
Q = Xn + d1X
n−1 + · · ·+ dn such that
|ci − di|∧K < γn/|a|n−iE for i = 1, . . . , n.
It follows easily that |Q(a)|∧E < γn. Then, say thatQ(X) =
∏n
i=1(X−bi) for some b1, . . . , bn ∈
Ka; we deduce that |a− b| < γ for some b ∈ {b1, . . . , bn}, in which case claim 9.1.18 implies
that E∧ ⊂ K∧[b], and since P and Q have the same degree, we see that Q is irreducible over
K∧ and E∧ = K∧[b]. Especially, b is separable over K∧, so the roots of Q are all distinct, and
therefore b is also separable over K. Summing up, we have already shown that K∧Ks ⊂ K∧a
is a separable closure of K∧. It remains to check that the natural map K∧ ⊗K Ks → K∧Ks is
injective. To this aim, let K ⊂ E be any finite Galois extension with E ⊂ Ks, and denote by
trE/K : E → K the K-linear trace map, so that trE/K(a) =
∑
σ∈Gal(E/K) σ(a). Clearly trE/K
is continuous for the valuation topologiesTE and TK of E andK; on the other hand, since E is
separable overK, the trace map induces a perfect pairingE⊗KE → K : x⊗y 7→ trE/K(xy) for
every x, y ∈ E. Hence, let x1, . . . , xn be a basis of the K-vector space E, and y1, . . . , yn ∈ E
the unique elements such that trE/K(xiyj) = δij for every i, j = 1, . . . , n. There follow K-
linear isomorphisms
K⊕n
ϕ−→ E ψ−→ K⊕n such that ψ ◦ ϕ = 1K⊕n
where ϕ(a1, . . . , an) :=
∑n
i=1 aixi and ψ(b) := (trE/K(by1), . . . , trE/K(byn)) for every b ∈ E
and every (a1, . . . , an) ∈ K⊕n. Clearly both ϕ and ψ are continuous for the topology TE and
the product topology on K⊕n, hence they are both homeomorphisms. Let (E∧,T ∧E ) be the
completion of (E,TE); we deduce a commutative diagram ofK∧-linear maps
K∧ ⊗K E K
∧⊗Kψ //
µ

K∧ ⊗K K⊕n

E∧
ψ∧ // (K∧)⊕n
where ψ∧ is the completion of ψ and µ is the multiplication map; especially both horizontal
arrows are bijections, and the same holds for the right vertical arrow. Then µ is bijective as
well, whence the contention.
(iii) is an immediate consequence of (ii). 
Remark 9.1.19. The left adjoint property of the topological henselizationA 7→ Ah implies that
for every f-adic ring A, the identity map 1Ah is the unique continuousA-algebra endomorphism
of Ah. However, Ah in general will admit also non-continuous A-algebra endomorphisms. For
instance, letK be an algebraically closed field of characteristic zero, and set
F0 := K[Q+] = K[T
1/n | n ∈ N] F := FracF0.
Let also v : F0 → Q◦ be the valuation of F0 associated with the inclusion map Q+ → Q as
in example 9.1.5 (where Q is endowed with its standard ordering). Then F+ := κ(v)+ is a
valuation ring of F , and (F, v) is a Tate valued field. Clearly the value group of v is Q and the
residue field is K. Let mF ⊂ F+ be the maximal ideal, and (F+h,mhF ) the henselization of the
pair (F+,m); then F+h is a valuation ring with the same value group Q, and the same residue
field K ([52, Lemma 6.2.5]). Moreover, the topological henselization F h of the Tate valued
field F is the field of fractions of F+h. It then follows easily from [52, Prop.6.2.12] that F h is
algebraically closed; on the other hand, it is easily seen that F is not algebraically closed, so
there exists a non-trivial automorphism of F h that fixes F .
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Theorem 9.1.20. LetK be a field, A ⊂ K a subring, and p ⊂ A a prime ideal of A. Then there
exists a valuation ring (V,mV ) ofK such that
A ⊂ V and p = mV ∩A.
Proof. We may replace A by Ap, and assume from start that A is a local ring. Denote by F the
set of all subrings B of K containing A and such that 1 /∈ pB; we endow F with the partial
ordering given by inclusion of subrings. Then A ∈ F , and if G is a totally ordered subset ofF ,
then
⋃
B∈G B still lies in F . By Zorn’s lemma, it follows that F admits a maximal element V .
First, we claim that V is local. Indeed, by assumption 1 /∈ pV , so pV is contained in a maximal
ideal m of V , and 1 /∈ pVm, so Vm ∈ F , and therefore V = Vm, since V is maximal. Let mV
be the maximal ideal of V ; by construction, p ⊂ mV ∩ A, and since p is maximal in A, we get
p = mV ∩ A. It remains only to check that V is a valuation ring of K. Thus, say that x ∈ K
and x /∈ V ; by maximality of V , we have V [x] /∈ F , so 1 ∈ pV [x], i.e. there exists an identity
of the form 1 = a0 + a1x+ · · ·+ anxn for some a0, . . . , an ∈ pV ⊂ mV . Since 1− a0 ∈ V ×,
we deduce a relation of the form
(9.1.21) 1 = b1x+ · · ·+ bnxn where b1, . . . , bn ∈ mV .
Likewise, if x−1 /∈ V , we find an identity of the form
(9.1.22) 1 = c1x
−1 + · · ·+ cmx−m where c1, . . . , cm ∈ mV
and we may assume that m,n ∈ N are the minimal integers for which there exist identities
(9.1.21) and (9.1.22). Up to swapping the roles of x and x−1, we may also assume that n ≥ m.
In this case we deduce
1 = b1x+ · · ·+ bn−1xn−1 + bn · (c1xn−1 + · · ·+ cmxn−m)
which is another identity of the type (9.1.21), but with a strictly smaller value of n, a contradic-
tion. We conclude that either x ∈ V or x−1 ∈ V , as required. 
9.1.23. Let K be any field, and denote by LK the set of all local subrings of K. We endow
LK with a partial ordering, by declaring that, for every A,B ∈ LK we have A ≤ B if and only
if B dominates A (see definition 9.1.12(ii)).
Corollary 9.1.24. With the notation of (9.1.23), the following holds :
(i) For every A ∈ LK there exists a maximal element of LK that dominates A.
(ii) An element of LK is maximal if and only if it is a valuation ring ofK.
Proof. (i): Let (Bi | i ∈ I) be a totally ordered subset of LK such that A ≤ Bi for every i ∈ I ,
and set B :=
⋃
i∈I Bi. It is easily seen that B ∈ LK , and A ≤ B. Then the assertion follows
from Zorn’s lemma.
(ii): Let A be any maximal element of LK ; by theorem 9.1.20 there exists a valuation ring V
ofK that dominates A, so A = V . Conversely, if (V,mV ) is a valuation ring ofK and (A,mA)
any element of LK that dominates V , then we must have A = V : indeed, if the latter fails,
there exists a ∈ A \ V , so that a−1 ∈ mV ⊂ mA, which is absurd. 
9.1.25. Henceforth, and until the end of this section, we let (K, | · |) be a given valued field,
whose valuation ring (resp. maximal ideal, resp. residue field, resp. value group) shall be
denotedK+ (resp. mK , resp. κ, resp. Γ). The following result is due to Nagata ([93, Th.3]).
Proposition 9.1.26. Let A be an essentially finitely presented K+-algebra,M a finitely gener-
atedK+-flat A-module. ThenM is a finitely presented A-module.
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Proof. Let us writeA = S−1B for some finitely presentedK+-algebraB, and some multiplica-
tive subset S ⊂ B; then we may find a finitely generated B-moduleMB with an isomorphism
ϕ : S−1MB
∼→ M of A-modules. Let M ′B be the image of MB in MB ⊗K+ K; since M is
K+-flat, ϕ induces an isomorphism S−1M ′B → M . It then suffices to show thatM ′B is a finitely
presented B-module; hence we may replace A by B and M by M ′B , and assume that A is a
finitely presentedK+-algebra.
We are further easily reduced to the case where A = K+[T1, . . . , Tn] is a free polynomial
K+-algebra. Pick a finite system of generators Σ forM ; define increasing filtrations Fil•A and
Fil•M on A andM , by letting FilkA be theK
+-submodule of all polynomials P (T1, . . . , Tn) ∈
A of total degree ≤ k, and setting FilkM := FilkA · Σ ⊂ M for every k ∈ N. We consider
the Rees algebra R(A)• and the Rees module R(M)• associated with these filtrations as in
definition 7.9.1(iii,iv). Say that Σ is a subset of cardinality N ; we obtain an A-linear surjection
ϕ : A⊕N → M , and we set M ′k := (FilkA)⊕N ∩ Kerϕ for every k ∈ N. Notice that the
resulting graded K+-module M ′• :=
⊕
k∈NM
′
k is actually a R(A)•-module and we get a short
exact sequence of graded R(A)•-modules
C• : 0→M ′• → R(A)⊕N• → R(M)• → 0.
Notice also that the K+-modules R(A)⊕Nk and R(M)k are torsion-free and finitely generated,
hence they are free of finite rank (see [52, Rem.6.1.12(ii)]); then the same holds for M ′k, for
every k ∈ N. It follows that the complexC•⊗K+ κ is still short exact. On the other hand, R(A)•
is a K+-algebra of finite type (see example 7.9.5), hence R := R(A)• ⊗K+ κ is a noetherian
ring; therefore, M ′• ⊗K+ κ is a graded R-module of finite type, say generated by the system of
homogenenous elements {x1, . . . , xt}. Lift these elements to a system Σ′ := {x1, . . . , xt} of
homogeneous elements ofM ′•, and denote byM
′′
• ⊂M ′• the R(A)•-submodule generated by Σ′.
By construction,M ′′k ⊗K+ κ = M ′k ⊗K+ κ, hence M ′′k = M ′k for every k ∈ N, by Nakayama’s
lemma. In other words,Σ′ is a system of generators forM ′•; it follows easily that the image ofΣ
′
in Kerϕ is also a system of generator for the latter A-module, and the proposition follows. 
Corollary 9.1.27. Every essentially finitely presentedK+-algebra is a coherent ring.
Proof. One reduces easily to the case of a free polynomial K+-algebra K+[T1, . . . , Tn], in
which case the assertion follows immediately from proposition 9.1.26 : the details shall be
left to the reader. 
Lemma 9.1.28. If A if a finitely presentedK+-algebra, the subsetMinA ⊂ SpecA of minimal
prime ideals is finite.
Proof. We begin with the following :
Claim 9.1.29. The assertion holds when A is a flat K+-algebra.
Proof of the claim. Indeed, in this case, by the going-down theorem ([89, Th.9.5]) the minimal
primes lie in SpecA⊗K+ K, which is a noetherian ring. ♦
In general, A is defined over a Z-subalgebra R ⊂ K+ of finite type. Let L ⊂ K be the field
of fractions of R, and set L+ := L ∩K+; then L+ is a valuation ring of finite rank, and there
exists a finitely presented L+-algebra A′ such that A ≃ A′ ⊗L+ K+. For every prime ideal
p ⊂ L+, let κ(p) be the residue field of L+p , and set :
A′(p) := A′ ⊗L+ κ(p) K+(p) := K+ ⊗L+ κ(p).
Since SpecL+ is a finite set, it suffices to show that the subsetMinA⊗L+ κ(p) is finite for every
p ∈ SpecL+. However, A⊗L+ κ(p) ≃ A′(p)⊗κ(p) K+(p), so this ring is a flat K+(p)-algebra
of finite presentation. Let I be the nilradical ofK+(p); sinceK+(p)/I is a valuation ring, claim
9.1.29 applies with A replaced by A⊗K+ K+(p)/I , and concludes the proof. 
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Lemma 9.1.30. Let (A,mA) be a local ring,K
+ → A a local and essentially finitely presented
ring homomorphism. Then there exists a local morphism ϕ : V → A of essentially finitely
presentedK+-algebras, such that the following holds :
(i) V is a valuation ring, its maximal ideal mV is generated by the image of mK , and the
map K+ → V induces an isomorphism Γ ∼→ ΓV of value groups.
(ii) ϕ induces a finite field extension V/mV → A/mA.
Proof. SetX := SpecA, S := SpecK+ and let x ∈ X be the closed point. Pick a1, . . . , ad ∈ A
whose classes in κ(x) form a transcendence basis over κ(s). The system (ai | i ≤ d) defines
a factorization of the morphism Specϕ : X → S as a composition X g−→ Y := AdS h−→ S,
such that ξ := g(x) is the generic point of h−1(s) ⊂ Y . The morphism g is essentially finitely
presented ([41, Ch.IV, Prop.1.4.3(v)]) and moreover :
Claim 9.1.31. The stalk OY,ξ is a valuation ring with value group Γ.
Proof of the claim. Indeed, set B := K+[T1, . . . , Td]; one sees easily that V := OX,ξ is the
valuation ring of the Gauss valuation | · |B : Frac(B)→ Γ ∪ {0} such that∣∣∣∑
α∈Nd
aαT
α
∣∣∣
B
= max{|aα| | α ∈ Nd}
(where aα ∈ K+ and T α := T α11 · · ·T αrr for all α := (α1, . . . , αd) ∈ Nd, and aα = 0 except for
finitely many α ∈ Nd). ♦
In view of claim 9.1.31, to conclude the proof it suffices to notice that κ(x) is a finite exten-
sion of κ(ξ). 
Proposition 9.1.32. Let ϕ : K+ → A and ψ : A→ B be two essentially finitely presented ring
homomorphisms. Then :
(i) If ψ is integral,B is a finitely presented A-module.
(ii) If A is local, ϕ is local and flat, and A/mKA is a field, then A is a valuation ring and
ϕ induces an isomorphism Γ
∼→ ΓA of value groups.
Proof. (i): The assumption means that there exist a finitely presented A-algebra C and a mul-
tiplicative system T ⊂ C such that B = T−1C. Let I := ⋃t∈T AnnC(t). Then I is the kernel
of the localization map C → B; the latter is integral by hypothesis, hence for every t ∈ T
there is a monic polynomial P (X) ∈ C[X ], say of degree n, such that P (t−1) = 0 in B, hence
t′tn · P (t−1) = 0 in C, for some t′ ∈ T , i.e. t′(1 − ct) = 0 holds in C for some c ∈ C, in
other words, the image of t is already a unit in C/I , so that B = C/I . Then lemma 8.1.60
says that V (I) ⊂ SpecC is closed under generizations, hence V (I) is open, by corollary 8.1.48
and lemma 9.1.28, and finally I is finitely generated, by lemma 8.1.57(ii). So B is a finitely
presented A-algebra. Then (i) follows from the well known :
Claim 9.1.33. Let R be any ring, S a finitely presented and integral R-algebra. Then S is a
finitely presented R-module.
Proof of the claim. Let us pick a presentation : S = R[x1, . . . , xn]/(f1, . . . , fm). By assump-
tion, for every i ≤ n we can find a monic polynomial Pi(T ) ∈ R[T ] such that Pi(xi) = 0 in S.
Let us set S ′ := R[x1, . . . , xn]/(P1(x1), . . . , Pn(xn)); then S
′ is a free R-module of finite rank,
and there is an obvious surjection S ′ → S of R-algebras, the kernel of which is generated by
the images of the polynomials f1, . . . , fm. The claim follows. ♦
(ii): By lemma 9.1.30, we may assume from start that the residue field of A is a finite ex-
tension of κ. We can write A = Cp for a K
+-algebra C of finite presentation, and a prime
ideal p ⊂ C containing mK ; under the stated assumptions, A/mKA is a finite field extension
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of κ, hence p is a maximal ideal of C, and moreover p is isolated in the fibre g−1(s) of the
structure morphism g : Z := SpecC → SpecK+. It then follows from [43, Ch.IV, Cor.13.1.4]
that, up to shrinking Z, we may assume that g is a quasi-finite morphism ([38, Ch.II, §6.2]).
Let Kh+ be the henselization of K+, and set Ch := C ⊗K+ Kh+. There exists precisely one
prime ideal q ⊂ Ch lying over p, and Chq is a flat, finite and finitely presented Kh+-algebra by
[44, Ch.IV, Th.18.5.11], so Chq is henselian, by [44, Ch.IV, Prop.18.5.6(i)], and then C
h
q is the
henselization of A, since the natural map A → Chq is ind-e´tale and induces an isomorphism
Chq ⊗K+ κ ≃ κ(x). Finally, Chq is also a valuation ring with value group Γ, by virtue of [52,
Lemma 6.1.13 and Rem.6.1.12(vi)]. To conclude the proof of (ii), it now suffices to remark :
Claim 9.1.34. Let V be a valuation ring, ϕ : R → V a faithfully flat morphism. Then R is a
valuation ring and ϕ induces an injection ϕΓ : ΓR → ΓV of the respective value groups.
Proof of the claim. Clearly R is a domain, since it is a subring of V . To show that R is a
valuation ring, it then suffices to prove that, for any two ideals I, J ⊂ R, we have either I ⊂ J
or J ⊂ I . However, since V is a valuation ring, we know already that either I · V ⊂ J · V or
J · V ⊂ I · V ; since ϕ is faithfully flat, the assertion follows. By the same token, we deduce
that an ideal I ⊂ R is equal to R if and only if I · V = V , which implies that ϕΓ is injective
(see [52, §6.1.11]). 
9.2. Huber’s theory of the valuation spectrum. In this section we present the first elements
of Huber’s theory of the valuation spectrum of an arbitrary ring, for which the original reference
is his Habilitationschrift [69]. Let A be any ring. We denote by
SpvA
the set of equivalence classes of valuations on A. For every a, b ∈ A we set
RA
(a
b
)
:= {v ∈ SpvA | v(a) ≤ v(b) 6= 0}
and more generally, with every n ∈ N and every a1, . . . , an, b1, . . . , bn ∈ A we associate the
rational subset
RA
(a1
b1
, . . . ,
an
bn
)
:=
n⋂
i=1
RA
(ai
bi
)
and we denote BA the boolean algebra generated by the system of rational subsets of SpvA.
Explicitly, every element of BA is a finite union of subsets of the form
{v ∈ SpvA | v(a1) < v(b1), . . . , v(an) < v(bn), v(c1) ≤ v(d1), . . . , v(cm) ≤ v(dm)}
where n,m ∈ N are arbitrary integers, and a1, b1, . . . , an, bn, c1, d1, . . . , cm, dm ∈ A are arbi-
trary elements.
Definition 9.2.1. For every ring A, we endow SpvA with the topology TA with basis given by
the rational subsets. The pair (SpvA,TA) will be called the valuation spectrum of A.
Theorem 9.2.2. For every ringA, the topological space (SpvA,TA) is spectral, and BA is the
set of all constructible subsets of SpvA.
Proof. We endow SpvA with the topology Tcons with basis BA. Endow as well the set {0, 1}
with its discrete topology, and the set P := {0, 1}A×A with the product topology. We attach to
every valuation v of A a mapping ϕv : A × A → {0, 1}, by declaring that ϕv(a, b) = 1 if and
only if v(a) ≥ v(b). If v, w are any two valuations on A, then it is clear that ϕv = ϕw if and
only if v is equivalent to w, so that the rule v 7→ ϕv yields a well defined injective map
ϕ : SpvA→ P
and it is easily seen that the topology on SpvA induced by P via ϕ agrees with Tcons.
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Claim 9.2.3. The image of ϕ is the subset of P of all mappings f : A× A→ {0, 1} fulfilling
the following conditions for every a, b, c ∈ A :
(a) we have either f(a, b) = 1 or f(b, a) = 1
(b) if f(a, b) = f(b, c) = 1, then f(a, c) = 1
(c) we have either f(a, a+ b) = 1 or f(b, a+ b) = 1
(d) if f(a, b) = 1, then f(ac, bc) = 1
(e) if f(ac, bc) = 1 and f(0, c) = 0, then f(a, b) = 1
(f) f(0, 1) = 0.
Proof of the claim. It is clear that ϕv fulfills these conditions for every v ∈ SpvA. Conversely,
let f be a mapping fulfilling conditions (a)–(f); from (f), (a) and (d) we deduce :
(g) f(x, 0) = 1 for every x ∈ A.
Set p := {a ∈ A | f(0, a) = 1}. We show that p is an ideal of A. Indeed, from (a) it follows
that 0 ∈ p. Next, say that a, b ∈ p; from (c) we may assume that f(a, a + b) = 1, and then (b)
implies that a + b ∈ p. Lastly, if a ∈ p and b ∈ A, then (d) implies that ab ∈ p, as required.
Moreover, (e) and (f) imply that p is a prime ideal, and we set κ := FracA/p. We notice :
(h) f(a+ x, a) = f(a, a+ x) = 1 for every a ∈ A and x ∈ p.
Indeed, suppose that f(a + x, a) = 0 for such a and x; then (c) implies that f(−x, a) = 1,
and combining with (b) we get f(0, a) = 1. On the other hand, (g) says that f(a + x, 0) = 1,
and combining again with (b) we derive f(a + x, a) = 1, a contradiction. To derive the second
identity, set b := a+ x, so that f(b− x, b) = 1, by the foregoing, as required.
We can now show that f factors through a mapping
f : A/p×A/p→ {0, 1}.
Indeed, let a, b ∈ A and c ∈ p be arbitrary elements, and assume first that f(a, b) = 1; we need
to show that f(a+c, b) = 1, and this follows from (b) and (h). Similarly, we get f(a, b+c) = 1.
Lastly, if f(a, b) = 0 we must have f(a + c, b) = 0, for otherwise the foregoing would give
f(a, b) = f(a+c−c, b) = f(a+c, b) = 1, a contradiction; similarly, we see that f(a, b+c) = 0
in this case. This shows that f is well defined, and by construction we have
(i) f(0, x) = 0 for every x ∈ A/p \ {0}.
Now, for every x ∈ κ, write x = a−1b for some a, b ∈ A/p, with a 6= 0; we say that x is
f -positive if f(a, b) = 1. From (i) and (e) it follows easily that this condition does not depend
on the choice of a and b, and we let V ⊂ κ be the subset of all f -positive elements. Suppose
that x, y ∈ V , and write x = a−1b, y = a−1b′ for some a, b, b′ ∈ A/p with a 6= 0; this
means that f(a, b) = f(a, b′) = 1, and by virtue of (c) we may assume that f(b, b + b′) = 1.
Then (b) implies that f(a, b + b′) = 1, so x + y ∈ V . Likewise, (d) implies f(aa′, ba′) = 1
and f(ba′, bb′) = 1, and then (b) yields f(aa′, bb′) = 1, so xy ∈ V . Also, we have either
f(−1, 1) = 1 or f(1,−1) = 1 by (a), so−1 ∈ V ; summing up, we conclude that V is a subring
of κ, and (a) implies that V is a valuation ring of κ. Now, let w be the valuation of κ attached to
V as in remark 9.1.13(iv), and set v := w ◦ π, where π : A→ κ is the natural map; it is easily
seen that ϕv = f , whence the claim. ♦
Claim 9.2.3 implies that the image of ϕ is a closed subset of the quasi-compact and separated
topological space P , so (SpvA,Tcons) is quasi-compact and separated as well. Now, it is
clear that every rational subset of SpvA is open and closed in the topology Tcons. Moreover,
it follows easily from remark 9.1.13(vi) that (SpvA,TA) is a T0 topological space. Then the
theorem follows from proposition 8.1.41. 
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Remark 9.2.4. (i) Let A be any ring. Quite generally, we have
RA
(f1
f0
, . . . ,
fn
f0
)
∩ RA
(g1
g0
, . . . ,
gm
g0
)
= RA
( figj
f0g0
| i = 0, . . . , n, j = 0, . . . , m
)
for every sequences f• := (f0, . . . , fn) and g• := (g0, . . . , gm) of elements of A.
(ii) Every ring homomorphism f : A→ B induces a mapping
Spv f : SpvB → SpvA v 7→ v ◦ f
and obviously we have
(Spv f)−1RA
(a
b
)
= RB
(f(a)
f(b)
)
for every a, b ∈ A
so that Spv f is a continuous spectral map (SpvB,TB)→ (SpvA,TA) (remark 8.1.26(iii)).
(iii) Moreover, we have a natural support map
σA : SpvA→ SpecA v 7→ Ker v
and notice that
σ−1A (SpecAs) = RA
(s
s
)
for every s ∈ A
so also σA is spectral. Furthermore, it is easily seen that σA restricts to a homeomorphism
(SpvA)0
∼→ SpecA
where (SpvA)0 is the subset of all rank zero valuations on A, endowed with the topology
induced by the inclusion map into SpvA. Notice as well that, by remark 9.1.4(iv,v), we have a
natural homeomorphism
(9.2.5) σ−1A (p)
∼→ Spv κ(p) for every p ∈ SpecA
where the fiber σ−1A (p) is endowed with the topology induced by SpvA via the inclusion map.
(iv) Let S ⊂ A be any multiplicative system, and i : A→ S−1A the localization map; taking
into account remark 9.1.4(iv), it is easily seen that Spv i is injective, and
ImSpv i =
⋂
s∈S
RA
(s
s
)
.
Moreover, we have
RS−1A
(s−1a
t−1b
)
= (Spv i)−1RA
(at
bs
)
for every a, b ∈ R and s, t ∈ S
so the topology of Spv S−1A is induced by the topology of SpvA, via the mapping Spv i, and
therefore the latter identifies Spv S−1A with a pro-constructible subset of SpvA.
(v) For any ring A, we set
Spv+A := {v ∈ SpvA | v(a) ≤ 1 for every a ∈ A}.
Hence, Spv+A is a pro-constructible subset of SpvA, and we endow it with the topology in-
duced by the inclusion map into SpvA, so that Spv+A is a spectral space (theorem 9.2.2 and
corollary 8.1.40). For every v ∈ Spv+A, let also
σ+A(v) := {a ∈ A | v(a) < 1}.
It is easily seen that σ+A(v) is a prime ideal of A, so we get a well defined map
σ+A : Spv
+A→ SpecA.
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Notice that σ+A is surjective : indeed, for every prime ideal p, the trivial valuation vp with support
equal to p lies in Spv+A, and σ+A(vp) = p. Moreover, we have
(σ+A)
−1(SpecAs) = RA
(1
s
)
∩ Spv+A for every s ∈ A
so σ+A is continuous and spectral (corollary 8.1.40). In many references, the prime ideal σ
+
A(v) is
called the center of the valuation v. Notice also that, for every ring homomorphism f : A→ B,
the map Spv f restricts to a continuous spectral map
Spv+f : Spv+B → Spv+A.
9.2.6. LetX be any scheme. A valuation ofX is a pair (x, v) consisting of a point x ∈ X and
the equivalence class of a valuation v of the residue field κ(x); then we say that x is the support
of (x, v). We denote by
SpvX
the set of valuations ofX , and we endow it with the coarsest topologyTX containing the subsets
U
(a
b
)
:= {(x, v) ∈ SpvX | x ∈ U, v(a(x)) ≤ v(b(x)) 6= 0}
where U ranges over all the open subsets of X , and a, b are arbitrary elements of OX(U) (and
a(x), b(x) are the images of a and b in κ(x)). The topological space (SpvX,TX) is called the
valuation spectrum of X . Any morphism of schemes f : Y → X induces a mapping
Spv f : Spv Y → SpvX (y, w) 7→ (f(y), w ◦ f ♭y)
where f ♭y : κ(f(y)) → κ(y) is the ring homomorphism induced by the morphism of structure
sheaves f ♭ : OX → f∗OY associated with f . Notice that
(Spvf)−1U
(a
b
)
= f−1U
(f ♭U(a)
f ♭U(b)
)
for every U , a and b as in the foregoing, so Spv f is a continuous mapping. In the same vein,
consider the support map
σX : SpvX → X (x, v)→ x.
Clearly σ−1X U = U(
1
1
) for every open subset U ⊂ X , so σX is continuous as well.
Remark 9.2.7. The construction of (9.2.6) generalizes that of (9.2) : indeed, let A be any ring;
we have a natural mapping
(9.2.8) SpvA→ Spv(SpecA) v 7→ (Ker v, v)
where, for any valuation v on A, we let v be the residual valuation of v (see remark 9.1.4(v)).
In light of remarks 9.1.13(vi) and 9.2.4(iv) it is easily seen that (9.2.8) is a homeomorphism
(details left to the reader). Taking into account theorem 9.2.2, we see that SpvX is locally
spectral for every scheme X , and if X is quasi-compact and quasi-separated, then SpvX is
spectral (lemma 8.1.21(iv)). Moreover, remark 9.2.4(ii) and proposition 8.1.22(iii) imply that
Spv f is a spectral map, for every morphism of schemes f : Y → X .
Proposition 9.2.9. Let f : A → B and g : A → A′ be two ring homomorphisms, and set
B′ := A′ ⊗A B. Then the induced continuous map of topological spaces
ϕ : SpvB′ → SpvA′ ×SpvA SpvB
is surjective.
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Proof. Let v′ ∈ SpvA′ and w ∈ SpvB be two elements such that v := Spv(g)(v′) =
Spv(f)(w), and denote by
v ∈ Spv κ(v) v′ ∈ Spv κ(v′) w ∈ Spv κ(w)
the residual valuations of v, v′, and w; the maps f and g induce field extensions κ(v) → κ(v′)
and κ(v) → κ(w), whence a ring homomorphism h : B′ → C := κ(v′) ⊗κ(v) κ(w). Suppose
that u ∈ SpvC is an element whose image in Spv κ(v′) ×Spv κ(v) Spv κ(w) equals the pair
(v′, w); then ϕ ◦ Spv(h)(u) = (v′, w). Thus, we are reduced to the case where A, A′ and B are
three fields. To ease notation, set A+ := κ(v)+, and define likewise A′+ and B+; let as well
B′+ := A′+ ⊗A+ B+. Since the maps A+ → A′+ and A+ → B+ are flat, it is easily seen that
the induced map B′+ → B′ is injective. Pick any prime ideal p ∈ SpecB′+ whose image in
SpecA′+ (resp. in SpecB+) is the (unique) closed point; the induced map B′+p → B′p is still
injective, and especially, B′p 6= 0, so we may find a maximal ideal m of B′p, and we denote by
κ(m) the residue field ofm. The image ofB′+p in κ(m) is a local ringD, and by corollary 9.1.24
we may find a valuation ring (V,mV ) of κ(m) that dominatesD. Lastly, V yields a well defined
point u ∈ SpvB′, and a simple inspection shows that ϕ(u) = (v′, w), as required. 
9.2.10. We wish next to investigate the specializations in the valuation spectrum. Thus, let A
be any ring, v : A → Γ◦ a valuation. The convex subgroup of Γv generated by Im (v) \ Γ+◦ is
called the characteristic subgroup of v, and shall be denoted
cΓv.
Now, let ∆ ⊂ Γ be any convex subgroup, and π : Γ → Γ/∆ the projection; we associate with
∆ two mappings
v∆ :A→ (Γ/∆)◦ a 7→ π◦ ◦ v(a)
v∆ :A→ ∆◦ a 7→
{
v(a) if v(a) ∈ ∆
0 otherwise.
Lemma 9.2.11. With the notation of (9.2.10), the following holds :
(i) v∆ is a valuation on A.
(ii) v∆ is a valuation if and only if cΓv ⊂ ∆.
Proof. (i) is clear. For (ii), suppose first that cΓv ⊂ ∆, pick any a, b ∈ A, and let us show that
v(a + b)∆ ≤ max(v(a)∆, v(b)∆). This is clear if both v(a), v(b) ∈ ∆◦, so we may assume that
v(b) /∈ ∆◦, in which case notice that v(b) < 1, since cΓv ⊂ ∆. Now, if v(a) ∈ ∆, then we
must have v(b) < v(a), as ∆ is convex; therefore, v(a + b) = v(a) (remark 9.1.4(iii)), and the
contention follows easily in this case. Lastly, if neither of v(a), v(b) lies in ∆, the foregoing
yields v(a), v(b) < 1, hence v(a+ b) < 1, and moreover we may assume that v(a+ b) ≤ v(a);
then v(a + b) cannot lie in ∆, as the latter is convex, so v(a + b)∆ = 0, and the assertion
follows also in this case. Next, let us check that v(ab)∆ = v(a)∆ · v(b)∆. Again, this is clear if
both v(a), v(b) ∈ ∆◦, hence suppose that v(b) /∈ ∆◦; if v(a) ∈ ∆◦, then it follows easily that
v(ab) /∈ ∆, in which case the assertion holds. If neither of v(a), v(b) is in ∆◦, we have already
remarked that v(a), v(b) < 1, hence v(ab) < v(a) < 1, so v(ab) cannot lie in ∆, as the latter is
convex. Thus, the assertion holds also in this case.
Conversely, suppose that cΓv 6⊂ ∆; then there exists a ∈ A such that v(a) > 1 but v(a) /∈ ∆.
Set b := 1 − a; it follows that v(b) = v(a), and v(a + b) = 1 ∈ ∆, so v(a + b)∆ = 1 but
v(a)∆ = v(b)∆ = 0, and therefore v∆ is not a semi-norm. 
Example 9.2.12. In the situation of example 9.1.5, suppose that A is a domain and P is integral
with P gp torsion-free, so that vϕ is a valuation on A[P ], and let∆ ⊂ Γ be a convex subgroup.
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(i) Lemma 9.2.11(ii) implies that v∆ϕ is a valuation on A[P ] if and only if ϕ(P ) ⊂ Γ+◦ ∪∆.
Moreover, if the latter condition holds, the mapping
ϕ∆ : P → Γ◦ x 7→
{
ϕ(x) if ϕ(x) ∈ ∆
0 otherwise.
is a morphism of monoids, and v∆ϕ = vϕ∆ .
(ii) Furthermore, (vϕ)∆ = vπ◦ϕ, where π : Γ→ Γ/∆ is the projection.
Remark 9.2.13. With the notation of (9.2.10), we notice :
(i) Let v : κ(v) → Γ◦ be the residual valuation of v, and κ(v)+ the valuation ring of v; the
correspondence of remark 9.1.13(vii) assigns to∆ a prime ideal p(∆) ⊂ κ(v)+, and we have
Ker v∆ = Ker v κ(v∆)
+ = κ(v)+
p(∆) = v
−1(Γ+ ·∆◦).
(ii) Let π : A→ κ(v) be the natural map; then cΓv ⊂ ∆ if and only if π(A) ⊂ κ(v)+p(∆).
(iii) Suppose now that cΓv ⊂ ∆; then :
κ(v∆) ⊂ Fracκ(v)+/p(∆) and κ(v∆)+ = κ(v∆) ∩ κ(v)+/p(∆).
(iv) The valuation v∆ is a generization of v in SpvA. Indeed, if a, b ∈ A are any two
elements such that v(a) ≤ v(b), then clearly v∆(a) ≤ v∆(b), whence the claim.
(v) Also, if cΓv ⊂ ∆, then v∆ is a specialization of v in SpvA : indeed, if v∆(a) ≤ v∆(b), it
is easily seen that v(a) ≤ v(b).
Definition 9.2.14. Let A be a ring, and v, w ∈ SpvA any two elements.
(i) We say that w is a primary specialization of v in SpvA, if there exists a convex sub-
group ∆ ⊂ Γv containing cΓv, and such that w is (equivalent to) v∆. In this case, we
also say that v is a primary generization of w.
(ii) We say that w is a secondary generization of v if there exists a convex subgroup ∆ ⊂
Γv such that w is (equivalent to) v∆. In this case, we also say that v is a secondary
specialization of w.
(iii) We say that w is a generalized primary specialization of v, if w is either a primary
specialization of v, or else cΓv = {1} and w is a trivial (i.e. rank zero) valuation of A
withKer v{1} ⊂ Kerw. In this case, w is a specialization of v{1} : see remark 9.2.4(iii).
Recall that specializations of points define a partial ordering on SpvA : see remark 8.1.43(ii).
Let v be any semi-norm on A, and I ⊂ A any ideal; for the following lemma, we shall say that
I is v-convex, if the following holds. For every a ∈ A such that there exists b ∈ I with
v(a) ≤ v(b), we have a ∈ I as well.
Lemma 9.2.15. Let A be any ring, v, w, u ∈ SpvA any three elements. We have :
(i) If w is a primary specialization of v and u is a primary specialization of w, then u is a
primary specialization of v.
(ii) If w is a secondary generization of v and u is a secondary generization of w, then u is
a secondary generization of v.
(iii) Suppose that w is a generization of v. Then w is a secondary generization of v if and
only if Kerw = Ker v.
(iv) The primary specializations (resp. the secondary generizations) of v form a totally
ordered subset of the partially ordered set SpvA.
(v) The supports of the primary specializations of v are the v-convex prime ideals of A.
Proof. (i) and (ii) are clear from the explicit description in (9.2.10).
(iii): Suppose that w is a generization of v whose support equals that of v, and let v and w
be the respective residual valuations on κ := κ(v) = κ(w); from (9.2.5) we deduce that w is a
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generization of v in Spv κ, which means that κ(v)+ ⊂ κ(w)+. Then, let ∆ ⊂ Γv be the image
of (κ(w)+)×; it follows easily that ∆ is a convex subgroup, and taking into account remark
9.1.13(iv), we see that Γw is naturally identified with Γv/∆, and w = v∆.
(iv): Indeed, the explicit description of (9.2.10) implies more precisely that the partially
ordered set of secondary generizations of v is naturally identified with Spec Γv, where the latter
is totally ordered by inclusion (see definition 9.1.1(ii)). Likewise, we have a surjective order-
preserving map from Spec Γv/cΓv onto the set of primary specializations of v.
(v): Let ∆ ⊂ Γv be a convex subgroup containing cΓv; let also a ∈ A and b ∈ Ker(v∆) with
v(a) ≤ v(b). Then v(b) /∈ ∆, and in particular v(b) < 1, since cΓv ⊂ ∆; since ∆ is convex, it
follows that v(a) /∈ ∆, hence a ∈ Ker(v∆). This shows that Ker(v∆) is v-convex. Conversely,
suppose that the prime ideal p ⊂ A is v-convex. Hence, v(x) 6= 0 for every x ∈ A \ p, and
we let ∆ ⊂ Γv be the subgroup generated by v(A \ p). We claim that γ > v(x) for every
γ ∈ ∆ and every x ∈ p. Indeed, suppose that this condition fails for some γ ∈ ∆ and x ∈ p;
since A \ p is a submonoid of (A, ·), we may write γ = v(a) · v(b)−1 for some a, b ∈ A \ p,
and we get v(a) ≤ v(bx), which is absurd, since p is v-convex. Now, let ∆′ ⊂ Γv be the
smallest convex subgroup containing ∆; it is easily seen that we still have γ > v(x) for every
γ ∈ ∆′ and every x ∈ p. On the other hand, by construction we have v(A \ p) ⊂ ∆′, so
p = {x ∈ A | γ > v(x) for every γ ∈ ∆′}. Moreover, say that a ∈ A and v(a) ≥ 1; then
a ∈ A \ p, since p is v-convex, and consequently v(a) ∈ ∆′, i.e. the characteristic subgroup of
v lies in ∆′, so that v∆
′ ∈ SpvA, and to conclude, it suffices to remark that Ker v∆′ = p. 
Proposition 9.2.16. Let A be any ring, v a valuation of A, and p ⊂ A a prime ideal. We have :
(i) If p ⊂ Ker v, there exists a primary generization w of v with Kerw = p. Especially,
the map σA of remark 9.2.4(iii) is generizing.
(ii) If v ∈ Spv+A, then every primary specialization and every primary generization of v
in SpvA lies also in Spv+A, and if w is any primary specialization (or generization)
of v, then σ+A(w) = σ
+
A(v) (notation of remark 9.2.4(v)).
(iii) If v ∈ Spv+A and p contains the center of v, there exists a secondary specialization
w ∈ Spv+A of v with center equal to p. Especially, the map σ+A is specializing.
Proof. (i): The valuation v factors through the projection A→ A′ := A/p and a valuation v′ of
A′; after replacing A and v by A′ and v′, we may then assume that A is a domain and p = 0.
In this case, let q := Ker v ⊂ A; according to theorem 9.1.20 there exists a valuation ring
(V,mV ) of K := FracA such that A ⊂ V and q = mV ∩ A; by the same token, there exists a
valuation ring (W,mW ) of V/mV such that W ∩ κ(q) = κ(v)+. Let πV : V → V/mV be the
projection; then W := π−1V (W ) is a valuation ring of K; let wK be the unique valuation of K
with κ(wK)
+ = W , and w the restriction of wK to the subring A. Notice that mV = Ker(W →
W ) is a prime ideal of W ; then the bijection of remark 9.1.13(vii) assigns to mV a convex
subgroup∆(mV ) such that mV = {x ∈ W | γ < wK(x) for every γ ∈ ∆(mV )}. Especially, we
see that mW is a wK-convex ideal, hence q is w-convex. Let ∆ ⊂ Γw be the convex subgroup
generated by w(A \ q); the proof of lemma 9.2.15(v) shows that cΓw ⊂ ∆ and Ker(w∆) = q.
We need to check that w∆ is equivalent to v. Notice first that for every a, b ∈ A we have :
(9.2.17) w(a) ≤ w(b)⇔ a ∈ bW and v(a) ≤ v(b)⇔ πV (a) ∈ πV (b)W.
Now, suppose that w∆(a) ≤ w∆(b), and let us show that v(a) ≤ v(b). Indeed, if w∆(b) 6= 0,
we have w∆ ∈ RA
(
a
b
)
, whence w ∈ RA
(
a
b
)
, so w(a) ≤ w(b), and thus v(a) ≤ v(b), in light
of (9.2.17). If w∆(b) = 0, we have as well w∆(a) = 0, and then v(a) = v(b) = 0, since
Ker(v) = Ker(w∆). Conversely, suppose that v(a) ≤ v(b); if v(b) = 0, we see as in the
foregoing that w∆(a) = w∆(b) = 0. Thus, let v(b) 6= 0, and suppose by contradiction that
w∆(a) > w∆(b); we deduce that w∆(a), w∆(b) 6= 0, hence a, b 6= 0 and w(a) < w(b). Let
FOUNDATIONS FOR ALMOST RING THEORY 779
mW = π
−1
V (mW ) be the maximal ideal ofW ; we get b ∈ a · mW , so that πV (b) ∈ πV (a) ·mW ,
i.e. v(a) > v(b), against our assumption. We may now apply remark 9.1.13(vi) to conclude.
(ii) is clear from the definitions.
(iii): Let V ⊂ κ(v) be the valuation ring of the residual valuation of v, and mV the maximal
ideal of V ; then v induces a ring homomorphism π : A→ V such that q := π−1mV is the center
of v. We deduce an injective ring homomorphism A := A/q→ κ := V/mV , and we denote by
m ⊂ A the image ofm. By corollary 9.1.24, there exists a valuation ringW of κ that dominates
the image of Am, and we denote byW ⊂ V the preimage ofW . ThenW is a valuation ring of
κ(v), and it corresponds to a secondary specialization of v in Spv+A. 
Proposition 9.2.18. Let A be any ring, and v ∈ SpvA any element. Then, every specialization
of v is a secondary specialization of a generalized primary specialization of v.
Proof. Let w be a specialization of v. If cΓv = {1} and v(a) ≥ 1 for every a ∈ A \ Kerw,
then Ker v{1} ⊂ Kerw, so the trivial semi-norm u with support Kerw is a generalized primary
specialization of v, and w is a secondary specialization of u. We may therefore assume that
either cΓv 6= {1}, or v(a) < 1 for some a ∈ A \Kerw.
Claim 9.2.19. Let a, b ∈ A be any two elements with v(a) ≤ v(b), w(a) 6= 0 and w(b) = 0.
Then v(a) = v(b) 6= 0.
Proof of the claim. The assumptions imply that w ∈ RA( ba), and since v is a generization of w,
it follows that v ∈ RA( ba) as well, whence the claim. ♦
Claim 9.2.20. Kerw is v-convex.
Proof of the claim. Indeed, let x, y ∈ A be two elements with
(9.2.21) v(x) ≤ v(y) and w(y) = 0
and suppose, by way of contradiction, that w(x) 6= 0; by claim 9.2.19 it follows that
(9.2.22) v(x) = v(y) 6= 0.
Consider first the case where cΓv 6= {1}, and pick a ∈ A with v(a) > 1; combining with
(9.2.21) we get v(x) ≤ v(ay) and w(ay) = 0, so claim 9.2.19 yields v(ay) = v(x), which
contradicts (9.2.22). Next, if v(a) < 1 for some a ∈ A such thatw(a) 6= 0, we get v(ax) ≤ v(y)
and w(ax) 6= 0, again by combining with (9.2.21), and claim 9.2.19 yields v(ax) = v(y), again
a contradiction. ♦
By claim 9.2.20 and lemma 9.2.15(iv,v), there exists a unique primary specialization u of v
with Keru = Kerw, and in view of lemma 9.2.15(iii), it suffices to show that w is a special-
ization of u. To this aim, let a, b ∈ A be any two elements such that w ∈ RA(ab ); since v is
a generization of w, we have v ∈ RA(ab ) as well, and since u is a primary specialization of v,
we deduce u(a) ≤ u(b). Lastly, since Ker u = Kerw and w(b) 6= 0, we get u(b) 6= 0, so
u ∈ RA(ab ), and the assertion follows. 
Lemma 9.2.23. Let A be a ring, v, w ∈ SpvA be two elements, such that w is a primary
specialization of v. We have :
(i) For every secondary specialization v′ of v there exists a unique secondary specializa-
tion w′ of w such that w′ is a primary specialization of v′.
(ii) For every secondary specializationw′ of w there exists a secondary specialization v′ of
v such that w′ is a primary specialization of v′.
(iii) For every secondary generization v′ of v there exists a unique secondary generization
w′ of w such that w′ is a generalized primary specialization of v′.
(iv) For every secondary generization w′ of w there exists a secondary generization v′ of v
such that w′ is a primary specialization of v′.
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Proof. (i): The uniqueness of w′ follows from lemma 9.2.15(iii,iv). For the existence, let ∆′ be
a convex subgroup of Γv′ such that v = v
′
∆′ , and Σ a convex subgroup of Γv = Γv′/∆
′ containing
cΓv and such that w = v
Σ. Denote by Σ′ the unique convex subgroup of Γv′ such that ∆
′ ⊂ Σ′
and Σ′/∆′ = Σ; then cΓv′ ⊂ Σ′ and we may take w′ := (v′)Σ′ .
(ii): By remark 9.2.13(ii), there exists a prime ideal p ⊂ κ(v)+ such that κ(w) ⊂ K :=
Fracκ(v)+/p and κ(w)+ = κ(w) ∩K+, where K+ := κ(v)+/p. On the other hand, κ(w′) =
κ(w), and κ(w′)+ ⊂ κ(w)+. Let mK , mw and mw′ be the maximal ideals of respectively K+,
κ(w)+ and κ(w′)+; it follows easily that mK ∩ κ(w) = mw ⊂ mw′ . Then mw is an ideal of
κ(w′)+, and we have injective ring homomorphisms
B := κ(w′)+/mw → κ(w)+/mw → K+/mK .
According to corollary 9.1.24, we may then find a valuation ring V of K+/mK that dominates
B. Since B is a valuation ring, we easily deduce that B = V ∩ FracB. Let V ⊂ K+ be the
preimage of V ; then V is a valuation ring of K such that κ(w′)+ = V ∩ κ(w′) (details left to
the reader). Let V ′ ⊂ κ(v)+ be the preimage of V ; then V ′ is a valuation ring of κ(v), and we
let v′ be the unique valuation of A with Ker v′ = Ker v and κ(v′)+ = V ′; it is easily seen that
v′ is the sought secondary specialization of v.
(iii): The uniqueness of w′ follows from lemma 9.2.15(iii,iv), and the existence follows from
proposition 9.2.18.
(iv): Let∆ be a convex subgroup of Γv containing cΓv and such that w = v
∆, and Σ a convex
subgroup of ∆ such that w′ = wΣ. Set v
′ := vΣ; then ∆
′ := ∆/Σ is a convex subgroup of
Γv′ = Γv/Σ that contains cΓv′ , and w
′ = (v′)∆
′
. 
Proposition 9.2.24. Let A be a ring, and v ∈ SpvA any element. Then every specialization of
v is a primary specialization of a secondary specialization of v.
Proof. Let w be a specialization of v. If w is a secondary specialization of a primary special-
ization of v, the assertion follows from lemma 9.2.23(ii). In light of proposition 9.2.18, we may
then assume that the characteristic subgroup of v is trivial and Ker v{1} ⊂ Kerw. In this case,
proposition 9.2.16(i) yields a primary generization w′ of w with Kerw′ = Ker v{1}. Clearly
w′ is a secondary specialization of v{1}, so lemma 9.2.23(ii) ensures that we may find a sec-
ondary specialization v′ of v which is also a primary generization of w′, and then w is a primary
specialization of v′ (lemma 9.2.15(i)). 
Lemma 9.2.25. Let f : A → B be any ring homomorphism, and v, w ∈ SpvB any two
elements. We have :
(i) If w is a primary (resp. secondary) specialization of v, then Spv(f)(w) is a primary
(resp. secondary) specialization of Spv(f)(v).
(ii) If Spec f is an open immersion, and Spv(f)(w) is a primary (resp. secondary) spe-
cialization of Spv(f)(v), then w is a primary (resp. secondary) specialization of v.
(iii) Spv f restricts to a surjection from the set of secondary specializations (resp. generiza-
tions) of v onto the set of secondary specializations (resp. generizations) of Spv(f)(v).
(iv) Suppose that w is a primary specialization of v, and denote by P (resp. Q) the set
of primary specializations of v in SpvB (resp. of Spv(f)(v) in SpvA) that are also
primary generizations of w in SpvB (resp. of Spv(f)(w) in SpvA). Then Spv f
restricts to a surjection P → Q.
Proof. (i) is immediate from the definitions.
(ii): Set v′ := Spv(f)(v); if Spec f is an open immersion, f induces an isomorphism κ(v′)
∼→
κ(v), and similarly for w. The assertion is an immediate consequence.
(iii): Clearly, f induces an injective map i : Γv′ → Γv, and Spec i is surjective, by remark
9.1.2(v), so Spv f maps surjectively the secondary generizations of v onto the ones of v′. Next,
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letw′ be a secondary specialization of v′ in SpvA; then κ(w′) = κ(v′) and κ(w′)+ is a valuation
ring of κ(v′) contained in κ(v′)+. Letm ⊂ κ(v)+ be the maximal ideal, so thatm′ := m∩κ(v′) is
the maximal ideal of κ(v′)+ and a prime ideal of κ(w′)+; thenK+ := κ(w′)+/m′ is a valuation
ring ofK := κ(v′)+/m′, and by corollary 9.1.24 there exists a valuation ring V of κ(v)+/m that
dominates K+. The preimage of V in κ(v)+ is a valuation ring of κ(v) and the corresponding
valuation w of B is a secondary specialization of v with Spv(f)(w) = w′.
(iv): Again, since the induced morphism of ordered groups i is injective, the assertion follows
easily from remark 9.1.2(v). 
Theorem 9.2.26. Let f : A → B be a flat ring homomorphism, and v ∈ SpvB any element.
Then the following holds :
(i) Spv f restricts to a surjection from the set of primary generizations of v in SpvB to
the set of primary generizations of Spv(f)(v) in SpvA.
(ii) Spv f is generizing.
Proof. (i): Let t be any primary generization of s := Spv(f)(v). According to remark 9.2.13(i),
there exists a prime ideal p ⊂ κ(t)+ such that
• the image of the natural map A→ κ(t) lies in A′ := κ(t)+p
• κ(s) is naturally identified with a subfield of the residue field κ := A′/pA′ of A′
• under this identification, we have κ(s)+ = κ(s) ∩ (κ(t)+/p).
With this notation, let h : A→ A′ the resulting map, and
t : κ(t) = FracA′ → Γt◦ and s : κ→ Γs◦
be respectively the residual valuation of t and the valuation of κ such that κ(s)+ = κ(t)+/p.
Then, t and s yield elements t′ and respectively s′ of SpvA′ such that
s = Spv(h)(s′) and t = Spv(h)(t′).
Let f ′ : A′ → B′ := A′⊗AB be the induced map; by proposition 9.2.9 we may find v′ ∈ SpvB′
whose image in SpvA′ (resp. in SpvB) equals s′ (resp. v), and in light of lemma 9.2.25(i), it
suffices to exhibit a primary generization w′ of v′ in SpvB′ with Spv(f ′)(w′) = t′. However,
since f ′ is flat, there exists a prime ideal r ⊂ q := Ker v′ in B′, such that f ′−1r = 0 ([89,
Th.9.5]); we set B′′ := B′q/rB
′
q and we let f
′′ : A′ → B′′ be the resulting map. There exists a
unique valuation v′′ of B′′ whose image in SpvB′ equals v′, and it suffices to exhibit a primary
generization w′′ of v′′ in SpvB′′ such that Spv(f ′′)(w′′) = t′. To this aim, set K ′′ := FracB′′;
by corollary 9.1.24 we may find a valuation ring V of K ′′ that dominates B′′. Let κ′′ be the
residue field of V , and denote by R the image of κ(v′′)+ in κ′′; we may find a valuation ring V ′
of κ′′ that dominates R (corollary 9.1.24). Denote by V ′′ ⊂ V the preimage of V ′. Then V ′′ is
a valuation ring ofK ′′, and we may take for w′′ the unique valuation of B′′ with κ(w′′)+ = V ′′.
(ii) is an immediate consequence of (i), lemma 9.2.25(iii) and proposition 9.2.24. 
Theorem 9.2.27. Let f : A→ B be an integral ring homomorphism, v ∈ SpvB any element.
The following holds :
(i) If v′ ∈ SpvB is a specialization of v with Spv(f)(v′) = Spv(f)(v), then v = v′.
(ii) Spv f restricts to a bijection from the set of primary specializations of v in SpvB to
the set of primary specializations of Spv(f)(v) in SpvA.
(iii) Spv f is specializing.
(iv) If f is injective, Spv f is surjective.
(v) If A is integral and normal, B is integral and f is injective, then Spv f restricts to a
surjection from the set of primary generizations of v in SpvB onto the set of primary
generizations of Spv(f)(v) in SpvA.
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Proof. Set w := Spv(f)(v), and let Γv and Γw be the value groups of v and w.
(i): Let p and q be the supports of v and respectively v′; under the current assumptions, we
have f−1p = f−1q, and q is a specialization of p in SpecB; then q = q′, by [89, Th.9.3(ii)].
Taking into account proposition 9.2.24, we conclude that v′ is a secondary specialization of v.
However, since f is integral, it induces an isomorphism Γv ⊗Z Q ∼→ Γw ⊗Z Q. On the other
hand, we have a natural bijection between Spec Γv and the set Sv of secondary specializations
of v in SpvB, and likewise for the set Sw of secondary specializations of w; taking into account
remark 9.1.2(v), we deduce that f induces a bijection Sv
∼→ Sw, whence the assertion.
(ii): We remark :
Claim 9.2.28. Under the assumptions of the theorem, let b ∈ B be any element. Then there
exists a ∈ A such that v(b) ≤ w(a).
Proof of the claim. Since f is integral, we may find a1, . . . , an ∈ A such that bn + a1bn−1 +
· · · + an = 0. It follows that v(b)n ≤ v(b)i · w(an−i) for some i < n. If v(b) = 0, there is
nothing to prove; otherwise, we get v(b)n−i ≤ w(an−i). If v(b) ≤ 1, there is nothing to prove;
otherwise, we deduce that v(b) ≤ w(an−i), as required. ♦
From claim 9.2.28 it follows easily that cΓw = cΓv ∩ Γw, whence the assertion.
(iii) follows immediately from (ii), proposition 9.2.24 and lemma 9.2.25(iii).
(iv): Notice first that Spec f is surjective, under these assumptions. Indeed, let p ⊂ A
be any prime ideal, and pick a minimal prime ideal q ⊂ A contained in p; the induced ring
homomorphism fq : Aq → Bq is still injective, so B 6= 0; now, if q′ ⊂ Bq is any prime ideal,
then f−1q (q
′) = q, and by [89, Th.9.4(i)] there exists a specialization p′ of q′ in SpecB such that
Spec (f)(p′) = p. Now, let w ∈ SpvA be any element, and p′ ∈ SpecB any prime ideal such
that f−1p′ = p := Kerw; it follows easily from theorem 9.1.20 that there exists a valuation w′
of the residue field κ(p′) whose restriction to κ(p) is equivalent to v.
(v): Let w′ be a primary generization of w in SpvA. We need to exhibit a primary gener-
ization v′ of v in SpvB such that Spv(f)(v′) = w′. To this aim, pick a normal algebraic field
extension E of FracA containing FracB, and denote by C the integral closure of A in E. By
(iv), we may find w′′, v′′ ∈ SpvC such that w′′|A = w′ and v′′|B = v. By (ii), we may find a
primary specialization t of w′′ in SpvC such that t|A = w. By construction, t|A = v
′′
|A, so there
exists an automorphism h of the A-algebra C such that Spv(h)(t) = v′′ ([22, Ch.V, §2, no.3,
Prop.6 and Ch.VI, §8, no.6, Cor.1]). It is easily seen that v′ := Spv(h)(w′′)|B will do. 
Theorem 9.2.29. Let f : A → B be a finitely presented ring homomorphism, and T ⊂ SpvB
any constructible subset. Then Spv(f)(T ) is a constructible subset of SpvA.
Proof. We may assume that there exist elements a1, b1, . . . , an, bn, c1, d1, . . . , cm, dm ∈ B such
that T is the set of all v ∈ SpvB with v(ai) < v(bi) and v(cj) ≤ v(dj) for every i = 1, . . . , n
and j = 1, . . . , m. We remark :
Claim 9.2.30. The theorem holds if Spec f is a closed immersion.
Proof of the claim. Indeed, in this case f is a surjective map, whose kernel is a finitely generated
ideal I ⊂ A. Pick a finite system x1, . . . , xr ∈ A of generators of I , and for every i = 1, . . . , n,
j = 1, . . . , m choose elements a′i, b
′
i, c
′
j , d
′
j ∈ A whose images equal respectively ai, bi, cj, dj
in B. Then, Spv(f)(T ) is the constructible subset of SpvA of all valuations v of A such that
v(xk) = 0 for every k = 1, . . . , r, and v(a
′
i) < v(b
′
i) and v(c
′
j) ≤ v(d′j) for every i = 1, . . . , n
and j = 1, . . . , m. ♦
Claim 9.2.31. (i) We may assume that A and B are Z-algebras of finite type.
(ii) For every Z-algebra R of finite type, Spv+R is a rational subset of SpvR (notation of
remark 9.2.4(v)).
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Proof of the claim. (i): Indeed, we may write A as the union of the filtered system (Aλ | λ ∈ Λ)
of its Z-subalgebras of finite type, and then there exists λ ∈ Λ such that B = Bλ ⊗Aλ A for
a ring homomorphism fλ : Aλ → Bλ of finite type. Moreover, after replacing λ by a larger
index, we may assume that there exist elements a′1, b
′
1, . . . , a
′
n, b
′
n, c
′
1, d
′
1, . . . , c
′
m, d
′
m ∈ Bλ such
that a′i ⊗ 1 = ai, bi = b′i ⊗ 1, cj = c′j ⊗ 1 and dj = d′j ⊗ 1 in B, for every i = 1, . . . , n and
j = 1, . . . , m. We then let T ′ ⊂ SpvBλ be the constructible subset of all v ∈ SpvBλ such that
v(a′i) < v(b
′
i) and v(c
′
j) ≤ v(d′j) for every i = 1, . . . , n and j = 1, . . . , m. There follows a
commutative diagram of topological spaces
SpvB
πB //
Spv f

SpvBλ
Spv fλ

SpvA
πA // SpvAλ
clearly T = π−1B T
′, and it follows easily from proposition 9.2.9 that
π−1A (Spv(fλ)(T
′)) = Spv(f)(T ).
Since πA is spectral (remark 9.2.4(ii)), we are then reduced to showing that the theorem holds
for the map fλ.
(ii): Pick a finite system x1, . . . , xr of elements of R such that R = Z[x1, . . . , xr]; then it is
easily seen that Spv+R = RA(
x1
1
, . . . , xr
1
). ♦
Henceforth, we assume that A and B are Z-algebras of finite type, and we set
C := B[Xi, Yj | i = 1, . . . , n, j = 1, . . . , m]/I
where I is the ideal generated by the system (ai−Xibi, cj−Yjdj | i = 1, . . . , n, j = 1, . . . , m).
We let T ′ ⊂ SpvC be the constructible subset of all w ∈ SpvC such that
0 < w(bi) w(Xi) < 1 w(Yj) ≤ 1 for 1 ≤ i ≤ n and 1 ≤ j ≤ m
and denote by g : B → C the natural ring homomorphism.
Claim 9.2.32. Spv(g)(T ′) = T .
Proof of the claim. Let w ∈ T ′ be any element, and set v := Spv(g)(w); we may regard w
as a valuation of B[X1, . . . , Xn, Y1, . . . , Ym] such that w(bi) > 0 and w(ai) = w(Xi) · w(bi)
for every i = 1, . . . , n, and w(cj) = w(Yj) · w(dj) for every j = 1, . . . , m. It follows easily
that v ∈ T . Conversely, let v ∈ T be any element, and set D := C ⊗B κ(v). Moreover, set
Σ := {1 ≤ j ≤ m | v(dj) = 0}. A simple inspection yields an isomorphism
h : D
∼→ κ(v)[Yj | j ∈ Σ]
of κ(v)-algebras, such that :
• h(Xi) = h(ai) · h(bi)−1 for i = 1, . . . , n
• h(Yj) = Yj for j ∈ Σ
• h(Yj) = h(cj) · h(dj)−1 for every j ∈ {1, . . . , m} \ Σ.
Let (V,mV ) be any valuation ring of FracD containing κ(v)
+[Yj | j ∈ Σ] and such that mV ∩
κ(v) is the maximal ideal of κ(v)+ (theorem 9.1.20); then V corresponds to a valuation w ofD
whose restriction to κ(v) is equivalent to the residual valuation v of v. So, w induces a valuation
w of C with Spv(g)(w) = v, and by construction we have w(Xi) = v(ai) · v(bi)−1 < 1 for
every i = 1, . . . , n; likewise, we get w(Yj) = v(cj) · v(dj)−1 ≤ 1 for j ∈ Σ, and w(Yj) ≤ 1 for
j ∈ {1, . . . , m} \ Σ. The claim follows. ♦
In view of claim 9.2.32, we may replace B by C, and T by T ′, after which we may assume:
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(C) There exist finite sequences a• := (a1, . . . , an), b• := (b0, b1, . . . , bm) of elements of B
such that
T = RB
(b0
b0
,
b1
1
, . . . ,
bm
1
)
\
(
RB
( 1
a1
)
∪ · · · ∪ RB
( 1
an
))
.
We shall argue by induction on the dimension of B. Since B is noetherian, SpecB has finitely
many irreducible components Z1, . . . , Zk, and
SpvB =
k⋃
i=1
SpvZi
(notation of (9.2.6)); moreover, since the inclusion map Zi → SpecB is spectral, the subset
SpvZi ∩ T is constructible in SpvZi, for every i = 1, . . . , k. Thus, it suffices to show that
the restriction SpvZi → SpvA of Spv f maps constructible subsets to constructible subsets,
for every i = 1, . . . , k. We may therefore assume from start that SpecB is also irreducible
and reduced, i.e. that B is a domain. Then, the topological closure W of Spec(f)(SpecB) in
SpecA is irreducible (lemma 8.1.3(v)); by virtue of claim 9.2.30, it suffices to show that the
induced map SpvB → SpvW sends constructible subsets to constructible subsets. We may
then assume as well that A is a domain, and f is injective. In this situation, if dim B = 0, we
see that A and B are finite fields, and the assertion is obvious. Hence, we suppose henceforth
that d := dim B > 0, and that the theorem has already been shown for every Z-algebra B of
finite type of dimension < d.
Pick finite subsets I ⊂ A and J ⊂ B such that A = Z[I] and B = A[J ] and I ∩ J = ∅. For
every pair of subsets I ′ ⊂ I and J ′ ⊂ J consider the constructible open subsets
SA(I
′) :=RA
(x
1
| x ∈ I ′
)
∩ RA
(1
x
| x ∈ I \ I ′
)
⊂ SpvA
SB(I
′, J ′) :=RB
(x
1
| x ∈ I ′ ∪ J ′
)
∩ RB
(1
x
| x ∈ (I ∪ J) \ (I ′ ∪ J ′)
)
⊂ SpvB.
Clearly SpvA =
⋃
I′⊂I SA(I
′), and likewise for SpvB, so it suffices to show that the subset
Spv(f)(T ∩SB(I ′, J ′)) is constructible in SA(I ′), for any such I ′ and J ′ (lemma 8.1.25(iii,x.a)).
Now, for given I ′ and J ′, let :
• A1 := Z[I ′ ∪ {x−1 | x ∈ I \ I ′}] ⊂ FracA
• B1 := A1[J ′ ∪ {x−1 | x ∈ J \ J ′} ∪ a• ∪ b•] ⊂ FracB
• A2 := A · A1 ⊂ FracA and B2 := B · B1 ⊂ FracB.
The natural inclusions maps A→ A2 ← A1 andB → B2 ← B1 are localizations, so dimB1 =
dimB2 = d ([43, Ch.IV, Prop.10.6.1(ii)]), and f extends to an injective ring homomorphism
f2 : A2 → B2, which in turn restricts to a map f1 : A1 → B1. So we get a commutative diagram
of continuous maps
SpvB1
Spv f1

SpvB2oo //
Spv f2

SpvB
Spv f

SpvA1 SpvA2oo // SpvA
whose horizontal arrows are quasi-compact open immersions. Moreover, SA(I
′) and SB(I
′, J ′)
lie respectively in the images of SpvA2 and SpvB2, and their images in SpvA1 and SpvB1 are
the subsets
ZA(I
′) := {v ∈ Spv+A1 | v(x−1) 6= 0 for every x ∈ I \ I ′}
ZB(I
′, J ′) := {v ∈ Spv+B1 | v(x−1) 6= 0 for every x ∈ (I ∪ J) \ (I ′ ∪ J ′)}.
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Hence, we may replace A by A1, B by B1, and suppose that
T =
(
RB
(b0
b0
)
\RB
( 1
b1
)
∪ · · · ∪ RB
( 1
bn
))
∩ Spv+B for certains b0, . . . , bn ∈ B.
Next, by [62, Partie I, Th.5.2.2] we may find an integer r > 0 and elements t1, . . . , tr ∈ A\ {0}
such that, for every i = 1, . . . , r the inclusion map of subrings of B′i := B[t
−1
i ]
Ai := A
[t1
ti
, . . . ,
tr
ti
]
→ Bi := B
[t1
ti
, . . . ,
tr
ti
]
is flat. We consider the constructible subsets
S0 := {v ∈ SpvB | v(ti) = 0 for i = 1, . . . , r} Si := RB
(t1
ti
, . . . ,
tr
ti
)
(i = 1, . . . , r).
Since SpvB =
⋃r
i=0 Si, it suffices to show that Spv(f)(T ∩ Si) is constructible in SpvA for
every i = 0, . . . , r. However, T ∩ S0 is a constructible subset of SpvB/I , where I ⊂ B is
the ideal generated by t1, . . . , tr; since dim B/I < dim B, the inductive assumption yields
the assertion for i = 0. For i = 1, . . . , r, set A′i := A[t
−1
i ]; we get a commutative diagram of
continuous maps
SpvB′i
ϕ′i //

SpvBi
ϕi //

SpvB

SpvA′i
ψ′i // SpvAi
ψi // SpvA
and we notice that the maps ϕ′i, ψ
′
i, ψi ◦ψ′i and ϕi ◦ϕ′i are quasi-compact open immersions, and
T ∩ Si = ϕi(Ti), for the constructible subsets of SpvB′i
Ti :=
(
RBi
(tib0
tib0
)
\
(
RBi
( 1
b1
)
∪ · · · ∪ RBi
( 1
bn
)))
∩ Spv+Bi ⊂ ϕ′i(SpvB′i).
In light of lemma 8.1.25(iii,x.a), it then suffices to show that the image of Ti is constructible in
SpvAi. Thus, we may replace A, B, b0 and T respectively by Ai, Bi, tib0 and Ti, and assume
furthermore that f is a flat ring homomorphism.
Let ϕ : SpecB/b0B → SpecA be the restriction of Spec f ; there exists a non-empty affine
open subsetU ⊂ SpecA such that the restriction ϕ−1U → U of ϕ is a flat morphism of schemes
([42, Ch.IV, Th.6.9.1]). For every p ∈ U , we have a short exact sequence of A-modules
E : 0→ Bp → Bp → Bp/b0Bp → 0
and the induced sequence E ⊗A κ(p) is still exact, since Bp/b0Bp is a flat Ap-module (notation
of definition 4.9.17(i)). In other words, we have :
(D) The image of b0 in B ⊗A κ(p) is a regular element, for every p ∈ U .
Set
Z := SpecA \ U ZB := Spec(f)−1Z UB := Spec(f)−1U.
Then SpvZ is a constructible closed subset of SpvA and ZB is an affine scheme of dimension
< d; also, T ′ := T ∩ SpvZB is a constructible subset of SpvZB, so our inductive assumption
says that Spv(f)(T ′) is constructible in SpvA. It remains therefore only to show that the subset
Spv(f)(T ∩ SpvUB) is constructible in SpvA.
Let J ⊂ B be the ideal generated by b1, . . . , bn; by [41, Ch.IV, Th.1.8.4], the subset W :=
Spec(f)(SpecB/J) is constructible in SpecA, hence
Spv+W := (σ+A)
−1(W )
is constructible in Spv+A (remark 9.2.4(v)). In light of claim 9.2.31(ii), to conclude the proof,
it then suffices to show :
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Claim 9.2.33. Under the current assumptions, we have
Spv(f)(T ∩ SpvUB) = Spv+W ∩ SpvU.
Proof of the claim. A simple inspection shows that Spv(f)(T ) ⊂ Spv+W , so it remains
only to check that Spv+W ∩ SpvU ⊂ Spv(f)(T ∩ SpvUB). Now, let v ∈ Spv+W ∩ SpvU
be any element, and let π : A → κ(v) be the induced map. Since v ∈ Spv+A, we have
Im π ⊂ V := κ(v)+, and we set B′ := B ⊗A V . Let also mV and ηV be respectively the closed
point and the generic point of SpecV ; since v ∈ SpvU , the image of ηV in SpecA lies in U .
By construction, there exists p ∈ W such that Spec f(p) is the center of v, i.e. the image of mV
in SpecA (see remark 9.2.4(v)). Then we may find p′ ∈ SpecB′ whose images in SpecB and
Spec V equal respectively p and mV . We pick a minimal prime ideal q
′ of B′ contained in p′.
Since f is flat, the same holds for the induced map V → B ⊗A V , and therefore the image of
q′ in SpecV equals ηV ([89, Th.9.5]); consequently the image of q
′ in SpecB lies in UB . Let
b0 ∈ B′ be the image of b0; from condition (D) and [89, Th.6.1(ii), Th.6.5(iii)], we deduce that
(9.2.34) b0 /∈ q′.
Choose a valuation ring V ′ of the residue field κ(q′) that dominates the image of the local
ring B′p′ (corollary 9.1.24). Then, V
′ corresponds to a point v′ ∈ SpvB, and we notice that
Spv f(v′) = v : indeed, the induced map V → κ(q′) is injective, and V ′ dominates the image
of this map, whence the assertion. To conclude the proof of the claim, it suffices to check that
v′ ∈ T ∩ SpvUB . However, (9.2.34) already implies that v′(b0) 6= 0. Moreover, since V ′
contains the image of B, we have v(bi) ≤ 1 for every i = 1, . . . , m, and since the image of p′
lies in the maximal ideal of V , we have v(bi) < 1 for every i = 1, . . . , n. Thus, v ∈ T . Lastly,
since the image of q′ in SpecB lies in UB, we get v ∈ SpvUB as well, as needed. 
Remark 9.2.35. Our proof of theorem 9.2.29 employs crucially Gruson and Raynaud’s tech-
nique of flattening stratifications ([62]). On the other hand, Huber in [69] recovers this theorem
rather easily via “elimination of quantifiers” for the first order theory of algebraically closed
valued fields with non-trivial valuation. However, the latter is of course a deep model theoretic
result, so Huber’s proof is hardly more elementary than ours.
We wish next to explain how the valuation spectrum can be applied to the study of integral
closures of rings and ideals. We begin with the following :
Definition 9.2.36. Let f : A → B be any ring homomorphism, I ⊂ A any ideal. The integral
closure of I in B is the set denoted
i.c.(I, B)
and consisting of all x ∈ B that satisfy, for some n ∈ N, an equation of the type :
(9.2.37) xn + f(a1) · xn−1 + · · ·+ f(an) = 0 where aj ∈ Ij for j = 1, . . . , n.
Notice that for I = A, the set i.c.(A,B) is the usual integral closure of A in B. We have :
Lemma 9.2.38. In the situation of definition 9.2.36, let b ∈ B be any element.
(i) The following conditions are equivalent :
(a) b ∈ i.c.(I, B).
(b) bU−1 ∈ i.c.(R(A, I)•,R(B,B)•) (notation of example 7.9.3).
(ii) Especially, i.c.(I, B) is an ideal of i.c.(A,B).
(iii) For every prime ideal p ∈ SpecB, let bp ∈ κ(p) denote the image of b (notation of
definition 4.9.17(i)). The following conditions are equivalent :
(a) b ∈ i.c.(I, B).
(b) bp ∈ i.c.(I, κ(p)) for every minimal prime ideal p of B.
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Proof. Suppose that b satisfies an identity (9.2.37), and set T := U−1 to ease notation; we get
(bT )n + Tf(a1) · (bT )n−1 + · · ·+ T nf(an) = 0
where T jf(aj) ∈ R(A, I)• for j = 1, . . . , n. Conversely, suppose the bT is integral over
R(A, I)•, so that we have a monic polynomial P (X) = X
n + u1X
n−1 + · · · + un, with coef-
ficients in R(A, I)•, such that P (bT ) = 0; for every j = 1, . . . , n, denote by vj the component
of uj in degree n (for the grading of R(A, I)•); since bT is homogeneous of degre 1, it follows
that (bT )n + v1 · (bT )n−1 + · · ·+ vn = 0, and letting T = 1, we deduce that b is integral over
I . This proves (i), and assertion (ii) is an immediate consequence.
(iii): Clearly (iii.a)⇒(iii.b). Hence, suppose that (iii.b) holds, and for every minimal prime
ideal p of B, pick a monic polynomial Pp(X) ∈ A[X ], say of degree np, such that Pp(bp) = 0,
and whose coefficient in degree np − j lies in Ij , for j = 1, . . . np. For every such p, let
Vp ⊂ SpecB denote the subset of all prime ideals containing Pp(b). Hence, Z :=
⋃
p∈Min(B) Vp
contains the set Min(B) of minimal prime ideals of B; but each Vp is a constructible closed
subset of SpecB, hence Z = SpecB, and there exists a finite subset S ⊂ Min(B) such that⋃
p∈S Vp = SpecB (theorem 8.1.32(i)). Set P :=
∏
p∈S Pp; it follows that P (b) lies in the
nilpotent ideal of B, so P r(b) = 0 for a sufficiently large r ∈ N. However, let N be the degree
of P r; it is easily seen that the coefficient in degreeN−j of P r lies in Ij , for every j = 1, . . . , N
(details left to the reader), whence (iii.a). 
Concerning integral closures of ideals, much more can be found in the treatise [72], a com-
prehensive reference for this subject. For our purposes, proposition 9.2.42 hereafter will suffice.
For its proof, we shall employ the technical lemma 9.2.40, which shall be applied also later to
the study of the adic spectrum of a topological ring, and for this reason, is stated here in wider
generality than needed for our immediate purposes in this section.
9.2.39. Let B be any ring, A ⊂ B a subring, I an ideal of A, and Σ,Σ′ two sets; denote by
PI the subset of the free polynomial A-algebra
R[Z] where R := A[Xi, Yj | i ∈ Σ, j ∈ Σ′]
consisting of all polynomials P fulfilling the following conditions :
• We have P = Zn +∑nk=1Zn−k · Pk(X•, Y•) for some P1, . . . , Pn ∈ R such that Pk
is homogeneous of degree k for every k = 1, . . . , n (for the standard N-grading on R
such that Xi, Yj ∈ deg1R for every i ∈ Σ and j ∈ Σ′).
• For every k = 1, . . . , n, denote by Pk(0, Y•) the image of Pk by the evaluation map
R→ A[Yj | j ∈ Σ′] such that Xi 7→ 0 for every i ∈ Σ; then Pk(0, Y•) ∈ I[Yi | j ∈ Σ′].
Set as well
T := {v ∈ SpvB | v(a) ≤ 1 and v(b) < 1 for every a ∈ A and b ∈ I}
T0 := {v ∈ T | Ker v is a minimal prime ideal of B}.
Notice that T is a pro-constructible subset of SpvB, and it contains all the primary generizations
of its points.
Lemma 9.2.40. In the situation of (9.2.39), suppose moreover that I is contained in the Jacob-
son radical of A, and let also (gi | i ∈ Σ) and (hj | j ∈ Σ′) be two systems of elements of B.
Then for every f ∈ B the following conditions are equivalent :
(a) For every v ∈ T with v(f) 6= 0 there exists either i ∈ Σ such that v(f) ≤ v(gi) or else
j ∈ Σ′ such that v(f) < v(hj).
(b) For every v ∈ T0 with v(f) 6= 0 there exists either i ∈ Σ such that v(f) ≤ v(gi) or else
j ∈ Σ′ such that v(f) < v(hj).
(c) There exists a polynomial P ∈ PI such that P (f, g•, h•) = 0 in B.
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Proof. (c)⇒(a): Let P ∈ PI such that (c) holds, and write P = Zn +
∑n
k=1Z
n−k ·Pk(X•, Y•)
for some P1, . . . , Pn ∈ R. Fix v ∈ T ; then there exists k ≤ n such that
v(fn) ≤ v(fn−k · Pk(g•, h•)).
If v(f) = 0, there is nothing to show; otherwise, we deduce that v(fk) ≤ v(Pk(g•, h•)). By
assumption, Pk is homogeneous of degree k, so there exist two systems of non-negative integers
ν• := (νi | i ∈ Σ), µ• := (µj | j ∈ Σ′), and an element a ∈ A such that the monomial aXν•• Y µ••
appears in Pk and
v(fk) ≤ v(a) · v(gν•• ) · v(hµ•• ).
Especially, set |ν•| :=
∑
i∈Σ νi, and define likewise |µ•|; then |ν•| + |µ•| = k. Suppose first
that |ν•| > 0; if there exists i ∈ I with v(f) ≤ v(gi), we are done. Otherwise, we have
v(f |ν•|) > v(gν•• ), and therefore v(f
|µ•|) < v(hµ•• ), since v(a) ≤ 1. In this case, we easily get
v(f) < v(hj) for some j ∈ Σ′. Lastly, if |ν•| = 0, by assumption we must have a ∈ I , so that
v(a) < 1, and therefore v(fk) < v(hµ•• ), so we conclude as in the previous case.
(a)⇒(b) is obvious.
(b)⇒(c): We suppose that (c) fails, and we exhibit v ∈ T0 such that v(f) 6= 0 and v(gi) <
v(f), v(hj) ≤ v(f) for every i ∈ Σ and j ∈ Σ′. To this aim, consider the subring
A′ := A[gi/f, hj/f | i ∈ Σ, j ∈ Σ′] ⊂ B′ := B[f−1]
and the ideal J0 of A
′ generated by the system (gi/f | i ∈ Σ); set J := J0 + IA′.
Claim 9.2.41. If (c) fails, we have J 6= A′.
Proof of the claim. If J = A′, we may find an expression of the form
1 =
∑
i∈Σ
gi
f
· Fi
(g•
f
,
h•
f
)
+
r∑
k=1
ak ·Gk
(g•
f
,
h•
f
)
in A′
for systems (Fi(X•, Y•) | i ∈ Σ) and (Gk(X•, Y•) | k = 1, . . . , r) of elements ofR, with Fi = 0
except for finitely many values of i ∈ Σ, and a system (a1, . . . , ar) of elements of I . We may
then multiply both sides of this identity by fn+1 for a sufficiently large n ∈ N, and obtain an
identity in A of the form P (f, g•, h•) = 0, with
P (Z,X•, Y•) = Z
n+1 −
∑
i∈Σ
Zn ·Xi · Fi(X•/Z, Y•/Z)−
r∑
k=1
Zn+1 · ak ·Gk(X•/Z, Y•/Z).
A simple inspection shows that the coefficient of the monomial Zn+1 appearing in P is of the
form 1 − a for some a ∈ I : namely, a is the sum of the terms ak such that Gk ∈ A. However,
1− a ∈ A×, since I is contained in the Jacobson radical of A; to conclude the proof, it suffices
to observe that (1− a)−1 · P ∈ PI : details left to the reader. ♦
By virtue of claim 9.2.41, we may find a maximal ideal m of A′ containing J , and we let
p ⊂ m be any minimal prime ideal of A′; then A′p ⊂ B′p and we pick any minimal prime ideal q
of B′p. Clearly q ∩ A′p = pA′p, so the induced map C := A′/p → D := B′p/q is still injective.
Let m ⊂ C be the image of m; by corollary 9.1.24, we may find a valuation ring V of FracD
that dominates Cm. The valuation ring V corresponds to an element v ∈ T0 with the required
properties. 
Proposition 9.2.42. Let i : A→ B be an injective ring homomorphism, J any ideal of A. Set
VB/A := Spv(i)
−1(Spv+A) V 0B/A := {v ∈ VB/A | ker v is a minimal prime ideal of B}.
For every v ∈ VB/A, let also πv : B → κ(v) be the natural map. Then we have :
i.c.(J,B) =
⋂
v∈VB/A
π−1v (J · κ(v)+) =
⋂
v∈V 0
B/A
π−1v (J · κ(v)+).
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Proof. By applying lemma 9.2.40 with I = 0, (gi | i ∈ Σ) any (non-empty) set of generators for
J , and Σ′ = ∅, we see that i.c.(J,B) is the set of elements f ∈ B such that the following holds.
For every v ∈ VB/A (respectively, for every v ∈ V 0B/A) there exists i ∈ Σ with v(f) ≤ v(gi).
The proposition is an immediate consequence. 
Remark 9.2.43. For every ring homomorphism f : A → B, every ideal I ⊂ A, and every
q ∈ Q+, write q = m/n for integersm,n ∈ N, and let
i.c.(I, B, q) := {b ∈ B | bn ∈ i.c.(Im, B)}.
(i) Define VB/A := Spv(f)−1(Spv
+A). We claim that i.c.(I, B, q) is the set of all b ∈ B
fulfilling the following condition. For every v ∈ VB/A there exists x ∈ I such that v(b) ≤
v(f(x))q (see remark 9.1.2(ii)). Indeed, by proposition 9.2.42, we have :
i.c.(I, B, q) = {b ∈ B | πv(bn) ∈ Im · κ(v)+ for every v ∈ VB/A}.
The latter condition can be restated as follows. For every v ∈ VB/A there exists x ∈ Im · κ(v)+
such that v(bn) ≤ v(x). We may write such x as a sum∑ki=1 f(xi) · yi for certain xi ∈ Im,
yi ∈ V , and then v(x) ≤ v(f(xi)) for at least an index i ≤ r. By the same token, we may
assume that xi is a product a1a2 · · · am of elements of I , and then v(xi) ≤ v(f(aj)m) for at
least one index j ≤ m.
(ii) Especially, (i) shows that i.c.(I, B, q) depends only on q (and not on the integers m,n).
Notice as well that
(9.2.44) i.c.(Im, B) = i.c.(I, B,m) for everym ∈ N.
Moreover, a simple inspection of the definition reveals that i.c.(I, B, q) ⊂ i.c.(A,B), and then
the criterion of (i) also implies that i.c.(I, B, q) is an ideal of i.c.(A,B), for every q ∈ Q+.
Furthermore, we have
(9.2.45) i.c.(I, B, q) = i.c.(i.c.(I, A), B, q) for every q ∈ Q+.
Indeed, since I ⊂ i.c.(I, A), we have obviously i.c.(I, B, q) ⊂ i.c.(i.c.(I, A), B, q). Con-
versely, if b ∈ i.c.(i.c.(I, A), B, q) and v ∈ VB/A is any element, (i) says that there exists
x ∈ i.c.(I, A) such that v(b) ≤ v(f(x))q; by the same token, there exists y ∈ I such that
v(x) ≤ v(y), so that v(b) ≤ v(f(y))q, which shows that b ∈ i.c.(I, B, q). Next, let us set
i.c.(I, B, r) :=
⋂
q∈Q+
q<r
i.c.(I, B, q) for every r ∈ R>0
and define as well i.c.(I, B, 0) := i.c.(A,B). Denote also by RB/A the set of all real valued
valuations | · | on B that lie in VB/A. We have :
Lemma 9.2.46. With the notation of remark 9.2.43(ii), let r ∈ R+ be any real number, b ∈ B
any element, and denote byA[b] theA-subalgebra ofB generated by b. The following conditions
are equivalent :
(a) b ∈ i.c.(I, B, r).
(b) |b| ≤ supx∈I |f(x)|r for every element | · | of RA[b]/A.
Proof. (a)⇒(b): The assumption means that b ∈ i.c.(I, A[b], q) for every non-negative rational
number q < r. By remark 9.2.43(i), this implies that, for every | · | in RA[b]/A and every such q,
there exists x ∈ I such that |b| ≤ |f(x)|q. Assertion (b) is an immediate consequence.
(b)⇒(a): Suppose first that r = 0. In this case, we have |b| ≤ 1 for every RA[b]/A, and we
need to show that b ∈ i.c.(A,B). Suppose, that the latter fails; then, by remark 9.2.43(i), there
exists a valuation | · | in VA[b]/A such that |b| > 1. It is easily seen that the characteristic subgroup
of | · | equals ∆ := O(|b|) (notation of (9.2.10) and remark 9.1.2(vii)), hence | · |∆ is still an
element of VA[b]/A and |b|∆ > 1 (lemma 9.2.11(ii)). We may therefore assume that the value
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group of | · | equals∆, and | · |′ := | · |o(|b|) is then a valuation of rank one (lemma 9.2.11(i) and
remark 9.1.2(vii)). Lastly, | · |′ is equivalent to an element of RA[b]/A, by remark 9.1.2(vi), and
by construction we have |b|′ > 1, a contradiction.
Next, suppose that q > 0, in which case – by remark 9.2.43(i) – it suffices to show that, for
every | · | in VA[b]/A and every non-negative rational number q < r, there exists x ∈ I such that
|b| ≤ |f(x)|q. However, by the foregoing case we know already that |b| ≤ 1 for every such | · |.
• If |b| = 0, there is nothing to prove, so suppose now that 0 < |b| < 1, and set∆ := O(|b|),
∆′ := o(|b|); notice also that the characteristic subgroup of | · | is {1}, hence | · |∆ lies still
in VA[b]/A (lemma 9.2.11(ii)) and |b|∆ = |b|. The same then holds for | · |′ := | · |∆∆′ (lemma
9.2.11(i)), and as in the foregoing, we see that the latter valuation is equivalent to an element
of RA[b]/A. Moreover, since |b| /∈ ∆′, we still have |b|′ < 1. Assumption (b) then implies that
|b|′ ≤ supx∈I |f(x)|′r. Explicitly, for every real number ε > 0 there exists xε ∈ I such that
|f(xε)|′r > |b|′ − ε. Then |f(xε)|′q > tε := (|b|′ − ε)r/q, and since q/r < 1 and |b|′ < 1, we
may find ε small enough, so that tε > |b|′, and consequently |f(xε)|′q > |b|′. It follows that
|f(xε)|q > |b|, as required.
• Lastly, suppose that |b| = 1. In this case, we must exhibit some x ∈ I with |f(x)| = 1.
Suppose that no such element exist, and let π : A[b] → κ := κ(| · |) be the projection (notation
of remark 9.1.4(v)); in the current situation, the image of π lies in the valuation ring κ+ of the
induced valuation | · |κ, and the assumption means that π(I) lies in the maximal ideal m of κ+.
Then, denote by | · |′κ the trivial valuation on κ+/m; the composition of | · |′κ with the induced
projection A→ κ+/m gives an element | · |′A of RA[b]/A such that |b|′A = 1 and |f(x)|′A = 0 for
every x ∈ I , contradicting assumption (b). 
For future reference, we point out the following “approximation lemma” for integral closures:
Lemma 9.2.47. Let A be any ring, a• := (a1, . . . , an) and b• := (b1, . . . , bn) two sequences of
elements of A, and q > 1 any rational number such that
bi − ai ∈ i.c.(I, A, q) for every i = 1, . . . , n.
Denote by I ⊂ A (resp. J ⊂ A) the ideal generated by a• (resp. by b•), and suppose that :
(a) either, the radical of I equals the radical of J
(b) or else, I is contained in the Jacobson radical of A.
Then i.c.(I, A) = i.c.(J,A).
Proof. Since i.c.(I, A, q) ⊂ i.c.(I, A), it is clear that i.c.(J,A) ⊂ i.c.(I, A). To show the
converse inclusion, set
rv := max(v(a1), . . . , v(an)) sv := max(v(b1), . . . , v(bn)) for every v ∈ SpvA+.
By virtue of proposition 9.2.42, it suffices to check that sv ≥ rv for every such v. Now, suppose
first that (a) holds, and say that rv = v(ai) for some i ≤ n; under our assumptions, remark
9.2.43(i) implies that v(bj − aj) ≤ rqv for every j = 1, . . . , n. If rv = 1, the ideal I is not
contained in the center of v (see remark 9.2.4(v)), and then the same holds for J , so that sv = 1
as well. If rv = 0, we get v(bj − aj) = 0 for every j ≤ n, whence sv = 0 as well. Lastly, if
0 < sv < 1, we get s
q
v < sv, so that v(ai) = v(bi), and thus sv ≥ rv again.
Next, suppose that (b) holds, and let v ∈ Spv+A be any valuation; again, we need to show
that sv ≥ rv, and by virtue of proposition 9.2.16(iii) we may assume that the center p of v is a
maximal ideal of A; especially I ⊂ p, in which case rv < 1, and we argue as in the previous
case, to conclude. 
We shall continue in section 9.3 the study of the class of ideals considered in remark 9.2.43.
We shall be especially interested in the case where A = B is a perfect topological Fp-algebra:
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see lemma 9.3.75, which in turn shall be useful for our investigation of the finer topological
properties of the ringW (A) of Witt vectors over A.
9.3. Witt vectors. We begin with a review of the ring of p-typical Witt vectors associated with
an arbitrary ring; the basic reference is [22, Ch.IX, §1], though our treatment is self-contained
and pays greater attention to the topological aspects of the theory. The second topic of this
section is the study of the functor here denoted E (see (9.4.7)), that generalizes Fontaine and
Wintenberger’s field of norms of a local field of characteristic zero. In section 16.1, these two
constructions will merge in the definition of the functor A, that will play an important role in
the study of perfectoid rings.
Henceforth we fix a prime number p and we set Fp := Z/pZ.
Definition 9.3.1. Let M be the free monoid with basis {Xi, Yi | i ∈ N}, and consider the
morphism of monoids
deg : M → N⊕2 such that deg(Xi) := (pi, 0) deg(Yi) := (0, pi) for every i ∈ N.
Let P ∈ Z[M ] = Z[Xi, Yi | i ∈ N] be any polynomial; we can write uniquely P =
∑k
i=1 niPi
for integers n1, . . . , nk ∈ Z \ {0} and distinct monomials P1, . . . , Pk ∈M , and we say that :
• P is bihomogeneous of degree (a, b) ∈ N⊕2, if deg(Pi) = (a, b) for every i = 1, . . . , k
• P is homogeneous of total degree d ∈ N, if deg(Pi) = (ai, bi) with integers ai, bi ∈ N
such that ai + bi = d, for every i = 1, . . . , k.
9.3.2. Following [22, Ch.IX, §1, n.1] one defines, for every n ∈ N, the n-th Witt polynomial
ωn(X0, . . . , Xn) :=
n∑
i=0
piXp
n−i
i ∈ Z[X0, . . . , Xn].
Notice the inductive relations :
(9.3.3)
ωn+1(X0, . . . , Xn+1) = ωn(X
p
0 , . . . , X
p
n) + p
n+1Xn+1
=Xp
n+1
0 + p · ωn(X1, . . . , Xn+1).
Let A be any ring; for every n ∈ N, and every a := (an | n ∈ N) ∈ AN, the element
ωn(a) := ωn(a0, . . . , an) ∈ A
is called the n-th ghost component of a, and we consider the ghost map
ωA : A
N → AN a 7→ (ωn(a) | n ∈ N).
Lemma 9.3.4. Let A be a ring, (Jn | n ∈ N) a sequence of ideals of A, such that
pJn + J
p
n ⊂ Jn+1 ⊂ Jn for every n ∈ N.
Let also x, y ∈ A be any two elements, and a, b ∈ AN any two sequences. The following holds :
(i) If x ≡ y (mod J0), we have xpn ≡ ypn (mod Jn) for every n ∈ N.
(ii) If ai ≡ bi (mod Jm) for every i = 0, . . . , n, thenωi(a) ≡ ωi(b) (mod Jm+i) for every
i = 0, . . . , n.
Proof. (i) is left to the reader, and (ii) follows easily from (i). 
Proposition 9.3.5. With the notation of (9.3.2), we have :
(i) If p is a regular (resp. invertible) element in A, then ωA is injective (resp. bijective).
(ii) Suppose that A admits a ring endomorphism ϕ : A→ A such that
ϕ(a) ≡ ap (mod pA) for every a ∈ A.
Then ImωA = {b ∈ AN | ϕ(bn) ≡ bn+1 (mod pn+1A) for every n ∈ N}. Especially,
ImωA is a subring of A
N.
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Proof. (i): Indeed, (9.3.3) shows that the condition ωn(a) = b is equivalent to the identities
b0 = a0 and bn = ωn−1(a
p
0, . . . , a
p
n−1) + p
nan for every n ≥ 1
whence the assertion.
(ii): An easy induction argument reduces the assertion to the following :
Claim 9.3.6. Let n > 0 be any integer, and a0, . . . , an−1, bn ∈ A any sequence of elements. Set
bn−1 := ωn−1(a0, . . . , an−1). Then the following conditions are equivalent :
(a) There exists an ∈ A such that bn = ωn(a0, . . . , an).
(b) ϕ(bn−1) ≡ bn (mod pnA).
Proof of the claim. We apply lemma 9.3.4(ii) to the filtration (pnA | n ∈ N), to deduce that
ωn(a0, . . . , an−1, x) ≡ωn−1(ap0, . . . , apn−1) (mod pnA) (by (9.3.3))
≡ωn−1(ϕ(a0), . . . , ϕ(an−1)) (mod pnA)
≡ϕ(bn−1) (mod pnA)
for every x ∈ A. The claim is an immediate consequence. 
9.3.7. Take now A := Z[Xi, Yi | i ∈ N], and let ϕ : A → A be the endomorphism such that
ϕ(Xi) = X
p
i and ϕ(Yi) = Y
p
i for every i ∈ N. Clearly ϕ fulfills the condition of proposition
9.3.5(ii); from proposition 9.3.5 and (9.3.3) we deduce that there exist polynomials
Sn, Pn ∈ Z[X0, . . . , Xn, Y0, . . . , Yn] In ∈ Z[X0, . . . , Xn] Fn ∈ Z[X0, . . . , Xn+1]
uniquely characterized, for every n ∈ N, by the identities :
ωn(S0, . . . , Sn) = ωn(X0, . . . , Xn) + ωn(Y0, . . . , Yn)
ωn(P0, . . . , Pn) = ωn(X0, . . . , Xn) · ωn(Y0, . . . , Yn)
ωn(I0, . . . , In) = − ωn(X0, . . . , Xn)
ωn(F0, . . . , Fn) = ωn+1(X0, . . . , Xn+1).
Remark 9.3.8. (i) Notice that for every n ∈ N, the polynomial ωn is bihomogeneous of degree
(pn, 0). By a simple induction argument, it follows easily that Sn is homogeneous of total degree
pn, and Pn (resp. In, resp. Fn) is bihomogeneous (resp. homogeneous) of degree (p
n, pn) (resp.
pn, resp. pn+1), for every n ∈ N.
(ii) For example, a simple calculation yields the formulae :
S0 =X0 + Y0 S1 =X1 + Y1 −
p−1∑
i=1
1
p
(
p
i
)
X i0Y
p−i
0
P0 =X0Y0 P1 =X
p
0Y1 +X1Y
p
0 + pX1Y1
I0 = −X0 I1 = −X1 − ε ·Xp0
F0 =X
p
0 + pX1 F1 = (1− pp−1)Xp1 + pX2 −
p−1∑
i=1
1
p
(
p
i
)
Xpi0 (pX1)
p−i.
where ε = 1 if p = 2, and ε = 0 if p > 2. Also, since ωn(0, . . . , 0, Xn) = p
nX , we see that
(9.3.9) Sn(0, . . . , 0, Xn, 0, . . . , 0, Yn) = Xn + Yn for every n ∈ N.
(iii) A simple induction shows that :
(9.3.10) Fn ≡ Xpn (mod pZ[X0, . . . , Xn+1]) for every n ∈ N.
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Indeed, for n = 0 the assertion is clear from (ii). Suppose that n > 0, and that the assertion
is already known for every integer < n, and to ease notation, set A := Z[X0, . . . , Xn+1] and
ωn(F ) := ωn(F0, . . . , Fn); from (9.3.3) we get
ωn(F ) ≡ ωn(Xp0 , . . . , Xpn) ≡ ωn−1(Xp
2
0 , . . . , X
p2
n−1) + p
nXpn (mod p
n+1A)
On the other hand, the inductive assumption, together with lemma 9.3.4(i,ii) implies that
ωn(F ) ≡ ωn−1(F p0 , . . . , F pn−1) + pnFn ≡ ωn−1(Xp
2
0 , . . . , X
p2
n−1) + p
nFn (mod p
n+1A)
therefore pnFn ≡ pnXpn (mod pn+1A), and the assertion follows.
9.3.11. Let now (A,+, ·,T ) be an arbitrary topological ring (see definition 8.3.1(i)). We
endow AN with the topology TW (A) defined as the product of the topologies T on each copy of
A, and for every a := (an | n ∈ N), b := (bn | n ∈ N) in AN, we set :
SA(a, b) := (Sn(a0, . . . , an, b0, . . . , bn) | n ∈ N)
PA(a, b) := (Pn(a0, . . . , an, b0, . . . , bn) | n ∈ N)
IA(a) := (In(a0, . . . , an) | n ∈ N).
There follow identities :
ωA(SA(a, b)) = ωA(a) + ωA(b)
ωA(PA(a, b)) = ωA(a) ·ωA(b)
ωA(IA(a)) = − ωA(a)
for every a, b ∈ AN. Moreover, for any other topological ring B, and any continuous ring
homomorphism ψ : B → A, let ψN : BN → AN be the induced continuous map; clearly we
have the identities
(9.3.12) SA ◦ (ψN × ψN) = ψN ◦ SB PA ◦ (ψN × ψN) = ψN ◦ PB IA ◦ ψN = ψN ◦ IB.
Theorem 9.3.13. With the notation of (9.3.11), the set AN, endowed with the addition law
SA : A
N ×AN → AN and product law PA : AN×AN → AN is a commutative topological ring,
whose zero element and unit element are respectively the sequences
0A := (0, 0, . . . ) and 1A := (1, 0, 0, . . . ).
Moreover, the opposite −a (that is, with respect to the addition law SA) of any a ∈ AN, is the
element IA(a).
Proof. It is clear that SA, PA and IA are continuous mapping for the topology TW (A), hence
it remains only to prove that (AN, SA, PA) is a ring. Pick any surjective ring homomorphism
ψ : B → A, withB = Z[M ] for some free monoidM , and endowB with the discrete topology;
then ψN is also surjective, and in light of (9.3.12), it suffices to prove the theorem for B. Also,
the p-Frobenius endomorphism ofM induces an endomorphism ϕ of B that lifts the Frobenius
endomorphism of B/pB. We may then replace A by B, and assume from start that p is a
regular element of A, and ϕ : A → A is a given lift of the Frobenius endomorphism of A/pA.
In this case, proposition 9.3.5(i,ii) implies that ωA maps bijectively A
N onto a subring of AN,
and the identities of (9.3.7) tell us that the ring structure induced on AN via this identification,
is precisely the one given by the addition law SA and multiplication law PA, and also the zero
element and the unit are the required ones, since ωA(0A) = 0 ∈ AN and ωA(1A) = 1 ∈ AN. By
the same token, it is clear that −a is computed by IA(a) in the resulting ring. 
Definition 9.3.14. Let (A,T ) be any topological ring. The topological ring
(AN, SA, PA, 0A, 1A,TW (A))
is called the ring of Witt vectors associated with A, and is denoted byW (A,T ). If no ambigu-
ities are likely to arise, we often omit reference to T , and write simplyW (A).
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9.3.15. By construction, the ghost map is a continuous ring homomorphism
ωA : W (A)→ AN
(where AN is endowed with termwise addition and multiplication). Henceforth, the addition
and multiplication of elements a, b ∈ W (A) shall be denoted simply in the usual way : a + b
and a · b, and the neutral element of addition and multiplication shall be denoted respectively 0
and 1. The rule A 7→W (A) is a functor from the category of topological rings (and continuous
ring homomorphisms) to itself; indeed, if ψ : A → B is any continuous ring homomorphism,
the map ψN yields a continuous ring homomorphism
W (ψ) : W (A)→ W (B) a 7→ (ψ(an) | n ∈ N).
and moreover one has the identity :
ψN ◦ ωA = ωB ◦W (ψ).
Remark 9.3.16. (i) More generally, if A is not necessarily unital ring, the proof of theorem
9.3.13 shows that the datum (AN, SA, PA, 0A) is a non-unital ringW (A), that we shall also call
the ring of Witt vectors associated with A. Then clearly the rule A 7→ W (A) extends to an
endofunctor of the category of (associative, commutative) non-unital rings.
(ii) If A is a unital ring, and f : A → B, g : A → C two unital A-algebras, the natural ring
homomorphisms B → B ⊗A C ← C induce a map ofW (A)-algebras
(9.3.17) WB ⊗WA WC →W (B ⊗A C).
Namely, it is the unique W (A)-linear map such that b ⊗ c 7→ (Pn(b ⊗ 1, 1 ⊗ c) | n ∈ N) for
every b ∈ W (B) and c ∈ W (C), with b⊗ 1 := (bn ⊗ 1 | n ∈ N), and likewise for 1⊗ c.
(iii) More generally, let A be a unital ring; we define a non-unital right A-algebra as the
datum of a right A-module B and a (commutative, associative) non-unital ring structure on B
such that (bb′) · a = b · (b′a) for every a ∈ A and every b, b′ ∈ B. Likewise we define non-unital
left A-algebras. To every left non-unital A-algebra B, we may attach a unital A-algebra whose
underlying A-module is A⊕ B, whose structure map A→ A⊕ B is the natural inclusion, and
such that
(a, b) · (a′, b′) := (aa′, ab′ + a′b+ bb′)
and likewise for right A-algebras : the details are left to the reader.
(iv) With this terminology, we may then extend (ii) to the case where B and C are re-
spectively right and left non-unital A-algebras : in this case, the homomorphism (9.3.17)
of non-unital rings is obtained as follows. Recall that the polynomial Pn is bihomogeneous
of degree (pn, pn) for every n ∈ N (remark 9.3.8(i)); hence there exists N ∈ N such that
Pn =
∑N
i=1 riPn,i, with ri ∈ Z, and where each Pn,i is a monomial of bidegree (pn, pn), i.e.
there existsMi ∈ N with Pn,i =
∏Mi
j=0X
dj
j Y
ej
j and
∑Mi
j=0 djp
j =
∑Mi
j=0 ejp
j = pn. Then we set
Qn(b, c) :=
∑N
i=1 riPn,i(b, c), with Pn,i(b, c) :=
∏Mi
j=0 b
dj
j ⊗
∏Mi
j=0 c
ej
j for every i = 1, . . . , N
and b, c as in (ii); lastly, (9.3.17) is given by the rule : b ⊗ c 7→ (Qn(b, c) | n ∈ N). In order
to check that (9.3.17) is a map of non-unital rings, endow B′ := A ⊕ B and C ′ := A ⊕ C of
the unital A-algebra structures described in (iii), and notice that (9.3.17) is the restriction of the
map of unitalW (A)-algebrasWB′ ⊗WA WC ′ →W (B′ ⊗A C ′) of (ii).
9.3.18. Next, one defines two continuous mappingsW (A)→W (A), by the rule :
FA(a) := (Fn(a0, . . . , an+1) | n ∈ N)
VA(a) := (0, a0, a1, . . . ).
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FA and VA are often called, respectively, the Frobenius and Verschiebungmaps ([22, Ch.IX, §1,
n.5]). Consider also the mappings fA, vA : A
N → AN such that
fA(a) := (a1, a2, . . . ) vA(a) := (0, pa0, pa1, . . . ) for every a := (a0, a1, . . . ) ∈ AN.
Then fA is a continuous ring endomorphism of A
N, and vA is a continuous endomorphism of
the additive group of AN, and the basic identity characterizing (Fn | n ∈ N) can be written as :
(9.3.19) ωA ◦ FA = fA ◦ ωA.
On the other hand, (9.3.3) yields the identity :
(9.3.20) ωA ◦ VA = vA ◦ ωA.
Let ψ : A→ B be a continuous ring homomorphism; directly from the definitions we obtain :
(9.3.21) W (ψ) ◦ FA = FB ◦W (ψ) W (ψ) ◦ VA = VB ◦W (ψ).
Proposition 9.3.22. With the notation of (9.3.18), we have :
(i) The map FA is a continuous endomorphism of the ringW (A), and VA is a continuous
endomorphism of the additive group underlyingW (A).
(ii) Moreover one has the identities :
(9.3.23)
FA ◦ VA = p · 1W (A)
VA(a · FA(b)) = VA(a) · b for every a, b ∈ W (A).
(iii) FA is a lifting of the Frobenius endomorphism of W (A)/pW (A), i.e. :
FA(a) ≡ ap (mod pW (A)) for every a ∈ W (A).
Proof. (i): Arguing as in the proof of theorem 9.3.13, we reduce to the case where p is a regular
element in A and the Frobenius endomorphism of A/pA lifts to a ring endomorphism ϕ :
A → A, in which case ωA is an injective ring homomorphism (proposition 9.3.5(i)). Then the
assertion follows immediately from (9.3.19) and (9.3.20). By the same token, we also get the
identities of (ii). Likewise, (iii) is reduced to the identity
fA(a)− ap ∈ p · ImωA for every a := (an | n ∈ N) ∈ ImωA
(where here ap = (apn | n ∈ N) denotes the p-power map for the ring structure of AN). Now, we
have
(9.3.24) ϕ(an) ≡ apn (mod pA) ϕ(an) ≡ an+1 (mod pn+1A) for every n ∈ N
by proposition 9.3.5(ii), hence apn − an+1 ∈ pA for every n ∈ N. Set bn := p−1 · (apn − an+1);
again by proposition 9.3.5(ii), it suffices to check that ϕ(bn) ≡ bn+1 (mod pn+1A), that is
ϕ(apn − an+1) ≡ apn+1 − an+2 (mod pn+2A) for every n ∈ N.
However, from (9.3.24) and lemma 9.3.4(i) we deduce that ϕ(an)
p ≡ apn+1 (mod pn+2A),
whence the contention : details left to the reader. 
9.3.25. Let n ∈ N be any integer; it follows easily from (9.3.23) that
Vn(A) := ImV
n
A
is an ideal ofW (A), and we define the ring of n-truncated Witt vectors of A as the quotient
Wn(A) :=W (A)/Vn(A)
which we endow with the topology TWn(A) induced by the projection πn :W (A)→Wn(A).
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Remark 9.3.26. (i) More generally, if A is a not necessarily unital ring, then Vn(A) is a well-
defined ideal of the non-unital ringW (A) (see remark 9.3.16(i)). Hence, the quotientWn(A) is
a well-defined non-unital ring in this case, for every n ∈ N.
(ii) Likewise, in the situation of remark 9.3.16(iii), we have a well-defined homomorphism
of non-unital A-algebrasWnB ⊗WnA WC → Wn(B ⊗A C), for every n ∈ N.
Lemma 9.3.27. With the notation of (9.3.25), we have :
(i) a = (a0, . . . , am−1, 0, . . . ) + V
m
A ◦ fmA (a) for every a ∈ W (A) (where the addition is
taken in the additive group of W (A)).
(ii) The projectionW (A)→ An : (ai | i ∈ N) 7→ (a0, . . . , an−1) factors through πn and a
bijectionWn(A)
∼→ An, and TWn(A) corresponds to the product topology of An, under
this identification.
Proof. (i): Arguing as in the proof of theorem 9.3.13, we may reduce to the case where p is
a regular element in A, in which case ωA is an injective ring homomorphism, and therefore it
suffices to show that
ωA(a) = ωA(a0, . . . , am−1, 0, . . . ) + ωA ◦ V mA ◦ fmA (a).
The latter follows by a simple inspection : details left to the reader. Assertion (ii) follows easily
from (i). 
Remark 9.3.28. (i) In view of lemma 9.3.27(ii), we get therefore an inverse system of topo-
logical rings (Wn(A) | n ∈ N), whose limit isW (A). Clearly the ghost components descend to
well-defined continuous ring homomorphisms :
ωm : Wn(A)→ A for everym < n.
Especially, the map ω0 : W1(A)→ A is an isomorphism of topological rings.
(ii) A direct inspection of the construction shows that the endofunctorW of the category of
topological rings commutes with all limits.
(iii) In the same vein, if the topological ring A is the limit of a system (Ai | i ∈ I) of
topological rings, then FA is the limit of the corresponding system of map (FAi | i ∈ I), and
likewise for VA.
(iv) Let A be any topological ring, I any ideal of the monoid (A, ·), and r ∈ N any integer.
In light of remark 9.3.8(i), it is easily seen that the sets
W (I, r) := {(an | n ∈ N) ∈ W (A) | an ∈ IpnA for every n ≤ r} and W (I) :=
⋂
n∈N
W (I, n)
are ideals ofW (A) : details left to the reader. Moreover, we have the inclusions :
(9.3.29) W (Ic, r) ⊂ W (I, r)c and W (Ic) ⊂W (I)c
(where, for any topological space X and every subset S ⊂ X we denote by Sc the topological
closure of S in X). Indeed, by definition we have W (I, r) :=
∏
n∈N Jn, with Jn := I
pnA for
every n ≤ r and Jn := A for n > r, so that W (I, r)c =
∏
n∈N J
c
n, and it suffices to recall that
(Ic)p
n ⊂ (Ipn)c for every n ∈ N. The same argument applies toW (I).
Especially, if Ip
n
A is a closed ideal in the topology of A for every n ∈ N, then it follows that
W (I, r) is a closed ideal ofW (A), and the same holds also forW (I).
Furthermore, if I, J are any two ideals of the monoid (A, ·), and r ∈ N is any integer, it
follows easily from remark 9.3.8(i) that
W (I, r) ·W (J, r) ⊂W (IJ, r) and W (I) ·W (J) ⊂W (IJ).
Proposition 9.3.30. Let A be any topological ring, n ∈ N any integer. We have :
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(i) The map (notation of remark 9.3.28(i))
πn : Wn+1(A)→ An+1 a 7→ (ω0(a),ω1(a), . . . ,ωn(a))
is an integral ring homomorphism with nilpotent kernel.
(ii) pnAn+1 ⊂ Im πn ⊂ {(x0, . . . , xn) ∈ An+1 | xi ≡ xpi0 (mod pA) for i = 1, . . . , n}.
Proof. (i): Denote by B ⊂ An+1 the integral closure of the image of πn. Clearly B contains the
n+ 1 canonical idempotents e0, . . . , en of A
n+1. Next, a simple inspection shows that
πn(ae0) = (a, a
p, · · · , apn) for every a ∈ A.
It follows that ap
i
ei = ei · πn(ae0) ∈ B, and then also aei ∈ B, for every a ∈ A and every
i ≤ n. This implies that B = An+1, i.e. πn is integral, as asserted. Next, the sequence of ideals
(Vi(A) | i ∈ N) induces a descending filtration (V i | i = 0, . . . , n) onWn+1(A), and we notice:
Claim 9.3.31. For every i = 0, . . . , n− 1, we have an isomorphism ofWn+1(A)-modules
A
∼→ V i/V i+1 a 7→ aei (mod V i+1)
for theWn+1(A)-module structure on A induced by ωi (notation of (9.3.28)).
Proof of the claim. It is clear that this map is bijective. To show that it is alsoWn+1(A)-linear,
notice that Pj(X0, . . . , Xj, 0, . . . , 0) = 0 for every j < i (remark 9.3.8(i)), so that
ωi(0, . . . , 0, Pi(X0, . . . , Xi, 0, . . . , 0, Yi)) = ωi(X0, . . . , Xi) · ωi(0, . . . , 0, Yi)
by (9.3.7). This translates as the identity
pi · Pi(X0, . . . , Xi, 0, . . . , 0, Yi) = ωi(X0, . . . , Xi) · piYi
whence Pi(X0, . . . , Xi, 0, . . . , 0, Yi) = ωi(X0, . . . , Xi) · Yi, which implies the claim. ♦
Set I := Ker πn; from claim 9.3.31 we deduce that I · V i ⊂ V i+1 for every i = 0, . . . , n,
whence In+1 = 0 inWn+1(A), which concludes the proof of (i).
(ii): The second inclusion follows by direct inspection of the Witt polynomials. To show
the first inclusion, consider any sequence (a0, . . . , an) ∈ An+1; we need to find a solution
(x0, . . . , xn) ∈ Wn+1 for the system of polynomial equations :
xp
i
0 + px
pi−1
1 + · · ·+ pixi = pnai for i = 0, . . . , n
and we claim that there exists a solution that fulfills as well the further condition : xi ∈ pn−iA
for i = 0, . . . , n. The proof proceeds by a simple induction on i ≤ n, which we leave to the
reader. 
Corollary 9.3.32. Let A be any topological ring such that pkA = 0 for some k ∈ N. Then
Ker (ω0 : Wn+1A→ A) is nilpotent for every n ∈ N.
Proof. Let a ∈ Wn+1A be an element such that ω0(a) = 0, and define πn as in proposition
9.3.30(i); in view of (9.3.3), we see that πn(a) = (0, pb1, . . . , pbn) for some b1, . . . , bn ∈ A;
hence ak ∈ Kerπn, and it suffices to invoke proposition 9.3.30(i) to conclude. 
Lemma 9.3.33. Let (A,T ) be any topological ring, with separated completion (A∧,T ∧).
(i) If the topology T is discrete, the topology TW (A) agrees with the linear topology de-
fined by the filtration (Vm(A) |m ∈ N).
(ii) If the topology T is separated (resp. and complete), then the same holds for TW (A).
(iii) If T is a linear topology, then the same holds for TW (A).
(iv) The natural map W (A,T ) → W (A∧,T ∧) factors uniquely through a natural iso-
morphism of topological rings
W (A,T )∧
∼→W (A∧,T ∧)
(whereW (A,T )∧ denotes the separated completion of W (A,T )).
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Proof. (i) follows easily from lemma 9.3.27(ii) : details left to the reader.
(ii): It is clear from the definitions that if A is separated, then the same holds for TW (A).
Next, suppose that A is complete and separated, and for every n ∈ N consider the short exact
sequence of topological groups
(9.3.34) 0→ Vn(A)/Vn+1(A)→Wn+1(A)→ Wn(A)→ 0
where Vn(A)/Vn+1(A) is endowed with the topology induced by the inclusion into Wn+1(A).
Taking into account claim 9.3.31 and proposition 8.2.13(i,v), a simple induction then shows that
Wn(A) is complete and separated for every n ∈ N. Then the assertion follows from corollary
8.2.16(i) and remark 9.3.28(i).
(iii): Let (Iλ | λ ∈ Λ) be a fundamental system of open ideals of A, and for every λ ∈ Λ and
every r ∈ N, denote by πλ,r : W (A)→ Wr(A/Iλ) the projection; then it is easily seen that the
family of ideals (Kerπλ,r | λ ∈ Λ, r ∈ N) is a fundamental system of open neighborhoods of
0 ∈ W (A). The assertion is an immediate consequence.
(iv) is similar to (ii) : in light of corollary 8.2.16(ii), we are reduced to checking thatWn(A
∧)
is the separated completion of Wn(A). The latter is established by induction on n ∈ N, by
means of the exact sequences (9.3.34) and proposition 8.2.13(i,v). 
9.3.35. The projectionω0 admits a continuous set-theoretic splitting, the Teichmu¨ller mapping
τA : A→W (A) a 7→ (a, 0, 0, . . . ).
For every a ∈ A, we call τA(a) the Teichmu¨ller representative of a. Clearly, for any continuous
ring homomorphism ψ : A→ B we have :
(9.3.36) τB ◦ ψ =W (ψ) ◦ τA.
Proposition 9.3.37. With the notation of (9.3.35), we have :
(i) τA(a) · b = (apnbn | n ∈ N) for every a ∈ A and b := (bn | n ∈ N) ∈ W (A).
(ii) Moreover, τA is a multiplicative map, i.e. the following identity holds :
τA(a) · τA(b) = τA(a · b) for every a, b ∈ A
(iii) a =
∑∞
n=0 V
n
A (τA(an)) for every a := (an | n ∈ N) ∈ W (A), where the convergence
of the series is relative to the topology TW (A).
Proof. (i): Since Pn is bihomogeneous of degree (p
n, pn) (remark 9.3.8(i)), we have
Pn(X0, 0, . . . , 0, Y0, . . . , Yn) = X
pn
0 · Pn(1, 0, . . . , 0, Y0, . . . , Yn) = Xp
n
0 · Yn
where the second identity follows after recalling that 1A := (1, 0, . . . ) is the unit ofW (A). The
assertion follows immediately. (ii) is a special case of (i), and (iii) follows easily from lemma
9.3.27(i). 
Example 9.3.38. (i) For any n ∈ N, let (a0, . . . , an) ∈ Wn+1(Z) be the sequence that represents
the element pn. Since ωi is a ring homomorphism, we have
pn = ap
i
0 + pa
pi−1
1 + · · ·+ piai for every i = 0, . . . , n.
A simple induction then shows that
ai ≡ pn−i (mod pn−i+1) for every i = 0, . . . , n.
(ii) Let A be any topological ring, n, i ∈ N any integers; set
k := min(i, n) and V n,j(A) := Vj(A)/Vn+1(A) for every j ≤ n.
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Let also V : Wn(A)→Wn+1(A) be the Z-linear map induced by V . We claim that
k∑
j=0
pi−jV n,j(A) = Ji,n := {(a0, . . . , an) ∈ Wn+1(A) | aj ∈ pi−jA for every j ≤ k}.
For the proof, we argue by induction on n and i, and notice first that Ji,n is an ideal ofWn+1(A)
for every n and i, due to remark 9.3.8(i). If n = 0 or i = 0, there is nothing to prove. Suppose
then that n, i > 0 and that the assertion is known for all strictly smaller values of n and i; from
(i) we see that piWn+1(A) ⊂ Ji,n, and the inductive assumption shows that
k∑
j=1
pi−jV j(A) = V
(k−1∑
j=0
pi−j−1V n−1,j(A)
)
= V (Ji−1,n−1) ⊂ Ji,n
whence
∑k
j=0 p
i−jV n,j(A) ⊂ Ji,n. Conversely, say that a := (a0, . . . , an) ∈ Ji,n, so that
a0 = p
ib0 for some b0 ∈ A; due to lemma 9.3.27(i) and proposition 9.3.37(i) we may write
a = τ(a0) + V (a1, . . . , an) = τ(b0) · (pi, 0, . . . , 0) + V (a1, . . . , an)
and notice that V (a1, . . . , an) ∈ V (Ji−1,n−1) ⊂
∑k
j=1 p
i−jV j,n(A). Also, from (i) we see that
(pi, 0, . . . , 0) = pi + V (b1, . . . , bn), where again (b1, . . . , bn) ∈ Ji−1,n−1. Summing up, we get
Ji,n ⊂
∑k
j=0 p
i−jV j,n(A), as required.
(iii) Especially, (ii) implies that for every ring A we have
piWn+1(A) ⊂ Ji,n ⊂ pi−nWn+1(A) for every i, n ∈ N with i ≥ n.
If Tp denotes the p-adic topology onA, it follows that the topology ofWn+1(A,Tp) agrees with
the p-adic topology of the underlying ringWn+1(A), for every n ∈ N.
Example 9.3.39. (i) Let S ⊂ Z be any subset, and A any ring (which we may regard as a
discrete topological ring). Then the localizationmap j : A→ S−1A induces a ring isomorphism
S−1Wn+1(A)
∼→Wn+1(S−1A) for every n ∈ N.
Indeed, let us show first that multiplication by every s ∈ S is a bijection on Wn+1(S−1A).
To this aim, we consider the descending filtration (V iA | i = 0, . . . , n) as in the proof of
proposition 9.3.30(i); we are then easily reduced to checking that multiplication by s is bijective
on V i(A)/V i+1(A) for i = 0, . . . , n − 1. But according to claim 9.3.31, the latter quotient is
isomorphic to S−1A, for the Wn+1(S
−1A)-module structure induced on S−1A by ωi, whence
the contention. Thus,Wn+1(j) extends to a well defined ring homomorphism λ : S
−1Wn+1A→
Wn+1(S
−1A). To see that the latter is an isomorphism, we notice that λ is a homomorphism of
filtered rings for the filtrations S−1V •A on S
−1Wn+1A and V •(S
−1A) onWn+1(S
−1A); then it
suffices to check that the associated graded ring homomorphism gr•λ is bijective, and the latter
assertion follows again from claim 9.3.31.
(ii) If p is invertible in A, a simple inspection shows that ghost map ωA : W (A) → AN is
a ring homomorphism, and likewise, we have Wn+1A
∼→ An+1 in this case, for every n ∈ N.
Combining with (i), we deduce that for every ring A, the localization map A→ A[p−1] induces
a ring isomorphism
Wn+1(A)[p
−1]
∼→ (A[p−1])n+1 for every n ∈ N.
(iii) In the same vein, let S ⊂ A be any multiplicative subset, and denote by τA(S) ⊂Wn+1A
the image of the subset {τA(s) | s ∈ S} ⊂ W (A) (notation of (9.3.35)). Then the localization
map j : A→ S−1A induces a ring isomorphism
λ : τA(S)
−1Wn+1(A)
∼→Wn+1(S−1A) for every n ∈ N.
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Indeed, from proposition 9.3.37(ii) we see that the image of τA(S) is invertible inWn+1(S
−1A),
so λ is well defined. Next, proposition 9.3.37(i) easily implies that λ is surjective. Lastly,
the kernel of λ is τA(S)
−1KerWn+1(j); but clearly KerWn+1(j) is the ideal of all sequences
a := (a0, . . . , an) such that for every i = 0, . . . , n there exists si ∈ S with siai = 0. Then
τA(s0 · · · sn) · a = 0 inWn+1A; this shows that Kerλ = 0, and concludes the proof.
9.3.40. Let now A be a topological Fp-algebra. In this case (9.3.10) yields the identity :
(9.3.41) FA(a) = (a
p
n | n ∈ N) for every a := (an | n ∈ N) ∈ W (A).
As an immediate consequence we get :
(9.3.42) p · a = VA ◦ FA(a) = FA ◦ VA(a) = (0, ap0, ap1, . . . ) for every a ∈ W (A).
Especially, we have
(9.3.43) p = (0, 1, 0, . . . ) inW (A).
Moreover, let ΦA : A→ A be the Frobenius endomorphism; (9.3.41) also implies the identity :
(9.3.44) FA ◦ τA = τA ◦ ΦA.
Proposition 9.3.45. Let A be any Fp-algebra. We have :
(i) The p-adic topology onW (A) agrees with the V1(A)-adic topology, and both are finer
than the topology T ′ defined by the filtration (Vn(A) | n ∈ N).
(ii) Moreover,W (A) is also complete and separated for the p-adic topology.
(iii) W (A)× = ω−10 (A
×).
(iv) V i(τA(b)) · V j(τA(b)) = V i+j(τA(apjbpi)) for every a, b ∈ A and every i, j ∈ N.
Proof. (i): It is clear from (9.3.42) that the p-adic topology onW (A) is finer than both T ′ and
the V1-adic topology. Conversely, for every a, b ∈ W (A) we have
VA(a) · VA(b) = VA(a · FAVA(b)) = p · VA(a · b)
whence V 21 ⊂ pA, which says that the V1-adic topology is finer than the p-adic topology.
(ii): SinceW (A) is complete and separated for the linear topology T ′, the assertion follows
from lemma 8.3.12.
(iii): ClearlyW (A)× ⊂ ω−10 (A×). For the converse, notice that the ideal V1(A) is contained
in the Jacobson radical ideal of W (A), due to (i),(ii) and remark 8.3.10(v). Therefore, the
induced map Specω0 : SpecA → SpecW (A) restricts to a bijection on the sets of maximal
ideals of A andW (A), and the assertion follows easily.
(iv): Without loss of generality, we may assume that i ≤ j; then we compute
V i(τA(b)) · V j(τA(b)) =V i(τA(a) · F iV j(τA(b))) (by (9.3.23))
=V i(τA(a) · pi · V j−i(τA(b))) (again by (9.3.23))
= pi · V i(τA(a) · V j−i(τA(b))) (by proposition 9.3.22(i))
= pi · V i(V j−i(τA(apj−ib))) (by proposition 9.3.37(i))
= pi · V j(τA(apj−ib)) (by (9.3.42))
=V i+j(τA(a
pjbp
i
))
as stated. 
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9.3.46. Suppose additionally that A is perfect, i.e. that ΦA is an automorphism of the topo-
logical ring A (especially, it is a homeomorphism). It follows from (9.3.41) that FA is an
automorphism ofW (A). Hence, in view of (9.3.23) and (9.3.42) :
pn ·W (A) = Vn(A) for every n ∈ N.
So, the p-adic filtration coincides with the filtration (Vn(A) | n ∈ N) and with the V1(A)-adic
filtration. Especially, the 0-th ghost component descends to an isomorphism
ω0 : W (A)/pW (A)
∼→ A.
Also, the identity of proposition 9.3.37(iii) can be written in the form :
(9.3.47) a =
∞∑
n=0
pn · τA(ap−nn ) for every a := (an | n ∈ N) ∈ W (A).
Proposition 9.3.48. Let A be a reduced Fp-algebra, a := (an | n ∈ N) ∈ W (A) any element.
(i) Consider the following conditions :
(a) The ideal J :=
∑
n∈N anA is not contained in any minimal prime ideal of A.
(b) a is a regular element of W (A).
Then (a)⇒(b), and if A has only finitely many minimal prime ideals, (b)⇒(a).
(ii) W (A) is reduced, and if A is a domain, the same holds forW (A).
(iii) If A is a perfect field, thenW (A) is a complete discrete valuation ring of mixed char-
acteristic (0, p), maximal ideal pW (A), and residue field A.
(iv) If A ⊂ B is an inclusion of perfect Fp-algebras, thenW (A) ⊂ W (B), and
pnW (A) =W (A) ∩ pnW (B) for every n ∈ N.
(v) If A is perfect, and
∑k
i=0 aiA = A for some k ∈ N, we have
aW (A) ∩ pnW (A) = pn−k · (aW (A) ∩ pkW (A)) for every n ∈ N
and moreover, the ideal aW (A) is a closed subset for the p-adic topology onW (A).
Proof. Notice that the assertions are independent of the topology of A and B, hence we may
assume that both these topologies are discrete.
(iii): We know already that W (A) is p-adically complete, by proposition 9.3.45(ii). Also,
it follows easily from (9.3.42) that p is regular in W (A), and taking into account proposition
9.3.45(iii) we see that every element of W (A) can be written uniquely in the form pn · u, for
some n ∈ N and an invertible element u ∈ W (A). The assertion follows immediately.
(ii): Suppose first that A is a domain, and we prove that the same holds for W (A). To this
aim, let B be any perfect field containing A; since W (A) is a subring of W (B), it suffices to
check thatW (B) is a domain, which is clear from (iii).
Next, let MinA be the set of all minimal prime ideals of A; if A is reduced, the natural
map j : A → B := ∏p∈MinAAp is injective, and therefore W (A) is a subring of W (B) =∏
p∈MinAW (Ap). To prove that W (A) is reduced, it then suffices to show that the same holds
for every factorW (Ap), but this is already known, since each such Ap is a field.
(i): Suppose that (a) holds; arguing as in the proof of (ii), we reduce to checking that the
image of a is regular in W (Ap), for every p ∈ MinA. But under condition (a), it is clear that
the image of a does not vanish inW (Ap) for any such p. Thus, in this case (ii) implies that (b)
holds. Conversely, suppose thatMinA = {p1, . . . , pr} is a finite set, and say that J ⊂ p1. Pick
any f ∈ ⋂ri=2 pi \ p1; since j is injective, it is easily seen that AnnA(f) = p1 (details left to the
reader). By proposition 9.3.37(i), we then see that a · τA(f) = 0, which contradicts (b).
(iv): It is clear thatW (A) ⊂ W (B), and also that Vn(A) = W (A) ∩ Vn(B), so the assertion
follows from (9.3.46).
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(v): Say that xa = pny for some x, y ∈ W (A); by (i), p is regular in W (A), so for the
proof of the stated equality it suffices to show that x ∈ pn−kW (A). However, we have already
noticed that the map j is injective, and therefore pkW (A) = W (A) ∩ pkW (B), by (iv). Hence,
it suffices to show that the image of x lies in pn−kW (Ap) for every such p. Moreover, Ap is
a perfect field for every p ∈ MinA, and∑ki=0 ai · Ap = Ap, so we may replace from start A
by any Ap, in which case W (A) is a discrete valuation ring with p as uniformizer, by (iii), and
notice that by assumption the elements a0, . . . , ak cannot all vanish, therefore
a /∈ pk+1W (A) and x · a ∈ pnW (A)
whence the assertion : details left to the reader. Lastly, the foregoing implies that the p-adic
topology on aW (A) agrees with the topology induced from the p-adic topology onW (A). On
the other hand, (i) says that a is regular on W (A), hence scalar multiplication by a induces a
bijection W (A)
∼→ aW (A) that identifies the p-adic topology of W (A) with the p-adic topol-
ogy of aW (A). Since W (A) is p-adically complete and separated (proposition 9.3.45(ii)), it
follows that the same holds for aW (A). Summing up, aW (A) is complete and separated for
the topology induced from the p-adic topology ofW (A), and consequently it is a closed subset
inW (A), for this topology. 
Example 9.3.49. Let be (A,T ) a topological Fp-algebra.
(i) IfA is perfect andT is the discrete topology, then it follows from (9.3.46) and proposition
9.3.45(i) that TW (A) agrees with the p-adic topology.
(ii) By inspecting the proof of theorem 8.2.8(i), it is easily seen that if (A,T ) is perfect, the
same holds for its separated completion.
(iii) For instance, we have a natural isomorphism of topological rings :
Zp
∼→ W (Fp)
(where Fp is endowed with the discrete topology, and Zp with the p-adic topology). Indeed,
(i) says that the topology of W (Fp) agrees with the p-adic topology, hence the unique ring
homomorphism Z → W (Fp) extends to a unique continuous map ψ : Zp → W (Fp). Since
p is a regular element of W (Fp) (proposition 9.3.48(i)), the map is injective. Moreover, if we
endow both rings with their p-adic filtrations, the induced map gr•ψ : gr•Zp → gr•W (Fp) on
associated graded rings is easily seen to be an isomorphism. Then the assertion follows from
[22, Ch.III, §2, n.8, Cor.2].
(iv) It follows from (iii) that the structure map β : Fp → A induces a natural structureW (β)
of topological Zp-algebra onW (A).
(v) Let A := Fp[T
1/p∞ ], the universal perfect Fp-algebra in one generator, and endow A with
its discrete topology. Then W (A) is the p-adic completion Zp{T 1/p∞} of Zp[T 1/p∞ ], together
with its p-adic topology. The latter can be described as the ring of all power series
(9.3.50)
∑
n∈N
anT
λn
where (λn | n ∈ N) is any sequence of non-negative elements of Z[1/p], and (an | n ∈ N) is
any sequence of elements of Zp that converges p-adically to 0. For the proof, we argue as in
(iii): we have a unique map of Zp-algebras ψ : Zp[T
1/p∞ ]→W (A) such that ψ(T λ) := τA(T λ)
for every λ ≥ 0 in Z[1/p] (for the Zp-algebra structure on W (A) provided by (iv)). Then ψ
extends by continuity to a unique map of topological Zp-algebras ψ
∧ : Zp{T 1/p∞} → W (A),
and if we endow both rings with their p-adic filtrations, it is easily seen that the resulting map
of associated graded rings gr•ψ∧ is an isomorphism, so the same holds for ψ∧, again by [22,
Ch.III, §2, n.8, Cor.3].
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9.3.51. In the situation of lemma 9.3.4, endowA (resp. A/Jn, for every n ∈ N) with the linear
topology T defined by the system of ideals (Jn | n ∈ N) (resp. with the discrete topology) and
let πn : A → A/Jn and π′n : A/Jn → A/J0 be the natural projections, for every n ∈ N. Let
also R be a topological Fp-algebra, and ϕ : R → A/J0 a continuous ring homomorphism. We
say that a continuous mapping ϕn : R→ A/Jn is a lifting of ϕ if we have :
ϕn(x
p) = ϕn(x)
p for every x ∈ R, and π′n ◦ ϕn = ϕ.
Lemma 9.3.52. With the notation of (9.3.51), the following holds :
(i) If ϕn and ϕ
′
n are two liftings of ϕ, then ϕn and ϕ
′
n agree on R
pn .
(ii) If R is a perfect topological Fp-algebra, there exists a unique lifting ϕn : R → A/Jn
of ϕ. We have ϕn(1) = 1 and ϕn(xy) = ϕn(x) · ϕn(y) for every x, y ∈ R.
(iii) Let R be as in (ii), and suppose that (A,T ) is complete and separated. Then :
(a) There exists a unique continuous mapping ϕ : R→ A such that
π0 ◦ ϕ = ϕ and ϕ(xp) = ϕ(x)p for every x ∈ R.
(b) Moreover, ϕ(1) = 1 and ϕ(xy) = ϕ(x) · ϕ(y) for every x, y ∈ R.
(c) If furthermore,A is an Fp-algebra, then ϕ is a homomorphism of topological rings.
Proof. (i) is an easy consequence of lemma 9.3.4(i).
(ii): The uniqueness follows from (i). For the existence, pick any mapping σ : A/J0 → A/Jn
such that π′n ◦ σ = 1A/J0 , and notice that the mapping ψ := σ ◦ ϕ : R → A/Jn is continuous,
and π′n ◦ ψ = ϕ. We let :
ϕn(x) := ψ(x
p−n)p
n
for every x ∈ R.
Using lemma 9.3.4(i) one verifies easily that ϕn does not depend on the choice of ψ. Especially,
define ψ′ : R → A/Jn by the rule : x 7→ ψ(xp−1)p for every x ∈ R. Clearly π′n ◦ ψ′ = ϕ as
well, hence :
ϕn(x
p) = ψ′(xp
1−n
)p
n
= ψ(xp
−n
)p
n+1
= ϕn(x)
p for every x ∈ R
as claimed. If we choose σ so that σ(1) = 1, we obtain ϕn(1) = 1. Finally, since ϕ is a ring
homomorphism we have ψ(x) · ψ(y) ≡ ψ(xy) (mod J0) for every x, y ∈ R. Hence
ψ(x)p
n · ψ(y)pn ≡ ψ(xy)pn (mod Jn)
(again by lemma 9.3.4(i)) and finally ϕn(x
pn) · ϕn(ypn) = ϕn((xy)pn), which implies the last
stated identity, since R is perfect.
(iii): The existence and uniqueness of ϕ follow from (ii). It remains only to show that ϕ(x)+
ϕ(y) = ϕ(x + y) in case A is an Fp-algebra. It suffices to check the latter identity on the
projections onto A/Jn, for every n ∈ N, in which case one argues analogously to the foregoing
proof of the multiplicative property for ϕn : the details shall be left to the reader. 
Proposition 9.3.53. In the situation of (9.3.51), suppose that R is a perfect topological Fp-
algebra and (A,T ) is complete and separated. Then we have :
(i) For every n ∈ N there exists a unique ring homomorphism vn : Wn+1(A/J0)→ A/Jn
such that the following diagram commutes :
Wn+1(A)
ωn //
Wn+1(π0)

A
πn

Wn+1(A/J0)
vn // A/Jn.
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(ii) Let un := vn ◦ Wn+1(ϕ) ◦ F−nR , where FR : Wn+1(R) → Wn+1(R) is induced by
the Frobenius automorphism of W (R). Then, for every n ∈ N the following diagram
commutes :
Wn+2(R)
un+1 //

A/Jn+1
ϑ

Wn+1(R)
un // A/Jn
where the vertical maps are the natural projections.
(iii) There exists a unique ring homomorphism u such that the following diagram commutes:
W (R)
u //
ω0

A
π0

R
ϕ // A/J0.
Furthermore, u is continuous for the topology TW (R), and we have :
(9.3.54) u(a) =
∑
n∈N
pn · ϕ(ap−nn ) for every a := (an | n ∈ N) ∈ W (R)
with ϕ : R→ A the unique continuous mapping characterized as in lemma 9.3.52(iii).
Proof. (i): We have to check that ωn(a0, . . . , an) ∈ Jn whenever a0, . . . , an ∈ J0, which is
clear from lemma 9.3.4(ii).
(ii): Since FR is an automorphism, it boils down to verifying :
Claim 9.3.55. ϑ◦ vn+1(ϕ(a0), . . . , ϕ(an+1)) = vn(ϕ(F0(a0, a1)), . . . , ϕ(Fn(a0, . . . , an+1))) for
every (a0, . . . , an+1) ∈ Wn+1(A).
Proof of the claim. Directly from (9.3.21) we derive :
(ϕ(F0(a0, a1)), . . . , ϕ(Fn(a0, . . . , an+1))) = (F0(ϕ(a0), ϕ(a1)), . . . , Fn(ϕ(a0), . . . , ϕ(an))).
Hence, it suffices to show that
ϑ ◦ vn+1(b0, . . . , bn+1) = vn(F0(b0, b1), . . . , Fn(b0, . . . , bn+1))
for every (b0, . . . , bn+1) ∈ Wn+1(A/J0). The latter identity follows from (9.3.19). ♦
(iii): We take u := limn∈N un, where the maps un are as in (ii), for every n ∈ N. With
this definition, it is clear that u is continuous for the topology TW (R). Next we remark that
π0 ◦ u ◦ τR = ϕ ◦ ω0 ◦ τR = ϕ, hence :
(9.3.56) u ◦ τR = ϕ
by lemma 9.3.52(iii.a). Now (9.3.54) holds by (9.3.47), (9.3.56) and the continuity of u. 
Remark 9.3.57. (i) Let Np be the full subcategory of Z-TopAlg whose objects are the discrete
topological rings in which p is nilpotent. For every perfect topological Fp-algebra E and every
topological ringW , we consider the functors
HE , HW : Np → Set
such that
HE(A) := HomZ-TopAlg(E,A/pA) HW (A) := HomZ-TopAlg(W (E), A)
for everyA ∈ Ob(Np) (where A/pA is endowed with the discrete topology); to any continuous
ring homomorphism A→ A′ of objects of Np, the functor HE assigns the mapping
HE(ϕ) : HE(A)→ HE(A′) (ψ : E → A/pA) 7→ (ϕ⊗Z Fp) ◦ ψ
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and likewise, HW (ϕ) : HW (A) → HW (A′) assigns to any ψ : A → A′ the map ϕ ◦ ψ. Then
proposition 9.3.53(iii) says that we have a natural isomorphism of functors
(9.3.58) HW (E)
∼→ HE
that assigns to every A ∈ Ob(Np) the bijectionHW (E)(A) ∼→ HE(A) : ϕ 7→ ϕ⊗Z Fp.
(ii) Suppose that E is a perfect topological Fp-algebra whose topology is linear, complete
and separated. Then the existence of an isomorphism of functors (9.3.58) characterizes W (E)
up to natural isomorphism, in the category of complete and separated topological rings whose
topology is linear and coarser than the p-adic topology. Indeed, suppose that W ′ is any other
such topological ring, endowed with an isomorphism of functors HW ′
∼→ HE . There follows
an isomorphism of functors ω : HW (E)
∼→ HW . Now, let I ⊂ W (E) be any open ideal; the
quotientW (E)/I is an object of Np, and the projection πI : W (E) → W (E)/I is an element
of HW (E)(W (E)/I), so we get a continuous ring homomorphism ω(πI) : W
′ → W (E)/I .
Moreover, if J ⊂ I is another open ideal, the projection πI,J : W (E)/J → W (E)/I is a
morphism of Np, and we have
πI,J ◦ ω(πJ) = HW ′(πI,J)(ω(πJ)) = ω(HW (E)(πI,J)(πJ)) = ω(πI)
by the naturality of ω. Hence, we have a well defined inverse system (ω(πI) | I ⊂ W (E))
indexed by the cofiltered system of open ideals of W (E); the limit of this system is a well
defined continuous ring homomorphism α : W ′ → W (E). Swapping the roles of W ′ and
W (E), the inverse natural transformation ω−1 : HW
∼→ HW (E) yields likewise a continuous
ring homomorphism β : W (E)→ W ′, asW ′ is complete and separated by assumption.
It remains to check that α and β are mutually inverse isomorphisms. To this aim, let I ′ ⊂W ′
be any open ideal, π′I′ : W
′ → W ′/I ′ the projection, and set I := Ker (ω−1(π′I′) : W (E) →
W ′/I ′), so that ω−1(π′I′) factors as the composition of πI and a continuous ring homomorphism
τ : W (E)/I → W ′/I ′. Notice that
π′I′ ◦ β ◦ α =ω−1(π′I′) ◦ α = τ ◦ πI ◦ α = τ ◦ ω(πI) = HW ′(τ)(ω(πI))
=ω(HW (E)(τ)(πI)) = ω(τ ◦ πI) = ω(ω−1(π′I′)) = π′I′
which implies that β◦α = 1W ′ . Likewise one checks that β◦α = 1W (E), whence the contention.
(iii) Let E, E ′ and E ′′ be three perfect topological Fp-algebras whose topologies are linear,
complete and separated, and E → E ′, E → E ′′ two continuous ring homomorphisms. It is
clear that (E ′ ⊗E E ′′,T ⊗E′,E′′) is a perfect topological Fp-algebra (notation of (8.3.7)), hence
the same holds for E ′ ⊗̂EE ′′ (example 9.3.49(ii)), and in light of (8.3.7) and (i), we get natural
isomorphisms of functors
HW (E′ ⊗̂EE′′)
∼→ HW (E′) ×HW (E) HW (E′′) ∼←− HW (E′) ⊗̂W (E)W (E′′)
whence, by (ii), a natural isomorphism of topological rings
(9.3.59) W (E ′ ⊗̂EE ′′) ∼→W (E ′) ⊗̂W (E)W (E ′′).
Proposition 9.3.60. Let A be any discrete Fp-algebra. We have :
(i) W (A), endowed with its p-adic topology, is a flat and topologically free Zp-module.
(ii) If A is perfect, and (gλ | λ ∈ Λ) is any basis of the Fp-vector space underlying A, then
(τA(gλ) | λ ∈ Λ) is a topological basis of the topologicalZp-module underlyingW (A).
Proof. The element p is regular in W (A), by proposition 9.3.48(i), so W (A) is torsion-free,
hence flat, as a Zp-module, for its natural Zp-module structure as in example 9.3.49(iv). In
order to check both (i) and (ii), it then suffices to show the following general
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Claim 9.3.61. Let R be any artinian ring, κ (resp. m) the residue field (resp. the maximal ideal)
of R, andM any flat R-module. Let also (fλ | λ ∈ Λ) be any system of elements ofM , whose
image inM0 := M ⊗R κ is a basis for the latter κ-vector space. Then the inducedR-linear map
ψ : R⊕Λ →M eλ 7→ fλ for every λ ∈ Λ
is an isomorphism (here (eλ | λ ∈ Λ) is the canonical basis of R⊕Λ).
Proof of the claim. Endow R⊕Λ and M with the m-adic filtrations, and let gr•R
⊕Λ and gr•M
be the associated graded κ-vector spaces. By virtue of [89, Th.22.3], the natural κ-linear map
mn/mn+1 ⊗κ M0 → grnM
is an isomorphism for every n ∈ N. This easily implies that the κ-linear map gr• : gr•R⊕Λ →
gr•M induced by ψ, is an isomorphism for every n ∈ N. Then the assertion follows from [22,
Ch.III, §2, n.8, Cor.3]. 
9.3.62. We shall need a combinatorial identity that expresses the Teichmu¨ller representative
of a finite sum of elements of a perfect topological Fp-algebra A, as a series of terms, each of
which is itself a Teichmu¨ller representative. To state the result, let
Σ(k)n := {(σ0, . . . , σk) ∈ p−nNk+1 \ p1−nNk+1 | σ0 + · · ·+ σk = 1} for every k, n ∈ N.
and set Σ(k) :=
⋃
n∈NΣ
(k)
n for every k ∈ N. Also for every a := (a0, . . . , ak) ∈ Ak+1 and every
σ := (σ0, . . . , σk) ∈ Σ(k) set
aσ := aσ00 · · ·aσkk
(notice that the fractional powers aσii are well defined, since A is perfect).
Proposition 9.3.63. For every integer k ∈ N the following holds :
(i) There exists a mapping Σ(k) → Zp : σ 7→ cσ such that
τA(a0 + · · ·+ ak) =
∑
n∈N
pn ·
∑
σ∈Σ
(k)
n
cσ · τA(aσ)
for every perfect Fp-algebra A and every a := (a0, . . . , ak) ∈ Ak+1.
(ii) cσ = 1 for every σ ∈ Σ(k)0 .
Proof. To begin with, let us show the following :
Claim 9.3.64. With the notation of the proposition, for every n ∈ N we have :
(τA(a0)
1/pn + · · ·+ τA(ak)1/pn)pn ≡ τA(a0 + · · ·+ ak) (mod pnW (A)).
Proof of the claim. Since τA is a splitting of ω0, for every n ∈ N we have
τA(a0)
1/pn + · · ·+ τA(ak)1/pn ≡ τA(a0 + · · ·+ ak)1/pn (mod pW (A))
and then the claim follows immediately from lemma 9.3.4(i). ♦
Now, consider first the case where A = Fp[T
1/p∞
0 , . . . , T
1/p∞
k ] is the universal perfect Fp-
algebra in the variables T0, . . . , Tk. We endow A with the discrete topology. Set T• :=
(T0, . . . , Tk), and notice that the system of monomials (T
µ
• | µ ∈ N[1/p]k+1) is a basis for
the Fp-vector space underlying A, so the system (τA(T•)
µ | µ ∈ N[1/p]k+1) is a topological
basis of the topologically free Zp-module underlyingW (A) (proposition 9.3.60(ii)). Hence, the
image of the same system in W (A)/pnW (A) is a basis for the latter free Z/pnZ-module, for
every n ∈ N. Consider then the image Sn of S := τA(T0 + · · ·+ Tk) inW (A)/pnW (A); from
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claim 9.3.64 we see that Sn is uniquely a sum of products c
(n)
µ T µ• with c
(n)
k ∈ Z/pnZ and T µ• a
monomial of the above type, with the further condition that
c(n)µ = 0 unless µ ∈
n⋃
i=0
Σ
(k)
i .
Moreover, the uniqueness of the resulting expression means that the image of c
(m)
µ in Z/pnZ
agrees with c
(n)
µ , for every such µ and every m ≥ n. Summing up, we get the sought identity
for S, and (ii) follows as well. Next, if A is any perfect Fp-algebra, there exists a unique
(continuous) map
ψ : Fp[T
1/p∞
0 , . . . , T
1/p∞
k ]→ A
of Fp-algebras such that ψ(Ti) = ai for i = 0, . . . , k. Since the sought identity is already known
for T•, we deduce it for a, by virtue of (9.3.36). 
9.3.65. Let A be any perfect Fp-algebra, b := (b− n | n ∈ N) ∈ W (A) any element, and set
AnnA(b) := {a ∈ A | τA(a) · b = 0}.
Corollary 9.3.66. With the notation of (9.3.65), the subset AnnA(b) is a radical ideal of A.
Proof. Let a ∈ AnnA(b) for some n ∈ N. We show first that aµ ∈ AnnA(b) for every µ ∈
N[1/p]. Indeed, in view of proposition 9.3.37(i), the assumption means that ap
n
bn = 0 for every
n ∈ N, and therefore apn−kbp−kn = 0 for every k, n ∈ N, since A is perfect. Hence apn−kbn = 0
as well, for every n, k ∈ N, which means that τA(ap−k) · b = 0 for every k ∈ N (again by
proposition 9.3.37(i)); the assertion is a straightforward consequence.
It then remains only to check that AnnA(b) is an ideal of A. However, if a, a
′ ∈ AnnA(b) and
x ∈ A is any element, it is clear that ax ∈ AnnA(b), and proposition 9.3.63 easily implies that
a+ a′ ∈ AnnA(b) as well, as required. 
In the same vein, though the Teichmu¨ller mapping is not a ring homomorphism, one can
attach to it a continuous map on Zariski spectra, as explained in the following proposition.
Proposition 9.3.67. Let E be any perfect Fp-algebra; the following holds :
(i) For every p ∈ SpecW (E), the subset τ−1E p is a prime ideal of E.
(ii) The resulting map
Spec τE : SpecW (E)→ SpecE p 7→ τ−1E p
is continuous and spectral.
(iii) Let p ∈ SpecW (E) be any prime ideal, set q := Spec τE(p) ∈ SpecE, and let
πp : W (E) → κ(p), πq : E → κ(q) be the projections. If p is a closed subset in the
p-adic topology of W (E), then τE induces a morphism of multiplicative monoids
τp : κ(q)→ κ(p) such that τp ◦ πq = πp ◦ τE.
(iv) Let E ′ be any other perfect Fp-algebra, and ϕ : E → E ′ any continuous ring homo-
morphism. Then the resulting diagram commutes :
SpecW (E ′)
Spec τE′ //
SpecW (ϕ)

SpecE ′
Specϕ

SpecW (E)
Spec τE // SpecE.
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Proof. (i): Say that x, y ∈ E and τE(xy) ∈ p; since τE is a multiplicative map, it follows easily
that either x or y lies in τ−1E p. By the same token, if x ∈ τ−1E p and y ∈ E, then xy ∈ τ−1E p.
Next, suppose that x, y ∈ τ−1E p; by proposition 9.3.63, we may write τE(x+ y) as a p-adically
convergent series
∑
n∈N p
n · zn, where each zn is a finite Zp-linear combination of terms of the
form τE(x
λy1−λ), with λ, 1−λ ∈ N[1/p]. It follows easily that zn = τE(x1/p)·z′n+τE(y1/p)·z′′n,
for suitable z′n, z
′′
n ∈ W (E). Summing up, we get
τE(x+ y) = a · τE(x1/p) + b · τE(y1/p) where a :=
∑
n∈N
cnz
′
n b :=
∑
n∈N
cnz
′′
n.
However, by the foregoing we already know that x1/p, y1/p ∈ τ−1E p, so τE(x+ y) ∈ p, whence
the contention.
(ii): Let f ∈ E any element; directly from the definition we get
(9.3.68) (Spec τE)
−1(SpecEf) = SpecAτE(f)
which says that Spec τE is continuous and spectral.
(iii): We check first that τE descends to a morphism τ : E/q → W (E)/p of multiplicative
monoids. To this aim, let x ∈ E and y ∈ q be any two elements; arguing as in the proof of (i),
we see that d := τE(x + y) − τE(x) can be written as p-adically convergent series
∑
n∈N dn,
where dn ∈ pnτE(y1/pn)W (E) for every n ∈ N. We have already remarked that τE(y1/pn) ∈ p
for every n ∈ N, and since p is p-adically closed in W (E), it follows that d ∈ p as well,
whence the claim. Now, by construction τ−1(0) = {0}, so τ extends uniquely to a morphism
of monoids τp as sought.
(iv) follows immediately from (9.3.36). 
9.3.69. For the further investigation of the ring of Witt vectorsW (A) of a given perfect topo-
logical Fp-algebra A, it is useful to consider special types of ideals of A andW (A) defined by
certain combinatorial conditions that we proceed to explain.
• First, consider any p-perfect monoid P , i.e. such that the p-Frobenius endomorphism ΦP
of P is bijective. A basic example of p-perfect monoid is N[1/p] := S−1p N, the localization of
N at its multiplicative subset Sp := {pk | k ∈ N}. Notice that this condition on P means that
for every x ∈ P and every λ ∈ N[1/p], the fractional power xλ is well defined : indeed, we may
write λ = p−na for some a, n ∈ N and set xλ := Φ−nP (xa). It is easily seen that this definition
is independent of the choice of a and n.
• For any ideal I ⊂ P and every λ = p−na ∈ Z[1/p] we define the angular power :
I〈λ〉 :=
⋃
r∈N
Φ−n−rP (I
pra) if λ > 0, and I〈λ〉 := P if λ ≤ 0.
Notice that I〈λ〉 is an increasing union of ideals of P , and a simple inspection shows that the
definition does not depend on the choice of a and n. Explicitly, if λ ≥ 0, the ideal I〈λ〉 is the
subset of all products of the form aµ11 · · ·aµkk , where k ∈ N is any integer, a1, . . . , ak are arbitrary
elements of I , and µ1, . . . , µk are arbitrary rational numbers in N[1/p] such that
∑k
i=1 µi = λ.
Moreover, if S ⊂ I is any system of generators for I , then I〈λ〉 is generated by the set of all
products as above, where a1, . . . , ak ∈ S.
Lemma 9.3.70. In the situation of (9.3.69), the following holds :
(i) If (Ij | j ∈ J) is any filtered family of ideals of P , we have
(
⋃
j∈J
Ij)
〈λ〉 =
⋃
j∈J
I
〈λ〉
j for every λ ∈ N[1/p].
(ii) For every ideal I ⊂ P , every n ∈ N and every λ, µ ∈ N[1/p] we have
(a) (In)〈λ〉 = (I〈λ〉)n = I〈nλ〉.
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(b) I〈λ〉I〈µ〉 = I〈λ+µ〉.
(c) (I〈λ〉)〈µ〉 = I〈λµ〉.
(iii) I〈λ〉J 〈λ〉 = (IJ)〈λ〉 for every ideals I, J ⊂ P and every λ ∈ N[1/p].
(iv) Suppose that I ⊂ P is a non-empty finitely generated ideal generated by r elements of
P . Then I〈λ〉 ⊂ In for every n ∈ N such that λ ≥ n+ r − 1.
Proof. (i): This is clear from the explicit description of the angular power furnished in (9.3.69).
(ii.a): Indeed, say that λ = pka for some a, n ∈ N; we have
(In)〈λ〉 =
⋃
r∈N
Φ−r−kP (I
napr) = I〈nλ〉 =
⋃
r∈N
(Φ−r−kP (I
apr)n = (I〈λ〉)n.
(ii.b): Clearly I〈λ〉I〈µ〉 ⊂ I〈λ+µ〉. For the converse inclusion, say that at11 · · ·atkk ∈ I〈λ+µ〉,
for given a1, . . . , ak ∈ I and rational numbers t1, . . . , tk in N[1/p] such that
∑k
i=1 ti = λ + µ.
If µ = 0, there is nothing to prove; otherwise, let j < k be the largest integer such that
s :=
∑j
i=0 ti ≤ λ. Then tj+1 > t′j+1 := λ− s, and if we set t′′j+1 := tj+1 − t′j+1 we get
at11 · · · a
t′j+1
j+1 ∈ I〈λ〉 a
t′′j+1
j+1 a
tj+2
j+2 · · · atkk ∈ I〈µ〉
whence the contention.
(ii.c): Say that λ = p−na and µ = p−mb; taking into account (ii.a) we may compute
(I〈λ〉)〈µ〉 =
⋃
r∈N
Φ−m−rP ((I
〈λ〉)bp
r
) =
⋃
r∈N
Φ−m−rP ((I
bpr)〈λ〉) =
⋃
r∈N
Φ−m−rP (
⋃
s∈N
Φ−n−sP (I
abpr+s))
whence the sought identity.
(iii): Indeed, for λ = p−na we may compute
I〈λ〉J 〈λ〉 =
⋃
r∈N
Φ−n−rP (I
apr) ·
⋃
r∈N
Φ−n−rP (J
apr) =
⋃
r∈N
Φ−n−rP (I
aprJap
r
)
whence the contention.
(iv): Let (x1, . . . , xr) be such a system of generators for I , so that I
〈λ〉 is generated by all
the products of the form x := xt11 · · ·xtrr , where t1, . . . , tr ∈ N[1/p] and t1 + · · · + tr = λ.
Then, for every such product and every i = 1, . . . , r, let ai ∈ N be the unique integer such that
ti ∈ [ai, ai + 1[, and set s := a1 + · · ·+ ar; clearly x ∈ Is. Suppose now that λ ≥ n + r − 1;
if ti ∈ N for every i = 1, . . . , r, it follows that s = λ ≥ n, since r > 0. Lastly, if there exists
i ≤ r such that ti 6∈ N, then s+ r > λ, whence s ≥ n again, and the assertion follows. 
Remark 9.3.71. (i) Keep the situation of (9.3.69), and suppose moreover that P is a submonoid
of the multiplicative monoid (A, ·) of a given ring A. Then, for every ideal I ⊂ P and every
λ ∈ Z[1/p] we may consider the ideal I〈λ〉A of the ring A. In this situation we also define :
I⌊r⌋A :=
⋂
µ∈Z[1/p]
µ<r
I〈µ〉A I⌈s⌉A :=
⋃
µ∈Z[1/p]
µ>s
I〈µ〉A for every r ∈ R.
From lemma 9.3.70(ii.a,ii.c) we deduce immediately :
(I〈λ〉A)n = (I〈λ〉)nA = I〈nλ〉A I〈λ〉I〈µ〉A = I〈λ+µ〉A I〈λ〉J 〈λ〉A = (IJ)〈λ〉A
for every ideals I, J ⊂ P and every λ, µ ∈ N[1/p] and every n ∈ N.
(ii) Especially, if A is a perfect Fp-algebra, we may take P := (A, ·). In this case, notice that
every ideal J of the ring A is also an ideal of the underlying monoid P , so the angular powers
of J are well defined ideals of P ; moreover, we easily see that
(IA)〈λ〉A = I〈λ〉A for every λ ∈ N[1/p] and every ideal I ⊂ P.
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Combining with lemma 9.3.70(ii.c) we get
(I〈λ〉A)〈µ〉A = I〈λµ〉A for every λ ∈ N[1/p] and every ideal I ⊂ P.
Furthermore, suppose that I is an ideal of the ringA generated (in the usual ring-theoretic sense)
by a subset S ⊂ A consisting of r elements, and let JS be the ideal of P generated by S; then
In = JnSA and I
〈λ〉A = J
〈λ〉
S A for every n ∈ N and λ ∈ N[1/p], so lemma 9.3.70(iv) yields
I〈λ〉A ⊂ In for every n ∈ N and every λ ∈ N[1/p] such that λ ≥ n + r − 1.
(iii) If A is as in (ii), we may also take
P := Im τA ⊂W (A)
which is a p-perfect submonoid of the multiplicative monoid (W (A), ·). Clearly τA induces an
isomorphism of monoids (A, ·) ∼→ P ; thus, if a• := (aj | j ∈ J) is any system of elements of A
generating an ideal I of the monoid (A, ·), we may regard I as an ideal of P , and we shall also
use the notation
[a•]
〈λ〉 := I〈λ〉W (A).
(iv) For instance, if A is as in (ii), from lemma 9.3.70(ii.a) and (9.3.47) we see that
(9.3.72) W (I〈λ〉, r) =
{ ∞∑
n=0
pn · τA(bn) | bn ∈ I〈λ〉A for every n ≤ r
}
for every ideal I ⊂ A, every λ ∈ N[1/p] and every r ∈ N (notation of remark 9.3.28(iv)), and
likewise we can describeW (I〈λ〉). Moreover, for every such I , notice that
(9.3.73) pkW (A) ∩W (I〈λ〉) = pkW (I〈λ〉) for every λ ∈ N[1/p] and every k ∈ N.
Indeed, say that b := (bn | n ∈ N) ∈ pkW (A) ∩ W (I〈λ〉); in view of lemma 9.3.70(ii.a),
this means that bn = 0 for n = 0, . . . , k − 1, and bn ∈ I〈pnλ〉 for every integer n ≥ k.
Clearly c := (b
1/pk
n+k | n ∈ N) ∈ W (I〈λ〉), and pk · c = b, whence the claim. As an immediate
consequence, we deduce that the 0-th ghost map ω0 induces an A-linear isomorphism
(9.3.74) W (I〈λ〉)/pW (I〈λ〉)
∼→ I〈λ〉A for every λ ∈ N[1/p].
Lemma 9.3.75. Let A be any perfect Fp-algebra, and I, J ⊂ A two ideals. We have :
(i) I⌊r⌋A = i.c.(I, A, r) for every r ∈ R+ (notation of remark 9.2.43).
(ii) Suppose that I and J are finitely generated, and let (a1, . . . , an) (resp. (b1, . . . , bn)) be
a finite system of generators for I (resp. J). Let also q > 1 be a rational number with
bi − ai ∈ i.c.(I, A, q) for every i = 1, . . . , n
and suppose furthermore that
(a) either, the radical of I equals the radical of J
(b) or else, I is contained in the Jacobson radical of A.
Then I〈1〉A = J 〈1〉A.
Proof. (i): We are easily reduced to showing that
I〈λ〉A ⊂ i.c.(I, A, λ) ⊂ I〈λ′〉A for every λ′ ∈ N[1/p] such that λ′ < λ.
To this aim, a direct inspection of the definition shows that
ΦA(i.c.(I, A, λ)) = i.c.(I, A, pλ) and ΦA(I
〈λ〉A) = I〈pλ〉A for every λ ∈ N[1/p]
so that we may replace λ by pnλ for a suitable n ∈ N, after which we may assume that λ ∈ N.
Moreover, since the subset S := {kλ/pn | k, n ∈ N} is dense in N[1/p], we may assume that
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λ′ ∈ S. In this case, taking into account (9.2.44) and lemma 9.3.70(ii.a), we may further replace
I by I〈λ〉A, λ by 1, and λ′ by λ′/λ, so we reduce to checking that
I〈1〉A ⊂ i.c.(I, A) ⊂ I〈µ〉A for every µ ∈ N[1/p] such that µ < 1.
To this aim, say that x ∈ I〈1〉; by definition, this means that xpn ∈ Ipn for some n ∈ N, whence
x ∈ i.c.(I, A). Next, let x ∈ i.c.(I, A), so that xn ∈∑n−1i=0 xiIn−i for some n ∈ N.
Claim 9.3.76. xm ∈∑n−1i=0 xiIm−i for everym ≥ n.
Proof of the claim. We argue by induction on m − n. If m = n, there is nothing to prove, so
assume that the claim is already known for somem ≥ n. In this case, we get
xm+1 ∈
n∑
i=1
xiIm+1−i = xnIm+1−n +
n−1∑
i=1
xiIm+1−i.
Moreover, xnIm+1−n ∈∑n−1i=0 xiIm+1−i, so the claim holds form+ 1. ♦
It follows from claim 9.3.76 that xp
k ∈ Ipk+1−n, whence x ∈ I〈1−(n−1)/pk〉 for every k ∈ N
such that pk ≥ n, whence the contention.
(ii): Under the stated conditions, lemma 9.2.47 says that i.c.(I, A) = i.c.(J,A). Together
with (9.2.45), we deduce that
i.c.(I, A, q) = i.c.(J,A, q).
Hence J ⊂ I + i.c.(I, A, q) ⊂ I〈1〉A and likewise I ⊂ J + i.c.(J,A, q) ⊂ J 〈1〉A, whence the
assertion. 
9.3.77. Let A be a perfect Fp-algebra, a• := (a1, . . . , ak) a finite system of elements ofA, and
I ⊂ A (resp. J ⊂W (A)) the ideal generated by a• (resp. by τA(a1), . . . , τA(ak)). Set
I := pW (A) + J W (λ) := W (I〈λ〉) for every λ ∈ N[1/p]
(notation of remark 9.3.28(iv)). Lastly, denote by TA (resp. TW (A)) the topology of A (resp. of
W (A,TA)). We complement the generalities of lemma 9.3.70 with the following:
Proposition 9.3.78. In the situation of (9.3.77), the following holds :
(i) [a•]
〈λ〉 ⊂W (λ) ⊂ [a•]〈λ′〉 for every λ′ < λ in N[1/p] (notation of remark 9.3.71(iii)).
(ii) If TA agrees with the I-adic topology, TW (A) agrees with the I -adic topology.
Proof. (ii): Notice that τA(b
µ) = τA(b)
µ for every b ∈ A and every µ ∈ N[1/p]. Taking into
account (9.3.70) and proposition 9.3.63, we deduce that
W (λ, r) := W (I〈λ〉, r) = pr+1W (A) + [a•]
〈λ〉 every r ∈ N
which, in light of lemma 9.3.70(iv), shows that the linear topology induced by the cofiltered
system of ideals (W (λ, r) | r ∈ N, λ ∈ N[1/p]) agrees with the I -adic topology. But by the
same token we see that the latter family is a fundamental system of open neighborhoods of zero
inW (A), whence the contention.
(i): Since W (λ, r) is an open ideal in the p-adic topology of W (A) for every r ∈ N, we see
thatW (λ) is a closed ideal inW (A) for the p-adic topology ofW (A). On the other hand, from
(9.3.73) it follows that the p-adic topology ofW (λ) agrees with the topology induced from the
p-adic topology of W (A). Taking into account proposition 9.3.45(ii), we deduce that W (λ) is
complete and separated for its p-adic topology, and then (9.3.74) and claim 9.3.61 imply that
W (λ) is a topologically free Zp-module for this topology, and any lifting of an Fp-basis of I
〈λ〉A
yields a topological basis. However, clearly we may find :
• a subset S ⊂ N[1/p]⊕k consisting of sequences (µ1, . . . , µk) such that µ1+· · ·+µk = λ
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• a system of elements (bµ | µ ∈ S) of A such that the family (bµ · aµ | µ ∈ S) is an
Fp-basis of I
〈λ〉A, where aµ := aµ11 · · · aµkk for every µ ∈ S
so that the system (τA(bµ · aµ) | µ ∈ S) is a topological Zp-basis of W (λ). Now, clearly
[a•]
〈λ〉 ⊂W (λ); to check the second inclusion, let w ∈ W (λ) be any element. By construction,
there exists a unique system (dµ | µ ∈ S) of elements of Zp such that
w =
∑
µ∈S
dµ · τA(bµ · aµ)
where the series converges in the p-adic topology ofW (A), and the set {µ ∈ S | dµ /∈ pnZp} is
finite for every n ∈ N. Pick any N ∈ N such that λ− λ′ ≥ kp−N , and for every r ∈ R define
r ∈ p−NZ r∗ ∈ [0, p−N [ fulfilling the condition : r = r + r∗.
Then, for every µ ∈ S let also µ := (µ1, . . . , µk), µ∗ := (µ∗1, . . . , µ∗k), and set
S ′ := {σ ∈ p−NN⊕k | λ ≥ σ1 + · · ·+ σk > λ′}.
With this notation, it is easily seen that µ ∈ S ′ for every µ ∈ S. Hence, let also
cσ :=
∑
µ∈S
µ=σ
dµ · τA(bµ · aµ∗) for every σ ∈ S ′
(notice that this series converges p-adically inW (A), so cσ is well defined); we get
w =
∑
σ∈S′
cσ · τA(aσ).
To conclude, it suffices to remark that S ′ is a finite set, and aσ ∈ I〈λ′〉A for every σ ∈ S ′. 
Example 9.3.79. Let A := Fp[T
1/p∞ ], endowA with its T -adic topology TT , and let (A∧,T ∧T )
be the completion of (A,TT ). According to lemma 9.3.33(iv), the topological ringW (A∧,T ∧T )
is the completion of W (A,TT ). In light of example 9.3.49(v) and proposition 9.3.78(ii), the
latter is naturally isomorphic to the (p, T )-adic completion of Zp{T 1/p∞}, or equivalently, the
(p, T )-adic completion of Zp[T
1/p∞ ]. Explicitly, this is the ring of all power series (9.3.50)
where (λn | n ∈ N) is any sequence of elements of N[1/p], and (an | n ∈ N) is any sequence of
elements of Zp, with the property that
lim
n→∞
vp(an) + λn =∞
(where vp : Zp → N ∪ {∞} is the p-adic valuation).
9.3.80. Let now A be any topological ring, | · |A a real-valued semi-norm on A (see definition
9.1.3(v)). For any non-empty subset S ⊂ A we let
|S|A := sup
a∈S
|a|A ∈ R+ ∪ {+∞}.
Also, for every real number ρ ∈ [0, 1] we consider the mapping
| · |ρ :W (A)→ R+ ∪ {+∞} (an | n ∈ N) 7→ sup
n∈N
|an|p
−n
A · ρn.
For instance, notice that |0|ρ = 0 and |1|ρ = 1; more generally, we have |τA(a)|ρ = |a|A for
every a ∈ A. We let
W (A, ρ) := {a ∈ W (A) | |a|ρ ∈ R+}.
Lemma 9.3.81. With the notation of (9.3.80), the following holds :
(i) W (A, ρ) is an additive subgroup of W (A) and both W (A, 0) and W (A, 1) are sub-
rings of W (A).
(ii) |a− b|ρ ≤ max(|a|ρ, |b|ρ) for every a, b ∈ W (A).
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(iii) |a · b|ρ1ρ2 ≤ |a|ρ1 · |b|ρ2 for every a, b ∈ W (A) and every ρ1, ρ2 ∈ [0, 1].
(iv) ρp · |FA(a)|ρp ≤ |a|pρ for every a ∈ W (A) and every ρ ∈ [0, 1].
(v) |VA(a)|ρ1/p = ρ1/p · |a|1/pρ for every a ∈ W (A) and every ρ ∈ [0, 1].
(vi) |τA(a) · b|ρ ≤ |a|A · |b|ρ for every a ∈ A and every b ∈ W (A), and if | · |A is a
valuation, this inequality is actually an equality.
Proof. Let a := (an | n ∈ N), b := (bn | n ∈ N) be any two elements of W (A), and suppose
thatM := max(|a|ρ, |b|ρ) ∈ R+. This condition means that
|an|A, |bn|A ≤ (M/ρn)pn for every n ∈ N.
Set c := a + b, d := a · b and recall that c = (cn | n ∈ N) (resp. d = (dn | n ∈ N)), where cn =
Sn(a0, . . . , an, b0, . . . , bn) (resp. dn = Pn(a0, . . . , an, b0, . . . , bn) : notation of (9.3.7)) for every
n ∈ N. By construction, Sn is a Z-linear combination of monomialsQ(X0, . . . , Xn, Y0, . . . , Yn)
of total degree pn (remark 9.3.8(i)); we claim that
r := |Q(a0, . . . , an, b0, . . . , bn)|A ≤ (M/ρn)pn for every such Q.
Indeed, say that Q =
∏n
i=0X
ni
i Y
mi
i ; then
∑n
i=0(ni +mi)p
i = pn, and therefore
r ≤
n∏
i=0
(M/ρi)(ni+mi)p
i
= Mp
n · ρ−t where t :=
n∑
i=0
i · (ni +mi)pi ≤ npn.
Since ρ ≤ 1, the claim follows. Lastly, arguing with the polynomials In of (9.3.7) that are
bihomogeneous of degree (pn, 0), we get as well | − a|ρ ≤ |a|ρ, and therefore | − a|ρ = |a|ρ for
every a ∈ W (A). Assertion (ii) is an immediate consequence, and we also deduce thatW (A, ρ)
is an additive subgroup ofW (A).
(iii): Likewise, Pn is a Z-linear combination of monomials R of bidegree (p
n, pn), and a
similar calculation shows that
|R(a0, . . . , an, b0, . . . , bn)|A ≤ |a|ρ1 · |b|ρ2 · (ρ1ρ2)−np
n
for every such R
(details left to the reader), whence the assertion. Together with (ii), this also implies that
W (A, 0) andW (A, 1) are subrings ofW (A), so the proof of (i) is complete.
(iv) is proven in the same way ; for every n ∈ N one estimates |Fn(a0, . . . , an+1)| by decom-
posing Fn as a sum of bihomogeneous monomials of degree (p
n+1, 0) : the details shall be left
to the reader.
(v): SetM := |a|ρ, fix a real number ε > 0, and pick n ∈ N such that |an|p
−n
A · ρn > M − ε.
Then we have
|ak−1|A ≤ (M/ρk−1)pk−1 = (M1/p)pk · ρ−(k−1)pk−1 for every k > 0
which is equivalent to
|ak−1|p
−k
A · ρk/p ≤ (ρM)1/p for every k > 0.
On the other hand, we have |an|p−n−1A · ρ(n+1)/p > (ρ(M − ε))1/p whence the contention.
(v) follows directly from proposition 9.3.37(i). 
Proposition 9.3.82. In the situation of (9.3.80), suppose that A is an Fp-algebra. We have:
(i) |FA(a)|ρp = |a|pρ for every a ∈ W (A) and every ρ ∈ [0, 1].
(ii) W (A, ρ) is a subring of W (A), and | · |ρ restricts to a semi-norm onW (A, ρ).
(iii) If moreover | · |A is a valuation, the same holds for the restriction of | · |ρ toW (A, ρ).
(iv) If A is perfect and | · |A is a valuation, we have∣∣∣∑
n∈N
pn · τA(bn)
∣∣∣
ρ
= sup
n∈N
|bn|A · ρn for every sequence (bn | n ∈ N) of elements of A.
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Proof. Assertion (i) (resp. (iv)) follows easily from (9.3.41) (resp. from (9.3.47)).
(iii): For ρ = 0, we have |a|ρ = |a0|A for every a := (an | n ∈ N) ∈ W (A), so the assertion
is clear in this case. Hence, suppose that ρ ∈]0, 1], and let a, a′ ∈ W (A, ρ) be any two elements.
It is clear that a ∈ W (A, ρ− ε) for every ε ∈ [0, ρ], and moreover
(9.3.83) lim
ε→0
|a|ρ−ε = |a|ρ.
Furthermore, it is easily seen that, if ε > 0, there exist minimalN,N ′ ∈ N such that
|aN |p
−N
A · (ρ− ε)N = |a|ρ−ε and |a′N ′|p
−N′
A · (ρ− ε)N
′
< |a′|ρ−ε.
We have to check that |a · a′|ρ = |a|ρ · |a′|ρ, and in light of (9.3.83) it suffices to show that
|a · a′|ρ−ε = |a|ρ−ε · |a′|ρ−ε for every ε ∈ [0, ρ]. We may then replace ρ by ρ − ε, and assume
from start that N,N ′ are the minimal integers such that
|aN |p−NA · ρN = |a|ρ and |a′N ′|p
−N′
A · ρN
′
< |a′|ρ.
With this notation, write a = b+V NA (c), with b := (a0, . . . , aN−1, 0, . . . ), c := (aN , aN+1, . . . ).
By remark 9.1.4(iii) we have
|b|ρ < |a|ρ and therefore |a|ρ = |V NA (c)|ρ
from which we deduce that |b ·a′|ρ < |a|ρ · |a′|ρ, so – again by remark 9.1.4(iii) – we are reduced
to checking that |V NA (c)|ρ · |a′|ρ = |V NA (c) ·a′|ρ. But proposition 9.3.22(ii) and lemma 9.3.81(iv)
yield
|V NA (c) · a′|ρ = |V NA (c · FNA (a′))|ρ = |c · FNA (a′)|1/p
N
ρpN
· ρN
and on the other hand
|V NA (c)|ρ = |c|1/p
N
ρpN
· ρN and |FNA (a′)|1/p
N
ρpN
= |a′|ρ
by lemma 9.3.81(iv) and (i). Say that a′′ := FNA (a
′); then notice that – in view of (9.3.41) – the
integer N ′ is still the smallest one such that
|a′′N ′|p
−N′
A · ρN
′
= |a′′|ρ.
Summing up, we may replace a and a′ by c and respectively a′′, and ρ by ρN , and assume from
start that N = 0, i.e. that |a0|A = |a|ρ. Likewise, by repeating the same considerations on a′,
we may assume that |a′0|A = |a′|ρ. Lastly, notice that
|a · a′|ρ ≥ |a0a′0|A = |a0|A · |a′0|A = |a|ρ · |a′|ρ
and the converse inequality is already known, by (ii), whence the contention.
(ii): Let a := (an | n ∈ N) and b := (bn | n ∈ N) be any two elements of W (A, ρ); we have
to show that |a · b|ρ ≤ |a|ρ · |b|ρ. However, from propositions 9.3.37(iii) and 9.3.45(iv) we get
a · b ≡
∑
i+j=n
V i+jA (τA(a
pjbp
i
)) (mod V n+1A ) for every n ∈ N
and in view of lemma 9.3.81(ii) we are then easily reduced to the case where a = V iA(τA(x))
and b = V jA(τA(y)) for some i, j ∈ N and x, y ∈ A. We compute :
|V i+jA (τA(xp
j
yp
i
))|ρ = ρi+j · |τA(xpjypi)|1/p
i+j
ρp
i+j (by lemma 9.3.81(v))
= ρi+j · |xpjypi|1/pi+jA
≤ ρi+j · |x|1/piA · |y|1/p
j
A
= |V iA(τA(x))|ρ · |V jA(τA(y))|ρ (again by lemma 9.3.81(v))
as required. 
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Remark 9.3.84. In spite of the inequalities of lemma 9.3.81(vi) and proposition 9.3.82(iv), the
map τA : A→ W (A, ρ) is not necessarily continuous for the topology onW (A, ρ) induced by
the semi-norm | · |ρ, unless ρ = 0.
Lemma 9.3.85. Let E be a perfect topological Fp-algebra, I ⊂ E any ideal, and denote by
RE the set of all real-valued valuations on E with |E| = 1 (notation of (9.3.80)). For every
r, r′ ∈ R+ we have :
(i) |I⌊r⌋|E = |I|rE for every | · |E in RE.
(ii) (I⌊r⌋)⌊r
′⌋ = I⌊rr
′⌋.
(iii) I⌊r⌋ = (I⌊r⌋)〈1〉.
(iv) W (I⌊r⌋E) = {a ∈ W (E) | |a|1 ≤ |I|r for every | · | in RE}.
Proof. (i): Clearly |I⌊r⌋|E ≤ |I|rE. For the converse inequality, fix any real number ε > 0, and
pick y ∈ I such that |y|rE > |I|rE − ε. Since N[1/p] is dense in R+, we may find λ ∈ N[1/p]
such that λ ≥ r and |y|λE > |I|rE − ε. It follows that |yλ| = |y|λ ≤ |I|r for every | · | in RE, and
|yλ|E > |I|rE − ε, so that |I⌊r⌋| > |I|rE − ε, as needed.
(ii): Indeed, by lemmata 9.2.46 and 9.3.75(i), the ideal (I⌊r⌋)⌊r
′⌋ (resp. I⌊rr
′⌋) is the set of all
x ∈ E such that |x| ≤ |I⌊r⌋|r′ (resp. |x| ≤ |I|rr′) for every | · | in RE. But from (i) we get
|I⌊r⌋|r′ = |I|rr′ for every such | · |, whence the assertion.
(iii): This is obvious for r = 0, and for r > 0, we have I⌊r⌋ ⊂ (I⌊r⌋)〈1〉 ⊂ (I⌊r⌋)⌊1⌋ by lemma
9.3.75(i), and then the assertion follows from (ii).
(iv) follows by combining (iii), (9.3.72) and proposition 9.3.82(iv). 
9.4. Fontaine rings. In this section we revisit, and suitably expand, Fontaine’s theory of the
fields of norms, in preparation for its later employment in the theory of perfectoid rings.
Definition 9.4.1. (i) A topological monoid is the datum (P, µ,T ) of a monoid (P, µ) and a
topology T on the set P , such that the composition law µ : P × P → P of P is a contin-
uous map (where P × P is endowed with the product topology). A morphism of topological
monoids (P, µ,T )→ (P ′, µ′,T ′) is a morphism of monoids P → P ′ that is continuous for the
topologies T and T ′. Clearly the topological monoids and their morphisms form a category
TopMon.
(ii) Let p be any prime integer. We say that (P, µ,T ) is a p-perfect topological monoid if
the p-Frobenius endomorphism pP : P → P is an isomorphism of topological monoids (see
definition 4.8.40(ii)). This means that P is uniquely p-divisible, and pP is a homeomorphism
for the topology T . We denote by
p-TopMon
the full subcategory of TopMon whose objects are the p-perfect topological monoids.
Remark 9.4.2. Using the criterion of proposition 1.2.22(i) is easily seen that TopMon is a
complete category : indeed, any family ((Pi,Ti) | i ∈ I) of topological monoids admits a
product P , which is just the product P of the underlying topological spaces, endowed with the
unique composition law such that all the projections P → Pi are morphisms of monoids. Also,
if f, g : (P,T )→ (P ′,T ′) is any pair of morphisms in TopMon, the equalizer of f and g is the
equalizer of the underlying morphisms of monoids, endowed with the topology induced from
T : details left to the reader. Likewise, one checks that TopMon is also cocomplete.
Proposition 9.4.3. The inclusion functor p-TopMon→ TopMon admits both a right and a left
adjoint, denoted respectively
E : TopMon→ p-TopMon and E∗ : TopMon→ p-TopMon.
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Proof. Let (P,T ) be any topological monoid; we let ((Pn,Tn);ϕn : Pn+1 → Pn | n ∈ N)
be the system of topological monoids such that (Pn,Tn) := (P,T ) and ϕn is the p-Frobenius
endomorphism of P for every n ∈ N. In light of remark 9.4.2 we may set
(E(P ),TE(P )) := lim
n∈N
(Pn,Tn) (E
∗(P ),T ∗E(P )) := colim
n∈N
(Pn,Tn).
So E(P ) is the set of all sequences (an | n ∈ N) of elements an ∈ P such that an = apn+1
for every n ∈ N. Any morphism of topological monoids f : P → Q induces a morphism of
topological monoids
E(f) : E(P )→ E(Q) (an | n ∈ N) 7→ (f(an) | n ∈ N).
Moreover, clearly the Frobenius endomorphism pE(P ) is an automorphism ofE(P )with inverse
f given explicitly by the rule :
f(an | n ∈ N) = (an+1 | n ∈ N) for every (an | n ∈ N) ∈ E(P ).
In other words, f is the limit of the system of morphisms (1P : Pn → Pn+1 | n ∈ N), so it is
a continuous map, and therefore pE(P ) is a homeomorphism. Furthermore, the projection to P0
defines a natural morphism of topological monoids
(9.4.4) uP : E(P )→ P (an | n ∈ N) 7→ a0
and if P is already p-perfect, then clearly uP is an isomorphism of topological monoids. Lastly,
let f : Q→ P be any morphism of topological monoids, such thatQ is p-perfect. There follows
a well defined morphism f † := E(f) ◦ u−1Q : Q → E(P ) of topological monoids. Conversely,
to any g : Q→ E(P ) we may attach the morphism g† := uP ◦ g : Q→ P . It is easily seen that
the rules f 7→ f † and g 7→ g† are mutually inverse bijections, which concludes the construction
of the right adjoint.
Next, let us check that the inverse g of pE∗(P ) is continuous. Indeed, any element α ∈ E∗(P )
is the class of a pair (a, n), for some n ∈ N and some a ∈ Pn, and g(α) is then the class of
(a, n + 1); in other words, g is the colimit of the system of morphisms (1P : Pn → Pn+1 | n ∈
N), whence the contention. This shows that E∗(P ) is an object of p-TopMon, and obviously the
rule P 7→ E∗(P ) yields a well defined functor as sought. Furthermore, the map j0 : P → E∗(P )
defines a natural transformation which is an isomorphism in case P is already p-perfect. Now,
the definition of an adjunction between E∗ and the inclusion functor is, mutatis mutandis, as in
the foregoing case : the details shall be left to the reader. 
Remark 9.4.5. (i) By construction, the natural transformation P 7→ uP defined in (9.4.4) is
the counit of the adjunction exhibited by proposition 9.4.3. Likewise, the unit of this adjunction
is the transformation Q 7→ u−1Q for every p-perfect topological monoid Q.
(ii) Taking into account the triangular identities of (1.1.13), we deduce from (i) the identity
E(uP ) = uE(P ) : E(E(P ))→ E(P )
and this map is an isomorphism of p-perfect topological monoids.
(iii) For every topological monoid P , we have
E(P )× = u−1P (P
×).
Indeed, the inclusion E(P )× ⊂ u−1P (P×) is obvious. For the converse, suppose that x :=
(xn | n ∈ N) ∈ E(P ) and uP (x) ∈ P×. This means that x0 ∈ P×, and since xpn+1 = xn for
every n ∈ N, it follows that xn ∈ P× for every n ∈ N, so x ∈ E(P )×.
(iv) Likewise, it is easily seen that an element x ∈ E(P ) is regular if and only if the same
holds for uP (x) (see example 4.8.36(i)).
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Example 9.4.6. Endow the abelian group Qp/Zp (resp. Qp) with its discrete topology (resp.
with its usual p-adic topology); then there exists a natural isomorphism E(Qp/Zp)
∼→ Qp, that
identifies the map uQp/Zp with the projection Qp → Qp/Zp (verification left to the reader).
9.4.7. Consider now the category of topological Fp-algebras
Fp-TopAlg
(where Fp is endowed with its discrete topology : see definition 8.3.1(iii)). If R is an object of
Fp-TopAlg, the p-Frobenius of the multiplicative monoid (R, ·) is the Frobenius endomorphism
ΦR of the ring R, and a simple inspection of the proof of proposition 9.4.3 reveals that the
composition law of E(R, ·,T ) is the multiplication map for a natural structure of topological
ring. Moreover, for any morphism of topological Fp-algebras f : R → S, the map E(f) :
E(R)→ E(S) is a morphism of topological Fp-algebras. In other words, E lifts to a functor
(9.4.8) E : Fp-TopAlg→ Fp-TopAlgperf
to the full subcategory of Fp-TopAlg whose objects are the perfect topological Fp-algebras (see
(9.3.46)), and (9.4.8) commutes with the forgetful functors (R,+, ·,T ) 7→ (R, ·,T ) to topo-
logical monoids. Furthermore, the map uR of (9.4.4) is a morphism of topological Fp-algebras,
so the adjunction exhibited in the proof of proposition 9.4.3 lifts to an adjunction between the
functor E of (9.4.8) and the forgetful functor Fp-TopAlgperf → Fp-TopAlg.
The same argument shows that E∗ lifts to a left adjoint to the forgetful functor
E∗ : Fp-TopAlg→ Fp-TopAlgperf .
Remark 9.4.9. (i) Suppose that (R,T ) is a topological Fp-algebra whose topologyT is linear.
Then it is easily seen that a fundamental system of open neighborhoods of 0 ∈ E(R,T ) is given
by the intersections of finitely many elements of the family of ideals
ΦnE(R)(u
−1
R (I)) for every n ∈ N and every open ideal I ⊂ R.
Especially, the topology TE of E(R) is also linear. Moreover, if T is separated (resp. and
complete) then the same holds for the topology of E(R), since the latter is a closed subset of
RN, for the product topology : details left to the reader.
(ii) In the situation of (i), suppose moreover that I ⊂ R is an ideal such that T agrees with
the I-adic topology on R, and set I := u−1R (I). Since Φ
n
E(R)(I ) ⊂ I p
n ⊂ u−1R (Ip
n
), we see
that TE is the linear topology defined by the system of ideals (ΦnE(R)(I ) | n ∈ N). Especially,
if I is finitely generated, TE agrees with the I -adic topology.
(iii) Suppose that the Frobenius endomorphism ΦR of the topological Fp-algebra R is sur-
jective. Then clearly the same holds for uR. Moreover, if ΦR is open and surjective, the
same holds for uR. Indeed, any open subset of E(R) is a union of subsets of the form U :=
E(R) ∩∏n∈N Un, where each Un is open in R and there exists k ∈ N such that Un = A for
every n > k; with this notation, since ΦR is surjective, we have
uR(U) = Φ
k
R(Uk ∩ Φ−1R Uk−1 ∩ · · · ∩ Φ−kR U0)
and this set is open in R, when ΦR is an open map.
(iv) By virtue of proposition 1.3.25(iii), both the functor E for topological monoid and the
one for topological Fp-algebras commute with all limits. By the same token, the existence of
the left adjoint E∗ implies that the forgetful functor p-TopMon→ TopMon also commutes with
limits, and likewise for perfect topological Fp-algebras.
(v) Let A be any Fp-algebra, I ⊂ A a finitely generated ideal, and denote by TI (resp. Td)
the I-adic topology (resp. the discrete topology) on A. Then (A,TI) is a perfect topological
Fp-algebra if and only if the same holds for (A,Td). Indeed, suppose that the Frobenius en-
domorphism ΦA is bijective on A; in order to show that ΦA is an automorphism of (A,T ), it
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suffices to prove that for every k ∈ N there exists n(k) ∈ N such that In(k) ⊂ Φ(In); but the
latter is clear, since I is finitely generated (details left to the reader).
Theorem 9.4.10. Let (A,TA) be any complete and separated topological ring whose topology
TA is linear and coarser than the p-adic topology. Let also I ⊂ A be a given ideal that is
topologically nilpotent for the topology TA, and π : A→ A/I the projection. Endow A/I with
the quotient topology TA/I induced by TA via π, and denote by ((A/I)∧,T ∧A/I) the completion
of (A/I,TA/I), and by j : A→ (A/I)∧ the completion map. Suppose moreover that :
(a) either, I is a closed subset for the topology TA
(b) or else, I is finitely generated, and a closed subset for the p-adic topology of A.
Then the maps
E(π) : E(A,TA)→ E(A/I,TA/I) E(j) : E(A/I,TA/I)→ E((A/I)∧,T ∧A/I)
are isomorphisms of topological monoids.
Proof. Let (Jλ | λ ∈ Λ) be a family of ideals of A which is a fundamental system of open
neighborhoods of 0 for the topology TA. Suppose first that I is closed for the topology TA, and
set π∧ := j ◦ π : A → (A/I)∧; in this case, j is injective, so the same holds for E(j), and to
prove the theorem it suffices to check that E(π∧) is an isomorphism. However, we have natural
isomorphisms
A
∼→ lim
λ∈Λ
A/Jλ (A/I)
∧ ∼→ lim
λ∈Λ
A/(I + Jλ)
whence, by remark 9.4.9(iv), induced isomorphisms of topological monoids
E(A)
∼→ lim
λ∈Λ
E(A/Jλ) E((A/I)
∧)
∼→ lim
λ∈Λ
E(A/(I + Jλ)).
Thus, it suffices to show that the induced map E(A/Jλ) → E(A/(I + Jλ)) is an isomorphism
of topological monoids for every λ ∈ Λ. In this case, we may then replace A by A/Jλ, and
assume from start that the topology TA is discrete, hence I is a nilpotent ideal.
Claim 9.4.11. The theorem holds when the topology TA is discrete and I = pA.
Proof of the claim. In this case, the p-adic filtration is finite, hence the homomorphism of
topological Fp-algebras uA/pA : E(A/pA) → A/pA lifts to a morphism of monoids v :
E(A/pA) → A (lemma 9.3.52(iii)). Explicitly, say that pkA = 0 for some k ∈ N, let
a• := (an | n ∈ N) ∈ E(A/pA) be any element, and pick ak ∈ A whose image in A/pA
equals ak; then lemma 9.3.4(i) shows that v(a•) = a
pk
k . This description easily implies that v
is continuous (for the discrete topology on A). Therefore v corresponds, by adjunction, to a
unique morphism v† := E(v)◦u −1
E(A/pA) : E(A/pA)→ E(A) of p-perfect topological monoids.
We have
E(π) ◦ v† = E(π ◦ v) ◦ u −1
E(A/pA) = E(uA/pA) ◦ u −1E(A/pA) = 1E(A/pA)
by remark 9.4.5(ii). Lastly, the foregoing explicit description of v implies that v†◦E(π) = 1E(A)
(details left to the reader), and the claim follows. ♦
Now, we have a commutative diagram of topological monoids
E(A)
E(π′)
//
E(π)

E(A/pA)
E(π′′)

E(A/I)
E(π′′′)
// E(A/(pA+ I))
where π′, π′′, π′′′ are the projections. By claim 9.4.11 we know already that E(π′) and E(π′′′)
are isomorphisms, hence it suffices to show that the same holds for E(π′′). Thus, we may
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further replace A by A/pA, and assume from start that A is also an Fp-algebra. In this case, the
I-adic filtration on A fulfills the conditions of lemma 9.3.4, hence lemma 9.3.52(iii) applies and
says that the map uA/I : E(A/I) → A/I lifts to a morphism of monoids w : E(A/I) → A,
and arguing as in the proof of claim 9.4.11 we see that w is continuous, so it yields, again by
adjunction, a morphism of topological monoids w† : E(A/I) → E(A), which is seen to be
an inverse for E(π), by the same argument as in the proof of claim 9.4.11. This concludes the
proof, in case I is closed for the topology TA.
For the general case, denote by I ⊂ A the topological closure of A (for the topology TA),
endow A/I with the quotient topology TA/I induced by the projection A → A/I , and let
((A/I)∧,T ∧
A/I
) be the completion of (A/I,TA/I); denote also by π
′ : (A/I)∧ → (A/I)∧ and
π : A → (A/I)∧ the induced maps; we deduce morphisms of topological monoids E(A) →
E((A/I)∧) → E((A/I)∧) whose composition equals E(π). Notice that I is still topological
nilpotent, hence E(π) is an isomorphism, by the foregoing case. Also π′ is an isomorphism, so
the same holds for E(π′) as well. We set v := E(π)−1 ◦ E(π′) : E((A/I)∧) → E(A). Clearly
v ◦ E(π) = 1E(A), so it remains only to check that v is bijective, or equivalently, that the same
holds for E(π). To this aim, let T ′A be the (I + pA)-adic topology on A, and notice that T
′
A is
still complete and separated (lemma 8.3.12); moreover, clearly both I and pA are topologically
nilpotent ideals in (A,T ′A). Furthermore, notice that⋂
n∈N
(I + (I + pA)n) =
⋂
n∈N
(I + pnA) = I
since I is closed in the p-adic topology of A; thus, I is closed in the topology T ′A, so the
foregoing case shows that the map E(π) : E(A,T ′A)→ E(A/I) is indeed bijective. 
Remark 9.4.12. Keep the situation of theorem 9.4.10.
(i) For every (an | n ∈ N) ∈ E(A/I) and every n ∈ N choose a representative an ∈ A for
the class an. By inspecting the proof, we see that the inverse of E(π) is given by the rule :
(9.4.13) (an | n ∈ N) 7→ ( lim
k→∞
ap
k
n+k | n ∈ N)
where the convergence is relative to the topology TA.
(ii) Suppose moreover, that p ∈ I; then E(A/I) is a topological Fp-algebra, and the isomor-
phism E(π) can be used to transfer to E(A) the ring structure of E(A/I). In light of (i), we
get the following expressions for the addition and multiplication laws on E(A) such that E(π)
becomes an isomomorphism of topological rings :
(an | n ∈ N) + (bn | n ∈ N) := ( lim
k→+∞
(an+k + bn+k)
pk | n ∈ N)
(an | n ∈ N) · (bn | n ∈ N) := (anbn | n ∈ N)
where the limit is computed in the topology TA.
(iii) In the situation of (ii), suppose furthermore that A is a domain (resp. a field). Then
theorem 9.4.10 implies immediately that the same holds for E(A/I) (and of course also for
E(A), for its ring structure as in (ii)).
Corollary 9.4.14. Let (A,T ) be a perfect topological Fp-algebra, I ⊂ A an open and topo-
logically nilpotent ideal, and denote by (A∧,T ∧) the separated completion of (A,T ). Then
there is a natural isomorphism of topological Fp-algebras
ω : (A∧,T ∧)
∼→ E(A/I) such that π = ω ◦ uA/I
where π : A∧ → A/I is the natural map.
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Proof. Let I∧ be the topological closure of the image of I in A∧, and endow B := A∧/I∧
with the quotient topology induced by the projection π : A∧ → B; notice that the natural map
A/I → B induces an isomorphism ϕ : A/I ∼→ B∧ on the respective separated completions.
Then example 9.3.49(iii) and theorem 9.4.10 imply that the composition
A∧
u −1
A∧−−−→ E(A∧) E(π)−−−→ E(B) E(ϕ)−−−→ E(A/I)
is an isomorphism, whence the corollary. 
9.4.15. Let now (R, | · |R) be any valuation ring with value group ΓR and residue characteristic
p. Notice that the p-Frobenius map of ΓR is injective, so we may regard E(ΓR) as a subgroup
of ΓR. To ease notation, set E := E(R/pR); also, let ∆ := ΓR in case R is an Fp-algebra, and
otherwise let∆ := O(|p|R) (notation of remark 9.1.2(vii)). We define a mapping
| · |E : E→ ΓE◦ where ΓE := E(ΓR) ∩∆
as follows. Let a := (an | n ∈ N) ∈ E be any element, and for every n ∈ N choose a
representative a˜n ∈ R for the class an ∈ R/pR. If |a˜n|R ≤ |p|R for every n ∈ N, then we set
|a|E := 0; if there exists n ∈ N such that |a˜n| > |p|R, then we set |a|E := |a˜n|p
n
R . One verifies
easily that the definition is independent of all the choices : the details shall be left to the reader.
Lemma 9.4.16. In the situation of (9.4.15), the pair (E, | · |E) is a valuation ring.
Proof. The bijection of remark 9.1.13(vii) attaches to ∆ the prime ideal p(∆) =
⋂
n∈N p
nR,
and we set R′ := R/p(∆). Since the set of ideals of R′ is naturally identified with the set
of those ideals of R that contain p(∆), it follows easily that R′ is a valuation ring, and then
it is clear that its valuation is induced by the primary specialization | · |∆R of | · |R (notation
of (9.2.10)). Notice moreover that R′/pR′ = R/pR, so that E(R′/pR′) = E. Summing up,
we may replace R by R′ after which we may assume from start that ΓR = ∆, and that the
p-adic topology on R is separated. Moreover, notice that in this case the p-adic topology on R
agrees with either the valuation topology (see definition 9.1.14) or with the discrete topology;
hence the p-adic completion R∧ of R is still a valuation ring (proposition 9.1.15(iii)). Then,
since R∧/pR∧ = R/pR, we may replace R by R∧, and assume from start that R is p-adically
complete, in which case remark 9.4.12(iii) already shows that E is a domain. Moreover, in
this situation the isomorphism E(R)
∼→ E of theorem 9.4.10 identifies the map | · |E with the
mapping
| · |E(R) : E(R)→ ΓR◦ (an | n ∈ N) 7→ |a0|R.
With this notation, clearly |x• · y•|E(R) = |x•|E(R) · |y•|E(R) for every x•, y• ∈ E(R). By the
same token, it is clear that x• divides y• in E(R) if and only if |x•|E(R) ≥ |y•|E(R) so (E, | · |E)
is a valuation ring. 
The last topics of this section are the graded versions of the functorsW and E.
9.4.17. Let (Γ,+, 0) be a monoid, p ∈ N a prime integer, (A,B) a topological ring with
Γ-graded structure, and suppose that the p-Frobenius endomorphism of Γ is injective. The
assumption implies that the natural map Γ→ E∗(Γ) is injective (notation of proposition 9.4.3),
hence we may regard B naturally as an E∗(Γ)-graded Z-algebra. We define
W (B) :=
⊕
γ∈E∗(Γ)
grγW (B) where grγW (B) :=
∏
n∈N
grpnγB for every γ ∈ E∗(Γ).
From remark 9.3.8(i) it follows easily that, for every γ, µ ∈ Γ, the addition and multiplication
laws ofW (B) restrict respectively to maps
grγW (B)× grγW (B)→ grγW (B) grγW (B)× grµW (B)→ grγ+µW (B).
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We may therefore define an addition law on W (B) by taking the direct sum of the addition
laws on each Γ-graded summand. Likewise, the map x 7→ −x on W (B) restricts to a map
grγW (B) → grγW (B) for every γ ∈ Γ, so that W (B) is an abelian group with this addition
law. Next, clearly 1 ∈ gr0W (B), so we obtain a ring structure onW (B), by extending linearly
the multiplication map already defined on each graded term. Thus, the multiplication map of
W (B) agrees with that of W (B) on each pair of homogeneous elements, but it will be usually
different, on non-homogeneous elements.
Lemma 9.4.18. With the notation of (9.4.17), the induced map
ϕ : W (B)→ W (B) (bγ | γ ∈ E∗(Γ)) 7→
∑
γ∈E∗(Γ)
bγ
is injective (again, notice that ϕ agrees with the inclusion map on homogeneous terms, but it
usually differs from it on non-homogeneous elements).
Proof. For every r ∈ N and γ ∈ E∗(Γ) define grγWr(B) as the image of grγW (B) intoWr(B),
and set
Wr(B) :=
⊕
γ∈E∗(Γ)
grγWr(B).
We shall show, more precisely, that the resulting map ϕr : Wr(B)→ Wr(B) is a bijection. We
argue by induction on r. For r = 1, the assertion follows by a simple inspection. Next, suppose
that r ≥ 0 and that ϕr is bijective; we deduce a commutative ladder with exact rows :
0 //
⊕
γ∈E∗(Γ) grprγB
//
ψr

Wr+1(B) //
ϕr+1

Wr(B) //
ϕr

0
0 // Wr+1(B) ∩ V r // Wr+1(B) // Wr(B) // 0
where V r denotes the image of Vr(B) inWr+1(B). It then suffices to check that ψr is a bijection;
but (9.3.9) implies that ψr is none else than the restriction of the additive map V
r, and since
E∗(Γ) is p-perfect, the source of ψr is just B, whence the contention. 
Due to lemma 9.4.18, we may regardW (B) as a subring ofW (B). We also see thatWr(B)
inherits from B a natural E∗(Γ)-graded Z-algebra structure, for every r ∈ N. Moreover,
gr0W (B) = W (gr0B), soW (B) is an E
∗(Γ)-gradedW (gr0B)-algebra. Set
W (A,B) := (W (A),W (B))
and let also E∗(Γ)(p) be the object of the category E
∗(Γ)/Mnd given by the p-Frobenius auto-
morphism pE∗(Γ) : E
∗(Γ)→ E∗(Γ)(p).
Proposition 9.4.19. With the notation of (9.4.17), the following holds :
(i) The pairW (A,B) is an E∗(Γ)-graded structure onW (A) (see definition 8.5.1(i)).
(ii) The map ω0 is a morphism of topological rings with E
∗(Γ)-graded structures
ω0 :W (A,B)→ (A,B).
(iii) The Frobenius and Verschiebung maps of W (A) (see (9.3.18)) induce respectively a
morphism of topological rings with E∗(Γ)-graded structures
FA :W (A,B)→ (W (A),E∗(Γ)×E∗(Γ)(p) W (B))
and a continuous map of E∗(Γ)-graded topological abelian groups
VA : E
∗(Γ)×E∗(Γ)(p) W (B)→ W (B)
(notation of definition 7.6.9(iv)).
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Proof. (i): Indeed, a direct inspection shows that grγW (B) is a closed subset inW (A,TA), for
every γ ∈ E∗(Γ). Next, notice that the topology of W (B) agrees with the topology induced
by W (A) via the inclusion map W (B) → W (A). Hence, in order to check that the topology
induced byW (A) onW (B) is linear and defined by a system of open graded ideals, it suffices to
show that the same holds for the topology induced byW (B). However, let (Jλ | λ ∈ Λ) be any
fundamental system of open graded ideals of B, and set Jλ,r := Ker (W (B) → Wr(B/Jλ))
for every λ ∈ Λ and r ∈ N; the proof of lemma 9.3.33(iii) shows that (Jλ,r | λ ∈ Λ; r ∈
N) is a fundamental system of open ideals of W (B), and we are reduced to checking that
Jλ,r ∩W (B) is a graded ideal ofW (B), for every λ ∈ Λ and r ∈ N. To this aim, we consider
the commutative diagram
W (B)
ϕ //

W (B)

Wr(B/Jλ)
ϕr // Wr(B/Jλ)
where ϕr is the isomorphism defined as in the proof of lemma 9.4.18, and the vertical arrows are
the natural projections. We deduce that Jλ,r ∩W (B) is the kernel of the projectionW (B)→
Wr(B/Jλ), and the assertion follows easily. It remains to check thatW (B) is a dense subset of
W (A), but this is clear, since ϕr is bijective for every r ∈ N.
(ii) follows by a direct inspection of the construction.
(iii) follows easily from remark 9.3.8(i). 
We have the following graded version of proposition 9.3.53 :
Proposition 9.4.20. Let p ∈ N be a prime integer, Γ a monoid whose p-Frobenius endomor-
phism is injective, (R, S) and (A,B) two topological rings with Γ-structures, and suppose that:
(a) R is a perfect topological Fp-algebra, and A is complete and separated.
(b) B admits a fundamental system (Jn | n ∈ N) of graded open ideals such that pJn +
Jpn ⊂ Jn+1 ⊂ Jn for every n ∈ N.
Then, for every morphism ϕ : (R, S) → (A,B) of topological rings with Γ-graded structures
there exists a unique morphism u : W (R, S) → (A,B) of topological rings with Γ-graded
structures that makes commute the diagram
W (R, S)
u //
ω0

(A,B)
π

(R, S)
ϕ // (A,B)/J0
where π is the natural projection.
Proof. We have to show that the unique continuous ring homomorphism u : W (R) → A
provided by proposition 9.3.53(iii) restricts to a map of Γ-graded ringsW (S) → B. However,
recall that grγB is a closed subset ofA, so it is complete and separated for the topology induced
by B, for every γ ∈ Γ, and hence also for the p-adic topology (lemma 8.3.12). Then, let ϕ :
R→ A be the unique continuous mapping characterized as in lemma 9.3.52(iii); by inspecting
(9.3.54), we are reduced to checking that ϕ(grγS) ⊂ grγB for every γ ∈ Γ. To this aim, pick
any map ψ : R→ A such that :
(a) π ◦ ψ = ϕ
(b) ψ(grγS) ⊂ grγB for every γ ∈ Γ
and recall that ϕ(r) = limn→+∞ ψ(r
p−n)p
n
for every r ∈ R. The assertion follows easily. 
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9.4.21. Let Γ be a monoid, P a Γ-graded monoid. Clearly E(P ) is naturally an E(Γ)-graded
monoid. Moreover, let B := (B, gr•B) be a Γ-graded topological Z-algebra; we define the
Γ-graded monoid
B∗ :=
∐
γ∈Γ
grγB
whose composition law is induced by the multiplication map of B. The natural morphism of
Γ-graded monoids B∗ → B (which is not injective, unless Γ = {0}) induces a morphism of
E(Γ)-graded monoids
E(B∗)→ E(B).
Furthermore, if B is an Fp-algebra we may define the E(Γ)-graded subring of E(B)
E(B) :=
⊕
γ∈E(Γ)
grγE(B
∗)
which we endow with the topology induced from E(B), via the inclusion map E(B)→ E(B),
and the ruleB 7→ E(B) defines a functor from the category of Γ-graded topological Fp-algebras
to the category of perfect E(Γ)-graded topological Fp-algebras. It is easily seen that this functor
is right adjoint to the forgetful functor C 7→ C/Γ induced by uΓ : E(Γ)→ Γ.
Proposition 9.4.22. Let (Γ,+, 0) be a monoid, (A,B) a topological Fp-algebra with Γ-graded
structure, such that A is complete and separated, and the p-Frobenius endomorphism pΓ of Γ
is injective. We have :
(i) E(A,B) := (E(A),E(B)) is an E(Γ)-graded structure on E(A).
(ii) The pair (uA, uΓ) is a morphism of topological Fp-algebras with graded structures :
uA : E(A,B)→ (A,B).
(iii) Let Γ′ be another monoid whose p-Frobenius endomorphism is injective, and Γ → Γ′
any morphism of monoids. Then the identity map of E(A) induces an isomorphism of
topological rings with Γ′-graded structures
E(A,B,Γ)/Γ′
∼→ E((A,B,Γ)/Γ′).
Proof. Indeed, the definition immediately shows that grγE(B) is closed in the topology ofE(A)
for every γ ∈ Γ. Next, notice that – under the current assumptions – we may regard E(Γ) as a
submonoid of Γ, and for every graded ideal J ⊂ B and every r ∈ N, set
J∗ :=
∐
γ∈Γ
grγJ and E(J) :=
⊕
γ∈Γ
grγE(J
∗).
So, E(J) is a graded ideal of E(B), and from remark 9.4.9(i) it follows that the topology of
E(A) induces on E(B) the linear topology defined by the cofiltered system of graded ideals
(ΦrE(B)E(J) | J ⊂ B; r ∈ N), where J ranges over all the open graded ideals of B. It remains
to check thatE(B) is dense inE(A). To this aim, let a := (an | n ∈ N) ∈ E(A) be any element,
and for every finite subset S ⊂ E(Γ) and every n ∈ N, set S(n) := p−nΓ (S); for every such S,
we define the element
aS := (an,S(n) | n ∈ N) ∈ E(B)
where the component an,S(n) ∈
⊕
γ∈S(n) grγB is defined as in remark 8.5.2(iii).
Claim 9.4.23. (i) an,γ = 0 for every γ ∈ Γ \ E(Γ) and every n ∈ N.
(ii) (an,S(n) | S ⊂ E(Γ)) is a Cauchy net in B whose limit is an, for every n ∈ N.
(iii) an,S(n) = a
p
n+1,S(n+1), for every n ∈ N and every finite subset S ⊂ E(Γ).
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Proof of the claim. For every n ∈ N, let (an,γ | γ ∈ Γ) ∈
∏
γ∈ΓBγ be the sequence of canonical
projections of an (see remark 8.5.2(iii)); in view of lemma 8.5.6(i) we see that an,pγ = a
p
n+1,γ for
every γ ∈ Γ, and an,γ = 0 if γ ∈ Γ\pΓ(Γ). Assertions (i) and (iii) are immediate consequences.
(ii) follows immediately from (i) and proposition 8.5.3(ii). ♦
From claim 9.4.23(ii,iii) we conclude that the system (aS | S ⊂ E(Γ)) is a Cauchy net in
E(B) whose limit is a, as required.
(ii) is clear by inspecting the constructions.
(iii): Indeed, by example 8.5.7(iii), any such morphism will be necessarily an isomorphism,
and conversely, consider the natural morphism (A,B,Γ)→ (A,B,Γ)/Γ′ which induces a mor-
phism E(A,B,Γ) → E((A,B,Γ)/Γ′) which in turns factors uniquely through a morphism as
sought, again by example 8.5.7(iii). 
9.4.24. Let (A,B) be a complete and separated topological ring with Γ-graded structure,
whose topology is linear and coarser than the p-adic topology. Endow A/pA with the quo-
tient topology induced by the projection πA : A → A/pA, and let (A/pA)∧ be the separated
completion of A/pA; by theorem 9.4.10, the map πA induces an isomorphism of topological
monoids
E(πA) : E(A)
∼→ E(A/pA)
and the completion map j : A/pA→ (A/pA)∧ induces an isomorphism of topological rings
E(j) : E(A/pA)→ E((A/pA)∧).
Especially, E(A/pA) is a complete and separated topological ring whose topology is linear
(remark 9.4.9(i)), and we may transfer the ring structure of E(A/pA) onto E(A) (see remark
9.4.12(ii)), after which the latter can also be regarded as a complete and separated topological
ring with a linear topology. Furthermore, suppose that the p-Frobenius map of Γ is injective, so
that the topological rings with E(Γ)-structures
((A/pA)∧, B0) := ((A,B)/pB)
∧ and E((A/pA)∧, B0)
are well defined, by proposition 9.4.22(i) (and remark 8.5.2(iv)), and we may transfer as well
this graded structure onto E(A) and E(A/pA). We denote by
E(A,B) and E(A/pA,B/pB)
the resulting topological rings withE(Γ)-graded structures, whose underlying topological rings
are respectively E(A) and E(A/pA). Define B′ as in remark 8.5.2(ii), and notice that pB =
pB′ ∩ B and pA ⊂ A ∩ pB′, so that
(9.4.25) pB = pA ∩ B
and therefore the natural map E(B/pB)→ E(A/pA) is injective.
Proposition 9.4.26. In the situation of (9.4.24), let also C (resp. C0) be the Γ-graded dense
subring of E(A) (resp. of E(A/pA)). With the notation of (9.4.21) we have :
C0 = E(B/pB) and C = E(B).
Proof. Notice that – as explained in remark 8.5.4(ii) – sinceA is complete and separated, grγB0
is the maximal separated quotient of grγ(B/pB), for every γ ∈ Γ; it is also a closed subset of
the complete ring (A/pA)∧, so it is the separated completion of grγ(B/pB).
Now, from (9.4.25) we deduce that the canonical γ-projection of (A,B) induces a continuous
B0/pB0-linear map πγ : A/pA→ grγ(B/pB) for every γ ∈ Γ, and in view of the injectivity of
pΓ, proposition 8.5.3(ii) and lemma 8.5.6(i) easily imply that πpγ(a
p) = πγ(a)
p in the Γ-graded
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Z-algebra B/pB. To ease notation, set Dγ := grγE(B) and D0,γ := grγE(B/pB) for every
γ ∈ E(Γ); there follows, for every such γ, a continuous E(gr0B)-linear map
πE,γ : E(A/pA)→ D0,γ (an | n ∈ N) 7→ (πγ/pn(an) | n ∈ N).
Let also π∧γ : (A/pA)
∧ → grγB0 be the completion of πγ , for every γ ∈ Γ; we obtain likewise
a continuous E(gr0B0)-linear map for every γ ∈ E(Γ)
π∧E,γ : E((A/pA)
∧)→ grγE(B0) (an | n ∈ N) 7→ (π∧γ/pn(an) | n ∈ N).
However, π∧E,γ is none else than the canonical γ-projection of E((A/pA)
∧, B0); indeed, it is
easily seen that it coincides with the latter map on the dense subring E(B0), and grγE(B0) is
separated, whence the claim. Moreover, by construction we have a commutative diagram
E(A/pA)
∏
γ∈E(Γ) πE,γ //
E(j)

∏
γ∈E(Γ)D0,γ
∏
γ∈E(Γ) iγ

E((A/pA)∧)
∏
γ∈E(Γ) π
∧
E,γ //
∏
γ∈E(Γ) grγE(B0)
where iγ : D0,γ → grγE(B0) is the restriction of E(j), for every γ ∈ Γ. Then, a simple
inspection of this diagram shows that grγC0 ⊂ D0,γ for every γ ∈ Γ, and the converse inclusion
is obvious. Lastly, it is clear that E(πA)(Dγ) ⊂ D0,γ for every γ ∈ E(Γ). To show the
converse inclusion, let b• := (bn | n ∈ N) be any element of D0,γ , and for every n ∈ N pick
bn ∈ grγ/pnB whose image in grγ/pn(B/pB) agrees with bn; according to remark 9.4.12(i), the
element E(πA)
−1(b•) is the sequence (b
′
n | n ∈ N) with b′n := limk→∞ bp
k
n+k for every n ∈ N,
where the convergence is relative to the topology of A. But since grγB is closed in A for every
γ ∈ Γ, we see that b′n ∈ grγ/pnB for every n ∈ N, whence the claim. 
9.5. Divided power modules and algebras. This section is a review of the theory of divided
power modules and algebras.
Definition 9.5.1. Let A be a ring, k ∈ N an integer, and M := (M1, . . . ,Mk) an object of the
abelian category (A-Mod)k, i.e. any sequence ofA-modules. Let alsoQ be anotherA-module,
and d := (d1, . . . , dk) ∈ N⊕k any sequence of k integers.
(i) We denote by FM , GQ : A-Alg→ Set the functors given respectively by the rules :
B 7→ (M1 × · · · ×Mk)⊗A B and B 7→ Q⊗A B for every A-algebra B.
Also, letM∨i := HomA(Mi, A) for every i = 1, . . . , k, and set :
Sym•A(M
∨) :=
k⊗
i=1
Sym•A(M
∨
i )
which we view as a N⊕k-graded A-algebra, with the grading given by the rule :
SymnA(M
∨) :=
k⊗
i=1
SymniA (M
∨
i ) for every n := (n1, . . . , nk) ∈ N⊕k.
(ii) A homogeneous multipolynomial law of degree d on the sequence of A-modules M ,
with values in Q, is a natural transformation λ : FM → GQ, which we write also
λ : M  Q
such that the following holds. For every A-algebra B, every (x1, . . . , xk) ∈ FM(B)
and every (b1, . . . , bk) ∈ Bk, we have
λB(b1x1, . . . , bkxk) = b
d1
1 · · · bdkk · λB(x1, . . . , xk).
826 OFER GABBER AND LORENZO RAMERO
(iii) The set of all homogeneous multipolynomial lawsM  Q of degree d is denoted
PoldA(M,Q).
Remark 9.5.2. (i) Let f := (fi : M
′
i → Mi | i = 1, . . . , k) be a sequence of A-linear maps,
and set M ′ := (M ′1, . . . ,M
′
k); let also g : Q → Q′ be another A-linear map. Suppose that
λ : M  Q is a homogeneous multipolynomial law of degree d; then we obtain a law
g ◦ λ ◦ f : M ′  Q′
of the same type, by the rule :
B 7→ (g ⊗A B) ◦ λB ◦ ((f1 × · · · × fk)⊗A B) : (M ′1 × · · · ×M ′k)⊗A B → Q′ ⊗A B
for every A-algebra B. This shows that the rule (M,Q) 7→ PoldA(M,Q) is functorial in both
arguments. However, it is not a priori obvious that this functor takes values in (essentially)
small sets. The latter assertion will nevertheless be proven shortly.
(ii) Suppose that M ′ := (M ′1, . . . ,M
′
k′) is another sequence of A-modules, Q
′ another A-
module, and d′ := (d′1, . . . , d
′
k′) ∈ N⊕k
′
another sequence of integers. If we have two homoge-
neous polynomial laws λ : M  Q and λ′ : M ′  Q′ of degrees respectively d and d′, we can
form the tensor product
λ⊗ λ′ : (M,M ′) Q⊗A Q′
which is the homogeneous multipolynomial law of degree (d, d′) given by the rule :
(λ⊗ λ′)B(x1, . . . , xk, x′1, . . . , x′k′) := λB(x1, . . . , xk)⊗ λ′B(x′1, . . . , x′k′)
for every A-algebra B and every (x1, . . . , x
′
k′) ∈ (M1 × · · · ×M ′k′)⊗A B.
(iii) Let B be any A-algebra; if λ : M  Q is a law as in (i), then the restriction of λ to
B-algebras yields a law λ/B : M ⊗A B → Q⊗A B. In this way, we obtain a natural mapping
(9.5.3) PoldA(M,Q)→ PoldB(M ⊗A B,Q⊗A B).
Lemma 9.5.4. In the situation of definition 9.5.1, suppose that the A-moduleMi is free of finite
rank, for every i = 1, . . . , k. Then, there exists a natural bijection
PoldA(M,Q)
∼→ Q⊗A SymdA(M∨).
Proof. Indeed, fix bases (ei1, . . . , eiri) for each A-moduleMi, and denote by (e
∗
i1, . . . , e
∗
iri
) the
dual basis ofM∨i . For every i = 1, . . . , k there is a natural (injective) map of A-algebras
Sym•A(M
∨
i )→ Sym•A(M∨) : s 7→ 1⊗ · · · ⊗ s⊗ · · · ⊗ 1
which allows to view naturally the e∗ij as elements of Sym
•
A(M
∨). Suppose that λ : M  Q is
a given homogeneous multipolynomial law of degree d, and set
Pλ(e
∗
ij) := λSym•A(M∨)
( r1∑
j=1
e1j ⊗ e∗1j , . . . ,
rk∑
j=1
ekj ⊗ e∗kj
)
∈ Q⊗A Sym•A(M∨).
Notice that the terms in parenthesis are elements of Mi ⊗A M∨i ⊂ Mi ⊗A Sym•A(M∨i ) that do
not depend on the chosen bases, since they correspond to the identity automorphisms of Mi,
under the natural identification Mi ⊗A M∨i ∼→ EndA(Mi). Now, let B be any A-algebra, and
(bij | i = 1, . . . , k; j = 1, . . . , ri) any sequence of elements of B. By considering the unique
map of A-algebras Sym•A(M) → B given by the rule : e∗ij 7→ bij for every i = 1, . . . , k and
every j = 1, . . . , ri, it is easily seen that
λB
( r1∑
j=1
b1je1j , . . . ,
rk∑
j=1
bkjekj
)
= Pλ(bij) ∈ Q⊗A B.
In other words, λ is completely determined by the polynomial Pλ(e
∗
ij) with coefficients in Q.
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Next, set B := Sym•A(M
∨)[Y1, . . . , Yk]; the homogeneity condition on λ implies that
Pλ(Yie
∗
ij) = λB
(
Y1 ·
r1∑
j=1
e1j ⊗ e∗1j , . . . , Yk ·
rk∑
j=1
ekj ⊗ e∗kj
)
= Y d11 · · ·Y dkk · P (e∗ij)
which means that Pλ ∈ Q ⊗A SymdA(M∨). Conversely, it is clear that any element of Q ⊗A
Sym
d
A(M
∨) yields a homogeneous law of degree d, whence the lemma. 
Remark 9.5.5. (i) Lemma 9.5.4 shows especially that, if M1, . . . ,Mk are free A-modules of
finite rank, the rule Q 7→ PoldA(M,Q) yields a functor with values in essentially small sets, and
it is clear that the sum of two homogeneous multipolynomial laws of degree d is still a law of the
same type; likewise, if we multiply such a law by an element ofA, we get a new law of the same
type. Up to isomorphism, we may therefore assume that this is a functor A-Mod→ A-Mod.
(ii) Next, set
Γ
d
A(M) := (Sym
d
AM
∨)∨.
The lemma can be rephrased by saying that, under the stated assumptions, theA-module ΓdA(M)
represents the functor
A-Mod→ A-Mod : Q 7→ PoldA(M,Q).
(iii) The rule (A,M) 7→ ΓdA(M) is functorial for sequences M of free A-modules of finite
rank. Indeed, let ϕ : M → N be a morphism of such sequences. For every degree d of length
k, the induced map PoldA(N,Q)→ PoldA(M,Q) corresponds to a map
(9.5.6) Sym
d
A(N
∨)⊗A Q→ SymdA(M∨)⊗A Q
that can be worked out as follows. Pick bases (eij | j = 1, . . . , ri) forNi and (eij | j = 1, . . . , si)
forMi, for every i = 1, . . . , k, and denote as usual by (e
∗
ij | j = 1, . . . , ri), (f ∗ij | j = 1, . . . , si)
the respective dual bases. Say that λ : N  Q is a given homogeneous law of degree d, and let
Pλ(e
∗
ij) ∈ SymdA(N∨)⊗A Q be the corresponding homogeneous polynomial. By construction,
the polynomial Pλ◦ϕ ∈ SymdA(M∨)⊗A Q corresponding to λ ◦ ϕ is calculated as
Pλ◦ϕ := (λ ◦ ϕ)Sym•A(M∨)
( si∑
j=1
fij ⊗ f ∗ij | i = 1, . . . , k
)
=λSym•A(M∨)
( si∑
j=1
ϕi(fij)⊗ f ∗ij | i = 1, . . . , k
)
=λSym•A(M∨)
( si∑
j=1
eij ⊗ ϕ∨i (e∗ij) | i = 1, . . . , k
)
=Pλ(ϕ
∨
i (e
∗
ij)).
In other words, (9.5.6) equals SymdA(ϕ
∨)⊗A 1Q, so if we let
Γ
d
A(ϕ) := Sym
d
A(ϕ
∨)∨
we obtain :
• a functor ΓdA(−) from the full subcategory (A-Modo)kff of (A-Modo)k consisting of
all sequences of free A-modules of finite rank, into the category of A-modules
• for every A-module Q, a well defined isomorphism of functors on this subcategory
(Q,M) 7→ (PoldA(M,Q) ∼→ HomA(ΓdAM,Q) : A-Mod× (A-Modo)kff → A-Mod
The following result extends the above observations to arbitrary sequencesM of A-modules.
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Theorem 9.5.7. LetM be any sequence as in definition 9.5.1(i). We have :
(i) Pol
d
A(M,Q) is an essentially small set, for every A-module Q.
(ii) There exists a functor
(9.5.8) Γ
d
A : (A-Mod)
k → A-Mod
with a natural isomorphism of A-module valued functors
PoldA(−, Q) ∼→ HomA(ΓdA(−), Q) for every A-module Q.
Proof. Suppose first that all the A-modulesM1, . . . ,Mk are finitely presented. Then, for every
i = 1, . . . , k, pick a surjective A-linear map fi : Li → Mi, with Li free of finite rank. Next, let
gi : Li ⊕ Li →Mi be the map given by the rule : (l, l′) 7→ fi(l − l′) for every (l, l′) ∈ Li ⊕ Li;
since Mi is finitely presented, Ker gi is finitely generated, for every i = 1, . . . , k, so we may
find a surjectiveA-linear map L′i → Ker gi. By composing with the inclusionKer gi → Li⊕Li
and the two projections Li ⊕ Li → Li, we deduce a presentation ofMi :
(9.5.9) Coker (h1i , h
2
i : L
′
i
//
// Li)
∼→Mi
such that the induced map
L′i → Li ×Mi Li
is surjective. Notice that the latter condition is stable under arbitrary base changes A→ B. Set
L := (L1, . . . , Lk), L
′ := (L′1, . . . , L
′
k) and h
j := (hj1, . . . , h
j
k) for j = 1, 2.
Claim 9.5.10. The presentation (9.5.9) induces a presentation of sets :
PoldA(M,Q)
∼→ Ker (PoldA(L,Q) // // PoldA(L′, Q)) for every A-module Q.
Proof of the claim. Indeed, suppose that λ : L  Q is a given homogeneous multipolynomial
law of degree d, such that λ ◦ h1 = λ ◦ h2 (notation of remark 9.5.2(i)). Since the induced map
L′i ⊗A B → (Li ⊗A B) ×M⊗AB (Li ⊗A B) is surjective for every i = 1, . . . , k, it follows that
λB descends (uniquely) to a map µB : (M1 × · · · ×Mk)⊗A B → Q⊗A B. An easy inspection
shows that the resulting rule : B 7→ µB is a homogeneous multipolynomial law of degree d. ♦
From claim 9.5.10 and lemma 9.5.4, it follows easily that the theorem holds forM , with
ΓdA(M) := Coker (Γ
d
A(h
1),ΓdA(h
2) : ΓdA(L
′) // // ΓdA(L))
(details left to the reader). Lastly, let M be an arbitrary sequence. We may then find a filtered
system of sequences (Mσ | σ ∈ Σ) consisting of finitely presented A-modules and with A-
linear transition maps, whose colimit is isomorphic toM . Since such colimits are preserved by
arbitrary base changes, and commute with the forgetful functor to sets, it follows easily that the
system induces an isomorphism of sets :
PoldA(M,Q)
∼→ lim
σ∈Σ
PoldA(Mσ, Q) for every A-module Q
(details left to the reader). In view of the foregoing, it then follows that the theorem holds for
M , with
ΓdA(M) := colim
σ∈Σ
ΓdA(Mσ).
Again, we invite the reader to spell out the details. 
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9.5.11. The identity map of ΓdAM corresponds to a homogeneous multipolynomial law
λ
d
M :M  Γ
d
AM
such that every other law M  Q homogeneous of the same degree, factors uniquely through
λ
d
M and an A-linear map Γ
d
AM → Q (in the sense explained in remark 9.5.2(i)). Especially, if
M ′ ∈ Ob((A-Mod)k′) is another sequence, and d′ ∈ N⊕k′ any sequence of integers, the tensor
product λ
d
M ⊗ λd
′
M ′
(remark 9.5.2(ii)) factors uniquely through λ
d,d′
M,M ′
and an A-linear map
(9.5.12) Γd,d
′
A (M,M
′)→ ΓdA(M)⊗A Γd
′
A(M
′).
Furthermore, notice that, in the situation of remark 9.5.2(iii), the mapping (9.5.3) is clearly
A-linear; hence, we get an induced B-linear map
(9.5.13) B ⊗A ΓdA(M)→ ΓdB(B ⊗A M)
for everyM and d as above, and every A-algebra B.
Corollary 9.5.14. With the notation of (9.5.11), we have :
(i) The functor (9.5.8) commutes with all filtered colimits.
(ii) The map (9.5.12) is an isomorphism of A-modules, for everyM ,M ′, d and d′.
(iii) For every A-algebra B, the map (9.5.13) is an isomorphism of B-modules.
(iv) If the A-modulesM1, . . . ,Mk are all free (resp. finitely presented, resp. finitely gener-
ated, resp. flat), then the same holds for ΓdA(M).
Proof. (i): It suffices to check that the natural map
PoldA(colim
σ∈Σ
Mσ, Q)→ lim
σ∈Σ
PoldA(Mσ, Q)
is an isomorphism, for every filtered system of A-modules (Mσ | σ ∈ Σ) and every A-module
Q; the latter assertion is obvious (details left to the reader).
(iv): The assertion concerning free modules of finite rank, and finitely generated or finitely
presented modules follows directly from the explicit construction in lemma 9.5.4 and theorem
9.5.7. The assertion for flat modules follows from the assertion for free modules of finite rank
and from (i), bymeans of Lazard’s theorem [85, Ch.I, Th.1.2]. Moreover, from remark 9.5.5(iii),
we see that if ϕ : M → N is a morphism of sequences of free A-modules of finite rank, such
that ϕi is a split injection for every i = 1, . . . , n, then Γ
d
A(ϕ) is also a split injective map of
free A-modules; from this, and from (i), it follows easily that ΓdA transforms sequences of free
A-modules (of possibly infinite rank) into free A-modules : details left to the reader.
(iii): In light of (i), it is easily seen that the natural transformation (9.5.12) commutes with ar-
bitrary filtered colimits of A-modules, hence we are reduced to the case whereM is a sequence
of finitely presented A-modules. Next, claim 9.5.10 shows that a presentation (9.5.9) yields a
commutative diagram
ΓdA(L
′) // //

ΓdA(L)
//

ΓdA(M)
//

0
ΓdB(B ⊗A L′) //// ΓdB(B ⊗A L) // ΓdB(B ⊗A M) // 0
with exact rows. Therefore, we are further reduced to the case where M is a sequence of free
A-modules of finite rank, in which case the assertion follows by a simple inspection of the proof
of lemma 9.5.4.
(ii): Let t : Γd,d
′
A (M,M
′)→ Q be an A-linear map. To t we attach an A-linear map
t∗ : Γ
d
A(M)⊗A Γd
′
A(M
′)→ Q
830 OFER GABBER AND LORENZO RAMERO
as follows. Set τ := t◦λd,d′
M,M ′
: (M,M ′) Q (notation of remark 9.5.2(i)). To everyA-algebra
B, the law τ attaches the mapping
B ⊗A M → Pold
′
B(B ⊗A M ′, B ⊗A Q) x 7→ τB,x
where (τB,x)C(y) := τC(1 ⊗ x, y) for every x ∈ B ⊗A M , every B-algebra C and every
y ∈ C ⊗A M ′. In light of (iii), the latter is the same as a mapping
B ⊗A M → HomB(B ⊗A Γd
′
A(M
′), B ⊗A Q) x 7→ tB,x
and notice that, for every x ∈ B ⊗A M , the B-linear map tB,x is characterized by the identity
(9.5.15) tB,x(λ
d′
M ′,B
(y)) = (τB,x)B(y) for every y ∈ B ⊗A M ′.
We deduce a compatible system of mappings
B ⊗A Γd
′
A(M
′)→ PoldB(B ⊗A M,B ⊗A Q) : y 7→ τ ∗B,y for every A-algebra B
where (τ ∗B,y)C(x) := tC,x(1 ⊗ y) for every B-algebra C, every x ∈ C ⊗A M , and every y ∈
B⊗A Γd
′
A(M). The C-linearity of tC,x implies that these latter mappings are B-linear (for every
A-algebra B), and then they are the same as a compatible system of B-linear maps
(9.5.16) B ⊗A Γd
′
A(M
′)→ HomB(B ⊗A ΓdA(M), B ⊗A Q) : y 7→ t∗B,y
for every A-algebra B. Notice that, for every y ∈ B ⊗A Γd
′
A(M
′), the B-linear map t∗B,y is
characterized by the identity :
(9.5.17) t∗B,y(λ
d
M,B(x)) = (τ
∗
B,y)B(x) for every x ∈ B ⊗A M.
Obviously, the datum of a compatible system (9.5.16) is the same as that of a map t∗ as sought.
Claim 9.5.18. t∗ ◦ (9.5.12) = t.
Proof of the claim. It suffices to show that t∗ ◦ (9.5.12) ◦ λd,d′
M,M ′
= τ . However, recall that
(9.5.12)◦λd,d′
M,M ′
= λdM⊗λd
′
M ′
, so we are reduced to checking that t∗ ◦(λdM⊗λd
′
M ′
) = τ . Hence,
let B be any A-algebra, andm ∈ B⊗AM ,m′ ∈ B⊗AM ′ any two elements. To ease notation,
set x := λ
d
M(m) and y := λ
d′
M ′
(m′). We compute :
(t∗ ◦ (λdM ⊗ λd
′
M ′
))B(m,m
′) = (B ⊗A t∗)(x⊗ y)
= t∗B,y(x)
= (τ ∗B,y)B(m) (by (9.5.17))
= tB,m(y)
= (τB,m)B(m
′) (by (9.5.15))
= τB(m,m
′)
as claimed. ♦
Especially, if we let t be the identity map of Γd,d
′
A (M,M
′), claim 9.5.18 shows that the result-
ing t∗ is a left inverse for (9.5.12). Now, if all the modulesM1, . . . ,M
′
k′ are free of finite rank,
then lemma 9.5.4 shows that both of the A-modules appearing in (9.5.12) are free and have the
same rank, so the assertion follows, in this case.
Next, suppose that the modules of the two sequences are finitely presented; in this case,
we argue by descending induction on the number f of free A-modules appearing in the two
sequences. If f = k + k′, the assertion has just been shown. Suppose that f < k + k′, and
the assertion is already known for all pairs of sequences containing at least f + 1 free modules.
After permutation of the sequences, we may assume that Mi is not free, for some index i ≤ k.
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Then, pick a presentation of Mi as in (9.5.9), and let N
′ (resp. N ′′) be the sequences obtained
fromM by replacing Mi with Li (resp. with L
′
i); by naturality of (9.5.12), the maps h
1
i and h
2
i
induce a commutative diagram with exact rows :
ΓdA(N
′′,M ′) ////

ΓdA(N
′,M ′) //

ΓdA(M,M
′) //

0
ΓdA(N
′′)⊗A ΓdA(M ′) //// ΓdA(N ′)⊗A ΓdA(M ′) // ΓdA(M)⊗A ΓdA(M ′) // 0
so it suffices to prove the assertion for the pair of sequences (N ′,M ′) and (N ′′,M ′); but the
latter contain f + 1 free A-modules, so we conclude by induction.
Lastly, if M and N are arbitrary sequences, we may present them as filtered colimits of
sequences of finitely presented A-modules; since tensor products commute with such colimits,
we are done, by the foregoing case (details left to the reader). 
Remark 9.5.19. (i) Let M and d be as in (9.5.11), suppose that all the A-modules Mi are
free of finite rank, and set S(M) := Sym•A(M
∨). Let Q be another A-module, and λ : M  
Q a homogeneous multipolynomial law of degree d. From lemma 9.5.4 we may extract the
following calculation for the A-linear map λ† : Γ
d
A(M)→ Q corresponding to λ. Set
Pλ := λS(M)(1M1, . . . , 1Mk) ∈ ΓdA(M)∨ ⊗A Q.
Then λ† is the image ofPλ under the natural identificationΓ
d
A(M)
∨⊗AQ ∼→ HomA(ΓdA(M), Q).
(ii) LetM ,M ′, d and d′ be as in (9.5.11), suppose that all theA-modulesMi andM
′
i are free
of finite rank, and to ease notation let
λ := λdM λ
′ := λd
′
M ′
λ := λ⊗ λ′.
By (i), we compute
Pλ = λS(M,M ′)(1M1, . . . , 1Mk)⊗ λ′S(M,M ′)(1M ′1 , . . . , 1M ′k′ ).
However, λS(M,M ′)(1M1 , . . . , 1Mk) is the image of Pλ under the A-linear induced by the A-
algebra homomorphism S(M)→ S(M,M ′) = S(M)⊗A S(M ′) given by the rule s 7→ s⊗ 1,
for every s ∈ S(M). Likewise we determine λ′S(M,M ′)(1M ′1, . . . , 1M ′k′ ), and we conclude that
Pλ = Pλ ⊗ Pλ′ , whence λ† = λ† ⊗ λ†, under the natural identification
EndA(Γ
d,d′
A (M,M
′))
∼→ EndA(ΓdA(M))⊗A EndA(Γd
′
A(M
′)).
But by definition, (λdM)
† is the identity automorphism of ΓdA(M), for every sequence M , and
every degree d. We see therefore that :
(λdM ⊗ λd
′
M ′
)† = (λd,d
′
M,M ′
)†
which translates as saying that the A-linear map (9.5.12) is none else than the transpose of the
natural isomorphism
SymdA(M
∨)⊗A Symd
′
A(M
′∨)
∼→ Symd,d′A (M∨,M ′∨).
This gives an alternative way to prove corollary 9.5.14(ii), in the case of free A-modules.
832 OFER GABBER AND LORENZO RAMERO
9.5.20. Let M and M ′ be two sequences of A-modules, of the same length k, and e, e′ two
degrees of length k. If λ : (M,M ′) Q is any homogeneous law of degree (e, e′), then we can
also regard λ as a homogeneous multipolynomial law of degree e+ e′ on the sequenceM ⊕M ′
of length k. In this way, we obtain a natural A-linear mapping
(9.5.21) Pole,e
′
A ((M,M
′), Q)→ Pole+e′A (M ⊕M ′, Q) for every A-module Q
which, by transposition, corresponds to a unique A-linear map
(9.5.22) Γe+e
′
A (M ⊕M ′)→ Γe,e
′
A (M,M
′).
Fix d ∈ N⊕k; in view of corollary 9.5.14(ii), we see that the sum of the maps (9.5.22) for all
pairs (e, e′) with e + e′ = d, is a well defined A-linear map
∆d
M,M ′
:=
⊕
e+e′=d
∆e,e
′
M,M ′
: ΓdA(M ⊕M ′)→
⊕
e+e′=d
ΓeA(M)⊗A Γe
′
A(M
′).
Proposition 9.5.23. The map∆d
M,M ′
is an isomorphism, for everyM ,M ′, and every degree d.
Proof. Arguing as in the proof of corollary 9.5.14(ii), we are easily reduced to the case whereM
and M ′ are sequences of free A-modules of finite rank. In this case, (9.5.22) can be computed
as in remark 9.5.19(i); namely, it corresponds to the element
P ∈ Syme+e′A ((M ⊕M ′)∨)⊗A Syme,e
′
A (M
∨,M ′∨)∨
determined as follows. Take Q := Γe,e
′
A (M,M
′), and let λ : M ⊕M ′  Γe,e′A (M,M ′) be the
image of λ
e,e′
M,M ′
under (9.5.21); then
P = λS(M⊕M ′)(1M1⊕M ′1, . . . , 1Mk⊕M ′k).
Thus, we come down to evaluating the image of 1Mi⊕M ′i under the natural identification
(Mi ⊕M ′i)⊗A S(Mi ⊕M ′i) ∼→ (Mi ⊗A S(Mi ⊕M ′i))× (M ′i ⊗A S(Mi ⊕M ′i)).
for every i = 1, . . . , k. We easily find that 1Mi⊕M ′i 7→ (pi, p′i) under this identification, where
pi : Mi ⊕M ′i →Mi and p′i : Mi ⊕M ′i → M ′i are the natural projections; so finally
(9.5.24) P = (λe,e
′
M,M ′
)S(M⊕M ′)(p1, . . . , pk, p
′
1, . . . , p
′
k).
Pick a basis (ei1, . . . , eiri) (resp. (e
′
i1, . . . , e
′
ir′i
)) for eachMi (resp. M
′
i ), let (e
∗
i1, . . . , e
∗
iri
) (resp.
(e′∗i1, . . . , e
′∗
ir′i
))) be the dual basis, and for every = 1, . . . , k and every j = 1, . . . , ri (resp.
j = 1, . . . , r′i) denote by εij (resp. ε
′
ij) the element of (Mi ⊕M ′i)∨ that agrees with e∗ij on Mi
and that vanishes onM ′i (resp. that agrees with e
′∗
ij onM
′
i and vanishes onMi). Notice that
pi =
ri∑
j=1
ε∗ij ⊗ eij p′i =
r′i∑
j=1
ε′∗ij ⊗ e′ij for every i = 1, . . . , k.
With this notation, it follows that the right hand-side of (9.5.24) is the image of
(λ
e,e′
M,M ′
)S(M,M ′)(1M1, . . . , 1M ′k) = 1Syme,e′A (M,M ′)
under the natural map
(9.5.25) S(M,M ′)→ S(M ⊕M ′) : e∗ij 7→ ε∗ij e′∗ij 7→ ε′∗ij.
In other words, the sought P is none else than the restriction of (9.5.25) to the direct factor
Syme,e
′
A (M
∨,M ′∨), and this restriction is an isomorphism onto a direct factor of the A-module
Sym
e+e′
A (M ⊕M ′). By transposition, we see that (9.5.22) is identified with the projection onto
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a natural direct factor of Γe+e
′
A (M⊕M ′), and a simple inspection shows that the sum of all these
projections is the identity map of the latter A-module, whence the proposition. 
Remark 9.5.26. (i) Let M,M ′, Q and λ be as in (9.5.20). The image of λ under (9.5.21)
is characterized as the unique law ϕ : M ⊕M ′  Q of degree e + e′ such that ϕ(m,m′) =
λB(m,m
′) for everyA-algebraB and every (m,m′) ∈ B⊗A(M⊕M ′). In turns, ϕ corresponds
to the unique A-linear map f : Γe+e
′
A (M ⊕M ′)→ Q such that (B ⊗A f)(λe+e
′
M⊕M ′
)B(m,m
′) =
λB(m,m
′) for every B and (m,m′) as above. Especially, if we take λ := λe,e
′
M,M ′
, we see that
(9.5.22) is characterized as the unique A-linear map such that
(λ
e+e′
M⊕M ′
)B(m,m
′) 7→ (λe,e′
M,M ′
)B(m,m
′)
for every B and (m,m′) as above. Lastly, it follows that ∆e,e
′
M,M ′
is characterized as the unique
A-linear map such that
(λe+e
′
M⊕M ′
)B(m,m
′) 7→ (λeM)B(m)⊗ (λe
′
M ′
)B(m
′)
for every A-algebra B and every (m,m′) ∈ B ⊗A (M ⊕M ′).
(ii) In the same vein, let f : M → N be any morphism in (A-Mod)a, and d ∈ N⊕k any
degree. Then we see that the induced map
ΓdA(f) : Γ
d
A(M)→ ΓdA(N)
is characterized as the unique A-linear map such that
(λ
d
M)B(m) 7→ (λdN )B(f(m))
for every A-algebra B, and everym ∈ B ⊗A M (details left to the reader).
9.5.27. Let M , M ′, M ′′ be three sequences of A-modules of length k, and d, d′, d′′ three
degrees, also of lengths k. We obtain a diagram of A-linear maps :
Γe+e
′+e′′
A (M ⊕M ′ ⊕M ′′)
∆
e,e′+e′′
M,M′⊕M ′′ //
∆
e+e′,e′′
M⊕M′,M′′ 
ΓeA(M)⊗A Γe
′+e′′
A (M
′ ⊕M ′′)
Γ
e
A(M)⊗A∆
e′,e′′
M′,M′′
Γ
e+e′
A (M ⊕M ′)⊗A Γe
′′
A (M
′′)
∆
e,e′
M,M′
⊗AΓ
e′′
A (M
′′)
// Γ
e
A(M)⊗A Γe
′
A(M
′)⊗A Γe
′′
A (M
′′).
Proposition 9.5.28. The diagram of (9.5.27) commutes.
Proof. By remark 9.5.26(i), the map∆e,e
′+e′′
M,M ′⊕M ′′
is characterized as the unique one such that
(λe+e
′+e′′
M⊕M ′
)B(m,m
′, m′′) 7→ (λeM)B(m)⊗ (λe
′+e′′
M⊕M ′
)B(m
′, m′′)
for every A-algebra B and every (m,m′, m′′) ∈ B ⊗A (M ⊕M ′ ⊕M ′′), and ∆e
′,e′′
M ′,M ′′
is the
unique A-linear map such that
(λe
′+e′′
M ′⊕M ′′
)B(m
′, m′′) 7→ (λe′
M ′
)B(m
′)⊗ (λe′′
M ′′
)B(m
′′)
for every A-algebra B and every (m′, m′′) ∈ B ⊗A (M ′ ⊕M ′′). Therefore, the composition of
the top horizontal and right vertical arrows in the diagram is the unique A-linear map such that
(λe+e
′+e′′
M⊕M ′
)B(m,m
′, m′′) 7→ (λeM)B(m)⊗ (λe
′
M ′
)B(m
′)⊗ (λe′′
M ′′
)B(m
′′)
for every B and (m,m′, m′′) as above. The same calculation can be carried out for the compo-
sition of the other two arrows, and clearly one obtains the same result. 
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9.5.29. Let M be any sequence of A-modules of length k, and denote by s : M ⊕M → M
the addition map : (m,m′) 7→ m+m′ for everym,m′ ∈M . The map s induces A-linear maps
µ
e,e′
M : Γ
e
A(M)⊗A Γe
′
(M)
δe,e
′
−−−→ Γe+e′A (M ⊕M)
Γ
e+e′
A (s)−−−−−→ ΓdA(M) for every e, e′ ∈ N⊕k
where δe,e
′
is the natural inclusion map obtained by restricting the inverse of∆e+e
′
M,M to the direct
factor ΓeA(M) ⊗A Γe
′
(M). In light of remark 9.5.26(i,ii), the map µe,e
′
M is characterized as the
unique A-linear map such that
(9.5.30) (λeM)B(m)⊗ (λe
′
M)B(m
′) 7→ (λe+e′M )B(m+m′)
for every A-algebra B and every (m,m′) ∈ B ⊗A (M ⊕M). Using this characterization, it is
easily seen that the diagram
ΓeA(M)⊗A Γe
′
A(M)⊗A Γe
′′
A (M)
µ
e,e′
M ⊗AΓ
e′′
A (M) //
Γ
e
A(M)⊗Aµ
e′,e′′
M 
Γe+e
′
A (M)⊗A Γe
′′
A (M)
µ
e+e′,e′′
M
Γ
e
A(M)⊗A Γe
′+e′′
A (M)
µ
e,e′+e′′
M // Γ
e+e′+e′′
A (M)
commutes, for every e, e′, e′′ ∈ N⊕k. The foregoing shows that the maps µ••M define on
Γ•A(M) :=
⊕
d∈N⊕k
ΓdA(M).
a natural structure of associative N⊕k-graded A-algebra. Moreover, (9.5.30) also easily implies
that this algebra is commutative. We call Γ•A(M) the divided power envelope of M . It is
customary to use the notation
m[d] := (λdM)B(m) ∈ B ⊗A M
for every A-algebra B, everym ∈ B ⊗A M , and every d ∈ N⊕k. Then, proposition 9.5.23 and
a simple inspection of the definitions yield the identity
(9.5.31) (a+ b)[d] =
∑
e+e′=d
a[e] · b[e′]
for every A-algebra B and every a, b ∈ B ⊗A M . Clearly, the above construction yields a well
defined functor
(9.5.32) (A-Mod)k → A-Alg : M 7→ Γ•A(M)
and notice that, for every morphism f : M → N of sequences, we have
(Γ•Af)(a
[d]) = (fa)[d] = (Γ•Af(a))
[d]
for every degree d, every A-algebra B, and every a ∈ B ⊗A M .
Theorem 9.5.33. With the notation of (9.5.29), we have :
(i) For every A-algebra B, there exists a natural isomorphism of N⊕k-graded algebras :
B ⊗A Γ•A(M) ∼→ Γ•B(B ⊗A M).
(ii) The functor (9.5.32) commutes with filtered colimits.
(iii) For any two sequences of A-modules M and M ′ of the same length, there exists a
natural isomorphism of graded A-algebras :
Γ•A(M ⊕M ′) ∼→ Γ•A(M)⊗A Γ•A(M ′)
(with the N⊕k-grading of the tensor product defined in the obvious way).
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Proof. (i) and (ii) follow immediately from corollary 9.5.14(i,iii), and (iii) follows directly from
proposition 9.5.23. 
9.5.34. Consider the special case of a sequenceM consisting of a single A-moduleM . From
(9.5.31), by evaluating the expression (2m)[d] = 2d ·m[d], a simple induction on d shows that
(9.5.35) d! ·m[d] = md in Γ•A(M), for everym ∈ M.
Corollary 9.5.36. In the situation of (9.5.34), we have
m[i] ·m[j] =
(
i+ j
i
)
·m[i+j] in Γ•A(M), for everym ∈M and every i, j ∈ N.
Proof. By considering the A-linear map f : A→ M such that f(1) = m, we reduce to the case
where M = A. By considering the unique ring homomorphism Z → A we reduce further –
in light of theorem 9.5.33(i) – to the case where A = Z and M = Z. In this case, ΓZ(Z) is a
torsion-free Z-module, by lemma 9.5.4, so the identity follows easily from (9.5.35). 
9.6. Regular rings. In a later section, we shall need a criterion for the regularity of a certain
type of extensions of regular local rings. Such a criterion is stated incorrectly in [41, Ch.0,
Th.22.5.4]; our first task is to supply a corrected version of loc.cit.
9.6.1. Consider a local ring A, with maximal ideal mA, and residue field kA := A/mA of
characteristic p > 0. From [41, Ch.0, Th.20.5.12(i)] we get a complex of kA-vector spaces
(9.6.2) 0→ mA/(m2A + pA) dA−−→ Ω1A/Z ⊗A kA → Ω1kA/Z → 0.
Lemma 9.6.3. The complex (9.6.2) is exact.
Proof. Set (A0,mA0) := (A/pA,mA/pA) and Fp := Z/pZ; the induced sequence of ring
homomorphisms Fp → A0 → kA yields a distinguished triangle ([73, Ch.II, §2.1.2.1]) :
LA0/Fp
L⊗A0 kA → LkA/Fp → LkA/A0 → LA0/Fp
L⊗A0 kA[1].
However, [52, Th.6.5.12(ii)] says that HiLkA/Fp = 0 for every i > 0 (one applies loc.cit. to the
valued field (kA, | · |), where | · | is the trivial valuation; more directly, one may observe that kA
is the colimit of a filtered system of smooth Fp-algebras, since Fp is perfect, and then recall that
the functor L commutes with filtered colimits). We deduce a short exact sequence
0→ H1LkA/A0 → Ω1A0/Fp ⊗A0 kA → Ω1kA/Fp → 0
which, under the natural identifications
Ω1kA/Z
∼→ Ω1kA/Fp Ω1A/Z ⊗A kA
∼→ Ω1A0/Fp ⊗A0 kA H1LkA/A0
∼→ mA0/m2A0
([73, Ch.III, Cor.1.2.8.1]) becomes (9.6.2), up to replacing dA by−dA ([73, Ch.III, Prop.1.2.9];
details left to the reader). 
9.6.4. Keep the situation of (9.6.1), and define
A2 := A×kA W2(kA)
whereW2(kA) is the ring of 2-truncated Witt vectors of kA, as in (9.3.25), which is augmented
over kA, via the ghost component map ω0 : W2(kA)→ kA. Notice that
V1(kA) := Kerω0
is an ideal of W2(kA) such that V1(kA)
2 = 0; especially, it is naturally a kA-vector space, with
addition and scalar multiplication given respectively by the rules :
(0, a) + (0, b) := (0, a+ b) x · (0, a) := (x, 0) · (0, a) = (0, xp · a)
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for every a, b, x ∈ kA. In other words, the map
(9.6.5) V1(kA)→ k1/pA (0, a) 7→ a1/p
is an isomorphism of kA-vector spaces, and we also see that V1(kA) is a one-dimensional k
1/p
A -
vector space, with scalar multiplication given by the rule : a·(0, b) := (0, apb) for every a ∈ k1/pA
and b ∈ kA. By construction, we have a natural exact sequence of A2-modules :
(9.6.6) 0→ V1(kA)→ A2 π−→ A→ 0.
Especially, A2 is a local ring, and π is a local ring homomorphism inducing an isomorphism on
residue fields.
9.6.7. It is easily seen that the rule (A,mA) 7→ A2 defines a functor on the category Local
of local rings and local ring homomorphisms, to the category of (commutative, unital) rings.
Hence, let us set
(A,mA) 7→ ΩA := Ω1A2/Z ⊗A2 A.
It follows that the rule (A,mA) 7→ (A,ΩA) yields a functor
Local→ Alg.Mod
to the category whose objects are the pairs (B,M) where B is a ring, and M is a B-module
(the morphisms (B,M) → (B′,M ′) are the pairs (ϕ, ψ) where ϕ : B → B′ is a ring homo-
morphism, and ψ : B′ ⊗B M →M is a B′-linear map : cp. [52, Def.2.5.22(ii)]).
In view of (9.6.6) and [41, Ch.0, Th.20.5.12(i)] we get an exact sequence of A-modules
V1(kA)→ ΩA → Ω1A/Z → 0
whence, after tensoring with kA, a sequence of kA-vector spaces
(9.6.8) 0→ V1(kA) jA−−→ ΩA ⊗A kA ρ−→ Ω1A/Z ⊗A kA → 0
which is right exact by construction.
Proposition 9.6.9. With the notation of (9.6.7), we have :
(i) If p /∈ m2A, then the sequence (9.6.8) is exact.
(ii) If p ∈ m2A, then Ker jA = {(0, ap) | a ∈ kA}. Especially, the isomorphism (9.6.5)
identifies Ker jA with the subfield kA of k
1/p
A .
Proof. In view of lemma 9.6.3, the kernel of ρ is naturally identified with the kernel of the
natural map
mA2/(m
2
A2
+ pA2)→ mA/(m2A + pA).
On the other hand, it is easily seen that mA2 = mA ⊕ V1(kA), and under this identification, the
multiplication law of A2 restricts on mA2 to the mapping given by the rule : (a, b) · (a′, b′) :=
(aa′, 0) for every a, a′ ∈ mA and b, b′ ∈ V1(kA). There follows a natural isomorphism
(9.6.10) mA2/m
2
A2
∼→ (mA/m2A)⊕ V1(kA)
which identifies the map mA2/m
2
A2
→ mA/m2A deduced from π (notation of (9.6.6)), with the
projection on the first factor. Moreover, by inspecting the definitions, we easily get a commuta-
tive diagram
V1(kA)
jA //

ΩA ⊗A kA
mA2/m
2
A2
// mA2/(m
2
A2
+ pA2)
dA2
OO
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whose bottom horizotal arrow is the quotient map, and whose left vertical arrow is the inclusion
map of the direct summand V1(kA) resulting from (9.6.10).
The map A2 → mA2/m2A2 given by the rule : a 7→ pa := pa (mod m2A2) factors (uniquely)
through a kA-linear map
tA2 : kA → mA2/m2A2 a (mod mA) 7→ pa (mod m2A2)
and likewise we may define a map tA : kA → mA/m2A. The snake lemma then gives an induced
map ∂ : Ker tA → V1(kA), and in view of the foregoing, the proposition follows from :
Claim 9.6.11. (i) If p /∈ m2A, then tA is injective.
(ii) If p ∈ m2A, then Im ∂ = {(0, ap) | a ∈ kA}.
Proof of the claim. (i) is obvious.
(ii): By virtue of (9.3.23), we have p = (p, (0, 1)) in A2, and if (a, y) ∈ A2 is any element,
then p · (a, y) = (pa, (0, ap)), so in case p ∈ m2A, the map tA2 is given by the rule :
a 7→ (pa, (0, ap)) = (0, (0, ap)) ∈ (mA/m2A)⊕ V1(kA) for every a ∈ A.
By the same token, in this case tA is the zero map. The claim follows straightforwardly. 
9.6.12. Keep the notation of (9.6.7), and assume that p /∈ m2A, so (9.6.8) is a kA-extension of
Ω1A/Z⊗AkA by V1(kA), by virtue of proposition 9.6.9; hence, (9.6.8)⊗kA k1/pA is a k1/pA -extension
of the corresponding k
1/p
A -vector spaces. Recall now that V1(kA) is naturally a k
1/p
A -vector space
of dimension one, and let ψ : V1(kA)⊗kA k1/pA → V1(kA) be the scalar multiplication. By push
out along ψ, we obtain therefore an extension ψ ∗ (9.6.8) ⊗kA k1/pA fitting into a commutative
ladder with exact rows :
0 // V1(kA)⊗kA k1/pA //
ψA

ΩA ⊗A k1/pA //
ψA

Ω1A/Z ⊗A k1/pA //

0
0 // V1(kA)
jA // ΩA // Ω
1
A/Z ⊗A k1/pA // 0
(see [52, §2.5.5]). We consider now the mapping :
dA : A→ ΩA a 7→ ψA(d(a, τkA(a))⊗ 1) for every a ∈ A
where :
• a ∈ kA is the image of a in kA
• τkA is the Teichmu¨ller mapping (see (9.3.35)), so τkA(a) = (a, 0) ∈ W2(kA)
• d : A2 → ΩA2/Z is the universal derivation of A2.
Since τkA is multiplicative, the map dA satisfies Leibniz’s rule, i.e. we have
dA(ab) = a · dA(b) + b · dA(a) for every a, b ∈ A.
However, dA is not quite a derivation, since additivity fails for τkA , hence also for dA. Instead,
from remark 9.3.8(ii), and recalling that (p− 1)! = −1 in Fp, we get the identity :
τkA(a+ b) = τkA(a) + τkA(b)−
p−1∑
i=1
(
0,
ai
i!
· b
p−i
(p− i)!
)
= τkA(a) + τkA(b)−
p−1∑
i=1
ai/p
i!
· b
1−i/p
(p− i)! · p
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for every a, b ∈ kA. On the other hand, notice that
ψA(d(0, x · p)⊗ 1) = jA ◦ ψA(x · p⊗ 1)
= x · jA ◦ ψA(p⊗ 1)
= x ·ψA(d(0, p)⊗ 1)
= x ·ψA(d(p− (p, 0))⊗ 1)
= − x · dA(p)
for every x ∈ k1/pA , whence :
dA(a+ b) = dA(a) + dA(b) +
p−1∑
i=1
ai/p
i!
· b
1−i/p
(p− i)! · dA(p) for every a, b ∈ A.
9.6.13. Especially, notice we do have dA(a+ b) = dA(a) + dA(b) in case either a or b lies in
mA. Hence, dA restricts to an additive map mA → ΩA, and Leibniz’s rule implies that the latter
descends to a kA-linear map
dA : mA/m
2
A → ΩA.
Proposition 9.6.14. In the situation of (9.6.1), suppose that p /∈ m2A. Then there exists a natural
exact sequence of k
1/p
A -vector spaces :
0→ mA/m2A ⊗kA k1/pA
dA⊗k
1/p
A−−−−−−→ ΩA → Ω1kA/Z ⊗kA k
1/p
A → 0.
Proof. By inspecting the constructions in (9.6.12), we obtain a commutative ladder of kA-vector
spaces, with exact rows :
0 // pA/(m2A ∩ pA) //
i

mA/m
2
A
//
dA

mA/(m
2
A + pA)
//
dA

0
0 // V1(kA)
jA // ΩA // Ω
1
A/Z ⊗A k1/pA // 0
such that dA ⊗kA kB is injective with cokernel naturally isomorphic to Ω1kA/Z ⊗kA k
1/p
A (lemma
9.6.3). By the snake lemma, it then suffices to show that i⊗kA k1/pA is an isomorphism; but since
both the source and target of the latter map are one-dimensional k
1/p
A -vector spaces, we come
down to checking that i is not the zero map. But a simple inspection yields i(p) = (0, 1), as
required. 
9.6.15. We wish next to show how the rule A 7→ ΩA extends to a functor
Local→ Alg.Mod (A,mA) 7→ (k1/pA ,ΩA).
Namely, if p is the characteristic of the residue field of A, and p /∈ m2A, we let ΩA be the
k
1/p
A -module introduced in (9.6.12), and if p ∈ m2A, we set
ΩA := Ω
1
A/Z ⊗A k1/pA .
To any local ring homomorphism ϕ : A→ B we attach the k1/pA -linear map
Ωϕ : ΩA → ΩB
defined as follows :
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• In case p /∈ m2B , then obviously p /∈ m2A. Denote by ϕ : k1/pA → k1/pB the map
induced by ϕ. By (9.6.7), we have an induced A-linear map Ωϕ ⊗A ϕ : ΩA ⊗A k1/pA →
ΩB ⊗B k1/pB . Also, the naturality of the ghost component map ω0 yields a kA-linear
map V1(ϕ) : V1(kA) → V1(kB), and indeed, V1(ϕ) is even k1/pA -linear. Moreover, for
every a ∈ kA and b ∈ k1/pA we may compute
ψB(Ωϕ(jA(0, a))⊗ ϕ(b)) =ψB(jB(V1(ϕ)(0, a))⊗ ϕ(b))
= jB ◦ ψB(V1(ϕ)(0, a)⊗ ϕ(b))
= jB ◦ V1(ϕ) ◦ ψA((0, a)⊗ b)
so the pair (ψB ◦ (Ωϕ ⊗ ϕ), jB ◦ V1(ϕ)) determines a unique k1/pA -linear map Ωϕ :
ΩA → ΩB as required.
• In case p ∈ m2A, then p ∈ m2B , and we set Ωϕ := Ω1ϕ ⊗A ϕ, where Ω1ϕ : Ω1A/Z → Ω1B/Z
is the natural A-linear map.
• Lastly, if p /∈ m2A but p ∈ m2B , we let Ωϕ be the composition of the natural projection
ΩA → Ω1A ⊗A k1/pA and Ω1ϕ ⊗A ϕ.
If ϕ′ : B → C is another morphism in Local, it is easy to verify that Ωϕ′◦ϕ = Ωϕ′ ◦Ωϕ, so we
do get a functor as sought (details left to the reader).
9.6.16. In the same vein, we may extend the map dA to a natural transformation of functors.
Namely, if p /∈ m2A, we let dA be the map introduced in (9.6.12), and if p ∈ m2A, we let
dA : A→ ΩA be the map induced by the universal derivation A→ Ω1A/Z. Then it is easily seen
that we have a commutative diagram
A
dA //
ϕ

ΩA
Ωϕ

B
dB // ΩB
for every local ring homomorphism ϕ : A→ B (details left to the reader).
Proposition 9.6.17. Let (A,mA), (B,mB) be any two local rings, ϕ : A → B a local ring
homomorphism, and denote by p the residue characteristic of A and B. We have :
(i) Suppose that ϕ is formally smooth for the mA-adic topology on A and the mB-adic
topology on B. Then ϕ andΩϕ induce injective maps
(mA/m
2
A)⊗kA kB → mB/m2B ΩA ⊗k1/pA k
1/p
B → ΩB.
(ii) Suppose that
(a) mA · B = mB .
(b) The induced residue field extension kA → kB is algebraic and separable.
(c) ϕ is flat.
Then Ωϕ induces an isomorphism of k
1/p
B -vector spaces :
ΩA ⊗A B ∼→ ΩB.
(iii) If B = A/m2A and ϕ is the natural projection, then Ωϕ is an isomorphism.
(iv) The functorΩ• and the natural transformation d• commute with all filtered colimits.
Proof. (ii): Assumption (a) and the flatness of ϕ imply that the induced map
(mA/m
2
A)⊗kA kB → mB/m2B
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is an isomorphism ([89, Th.22.3]), so p ∈ m2A if and only if p ∈ m2B . On the other hand, under
assumption (b), we have
(9.6.18) k
1/p
B = k
1/p
A · kB.
Now, consider first the case where p ∈ m2A; then Ωϕ = Ω1ϕ ⊗A ϕ (notation of (9.6.15)), so the
assertion follows from (9.6.18) together with the following
Claim 9.6.19. If p ∈ m2A, then Ω1ϕ induces a kB-linear isomorphism
Ω1A/Z ⊗A kB → Ω1B/Z ⊗B kB.
Proof of the claim. Under the standing assumptions, (9.6.1) gives a commutative ladder with
short exact rows
(9.6.20)
0 // (mA/m
2
A)⊗kA kB //

Ω1A/Z ⊗A kB //

Ω1kA/Z ⊗kA kB //

0
0 // mB/m
2
B
// Ω1B/Z ⊗B kB // Ω1kB/Z // 0
and we have already remarked that the left vertical arrow is an isomorphism; the same holds for
the right vertical arrow, due to assumption (b). The claim follows. ♦
The case where p /∈ m2B is treated likewise : one argue as in the proof of claim 9.6.19, except
that, instead of appealing to (9.6.2), one invokes proposition 9.6.14 and the naturality of d•
established in (9.6.16) : the details shall be left to the reader.
(iii): For the case where p ∈ m2A, we consider again the induced ladder (9.6.20) : under the
standing assumptions, clearly the first and third vertical arrows are isomorphisms, so the same
holds for the middle one.
For the case where p /∈ m2A, one argues again likewise : the ladder (9.6.20) is replaced by
the corresponding ladder for Ω•, provided by proposition 9.6.14 and the naturality of d• : the
details shall be left to the reader.
(iv): Let ((Aλ,mλ) | λ ∈ Λ) be a filtered system of local rings and local ring homomorphisms.
Notice that if p ∈ m2λ for some λ ∈ Λ, then p ∈ m2µ for every µ ≥ λ in Λ, and since Λ is filtered,
we may then replace Λ with Λ/λ, and assume that p ∈ mµ for every µ ∈ Λ. In this case, the
contention follows straightforwardly from the corresponding assertion for the functor Ω1• and
the universal derivation d•.
It remains to consider the case where p /∈ mλ for every λ ∈ Λ. For this, one applies proposi-
tion 9.6.14, which reduces again the contention to the previous case (details left to the reader).
(i): Let us begin with the following general result :
Claim 9.6.21. Let K be any field, and L a field extension ofK of finite type. Then
dimLΩ
1
L/K − dimLH1LL/K = tr. deg[L : K].
Proof of the claim. This is known as Cartier’s identity, and a proof is given in [41, Ch.0,
Th.21.7.1]. We present a proof via the cotangent complex formalism. Suppose first that K is
of finite type over its prime field K0 (so K0 is either Q or a finite field of prime order). In this
case, notice that H1LL/K0 = 0 (cp. the proof of lemma 9.6.3); then the transitivity triangle for
the sequence of mapsK0 → K → L ([73, Ch.II, §2.1.2.1]) yields an exact sequence
0→ H1LL/K → Ω1K/K0 ⊗K L→ Ω1L/K0 → Ω1L/K → 0
and the claim follows easily, after one remarks that dimK Ω
1
K/K0
= tr. deg[K : K0], and like-
wise for Ω1L/K0 . Next, let K be an arbitrary field, and write K as the union of the filtered
family (Kλ | λ ∈ Λ) of its subfields that are finitely generated over K0. Choose elements
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x1, . . . , xt ∈ L such that K(x1, . . . , xt) = L. Let ϕ : K[X1, . . . , Xt] → L be the map of K-
algebras given by the rule : Xi 7→ xi for i = 1, . . . , t. Then I := Kerϕ is a finitely generated
ideal, so we may find λ ∈ Λ and an ideal Iλ ⊂ Kλ[X1, . . . , Xt] such that I = Iλ⊗Kλ K (details
left to the reader). Denote by Lλ the field of fractions ofKλ[T1, . . . , Tt]/Iλ; it is easily seen that
Lλ ⊗Kλ K is an integral domain, and its field of fractions is a K-algebra naturally isomorphic
to L. Especially, we have tr. deg[Lλ : Kλ] = tr. deg[L : K], and on the other hand, there is a
natural isomorphism in D−(L-Mod) :
LLλ/Kλ ⊗Lλ L ∼→ LL/K
([73, Ch.II, Prop.2.2.1, Cor.2.3.1.1]). Then the sought identity for the extensionK ⊂ L follows
from the same identity for the extensionKλ ⊂ Lλ. The latter is already known, by the previous
case. ♦
Next, we consider the following special case :
Claim 9.6.22. Let n ∈ N be any integer, and q ⊂ A[T1, . . . , Tn] any prime ideal such that
q∩A = mA. Set R := A[T1, . . . , Tn]q and denote by mR and kR respectively the maximal ideal
and the residue field of R. Then :
(i) dimkR mR/m
2
R = n+ dimkA mA/m
2
A.
(ii) The natural map γ : (mA/m
2
A)⊗kA kR → mR/m2R is injective.
(iii) The natural map Ω1A/Z⊗AR→ Ω1R/Z is injective, and its image is a direct summand of
Ω1R/Z.
(iv) The natural map ΩA ⊗k1/pA k
1/p
R → ΩR is injective.
Proof of the claim. (i): According to [52, Th.6.5.12(i)], we have HiLkR/kA = 0 for every
i > 1 (we apply loc.cit. to the extension (kA, | · |kA) ⊂ (kR, | · |kB) of valued fields with
trivial valuations); then the transitivity triangle for the cotangent complex relative to the maps
A→ kA → kR yields a short exact sequence of kR-vector spaces :
0→ H1LkA/A ⊗kA kR α−→ H1LkR/A → H1LkR/kA → 0
([73, Ch.II, §2.1.2.1]). Likewise, since HiLR/A = 0 for every i > 1 ([73, Ch.II, Cor.1.2.6.3]),
the sequence of maps A→ R→ kR yields an exact sequence of kR-vector spaces :
0→ H1LkR/A
β−→ H1LkR/R → Ω1R/A ⊗R kR → ΩkR/A → 0.
However, we have natural isomorphisms
H1LkA/A
∼→ mA/m2A H1LkR/R ∼→ mR/m2R
([73, Ch.III, Cor.1.2.8.1]), and clearly dimkR ΩR/A ⊗R kR = n. Thus :
dimkA mA/m
2
A = dimkR H1LkR/A − dimkR H1LkR/kA
dimkR mR/m
2
R = dimkR H1LkR/A + n− dimkR ΩkR/kA.
Taking into account the identity
dimkR H1LkR/kA = dimkR ΩkR/kA
provided by claim 9.6.21, the assertion follows.
(ii): Notice that the composition of α and β yields an injective map (mA/m
2
A) ⊗kA kR →
mR/m
2
R so it suffices to check that this composition equals γ. However, let
Σ : H1LkR/R
d−→ H0kR ⊗R LR/A
be the boundary map of the transitivity triangle
(9.6.23) kR ⊗R LR/A → LkR/A → LkR/R → kR ⊗R σLR/A
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arising from the sequence A → R → kR; we regard Σ as a complex placed in degrees [−1, 0],
and then it is clear that the triangle τ≥−1(9.6.23) is naturally isomorphic in D(kR-Mod) to the
triangle
(9.6.24) kR ⊗R H0LR/A[0]→ Σ→ H1LkR/R[1]→ kR ⊗R H0LR/A[1].
According to [73, III.1.2.9.1], the complex Σ is naturally isomorphic to the complex
Θ : mR/m
2
R
−dR/A−−−−→ kR ⊗R Ω1R/A
(placed in degrees [−1, 0]) where dR/A is induced by the universal derivation R → Ω1R/A.
Likewise, we have natural isomorphisms
(9.6.25) τ≥−1LkR/R
∼→ mR/m2R[1] τ≥−1LR/A ∼→ Ω1R/A[0]
and under these identifications, 9.6.24 is the obvious triangle deduced from Θ. Especially, the
map β is naturally identified with the inclusion map Ker dR/A → mR/m2R.
Likewise, there exists a natural identification
(9.6.26) τ≥−1LkA/A
∼→ mA/m2A[1] in D(kA-Mod)
as well as a natural map of complexes
(9.6.27) kR ⊗kA (mA/m2A)[1]→ Θ
deduced from γ. To conclude, it suffices to check that the map
(9.6.28) τ≥−1kR ⊗A LkA/A → τ≥−1LkR/A
coming from the transitivity triangle for the sequence A → kA → kR, corresponds to the mor-
phism (9.6.27), under the identification (9.6.26) and the previous identification of τ≥−1LkR/A
with Θ. To this aim, it suffices to compare the maps obtained by applying to these two mor-
phisms the functor Ext1kR(−,M [0]), for arbitrary kR-modulesM . Now, recall that there exists
a natural isomorphism
Ext1kR(τ
≥−1LkR/R,M [0])
∼→ ExalR(kR,M) for every kR-moduleM.
As explained in [73, III.1.2.8], under the identification (9.6.25), this becomes the following
kR-linear isomorphism
(9.6.29) HomkR(mR/m
2
R,M)
∼→ ExalR(kR,M) ϕ 7→ ϕ ∗ U
(notation of [52, §2.5.5]), where
U : 0→ mR/m2R → R/m2R → kR → 0
is the natural extension. There is a natural surjection
HomkR(mR/m
2
R,M)→ Ext1kR(Θ,M [0])
and the foregoing implies that the natural isomorphism
Ext1kR(τ
≥−1LkR/A,M [0])
∼→ ExalA(kR,M)
is also realized as in (9.6.29) : given a class c inExt1kR(Θ,M |0]), take an arbitrary representative
ϕ : mR/m
2
R → M , and the correspondence associates with c the class of the push out ϕ ∗ U .
By the same token, we have a natural isomorphism
Ext1kR(τ
≥−1kR ⊗kA LkA/A,M(0]) ∼→ ExalA(kA,M) for every kR-moduleM
and on the one hand, the map Ext1kR((9.6.28),M [0]) is identified naturally with the map
ExalA(kR,M)→ ExalA(kA,M)
FOUNDATIONS FOR ALMOST RING THEORY 843
given by pull back along the inclusion map ι : kA → kR. On the other hand, by [73, III.1.2.8],
the identification (9.6.25) induces the isomorphism
HomkA(mA/m
2
A,M)
∼→ ExalA(kA,M) ϕ′ 7→ ϕ′ ∗ U ′
where
U ′ : 0→ mA/m2A → A/m2A → kA → 0
is the natural extension. So finally, the assertion boils down to the identity
(ϕ ◦ γ) ∗ U ′ = ϕ ∗ U ∗ ι in ExalA(kA,M)
for every kR-moduleM and every ϕ : mR/m
2
R → M . We leave the verification as an exercise
for the reader.
(iii) is a standard calculation (more precisely, the complement of Ω1A/Z ⊗A R in Ω1R/Z is the
free R-module generated by dT1, . . . , dTn).
(iv): If p ∈ m2A, the assertion follows from (iii). Suppose then that p /∈ m2A. By inspecting
the constructions, we get a natural commutative ladder of k
1/p
R -vector spaces
0 // V1(kA)⊗k1/pA k
1/p
R
//

ΩA ⊗k1/pA k
1/p
R
//

Ω1A/Z ⊗A k1/pR //

0
0 // V1(kR) // ΩR // Ω
1
R/Z ⊗R k1/pR // 0
whose central vertical arrow is the map of the claim. However, it is easily seen that the left
vertical arrow is an isomorphism, so the assertion follows from (iii). ♦
Now, pick a free polynomial A-algebra C and a surjective map C → B of A-algebras; let
q ⊂ C be the preimage of mB , set R := Cq, and let mR be the maximal ideal of R. Since
B is formally smooth over A for the topologies of the maximal ideals, the induced surjection
R/m2R → B/m2B admits a section B/m2B → R/m2R which is also a local map of A-algebras. In
view of (iii), there follow commutative diagrams of kB-linear and respectively k
1/p
B -linear maps
(mA/m
2
A)⊗kA kB
''PP
PPP
PPP
PPP
P
// mB/m
2
B
yyttt
ttt
ttt
t
ΩA ⊗kA k1/pB //
%%❑❑
❑❑❑
❑❑❑
❑❑❑
ΩB
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥
mR/m
2
R ΩR
which reduce the assertion to the case where B = R. In this case, write C as the filtered colimit
of the system (Cλ | λ ∈ Λ) of its free polynomial A-subalgebras of finite type; for each λ ∈ Λ,
let qλ := q∩Cλ and Rλ := (Cλ)qλ . Clearly R is the filtered colimit of the system (Rλ | λ ∈ Λ),
so the assertion follows from (iv) and claim 9.6.22(ii). 
9.6.30. Keep the notation of (9.6.1), and let now f1, . . . , fn be a finite sequence of elements
of A, and e1, . . . , en a sequence of integers such that ei > 1 for every i = 1, . . . , n. Set
C := A[T1, . . . , Tn]/(T
e1
1 − f1, . . . , T enn − fn).
Fix a prime ideal n ⊂ C such that n ∩ A = mA, and let B := Cn. So the induced map A → B
is a local ring homomorphism; we denote by mB the maximal ideal of B, and set kB := B/mB .
Also, let ν := dimkA E, where E ⊂ ΩA is the k1/pA -vector space spanned by dAf1, . . . ,dAfn.
Theorem 9.6.31. In the situation of (9.6.30), suppose moreover that :
(a) fi ∈ mA, for every i ≤ n such that p does not divide ei.
(b) mA/m
2
A is a finite dimensional kA-vector space.
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Then mB/m
2
B is a finite dimensional kB-vector space, and we have :
dimkB mB/m
2
B = n+ dimkA mA/m
2
A − ν.
Proof. Let q ⊂ A[T1, . . . , Tn] be the preimage of n, set R := A[T1, . . . , Tn]q, and denote by p
the maximal ideal ofR, and by F ⊂ p/p2 the kB-vector space spanned by T e11 −f1, . . . , T enn −fn.
Clearly, we have a short exact sequence
0→ F → p/p2 → mB/m2B → 0.
Suppose first that p /∈ m2A, in which case p /∈ p2, by claim 9.6.22(ii), hence ΩR is defined by
(9.6.12). On the other hand, notice that d(T eii ) = d(T
ei
i −fi)+d(fi) inΩR, since T eii −fi ∈ p.
Now, if ei is a multiple of p, Leibniz’s rule yields d(T
ei
i ) = ei · T ei−1i d(Ti) = 0. If ei is not a
multiple of p, we have fi ∈ mA by assumption; hence Ti ∈ p and therefore d(T eii ) = 0 again,
since ei > 1. In either case, we find
d(fi) = −d(T eii − fi) in ΩR, for every i = 1, . . . , n.
In view of proposition 9.6.14, it follows that
dimkB mB/m
2
B = dimkB p/p
2 − dim
k
1/p
B
E ′
where E ′ ⊂ ΩR is the k1/pB -vector space spanned by d(f1), . . . ,d(fn). Then the assertion
follows from claim 9.6.22(i,iv).
Lastly, suppose p ∈ m2A, so that p ∈ p2 as well. Arguing as in the foregoing case, we
see that dimkB F equals the dimension of the kB-vector subspace of Ω
1
R/Z ⊗R kB spanned by
df1, . . . , dfn, and in view of claim 9.6.22(iii), the latter equals ν, whence the contention. 
Corollary 9.6.32. In the situation of theorem 9.6.31, the following conditions are equivalent :
(a) A is a regular local ring, and ν = n.
(b) B is a regular local ring.
Proof. Suppose first that (b) holds. Since the map A → B is faithfully flat, it is easily seen
that A is noetherian, and then [41, Ch.0, Prop.17.3.3(i)] shows already that A is a regular local
ring. Moreover, C is clearly a finite A-algebra, therefore dimkB mB/m
2
B = dimB ≤ dimA =
dimkA mA/m
2
A. Theorem 9.6.31 then implies that ν = n, so (a) holds.
Next, suppose that (a) holds. We apply theorem 9.6.31 as in the foregoing, to deduce that
dimB = dimA = dimkB mB/m
2
B , whence (b) : details left to the reader. 
Remark 9.6.33. (i) Keep the notation of corollary 9.6.32. In [41, Ch.0, Th.22.5.4] it is asserted
that condition (b) is equivalent to the following :
(a’) A is regular and the space E ⊂ Ω1A/Z ⊗A kA spanned by df1, . . . , dfn has dimension n.
When p ∈ m2A, this condition (a’) agrees with our condition (a), so in this case of course we
do have (a’)⇔(b). However, the latter equivalence fails in general, in case p /∈ mA : the mistake
is found in [41, Ch.0, Rem.22.4.8], which is false. The implication (a’)⇒(b) does remain true in
all cases : this is easily deduced from theorem 9.6.31, since the image of dA(f) inΩ
1
A/Z⊗kAk1/pA
agrees with df ⊗ 1, for every f ∈ A. The proof of loc.cit. is correct for p ∈ m2A, which is the
only case that is used in the proof of corollary 9.6.32.
(ii) Moreover, in the situation of corollary 9.6.32, suppose that B is a regular local ring.
Then the sequence
(dBf
1/e1
1 , . . . ,dBf
1/en
n )
spans a k
1/p
B -vector subspace of ΩB of dimension n. Indeed, consider the ring
C := B[T1, . . . , Tn]/(T
p
1 − f 1/e11 , . . . , T pn − f 1/enn ).
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Corollary 9.6.32 applies to the extension A ⊂ C, the sequence (f1, . . . , fn), and the sequence
of integers (pe1, . . . , pen), so C is a regular local ring. But the same corollary applies as well to
the extension B ⊂ C, the sequence (f 1/e11 , . . . , f 1/enn ), and the sequence of integers (p, . . . , p),
and yields the assertion.
(iii) Let us say that the sequence (f1, . . . , fn) is maximal in A if
(dAf1, . . . ,dAfn)
is a basis of the k
1/p
A -vector space ΩA. Then, in the situation of (ii), we claim that the sequence
(f1, . . . , fn) is maximal in A if and only if the sequence (f
1/e1
1 , . . . , f
1/en
n ) is maximal in B.
Indeed, under the current assumptions we have dimkA Ω
1
kA/Z
= dimkB Ω
1
kB/Z
, since these in-
tegers are equal to the transcendence degree of kA (and kB) over Fp, and on the other hand
dimkA mA/m
2
A = dimkB mB/m
2
B, since A and B are regular local rings of the same dimen-
sion; then the assertion follows from (ii), lemma 9.6.3 and proposition 9.6.14 (details left to the
reader).
(iv) Likewise, consider any morphism ϕ : A→ B in Local fulfilling conditions (a),(b) and
(c) of proposition 9.6.17(ii). Then clearly the sequence (f1, . . . , fn) is maximal in A if and only
if the sequence (ϕ(f1), . . . , ϕ(fn)) is maximal in B.
9.6.34. Let p > 0 be a prime integer, and A an Fp-algebra. Denote by ΦA : A → A the
Frobenius endomorphism of A, given by the rule : a 7→ ap for every a ∈ A. For every A-
moduleM , we let M(Φ) be the A-module obtained from M via restriction of scalars along the
map ΦA (that is, a ·m := apm for every a ∈ A andm ∈M). Notice that ΦA is an A-linear map
A→ A(Φ). Theorem 9.6.35, and part (i) of the following theorem 9.7.26 are due to E.Kunz.
Theorem 9.6.35. Let A be a noetherian local Fp-algebra. Then the following conditions are
equivalent :
(i) A is regular.
(ii) ΦA is a flat ring homomorphism.
(iii) There exists n > 0 such that ΦnA is a flat ring homomorphism.
Proof. (i)⇒(ii): Let A∧ be the completion of A, and f : A→ A∧ the natural map. Clearly
f ◦ ΦA = ΦA∧ ◦ f.
Since f is faithfully flat, it follows that ΦA is flat if and only if the same holds for ΦA∧ , so we
may replace A by A∧, and assume from start that A is complete, hence A = k[[T1, . . . , Td]], for
a field k of characteristic p, and d = dimA ([41, Ch.0, Th.19.6.4]). Then, it is easily seen that
ΦA(A) = A
p = kp[[T p1 , . . . , T
p
d ]].
Set B := k[[T p1 , . . . , T
p
d ]]; the ring A is a free B-module (of rank p
d), hence it suffices to check
that the inclusion map Ap → B is flat. However, denote by m the maximal ideal of Ap; clearly
B is an m-adically ideal-separated A-module (see [89, p.174, Def.]), hence it suffices to check
that B/mkB is a flat Ap/mk-module for every k > 0 ([89, Th.22.3]). The latter is clear, since
k[T p1 , . . . , T
p
d ] is a flat k
p[T p1 , . . . , T
p
d ]-module.
(ii)⇒(iii) is obvious.
(iii)⇒(i): Notice first that SpecΦnA is the identity map on the topological space underlying
SpecA; especially, ΦnA is flat if and only if it is faithfully flat, and the latter condition implies
that ΦnA is injective. We easily deduce that if (iii) holds, then A is reduced. Now, consider quite
generally, any finite system x• := (x1, . . . , xt) of elements of A, and let I ⊂ A be the ideal
generated by x•; we shall say that x• is a system of independent elements, if I/I
2 is a free
A/I-module of rank n. We show first the following :
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Claim 9.6.36. Let y, z, x2, . . . , xt be a family of elements of A, such that x• := (yz, x2, . . . , xt)
is a system of independent elements, and denote by J ⊂ A the ideal generated by x•. We have :
(i) (y, x2, . . . , xt) is a system of independent elements of A.
(ii) If lengthAA/J is finite, then
lengthAA/J = lengthAA/(y, x2, . . . , xt) + lengthAA/(z, x2, . . . , xt).
Proof of the claim. (i): Suppose a1y+a2x2+ · · ·+atxt = 0 is a linear relation with a1, . . . , at ∈
A, and let I ⊂ A be the ideal generated by y, x2, . . . , xt. We have to show that a1, . . . , at ∈ I .
However, as a1yz + a2zx2 + · · · + atzxt = 0, it follows by assumption, that a1 lies in J ⊂ I .
Write a1 = b1yz + b2x2 + · · ·+ btxt; then
b1y
2z + (a2 + b2y)x2 + · · ·+ (at + bty)xt = 0.
Therefore ai + biy ∈ J for i = 2, . . . , t, and therefore a2, . . . , at ∈ I , as required.
(ii): It suffices to show that the natural map of A-modules :
A/(z, x2, · · · , xt)→ I/J a 7→ ay + J
is an isomorphism. However, the surjectivity is immediate. To show the injectivity, suppose
that ay ∈ J , i.e. ay = b1yz + b2x2 + · · · + btxt for some b1, . . . , bt ∈ A; we deduce that
(b1z − a)yz + b2zx2 + · · ·+ btzxt = 0, hence a− b1z ∈ J by assumption, so a lies in the ideal
generated by z, x2, . . . , xt, as required. ♦
Now, set q := pn, and Aν := A
qν ⊂ A for every integer ν > 0; pick a minimal system
x• := (x1, . . . , xt) of generators of the maximal ideal mA of A, and notice that, since A is
reduced, ΦnνA induces an isomorphism A → Aν , hence x(ν)• := (xq
ν
1 , . . . , x
qν
t ) is a minimal
system of generators for the maximal idealmν ofAν . Set as well Iν := mνA; since the inclusion
map Aν → A is flat by assumption for every ν > 0, we have a natural isomorphism of A-
modules
(mν/m
2
ν)⊗Aν A ∼→ Iν/I2ν .
On the other hand, set kν := Aν/mν ; by Nakayama’s lemma, dimkν mν/m
2
ν = t, so Iν/I
2
ν is
a free A-module of rank t, i.e. x
(ν)
• is an independent system of elements of A. From claim
9.6.36(ii) and a simple induction, we deduce that
(9.6.37) lengthAA/Iν = lengthA∧A
∧/IνA
∧ = qνt for every ν > 0
(where the first equality holds, since Iν is an open ideal in themA-adic topology of A). Accord-
ing to [41, Ch.0, Th.19.9.8] (and its proof), A∧ contains a field isomorphic to k0 := A/mA, and
the inclusionmap k0 → A∧ extends to a surjective ring homomorphism k0[[X1, . . . , Xt]]→ A∧,
such thatXi 7→ xi for i = 1, . . . , t. Denote by J the kernel of this surjection; in view of (9.6.37),
we have
lengthA∧k0[[X1, . . . , Xt]]/(J,X
qν
1 , . . . , X
qν
t ) = q
νt
which means that J ⊂ (Xqν1 , . . . , Xq
ν
t ) for every ν > 0. We conclude that J = 0, and A
∧ =
k0[[X1, . . . , Xt]] is regular, so the same holds for A. 
The last result of this section is a characterization of regular local rings via the cotangent
complex, borrowed from [2], which shall be used in the following section on excellent rings.
Lemma 9.6.38. Let A be a ring, (a1, . . . , an) a regular sequence of elements of A, that gener-
ates an ideal I ⊂ A, and set A0 := A/I . Then there is a natural isomorphism
LA0/A
∼→ I/I2[1] in D(A0-Mod)
and I/I2 is a free A0-module of rank n.
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Proof. Notice that H0LA0/A = 0, and there is a natural isomorphism H1LA0/A
∼→ I/I2 ([73,
Ch.III, Cor.1.2.8.1]). There follows a natural morphism LA0/A → I/I2[1], and we shall show
more precisely, that this morphism is an isomorphism. We proceed by induction on n. Hence,
suppose first that n = 1, set a := a1, and B := A[T ], the free polynomial A-algebra in one
variable; define a map of A-algebras B → A by the rule T 7→ a. Set also B0 := B/TB (so B0
is isomorphic to A). Since a is regular, it is easily seen that the natural morphism
B0
L⊗B A→ B0 ⊗B A = A0
is an isomorphism inD(B-Mod). It follows that the induced morphismLB0/B⊗B0A0 → LA0/A
is an isomorphism in D(A0-Mod) ([73, Ch.II, Prop.2.2.1]), so it suffices to check the assertion
for the ring B and its regular element T . However, the sequence of ring homomorphisms
A→ B → B0 induces a distinguished triangle ([73, Ch.II, Prop.2.1.2])
LB/A ⊗B B0 → LB0/A → LB0/B → LB/A ⊗B B0[1]
and since clearly LB0/A ≃ 0 in D(B0-Mod), and LB/A ≃ Ω1B/A[0] ≃ B[0] ([73, Ch.II,
Prop.1.2.4.4]), the assertion follows (details left to the reader). Next, suppose that n > 1,
and that the assertion is already known for regular sequences of length < n. Denote by I ′ ⊂ A
the ideal generated by a1, . . . , an−1, and set A
′ := A/I ′. There follows a sequence of ring ho-
momorphismsA→ A′ → A0, and the inductive assumption implies that the natural morphisms
LA′/A → I ′/I ′2[1] LA0/A′ → I/(I2 + I ′)[1]
are isomorphisms, and I ′/I ′2 (resp. I/(I2 + I ′)) is a free A′-module (resp. A0-module) of
rank n − 1 (resp. of rank 1). Then the assertion follows easily, by inspecting the distinguished
triangle
LA′/A ⊗A′ A0 → LA0/A → LA0/A′ → LA′/A ⊗A′ A0[1]
given again by [73, Ch.II, Prop.2.1.2] (details left to the reader). 
Proposition 9.6.39. Let A be a local noetherian ring, a ∈ A a non-invertible element, and set
A0 := A/aA. The following conditions are equivalent :
(a) a is a regular element of A.
(b) H2LA0/A = 0, and aA/a
2A is a free A0-module of rank one.
Proof. For any ring R, any non-invertible element x ∈ R, and any n ∈ N, set Rn := R/xn+1R,
and consider the R0-linear map
βx,n : R0 → xnR/xn+1R
induced by multiplication by xn. We remark :
Claim 9.6.40. Suppose that R is a noetherian local ring, denote by κR the residue field of R,
and let n > 0 be any given integer. The following conditions are equivalent :
(c) βx,n is an isomorphism.
(d) xn 6= 0 and TorR01 (xnR/xn+1R, κR) = 0.
(e) xn 6= 0 and the surjection R0 → κR induces a surjective map
H2(LRn−1/R ⊗Rn−1 R0)→ H2(LRn−1/R ⊗Rn−1 κR).
Proof of the claim. It is easily seen that (c)⇒(d).
Conversely, if (d) holds, notice that xnR/xn+1R 6= 0, since⋂n∈N xnR = 0. Hence κR⊗Rβx,n
is an isomorphism of one-dimensional κR-vector spaces. On the other hand, under assumption
(d), the natural map κR ⊗R Kerβx,n → Ker(κR ⊗R βx,n) is an isomorphism. By Nakayama’s
lemma, we conclude that Kerβx,n = 0, i.e. (c) holds.
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Next, recall the natural isomorphism of R0-modules
H1(LRn−1/R ⊗Rn−1 M) ∼→ xnR/x2nR⊗Rn−1 M ∼→ xnR/xn+1R⊗R0 M
for every R0-module M ([73, Ch.III, Cor.1.2.8.1]). Denote by m0 the kernel of the surjection
R0 → κR; there follows a left exact sequence
0→ TorR01 (xnR/xn+1R, κR)→ H1(LRn−1/R ⊗Rn−1 m0)→ H1(LRn−1/R ⊗Rn−1 R0)
which shows that (d)⇔(e) (details left to the reader). ♦
Claim 9.6.41. In the situation of claim 9.6.40, the following conditions are equivalent :
(f) x is a regular element of R.
(g) βx,n is an isomorphism, for every n ∈ N.
Proof of the claim. If (f) holds, xn is a regular element of R for every n > 0, and then (g)
follows easily. Conversely, assume (g), and suppose that yx = 0 for some y ∈ R; we claim
that y ∈ xnR for every n ∈ N. We argue by induction on n : for n = 0, there is nothing to
prove. Suppose that we have already obtained a factorization y = xnz for some z ∈ R. Then
xn+1z = 0, so the class of z in R0 lies in Ker βn+1, hence this class must vanish, i.e. z ∈ xR,
and therefore y ∈ xn+1R. Since⋂n∈N xnR = 0, we deduce that y = 0, whence (f). ♦
Claim 9.6.42. Let f : R → R′ be any ring homomorphism, and set x′ := f(x). Suppose that
βx,n and βx′,n are both isomorphisms, for some integer n ∈ N, and set R′n := R′/x′n+1R′. Then
the induced morphism
LR0/Rn ⊗R0 R′0 → LR′0/R′n
is an isomorphism in D(R′0-Mod).
Proof of the claim. If n = 0, there is nothing to prove, hence assume that n > 0. We remark
that, for every i = 0, . . . , n, the complex
Rn
xi+1−−−→ Rn x
n−i−−−→ Rn
is exact. Indeed, for i = 0, this results immediately from the assumption that Ker βn,x = 0.
Suppose that i > 0, and that the assertion is already known for i−1; then, if yxn−i ∈ xn+1R for
some y ∈ R, the inductive hypothesis yields y ∈ xiR, so say that y = xiu and yxn−i = zxn+1
for some u, z ∈ R. It follows that xn(u − zx) = 0, and then u − zx ∈ xR, again since
Ker βx,n = 0; thus, u ∈ xR, and y ∈ xi+1R, as asserted.
We deduce that the Rn-module R0 admits a free resolution
Σ : · · · → Rn x−→ Rn x
n−−→ Rn x−→ Rn → R0.
The same argument applies to R′ and its element x′, and yields a corresponding free resolution
Σ′ of the R′n-module R
′
0. A simple inspection shows that Σ
′ ⊗Rn R′n = Σ, i.e. the natural
morphism R0
L⊗Rn R′n → R′0 is an isomorphism in D(R′0-Mod). The claim then follows from
[73, Ch.II, Prop.2.2.1]. ♦
With these preliminaries, we may now return to the situation of the proposition : first, lemma
9.6.38 says that (a)⇒(b). For the converse, we shall apply the criterion of claim 9.6.41 : namely,
we shall show, by induction on n, that βa,n : A0 → anA/an+1A is bijective for every n ∈ N.
For n = 0, there is nothing to prove. Assume that n > 0, and that the assertion is already
known for n− 1. Let m ⊂ A[T ] be the (unique) maximal ideal containing T , and set B := Am.
We let f : B → A be the map of A-algebras given by the rule : T 7→ a. Define as usual
Bn := B/T
n+1B and An := A/a
n+1A for every n ∈ N. Clearly βT,n−1 : B0 → T n−1B/T nB
is bijective, and the same holds for βa,n−1, by inductive assumption. Then, claim 9.6.42 says
that the induced morphism LB0/Bn−1 ⊗B0 A0 → LA0/An−1 is an isomorphism in D(A0-Mod).
FOUNDATIONS FOR ALMOST RING THEORY 849
Denote by κ the residue field of A and B, and notice as well that H2(LA0/A ⊗A0 κ) = 0, by
virtue of (b). Consequently, the commutative diagram of ring homomorphisms
B //

Bn−1 //

B0

A // An−1 // A0
induces a commutative ladder with exact rows ([73, Ch.II, Prop.2.1.2]) :
H3(LB0/Bn−1 ⊗B0 κ) //

H2(LBn−1/B ⊗Bn−1 κ)

// H2(LB0/B ⊗B0 κ)

H3(LA0/An−1 ⊗A0 κ) // H2(LAn−1/A ⊗An−1 κ) // 0
whose left vertical arrow is an isomorphism. It follows that the central vertical arrow is surjec-
tive. Consider now the commutative diagram
(9.6.43)
H2(LBn−1/B ⊗Bn−1 B0) //

H2(LBn−1/B ⊗Bn−1 κ)

H2(LAn−1/A ⊗An−1 A0) // H2(LAn−1/A ⊗An−1 κ)
induced by the mapsB0 → A0 → κ. We have just seen that the right vertical arrow of (9.6.43) is
surjective, and the same holds for its top horizontal arrow, in light of claim 9.6.40. Thus, finally,
the bottom horizontal arrow is surjective as well, so βa,n is an isomorphism (claim 9.6.40), and
the proposition is proved. 
Theorem 9.6.44. Let A be a noetherian local ring, I ⊂ A an ideal, and set A0 := A/I . The
following conditions are equivalent :
(a) Every minimal system of generators of I is a regular sequence of elements of A.
(b) I is generated by a regular sequence of A.
(c) The natural morphism LA0/A → I/I2[1] is an isomorphism in D(A0-Mod), and I/I2
is a flat A0-module.
(d) H2LA0/A = 0, and I/I
2 is a flat A0-module.
Proof. Clearly (a)⇒(b) and (c)⇒(d); also, lemma 9.6.38 shows that (b)⇒(c).
(d)⇒(a): Let (a1, . . . , an) be a minimal system of generators for I; recall that the length n
of the sequence equals dimκ I ⊗A κ, where κ denotes the residue field of A. We shall argue by
induction on n. For n = 0, there is nothing to show, and the case n = 1 is covered by proposition
9.6.39. Set B := A/a1A and J := IB. Assumption (d) implies that H2(LA0/A ⊗A0 κ) = 0,
therefore the sequence of ring homomorphisms A→ B → A0 induces an exact sequence
0→ H2(LA0/B ⊗A0 κ)→ H1(LB/A ⊗B κ)→ I ⊗A κ→ J ⊗B κ→ 0
([73, Ch.II, Prop.2.1.2 and Ch.III, Cor.1.2.8.1]). However, clearly J admits a generating system
of length n − 1, hence n′ := dimκ J ⊗B κ < n. On the other hand, dimκH1(LB/A ⊗B κ) =
1, so we have necessarily n′ = n − 1 and H2(LA0/B ⊗A0 κ) = 0. The latter means that
H2LA0/B = 0 and J/J
2 is a flat B-module. By inductive assumption, we deduce that the
sequence (a2, . . . , an) of the images in B of (a2, . . . , an), is regular. By virtue of lemma 9.6.38,
it follows that H3(LA0/B ⊗A0 κ) = 0, whence a left exact sequence
0→ H2(LB/A ⊗B κ)→ H2(LA0/A ⊗A0 κ) = 0
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obtained by applying again [73, Ch.II, Prop.2.1.2 and Ch.III, Cor.1.2.81] to the sequence A→
B → A0. Thus, H2LB/A = 0 and a1A/a21A is a flat B-module, so a1 is a regular element
(proposition 9.6.39) and finally, (a1, . . . , an) is a regular sequence, as required. 
Corollary 9.6.45. Let A be a local noetherian ring, with maximal ideal m, and residue field κ.
Then the following conditions are equivalent :
(a) A is regular.
(b) The natural morphism Lκ/A → m/m2[1] is an isomorphism.
(c) H2Lκ/A = 0.
Proof. It follows immediately, by invoking theorem 9.6.44 with I := m, and lemma 9.6.38. 
9.7. Excellent rings. Recall that a morphism of schemes f : X → Y is called regular, if
it is flat, and for every y ∈ Y , the fibre f−1(y) is locally noetherian and regular ([42, Ch.IV,
De´f.6.8.1]).
Lemma 9.7.1. Let f : X → Y and g : Y → Z be two morphisms of locally noetherian
schemes. We have :
(i) If f and g are regular, then the same holds for g ◦ f .
(ii) If g ◦ f is regular, and f is faithfully flat, then g is regular.
Proof. (i): Clearly h := g ◦ f is flat. Let z ∈ Z be any point, and K any finite extension of
κ(z). Set
X ′ := h−1(z)×κ(z) K and Y ′ := g−1(z)×κ(z) K.
It is easily seen that the induced morphism f ′ : X ′ → Y ′ is regular. Moreover, for every y ∈ Y ′,
the local ring OY ′,y′ is regular, since g is regular. Then the assertion follows from :
Claim 9.7.2. Let A → B be a flat and local ring homomorphism of local noetherian rings.
Denote by mA ⊂ A the maximal ideal, and suppose that both A and B0 := B/mAB are regular.
Then B is regular.
Proof of the claim. On the one hand, dimB = dimA + dimB0 ([41, Ch.IV, Cor.6.1.2]). On
the other hand, let a1, . . . , an be a minimal generating system for mA, and b1, . . . , bm a system
of elements of the maximal ideal mB of B, whose images in B0 is a minimal generating system
for mB/mAB. By Nakayama’s lemma, it is easily seen that the system a1, . . . , an, b1, . . . , bm
generates the ideal mB . Since A and B0 are regular, n = dimA and m = dimB, so n +m =
dimB, and the claim follows. ♦
(ii): Clearly g is flat. Then the assertion follows easily from [41, Ch.0, Prop.17.3.3(i)] :
details left to the reader. 
Definition 9.7.3. Let A be a noetherian ring.
(i) We say that A is a G-ring, if the formal fibres of SpecA are geometrically regular, i.e.
for every p ∈ SpecA, the natural morphism SpecA∧p → SpecAp from the spectrum of
the p-adic completion of A, is regular : see [42, Ch.IV, §7.3.13].
(ii) We say that A is quasi-excellent, if A is a G-ring, and moreover the following holds.
For every prime ideal p ⊂ A, and every finite radicial extension K ′ of the field of
fractionsK of B := A/p, there exists a finiteB-subalgebraB′ ofK ′ such that the field
of fractions of B′ is K ′, and the regular locus of SpecB′ is an open subset (the latter
is the set of all prime ideals q ⊂ B′ such that B′q is a regular ring).
(iii) We say that A is a Nagata ring, if the following holds. For every p ∈ SpecA and every
finite field extension κ(p) ⊂ L, the integral closure of A/p in L is a finite A-module.
(The rings enjoying this latter property are called universally japanese in [41, Ch.0,
De´f.23.1.1].)
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(iv) We say thatA is universally catenarian if everyA-algebraB of finite type is catenarian,
i.e. any two saturated chains (p0 ⊂ · · · ⊂ pn), (q0 ⊂ · · · ⊂ qm) of prime ideals of B,
with p0 = q0 and pn = qm, have the same length (so n = m) ([42, Ch.IV, De´f.5.6.2]).
(v) We say thatA is excellent, if it is quasi-excellent and universally catenarian ([42, Ch.IV,
De´f.7.8.2]).
Lemma 9.7.4. Let A be a noetherian ring.
(i) If A is quasi-excellent, then A is a Nagata ring.
(ii) If A is a G-ring, then every quotient and every localization of A is a G-ring.
(iii) Suppose that the natural morphism SpecA∧m → SpecAm is regular for every maximal
ideal m ⊂ A. Then A is a G-ring.
(iv) If A is a local G-ring, then A is quasi-excellent.
(v) If A is a complete local ring, then A is excellent.
Proof. (i): This is [42, Ch.IV, Cor.7.7.3].
(ii): The assertion for localizations is obvious. Next, if I ⊂ A is any ideal, and p ⊂ A any
prime ideal containing I , then (A/I)∧p = A
∧
p /IA
∧
p , from which it is immediate that A/I is a
G-ring, if the same holds for A.
(iv) follows from [42, Ch.IV, Th.6.12.7, Prop.7.3.18, Th.7.4.4(ii)].
(v): In light of (iv), it suffices to remark that every complete noetherian local ring is univer-
sally catenarian ([42, Ch.IV, Prop.5.6.4] and [41, Ch.0, Th.19.8.8(i)]) and is a G-ring ([41, Ch.0,
Th.22.3.3, Th.22.5.8, and Prop.19.3.5(iii)]).
(iii): Let us remark, more generally :
Claim 9.7.5. Let ϕ : A → B be a faithfully flat ring homomorphism of noetherian rings, such
that f := Specϕ is regular. If B is a G-ring, the same holds for A.
Proof of the claim. In light of (ii), we easily reduce to the case where bothA andB are local, ϕ is
a local ring homomorphism, and it suffices to show that the natural morphism πA : SpecA
∧ →
SpecA is regular (where A∧ is the completion of A). Consider the commutative diagram :
(9.7.6)
SpecB∧
f∧ //
πB

SpecA∧
πA

SpecB
f // SpecA.
By assumption, πB is a regular morphism; Then the same holds for f ◦ πB = πA ◦ f∧ (lemma
9.7.1(i)). However, it is easily seen that the induced map ϕ∧ : A∧ → B∧ is still a local ring
homomorphism, hence f∧ is faithfully flat, so the claim follows from lemma 9.7.1(ii). ♦
Now, in order to prove (iii), it suffices to check that Am is a G-ring for every maximal ideal
m ⊂ A. In view of our assumption, the latter assertion follows from claim 9.7.5 and (v). 
Proposition 9.7.7. LetA be a ring,B a noetherianA-algebra of finite (Krull) dimension, n ∈ N
an integer, and suppose that Hk(LB/A ⊗B κ(p)) = 0 for every prime ideal p ⊂ B and every
k = n, . . . , n+ dimB. Then Hn(LB/A ⊗B M) = 0 for every B-moduleM .
Proof. Let us start out with the following more general :
Claim 9.7.8. Let A be a ring, B a noetherian A-algebra, p ∈ SpecB a prime ideal, n ∈ N an
integer, and suppose that the following two conditions hold :
(a) Hn(LB/A ⊗B κ(p)) = 0.
(b) Hn+1(LB/A ⊗B B/q) = 0 for every proper specialization q of p in SpecB.
Then,Hn(LB/A ⊗B B/p) = 0.
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Proof of the claim. Let b ∈ B \ p be any element, and set M := B/(p + bB). Since B
is noetherian, M admits a finite filtration M0 ⊂ M1 ⊂ · · · ⊂ Mn := M such that, for every
i = 0, . . . , n−1, the subquotientMi+1/Mi is isomorphic toB/q, for some proper specialization
q of p ([89, Th.6.4]). From (b), and a simple induction, we deduce thatHn+1(LB/A⊗BM) = 0.
Whence, by considering the short exact sequence of B-modules
0→ B/p b−→ B/p→M → 0
we see that scalar multiplication by b is an injective map on the B-moduleHn(LB/A ⊗B B/p).
Since this holds for every b ∈ B \ p, we conclude that the natural map
Hn(LB/A ⊗B B/p)→ Hn(LB/A ⊗B B/p)⊗B Bp = Hn(LB/A ⊗B κ(p))
is injective. Then the assertion follows from (a). ♦
Now, let p ⊂ B be any prime ideal; the assumption, together with claim 9.7.8 and a simple
induction on d := dimB/p, shows that
Hk(LB/A ⊗B B/p) = 0 for every k = n, . . . , n+ dimB − d.
For anyB-moduleM , setH(M) := Hn(LB/A⊗BM). Especially, we getH(B/p) = 0, for any
prime ideal p ⊂ B. Since B is noetherian, it follows easily that H(M) = 0 for any B-module
M of finite type (details left to the reader). Next, ifM is arbitrary, we may write it as the union
of the filtered family (Mi | i ∈ I) of its submodules of finite type; sinceH(M) is the colimit of
the induced system (H(Mi) | i ∈ I), we see that H(M) = 0, as sought. 
Corollary 9.7.9. Let A → B be a homomorphism of noetherian rings. Then the following
conditions are equivalent :
(a) Ω1B/A is a flat B-module, andHiLB/A = 0 for every i > 0.
(b) Ω1B/A is a flat B-module, andH1LB/A = 0.
(c) The induced morphism of schemes f : SpecB → SpecA is regular.
(d) H1(LB/A ⊗B κ(x)) = 0 for every x ∈ SpecB.
Proof. Let x ∈ X := SpecB be any point; according to [41, Ch.0, Th.19.7.1], the following
conditions are equivalent :
(e) the map on stalksOY,f(x) → OX,x is formally smooth for the preadic topologies defined
by the maximal ideals.
(f) f is flat at the point x, and the κ(f(x))-algebra Of−1f(x),x is geometrically regular.
On the other hand, by virtue of proposition 8.6.30, condition (e) is equivalent to the vanishing of
H1(LB/A ⊗B κ(x)), whence (b)⇒(c)⇔(d). It remains to check that (d)⇒(a). However, assume
(d); taking into account proposition 9.7.7, and arguing by induction on i, we easily show that
(a) will follow, provided
Hi(LB/A ⊗B κ(x)) = 0 for every x ∈ X and every i > 1.
For every x ∈ X , set Bx := OX,x ⊗A κ(f(x)); since B is A-flat, the latter holds if and only if
Hi(LBx/κ(f(x)) ⊗B κ(x)) = 0 for every x ∈ X and every i > 1
([73, Ch.II, Prop.2.2.1 and Ch.III, Cor.2.3.1.1]). Hence, we may replace A by κ(f(x)), and B
by Bx, and assume from start that A is a field and B is a local geometrically regular A-algebra
with residue field κB , and it remains to check that Hi(LB/A ⊗B κB) = 0 for every i > 1.
However, in view of corollary 9.6.45, the sequence of ring homomorphisms A → B → κB
yields an isomorphism
Hi(LB/A ⊗B κB) ∼→ HiLκB/A for every i > 1
([73, Ch.II, Prop.2.1.2]) so we conclude by the following general :
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Claim 9.7.10. LetK ⊂ E be any extension of fields. Then HiLE/K = 0 for every i > 1.
Proof of the claim. By [73, Ch.II, (1.2.3.4)], we may reduce to the case where E is a finitely
generated extension of K, say E = K(a1, . . . , an). We proceed by induction on n. If n = 1,
then E is either an algebraic extension or a purely transcendental extension of K. In the latter
case, the assertion is immediate ([73, Ch.II, Prop.1.2.4.4 and Ch.III, Cor.2.3.1.1]). For the case
of an algebraic extension, the assertion is a special case of [52, Th.6.3.32(i)] (we apply loc.cit.
to the valued field (K, | · |)with trivial valuation | · |). Lastly, if n > 1, set L := K(a1, . . . , an−1).
By inductive assumption we haveHiLL/K = HiLE/L = 0 for i > 1; on the other hand, there is
a distinguished triangle ([73, Ch.II, Prop.2.1.2])
LL/K ⊗L E → LE/K → LE/L → LL/K ⊗L E[1] in D(E-Mod).
The sought vanishing follows immediately, 
Corollary 9.7.11. LetA be a local noetherian ring,A∧ the completion ofA. Then the following
conditions are equivalent :
(a) A is quasi-excellent.
(b) Ω1A∧/A is a flat A
∧-module, and H1LA∧/A = 0.
(c) Ω1A∧/A is a flat A
∧-module, and HiLA∧/A = 0 for every i > 0.
Proof. Taking into account lemma 9.7.4(iii), this is a special case of corollary 9.7.9. 
Proposition 9.7.12. Let p > 0 be a prime integer, A a regular local and excellent Fp-algebra,
B a local noetherian A-algebra, mB the maximal ideal of B, andM a B-module of finite type.
Then the B-module Ω1A/Fp ⊗A M is separated for the mB-preadic topology.
Proof. Let ϕ : A → B be the structure morphism, and set p := ϕ−1mB; the localization Ap is
still excellent (lemma 9.7.4(ii,iv)) and regular, and clearly Ω1Ap/Fp⊗ApM = Ω1A/Fp⊗AM , hence
we may replace A by Ap, and assume that ϕ is local. Let A
∧ and B∧ be the completions of A
and B, set M∧ := B∧ ⊗B M , and notice that both of the natural maps Fp → A and A → A∧
are regular. In view of corollary 9.7.9, it follows that both of the natural B-linear maps
Ω1A/Fp ⊗A M → Ω1A/Fp ⊗A M∧ Ω1A/Fp ⊗A M → Ω1A∧/Fp ⊗A∧ M∧
are injective (to see the injectivity of the second map, one applies the transitivity triangle arising
from the sequence of ring homomorphisms Fp → A → A∧ : details left to the reader). Thus,
we may assume that A is complete. Now, for every ring R, and every integerm ∈ N, set
(9.7.13) R(m) := R[[T1, . . . , Tm]] R〈m〉 := R[[T
p
1 , . . . , T
p
m]] ⊂ R(m).
With this notation, we have an isomorphism A
∼→ κ(d) of Fp-algebras, where κ is the residue
field of A, and d := dimA ([41, Ch.0, Th.19.6.4]).
Claim 9.7.14. LetK be any field of characteristic p, andm ∈ N any integer. We have :
(i) There exists a cofiltered system (Kλ | λ ∈ Λ) of subfields of K such that [K : Kλ] is
finite for every λ ∈ Λ, and ⋂λ∈ΛKλ = Kp.
(ii) For every system (Kλ | λ ∈ Λ) fulfilling the condition of (i), the following holds :
(a) Ω1
K(m)/K
λ
〈m〉
is a freeK(m)-module of finite rank, for every λ ∈ Λ, and the rule
M 7→ Ωm(M) := lim
λ∈Λ
(Ω1K(m)/Kλ〈m〉
⊗K(m) M)
defines an exact functorK(m)-Mod→ K(m)-Mod.
(b) The natural map
ηm(M) : Ω
1
K(m)/Fp
⊗K(m) M → Ωm(M)
is injective for everyK(m)-moduleM .
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(c) Let F (resp. F λ) denote the field of fractions of K(m) (resp. of K
λ
〈m〉, for every
λ ∈ Λ); then ⋂λ∈Λ F λ = F p.
Proof of the claim. (i) and (ii.c) follow from [41, Ch.0, Prop.21.8.8] (and its proof).
(ii.a): For given λ ∈ Λ, say that x1, . . . , xr is a p-basis ofK overKλ; then it is easily seen that
x1, . . . , xr, T1, . . . , Tm is a p-basis of K(m) over K
λ
〈m〉 (see [41, Ch.0, De´f.21.1.9]). According
to [41, Ch.0, Cor.21.2.5], it follows that Ω1
K(m)/K
λ
〈m〉
is the free K(m)-module of finite type with
basis dx1, . . . , dxr, dT1, . . . , dTm. Moreover, say that K
µ ⊂ Kλ, and let xr+1, . . . , xs be a p-
basis of Kλ over Kµ; then x1, . . . , xs is a p-basis of K over K
µ ([41, Ch.0, Lemme 21.1.10]),
so the induced map
Ω1K(m)/Kµ〈m〉
→ Ω1K(m)/Kλ〈m〉
is a projection onto a direct factor, and the assertion follows easily.
(ii.b): We are easily reduced to the case whereM is aK(m)-module of finite type, and in light
of (ii.a), we may further assume thatM is a cyclic K(m)-module. Next, we remark that, due to
(ii.c), the natural map
Ω1F/Fp → limλ∈ΛΩ
1
F/Fλ
is injective ([41, Ch.0, Th.21.8.3]); in other words, ηm(F ) is injective. In order to show the
injectivity of ηm(M), it then suffices to check that the functor M 7→ Ω1K(m)/Fp ⊗K(m) M is
exact. The latter holds by virtue of corollary 9.7.9, since the (unique) morphism of schemes
SpecK(m) → SpecFp is obviously regular. This completes the proof for m = 0. Suppose now
that m > 0, and that the injectivity of ηn(M) is already known for every n < m and every
K(n)-module M . By the foregoing, it remains to check that ηm(K(m)/I) is injective, for every
non-zero ideal I ⊂ K(m). Pick any non-zero f ∈ I , and set R := K(m−1); according to [22,
Ch.VII, n.7, Lemme 3] and [22, Ch.VII, n.8, Prop.6], there exist an automorphism σ of the ring
K(m), and elements g ∈ R[Tm], u ∈ K×(m) such that σ(f) = u·g, and g = T dm+a1T d−1m +· · ·+ad
for some d ≥ 0 and certain elements a1, . . . , ad of the maximal ideal of R. However, set
M ′ := K(m)/σ(I); in view of the commutative diagram of Fp-modules :
Ω1K(m)/Fp ⊗K(m) M
ηm(M) //

Ωm(M)

Ω1K(m)/Fp ⊗K(m) M ′
ηm(M ′) // Ωm(M
′)
(whose vertical arrows are induced by σ) we see that ηm(M) is injective, if and only if the same
holds for ηm(M
′). Hence, we may replace I by σ(I), and assume that g ∈ I . In this case, set
also Rλ := Kλ〈m−1〉 for every λ ∈ Λ, and notice that the natural maps
R[Tm]/g
pR[Tm]→ K(m)/gpK(m) Rλ[T pm]/gpRλ[T pm]→ Kλ〈m〉/gpKλ〈m〉
are bijective; there follows a commutative diagram ofK(m)-modules :
Ω1R[Tm]/Fp ⊗R[Tm] M //
αλ⊗R[Tm]M

Ω1K(m)/Fp ⊗K(m) M
ηλm⊗K(m)M

Ω1R[Tm]/Rλ ⊗R[Tm] M // Ω1K(m)/Kλ〈m〉 ⊗K(m) M
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whose horizontal arrows are isomorphisms, and ηm(M) = limλ∈Λ η
λ
m ⊗K(m) M . On the other
hand, for every λ ∈ Λ we have a commutative ladder of R[Tm]-modules with exact rows :
Σλ :
0 // Ω1R/Fp ⊗R R[Tm] //
ηλm−1⊗RR[Tm]

Ω1R[Tm]/Fp
//
αλ

Ω1R[Tm]/R
// 0
0 // Ω1R/Rλ ⊗R R[Tm] // Ω1R[Tm]/Rλ // Ω1R[Tm]/R // 0
and notice that the rows of Σλ ⊗R[Tm] M are still short exact, for every λ ∈ Λ. By induc-
tive assumption, limλ∈Λ η
λ
m−1 ⊗R M is an injective map; we deduce that the same holds for
limλ∈Λ α
λ ⊗R[T ] M , and the claim follows. ♦
Take K := κ, and pick any cofiltered system (Kλ | λ ∈ Λ) as provided by claim 9.7.14(i);
in light of claim 9.7.14(ii.b), it now suffices to show that the resulting Ωd(M) is a separated B-
module, for every noetherian κ(d)-algebra B and every B-module M of finite type. However,
Ωd(M) is a submodule of
∏
λ∈Λ(Ω
1
K(m)/K
λ
〈m〉
⊗K(m) M), hence we are reduced to checking that
each direct factor of the latter B-module is separated. But in view of claim 9.7.14(ii.a), we
see that each such factor is a finite direct sum of copies of M , so finally we come down to the
assertion thatM is separated for the mB-adic topology, which is well known. 
Theorem 9.7.15. Let ϕ : A → B be a local ring homomorphism of local noetherian rings.
Suppose that A is quasi-excellent, and ϕ is formally smooth for the preadic topologies defined
by the maximal ideals. Then Specϕ is regular.
Proof. This is the main result of [3]. We begin with the following general remark :
Claim 9.7.16. Let R be a local noetherian ring, mR ⊂ R the maximal ideal, H : R-Mod →
R-Mod an additive functor, and suppose that
(a) H is R-linear, i.e. H(t · 1M) = t ·H(1M) for every R-moduleM , and every t ∈ R.
(b) H is semi-exact, i.e. for any short exact sequence 0 → M ′ → M → M ′′ → 0 of
R-modules, the induced sequence H(M ′)→ H(M)→ H(M ′′) is exact.
(c) H commutes with filtered colimits.
(d) H(M) is separated for the mR-adic topology, for every R-moduleM of finite type.
(e) H(R/mR) = 0.
ThenH(M) = 0 for every R-moduleM .
Proof of the claim. SinceH commutes with filtered colimits, it suffices to show thatH(M) = 0
for every finitely generatedR-moduleM , and sinceH is semi-exact, a simple induction reduces
further to the case where M is a cyclic R-module. Let now F be the family of all ideals I of
R such that H(R/I) 6= 0, and suppose, by way of contradiction, that F 6= ∅; pick a maximal
element J of F , and set M := R/J . By assumption, J 6= mR; thus, let t ∈ R be a non-
invertible element with t /∈ J ; we get an exact sequence
H(M)
t−→ H(M)→ H(B(m+n)/(J + tB(m+n)))
whose third term vanishes, by the maximality of J . On the other hand,
⋂
n∈N t
nH(M) = 0,
since H(M) is separated. Thus H(M) = 0, contradicting the choice of J , and the claim
follows. ♦
Denote by κ the residue field of A, and for everym,n ∈ N, let ϕm,n : A(m) → B(m+n) be the
composition of ϕ(m) : A(m) → B(m) (the T -adic completion of ϕ ⊗A A[T1, . . . , Tm]) with the
natural inclusion map B(m) → B(m+n) (notation of (9.7.13)).
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Claim 9.7.17. In the situation of the theorem, suppose furthermore that A is either a field or
a complete discrete valuation ring of mixed characteristic. Then, the morphism Specϕm,n is
regular for everym,n ∈ N.
Proof of the claim. Set
H(M) := H1(LB(m+n)/A(m) ⊗B(m+n) M).
We shall consider separately three different cases :
• Suppose first that A is a field of characteristic p > 0. According to corollary 9.7.9, it
suffices to show that H(M) vanishes for every B(m+n)-moduleM . Notice that the natural map
Fp → B(m+n) is regular; from the distinguished triangle ([73, Ch.II, Prop.2.1.2])
LA(m)/Fp ⊗A(m) B(m+n) → LB(m+n)/Fp → LB(m+n)/A(m) → LA(m)/Fp ⊗A(m) B(m+n)[1]
and corollary 9.7.9, we deduce an injective B(m+n)-linear map
H(M)→ Ω1A(m)/Fp ⊗A(m) M
from which it follows that ifM is aB(m+n)-module of finite type,H(M) is a separated B(m+n)-
module, for the preadic topology defined by the maximal ideal of B(m+n) (proposition 9.7.12).
Since ϕ is formally smooth, ϕm,n is also formally smooth for the preadic topologies defined by
the maximal ideals of A(m) and B(m+n); from proposition 8.6.30, we see that H(M) = 0, ifM
is the residue field of B(m+n). Then the assertion follows from claim 9.7.16.
• Next, suppose that A is either a field of characteristic zero, or a complete discrete valuation
ring of mixed characteristic (so either κ = A, or else κ is a field of positive characteristic).
According to corollary 9.7.9, it suffices to show that H(M) vanishes for M = κ(q), where
q ⊂ B(m+n) is any prime ideal. Fix such q, and set p := q ∩ A(m); if p = 0, then M is a
K-algebra, where K is the field of fractions of A(m); now, K is a field of characteristic zero,
and B′ := B(m+n) ⊗A(m) K is a regular local K-algebra, so the induced morphism SpecB′ →
SpecK is regular; since H(M) = H1(LB′/K ⊗B′ M), the assertion follows from corollary
9.7.9. Notice that this argument applies especially to the case where m = 0; for the general
case, we argue by induction onm. Hence, suppose that n ∈ N,m > 0, and that the assertion is
already known for ϕn,m−1.
Consider first the case where A is a discrete valuation ring, and p contains the maximal ideal
of A, and set B := B ⊗A κ. Since ϕm,n is flat, and since M is a B(m+n)-module, we have a
natural isomorphism
H(M)
∼→ H1(LB(m+n)/κ(m) ⊗B(m+n) M).
Then the sought vanishing follows from the foregoing, since B is a formally smooth κ-algebra
(for the preadic topology of its maximal ideal).
Lastly, suppose that either A is a field, or p does not contain the maximal ideal of A (and p 6=
0). In either of these two cases, we may find f ∈ p whose image in κ(m) is not zero. According
to [22, Ch.VII, n.7, Lemme 3] and [22, Ch.VII, n.8, Prop.6], we may find an automorphism σ
of the A-algebra A(m) and elements g ∈ A(m−1)[Tm], u ∈ A×(m) such that σ(f) = u · g, and
g = T dm + a1T
d−1
m + · · · + ad for some d ≥ 0 and certain elements a1, . . . , ad of the maximal
ideal of A(m−1). Denote by σ
′ : B(m)
∼→ B(m) the T -adic completion of σ ⊗A B, and let
σB : B(m+n)
∼→ B(m+n) be the T -adically continuous automorphism that restricts to σ′ onB(m),
and such that σB(Ti) = Ti for i = m+1, . . . , m+n. SetM
′ := B(m+n)/σB(q); by construction,
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we have a commutative diagram of A-algebras
A(m)
ϕm,n //
σ

B(m+n)

σB

A(m)
ϕm,n // B(m+n)
inducing an isomorphism
LB(m+n)/A(n) ⊗B(m+n) M
∼→ LB(m+n)/A(n) ⊗B(m+n) M ′ in D(A-Mod).
Thus, we may replace M by M ′, and assume from start that g ∈ p. In this case, set B′ :=
B[[Tm+1, . . . , Tm+n]], and notice that both of the natural maps
A(m−1)[Tm]/gA(m−1)[Tm]→ A(m)/gA(m) B′(m−1)[Tm]/gB′(m−1)[Tm]→ B(m+n)/gB(m+n)
are isomorphisms. Since both ϕm,n and the map A(m−1)[Tm] → B′(m−1)[Tm] induced by ϕ are
flat ring homomorphisms, there follows a natural isomorphism of B(m+n)-modules :
LB(m+n)/A(n) ⊗B(m+n) M ∼→ LB′(m−1) [Tm]/A(m−1)[Tm] ⊗B′(m−1) [Tm] M
∼→ LB′
(m−1)
/A(m−1) ⊗B′(m−1) M
([73, Ch.II, Prop.2.2.1]). However, the resulting map A(m−1) → B′(m−1) is none else than
ϕm−1,n, up to a relabeling of the variables; the vanishing ofH(M) then follows from the induc-
tive assumption (and from corollary 9.7.9). ♦
Claim 9.7.18. In the situation of the theorem, suppose furthermore that A and B are complete,
and letM be a B-module of finite type. ThenH1(LB/A ⊗B M) is a B-module of finite type.
Proof of the claim. Let f : A0 → κ be a surjective ring homomorphism, with A0 a Cohen ring
([41, Ch.0, Th.19.8.6(ii)]), and set B := B ⊗A κ; in light of [41, Ch.0, Lemme 19.7.1.3], there
exists a flat local, complete and noetherian A0-algebra B0 fitting into a cocartesian diagram :
A0
ψ //
f

B0
fB
κ // B.
Denote by κB the residue field of B; there follow natural isomorphisms of B-modules :
H1(LB/A ⊗B κB) ∼→ H1(LB/κ ⊗B κB) ∼→ H1(LB0/A0 ⊗B0 κB)
([73, Ch.II, Prop.2.2.1]) which, according to proposition 8.6.30, imply that ψ is formally smooth
(for the preadic topologies defined by the maximal ideals). By [41, Ch.0, Th.19.8.6(i)], f lifts
to a ring homomorphism f : A0 → A, whence a commutative diagram
A0
ψ //
ϕ◦f

B0
fB
B // B.
Then, by [41, Ch.0, Cor.19.3.11], the map fB lifts to a ring homomorphism fB : B0 → B.
Notice now that both f and fB are local maps and induce isomorphisms on the residue fields; it
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follows easily that, for suitablem,n ∈ N, they extend to surjective maps g and gB fitting into a
commutative diagram
A0,(m)
ψ(m,n) //
g

B0,(m+n)
gB

A
ϕ // B
whence exact sequences ([73, Ch.II, Prop.2.1.2])
H1(LB0,(m+n)/A0,(m) ⊗B0,(m+n) M)→ H1(LB/A0,(m) ⊗B M)→ H1(LB0,(m+n)/B ⊗B0,(m+n) M)
H1(LB/A0,(m) ⊗B M)→ H1(LB/A ⊗B M)→ Ω1A/A0,(m) ⊗A M = 0.
However, claim 9.7.17 applies to ψ, and together with corollary 9.7.9, it implies that the first
module of the first of these sequences vanishes; on the other hand, it is easily seen that the third
B-module of the same sequence is finitely generated, so the same holds for the middle term. By
inspecting the second exact sequence, the claim follows. ♦
We may now conclude the proof of the theorem : let A∧ and B∧ be the completions of A and
B; sinceϕ is formally smooth, the same holds for its completionϕ∧ : A∧ → B∧. First, we show
that Specϕ∧ is regular; to this aim, it suffices to check that H∧(M) := H1(LB∧/A∧ ⊗B∧ M)
vanishes for every B∧-module M (corollary 9.7.9). However, we know already that H∧(M)
is a B∧-module of finite type, if the same holds for M (claim 9.7.18); especially, for such M ,
H∧(M) is separated for the adic topology of B∧ defined by the maximal ideal. Moreover,
H∧(M) = 0, if M is the residue field of B∧ (proposition 8.6.30). Then the assertion follows
from claim 9.7.16. Lastly, the natural morphism SpecA∧ → SpecA is regular by assumption,
hence the same holds for the induced morphism SpecB∧ → SpecA (lemma 9.7.1(i)). Finally,
since B∧ is a faithfully flat B-algebra, we conclude that Specϕ is regular, by virtue of lemma
9.7.1(ii). 
Proposition 9.7.19. Let A be a noetherian local ring, and ϕ : A → B an ind-e´tale local ring
homomorphism. Then :
(i) A is quasi-excellent if and only if the same holds for B.
(ii) If A is excellent, the same holds for B.
Proof. Set f := Specϕ, and f∧ := Specϕ∧, where ϕ∧ : A∧ → B∧ is the map of complete
local rings obtained from ϕ. Notice first that, for every y ∈ SpecA, and every x ∈ f−1(y), the
stalk Of−1y,x is an ind-e´tale κ(y)-algebra, i.e. is a separable algebraic extension of κ(y), hence
f−1(y) is geometrically regular, and therefore f is regular and faithfully flat. Moreover, f is the
limit of a cofiltered system of formally e´tale morphisms, hence it is formally e´tale; a fortiori,B
is also formally smooth over A for the preadic topologies, so B∧ is formally smooth over A∧
for the preadic topologies, and consequently f∧ is a regular morphism (theorem 9.7.15).
(i): If B is quasi-excellent, claim 9.7.5 and lemma 9.7.4(iv) imply that A is quasi-excellent.
Next, assume thatA is quasi-excellent; we have a commutative diagram (9.7.6), in which πA is a
regular morphism, and then the same holds for πA ◦f∧ = f ◦πB (lemma 9.7.1(i)). Now, let y ∈
SpecB be any point, and set z := f(y); we know that (f ◦ πB)−1(z) is a geometrically regular
affine scheme, so write it as the spectrum of a noetherian ring C. The stalk E := Of−1(z),y is
a separable algebraic field extension of κ(z), hence π−1B (y) ≃ SpecC ⊗B E, the spectrum of
a localization of C, so it is again geometrically regular, i.e. πB is a regular morphism, and we
conclude by lemma 9.7.4(iii,iv).
(ii): By (i), it remains only to show that B is universally catenarian, provided the same holds
for A. To this aim, it suffices to apply [44, Ch.IV, Lemma 18.7.5.1]. 
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Proposition 9.7.20. In the situation of (9.6.34), suppose that A is noetherian and ΦA is a finite
ring homomorphism, and for every prime ideal p ⊂ A, set κ(p) := Ap/pAp (the residue field of
the point p ∈ SpecA). Then
dimAp/qAp = dimκ(p)Ω
1
κ(p)/Fp − dimκ(q) Ω1κ(q)/Fp
for every pair of prime ideals q ⊂ p ⊂ A.
Proof. To begin with, we notice :
Claim 9.7.21. In the situation of (9.6.34), suppose that ΦA is a finite map. We have :
(i) For every A-algebra B of essentially finite type, ΦB is finite as well.
(ii) Suppose moreover that A is noetherian, I ⊂ A is any ideal, and let A∧I be the I-adic
completion of A. Then :
(a) ΦA∧I = 1A∧I ⊗A ΦA is finite, and Ω1A∧I /Fp = A
∧
I ⊗A Ω1A/Fp .
(b) If A is reduced, the same holds for A∧I .
(iii) Suppose that (A,mA) is a local noetherian domain, and denote byK (resp. κ) the field
of fractions (resp. the residue field) of A. Then
(9.7.22) dimK Ω
1
K/Fp = dimκΩ
1
κ/Fp + dimA.
Proof of the claim. (i): Suppose first that B = A[X ]; then it is easily seen that ΦB = ΦA ⊗Fp
ΦFp[X], whence the contention, in this case. By an easy induction, we deduce that the claim
holds as well for any free polynomial A-algebra of finite type. Next, let I ⊂ A be any ideal;
since ΦA(I) ⊂ I , it is easily seen that ΦA/I = ΦA ⊗A A/I , so ΦA/I is finite, and therefore the
assertion holds for any A-algebra of finite type. Lastly, let S ⊂ A be any multiplicative subset;
since ΦA(S) ⊂ S, it is easily seen that
(9.7.23) ΦS−1A = S
−1ΦA
and the assertion follows.
(ii.a): Set B := A(Φ); by assumption, ΦA : A → B is a finite A-linear map, hence its I-adic
completion (ΦA)
∧
I : A
∧
I → B∧I equals 1A∧I ⊗A ΦA ([89, Th.8.7]). Say that I is generated by r
elements of A; then it is easily seen that I(p−1)r+1 ⊂ ΦA(I) ⊂ I , so we have a natural A∧I -linear
identification on I-adic completions :
(9.7.24) B∧I
∼→ (A∧I )(Φ)
and under this identification, (ΦA)
∧
I = ΦA∧I , whence the first assertion of (ii.a). Next, we
notice that (9.7.24) yields a natural identification Ω1A∧I /Fp
= Ω1B∧I /Fp
, and on the other hand, the
sequence of ring homomorphisms
Fp → A∧I
ΦA∧
I−−−→ B∧I
yields natural identifications :
Ω1B∧I /Fp = Ω
1
B∧I /A
∧
I
= A∧I ⊗A Ω1B/A = A∧I ⊗A Ω1B/Fp = B∧I ⊗B Ω1B/Fp = A∧I ⊗A Ω1A/Fp
where the last equality is induced by (9.7.24) and the identity map A
∼→ B. This completes the
proof of the second assertion.
(ii.b): Since A is reduced, ΦA is injective, and then the same holds for its completion (ΦA)
∧
I .
But we have seen that the latter is naturally identified with ΦA∧I , whence the claim.
(iii): Notice that Ω1K/Fp is a K-vector space of finite dimension, since its dimension equals
[K : Kp] ([41, Ch.0, Th.21.4.5]), and the latter is finite, by (i); the same argument applies to
the κ-vector space Ω1κ/Fp . Denote by δ(A) the difference between the left and right hand-side of
(9.7.22); we have to show that δ(A) = 0. Let A∧ be the mA-adic completion of A, and p ⊂ A∧
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any minimal prime ideal such that dimA∧/p = d := dimA. In view of (ii.b), L := (A∧)p is a
field; taking into account (ii.a), we get
Ω1L/Fp = L⊗A∧ Ω1A∧/Fp = L⊗A Ω1A/Fp = L⊗K Ω1K/Fp.
Hence dimLΩ
1
L/Fp
= dimK Ω
1
K/Fp
, so we see that
(9.7.25) δ(A) = δ(A∧/p) for any prime ideal p ⊂ A∧ such that dimA∧/p = d.
Wemay then replaceA byA∧/p, after which we may assume thatA is a complete local domain.
In this case, A contains a field mapping isomorphically onto κ, and there is a finite map of κ-
algebras A′ := κ[[T1, . . . , Td]] → A ([89, Th.29.4(iii)]). Denote by K ′ the field of fractions of
A′, and notice that [K : K ′] = [K : Kp] · [Kp : K ′] = [K : Kp] · [Kp : K ′p]; on the other
hand, ΦK induces an isomorphism K
∼→ Kp, hence have as well [K : K ′] = [Kp : K ′p], so
[K : Kp] = [K ′ : K ′p] and finally :
dimK ′ Ω
1
K ′/Fp = dimK Ω
1
K/Fp
([41, Ch.0, Cor.21.2.5]). Since dimA′ = dimA, we conclude that δ(A) = δ(A′). Hence, it
suffices to check that δ(A′) = 0. Furthermore, set B := κ[T1, . . . , Td], and let m ⊂ B be
the maximal ideal generated by T1, . . . , Td; we have A
′ = B∧m, so (9.7.25) further reduces to
showing that δ(Bm) = 0, which shall be left as an exercise for the reader. ♦
Now, in view of claim 9.7.21(i), we may replace A by Ap/qAp, and assume from start that A
is a local domain, that q = 0 and that p is the maximal ideal; in this case, the sought identity is
given by claim 9.7.21(iii). 
Theorem 9.7.26. With the notation of (9.6.34), suppose that A is noetherian. We have :
(i) If ΦA is a finite ring homomorphism, then A is excellent.
(ii) Conversely, suppose thatA is a local Nagata ring, with residue field k, and that [k : kp]
is finite. Then ΦA is a finite ring homomorphism.
Proof. (i): We reproduce the proof from [88, Appendix, Th.108].
Claim 9.7.27. If ΦA is finite, then A is quasi-excellent.
Proof of the claim. We check first the openness condition for the regular loci. To this aim, in
light of claim 9.7.21(i), we may assume that A is an integral domain, and it suffices to prove
that the regular locus of SpecA is an open subset. Set B := A(Φ) (notation of (9.6.34)), and let
p ⊂ A be any prime ideal; by theorem 9.6.35 and (9.7.23), the ring Ap is regular if and only if
(ΦA)p is a flat ring homomorphism, if and only if Bp is a flat Ap-module. Since, by assumption,
B is a finiteA-module, the latter holds if and only ifBp is a freeAp-module. Then, the assertion
follows from [89, Th.4.10].
Next, we show that A is a G-ring. By claim 9.7.21(i), we may assume that A is local, and we
let A∧ be the completion of A. From claim 9.7.21(ii.a) we see that the natural map
A(Φ)
L⊗A A∧ → (A∧)(Φ)
is an isomorphism in D(A-Mod). Then the assertion follows from [52, Lemma 6.5.13(i)] and
corollary 9.7.11. ♦
Now, it follows easily from proposition 9.7.20 and claim 9.7.21(i), that A is universally cate-
narian; combining with claim 9.7.27, we obtain (i).
(ii): The assertion to prove is that A(Φ) is a finite A-module. To this aim, denote by I ⊂ A
the nilradical ideal; we remark :
Claim 9.7.28. It suffices to show that (A/I)(Φ) is a finite A-module.
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Proof of the claim. Indeed, suppose that (A/I)(Φ) is a finite A-module; we shall deduce, by
induction on s, that (A/Is)(Φ) is a finite A-module, for every s > 0. Since A is noetherian,
we have I t = 0 for t > 0 large enough, so the claim will follow. The assertion for s = 1
is our assumption. Suppose therefore that s > 1, and that we already know the assertion for
s − 1. Notice that Is/Is−1 is a finite A/I-module, hence a finite (A/I)(Φ)-module, by our
assumption. Since (A/Is−1)(Φ) is a finite A-module, we deduce easily that the assertion holds
for s, as required. ♦
In view of claim 9.7.28, we may replace A by A/I (which is obviously still a Nagata ring),
and assume from start that A is reduced. In this case, let {p1, . . . , pt} be the set of minimal
prime ideals of A; we have a commutative diagram of ring homomorphisms :
A
ΦA //

A
∏t
i=1A/pi
∏t
i=1 ΦA/pi //
∏t
i=1A/pi
whose vertical arrows are injective and finite maps. Suppose now that (A/pi)(Φ) is a finiteA/pi-
module for every i = 1, . . . , t. Then
∏t
i=1(A/pi)(Φ) is a finiteA-module, and therefore the same
holds for its A-submoduleA(Φ). Thus, we are reduced to checking the sought assertion for each
of the quotients A/pi (which are still Nagata rings), and hence we may assume from start that
A is a domain. In this case, denote byK the field of fractions of A; by the definition of Nagata
ring, we are further reduced to checking that ΦK : K → K is a finite field extension, i.e. that
[K : Kp] is finite. Denote A∧ the completion of A; we remark :
Claim 9.7.29. (i) The endomorphism ΦA∧ is a finite map.
(ii) SpecK ⊗A A∧ is a geometrically reduced K-scheme.
Proof of the claim. (i): Indeed, A∧ is a quotient of a power series ringB := k[[T1, . . . , Tr]] ([41,
Ch.0, Th.19.8.8(i)]), hence it suffices to show thatΦB is finite. However,B
p = kp[[T p1 , . . . , T
p
r ]],
and [k : kp] is finite by assumption, whence the claim.
(ii): This is [42, Ch.IV, Th.7.6.4]. ♦
Let p ⊂ A∧ be any minimal prime ideal; it follows from claim 9.7.29(ii) that L := (A∧)p is
a separable field extension ofK ([42, Ch.IV, Prop.4.6.1]), so the natural map
Ω1K/Fp ⊗K L→ Ω1L/Z
is injective ([41, Ch.0, Cor.20.6.19(i)]); on the other hand, claim 9.7.29(i) implies that [L : Lp]
is finite, i.e. Ω1L/Fp is a finite-dimensional L-vector space ([41, Ch.0, Th.21.4.5]). We conclude
that Ω1K/Fp is a finite-dimensionalK-vector space, whence the contention, again by loc.cit. 
9.8. Normalization, weak normalization and p-integral closure. Recall that for an inclu-
sion of rings A ⊂ B, we denote by i.c.(A,B) the integral closure of A into B (see definition
7.6.13(i)); recall moreover that
(9.8.1) i.c.(S−1A, S−1B) = S−1i.c.(A,B) for every subset S ⊂ A.
More generally, let X be a scheme, A ⊂ B an inclusion of quasi-coherent OX-algebras; then
the rule : U 7→ C (U) := i.c.(A (U),B(U)) for every affine open subset U ⊂ X defines a
subpresheaf C ⊂ B on the site of affine open subsets of X , and (9.8.1) easily implies that
C is a sheaf on this site, so it extend uniquely on the Zariski site of X to a quasi-coherent
OX-subalgebra of B, which we call the integral closure of A in B, and denote
i.c.(A ,B).
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Also, for every ring A, we let NA be the nilradical of A, and set Ared := A/NA, the maximal
reduced quotient of A. Every ring homomorphism f : A → A′ induces a ring homomorphism
fred : Ared → A′red. Recall that
NS−1A = S
−1A and S−1(Ared) = (S
−1A)red For every subset S ⊂ A.
Arguing as in the foregoing, we deduce that for every quasi-coherent OX-algebra A , the rule :
U 7→ NA (U) for every affine open subset U ⊂ X extends uniquely to a quasi-coherent ideal
NA ⊂ A
called the nilradical of A . The OX-algebra Ared :=A/NA is quasi-coherent, and every mor-
phism ϕ : A → A ′ of quasi-coherent OX-algebras induces a morphism ϕred : Ared → A ′red.
Lemma 9.8.2. Let A be a Krull domain, F the field of fractions of A, B a flat A-algebra, and
suppose that B ⊗A κ(p) is reduced, for every prime ideal p ∈ SpecA of height one. Then B is
integrally closed in B ⊗A F .
Proof. See [89, §12] for the basic generalities on Krull domains; especially, [89, Th.12.6] asserts
that if A is a Krull domain, the natural sequence of A-modules :
E : 0→ A→ F →
⊕
ht p=1
F/Ap → 0
is short exact, where p ∈ SpecA ranges over the prime ideals of height one. By flatness, E ⊗AB
is still exact, hence B =
⋂
ht p=1B ⊗A Ap (where the intersection takes place in B ⊗A F ). We
are therefore reduced to the case where A is a discrete valuation ring. Let t denote a chosen
generator of the maximal ideal of A, and suppose that x ∈ B ⊗A F is integral over B, so that
xn + b1x
n−1+ · · ·+ bn = 0 in B ⊗A F , for some b1, . . . , bn ∈ B; let also r ∈ N be the minimal
integer such that we have x = t−rb for some b ∈ B. We have to show that r = 0; to this aim,
notice that bn + trb1b
n−1 + · · · + trnbn = 0 in B; if r > 0, it follows that the image b of b in
B/tB satisfies the identity : bn = 0, therefore b = 0, since by assumption, B/tB is reduced.
Thus b = tb′ for some b′ ∈ B, and x = t1−rb′, contradicting the minimality of r. 
The following proposition generalizes [42, Ch.IV, Prop.6.14.4].
Proposition 9.8.3. Let f : X → S be a flat morphism of schemes with geometrically reduced
fibres, B1 ⊂ B2 two quasi-coherent OS-algebras, and B3 := i.c.(B1,B2). Suppose that :
(a) either f is locally finitely presented,
(b) or else, S is locally noetherian.
Then f ∗B3 = i.c.(f ∗B1, f ∗B2) and f ∗(B1)red = f ∗(B1,red).
Proof. The assertion is local on both S and X , hence we may assume that S = SpecA and
X = SpecA′, for a ring A and an A-algebra A′. Then also B1 and B2 are the quasi-coherent
algebras associated with A-algebras B1 ⊂ B2, and B3 is the quasi-coherent algebra associated
with B3 := i.c.(B1, B2). Suppose first that condition (a) holds, and write A as the colimit of a
filtered system (Aλ | λ ∈ Λ) of noetherian subrings; we remark :
Claim 9.8.4. Let A• := (Aλ | λ ∈ Λ) be a filtered system of rings, A the colimit of A•,
and X → S := SpecA a flat morphism of schemes of finite presentation, with geometrically
reduced fibres. Then for some λ ∈ Λ there exists a flat morphism of schemes with geometrically
reduced fibres Xλ → Sλ, and an isomorphism of S-schemes S ×Sλ Xλ ∼→ X .
Proof of the claim. By [43, Ch.IV, Th.8.8.2(ii)], we may find λ ∈ Λ, a finitely presented
morphism fλ : Xλ → Sλ, and an isomorphism of S-schemes : X ∼→ Xλ ×Sλ S. We set
Sµ := SpecAµ, Xµ := Xλ ×Sλ Sµ, and fµ := Sµ ×Sλ fλ : Xµ → Sµ for every µ ∈ Λ with
µ ≥ λ; after replacing Λ by a cofinal subset, we may then assume that fµ is defined for every
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µ ∈ Λ, and moreover that each such fµ is flat ([43, Ch.IV, Cor.11.2.6.1]). For every µ ∈ Λ, let
Zµ ⊂ Sµ be the subset of all s ∈ Sµ such that the fibre f−1µ (s) is not geometrically reduced; by
[43, Ch.IV, Th.9.7.7], Zµ is a constructible subset of Sµ. By assumption, we have⋂
µ∈Λ
p−1µ Zµ = ∅
and it is clear that p−1µ Zµ ⊂ p−1λ Zλ whenever µ ≥ λ. Then, Zµ = ∅ for some µ ∈ Λ ([41,
Ch.IV, Prop.1.8.2, Cor.1.9.8]), hence we may replace Λ by a still smaller cofinal subset, and
achieve that all the fλ have geometrically reduced fibres. ♦
By claim 9.8.4, we find λ ∈ Λ and a flat ring homomorphism ϕ0 : Aλ0 → A′0 such that :
• all the fibres of Spec(ϕ0) are geometrically reduced
• there exists an isomorphism of A-algebras A′ ∼→ A⊗Aλ A′0.
We need to show that A′⊗AB3 = i.c.(A′⊗AB1, A′⊗AB2) and A′⊗AB1,red = (A′⊗AB1)red.
However, in view of the natural identifications : A′ ⊗A Bi ∼→ A′0 ⊗Aλ Bi for i = 1, 2, 3, we
may replace A and A′ by Aλ and A
′
0, and assume that A is noetherian, i.e. that condition (b)
holds. For the first identity, arguing as in the proof of [42, Ch.IV, Prop.6.14.4 and Cor.6.14.5],
we reduce to the following two separate cases :
(a’) B1 is a domain of finite type over A and B2 is a finite extension of Frac(B1)
(b’) B1 and B2 are fields, and B1 is algebraically closed in B2 (so B3 = B1 in this case).
In case (a’) holds, B3 is a Krull domain ([92, Th.33.10]), and the assertion follows from lemma
9.8.2. In case (b’), we may replace A by B1 and A
′ by A′ ⊗A B1, and assume that A is a
field, A′ is a geometrically reduced A-algebra, B := B2 is a field extension of A such that A is
algebraically closed in B, and we need to check that A′ is integrally closed in A′ ⊗A B. Now,
pick a basis (bi | i ∈ I) for the A-vector space B, with bi0 = 1 for some i0 ∈ I , and say that∑
i∈J ai⊗bi ∈ A′⊗AB is integral overA′ (for some finite subset J ⊂ I); we need to check that
ai = 0 for every i ∈ J \ {i0}. However, since A′ is reduced, it suffices to check that the image
of ai vanishes in κ(p), for every minimal prime ideal p of A
′. Thus, we may further assume that
A′ is a field, in which case it is a separable (not necessarily algebraic) extension of A, since it
is a geometrically reduced A-algebra. Then, A′ ⊗A B is a domain, according to [26, Ch.V, §17,
n.2, Cor.], and A′ is algebraically closed in Frac(A′ ⊗A B), by [26, Ch.V, §17, Exerc.2(b)].
For the second identity, notice that A′ ⊗A NB1 ⊂ NA′⊗AB1 ; hence it suffices to check that if
B1 is reduced, the same holds for A
′⊗AB1. Moreover, we may assume that B1 is an A-algebra
of finite type, in which case B1 is noetherian, and it has finitely many minimal prime ideals
q1, . . . , qn, and since B1 is reduced, the natural map B1 →
∏n
i=1Bqi is injective. Then, the
same holds for the induced map A′ ⊗A B1 →
∏n
i=1A
′ ⊗A Bqi . However, Bqi is a field, and
A′ ⊗A Bqi is reduced for every i = 1, . . . , n, since A′ has geometrically reduced fibres over A;
the assertion follows. 
Definition 9.8.5. Let f : X ′ → X be a morphism of schemes, ξ′ a geometric point of X ′
localized at x′ ∈ X ′, and set ξ := f(ξ′). We shall say that f is pro-smooth at the point x′ if the
induced map of strictly henselian local rings
OX(ξ),ξ → OX′(ξ′),ξ′
is ind-smooth (i.e. a filtered colimit of smooth ring homomorphisms).
Corollary 9.8.6. Let f : X ′ → X be a morphism of schemes, ξ′ a geometric point of X ′,
R ⊂ S a monomorphism of quasi-coherent OX-algebras, and
ϕ : f ∗i.c.(R,S )→ i.c.(f ∗R, f ∗S )
the induced morphism. Suppose that f is pro-smooth at the support x′ of ξ′; then we have :
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(i) f is flat at the point x′.
(ii) ϕξ′ is an isomorphism.
Proof. (i): Set x := f(x′), ξ := f(ξ′). We have a commutative diagram of local S-schemes
X ′(ξ′)
f(ξ′) //
ψ′

X(ξ)
ψ

X ′(x′)
f(x′) // X(x)
whose vertical arrows are ind-e´tale morphisms, and whose top horizontal arrow is ind-smooth
by assumption. Especially, since ψ′ is faithfully flat, the same holds for f(x′), i.e. f is flat at x
′.
(ii): We may assume that X = SpecA for some ring A. Let g : X ′(ξ′) → X ′ be the natural
morphism. It suffices to show that g∗ϕ is an isomorphism. However, g∗i.c.(f ∗R, f ∗S ) =
i.c.(g∗f ∗R, g∗f ∗S ) by proposition 9.8.3, and g∗ϕ is the induced morphism
(f ◦ g)∗i.c.(R,S )→ i.c.((f ◦ g)∗R, (f ◦ g)∗S ).
Notice that f ◦ g is induced by an ind-smooth ring homomorphism A → OX′,ξ′ , so we may
invoke again proposition 9.8.3 to conclude. 
9.8.7. Recall that a morphism of schemes ϕ : X → Y is called universally injective or radicial
if for every fieldK, the induced map onK-valued pointsX(K)→ Y (K) is injective ([37, Ch.I,
Def.3.5.4]). It is easily seen that the latter holds if and only if ϕ is injective and the residue field
extension κ(x)→ κ(ϕ(x)) is purely inseparable for every x ∈ X . In the rest of this section we
study certain classes of ring homomorphisms f : A→ B such that Spec f is radicial, in which
case we just say that f is radicial. We shall see that f is radicial if and only if the kernel If of
the multiplication law B ⊗A B → B lies in the nilradical NB⊗AB (corollary 9.8.13(i)).
Lemma 9.8.8. (i) Let S be a scheme, and ϕ : Y → X and ϕ′ : Y ′ → X ′ two surjective
morphisms of S-schemes. Then ϕ×S ϕ′ : Y ×S Y ′ → X ×S X ′ is surjective.
(ii) Let f :A→B be a ring homomorphism such that Spec f is surjective; thenKer f ⊂ NA.
(iii) Let A be a ring, f : B → C and f ′ : B′ → C ′ two integral homomorphisms of A-
algebras with Ker f ⊂ NB and Ker f ′ ⊂ NB′ . Then f ⊗A f ′ : B⊗AB′ → C ⊗A C ′ is integral
and its kernel lies in NB⊗AB′ .
Proof. (i): (See [37, Ch.I, Prop.3.5.2(i)]). We have ϕ ×S ϕ′ = (ϕ ×S X ′) ◦ (Y ×S ϕ′), so
it suffices to show that both ϕ ×S X ′ and Y ×S ϕ′ are surjective. But notice that the natural
isomorphism Y ×S X ′ ∼→ Y ×X (X ×S X ′) identifies ϕ ×S X ′ with ϕ ×X (X ×S X ′), and
similarly for Y ×Sϕ′; hence, we are reduced to checking if ϕ : Y → X is a surjective morphism
of schemes, and ψ : Z → X is anyX-scheme, then the base change ϕ×X Z : Y ×X Z → Z is
surjective. Thus, let y ∈ Y and z ∈ Z with x := ϕ(y) = ψ(z), and let κ(z)← κ(x)→ κ(y) be
the induced residue field extensions; it suffices to check that Specκ(y)×Spec κ(x)Spec κ(z) 6= ∅,
which is clear, since κ(y)⊗κ(x) κ(z) 6= 0.
(ii): Let a ∈ Ker f , and p ∈ SpecA; by assumption there exists q ∈ SpecB with p = f−1q,
so that a ∈ p, whence the assertion.
(iii): Obviously f ⊗A f ′ is integral. Since (B⊗AB′)red = (Bred⊗Ared B′red)red, and similarly
for (C ⊗A C ′)red, we may replace f and f ′ by fred and f ′red, and assume from start that f and f ′
are injective. Then, by the going up theorem, both Spec f and Spec f ′ are surjective, hence the
same holds for Spec f ⊗A f ′, by (i), and then the assertion follows from (ii). 
The following proposition 9.8.9 is borrowed from [12, Exp.XII, Lemma 2.6], and its corollary
9.8.13(ii) can also be easily deduced from [111, Th.1].
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Proposition 9.8.9. Let f : A→ B be an injective and finite ring homomorphism of noetherian
rings. Then f is the composition of a finite sequence of injective ring homomorphisms
Bn := A
fn−→ Bn−1 fn−1−−→ Bn−2 → · · · → B0 := B
such that the induced morphism of schemes Spec fi : SpecBi → Bi+1 is an effective epimor-
phism in the category of schemes, for every i = 1, . . . , n.
Proof. The assertion means that fi identifies Bi+1 with the equalizer of the two natural ring
homomorphisms (gi,k : Bi → Bi⊗Bi+1 Bi | k = 1, 2), with gi,1(b) := b⊗ 1 and gi,2(b) := 1⊗ b
for i = 1, . . . , n and every b ∈ Bi+1. Then let us define inductively B0 := B, and Bi+1 :=
Ker(hi,1 − hi,2) for every i ∈ N, where hi,1, hi,2 : Bi → Bi ⊗A Bi are the analogous maps.
Claim 9.8.10. For every i ∈ N, the induced map Bi ⊗A Bi → Bi ⊗Bi+1 Bi is an isomorphism.
Proof of the claim. The map in question is clearly surjective. We compute in Bi ⊗A Bi :
cb⊗ b′ = (c⊗ 1) · (b⊗ b′) = (1⊗ c) · (b⊗ b′) = b⊗ cb′ for every b, b′ ∈ Bi and c ∈ Bi+1
which easily implies that the map in question is also injective. ♦
Due to claim 9.8.10, it remains only to check that Bn = A for sufficiently large n ∈ N. To
this aim, set Mi := Bi/A, and let Si ⊂ SpecA be the support of Mi, for every i ∈ N. Then
Si+1 ⊂ Si for every i ∈ N, and sinceA is noetherian, there exists n ∈ N such that S := Sn = Si
for every i ≥ n. Thus, it suffices to check that S = ∅. If the latter fails, let p be a maximal
point of the closed subset S; a simple induction on i ∈ N shows that (Bi+1)p is the equalizer
of the localizations (hi,1)p, (hi,2)p : Bi,p ⊗Ap Bi,p, for every i ∈ N. Hence, we may replace f
by its localization fp : Ap → Bp, and assume from start that (A, p) is local, and the support of
Mn is the maximal ideal of A, hence the A-module Mn has finite length, so there exists i ≥ n
such that Mi = Mi+1, i.e. Bi = Bi+1. Set κ(p) := A/p and Bi(p) := Bi/pBi; it follows that
each of the maps Bi → Bi ⊗A Bi is an isomorphism, hence the same holds for the induced
maps Bi(p) → Bi(p) ⊗κ(p) Bi(p), so dimκ(p)Bi(p) = 1, and therefore f : A → Bi induces
an isomorphism κ(p)
∼→ Bi(p). By Nakayama’s lemma, we conclude that A = Bi, whence
Mi = 0 and Si = ∅, a contradiction. 
9.8.11. Let p ∈ Z be a prime integer. For every Fp-algebra R, we let Rperf be the inductive
limit of the system of Fp-algebras (Rn | n ∈ N) with Rn := R for every n ∈ N, and with
transition map given by the Frobenius endomorphism ΦR : Rn → Rn+1 of R, for every such n.
The rule R 7→ Rperf yields a left adjoint for the forgetful functor from the category of perfect
Fp-algebras to the category of all Fp-algebras. Moreover, by virtue of [52, Th.3.5.13(ii)], any
e´tale homomorphism R→ S of Fp-algebras induces an isomorphism
(9.8.12) Rperf ⊗R S ∼→ Sperf .
Especially, for every subset Σ ⊂ R, we have
(Σ−1R)perf = Σ−1Rperf .
Corollary 9.8.13. Let f : A→ B be a ring homomorphism.
(i) The following conditions are equivalent :
(a) f is a radicial homomorphism.
(b) If ⊂ NB⊗AB (notation of (9.8.7)).
(ii) Let moreover p ∈ N be a prime integer, and suppose that A and B are Fp-algebras, and
f is integral and injective. Then (a) and (b) are also equivalent to :
(c) f induces an isomorphism fperf : Aperf
∼→ Bperf .
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Proof. (a)⇔(b): Set X := SpecA, Y := SpecB, and let π : Y ×X Y → X be the projection.
With this notation, SpecB ⊗A B/If is the diagonal closed subset ∆Y/X ⊂ Y ×X Y . Suppose
then that (b) holds; it follows already that ∆Y/X = Y ×X Y , so ϕ := Spec f : Y → X is
injective. Moreover, let y ∈ Y be any point, set x := ϕ(y), and let κ(x) and κ(y) be the residue
fields of x and respectively y; then Z(y) := Specκ(y)⊗κ(x)κ(y) = π−1(y) consists of a unique
point of Y ×X Y , which means that the field extension κ(x) ⊂ κ(y) is algebraic and purely
inseparable, therefore (a) holds. Conversely, if (a) holds, then ϕ is injective, and Z(y) consists
of a unique point, so that∆Y/X = Y ×X Y , whence (b).
(b)⇔(c): Since the natural map Rperf → (Rred)perf is an isomorphism for every Fp-algebra
R, and since f is radicial if and only if the same holds for the induced map fred : Ared → Bred,
we may assume that A and B are reduced, in which case (c) means that for every b ∈ B
there exists n ∈ N with bpn ∈ A. Now, let us write B as the filtered colimit of the system
(fλ : A → Bλ | λ ∈ Λ) of its finite A-subalgebras. It follows easily that (c) holds for f if
and only if it holds for every fλ. On the other hand, Spec f is the limit of the system of maps
(Spec fλ | λ ∈ Λ), and each Spec fλ is surjective; it follows easily that Spec f is injective if
and only if the same holds for each Spec fλ. Moreover, it is clear that for any field K, and any
filtered system E• := (Eλ | λ ∈ Λ) of field extension of K, the colimit of E• is algebraic and
purely inseparable overK if and only if the same holds for every Eλ; summing up, we see that
f is radicial if and only if the same holds for every fλ, hence, in view of (i), it suffices to show
the equivalence (b)⇔(c) for each fλ, and we may assume that f is a finite ring homomorphism.
Next, let (Aλ | λ ∈ Λ) be the filtered system of all Z-subalgebras of A of finite type; also,
choose any finite subsetΣ ⊂ B such thatB = A[Σ]. Notice that (c) holds if and only if for every
b ∈ Σ there exists n ∈ N such that bpn ∈ A; then the latter condition holds if and only if there
exists λ ∈ Λ and n ∈ N such that bpn ∈ Aλ for every b ∈ Σ. Moreover, there exists a cofinal
subset Λ′ ⊂ Λ such that the restriction fλ : Aλ → Bλ := Aλ[Σ] is a finite ring homomorphism
for every λ ∈ Λ′. Furthermore, recall that If is the ideal generated by (b ⊗ 1 − 1 ⊗ b | b ∈ Σ),
and likewise for the ideal Ifλ , for every λ ∈ Λ. It follows that If ⊂ NB⊗AB if and only if
Ifλ ⊂ NBλ⊗AλBλ for some λ ∈ Λ′. Summing up, it then suffices to check the equivalence
(b)⇔(c) for each map fλ, and therefore we may assume that A and B are noetherian.
Next, pick a decomposition f = f1 ◦ · · · ◦ fn as in proposition 9.8.9; since Spec fi is a
surjection for every i = 1, . . . , n, clearly f is radicial if and only if the same holds for each fi.
Similarly, fperf = fperf1 ◦ · · · ◦ fperfn is an isomorphism if and only if fperfi is an isomorphism for
every i = 1, . . . , n. Thus, it suffices to show the equivalence (b)⇔(c) for each fi, and therefore
we may assume that Spec f is an effective epimorphism of schemes. Now, (b) says that for every
b ∈ B there exists n ∈ N with
(b⊗ 1− 1⊗ b)pn = bpn ⊗ 1− 1⊗ bpn = 0.
By assumption, the latter holds if and only if bp
n ∈ A, whence the contention. 
Remark 9.8.14. (i) Let f : A→ B an injective ring homomorphism, and denote by E the set of
all A-subalgebras B′ ⊂ B such that the induced map f ′ : A→ B′ is integral and radicial; recall
that ifB′ = A[Σ] for a subset Σ ⊂ B′, then If ′ is generated by the system (b⊗1−1⊗b | b ∈ Σ).
(ii) In view of corollary 9.8.13(i), it follows easily that if B′, B′′ ∈ E , then also B′ ·B′′ ∈ E .
(iii) Moreover, for every system (Bλ | λ ∈ Λ) of elements of E filtered by inclusion, we have⋃
λ∈ΛBλ ∈ E .
(iv) Furthermore, if B′ ∈ E , and B′′ ⊂ B′ is any A-subalgebra, then B′′ ∈ E as well.
Definition 9.8.15. From remark (9.8.14)(ii,iii), it follows that E is a filtered set, and the subring
C :=
⋃
B′∈E B
′ is the largest element of E ; we call C the weak normalization of A in B.
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Remark 9.8.16. (i) Consider a commutative diagram of rings :
A //
gA

B
gB

A′ // B′
whose horizontal arrows are injective ring homomorphisms. Denote by C (resp. C ′) the weak
normalization of A in B (resp. of A′ in B′). Then gB(C) ⊂ C ′. Indeed, let x ∈ C; by remark
9.8.14(iv), the induced mapA→ A[x] is radicial, hence x⊗1−1⊗x is nilpotent inA[x]⊗AA[x],
so that its image gB(x)⊗1−1⊗gB(x) is nilpotent in A′[x]⊗A′A′[x], and therefore the induced
map A′ → A′[x] is radicial, whence the claim.
(ii) Let f : A → B be an injective and integral ring homomorphism; let j1 (resp. j2) be the
ring homomorphism B → B ⊗A B given by the rule : b 7→ b ⊗ 1 (resp. b 7→ 1 ⊗ b) for every
b ∈ B. For i = 1, 2 let also j′i : B → (B ⊗A B)red be the composition of ji with the projection
B ⊗A B → (B ⊗A B)red. Then the weak normalization of A in B is the equalizer of j′1 and j′2.
Indeed, if b ∈ B and A[b] is a radicial A-algebra, then b⊗ 1− 1⊗ b is nilpotent in A[b]⊗AA[b],
hence also in B ⊗A B, so j′1(b) = j′2(b). Conversely, if the latter identity holds, b ⊗ 1 − 1 ⊗ b
is nilpotent in B ⊗A B; but notice that the map A[b] → B is still injective and integral, so the
kernel of the induced map A[b] ⊗A A[b] → B ⊗A B lies in the nilradical (lemma 9.8.8(iii)). It
follows that b⊗1−1⊗b is nilpotent inA[b]⊗AA[b], so A[b] is a radicial A-algebra, as required.
Lemma 9.8.17. Let f• := (fλ : Aλ → Bλ | λ ∈ Λ) be a filtered system of injective ring
homomorphisms; denote by f : A → B the colimit of f•, and for every λ ∈ Λ let Cλ be the
weak normalization of Aλ in Bλ. Then, the system of rings (Bλ | λ ∈ Λ) restricts to a filtered
system of rings C• := (Cλ | λ ∈ Λ), whose colimit C is the weak normalization of A in B.
Proof. Let f ′ : A → C be the map induced by f , and for every λ ∈ Λ, let f ′λ : Aλ → Cλ
be the map induced by fλ. By corollary 9.8.13(i) we know that If ′λ ⊂ NCλ⊗AλCλ ; on the
other hand, it is easily seen that If ′ is the colimit of the system of ideals (If ′λ | λ ∈ Λ), hence
If ′ ⊂ NC⊗AC . Moreover, since Cλ is an integral Aλ-algebra for every λ ∈ Λ, it is easily seen
that C is an integral A-algebra. Invoking again corollary 9.8.13(i), we deduce that C lies in the
weak normalization C ′ of A in B. Conversely, if x ∈ C ′, then in particular x lies in the integral
closure C ′′ of A in B, hence we find λ ∈ Λ and xλ ∈ Bλ whose class in B agrees with x, and
such that xλ is integral over Aλ; by corollary 9.8.13(i), we have x⊗ 1− 1⊗ x ∈ NC′⊗AC′ , and
therefore x ⊗ 1 − 1 ⊗ x ∈ NC′′⊗AC′′ as well. Hence, after replacing λ by some λ′ ≥ λ, we
may assume that xλ ⊗ 1 − 1 ⊗ xλ ∈ NC′′λ⊗AλC′′λ , where C ′′λ denotes the integral closure of Aλ
in Bλ. Now, the inclusion Aλ[x]→ C ′′λ is integral and injective, hence the kernel of the induced
ring homomorphism Aλ[x] ⊗Aλ Aλ[x] → C ′′λ ⊗Aλ C ′′λ lies in the nilradical (lemma 9.8.8(iii)).
Summing up, we conclude that xλ ⊗ 1 − 1 ⊗ xλ is already nilpotent in Aλ[x] ⊗Aλ Aλ[x], so
xλ ∈ Cλ, and finally x ∈ C. This shows that C ′ = C, as required. 
Proposition 9.8.18. Let f : A → B be an injective ring homomorphism, C the weak normal-
ization of A in B, and A′ a flat A-algebra such that the induced morphism SpecA′ → SpecA
has geometrically reduced fibres. Suppose that :
• either A′ is a finitely presented A-algebra
• or else, A is noetherian.
Then A′ ⊗A f : A′ → B′ := A′ ⊗A B is an injective ring homomorphism, and the weak
normalization of A′ in B′ is A′ ⊗A C.
Proof. Since A′ is a flat A-algebra, A′ ⊗A f is still injective, as stated. Now, let Aν (resp. A′ν)
be the integral closure of A in B (resp. of A′ in B′); then A′ν = A′ ⊗A Aν (proposition 9.8.3).
We may then replace B by Aν , and assume that B is an integral A-algebra. In this case, notice
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that for every A-algebra R we have (A′ ⊗A R)red = A′ ⊗A Rred (proposition 9.8.3); then the
assertion follows easily from remark 9.8.16(ii). 
9.8.19. Let f : A → B be an integral and injective ring homomorphism, I ⊂ A an ideal; set
X := SpecA, Y := SpecB, Z := SpecA/I , U := X \ Z, and notice that ϕ := Spec f : Y →
X is surjective by the going up theorem, hence the same holds for its restriction ϕ−1Z → Z,
and therefore the kernel of A/I ⊗A f : A/I → B/IB lies in the nilradical (lemma 9.8.8(ii)),
i.e. the induced map (A/I)red → (B/IB)red is injective and integral as well.
Lemma 9.8.20. In the situation of (9.8.19), suppose that ϕ restricts to a radicial morphism of
schemes ϕ|U : ϕ
−1U → U , and let C (resp. C) be the weak normalization of A in B (resp. of
(A/I)red in (B/IB)red). Then we have :
C = B ×(B/IB)red C.
Proof. By remark 9.8.16(i), the projection B → (B/IB)red maps C into C, whence the in-
clusion C ⊂ C ′ := B ×(B/IB)red C. For the converse inclusion, we need to show that the
induced map g : A → C ′ is radicial. To this aim, it suffices to check that the same holds for
A/I⊗A g : A/I → C ′/IC and for A[a−1]⊗A g : A[a−1]→ C ′[a−1], for every a ∈ I . However,
for any such a, the localization C ′[a−1] is the fibre product B[a−1] ×(B/IB)red [a−1] C[a−1], and
since (B/IB)red[a
−1] = C[a−1] = 0, we see that C ′[a−1] = B[a−1]; but f induces a radicial
map A[a−1] → B[a−1], since ϕ|U is radicial. It remains thus only to check that C/IC is a
radicial A/I-algebra; to this aim, notice that the kernel of the surjection B → (B/IB)red is the
radical J of the ideal IB ⊂ B. Then J is also the kernel of the surjection C ′ → C; on the other
hand, since IB ⊂ J ⊂ C, we have I2B ⊂ IC ⊂ IB ⊂ J , and clearly J is also the radical of
the ideal I2B of C. Hence, C/IC is a radicial A/I-algebra if and only if the same holds for the
A/I-algebra C/J ; but C/J = C, whence the contention. 
Definition 9.8.21. (i) Let R be a ring, S ⊂ R a subring, and p > 0 a prime integer. We say that
S is p-integrally closed in R, if for every x ∈ R such that xp ∈ S, we have x ∈ S.
(ii) Let R be a ring and p > 0 a prime integer; if (Sλ | λ ∈ Λ) is any family of p-integrally
closed subrings of R, then clearly
⋂
λ∈Λ Sλ is also p-integrally closed in R. Hence, for every
subring S ⊂ R there exists a smallest p-integrally closed subring S ′ of R containing S. We say
that S ′ is the p-integral closure of S in R.
Remark 9.8.22. (i) LetR be a ring, S ⊂ R a subring; consider the increasing countable system
(Sn | n ∈ N) of subrings of R defined inductively as follows : S0 := S, and Sn+1 := Sn[Σn]
for every n ∈ N, where Σn := {x ∈ R | xp ∈ Sn}. Then it is easily seen that
⋃
n∈N Sn is the
p-integral closure of S in R.
(ii) In the situation of remark 9.8.16(i), let D (resp. D′) be the p-integral closure of A in B
(resp. of A′ in B′). Define the system of subrings (An | n ∈ N) of B (resp. (A′n | n ∈ N) of B′)
as in (i); a simple induction shows that gB(An) ⊂ A′n for every n ∈ N, so gB restricts to a ring
homomorphismD → D′.
Lemma 9.8.23. (i) Let R be a ring, a ∈ R a regular element such that pR ⊂ apR. Then R is
p-integrally closed in R[a−1] if and only if the Frobenius endomorphism of R/apR induces an
injective ring homomorphism Φ : R/aR→ R/apR.
(ii) Let R be a topological ring, S ⊂ R an open subring, T the p-integral closure of S in R;
endow S and T with the topologies induced by R, and denote by R∧, S∧ and T∧ the respective
completions. Then T∧ is the p-integral closure in R∧ of S∧.
(iii) Let R• := (Rλ | λ ∈ Λ) be a system of rings, with transition morphisms fλµ : Rλ → Rµ
for every λ, µ ∈ Λ with µ ≥ λ. For every λ ∈ Λ, let also Sλ ⊂ Rλ be a subring, such that
fλµ(Sλ) ⊂ Sµ for every such λ, µ. Denote by Dλ ⊂ Rλ the p-integral closure of Sλ in Rλ, for
every λ ∈ Λ. The following holds :
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(a) Let R and S be the limits of R• and respectively of S• := (Sλ | λ ∈ Λ). Then the limit
of the induced system D• := (Dλ | λ ∈ Λ) is the p-integral closure of S in R.
(b) Suppose moreover that Λ is filtered, and let R′ and S ′ be the colimits of R• and respec-
tively of S•. Then the colimit of D• is the p-integral closure of S
′ in R′.
(iv) Let B be a ring, A ⊂ B a subring, C the p-integral closure of A in B, and S ⊂ A a
multiplicative subset. Then S−1C is the p-integral closure of S−1A in S−1B.
Proof. (i): Suppose first that Φ is injective; let x ∈ R[a−1] be any element such that xp ∈ R,
and suppose, by way of contradiction, that x /∈ R. There exists a smallestm ∈ N such that y :=
amx /∈ R and am+1x ∈ R. Hence, yp = apmxp ∈ R, and therefore (am+1x)p = apyp ∈ apR.
Thus, the class of am+1x lies in KerΦ, i.e. am+1x = az for some z ∈ R; since a is regular, it
follows that z = amx ∈ R, contradicting the choice ofm.
Conversely, suppose that R is integrally closed inR[a−1], and let x ∈ R be an element whose
class x ∈ R/aR lies in KerΦ; this means that there exists y ∈ R such that xp = apy. Hence,
(x/a)p ∈ R, so that x/a ∈ R, and therefore x = 0.
(ii): Notice that S∧ · T = T∧, hence T∧ lies in the p-integral closure of S∧ in R∧. Hence, we
are reduced to checking that S is p-integrally closed inR if and only if S∧ is p-integrally closed
in R∧. Suppose first that S is p-integrally closed in R, and let x ∈ R∧ be any element such that
xp ∈ S∧. Denote by j : R → R∧ the completion map. Pick a Cauchy net (xλ | λ ∈ Λ) in R
whose limit is x; then (xpλ | λ ∈ Λ) is a Cauchy net converging to xp, and since S∧ is open inR∧
(corollary 8.2.17(i)), we may replace Λ by a cofinal subset, and assume that j(xλ)
p ∈ S∧ for
every λ ∈ Λ. Then xpλ ∈ S (corollary 8.2.17(ii)), whence xλ ∈ S for every λ ∈ Λ, and finally
x ∈ S∧, as required. Conversely, if S∧ is p-integrally closed in R∧, and x ∈ R is any element
with xp ∈ S, we have j(x)p ∈ S∧, so j(x) ∈ S, whence x ∈ S, again by corollary 8.2.17(ii).
The proof of (iii) shall be left to the reader.
(iv): Let b ∈ B, s ∈ S such that (b/s)p ∈ S−1C; it follows easily that tpbp ∈ C for some
t ∈ S, hence tb ∈ C, and consequently b/s ∈ S−1C. This shows that S−1C is p-integrally
closed in S−1B, hence it contains the p-integral closure C ′ of S−1A in S−1B. On the other
hand, by remark 9.8.22, the localizationB → S−1B restricts to a ring homomorphismC → C ′;
since C ′ is an S−1A-algebra, we must then have S−1C ⊂ C ′. 
9.8.24. Let X be a scheme, A → B a monomorphism of quasi-coherent OX-algebras; for
every affine open subset U ⊂ X , let C (U) (resp. D(U)) be the weak normalization (resp.
the p-integral closure) of A (U) in B(U); by remark 9.8.16(i), the rule : U 7→ C (U) (resp.
U 7→ D(U)) defines a subpresheaf of OX-algebras C ⊂ B (resp. D ⊂ B) on the site of affine
open subsets of X , and it follows easily from proposition 9.8.18 (resp. from lemma 9.8.23(iv))
that C (resp. D) is a sheaf on this site, so it extends uniquely to a subsheaf of B on the Zariski
site of X; moreover, C and D are quasi-coherent OX-algebras. We call C and D respectively
the weak normalization and the p-integral closure of A in B.
Proposition 9.8.25. Let f : A→ B be an injective ring homomorphism, p ∈ N a prime integer,
and suppose that f induces an isomorphism A[1/p]
∼→ B[1/p]. Let Aν (resp. C0, resp. C1)
be the integral closure (resp. the weak normalization, resp. the p-integral closure) of A in B;
denote by (A/pA)red
j−→ (Aν/pAν)red π←− Aν the natural maps, and set
C2 :={b ∈ B | there exists n ∈ N such that bpn ∈ A}
D :={x ∈ (Aν/pAν)red | there exists n ∈ N such that xpn ∈ Im(j)}.
Then j is injective, and C0 = C1 = C2 = π
−1D.
Proof. One argues as in (9.8.19) to see that j is injective.
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Now, the inclusion C2 ⊂ C1 is obvious, and the identity C0 = π−1D follows easily from
lemma 9.8.20. By remark 9.8.22, we may write C1 as the increasing union of the family A0 ⊂
A1 ⊂ A2 ⊂ · · · of subrings ofB, defined inductively by A0 := A, andAi+1 := Ai[Σi] for every
i ∈ N, where Σi := {b ∈ B | bp ∈ Ai}. By remark 9.8.14(iii), in order to check that C1 ⊂ C0,
it will therefore suffice to show that the inclusion map Ai → Ai+1 is radicial for every i ∈ N.
However, notice that Ai[1/p] = Ai+1[1/p] for every such i, hence we are reduced to checking
that the induced map Ai/pAi → Ai+1/pAi+1 is radicial, which is clear by construction.
Lastly, let us show that C0 ⊂ C2. To this aim, let us write f as the colimit of a filtered system
of injective ring homomorphisms (fλ : Aλ → Bλ | λ ∈ Λ), where Aλ andBλ are Z-subalgebras
of finite type of A and respectively B, for every λ ∈ Λ; since f induces an isomorphism
A[1/p]
∼→ B[1/p], we may also assume that fλ induces an isomorphism Aλ[1/p] ∼→ Bλ[1/p]
for every λ ∈ Λ (details left to the reader). For every such λ, let C2,λ be the subset of all b ∈ Bλ
such that bp
n ∈ Aλ for some n ∈ N, and let C0,λ be the weak normalization of Aλ in Bλ.
Clearly C2 is the filtered union of the resulting system (C2,λ | λ ∈ Λ); on the other hand, C0 is
the colimit of the system of subrings (C0,λ | λ ∈ Λ), by lemma 9.8.17. Hence, we are reduced
to checking that C0,λ ⊂ C2,λ for every λ ∈ Λ, and we may assume that A andB are noetherian.
Let now b ∈ C0, and set B′ := A[b]; we have to check that bpn ∈ A for some n ∈ N,
and obviously A[1/p] = B′[1/p], so we may replace B by B′ and suppose that f is finite and
radicial. In this case, pick a decomposition f = f1 ◦ · · · ◦ fn as in proposition 9.8.9; again,
it suffices to check the assertion for each fi, hence we may assume that Spec f is an effective
epimorphism of schemes (and still radicial). Thus, for every b ∈ B the element c := b⊗1−1⊗b
is nilpotent in B ⊗A B (corollary 9.8.13(i)), and moreover notice that the two natural maps
B[1/p] → B ⊗A B[1/p] are isomorphisms, since A[1/p] = B[1/p], hence the same holds
for the multiplication law B ⊗A B[1/p] → B[1/p], and the therefore image of c vanishes in
B ⊗AB[1/p], i.e. pkc = 0 in B ⊗AB for some k ∈ N, and after replacing k by a larger integer,
we may assume that ck = 0 as well. We write
bp
n ⊗ 1 = 1⊗ bpn +
pn∑
j=1
(
pn
j
)
(1⊗ bpn−j) · cj = 1⊗ bpn +
k−1∑
j=1
(
pn
j
)
(1⊗ bpn−j) · cj
and recall that the p-adic valuation of
(
pn
j
)
equals n − vp(j) for j = 1, . . . , pn, where vp(j)
denotes the p-adic valuation of j. In particular, with n := 2k, we see that
(
pn
j
)
is divisible by pk
for every j = 1 . . . , k − 1, so finally bpn ⊗ 1 = 1 ⊗ bpn in B ⊗A B, and consequently bpn ∈ A,
since Spec f is an effective epimorphism. 
Proposition 9.8.26. Let us resume the situation of remark 9.8.16(i), and let a ∈ A be any
element and n ∈ N any integer; also, denote by Aν (resp. A′ν) the integral closure of A in B
(resp. of A′ in B′). The following holds :
(i) If gA and gB are injective, aB
′ ⊂ Im gB and anA′ ⊂ Im gA, then :
aA′ν ⊂ gB(Aν) and aC ′ ⊂ gB(C).
(ii) If gA and gB are surjective, and aKer gB = 0, then :
a · g−1B A′ν ⊂ Aν and a · g−1B C ′ ⊂ C.
(iii) If gA and gB are surjective, and Ker gB ⊂ NB (notation of (9.8.7)), then :
g−1B A
′ν = Aν and g−1B C
′ = C.
Proof. (i): Let b ∈ A′ν , and pick any monic polynomialP := Xm+a′1Xm−1+· · ·+a′m ∈ A′[X ]
such that P (bn) = 0. Hence amn · P (bn) = 0 = (ab)mn + ana′1(ab)n(m−1) + · · ·+ amna′m = 0,
and by assumption ana′1, a
2na′2, . . . , a
mna′m ∈ gA(A) and ab ∈ gB(B), so ab ∈ gB(Aν), whence
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the first stated inclusion. Next, set C0 := gA(A)+aC
′; clearly C ′0 is an A-subalgebra of gB(B),
and we need to check that the induced map A→ C0 is radicial.
Claim 9.8.27. The kernel and cokernel of the inducedmapC0⊗AC0 → C ′⊗A′C ′ are annihilated
by an+2.
Proof of the claim. By consruction, the cokernel of the inclusion j : C0 → C ′ is annihilated by
a; since the kernel of C ′ ⊗A j is a quotient of TorA1 (C ′, C ′/C0), it follows that both the kernel
and cokernel of C ′ ⊗A j are annihilated by a. By the same token, the kernel and cokernel of
(C ′⊗A C0)⊗C0 j : C ′⊗A C0 → C ′⊗A C ′ are annihilated by a as well. Lastly, the natural map
π : C ′⊗AC ′ → C ′′⊗A′C ′ is clearly surjective, and its kernel is generated by the elements of the
form a′x⊗y−x⊗a′y, for all a′ ∈ A′ and all x, y ∈ C ′. By assumption, an(a′x⊗y−x⊗a′y) = 0
in C ′ ⊗A C ′, so anKer π = 0. The claim follows easily. ♦
Let c ∈ aC ′ be any element; then c⊗ 1− 1⊗ c is nilpotent in C ′⊗A′ C ′ (corollary 9.8.13(i));
by claim 9.8.27, it follows that there existsN ∈ N with an+2(c⊗ 1− 1⊗ c)N = 0 in C0⊗A C0.
Then, say that c = ad for some d ∈ C ′; it follows that (c⊗ 1 − 1⊗ c)3 = a3d3 ⊗ 1− 3a2d2 ⊗
ad+3ad⊗a2d2+1⊗a3d3 is divisible by a in C0⊗AC0, and finally (c⊗1−1⊗ c)N+3n+6 = 0
in C0 ⊗A C0, whence the contention.
(ii): Let b and P be as in the foregoing; suppose that b = gB(c) for some c ∈ B, and pick
a1, . . . , am ∈ Awith gA(ai) = a′i for i = 1, . . . , m. SetQ := Xm+a1Xm−1+· · ·+am ∈ A[X ];
then aQ(c) = 0, and it follows easily that ac ∈ Aν , whence the first inclusion of (ii). Next, set
C0 := A+a·g−1B C ′; we need to show that the resulting ring homomorphismA→ C0 is radicial.
However, notice that the restriction gC : C0 → C of gB has both kernel and cokernel annihilated
by a; then by lemma 14.1.52 we find an A-linear map h : C → C0 with h ◦ gC = a21C0 and
gC ◦ h = a2 · 1C . Hence (h⊗A h) ◦ (gC ⊗A gC) = a41C0 and (gC ⊗A gC) ◦ (h⊗A h) = a41C ,
so both the kernel and cokernel of gC ⊗A gC : C0⊗A C0 → C ⊗A C = C ⊗A′ C are annihilated
by a4. We may now argue as in the proof of (i), to conclude that c ⊗ 1 − 1 ⊗ c is nilpotent in
C0 ⊗A C0, for every c ∈ a · g−1B C ′, whence the contention.
(iii): Let b, c, P and Q be as in the proof of (ii); since Ker gB ⊂ NB, we have Q(c)n = 0 for
some n ∈ N, so c ∈ Aν , whence the first identity of (iii). Next, set C0 := g−1B C ′; we need to
check that the map A→ C0 is radicial, or equivalently, that the same holds the induced map on
reduced quotients Ared → (C0)red. However, gB induces an isomorphism (C0)red ∼→ (C ′)red,
and by definition the mapA′red → (C ′)red is radicial; since gA induces a surjectionAred → A′red,
the assertion follows easily. 
10. COHOMOLOGY AND LOCAL COHOMOLOGY OF SHEAVES
10.1. Cohomology of topoi and topological spaces.
Definition 10.1.1. Let X be a topological space, F a sheaf onX .
(i) We say that F is flabby if the restriction map F (X) → F (U) is surjective for every
open subset U ⊂ X .
(ii) We say that F is qc-flabby if the restriction map F (V ) → F (U) is a surjection
whenever U ⊂ V are quasi-compact open subsets of X .
(iii) The support of F is the subset :
SuppF := {x ∈ X |Fx 6= ∅} ⊂ X.
(iv) On the other hand, if F is an abelian sheaf, we define the support of F as the subset :
SuppF := {x ∈ X |Fx 6= 0} ⊂ X.
Lemma 10.1.2. Let X be a topological space, (Xλ | λ ∈ Λ) a family of open subsets ofX with
X =
⋃
λ∈ΛXλ, and F a sheaf on X . For every λ ∈ Λ, let Fλ be the restriction of F to Xλ.
Then F is flabby if and only if Fλ is flabby for every λ ∈ Λ.
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Proof. It is easily seen that if F is flabby, the same holds for every Fλ. Conversely, suppose
that Fλ is flabby for every λ ∈ Λ; let U ⊂ X be any open subset, and σ ∈ F (U). For
every subset Λ′ ⊂ Λ set XΛ′ :=
⋃
λ∈Λ′ Xλ, and denote by P the set of all pairs (Λ
′, σ′) where
Λ′ is a subset of Λ, and σ′ ∈ F (U ∪ XΛ′) is any section whose restriction to U agrees with
σ. We endow P with the partial order such that (Λ′, σ′) ≤ (Λ′′, σ′′) if and only if Λ′ ⊂ Λ′′
and the restriction of σ′′ to U ∪ XΛ′ agrees with σ′. It is clear that if ((Λi, σi) | i ∈ I) is any
totally ordered subset in P , then there exists (Λ′, σ′) in P with Λ′ =
⋃
i∈I Λi and such that
(Λi, σi) ≤ (Λ′, σ′) for every i ∈ I . Also, (∅, σ) ∈ P . By Zorn’s lemma, P admits then a
maximal element (Λ′, σ′), and it suffices to check thatΛ′ = Λ. Thus, suppose that λ ∈ Λ\Λ′; set
Λ′′ := Λ′∪{λ}, and let σ′′ be the restriction of σ′ to Uλ := Xλ∩ (U ∪XΛ′). Since Fλ is flabby,
there exists σλ ∈ Xλ whose restriction to Uλ agrees with σ′′. Then there exists τ ∈ F (U∪XΛ′′)
whose restriction to U ∪ XΛ′ agrees with σ′ and whose restriction to Xλ agrees with σλ. By
construction, we have (Λ′′, τ) > (Λ′, σ′), a contradiction. 
10.1.3. Let X be a topological space, and consider a short exact sequence
Σ : 0→ F ′ → F → F ′′ → 0
of abelian sheaves on X . For every open subset U ⊂ X , the sequence Σ induces a complex :
Σ(U) : 0→ F ′(U)→ F (U)→ F ′′(U)→ 0.
Lemma 10.1.4. In the situation of (10.1.3), the following holds :
(i) If F ′ is flabby, the sequence Σ(U) is short exact.
(ii) If both F and F ′ are flabby, the same holds for F ′′.
(iii) Suppose that X is locally coherent and quasi-separated. Then :
(a) If F ′ is qc-flabby and U is quasi-compact, the sequence Σ(U) is short exact.
(b) If both F and F ′ are qc-flabby, the same holds for F ′′.
Proof. (i): Let s′′ ∈ F ′′(U) be any section; we need to show that s′′ is the image of an element
of F (U). To this aim, let P be the set of all pairs (V, t), where V ⊂ U is an open subset, and
t ∈ F (V ) is a section whose image in F ′′(V ) agrees with the restriction of s′′. Then P is
partially ordered by declaring that (V, t) ≤ (V ′, t′) if and only if V ⊂ V ′ and t is the restriction
of t′ to V . Clearly, if ((Vλ, tλ) | λ ∈ Λ) is a totally ordered subset of P , then there exists a
unique section t on V :=
⋃
λ∈Λ Vλ such that (V, t) ∈ P and (Vλ, tλ) ≤ (V, t) for every λ ∈ Λ.
Moreover, since F → F ′′ is an epimorphism, it is easily seen that P 6= ∅. By Zorn’s lemma,
P admits therefore a maximal element (V, s), and it suffices to check that V = U . Thus,
suppose that x ∈ U \ V ; by assumption, we may find an open neighborhood V ′ of x in U , and
t ∈ F (V ′) with (V ′, t) ∈ P . Set W := V ∩ V ′, and let tW (resp. sW ) be the restriction of t
(resp. of s) toW ; then sW − tW ∈ F ′(W ). Since F ′ is flabby, the same holds for its restriction
F ′|V (lemma 10.1.2), hence we find r ∈ F ′(V ′) whose restriction toW agrees with sW − tW ;
set t′ := r + t ∈ F (V ′). Set V ′′ := V ∪ V ′; clearly the restriction of t′ toW agrees with sW ,
hence there exists u ∈ F (V ′′) whose restriction to V and V ′ agrees respectively with s and t′.
By construction, we have (V ′′, t′) ∈ P and (V ′′, t′) > (V, s), a contradiction.
(ii): In view of (i), we get a commutative ladder with short exact rows :
0 // F ′(X) //
ρ′

F (X) //
ρ

F ′′(X) //
ρ′′

0
0 // F ′(U) // F (U) // F ′′(U) // 0
whence, by the snake lemma, a surjection : Coker ρ→ Coker ρ′′. But Coker ρ = 0, since F is
flabby; so Coker ρ′′ = 0, whence the assertion.
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The proof of (iii.a) is a variant of that of (i). Indeed, we may replace X by U , and thereby
assume that X is quasi-compact. Then we have to check that every section s′′ ∈ F ′′(X) is the
image of an element of F (X). However, we can find a finite covering (Ui | i = 1, . . . , n) ofX ,
consisting of quasi-compact open subsets, such that s′′|Ui is the image of a section si ∈ F (Ui).
For every k ≤ n, let Vk := U1 ∪ · · · ∪ Uk; we show by induction on k that s′′|Vk is in the image
of F (Vk); the lemma will follow for k = n. For k = 1 there is nothing to prove. Suppose that
k > 1 and that the assertion is known for all j < k; hence we can find t ∈ F (Vk−1) whose
image is s′′|Vk−1 . The difference u := (t− sk)|Uk∩Vk−1 lies in the image of F ′(Uk ∩ Vk−1); since
Uk ∩ Vk−1 is quasi-compact and F ′ is qc-flabby, u extends to a section of F ′(Uk). We can
then replace sk by sk + u, and assume that sk and t agree on Uk ∩ Vk−1, whence a section on
Vk = Uk ∪ Vk−1 with the sought property. Assertion (iii.b) is proved as (ii). 
Lemma 10.1.5. Let f : Y → X be a continuous map of topological spaces, F a sheaf on X ,
and G a sheaf on Y . We have :
(i) If f is an open immersion and F is qc-flabby on X , then f ∗F is qc-flabby on Y .
(ii) If G is flabby on Y , then f∗G is flabby on X , and Rpf∗G = 0 for every p > 0.
(iii) If f is quasi-compact and G is qc-flabby on Y , then f∗G is qc-flabby on X .
(iv) If X and Y are locally coherent, f is quasi-compact and quasi-separated, and G is
abelian and qc-flabby, then Rpf∗G = 0 for every p > 0.
(v) Let A be any sheaf of rings on X . Every injective A -module is flabby.
(vi) If X is locally noetherian, every qc-flabby sheaf on X is flabby.
Proof. (i) and (iii) are trivial.
(ii): Clearly f∗G is flabby, and it remains to check that Rpf∗G = 0 for every p > 0. To this
aim, in view of remark 7.3.29(iv,v,vi) and lemma 10.1.4(ii), it suffices to show that for every
short exact sequence 0 → G ′ → G → G ′′ → 0 of flabby abelian sheaves on Y , the resulting
sequence 0→ f∗G ′ → f∗G → f∗G ′′ → 0 is still short exact; the latter follows from 10.1.4(i).
(iv): The assertion is local on X , so we may assume that X is quasi-compact and quasi-
separated, and then Y is also quasi-compact. Remark 7.3.29(iv,v,vi) and lemma 10.1.4(iii.b)
reduce to showing that, for every short exact sequence 0 → G ′ → G → G ′′ → 0 of qc-
flabby abelian sheaves on Y , the resulting sequence 0 → (f∗G ′)x → (f∗G )x → (f∗G ′′)x → 0
is short exact, for every x ∈ X . However, every such x has a fundamental system of open
neighborhoods consisting of coherent open subsets of X , so we come down to checking that
the induced sequence 0→ G ′(f−1U)→ G (f−1U) → G ′′(f−1U)→ 0 is short exact, for every
coherent open neighborhoodU of x. But under the current assumptions, f−1U is quasi-compact
and quasi-separated, so we conclude by lemma 10.1.4(iii.a).
(v): Let j : U → X be an open immersion, and I any injective A -module; the counit of
adjunction j!j
∗A → A is a monomorphism of A -modules, so it induces a surjection
ϕ : HomA (A ,I )→ HomA (j!j∗A ,I ).
We have a natural identification : HomA (A ,I )
∼→ I (X); by adjunction, we have also a
natural identification : HomA (j!j
∗A ,I )
∼→ Homj∗A (j∗A , j∗I ) ∼→ I (U). Under these
identifications, ϕ corresponds to the restriction map I (X)→ I (U), whence the contention.
(vi): Let U ⊂ X be any open subset; we have to check that the restriction map F (X) →
F (U) is surjective. To this aim, fix s ∈ F (U), and denote by S the set of all pairs (V, sV )
where V ⊂ X is an open subset containing U , and sV ∈ F (V ) is a section whose restriction to
U agrees with s. We endow S with a partial ordering, by declaring that (V, sV ) ≤ (V ′, sV ′) if
V ⊂ V ′ and the restriction of sV ′ to V agrees with sV . A standard application of Zorn’s lemma
shows that S admits maximal elements, hence let (V, sV ) be such a maximal element; it suffices
to show that V = X . However, if the latter fails, there exists a noetherian open subset U ′ ⊂ X
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which is not contained in V , and U ′ ∩ V is quasi-compact (remark 8.1.6(iv)); since F is qc-
flabby, we may then find sU ′ ∈ F (U ′) whose restriction to U ′ ∩ V agrees with the restriction
of sV . Then there exists a unique sU ′∪V ∈ F (U ′ ∩ V ) whose restriction to U ′ and V agrees
with sU ′ and respectively sV ; the pair (U
′ ∪ V, sU ′∪V ) lies in S, contradicting the maximality of
(V, sV ). 
10.1.6. Let Λ be a small cofiltered category; we consider the datum consisting of:
• Two systemsX• := (Xλ | λ ∈ Ob(Λ)) and Y• := (Yλ | λ ∈ Ob(Λ)) of locally spectral
topological spaces, with quasi-compact and quasi-separated transition maps :
(10.1.7) ϕu : Xµ → Xλ ψu : Yµ → Yλ for every morphism u : µ→ λ in Λ.
• A system F• := (Fλ | λ ∈ Ob(Λ)) where Fλ is a sheaf on Yλ for every λ ∈ Ob(Λ),
with transition maps :
ψ−1u Fλ → Fµ for every morphism u : µ→ λ in Λ.
• A system g• := (gλ : Yλ → Xλ | λ ∈ Ob(Λ)) of quasi-compact and quasi-separated
continuous maps, such that gλ ◦ ψu = ϕu ◦ gµ for every morphism u : µ→ λ.
The (inverse) limits of the systems X•, Y• and g• are representable by topological spaces and
continuous maps
X := lim
Λ
X• Y := lim
Λ
Y• g := lim
Λ
g• : Y → X
and the induced continuous maps
ϕλ : X → Xλ ψλ : Y → Yλ.
are spectral for every λ ∈ Λ. Moreover, F• induces a sheaf on Y :
F := colim
λ∈Ob(Λo)
ψ∗λFλ.
Proposition 10.1.8. In the situation of (10.1.6), the following holds :
(i) Suppose that Xλ is spectral for every λ ∈ Ob(Λ). Then the natural map
colim
λ∈Ob(Λo)
Γ(Yλ,Fλ)→ Γ(Y,F )
is a bijection.
(ii) If F• is a system of abelian sheaves, then the natural morphisms :
colim
λ∈Ob(Λo)
ϕ∗λR
igλ∗Fλ → Rig∗F
are isomorphisms for every i ∈ N.
Proof. By virtue of proposition 1.5.20, we may assume that Λ is a cofiltered partially ordered
set, and we let (Λo,≤) be the opposite ordering on Λ (see example 1.1.6(iii)). We first check
the injectivity of the map in (i). Since the system Y• is cofiltered, we come down to proving the
following assertion. Let λ ∈ Λo be any index, s, s′ ∈ Γ(Yλ,Fλ) two sections whose images
agree in Γ(Y,F ), and for every µ ∈ Λo such that µ ≥ λ, denote by sµ and s′µ the images of s
and s′ in Γ(Yµ,Fµ); then there exists an index µ ≥ λ, such that sµ = s′µ. However, set
Zµ := {y ∈ Yµ | sµ,y 6= s′µ,y} for every µ ∈ Λo such that µ ≥ λ
and we endow Zµ with the topology induced from Y
c
µ (notation of definition 8.1.27). Now Zµ
is a closed subset of Yµ for every µ ≥ λ, so it is also closed in Y cµ , and it is easily seen that
ψu(Zµ) ⊂ Zν for every morphism u : µ ≥ ν. Thus, (Zµ | µ ≥ λ) is a cofiltered system of
compact topological spaces (theorem 8.1.32(i)), and the assumption implies that the limit of
this system is empty. We deduce that Zµ = ∅ for some µ ≥ λ, so sµ = s′µ for such index µ.
FOUNDATIONS FOR ALMOST RING THEORY 875
Next, we verify the surjectivity. In case Y = ∅, we know that Yλ = ∅ for some λ ∈ Λo, so
the assertion holds. Hence, we may assume that Y is not empty. Now, let s ∈ Γ(Y,F ) be any
section; since
Fy = colim
λ∈Λo
Fλ,ψλ(y) for every y ∈ Y
we may find, for every y ∈ Y , an index λ(y) ∈ Λo, a quasi-compact open neighborhood Uy
of ψλ(y)(y) in Yλ,y and a section s(y) ∈ Γ(Uy,Fλ) such that the image of s(y) in Fy equals
sy. Then, for each y ∈ Y , we may find a quasi-compact open neighborhood U ′y of y in ψ−1λ(y)Uy
such that the image of s(y) in U ′y agrees with the restriction of s. The family (U
′
y | y ∈ Y ) is
an open covering of Y , and since Y is quasi-compact (theorem 8.1.32(i)), we may find a finite
(non-empty) subset S ⊂ Y such that (U ′y | y ∈ S) already covers Y . Then, for each y ∈ S we
may find an index µ(y) ≥ λ(y) and a quasi-compact open subset U ′′y of ψ−1µ(y)λ(y)Uλ(y) such that
ψ−1µ(y)U
′′
y = U
′
y (corollary 8.1.38(ii.a)). Next, since Λ is cofiltered, we may find µ ∈ Λo such
that µ ≥ µ(y) for every y ∈ S, and after replacing U ′′y by ψ−1µ,µ(y)U ′′y , and s(y) by its image in
Γ(ψ−1µ,µ(y)U
′′
y ,Fµ) for every y ∈ S, we may assume that µ(y) is a single index µ, independent
of y ∈ S. Now, since ⋃y∈S ψ−1µ U ′′y = Y , there exists ν ≥ µ such that ⋃y∈S ψ−1νµU ′′y = Yµ
(corollary 8.1.38(ii.b)), so we may replace µ by ν, each U ′′y by its preimage in Yν , and s(y)
by its image in Γ(ψ−1νµU
′′
y ,Fν), and further assume that (U
′′
y | y ∈ S) is a covering of Yµ.
Lastly, notice that – by construction – for every y, y′ ∈ S, the images of s(y) and s(y′) agree in
Γ(ψ−1µ (Uy ∩ Uy′),F ). Since the injectivity of the map in (i) has already been established, we
deduce that, for every y, y′ ∈ S there exists λ(y, y′) ≥ µ such that the images of s(y) and s(y′)
agree in Γ(ψ−1λ(y,y′),µ(U
′′
y ∩ U ′′y′),Fλ(y,y′)). Since Λ is cofiltered, we may then find λ ∈ Λo such
that λ ≥ λ(y, y′) for every y, y′ ∈ S. Now, let Vy := ψ−1λµU ′′y and denote by s′(y) the image of
s(y) in Γ(Vy,Fλ), for every y ∈ S; by construction we have s′(y)|Vy∩Vy′ = s′(y)|Vy∩Vy′ for every
y, y′ ∈ S, so the system (s′(y) | y ∈ S) corresponds to a well defined section s′ ∈ Γ(Yλ,Fλ),
whose image in Γ(Y,F ) is finally the original section s.
(ii): We notice :
Claim 10.1.9. Suppose that Fλ is qc-flabby for every λ ∈ Λo. Then the same holds for F .
Proof of the claim. Indeed, let U ⊂ V be any two quasi-compact open subsets of Y ; we need to
show that the restriction map
Γ(V,F )→ Γ(U,F )
is onto. By corollary 8.1.38(ii) we can find λ ∈ Λo and quasi-compact open subsets Uλ ⊂ Vλ ⊂
Yλ such thatU = ψ
−1
λ Uλ, and likewise for V . Let us setUµ := ψ
−1
µλUλ for every µ ∈ Λo such that
µ ≥ λ, and likewise define Vµ. Then, up to replacing Λo by the cofinal subset {µ ∈ Λo | µ ≥ λ},
we may assume that Uµ ⊂ Vµ are defined for every µ ∈ Λo. By (i) the natural map
colim
λ∈Λo
Γ(Uλ,Fλ)→ Γ(U,F )
is bijective for every n ∈ N, and likewise for V , whence the claim. ♦
Now, we pick for each λ ∈ Λo an injective resolution Fλ → I •λ , having care to construct
I •λ functorially, so that F• extends to a compatible system of complexes (Fλ → I •λ | λ ∈ Λo).
From claim 10.1.9, we know that I • := colimλ∈Λo ψ∗λI
•
λ is a complex of qc-flabby sheaves;
then lemma 10.1.5(iv) and remark 7.3.29(iv) yield a natural isomorphism :
g∗I
• ∼→ Rg∗F in D(ZX -Mod).
To conclude, let V → X be any quasi-compact open immersion, which as usual we see as the
limit of a system (Vλ → Xλ | λ ∈ Λ) of quasi-compact open immersions; we come down to
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checking that the natural map
Γ(V, colim
λ∈Λo
ϕ∗λgλ∗I
•
λ )→ Γ(V, g∞∗I •) = Γ(g−1V,I •)
is an isomorphism of complexes. However, g−1V is the limit of the system (g−1λ Vλ | λ ∈ Λ) of
spectral topological spaces and quasi-compact quasi-separated maps, so (i) naturally identifies
both complexes with
colim
λ∈Λo
Γ(g−1λ Vλ,I
•
λ )
whence the contention. 
Remark 10.1.10. In the situation of (10.1.6), suppose that X• and Y• are two systems of
schemes, that the systems ϕ• and ψ• of (10.1.7) consist of affine morphisms of schemes, and
g• is a system of quasi-compact and quasi-separated morphisms of schemes. By [43, Ch.IV,
Prop.8.2.3] the limits (in the category of schemes) of the systems X•, Y• (resp. g•) are repre-
sentable by schemes (resp. by a morphism of schemes) whose underlying topological spaces
(resp. continuous map) agrees with X and Y (resp. g), and the resulting ϕλ, ψλ are affine
morphisms of schemes, for every λ ∈ Ob(Λ). Hence, proposition 10.1.8 applies especially to
such inverse systems.
10.1.11. Let (X,A ) be a ringed space, and denote by ZX the sheaf of rings associated with
the constant presheaf with values Z; then ZX-Mod is the category of abelian sheaves on X ,
and the natural morphism ZX → A induces a forgetful functor
ϕA : D(A -Mod)→ D(ZX -Mod).
Furthermore, let f : (Y,B) → (X,A ) be a morphism of ringed spaces. For every B-module
F , the direct image f∗F is naturally an A -module, and we notice that the derived functor
Rf∗ : D
+(B-Mod) → D+(A -Mod) commutes with the forgetful functors ϕA , ϕB; indeed,
every injective B-module is a flabby ZY -module (lemma 10.1.5(v)), and the latter are acyclic
for the functor f∗ : ZY -Mod→ ZX -Mod (lemma 10.1.5(ii)), so the assertion follows easily.
One defines as in example 7.1.16(v) a total Hom cochain complex, which is a functor :
Hom•A : C(A -Mod)× C(A -Mod)o → C(A -Mod)
on the category of complexes of A -modules. Recall that, for any two complexesM•, N•, and
any object U of X , the group of n-cocycles in Hom•A (M•, N
•)(U) is naturally isomorphic
to HomC(A|U -Mod)(M•|U , N
•
|U [n]), and H
nHom•A (M•, N
•)(U) is naturally isomorphic to the
group of homotopy classes of mapsM•|U → N•|U [n] (see example 7.1.13(i)). We also set :
(10.1.12) Hom•A := Γ ◦Hom•A : C(A -Mod)× C(A -Mod)o → C(Γ(A )-Mod).
The bifunctor Hom•A admits a right derived functor :
RHom•A : D
+(A -Mod)× D(A -Mod)o → D(A -Mod)
for whose construction we refer to [112, §10.7]. Likewise, one has a derived functor RHom•A
for (10.1.12), and there are natural isomorphisms of A -modules :
(10.1.13) H iRHom•A (M
•, N•)
∼→ HomD+(A -Mod)(M•, N•[i])
for every i ∈ Z, and every bounded below complexesM• and N• of A -modules.
Lemma 10.1.14. Let (X,A ) be a ringed space, B an A -algebra. Then :
(i) If I is an injective A -module, HomA (F ,I ) is flabby for every A -module F , and
HomA (B,I ) is an injective B-module.
(ii) There is a natural isomorphism of bifunctors :
RΓ ◦RHom•A ∼→ RHom•A .
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(iii) The forgetful functor D+(B-Mod)→ D+(A -Mod) admits the right adjoint :
D+(A -Mod)→ D+(B-Mod) : K• 7→ RHom•A (B, K•).
Proof. (i) : Let j : U ⊂ X be any open immersion; a section s ∈ HomA (F ,I )(U) is a map
of A|U -modules s : F|U → I|U . We deduce a map of A -modules j!s : j!F|U → j!I|U → I ;
since I is injective, j!s extends to a map F → I , as required. Next, let B be an A -algebra;
we recall the following :
Claim 10.1.15. The functor
A -Mod→ B-Mod : F 7→ HomA (B,F )
is right adjoint to the forgetful functor.
Proof of the claim. We have to exhibit a natural bijection
HomA (N,M)
∼→ HomB(N,HomA (B,M))
for every A -module M and B-module N . This is given by the following rule. To an A -
linear map t : N → M one assigns the B-linear map t′ : N → HomA (B,M) such that
t′(x)(b) = t(x · b) for every x ∈ N(U) and b ∈ B(V ), where V ⊂ U are any two open subsets
of X . To describe the inverse of this transformation, it suffices to remark that t(x) = t′(x)(1)
for every local section x of N . ♦
Since the forgetful functor is exact, the second assertion of (i) follows immediately from
claim 10.1.15. Assertion (ii) follows from (i) and [112, Th.10.8.2].
(iii): Let K• (resp. L•) be a bounded below complex of B-modules (resp. of injective
A -modules); then :
HomD+(A -Mod)(K
•, L•) =H0Hom•C(A -Mod)(K
•, L•)
=H0Hom•C(B-Mod)(K
•,HomA (B, L
•))
= HomD+(B-Mod)(K
•,HomA (B, L
•))
where the last identity follows from (i) and (10.1.13). 
Theorem 10.1.16 (Trivial duality). Let f : (Y,B)→ (X,A ) be a morphism of ringed spaces.
For every M• ∈ Ob(D−(A -Mod)) and N• ∈ Ob(D+(B-Mod)), there are natural isomor-
phisms :
(i) RHom•A (M•, Rf∗N
•)
∼→ RHom•B(Lf ∗M•, N•) in D+(A (X)-Mod).
(ii) RHom•A (M•, Rf∗N
•)
∼→ Rf∗RHom•B(Lf ∗M•, N•) in D+(A -Mod).
Proof. One applies lemma 10.1.14(ii) to deduce (i) from (ii).
(ii) : By standard adjunctions, for any two complexes M• and N
• as in the proposition, we
have a natural isomorphism of total Hom cochain complexes :
(10.1.17) Hom•A (M•, f∗N
•)
∼→ f∗Hom•B(f ∗M•, N•).
Now, let us choose a flat resolution P•
∼→M• of A -modules, and an injective resolutionN• ∼→
I• of B-modules. In view of (10.1.17) and lemma 10.1.14(i) we have natural isomorphisms :
Rf∗RHom
•
B(Lf
∗M•, N
•)
∼→ f∗Hom•B(f ∗P•, I•) ∼← Hom•A (P•, f∗I•)
in D+(A -Mod). It remains to show that the natural map
(10.1.18) Hom•A (P•, f∗I
•)→ RHom•A (P•, f∗I•)
is an isomorphism. However, we have two spectral sequences :
E1pq := HpHom
•
A (Pq, f∗I
•)⇒Hp+qHom•A (P•, f∗I•)
F 1pq := HpRHom
•
A (Pq, f∗I
•)⇒Hp+qRHom•A (P•, f∗I•)
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and (10.1.18) induces a natural map of spectral sequences :
(10.1.19) E1pq → F 1pq
Consequently, it suffices to show that (10.1.19) is an isomorphism for every p, q ∈ N, and
therefore we may assume that P• consists of a single flat A -module placed in degree zero. A
similar argument reduces to the case where I• consists of a single injective B-module sitting in
degree zero. To conclude, it suffices to show :
Claim 10.1.20. Let P be a flat A -module, I an injective B-module. Then the natural map :
HomA (P, f∗I)[0]→ RHom•A (P, f∗I)
is an isomorphism.
Proof of the claim. RiHom•A (P, f∗I) is the sheaf associated with the presheaf onX :
U 7→ RiHom•A|U (P|U , f∗I|U).
Since I|U is an injective B|U -module, it suffices therefore to show that R
iHom•A (P, f∗I) = 0
for i > 0. However, recall that there is a natural isomorphism :
RiHom•A (P, f∗I) ≃ HomD(A -Mod)(P, f∗I[−i]).
Since the homotopy category Hot(A -Mod) admits a left calculus of fractions, we deduce a
natural isomorphism :
(10.1.21) RiHom•A (P, f∗I) ≃ colim
E•→P
HotA -Mod(E•, f∗I[−i])
where the colimit ranges over the family of quasi-isomorphismsE• → P . We may furthermore
restrict the colimit in (10.1.21) to the subfamily of all such E• → P where E• is a bounded
above complex of flat A -modules, since this subfamily is cofinal. Every such map E• → P
induces a commutative diagram :
HomA (P, f∗I[−i]) //

HotA -Mod(E•, f∗I[−i])

HomB(f
∗P, I[−i]) // HotB-Mod(f ∗E•, I[−i])
whose vertical arrows are isomorphisms. Since E• and P are complexes of flat A -modules,
the induced map f ∗E• → f ∗P is again a quasi-isomorphism; therefore, since I is injective, the
bottom horizontal arrow is an isomorphism, hence the same holds for the top horizontal one,
and the claim follows easily. 
10.1.22. Suppose that F is an abelian group object in a given topos X , and let (FilnF | n ∈
N) be a descending filtration by abelian subobjects of F , such that Fil0F = F . Set F n :=
F/Filn+1F for every n ∈ N, and denote by gr•F the graded abelian object associated with
the filtered object Fil•F ; then we have :
Lemma 10.1.23. In the situation of (10.1.22), fix q ∈ N and suppose that the natural map :
F → R lim
k∈N
F k
is an isomorphism in D(ZX -Mod). Then, the following conditions are equivalent :
(a) Hq(X,FilnF ) = 0 for every n ∈ N.
(b) The natural mapHq(X,FilnF )→ Hq(X, grnF ) vanishes for every n ∈ N.
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Proof. Obviously we have only to show that (b) implies (a). Moreover, let us set :
(FilnF )k := FilnF/Filk+1F for every n, k ∈ N with k ≥ n.
There follows, for every n ∈ N, a short exact sequence of inverse systems of sheaves :
0→ ((FilnF )k | k ≥ n)→ (F k | k ≥ n)→ F n−1 → 0
(where the right-most term is the constant inverse system which equals F n−1 in all degrees,
with transition maps given by the identity morphisms); whence a distinguished triangle :
R lim
k∈N
(FilnF )k → R lim
k∈N
F k → F n−1[0]→ R lim
k∈N
(FilnF )k[1]
which, together with our assumption on F , easily implies that the natural map FilnF →
R limk∈N(Fil
nF )k is an isomorphism inD(ZX -Mod). Summing up, we may replace the datum
(F ,Fil•F ) by (FilnF ,Fil•+nF ), and reduce to the case where n = 0.
The inverse system (F n | n ∈ N) defines an abelian group object of the topos XN (see [52,
§7.3.4]); whence a spectral sequence:
(10.1.24) Epq2 := lim
n∈N
pHq(X,F n)⇒ Hp+q(XN,F •) ≃ Hp+q(X,R lim
n∈N
F n).
By [112, Cor.3.5.4] we have Epq2 = 0 whenever p > 1, and, in view of our assumptions,
(10.1.24) decomposes into short exact sequences :
0→ lim
n∈N
1Hq−1(X,F n)
αq−→ Hq(X,F ) βq−→ lim
n∈N
Hq(X,F n)→ 0 for every q ∈ N
where βq is induced by the natural system of maps (βq,n : H
q(X,F )→ Hq(X,F n) | n ∈ N).
Claim 10.1.25. If (b) holds, then βq = 0.
Proof of the claim. Suppose that (b) holds; we consider the long exact cohomology sequence
associated with the short exact sequence :
0→ Filn+1F → FilnF → grnF → 0
to deduce that the natural map Hq(X,Filn+1F ) → Hq(X,FilnF ) is onto for every n ∈ N;
hence the same holds for the natural map Hq(X,FilnF ) → Hq(X,F ). By considering the
long exact cohomology sequence attached to the short exact sequence :
(10.1.26) 0→ FilnF → F → F n → 0
we then deduce that βq,n vanishes for every n ∈ N, which implies the claim. ♦
Claim 10.1.27. If (b) holds, then the inverse system (Hq−1(X,F n) | n ∈ N) has surjective
transition maps.
Proof of the claim. By considering the long exact cohomology sequence associated with the
short exact sequence : 0 → grnF → F n+1 → F n → 0, we are reduced to showing that the
boundary map ∂q−1 : H
q−1(X,F n) → Hq(X, grnF ) vanishes for every n ∈ N. However,
comparing with (10.1.26), we find that ∂q−1 factors through the natural map H
q(X,FilnF )→
Hq(X, grnF ), which vanishes if (b) holds. ♦
The lemma follows from claims 10.1.25 and 10.1.27, and [112, Lemma 3.5.3]. 
Our next result generalizes to arbitrary coherent spaces a classical theorem from [60], where
it was stated only for noetherian spaces. We need first to introduce a general truncation con-
struction for abelian sheaves, that shall be useful also in section 11.2.
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10.1.28. Let (X,A ) be a ringed topological space, ϕ : V → X a locally closed immersion,
denote by V the topological closure of V in X , and set ∂V := V \V , which is also a closed
subset of X . Let also i : V → X and j : V → V be the induced closed and respectively open
immersions. We set
ϕ! := i∗ ◦ j! : ϕ∗A -Mod→ A -Mod tV := ϕ! ◦ ϕ∗ : A -Mod→ A -Mod
and we call ϕ! (resp. tV ) the functor of extension by zero from V to X (resp. of truncation
outside V ). Notice that we have natural identifications
(10.1.29) tV Fx
∼→
{
Fx if x ∈ V
0 otherwise.
Lemma 10.1.30. In the situation of (10.1.28), set W := X \V , denote by ψ : W → X the
resulting locally closed immersion, and let F be an A -module such that ψ∗F = 0. Then there
exists a unique natural isomorphism
fF : tV F
∼→ F
such that fF ,x is the natural identification (10.1.29), for every x ∈ V .
Proof. The uniqueness of fF is clear. For the existence, set G := i∗F ; it suffices to exhibit
natural isomorphisms
F
∼→ i∗G and j!ϕ∗F ∼→ G
which induce the corresponding natural identifications on the stalks. So wemay assume thatϕ is
either an open or closed immersion. In case ϕ is open, we obtain a natural map f : ϕ!F → F as
follows. Recall that ϕ!F is the sheaf associated with the presheafH such thatH (U) = F (U)
for U ⊂ V , and H (U) = 0 otherwise; then clearly there is a natural monomorphism H → F
in the category of presheaves onX , and the latter factors uniquely through a map as sought. By
construction, fx is the identity endomorphism of Fx, for every x ∈ V , and fx is also trivially
an isomorphism for x /∈ V , since in this case the stalks of both source and target of fx vanish.
So f is indeed an isomorphism with the required properties.
Lastly, suppose ϕ is a closed immersion; for any open subset T of V , let CT be the cofiltered
set of all open subsets U of X such that U ∩ V = T , and set
ϕ−1H (T ) := colim
U∈CoT
H (U) for every presheaf of abelian groups H on X.
The rule T 7→ ϕ−1H (T ) for every open subset T of V yields a well defined abelian presheaf
on V , functorial in H (the resulting functor ϕ−1 from abelian presheaves on X to abelian
presheaves on V is left adjoint to the direct image functor ϕ∗ : cp. remark 1.3.6(i)). Now,
suppose that H is a A -module such that H|X\V = 0; in this case, it is easily seen that ϕ
−1H
is a ϕ∗A -module, and moreover the transition map H (U) → H (U ′) is an isomorphism, for
every U, U ′ ∈ CT such that U ′ ⊂ U . Especially, this applies with H := F , so we get a natural
isomorphism
fU : F (U)
∼→ i−1F (U ∩ V ) = i∗i−1F (U) for every open subset U ⊂ X
and the system of such maps fU is the sought isomorphism F
∼→ i∗i∗F . 
Proposition 10.1.31. Let V and V ′ be two locally closed subsets of X . The following holds :
(i) We have a unique isomorphism of functors :
τV,V
′
: tV ◦ tV ′ ∼→ tV ∩V ′
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which induces, for every A -module F and every x ∈ V ∩ V ′ a commutative diagram
(10.1.32)
tV ◦ tV ′Fx τ
V,V ′
x //
α

tV ∩V ′′Fx
β

tV ′Fx
γ // Fx
where α, β and γ are the natural identifications of (10.1.29).
(ii) Let V ′′ ⊂ X be a third locally closed subset. Then the diagram
tV ◦ tV ′ ◦ tV ′′ tV ∗τ
V ′,V ′′
//
τV,V
′
∗tV ′′

tV ◦ tV ′∩V ′′
τV,V
′∩V ′′

tV ∩V ′ ◦ tV ′′ τ
V ∩V ′,V ′′
// tV ∩V ′∩V ′′
commutes.
(iii) Suppose that :
(a) either V ⊂ V ′ and the resulting immersion V → V ′ is closed
(b) or else V ′ ⊂ V and the resulting immersion V ′ → V is open.
Then there exists a unique morphism of functors
cV,V
′
: tV ′ → tV
which induces, for every A -module F and every x ∈ V ∩ V ′, a commutative diagram
tV ′Fx
cV,V
′
x //
##●
●●
●●
●●
●
tV Fx
{{①①
①①
①①
①①
Fx
whose downward arrows are the natural identifications (10.1.29).
(iv) In the situation of (iii), let V ′′ be a third locally closed subset of X . Then the resulting
diagram
tV ′′ ◦ tV ′
tV ′′∗c
V,V ′
//
τV
′′,V ′

tV ′′ ◦ tV
τV
′′,V

tV ′′∩V ′
cV
′′∩V,V ′′∩V ′
// tV ′′∩V
commutes.
(v) Let V ⊂ V ′ ⊂ V ′′ (resp. V ′′ ⊂ V ′ ⊂ V ) be a chain of closed (resp. open) immersions
of locally closed subsets of X . Then
cV,V
′ ◦ cV ′,V ′′ = cV,V ′′ .
Proof. (i): The uniqueness is clear. For the existence, set W := V ∩ V ′′, and let ϕ : W → X
and ψ : X \W → X be the locally closed immersions; by inspecting the definition, we find
natural isomorphisms
ϕ∗ ◦ tV ◦ tV ′F ∼→ ϕ∗F ∼←− ϕ∗tWF for every A -module F
which induce on stalks the isomorphisms ϕ∗(γ ◦ α) and respectively ϕ∗β. There follows an
isomorphism ϕ!f : tW ◦ tV ◦ tV ′F ∼→ tV ′′ ◦ tV ′′F . On the other hand, it is easily seen that
ψ∗ ◦ tV ◦ tV ′F and ψ∗ ◦ tWF both vanish, so lemma 10.1.30 naturally identifies ϕ!f with an
isomorphism tV ◦ tV ′F ∼→ tWF with the sought property.
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(ii): The commutativity of the diagram can be checked on stalks, and then it follows easily
from the commutativity of (10.1.32) : details left to the reader.
(iii): Again, the uniqueness of cV,V
′
is clear. For the existence, consider first case (a), and
write V = V ′ ∩ Z for some closed immersion ϕ : Z → X . The unit of the adjunction
(ϕ∗, ϕ∗) yields a natural morphism η : F → tZF , whence a morphism tV ′η : tV ′F →
tV ′ ◦ tZF , which, by (i) is naturally identified with a morphism tV ′F → tV F fulfilling the
stated condition. A similar argument works in case (b) : we write V ′ = V ∩ U for some open
immersion ψ : U ⊂ X and we consider the counit ε : tUF → F of the adjunction (ψ!, ψ∗);
then (i) naturally identifies tV ε with a morphism with the sought properties.
(iv) and (v) can be checked on the stalks : the details shall be left to the reader. 
Theorem 10.1.33. Let X be any coherent space, F any abelian sheaf onX . Then :
(i) H i(X,F ) = 0 for every i > dimX .
(ii) If X is spectral, we have more precisely
H i(X,F ) = 0 for every i > dF := sup(dim {x} | x ∈ SuppF ).
Proof. (Here, for any subset T ⊂ X , we denote by T the topological closure of T inX).
Claim 10.1.34. Let d ∈ N be any integer, and suppose that (i) holds for every spectral space X
of dimension ≤ d. Then (ii) holds for every spectral space X and every ZX -module F such
that dF ≤ d.
Proof of the claim. Indeed, let S be the set consisting of all pairs (U, s), where U ⊂ X
is a quasi-compact open subset, and s ∈ F (U) is any element. For any (U, s) ∈ S , let
Supp(s) := {x ∈ U | sx 6= 0}, notice that Supp(s) is a closed subset of U , and denote by
is : Supp(s) → U and jU : U → X the resulting closed and respectively open immersions;
the section s is the same as a morphism of ZU -modules ZU → j∗UF which factors through
the epimorphism ZU → is∗ZSupp(s). By adjunction, there follows a unique morphism of ZX -
modules ϕU,s : jU !is∗ZSupp(s) → F . For any finite subset S ⊂ S , we let
ϕS :
⊕
(U,s)∈S
jU !is∗ZSupp(s) → F
be the unique map of ZX -modules whose restriction to jU !is∗ZSupp(s) agrees with ϕU,s, for
every (U, s) ∈ S. It is easily seen that F is the colimit of the filtered system of its subsheaves
FS := ImϕS , for S ranging over all finite subsets of S . By proposition 10.1.8(i) we deduce
that H i(X,F ) is the filtered colimit of the system of abelian groups (H i(X,FS) | S ⊂ S ); it
then suffices to show the assertion for each subsheaf FS . Thus, we may assume from start that
there exists a finite subset S ⊂ S with F = FS . In this case, we set
Z := SuppF =
⋃
(U,s)∈S
Supp(s)
and we let iZ : Z → X be the closed immersion. Clearly we have a natural isomorphism
H i(X,F )
∼→ H i(Z, i∗ZF ) for every i ∈ N
and Z is still a spectral space, by corollary 8.1.40. Hence, we may replace X by Z and F by
i∗ZF , and assume from start that Z = X (and clearly, we still have F = FS). In view of our
assumption, it then suffices to show that
dimZ = sup
(
dim {x} | x ∈
⋃
(U,s)∈S
Supp(s)
)
.
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To this aim, in light of remark 8.1.2(v), we are reduced to checking that dimSupp(s) =
sup(dim {x} | x ∈ Supp(s)) for every (U, s) ∈ S. However, notice that Supp(s) is pro-
constructible inX , hence Supp(s) is the set of all specializations inX of the points of Supp(s)
(proposition 8.1.44(i)). Now the contention follows from remark 8.1.43(iii). ♦
(i): Let SX be the sober space associated with X , and fX : X → SX the unit of adjunction
(proposition 8.1.8); by remark 8.1.11, the space SX is spectral; moreover the functor
f ∗X : ZSX -Mod→ ZX-Mod
is an equivalence of categories, and the induced map Γ(SX ,F ) → Γ(X, f ∗XF ) is a bijection
for every ZSX -module F . It follows easily that the induced map
H i(SX ,F )→ H i(X, f ∗XF )
is an isomorphism as well; thus, we may replace X by SX , and assume from start that X is
spectral.
We argue by induction on d := dimX . If d = 0, X is a boolean space (see example 8.1.45),
so every sheaf on X is qc-flabby, and the assertion follows from lemma 10.1.5(iv). We may
then assume that d > 0 and that (i) is already known for every spectral space of dimension< d.
Suppose, by way of contradiction, thatHd+1(X,F ) 6= 0 for some ZX-moduleF , and pick any
element c 6= 0 in this cohomology group. For any closed subset Z ⊂ X , let iZ : Z → X be the
corresponding closed immersion, denote by Z the system of all closed subsets Z ⊂ X such
that the image of c does not vanish in Hd+1(Z, i∗ZF ), and endow Z with the partial ordering
given by inclusion. Notice that each Z ∈ Z is also a spectral space (corollary 8.1.40), so we
must have dimZ = d, by inductive assumption.
Claim 10.1.35. (i) The partially ordered set Z admits minimal elements.
(ii) Every minimal element of Z is an irreducible closed subset ofX .
Proof of the claim. (i): Let (Zi | i ∈ I) be any totally ordered non-empty subset ofZ ; by Zorn’s
lemma, it suffices to check that
⋂
i∈I Zi ∈ Z . However, notice that the inclusion maps Zi → Zj
are spectral for every i, j ∈ I with Zi ⊂ Zj (lemma 8.1.25(x.e) and remark 8.1.26(iv)), so the
latter assertion follows directly from proposition 10.1.8(i).
(ii): Let Z be any minimal element of Z , and suppose, by way of contradiction, that Z =
Z1 ∪ Z2 for two non-empty closed subsets Z1, Z2 strictly contained in Z; notice that Z1 and
Z2 are also spectral spaces (corollary 8.1.40). Pick any non-empty quasi-compact open subset
U ⊂ Z \ Z1, and set Z ′1 := Z \ U , Z ′2 := U . Since U ⊂ Z2, we have Z ′2 ⊂ Z2 and Z1 ⊂ Z ′1.
Moreover, both Z ′1 (resp. Z
′
2) is the set of all specializations of the points of Z \ U (resp. of
U); it follows that Z ′3 := Z
′
1 ∩ Z ′2 has dimension < d : indeed, any totally ordered sequence
x1 < · · · < xk of elements of (Z ′3,≤) (with ordering given by specialization) can be extended
to a totally ordered sequence of (Z ′2,≤), by adding a generization xk+1 of xk with xk+1 ∈ U .
On the other hand, consider the sequence
(10.1.36) 0→ tZ′3F → tZ′1F ⊕ tZ′2F → tZF → 0.
whose second and third arrows are given by the natural transformations provided by proposition
10.1.31(iii); by considering the stalks over the points of Z, it is easily seen that (10.1.36) is short
exact, whence an exact sequence of abelian groups
(10.1.37) Hd(Z ′3, i
∗
Z′3
F )→ Hd+1(Z, i∗ZF ) β−→ Hd+1(Z ′1, i∗Z′1F )⊕H
d+1(Z ′2, i
∗
Z′2
F ).
However, the first term of (10.1.37) vanishes by inductive assumption, hence β is injective;
especially the image of c cannot vanish in both Hd+1(Z ′1, i
∗
Z′1
F ) and Hd+1(Z ′2, i
∗
Z′2
F ), contra-
dicting the minimality of Z. ♦
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By claim 10.1.35, we may replaceX by a minimal element of Z , and assume from start that
X is irreducible. In this case, denote by η ∈ X the maximal point, and let jη : {η} → X be
the inclusion map; there follows a natural map of ZX -modules f : F → jη∗j∗ηF such that fη
is an isomorphism. Since j∗ηF is obviously qc-flabby on {η}, lemma 10.1.5(iii,iv) implies that
H i(X, jη∗j
∗
ηF ) = 0 for every i > 0. We deduce an exact sequence of abelian groups
(10.1.38) Hd+1(X,Ker f)→ Hd+1(X,F )→ Hd+1(X, Im f)
as well as an isomorphism of abelian groups
Hd(X,Coker f)
∼→ Hd+1(X, Im f)
and by construction we have dKer,f , dCoker f < d. From the inductive assumption and claim
10.1.34, it follows that the first and third terms of (10.1.38) vanish, so the same holds for the
middle one, and the proof is concluded. 
Remark 10.1.39. A different proof of (a slight improvement of) theorem 10.1.33 is found in
[102]. See also proposition 10.4.7(ii).
10.2. Cˇech cohomology. This section is a review of the standard constructions of resolutions
via Cˇech complexes, for general topoi. We also include two classical applications to the coho-
mology of quasi-coherent modules on a scheme.
10.2.1. Let T be a topos, and U := (Ui | i ∈ I) a family of objects of T ; pick any final object
1T of T , and set as well (notation of example 4.7.8(iii))
Y :=
∐
i∈I
Ui U :=
⋃
i∈I
Im(Ui → 1T ) Z := CU.
According to example 4.7.8(i,iii) there exist natural morphisms of topoi
jU : T/U → T π : T/Y → T i : Z → T.
Moreover, the functor π∗ : T → T/Y admits a left adjoint π! : T/Y → T . Furthermore, let ZT
(resp. ZX , for every object X of T ) be the constant ring object of T (resp. of T/X) associated
with the ring Z. The functor π∗ : ZT -Mod→ ZY -Mod admits a left adjoint
π! : ZY -Mod→ ZT -Mod.
Then, according to (7.10.3), the adjoint pair (π!, π
∗) determines a cotriple (⊥U, η, µ), which in
turns yields a functor
ZT -Mod→ ŝ.ZT -Mod F 7→⊥U• F .
(notation of definition 7.4.1(iv)). This construction can be described explicitly as follows. We
attach to I the simplicial set I• which, in every degree n ∈ N consists of the set of all mappings
[n] → I , where [n] := {0, . . . , n}; i.e., this is the cartesian power In+1 of I , whose elements
are all the ordered sequences t := (t0, . . . , tn) of elements of I . Every morphism ϕ : [n]→ [m]
in the simplicial category ∆ induces a map ϕ∗ : Im+1 → In+1 by the rule :
t 7→ t ◦ ϕ := (tϕ0, . . . , tϕn) for every t ∈ Im+1
and it is clear that the rules : [n] 7→ In+1 and ϕ 7→ ϕ∗ yield a well defined functor ∆o → Set.
For every t ∈ In+1, we fix as well an object Ut of T that represents the product Ut0 × · · ·×Utn ,
and denote by jt : T/Ut → T the induced morphism. Notice that every ϕ : [n]→ [m] in∆ and
every t ∈ Im+1 induces a well defined morphism in T :
ν(t)ϕ : Ut → Uϕ∗(t)
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namely, the unique morphism whose composition with the projection on the i-th factor of Uϕ∗(t)
agrees with the projection onto the ϕ(i)-th factor of Ut, for every i = 0, . . . , n. Then ν
(t)
ϕ in
turns induces a morphism
u(t)ϕ : jt!j
∗
t F → jϕ∗(t)!j∗ϕ∗(t)F .
With this notation, we have
⊥Un F :=
⊕
t∈In+1
jt!j
∗
t F for every n ∈ N
and every morphism ϕ : [n] → [m] in ∆ corresponds to the unique morphism of ZT -modules
uϕ :⊥Um F →⊥Un F that makes commute the diagram
jt!j
∗
t F
u
(t)
ϕ //

jϕ∗(t)!j
∗
ϕ∗(t)F

⊥Um F
uϕ // ⊥Un F
for every t ∈ Im+1.
where the vertical arrows are the inclusion maps. Moreover, ⊥U−1 F = F , and the augmenta-
tion ε :⊥U0 F →⊥U−1 (U) is the sum of the natural morphisms ji!j∗i F → F given by the counit
for the adjunction (ji!, j
∗
i ), for every i ∈ I .
Definition 10.2.2. (i) With the notation of (10.2.1), the augmented Cˇech resolution associated
with U and the ZT -module F is the unnormalized chain complex of ZT -modules
(R•(U,F ), d•)
obtained from the augmented simplicial complex⊥U• (U,ZT ) (see definition 7.4.23(i)).
(ii) To ease notation, we shall set also
R•(U) := R•(U,ZT ) and R•(U) := τ≤0R•(U).
Then the augmented Cˇech complex of F relative to the covering U of U is the cochain complex
C•(U•,F ) := Hom
•
ZT
(R•(U),F [0]).
Hence, R•(U) is an object of C
≤1(ZT -Mod), and C
•(U•,F ) is an object of C≥−1(Z-Mod).
Lemma 10.2.3. With the notation of definition 10.2.2, we have :
(i) For every ZT -module F , the complex of ZU -modules j∗UR•(U,F ) is acyclic.
(ii) The natural projection ZT → i∗ZZ induces a quasi-isomorphism :
R•(U)
∼→ i∗ZZ [−1] in C−(ZT -Mod).
(iii) Suppose that U is a covering of T (i.e. that U = 1T and Z = ∅T ). Then the differential
d0 of R•(U) induces a quasi-isomorphism
R•(U)
∼→ ZT [0] in C−(ZT -Mod).
Proof. (i): The natural morphism Y → U is an epimorphism, hence it is a covering in the
canonical topology of T , and therefore it suffices to check that π∗R•(U,F ) is acyclic. But
proposition 7.10.4(i) says that π∗(⊥U• F ) is homotopically trivial. Then the assertion follows
from corollary 7.4.66(ii).
Assertions (ii) and (iii) are immediate consequences of (i). 
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10.2.4. Keep the notation of (10.2.1), and choose any total ordering on I . We let In+1alt ⊂ In+1
be the subset of all injective order-preserving mappings [n]→ I , for every n ∈ N, and we set
Ralt−1(U,F ) := F R
alt
n (U,F ) :=
⊕
t∈In+1alt
jt!j
∗
t F for every n ∈ N.
Obviously ϕ∗(Im+1alt ) ⊂ In+1alt for every injective morphism ϕ : [n] → [m] of ∆, so the dif-
ferential dn of R•(U,F ) restricts to a well defined morphism of ZT -modules R
alt
n (U,F ) →
Raltn−1(U,F ) for every n ∈ N, and we obtain therefore a subcomplex
(Ralt• (U,F ), d•).
We set as well Ralt• (U) := R
alt
• (U,ZT ), and to every ZT -module F we assign its alternating
augmented Cˇech complex relative to the covering U of U , which is the cochain complex
C•alt(U•,F ) := Hom
•
Z(R
alt
• (U),F [0]).
We shall also consider the alternating variant of the Cˇech resolution
Ralt• (U) := τ≤0R
alt
• (U).
10.2.5. For every n ∈ N, denote by Sn+1 the permutation group of [n]; then, for any t ∈ In+1alt ,
and any σ ∈ Sn+1, the sequence t◦σ is an element of In+1 such that Ut◦σ = Ut, and there exists
a unique isomorphism µt : Ut◦σ
∼→ Ut whose composition with the projection on the i-th factor
of Ut agrees with the projection on the σ(i)-th factor of Ut◦σ, for every i ∈ [n]. We set
Alt(t◦σ) := sign(σ) · vt : j(t◦σ)!ZUt◦σ → jt!ZUt
where vt is the isomorphism induced by µt, and where sign(σ) denotes the signature of σ. Then,
for every n ∈ N there exists a unique morphism of ZT -modules
AltUn : Rn(U)→ Raltn (U)
whose kernel contains the direct summands jt!ZUt such that the mapping t : [n] → I is not
injective, and that makes commute the diagram
j(t◦σ)!ZUt◦σ
Alt(t◦σ) //

jt!ZUt

Rn(U)
AltUn // Raltn (U)
for every t ∈ Ialtn
(where the vertical arrows are the inclusion maps).
Proposition 10.2.6. In the situation of (10.2.5), denote by ιU• : R
alt
• (U)→ R•(U) the inclusion
map, and suppose that Ui is a subobject of 1T , for every i ∈ I . Then the following holds :
(i) The system (AltUn−1 | n ∈ N) defines an epimorphism of chain complexes
AltU• : R•(U)→ Ralt• (U)
whose kernel is independent of the choice of ordering on I .
(ii) AltU• ◦ ιU• = 1Ralt• (U). and ιU• ◦ AltU• is homotopically equivalent to 1R•(U).
(iii) Especially, ιU• and Alt
U
• are mutually inverse isomorphisms in D(ZX -Mod).
(iv) The natural projection ZT → i∗ZZ induces a quasi-isomorphism :
Ralt• (U)
∼→ i∗ZZ [−1] in C−(ZT -Mod).
(v) Suppose that U is a covering of T (i.e. that U = 1T and Z = ∅T ). Then the differential
d0 of R
alt
• (U) induces a quasi-isomorphism
Ralt• (U)
∼→ ZT [0] in C−(ZT -Mod).
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Proof. (i): Fix an integer n > 0, a sequence s ∈ In+1, and let c ≤ n + 1 be the cardinality of
{s0, . . . , sn}. It suffices to check that the compositions dn◦AltUn andAltUn−1◦dn agree on js!ZUs .
In case c < n, it is easily seen that both these compositions vanish on such direct summand. In
case c = 1 and n = 0, the assertion follows by a direct inspection. In case c = n + 1 > 1, we
may find a unique permutation σ ∈ Sn+1 and a unique t ∈ In+1alt such that s = t ◦ σ, and we
have to show that we have a commutative diagram
j(t◦σ)!ZUt◦σ
Alt(t◦σ) //
dt◦σ

jt!ZUt
dt

Rn−1(U)
AltUn−1 // Rn−1(U
′)
where dt and dt◦σ denote the restrictions of the differentials of R
alt
• (U) and respectively R•(U).
To this aim, for every i = 0, . . . , n denote by β
(i)
1 the unique permutation of [n] such that
β
(i)
1 (σ(i)) = σ(i) and β
(i)
1 (σ(j)) < β
(i)
1 (σ(k)) for every j, k ∈ [n] \ {i} with j < k.
Also, we define a third permutation as follows :
• If σ(i) < i, let β(i)2 be the cycle (i, i− 1, . . . , σ(i)) of length i− β(i) + 1
• If σ(i) > i, let β(i)2 be the cycle (i, i+ 1, . . . , σ(i)) of length σ(i)− i+ 1
• If σ(i) = i, let β(i)2 be the identity map of [n].
It is easily seen that in either cases
σ−1 = β
(i)
2 ◦ β(i)1 and sign(β(i)2 ) = (−1)i−σ(i) for every i = 0, . . . , n.
Now, for every i = 0, . . . , n let εi : [n−1]→ [n] be the i-th face map (see (7.4.6)); we compute:
AltUn−1 ◦ dt◦σ =AltUn−1 ◦
( n∑
i=0
(−1)i · u(t◦σ)εi
)
=
n∑
i=0
(−1)i · sign(β(i)1 ) · u(t◦σ)εi
=
n∑
i=0
(−1)σ(i) · sign(σ) · u(t◦σ)εi
=
n∑
i=0
(−1)i · sign(σ) · u(t)εi
= sign(σ) · dt
as required. Lastly, if c = n, the morphism dn ◦ Alt(t◦σ) vanishes, and it remains to check
that AltUn−1 ◦ ds = 0 as well. However, in this situation there exist exactly two distinct indices
i, j ∈ [n] such that si = sj , and it follows already that AltUn−1 ◦ u(s)εk = 0 for every k 6= i, j.
Moreover, clearly there exists a unique t ∈ Inalt such that {t0, . . . , tn−1} = {s0, . . . , sn}, and
notice that the diagram :
Us
ν
(s)
εi //
ν
(s)
εj

Uε∗i (s)
µε∗
i
(s)

Uε∗j (s)
µε∗
j
(s)
// Ut
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commutes (this is the only place where we use our assumption on the objects Ui). There follows
a commutative diagram
js!ZUs
u
(s)
εi //
u
(s)
εj

jε∗i (s)!ZUε∗i (s)
vε∗
i
(s)

jε∗j (s)!ZUε∗j (s)
vε∗
j
(s)
// Ut
Now, let βi (resp. βj) be the unique permutation of [n] that fixes i (resp. j) and such that s ◦ βi
(resp. s ◦ βj) restricts to an order-preserving map on [n] \ {i} (resp. on [n] \ {j}). Arguing as
in the foregoing, we see that βi = γ ◦ βj for a cyclic permutation γ of length |j − i|, so that
ρ := (−1)i · sign(βi) = (−1)j+1 · sign(βj).
Denote by 1t the identity automorphism of jt!ZUt . Summing up, we get
AltUn−1 ◦ ds =(−1)i · AltUn−1 ◦ u(s)εi + (−1)j · AltUn−1 ◦ u(s)εj
=(−1)i · sign(βi) · vε∗i (s) ◦ u(s)εi + (−1)j · sign(βj) · vε∗j (s) ◦ u(s)εj
= ρ · (vε∗i (s) ◦ u(s)εi − vε∗j (s) ◦ u(s)εj )
= 0
and the proof of (i) is concluded.
(ii): Let V be a universe such that T is V-small, and set T ′ := T∧V ; also, let J be the canonical
topology on T . Then T ′ is a V-topos, and the Yoneda imbedding h : T → T ′ factors through
an equivalence T
∼→ (T, J)∼U and the inclusion functor (T, J)∼U → T ′. Set U ′i := hUi ∈ Ob(T ′)
for every i ∈ I , U ′ := ⋃i∈I Im(U ′i → 1T ′), and U′ := (U ′i | i ∈ I). Hence U ′ is a presheaf on T
whose associated sheaf is isomorphic to hU . Let jU ′ : T
′/U ′ → T ′ be the induced morphism of
topoi; according to lemma 10.2.3, the chain complex j∗U ′R•(U
′) is acyclic, hence the same holds
for jU ′!j
∗
U ′R•(U
′), and there follows a commutative diagram of complexes of ZT ′-modules :
R•(U
′) //
τ≤0(ι
U′
• ◦Alt
U′
• )

jU ′!ZU ′ [0]
R•(U
′) // jU ′!ZU ′ [0]
whose horizontal arrows are induced by the differential d0 of R•(U
′), and therefore are isomor-
phisms in the category D(ZT ′-Mod), so that
τ≤0(ι
U′
• ◦ AltU
′
• ) = 1R•(U′) in D(ZT ′-Mod).
However, from the explicit description of (10.2.1) it is easily seen that R•(U
′) is a complex of
projective ZT ′-modules, hence we have as well τ≤0(ι
U′
• ◦ AltU
′
• ) = 1R•(U′) in Hot(ZT ′-Mod),
by theorem 7.3.23(iii), and then it follows as well that ιU
′
• ◦ AltU
′
• = 1R•(U′) in Hot(ZT ′-Mod).
Next, notice that R•(U
′) is a complex of abelian presheaves on T , whose associated complex
of sheaves agrees with R•(U), and likewise the morphism of abelian sheaves associated with
ιU
′
• ◦ AltU
′
• agrees with ι
U
• ◦ AltU• . The assertion follows.
(iii) follows directly from (ii). Likewise, (iv) and (v) are immediate from (iii) and lemma
10.2.3(ii,iii). 
Remark 10.2.7. (i) In light of proposition 10.2.6(iv) we shall call Ralt• (U) the alternating
augmented Cˇech resolution associated with U. This name can be justified as follows. Notice
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that for every ZT -module F we have natural identifications
(10.2.8) Cn(U,F )
∼→
∏
t∈In+1
F (Ut) C
n
alt(U,F )
∼→
∏
t∈In+1alt
F (Ut)
for every n ∈ N (notation of definition 10.2.2(ii)). Under these identifications, C•(U,F ) be-
comes the cochain complex
(10.2.9) 0→ Γ(F )→
∏
t∈I
F (Ut)→ · · · →
∏
t∈In+1
F (Ut)→ · · ·
whose differential dn is given by the following rule. First, d−1 assigns to each global section
s ∈ Γ(F ) the system of its restrictions (s|Ut | t ∈ I). In case n ≥ 0, we have
dn(s•)t :=
n+1∑
k=0
(−1)k+n+1 · (st◦εk)|Ut for every t ∈ In+2 and every s• ∈ Cn(U,F ).
(ii) Likewise, under the natural identifications of (i), the alternating augmented Cˇech com-
plex C•alt(U,F ) becomes the cochain complex
0→ Γ(F )→
∏
t∈I
F (Ut)→ · · · →
∏
t∈In+1alt
F (Ut)→ · · ·
whose differentials are given by the same expressions as in (i).
(iii) Under the identification of (i), the morphisms Rn(U) → F that factor through AltUn
correspond to the system of sections f• := (ft | t ∈ In+1) with the following properties :
• ft = 0 whenever the map t : [n]→ I is not injective.
• ft◦σ = sign(σ) · ft for every injective map t : [n]→ I and every σ ∈ Sn+1.
Thus, under the identification (10.2.8), the submodule HomZX (R
alt
n (U),F ) corresponds to the
subgroup of all alternating systems f• of sections of F .
10.2.10. In the situation of (10.2.1), consider another family U′ := (U ′i′ | i′ ∈ I ′) of objects
of T , indexed by a totally ordered set I ′, and set U ′ :=
⋃
i′∈I′ Im(U
′
i′ → 1T ) and Z ′ := CU ′.
Also, for every n ∈ N, and every s ∈ I ′n+1 set as usual U ′s := U ′s0 × · · · × U ′sn , and denote by
j′s : T/U
′
s → T the induced functor. Suppose that U is a refinement of U′, i.e. there exists a
mapping (that does not necessarily respect the orderings)
τ : I → I ′ such that HomT (Ui, U ′τ(i)) 6= ∅ for every i ∈ I
and pick a morphism ϑi : Ui → U ′τ(i) for every i ∈ I . Then, for every n ∈ N and every t :=
(t0, . . . , tn) ∈ In+1, we set τ(t) := (τ(t0), . . . , τ(tn)) ∈ I ′n+1, and notice that the morphism
ϑt := ϑt0 × · · · × ϑtn : Ut → U ′τ(t) induces a morphism of ZT -modules
ϕt : jt!ZUt → j′τ(t)!ZU ′τ(t).
For every n ∈ N, denote by ϕn : Rn(U) → Rn(U′) the unique morphism of ZT -modules that
makes commute the diagram
jt!ZUt
ϕ(t) //

j′τ(t)!ZU ′τ(t)

Rn(U)
ϕn // Rn(U
′)
for every t ∈ In+1.
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whose vertical arrows are the inclusion maps. Let as well ϕ−1 := 1ZT . With this notation,
it is clear that the system (ϕn−1 | n ∈ N) is a morphism of augmented simplicial complexes
R•(U)→ R•(U′), and we denote
ϕ• : R•(U)→ R•(U′)
the associated morphism of chain complexes.
10.2.11. Suppose next that U ′i′ is a subobject of 1T , for every i
′ ∈ I ′; then, on account of
proposition 10.2.6(i) we may define
ϕalt• := Alt
U′
• ◦ ϕ• ◦ ιU• : Ralt• (U)→ Ralt• (U′).
The terms ϕaltn can be described explicitly : first, it is clear that ϕ
alt
−1 := 1ZT . Next, if n ∈ N and
t ∈ In+1alt is any sequence, let
ϕaltt : jt!ZUt → Raltn (U′)
be the map given by the following rule. If τ(t) is also an injective sequence [n] → I ′, let
σ ∈ Sn+1 be the unique permutation such that τ(t) ◦ σ ∈ I ′n+1alt , and set ϕaltt := sign(σ) · ϕ(t) :
jt!ZUt → ZU ′τ(t)◦σ ⊂ Raltn (U′). In case τ(t) is not injective, we let ϕaltt be the zero morphism.
Then ϕaltn is the sum of the ϕ
alt
t , for t ranging over all elements of I
n+1
alt . In case also Ui is a
subobject of 1T for every i ∈ I , it is easily seen that we get a commutative diagram
R•(U)
AltU• //
ϕ•

Ralt• (U)
ϕalt•

R•(U
′)
AltU
′
• // Ralt• (U
′).
Lemma 10.2.12. In the situation of (10.2.10), suppose that τ ′ : I → I ′ is another mapping with
HomT (Ui, U
′
τ ′(i)) 6= ∅ for every i ∈ I . Pick a system of morphisms (ϑ′i : Ui → U ′τ ′(i) | i ∈ I),
and denote by ϕ′• : R•(U)→ R•(U′) the associated morphisms of chain complexes. We have :
(i) There exists a homotopy from ϕ• to ϕ
′
•.
(ii) If U ′i′ is a subobject of 1T for every i
′ ∈ I ′, there is also a homotopy from ϕalt• to ϕ′alt• .
Proof. Clearly it suffices to show (i). To this aim, for every i ∈ I let (ϑi, ϑ′i) : Ui → U ′τ(i)×U ′τ ′(i)
be the unique morphism whose composition with the projection on the first (resp. second) factor
equals ϑi (resp. ϑ
′
i), and for every n ∈ N, every k = 0, . . . , n, and every t ∈ In+1, set
τ(k, t) := (τ(t0), . . . , τ(tk), τ
′(tk), . . . , τ
′(tn)) ∈ In+2
ϑ
(k)
t :=ϑt0 × · · · × ϑtk−1 × (ϑtk , ϑ′tk)× ϑ′tk+1 × · · · × ϑ′tn : Ut → U ′τ(k,t).
Then ϑ
(k)
t induces a natural morphism h
(k)
t : jt!ZUt → jτ(k,t)!ZU ′τ(k,t) and we set
ht :=
n∑
k=0
(−1)k · h(k)t : jt!ZUt → Rn+1(U′).
Clearly there exists a unique morphism of ZT -modules hn : Rn(U) → Rn+1(U′) whose re-
striction to jt!ZUt agrees with ht for every t ∈ In+1. Let also h−1 : R−1(U) → R0(U′) be the
zero morphism; a direct calculation shows that the system (hn−1 | n ∈ N) yields the sought
homotopy : the details shall be left to the reader. 
Remark 10.2.13. (i) In the situation of (10.2.11), consider the case where Ui0 = 1T for some
i0 ∈ I . Then U can be refined by itself in two different ways : we may take for τ : I → I
the identity map (with ϑi := 1Ui for every i ∈ I), and we have also the map τ ′ : I → I
such that τ ′(i) = i0 for every i ∈ I (and then there is a unique choice of ϑi). Obviously, the
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morphism ϕ• : R
alt
• (U) → Ralt• (U) associated with τ is the identity map. For the morphism
ϕ′• : R
alt
• (U)→ Ralt• (U) associated with τ ′ it is easily seen that
ϕ′−1 = 1ZT and ϕ
′
n = 0 for every n > 0
and ϕ′0 is the sum of the natural morphisms jt!ZUt → ji0!ZUi0 = ZT . The homotopy h• from ϕ•
to ϕ′• furnished by lemma 10.2.12 can be described as follows. First, we may suppose that i0 is
the maximal element of I . A simple inspection shows that h−1 : R
alt
−1(U)→ Ralt0 (U) is the zero
map. Next, for every n ∈ N and every t ∈ In+1alt , notice that Ut = U(t,i0), where (t, i0) denotes
the sequence (t0, . . . , tn, i0); it follows that we may write
hn =
∑
t∈In+1alt
ρ(t) · ht
where ht : jtZUt → j(t,i0)!ZU(t,i0) is the identity map, and ρ(t) equals 0 if tn = i0, and equals 1
otherwise.
(ii) In the situation of (i), we deduce a homotopy from 1Ralt• (U) to the zero map. Indeed, let
h′−1 : ZT → R0(U) be the composition of the identity map ZT → ji0!ZUi0 and the inclusion
map ji0!ZUi0 → R0(U). Let also h′n := hn for every n ∈ N. A simple inspection shows that
ϕ′0 = h
′
−1 ◦ d0
(where d0 : R0(U) → ZT is the differential of R•(U)). It follows easily that (h′n−1 | n ∈ N) is
the sought homotopy.
(iii) Let F be any ZT -module. The homotopy h′• of (i) induces a homotopy from the identity
automorphism of the augmented Cˇech complex C•alt(U,F ) to its zero endomorphism. Under
the natural identifications of remark 10.2.7(ii), this homotopy h• can be described as follows.
• h0 : C0(U,F )→ Γ(F ) is the projection onto the factor F (Ui0) = Γ(F ).
• For every n ≥ 0, the map hn+1 : Cn+1(U,F )→ Cn(U,F ) is the projection that sends
to zero every factor F (Ut0,...,tn) with tn < i0, and whose restriction to every factor
F (Ut0,...,tn−1,i0) is the identity map F (Ut0,...,tn−1,i0)
∼→ F (Ut0,...,tn−1).
Remark 10.2.14. (i) In the situation of (10.2.4), it is clear that the rule F 7→ Ralt• (U,F )
defines a functor from ZT -modules to chain complexes of ZT -modules. The latter then extends
naturally to a functor from the category of chain complexes of ZT -modules to the category of
double complexes of ZT -modules :
C(ZT -Mod)→ C2(ZT -Mod) F• 7→ Ralt• (U,F•).
Likewise,⊥U• extends to a functor from augmented simplicial ZT -modules to augmented bisim-
plicial ZT -modules :
ŝ.ZT -Mod→ ŝ.(ŝ.ZT -Mod) F• 7→⊥U• F•.
(ii) Let now U′ := (U ′i′ | i′ ∈ I ′) be another family of objects of T . Then we may consider
the augmented bisimplicial ZT -module
⊥U,U′•• :=⊥U
′
• (⊥U• ZT )
and we notice that
(⊥U,U′•• )∆ =⊥U×U
′
• where U× U′ := (Ui × U ′i′ | (i, i′) ∈ I × I ′).
In case both Ui and U
′
i′ are subobjects of 1T for every i ∈ I and i′ ∈ I ′, we may also define the
chain double complex
Ralt•• (U,U
′) := Ralt• (U
′, (Ralt• (U))
and we notice that (notation of example 7.1.16(i))
Ralt•• (U,U
′) = Ralt• (U)⊠A R
alt
• (U
′).
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10.2.15. In the situation of (10.2.1), let A be any T -ring; we consider the functor
A -Mod→ C(Γ(A )-Mod) F 7→ C•(U,F ) := HomZ(R•(U),F [0])
that assigns to every A -module F its Cˇech complex, and we define as well the Cˇech cohomol-
ogy functor of F relative to the covering U, by setting :
H i(U,F ) := H iC•(U,F ) for every i ∈ N.
Suppose now that U is a covering of T ; since F represents a sheaf for the canonical topology
on T , we easily see that the system of restriction maps (Γ(F ) → F (Ui) | i ∈ I) induces a
natural isomorphism
(10.2.16) Γ(F )
∼→ H0(U,F ).
On the other hand, let K• be any bounded below complex of A -modules; lemma 10.2.3(iii)
yields natural isomorphisms in D+(A -Mod) and in D+(Γ(A )-Mod)
RHom•Z(R•(U), K
•)
∼→ RΓK• RHom•Z(R•(U), K•) ∼→ RΓK•.
Hence, after fixing an injective resolutionK•
∼→ I • we get a natural isomorphism
RΓK•
∼→ TotC•(U,I •) in D+(Γ(A )-Mod).
Thus, for every p ∈ Z let also define a presheaf H p(K•) on T by the rule
H p(K•)(U) := RpΓ(U,K•) for every object U of T .
We may regard H p(K•) as an object of the V-topos T∧V , for some universe V such that T is V-
small, and the family U can be regarded as a system of objects of T∧V , via the Yoneda imbedding
T → T∧V . Then, the Cˇech cohomology functors of H p(K•) relative to the covering U are also
well defined, and we deduce a 2-spectral sequence
(10.2.17) E(U)p,q2 := H
p(U,H q(K•))⇒ Rp+qΓK•.
Notice also that
H 0(F [0]) = F for every ZT -module F
whence, natural maps
Ψp(U,F ) : Hp(U,F )→ RpΓF for every p ∈ N
such that Ψ0(U,F ) is always an isomorphism (in fact, it is the inverse of the isomorphism
(10.2.16)), and Ψ1(U,F ) is always an injective map.
10.2.18. In case Ui is a subobject of 1T for every i ∈ I , we may repeat the considerations of
(10.2.15) with the alternating Cˇech complex
C•alt(U,F ) := HomZ(R
alt
• (U),F [0]).
Namely, let us set
H ialt(U,F ) := H
iC•alt(U,F ) for every i ∈ N.
Then, proposition 10.2.6(ii) (together with example 7.1.25(ii)) yields a natural isomorphism
H ialt(U,F )
∼→ H i(U,F ) for every i ∈ N
and if U is a covering of T , obviously we get therefore a natural isomorphism
(10.2.19) RΓK•
∼→ TotC•alt(U,I •) in D+(Γ(A )-Mod).
for any injective resolutionK•
∼→ I •, and a 2-spectral sequence
(10.2.20) F (U)p,q2 := H
p
alt(U,H
q(K•))⇒ Rp+qΓK•.
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TakingK• := F [0], there follows a natural map
Ψpalt(U,F ) : H
p
alt(U,F )→ RpΓF for every p ∈ N
and again, Ψ0alt(U,F ) is an isomorphism, whereas Ψ
1
alt(U,F ) is always an injective map. The
following immediate corollary is often useful :
Corollary 10.2.21. In the situation of (10.2.15), suppose furthermore that
H q(F [0])(Ut) = 0 for every integer q > 0 and every t ∈ Iq.
Then we have :
(i) The map Ψp(U,F ) is an isomorphism for every p ∈ N.
(ii) If Ui is a subobject of 1T for every i ∈ N, then the map Ψpalt(U,F ) is an isomorphism
for every p ∈ N.
Proof. The assumption of (i) (resp. (ii)) implies that E(U)p,q2 = 0 (resp. F (U)
p,q
2 = 0) for every
q > 0, whence both contentions. 
10.2.22. Let now C := (C , J) be a small site whose finite non-empty products and fibre
products are representable. Then, the finite products of C /X are representable, for every X ∈
Ob(C ); for every suchX , we denote by JX the topology on C /X induced by J (see (4.7.2)).
Now, let S be either C or (C /X, JX) for some X ∈ Ob(C ), and denote by J (S) the set
of all families of objects of S that generate a sieve covering the final object of T := S∼, for
the canonical topology on T . Then J (S) is endowed with a partial ordering, by declaring that
U ≤ U′ if and only if the sieve generated by U contains the sieve generated by U′, for every
U,U′ ∈ J (S). Notice that this is equivalent to saying that the family U′ is a refinement of U,
when we regard U and U′ as families of objects of the topos T . Especially, when U ≤ U′, the
discussion of (10.2.10) yields a map of complexes ϕU,U′ : R•(U
′)→ R•(U), and lemma 10.2.12
says that the homotopy class of ϕU,U′ depends only on U and U
′, so we get a well defined functor
R• : J (S)
o → Hot(ZT -Mod) U 7→ R•(U).
Now, let F be any abelian sheaf on S. We then get, for every i ∈ N, an induced functor
H i(−,F ) : J (S)→ Z-Mod U 7→ H i(U,F ).
Notice now that J (S) is a small and filtered category; we may then define
Hˇ i(S,F ) := colim
U∈J (S)
H i(U,F )
and clearly the rule F 7→ Hˇ i(S,F ) yields a well defined functor
Hˇ i(S,−) : ZT -Mod→ Z-Mod for every i ∈ N.
In case S = (C /X, JX), we shall denote this functor by Hˇ(X,−). By the same token, it is also
clear that we get as well a natural morphism of 2-spectral sequences
E(U)••2 → E(U′)••2 whenever U ≤ U′
for every bounded below complexK• ofZT -modules whence, after taking colimits, a 2-spectral
sequence
Ep,q2 := Hˇ
p(S,H q(K•))⇒ Rp+qΓK•
that, in turn, gives us again natural maps, for every ZT -module F
Ψˇp(S,F ) : Hˇp(S,F )→ RpΓF for every p ∈ N
which, in case S = (C /X, JX), shall be denoted simply Ψˇp(X,F ).
Lemma 10.2.23. In the situation of (10.2.22), let F be any ZT -module, and takeK• := F [0].
Then we have :
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(i) E0,q2 = 0 for every q > 0.
(ii) Both Ψˇ0(S,F ) and Ψˇ1(S,F ) are isomorphisms, and Ψˇ2(S,F ) is injective.
Proof. (i): Fix any injective resolutionF → I •, and let s ∈ E0,q2 be any element; by definition,
there exists a family (Ui | i ∈ I) of objects of S that generates a sieve covering the final object
of S∼, such that s is represented by an element
s• ∈ Ker
(∏
i∈I
Hq(I •(Ui))
d0,qv−−−→
∏
(i,j)∈I2
Hq(I •(U(i,j))
)
where d0,qv is the differential of the Cˇech complex in degree 0, as in remark 10.2.7(i). In turn,
the class si ∈ Hq(I •(Ui)) is represented by a section si ∈ I q(Ui) for every i ∈ I , such
that d0,qh (si) = 0, where d
0,q
h : I
q(Ui) → I q+1(Ui) denotes the differential in degree q of the
complex I •. Since the latter is exact in every degree q > 0, it follows that for every i ∈ I
there exist a family (Ui,λ → Ui | λ ∈ Λi) of objects of C /Ui that generates a sieve covering
the final object of (C /Ui, JUi), and for every λ ∈ Λi a section si,λ ∈ I q−1(Ui,λ) such that
d0,q−1h (si,λ) = si|Ui,λ . Set U :=
⋃
i∈I{Ui,λ | λ ∈ Λi}; then U lies in J (S), and it is easily seen
that the image of s vanishes in H0(U,H q(F )), whence the contention.
(ii) is an immediate consequence of (i). 
Theorem 10.2.24 (Cartan). In the situation of (10.2.22), let F be any ZT -module such that
Hˇ i(X,F ) = 0 for every X ∈ Ob(C ) and every i > 0.
Then we have :
(i) The map Ψˇq(C,F ) is an isomorphism for every q ∈ N.
(ii) More precisely, the mapΨq(U,F ) is an isomorphism for every q ∈ N and every family
U of objects of C that covers the final object of T .
Proof. (i): We argue by induction on q ∈ N, and notice that the assertion for q ≤ 1 is already
known without any assumption on F , by lemma 10.2.23(ii). Thus, let i ≥ 2 and suppose that
the assertion of the theorem is already known for every q < i, every site C and every abelian
sheaf F on C. Notice that if X ∈ Ob(C ) and ϕ : Y → X is any object of C /X , we have a
natural isomorphism of categories
(C /X)/ϕ
∼→ C /Y
and the topology Jϕ induced on (C /X)/ϕ by JX agrees, under this identification, with the
topology JY . Therefore, the site C /X fulfills the assumptions of the theorem, and by induc-
tive assumption we deduce that Ψˇq(X,F ) is an isomorphism for every q < i, and therefore
RqΓ(X,F ) = 0 for every X ∈ Ob(C ) and every q = 1, . . . , i − 1. Summing up, we get
H q(F ) = 0 whenever 1 ≤ q < i, whence Epq2 = 0 for every q = 1, . . . , i − 1 (notation of
(10.2.22)). We also know that E0q2 = 0 for every q > 0, by lemma 10.2.23(i); in this situation,
it is easily seen that Ei,02 = E
i0
∞ and E
i−p,p
∞ = 0 for every p > 0, and then Ψˇ
i(X,F ) is indeed
an isomorphism.
(ii) is an immediate consequence of (i) and corollary 10.2.21(i). 
10.2.25. We wish now to apply the foregoing results to the cohomology of quasi-coherent
modules on a scheme. To begin with, let A be a ring, M an A-module; set X := SpecA and
denote by M the quasi-coherent OX-module arising from M . Let also f := (f1, . . . , fr) be a
sequence of elements of A, and for every integer n ≥ −1 and every injective order-preserving
map
t : [n]→ Σ := {1, . . . , r} k 7→ tk
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let At := A[f
−1
t0 · · · f−1tn ] and Ut := SpecAt; we can describe as follows theAt-module M (Ut).
For every such t, consider the system of A-modules ((M
(k)
t , ϕk) | k ∈ N) such thatM (k)t :=M
for every k ∈ N, and the map ϕk : M (k)t → M (k+1)t is the scalar multiplication by ft0 · · · ftn if
n ≥ 0, and it is 1M when n = −1. Then we have a natural identification
(10.2.26) M (Ut)
∼→ colim
k∈N
M
(k)
t for every n ≥ −1 and every t : [n]→ Σ.
Moreover, for every face map εi : [n− 1]→ [n] in∆, we can describe as follows the restriction
map ρi,t : M (Ut◦εi)→ M (Ut). We consider the morphism of directed systems
ρ
(•)
i : M
(•)
ε∗i (t)
→M (•)t such that ρ(k)i := fkti · 1M for every k ∈ N.
Then, under the identifications (10.2.26), the map ρi,t corresponds to the map
colim
k∈N
ρ
(k)
i : colim
k∈N
M
(k)
t◦εi)
→ colim
k∈N
M
(k)
t .
For every n ≥ −1 let Σn+1alt be the set of all injective order-preserving maps [n]→ Σ, and set
Dn(k) := HomSet(Σ
n+1
alt ,M) for every k ∈ N
which we endow with the A-module structure inherited fromM ; consider also the map
dn(k) : D
n
(k) → Dn+1(k) (µ : Σn+1alt →M) 7→
(
t 7→
n+1∑
i=0
(−1)i · fkti · µ(t ◦ εi)
)
for every k ∈ N. Then the system (D•(k), d•(k)) is a well defined complex of A-modules, for
every k ∈ N. Lastly, for every k ∈ N we consider the morphism of complexes
D•(k) → D•(k+1) (µ : Σn+1alt → M) 7→ (t 7→ ft0 · · · ftn · µ(t)).
Summing up, and comparing with remark 10.2.7(i) we obtain a natural identification
C•alt(U,M )
∼→ colim
k∈N
D•(k) where U := (U1, . . . , Ur).
On the other hand, notice that, for every n ≥ −1, the free A-module Λn+1A A⊕r admits the
standard basis (et0 ∧ · · · ∧ etn | t ∈ Σn+1alt ), so we have as well a natural identification
HomA(Λ
n+1
A A
⊕r,M)
∼→ Dn(k) for every n ≥ −1
and a direct inspection reveals that, under this latter identification, the differential dn(k) of D
•
(k)
corresponds to the differential HomA(dfk,n,M), where f
k := (fk1 , . . . , f
k
r ), and dfk,n is the
differential in degree n of the Koszul complex of the sequence fk (see remark 7.8.1(ii)). Thus,
we get finally a natural isomorphism of complexes of A-modules
(10.2.27) C•alt(U,M )
∼→ colim
k∈N
K•(fk,M)[1]
where the transition mapsK•(fk,M) → K•(fk+1,M) are the morphisms ϕf of (7.8.19). As a
corollary, we get the following classical result of Grothendieck :
Theorem 10.2.28. In the situation of (10.2.25), the following holds :
(i) The natural mapM [0]→ RΓM is an isomorphism in D(OX -Mod).
(ii) Let Y be any separated scheme, F • a bounded below complex of quasi-coherent OY -
modules, and U any affine open covering of Y . Then the natural map
TotC•alt(U,F
•)→ RΓF •
is an isomorphism in D+(OY (Y )-Mod).
(iii) Especially, if Y is a separated scheme that can be covered by r affine open subsets,
then H i(Y,F ) = 0 for every i ≥ r, and every quasi-coherent OY -module F .
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Proof. (i): Since the affine open subsets of X of the form SpecA[f−1] for f ∈ A are a basis of
the topology of X that is closed under finite intersections, theorem 10.2.24 reduces to showing
that
H0(U,M ) = M and H i(U,M ) = 0 for every i > 0
where U := (Ui, . . . , Ur) is the finite affine open covering ofX associated with a sequence f :=
(f1, . . . , fr) as in (10.2.25). However, the conditionX =
⋃r
i=1 Ui is equivalent to saying that the
ideal generated by the system f is A, in which case the same holds for the ideal generated by fk,
for every k ∈ N, and then lemma 7.8.2(iii) says that the complex H•(fk,M) is homotopically
trivial for every k ∈ N. Taking into account (10.2.27), the contention follows.
(ii): Pick any resolution F •
∼→ I • by a bounded below complex of injective OY -modules;
in view of (10.2.19), it suffices to show that the natural map of double complexes
C•alt(U,F
•)→ C•alt(U,I •)
induces a quasi-isomorphism on total complexes. However, notice that the open subset Ut ⊂ Y
is affine, for every n ∈ N and every t ∈ In+1alt (notation of (10.2.4)); hence, it suffices to check
that the induced map F •(V ) → I •(V ) is a quasi-isomorphism, for every affine open subset
V ⊂ Y . To this aim, consider the spectral sequence
Ep,q1 := H
p(V,F q)⇒ Hp+qI •(V ).
Since V is affine, we haveEp,q1 = 0 for every p > 0, due to (i); on the other hand, the differential
d0,q1 : E
0,q
1 → E0,q+11 is nothing else than the differential dq(V ) : F q(V )→ F q+1(V ), for every
q ∈ Z, whence the claim.
(iii): Indeed, if U is such a covering, then the complex C•alt(U,F ) is an object of the category
C[0,r−1](OY (Y )-Mod), so the assertion follows from (ii). 
We conclude this section with an application of Cˇech cohomology to the computation of
sheaf cohomology after change of base scheme; much more can be found in [40, Ch.III, §6].
10.2.29. Namely, consider a diagram of schemes
X2 //
π2

X1 //
π1

X0
π0

S2 // S1
ϕ // S0
whose two square subdiagram are cartesian, and bounded above complexes of quasi-coherent
OX0-modules F
•
0 and quasi-coherent OSi-modules G
•
i for i = 1, 2. Then, for every q ∈ N there
exists a quasi-coherent OX1-module
TorS0q (G
•
1 ,F
•
0 )
characterized, up to unique isomorphism, by the following properties ([40, Ch.III, §6.5]) :
(a) For every affine open subsets V0 ⊂ S0, V ⊂ S1×S0 V0 and U ⊂ X0×S0 V0, there exists
an isomorphism of OX1(V ×S0 U)-modules
ωV,U : Γ(V ×S0 U,TorS0q (G •1 ,F •0 )) ∼→ Hq(G •1 (V )
L⊗OS0 (V0) F •0 (U)).
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(b) For every V0, V , U as in (a) and every inclusion of affine open subsets V
′
0 ⊂ V0,
V ′ ⊂ V ∩ (S1 ×S0 V ′0) and U ′ ⊂ U ∩ (X0 ×S0 V ′0), the resulting diagram commutes :
Γ(V ×S0 U,TorS0q (G •1 ,F •0 ))
ωV,U //

Hq(G •1 (V )
L⊗OS0 (V0) F •0 (U))

Γ(V ′ ×S0 U ′,TorS0q (G •1 ,F •0 ))
ωV ′,U′ // Hq(G •1 (V
′)
L⊗OS0 (V ′0 ) F •0 (U ′))
whose left vertical arrow is the restriction map of the sheaf TorS0q (G
•
1 ,F
•
0 ), and whose
right vertical arrow is the map Hq(ρ
′
L⊗ρ ρ′′) associated with the restriction maps ρ :
OS0(V0)→ OS0(V ′0), ρ′ : G •(V )→ G •(V ′) and ρ′′ : F •0 (U)→ F •0 (U ′).
Proposition 10.2.30. In the situation of (10.2.29), the following holds :
(i) There exists a natural (homological) 2-spectral sequence
TorS1p (G
•
2 ,Tor
S0
q (OS1 [0],F
•
0 ))⇒ TorS0p+q(G •2 ,F •0 ).
(ii) Suppose that π0 is quasi-compact and separated, F0 is a bounded complex, and both
S1 and S0 are affine. Set Ai := OSi(Si) for i = 0, 1. Then there exist two natural
spectral sequences :
Epq2 :=H
−p(X1,Tor
S0
q (G
•,F •0 ))⇒ Hp+q(RΓG •
L⊗A0 RΓF •0 )
F pq2 :=Hp(RΓG
•
L⊗A0 H−q(X0,F •0 )[0])⇒ Hp+q(RΓG •
L⊗A0 RΓF •0 ).
Proof. (i): This is obtained from the standard change of base ring spectral sequence, which is
natural in all arguments, and therefore globalizes immediately to the sheaf-theoretic situation
considered here : the details shall be left to the reader.
(ii): Under our assumptions, X0 is quasi-compact and separated, hence we may find a finite
affine covering U of X0, and by theorem 10.2.28(ii), the alternating Cˇech complex for U com-
putes the cohomology of F •• ; especially the complex RΓF
•
0 is bounded. Moreover, we may
find a bounded above Cartan-Eilenberg resolution L •
∼→ ϕ∗G • consisting of quasi-coherent
flat OS0-modules, andHi(RΓG
•
L⊗A0RΓF •0 ) is naturally isomorphic to the quasi-coherent OS1-
module associated with the A1-module
Hi((TotC
•
alt(U,F
•
0 ))⊗A0 L •(S0))
for every i ∈ Z. Then the first spectral sequence is the standard spectral sequence attached to
the double complex (TotC•alt(U,F
•
0 )) ⊠A0 L
•(S0); similarly one obtains the second spectral
sequence : details left to the reader. 
10.3. Quasi-coherent modules. For any scheme X , we denote by
OX-Mod OX-Modqcoh OX -Modcoh OX-Modlfft
the category of all (resp. of quasi-coherent, resp. of coherent, resp. of locally free of finite type)
OX-modules. Recall that there is a natural functor
(10.3.1) OX(X)-Mod→ OX-Modqcoh M 7→M∼
that assigns to every OX(X)-module the quasi-coherent moduleM
∼ such that
M∼(U) := M ⊗OX (X) OX(U) for every affine open subset U ⊂ X.
This functor is an equivalence, if X is affine. We notice :
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Corollary 10.3.2. Let A be a ring, M• (resp. N•) a bounded below (resp. above) complex
of A-modules. Set X := SpecA and denote by M•∼ (resp. N∼• ) the associated complex of
quasi-coherent OX-modules. We have :
(i) The natural map
RHom•A(N•,M
•)→ RHom•OX (N∼• ,M•∼)
is an isomorphism in D+(A-Mod).
(ii) If A is coherent and N• is a complex of finitely presented A-modules, then the natural
morphism
RHom•A(N•,M
•)∼ → RHom•OX (N∼• ,M•∼)
is an isomorphism in D(OX-Mod).
Proof. (i): We apply the trivial duality theorem 10.1.16 to the unique morphism
f : (X,OX)→ ({pt}, A)
of ringed spaces, where {pt} denotes the one-point space. Since f is flat and all quasi-coherent
OX -modules are f∗-acyclic, the assertion follows easily.
(ii): Due to (i), it suffices to show the following assertion. For every f ∈ A, the natural map
RHom•A(N•,M
•)⊗A Af → RHom•Af (N•,f ,M•f )
is an isomorphism in D(Af -Mod). To this aim, notice that, since A is coherent, we may find a
resolution P• of N• consisting of free A-modules of finite type (details left to the reader); then
we come down to checking that the natural map HomA(Pi,M
j)⊗A Af → HomAf (Pi,f ,M jf ) is
an isomorphism, which is obvious. 
We denote by
D(OX-Mod)qcoh D(OX -Mod)coh
the full triangulated subcategory of D(OX-Mod) consisting of the complexes K• such that
H iK• is a quasi-coherent (resp. coherent) OX-module for every i ∈ Z. As usual, we shall
use also the variants D+(OX-Mod)qcoh (resp. D−(OX-Mod)qcoh, resp. Db(OX-Mod)qcoh,
resp. D[a,b](OX-Mod)qcoh) consisting of all objects of D(OX-Mod)qcoh whose cohomology
vanishes in sufficiently large negative degree (resp. sufficiently large positive degree, resp.
outside a bounded interval, resp. outside the interval [a, b]), and likewise for the corresponding
subcategories of D(OX-Mod)coh. Obviously, (10.3.1) induces a natural functor
D(OX(X)-Mod)→ D(OX-Mod)qcoh M• 7→M•∼.
Proposition 10.3.3. Let f : Y → X be a flat morphism of schemes, with X locally coherent
(see definition 8.1.54(i)), andK• ∈ Ob(D−(OX-Mod)coh) any complex. We have :
(i) RHom•OX (K•, L
•) ∈ Ob(D+(OX-Mod)coh) for every L• ∈ Ob(D+(OX-Mod)coh).
(ii) For every L• ∈ Ob(D+(OX-Mod)) the natural morphism
(10.3.4) f ∗RHom•OX (K•, L
•)→ RHom•OY (f ∗K•, f ∗L•)
is an isomorphism in D+(OX-Mod)).
Proof. (i): The assertion is local onX , so we may assume that X = SpecA, for some coherent
ring A. In this case, we may find a bounded below (resp. above) complex M• (resp. N•) of
finitely presented A-modules, with isomorphisms K•
∼→ M•∼, L• ∼→ N∼• in D(OX-Mod).
By virtue of corollary 10.3.2(ii), we are then reduced to checking that RHom•A(N•,M
•) lies
in D(A-Modcoh). But this is easily seen, since we may find a resolution of N• by a bounded
above complex of free A-modules of finite type (details left to the reader).
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(ii): Again, the question is local on X , so we may assume that K• admits a resolution by a
bounded above complex P• of free OX-modules of finite type. Since f is flat, we have natural
convergent spectral sequences
Epq1 := f
∗RpHom•OX (Pq, L
•)⇒ f ∗Rp+qHom•OX (K•, L•)
F pq1 := R
pHom•OY (f
∗Pq, f
∗L•)⇒Rp+qHom•OY (f ∗K•, f ∗L•)
as well as a morphism of spectral sequences E••• → F ••• , such thatH•(10.3.4) is a morphism of
filtered OY -modules, for the two finite filtrations induced by these spectral sequences on their
abutments. It then suffices to check that the induced morphism Epq∞ → F pq∞ is an isomorphism
for every p, q ∈ Z, and this in turn will follow, if we show that the morphism Epq1 → F pq1 is an
isomorphism; but the latter assertion is obvious. 
Corollary 10.3.5. Let f : Y → X be a quasi-compact and quasi-separated morphism of
schemes, F a flat quasi-coherent OX -module, and G any OY -module. Then the natural map
(10.3.6) F ⊗OX Rf∗G → Rf∗(f ∗F ⊗OY G )
is an isomorphism in D(OX-Mod).
Proof. The assertion is local on X , hence we may assume that X = SpecA for some ring A,
and F = M∼ for some flat A-moduleM . By [85, Ch.I, Th.1.2], M is the colimit of a filtered
family of free A-modules of finite rank; in view of proposition 10.1.8(ii), we may then assume
thatM = A⊕n for some n ≥ 0, in which case the assertion is obvious. 
Remark 10.3.7. Notice that, for an affine morphism f : Y → X , the map (10.3.6) is an
isomorphism for any quasi-coherent OX-module F and any quasi-coherent OY -module G . The
details shall be left to the reader.
Corollary 10.3.8. Consider a cartesian diagram of schemes
Y ′
g′ //
f ′

Y
f

X ′
g // X
such that f is quasi-compact and quasi-separated, and g is flat. Then the natural map
(10.3.9) g∗Rf∗G → Rf ′∗g′∗G
is an isomorphism in D(OX′-Mod), for every OY -module G .
Proof. We easily reduce to the case where both X and X ′ are affine, hence g is an affine mor-
phism. In this case, it suffices to show that g∗(10.3.9) is an isomorphism. However, we have an
essentially commutative diagram
g∗(g
∗Rf∗G )
α //

Rf∗G ⊗OX g∗OX′

g∗(Rf
′
∗g
′∗G )
∼ // Rf∗g
′
∗(g
′∗G )
β // Rf∗(G ⊗OY g′∗OY ′)
whose left vertical arrow is g∗(10.3.9) and whose right vertical arrow is the natural isomorphism
provided by corollary 10.3.5 (applied to the flat OY -moduleF := g∗OY ′). Also, α and β are the
natural maps obtained as in [37, Ch.0, (5.4.10)]; it is easily seen that these are isomorphisms,
for any affine morphism g and g′. The assertion follows. 
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10.3.10. There are obvious forgetful functors:
ιX : OX-Modqcoh → OX-Mod RιX : D(OX-Modqcoh)→ D(OX -Mod)qcoh
and we wish to exhibit right adjoints to these functors. To this aim, suppose first thatX is affine;
then we may consider the functor:
qcohX : OX-Mod→ OX-Modqcoh F 7→ F (X)∼
If G is a quasi-coherent OX-module, then clearly qcohXG ≃ G ; moreover, for any other OX-
module F , there is a natural bijection:
HomOX (G ,F )
∼→ HomOX(X)(G (X),F (X)).
It follows easily that qcohX is the sought right adjoint.
10.3.11. Slightly more generally, let U be quasi-affine, i.e. a quasi-compact open subset of an
affine scheme, and choose a quasi-compact open immersion j : U → X into an affine scheme
X . In this case, we may define
qcohU : OU -Mod→ OX-Mod F 7→ (qcohXj∗F )|U .
Since j∗ : OU -Mod → OX -Mod is right adjoint to j∗ : OX-Mod → OU -Mod, we have
a natural isomorphism: HomOU (G ,F )
∼→ HomOX (j∗G , j∗F ) for every OU -modules G and
F . Moreover, if G is quasi-coherent, the same holds for j∗G ([37, Ch.I, Cor.9.2.2]), whence a
natural isomorphism G ≃ qcohUG , by the foregoing discussion for the affine case. Summing
up, this shows that qcohU is a right adjoint to ιU , and especially it is independent, up to unique
isomorphism, of the choice of j.
10.3.12. Next, suppose that X is quasi-compact and quasi-separated. We choose a finite cov-
ering U := (Ui | i ∈ I) of X , consisting of affine open subsets, and set U :=
∐
i∈I Ui, the
X-scheme which is the disjoint union (i.e. categorical coproduct) of the schemes Ui. We denote
by U• the simplicial covering such that Un := U ×X · · · ×X U , the (n + 1)-th power of U ,
with the face maps given by the natural projections, and degeneracies induced by the diagonal
map U → U ×X U ; let also πn : Un → X be the natural morphism, for every n ∈ N. Clearly
we have πn−1 ◦ ∂i = πn for every face morphism ∂i : Un → Un−1. The simplicial scheme U•
(with the Zariski topology on each scheme Un) can also be regarded as a fibred topos over the
category ∆o (notation of [52, §2.2]); then the datum OU• := (OUn | n ∈ N) consisting of the
structure sheaves on each Un and the natural maps ∂
∗
i OUn−1 → OUn for every n > 0 and every
i = 0, . . . , n (and similarly for the degeneracy maps), defines a ring in the associated topos
Top(U•) (see [52, §3.3.15]). We denote by OU•-Mod the category of OU•-modules in the topos
Top(U•). The family (πn | n ∈ N) induces a morphism of topoi
π• : Top(U•)→ s.X
where s.X is the topos Top(X•) associated with the constant simplicial scheme X• (with its
Zariski topology) such thatXn := X for every n ∈ N and such that all the face and degeneracy
maps are 1X . Clearly the objects of s.X are nothing else than the cosimplicial Zariski sheaves
on X . Especially, if we view a OX-module F as a constant cosimplicial OX-module, we may
define the augmented cosimplicial Cˇech OX-module
(10.3.13) F → C •(U,F ) := π•∗ ◦ π∗•F
associated with F and the covering U; in every degree n ∈ N this is defined by the rule :
C n(U,F ) := πn∗π
∗
nF
and the coface operators ∂i are induced by the face morphisms ∂i in the obvious way.
Lemma 10.3.14. (i) The augmented complex (10.3.13) is aspherical for every OX-module F .
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(ii) If F is an injective OX-module, then (10.3.13) is homotopically trivial.
Proof. (See also e.g. [55, Th.5.2.1].) The proof relies on the following alternative description
of the cosimplicial Cˇech OX-module. Consider the adjoint pair :
(π∗, π∗) : OU-Mod
// OX-Modoo
arising from our covering π : U → X . Let (⊤ := π∗ ◦ π∗, η, µ) be the associated triple (see
(7.10.3)),F anyOX-module; we leave to the reader the verification that the resulting augmented
cosimplicial complex F → ⊤•F – as defined in (7.10.2) – is none else than the augmented
Cˇech complex (10.3.13). Thus, for every OX-module F , the augmented complex π∗F →
π∗C •(U,F ) is homotopically trivial (proposition 7.10.4); since π is a covering morphism, (i)
follows. Furthermore, by the same token, the augmented complex π∗G → C •(U, π∗G ) is
homotopically trivial for everyOU-moduleG ; especially wemay take G := π∗I , whereI is an
injectiveOX-module. On the other hand, when I is injective, the unit of adjunction I → ⊤I
is split injective; hence the augmented complex I → C •(U,I ) is a direct summand of the
homotopically trivial complex⊤I → C •(U,⊤I ), and (ii) follows. 
Notice now that the schemes Un are quasi-affine for every n ∈ N, hence the functors qcohUn
are well defined as in (10.3.11), and indeed, the rule : (Fn | n ∈ N) 7→ (qcohUnFn | n ∈ N)
yields a functor :
qcohU• : OU•-Mod→ OU•-Mod.
This suggests to introduce a quasi-coherent cosimplicial Cˇech OX-module :
qC •(U,F ) := π•∗ ◦ qcohU• ◦ π∗•F
for every OX-module F (regarded as a constant cosimplicial module in the usual way). More
plainly, this is the cosimplicial OX-module such that :
qC n(U,F ) := πn∗ ◦ qcohUn ◦ π∗nF for every n ∈ N.
According to [37, Ch.I, Cor.9.2.2], the OX-modules qC n(U,F ) are quasi-coherent for all n ∈
N. Finally, we define the functor :
qcohX : OX-Mod→ OX-Modqcoh F 7→ Equal(qC 0(U,F )
∂0 //
∂1
// qC 1(U,F ))
Proposition 10.3.15. (i) In the situation of (10.3.12), the functor qcohX is right adjoint to ιX .
(ii) Let Y be any other quasi-compact and quasi-separated scheme, f : X → Y any
morphism. Then the induced diagram of functors:
OX-Mod
f∗ //
qcohX

OY -Mod
qcohY

OX-Modqcoh
f∗ // OY -Modqcoh
commutes up to a natural isomorphism of functors.
Proof. For every n ∈ N and every OUn-module H , the counit of the adjunction yields a natural
map of OUn-modules: qcohUnH → H . Taking H to be π∗nF on Un (for a given OX-module
F ), these maps assemble to a morphism of cosimplicial OX-modules :
(10.3.16) qC •(U,F )→ C •(U,F )
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and it is clear that (10.3.16) is an isomorphismwheneverF is quasi-coherent. Let nowϕ : G →
F be a map of OX-modules, with G quasi-coherent; after applying the natural transformation
(10.3.16) and forming equalizers, we obtain a commutative diagram :
qcohXG
∼ //
qcohXϕ

G
ϕ

qcohXF // F
from which we see that the rule: ϕ 7→ qcohXϕ establishes a natural injection:
(10.3.17) HomOX (G ,F )→ HomOX (G , qcohXF )
and since HomOX (G , (10.3.16)) is an isomorphism of cosimplicial OX-modules, (10.3.17) is
actually a bijection, whence (i).
(ii) is obvious, since both qcohY ◦f∗ and f∗ ◦qcohX are right adjoint to f ∗◦ ιY = ιX ◦f ∗. 
10.3.18. In the situation of (10.3.12), the functor qcohX is left exact, since it is a right adjoint,
hence it gives rise to a left derived functor :
RqcohX : D
+(OX-Mod)→ D+(OX-Modqcoh).
Proposition 10.3.19. Let X be a quasi-compact and quasi-separated scheme. Then :
(i) RqcohX is right adjoint to RιX .
(ii) Suppose moreover, that X is semi-separated, i.e. such that the intersection of any two
affine open subsets of X , is still affine. Then the unit of the adjunction (RιX , RqcohX)
is an isomorphism of functors.
Proof. (i): The exactness of the functor ιX implies that qcohX preserves injectives; the assertion
is a formal consequence : the details shall be left to the reader.
(ii): Let F • be any complex of quasi-coherent OX-modules; we have to show that the natural
map F • → RqcohXF • is an isomorphism. Using a Cartan-Eilenberg resolution F • ∼→ I ••
we deduce a spectral sequence ([112, §5.7])
Epq1 := R
pqcohXH
qF • ⇒ Rp+qqcohXF •
which easily reduces to checking the assertion for the cohomology of F •, so we may assume
from start that F • is a single OX-module placed in degree zero. Let us then choose an injec-
tive resolution F
∼→ I • (that is, in the category of all OX-modules); we have to show that
HpqcohXI
• = 0 for p > 0. We deal first with the following special case :
Claim 10.3.20. Assertion (i) holds if X is affine.
Proof of the claim. Indeed, in this case, the chosen injective resolution of F yields a long
exact sequence 0 → F (X) → I •(X), and therefore a resolution qcohXF := F (X)∼ →
qcohXI
• := I •(X)∼. ♦
For the general case, we choose any affine covering U of X and we consider the cochain
complex of cosimplicial complexes qC •(U,I •).
Claim 10.3.21. For any injective OX-module I , the augmented complex:
qcohXI → qC •(U,I )
is homotopically trivial.
Proof of the claim. It follows easily from proposition 10.3.15(ii) that
qC •(U,F ) ≃ qcohX(C •(U,F ))
for any OX-module F . Then the claim follows from lemma 10.3.14(ii). ♦
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We have a spectral sequence :
Epq1 := H
pqC •(U,I q)⇒ Totp+q(qC •(U,I •))
and it follows from claim 10.3.21 that Epq1 = 0 whenever p > 0, and E
0q = qcohXI
q for every
q ∈ N, so the spectral sequence E•• degenerates, and we deduce a quasi-isomorphism
(10.3.22) qcohXI
• ∼→ Tot•(qC •(U,I •)).
On the other hand, for fixed q ∈ N, we have qC q(U,I •) = πn∗qcohUnπ∗nI •; since X is semi-
separated, Un is affine, so the complex qcohUnπ
∗
nI
• is a resolution of qcohUnπ
∗
nF = π
∗
nF ,
by claim 10.3.20. Furthermore, πn : Un → X is an affine morphism, so qC q(U,I •) is a
resolution of πn∗π
∗
nF . Summing up, we see that Tot
•(qC •(U,I •)) is quasi-isomorphic to
C •(U,F ), which is a resolution of F , by lemma 10.3.14(i). Combining with (10.3.22), we
deduce (ii). 
Theorem 10.3.23. Let X be a quasi-compact semi-separated scheme. The forgetful functor
RιX : D
+(OX -Modqcoh)→ D+(OX-Mod)qcoh
is an equivalence of categories, whose quasi-inverse is the restriction of RqcohX .
Proof. By proposition 10.3.19(ii) we know already that the composition RqcohX ◦ RιX is a
self-equivalence of D+(OX-Modqcoh). For every complex F • in D+(OX-Mod), the counit
of adjunction εF• : RιX ◦ RqcohXF • → F • can be described as follows. Pick an injective
resolution α : F • → I •; then εF• is defined by the diagram :
qcohXI
• ε
•
// I • F •
αoo
where, for each n ∈ N, the map εn : qcohXI n → I n is the counit of the adjoint pair
(ιX , qcohX). It suffices then to show that ε
• is a quasi-isomorphism, when I • is an object of
D+(OX-Mod)qcoh. To this aim, we may further choose I • of the form Tot
•(I ••), where I ••
is a Cartan-Eilenberg resolution of F • (see [112, §5.7]). We then deduce a spectral sequence :
Epq2 := R
pqcohXH
qF • ⇒ Rp+qqcohXF •.
The double complex I •• also gives rise to a similar spectral sequence F pq2 , and clearly F
pq
2 = 0
whenever p > 0, and F 0q = HqF •. Furthermore, the counit of adjunction ε•• : qcohXI
•• →
I •• induces a morphism of spectral sequences ωpq : Epq2 → F pq2 . Consequently, in order
to prove that the εF• is a quasi-isomorphism, it suffices to show that ω
pq is an isomorphism
for every p, q ∈ N. This comes down to the assertion that RpqcohXG = 0 for every quasi-
coherent OX-module G , and every p > 0. However, we have G = RιXG , so that RqcohXG =
RqcohX ◦RιXG , and then the contention follows from proposition 10.3.19(ii). 
Lemma 10.3.24. Let X be a quasi-compact and quasi-separated scheme, U a quasi-compact
open subset of X , H a quasi-coherent OX-module, G a finitely presented quasi-coherent OU -
module, and ϕ : G → H|U an OU -linear map. Then:
(i) There exist a finitely presented quasi-coherent OX-module F on X , and a OX-linear
map ψ : F → H , such that F|U = G and ψ|U = ϕ.
(ii) Especially, every finitely presented quasi-coherent OU -module extends to a finitely pre-
sented quasi-coherent OX-module.
Proof. (i): Let (Vi | i = 1, . . . , n) be a finite affine open covering of X . For every i = 0, . . . , n,
let us set Ui := U ∪ V1 ∪ · · · ∪ Vi; we construct, by induction on i, a family of finitely presented
quasi-coherent OUi-modules Fi, and morphisms ψi : Fi → H|Ui such that Fi+1|Ui = Fi and
ψi+1|Ui+1 = ψi for every i < n. For i = 0 we have U0 = U , and we set F0 := G , ψ0 := ϕ.
Suppose that Fi and ψi have already been given. Since X is quasi-separated, the same holds
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for Ui+1, and the immersion j : Ui → Ui+1 is quasi-compact; it follows that j∗Fi and j∗H|Ui
are quasi-coherent OUi-modules ([37, Ch.I, Prop.9.4.2(i)]). We let
M := j∗Fi ×j∗H|Ui H|Ui+1.
ThenM is a quasi-coherentOUi+1-module admitting a mapM → H|Ui+1, and such thatM|Ui =
Fi. We can then find a filtered family of quasi-coherent OVi+1-modules of finite presentation
(Mλ | λ ∈ Λ), whose colimit is M|Vi+1 . Since Fi is finitely presented and Ui ∩ Vi+1 is quasi-
compact, there exists λ ∈ Λ such that the induced morphism β : Mλ|Ui∩Vi+1 → Fi|Ui∩Vi+1 is
an isomorphism. We can thus define Fi+1 by gluing Fi and Mλ along β; likewise, ψi and
the induced map Mλ → M|Vi+1 → H|Vi+1 glue to a map ψi+1 as required. Clearly the pair
(F := Fn, ψ := ψn) is the sought extension of (G , ϕ).
(ii): Let 0X be the final object in the category of OX-modules; to extend a finitely presented
quasi-coherent OU -module G , it suffices to apply (i) to the unique map G → 0X|U . 
For ease of reference, we point out the following simple consequence of lemma 10.3.24.
Corollary 10.3.25. Let U be a quasi-affine scheme, E a locally free OU -module of finite type.
Then we may find integers n,m ∈ N and a left exact sequence of OU -modules :
0→ E → O⊕mU → O⊕nU .
Proof. Set E ∨ := HomOU (E ,OU), and notice that E
∨ is a locally free OU -module of finite
type, especially it is quasi-coherent and of finite presentation. By assumption, U is a quasi-
compact open subset of an affine scheme X , hence E ∨ extends to a quasi-coherent OX-module
F of finite presentation (lemma 10.3.24(ii)); we have F = F∼, for some finitely presented
A-module F ; we choose a presentation of F as the cokernel of an A-linear map A⊕n → A⊕m,
for somem,n ∈ N, whence a presentation of E ∨ as the cokernel of a morphism O⊕nU → O⊕mU ,
and after dualizing again, we get the sought left exact sequence. 
10.3.26. Let X be a scheme; for any quasi-coherent OX-module F , we consider the full
subcategory C/F of the category OX -Modqcoh/F whose objects are all the maps ϕ : G → F
such that G is a finitely presented OX-module (notation of (1.1.24)). We denote by
ιF : C/F → OX-Modqcoh (G → F ) 7→ G
the restriction of the source functor. The first observation is:
Lemma 10.3.27. C/F is a filtered category.
Proof. Since C/F always admits the initial object 0 → F , its set of objects is non-empty.
Thus, according to remark 1.2.21(i), it suffices to check that C/F is directed and satisfies the
coequalizing condition. However, say that ϕi : Gi → F (i = 1, 2) are any two objects of C/F ;
then obviously there is a unique morphism G1 ⊕ G2 → F whose restriction to Gi agrees with
ϕi for i = 1, 2.
Next, suppose that β1, β2 : G → G ′ are two morphisms of finitely presented OX-modules
and ψ : G ′ → F an object of C/F such that ψ ◦ β1 = ψ ◦ β2. Set G ′′ := Coker (β1− β2); it is
easily seen that G ′′ is a finitely presented OX-module and ψ factors through a unique morphism
G ′′ → F , whence the lemma. 
Proposition 10.3.28. With the notation of (10.3.26), suppose that X is quasi-compact and
quasi-separated. Then, for any quasi-coherent OX-module F , the induced map
colim
C/F
ιF → F
is an isomorphism.
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Proof. Let F ′ be such colimit; clearly there is a natural map F ′ → F , and we have to show
that it is an isomorphism. To this aim, we can check on the stalk over the points x ∈ X , hence
we come down to showing :
Claim 10.3.29. Let F be any quasi-coherent OX -module. Then :
(i) For every s ∈ Fx there exist a finitely presented quasi-coherent OX-module G , a
morphism ϕ : G → F and t ∈ Gx such that ϕx(t) = s.
(ii) For every map ϕ : G → F with G finitely presented and quasi-coherent, and every
s ∈ Kerϕx, there exists a commutative diagram of quasi-coherent OX -modules :
G
ϕ
!!❈
❈❈
❈❈
❈❈
❈
ψ

H // F
with H finitely presented and ψx(s) = 0.
Proof of the claim. (i): Let U ⊂ X be an open subset such that s extends to a section sU ∈
F (U); we deduce a map ϕU : OU → F|U by the rule a 7→ a · sU for every a ∈ OU(U). In view
of lemma 10.3.24(i), the pair (ϕU ,OU) extends to a pair (ϕ,G ) with the sought properties.
(ii): We apply (i) to the quasi-coherent OX-module Kerϕ, to find a finitely presented quasi-
coherent OX-module G ′, a morphism β : G ′ → Kerϕ and t ∈ Hx such that βx(t) = s. Then
we let ψ : G → H := Coker(G ′ β−→ Kerϕ → G ) be the natural map. By construction, H is
finitely presented, ψx(s) = 0 and clearly ϕ factors through ψ. 
10.3.30. Let X be a coherent scheme, U ⊂ X a quasi-compact open subset, a, b ∈ Z any
two integers with a ≤ b, and H • any object of D[a,b](OX-Mod)qcoh such that H •|U lies in
D[a,b](OU -Mod)coh. Let also Fi ⊂ H iH • be a quasi-coherent OX-submodule of finite type,
for every i = a, . . . , b.
Proposition 10.3.31. In the situation of (10.3.30), the following holds :
(i) There exists an object G • of D[a,b](OX -Mod)coh, with a morphism ϕ• : G • → H • in
D(OX-Mod)qcoh such that :
(a) ϕ•|U is an isomorphism.
(b) Fi ⊂ ImH iϕ• for every i = a, . . . , b.
(ii) If X is noetherian, we can find ϕ• as in (i) such that H iϕ• is a monomorphism, for
every i = a, . . . , b.
Proof. To start out, for any quasi-coherent OX-module F such that F|U is a coherent OU -
module, define the category C/F as in (10.3.26), and consider the full subcategory C ′/F
(resp. C ′′/F ) of C/F whose objects are all the maps ϕ : G → F such that ϕ|U is an
isomorphism (resp. an epimorphism).
Claim 10.3.32. C ′/F and C ′′/F are filtered categories.
Proof of the claim. The proof of lemma 10.3.27 applies verbatim to show that both C ′/F and
C ′′/F satisfy the coequalizing condition of definition 1.2.19(v), and it also proves that C ′′/F
is directed. Moreover, lemma 10.3.24(i) says that the sets of objects of these two categories
are non-empty, which already implies that C ′′/F is filtered, by remark 1.2.21(i). By the same
token, it remains only to check that C ′/F satisfies the coequalizing condition. Hence, let
ϕi : Gi → F (i = 1, 2) be any two objects of C ′/F , and set G ′ := G1 ×F G2; then G ′ is a
quasi-coherent OX-module, and G ′|U is isomorphic to F|U , especially it is coherent. Then pick
any object ψ : G ′′ → G ′ of the category C ′′/G ′, and denote by ψi : G ′′ → Gi (i = 1, 2) the two
morphisms induced by ψ; by construction we haveϕ1◦ψ1 = ϕ2◦ψ2. Hence, set G := G1∐G ′′G2;
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we get a unique morphism ϕ : G → F such that both ϕ1 and ϕ2 factor through ϕ and ϕ|U is an
isomorphism. Since G is a finitely presented OX-module, we are done. ♦
Claim 10.3.33. With the foregoing notation, the following holds :
(i) C ′/F is a cofinal subcategory of C/F .
(ii) For every objectK• of Db(OX-Mod)coh and every c ∈ Z, the natural map
(10.3.34) colim
C/F
HomD(OX -Mod)(K
•, ιF [c])→ HomD(OX -Mod)(K•,F [c])
is an isomorphism (notation of (10.3.26)).
Proof of the claim. (i): Since U is quasi-compact, it is easily seen that C ′′/F is cofinal in C/F ,
so we are reduced to checking that C ′/F is cofinal in C ′′/F . Hence, let ψ : G ′ → F be any
object of C ′′/F ; since OX is coherent, K := Kerψ|U is a coherent OU -module, therefore
we may extend K to a coherent OX -module K ′ and the identity map of K to a morphism
ψ′ : K ′ → Kerψ of OX-modules (lemma 10.3.24(i)). Set G := G ′/ψ′(K ′); the induced map
G → F is an object of C ′/F , whence the contention.
(ii): We have two spectral sequences
Epq2 := colim
C/F
RpΓ ◦RqHom•OX (K•, ιF [c])⇒ colimC/F HomD(OX -Mod)(K
•, ιF [c+ p + q])
F pq2 :=R
pΓ ◦RqHom•OX (K•,F [c])⇒ HomD(OX -Mod)(K•,F [c+ p+ q])
and a morphism of spectral sequences E••• → F ••• , such that (10.3.34) is a morphism of fil-
tered abelian groups, for the two finite filtrations induced by these spectral sequences on their
abutments. Since the functors RpΓ commute with filtered colimits, we deduce that it suffices to
show that the natural morphism
colim
C/F
RqHom•OX (K
•, ιF [c]))→ RqHom•OX (K•,F [c])
is an isomorphism for every q ∈ Z. Then, a standard de´vissage argument further reduces to the
case whereK• is concentrated in a single degree, so we come down to checking that the functor
F 7→ RqHom•OX (G ,F ) commutes with filtered colimits of quasi-coherent OX-modules, for
every coherent OX -module G and every q ∈ Z. To this aim we may assume that X is affine, in
which case – since OX is coherent – G admits a resolution L
• consisting of free OX-modules
of finite rank; the latter are acyclic for the functor HomOX , so we are left with the assertion that
the functor F 7→ HqHomOX (L •,F ) commutes with filtered colimits, which is clear. ♦
Claim 10.3.35. The proposition holds if a = b.
Proof of the claim. From proposition 10.3.28 and claim 10.3.33(i) we deduce that, for every
x ∈ X we may find an object ϕ : G → HaH such that Fa,x ⊂ Imϕx, and therefore Fa|Ux ⊂
Imϕ|Ux for some open neighborhood Ux of x in X . Since X is quasi-compact and C/F is
filtered, assertion (i) follows easily. Next, suppose that a morphism ϕ : G → HaH has already
been exhibited that fulfills conditions (i.a) and (i.b), and set G ′ := Imϕ; to show assertion (ii),
it suffices to remark that if X is noetherian, G ′ is still a coherent OX-module. ♦
We proceed now by induction on b − a, the case where a = b having been covered by claim
10.3.35. Thus, suppose that a < b, and that the proposition is already known for every object
of D[a+1,b](OX-Mod)qcoh fulfilling the stated condition. We have a distinguished triangle
F [−a]→ H • → τ≥a+1H • α•−−→ F [1− a] with F := HaH •
in D(OX-Mod)qcoh (where τ≥a+1 denotes the truncation functor : see remark 7.3.14(iv)). By
inductive assumption, we may find an object G ′• of D[a+1,b](OX-Mod)coh and a morphism
ϕ′• : G ′• → τ≥a+1H • in D(OX-Mod)qcoh which restricts to an isomorphism on U and such
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that Fi ⊂ ImH iϕ′• for every i = a + 1, . . . , b. There follows a morphism of distinguished
triangles :
F [−a] // H ′• //
β•

G ′• //
ϕ′•

F [1− a]
F [−a] // H • // τ≥a+1H • α• // F [1− a]
for some object H ′• of D[a,b](OX-Mod)qcoh, and clearly β• restricts to an isomorphism on U
and Haβ• is an isomorphism. We may then replace H • by H ′•, and assume that τ≥a+1H •
lies in D[a+1,b](OX-Mod)coh.
By claim 10.3.33, we may find an object ψ : G → F of C ′/F such that α• factors through
ψ[1 − a] and a morphism ω• : τ≥a+1H • → G [1 − a] in D(OX-Mod)coh. Moreover, by claim
10.3.35 we may assume thatFa ⊂ Imψ, and also that ψ is a monomorphism, ifX is noetherian.
Then Coneω•[−1] lies in D[a,b](OX-Mod)coh, and the induced morphism Coneω•[−1]→ H •
will do. 
Corollary 10.3.36. Let X be a coherent scheme, U ⊂ X a quasi-compact open subset. Then
the induced functor
D[a,b](OX-Mod)coh → D[a,b](OU -Mod)coh
is essentially surjective, for every a, b ∈ Z with a ≤ b.
Proof. Let j : U → X be the open immersion, F • an object of D[a,b](OU -Mod)coh. By [39,
Ch.III, Prop.1.4.10, Cor.1.4.12] and a standard spectral sequence argument, it is easily seen that
H • := τ≥a ◦ τ≤bRj∗F •
lies in D[a,b](OX-Mod)qcoh and H •|U = F
•. Then the assertion follows immediately from
proposition 10.3.31(i). 
10.4. Depth and cohomology with supports. This section introduces and studies local coho-
mology and the closely related notion of depth, in the context of arbitrary schemes (whereas the
usual references restrict to the case of locally noetherian schemes).
10.4.1. To begin with, let (X,A ) be any ringed topological space, i : Z → X a closed
immersion, set U := X \Z and denote by j : U → X the resulting open immersion. One
defines the functor
ΓZ : A -Mod→ A -Mod F 7→ Ker (F → j∗j∗F )
as well as its composition with the global section functor
ΓZ : A -Mod→ A (X)-Mod F 7→ Γ(X,ΓZF ).
It is clear that ΓZ and ΓZ are left exact functors, hence they give rise to right derived functors
RΓZ : D
+(A -Mod)→ D+(A -Mod) RΓZ : D+(A -Mod)→ D+(A (X)-Mod)
such that the natural morphism ΓZF → R0ΓZF is an isomorphism, for every A -module F
(and likewise for R0ΓZ). Moreover, suppose that F → I • is a resolution of F by a complex
of injectiveA -modules; since injective sheaves are flabby (lemma 10.1.5(v)), we obtain a short
exact sequence of complexes
0→ ΓZI • → I • → j∗j∗I • → 0
whence a natural exact sequence of A -modules :
(10.4.2) 0→ ΓZF → F → j∗j∗F → R1ΓZF → 0 for every A -module F
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and natural isomorphisms :
(10.4.3) Rq−1j∗j
∗F
∼→ RqΓZF for all q > 1.
Lemma 10.4.4. In the situation of (10.4.1), let B → A be any morphism of sheaves of rings
on X . The following holds :
(i) Every flabby A -module is ΓZ-acyclic.
(ii) The functorRΓZ commutes with the forgetful functor D
+(A -Mod)→ D+(B-Mod).
(iii) Suppose that X is locally coherent and quasi-separated, and that Z is a constructible
closed subset of X . Then :
(a) Every qc-flabby A -module is ΓZ-acyclic.
(b) For every i ∈ N the functor RiΓZ commutes with filtered colimits of A -modules.
Proof. (i): First of all, if F is flabby on X , the natural morphism F → j∗j∗F is obviously an
epimorphism; together with (10.4.2), this implies that R1ΓZF = 0 when F is flabby. Next,
(10.4.3), together with the fact that flabby A -modules are acyclic for direct image functors such
as j∗ (lemma 10.1.5(ii)), implies that R
iΓZF = 0 also for i > 1, whence the contention.
Assertion (iii.a) is checked in the same way : first one notices that, under the stated assump-
tions, the morphism F → j∗j∗F is an epimorphism also for all qc-flabby sheaves on X ,
which again gives the vanishing of R1ΓZF ; for the higher derived functors one then appeals to
(10.4.3) and lemma 10.1.5(iv).
(iii.b): Suppose first that i > 1; in this case, the assertion follows from (10.4.3) and the
following more general :
Claim 10.4.5. In the situation of (iii), the functor Rij∗ commutes with filtered colimits, for
every i ∈ N.
Proof of the claim. The claim can be checked at the stalks at the points x ∈ X , hence we may
assume that X is quasi-compact, in which case the same holds for U . Now, on the one hand,
Rqj∗j
∗F is the sheaf associated with the presheaf given by the rule : U ′ 7→ Hq(U ∩U ′,F ) for
every open subset U ′ ⊂ X , so (Rqj∗j∗F )x is also the stalk at x of this presheaf. On the other
hand, x admits a fundamental system of open neighborhoods consisting of quasi-compact open
subsets, and if U ′ is such a neighborhood of x, the subset U ′ ∩U is also quasi-compact, and the
functor F 7→ Hq(U ∩ U ′,F ) commutes with filtered colimits, by proposition 10.1.8(ii). The
claim follows by combining these two observations. ♦
In case i ≤ 1, we argue similarly with (10.4.2), which reduces to checking that both functors
F 7→ Fx and F 7→ (j∗j∗F )x commute with filtered colimits; this is trivial for the former
functor, and for the latter it is a special case of claim 10.4.5.
Lastly, (ii) is an immediate consequence of (i) and remark 7.3.29(iv), since any injective
A -module is a flabby B-module (lemma 10.1.5(v)). 
10.4.6. In the situation of (10.4.1), letX ′ be the amalgamated sum in the following cocartesian
diagram of topological spaces :
U
j //
j

X
j′1

X
j′2 // X ′
and let π : X ′ → X be the unique continuous map with π ◦ j′i = 1X for i = 1, 2. We notice :
Proposition 10.4.7. In the situation of (10.4.6), let also F be any sheaf onX . Then we have :
(i) If F is flabby, the same holds for π∗F .
(ii) If moreover F is an A -module, the following holds :
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(a) We have a natural isomorphism in D+(A (X)-Mod) :
RΓF ⊕RΓZF ∼→ RΓ(π∗F ).
(b) If X is coherent and Z is constructible in X , then RiΓZF = 0 for every i > dimX .
(c) If X is spectral and Z is constructible inX , define dF as in theorem 10.1.33(ii). Then
RiΓZF = 0 for every i > dF .
Proof. (i): Set Vi := j
′
i(X) for i = 1, 2; then X
′ admits the open covering X ′ = V1 ∪ V2, and
the restriction of π∗F is flabby on V1 and V2. Then the assertion follows from lemma 10.1.2.
(ii.a): For i = 1, 2 and everyA -moduleG , we have a natural isomorphism ofA (X)-modules
ψG ,i : Γ(X,F )
∼→ Γ(Vi,G ).
Moreover, for every (σ, τ) ∈ ΓG ⊕ΓZG there exists a unique section ϕG (σ, τ) ∈ Γ(π∗G )whose
restriction to V1 agrees with ψG ,1(σ) and whose restriction to V2 agrees with ψG2(σ+ τ) (details
left to the reader). The rule (σ, τ) 7→ ϕG (σ, τ) yields a natural isomorphism
ϕG : ΓG ⊕ ΓZG ∼→ Γ(π∗G ).
Now, let F → G • be a resolution of F by a complex of injective A -modules; by lemma
10.1.5(v), the complex π∗G • is a resolution of π∗F by flabby π∗A -modules. Combining with
lemma 10.4.4(i) and remark 7.3.29(iv), we deduce that ϕG • : ΓG • ⊕ ΓZG • ∼→ Γ(π∗G •) is the
sought natural isomorphism.
Lastly, if X is coherent (resp. spectral) and Z is constructible, the open subsets V1 and V2
are coherent (resp. spectral) and retro-compact in X ′; by lemma 8.1.21(iv), in this case X ′ is
coherent (resp. X ′ is spectral, and it is easily seen that dπ∗F = dF ). Then (ii.b) and (ii.c) follow
directly from (ii.a) and theorem 10.1.33. 
10.4.8. In the situation of (10.1.6), suppose that the maps g and gλ, for every λ ∈ Ob(Λ) are
open immersions, and set
Z := X\Y Zλ := Xλ\Yλ for every λ ∈ Ob(Λ).
Consider also a system (Gλ | λ ∈ Ob(Λ)), where Gλ is a ZXλ-module for every λ ∈ Λ, with
transition maps
ϕ−1u Gλ → Gµ for every morphism u : µ→ λ in Λ
and set
G := colim
λ∈Ob(Λ)
ϕ∗λGλ.
Notice that
ϕ−1u Zλ ⊂ Zµ and ϕ−1λ Zλ ⊂ Z
for every λ ∈ Ob(Λ) and every morphism u : µ → λ in Λ. There follows a system of natural
morphisms
τu : ϕ
∗
uΓZλGλ → ΓZµGµ and τλ : ϕ∗λΓZλGλ → ΓZG
amounting to a co-cone τ• with vertex ΓZG .
Proposition 10.4.9. In the situation of (10.4.8), the co-cone τ• induces a natural isomorphism
colim
λ∈Ob(Λ)
ϕ∗λR
iΓZλGλ
∼→ RiΓZG for every i ∈ N.
Proof. From proposition 10.1.8(ii) we deduce a natural isomorphism
colim
λ∈Ob(Λ)
ϕ∗λ ΓZλGλ = colimλ∈Ob(Λ)
ϕ∗λKer (Gλ → gλ∗g∗λGλ)
∼→Ker (G → g∗g∗G ) = ΓZG .
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Now, let us choose a compatible system of injective resolutions Gλ → I •λ , so that the transition
maps for the system (Gλ | λ ∈ Ob(Λ)) extend to a system of transition morphisms of complexes
(I •λ | λ ∈ Ob(Λ)). On the one hand, claim 10.1.9 says that
I • := colim
λ∈Ob(Λ)
ϕ∗λI
•
λ
is a qc-flabby resolution of G . On the other hand, the foregoing yields a natural isomorphism
colim
λ∈Ob(Λ)
ϕ∗λR
iΓZλGλ
∼→ H iΓZI •.
Then the assertion follows from lemma 10.4.4(iii.a). 
Corollary 10.4.10. Let (X,A ) be a ringed topological space with X locally spectral, Z ⊂ X
a constructible closed subset, x ∈ Z any point, and denote by jx : X(x) → X the inclusion
map (notation of definition 8.1.42(iii)). We have a natural isomorphism of functors
j∗xRΓZ
∼→ RΓZ(x) in D+(j∗xA -Mod).
Proof. We may assume that X is spectral, in which case X(x) is the limit of the cofiltered
system of all quasi-compact open neighborhoods of x inX , and if U is any such neighborhood,
the inclusion map U → X is quasi-compact and quasi-separated. The sought morphism ϕ• is
then deduced from a co-cone constructed as in (10.4.8), and it suffices to check that H iϕ• is an
isomorphism on the underlying ZX(x)-modules for every i ∈ Z, so the assertion is reduced to
proposition 10.4.9. 
10.4.11. In the situation of (10.4.1), notice the natural isomorphism of A -modules :
HomZ(i∗ZZ ,F )
∼→ ΓZF for every A -module F
whence a natural isomorphism of A (X)-modules :
HomZ(i∗ZZ ,F )
∼→ ΓZF for every A -module F .
Now, let U := (Ui | i ∈ I) be any open covering of U , indexed by a set I , and fix any total
ordering on I . By proposition 10.2.6(iv), we get natural isomorphisms in D+(A -Mod) and
D+(A (X)-Mod)
RHom•Z(R
alt
• (U)[1], K
•)
∼→ RΓZK• RHom•Z(Ralt• (U)[1], K•) ∼→ RΓZK•
for every bounded below complex K• of A -modules. These isomorphisms allow us to com-
pute RΓZK
• as a Cˇech cohomology functor, as follows. Clearly, the rule : F 7→ C•alt(U,F )
defines a functor A -Mod → C(A (X)-Mod) (notation of definition 10.2.2(ii)). Now, pick
any resolutionK•
∼→ I • by a bounded below complex of injective A -modules; the foregoing
yields a natural isomorphism :
RΓZK
• ∼→ TotC•alt(U,I •)[−1] in D+(A (X)-Mod).
10.4.12. We define a bifunctor
Hom•Z := ΓZ ◦Hom•A : C(A -Mod)× C(A -Mod)o → C(A -Mod).
The bifunctor Hom•Z admits a right derived functor :
RHom•Z : D
+(A -Mod)× D(A -Mod)o → D(A -Mod).
The construction can be outlined as follows. First, for a fixed complex K• of A -modules,
one can consider the right derived functor of the functor G 7→ Hom•Z(K•,G ), which is
denoted RHom•Z(K•,−) : D+(A -Mod) → D(A -Mod). Next, one verifies that every
quasi-isomorphism K• → K ′• induces an isomorphism of functors : RHom•Z(K ′•,−) ∼→
RHom•Z(K•,−), hence the natural transformation K• 7→ RHom•Z(K•,−) factors through
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D(A -Mod), and this is the sought bifunctor RHom•Z . In case Z = X , one recovers the
functor RHom•A of (10.1.11).
Lemma 10.4.13. In the situation of (10.4.1), the following holds :
(i) The functor ΓZ is right adjoint to i∗i
∗. More precisely, for any two A -modules F and
G we have natural isomorphisms :
(a) HomA (F ,ΓZG )
∼→ HomA (i∗i∗F ,G ).
(b) RHom•A (F , RΓZG )
∼→ RHom•A (i∗i∗F ,G ).
(ii) If F is an injective (resp. flabby) A -module on X , then the same holds for ΓZF .
(iii) There are natural isomorphisms of bifunctors :
RHom•Z
∼→ RΓZ ◦RHom•A ∼→ RHom•A (−, RΓZ−)
(iv) If W ⊂ X is any other closed subset, there is a natural isomorphism of functors :
RΓW∩Z
∼→ RΓW ◦RΓZ .
(v) If f : (Y,B) → (X,A ) is any morphism of ringed spaces, there is a natural isomor-
phism of functors :
Rf∗ ◦RΓf−1Z ∼→ RΓZ ◦Rf∗ : D+(B-Mod)→ D+(A -Mod).
(vi) There is a natural isomorphism of bifunctors on D+(A -Mod)o × D+(A -Mod) :
RHom•Z(RΓZ−,−) ∼→ RHom•A (RΓZ−,−).
Proof. (i): To establish the isomorphism (a), one uses the short exact sequence
0→ j!j∗F → F → i∗i∗F → 0
to show that any map F → ΓZG factors through H := i∗i∗F . Conversely, since j∗j∗H = 0,
it is clear that every map H → G must factor through ΓZG . The isomorphism (b) is derived
easily from (a) and (ii).
(iii): According to [112, Th.10.8.2], the first isomorphism in (iii) is deduced from lemmata
10.4.4(i) and 10.1.14(ii). The second isomorphism in (iii) follows from [112, Th.10.8.2], and
assertion (ii) concerning injective sheaves.
(ii): Suppose first that F is injective; let G1 → G2 a monomorphism of A -modules and
ϕ : G1 → ΓZF any A -linear map. By (i) we deduce a map i∗i∗G1 → F , which extends to a
map i∗i
∗G2 → F , by injectivity of F . Finally, (i) again yields a map G2 → ΓZF extending ϕ.
Next, if F is flabby, let V ⊂ X be any open subset, and s ∈ ΓZF (V ); since s|V \Z = 0, we
can extend s to a section s′ ∈ ΓZF (V ∪ (X \Z)). Since F is flabby, s′ extends to a section
s′′ ∈ F (X); however, by construction s′′ vanishes on the complement of Z.
(iv): Clearly ΓW∩Z = ΓW ◦ ΓZ , so the claim follows easily from (ii) and [112, Th.10.8.2].
(v): Since flabby B-modules are acyclic for f∗ and Γf−1Z (lemmata 10.1.5(ii) and 10.4.4(i)),
one can apply (ii) and [112, Th.10.8.2] to identify both functors with R(ΓZ ◦ f∗).
(vi): Let I• and J• be two bounded below complexes of injective A -modules. Clearly any
morphism ΓZI
• → J• vanishes on U , whence the assertion. 
Definition 10.4.14. Let X be a topological space, and K• ∈ D+(ZX-Mod).
(i) The depth of K• along Z is
depthZK
• := sup{n ∈ Z | RiΓZK• = 0 for all i < n} ∈ Z ∪ {+∞}.
From lemma 10.4.13(ii,iv) and the Grothendieck spectral sequence ([89, Th.5.8.3]), we see that
(10.4.15) depthWK
• ≥ depthZK• wheneverW ⊂ Z.
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(ii) LetΦ := (Zλ | λ ∈ Λ) be a family of closed subsets ofX , and suppose thatΦ is cofiltered
by inclusion. Due to (10.4.15) it is reasonable to define the depth ofK• along Φ as
depthΦK
• := sup {depthZλK• | λ ∈ Λ} ∈ Z ∪ {+∞}.
10.4.16. Let nowX be a scheme and i : Z → X a closed immersion of schemes, such that Z
is constructible inX . Then the open immersion j : X\Z → X is quasi-compact and separated,
hence the functors Rqj∗ preserve the subcategories of quasi-coherent modules, for every q ∈ N
([39, Ch.III, Prop.1.4.10]). In light of (10.4.3) we deduce that RqΓZ restricts to a functor :
RqΓZ : OX-Modqcoh → OX-Modqcoh for every q ∈ N.
Lemma 10.4.17. In the situation of (10.4.16), the following holds :
(i) The functor RΓZ restricts to a triangulated functor :
RΓZ : D
+(OX-Mod)qcoh → D+(OX -Mod)qcoh
(notation of (10.3.10)).
(ii) Let f : Y → X be an affine morphism of schemes,K• any object of D+(OY -Mod)qcoh.
Then we have the identity :
depthf−1ZK
• = depthZRf∗K
•.
(iii) Let f : Y → X be a flat morphism of schemes, K• any object of D+(OX-Mod)qcoh.
Then the natural map
f ∗RΓZK
• → RΓf−1Zf ∗K•
is an isomorphism in D+(OY -Mod)qcoh. Especially, we have
depthf−1Zf
∗K• ≥ depthZK•
and if f is faithfully flat, the inequality is actually an equality.
Proof. (i): Indeed, ifK• is an object of D+(OX-Mod)qcoh, we have a spectral sequence :
Epq2 := R
pΓZH
qK• ⇒ Rp+qΓZK•.
(This spectral sequence is obtained from a Cartan-Eilenberg resolution of K• : see e.g. [112,
§5.7].) Hence R•ΓZK• admits a finite filtration whose subquotients are quasi-coherent; then
the lemma follows from [39, Ch.III, Prop.1.4.17].
(ii): To start with, a spectral sequence argument as in the foregoing shows that Rf∗ restricts
to a functor D+(OY -Mod)qcoh → D+(OX-Mod)qcoh, and moreover we have natural identifi-
cations : Rif∗K
• ∼→ f∗H iK• for every i ∈ Z and every object K• of D+(OY -Mod)qcoh. In
view of lemma 10.4.13(v), we derive natural isomorphisms : RiΓZRf∗K
• ∼→ Rf∗RiΓf−1ZK•
for every objectK• of D+(OY -Mod)qcoh. The assertion follows easily.
(iii): A spectral sequence argument as in the proof of (i) allows us to assume thatK• = F [0]
for some quasi-coherent OX-module F . In this case, let jX : X\Z → X and jY : Y \f−1Z →
Y be the open immersions; considering the exact sequences f ∗(10.4.2) and f ∗(10.4.3), we
reduce to showing that the natural map f ∗RjX∗j
∗
XF → RjY ∗j∗Y f ∗F is an isomorphism in
D+(OY -Mod)qcoh. The latter assertion follows from corollary 10.3.8. 
Proposition 10.4.18. Let X be an affine scheme, Z ⊂ X any closed subset, F • a bounded
below complex of quasi-coherent OX-modules, and U := (Ut | t ∈ I) a family of affine open
subsets of X such that
⋃
t∈I Ut = X\Z. There exists a natural isomorphism
RΓZF
• ∼→ TotC•alt(U,F •)[−1] in D+(OX(X)-Mod)
(where C•alt denotes the augmented alternating Cˇech complex).
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Proof. Pick any resolution F •
∼→ I • by a bounded below complex of injective OX-modules;
by virtue of (10.4.11) it suffices to show that the natural map of double complexes
C•alt(U,F
•)→ C•alt(U,I •)
induces a quasi-isomorphism on total complexes. To this aim, we can argue as in the proof
of theorem 10.2.28(ii) : the details shall be left to the reader (the condition that X is affine, is
needed here, since we are dealing with the augmented Cˇech complex, whereas in the proof of
theorem 10.2.28(ii) only the ordinary version intervenes, so for the proof of the latter it is only
required that the intersection of any finite system of members of U is affine). 
10.4.19. Let X be a scheme; for every x ∈ X , we consider the cofiltered family Φ(x) of all
non-empty constructible closed subsets of X(x) := SpecOX,x; clearly
⋂
Z∈Φ(x) Z = {x}. Let
K• be any object of D+(ZX -Mod); we are interested in the quantities :
δ(x,K•) := depth{x}K
•(x) and δ′(x,K•) := depthΦ(x)K
•(x)
(notation of definition 4.9.17(iii)). Especially, we wish to compute the depth of a complex K•
along a closed subset Z ⊂ X , in terms of the local invariants δ(x,K•) or δ′(x,K•), evaluated
at the points x ∈ Z. This shall be achieved by theorem 10.4.21. To begin with, we remark :
Lemma 10.4.20. With the notation of (10.4.19), we have :
(i) δ(x,K•) ≥ δ′(x,K•) for every x ∈ X and everyK• ∈ Ob(D+(ZX -Mod)).
(ii) If the topological space |X| underlyingX is locally noetherian, the inequality of (i) is
actually an equality.
(iii) If F is a flat quasi-coherent OX-module, then δ′(x,F ) ≥ δ′(x,OX).
Proof. (i) follows easily from (10.4.15). Likewise, (ii) follows likewise from (10.4.15) and the
fact that if |X| is locally noetherian, {x} is the smallest element of the family Φ(x).
(iii): According to [85, Ch.I, Th.1.2], the OX(x)-module F (x) is the colimit of a filtered
system (Lλ | λ ∈ Λ) of free OX(x)-modules of finite rank. In view of lemma 10.4.4(iii.b), it is
easily seen that
depthZF ≥ inf
λ∈Λ
depthZLλ = depthZOX
for every closed onstructible subset Z ⊂ X . The assertion follows. 
Theorem 10.4.21. With the notation of (10.4.19), letZ ⊂ X be any closed constructible subset,
K• any object of D+(ZX -Mod). Then
depthZK
• = inf {δ(x,K•) | x ∈ Z} = inf {δ′(x,K•) | x ∈ Z}.
Proof. Let d := depthZK
•; in light of corollary 10.4.10, it is clear that δ(x,K•) ≥ d for all
x ∈ Z, hence, in order to prove the first identity it suffices to show :
Claim 10.4.22. Suppose d < +∞. Then there exists x ∈ Z such that RdΓ{x}K•(x) 6= 0.
Proof of the claim. By definition of d, we can find an open subset V ⊂ X and a non-zero section
s ∈ Γ(V,RdΓZK•). The support of s is a closed subset S ⊂ Z. Let x be a maximal point of S.
From lemma 10.4.13(iv) we deduce a spectral sequence
Epq2 := R
pΓ{x}R
qΓZ∩X(x)K
•(x)⇒ Rp+qΓ{x}K•(x)
and corollary 10.4.10 implies that Epq2 = 0 whenever q < d, therefore :
RdΓ{x}K
•(x) ≃ R0Γ{x}RdΓZ∩X(x)K•(x).
However, the image of s in RdΓZ∩X(x)K
•(x) is supported precisely at x, as required. ♦
Finally, since Z is constructible, Z ∩ X(x) ∈ Φ(x) for every x ∈ X , hence δ′(x,K•) ≥ d.
Then the second identity follows from the first and lemma 10.4.20(i). 
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Corollary 10.4.23. Let Z ⊂ X be a closed and constructible subset, F a ZX -module, and
j : X \Z → X the induced open immersion. Then the natural map F → j∗j∗F is an
isomorphism if and only if δ(x,F ) ≥ 2, if and only if δ′(x,F ) ≥ 2 for every x ∈ Z. 
10.4.24. Let now X be an affine scheme, say X := SpecA for some ring A, and Z ⊂ X
a constructible closed subset. In this case, we wish to show that the depth of a complex of
quasi-coherent OX-modules along Z can be computed in terms of Ext functors on the category
of A-modules. This is the content of the following :
Proposition 10.4.25. In the situation of (10.4.24), let N be any finitely presented A-module
such that SuppN = Z, andM• any bounded below complex of A-modules. Then :
depthZM
•∼ = sup {n ∈ Z | ExtjA(N,M•) = 0 for all j < n}.
Proof. (M•∼ is the complex of quasi-coherent OX-modules determined byM•, as in (10.3)).
Claim 10.4.26. There is a natural isomorphism in D+(A-Mod) :
RHom•A(N,M
•)
∼→ RHom•OX (N∼, RΓZM•∼).
Proof of the claim. Let i : Z → X be the closed immersion. The assumption on N implies that
N∼ = i∗i
∗N∼; hence lemma 10.4.13(i.b) yields a natural isomorphism
(10.4.27) RHom•OX (N
∼,M•∼)
∼→ RHom•OX (N∼, RΓZM•∼).
The claim follows by combining corollary 10.3.2(i) and (10.4.27). ♦
From claim 10.4.26 we see already that ExtjA(N,M
•) = 0 whenever j < depthZM
•∼.
Suppose that depthZM
•∼ = p < +∞; in this case, claim 10.4.26 gives an isomorphism :
ExtpA(N,M
•) ≃ HomOX (N∼, RpΓZM•∼) ≃ HomA(N,RpΓZM•∼)
where the last isomorphism holds by lemma 10.4.17. To conclude the proof, we have to exhibit
a non-zero map from N to Q := RpΓZM
•∼. Let F0(N) ⊂ A denote the Fitting ideal of N ; this
is a finitely generated ideal, whose zero locus coincides with the support of N . More precisely,
AnnA(N)
r ⊂ F0(N) ⊂ AnnA(N) for all sufficiently large integers r > 0. Let now x ∈ Q be
any non-zero element, and f1, . . . , fk a finite system of generators for F0(N); since x vanishes
on X \Z, the image of x in Qfi is zero for every i ≤ k, i.e. there exists ni ≥ 0 such that
fnii x = 0 in Q. It follows easily that F0(N)
n ⊂ AnnA(x) for a sufficiently large integer n, and
therefore x defines a map ϕ : A/F0(N)
n → Q by the rule : a 7→ ax. According to [52, Lemma
3.2.21], we can find a finite filtration 0 = Jm ⊂ · · · ⊂ J1 ⊂ J0 := A/F0(N)n such that each
Ji/Ji+1 is quotient of a direct sum of copies of N . Let s ≤ m be the smallest integer such that
Js ⊂ Kerϕ. By restriction, ϕ induces a non-zero map Js−1/Js → Q, whence a non-zero map
N (S) → Q, for some set S, and finally a non-zero map N → Q, as required. 
Remark 10.4.28. Notice that the existence of a finitely presented A-moduleN with SuppN =
Z is equivalent to the constructibility of Z.
10.4.29. In the situation of (10.4.24), let I ⊂ A be a finitely generated ideal such that V (I) =
Z, andM• a bounded below complex of A-modules. Then it is customary to set :
depthIM
• := depthZM
•∼
and the depth along Z of M•∼ is also called the I-depth of M•. Moreover, if A is a local ring
with maximal ideal mA, we shall often use the standard notation :
depthAM
• := depth{mA}M
•∼
and this invariant is often called briefly the depth of M•. With this notation, theorem 10.4.21
can be rephrased as the identity :
(10.4.30) depthIM
• = inf
p∈V (I)
depthApM
•
p .
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10.4.31. Suppose now that f is a finite system of generators of the ideal I ⊂ A, and set
Z := Spec,A/I . In this generality, the Koszul complex K
•(f) of remark 7.8.1(ii) is not a
resolution of the A-module A/I , and consequently H•(f ,M) (for an A-module M) does not
necessarily agree with Ext•A(A/I,M). Nevertheless, the following holds.
Proposition 10.4.32. (i) In the situation of (10.4.31), letM• ∈ Ob(D+(A-Mod)); then :
depthIM
• = d := sup {i ∈ Z | Hj(f ,M•) = 0 for all j < i}.
(ii) If d < +∞, there are natural A-linear isomorphisms :
Hd(f ,M•)
∼→ HomA(A/I,RdΓZM•∼) ∼→ ExtdA(A/I,M•).
(iii) Moreover we have a natural isomorphism in D(A-Mod) :
colim
m∈N
K•(fm,M•)
∼→ RΓZM•∼
where the transition maps in the colimit are the maps ϕ•fn of (7.8.19).
Proof. (i): Let B := Z[t1, . . . , tr]→ A be the ring homomorphism defined by the rule : ti 7→ fi
for i = 1, . . . , r; we denote ψ : X → Y := SpecB the induced morphism, J ⊂ B the ideal
generated by the system t := (ti | i = 1, . . . , r), and set W := V (J) ⊂ Y . From lemma
10.4.13(v) we deduce a natural isomorphism in D(OY -Mod) :
(10.4.33) ψ∗RΓZM
•∼ ∼→ RΓWψ∗M•∼.
Hence we are reduced to showing :
Claim 10.4.34. d = depthJψ∗M
•.
Proof of the claim. Notice that t is a regular sequence in B, hence Ext•B(B/J, ψ∗M
•) ≃
H•(t, ψ∗M
•); by proposition 10.4.25, there follows the identity :
depthJψ∗M
• = sup {n ∈ N | H i(t, ψ∗M•) = 0 for all i < n}.
Then the assertion follows from lemma 7.8.2(iv). ♦
(ii): From lemma 10.4.13(i.b) and corollary 10.3.2(i) we derive a natural isomorphism :
RHom•B(B/J, ψ∗M
•)
∼→ RHom•OY ((B/J)∼, RΓWψ∗M•∼).
However, due to (10.4.33) and claim 10.4.34 we may compute :
RdHom•OY ((B/J)
∼, RΓWψ∗M
•∼)
∼→ HomB(B/J,RdΓWψ∗M•∼) ∼→ HomA(A/I,RdΓZM•∼).
The first claimed isomorphism easily follows. Similarly, one applies lemma 10.4.13(i.b) and
corollary 10.3.2(i) to compute Ext•A(A/I,M
•), and deduces the second isomorphism of (ii)
using (i). Assertion (iii) follows immediately from (10.2.27) and proposition 10.4.18. 
Corollary 10.4.35. Let A be a noetherian ring, I ⊂ A an ideal,M• an object of D+(A-Mod),
and set Z := SpecA/I . We have a natural isomorphism
colim
n∈N
RiHom•A(A/I
n,M•)
∼→ RiΓZM•∼ for every i ∈ Z.
Proof. This is obtained by combining proposition 10.4.32(iii) and remark 7.8.44. 
Corollary 10.4.36. In the situation of (10.4.29), let B be a faithfully flat A-algebra. Then :
depthIBB ⊗A M• = depthIM•.
Proof. It is a special case of lemma 10.4.17(iii). Alternatively, one remarks that
K•(g,M• ⊗A B) ≃ K•(g,M•)⊗A B for every finite sequence of elements g in A
which allows us to apply proposition 10.4.32(iii). 
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Theorem 10.4.37. Let A → B be a local homomorphism of local rings, and suppose that the
maximal ideals mA and mB of A and B are finitely generated. Let alsoM be an A-module and
N a B-module which is flat over A. Then we have :
depthB(M ⊗A N) = depthAM + depthB/mAB(N/mAN).
Proof. Let f := (f1, . . . , fr) and g := (g1, . . . , gs) be finite systems of generators for mA and
respectively mB , the maximal ideal of B/mAB. We choose an arbitrary lifting of g to a finite
system g of elements of mB; then (f , g) is a system of generators for mB . We have a natural
identification of complexes of B-modules :
K•(f , g)
∼→ Tot•(K•(f)⊗AK•(g))
whence natural isomorphisms :
K•((f , g),M ⊗A N) ∼→ Tot•(K•(f ,M)⊗A K•(g, N)).
A standard spectral sequence, associated with the filtration by rows, converges to the coho-
mology of this total complex, and since N is a flat A-module, K•(g, N) is a complex of flat
A-modules, so that the E1 term of this spectral sequence is found to be :
Epq1 ≃ Hq(f ,M)⊗A Kp(g, N)
and the differentials dpq1 : E
pq
1 → Ep+1,q1 are induced by the differentials of the complex
K•(g, N). Set κA := A/mA; notice that H
q(f ,M) is a κA-vector space, hence
Hq(f ,M)⊗A H•(g, N) ≃ H•(Hq(f ,M)⊗κA K•(g, N/mAN))
and consequently :
Epq2 ≃ Hq(f ,M)⊗κA Hp(g, N/mAN).
Especially :
(10.4.38) Epq2 = 0 if either p < d := depthAM or q < d
′ := depthB/mAB(N/mAN).
Hence H i((f , g),M ⊗A N) = 0 for all i < d + d′ and moreover, if d and d′ are finite,
Hd+d
′
((f , g),M ⊗A N) ≃ Edd′2 6= 0. Now the sought identity follows readily from propo-
sition 10.4.32(i). 
Remark 10.4.39. Let d and d′ be as in (10.4.38), and suppose that d and d′ are finite. By
inspection of the proof, we see that – under the assumptions of theorem 10.4.37 – a natural
isomorphism has been exhibited :
Extd+d
′
A (B/mB,M ⊗A N) ≃ ExtdA(A/mA,M)⊗A Extd
′
B/mAB
(B/mB, N/mAN).
Definition 10.4.40. Let (A,m) be a local ring, andM• ∈ Ob(Db(A-Mod)). The residual Tor
dimension rTor.dimA(M•) ofM• is sup{i ∈ Z | Hi(M•
L⊗A A/m) 6= 0} ∈ Z ∪ {±∞}.
Remark 10.4.41. If A is a noetherian local ring, and M is any A-module of finite type, then
rTor.dimA(M) equals the projective dimension ofM : see [89, §19, Lemma 1].
Theorem 10.4.42. Let A be a local noetherian ring, andM• ∈ Ob(Db(A-Mod)). Then :
(i) depthA(M•) = +∞ if and only if rTor.dimA(M•) = −∞.
(ii) If rTor.dimA(M•) ∈ Z, we have the Auslander-Buchsbaum identity :
depthA(M•) + rTor.dimA(M•) = depthAA.
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Proof. (ii): Let d := dimA, and pick a system of parameters f ofA, i.e. a sequence (f1, . . . , fd)
of d elements of A that generates a primary ideal. Using a Cartan-Eilenberg resolution of the
Koszul complexK•(f) (see remark 7.8.1(ii)), we get a spectral sequence (see [112, §5.7])
E2pq := Hp(M•
L⊗A Hq(f , A))⇒ Hp+q(f ,M•).
Now, by proposition 10.4.32(i) and lemma 7.8.2(v), we have :
depthAA = d− eA where eA := inf{i ∈ Z | Hj(f , A) = 0 for all i > j}
depthAM• = d− eM• where eM• := inf{i ∈ Z | Hj(f ,M•) = 0 for all i > j}.
Thus, we have to show that if tM• := rTor.dimA(M•) ∈ Z, then
(10.4.43) eM• = eA + tM• .
Claim 10.4.44. For every A-module N 6= 0 of finite length, we have :
HtM• (M•
L⊗N) 6= 0 and Hi(M•
L⊗N) = 0 for every i > tM• .
Proof of the claim. There exists a finite filtration 0 := N0 ⊂ N1 ⊂ · · · ⊂ Nn−1 ⊂ Nn := N
such that Ni+1/Ni is isomorphic to A/m for i = 0, . . . , n − 1. Hence, by a simple induction
on the length n of the filtration, we are reduced to checking the following assertion : let Σ• :=
(0 → N ′ → N → A/m → 0) be a short exact sequence of A-modules of finite length. The
induced mapHi(M•
L⊗AN ′)→ Hi(M•
L⊗AN) is an isomorphism for every i ≥ tM• . The latter
follows easily, y considering the long exact homology sequence induced by the short exact
sequence of complexesM•
L⊗A Σ•. ♦
Now, since A is noetherian and f generates a primary ideal, Hq(f , A) is a module of finite
length for every q ∈ N (lemma 7.8.2(i)). Claim 10.4.44 implies that 0 6= E2tM• ,eA , and E2pq = 0
whenever either p > tM• or q > eA, so that E
2
tM• ,eA
= E∞tM• ,eA , whence (10.4.43).
(i): If tM• ∈ Z, then (10.4.43) implies that eM• ∈ Z, since eA ∈ N; then in this case
depthAM• ∈ Z. If tM• = −∞, claim 10.4.44 says that E2pq = 0 for every p, q ∈ Z, whence
Hi(f ,M) = 0 for every i ∈ Z, i.e. depthA(M•) = +∞. Lastly, by proposition 10.4.32(iii), this
condition holds if and only if colimm∈NK
•(fm,M•) = 0 in Db(A-Mod). Set
K• := colim
m∈N
K•(f
m) Tm,• := t
≤−1K•(f
m) for everym ∈ N T• := colim
m∈N
Tm,•.
Then, in turn the latter means that M• ⊗A K• = 0 in Db(A-Mod) (lemma 7.8.2(v)). Set
k := A/m; the short exact of complexes 0 → A[0] → K• → T• → 0 induces a distinguished
triangle in D−(A-Mod) :
M•
L⊗A k[0]→M•
L⊗A K•
L⊗A k[0]→M•
L⊗A T•
L⊗A k[0]→M•
L⊗A k[1].
Notice that the transition maps Tm,• → Tm+1,• induce the zero maps Tm,•⊗A k → Tm+1,•⊗A k
for everym ∈ N; hence T•
L⊗A k[0] = 0 in D(A-Mod), and thereforeM•
L⊗A T•
L⊗A k[0] = 0 as
well. Summing up, we conclude that if depthAM• = +∞, thenM•
L⊗Ak[0] = 0 inD(A-Mod),
i.e. tM• = −∞. 
10.4.45. Let f : X → S be any morphism of schemes. Recall that an OX -module F is said
to be f -flat at a point x ∈ X if Fx is a flat OS,f(x)-module. We say that F is f -flat over a point
s ∈ S if F is f -flat at all points of f−1(s). Finally, we say that F is f -flat if F is f -flat at all
the points of X ([37, Ch.0, §6.7.1]).
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Corollary 10.4.46. Let f : X → S be a finitely presented morphism of schemes, F a f -flat
quasi-coherent OX-module of finite presentation, G any quasi-coherent OS-module, x ∈ X any
point, i : f−1f(x)→ X the natural morphism. Then :
δ′(x,F ⊗OX f ∗G ) = δ′(x, i∗F ) + δ′(f(x),G ).
Proof. Set s := f(x), and denote by
js : S(s) := SpecOS,s → S and fs : X(s) := X ×S S(s)→ S(s)
the induced morphisms. By inspecting the definitions, one checks easily that
δ′(x,F ⊗OX f ∗G ) = δ′(x,F|X(s) ⊗OX(s) f ∗sG (s)) and δ′(s,G ) = δ′(s,G (s))
(notation of definition 4.9.17(iii)). Thus, we may replace S by S(s) andX byX(s), and assume
from start that S is a local scheme and s its closed point. Clearly we may also assume that X
is affine and finitely presented over S. Then we can write S as the limit of a cofiltered family
(Sλ | λ ∈ Λ) of local noetherian schemes, with local transition maps, and we may assume that
f : X → S is a limit of a cofiltered family (fλ : Xλ → Sλ | λ ∈ Λ) of morphisms of finite
type, such that Xµ = Xλ ×Sλ Sµ whenever µ ≥ λ. Likewise, we may descend F to a family
(Fλ | λ ∈ Λ) of finitely presented quasi-coherent OXλ-modules, such that Fµ = ϕ∗µλFλ for
every µ ≥ λ (where ϕµλ : Xµ → Xλ is the natural morphism). Furthermore, up to replacing
Λ by some cofinal subset, we may assume that Fλ is fλ-flat for every λ ∈ Λ ([43, Ch.IV,
Cor.11.2.6.1(ii)]). For every λ ∈ Λ, denote by ψλ : S → Sλ the natural morphism, so that
sλ := ψλ(s) is the closed point of Sλ; for every constructible closed subset Zλ ⊂ Sλ, the
set Z := ψ−1λ Zλ is constructible and closed in S, and according to lemma 10.4.17(ii) we have
depthZG = depthZλψλ∗G . On the other hand, every closed constructible subsetZ ⊂ S is of the
form ψ−1λ Zλ for some λ ∈ Λ and some Zλ closed constructible in Sλ ([43, Ch.IV, Cor.8.3.11]),
so that :
(10.4.47) δ′(s,G ) = sup{δ′(sλ, ψλ∗G ) | λ ∈ Λ}.
Similarly, for every λ ∈ Λ let xλ be the image of x in Xλ and denote by iλ : f−1λ (sλ) → Xλ the
natural morphism. Notice that f−1λ (sλ) is a scheme of finite type over Spec κ(sλ), especially
it is noetherian, hence δ′(xλ, i
∗
λFλ) = δ(xλ, i
∗
λFλ), by lemma 10.4.20(ii); by the same token
we have as well the identity : δ′(x, i∗F ) = δ(x, i∗F ). Denote by gλ : f−1(s) → f−1λ (sλ) and
gλ,x : SpecOf−1(s),x → SpecOf−1λ (sλ),xλ the induced morphisms.
Claim 10.4.48. There exists λ ∈ Λ such that g−1µ,x(xµ) = {x} for every µ ≥ λ.
Proof of the claim. Let Z be the topological closure of {x} in f−1(s); we may find λ ∈ Λ
and a closed subset Zλ ⊂ f−1λ (sλ) such that Z = g−1λ Zλ ([43, Ch.IV, Cor.8.3.11]). Since Z is
irreducible and gλ is surjective, it is easily seen that Zλ is irreducible. Moreover, the topological
closure Z ′λ of {xλ} in f−1λ (sλ) lies in Zλ, and g−1λ Z ′λ contains x; thus, Zλ = Z ′λ. It follows that
g−1λ,x(xλ) = {x}, whence the assertion. ♦
Since gλ,x is faithfully flat, from claim 10.4.48 and corollary 10.4.36 we see that, after re-
placing Λ by a cofinal subset, we may assume :
(10.4.49) δ′(xλ, i
∗
λFλ) = δ
′(x, i∗F ) for every λ ∈ Λ.
Claim 10.4.50. LetK be a field,X and Y twoK-schemes, and set Z := X ×SpecK Y . Let also
p : Z → X and q : Z → Y be the projections, M any OX-module, and N any OY -module.
Then we have :
Supp (p∗M ⊗OZ q∗N ) = p−1(SuppM ) ∩ q−1(SuppN ).
FOUNDATIONS FOR ALMOST RING THEORY 919
Proof of the claim. To ease notation, set P := p∗M ⊗OZ q∗N . Let z ∈ Z be any point with
x := p(z) ∈ SuppM and y := q(z) ∈ SuppN ; it suffices to show that Pz 6= 0. Now, OZ,z is
a localization of OX,x ⊗K OY,y, at a prime ideal p, and Pz = (Mx ⊗K Ny)p. We come down
therefore to the following situation. Let A and B be two local K-algebras, mA ⊂ A, mB ⊂ B
the respective maximal ideals,M 6= 0 an A-module, N 6= 0 a B-modules, and p ⊂ A ⊗K B a
prime ideal such that
(10.4.51) mA ⊗K B + A⊗K mB ⊂ p.
We have to check that (M ⊗K N)p 6= 0. To this aim, we may reduce easily to the case whereM
and N are cyclic modules, in which case there exist a surjective A-linear map M → κ(A) :=
A/mA and a surjective B-linear map N → κ(B) := B/mB; we are then further reduced to
showing that (κ(A)⊗K κ(B))p 6= 0, which is ensured by (10.4.51). ♦
Next, notice that the local schemeX(x) is the limit of the cofiltered system of local schemes
(Xλ(xλ) | λ ∈ Λ). Let Zλ ⊂ Xλ(xλ) be a closed constructible subset and set Z := ϕ−1λ Zλ,
where ϕλ : X(x) → Xλ(xλ) is the natural morphism. Let Yλ be the fibre product in the
cartesian diagram of schemes :
Yλ
qλ //
pλ

Xλ(xλ)

S
ψλ // Sλ.
The morphism ϕλ factors through a unique morphism of S-schemes ϕλ : X(x) → Yλ, and if
yλ ∈ Yλ is the image of the closed point x of X(x), then ϕλ induces a natural identification
X(x)
∼→ Yλ(yλ). To ease notation, let us set :
H := F ⊗OX f ∗G and Hλ := Fλ ⊗OXλ f ∗λψλ∗G .
In view of corollary 10.4.10, there follows a natural isomorphism :
(10.4.52) RΓZH (x)
∼→ ϕ∗λRΓq−1λ (Zλ)(q
∗
λFλ(xλ)⊗OYλ p∗λG ).
On the other hand, applying the projection formula (see remark 10.3.7) we get :
(10.4.53) qλ∗(q
∗
λFλ(xλ)⊗OYλ p∗λG ) ≃ Hλ(xλ).
Combining (10.4.52), (10.4.53) and lemma 10.4.13(v) we deduce :
RΓZH (x) ≃ ϕ∗λRΓZλHλ(xλ).
Notice that the foregoing argument applies also in case S is replaced by some Sµ for some
µ ≥ λ (and consequentlyX is replaced byXµ); we arrive therefore at the inequality :
(10.4.54) δ′(xλ,Hλ) ≤ δ′(xµ,Hµ) ≤ δ′(x,H ) whenever µ ≥ λ.
Claim 10.4.55. δ′(x,H ) = sup {δ′(xλ,Hλ) | λ ∈ Λ}.
Proof of the claim. Due to (10.4.54) we may assume – again after replacing Λ by a cofinal
subset – that δ′(xλ,Hλ) is a constant d ∈ N independent of λ. Especially, RdΓZλHλ(xλ) 6= 0
for every λ ∈ Λ and every closed constructible subset Zλ ⊂ Xλ(xλ). We have to show that
RdΓZH (x) 6= 0 for arbitrarily small constructible closed subsets Z ⊂ X(x). However, given
such Z, there exist λ ∈ Λ and Zλ closed constructible in Xλ(xλ) such that Z = ϕ−1(Zλ) ([43,
Ch.IV, Cor.8.3.11]). Say that:
S = SpecA Sλ = SpecAλ Xλ(xλ) = SpecBλ.
Hence Yλ ≃ SpecA⊗Aλ Bλ. Let also Fλ (resp. G) be a Bλ-module (resp. A-module) such that
F∼λ ≃ Fλ (resp. G∼ ≃ G ). Then H|Yλ ≃ (Fλ ⊗Aλ G)∼. Let mλ ⊂ Bλ and nλ ⊂ Aλ be the
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maximal ideals. Up to replacing Z by a smaller subset, we may assume that Zλ = V (mλ). To
ease notation, set :
E1 := Ext
a
Aλ
(κ(sλ), G) E2 := Ext
b
Bλ/nλBλ
(κ(xλ), Fλ/nλFλ)
with a = δ′(sλ, ψλ∗G ) and b = d− a. Proposition 10.4.32(i),(ii) and remark 10.4.39 say that
0 6= E3 := ExtdBλ(κ(xλ), Fλ ⊗Aλ G) ≃ E1 ⊗κ(sλ) E2.
To conclude, it suffices to show that yλ ∈ SuppE3. However, claim 10.4.50 says that
SuppE3 = p
−1
λ (SuppE1) ∩ q−1λ (SuppE2).
Now, pλ(yλ) = s, and clearly s ∈ SuppE1, since G is an A-module and s is the closed point of
S; likewise, qλ(yλ) = xλ is the closed point ofXλ(xλ), therefore it is in the support of E2. ♦
We can now conclude the proof : indeed, from theorem 10.4.37 we derive :
δ′(xλ,Hλ) = δ
′(x, i∗λFλ) + δ
′(f(x), ψλ∗G ) for every λ ∈ Λ
and then the corollary follows from (10.4.47), (10.4.49) and claim 10.4.55. 
10.4.56. Consider now a finitely presented morphism of schemes f : X → Y , and a sheaf of
ideals I ⊂ OX of finite type. Let x ∈ X be any point, and set y := f(x); notice that f−1(y)
is an algebraic κ(y)-scheme, so that the local ring Of−1(y),x is noetherian. We let I (y) :=
i−1y I · Of−1(y), which is a coherent sheaf of ideals of the fibre f−1(y). The fibrewise I -depth
of X over Y at the point x is the integer:
depthI ,f(x) := depthI (y)xOf−1(y),x.
In case I = OX , the fibrewise I -depth shall be called the fibrewise depth at the point x, and
shall be denoted by depthf (x). In view of (10.4.30) we have the identity:
(10.4.57) depthI ,f(x) = inf{depthf (z) | z ∈ V (I (y)) and x ∈ {z}}.
10.4.58. The fibrewise I -depth can be computed locally as follows. For a given x ∈ X , set
y := f(x) and let U ⊂ X be any affine open neighborhood of x such that I|U is generated by
a finite family f := (fi)1≤i≤r, where fi ∈ I (U) for every i ≤ r. Then proposition 10.4.32(i)
implies that :
(10.4.59) depthI ,f(x) = sup{n ∈ N | H i(K•(f ,OX(U))x ⊗OY,y κ(y)) = 0 for all i < n}.
Proposition 10.4.60. In the situation of (10.4.56), for every integer d ∈ N we define the subset:
LI (d) := {x ∈ X | depthI ,f(x) ≥ d}.
Then the following holds:
(i) LI (d) is a constructible subset of X (see definition 8.1.19(v)).
(ii) Let Y ′ → Y be any morphism of schemes, set X ′ := X ×Y Y ′, and let g : X ′ → X ,
f ′ : X ′ → Y ′ be the induced morphisms. Then:
Lg∗I (d) = g
−1LI (d) for every d ∈ N.
Proof. (ii): The identity can be checked on the fibres, hence we may assume that Y = Spec k
and Y ′ = Spec k′ for some fields k ⊂ k′. Let x′ ∈ X ′ be any point and x ∈ X its image; since
the map OX,x → OX′,x′ is faithfully flat, corollary 10.4.36 implies:
depthg∗I ,f ′(x
′) = depthI ,f(x)
whence (ii).
(i): We may assume that Y = SpecA, X = SpecB, I = I∼, where A is a ring, B is a
finitely presented A-algebra, and I ⊂ B is a finitely generated ideal, for which we choose a
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finite system of generators f := (fi)1≤i≤r. We may also assume that A is reduced. Suppose first
that A is noetherian; then, for every i ∈ N and y ∈ Y let us set:
NI (i) =
⋃
y∈Y
SuppH i(K•(f , B)⊗A κ(y)).
Taking into account (10.4.30) and (10.4.59), we deduce:
LI (d) =
d−1⋂
i=0
(X\NI (i)).
It suffices therefore to show that each subset NI (i) is constructible. For every j ∈ N we set:
Zj := Ker(dj : Kj(f , B)→ Kj+1(f , B)) Bj := Im(dj−1 : Kj−1(f , B)→ Kj(f , B)).
Using [43, Ch.IV, Cor. 8.9.5], one deduces easily that there exists an affine open subscheme
U ⊂ Y , say U = SpecA′ for some flat A-algebra A′, such that A′ ⊗A Z•, A′ ⊗A B• and
A′ ⊗A H•(K•(f , B)) are flat A′-modules. By noetherian induction, we can then replace Y
by U and X by X ×Y U , and assume from start that Z•, B• and H•(K•(f , B)) are flat A-
modules. In such case, taking homology of the complex K•(f , B) commutes with any base
change; therefore:
NI (i) =
⋃
y∈Y
SuppH i(f , B)⊗A κ(y) = SuppH i(f , B)
whence the claim, since the support of a B-module of finite type is closed inX .
Finally, for a general ring A, we can find a noetherian subalgebra A′ ⊂ A, an A′-algebra B′
of finite type and a finitely generated ideal I ′ ⊂ B′ such that B = A ⊗A′ B and I = I ′B. Let
I ′ be the sheaf of ideals on X ′ := SpecB′ determined by I ′; by the foregoing, LI ′(d) is a
constructible subset of X ′. Thus, the assertion follows from (ii), and the fact that a morphism
of schemes is continuous for the constructible topology ([41, Ch.IV, Prop.1.8.2]). 
10.5. Depth and associated primes.
Definition 10.5.1. Let X be a scheme, F a quasi-coherent OX-module.
(i) Let x ∈ X be any point; we say that x is associated with F if there exists f ∈ Fx
such that the radical of the annihilator of f in OX,x is the maximal ideal of OX,x. If x is
a point associated with F and x is not a maximal point of SuppF , we say that x is an
imbedded point for F . We shall denote :
AssF := {x ∈ X | x is associated with F}.
(ii) We say that the OX-module F satisfies condition S1 if every associated point of F is
a maximal point ofX .
(iii) Likewise, if X is affine, say X = SpecA, and M is any A-module, we denote by
AssAM ⊂ X (or just AssM , if the notation is not ambiguous) the set of prime ideals
associated with the OX-module M∼ arising from M . An associated (resp. imbedded)
point ofM∼ is also called an associated (resp. imbedded) prime ideal ofM .
We say thatM satisfies condition S1 if the same holds for the OX-moduleM
∼.
(iv) Let x ∈ X be a point, G a quasi-coherent OX-submodule of F . We say that G is a
x-primary submodule ofF ifAssF/G = {x}. We say that G is a primary submodule
of F if there exists a point x ∈ X such that G is x-primary.
(v) We say that a submodule G of the OX-module F admits a primary decomposition if
there exist primary submodules G1, . . . ,Gn ⊂ F such that G = G1 ∩ · · · ∩ Gn.
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Remark 10.5.2. (i) Our definition of associated point is borrowed from [62, Partie I, De´f.3.2.1],
and it corresponds to Bourbaki’s notion of weakly associated prime ([22, Ch.IV, §1, Exerc.17]),
also called weak Bourbaki prime in other works. Bourbaki’s definition of associated prime,
in [22, Ch.IV, §1, no.1] (which is the same as in [61, Exp.III, De´f.1.1]), agrees with ours for
modules over noetherian rings (see lemma 10.5.3(ii)), but in general the two notions diverge.
(ii) For a noetherian ring A and a finitely generated A-module M , our condition S1 is the
same as in [65]. It also agrees with that of [42, Ch.IV, De´f.5.7.2], in case SuppM = SpecA.
Lemma 10.5.3. Let A be a ring, andM any A-module. The following holds :
(i) AssM is the set of all p ∈ SpecA with the following property. There exists m ∈ M ,
such that p is a maximal point of the closed subset Supp(m) (i.e. p is the preimage of
a minimal prime ideal of the ring A/AnnA(m)).
(ii) If p ∈ AssM , and p is finitely generated, there existsm ∈M with p = AnnA(m).
Proof. (i): Indeed, suppose that m ∈ M \{0} is any element, and p is a maximal point of
V (AnnA(m)); denote bymp ∈Mp := M ⊗A Ap the image ofm. Then :
(10.5.4) AnnAp(mp) = AnnA(m)⊗A Ap.
Hence Ap/AnnAp(mp) = (A/AnnA(m))⊗A Ap, and the latter is by assumption a local ring of
Krull dimension zero; it follows easily that the radical of AnnAp(mp) is pAp, i.e. p ∈ AssAM ,
as stated.
Conversely, suppose that p ∈ AssAM ; then there exists mp ∈ Mp such that the radical of
AnnAp(mp) equals pAp. We may assume that mp is the image of some m ∈ M ; then (10.5.4)
implies that V (AnnA(m)) ∩ SpecAp = V (AnnAp(mp)) = {p}, so p is a maximal point of
V (AnnA(m)).
(ii): Suppose p ∈ AssM is finitely generated; by definition, there exists y ∈ Mp such that
the radical of I := AnnAp(y) equals pAp. Since p is finitely generated, some power of pAp
is contained in I . Let t ∈ N be the smallest integer such that ptAp ⊂ I , and pick any non-
zero element x in pt−1Apy; then AnnAp(x) = pAp. After clearing some denominators, we
may assume that x ∈ M . Let a1, . . . , ar be a finite set of generators for p; we may then find
t1, . . . , tr ∈ A\p such that tiaix = 0 in M , for every i ≤ r. Set x′ := t1 · . . . · trx; then p ⊂
AnnA(x
′); however AnnAp(x
′) = pAp, therefore p = AnnA(x
′), whence the contention. 
Lemma 10.5.5. Let X be a scheme, F a quasi-coherent OX-module. Then :
(i) AssF ⊂ SuppF .
(ii) AssF|U = U ∩ AssF for every open subset U ⊂ X .
(iii) F = 0 if and only if AssF = ∅.
Proof. (i) and (ii) are obvious. To show (iii), we may assume that F 6= 0, and we have to prove
that AssF is not empty. Let x ∈ X be any point such that Fx 6= 0, and pick a non-zero section
f ∈ Fx; set I := AnnOX,x(f), let q be a minimal prime ideal of the quotient ring OX,x/I , and
q ⊂ OX,x the preimage of q. Then q corresponds to a generization y of the point x in X; let
fy ∈ Fy be the image of f . Then AnnOX,y(fy) = I · OY,y, whose radical is the maximal ideal
q · OX,y, i.e. y ∈ AssF . 
Proposition 10.5.6. Let X be a scheme, F a quasi-coherent OX-module. We have :
(i) AssF = {x ∈ X | δ(x,F ) = 0}.
(ii) If 0→ F ′ → F → F ′′ is an exact sequence of quasi-coherent OX -modules, then :
AssF ′ ⊂ AssF ⊂ AssF ′ ∪AssF ′′.
(iii) If x ∈ X is any point, and G1, . . . ,Gn (for some n > 0) are x-primary submodules of
F , then G1 ∩ · · · ∩ Gn is also x-primary.
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(iv) Let f : X → Y be a finite morphism of schemes. Then
(a) The natural map :⊕
x∈f−1(y)
Γ{x}F|X(x) → Γ{y}f∗F|Y (y)
is a bijection for all y ∈ Y .
(b) Ass f∗F = f(AssF ).
(v) Suppose that F is the union of a filtered family (Fλ | λ ∈ Λ) of quasi-coherent OX-
submodules. Then : ⋃
λ∈Λ
AssFλ = AssF .
(vi) Let f : Y → X be a flat morphism of schemes, and suppose that the topological space
|X| underlyingX is locally noetherian. Then Ass f ∗F ⊂ f−1AssF .
Proof. (i) and (v) follow directly from the definitions.
(ii): Consider, for every point x ∈ X the induced exact sequence of OX(x)-modules :
0→ Γ{x}F ′x → Γ{x}Fx → Γ{x}F ′′x .
Then :
Supp Γ{x}F
′
x ⊂ Supp Γ{x}Fx ⊂ SuppΓ{x}F ′x ∪ Supp Γ{x}F ′′x
which, in light of (i), is equivalent to the contention.
(iii): One applies (ii) to the natural injection : F/(G1 ∩ · · · ∩ Gn)→ ⊕ni=1F/Gi.
(iv): We may assume that Y is a local scheme with closed point y ∈ Y . Let x1, . . . , xn ∈ X
be the finitely many points lying over y; for every i, j ≤ n, we let
πj : X(xj)→ Y and πij : X(xi)×X X(xj)→ Y
be the natural morphisms. To ease notation, denote also by Fi (resp. Fij) the pull back of ofF
toX(xj) (resp. toX(xi)×X X(xj)). The induced morphism U := X(x1)∐· · ·∐X(xn)→ X
is faithfully flat, so descent theory yields an exact sequence of OY -modules :
(10.5.7) 0 // f∗F //
∏n
j=1 πj∗Fj
p∗1 //
p∗2
//
∏n
i,j=1 πij∗Fij .
where p1, p2 : U ×X U → U are the natural morphisms.
Claim 10.5.8. The induced maps :
Γ{y}p
∗
1,Γ{y}p
∗
2 :
n∏
j=1
Γ{y}πj∗Fj →
n∏
i,j=1
Γ{y}πij∗Fij
coincide.
Proof of the claim. Indeed, it suffices to verify that they coincide after projecting onto each
factor Gij := Γ{y}πij∗Fij . But this is clear from definitions if i = j. On the other hand, if i 6= j,
the image of πij in Y does not contain y, so the corresponding factor Gij vanishes. ♦
From (10.5.7) and claim 10.5.8 we deduce that the natural map
Γ{y}f∗F →
n∏
j=1
Γ{y}πj∗Fj
is a bijection. Clearly Γ{y}πj∗Fj = Γ{x}Fj , so both assertions follow easily.
(vi): Let x ∈ X be any point; since |X| is locally noetherian, the subset {x} is closed and
constructible in X(x), and then f−1(x) is closed and constructible in Y ×X X(x). Hence
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δ(y, f ∗F ) ≥ δ(x,F ) for every y ∈ f−1(x) (lemma 10.4.17(iii) and theorem 10.4.21). Then
the assertion follows from (i). 
Corollary 10.5.9. In the situation of corollary 10.4.46, suppose furthermore that |S| is a locally
noetherian topological space. Then we have :
AssF ⊗OX f ∗G =
⋃
s∈AssG
AssF ⊗OS,s κ(s).
Proof. Under the stated assumptions, it is easily seen that, for every x ∈ X (resp. s ∈ S),
the subset {x} (resp. {s}) is constructible in X(x) (resp. in S(s)). Then the assertion follows
immediately from proposition 10.5.6(i) and theorem 10.4.21. 
Remark 10.5.10. (i) Actually, it can be shown that the extra assumption on |S| in corollary
10.5.9 is superflous : see [62, Part I, Prop.3.4.3].
(ii) In the situation of proposition 10.5.6, one could also consider the set of points x ∈ X
such that δ′(x,F ) = 0. This set containsAssF , by proposition 10.5.6(i) and lemma 10.4.20(i).
Such points are called attached primes or strong Krull primes of F in some literature : see
e.g. [46], [45] (though the terminology “attached prime” is used also for a different, unrelated
notion: see the footnote on page 404 of [45]).
Corollary 10.5.11. LetX be a quasi-compact and quasi-separated scheme,F a quasi-coherent
OX -module and G ⊂ F a quasi-coherent submodule. Then :
(i) For every quasi-compact open subset U ⊂ X and every quasi-coherent primary OU -
submodule N ⊂ F|U , with G|U ⊂ N , there exists a quasi-coherent primary OX-submodule
M ⊂ F such that M|U = N and G ⊂ N .
(ii) G admits a primary decomposition if and only if there exists a finite open covering X =
U1 ∪ · · · ∪ Un consisting of quasi-compact open subsets, such that the submodules G|Ui ⊂ F|Ui
admit primary decompositions for every i = 1, . . . , n.
Proof. Say that N is x-primary for some point x ∈ U , and set Z := X \U . According to
[37, Ch.I, Prop.9.4.2], we can extend N to a quasi-coherent OX-submodule M1 ⊂ F ; up to
replacing M1 by M1 + G , we may assume that G ⊂ M1. Since (F/M1)|U = F|U/N , it
follows from lemma 10.5.5(ii) that AssF/M1 ⊂ {x}∪Z. Let M := ΓZ(F/M1), and denote
by M the preimage of M in F . There follows a short exact sequence :
0→ M → F/M1 → F/M → 0.
Clearly R1ΓZM = 0, whence a short exact sequence
0→ ΓZM → ΓZ(F/M1)→ ΓZ(F/M )→ 0.
We deduce that depthZ(F/M ) > 0; then theorem 10.4.21 and proposition 10.5.6(i) show that
Z ∩Ass (F/M ) = ∅, so that M is x-primary, as required.
(ii): We may assume that a covering X = U1 ∪ · · · ∪ Un is given with the stated property.
For every i ≤ n, let G|Ui = Ni1 ∩ · · · ∩Niki be a primary decomposition; by (i) we may extend
every Nij to a primary submodule Mij ⊂ F containing G . Then G =
⋂n
i=1
⋂ki
j=1 Mij is a
primary decomposition of G . 
10.5.12. Let A, B be two local rings, with A a domain, f : A → B a local ring homomor-
phism,M an f -flat B-module of finite presentation. Denote byK (resp. κ) the field of fractions
(resp. the residue field) of A, and set
B0 := B ⊗A κ BK := B ⊗A K M0 :=M ⊗A κ MK :=M ⊗A K.
Proposition 10.5.13. In the situation of (10.5.12), suppose that :
(a) either, A and B are both noetherian rings
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(b) or else, f is essentially of finite presentation.
Let p ∈ AssBKMK be any point, and denote by V (p) the topological closure of {p} in SpecB.
Then all the maximal points of V (p) ∩ SpecB0 lie in AssB0M0.
Proof. We consider first case (a). Via the inclusion map SpecBK → SpecB we may regard p
as a prime ideal of B, and AssBKMK as a subset of AssBM ; by lemma 10.5.3(ii), there exists
a cyclic B-submodule N of M such that AnnBN = p. Denote by mA the maximal ideal of A,
endowM with its mA-adic filtration Fil
•M , andN with the filtration Fil•N induced by Fil•M .
Let also gr•M and gr•N be the graded B0-modules associated with these filtrations on M and
N . SinceM is f -flat, we have a B0-linear isomorphism
griM
∼→ (miA/mi+1A )⊗κ M0 for every i ∈ N
which implies that AssB(gr
iM) = AssBM0 for every i ∈ N. From this, proposition 10.5.6(ii)
and an easy induction on i ∈ N, we deduce that
AssB(N/Fil
iN) ⊂ AssB(M/FiliM) ⊂ AssBM0 for every i ∈ N.
On the other hand, by the Artin-Rees lemma ([89, Th.8.5]), there exist i, j ∈ N such that
mjAN ⊂ FiliN ⊂ mAN
so that SuppN/mAN = SuppN/Fil
iN . However, lemma 10.5.3(i) implies that all the maxi-
mal points of SuppN/FiliN lie in AssB(N/Fil
iN). To conclude, it suffices to remark that the
support of N/mAN equals V (p) ∩ SpecB0.
Next, suppose that (b) holds, and say that B = Cq for some finitely presented A-algebra C
and some prime ideal q ⊂ C whose preimage in A is the maximal ideal. We write A as the
colimit of a filtered system (Aλ | λ ∈ Λ) of noetherian local subrings, such that the transition
maps Aµ → Aλ are local ring homomorphisms for every λ, µ ∈ Λ with λ ≥ µ; then there
exist µ ∈ Λ and an Aµ-algebra Cµ of finite type with an isomorphism of Cµ ⊗Aµ A → C of
A-algebras. For every λ ≥ µ, let Cλ := Cµ ⊗Aµ Aλ, denote by qλ ⊂ Cλ the preimage of q
under the induced map Cλ → C, and set Bλ := (Cλ)qλ . Clearly B is the colimit of the resulting
filtered system of rings (Bλ | λ ∈ Λ, λ ≥ µ), and the induced maps Aλ → Bλ are local
ring homomorphisms, for every λ ≥ µ; therefore we may assume that there exists a finitely
generated Bµ-moduleMµ with a B-linear isomorphismMµ⊗Bµ B ∼→M , and we may likewise
define Mλ := Mµ ⊗Bµ Bλ for every λ ≥ µ. In view of [43, Ch.IV, Cor.11.2.6.1(i)], we may
further assume thatMλ is a flat Aλ-module, for every λ ≥ µ, and after replacing Λ by a cofinal
subset, we may assume that µ is the initial element of the partially ordered set Λ. Then, to ease
notation, denote byKλ (resp. κλ) the field of fractions (resp. the residue field) of Aλ, and set
BK,λ :=Bλ ⊗Aλ Kλ MK,λ :=Mλ ⊗Aλ Kλ CK,λ :=Cλ ⊗Aλ Kλ
B0,λ :=Bλ ⊗Aλ κλ M0,λ :=Mλ ⊗Aλ κλ
for every λ ∈ Λ.
Notice that the resulting map fλ : CK,λ → CK := C ⊗A K induces an isomorphism
CK,λ ⊗Kλ K ∼→ CK .
So, fλ is a flat ring homomorphism, hence the natural morphism ϕK,λ : SpecBK → SpecBK,λ
is also flat, and proposition 10.5.6(vi) yields
(10.5.14) AssBKMK ⊂ ϕ−1K,λAssBK,λ(MK,λ) for every λ ∈ Λ.
Now, say that p ∈ AssBKMK , and let pλ ⊂ BK,λ be the preimage of p, for every λ ∈ Λ; we have
pλ ∈ AssBK,λ(MK,λ) by virtue of (10.5.14), so in this situation the case (a) of the proposition
applies and shows that
Zλ := Max(SpecB0,λ/pλB0,λ) ⊂ Z ′λ := AssBλ(M0,λ) for every λ ∈ Λ
926 OFER GABBER AND LORENZO RAMERO
(where, for a scheme Z, we have denoted Max(Z) the set of maximal points of Z). Notice
moreover, that the natural morphism ϕ0,λ : SpecB0 → SpecB0,λ is also flat, so we have
Max(SpecB0/pλB0) =
⋃
z∈Zλ
Max(ϕ−10,λ(z)) for every λ ∈ Λ
by the going down theorem ([89, Th.9.5]). On the other hand, from [42, Ch.IV, Prop.4.2.7] we
have ⋃
z∈Z′λ
Max(ϕ−10,λ(z)) = (SpecB0) ∩ AssB0,λ⊗kλκ(M0,λ ⊗κλ κ) = AssB0(M0)
for every λ ∈ Λ. Summing up, we are reduced to checking that there exists λ ∈ Λ such that
the surjection B0/pλB0 → B0/pB0 is an isomorphism, i.e. such that pλB0 = pB0. However,
clearly pB0 is the filtered union of the system of subideals (pλB0 | λ ∈ Λ); butB0 is a noetherian
ring, so the claim is obvious. 
Lemma 10.5.15. Let X be a quasi-separated and quasi-compact scheme, F a quasi-coherent
OX -module of finite type. Then the submodule 0 ⊂ F admits a primary decomposition if and
only if the following conditions hold:
(a) AssF is a finite set.
(b) For every x ∈ AssF there is a x-primary ideal I ⊂ OX,x such that the natural map
Γ{x}Fx → Fx/IFx
is injective.
Proof. In view of corollary 10.5.11(i) we are reduced to the case where X is an affine scheme,
say X = SpecA, and F = M∼ for an A-moduleM of finite type. Suppose first that 0 admits
a primary decomposition :
(10.5.16) 0 =
k⋂
i=1
Ni.
Then the natural mapM → ⊕ki=1M/Ni is injective, hence
(10.5.17) AssM ⊂ Ass
k⊕
i=1
M/Ni ⊂
k⋃
i=1
AssM/Ni
by proposition 10.5.6(ii), and this shows that (a) holds. Next, if Ni and Nj are p-primary for
the same prime ideal p ⊂ A, we may replace both of them by their intersection (proposition
10.5.6(iii)). Proceeding in this way, we achieve that the Ni appearing in (10.5.16) are primary
submodules for pairwise distinct prime ideals p1, . . . , pk ⊂ A. By (10.5.17) we have AssM ⊂
{p1, . . . , pk}. Suppose that p1 /∈ AssM , and setQ := Ker (M → ⊕ki=2M/Ni). For every j > 1
we have Γ{pj}(M/N1)
∼ = 0, therefore :
Γ{pj}Q
∼
pj
= Ker (Γ{pj}M
∼
pj
→ ⊕ki=1(M/Ni)∼pj ) = 0.
Hence AssQ = ∅, by proposition 10.5.6(i), and then Q = 0 by lemma 10.5.5(iii). In other
words, we can omit N1 from (10.5.16), and still obtain a primary decomposition of 0; iterating
this argument, we may achieve that AssM = {p1, . . . , pk}. After these reductions, we see that
Γ{pj}(M/Ni)
∼
pj
= 0 whenever i 6= j
and consequently :
Ker (ϕj : Γ{pj}M
∼
pj
→ (M/Nj)pj) = 0 for every j = 1, . . . , k.
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Now, for given j ≤ k, let f 1, . . . , fn be a system of non-zero generators forM/Nj; by assump-
tion Ii := AnnA(f i) is a pj-primary ideal for every i ≤ n. Hence qj := AnnA(M/Nj) =⋂n
i=1 Ii is pj-primary as well; since ϕj factors through (M/qjM)pj , we see that (b) holds.
Conversely, suppose that (a) and (b) hold. Say that AssM = {p1, . . . , pk}; for every j ≤ k
we choose a pj-primary ideal qj such that the map Γ{pj}M
∼
pj
→Mpj/qjMpj is injective. Clearly
Nj := Ker (M → Mpj/qjMpj ) is a pj-primary submodule of M ; moreover, the induced map
ϕ : M → ⊕kj=1M/Nj is injective, since AssKerϕ = ∅ (proposition 10.5.6(ii) and lemma
10.5.5(iii)). In other words, 0 =
⋂k
j=1Nj is a primary decomposition of 0. 
Proposition 10.5.18. Let X be a quasi-compact and quasi-separated scheme, and 0→ F ′ →
F → F ′′ → 0 a short exact sequence of quasi-coherent OX-modules of finite type such that
(a) AssF ′ ∩ SuppF ′′ = ∅.
(b) The submodules 0 ⊂ F ′ and 0 ⊂ F ′′ admit primary decompositions.
Then the submodule 0 ⊂ F admits a primary decomposition.
Proof. The assumptions imply that AssF ′ and AssF ′′ are finite sets, (lemma 10.5.15), hence
the same holds for AssF (proposition 10.5.6(ii)). Given any point x ∈ X and any x-primary
ideal I ⊂ OX,x, we may consider the commutative diagram with exact rows:
0 // Γ{x}F
′
x
//
α

Γ{x}Fx //
β

Γ{x}F
′′
x
γ

Tor
OX,x
1 (I,F
′′
x )
// F ′x/IF
′
x
// Fx/IFx // F ′′x /IF
′′
x
Now, if x ∈ AssF ′, assumption (a) implies that Γ{x}F ′′x = 0 = TorOX,x1 (Ix,F ′′x ), and by (b)
and lemma 10.5.15 we can choose I such that α is injective; a little diagram chase then shows
that β is injective as well. Similarly, if x ∈ AssF ′′, we have Γ{x}F ′x = 0 and we may choose I
such that γ is injective, which implies again that β is injective. To conclude the proof it suffices
to apply again lemma 10.5.15. 
Proposition 10.5.19. Let Y be a quasi-compact and quasi-separated scheme, f : X → Y a
finite morphism and F a quasi-coherent OX-module of finite type. Then the OX-submodule
0 ⊂ F admits a primary decomposition if and only if the same holds for the OY -submodule
0 ⊂ f∗F .
Proof. Under the stated assumptions, we can apply the criterion of lemma 10.5.15. To start
out, it is clear from proposition 10.5.6(iv.b) that AssF is finite if and only if Ass f∗F is finite.
Next, suppose that 0 ⊂ F admits a primary decomposition, let y ∈ Ass f∗F be any point
and set f−1(y) := {x1, . . . , xn}; for every j ≤ n we can find an xj-primary ideal Ij ⊂ OX
such that the map Γ{xj}Fxj → Fxj/IjFxj is injective. Let I be the kernel of the natural map
OY → f∗(OX/(I1∩· · ·∩In)). Then I is a quasi-coherent y-primary ideal of OY and we deduce
a commutative diagram :
(10.5.20)
⊕n
j=1 Γ{xj}(Fxj )
//
α

Γ{y}(f∗Fy)
β
⊕n
j=1 Fxj/IFxj
// f∗Fy/If∗Fy
whose horizontal arrows are isomorphisms, in view of proposition 10.5.6(iv.a), and where α
is injective by construction. It follows that β is injective, so condition (b) of lemma 10.5.15
holds for the stalk f∗Fy, and since y ∈ Ass f∗F is arbitrary, we see that 0 ⊂ f∗F admits a
primary decomposition. Conversely, suppose that 0 ⊂ f∗F admits a primary decomposition;
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then for every y ∈ Y we can find a quasi-coherent y-primary ideal I ⊂ OY such that the map
β of (10.5.20) is injective; hence α is injective as well, and again we deduce easily that 0 ⊂ F
admits a primary decomposition. 
Proposition 10.5.21. Let X and F be as in lemma 10.5.15, i : Z → X a closed constructible
immersion, and U := X\Z. Suppose that :
(a) The OU -submodule 0 ⊂ F|U and the OZ-submodule 0 ⊂ i∗F admit primary decom-
positions.
(b) The natural map ΓZF → i∗i∗F is injective.
Then the OX-submodule 0 ⊂ F admits a primary decomposition.
Proof. We shall verify that conditions (a) and (b) of lemma 10.5.15 hold for F . To check
condition (a), it suffices to remark that U ∩ AssF = AssF|U (which is obvious) and that
Z ∩AssF ⊂ Ass i∗F , which follows easily from our current assumption (b).
Next we check that condition (b) of loc.cit. holds. This is no problem for the points x ∈
U ∩ AssF , so suppose that x ∈ Z ∩ AssF . Moreover, we may also assume that X is affine,
say X = SpecA, so that Z = V (J) for some ideal J ⊂ A. Due to proposition 10.5.19 we
know that 0 ⊂ G := i∗i∗F admits a primary decomposition, hence we can find an x-primary
ideal I ⊂ A such that the natural map Γ{x}G → Gx/IGx ≃ Fx/(I + J)Fx is injective. Clearly
I + J is again a x-primary ideal; since Z is closed and constructible, corollary 10.4.10 and our
assumption (b) imply that the natural map Γ{x}F → Γ{x}G is injective, hence the same holds
for the map Γ{x}F → Fx/(I + J)Fx, as required. 
10.5.22. Let now A be a ring, p ⊂ A any prime ideal, and n ≥ 1 any integer; if A/pn does
not admit imbedded primes, then the ideal pn is p-primary. In the presence of imbedded primes,
this fails. For instance, we have the following :
Example 10.5.23. Let k be a field, k[x, y] the free polynomial algebra in indeterminates x and
y; consider the ideal I := (xy, y2), and set A := k[x, y]/I . Let x and y be the images of x and y
in A; then p := (y) ⊂ A is a prime ideal, and p2 = 0. However, m := AnnA(y) is the maximal
ideal generated by x and y, so the ideal 0 ⊂ A is not p-primary.
There is however a natural sequence of p-primary ideals naturally attached to p. To explain
this, let us remark, more generally, the following :
Lemma 10.5.24. LetA be a ring, p ⊂ A a prime ideal. Denote by ϕp : A→ Ap the localization
map. The rule :
I 7→ ϕ−1p I
induces a bijection from the set of pAp-primary ideals of Ap, to the set of p-primary ideals of A.
Proof. Suppose that I ⊂ Ap is pAp-primary; since the natural map A/ϕ−1p I → Ap/I is injec-
tive, it is clear that ϕ−1p I is p-primary. Conversely, suppose that J ⊂ A is p-primary; we claim
that J = ϕ−1p (Jp). Indeed, by assumption (and by lemma 10.5.5(iii)) we have (A/J)q = 0
whenever q 6= p; it follows easily that the localization map A/J → Ap/Jp is an isomorphism,
whence the contention. 
Definition 10.5.25. Keep the notation of lemma 10.5.24; for every n ≥ 0 one defines the n-th
symbolic power of p, as the ideal :
p(n) := ϕ−1p (p
nAp).
By lemma 10.5.24, the ideal p(n) is p-primary for every n ≥ 1. More generally, for every
A-module M , let ϕM,p : M → Mp be the localization map; then one defines the p-symbolic
filtration onM , by the rule :
Fil(n)p M := ϕ
−1
M,p(p
nMp) for every n ≥ 0.
FOUNDATIONS FOR ALMOST RING THEORY 929
The filtration Fil(•)p M induces a (linear) topology onM , called the p-symbolic topology.
More generally, if Σ ⊂ SpecA is any subset, we define the Σ-symbolic topology on M , as
the coarsest linear topology TΣ on M such that Fil
(n)
p M is an open subset of TΣ, for every
p ∈ Σ and every n ≥ 0. If Σ is finite, it is induced by the Σ-symbolic filtration, defined by the
submodules :
Fil
(n)
Σ M :=
⋂
p∈Σ
Fil(n)p M for every n ≥ 0.
10.5.26. Let A be a ring, M an A-module, I ⊂ A an ideal. We shall show how to charac-
terize the finite subsets Σ ⊂ SpecA such that the Σ-symbolic topology on M agrees with the
I-preadic topology (see theorem 10.5.35). Hereafter, we begin with a few preliminary observa-
tions. First, suppose thatA is noetherian; then it is easily seen that, for every prime ideal p ⊂ A,
and every pAp-primary ideal I ⊂ Ap, there exists n ∈ N such that pnAp ⊂ I . From lemma
10.5.24 we deduce that every p-primary ideal of A contains a symbolic power of p; i.e., every
p-primary ideal is open in the p-symbolic topology of A. More generally, let Σ ⊂ SpecA be
any subset,M a finitely generated A-module, andN ⊂M a submodule; from the existence of a
primary decomposition for N ([89, Th.6.8]), we see that N is open in the Σ-symbolic topology
of M , whenever AssM/N ⊂ Σ. Especially, if AssM/InM ⊂ Σ for every n ∈ N, then the
Σ-symbolic topology is finer than the I-preadic topology on M . On the other hand, clearly
InM ⊂ Fil(n)p M for every p ∈ SuppM/IM and every n ∈ N, so the I-preadic topology onM
is finer than the SuppM/IM-symbolic topology. Summing up, if we have :
Σ0(M) :=
⋃
n∈N
AssM/InM ⊂ Σ ⊂ SuppM/IM
then the Σ-symbolic topology onM agrees with the I-preadic topology. Notice that the above
expression for Σ0(M) is a union of finite subsets ([89, Th.6.5(i)]), hence Σ0(M) is – a priori –
at most countable; in fact, we shall show that Σ0(M) is finite. Indeed, for every n ∈ N, set :
grnIA := I
n/In+1 grnIM := I
nM/In+1M.
Then gr•IA := ⊕n∈NgrnIA is naturally a graded A/I-algebra, and gr•IM := ⊕n∈NgrnIM is a
graded gr•IA-module. Let ψ : Spec gr
•
IA→ SpecA/I be the natural morphism, and set :
Σ(M) := ψ(Assgr•IA(gr
•
IM)).
Lemma 10.5.27. With the notation of (10.5.26), we have :
AssA/I(gr
n
IM) ⊂ Σ(M) for every n ∈ N.
Proof. To ease notation, set A0 := A/I and B := gr
•
IA. Suppose that p ∈ AssA0(grnIM); by
lemma 10.5.3(i), there existsm ∈ grnIM such that p is the preimage of a minimal prime ideal of
A0/AnnA0(m). However, if we regard m as a homogeneous element of the B-module gr
•
IM ,
we have the obvious identity :
AnnA0(m) = A0 ∩AnnB(m) ⊂ B
from which we see that the induced map
A0/AnnA0(m)→ B/AnnB(m)
is injective, hence ψ restricts to a dominant morphism V (AnnB(m)) → V (AnnA0(m)). Es-
pecially, there exists q ∈ V (AnnB(m)) with ψ(q) = p; up to replacing q by a generization,
we may assume that q is a maximal point of V (AnnB(m)), hence q is an associated prime for
gr•IM , again by lemma 10.5.3(i). 
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10.5.28. An easy induction, starting from lemma 10.5.27, shows that AssAM/I
nM ⊂ Σ(M),
for every n ∈ N, therefore Σ0(M) ⊂ Σ(M). However, if A is noetherian, the same holds
for gr•IA (since the latter is a quotient of an A/I-algebra of finite type), hence Σ(M) is finite,
providedM is finitely generated ([89, Th.6.5(i)]), and a fortiori, the same holds for Σ0(M).
Remark 10.5.29. Another proof of the finiteness of Σ0(M) can be found in [29].
10.5.30. Next, we wish to show that actually there exists a smallest subsetΣmin(M) ⊂ SpecA
such that the Σmin(M)-symbolic topology on M agrees with I-preadic topology; after some
simple reductions, this boils down to the following assertion. Let Σ ⊂ SpecA be a finite
subset, and p, p′ ∈ Σ two elements, such that the Σ-symbolic topology on M agrees with both
the Σ \{p}-symbolic topology and the Σ\{p′}-symbolic topology; then these topologies agree
as well with the Σ \{p, p′}-symbolic topology. Indeed, given any subset Σ′ ⊂ SpecA with
p ∈ Σ′, for the Σ′-symbolic and the Σ′ \{p}-symbolic topologies to agree, it is necessary and
sufficient that, for every n ∈ N there existsm ∈ N such that :
Fil
(m)
Σ′\{p}M ⊂ Fil(n)p M or, what is the same : Fil(m)Σ′\{p}Mp ⊂ pnMp.
In the latter inclusion, we may then replace Σ′ \{p} by the smaller subset Σ′ ∩ SpecAp \{p},
without changing the two terms. Suppose now that p′ /∈ SpecAp; then if we apply the above,
first with Σ′ := Σ, and then with Σ′ := Σ \{p′}, we see that the Σ-symbolic topology agrees
with theΣ\{p}-symbolic topology, if and only if theΣ\{p′}-symbolic topology agrees with the
Σ\{p, p′}-symbolic topology, whence the contention. In case p′ ∈ SpecAp, we may assume that
p 6= p′, otherwise there is nothing to prove; then we shall have p /∈ SpecAp′ , so the foregoing
argument still goes through, after reversing the roles of p and p′.
10.5.31. Finally, theorem 10.5.35 will characterize the subset Σmin(M) as in (10.5.28). To
this aim, for every prime ideal p ⊂ A, let A∧p denote the p-adic completion of A; we set :
AssA(I,M) := {p ∈ SpecA | there exists q ∈ AssA∧pM⊗AA∧p such that
√
q+ IA∧p = pA
∧
p }
(where, for any ideal J ⊂ A∧p we denote by
√
J ⊂ A∧p the radical of J , so the above condition
selects the points q ∈ SpecA∧p , such that {q} ∩ V (IA∧p ) = {pA∧p }).
Lemma 10.5.32. Let A be a noetherian ring,M an A-module. Then we have :
(i) depthApM⊗AAp = depthA∧pM⊗AA∧p for every p ∈ SpecA.
(ii) AssA(0,M) = AssAM .
(iii) AssA(I,M) ⊂ V (I) ∩ SuppM .
(iv) Suppose thatM is the union of a filtered family (Mλ | λ ∈ Λ) of A-submodules. Then :
AssA(I,M) =
⋃
λ∈Λ
AssA(I,Mλ).
(v) AssA(I,M) contains the maximal points of V (I) ∩ SuppM .
Proof. (iii) is immediate, and in view of [89, Th.8.8], (i) is a special case of corollary 10.4.36.
(ii): By definition, AssA(0,M) consists of all the prime ideals p ⊂ A such that pA∧p is an
associated prime ideal of M⊗AA∧p ; in light of proposition 10.5.6(i), the latter condition holds
if and only if depthA∧pM⊗AA∧p = 0, hence if and only if depthApM⊗AAp = 0, by (i); to
conclude, one appeals again to proposition 10.5.6(i).
(iv): In view of proposition 10.5.6(v), we have AssA∧pM⊗AA∧p =
⋃
λ∈ΛAssA∧pMλ⊗AA∧p ; the
contention is an immediate consequence.
(v): In view of (iv), we are easily reduced to the case where M is a finitely generated A-
module, in which case SuppM = V (J) for some ideal J ⊂ A. Hence, suppose that p ⊂ A is
a maximal point of SpecA/(I + J), in other words, the preimage of a minimal prime ideal of
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A/(I + J); notice that SuppM⊗AA∧p = V (JA∧p ). Hence we have (J + I)A∧p ⊂ q + IA∧p for
every q ∈ SuppM⊗AA∧p , so the radical of q+ IA∧p equals pA∧p , as required. 
Lemma 10.5.33. Let A be a local noetherian ring, m its maximal ideal, and suppose that
A is m-adically complete. Let M be a finitely generated A-module, and (FilnM | n ∈ N)
a descending filtration consisting of A-submodules of M . Then the following conditions are
equivalent :
(a)
⋂
n∈N Fil
nM = 0.
(b) For every i ∈ N there exists n ∈ N such that FilnM ⊂ miM .
Proof. Clearly (b)⇒(a), hence suppose that (a) holds. For every i, n ∈ N, set
Ji,n := Im(Fil
nM →M/miM).
For given i ∈ N, the A-module M/miM is artinian, hence there exists n ∈ N such that Ji :=
Ji,n = Ji,n′ for every n
′ ≥ n. Assertion (b) then follows from the following :
Claim 10.5.34. If (a) holds, Ji = 0 for every i ∈ N.
Proof of the claim. By inspecting the definition, it is easily seen that the natural A/mi+1-
linear map Ji+1 → Ji is surjective for every i ∈ N, hence we are reduced to showing that
J := limi∈N Ji vanishes. However, J is naturally a submodule of limi∈N M/m
iM ≃M , and if
x ∈ M lies in J , then we have x ∈ FilnM +miM for every i, n ∈ N. Since FilnM is a closed
subset for them-adic topology ofM ([89, Th.8.10(i)]), we have
⋂
i∈N(Fil
nM+miM) = FilnM ,
for every n ∈ N, hence x ∈ ⋂n∈N FilnM , which vanishes, if (a) holds. 
The following theorem generalizes [101, Ch.VIII, §5, Cor.5] and [64, Prop.7.1].
Theorem 10.5.35. Let A be a noetherian ring, I ⊂ A an ideal, M a finitely generated A-
module, and Σ ⊂ SpecA/I a finite subset. Then the Σ-symbolic topology on M agrees with
the I-preadic topology if and only if AssA(I,M) ⊂ Σ.
Proof. Let p ∈ AssA(I,M)\Σ, and suppose, by way of contradiction, that the Σ-symbolic
topology agrees with the I-adic topology, i.e. for every n ∈ N there existsm ∈ N such that :
Fil
(m)
Σ M ⊂ InM.
Let X := SpecAp and U := X\{p}; after localizing at the prime p, we deduce the inclusion :
(10.5.36) Fil
(m)
Σ∩UMp ⊂ InMp
(cp. the discussion in (10.5.28)). Let also M := M∼, the quasi-coherent OX-module associated
to M ; clearly we have ImM ⊂ Fil(m)q M for every q ∈ SpecA/I , hence (10.5.36) implies the
inclusion :
{x ∈Mp | x|U ∈ ImM (U)} ⊂ InMp.
Let A∧p (resp. M
∧
p ) be the p-adic completion of A (resp. of M), f : X
∧ := SpecA∧p → X
the natural morphism, and set U∧ := f−1U = X∧ \ {pA∧p }. Since f is faithfully flat, and U is
quasi-compact, we deduce that :
(10.5.37) {x ∈ M∧p | x|U∧ ∈ Imf ∗M (U∧)} ⊂ InM∧p .
On the other hand, by assumption there exists q ∈ AssA∧pM∧p such that {q}∩V (IA∧p ) = {pA∧p },
hence we may find x ∈ M∧p whose support is {q} (lemma 10.5.3(ii)). It follows easily that the
image of x vanishes in f ∗M /Imf ∗M (U) for all m ∈ N, i.e. x|U ∈ Imf ∗M (U) for every
m ∈ N, hence x ∈ InM∧p for every n ∈ N, in view of (10.5.37). However,M∧p is separated for
the p-adic topology, a fortiori also for the I-preadic topology, so x = 0, a contradiction.
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Next, let p ∈ Σ\AssA(I,M), set Σ′ := Σ\{p}, and suppose that the Σ-symbolic topology
agrees with the I-adic topology; we have to prove that the latter agrees as well with the Σ′-
symbolic topology. This amounts to showing that, for every n ∈ N there exists m ∈ N such
that :
Fil
(m)
Σ′ M ⊂ Fil(n)p M or, what is the same : Fil(m)Σ′ Mp ⊂ pnMp.
We may write :
Fil
(m)
Σ′ Mp = {x ∈Mp | x|U ∈ (Fil(m)Σ′ Mp)∼(U)} = {x ∈Mp | x|U ∈ (Fil(m)Σ Mp)∼(U)}
from which it is clear that the contention holds if and only if, for every n ∈ N there exists
m ∈ N such that :
{x ∈ Mp | x|U ∈ ImM (U)} ⊂ pnMp.
Arguing as in the foregoing, we see that the latter condition holds if and only if :
FilmM∧p := {x ∈M∧p | x|U∧ ∈ Imf ∗M (U∧)} ⊂ pnM∧p .
In view of lemma 10.5.33, we are then reduced to showing the following :
Claim 10.5.38.
⋂
m∈N Fil
mM∧p = 0.
Proof of the claim. Let x be an element in this intersection; for any q ∈ U∧∩V (IA∧p ), we have
xq ∈
⋂
m∈N q
m(M∧p )q, hence xq = 0, by [89, Th.8.10(i)]. In other words, Supp(x)∩U∩V (I) =
∅. Suppose that x 6= 0, and let q be any maximal point of Supp(x); by lemma 10.5.3(i), q is
an associated prime, and the foregoing implies that {q}∩ V (IA∧p ) = {pA∧p }, which contradicts
the assumption that p /∈ AssA(I,M). 
Corollary 10.5.39. In the situation of theorem 10.5.35, AssA(I,M) is a finite set.
Proof. We have already found a finite subset Σ ⊂ SpecA/I such that the Σ-symbolic topol-
ogy on M agrees with the I-preadic topology (see (10.5.28)). The contention then follows
straightforwardly from theorem 10.5.35. 
Example 10.5.40. Let k be a field with char k 6= 2, and let C ⊂ A2k := Spec k[X, Y ] be the
nodal curve cut by the equation Y 2 = X2 + X3, so that the only singularity of C is the node
at the origin p := (0, 0) ∈ C. Let R := k[X, Y, Z], A := R/(Y 2 − X2 − X3); denote by
π : A3k := SpecR → A2k the linear projection which is dual to the inclusion k[X, Y ] → R,
so that D := π−1C = SpecA. We define a morphism ϕ : A1k := Spec k[T ] → D by the
rule : T 7→ (T 2 − 1, T (T 2 − 1), T ) (i.e. ϕ is dual to the homomorphism of k-algebras such
that X 7→ T 2 − 1, Y 7→ T (T 2 − 1) and Z 7→ T ). Let C ′ ⊂ D be the image of ϕ, with its
reduced subscheme structure. It is easy to check that the restriction of π maps C ′ birationally
onto C, so there are precisely two points p′0, p
′
1 ∈ C ′ lying over p. Let n := I(C ′) ⊂ A,
the prime ideal which is the generic point of the (irreducible) curve C ′. We claim that the n-
preadic topology on A does not agree with the n-symbolic topology. To this aim – in view of
theorem 10.5.35 – it suffices to show that {p′0, p′1} ⊂ AssA(n, A). However, for any closed
point p ∈ π−1(p), the p-adic completionA∧p admits two distinct minimal primes, corresponding
to the two branches of the nodal conic C at the node p, and the corresponding irreducible
components of B := SpecA∧p meet along the affine line V (Z). To see this, we may suppose
that p = (X, Y, Z), hence A∧p ≃ k[[X, Y, Z]]/(Y 2 − X2(1 + X)), and notice that the latter is
isomorphic to k[[S, Y, Z]]/(Y 2 − S2), via the isomorphism that sends Y 7→ Y , Z 7→ Z and
S 7→ X(1+X)1/2 (the assumption on the characteristic of k ensures that 1+X admits a square
root in k[[X ]]). Now, say that p = p′0; then C
′
p := C
′ ∩ B is contained in only one of the two
irreducible components of B. Let q ∈ B be the minimal prime ideal whose closure does not
contain C ′p; then q ∈ AssA∧p and {q} ∩ C ′p = {pA∧p }, therefore p′0 ∈ AssA(n, A), as stated.
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Example 10.5.41. Let A be an excellent normal ring, I ⊂ A any ideal, and set Z := V (I).
Then AssA(I, A) is the setMax(Z) of all maximal points of Z. Indeed,Max(Z) ⊂ AssA(I, A)
by lemma 10.5.32(v). Conversely, suppose p ∈ AssA(I, A); the completion A∧p is still normal
([89, Th.32.2(i)]), and therefore its only associated prime is 0, so the assumption means that
the radical of IA∧p is pA
∧
p . Equivalently, dimA
∧
p /IA
∧
p = 0, so dimAp/IAp = 0, which is the
contention.
Definition 10.5.42. Let X be a noetherian scheme, Y ⊂ X a closed subset, X the formal
completion of X along Y ([37, Ch.I, §10.8]), and f : X → X the natural morphism of locally
ringed spaces. We say that the pair (X, Y ) satisfies the Lefschetz condition, if for every open
subset U ⊂ X with Y ⊂ U , and every locally free OU -module E of finite type, the natural map
Γ(U, E )→ Γ(X, f ∗E )
is an isomorphism. In this case, we also say that Lef(X, Y ) holds. (Cp. [61, Exp.X, §2].)
Lemma 10.5.43. In the situation of definition 10.5.42, suppose that Lef(X, Y ) holds, and let
U ⊂ X be any open subset such that Y ⊂ U . Then :
(i) The functor :
OU -Modlfft → OX-Modlfft : E 7→ f ∗E
is fully faithful (notation of (10.3)).
(ii) Denote by OU -Alglfft the category of OU -algebras, whose underlying OU -module is lo-
cally free of finite type, and define likewise OX-Alglfft. Then the functor :
OU -Alglfft → OX-Alglfft : A 7→ f ∗A
is fully faithful.
Proof. (i): Let E and F be any two locally free OU -modules of finite type. We have :
HomOU (E ,F ) = Γ(U,HomOU (E ,F ))
and likewise we may compute HomOX(f
∗E , f ∗F ). However, the natural map :
f ∗HomOU (E ,F )→ HomOX(f ∗E , f ∗F )
is an isomorphism of OX-modules. The assertion follows.
(ii): An object of OU -Alglfft is a locally free OU -module A of finite type, together with
morphisms A ⊗OU A → A and 1A : OU → A of OU -modules, fulfilling the usual unitarity,
commutativity and associativity conditions. An analogous description holds for the objects of
OX-Alglfft, and for the morphisms of either category. Since A ⊗OU A is again locally free of
finite type, the assertion follows easily from (i) : the details are left to the reader. 
Lemma 10.5.44. Let A be a noetherian ring, I ⊂ A an ideal, U ⊂ SpecA an open subset, U
the formal completion of U along U ∩ V (I). Consider the following conditions :
(a) Lef(U, U ∩ V (I)) holds.
(b) The natural map ρU : Γ(U,OU)→ Γ(U,OU) is an isomorphism.
(c) The natural map ρ : A→ Γ(U,OU) is an isomorphism.
Then (c)⇒(b)⇔(a), and (c) implies that A is I-adically complete.
Proof. Clearly (a)⇒(b), hence we assume that (b) holds, and we show (a). Let V ⊂ U be an
open subset with U ∩ V (I) ⊂ V and E a coherent locally free OV -module. As A is noetherian,
V is quasi-compact, so we may find a left exact sequence P• := (0 → E → O⊕mV → O⊕nV ) of
OV -modules (corollary 10.3.25). Since the natural map of locally ringed spaces f : U → U is
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flat, the sequence f ∗P is still left exact. Since the global section functors are left exact, there
follows a ladder of left exact sequences :
Γ(V, P•)→ Γ(U, f ∗P•)
which reduces the assertion to the case where E = OV ; the latter is covered by the following :
Claim 10.5.45. The natural map ρV : Γ(V,OV )→ Γ(U,OU) is an isomorphism.
Proof of the claim. The isomorphism ρU factors through ρV , hence the latter is a surjection.
Suppose that s ∈ Ker ρV , and s 6= 0; then we may find x ∈ V such that the image sx of s in
OV,x does not vanish. Moreover, we may find a ∈ A whose image a(x) in κ(x) does not vanish,
and such that as is the restriction of an element of A; especially, as ∈ Γ(U,OU), and clearly
the image of as in Γ(V,OV ) lies in Ker ρV . Therefore, as = 0 in Γ(U,OU); however the image
asx of as in OU,x is non-zero by construction, a contradiction. This shows that ρV is injective,
whence the claim. ♦
Finally, suppose that (c) holds; arguing as in the proof of claim 10.5.45, one sees that ρU is
an isomorphism. Moreover, since Γ(U,OU) ≃ limn∈N Γ(U,OU/InOU), the morphism ρ factors
through the natural A-linear map i : A → A∧ to the I-adic completion of A. The composition
with ρ−1 yields an A-linear left inverse s : A∧ → A to i. Set N := Ker s; clearly s is
surjective, hence A∧ ≃ A ⊕ N . It follows easily that N/InN = 0 for every n ∈ N, especially
N ⊂ ⋂n∈N InA∧. Therefore N = 0, since A∧ is separated for the I-adic topology. 
Proposition 10.5.46. Let ϕ : A → B be a flat homomorphism of noetherian rings, I ⊂ A an
ideal, U ⊂ SpecB an open subset. Set f := Specϕ : SpecB → SpecA, and assume that :
(a) B is complete for the IB-adic topology.
(b) For every x ∈ V (I), we have : {y ∈ f−1(x) | δ(y,Of−1(x)) = 0} ⊂ U .
(c) For every x ∈ AssA(I, A), we have : {y ∈ f−1(x) | δ(y,Of−1(x)) ≤ 1} ⊂ U .
Then Lef(U, U ∩ V (IB)) holds.
Proof. Set Σ := AssA(I, A), and let U be the formal completion of U along V (IB); by theorem
10.5.35, the I-preadic topology on A agrees with the Σ-symbolic topology. Let also J be the
family consisting of all ideals J ⊂ A such that AssA/J ⊂ Σ; it follows that the natural maps :
B → lim
J∈J
B/JB Γ(U,OU)→ lim
J∈J
Γ(U,OU/JOU)
are isomorphisms (see the discussion in (10.5.26)). In view of lemma 10.5.44, we are then
reduced to showing :
Claim 10.5.47. The natural mapB/JB → Γ(U,OU/JOU) is an isomorphism for every J ∈ J .
Proof of the claim. Let f : Y := SpecB/JB → X := SpecA/J be the induced morphism; in
view of corollary 10.4.23, it suffices to prove that δ(y,OY ) ≥ 2 whenever y ∈ Y \U . Thus, set
x := f(y); by corollary 10.4.46 we have :
δ(y,OY ) = δ(y,Of−1(x)) + δ(x,OX).
Now, if δ(x,OX) = 1, notice that f(Y ) ⊂ V (J) ⊂ V (I), by lemmata 10.5.3(i) and 10.5.32(iii);
hence (b) implies the contention in this case. Lastly, if δ(x,OX) = 0, then x ∈ AssA/J by
proposition 10.5.6, hence we use assumption (c) to conclude. 
10.6. Cohomology of projective schemes. We begin by recalling a few generalities on graded
algebras and their homogeneous prime spectra; next we define the blow up of a scheme along a
quasi-coherent sheaf of ideals, and we prove some basic results on the higher direct images of
quasi-coherent modules under blow up morphisms.
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10.6.1. Let A := ⊕n∈NAn be a N-graded ring, and set A+ := ⊕n>0An, which is an ideal of
A. Following [38, Ch.II, (2.3.1)], one denotes by ProjA the set consisting of all graded prime
ideals of A that do not contain A+, and one endows ProjA with the topology induced from the
Zariski topology of SpecA. For every homogeneous element f ∈ A+, set :
D+(f) := D(f) ∩ ProjA
where as usual,D(f) := SpecAf ⊂ SpecA. Clearly :
(10.6.2) D+(fg) = D+(f) ∩D+(g) for every homogeneous f, g ∈ A+.
The system of open subsets D+(f), for f ranging over the homogeneous elements of A+,
is a basis of the topology of ProjA ([38, Ch.II, Prop.2.3.4]), and obviously any system of
homogeneous generators (fλ | λ ∈ Λ) for the ideal A+ yields an open covering
ProjA =
⋃
λ∈Λ
D+(fλ).
For any homogeneous element f ∈ A+, let also A(f) ⊂ Af be the subring consisting of all
elements of degree zero (for the natural Z-grading of Af ); in other words :
A(f) :=
∑
k∈N
Ak · f−k ⊂ Af .
The topological space ProjA carries a sheaf of rings O , with isomorphisms of ringed spaces :
ωf : (D+(f),O|D+(f))
∼→ SpecA(f) for every homogeneous f ∈ A+.
and the system of isomorphisms ωf is compatible, in an obvious way, with the inclusions :
jf,g : D+(fg) ⊂ D+(f)
as in (10.6.2), and with the natural homomorphisms A(f) → A(fg). Especially, the locally
ringed space (ProjA,O) is a separated scheme.
Example 10.6.3. For any d ∈ N, and any ring R, take A := R[T0, . . . , Td], endowed with its
standard N-grading such that grnA is the R-module generated by the monomials of total degree
n, for every n ∈ N. The scheme ProjA is the projective d-dimensional space over SpecR,
denoted
PdR.
According to (10.6.1), it admits the standard affine covering PdR =
⋃d
i=0D+(Ti). Set as well
τij := Tj/Ti for every i, j = 0, . . . , n.
Then clearly Ai := A(Ti) = R[τij | j = 0, . . . , d] is a free polynomial R-algebra in d variables,
so that Ui := D+(Ti) is isomorphic to the d-dimensional affine space A
d
R over SpecR, for every
i = 0, . . . , d. For i 6= j, the intersection Uij := D+(TiTj) = Ui ∩ Uj corresponds, under these
identifications, to the open subsets
SpecAi[τ
−1
ij ] ⊂ Ui and SpecAj[τ−1ji ] ⊂ Uj
so we get a commutative diagram of isomorphisms of R-algebras
OPdR(Uij)
yysss
sss
sss
%%❑❑
❑❑❑
❑❑❑
❑
Ai[τ
−1
ij ]
// Aj [τ
−1
ji ]
whose downward arrows are induced by the maps ωTi and ωTj of (10.6.1), and where the hori-
zontal arrow is given by the rule :
(10.6.4) τik 7→ τjk · τ−1ji for every k = 0, . . . , d.
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10.6.5. Let A′ := ⊕n∈NA′n be another N-graded ring, and ϕ : A → A′ a homomorphism of
graded rings (i.e. ϕ(An) ⊂ A′n for every n ∈ N). Following [38, Ch.II, (2.8.1)], we let :
G(ϕ) := ProjA′ \ V (ϕ(A+)).
This open subset of ProjA′ is also the same as the union of all the open subsets of the form
D+(ϕ(f)), where f ranges over the homogeneous elements of A+. The restriction to G(ϕ) of
Specϕ : SpecA′ → SpecA, is a continuous map aϕ : G(ϕ)→ ProjA. Moreover, we have the
identity :
aϕ−1(D+(f)) = D+(ϕ(f)) for every homogeneous f ∈ A+.
Furthermore, the homomorphism ϕ induces a homomorphism ϕ(f) : A(f) → A′(ϕ(f)), whence a
morphism of schemes :
Φf : D+(ϕ(f))→ D+(f).
Let g ∈ A+ be another homogeneous element; it is easily seen that :
jf,g ◦ Φfg = (Φf )|D+(ϕ(fg)).
It follows that the locally defined morphisms Φf glue to a unique morphism of schemes :
Projϕ : G(ϕ)→ ProjA
such that the diagram of schemes :
(10.6.6)
SpecA′(ϕ(f))
ωϕ(f)

Specϕ(f) // SpecA(f)
ωf

D+(ϕ(f))
(Projϕ)|D+(ϕ(f)) // D+(f)
commutes for every homogeneous f ∈ A+ ([38, Ch.II, Prop.2.8.2]). Lastly, we remark that,
for every homogeneous element f ′ ∈ A′+, the open subsetD+(f ′) lies in G(ϕ) if and only if f ′
lies in the radical of the ideal of A′ generated by ϕ(A+) ([38, Ch.II, Cor.2.3.15]). Especially,
G(ϕ) = ProjA′ whenever ϕ(A+) generates the ideal A
′
+.
10.6.7. To ease notation, set Y := ProjA. Let M := ⊕n∈ZMn be a Z-graded A-module
(i.e. Ak ·Mn ⊂ Mk+n for every k ∈ N and n ∈ Z); for every homogeneous f ∈ A+, denote
by M(f) ⊂ Mf the submodule consisting of all elements of degree zero (for the natural Z-
grading of Mf ). Clearly M(f) is an A(f)-module in a natural way, whence a quasi-coherent
OD+(f)-module M
∼
(f); these modules glue to a unique quasi-coherent OY -module M
∼ ([38,
Ch.II, Prop.2.5.2]). Especially, for every n ∈ Z, let A(n) be the Z-graded A-module such that
A(n)k := An+k for every k ∈ Z (with the convention that Ak = 0 if k < 0). We set :
OY (n) := A(n)
∼.
Any element f ∈ An induces a natural isomorphism of D+(f)-modules :
OY (n)|D+(f)
∼→ OD+(f)
([38, Ch.II, Prop.2.5.7]). Hence, on the open subset
Un(A) :=
⋃
f∈An
D+(f)
the sheaf OY (n) restricts to an invertible OUn(A)-module. Especially, if A1 generates the ideal
A+, the OY -modules OY (n) are invertible, for every n ∈ Z.
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Example 10.6.8. Resume the notation of example 10.6.3. A direct inspection of the definitions
shows that A(n)(Ti) is the Ai-module generated by all fractions of the form T
r0
0 T
r1
1 · · ·T rdd T−ki ,
for every k ∈ N and every (r0, . . . , rd) ∈ N⊕d+1 such that r0 + r1 + · · ·+ rd = n + k. In other
words, A(n)(Ti) is the Ai-submodule of A(n)Ti generated by T
n
i . We see then directly that this
is a free Ai-module of rank one. Moreover, we get a commutative diagram of isomorphisms
OPdR(n)(Uij)
ww♣♣♣
♣♣♣
♣♣♣
♣
''◆◆
◆◆◆
◆◆◆
◆◆
T ni Ai[τ
−1
ij ]
// T nj Aj [τ
−1
ji ]
whose downward arrows are induced by the restriction maps of the sheaf OPdR(n), and where
the horizontal map is the Ai[τ
−1
ij ]-linear map given by the rule
T ni 7→ T nj · τnji
and where the Ai[τ
−1
ij ]-module structure of T
n
j Aj [τ
−1
ji ] is defined by restriction of scalars along
the isomorphism Ai[τ
−1
ij ]
∼→ Aj[τ−1ji ] as in (10.6.4).
10.6.9. In the situation of (10.6.5), letM := ⊕n∈ZMn be a Z-graded A-module. ThenM ′ :=
M ⊗A A′ is a Z-graded A′-module, with the grading defined by the rule :
M ′n :=
∑
j+k=n
Im(Mj ⊗Z A′k →M ′) for every n ∈ Z
([38, Ch.II, (2.1.2)]). Then [38, Ch.II, Prop.2.8.8] yields a natural morphism of OG(ϕ)-modules:
νM : (Projϕ)
∗M∼ → (M ′)∼|G(ϕ).
Moreover, set :
G1(ϕ) :=
⋃
f∈A1
D+(ϕ(f))
and notice that G1(ϕ) ⊂ U1(A′) ∩ G(ϕ); by inspecting the proof of loc.cit. we see that the re-
striction νM |G1(ϕ) is an isomorphism. Especially, νM is an isomorphism whenever A1 generates
the ideal A+. It is also easily seen that G1(ϕ) = U1(A
′) if ϕ(A+) generates A
′
+.
For any f ∈ A1, the restriction (νM)|D+(ϕ(f)) can be described explicitly : namely, we have
natural identifications
ω∗f (M
∼
|D+(f))
∼→M∼(f) ω∗ϕ(f)(M ′)∼|D+(ϕ(f))
∼→ (M ′)∼(ϕ(f))
and in view of (10.6.6), the morphism (νM)|D+(ϕ(f)) is induced by the A
′
(ϕ(f))-linear map :
M(f) ⊗A(f) A′(ϕ(f)) →M ′(ϕ(f))
given by the rule :
(mk · f−k)⊗ (a′j · ϕ(f)−j) 7→ (mk ⊗ a′j) · ϕ(f)−j−k for all k, j ∈ Z,mk ∈Mk, a′j ∈ A′j .
10.6.10. The foregoing results can be improved somewhat, in the following special situation.
Let R→ R′ be a ring homomorphism, A a N-graded R-algebra (hence the structure morphism
R → A is a ring homomorphism R → A0); the ring A′ := R′ ⊗R A is naturally a N-graded
R′-algebra, and the induced map ϕ : A→ A′ is a homomorphism of graded rings. In this case,
obviously ϕ(A+) generates the ideal A
′
+, hence G(ϕ) = ProjA
′, and indeed, Projϕ induces
an isomorphism of SpecR′-schemes :
Y ′
∼→ SpecR′ ×SpecR Y
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where again Y := ProjA and Y ′ := ProjA′. Moreover, for every Z-graded A-moduleM , the
corresponding morphism νM is an isomorphism, regardless of whether or not A1 generates A+
([38, Ch.II, Prop.2.8.10]). Especially, νA(n) is a natural identification ([38, Ch.II, Cor.2.8.11]) :
(Projϕ)∗OY (n)
∼→ OY ′(n) for every n ∈ Z.
10.6.11. Keep the notation of (10.6.1), and for every integer d > 0, set
A(d)n := And for every n ∈ N, and A(d) :=
⊕
n∈N
A(d)n .
Clearly A(d) is an N-graded ring, and a subring of A, but the inclusion map j : A(n) → A is not
a homomorphism of N-graded rings. However, for every homogeneous element f ∈ A+, the
map j induces a natural identification of A-algebras :
(10.6.12) A
(d)
(fd)
∼→ A(f)
which in turn yields a natural isomorphism of A0-schemes ([38, Ch.II, Prop.2.4.7(i)])
Ω(d) : ProjA
∼→ ProjA(d) for every d > 0.
To ease notation, we shall let Y := ProjA and Y (d) := ProjA(d) for every integer d > 0.
Likewise, if M is any Z-graded A-module, we may consider that Z-graded A(d)-module M (d)
whose homogeneous direct summand of degree n equals Mnd, for every n ∈ Z. Then the
inclusion mapM (d) →M induces natural identifications
(10.6.13) M
(d)
(fd)
→M(f) for every homogeneous element f of A.
Indeed, it is easily seen that this map is surjective, and it is injective, since it is the restriction of
the injective map M
(d)
fd
→ Mfd . Moreover, if we endow M(f) with the A(d)(fd)-module structure
induced by (10.6.12), it is easily seen that (10.6.13) is an isomorphism of A
(d)
(fd)
-modules. Thus,
we obtain a natural isomorphism of quasi-coherent OY (d)-modules
M (d)∼
∼→ Ω(d)∗ M∼.
Next, for every n ∈ Z, let M(n) be the Z-graded A-module such that M(n)k := Mn+k for
every k ∈ Z (with A-module structure deduced from that ofM , in the obvious way). Clearly
M(nd)(d) =M (d)(n) for every n ∈ Z and every d > 0
whence an induced isomorphism of quasi-coherent OY (d)-modules
M (d)(n)∼
∼→ Ω(d)∗ M(nd)∼ for every n ∈ Z and every d > 0.
Especially, we have a natural identification
(10.6.14) OY (d)(n)
∼→ Ω(d)∗ OY (nd) for every n ∈ Z and every d > 0.
10.6.15. Let X be a scheme, A := ⊕n∈NAn a N-graded quasi-coherent OX-algebra on the
Zariski site of X; we let A+ := ⊕n>0An. According to [38, Ch.II, Prop.3.1.2], there exists an
X-scheme π : ProjA → X , with natural isomorphisms of U-schemes :
ψU : U ×X ProjA ∼→ ProjA (U)
for every affine open subset U ⊂ X , and the system of isomorphisms ψU is compatible, in
an obvious way, with inclusions U ′ ⊂ U of affine open subsets. Especially, π is a separated
morphism. For any integer d > 0, every f ∈ Γ(X,Ad) defines an open subset D+(f) ⊂
ProjA , such that :
D+(f) ∩ π−1U = D+(f|U) ⊂ ProjA (U) for every affine open subset U ⊂ X.
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10.6.16. To ease notation, set Y := ProjA , and let again π : Y → X be the natural mor-
phism. Let M := ⊕n∈ZMn be a Z-graded A -module, quasi-coherent as a OX-module; for
every affine open subset U ⊂ X , the graded A (U)-module M (U) yields a quasi-coherent
Oπ−1U -module M
∼
U , and every inclusion of affine open subsets U
′ ⊂ U induces a natural iso-
morphism of Oπ−1U ′-modules : M
∼
U |U ′
∼→ M∼U ′ . Therefore the locally defined modules M∼U
glue to a well defined quasi-coherent OY -module M∼.
Especially, for every n ∈ Z, denote by A (n) the Z-graded A -module such that A (n)k :=
An+k for every k ∈ Z, with the convention that An = 0 whenever n < 0. We set:
OY (n) := A (n)
∼ and M∼(n) := M∼ ⊗OY OY (n).
Denote by Un(A ) ⊂ Y the union of the open subsets Un(A (U)), for U ranging over the affine
open subsets ofX; from the discussion in (10.6.7), it clear that the restriction OY (n)|Un(A ) is an
invertible OUn(A )-module. This open subset can be described as follows. For every x ∈ X , let :
(10.6.17) An(x) := An,x ⊗OX,x κ(x) and set A (x) := ⊕n∈NAn(x)
which is a N-graded κ(x)-algebra; then :
(10.6.18) Un(A ) = {y ∈ Y | An(π(y)) 6⊂ p(y)}
where p(y) ⊂ A (π(y)) denotes the prime ideal corresponding to the point y.
10.6.19. Moreover, for every Z-graded A -module M , and every n ∈ Z, there exists a natural
morphism of OY -modules :
(10.6.20) M∼(n)→ M (n)∼
where M (n) is the Z-graded A -module given by the rule : M (n)k := Mn+k for every k ∈ N
([38, Prop.3.2.16]). The restriction of (10.6.20) to the open subset U1(A ) is an isomorphism
([38, Ch.II, Cor.3.2.8]). Especially, we have natural morphisms of OY -modules :
(10.6.21) OY (n)⊗OY OY (m)→ OY (n+m) for every n,m ∈ Z
([38, Ch.II, Prop.3.2.6]) whose restrictions toU1(A ) are isomorphisms. Furthermore, we have a
natural morphismM0 → π∗M∼ ofOX-modules ([38, Ch.II, (3.3.2.1)]), whence, by adjunction,
a morphism of OY -modules :
(10.6.22) π∗M0 → M∼.
Applying (10.6.22) to the modules Mn = M (n)0, and taking into account the isomorphism
(10.6.20), we deduce a natural morphism of OU1(A )-modules :
(10.6.23) (π∗Mn)|U1(A ) → M∼(n)|U1(A )
which can be described as follows. Let U ⊂ X be any affine open subset; for every f ∈ A1(U),
the restriction of (10.6.23) to D+(f) ⊂ π−1U is given by the morphisms
Mn(U)⊗OX (U) A (U)(f) → M (n)(U)(f) :=
∑
k∈Z
Mk+n(U) · f−k ⊂ M (U)f .
induced by the scalar multiplication Mn ⊗OX Ak → Mn+k. Especially, we have natural mor-
phisms of OY -modules :
(10.6.24) π∗An → OY (n) for every n ∈ N
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whose restrictions to U1(A ) are epimorphisms. An inspection of the definition also shows that
the diagram of OY -modules :
(10.6.25)
π∗An ⊗OY π∗Am //

π∗An+m

OY (n)⊗OY OY (m) // OY (n +m)
commutes for every n,m ∈ N, where the top horizontal arrow is induced by the graded mul-
tiplication An ⊗OX Am → An+m, the vertical arrows are the maps (10.6.24), and the bottom
horizontal arrow is the map (10.6.21).
10.6.26. Next, let A ′ := ⊕n∈NA ′n be another N-graded quasi-coherent OX-algebra on the
Zariski site of X , and ϕ : A → A ′ a morphism of graded OX-algebras; for every affine open
subset U ⊂ X , we deduce a morphism ϕU : A (U) → A ′(U) of graded OX(U)-algebras,
whence an open subset G(ϕU) ⊂ ProjA ′(U) as in (10.6.5). If V ⊂ U is a smaller affine open
subset, the natural isomorphism
V ×U ProjA ′(U) ∼→ ProjA ′(V )
induces an identification V ×U G(ϕU) ∼→ G(ϕV ), hence there exists a well defined open subset
G(ϕ) ⊂ ProjA ′ such that the morphisms ProjϕU glue to a unique morphism of X-schemes :
Projϕ : G(ϕ)→ ProjA .
If A ′+ is generated – locally onX – by ϕ(A+), we have G(ϕ) = ProjA
′.
Moreover, if M is a Z-graded quasi-coherent A -module, the morphisms νM (U) assemble
into a well defined morphism of OG(ϕ)-modules :
νM : (Projϕ)
∗M∼ → (M ′)∼|G(ϕ)
where the grading of M ′ := M ⊗A A ′ is defined as in (10.6.9). Likewise, the union of the
subsets G1(ϕU), for U ranging over the affine open subsets of X , is an open subset :
(10.6.27) G1(ϕ) ⊂ U1(A ′) ∩G(ϕ)
such that the restriction νM |G1(ϕ) is an isomorphism. Especially, set Y
′ := ProjA ′; we have a
natural morphism :
(10.6.28) νA (n) : (Projϕ)
∗OY (n)→ OY ′(n)|G(ϕ)
which is an isomorphism, if A1 generates A+ locally on X . Again, we have G1(ϕ) = U1(A
′)
whenever ϕ(A+) generates A ′+, locally on X .
10.6.29. The discussion in (10.6.10) implies that any morphism of schemes f : X ′ → X
induces a natural isomorphism of X ′-schemes ([38, Ch.II, Prop.3.5.3]) :
(10.6.30) Proj f ∗A
∼→ X ′ ×X ProjA
and the description (10.6.18) implies that (10.6.30) restricts to an isomorphism :
Un(f
∗A )
∼→ X ′ ×X Un(A ) for every n ∈ N.
Furthermore, set Y ′ := Proj f ∗A , and let πY : Y
′ → Y be the morphism deduced from
(10.6.30); the discussion in (10.6.10) implies as well that, for any Z-graded quasi-coherent
A -module M , there is a natural isomorphism :
(f ∗M )∼
∼→ π∗Y M∼
([38, Ch.II, Prop.3.5.3]). Especially, f induces a natural identification ([38, Ch.II, Cor.3.5.4]) :
(10.6.31) OY ′(n)
∼→ π∗Y OY (n) for every n ∈ Z.
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10.6.32. Keep the notation of (10.6.16), and let CX be the category whose objects are all the
pairs (ψ : Z → X,L ), where ψ is a morphism of schemes and L is an invertible OZ-module
on the Zariski site of Z; the morphisms (ψ : Z → X,L ) → (ψ′ : Z ′ → X,L ′) are the pairs
(β, h), where β : Z → Z ′ is a morphism ofX-schemes, and h : β∗L ′ ∼→ L is an isomorphism
of OZ-modules (with composition of morphisms defined in the obvious way). Consider the
functor:
FA : C
o
X → Set
which assigns to any object (ψ,L ) of CX , the set consisting of all homomorphisms of graded
OZ-algebras :
g : ψ∗A → Sym•OZL
which are epimorphisms on the underlying OZ-modules (here Sym
•
OZ
L denotes the symmetric
OZ-algebra on the OZ-module L ); on a morphism (β, h) as in the foregoing, and an element
g′ ∈ FA (ψ′,L ′), the functor acts by the rule :
FA (β, h)(g
′) := (Sym•OZh) ◦ β∗g′.
Lemma 10.6.33. The object (π : U1(A )→ X,OY (1)|U1(A )) of CX represents the functor FA .
Proof. Given an object (ψ : Z → X,L ) of CX , and g ∈ FA (ψ,L ), set :
P(L ) := Proj (Sym•OZL ).
According to [38, Ch.II, Cor.3.1.7, Prop.3.1.8(iii)], the natural morphism πZ : P(L ) → Z is
an isomorphism, and clearly in this situation the natural maps (10.6.24) are isomorphisms :
(10.6.34) π∗ZL
⊗n ∼→ OP(L )(n) for every n ∈ N.
On the other hand, since g is an epimorphism, we have G(g) = P(L ); taking (10.6.30) into
account, we deduce a morphism of Z-schemes :
Proj g : P(L )→ Y ′ := Z ×X ProjA
which is the same as a morphism of X-schemes :
P(g) : Z → ProjA .
We need to show that the image of P(g) lies in the open subset U1(A ); to this aim, we may
assume that both X and Z are affine, say X = SpecR, Z = SpecS, in which case A is
the quasi-coherent algebra associated to a N-graded R-algebra A, L is the invertible module
associated to a projective rank one S-module L, and g : S ⊗R A → Sym•SL is a surjective
homomorphism of R-algebras. Then locally on Z, L is generated by elements of the form
g(1⊗t), for some local sections t ofA1, and up to replacing Z by an affine open subset, we may
assume that t ∈ A1 is an element such that t′ := g(1⊗ t) generates the free S-module L. In this
situation, we have P(L ) = D+(t′), and P(g) is the same as the morphismΦt : D+(t′)→ D+(t)
(notation of (10.6.5)); especially the image of P(g) lies in U1(A ), as required.
Moreover, the isomorphism πZ : P(L )
∼→ Z is induced by the natural identification:
(10.6.35) S = S[t′](t′).
From this description, we also can extract an explicit expression for Φt; namely, it is induced
by the map of R-algebras :
A(t) → S such that ak · t−k 7→ g(1⊗ ak) · t′−k
for every k ∈ N, and every ak ∈ Ak. Next, letting n := 1 in (10.6.28) and (10.6.31), we obtain
a natural isomorphism of OP(L )-modules :
OP(L )(1)
∼→ (Proj g)∗OY ′(1) ∼→ (Proj g)∗ ◦ π∗Y OY (1) ∼→ π∗Z ◦ P(g)∗OY (1)
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(notice that, since by assumption g is an epimorphism, we have G1(g) = U1(Sym
•
OZ
L ) =
P(L ), hence νψ∗A (1) is an isomorphism). Composition with (10.6.34) yields an isomorphism :
h(g) : P(g)∗OY (1)
∼→ L
of OZ-modules, whence a morphism in CX
(P(g), h(g)) : (ψ,L )→ (π|U1(A ),OY (1)|U1(A )).
In case X and Z are affine, and L is associated to a free module L, generated by an element
of the form t′ := g(1⊗ t) as in the foregoing, we can describe explicitly h(g); namely, a direct
inspection of the construction shows that in this case h(g) is induced by the map of S-modules
S ⊗A(t) A(1)(t) → L : s⊗ ak · t1−k 7→ s · g(1⊗ ak) · (t′)1−k for every s ∈ S, ak ∈ Ak.
Conversely, let β : Z → U1(A ) be a morphism of X-schemes, and h : β∗OY (1)|U1(A ) ∼→ L
an isomorphism of OZ-modules. In view of the natural isomorphisms (10.6.21), we deduce, for
every n ∈ N, an isomorphism :
h⊗n : β∗OY (n)|U1(A )
∼→ L ⊗n.
Combining with the epimorphisms (10.6.24) :
ωn : (π
∗An)|U1(A ) → OY (n)|U1(A )
we may define the epimorphism of OZ-modules :
(10.6.36) g(β, h) :=
⊕
n∈N
h⊗n ◦ β∗(ωn) : ψ∗A → Sym•OZL
which, in view of (10.6.25), is a homomorphism of gradedOZ-algebras, i.e. g(β, h) ∈ F (ψ,L ).
This homomorphism can be described explicitly, locally on Z : namely, say again that X =
SpecR, Z = SpecS, L = L∼ for a free S-module of rank one, and A = A∼ for some
N-graded R-algebra A; suppose moreover that the image of β lies in an open subset D+(t) ⊂
U1(A ), for some t ∈ A1. Then β comes from a ring homomorphism β♮ : A(t) → S, h is an
S-linear isomorphism S ⊗A(t) A(1)(t) ∼→ L, and t′ := h(1 ⊗ t) is a generator of L; moreover,
ωn is the epimorphism deduced from the map :
An ⊗R A(t) → A(n)(t) : an ⊗ bk · t−k 7→ anbk · t−k for every an ∈ An, bk ∈ Ak
By inspecting the construction, we see therefore that g is the direct sum of the morphisms :
gn : S ⊗R An → L⊗n : s⊗ an 7→ s · β♮(an · t−n) · t′⊗n for every s ∈ S, an ∈ An.
Finally, it is easily seen that the natural transformations :
(10.6.37) g 7→ (P(g), h(g)) and (β, h) 7→ g(β, h)
are inverse to each other : indeed, the verification can be made locally on Z, hence we may
assume thatX and Z are affine, and L is free, in which case one may use the explicit formulae
provided above. 
Definition 10.6.38. Let X be a scheme, I a quasi-coherent sheaf of ideals of OX .
(i) The Rees algebra of I is the quasi-coherent N-graded OX-algebra
R(I )• :=
⊕
n∈N
I n
with multiplication law deduced in the obvious way from that of OX .
(ii) The blowing up of I is the X-scheme
ProjR(I )• → X.
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Remark 10.6.39. (i) With the notation of definition 10.6.38, let π : Y → X be the blowing up
of I . Notice that I is an invertible OX-module if and only if it is generated, locally on X , by
a regular section of OX , and then the natural map
SymnOXI → I n
is an isomorphism, for every n ∈ N. Taking into account [38, Ch.II, Cor.3.1.7, Prop.3.1.8(iii)],
it follows that if I is an invertible ideal, then the blowing up of I is an isomorphism.
(ii) Let X ′ → X be any flat morphism of schemes; in light of (10.6.29), we get a natural
isomorphism fromX ′×X Y → X ′ to the blowing up of the quasi-coherent ideal I OX′ of OX′ .
(iii) Especially, let U ⊂ X be the complement in X of the closed subscheme SpecOX/I .
From (i) and (ii) we deduce that the restriction π−1U → U of π is an isomorphism.
(iv) Notice that R(I )• is generated, locally on X , by its degree one direct summand I ,
hence OY (1) is an invertible OY -module. On the other hand, a simple inspection shows that
R(I )•(n) = I
n · R(I )• for every n ∈ N
whence a natural identification
OY (n)
∼→ I n · OY for every n ∈ N.
Proposition 10.6.40. With the notation of definition 10.6.38, the blowing up Y → X of I is
characterized, up to unique isomorphism of X-schemes, by the following two conditions :
(i) The sheaf of ideals I · OY is an invertible OY -module.
(ii) For every X-scheme Z such that I · OZ is an invertible OZ-module, there exists a
unique morphism Z → Y of X-schemes.
Proof. The uniqueness up to unique isomorphism of anX-scheme π : Y → X fulfilling condi-
tions (i) and (ii) is clear. It remains to check that these conditions hold for Y := ProjR(I )•.
However, condition (i) follows immediately from remark 10.6.39(iv). Next, let f : Z → X
be as in (ii), and set L := I · OZ; the induced map f ∗OX → OZ induces an epimorphism of
OZ-modules
ϕn : f
∗I n → I nOZ ∼→ SymnOZL for every n ∈ N
and it is clear that the system (ϕn | n ∈ N) amounts to a morphism of N-graded OZ-algebras
ϕ• : f
∗R(I )• → Sym•OZL
which in turn corresponds to a morphism g : Z → Y of X-schemes, by virtue of lemma
10.6.33. Lastly, let g′ : Z → Y be any other morphism of X-schemes, and denote by U ⊂ X
(resp. U ′ ⊂ Z) the complement in X (resp. in Z) of the closed subset SpecOX/I (resp.
SpecOZ/I OZ); clearly f(U ′) ⊂ U , hence g and g′ both restrict to morphisms U ′ → π−1U of
X-schemes. Then remark 10.6.39(iii) implies that
g|U ′ = g
′
|U ′.
Next, since I OZ is generated, locally on Z, by a regular section of OZ , the open subset U ′ is
schematically dense in Z ([43, Ch.IV, De´f.11.10.2]), and on the other hand, we know that π
is a separated morphism (see (10.6.15)); in view of [43, Ch.IV, Prop.11.10.1] we deduce that
g = g′, which concludes the verification of (ii). 
10.6.41. We may generalize as follows remark 10.6.39(ii). Let X → X0 be a morphism of
schemes, I0 ⊂ OX0 a quasi-coherent ideal, and set I := I0OX ; let also π0 : Y0 → X0 and
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π : Y → X be the blowing up morphisms of I0 and resepctively I . By proposition 10.6.40
there exists a unique morphism of schemes ψ : Y → Y0 that makes commute the diagram
(10.6.42)
Y
ψ //
π

Y0
π0

X // X0.
Then we have :
Lemma 10.6.43. The morphism of X-schemes ψ : Y → Y ′ := Y0 ×X0 X induced by ψ is a
closed immersion, and identifies Y with SpecOY ′/J , where
J :=
⋃
n∈N
AnnOY ′ (I
n).
Proof. Let Z → X be any morphism of schemes such that I OZ is an invertible OZ-module;
since I = I0OX , proposition 10.6.40 yields a unique morphism of X0-schemes Z → Y0,
so there exists a unique morphism of X-schemes g : Z → Y ′ as well. Next, since I OZ is
invertible, it is easily seen that the induced morphism OY ′ → g∗OZ factors through OY ′/J ,
whence a unique morphism of X-schemes Z → Y ′′ := SpecOY ′/J . Lastly, by construction
I OY ′ is a locally principal ideal of OY ′ , and then it is clear that I OY ′′ is an invertible OY ′′-
module. Summing up, we see that the morphism Y ′′ → X enjoys the universal property that
characterizes the blowing up of I , whence the lemma. 
10.6.44. Let A be a ring, r ≥ 1 an integer, f := (f1, . . . , fr) a sequence of elements of A, and
I ⊂ A the ideal generated by f . We view A as an algebra over the ring A0 := Z[T1, . . . , Tr], via
the ring homomorphism
g : A0 → A Ti 7→ fi i = 1, . . . , r
and denote by I0 ⊂ A0 the ideal generated by (T1, . . . , Tr). Set also X := SpecA, X0 :=
SpecA0, let I ⊂ OX (resp. I0 ⊂ OX0) be the quasi-coherent sheaf of ideals arising from I
(resp. from I0), and π : Y → X (resp. π0 : Y0 → X0) the blowing up of I (resp. of I0).
Clearly I0OY = I , whence a commutative diagram (10.6.42), with bottom horizontal arrow
given by Spec g : X → X0. Furthermore, notice that we have systems of monomorphisms of
invertible OY -modules :
(10.6.45) OY0(n+ 1)→ OY0(n) OY (n + 1)→ OY (n) for every n ∈ N
corresponding to the inclusion maps I n+1OY0 → I nOY0 and I n+1OY → I nOY under the
natural identifications of remark 10.6.39(iv).
Proposition 10.6.46. With the notation of (10.6.44), suppose moreover that the sequence f is
completely secant. Then, for every n ∈ N we have :
(i) The natural map In → H0(Y,OY (n)) is an isomorphism.
(ii) Hp(Y,OY (n)) = 0 for every p > 0.
Proof. We consider first the ring A0 and the sequence f0 := (T1, . . . , Tr); we endow A0 with
its standard N-grading, such that grnA0 is the Z-module generated by the monomials of total
degree n, for every n ∈ N. Let also R0 ⊂ A0[V ] be the Rees algebra associated with the I0-
adic filtration of A0, so that Y0 = ProjR0 (see definition 7.9.1(iii); but since here we have a
descending filtration onA0, we let V := U
−1, so grnR0 := V
nIn0 for every n ∈ N). We consider
the morphism of N-graded Z-algebras
h : A0 → R0 Ti 7→ V Ti i = 1, . . . , r.
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Notice that ϕ(A0+) generates the ideal R0+ of R0, hence ϕ := Proj h is well defined on the
whole of Y0 (see (10.6.5)), and we get a commutative diagram of morphisms of schemes
Y0
ϕ //
π0

Pr−1Z

X0 // SpecZ.
For every i = 1, . . . , r, set Ui := D+(Ti) ⊂ Pr−1Z , and U ′i := ϕ−1Ui. Recall that there are
natural isomorphisms ωi : OPr−1
Z
(Ui)
∼→ Ai := Z[τij | j = 1, . . . , r] (notation of example
10.6.3); we wish to give a corresponding description of the Ai-algebra Bi := OY0(U
′
i). To this
aim, notice that, by definition, every element of Bi ⊂ Z[T1, . . . , Tr, V, (V Ti)−1] is a finite sum
of terms of the form
(10.6.47) (V T1)
α1 · · · (V Tr)αr · (V Ti)−k · P (T1, . . . , Tr) = τα1i1 · · · ταrir · P (Tiτi1, . . . , Tiτir)
where k ∈ N is any integer, P ∈ A any polynomial, and α1 + · · ·+ αr = k; i.e.
Bi = Ai[Ti] for every i = 1, . . . , r.
Likewise, for every n ∈ N, the elements of R0(n)(Ti) are the finite sums of terms (10.6.47)
where k ∈ N is any integer, P ∈ A any polynomial, and α1 + · · ·+ αr = n + k; i.e.
R0(n)(Ti) = (V Ti)
nBi for every i = 1, . . . , r.
For every i 6= j, set also Uij := Ui ∩Uj and U ′ij := ϕ−1Uij , and recall that the isomorphisms ωi
induce isomorphisms ωij : OPr−1
Z
(Uij)
∼→ Ai[τ−1ij ], such that the composition
ψij := ωji ◦ ω−1ij : Ai[τ−1ij ] ∼→ Aj [τ−1ji ]
is given by the rule (10.6.4). There follow natural identifications OY0(U
′
ij)
∼→ Bi[τ−1ij ], whence
a commutative diagram
Ai[τ
−1
ij ]
ψij //

Aj [τ
−1
ji ]

Bi[τ
−1
ij ]
ψ′ij // Bj [τ
−1
ji ]
whose vertical arrows are induced by the map OPr−1
Z
→ ϕ∗OY0 associated with ϕ, and where
ψ′ij is the isomorphism given by the rule :
Ti 7→ Tj · τji.
Likewise, we get a commutative diagram
OY0(n)(U
′
ij)
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
((PP
PPP
PPP
PPP
P
(V Ti)
nBi[τ
−1
ij ]
// (V Tj)
nBj [τ
−1
ji ]
whose downward arrows are induced by the restriction maps of the sheaf OY0(n), and where the
horizontal map is the Bi[τ
−1
ij ]-linear map given by the rule
(V Ti)
n 7→ (V Tj)n · τnji
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and where the Bi[τ
−1
ij ]-module structure of (V Tj)
nBj [τ
−1
ji ] is defined by restriction of scalars
along the isomorphism ψ′ij . Comparing with example 10.6.8 we deduce a natural isomorphism
of OPr−1
Z
-modules :
ϕ∗OY0(n)
∼→
⊕
k∈N
OPr−1
Z
(n + k) for every n ∈ N.
On the other hand, from [39, Ch.III, Prop.2.1.12] we get isomorphisms ofN-graded Z-modules:
Hp
(
Pr−1Z ,
⊕
k∈N
OPr−1
Z
(k)
)
=
{
0 for every p > 0
A for p = 0
Now, since ϕ is affine, we have
Hp(Y0,OY0(n)) = H
p(Pr−1Z , ϕ∗OY0(n)) for every n ∈ N
and assertion (ii) already follows. We also deduce an isomorphism of N-graded Z-modules
H0(Y0,OY0(n))
∼→ H0
(
Pr−1Z ,
⊕
k∈N
OPr−1
Z
(n+ k)
)
= In0
where grkI
n
0 := grn+kA, for every k ∈ N. To conclude the proof in this case, it remains only
to check that this identification is the inverse of the natural map of (i). To this aim, we consider
the induced commutative diagram
H0(Y0,OY0(n)) //

H0(Pr−1Z , ϕ∗OY0(n))

H0(U ′i ,OY0(n)) // H
0(Ui, ϕ∗OY0(n)).
Now, let T α := T α11 · · ·T αrr ∈ grkIn be any monomial (for any k ∈ N); by inspecting the
foregoing notation, we see that the image of T α inH0(U ′i ,OY0(n)) equals (V Ti)
nT ki τ
α1
i,1 · · · ταri,r ,
which maps to the section T n+ki τ
α1
i,1 · · · ταri,r ofH0(Ui, ϕ∗OY0(n)). But the latter is also the image
of T α under the restriction mapH0(Pr−1Z ,OPr−1(n+ k))→ H0(Ui,OPr−1(n+ k)), whence the
contention.
Next, let A, f and I as in (10.6.44), and we define likewise R ⊂ A[V ] as the Rees algebra
associated with the I-adic filtration of A; we consider the homomorphism of graded Z-algebras
G : R0 → R V nx 7→ V ng(x) for every n ∈ N and every x ∈ In0 .
Notice that G is even a morphism of N-graded A0-algebras, for the A0-algebra structure on A
and R induced by g. There follows a morphism of N-graded A-algebras
h′ : A⊗A0 R0 → R
whose restriction grnh
′ is induced by the natural map A ⊗A0 In0 → In, for every n ∈ N. The
latter is an isomorphism for every n ∈ N, by virtue of lemma 7.8.22, and it is clear that the mor-
phism ψ of (10.6.44) equals Projh′; in view of (10.6.10), we deduce that the diagram (10.6.42)
is cartesian under the current assumptions, and moreover h′ induces natural isomorphisms of
OY -modules
ψ∗OY0(n)
∼→ OY (n) for every n ∈ N.
Denote by U′ the affine open covering (U ′i | i = 1, . . . , r) of Y0, and set ψ−1U′ := (ψ−1U ′i | i =
1, . . . , r). there follows a natural isomorphism of alternating Cˇech complexes
(10.6.48) C•alt(U
′,OY0(n))⊗A0 A ∼→ C•alt(ψ−1U′,OY (n)) for every n ∈ N.
Claim 10.6.49. The natural map C•alt(U
′,OY0(n))
L⊗A0 A → C•alt(U′,OY0(n)) ⊗A0 A is an iso-
morphism in D(A-Mod), for every n ∈ N.
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Proof of the claim. We consider the standard spectral sequence
Epq1 := Tor
A0
−q(C
p
alt(U
′,OY0(n)), A)⇒ Hp+q(C•alt(U′,OY0(n))
L⊗A0 A)
and notice that it suffices to check that Epq1 = 0 for every p 6= 0, since in that case the abutment
is naturally isomorphic to the cohomology of the complex (E0,•1 , d
0,•
1 ), which is the same as
C•alt(U
′,OY0(n))⊗A0 A. However, with the foregoing notation, we see that Cqalt(U′,OY0(n)) is
a direct sum of finitely manyA0-modules, each of which is a localization of Bi, for some i ≤ r,
so we are reduced to checking that TorA0p (Bi, A) = 0 for i = 1, . . . , r and every p > 0. But in
turn, Bi is the degree 0 summand of a Z-graded A0-module, which is a localization of R0, so
we are further reduced to checking that TorA0p (R0, A) = 0 for every p > 0, or equivalently, that
TorA0p (I
n
0 , A) = 0 for every p > 0 and every n ∈ N. The latter follows from lemma 7.8.22. ♦
Combining (10.6.48), claim 10.6.49 and theorem 10.2.28(ii), we get a natural isomorphism :
C•alt(U
′,OY0(n))
L⊗A0 A ∼→ RΓ(Y,OY (n)) in D(A-Mod), for every n ∈ N.
By the same token, we have a natural isomorphism C•alt(U
′,OY0(n))
∼→ RΓ(Y0,OY0(n)) in
D(A0-Mod), whence a standard spectral sequence for every n ∈ N
E(n)pq2 := Tor
A0
−p(H
q(Y0,OY0(n)), A)⇒ Hp+q(C•alt(U′,OY0(n))
L⊗A0 A)
and the previous case tells us that E(n)pq2 = 0 for every q > 0 and every n ∈ N, and moreover
E(n)p02 = Tor
A0
−p(I
n
0 , A) for every p ∈ Z and every n ∈ N. Lastly, by invoking again lemma
7.8.22 we see that E(n)p02 = 0 whenever p 6= 0, and E(n)002 = In0A = In for every n ∈ N,
which concludes the proof of the proposition. 
Theorem 10.6.50. With the notation of (10.6.44), the following conditions are equivalent :
(a) The ring A satisfies condition (a)unf .
(b) The inverse system (Hp(Y,OY (n)) | n ∈ N) deduced from the system of maps (10.6.45)
is uniformly essentially zero for every p > 0, and the same holds for the kernel and
cokernel of the natural morphism of inverse systems (In → H0(Y,OY (n)) | n ∈ N).
(c) There exists n ∈ N such that In · Hp(Y,OY ) = 0 for every p > 0, and In annihilates
the kernel and cokernel of the natural map A→ H0(Y,OY ).
Proof. Define I0 ⊂ A, the Rees algebras R0, R, and the morphism π0 : Y0 → X0 := SpecA0 as
in the proof of proposition 10.6.46. We set Y ′ := Y0 ×X0 X and define J ⊂ OY ′ , ψ : Y → Y
and ψ : Y → Y ′ as in lemma 10.6.43, so that J is the kernel of the induced map ψ♯ : OY ′ →
ψ∗OY . We shall consider as well the condition :
(d) There exists k ∈ N such that IkJ = Ik · TorX0i (OY0,OX) = 0 for every i > 0.
Claim 10.6.51. If condition (a) holds, there exists k ∈ N such that
Ik · TorA0i (In0 , A) = Ik ·Ker(In0 ⊗A0 A→ In) = 0 for every n ∈ N and every i > 0.
Proof of the claim. For every integer p > 0, let k(p) be the step of the uniformly essentially
zero system (TorA0p (A0/I
n
0 , A) | n ∈ N). For p > 1 (resp. for p = 1), the integer k(p) is also
the step of the uniformly essentially zero system (T np−1 := Tor
A0
p−1(I
n
0 , A) | n ∈ N) (resp. the
uniformly essentially zero system (Kn := Ker(In0 ⊗A0 A → In) | n ∈ N)). Now, for every
a ∈ Ik(p)0 , scalar multiplication by a on In0 factors through the inclusion map In+k(p)0 → In0 ,
so it induces the zero map on T np−1 (resp. on K
n) for every n ∈ N. Lastly, recall that the
homological dimension of A0 equals r + 1, so T
n
p = 0 for every p > r + 1. We may therefore
choose k := max(k(1), . . . , k(r + 1)). ♦
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(a)⇒(d): Indeed, recall that we have a natural OY ′(U ×X0 X)-linear isomorphism
Γ(U ×X0 X,TorX0i (OY0 ,OX)) ∼→ Ti(U) := TorA0i (H0(OY0(U), A)
for every affine open subsets U ⊂ Y0. Since Y ′ is quasi-compact, and taking into account
lemma 10.6.43, it will then suffice to find k ∈ N and a finite open covering U• := (Uλ | λ ∈ Λ)
of Y0 such that
• Ik · Ti(Uλ) = 0 for every i > 0 and every λ ∈ Λ
• Ik ·Ker(ψ♯Uλ : OY0(Uλ)⊗A0 A→ OY (ψ−1Uλ)) = 0 for every λ ∈ Λ.
However, we may choose U• such OY0(Uλ) is a direct summand of a graded localization of R0,
for every λ ∈ Λ; then Ti(Uλ) is a direct summand of a localization of TorA0i (R0, A), and ψ♯Uλ
is a direct summand of a localization of the natural map R0 ⊗A0 A → R. Thus, the assertion
follows from claim 10.6.51.
(b)⇒(c): The natural identification I nOY ∼→ OY (n) of remark 10.6.39(iv) yields exact
cohomology sequences
Hp(Y,OY (n))
αpn−−→ Hp(Y,OY )→ Hp(Y,OY /I nOY ) for every p, n ∈ N.
However, assumption (b) implies that for every p > 0 there exists k ∈ N such that αpn is
the zero map, for every n ≥ k; hence, for such k the term Hp(Y,OY ) is a submodule of
Hp(Y,OY /I
kOY ), which is obviously annihilated by I
k. By the same token we get a commu-
tative ladder with exact rows for every n ∈ N :
0 // In //
βn

A //
γn

A/In //
δn

0
0 // H0(Y,OY (n)) // H
0(Y,OY ) // H
0(Y,OY /I
nOY )
whence an exact sequence
0→ Ker βn τn−−→ Ker γn → Ker δn → Coker βn σn−−→ Coker γn → Coker δn.
However, assumption (b) implies that there exists n ∈ N such that τn and σn both vanish; since
Ker δn and Coker δn are both annihilated by I
n, we conclude that (c) holds.
Next, we show that (d) implies both (a) and (b). To this aim, we remark :
Claim 10.6.52. Suppose that condition (d) holds; then we have :
(i) The inverse system (T in := Tor
X0
i (OY0(n),OX) | n ∈ N) induced by the system of
morphisms (10.6.45) is uniformly essentially zero, for every i > 0.
(ii) Likewise, the inverse system (J (n) := Ker(OY ′(n) → ψ∗OY (n)) | n ∈ N) is uni-
formly essentially zero.
Proof of the claim. (i): There exists an affine open covering (U1, . . . , Ur) of Y0 such that
(I OY0)|Ui = fiOY0 for every i = 1, . . . , r
and fi is a regular element of OY0(Ui), whence an identification
(I nOY0)|Ui = f
n
i OUi
∼→ OUi for every i = 1, . . . , r.
Under this identification, the restriction OY0(n + 1)|Ui → OY0(n)|Ui of the morphism (10.6.45)
corresponds to the scalar multiplication by fi. Hence, the inverse system ((T in )|Ui | n ∈ N) is
naturally identified with the inverse system (T ′in | n ∈ N) with T ′in := TorX0i (OUi,OX) for
every i, n ∈ N, with transition maps given by scalar multiplication by fi, whence (i).
For the proof of (ii) one argues in the same way, using the fact that IkJ = 0 for some k ∈ N
whose existence is ensured by condition (d) : the details shall be left to the reader. ♦
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We consider now the inverse systems of spectral sequences provided by proposition 10.2.30
(10.6.53) E(n)pq2 := H
p(Y0 ×X0 X,TorX0−q (OY0(n),OX))⇒ Hp+q(A
L⊗A0 RΓOY0(n))
where, as usual, the transition maps E(n + 1)pq2 → E(n)pq2 are induced by the morphisms
(10.6.45). ClearlyEpq2 = 0 if either p < 0 or q > 0, and claim 10.6.52(i) implies that the inverse
system (E(n)pq2 | n ∈ N) is uniformly essentially zero whenever q < 0. It follows already that
the inverse system (E(n)pq∞ | n ∈ N) is uniformly essentially zero whenever p+ q < 0. On the
other hand, proposition 10.6.46 shows that
H−i(A
L⊗A0 RΓOY0(n)) = TorA0i (A, In0 ) for every i ∈ Z.
Summing up, and taking into account lemma 7.8.18, a simple induction shows that the system
(TorA0i (A, I
n
0 ) | n ∈ N) is uniformly essentially zero for every i > 0. Notice also that E(n)p02 =
Hp(Y ′,OY ′(n) for every n, p ∈ N.
Claim 10.6.54. (i) The inverse system (E(n)p0s ) | n ∈ N) is uniformly essentially zero, for
every p > 0 and every s ≥ 2.
(ii) The kernel and cokernel of the natural morphism of inverse systems
h• : (A⊗A0 In0 | n ∈ N)→ (E(n)002 | n ∈ N)
are both uniformly essentially zero.
Proof of the claim. (i): We argue by descending induction on p : if p ≥ r, we have E(n)p02 = 0
for every n ∈ N, by theorem 10.2.28(iii), hence the claim trivially holds in this case. Thus,
suppose that q < r, and that the claim is already known for every p > q and every s ≥ 2. We
show, by descending induction on s ≥ 2, that (E(n)q0s | n ∈ N) is uniformly essentially zero.
Since E(n)q−s,s−12 = 0 for every s ≥ 2, we have E(n)q−s,s−1s = E(n)q+s,1−ss = 0 as well,
whenever q + s ≥ r, and therefore E(n)q0s = E(n)q0∞ = 0 for every p > 0 and every s ≥ r.
Thus, suppose that 2 ≤ t < r, and that the assertion is known for every s > t; we consider the
exact sequence of inverse systems
0→ (E(n)q0t+1 | n ∈ N)→ (E(n)q0t | n ∈ N)→ (E(n)q+t,1−tt | n ∈ N).
Since 1 − t < 0, the third term is uniformly essentially zero, and the same holds for the first
term, by inductive assumption; by lemma 7.8.18, we deduce that the same holds for the middle
term, as required.
(ii): The map hn is the composition of the projection h
′
n : A ⊗A0 In0 → E(n)00∞ with the
injective map h′′n : E(n)
00
∞ → E(n)002 deduced from the spectral sequences (10.6.53). But
since the inverse system (E(n)p,−p2 | n ∈ N) is uniformly essentially zero for every p > 0, and
vanishes for p ≥ r, the same holds for the inverse systems (E(n)p,−p∞ | n ∈ N), and consequently
the kernel of h′• is uniformly essentially zero. Likewise, it is easily seen that the cokernel of h
′′
•
is uniformly essentially zero. ♦
Define J (n) as in claim 10.6.52(ii), and set J(n)p := Hp(Y ′,J (n) for every n, p ∈ N; we
get an exact sequence of inverse systems
(J(n)p | n ∈ N)→ (E(n)p02 | n ∈ N) k
p
•−−→ (Hp(Y,OY (n)) | n ∈ N)→ (J(n)p+1 | n ∈ N)
for every p ∈ N, and claims 10.6.52(ii) and 10.6.54(i) imply that the first and third terms are
uniformly essentially zero, whenever p > 0. Therefore, the same holds for the middle term.
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Lastly, we consider the commutative diagram
(A⊗A0 In0 | n ∈ N)
m• //
h•

(In | n ∈ N)
l•

(E(n)002 | n ∈ N)
k0• // (H0(Y,OY (n)) | n ∈ N)
where m• is given by the natural surjections, and h• is defined as in claim 10.6.54. Since the
inverse system (J(n)p | n ∈ N) is uniformly essentially zero for p = 0, 1, we see that the
kernel and cokernel of k0• are both uniformly essentially zero. In view of claim 10.6.54(ii), it
follows immediately that the kernel ofm• is uniformly essentially zero, and the same holds for
the kernel and cokernel of l•, which concludes the verification of both (a) and (b).
Lastly, we check that (c) implies both (a) and (b). To this aim we consider, for every n ∈ N,
the spectral sequences provided by proposition 10.2.30(ii)
E(n)pq2 :=Tor
A0
−p(I
n
0 , H
q(Y,OY ))⇒ Hp+q(In0
L⊗A0 RΓOY )
F (n)pq2 :=H
p(Y,TorX0−q (I
n
0 ,OY ))⇒ Hp+q(In0
L⊗A0 RΓOY ).
Moreover, for every ∈ N denote by
ϕn : Tor
X0
0 (OY0,I
n
0 ) = π
∗
0I
n
0 → I n0 OY0 = OY0(n)
the natural morphism, and notice that ψ∗π∗0I
n
0 = Tor
X0
0 (I
n
0 ,OY ).
Claim 10.6.55. (i) The inverse system (Kerϕn | n ∈ N) is uniformly essentially zero, and the
same holds for the inverse system (TorX0q (I
n
0 ,OY ) | n ∈ N), for every q > 0.
(ii) The inverse system (H i(In0
L⊗A0 RΓOY ) | n ∈ N) is uniformly essentially zero for i 6= 0.
(iii) The spectral sequences E(n)••2 induce, for every p ∈ Z, an epimorphism of inverse
systems (E(n)p02 | n ∈ N)→ (E(n)p0∞ | n ∈ N) whose kernel is uniformly essentially zero.
(iv) The spectral sequences F (n)••2 induce, for every p ∈ Z, a monomorphism of inverse
systems (F (n)p0∞ | n ∈ N)→ (F (n)p02 | n ∈ N) whose cokernel is uniformly essentially zero.
(v) The inverse systems (E(n)p,−p2 | n ∈ N) and (F (n)−p,p2 | n ∈ N) are uniformly essentially
zero for p < 0, and vanish identically for p > 0.
Proof of the claim. (i): We look at the spectral sequence
G(n)2pq := Tor
Y0
p (OY ,Tor
X0
q (OY0,I
n
0 ))⇒ TorX0p+q(I n0 ,OY )
of proposition 10.2.30(i). Since Y0 is a noetherian scheme, corollary 7.9.20(iii) implies that the
inverse system (TorX0q (OY0,I
n
0 ) | n ∈ N) is uniformly essentially zero for every q > 0, so the
same holds for the inverse system (G(n)pq2 | n ∈ N), for every p ∈ N and every q > 0. By the
same token, the inverse system (Kerϕn | n ∈ N) is uniformly essentially zero; since the functor
TorY0p (OY ,−) : D−(OY0-Modqcoh)→ D−(OY -Modqcoh)
is triangulated for every p ∈ Z, we get a short exact sequence
0→ TorY0p (OY ,Kerϕn)→ G(n)2p0 → TorY0p (OY ,OY0(n))→ 0 for every p, n ∈ N
which shows that the inverse system (G(n)2p0 | n ∈ N) is uniformly essentially zero for every
p > 0. The assertion now follows by a simple induction, using lemma 7.8.18.
(ii): Condition (c) implies that the inverse system (E(n)pq2 | n ∈ N) is uniformly essentially
zero for q > 0, and clearly it vanishes identically when either q < 0 or p > 0. It also vanishes
identically for q ≥ r, due to theorem 10.2.28(iii). Summing up, we see that the filtration
induced by the spectral sequence E(n)••2 on its abutmentH
i := H i(In0
L⊗A0 RΓOY ) is finite for
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every i ∈ Z, and the inverse systems of its graded subquotients (E(n)pq∞ | n ∈ N) are uniformly
essentially zero whenever p+ q > 0, whence the assertion in case i > 0, after invoking as usual
lemma 7.8.18. For i < 0, we argue likewise, using the spectral sequences F (n)••2 : indeed,
we see again easily that the filtration induced on the abutment H i is finite for every i ∈ Z;
moreover, if p < 0 the inverse system (F (n)pq2 | n ∈ N) is identically zero, and it is uniformly
essentially zero if q < 0, by virtue of (i), whence the assertion.
(iii): For p > 0 we have E(n)p02 = 0 for every n ∈ N, so the assertion is trivial in this case.
For p ≤ 0, notice that E(n)p+s,1−ss = 0 for every s ≥ 2, hence E(n)p0s is a quotient of E(n)p02
for every s ≥ 2, whence a surjection E(n)p02 → E(n)p0∞ as sought. Moreover, notice that the
inverse system (E(n)p−s,s−12 | n ∈ N) is uniformly essentially zero for every s ≥ 2, due to
condition (c) and lemma 7.8.23, and it vanishes identically for s ≥ r. Then the same holds for
the inverse system (E(n)p−s,s−1s | n ∈ N), for every s ≥ 2, and the assertion follows easily.
(iv): For p < 0 we have F (n)p02 = 0 for every n ∈ N, so the assertion is trivial in this
case. For p ≥ 0, notice that F (n)p−s,s−1s = 0 for every s ≥ 2, hence F (n)p0s is a submodule
of F (n)p02 for every s ≥ 2, whence a injection F (n)p0∞ → F (n)p02 as sought. Moreover, notice
that the inverse system (F (n)p+s,1−s2 | n ∈ N) is uniformly essentially zero for every s ≥ 2,
due to (i), and it vanishes identically for s ≥ r. Then the same holds for the inverse system
(F (n)p+s,1−ss | n ∈ N), for every s ≥ 2, and the assertion follows easily.
(v): The assertion for p > 0 is obvious, and the case p < 0 for (E(n)p,−p2 | n ∈ N) follows
from condition (c) and lemma 7.8.23, and for (F (n)−p,p2 | n ∈ N) follows from (i). ♦
Assumption (c) implies that the natural map A→ H0(Y,OY ) induces a morphism of inverse
systems
(TorA0−p(I
n
0 , A) | n ∈ N)→ (E(n)p02 | n ∈ N) for every p ∈ Z
whose kernel and cokernel are uniformly essentially zero. Combining with claim 10.6.55(ii,iii),
it follows already that the inverse system (TorA0p (A/I
n
0 , A) | n ∈ N) is uniformly essentially
zero for every p > 1. Next, since OY0(n) is a flat OY0-module for every n ∈ N, we have an
exact sequence of OY -modules
0→ ψ∗Kerϕn → TorX00 (I n0 ,OY )→ ψ∗OY0(n) = OY (n)→ 0
whence exact sequences
Hp(Y, ψ∗Kerϕn)→ F (n)p02 → Hp(Y,OY (n))→ Hp+1(Y, ψ∗Kerϕn)
for every p ∈ Z and every n ∈ N. Combining with claim 10.6.55(ii,iv), we deduce that the
inverse system (Hp(Y,OY (n)) | n ∈ N) is uniformly essentially zero for every p > 0.
Lastly, claim 10.6.55(v) implies that (E(n)p,−p∞ | n ∈ N) and (F (n)−p,p∞ | n ∈ N) vanish
identically for every p > 0, and are uniformly essentially zero inverse systems for p < 0. It
follows that the spectral sequences E(n)••2 and F (n)
••
2 induce respectively a monomorphism
and an epimorphism
(E(n)00∞ | n ∈ N)→ (H0(In0
L⊗A0 RΓOY ) | n ∈ N)→ (F (n)00∞ | n ∈ N)
and the kernel and cokernel of the composition of these morphisms are uniformly essentially
zero inverse systems. Taking into account claim 10.6.55(iv) we get therefore a commutative
diagram of inverse systems
(E(n)002 | n∈N) // (E(n)00∞ | n ∈ N) // (F (n)00∞ | n ∈ N)

(In0 ⊗A0 H0(Y,OY ) | n ∈ N)
β• // (H0(Y,OY (n) | n ∈ N) (F (n)002 | n ∈ N)oo
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all whose arrows, except possibly β•, have uniformly essentially zero kernels and cokernels, but
then also β• does.
Claim 10.6.56. β• is the map induced by the identification ωn : I nOY
∼→ OY (n) of remark
10.6.39(iv) and the natural map ψ∗π∗0I
n
0 → I nOY .
Proof of the claim. Indeed, by construction, the map F (n)002 → H0(Y,OY (n)) is obtained from
the identification ωn and the natural isomorphism Tor
X0
0 (OY0,I
n
0 )
∼→ ψ∗π∗0I n0 , so we are
reduced to checking that the map
E(n)002 = I
n
0 ⊗A0 H0(Y,OY )→ F (n)002 = H0(Y, ψ∗π∗0I n0 )
deduced from the foregoing commutative diagram, agrees with the standard one that assigns
to any element x ⊗ s its class in H0(Y, ψ∗π∗0I n0 ). To this aim, set Ui := D+(fi) ⊂ Y for
i = 1, . . . , r, and let Y ′′ := ∐ri=1Ui, the affine X-scheme given by the disjoint union of the
affine open subsets U1, . . . , Ur. We have an obvious morphism ν : Y
′′ → Y of schemes, that
restricts to the inclusion map on each open subset Ui of Y
′′, and let also ψ′′ := ψ ◦ν : Y ′′ → Y0.
We have as well two systems of spectral sequences E ′′(n)••2 and F
′′(n)••2 , obtained as in the
foregoing, after replacing Y by Y ′′ and OY by OY ′′ . By functoriality of the spectral sequences,
there follows a commutative diagram
E(n)002 = I
n
0 ⊗A0 H0(Y,OY ) //

F (n)002 = H
0(Y, ψ∗π∗0I
n
0 )

E ′′(n)002 = I
n
0 ⊗A0 H0(Y ′′,OY ′′) // F ′′(n)002 = H0(Y ′′, ψ′′∗π∗0I n0 )
and notice that the right vertical arrow is injective. Thus, it suffices to check that the bottom
horizontal arrow is the expected map. However, we have E ′′(n)002 = E
′′(n)00∞ = E
′′(n)0∞ =
F ′′(n)0∞ = F
′′(n)00∞ = F
′′(n)002 for every n ∈ N, and a direct inspection shows that the bottom
horizontal map is the identity map, whence the claim. ♦
From claim 10.6.56 and condition (c), it follows already that the natural morphism of in-
verse systems (In0 ⊗A0 A | n ∈ N) → (H0(Y,OY (n)) | n ∈ N) has uniformly essentially
zero kernel and cokernel. But the latter factors as the composition of the epimorphism of in-
verse systems (In0 ⊗A0 A | n ∈ N) → (In | n ∈ N) and the natural morphism (In | n ∈
N) → (H0(Y,OY (n)) | n ∈ N). It follows that the kernels and cokernels of both of the latter
morphisms are uniformly essentially zero, and the proof of the theorem is concluded. 
Remark 10.6.57. By direct inspection of the proof, we obtain the following refinement of
theorem 10.6.50. For every r ∈ N there exists an integer ν(r) such that, if the ring A satisfies
condition (a)unf with step ≤ r, then the inverse system (Hp(Y,OY (n)) | n ∈ N) is uniformly
essentially zero with step ≤ ν(r), and the same holds for the kernel and cokernel of the inverse
system (In → H0(Y,OY (n)) | n ∈ N). The detailed verification shall be left to the reader.
11. DUALITY THEORY
11.1. Duality for quasi-coherent modules. Let f : X → Y be a morphism of schemes;
theorem 10.1.16 falls short of proving thatLf ∗ is a left adjoint toRf∗, since the former functor is
defined on bounded above complexes, while the latter is defined on complexes that are bounded
below. This deficency has been overcome by N.Spaltenstein’s paper [105], where he shows
how to extend the usual constructions of derived functors to unbounded complexes. On the
other hand, in many cases one can also construct a right adjoint to Rf∗. This is the subject of
Grothendieck’s duality theory. We shall collect the statements that we need from that theory,
and refer to the original source [63] for the rather elaborate proofs.
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11.1.1. For any morphism of schemes f : X → Y , let f : (X,OX) → (Y, f∗OX) be the
corresponding morphism of ringed spaces. The functor
f ∗ : OX -Mod→ f∗OX-Mod
admits a left adjoint f ∗ defined as usual ([37, Ch.0, §4.3.1]). In case f is affine, f is flat and the
unit and counit of the adjunction restrict to isomorphisms of functors :
1→ f∗ ◦ f∗ : f∗OX-Modqcoh → f∗OX-Modqcoh
f∗ ◦ f∗ → 1 : OX-Modqcoh → OX-Modqcoh.
on the corresponding subcategories of quasi-coherent modules ([38, Ch.II, Prop.1.4.3]). It fol-
lows easily that, on these subcategories, f∗ is also a right adjoint to f∗.
Lemma 11.1.2. Keep the notation of (11.1.1), and suppose that f is affine. Then the functor :
f∗ : D+(f∗OX-Mod)qcoh → D+(OX-Mod)qcoh
is right adjoint to the functor Rf ∗ : D
+(OX-Mod)qcoh → D+(f∗OX -Mod)qcoh. Moreover, the
unit and counit of the resulting adjunction are isomorphisms of functors.
Proof. By trivial duality (theorem 10.1.16), f ∗ is left adjoint to Rf ∗ on D
+(OX-Mod); it suf-
fices to show that the unit (resp. and counit) of this latter adjunction are isomorphisms for every
object K• of D+(OX-Mod)qcoh (resp. L• of D+(f∗OX-Mod)qcoh). Concerning the unit, we
can use a Cartan-Eilenberg injective resolution of f∗K•, and a standard spectral sequence, to re-
duce to the case where K• = F [0] for a quasi-coherent f∗OX-module F ; however, the natural
map f ∗ ◦ f ∗F → Rf ∗ ◦ f∗F is an isomorphism, so the assertion follows from (11.1.1). 
Remark 11.1.3. (i) Even when both X and Y are affine, neither the unit nor the counit of
adjunction in (11.1.1) is an isomorphism on the categories of all modules. For a counterexample
concerning the unit, consider the case of a finite injection of domains A→ B, where A is local
and B is semi-local (but not local); let f : X := SpecB → SpecA be the corresponding
morphism, and denote by F the f∗OX -module supported on the closed point, with stalk equal
to B. Then one verifies easily that f ∗ ◦ f ∗F is a direct product of finitely many copies of
F , indexed by the closed points of X . Concerning the counit, keep the same morphism f , let
U := X \{x}, where x is a closed point and set F := j!OU ; then it is clear that f ∗ ◦ f ∗F is
supported on the complement of the closed fibre of f .
(ii) Similarly, one sees easily that f ∗ is not a right adjoint to f ∗ on the category of all f∗OX-
modules.
(iii) Incidentally, the analogous functor f ∗e´t defined on the e´tale (rather than Zariski) site is a
right adjoint to fe´t∗ : OX,e´t-Mod→ f∗OX,e´t-Mod, and on these sites the unit and counit of the
adjunctions are isomorphisms for all modules.
11.1.4. For the construction of the right adjoint f ! to Rf∗, one considers first the case where
f factors as a composition of a finite morphism followed by a smooth one, in which case f !
admits a corresponding decomposition. Namely :
• In case f is smooth, we shall consider the functor :
f ♯ : D(OY -Mod)→ D(OX-Mod) K• 7→ f ∗K• ⊗OX ΛnOXΩ1X/Y [n]
where n is the locally constant relative dimension function of f .
• In case f is finite, we shall consider the functor :
f ♭ : D+(OY -Mod)→ D+(OX-Mod) K• 7→ f∗RHom•OY (f∗OX , K•).
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If f is any quasi-projective morphism, such factorization can always be found locally onX , and
one is left with the problem of patching a family of locally defined functors ((f|Ui)
! | i ∈ I),
corresponding to an open covering X =
⋃
i∈I Ui. Since such patching must be carried out in
the derived category, one has to take care of many cumbersome complications.
11.1.5. Recall that a finite morphism f : X → Y is said to be pseudo-coherent if f∗OX is a
pseudo-coherent OY -module. This condition is equivalent to the pseudo-coherence of f in the
sense of [12, Exp.III, De´f.1.2].
Lemma 11.1.6. Let f : X → Y be a finite morphism of schemes. Then :
(i) If f is finitely presented, the functor
F 7→ f ∗HomOY (f∗OX ,F )
is right adjoint to f∗ : OX -Modqcoh → OY -Modqcoh.
(ii) If f is pseudo-coherent, the functor
K• 7→ f∗RHom•OY (f∗OX , K•) : D+(OY -Mod)qcoh → D+(OX-Mod)qcoh
is right adjoint to
Rf∗ : D
+(OX-Mod)qcoh → D+(OY -Mod)qcoh
(notation of (10.3)).
Proof. (i): Under the stated assumptions, f∗OX is a finitely presented OY -module (by claim
9.1.33), hence the functor
F 7→ HomOY (f∗OX ,F ) : OY -Mod→ f∗OX-Mod
preserves the subcategories of quasi-coherent modules, hence it restricts to a right adjoint for the
forgetful functor f∗OX-Modqcoh → OY -Modqcoh (claim 10.1.15). Then the assertion follows
from (11.1.1).
(ii) is analogous : since f∗OX is pseudo-coherent, the functor
K• 7→ RHom•OY (f∗OX , K•) : D+(OY -Mod)→ D+(f∗OX-Mod)
preserves the subcategories of complexes with quasi-coherent homology, hence it restricts to
a right adjoint for the forgetful functor D+(f∗OX-Mod)qcoh → D+(OY -Mod)qcoh, by lemma
10.1.14(iii). To conclude, it then suffices to apply lemma 11.1.2. 
Proposition 11.1.7. Suppose that X
f−→ Y g−→ Z h−→ W are morphisms of schemes. Then :
(i) If f and g are finite and f is pseudo-coherent, there is a natural isomorphism of functors
on D+(OZ-Mod) :
ξf,g : (g ◦ f)♭ ∼→ f ♭ ◦ g♭.
(ii) If f and g ◦ f are finite and pseudo-coherent, and g is smooth of bounded fibre dimen-
sion, there is a natural isomorphism of functors on D+(OZ-Mod) :
ζf,g : (g ◦ f)♭ ∼→ f ♭ ◦ g♯.
(iii) If f , g and h ◦ g are finite and pseudo-coherent, and h is smooth of bounded fibre
dimension, then the diagram of functors on D+(OW -Mod) :
(h ◦ g ◦ f)♭ ζg◦f,h //
ξf,h◦g

(g ◦ f)♭ ◦ h♯
ξf,g◦h
♯

f ♭ ◦ (h ◦ g)♭ f
♭(ζg,h) // f ♭ ◦ g♭ ◦ h♯
commutes.
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(iv) If, moreover
Y
g //
h′

Z
h

W ′
j // W
is a cartesian diagram of schemes, such that h is smooth of bounded fibre dimension
and j is finite and pseudo-coherent, then there is a natural isomorphism of functors :
ϑj,h : g
♭ ◦ h♯ ∼→ h′♯ ◦ j♭.
Proof. This is [63, Ch.III, Prop.6.2, 8.2, 8.6]. We check only (i). There is a natural commutative
diagram of ringed spaces :
(X,OX)
f //
f &&▼▼
▼▼▼
▼▼▼
▼▼
(Y,OY )
g //
g ((PP
PPP
PPP
PPP
P
(Z,OZ)
(Y, f∗OX)
ϕ ((PP
PPP
PPP
PPP
P
α
OO
(Z, g∗OY )
γ
OO
(Z, (g ◦ f)∗OX)
β
OO
where :
(11.1.8) ϕ ◦ f = g ◦ f.
By claim 10.1.15, the (forgetful) functors α∗, β∗ and γ∗ admit right adjoints :
α♭ : OY -Mod→ f∗OX-Mod : F 7→ HomOY (f∗OX ,F )
β♭ : g∗OY -Mod→ (g ◦ f)∗OX-Mod : F 7→ Homg∗OY ((g ◦ f)∗OX ,F )
γ♭ : OZ-Mod→ g∗OY -Mod : F 7→ HomOZ (g∗OY ,F ).
Likewise, (γ ◦ β)∗ admits a right adjoint (γ ◦ β)♭ and the natural identification
γ∗ ◦ β∗ ∼→ (γ ◦ β)∗
induces a natural isomorphisms of functors :
(11.1.9) (γ ◦ β)♭ := HomOZ((g ◦ f)∗OX ,−) ∼→ β♭ ◦ γ♭.
(Notice that, in general, there might be several choices of such natural transformations (11.1.9),
but for the proof of (iii) – as well as for the construction of f ! for more general morphisms f –
it is essential to make an explicit and canonical choice.)
Claim 11.1.10. (i) α∗ ◦ ϕ∗ = g∗ ◦ β∗.
(ii) The natural commutative diagram of sheaves :
g−1g∗OY //

OY

g−1(g ◦ f)∗OX // f∗OX
is cocartesian.
Proof of the claim. (i) is an easy consequence of (ii). Assertion (ii) can be checked on the stalks,
hence we may assume that Z = SpecA, Y = SpecB and X = SpecC are affine schemes.
Let p ∈ Y be any prime ideal, and set q := g(p) ∈ Z; then (g−1g∗OY )p = Bq (the Aq-module
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obtained by localizing the A-module B at the prime q). Likewise, (g−1(g ◦ f)∗OX)p = Cq and
(f∗OX)p = Cp. Hence the claim boils down to the standard isomorphism : Cq⊗BqBp ≃ Cp. ♦
Let I• be a bounded below complex of injective OZ-modules; by lemma 10.1.14(i), γ
♭I• is a
complex of injective g∗OY -modules; taking into account (11.1.9) we deduce a natural isomor-
phism of functors on D+(OZ-Mod) :
(11.1.11) R(γ ◦ β)♭ ∼→ R(β♭ ◦ γ♭) = Rβ♭ ◦Rγ♭.
Furthermore, (11.1.8) implies that g ◦ f ∗ = f∗ ◦ ϕ∗. Combining with (11.1.11), we see that the
sought ξf,g is a natural transformation :
f∗ ◦ ϕ∗ ◦Rβ♭ ◦Rγ♭ → f ∗ ◦Rα♭ ◦ g∗ ◦Rγ♭
of functors on D+(OZ-Mod). Hence (i) will follow from :
Claim 11.1.12. (i) There exists a natural isomorphism of functors :
g∗OY -Mod→ f∗OX-Mod : ϕ∗ ◦ β♭ ∼→ α♭ ◦ g∗.
(ii) The natural transformation :
R(α♭ ◦ g∗)→ Rα♭ ◦ g∗
is an isomorphism of functors : D+(g∗OY -Mod)→ D+(f∗OX-Mod).
Proof of the claim. First we show how to construct a natural transformation as in (i); this is the
same as exhibiting a map of functors : α∗ ◦ϕ∗ ◦ β♭ → g∗. In view of claim 11.1.10(i), the latter
can be defined as the composition of g∗ and the counit of adjunction β∗ ◦ β♭ → 1g∗OY -Mod.
Next, recall the natural transformation :
(11.1.13) g∗Homg∗OY (F ,G )→ HomOY (g∗F , g∗G ) for every g∗OY -modules F and G
(defined so as to induce the pull-back map on globalHom functors). Notice that the natural map
g∗g∗F → F (counit of adjunction) is an isomorphism for every quasi-coherentOY -moduleF .
Especially, if F = g∗A for a quasi-coherent OY -module A , then (11.1.13) takes the form :
(11.1.14) g∗Homg∗OY (g∗A ,G )→ HomOY (A , g∗G ).
Furthermore, by inspecting the definitions (and the proof of claim 10.1.15), one verifies easily
that the map ϕ∗◦β♭(G )→ α♭◦g∗(G ) constructed above is the same as the map (11.1.14), taken
with A = f∗OX . Notice that, since f is pseudo-coherent, f∗OX is even a finitely presented
OY -module; thus, in order to conclude the proof of (i), it suffices to show that (11.1.14) is an
isomorphism for every finitely presented OY -module A and every g∗OY -module G . To this
aim, we may assume that Z and Y are affine; then we may find a presentation E := (O⊕pY →
O⊕qY → A → 0). We apply the natural transformation (11.1.14) to E , thereby obtaining a
commutative ladder with left exact rows; then the five-lemma reduces the assertion to the case
where A = OY , which is obvious. To prove assertion (ii) we may again assume that Y and Z
are affine, in which case we can find a resolution L• → f∗OX consisting of free OY -modules
of finite rank. For a given bounded below complex I• of injective g∗OY -modules, choose a
resolution g∗I• → J• consisting of injective OY -modules. We deduce a commutative ladder :
g∗Hom•g∗OY (g∗ ◦ f∗OX , I•)
µ1 //
λ1

Hom•OY (f∗OX , g
∗I•)
µ3 //

Hom•OY (f∗OX , J
•)
λ2

g∗Hom•g∗OY (g∗L•, I
•)
µ2 // Hom•OY (L•, g
∗I•)
µ4 // Hom•OY (L•, J
•).
Since g is flat, λ1 is a quasi-isomorphism, and the same holds for λ2. The maps µ1 and µ2 are of
the form (11.1.14), hence they are quasi-isomorphisms, by the foregoing proof of (i). Finally,
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it is clear that µ4 is a quasi-isomorphism as well, hence the same holds for µ3 ◦ µ1, and (ii)
follows. 
11.1.15. Let now f : X → Y be an embeddablemorphism, i.e. such that it can be factored as
a composition f = g ◦ h where h : X → Z is a finite pseudo-coherent morphism, g : Z → Y
is smooth and separated, and the fibres of g have bounded dimension. One defines :
f ! := h♭ ◦ g♯.
Lemma 11.1.16. Let X
f−→ Y g−→ Z h−→ W be three embeddable morphisms of schemes, such
that the compositions g ◦ f , h ◦ g and h ◦ g ◦ f are also embeddable. Then we have :
(i) There exists a natural isomorphism of functors
ψg,f : (g ◦ f)! ∼→ f ! ◦ g!.
Especially, f ! is independent – up to a natural isomorphism of functors – of the choice
of factorization as a finite morphism followed by a smooth morphism.
(ii) The diagram of functors :
(h ◦ g ◦ f)! ψh,g◦f //
ψh◦g,f

(g ◦ f)! ◦ h!
ψg,f◦h
!

f ! ◦ (h ◦ g)! f
!(ψh,g) // f ! ◦ g! ◦ h!
commutes.
Proof. The proof is a complicated verification, starting from proposition 11.1.7. See [63, Ch.III,
Th.8.7] for details. 
11.1.17. Let X
f−→ Y g−→ Z be two finite and pseudo-coherent morphisms of schemes. The
map f ♮ : OY → f∗OX induces a natural transformation :
(11.1.18) Hom•OZ (g∗(f
♮),−) : β∗ ◦ (γ ◦ β)♭ → γ♭
(notation of the proof of proposition 11.1.7(i)) and we wish to conclude this section by ex-
hibiting another compatibility involving (11.1.18) and the isomorphism ξf,g. To this aim, we
consider the composition of isomorphism of functors on D+(OZ-Mod)qcoh :
(11.1.19) Rf∗ ◦ g ◦ f ∗
'&%$ !"#1−→ α∗ ◦Rf∗ ◦ f ∗ ◦ ϕ∗
'&%$ !"#2−→ α∗ ◦ ϕ∗
'&%$ !"#3−→ g∗ ◦ β∗
where :
/.-,()*+1 is deduced from (11.1.8) and the decomposition f = α ◦ f .
/.-,()*+2 is induced from the counit of adjunction ε : Rf∗ ◦ f ∗ → 1 provided by lemma 11.1.2.
/.-,()*+3 is the identification of claim 11.1.10.
We define a morphism of functors as a composition :
(11.1.20) Rf∗ ◦ (g ◦ f)♭ = Rf∗ ◦ g ◦ f∗ ◦R(γ ◦ β)♭
'&%$ !"#4−→ g∗ ◦ β∗ ◦R(γ ◦ β)♭
'&%$ !"#5−→ g♭
where :
/.-,()*+4 is the isomorphism (11.1.19) ◦R(γ ◦ β)♭.
/.-,()*+5 is the composition of g∗ and the morphism β∗ ◦ R(γ ◦ β)♭ → Rγ♭ deduced from
(11.1.18).
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We have a natural diagram of functors on D+(OZ-Mod)qcoh :
(11.1.21)
R(g ◦ f)∗ ◦ (g ◦ f)♭
'&%$ !"#6
//
R(g◦f)∗(ξf,g)

Rg∗ ◦Rf∗ ◦ (g ◦ f)♭
'&%$ !"#9
//
Rg∗◦Rf∗(ξf,g)

Rg∗ ◦ g♭
R(g ◦ f)∗ ◦ (f ♭ ◦ g♭)
'&%$ !"#7
// Rg∗ ◦Rf∗ ◦ (f ♭ ◦ g♭) Rg∗ ◦ (Rf∗ ◦ f ♭) ◦ g♭
'&%$ !"#8
OO
where :
/.-,()*+6 and /.-,()*+7 are induced by the natural isomorphism R(g ◦ f)∗ ∼→ Rg∗ ◦Rf∗.
/.-,()*+8 is induced by the counit of the adjunction ε : Rf∗ ◦ f ♭ → 1.
/.-,()*+9 is Rg∗ ◦ (11.1.20).
Lemma 11.1.22. In the situation of (11.1.17), diagram (11.1.21) commutes.
Proof. The diagram splits into left and right subdiagrams, and clearly the left subdiagram com-
mutes, hence it remains to show that the right one does too; to this aim, it suffices to consider
the simpler diagram :
Rf∗ ◦ (g ◦ f)♭ //
Rf∗(ξf,g)

g♭
Rf∗ ◦ f ♭ ◦ g♭
99sssssssssss
whose horizontal arrow is (11.1.20), and whose upward arrow is deduced from the counit ε.
However, the counit ε, used in /.-,()*+8 , can be expressed in terms of the counit ε : Rf ∗◦f ∗ → 1, used
in /.-,()*+2 , therefore we are reduced to considering the diagram of functors on D+(OZ-Mod)qcoh :
α∗ ◦Rf ∗ ◦ f ∗ ◦ ϕ∗ ◦R(γ ◦ β)♭
'&%$ !"#a
//
Rf∗(ξf,g)

α∗ ◦ ϕ∗ ◦R(γ ◦ β)♭
'&%$ !"#c

'&%$ !"#e
// g∗ ◦ β∗ ◦R(γ ◦ β)♭
'&%$ !"#5

α∗ ◦ ϕ∗ ◦Rβ♭ ◦Rγ♭
'&%$ !"#d

α∗ ◦Rf ∗ ◦ f ∗ ◦Rα♭ ◦ g♭
'&%$ !"#b
// α∗ ◦Rα♭ ◦ g∗ ◦Rγ♭
/.-,()*+f
// g♭ = g∗ ◦Rγ♭
where :
76540123a and 76540123b are induced from ε.
76540123c is induced by the isomorphism (11.1.11).
76540123d is induced by the isomorphism of claim 11.1.12(i).
76540123e is induced by the identity of claim 11.1.10.
76540123f is induced by the counit α∗ ◦Rα♭ → 1.
Now, by inspecting the construction of ξf,g one checks that the left subdiagram of the latter di-
agram commutes; moreover, from claim 11.1.12(ii) (and from lemma 10.1.14(i)), one sees that
the right subdiagram is obtained by evaluating on complexes of injective modules the analogous
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diagram of functors on OZ-Mod :
α∗ ◦ ϕ∗ ◦ (γ ◦ β)♭
e
//
c

g∗ ◦ β∗ ◦ (γ ◦ β)♭
5

α∗ ◦ ϕ∗ ◦ β♭ ◦ γ♭
d

α∗ ◦ α♭ ◦ g∗ ◦ γ♭
f
// g∗ ◦ γ♭.
Furthermore, by inspecting the proof of claim 11.1.12(i), one verifies that f ◦ d is the same
as the composition
α∗ ◦ ϕ∗ ◦ β♭ ◦ γ♭
'&%$ !"#i−→ g∗ ◦ β∗ ◦ β♭ ◦ γ♭
/.-,()*+j
−→ g∗ ◦ γ♭
where 76540123j is deduced from the counit β∗ ◦β♭ → 1, and 76540123i is deduced from the identity of claim
11.1.10. Hence we come down to showing that the diagram :
β∗ ◦ (γ ◦ β)♭
β∗(11.1.9)

(11.1.18) // γ♭
β∗ ◦ β♭ ◦ γ♭
/.-,()*+k
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠♠
commutes in g∗OY -Mod, where 76540123k is deduced from the counit β∗ ◦ β♭ → 1. This is an easy
verification, that shall be left to the reader. 
11.2. Cousin complexes. In this section we study a special type of complexes of abelian
sheaves, called Cousin complexes, defined on a large class of topological spaces. These com-
plexes play an important role in the further development of duality theory for locally coherent
schemes : in many cases the techniques explained in this section will allow to exhibit canonical
representatives for the dualizing complexes that shall be investigated at length in section 11.3.
11.2.1. We resume the notation of (10.1.28), so (X,A ) is a ringed topological space, ϕ :
V → X a locally closed immersion, we denote by V the topological closure of V inX , and we
set ∂V := V \V . In (10.4.1) we have introduced the functor ΓV of sections with support in V ,
and its sheaf-valued variant ΓV . We now extend these definitions to the case of a general locally
closed immersion, by setting
ΓV := ϕ∗ ◦ ϕ∗ ◦ ΓV : A -Mod→ A -Mod ΓV := Γ ◦ ΓV : A -Mod→ A (X)-Mod.
The functor ΓV admits a derived functor
RΓV : D
+(A -Mod)→ D+(A -Mod)
obtained as usual by evaluating on injective resolutions of given bounded below complexes.
Remark 11.2.2. (i) We have the following explicit description of ΓV . Let k : V → X\∂V and
l : X \∂V → X be respectively the closed and open immersions. Since ϕ = l ◦ k, there exist
natural isomorphisms
ΓV
∼→ ϕ∗ ◦ k∗ ◦ l∗ ◦ ΓV ∼→ l∗ ◦ k∗ ◦ k∗ ◦ ΓV ◦ l∗ ∼→ l∗ ◦ ΓV ◦ l∗
where the last map is induced by the natural identification k∗ ◦ k∗ ◦ ΓV ∼→ ΓV provided by
lemma 10.1.30. There follows a natural isomorphism
ΓV F (S)
∼→ ΓV F (S\∂V ) for every open subset S of X.
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(ii) Notice that ∂V = ∅ if ϕ is a closed immersion; in this case, (i) says that the functor
defined in (11.2.1) is naturally isomorphic to its namesake introduced in (10.4.1), so the current
notation is consistent with that of section 10.4.
(iii) For a general locally closed subset V and any A -moduleF , the natural monomorphism
ιF : ΓV F → F induces a natural transformation
(11.2.3) ΓV F → ϕ∗ϕ∗F
which is a monomorphism for every such F , since the functor ϕ∗ϕ∗ is left exact. Notice that if
V is open inX , the map ϕ∗ιF is an isomorphism, so the same holds for (11.2.3).
Proposition 11.2.4. In the situation of (11.2.1), the functor ΓV is right adjoint to tV .
Proof. For ϕ a closed immersion, remark 11.2.2(ii) reduces the assertion to lemma 10.4.13(i),
since in this case ϕ! = ϕ∗. The assertion is also clear in case ϕ is an open immersion, since
in this case ΓV is naturally isomorphic to the functor ϕ∗ ◦ ϕ∗, by remark 11.2.2(iii). Notice
that V = V ∩ (X\∂V ). By proposition 10.1.31(i) (and by remark 1.1.17(i)) we are reduced to
exhibiting a natural isomorphism of functors
ΓV
∼→ ΓX\∂V ◦ ΓV .
But the existence of such an isomorphism is asserted already in remark 11.2.2(i). 
11.2.5. For our discussion, it will be important to know that in fact there exists a canonical
adjunction for the pair (tV ,ΓV ). In view of the proof of proposition 11.2.4 (and of remark
1.1.17(i)), it suffices to exhibit a canonical pair (ηV , εV ) of units and counits for this adjunction,
in case ϕ is either an open or a closed immersion.
• Suppose first that ϕ is a closed immersion. Then we want natural transformations
ηVF : F → ΓV ◦ ϕ∗ ◦ ϕ∗F εVF : ϕ∗ ◦ ϕ∗ ◦ ΓV F → F
related by the triangular identities of (1.1.13). However, remark 11.2.2(ii) yields a natural
isomorphism η1 : ΓV ϕ∗ϕ
∗F
∼→ ϕ∗ϕ∗F , and on the other hand, we have a canonical unit
η2 : F → ϕ∗ϕ∗F for the adjunction (ϕ∗, ϕ∗), so we take ηVF := η−11 ◦ η2. Likewise, let
ε1 : ΓV F → F be the natural monomorphism; we take εVF := ε1◦fF , where fF : tV ◦ΓV F ∼→
ΓV F is the isomorphism provided by lemma 10.1.30. The triangular identities may then be
checked on the stalks : we leave the details to the reader.
• Next, if ϕ is an open immersion, we need to find natural transformations
ηVF : F → ϕ∗ ◦ ϕ∗ ◦ ϕ! ◦ ϕ∗F εVF : ϕ! ◦ ϕ∗ ◦ ϕ∗ ◦ ϕ∗F → F
again related by the same triangular identities. We take for ηVF (resp. ε
V
F ) the composition of
the natural unit F → ϕ∗ϕ∗F of the adjunction (ϕ∗, ϕ∗) (resp. the counit ϕ! ◦ ϕ∗F → F of
the adjunction (ϕ!, ϕ
∗)), with the isomorphism
ϕ∗ϕ
∗F
∼→ ϕ∗ϕ∗ϕ!ϕ∗F ( resp. ϕ!ϕ∗ϕ∗ϕ∗F ∼→ ϕ!ϕ∗F )
deduced from the natural identification of ϕ∗ ◦ ϕ! (resp. of ϕ∗ ◦ ϕ∗) with the identity functor of
ϕ∗A -Mod. The triangular identities are as usual checked on the stalks.
11.2.6. Due to proposition 11.2.4, and the subsequent observations in (11.2.5), all the con-
structions of proposition 10.1.31 have natural counterparts for the functors ΓV . Namely :
• If V and V ′ are any two locally closed subsets of X , there is a natural isomorphism
βV,V ′ : ΓV ◦ ΓV ′ ∼→ ΓV ∩V ′
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and if V ′′ ⊂ X is any other locally closed subset, the diagram of functors
(11.2.7)
ΓV ◦ ΓV ′ ◦ ΓV ′′
ΓV ∗βV ′,V ′′ //
βV,V ′∗ΓV ′′

ΓV ◦ ΓV ′∩V ′′
βV,V ′∩V ′′

ΓV ∩V ′ ◦ ΓV ′′
βV ∩V ′,V ′′ // ΓV ∩V ′∩V ′′
commutes.
• Moreover, suppose that the pair (V, V ′) satisfies either of the conditions (a), (b) of propo-
sition 10.1.31(iii); then there exists a natural morphism
γV,V ′ : ΓV → ΓV ′ .
which corresponds to cV,V
′
under the natural adjunction described in (11.2.5), and if V ′′ is any
third locally closed subset of X , we get a commutative diagram
ΓV ′′ ◦ ΓV
ΓV ′′∗γV,V ′ //
βV ′′,V

ΓV ′′ ◦ ΓV ′
βV ′′,V ′

ΓV ′′∩V
γV ′′∩V,V ′′∩V ′ // ΓV ′′∩V ′ .
• Lastly, in the situation of proposition 10.1.31(v) we have the identity :
γV ′,V ′′ ◦ γV,V ′ = γV,V ′′ : ΓV → ΓV ′′.
Remark 11.2.8. LetX be a topological space, j : U → X an open immersion, ϕ : V → X and
ϕ′ : V ′ → X two locally closed immersions fulfilling either of conditions (a),(b) of proposition
10.1.31(iii). The transformations γV,V ′ can also be described explicitly, thanks to the following
considerations.
(i) First, notice that the functors t• on A -modules, the unit η• and the counit ε• are all
compatible with restriction to U , i.e. we have identities of functors on j∗A -modules and of
morphisms between such functors :
j∗ ∗ tV = tU∩V j∗ ∗ηV = εV ∩U j∗ ∗ εV = ηV ∩U for every locally closed subset V ⊂ X.
This is obvious for the truncation functors, and for the units and counits it follows by a simple
inspection of the definition. Then, the uniqueness properties of the transformations τ •• and c••
imply that the same compatibility with restriction to U holds for the latter.
(ii) It follows formally from (i) that the isomorphisms β•• and the transformations γ•• are
likewise compatible with restriction to U . On the other hand, notice that the restriction map
HomA -Mod(tV ′F ,G )→ Homj∗A -Mod((tV ′F )|U ,G|U)
is a bijection for every F ,G ∈ Ob(A -Mod), whenever V ′ ⊂ U . We conclude that the
restriction map
HomA -Mod(F ,ΓV ′G )→ Homj∗A -Mod(F|U ,ΓV ′∩UG|U)
is also bijective when V ′ ⊂ U . Letting F := ΓV G , we deduce that γV,V ′ is determined by its
restriction to U , which is just γV ∩U,V ′∩U .
(iii) Now, suppose first that ψ : V → V ′ is a closed immersion, and denote by V and V ′
the topological closures in X of V and respectively V ′; notice that the unit of the adjunction
(ψ∗, ψ∗) induces an isomorphism
(11.2.9) ϕ′∗ ◦ ΓV ∼→ ψ∗ ◦ ψ∗ ◦ ϕ′∗ ◦ ΓV
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since (ϕ′∗ ◦ ΓV F )|V ′\V = 0 for every A -module F (lemma 10.1.30). We claim that γV,V ′ is
the composition
ϕ∗ ◦ ϕ∗ ◦ ΓV ∼→ ϕ′∗ ◦ ψ∗ ◦ ψ∗ ◦ ϕ′∗ ◦ ΓV ∼→ ϕ′∗ ◦ ϕ′∗ ◦ ΓV → ϕ′∗ ◦ ϕ′∗ ◦ ΓV ′.
where the second map is the inverse of (11.2.9) and the third is deduced from γV ,V ′ : ΓV → ΓV ′ .
Indeed, notice that the foregoing construction is compatible with restriction to U ; taking into
account (iii), we may then replaceX by its open subsetX \∂V ′, and assume that both ϕ and ϕ′
are closed immersions. In this case, the assertion follows by direct inspection of the definition
of the unit and counit of the adjunction (t•,Γ•), and of the definition of t•, in the case of closed
immersions.
(iv) Likewise, if V ′ is an open subset of V , pick a factorization of ϕ : V → X as the
composition of a closed immersion i : V → U and an open immersion j : U → X . There is a
unique open subset U ′ ⊂ U such that V ′ = U ′∩V ; denote by j′ : U ′ → X the open immersion,
and for any given A -module F , let ηF : F → j′∗j′∗F be the unit of adjunction; according to
remark 11.2.2, we may regard ηF as a natural transformation
ηF : F → ΓU ′F
and we claim that γV,V ′ is the composition
ΓV
ΓV ∗η−−−−→ ΓV ◦ ΓU ′
βV,U′−−−−→ ΓV ′.
For the proof, we may argue as in (iii) to see that γV,V ′ is determined by its restriction to U
′,
and since the proposed construction is compatible with restriction to U ′, we are then reduced
to the case where U ′ = U = X and therefore V = V ′. However, clearly cV,V is the identity
endomorphism of tV , so it remains only to prove that the proposed map is the identity of ΓV ,
if V = V ′. The latter can be checked easily, whence the claim. We could have used the
above construction as a definition for γV,V ′ in the case of open immersions, but the method we
followed has the advantage of dispensing us from verifying that the resulting transformation is
independent of the chosen factorization of ϕ.
11.2.10. Let V ⊂ V ′ be a closed immersion of locally closed subsets of a topological space
X; from remark 11.2.8(iii), it is clear that γV,V ′ is a monomorphism. Moreover, we have :
Lemma 11.2.11. In the situation of (11.2.10), the sequence
ΣV,V ′ : 0→ ΓV F
γV,V ′−−−−→ ΓV ′F
γV ′,V ′\V−−−−−−→ ΓV ′\V F
is left exact for every A -module F .
Proof. Indeed, say that V ′ = U ∩ Z for some closed subset Z and open subset U ; then V =
V ∩ U , with V the topological closure of V in X , and in light of (11.2.6) we see that there is
a natural isomorphism ΣV,V ′
∼→ ΓU(ΣV ,Z). However, ΓU is a left exact functor (since it admits
a left adjoint), so it suffices to check that ΣV ,Z is left exact. Thus, we may assume from start
that V and V ′ are closed in X . By the same token, we see that ΣV,V ′ ≃ ΓV ′(ΣV,X), so we
may further assume that V ′ = X , in which case the sequence reduces to the initial segment of
(10.4.2). 
Proposition 11.2.12. With the notation of (11.2.1), the following holds :
(i) If F is a flabby A -module, the same holds for ΓV F .
(ii) Every flabby A -module is ΓV -acyclic.
(iii) If B → A is any morphism of sheaves of rings onX , the functorRΓV commutes with
the forgetful functor D+(A -Mod)→ D+(B-Mod).
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(iv) If ϕ′ : V ′ → X is any other locally closed immersion, there exists a natural isomor-
phism of functors :
RΓV ∩V ′
∼→ RΓV ◦RΓV ′ D+(A -Mod)→ D+(A -Mod).
(v) Suppose thatX is locally spectral and quasi-separated, and V is a constructible locally
closed subset of X , then we have :
(a) Every qc-flabby A -module is ΓV -acyclic.
(b) For every i ∈ N, the functor RiΓV commutes with filtered colimits of A -modules.
(c) For every x ∈ V , denote by jx : X(x) → X the inclusion map (notation of
definition 8.1.42(iii)). Then there exists a natural isomorphism
j∗xRΓV
∼→ RΓV (x) in D+(j∗xA -Mod).
Proof. (i): By lemmata 10.4.13(ii) and 10.4.4(i), we know already that both assertions (i) and
(ii) hold in case ϕ is a closed immersion; for the general case, we may then assume that ϕ is an
open immersion. However, in this case both ϕ∗ and ϕ
∗ take flabby sheaves to flabby sheaves
(lemmata 10.1.2 and 10.1.5(ii)), and flabby sheaves are acyclic for both of these functors (lemma
10.1.5(ii)), so the assertion follows from remark 11.2.2(iii).
(iii) is clear from (ii), as every injective A -module is a flabby B-module (lemma 10.1.5(v)).
(iv) follows formally from (i), (ii) and (11.2.6) : details left to the reader.
(v.a): Since the assertion is local on X , we may assume that X is spectral, in which case
V is the intersection of a closed constructible subset and an open constructible subset. By (iv)
and lemma 10.1.5(iii), it then suffices to consider separately the cases where V is either open
or closed in X . By lemma 10.4.4(iii.b) we know already the assertions in case V is a closed
constructible subset ofX , and the case where V is open follows easily from lemma 10.1.5(i,iv).
(v.b): We reduce again to the case where V is the intersection of a closed constructible subset
Z and an open constructible subset U . Since – by (ii) – the functor ΓZ transforms injective
A -modules into ΓU -acyclic A -modules, we have a convergent spectral sequence
RiΓU ◦RjΓZF ⇒ Ri+jΓV F .
It then suffices to consider separately the case where V is either open or closed. These cases
follow respectively from lemma 10.4.4(iii.b) and claim 10.4.5.
(v.c): Arguing as in the proof of (v.b), we reduce to consider separately the cases where V
is either open or closed. For V closed, the assertion is corollary 10.4.10. For V open, the
assertion follows from proposition 10.1.8(ii) and remark 11.2.2(iii), by arguing as in the proof
of corollary 10.4.10 : details left to the reader. 
Remark 11.2.13. (i) Using proposition 11.2.12, the various compatibilities that have been
found so far beween the functors ΓV extend straightforwardly to their derived extensions. Es-
pecially, diagram (11.2.7) still commutes, after replacing the functors Γ• by their derived ex-
tensions everywhere, and the natural transformations β•• by their derived versions, provided by
proposition 11.2.12(iii).
(ii) Likewise, if V ⊂ V ′ (resp. V ′ ⊂ V ) is any closed (resp. open) immersion of locally
closed subsets ofX , by deriving the morphisms γV,V ′ of (11.2.6) we get a natural transformation
RΓV → RΓV ′ ( resp. RΓV ′ → RΓV ) in D+(A -Mod)
and the compatibilities between the functors γ•• and β•• explicited in (11.2.6) hold, mutatis
mutandis, also for the functors RΓ•.
Lemma 11.2.14. In the situation of (11.2.10), let F be any flabby A -module. Then, for every
open subset U ⊂ X , the sequence
0→ ΓV F (U)→ ΓV ′F (U)→ ΓV ′\V F (U)→ 0
964 OFER GABBER AND LORENZO RAMERO
induced by the sequence ΣV,V ′ of lemma 11.2.11, is short exact.
Proof. We may assume that U = X , and it suffices to show that the map g : ΓV ′F → ΓV ′\V F
deduced from γV ′,V ′\V is surjective, whenever F is flabby. To this aim, write V
′ \ V = U ′ ∩V ′
for some open subset U ′ ⊂ X; then g is naturally identified with the map
ΓX ◦ ΓV ′F → ΓU ′ ◦ ΓV ′F
deduced from γX,U ′ . But ΓV ′F is still flabby (proposition 11.2.12(i)) so we are reduced to the
case where V ′ = X , in which case g is naturally identified with the restriction map F (X) →
F (X\V ), whence the contention. 
11.2.15. Let (X,A ) be a ringed topological space. A family of supports on X is a set Φ
consisting of closed subsets of X , such that :
• ∅ ∈ Φ.
• If Z ∈ Φ and Z ′ ⊂ Z is any closed subset, then Z ′ ∈ Φ as well.
• If Z1, Z2 ∈ Φ, then Z1 ∪ Z2 ∈ Φ as well.
Now, let Φ and Φ′ be any two families of supports onX; we let Φ|Φ′ be the set whose elements
are all the pairs Z := (Z,Z ′), where Z and Z ′ are arbitrary elements of Φ and respectively Φ′,
such that Z ′ ⊂ Z. We endow Φ|Φ′ with a partial ordering, by declaring that, for given pairs
Z1 := (Z1, Z
′
1), Z2 := (Z2, Z
′
2) of Φ|Φ′, we have Z1 ≤ Z2 if Z1 ⊂ Z2 and Z ′1 ⊂ Z ′2. It is easily
seen that Φ|Φ′ is filtered. To every object Z ∈ Φ|Φ′ we assign the functor ΓZ\Z′ , and to any pair
(Z1, Z2) of elements of Φ|Φ′ with Z1 ≤ Z2, we attach the composition
(11.2.16) ΓZ1\Z′1
γZ1\Z′1,Z2\Z
′
1−−−−−−−−→ ΓZ2\Z′1
γZ2\Z′2,Z2\Z
′
1−−−−−−−−→ ΓZ2\Z′2
(notation of (11.2.6)). We then define the functor
ΓΦ|Φ′ := colim
(Z,Z′)∈Φ|Φ′
ΓZ\Z′ : A -Mod→ A -Mod
where the transition maps in the colimit are the maps (11.2.16), whence a derived functor
RΓΦ|Φ′ : D
+(A -Mod)→ D+(A -Mod)
and we have a natural isomorphism of functors on A -Mod :
RiΓΦ|Φ′
∼→ colim
(Z,Z′)∈Φ|Φ′
RiΓZ\Z′ for every i ∈ N.
11.2.17. Keep the notation of (11.2.15). As a special case, we may take Φ′ := {∅}, and we
let
ΓΦ := ΓΦ|{∅} : A -Mod→ A -Mod.
If Φ and Φ′ are arbitrary family of supports, we have maps of partially ordered sets
Φ←− Φ|Φ′ → Φ′ : Z ←p (Z,Z ′) 7→ Z ′.
Suppose moreover that Φ′ ⊂ Φ; then both of these maps are cofinal, by lemma 1.5.7(i), and with
lemma 11.2.10 and proposition 11.2.12(ii), we deduce a short exact sequence of complexes
(11.2.18) 0→ ΓΦ′I → ΓΦI → ΓΦ|Φ′I → 0
for every flabby A -module I , whence a distinguished triangle of functors on D+(A -Mod) :
RΓΦ′ → RΓΦ → RΓΦ|Φ′ → RΓΦ′ [1].
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11.2.19. Keep the notation of (11.2.15). Suppose now that X is sober and locally noetherian,
and moreover that we are given a weak codimension function on X , i.e. a map
c : X → Z
such that c(x) > c(y) whenever x 6= y and x is a specialization of y in X . To the weak
codimension function c we attach a system (Φp | p ∈ N) of families of supports, by the rule :
Φp := {Z ⊂ X | Z is closed in X , and c(z) ≥ p for every z ∈ Z} for every p ∈ N.
For every x ∈ X , let also jx : X(x)→ X and ix : {x} → X be the inclusion maps (notation of
definition 8.1.42(iii)). Moreover, let us set Φp(x) := {Z ∩X(x) | Z ∈ Φp}, for every p ∈ Z.
Lemma 11.2.20. In the situation of (11.2.19), the following holds for every x ∈ X :
(i) The topological space X(x) is spectral, noetherian and finite dimensional, and the
function c is bounded onX(x).
(ii) There exists a natural isomorphism of functors on D+(j∗xA -Mod) :
j∗xRΓΦp
∼→ RΓΦp(x) for every p ∈ Z.
(iii) (Φp(x) | p ∈ Z) is the system of families of supports on X(x) attached to the weak
codimension function c|X(x).
Proof. (i): Since the topology of X(x) is induced from that of X , it is clear that X(x) is
noetherian, and we have already seen that it is spectral (remark 8.1.43(i)). Especially, X(x)
admits finitely many maximal points (remark 8.1.43(iii)); if η1, . . . , ηk are these maximal points,
set C := max(c(η1), . . . , c(ηk)). Then it is clear that the restriction to X(x) of the function c
takes its values in the range C,C + 1, . . . , c(x), and it follows easily that the length of any
descending sequence of points in (X(x),≤) is bounded by c(x)− C.
(ii) follows easily from proposition 11.2.12(v.c), since every closed subset of a locally noe-
therian topological space is constructible.
(iii): If Z is any closed subset ofX(x), denote by Z the topological closure of Z inX; since
X(x) is a pro-constructible subset of X , the same holds for Z = X(x) ∩ Z. Then Z is the set
of specializations in X of the points of Z (proposition 8.1.44(i)). Especially, if c(z) ≥ p for
every z ∈ Z, then c(z) ≥ p for every z ∈ Z, and then clearly Z ∈ Φp(x). The assertion follows
immediately. 
Proposition 11.2.21. In the situation of (11.2.19), we have a natural isomorphism of functors
RiΓΦp|Φp+1
∼→
⊕
c(x)=p
jx∗ ◦RiΓ{x} ◦ j∗x for every p ∈ Z and i ∈ N.
Proof. Since the assertion is local on X , we may assume that X is noetherian. We consider
first the case where i = 0, and we fix p ∈ Z. Let Z ∈ Φp be any element; recall that Z has a
finite number of irreducible components Z1, . . . , Zk (proposition 8.1.4). Let ηi be the generic
point of Zi, so that c(ηi) ≥ p for every i = 1, . . . , k. For every i, j = 1, . . . , k with i 6= j, set
Zij := Zi ∩ Zj; then, for every such i, j, every irreducible component of T of Zij and every
t ∈ T , we must have c(t) ≥ c(ηT ) > c(ηi), if ηT denotes the generic point of T . We conclude
that Zij ∈ Φp+1 for every i, j = 1, . . . k with i 6= j. Set also
Z>p :=
⋃
c(ηi)>p
Zi ∪
⋃
i 6=j
Zij and Ψ
p+1 := {(Z,Z ′) ∈ Φp|Φp+1 | Z>p ⊂ Z ′ ⊂ Z}.
Since the subset Ψp is clearly cofinal in Φp|Φp+1, we deduce a natural isomorphism
ΓΦp|Φp+1
∼→ colim
(Z,Z′)∈Ψp
ΓZ\Z′.
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However, say that (Z,Z ′) ∈ Ψp; we notice that the closed subset V := Z \Z ′ of X \Z ′ is the
disjoint union of its irreducible components V1, . . . , Vt, hence the topology induced byX on V
is the coproduct (i.e. disjoint union) of the topologies induced by X on V1, . . . , Vt, and there
follows a natural isomorphism
(11.2.22) ΓV
∼→
t⊕
i=1
ΓVi .
Moreover, say that Z1, Z2 ∈ Ψp and Z1 ≤ Z2, and denote by V1, . . . , Vs (resp. W1, . . . ,Wt)
the irreducible components of V := Z1\Z ′1 (resp. ofW := Z2\Z ′2). A simple inspection of the
definitions reveals that s ≤ t and – after reordering of the Wi – the subsetWi is open in Vi for
every i = 1, . . . , s. Moreover, under the isomorphism (11.2.22), the transition map ΓV → ΓW
is identified with the composition
s⊕
i=1
ΓVi
⊕s
i=1 γVi,Wi−−−−−−−−→
s⊕
i=1
ΓWi →
t⊕
i=1
ΓWi
(where the second map is the natural monomorphism). Hence, let ∆p be the set of all locally
closed subsets V ofX fulfilling the following condition. There exists x ∈ X with c(x) = p, and
V is a non-empty open subset of the topological closure {x} of {x} in X . We endow ∆p with
a partial ordering, by declaring that, for any V, V ′ ∈ ∆p we have V ≤ V ′ if V ′ ⊂ V (notice
that ∆p is usually not a filtered partially ordered set); from the foregoing, we get a natural
isomorphism
ΓΦ|Φ
∼→ colim
V ∈∆p
ΓV
where, for every V, V ′ ∈ ∆p such that V ≤ V ′, the transition map ΓV → ΓV ′ is again given by
the transformation γV,V ′ corresponding to the open immersion V
′ → V .
Next, for every x ∈ X such that c(x) = p, set ∆x := {V ∈ ∆p | x ∈ V }, and notice that the
partially ordered set ∆p is the coproduct (i.e. the disjoint union) of its partially ordered subsets
∆x. We deduce a natural isomorphism
ΓΦ|Φ
∼→
⊕
c(x)=p
colim
V ∈∆x
ΓV .
Thus, we come down to checking the following :
Claim 11.2.23. For every p ∈ Z and every x ∈ X such that c(x) = p, there exists a natural
isomorphism of functors
colim
V ∈∆px
ΓV
∼→ jx∗ ◦ Γ{x} ◦ j∗x.
Proof of the claim. Let Σx be the set of all quasi-compact open neighborhoods of x in X , and
endow Σx with the partial ordering such that, for every U, U
′ ∈ Σx we have U ≤ U ′ if U ′ ⊂ U ;
then Σx is filtered, and there follows a morphism of partially ordered sets
Σx → ∆x U 7→ U ∩ {x}
and using lemma 1.5.7(i), it is easily seen that this map is cofinal. Now, for every U ∈ Σx, let
jU : U → X be the open immersion; we have a natural identification
ΓU∩{x}
∼→ jU∗ ◦ j∗U ◦ Γ{x}
whence a natural isomorphism
colim
V ∈∆x
ΓV = colim
U∈Σx
jU∗ ◦ j∗U ◦ Γ{x}.
However, X(x) is the limit of the filtered system of spectral spaces Σx, so the claim follows
easily from proposition 10.1.8(ii) (details left to the reader). ♦
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Next, let i ∈ N be arbitrary, let F be any A -module, and pick any resolution F → I •
consisting of injective A -modules; by the foregoing case, we get a natural isomorphism of
A -modules
RiΓΦp|Φp+1F
∼→
⊕
c(x)=p
H i(jx∗ ◦ Γ{x} ◦ j∗xI •).
However, on the one hand, j∗I • is a complex of qc-flabby j∗A -modules (claim 10.1.9); on
the other hand, qc-flabby abelian sheaves are acyclic for the functor Γ{x} (lemmata 10.4.4(iii.b)
and 8.1.21(vi)), so we get a natural isomorphism
H i(jx∗ ◦ Γ{x} ◦ j∗xI •) ∼→ H i(jx∗ ◦RΓ{x} ◦ j∗xF ) for every i ∈ N and every x ∈ X.
Lastly, notice thatRΓ{x}◦j∗xF is a complex of j∗A -modules supported on {x}, and the functor
jx∗ is exact on the full subcategory of j
∗A -Mod consisting of such sheaves; thus, we have a
natural isomorphism
H i(jx∗ ◦RΓ{x} ◦ j∗xF ) ∼→ jx∗ ◦RiΓ{x} ◦ j∗xF for every i ∈ N and every x ∈ X.
Summing up, we obtain the proposition. 
Definition 11.2.24. Let (X,A ) be a ringed topological space, with X sober and locally noe-
therian, and c a weak codimension function on X .
(i) We say that an object K• of D+(A -Mod) is a c-Cohen-Macaulay complex, if we have
RiΓ{x}K
•
|X(x) = 0 for every x ∈ X and every integer i 6= c(x).
We denote by
A -CMc
the full subcategory of D+(A -Mod) whose objects are the c-Cohen-Macaulay complexes.
(ii) We say that an object C• of C+(A -Mod) is a Cousin complex, if there exists a family
(Mx | x ∈ X) whereMx is an i∗xA -module for every x ∈ X (notation of (11.2.19)), such that
Cp =
⊕
c(x)=p
ix∗Mx for every p ∈ Z.
The full subcategory of C+(A -Mod) whose objects are the Cousin complexes is denoted
A -Cousin.
Lemma 11.2.25. In the situation of definition 11.2.24, we have :
(i) RΓ{x} ◦ j∗x ◦ iy∗ = 0 for every x, y ∈ X such that x 6= y.
(ii) If C• is a Cousin complex of A -modules, then Cp is qc-flabby, for every p ∈ Z.
Proof. (i): Notice that any i∗yA -module M is trivially qc-flabby, so the same holds for iy∗M
(lemma 10.1.5(iv)), and therefore also for j∗xjy∗M (claim 10.1.9). Since qc-flabby A -modules
are acyclic for Γ{x} (lemma 10.4.4(iii.a)), we conclude that RΓ{x}j
∗
xiy∗ is the derived functor of
Γ{x}j
∗
xiy∗; but it is easily seen that the latter vanishes, whence the assertion.
(ii): We have just seen that i∗M is qc-flabby, for every i
∗
xA -moduleM ; on the other hand, all
direct sums of qc-flabby A -modules are qc-flabby (claim 10.1.9), whence the contention. 
11.2.26. As j∗x and R
iΓ{x} commute with all direct sums (proposition 11.2.12(v.b)), lemma
11.2.25(i) implies that the localization C+(A -Mod)→ D+(A -Mod) restricts to a functor
F : A -Cousin→ A -CMc.
Theorem 11.2.27. The functor F of (11.2.26) is an equivalence of categories.
968 OFER GABBER AND LORENZO RAMERO
Proof. We construct a quasi-inverse to F , as follows. First, we endow every object C• of
C(A -Mod), with a descending filtration Fil•ΦC
•, by the rule
FilpΦC
• := ΓΦpC
•
where (Φp | p ∈ Z) is the system of families of supports associated with the weak codimension
function c, as in (11.2.19). We also denote by gr•ΦC
• the resulting associated graded object of
C(A -Mod). Next, for every objectK• of D+(A -Mod) we choose a quasi-isomorphism β•K :
K•
∼→ I •K , with I •K a bounded below complex of injective A -modules. Following (7.2.14),
we denote E(IK)••• the spectral sequence arising from the filtered complex (I
•
K ,Fil
•
ΦI
•
K). In
light of (11.2.18) we have a natural identification
grpΦI
•
K
∼→ ΓΦp|Φp+1I •K
and combining with remark 7.2.16(ii), we get a natural isomorphism
E(IK)
pq
1
∼→ Rp+qΓΦp|Φp+1K•.
Taking into account proposition 11.2.21 we deduce that
G(K)• := (E(IK)
•0
1 , d(IK)
•0
1 )
is a Cousin complex, for every q ∈ Z. Moreover, every morphismϕ• : K• → L• in the category
D+(A -Mod) can be represented by a unique morphism I •ϕ : I
•
K → I •L in Hot(A -Mod)
(notation of definition 7.1.4(ii)), and notice that I •ϕ is a morphism of filtered complexes; in
light of (7.2.23) we deduce a well defined morphism G(ϕ)• : G(K)• → G(L)•. In this way,
we obtain a functor
G : D+(A -Mod)→ A -Cousin
and we claim that the restriction of G to the subcategory A -CMc is the sought quasi-inverse.
We check first that G ◦ F is naturally isomorphic to the identity endofunctor of A -Cousin.
To this aim, let us remark :
Claim 11.2.28. Let K• be any c-Cohen-Macaulay complex. We have :
(i) E(IK)
pq
1 = 0 for every p, q ∈ Z with q 6= 0.
(ii) IfK• = FC• for a Cousin complex C•, the map β•K induces a natural isomorphism
grpΦC
• ∼→ E(IK)p01 [−p] ∼→ Cp[−p] for every p ∈ Z.
Proof of the claim. (i): Indeed, from proposition 11.2.21 we get a natural isomorphism
(11.2.29) Hp+q(grpΦI
•
C)
∼→
⊕
c(x)=p
jx∗ ◦Rp+qΓ{x}K•|X(x)
which vanishes for q 6= 0, sinceK• is c-Cohen-Macaulay.
(ii): Let C• and (Mx | x ∈ X) be as in definition 11.2.24(ii); from (11.2.18) and lemma
11.2.25(ii), it follows that the natural map
gr•ΦC
• → ΓΦp|Φp+1C•
is an isomorphism in C+(A -Mod). Also, combining with claim 10.1.9, we see that C•|X(x)
is a complex of qc-flabby j∗xA -modules. By lemma 10.4.4(iii.a) we deduce that the natural
map Γ{x}C
•
|X(x) → RΓ{x}C•|X(x) is an isomorphism in D+(A -Mod), for every x ∈ X . More-
over, since the functor Γ{x} commutes with arbitrary direct sums (lemma 10.4.4(iii.b)), lemma
11.2.25(i) says that
Γ{x}C
•
|X(x) = j
∗
xix∗Mx[−c(x)] for every x ∈ X.
Taking into account (11.2.29) (and again, proposition 11.2.21), the assertion follows. ♦
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Now, let C• be a cousin complex, and set D• := GF (C)•. From claim 11.2.28 we obtain a
natural isomorphism
grpΦI
•
C
∼→ Cp[−p] for every p ∈ Z.
We need to show that, under this identification, the differential dpD of D
p := Hp(grpI •C) corre-
sponds to the differential dpC of C
•. However, on the one hand we have a commutative ladder
0 // grp+1Φ C
• //

FilpΦC
•/Filp+2Φ C
• //

grpΦC
• //

0
0 // grp+1Φ I
•
C
// FilpΦI
•
C/Fil
p+2
Φ I
•
C
// grpΦI
•
C
// 0
and claim 11.2.28(ii) says that both the first and third vertical arrows are isomorphisms, so the
top row of is isomorphic to the bottom row. Moreover, we see that the top row is the natural
short exact sequence
0→ Cp+1[−p− 1]→ t≤p+1t≥pC• → Cp[−p]→ 0
where t≤p+1 and t≥p are the brutal truncation functors of (7.1.1). Then it is clear that the
boundary map Hp(Cp[−p]) → Hp+1(Cp+1[−p − 1]) in degree p associated with this short
exact sequence, is none else than the differential dpC . Now the contention follows from the
naturality of the boundary map, together with remark 7.2.16(ii).
Next, let K• be any c-Cohen-Macaulay complex, and set
(JK ,Fil
•JK) := De´c (IK ,Fil
•
ΦI
•
K)
(notation of (7.2.24)). By proposition 7.2.26(i,ii) and claim 11.2.28(i), we have a natural epi-
morphism
u• : E(JK)
•
0 → E(IK)•1 in C+(A -Mod)
which induces an isomorphism in D+(A -Mod). Moreover, from claim 11.2.28(i) we see that
the subcomplex (E(JK)
p,n−p
0 | n ∈ Z) lies in Ker u•, for every p 6= 0, so u• restricts to an
isomorphism
(11.2.30) E(JK)
0,•
0 = gr
0J •K
∼→ G(K)• in D+(A -Mod)
(see remark 7.2.16(i)). We point out :
Claim 11.2.31. Fil1J •K and J
•
K/Fil
0J •K are acyclic.
Proof of the claim. The assertion can be checked on the stalks over the points of X; taking
into account lemma 11.2.20(ii,iii), we may then replace X by X(x), for any point x ∈ X ,
and assume from start that c is bounded on X (lemma 11.2.20(i)). In this case, it is clear that
the filtration Fil•ΦI
•
K is finite, for every complex K
• of A -modules, and then the same holds
for the filtration Fil•J •K (see (7.2.24)). In this situation, a simple induction argument reduces
to checking that the associated subquotients grpJ •K are acyclic, for every p 6= 0. However,
combining remarks 7.2.9(i) and 7.2.16(ii), proposition 7.2.26(ii) and claim 11.2.28(i) we may
compute
HqgrpJ •K
∼→ E(JK)p,q−p1 ∼→ E(IK)p+q,−p2 = 0 for every p, q ∈ Z with p 6= 0
whence the claim. ♦
Claim 11.2.31 yields a natural isomorphism
gr0J •K
∼→ J •K = I •K in D+(A -Mod)
and combining with (11.2.30), we finally get an isomorphism
K•
∼→ FG(K)• in D+(A -Mod).
Now the theorem follows from proposition 1.1.20(i). 
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11.3. Duality over coherent schemes. If X is a locally coherent scheme (definition 8.1.54(i))
and F is an OX-module, we define the dual OX-module
F∨ := HomOX (F ,OX).
Moreover, for every morphism of OX-modules ϕ : F → G , we denote by ϕ∨ : G ∨ → F∨ the
induced (transpose) morphism. As usual, there is a natural morphism of OX-modules:
βF : F → F∨∨.
Definition 11.3.1. Let X be a locally coherent scheme, and F an OX-module.
(i) We say that F is reflexive at a point x ∈ X if there exists an open neighborhood
U ⊂ X of x such that F|U is a coherent OU -module, and βF |U is an isomorphism.
(ii) We say that F is reflexive if it is reflexive at all points of X .
(iii) We denote by OX-Rflx the full subcategory of the category OX-Mod, consisting of all
the reflexive OX -modules. It contains OX-Modlfft as a full subcategory (see (10.3)).
(iv) Suppose that X = SpecR for a coherent ring R, and F = M∼ for an R-module M .
Then we say thatM is a reflexive R-module if F is a reflexive OX -module.
Lemma 11.3.2. Let X be a locally coherent scheme, x ∈ X any point, and F a coherent
OX -module. We have :
(i) F∨ is a coherent OX-module.
(ii) The following conditions are equivalent:
(a) F is reflexive at the point x.
(b) Fx is a reflexive OX,x-module.
(c) The map βF ,x : Fx → (F∨∨)x is an isomorphism.
Proof. (i): The assertion is local on X , hence we may assume that there exists a presentation
O⊕nX → O⊕mX → F → 0, whence – after taking duals – a left exact sequence 0 → F∨ →
O⊕mX → O⊕nX . Since OX is coherent, the assertion follows.
(ii) shall be left to the reader. 
Lemma 11.3.3. Let X be a reduced locally coherent scheme, and F a quasi-coherent OX-
module of finite type. Endow the set MaxX of maximal points of X with the topology induced
by X , and consider the following conditions :
(a) There exists a quasi-compact open immersion j : U → X with dense image, such that
j∗F is a locally free OU -module.
(b) There exists a quasi-compact open immersion j : U → X with dense image, such that
j∗F is a coherent OU -module.
(c) The rank function of F :
X → N x 7→ dimκ(x) κ(x)⊗OX,x Fx
restricts to a locally constant function onMaxX .
(d) F∨ is a reflexive OX -module and β∨F ◦ βF∨ = 1F∨ .
Then (a)⇒(b)⇒(c)⇒(d) and if X is coherent we have (c)⇒(a) as well.
Proof. Let us check first that (c)⇒(a) in case X is coherent. Indeed, notice that j is quasi-
compact if and only if U is retro-compact inX , and the latter holds if and only if U is open and
constructible in X (lemma 8.1.25(iv.b,v.c)). It follows that the existence of j with the sought
properties can be checked locally on X , hence we may assume that X is affine. By proposition
10.3.31(i) we may find a coherent OX-module G and an OX-linear epimorphism ϕ : G → F .
Now, fix any η ∈ MaxX and write K := Kerϕ as the filtered union of the system (Ki | i ∈ I)
of its quasi-coherent OX-submodules of finite type; since OX,η is a field, there exists i ∈ I such
that Ki,η = Kη. Thus, after replacing G by G /Ki, we may assume that ϕη is an isomorphism.
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Moreover, by [89, Th.4.10] we may find an affine open neighborhood Uη of η in X , an integer
r ∈ N and an isomorphism G|Uη ∼→ O⊕rUη , and by assumption (c) we may also assume that
the rank function of F is constant on MaxUη. In this case, ϕτ is an isomorphism for every
τ ∈ MaxUη, so Kτ = 0 for every such point τ . Since X is reduced and G|Uη is a locally
free OUη-module, it follows that K|Uη = 0. By proposition 8.1.55, we may then find a finite
subset Σ ⊂ MaxX such that⋃η∈ΣMaxUη = MaxX , and it is easily seen that the open subset
U :=
⋃
η∈Σ Uη fulfills condition (a).
(a)⇒(b) is obvious.
(b)⇒(c): Notice first that any U as in (b) contains MaxU , by proposition 8.1.44(ii). Then,
since X is reduced, [89, Th.4.10] implies that, for every η ∈ MaxX , we may find an affine
open neighborhood Uη of η in X such that F|Uη is a locally free OUη -module, whence (c).
(c)⇒(d): Let us show first that F∨ is coherent, under condition (c). The assertion is local
on X , hence we may assume that X is affine, in which case, as we have already seen, (c)
implies that there exists a quasi-compact open immersion j : U → X fulfilling condition (a),
and we also know that any such U contains MaxX . By proposition 10.3.31(i), we may then
find a coherent OX-module G and an OX-linear epimorphism ϕ : G → F such that j∗ϕ is an
isomorphism. There follows a left exact sequence 0 → F∨ → G ∨ → (Kerϕ)∨, and G ∨ is
coherent, by lemma 11.3.2(i). SinceMaxX ⊂ U , we have (Kerϕ)η = 0 for every η ∈ MaxX ,
and since OX is reduced, it follows easily that (Kerϕ)
∨ = 0, and the claim follows. Now,
since X is reduced, the only associated points of OX are the maximal points of X (i.e. OX
has no imbedded points). It follows easily that, for every quasi-coherent OX-module G , the
dual G ∨ satisfies condition S1 (see definition 10.5.1(ii)). Next, rather generally, let M be any
OX-module; directly from the definitions one derives the identity:
(11.3.4) β∨M ◦ βM∨ = 1M∨.
It remains therefore only to show that β∨F is a right inverse for βF∨ when F
∨ is coherent. Since
F∨∨∨ satisfies condition S1, it suffices to check that, for every maximal point ξ, the induced
map on stalks
β∨F ,ξ : F
∨∨∨
ξ → F∨ξ
is a right inverse for βF∨,ξ. However, since OX,ξ is a field, β∨F ,ξ is a linear map of OX,ξ-vector
spaces of the same finite dimension, hence it is an isomorphism, in view of (11.3.4). 
Remark 11.3.5. The following observation is often useful. Suppose thatX is a locally coherent
scheme, F an OX -module, reflexive at a given point x ∈ X . We can then choose a presentation
O⊕nX,x → O⊕mX,x → F∨x → 0, and after dualizing we deduce a left exact sequence
(11.3.6) 0→ Fx → O⊕mX,x u−→ O⊕nX,x.
Especially, if OX,x satisfies condition S1 (in the sense of definition 10.5.1(iii)), then the same
holds for Fx. For the converse, suppose additionally that X is reduced, and let x ∈ X be a
point for which there exists a left exact sequence such as (11.3.6); then lemma 11.3.3 says that
F is reflexive at x : indeed, Fx ≃ (Coker u∨)∨.
Lemma 11.3.7. (i) Let f : X → Y be a flat morphism of locally coherent schemes. The
induced functor OY -Mod→ OX-Mod restricts to a functor
f ∗ : OY -Rflx→ OX-Rflx.
(ii) Let X0 be a quasi-compact and quasi-separated scheme, (Xλ | λ ∈ Λ) a cofiltered
family of coherent X0-schemes with flat transition morphisms ψλµ : Xλ → Xµ such
that the structure morphismsXλ → X0 are affine, and set X := limλ∈Λ Xλ. Then:
(a) X is coherent.
(b) the natural functor: 2-colim
λ∈Λo
OXλ-Rflx→ OX-Rflx is an equivalence.
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(iii) Suppose that f is surjective, and letF be any coherentOY -module. ThenF is reflexive
if and only if f ∗F is a reflexive OX-module.
Proof. (i) follows easily from [52, Lemma 2.4.29(i.a)].
(ii): For every λ ∈ Λ, denote by ψλ : X → Xλ the natural morphism. Let U ⊂ X be a quasi-
compact open subset, u : O⊕nU → OU any morphism of OU -modules; by corollary 8.1.38(ii.a)
there exist λ ∈ Λ and a quasi-compact open subset Uλ ⊂ Xλ such that U = ψ−1(Uλ). By [43,
Ch.IV, Th.8.5.2(i)] we may then suppose that u descends to a homomorphism uλ : O
⊕n
Uλ
→ OUλ,
whose kernel is of finite type, since Xλ is coherent. Since the transition morphisms are flat, we
have Ker u = ψ∗λ(Ker uλ), whence (ii.a). Next, using [43, Ch.IV, Th.8.5.2] one sees easily that
the functor of (ii.b) is fully faithful and moreover, every reflexive OX-module F descends to a
coherent OXλ-module Fλ for some λ ∈ Λ. For every µ ≥ λ let Fµ := ψ∗µλFλ; since βF is an
isomorphism, loc.cit. shows that βFµ is already an isomorphism for some µ ≥ λ, whence (ii.b).
(iii): By virtue of (i), we may assume that f ∗F is reflexive, and we need to show that the same
holds for F . However, the natural map f ∗(F∨∨)→ (f ∗F )∨∨ is an isomorphism (proposition
10.3.3(ii)), hence f ∗βF = βf∗F is an isomorphism. Since f is faithfully flat, we deduce that
βF is an isomorphism, as stated. 
Proposition 11.3.8. Let X be a coherent scheme, U ⊂ X a quasi-compact open subset. Then:
(i) If X is reduced, the restriction functor
OX-Rflx→ OU -Rflx
is essentially surjective.
(ii) Let F be a reflexive OX-module. If δ′(x,OX) ≥ 2 for all x ∈ X \ U , the natural map
F → j∗j∗F
is an isomorphism. Especially, the restriction functor of (i) is an equivalence.
Proof. (i): Given a reflexive OU -module F , lemma 10.3.24(ii) says that we can find a finitely
presented quasi-coherent OX-module G extending F∨; since X is coherent, G is a coherent
OX -module, hence the same holds for G ∨, which extends F and is reflexive in light of lemma
11.3.3.
(ii): Notice that the first assertion easily implies that the restriction functor of (i) is fully
faithful, so the second assertion follows from the first together with (i).
Next, since the first assertion is local on X , we can suppose that there exists a left exact
sequence 0 → F → O⊕mX → O⊕nX (see remark 11.3.5). Since the functor j∗ is left exact, it
then suffices to prove the contention for the sheaves O⊕mX and O
⊕n
X , and thus we may assume
from start that F = OX . Then, sinceX\U is constructible, corollary 10.4.23 applies and yields
the assertion. 
Corollary 11.3.9. Let X be a locally coherent scheme, f : X → S a flat, locally finitely
presented morphism, j : U → X a quasi-compact open immersion, F a reflexive OX-module.
Suppose that
(a) depthf(x) ≥ 1 for every point x ∈ X\U , and
(b) depthf(x) ≥ 2 for every maximal point η of S and every x ∈ (X\U) ∩ f−1(η).
(c) δ′(s,OS) > 0 for every non-maximal point s ∈ S.
Then the natural morphism F → j∗j∗F is an isomorphism.
Proof. Since f is flat, corollary 10.4.46 and our assumptions imply that δ′(x,OX) ≥ 2 for every
x ∈ X\U , so the assertion follows from proposition 11.3.8(ii). 
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11.3.10. Let X be any scheme. Recall that the rank of an OX-module F of finite type, is the
upper semicontinuous function:
rkF : X → N x 7→ dimκ(x) Fx ⊗OX,x κ(x).
Clearly, if F is a is locally free OX-module of finite type, rkF is a continuous function on
X . The converse holds, provided X is a reduced scheme. Moreover, if F is of finite pre-
sentation, rkF is a constructible function and there exists a dense open subset U ⊂ X such
that rkF restricts to a continuous function on U . We denote by PicX the full subcategory of
OX-Modlfft consisting of all the objects whose rank is constant equal to one (i.e. the invert-
ible OX-modules). In case X is locally coherent, we shall also consider the categoryDivX of
generically invertible OX-modules, defined as the full subcategory of OX-Rflx consisting of all
objects which are locally free of rank one on a dense open subset ofX . IfX is locally coherent,
PicX is a full subcategory ofDivX .
Remark 11.3.11. (i) Let A be any integral domain, and set X = SpecA. Classically, one
has a notion of reflexive fractional ideal of A (see [89, p.80] or example 6.4.21). Suppose now
that A is also coherent, in which case we have the notion of reflexive A-module of definition
11.3.1(iv). We claim that these two notions overlap on the subclass of reflexive fractional ideals
of finite type: more precisely, letDiv(A) be the full subcategory of A-Mod whose objects are
the finitely generated reflexive fractional ideals of A. Then the essential image of the functor
(11.3.12) Div(A)→ OX-Mod M 7→M∼
is the categoryDivX , and (11.3.12) yields an equivalence ofDiv(A) with the latter category.
Indeed, let F be any generically invertible OX -module, and set I := F (X); if K denotes
the field of fractions of A, then dimK I ⊗A K = 1. Let us then fix a K-linear isomorphism
I ⊗A K ∼→ K, and notice that the induced A-linear map I → K is injective, since F is S1
(remark 11.3.5). We may then view I as a finitely generated A-submodule of K, and then it is
clear that I is a fractional ideal ofA. Moreover, on the one hand F∨ is the coherent OX-module
HomA(I, A)
∼; on the other hand, the natural map HomA(I, A)→ HomK(I ⊗A K,K) = K is
injective, and its image is the fractional ideal I−1 (see (6.4.18)). We easily deduce that I is a
reflexive fractional ideal, and conversely it is easily seen that every OX-module in the essential
image of (11.3.12) is generically invertible; since this functor is also obviously fully faithful,
the assertion follows.
(ii) Let A be a coherent integral domain, and denote by coh.Div(A) the set of all coherent
reflexive fractional ideals of A. It is easily seen that coh.Div(A) is a submonoid of Div(A), for
the natural monoid structure introduced in example 6.4.21. More generally, if X is a coherent
integral scheme, we may define a sheaf of monoids DivX on X , as follows. First, to any affine
open subset U ⊂ X , we assign the monoid DivX(U) := coh.Div(OX(U)). For each inclusion
j : U ′ ⊂ U of affine open subset, notice that the restriction map OX(U)→ OX(U ′) is a flat ring
homomorphism, hence it gives a flat morphism of monoids OX(U) \ {0} → OX(U ′) \ {0}. We
then have an induced map of monoids DivX(j) : DivX(U) → DivX(U ′), by virtue of lemma
6.4.28(iv). It is easily seen that the resulting presheaf DivX is a sheaf on the site of all affine
open subsets of X . By [37, Ch.0, §3.2.2], the latter extends uniquely to a sheaf of monoids on
X , which we denote again DivX . We set
Div(X) := DivX(X).
If X is normal and locally noetherian (or more generally, if X is a Krull scheme, i.e. OX(U) is
a Krull ring, for every affine open subset U ⊂ X) then DivX is an abelian sheaf, and Div(X)
is an abelian group (proposition 6.4.25(i,iii)).
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11.3.13. For future reference, it is useful to recall some preliminaries concerning the de-
terminant functors defined in [84]. Let X be a scheme. We denote by gr.PicX the cat-
egory of graded invertible OX-modules. An object of gr.PicX is a pair (L, α), where L
is an invertible OX-module and α : X → Z is a continuous function. A homomorphism
h : (L, α) → (M,β) is a homomorphism of OX-modules h : L → M such that hx = 0
for every x ∈ X with α(x) 6= β(x). We denote by gr.Pic∗X the subcategory of gr.PicX
with the same objects, and whose morphisms are the isomorphisms in gr.PicX . Notice that
gr.PicX is a tensor category : the tensor product of two objects (L, α) and (M,β) is the pair
(L, α) ⊗ (M,β) := (L ⊗OX M,α + β). We denote by OX-Mod∗lfft the category whose ob-
jects are the locally free OX-modules of finite type, and whose morphisms are the OX-linear
isomorphisms. The determinant is the functor:
det : OX-Mod
∗
lfft → gr.Pic∗X F 7→ (ΛrkFOX F, rkF ).
Let D(OX-Mod)perf be the category of perfect complexes of OX-modules; recall that, by def-
inition, every perfect complex is locally isomorphic to a bounded complex of locally free OX-
modules of finite type. The category D(OX -Mod)∗perf is the subcategory of D(OX-Mod)perf
with the same objects, and whose morphisms are the isomorphisms (i.e. the quasi-isomorphisms
of complexes). The main theorem of chapter 1 of [84] can be stated as follows.
Lemma 11.3.14. ([84, Th.1]) With the notation of (11.3.13) there exists, for every scheme X ,
an extension of the determinant functor to a functor:
det : D(OX-Mod)
∗
perf → gr.PicX.
These determinant functors commute with every base change. 
Proposition 11.3.15. Let X be a regular scheme. Then every reflexive generically invertible
OX -module is invertible.
Proof. The question is local on X , hence we may assume that X is affine. Let F be a generi-
cally invertibleOX-module, and U ⊂ X a dense open subset such that F|U is invertible. Denote
by Z1, . . . , Zt the irreducible components of Z := X \U whose codimension in X equals one,
and for every i = 1, . . . , t, let ηi be the maximal point of Zi, and set Ai := OX,ηi . Since F
is S1 (remark 11.3.5), the stalk Fηi is a torsion-free Ai-module of finite type for every i ≤ t;
however, Ai is a discrete valuation ring, hence Fηi is a free Ai-module, necessarily of rank one,
for i = 1, . . . , t. Since F is coherent, it follows that there exists an open neighborhood Ui of ηi
inX , such that F|Ui is a free O|Ui-module. Hence, we may replace U by U ∪U1 ∪ · · · ∪Ut and
assume that every irreducible component of Z has codimension > 1, therefore δ′(x,OX) ≥ 2
for every x ∈ Z. Now, F [0] is a perfect complex by Serre’s theorem ([112, Th.4.4.16]), so
the invertible OX-module detF is well defined (lemma 11.3.14). Let j : U → X be the open
immersion; in view of proposition 11.3.8, we deduce natural isomorphisms
F
∼→ j∗j∗F ∼→ j∗det(j∗F [0]) ∼→ j∗j∗detF [0] ∼← detF [0]
and the assertion follows. 
We wish now to introduce a notion of duality better suited to derived categories of OX-
modules (over a scheme X). Hereafter we only carry out a preliminary investigation of such
derived duality – the full development of which, will be the task of section 11.5.
Definition 11.3.16. Let X be a locally coherent scheme. A complex ω• in Db(OX-Mod)coh
(notation of (10.3)) is called dualizing if it fulfills the following two conditions :
(a) The functor :
D : D(OX-Mod)
o → D(OX -Mod) C• 7→ RHom•OX (C•, ω•)
restricts to a duality functor : D : Db(OX-Mod)ocoh → Db(OX -Mod)coh.
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(b) The natural transformation : ηC• : C
• → D ◦ D(C•) restricts to a biduality isomor-
phism of functors on the category Db(OX-Mod)coh.
Remark 11.3.17. Let X be a locally coherent scheme, ω• an object of Db(O-Mod)coh, and
define the functor D as in definition 11.3.16.
(i) A standard de´vissage argument shows that ω• is dualizing on X if and only if D(F [0])
lies in Db(OX-Mod)coh, and the biduality map F [0] → D ◦ D(F [0]) is an isomorphism for
every coherent OX-module F .
(ii) Suppose that the complex ω• is dualizing on X . From the natural identification ω•
∼→
RHom•OX (OX [0], ω
•), we deduce a natural isomorphism
RHom•OX (ω
•, ω•)
∼→ OX [0] in Db(OX-Mod).
Example 11.3.18. Suppose that X is a noetherian regular scheme (i.e. all the stalks OX,x are
regular rings). In light of Serre’s theorem [112, Th.4.4.16], every object of Db(OX-Mod)coh
is a perfect complex. It follows easily that the complex OX [0] is dualizing. For more general
schemes, the structure sheaf does not necessarily work, and the existence of a dualizing complex
is a delicate issue. On the other hand, one may ask to what extent a complex is determined by
the properties (a) and (b) of definition 11.3.16. Clearly, if ω• is dualizing on X , then so is any
other complex of the form ω• ⊗OX L , where L is an invertible OX-module. Also, any shift of
ω• is again dualizing. Conversely, the following proposition 11.3.25 says that any two dualizing
complexes are related in such manner, up to quasi-isomorphism.
Lemma 11.3.19. Let (X,OX) be any locally ringed space, and P • and Q• two objects of
D−(OX-Mod) with a quasi-isomorphism :
P •
L⊗OX Q• ∼→ OX [0].
Then there exist an invertible OX-module L , a continuous function σ : |X| → Z and quasi-
isomorphisms:
P •
∼→ L [σ] and Q• ∼→ L −1[−σ].
Proof. It suffices to verify that, locally onX , the complexes P • andQ• are of the required form;
indeed in this case X will be a disjoint union of open sets Un on which H
•P • is concentrated
in degree n and H•Q• is concentrated in degree −n. Note that OX-Mod is equivalent to
the product of the categories OUn-Mod and that the derived category of a product of abelian
categories is the product of the derived categories of the factors.
Claim 11.3.20. Let A be a (commutative) local ring, K• and L• two objects of D−(A-Mod)
with a quasi-isomorphism
(11.3.21) K•
L⊗A L• ∼→ A[0].
Then there exist s ∈ Z and quasi-isomorphisms :
K•
∼→ A[s] L• ∼→ A[−s].
Proof of the claim. Set :
i0 := max(i ∈ Z | (H iK•) 6= 0) and j0 := max(i ∈ Z | (H iL•) 6= 0).
We may assume that Ki = 0 for every i > i0, and that L
• is a bounded above complex of
free A-modules. Then we may find a filtered system (K•λ | λ ∈ Λ) of complexes of A-modules
bounded from above, such that
• H i0(K•λ) is a finitely generated A-module, for every λ ∈ Λ;
• the colimit of the system (K•λ | λ ∈ Λ) (in the category of complexes of A-modules) is
isomorphic to K•.
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From (11.3.21) we get an isomorphism H0(K• ⊗A L•) ∼→ A, and it follows easily that the
natural map H0(K•λ ⊗A L•) → H0(K• ⊗A L•) is surjective for some λ ∈ Λ. For such λ, we
may then find a morphism in D−(A-Mod) :
(11.3.22) A[0]→ K•λ
L⊗A L•
whose composition with the natural map K•λ
L⊗A L• → K•
L⊗A L• is the inverse of (11.3.21).
Hence
(11.3.22)
L⊗A K• : K• → (K•λ
L⊗A L•)
L⊗A K• ∼→ K•λ
L⊗A (L•
L⊗A K•) ∼→ K•λ
is a right inverse of the natural morphism K•λ → K• in D−(A-Mod). Especially, the induced
mapH i0K•λ → H i0K• is surjective, i.e. H i0K• is a finitely generated A-module. Likewise, we
see that Hj0L• is a finitely generated A-module. Now, notice that
Hk(K•
L⊗A L•) ≃
{
H i0K• ⊗A Hj0L• for k = i0 + j0
0 for k > i0 + j0.
From Nakayama’s lemma it follows easily that H i0+j0(K•
L⊗A L•) 6= 0, and then our as-
sumptions imply that i0 + j0 = 0 and H
i0K• ⊗A Hj0L• ≃ A. One deduces easily that
H i0K• ≃ A ≃ Hj0L• (see e.g. [52, Lemma 4.1.5]). Furthermore, we can find a complex
K•1 in D
<i0(A-Mod) (resp. L•1 in D
<j0(A-Mod)) such that :
K• ≃ A[−i0]⊕K•1 (resp. L• ≃ A[−j0]⊕ L•1)
whence a quasi-isomorphism :
ϕ : A[0]
∼→ K• L⊗A L• ∼→ A[0]⊕K•1 [−j0]⊕ L•1[−i0]⊕ (K•1
L⊗A L•1).
However, by construction ϕ−1 restricts to an isomorphism on the direct summand A[0], there-
fore K•1 ≃ 0 ≃ L•1 in D(A-Mod), and the claim follows. ♦
Now, for any point x ∈ X , let ix : {x} → X be the inclusion map, and set K•x := i∗xK• for
every complexK• of OX -modules. Notice that ifK
• is a complex of flat OX-modules, thenK
•
x
is a complex of flat OX,x-modules ([7, Exp.V, Prop.1.6(1)]), therefore the ruleK• 7→ K•x yields
a well-defined functor D−(OX-Mod) → D−(OX,x-Mod), and moreover we have a natural
isomorphism
(11.3.23) K•x
L⊗OX,x L•x ∼→ (K•
L⊗OX L•)x
for every objects K•, L• of D−(OX-Mod). Especially, under the current assumptions, and in
view of claim 11.3.20, we may find s ∈ Z, and an isomorphism of OX,x-modules
(11.3.24) HsP •x ⊗OX,x H−sQ•x ∼→ H0(P •x
L⊗OX,x Q•x) ∼→ OX,x.
Since OX,x is local, we may thus find ax ∈ HsP •x and bx ∈ H−sQ•x such that (11.3.24) maps
ax ⊗ bx to 1. Then ax and bx extend to local sections
a ∈ Γ(U,Ker(d : P s → P s−1)) b ∈ Γ(U,Ker(d : Q−s → P−s−1))
on some neighborhood U ⊂ X of x, and after shrinking U , we may assume that a ⊗ b gets
mapped to 1, under the induced morphism of OU -modules
HsP •|U ⊗OU H−sQ•|U → H0(P •
L⊗OX Q•)|U ∼→ OU .
Then we obtain a well defined morphism in D−(OU -Mod)
ϕ : OU [s]→ P •|U (resp. ψ : OU [−s]→ Q•|U )
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by the rule : t 7→ t · a (resp. t 7→ t · b) for every local section t of OU . Again by claim 11.3.20
and (11.3.23) we deduce that ϕy : OU,y[s] → P •y is a quasi-isomorphism for every y ∈ U (and
likewise for ψy); . i.e. ϕ and ψ are the sought isomorphisms in D
−(OU -Mod). 
Proposition 11.3.25. Suppose that ω•1 and ω
•
2 are two dualizing complexes for the locally co-
herent scheme X . Then there exist an invertible OX-module L and a continuous function
σ : |X| → Z such that
ω•2 ≃ ω•1 ⊗OX L [σ] in Db(OX-Mod)coh.
Proof. Denote by D1 and D2 the duality functors associated with ω1 and respectively ω2. By
assumption, we can find complexes P •, Q• in Db(OX-Mod)coh such that ω2 ≃ D1(P •) and
ω1 ≃ D2(Q•), and therefore
D2(F
•) ≃ RHom•OX (F •,D1(P •)) ≃ D1(F •
L⊗OX P •)
for every object F • of Db(OX-Mod)coh ([112, Th.10.8.7]).
Claim 11.3.26. Let C• be an object of D−(OX-Mod)coh, such that D1(C•) is in Db(OX-Mod).
Then C• is in Db(OX-Mod)coh.
Proof of the claim. For givenm,n ∈ N, the natural maps: τ≤−nC• α−→ C• β−→ τ≥−mC• induce
morphisms
D1(τ
≥−mC•)
D1(β)−−−→ D1(C•) D1(α)−−−→ D1(τ≤−nC•)
Say that ω• ≃ τ≥aω• for some integer a ∈ N. Then D1(τ≤−nC•) lies in D≥n+a(OX-Mod).
Since D1(C•) is bounded, it follows that D1(β) = 0 for n large enough. Consider now the
commutative diagram :
τ≥−nC•
β◦α //

τ≥−mC•
η

D1 ◦D1(τ≥−nC•) D1◦D1(β◦α) // D1 ◦D1(τ≥−mC•)
Since τ≥−mC• is a bounded complex, η is an isomorphism in D(OX-Mod), so β ◦ α = 0
whenever n is large enough. Clearly this means that C• is bounded, as claimed. ♦
Applying claim 11.3.26 to C• := F •
L⊗OX P • (which is in D−(OX-Mod)coh, since X is
coherent) we see that the latter is a bounded complex, and by reversing the roles of ω1 and ω2 it
follows that the same holds for F •
L⊗OX Q•. We then deduce isomorphisms in Db(OX-Mod)coh
D1 ◦D2(F •) ≃ F •
L⊗OX P • and D2 ◦D1(F •) ≃ F •
L⊗OX Q•.
Letting F • := OX [0] we derive :
OX [0] ≃ D2 ◦D1 ◦D1 ◦D2(OX [0]) ≃ D2 ◦D1(P •) ≃ P •
L⊗OX Q•.
Then lemma 11.3.19 says that P • ≃ E [τ ] for an invertible OX-module E and a continuous
function τ : |X| → Z. Consequently : ω2 ≃ E ∨[−τ ] ⊗OX ω1, so the proposition holds with
L := E ∨ and σ := −τ . 
Lemma 11.3.27. Let f : X → Y be a morphism of locally coherent schemes, and ω•Y a
dualizing complex on Y . We have :
(i) If f is finite and finitely presented, then f !ω•Y is dualizing on X .
(ii) If Y coherent and f is an open immersion, then f ∗ω•Y is dualizing on X .
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Proof. (i): Denote by f : (X,OX) → (Y, f∗OX) the morphism of ringed spaces deduced from
f . For any object C• of D−(OX-Mod)coh we have natural isomorphisms :
D(C•) := RHomOX (C
•, f !ω•Y )
∼→ RHomOX (C•, f ∗RHomOY (f∗OX , ω•Y ))
∼→ f∗RHomf∗OX (f∗C•, RHomOY (f∗OX , ω•Y ))
∼→ f∗RHomOY (f∗C•, ω•Y ).
Hence, if C• is in Db(OX -Mod)coh, the same holds for D(C•); especially, this applies to
f !ωY ≃ D(OX [0]), and we can compute :
D ◦D(C•) ∼→ f ∗RHomOY (RHomOY (f∗C•, ω•Y ), ω•Y )
∼→ f ∗f∗C• ∼→ C•
and by inspecting the definitions, one verifies that the resulting natural transformation C• →
D ◦D(C•) is the biduality isomorphism. The claim follows.
(ii): Since OY is coherent, the natural map
f ∗RHomOY (G [0], ω
•
Y )→ RHomOX (f ∗G [0], f ∗ω•Y )
is an isomorphism in Db(OX-Mod)coh, for every OY -module G . Then the assertion follows
easily from lemma 10.3.24(ii) and remark 11.3.17(i). 
Proposition 11.3.28. Let A be a noetherian local ring, κ its residue field,M• a bounded below
complex of A-modules of finite type, and set X := SpecA. We have :
(i) The following conditions are equivalent
(a) There exists c ∈ Z such that RHom•A(κ[0],M•) ≃ κ[c].
(b) The complex of OX-modulesM•∼ arising fromM• is dualizing on X .
(ii) If the equivalent conditions of (i) hold, thenM• has finite injective dimension.
Proof. (i): We show first that (a)⇒(b). To this aim, in view of remark 11.3.17(i) and corollary
10.3.2(ii), it suffices to check :
Claim 11.3.29. Assume (a). Then, for every finitely generated A-module N , we have :
(i) D•(N) := RHom•A(N [0],M
•) ∈ D≤−c(A-Mod) (notation of (7.1)).
(ii) The natural map
N [0]→ DD•(N) := RHom•A(D•(N),M•)
is an isomorphism.
Proof of the claim. We first show the claim for N = κ, in which case (i) holds by assumption.
To check (ii), letM•
∼→ I• be a resolution consisting of a bounded below complex of injective
A-modules, so that
D•(κ[0],M•)
∼→ Hom•A(κ[0], I•) ∼→ I•[m]
where m ⊂ A is the maximal ideal, and Ik[m] denotes the submodule of m-torsion elements in
Ik, for every k ∈ Z. Under these isomorphisms, it is easily seen that the biduality map of (ii) is
identified with the unique one
κ→ H := HotA-Mod(I•[m], I•)
that sends 1 ∈ κ to the inclusion map j• : I•[m] → I• (details left to the reader). Now, it is
clear that any morphism I•[m]→ I• in Hot(A-Mod) factors through j•, and on the other hand,
our assumption implies that H ≃ κ. Hence, pick a morphism f • : I•[m] → I• representing a
generator for the A-module H , and write f • = j• ◦ g• for some endomorphism g• of I•[m]; in
other words, f • is the image of j• under the A-linear map
HotA-Mod(g
•, I•) : H → H
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so the class of j• cannot vanish inH , and (ii) follows in this case.
Next, we shall argue by induction on d := dim SuppN . If d = 0, then N is an A-module
of finite length, in which case we argue by induction on the length l of N . If l = 1, we have
N ≃ κ, so the assertions are already known. Suppose l > 1, and that both (i) and (ii) are already
known for all A-modules of length < d; we may find an A-submodule N ′ ⊂ N such that both
N ′ and N ′′ := N/N ′ have length < d. From the inductive assumption for N ′ and N ′′, and the
induced distiguished triangle
D•(N ′′)→ D•(N)→ D•(N ′)→ D•(N ′′)[1]
we deduce that (i) holds for N . Likewise, since (ii) is known for both N ′ and N ′′, using the
5-lemma we deduce easily that the same holds also for N .
Lastly, suppose that d > 0, and both (i) and (ii) are already known for all A-modules of finite
type whose support has dimension < d. Let N ′ := Γ{m}N ; both (i) and (ii) are already known
for N ′, so the same de´vissage argument as in the foregoing reduces to showing the claim for
N/N ′, i.e. we may assume that m /∈ AssN . Thus, let t ∈ m be any element such that the scalar
multiplication map t · 1N is injective, so we have a short exact sequence
0→ N tk−−→ N → Nk := N/tkN → 0 for every k > 0.
Notice that dim SuppNk < d : indeed, if p is a minimal element of SuppN , then p ∈ AssN
([89, Th.6.5(iii)]), hence t /∈ p, and therefore p /∈ SuppNk. By inductive assumption, both (i)
and (ii) hold for Nk (for every k > 0), and by considering the induced distinguished triangle
D•(Nk)→ D•(N) t
k−−→ D•(N)→ D•(Nk)[1]
we deduce that scalar multiplication by t is an epimorphism on HjD•(N) whenever j ≥ −c;
but the latter is an A-module of finite type, so it must vanish, by Nakayama’ lemma, and we
conclude that (i) holds for N . Furthermore, by the same token we get an exact sequence
H iDD•(N)
tk−−→ H iDD•(N)→ 0 for every i 6= 0
whence H iDD(N) = 0 for i 6= 0, again by Nakayama’s lemma. Lastly, for every k > 0
consider the ladder with exact rows :
0 // N
tk //
α

N //
α

Nk //

0
0 // H0DD•(N)
tk // H0DD•(N) // H0DD•(Nk) // 0
whose right-most vertical arrow is an isomorphism, by inductive assumption. A simple diagram
chase then yields
H0DD•(N) = tk ·H0DD•(N) + α(N)
so α is surjective, by Nakayama’s lemma. To show the injectivity of α, let x ∈ N be any non-
zero element, and choose k > 0 such that x /∈ tkN , so the image of x does not vanish in Nk,
whence necessarily α(x) 6= 0, and the claim follows. ♦
(b)⇒(a): Let i : Spec κ → X be the closed immersion; from corollary 10.3.2(ii) we know
that i!M•∼ is the complex arising from the complex of κ-modules RHomA(κ[0],M
•). On the
other hand, i!M•∼ is dualizing on Specκ, by virtue of lemma 11.3.27(i); obviously, κ[0]∼ is
also dualizing on the same scheme, so the assertion follows from proposition 11.3.25.
(ii): We notice more precisely :
Claim 11.3.30. Suppose that the conditions of (i) hold for M•, and moreover that H0M• 6= 0
andH iM• = 0 for every i < 0. Then c ≤ 0, and the injective dimension ofM• equals −c.
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Proof of the claim. Under the assumptions of the claim, it is clear that c ≤ 0. Pick a quasi-
isomorphism M•
∼→ I•, where I• is an object of C[0,−c](A-Mod) such that Ij is an injective
A-module for every j < −c. Notice that I0 6= 0, since H0M• does not vanish. Let N be any
A-module; a standard argument shows that
Ext1A(N, I
c) ≃ R1−cHom•A(N [0],M•)
and the latter vanishes ifN is finitely generated, by virtue of claim 11.3.29(i). It follows that Ic
is injective as well (see e.g. [89, Th.B3]), so the injective dimension of M• is ≤ −c. But it is
also ≥ −c, due to condition (i.a). ♦
After replacing M• by M•[a] for a suitable a ∈ Z, the assumptions of claim 11.3.30 can
obviously be fulfilled, whence (ii). 
Let us recall the following :
Definition 11.3.31. Let X be a noetherian scheme.
(i) We say that X is Gorenstein, if OX [0] is dualizing onX .
(ii) If X = SpecA is affine and Gorenstein, we also say that A is a Gorenstein ring.
Remark 11.3.32. (i) In view of example 11.3.18, every regular noetherian ring is Gorenstein.
(ii) Let A be any local noetherian ring, and κ the residue field of A. In light of proposition
11.3.28(i) (and of corollary 10.3.2(ii)), we see that A is Gorenstein if and only if there exists
c ∈ N such that RHom•A(κ[0], A[0]) ≃ κ[c].
11.3.33. Let A → B be a flat homomorphism of local noetherian rings, κA (resp. κB) the
residue field of A (resp. of B), and K• a bounded complex of A-modules of finite type. Set
X := SpecA, Y := SpecB, denote by f : Y → X the resulting morphism of local schemes,
and let K•∼ be the complex of OX-modules arising from K•. We have :
Proposition 11.3.34. In the situation of (11.3.33), the following conditions are equivalent :
(a) f ∗K•∼ is dualizing on Y .
(b) K•∼ is dualizing on X and B ⊗A κA is a Gorenstein ring.
Proof. Set C := B⊗AκA, F := SpecC and Z := SpecκB , denote i1 : Z → F and i2 : F → Y
the closed immersions, and let i := i2 ◦ i1. In light of proposition 11.3.28(i) (and of corollary
10.3.2(ii)) we see that (a) holds if and only if there exists c ∈ Z such that i!(f ∗K•∼) ≃ OZ [c].
However, recall that i! ≃ i!1 ◦ i!2 (proposition 11.1.7(i)); invoking again proposition 11.3.28(i)
we deduce that (a) holds if and only if i!2(f
∗K•∼) is dualizing on F . The latter is the complex
of OF -modules arising from
(11.3.35) RHom•B(C[0], B ⊗A K•) ≃ B ⊗A L• where L• := RHom•A(κA[0], K•)
(proposition 10.3.3(ii) and corollary 10.3.2(ii)). Hence, suppose that (b) holds; from proposition
11.3.28(i) we conclude that i!2(f
∗K•∼) ≃ OF [c] for some c ∈ Z; the latter is dualizing on Z by
assumption, whence (a). Conversely, suppose that (a) holds; from (11.3.35) we see thatB⊗AL•
is a bounded complex of C-modules whose cohomology is a free C-module in every degree.
We recall the following :
Claim 11.3.36. Let R be any ring,M• a bounded complex of R-modules, such that H iM• is a
projective R-module, for every i ∈ Z. Then we have an isomorphism
M•
∼→
⊕
i∈Z
(H iM•)[−i] in D(R-Mod).
Proof of the claim. We argue by induction on the cardinality cM of SM := {i ∈ Z |H iM• 6= 0}.
If cM = 0, the assertion is obvious. Suppose that cM > 0, and that the assertion is known for
every complex P • as in the claim, with cP < cM . Let a ∈ Z be the largest element of SM ; after
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replacing M• by its truncation τ≤aM•, we may assume that M i = 0 for every i > a. Then
HaM• ≃ Coker (da−1 : Ma−1 → Ma), and since HaM• is a projective R-module, we may
find an R-linear isomorphismM
∼→ (HaM•)⊕ Im da−1. Denote by P • the complex such that
P i := M i for every integer i < a, and such that P a := Im da−1, with differentials induced by
those of M•; then M• ≃ (HaM•)[−a] ⊕ P • in D(R-Mod), and cP < cM , so the assertion is
known for P •, and the claim follows. ♦
In light of claim 11.3.36 and remark 11.3.17(ii), we easily see that B ⊗A L• ≃ C[a] in
Db(C-Mod) for some a ∈ Z (details left to the reader), and then clearly L• ≃ kA[c] in
Db(A-Mod). Taking into account proposition 11.3.28(i), assertion (b) follows. 
Proposition 11.3.37. Let X be a noetherian scheme, K • an object of Db(OX-Mod)coh. The
following conditions are equivalent :
(a) K • is dualizing onX .
(b) K •(x) is dualizing on X(x), for every x ∈ X (notation of definition 4.9.17(iii)).
Proof. (b)⇒(a): We notice the following :
Claim 11.3.38. Let X be a noetherian scheme, K • an object of Db(OX -Mod)coh, and x ∈ X
any point. Suppose that the complex of OX(x)-modules K •(x) has finite injective dimension.
Then, for every F • ∈ Db(OX,x-Mod)coh there exists an open neighborhood U of x in X such
that RHom•OX (F
•,K •)|U lies in Db(OU -Mod)coh.
Proof of the claim. The question is local on X , so we may assume that X is affine, say X =
SpecA for a noetherian ring A; also, by theorem 10.3.23 we may assume that K • arises from
a bounded complex K• of A-modules of finite type (details left to the reader). Then, remark
11.3.17(i) and corollary 10.3.2(ii) reduce to checking that for every A-module M there exists
an open neighborhood U of x inX , such that the A-modules T i(M) := H iRHom•A(M [0], K
•)
have support inX \ U , for every sufficiently large i ∈ Z.
We shall argue by induction on the dimension d of the support of M ; if d = 0, there is
nothing to show, hence suppose that d > 0, and that the assertion is already known for every
A-module whose support has dimension strictly less than d. By [89, 6.4] we may further reduce
to the case where M = A/p, where p ⊂ A is a prime ideal. Then, pick a finite system of
generators t1, . . . , tn ∈ A for p, and set L• := K•(t1, . . . , tn) (notation of remark 7.8.1(ii)).
Now,H0L• ≃ A/p, andHiL• = 0 for every i > n; moreover, lemma 7.8.2(ii) says thatHiL• is
an A/p-module of finite type, for every i = 0, . . . , n, and vanishes for i ∈ Z outside this range;
therefore, we may find f ∈ A \ p such that (HiL•)f is a free (A/p)f -module of some finite
rank b(i) ∈ N, for every i ∈ Z ([89, Th.4.10(ii)]), and there exists an integer m ≤ n such that
b(m) 6= 0 and b(i) = 0 for every i > m. By choosing an injective resolution of K•, we get a
spectral sequence
Epq2 := R
pHom•A((HqL•)[0], K
•)⇒ Rp+qHom•A(L•, K•)
with differentials dpqr : E
pq
r → Ep−r+1,q+rr for every p, q ∈ Z and every r ≥ 2. Taking into
account corollary 10.3.2(ii), we see that
(11.3.39) (Epq2 )f ≃ (Ep,02 )⊕b(q)f for every p ∈ Z.
By the same token, we also get a natural isomorphism
Ep02 (x) := E
p0
2 ⊗A OX,x ≃ RpHom•OX(x)((A/p)∼[0](x),K •(x)) for every p ∈ Z.
Since K •(x) has finite injective dimension, it follows that there exists an integer r such that
Ep,02 (x) = 0 whenever p > r. Since E
pq
2 is an A-module of finite type for every p, q ∈ Z,
we deduce that there exists an open neighborhood U ′ of x in X , such that, for every p =
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r + 1, . . . , r + n, the support of Ep,02 is contained in X \ U ′ ([89, Th.4.10(i)]). In this case, the
support of (Epq2 )f is also contained inX \U ′, for every (p, q) ∈ Z⊕2 with p = r+1, . . . , r+n.
Now, let q ∈ U ′ ∩SpecAf be any prime ideal, and suppose that (Ep,02 )q 6= 0 for some integer
p > r + n. From (11.3.39), we deduce that (Ep,m2 )q 6= 0 as well, and it is easily seen that
(Ep,m∞ )q = (E
p,m
2 )q. Especially
(11.3.40) Rp+mHom•A(L•, K
•) 6= 0.
However, L• is also a complex of free A-modules, therefore
RHom•A(L•, K
•) ≃ Hom•A(L•, K•) in D(A-Mod).
Thus, if we represent K• via an object of C[a,b](A-Mod) (for some a, b ∈ Z with a ≤ b :
notation of (7.1)), then RHom•A(L•, K
•) is represented by an object of C[a,b+n](A-Mod), and
consequently,RiHom•A(L•, K
•) = 0 for i > b+n. Taking into account (11.3.40), we conclude
that p ≤ p+m ≤ b+ n, so that
(11.3.41) T i(M)q = 0 whenever i > n+max(b, r) and q ∈ U ′ ∩ SpecAf .
On the other hand, from the short exact of A-modules
0→M f−→ M →M/fM → 0
we see that T i(M)/fT i(M) ⊂ T i+1(M/fM) for every i ∈ Z; since the support of M/fM
has dimension < d, the inductive assumption tells us that there exist N ∈ N and an open
neighborhood U ′′ of x in X such that the support of T i+1(M/fM) lies in X \ U ′′, for every
i > N . From this, Nakayama’s lemma implies that
T i(M)q = 0 for every q ∈ SpecA/fA and every i > N.
Combining with (11.3.41), we conclude that U := U ′ ∩ U ′′ will do. ♦
Since X is quasi-compact, assumption (b), claim 11.3.38 and proposition 11.3.28(ii) imply
that the rule : F • 7→ D(F •) := RHom•OX (F •,K •) takes objects of Db(OX-Mod)coh to
objects of the same category. Then, corollary 10.3.2(ii) and assumption (b) imply that the
natural map F [0](x) → D ◦ D(F [0])(x) is an isomorphism in Db(OX(x)-Mod) for every
x ∈ X and every coherent OX-module F , whence (a).
(a)⇒(b): Let x ∈ X be any point, and M any coherent OX(x)-module; we may extend M to
a coherent OU -module on some affine open neighborhood U of x in X , and then the latter can
be further extended to a coherent OX-module F (lemma 10.3.24(ii)). According to corollary
10.3.2(ii), the natural map D(F [0])(x) → RHom•OX(x)(M [0],K •(x)) is an isomorphism in
Db(OX(x)-Mod), whence (b). 
Corollary 11.3.42. Let f : Y → X be a morphism of finite type between affine noetherian
schemes, and ω• a dualizing complex on X . Then f !ω• is a dualizing complex on Y .
Proof. We may factor f as the composition of a closed immersion g : Y → Z followed by a
smooth and affine morphism h : Z → X . In light of lemmata 11.3.27(i) and 11.1.16(i), it then
suffices to check that h!ω• is dualizing on Z, so we may assume from start that f is smooth, in
which case we are reduced to showing that f ∗ω• is dualizing on Y . Let y ∈ Y be any point,
set x := f(y), and denote by fy : Y (y) → X(x) the morphism induced by f ; taking into
account proposition 11.3.37, we are further reduced to checking that f ∗y (ω
•
|X(x)) is dualizing on
Y (y). However, the latter assertion follows easily from proposition 11.3.34, remark 11.3.32(i)
and [89, Th.28.7]. 
Corollary 11.3.43. Let A be a noetherian ring, x ∈ X := SpecA any point, andK• any object
of Db(OX-Mod)coh. Suppose that the following holds :
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(a) Every irreducible reduced closed subscheme Z ⊂ X containing x admits a dense open
subset which is Gorenstein (see definition 11.3.31(i)).
(b) K•(x) is dualizing on X(x).
Then there exists an open neighborhood U of x in X , such thatK•|U is dualizing on U .
Proof. We begin with the following :
Claim 11.3.44. For every reduced and irreducible closed subscheme Z ofX containing x, there
exists a dense open subset UZ of Z such thatK
•(z) is dualizing on X(z), for every z ∈ UZ .
Proof of the claim. Let iZ : Z → X be the closed immersion, and set iZ(x) := iZ ×X X(x) :
Z(x) → X(x); in view of proposition 10.3.3(ii), we easily see that there is a natural isomor-
phism
i!Z(x)K
•(x)
∼→ (i!ZK•)(x) in D(OZ(x)-Mod).
Hence, due to (b) and lemma 11.3.27, (i!ZK
•)(x) is dualizing on Z(x). Denote by ηZ the
generic point of Z; it follows that (i!ZK
•)(ηZ) is dualizing on Z(ηZ) (proposition 11.3.37), and
therefore it is isomorphic to OZ(ηZ)[c] in D(OZ(ηZ )-Mod), due to (a). On the other hand, claim
11.3.38 implies that there exists an open neighborhood U ′Z of x in Z, such that (i
!
ZK
•)|U ′Z lies
in Db(OU ′Z -Mod)coh. It then follows easily that there exists a smaller open subset UZ ⊂ U ′Z
of Z, such that (i!ZK
•)|UZ ≃ OUZ [c] in D(OU ′E -Mod) (details left to the reader). In view of
(a), we may then further shrink UZ , and assume that (i
!
ZK
•)|UZ is dualizing on UZ . Now, let
y ∈ UZ be any point, denote by i1 : Specκ(y) → Z(y) and i2 : Z(y) → X(y) the closed
immersions, and set iy := i2 ◦ i1. By proposition 11.3.37, the complex i!2K•(y) ≃ (i!ZK•)(y)
is dualizing on Z(y), so i!yK
•(y) ≃ i!1(i!2K•(y)) is dualizing on Spec κ(y) (lemma 11.3.27(i)),
and consequentlyK•(y) is dualizing onX(y) (proposition 11.3.28(i)). The claim follows. ♦
Denote by Z the set of all reduced and irreducible closed subschemes of X containing x,
and for every Z ∈ Z , let UZ be the largest open subset of Z such that K•(y) is dualizing
on X(y) for every y ∈ UZ . The subset U :=
⋃
Z∈Z UZ is ind-constructible in X , and it is
clearly generizing (proposition 11.3.37). Thus, U is open in X ([41, Ch.IV, Th.1.10.1]), and to
conclude the proof, it suffices – again, by virtue of proposition 11.3.37 – to check that x ∈ U .
Suppose that the latter fails, and let Z ⊂ X be the closure of {x} in X , endowed with its
reduced subscheme structure; by assumption, Z ∩ U = ∅; on the other hand, Z ∈ Z , so that
UZ 6= ∅, by claim 11.3.44. The contradiction proves the assertion. 
Remark 11.3.45. Let A be a noetherian ring, and set X := SpecA.
(i) If X admits a dualizing complex, then every irreducible reduced closed subscheme Z ⊂
X admits a dense open subset U which is Gorenstein. Indeed, let ηZ be the generic point of Z;
we know that Z admits a dualizing complex ω•Z (lemma 11.3.27(i)), hence ω
•
Z(ηZ) is dualizing
on Z(ηZ) (proposition 11.3.37). But then there exists an isomorphism OZ(ηZ)[c]
∼→ ω•(ηZ) in
Db(OZ(ηZ )-Mod) for some c ∈ Z (proposition 11.3.25), and any such isomorphism extends to
an isomorphism OU [c]
∼→ (ω•Z)|U on some open subset U ⊂ Z; since (ω•Z)|U is dualizing on U
(lemma 11.3.27(ii)), the assertion follows.
(ii) The observation in (i) shows that the converse of corollary 11.3.43 holds as well : if
x ∈ X is any point, and U any open neighborhood of x in X such that U admits a dualizing
complex, then conditions (a) and (b) of corollary 11.3.43 holds for x.
(iii) If A is local and X admits a dualizing complex, then the formal fibres of A are Goren-
stein, i.e., if we denoteA∧ the completion of A and setX∧ := SpecA∧, thenX∧×X Spec κ(x)
is a Gorenstein scheme, for every x ∈ X . To check this assertion, notice that A∧ ⊗A A/p is the
completion of A/p, and SpecA/p admits a dualizing complex, if X does (lemma 11.3.27(i));
hence we may replace A by A/p and assume from start that A is a local noetherian domain,
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and x the generic point of X . Let ω• a dualizing complex on X , and f : X∧ → X the natural
morphism; by proposition 11.3.34, the complex f ∗ω• is dualizing onX∧. On the other hand, by
(i) there exists a non-empty open subset U ⊂ X which is Gorenstein, and therefore ω•|U ≃ OU [c]
for some c ∈ Z. Due to lemma 11.3.27(ii), it follows that f−1U is Gorenstein as well, and then
the same holds for f−1(x), by proposition 11.3.37.
(iv) If A is local and complete, then X admits a dualizing complex. Indeed, in this case
A is a quotient of a regular local ring ([89, Th.29.4(ii)]), so the assertion follows from lemma
11.3.27(i) and example 11.3.18.
Corollary 11.3.46. Let X be any noetherian scheme, ω• a dualizing complex onX . We have :
(i) For every x ∈ X there exists a unique c ∈ Z such that
J(x) := RcΓ{x}ω
•
|X(x) 6= 0.
(ii) For every x ∈ X , the A-module J(x) is the injective hull of the residue field κ(x).
Proof. In view of proposition 11.3.37, we may assume that X is local and x is its closed point;
say that X = SpecA for some local noetherian ring A, in which case ω• is the OX-module
arising from a bounded complexM• of A-modules of finite type. We notice :
Claim 11.3.47. Let m ⊂ A be the maximal ideal. There exists a unique c ∈ Z such that
(i) T i(N) := RiHom•A(N,M
•) = 0 for everyA-moduleN of finite type supported at {x}
and every i 6= c.
(ii) The map T c(A/mn) → T c(A/mn+1) induced by the projection A/mn+1 → A/mn is
injective, for every n ∈ N.
Proof of the claim. (i): By proposition 11.3.28(i), we know already that there exists c ∈ N such
that T i(A/m) = 0 if and only if i 6= c. We must therefore check that the claim holds for this
value of c. Now, let N be any A-module of finite type supported at {x}; we may find a finite
filtration N0 := 0 ⊂ N1 ⊂ · · · ⊂ Nk consisting of A-submodules, such that Nj+1/Nj ≃ A/m
for every i = 0, . . . , k − 1. We deduce short exact sequences
T i(A/m)→ T i(Nj+1)→ T i(Nj) for every i ∈ N and every j = 0, . . . , k − 1
whence the contention, by a simple induction on j.
(ii) is similar : arguing as in the foregoing, we get an exact sequence
T c−1(mn+1/mn)→ T c(A/mn)→ T c(A/mn+1)
whence the assertion. ♦
On the other hand, corollary 10.4.35 yields a natural identification :
(11.3.48) J(x)
∼→ colim
n∈N
T c(A/mn)
and then assertion (i) follows proposition 11.3.28(i) and claim 11.3.47.
(ii): Claim 11.3.47 also implies that T c is an exact functor on the full subcategory ofA-Mod
whose objects are theA-modules supported at {x}. By proposition 7.11.31, remark 7.11.32(i,ii)
and (11.3.48) we deduce already that J(x) is an injective A-module. Next, let κ(x)∼ be the
quasi-coherent OX-module arising from κ(x); we have natural identifications
HomA(κ(x), J(x))[c]
∼→RHom•OX (κ(x)∼[0], RΓ{x}ω•) (by corollary 10.3.2(i))
∼→RΓ{x} ◦RHom•OX (κ(x)∼[0], ω•) (by lemma 10.4.13(iii))
∼→RHom•OX (κ(x)∼[0], ω•) (as Supp κ(x) = {x})
∼→RHom•A(κ(x)[0],M•) (by corollary 10.3.2(i))
∼→κ(x)[c] (by proposition 11.3.28(i)).
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Then the assertion follows immediately from theorem 7.11.22. 
11.3.49. Let X be a noetherian scheme that admits a dualizing complex ω•. According to
corollary 11.3.46, we get a well defined function
cX : |X| → Z
by assigning to each x ∈ X the unique cX(x) ∈ Z such that RcX(x)Γ{x}ω•|X(x) does not vanish.
With this notation, we may state :
Lemma 11.3.50. In the situation of (11.3.49), let x, y ∈ X be any two points, such that x is an
immediate specialization of y. Then
cX(x) = cX(y) + 1.
Proof. By proposition 11.3.37 we may replace X by X(x), and ω by ω|X(x), and assume from
start that X is local, and x is its closed point. Let Z ⊂ X be the topological closure of {y},
endowed with its reduced closed subscheme structure. If we denote i : Z → X the corre-
sponding closed immersion, then i!ω is dualizing on Z (lemma 11.3.27(i)). Fix z ∈ Z, let
iz : Z(z) → X(z) be the induced closed immersion, and set c := cX(z); we get natural
isomorphisms :
RΓ{z}(i
!ω•)|Z(z)
∼→RΓ{z} ◦RHom•OX(z)(iz,∗OZ(y), ω•|X(z)) (by proposition 10.3.3(ii))
∼→RHom•OX(z)(iz,∗OZ(y), RΓ{z}ω•|X(z)) (by lemma 10.4.13(iii))
∼→Hom•OX(z)(iz,∗OZ(y), RcΓ{z}ω•|X(z))[−c] (by corollary 11.3.46)
which shows that
cZ(z) = cX(z)
provided cZ is defined via i
!ω•. Hence, we may replace X by Z, and assume additionally that
X = SpecA, where A is a one-dimensional local noetherian ring, and y is the generic point
of X . In this case, ω• is the complex of OX-module arising from a bounded complex M• of
A-modules of finite type, and clearly
RcX(y)Γ{y}ω
•
|X(y)
∼→ HcX(y)(ω•y) ≃ HcX(y)(M•)⊗A K
whereK is the field of fractions of A. To compute cX(x), we apply proposition 10.4.32(iii); to
this aim, let f be any non-zero element of the maximal ideal of A; we get
RiΓ{x}ω
• ∼→ colim
n∈N
H i(fn,M•) for every i ∈ Z
(notation of remark 7.8.1(ii)). By inspecting the definitions, we find a ladder with exact rows
H iM•
fn // H iM• //
f

H i+1(fn,M•)

H iM•
fn+1 // H iM• // H i+1(fn+1,M•)
for every i ∈ Z and n ∈ N
whence – after taking colimits – an exact sequence
H iM•
αi−−→ (H iM•)⊗A K βi−−→ Ri+1Γ{x}M• for every i ∈ Z
where αi is induced by the inclusion map A→ K. However, if (H iM•)⊗A K 6= 0, clearly αi
cannot be surjective, so Im βi 6= 0, and the lemma follows. 
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Example 11.3.51. Let K be any field, and A a K-algebra of finite type. Set S := SpecK,
X := SpecA, and denote by f : X → S the structure morphism. Since OS[0] is dualizing on S,
the complex ω• := f !OS[0] is dualizing on X (corollary 11.3.42). In this case, the function cX
associated with ωX as in (11.3.49) can be determined explicitly as follows. First, we may find a
closed immersion i : X → Y := AnS for some n, and if p : Y → S is the structure morphism,
the proof of lemma 11.3.50 shows that cX = cY ◦ i, where cY is the function of the same type
associated with g!OS[0]. Hence, we may assume thatX = AnS , in which case ω
• ≃ OX [n]. Then
X is regular ([89, Th.28.7]), so for every x ∈ X we may compute :
cX(x) = depth{x}OX(x) − n = n− tr. deg(κ(x)/K)− n = −tr. deg(κ(x)/K).
Theorem 11.3.52. Let A be a noetherian ring, and suppose that X := SpecA admits a dual-
izing complex. Then A is universally catenary.
Proof. In light of corollary 11.3.42, it suffices to show that A is catenary. But this follows easily
from lemma 11.3.50 (details left to the reader). 
11.3.53. In the situation of (11.3.49), lemma 11.3.50 shows that cX is a weak codimension
function, with the terminology of (11.2.19). Then corollary 11.3.46(i) means precisely that ω•
is a cX-Cohen-Macaulay complex of OX-modules onX (see definition 11.2.24(i)). By theorem
11.2.27, we may then find a Cousin complex of OX-modules R•ω, unique up to isomorphism
of complexes, such that ω• is isomorphic to R•ω in D
+(OX-Mod). We call R•ω the residual
complex arising from ω•. By corollary 11.3.46(ii) we see that
Rpω =
⊕
cX(x)=p
E(x)∼ for every p ∈ Z
where E(x) is an injective hull of the A-module κ(x), for every x ∈ X (notation of (10.3)).
11.3.54. For every coherent schemeX , consider the category
DualX
whose objects are the pairs (U, ω•U), where U ⊂ X is an open subset, and ω•U is a dualizing
complex onX . The morphisms (U, ω•U)→ (U ′, ω•U ′) are the pairs (j, β), where j : U → U ′ is an
inclusion map of open subsets of X , and β : j∗ω•U ′
∼→ ω•U is an isomorphism in Db(OU -Mod).
Let XZar denote the full subcategory of Sch/X whose objects are the (Zariski) open subsets of
X; it follows easily from lemma 11.3.27(ii), that the forgetful functor
(11.3.55) DualX → XZar (U, ω•U) 7→ U
is a fibration (see definition 3.1.2(ii)) With this notation, we have :
Proposition 11.3.56. Every descent datum for the fibration (11.3.55) is effective.
Proof. Let ((Ui, ω
•
i ); βij | i, j = 1, . . . , n) be a descent datum for the fibration (11.3.55); this
means that each (Ui, ω
•
i ) is an object of DualX , and if let Uij := Ui ∩Uj for every i, j ≤ n, then
βij : ω
•
i|Uij
∼→ ω•j|Uij
are isomorphisms in Db(OUij -Mod), fulfilling a suitable cocycle condition (see (3.4.22)).
We shall show, by induction on k = 1, . . . , n, that there exists a dualizing complex ω•Xk on
Xk := U1 ∪ · · · ∪ Uk, such that the descent datum ((Ui, ω•i ); βij | i, j = 1, . . . , k) is isomorphic
to the descent datum relative to the family (Ui | i = 1, . . . , k) determined by (Xk, ω•Xk).
For k = 1, there is nothing to prove. Next, suppose that k > 1, and ω•Xk−1 with the sought
properties has already been constructed. If k − 1 = n, we are done; otherwise, let Vk :=
Xk ∩ Uk+1, set Uk := (Ui,k+1 | i = 1, . . . , k), and C• := RHom•OVk (ω
•
Xk|Vk
, ω•k+1|Vk). The
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system of morphisms (βi,k+1 | i = 1, . . . , k) determines a class ck in the Cˇech cohomology
groupH0(Uk, C
•). However, we have a spectral sequence (see lemma 10.3.14) :
Epq2 := H
p(Uk, H
qC•)⇒ Hp+qRHom•OVk (ω
•
Xk|Vk
, ω•k+1|Vk).
Claim 11.3.57. Epq2 = 0 for every q < 0.
Proof of the claim. More precisely, we check that HqC• = 0 for every q < 0. Indeed, by
lemma 11.3.27(ii), that both ω•Xk|Vk and ω
•
k+1|Vk
are dualizing on Vk. Moreover, on Ui,k+1 they
restrict to isomorphic objects of Db(OUi,k+1-Mod), for every i = 1, . . . , k. It follows easily
from proposition 11.3.25 that there exists an invertible OVk-module L and an isomorphism
ω•Xk|Vk
∼→ ω•k+1|Vk ⊗OVk L in Db(OVk-Mod).
Therefore, the biduality map induces an isomorphism
RHom•OVk
(ω•Xk|Vk , ω
•
k+1|Vk
)
∼→ L [0]
whence the claim. ♦
Claim 11.3.57 implies that ck corresponds to an element of H
0RHom•OVk
(ω•Xk|Vk , ω
•
k+1|Vk
),
and by construction, it is clear that this global section is an isomorphism ck : ω
•
Xk|Vk
∼→ ω•k+1|Vk
in Db(OVk-Mod). By definition, ck is represented by a diagram of quasi-isomorphisms :
(11.3.58) ω•Xk|Vk ← T • → ω•k+1|Vk in C(OVk -Mod)
for some complex T •. Let T! be the OXk+1-module obtained as extension by zero of T , and
define likewise (ω•Xk)! and (ω
•
k+1)!. We let ω
•
Xk+1
be the cone of the map of complexes
T! → (ω•Xk)! ⊕ (ω•k+1)!
deduced from (11.3.58). An easy inspection shows that this complex is dualizing on Xk+1, and
it fulfills the stated condition. 
Remark 11.3.59. The proof of proposition 11.3.56 is a special case of a general technique for
“glueing perverse sheaves” developed in [11].
In the study of duality for derived categories of modules, the role of reflexive modules is
taken by the more general class of Cohen-Macaulay modules. There is a version of this theory
for noetherian regular schemes, and a relative variant, for smooth morphisms. Let us begin by
recalling the following :
Definition 11.3.60. Let (A,mA) be a local ring,M an A-module.
(i) Let M be the set of all finitely generated A-submodulesM . The dimension ofM is
dimAM := sup(dim SuppM
′ |M ′ ∈ M ).
(ii) Suppose that the open subset SpecA \ {mA} is quasi-compact, and depthAM < +∞.
If dimAM = depthAM , we say thatM is aCohen-MacaulayA-module. The category
A-CM
is the full subcategory of A-Mod consisting of all finitely presented Cohen-Macaulay
A-modules. For every n ∈ N, we let A-CMn be the full subcategory of A-CM whose
objects are the Cohen-Macaulay A-modules of dimension n.
(iii) If A is a Cohen-Macaulay A-module, we say that A is a Cohen-Macaulay local ring.
(iv) Let X be a scheme, F a quasi-coherent OX-module. We say that F is a Cohen-
Macaulay OX-module, if Fx is a Cohen-Macaulay OX,x-module, for every x ∈ X . We
say that X is a Cohen-Macaulay scheme, if OX is a Cohen-Macaulay OX-module.
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(v) Let B be another local ring, ϕ : A→ B a local ring homomorphism. The category
ϕ-CM
of ϕ-Cohen-Macaulay modules is the full subcategory ofB-Modwhose objects are all
the finitely presented B-modules N that are ϕ-flat, and such that N/mAN is a Cohen-
Macaulay B-module. For every n ∈ N, we let ϕ-CMn be the full subcategory of ϕ-CM
whose objects are the ϕ-Cohen-Macaulay modulesN with dimB N/mAN = n.
(vi) Let f : X → Y be a locally finitely presented morphism of schemes, F a quasi-
coherent OX -module, x ∈ X any point, and set y := f(x). We say that F is f -Cohen-
Macaulay at the point x, if Fx is a f ♮x-Cohen-Macaulay module. We say that f is
Cohen-Macaulay at the point x, if OX is f -Cohen-Macaulay at the point x (cp. [42,
Ch.IV, De´f.6.8.1]).
(vii) Let f and F be as in (vi). We say that F is f -Cohen-Macaulay (resp. that f is
Cohen-Macaulay) if F (resp. OX ) is f -Cohen-Macaulay at every point x ∈ X .
(viii) Let f and F be as in (vi). The f -Cohen-Macaulay locus of F is the subset
CM(f,F ) ⊂ X
consisting of all x ∈ X such that f is Cohen-Macaulay at x. The subset CM(f,OX) is
also called the Cohen-Macaulay locus of f and is denoted briefly CM(f).
Remark 11.3.61. Let (A,mA) be any local ring; setX := SpecA, and for every A-moduleM ,
let M∼ be the quasi-coherent OX-module arising from M . Then, with the notation of theorem
10.1.33(i), we have
dimAM = dM∼ for every A-moduleM.
For the proof, let M be the set of all finitely generated A-submodules of M . Clearly dM∼ =
sup(dM ′∼ | M ′ ∈ M ), so we are reduced to the case where M is finitely generated. Then
SuppM is a closed subset of X , and dimAM = dim(SuppM); moreover, clearly SuppM =
SuppM∼, and the assertion folows easily.
Lemma 11.3.62. Let f : X → Y be a locally finitely presented morphism of schemes, and F
a finitely presented OX-module such that SuppF = X . We have :
(i) CM(f,F ) is an open subset of X ,
(ii) The restriction CM(f)→ Y of f is locally equidimensional.
(iii) Let g : X ′ → X be another morphism of schemes, x′ ∈ X ′ a point such that g is e´tale
at x′. Then g(x′) ∈ CM(f,F ) if and only if x′ ∈ CM(f ◦ g, g∗F ).
(iv) If x ∈ CM(f), then δ′(x,OX) = δ′(f(x),OY )+dimOf−1(fx),x (notation of (10.4.19)).
Proof. (i) and (ii) follow easily from [43, Ch.IV, Prop.15.4.3] and [42, Ch.IV, Prop.2.3.4].
(iii) follows from corollary 10.4.36. Lastly, (iv) is an immediate consequence of corollary
10.4.46. 
Remark 11.3.63. (i) The terminology “locally equidimensional” follows [44, ErrIV35], which
modifies the terminology “equidimensional” of [43, Ch.IV, De´f.13.3.2]. Hence, a morphism of
schemes f : X → Y locally of finite type is locally equidimensional, if it verifies the equivalent
conditions of [43, Ch.IV, Prop.13.3.1] at every point x ∈ X . However, the caveat here is that
the said conditions are not quite equivalent as stated : they become equivalent if one omits the
words “contenant y” in line 2 of loc.cit. (with unchanged proof). So, the correct definition of
“locally equidimensional” is in terms of the cited proposition thus amended.
(ii) A counterexample to [43, Ch.IV, Prop.13.3.1] is given by the identity morphismX → X
of a scheme X with a point x such that the union of the irreducible components of X passing
through x does not contain an open neighborhood of x in X (e.g. take X whose underlying
topological space is zero-dimensional and not discrete); then 1X satisfies condition b) of [43,
Ch.IV, Prop.13.3.1], but does not satisfy conditions a),a′) and a′′).
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Proposition 11.3.64. Let A be a regular local ring of dimension d, andM a finitely generated
Cohen-Macaulay A-module. Then :
(i) ExtiA(M,A) = 0 for every i 6= c := d− dimM .
(ii) The A-module D(M) := ExtcA(M,A) is Cohen-Macaulay.
(iii) The natural map M → Extc(D(M), A) is an isomorphism, and SuppD(M) =
SuppM .
(iv) For every n ∈ N, we have an equivalence of categories :
D : A-CMn → A-CMon N 7→ Extd−nA (N,A).
Proof. (i): According to [41, Ch.0, Prop.17.3.4], the projective dimension of M equals c, so
we may find a minimal free resolution 0 → Lc → · · · → L1 → L0 → M for M of length
c. Hence, we need only prove the sought vanishing for every i < c. Set X := SpecA,
Z := SuppM ⊂ X . By virtue of proposition 10.4.25, it suffices to show that depthZOX ≥ c.
In light of (10.4.30), this comes down to showing that OX,z is a local ring of depth ≥ c, for
every z ∈ Z. The latter holds, since OX,z is a regular local ring of dimension ≥ c ([41, Ch.0,
Cor.16.5.12]).
(ii): From (i) we deduce that L∨• := (L
∨
0 → · · · → L∨n), together with its natural augmenta-
tion L∨n → D(M), is a free resolution of D(M); especially, the projective dimension of D(M)
is ≤ c, and therefore
depthAD(M) ≥ dimM
again by [41, Ch.0, Prop.17.3.4]. On the other hand, it follows easily from [112, Prop.3.3.10]
that SuppD(M) ⊂ SuppM , so D(M) is Cohen-Macaulay.
(iii): From the proof of (ii) we see that RHomA(D(M), A) is computed by the complex
L∨∨• = L•, whence the first assertion. Invoking again [112, Prop.3.3.10], we deduce that
SuppM ⊂ SuppD(M); since the converse inclusion is already known, these two supports
coincide.
(iv) follows straightforwardly from (ii) and (iii). 
Corollary 11.3.65. LetX be a regular noetherian scheme, and j : Y → X a closed immersion.
We have :
(i) Y admits a dualizing complex ω•Y .
(ii) If Y is a Cohen-Macaulay scheme, then we may find a dualizing complex ω•Y that is
concentrated in degree 0. Moreover, H0(ω•Y ) is a Cohen-Macaulay OY -module.
Proof. Indeed, lemma 11.3.27(i) shows that the complex ω•Y := j
∗RHomOX (j∗OY ,OX) will
do. According to proposition 11.3.64(i,ii), this complex fulfills the condition of (ii), up to a
suitable shift. 
11.3.66. Let f : X → S be a smooth quasi-compact morphism of schemes, F a finitely
presented quasi-coherent OX-module, x ∈ X any point, and s := f(x). Set
A := OS,s B := OX,x F := Fx B0 := B ⊗A κ(s) F0 := F ⊗A κ(s).
Theorem 11.3.67. In the situation of (11.3.66), suppose that F is a f ♮x-Cohen-Macaulay mod-
ule. Then we may find an open neighborhood U ⊂ X of x inX such that the following holds:
(i) There exists a finite resolution of the OU -module F|U , of length n := dimB0−dimB F0
Σ• : 0→ Ln → Ln−1 → · · · → L0 → F|U → 0
consisting of free OU -modules of finite rank. Moreover, Σ• is universally OS-exact, i.e.
for every coherent OS-module G , the complex Σ• ⊗OX f ∗G is still exact.
(ii) The complexK• := RHom•OU (F|U ,OU) is concentrated in degree n.
(iii) The natural map F|U → RHomOU (K•,OU) is an isomorphism in D(OU -Mod).
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(iv) The B-module G := HnK•x is f
♮
x-Cohen-Macaulay, and SuppG = SuppF .
Proof. (i): According to proposition 7.3.50, the B-module F admits a minimal free resolution
Σx,• : · · · → L2 d2−−→ L1 d1−−→ L0 ε−→ F → 0
that is universallyA-exact; especially, di(Li) is a flat A-module, for every i ∈ N. It also follows
that Σx,• ⊗A κ(s) is a minimal free resolution of the B0-module F0. Since the latter is Cohen-
Macaulay, and B0 is a regular local ring ([44, Ch.IV, Th.17.5.1]), the projective dimension of
the B0-module F0 equals n ([41, Ch.0, Prop.17.3.4]), therefore dn(Ln) ⊗A κ(s) is a free B0-
module, so dn(Ln) is a flat B-module (lemma 7.11.35); then we deduce that it is actually a free
B-module, as it is finitely presented. Since Σx,• is minimal, we conclude that Li = 0 for every
i > n. We may now extend Σx,• to a finite resolution Σ• of F|U by free OU -modules on some
open neighborhood U of x, and after replacing U by a smaller neighborhood of U , we may
assume that F|U is f|U -flat ([43, Ch.IV, Th.11.3.1]), hence Σ• is universally OS-exact, as stated.
(ii): Let L• := (Ln → · · · → L0) be the complex obtained after omitting F from the resolu-
tion Σx,• (where L0 is placed in degree 0). ThenK
• is isomorphic to L∨• := HomB(L•, B). On
the other hand, the universal exactness property of Σx,• implies that
HomB0(L• ⊗A κ(s), B0) = L∨• ⊗A κ(s)
computes RHom•B0(F0, B0). In view of proposition 11.3.64(i), we have Ext
i
B0(F0, B0) = 0 for
every i 6= n. From this, a repeated application of [43, Ch.IV, Prop.11.3.7] shows that L∨• is
concentrated in degree n as well, and after shrinking U , we may assume that (ii) holds (details
left to the reader).
(iii): Let L• := (Ln → · · · → L0) be the complex obtained by omitting F|U form the
resolution Σ•; the proof of (iii) shows that RHomOU (K
•,OU) is computed by L ∨∨• = L•,
whence the contention.
(iv): By the same token, [43, Ch.IV, Prop.11.3.7] implies that Coker d∨i is a flat A-module,
for every i = 1, . . . , n. Especially, G is a flat A-module, and the complex L∨• [−n], with its
natural augmentation L∨n → G, is a universallyA-exact and free resolution of the B-moduleG.
Especially, the projective dimension of G is ≤ n, therefore
(11.3.68) depthBG ≥ dimB F0
by [41, Ch.0, Prop.17.3.4]. From (iii) we also see that the induced map
Fp → ExtnBp(Gp, Bp)
is an isomorphism, for every prime ideal p ⊂ B; therefore SuppF ⊂ SuppG. Symmetrically,
the same argument yields SuppG ⊂ SuppF . Hence the supports of F and G agree. Lastly,
combining with (11.3.68) we see that G is Cohen-Macaulay. 
11.3.69. Keep the notation of (11.3.66), and let ϕ := f ♮x : A → B. Theorem 11.3.67(iii,iv)
implies that, for every n ∈ N, the functor
Dϕ : ϕ-CMn → ϕ-CMon M 7→ ExtdimB0−nB (M,B)
is an equivalence, and the natural map M → Dϕ ◦ Dϕ(M) is an isomorphism, for every ϕ-
Cohen-Macaulay moduleM . We shall see later also a relative variant of corollary 11.3.65, in a
more special situation (see proposition 11.5.5).
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11.4. Schemes over a valuation ring. Throughout this section, (K, |·|) is a valued field, whose
valuation ring (resp. maximal ideal, resp. residue field, resp. value group) shall be denotedK+
(resp. mK , resp. κ, resp. Γ). Also, we let
S := SpecK+ and S/b := SpecK
+/bK+ for every b ∈ mK
(so S/0 = S) and we denote by s := Spec κ (resp. by η := SpecK) the closed (resp. generic)
point of S. More generally, for every S-scheme X we let as well
X/b := X ×S S/b for every b ∈ mK .
A basic fact, that follows immediately from corollary 9.1.27, is that every finitely presented
S-scheme is coherent (this can also be deduced easily from [62, Part I, Th.3.4.6]).
Proposition 11.4.1. Let f : X → S be a flat and finitely presented morphism, F a coherent
OX-module, x ∈ X any point, y := f(x), and suppose that f−1(y) is a regular scheme (this
holds e.g. if f is a smooth morphism). Let also n := dimOf−1(y),x. Then:
(i) proj.dimOX,xFx ≤ n+ 1 (here we set proj.dimOX,x0 := 0).
(ii) If F is f -flat at the point x, then proj.dimOX,xFx ≤ n.
(iii) If F is reflexive at the point x, then proj.dimOX,xFx ≤ max(0, n− 1).
(iv) If f has regular fibres, and F is reflexive and generically invertible (see (11.3.10)),
then F is invertible.
(v) All the fibres of the induced morphism fx : X(x)→ S(y) are regular and irreducible.
Proof. To start out, we may assume that X is affine, and then it follows easily from lemma
11.3.7(ii.a) that OX is coherent.
(ii): Since OX is coherent, we can find a possibly infinite resolution
· · · → E2 → E1 → E0 → Fx → 0
by free OX,x-modules Ei (i ∈ N) of finite rank; set E−1 := Fx and L := Im(En → En−1).
It suffices to show that the OX,x-module L is free. For every OX,x-module M we shall let
M(y) := M ⊗OX,x Of−1(y),x. Since L and Fx are torsion-free, hence flat K+-modules, the
induced sequence of Of−1(y),x-modules:
0→ L(y)→ En−1(y)→ · · ·E1(y)→ E0(y)→ Fx(y)→ 0
is exact; since f−1(y) is a regular scheme, L(y) is a free Of−1(y),x-module of finite rank. Since
L is also flat as a K+-module, [43, Ch.IV, Prop.11.3.7] and Nakayama’s lemma show that any
set of elements of L lifting a basis of L(y), is a free basis of L.
(i): Locally onX we can find an epimorphismO⊕nX → F , whose kernel G is again a coherent
OX-module, since OX is coherent. Clearly it suffices to show that G admits, locally on X , a
finite free resolution of length ≤ n, which holds by (ii), since G is f -flat.
(iii): Suppose F is reflexive at x; by remark 11.3.5 we can find a left exact sequence
0→ Fx → O⊕mX,x α−→ O⊕nX,x.
It follows that proj.dimOX,xFx = max(0, proj.dimOX,x(Cokerα)− 2) ≤ max(0, n− 1), by (i).
(iv): Suppose that F is generically invertible, let j : U → X be the maximal open immersion
such that j∗F is an invertible OU -module, and set Z := X\U . Under the current assumptions,
X is reduced; it follows easily that U is the set where rkF = 1, and that j is quasi-compact
(since the rank function is constructible : see (11.3.10)). It follows from (iii) that Z ∩ f−1(y)
has codimension ≥ 2 in f−1(y), for every y ∈ S. Hence the conditions of corollary 11.3.9 are
fulfilled, and furthermore F [0] is a perfect complex by (ii), so the invertible OX-module detF
is well defined (lemma 11.3.14). Then (iv) follows from the natural isomorphisms :
F
∼→ j∗j∗F ∼→ j∗det(j∗F [0]) ∼→ j∗j∗detF [0] ∼← detF [0].
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(v): Let y′ ∈ S(y) be any point; we need to check that f−1x (y′) is an irreducible regular
scheme, and after replacing K+ by a quotient, we may assume that y′ is the generic point of
S; after further replacing K+ by a localization, we may also assume that y is the closed point
of S. Set A := OX,x; by assumption, f−1x (y) is a regular scheme, hence p := mKA is a prime
ideal of A, so that Ap is a valuation ring (proposition 9.1.32(ii)), and especially, it is a domain.
Moreover, [43, Ch.IV, Prop.11.3.7] implies that for every h ∈ A \ p, scalar multiplication by h
is injective on A; thus, the localization map A→ Ap is injective as well, so A is a domain. This
already proves that f−1x (y
′) = SpecK⊗K+ A is irreducible. Next, let q ⊂ A be any prime ideal
with q ∩K+ = {0}, and M any Aq-module of finite type; pick a finitely presented A-module
N with an isomorphismNq
∼→ M . By (i), there exists a finite resolution L• of N , consisting of
free A-modules of finite rank; then Aq ⊗A L• is a finite resolution ofM by free Aq-modules of
finite rank. By Serre’s theorem [89, Th.19.2], this shows that Aq is regular, as required. 
Proposition 11.4.2. Let X be a quasi-compact and quasi-separated scheme, n > 0 an integer,
and denote by π : PnX → X the natural projection. Then the map
H0(X,Z)⊕ PicX → PicPnX (r,L ) 7→ OPnX (r)⊗ π∗L
is an isomorphism of abelian groups.
Proof. To begin with, let us recall the following well known :
Claim 11.4.3. Let f : Y → T be a proper morphism of noetherian schemes, F a coherent
f -flat OY -module, t ∈ T a point, p ∈ N an integer, and denote it : f−1(t) → Y the natural
immersion. Suppose that Hp+1(f−1(t), i∗tF ) = 0. Then the natural map
(Rpf∗F )t → Hp(f−1(t), i∗tF )
is surjective.
Proof of the claim. In light of [39, Ch.III, Prop.1.4.15], we easily reduce to the case where T is
a local scheme, say T = SpecA for some noetherian local ring A, and t is the closed point of
T . Set k := κ(t), and for every q ∈ N, consider the functor
F−q : A-Mod→ A-Mod M 7→ H0(T,Rpf∗(f ∗M∼ ⊗OY F ))
(notation of (10.3)). Since F is f -flat, the system (F−q | q ∈ N) defines a homological functor.
The assertion is that F−p−1(k) = 0, in which case [40, Ch.III, Cor.7.5.3] (together with [39,
Ch.III, Th.3.2.1 and Th.4.1.5]) says that F−p−1(M) = 0 for every A-moduleM . Hence, F−p−1
is trivially an exact functor, and it follows that the natural map F−p(A) → F−p(k) is surjective
([40, Ch.III, Prop.7.5.4]), which is the claim. ♦
Now, the injectivity of the stated map is clear (details left to the reader). For the surjectivity,
let G be an invertible OPnX -module, write X as the limit of a filtered system (Xλ | λ ∈ Λ) of
noetherian schemes, and for every λ ∈ Λ, let pλ : PnX → PnXλ be the induced morphism; for
some λ ∈ Λ, we may find an invertible OPnXλ -module Fλ with an isomorphism G
∼→ p∗λGλ of
OPnX -modules. Clearly, it then suffices to check the sought surjectivity for the scheme Xλ; we
may therefore replace X byXλ, and assume from start that X is noetherian.
Next, let x ∈ X be any point, and ix : Pnκ(x) → PnX the natural immersion; we have i∗xG ≃
OPn
κ(x)
(rx) for some rx ∈ Z. Set F := G (−rx), and notice that H1(Pnκ(x), i∗xF ) = 0; moreover,
Hx := H
0(Pnκ(x), i
∗
xF ) is a one-dimensional κ(x)-vector space. From claim 11.4.3, it follows
that there exist an open neighborhood U of x in X , and a section s ∈ H0(π−1U,F ) mapping
to a generator of Hx. The section s defines a map of OPnU -modules ϕ : OPnU (rx) → G|π−1U .
Furthermore, since i∗xF ≃ OPnκ(x), it is easily seen that ϕ restricts to an isomorphism on some
open subset of the form π−1U ′, where U ′ ⊂ U is an open neighborhood of x in X .
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Summing up, since x ∈ X is arbitrary, and since X is quasi-compact, we may find a finite
covering X = U1 ∪ · · · ∪ Ud consisting of open subsets, and for every i = 1, . . . , d an integer
ri and an isomorphism ϕi : OPnUi
(ri)
∼→ G|π−1Ui of OPnUi -modules. Then, for every i, j ≤ d such
that Uij := Ui ∩ Uj 6= ∅, the composition of the restriction of ϕi followed by the restriction of
ϕ−1j , is an isomorphism
ϕij : OPnUij
(ri)
∼→ OPnUij (rj)
of OPnUij
-modules. This already implies that ri = rj whenever Uij 6= ∅, hence the rule :
x 7→ ri if x ∈ Ui yields a well defined continuous map r : X → Z. Lastly, ϕij is the scalar
multiplication by a section
uij ∈ H0(PnUij ,O×PnUij ) = H
0(Uij,O
×
Uij
) for every i, j = 1, . . . , d.
The system (uij | i, j = 1, . . . , d) is a 1-cocycle whose class in Cˇech cohomologyH1(U•,O×X )
corresponds to an invertible OX-module L , with a system of trivializations OUi
∼→ L|Ui , for
i = 1, . . . , d; especially, ϕi can be regarded as an isomorphism (π
−1L )|π−1Ui(ri)
∼→ G|π−1Ui for
every i = 1, . . . , d. By inspecting the construction, it is easily seen that these latter maps patch
to a single isomorphism of OPnX -modules π
∗L (r)
∼→ G , as required. 
Corollary 11.4.4. Let f : X → S be a smooth morphism of finite presentation, set Gm,X :=
X ×S SpecK+[T, T−1], and denote by π : Gm,X → X the natural morphism. Then the map
PicX → PicGm,X L 7→ π∗L
is an isomorphism.
Proof. To start out, the map is injective, since π admits a section. Next, let j : Gm,X → P1X
be the natural open immersion, and denote again by π : P1X → X the natural projection.
According to theorem 10.3.23 and proposition 11.4.1(i), every invertible OGm,X -module ex-
tends to an invertible OP1X -module (namely the determinant of a coherent extension). Since
j∗OP1X(n) ≃ OGm,X , the claim follows from proposition 11.4.2. 
Remark 11.4.5. The proof of proposition 11.4.2 is based on the argument given in [91, Lecture
13, Prop.3]. Of course, statements related to corollary 11.4.4 abound in the literature, and more
general results are available: see e.g. [9] and [107].
Proposition 11.4.6. Let f : X → S be a smooth morphism of finite type, j : U → X an open
immersion, and set Z := X\U . Then:
(i) Every invertible OU -module extends to an invertible OX-module.
(ii) Suppose furthermore, that:
(a) For every point y ∈ S, the codimension of Z ∩ f−1(y) in f−1(y) is ≥ 1, and
(b) The codimension of Z ∩ f−1(η) in f−1(η) is ≥ 2.
Then the restriction functors:
(11.4.7) OX-Rflx→ OU -Rflx PicX → PicU
are equivalences.
Proof. (i): Notice first that the underling space |X| is noetherian, since it is the union |f−1(s)|∪
|f−1(η)| of two noetherian spaces. Especially, every open immersion is quasi-compact, and X
is quasi-separated. We may then reduce easily to the case where U is dense inX , in which case
the assertion follows from propositions 11.3.8(i) and 11.4.1(iv).
(ii): We begin with the following:
Claim 11.4.8. Under the assumptions of (ii), the functors (11.4.7) are faithful.
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Proof of the claim. Since f is smooth, all the stalks ofOX are reduced ([44, Ch.IV, Prop.17.5.7]).
Since every point of Z is specialization of a point of U , the claim follows easily from remark
11.3.5. ♦
Under assumptions (a) and (b), the conditions of corollary 11.3.9 are fulfilled, and one de-
duces that (11.4.7) are full functors, hence fully faithful, in view of claim 11.4.8. The essential
surjectivity of the restriction functor for reflexive OX-modules is already known, by proposition
11.3.8(i). 
Lemma 11.4.9. Let f : X → S be a flat, finitely presented morphism, and denote by U ⊂ X
the maximal open subset such that the restriction f|U : U → S is smooth. Suppose that the
following two conditions hold:
(a) For every point y ∈ S, the fibre f−1(y) is geometrically reduced.
(b) The generic fibre f−1(η) is geometrically normal.
Then the restriction functor induces an equivalence of categories (notation of (11.3.10)) :
(11.4.10) DivX
∼→ PicU.
Proof. Let F be any generically invertible reflexive OX-module; it follows from proposition
11.4.1(iv) that F|U is an invertible OU -module, so the functor (11.4.10) is well defined. Let
y ∈ S be any point; condition (a) says in particular that the fibre f−1(y) is generically smooth
over κ(y) ([89, Th.28.7]). Then it follows from [44, Ch.IV, Th.17.5.1] that U∩f−1(y) is a dense
open subset of f−1(y), and if x ∈ f−1(y)\U , then the depth ofOf−1(y),x is≥ 1, since the latter is
a reduced local ring of dimension ≥ 1. Similarly, condition (b) and Serre’s criterion [89, Ch.8,
Th.23.8] say that for every x ∈ f−1(η)\U , the local ring Of−1(η),x has depth ≥ 2. Furthermore,
[43, Ch.IV, Prop.9.9.4] implies that the open immersion j : U → X is quasi-compact; summing
up, we see that all the conditions of corollary 11.3.9 are fulfilled, so that F = j∗j∗F for every
reflexive OX-module F . This already means that (11.4.10) is fully faithful. To conclude, it
suffices to invoke proposition 11.3.8(i). 
11.4.11. LetK(T) be the fraction field of the free polynomialK-algebraK[T]. For every γ ∈
Γ one can define an extension of | · | to a Gauss valuation | · |0,γ : K(T)→ Γ ([52, Ex.6.1.4(iii)]).
If f(T) :=
∑d
i=0 aiT
i is any polynomial, then |f(T)|0,γ = max{|ai| · γi | i = 0, . . . , d}. We let
V (γ) be the valuation ring of | · |0,γ , and set
R(γ) := K[T,T−1] ∩ V (1) ∩ V (γ).
Since K[T,T−1] is a Dedekind domain, R(γ) is an intersection of valuation rings of the field
K(T), hence it is a normal domain. By inspecting the definition we see that R(γ) consists of
all the elements of the form f(T) :=
∑n
i=−n aiT
i, such that |ai| ≤ 1 and |ai| · γi ≤ 1 for every
i = −n, . . . , n. Suppose now that γ ≤ 1, and choose c ∈ K+ with |c| = γ; then every such
f(T) can be written uniquely in the form
∑n
i=0 aiT
i +
∑n
j=1 bj(cT
−1)j , where ai, bj ∈ K+ for
every i, j ≤ n. Conversely, every such expression yields an element of R(γ). In other words,
we obtain a surjection of K+-algebras K+[X,Y] → R(γ) by the rule: X 7→ T, Y 7→ cT−1.
Obviously the kernel of this map contains the ideal (XY − c), and we leave to the reader the
verification that the induced map
(11.4.12) K+[X,Y]/(XY − c)→ R(γ)
is indeed an isomorphism.
11.4.13. Throughout the following discussion, we shall assume that γ ≤ 1. Every δ ∈ Γ with
γ ≤ δ ≤ 1, determines a prime ideal p(δ) := {f ∈ R(γ) | |f |0,δ < 1} ⊂ R(γ), such that
mKR(γ) ⊂ p(δ). Then it is easy to see that R(γ)p(δ) ⊂ V (δ), and moreover :
R(γ)p(γ) = V (γ) R(γ)p(1) = V (1)
FOUNDATIONS FOR ALMOST RING THEORY 995
since V (1) (resp. V (γ)) is already a localization of K+[T] (resp. of K+[cT−1]). In case
γ < 1, (11.4.12) implies that R(γ)⊗K+ κ ≃ κ[X,Y]/(XY), and it follows easily that p(1) and
p(γ) correspond to the two minimal prime ideals of κ[X,Y]/(XY). In case γ = 1, we have
R(1) ⊗K+ κ ≃ κ[X,X−1], and again p(1) corresponds to the generic point of Specκ[X,X−1].
Notice that the natural morphism
fγ : TK(γ) := SpecR(γ)→ S
restricts to a smooth morphism f−1γ (η) → SpecK; moreover the closed fibre f−1γ (s) is geo-
metrically reduced. Notice also that TK(γ)×S SpecE+ ≃ TE(γ) for every extension of valued
fields K ⊂ E. In the following, we will write just T(γ) in place of TK(γ), unless we have to
deal with more than one base ring.
Proposition 11.4.14. Keep the notation of (11.4.13), and let g : X → T(γ) be an e´tale mor-
phism, F a coherent OX-module. Set h := fγ ◦ g : X → S and denote by is : h−1(s)→ X the
natural morphism. Then F is reflexive at the point x ∈ h−1(s) if and only if the following three
conditions hold:
(a) F is h-flat at the point x.
(b) Fx ⊗K+ K is a reflexive OX,x ⊗K+ K-module.
(c) The Oh−1(s),x-module i
∗
sFx satisfies condition S1 (see definition 10.5.1(iii)).
Proof. Suppose that F is reflexive at the point x; then it is easy to check that (a) and (b) hold.
We prove (c): by remark 11.3.5 we can find a left exact sequence
0→ Fx α→ O⊕mX,x
β→ O⊕nX,x.
Then Im β is a flat K+-module, since it is a submodule of the flat K+-module O⊕nX,x; hence
α ⊗K+ 1κ : i∗sFx → O⊕mh−1(s),x is still injective, so we are reduced to showing that h−1(s)
is a reduced scheme, which follows from [44, Ch.IV, Prop.17.5.7] and the fact that f−1γ (s) is
reduced.
Conversely, suppose that conditions (a)–(c) hold.
Claim 11.4.15. Let ξ be the generic point of an irreducible component of h−1(s). Then:
(i) Fx is a torsion-free OX,x-module.
(ii) OX,ξ is a valuation ring.
(iii) Suppose that the closure of ξ contains x. Then Fξ is a free OX,ξ-module of finite rank.
Proof of the claim. (i): By (a), the natural map Fx → Fx ⊗K+ K is injective; since (b) implies
that Fx ⊗K+ K is a torsion-free OX,x-module, the same must then hold for Fx.
(ii) follows from proposition 9.1.32(ii).
(iii): Suppose that x ∈ {ξ}. We derive easily from (i) that Fξ is a torsion-free OX,ξ-module,
so the assertion follows from (ii) and [22, Ch.VI, §3, n.6, Lemma 1]. ♦
By (b), the morphism βF,x⊗K+ 1K : Fx⊗K+K → F∨∨x ⊗K+K is an isomorphism (notation
of (11.3)); since F is h-flat at x, we deduce easily that βF,x is injective and C := Coker βF,x is
a torsionK+-module. To conclude, it remains only to show:
Claim 11.4.16. C is a flat K+-module.
Proof of the claim. In view of lemma 7.11.35, it suffices to show that TorK
+
1 (C, κ(s)) = 0.
However, from the foregoing we derive a left exact sequence
0 // TorK
+
1 (C, κ(s)) // Fx ⊗K+ κ(s)
βF,x⊗K+κ(s) // F∨∨x ⊗K+ κ(s).
We are thus reduced to showing that βF,x ⊗K+ κ(s) is an injective map. In view of condition
(c), it then suffices to prove that βF,ξ is an isomorphism, whenever ξ is the generic point of
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an irreducible component of h−1(s) containing x. The latter assertion holds by virtue of claim
11.4.15(iii). 
11.4.17. For a given ρ ∈ Γ, let us pick a ∈ K \ {0} such that |a| = ρ; we define the
fractional ideal I(ρ) ⊂ K[T,T−1] as the R(γ)-submodule generated by T and a. The module
I(ρ) determines a quasi-coherent OT(γ)-module I (ρ).
Lemma 11.4.18. With the notation of (11.4.17):
(i) I (ρ) is a reflexive OT(γ)-module for every ρ ∈ Γ.
(ii) There exists a short exact sequence of R(γ)-modules:
0→ I(ρ−1γ)→ R(γ)⊕2 → I(ρ)→ 0.
Proof. To start with, let a ∈ K \ {0} with |a| = ρ.
Claim 11.4.19. If either ρ ≥ 1 or ρ ≤ γ, then I(ρ) and I(ρ−1γ) are rank one, free R(γ)-
modules.
Proof of the claim. If ρ ≥ 1 (resp. ρ ≤ γ) then ρ−1γ ≤ γ (resp. ρ−1γ ≥ 1), hence it suffices
to show that I(ρ) is free of rank one, in both cases. Suppose first that ρ ≥ 1; in this case,
multiplication by a−1 yields an isomorphism of R(γ)-modules I(ρ)
∼→ R(γ). Next, suppose
that ρ ≤ γ. Then I(ρ) is the ideal (T, a), where a = c · b for some b ∈ K+ and |c| = γ.
Therefore I(ρ) = (T,T · (cT−1) · b) = T · (1, cT−1b) = TR(γ), and again I(ρ) is a free
R(γ)-module of rank one. ♦
In view of claim 11.4.19, we may assume that γ < ρ < 1. Let (e1, e2) be the canonical basis
of the free R(γ)-module R(γ)⊕2; we consider the R(γ)-linear surjection π : R(γ)⊕2 → I(ρ)
determined by the rule: e1 7→ T, e2 7→ a. Clearly Ker π contains the submodule M(ρ) ⊂
R(γ)⊕2 generated by:
f1 := ae1 − Te2 and f2 := cT−1e1 − ca−1e2.
Let N be the quasi-coherent OT(γ)-module associated with N := R(γ)
⊕2/M(ρ).
Claim 11.4.20. With the foregoing notation:
(i) N is a flat K+-module.
(ii) K+[c−1]⊗K+ N is a free K+[c−1]⊗K+ R(γ)-module of rank one.
(iii) K ⊗K+ M(ρ) = K ⊗K+ Ker π.
Proof of the claim. (i): We let gr•R(γ) be the T-adic grading on R(γ) (i.e. griR(γ) = T
i ·K ∩
R(γ) for every i ∈ Z), and we define a compatible grading onR(γ)⊕2 by setting: griR(γ)⊕2 :=
(gri−1R(γ) ·e1)⊕(griR(γ) ·e2) for every i ∈ Z. Since f1 and f2 are homogeneous elements, we
deduce by restriction a grading gr•M(ρ) onM(ρ), and a quotient grading gr•N on N , whence
a short exact sequence of graded K+-modules:
0→ gr•M(ρ)
gr•j−→ gr•R(γ)⊕2 → gr•N → 0.
However, by inspecting the definitions, it is easy to see that gr•j is a split injective map of free
K+-modules, hence gr•N is a freeK
+-module, and then the same holds for N .
(ii) is easy and shall be left to the reader.
(iii): Similarly, one checks easily that K ⊗K+ I(ρ) is a free K ⊗K+ R(γ)-module of rank
one; then, by (ii) the quotient map K ⊗K+ N → K ⊗K+ I(ρ) is necessarily an isomorphism,
whence the assertion. ♦
Claim 11.4.21. N is a reflexive OT(γ)-module.
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Proof of the claim. Since N is coherent, it suffices to show that Nx is a reflexive OT(γ),x-
module, for every x ∈ T(γ) (lemma 11.3.2(ii)). Let y := fγ(x); we may then replace N by its
restriction to T(γ)×S S(y), which allows to assume that y = s is the closed point of S. In this
case, we can apply the criterion of proposition 11.4.14 to the morphism fγ : T(γ) → S. We
already know from claim 11.4.20(i) that N is fγ-flat. Moreover, by claim 11.4.20(ii) we see
that the restriction of N to f−1γ (η) is reflexive. As γ < ρ < 1, by inspecting the definition and
using the presentation (11.4.12), we deduce an isomorphism :
κ⊗K+ N ≃ R⊕2/(Xe2,Ye1) ≃ (R/XR)⊕ (R/YR)
where R := κ[X,Y]/(XY) ≃ κ ⊗K+ R(γ). Thus, the R-module κ ⊗K+ N satisfies condition
S1, whence the claim. ♦
It follows from claim 11.4.20(i,iii) that the quotient map N → I(ρ) is an isomorphism, so
I (ρ) is reflexive, by claim 11.4.21. Next, let us define anR(γ)-linear surjection π′ : R(γ)⊕2 →
M(ρ) by the rule: ei 7→ fi for i = 1, 2. One checks easily that Ker π′ contains the submodule
generated by the elements ca−1e1 − Te2 and ce1 − aTe2, and the latter is none else than the
moduleM(ρ−1γ), according to our notation (notice that γ < ρ−1γ < 1). We deduce a surjec-
tion of torsion-free R(γ)-modules I(ρ−1γ)
∼→ R(γ)⊕2/M(ρ−1γ) → M(ρ), which induces an
isomorphism after tensoring by K, therefore I(ρ−1γ)
∼→M(ρ), which establishes (ii). 
11.4.22. Let T(γ)sm ⊂ T(γ) be the largest open subset which is smooth over S. Set Sγ :=
SpecK+/cK+; it is easy to see that f−1γ (S \Sγ) ⊂ T(γ)sm, and for every y ∈ Sγ , the difference
f−1γ (y) \ T(γ)sm consists of a single point.
Proposition 11.4.23. Let ∆(γ) ⊂ Γ be the smallest convex subgroup containing γ. Then there
is a natural isomorphism of groups:
PicT(γ)sm
∼→ ∆(γ)/γZ.
Proof. We consider the affine covering of T(γ)sm consisting of the two open subsets
U := SpecK+[T,T−1] and V := SpecK+[cT−1, c−1T]
with intersectionU∩V = SpecK+[c−1,T,T−1]. We notice that bothU and V are S-isomorphic
to Gm,S , and therefore
(11.4.24) PicU = Pic V = 0
by corollary 11.4.4. From (11.4.24), a standard computation yields a natural isomorphism:
PicT(γ)sm
∼→ OT(γ)(U)×\OT(γ)(U ∩ V )×/OT(γ)(V )×.
(Here, for a ringA, the notationA× means the invertible elements ofA.) However,OT(γ)(U)
× =
(K+)× · (cT−1)Z, OT(γ)(U ∩ V )× = (K+[c−1])× ·TZ and OT(γ)(V ) = (K+)× ·TZ, whence the
contention. 
11.4.25. Proposition 11.4.23 establishes a natural bijection between the set of isomorphism
classes of invertible OT(γ)sm -modules and the set :
]γ, 1] := {ρ ∈ Γ | γ < ρ < 1} ∪ {1}.
On the other hand, lemma 11.4.9 yields a natural bijection between PicT(γ)sm and the set of
isomorphism classes of generically invertible reflexive OT(γ)-modules. Furthermore, lemma
11.4.18 provides already a collection of such reflexive modules, and by inspection of the proof,
we see that the family of sheaves I (ρ) is really parametrized by the subset ]γ, 1] (since the
other values of ρ correspond to free OT(γ)-modules of rank one). The two parametrizations are
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essentially equivalent. Indeed, let a ∈ K \ {0} be any element such that ρ := |a| ∈]γ, 1]. With
the notation of the proof of proposition 11.4.23, we can define isomorphisms
ϕ : OU
∼→ I (ρ)|U ψ : OV ∼→ I (ρ)|V
by letting: ϕ(1) := T and ψ(1) := a. To verify that ϕ is an isomorphism, it suffices to
remark that T is a unit on U , so I (ρ)|U = TOU = OU . Likewise, on V we can write T =
a · (a−1c) · (c−1T), so I (ρ)|V = aOV , and ψ is an isomorphism. Hence I (ρ) is isomorphic to
the (unique) OT(γ)-module whose global sections consist of all the pairs (sU , sV ) ∈ OU(U) ×
OV (V ), such that T−1sU |U∩V = a
−1sV |U∩V . Clearly, under the bijection of proposition 11.4.23,
the invertible sheaf I (ρ)|T(γ)sm corresponds to the class of ρ in ∆(γ)/γ
Z. In particular, this
shows that the reflexive OT(γ)-modules I (ρ) are pairwise non-isomorphic for ρ ∈]γ, 1], and
that every reflexive generically invertible OT(γ)-module is isomorphic to one such I (ρ).
11.4.26. When γ < 1 and t ∈ T(γ) is the singular point of the closed fibre, the discus-
sion of (11.4.25) also applies to describe the set coh.Div(OT(γ),t) of isomorphism classes of
coherent reflexive fractional ideals of OT(γ),t (remark 11.3.11(ii)). Indeed, any such module
M extends to a reflexive OT(γ)-module (first one uses lemma 11.3.7(ii.b) to extendM to some
quasi-compact open subsetU ⊂ T(γ), and then one may extend to the whole ofT(γ), via propo-
sition 11.3.8)(i). HenceM ≃ I (ρ)t for some ρ ∈]γ, 1]. It follows already that coh.Div(OT(γ),t)
is naturally an abelian group, with multiplication law given by the rule :
(M,N) 7→M ⊙N := j∗j∗(M ⊗OT(γ),t N) for any two classesM,N ∈ Div(OT(γ),t)
where j : T(γ)sm ∩ SpecOT(γ),t → SpecOT(γ),t is the natural open immersion. Indeed,M ⊙N
is reflexive (by proposition 11.3.8(i) and corollary 11.3.9), and the composition law⊙ is clearly
associative and commutative, with OT(γ),t as neutral element; moreover, for any ρ ∈ ∆(γ), the
class of I (ρ)t admits the inverse j∗((j∗I (ρ)t)∨). Furthermore, the modules I (ρ)t are pair-
wise non-isomorphic for ρ ∈]γ, 1]. Indeed, using the group law ⊙, the assertion follows once
we know thatI (ρ)t is not trivial, whenever ρ ∈]γ, 1[. However, from the presentation of lemma
11.4.18(ii) one sees that I (ρ)t ⊗OT(γ),t κ(t) is a two-dimensional κ(t)-vector space, so every-
thing is clear. Moreover, a simple inspection shows that the composition law ⊙ thus defined,
agrees with the composition law of the monoid coh.Div(OT (γ),t) given in remark 11.3.11(ii).
Summing, we get a natural group isomorphism :
coh.Div(OT(γ),t)
∼→ ∆(γ)/γZ.
The following theorem generalizes this classification to reflexive modules of arbitrary generic
rank.
Theorem 11.4.27. Let g : X → T(γ) be an ind-e´tale morphism, x ∈ X any point,M a reflexive
OX,x-module. Then there exist ρ1, . . . , ρn ∈]γ, 1] and an isomorphism of OX,x-modules:
M
∼→
n⊕
i=1
g∗I (ρi)x.
Proof. Using lemma 11.3.7(ii.b), we are easily reduced to the case where g is e´tale. Set t :=
g(x); first of all, if t ∈ T(γ)sm, then X is smooth over S at the point t, and consequently
M (resp. I (ρ)t) is a free OX,x-module (resp. OT(γ),t-module) of finite rank (by proposition
11.4.1(iii)), so the assertion is obvious in this case. Hence we may assume that γ < 1 and t is
the unique point in the closed fibre of T(γ) \ T(γ)sm. Next, let Ksh+ be the strict henselization
of K+; denote by h : TKsh(γ) → TK(γ) the natural map, and set X ′ := X ×TK (γ) TKsh(γ).
Choose also a point x′ ∈ X ′ lying over x, and let t′ ∈ TKsh(γ) be the image of x′; then
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t′ is the unique point of TKsh(γ) with h(t
′) = t. We have a commutative diagram of ring
homomorphisms:
OT(γ),t
g♮x //
h♮t

OX,x

OT
Ksh
(γ),t′
// OX′,x′
whence an essentially commutative diagram of functors:
OT(γ),t-Rflx
g∗x //
h∗t

OX,x-Rflx
β

OT
Ksh
(γ),t′-Rflx
α // OX′,x′-Rflx.
SinceK and Ksh have the same value group, the discussion in (11.4.26) shows that h∗t induces
bijections on the isomorphism classes of generically invertible modules. On the other hand,
proposition 7.11.12 implies that the functor β induces injections on isomorphism classes. Con-
sequently, in order to prove the theorem, we may replace the pair (X, x) by (X ′, x′), and assume
from start thatK = Ksh.
In terms of the presentation 11.4.12 we can write T(γ) ×S Spec κ(s) = Z1 ∪ Z2, where Z1
(resp. Z2) is the reduced irreducible component on which X (resp. Y) vanishes. By inspecting
the definitions, it is easy to check that Z1 ≃ A1κ ≃ Z2 as κ-schemes. Let ξi be the generic
point of Zi, for i = 1, 2; clearly {t} = Z1 ∩ Z2, hence Wi := X ×T(γ) Zi is non-empty and
e´tale over Zi, so OWi,x is an integral domain, hence g
−1(ξi) contains exactly one point ζi that
specializes to x, for both i = 1, 2. To ease notation, let us set A := OX,x. Then SpecA ⊗K+ κ
consists of exactly three points, namely x, ζ1 and ζ2. Set M(ζi) := M ⊗A κ(ζi), and notice
that n := dimκ(ζ1)M(ζ1) = dimκ(ζ2)M(ζ2), since M restricts to a locally free module over
(SpecA)sm, the largest essentially smooth open S-subscheme of SpecA, which is connected.
We choose a basis e1, . . . , en (resp e
′
1, . . . , e
′
n) for M(ζ1)
∨ (resp. M(ζ2)
∨), which we can then
lift to a system of sections e1, . . . , en ∈ M∨ζ1 := M∨ ⊗A OX,ζ1 (and likewise we construct a
system e′1, . . . , e
′
n ∈ M∨ζ2). Let pi ⊂ A be the prime ideal corresponding to ζi (i = 1, 2); after
multiplication by an element of A \ pi, we may assume that e1, . . . , en ∈ M∨ (and likewise for
e′1, . . . , e
′
n). Finally, we set e
′′
i := Yei + Xe
′
i for every i = 1, . . . , n; it is clear that the system
(e′′1, . . . , e
′′
n) induces bases ofM(ζi)
∨ for both i = 1, 2. We wish to consider the map:
j : M → A⊕n m 7→ (e′′1(m), . . . , e′′n(m)).
Set C := Coker j, I := AnnAC, and B := A/I .
Claim 11.4.28. (i) The mapsMζi → O⊕nX,ζi induced by j are isomorphisms.
(ii) Ker j = Ker j ⊗A 1κ = 0.
(iii) B is a finitely presentedK+-module, and C is a freeK+-module of finite rank.
Proof of the claim. (i): Using Nakayama’s lemma, one deduces easily that these maps are
surjective; sinceMζi is a free OX,ζi-module of rank n, they are also necessarily injective.
(ii): Since OX,x is normal, {0} is its only associated prime; then the injectivity of j (resp. of
j ⊗A 1κ) follows from (i), and the fact thatM (resp. M ⊗A κ) satisfies condition S1, by remark
11.3.5 (resp. by proposition 11.4.14).
(iii): First of all, since A is coherent, I is a finitely generated ideal of A. Let f : SpecB →
SpecK+ be the natural morphism. Since C is a finitely presented A-module, its support Z is a
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closed subset of SpecA. From (i) we see that Z ∩ SpecA⊗K+ κ ⊂ {x}; on the other hand, Z
is also the support of the closed subscheme SpecB of SpecA. Therefore
(11.4.29) f−1(s) ∩ SpecB ⊂ {x}.
Since K+ is henselian, it follows easily from (11.4.29) and [44, Ch.IV, Th.18.5.11(c′′)] that B
is a finite K+-algebra of finite presentation, hence also a finitely presented K+-module (claim
9.1.33). Since C is a finitely presented B-module, we conclude that C is finitely presented as
K+-module, as well. From (ii) we deduce a short exact sequence: 0→ M → A⊕n → C → 0,
and then the long exact Tor sequence yields: TorA1 (C, κ) = 0 (cp. the proof of claim 11.4.16).
We conclude by [22, Ch.II, §3, n.2, Cor.2 of Prop.5]. ♦
Claim 11.4.30. The composed morphism: SpecB → SpecA→ T(γ) is a closed immersion.
Proof of the claim. Let p ⊂ R(γ) be the maximal ideal corresponding to t, so that OT(γ),t =
R(γ)p. From claim 11.4.28(iii) we see that the natural morphism ψ : R(γ)p → B is finite.
Moreover, A/pA ≃ R(γ)/p, hence ψ ⊗R(γ) 1R(γ)/p is a surjection. By Nakayama’s lemma
we deduce that ψ is already a surjection, i.e. the induced morphism SpecB → SpecR(γ)p is
a closed immersion. Let Jp := Kerψ, J := R(γ) ∩ Jp and D := R(γ)/J . We are reduced
to showing that the induced map D → Dp is an isomorphism. However, let e ∈ R(γ) \ p;
since Dp ≃ B is finite over K+, we can find a monic polynomial P [T ] ∈ K+[T ] such that
P (e−1) = 0, therefore an identity of the form 1 = e · Q(e) holds in Dp for some polynomial
Q(T ) ∈ K+[T ]. But then the same identity holds already in the subringD, i.e. the element e is
invertible inD, and the claim follows. ♦
Now, C is a finitely generated B-module, hence also a finitely generated R(γ)-module, due
to claim 11.4.30. We construct a presentation of C in the following way. First of all, we have a
short exact sequence of R(γ)⊗K+ R(γ)-modules:
E : 0→ ∆→ R(γ)⊗K+ R(γ) µ→ R(γ)→ 0
where µ is the multiplication map. The homomorphism R(γ) → R(γ) ⊗K+ R(γ) : a 7→
1⊗a fixes anR(γ)-module structure on everyR(γ)⊗K+ R(γ)-module (the right R(γ)-module
structure), and clearly E is split exact, when regarded as a sequence of R(γ)-modules via this
homomorphism. Moreover, in terms of the presentation (11.4.12), the R(γ)⊗K+ R(γ)-module
∆ is generated by the elements X⊗ 1− 1⊗ X and Y⊗ 1− 1⊗ Y. Let n be the rank of the free
K+-module C (claim 11.4.28(iii)); there follows an exact sequence
E ⊗R(γ) C : 0→ ∆⊗R(γ) C → R(γ)⊕n → C → 0
which we may and do view as a short exact sequence of R(γ)-modules, via the left R(γ)-
module structure induced by the restriction of scalars R(γ) → R(γ) ⊗K+ R(γ) : a 7→ a ⊗ 1.
The elements X,Y ∈ R(γ) act as K+-linear endomorphisms on C; one can then find bases
(bi | i = 1, . . . , n) and (b′i | i = 1, . . . , n) of C, and elements a1, . . . , an ∈ K+ \ {0} such that
Xbi = aib
′
i for every i ≤ n. Since XY = c in R(γ), it follows that Yb′i = ca−1i bi for every i ≤ n.
With this notation, it is clear that ∆ ⊗R(γ) C, with its left R(γ)-module structure, is generated
by the elements:
X⊗ bi − 1⊗ aib′i and Y ⊗ b′i − 1⊗ ca−1i bi (i = 1, . . . , n).
For every i ≤ n, let Fi be the R(γ)-module generated freely by elements (εi, ε′i), and ∆i ⊂ Fi
the submodule generated by Xεi−aiε′i and Yε′i−ca−1i εi. Moreover, let us write b′i =
∑n
j=1 uijbj
with unique uij ∈ K+, let F be the free R(γ)-module with basis (ei | i = 1, . . . , n), and define
ϕ : F → ⊕ni=1Fi by the rule: ei 7→ ε′i −
∑n
j=1 uijεj for every i ≤ n. We deduce a right exact
FOUNDATIONS FOR ALMOST RING THEORY 1001
sequence of R(γ)-modules:
F ⊕
n⊕
i=1
∆i
ψ1→
n⊕
i=1
Fi
ψ2→ C → 0
where:
ψ1(f, d1, . . . , dn) = ϕ(f) + (d1, . . . , dn) for every f ∈ F and di ∈ ∆i
ψ2(εi) = bi and ψ2(ε
′
i) = b
′
i for every i = 1, . . . , n.
Claim 11.4.31. ψ1 is injective.
Proof of the claim. Let L be the field of fractions of R(γ); since the domain of ψ1 is a torsion-
free K+-module, it suffices to verify that ψ ⊗R(γ) 1L is injective. However, on the one hand
C ⊗R(γ) L = 0, and on the other hand, each ∆i ⊗R(γ) L is an L-vector space of dimension one,
so the claim follows by comparing dimensions. ♦
By inspecting the definitions and the proof of lemma 11.4.18, one sees easily that
(11.4.32) ∆i ≃ I(|a−1i c|) for every i ≤ n.
Moreover, by remark (7.3.48)(iii), there exist p ∈ N and an R(γ)-linear isomorphism:
(11.4.33) Kerψ2
∼→ R(γ)⊕p ⊕ Syz1R(γ)C.
On the other hand, remark (7.3.48)(iii) and claim 11.4.28(ii) also shows that there exist q ∈ N
and an A-linear isomorphism:
(11.4.34) M
∼→ A⊕q ⊕ Syz1AC.
Combining (11.4.33) and (11.4.34) and using lemma 7.3.49, we deduce an R(γ)h-linear iso-
morphism:
(R(γ)h)⊕q ⊕ (R(γ)h ⊗R(γ) Kerψ2) ∼→ (R(γ)h)⊕p+q ⊕ (R(γ)h ⊗R(γ) Syz1R(γ)C)
∼→ (R(γ)h)⊕p+q ⊕ Syz1R(γ)h(R(γ)h ⊗R(γ) C)
∼→ (R(γ)h)⊕p+q ⊕ (R(γ)h ⊗A Syz1AC)
∼→ (R(γ)h)⊕p ⊕ (R(γ)h ⊗A M).
By claim 11.4.31 and (11.4.32) it follows that (R(γ)h)⊕p ⊕ (R(γ)h ⊗A M) is a direct sum of
modules of the formR(γ)h⊗R(γ) I(ρi), for various ρi ∈ Γ (recall that I(1) = R(γ)). Notice that
every I(ρi) is generically of rank one, hence indecomposable. Then it follows from corollary
7.11.11 that R(γ)h ⊗A M is a direct sum of various indecomposable R(γ)h-modules of the
form R(γ)h ⊗A g∗I (ρi)x. Finally, we apply proposition 7.11.12 to conclude the proof of the
theorem. 
The rest of this section shall be concerned with some results that hold in the special case
where the valuation ofK has rank one.
Theorem 11.4.35. Suppose that K is a valued field of rank one. Let f : X → S be a finitely
presented morphism, F a coherent OX-module. Then :
(i) Every coherent proper submodule G ⊂ F admits a primary decomposition.
(ii) AssF is a finite set.
Proof. By lemma 10.5.15, assertion (ii) follows from (i). Using corollary 10.5.11(ii) we reduce
easily to the case where X is affine, say X = SpecA for a finitely presented K+-algebra A,
and F = M∼, G = N∼ for some finitely presented A-modules N ⊂ M 6= 0. By considering
the quotientM/N , we further reduce the proof to the case whereN = 0. Let us choose a closed
imbedding i : X → SpecB, where B := K+[T1, . . . , Tr] is a free polynomial K+-algebra; by
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proposition 10.5.19, the submodule 0 ⊂ F admits a primary decomposition if and only if the
submodule 0 ⊂ i∗F does. Thus, we may replaceA byB, and assume thatA = K+[T1, . . . , Tr],
in which case we shall argue by induction on r. Let ξ denote the maximal point of f−1(s); by
claim 9.1.31, V := OX,ξ is a valuation ring with value group Γ. Then [52, Lemma 6.1.14] says
that
Mξ ≃ V ⊕m ⊕ (V/b1V )⊕ · · · ⊕ (V/bkV )
for some m ∈ N and elements b1, . . . , bk ∈ mK \{0}. After clearing some denominators, we
may then find a map ϕ : M ′ := A⊕m⊕ (A/b1A)⊕ · · ·⊕ (A/bkA)→M whose localization ϕξ
is an isomorphism.
Claim 11.4.36. AssA/bA = {ξ} whenever b ∈ mK\{0}.
Proof of the claim. Clearly AssA/bA ⊂ f−1(s). Let x ∈ f−1(s) be a non-maximal point.
Thus, the prime ideal p ⊂ A corresponding to x is not contained in mKA, i.e. there exists a ∈ p
such that |a|A = 1. Suppose by way of contradiction, that x ∈ AssA/bA; then we may find
c ∈ A such that c /∈ bA but anc ∈ bA for some n ∈ N. The conditions translate respectively as
the inequalities :
|c|A > |b|A and |an|A · |c|A = |anc|A ≤ |b|A
which are incompatible, since |an|A = 1. ♦
Since (Kerϕ)ξ = 0, claim 11.4.36 and proposition 10.5.6(ii) imply that AssKerϕ = ∅;
therefore Kerϕ = 0, by lemma 10.5.5(iii). Moreover, the submodule N1 := A
⊕m (resp. N2 :=
(A/b1A)⊕ · · · ⊕ (A/bkA)) ofM ′ is either ξ-primary (resp. {0}-primary), or else equal toM ′;
in the first case, 0 ⊂ M ′ admits the primary decomposition 0 = N1 ∩ N2, and in the second
case, either 0 is primary, or else M ′ = 0 has the empty primary decomposition. Now, if r = 0
thenM =M ′ and we are done. Suppose therefore that r > 0 and that the theorem is known for
all integers < r. Set M ′′ := Cokerϕ; clearly ξ /∈ SuppM ′′, so by proposition 10.5.18 we are
reduced to showing that the submodule 0 ⊂M ′′ admits a primary decomposition. We may then
replace M by M ′′ and assume from start that ξ /∈ SuppF . Let F t ⊂ F be the K+-torsion
submodule; clearly F/F t is a flat K+-module, hence it is a finitely presented OX-module
(proposition 9.1.26), so F t is a finitely generated OX-module, by [25, Ch.10, §.1, n.4, Prop.6].
Hence we may find a non-zero a ∈ mK such that aF t = 0, i.e. the natural map F t → F/aF
is injective. Denote by i : Z := V (AnnF/aF )→ X the closed immersion.
Claim 11.4.37. There exists a finite morphism g : Z → Ar−1S .
Proof of the claim. Since ξ /∈ SuppF , we have I 6⊂ mKA, i.e. we can find b ∈ I such that
|b|A = 1. Set W := V (a, b) ⊂ X; it suffices to exhibit a finite morphism W → Ar−1S . By
[21, §5.2.4, Prop.2], we can find an automorphism σ : A/aA→ A/aA such that σ(b) = u · b′,
where u is a unit, and b′ ∈ (K+/aK+)[T1, . . . , Tr] is of the form b′ = T kr +
∑k−1
j=0 ajT
j
r , for
some a0, . . . , ak−1 ∈ (K+/aK+)[T1, . . . , Tr−1]. Hence the ring A/(aA+ bA) = A/(aA+ b′A)
is finite overK+[T1, . . . , Tr−1], and the claim follows. ♦
Claim 11.4.38. The OX-submodule 0 ⊂ F/aF admits a primary decomposition.
Proof of the claim. Let G := (F/aF )|Z. By our inductive assumption the submodule 0 ⊂ g∗G
on Ar−1S admits a primary decomposition; a first application of proposition 10.5.19 then shows
that the submodule 0 ⊂ G on Z admits a primary decomposition, and a second application
proves the same for the submodule 0 ⊂ i∗G = F/aF . ♦
Finally, let j : Y := V (a) ⊂ X be the closed immersion, and set U := X \Y . By con-
struction, the natural map ΓY F → j∗j∗F is injective. Furthermore, U is an affine noetherian
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scheme, so [89, Th.6.8] ensures that the OU -submodule 0 ⊂ F|U admits a primary decomposi-
tion. The same holds for j∗F , in view of claim 11.4.38. To conclude the proof, it remains only
to invoke proposition 10.5.21. 
Corollary 11.4.39. Let K be a valued field of rank one, f : X → S a finitely presented
morphism, F a coherent OX-module, and I := (Iλ | λ ∈ Λ) a cofiltered family such that :
(a) Iλ ⊂ OX is a coherent ideal for every λ ∈ Λ.
(b) Iλ ·Iµ ∈ I whenever Iλ,Iµ ∈ I .
Then the following holds :
(i) Fλ := AnnF (Iλ) ⊂ F is a submodule of finite type for every λ ∈ Λ.
(ii) There exists λ ∈ Λ such that Fµ ⊂ Fλ for every µ ∈ Λ.
Proof. We easily reduce to the case whereX is affine, sayX = SpecAwithA finitely presented
overK+, and for each λ ∈ Λ the ideal Iλ := Γ(X,Iλ) ⊂ A is finitely generated.
(i): For given λ ∈ Λ, let f1, . . . , fk be a finite system of generators of Iλ; then Fλ is the
kernel of the map ϕ : F → F⊕k defined by the rule : m 7→ (f1m, . . . , fkm), which is finitely
generated because A is coherent.
(ii): By theorem 11.4.35 we can find primary submodules G1, . . . ,Gn ⊂ F such that G1 ∩
· · · ∩ Gn = 0; for every i ≤ n and λ ∈ Λ set Hi := F/Gi and Hi,λ := AnnHi(Iλ). Since the
natural map F → ⊕ni=1Hi is injective, we have :
Fλ = F ∩ (H1,λ ⊕ · · · ⊕Hn,λ) for every λ ∈ Λ.
It suffices therefore to prove that, for every i ≤ n, there exists λ ∈ Λ such that Hi,µ = Hi,λ for
every µ ∈ Λ. Say that Hi is p-primary, for some prime ideal p ⊂ A; suppose now that there
exists λ such that Iλ ⊂ p; since Iλ is finitely generated, we deduce that InλHi = 0 for n ∈ N
large enough; from (b) we see that I nλ ∈ I , so (ii) holds in this case. In case Iλ 6⊂ p for every
λ ∈ Λ, we have AnnHi(Iλ) = 0 for every λ ∈ Λ, so (ii) holds in this case as well. 
Corollary 11.4.40. Suppose A is a valuation ring with value group ΓA, and ϕ : K
+ → A is an
essentially finitely presented local homomorphism from a valuation ringK+ of rank one. Then:
(i) If the valuation of K is not discrete, ϕ induces an isomorphism Γ
∼→ ΓA.
(ii) If Γ ≃ Z and ϕ is flat, ϕ induces an inclusion Γ ⊂ ΓA, and (ΓA : Γ) is finite.
Proof. Suppose first that Γ ≃ Z; then A is noetherian, hence ΓA is discrete of rank one as well,
and the assertion follows easily. In case Γ is not discrete, we claim that A has rank≤ 1. Indeed,
suppose by way of contradiction, that the rank of A is higher than one, and let mA ⊂ A be
the maximal ideal; then we can find a, b ∈ mA\{0} such that a−ib ∈ A for every i ∈ N. Let
us consider the A-module M := A/bA; we notice that AnnM(a
i) = a−ibA form a strictly
increasing sequence of ideals, contradicting corollary 11.4.39(ii). Next we claim that ϕ is flat.
Indeed, suppose this is not the case; then A is a κ-algebra. Let p ⊂ A be the maximal ideal;
by lemma 9.1.30, we may assume that A/p is a finite extension of κ. Now, choose any finitely
presented quotient A of A supported at p; it follows easily that A is integral over K+, hence
it is a finitely presented K+-module by proposition 9.1.32(i), and its annihilator contains mK ,
which is absurd in view of [52, Lemma 6.1.14]. Next, since Γ is not discrete, one sees easily
thatmKA is a prime ideal, and in light of the foregoing, it must then be the maximal ideal. Now
the assertion follows from proposition 9.1.32(ii). 
11.4.41. LetK be a valued field of rank one, B a finitely presentedK+-algebra, and consider
a pair A := (A,Fil•A) consisting of a B-algebra and a B-algebra filtration on A; let alsoM be
a finitely generated A-module, and Fil•M a good A-filtration on M (see definition 7.9.4). By
definition, this means that the Rees module R(M)• of the filtered A-moduleM := (M,Fil•M)
is finitely generated over the graded Rees B-algebra R(A)•. We have :
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Proposition 11.4.42. In the situation of (11.4.41), suppose that A is a finitely presented B-
algebra,M is a finitely presented A-module, and Fil•A is a good filtration. Then :
(i) R(A)• is a finitely presented B-algebra, and R(M)• is a finitely presented R(A)•-
module.
(ii) If furthermore, Fil•A is a positive filtration (see definition 7.9.4(ii)), then FiliM is a
finitely presented B-module, for every i ∈ Z.
Proof. By lemma 7.9.8, there exists a finite system of generators m := (m1, . . . , mn) of M ,
and a sequence of integers k := (k1, . . . , kn) such that Fil•M is of the form (7.9.7).
(i): Consider first the case where A is a free B-algebra of finite type, say A = B[t1, . . . , tp],
such that Fil•A is the good filtration associated with the system of generators t := (t1, . . . , tp)
and the sequence of integers r := (r1, . . . , rp), and moreoverM is a free A-module with basis
m. Then R(A)• is also a free B-algebra of finite type (see example 7.9.5). Moreover, for every
j ≤ n, let Mj ⊂ M be the A-submodule generated by mj , and denote by Fil•Mj the good
A-filtration associated with the pair ({mj}, {kj}); clearly Fil•M = Fil•M1 ⊕ · · · ⊕ Fil•Mn,
therefore R(M)• = R(M1)• ⊕ · · · ⊕ R(Mn)•, where M j := (Mj ,Fil•Mj) for every j ≤ n.
Obviously each R(A)•-module R(M j)• is free of rank one, so the proposition follows in this
case.
Next, suppose that A is a free B-algebra of finite type, and M is arbitrary. Let F be a
free A-module of rank n, e := (e1, . . . , en) a basis of F , and define an A-linear surjection
ϕ : F → M by the rule ej 7→ mj for every j ≤ n. Then ϕ is even a map of filtered A-
modules, provided we endow F with the goodA-filtration Fil•F associated with the pair (e,k).
More precisely, let N := Kerϕ; then the filtration Fil•M is induced by Fil•F , meaning that
FiliM := (N + FiliF )/N for every i ∈ Z. Obviously the natural map R(F )• → R(M)•
is surjective, and its kernel is the Rees module R(N)• corresponding to the filtered A-module
N := (N,Fil•N) with FiliN := N ∩ FiliF for every i ∈ Z. Let x := (x1, . . . , xs) be a
finite system of generators of N , and choose a sequence of integers j := (j1, . . . , js) such that
xi ∈ FiljiN for every i ≤ s; denote by L the filtered A-module associated as in (7.9.6), with the
A-module N and the pair (x, j). Thus, R(L)• is a finitely generated graded R(A)•-submodule
of R(N)•. To ease notation, setN := R(N)•/R(L)• and F := R(F )•/R(L)•. Recall (definition
7.9.1(iii)) that R(A)• is a graded B-subalgebra of A[U, U
−1]; then we have :
Claim 11.4.43. N =
⋃
n∈NAnnF (U
n).
Proof of the claim. It suffices to consider a homogeneous element y := U iz ∈ R(F )i, for some
some z ∈ FiliF . Suppose that Uny ∈ R(L)i+n; especially, U i+nz ∈ R(N)i+n, so z ∈ N ,
hence y ∈ R(N)i. Conversely, suppose that y ∈ R(N)i; write z = x1a1 + · · ·+ xsas for some
a1, . . . , as ∈ A. Say that ar ∈ FilbrA for every r ≤ s, and set l := max(i, b1 + j1, . . . , bs + js).
Then U l−iy = U lz ∈ R(L)l. ♦
By the foregoing, R(F )• is finitely presented over R(A)•. It follows that N is finitely gener-
ated (corollary 11.4.39), hence R(N)• is a finitely generated R(A)•-module, so finally R(M)•
is finitely presented over R(A)•.
Lastly, consider the case of an arbitrary finitely presented B-algebra A, endowed with the
good B-algebra filtration associated with a system of generators x := (x1, . . . , xp) and the
sequence of integers r. We map the free B-algebra P := B[t1, . . . , tp] onto A, by the rule:
tj 7→ xj for every j ≤ p. This is even a map of filtered algebras, provided we endow P with the
good filtration Fil•P associated with the pair (t, r); more precisely, Fil•P induces the filtration
Fil•A on A, hence Fil•A is a good P -filtration. By the foregoing case, we then deduce that
R(A)• is a finitely presented R(P )•-module (where P := (P,Fil•P )), hence also a finitely
presented K+-algebra. Moreover, M is a finitely presented P -module, and clearly Fil•M is
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good when regarded as a P -filtration, hence R(M)• is a finitely presented R(P )•-module, so
also a finitely presented R(A)•-module.
(ii): The positivity condition implies that R(A)0 = B; then, taking into account (i), the
assertion is just a special case of proposition 7.6.23(iii). 
Theorem 11.4.44 (Artin-Rees lemma). Let K be a valued field of rank one, A an essentially
finitely presented K+-algebra, I ⊂ A an ideal of finite type, M a finitely presented A-module,
N ⊂M a finitely generated submodule. Then there exists an integer c ∈ N such that :
InM ∩N = In−c(IcM ∩N) for every n ≥ c.
Proof. We reduce easily to the case where A is a finitely presented K+-algebra; then, with all
the work done so far, we only have to repeat the argument familiar from the classical noetherian
case. Indeed, let us define a filtered K+-algebra A := (A,Fil•A) by the rule : FilnA := I
−n
if n ≤ 0, and FilnA := A otherwise; also let M := (M,Fil•M) be the filtered A-module
such that FiliM := M · FiliA for every i ∈ Z. We endow Q := M/N with the filtration
Fil•Q induced from Fil•M , so that the natural projectionM → M/N yields a map of filtered
A-modules M → Q := (Q,Fil•Q). By proposition 11.4.42, there follows a surjective map
of finitely presented graded R(A)•-modules : π• : R(M)• → R(Q)•, whose kernel in degree
k ≤ 0 is the A-module I−kM ∩N . Hence we can find a finite (non-empty) system f1, . . . , fr of
generators for the R(A)•-module Ker π•; clearly we may assume that each fi is homogeneous,
say of degree di; we may also suppose that di ≤ 0 for every i ≤ r, since Ker π0 generates
Kerπn, for every n ≥ 0. Let d := min (di | i = 1, . . . , r); by inspecting the definitions, one
verifies easily that
R(A)i ·Ker πj ⊂ R(A)i+j−d ·Ker πd whenever i+ j ≤ d and 0 ≥ j ≥ d.
Therefore Ker πd+k = R(A)k ·Kerπd for every k ≤ 0, so the assertion holds with c := −d. 
11.4.45. In the situation of theorem 11.4.44, let M be any finitely presented A-module; we
denote byM∧ the I-adic completion ofM , which is an A∧-module.
Corollary 11.4.46. With the notation of (11.4.45), the following holds :
(i) The functorM 7→M∧ is exact on the category of finitely presented A-modules.
(ii) For every finitely presented A-module M , the natural map M ⊗A A∧ → M∧ is an
isomorphism.
(iii) A∧ is flat over A. If additionally I ⊂ radA (the Jacobson radical of A), then A∧ is
faithfully flat over A.
Proof. (i): Let N ⊂ M be any injection of finitely presented A-modules; by theorem 11.4.44,
the I-adic topology on M induces the I-adic topology on N . Then the assertion follows from
proposition 8.2.13(i,v).
(ii): Choose a presentation A⊕p → A⊕q → M → 0. By (i) we deduce a commutative
diagram with exact rows :
A⊕p ⊗A A∧ //

A⊕q ⊗A A∧ //

M ⊗A A∧ //

0
(A⊕p)∧ // (A⊕q)∧ // M∧ // 0
and clearly the two left-most vertical arrows are isomorphisms. The claim follows.
(iii): The first assertion means that the functorM 7→ M ⊗AA∧ is exact; this follows from (i)
and (ii), via a standard reduction to the case where M is finitely presented. Suppose next that
I ⊂ radA; to conclude, it suffices to show that the image of the natural map SpecA∧ → SpecA
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contains the maximal spectrum MaxA ([89, Th.7.3]). Since the natural map MaxA/I →
MaxA is a bijection, the latter assertion follows from the :
Claim 11.4.47. For every finitely presented A-module M , the natural map iM : M → M∧
induces an isomorphismM/IM
∼→ M∧/IM∧.
Proof of the claim. From (i) we get a natural identification : M∧/(IM)∧
∼→ (M/IM)∧ ∼→
M/IM , whose inverse is the map induced by iM . However, by (ii) the image of (IM)
∧ inM∧
is the same as the image of IM ⊗A A∧, which is the same as the image of IM∧. 
Theorem 11.4.48. Let K be a valued field of rank one, B → A a map of finitely presented
K+-algebras. Then :
(i) IfM is an ω-coherent A-module,M is ω-coherent as a B-module.
(ii) If J is a coh-injective B-module, and I ⊂ B is a finitely generated ideal, we have :
(a) HomB(A, J) is a coh-injective A-module.
(b)
⋃
n∈NAnnJ(I
n) is a coh-injective B-module.
(iii) If (Jn, ϕn | n ∈ N) is a direct system consisting of coh-injective B/In-modules Jn and
B-linear maps ϕn : Jn → Jn+1 (for every n ∈ N), then colimn∈N Jn is a coh-injective
B-module.
Proof. (See (7.11.25) for the generalities on coh-injective and ω-coherent modules.)
(i): We reduce easily to the case where M is finitely presented over A. Let x1, . . . , xp be a
system of generators for the B-algebra A, and m1, . . . , mn a system of generators for the A-
module M . We let A := (A,Fil•A), where Fil•A is the good B-algebra filtration associated
with the pair x := (x1, . . . , xp) and r := (1, . . . , 1); likewise, let M be the filtered A-module
defined by the good A-filtration onM associated withm := (m1, . . . , mn) and k := (0, . . . , 0)
(see definition 7.9.4). Then claim follows easily after applying proposition 11.4.42(ii) to the
filtered B-algebra A and the filtered A-moduleM .
(ii.a): Let N ⊂M be two coherent A-modules, and ϕ : N → HomB(A, J) an A-linear map.
According to claim 10.1.15, ϕ corresponds by adjunction to a uniqueB-linear map ϕ : N → J ;
on the other hand by (i), M , and M/N are ω-coherent B-modules, hence ϕ extends to a B-
linear map ψ : M → J (lemma 7.11.27). Under the adjunction, ψ corresponds to an A-linear
extension ψ : M → HomB(A, J) of ϕ.
(iii): Let M ⊂ N be two finitely presented B-modules, f : M → J := colimn∈N Jn a
B-linear map. Since M is finitely generated, f factors through a map fn : M → Jn and the
natural map Jn → J , provided n is large enough ([52, Prop.2.3.16(ii)]). By theorem 11.4.44
there exists c ∈ N such that In+cN ∩M ⊂ InM . Hence
fn+c := ϕn+c−1 ◦ · · · ◦ ϕn ◦ fn : M → Jn+c
factors through a uniqueB/In+c-linear map fn+c : M := M/(I
n+cN∩M)→ Jn+c; since In+c
is finitely generated, M is a coherent submodule of the coherent B-module N := N/In+cN ,
therefore fn+c extends to a map g : N → Jn+c. The composition of g : N → Jn+c with the
projection N → N and the natural map Jn+c → J , is the sought extension of f .
(ii.b): Letting A := B/In in (ii.a), we deduce that Jn := AnnJ(I
n) is a coh-injective B/In-
module, for every n ∈ N. Then the assertion follows from (iii). 
11.5. Local duality. Throughout this section we let (K, | · |) be a valued field of rank one. We
shall continue to use the general notation of (11.4).
11.5.1. Let A be finitely presented K+-algebra, I ⊂ A an ideal generated by a finite system
f := (fi | i = 1, . . . , r), and denote by i : Z := V (I) → X := SpecA the natural closed
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immersion. Let also I ⊂ OX be the ideal arising from I . For every n ≥ 0 there is a natural
epimorphism
i∗i
−1OX → OX/I n
whence natural morphisms in D(A-Mod) :
(11.5.2) RHom•OX (OX/I
n,F •)→ RHom•OX (i∗i−1OX ,F •)
∼→ RΓZF •
for any bounded below complex F • of OX -modules.
Theorem 11.5.3. In the situation of (11.5.1), let M• be any object of D+(A-Mod). Then
(11.5.2) induces natural isomorphisms :
colim
n∈N
ExtiA(A/I
n,M•)
∼→ RiΓZM•∼ for every i ∈ N.
Proof. For F • := M•∼, trivial duality (theorem 10.1.16) identifies the source of (11.5.2) with
RHom•A(A/I
n,M•); then one takes cohomology in degree i and forms the colimit over n to
define the sought map. Next, by usual spectral sequence arguments, we may reduce to the
case where M• is a single A-module M sitting in degree zero (see e.g. the proof of proposi-
tion 10.3.19(i)). By inspecting the definitions, one verifies easily that the morphism thus de-
fined is the composition of the isomorphism of proposition 10.4.32(iii) and the map (7.8.40)
(see the proof of proposition 10.4.32(iii)); then it suffices to show that the inverse system
(HiK•(f
n) | n ∈ N) is essentially zero when i > 0 (lemma 7.8.41). By lemma 7.8.43, this
will in turn follow, provided the following holds. For every finitely presented quotient B of A,
and every b ∈ B, there exists p ∈ N such that AnnB(bq) = AnnB(bp) for every q ≥ p. This
latter assertion is a special case of corollary 11.4.39. 
Corollary 11.5.4. In the situation of theorem 11.5.3, we have natural isomorphisms :
colim
n∈N
ExtiA(I
n,M•)
∼→ H i(X\Z,M•∼) for every i ∈ N.
Proof. Set U := X \Z. We may assume that M• is a complex of injective A-modules, in
which case the sought map is obtained by taking colimits over the direct system of composed
morphisms :
HomA(I
n,M•)
βn−→ Γ(U,M•)→ RΓ(U,M•∼)
where βn is induced by the identification (I
n)∼|U = OU and the natural isomorphism :
HomOU (OU ,M
•∼) ≃ Γ(U,M•∼).
The complexRΓ(U,M•∼) is computed by a Cartan-Eilenberg injective resolutionM•∼
∼→ M •
of OX-modules, and then the usual arguments allow to reduce to the case whereM
• consists of
a single injective A-module M placed in degree zero. Finally, from the short exact sequence
0→ In → A→ A/In → 0 we deduce a commutative ladder with exact rows :
0 // HomA(A/I
n,M) //
αn

M // HomA(I
n,M) //
βn

0

0 // ΓZM
∼ // M // Γ(U,M∼) // R1ΓZM
∼ // 0
where αn is induced from (11.5.2). From theorem 11.5.3 it follows that colimn∈N αn is an
isomorphism, and RiΓZM
∼ vanishes for all i > 0; hence colimn∈N βn is an isomorphism, and
the contention follows. 
Proposition 11.5.5. Let X
f−→ Y g−→ S be two finitely presented morphisms of schemes.
(i) If g is smooth, OY [0] is a dualizing complex on Y .
(ii) If g is smooth and f is a closed immersion, thenX admits a dualizing complex ω•X .
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(iii) If X and Y are affine and ω•Y is a dualizing complex on Y , then f
!ω•Y is dualizing on
X (notation of (11.1.15)).
(iv) Every finitely presented quasi-separated S-scheme admits a dualizing complex.
Proof. (i) is an immediate consequence of proposition 11.4.1(i).
(ii): As in the proof of corollary 11.3.65, this follows directly from (i) and lemma 11.3.27(i).
(iii): Let us choose a factorization f = pY ◦ i where i : X → AnY is a finitely presented closed
immersion, and pY : A
n
Y → Y the smooth projection onto Y . In view of lemma 11.3.27(i) and
(11.1.15), it suffices to prove the assertion for the morphism pY . To this aim, we pick a closed
finitely presented immersion h : Y → AmS and consider the fibre diagram :
AnY
h′ //
pY

An+mS
pS

Y
h // AmS .
By (i) we know that the scheme AmS admits a dualizing complex ω
•, and then lemma 11.3.27(i)
says that h!ω• is dualizing as well. By proposition 11.3.25 we deduce that ω•Y ≃ L [σ]⊗OY h!ω•
for some invertible OY -module L and some continuous function σ : |Y | → Z. Since pY is
smooth, we can compute: p!Y ω
•
Y ≃ (p!Y ◦ h!ω•)⊗OAn
Y
p∗Y L [σ], hence p
!
Y ω
•
Y is dualizing if and
only if the same holds for p!Y ◦h!ω•. By proposition 11.1.7(iv), the latter complex is isomorphic
to h
′♭ ◦ p!Sω• and again using lemma 11.3.27(i) we reduce to checking that p!Sω• is dualizing,
which is clear from (i).
(iv): Let f : X → S be a finitely presented morphism, with X quasi-separated. If X is
affine, (iii) says that f !OS[0] is dualizing on X . In the general case, let (Ui | i = 1, . . . , n) be
a finite covering of X consisting of affine open subsets; for each i, j, k = 1, . . . , n, denote by
fi : Ui → S the restriction of f , set Uij := Ui ∩ Uj , Uijk := Uij ∩ Uk, and let gij : Uij → Ui be
the inclusion map. We know that f !iOS[0] is dualizing on Ui, for every i = 1, . . . , n; moreover,
for every i, j = 1, . . . , n there exists a natural isomorphism
ψij : g
∗
ijf
!
iOS[0]
∼→ g∗jif !jOS[0]
fulfilling the cocycle condition
ψjk|Uijk ◦ ψij|Uijk = ψik|Uijk for every i, j, k = 1, . . . , n
(lemma 11.1.16). In other words, ((Ui, f
!
iOS[0]);ψij | i, j = 1, . . . , n) is a descent datum for the
fibration (11.3.55). Then the assertion follows from proposition 11.3.56. 
Example 11.5.6. (i) For given b ∈ mK , let ib : S/b → S be the closed immersion. If b 6= 0, a
simple computation yields a natural isomorphism in D(OS/b-Mod) :
i!bOS
∼→ OS/b [−1].
By proposition 11.5.5(i,iii), we deduce that OS/b[0] is a dualizing complex on S/b, for every
b ∈ mK .
(ii) Next, let f : X → S/b be an affine finitely presented Cohen-Macaulay morphism, of
constant fibre dimension n. Then ω•X := f
!OS/b [0] is a dualizing complex on X , by (i) and
proposition 11.5.5(iii). Moreover, ω•X is concentrated in degree −n, and H−nω•X is a finitely
presented f -Cohen-Macaulay OX-module. Indeed, let i : X → Y := AmS/b be a closed immer-
sion of S/b-schemes, and denote by g : Y → S/b the projection. Fix any x ∈ X , let y := i(x)
and set
dx := dimOf−1(fx),x dy := dimOg−1(gy),y.
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We have a natural isomorphism in D(OX-Mod)
ω•X
∼→ i!OY [m] ∼→ i∗RHom•OY (i∗OX ,OY [m])
(lemma 11.1.16(i)), and by assumption i∗OX is a g-Cohen-Macaulay OY -module; by theorem
11.3.67(ii), it follows that ω•X,x is concentrated in degree dy−dx−m, and its cohomology in that
degree is f -Cohen-Macaulay, as asserted. Lastly, since the fibres of f and g are equidimensional
([42, Ch.IV, Prop.5.2.1] and lemma 11.3.62(ii)), it is easily seen that dy − dx = m− n (details
left to the reader), whence the claim.
11.5.7. For any finitely presented morphism f : X → S we consider the map :
d : |X| → Z x 7→ tr. deg(κ(x)/κ(f(x))) + dim {f(x)}.
Lemma 11.5.8. With the notation of (11.5.7), let x, y ∈ X , and suppose that x is a specializa-
tion of y. We have :
(i) x is an immediate specialization of y if and only if d(y) = d(x) + 1.
(ii) If X is irreducible, d(x)− d(y) = dimX(y)− dimX(x).
(iii) X is catenarian and of finite Krull dimension.
(iv) If X is irreducible and f is flat, then Of−1(fx),x is equidimensional.
(v) If f is flat, then dimOX,x = dimOf−1(fx),x + dimOS,f(x).
(vi) If f is Cohen-Macaulay at the point x, then OX,x is equidimensional.
Proof. (i): In case f(x) = f(y), the assertion follows from [42, Ch.IV, Prop.5.2.1]. Hence,
suppose that f(x) = s, f(y) = η; let Z be the topological closure of {y} in X , and endow Z
with its reduced subscheme structure; notice that Z is an S-scheme of finite type. By assump-
tion,X is quasi-compact and quasi-separated, hence {y} is a pro-constructible subset ofX , and
therefore Z is the set of all specializations of y in X ([41, Ch.IV, Th.1.10.1]). Especially, y is
the unique maximal point of Zη := Z ∩ f−1(η); also, if x is an immediate specialization of y,
then x is a maximal point of Zs := Z ∩ f−1(s), and by [43, Ch.IV, Lemme 14.3.10], the latter
implies that d(y) = d(x) + 1.
Conversely, suppose that d(y) = d(x) + 1; from [43, Ch.IV, Lemme 14.3.10] and [42, Ch.IV,
Prop.5.2.1] we deduce that x is a maximal point of Zs; then x is an immediate specialization of
y inX , since otherwise x would be a specialization inX of a proper specialization y′ of y in Zη,
and in this case [43, Ch.IV, Lemme 14.3.10] would say that d(y′) = d(x)+ 1, i.e. d(y) = d(y′),
contradicting [42, Ch.IV, Prop.5.2.1].
(iii) It is easily seen thatX has finite Krull dimension. Now, consider any sequence y0, . . . , yn
of points of X , with y0 := y, yn := x, and such that yi+1 is an immediate specialization of yi,
for i = 0, . . . , n − 1; from (i) we deduce that n = d(y)− d(x), especially n is independent of
the chosen chain of specializations, soX is catenarian.
(ii): We reduce easily to the case where y is the maximal point of X , in which case we may
argue as in the proof of (iii) (details left to the reader).
(iv): This is trivial, if f(x) = η; hence let us assume that f(x) = s, and let y1, y2 be two
maximal generizations of x in f−1(s). We may find an affine open subset U ⊂ X such that
y1 ∈ U and y2 /∈ U ; arguing as in the proof of (i), we see that the maximal point z of U (which
is also the maximal point ofX) is an immediate generization of y1 in U , hence d(z) = d(y1)+1.
Likewise, d(z) = d(y2) + 1, hence d(y1) = d(y2). In view of (i), the assertion follows easily.
(v): If f(x) = η, the identity is [42, Ch.IV, Cor.6.1.2]. Hence, suppose that f(x) = s. In this
case, the proof of (iv) shows that the identity holds, when X is irreducible. In the general case,
notice that – by the flatness assumption – every irreducible component of X intersect f−1(η),
and it is therefore itself a flat S-scheme (with its reduced subscheme structure). Since f−1(η) is
a noetherian scheme, it also follows that the set of irreducible components of X is finite; thus,
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let X1, . . . , Xn be the reduced irreducible components of X containing x, and fi : Xi → S
(i = 1, . . . , n) the corresponding restrictions of f . Then
dimOX,x = max
1≤i≤n
dimOXi,x and dimOf−1(s),x = max
1≤i≤n
dimOf−1i (s),x
whence the contention.
(vi): By lemma 11.3.62(ii), the morphism f is equidimensional at the point x. Especially,
f(u) = η for every maximal point u of SpecOX,x, and there exist an open neighborhood U of
x in X and an integer e ∈ N, such that f−1f(y) is equidimensional of dimension e, for every
y ∈ U . Since f is finitely presented, it follows that
tr. deg(κ(y)/κ(f(y))) = e
for every y ∈ U such that y is maximal in f−1f(y) ([89, Th.5.6]). Hence, d(u) = e + 1 for
every maximal point u of SpecOX,x, and especially, for every such u, the difference d(x)−d(u)
is independent of u; in light of (i), the assertion follows. 
Lemma 11.5.9. (i) The K+-moduleK/K+ is coh-injective.
(ii) Let A be a finitely presented K+-algebra, I ⊂ A a finitely generated ideal, J a coh-
injectiveK+-module. Then the A-module
JA := colim
n∈N
HomK+(A/I
n, J)
is coh-injective.
Proof. (i): It suffices to show that Ext1K+(M,K/K
+) = 0 whenever M is a finitely presented
K+-module. This is clear when M = K+, and then [52, Ch.6, Lemma 6.1.14] reduces to the
case whereM = K+/aK+ for some a ∈ mK \{0}; in that case we can compute using the free
resolutionK+
a−→ K+ →M , and the claim follows easily.
(ii): According to theorem 11.4.48(ii.a), the A-module J ′A := HomK+(A, J) is coh-injective.
However, JA =
⋃
n∈NAnnJ ′A(I
n), so the assertion follows from theorem 11.4.48(ii.b). 
Theorem 11.5.10. Let f : X → S be a finitely presented affine morphism. Then for every point
x ∈ X , the OX,x-module
J(x) := R1−d(x)Γ{x}(f
!OS[0])|X(x)
is coh-injective, and we have a natural isomorphism in D(OX,x-Mod) :
RΓ{x}(f
!OS[0])|X(x) ≃ J(x)[d(x)− 1].
Proof. Fix x ∈ X and set d := d(x).
Claim 11.5.11. The theorem holds in case f(x) = η.
Proof of the claim. Indeed, let fη : f
−1(η)→ S(η) := SpecK be the restriction of f ; according
to lemma 11.1.16(i), f !ηOS(η)[0] is the restriction of f
!OS[0], so the claim follows immediately
from example 11.3.51. ♦
Hence, suppose that f(x) = s, the closed point of S, and say that X = SpecA.
Claim 11.5.12. We may assume that x is closed inX , hence that κ(x) is finite over κ(s).
Proof of the claim. Arguing as in the proof of lemma 9.1.30, we can find a factorization of the
morphism f as a composition X
g−→ Y := AdS h−→ S, such that ξ := g(x) is the generic point
of h−1(s) ⊂ Y , the morphism g is finitely presented, and the stalk OY,ξ is a valuation ring.
Moreover, let gy := g×Y 1Y (y) : X(y) := X×Y Y (y)→ Y (y); we have a natural isomorphism
(f !OS[0])|X(y) ≃ g!yOY (y)[d].
Then we may replace f by gy, and K
+ by OY,ξ, whence the claim. ♦
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Hence, suppose now that x is closed in X , let p ⊂ A be the maximal ideal corresponding to
x, and p the image of p in A := A ⊗K+ κ; we choose a finite system of elements b1, . . . , br ∈
OX(X) whose images in A generate p. Pick any non-zero a ∈ mK , and let I ⊂ A be the ideal
generated by the system (a, b1, . . . , br), and I ⊂ OX the corresponding coherent ideal; clearly
V (I) = {x}, hence theorem 11.5.3 yields a natural isomorphism :
(11.5.13) colim
n∈N
RiHom•OX (OX/I
n, f !OS[0])
∼→ RiΓ{x}f !OS[0] for every i ∈ Z
where the transition maps in the colimit are induced by the natural maps OX/I
n → OX/I m,
for every n ≥ m. However, from lemmata 11.1.6(ii), 11.1.16(i) and corollary 10.3.2(i) we
deduce as well natural isomorphisms :
RHom•OX (OX/I
n, f !OS[0])
∼→ RHom•OS(f∗OX/I n,OS)
∼→ RHom•K+(A/In, K+).
Wewish to compute theseExt groups by means of lemma 7.11.27(iii); to this aim, let us remark
first that A/In is an integralK+-algebra for every n ∈ N, hence it is a finitely presented torsion
K+-module, according to proposition 9.1.32(i). We may then use the coh-injective resolution
K+[0]→ (0→ K → K/K+ → 0) (lemmata 11.5.9(i), 7.11.27(iii)) to compute :
ExtiK+(A/I
n, K+) =
{
Jn := HomK+(A/I
n, K/K+) if i = 1
0 otherwise.
Now the theorem follows from lemma 11.5.9(i) and theorem 11.4.48(ii.a),(iii).
We could also appeal directly to lemma 11.5.9(ii), provided we already knew that the fore-
going natural identifications transform the direct system whose colimit appears in (11.5.13),
into the direct system (Jn | n ∈ N) whose transition maps are induced by the natural maps
A/In → A/Im, for every n ≥ m. For the sake of completeness, we check this latter assertion.
For every n ≥ m, let jn : Xn := SpecA/In → X and jmn : Xm → Xn be the natural closed
immersions. We have a diagram of functors :
jm∗ ◦ j!mn ◦ (f ◦ jn)!
ζ1 //
ε1
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲
jn∗ ◦ (jmn∗ ◦ j!mn) ◦ j!n ◦ f !
ε2
++❱❱❱❱
❱❱❱❱❱
❱❱❱❱❱
❱❱❱❱❱
❱
jm∗ ◦ j!m ◦ f !
ξ2oo
αmn

jm∗ ◦ (f ◦ jm)!
ξ1
OO
βmn // jn∗ ◦ (f ◦ jn)! ζ2 // jn∗ ◦ j!n ◦ f !
where :
• ζ1 and ζ2 are induced by the natural isomorphism ψf,jn : (f ◦ jn)! ∼→ j!n ◦ f ! of lemma
11.1.16(i).
• ξ1 (resp. ξ2) is induced by the isomorphism ψf◦jn,jmn (resp. ψjn,jmn).
• ε1 and ε2 are induced by the counit of adjunction jmn∗ ◦ j!mn → 1D+(OXn -Mod).• βmn (resp. αmn) is induced by the natural map (f ◦ jn)∗OXn → (f ◦ jm)∗OXm (resp.
by the map jn∗OXn → jm∗OXm).
It follows from lemma 11.1.22 that the two triangular subdiagrams commute, and it is also clear
that the same holds for the inner quadrangular subdiagram. Moreover, lemma 11.1.16(ii) yields
a commutative diagram
(11.5.14)
(f ◦ jm)!
ψf◦jn,jmn

ψf,jm // j!m ◦ f !
ψjn,jmn◦f
!

j!mn ◦ (f ◦ jn)!
j!mn(ψf,jn ) // j!mn ◦ j!n ◦ f !
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such that jm∗(11.5.14) is the diagram :
jm∗ ◦ (f ◦ jm)!
ξ1

jm∗(ψf,jm ) // jm∗ ◦ j!m ◦ f !
ξ2

jm∗ ◦ j!mn ◦ (f ◦ jn)!
ζ1 // jm∗ ◦ j!mn ◦ j!n ◦ f !.
We then arrive at the following commutative diagram :
RHom•OS(OX/I
m,OS)
RΓ(ψf,jm ) //
RΓ(βmn)

RHom•OX (OX/I
m, f !OS[0])
RΓ(αmn)

RHom•OS(OX/I
n,OS)
RΓ(ψf,jn ) // RHom•OX (OX/I
n, f !OS[0]).
Now, the maps RΓ(αmn) are the transition morphisms of the inductive system whose colimit
appears in (11.5.13), hence we may replace the latter by the inductive system formed by the
maps RΓ(βmn). Combining with corollary 10.3.2(i), we finally deduce natural A-linear iso-
morphisms
colim
n∈N
ExtiK+(A/I
n, K+)
∼→ RiΓ{x}f !OS[0]
where the transition maps in the colimit are induced by the natural maps A/In → A/Im, for
every n ≥ m. Our assertion is an immediate consequence. 
11.5.15. Let A be a local ring, set X := SpecA let x ∈ X be the closed point, and suppose
that
(a) either, A is noetherian and X admits a dualizing complex
(b) or else, A is essentially of finite presentation overK+.
Notice that X admits a dualizing complex in case (b) as well. Indeed, in that case one can
find a finitely presented affine S-scheme Y and a point y ∈ Y such that X ≃ SpecOY,y; by
proposition 11.5.5(iv), Y admits a dualizing complex ω•Y , and since every coherent OX-module
extends to a coherent OY -module, one verifies easily that the restriction of ω•Y is dualizing for
X (cp. the proof of proposition 11.3.37). Hence, let ω• be a dualizing complex for X . In case
(a) (resp. in case (b)), it follows easily from corollary 11.3.46 (resp. from theorem 11.5.10 and
propositions 11.5.5(iii) and 11.3.25, that there exists a unique c ∈ Z such that
J(x) := RcΓ{x}ω
• 6= 0.
Moreover, J(x) is a coh-injective A-module, hence by lemma 7.11.27(iii), we obtain a well
defined functor
(11.5.16) Db(A-Modcoh)→ Db(A-Mod)o : C• 7→ Hom•A(C•, J(x)).
Furthermore, let Db{x}(A-Modcoh) be the full subcategory of D
b(A-Modcoh) consisting of all
complexes C• such that SuppH•C• ⊂ {x}. We have the following :
Corollary 11.5.17 (Local duality). In the situation of (11.5.15), the following holds :
(i) The functor (11.5.16) restricts to an equivalence of categories :
D : Db{x}(A-Modcoh)→ Db{x}(A-Modcoh)o
and the natural transformation C• → D ◦D(C•) is an isomorphism of functors.
(ii) For every i ∈ Z there exists a natural isomorphism of functors :
RiΓ{x} ◦D ∼→ D ◦Rc−iΓ : Db(OX-Mod)coh → A-Modo
where D is the duality functor corresponding to ω•.
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(iii) Let c and D be as in (ii), I ⊂ A a finitely generated ideal such that V (I) = {x}, and
denote by A∧ the I-adic completion of A. Then for every i ∈ Z there exists a natural
isomorphism of functors :
D ◦RiΓ{x} ◦D ∼→ A∧ ⊗A Rc−iΓ : Db(OX-Mod)coh → A∧-Modocoh.
Proof. Let C• be any object of D
b
{x}(A-Modcoh); we denote by i : {x} → X the natural closed
immersion. Obviously C∼• = i∗i
−1C∼• (notation of (10.3)), therefore :
Hom•A(C
•, J(x))
∼→ RHom•A(C•, J(x)) by lemma 7.11.27(iii)
∼→ RHom•OX (C∼• , RΓ{x}ω•[c]) by theorem 10.1.16
∼→ RHom•OX (i∗i−1C∼• , ω•[c]) by lemma 10.4.13(i.b)
∼→ RHom•OX (C∼• , ω•[c])
which easily implies (i). Next, we compute, for any object F • of Db(OX-Mod)coh :
RiΓ{x}D(F
•)
∼→ RiHom•OX (F •, RΓ{x}ω•) by lemma 10.4.13(iii)
∼→ RiHom•OX (F •, J(x)[−c])
∼→ RiHom•A(RΓF •, J(x)[−c]) by theorem 10.1.16
∼→ HomA(Rc−iΓF •, J(x)) by lemma 7.11.27(iii)
whence (ii). Finally, let F • be any object of Db(OX-Mod)coh; ifA is as in case (b) of (11.5.15),
we compute :
A∧ ⊗A Rc−iΓF • ∼→ lim
n∈N
(A/In)⊗A Rc−iΓF • by corollary 11.4.46(ii)
∼→ lim
n∈N
D ◦D((A/In)⊗A Rc−iΓF •) by (i)
∼→ lim
n∈N
D(HomA(A/I
n, RiΓ{x}D(F
•))) by (ii)
∼→ D(colim
n∈N
HomA(A/I
n, RiΓ{x}D(F
•)))
∼→ D(RiΓ{x}D(F •))
so (iii) holds as well. If A is as in case (a) of (11.5.15), the same proof works : instead of
corollary 11.4.46(ii), one has just to appeal to [89, Th.8.7 and Th.8.8]. 
Definition 11.5.18. Let A and J(x) be as in (11.5.15), and E an A-module. We say that E is
finitely copresented if there exist a finitely presentedA-moduleM and an A-linear isomorphism
E
∼→ HomA(M,J(x)).
Lemma 11.5.19. Let A be as in (11.5.15), and I ⊂ A a finitely generated ideal, whose radical
is the maximal ideal of A. For every A-module E, the following conditions are equivalent :
(a) E is finitely copresented and finitely generated.
(b) E is finitely copresented and IkE = 0 for some k ∈ N.
(c) E is finitely presented and IkE = 0 for some k ∈ N.
Proof. To ease notation, for every ideal L ⊂ A and every A-moduleM set
D(M) := HomA(M,J(x)) and M [L] := AnnM(L).
Claim 11.5.20. Let E be any finitely copresented A-module. Then E[Ik] is a finitely presented
A-module for every k ∈ N, and E = ⋃k∈NE[Ik].
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Proof of the claim. We may assume that E = D(M) for some finitely presented A-moduleM ;
then clearly every element of E is annihilated by some power of I , since the same holds for
J(x). Moreover, we have a natural identification
E[In]
∼→ D(M/InM) for every n ∈ N.
ButM/IkM is finitely presented and supported at {x}, so D(M/IkM) is finitely presented as
well, by corollary 11.5.17(i). ♦
It follows immediately from claim 11.5.20 that (a)⇒(b)⇒(c).
(c)⇒(a): If E is finitely presented and IkE = 0, then the same holds for D(E), by corollary
11.5.17(i), and moreoverD ◦D(E) = E, by the same token, whence (a). 
Proposition 11.5.21. LetA be as in (11.5.15), and f : E → N a homomorphism ofA-modules,
with E finitely copresented and N finitely presented. Then we have :
(i) Ker f is a finitely copresented A-module.
(ii) Im f and Coker f are finitely presented A-modules.
Proof. Clearly, it suffices to show the assertions concerning Ker f and Im f . To this aim, pick
any finitely generated ideal I ⊂ A such that SuppA/I = {x} (where x denotes the closed
point of SpecA); by corollary 11.4.39(ii) there exists n ∈ N such that N [In] = N [Im] for
every integer m ≥ n. In view of claim 11.5.20, we see that there exists n ∈ N such that
Im f = (Im f)[In]. Taking into account corollary 11.4.39(i), we may then replace N by N [In],
and assume from start that InN = 0, so N is also finitely copresented, by lemma 11.5.19.
Now, more generally, let E and F be two finitely copresented A-modules, and say that E =
D(M), F = D(P ), where D is defined as in the proof of lemma 11.5.19; in view of claim
11.5.20 and corollary 11.5.17(i) we get natural identifications :
HomA(E, F )
∼→ lim
n∈N
HomA(E[I
n], F [In])
∼→ lim
n∈N
HomA(P/I
nP,M/InM)
∼→ lim
n∈N
HomA(P,M/I
nM)
∼→ lim
n∈N
HomA(P,M
∧)
where M∧ denotes the I-adic completion of M . Recall that the natural map M → M∧ is
injective (corollary 11.4.46(ii,iii)), so the same holds for the induced map
(11.5.22) HomA(P,M)→ HomA(E, F ) f 7→ D(f).
Claim 11.5.23. With the foregoing notation, we have :
(i) Let g : E → F be any morphism. If g lies in the image of (11.5.22), then Ker g,
Coker g and Im g are all finitely copresented A-modules.
(ii) If either IkM = 0 or IkP = 0 for some k ∈ N, then (11.5.22) is an isomorphism.
Proof of the claim. (i): Indeed, say that g is the image of h : P → M under (11.5.22); since
J(x) is coh-injective, we get natural identifications
Ker g
∼→ D(Coker h) Coker g ∼→ D(Kerh) Im g ∼→ D(Imh)
whence the contention.
(ii): If IkM = 0 for some k ∈ N, then the natural map M → M∧ is an isomorphism,
and the assertion follows. If IkP = 0, then any morphism P → M∧ factors through M∧[Ik]
(notation of the proof of lemma 11.5.19); however, corollaries 11.4.39(i) and 11.4.46(i) yield
natural identifications
M [In]
∼→ (M [In])∧ ∼→ M∧[In]
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whence the contention (details left to the reader). ♦
Now, letting F := N in claim 11.5.23, we deduce that both Ker f and Im f are finitely
copresented. Lastly, since In · Im f = 0, lemma 11.5.19 says that Im f is finitely presented, as
sought. 
Theorem 11.5.24. In the situation of (11.5.15), let I ⊂ A be any finitely generated ideal, C•
any object of Db(OX-Modcoh), and set U := X\{x}. For every i ∈ Z, the following conditions
are equivalent :
(a) I ·H i(U,C•) is a finitely presented A-module.
(b) I ·H i(U,C•) is a finitely generated A-module.
(c) I · Ri+1Γ{x}C• is a finitely presented A-module.
(d) I · Ri+1Γ{x}C• is a finitely generated A-module.
(e) The radical of AnnA(I · Ri+1Γ{x}C•) contains the maximal ideal of A.
(f) I · RiΓ{y}C•|X(y) = 0 for every closed point y ∈ U .
Proof. Let ω• be a dualizing complex for X and y ∈ X any point; then ω•|X(y) is a dualizing
complex for X(y), and according to (11.5.15), there is a unique integer c(y) such that J(y) :=
Rc(y)Γ{y}ω
•
|X(y) 6= 0. If A is as in case (b) (resp. as in case (a)) of (11.5.15), we may invoke
theorem 11.5.10 and lemma 11.5.8(i) (resp. lemma 11.3.50) to see that
(11.5.25) c(y) + 1 = c := c(x) ⇔ y is a closed point of U.
By corollary 11.5.17(i,ii), the rule
M 7→ Dy(M) := HomA(M,J(y)) for every OX,y-moduleM
restricts to an equivalence OX,y-Modcoh
∼→ OX,y-Modocoh, and there is a natural isomorphism
(11.5.26) RiΓ{y}C
•
|X(y)
∼→ Dy(Hc(y)−i(X(y), (DC•)|X(y))) in OX,y-Mod
where D is the duality functor corresponding to ω•. Notice that a · 1DyM = Dy(a · 1M) for
every a ∈ OX,y, so (11.5.26) and (11.5.25) imply that (f) holds if and only if
(11.5.27) I ·Hc−i−1(X(y), (DC•)|X(y)) = 0 for every closed point y of U.
However, if A is as in case (b) (resp. as in case (a)) of (11.5.15), lemma 11.5.8(iii) (resp.
theorem 11.3.52) says that every point of U specializes to a closed point, so (11.5.27) holds if
and only if I ·Hc−i−1(DC•)|U = 0. Since DC• is a complex of coherent OX-module, the latter
condition is equivalent to saying that there exists an ideal I ′ whose radical is the maximal ideal
of A, and such that I ′I ·Hc−i−1(DC•) = 0. By invoking (11.5.26) with y := x, we see that this
holds if and only if I ′I · Ri+1{x}C• = 0. Summing up, we have shown that (e)⇔(f).
Claim 11.5.28. The A-module I · RiΓ{x}C• is finitely copresented, for every i ∈ Z.
Proof of the claim. Notice first that, due to (11.5.26), the A-module E := RiΓ{x}C
• is finitely
copresented, so the same holds for E⊕n, for every n ∈ N. Since I is finitely generated, it is the
image of a morphism f : A⊕n → A, for some n ∈ N, and then IE is naturally identified with
the image of f ⊗A 1E . Say that E = Dx(M) for a finitely presented A-moduleM ; then clearly
f ⊗ 1E = Dx(f∨ ⊗A 1M), where f∨ : A → A⊕n is the transpose of f . Now the assertion
follows from claim 11.5.23(i). ♦
Taking into account claim 11.5.28 and lemma 11.5.19, we deduce that (c)⇔(d)⇔(e).
Obviously, (a)⇒(b). Next, consider the exact sequence
H i(X,C•)
αi−−→ H i(U,C•) βi−−→ Ri+1Γ{x}C• γi+1−−−→ H i+1(X,C•)
(see (10.4.1)). Assume (b), which implies that I · Im βi is a finitely generated A-module, so
there exists an ideal I ′ ⊂ A whose radical is the maximal ideal, and such that I ′I · Im βi = 0.
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On the other hand, by claim 11.5.28 and proposition 11.5.21 we know that Im γi+1 is a finitely
presented A-module, hence there exists an ideal I ′′ ⊂ A whose radical is the maximal ideal,
and such that I ′′ · Im γi+1 = 0. We conclude that I ′′I ′I ·Ri+1Γ{x}C• = 0, whence (b)⇒(e).
Lastly, we suppose that (e) holds, and we show that (a) follows. To this aim, set M :=
I ·H i(U,C•) ∩ Imαi, and consider the induced ladder with exact rows
(11.5.29)
0 // M //

I ·H i(U,C•) //

I ·Ker γi+1

// 0
0 // Coker γi
αi // H i(U,C•) // Ker γi+1 // 0.
From (11.5.26) we know that Ker γi+1 is finitely copresented and arguing as in the proof of
claim 11.5.28, we conclude that the same holds for I · Ker γi+1. But (e) implies that the latter
A-module is annihilated by a finitely generated ideal whose radical is the maximal ideal ofA, so
it is finitely presented, by lemma 11.5.19. We are thus reduced to checking thatM is a finitely
presented A-module. Now, set N := Ker (αi ⊗A 1A/I) and notice the short exact sequence
0→ I · Coker γi → M → N → 0.
By proposition 11.5.21(ii) and (11.5.26), the A-module Coker γi is finitely presented, so the
same holds for I ·Coker γi, because A is coherent and I is finitely generated. So, we are further
reduced to showing that N is finitely presented. However, N is naturally identified with the
image of the map
TorA1 (Ker γi+1, A/I)→ (Coker γi)⊗A A/I
induced by the bottom row of (11.5.29). On the other hand, we have already noticed that
Coker γi is finitely presented, so the same holds for (Coker γi) ⊗A A/I; also, proposition
11.5.21(i) and (11.5.26) say that Ker γi+1 is finitely copresented. Taking into account proposi-
tion 11.5.21(ii) it finally suffices to show :
Claim 11.5.30. If Q is any finitely copresented A-module and P any finitely presented A-
module, the A-module TorAi (Q,P ) is finitely copresented as well, for every i ∈ N.
Proof of the claim. Since I is finitely generated and A is coherent, we may find a resolution
F•
∼→ P [0] consisting of free A-modules of finite type (details left to the reader), and then
TorAi (Q,P ) ≃ Hi(F• ⊗A Q), so the assertion follows easily from claim 11.5.23(i) (details left
to the reader). 
Proposition 11.5.31. In the situation of (11.5.15), let d ∈ N be any integer, and suppose
additionally that :
(a’) If A is as in case (a), then A is regular of dimension d+ 1.
(b’) If A is as in case (b), the structure morphism f : X → S is flat, f(x) = s and f−1(s)
is a regular scheme of dimension d.
Let j : U := X \{x} → X be the open immersion, F a flat quasi-coherent OU -module. Then
the following two conditions are equivalent :
(c) Γ(U,F ) is a flat A-module.
(d) δ(x, j∗F ) ≥ d+ 1.
Proof. If d = 0, then A is a valuation ring (proposition 9.1.32(ii)), and U is the spectrum of
the field of fractions of A, in which case both (c) and (d) hold trivially. Hence we may assume
that d ≥ 1. Suppose now that (c) holds, and set F := Γ(U,F ). In view of (10.4.3), we
need to show that H i(U,F ) = 0 whenever 1 ≤ i ≤ d − 1. If F∼ denotes the OX-module
determined by F , then F∼|U = F . Moreover, by [85, Ch.I, Th.1.2], F is the colimit of a filtered
family (Li | i ∈ I) of free A-modules of finite rank, hence H i(U,F ) = colimi∈I H i(U, L∼i ) by
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proposition 10.1.8(ii), so we are reduced to the case where F = OU , and therefore j∗F = OX
(corollary 11.3.9). In case (a’), assertion (d) follows already, by virtue of [89, Th.17.8]. So,
suppose that (b’) holds; since f−1(s) is regular, we have δ(x,Of−1(s)) = d; then, since the
topological space underlying X is noetherian, lemma 10.4.20(ii) and corollary 10.4.46 imply
that δ(x,OX) ≥ d+ 1, which is (d).
Conversely, suppose that (d) holds; we consider first the case (b’), and we shall derive (c)
by induction on d, the case d = 0 having already been dealt with. Let mA (resp. mA) be the
maximal ideal of A (resp. of A := A/mKA). Suppose then that d ≥ 1 and that the assertion is
known whenever dim f−1(s) < d. Pick t ∈ mA\m2A, and let t ∈ mA be any lifting of t. Since
f−1(s) is regular, t is a regular element ofA, so that t is regular in A and the induced morphism
g : X ′ := SpecA/tA → S is flat ([43, Ch.IV, Th.11.3.8]). Let j′ : U ′ := U ∩ X ′ → X ′
be the restriction of j; our choice of t ensures that g−1(s) is a regular scheme, so the pair
(X ′,F/tF|U ′) fulfills the conditions of the proposition, and dim g
−1(s) = d−1. Furthermore,
since F is a flat OU -module, the sequence 0 → F t−→ F → F/tF → 0 is short exact.
Assumption (d) means that
(11.5.32) H i(U,F ) = 0 whenever 1 ≤ i ≤ d− 1.
Therefore, from the long exact cohomology sequence we deduce that H i(U,F/tF ) = 0 for
1 ≤ i ≤ d− 2, i.e.
(11.5.33) δ(x, j′∗F/tF ) ≥ d.
The same sequence also yields a left exact sequence :
(11.5.34) 0→ H0(U,F )⊗A A/tA α−→ H0(U,F/tF )→ H1(U,F ).
Claim 11.5.35. H0(U,F )⊗A A/tA is a flat A/tA-module.
Proof of the claim. By (11.5.33) and our inductive assumption, H0(U,F/tF ) is a flat A/tA-
module. In case d = 1, proposition 9.1.32(ii) shows that A/tA is a valuation ring, and then the
claim follows from (11.5.34), and [22, Ch.VI, §3, n.6, Lemma 1]. If d > 1, (11.5.32) implies
that α is an isomorphism, so the claim holds also in such case. ♦
Set V := SpecA[t−1] = X \ V (t) ⊂ U ; since F|V is a flat OV -module, the A[t−1]-
module H0(U,F ) ⊗A A[t−1] ≃ H0(V,F|V ) is flat. Moreover, since t is regular on both A
andH0(U,F ), an easy calculation shows that TorAi (A/tA,H
0(U,F )) = 0 for i > 0. Then the
contention follows from claim 11.5.35 and [52, Lemma 5.2.1].
Lastly, in case (a’) holds, one picks any element t ∈ mA \m2A and argues in the same way
(with some simplifications : details left to the reader). 
Remark 11.5.36. The special case of proposition 11.5.31 where A is regular local ring and F
is a locally free OU -module of finite rank has been studied in detail in [68].
Lemma 11.5.37. Let A be a noetherian ring, M an A-module endowed with a finite filtration
M0 := 0 ⊂ M1 ⊂ · · · ⊂ Mk := M , and denote by gr•M the associated graded A-module.
Suppose that, for every i = 1, . . . , k, there exists an ideal Ii ⊂ A such that Ii · griM is an
A-module of finite type. Then
∏k
i=1 IiM is an A-module of finite type.
Proof. A simple induction on the length of the filtration reduces the assertion to the following
Claim 11.5.38. Let A be a noetherian ring, I, J ⊂ A two ideals, and
0→ M1 → M2 →M3 → 0
a short exact sequence of A-modules, such that IM1 and JM3 are finitely generated. Then
IJM2 is finitely generated.
1018 OFER GABBER AND LORENZO RAMERO
Proof of the claim. Indeed, the induced map N := JM2/(M1 ∩ JM2) → JM3 is injective,
so N is finitely generated, and then the same holds for I ⊗A N ; but the latter maps surjectively
onto IJM2/(IM1 ∩ IJM2) ≃ (IJM2 + IM1)/IM1, so the latter is also of finite type, and
therefore the same holds for IJM2 + IM1, whence the lemma. 
11.5.39. Let A be a noetherian ring, ω• a dualizing complex onX := SpecA, and I ⊂ A any
ideal. Let also U ⊂ X be any open subset, andK• any object of Db(OU -Mod)coh. We denote :
• U the topological closure of U in X
• Z := X\U and ∂U := U \ U , endowed with the reduced closed subscheme structures
• U1 := {x ∈ U | there exists y ∈ ∂U which is an immediate specialization of x in U}
• DU : Db(OU -Mod)ocoh → Db(OU -Mod)coh the duality functor associated with ω•|U
• n(K•) the cardinality of {i ∈ Z | H i(DUK•) 6= 0}
• d(K•) := min(n(K•), 1 + dim ∂U)
• ∂U(x) := U ∩X(x) and δ(x) := dim ∂U(x) for every x ∈ X
• e(x) := min(1 + δ(y) | y is a specialization of x in U) for every x ∈ U1.
Here we use the convention that dim ∂U = −1 if ∂U = ∅, and likewise we define the dimen-
sion of ∂U(y), for any y ∈ X such that this set is empty. On the other hand, the dimension of
∂U can be infinite, in the current setting. Notice that the integer n(K•) depends only on K•,
and does not depend on the choice of ω•.
Lemma 11.5.40. For every x ∈ ∂U , every closed point of U ∩X(x) is an immediate generiza-
tion of x in X(x). Especially, every such point lies in U1.
Proof. Fix any x ∈ ∂U , set A := OX,x, and for any closed point z of U ∩ X(x), denote by
pz ⊂ A the prime ideal corresponding to z, so that pz is strictly contained in the maximal ideal
mA of A. Let also I ⊂ A be any ideal such that SpecA/I = Z(x), so I 6⊂ pz by construction.
Set B := A/pz, and denote by mB, I ⊂ B the images of respectively mA and I . It suffices to
show that dimB = 1; suppose by contradiction that the latter fails, and pick any f ∈ I \ {0}.
Claim 11.5.41. If dimB > 1, there exists a prime ideal q ⊂ B of height 1, such that f /∈ q.
Proof of the claim. Clearly, every prime ideal of height one containing f is a maximal point of
SuppB/fB, hence it lies in AssB/fB (lemma 10.5.3(i)); therefore, the set Σ of prime ideals
of B of height one containing f is finite ([89, Th.6.5(i)]). If Σ is empty, Krull’s Hauptidealsatz
([89, Th.13.5]) implies that f must be invertible, in which case the claim is obvious. If Σ
contains a single prime ideal q1, notice that q1 6= mB , since dimB > 1, and pick any g ∈
mB \ q1; again by Krull’s theorem we know that there exists a prime ideal q ⊂ B of height one
containing g, and by construction q 6= q1, whence the claim, in this case. Otherwise, say that
Σ = {q1, · · · , qn} for some n ≥ 2. For every i, j ≤ n with i 6= j we may find an element
gij ∈ qi \ qj , and we set g :=
∑n
j=1
∏
i 6=j gij . It is easily seen that g ∈ mB \ (q1 ∪ · · · ∪ qn),
so we may apply again Krull’s theorem to exhibit a prime ideal q which cannot lie in Σ, since it
contains g. ♦
Let q be as in claim 11.5.41, and denote by q ⊂ A the preimage of q; then q corresponds to
a point y ∈ U ∩ X(x) which is different from x, and is a proper specialization of z in X(x),
which is impossible, since by assumption z is closed in U . 
Theorem 11.5.42. In the situation of (11.5.39), let i ∈ Z be any integer, and consider the
following conditions :
(a) I · RiΓ{x}K•|U(x) = 0 for every x ∈ U1.
(b) Id(K
•) ·H i(U,K•) is an A-module of finite type.
(c) I ·Hj(U,K•) is an A-module of finite type, for every j ≤ i.
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(d) Ie(x) ·RjΓ{x}K•|U(x) = 0 for every x ∈ U1 and every j ≤ i.
Then (a)⇒(b) and (c)⇒(d).
Proof. (a)⇒(b): By corollary 10.3.36, we may find an object L• of Db(OX-Mod)coh with an
isomorphism L•|U
∼→ K• in Db(OU -Mod)coh, whence an exact sequence
H i(X,L•)→ H i(U,K•)→ Ri+1ΓZL• → H i+1(X,L•)
(see (10.4.1)) whose first and last terms are finitely generated A-modules. By an easy diagram
chase, it follows that condition (b) is equivalent to
(e) Id(K
•) ·Ri+1ΓZL• is a coherent OX-module.
It will therefore suffice to show that (a)⇒(e). However, from lemma 10.4.13(iii) we get a natural
isomorphism
RΓZL
• ∼→ RHom•Z(DXL•, ω•)
where DX is the dualizing functor on Db(OX-Mod)coh defined by ω•. By choosing an injective
resolution for ω•, we obtain a spectral sequence
Epq2 := R
pHom•Z(H
−q(DXL
•)[0], ω•)⇒ Rp+qHom•Z(DXL•, ω•).
Now, for every q ∈ Z, define the OX-moduleH−q by the short exact sequence
0→ ΓZH−q(DXL•)→ H−q(DXL•)→ H−q → 0.
There results an exact sequence
(11.5.43)
F pq := RpHom•Z(H
−q[0], ω•)→ Epq2 → Gpq := RpHom•Z(ΓZH−q(DXL•)[0], ω•)
Claim 11.5.44. For every p, q ∈ Z we have :
(i) Epq2 and F
pq are quasi-coherent OX -modules.
(ii) Gpq and H−q are coherent OX-modules.
Proof of the claim. The assertions about Epq2 and F
pq follow immediately from lemmata
10.4.17(i) and 10.4.13(iii) and corollary 10.3.2(ii), and the assertion for H−q follows from
lemma 10.4.17(i). Next, notice that the natural map
ΓZH
−q(DXL
•)→ RΓZ ◦ ΓZH−q(DXL•)
is an isomorphism in D(OX-Mod), whence an isomorphism of OX-modules
(11.5.45) Gpq
∼→ RpHom•OX (ΓZH−q(DXL•)[0], ω•)
(lemma 10.4.13(vi)). But since X is noetherian, ΓZH
−q(DXL•) is a coherent OX-module, so
the same holds for the target of (11.5.45) (proposition 10.3.3(i)), and the claim follows. ♦
Claim 11.5.46. In order to show (e), it suffices to check that :
(i) I · F pq = 0 for every p, q ∈ Z such that p+ q = i+ 1.
(ii) F pqx = 0 for every x ∈ X and every p ∈ Z such that p /∈ [cX(x)− dim ∂U(x), cX(x)].
Proof of the claim. Say that DXL• ∈ D[a,b](OX-Mod) for some a, b ∈ Z with a ≤ b; to
begin with, we show that – under assumptions (i) and (ii) of the claim – there exist for every
q = a, . . . , b and every p = i+1− b, . . . , i+ 1− a and x ∈ X , integers ν(q), µ(p, x) ∈ N such
that Iν(q)F pq = 0 and Iµ(p,x)F pqx = 0, and moreover
(11.5.47)
b∑
q=a
ν(q) ≤ n(K•)
i+1−a∑
p=i+1−b
µ(p, x) ≤ 1 + δ(x) for every x ∈ X.
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Indeed, if q ∈ [a, b] is an index such that H−q(DUK•) = 0, it follows that H−q(DXL•)|U = 0,
so H−q = 0, therefore F pq = 0 for every p ∈ Z, and we may take ν(q) = 0 in this case.
But assumption (i) says that in any case we may take ν(q) ≤ 1 for every q = a, . . . , b. This
already suffices to achieve the sought upper bound for the sum of the values ν(q). The other
upper bound is treated similarly : we may in any case take µ(p, x) ≤ 1, due to condition (i),
and moreover condition (ii) says that we may take µ(p, x) = 0 for every p ∈ Z such that
p /∈ [cX(x)− dim ∂U(x), cX(x)], whence the contention.
Next, recall that M := Ri+1ΓZL
• admits a finite filtration Fil•M whose associated graded
OX -module is
⊕
p+q=i+1E
pq
∞ , and by construction, each term E
pq
∞ is a quasi-coherent subquo-
tient of Epq2 (claim 11.5.44(i)), so Fil
qM is a quasi-coherent OX-module as well, for every
q = a, . . . , b. Using claims 11.5.38 and 11.5.44(i,ii) we deduce that Iν(q)Epq2 is a coherent OX-
module for every q = a, . . . , b, so the same holds for Iν(q)Epq∞ , and then (11.5.47) and lemma
11.5.37 imply that In(K
•)M is a coherent OX-module.
Set δ := dim ∂U ∈ N ∪ {∞}; if δ ≥ n(K•) − 1, the proof is complete; otherwise δ ∈ N,
and it remains only to check that I1+δM is also a coherent OX-module. To this aim, notice that
(11.5.43) induces a short exact sequence
0→ F pq∞ → Epq∞ → Gpq∞ → 0
where F pq∞ (resp. G
pq
∞) is a certain quasi-coherent subquotient of F
pq (resp. of Gpq); from
claim 11.5.44(ii) it follows that Gpq∞ is a coherent OX-module, and the foregoing implies that
Iµ(p,x)F pq∞,x = 0 for every x ∈ X and every p = i + 1 − b, . . . , i + 1 − a. We may then find,
for every q = a, . . . , b a coherent OX-submodule N q ⊂ FilqM such that the induced morphism
FilqM → Gpq∞ restricts to an epimorphism N q → Gpq∞. Set N :=
∑b
q=aN
q ⊂ M , and P :=
M/N , endow P with the filtration Fil•P induced by the filtration ofM , and denote by gr•P the
associated graded OX-module. By construction, we get an epimorphism ψq : Epq∞ → grqP for
every q = a, . . . , b, whose kernel contains the image ofN q inEpq∞ . Consequently, the restriction
of ψq to F
pq
∞ is still an epimorphism, so that I
µ(p,x)gri+1−pPx = 0 for every x ∈ X and every
p = i + 1 − b, . . . , i + 1 − a. In view of (11.5.47) we conclude that I1+δ(x)Px = 0 for every
x ∈ X , and since clearly δ(x) ≤ δ for every x ∈ X , it follows that I1+δP = 0. Lastly, since N
is a coherent OX-module, it suffices to invoke claim 11.5.38 to conclude the proof. ♦
Let R• be the residual complex arising from ω•, introduced in (11.3.53). With this notation,
F pq is a subquotient of the A-module HomOX (H
−q,ΓZR
p). From lemma 10.4.4(iii.b), we get
ΓZR
p =
⊕
x∈Xp∩Z
E(x)∼. withXp := {x ∈ X | cX(x) = p} for every p ∈ Z
where cX : |X| → Z is the weak codimension function associated with ω• as in (11.3.49) and
E(x) is an injective hull of the A-module κ(x), for every x ∈ X (notation of (10.3)). Hence,
denote byX∗p the set of all specializations inX of the points of Xp; we deduce
(11.5.48) Supp ΓZR
p = Z ∩X∗p
(we caution the reader that Xp is usually not a pro-constructible subset of X , so X
∗
p is usually
strictly contained in the topological closure of Xp in X). Moreover, since H
−q is a coherent
OX -module (claim 11.5.44(ii)) and ΓZR
p is quasi-coherent (lemma 10.4.17(i)), we also see that
(11.5.49) HomOX (H
−q,ΓZR
p)x ≃ HomOX,x(H−qx , (ΓZRp)x) for every x ∈ X
([52, Lemma 2.4.29(i.a)]). Combining (11.5.48) and (11.5.49) we conclude that
SuppF pq ⊂ Z ∩X∗p ∩ SuppH−q.
From this, we can already show condition (ii) of claim 11.5.46 : indeed, say that F pqx 6= 0;
then x ∈ X∗p , so cX(x) ≥ p, and on the other hand, by construction we have ΓZH−q = 0, so
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SuppH−q is the topological closure inX of U ∩ SuppH−q, therefore x ∈ ∂U and furthermore
there exists a generization z of x in X with cX(z) = p, so z ∈ Xp ∩ ∂U(x), which forces the
bound cX(x) ≤ p+ dim ∂U(x), as required.
Lastly, to get condition (i) of claim 11.5.46 it suffices to check assertions (i) and (ii) of the
following :
Claim 11.5.50. (i) Supp (I · F pq) ⊂ SuppHomOX (I ·H−q,ΓZRp) for every p, q ∈ Z.
(ii) HomOX (I ·H−q,ΓZRp) = 0 whenever p+ q = i+ 1.
(iii) Z ∩Xp ∩ Supp (I ·H−q) = ∅ whenever p+ q = i+ 1.
Proof of the claim. (i): Consider arbitrary x ∈ X , a ∈ I and f ∈ F pqx ; by virtue of (11.5.49),
the element f is represented by an OX,x-linear map ϕ : H−qx → ΓZRpx, and therefore af is
represented by aϕ; the latter obviously factors through the submodule I ·H−qx , so the contention
follows from the natural identification
(11.5.51) HomOX (I ·H−q,ΓZRp)x ≃ HomOX,x(I ·H−qx , (ΓZRp)x) for every x ∈ X
which is proven as (11.5.49).
(ii): Let x ∈ X be any point, and ϕ : I · H−qx → (ΓZRp)x any OX,x-linear map; taking into
account (11.5.51), we are reduced to showing that ϕ = 0. Now, notice that
(ΓZR
p)x =
⊕
y∈Z(x)p
E(y) where Z(x)p := Xp ∩ Z ∩X(x).
If Z(x)p = ∅, we are done; otherwise, for every y ∈ Z(x)p denote by py : (ΓZRp)x → E(y)
the natural projection; it suffices to check that py ◦ ϕ = 0 for every such y. However, py ◦ ϕ
factors through an OX,y-linear map I ·H−qy → (ΓZRp)y, so we may replace x by y, and assume
from start that x ∈ Xp ∩ Z, in which case the contention will follow from assertion (iii) of the
claim.
(iii): Fix any point y ∈ Xp ∩ Z. We have already noticed that SuppH−q is the topological
closure in X of U ∩ SuppH−q; we are then reduced to showing that I · H−qz = 0 for every
closed point z ofX(y) ∩ U . But for any such z, we have an isomorphism
(11.5.52) H−q(DUK
•)z
∼→ H−qz
of OX,z-modules. On the other hand, corollary 11.5.17(iii) yields an isomorphism of OX,z-
modules
(11.5.53) O∧X,z ⊗OX,z H−q(DUK•)z ∼→ Dz ◦Rq+cX(z)Γ{z}K•|U(z)
where O∧X,z denotes the completion of the ring OX,z and Dz denotes the local duality functor
corresponding to the point z. We remark now that
(11.5.54) cX(z) = cX(y)− 1 = p− 1.
Indeed, in view of lemma 11.3.50, identity (11.5.54) asserts that y is an immediate specialization
of z in X(y), and this is already known from lemma 11.5.40.
Finally, let a ∈ I be any element; taking into account (11.5.52), we are reduced to checking
that scalar multiplication by a is the zero endomorphism of H−q(DUK•)z, which – by virtue
of (11.5.53) and (11.5.54) – is equivalent to showing that scalar multiplication by a is the zero
endomorphism on RiΓ{z}K
•
|U(z), and the latter is ensured by our condition (a). ♦
(c)⇒(d): Let x ∈ U1 be any point, pick any immediate specialization y ∈ ∂U of x inX such
that 1 + dim ∂U(y) = e(x), let U(y) := U ∩X(y), and notice that the natural map
Hj(U,K•)⊗A OX,y → Hj(U(y), K•|U(y))
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is an isomorphism for every j ∈ Z, so we may replace X by X(y), U by U(y) and K• by
K•|U(y), and assume from start that A is a local ring, and y is the closed point of X . In this
situation, we need to show that IeRjΓ{x}K
•
|U(x) = 0, with e := 1 + dim ∂U and every j ≤ i.
Then, let V := X \ {y}, denote j : U → V the induced open immersion, and set
L• := τ≤iRj∗K
•
(where τ≤i denotes the usual truncation functor), so that L ∈ Ob(Db(OV -Mod)qcoh) and L•|U =
τ≤iK•. Notice also that the natural morphism of OX-modules
Hj(U,K•)∼ → HjL•
is an isomorphism for every j ≤ i. Taking into account proposition 10.3.31(ii), it follows that
we may find a morphism ϕ• : C• → L• in Db(OX-Mod) such that
• C• ∈ Ob(Db(OX -Mod)coh).
• The induced morphism C•|U → τ≤iK•|U is an isomorphism in Db(OU -Mod)coh.
• Hjϕ• : HjC• → HjL• is a monomorphism for every j ∈ Z, and its image contains
the OX -submodule I ·Hj(U,K•)∼, for every j ≤ i.
Set D• := Coneϕ; by construction, for every j ∈ Z we have
(11.5.55) SuppHjL• ⊂ U ∩ V SuppHjD• ⊂ Z ∩ SuppH iL• ⊂ ∂U ∩ V I ·HjD• = 0.
Now, consider the spectral sequence
Epq2 := H
p(V,HqD•)⇒ Hp+q(V,D•).
It follows from (11.5.55) that Epq2 = 0 for every p > dim ∂U ∩ V = e− 2, and I · Epq2 = 0 for
every p, q ∈ Z, whence
Ie−1Hj(V,D•) = 0 for every j ∈ Z.
On the other hand, we have an exact sequence of A-modules
Hj−1(V,D•)→ Hj(V, C•)→ Hj(V, L•) = Hj(U,K•) for every j ≤ i.
In view of lemma 11.5.37, we conclude that IeHj(V, C•) is an A-module of finite type, whence
Ie · RjΓ{x}C•|U(x) = 0 for every j ≤ i (theorem 11.5.24). To conclude the proof, it now suffices
to observe that the natural map RjΓ{x}C
•
|U(x) → RjΓ{x}K•|U(x) is an isomorphism, for every
j ≤ i. 
Corollary 11.5.56. In the situation of (11.5.39), for every i ∈ Z we have :
(i) If RiΓ{x}K
• = 0 for every x ∈ U1, thenH i(U,K•) is an A-module of finite type.
(ii) The following conditions are equivalent :
(a) RjΓ{x}K
• = 0 for every x ∈ U1 and every j ≤ i.
(b) Hj(U,K•) is an A-module of finite type for every j ≤ i.
Proof. It is the special case of theorem 11.5.42 with I := A. 
11.6. Hochster’s theorem and Stanley’s theorem. The two main results of this section are
theorems 11.6.34 and 11.6.42, which were proved originally respectively by Hochster in [67],
and by Stanley in [106]. Our proofs follow in the main the posterior methods presented by Bruns
and Herzog in [30] (which in turns, partially rely on some ideas of Danilov). These results shall
be used in section 12.5, in order to show that regular log schemes are Cohen-Macaulay. We
begin with some preliminaries from algebraic topology, which we develop only to the extent
that is required for our special purposes: a much more general theory exists, and is well known
to experts (see e.g. [87, Ch.IX]).
For any topological spaceX , and any subset T ⊂ X , we denote by T the topological closure
of T inX , endowed with the topology induced from X . We let H•(X) (resp. H•(X, T )) be the
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singular homology groups of X (resp. of the pair (X, T )). Also, for every n ∈ N fix a Banach
norm ‖ · ‖ on Rn, and for every real number ρ > 0, let Bn(ρ) := {v ∈ Rn | ‖v‖ < ρ}, and set
Sn−1 := Bn(1) \ Bn(1) (so S−1 = ∅).
Definition 11.6.1. (i) A finite regular cell complex (or briefly : a cell complex) is the datum of
a topological space X , together with a finite filtration
X−1 := ∅ ⊂ X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xk := X
consisting of closed subspaces, such that X0 is a discrete topological space, and for every
i = 0, . . . , k we have a decomposition
X i \X i−1 =
⋃
λ∈Λi
eiλ
where :
(a) Λi is a finite set, and for every λ ∈ Λi there exists a homeomorphism
fλ : B
i(1)
∼→ eiλ such that f−1λ (eiλ) = Bi(1).
(b) eiλ ∩ eiµ = ∅ for any two distinct indices λ, µ ∈ Λi.
(c) eiλ \ eiλ ⊂ X i−1 for every λ ∈ Λi.
(ii) The smallest k ∈ N such that Xk = X is called the dimension of X•, and is denoted
dimX•. For every i = 0, . . . , k, the subsets eiλ are called the i-dimensional cells of X
•.
(iii) A subcomplex of the cell complex X• is a closed subset Y ⊂ X which is a union of
cells of X . Then the filtration such that Y i := Y ∩X i for every i ≥ −1 defines a cell complex
structure Y • on Y .
Lemma 11.6.2. With the notation of definition 11.6.1, we have :
(i) For every i = 0, . . . , dimX and q ∈ Z, we have natural isomorphisms of abelian
groups :
Hq(X
i, X i−1)
∼→
{
ZΛi if q = i
0 otherwise.
(ii) More precisely, let (bλ | λ ∈ Λi) be the canonical basis of the free Z-module ZΛi; for
every λ ∈ Λi, the isomorphism of (i) maps the image of the induced map
Hifλ : Hi(B
i(1), Si−1)→ Hi(X i, X i−1)
isomorphically onto the direct summand generated by bλ.
Proof. (i): This is obvious for i = 0. For i = 1, . . . , k := dimX• and every λ ∈ Λi, set
Y iλ := fλ(B
i(1/2)) Y i :=
⋃
λ∈Λi
Y iλ A
i :=
⋃
λ∈Λi
{fλ(0)}
and for any q ∈ Z, consider the natural group homomorphisms
(11.6.3)
Hq(B
i(1/2),Bi(1/2) \{0}) α′ //
γ

Hq(B
i(1),Bi(1) \{0})

Hq(B
i(1), Si−1)
β′oo

Hq(Y
i, Y i \ Ai) α // Hq(X i, X i \ Ai) Hq(X i, X i−1).βoo
The map α is an isomorphism, by excision; the same holds for β, since X i−1 is a deformation
retract of X i \ Ai. However, for every λ ∈ Λi we have natural isomorphisms
Hq(Y
i
λ, Y
i
λ \ A) ∼→
{
Z if q = i
0 otherwise.
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whence the contention.
(ii): Take q := i in (11.6.3); then clearly γ is a monomorphism whose image is the direct
summand Hi(Y
i
λ, Y
i
λ \ A); on the other hand, arguing as in the foregoing, we see that both α′
and β ′ are isomorphisms. The assertion follows easily. 
Remark 11.6.4. (i) In the situation of lemma 11.6.2, notice that there is a natural bijection from
Λi to the set of connected components π0(X
i \X i−1) ofX i \X i−1, for every i = 0, . . . , dimX .
(ii) The direct sum decomposition of Hi(X
i, X i−1) provided by lemma 11.6.2(i) depends
only on the filtration X• (and not on the choice of homeomorphisms fλ). Indeed, this is clear,
since the mapHifλ factors as a composition :
Hi(B
i(1), Si−1)
∼→ Hi(eiλ, eiλ \ eiλ) lλ−−→ Hi(X i, X i−1)
where lλ is the homomorphism induced by the obvious map of pairs (e
i
λ, e
i
λ\eiλ)→ (X i, X i−1).
(iii) In view of (ii), the maps lλ admit natural left inverse homomorphisms
pλ : Hi(X
i, X i−1)→ Hi(eiλ, eiλ \ eiλ)
such that
(11.6.5) pµ ◦ lλ = 0 for every λ, µ ∈ Λi with λ 6= µ.
These maps can be described as follows. For any λ ∈ Λi, the natural map of pairs (X i, X i−1)→
(X i, X i \ eiλ) induces a homomorphism
mλ : Hi(X
i, X i−1)→ Hi(X i, X i \ eiλ).
Arguing by excision as in the proof of lemma 11.6.2(ii), it is easily seen that qλ := mλ ◦ lλ is an
isomorphism (details left to the reader), and we set pλ := q
−1
λ ◦mλ. Obviously pλ is left inverse
to lλ, and in oder to check (11.6.5) it suffices to show thatmµ◦lλ = 0 for every µ 6= λ. However,
mµ ◦ lλ is the homomorphism arising from the map of pairs (eiλ, eiλ \ eiλ) → (X i, X i \ eiµ), so
the assertion follows, after remarking that eiλ ⊂ X i \ eiµ.
11.6.6. We attach to any cell complexX• a complex of abelian groups C•(X•), as follows.
• For i < 0 and for i > k := dimX•, we set Ci(X•) := 0, and for i = 1, . . . , k we let
Ci(X
•) := Hi(X
i, X i−1).
Sometimes we write just Ci(X), unless it is useful to stress which filtration X• on X we are
considering. For every i > 0, the differential di : Ci(X•)→ Ci−1(X•) is the composition
Hi(X
i, X i−1)
∂i−−→ Hi−1(X i−1) ji−1−−−→ Hi−1(X i−1, X i−2)
where ∂i is the boundary operator of the long exact homology sequence associated with the pair
(X i, X i−1), and ji−1 is the homomorphism induced by the obvious map of pairs (X
i−1,∅) →
(X i−1, X i−2). In order to check that di ◦ di+1 = 0 for every i ∈ Z, recall that every element of
Hi+1(X
i+1, X i) is the class c of a singular (i+ 1)-chain c of X i+1, whose boundary ∂i+1c is a
singular i-chain ofX i; then di+1(c) is the class of ∂i+1c inHi(X
i, X i−1), and di ◦ di+1(c) is the
class of ∂i ◦ ∂i+1c in Hi−1(X i−1, X i−2), so it vanishes.
• It is also useful to consider an augmented version of the above complex; namely, let us set
C −1(X
•) := Z and C i(X
•) := Ci(X
•) for every i 6= −1
with differential d0 given by the rule : d0(b
0
λ) = 1 for every λ ∈ Λ0.
Proposition 11.6.7. With the notation of (11.6.6), there exist natural isomorphisms of abelian
groups
HqC•(X
•)
∼→ Hq(X) for every q ∈ N.
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Proof. For every topological space T , let C•(T ) denote the complex of singular chains of T .
The filtration X• induces a finite filtration of complexes
C•(X
0) ⊂ C•(X1) ⊂ C•(X2) ⊂ · · · ⊂ C•(X)
whence a convergent spectral sequence
E1pq := Hp+q(X
p, Xp−1)⇒ Hp+q(X)
(see [112, Th.5.5.1]). By direct inspection, it is easily seen that the differential d1p,0 : E
1
p,0 →
E1p−1,0 agrees with the differential dp of C•(X
•), for every p ∈ N. On the other hand, lemma
11.6.2 shows that this spectral sequence degenerates, whence the contention. 
11.6.8. Keep the notation of definition 11.6.1, and set Λ0 := X
0. For every i = 0, . . . , dimX
and every λ ∈ Λi, the abelian groupHi,λ := Hi(eiλ, eiλ \ eiλ) is free of rank one; if i > 0, we fix
one of the two generators of this group, and we denote by biλ its image in Ci(X
•) (see remark
11.6.4(ii)). For i = 0, each e0λ is a point, hence H0,λ admits a canonical identification with Z,
and we let b0λ be the image of 1, under the resulting map Z
∼→ H0,λ → C0(X•). The system of
classes (biλ | 0 ≤ i ≤ dimX, λ ∈ Λi) is called an orientation for X•. We may write
di(b
i
λ) =
∑
µ∈Λi−1
[biλ : b
i−1
µ ]b
i−1
µ for every i ≤ dimX• and every λ ∈ Λi
for a system of uniquely determined integers [biλ : b
i−1
µ ], called the incidence numbers of the
cells eiλ and e
i−1
µ (relative to the chosen orientation of X
•). With this notation, we may state :
Lemma 11.6.9. The incidence numbers of a cell complex X• fulfill the following conditions :
(i)
∑
µ∈Λi−1
[biλ : b
i−1
µ ] · [bi−1µ : bi−2ν ] = 0 for every i ≥ 2, every λ ∈ Λi and every ν ∈ Λi−2.
(ii) Let λ ∈ Λ1 be any index, and say that e1λ \ e1λ = e0µ ∪ e0ρ. Then [b1λ : b0µ] + [b1λ : b0ρ] = 0.
Proof. Condition (i) translates the identity di−1 ◦ di = 0 for the differential d• of the complex
C•(X•). The identity of (ii) follows by a simple inspection of the definition of d1 : details left
to the reader. 
11.6.10. The generalities of the previous paragraphs shall be applied to the following situation.
Let (V, σ) be a strictly convex polyhedral cone such that 〈σ〉 = V , and set d := dimR V . We
attach to σ a cell complex C•σ as follows. Fix u0 ∈ σ∨ such that σ ∩ Ker u0 = {0} (corollary
6.3.14), let σ◦ be the topological interior of σ (in V ) and set
Cσ := σ ∩ u−10 (1) C◦σ := σ◦ ∩ u−10 (1).
Let v1, . . . , vk be a minimal system of generators for σ; we may assume that u0(vi) = 1 for
i = 1, . . . , k, in which case
(11.6.11) Cσ =
{ k∑
i=1
λivi | λ1, . . . , λk ≥ 0 and
k∑
i=1
λi = 1
}
which shows that Cσ is a compact topological space (with the topology inherited from V ).
Lemma 11.6.12. There exists a homeomorphism Bd−1(1)
∼→ Cσ that maps Bd−1(1) onto C◦σ.
Proof. Set v0 := k
−1 · (v1 + · · · + vk) and W := Ker u0. It suffices to show that there exists
a homeomorphism Bd−1(1)
∼→ Dσ := Cσ − v0 ⊂ W that maps Bd−1(1) onto D◦σ := C◦σ − v0.
However, pick a minimal system u1, . . . , ut of generators of σ
∨ (corollary 6.3.12(i)); since σ
spans V , for every i = 1, . . . , t there exists j ≤ k such that ui(vj) > 0. Hence – after replacing
the ui by suitable scalar multiples – we may assume that ui(v0) = 1 for every i = 1, . . . , t, and
then lemma 6.3.2 implies that
Dσ = {v ∈ W | ui(v) ≥ −1 for every i = 1, . . . , t}.
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Also, proposition 6.3.11(i) implies that
D◦σ = {v ∈ W | ui(v) > −1 for every i = 1, . . . , t}.
For every v ∈ W , set µ(v) := min(ui(v) |i = 1, . . . , t). It is easily seen that µ(v) < 0 for every
v ∈ W \ {0}; indeed, if µ(w) ≥ 0, then the subset {λw | λ ∈ R+} lies in Dσ, and since the
latter is compact, it follows that w = 0. Moreover we have
(11.6.13) (R+w) ∩Dσ = {λw | λ ∈ [0,−1/µ(w)]} for every w ∈ W \ {0}.
Fix a Banach norm ‖ · ‖V on V , and consider the mapping
ϕ : Dσ →W such that ϕ(0) := 0 and ϕ(v) := −µ(v)‖v‖ · v for v 6= 0.
It is easily seen that ϕ is injective; since µ is a continuous mapping, the same follows for ϕ, and
since Dσ is compact, we conclude that ϕ induces a homeomorphism Dσ
∼→ ϕ(Dσ). However,
from (11.6.13) it follows that
ϕ(Dσ) = {v ∈ W | ‖v‖ ≤ 1} and ϕ(D◦σ) = {v ∈ W | ‖v‖ < 1}
whence the claim. 
11.6.14. Keep the notation of (11.6.10); we consider the finite filtration C•σ of Cσ, defined as
follows. For every i = −1, . . . , d − 1, we let C iσ ⊂ Cσ be the union of the subsets τ ∩ u−10 (1),
where τ ranges over the (finite) set of all faces of σ of dimension i + 1. Clearly C−1σ = ∅,
Cd−1σ = Cσ, and C
i
σ is a closed subset of Cσ, for every i = 0, . . . , d − 1. Moreover, it follows
easily from lemma 11.6.12 and proposition 6.3.11(i) that the datum of Cσ and its filtration C
•
σ
is a cell complex. With the notation of definition 11.6.1, the indexing set Λi can be taken to
be the set of all (i + 1)-dimensional faces of σ, for every i = 0, . . . , d − 1 : indeed, if τ is
such a face, denote by τ ◦ the relative interior of τ (see example 6.3.16(iii)); then it is clear that
eiτ := τ
◦ ∩ Cσ 6= ∅ and eiτ = τ ∩ Cσ.
Remark 11.6.15. (i) Notice that the cell complexC•σ is independent – up to homeomorphism –
of the choice of u0. Indeed, say that u
′
0 ∈ σ∨ is any other linear form such that σ∩Ker u′0 = {0},
and let C ′σ := σ ∩ u′−10 (1). We define a homeomorphism ψ : C ′σ ∼→ Cσ, by the rule :
v 7→ u0(v)−1 · v for every v ∈ C ′σ.
It is easily seen that ψ restricts to homeomorphisms C ′iσ
∼→ C iσ for every i = 0, . . . , d− 1.
(ii) For any integer i = 0, . . . , d − 3, and any cells eiτ , ei+2λ of C•σ such that eiτ ⊂ ei+2λ ,
there exist exactly two (i + 1)-dimensional cells ei+1µ , e
i+1
ρ such that e
i
τ ⊂ ei+2µ ∩ ei+1ρ and
ei+1µ ∪ ei+1ρ ⊂ ei+2λ : indeed, this assertion is a direct translation of claim 6.3.9(ii).
Proposition 11.6.16. With the notation of (11.6.8) and (11.6.14), the following holds for every
i = 0, . . . , d− 2 :
(i) If τ ∈ Λi+1 and µ ∈ Λi is not a facet of τ , we have [bi+1τ : biµ] = 0.
(ii) If τ ∈ Λi+1 and µ ∈ Λi is a facet of τ , then [bi+1τ : biµ] ∈ {1,−1}.
(iii) In the situation of remark 11.6.15(ii), we have :
[bi+2λ : b
i+1
µ ] · [bi+1µ : biτ ] + [bi+2λ : bi+1ρ ] · [bi+1ρ : biτ ] = 0.
Proof. (i): Consider the commutative diagram
(11.6.17)
Hi+1(e
i+1
τ , e
i+1
τ \ ei+1τ ) ∂ //
lτ

Hi(e
i+1
τ \ ei+1τ )
jτ //
g

Hi(C
i
σ, C
i
σ \ eiµ)
Hi+1(C
i+1
σ , C
i
σ)
∂′ // Hi(C
i
σ)
ji // Hi(C
i
σ, C
i−1
σ )
mµ
OO
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where lτ and mµ are defined as in remark 11.6.4(ii,iii) and g is induced by the inclusion map
ei+1τ \ ei+1τ → C iσ, the maps ∂ and ∂′ are the boundary operators of the long exact sequences
attached to the pairs (ei+1τ , e
i+1
τ \ ei+1τ ) and (C i+1σ , C iσ), and ji (resp. jτ ) is deduced from the
obvious map of pairs (ei+1τ \ ei+1τ ,∅) → (C iσ, C iσ \ eiµ) (resp. (C iσ,∅) → (C iσ, C i−1σ )). In light
of remark 11.6.4(iii), we need to check thatmµ ◦ ji−1 ◦ ∂′ ◦ lτ = 0, and to this aim, it suffices to
show that jτ = 0. However, the assumption implies that µ ∩ τ is a (proper) face of both µ and
τ ; this translates as the identity (ei+1τ \ ei+1τ ) ∩ eiµ = ∅, whence the claim.
(ii): Clearly C•τ is a cell subcomplex of C
•
σ, and e
i+1
τ and e
i
µ are cells of this subcomplex.
Moreover, any orientation for C•σ restricts to an orientation for C
•
τ , and the resulting incidence
number of ei+1τ and e
i
µ is the same for either cell complex. Thus, we may replace σ by τ , in
which case the map g of (11.6.17) is the identity.
Claim 11.6.18. If σ = τ and i > 0, both ∂ and kµ := mµ ◦ ji in (11.6.17) are isomorphisms.
Proof of the claim. For ∂, we use the long exact homology sequence of the pair (ei+1τ , e
i+1
τ \ei+1τ ):
since i ≥ 0, lemma 11.6.12 implies thatHi+1(ei+1τ ) = 0, so ∂ is injective; since i > 0, the same
argument shows that ∂ is surjective. Next, kµ is the homomorphism deduced from the long
exact homology sequence of the pair (C iτ , C
i
τ \ eiµ), and we remark that C iτ \ eiµ is contractible :
indeed, eiµ is homeomorphic to B
i(1) (lemma 11.6.12), hence C iτ \eiµ is a retraction of C iτ \{x},
for any x ∈ eiµ, and the latter is homeomorphic to Ri (again by lemma 11.6.12). If i > 1,
we deduce already that kµ is an isomorphism. For i = 1, the same argument shows that kµ is
injective, so its cokernel is a cyclic torsion group that injects into H0(C
1
τ \ e1µ) ≃ Z, hence it
must vanish as well. ♦
Since (11.6.17) commutes, claim 11.6.18 yields the assertion, in case i > 0. If i = 0, C1τ is
isomorphic to B1(1), and e0µ is one of the two points of B
1(1) \ B1(1), so the assertion can be
checked easily, by inspecting the definitions.
(iii) follows from (i), lemma 11.6.9(i) and remark 11.6.15(ii). 
The following result says that the properties of proposition 11.6.16 completely characterize
the incidence numbers of C•σ.
Proposition 11.6.19. Keep the notation of (11.6.14), and consider a system of integers
(βiλµ | i = 1, . . . , d− 1, λ ∈ Λi, µ ∈ Λi−1)
such that :
(a) If λ ∈ Λi and µ ∈ Λi−1 is not a facet of λ, then βiλµ = 0.
(b) If λ ∈ Λi and µ ∈ Λi−1 is a facet of λ, then βiλµ ∈ {1,−1}.
(c) If µ and τ are the two 1-dimensional facets of the 2-dimensional face λ of σ, then
β1λµ + β
1
λτ = 0.
(d) Let λ ∈ Λi+1 and µ ∈ Λi−1 be two faces, such that µ is a face of λ, and denote by τ
and ρ the two facets of λ that contain µ. Then
βi+1λτ β
i
τµ + β
i+1
λρ β
i
ρµ = 0.
Then there exists a unique orientation of C•σ
(biλ | i = 0, . . . , d− 1, λ ∈ Λi)
such that for every i = 1, . . . , d− 1 we have :
(11.6.20) [biλ : b
i−1
µ ] = β
i
λµ for every λ ∈ Λi, µ ∈ Λi−1.
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Proof. We construct the orientation classes biλ fulfilling condition (11.6.20), by induction on i.
For i = 0, the condition is empty, and the classes b0λ are prescribed by (11.6.8). For i = 1, and
a given λ ∈ Λ1, denote by τ and ρ the two faces of λ; clearly the condition [b1λ : b0τ ] = β1λτ
(and assumption (b)) determines b1λ univocally, and in view of (c) and lemma 11.6.9(ii), for this
choice of orientation of e1λ we have as well [b
1
λ : b
0
ρ] = β
1
λρ. Moreover, if µ ∈ Λ0 \ {τ, ρ}, then
(11.6.20) is verified as well, by virtue of (a) and proposition 11.6.16(i).
Now, suppose that i > 1 and that we have already constructed orientation classes bjµ as
sought, for every j < i and every µ ∈ Λj . Let λ ∈ Λi be any face, and fix a facet τ of λ; again,
the identity
(11.6.21) [biλ : b
i
τ ] = β
i
λτ
determines biλ, and it remains to check that – with this choice of b
i
λ – condition (11.6.20) holds
for every µ ∈ Λi−1 \ {τ}, and by virtue of (a) and proposition 11.6.16(i), it suffices to consider
the facets µ of λ. However, notice that the system of orientation classes (bjµ | j = 0, . . . , i −
1, µ ⊂ λ) amounts to an orientation of C i−1λ (regarded as a cell subcomplex of C•σ), and the
incidence numbers for the complex (C i−1λ )
• relative to these classes agree with the incidence
numbers of C•σ, relative to the same classes. Especially, the sums
c :=
∑
µ∈Λi−1
βiλµb
i−1
µ c
′ :=
∑
µ∈Λi−1
[biλ : b
i−1
µ ]b
i−1
µ
are well defined elements of Ci−1(C
i−1
λ ), and in fact :
di−1(c) =
∑
µ∈Λi−1
βiλµ · di−1(bi−1µ )
=
∑
µ∈Λi−1
βiλµ ·
∑
ρ∈Λi−2
[bi−1µ : b
i−2
ρ ]b
i−2
ρ
=
∑
µ∈Λi−1
∑
ρ∈Λi−2
βiλµβ
i−1
µρ b
i−2
ρ (by inductive assumption)
= 0 (by (d))
and a similar calculation yields di−1(c
′) = 0 as well. However, C i−1λ is homeomorphic to S
i−1
(lemma 11.6.12), hence
Ker(di−1 : Ci−1(C
i−1
λ )→ Ci−2(C i−1λ )) ≃ Z
which, in view of (b), implies that c = ±c′. Taking into account (11.6.21), we see that actually
c = c′, whence the claim. The uniqueness of the orientation fulfilling condition (11.6.20) can
be checked easily by induction on i : the details shall be left to the reader. 
11.6.22. Let now L be a free abelian group of finite rank d, and (LR, σ) a strictly convex
L-rational polyhedral cone (see (6.3.20)), such that 〈σ〉 = LR; set
P := L ∩ σ Fλ := L ∩ λ Pλ := F−1λ P for every face λ of σ
so P and its localization Pλ are fine and saturated monoids (proposition 6.3.22(i)), and Fλ is a
face of P , for every such λ. Let R be any ring, and if λ, µ ⊂ σ are any two faces with λ ⊂ µ,
denote by
jλµ : R[Pλ]→ R[Pµ]
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the natural localization map; notice that if 0 ⊂ σ is the unique 0-dimensional face, then P0 = P ,
and j0µ is the localization map R[P ] → R[Pµ]. We attach to P the complex C •P of R[P ]-
modules such that :
C 0P := R[P ] and C
i
P :=
⊕
λ∈Λi−1
R[Pλ] for every i = 1, . . . , dimP
with differentials given by the rule :
di(xλ) :=
∑
µ∈Λi
λ⊂µ
[biµ : b
i−1
λ ] · jλµ(xλ) for every i ≥ 1, λ ∈ Λi−1 and xλ ∈ R[Pλ]
and
d0(x) :=
∑
µ∈Λ0
j0µ(x) for every x ∈ R[P ]
where (bjτ | j = 0, . . .dim σ − 1, τ ∈ Λj) is a chosen orientation for C•σ. Taking into account
lemma 11.6.9(ii) and proposition 11.6.16(iii), it is easily seen that di+1 ◦ di = 0 for every i ≥ 0
(essentially, the differential di is the transpose of the differential di−1 of C •(C
•
σ)).
Set as well X := SpecR[P ], and notice that Z := SpecR〈P/mP 〉 ≃ SpecR is a closed
subset of X . For any R[P ]-module M , we denote as usual by M∼ the quasi-coherent OX-
module arising fromM .
Theorem 11.6.23. With the notation of (11.6.22), for every R[P ]-moduleM we have a natural
isomorphism
RΓZM
∼ ∼→M ⊗R[P ] C •P in D+(R[P ]-Mod).
Proof. For every face λ of σ, set Uλ := SpecR[Pλ], and denote by gλ : Uλ → X the open
immersion. We consider the chain complex R• of ZX -modules such that :
R0 := ZX Ri :=
⊕
λ∈Λi−1
gλ!ZUλ for every i = 1, . . . , dim P.
The differential d1 : R1 → R0 is just the sum of the natural morphisms gλ!ZUλ → ZX , for λ
ranging over the one-dimensional faces of σ. For i > 1, the differential di is the sum of the
maps
dλ :=
∑
µ∈Λi
µ⊂λ
[biλ : b
i−1
µ ] · dλµ! : gλ!ZUλ → Rn−1 for every λ ∈ Λi−1
where dλµ : gλ!ZUλ → gµ!ZUµ ⊂ Rn−1 is induced by the inclusionUλ ⊂ Uµ. With this notation,
a simple inspection of the definitions yields a natural identification
(11.6.24) M ⊗R[P ] C •P ∼→ Hom•Z(R•,M∼[0]) in C(R[P ]-Mod).
On the other hand, let λ1, . . . , λn be the one-dimensional faces of σ; then λi is L-rational (see
(6.3.20)), and Fλi is a fine, sharp and saturated monoid of dimension one (propositions 6.3.22(i)
and 6.4.7(ii)), so Fλi ≃ N for i = 1, . . . , n (theorem 6.4.16(ii)). For each i = 1, . . . , n, let yi be
the unique generator of Fλi , and denote by I ⊂ P the ideal generated by y1, . . . , yn; we remark
Claim 11.6.25. The radical of I is mP .
Proof of the claim. For any x ∈ mP , pick a subset S ⊂ {1, . . . , n} such that x =
∑
i∈S aiyi,
with ai > 0 for every i ∈ S. Let N ∈ N be large enough such that Nai ≥ 1 for every i ∈ S,
and pick bi ∈ N such that Nai ≥ bi ≥ 1 for every i ∈ S. It follows that Nx −
∑
i∈S biyi ∈ P ,
and the claim follows. ♦
Now, let i : Z → X be the closed immersion; we have :
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Claim 11.6.26. The natural map ZX → i∗ZZ induces an isomorphism
(11.6.27) R•
∼→ i∗ZZ [0] in D+(ZX-Mod).
Proof of the claim. The assertion can be checked on the stalks at the points of X , hence let
x ∈ X be any such point; if x ∈ Z, claim 11.6.25 easily implies that (R•)x is concentrated
in degree zero, and then (11.6.27)x is clearly an isomorphism of complexes of Z-modules. If
x /∈ Z, let p ⊂ R[P ] be the prime ideal corresponding to x, and λ ⊂ σ the unique face such
that P \ Fλ = p ∩ P ; a simple inspection of the construction shows that
(R•)x
∼→ C •(C•λ)
(notation of (11.6.6)). But proposition 11.6.7 and lemma 11.6.12 imply that C •(C•λ) is acyclic,
whence the claim. ♦
In view of (11.6.24) and claim 11.6.26, we are reduced to showing that the natural map
Hom•Z(R•,M
∼[0])→ RHom•Z(R•,M∼[0])
is an isomorphism in D+(R[P ]-Mod). This can be done by a spectral sequence argument,
along the lines of proposition 10.4.18 (which indeed includes a special case of the situation we
are considering here, namely the case where P is a free monoid : the details shall be left to the
reader). 
11.6.28. Notice that C •P is a complex of L-graded R-modules, hence its cohomology is L-
graded as well, and we wish next to compute the graded terms gr•H
•(C •P ). To this aim, we
make the following :
Definition 11.6.29. Let V be a finite dimensional R-vector space, X ⊂ V any subset, and
z ∈ V any point. Then :
(a) We say that a point x ∈ X is visibile from z, if {tz+(1− t)x | 0 ≤ t ≤ 1}∩X = {x}.
(b) We say that a subset S ⊂ X is visibile from z, if every point of S is visible from z.
Lemma 11.6.30. In the situation of (11.6.14), let z ∈ V \Cσ be any point, and denote by S the
set of points of Cσ that are visible from z. Then :
(i) S is a subcomplex of C•σ.
(ii) S (with the topology induced from V ) is homeomorphic to Be(1), for e ∈ {d−2, d−1}.
Proof. Pick a system of generators ρ1, . . . , ρn for σ
∨, and choose ρ0 ∈ σ∨ so that Cσ = σ ∩
ρ−10 (1); we may assume that, for some integer k ≤ n we have
ρi(z) < 0 if and only if 1 ≤ i ≤ k.
Say that y ∈ Cσ, so that ρi(y) ≥ 0 for every i = 1, . . . , n, and set yt := tz + (1 − t)y for
every t ∈ [0, 1]; then clearly ρi(yt) ≥ 0 for every i = k + 1, . . . , n. Now, if ρ0(z) 6= 1, we get
ρ0(yt) 6= 1 for every t 6= 0, therefore the whole ofCσ is visible from z, in which case (i) is trivial,
and (ii) follows from 11.6.12. Hence we may assume that ρ0(z) = 1, so ρ0(yt) = 1 for every
t ∈ [0, 1]. Suppose now that ρi(y) > 0 for some i ≤ k; then there exists a unique ti ∈]0, 1[ such
that ρi(yti) = 0. Hence, if s := min(ρi(y) | i = 1, . . . , k) > 0, let t := min(ti | i = 1, . . . , k); it
follows that ρi(yt) ≥ 0 for every i = 1, . . . , n, so yt ∈ Cσ, which says that y is not visible from
z. Conversely, if s = 0, then it follows easily that y is visible from z. We conclude that
S = Cσ ∩
k⋃
i=1
Ker ρi
which shows (i). Next, set W := Ker ρ0, and denote by τz : ρ
−1
0 (1)
∼→ W the translation
map given by the rule : x 7→ x − z for every x ∈ ρ−10 (1)
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that S ′ := τz(S) is homeomorphic to B
d−2(1). To this aim, denote by λ the convex cone in W
generated by τz(Cσ). Explicitly, if v1, . . . , vk ∈ σ have been chosen so that (11.6.11) holds, then
λ is the cone generated by v1− z, . . . , vk − z; especially, λ is a polyhedral cone, and it is easily
seen that 〈λ〉 = W . Moreover, λ is strictly convex; indeed, otherwise there exist real numbers
a1, . . . , ak ≥ 0, with ai > 0 for at least an index i ≤ k, such that
∑k
i=1 ai · (vi − z) = 0, i.e.∑k
i=1 aivi = (
∑k
i=1 ai) · z, which is absurd, since z /∈ σ. Pick u ∈ λ∨ such that λ ∩Ker u = 0,
and set Cλ := λ ∩ u−1(1); by lemma 11.6.12, the subset Cλ is homeomorphic to Bd−2(1).
Lastly, let π : W \ Ker u → u−1(1) be the radial projection (so π(w) is the intersection point
of Rw with u−1(1), for every w ∈ W \Ker u). It is easily seen that π maps S ′ bijectively onto
Cλ, so the restriction of π is a homeomorphism S
′ ∼→ Cλ, as required. 
Lemma 11.6.31. In the situation of (11.6.22), let λ ⊂ σ be any face. For every l ∈ LR we
have:
(i) The set of points of σ that are visible from l is a union of faces of σ.
(ii) Suppose l ∈ L, and endow R[Pλ] with its natural L-grading. Then
grlR[Pλ] =
{
Rl if λ ⊂ σ is not visible from l
0 otherwise.
Proof. Let ρ1, . . . , ρn be a system of generators of σ
∨; we may assume that, for some integer
k ≤ n we have
ρi(l) < 0 if and only if 1 ≤ i ≤ k.
Arguing as in the proof of lemma 11.6.30, we check easily that the set of points of σ visible
from l equals S := σ ∩⋃ki=1Ker ρi, which already shows (i).
(ii): Suppose first that λ ⊂ σ is not visible from l; then there exists x ∈ λ \ S, and since Fλ
generates λ (see (6.3.20)), we may assume that x ∈ Fλ (details left to the reader). A simple
inspection then shows that there exists a sufficiently largeN ∈ N such that l+Nx ∈ σ, whence
l ∈ R[Pλ], and so grlR[Pλ] = Rl. Conversely, if the latter identity holds, then there exists
x ∈ Fλ such that l + x ∈ P , whence ρi(x) > 0 for i = 1, . . . , k, so x is not visible from l. 
11.6.32. In the situation of (11.6.22), let us fix a linear form u0 ∈ σ∨ such that σ∩Ker u0 = 0,
and define σ◦ and Cσ as in (11.6.10). For any l ∈ LR, denote by Sl the set of points of σ that are
visible from l, so Sl is a union of faces of σ, by lemma 11.6.31(i), and therefore Cl := Sl ∩ Cσ
is a subcomplex of C•σ.
Proposition 11.6.33. With the notation of (11.6.32), suppose l ∈ L. Then the following holds :
(i) If −l ∈ σ◦, the complex of R-modules grlC •P is isomorphic to R[−d].
(ii) If −l /∈ σ◦, there is a natural isomorphism of complexes of R-modules :
grlC
•
P
∼→ Hom•Z(C •(C•σ)/C •(C•l ), R[−1]).
Moreover, in this case, both C •(C•σ) and C •(C
•
l ) are acyclic complexes.
Proof. (i): If −l ∈ σ◦, then l ∈ Pλ if and only if λ = σ, so the assertion is clear.
(ii): The sought identification of complexes follows from lemma 11.6.31(ii), by a direct
inspection of the constructions (and indeed, this holds even if −l ∈ σ◦ : details left to the
reader). Moreover, it is already known from proposition 11.6.7 and lemma 11.6.12 that C •(C•σ)
is acyclic.
• Next, if l ∈ P , then clearly Sl = ∅, so the assertion for C •(C•l ) is trivial in this case.
• Thus, suppose that l /∈ P ; if furthermore −l /∈ P , then the convex cone τ generated by P
and l is still strictly convex, so we may find u1 ∈ τ∨ such that u1(l) = 1 and σ∩Ker u1 = 0. Set
C ′σ := σ∩u−11 (1) and C ′l := Sl∩C ′σ . In remark 11.6.15(i) we have exhibited a homeomorphism
C ′•σ
∼→ C•σ that preserves the respective cell complex structures, and a simple inspection shows
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that this homeomorphismmapsC ′l ontoCl. On the other hand, it is easily seen thatC
′
l is also the
set of points of C ′σ that are visible from l (indeed, the segment that joins any point of C
′
σ to l lies
in u−11 (1), so its intersection with σ equals its intersection with C
′
σ : details left to the reader).
By virtue of lemma 11.6.30(ii) (and proposition 11.6.7), it follows that C •(C ′•l ) is acyclic, so
the same holds for C •(C•l ).
• Lastly, suppose−l ∈ P \ σ◦; we let ρ1, . . . , ρn be a system of generators of σ∨, and k ≤ n
an integer such that ρi(l) < 0 if and only if 1 ≤ i ≤ k. Denote by τ∨ (resp. µ∨) the convex
cone in L∨R generated by (ρk+1, . . . , ρn) (resp. by (−ρ1, . . . ,−ρk)), and let τ (resp. µ) be the
dual of τ∨ (resp. of µ∨) in LR; with this notation, we have l ∈ τ ∩ µ◦. Especially, τ ∩ µ◦ 6= ∅,
and since τ ◦ is dense in τ (by proposition 6.3.11(i)), we deduce that τ ◦ ∩ µ◦ 6= ∅ as well.
Pick z ∈ τ ◦ ∩ µ◦; by inspecting the proof of lemma 11.6.31(i), it is easily seen that Sl = Sz.
But by construction, −z /∈ σ, therefore – arguing as in the previous case – we conclude that
C •(C•z ) = C •(C
•
l ) is acyclic. 
Theorem 11.6.34 (Hochster). LetR be a Cohen-Macaulay noetherian ring, P a fine, sharp and
saturated monoid. Then R[P ] is a Cohen-Macaulay ring.
Proof. In view of [89, p.181, Cor.] we may assume that R is a field. We argue by induction
on d := dimP . If d = 0, we have P = 0, and there is nothing to show. Suppose that d > 0
and that the assertion is already known for every Cohen-Macaulay ring R and every monoid as
above, of dimension < d. Set L := P gp, and let σ ⊂ LR be the unique convex polyhedral cone
such that P = L ∩ σ. The ideal n := R[mP ] is maximal in R[P ], and proposition 11.6.33 and
theorem 11.6.23 show that
(11.6.35) depthR[P ]n = dim P.
On the other hand, we have the more general :
Claim 11.6.36. Let F be a field, P a fine monoid, A an integral domain which is an F -algebra
of finite type, and F ′ the field of fractions of A. Then we have :
(i) For every maximal ideal m ⊂ A, the Krull dimension of Am equals the transcendence
degree of F ′ over F .
(ii) For every maximal ideal m ⊂ F [P ], the Krull dimension of F [P ]m equals rkZ P gp.
Proof of the claim. (i): This is a straightforward consequence of [89, Th.5.6].
(ii): Choose an isomorphism : P gp
∼→ L⊕ T , where T is the torsion subgroup of P gp, and L
is a free abelian group of finite rank; there follows an induced isomorphism (4.8.52) :
F [P gp]
∼→ F [L]⊗F F [T ].
Let B be the maximal reduced quotient of F [P gp] (so the kernel of the projection F [P gp]→ B
is the nilradical); we deduce that B is a direct product of the type
∏n
i=1 F
′
i [L], where each F
′
i
is a finite field extension of F . By (i), the Krull dimension of F ′i [L]m equals r := rkZP
gp for
every maximal ideal m ⊂ F ′i [L], hence every irreducible component of SpecB has dimension
r. Let also C be the maximal reduced quotient of F [P ]; the natural map C → B is an injec-
tive localization, obtained by inverting a finite system of generators of P , hence the induced
morphism SpecB → SpecC is an open immersion with dense image. Let Z be any (reduced)
irreducible component of SpecC; again by (i) it follows that every non-empty open subset of
Z has dimension equal to dimZ, so necessarily the latter equals r. ♦
From (11.6.35), corollary 6.4.10(i) and claim 11.6.36(ii) we see already that R[P ]n is a
Cohen-Macaulay ring. Next, let λ1, . . . , λk be the one-dimensional faces of σ, and define Pλi
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as in (11.6.22), for every i = 1, . . . , k. In light of claim 11.6.25, we have
SpecR[P ] \ {n} =
k⋃
i=1
SpecR[Pλi ]
so it remains to check that R[Pλi ] is Cohen-Macaulay for every i = 1, . . . , k. However, we may
find a decomposition Pλi
∼→ Qi × Gi, where Gi is a free abelian group of finite type, and Qi
is a fine, sharp and saturated monoid of dimension d − 1 (lemma 6.2.10). Set Si := R[Gi];
then R[Pλi ] = Si[Qi], and Si is a Cohen-Macaulay ring ([89, Th.17.7]), so the claim follows by
inductive assumption. 
11.6.37. In the situation of (11.6.22), we endow R[P ] with its natural L-grading, and denote
by A := (R[P ], gr•R[P ]) the resulting L-graded R-algebra. Let (M, gr•M) be an L-graded
A-module (see definition 7.6.9(ii)); we set
M † :=
⊕
l∈L
HomR(grlM,R)
which is naturally an R-submodule of M∗ := HomR(M,R) : indeed, any R-linear map
grlM → R yields a linear form M → R, after composition with the projection M → grlM .
Notice that M∗ is naturally an R[P ]-module; namely for any linear form f : M → R and any
x ∈ P , one defines x · f : M → R by the rule : x · f(m) := f(xm) for everym ∈M . Then, it
is easily seen thatM † is an R[P ]-submodule ofM∗; more precisely, we have
(11.6.38) x · HomR(grlM,R) ⊂ HomR(grl−xM,R) for every x ∈ P .
In light of (11.6.38), it is convenient to define an L-grading onM † by the rule :
grlM
† := HomR(gr−lM,R) for every l ∈ L
and then (M †, gr•M
†) is naturally an L-graded A-module.
Remark 11.6.39. (i) Clearly, the ruleM 7→ M † yields a functor from the category A-Mod of
L-graded A-modules to A-Modo.
(ii) LetA-Modrflx denote the full subcategory ofA-Modwhose objects are all the L-graded
A-modules (M, gr•M) such that grlM is a projective R-module of finite type, for every l ∈ L.
A simple inspection of the definition shows that the functor (−)† of (i) restricts to an equivalence
of categories :
A-Modrflx → (A-Modrflx)o.
Example 11.6.40. If S ⊂ L is any P -submodule, notice that L \ (−S) is also a P -submodule
of L, and set
S† := L/(L \ (−S))
where the quotient is a pointed P -module, as in remark 4.8.17(iii). Explicitly, S† is the set
(−S) ∪ {0S†} (where the zero element 0S† should not be confused with the neutral element 0
of the abelian group L); the P -module structure on S† is determined by the rule :
x · s :=
{
x+ s if x+ s ∈ −S
0S† otherwise
for every s ∈ −S.
Then it is easily seen that there exists a natural isomorphism of L-graded A-modules :
R[S]†
∼→ R〈S†〉
(notation of (6.1.32)). On the other hand, the natural map R[S]→ (R[S]∗)∗ induces an isomor-
phism R[S]
∼→ (R[S]†)† whence an isomorphism of L-graded A-modules
(11.6.41) R[S]
∼→ R〈S†〉†.
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Theorem 11.6.42 (Stanley, Danilov). In the situation of (11.6.22), set P ◦ := L∩σ◦. We have :
(i) There exists a natural isomorphism :
RHom•R[P ](R,R[P
◦])
∼→ R[−d] in D(R[P ]-Mod)
(here R is regarded as an R[P ]-module, via the augmentation map R[P ]→ R).
(ii) If R is a Gorenstein noetherian ring, the complex of coherent OX-modules R[P ◦]∼[0]
is dualizing on X .
Proof. (i): From proposition 11.6.33 we deduce a map of complexes of L-graded A-modules
ϕ• : C •P → R〈(P ◦)†〉[−d]
(notation of example 11.6.40) with grlϕ
• a quasi-isomorphism of complexes of R-modules, for
every l ∈ L. Since grlC •P is a finite dimensional R-vector space for every l ∈ L, there follows
– in view of (11.6.41) – a quasi-isomorphism of complexes of L-graded A-modules
(11.6.43) R[P ◦][0]
∼→ (C •P )†[−d].
whence a convergent spectral sequence
Epq1 := Ext
p
R[P ](R, (C
d−q
P )
†)⇒ Extp+qR[P ](R,R[P ◦]).
Hence, the assertion follows immediately from the :
Claim 11.6.44. With the foregoing notation, we have :
(i) Epq1 = 0 whenever q < d.
(ii) E0d1 ≃ R, and Epd1 = 0 for every p > 0.
Proof of the claim. (i): Let λ ⊂ σ be any face with dimλ > 0; it suffices to check that Ei :=
ExtiR(P ](R,R[Pλ]
†) = 0 for every i ∈ N. To this aim, pick any x ∈ Fλ \ {0}; since R[Pλ]† =
R〈P †λ〉 (example 11.6.40), we see that scalar multiplication by x is an automorphism onR[Pλ]†,
hence also on Ei. On the other hand, scalar multiplication by x is the zero endomorphism on
R, hence also on Ei, and the claim follows.
(ii): Pick a resolution F• of the P -graded Z[P ]-module Z := Z[P ]/Z[mP ] as in remark
7.6.30(iii), so that Fn is a free Z[P ]-module of finite type for every n ∈ N, and the differential
dn : Fn → Fn−1 is a morphism of P -graded Z[P ]-modules, for every n > 0. Since the
augmented complex F• → Z is flat as a complex of Z-modules, the complex of R[P ]-modules
R ⊗Z F• is still a free resolution of the R[P ]-module R, and we get natural isomorphisms
Epd1
∼→ HpHom•R[P ](R⊗Z F•, R[P ]†[0]) ∼→ Hp((R⊗Z F•)†) for every p ∈ N.
(where the differentials of the complex (R⊗ZF•)† are the maps d†•). However, remark 11.6.39(ii)
implies that the complex (R⊗Z F• → R)† is still acyclic, whence the contention. ♦
(ii): To ease notation, set S := SpecR and ωP := R[P
◦]∼; in view of proposition 11.3.37, it
suffices to check that the complex of coherentOX(x)-modules ωP (x)[0] is dualizing onX(x), for
every x ∈ X (notation of definition 4.9.17(iii)). Hence, fix any such point x, and let p ⊂ R[P ]
be the prime ideal corresponding to x; after replacing R by its localization at the prime ideal
p ∩R, we may assume that R is a local ring, and the structure morphismX → S maps x to the
closed point of S, corresponding to the maximal ideal mR of R. Denote by λ ⊂ σ the unique
face such that P \ Fλ = p ∩ P , so that x ∈ Uλ := SpecR[Pλ]. We may find a decomposition
P
∼→ F gpλ ×Q, where Q is also a fine, sharp and saturated monoid (lemma 6.2.10), whence an
isomorphism of S-schemes
Uλ
∼→ SpecR[F gpλ ]×S Y where Y := SpecR[Q]
and by construction, F−1(p ∩ P ) is the maximal ideal of Pλ, so the induced projection p :
Uλ → Y maps x to the maximal ideal R[mQ] + mR[Q] ⊂ R[Q]. Let τ ⊂ QgpR be the unique
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polyhedral cone such that Q = τ ∩Qgp, set Q◦ := Q ∩ τ ◦, and define the coherent OY -module
ωQ := R[Q
◦]∼. It is easily seen that there is a natural identification
ωP |Uλ
∼→ p∗ωQ.
In view of proposition 11.3.34 and remark 11.3.32(i), it then suffices to check that ωQ(p(x))
is dualizing on Y (p(x)). Thus, we may replace P by Q, and assume from start that p =
R[mP ] + mR[P ] ⊂ R[P ]. In this case, set S0 := SpecR/mR, and denote by i1 : S0 → S
and i2 : S → X(S) the closed immersions (where i2 corresponds to the ring homomorphism
R(P ]p → R deduced from augmentation map); according to (i) and corollary 10.3.2(ii), we
have a natural identification
i!2ωP (x)[0] ≃ OS[−d].
On the other hand, since R is Gorenstein, OS[−d] is a dualizing complex on S; from lemma
11.3.27(i) and proposition 11.1.7(i) it follows that i!1OS[−d] ∼→ (i2 ◦ i1)!ωP (x)[0] is dualizing
on S0, and therefore it is isomorphic to OS0[c] for some c ∈ Z. Lastly, proposition 11.3.28(i)
and corollary 10.3.2(ii) now say that ωP (x)[0] is dualizing on X(x). 
Remark 11.6.45. Suppose that R is a field; then example 7.11.33 shows that (C 0P )
† is the
injective hull of the R[P ]-module R. In this case, claim 11.6.44(ii) is therefore a special case
of claim 7.11.24. For a general R, the R[P ]-module (C 0P )
† shall not be injective, but it can be
viewed as a graded variant of the injective hull construction.
12. LOGARITHMIC GEOMETRY
12.1. Log topoi. Henceforth, all topoi under consideration will be locally ringed and with
enough points, and all morphisms of topoi will be morphisms of locally ringed topoi (see
(4.9.13)). The purpose of this restriction is to insure that we obtain the right notions, when
we specialize to the case of schemes.
Definition 12.1.1. Let T := (T,OT ) be a locally ringed topos.
(i) A pre-log structure on T is the datum of a pair
(M,α)
where M is a T -monoid, and α : M → OT is a morphism of T -monoids, called
the structure map of M , and where the monoid structure on OT is induced by the
multiplication law (hence, by the multiplication in the ring OT (U), for every object U
of T ).
(ii) A morphism (M,α) → (N, β) of pre-log structures on T , is a map γ : M → N of
T -monoids, such that β ◦ γ = α. We denote by
pre-logT
the category of pre-log structures on T .
(iii) A pre-log structure (M,α) on T is a log structure if α restricts to an isomorphism:
α−1O×T
∼→M× ∼→ O×T .
The datum of a locally ringed topos (T,OT ) and a log structure on T is also called, for
short, a log topos. We denote by
logT
the full subcategory of pre-logT consisting of all log structures on T . When there
is no danger of ambiguity, we shall often omit mentioning explicitly the map α, and
therefore only writeM to denote a pre-log or a log structure.
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12.1.2. The category logT admits an initial object, namely the log structure (O
×
T , j), where
j is the natural inclusion; this is called the trivial log structure. logT admits a final object as
well: this is (OT , 1OT ). A morphism of locally ringed topoi f : T → S induces a pair of adjoint
functors :
(12.1.3) f ∗ : pre-logS → pre-logT f∗ : pre-logT → pre-logS.
Namely, let (M,α) (resp. (N, β)) be a pre-log structure on S (resp. on T ) and
f ♭ : OS → f∗OT f ♯ : f−1OS → OT
the natural morphisms (corresponding to each other under the adjunction (f−1, f∗) that defines
the morphism f ); then
f−1M
f−1α−−−−→ f−1OS f
♯−−→ OT
defines f ∗(M,α), and f∗(N, β) is the pair (P , γ), where P is the fibre product in the cartesian
diagram
P
γ //

OS
f♭

f∗N
f∗β // f∗OT .
Lemma 12.1.4. Let T be a topos with enough points, ϕ : M → N a morphism of integral
T -monoids inducing isomorphisms M×
∼→ N × and M ♯ ∼→ N ♯. Then ϕ is an isomorphism.
Proof. This can be checked on the stalks, hence we are reduced to the corresponding assertions
for a morphismM → N of monoids. Moreover, M ♯ is just the set-theoretic quotient of M by
the translation action of M× (lemma 4.8.31(iii)), so the assertion is straightforward, and shall
be left as an exercise for the reader. 
Definition 12.1.5. Let γ : (M,α)→ (N, β) be a morphism of pre-log structures on the locally
ringed topos T , and ξ a T -point.
(i) We say that (M,α) is integral (resp. saturated) if M is an integral (resp. integral and
saturated) T -monoid.
(ii) We say that γ is flat (resp. saturated) at the point ξ, if γξ : M ξ → N ξ is a flat morphism
of monoids (resp. a saturated morphism of integral monoids) (see remark 4.8.23(vi)).
(iii) We say that γ is flat (resp. saturated), if γ is a flat morphism of T -monoids (resp. a sat-
urated morphism of integral T -monoids) (see definition 6.2.28). In view of proposition
4.8.26 (resp. corollary 6.2.29), this is the same as saying that γ is flat (resp. saturated)
at every T -point.
12.1.6. The forgetful functor :
logT → pre-logT : M 7→Mpre-log
admits a left adjoint :
pre-logT → logT : (M,α) 7→ (M,α)log
such that the resulting diagram :
(12.1.7)
α−1(O×T )
//

M

O×T
// M log
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is cocartesian in the category of pre-log structures. One callsM log the log structure associated
toM . From this description, it is easily seen that the counit of adjunction
(12.1.8) (Mpre-log)log →M
is an isomorphism for every log structureM on T .
Composing with the adjunction (12.1.3), we deduce a pair of adjoint functors :
f ∗ : logS → logT f∗ : logT → logS
for any map of locally ringed topoi f : T → S. Explicitly, if N is any log structure on S, then
f ∗N is the push-out in the cocartesian diagram of T -monoids :
f ∗O×S //

f ∗(Npre-log)

O×T // f
∗N
and on the other hand, if M is any log structure on T , then it is easily seen that the pre-log
structure f∗(M
pre-log) is actually a log structure (this can be checked on the stalks over the
points of T ). It follows easily that the induced map of T -monoids :
(12.1.9) f ∗(N ♯)→ (f ∗N)♯
is an isomorphism. As a consequence, for every point ξ of T , the natural map Nf(ξ) → (f ∗N)ξ
is a local morphism of monoids.
Remark 12.1.10. The category logT admits arbitrary colimits : indeed, since the counit (12.1.8)
is an isomorphism, it suffices to construct such colimits in the category of pre-log structures,
and then apply the functor (−) 7→ (−)log which preserves colimits, since it is a left adjoint.
12.1.11. Let (M,α) be a pre-log structure on T . The morphism α extends to a unique mor-
phism of pointed T -monoids α◦ : M ◦ → OT , whence a new pre-log structure
(M,α)◦ := (M◦, α◦).
Clearly, (M,α) is a log structure if and only if the same holds for (M,α)◦. More precisely, for
any pre-log structureM there is a natural isomorphism of log structures :
(M ◦)
log ∼→ (M log)◦.
Furthermore, for any morphism f : T → S of topoi, we have natural isomorphisms of pre-log
(resp. log) structures
f ∗(N ◦)
∼→ (f ∗N)◦ f∗(M ◦) ∼→ (f∗M)◦
for every pre-log (resp. log) structure N on S andM on T (details left to the reader).
Example 12.1.12. (i) Let T → S be a morphism of topoi. Since the initial object of a category
is the empty coproduct, it follows formally that the inverse image f ∗(O×S , j) of the trivial log
structure on S, is the trivial log structure on T .
(ii) Let T be a topos, and jU : T/U → T an open subtopos (see example 4.7.8(i)). Consider
the subsheaf of monoidsM ⊂ OT such that :
M(V ) := {s ∈ OT (V ) | s|U×V ∈ O×T (U × V )} for every object V of T .
Then it is easily seen that the natural mapM → OT is a log structure on T . This log structure
is (naturally isomorphic to) the extension jU∗O
×
U of the trivial log structure on T/U .
(iii) Let U be any object of the topos T , andM a log structure on T . Since OT/U = (OT )|U ,
it is easily seen that the natural morphism of pre-log structures
(Mpre-log)|U → (M |U)pre-log
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is an isomorphism.
(iv) Let β :M → OT be a pre-log structure on a topos T . Then β−1(0) ⊂ M is an ideal, and
β factors uniquely through the natural mapM → M/β−1(0), and a pre-log structure
(M,β)red := (M/β
−1(0), β)
called the reduced pre-log structure associated to M . As usual, we shall often write just M red
instead of (M,β)red. We say that β is reduced if the induced morphism of pre-log structures
M →M red is an isomorphism.
Suppose now that M is a log structure; then it is easily seen that the same holds for M red.
More precisely, since the tensor product is right exact (see (4.8.19)), for any pre-log structure
M the natural morphism of log structures
(M red)
log → (M log)red
is an isomorphism.
Lemma 12.1.13. Let γ : (M,α)→ (N, β) be a morphism of pre-log structures on T . We have:
(i) IfM is integral (resp. saturated), then the same holds forM log.
(ii) The unit of adjunctionM →M log is a flat morphism.
(iii) If γ is flat (resp. saturated) at a T -point ξ, the same holds for the induced morphism
γlog : M log → N log of log structures.
(iv) Especially, if γ is flat (resp. saturated), the same holds for γlog.
Proof. In view of lemma 4.8.46(ii) and proposition 4.8.26, both (i) and (ii) can be checked on
stalks. Taking into account lemma 4.8.46(i), we are reduced to showing the following. Let
P be a monoid, A a ring, β : P → (A, ·) a morphism of monoids; then the natural map
P → P ′ := P ⊗β−1A× A× is flat, and if P is integral (resp. saturated), the same holds for P ′.
The first assertion follows easily from example 6.1.24(vi), and the second follows from remark
6.2.5(i) (resp. from corollary 6.2.25(ix) and proposition 6.2.26).
(iii): The map γlog can be factored as the composition of
γ′ := γ ⊗β−1O×T O
×
T : N
log → P := M ⊗β−1O×T O
×
T
and the natural unit of adjunction γ′′ : P → P log =M log. If γξ is flat, the same clearly holds for
γ′ξ, and (ii) says that γ
′′ is flat, hence γlogξ is flat in this case. Lastly, suppose that γξ is saturated,
and we wish to show that γlogξ is saturated. Set P := α
−1
ξ O
×
T,ξ and Q := β
−1
ξ O
×
T,ξ. Then the
induced map (P−1M ξ)
♯ → (Q−1N ξ)♯ is saturated (lemma 6.2.12(ii,iii)). But the latter is the
same as the morphism (γlogξ )
♯, and then also γξ is saturated, again by lemma 6.2.12(iii). 
Lemma 12.1.14. Let f : T ′ → T be a morphism of topoi, ξ a T ′-point, and γ : (M,α) →
(N, β) a morphism of integral log structures on T . The following conditions are equivalent :
(a) γ is flat (resp. saturated) at the T -point f(ξ).
(b) f ∗γ is flat (resp. saturated) at the T ′-point ξ.
(c) γ♯ξ is a flat (resp. saturated) morphism of monoids.
Proof. The equivalence of (a) and (c) follows from corollary 6.1.50 (resp. lemma 6.2.12(ii)).
By the same token, (b) holds if and only if (f ∗γ)♯ξ is flat (resp. saturated); in light of the
isomorphism (12.1.9), the latter condition is equivalent to (c). 
12.1.15. For any locally ringed topos T , let us write the objects ofMnd/Γ(T,OT ) in the form
(M,ϕ), where M is any monoid, and ϕ : M → Γ(T,OT ) a morphism of monoids. There is an
obvious global sections functor :
Γ(T,−) : pre-logT →Mnd/Γ(T,OT ) : (N,α) 7→ (Γ(T,N),Γ(T, α))
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which admits a left adjoint :
Mnd/Γ(T,OT )→ pre-logT : (M,ϕ) 7→ (M,ϕ)T := (MT , ϕT ).
Indeed,MT is the constant sheaf on (T, CT )with valueM , and ϕT is the composition of the map
of constant sheaves MT → Γ(T,OT )T induced by ϕ, with the natural map Γ(T,OT )T → OT .
Again, we shall often just writeMT to denote this pre-log structure.
After taking associated log structures, we deduce a left adjoint :
(12.1.16) Mnd/Γ(T,OT )→ logT : (M,ϕ) 7→M logT := (M,ϕ)logT
to the global sections functor. M logT is called the constant log structure associated to (M,ϕ).
Definition 12.1.17. Let T be a locally ringed topos, (M,α) a log structure on T .
(i) A chart for M is an object (P, β) of Mnd/Γ(T,OT ), together with a map of pre-
log structures ωP : (P, β)T → M , inducing an isomorphism on the associated log
structures. (Notation of (12.1.15).)
(ii) We say that a chart (P, β) is finite (resp. integral, resp. fine, resp. saturated) if P is a
finitely generated (resp. integral, resp. fine, resp. integral and saturated) monoid.
(iii) Let ϕ : M → N be a morphism of log structures on T . A chart for ϕ is the datum of
charts :
ωP : (P, β)T →M and ωQ : (Q, γ)T → N
forM , respectively N , and a morphism of monoids ϑ : Q→ P , fitting into a commu-
tative diagram :
QT
ϑlogT //
ωQ

P logT
ωP

N
ϕ // M.
We say that such a chart is finite (resp. integral, resp. fine, resp. saturated) if the
monoids P and Q are finitely generated (resp. integral, resp. fine, resp. integral and
saturated). We say that the chart is flat (resp. saturated), if ϑ is a flat morphism of
monoids (resp. a saturated morphism of integral monoids).
(iv) We say thatM is quasi-coherent (resp. coherent) if there exist a covering family (Uλ →
1T | λ ∈ Λ) of the final object 1T in (T, CT ), and for every λ ∈ Λ, a chart (resp. a finite
chart) (Pλ, βλ) forM |Uλ .
(v) We say that (M,α) is quasi-fine (resp. fine) if it is integral and quasi-coherent (resp.
and coherent).
(vi) Let ξ be any T -point. We say that a chart (P, β) is local (resp. sharp) at the point ξ, if
the morphism βξ : P → OT,ξ is local (resp. if P is sharp and βξ is local).
Lemma 12.1.18. Let f : T → S be a morphism of locally ringed topoi,Q a log structure on S,
and ξ any point of S. The following holds :
(i) If Q is quasi-coherent (resp. coherent, resp. integral, resp. saturated, resp. quasi-fine,
resp. fine), then the same holds for f ∗Q.
(ii) Suppose that Q is an integral log structure. Then Q♯ is an integral S-monoid, and Q is
saturated if and only if Q♯ is a saturated S-monoid.
(iii) Suppose that Q is quasi-coherent. Then Q is integral (resp. integral and saturated,
resp. fine, resp. fine and saturated) if and only if there exist a covering family (Uλ →
1S | λ ∈ Λ) of the final object of S, and for every λ ∈ Λ, an integral (resp. integral and
saturated, resp. fine, resp. fine and saturated) chart (Pλ)Uλ → Q|Uλ.
(iv) If P is any coherent log structure on S, and ω : P ξ → Qξ is a map of monoids, then :
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(a) There exist a neighborhood U of ξ and a morphism ϑ : P |U
∼→ Q|U of log struc-
tures, such that ϑξ = ω.
(b) Moreover, for any two morphisms ϑ, ϑ′ : P |U
∼→ Q|U with the property of (a), we
may find a smaller neighborhood V → U of ξ such that ϑ|V = ϑ′|V .
(c) Especially, if Q is also coherent, and ω is an isomorphism, we may find ϑ and a
small enough U as in (a), such that ϑ is an isomorphism.
(v) If M is a finitely generated monoid, and ω : M → OS,ξ a morphism of monoids, then
we may find a neighborhood U of ξ and a morphism ϑ : MU → OU of S/U-monoids,
such that ϑξ = ω.
Proof. (i): If Q is the constant log structure associated to a map of monoids α : Q→ Γ(S,OS),
then f ∗Q is the constant log structure associated to Γ(S, f ♮) ◦ α (where f ♮ : OS → f∗OT is
the natural map). The assertions concerning quasi-coherent or coherent log structures are a
straightforward consequence. Next, suppose that Q is integral (resp. saturated); we wish to
show that f ∗Q is integral (resp. saturated). To this aim, let M := f ∗(Qpre-log); by lemma
4.8.45(i), M is an integral (resp. saturated) T -monoid; then the assertion follows from lemma
12.1.13(i).
(ii): By lemma 4.8.46(ii) the assertion can be checked on stalks. Hence, suppose that Q is
integral; thenQξ is integral by loc.cit., consequently, the same holds forQξ/Q
×
ξ (lemma 4.8.38).
The second assertion follows from lemma 6.2.9(ii).
(iii): Suppose first that Q is quasi-coherent and integral. Hence, there is a covering family
(Uλ → 1S | λ ∈ Λ), and for every λ ∈ Λ a monoidMλ, a pre-log structure αλ : (Mλ)Uλ → OUλ,
and an isomorphism ((Mλ)Uλ, αλ)
log ∼→ Q
|Uλ
; whence a cocartesian diagram of S-monoids, as
in (12.1.7) :
(12.1.19)
N := α−1λ (O
×
Uλ
) //

(Mλ)Uλ

O×Uλ
// Q
|Uλ
.
The induced diagram (12.1.19)int of integral S-monoids is still cocartesian. Moreover, since
Q
|Uλ
is integral, αλ factors through a unique map βλ : ((Mλ)Uλ)
int → Q
|Uλ
→ OUλ, and the
morphism in S underlying the induced morphism of S-monoids N int → N ′ := β−1λ (O×Uλ) is an
epimorphism (this can be checked easily on the stalks). Furthermore, ((Mλ)Uλ)
int ≃ (M intλ )Uλ
(see (4.8.49)). It follows that the natural map
Q
|Uλ
→ O×Uλ ∐N ′ (M intλ )Uλ ≃ (M intλ )
log
Uλ
is an isomorphism, so the claim holds with Pλ := M
int
λ . If Q is fine, we can find Mλ as above
which is also finitely generated, in which case the resulting Pλ shall be fine.
Suppose additionally, that Q is saturated. By the previous case, we may then find a covering
family (Uλ → eS | λ ∈ Λ), and for every λ ∈ Λ an integral monoid Mλ, a pre-log structure
αλ : (Mλ)Uλ → OUλ, and an isomorphism ((Mλ)Uλ , αλ)log ∼→ Q|Uλ; whence a cocartesian
diagram (12.1.19) consisting of integral S-monoids. The induced diagram (12.1.19)sat is still
cocartesian; one may then argue as in the foregoing, to obtain a natural isomorphism : Q|Uλ
∼→
(M satλ )
log
Uλ
. Furthermore, ifMλ is finitely generated, the same holds forM
sat
λ (corollary 6.4.1(ii)),
hence the chart thus obtained shall be fine and saturated, in this case.
Conversely, if a family (Pλ | λ ∈ Λ) of integral (resp. saturated) monoids can be found
fulfilling the condition of (iii), then (Pλ)Uλ is an integral (resp. saturated) pre-log structure on
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T/Uλ (example 4.8.47(ii)), hence the same holds for its associated log structure Q|Uλ (lemma
12.1.13(i)), and thus also for Q (lemma 4.8.46(ii), example 4.7.12, and example 12.1.12(iii)).
Moreover, if each Pλ is fine, then Q is fine as well.
(iv.a): We may assume that P admits a finite chart α : MS → P , for some finitely generated
monoid M , denote by β : Q → OS the structure map of Q, and set ω′ := ω ◦ αξ : M → Qξ.
According to lemma 6.1.7(ii), the morphism ω′ factors through a map ω′′ : M → Γ(U ′, Q),
for some neighborhood U ′ of ξ. By adjunction, ω′′ determines a morphism of S/U ′-monoids
ψ : MU ′ → Q|U ′ whence a morphism of pre-log structures
(12.1.20) (MU ′ , β|U ′ ◦ ψ)→ (Q|U ′, β|U ′).
Let us make the following general observation :
Claim 12.1.21. Let N be a finite monoid, F any S-monoid, f, g : NS → F two morphisms of
S-monoids, such that fξ = gξ. Then there exists a neighborhoodU of ξ in S such that f|U = g|U .
Proof of the claim. By adjunction, the morphisms f and g correspond to unique maps of
monoids Γ(f),Γ(g) : N → Γ(S, F ); since N is finite and fξ = gξ, we may find a neigh-
borhood U of ξ such that the maps N → F (U) induced by Γ(f) and Γ(g) coincide. Again by
adjunction, we deduce a unique morphism of S/U-monoids NU → F|U , which by construction
is just the restriction of both f and g. ♦
Let γ : P → OS be the structure map of P ; we apply claim 12.1.21 with S replaced by S/U ′,
to deduce that there exists a small enough neighborhood U → U ′ of ξ such that the restriction
(γ ◦α)|U :M|U → OS|U agrees with β|U ◦ψ|U . Then it is clear that the morphism of log structure
associated to (12.1.20)|U yields the sought extension ϑ of ω.
(iv.b): By assumption we have the identity : ϑξ = ϑ
′
ξ; however, any morphism of log struc-
tures P |U → Q|U is already determined by its restriction to the image of any finite local chart
MU → P |U . Hence the assertion follows from claim 12.1.21.
(iv.c): We apply (iv.a) to ω−1 to deduce the existence of a morphism σ : Q|U → P |U such
that σξ = ω
−1 on some neighborhood U of ξ. Hence, (ϑ ◦ σ)ξ = 1Qξ and (σ ◦ ϑ)ξ = 1P ξ . By
(iv.b), these identities persist on some smaller neighborhood.
(v): The proof is similar to that of (iv.a), though simpler : we leave it as an exercise for the
reader. 
Definition 12.1.22. (i) A morphism (T,M) → (S,N) of topoi with pre-log (resp. log) struc-
tures, is a pair f := (f, log f) consisting of a morphism of locally ringed topoi f : T → S, and
a morphism
log f : f ∗N → M
of pre-log structures (resp. log structures) on T . We say that f is log flat (resp. saturated) if
log f is a flat (resp. saturated) morphism of pre-log structures.
(ii) Let (f, log f) as in (i) be a morphism of log topoi, ξ a T -point; we say that f is strict at
the point ξ, if log fξ is an isomorphism. We say that f is strict, if it is strict at every T -point.
(iii) A chart for ϕ is the datum of charts
ωP : (P, β)T →M and ωQ : (Q, γ)S → N
for M , respectively N , and a morphism of monoids ϑ : Q → P , such that (f ∗ωQ, ωP , ϑ) is a
chart for the morphism log f . We say that such a chart (ωQ, ωP , ϑ) is finite (resp. fine, resp. flat,
resp. saturated) if the same holds for the corresponding chart (f ∗ωQ, ωP , ϑ) of log f .
Remark 12.1.23. (i) Let f : (T,M) → (S,N) be a morphism of log topoi, g : T ′ → T
a morphism of topoi, and f ′ : (T ′, g∗M) → (S,N) the composition of f and the natural
morphism of log topoi (T ′, g∗M) → (T,M); let also ξ be a T ′-point. Then f ′ is strict at the
1042 OFER GABBER AND LORENZO RAMERO
point ξ if and only if f is strict at the point g(ξ). Indeed, f ′ is strict at ξ if and only if (log f ′)♯ξ
is an isomorphism (lemma 12.1.4), if and only if (log f)♯g(ξ) is an isomorphism (by (12.1.9)), if
and only if log fg(ξ) is an isomorphism (again by lemma 12.1.4).
(ii) For any log topos (T,M), let us set (T,M)◦ := (T,M◦). Then (T,M)◦ is a log topos
(see (12.1.11)), and clearly, every morphism f : (T,M)→ (S,N) of log topoi extends naturally
to a morphism f◦ : (T,M)◦ → (S,N)◦ of log topoi.
12.1.24. The 2-category of log topoi admits arbitrary 2-limits indexed by usual categories.
Indeed, if T := ((Tλ,Mλ) | λ ∈ Λ) is any pseudo-functor (from a small category Λ, to the
category of log topoi), the 2-limit of T is the pair (T,M), where T is the 2-limit of the system
of ringed topoi (Tλ | λ ∈ Λ), and M is the colimit of the induced system of log structures
(p∗λMλ | λ ∈ Λ) on T , where pλ : T → Tλ denotes the natural projection, for every λ ∈ Λ (see
remark 12.1.10).
12.1.25. Consider a 2-cartesian diagram of log topoi :
(T ′,M ′)
g //
f ′

(T,M)
f

(S ′, N ′)
h // (S,N).
The following result yields a relative variant of the isomorphism (12.1.9) :
Lemma 12.1.26. In the situation of (12.1.25), the morphism
g∗Coker(log f)→ Coker(log f ′)
induced by log g is an isomorphism of T ′-monoids.
Proof. Indeed, denote by β : M → OT and γ : N ′ → OS′ the log structures of T and S ′. Fix
any T ′-point ξ, let ξ := g(ξ′), and set
P :=M ξ ⊗Nf(ξ) N ′f ′(ξ′) and ρ := βξ ⊗ γf ′(ξ′) : P → OT ′.
Then M ′ξ′ = P ⊗ρ−1OT ′,ξ′ O×T ′,ξ′ , and it is easily seen that ρ−1OT ′,ξ′ = O×T,ξ ⊗O×S,f(ξ) O
×
S′,f ′(ξ′).
Therefore (M ′ξ′)
♯ = P/ρ−1OT ′,ξ′ = M
♯
ξ ⊗N ♯
f(ξ)
N ′♯f ′(ξ′), and
Coker(log f ′ξ′) = Coker(N
′♯
f ′(ξ′) →M ♯ξ ⊗N♯
f(ξ)
N ′♯f ′(ξ′)) = Coker(N
♯
f(ξ) → M ♯ξ)
whence the contention. 
12.1.27. We consider now a special situation that we will encounter in proposition 12.1.30.
Namely, let Q be a monoid, andH ⊂ Q× a subgroup. Let also G be an abelian group, ρ : G→
Qgp a group homomorphism, and set :
Hρ := G×Qgp H Qρ := G×Qgp Q.
The natural inclusionH → Q and the projection Qρ → Q determine a unique morphism :
(12.1.28) Qρ ⊗Hρ H → Q.
Lemma 12.1.29. In the situation of (12.1.27), suppose furthermore that the composition :
G
ρ−→ Qgp → (Q/H)gp
is surjective. Then (12.1.28) is an isomorphism.
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Proof. Set G′ := G ⊕ H , and let ρ′ : G′ → Qgp be the unique group homomorphism that
extends ρ and the natural map H → Q → Qgp. Under the standing assumptions, ρ′ is clearly
surjective. Define Qρ′ and Hρ′ as in (12.1.27); there is a natural isomorphism of monoids :
Qρ′
∼→ Qρ ⊕ H , inducing an isomorphism Hρ′ ∼→ Hρ ⊕ H , and defined as follows. To every
g ∈ G, h ∈ H , q ∈ Q such that [(g, h), q] ∈ Qρ′ , we assign the element [(g, h−1q), a] ∈ Qρ⊕H
(details left to the reader). Under this isomorphism, the projection Hρ′ → H is identified with
the map Hρ ⊕H → H given by the rule : (h1, h2) 7→ πH(h1) · h2, where πH : Hρ → H is the
projection. It then follows that the natural map :
Qρ ⊗Hρ H → Qρ′ ⊗Hρ′ H
is an isomorphism. Thus, we may replace G and ρ by G′ and ρ′, which allows to assume from
start that ρ is surjective. However, we have natural isomorphisms :
Ker(Qρ
πQ−−→ Q) ≃ Ker ρ ≃ Ker(Hρ πH−−→ H).
Moreover, the set underlyingQ (resp. H) is the set-theoretic quotient of the setQρ (resp. Hρ) by
the translation action of Ker ρ; hence the natural maps Qρ/KerπQ → Q and Hρ/Ker πH → H
are isomorphisms (lemma 4.8.31(ii)). We can then compute :
Qρ ⊗Hρ H ≃ (Qρ/Ker πQ)⊗Hρ/Ker πH H ≃ Q⊗H H ≃ Q
as stated. 
Proposition 12.1.30. Let T be a locally ringed topos, ξ any T -point, and M a coherent (resp.
fine) log structure on T . Suppose that G is a finitely generated abelian group with a group
homomorphismG→M gpξ such that the induced map G→ (M ♯)gpξ is surjective. Set
P := G×Mgpξ M ξ.
Then the induced morphism P → M ξ extends to a finite (resp. fine) chart PU → M |U on some
neighborhood U of ξ.
Proof. We begin with the following :
Claim 12.1.31. Let Y be any locally ringed topos, ξ a Y -point, and α : QY → OY the constant
pre-log structure associated to a map of monoids ϑ : Q → Γ(Y,OY ), where Q is finitely
generated. Set S := α−1ξ O
×
Y,ξ ⊂ QY,ξ = Q. Then :
(i) S and S−1Q are finitely generated monoids.
(ii) There exists a neighborhood U of ξ such that α|U factors as the composition of the
natural map of sheaves of monoids jU : QU → (S−1Q)U , and a (necessarily unique)
pre-log structure αS : (S
−1Q)U → OU .
(iii) The induced map of log structures jlogU : Q
log
U → (S−1Q)logU is an isomorphism.
(iv) α−1S,ξ(O
×
U,ξ) = (S
−1Q)× is a finitely generated group.
Proof of the claim. (i) follows from lemma 6.1.21(iv).
(ii): Since O×Y,ξ is the filtered colimit of the groups Γ(U,O
×
U ), where U ranges over the neigh-
borhoods of ξ, lemma 6.1.7(ii) and (i) imply that the induced map S → O×Y,ξ factors through
Γ(U,O×Y ) for some neighborhood U of ξ. Then the composition of ϑ and the natural map
Γ(Y,OY )→ Γ(U,OU) extends to a unique map S−1Q→ Γ(U,OU), whence the sought pre-log
structure αS on U .
(iii): Let N be any log structure on U ; it is clear that every morphism of pre-log structures
QU → N factors uniquely through (S−1Q)U , whence the contention.
(iv): Indeed, by construction we have : α−1S,ξ(O
×
U,ξ) = S
gp. ♦
Let Y be a neighborhood of ξ such that M |Y admits a finite local chart α : QY → OY ; we
lift ξ to some Y -point, ξY , and choose a neighborhood U ∈ Ob(T/Y ) of ξY , as provided by
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claim 12.1.31. We may then replace T by U , ξ by ξY and α by the chart αS of claim 12.1.31(ii),
which allows to assume from start that S := α−1ξ (O
×
T,ξ) is a finitely generated group. Moreover,
let H := Ker(S → O×T,ξ); clearly αξ : Q → OT,ξ factors through the quotient Q′ := Q/H ,
hence we may find a neighborhood U of ξ such that α|U factors through a (necessarily unique)
map of pre-log structures αH : Q
′
U → OU . Furthermore, if N is any log structure on U , every
map of pre-log structures QU → N factors through Q′U , so that αH is a chart forM |U . We may
therefore replace T by U and α by αH , which allows to assume additionally, that αξ is injective
on the subgroup S. Now, for any finitely generated subgroup H ⊂ O×T,ξ with S ⊂ H , we set
M ξ,H := H ∐S Q; clearly, the monoidsM ξ,H are finitely generated, and moreover :
M ξ = colim
S⊂H⊂O×T,ξ
M ξ,H.
Furthermore, we deduce a natural sequence of maps of monoids :
(12.1.32) {1} →M ξ,H ϕH−−→M ξ ψH−−→ O×T,ξ/H → {1}.
Claim 12.1.33. For every subgroup H as above, the sequence (12.1.32) is exact, i.e. M ξ,H is
the kernel of ψH , and O
×
T,ξ/H is the cokernel of ϕH .
Proof of the claim. By lemma 4.8.29(iii), the assertion concerning KerψH can be verified on
the underlying map of sets; however, lemma 4.8.31(ii) says that the set M ξ is the set-theoretic
quotient (Q × O×T,ξ)/S, for the natural translation action of S, and a similar description holds
forM ξ,H , therefore KerϕH is the set-theoretic quotient (H ×Q)/S, as required.
The assertion concerning CokerϕH holds by general categorical nonsense. ♦
Let ε : M ξ → M gpξ be the natural map; claim 12.1.33 implies that the sequence of abelian
groups (12.1.32)gp is right exact, and then a little diagram chase shows that :
(12.1.34) ε−1(ImϕgpH ) = M ξ,H whenever S ⊂ H ⊂ O×T,ξ.
Since G is finitely generated, we may findH as above, large enough, so thatM gpξ,H contains the
image of G. In view of (12.1.34), we deduce that the natural map
G×Mgpξ,H M ξ,H → P
is an isomorphism, so P is finitely generated, by corollary 6.4.2; moreover P is integral when-
ever M ξ is. Then, lemma 12.1.18(iv.a) implies that the natural map P → M ξ extends to a
morphism of log structures ϑ : P logU → M |U on some neighborhood U of ξ. It remains to show
that ϑ restricts to a chart forM |V , on some smaller neighborhood V of ξ. To this aim, it suffices
to show that the map of stalks ϑξ is an isomorphism (lemma 12.1.18(iv.c)). The latter assertion
follows from lemma 12.1.29. 
Proposition 12.1.30 is the basis of several frequently used tricks that allow to construct
“good” charts for a given coherent log structure (and for a morphism of such structures), or
to “improve” given charts. We conclude this section with a selection of these tricks.
Corollary 12.1.35. Let T be a topos, ξ a T -point,M a fine log structure on T . Then there exist
a neighborhood U of ξ in T , and a chart PU →M |U such that :
(a) P gp is a free abelian group of finite rank.
(b) The induced morphism of monoids P → OT,ξ is local.
Proof. Choose a group homomorphism G := Z⊕n → M gpξ (for some integer n ≥ 0), such
that the induced map G → (M ♯)gpξ is surjective, and set P := G ×Mgpξ M ξ. By proposition
12.1.30, the induced map P → M ξ extends to a chart PU → M |V , for some neighborhood U
of ξ. According to example 4.8.36(v), P gp is a subgroup of G, whence (a). Next, claim 12.1.31
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implies that, after replacing P by some localization (which does not alter P gp), and U by a
smaller neighborhood of ξ, we may achieve (b) as well. 
Corollary 12.1.36. Let T be a topos, ξ a T -point,M a coherent log structure on T , and suppose
thatM ξ is integral and saturated. Then we have :
(i) There exist a neighborhood U of ξ in T , and a fine and saturated chart PU → M |U
which is sharp at the point ξ.
(ii) Especially, there exists a neighborhood U of ξ in T , such that M |U is a fine and satu-
rated log structure.
Proof. (i): By lemma 6.2.10, we may find a decomposition M ξ = P ×M×ξ , for a sharp sub-
monoid P ⊂ M ξ. Set G := P gp; we deduce an isomorphism G ∼→ M gpξ /M×ξ , and clearly
P = G×Mgpξ M ξ. By proposition 12.1.30, it follows that the induced map P →M ξ extends to
a chart β : PU → M |U on a neighborhood U of ξ. By construction, β is sharp at the T -point ξ;
moreover, sinceM ξ is saturated, it is easily seen that the same holds for P . Finally, P is finitely
generated, by corollary 6.4.2.
(ii): This follows immediately from (i) and lemma 12.1.18(iii). 
Theorem 12.1.37. Let T be a locally ringed topos, ξ a T -point, f : M → N a morphism of
coherent (resp. fine) log structures on T . Then :
(i) There exists a neighborhood U of ξ, such that f|U admits a finite (resp. fine) chart.
(ii) More precisely, given a finite (resp. fine) chart ωP : PT → M , we may find a neigh-
borhood U of ξ, a finite (resp. fine) monoid Q, and a chart of f|U of the form
(ωP |U , ωQ : QU → N |U , ϑ : P → Q).
(iii) Moreover, if f is a flat (resp. saturated) morphism of fine log structures and (ωP , ωQ, ϑ)
is a fine chart for f , then we may find a neighborhood U of ξ, a localization map j :
Q→ Q′, and a flat (resp. saturated) and fine chart for f|U of the form (ωP |U , ωQ′, j◦ϑ),
such that
(a) ωQ|U = ωQ′ ◦ jU .
(b) The chart ωQ′ is local at the point ξ.
Proof. Up to replacing T by T/U ′i for a covering (U
′
i → 1T | i ∈ I) of the final object, we may
assume that we have finite (resp. fine) charts ωP : PT →M andQ′T → N (lemma 12.1.18(iii)),
whence a morphism of pre-log structures :
ω : PT
ωP−−→M f−→ N.
Let ξ be any T -point; there follow maps of monoids ϕ : P → M ξ → N ξ and ψ : Q′ → N ξ.
Set G := (P ⊕ Q′)gp, and apply proposition 12.1.30 to the group homomorphism G → N gpξ
induced by ϕ and ψ; for Q := G×Ngpξ N ξ, we obtain a finite (resp. fine) local chart QU → N |U
on some neighborhood U of ξ. Then, ϕ and the natural map P → G determine a unique map
P → Q, whence a morphism ω′ : PU → QU → N |U of pre-log structures; by construction,
ω′ξ : P = PU,ξ → N ξ is none else than ϕ. By lemma 12.1.18(iv.b), we may then find a smaller
neighborhood V → U of ξ such that ω′|V = ω|V . This proves (i) and (ii).
Next, we suppose that f is flat (resp. saturated) and bothM ,N are fine, and we wish to show
(iii). In view of claim 12.1.31, we may find – after replacing T by a neighborhood of ξ – a fine
chart for f of the form (ωP ′, ωQ′, ϑ
′), such that :
• P ′ and Q′ are localizations of P and Q, and ϑ′ is induced by ϑ;
• ωP = ωP ′ ◦ (jP )T and ωQ = ωQ′ ◦ (jQ)T , where jP : P → P ′ and jQ : Q→ Q′ are the
localization maps;
• the induced maps Q′♯ →M ♯ξ and P ′♯ → N ♯ξ are isomorphisms.
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Now, by proposition 4.8.26 (resp. corollary 6.2.29), the map fξ is flat (resp. saturated), hence the
same holds for the induced mapM ♯ξ → N ♯ξ, by corollary 6.1.50(i) (resp. by lemma 6.2.12(iii)).
Then the map P ′♯ → Q′♯ induced by ϑ′ is flat (resp. saturated) as well, so the same holds for
ϑ′, by corollary 6.1.50(ii) (resp. again by lemma 6.2.12(iii)). Finally, jP ◦ ϑ′ : P → Q′ is flat
(resp. saturated), by example 6.1.24(iii) (resp. by lemma 6.2.12(i)), and (ωP , ωQ′, jP ◦ ϑ′) is a
chart for f with the sought properties. 
Corollary 12.1.38. Let T be a topos, ξ a T -point, and ϕ : M → N a saturated morphism of
fine and saturated log structures on T . We have :
(i) There exist a neighborhood U of ξ, and a fine and saturate chart (ωP , ωQ, ϑ : P → Q)
of ϕ|U , such that ωP and ωQ are sharp at the point ξ.
(ii) More precisely, suppose that (ωP , ωQ, ϑ : P → Q) is a fine and saturated chart for ϕ,
such that M is sharp at the point ξ, and ωQ is local at ξ. Then there exists a section
σ : Q♯ → Q of the projection Q→ Q♯, such that (ωP , ωQ ◦ σT , ϑ♯) is a chart for ϕ.
Proof. After replacing T by some neighborhood of ξ, we may assume that M admits a chart
ωP : PT → M which is fine, saturated, and sharp at the point ξ (corollary 12.1.36(i)). Then,
by theorem 12.1.37(iii), we may find a neighborhood U of ξ, and a fine and saturated chart
(ωP |U , ωQ, ϑ : P → Q) for ϕ|U , such that ωQ is local at ξ, so that ϑ is also a local morphism.
Hence, it suffices to show assertion (ii).
(ii): We notice the following :
Claim 12.1.39. Let ϑ : P → Q a local and saturated morphism of fine and saturated monoids,
and suppose that P is sharp. Then there exists a section σ : Q♯ → Q of the projection Q→ Q♯,
such that ϑ(P ) lies in the image of σ.
Proof of the claim. Pick an isomorphism β : Q
∼→ Q♯ ×Q× as in lemma 6.2.10, and denote by
ψ : P → Q× the composition of ϑ with the induced projection Q → Q×. The morphism ϑ♯ is
still local and saturated (lemma 6.2.12(iii)), hence corollary 6.2.32(ii) implies that ϑ♯gp extends
to an isomorphism P gp ⊕ L ∼→ Q♯gp, where L is a free abelian group of finite rank. Thus, we
may extend ψgp to a group homomorphism ψ′ : Q♯gp → Q×. Define an automorphism α of
Q♯ ×Q×, by the rule : (x, g) 7→ (x, g · ψ′(x)−1). The restriction σ : Q♯ → Q of (α ◦ β)−1 will
do. ♦
With the notation of claim 12.1.39 it is easily seen that ωQ ◦ σT is still a chart for N , hence
(ωP , ωQ ◦ σT , ϑ♯) is a chart for ϕ as required. 
Corollary 12.1.40. Let f : (T,M)→ (S,N) a morphism of log topoi with coherent (resp. fine)
log structures, and suppose that N admits a finite (resp. fine) chart ωQ : QS → N . Let also ξ
be any T -point; we have :
(i) There exist a neighborhoodU of ξ, and a finite (resp. fine) chart (ωQ|U , ωP , ϑ : Q→ P )
for the morphism f|U .
(ii) Moreover, ifM and N are fine and f is log flat (resp. saturated) then, on some neigh-
borhood U of ξ, we may also find a chart (ωQ|U , ωP , ϑ) which is flat (resp. saturated)
and fine.
Proof. This is an immediate consequence of theorem 12.1.37. 
12.2. Log schemes. We specialize now to the case of a scheme X . Whereas in [52, §6.4]
we considered only pre-log structures on the Zariski site of a scheme, hereafter we shall treat
uniformly the categories of log structures on the topoi X∼e´t and X
∼
Zar (notation of (4.9.13)).
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12.2.1. Henceforth, we choose τ ∈ {e´t,Zar} (see (4.9.19)), and whenever we mention a
topology on a schemeX , it will be implicitly meant that this is the topologyXτ (unless explic-
itly stated otherwise). Let X be a scheme; a pre-log structure (resp. a log structure) on X is a
pre-log structure (resp. a log structure) on the topos X∼τ . The datum of a scheme X and a log
structure onX is called briefly a log scheme. It is known that a morphism of schemesX → Y is
the same as a morphism of locally ringed topoiX∼τ → Y ∼τ , hence we may define a morphism of
log schemes (X,M)→ (Y,N) as a morphism of log topoi (X∼τ ,M)→ (Y ∼τ , N) (and likewise
for morphisms of schemes with pre-log structures). We denote by pre-logτ (resp. logτ ) the
category of schemes with pre-log structures (resp. of log schemes) on the chosen topology τ .
We denote by :
int.logτ sat.logτ qcoh.logτ coh.logτ
the full subcategory of the category logτ , consisting of all log schemes with integral (resp.
integral and saturated, resp. quasi-coherent, resp. coherent) log structures.
A scheme with a quasi-fine (resp. fine, resp. quasi-fine and saturated, resp. fine and saturated)
log structure is called, briefly, a quasi-fine log scheme (resp. a fine log scheme, resp. a qfs log
scheme, resp. a fs log scheme), and we denote by
qf .logτ f .logτ qfs.logτ fs.logτ
the full subcategory of logτ consisting of all quasi-fine (resp. fine, resp. qfs, resp. fs) log
schemes on the topology τ . In case it is clear (or indifferent) which topology we are dealing
with, we will usually omit the subscript τ . There is an obvious (forgetful) functor :
F : log → Sch
to the category of schemes, and it is easily seen that this functor is a fibration. For every scheme
X , we denote by logX the fibre category F
−1(X) i.e. the category of all log structures on X
(or logXτ , if we need to specify the topology τ ). The same notation shall be used also for the
various subcategories : so for instance we shall write int.logX for the full subcategory of all
integral log structures on X . Moreover, we shall say that the log scheme (X,M) is locally
noetherian if the underlying scheme X is locally noetherian.
12.2.2. Most of the forthcoming assertions hold in both the e´tale and Zariski topoi, with the
same proof. However, it may occasionally happen that the proof of some assertion concerning
X∼τ (for τ ∈ {e´t,Zar}), is easier for one choice or the other of these two topologies; in such
cases, it is convenient to be able to change the underlying topology, to suit the problem at hand.
This is sometimes possible, thanks to the following general considerations.
The morphism of locally ringed topoi u˜ of (4.9.15) induces a pair of adjoint functors :
u˜∗ : logZar → loge´t u˜∗ : loge´t → logZar
as well as analogous adjoint pairs for the corresponding categories of sheaves of monoids (resp.
of pre-log structures) on the two sites. It follows formally that u˜∗ sends constant log struc-
tures to constant log structures, i.e. for every scheme X , and every object M := (M,ϕ) of
Mnd/Γ(X,OX) we have a natural isomorphism :
u˜∗(XZar,M
log
XZar
) ≃ (Xe´t,M logXe´t).
More generally, lemma 12.1.18(i) shows that u˜∗ preserves the subcategories of quasi-coherent
(resp. coherent, resp. integral, resp. fine, resp. fine and saturated) log structures.
Proposition 12.2.3. (i) The functor u˜∗ on log structures is faithful and conservative.
(ii) The functor u˜∗ restricts to a fully faithful functor :
u˜∗ : int.logZar → int.loge´t.
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(iii) Let (Xe´t,M) be any log scheme. Then the counit of adjunction u˜
∗u˜∗(Xe´t,M) →
(Xe´t,M) is an isomorphism if and only if the same holds for the counit of adjunction
u˜∗u˜∗(M
♯)→M ♯.
Proof. (i): Let (XZar,M) be any log structure; set (Xe´t,M e´t) := u˜
∗(X,M), and denote by
u˜♮X : u˜
∗OXZar → OXe´t the natural map of structure rings. Since u˜ is a morphism of locally
ringed topoi, we have :
(u˜♮X)
−1O×Xe´t = u˜
∗(O×XZar).
It follows easily thatM e´t is the push-out in the cocartesian diagram :
u˜∗M×
α //

O×Xe´t

u˜∗M
β // M e´t.
However, for every geometric point ξ of X , the natural map OX,|ξ| → OX,ξ is faithfully flat,
hence αξ is injective, and therefore also βξ, in light of lemma 4.8.31(ii). The faithfulness of u˜
∗
is an easy consequence. Next, let f : M → N be a morphism of log structures on XZar, set
(Xe´t, N e´t) := u˜
∗(X,N), and suppose that u˜∗f : M e´t → N e´t is an isomorphism; we wish to
show that f is an isomorphism. However, β induces an isomorphism of monoids :
(12.2.4) u˜∗(M ♯)
∼→M ♯e´t
and likewise for N ; it follows already that f induces an isomorphismM ♯
∼→ N ♯. To conclude,
it suffices to invoke lemma 12.1.4.
(ii): Let us suppose thatM is integral. According to [16, Prop.3.4.1], it suffices to show that
the unit of adjunction (X,M)→ u˜∗(Xe´t,M e´t) is an isomorphism. Now, from the isomorphism
(12.2.4) we deduce a commutative diagram :
M ♯ //

(u˜∗M e´t)
♯

u˜∗u˜
∗(M ♯) // u˜∗(M
♯
e´t)
whose bottom arrow is an isomorphism, and whose left vertical arrow is an isomorphism as
well, by lemma 4.9.27(iii) (and again [16, Prop.3.4.1]). We claim that also the right vertical
arrow is an isomorphism. Indeed, since u˜∗ is left exact, the latter arrow is a monomorphism,
hence it suffices to show it is an epimorphism; however, since M e´t is an integral log structure
(lemma 12.1.18(i)), it is easily seen that the projectionM e´t →M ♯e´t is a O×Xe´t-torsor (in the topos
X∼e´t/M
♯
e´t). Then the contention follows from the exact sequence of pointed sheaves (4.9.12),
and the vanishing result of lemma 4.9.27(iv).
Summing up, we conclude that the top horizontal arrow in the above diagram is an isomor-
phism, so the assertion follows from lemma 12.1.4.
(iii): Set (Xe´t, (u˜∗M)e´t) := u˜
∗u˜∗(Xe´t,M). To begin with, lemma 4.9.27(iv) easily implies
that the natural morphism (u˜∗M)
♯ → u˜∗(M ♯) is an isomorphism; together with the general
isomorphism (12.1.9), this yields a short exact sequence of Xe´t-monoids :
0→ O×Xe´t → (u˜∗M)e´t → u˜∗u˜∗(M ♯)→ 0
which easily implies the assertion : the details shall be left to the reader. 
We shall prove later on some more results in the same vein (see corollary 12.2.22).
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12.2.5. Arguing as in (12.1.24), we see easily that all finite limits are representable in the
category of log schemes. The rule X 7→ (X,O×X ) defines a fully faithful inclusion of the
category of schemes into the category of log schemes. Hence, we shall regard a scheme as a log
scheme with trivial log structure. Especially, if (X,M) is any log scheme, and Y → X is any
morphism of schemes, we shall often use the notation :
(12.2.6) Y ×X (X,M) := (Y,O×Y )×(X,O×X ) (X,M).
Especially, if ξ is any τ -point of X , the localization of (X,M) at ξ is the log scheme
(X(ξ),M(ξ)) := X(ξ)×X (X,M)
(see definition 4.9.17(ii,iii)). If τ = e´t, this operation is also called the strict henselization ofX
at ξ.
Definition 12.2.7. (i) For every integer n ∈ N, we have the subset :
(X,M)n := {x ∈ X | dimM ξ ≤ n for every τ -point ξ → X localized at x}.
Especially (X,M)0 consists of all points x ∈ X such thatM ξ = O×X,ξ for every τ -point ξ of X
localized at x; this subset is called the trivial locus of (X,M), and is also denoted (X,M)tr.
(ii) If f : (X,M) → (Y,N) is a morphism of log schemes, we denote by Str(f) ⊂ X the
strict locus of f , which is the subset consisting of all points x ∈ X such that f is strict at every
τ -point localized at x (see definition 12.1.22(ii)).
Remark 12.2.8. Let f : (X,M)→ (Y,N) be any morphism of log schemes.
(i) Since log f induces local morphisms on stalks, it is easily seen that f restricts to a map
ftr : (X,M)tr → (Y,N)tr.
(ii) Especially, we have (X,M)tr ⊂ Str(f).
12.2.9. Let X := (Xi | i ∈ I) be a cofiltered family of quasi-separated schemes, with affine
transition morphisms fϕ : Xj → Xi, for every morphism ϕ : j → i in I . Denote byX the limit
of X, and for each i ∈ I let πi : X → Xi be the natural projection.
Lemma 12.2.10. In the situation of (12.2.9), let X := ((Xi,M i) | i ∈ I) be a cofiltered
system of log schemes, with transition morphisms (fϕ, log fϕ) : (Xi,M i) → (Xj ,M j) for
every morphism ϕ : i→ j in I . We have :
(i) The limit of the system X exists in the category log.
(ii) Let (X,M) denote the limit of the system X . If Xi is quasi-compact for every i ∈ I ,
then the natural map
colim
i∈I
Γ(Xi, N i)→ Γ(X,N)
is an isomorphism.
Proof. (i): Let X be the limit of the system of schemes X , and endow X with the sheaf
of monoids M := colimi∈I π
∗
iM i, where π
∗ is the pull-back functor for sheaves of monoids
(see (4.8.43)), and the transition maps π∗jM j → π∗iM i are induced by the morphisms log fϕ :
f ∗ϕM j →M i, for every ϕ : i→ j in I . Then the structure maps of the log structuresM i induce
a well defined morphism ofX-monoidsM → OX , and we claim that the resulting scheme with
pre-log structure (X,M) is actually a log scheme. Indeed, the assertion can be checked on the
stalks, and notice that, for every τ -point ξ of X we have a natural identification
OX,ξ
∼→ colim
i∈I
OXi,πi(ξi).
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(This is clear for τ = Zar, and for τ = e´t one uses [44, Ch.IV, Prop.18.8.18(ii)]); it then suffices
to invoke lemma 4.8.46(i). Lastly, it is easily seen that (X,M) is a limit of the system X : the
details shall be left to the reader.
(ii): In view of the explicit construction in (i), the assertion follows immediately from propo-
sition 10.1.8. 
Example 12.2.11. Let X be a scheme. For the following example we choose to work with the
e´tale topology Xe´t on X . A divisor on X is a closed subscheme D ⊂ X which is regularly
embedded in X and of codimension 1 ([44, Ch.IV, De´f.19.1.3, §21.2.12]). Suppose moreover
thatX is noetherian, letD ⊂ X be a divisor, and denote by (Di | i ∈ I) the irreducible reduced
components of D. We say that D is a strict normal crossings divisor, if :
• OX,x is a regular ring, for every x ∈ D.
• D is a reduced subscheme.
• For every subset J ⊂ I , the (scheme theoretic) intersection ⋂j∈J Dj is regular of pure
codimension ♯J inX .
A closed subscheme D of a noetherian scheme X is a normal crossings divisor if, for every
x ∈ X there exists an e´tale neighborhood f : U → X of x such that f−1D is a strict normal
crossings divisor in U .
Suppose that D is a normal crossings divisor of a noetherian scheme X , and let j : U :=
X\D → X be the natural open immersion. We claim that the log structure j∗O×U is fine (this is
the direct image of the trivial log structure on Ue´t : see example 12.1.12(ii)). To see this, let ξ be
any geometric point ofX localized at a point ofD; up to replacingX by an e´tale neighborhood
of ξ, we may assume that D is a strict normal crossings divisor; we can assume as well that X
is affine and small enough, so that the irreducible components (Dλ | λ ∈ Λ) are of the form
V (Iλ), where Iλ ⊂ A := Γ(X,OX) is a principal divisor, say generated by an element xλ ∈ A,
for every λ ∈ Λ. We claim that j∗O×U is the constant log structure associated to the pre-log
structure :
α : N
(Λ)
X → OX : eλ 7→ xλ
where (eλ | λ ∈ Λ) is the standard basis of N(Λ). Indeed, let S ⊂ Λ be the largest subset such
that the image of ξ lies in DS :=
⋂
λ∈S Dλ, we have xλ ∈ O×X,x for all λ /∈ S, so that the push-
out of the induced diagram of stalks O×X,ξ ← α−1O×X,ξ → N(Λ) is the same as the push-out PS
of the analogous diagram O×X,ξ ← α−1S O×X,ξ → N(S), where αS : N(S)X → OX is the restriction
of α. Suppose that a ∈ OX,ξ and a is invertible on X(ξ)\DS; the minimal associated primes
of A/(a) are all of height one, and they must therefore be found among the prime ideals Axλ,
with λ ∈ S. It follows easily that a is of the form u ·∏λ∈S xkλλ for certain kλ ∈ N and u ∈ O×X,ξ.
Therefore, the natural map βξ : PS → (j∗O×U )ξ is surjective. Moreover, the family (xλ | λ ∈ S)
is a regular system of parameters of OX,ξ ([41, Ch.0, Prop.17.1.7]), therefore the natural map
Symnκ(ξ)(mξ/m
2
ξ) → mnξ /mn+1ξ is an isomorphism for every n ∈ N (here mξ ⊂ OX,ξ is the
maximal ideal); it follows easily that βξ is also injective.
Example 12.2.12. Suppose that X is a regular noetherian scheme, andD ⊂ X a divisor onX;
let U := X \D. If D is not a normal crossings divisor, the log structure M := j∗O×U on Xe´t
is not necessarily fine. For a counterexample, let K be an algebraically closed field, C ⊂ A2K
a nodal cubic; take D ⊂ X := A3K to be the (reduced, affine) cone over the cubic C, with
vertex x0 ∈ A3, and pick a geometric point ξ localized at x0. It is easily seen that, away from
the vertex, D is a normal crossings divisor, hence M |X\{x0} is a fine log structure on X \{x0},
by example 12.2.11. More precisely, let y0 ∈ C be the unique singular point, L ⊂ D the line
spanned by x0 and y0, and η a geometric point localized at the generic point of L. By inspecting
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the argument in example 12.2.11, we find that :
M η ≃ N⊕2 ⊕ O×X,η
(indeed, an isomorphism is obtained by choosing a, b ∈ OC,y0 such that V (a) and V (b) are the
two branches of the cubic C in an e´tale neighborhood of y0). On the other hand, let p ⊂ A :=
K[T1, T2, T3] be the prime ideal corresponding to x0, and I ⊂ Ap the ideal defining the closed
subschemeX(x0)∩D inX(x0); we claim that I ·OX,ξ is still a prime ideal, necessarily of height
one. Indeed, let B := Ap/I , and denote by A
∧ (resp. B∧) the p-adic completion of Ap (resp.
of B); then B∧ is also the completion of the reduced ring OX,ξ/I , hence it suffices to show that
SpecB∧ is irreducible. However, we may assume that C ⊂ SpecK[T1, T2] is the affine cubic
defined by the ideal J ⊂ K[T1, T2] generated by T 31 − T 22 + T1T2. Then I is generated by the
element f := T 31 − T 22 T3 + T1T2T3; also, p = (T1, T2, T3), so that A∧ ≃ K[[T1, T2, T3]] and
B∧ ≃ A∧/(f). Suppose SpecB∧ is not irreducible. This means that V (f) ⊂ SpecA∧ is a
union V (f) = Z1 ∪ · · · ∪ Zn of n ≥ 2 irreducible components Zi. Since A∧ is a local regular
ring, each such irreducible component Zi is a divisor, defined by some principal prime ideal qi
in A∧. Let ai be a generator for qi; then f admits factorizations of the form f = aibi for some
non-invertible bi ∈ A∧. Fix some i, and set a := ai, b := bi; since f is homogeneous of degree
3, we must have a ∈ pk\pk+1 for either k = 1 or k = 2 (k 6= 0 since a is not a unit, and k 6= 3,
since b is not a unit); then b ∈ p3−k\p4−k. Write a = a′ + a′′ and b = b′ + b′′, where a′′ ∈ pk+1,
b′′ ∈ p4−k and a′ (resp. b′) is homogeneous of degree k (resp. 3 − k). Then f = ab = a′b′ + c,
where c ∈ p4 and a′b′ is homogeneous of degree 3. This means that f = a′b′ is a factorization
of f inA. However, f is irreducible inA, a contradiction. (Instead of this elementary argument,
one can appeal to [92, Th.43.20], which runs as follows. If R is a local domain, then there is
a natural bijection between the set of minimal prime ideals of the henselization Rh of R and
the set of maximal ideals of the normalization of R in its ring of fractions. In our case, the
normalization Dν of D is the cone over the normalization of C, hence the only point of Dν
lying over x0 is the vertex of D
ν .)
It follows that any choice of a generator of I yields an isomorphism :
M ξ ≃ N⊕O×X,ξ.
Suppose now that – in an e´tale neighborhood V of ξ – the log structure M is associated to a
pre-log structure α : PV → OV , for some monoid P ; henceM |V is the push-out of the diagram
O×V ← α−1(O×V )→ PV , whence isomorphisms :
P/α−1ξ (O
×
X,ξ) ≃M ξ/O×X,ξ ≃ N P/α−1η (O×X,η) ≃M η/O×X,η ≃ N⊕2.
But clearly α−1ξ (O
×
X,ξ) ⊂ α−1η (O×X,η), so we would have a surjection of monoids N → N⊕2,
which is absurd.
On the other hand, we remark that the log structure j∗O
×
U on the Zariski site XZar is fine :
indeed, one has a global chart NXZar → j∗O×U , provided by the equation defining the divisorD.
12.2.13. Let R be a ring, M a monoid, and set S := SpecR[M ]. The unit of adjunction
εM : M → R[M ] can be regarded as an object (M, εM) ofMnd/Γ(S,OS), whence a constant
log structureM logS on S (see (12.1.15)). The rule
M 7→ Spec(R,M) := (S,M logS )
is clearly functorial in M . Namely, to any morphism λ : M → N of monoids, we attach the
morphism of log schemes
Spec(R, λ) := (SpecR[λ], λlogSpecR[N ]) : Spec(R,N)→ Spec(R,M).
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Likewise, if P is a pointed monoid, SpecR〈P 〉 is a closed subscheme of SpecR[P ], and we
may define
Spec〈R,P 〉 := Spec(R,P )×SpecR[P ] SpecR〈P 〉.
Lastly, ifM is a non-pointed monoid, notice the natural isomorphism of log schemes
Spec〈R,M◦〉 ∼→ Spec(R,M)◦.
(Notation of remark 12.1.23(ii) : the details shall be left to the reader.)
Lemma 12.2.14. With the notation of (12.2.13), let a ∈ M be any element, and set Ma :=
S−1a M , where Sa := {an | n ∈ N}. Then Ua := SpecR[Ma] is an open subscheme of S, and
the induced morphism of log schemes :
Spec(R,Ma)→ Spec(R,M)×S Ua
is an isomorphism.
Proof. Let βS : MS → OS and βUa : (Ma)Ua → OUa be the natural charts, and denote by
ϕ : M → Ma the localization map. For every τ -point ξ of Ua, we have the identity :
βS,ξ = βUa,ξ ◦ ϕ : M → OS,ξ.
Let Q := β−1Ua,ξO
×
Ua,ξ
. The assertion is a straightforward consequence of the following :
Claim 12.2.15. The induced commutative diagram of monoids :
ϕ−1Q //

M

Q // Ma
is cocartesian.
Proof of the claim. Let b ∈ M , and suppose that βUa,ξ(a−1b) ∈ O×Ua,ξ. Since βUa,ξ(a) ∈
O×Ua,ξ, we deduce that the same holds for βUa,ξ(b), i.e. b ∈ ϕ−1Q. Let Q′ := ϕ(ϕ−1Q); we
conclude that Q = S−1a Q
′, the submonoid of Ma generated by Q
′ and a−1. The claim follows
easily. 
12.2.16. In the same vein, let X be a R-scheme, and (M,ϕ) any object ofMnd/Γ(X,OX).
The map ϕ induces, via the adjunction of (4.8.50), a homomorphism of R-algebras R[M ] →
Γ(X,OX), whence a map of schemes f : X → S := SpecR[M ], inducing a morphism
(12.2.17) X ×S Spec(R,M)→ (X, (M,ϕ)logX )
of log schemes.
Lemma 12.2.18. In the situation of (12.2.16), we have :
(i) The map (12.2.17) is an isomorphism.
(ii) The log scheme Spec(R,M) represents the functor
log→ Set : (Y,N) 7→ HomZ-Alg(R,Γ(Y,N))× HomMnd(P,Γ(Y,N)).
Proof. (i): The log structure f ∗(M logS ) of Spec(R,M)×S X represents the functor :
F : logX → Set : N 7→ HomMnd/Γ(S,OS)((M, εM),Γ(S, f∗N)).
However, if N is any log structure on X , the pre-log structure (f∗N)
pre-log is the same as
f∗(N
pre-log) (see [52, (6.4.8)]). From the explicit construction of direct images for pre-log
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structures, and since the global sections functor is left exact (because it is a right adjoint), we
deduce a cartesian diagram of monoids :
Γ(S, f∗N) //

Γ(S,OS)

Γ(X,N) // Γ(X,OX).
It follows easily that F is naturally isomorphic to the functor given by the rule :
N 7→ HomMnd/Γ(X,OX )((M,ϕ),Γ(X,N)).
The latter is of course the functor represented by (M,ϕ)logX .
(ii) can now be deduced formally from (i), or proved directly by inspecting the definitions.

12.2.19. From (12.2.13) it is also clear that the rule (R,M) 7→ Spec(R,M) defines a functor
Z-Algo ×Mndo → log
which commutes with fibre products; namely, say that
(R′,M ′)← (R,M)→ (R′′,M ′′)
are two morphisms of Z-Alg ×Mnd; then there is a natural isomorphism of log schemes :
Spec(R′ ⊗R R′′,M ′ ⊗M M ′′) ∼→ Spec(R′,M ′)×Spec(R,M) Spec(R′′,M ′′).
For the proof, one compares the universal properties characterizing these log schemes, using
lemma 12.2.18(ii) : details left to the reader.
12.2.20. Let X be a scheme,M a sheaf of monoids onXτ . We say thatM is locally constant
if there exist a covering family (Uλ → X | λ ∈ Λ) and for every λ ∈ Λ, a monoid Pλ and
an isomorphism of sheaves of monoidsM |Uλ ≃ (Pλ)Uλ . We say thatM is constructible if, for
every affine open subsetU ⊂ X we can find finitely many constructible subsetsZ1, . . . , Zn ⊂ U
such that :
• U = Z1 ∪ · · · ∪ Zn
• M |Zi is a locally constant sheaf of monoids, for every i = 1, . . . , n.
If moreover, M ξ is a finitely generated monoid for every τ -point ξ of X , we say that M is of
finite type. If ϕ : M → N is a morphism of constructible sheaves of monoids on Xτ , then it is
easily seen that Kerϕ, Cokerϕ and Imϕ are also constructible. Moreover, if M and N are of
finite type, then the same holds for Cokerϕ and Imϕ.
Suppose that M is a sheaf of monoids on Xτ , and for every x ∈ X choose a τ -point x
localized at x; the rank ofM is the function
rkM : X → N ∪ {∞} x 7→ dimQM gpx ⊗Z Q.
It is clear from the definitions that the rank function of a constructible sheaf of monoid of finite
type is constructible on X .
Lemma 12.2.21. Let X be a scheme, ϕ : Q → Q′ a morphism of coherent log structures on
Xτ . Then :
(i) The sheaves Q♯ and Cokerϕ are constructible of finite type.
(ii) (X,Q)n is an open subset of X , for every integer n ≥ 0. (See definition 12.2.7(i).)
(iii) The rank functions of Q♯ and Cokerϕ are (constructible and) upper semicontinuous.
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Proof. Suppose that Q admits a finite chart α : MX → Q. Pick a finite system of generators
Σ ⊂M , and for every S ⊂ Σ, set :
ZS :=
⋂
s∈S
D(s) ∩
⋂
t∈Σ\S
V (t)
where, as usual D(s) (resp. V (s)) is the open (resp. closed) subset of the points x ∈ X such
that the image s(x) ∈ κ(x) of s is invertible (resp. vanishes). Clearly each ZS is a constructible
subset of X , and their union equals X . Moreover, for every S ⊂ Σ, and every τ -point ξ
supported on ZS , the submonoid Nξ := α
−1
ξ (O
×
X,ξ) ⊂ M is a face of M (lemma 6.1.21(i)),
hence it is the submonoid 〈S〉 generated by Σ ∩ Nξ = S (lemma 6.1.21(ii)). It follows easily
that Q♯|ZS ≃ (M/〈S〉)|ZS .
More generally, suppose that Q is coherent. We may assume that X is quasi-compact. Then,
by the foregoing, we may find a finite set Λ and a covering family (fλ : Uλ → X | λ ∈ Λ)
of X , such that Q♯|Uλ is a constructible sheaf of monoids on Uλ. Since fλ is finitely presented,
it maps constructible subsets to constructible subsets ([44, Ch.IV, Th.1.8.4]); it follows easily
that the restriction of Q♯ to fλ(Uλ) is constructible, therefore Q
♯ is constructible. Next, notice
that Cokerϕ = Cokerϕ♯; by the foregoing, Q′♯ is constructible as well, so the same holds for
Cokerϕ.
Next, Let x ∈ X be any point, and ξ a τ -point of X localized at x; by theorem 12.1.37(i)
we may find a neighborhood f : U → X of ξ in Xτ and a finite chart (ωP , ωP ′, ϑ) for ϕ|U . By
claim 12.1.31, we may assume, after replacing U by a smaller neighborhood of ξ, that ωP and
ωP ′ are local at the point ξ, in which case Q
♯
ξ = P
♯ and Cokerϕξ = Coker ϑ. Let r : X → N
(resp. r′ : U → N) denote the rank function of Q♯ (resp. of Q♯|U ); then it is clear that r′ = r ◦ f .
On the other hand, for every y ∈ U and every τ -point η of U localized at y, the stalk Q♯η is a
quotient of P ♯, hence r′(y) ≤ r(x) and dimQη ≤ dimQξ. Since f is an open mapping, this
shows (ii), and also that the rank function of Q♯ is upper semicontinuous. Likewise, let s (resp.
s′) denote the rank function of Cokerϕ (resp. Cokerϕ|U ); then s
′ = s ◦ f , and Cokerϕη is
a quotient of Coker ϑ for every τ -point η of U ; the latter implies that s′(y) ≤ s(x) for every
y ∈ U , which shows that s is upper semicontinuous. 
Corollary 12.2.22. Let X be a scheme,M a log structure onXZar, and set
(Xe´t,M e´t) := u˜
∗(XZar,M).
Then M is integral (resp. coherent, resp. fine, resp. fine and saturated) if and only if the same
holds forM e´t.
Proof. It has already been remarked that (Xe´t,M e´t) is coherent (resp. fine, resp. fine and satu-
rated) whenever the same holds for (XZar,M); furthermore, the proof of proposition 12.2.3(i)
shows that the natural map on stalks M |ξ| → M e´t,ξ is injective for every geometric point ξ of
X , thereforeM is integral whenever the same holds forM e´t.
Next, we suppose thatM e´t is coherent, and we wish to show thatM is coherent.
Let x ∈ X be any point, ξ a geometric point localized at x. By assumption there exists a
finitely generated monoid P ′, with a morphism α : P ′ → M e´t,ξ inducing an isomorphism :
P ′ ⊗β−1M×e´t,ξ M
×
e´t,ξ →M e´t,ξ ≃ Mx ⊗M×x O×X,ξ.
It follows easily that we may find a finitely generated submonoidQ ⊂Mx, such that the image
of α lies in (Q ·M×x )⊗M×x O×X,ξ, and therefore the natural map :
(Q ·M×x )⊗M×x O×X,ξ →M e´t,ξ
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is surjective. Then lemma 4.8.31(ii) implies that Q ·M×x = Mx, in other words, the induced
map Q→M ♯x =M ♯e´t,ξ is surjective. Set
P := Qgp ×Mgpe´t,ξ M e´t,ξ.
In this situation, proposition 12.1.30 tells us that the induced map βξ : P → M e´t,ξ extends to
an isomorphism of log structures β log : P logUe´t → M e´t|Ue´t on some e´tale neighborhood U → X of
ξ. On the other hand, it is easily seen that the diagram of monoids :
Mx //

M gpx

M e´t,ξ // M
gp
e´t,ξ
is cartesian, therefore βξ factors uniquely through a morphism β
′
x : P → Mx. The latter extends
to a morphism of log structures β ′ log : P logU ′Zar
→ M |U ′Zar on some (Zariski) open neighborhood
U ′ of x in X (lemma 12.1.18(iv.a),(v)). By inspecting the construction, we find a commutative
diagram of monoids :
(u˜∗P logU ′Zar
)ξ //
(u˜∗β′ log)ξ

P logUe´t,ξ
βlogξ

(u˜∗M)ξ M e´t,ξ
(where u˜∗ is the functor on log structures of (12.2.2)) whose horizontal arrows and right vertical
arrow are isomorphisms; it follows that (u˜∗β ′ log)ξ is an isomorphism as well, therefore u˜
∗β ′ log
restricts to an isomorphism on some smaller e´tale neighborhood f : U ′′ → U ′ of ξ (lemma
12.1.18(iv.c)). Since f is an open morphism, we deduce that the restriction of (u˜∗β ′ log)ξ is
already an isomorphism on f(U ′′)e´t, and f(U
′′) is a (Zariski) open neighborhood of x in X .
Finally, in light of proposition 12.2.3(i), we conclude that the restriction of β ′ log is an isomor-
phism on f(U ′′)Zar, soM is coherent, as stated.
Lastly, we suppose that M e´t is fine and saturated, and we wish to show that M is saturated.
However, the assertion can be checked on the stalks, hence let ξ be any geometric point of X;
the proof of proposition 12.2.3 shows that the natural map M ♯|ξ| → M ♯e´t,ξ is bijective, so the
assertion follows from lemma 6.2.9(ii). 
Corollary 12.2.23. The category coh.log admits all finite limits. More precisely, the limit (in
the category of log structures) of a finite system of coherent log structures, is coherent.
Proof. Let Λ be a finite category, X := ((Xλ,Mλ) | λ ∈ Λ) an inverse system of schemes
with coherent log structures indexed by Λ. Denote by Y the limit of the system (Xλ | λ ∈ Λ)
of underlying schemes, and by πλ : Y → Xλ the natural morphism, for every λ ∈ Λ. It
is easily seen that the limit of X is naturally isomorphic to the limit of the induced system
Y := ((Y, π∗λMλ) | λ ∈ Λ), and in view of lemma 12.1.18(i), we may therefore replace X
by Y , and assume that X is a finite inverse system in the category logX , for some scheme X
(especially, the underlying maps of schemes are 1X , for every morphism λ→ µ in Λ).
It suffices then to show that the push-out of two morphisms g : N → M , h : N → M ′ of
coherent log structures on X , is coherent. However, notice that the assertion is local on the site
Xτ , hence we may assume that N admits a finite chart QX → N . Then, thanks to theorem
12.1.37(ii), we may further assume that both f and g admit finite charts of the form QX → PX
and respectively QX → P ′X , for some finitely generated monoids P and P ′. We deduce a
natural map (P ∐Q P ′)X ∼→ PX ∐QX P ′X → M ∐N M ′, which is the sought finite chart. 
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Lemma 12.2.24. In the situation of (12.2.9), suppose thatXi is quasi-compact for every i ∈ I ,
and that there exist i ∈ I , and a coherent log structure N i on Xi, such that the log structure
N := π∗iN i on Xτ admits a finite chart β : QX → N . Then there exist a morphism ϕ : j → i
in I and a chart βj : QXj → N j := f ∗ϕN i for N j , such that π∗jβj = β.
Proof. After replacing I by I/i, we may assume that N j is well defined for every j ∈ I , and
i is the final object of I . In this case, notice that (X,N) is the limit of the cofiltered system of
log schemes ((Xj, N j) | j ∈ I). We begin with the following :
Claim 12.2.25. In order to prove the lemma, it suffices to show that, for every τ -point ξ of X
there exist j(ξ) ∈ I , a neighborhoodUξ → Xj(ξ) of πj(ξ)(ξ) inXj(ξ),τ , and a chart βj(ξ) : QUξ →
N j(ξ)|Uξ such that (1Uξ ×Xj(ξ) πj(ξ))∗βj(ξ) = β.
Proof of the claim. Clearly we may assume that Uξ is an affine scheme, for every τ -point ξ ofX .
Under the stated assumptions, X is quasi-compact, hence we may find a finite set {ξ1, . . . , ξn}
of τ -points of X , such that (Uξk ×Xj(ξk) X → X | k = 1, . . . , n) is covering in Xτ . Since I is
cofiltered, we may then find j ∈ I and morphisms ϕk : j → j(ξk) for every k = 1, . . . , n. After
replacing each βj(ξk) by f
∗
ϕk
βj(ξk), we may assume that j(ξk) = j for every k ≤ n.
In this case, set βk := βj(ξk), and Uk := Uξk for every k ≤ n; let also Ukl := Uk ×Xj Ul,
U∼kl := Ukl ×Xj X for every k, l ≤ n, and denote by πkl : U∼kl → Ukl the natural projection.
Hence, for every k, l ≤ n we have a morphism of Ukl-monoids :
βkl := βk|Ukl : QUkl → N j|Ukl
and by construction we have π∗klβkl = π
∗
lkβlk under the natural identification : U
∼
kl
∼→ U∼lk .
Notice now that Ukl is quasi-compact and quasi-separated for every k, l ≤ n, hence the natural
map
colim
i∈I
Γ(Ukl ×Xj Xi, N i)→ Γ(U∼kl , N)
is an isomorphism (lemma 12.2.10(ii)). On the other hand, βkl is given by a morphism of
monoids bkl : Q → Γ(Ukl, N j), and likewise π∗klβkl is given by the morphism Q → Γ(U∼kl , N)
obtained by composiiton of bkl and the natural map Γ(Ukl, N j) → Γ(U∼kl , N). By lemma
6.1.7(ii), we may then find a morphism j′ → j in I such that the following holds. Set
Vk := Uk ×Xj Xj′ Vkl := Vk ×Xj′ Vl for every k, l ≤ n
and let pk : Vk → Uk be the projection for every k ≤ n; let also β ′k := p∗kβk, which is a chart
QVk → N j′|Vk for the restriction of N j′ . Then
(12.2.26) β ′k|Vkl = β
′
l|Vkl
for every k, l ≤ n
under the natural identification Vkl
∼→ Vlk. By construction, the system of morphisms (Vk ×Xj′
X → X | k = 1, . . . , n) is covering in Xτ ; after replacing j′ by a larger index, we may then
assume that the system of morphisms (Vk → Xj′ | k = 1, . . . , n) is covering in Xj′,τ ([43,
Ch.IV, Th.8.10.5]). In this case, (12.2.26) implies that the local charts β ′k glue to a well defined
chart βj′ : QXj′ → N j′ , and a direct inspection shows that we have indeed π∗j′βj′ = β. ♦
Now, denote by α : QX → OX the composition of β and the structure map of N , and let ξ be
a τ -point of X; we have a natural isomorphism
N ξ = N i,πi(ξ) ⊗N×
i,πi(ξ)
O×X,ξ
∼→ colim
j∈I
N i,πi(ξ) ⊗N×
i,πi(ξ)
O×Xj ,πj(ξj)
∼→ colim
inI
N j,πj(ξ)
([44, Ch.IV, Prop.18.8.18(ii)]). It follows that βξ and αξ factor through morphisms of monoids
βξ,j : Q → N j,πj(ξ) and αξ,j : Q → OXj ,πj(ξ) for some j ∈ I (lemma 6.1.7(ii)), and again we
may replace I by I/j, after which we may assume that βξ,j and αξ,j are defined for every j ∈ I .
Then αξ,j extends to a pre-log structure αj : QUj → OUj on some neighborhood Uj → Xj of
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πj(ξ) in Xj,τ (lemma 12.1.18(v)), and we may also assume that βξ,j extends to a morphism of
pre-log structures βj : (QUj , αj)→ N j|Uj (lemma 12.1.18(iv.a)). Notice as well that
N ♯j,ξ ≃ N ♯ξ and β−1ξ,jN×j,πj(ξ) = β−1ξ N×ξ for every j ∈ I
and since βξ induces an isomorphismQ/β
−1
ξ N
×
ξ
∼→ N ♯ξ, we deduce that βj,ξ (which is the same
as βξ,j) induces an isomorphismQ/α
−1
j,ξO
×
Xj ,πj(ξ)
∼→ N ♯j,ξ for every j ∈ I . In turn, it then follows
from lemma 12.1.4 that βj,ξ induces an isomorphism (QUj , αj)
log
πj(ξ)
∼→ N j,πj(ξ).
Next, by lemma 12.1.18(iv.b,c) we may find, for every j ∈ I , a neighborhood U ′j → Uj of ξ
inXτ , such that the restriction (QU ′j , αj|U ′j)→ N j|U ′j of βj is a chart for N j|U ′j .
By construction, the morphism ((1Uj ×Xj πj)∗βj)ξ : Q→ N ξ is the same as βξ, so by lemma
12.1.18(iv.b) we may find a neighborhood Vj → U ′j ×Xj X of ξ inXτ , such that
((1Uj ×Xj πj)∗βj)|Vj = β|Vj and ((1Uj ×Xj πj)∗αj)|Vj = α|Vj .
Claim 12.2.27. In the situation of (12.2.9), let Y → X be an object of the site Xτ , with Y
quasi-compact and quasi-separated. We have :
(i) There exist i ∈ I , an object Yi → Xi of Xi,τ , and an isomorphism of X-schemes
Y
∼→ Yi ×Xi X .
(ii) Moreover, if Y → X is covering in Xτ , then we may find i ∈ I and Yi → Xi as in (i),
which is covering in Xi,τ .
Proof of the claim. (i) is obtained by combining [43, Ch.IV, Th.8.8.2(ii)] and [44, Ch.IV,
Prop.17.7.8(ii)] (and [43, Ch.IV, Cor.8.6.4] if τ = Zar). Assertion (ii) follows from (i) and
[43, Ch.IV, Th.8.10.5]. ♦
By claim 12.2.27(i), we may assume that Vj = U
′′
j ×Xj X for some neighborhood U ′′j → U ′j
of πj(ξ) inXj,τ . To conclude, it suffices to invoke claim 12.2.25. 
Proposition 12.2.28. In the situation of (12.2.9), suppose that Xi is quasi-compact for every
i ∈ I . Then the natural functor :
(12.2.29) 2-colim
I
coh.logXi → coh.logX
is an equivalence.
Proof. To begin with, we show :
Claim 12.2.30. The functor (12.2.29) is faithful. Namely, for a given i ∈ I , let M i and N i be
two coherent log structures on Xi, and fi, gi : M i → N i two morphisms, such that π∗i fi agrees
with π∗i gi. Then there exists a morphism ψ : j → i in I such that f ∗ψfi = f ∗ψgi.
Proof of the claim. Set M := π∗iM i, and define likewise the coherent log structure N on
X . For any τ -point ξ of X , pick a neighborhood Uξ → Xi of πi(ξ) in Xi, and a finite chart
β : PUξ → M i|Uξ for the restriction of M i. The morphisms fi|Uξ and gi|Uξ are determined by
the induced maps ϕ := Γ(Uξ, fi) ◦ β and γ := Γ(Uξ, gi) ◦ β, and the assumption means that the
composition of ϕ and the natural map Γ(Uξ, N i)→ Γ(Uξ ×Xi X,N) equals the composition of
γ with the same map.
It then follows from lemmata 12.2.10(ii) and 6.1.7(ii) that there exists a morphism ψ : i(ξ)→
i in I such that the composition of ϕ with the natural map Γ(Uξ, N i)→ Γ(Uξ ×Xi Xi(ξ), f ∗ψN)
equals the composition of γ with the same map; in other words, if we set U ′ξ := Uξ ×Xi Xi(ξ),
we have f ∗ψfi|U ′ξ = f
∗
ψgi|U ′ξ . Next, sinceX is quasi-compact, we may find finitely many τ -points
ξ1, . . . , ξn such that the family (U
′
ξk
×Xi(ξk) X → X) is covering in Xτ . Then, by [43, Ch.IV,
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Th.8.10.5] we may find j ∈ I and morphisms ψk : j → i(ξk) in I , for k = 1, . . . , n, such that
the induced family (U ′′k := U
′
ξk
×Xi(ξk) Xj → Xj) is covering in Xj,τ . By construction we have
f ∗ψk◦ψfi|U ′′k = f
∗
ψk◦ψ
gi|U ′′k for k = 1, . . . , n
therefore f ∗ψk◦ψfi = f
∗
ψk◦ψ
gi, as required. ♦
Claim 12.2.31. The functor (12.2.29) is full. Namely, let i ∈ I andM i, N i as in claim 12.2.30,
and suppose that f : π∗iM i → π∗iN i is a given morphism of log structures; then there exist
a morphism ψ : j → i in I , and a morphism of log structures fj : f ∗ψM i → f ∗ψN i such that
π∗j fj = f .
Proof of the claim. Indeed, by theorem 12.1.37(i) we may find a covering family (Uλ → X | λ ∈
Λ) inXτ , and for each λ ∈ Λ a finite chart
βλ : Pλ,Uλ →M |Uλ γλ : Qλ,Uλ → N |Uλ ϑλ : Pλ → Qλ
for the restriction f|Uλ . Clearly we may assume that each Uλ is affine, and since X is quasi-
compact, we may assume as well that Λ is a finite set; in this case, claim 12.2.27 implies that
there exist a morphism j → i in I , a covering family (Uj,λ → Xj | λ ∈ Λ), and isomorphism of
X-schemes Uλ
∼→ Uj,λ ×Xj X for every λ ∈ Λ. Next, lemma 12.2.24 says that, after replacing
j by some larger index, we may assume that for every λ ∈ Λ there exist charts
βj,λ : Pλ,Uj,λ →M j := f ∗ψM i and γj,λ : Qλ,Uj,λ → N j := f ∗ψN i
with π∗jβj,λ = βλ and π
∗
jγj,λ = γλ. Set fj,λ := ϑ
log
λ,Uj,λ
: M j → N j ; by construction we have :
(1Uj,λ ×Xj πj)∗fj,λ = f|Uλ for every λ ∈ Λ.
Next, for every λ, µ ∈ Λ, let Uj,λµ := Uj,λ ×Xj Uj,µ; we deduce, for every λ, µ ∈ Λ, two
morphisms of log structures fj,λ|Uj,λµ, fj,µ|Uλµ : M j|Uλµ → N j|Uλµ, which agree after pull back to
Uj,λµ×XjX . By applying claim 12.2.30 to the cofiltered system of schemes (Uj,λµ×XjXj′ | j′ ∈
I/j), we may then achieve – after replacing j by some larger index – that fj,λ|Uj,λµ = fj,µ|Uλµ,
in which case the system (fj,λ | λ ∈ Λ) glues to a well defined morphism fj as sought. ♦
Finally, let us show that (12.2.29) is essentially surjective. Indeed, let M be a coherent log
structure on X; let us pick a covering family U := (Uλ → X | λ ∈ Λ) and finite charts
βλ : Pλ,Uλ → M |Uλ for every λ ∈ Λ. As in the foregoing, we may assume that each Uλ is
affine, and Λ is a finite set, in which case, according to claim 12.2.27(ii) we may find i ∈ I and
a covering family (Ui,λ → Xi | λ ∈ Λ) with isomorphisms ofX-schemes Ui,λ×Xi X ∼→ Uλ for
every λ ∈ Λ; for every j ∈ I/i and every λ ∈ Λ, let us set Uj,λ := Ui,λ×XiXj . The composition
αλ : Pλ,Uλ → OUλ of βλ and the structure map ofM |Uλ is determined by a morphism of monoids
Pλ → Γ(Uλ,OUλ) = colim
i∈I/i
Γ(Uj,λ,OUj,λ).
Then, as usual, lemma 6.1.7(ii) implies that there exists j ∈ I/i such that αλ descends to a
pre-log structure Pλ,Uj,λ → OUj,λ on Uj,λ, whose associated log structure we denote by M j,λ.
For every λ, µ ∈ Λ, let Uj,λµ := Uj,λ ×Xj Uj,µ; by construction we have isomorphisms
(12.2.32) (1Uj,λµ ×Xj πj)∗M j,λ|Uj,λµ ∼→ (1Uj,µλ ×Xj πj)∗M j,µ|Uj,µλ for every λ, µ ∈ Λ.
By applying claim 12.2.31 to the cofiltered system (Uj,λµ ×Xj Xj′ | j′ ∈ I/j), we can then
obtain – after replacing j by a larger index – isomorphisms ωλµ : M j,λ|Uj,λµ
∼→ Mj,µ|Uj,µλ for
every λ, µ ∈ Λ, whose pull-back to Uj,λµ×XjX are the isomorphisms (12.2.32). Lastly, in view
of claim 12.2.30, we may achieve – after further replacement of j by a larger index – that the
system D := (M j,λ, ωλµ | λ, µ ∈ Λ) is a descent datum for the fibration F of (12.2.1), whose
pull-back to X is isomorphic to the natural descent datum for M , associated to the covering
family U . Then D glues to a log structureM j , such that π∗jM j ≃ M . 
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Corollary 12.2.33. In the situation of (10.1.6), suppose that Xλ is quasi-compact for every
λ ∈ Ob(Λ), and let
(g, log g) : (Y,N)→ (X,M)
be a morphism of log schemes with coherent log structures. Then there exist λ ∈ Λ, and a
morphism
(gλ, log gλ) : (Yλ, Nλ)→ (Xλ,Mλ)
of log schemes with coherent log structures, such that log g = ψ∗λ log gλ.
Proof. The assertion is an immediate consequence of proposition 12.2.28. 
Corollary 12.2.34. In the situation of (10.1.6), let 0 ∈ Ob(Λ) be an index such thatN 0 andM 0
are coherent log structures on Y0, and respectively X0, and (g0, log g0) : (Y0, N 0)→ (X0,M 0)
a morphism of log schemes. Suppose also thatXλ is quasi-compact (as well as quasi-separated)
for every λ ∈ Ob(Λ); then we have :
(i) If the morphism of log schemes
(g, ψ∗0 log g0) : Y ×Y0 (Y0, N0)→ X ×X0 (X0,M 0)
admits a chart (ω, ω′, ϑ : P → Q), there exists a morphism u : λ → 0 in Λ such that
the morphism of log schemes
(gλ, ψ
∗
u log g0) : Yλ ×Y0 (Y0, N0)→ Xλ ×X0 (X0,M0)
admits a chart (ωλ, ω
′
λ, ϑ).
(ii) If (g, ψ∗0 log g0) is a log flat (resp. saturated) morphism of fine log schemes, there exists
a morphism u : λ → 0 in Λ such that (gλ, ψ∗u log g0) is a log flat (resp. saturated)
morphism of fine log schemes.
Proof. (i): Under the current assumptions, X and Y are quasi-compact. In view of lemma
12.2.24, we may then find a morphism v : µ → 0, such that ω and ω′ descend to charts
ωv : PXµ → ϕ∗vM0 and ω′v : QYµ → ψ∗vN0. We deduce two morphisms of pre-log structures
PYµ → ψ∗vN0, namely
β1 := ψ
∗
v(log g0) ◦ g∗µωv and β2 := ω′v ◦ ϑYµ
and by construction we have ψ∗µβ
log
1 = ψ
∗
µβ
log
2 . By proposition 12.2.28 it follows that there
exists w : λ → µ such that ψ∗wβ log1 = ψ∗wβ log2 . The latter means that (ϕ∗wωv, ψ∗wω′v, ϑ) is a chart
for the morphism of log schemes (gλ, ψ
∗
v◦w log g0) : (Yλ, ψ
∗
v◦wN0) → (Xλ, ϕ∗v◦wM0), i.e. the
claim holds with u := v ◦ w.
(ii): Suppose therefore that (g, ψ∗0 log g0) is a log flat (resp.saturated) morphism, and letU :=
(Ui → X | i ∈ I) be a covering family for Xτ , such that Ui ×X0 (X0,M0) admits a finite
(resp. fine) chart, and Ui is affine for every i ∈ I . Since X is quasi-compact, we may assume
that I is a finite set, and then there exists λ ∈ Λ such that U descends to a covering family
Uλ := (Uλ,i → Xλ | i ∈ I) for Xλ,τ (claim 12.2.27(ii)). After replacing Λ by Λ/λ, we may
assume that λ = 0, in which case we set Uλ,i := U0,i×X0 Xλ for every object λ of Λ, and every
i ∈ I . Clearly, it suffices to show that there exists u : λ → 0 such that Uλ,i ×Xλ (gλ, ψ∗u log g0)
is flat (resp. saturated) for every i ∈ I . Set Y ′λ,i := Yλ ×Xλ Uλ,i for every λ ∈ Λ; we may then
replace the cofiltered systemX and Y , by respectively (Uλ,i | λ ∈ Λ) and (Y ′λ,i | λ ∈ Λ), which
allows to assume from start, thatX×X0 (X0,M 0) admits a finite (resp. fine) chart. In this case,
lemma 12.2.24 allows to further reduce to the case whereM0 admits a finite (resp. fine) chart.
Then, by theorem 12.1.37(iii), we may find a covering family V := (Vj → Y | j ∈ J) for Yτ ,
consisting of finitely many affine schemes Vj , and for every j ∈ J , a flat (resp. saturated) and
fine chart for the induced morphism Vj ×Y0 (Y0, N0)→ X ×X0 (X0,M0). As in the foregoing,
after replacing Λ by some category Λ/λ, we may assume that V descends to a covering family
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V0 := (V0,j → Y0 | j ∈ J) for Y0,τ , in which case we set Vλ,j := V0,j ×Y0 Yλ for every
λ ∈ Λ. Clearly, it suffices to show that there exists λ ∈ Λ such that the induced morphism
Vλ,j ×Y0 (Y0, N0) → Xλ ×X0 (X0,M0) is log flat (resp. saturated). Thus, we may replace Y
by the cofiltered system (Vλ,j | λ ∈ Λ), which allows to assume that (g, ψ∗0 log g0) admits a flat
(resp. saturated) and fine chart. In this case, the assertion follows from (i). 
Proposition 12.2.35. The inclusion functors :
qf .log → qcoh.log qfs.log → qf .log
admit right adjoints :
qcoh.log → qf .log : (X,M) 7→ (X,M)qf qf .log → qfs.log : (X,M) 7→ (X,M)qfs.
Proof. Let (X,M) be a scheme with quasi-coherent (resp. quasi-fine) log structure. We need
to construct a morphism of log schemes
ϕ : (X,M)qf → (X,M) (resp. ϕ : (X,M)qfs → (X,M))
such that (X,M)qf (resp. (X,M)qfs) is a quasi-fine (resp. qfs) log scheme, and the following
holds. Every morphism of log schemes ψ : (Y,N) → (X,M) with (Y,N) quasi-fine (resp.
qfs), factors uniquely through ϕ. To this aim, suppose first that M admits a chart (resp. a
quasi-fine chart) α : PX →M . By lemma 12.2.18(i), α determines an isomorphism
(X,M)
∼→ Spec(Z, P )×Spec Z[P ] X.
Since N is integral (resp. and saturated), the morphism (Y,N) → Spec(Z, P ) induced by ψ
factors uniquely through Spec(Z, P int) (resp. Spec(Z, P sat)) (lemma 12.2.18(ii)). Taking into
account lemma 12.1.18(iii), it follows easily that we may take
(X,M)qf := Spec(Z, P int)×Z[P ] X (X,M)qfs := Spec(Z, P sat)×Z[P ] X
Next, notice that the universal property of (X ′,M ′) := (X,M)qf (resp. of (X ′,M ′) :=
(X,M)qfs) is local on Xτ : namely, suppose that (X
′,M ′) has already been found, and let
U → X be an object of Xτ , with a morphism (Y,N)→ (U,M |U) from a quasi-fine (resp. qfs)
log scheme; there follows a unique morphism
(Y,N)→ (U,M |U)×(X,M ) (X ′,M ′) ∼→ U ×X (X ′,M ′)
(notation of (12.2.6)). Thus (U,M |U)
qf ≃ U ×X (X,M)qf (resp. (U,M |U)qfs ≃ U ×X
(X,M)qfs,) since the latter is a quasi-fine (resp. qfs) log scheme. Therefore, for a general
quasi-coherent (resp. quasi-fine) log structure M , choose a covering family (Uλ → X | λ ∈
Λ) such that (Uλ,M |Uλ) admits a chart for every λ ∈ Λ; it follows that the family U :=
((Uλ,M |Uλ)
qf | λ ∈ Λ), together with the natural isomorphisms :
Uµ ×X (Uλ,M |Uλ)qf ≃ Uλ ×X (Uµ,M |Uµ)qf for every λ, µ ∈ Λ
is a descent datum for the fibred category over Xτ , whose fibre over any object U → X is
the category of affine U-schemes endowed with a log structure (resp. likewise for the family
U := ((Uλ,M |Uλ)
qfs | λ ∈ Λ)). Using faithfully flat descent ([58, Exp.VIII, Th.2.1]), one
sees that U comes from a quasi-fine (resp. qfs) log scheme which enjoys the sought universal
property. 
Remark 12.2.36. (i) By inspecting the proof of proposition 12.2.35, we see that the quasi-
fine log scheme associated to a coherent log scheme, is actually fine, and the qfs log scheme
associated to a fine log scheme, is a fs log scheme (one applies corollary 6.4.1(i)). Hence we
obtain functors
coh.log → f .log : (X,M) 7→ (X,M)f f .log → fs.log : (X,M) 7→ (X,M)fs
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which are right adjoint to the inclusion functors f .log → coh.log and fs.log → f .log.
(ii) Notice as well that, for every log scheme (X,M) with quasi-coherent (resp. fine) log
structure, the morphism of schemes underlying the counit of adjunction (X,M)qf → (X,M)
(resp. (X,M)fs → (X,M)) is a closed immersion (resp. is finite).
(iii) Furthermore, let f : Y → X be any morphism of schemes; the proof of proposition
12.2.35 also yields a natural isomorphism of (Y, f ∗M)-schemes :
(Y, f ∗M)qf
∼→ Y ×X (X,M)qf (resp. (Y, f ∗M)qfs ∼→ Y ×X (X,M)qfs).
(iv) Let (X,M) be a quasi-fine log scheme, and suppose that X is a normal, irreducible
scheme, and (X,M)tr is a dense subset ofX . Denote byX
qfs the scheme underlying (X,M)qfs;
then we claim that the projection Xqfs → X (underlying the counit of adjunction) admits a
natural section :
σX : X → Xqfs.
The naturality means that if f : (X,M) → (Y,N) is any morphism of quasi-fine log schemes,
where Y is also normal and irreducible, and (Y,N)tr is dense in Y , then the induced diagram
of schemes :
(12.2.37)
X
σX //
f

Xqfs
fqfs

Y
σY // Y qfs
commutes, and therefore it is cartesian, by virtue of (iii). Indeed, suppose first that X is affine,
say X = SpecA for some normal domain A, and M admits an integral chart, given by a
morphism β : P → A, for some integral monoid P ; we have to exhibit a ring homomorphism
P sat⊗P A→ A, whose composition with the natural map A→ P sat⊗P A is the identity of A.
The latter is the same as the datum of a morphism of monoids P sat → A whose restriction to P
agrees with β. However, since the trivial locus of M is dense in X , the image of P in A does
not contain 0, hence β extends to a group homomorphism βgp : P gp → Frac(A)×; since A is
integrally closed in Frac(A), we have βgp(P sat) ⊂ A, as required. Next, suppose that U → X
is an object of Xτ , with U also affine and irreducible; then U is normal and the trivial locus of
(U,M |U) is dense in U . Thus, the foregoing applies to (U,M |U) as well, and by inspecting the
constructions we deduce a natural identification :
σU = 1U ×X σX .
Lastly, for a general (X,M), we can find a covering family (Uλ → X | λ → Λ) in Xτ , such
that Uλ is affine, and (Uλ,M |Uλ) admits an integral chart for every λ ∈ Λ; proceeding as above,
we obtain a system of morphisms (σλ : Uλ → Uqfs | λ ∈ Λ), as well as natural identifications :
1Uµ ×X σλ = 1Uλ ×X σµ for every λ, µ ∈ Λ.
In other words, we have defined a descent datum for the category fibred over Xτ , whose fibre
over any object U → X is the category of all morphisms of schemes U → Uqfs. By invoking
faithfully flat descent ([58, Exp.VIII, Th.2.1]), we see that this descent datum yields a morphism
σX : X → Xqfs such that 1Uλ ×X σX = σλ for every λ ∈ Λ. The verification that σX is a
section of the projectionXqfs → X , and that (12.2.37) commutes, can be carried out locally on
Xτ , in which case we can assume thatM admits a chart as above, and one can check explicitly
these assertions, by inspecting the constructions.
12.3. Logarithmic differentials and smooth morphisms. In this section we introduce the
logarithmic version of the usual sheaves of relative differentials, and we study some special
classes of morphisms of log schemes.
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Definition 12.3.1. Let (X,M
α−→ OX) and (Y,N β−→ OY ) be two schemes with pre-log struc-
tures, and f : (X,M)→ (Y,N) a morphism of schemes with pre-log structures. Let also F be
an OX-module. An f -linear derivation ofM with values in F is a pair (∂, log ∂) consisting of
maps of sheaves :
∂ : OX → F log ∂ : logM → F
such that :
• ∂ is a derivation (in the usual sense).
• log ∂ is a morphism of sheaves of (additive) monoids on Xτ .
• ∂ ◦ f ♮ = 0 and log ∂ ◦ log f = 0.
• ∂ ◦ α(m) = α(m) · log ∂(m) for every object U of Xτ , and everym ∈M(U).
The set of all f -linear derivations with values in f shall be denoted by :
Der(Y,N)((X,M),F ).
The f -linear derivations shall also be called (Y,N)-linear derivations, when there is no danger
of ambiguity.
12.3.2. The set Der(Y,N)((X,M),F ) is clearly functorial in F , and moreover, for any object
U ofXτ , any s ∈ OX(U), and any f -linear derivation (∂, log ∂), the restriction (s·∂|U , s·log ∂|U)
is an element of Der(Y,N)((U,M |U),F ), hence the rule U 7→ Der(Y,N)((U,M |U),F ) defines
an OX -module :
Der(Y,N)((X,M),F ).
In case M = O×X and N = O
×
Y are the trivial log structures, the f -linear derivations of M are
the same as the usual f -linear derivations, i.e. the natural map
(12.3.3) Der(Y,O×Y )((X,O
×
X ),F )→ DerY (X,F )
is an isomorphism. In the category of usual schemes, the functor of derivations is represented
by the module of relative differentials. This construction extends to the category of schemes
with pre-log structures. Namely, let us make the following :
Definition 12.3.4. Let (X,M
α−→ OX) and (Y,N β−→ OY ) be two schemes with pre-log struc-
tures, and f : (X,M) → (Y,N) a morphism of schemes with pre-log structures. The sheaf of
logarithmic differentials of f is the OX-module :
Ω1X/Y (logM/N) := (Ω
1
X/Y ⊕ (OX ⊗Z logM gp))/R
where R is the OX-submodule generated locally on Xτ by local sections of the form :
• (dα(a),−α(a)⊗ log a) with a ∈M(U)
• (0, 1⊗ log a) with a ∈ Im((f−1N)(U)→M(U))
where U ranges over all the objects of Xτ (here we use the notation of (6.1)). For arbitrary
a ∈M(U), the class of (0, 1⊗ log a) in Ω1X/Y (logM/N) shall be denoted by d log a.
12.3.5. It is easy to verify that Ω1X/Y (logM/N) represents the functor
F 7→ Der(Y,N)((X,M),F )
on OX-modules. Consequently, (12.3.3) translates as a natural isomorphism of OX-modules :
(12.3.6) Ω1X/Y
∼→ Ω1X/Y (logO×X /O×Y ).
Furthermore, let us fix a scheme with pre-log structure (S,N), and define the category :
pre-log/(S,N)
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as in (1.1.1). Also, let Mod.pre-log/(S,N) be the category whose objects are all the pairs
((X,M),F ), where (X,M) is a (S,N)-scheme, and F is an OX-module. The morphisms
((X,M),F )→ ((Y,N),G )
inMod.pre-log/(S,N) are the pairs (f, ϕ) consisting of a morphism f : (X,M) → (Y,N)
of (S,N)-schemes, and a morphism ϕ : f ∗G → F of OX -modules. With this notation, we
claim that the rule :
(12.3.7) (X,M) 7→ ((X,M),Ω1X/S(logM/N))
defines a functor pre-log/(S,N) → Mod.pre-log/(S,N). Indeed, slightly more generally,
consider a commutative diagram of schemes with pre-log structures :
(12.3.8)
(X,M)
g //
f

(X ′,M ′)
f ′

(S,N)
h // (S ′, N ′).
An OX-linear map :
(12.3.9) g∗Ω1X′/S′(logM
′/N ′)
dg−→ ΩX/S(logM/N)
is the same as a natural transformation of functors :
(12.3.10) Der(S,N)((X,M),F )→ Der(S′,N ′)((X ′,M ′), g∗F )
on all OX-modules F . The latter can be defined as follows. Let (∂, log ∂) be an (S,N)-linear
derivation ofM with values in F ; then we deduce morphisms :
∂′ : OX′
g♮−→ g∗OX g∗∂−−→ g∗F log ∂′ : M ′ log g−−→ g∗M g∗ log ∂−−−−→ g∗F
and it is easily seen that (∂′, log ∂′) is a (S ′, N ′)-linear derivation ofM ′ with values in g∗F .
12.3.11. Consider two morphisms (X,M)
f−→ (Y,N) g−→ (Z, P ) of schemes with pre-log
structures. A direct inspection of the definitions shows that :
Der(Y,N)((X,M),F ) = Ker(Der(Z,P )((X,M),F )→ Der(Z,P )((Y,N), f∗F ))
for every OX-module F , whence a right exact sequence of OX-modules :
(12.3.12) f ∗Ω1Y/Z(logN/P )
df−→ Ω1X/Z(logM/P )→ Ω1X/Y (logM/N)→ 0
extending the standard right exact sequence for the usual sheaves of relative differentials.
Proposition 12.3.13. Suppose that the diagram (12.3.8) is cartesian. Then the map (12.3.9) is
an isomorphism.
Proof. If (12.3.8) is cartesian,X is the schemeX ′×S′ S, andM is the push-out of the diagram:
f−1N ← (f ′ ◦ g)−1N ′ ϕ−→ g∗M ′.
Suppose now that log ∂ : M ′ → g∗F and ∂ : OX′ → g∗F define a f ′-linear derivation of
M ′. By adjunction, we deduce morphisms α : g−1OX′ → F and β : g−1M ′ → F . By
construction, we have β ◦ ϕ = 0, hence β extends uniquely to a morphism log ∂′ : M → F
such that log ∂′ ◦ log f = 0. Likewise, α extends by linearity to a unique f -linear derivation
∂ : OX → F . One checks easily that (∂′, log ∂′) is a f -linear derivation of M , and that every
f -linear derivation ofM with values in F is obtained in this fashion. 
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12.3.14. The functor (12.3.7) admits a left adjoint. Indeed, let ((X,M
α−→ OX),F ) be any
object of Mod.pre-log/(S,N); we define an (S,N)-scheme (X ⊕ F ,M ⊕ F ) as follows.
X ⊕ F is the spectrum of the OX-algebra OX ⊕ F , whose multiplication law is given by the
rule :
(s, t) · (s′, t′) := (ss′, st′ + s′t) for every local section s of OX and t of F .
Likewise, we define a composition law on the sheafM ⊕F , by the rule :
(m, t) · (m′, t′) := (mm′, α(m) · t′+α(m′) · t) for every local sectionm ofM and t of F .
ThenM ⊕F is a sheaf of monoids, and α extends to a pre-log structure α⊕ 1F : M ⊕F →
OX ⊕ F . The natural map OX → OX ⊕F is a morphism of algebras, whence a natural map
of schemes π : X ⊕F → X , which extends to a morphism of schemes with pre-log structures
(X ⊕F ,M ⊕F ) → (X,M), by letting log π : π∗M → M ⊕F be the map induced by the
natural monomorphism (notice that π∗ induces an equivalence of sitesXτ
∼→ (X ⊕F )τ ).
Now, let (Y, P ) be any (S,N)-scheme, and :
ϕ : F := ((X,M),F )→ Ω := ((Y, P ),Ω1Y/S(logP/N))
a morphism inMod.pre-log/(S,N). By definition, ϕ consists of a morphism f : (X,M) →
(Y, P ) and an OX -linear map f ∗Ω1Y/S(logP/N) → F , which is the same as a (S,N)-linear
derivation :
∂ : OY → f∗F log ∂ : P → f∗F .
In turns, the latter yields a morphism of (S,N)-schemes :
(12.3.15) (Y ⊕ f∗F , P ⊕ f∗F )→ (Y, P )
determined by the map of algebras :
OY → OY ⊕ f∗F s 7→ (s, ∂s) for every local section s of OY
and the map of monoids :
P 7→ P ⊕ f∗F p 7→ (p, log ∂p) for every local section p of P.
Finally, we compose (12.3.15) with the natural morphism
(X ⊕F ,M ⊕F )→ (Y ⊕ f∗F , P ⊕ f∗F )
that extends f , to obtain a morphism gϕ : (X ⊕F ,M ⊕F )→ (Y, P ). We leave to the reader
the verification that the rule ϕ 7→ gϕ establishes a natural bijection :
HomMod.pre-log/(S,N)(F ,Ω)
∼→ Hompre-log/(S,N)((X ⊕F ,M ⊕F ), (Y, P )).
12.3.16. In the situation of definition 12.3.4, let (∂, log ∂) be an f -linear derivation ofM with
values in an OX-module F . Consider the map :
∂′ : O×X → F : u 7→ u−1 · ∂u for all local sections u of O×X .
By definition, ∂′◦α : α−1M → F agrees with the restriction of log ∂; in view of the cocartesian
diagram (12.1.7), we deduce that log ∂ extends uniquely to an f -linear derivation log ∂log of
M log. Let f log : (X,M log)→ (Y,N log) be the map deduced from f ; a similar direct verification
shows that log ∂log is a f log-linear derivation. There follow natural identifications :
(12.3.17) Ω1X/Y (log(M/N)) = Ω
1
X/Y (log(M
log/N)) = Ω1X/Y (log(M
log/N log)).
Moreover, ifM and N are log structures, the natural map :
(12.3.18) OX ⊗Z logMgp → Ω1X/Y (log(M/N)) a⊗ b 7→ a · d log(b)
is an epimorphism. Indeed, we have da = d(a+ 1) for every local section a ∈ OX(U) (for any
e´taleX-scheme U), and locally onXτ , either a or 1 + a is invertible in OX (this holds certainly
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on the stalks, hence on appropriate small neighborhoods U ′ → U); hence da lies in the image
of (12.3.18).
Example 12.3.19. Let R be a ring, ϕ : N →M be any map of monoids, and set :
S := SpecR S[M ] := SpecR[M ] S[N ] := SpecR[N ].
Also, let f : Spec(R,M) → Spec(R,N) be the morphism of log schemes induced by ϕ (see
(12.2.13)). With this notation, we claim that (12.3.18) induces an isomorphism :
OS[M ] ⊗Z Cokerϕgp ∼→ Ω1S[M ]/S[N ](logM logS[M ]/N logS[N ])
To see this, we may use (12.3.12) to reduce to the case where N = {1}. Next, notice that the
functor
Mndo → pre-log/(S,O×S ) : M 7→ Spec(R,M)
commutes with limits, and the same holds for the functor (12.3.7), since the latter is a right
adjoint. Hence, wemay assume thatM is finitely generated; then lemma 6.1.7(i) further reduces
to the case where M = N⊕n for some integer n ≥ 0, and even to the case where n = 1. Set
X := S[N]; it is easy to see that a S-linear derivation of NlogX with values in an OX-module F ,
is completely determined by a map of additive monoids N → Γ(X,F ), and the latter is the
same as an OX-linear map OX → F , whence the contention.
Lemma 12.3.20. Let f : (X,M)→ (Y,N) be a morphism of schemes with quasi-coherent log
structures. Then :
(i) The OX -module Ω1X/Y (logM/N) is quasi-coherent.
(ii) If M is coherent, X is noetherian, and f : X → Y is locally of finite type, then
Ω1X/Y (logM/N) is a coherent OX-module.
(iii) If both M and N are coherent, and f : X → Y is locally of finite presentation, then
Ω1X/Y (logM/N) is a quasi-coherent OX-module of finite presentation.
Proof. Applying the right exact sequence (12.3.12) to the sequence (X,M)
f−→ (Y,N) →
(Y,O×Y ), we may easily reduce to the case where N = O
×
Y is the trivial log structure on Y .
In this case, N admits the chart given by the unique map of monoids : {1} → Γ(Y,OY ), and f
admits the chart {1} → P , wheneverM admits a chart P → Γ(X,OX).
Hence, everything follows from the following assertion, whose proof shall be left to the
reader. Suppose that ϕ : A → B is a ring homomorphism, M (resp. N) is the constant log
structure on X := SpecB (resp. on Y := SpecA) associated to a map of monoids α : P → B
(resp. β : Q → A), and f : (X,M) → (Y,N) is defined by ϕ admits a chart ϑ : Q →
P . Then Ω1X/Y (logM/N) is the quasi-coherent OX-module L
∼, associated to the B-module
L := (Ω1B/A ⊕ (B ⊗Z P gp))/R, where R is the submodule generated by the elements of the
form (0, 1 ⊗ log ϑ(q)) for all q ∈ Q, and those of the form (dα(m),−α(m) ⊗ logm), for all
m ∈M . 
12.3.21. Let us fix a log scheme (Y,N). To any pair of (Y,N)-schemes X := (X,M),
X ′ := (X ′,M ′), we attach a contravariant functor
HY (X
′, X) : (X ′τ )
o → Set
by assigning, to every object U ofX ′τ , the set of all morphisms (U,M
′
|U)→ (X,M) of (Y,N)-
schemes. It is easily seen that HY (X ′, X) is a sheaf on X ′τ . Any morphism ϕ : (X
′′,M ′′) →
(X ′,M ′) (resp. ψ : (X,M)→ (X ′′,M)) of (Y,N)-schemes induces a map of sheaves :
ϕ∗ : ϕ∗HY (X
′, X)→ HY (X ′′, X) (resp. ψ∗ : HY (X ′, X)→ HY (X ′, X ′′))
in the obvious way.
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Definition 12.3.22. With the notation of (12.3.21) :
(i) We say that a morphism i : (T ′, L′) → (T, L) of log schemes is a closed immersion
(resp. an exact closed immersion) if the underlying morphism of schemes T ′ → T is a
closed immersion, and log i : i∗L → L′ is an epimorphism (resp. an isomorphism) of
T ′τ -monoids.
(ii) We say that a morphism i : (T ′, L′) → (T, L) of log schemes is an exact nilpotent
immersion if i is an exact closed immersion, and the ideal I := Ker(OT → i∗OT ′) is
nilpotent.
(iii) We say that a morphism f : (X,M) → (Y,N) of log schemes is formally smooth
(resp. formally unramified, resp. formally e´tale) if, for every exact nilpotent immersion
i : T ′ → T of fine (Y,N)-schemes, the induced map of sheaves i∗ : i∗HY (T,X) →
HY (T ′, X) is an epimorphism (resp. a monomorphism, resp. an isomorphism).
(iv) We say that a morphism f : (X,M)→ (Y,N) of log schemes is smooth (resp. unram-
ified, resp. e´tale) if the underlying morphism X → Y is locally of finite presentation,
and f is formally smooth (resp. formally unramified, resp. formally e´tale).
Example 12.3.23. Let (S, P ) be a log scheme, (f, log f) : (X,M) → (Y,N) be a morphism
of S-schemes, such that Y is a separated S-scheme. The pair (1(X,M ), (f, log f)) induces a
morphism
Γf : (X,M)→ (X ′,M ′) := (X,M)×S (Y,N)
the graph of f . Then it is easily seen that Γf is a closed immersion of log schemes. Indeed,
the morphism of schemes underlying Γf is a closed immersion ([37, Ch.I, 5.4.3]) and it is easily
seen that the morphism log Γf : Γ
∗
fM
′ → M is an epimorphism on the underlying sheaves of
sets, so it is a fortiori an epimorphism of Xτ -monoids.
Proposition 12.3.24. Let f : (X,M) → (Y,N), g : (Y,N) → (Z, P ), and h : (Y ′, N ′) →
(Y,N) be morphisms of log schemes. Denote by P either one of the properties : ”formally
smooth”, ”formally unramified”, ”formally e´tale”, ”smooth”, ”unramified”, ”e´tale”. The
following holds :
(i) If f and g enjoy the property P, then the same holds for g ◦ f .
(ii) If (f, log f) enjoys the propertyP, then the same holds for
(f, log f)×(Y,N) (Y ′, N ′) : (X,M)×(Y,N) (Y ′, N ′)→ (Y ′, N ′).
(iii) Let (jλ : Uλ → X | λ ∈ Λ) be a covering family inXτ ; endow Uλ with the log structure
(M)|Uλ and suppose that fλ := (f ◦ jλ, (log f)|Uλ) : (Uλ, (M)|Uλ) → (Y,N) enjoys
the property P, for every λ ∈ Λ. Then f enjoys the propertyP as well.
(iv) An open immersion of log schemes is e´tale.
(v) A closed immersion of log schemes is formally unramified.
Proof. (i), (ii) and (iv) are left to the reader.
(iii): To begin with, if each fλ is locally of finite presentation, the same holds for f , by [44,
Ch.IV, lemme 17.7.5], hence we may assume that P is either ”formally smooth” or ”formally
unramified”. (Clearly, the case where P is ”formally e´tale” will follow.)
Now, let i : T ′ → T be an exact nilpotent immersion of (Y,N)-schemes, and ξ a τ -point
of T ′. By inspecting the definitions, it is easily seen that the stalk HY (T,X)ξ is the union of
the images of the stalks HY (T, Uλ)ξ, for every λ ∈ Λ, and likewise for HY (T ′, X)ξ. It readily
follows that f is formally smooth whenever all the fλ are formally smooth.
Lastly, suppose that all the fλ are formally unramified, and let sξ, tξ ∈ HY (T,X)i(ξ) be two
sections whose images in HY (T ′, X)ξ agree; after replacing T by a neighborhood of i(ξ) in Tτ ,
we may assume that sξ, tξ are represented by two (Y,N)-morphisms s, t : T → (X,M) such
that s ◦ i = t ◦ i. Choose λ ∈ Λ such that Uλ is a neighborhood of s ◦ i(ξ) = t ◦ i(ξ); this means
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that there exist a neighborhood p′ : U ′ → T ′ of ξ, and a morphism sU ′ : U ′ → Uλ lifiting s ◦ i
(and thus, also t ◦ i). Then we may find a neighborhood p : U → T of i(ξ) which identifies p′
with p×T 1T ′ ([44, Ch.IV, Th.18.1.2]), and since jλ is e´tale, wemay furthermore find morphisms
sU , tU : U → Uλ such that jλ ◦ sU = s ◦ i = t ◦ i = jλ ◦ tU . Set iU := i ×T 1U : U ′ → U ;
by construction, sU and tU yield two sections of i
∗
UHY (U, Uλ)ξ, whose images in HY (U
′, Uλ)ξ
coincide. Since fλ is formally unramified, it follows that – up to replacing U by a neighborhood
of i(ξ) inUτ – we must have sU = tU , so sξ = tξ, and we conclude that f is formally unramified.
(v): Consider a commutative diagram of log schemes :
(T ′, L′)
h′ //
i

(X,M)
f

(T, L)
h // (Y,N)
where f is a closed immersion, and i is an exact closed immersion. We are easily reduced to
showing that there exists at most a morphism (g, log) : (T, L) → (X,M) such that f ◦ g = h
and h′ = g ◦ i. Since f : X → Y is a closed immersion of schemes, there exists at most
one morphism of schemes g : T → X lifting h and extending h′ ([44, Ch.IV, Prop.17.1.3(i)]).
Hence we may assume that such a g is given, and we need to check that there exists at most
one morphism log g : g∗M → L whose composition with g∗(log f) : h∗N → g∗M equals
log h. However, by assumption log f is an epimorphism, hence the same holds for g∗(log f)
(proposition 1.3.25(iv)), whence the contention. 
Corollary 12.3.25. Let f and g be as proposition 12.3.24. We have :
(i) If g ◦ f is formally unramified, the same holds for f .
(ii) If g ◦ f is formally smooth (resp. formally e´tale) and g is formally unramified, then f
is formally smooth (resp. formally e´tale).
(iii) Suppose that g is formally e´tale. Then f is formally smooth (resp. formally unramified,
resp. formally e´tale) if and only if the same holds for g ◦ f .
Proof. (i): Let Y =
⋃
λ∈Λ be an affine open covering of Y , and for each λ ∈ Λ, let fλ :
Uλ ×Y (X,M) → (Uλ, N |Uλ) be the restriction of f ; in light of proposition 12.3.24(iii) it
suffices to show that each fλ is formally unramified, and on the other hand, the restriction
g ◦ fλ : Uλ×Y (X,M)→ (Z, P ) of g ◦ f is formally unramified, by proposition 12.3.24(i),(iv).
It follows that we may replace f and g respectively by fλ and gλ, which allows to assume that Y
is affine, especially separated, so that g is a separated morphism of schemes. In such situation,
one may – in view of example 12.3.23 – argue as in the proof of [44, Ch.IV, Prop.17.1.3] : the
details shall be left to the reader.
(ii) is a formal consequence of the definitions (cp. the proof of [44, Ch.IV, Prop.17.1.4]), and
(iii) follows from (ii) and proposition 12.3.24(i). 
Proposition 12.3.26. Let f : (X,M) → (Y,N) be a morphism of log schemes, and i an
exact closed immersion of (Y,N)-schemes, defined by an ideal I := Ker(OT → i∗OT ′) with
I 2 = 0. For any global section s : T ′ → HY (T ′, X), denote by Ts the morphism :
i∗HY (T,X)×HY (T ′,X) T ′ → T ′
deduced from i∗ : i∗HY (T,X) → HY (T ′, X). Let also U ⊂ T ′ be the image of Ts (i.e. the
subset of all t′ ∈ T ′ such that Ts,ξ 6= ∅ for every τ -point ξ localized at t′), and suppose that
U 6= ∅. We have :
(i) U is an open subset of T ′, and Ts|U is a torsor for the abelian sheaf
G := HomOT ′ (s
∗Ω1X/Y (log(M/N)),I )|U .
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(ii) If f is a smooth morphism of log schemes with coherent log structures, we have :
(a) The OX-module Ω1X/Y (log(M/N)) is locally free of finite type.
(b) If T ′ is affine, Ts is a trivial G -torsor.
Proof. (i): To any τ -point ξ of U , and any two given local sections h and g of Ts,ξ, we assign
the f -linear derivation ofMs(ξ) with values in s∗Iξ given by the rule :
a 7→ h∗(a)− g∗(a) for every a ∈ OX,s(ξ)
d logm 7→ log u(m) := u(m)− 1 for everym ∈M s(ξ)
where u(m) is the unique local section of Ker(OT,ξ → i∗OT ′,ξ) such that
log(g(m) · u(m)) = log h(m).
We leave to the reader the laborious, but straightforward verification that the above map is
well-defined, and yields the sought bijection between Ts,ξ and Gξ.
(ii.b) is standard : first, since f is smooth, we have U = T ′; by lemma 12.3.20(iii), the OX-
module Ω1X/Y (log(M/N)) is quasi-coherent and finitely presented, hence G is quasi-coherent;
however, the obstruction to gluing local sections of a G -torsor lies in H1(Tτ ,G ) (see (4.9.11));
the latter vanishes whenever T is affine.
(ii.a) We may assume thatX is affine, sayX = SpecA; then Ω1X/Y (log(M/N)) is the quasi-
coherent OX-module arising from a finitely presented A-module Ω (lemma 12.3.20(iii)). Let I
be any A-module, and set :
TI := X ⊕ I∼ LI := M ⊕ I∼
(notation of (12.3.14)). Let i : X → TI (resp. π : TI → X) be the natural closed immersion
(resp. the natural projection); then (TI , LI) is a fine log scheme, and π (resp. i) extends to a
morphism of log schemes (π, log π) : (TI , LI)→ (X,M) (resp. (i, log i) : (X,M)→ (TI , LI))
with log π : π∗M → LI (resp. log i : i∗LI → M ) induced by the obvious inclusion (resp.
projection) map. Notice that (i, log i) is an exact immersion and (I∼)2 = 0, hence (i) says that
the set T (TI) of all morphisms g : (TI , LI)→ (X,M) such that
f ◦ g = f ◦ π g ◦ i = 1(X,M)
is in bijection with HomA(Ω, I). Moreover, any map ϕ : I → J of A-modules induces a
morphism iϕ : (TJ , LJ) → (TI , LI) of log schemes, and if ϕ is surjective, iϕ is an exact
nilpotent immersion. Furthermore, we have a commutative diagram of sets :
T (TI)
i∗ϕ //

T (TJ)

HomA(Ω, I)
ϕ∗ // HomA(Ω, J)
whose vertical arrows are bijections, and where i∗ϕ (resp. ϕ∗) is given by the rule g 7→ g ◦ iϕ,
(resp. ψ 7→ ϕ ◦ ψ). Assertion (ii.b) implies that ι∗ϕ is surjective when f is smooth and ϕ is
surjective, hence the same holds for ϕ∗, i.e. Ω is a projective A-module, as stated. 
Corollary 12.3.27. Let (f, log f) : (X,M)→ (Y,N) be a morphism of log schemes. We have:
(i) If M and N are fine log structures, and f is strict (see definition 12.1.22(ii)), then
(f, log f) is smooth (resp. e´tale) if and only if the underlying morphism of schemes
f : X → Y is smooth (resp. e´tale).
(ii) Suppose that (f, log f) is a smooth (resp. e´tale) morphism of log schemes on the Zariski
sites of X and Y , and either :
(a) M and N are both integral log structures,
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(b) or else N is coherent (on YZar) andM is fine (on XZar).
Then the induced morphism of log schemes on e´tale sites :
u˜∗(f, log f) := (f, u˜∗X log f) : u˜
∗
X(X,M)→ u˜∗Y (Y,N)
is smooth (resp. e´tale). (Notation of (12.2.2).)
(iii) Suppose that (f, log f) is a morphism of log schemes on the Zariski sites of X and Y ,
and M is an integral log structure on XZar. Suppose also that u˜
∗(f, log f) is smooth
(resp. e´tale). Then the same holds for (f, log f).
Proof. (i): Suppose first that (f, log f) is smooth (resp. e´tale). Let i : T ′ → T be a nilpotent
immersion of affine schemes, defined by an ideal I ⊂ OT such that I 2 = 0; let s : T ′ → X
and t : T → Y be morphisms of schemes such that f ◦ s = t ◦ i. By lemma 12.1.18(i), the log
structures L := t∗N and L′ := s∗M are fine, and by choosing the obvious maps log s and log t,
we deduce a commutative diagram :
(12.3.28)
(T ′, L′)
s //
i

(X,M)
f

(T, L)
t // (Y,N).
Then proposition 12.3.26(ii.b) says that there exists a morphism (resp. a unique morphism) of
schemes g : T → X such that g ◦ i = s and f ◦ g = t, i.e. f is smooth (resp. e´tale).
The converse is easy, and shall be left as an exercise for the reader.
(ii): Suppose first that (f, log f) is smooth, N is coherent and M is fine. By proposition
12.3.24(iii), the assertion to prove is local on Xe´t, hence we may assume that f admits a chart,
given by a morphism of finite monoids P → P ′ and commutative diagrams :
P ′XZar →M ω : PYZar → N
(theorem 12.1.37(i)). Now, consider a commutative diagram of log schemes on e´tale sites :
(12.3.29)
(T ′, L′)
s //
i

u˜∗X(X,M)
u˜∗f

(T, L)
t // u˜∗Y (Y,N)
where i is an exact nilpotent immersion of fine log schemes, defined by an ideal I ⊂ OT such
that I 2 = 0. Since the assertion to prove is local on Te´t, we may assume that T is affine and
– in view of theorem 12.1.37(ii) – that t admits a chart, given by a morphism of finite monoids
ϕ : P → Q, and commutative diagrams :
(12.3.30)
PTe´t = t
∗PYe´t
t∗u∗Y ω //
ϕT

t∗u˜∗YN
log t

P //
ϕ

Γ(Y,OY )
t♮

QTe´t
β // L Q
ψ // Γ(T,OT )
Since i is an exact closed immersion, it follows that the morphism :
QT ′e´t
i∗β−−→ i∗L log i−−→ L′
is a chart for L′. Especially, (T ′, L′) is isomorphic to (T ′e´t, Q
log
T ′ ), the constant log structure
deduced from the morphism i♮ ◦ ψ : Q → Γ(T ′,OT ′). The latter is also the log scheme
u˜∗T ′(TZar, Q
log
T ′ ). From proposition 12.2.3(ii) we deduce that there exists a unique morphism
sZar : (TZar, Q
log
T ′ )→ (X,M), such that u˜∗sZar = s. On the other hand, by inspecting (12.3.30)
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we find that there exists a unique morphism tZar : (TZar, Q
log
T ) → (Y,N) such that u˜∗tZar = t.
These morphisms can be assembled into a diagram :
(12.3.31)
(T ′Zar, Q
log
T ′ )
iZar

sZar // (X,M)
f

(TZar, Q
log
T )
tZar // (Y,N)
where iZar is an exact closed immersion. By construction, the diagram u˜
∗(12.3.31) is naturally
isomorphic to (12.3.29); especially, (12.3.31) commutes (proposition 12.2.3(i)). Now, since f
is smooth, proposition 12.3.26(ii.b) implies that there exists a morphism v : (TZar, Q
log
T ) →
(X,M) such that f ◦ v = tZar and v ◦ iZar = sZar; then u˜∗v provides an appropriate lifting of t,
which allows to conclude that u˜∗(f, log f) is smooth.
Next, suppose that (f, log f) is e´tale (and we are still in case (b) of the corollary); then
there exists a unique morphism v with the properties stated above. However, from proposition
12.2.3(i),(ii) we deduce easily that the natural map :
HY ((TZar, Q
log
T ), (X,M))(T )→ Hu˜∗(Y,N)((T, L), u˜∗(X,M))(T )
is a bijection, and the same holds for the analogous map for T ′. In view of the foregoing,
this shows that the map Hu˜∗(Y,N)((T, L), u˜∗(X,M))(T ) → Hu˜∗(Y,N)((T ′, L′), u˜∗(X,M))(T ′)
is bijective, whenever t admits a chart and T is affine. We easily conclude that u˜∗(f, log f) is
e´tale.
The case where both N and M are both integral, is similar, though easier : we may assume
that L admits a chart, in which case (T, L) is of the form u˜∗(TZar, Q
log
T ) for some finite integral
monoid Q; then (T ′, L′) admits a similar description, and again, by appealing to proposition
12.2.3(ii) we deduce that (12.3.29) is of the form u˜∗(12.3.31), in which case we conclude as in
the foregoing.
Conversely, if u˜∗(f, log f) is smooth, consider again a commutative diagram (12.3.28) of
log schemes on Zariski sites, with i an exact closed immersion, defined by a sheaf of ideals
I ⊂ OT such that I 2 = 0. By applying everywhere the pull-back functors from Zariski to
e´tale sites, we deduce a commutative diagram u˜∗(12.3.28) of log schemes on e´tale sites, and it
is easy to see that u˜∗(i, log i) is again an exact nilpotent immersion. According to proposition
12.3.26(ii.b), after replacing T by any affine open subset, we may find a morphism of log
schemes g : u˜∗T (T, L) → u˜∗X(X,M), such that g ◦ u˜∗i = u˜∗s and u˜∗f ◦ g = t. By proposition
12.2.3(i),(ii) there exists a unique morphism g′ : (T, L) → (X,M) such that u˜∗g′ = g, and
necessarily g′ ◦ i = s and f ◦ g′ = t. We conclude that (f, log f) is smooth.
Finally, if u˜∗(f, log f) is e´tale, the morphism g exhibited above is unique, and therefore the
same holds for g′, so (f, log f) is e´tale as well. 
Proposition 12.3.32. In the situation of (12.3.11), suppose that the log structuresM,N, P are
coherent, and consider the following conditions :
(a) f is smooth (resp. e´tale).
(b) df is a locally split monomorphism (resp. an isomorphism).
Then (a)⇒(b), and if g ◦ f is smooth, then (b)⇒(a).
Proof. We may assume that the schemes under consideration are affine, say X = SpecA,
Y = SpecB, Z = SpecC; then (12.3.12) amounts to an exact sequence of A-modules :
A⊗B Ω(g) df−→ Ω(g ◦ f) ω−→ Ω(f)→ 0.
On the other hand, let i : (T ′L′) → (T, L) be an exact closed immersion of (Y,N)-schemes,
defined by an ideal I ⊂ OT with I 2 = 0. Suppose that s : T ′ → HY (T ′, X) is a global
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section, i.e. a given morphism of (Y,N)-schemes (T ′L′)→ (X,M). In this situation, we have
a natural sequence of morphisms :
H1 := HY (T,X)
α−→ H2 := HZ(T,X) f∗−→ H3 := HZ(T, Y )
where α is the obvious monomorphism. Let us consider the pull-back of these sheaves along
the global section s :
T := T ′ ×HY (T ′,X) i∗H1 T ′ := T ′ ×HZ (T ′,X) i∗H2 T ′′ := T ′ ×HZ (T ′,Y ) i∗H3.
By proposition 12.3.26(i), any choice of a global section of T (T ) determines a commutative
diagram of sets :
(12.3.33)
HomA(Ω(f),I (T ))
ω∗ //

HomA(Ω(g ◦ f),I (T )) df
∗
//

HomB(Ω(g),I (T ))

T (T ) // T ′(T )
f∗ // T ′′(T )
whose vertical arrows are bijections.
In order to show that df is a locally split monomorphism (resp. an isomorphism), it suffices to
show that the map df ∗ := HomA(df, I) is surjective for every A-module I . To this aim, we take
(T, L) := (TI , LI), (T
′, L′) := (X,M), and let i be the nilpotent immersion defined by the ideal
I ⊂ A ⊕ I , as in the proof of proposition 12.3.26(ii.a). If I ⊂ OT is the corresponding sheaf
of ideals, then I (T ) = I; moreover, the inclusions A → A ⊕ I and M ⊂ M ⊕I determine
a morphism h : (TI , LI) → (X,M), which is a global section of T (T ). Having made these
choices, consider the resulting diagram (12.3.33) : if f is e´tale, f∗ is an isomorphism, and when
f is smooth, f∗ is surjective (proposition 12.3.26(ii.b)), whence the contention.
For the converse, we may suppose that df is a split monomorphism, hence df ∗ in (12.3.33) is a
split surjection. We have to show that T (T ) is not empty, and by assumption (and proposition
12.3.26(ii.b)) we know that T ′(T ) 6= ∅. Choose any h˜ ∈ T ′(T ); then t and f∗h˜ are two
elements of T ′′(T ), so we may find ϕ ∈ HomB(Ω(g),I (T )) such that ϕ+f∗h˜ = t (where the
sum denotes the action ofHomB(Ω(g),I (T )) on its torsorT ′′). Then we may write ϕ = ψ◦df
for some ψ : Ω(g ◦ f)→ I (Y ), and it follows easily that ψ + h˜ lies in T (T ). Finally, if df is
an isomorphism, we have Ω(f) = 0, hence T (T ) contains exactly one element. 
Proposition 12.3.34. Let R be a ring, ϕ : P → Q a morphism of finitely generated monoids,
such that Kerϕgp and the torsion subgroup of Cokerϕgp (resp. Kerϕgp and Cokerϕgp) are
finite groups whose orders are invertible in R. Then, the induced morphism
Spec(R,ϕ) : Spec(R,Q)→ Spec(R,P )
is smooth (resp. e´tale).
Proof. To ease notation, set
f := Spec(R,ϕ) (X,M) := Spec(R,Q) (Y,N) := Spec(R,P ).
Clearly f is finitely presented. We have to show that, for every commutative diagram like
(12.3.28) with i an exact nilpotent immersion of fine log schemes, there is, locally on Tτ at least
one morphism (resp. a unique morphism) h : (T, L)→ (X,M) such that f ◦ h = h ◦ i.
Let I := Ker(OT → i∗OT ′); by considering the I -adic filtration on OT , we reduce easily to
the case where I 2 = 0, and then we may embed I in L via the morphism :
I → O×T ⊂ L x 7→ 1 + x.
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(Here I is regarded as a sheaf of abelian groups, via its addition law.) Since i is exact, the
natural morphism L/I → i∗L′ is an isomorphism, whence a commutative diagram :
(12.3.35)
L
log i //

i∗L
′

Lgp
(log i)gp
// i∗(L
′)gp ≃ Lgp/I
and since L is integral, one sees easily that (12.3.35) is cartesian (it suffices to consider the
stalks over the τ -points).
• On the other hand, suppose first that both Kerϕgp and Cokerϕgp are finite groups whose
order is invertible in R, hence in I ; then a standard diagram chase shows that we may find a
unique map g : P gpT → Lgp of abelian sheaves that fits into a commutative diagram :
(12.3.36)
QgpT
//
ϕgpT

t∗N gp
(log t)gp
// Lgp
(log i)gp

P gpT
//
g
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
i∗s
∗M gp
i∗(log s)gp // i∗(L
′)gp.
• More generally, we may write : Cokerϕgp ≃ G ⊕ H , where H is a finite group with
order invertible in R, and G is a free abelian group of finite rank. The direct summand G
lifts to a direct summand G′ ⊂ P gp. Extend ϕgp to a map ψ : Qgp ⊕ G′ → P gp, by the rule :
(x, g) 7→ ϕgp(x)·g. Given any τ -point ξ of T , we may extend the morphismQgp = QgpT,ξ → Lgpξ
in (12.3.36)ξ, to a map ω : Q
gp ⊕ G′ → Lgpξ whose composition with (log i)gpξ agrees with
the composition of ψ and the bottom map P gp = P gpT,ξ → i∗(L′)gpξ of (12.3.36)ξ. By the
usual arguments, ω extends to a map of abelian sheaves ϑ : (Qgp ⊕ G′)U → (Lgp)|U on some
neighborhood U → T of ξ, and if U is small enough, the composition (log i)gp|U ◦ ϑ agrees with
the composition of ψU and the bottom map β : P
gp
U → i∗(L′gp)|U of (12.3.36)|U . We may
then replace T by U , and since Kerψ = Kerϕgp, and Cokerψ = H , the same diagram chase
as in the foregoing shows that we may again find a morphism g : P gpT → Lgp fitting into a
commutative diagram :
(Qgp ⊕G′)T ϑ //
ψT

Lgp
(log i)gp

P gpT
β //
g
88qqqqqqqqqqqq
i∗L
′gp
In either case, in view of (12.3.35), the morphisms
PT → P gpT
g−→ Lgp and PT → i∗s∗M i∗ log s−−−→ i∗L′
determine a unique morphism PT → L, which induces a morphism of log schemes (T, L) →
(X,M) with the sought property. 
Theorem 12.3.37. Let f : (X,M) → (Y,N) be a morphism of fine log schemes. Assume we
are given a fine chart β : QY → N of N . Then the following conditions are equivalent :
(a) f is smooth (resp. e´tale).
(b) There exist a covering family (gλ : Uλ → X | λ ∈ Λ) in Xe´t, and for every λ ∈ Λ, a
fine chart (β, (Pλ)Uλ → g∗λM,ϕλ : Q→ Pλ) of the induced morphism of log schemes
f|Uλ := (f ◦ gλ, g∗λ log f) : (Uλ, g∗λM)→ (Y,N)
such that :
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(i) Kerϕgpλ and the torsion subgroup of Cokerϕ
gp
λ (resp. Kerϕ
gp
λ and Cokerϕ
gp
λ ) are
finite groups of orders invertible in OUλ.
(ii) The natural morphism of Y -schemes pλ : Uλ → Y ×Spec Z[Q] SpecZ[Pλ] is e´tale.
Proof. Suppose first that τ = e´t, so M and N are log structures on e´tale sites. Then the log
structure g∗λM on (Uλ)e´t is just the restriction of M , and g
∗
λ log f is the restriction of log f
to (Uλ)e´t. In case τ = Zar, the log structure g
∗
λM can be described as follows. Form the log
scheme (X,M ′) := u˜∗X(X,M) (notation of (12.2.2)), take the restrictionM
′
|Uλ ofM
′ to (Uλ)e´t,
and push forward to the Zariski site to obtain u˜X∗(M
′
|Uλ) = g
∗
λM (by proposition 12.2.3(ii)).
Since f is smooth (resp. e´tale) if and only if u˜∗f is (corollary 12.3.27(ii),(iii)), we conclude that
the assertion concerning f holds if and only if the corresponding assertion for u˜∗f does. Hence,
it suffices to consider the case of log structures on e´tale sites. Set S := SpecZ[Q].
(b)⇒(a): Taking into account lemma 12.2.18(i), we deduce a commutative diagram of log
schemes :
(Uλ,M |Uλ)
∼ //
gλ

Spec(Z, Pλ)×SpecZ[Pλ] Uλ
pλ // Spec(Z, Pλ)×SpecZ[Q] Y
πλ

(X,M)
f // (Y,N)
∼ // Spec(Z, Q)×SpecZ[Q] Y.
It follows by corollary 12.3.27(i) (resp. by propositions 12.3.24(ii) and 12.3.34) that pλ (resp.
πλ) is smooth. Hence f ◦ gλ is smooth, by proposition 12.3.24(i). Finally, f is smooth, by
proposition 12.3.24(iii).
(a)⇒(b): Suppose that f is smooth, and fix a geometric point ξ of X . Since (12.3.18)ξ is a
surjection, we may find elements t1, . . . , tr ∈ M ξ such that (d log ti | i = 1, . . . , r) is a basis
of the free OX,ξ-module Ω1X/Y (logM/N)ξ (proposition 12.3.26(ii.a)). Moreover, the kernel of
(12.3.18)ξ is generated by sections of the form :
• 1⊗ log a where a ∈ N ′ := Im(log fξ : N f(ξ) →M ξ)
• ∑sj=1 α(mi)⊗ logmi where m1, . . . , ms ∈M ξ and∑sj=1 dα(mj) = 0 in Ω1X/Y
whence a well-defined OX,ξ-linear map :
(12.3.38) Ω1X/Y (logM/N)ξ → κ(ξ)⊗Z (M gpξ /(M×ξ ·N ′)) : d log a 7→ 1⊗ a.
Consider the map of monoids :
ϕ : P1 := N
⊕r ⊕Q→M ξ
which is given by the rule : ei 7→ ti on the canonical basis e1, . . . , er of N⊕r, and on the
summand Q it is given by the map Q
βξ−→ Nf(ξ) log fξ−−−→ M ξ. Since (12.3.38) is a surjection, we
see that the same holds for the induced map
κ(ξ)⊗Z P gp1
1κ(ξ)⊗Zϕ
gp
−−−−−−→ κ(ξ)⊗Z M gpξ → κ(ξ)⊗Z (M gpξ /M×ξ ).
It follows that the cokernel of the map ϕ : P gp1 → M gpξ /M×ξ induced by ϕgp, is a finite group
(lemma 12.2.21(i)) annihilated by an integer n which is invertible in OX,ξ. Let m1, . . . , ms ∈
Mgpξ be finitely many elements, whose images in M
gp
ξ /M
×
ξ generate Cokerϕ; therefore we
may find u1, . . . , us ∈ M×ξ , and x1, . . . , xs ∈ P gp1 , such that mni · ui = ϕ(xi) for every i ≤
s. However, since OX,ξ is strictly henselian, M
×
ξ ≃ O×X,ξ is n-divisible, hence we may find
v1, . . . , vs inM
×
ξ such that ui = v
n
i for i = 1, . . . , n. Define group homomorphisms :
Z⊕s
γ−→ Z⊕s ⊕ P gp1 δ−→M gpξ
by the rules : γ(ei) = (−nei, xi) and δ(ei, y) = mivi · ϕ(y) for every i = 1, . . . , s and every
y ∈ P gp1 . It is easily seen that δ factors through a group homomorphism h : G := Coker γ →
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M ξ; moreover the natural map P
gp
1 → G is injective, and its cokernel is annihilated by n;
furthermore, the induced map G → M ♯ξ is surjective. Let P := h−1M ξ. Then, the natural map
Qgp → P gp is injective, and the torsion subgroup of P gp/Qgp is annihilated by n. We deduce
that the rule : x 7→ d log h(x) for every x ∈ P gp, induces an isomorphism :
(12.3.39) OX,ξ ⊗Z (P gp/Qgp) ∼→ Ω1X/Y (logM/N)ξ.
It follows that we may find an e´tale neighborhood U → X of ξ, such that (12.3.39) extends to
an isomorphism of OU -modules :
(12.3.40) OU ⊗Z (P gp/Qgp) ∼→ Ω1U/Y (logM |U/N).
Next, proposition 12.1.30 says that, after replacing U by a smaller e´tale neighborhood of ξ, the
restriction h|P : P → M ξ extends to a chart PU →M |U , whence a strict morphism
p : (U,M |U)→ (Y ′, P logY ′ ) := (Y,N)×Spec(Z,Q) Spec(Z, P ).
as sought. Taking into account corollary 12.3.27(i), it remains only to show :
Claim 12.3.41. p is e´tale.
Proof of the claim. By proposition 12.3.13 and example 12.3.19, we have natural isomorphisms
Ω1Y ′/Y (logP
log
Y ′ /N)
∼→ OY ′ ⊗Z (P gp/Qgp).
In view of (12.3.40), it follows that the map
dp : p∗Ω1Y ′/Y (logP
log
Y ′ /N)→ Ω1U/Y (logM |U/N)
is an isomorphism, and then the claim follows from proposition 12.3.32. 
Corollary 12.3.42. Keep the notation of theorem 12.3.37. Suppose that f is a smooth morphism
of fs log schemes, and that Q is fine, sharp and saturated. Then there exist a covering family
(gλ : Uλ → X) inXe´t, and fine and saturated charts (β, (Pλ)Uλ → g∗λM,ϕλ : Q→ Pλ) of f|Uλ
fulfilling conditions (b.i) and (b.ii) of the theorem, and such that moreover ϕλ is injective, and
P×λ is a torsion-free abelian group, for every λ ∈ Λ.
Proof. Notice that, under the stated assumptions, Qgp is a torsion-free abelian group; hence
theorem 12.3.37 already implies the existence of a covering family (gλ : Uλ → X) in Xe´t,
and of fine charts (β, ω′λ : (P
′
λ)Uλ → g∗λM,ϕ′λ : Q → P ′λ) such that ϕ′λ is injective and
Coker(ϕ′λ)
gp is a finite group of order invertible in OUλ , for every λ ∈ Λ. Since g∗λM is
saturated (lemma 12.1.18(i)), it is clear that ω′λ factors through a morphism (P
′
λ)
sat
Uλ
→ g∗λM
of pre-log structures, which is again a chart, so we may assume that P ′λ is fine and saturated,
for every λ ∈ Λ (corollary 6.4.1(ii)), in which case we may find an isomorphism of monoids
P ′λ = Pλ × G, where P×λ is torsion-free, and G is a finite group (lemma 6.2.10). Let d be the
order of Coker(ϕ′λ)
gp, and denote by ϕλ the composition of ϕ
′
λ and the projection P
′
λ → Pλ;
since Qgp is a torsion-free abelian group, we deduce a short exact sequence :
(12.3.43) 0→ G→ Coker(ϕ′λ)gp → Cokerϕgpλ → 0
and notice that ϕλ is also injective. We may assume that Uλ and Y are affine, say Uλ = SpecBλ
and Y = SpecA, and since d is invertible in OUλ, we reduce easily – via base change by a finite
morphism Y ′ → Y – to the case where A contains the subgroup µd ⊂ Q× of d-th power roots
of 1. The chart ω′λ determines a morphism of monoids P
′
λ → Bλ, and the map f ♯ : A → Bλ
factors through the natural ring homomorphism
A→ A⊗R[Q] R[P ′λ] ∼→ A⊗R[Q] (R[Pλ]⊗R R[G]) where R := Z[d−1,µd].
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On the other hand, let Γ := HomZ(G,µd); then we have a natural decomposition
R[G] ≃
∏
χ∈Γ
eχR[G]
where eχ is the idempotent ofR[G] defined as in (14.6.11) (cp. the proof of theorem 14.6.23(i));
each factor is a ring isomorphic toR, whence a corresponding decomposition of Uλ as a disjoint
union of Y -schemes Uλ =
∐
χ∈Γ Uλ,χ. We are then further reduced to the case where Uλ = Uλ,χ
for some character χ of G. In view of (12.3.43), it is easily seen that the composition
Qgp
(ϕ′λ)
gp
−−−→ (P ′λ)gp → G χ−→ µd
extends to a well defined group homomorphism χ : P gpλ → µd, whence a map χUλ : Pλ,Uλ →
µd,Uλ ⊂ g∗λM of sheaves on Uλ,τ . Define ωλ : Pλ,Uλ → g∗λM by the rule : s 7→ ω′λ(s) · χUλ(s)
for every local section s of Pλ,Uλ. It is easily seen that ωλ is again a chart for g
∗
λM (e.g. one
may apply lemma 12.1.4). Lastly, a direct inspection shows that (β, ωλ, ϕλ) is a chart of f|Uλ
with the sought properties. 
12.3.44. Let (Yi | i ∈ I) be a cofiltered system of quasi-compact and quasi-separated schemes,
with affine transition morphisms, and suppose that 0 is an initial object of the indexing category
I . Suppose also that g0 : X0 → Y0 is a finitely presented morphism of schemes. Let Xi :=
X0×Y0 Yi for every i ∈ I , and denote gi : Xi → Yi the induced morphism. Let also g : X → Y
be the limit of the family of morphisms (gi | i ∈ I).
Corollary 12.3.45. In the situation of (12.3.44), suppose that (g, log g) : (X,M) → (Y,N)
is a smooth morphism of fine log schemes. Then there exist i ∈ I , and a smooth morphism
(gi, log gi) : (Xi,M i)→ (Yi, N i) of fine log schemes, such that log g = π∗i log gi.
Proof. First, using corollary 12.2.33, we may find i ∈ I such that (g, log g) descends to a
morphism (gi, log gi) of log schemes with coherent log structures. After replacing I by I/i, we
may then suppose that i = 0, in which case we set (Xi,M i) := Xi × (X0,M 0), and define
likewise (Yi, N i) for every i ∈ I .
Next, arguing as in the proof of corollary 12.2.34(ii), we may assume that N0 admits a
fine chart. In this case, also N admits a fine chart, and then we my find a covering family
U := (Uλ → X | λ ∈ Λ) for Xτ , such that the induced morphism (Uλ,M |Uλ) → (Y,N)
admits a chart fulfilling conditions (i) and (ii) of theorem 12.3.37. Moreover, under the current
assumptions, X is quasi-compact, hence we may assume that Λ is a finite set, in which case
there exists i ∈ I such that U descends to a covering family (Ui,λ → Xi | λ ∈ Λ) for Xi,τ
(claim 12.2.27(ii)), and as usual, we may then reduce to the case where i = 0. It then suffices
to show that there exists i ∈ I such that the induced morphism U0,λ ×X0 (Xi,M i) → (Yi, N i)
is smooth (proposition 12.3.24(iii)). Thus, we may replace the system (Xi | i ∈ I) by the
system of schemes (U0,λ ×X0 Xi | i ∈ I), and assume from start that (g, log g) admits a fine
chart fulfilling conditions (i) and (ii) of theorem 12.3.37. In this case, corollary 12.2.34(i)
and [43, Ch.IV, Prop.17.7.8(ii)] imply more precisely that there exists i ∈ I such that the
morphism (Xi,M i) → (Yi, N i) fulfills conditions (i) and (ii) of theorem 12.3.37, whence the
contention. 
12.4. Logarithmic blow up of a coherent ideal. This section introduces the logarithmic ver-
sion of the scheme-theoretic blow up of a coherent ideal, which will be exhibited as the loga-
rithmic homogeneous spectrum of a certain graded algebra, naturally attached to any sheaf of
ideals in a log structure.
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12.4.1. We shall consider first the logarithmic counterparts of the notions introduced in section
10.6. To begin with, let X be any scheme, N a monoid, and P a (commutative) N-graded
monoid of the topos Xτ (see definition 4.8.8). Notice that P
× =
∐
n∈N(P
× ∩ P n), hence the
sheaf of invertible sections of a N-graded monoid onX is a N-graded abelian sheaf.
Definition 12.4.2. Let X be a scheme, and β :M → OX a log structure onXτ .
(i) A N-graded O(X,M)-algebra is a datum (A , P , α, βA ) consisting of a N-graded OX-
algebra A := ⊕n∈NAn (on the siteXτ ), a graded monoid P onXτ , and a commutative
diagram :
M
α //
β

P
βA

OX // A
where βA restricts to a morphism of graded monoids P →
∐
n∈N An (and the compo-
sition law on the target is induced by the multiplication law of A ), α is a morphism
of monoids M → (P )0, and the bottom map is the natural morphism OX → A0.
We say that the N-graded O(X,M)-algebra (A , P , α, βA ) is quasi-coherent, if A is a
quasi-coherent OX-algebra.
(ii) A morphism (g, log g) : (A , P , α, βA ) → (A ′, P ′, α′, β ′A ) of N-graded O(X,M)-alge-
bras is a commutative diagram :
P
βA

log g // P ′
β′A

A
g // A ′
where log g is a morphism of N-graded monoid such that log g ◦ α = α′, and g is a
morphism of OZ-algebras.
12.4.3. Let M be a monoid, S an M-module; we say that an element s ∈ S is invertible, if
the translation mapM → S : m 7→ m · s (for all m ∈ M) is an isomorphism. It is easily seen
that the subset S× consisting of all invertible elements of S, is naturally anM×-module.
Let M be a sheaf of monoids on Xτ , and N an M -module; by restriction of scalars, N is
naturally anM×-module. We define theM×-submodule N × ⊂ N , by the rule :
N ×(U) := N (U)× for every object U ofXτ .
Conversely, for any M×-module P , the extension of scalars N ⊗M× M defines a functor
M×-Mod → M -Mod. It is easily seen that the latter restricts to an equivalence from the full
subcategoryM×-Inv ofM×-torsors to the subcategory (M -Inv)× of M-Mod whose objects
are all invertibleM-modules, and whose morphisms are the isomorphisms ofM -modules (see
definition 4.8.6(iv)); the functor N 7→ N × provides a quasi-inverse (M -Inv)× → M×-Inv.
Especially, if (X,M) is a log scheme, we see that the category of invertible M-modules is
equivalent to that of invertible O×X -modules, hence also to that of invertible OX-modules.
If ϕ : (Z,N)→ (X,M) is a morphism of log schemes, and N aM-module, we let :
(12.4.4) ϕ∗N := ϕ−1N ⊗ϕ−1M N.
Clearly, ϕ∗N is an invertibleN -module, whenever N is an invertibleM -module.
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12.4.5. Keep the notation of definition 12.4.2(i); by faithfully flat descent, the restriction of
A to the Zariski site of X is again a quasi-coherent OX-algebra, which we denote again by A .
We may then set Y := ProjA , and let π : Y → X be the natural morphism. The composition
of π−1βA and the morphism (10.6.24), yields a map on the site Yτ :
(12.4.6) π−1P n → OY (n) for every n ∈ N.
Set OY (•) :=
∐
n∈Z OY (n); it is easily seen that the morphisms (10.6.21) induce a natural
Z-graded monoid structure on OY (•), and the coproduct of the maps (12.4.6) amounts to a
morphism of graded monoids :
ω• : π
−1P → OY (•).
We let Q be the push-out in the cocartesian diagram :
(12.4.7)
ω−1• (OY (•)×) //

π−1P

OY (•)× // Q.
Clearly Q is naturally a Z-graded monoid, in such a way that all the arrows in (12.4.7) are
morphisms of Z-graded monoids. For every n ∈ Z, let Qn be the degree n subsheaf of Q; the
map ω• and the natural inclusionOY (•)× → OY (•) determine a unique morphismQ→ OY (•),
whose restriction in degree zero is a pre-log structure :
β∼A : Q0 → OY .
Clearly α induces a unique morphism α∼ : π−1M → Q0, such that the diagram of monoids :
π−1M
α∼ //
π−1β

Q0
β∼A

π−1OX
π♮ // OY
commutes. Denote by P∼ the log structure associated to β∼A ; the homogeneous spectrum of the
quasi-coherent N-graded algebra (A , P , α, βA ) is defined as the (X,M)-scheme :
Proj(A , P ) := (Y, P∼).
We also let :
U1(A , P ) := U1(A )×Y Proj(A , P ).
Furthermore, for every n ∈ Z we have a natural morphism of Q0-monoids :
(12.4.8) Q0 ⊗O×Y OY (n)
× → Qn
and it is easily seen that (12.4.8)|U1(A ) is an isomorphism. We set :
P∼(n) := (P∼ ⊗Q0 Qn)|U1(A ) for every n ∈ Z.
Hence (12.4.8) induces a natural isomorphism :
(12.4.9) (P∼ ⊗O×Y OY (n)
×)|U1(A )
∼→ P∼(n).
Especially, P∼(n) is an invertible P∼|U1(A )-module, for every n ∈ Z. From (12.4.9), we also
deduce natural isomorphisms of P∼|U1(A )-modules :
(12.4.10) P∼(n)⊗P∼ P∼(m) ∼→ P∼(n+m) for every n,m ∈ Z
and of OU1(A )-modules :
(12.4.11) P∼(n)⊗P∼ OU1(A ) ∼→ OY (n)|U1(A ) for every n ∈ Z.
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Additionally, the morphism π−1P n → Qn deduced from (12.4.7), yields a natural map of
P∼|U1(A )-modules :
(12.4.12) λn : (π
∗P n)|U1(A ) → P∼(n) for every n ∈ N.
Example 12.4.13. Let (Z, γ : N → OZ) be a log scheme, L an invertible N-module, and set :
βA (L ) := Sym
•
NL ⊗N γ : Sym•NL → A (L ) := Sym•OZ (L ⊗N OZ)
which is a morphisms of N-graded monoids (notation of example 4.8.10). Clearly A (L ) is
also a N-graded quasi-coherent OZ-algebra. Denote also :
αL : N → Sym•NL
the natural morphism that identifies N to Sym0NL ; then the datum
(A (L ), Sym•NL , αL , βA (L ))
is a quasi-coherent O(Z,N)-algebra, and a direct inspection of the definitions shows that the
induced morphism of log schemes :
(12.4.14) π(Z,N) : P(L ) := Proj(A (L ), Sym
•
NL )→ (Z,N)
is an isomorphism. Furthermore, we have natural isomorphisms as in (10.6.34) :
π∗(Z,N)(L
⊗n ⊗N OZ) ∼→ OP(L )(n) for every n ∈ Z.
Let P∼L → OP(L ) be the log structure of P(L ); there follows a natural identification :
(12.4.15) π∗(Z,N)L
⊗n ∼→ P∼L ⊗O×
P(L )
OP(L )(n)
× ∼→ P∼L (n) for every n ∈ Z
where the last isomorphism is (12.4.9), in view of the fact that U1(A (L )) = ProjA (L ).
Example 12.4.16. (i) Let (Z,N) be a log scheme, and n ∈ N any integer. We define an
N-grading on N⊕n, by setting
grkN⊕n := {a• := (a1, . . . , an) | a1 + · · ·+ an = k} for every k ∈ N.
We then define the N-graded monoid
Sym•NN
⊕n := N⊕nZ ×N
whose N-grading is deduced in the obvious way from the foregoing grading of N⊕n. The log
structure γ : N → OZ extends naturally to a map of N-graded Z-monoids :
Sym•Nγ
⊕n : Sym•NN
⊕n → Sym•OZO⊕nZ .
Namely, if e1, . . . , en is the canonical basis of the free OZ-module O
⊕n
Z , then Sym
k
OZ
O⊕nZ is a
free OZ-module with basis
{ea• := ea11 · · · eann | a• ∈ grkN⊕n}
and Sym•Nγ
⊕n is given by the rule : (a•, x) 7→ γ(x)·ea• for every a• ∈ N⊕n, every τ -open subset
of Z, and every section x ∈ N(U). Clearly Sym•Nγ⊕n defines an N-graded O(Z,N)-algebra
Sym•(OZ ,N)(OZ , N)
⊕n := (Sym•OZO
⊕n
Z , Sym
•
NN
⊕n) for every n ∈ N.
We set :
Pn(Z,N) := Proj Sym
•
(OZ ,N)
(OZ , N)
⊕n+1
and we call it the projective n-dimensional space over (Z,N).
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(ii) Denote by N∼ the log structure of Pn(Z,N), and by N
∼(k) the N∼-modules defined as in
(12.4.9), for every k ∈ Z. By simple inspection we get a commutative diagram of monoids :
Γ(Z, SymkNN
⊕n+1)
Γ(Z,SymkNγ
⊕n+1)
//

Γ(Z, SymkOZO
⊕n+1
Z )

Γ(Pn(Z,N), N
∼(k)) // Γ(Pn(Z,N),OPn(Z,N)(k))
for every k ∈ N
whose right vertical arrow is an isomorphism. Especially, the natural basis of the free N(Z)-
module Γ(Z, Sym1NN
⊕n+1) = N(Z)⊕n+1 yields a distinguished system of n+ 1 elements
ε0, . . . , εn ∈ Γ(Pn(Z,N), N∼(1)).
On the other hand, we have as well the distinguished system of global sections
T0, . . . , Tn ∈ Γ(Pn(Z,N),OPn(Z,N)(1))
corresponding to the natural basis of Γ(Z, Sym1OZO
⊕n+1
Z ) = OZ(Z)
⊕n+1. For each i = 0, . . . , n,
the largest open subset Ui ⊂ Pn(Z,N) such that Ti ∈ Γ(Ui,OPn(Z,N)(1)×) is the complement of the
hyperplane where Ti vanishes. Moreover, notice that
T−1i Tj ∈ N∼(Ui) for every i, j = 0, . . . , n.
With this notation, the isomorphism (12.4.9) yields the identification :
εj = T
−1
i Tj ⊗ Ti on Ui for every i, j = 0, . . . , n
from which we also see that, for every i = 0, . . . , n, the open subset Ui is the largest such that
εi ∈ Γ(Ui, N∼(1)×). By the same token, we obtain :
(12.4.17) (Pn(Z,N), N
∼)tr = U0 ∩ · · · ∩ Un ≃ Gnm,Z .
12.4.18. Let (Z,N) be a log scheme, (ϕ, logϕ) : (A , P ) → (A ′, P ′) a morphism of quasi-
coherent N-graded O(Z,N)-algebras. We let (notation of (10.6.26)) :
G(ϕ, logϕ) := G(ϕ)×ProjA ′ Proj(A ′, P ′).
Denote also by π : Y := ProjA → Z and π′ : Y ′ := ProjA ′ → Z ′ the natural projections;
there follows, on the one hand, a morphism of N-graded monoids :
(12.4.19) π′−1(logϕ) : (Projϕ)−1(π−1P )→ (π′−1P ′)|G(ϕ)
and on the other hand, a morphism of Z-graded monoids :
(12.4.20) (Projϕ)−1OY (•)× → OY ′(•)×|G(ϕ)
deduced from (10.6.28). Define the Z-graded monoidQ on Yτ as in (12.4.7), and the analogous
Z-graded monoid Q′ on Y ′τ . Then (12.4.19) and (12.4.20) determine a unique morphism of
Z-graded monoids :
ϑ : (Projϕ)−1Q→ Q′
|G(ϕ)
and by construction, the restriction of ϑ in degree zero is a morphism of pre-log structures :
ϑ0 : (Projϕ)
∗((Q)0, β
∼
A )→ ((Q′)0, β∼A ′)
whence a morphism of (Z,N)-schemes :
Proj(ϕ, logϕ) : G(ϕ, logϕ)→ Proj(A , P ).
Moreover, on the one hand, (10.6.28) induces an isomorphism of O×Y ′-modules :
ν×A (n) : (O
×
Y ′ ⊗(Projϕ)−1O×Y (Projϕ)
−1OY (n)
×)|G1(ϕ)
∼→ OY ′(n)×|G1(ϕ) for every n ∈ Z
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(notation of (10.6.27)). On the other hand, for every n ∈ Z, the morphism of (Projϕ)−1(Q)0-
modules ϑn determines a morphism of P
′∼-modules :
(12.4.21) ϑ∼n : Proj(ϕ, log ϕ)
∗P∼(n)|G1(ϕ) → P ′∼(n)|G1(ϕ)
and by inspecting the construction, it is easily seen that the isomorphism (12.4.9) (and the corre-
sponding one for P ′∼(n)) identifies ϑ∼n with ν
×
A (n) ⊗O×
Y ′
P ′∼; especially, ϑ∼n is an isomorphism.
12.4.22. Let ψ : (Z ′, N ′) → (Z,N) be a morphism of log schemes, and (A , P , α, βA ) a
N-graded quasi-coherent O(Z,N)-algebra. We may view P as a N -module, via the morphism α,
hence we may form the N ′-module ψ∗P , as in (12.4.4). Moreover, by remark (6.1.26)(i), ψ∗P
is a N-graded sheaf of monoids on Z ′τ , such that
(12.4.23) ψ∗(A , P ) := (ψ∗A , ψ∗P , ψ∗α, ψ∗βA )
is a N-graded quasi-coherent O(Z′,N ′)-algebra, and in view of the isomorphism (6.1.27), we
obtain a natural isomorphism of (Z ′, N ′)-schemes:
(12.4.24) Projψ∗(A , P )
∼→ (Z ′, N ′)×(Z,N) Proj(A , P ).
Furthermore, denote by π(A ,P ) : U1(ψ
∗(A , P )) → U1(A , P ) the morphism deduced from
(12.4.24), and by πY : Y
′ := Projψ∗A → Y := ProjA the underlying morphism of schemes.
From (10.6.31) we obtain natural isomorphisms :
(O×Y ′ ⊗π−1Y O×Y π
−1
Y OY (n)
×)|U1(ψ∗A )
∼→ OY ′(n)×|U1(ψ∗A ) for every n ∈ Z
and the latter induce natural identifications :
(12.4.25) π∗(A ,P )P
∼(n)
∼→ (ψ∗P )∼(n) for every n ∈ Z.
12.4.26. Keep the notation of (12.4.5), and let logC(X,M) be the category whose objects are the
pairs ((Z,N),L ), where (Z,N) is a (X,M)-scheme, and L is an invertible N-module. The
morphisms ((Z,N),L )→ ((Z ′, N ′),L ′) are the pairs (ϕ, h), where ϕ : (Z,N)→ (Z ′, N ′) is
a morphism of (X,M)-schemes, and h : ϕ∗L ′
∼→ L is an isomorphism of N -modules (with
composition of morphisms defined in the obvious way). There is an obvious forgetful functor :
p : logC(X,M ) → CX : ((Z,N),L ) 7→ (Z,L ⊗N OZ)
and the functor FA can be lifted to a functor :
F(A ,P ) : logC(X,M) → Set
which assigns to any object ((Z, γ : N → OZ),L ) the set consisting of all morphisms of
N-graded quasi-coherent O(Z,N)-algebras :
ψ∗P
log g //
ψ∗βA

Sym•NL
βA (L )

ψ∗A
g // A (L )
where ψ : (Z,N) → (X,M) is the structural morphism, and g is an epimorphism on the
underlying OZ-modules.
Proposition 12.4.27. (U1(A , P ), P
∼(1)) ∈ Ob(logC(X,M )) represents the functor F(A ,P ).
Proof. Given ((Z,N)
ψ−→ (X,M),L ) ∈ Ob(logC(X,M)) and (g, log g) ∈ F(A ,P )((Z,N),L ),
define P(L ) as in (12.4.14); there follows a morphism of (Z,N)-schemes :
Proj(g, log g) : P(L )→ Projψ∗(A , P ).
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In view of (12.4.14) and (12.4.24), this is the same as a morphism of (X,M)-schemes :
P(g, log g) : (Z,N)→ Proj(A , P )
and arguing as in the proof of lemma 10.6.33, we see that the image of P(g, log g) lands in
U1(A , P ). Next, combining (12.4.15), (12.4.21) and (12.4.25), we deduce a natural isomor-
phism :
π∗(Z,N) ◦ P(g, log g)∗P∼(1) ∼→ Proj(g, log g)∗ ◦ π∗(A ,P )P∼(1)
∼→ Proj(g, log g)∗(ψ∗P )∼(1)
∼→ P∼L (1)
∼→ π∗(Z,N)L
whence an isomorphism h(g, log g) : P(g, log g)∗P∼(1)
∼→ L , and the datum :
(P(g, log g), h(g, log g)) : ((Z,N),L )→ (U1(A , P ), P∼(1))
is a well defined morphism of logC(X,M ).
Conversely, let ϕ := (β, log β) : (Z,N) → U1(A , P ) be a morphism of (X,M)-schemes,
and h : ϕ∗P∼(1)
∼→ L an isomorphism of N -modules. In view of (12.4.10), we deduce an
isomorphism :
h⊗n : ϕ∗P∼(n)
∼→ L ⊗n for every n ∈ Z.
Combining with (12.4.12), we may define the map of N -modules :
log ĝ(ϕ, h) :=
⊕
n∈N
h⊗n ◦ β∗(λn) : ψ∗P → Sym•NL .
On the other hand, in view of (12.4.11), we have an isomorphism of OZ-modules :
h⊗N OZ : β∗OY (1)|U1(A ) ∼→ ϕ∗P∼(1)⊗N OZ ∼→ L ⊗N OZ
(where, as usual, Y := ProjA ). We let (notation of (10.6.36)) :
ĝ(ϕ, h) := g(β, h⊗N OZ)
and notice that the pair (ĝ(ϕ, h), log ĝ(ϕ, h)) is an element of F(A ,P )((Z,N),L ). Summing
up, we have exhibited two natural transformations :
ϑ : F(A ,P ) ⇒ HomlogC(X,M)(−, (U1(A , P ), P∼(1))) (g, log g) 7→P(g, log g)
σ : HomlogC(X,M)(−, (U1(A , P ), P∼(1)))⇒ F(A ,P ) (ϕ, h) 7→ (ĝ(ϕ, h), log ĝ(ϕ, h))
and it remains to show that these transformations are isomorphisms of functors. However, the
latter fit into an essentially commutative diagram of natural transformations :
F(A ,P )
ϑ +3

HomlogC(X,M)(−, (U1(A , P ), P∼(1))) σ +3

F(A ,P )

FA ◦ p +3 HomCX (p(−), (U1(A ),OY (1)|U1(A ))) +3 FA ◦ p
whose bottom line is given by the natural transformations (10.6.37). Moreover, given an iso-
morphism h of invertibleN-modules, the discussion in (12.4.3) leads to the identity :
(12.4.28) h = (h⊗N OZ)× ⊗OZ× N.
Likewise, we have natural identifications :
SymnNL = (Sym
n
OZ
L ⊗N OZ)× ⊗O×Z N for every n ∈ Z
which show that βA and g determine uniquely log g. This – and an inspection of the proof
of lemma 10.6.33 – already implies that σ ◦ ϑ is the identity automorphism of the functor
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F(A ,P ). Finally, let ϕ = (β, log β) and h as in the foregoing, so that (ϕ, h) is a morphism in
logC(X,M ); to conclude we have to show that (ϕ
′, h′) := ϑ ◦ σ(ϕ, h) equals (ϕ, h). Say that
ϕ′ := (β ′, log β ′); by the above (and by the proof of lemma 10.6.33) we already know that
β = β ′, and (12.4.28) implies that h = h′. Hence, it remains only to show that log β = log β ′,
which can be checked directly on the stalks over the τ -points of Z : we leave the details to the
reader. 
Example 12.4.29. (i) Let ψ : (Z ′, N ′) → (Z,N) be a morphism of log schemes, n ∈ N
any integer, and Pn(Z,N) the n-dimensional projective space over (Z,N), defined as in example
12.4.16. A simple inspection of the definitions yields a natural isomorphism ofO(Z′,N ′)-algebras
Sym•(OZ′ ,N ′)(OZ′, N
′)⊕n
∼→ ψ∗Sym•(OZ ,N)(OZ , N)⊕n for every n ∈ N
whence a natural isomorphism of (Z ′, N ′)-schemes :
Pn(Z′,N ′)
∼→ (Z ′, N ′)×(Z,N) Pn(Z,N) for every n ∈ N.
(ii) Let L be any invertibleN-module; notice that a morphism of N-graded monoids
Sym•NN
⊕n → Sym•NL
which is the identity map in degree zero, is the same as the datum of a sequence
(βi : N → L | i = 1, , . . . , n)
of morphisms of N-modules, and the latter is the same as a sequence (b1, . . . , bn) of global
sections of L . Since Sym1OZO
⊕n+1
Z generates Sym
•
OZ
On+1Z , proposition 12.4.27 and (i) imply
that Pn(Z,N) represents the functor logC(Z,N) → Set that assigns to any pair ((X,M),L ) the
set of all sequences (b0, . . . , bn) of global sections of L . The bijection
(12.4.30) HomlogC(Z,N)(((X,M),L ), (P
n
(Z,N), N
∼(1)))
∼→ Γ(X,L )n+1
can be explicited as follows. Let (ϕ, h) : ((X,M),L )→ (Pn(Z,N), N∼(1)) be a givenmorphism
in logC(Z,N); then h : ϕ∗N
∼(1)→ L is an isomorphism ofM -modules, which induces a map
on global sections
Γ(h) : Γ(Pn(Z,N), N
∼(1)))→ Γ(X,L ).
Now, N∼(1) admits a distiguished system of global sections ε0, . . . , εn (example 12.4.16(ii)),
and the bijection (12.4.30) assigns to (ϕ, h) the sequence (Γ(h)(ε0), . . . ,Γ(h)(εn)).
(iii) Given a sequence b• := (b0, . . . , bn) as in (ii), denote by
fb• : (X,M)→ Pn(Z,N)
the corresponding morphism. A direct inspection of the definitions shows that the formation of
fb• is compatible with arbitrary base changes h : (Z
′, N ′)→ (Z,N). Namely, set (X ′,M ′) :=
(Z ′, N ′) ×(Z,N) (X,M), let g : (X ′,M ′) → (X,M) be the induced morphism, L ′ := g∗L ,
and suppose that L ′ is also invertible (which always holds, if M ′ is an integral log structure);
the sequence b• pulls back to a corresponding sequence b
′
• := (b
′
0, . . . , bn) of global sections of
L ′, and there follows a cartesian diagram of log schemes :
(X ′,M ′)
fb′• //
g

Pn(Z′,N ′)
Pnh

(X,M)
fb• // Pn(Z,N).
The details shall be left to the reader.
Definition 12.4.31. Let (X,M) be a log scheme, and I ⊂M an ideal ofM (see (3.6.22)).
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(i) Let f : (Y,N)→ (X,M) be a morphism of log schemes; then f−1I is an ideal in the
sheaf of monoids f−1M ; we let :
IN := log f(f−1I ) ·N
which is the smallest ideal of N containing the image of f−1I .
(ii) A logarithmic blow up of the ideal I is a morphism of log schemes
ϕ : (X ′,M ′)→ (X,M)
which enjoys the following universal property. The ideal IM ′ is invertible, and every
morphism of log schemes (Y,N) → (X,M) such that IN ⊂ N is invertible, factors
uniquely through ϕ.
Remark 12.4.32. (i) Keep the notation of definition 12.4.31. By the usual general nonsense, it
is clear that the blow up (X ′,M ′) is determined up to unique isomorphism of (X,M)-schemes.
(ii) Moreover, let f : Y → X be a morphism of schemes. Then we claim that the natural
projection :
(Y ′,M ′Y ) := Y ×X (X ′,M ′)→ (Y,MY ) := Y ×X (X,M)
is a logarithmic blow up of IMY , provided IM
′
Y is an invertible ideal; especially, this holds
wheneverM ′ is an integral log structure (lemma 12.1.18(i)). The proof is left as an exercise for
the reader.
12.4.33. Let (X,M) be a log scheme, I ⊂ M an ideal; we shall show the existence of the
logarithmic blow up of I , under fairly general conditions. To this aim, we introduce the graded
blow up OX-algebra :
B(X,M,J ) :=
⊕
n∈N
I n ⊗M OX
where I n ⊗M OX is the sheaf associated to the presheaf U 7→ I n(U) ⊗M (U) OX(U) on
Xτ . Here I 0 := M , and for every n > 0 we let I n be the sheaf associated to the presheaf
U 7→ I (U)n on Xτ . The graded multiplication law of the blow up OX-algebra is induced by
the multiplication I n ×I m → I n+m, for every n,m ∈ N.
The natural map I n → I n ⊗M OX induces a morphism of sheaves of monoids :∐
n∈N
I n → B(X,P ,J ).
The latter defines a N-graded O(X,M)-algebra, which we denote B(X,M,I ).
12.4.34. Suppose first that I is invertible; then it is easily seen that, locally on Xτ , I is
generated by a regular local section (see example 4.8.36(i)), hence the same holds for the power
I n, for every n ∈ N. Therefore I n is a locally free M -module of rank one, and we have a
natural isomorphism :
B(X,M,I )
∼→ (A (I ), Sym•MI )
(notation of example (12.4.13)). It follows that in this case, the natural projection :
π(X,M,I ) : ProjB(X,M,I )→ (X,M)
is an isomorphism of log schemes.
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12.4.35. The formation of B(X,M,I ) is obviously functorial with respect to morphisms of
log schemes; more precisely, such a morphism f : (Y,N) → (X,M) induces a morphism of
N-graded O(Y,N)-algebras:
B(f,I ) : f ∗B(X,M,I )→ B(Y,N,IN)
(notation of (12.4.23)) which is an epimorphism on the underlying OY -modules. Moreover, if
g : (Z,Q)→ (Y,N) is another morphism, we have the identity :
(12.4.36) B(f ◦ g,I ) = B(g,IN) ◦ g∗B(f,I ).
Furthermore, the construction of the blow up algebra is local for the topology ofXτ : if U → X
is any object of Xτ , we have a natural identification
B(U,M |U ,I|U)
∼→ B(X,M,I )|U .
In the presence of charts for the log structureM , we can give a handier description for the blow
up algebra; namely, we have the following :
Lemma 12.4.37. LetX be a scheme, α : P → OX a pre-log structure, β : P → P log the natural
morphism of pre-log structures. Let also I ⊂ P be an ideal, and set I P log := β(I ) · P log
(which is the ideal of P log generated by the image of I ). Then :
(i) There is a natural isomorphism of graded OX-algebras :⊕
n∈N
I n ⊗P OX ∼→ B(X,P log,IP log).
(ii) Especially, suppose (X,M) is a log scheme that admits a chart β : PX → M , let
I ⊂ P be an ideal, and set IM := β(IX) ·M . Then B(X,M, IM) is a N-graded
quasi-coherent O(X,M)-algebra.
(iii) In the situation of (ii), set (S, P logS ) := Spec(Z, P ) (see (12.2.13)), and denote by
f : (X,M)→ (S, P logS ) the natural morphism. Then the map :
B(f, IP logS ) : f
∗B(S, P logS , IP
log
S )→ B(X,M, IM)
is an isomorphism of N-graded O(X,M)-algebras.
Proof. (i): Since the functor (4.8.51) commutes with all colimits, we have a natural isomor-
phism of sheaves of rings on Xτ :
Z[P log]
∼→ Z[P ]⊗Z[α−1O×X ] Z[O
×
X ].
We are therefore reduced to showing that the natural morphism
Z[I n]⊗Z[α−1O×X ] Z[O
×
X ]→ I nZ[P log]
is an isomorphism for every n ∈ N. The latter assertion can be checked on the stalks over the
τ -points ofX; to this aim, we invoke the more general :
Claim 12.4.38. Let G be an abelian group, ϕ : H → P ′ and ψ : H → G two morphisms of
monoids, I ⊂ P ′ an ideal. Then the natural map
(12.4.39) Z[I]⊗Z[H] Z[G]→ IZ[P ′ ⊗H G]
is an isomorphism.
Proof of the claim. Recall that Z[I] = IZ[P ′], and the map (12.4.39) is induced by the natural
identification: Z[P ′]⊗Z[H] Z[G] ∼→ Z[P ′ ⊗H G] (see (4.8.52)). Especially, (12.4.39) is clearly
surjective, and it remains to show that it is also injective. To this aim, notice first that ψ factors
through the unit of adjunction η : H → Hgp; the morphismZ[η] : Z[H ]→ Z[Hgp] = H−1Z[H ]
is a localization map (see (4.8.53)), especially it is flat, hence (12.4.39) is injective when G =
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Hgp and ψ = η. It follows easily that we may replace H by Hgp, P ′ by P ′ ⊗H Hgp, I by
I · (P ′ ⊗H Hgp), and therefore assume that H is a group. Let L := ψ(H); arguing as in the
foregoing, we may consider separately the case where ψ is the surjection H → L and the case
where ψ is the injection i : L → G. However, one sees easily that Z[i] : Z[L] → Z[G] is a flat
morphism, hence it suffices to consider the case where ψ is a surjective group homomorphism.
Set K := Kerψ; we have a natural identification : P ′ ⊗H G ≃ P ′ ⊗K {1}, hence we may
further reduce to the case where G = {1}. Then the contention is that the augmentation map
Z[K]→ Z induces an isomorphism ω : Z[I]⊗Z[K] Z ∼→ IZ[P ′/K]. From lemma 4.8.31(ii), we
derive easily that IZ[P ′/K] = Z[I/K], where I/K is the set-theoretic quotient of I for theK-
action deduced from ϕ. However, any set-theoretic section I/K → I of the natural projection
I → I/K yields a well-defined surjection Z[I/K] → Z[I]⊗Z[K] Z whose composition with ω
is the identity map. The claim follows. ♦
(ii): Let U be an affine object ofXτ , say U = SpecA; from (i), we see that B(X,M, IM)|U
is the quasi-coherent OU -algebra associated to the A-algebra ⊕n∈NZ[In]⊗Z[P ] A.
(iii): In view of (i) we know already that B(f, IP logS ) induces an isomorphism on the under-
lying OX-algebras; hence, by lemma 12.2.18(i), it remains to show that B(f, IP
log
S ) induces an
isomorphism :
f ∗(InP logS )
∼→ Inf ∗(P logS ) for every n ∈ N.
Let γ : f−1P logS → f−1OS → OX be the natural map; after replacing I by In, we come down
to showing that the natural map :
f−1(IP logS )⊗γ−1O×X O
×
X → I · (f−1P logS ⊗γ−1O×X O
×
X )
is an isomorphism. This assertion can be checked on the stalks over the τ -points of X; if x is
such a point, let G := O×X,x, H := γ
−1
x G and P
′ := P logS,f(x). The map under consideration is the
natural morphism of P ′-modules :
ω : (IP ′)⊗H G→ I(P ′ ⊗H G)
and it suffices to show that Z[ω] is an isomorphism; however, the latter is none else than
(12.4.39), so we may appeal to claim 12.4.38 to conclude. 
12.4.40. We wish to generalize lemma 12.4.37(ii) to log structures that do not necessarily
admit global charts. Namely, suppose now that M is a quasi-coherent log structure on X , and
I ⊂M is a coherent ideal (see definition 4.8.6(v)). For every τ -point ξ ofX , we may then find
a neighborhood U of ξ in Xτ , a chart β : PU → M |U , and local sections s1, . . . , sn ∈ I (U)
which form a system of generators for I|U . We may then write si,ξ = ui · β(xi) for certain
x1, . . . , xn ∈ P and u1, . . . , un ∈ O×X,ξ. Up to shrinking U , we may assume that u1, . . . , un ∈
O×X (U), and it follows that I|U = I ·M |U , where I ⊂ P is the ideal generated by x1, . . . , xn. In
other words, locally onXτ , the datum (X,M,I ) is of the type considered in lemma 12.4.37(ii);
therefore the blow up OX-algebra B(X,M,I ) is quasi-coherent. We may then consider the
natural projection :
(12.4.41) π(X,M,I ) : BlI (X,M) := ProjB(X,M,I )→ (X,M).
Next, let f : (Y,N) → (X,M) be a morphism of log schemes; it is easily seen that IN
is a coherent ideal of N , hence B(Y,N,IN) is quasi-coherent as well, and since the map
B(f,I ) of (12.4.35) is an epimorphism on the underlying OY -modules, we have :
G(B(f,I )) = BlIN(Y,N)
(notation of (12.4.18)) whence a closed immersion of (Y,N)-schemes :
ProjB(f,I ) : BlIN(Y,N)→ (Y,N)×(X,M) BlI (X,M)
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([38, Ch.II, Prop.3.6.2(i)] and (12.4.24)), which is the same as a morphism of (X,M)-schemes
:
ϕ(f,I ) : BlIN(Y,N)→ BlI (X,M).
Moreover, if g : (Z,Q)→ (Y,N) is another morphism, (12.4.36) induces the identity :
(12.4.42) ϕ(f,I ) ◦ ϕ(g,IN) = ϕ(f ◦ g,I ).
Example 12.4.43. In the situation of lemma 12.4.37(iii), notice that OS is a flat Z[PS ]-algebra,
and therefore :
B(S, P logS , IP
log
S ) =
⊕
n∈N
InOS.
Moreover, (12.4.24) specializes to a natural isomorphism of (X,M)-schemes :
(12.4.44) BlIM(X,M)
∼→ X ×S BlIP logS (S, P
log
S ).
We wish to give a more explicit description of the log structure of BlIP logS
(S, P logS ). To begin
with, recall that S ′ := ProjB(S, P logS , IP
log
S ) admits a distinguished covering by (Zariski) affine
open subsets : namely, for every a ∈ I , consider the localization
Pa := T
−1
a P where Ta := {an | n ∈ N}
and let Qa ⊂ Pa be the submonoid generated by the image of P and the subset {a−1b | b ∈ I};
then
S ′ =
⋃
a∈I
SpecZ[Qa].
Hence, let us set
Ua := Spec(Z, Qa) for every a ∈ I.
We claim that these locally defined log structures glue to a well defined log structure Q on the
whole of S ′τ . Indeed, let a, b ∈ I; we have
Ua,b := SpecZ[Qa] ∩ SpecZ[Qb] = SpecZ[Qa ⊗P Qb]
and it is easily seen that Qa⊗P Qb = Qa[b−1a], i.e. the localization ofQa obtained by inverting
its element a−1b, and this is of course the same as Qb[a
−1b]. Then lemma 12.2.14 implies that
the log structures of Ua and Ub agree on Ua,b, whence the contention. It is easy to check that the
resulting log scheme is precisely BlIP logS
(S, P logS ) : the details shall be left to the reader.
Proposition 12.4.45. Let (X,M) be a log scheme with quasi-coherent log structure, and I ⊂
M a coherent ideal. Then, the morphism (12.4.41) is a logarithmic blow up of I .
Proof. Let f : (Y,N) → (X,M) be a morphism of log schemes, and suppose that IN is an
invertible ideal of N ; in this case, we have already remarked (see (12.4.34)) that the projection
π(Y,N,IN) : BlIN(Y,N)→ (Y,N) is an isomorphism. We deduce a morphism :
(12.4.46) ϕ(f,I ) ◦ π−1(Y,N,IN) : (Y,N)→ BlI (X,M).
To conclude, it remains to show that (12.4.46) is the only morphism of log schemes whose
composition with π(X,M,I ) equals f . The latter assertion can be checked locally on Xτ , hence
we may assume thatM admits a chart PX →M , such thatI = IM for some finitely generated
ideal I ⊂ P . In this case, in view of (12.4.44), the set of morphisms of (X,M)-schemes
(Y,N) → BlI (X,M) is in natural bijection with the set of (S, P logS )-morphisms (Y,N) →
B := BlIP logS
(S, P logS ) (notation of example 12.4.43). In other words, we may assume that
(X,M) = (S, P logS ), and I = IP
log
S . Then f is determined by log f , i.e. by a map β : P →
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N(Y ). Let a1, . . . , ak be a system of generators for I; for each i = 1, . . . , k, we let Ui ⊂ Y be
the subset of all y ∈ Y for which there exists a τ -point ξ of Y with |ξ| = y and
(12.4.47) aiN ξ = IN ξ.
Notice that if y ∈ Ui, then (12.4.47) holds for every τ -point ξ of Y localized at y (details left to
the reader).
Claim 12.4.48. The subset Ui is open in Yi for every i = 1, . . . , k, and Y =
⋃k
i=1 Ui.
Proof of the claim. Say that y ∈ Ui, and let ξ be a τ -point of Y localized at y, such that (12.4.47)
holds. This means that, for every j = 1, . . . , k, there exists uj ∈ N ξ such that aj = ujai. Then,
we may find a τ -neighborhood h : U ′ → of ξ such that this identity persists in N(U ′); thus,
h(U ′) ⊂ Ui. Since h is an open map, this shows that Ui is an open subset.
Next, let ξ be any τ -point of Y ; by assumption, we have IN ξ = bN ξ for some b ∈ N ξ; this
means that for every i = 1, . . . , k there exists ui ∈ N ξ such that ai = uib. Since a1, . . . , ak
generate I , we must have ui ∈ N×ξ for at least an index i ≤ k, in which case |ξ| ∈ Ui, and this
shows that the Ui cover the whole of Y , as claimed. ♦
It is easily seen that, for every i = 1, . . . , k, any morphism (Ui, N |Ui) → B of (S, P logS )-
schemes factors through the open immersion Spec (Z,Qai) → B (where Qa, for an element
a ∈ P , is defined as in example 12.4.43). Conversely, by construction β extends to a unique
morphism of monoids Qai → N(Ui). Summing up, there exists at most one morphism of
(S, P logS )-schemes (Ui, N |Ui)→ B. In light of claim 12.4.48, the proposition follows. 
12.4.49. Keep the notation of proposition 12.4.45; by inspecting the construction, it is easily
seen that the log structure M ′ of BlI (X,M) is quasi-coherent, and if M is coherent (resp.
quasi-fine, resp. fine), then the same holds for M ′. However, simple examples show that M ′
may fail to be saturated, even in cases where (X,M) is a fs log scheme. Due to the prominent
role played by fs log schemes, it is convenient to introduce the special notation :
sat.BlI (X,M) := (BlI (X,M))
qfs
for the saturated logarithmic blow up of a coherent ideal I in a quasi-fine log structure M
(notation of proposition 12.2.35). Clearly the projection sat.BlI (X,M) → (X,M) is a final
object of the category of saturated (X,M)-schemes in which the preimage of I is invertible. If
(X,M) is a fine log scheme, sat.BlI (X,M) is a fs log scheme. Moreover, for any morphism of
schemes f : Y → X , letMY := f ∗M ; from remarks (12.4.32)(ii) and 12.2.36(iii), we deduce
a natural isomorphism of (Y,MY )-schemes :
(12.4.50) sat.BlIMY (Y,MY )
∼→ Y ×X sat.BlI (X,M).
Theorem 12.4.51. Let (X,M) be a quasi-fine log scheme with saturated log structure, I ⊂M
an ideal, ξ a τ -point of X . Suppose that, in a neighborhood of ξ, the ideal I is generated by
at most two sections, and denote :
ϕ : BlI (X,M)→ (X,M) (resp. ϕsat : sat.BlI (X,M)→ (X,M))
the logarithmic (resp. saturated logarithmic) blow up of I . Then :
(i) If Iξ is an invertible ideal ofM ξ, the natural morphisms
ϕ−1(ξ)→ Specκ(ξ) ϕ−1sat(ξ)→ Specκ(ξ)
are isomorphisms.
(ii) Otherwise, ϕ−1(ξ) is a κ(ξ)-scheme isomorphic to P1κ(ξ); furthermore, the same holds
for the reduced fibre ϕ−1sat(ξ)red, providedM is fine.
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Proof. After replacing X by a τ -neighborhood of ξ, we reduce to the case where M admits an
integral and saturated chart α : PX →M (lemma 12.1.18(iii)), and ifM is a fs log structure, we
may also assume that the chart α is fine and sharp at ξ (corollary 12.1.36(i)). Furthermore, we
may assume that I is generated by at most two elements of M(X), and if Iξ is principal, we
may assume that the same holds for I . In the latter case, since M is integral, I is invertible,
hence ϕ and ϕsat are isomorphisms, so (i) follows already.
Now, suppose that Iξ is not invertible, and let a′, b′ ∈ M(X) be a system of generators for
I ; we can write a′ = α(a) · u, b′ = α(b) · v for some a, b ∈ P and u, v ∈ κ×. Set t := a−1b,
and let J ⊂ P be the ideal generated by a and b; clearly JM = I , and Pa, P b 6= J .
Consider first the case whereX = Specκ, where κ is a field (resp. a separably closed field, in
case τ = e´t). In this situation, a pre-log structure on Xτ is the same as a morphism of monoids
β : P → κ, the associated log structure is the induced map of monoids
β log : P ⊗P0 κ× → κ where P0 := β−1κ×
and α is the natural map P → P ⊗P0 κ×. After replacing P by its localization P−10 P , we may
also assume that P0 = P
×. Let
(S, P logS ) := Spec(κ, P ) J
∼ := JP logS (Y,N) := BlJ∼(S, P
log
S ).
Denote by ε : κ[P ] → κ the homomorphism of κ-algebras induced by β via the adjunction
(4.8.50), and set I := Ker ε. In view of lemma 12.4.37(i) and (12.4.50), we have natural
cartesian diagrams of κ-schemes :
(12.4.52)
ϕ−1(ξ) //

(Y,N)

ϕ−1sat(ξ) //

(Y,N)sat

|ξ| Spec ε // S |ξ| Spec ε // S.
On the other hand, (a, b) can be regarded as a pair of global sections of J∼N , so the universal
property of example 12.4.29(ii) yields a morphism of (S, P logS )-schemes :
f(a,b) : (Y,N)→ P1(S,P logS ).
In light of example 12.4.29(i), the assertion concerning ϕ−1(ξ) will then follow from the :
Claim 12.4.53. The morphism |ξ| ×S f(a,b) is an isomorphism of κ-schemes.
Proof of the claim. Let Qa ⊂ P gp (resp. Qb ⊂ P gp) be the submonoid generated by P and t
(resp. by P and t−1); by inspecting example 12.4.43, we see that Y is covered by two affine
open subsets :
Ua := Spec κ[Qa] Ub := Specκ[Qb]
and Ua ∩ Ub = Specκ[Qa ⊗P Qb]. On the other hand, P1(S,P logS ) is covered as well by two
affine open subsets U ′0 and U
′
∞, both isomorphic to Specκ[P ⊕ N], and such that U ′0 ∩ U ′∞ =
Spec κ[P ⊕ Z], as usual. Moreover, a direct inspection shows that f(a,b) restricts to morphisms
Ua → U ′0 Ub → U ′∞
induced respectively by the maps of κ-algebras
ω0 : κ[P ⊕ N]→ κ[Qa] ω∞ : κ[P ⊕ N]→ κ[Qb]
such that ω0(x, n) = x · tn and ω∞(x, n) = x · t−n for every (x, n) ∈ P ⊕ N. We show that
ω0 := ω0 ⊗κ[P ] κ[P ]/I is an isomorphism; the same argument will apply also to ω∞, so the
claim shall follow.
Indeed, clearly the κ[P ]-algebra κ[Qa] is generated by t, hence ω0 is surjective, and then the
same holds for ω0. Next, setHa := I ·κ[Qa]; it is easily seen thatHa consists of all sums of the
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form
∑n
j=0 cjt
j , for arbitrary n ∈ N, with cj ∈ I for every j = 0, . . . , n. Clearly, an element
p(T ) ∈ κ[N] = κ[T ] lies in Kerω0 if and only if p(t) ∈ Ha, so we come down to the following
assertion. Let c0, . . . , cn ∈ κ[P ] such that
(12.4.54)
n∑
j=0
cjt
j = 0
in κ[Qa]; then cj lies in the ideal κ[β
−1(0)] of κ[P ], for every j = 0, . . . , n. Since P is integral,
(12.4.54) is equivalent to the identity :
∑n
j=0 cja
n−jbj = 0 in κ[P ]. For every x ∈ P , denote by
πx : κ[P ]→ κ the κ-linear projection such that πx(x) = 1, and πx(y) = 0 for every y ∈ P \{x}.
Suppose, by way of contradiction, that ci /∈ κ[β−1(0)] for some i ≤ n, hence πx(ci) 6= 0 for
some x ∈ P0; since P0 = P×, we may replace cj by x−1cj , for every j ≤ n, and assume that
π1(ci) 6= 0, hence πan−ibi(cian−ibi) 6= 0 (again, using the assumption that P is integral). Thus,
there exists j 6= i with j ≤ n, such that πan−ibi(cjan−jbj) 6= 0, and we may then find an element
c ∈ P such that πan−ibi(can−jbj) = 1, i.e. can−jbj = an−ibi; up to swapping the roles of a and
b, we may assume that i > j, in which case we may write ti−j = c; since P is saturated, it
follows that t ∈ P , hence J is generated by a, which is excluded. ♦
Next, we assume that M is a fs log structure (and X is still Spec κ), and we consider the
morphism ϕsat. As already remarked, we may assume that α is sharp at ξ, and P fine and
saturated; the sharpness condition amounts to saying that β(x) = 0 for every x ∈ P \ {1},
therefore I is the augmentation ideal of the graded κ-algebra κ[P ]. By inspecting the proof of
proposition 12.2.35, we see that (Y,N)sat is covered by two affine open subsets
U fsa := Specκ[Q
sat
a ] U
fs
b := Specκ[Q
sat
b ]
and U fsa ∩ U fsb = Specκ[Qsata ⊗P Qsatb ]. Since J is not principal, we have t /∈ P , and since P is
saturated, we deduce that t is not a torsion element of P gp; as the latter is a finitely generated
abelian group, it follows that we may find a unimodular element u ∈ P gp such that t lies in the
submonoidNu ⊂ P gp generated by u; this condition means that t = uk for some k ∈ N, andNu
is not properly contained in another rank one free submonoid of P gp. Write u = a′−1b′ for some
a′, b′ ∈ P , let J ′ ⊂ P be the ideal generated by a′ and b′, and Ra′ (resp. Rb′) the submonoid of
P gp generated by P and u (resp. by P and u−1); clearly Rsata′ = Q
sat
a , and R
sat
b′ = Q
sat
b . Denote
by N ′ the log structure of (Y,N)sat, and J ′ := J ′N ′; it is easily seen that
J ′|U fsa = a
′N ′|U fsa J
′
|U fsb
= b′N ′|U fsb
hence J ′ is invertible, and example 12.4.29(ii) yields a morphism of (S, P logS )-schemes
f(a′,b′) : (Y,N)
sat → P1
(S,P logS )
.
In light of example 12.4.29(i), the assertion concerning ϕ−1sat(ξ) will then follow from the :
Claim 12.4.55. (|ξ| ×S f(a′,b′))red : ϕ−1sat(ξ)red → P1κ is an isomorphism of κ-schemes.
Proof of the claim. As in the proof of claim 12.4.53, the morphism f(a′,b′) restricts to morphisms
U fsa → U ′0 and U fsb → U ′∞ induced by maps of κ-algebras :
ω0 : κ[P ⊕ N]→ κ[Qsata ] ω∞ : κ[P ⊕ N]→ κ[Qsatb ]
such that ω0(x, n) = x · un and ω∞(x, n) = x · u−n for every (x, n) ∈ P ⊕ N, and again, it
suffices to show that
(ω0 ⊗κ[P ] κ[P ]/I)red : κ[T ]→ (κ[Rsata ]/Iκ[Rsata ])red
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is an isomorphism (where for any ring A, we denote Ared be the maximal reduced quotient of
A, i.e. Ared := A/nil(A), where nil(A) is the nilradical of A). We break the latter verification
in two steps : first, let us check that the map
ω′0 : κ[T ]→ κ[Ra]/Iκ[Ra] p(T ) 7→ p(u) (mod Iκ[Ra])
is an isomorphism. Indeed, ω′0 is induced by the map of monoids ϕ : N→ Ra such that n 7→ un
for every n ∈ N; if t = uk, the map ϕ fits into the cocartesian diagram :
N
ψ //
kN

Qa
j

N
ϕ // Ra
where kN is the k-Frobenius map, ψ is given by the rule : n 7→ tn for every n ∈ N, and j is the
natural inclusion. Hence :
ω′0 = (κ[ψ]⊗κ[P ] κ[P ]/I)⊗κ[T k] κ[T ].
However, the proof of claim 12.4.53 shows that κ[ψ] ⊗κ[P ] κ[P ]/I is an isomorphism, whence
the contention. Lastly, let show that the natural map
ω′′0 : κ[Ra]/Iκ[Ra]→ (κ[Rsata ]/Iκ[Rsata ])red
is an isomorphism. Indeed, it is clear that the natural map ω′′0 : κ[Ra] → κ[Rsata ] is integral and
injective, hence Specω′′0 is surjective; therefore Specω
′′
0 is still surjective and integral. However,
the foregoing shows that κ[Ra]/Iκ[Ra] is reduced, so we deduce that ω
′′
0 is injective. To show
that ω′′0 is surjective, it suffices to show that the classes of the generating system R
sat
a ⊂ κ[Rsata ]
lie in the image of ω′′0 . Hence, let x ∈ Rgpa , with xm ∈ Ra for somem > 0, so that xm = y · un
for some n ∈ N and y ∈ P . If y 6= 1, we have y ∈ I , hence the image of xm vanishes in
κ[Rsata ]/Iκ[R
sat
a ], and the image of x vanishes in the reduced quotient; finally, if y = 1, the
identity xm = un implies that m divides n, since u is unimodular; hence x = un/m and the
image of x agrees with ω′′0(u
n/m). ♦
Finally, let us return to a general quasi-fine log scheme (X,M); the theorem will follow from
the more precise :
Claim 12.4.56. In the situation of the theorem, suppose moreover that
(a) M admits a saturated chart α : PX →M
(b) I = JM , where J ⊂ P is an ideal generated by two elements a, b ∈ P
(c) Iξ is not invertible.
Then we have :
(i) There exists a morphism of (X,M)-schemes : BlI (X,M) → P1(X,M) inducing an
isomorphism of κ(ξ)-schemes ϕ−1(ξ)
∼→ P1κ(ξ).
(ii) If furthermore, P is fine (and saturated) and α is sharp at ξ, then there exists a morphism
of (X,M)-schemes : sat.BlI (X,M) → P1(X,M) inducing an isomorphism of κ(ξ)-
schemes ϕ−1sat(ξ)red
∼→ P1κ(ξ).
Proof of the claim. (i): Denote by N the log structure of BlI (X,M); the elements a, b define
global sections of the invertibleN -moduleIN , and we claim that the corresponding morphism
of (X,M)-schemes f(a,b) : BlI (X,M) → P1(X,M) will do. Indeed, set (|ξ|,M ξ) := |ξ| ×X
(X,M), and recall that there exists natural isomorphisms
|ξ| ×X P1(X,M) ∼→ P1(|ξ|,Mξ) |ξ| ×X BlI (X,M)
∼→ BlIMξ(|ξ|,Mξ)
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(example 12.4.29(i) and remark 12.4.32(ii)). Denote byN ξ the log structure ofBlIMξ(|ξ|,Mξ);
by example 12.4.29(iii), the base change
|ξ| ×X f : BlIMξ(|ξ|,Mξ)→ P1(|ξ|,Mξ)
is the unique morphism f(a,b) of (|ξ|,Mξ)-schemes corresponding to the pair (a, b) of global
sections of IN ξ obtained by pulling back the pair (a, b). Therefore, in order to check that
|ξ|×Xf is an isomorphism, we may replace from start (X,M) by (|ξ|,M ξ) (whose log structure
is still quasi-fine, by lemma 12.1.18(i), and assume that X = Specκ, where κ is a field (resp. a
separably closed field, in case τ = e´t), in which case the assertion is just claim 12.4.53.
(ii): Denote byN ′ the log structure of sat.BlI (X,M), define a
′, b′ and J ′ as in the foregoing,
and set again J ′ := J ′N ′. Again, it is easily seen that J ′ is an invertible N ′-module, and
the pair (a′, b′) yields a morphism f(a′,b′) : sat.BlI (X,M) → P1(X,M ) which fulfills the sought
condition. Indeed, denote by N ′ξ the log structure of sat.BlIMξ(|ξ|,Mξ); in light of (12.4.50)
and example 12.4.29(iii), the base change
|ξ| ×X f(a′,b′) : sat.BlIMξ(|ξ|,Mξ)→ P1(|ξ|,Mξ)
is the unique morphism f(a′,b′) of (|ξ|,Mξ)-schemes corresponding to the pair (a′, b′) of global
sections of J ′N ′ξ obtained by pulling back the pair (a
′, b′). Thus, the assertion is just claim
12.4.55. 
12.5. Regular log schemes. In this section we introduce the logarithmic version of the classi-
cal regularity condition for locally noetherian schemes. This theory is essentially due to K.Kato
([80]), and we mainly follow his exposition, except in a few places where his original arguments
are slightly flawed, in which cases we supply the necessary corrections.
12.5.1. Let A be a ring, P a monoid. Recall that mP is the maximal (prime) ideal of P (see
(6.1.10)). The mP -adic filtration of P is the descending sequence of ideals :
· · · ⊂ m3P ⊂ m2P ⊂ mP
where mnP is the n-th power of m in the monoid P(P ) (see (6.1.1)). It induces a mP -adic
filtration Fil•M on any P -module M and any A[P ]-algebra B, defined by letting FilnM :=
mnPM and FilnB := A[m
n
P ] · B, for every n ∈ N.
Lemma 12.5.2. Suppose that P is fine. We have :
(i) The mP -adic filtration is separated on P .
(ii) If P is sharp, P \mnP is a finite set, for every n ∈ N.
Proof. (i): Indeed, choose A to be a non-zero noetherian ring, set J :=
⋂
n≥0A[m
n
P ] and notice
that J is generated by m∞P :=
⋂
n∈Nm
n
P . On the other hand, J is annihilated by an element of
1 +A[mP ] ([89, Th.8.9]). Thus, suppose x ∈ m∞P , and pick y ∈ A[mP ] such that (1− y)x = 0;
we may write y = a1t1 + · · ·+ artr for certain a1, . . . , ar ∈ A and t1, . . . , tr ∈ mP . Therefore
x = a1xt1 + · · ·+ arxtr in A[P ], which is absurd, since P is integral.
Assertion (ii) is immediate from the definition. 
12.5.3. Keep the assumptions of lemma 12.5.2. It turns out that P can actually be made into
a graded monoid, albeit in a non-canonical manner. We proceed as follows. Let ε : P → P sat
the inclusion map, T ⊂ P sat the torsion subgroup, set Q := P sat/T , and let π : P sat → Q be
the natural surjection. We may regard logQ as a submonoid of the polyhedral cone QR, lying
in the vector space QgpR , as in (6.4.6). Since QR is a rational polyhedral cone, the same holds
for Q∨R, hence we may find a Q-linear form γ : logQ
gp ⊗Z Q → Q, which is non-negative
on logQ, and such that QR ∩ Ker γ ⊗Q R is the minimal face of QR, i.e. the R-vector space
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spanned by the image of Q×. If we multiply γ by some large positive integer, we may achieve
that γ(logP ) ⊂ N. We set :
grγnP := (γ ◦ π ◦ ε)−1(n) for every n ∈ N.
It is clear that grγnP · grγmP ⊂ grγn+mP , hence
P =
∐
n∈N
grγnP
is a N-graded monoid, and consequently :
A[P ] =
⊕
n∈N
A[grγnP ]
is a graded A-algebra. Moreover, it is easily seen that grγ0P = P
×. More generally, for x ∈ P ,
let µ(x) be the maximal n ∈ N such that x ∈ mnP ; then there exists a constant C ≥ 1 such that :
γ(x) ≥ µ(x) ≥ C−1γ(x) for every x ∈ P
so that the mP -adic filtration and the filtration defined by gr
γ
•P , induce the same topology on
P and on A[P ]. As a corollary of these considerations, we may state the following “regularity
criterion” for fine monoids :
Proposition 12.5.4. Let P be an integral monoid such that P ♯ is fine. Then we have
rk◦P×mP/m
2
P ≥ dimP
(notation of example 4.8.18) and the equality holds if and only if P ♯ is a free monoid.
Proof. (Notice that mP/m
2
P is a free pointed P
×-module, since P× obviously acts freely on
mP \m2P .) SincemP ♯/m2P ♯ = (mP/m2P )⊗P P ♯, we may replace P by P ♯, and assume from start
that P is sharp and fine. Then, the rank of mP/m
2
P equals the cardinality of the set Σ := mP \
m2P , which is finite, by lemma 12.5.2. We have a surjectivemorphism of monoidsϕ : N
(Σ) → P ,
that sends the basis of N(Σ) bijectively onto Σ ⊂ P (corollary 6.1.12). The sought inequality
follows immediately, and it is also clear that we have equality, in case P is free. Conversely, if
equality holds, ϕgp must be a surjective group homomorphism between free abelian group of
the same finite rank (corollary 6.4.10(i)), so it is an isomorphism, and then the same holds for
ϕ. 
Proposition 12.5.5. Let P be a fine and sharp monoid, A a noetherian local ring. Set SP :=
1 + A[mP ]; then we have :
dimS−1P A[P ] = dimA + dimP.
Proof. To begin with, the assumption that P is sharp implies that S−1P A[P ] is local. Next,
notice that A[P ] is a free A-module, hence the natural map A → S−1P A[P ] is a flat and local
ring homomorphism. Let k be the residue field of A; in view of [89, Th.15.1(ii)], we deduce :
dimS−1P A[P ] = dimA+ dimS
−1
P k[P ].
Hence we are reduced to showing the stated identity for A = k. However, clearly S−1P k[P ] =
k[P ]m, where m is the maximal ideal generated by the image of mP , hence it suffices to apply
claim 11.6.36(ii) and corollary 6.4.10(i), to conclude. 
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12.5.6. Let A be a ring, and P a fine and sharp monoid. We define :
A[[P ]] := lim
n∈N
A〈P/mnP 〉.
Alternatively, this is the completion of A[P ] for its A[mP ]-adic topology. In view of the finite-
ness properties of the mP -adic filtration (lemma 12.5.2(ii)), one may present A[[P ]] as the ring
of formal infinite sums
∑
σ∈P aσ ·σ, with arbitrary coefficients aσ ∈ A, where the multiplication
and addition are defined in the obvious way. Moreover, we may use a morphism of monoids
γ : logP → N as in (12.5.3), to see that :
(12.5.7) A[[P ]] =
∏
n∈N
A[grγnP ]
where A[grγnP ] · A[grγmP ] ⊂ A[grγn+mP ] for every m,n ∈ N. So any element x ∈ A[[P ]] can
be decomposed as an infinite sum
x =
∑
n∈N
grγnx.
The term grγ0x ∈ grγ0A = A does not depend on the chosen γ : it is the constant term of x, i.e.
the image of x under the natural projection A[[P ]]→ A.
Corollary 12.5.8. Let P be a fine and sharp monoid, A a noetherian local ring. Then :
(i) For any local morphism P → A (see (6.1.10)), we have the inequality:
dimA ≤ dimA/mPA+ dimP.
(ii) dimA[P ] = dimA[[P ]] = dimA+ dimP .
Proof. (i): Set A0 := A/mPA, and B := S
−1
P A0[P ], where SP ⊂ A0[P ] is the multiplicative
subset 1 + A0[mP ]; if we denote by gr•A (resp. gr•B) the graded A0-algebra associated to the
mP -adic filtration on A (resp. on B), we have a natural surjective homomorphism of graded
A0-algebras :
gr•B → gr•A.
Hence dimA = dimgr•A ≤ dim gr•B = dimB, by [89, Th.15.7]. Then the assertion follows
from proposition 12.5.5.
(ii): Set B := S−1P A[P ] and let mA (resp mB) be the maximal ideal of A (resp. of B); notice
that A[[P ]] is the (mPB)-adic completion of the local noetherian ring B, so A[[P ]] is a local
noetherian ring as well, with maximal ideal n := mA[[P ]] +A[[mP ]], and the n-adic completion
of A[[P ]] is naturally isomorphic to the mB-adic completion B
∧ of B. Hence we get
dimA[[P ]] = dimB∧ = dimB
so the second identity follows from proposition 12.5.5. Next, clearly we have dimA ≥ dimB.
On the other hand, let q ⊂ A[P ] be any prime ideal, set p := q ∩A and denote by κ the residue
field of the local ring Ap; with this notation, [89, Th.15.1(ii)] says that
dimA[P ]q = dimAp + dimA[P ]q ⊗A κ = dimAp + dimκ[P ]q ≤ dimA+ dimκ[P ]
so the assertion follows from 11.6.36(ii) and corollary 6.4.10(i). 
As a first application, we have the following combinatorial version of Kunz’s theorem 9.6.35
that characterizes regular rings via their Frobenius endomorphism.
Theorem 12.5.9. Let P be a monoid such that P ♯ is fine, k > 1 an integer, and suppose that the
Frobenius endomorphism kP : P → P is flat (see example 6.5.10(i)). Then P ♯ is a free monoid.
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Proof. First, we remark that k
♯
P : P
♯ → P ♯ is still flat (corollary 6.1.50(i)). Moreover, k♯P is
injective. Indeed, suppose that xk = yk ·u for some x, y ∈ P and u ∈ P×; from theorem 6.1.43
we deduce that there exist b1, b2, t ∈ P such that
b1x = b2y 1 = b
k
1t u = b
k
2t.
Especially, b1, b2 ∈ P×, so the images of x and y agree in P ♯. Hence, we may replace P by P ♯,
and assume that kP is flat and injective, in which case Z[kP ] : Z[P ] → Z[P ] is flat (theorem
6.2.3), integral and injective, hence it is faithfully flat. Now, letR be the colimit of the system of
rings (Rn | n ∈ N), where Rn := Z[P ], and the transition map Rn → Rn+1 is Z[kP ] for every
n ∈ N. The induced map j : R0 → R is still faithfully flat; moreover, let p be any prime divisor
of k, and notice that j ◦pP = j (where pP is the p-Frobenius map). It follows that pP is flat and
injective as well, so Fp[pP ] : Fp[P ] → Fp[P ] is a flat ring homomorphism (again, by theorem
6.2.3), and then the same holds for the induced map Fp[[pP ]] : Fp[[P ]] → Fp[[P ]]. By Kunz’s
theorem, we deduce that Fp[[P ]] is a regular local ring, with maximal ideal m := Fp[[mP ]];
notice that the images of the elements of mP \m2P yield a basis for the Fp-vector space m/m2.
Say that mP \m2P = {x1, . . . , xs}; it follows that the continuous ring homomorphism
Fp[[T1, . . . , Ts]]→ Fp[[P ]] Ti 7→ xi for i = 1, . . . , s
is an isomorphism. From the discussion of (12.5.6), we immediately deduce that P ≃ N⊕s, as
required. 
12.5.10. Now we wish to state and prove the combinatorial versions of the Artin-Rees lemma,
and of the so-called local flatness criterion (see e.g. [89, Th.22.3]). Namely, let P be a pointed
monoid, such that P ♯ is finitely generated; let also (A,mA) be a local noetherian ring, N a
finitely generated A-module, and :
α : P → (A, ·)
a morphism of pointed monoids. The following is our version of the Artin-Rees lemma :
Lemma 12.5.11. In the situation of (12.5.10), let J ⊂ P be an ideal, M a finitely generated
P -module,M0 ⊂M a submodule. Then there exists c ∈ N such that :
(12.5.12) JnM ∩M0 = Jn−c(JcM ∩M0) for every n > c.
Proof. Set M := M/P×, M 0 := M0/P
× and J := J/P×, the set-theoretic quotients for the
respective natural P×-actions. Notice that J is an ideal of P ♯ and M0 ⊂ M is an inclusion of
P -modules. Moreover, any set of generators of the ideal J (resp. of the P ♯-module M0) lifts
to a set of generators for J (resp. for the P -module M0). Furthermore, it is easily seen that
(12.5.12) is equivalent to the identity JnM ∩M 0 = Jn−c(JcM ∩M 0). Hence, we are reduced
to the case where P = P ♯ is a finitely generated monoid. Then Z[P ] is noetherian, Z[M ] is a
Z[P ]-module of finite type, and we notice that :
Z[JnM ∩M0] = JnZ[M ] ∩ Z[M0] Z[Jn−c(JcM ∩M0)] = Jn−c(JcZ[M ] ∩ Z[M0]).
Thus, the assertion follows from the standard Artin-Rees lemma [89, Th.8.5]. 
Proposition 12.5.13. In the situation of (12.5.10), suppose moreover that P ♯ is fine (see remark
4.8.14(vi)), and let mα := α
−1mA. Then the following conditions are equivalent :
(a) N is α-flat (see definition 6.1.35).
(b) Tor
Z〈P 〉
i (N,Z〈M〉) = 0 for every i > 0 and every integral pointed P -moduleM .
(c) Tor
Z〈P 〉
1 (N,Z〈P/mα〉) = 0.
(d) The natural map :
(mnα/m
n+1
α )⊗P N → mnαN/mn+1α N
is an isomorphism of A-modules, for every n ∈ N (notation of (6.1.34)).
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Proof. The assertion (a)⇔(b) is just a restatement of proposition 6.1.41(i), and holds in greater
generality, without any assumption on either A or the pointed integral monoid P .
As for the remaining assertions, let S := α−1(A×); since the localization P → S−1P is flat,
the natural maps :
Tor
Z〈P 〉
i (N,Z〈M〉)→ TorZ〈S
−1P 〉
i (N,Z〈S−1M〉)
are isomorphisms, for every i ∈ N and every P -moduleM . Also, notice that the two P -modules
appearing in (d) are actually S−1P -modules (and the natural map is Z〈S−1P 〉-linear). Hence,
we can replace everywhere P by S−1P , which allows to assume that α is local, i.e. mα = mP .
Next, obviously (b)⇒(c).
(c)⇒(d): For every n ∈ N, we have a short exact sequence of pointed P -modules :
0→ mnP/mn+1P → P/mn+1P → P/mnP → 0.
It is easily seen that mnP/m
n+1
P is a free P/mP -module (in the category of pointed modules),
so the assumption implies that Tor
Z〈P 〉
1 (N,m
n
P/m
n+1
P ) = 0 for every n ∈ N. By looking at the
induced long Tor-sequences, we deduce that the natural map
Tor
Z〈P 〉
1 (N,P/m
n+1
P )→ TorZ〈P 〉1 (N,P/mnP )
is injective for every n ∈ N. Then, a simple induction shows that, under assumption (c), all
these modules vanish. The latter means that the natural map :
mnP ⊗P N → mnPN
is an isomorphism, for every n ∈ N. We consider the commutative ladder with exact rows :
mn+1P ⊗P N //

mnP ⊗P N //

(mnP/m
n+1
P )⊗P N //

0
mn+1P N
// mnPN
// mnPN/m
n+1
P N
// 0.
By the foregoing, the two left-most vertical arrows are isomorphisms, hence the same holds for
the right-most, whence (c).
(d)⇒(c): We have to show that the natural map u : mP ⊗P N → mPN is an isomorphism.
To this aim, we consider themP -adic filtrations on these two modules; for the associated graded
modules one gets :
grn(mPN) = m
n
PN/m
n+1
P N grn(mP ⊗P N) = (mnP/mn+1P )⊗P N
for every n ∈ N; whence maps of A-modules :
grn(mP ⊗P N)
grnu−−→ grn(mPN).
which are isomorphism by assumption. To conclude, it suffices to show :
Claim 12.5.14. For every ideal I ⊂ P , the mPA-adic filtration is separated on the A-module
I ⊗P N .
Proof of the claim. Indeed, notice that the ideal I/P× ⊂ P ♯ is finitely generated (proposition
6.1.9(ii)), hence the same holds for I , so I ⊗P N is a finitely generated A-module. Then the
contention follows from [89, Th.8.10]. ♦
(c)⇒(b): We argue by induction on i. For i = 1, suppose first thatM = P/I for some ideal
I ⊂ P (notice that any such quotient is an integral pointed P -module); in this case, the assertion
to prove is that the natural map v : I ⊗P N → IN is an isomorphism. However, consider the
mP -adic filtration on P/I; for the associated graded module we have :
grn(P/I) = (m
n
P ∪ I)/(mn+1 ∪ I) for every n ∈ N
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and it is easily seen that this is a free pointed P×-module, for every n ∈ N. Hence, by inspecting
the long exact Tor-sequences associated to the exact sequences
0→ grn(P/I)→ P/(mn+1P ∪ I)→ P/(mnP ∪ I)→ 0
our assumption (c), together with a simple induction yields :
(12.5.15) Tor
Z〈P 〉
1 (N,Z〈P/(mnP ∪ I)〉) for every n ∈ N.
Now, fix n ∈ N; in light of lemma 12.5.11, there exists k ≥ n such that mkP ∩ I ⊂ mnP I . We
deduce surjective maps of A-modules :
I ⊗P N → I
mkP ∩ I
⊗P N → I
mnP I
⊗P N ∼→ I ⊗P N
mnP (I ⊗P N)
.
On the other hand, (12.5.15) says that the natural map (mnP ∪ I) ⊗P N → (mnP ∪ I)N is an
isomorphism, so the same holds for the induced composed map :
I
mkP ∩ I
⊗P N ∼→ m
k
P ∪ I
mkP
⊗P N → (m
k
P ∪ I)N
mkPN
.
Consequently, the kernel of v is contained in mnP (I ⊗P N); since n is arbitrary, we are reduced
to showing that the mP -adic filtration is separated on I ⊗P N , which is claim 12.5.14.
Next, again for i = 1, letM be an arbitrary integral P -module. In view of remark 6.1.28(i),
we may assume thatM is finitely generated; moreover, remark 6.1.28(ii), together with an easy
induction further reduces to the case where M is cyclic, in which case, according to remark
6.1.28(iii),M is of the form P/I for some ideal I , so the proof is complete in this case.
Finally, suppose i > 1 and assume that the assertion is already known for i − 1. We may
similarly reduce to the case whereM = P/I for some ideal I as in the foregoing; to conclude,
we observe that :
Tor
Z〈P 〉
i (N,Z〈P/I〉) ≃ TorZ〈P 〉i−1 (N,Z〈I〉).
Since obviously I is an integral P -module, the contention follows. 
As a corollary, we have the following combinatorial going-down theorem, which is proved in
the same way as its commutative algebra counterpart.
Corollary 12.5.16. In the situation of (12.5.10), assume that P ♯ is fine, and that A is α-flat.
Let p ⊂ q be two prime ideals of P , and q′ ⊂ A a prime ideal such that q = α−1q′. Then there
exists a prime ideal p′ ⊂ q′ such that p = α−1p′.
Proof. Let β : Pq → Aq′ be the morphism induced by α; it is easily seen that Aq′ is β-flat,
and moreover (Pp)
♯ = (P ♯)♯p is still fine (lemma 6.1.21(iv)). Hence we may replace α by β,
which (in view of (6.1.10)) allows to assume that q (resp. q′) is the maximal ideal of P (resp.
of A). Next, let P0 := P/p, A0 := A/pA and denote by α0 : P0 → A0 the morphism induced
from α; it is easily seen that A0 is α0-flat : for instance, the natural map (m
n
P/m
n+1
P )⊗P A0 →
mnPA0/m
n+1
P A0 is of the type f ⊗A A0, where f is the map in proposition 12.5.13(c), thus if
the latter is bijective, so is the former. Moreover P ♯0 is a quotient of P
♯, hence it is again fine.
Therefore we may replace P by P0 and A by A0, which allows to further assume that p = {0},
and it suffices to show that there exists a prime ideal q′ ⊂ A, such that α−1q′ = {0}. Set
Σ := P \ {0}; it is easily seen that the natural morphism P → Σ−1P is injective; moreover, its
cokernel C (in the category of pointed P -modules) is integral, so that Tor
Z〈P 〉
1 (A,Z〈C〉) = 0
by assumption. It follows that the localization map A→ Σ−1A is injective, especially Σ−1A 6=
{0}, and therefore it contains a prime ideal q′′. The prime ideal q′ := q′′ ∩A will do. 
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Lemma 12.5.17. Let A be a noetherian local ring, N an A-module of finite type, α : P → A
and β : Q → A two morphisms of pointed monoids, with P ♯ and Q♯ both fine. Suppose that α
and β induce the same constant log structure on SpecA (see (12.1.15)). Then N is α-flat if and
only if it is β-flat.
Proof. Let ξ be a τ -point localized at the closed point of X := SpecA, set B := OX,ξ and
let ϕ : A → B be the natural map. Let also M be the push-out of the diagram of monoids
P ← (ϕ ◦ α)−1B× → B× deduced from α; then M ≃ P logX,ξ , the stalk at the point ξ of the
constant log structure onXτ associated to α. Since ϕ is faithfully flat, it is easily seen thatN is
α-flat if and only if N ⊗A B is ϕ ◦ α-flat.
Hence we may replace A by B, α by ϕ ◦α,N byN ⊗AB, and Q byM , after which we may
assume that Q = P ∐α−1(A×) A×; especially, there exists a morphism of monoids γ : P → Q
such that α = β ◦ γ, and moreover β is a local morphism.
Next, set S := α−1(A×); clearly γ extends to a morphism of monoids γ′ : S−1P → Q, and α
and β ◦ γ′ induce the same constant log structure onXτ . Arguing as in the proof of proposition
12.5.13, we see that N is P -flat if and only if it is S−1P -flat. Hence, we may replace P by
S−1P , which allows to assume that γ induces an isomorphism P ∐P× A× ∼→ Q, therefore
also an isomorphism P ♯
∼→ Q♯. The latter implies that mQ = mPQ; moreover, notice that the
morphism of monoids P× → A× is faithfully flat, so the natural map :
Tor
Z〈P 〉
1 (N,Z〈P/mP 〉)→ TorZ〈Q〉1 (N,Z〈(P/mP )⊗P Q〉)→ TorZ〈Q〉1 (N,Z〈Q/mQ〉)
is an isomorphism. The assertion follows. 
Lemma 12.5.18. LetM be an integral monoid, A a ring, ϕ : M → A a morphism of monoids,
and set S := SpecA. Suppose that A is ϕ-flat. Then the log structure (M,ϕ)logS on Sτ is the
subsheaf of monoids of OS generated by O
×
S and the image ofM .
Proof. To ease notation, set M := (M,ϕ)logS ; let ξ be any τ -point of S. Then the stalk M ξ is
the push-out of the diagram : O×S,ξ ← ϕ−1ξ (O×S,ξ) → M where ϕξ : M → OS,ξ is deduced from
ϕ. Hence M ξ is generated by O
×
S,ξ and the image of M , and it remains only to show that the
structure mapM ξ → OS,ξ is injective. Therefore, let a, b ∈M and u, v ∈ O×S,ξ such that :
(12.5.19) ϕξ(a) · u = ϕξ(b) · v.
We come down to showing :
Claim 12.5.20. There exist c, d ∈M such that :
ϕξ(c), ϕξ(d) ∈ O×S,ξ ac = bd ϕξ(c) · v = ϕξ(d) · u.
Proof of the claim. Let mξ ⊂ OS,ξ be the maximal ideal, and set p := ϕ−1ξ (mξ), so that ϕξ
extends to a local morphism ϕp : Mp → OS,ξ. Since OS,ξ is a flat A-algebra, OS,ξ is ϕ-flat, and
consequently it is faithfully ϕp-flat (lemma 6.1.37). Then, assumption (12.5.19) leads to the
identity:
aMp ⊗Mp OS,ξ = ϕξ(a) · OS,ξ = ϕξ(b) · OS,ξ = bMp ⊗Mp OS,ξ
whence aMp = bMp, by faithful ϕp-flatness. It follows that there exist x, y ∈ Mp such that
ax = b and by = a, hence axy = a, which implies that xy = 1, sinceMp is an integral module.
The latter means that there exist c, d ∈M \p such that ac = bd inM . We deduce easily that
ϕξ(a) · ϕξ(c) · v = ϕξ(a) · ϕξ(d) · u.
Thus, to complete the proof, it suffices to show that ϕξ(a) is regular in OS,ξ. However, the
morphism of M-modules µa : M → M : m 7→ am (for all m ∈ M) is injective, hence the
same holds for the map µa ⊗M OS,ξ : OS,ξ → OS,ξ, which is just multiplication by ϕ(a). 
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12.5.21. Let (X,M) be a locally noetherian log scheme, with coherent log structure (on the
site Xτ , see (12.2.1)), and let ξ be any τ -point of X . We denote by I(ξ,M) ⊂ OX,ξ the ideal
generated by the image of the maximal ideal ofM ξ, and we set :
d(ξ,M) := dimOX,ξ/I(ξ,M) + dimM ξ.
Lemma 12.5.22. In the situation of (12.5.21), suppose furthermore that (X,M) is a fs log
scheme. Then we have the inequality :
dimOX,ξ ≤ d(ξ,M).
Proof. According to corollary 12.1.36(i), there exist a neighborhood U → X of ξ in Xτ , and
a fine and saturated chart α : PU → M |U , which is sharp at the point ξ. Especially, P ≃ M ♯ξ,
therefore dimP = dimM ξ (corollary 6.4.10(ii)). Notice that OX,ξ is a noetherian local ring
(this is obvious for τ = Zar, and follows from [44, Ch.IV, Prop.18.8.8(iv)] for τ = e´t), hence to
conclude it suffices to apply corollary 12.5.8(i) to the induced map of monoids P → OX,ξ. 
Definition 12.5.23. Let (X,M) be a locally noetherian fs log scheme, ξ a τ -point of X .
(i) We say that (X,M) is regular at the point ξ, if the following holds :
(a) the inequality of lemma (12.5.22) is actually an equality, and
(b) the local ring OX,ξ/I(ξ,M) is regular.
(ii) We denote by (X,M)reg ⊂ X the set of points x such that (X,M) is regular at any
(hence all) τ -points of X localized at x.
(iii) We say that (X,M) is regular, if (X,M)reg = X .
(iv) Suppose that K is a field, and X a K-scheme. We say that the K-log scheme (X,M)
is geometrically regular, if E ×K (X,M) is regular, for every field extension E ofK.
Remark 12.5.24. (i) Certain constructions produce log structuresM → OX that are morphisms
of pointed monoids. It is then useful to extend the notion of regularity to such log structures.
We shall say that (X,M) is a pointed regular log scheme, if there exists a log structure N on
X , such thatM = N◦ (notation of (12.1.11)), and (X,N) is a regular log scheme.
(ii) Likewise, if K is a field, X a K-scheme, and M a log structure on X , we shall say that
the K-log scheme (X,M) is geometrically pointed regular, ifM = N◦ for some log structure
N onX , such that (X,N) is geometrically regular.
12.5.25. Let (X,M) be a locally noetherian fs log scheme, ξ a τ -point of X , and O∧X,ξ the
completion of OX,ξ. The next result is the logarithmic version of the classical characterization
of complete regular local rings ([89, Th.29.7 and Th.29.8]).
Theorem 12.5.26. With the notation of (12.5.25), the log scheme (X,M) is regular at the point
ξ if and only if there exist :
(a) a complete regular local ring (R,mR), and a local ring homomorphism R→ O∧X,ξ;
(b) a fine and saturated chart PX(ξ) →M(ξ) which is sharp at the closed point ξ of X(ξ),
such that the induced continuous ring homomorphism
R[[P ]]→ O∧X,ξ
is an isomorphism if OX,ξ contains a field, and otherwise it is a surjection, with kernel
generated by an element ϑ ∈ R[[P ]] whose constant term lies in mR\m2R.
Proof. Suppose first that (a) and (b) hold. If R contains a field, then it follows that
dimOX,ξ = dimO
∧
X,ξ = dimR + dimP
by corollary 12.5.8(ii); moreover, in this case I(ξ,M) = mPOX,ξ, hence OX,ξ/I(ξ,M) =
OX,ξ/mPOX,ξ, whose completion is O∧X,ξ/mPO
∧
X,ξ ≃ R so that OX,ξ/I(ξ,M) is regular ([41,
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Ch.0, Prop.17.3.3(i)]). Furthermore,
dimR = dimO∧X,ξ/mPO
∧
X,ξ = dimOX,ξ/I(ξ,M)
([89, Th.15.1]). Hence (X,M) is regular at the point ξ. If R does not contain a field, we obtain
dimOX,ξ = dimR + dimP − 1. On the other hand, let ϑ0 be the image of ϑ in mR; then we
have O∧X,ξ/mPO
∧
X,ξ ≃ R/ϑ0R, which is regular of dimension dim R − 1, and again we invoke
[41, Ch.0, Prop.17.3.3(i)] to see that (X,M) is regular at ξ.
Conversely, suppose that (X,M) is regular at ξ. Suppose first that OX,ξ contains a field;
then we may find a field k ⊂ O∧X,ξ mapping isomorphically to the residue field of O∧X,ξ ([89,
Th.28.3]). Pick a sequence (t1, . . . , tr) of elements of OX,ξ whose image in the regular local
ring OX,ξ/I(ξ,M) forms a regular system of parameters. Let also P a fine saturated monoid
for which there exist a neighborhood U → X of ξ and a chart PU → M |U , sharp at the point
ξ. There follows a map of monoids α : P → OX,ξ, and necessarily the image of mP lies in the
maximal ideal of OX,ξ, and generates I(ξ,M). We deduce a continuous ring homomorphism
k[[P × N⊕r]]→ O∧X,ξ
which extends α, and which maps the generators T1, . . . , Tr of N
⊕r onto respectively t1, . . . , tr.
This map is clearly surjective, and by comparing dimensions (using corollary 12.5.8(ii)) one
sees that it is an isomorphism. Then the theorem holds in this case, with R := k[[N⊕r]].
Next, if OX,ξ does not contain a field, then its residue characteristic is a positive integer p,
and we may find a complete discrete valuation ring V ⊂ O∧X,ξ whose maximal ideal is pV , and
such that V/pV maps isomorphically onto the residue field of O∧X,ξ ([89, Th.29.3]). Again, we
choose a morphism of monoids α : P → OX,ξ as in the foregoing, and a sequence (t1, . . . , tr)
of elements of OX,ξ lifting a regular system of parameters for OX,ξ/I(ξ,M), by means of which
we define a continuous ring homomorphism
ϕ : V [[P × N⊕r]]→ O∧X,ξ
as in the previous case. Again, it is clear that ϕ is surjective. The image of the ideal J generated
by the maximal ideal of P × N⊕r is the maximal ideal of O∧X,ξ; in particular, there exists x ∈ J
such that ϑ := p− x lies in Kerϕ. If we let R := V [[N⊕r]], it is clear that ϑ ∈ mR \m2R.
Claim 12.5.27. Let A be a ring, π a regular element of A such that A/πA is an integral domain,
P a fine and sharp monoid. Let also ϑ be an element of A[[P ]] whose constant term is π (see
(12.5.6)). Then A[[P ]]/(ϑ) is an integral domain.
Proof of the claim. To ease notation, set A0 := A/πA, B := A[[P ]] and C := B/ϑB. Choose
a decomposition (12.5.7), and set FilγnB :=
∏
i≥nA[[gr
γ
i P ]] for every n ∈ N. Filγ•B is a
separated filtration by ideals of B, and we may consider the induced filtration Filγ•C on C.
First, we remark that Filγ•C is also separated. This comes down to checking that⋂
n≥0
ϑB + FilγnB = ϑB.
To this aim, suppose that, for a given x ∈ B we have identities of the type x = ϑyn + zn, with
yn ∈ B and zn ∈ FilγnB for every n ∈ N. Then, since π is regular, an easy induction shows that
grγi (yn) = gr
γ
i (ym) whenever n,m > i, and moreover x = ϑ ·
∑
i∈N gr
γ
i (yi+1), which shows the
contention. It follows that, in order to show that C is a domain, it suffices to show that the same
holds for the graded ring grγ•C associated to Fil
γ
•C. However, notice that :
FilγnB ∩ ϑB = ϑ · FilγnB for every n ∈ N.
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(Indeed, this follows easily from the fact that π is a regular element : the verification shall be
left to the reader). Hence, we may compute :
grγnC =
FilγnB + ϑB
Filγn+1 + ϑB
≃ Fil
γ
nB
Filγn+1 + ϑFil
γ
n
≃ A[grγnP ]/ϑA[grγnP ] ≃ A0[grγnP ].
Thus, grγ•A ≃ A0[P ], which is a domain, since by assumption A0 is a domain. ♦
From claim 12.5.27(ii) we deduce that R[[P ]]/(ϑ) is an integral domain. Then, again by
comparing dimensions, we see that ϕ factors through an isomorphism R[[P ]]/(ϑ)
∼→ O∧X,ξ. 
Remark 12.5.28. Resume the notation of (12.5.25), and suppose that OX,ξ/I(ξ,M) is a regular
local ring. Let PX(ξ) → M(ξ) be a chart as in theorem 12.5.26(b), and α : P → OX,ξ the
corresponding morphism of monoids. Moreover, if OX,ξ contains a field, let V denote a coeffi-
cient field of O∧X,ξ, and otherwise, let V be a complete discrete valuation ring whose maximal
ideal is generated by p, the residue characteristic of OX,ξ. In either case, pick a ring homomor-
phism V → O∧X,ξ inducing an isomorphism of V/pV onto the residue field of OX,ξ. Let as well
t1, . . . , tr ∈ OX,ξ be any sequence of elements whose image in OX,ξ/I(ξ,M) forms a regular
system of parameters, and extend the map α to a morphism of monoids P × N⊕r → OX,ξ, by
the rule : ei 7→ ti, where e1, . . . , er is the natural basis of N⊕r. Then by inspecting the proof of
theorem 12.5.26, we see that the induced continuous ring homomorphism :
V [[P × N⊕r]]→ O∧X,ξ
is always surjective, and if V is not a field, its kernel contains an element ϑ whose constant term
in V is ϑ0 = p. If V is a field (resp. if V is a discrete valuation ring) then (X,M) is regular at
the point ξ, if and only if this map is an isomorphism (resp. if and only if the kernel of this map
is generated by ϑ).
Corollary 12.5.29. Let (X,M) be a regular log scheme. Then the scheme X is normal and
Cohen-Macaulay.
Proof. Let x ∈ X be any point, and ξ a τ -point localized at x; we have to show that OX,x is
Cohen-Macaulay; in light of [44, Ch.IV, Cor.18.8.13(a)] (when τ = e´t), it suffices to show that
the same holds for OX,ξ. Then [89, Th.17.5] further reduces to showing that the completion
O∧X,ξ is Cohen-Macaulay; the latter follows easily from theorems 12.5.26 and 11.6.34(i). Next,
in order to prove that X is normal, it suffices to show that OX,x is regular, whenever x has
codimension one inX ([89, Th.23.8]). Again, by [44, Ch.IV, Cor.18.8.13(c)] (when τ = e´t) and
[41, Ch.0, Prop.17.1.5], we reduce to showing that O∧X,ξ is regular for such a point x. However,
for a point of codimension one we have r := dimM ξ ≤ 1. If r = 0, then I(ξ,M) = {0},
hence OX,ξ is regular. Lastly, if r = 1, we see thatM
♯
ξ ≃ N (theorem 6.4.16(iii)); consequently,
there exist a regular local ring R and an isomorphism O∧X,ξ ≃ R[[N]]/(ϑ), where ϑ = 0 if OX,ξ
contains a field, and otherwise the constant term of ϑ lies in mR \ m2R. Since R[[N]] is again
regular, the assertion follows in either case. 
Corollary 12.5.30. Let i : (X ′,M ′) → (X,M) be an exact closed immersion of regular log
schemes (see definition 12.3.22(i)). Then the underlying morphism of schemes X ′ → X is a
regular closed immersion.
Proof. Let ξ be a τ -point of X , and denote by J the kernel of i♮ξ : OX,ξ → OX′,ξ. To ease
notation, let as well A := OX,ξ/I(ξ,M) and A′ := OX′,ξ/I(ξ,M
′) Since log i : i∗M → M ′ is
an isomorphism, i♮ξ induces an isomorphism :
OX,ξ/(J + I(ξ,M))
∼→ A′.
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Since A and A′ are regular, there exists a sequence of elements t1, . . . , tk ∈ J , whose image
in A forms the beginning of a regular system of parameters and generate the kernel of the
induced map A → A′ ([41, Ch.0, Cor.17.1.9]). Extend this sequence by suitable elements of
OX,ξ, to obtain a sequence (t1, . . . , tr) whose image in A is a regular system of parameters. We
deduce a surjection ϕ : V [[P × N⊕r]] → O∧X,ξ as in remark 12.5.28, where V is either a field
or a complete discrete valuation ring. Denote by (e1, . . . , er) the natural basis of N
⊕r. Now,
suppose first that V is a complete discrete valuation ring; thenKerϕ is generated by an element
ϑ ∈ V [[P × N⊕r]], whose constant term is a uniformizer in V ; we deduce easily from claim
12.5.27 that (e1, . . . , er, ϑ) is a regular sequence in V [[P × N⊕r]]; hence the same holds for the
sequence (ϑ, e1, . . . , er), in view of [89, p.127, Cor.]. This implies that (t1, . . . , tr) is a regular
sequence in O∧X,ξ, hence (t1, . . . , tk) is a regular sequence in OX,ξ, which is the contention. The
case where V is a field is analogous, though simpler : the details shall be left to the reader. 
Remark 12.5.31. In the situation of remark 12.5.28, suppose that P is a free monoid of finite
rank d, let {f1, . . . , fd} ⊂ OX,ξ be the image of the (unique) basis of P , and for every i ≤ d
let Zi ⊂ X be the zero locus of fi; then
⋃d
i=1 Zi is a strict normal crossings divisor in the
sense of example 12.2.11. The proof is analogous to that of corollary 12.5.30 : the sequence
(f1, . . . , fd, ϑ) is regular in V [[P ⊕ N⊕r]], hence also its permutation (ϑ, f1, . . . , fd) is regular,
whence the claim (the details shall be left to the reader).
Proposition 12.5.32. Resume the situation of (12.5.25). We have :
(i) The log scheme (X,M) is regular at the τ -point ξ if and only if the following two
conditions hold :
(a) The ring OX,ξ/I(ξ,M) is regular.
(b) There exists a morphism of monoids P → OX,ξ from a fine monoid P , whose
associated constant log structure on X(ξ) is the same as M(ξ), and such that
OX,ξ is P -flat.
(ii) Moreover, if the equivalent conditions of (i) hold, and QX → M(ξ) is any fine chart,
then OX,ξ is Q-flat, for the induced map of monoids Q→ OX,ξ.
Proof. (i): Suppose first that (X,M) is regular at the point ξ; then by definition (a) holds. Next,
we may find a fine monoid P and a local morphism α : P → A := OX,ξ whose associated
constant log structure on X(ξ) is the same as M(ξ), and a regular local ring R, with a ring
homomorphism R → A such that the induced continuous map R[[P ]] → A∧ fulfills condition
(b) of theorem 12.5.26 (where A∧ is the completion of A). Since the completion map ϕ : A→
A∧ is faithfully flat, A is α-flat if and only if A∧ is ϕ ◦ α-flat; in light of proposition 6.1.40(i),
it then suffices to show that, for every ideal I ⊂ P , the natural map
A∧
L⊗P P/I → A∧ ⊗P P/I
is an isomorphism in D−(A∧-Mod) (notation of (6.1.34)). To this aim we remark :
Claim 12.5.33. For any ideal I ⊂ P , the natural morphism
R[P ]
L⊗P P/I → R〈P/I〉
is an isomorphism in D−(R[P ]-Mod).
Proof of the claim. We consider the change of ring spectral sequence for Tor :
E2ij := Tor
Z[P ]
i (Tor
Z
j (R,Z[P ]),Z〈P/I〉)⇒ TorZi+j(R,Z〈P/I〉)
([112, Th.5.6.6]). Clearly E2ij = 0 whenever j > 0, whence isomorphisms :
Tor
Z〈P 〉
i (R〈P 〉,Z〈P/I〉) ∼→ TorZi (R,Z〈P/I〉)
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for every i ∈ N. The claim follows easily. ♦
In light of claim 12.5.33 we deduce natural isomorphisms :
A∧
L⊗P P/I ∼→ A∧
L⊗R[P ] (R[P ]
L⊗P P/I) ∼→ A∧
L⊗R[P ] R〈P/I〉
inD−(A∧-Mod). Now, ifA contains a field, we haveA∧ ≃ R[[P ]], which is a flatR[P ]-algebra
([89, Th.8.8]), and the contention follows. If A does not contain a field, the complex
0→ R[[P ]] ϑ−→ R[[P ]]→ A∧ → 0
is a R[P ]-flat resolution of A∧. Since R[[P ]]/IR[[P ]] ≃ limn∈N R〈P/(I ∪ mnP )〉, we come
down to the following :
Claim 12.5.34. Let ϑ ∈ R[P ] be any element whose constant term ϑ0 is a regular element in R.
Then, for every ideal I ⊂ P , the image of ϑ in R〈P/I〉 is a regular element.
Proof of the claim. In view of (12.5.3), P can be regarded as a graded monoid P =
∐
n∈N Pn,
so R[P ] is a graded algebra, and I =
∐
n∈N(I ∩ Pn) is a graded ideal. Thus, 〈P/I〉 is a graded
R-algebra as well, and the claim follows easily (details left to the reader). ♦
Conversely, suppose that conditions (a) and (b) hold. By virtue of lemma 12.5.17, we may
assume that P is fine, sharp and saturated, and that the map P → OX,ξ is local. According to
remark 12.5.28, we may find a regular local ring R of dimension ≤ 1 + dimA/mPA, and a
surjective ring homomorphism :
ϕ : R[[P ]]→ A∧
Suppose first that dimR = 1+dimA/mPA; then Kerϕ contains an element ϑ whose constant
term ϑ0 lies in mR \m2R, and ϕ induces an isomorphismR0 := R/ϑ0R ∼→ A∧/mPA∧. We have
to show that ϕ induces an isomorphism ϕ : R[[P ]]/(ϑ)
∼→ A∧. To this aim, we consider the
mP -adic filtrations on these rings; for the associated graded rings we have :
grnR[[P ]]/(ϑ) ≃ R0〈mnP/mn+1P 〉 grnA∧ = mnPA∧/mn+1P A∧.
Hence grnϕ is the natural map A
∧/mPA
∧ ⊗P (mnP/mn+1P ) → mnPA∧/mn+1P A∧, and the latter
is an isomorphism, since A∧ is P -flat. The assertion follows in this case. The remaining case
where dimR = dimA/mPA is similar, but easier, so shall be left to the reader, as an exercise.
(ii) follows immediately from (i) and lemma 12.5.17. 
Corollary 12.5.35. Let (X,M) be a log scheme, ξ a τ -point of X , and suppose that (X,M) is
regular at ξ. Then the following conditions are equivalent :
(a) OX,ξ is a regular local ring.
(b) M ♯ξ is a free monoid of finite rank.
Proof. (b)⇒(a) : Indeed, it suffices to show that O∧X,ξ is regular ([41, Ch.0, Prop.17.3.3(i)]);
by theorem 12.5.26, the latter is isomorphic to either R[[P ]] or R[[P ]]/ϑR[[P ]], where R is a
regular local ring, P :=M ξ, and the constant term of ϑ lies in mR \m2R. Since, by assumption,
P is a free monoid of finite rank, it is easily seen that rings of the latter kind are regular ([41,
Ch.0, Cor.17.1.8]).
(a)⇒(b) : By proposition 12.5.32(ii), R := OX,ξ is P -flat, for a morphism P := M ♯ξ → R
that induces the log structureM(ξ) on X(ξ). It follows that
mPR/m
2
PR = (mP/m
2
P )⊗P R = R⊕r
where r := rk◦P×mP/m
2
P is the cardinality of mP \ m2P . In view of [44, Ch.IV, Prop.16.9.3,
Cor.16.9.4, Cor.19.1.2], we deduce that the image of mP \ m2P is a regular sequence of R of
length r, hence dimP = dimR − dimR/mPR = r, since (X,M) is regular at ξ. Then the
assertion follows from proposition 12.5.4. 
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Corollary 12.5.36. Let (X,M) be a regular log scheme, ξ any τ -point of X , and p ⊂ M ξ an
ideal. We have :
(i) If p is a prime ideal, pOX,ξ is a prime ideal of OX,ξ, and ht p = ht pOX,ξ.
(ii) If p is a radical ideal, pOX,ξ is a radical ideal of OX,ξ.
Proof. To ease notation, set A := OX,ξ. Pick a chart β : PX(ξ) → M(ξ) with P fine, sharp and
saturated (corollary 12.1.36(i)); by proposition 12.5.32(ii), the ring A is P -flat for the resulting
map P → A. Let q := β−1p ⊂ P ; then pA = qA.
(i): Since p is a prime ideal, q is a prime ideal of P , and in order to prove that pA is a prime
ideal, it suffices therefore to show that the completion (A/qA)∧ of A/qA is an integral domain.
However, remark 12.5.28 implies that (A/qA)∧ ≃ B/ϑB, where B := R[[P\q]], with (R,mR)
a regular local ring, and ϑ is either zero, or else it is an element whose constant term ϑ0 ∈ R lies
in mR\m2R. The assertion is obvious when ϑ = 0, and otherwise it follows from claim 12.5.27.
Next, by going down (corollary 12.5.16), we see that :
ht pA ≥ ht p.
On the other hand, notice that we have a natural identification SpecM ξ
∼→ SpecP , especially
ht p = ht q, hence dimA/pA = dim(A/qA)∧ = dimR+dim(P\q)− ε, where ε is either 0 or
1 depending on whether R does or does not contain a field (corollary 12.5.8(ii)). Thus :
ht pA ≤ dimA− dimA/pA = dimP − dim(P \q) = ht p
(corollary 6.4.10(iii)), which completes the proof.
(ii): In this case, q is a radical ideal of P , so it can be written as a finite intersection of prime
ideals of P (lemmata 6.1.16 and 6.1.21(iii)); then the assertion follows from (i) and lemma
6.1.38 (details left to the reader). 
Lemma 12.5.37. Let X be a scheme,M a fs log structure on XZar, and ξ a geometric point of
X . Then (X,M) is regular at the point |ξ| if and only if u˜∗X(X,M) is regular at ξ.
Proof. Set (Y,N) := u˜∗X(X,M) (notation of (12.2.2) : of course Y = X , but the sheaf OY
is defined on the site Xe´t, hence B := OY,ξ is the strict henselization of A := OX,|ξ|), and let
α : M |ξ| → B be the induced morphism of monoids; since α is local, it is easily seen thatN ξ is
isomorphic to the push-out of the diagramM |ξ| ← M×|ξ| → B×, especially dimM |ξ| = dimN ξ.
Moreover, I(ξ, N) = I(|ξ|,M)B, so that B0 := B/I(ξ, N) is the strict henselization of A0 :=
A/I(|ξ|,M) ([44, Ch.IV, Prop.18.6.8]); hence A0 is regular if and only if the same holds for B0
([44, Ch.IV, Cor.18.8.13]). Finally, dimA = dimB and dimA0 = dimB0 ([89, Th.15.1]). The
lemma follows. 
12.5.38. Let (Y,N) be a log scheme, y a τ -point of Y , and α : QlogY → N a fine and saturated
chart which is sharp at y. Let also ϕ : Q → P be an injective morphism of monoids, with P
fine and saturated, and such that P× is a torsion-free abelian group. Define (X,M) as the fibre
product in the cartesian diagram of log schemes :
(12.5.39)
(X,M)
f //

(Y,N)
h

Spec(Z, P )
Spec(Z,ϕ)
// Spec(Z, Q)
where h is induced by α; especially, h is strict.
Lemma 12.5.40. In the situation of (12.5.38), let x be any τ -point of X such that f(x) = y,
and suppose that (Y,N) is regular at y. Then (X,M) is regular at x.
Proof. To begin with, we show :
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Claim 12.5.41. The natural map :
OX,x
L⊗P P/I → OX,x ⊗P P/I
is an isomorphism in D−(OX,x -Mod), for every ideal I ⊂ P (notation of (6.1.34)).
Proof of the claim. It suffices to show that this map is an isomorphism in D−(OY,y -Mod), and
in the latter category we have a commutative diagram :
(12.5.42)
(OY,y
L⊗Q P )
L⊗P P/I

// OY,y
L⊗Q P/I

(OY,y ⊗Q P )
L⊗P P/I // (OY,y ⊗Q P )⊗P P/I ∼ // OY,y ⊗Q P/I.
Since OX,x is a localization of OY,y ⊗Q P , we are reduced to showing that the bottom arrow of
(12.5.42) is an isomorphism. However, the top arrow of (12.5.42) is always an isomorphism.
Moreover, on the one hand, since (Y,N) is regular at y, the ring OY,y is Q-flat (proposition
12.5.32(ii)), and on the other hand, since ϕ is injective, P/I is an integralQ-module, so the two
vertical arrows are isomorphisms as well, and the claim follows. ♦
Claim 12.5.43. OX,x/I(x,M) is a regular ring.
Proof of the claim. Let β : P → A := OX,x be the morphism deduced from h, and set :
S := β−1(O×X,x) I(x, P ) := P \S.
Then the Z[P ]-algebra A is a localization of the Z[P ]-algebra
B := S−1(OY,y ⊗Q P )
and it suffices to show that B/I(x,M) is regular.
It is easily seen that I(x,M) = I(x, P )A and ϕ(mQ) ⊂ I(x, P ); on the other hand, since α
is sharp at the point y, we have I(y,N) = mQOY,y, and Q \ mQ = {1}. Let p be the residue
characteristic of OY,y; there follow isomorphisms of Z(p)-algebras :
B/I(x,M)B ≃ S−1OY,y ⊗Q P/I(x, P ) ≃ OY,y/I(y,N)⊗Z(p) Z(p)[Sgp].
By assumption, OY,y/I(y,N) is regular, hence we are reduced to showing that Z(p)[S
gp] is a
smooth Z(p)-algebra ([44, Ch.IV, Prop.17.5.8(iii)]). However, under the current assumptions
P gp is a free abelian group of finite rank, hence the same holds for Sgp, and the contention
follows easily. ♦
In light of proposition 6.1.41(i), claims 12.5.41 and 12.5.43 assert that conditions (a) and (b)
of proposition 12.5.32(i) are satisfied for the τ -point x of (X,M), so the latter is regular at x,
as stated. 
Theorem 12.5.44. Let f : (X,M)→ (Y,N) be a smooth morphism of locally noetherian fs log
schemes, ξ a τ -point of X , and suppose that (Y,N) is regular at the point f(ξ). Then (X,M)
is regular at the point ξ.
Proof. In case τ = Zar, lemma 12.5.37 and corollary 12.3.27(ii) reduce the assertion to the
corresponding one for u˜∗f . Hence, we may assume that τ = e´t. Next, since the assertion is
local on Xτ , we may assume that N admits a fine and saturated chart α : Q
log
Y → N which
is sharp at f(ξ) (corollary 12.1.36(i)); then, by corollary 12.3.42, we may further assume that
there exist an injective morphism of fine and saturated monoids ϕ : Q → P , such that P× is
torsion-free, and a cartesian diagram as in (12.5.39). Then the assertion follows from lemma
12.5.40. 
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Corollary 12.5.45. Let f : (X,M)→ (Y,N) be a smooth morphism of locally noetherian fine
log schemes. Then, for every y ∈ (Y,N)tr, the log scheme Spec κ(y)×Y (X,M) is geometri-
cally regular.
Proof. The trivial log structure on Specκ(y) is obviously saturated, so the same holds for the
log structure of Specκ(y) ×Y (X,M). Hence, the assertion is an immediate consequence of
theorem 12.5.44. 
In the same vein we have :
Proposition 12.5.46. Let f : (X,M) → (Y,N) be a strict morphism of locally noetherian fs
log schemes, ξ a τ -point ofX , and suppose that the morphism of schemes fξ : X(ξ)→ Y (f(ξ))
is flat. The following holds :
(i) If (X,M) is regular at the point ξ, then (Y,N) is regular at the point f(ξ).
(ii) Conversely, if (Y,N) is regular at the point f(ξ), and the fibre f−1ξ (f(ξ)) is a regular
scheme (notation of (4.9.20)), then (X,M) is regular at the point ξ.
Proof. Set A := OY,f(ξ) and B := OX,ξ, let g : A → B be the induced ring homomorphism,
pick a fine chart β : P → A for the log structure N(f(ξ)), and denote by I ⊂ A the ideal
generated by the image of the maximal ideal of N f(ξ).
(i): By proposition 12.5.32(ii), the local ring B/IB is regular, g ◦ β : P → B is a fine chart
for the log structure M(ξ), and B is (g ◦ β)-flat. Since the induced map A/I → B/IB is flat
and local, also A/I is regular ([41, Ch.0, Prop.17.3.3(i)]), and since g is faithfully flat, A is
β-flat (remark 6.1.36(iii)). Then the assertion follows from proposition 12.5.32(i).
(ii): By proposition 12.5.32(ii), the local ring A/I is regular, and A is β-flat. Since g is flat,
the same holds for the induced map A/I → B/IB; it follows that also B/IB is regular ([41,
Ch.0, Prop.17.3.3(ii)]), the induced map P → B is a chart for M(ξ) and B is (g ◦ β)-flat,
whence the contention, again by proposition 12.5.32(i). 
Theorem 12.5.47. Let (X,M) be a locally noetherian fs log scheme. Then the subset (X,M)reg
is closed under generization.
Proof. Let ξ be a τ -point of X , with support x ∈ (X,M)reg, and let η be a generization of
ξ, whose support is a strict generization y of x. We have to show that (X,M) is regular at
the point η. Since the assertion is local on X , we may assume that (X,M) admits a fine and
saturated chart β : PX → M , sharp at the point ξ (corollary 12.1.36(i)). Let α : P → OX,η be
the morphism deduced from βη, and set p := α
−1mη, where mη ⊂ OX,η is the maximal ideal.
We consider the cartesian diagram of log schemes :
(X ′,M ′)◦ //

(X,M)
g
 
Spec〈Z, P/p〉 // Spec(Z, P )
where g is induced by β (notation of (12.2.13)). Clearly ξ and η induce τ -points on X ′, which
we denote by the same names. We have natural identifications:
OX,ξ/I(ξ,M)
∼→ OX′,ξ/I(ξ,M ′) M ′η = O×X′,η OX,η/I(η,M) ∼→ OX′,η
([44, Ch.IV, Prop.18.6.8]). Moreover, from proposition 12.5.32(ii) we know that OX,ξ is P -flat;
then corollary 12.5.16 yields the inequality :
dimOX′,ξ = dimOX,ξ ⊗P P/p ≥ dimOX,ξ − ht(p) = dimOX,ξ/I(ξ,M) + dimP/p
in other words : dimOX′,ξ = d(ξ,M
′) (notation of definition 12.5.23), so (X ′,M ′) is regular
at ξ. By the same token, OX,η is Pp-flat; from proposition 12.5.32(i), it follows that (X,M) is
regular at η if and only if the same holds for (X ′,M ′).
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Hence we may replace (X,M) by (X ′,M ′), and P by P \p, after which we may assume that
y ∈ (X,M)tr. In this case :
(12.5.48) α(P ) ⊂ O×X,η
and we have to show that OX,η is a regular local ring, or equivalently, that OX,y is regular ([44,
Ch.IV, Cor.18.8.13(c)]). Now, if P = 0, then OX,x is regular, and the assertion follows from
[89, Th.19.3]; thus, we may assume that P 6= 0.
Denote by Y the topological closure of y in X , endowed with its reduced subscheme struc-
ture. According to [38, Ch.II, Prop.7.1.7] (and [44, Ch.IV, Prop.18.8.8(iv)] in case τ = e´t), we
may find a local injective ring homomorphism j : OY,ξ → V , where V is a discrete valuation
ring. Let also β : P → OY,ξ be the morphism deduced from β. Then (12.5.48) implies that
j ◦ β(P ) ⊂ V \{0}, hence j ◦ β extends to a homomorphism of groups P gp → K×, where
K× := (V \{0})gp is the multiplicative group of the field of fractions of V ; after composition
with the valuationK× → Z of V , there follows a group homomorphism
ϕ : P gp → Z.
Notice also that j ◦ β is a local morphism, since the same holds for j and β; consequently,
ϕ(P gp) 6= {0}. Set Q := ϕ−1N; then ϕ(Q) is a non-trivial submonoid of N, and dimQ =
dimQ/Kerϕ = dimϕ(Q) = 1. Set
T := SpecV (S,Q) := Spec(Z, Q).
Notice that Q is saturated and fine (corollary 6.4.2), so there exists an isomorphism :
Z⊕r × N ∼→ Q for some r ∈ N
(theorem 6.4.16(iii)); the latter determines a chart :
(12.5.49) NS → Q
which is sharp at every τ -point of S localized outside the trivial locus Spec(Z, Q)tr. We consider
the cartesian diagram of log schemes :
(X ′, g′∗Q)
g′ //
f ′

Spec(Z, Q)
f

(X,M)
g // Spec(Z, P )
where f is the morphism of log schemes induced by the inclusion map ψ : P → Q. Notice that
f is a smooth morphism (proposition 12.3.34); moreover, the restriction
ftr : Spec(Z, Q)tr → Spec(Z, P )tr
of f , is just the morphism SpecZ[ψgp] : SpecZ[Qgp] → SpecZ[P gp], hence it is an isomor-
phism of schemes. It follows that f ′ is a smooth morphism (proposition 12.3.24(ii)), and its
restriction f ′tr to the trivial loci, is an isomorphism.
The homomorphism j induces a morphism h : T → X , such that the closed point of T maps
to x and the generic point maps to y. By construction g ◦ h lifts to a morphism of schemes
h′ : T → S, and the pair (h, h′) determines a morphism T → X ′. Let x′, y′ ∈ X ′ be the
images of respectively the closed point and the generic point of T , and choose τ -points ξ′ and η′
localized at x′ and respectively y′; then the image of x′ inX is the point x, therefore (X ′, g′∗Q)
is regular at the point ξ′, by theorem 12.5.44. Furthermore, g′(ξ′) lies outside Spec(Z, Q)tr,
hence (12.5.49) induces a chart NX′ → g′∗Q, which is sharp at ξ′. In light of corollary 12.5.35,
we deduce that OX′,x′ is a regular ring, and then the same holds also for OX′,y′ ([41, Ch.0,
Cor.17.3.2]). However, y′ lies in the trivial locus of (X ′, g′∗Q), and its image in X is y, so by
the foregoing the natural mapOX,y → OX′,y′ is an isomorphism, and the contention follows. 
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Remark 12.5.50. Notice that the proof of [38, Chap.II, Prop.7.1.7] (that is invoked in the proof
of theorem 12.5.47) is slightly incorrect : indeed, with the notation of the proof of loc.cit., it is
implicitly assumed that B/mB 6= 0, which may fail, e.g. take A := k[[x2]] (for any field k),
whose maximal ideal is generated by x1 := x
2
2 and x2, so that B = k((x2)) in this case. The
proof can be amended by considering the schemeX := SpecA and the blow-up π : E → X of
the coherent idealmOX ; since π is proper and surjective, we see that there exists i ∈ {1, . . . , n}
such the image of the restriction SpecA[x1/xi, . . . , xn/xi] → X of π contains m, and the
argument then carries through with B := A[x1/xi, . . . , xn/xi]. See also [72, Th.6.4.3].
12.5.51. Let (X,M) be any log scheme, ξ a τ -point of X . There follows a continuous map
ψξ : X(ξ)→ Tξ := SpecM ξ
that sends the closed point ofX(ξ) to the closed point of Tξ. For every point p ∈ Tξ, let {p} be
the topological closure of {p} in Tξ; then
X(p) := ψ−1ξ {p}
is a closed subset ofX(ξ), which we endow with its reduced subscheme structure, and we set
(X(p),M(p)) := ((X(ξ),M(ξ))×X X(p))red
(notation of example 12.1.12(iv)). Notice that Up := ψ
−1
ξ (p) is an open subset of X(p), for
every p ∈ Tξ. We call the family
(Up | p ∈ Tξ)
of locally closed subschemes of X(ξ), the logarithmic stratification of (X(ξ),M(ξ)). For
instance, U∅ = (X(x),M(x))tr. More generally, it is clear from the definition that
(12.5.52) Up = (X(p),M(p))tr for every p ∈ Tξ.
Corollary 12.5.53. In the situation of (12.5.51), suppose that (X,M) is regular at ξ. Then :
(i) The log scheme (X(p),M(p)) is pointed regular, for every p ∈ Tξ.
(ii) The schemeX(p) is irreducible, and its codimension inX equals the height of p in Tξ,
for every p ∈ Tξ.
(iii) The scheme Up is regular and irreducible, for every p ∈ Tξ.
Proof. (i): By theorem 12.5.47, it suffices to show that (X(p),M(p)) is pointed regular at ξ,
for every p ∈ Tξ. However, say thatX(ξ) = SpecA, and let P →M(ξ) be a fine and saturated
chart, sharp at the τ -point ξ. Then X(p) = SpecA0, where A0 := A/pA, and M(p) = N ◦,
where N is the fs log structure deduced from the induced map β : P \p → A0. By proposition
12.5.32(ii), the ring A is P -flat; then A0 is β-flat, and the assertion follows from proposition
12.5.32(i).
Next, (ii) is a rephrasing of corollary 12.5.36(i), and (iii) follows from (i),(ii) and (12.5.52),
by virtue of corollary 12.5.35. 
Proposition 12.5.54. Let (X, β : M → OX) be a regular log scheme, set U := (X,M)tr, and
denote by j : U → X the open immersion. Then the morphism β induces identifications:
M
∼→ j∗O×U ∩ OX M gp ∼→ j∗O×U .
Proof. Notice that the scheme X is normal (corollary 12.5.29), hence both j∗O
×
U and OX are
subsheaves of the sheaf i∗OX0 , where X0 is the subscheme of maximal points of X , and i :
X0 → X is the natural morphism; so we may intersect these two sheaves inside the latter.
In view of lemma 12.5.18 and proposition 12.5.32(ii), we know already that β is injective,
and clearly the image of β lands in j∗O
×
U , so it remains only to show that β (resp. β
gp) induces
an epimorphism onto j∗O
×
U ∩ OX (resp. onto j∗O×U ). The assertions can be checked on the
stalks, hence let ξ be any τ -point of X; to begin with, we show :
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Claim 12.5.55. The induced map βgpξ : M
gp
ξ → (j∗O×U )ξ is a surjection.
Proof of the claim. Set A := OX,ξ; notice that (X(ξ),M(ξ))tr is the complement of the union
of the finitely many closed subsets of the form Zp := SpecA/pA, where p ⊂ M ξ runs over
the prime ideals of height one. Due to corollary 12.5.36(i), each Zp is an irreducible divisor
in SpecA. Now, let s ∈ (j∗O×U )ξ; then the divisor of s is of the form
∑
htp=1 np[p], for some
np ∈ Z. By lemmata 12.1.18(ii) and 12.2.21(i),M ♯ξ is a fine and saturated monoid; then lemma
6.4.22 and proposition 6.4.33 say that the fractional ideal I :=
⋂
ht p=1m
np
p of M ξ is reflexive,
and therefore the fractional ideal IA of A is reflexive as well (lemma 6.4.28(ii)). Since A
is normal, by considering the localizations of IOX,ξ at the prime ideals of height one of A,
we deduce easily that IA = sA ([22, Ch.VII, §4, n.2, Cor. du Th.2]). Thus, we may write
s =
∑n
i=1 β
gp
ξ (xi)ai for certain ai ∈ A and xi ∈ I (for i = 1, . . . , n). Then we must have
βgpξ (xi)ai /∈ s · mξ for at least one index i ≤ n (where mξ ⊂ A is the maximal ideal); for such
i, it follows that s−1 · βgpξ (xi) ∈ A×, whence s ∈M gpξ , as required. ♦
Now, let s ∈ (j∗O×U )ξ ∩ A; by claim 12.5.55, we may find x ∈ M gpξ such that βgpξ (x) = s.
To conclude, it suffices to show that x ∈M ξ. By theorem 6.4.16(i), we are reduced to showing
that x ∈ (M ξ)p for every prime ideal p ⊂ M ξ of height one. Set q := pA; then q is a prime
ideal of height one (corollary 12.5.36(i)), and βξ extends to a well defined map of monoids
βp : (M ξ)p → Aq. Furthermore, Aq is a discrete valuation ring (corollary 12.5.29), whose
valuation we denote v : Aq \ {0} → N. In view of theorem 6.4.16(ii), we see that x ∈ (M ξ)p if
and only if (v ◦ βp)gp(x) ≥ 0. However, clearly v(s) ≥ 0, whence the contention. 
Remark 12.5.56. Let reg.logτ denote the full subcategory of logτ whose objects are the regu-
lar log schemes. As an immediate consequence of proposition 12.5.54 (and of remark 12.2.8(i))
we see that the forgetful functor F of (12.2.1) restricts to a fully faithful functor
reg.logτ → Open (X,M) 7→ ((X,M)tr → X)
where Open is full subcategory ofMorph(Sch) whose objects are the open immersions.
12.5.57. Let (X,M) be a quasi-compact and regular log scheme. Set Z := X \ (X,M)tr;
then Z is a closed subset ofX (lemma 12.2.21(ii)), and we endow it with its reduced subscheme
structure. Denote by ωX ⊂ OX the sheaf of ideals corresponding to Z. We have :
Theorem 12.5.58. In the situation of (12.5.57), the complex ωX [0] is dualizing on X . (See
definition 11.3.16.)
Proof. In light of proposition 11.3.37, we may assume that X is local, say X = SpecA, for a
local noetherian ring A. Next, pick any τ -point ξ localized at the closed point of X; by virtue
of proposition 11.3.34 and [44, Ch.IV, Prop.18.8.8(iv) and Prop.18.8.12(ii)], we may further
reduce to the case where (X,M) = (X(ξ),M(ξ)). Let X∧ := SpecA∧, where A∧ denotes the
completion of the local ring A, and denote by f : X∧ → X the natural morphism; by applying
again proposition 11.3.34, we reduce to checking that f ∗ωX [0] is dualizing on X
∧. However,
theorem 12.5.26 says that there exist a local ring homomorphism R → A∧, with R a complete
regular local ring, and a fine and saturated chart PX → M , sharp at the closed point of X ,
such that the induced continuous ring homomorphism ϕ : R[[P ]]→ A∧ is an isomorphism if A
contains a field, and otherwise it is a surjection, whose kernel is generated by a regular element
ϑ ∈ R[[P ]]. With this notation, a simple inspection shows that Z is the union of the closed
subsets X(p) ⊂ X , where p ⊂ P ranges over all prime ideals p 6= ∅ (notation of (12.5.51)).
Then, corollary 12.5.36(i) says that ωX is the intersection of the ideals of OX of the form pOX ,
where p ⊂ P is an arbitrary non-empty prime ideal. Denote by P ◦ ⊂ P the intersection of
all the (finitely many) non-empty prime ideals of P ; lemma 6.1.38 and proposition 12.5.32(ii)
imply that ωX = P
◦ · OX (details left to the reader), and since f is a flat morphism, we deduce
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that f ∗ωX = P
◦ · OX∧ . The ideal P ◦ can also be described as follows. Set V := P gpR , denote
by σ the unique strictly convex polyhedral cone such that P = σ ∩ P gp, and let σ◦ be the
topological interior of σ in V ; then it is easily seen that P ◦ = P ∩ σ◦.
Set Y := SpecR[P ], ωY := P
◦ · OY , and let y ∈ Y be the image of the closed point
of Y ∧ := SpecR[[P ]], under the natural morphism g : Y ∧ → Y . Theorem 11.6.42(ii) says
that ωY [0] is dualizing on Y ; then, since g is flat, propositions 11.3.34 and 11.3.37 imply that
g∗ωY [0] is dualizing on Y
∧.
Now, suppose that A contains a field; then ϕ induces an isomorphism X∧
∼→ Y ∧ which
identifies f ∗ωX with g
∗ωY , whence the contention.
Lastly, if A does not contain a field, ϕ induces a regular closed immersion i : X∧ → Y ∧,
so i!(g∗ωY [0]) is dualizing on X
∧ (lemma 11.3.27(i)). The latter is the complex of OX∧-
modules arising from the complex of A∧-modules L• := RHom•R[[P ]](A
∧[0], R[[P ◦]]) (corol-
lary 10.3.2(ii); here R[[P ◦]] := P ◦ · R[[P ]]). However, A∧[0] is naturally isomorphic (in
D(R[[P ]]-Mod)) to the Koszul complexK•(ϑ) (notation of remark 7.8.1(ii) : this is a bounded
complex of free R[[P ]]-modules), so we see that
L• ≃ (R[[P ◦]]⊗R[[P ]] A∧)[−1].
However, we have natural A∧-linear isomorphisms :
R[[P ◦]]⊗R[[P ]] A∧ ∼→ R[P ◦]⊗R[P ] A∧ (since g is flat)
∼→ Z[P ◦]⊗Z[P ] A⊗A A∧
∼→ (P ◦ · A)⊗A A∧ (by proposition 12.5.32(ii))
which shows that i!(g∗ωY [0]) ≃ f ∗ωX [−1], and concludes the proof of the theorem. 
12.6. Resolution of singularities of regular log schemes. Most of this section concerns re-
sults that are special to the class of log schemes over the Zariski topology; these are then applied
to e´tale fs log structures, after we have shown that every such log structure admits a logarithmic
blow up which descends to the Zariski topology (proposition 12.6.52). The same statement –
with an unnecessary restriction to regular log schemes – can be found in the article [94] by
W.Niziol : see theorem 5.6 of loc.cit. We mainly follow her treatment, except for fleshing out
some details, and correcting some inaccuracies.
Therefore, we let here τ = Zar, and all log structures considered in this section until
(12.6.48) are defined on the Zariski sites of their underlying schemes.
12.6.1. Let f : (Y,N) → (X,M) be any morphism of log schemes; we remark that f is a
morphism of monoidal spaces, i.e. for every y ∈ Y , the mapMf(y) → Ny induced by log f , is
local. Indeed, it has been remarked in (12.1.6) that the natural mapM f(y) → (f ∗M)y is local,
and on the other hand, a section s ∈ (f ∗M)y is invertible if and only if its image in OY,y is
invertible, if and only if log fy(s) is invertible in N y, whence the contention. We shall denote
f ♯ : (Y,N)♯ → (X,M)♯
the morphism of sharp monoidal spaces induced by f in the obvious way (i.e. the underlying
continuous map is the same as the continuous map underlying f , and log f ♯ : f ∗M ♯ → N ♯ is
(log f)♯ : see definition 6.5.1).
12.6.2. We let K be the category whose objects are all data of the formX := ((X,M), F, ψ),
where (X,M) is a log scheme, F is a fan, and ψ : (X,M)♯ → F is a morphism of sharp
monoidal spaces, such that logψ : ψ∗OF →M ♯ is an isomorphism. The morphisms :
((Y,N), F ′, ψ′)→ X
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in K are all the pairs (f, ϕ), where f : (Y,N) → (X,M) is a morphism of log schemes, and
ϕ : F ′ → F is a morphism of fans, such that the diagram
(Y,N)♯
f♯ //
ψ′

(X,M)♯
ψ

F ′
ϕ // F
commutes. Especially, notice that lemma 12.1.4 implies the identity :
(12.6.3) Str(f) = ψ′−1Str(ϕ).
(notation of definitions 6.5.1(ii) and 12.2.7(ii)). We shall say that an objectX is locally noether-
ian, if the same holds for the scheme X . Likewise, a morphism (f, ϕ) in K is quasi-compact,
(resp. quasi-separated, resp. separated, resp. locally of finite type, resp. of finite type) if the
same holds for the morphism of schemes underlying f . We say that f is e´tale, if the same holds
for the morphism of log schemes underlying f . Also, the trivial locus of X is defined as the
subset (X,M)tr of X .
12.6.4. There is an obvious (forgetful) functor :
F : K → Sch ((X,M), F, ψ) 7→ X
which is a fibration. More precisely, every morphism of schemes S ′ → S induces a base change
functor (notation of (1.1.27)) :
FK /S → FK /S ′ X 7→ S ′ ×S X
unique up to natural isomorphism of functors. Namely, for X := ((X,M), F, ψ) one lets
S ′ ×S X := (S ′ ×S (X,M), F, ψ′)
where ψ′ := ψ ◦ π♯, and π : S ′ ×S (X,M)→ (X,M) is the natural projection.
Example 12.6.5. (i) Let P be a monoid, R a ring, and set (S, P logS ) := Spec(R,P ) (see
(12.2.13)). The unit of adjunction εP : P → R[P ] determines a unique morphism of sharp
monoidal spaces
ψP : Spec(R,P )
♯ → TP := (SpecP )♯
(proposition 6.5.6), and we claim that S := (Spec(R,P ), TP , ψP ) is an object of K .
The assertion can be checked on the stalks, hence let ξ be a point of S; then ξ corresponds
to a prime ideal pξ ⊂ R[P ], and by inspecting the definitions, we see that ψP (ξ) = ε−1P (pξ) =
qξ := P ∩ pξ ∈ SpecP . Again, a direct inspection shows that the morphism
(logψP )ξ : OTP ,qξ → (P logS )♯ξ
is none else than the natural isomorphism P ♯qξ
∼→ P logS,ξ /O×S,ξ deduced from εP and the natural
identifications
P logS,ξ = O
×
S,ξ ⊗P\qξ P = O×S,ξ ⊗P×qξ Pqξ .
(ii) The construction of S is clearly functorial in P . Namely, say that λ : P → Q is a
morphism of monoids, and set S ′ := SpecR[Q], TQ := (SpecQ)
♯. There follows a morphism
(12.6.6) S′ := (Spec(R,Q), TQ, ψQ)→ S
in K , whose underlying morphism of log schemes is Spec(R, λ), and whose underlying mor-
phism of fans is just (Specλ)♯.
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12.6.7. Example 12.6.5 can be globalized to more general log schemes, at least under some
additional assumptions. Namely, let (X,M) be a regular log scheme. For every point x of X ,
let mx ⊂ OX,x be the maximal ideal; we set :
F (X) := {x ∈ X | I(x,M) = mx}
(notation of (12.5.21)), and we endow F (X) with the topology induced from X . The fan of
(X,M) is the sharp monoidal space
F (X,M) := (F (X),M |F (X))
♯.
We wish to show that F (X,M) is indeed a fan. Let U ⊂ X be any open subset; to begin with,
it is clear that F (U,M |U) is naturally an open subset of F (X,M); hence the contention is local
onX , so we may assume that X is affine, sayX = SpecA for a noetherian ring A, and thatM
admits a finite chart PX → M ; denote by β : P → A the induced morphism of monoids. Let
now ξ be a point of X , and pξ ⊂ A the corresponding prime ideal; set qξ := β−1pξ ∈ SpecP .
By inspecting the definitions, it is easily seen that I(ξ,M) = qξApξ . Therefore, for any prime
ideal q ⊂ P , let V (q)max be the finite set consisting of all the maximal points of the closed
subset V (q) := SpecA/qA (i.e. the minimal prime ideals of A/qA); in light of corollary
12.5.36(i), it follows easily that
(12.6.8) F (X) =
⋃
q∈SpecP
V (q)max
especially, F (X) is a finite set (lemma 6.1.21(iii)). Let t ∈ F (X) be any element, and denote
by U(t) ⊂ F (X) the subset of all generizations of t in F (X); as a corollary, we see that U(t)
is an open subset of F (X). Moreover, (12.6.8) also implies that :
U(t) =
⋃
q∈SpecP
(SpecOX,t/qOX,t)max.
However, corollary 12.5.36(i) says that SpecOX,t/qOX,t is irreducible for every q ∈ SpecP ,
therefore the set U(t) is naturally identified with a subset of SpecP . Furthermore, arguing
as in example 12.6.5(i) we find a natural isomorphism P ♯qt
∼→ OF (X,M),t. Moreover, if t′ ∈
U(t) is any other point, the specialization map OF (X,M),t → OF (X,M),t′ corresponds – under
the above isomorphism – to the natural morphism P ♯qt → P ♯q′t induced by the localization map
Pqt → Pq′t . This shows that the open monoidal subspace (U(t),M |U(t)) is naturally isomorphic
to (SpecPqt)
♯, hence F (X,M) is a fan, as stated.
Remark 12.6.9. (i) The discussion in (12.6.7) shows more precisely that if :
(a) (U,M) is a log scheme with U = SpecA affine,
(b) there exists a morphism β : P → A from a finitely generated monoid P , inducing the
log structureM on U , and
(c) β(q)A is a prime ideal for every q ∈ SpecP
then F (U,M) is naturally identified with (SpecP )♯. In this situation, denote by
fβ : (U,M)
♯ → TP := (SpecP )♯
the morphism of sharp monoidal spaces deduced from β (proposition 6.5.6); by inspecting the
definitions, we see that the associated map log fβ : f
∗
βOTP → M ♯ is an isomorphism. Via the
foregoing natural identification, there results a morphism πU : (U,M)
♯ → F (U,M) which can
be described without reference to P . Indeed, let x ∈ U be any point, and p ∈ SpecA the
corresponding prime ideal; by inspecting the definitions we find that
πU (x) = I(x,M) which is the largest prime ideal in SpecAp ∩ F (U,M).
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Especially, πU (x) is a generization of x, and the inverse of (log πU)x : OF (U,M),πU (x)
∼→ M ♯x
is induced by the specialization map Mx → MπU (x) (which induces an isomorphism on the
associated sharp quotient monoids).
(ii) Finally, it follows easily from corollary 12.5.36(i) and [43, Ch.IV, Cor.8.4.3], that ev-
ery regular log scheme (X,M) admits an affine open covering X =
⋃
i∈I Ui, such that each
(Ui,M |Ui) fulfills conditions (a)–(c) above, and the intrinsic description in (i) shows that the
morphisms πUi glue to a well defined morphism πX : (X,M)
♯ → F (X,M) of sharp monoidal
spaces, such that the datum
K (X,M) := ((X,M), F (X,M), πX)
is an object of K .
(iii) Notice that π−1X (t) is an irreducible locally closed subset of X of codimension equal
to the height of t, for every t ∈ F (X,M); also π−1X (t) is a regular scheme, for its reduced
subscheme structure. Indeed, we have already observed that t is the unique maximal point of
π−1X (t), and then the assertion follows immediately from corollary 12.5.53(ii,iii). Furthermore,
the inclusion map j : F (X,M)→ X is a continuous section of πX , and notice that j◦πX(U) =
j−1U for every open subset U ⊂ X , since j maps every t ∈ F (X,M) to the unique maximal
point of π−1X (t). It follows easily that πX is an open map.
12.6.10. Denote by Kint the full subcategory of K whose objects are the data ((X,M), F, ψ)
such thatM is an integral log structure, and F is an integral fan. There is an obvious functor
Kint → int.Fan : ((X,M), F, ψ) 7→ F
to the category of integral fans, which shall be used to construct useful morphisms of log
schemes, starting from given morphisms of fans. This technique rests on the following three
results :
Lemma 12.6.11. Let ((X,M), F, ψ) be an object of Kint, with F locally fine. Then, for each
point x ∈ X there exist an open neighborhood U ⊂ X of x, a fine chart QU → M |U (for some
fine monoid Q depending on x), and an isomorphism of monoids Q♯
∼→ OF,ψ(x).
Proof. The assertion is local onX , hence we may assume that F = (SpecP )♯ for a fine monoid
P . In this case, ψ is determined by the corresponding map
β : PX → M ♯.
Indeed, for any x ∈ X , the point ψ(x) is the prime ideal β−1x (mx) ⊂ P , where mx ⊂M ♯x is the
maximal ideal; moreover :
OF,ψ(x) = P/Sx where Sx := β
−1
x (1)
and – under this identification – the isomorphism logψx : OF,ψ(x)
∼→M ♯x is deduced from βx in
the obvious way.
Now, let x ∈ X be any point; after replacing X by the open subset ψ−1U(ψ(x)), we may
assume that P = OF,ψ(x) (notation of (6.5.16)), and by assumption logψx : P → M ♯x is an
isomorphism. Pick a surjection α : Z⊕r → P gp, and let Q be the pull-back in the cartesian
diagram :
Q //

Z⊕r
(logψx)gp◦α

M ♯x
// M gpx /M
×
x .
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By construction, α restricts to a morphism of monoids ϑ : Q → P , inducing an isomorphism
Q♯
∼→ P , whence an isomorphisms of fans (SpecP )♯ ∼→ (SpecQ)♯, and Q is fine, by corollary
6.4.2. Moreover, the choice of a lifting Z⊕r → Mgpx of (logψx)gp ◦ α determines a morphism
βx : Q→ M ♯x ×Mgpx /M×x Mgpx =Mx
which lifts logψx ◦ ϑ (here it is needed thatM is integral). Next, after replacing X by an open
neighborhood of x, we may assume that βx extends to a map of pre-log structures β : QX →M
lifting β (lemma 12.1.18(iv.b),(v)). It remains only to show that β is a chart for M , which
can be checked on the stalks. Thus, let y ∈ X be any point, and set Sy := β−1y M×y ; with
the foregoing notation, the stalk QlogX,y of the induced log structure is naturally isomorphic to
(S−1y Q× O×X,y)/Sgpy , therefore
(QlogX,y)
♯ ≃ Q/Sy ≃ P/Sy
and the induced map P/Sy → M ♯y is again deduced from βy, so it is an isomorphism; then the
same holds for β logy : Q
log
X,y →M y (lemma 12.1.4). 
Lemma 12.6.12. Let µ : P → P ′ be a morphism of integral monoids such that µgp is surjective,
ϕ : (SpecP ′)♯ → (SpecP )♯ the induced morphism of affine fans, and denote by
λ : P → Q := P gp ×P ′gp P ′
the map of monoids determined by µ and the unit of adjunction P → P gp. Then :
(i) The natural projection Q → P ′ induces an isomorphism ω : (SpecP ′)♯ → (SpecQ)♯
of affine fans, such that (Specλ)♯ ◦ ω = ϕ.
(ii) The induced morphism (12.6.6) in Kint (with R := Z) is int.Fan-cartesian.
(iii) If P and P ′ are fine, the morphism (12.6.6) is e´tale.
Proof. (See (3.1) for generalities concerning inverse images and cartesian morphisms relative
to a functor.) Notice first that, since µgp is surjective, the projection Q → P ′ induces an
isomorphismQ♯
∼→ P ′♯, whence (i).
(ii): Notice that the log structure of Spec(Z, Q) is integral, by lemma 12.1.18(iii). Next, set
F ′ := (SpecP ′)♯.
Define S, S′ as in example 12.6.5(ii) (with R := Z), let g : ((Y,N), F ′′, ψY ) → S be
any morphism of Kint, and ϕ′ : F ′′ → F ′ a morphism of integral fans, such that the im-
age of g in int.Fan equals ϕ ◦ ϕ′; we must show that g factors through a unique morphism
h : ((Y,N), F ′′, ψY ) → S ′, whose image in int.Fan equals ϕ′. As usual, we may reduce
to the case where Y = SpecA is affine, F ′′ = SpecP ′′ is an affine fan for a sharp integral
monoid P ′′, and ψY is given by a map of sheaves P
′′
Y → N ♯. In such situation, the morphism
(Y,N) → Spec(Z, P ) underlying g is determined by a morphism of monoids P → N(Y ), or
which is the same, a map of sheaves γY : PY → N ; likewise, ϕ′ is given by a morphism of
monoids P ′ → P ′′, and composing with ψY , we get a map of sheaves αY : P ′Y → N ♯. Finally,
the condition that g lies over ϕ ◦ ϕ′ translates as the commutativity of the following diagram of
sheaves :
P gpY
//
γgpY

P ′gpY

P ′Y
oo
αY

N gp // Ngp/N× N ♯.oo
There follows a unique morphism of sheaves :
(12.6.13) QY → Ngp ×Ngp/N× N ♯ = N
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(here it is needed that N is integral) such that the diagram :
PY //
γY

QY //

P ′Y
αY

N N // N ♯
commutes. Then (12.6.13) determines a morphism of log schemes hY : (Y,N)→ Spec(Z, Q),
such that the pair (hY , ϕ
′) is the unique morphism h in Kint with the sought properties.
(iii): If both P and P ′ are fine, so is Q (corollary 6.4.2), and by construction, λgp is an
isomorphism. Then the assertion follows from theorem 12.3.37. 
Proposition 12.6.14. Let X := ((X,M), F, ψ) be an object of Kint. Let also ϕ : F ′ → F be
an integral partial subdivision, with F locally fine and F ′ integral. We have :
(i) (X,M) is a fine log scheme.
(ii) If F is saturated, (X,M) is a fs log scheme.
(iii) X admits an inverse image over ϕ (relative to the functor of (12.6.10)).
(iv) If ϕ is finite, then the cartesian morphism (f, ϕ) : ϕ∗X → X , is quasi-compact.
(v) If F ′ is locally fine, the morphism (f, ϕ) is quasi-separated and e´tale.
Proof. (i): This is just a restatement of lemma 12.6.11.
(ii): In light of (i), we only have to show that Mx is a saturated monoid, for every x ∈ X .
Since by assumptionM ♯x is saturated, the assertion follows from lemma 6.2.9(ii).
Claim 12.6.15. In order to show (iii)–(v), we may assume that :
(a) F = (SpecP )♯ for a fine monoid P , and X is an affine scheme.
(b) The map of global sections P → Γ(X,M ♯) determined by ψ, comes from a morphism
of pre-log structures β : PX →M which is a fine chart forM .
Proof of the claim. To begin with, suppose that ((X ′,M ′), F ′, ψ′) is the sought preimage ofX;
let U ⊂ X be any open subset, and V ⊂ F an open subset such that ψ(U) ⊂ V . Then it is
easily seen that the object
ϕ∗X ×X (U, V ) := ((f−1U,M ′|f−1U), ϕ−1V, ψ′|f−1U)
is a preimage of ((U,M |U), V, ψ|U) over the restriction ϕ
−1V → V of ϕ. Now, suppose that
we have found an affine open coveringX =
⋃
i∈I Ui, and for every i ∈ I an affine open subset
Vi ⊂ F with ψ(Ui) ⊂ Vi, such that the object U i := ((Ui,M |Ui), Vi, ψ|Ui) admits a preimage
over the restriction ϕi : ϕ
−1Vi → Vi of ϕ; then the foregoing implies that there are natural
isomorphisms:
ϕ∗iU i ×U i (Uij, Vij)
∼→ ϕ∗jU j ×Uj (Uij , Vij)
for every i, j ∈ I , where Uij := Ui ∩Uj and Vij := Vi ∩Vj . Thus, we may glue all these inverse
images along these isomorphisms, to obtain the sought inverse image ofX .
Moreover, if ϕ is finite, the same will hold for the restrictions ϕi, and if each cartesian mor-
phism ϕ∗iU i → U i is quasi-compact, the same will hold also for (f, ϕ) ([36, Ch.I, §6.1]).
Likewise, if each morphism ϕ∗iU i → U i is e´tale and quasi-separated, then the same will hold
for (f, ϕ) ([36, Ch.I, Prop.6.1.11] and proposition 12.3.24(iii)).
Therefore, we may replace X by any Ui, and F by the corresponding Vi, which reduces the
proof of (iii)–(v) to the case where condition (a) is fulfilled. Lastly, in light of lemma 12.6.11 we
may suppose that the open subsetsUi are small enough, so that also condition (b) is fulfilled. ♦
In view of claim 12.6.15, we shall assume henceforth that conditions (a) and (b) are fulfilled.
Let S := (Spec(Z, P ), TP , ψP ) be the object of Kint considered in example 12.6.5(i) (with
R := Z); in this situation, β determines a morphism of schemes fβ : X → S, and in view
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of lemma 12.2.14 we have X ≃ X ×S S (notation of (12.6.4)). Therefore, if we find an
inverse image S′ for S over ϕ, the object X ×S S′ will provide the sought inverse image of X .
Thus, in order to show (iii)–(v), we may further reduce to the case where X = S ([36, Ch.I,
Prop.6.1.5(iii), Prop.6.1.9(iii)] and proposition 12.3.24(ii)).
Claim 12.6.16. In order to prove (iii)–(v), we may assume that F ′ is affine.
Proof of the claim. Indeed, say that F ′ =
⋃
i∈I Vi is an open covering, and let ϕi : Vi → TP be
the restriction of ϕ; suppose that we have found, for each i ∈ I , an inverse image ϕ∗iS of S over
ϕi; again, it follows easily that an inverse image for S over ϕ can be constructed by gluing the
objects ϕ∗iS. This already implies that, in order to show (iii), we may assume that F
′ is affine.
Now, suppose that ϕ is finite, so we may find an open covering as above, such that further-
more each Vi is affine, and I is a finite set. Suppose that each of the corresponding morphisms
ϕ∗iS → S is quasi-compact; by the foregoing, the schemes underlying the objects ϕ∗iS give a
finite open covering of the scheme underlying ϕ∗S, and then it is clear that (iv) holds.
Next, suppose furthermore that each morphism ϕ∗iS → S is e´tale. It follows that the
morphism ϕ∗S → S is also e´tale (proposition 12.3.24(ii)); then, since S is noetherian, the
scheme underlying ϕ∗S is locally noetherian ([36, Ch.I, Prop.6.2.2]), and therefore the mor-
phism ϕ∗S → S is quasi-separated ([36, Ch.I, Cor.6.1.13]). ♦
In view of claim 12.6.16, we shall assume that F ′ = (SpecP ′)♯ is affine as well, for a
sharp and integral P ′, and that ϕ is given by a morphism λ : P → P ′ inducing a surjection
on the associated groups (details left to the reader). Then assertions (iii) and (iv) are now
straightforward consequences of lemma 12.6.12(i,ii), and (v) follows from lemma 12.6.12(iii),
after one remarks that, when F ′ is fine, one may choose for P ′ a fine monoid. 
Remark 12.6.17. Keep the assumptions of proposition 12.6.14, and let t ∈ F0 a point of F of
height zero (see (6.5.16)). Notice that the inclusion map jt : {t} → F is an open immersion,
hence the fibreXt := ψ
−1(t) ⊂ X is open; indeed, it is clear from the definitions, that ψ−1(F0)
is precisely the trivial locus of X . Moreover, let t′ ∈ ϕ−1(t) since the group homomorphism
OgpF,t → OgpF ′,t′ is surjective, we see that t′ is of height zero in F ′, and ϕ restricts to an isomor-
phism of fans ({t′},OF,t′) ∼→ ({t},OF,t). SetX t := j∗tX (whose underlying scheme isXt), and
define likewise ϕ∗X t′ := (ϕ ◦ jt′)∗X (whose underlying scheme is an open subset of the trivial
locus of ϕ∗X). We deduce that :
• The trivial locus of ϕ∗X is the preimage of (X,M)tr.
• For every t′ ∈ F ′0, the restriction of (f, ϕ) : ϕ∗X t′ → Xt is an isomorphism.
Corollary 12.6.18. In the situation of proposition 12.6.14, let ((X ′,M ′), F ′, ψ′) := ϕ∗X. The
following holds :
(i) If F ′ = F sat, and ϕ : F sat → F is the counit of adjunction, then (X ′,M ′) = (X,M)fs,
and f is the counit of adjunction.
(ii) If ϕ is the blow up of a coherent ideal I of OF , then f is the blow up of IM , the
unique ideal ofM whose image inM ♯ equals ψ−1I .
(iii) Suppose moreover, that (X,M) is regular, F ′ is saturated , and X = K (X,M)
(notation of remark 12.6.9(iii)). Then (X ′,M ′) is regular, and ϕ∗X is isomorphic
to K (X ′,M ′).
Proof. To start with, we remark that the assertions are local on X . Indeed, this is clear for
(i), and for (iii) it follows easily from remark 12.6.9(i,,ii); concerning (ii), suppose that X =⋃
i∈I Ui is an open covering, such that ϕ
∗(Ui,M |Ui) is the blow up of the ideal IM |Ui , for every
i ∈ I . For every i, j ∈ I set Uij := Ui ∩ Uj ; by the universal property of the blow up, there are
unique isomorphisms of (Uij,M |Uij)-schemes :
Uij ×Ui ϕ∗(Ui,M |Ui)
∼→ Uij ×Uj ϕ∗(Uj ,M |Uj).
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Then both ϕ∗(X,M) and the blow up of IM are necessarily obtained by gluing along these
isomorphisms, so they are isomorphic.
Thus, we may assume that F = (SpecP )♯ for some fine monoid P , and (X,M) = X ×S
(S, P logS ) for some morphism of schemes X → S, where as usual (S, P logS , F, ψP ) is defined
as in example 12.6.5(i). In this case, (i) follows from remarks 12.2.36(iii), 6.5.8(ii) and lemma
12.6.12(ii).
Likewise, remark 12.4.32(ii) allows to reduce (ii) to the case where X = (S, P logS , F, ψP ),
and I = I∼ for some ideal I ⊂ P ; in which case we conclude by inspecting the explicit
description in example 12.4.43.
(iii): From proposition 12.6.14(ii,v) and theorem 12.5.44 we already see that (X ′,M ′) is
regular. Next, we are easily reduced to the case where X is affine, say X = SpecA, and
F ′ = (SpecQ)♯, for some saturated monoid Q, and by lemma 12.6.12, we may assume that
ϕ is induced by a morphism of monoids λ : P → Q such that λgp is an isomorphism, and
(X ′,M ′) = ϕ∗X = X ×S S ′, where S ′ := (Spec(Z, Q), F ′, ψQ) is defined as in example
12.6.5(ii). Let q ⊂ Q be any prime ideal, and set p := q ∩ P ; in light of remark 12.6.9(i), it
then suffices to show that Q/q ⊗P A = Q/q⊗P/p A/pA is an integral domain. To this aim, let
us remark :
Claim 12.6.19. Let λ : P → Q be a morphism of fine monoids, such that λgp is an isomorphism,
F ⊂ Q any face, and denote λF : F ∩ P → P the inclusion map. Then :
(i) The natural map Coker λgpF → P gp/(F ∩ P )gp is injective.
(ii) If moreover, P is saturated, then Coker λgpF is a free abelian group of finite rank.
Proof of the claim. The map of (i) is obtained via the snake lemma, applied to the ladder of
abelian groups :
0 // (F ∩ P )gp //
λgpF

P gp //
λgp

P gp/(F ∩ P )gp //

0
0 // F gp // Qgp // Qgp/F gp // 0.
taking into account that both Ker λgp and Coker λgp vanish. Then (i) is obvious, and (ii) comes
down to checking that P gp/(F ∩ P )gp is torsion-free, in case P is fine and saturated. But since
F ∩ P is a face of P , the latter assertion is an easy consequence of proposition 6.4.7. ♦
Now, set F := Q \ q; we come down to checking that B := F ⊗F∩P A/pA is an integral
domain, and remark 12.6.9(i) tells us that A/pA is a domain. However, A/pA is (F ∩ P )-flat
(proposition 12.5.32(ii)), hence the natural map
B → C := F gp ⊗(F∩P )gp Frac(A/pA)
is injective; on the other hand, claim 12.6.19(ii) implies that C = A[Coker λgpF ] is a free (poly-
nomial) A-algebra, whence the contention. 
Example 12.6.20. In the situation of example 6.5.27, take T := SpecP for a fine monoid P ,
and define S as in example 12.6.5(i). The k-Frobenius map kP (example 6.5.10(i)) induces an
endomorphism kS := (Spec(R,kP ),kT ) of S in K . By proposition 12.6.14(iii) and example
6.5.27, there exists a unique morphism g fitting into a commutative diagram of Kint :
(12.6.21)
ϕ∗S //
g

S
kS

ϕ∗S // S
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(where the horizontal arrows are the cartesian morphisms). Say that ϕ∗S = ((Y,N), F, ψ);
then we have g = (g,kF ) for a unique endomorphism g := (g, log g) of the log scheme (Y,N).
Let U := SpecP ′ ⊂ F be any open affine subset ; since kF is the identity on the underlying
topological spaces, g restricts to an endomorphism g|ψ−1U of ψ
−1U×Y (Y,N). In view of lemma
12.6.12, the latter log scheme is of the form S′ as in example 12.6.5(ii), withQ := P gp×P ′gpP ′.
Then g|ψ−1U is induced by an endomorphism ν of Q, fitting into a commutative diagram :
P //
kP

Q
ν

P // Q
whose horizontal arrows are the natural injections. Since Q ⊂ P gp, it is clear that ν = kQ.
Especially, g : Y → Y is a finite morphism of schemes. Furthermore, for every point y ∈ Y ,
we have a commutative diagram of monoids :
(12.6.22)
N g(y)
log gy

// N ♯g(y)
log g♯y

OF,ψ(y)
∼oo
kψ(y):=(logkF )ψ(y)

N y // N
♯
y OF,ψ(y).
∼oo
12.6.23. Let (K, |·|) be a valued field, Γ andK+ respectively the value group and the valuation
ring of | · |; denote by 1 ∈ Γ the neutral element, and by Γ+ ⊂ Γ the submonoid consisting of
all elements ≤ 1. Set S := SpecK+; we consider the log scheme (S,O∗S ), where O∗S ⊂ OS is
the subsheaf such that O∗S (U) := OS(U)\{0} for every open subset U ⊂ S. To this log scheme
we associate the object of Kint :
f(K, | · |) := ((S,O∗S ), Spec Γ+, ψΓ)
where ψΓ is the morphism of monoidal spaces arising from the isomorphism
Γ+
∼→ (K+\{0})/(K+)×
deduced from the valuation | · |. It is well known that ψΓ is a homeomorphism (see e.g. [52,
§6.1.26]). We shall use objects of this kind to state some separation and properness criteria for
log schemes whose existence is established via proposition 12.6.14. To this aim, we need to
digress a little, to prove the following auxiliary results, which are refinements of the standard
valuative criteria for morphisms of schemes.
12.6.24. Let f : X → Y be a morphism of schemes, R an integral ring, and K the field of
fractions of R. Let us denote by X(R)max ⊂ X(R) the set of morphisms SpecR → X which
map SpecK to a maximal point of X . There follows a commutative diagram of sets :
(12.6.25)
X(R)max //

X(K)max

Y (R) // Y (K).
Proposition 12.6.26. Let f : X → Y be a morphism of schemes. The following conditions are
equivalent :
(a) f is separated.
(b) f is quasi-separated, and for every valued field (K, | · |), the map of sets :
(12.6.27) X(K+)max → X(K)max ×Y (K) X(K+)max
deduced from diagram (12.6.25) (withR := K+, the valuation ring of | · |), is injective.
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Proof. (a)⇒ (b) by the valuative criterion of separation ([36, Ch.I, Prop.5.5.4]). Conversely, we
shall show that if (b) holds, then the assumptions of the criterion of loc.cit. are fulfilled. Indeed,
let (L, | · |L) be any valued field, with valuation ring L+, and suppose we have two morphisms
σ1, σ2 : SpecL
+ → X whose restrictions to SpecL agree, and such that f ◦ σ1 = f ◦ σ2.
Let s, η ∈ SpecL+ be respectively the closed point and the generic point, set x := σ1(η) =
σ2(η) ∈ X , and denote by ϕ : OX,x → L the ring homomorphism corresponding to the restric-
tion of σ1 (and σ2); then x admits two specializations xi := σi(s) ∈ X (for i = 1, 2) such that ϕ
sends the image Ai ⊂ OX,x of the specialization map OX,xi → OX,x, into L+, and the maximal
ideal of Ai into the maximal ideal mL of L
+, for both i = 1, 2. Moreover, y := f(x1) = f(x2).
Denote by B ⊂ OX,x the smallest subring containing A1 and A2, and set p := B ∩ ϕ−1mL.
Then ϕ(Bp) ⊂ L+ as well, and Bp dominates both A1 and A2. Now, let t ∈ X be a maximal
point which specializes to x; by [36, Ch.I, Prop.5.5.2] we may find a valued field (E, | · |E)
with a local ring homomorphism OX,t → E, such that the valuation ring E+ of | · |E dominates
the image of the specialization map OX,x → OX,t. Let κ(E) be the residue field of E+, and
Bp ⊂ κ(E) the image of Bp. By the same token, we may find a valuation ring V ⊂ κ(E) with
fraction field κ(E), and dominating Bp; then it is easily seen that the preimage K
+ ⊂ E+ of
V is a valuation ring with field of fractions K = E, which dominates the image of Bp in OX,t
([89, Th.10.1(iv)]). Hence, K+ dominates the images of OX,xi , for both i = 1, 2, and therefore,
also the image of OY,y; in other words, in this way we obtain two elements inX(K+)max whose
images agree in Y (K+), and whose restrictions SpecK → X coincide. By assumption, these
twoK+-points must then coincide, especially x1 = x2, and therefore σ1 = σ2, as required. 
Proposition 12.6.28. Let f : X → Y be a quasi-compact morphism of schemes. The following
conditions are equivalent :
(a) f is universally closed.
(b) For every valued field (K, | · |), the corresponding map (12.6.27) is surjective.
Proof. (a)⇒ (b) by the valuative criterion of [36, Ch.I, Prop.5.5.8]. Conversely, we will show
that (b) implies that the conditions of loc.cit. are fulfilled. Hence, let (L, | · |L) be any valued
field, with valuation ring L+, and suppose that we have a morphism σ : SpecL → X , whose
composition with f extends to a morphism SpecL+ → Y ; we have to show that σ extends
to a morphism SpecL+ → X . Denote by η, s ∈ SpecL+ respectively the generic and the
closed point, let x ∈ X be the image of η, and y ∈ Y the image of s. Then σ corresponds to
a ring homomorphism σ♮ : OX,x → L, and L+ dominates the image of the map OY,y → OX,x
determined by f . Moreover, σ♮ factors through the residue field κ(x) of OX,x. Then κ(x)+ :=
κ(x) ∩L+ is a valuation ring with fraction field κ(x), and we are reduced to showing that there
exists a specialization x′ ∈ X of x, such that f(x′) = y, and such that κ(x)+ dominates the
image of the specialization map OX,x′ → OX,x.
Let now t ∈ X be a maximal point which specializes to x; by [36, Ch.I, Prop.5.5.8] we may
find a valued field (E, | · |E) with a local ring homomorphism OX,t → E, whose valuation ring
E+ dominates the image of the specialization map OX,x → OX,t. Let κ(E) be the residue field
of E+; the induced map OX,x → κ(E) factors through κ(x), and by [89, Th.10.2] we may
find a valuation ring V ⊂ κ(E) with field of fractions κ(E), which dominates κ(x)+. The
preimage K+ ⊂ E+ of V is a valuation ring with field of fractions K = E ([89, Th.10.1]).
By construction,K+ dominates the image of OX,y, in which case assumption (b) says that there
exists a specialization x′ of x such that f(x′) = y, and such that K+ dominates the image of
the specialization map OX,x′ → OX,t. A simple inspection then shows that κ(x)+ dominates the
image of OX,x′ in OX,x, as required. 
Corollary 12.6.29. Let f : X → Y be a morphism of schemes which is quasi-separated and of
finite type. Then the following conditions are equivalent :
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(a) f is proper.
(b) For every valued field (K, | · |), the corresponding diagram (12.6.25) (with R := K+
the valuation ring of | · |) is cartesian.
Proof. It is immediate from propositions 12.6.26 and 12.6.28. 
12.6.30. We are now ready to return to log schemes. Resume the situation of (12.6.23), let
X := ((X,M), F, ψ) be any object of K , and denote by α : M → OX the structure map ofM .
Suppose we are given a morphism σ : S → X of schemes, and we ask whether there exists
a morphism of log structures β : σ∗M → O∗S , such that the pair (σ, β) is a morphism of log
schemes (S,O∗S )→ (X,M). By definition, this holds if and only if the composition
β : σ∗M
σ∗α−−→ σ∗OX σ
♮−→ OS
factors through O∗S . Moreover, in this case the factorization is unique, so that σ determines β
uniquely. Let η ∈ S be the generic point; we claim that the stated condition is fulfilled, if and
only if t := σ(η) lies in (X,M)tr (see definition 12.2.7(i)). Indeed, if t lies in the trivial locus,
M t = O
×
X,t, so certainly the image of βt : M t → OS,η lies in O∗S,η = K×. Now, if s ∈ S is any
other point, the composition
Mσ(s)
βσ(s)−−−→ OS,s → OS,η = K
factors through M t, hence its image lies in K
× ∩ OS,s = O∗S,s, whence the contention. Con-
versely, if β factors through O∗S , it follows especially that the image of the stalk of the structure
map M t → OX,t lies in the preimage of O∗S,η = O×S,η, and the latter is just O×X,t, so t lies in the
trivial locus.
Next, let f : (S,O∗S ) → (X,M) be any morphism of log schemes. We claim that there
exists a unique morphism of fans ϕ := (ϕ, logϕ) : Spec Γ+ → F , such that the pair (f, ϕ) is a
morphism f(K, | · |) → X in K . Indeed, since ψΓ is a homeomorphism, there exists a unique
continuous map ϕ on the underlying topological spaces, such that ϕ ◦ ψΓ = ψ ◦ f , and for
the same reason, the map log f ♯ : f ∗M/O×S → O∗S /O×S is of the form ψ∗Γ(logϕ) for a unique
morphism of sheaves logϕ as sought. Then logϕ will be a local morphism, since the same
holds for log f (see (12.6.1)).
Summing up, we have shown that the natural map
HomK (f(K, | · |), X)→ X(K+) : (σ, ϕ) 7→ σ
is injective, and its image is the set of all the morphisms S → X which map η into (X,M)tr.
Proposition 12.6.31. Let X := ((X,M), F, ψ) be an object of Kint, and ϕ : F
′ → F an
integral partial subdivision, with F and F ′ locally fine. We have :
(i) If the induced map F ′(N) → F (N) is injective, the cartesian morphism ϕ∗X → X is
separated.
(ii) If ϕ is a proper subdivision, the cartesian morphism ϕ∗X → X is proper, and induces
an isomorphism of schemes (ϕ∗X)tr
∼→ (X,M)tr.
Proof. The assertions are local on X (cp. the proof of claim 12.6.15), so we may assume –
by lemma 12.6.11 – that M admits a chart PX → M , and F = (SpecP )♯. In this case, let
S := SpecZ[P ], and denote by S the object of Kint attached to P , as in example 12.6.5(i) (with
R := Z); then (X,M) is isomorphic to X ×S (S, P logS ), and if fS : ϕ∗S → S is the cartesian
morphism over ϕ, then the cartesian morphism f : ϕ∗X → X is given by the pair (1X ×S
fS, ϕ) (see the proof of proposition 12.6.14(iii)). Thus, we may replace X by S ([36, Ch.I,
Prop.5.3.1(iv)]), in which case lemma 12.6.12 shows that the log scheme (X ′,M ′) underlying
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ϕ∗S admits an open covering consisting of affine log schemes of the form Spec(Z, Q), for a
fine monoid Q. Notice that, for such Q we have :
Spec(Z, Q)tr = Z[Q
gp]
which is a dense open subset of SpecZ[Q].
(i): According to proposition 12.6.14(v), the morphism f is quasi-separated, so we may apply
the criterion of proposition 12.6.26. Indeed, let (K, | · |) be any valued field, and suppose that
σi ∈ X ′(K+)max (for i = 1, 2) are two sections, whose images in X ′(K)max ×S(K) S(K+)
coincide; we have to show that σ1 = σ2. However, we have just seen that the maximal points
of X ′ lie in (X ′,M ′)tr, so the discussion of (12.6.30) shows that both σi extend uniquely to
morphisms σ′i : f(K, | · |) → ϕ∗S in K , and it suffices to show that σ′1 = σ′2. By definition,
the datum of σ′i is equivalent to the datum of a morphism σ
′′
i : f(K, | · |)→ S, and a morphism
of fans ϕ′i : Spec Γ+ → F ′. Again by (12.6.30), the morphisms σ′′1 and σ′′2 agree if and only if
they induce the same morphisms of schemes; the latter holds by assumption, since σ1 and σ2
yield the same element of S(K+). On the other hand, in view of (b) and proposition 6.5.24, the
elements ϕ1, ϕ2 ∈ F ′(Γ+) coincide if and only if their images in F (Γ+) coincide; but again, this
last condition holds since the images of both σi agree in S(K
+).
(ii): In view of (i) and proposition 12.6.14(iv),(v) we know already that f is separated and
of finite type, so we may apply the criterion of corollary 12.6.29. Hence, let σ ∈ S(K+) be a
section, and x ∈ X ′(K)max aK-rational point such that f(x) is the image of σ in S(K); in view
of (i), it suffices to show that σ lifts to a section σ˜ ∈ X ′(K+)max, whose image in X ′(K) is x.
Since x ∈ (X ′,M ′)tr, remark 12.6.17 implies that f(x) ∈ (S, P logS )tr, and then the discussion
in (12.6.30) says that σ underlies a unique morphism (σ′, β) : f(K, | · |) → S. By proposition
6.5.26, the element β ∈ F (Γ+) lifts to an element β ′ ∈ F ′(Γ+), and finally the pair ((σ, β), β ′)
determines a unique morphism f(K, | · |) → ϕ∗S, whose underlying morphism of schemes is
the sought σ˜. Lastly, notice that the map F ′({1}) → F ({1}) induced by ϕ, is bijective by
propositions 6.5.24 and 6.5.26 (where {1} is the monoid with one element), which means that
ϕ restricts to a bijection on the points of height zero; then remark 12.6.17 implies the second
assertion of (ii). 
Theorem 12.6.32. Let (X,M) be a regular log scheme. Then there exists a smooth morphism
of log schemes f : (X ′,M ′)→ (X ′,M), whose underlying morphism of schemes is proper and
birational, and such that X ′ is a regular scheme. More precisely, f restricts to an isomorphism
of schemes f−1Xreg → Xreg on the preimage of the open locus of regular points of X .
Proof. We use the object X := ((X,M), F (X,M), πX) attached to (X,M) as in remark
12.6.9(ii). Indeed, it is clear that F (X,M) is locally fine and saturated, hence theorem 6.6.31
yields an integral, proper, simplicial subdivision ϕ : F ′ → F (X,M) which restricts to an
isomorphism ϕ−1F (X,M)sim
∼→ F (X,M)sim. Take (f, ϕ) : ϕ∗X → X to be the cartesian
morphism over ϕ, and denote by (X ′,M ′) the log scheme underlying ϕ∗X; it follows already
from proposition 12.6.31(ii) that f is proper on the underlying schemes. Next, corollary 12.5.35
shows thatXreg is π
−1F (X,M)sim, so f restricts to an isomorphism f
−1Xreg
∼→ Xreg. Further-
more, f is e´tale, by proposition 12.6.14(v), hence the log scheme (X ′,M ′) is regular (theorem
12.5.44). Finally, again by corollary 12.5.28 we see that X ′ is regular. 
12.6.33. Let now (Y,N) be a regular log scheme, such that F (Y,N) is affine (notation of
remark 12.6.9(ii)), say isomorphic to (SpecP )♯, for some fine, sharp and saturated monoid P .
Let I ⊂ P be an ideal generated by two elements a, b ∈ P , and denote by f : (Y ′, N ′)→ (Y,N)
the saturated blow up of the ideal IN ofN (see (12.4.49)). Set U ′ := (Y ′, N ′)tr, U := (Y,N)tr,
and denote j : U → Y , j′ : U ′ → Y ′ the open immersions. In this situation we have :
Lemma 12.6.34. (i) H1(Y ′, N ′♯gp) = 0.
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(ii) Suppose morever, that R1j′∗O
×
U ′ = 0. Then R
1j∗O
×
U = 0.
Proof. (i): Since N ′♯gp = π∗XO
gp
F (Y ′,N ′)
, claim 12.6.39(ii) and remark 12.6.9(iii) reduce to show-
ing
(12.6.35) H1(F (Y ′, N ′),Ogp
F (Y ′,N ′)
) = 0.
However, by corollary 12.6.18(iii), the fan F (Y ′, N ′) is the saturated blow up of the ideal
IOF (Y,N) of OF (Y,N), hence it admits the affine covering
F (Y ′, N ′) = (SpecP [a−1b]sat)♯ ∪ (SpecP [b−1a]sat)♯.
Notice now that every affine fan is a local topological space, hence the left hand-side of (12.6.35)
is computed by the Cˇech cohomology ofOgp
F (Y ′,N ′)
relative to this covering (theorem 10.2.24(ii)).
However, the intersection of the two open subsets is (SpecP [a−1b, b−1a])♯, and clearly the
restriction map
H0(SpecP [a−1b]sat,Ogp
F (Y ′,N ′)
)→ H0(SpecP [a−1b, b−1a],Ogp
F (Y ′,N ′)
)
is surjective. The assertion is an immediate consequence.
(ii): Let y ∈ Y be any point; according to (12.4.50), the morphism
f ×Y Y (y) : (Y ′, N ′)×Y Y (y)→ (Y (y), N(y))
is the saturated blow up of the ideal IN(y); on the other hand, let U(y) := U ×Y Y (y),
U ′(y) := U ′ ×Y Y (y) and denote by jy : U(y) → Y (y) and j′y : U ′(y) → Y ′ ×Y Y (y)
the open immersions; in light of proposition 10.1.8(ii), it suffices to show that R1jy∗OU(y) = 0,
and the assumption implies that R1j′y∗OU ′(y) = 0. Summing up, we may replace Y be Y (y),
and assume from start that Y is local, and y is its closed point. From the assumption we get :
H1(Y ′, j′∗O
×
U ′) = H
1(U ′,O×Y ′) = PicU
′.
On the other hand, recall thatN ′♯gp = j′∗O
×
U ′/O
×
Y ′ (proposition 12.5.54); combining with (i), we
deduce that the natural map
PicY ′ → PicU ′
is surjective. Set Y ′0 := f
−1(y) ⊂ Y ′, endow Y ′0 with its reduced subscheme structure, and let i :
Y ′0 → Y ′ be the closed immersion. If I is an invertible ideal of P , then f is an isomorphism, in
which case the assertion is obvious. We may then assume that I is not invertible, in which case
claim 12.4.56(ii) says that there exists a morphism of (Y,N)-schemes h : (Y ′, N ′) → P1(Y,N)
inducing an isomorphism of κ(y)-schemes
(12.6.36) (h×Y Specκ(y))red : Y ′0 ∼→ P1κ(y).
Let us remark :
Claim 12.6.37. Let S be a noetherian local scheme, s the closed point of S, and f : X → S
a proper morphism of schemes. Suppose that dimX(s) ≤ 1, and H1(X(s),OX(s)) = 0. Then
the natural map
PicX → PicX(s)
is injective.
Proof of the claim. Say that S = SpecA for a local ring A, and denote by mA ⊂ A the maximal
ideal. For every k ∈ N, set Sn := SpecA/mk+1A , and let in : Xn := X ×S Sn → X be the
closed immersion. Let L be any invertible OX-module, and suppose that i∗0L ≃ OX0 ; we have
to show that L ≃ OX . We notice that, for every k ∈ N, the natural map
H0(Xk+1, i
∗
k+1L )→ H0(Xk, i∗kL )
1122 OFER GABBER AND LORENZO RAMERO
is surjective : indeed, its cokernel is an A-submodule of H1(X0,m
k
AL /m
k+1
A L ), and since
dimX0 ≤ 1, the natural map
(mkA/m
k+1
A )⊗κ(s) H1(X0, i∗0L ) ∼→ H1(X0, (mkA/mk+1A )⊗κ(s) L )→ H1(X0,mkAL /mk+1A L )
is surjective; on the other hand, our assumptions imply that H1(X0, i
∗
0L ) = 0, whence the
contention. Let A∧ be the mA-adic completion of A; taking into account [39, Ch.III, Th.4.1.5],
we deduce that the natural map
H0(X,L )⊗A A∧ → H := H0(X0, i∗L )
is a continuous surjection, for the mA-adic topologies. Since H is a discrete space for this
topology, and since the image ofH0(X,L ) is dense in themA-adic topology ofH
0(X,L )⊗A
A∧, we conclude that the restriction map H0(X,L ) → H is surjective as well. Let s ∈ H be
a global section of i∗0L whose image in i
∗
0Lx is a generator of the latter A0-module, for every
x ∈ X0, and pick s ∈ H0(X,L ) whose image inH equals s. It remains only to check that, for
every x ∈ X , the A-module Lx is generated by the image sx of s. However, since X is proper,
every x ∈ X specializes to a point ofX0, hence we may assume that x ∈ X0, in which case one
concludes easily, by appealing to Nakayama’s lemma (details left to the reader). ♦
Combining claim 12.6.37 and [86, Prop.11.1(i)], we see that the induced map
i∗ : Pic Y ′ → Pic Y ′0
is injective. Let now L be any invertible OU -module; we have to show that L extends to an
invertible OY -module (which is then isomorphic to OY ). However, notice that f restricts to
an isomorphism g : U ′
∼→ U , hence g∗L is an invertible OU ′-module, and by the foregoing
there exists an invertible OY ′-module L
′ such that L ′|U ′ ≃ g∗L . In light of the isomorphism
(12.6.36), there exists an invertible OP1Y -module L
′′ such that i∗L ′ ≃ i∗h∗L ′′. Therefore
L ′ ≃ h∗L ′′.
Now, on the one hand, claim 12.6.37 implies that L ′′ = OP1Y (n) for some n ∈ N; on the
other hand, (12.4.17) implies that h restricts to a morphism of schemes htr : U
′ → Gm,Y ,
and L ′′|Gm,Y = OP1Y (n)|Gm,Y = OGm,Y , so finally g
∗L = OU ′ , hence L = OU , whence the
contention. 
The following result complements proposition 12.5.54.
Theorem 12.6.38. Let (X,M) be any regular log scheme, set U :=: (X,M)tr and denote by
j : U → X the open immersion. Then we have :
R1j∗O
×
U = 0.
Proof. We begin with the following general :
Claim 12.6.39. Let π : T1 → T2 be a continuous open and surjective map of topological spaces,
such that π−1(t) is an irreducible topological space (with the subspace topology) for every
t ∈ T2. Then, we have :
(i) For every sheaf S on T2, the natural map S → π∗π∗S is an isomorphism.
(ii) For every abelian sheaf S on T2, the natural map S[0] → Rπ∗π∗S is an isomorphism
in D(ZT2-Mod).
Proof of the claim. (i): Since π is open, π∗S is the sheaf associated to the presheaf : U 7→
S(πU), for every open subset U of T1. We show, more precisely, that this presheaf is already
a sheaf; since π is surjective, the claim shall follow immediately. Now, let U ⊂ T1 be an open
FOUNDATIONS FOR ALMOST RING THEORY 1123
subset, and (Ui | i ∈ I) a family of open subsets of X covering U ; for every i, j ∈ I , set
Uij := Ui ∩ Uj . It suffices to show that S(πU) is the equalizer of the two maps :∏
i∈I S(πUi)
//
//
∏
i,j∈I S(πUij).
Since S is a sheaf, the latter will hold, provided we know that πUi ∩ πUj = πUij for every
i, j ∈ I . Hence, let t ∈ πUi ∩ πUj ; this means that π−1(t) ∩ Ui 6= ∅ and π−1(t) ∩ Uj 6= ∅.
Since π−1(t) is irreducible, we deduce that π−1(t) ∩ Uij 6= ∅, as required.
(ii): The proof of (i) also shows that, for every flabby abelian sheaf J on T2, the abelian sheaf
π∗J is flabby on T1. Hence, if S is any abelian sheaf on T2, we obtain a flabby resolution of
π∗S of the form π∗J•, by taking a flabby resolution S → J• of S on T2. According to remark
7.3.29(iv), there is a natural isomorphism
π∗π
∗J
∼→ Rπ∗π∗S
in D(ZT2-Mod). Then the assertion follows from (i). ♦
After these preliminaries, let us return to the log scheme (X,M), and its associated object
X := ((X,M), F (X,M), πX). The assertion to prove is local on X , hence we may assume
that F (X,M) = (SpecP )♯, for some sharp, fine and saturated monoid P . Next, by theorem
12.6.32 (and its proof) there exists an integral proper simplicial subdivisionϕ : F ′ → F (X,M),
such that the log scheme (X ′,M ′) underlying ϕ∗X is regular, X ′ is regular, and the morphism
X ′ → X restricts to an isomorphism U ′ := (X ′,M ′)tr → U . In this situation, we may
find a further subdivision ϕ′ : F ′′ → F ′ such that both ϕ′ and ϕ ◦ ϕ′ are compositions of
saturated blow up of ideals generated by at most two elements of P (example 6.6.15(iii)). Say
that ϕ ◦ ϕ′ = ϕr ◦ ϕr−1 · · · ◦ ϕ1, where each ϕi is a saturated blow up of the above type. By
proposition 12.6.14(iii), we deduce a sequence of morphisms of log schemes
(X1,M 1)
g1−−→ · · · → (Xr−1,M r−1) gr−1−−−→ (Xr,M r) gr−−→ (Xr+1,M r+1) := (X,M)
each of which is the blow up of a corresponding ideal, and by the same token, ϕ′ induces a
morphism g : (X1,M 1) → (X ′,M ′) of (X,M)-schemes. For every i = 1, · · · , r + 1, set
Ui := (Xi,M i)tr, and let ji : Ui → Xi be the open immersion; especially, Ur+1 = U . We shall
show, by induction on i, that
(12.6.40) R1ji∗O
×
Ui
= 0 for i = 1, . . . , r + 1.
Notice first that the stated vanishing translates the following assertion. For every x ∈ Xi and
every invertible OUi-module L , there exists an open neighborhood Ux of x in Xi such that
L|Ux∩Ui extends to an invertible OUx-module. However, it follows immediately from proposi-
tions 11.3.8 and 11.3.15, that every invertible OU ′-module extends to an invertible OX′-module.
Since g restricts to an isomorphism U1 = g
−1U ′
∼→ U ′, we easily deduce that every invert-
ible OU1-module extends to an invertible OX1-module (namely : if L is such a module, extend
g|U1∗L to an invertible OX′-module, and pull the extension back to X1, via g
∗). Summing up,
we see that (12.6.40) holds for i = 1.
Next, suppose that (12.6.40) has already been shown to hold for a given i ≤ r; by lemma
12.6.34(ii), it follows that (12.6.40) holds for i+ 1, so we are done. 
12.6.41. Let X be a scheme, M a fine log structure on the Zariski site of X , x a point of X ,
and notice that every fractional ideal of Mx is finitely generated (lemma 6.4.22(iv)). Say that
X(x) = SpecA; in view of lemma 6.4.28(ii) there is a natural map of abelian groups
Div(Mx)→ Div(A).
Composing with the map I 7→ I∼ as in (11.3.12), we get, by virtue of loc.cit., a map
(12.6.42) Div(Mx)→ DivX(x).
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Corollary 12.6.43. With the notation of (12.6.41), suppose furthermore that (X,M) is regular
at the point x. Then (12.6.42) induces an isomorphism
Div(Mx)
∼→ Div(X(x)).
Proof. By virtue of proposition 6.4.38(ii) (and remark 11.3.11(i)), the map under investigation
is already known to be injective. To show surjectivity, let K be the field of fractions of A, and
L ⊂ K any reflexive fractional ideal of A; we may then regard L := L∼ as a coherent OX-
submodule of i∗OX0 , where i : X0 → X is the inclusion map of the subschemeX0 := SpecK.
By proposition 11.3.15, theOU -moduleL|U is invertible, hence it extends to an invertibleOX(x)-
module L ′, by virtue of theorem 12.6.38. Since X(x) is local, L ′ is a free OX(x)-module, and
therefore L|U ≃ OU . Thus, pick a ∈ L (U) ⊂ K which generates L|U ; after replacing L by
a−1L, we may assume that L|U = OU as subsheaves of i∗OX0 . Let Σ be the set of points of
height one of X(x) contained in X(x) \ U ; for each y ∈ Σ, the maximal ideal my of OX(x),y is
generated by a single element ay, and there exists ky ∈ Z such that akyy generates the OX(x),y-
submodule Ly of K. To ease notation, let P := Mx, and denote ψ : X(x) → SpecP the
natural continuous map; also, let mψ(y) be the maximal ideal of the localization Pψ(y) for every
y ∈ X(x), and set
I :=
⋂
y∈Σ
m
ky
ψ(y).
In light of lemma 6.4.22(i,ii) and proposition 6.4.33, it is easily seen that I/P× is a reflexive
fractional ideal of the fine and saturated monoid P ♯, so I is a reflexive fractional ideal of P .
Then IA ⊂ K is a reflexive fractional ideal of A. Set L ′′ := (IA)∼ ⊂ i∗OX0; then L ′′|U =
L|U and L
′′
y = Ly for every y ∈ Σ. It follows that, for every y ∈ Σ, there exists an open
neighborhood Uy of y in X(x) such that L ′′|Uy = L|Uy . Let U
′ := U ∪⋃y∈Σ Uy, and denote by
j′ : U ′ → X(x) the open immersion. Notice that δ′(y,OX) ≥ 2 for every y ∈ X \U ′ (corollary
12.5.29). In light of proposition 11.3.8(ii) (and remark 11.3.11(i)), we deduce
L = j′∗L|U ′ = j
′
∗L
′′
|U ′ = L
′′
whence the contention. 
12.6.44. LetM be a log structure on the Zariski site of a local schemeX , such that (X,M) is
a regular log scheme. Let x ∈ X be the closed point, say that X = SpecB for some local ring
B, and let β : P → B a chart for M which is sharp at x. As usual, if M is any B-module, we
denoteM∼ the quasi-coherent OX-module arising fromM .
Theorem 12.6.45. In the situation of (12.6.44), suppose as well that dimP = 2 and dimX =
2. Then every indecomposable reflexive OX-module is isomorphic to (IB)∼, for some reflexive
fractional ideal I of P . (Notation of (6.4.27).)
Proof. Set Q := Div+(P ) and define ϕ : P → Q as in example 6.4.47. The chart β defines a
morphism ψ : (X,M)→ Spec(Z, P ), and we let (X ′,M ′) be the fibre product in the cartesian
diagram
(X ′,M ′) //
f

Spec(Z, Q)
Spec(Z,ϕ)

(X,M)
ψ // Spec(Z, P ).
Arguing as in the proof of claim 13.3.35, it is easily seen thatX ′ is a local scheme and (X ′,M ′)
is regular. Moreover, X ′ is a regular scheme, since Q is a free monoid (corollary 12.5.35), and
f is a finite morphism of Kummer type (lemma 13.3.6).
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Claim 12.6.46. The OX -module f∗OX′ is isomorphic to a finite direct sum (I1B⊕ · · ·⊕ IkB)∼,
where I1, . . . , Ik are reflexive fractional ideals of P , and OX is a direct summand of f∗OX′ .
Proof of the claim. In view of example 6.4.47, we see that f∗OX′ = (Q⊗P B)∼ is the direct sum
of the OX -modules (grγQ ⊗P B)∼, where γ ranges over the elements of Qgp/P gp, and gr•Q
denotes the ϕ-grading ofQ. But for each such γ, the natural map grγQ⊗P B → grγQ ·B is an
isomorphism, since B is P -flat (proposition 12.5.32(ii)). This shows the first assertion, and the
second is clear as well, since gr0Q = P . ♦
Denote by x′ the closed point of X ′; from corollary 12.5.36(i) we see that U := (X,M)1 is
the complement of {x} and U ′ := (X ′,M ′)1 is the complement of {x′} (notation of definition
12.2.7(i)). Let also j : U → X and j′ : U ′ → X ′ be the open immersions.
Claim 12.6.47. (i) The restriction g : U ′ → U of f is a flat morphism of schemes.
(ii) The functor j∗ : OX-Rflx→ OU -Rflx is an equivalence (see definition 11.3.1(iii)).
Proof of the claim. (i): It suffices to check that the restriction Spec(Z, Q)1 → Spec(Z, P )1 of
Spec(Z, ϕ) is flat. However, we have the affine open covering
Spec(Z, P )1 = SpecZ[Pp1 ] ∪ SpecZ[Pp2 ]
where p1, p2 ⊂ P are the two prime ideals of height one (see example 6.4.17(i)). Hence, we are
reduced to showing that the morphism of log schemes underlying
Spec(Z, ϕpi) : Spec(Z, Qpi)→ Spec(Z, Ppi)
is flat for i = 1, 2. However, it is clear that Qpi is an integral Ppi-module, hence it suffices to
check that Qpi is a flat Ppi-module, for i = 1, 2 (proposition 6.1.53), or equivalently, that Q
♯
pi
is a flat P ♯pi-module (corollary 6.1.50(ii)). The latter assertion follows immediately from the
discussion of (6.4.44).
(ii): From proposition 11.3.8 we see that j∗ is full and essentially surjective. Moreover, it
follows from remark 11.3.5 that every reflexive OX-module is S1, so j∗ is also faithful (details
left to the reader). ♦
In light of claim 12.6.47(ii), it suffices to show that every indecomposable reflexive OU -
module F is isomorphic to (IB)∼|U , for some reflexive fractional ideal I of P . However, for
such F , claim 12.6.47(i) and lemma 11.3.7(i) imply that g∗F is a reflexive OU ′-module. From
proposition 11.3.8 and corollary 10.4.23 we deduce that δ′(x′, j′∗g
∗F ) ≥ 2, so j′∗g∗F is a free
OX′-module of finite rank ([41, Ch.0, Prop.17.3.4]), and finally, g∗F is a free OU ′-module of
finite rank. Taking into account claim 12.6.46, it follows that g∗g
∗F = F ⊗OU g∗OU ′ is a
direct sum of OU -modules of the type (IB)∼|U , for various I ∈ Div(P ); moreover, F is a direct
summand of g∗g
∗F . Then, we may find a decomposition g∗g∗F = F1 ⊕ · · · ⊕Ft such that
Fi is an indecomposable OU -module for i = 1, . . . , t, and F1 = F (details left to the reader
: notice that – since reflexive OU -modules are S1 – the length t of such a decomposition is
bounded by the dimension of the κ(η)-vector space (g∗g
∗F )η, where η is the maximal point of
X). On the other hand, notice that
EndOU ((IB)
∼
|U) = EndB(IB) (claim 12.6.47(ii))
= (IB : IB) (by (6.4.36))
= (I : I)B (lemma 6.4.28(i))
=B (proposition 6.4.38(i))
for every I ∈ Div(P ). Now the contention follows from theorem 7.11.3. 
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12.6.48. Let now (Xe´t,M) be a quasi-coherent log scheme on the e´tale site of X . Pick a
covering family (Uλ | λ ∈ Λ) of X in Xe´t, and for every λ ∈ Λ, a chart Pλ,Uλ → M |Uλ. The
latter induce isomorphisms of log schemes (Uλ,M |Uλ)
∼→ u˜∗(Uλ,Zar, P logUλ,Zar) (see (12.2.2));
in other words, every quasi-coherent log structure on Xe´t descends, locally on Xe´t, to a log
structure on the Zariski site. However, (Xe´t,M) may fail to descend to a unique log structure
on the whole of XZar. Our present aim is to show that, at least under a few more assumptions
on M , we may find a blow up (X ′e´t,M
′) → (Xe´t,M) such that (X ′e´t,M ′) descends to a log
structure onX ′Zar. To begin with, for every λ ∈ Λ let
Tλ := (SpecPλ)
♯ and Sλ := SpecZ[Pλ].
Also, let Sλ := (Spec(Z, Pλ), Tλ, ψPλ) be the object of K attached to Pλ, as in example
12.6.5(i). From the isomorphism
(Uλ,Zar, u˜∗M |Uλ)
∼→ Uλ ×Sλ Spec(Z, Pλ)
we deduce an object
Uλ := Uλ ×Sλ Sλ = ((Uλ,Zar, u˜∗M |Uλ), Tλ, ψλ).
Suppose now that M is a fs log structure; then we may choose for each Pλ a fine and satu-
rated monoid (lemma 12.1.18(iii)). Next, suppose thatX is quasi-compact; in this case we may
assume that Λ is a finite set, hence S := {Pλ | λ ∈ Λ} is a finite set of monoids, and conse-
quently we may choose a finite sequence of integers c(S ) fulfilling the conditions of (6.6.25)
relative to the category S -Fan. Then, for every λ ∈ Λ we have a well defined integral roof
ρλ : Tλ(Q+) → Q+, and we denote by fλ : T (ρλ) → Tλ the corresponding subdivision. There
follows a cartesian morphism
f ∗λUλ → Uλ
whose underlying morphism of log schemes is a saturated blow up of the ideal Iρλ u˜∗M |Uλ
(proposition 6.6.13 and corollary 12.6.18). Next, for λ, µ ∈ Λ, set Uλµ := Uλ ×X Uµ and let
Uλµ := ((Uλµ, u˜∗M |Uλµ), Tλ, ψλµ)
where ψλµ is the composition of ψλ and the projection Uλµ → Uλ. Denote by (U∼λ ,M∼λ ) (resp.
(U∼λµ,M
∼
λµ)) the log scheme underlying f
∗
λUλ (resp. f
∗
λUλµ). Also, for any λ, µ, γ ∈ Λ, let
πλµγ : Uλµ ×X Uγ → Uλµ be the natural projection.
Lemma 12.6.49. In the situation of (12.6.48), we have :
(i) There exists a unique isomorphism of log schemes gλµ : (U
∼
λµ,M
∼
λµ)
∼→ (U∼µλ,M∼µλ)
fitting into a commutative diagram :
(U∼λµ,M
∼
λµ)
gλµ //

(U∼µλ,M
∼
µλ)

Uλµ Uµλ
whose vertical arrows are the saturated blow up morphisms.
(ii) There exist natural isomorphisms of OUλµ-modules
ωλµ : g
∗
λµOUµλ(1)
∼→ OUλµ(1)
such that (π∗µγλωµλ) ◦ (π∗λµγωλµ) = π∗λγµωλγ for every λ, µ, γ ∈ Λ.
Proof. (i): By the universal property of the saturated blow up, it suffices to show that :
(12.6.50) Iρλu˜∗M |Uλµ = Iρµu˜∗M |Uµλ on Uλµ = Uµλ.
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The assertion is local on Uλµ, hence let x ∈ Uλµ be any point; we get an isomorphism of
u˜∗Mx-monoids :
OTλ,ψλµ(x)
∼→ OTµ,ψµλ(x)
whence an isomorphism of fans U(ψλµ(x))
∼→ U(ψµλ(x)) (notation of (6.5.16)). Therefore, the
subset U(x) := ψ−1λµU(ψλµ(x))∩ψ−1µλU(ψµλ(x)) is an open neighborhood of x in Uλµ, and both
ψλµ and ψµλ factor through the same morphism of monoidal spaces :
ψ(x) : (U(x), (u˜∗M
♯)|U(x))→ F (x) := (Spec u˜∗Mx)♯
and open immersions F (x) → Tλ and F (x) → Tµ. It then follows from (6.6.25) that the
preimage of Iρλ on F (x) agrees with the preimage of Iρµ , whence the contention.
(ii): By inspecting the definitions, it is easily seen that the epimorphism (10.6.24) identifies
naturallyOU∼λµ(1) to the idealIρλµOU∼λµ ofOU∼λµ generated by the image ofIρλ u˜∗M |Uλµ. Hence
the assertion follows again from (12.6.50). 
12.6.51. Lemma 12.6.49 implies that
((U∼λ ,OU∼λ (1)), (gλµ, ωλµ) | λ, µ ∈ Λ)
is a descent datum – relative to the faithfully flat and quasi-compact morphism
∐
λ∈Λ Uλ →
X – for the fibred category of schemes endowed with an ample invertible sheaf. According
to [58, Exp.VIII, Prop.7.8], such a datum is effective, hence it yields a projective morphism
π : X∼ → X together with an ample invertible sheaf OX∼(1) on X∼, with isomorphisms
gλ : X
∼ ×X Uλ ∼→ U∼λ of Uλ-schemes and π∗λOX∼(1) ∼→ g∗λOU∼λ (1) of invertible modules.
Then the datum (u˜∗M∼λ , u˜
∗ log gλµ | λ, µ ∈ Λ) likewise determines a unique sheaf of monoids
M∼ on X∼e´t , and the structure maps of the log structures Mλ glue to a well defined morphism
of sheaves of monoids M∼ → OX∼e´t , so that (X∼e´t ,M∼) is a log scheme, and the projection π
extends to a morphism of log schemes (π, log π) : (X∼e´t ,M
∼)→ (Xe´t,M).
Proposition 12.6.52. In the situation of (12.6.51), the counit of adjunction
u˜∗u˜∗(X
∼
e´t,M
∼)→ (X∼e´t ,M∼)
is an isomorphism.
Proof. (This is the counit of the adjoint pair (u˜∗, u˜∗) of (12.1.6), relating the categories of
log structures on X∼Zar and X
∼
e´t .) Recall that there exist natural epimorphisms (Q
⊕d
+ )T (ρλ) →
OT (ρλ),Q (see (6.6.27)), which induce epimorphisms of U
∼
λ,Zar-monoids
ϑλ : (Q
⊕d
+ )U∼λ,Zar → (M∼λ )
♯
Q for every λ ∈ Λ.
The compatibility with open immersions expressed by (6.6.28) implies that the system of maps
(u˜∗ϑλ | λ ∈ Λ) glues to a well defined epimorphism of X∼e´t-monoids :
ϑ : (Q⊕d+ )X∼e´t → (M∼)
♯
Q.
In view of lemma 4.9.27(ii), it follows that the counit of adjunction :
u˜∗u˜∗(M
∼)♯Q → (M∼)♯Q
is an isomorphism. By applying again lemma 4.9.27(ii) to the monomorphism (M∼)♯ →
(M∼)♯Q, we deduce that also the counit
u˜∗u˜∗(M
∼)♯ → (M∼)♯
is an isomorphism. Then the assertion follows from proposition 12.2.3(iii). 
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Corollary 12.6.53. Let (Xe´t,M) be a quasi-compact regular log scheme. Then there exists
a smooth morphism of log schemes (X ′e´t,M
′) → (Xe´t,M) whose underlying morphism of
schemes is proper and birational, and such that X ′ is a regular scheme. More precisely, f
restricts to an isomorphism (X ′e´t,M
′)tr → (Xe´t,M)tr on the trivial loci.
Proof. Given such (Xe´t,M), we construct first the morphism π : (X
∼
e´t ,M
∼) → (Xe´t,M) as
in (12.6.51). Since π ×X 1Uλ is proper for every λ ∈ Λ, if follows that π is proper ([42,
Ch.IV, Prop.2.7.1]). Likewise, notice that each morphism U∼λ → Uλ induces an isomorphism
(U∼λ ,M
∼
λ )tr
∼→ (Uλ, u˜∗M |Uλ)tr (remark 12.6.17). It follows easily that π restricts an isomor-
phism on the trivial loci. Hence, we may replace (Xe´t,M) by (X
∼
e´t,M
∼
e´t). Then, by corollary
12.3.27(ii) and proposition 12.6.52 we are further reduced to showing that there exists a proper
morphism π′ : (X ′Zar,M
′) → u˜∗(X∼e´t,M∼) with X ′ regular, restricting to an isomorphism on
the trivial loci. However, in light of lemma 12.5.37 (and again, proposition 12.6.52), the sought
π′ is provided by the more precise theorem 12.6.32. 
12.7. Local properties of the fibres of a smooth morphism. Resume the situation of example
12.6.5(ii), and to ease notation set ϕ := (Specλ)♯, and (f, log f) := Spec(R, λ). Suppose now,
that λ : P → Q is an integral, local and injective morphism of fine monoids. Then f : S ′ → S
is flat and finitely presented (theorem 6.2.3). Moreover :
Lemma 12.7.1. In the situation of (12.7), for every point s ∈ S, the fibre f−1(s) is either
empty, or else it is pure-dimensional, of dimension
dim f−1(s) = dimQ− dimP = rkZCoker λgp.
Proof. To begin with, notice that λ−1Q× = P×, whence the second stated identity, in view of
corollary 6.4.10(i). To prove the first stated identity, we easily reduce to the case where R is a
field. Notice that the image of f is an open subset U ⊂ S ([42, Ch.IV, Th.2.4.6]), especially U
(resp. S ′) is pure-dimensional of dimension rkZP
gp (resp. rkZQ
gp) by claim 11.6.36(ii). Hence,
fix any closed point s ∈ S, and set X := f−1(s). From [42, Ch.IV, Cor.6.1.2] we deduce that,
for every closed point s′ ∈ X , the Krull dimension of OX,s′ equals r := rkZCoker λgp. More
precisely, say that Z ⊂ X is any irreducible component; we may find a closed point s′ ∈ Z
which does not lie on any other irreducible component of X , and then the foregoing implies
that the dimension of Z equals r, as stated.
Next, let s ∈ U be any point, and denote K the residue field of OU,s, and π : R[P ] → K
the natural map. Let y ∈ SpecK[P ] be the K-rational closed point such that a(y) = π(a)
for every a ∈ P ; then the image of y in S equals s, and if we let fK := SpecK[λ], we have
an isomorphism of K-schemes f−1K (y)
∼→ f−1(s). The foregoing shows that f−1K (y) is pure-
dimensional of dimension r, hence the same holds for f−1(s). 
Now, let us fix s ∈ S, such that f−1(s) 6= ∅, and suppose that ψP (s) = mP is the closed
point of TP . For every q ∈ ϕ−1(mP ), the closure {q} of {q} in TQ is the image of the natural
map SpecQ/q→ TQ. We deduce natural isomorphisms of schemes :
S0 := ψ
−1
P {mp} ∼→ SpecR〈P/mP 〉 S ′q := ψ−1Q {q} ∼→ SpecR〈Q/q〉
under which, the restriction fq : S
′
q → S0 of f is identified with SpecR〈λq〉, where λq :
P/mP → Q/q is induced by λ. The latter is an integral and injective morphism as well (corol-
lary 6.1.52). Explicitly, set F := Q\q, and let λF : P× → F be the restriction of λ; then
λq = (λF )◦, and lemma 12.7.1 yields the identity :
(12.7.2) dim f−1q (s) = dimQ/q = dimQ− ht q.
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Also, notice that TQ is a finite set under the current assumptions (lemma 6.1.21(iii)), and clearly
f−1(s) =
⋃
q∈Max(ϕ−1mP )
f−1q (s)
where, for a topological space T , we denote byMax(T ) the set of maximal points of T . There-
fore, for every irreducible component Z of f−1(s) there must exist q ∈ Max(ϕ−1mP ) such that
Z ⊂ f−1q (s), and especially,
(12.7.3) dim f−1(s) = dim f−1q (s).
Conversely, we claim that (12.7.3) holds for every q ∈ Max(ϕ−1mP ). Indeed, suppose that
dim f−1q (s) < dim f
−1(s) for one such q, and let Z be an irreducible component of f−1q (s);
let also Z ′ be an irreducible component of f−1(s) containing Z. By the foregoing, there exists
q′ ∈ Max(ϕ−1mP ) with Z ′ ⊂ f−1q′ (s). Set q′′ := q ∪ q′; then clearly q′′ ∈ ϕ−1(mP ), and
{q′′} = {q} ∩ {q′}.
Especially, Z ⊂ f−1q′′ (s); however, it follows from (12.7.2) that dim f−1q′′ (s) < dim f−1q (s) (since
ht q < ht q′′); but this is absurd, since dimZ = dim f−1q (s) (lemma 12.7.1). The same counting
argument also shows that every maximal point of f−1(s) gets mapped necessarily to a maximal
point of ϕ−1(mP ); in other words, we have shown that ψQ restricts to a surjective map :
Max(f−1s)→ Max(ϕ−1mP ).
More precisely, let s′ ∈ f−1(s) be a point such that ψQ(s′) = mQ, the closed point of TQ. Then
clearly s′ ∈ f−1q (s) for every q ∈ Max(ϕ−1mP ), and it follows that the foregoing surjection
restricts further to a surjective map :
(12.7.4) f−1s′ (s)→ Max(ϕ−1mP ).
On the other hand, since logψQ is an isomorphism, we have
(QlogS′ )
♯
s′ = OTQ,q = Q
♯
q for every s
′ ∈ ψ−1Q (q)
(where s′ denotes any τ -point of S ′ localized at s′); explicitly, if F = Q\q, then Q♯q = Q/F ;
likewise, we get (P logS )
♯
s = P/ϕ
−1F . Taking into account (12.7.2), we deduce :
dim f−1(f(s′))− dim f−1q (f(s′)) = rkZCoker (log f)gps′ for every s′ ∈ ψ−1Q (q).
Thus, for every n ∈ N, let
Un := {s′ ∈ S ′ | rkZCoker (log f)gps′ = n}.
The foregoing implies that for every s ∈ S, the subset U0 ∩ f−1(s) is open and dense in f−1(s),
and Un ∩ f−1(s) is either empty, or else it is a subset of pure codimension n in f−1(s).
12.7.5. In the situation of (12.7), suppose moreover that log f is saturated; notice that this
condition holds if and only if logϕ is saturated, if and only if the same holds for λ (lemma
6.2.12(iii)). Then, corollary 6.2.32(ii) says thatCoker(log f ♯)gps′ is torsion-free for every s
′ ∈ S ′;
especially, Coker(log f ♯)gps′ vanishes for every s
′ ∈ U0. Then corollary 6.2.32(i) implies that
log f ♯s′ is an isomorphism for every s
′ ∈ U0, in which case the same holds for log fs′ (lemma
12.1.4); in other words, U0 is the strict locus of f (see definition 12.2.7(ii)).
Lemma 12.7.6. Let K be an algebraically closed field of characteristic p, and χ : P → (K, ·)
a local morphism of monoids. Let also λ : P → Q be as in (12.7.5). We have :
(i) TheK-algebra Q⊗P K is Cohen-Macaulay.
(ii) If moreover, either p = 0, or else the order of the torsion subgroup of Γ := Coker λgp
is not divisible by p, then Q⊗P K is reduced (i.e. its nilradical is trivial).
1130 OFER GABBER AND LORENZO RAMERO
Proof. (i): Since χ is a local morphism, we have χ−1(0) = mP , and χ is determined by its
restriction P× → K×, which is a homomorphism of abelian groups. Notice thatK× is divisible,
hence it is injective in the category of abelian groups; since the unit of adjunction P → P sat is
local (lemma 6.2.9(iii)), it follows that χ extends to a local morphism χ′ : P sat → K. Notice
that Q ⊗P K = Qsat ⊗P sat K (lemma 6.2.12(iv)), hence we may replace P by P sat and Q by
Qsat, which allows to assume from start that Q is saturated. In this case, by theorem 11.6.34(i),
both K[P ] and K[Q] are Cohen-Macaulay; since K[λ] is flat, theorem 10.4.37 and [42, Ch.IV,
Cor.6.1.2] imply that Q⊗P K is Cohen-Macaulay as well.
(ii): Let Q =
⊕
γ∈ΓQγ be the λ-grading of Q (see remark 6.2.5(iii)). Under the current
assumptions, λ is exact (lemma 6.2.30(ii)), consequentlyQ0 = P (remark 6.2.5(v)). Moreover,
Qγ is a finitely generated P -module, for every γ ∈ Γ (corollary 6.4.3), hence either Qγ = ∅,
or else Qγ is a free P -module of rank one, say generated by an element uγ (remark 6.2.5(iv)).
Furthermore, Qkγ = Qkγ for every integer k > 0 and every γ ∈ Γ (proposition 6.2.31). Thus,
wheneverQγ 6= ∅, the element uγ⊗1 is a basis of theK-vector spaceQγ⊗PK, and (uγ⊗1)k is
a basis ofQkγ ⊗P K, for every k > 0; especially, uγ⊗ 1 is not nilpotent. In view of proposition
7.6.12(ii), the contention follows. 
12.7.7. Let f : (X,M)→ (Y,N) be a smooth and log flat morphism of fine log schemes. For
every n ∈ N, let U(f, n) ⊂ X be the subset of all x ∈ X such that rkZCoker (log f ♯x)gp = n,
for any τ -point x localized at x. By lemma 12.2.21(iii), U(f, n) is a locally closed subset (resp.
an open subset) of X , for every n > 0 (resp. for n = 0).
Theorem 12.7.8. In the situation of (12.7.7), we have :
(i) f is a flat morphism of schemes.
(ii) For all y ∈ Y , every connected component of f−1(y), is pure dimensional, and f−1(y)∩
Un is either empty, or else it has pure codimension n in f
−1(y), for every n ∈ N.
(iii) Moreover, if f is saturated, we have :
(a) The strict locus Str(f) of f is open inX , and Str(f)∩ f−1(y) is a dense subset of
f−1(y), for every y ∈ Y .
(b) f−1(y) is geometrically reduced and Cohen-Macaulay, for every y ∈ Y .
(c) Coker(log f ♯x)
gp is a free abelian group of finite rank, for every τ -point x of X .
Proof. Let ξ be any τ -point ofX; according to corollary 12.1.35, there exist a neighborhood V
of ξ, and a fine chart PV → N |V , such that P gp is a free abelian group of finite rank, and the
induced morphism of monoids P → OY,ξ is local.
By lemma 12.1.14, [42, Ch.IV, Th.2.4.6, Prop.2.5.1] and [44, Ch.IV, Prop.17.5.7], it suffices
to prove the theorem for the morphism f ×Y V : (X,M) ×Y V → (V,N |V ). Hence we may
assume from start that N admits a fine chart β : PY → N , such that P gp is torsion-free and the
induced map P → OY,ξ is local.
By theorem 12.3.37, remark 12.1.23(i), [42, Ch.IV, Th.2.4.6] and [44, Ch.IV, Prop.17.5.7]
(and again lemma 12.1.14) we may further assume that f admits a fine chart (β, ωQ : QX →
M,λ), such that λ is injective, the torsion subgroup of Coker λgp is a finite group whose order
is invertible in OX , and the induced morphism of schemesX → Y ×SpecZ[Q] SpecZ[P ] is e´tale.
Moreover, by theorem 12.1.37(iii), we may assume – after replacingQ by a localization, andX
by a neighborhood of ξ in Xτ – that the morphism λ : P → Q is integral (resp. saturated, if f
is saturated), and the morphism Q→ OX,ξ induced by ωP,ξ is local, so λ is local as well.
In this case, the same sort of reduction as in the foregoing shows that, in order to prove (i) and
(ii), it suffices to consider a morphism f as in (12.7), for which these assertions have already
been established. Likewise, in order to show (iii), it suffices to consider a morphism f as in
(12.7.5). For such a morphism, assertions (iii.a) and (iii.c) are already known, and (iii.b) is an
immediate consequence of lemma 12.7.6. 
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Theorem 12.7.8(iii) admits the following partial converse :
Proposition 12.7.9. Let f : (X,M) → (Y,N) be a smooth and log flat morphism of fs log
schemes, such that f−1(y) is geometrically reduced, for every y ∈ Y . Then f is saturated.
Proof. Fix a τ -point ξ of X; the assertion can be checked on stalks, hence we may assume
that N admits a fine and saturated chart β : PY → N (lemma 12.1.18(iii)), such that the
induced morphism αP : P → OY,f(ξ) is local (claim 12.1.31). Then, by corollary 12.3.42, we
may find an e´tale morphism g : U → X and a τ -point ξ′ of U with g(ξ′) = ξ, such that the
induced morphism of log schemes fU : (U, g
∗M) → (Y,N) admits a fine and saturated chart
(β, ωQ : QU → g∗M,λ), where λ is injective, and the induced ring homomorphism
(12.7.10) Q⊗P OY,f(ξ) → OU,ξ′
is e´tale. By [44, Ch.IV, Prop.17.5.7], the fibres of fU are still geometrically reduced, hence
we are reduced to the case where U = X and ξ = ξ′. Furthermore, after replacing Q by
a localization, and X by a neighborhood of ξ, we may assume that the map αQ : Q → OX,ξ
induced by ωQ,ξ is local and λ is integral (theorem 12.1.37(iii) and lemma 6.2.9(i)). Lastly, letK
be the residue field ofOY,f(ξ); our assumption on f−1(y)means that the ringA := OX,ξ⊗OY,f(ξ)K
is reduced.
We shall apply the criterion of proposition 6.2.31. Thus, let Q =
⊕
γ∈ΓQγ be the λ-grading
of Q and notice as well that λ is a local morphism (since the same holds for αP and αQ),
therefore it is exact (lemma 6.2.30(ii)); consequently Q0 = P (remark 6.2.5(v)). Moreover, Qγ
is a finitely generated P -module, for every γ ∈ Γ (corollary 6.4.3), hence either Qγ = ∅, or
else Qγ is a free P -module of rank one.
We have to prove that Qkγ = Qkγ for every integer k > 0 and every γ ∈ Γ. In case Qγ = ∅,
this is the assertion that Qkγ = ∅ as well. However, since Q is saturated, the same holds for
Γ′ := (λP )−1Q/(λP )gp (lemma 6.2.9(i,ii)), so it suffices to remark that Γ′ ⊂ Γ is precisely the
submonoid consisting of all those γ ∈ Γ such that Qγ 6= ∅.
Therefore, fix a generator uγ for every P -module Qγ 6= ∅, and by way of contradiction,
suppose that there exist γ ∈ Γ′ and k > 0 such that ukγ does not generate the P -module Qkγ;
this means that there exists a ∈ mP such that ukγ = a · ukγ. Now, notice that the induced
morphism of monoids β : P → K is local, especially β(a) = 0, therefore (uγ ⊗ 1)k = 0 in the
K-algebra Q ⊗P K. Denote by I ⊂ Q ⊗P K the annihilator of uγ ⊗ 1, and notice that, since
(12.7.10) is flat, IA is the annihilator of the image u′ of uγ ⊗ 1 in A.
On the other hand, it is easily seen that I is the graded ideal generated by (uµ ⊗ 1 | µ ∈ Γ′′)
where Γ′′ ⊂ Γ′ is the subset of all µ such that uγ · uµ is not a generator of the P -module Qγ+µ.
Clearly uµ /∈ Q× for every µ ∈ Γ′′, therefore the image of uµ⊗1 in A lies in the maximal ideal.
Therefore IA 6= A, i.e. u′ is a non-zero nilpotent element, a contradiction. 
12.7.11. Let (X,M) be any log scheme, and x any geometric point, localized at a point x ∈ X .
Suppose that y ∈ X is a generization of x, and y a geometric point localized at y; then, arguing
as in (4.9.23), we may extend uniquely any strict specialization morphism X(y) → X(x) to a
morphism of log schemes (X(y),M(y))→ (X(x),M(x)) fitting into a commutative diagram
(X(y),M(y)) //

(X(y),M(y))

(X(x),M(x)) // (X(x),M(x))
whose right vertical arrow is induced by the natural isomorphism
(X(y),M(y))
∼→ (X(x),M(x))×X(x) X(y).
1132 OFER GABBER AND LORENZO RAMERO
A simple inspection shows that the induced morphism
Γ(X(x),M(x))♯ → Γ(X(y),M(y))♯
is naturally identified with the morphism M ♯x → M ♯y obtained from the specialization map
Mx →M y.
12.7.12. Let g : (X,M) → (Y,N) be a morphism of log schemes, x any geometric point of
X , and set y := g(x). The log structuresM → OX and N → OY , and the map log gx induce a
commutative diagram of continuous maps
(12.7.13)
X(x)
gx //
ψx

Y (y)
ψy

SpecMx
ϕx // SpecNy
(notation of 4.9.20), and notice that ψx (resp. ψy) maps the closed point ofX(x) (resp. of Y (y))
to the closed point tx ∈ SpecMx (resp. ty ∈ SpecN y).
Proposition 12.7.14. In the situation of (12.7.12), suppose that g is a smooth morphism of fine
log schemes, and moreover :
(a) either g is a saturated morphism
(b) or (X,M) is a fs log scheme.
Then the following holds :
(i) The map ψx restricts to a bijection :
Max(g−1x (y))
∼→ Max(ϕ−1x (ty)).
(ii) For every irreducible component Z of g−1x (y), set
(Z,M(Z)) := (X(x),M(x))×X(x) Z.
Then the κ(y)-log scheme (Z,M(Z)red) is geometrically pointed regular. (Notation of
example 12.1.12(iv) and remark 12.5.24(ii).)
Proof. By corollary 12.1.35, there exist a neighborhood U → Y of y, and a fine chart β : PU →
N |U such that βy is a local morphism, and P
gp is torsion-free. Now, let
gx := (gx, log gx) : (X(x),M(x))→ (Y (y), N(y))
be the morphism of log schemes induced by g (notation of 12.7.11); by theorem 12.3.37, we
may find a fine chart for gx of the type (i
∗
yβ, ω, λ : P → Q), where λ is injective, and the order
of the torsion subgroup of Coker λgp is invertible in OX,x. Moreover, set R := OY (y),y; then the
induced map X(x) → SpecQ ⊗P R is ind-e´tale, and – after replacing Q by some localization
– we may assume that ωx : Q → OX(x),x is local (claim 12.1.31), hence the same holds for
λ. Furthermore, under assumption (a) (resp. (b)), we may also suppose that Q is saturated, by
lemmata 6.2.9(ii) and 12.1.18(ii) (resp. that λ is saturated, by theorem 12.1.37(iii)).
Let us now define f : S ′ → S as in (12.7); notice that ωx induces a closed immersion
Y (y)→ S, and we have a natural identification of Y (y)-schemes :
SpecQ⊗P R = Y (y)×S S ′.
Denote by s the image of y in S, and s′ the image of x in Y (y) ×S S ′ ⊂ S ′; there follows an
isomorphism of Y (y)-schemes :
X(x)
∼→ Y (y)×S(s) S ′(s′)
([44, Ch.IV, Prop.18.8.10]). Moreover, our chart induces isomorphisms :
SpecMx
∼→ TQ SpecN y ∼→ TP
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which identify ϕx to the map ϕ : TQ → TP of (12.7). In view of these identifications, we see
that (12.7.13) is the restriction to the closed subset X(x), of the analogous diagram :
S ′(s′)
fs′ //
ψs′

S(s)
ψs

TQ
ϕ // TP .
We may thus assume that X = S ′, Y = S and g = f . Moreover, let s (resp. s′) be the support
of s (resp. of s′); the morphism π : S ′(s′)→ S ′(s′) is flat, hence it restricts to a surjection
Max(f−1s′ s)→ Max(f−1s′ s).
In order to prove (i), it suffices then to show that the mapMax(f−1s′ s)→ Max(ϕ−1mP ), defined
as the composition of the foregoing map and the surjection (12.7.4), is injective. This boils
down to the assertion that, for every q ∈ Max(ϕ−1mP ) the point s′ lies on a unique irreducible
component of the fibre π−1(f−1q,s′s). However, let β : P → κ(s) be the composition of the chart
P → R and the projection R → κ(s); then f−1q (s) = SpecQ/q ⊗P κ(s). Since π is ind-e´tale,
the assertion will follow from [44, Ch.IV, Prop.17.5.7] and corollary 12.5.29, together with :
Claim 12.7.15. The log scheme Wq := Spec〈Z, Q/q〉 ×SpecZ[P ] Spec κ(s) is geometrically
pointed regular.
Proof of the claim. To ease notation, set F := Q \ q; by assumption λ−1F = P×, so that
Wq = (W
′
q)◦ where W
′
q := Spec(Z, F )×Spec(Z,P×) Spec κ(s)
(notation of (12.2.13); notice that the log structures of Spec(Z, P×) and Spec κ(s) are trivial).
Moreover, let λF : P
× → F be the restriction of λ; then λgpF is injective, and
Coker λgpF ⊂ Coker λgp
(corollary 6.2.33(i)), hence the order of the torsion subgroup of CokerλgpF is invertible in OS,s.
Moreover, if λ is saturated, then the same holds for λF (corollary 6.2.33(ii)), and it is easily seen
that ifQ is saturated, the same holds for F . Consequently, the morphism Spec(Z, λF ) is smooth
(proposition 12.3.34). The same then holds for the morphismW ′q → Specκ(s) obtained after
base change of Spec(Z, λF ) along the morphism h : Spec(Z, P
×) → Specκ(s) induced by β
(proposition 12.3.24(ii)).
Now we notice that under either of the assumptions (a) or (b),W ′q is a fs log scheme. Indeed,
under assumption (b), this follows by remarking that Specκ(s) is trivially a fs log scheme, and
Spec(Z, λF ) is saturated. Under assumption (a), Spec(Z, F ) is a fs log scheme, and it suffices
to observe that h is a strict morphism. Lastly, since the morphismW ′q → Specκ(s) is obviously
saturated, we apply corollary 12.5.45 to conclude. ♦
(ii): In light of the foregoing, we see that, for any irreducible component Z of g−1x (y), there
exists a unique q(Z) ∈ Max(ϕ−1mP ) such that Z is isomorphic to the strict henselization of
f−1q(Z)(s), at the geometric point s
′. Notice now that the log structure of Wq(Z) is reduced, by
virtue of claim 12.7.15 and proposition 12.5.54; then, a simple inspection of the definitions
shows that (Z,M(Z)red) is isomorphic to the strict henselization Wq(Z)(s
′). Invoking again
claim 12.7.15, we deduce the contention. 
12.7.16. In the situation of (12.7.12), suppose that Y is a normal scheme, and (Y,N)tr is a
dense subset of Y . Let η be a geometric point of Y (y), localized at the generic point η, and
(Uq | q ∈ SpecMx)
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the logarithmic stratification of (X(x),M(x)) (see (12.5.51)). Notice that ψx(g
−1(η)) lies in
the preimage Σ ⊂ SpecMx of the maximal point ∅ of SpecN y; therefore, g−1x (η) is the union
of the subsets Uq ×Y |η|, for all q ∈ Σ.
Proposition 12.7.17. In the situation of (12.7.16), suppose that g is a smooth morphism of fine
log schemes. Then the following holds :
(i) X is a normal scheme.
(ii) The scheme g−1x (η) is normal and irreducible.
(iii) For every q ∈ Σ, the κ(η)-scheme Uq ×Y |η| is non-empty, geometrically normal and
geometrically irreducible, of pure dimension dim g−1x (η)− ht q.
(iv) Especially, setW := (X(x)\U∅)×Y |η|; then ψx induces a bijection :
Max(W )
∼→ {q ∈ Σ | htq = 1}.
(v) For every w ∈ Max(W ), the stalk Og−1x (η),w is a discrete valuation ring.
Proof. Set R := OY (y),y; arguing as in the proof of proposition 12.7.14, we may find :
• a local, flat and saturated morphism λ : P → Q of fine monoids, such that the order of
the torsion subgroup of Coker λgp is invertible in R;
• local morphisms of monoids P → R, Q → OX(x),x which are charts for the log struc-
tures deduced from N and respectively M , and such that the induced morphism of
Y (y)-schemes X(x)→ SpecQ⊗P R is ind-e´tale.
By [44, Ch.IV, Prop.17.5.7], we may then assume that (X,M) (resp. (Y,N)) is the scheme
SpecQ ⊗P R (resp. SpecR), endowed with the log structure deduced from the natural map
Q → Q ⊗P R (resp. the chart P → R), and g is the natural projection. Suppose first that R is
excellent, and let R′ be the normalization of R in a finite extension K ′ of Frac(R); then R′ is
also strictly local and noetherian, and if y′ denotes the closed point of Y ′ := SpecR′, then the
residue field extension κ(y) ⊂ κ(y′) is purely inseparable. Set
(X ′,M ′) := (X,M)×Y Y ′ (Y ′, N ′) := (Y,N)×Y Y ′
and let g′ : (X ′,M ′) → (Y ′, N ′) be the induced morphism of log schemes; it follows espe-
cially that the restriction g′−1(y′)→ g−1(y) is a homeomorphism on the underlying topological
spaces. Hence, there is a geometric point x′ ofX ′, unique up to isomorphism, whose image inX
agrees with x, and we easily deduce an isomorphism of Y -schemes ([44, Ch.IV, Prop.18.8.10])
(12.7.18) X ′(x′)
∼→ X(x)×Y Y ′.
Let η′ be the generic point of Y ′; by assumption, N ′ is trivial in a Zariski neighborhood of η′,
hence (X ′, N ′)×Y ′ |η′| is a fs log schemes (since g is saturated), and then the same log scheme
is also regular (theorem 12.5.44), therefore g′−1(η′) is a normal scheme (corollary 12.5.29).
On the other hand, R′ is a Krull domain ([92, Th.33.10]), and g′ is flat with reduced fibres
(theorem 12.7.8(iii.b)), so X ′ is a noetherian normal scheme (lemma 9.8.2), consequently the
same holds for X ′(x′) ([44, Ch.IV, Prop.18.8.12(i)]); especially, the latter is irreducible, so the
same holds forX ′(x′)×Y ′ |η′|. In view of (12.7.18), it follows thatX(x)×Y |η′| is also normal
and irreducible. SinceK ′ is arbitrary, this completes the proof of (i) and (ii), in this case.
Next, if R is any normal ring, we may write R as the union of a filtered family (Ri | i ∈ I)
of excellent normal local subrings ([42, Ch.IV, (7.8.3)(ii,vi)]). For each i ∈ I , denote by yi
the image of y in SpecRi; then the strict henselization R
sh
i of Ri at yi is also a subring of R,
so we may replace Ri by R
sh
i , which allows to assume that each Ri is strictly local, normal
and noetherian ( [44, Ch.IV, Prop.18.8.8(iv), Prop.18.8.12(i)]). Up to replacing I by a cofinal
subset, we may assume that the image of P lies in Ri, for every i ∈ I . For each i ∈ I , set
Xi := SpecQ⊗P Ri, Yi := SpecRi, and endow Xi (resp. Yi) with the log structureM i (resp.
N i) deduced from the natural map Q → Q ⊗P Ri (resp. P → Ri). There follows a system
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of morphisms of log schemes gi : (Xi,M i) → (Yi, N i) for every i ∈ I , whose limit is the
morphism g. Moreover, since (Y,N)tr is dense in Y , the image of P lies in R\{0}, hence it lies
in Ri \{0} for every i ∈ I , and the latter means that (Yi, N i)tr is dense in Yi, for every i ∈ I .
Let ηi (resp. xi) be the image of η (resp. of x) in Yi (resp. in Xi); moreover, for each i ∈ I ,
let xi ∈ Xi be the support of xi. By the previous case, we know that g−1i,xi(ηi) is normal and
irreducible. However,X (resp. g−1x (η)) is the limit of the system of schemes (Xi | i ∈ I) (resp.
(g−1i,xi(ηi) | i ∈ I)), so (i) and (ii) follow. (Notice that the colimit of a filtered system of integral
(resp. normal) domains, is an integral (resp. normal) domain : exercise for the reader.)
(iii): For every q ∈ SpecQ = SpecMx, set Xq := SpecQ/q ⊗P R; since the chart Q →
OX(x),x is local, it is clear that x ∈ Xq for every such q, and :
Xq(x) =
⋃
p∈SpecQ/q
Up.
If ϕ(q) = ∅, the induced map P → Q/q is still flat (corollary 6.1.52), hence the projection
Xq(x) → Y is a flat morphism of schemes, especially g−1x (η) ∩Xq(x) 6= ∅. Furthermore, the
subset Xq(x) is pure-dimensional, of codimension ht q in g
−1
x (η), by (12.7.2) and [42, Ch.IV,
Cor.6.1.4]. It follows that Uq is a dense open subset of Xq(x). To conclude, it remains only
to show that each Xq(x) is geometrically normal and geometrically irreducible; however, let
jq : Xq → X be the closed immersion; the induced morphism of log schemes gq : (Xq, j∗qM)→
(Y,N) is also smooth, hence the assertion follows from (ii).
(iv) is a straightforward consequence of (iii).
(v): Notice that A := Og−1x (η),w is ind-e´tale over the noetherian ring Q ⊗P κ(η), hence its
strict henselization is noetherian, and then A itself is noetherian ([44, Ch.IV, Prop.18.8.8(iv)]).
Since X is normal, and w is a point of height one in g−1x (η), we conclude that A is a discrete
valuation ring. 
13. E´TALE COVERINGS OF SCHEMES AND LOG SCHEMES
13.1. Acyclic morphisms of schemes. For any schemeX , we shall denote by :
Cov(X)
the category whose objects are the finite e´tale morphismsE → X; the morphisms (E → X)→
(E ′ → X) are the X-morphisms of schemes E → E ′. By faithfully flat descent, Cov(X) is
naturally equivalent to the subcategory of X∼e´t consisting of all locally constant constructible
sheaves. If f : X → Y is any morphism of schemes, and ϕ : E → Y is an object Cov(Y ), then
f ∗ϕ := ϕ×Y X : E ×Y X → X is an object of Cov(X); more precisely, we have a fibration :
(13.1.1) Cov→ Sch
over the category of schemes, whose fibre, over any scheme X , is the category Cov(X).
Lemma 13.1.2. Let f be a morphism of schemes, and suppose that either one of the following
conditions holds :
(a) f is integral and surjective.
(b) f is faithfully flat.
(c) f is proper and surjective.
Then f is of universal 2-descent for the fibred category (13.1.1).
Proof. This is [7, Exp.VIII, Th.9.4]. 
Lemma 13.1.3. In the situation of definition 10.5.42, let U ⊂ X be any open subset with
Y ⊂ U . If Lef(X, Y ) holds, the closed immersion j : Y → U induces a fully faithful functor
j∗ : Cov(U)→ Cov(Y ).
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Proof. Let Cov(X) be the full subcategory of OX-Alglfft consisting of all finite e´taleOX-algebras
(notation of lemma 10.5.43(ii)); the category Cov(U) is a full subcategory of OU -Alglfft, so
lemma 10.5.43(ii) already implies that the functor Cov(U) → Cov(X) is fully faithful, hence
we are reduced to showing that the functor :
Cov(X)→ Cov(Y ) A 7→ SpecA ⊗OX OY
is fully faithful. To this aim, let I ⊂ OX be the ideal defining the closed immersion Y ⊂ X;
consider the direct system of schemes
(Yn := SpecOX/I
n+1 | n ∈ N)
and let Cov(Y•) be the category consisting of all direct systems (En | n ∈ N) of schemes,
such that En is finite e´tale over Yn, and such that the transition maps En → En+1 induce
isomorphisms En
∼→ En+1 ×Yn+1 Yn for every n ∈ N. The morphisms in Cov(Y•) are the
morphisms of direct systems of schemes. We have a natural fully faithful functor :
Cov(X)→ Cov(Y•) A 7→ (SpecA /I n+1A | n ∈ N)
([37, Ch.I, Cor.10.6.10(ii)]). Finally, the functor Cov(Y•) → Cov(Y ) given by the rule :
(En | n ∈ N)→ E0 is an equivalence, by [44, Ch.IV, Th.18.1.2]. The claim follows. 
13.1.4. Consider now a cofiltered family S := (Sλ | λ ∈ Λ) of affine schemes. Denote by S
the limit of S , and suppose moreover that Λ admits a final element 0 ∈ Λ. Let f0 : X0 → S0
be a finitely presented morphism of schemes, and set :
Xλ := X0 ×S0 Sλ fλ := f0 ×S0 Sλ : Xλ → Sλ for every λ ∈ Λ.
Set as well X := X0 ×S0 S and f := f0 ×S0 S : X → S. For every λ ∈ Λ, let pλ : S → Sλ
(resp. p′λ : X → Xλ) be the natural morphism. The functors p′∗λ : Cov(Xλ)→ Cov(X) define a
pseudo-cocone in the 2-categoryCat, whence a functor :
(13.1.5) 2-colim
λ∈Λ
Cov(Xλ)→ Cov(X).
Lemma 13.1.6. In the situation of (13.1.4), the functor (13.1.5) is an equivalence.
Proof. It is a rephrasing of [43, Ch.IV, Th.8.8.2, Th.8.10.5] and [44, Ch.IV, Prop.17.7.8(ii)]. 
Lemma 13.1.7. Let X be a scheme, j : U → X an open immersion with dense image, and
f : X ′ → X an integral surjective and radicial morphism. The following holds :
(i) The morphism f induces an equivalence of sites
f ∗ : X ′e´t → Xe´t
and the functor f ∗ : Cov(X)→ Cov(X ′) is an equivalence.
(ii) The functor j∗ : Cov(X)→ Cov(U) is faithful.
(iii) Suppose that X is reduced and normal, and moreover :
(a) either X has finitely many maximal points
(b) or else, j is a quasi-compact open immersion.
Then j∗ is fully faithful, and its essential image consists of all the objects ϕ of Cov(U)
such that ϕ×X X(x) lies in the essential image of the pull-back functor :
Cov(X(x))→ Cov(X(x)×X U)
for every geometric point x of X . (Notation of definition 4.9.17(ii).)
(iv) Furthermore, if X is locally noetherian and regular, and X \U has codimension ≥ 2
inX , then j∗ is an equivalence.
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Proof. (i) follows from [7, Exp.VIII, Th.1.1].
(ii): Indeed, let ϕ : E → X and ϕ′ : E ′ → X be any two finite e´tale morphisms, and
f, g : E → E ′ two morphisms ofX-schemes such that f×X U = g×X U ; let∆E′ → E ′×X E ′
be the open and closed diagonal immersion, (f, g) : E → E ′ ×X E ′ the morphism deduced
from f and g, and set D := (f, g)−1∆E′ . Then D is the largest open subset of E
′ such that
f|D = g|D; on the other hand, by assumption ϕ
−1U ⊂ D, and since ϕ is an open map, ϕ−1U is
dense in E. Lastly,D is also a closed subset of E, soD = E, whence the claim.
(iii): Choose a coveringX =
⋃
i∈I Vi consisting of affine open subsets, let
X ′ :=
∐
i∈I
Vi X
′′ := X ′ ×X X ′
and denote by g : X ′ → X the induced morphism; set also j′i := j ×X Vi for every i ∈ I .
By lemma 13.1.2, g is of universal 2-descent for the fibred category Cov. On the other hand,
the induced open immersion j′′ : U ×X X ′′ → X ′′ has dense image, hence the corresponding
functor j′′∗ is faithful, by (ii). By corollary 3.4.30(ii), the full faithfulness of j∗ follows from the
full faithfulness of the pull-back functor j′∗ corresponding to the open immersion j′ := j×XX ′.
The latter holds if and only if the same holds for all the pull-back functors j′∗i . Hence, we may
replace X by Vi, and assume from start that X is affine, say X = SpecA. Let E → X and
E ′ → X be two objects of Cov(X), and h : E ×X U → E ′ ×X U a morphism, and write
E = SpecB, E ′ = SpecB′ for finite e´tale A-algebras B and B′; we have to check that h
extends to a morphism E → E ′.
• To this aim, consider first the case where X has finitely many maximal points η1, . . . , ηs.
Under the current assumptions, A is the product of s domains, and its total ring of fractions
FracA is the product of fields κ(η1) × · · · × κ(ηs). The restrictions hηi := h ×U X(ηi) :
E(ηi)→ E ′(ηi) induce a map of FracA-algebras
h♮η :=
s∏
i=1
h♮ηi : B
′ ⊗A FracA→ B ⊗A FracA.
On the other hand, by [44, Ch.IV, Prop.17.5.7], B (resp. B′) is the normalization of A in
B ⊗A FracA (resp. in B′ ⊗A FracA). It follows that h♮η restricts to a map B′ → B, and the
corresponding morphism E → E ′ is necessarily an extension of h. This shows that j∗ is fully
faithful in this case.
• Next, suppose that assumption (b) holds, and set E := B∼, E ′ := B′∼; then E and
E ′ are e´tale OX-algebras and locally free OX-modules of finite type, and h corresponds to a
morphism h♯ : E → E ′. Under the current assumptions, j∗OU is a quasi-coherent OX-algebra,
and OX,x is integrally closed in (j∗OU)x, for every x ∈ X ([52, Prop.8.2.31(i)]). Likewise,
j∗j
∗E = E ⊗OX j∗OU , so E ′x is the integral closure of OX,x in (j∗j∗E )x, for every x ∈ X .
Lastly, Ex is integral over OX,x, so the map (j∗j∗h♯)x : (j∗j∗E )x → (j∗j∗E ′)x restricts to a map
Ex → E ′x, and the assertion follows.
To proceed, we make the following general remark.
Claim 13.1.8. Let Z be a scheme, V0 ⊂ Z an open subset, and ϕ : E → V0 an object of
Cov(V0). Suppose that, for every open subset V ⊂ Z containing V0, the pull-back functor
j∗V : Cov(V )→ Cov(V0) is fully faithful. LetF be the family consisting of all the data (V, ψ, α)
where V ⊂ X is any open subset with V0 ⊂ V , ψ : EV → V is a finite e´tale morphism, and
α : ψ−1V0
∼→ E is an isomorphism of V0-schemes. F is preordered (see example 1.1.6(iii)) by
the relation such that (V, ψ, α) ≥ (V ′, ψ′, α′) if and only if V ′ ⊂ V and there is an isomorphism
β : ψ−1V ′
∼→ EV ′ of V ′-schemes, such that α′◦j∗V ′(β) = α. Then the partially ordered quotient
F ′ of F admits a supremum (see example 1.1.16).
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Proof of the claim. It is easily seen that, whereas F is not small in our universe U, the quotient
F ′ is essentially small, i.e. there is a small subset of F mapping bijectively onto F ′ (verifi-
cation left to the reader). Using Zorn’s lemma, it is easily seen that every element of F ′ can
be dominated by a maximal element, and it remains to show that any two maximal elements
(V, ψ, α) and (V ′, α′, ψ) of F are isomorphic; to see this, set V ′′ := V ∩ V ′ : by assump-
tion, the isomorphism α′−1 ◦ α : ψ−1V0 ∼→ ψ′−1V0 extends to an isomorphism of V ′′-schemes
ψ−1V ′′
∼→ ψ′−1V ′′, using which one can glue EV and EV ′ to obtain a datum (V ∪ V ′, ψ′′, α′′)
which is larger than both our maximal elements, hence it is isomorphic to both. ♦
Claim 13.1.9. In the situation of claim 13.1.8, suppose that Z is reduced and normal, V0 is dense
in Z, and either one of the assumptions (a) or (b) of (ii) hold for Z and the open immersion
V0 → Z. Let (Vmax, ψ, α) be a supremum for F , and z a geometric point of Z, such that
ϕ×Z Z(z) extends to a finite e´tale covering of Z(z); then the support of z lies in Vmax.
Proof of the claim. By lemma 13.1.6, there exist an e´tale neighborhood g : Y → Z of z, with
Y affine, a finite e´tale morphism ϕY : EY → Y , and an isomorphism h : ϕ×V0 Y ≃ ϕY ×Z V0.
We have a natural essentially commutative diagram :
Cov(gY )
α //

Desc(Cov, g) //

Cov(Y )

Cov(V0 ∩ gY ) β // Desc(Cov, g ×Z V0) // Cov(Y ×Z V0)
where α and β are equivalences, by lemma 13.1.2. Moreover, let Y ′ := Y ×Z Y and Y ′′ :=
Y ′ ×Z Y ; it is easily seen that is assumption (a) (resp. (b)) of (ii) holds for Z and V0, the same
holds for Y ′ and Y ′ ×Z V0, and also for Y ′′ and Y ′′ ×Z V0. By the foregoing, it follows that the
functors
Cov(Y ′)→ Cov(Y ′ ×Z V0) and Cov(Y ′′)→ Cov(Y ′′ ×Z V0)
are fully faithful, hence the right square subdiagram is 2-cartesian (corollary 3.4.30(iii)). Thus,
the datum (ϕ×Z gY, ϕY , h) determines an object ϕ′ of Cov(gY ), together with an isomorphism
ϕ′×Z V0 ≃ ϕ×Z gY , which we may use to glue ϕ and ϕ′ to a single object ϕ′′ of Cov(V0∪gY ).
The claim follows. ♦
The foregoing shows that the assumptions of claim 13.1.8 are fulfilled, withZ := X , V0 := U
and any object ϕ of Cov(U), hence there exists a largest open subset Umax ⊂ X over which ϕ
extends. However, claim 13.1.9 shows that Umax = X , so the proof of (iii) is complete.
(iv): In view of (iii) and [44, Ch.IV, Cor.18.8.13], we are reduced to the case where X is
a regular local scheme, and it suffices to show that j∗ is essentially surjective. We argue by
induction on the dimension n of X \U . If n = 0, then X \U is the closed point, in which case
it suffices to invoke the Zariski-Nagata purity theorem ([61, Exp.X, Th.3.4(i)]). Suppose n > 0
and that the assertion is already known for smaller dimensions. Let ϕ be a given finite e´tale
covering of U , and x a maximal point of X \U ; then X(x)\U = {x}, so ϕ|U∩X(x) extends
to a finite e´tale morphism ϕx over X(x). In turns, ϕx extends to an affine open neighborhood
V ⊂ X of X , and up to shrinking V , this extension ϕ′ agrees with ϕ on U ∩ V , by lemma
13.1.6. Hence we can glue ϕ and ϕ′, and replace U by U ∪ V . Repeating the procedure for
every maximal point of X \U , we reduce the dimension of X \U ; then we conclude by the
inductive assumption. 
Definition 13.1.10. Let f : X → S be a morphism of schemes, x a geometric point of X
localized at x ∈ X; and set s := f(x), s := f(x). Let also n ∈ N be any integer, and L ⊂ N
any non-empty set of prime numbers.
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(i) Denote by fx : X(x) → S(s) the morphism of strictly local schemes induced by f .
We say that f is locally (−1)-acyclic at the point x, if the scheme f−1x (ξ) is non-empty
for every strict geometric point ξ of S(s) (see definition 4.9.17(i)).
(ii) We say that f is locally 0-acyclic at the point x, if the scheme f−1x (ξ) is non-empty and
connected for every strict geometric point ξ of S(s).
(iii) We say that a group G is a finite L-group if G is finite and all the primes dividing
the order of G lie in L. We say that G is an L-group if it is a filtered union of finite
L-groups.
(iv) We say that f is locally 1-aspherical for L at the point x, if we have :
H1(f−1x (ξ)e´t, G) = {1}
for every strict geometric point ξ of S(s), and every L-group G (where 1 denotes the
trivial G-torsor).
(v) We say that f is locally (−1)-acyclic (resp. locally 0-acyclic, resp. locally 1-aspherical
for L), if f is locally (−1)-acyclic (resp. locally 0-acyclic, resp. locally 1-aspherical
for L) at every point of X .
(vi) We say that f is (−1)-acyclic (resp. 0-acyclic) if the unit of adjunction : F → f∗f ∗F
is a monomorphism (resp. an isomorphism) for every sheaf F on Se´t.
See section 4.1 for generalities about G-torsors for a group object G on a topos T . Here we
shall be mainly concerned with the case where T is the e´tale topos X∼e´t of a scheme X , and G
is representable by a group scheme, finite and e´tale over X . In this case, using faithfully flat
descent one can show that any G-torsor is representable by a principal G-homogeneous space,
i.e. a finite, surjective, e´tale morphism E → X with a G-action G → AutX(E) such that the
induced morphism of X-schemes
G× E → E ×X E
is an isomorphism.
13.1.11. IfGX is the constantX
∼
e´t-group arising from a finite groupG andX is non-empty and
connected, rightGX -torsors are also understood asG-valued characters of the e´tale fundamental
group ofX . Indeed, let ξ be a geometric point ofX; recall ([58, Exp.V, §7]) that π := π1(Xe´t, ξ)
is defined as the automorphism group of the fibre functor
Fξ : Cov(X)→ Set (E f−→ X) 7→ f−1ξ.
We endow π with its natural profinite topology, as in (3.5.7), so that Fξ can be viewed as an
equivalence of categories
Fξ : Cov(X)→ π-Set.
Lemma 13.1.12. In the situation of (13.1.11), there exists a natural bijection of pointed sets :
H1(Xe´t, GX)
∼→ H1cont(π,G)
from the pointed set of right GX-torsors, to the first non-abelian continuous cohomology group
of P with coefficients in G (see (3.5.1)).
Proof. Let f : E → X be a right GX-torsor, and fix a geometric point s ∈ Fξ(E); given any
σ ∈ π, there exists a unique gs,σ ∈ G such that
s · gs,σ = σE(s).
Any g ∈ G determines a X-automorphism gE : E → E, and by definition, the automorphism
Fξ(gE) on Fξ(E) commutes with the left action of any element τ ∈ π; however Fξ(gE) is just
the right action of g on Fξ(E), hence we may compute :
s · gs,τ · gs,σ = (τE(s)) · gs,σ = τE(s · gs,τ) = τE · σE(s)
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so the rule σ 7→ gs,σ defines a group homomorphism ρs,f : π → G which is clearly continuous.
We claim that the conjugacy class of ρs,f does not depend on the choice of s. Indeed, if s
′ ∈
Fξ(E) is another choice, there exists a (unique) element h ∈ G such that h(s) = s′; arguing as
in the foregoing we see that σE commutes with the right action of h on Fξ(E). In other words,
σE(s) = h
−1 ◦ σE(s′), so that gs′,σ = h ◦ gs,σ ◦ h−1.
Therefore, denote by ρf the conjugacy class of ρs,f ; we claim that ρf depends only on the
isomorphism class of the GX-torsor E. Indeed, any isomorphism t : E
∼→ E ′ of right GX -
torsors induces a bijection Fξ(t) : Fξ(E)
∼→ Fξ(E ′), equivariant for the action ofG, and for any
σ ∈ π we have Fξ(t) ◦ σE = σE′ ◦ Fξ(t), whence the assertion.
Conversely, given a continuous group homomorphism ρ : π → G, let us endow G with
the induced left π-action, and right G-action. Then G is an object of π-Set, to which there
corresponds a finite e´tale morphismEρ → X , with an isomorphismEρ×X |ξ| ∼→ G of sets with
left π-action. Since the right action of G is π-equivariant, we have a corresponding G-action
by X-automorphisms on Eρ, so Eρ is G-torsor, and its image under the map of the lemma is
clearly the conjugacy class of ρ.
Finally, in order to show that the map of the lemma is injective, it suffices to prove that, for
any right GX -torsor (f : E → X,ϕ : E × G → E) and any s ∈ Fξ(E), there exists an
isomorphism of right GX -torsors Eρs,f
∼→ E. However, s and ρs,f determine an identification
of sets with left π-action :
(13.1.13) G
∼→ Fξ(E)
whence an isomorphism t : Eρs,f
∼→ E in Cov(X). Moreover, (13.1.13) also identifies the
right G-action on Fξ(E) to the natural right G-action on G; the latter is π-equivariant, hence it
induces a right G-action ϕ′ : E ×G→ E, such that t is G-equivariant. To conclude, it suffices
to show that ϕ = ϕ′. In view of [44, Ch.IV, Cor.17.4.8], the latter assertion can be checked on
the stalks over the geometric point ξ, where it holds by construction. 
Remark 13.1.14. (i) In the situation of (13.1.11), let E → X be any right GX -torsor, and
ρE : π → G the corresponding representation. Then the proof of lemma 13.1.12 shows that the
left π-action on Fξ(E) is isomorphic to the left π-action on G induced by ρE ; especially, ρE is
surjective if and only if π acts transitively on Fξ(E), if and only if the scheme E is connected
(since a decomposition of E into connected components corresponds to a decomposition of
Fξ(E) into orbits for the π-action).
(ii) Let ϕ : G′ → G be a homomorphism of finite groups, and
H1cont(π, ϕ) : H
1
cont(π,G
′)→ H1cont(π,G)
the induced map. Denote by r (resp. l) the right (resp. left) translation action ofG on itself. Let
also E ′ → X be a principal G′-homogeneous space, given by a map ρ : G′ → AutX(E ′), and
denote by c′ ∈ H1cont(π,G′) the class of E ′. Then the class c := H1cont(π, ϕ)(c) can be described
geometrically as follows. The scheme E ′ ×G admits an obvious right G-action, induced by r.
Moreover, it admits as well a right G′-action : namely, to any element g ∈ G′, we assign the
X-automorphism ρg × lϕ(g−1) : E ′ × G ∼→ E ′ × G. Set E := (E × G)/G′; it is easily seen
that E is a principal G-homogeneous space, and its class is precisely c (the detailed verification
shall be left as an exercise for the reader).
(iii) Consider a commutative diagram of schemes
E ′
g //
f ′   ❆
❆❆
❆❆
❆❆
❆ E
f~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
X
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where f (resp. f ′) is a G-torsor (resp. a G′-torsor) for a given finite group G (resp. G′). Denote
by ρ : G→ AutX(E) and ρ′ : G′ → AutX(E ′) the respective actions. We have :
(a) Suppose that there exists a group homomorphism ϕ : G′ → G, such that ρ◦ϕ = g ◦ ρ′.
Then g induces a G′-equivariant map
Fξ(E
′)→ Res(ϕ)Fξ(E)
whence an isomorphism (E ′ × G)/G′ ∼→ G of G-torsors. Hence, let c (resp. c′)
denote any representative of the equivalence class of E (resp. E ′) inH1cont(π,G) (resp.
H1cont(π,G
′)); in view of (ii), it follows that
H1(π, ϕ)(c′) = c.
In other words, the induced diagram of continuous group homomorphisms
π1(Xe´t, ξ)
c′
zz✉✉✉
✉✉✉
✉✉✉
✉
c
$$■■
■■
■■
■■
■■
G′
ϕ // G
commutes, up to composition with an inner automorphism of G. (Details left to the
reader.)
(b) If E is connected, a group homomorphism ϕ : G → G′ fulfilling the condition of (a)
exists and is unique up to composition with an inner automorphism of G. Indeed, fix
any e′ ∈ Fξ(E ′) and let e := f(e′); if g′ ∈ G′, define ϕ(g′) as the unique g ∈ G
such that f(e′ · g′) = e · g; also, in view of (i) we may pick σg′ ∈ π1(X, ξ) such that
σg′ · e′ = e′ · g′, and notice that σg′ · e = e · ϕ(g′) for every g′ ∈ G′. Now, if h′ ∈ G′ is
any other element, we may compute :
f(e′ · g′h′) = f(σg′ · e′ · h′) = σg′ · f(e′ · h′) = σg′ · e · ϕ(h′) = e · ϕ(g′) · ϕ(h′)
whence ϕ(g′h′) = ϕ(g′) · ϕ(h′), as required.
Lemma 13.1.15. Let f : X → Y be a morphism of schemes, F , G two sheaves on Ye´t. Then :
(i) If F is locally constant and constructible, the natural map :
ϑf : f
∗HomY ∼e´t (F ,G )→ HomX∼e´t(f ∗F , f ∗G )
is an isomorphism.
(ii) If f is 0-acyclic, it induces a fully faithful functor
f ∗ : Cov(Y )→ Cov(X) : (E → Y ) 7→ (E ×Y X → X).
Proof. (i): Suppose we have a cartesian diagram of schemes :
X ′
g′ //
f ′

X
f

Y ′
g // Y.
Then, according to (4.8.2), we have a natural isomorphism :
ϑg′ ◦ g′∗ϑf ⇒ ϑf ′ ◦ f ′∗ϑg
(an invertible 2-cell, in the terminology of (2.1)). Now, if g – and therefore g′ – is a covering
morphism, ϑg and ϑg′ are isomorphisms, and g
′∗ϑf is an isomorphism if and only if the same
holds for ϑf . Summing up, in this case ϑf is an isomorphism if and only if the same holds for
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ϑf ′ . Thus, we may choose g such that g
∗ is a constant sheaf, and after replacing f by f ′, we
may assume that F = SY is the constant sheaf associated with a finite set S. Since the functors
HomY ∼e´t (−,G ) : (Y ∼e´t )o → Y ∼e´t and f ∗ : Y ∼e´t → X∼e´t
are left exact, we may further reduce to the case where S = {1} is the set with one element,
in which case F = 1Y is the final object of Y ∼e´t , and f
∗F = 1X is the final object of X∼e´t .
Moreover, we have a natural identification :
HomY ∼e´t (1Y ,G )
∼→ G : σ 7→ σ(1)
and likewise for HomX∼e´t(1Y , f
∗G ). Using the foregoing characterization, it is easily checked
that, under these identifications, ϑf is the identity map of f
∗G , whence the claim.
(ii): It has already been remarked that Cov(Y ) is equivalent to the category of locally constant
constructible sheaves on Ye´t, and likewise for Cov(X). Let E and F be two objects of Cov(Y );
we have natural bijections :
HomCov(X)(f
∗E, f ∗F )
∼→Γ(X,HomX∼e´t(f ∗E, f ∗F ))
∼→Γ(Y, f∗f ∗HomY ∼e´t (E, F )) by (i)
∼→Γ(Y,HomY ∼e´t (E, F )) since f is 0-acyclic
∼→HomCov(Y )(E, F )
as stated. 
Lemma 13.1.16. Let f : X → S be a quasi-compact morphism of schemes, and suppose that :
(a) f is locally (−1)-acyclic.
(b) For every strict geometric point ξ of S, the induced morphism fξ : f
−1(ξ) → |ξ| is
0-acyclic (i.e. f has non-empty geometrically connected fibres).
Then f is 0-acyclic.
Proof. Let F be a sheaf on Se´t. For every strict geometric point ξ of S, we have a commutative
diagram :
(13.1.17)
Fξ
εξ //
α

(f∗f
∗F )ξ

Γ(|ξ|, ξ∗F )
f∗ξ // Γ(f−1(ξ), f ∗ξ ◦ ξ∗F )
where ε : F → f∗f ∗F is the unit of adjunction. The map α is an isomorphism, and the
same holds for f ∗ξ , since fξ is 0-acyclic. Hence εξ is injective, which shows already that f
is (−1)-acyclic. It remains to show that εξ is surjective. Hence, let t ∈ (f∗f ∗F )ξ be any
section. From (13.1.17) we see that there exists a section t′ ∈ Fξ such that the images of t
and εξ(t
′) agree on Γ(f−1(ξ), f ∗ξ ◦ ξ∗F ). We may find an e´tale neighborhood g : U → S of
ξ, such that t′ (resp. t) extends to a section t′U ∈ F (U) (resp. tU ∈ Γ(X ×S U, f ∗F )). Let
XU := X ×S U , fU := f ×S U : XU → U , and for every geometric point x of XU , denote by
f ∗x : FfU (x) → f ∗UFx the natural isomorphism (4.9.22). We set
V := {x ∈ XU | tU,x = f ∗x(t′U,f(x))}
where x is any geometric point of X localized at x, and tU,x ∈ f ∗Fx (resp. t′U,f(x) ∈ FfU (x))
denotes the image of tU (resp. of t
′
U ). Clearly V is an open subset of XU , and we have :
Claim 13.1.18. (i) V = f−1U fU(V ).
(ii) fU(V ) ⊂ U is an open subset.
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Proof of the claim. (i): Given a point u ∈ U , choose a strict geometric point u localized at u,
and set s := g(u)st; by assumption, the morphism fs : f
−1(s) → |s| is 0-acyclic, hence the
image of tU in Γ(f
−1(s), f ∗s ◦ s∗F ) is of the form f ∗s t′′, for some t′′ ∈ Fs. It follows that
V ∩ f−1U (u) is either the whole of f−1U (u) or the empty set, according to whether t′′ agrees or
not with the image of t′U in Fs = g
∗Fu.
(ii): The subset X \V is closed, especially pro-constructible; since f is quasi-compact, we
deduce that fU(X\V ) is a pro-constructible subset of U (corollary 8.1.46). It then follows from
(i) that fU(V ) is ind-constructible, hence we are reduced to showing that fU(V ) is closed under
generizations (proposition 8.1.44(ii)). To this aim, since V is open, it suffices to show that fU is
generizing, i.e. that the induced mapsXU(x)→ U(u) are surjective, for every u ∈ U and every
x ∈ f−1U (u). However, choose a geometric point x localized at x, and let u := fU(x); since the
natural maps XU(x) → XU(x) and U(u) → U(u) are surjective, it suffices to show that the
same holds for the map fU,x : XU(x) → U(u). The image of x (resp. U ) in X (resp. in S) is
a geometric point which we denote by the same name; since the natural maps XU(x) → X(x)
and U(u) → S(u) are isomorphisms, we are reduced to showing that fx : X(x) → S(u) is
surjective, which holds, since f is locally (−1)-acyclic. ♦
SetW := fU(V ); in view of claim 13.1.18,W is an e´tale neighborhood of ξ, and the natural
map F (W ) → f ∗F (U) sends the restriction t′U |W of t′U to the restriction tU |V of tU , whence
the claim. 
13.1.19. Consider now a cartesian diagram of schemes :
(13.1.20)
X ′
g′ //
f ′

X
f

S ′
g // S
where g is a local morphism of strictly local schemes, and denote by s (resp. by s′) the closed
point of S (resp. of S ′). Let x′ ∈ f ′−1(s′) be any point, x′ a geometric point of X ′ localized at
x′, and set x := g′(x′), x := g′(x′). Then g′ induces a morphism of S ′-schemes :
(13.1.21) X ′(x′)→ X(x)×S S ′.
Lemma 13.1.22. In the situation of (13.1.19), suppose that g is an integral morphism. Then :
(i) The induced morphism f ′−1(s′) → f−1(s) induces a homeomorphism on the underly-
ing topological spaces.
(ii) (13.1.21) is an isomorphism.
Proof. If g is integral, κ(s′) is a purely inseparable algebraic extension of κ(s), hence the mor-
phism T ′ := Spec κ(s′) → T := Specκ(s) is radicial, and the same holds for the induced
morphisms :
f ′−1(s′)
∼→ f−1(s)×T T ′ → f−1(s) f−1x (s)×T T ′ → f−1x (s)
([37, Ch.I, Prop.3.5.7(ii)]). Especially (i) holds, and therefore the natural map X ′(x′) →
X(x) ×S S ′ is an isomorphism; we see as well that f−1x (s) ×T T ′ is a local scheme. Then
the assertion follows from [44, Ch.IV, Rem.18.8.11]. 
Proposition 13.1.23. Let f : X → S and g : S ′ → S be morphisms of schemes, with g quasi-
finite, and set X ′ := X ×S S ′. Suppose that f is locally (−1)-acyclic (resp. locally 0-acyclic);
then the same holds for f ′ := f ×S S ′ : X ′ → S ′.
Proof. Let s′ be any geometric point of S ′, and set s := g(s′). Denote by s ∈ S (resp. s′ ∈ S ′)
the support of s (resp. s′); then f is locally (−1)-acyclic at the points of f−1(s), if and only
if fs := f ×S S(s) : X ×S S(s) → S(s) enjoys the same property at the points of f−1s (s).
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Likewise, f ′ is locally (−1)-acyclic (resp. locally 0-acyclic) at the points of f ′−1(s′), if and
only if f ′s′ : X
′ ×S′ S ′(s′) → S ′(s′) enjoys the same property at the points of f−1s (s). Hence,
we may replace g by gs′ : S
′(s′)→ S(s), and f by the induced morphismX ×S S(s)→ S(s),
which allows to assume that g is finite ([44, Ch.IV, Th.18.5.11]), hence integral. Let ξ′ (resp.
x′) be any strict geometric point of S ′ (resp. of f ′−1(s′)), and let ξ := g(ξ′)st, (resp. let x be the
image of x′ in X); we have natural morphisms :
f ′−1x′ (ξ
′)
α−→ X(x)×S ξ′ β−→ f−1x (ξ).
However, α is an isomorphism, by lemma 13.1.22(ii), and β is a radicial morphism, since
the field extension κ(ξ) ⊂ κ(ξ′) is purely inseparable ([37, Ch.I, Prop.3.5.7(ii)]). The claim
follows. 
Lemma 13.1.24. (i) Let S be a strictly local scheme, s ∈ S the closed point, f : X → S a
morphism of schemes, x (resp. ξ) a strict geometric point of f−1(s) (resp. of S). We may find :
(a) A cartesian diagram (13.1.20), with S ′ strictly local, irreducible and normal.
(b) A strict geometric point x′ of f ′−1(s′) with g′(x′)st = x.
(c) A strict geometric point ξ′ of S ′ localized at the generic point of S ′, with g(ξ′)st = ξ,
and such that (13.1.21) induces an isomorphism :
(13.1.25) f ′−1x′ (ξ
′)
∼→ f−1x (ξ).
(ii) Moreover, if S is noetherian, we may find S ′ as in (i), such that OS(S) is a Krull domain.
Proof. (i): Denote by Z ⊂ S the closure of the image of ξ, endowZ with its reduced subscheme
structure, set Y := X ×S Z ⊂ X , and let hx : Y (x) → Z be the natural morphism. Then
Z is a strictly local scheme ([44, Ch.IV, Prop.18.5.6(i)]). Moreover, the closed immersion
Y → X induces an isomorphism of Z-schemes : Y (x) ∼→ X(x)×S Z (lemma 13.1.22(ii)). By
construction, ξ factors through a strict geometric point ξ′ of Z, and we deduce an isomorphism :
h−1x (ξ
′)
∼→ f−1x (ξ) of Z-schemes. Thus, we may replace (S,X, ξ) by (Z, Y, ξ′), and assume that
S is the spectrum of a strictly local domain, and ξ is localized at the generic point of S. Say that
S = SpecA, and denote by Aν the normalization of A in its field of fractions F . Then Aν is the
union of a filtered family (Aλ | λ ∈ Λ) of finite A-subalgebras of F ; since A is henselian, each
Aλ is a product of henselian local rings, hence it is a local henselian ring, so the same holds for
Aν . Moreover, the residue field κ(s′) of Aν is an algebraic extension of the residue field κ(s)
of A, which is separably closed, hence κ(s′) is separably closed, i.e. Aν is strictly henselian,
so we may fulfill condition (a) by taking S ′ := SpecAν . Condition (b) holds as well, due to
lemma 13.1.22(i). Finally, it is clear that ξ lifts to a unique strict geometric point ξ′ of S ′, and it
follows from lemma 13.1.22(ii) that (13.1.25) is an isomorphism, as required.
(ii): A direct inspection of the proof of (i) reveals that if S is noetherian, the scheme S ′
exhibited is the spectrum of the normalization of a noetherian domain; the assertion then follows
from [92, Th.33.10]. 
13.1.26. In the situation of (13.1.4), let x ∈ X be any point, and s := f(x). Let also ξ be
a strict geometric point of S. We deduce a compatible system of points xλ := p
′
λ(x) ∈ Xλ,
whence a cofiltered system of local schemes
X := (Xλ(xλ) | λ ∈ Λ).
Moreover, we get a compatible system of strict geometric points (ξλ := pλ(ξ)
st | λ ∈ Λ), with :
ξ
∼→ lim
λ∈Λ
ξλ.
Choose a geometric point x of X localized at x, and set likewise xλ := p
′
λ(x); then X lifts to
a system X sh := (Xλ(xλ) | λ ∈ Λ), whose limit is naturally isomorphic to X(x) ([44, Ch.IV,
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Prop.18.8.18(ii)]). Furthermore, X sh induces a natural isomorphism of κ(ξ)-schemes :
(13.1.27) f−1x (ξ)
∼→ lim
λ∈Λ
f−1λ,xλ(ξλ)
where, as usual, fx : X(x)→ S (resp. fλ,xλ : Xλ(xλ)→ Sλ) is deduced from f (resp. from fλ).
These remarks, together with the following lemma 13.1.28, and the previous lemma 13.1.24,
will allow in many cases, to reduce the study of the fibres of fx, to the case where the base S is
strictly local, excellent and normal.
Lemma 13.1.28. Let S be a strictly local normal scheme. Then there exists a cofiltered family
S := (Sλ | λ ∈ Λ) consisting of strictly local normal excellent schemes, such that :
(a) S is isomorphic to the limit of S .
(b) The natural morphism S → Sλ is dominant for every λ ∈ Λ.
Proof. Say that S = SpecA, and write A as the union of a filtered family A := (Aλ | λ ∈ Λ)
of excellent noetherian local subrings, which we may assume to be normal, by [42, Ch.IV,
(7.8.3)(ii),(vi)]. Proceeding as in (13.1.26), we choose a compatible family of geometric points
sλ localized at the closed points of SpecAλ, for every λ ∈ Λ; using these geometric points,
we lift A to a filtered family (Ashλ | λ ∈ Λ) of strict henselizations, whose colimit is natu-
rally isomorphic to A. Moreover, each Ashλ is noetherian, normal and excellent ([44, Ch.IV,
Prop.18.8.8(iv), Prop.18.8.12(i)] and proposition 9.7.19(ii)). Let η be the generic point of S,
hλ : S → Sλ := SpecAshλ the natural morphism, and ηshλ := hλ(η) for every λ ∈ Λ. The
cofiltered system (Sλ | λ ∈ Λ) fulfills condition (a). Moreover, by construction, the image of
ηshλ in SpecAλ is the generic point ηλ; then η
sh
λ is the generic point of Sλ, since the latter is the
only point of Sλ lying over ηλ. Hence (b) holds as well. 
Proposition 13.1.29. Let f : X → S be a flat morphism of schemes. We have :
(i) f is locally (−1)-acyclic.
(ii) Suppose moreover, that f has geometrically reduced fibres, and :
(a) either f is locally finitely presented,
(b) or else, S is locally noetherian.
Then f is locally 0-acyclic.
Proof. Let x ∈ X be any point, set s := f(x), choose a geometric point x of X localized at x,
set s := f(x), and let ξ be any strict geometric point of S(s).
(i): If f is flat, the induced morphism fx : X(x) → S(s) is faithfully flat; especially, fx is
surjective ([89, Th.7.3(i)]).
(ii): Set X ′ := X ×S S(s). The natural morphism X(x) → X factors uniquely through a
morphism of S(s)-schemes j : X(x) → X ′, and if we denote by x′ the image in X ′ of x, then
j induces an isomorphism of S(s)-schemes : X(x)
∼→ X ′(x′). Hence, f is locally 0-acyclic at
the point x, if and only if the induced morphism X ′ → S(s) is locally 0-acyclic at the support
x′ of x′, so we may replace S by S(s), and assume that S is strictly local, when (a) holds, and
even strictly local and noetherian, when (b) holds. We have to show that f−1x (ξ) is connected,
and by lemma 13.1.24, we are further reduced to the case where S = S(s) = SpecA is strictly
local and normal, ξ is localized at the generic point of S, and :
(a’) either f is finitely presented,
(b’) or else, A is a (not necessarily noetherian) Krull domain.
Claim 13.1.30. In case (b’) holds, f−1x (ξ) is connected.
Proof of the claim. Let F be the field of fractions of A; the field κ(ξ) is algebraic over F , hence
it suffices to show that X(x) ×S SpecK is connected for every finite field extension F ⊂ K
([43, Ch.IV, Prop.8.4.1(ii)]). Let AK be the normalization of A in K; then AK is again a Krull
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domain ([22, Ch.VII, §1, n.8, Prop.12]), and B := O shX,x ⊗A AK is a flat AK-algebra. Notice
that the geometric fibres of the induced morphism fx,K : SpecB → SpecAK are cofiltered
limits of schemes that are e´tale over the fibres of f ; since the fibres of f are geometrically
reduced, it follows that the same holds for the fibres of fx,K . Hence B is integrally closed
in B ⊗A F (lemma 9.8.2); especially these two rings have the same idempotents, whence the
contention. ♦
Finally, suppose that (a’) holds. By lemma 13.1.28, the scheme S is the limit of a cofil-
tered family (Sλ | λ ∈ Λ) of strictly local excellent and normal schemes, such that the natural
morphisms pλ : S → Sλ are dominant. By claim 9.8.4, there exists λ ∈ Λ and a flat mor-
phism of schemes fλ : Xλ → Sλ with geometrically reduced fibres, with an isomorphism of
S-schemes S ×Sλ Xλ ∼→ X; then, for every µ ∈ Λ with µ ≥ λ, set Xµ := Sµ ×Sλ Xλ and
fµ := Sµ ×Sλ fλ : Xµ → Sµ. After replacing Λ by a cofinal subset, we may assume that fµ
is defined for every λ ∈ Λ. For every such λ, let xλ ∈ Xλ be the image of x. Arguing as in
(13.1.26), we obtain a compatible system of strict geometric points ξλ of Sλ (resp. xλ of Xλ),
such that pλ(ξ) factors through ξλ; whence an isomorphism (13.1.27). Thus, f
−1
x (ξ) is reduced
if and only if f−1λ,xλ(ξλ) is reduced for every sufficiently large λ ∈ Λ ([43, Ch.IV, Prop.8.7.2]).
Furthermore, since pλ is dominant, ξλ is localized at the generic point of Sλ, for every λ ∈ Λ.
Thus, we are reduced to the case where S = S(s) is the spectrum of a strictly local noetherian
normal domain A, and ξ is localized at the generic point of S; since such A is a Krull domain
([89, Th.12.4(i)]), this is covered by claim 13.1.30. 
Example 13.1.31. (i) Let A be an excellent local ring, and A∧ the completion of A. Then the
natural morphism :
f : SpecA∧ → SpecA
is locally 0-acyclic. Indeed, this follows from proposition 13.1.29(ii) (and from the excellence
assumption, which includes the geometric regularity of the formal fibres of A).
(ii) Suppose additionally, thatA is strictly local. Then f is 0-acyclic. To see this, we apply the
criterion of lemma 13.1.16 : indeed, since f is flat, it is (−1)-acyclic (proposition 13.1.29(i));
it remains to show that f has geometrically connected fibres, and since A∧ is strictly local ([44,
Ch.IV, Prop.18.5.14]), this is the same as showing that f is locally 0-acyclic at the closed point
of SpecA∧, which has already been remarked in (i).
(iii) More generally, f is 0-acyclic whenever A is excellent and henselian. Indeed, in this
case the argument of (ii) again reduces to showing that f has geometrically connected fibres.
However, consider the natural commutative diagram :
(13.1.32)
Spec (A∧)sh //
fsh

SpecA∧
f

SpecAsh // SpecA.
Since A is henselian, Ash is the colimit of a filtered family of finite e´tale and local A-algebras.
Since A and A∧ have the same residue field, it follows easily that A∧ ⊗A Ash is the colimit of a
filtered family of finite e´tale and local A∧-algebras, hence it is strictly henselian, and therefore
(13.1.32) is cartesian, especially the geometric fibres of f are connected if and only if the
same holds for the geometric fibres of f sh, and the latter are reduced (even regular), since A is
excellent. Hence, we come down to showing that f sh is locally 0-acyclic at the closed point of
Spec (A∧)sh, which holds again by proposition 13.1.29(ii).
For future use, we point out the following
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Proposition 13.1.33. Let g : X → Y be a flat morphism of excellent noetherian schemes, with
X strictly local, and Y normal. Let U ⊂ X be an open subset, and Z ⊂ Y a closed subscheme.
Suppose that :
(i) g−1(z) ⊂ U for every maximal point z of Z.
(ii) U ∩ g−1(z) is a dense open subset of g−1(z), for every z ∈ Z.
(iii) The fibres g−1(z) are reduced, for every z ∈ Z.
Then the induced functor Cov(U)→ Cov(U ×Y Z) is fully faithful.
Proof. Indeed, say that X = SpecB, Y = SpecA, Z = V (I) for some ideal I ⊂ A, and
denote byB∧ themB-adic completion of the local ring B (where mB ⊂ B denotes the maximal
ideal). Let also f : SpecB∧ → Y be the induced morphism, and U∧ ⊂ SpecB∧ the preimage
of U . In light of example 13.1.31(ii) and lemma 13.1.15(ii), it suffices to show that the induced
functor Cov(U∧) → Cov(U∧ ×Y Z) is fully faithful. In view of lemma 13.1.3, we are further
reduced to checking that conditions (a)–(c) of proposition 10.5.46 hold for the induced ring
homomorphism ϕ : A → B∧, the open subset U∧, and the ideal I . However, by example
10.5.41, we have AssA(I, A) = Max(Z), hence (c) follows trivially from our assumption (i).
Next, sinceB∧ is a faithfully flat B-algebra, assumption (ii) implies that U∧∩f−1(z) is a dense
open subset of f−1(z), for every z ∈ Z. Moreover, since B is excellent, the natural morphism
SpecB∧ → X is regular, so the same holds for the induced morphism f−1(z) → g−1(z), and
then our assumption (iii) implies – together with [89, Th.32.3(i)] – that f−1(z) is reduced, for
every z ∈ Z, whence condition (b). Lastly, we check condition (a), i.e. we show that B∧ is
I-adically complete. Indeed, let C be the I-adic completion of B∧; the natural map B∧ → C is
injective, and it admits a left inverse, constructed as follows. Let a := (an | n ∈ N) be a given
sequence of elements ofB∧, which is Cauchy for the I-adic topology; then a is also Cauchy for
themB-adic topology, and it is easily seen that the limit l of a in the mB-adic topology depends
only on the class [a] of a in C, so we get a well defined ring homomorphism λ : C → B∧ by
the rule : [a] 7→ l, and clearly λ is the sought left inverse. It remains to check that λ is injective;
thus, suppose that l = 0, and that [a] 6= 0; this means that there existsN ∈ N such that an /∈ IN ,
for every n ∈ N. Now, the induced sequence (an | n ∈ N) of elements of B∧/IN is stationary,
and on the other hand, it converges mB-adically to 0; therefore an = 0 for every sufficiently
large n ∈ N, a contradiction. 
13.1.34. Let A be a noetherian normal ring, and endow the A-algebra A[[t]] with its t-adic
topology. Let
ϕ : X := Spf A[[t]]→ X := SpecA[[t]] π : X → S := SpecA i : S → X
be respectively the natural morphism of locally ringed spaces, the natural projection, and the
closed immersion determined by the ring homomorphismA[[t]]→ A given by the rule : f(t) 7→
f(0), for every f(t) ∈ A[[t]]. Let also U0 ⊂ SpecA be an open subset, U := π−1U0 and
U := ϕ−1U . Finally, denote by E a locally free OU -module of finite rank, and set E ∧ := ϕ∗|UE ,
which is a locally free OU-module of finite rank.
Lemma 13.1.35. In the situation of (13.1.34), suppose that S \U0 has codimension ≥ 2 in S.
Then:
(i) The natural map
Γ(U, E )→ Γ(U, E ∧)
is an isomorphism of A[[t]]-modules.
(ii) The restriction i|U0 : U0 → U of i induces an equivalence :
i∗|U0 : Cov(U)→ Cov(U0) : (E → U) 7→ (E ×U U0 → U0).
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Proof. (i): To begin with, set Z := S\U0; since the morphism π is flat, hence generizing ([89,
Th.9.5]), the closed subset X \U = π−1Z has codimension ≥ 2 in X . Since A and A[[t]] are
both normal, we deduce :
(13.1.36) depthX\V OX ≥ 2 depthZOS ≥ 2
(theorem 10.4.21 and [89, Th.23.8]); therefore (corollary 10.4.23) :
(13.1.37) Γ(U,OX) = Γ(X,OX) = A[[t]].
Next, the short exact sequences of OX-modules :
0→ i∗OS → OX/tn+1OX → OX/tnOX → 0 for every n ∈ N
induce exact sequences
(13.1.38) RjΓZi∗OS → RjΓZOX/tn+1OX → RjΓZOX/tnOX for every n, j ∈ N.
Then (13.1.36) and (13.1.38) yield inductively :
depthZOX/t
nOX ≥ 2 for every n ∈ N
and again corollary 10.4.23 implies :
(13.1.39) Γ(U,OX/t
nOX) = A[t]/t
nA[t] for every n ∈ N.
Since U is quasi-compact, we may find a left exact sequence P := (0 → E → O⊕mU → O⊕nU )
of OU -modules (corollary 10.3.25). Since ϕ is a flat morphism of locally ringed spaces, the
sequence ϕ∗P is still left exact. Since the global section functors are left exact, we are then
reduced to the case where E = OU . Then we may write :
E ∧ = OU = lim
n∈N
OU/t
nOU
where, for each n ∈ N, we regard OU/tnOU as a sheaf of (pseudo-discrete) rings on U =
V (t) ⊂ U . The functor Γ(U,−) is a right adjoint, hence commutes with limits, and we deduce
an isomorphism :
Γ(U, E ∧)
∼→ lim
n∈N
Γ(U,OU/t
nOU).
(This is even a homeomorphism, provided we view the target as a limit of rings with the discrete
topology.) Taking (13.1.39) into account, we obtain Γ(U, E ∧) = A[[t]] which, together with
(13.1.37), implies the contention.
(ii): Notice that (i) and lemma 10.5.44 imply that Lef(U, i(U0)) holds (see definition 10.5.42).
Since the pull-back functor π∗|U : Cov(U0) → Cov(U) is a right quasi-inverse to i∗|U0 , the latter
is essentially surjective. The full faithfulness is a special case of lemma 13.1.3. 
13.2. Local asphericity of smooth morphisms of schemes. Let S be a strictly local scheme,
s ∈ S the closed point, f : X → S a smooth morphism, x any geometric point of f−1(s), and
denote by fx : X(x)→ S the induced morphism of strictly local schemes. For any open subset
U ⊂ S we have a base change functor :
(13.2.1) f ∗x : Cov(U)→ Cov(f−1x U) (E → U) 7→ (E ×U f−1x U).
Theorem 13.2.2. In the situation of (13.2), we have :
(i) The functor (13.2.1) is fully faithful.
(ii) Suppose moreover that S is excellent and normal, and that S\U has codimension ≥ 2
in S. Then (13.2.1) is an equivalence of categories.
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Proof. (i): In view of lemma 13.1.15(ii) it suffices to show that fx is 0-acyclic (since in that case,
the same will obviously hold also for its restriction f−1x U → U). To begin with, fx is locally
(−1)-acyclic, by proposition 13.1.29(i), hence it remains only to show that f is locally 0-acyclic
at the point x (lemma 13.1.16). The latter assertion follows from proposition 13.1.29(ii) and
[44, Ch.IV, Th.17.5.1].
(ii): In light of (i), it suffices to show that (13.2.1) is essentially surjective, under the assump-
tions of (ii). We argue by induction on the relative dimension n of f . Let x ∈ X be the support
of x. We may find an open neighborhood U ⊂ X of x, and an e´tale morphism of S-schemes
ϕ : U → AnS ([44, Ch.IV, Cor.17.11.4]). Let x′ := ϕ(x); there follows an isomorphism of
S-schemes : X(x)
∼→ AnS(x′), hence we may assume from start that X = AnS, and f is the
natural projection. Especially, the theorem holds for n = 0. Suppose then, that n > 0, and that
the theorem is already known when the relative dimension is < n. Write f = h ◦ g, where
g : X ≃ An−1S ×S A1S → A1S and h : A1S → S
are the natural projections; set x1 := g(x), and U1 := h
−1
x1
U , (where hx1 : S1 := A
1
S(x1)→ S is
the morphism induced by h). We have S1\U1 = h−1x1 (S\U), and since flat maps are generizing
([89, Th.9.5]) we easily see that the codimension of S1 \U1 in S1 equals the codimension of
S\U in S. From our inductive assumption, we deduce that the base change functor Cov(U1)→
Cov(f−1x U) is essentially surjective, and hence it suffices to show that the same holds for the
functor Cov(U) → Cov(U1). Thus, we are reduced to the case where X = A1S . Suppose now,
that E → f−1x U is a finite e´tale morphism; we can write fx as the limit of a cofiltered family
of smooth morphisms (fλ : Yλ → S | λ ∈ Λ), where each Yλ is an affine e´tale A1S-scheme.
Then f−1x U is the limit of the family (Yλ×S U | λ ∈ Λ). By [43, Ch.IV, Th.8.8.2(ii), Th.8.10.5]
and [44, Ch.IV, Prop.17.7.8], we may find a λ ∈ Λ, a finite e´tale morphism Eλ → Yλ ×S U
and an isomorphism of f−1x U-schemes : Eλ ×Yλ A1S(x) ∼→ E. Denote by y ∈ Yλ the image
of the closed point of A1S(x), and by y the geometric point of Yλ obtained as the image of x
(the latter is viewed naturally as a geometric point of A1S(x)); by construction, y lies in the
closed fibre Y0 := Yλ ×S Spec κ(s), which is an e´tale A1κ(s)-scheme, and we may therefore find
a specialization z ∈ Y0 of y, with z a closed point. Pick a geometric point z of Y0 localized at
z, and a strict specialization map Yλ(z) → Yλ(y) as in (4.9.23); there follows a commutative
diagram :
A1S(x) ≃ Yλ(y) //

Yλ(z)

Yλ(y) // Yλ(z).
The finite e´tale covering Eλ ×Yλ Yλ(y)→ Yλ(y)×S U lies in the essential image of the functor
Cov(Yλ(z)×S U)→ Cov(Yλ(y)×S U) C 7→ C ×Yλ(z) Yλ(y).
It follows that E → f−1x U lies in the essential image of the functor
Cov(f−1λ,zU)→ Cov(f−1x U) C 7→ C ×Y (z) Y (y) ≃ C ×Y (z) A1S(x)
and therefore it suffices to show that the pull-back functor Cov(U)→ Cov(f−1z U) is essentially
surjective. In other words, we may replace x by z, and assume throughout that x is a closed
point of A1S .
Claim 13.2.3. Under the current assumptions, we may find a strictly local normal scheme T ,
with closed point t, a finite surjective morphism g : T → S, and a finite morphism of Specκ(s)-
schemes :
Specκ(t)→ Spec κ(x).
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Proof of the claim. Since κ(x) is a finite extension of κ(s), it is generated by finitely many
algebraic elements u1, . . . un, and an easy induction allows to assume that n = 1. In this case,
one constructs first a scheme T ′ by taking any lifting of the minimal polynomial of u1 : for
the details, see e.g. [39, Ch.0, (10.3.1.2.)], which shows that the resulting T is local, finite and
flat over S, so T ′ maps surjectively onto S. Next, we may replace T ′ by its maximal reduced
subscheme, which is still strictly local and finite over S. Next, since S is excellent, the nor-
malization (T ′)ν of T ′ is finite over S ([42, Ch.IV, Scholie 7.8.3(vi)]); let T be any irreducible
component of (T ′)ν ; by [44, Ch.IV, Prop.18.8.10], T fulfills all the sought conditions. ♦
Choose g : T → S as in claim 13.2.3; since the residue field extension κ(s) → κ(t) is
algebraic and purely inseparable, there exists a unique point x′ ∈ A1S(x)×S T lying over t, and
we may find a unique strict geometric point x′ of A1S(x)×S T localized at x′, and lying over x.
In view of [44, Ch.IV, Prop.18.8.10], there follows a natural isomorphism of T -schemes :
A1S(x)×S T ∼→ A1T (x′).
Denote by fx′ := fx ×S T : A1T (x′) → T the natural projection, and set UT := g−1U ; since
the morphism g : T → S is generizing ([89, Th.9.4(ii)]), it is easily seen that T \UT has
codimension ≥ 2 in T .
Let F : Cov → Sch be the fibred category (13.1.1). We have a natural essentially commuta-
tive diagram of categories :
(13.2.4)
Cov(U) //

Desc(F, g ×S U)
δ

Cov(f−1x U)
// Desc(F, g ×S f−1x U)
where, for any morphism of schemes h, we have denoted by Desc(F, h) the category of descent
data for the fibred category F , relative to the morphism h.
According to lemma 13.1.2, the morphism g is of universal 2-descent for the fibred category
F , so the horizontal arrows in (13.2.4) are equivalences. Hence, the theorem will follow, once
we know that δ is essentially surjective. However, we have :
Claim 13.2.5. (i) Set U ′T := UT ×S T and U ′′T := U ′T ×S T . The pull-back functors :
Cov(U ′T )→ Cov(A1T (x′)×T U ′T ) Cov(U ′′T )→ Cov(A1T (x′)×T U ′′T )
are fully faithful.
(ii) Suppose that the pull-back functor
Cov(UT )→ Cov(f−1x′ UT )
is essentially surjective. Then the same holds for the functor δ.
Proof of the claim. (i): Let z′′ be any geometric point of X ′′ := A1T ×S T ×S T whose strict
image in A1T is x
′, and let z′ be the image of z′′ in X ′ := A1T ×S T ; by lemma 13.1.22(ii), the
natural morphisms :
X ′(z′)→ A1T (x′)×S T X ′′(z′′)→ A1(x′)×S T ×S T
are isomorphisms (notice that T ×S T is also strictly local). Then the claim follows from
assertion (i) of the theorem, applied to the projectionsX ′ → T ×S T andX ′′ → T ×S T ×S T .
(ii): Recall that an object of Desc(F, g ×S f−1x′ U) consists of a finite e´tale morphism E ′T →
f−1x′ UT and a X
′-isomorphism β ′ : E ′T ×S T ∼→ T ×S E ′T fulfilling a cocycle condition on
E ×S T ×S T . By assumption, ET descends to a finite e´tale morphism ET → UT ; then (i)
implies that β ′ descends to a U ′T -isomorphism β : ET ×S T ∼→ T ×S ET , and the cocycle
identity for β ′ descends to a cocycle identity for β. ♦
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In view of claim 13.2.5, we may replace (S, U, x) by (T, UT , x
′), and therefore assume that x
is a κ(s)-rational point of A1κ(s). In this case, any choice of coordinate t on A
1
S yields a section
σx : S → A1S(x) of the natural projection, such that σx(s) = x. To conclude the proof of the
theorem, it suffices to show that the pull-back functor :
Cov(f−1x U)
σ∗x−→ Cov(U)
is fully faithful.
Say that S = SpecA; then the scheme A1S(x) is the spectrum of A{t}, the henselization
of A[t] along the ideal m{t} generated by t and the maximal ideal m of A. Let A∧ (resp.
A{t}∧) be them-adic (resp. m{t}-adic) completion of A (resp. of A{t}), and notice the natural
isomorphism:
A{t}∧/tA{t}∧ ∼→ A∧
(indeed, it is easy to check that A{t}∧ ≃ A∧[[t]]), whence a natural diagram of schemes :
X∧ := SpecA{t}∧ g
′
//
π

SpecA{t}
fx

S∧ := SpecA∧
g //
σ
OO
SpecA
σx
OO
(where π is the natural projection) whose horizontal arrows commute with both the downward
arrows and the upward ones. Set U∧ := g−1U ; by example 13.1.31(ii) and lemma 13.1.15(ii),
the pull-back functors
g∗ : Cov(U)→ Cov(U∧) g′∗ : Cov(f−1x U)→ Cov(π−1U∧)
are fully faithful. Consequently, we are easily reduced to showing that the pull-back functor :
Cov(π−1U∧)
σ∗−→ Cov(U∧) is an equivalence. The latter holds by lemma 13.1.35(ii). 
Example 13.2.6. As an application of theorem 13.2.2, suppose that K ⊂ E is an extension of
separably closed fields, VK a geometrically normal and strictly local K-scheme, U ⊂ VK an
open subset, and ξ a geometric point of VE := VK ×K E, whose image in VK is supported on
the closed point. Then the induced functor
Cov(U)→ Cov(U ×VK VE(ξ))
is fully faithful, and it is an equivalence in case VK\U has codimension ≥ 2 in VK .
Indeed, let Ka (resp. Ea) be an algebraic closure of K (resp. E), and choose a homomor-
phism Ka → Ea extending the inclusion of K into E. Then both VKa := VK ×K Ka and
VEa(ξ) := VE(ξ)×E Ea are still normal and strictly local (lemma 13.1.22(ii)), and the induced
functors
Cov(U)→ Cov(U ×K Ka) Cov(U ×VK VE(ξ))→ Cov(U ×VK VEa(ξ))
are equivalences (lemma 13.1.7(i)). It then suffices to show that the induced functor
Cov(U ×K Ka)→ Cov(U ×VK VEa(ξ))
has the asserted properties. Hence, we may replace K by Ka and E by Ea, and assume from
start that K ⊂ E is an extension of algebraically closed fields. In this case, E can be written
as the colimit of a filtered family (Rλ | λ ∈ Λ) of smooth K-algebras; correspondingly, VE is
the limit of a cofiltered system (Vλ | λ ∈ Λ) of smooth VK-schemes, and – by lemma 13.1.6 –
Cov(U ×VK VE(ξ)) is the 2-colimit of the system of categories
Cov(U ×VK Vλ(ξλ)) (λ ∈ Λ)
(where, for each λ ∈ Λ, we denote by ξλ the image of ξ in Vλ). Now the contention follows
directly from theorem 13.2.2.
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Theorem 13.2.7. Let f : X → S is a smooth morphism of schemes, L ⊂ N be a set of primes,
and suppose that all the elements of L are invertible in OS . Then f is 1-aspherical for L.
Proof. Let x be any geometric point ofX , s := f(x), and η a strict geometric point of S(s). To
ease notation, set T := X(x), let fx : T → S be the natural map, and Tη := f−1x (η); we have
to show that H1(Tη,e´t, G) = {1} for every L-group G. Arguing as in the proof of proposition
13.1.29, we reduce to the case where S = S(s). Then, by lemma 13.1.24, we can further
assume that S is normal and η is localized at the generic point η of S. By lemma 13.1.28, S
is the limit of a cofiltered system (Sλ | λ ∈ Λ) of strictly local, normal and excellent schemes,
and as usual, after replacing Λ by a cofinal subset, we may assume that f (resp. η) descends to
a compatible system of morphisms (fλ : Xλ → Sλ | λ ∈ Λ), (resp. of strict geometric points
ηλ localized at the generic point of Sλ). By [44, Ch.IV, Prop.17.7.8(ii)], there exists λ ∈ Λ
such that fµ is smooth for every µ ≥ λ. Then, in view of [7, Exp.VII, Rem.5.14] and the
isomorphism (13.1.27), we may replace f by fλ, and η by ηλ, and assume from start that S is
strictly local, normal and excellent, and G is a finite L-group.
Let ϕ : Eη → Tη be a principal G-homogeneous space; we come down to showing that Eη
has a section Tη → Eη . By [44, Ch.IV, Prop.17.7.8(ii)] and [43, Ch.IV, Th.8.8.2(ii), Th.8.10.5],
we may find a finite separable extension κ(η) ⊂ L, and a principal G-homogeneous space
ϕL : EL → TL := T ×S SpecL ρL : G→ AutTL(EL)
such that
ϕ = ϕL ×SpecL Spec κ(η) ρ = ρL ×SpecL Specκ(η).
Say that S = SpecA, denote by AL the normalization of A in L, and set SL := SpecAL. Then
SL is again normal and excellent ([42, Ch.IV, (7.8.3)(ii),(vi)]), and the residue field of AL is
an algebraic extension of the residue field of A, hence it is separably closed, so SL is strictly
local as well. Thus, we may replace S by SL, and assume that Eη descends to a principal
G-homogeneous space Eη → Tη := f−1x (η) on Tη. Next, we may write η as the limit of
the filtered system of affine open subsets of S, so that – by the same arguments – we find an
affine open subset U ⊂ S and a principal G-homogeneous space EU → TU := f−1x U , with
a G-equivariant isomorphism of Tη-schemes : EU ×TU Tη ∼→ Eη. Denote by D1, . . . , Dn the
irreducible components of S \U which have codimension one in S, and for every i ≤ n, set
D′i := f
−1
x Di. Let also ηT be the generic point of T .
Claim 13.2.8. For given i ≤ n, let y be the generic point of Di, and z a maximal point of D′i.
We have:
(i) T and EU are normal schemes, and T (y) is regular.
(ii) D′i is a closed subset of pure codimension one in T .
(iii) Let my (resp. mz) be the maximal ideal of OS,y (resp. of OT,z); then my ·OT,z = mz.
(iv) Let t ∈ A be any element such that t · OS,y = my. Then there exist an integer m > 0
such that (m, char κ(s)) = 1, a finite e´tale covering
Ey → T (y)[t1/m] := T (y)×S SpecA[T ]/(Tm − t)
and an isomorphism of T (y)[t1/m]×T TU -schemes :
Ey ×T TU ∼→ EU ×T T (y)[t1/m].
Proof of the claim. (i): Since S is normal by assumption, the assertion for T and EU follows
from [44, Ch.IV, Prop.17.5.7, Prop.18.8.12(i)]. Next, set W := X(y); since OS,y is a discrete
valuation ring, W is a regular scheme ([44, Ch.IV, Prop.17.5.8(iii)]). For any w ∈ T (y) ⊂
W , the natural map OT (y),w → W (w)sh is faithfully flat, and W (w)sh is regular ([44, Ch.IV,
Cor.18.8.13]), therefore OT (y),w is regular, by [41, Ch.0, Prop.17.3.3(i)].
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(ii): Say that p ⊂ A is the prime ideal of height one such that V (p) = Di; to ease notation, let
also B := O shX,x. Let {q1, . . . , qk} ⊂ SpecB be the set of maximal points of D′i. Using the fact
that flat morphisms are generizing ([89, Th.9.5]), one verifies easily that A ∩ qj = p for every
j ≤ k. Fix j ≤ k, and set q := qj . Since A is normal, Ap is a discrete valuation ring, hence
pAp is a principal ideal, say generated by t ∈ Ap; therefore qBq is the minimal prime ideal
of Bq containing t, so qBq has height at most one, by Krull’s Hauptidealsatz ([89, Th.13.5]).
However, a second application of [89, Th.9.5] shows that the height of q in B cannot be lower
than one, hence q has height one, which is the contention.
(iii): From (i) and (ii) we see that OS,y and OT,z are discrete valuation rings; then the assertion
follows easily from [44, Ch.IV, Th.17.5.1].
(iv): To begin with, since T (y) is regular, it decomposes as a disjoint union of connected
components, in natural bijection with the set of maximal points of D′i. Let Z ⊂ T (y) be
the connected open subscheme containing z; it suffices to show that there exists a finite e´tale
covering :
EZ → Z[t1/m] := Z ×T (y) T (y)[t1/m]
with an isomorphism of Z[t1/m] ×T TU -schemes : EZ ×T TU ∼→ EU ×T Z[t1/m]. By (iii) we
have t·OT,z = mz. Notice that T (z)×T TU = T (ηT ), andEηT := EU×T T (z) is a disjoint union
of spectra of finite separable extensions L1, . . . , Lk of κ(ηT ). Moreover, EηT is a principal G-
homogeneous space over T (ηT ), i.e. every Lj is a Galois extension of κ(ηT ), with Galois group
Gj := Gal(Lj/κ(ηT )) ⊂ G. Since G is an L-group, the same holds for Gj , hence EU ×T Z is
tamely ramified along the divisor {z} (the topological closure of {z} ⊂ Z), and the assertion
follows from Abhyankar’s lemma [58, Exp.XIII, Prop.5.2]. ♦
Claim 13.2.9. There exist :
(a) a finite dominant morphism S ′ → S, such that both S ′ and T ′ := T ×S S ′ are strictly
local and normal;
(b) an open subset U ′ ⊂ S ′, such that S ′\U ′ has codimension≥ 2 in S ′;
(c) a finite e´tale morphism E ′ → T ′U ′ := T ×S U ′, with an isomorphism of T ′U ′-schemes :
E ′ ×T Tη ≃ Eη ×T T ′U ′ .
Proof of the claim. For every i ≤ n, let yi be the maximal point ofDi, and choose ti ∈ A whose
image in OS,yi generates the maximal ideal. Choose also mi ∈ N with (mi, char κ(s)) = 1
and such that there exists a finite e´tale covering Ei → T (yi)[t1/mii ] extending the e´tale covering
EU×T T (yi)[t1/mii ] (claim 13.2.8(ii.d)). Let S ′ be the normalization of SpecA[t1/m11 , . . . , t1/mns ].
Then S ′ is finite over S, hence it is excellent ([42, Ch.IV, (7.8.3)(ii,vi)]), and strictly local (cp.
the proof of lemma 13.1.24). Set E ′η := Eη ×S S ′, T ′ := T ×S S ′; since the geometric fibres
of fx are connected (proposition 13.1.29(ii)), the same holds for the geometric fibres of the
induced morphism T ′ → S ′, therefore T ′ is connected, and then it is also strictly local, by the
usual arguments. Notice also that T ′ is the limit of a cofiltered family of smooth S ′-schemes,
hence it is reduced and normal ([44, Ch.IV, Prop.17.5.7]). Say that E ′η = SpecC, T = SpecB,
T ′ = SpecB′, and let C ′ be the integral closure of B′ in C. Notice that C ⊗B κ(ηT ) is a finite
product of finite separable extensions of the field B′ ⊗B κ(ηT ), and consequently the natural
morphism ϕ′ : ET ′ := SpecC
′ → T ′ is finite ([89, §33, Lemma 1]). Define :
U ′ := {y ∈ S ′ | ϕ′ ×S′ S ′(y) : ET ′(y)→ T ′(y) is e´tale}.
Let now y ∈ U ′ any point; then S ′(y) is the limit of the cofiltered family (Uλ | λ ∈ Λ) of
affine open neighborhoods of y in S ′, and ϕ′ ×S′ S ′(y) the limit of the system of morphisms
(ϕ′λ := ϕ
′ ×S′ Uλ | λ ∈ Λ); we may then find λ ∈ Λ such that ϕ′λ is e´tale ([44, Ch.IV,
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Prop.17.7.8(ii)]), hence Uλ ⊂ U ′, which shows that U ′ is open. Furthermore, from [44, Ch.IV,
Prop.17.5.7] it follows that EU ×T T ′ is normal, whence an isomorphism of T ′-schemes :
ET ′ ×S U ≃ EU ×T T ′
(cp. the proof of lemma 13.1.7(iii)) especially, U ×S S ′ ⊂ U ′. Likewise, by construction we
have natural morphisms : T ′(yi)→ T (yi)[t1/mii ], and using the fact that all the schemes in view
are normal we deduce isomorphisms of T ′(yi)-schemes :
ET ′(yi)
∼→ Ei ×T (yi)[t1/mii ] T
′(yi).
Thus, U ′ contains all the points of S ′ of codimension ≤ 1, since the image in S of any such
point lies in U ∪ {y1, . . . , yn}. The morphism E ′ := ET ′ ×S′ U ′ → T ′U ′ fulfills conditions
(a)-(c). ♦
Now, choose S ′ → S, U ′ ⊂ S ′, and E ′ → T ′U ′ as in claim 13.2.9; since the corresponding
T ′ is local, there exists a unique point x′ ∈ X ′ := X ×S S ′ lying over x; pick a geometric
point x′ of X ′ localized at x′, and lying over x; it then follows from [44, Ch.IV, Prop.18.8.10]
that the natural morphism X ′(x′) → T ′ is an isomorphism. In such situation, theorem 13.2.2
says that there exists a finite e´tale covering E → U ′ with an isomorphism of T ′U ′-schemes :
E ×U ′ T ′U ′ ∼→ E ′, whence an isomorphism of Tη-schemes :
Eη ≃ E(η)×Spec κ(η) Tη.
Since κ(η) is separably closed, the e´tale morphism E(η) → Specκ(η) admits a section, hence
the same holds for ϕ, as claimed. 
13.2.10. Let f : X → S be a morphism of schemes, and j : U ⊂ X an open immersion such
that Uη := U ∩ f−1(η) 6= ∅ for every η ∈ Smax, where Smax ⊂ S denotes the subset of all
maximal points of S. We deduce a natural essentially commutative diagram of functors :
D(S, f, U) :
Cov(X)
j∗ //
∏
η ι
∗
η

Cov(U)
∏
η ι
∗
η|U
∏
η∈Smax
Cov(f−1η)
∏
η j
∗
η //
∏
η∈Smax
Cov(Uη)
where jη : Uη → f−1(η) is the restriction of j and ιη : f−1(η) → X is the natural immersion.
Let us say that U ⊂ X is fibrewise dense, if f−1(s) ∩ U is dense in f−1(s), for every s ∈ S.
Then we have :
Theorem 13.2.11. In the situation of (13.2.10), suppose that f is smooth, and U is fibrewise
dense. The following holds :
(i) The restriction functor j∗ is fully faithful.
(ii) The diagram D(S, f, U) is 2-cartesian.
(iii) If furthermore, f−1Smax ⊂ U , then j∗ is an equivalence.
Proof. Assertion (ii) means that the functors j∗ and ι∗η induce an equivalence (j, ι•)
∗ from
Cov(X) to the category C (X,U) of data
(13.2.12) E := (ϕ, (ψη, αη | η ∈ Smax))
where ϕ (resp. ψη) is an object of Cov(U) (resp. of Cov(f
−1η), for every η ∈ Smax), and
αη : ϕ ×U Specκ(η) ∼→ ψη ×f−1η Uη is an isomorphism of U-schemes, for every η ∈ Smax
(see example 3.2.12(ii)). On the basis of this description, it is easily seen that (i),(ii)⇒(iii).
Furthermore, we remark :
Claim 13.2.13. (i) If j∗ is fully faithful, then the same holds for (j, ι•)
∗.
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(ii) For every open subset U ′ ⊂ X containing U , suppose that :
(a) The pull-back functor Cov(U ′)→ Cov(U) is fully faithful.
(b) If f−1Smax ⊂ U ′, the pull-back functor Cov(X)→ Cov(U ′) is an equivalence.
Then assertion (ii) holds.
Proof of the claim. (i): Since f−1η is a normal (even regular) scheme ([44, Ch.IV, Prop.17.5.7]),
the pull-back functors ι∗η are fully faithful (lemma 13.1.7(iii)); the assertion is an immediate
consequence.
(ii): In light of (i), it remains only to check that (j, ι•)
∗ is essentially surjective. Thus, let
ϕ : E → U be a finite e´tale morphism, such that i∗ηϕ extends to a finite e´tale morphism
ϕ′η : E
′
η → f−1(η), for every maximal point η ∈ S. By claim 13.1.8, there is a largest open
subset Umax containing U , over which ϕ extends to a finite e´tale morphism ϕmax. To conclude,
we have to show that Umax = X . However, for any maximal point η, let iη : f
−1(η) → X(η)
be the natural closed immersion. By lemma 13.1.7(i), i∗η is an equivalence, hence we may find a
finite e´tale morphism ϕ′(η) : E
′(η) → X(η) such that i∗ηϕ′(η) ≃ ϕ′η. By the same token, we also
see that E ′(η)×X(η) U(η) is U(η)-isomorphic to E ×U U(η).
Next, S(η) is the limit of the filtered system V of all open subsets V ⊂ S with η ∈ V , hence
lemma 13.1.6 ensures that we may find V ∈ V and an object ϕ′V : E ′V → f−1V of Cov(f−1V )
such that ϕ′V ×V S(η) ≃ ϕ′(η), and after shrinking V , we may also assume (again by lemma
13.1.6) that E ′V ×X U is U-isomorphic to E ×S V . Hence we may glue E ′ and E along the
common intersection, to deduce a finite e´tale morphism E ′ → U ′ := U ∪ f−1V that extends
ϕ. It follows that f−1(η) ⊂ f−1V ⊂ Umax. Since η is arbitrary, (b) implies that the pull-back
functor Cov(X)→ Cov(Umax) is an equivalence, especially ϕ lies in the essential image of j∗,
as claimed. ♦
Claim 13.2.14. (i) Suppose that S is noetherian and normal, andX is separated. Then (i) holds.
(ii) If furthermore, S is also excellent, then (ii) holds as well.
Proof of the claim. (i): Under the assumptions of the claim, X is normal and noetherian ([44,
Ch.IV, Prop.17.5.7]), so (i) follows from lemma 13.1.7(iii), which also says – more generally –
that assumption (a) of claim 13.2.13(ii) holds in this case, hence in order to show (ii) it suffices
to check that assumption (b) of claim 13.2.13(ii) holds whenever U ∪ f−1Smax ⊂ U ′ ⊂ X ,
especiallyX\U ′ has codimension≥ 2 inX . Suppose first that S is regular; then the same holds
for X ([44, Ch.IV, Prop.17.5.8]), and the contention follows from lemma 13.1.7(iv).
In the general case, let Sreg ⊂ S be the regular locus, which is open since S is excellent,
and contains all the points of codimension ≤ 1, by Serre’s normality criterion ([42, Ch.IV,
Th.5.8.6]). Consider the restriction f−1Sreg → Sreg of f , and the fibrewise dense open immer-
sion jreg : U
′ ∩ f−1Sreg ⊂ f−1Sreg; by the foregoing, the functor j∗reg is an equivalence, hence
we are easily reduced to showing that the functor Cov(X) → Cov(U ′ ∪ f−1Sreg) is an equiva-
lence, i.e. we may assume that V := f−1Sreg ⊂ U ′. Moreover, since the full faithfulness of j∗ is
already known, we only need to show that any finite e´tale morphism ϕ : E → U ′ extends to an
object of Cov(X). To this aim, by lemma 13.1.7(iii), it suffices to prove that ϕ×U ′ (X(x)×XU ′)
extends to an object of Cov(X(x)), for every geometric point x ofX . Let s := f(x), and denote
by s ∈ S the support of s; by assumption, we may find a geometric point ξ of f−1(s), whose
support lies in U ′ ∩ f−1(s), and a strict specialization morphismX(ξ)→ X(x). There follows
an essentially commutative diagram :
Cov(X(x))
ρ //
δ

Cov(X(x)×X V )
γ

Cov(S(s)×S Sreg)αoo
βuu❦❦❦❦
❦❦❦❦
❦❦❦❦
❦❦❦
Cov(X(ξ))
τ // Cov(X(ξ)×X V )
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where α and β are both equivalences, by theorem 13.2.2(ii); hence γ is an equivalence as well.
Moreover, both Cov(X(x)) and Cov(X(ξ)) are equivalent to the category of finite sets, and δ is
obviously an equivalence. By construction, γ(ϕ×U ′ (X(ξ)×X V )) lies in the essential image
of τ , hence ϕ×U ′ (X(ξ)×X V ) lies in the essential image of ρ, so say it is isomorphic to ρ(ϕ′)
for some object ϕ′ of Cov(X(x)). Using (i) (and [44, Ch.IV, Prop.18.8.12]) one checks easily
that ϕ′ ×X U ′ ≃ ϕ×U ′ (X(ξ)×X U ′), whence the contention. ♦
Claim 13.2.15. Let m ∈ N be any integer. Assertions (i) and (ii) hold if S and X are affine
schemes of finite type over SpecZ, the fibres of f have pure dimensionm, and furthermore :
(13.2.16) dim f−1(s)\U < m for every s ∈ S.
Proof of the claim. Indeed, in this situation, S admits finitely many maximal points, hence the
normalization morphism Sν → S is integral and surjective. Set :
S2 := S
ν ×S Sν U1 := U ×S Sν U2 := U ×S S2.
Let β : X1 := X ×S Sν → X , f1 : X1 → Sν and j2 : U2 → X2 := X ×S S2 be the induced
morphisms; clearly f−11 (s
′) has pure dimension m for every s′ ∈ Sν , and from (13.2.16) we
deduce that dim f−11 (s
′)\U1 < m, especially, U1 is dense in every fibre of f1; by the same
token, U2 is dense inX2. Then j
∗
2 is faithful (lemma 13.1.7(ii)), and lemma 13.1.2 and corollary
3.4.30(ii) imply that j∗ is fully faithful, provided the same holds for the functor j∗1 : Cov(X1)→
Cov(U1). In other words, in order to prove assertion (i), we may replace (f, U) by (f1, U1),
which allows to assume that S is an affine normal scheme, and then it suffices to invoke claim
13.2.14, to conclude.
Concerning assertion (ii) : by the foregoing, we already know that j∗ is fully faithful, so the
same holds for (j, ι•)
∗ (claim 13.2.13(i)). To show that (j, ι•)
∗ is essentially surjective, let E
be an object as in (13.2.12) of the category C (X,U); the normalization morphism induces a
bijection Sνmax
∼→ Smax : ην 7→ η, and clearly κ(ην) = κ(η) for every η ∈ Smax, whence a
datum
Eν := (ϕ1 := ϕ×U U1, (ψη, αη | ην ∈ Sνmax))
of the analogous category C (X1, U1); by claim 13.2.14(ii), we may find ϕ′1 ∈ Ob(Cov(X1))
and an isomorphism α : ϕ′1 ×X1 U1 ∼→ ϕ1. Let U3 := U2 ×U U1, and denote by j3 : U3 →
X3 := X2 ×X X1 the natural open immersion; by the foregoing, we know already that both j∗2
and j∗3 are fully faithful; then corollary 3.4.30(iii) says that the natural essentially commutative
diagram :
Desc(Cov, β) //

Desc(Cov, β ×X U)

Cov(X1) // Cov(U1)
is 2-cartesian. Thus, let ρ : Cov(U) → Desc(Cov, β ×X U) be the functor defined in (3.4.22);
it follows that the datum (ϕ′1, ρ(ϕ), α) comes from a descent datum (ϕ
′
1, ω) in Desc(Cov, β).
By lemma 13.1.2, the latter descends to an object ϕ′ of Cov(X), and by construction we have
(j, ι•)
∗ϕ′ = E, as required. ♦
Next, we consider assertions (i) and (ii) in case where both X and S are affine. We may
find an affine open covering X = V0 ∪ · · · ∪ Vn such that the fibres of f|Vi : Vi → fVi are
of pure dimension i, for every i = 0, . . . , n ([44, Ch.IV, Prop.17.10.2]). For i = 0, . . . , n, let
ji : Vi ∩ U → Vi be the induced open immersion; we have natural equivalences of categories :
Cov(X)
∼→
n∏
i=0
Cov(Vi) Cov(U)
∼→
n∏
i=0
Cov(Vi ∩ U)
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which induce a natural identification : j∗ = j∗0 × · · · × j∗n. It follows j∗ is fully faithful if
and only if the same holds for every j∗i , and moreover D(S, f, U) decomposes as a product
of n diagrams D(S, f|Vi, U ∩ Vi). Hence we may replace f by f|Vm , for any m ≤ n, after
which we may also assume that all the fibres f have the same pure dimension m. In that case,
notice that the assumption on U is equivalent to (13.2.16). Next, say that X = SpecA, and let
I ⊂ A be an ideal such that V (I) = X \U ; we may write I as the union of the filtered family
(Iλ | λ ∈ Λ) of its finitely generated subideals. Set Uλ := X\V (Iλ) for every λ ∈ Λ; it follows
that U =
⋃
λ∈Λ Uλ. For every λ ∈ Λ, set
Zλ := {s ∈ S | dim f−1(s)\Uλ < m}.
Claim 13.2.17. (i) Zλ is a constructible subset of S, for every λ ∈ Λ.
(ii) We have Zλ ⊂ Zµ whenever µ ≥ λ, and moreover S =
⋃
λ∈Λ Zλ.
Proof of the claim. (i): Let Vλ := {x ∈ X | dimx f−1(f(x)) \ Uλ = m}; according to [43,
Ch.IV, Prop.9.9.1], every Vλ is a constructible subset ofX , hence f(Vλ) is a constructible subset
of S ([41, Ch.IV, Th.1.8.4]), so the same holds for Zλ = S\f(Vλ).
(ii): Let µ, λ ∈ Λ, such that µ ≥ λ; then it is clear that f−1(s)\Uλ ⊂ f−1(s)\Uµ for every
s ∈ S; using (13.2.16), the claim follows easily. ♦
Claim 13.2.17 and [41, Ch.IV, Cor.1.9.9] imply that Zλ = S for every sufficiently large
λ ∈ Λ. Hence, after replacing Λ by a cofinal subset, we may assume that all the open subsets
Uλ are fibrewise dense. We have a natural essentially commutative diagram :
Cov(U) //

2-lim
λ∈Λ
Cov(Uλ)
∏
η∈Smax
Cov(Uη) //
∏
η∈Smax
2-lim
λ∈Λ
Cov(f−1(η) ∩ Uλ)
whose horizontal arrows are equivalences (notation of definition 2.5.1(i)); it follows formally
that j∗ is fully faithful, provided the same holds for all the pull-back functors Cov(X) →
Cov(Uλ), and likewise, D(S, f, U) is 2-cartesian, provided the same holds for all the diagrams
D(S, f, Uλ). Hence, we may replace U by Uλ, and assume that U is constructible, and (13.2.16)
still holds.
Next, we may write S as the limit of a cofiltered family (Sλ | λ ∈ Λ) of affine schemes of
finite type over SpecZ, and f as the limit of a cofiltered family f• := (fλ : Xλ → Sλ ∈ Λ) of
affine finitely presented morphisms, such that :
• The natural morphism gλ : S → Sλ is dominant for every λ ∈ Λ.
• fλ is smooth for every λ ∈ Λ ([44, Ch.IV, Prop.17.7.8(ii)]), and fµ = fλ ×Sλ Sµ
whenever µ ≥ λ.
Furthermore, we may find λ ∈ Λ such that U = Uλ ×Sλ S ([43, Ch.IV, Cor.8.2.11]), so that j is
the limit of the cofiltered system of open immersions (jµ : Uµ := Uλ ×Sλ Sµ → Xλ | µ ≥ λ),
and after replacing Λ by a cofinal subset, we may assume that jµ is defined for every µ ∈ Λ.
For every λ ∈ Λ and n ∈ N, let Xλ,n ⊂ Xλ be the open and closed subset consisting of all
x ∈ Xλ such that dimx f−1f(x) = n; clearly f• restricts to a cofiltered family f•,m := (fλ|Xλ,m :
Xλ,m → Sλ | λ ∈ Λ), whose limit is again f . Hence we may replace Xλ by Xλ,m, and assume
that the fibres of fλ have pure dimensionm, for every λ ∈ Λ. For every λ ∈ Λ, let :
Z ′λ := {s ∈ Sλ | dim f−1λ (s)\Uλ = m}.
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and endow Z ′λ with its constructible topology Tλ; since Z
′
λ is a constructible subset of Sλ ([43,
Ch.IV, Prop.9.9.1]), (Z ′λ,Tλ) is a compact topological space, and due to (13.2.16), we have :
lim
λ∈Λ
Z ′λ = ∅.
Then [28, Ch.I, §9, n.6, Prop.8] implies that Z ′λ = ∅ for every sufficiently large λ ∈ Λ. Set :
Cov(X•) := 2-colim
µ≥λ
Cov(Xµ) Cov(U•) := 2-colim
µ≥λ
Cov(Uµ).
(See definition 2.5.1(ii).) There follows an essentially commutative diagram of categories:
(13.2.18)
Cov(X) //
j∗

Cov(X•)
j∗•

Cov(U) // Cov(U•)
where j∗• is the 2-colimit of the system of pull-back functors j
∗
µ : Cov(Xµ)→ Cov(Uµ). In light
of lemma 13.1.6, the horizontal arrows of (13.2.18) are equivalences, so j∗ will be fully faithful,
provided the same holds for the functors j∗µ, for every large enough µ ∈ Λ.
Hence, in order to prove assertion (i) when X and S are affine, we may assume that S is of
finite type over SpecZ, the fibres of f have pure dimension m, and (13.2.16) holds, which is
the case covered by claim 13.2.15.
Concerning assertion (ii), since the morphism gµ is dominant, for every η
′ ∈ (Sµ)max we may
find η ∈ Smax such that gµ(η) = η′. Denote by :
h : f−1η → f−1µ η′ and j′µ : (Uµ)η′ := Uµ ∩ f−1µ η′ → f−1µ η′
the natural morphisms. With this notation, we have the following :
Claim 13.2.19. The induced essentially commutative diagram :
Cov(f−1µ η
′)
j′∗µ //
h∗

Cov((Uµ)η′)
h∗U

Cov(f−1η)
j∗η // Cov(Uη)
is 2-cartesian.
Proof of the claim. The pair (h∗, j′∗µ ) induces a functor (h, j
′
µ)
∗ from Cov(f−1µ η
′) to the category
of data of the form (ϕ, ϕ′, α), where ϕ′ (resp ϕ) is a finite e´tale covering of (Uµ)η′ (resp. of
f−1η) and α : ϕ×f−1η Uη ∼→ ϕ′ ×η′ η is an isomorphism in Cov(Uη), and the contention is that
(h, j′µ)
∗ is an equivalence. The full faithfulness of the functors j′∗µ and j
∗
η (lemma 13.1.7(iii))
easily implies the full faithfulness of (h, j′µ)
∗. To prove that (h, j′µ)
∗ is essentially surjective,
amounts to showing that if ϕ′ : E ′ → (Uµ)η′ is a finite e´tale morphism and
ϕ′′ := ϕ′ ×η′ η : E ′′ := E ′ ×η′ η → Uη
extends to a finite e´tale morphism ϕ : E → f−1η, then ϕ′ extends to a finite e´tale covering
of f−1µ η
′. Now, let L be the maximal purely inseparable extension of κ(η′) contained in κ(η).
Since the induced morphism η′′ := SpecL→ Specκ(η′) is radicial, the base change functors
Cov(f−1µ η
′)→ Cov((f−1µ η′)×η′ η′′) Cov((Uµ)η′)→ Cov((Uµ)η′ ×η′ η′′)
are equivalences (lemma 13.1.7(i)). Thus, we may replace η′ by η′′, and assume that the field
extension κ(η′) ⊂ κ(η) is separable, hence the induced morphism Spec κ(η) → Specκ(η′)
is regular ([22, Ch.VIII, §7, no.3, Cor.1]), and then the same holds for the morphism h ([42,
Ch.IV, Prop.6.8.3(iii)]). Given ϕ′ as above, set A := (j′µ ◦ ϕ′)∗OE′; then A is a quasi-coherent
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Of−1µ η′-algebra, and we may define the quasi-coherent Of−1µ η′-algebra B as the integral clo-
sure of Of−1µ η′ in A . By [42, Ch.IV, Prop.6.14.1], h
∗B is the integral closure of Of−1η in
h∗A = jη∗ ◦ h∗U(ϕ′′∗OE′′) = jη∗(ϕ∗OE). By [44, Ch.IV, Prop.17.5.7], it then follows that
h∗B = ϕ∗OE, therefore B is a finite e´tale Of−1µ η′-algebra ([44, Ch.IV, Prop.17.7.3(ii)] and [42,
Ch.IV, Prop.2.7.1]). The claim follows. ♦
By the foregoing, we already know that j∗ is fully faithful, hence the same holds for (j, ι•)
∗
(claim 13.2.13(i)). To show that (j, ι•)
∗ is essentially surjective, consider any E as in (13.2.12);
we may find µ ∈ Λ, and a finite e´tale morphism ϕ′ : Eµ → Uµ such that ϕ = ϕ′×Uµ U , whence
objects ϕ′η′ := ϕ
′ ×Uµ (Uµ)η′ in Cov((Uµ)η′), for every η′ ∈ (Sµ)max. By construction, we have
ϕ′η′ ×η′ η ≃ ψη×f−1η Uη for every η′ ∈ (Sµ)max and every η ∈ Smax such that gµ(η) = η′. Then
claim 13.2.19 shows that, for every η′ ∈ (Sµ)max there exists an object ψ′η′ of Cov(f−1µ η′) with
isomorphisms :
ψ′η′ ×f−1µ η′ f−1η ≃ ψη αη′ : ψ′η′ ×f−1µ η′ (Uµ)η′
∼→ ϕ′η′ .
Therefore, the datum Eµ := (ϕ
′, (ψ′η′ , α
′
η′ | η′ ∈ (Sµ)max)) is an object of the 2-limit of the
diagram of categories
Cov(Uµ)
j∗µ←− Cov(Xµ)
∏
η′ ι
∗
η′−−−−→
∏
η′∈(Sµ)max
Cov(f−1µ η
′)
(where ιη′ : f
−1
µ η
′ → Xµ is the natural immersion, for every η′ ∈ (Sµ)max). By claim 13.2.15,
the datum Eµ comes from an object ϕµ of Cov(Xµ). Let ϕ
′′ be the image of ϕ′µ in Cov(X); by
construction we have (j, ι•)
∗ϕ′′ = E, as required.
This conclude the proof of (i) and (ii), in case X and S are affine. To deal with the general
case, let X =
⋃
i∈I Vi be a covering consisting of affine open subschemes, and for every i ∈ I ,
let fVi =
⋃
λ∈Λi
Siλ be an affine open covering of the open subscheme fVi ⊂ S; set also
Viλ := Vi ∩ f−1Siλ for every i ∈ I and λ ∈ Λi. The restrictions f|Viλ : Viλ → Siλ are smooth
morphisms; moreover, the image of the open immersion
jiλ := j|U∩Viλ : U ∩ Viλ → Viλ
is dense in every fibre of f|Vi . The induced morphism
(13.2.20) β : X ′ :=
∐
i∈I
∐
λ∈Λi
Viλ → X
is faithfully flat, hence of universal 2-descent for (13.1.1); moreover, it is easily seen thatX ′′ :=
X ′ ×X X ′ is separated, and j′′ := j ×X X ′′ is a dense open immersion, hence j′′∗ is faithful
(lemma 13.1.7(ii)). Then, by corollary 3.4.30(ii), j∗ is fully faithful, provided the pull-back
functor Cov(X ′) → Cov(X ′ ×X U) is fully faithful, i.e. provided the same holds for the
functors j∗iλ : Cov(Viλ)→ Cov(Viλ ∩ U). However, each Viλ is affine ([37, Ch.I, Prop.5.5.10]),
hence assertion (i) is already known for the morphisms f|Viλ and the open subsets U ∩ Viλ; this
concludes the proof of (i).
To show (ii), we use the criterion of claim 13.2.13(ii) : indeed, assumption (a) is already
known, hence we are reduced to showing that assertion (iii) holds. To this aim, we consider
again the morphism β of (13.2.20), and denote by f ′′ : X ′′ → S the induced morphism. Clearly
f ′′ is smooth, and j′′ is an open immersion, such that f ′′−1(s) ×X U is dense in f ′′−1(s), for
every s ∈ S; then assertion (i) implies that j′′∗ is fully faithful. Moreover it is easily seen
that X ′′′ := X ′′ ×X X ′ is separated, and j ×X X ′′′ is a dense open immersion, so j′′′∗ is
faithful (lemma 13.1.7(ii)), and therefore corollary 3.4.30(ii) reduces to showing that the pull-
back functor Cov(X ′) → Cov(X ′ ×X U) is an equivalence, or – what is the same – that this
holds for the pull-back functors j∗iλ, which is already known. 
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13.2.21. We consider now the local counterpart of theorem 13.2.11. Namely, suppose that
f : X → S is a smooth morphism, let x be any geometric point of X , set s := f(x), and
let s ∈ S be the support of s. Then f induces the morphism fx : X(x) → S(s), and for
every open immersion j : U → X(x), we may then consider the diagram D(S(x), fx, U) as
in (13.2.10). Notice as well that, for every geometric point ξ of S, the fibre f−1x (ξ) is normal,
since it is a cofiltered limit of smooth |ξ|-schemes; on the other hand, f−1x (ξ) is also connected,
by proposition 13.1.29(ii), hence fx has geometrically irreducible fibres.
Theorem 13.2.22. In the situation of (13.2.21), suppose that U contains the generic point of
f−1x (s). Then :
(i) j∗ : Cov(X(x))→ Cov(U) is fully faithful.
(ii) The diagram D(S(x), fx, U) is 2-cartesian.
Proof. (i): To begin with, since fx is generizing ([89, Th.9.5]), and S is local, every fibre of fx
has a point that specializes to the generic point ηs of f
−1
x (s); since the fibres are irreducible, it
follows that the generic point of every fibre specializes to ηs. Therefore U is fibrewise dense in
X(x), and moreover it is connected. Now, the category Cov(X) is equivalent to the category
of finite sets, hence every object in the essential image of j∗ is (isomorphic to) a finite disjoint
union of copies of U ; since U is connected, the morphisms of U-schemes between two such
objects E and E ′ are in natural bijection with the set-theoretic mappings π0(E) → π0(E ′) of
their sets of connected components, whence the assertion.
(ii): Let us write U as the union of a filtered family (Uλ | λ ∈ Λ) of constructible open subsets
of X(x); up to replacing Λ by a cofinal subset, we may assume that ηs ∈ Uλ for every λ ∈ Λ.
Arguing as in the proof of theorem 13.2.11, we see that D(S(x), fx, U) is the 2-limit of the
system of diagrams D(S(x), fx, Uλ), hence it suffices to show the assertion with U = Uλ, for
every λ ∈ Λ, which allows to assume that U is quasi-compact. Next, arguing as in the proof
of proposition 13.1.29, we are reduced to the case where S = S(s). We may write X(x) as
the limit of a cofiltered system (Xλ | λ ∈ Λ) of affine schemes, e´tale over X , and for λ ∈ Λ
large enough, we may find an open subset Uλ ⊂ Xλ such that U = Uλ ×Xλ X(x) ([43, Ch.IV,
Cor.8.2.11]). For every µ ≥ λ, set Uµ := Uλ ×Xλ Xµ, and denote by fµ : Xµ → S the natural
morphism. Suppose first that S is irreducible; then, from lemma 13.1.6 it is easily seen that
D(S, fx, U) is the 2-colimit of the system of diagrams D(S, fµ, Uµ), so the assertion follows
from theorem 13.2.11(ii) (more generally, this argument works whenever Smax is a finite set,
since filtered 2-colimits of categories commute with finite products).
In the general case, let ϕ : E → U be a finite e´tale morphism, and suppose that ϕη :=
ϕ×X(x) f−1x (η) extends to an object ψη of Cov(f−1x η), for every η ∈ Smax. The assertion boils
down to showing that ϕ extends to an object ϕ′ of Cov(X(x)). To this aim, for every η ∈ Smax,
let Zη → S be the closed immersion of the topological closure of η in S (which we endow with
its reduced scheme structure); set also Yη := X ×S Zη. Then Zη is a strictly local scheme ([44,
Ch.IV, Prop.18.5.6(i)]), and x factors through the closed immersion Y → X , which induces an
isomorphism of Z-schemes :
Yη(x)
∼→ X(x)×S Zη
(lemma 13.1.22(ii)). By the foregoing case, ϕ ×S Zη extends to an object ψη of Cov(Yη(x)).
However, Zη is the limit of the cofiltered system (Zη,i | i ∈ I(η)) consisting of the constructible
closed subschemes of S that contain Zη. By lemma 13.1.6, it follows that we may find i ∈ I(η)
and an object ψη,i of Cov(X(x)×S Zη,i) whose image in Cov(Yη(x)) is isomorphic to ψη, and if
i is large enough, ψη,i×X(x) U agrees with ϕ×S Zη,i in Cov(U ×S Zη,i). For each η, η′ ∈ Smax,
choose i ∈ I(η), i′ ∈ I(η′) with these properties, and to ease notation, set :
X ′η := X ×S Zη,i X ′′ηη′ := X ′η ×S Zη′,i′ ϕ′η := ψη,i
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and denote by αη : ϕ
′
η ×X(x) U ∼→ ϕ ×S Zη,i the given isomorphism. As in the foregoing, we
notice that x factors through X ′η, and the closed immersion X
′
η → X induces an isomorphism
X ′η(x)
∼→ X(x)×S Zη,i of Zη,i-schemes. According to [41, Ch.IV, Cor.1.9.9], we may then find
a finite subset T ⊂ Smax such that the induced morphism :
β : X1 :=
∐
η∈T
X ′η(x)→ X(x)
is surjective. Set X2 := X1 ×X(x) X1 and X3 := X2 ×X(x) X1; notice that X2 is the disjoint
union of schemes of the form X(x) ×S Zη,i ×S Zη′,i′ , for η, η′ ∈ T , and again, the latter is
naturally isomorphic to X ′′ηη′(x), for a unique lifting of the geometric point x to a geometric
point of X ′′ηη′ . Similar considerations can be repeated for X3, and in light of (i), we deduce that
the pull-back functors :
Cov(Xi ×X(x) U)→ Cov(Xi) i = 1, 2, 3
are fully faithful, in which case corollary 3.4.30(iii) says that the essentially commutative dia-
gram of categories :
Desc(Cov, β) //

Desc(Cov, β ×X(x) U)
∏
η∈T Cov(X
′
η(x))
//
∏
η∈T Cov(X
′
η(x)×X(x) U)
is 2-cartesian. Let ρ : Cov(U) → Desc(Cov, β ×X(x) U) be the functor defined in (3.4.22);
it follows that the datum ((ϕ′η, αη | η ∈ T ), ρ(ϕ)) comes from a descent datum (ϕ′1, ω) in
Desc(Cov, β). By lemma 13.1.2, the latter descends to an object ϕ′ of Cov(X(x)), and by
construction we have j∗ϕ′ = ϕ, as required. 
13.3. E´tale coverings of log schemes. We resume the general notation of (12.2.1), especially,
we choose implicitly τ to be either the Zariski or e´tale topology, and we shall omit further
mention of this choice, unless the omission might be a source of ambiguities.
13.3.1. Let Y := ((Y,N), T, ψ) be an object of Kint (see (12.6.10) : especially τ = Zar
here), ϕ : T ′ → T an integral proper subdivision of the fan T (definition 6.5.22(ii),(iii)),
and suppose that both T and T ′ are locally fine and saturated. Set ((Y ′, N ′), T ′, ψ′) := ϕ∗Y
(proposition 12.6.14(iii)), and let f : Y ′ → Y be the morphism of schemes underlying the
cartesian morphism ϕ∗Y → Y .
Proposition 13.3.2. In the situation of (13.3.1), the following holds :
(i) For every geometric point ξ of Y , the fibre f−1(ξ) is non-empty and connected.
(ii) The functor f ∗ : Cov(Y )→ Cov(Y ′) is an equivalence.
Proof. (i): The assertion is local on Y , hence we may assume that T = (SpecP )♯ for a fine,
sharp and saturated monoid P . In this case, we may find a subdivision ϕ′ : T ′′ → T ′ such that
both ϕ′ and ϕ ◦ ϕ′ are compositions of saturated blow up of ideals generated by at most two
elements of P (example 6.6.15(iii)). We are reduced to showing the assertion for the morphisms
ϕ′ and ϕ ◦ ϕ′, after which, we may further assume that ϕ is the saturated blow up of an ideal
generated by two elements of Γ(T,OT ), in which case the assertion follows from the more
precise theorem 12.4.51.
(ii): First, we claim that the assertion is local on the Zariski topology of Y . Indeed, let
Y =
⋃
i∈I Ui be a Zariski open covering, and set Uij := Ui ∩ Uj for every i, j ∈ I; according
to corollary 3.4.30(ii) and lemma 13.1.2, it suffices to prove the contention for the objects
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(Ui ×Y (Y,N), T, ψ|Ui) and (Uij ×Y (Y,N), T, ψ|Uij), and the morphism ϕ. Hence, we may
again suppose that T = SpecP , for a monoid P as in (i).
Arguing as in the proof of (i), we may next reduce to the case where ϕ is the saturated blow up
of an ideal generated by two elements of Γ(T,OT ). Now, the morphism of schemes f induces
a morphism of topoi Y ′∼e´t → Y ∼e´t which we denote again by f ; then, assertion (i) and the proper
base change theorem [8, Exp.XII, Th.5.1(i)] imply that the unit of adjunction F → f∗f ∗F is
an isomorphism for every sheaf F on Y , so f ∗ is fully faithful (proposition 1.1.20(iii)). Next, if
ϕ : E ′ → Y ′ is a finite e´tale covering, Y ′ decomposes into a disjoint union of open and closed
subsets Y ′ = Y ′0 ∪ · · ·∪Y ′k , such that (ϕ∗OE)|Y ′r is locally free of rank r, for every r = 0, . . . , k.
Set Yr := f(Y
′
r ) for r = 0, . . . , k; since the fibers of f are connected, we see that Y
′
r = f
−1Yr
for every such r. Moreover, since f is a closed map and the topology of Y is induced from that
of Y ′ via f , we see that Yr is a closed subset of Y for r = 0, . . . , k, so Y = Y0 ∪ · · · ∪ Yk is a
partition of Y by open and closed subsets. After replacing Y by Yr, we may then assume that
ϕ∗OE is locally free of rank r, and notice that the isomorphism classes of e´tale coverings of
this type are classified by the pointed set H1(Y ′e´t, Sr,Y ′), where Sr is the symmetric group on r
elements. Thus, it suffices to show that the induced map :
(13.3.3) H1(Ye´t, Sr,Y )→ H1(Y ′e´t, Sr,Y ′)
is a bijection. However, theorem 4.9.9 yields the exact sequence of pointed sets :
{1} → H1(Ye´t, f∗Sr,Y ′) u−→ H1(Y ′e´t, Sr,Y ′)→ H0(Ye´t, R1f∗Sr,Y ′).
On the other hand, assertion (i) and the proper base change theorem [8, Exp.XII, Th.5.1(i)]
imply that the unit of adjunction Sr,Y → f∗f ∗Sr,Y = f∗Sr,Y ′ is an isomorphism, hence u is
naturally identified to (13.3.3), and we are reduced to showing that the natural morphism
τf,Sr,Y ′ : 1Y ∼e´t → R1f∗Sr,Y ′
is an isomorphism (notation of (4.9.3)). The latter can be checked on the stalks, and in view
of [8, Exp.XII, Cor.5.2(ii)] we are reduced to showing that H1(f−1(ξ)e´t, Sr) = {1} for every
geometric point ξ of Y . However, according to theorem 12.4.51, the reduced geometric fibre
f−1(ξ)red is either isomorphic to |ξ| (in which case the contention is trivial), or else it is isomor-
phic to the projective line P1κ(ξ), in which case – in view of lemma 13.1.7(i) – it suffices to show
that every finite e´tale morphism E → P1κ(ξ) admits a section, which is well known. 
The class of e´tale morphisms of log schemes was introduced in section 12.3 : its definition
and its main properties parallel those of the corresponding notion for schemes, found in [41,
Ch.IV, §17]. In the present section this theme is further advanced : we will consider the loga-
rithmic analogue of the classical notion of e´tale covering of a scheme. To begin with, we make
the following :
Definition 13.3.4. (i) Let ϕ : T → S be a morphism of fans. We say that ϕ is of Kummer type,
if the map (logϕ)t : OS,ϕ(t) → OT,t is of Kummer type, for every t ∈ T (see definition 6.4.41).
(ii) Let f : (Y,N)→ (X,M) be a morphism of log schemes.
(a) We say that f is of Kummer type, if for every τ -point ξ of Y , the morphism of monoids
(log f)ξ : f
∗M ξ → N ξ is of Kummer type.
(b) A Kummer chart for f is the datum of charts
ωP : PY → N ωQ : QX →M
and a morphism of monoids ϑ : Q → P such that (ωP , ωQ, ϑ) is a chart for f (see
definition 12.1.17(iii)), and ϑ is of Kummer type.
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Remark 13.3.5. (i) Let f : P → Q be a morphism of monoids of Kummer type, with P
integral and saturated. It follows easily from lemma 6.4.42(iii,v), that the induced morphism of
fans (Spec f)♯ : (SpecQ)♯ → (SpecP )♯ is of Kummer type.
(ii) In the situation of definition 13.3.4(ii), it is easily seen that f is of Kummer type, if and
only if the morphism of Y -monoids f ∗M ♯ξ → N ♯ξ deduced from log f , is of Kummer type for
every τ -point ξ of Y .
(iii) In the situation of definition 13.3.4(ii.b), suppose that the chart (ωP , ωQ, ϑ) is of Kummer
type, and Q is integral and saturated. It then follows easily from (i), (ii) and example 12.6.5(ii),
that f is of Kummer type. In the same vein, we have the following :
Lemma 13.3.6. Let f : (Y,N) → (X,M) be a morphism of log schemes with coherent log
structures, ξ a τ -point of Y , and suppose that :
(a) M f(ξ) is fine and saturated.
(b) The morphism (log f)ξ : M f(ξ) → N ξ is of Kummer type.
Then there exists a (Zariski) open neighborhood U of |ξ| in Y , such that the restriction f|U :
(U,N |U)→ (X,M) of f is of Kummer type.
Proof. By corollary 12.1.36(i) and theorem 12.1.37(ii), we may find a neighborhood U ′ → Y
of ξ in Yτ , and a finite chart (ωP , ωQ, ϑ) for the restriction f|U ′ , with Q fine and saturated. Set
SP := ω
−1
P,ξN
×
ξ SQ := ω
−1
Q,f(ξ)M
×
f(ξ) P
′ := S−1P P Q
′ := S−1Q Q.
According to claim 12.1.31(iii) we may find neighborhoods U ′′ → U ′ of ξ in Yτ , and V → X
of f(ξ) in Xτ , such that the charts ωP |U ′′ and ωQ|V extend to charts
ωP ′ : P
′
U ′′ → N |U ′′ ωQ′ : Q′V → M |V .
Clearly ϑ extends as well to a unique morphism ϑ′ : Q′ → P ′, and after shrinking U ′′ we
may assume that the restriction f|U ′′ : (U
′′, N |U ′′) → (X,M) factors through a morphism
f ′ : (U ′′, N |U ′′) → (V,M |V ), in which case it is easily seen that the datum (ωP ′, ωQ′, ϑ′) is a
chart for f ′. Notice as well that Q′ is still fine and saturated (lemma 6.2.9(i)), and by claim
12.1.31(iv) the maps ωP ′ and ωQ′ induce isomorphisms :
P ′♯
∼→ N ♯ξ Q′♯ ∼→M ♯f(ξ).
Our assumption (b) then implies that the map Q′♯ → P ′♯ deduced from ϑ′ is of Kummer type,
and then the morphism of fans Spec ϑ′ : SpecP ′ → SpecQ′ is of Kummer type as well (remark
13.3.5(i)). However, let
ωP ′ : (U
′′, N ♯|U ′′)→ (SpecP ′)♯ ωQ′ : (V,M ♯|V )→ (SpecQ′)♯
be the morphisms of monoidal spaces deduced from ωP ′ and ωQ′; we obtain a morphism
(f ′, Specϑ′) : (U ′′, N |U ′′, (SpecP
′)♯, ωP ′)→ (V,M |V , (SpecQ′)♯, ωQ′)
in the categoryK of (12.6.2), which – in view of remark 13.3.5(ii) – shows that f ′ is of Kummer
type. This already concludes the proof in case τ = Zar, and for τ = e´t it suffices to remark that
the image of U ′′ in Y is a Zariski open neighborhood U of ξ, such that the restriction f|U is of
Kummer type. 
We shall use the following criterion :
Proposition 13.3.7. Let k be a field, f : P → Q an injective morphism of fine monoids, with
P sharp. Suppose that the scheme Spec k〈Q/mPQ〉 admits an irreducible component of Krull
dimension 0. We have :
(i) f is of Kummer type, and k〈Q/mPQ〉 is a finite k-algebra.
1164 OFER GABBER AND LORENZO RAMERO
(ii) If moreover, Q× is a torsion-free abelian group, then Q is sharp, and k〈Q/mPQ〉 is a
local k-algebra with k as residue field.
Proof. Notice that the assumption means especially that Q/mPQ 6= {1}, so f is a local mor-
phism. Set I := rad(mPQ) (notation of definition 6.1.8(ii)), and let p1, . . . , pn ⊂ Q be the
minimal prime ideals containing I; then I = p1 ∩ · · · ∩ pn, by lemma 6.1.16. Clearly the
natural closed immersion Spec k〈Q/I〉 → Spec k〈Q/mPQ〉 is a homeomorphism; on the other
hand, say that q ⊂ k〈Q〉 is a prime ideal containing I; then q ∩ Q is a prime ideal of Q
containing I , hence pi ⊂ q for some i ≤ n, i.e. Spec k〈Q/I〉 is the union of its closed sub-
sets Spec k〈Q/piQ〉, for i = 1, . . . , n. The Krull dimension of each irreducible component of
Spec k〈Q/pi〉 = Spec k[Q\pi] equals
rkZ(Q\p)× + dimQ\p = rkZQ× + d− ht(pi) where d := dimQ
(claim 11.6.36(ii) and corollary 6.4.10(i,ii)). Our assumption then implies that Q× is a finite
group, and ht(pi) = d, i.e. pi = mQ, for at least an index i ≤ n, and therefore I = mQ.
Furthermore, sincemQ is finitely generated, we havem
n
Q ⊂ mPQ for a sufficiently large integer
n > 0, and then it follows easily that k〈Q/mPQ〉 is a finite k-algebra. If Q× is torsion-free,
then we also deduce that Q is sharp, and moreover the maximal ideal of k〈Q/mPQ〉 generated
by mQ is nilpotent, hence the latter k-algebra is local.
Let now q ⊂ Q be any prime ideal, and pick x ∈ mQ \q; the foregoing implies that there
exists an integer r > 0 such that xr = f(pq)q for some pq ∈ mP and q ∈ Q, hence f(pq) /∈ q,
and f(pq) is not invertible in Q, since f is local. If now q has height d− 1, it follows that f(pq)
is a generator of (Q\q)R, which is an extremal ray of the polyhedral cone QR, and every such
extremal ray is of this form (proposition 6.4.7); furthermore, the latter cone is strictly convex,
since Q× is finite. Hence the set S := (f(pq) | ht(q) = d − 1) is a system of generators of
the polyhedral cone QR (see (6.3.15)). Let Q
′ ⊂ Q be the submonoid generated by S; then
SQ = SR ∩QQ = QQ (proposition 6.3.22(iii)), i.e. f is of Kummer type. 
13.3.8. Let f : (YZar, N)→ (XZar,M) be a morphism of log schemes with Zariski log struc-
tures; it follows easily from the isomorphism (12.1.9) and remark 13.3.5(ii) that f is of Kummer
type if and only if u˜∗f : (Xe´t, u˜
∗M) → (Ye´t, u˜∗N) is a morphism of Kummer type between
schemes with e´tale log structures (notation of (12.2.2)). Suppose now thatM is an integral and
saturated log structure on XZar, and denote by s.Kum(XZar,M) (resp. s.Kum(Xe´t, u˜
∗M))
the full subcategory of sat.log/(XZar,M) (resp. of sat.log/(Xe´t, u˜
∗M) whose objects are all
the morphisms of Kummer type. In view of the foregoing (and of lemma 12.1.18(i)), we see
that u˜∗ restricts to a functor :
(13.3.9) s.Kum(XZar,M)→ s.Kum(Xe´t, u˜∗M).
Lemma 13.3.10. The functor (13.3.9) is an equivalence.
Proof. By virtue of proposition 12.2.3(ii) we know already that (13.3.9) is fully faithful, hence
we only need to show its essential surjectivity. Thus, let f : (Ye´t, N) → (Xe´t, u˜∗M) be a
morphism of Kummer type. By remark 13.3.5(ii), we know that log f induces an isomorphism
u˜∗f ∗M ♯Q
∼→ f ∗u˜∗M ♯Q ∼→ N ♯Q
(notation of (6.3.20)). Since N is integral and saturated, the natural map N ♯ → N ♯Q is a
monomorphism, so that the counit of adjunction u˜∗u˜∗N
♯ → N ♯ is an isomorphism (lemma
4.9.27(ii)), and then the same holds for the counit of adjunction u˜∗u˜∗(Y,N)→ (Y,N) (propo-
sition 12.2.3(iii)). 
Proposition 13.3.11. Let f : (Y,N)→ (X,M) be a morphism of fs log schemes. The following
conditions are equivalent:
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(a) Every geometric point of X admits an e´tale neighborhood U → X such that YU :=
U ×X Y decomposes as a disjoint union YU =
⋃n
i=1 Yi of open and closed subschemes
(for some n ∈ N), and we have :
(i) Each restriction Yi ×Y (Y,N) → U ×X (X,M) of f ×X 1U admits a fine, satu-
rated Kummer chart (ωPi, ωQi, ϑi) such that Pi and Qi are sharp, and the order of
Coker ϑgpi is invertible in OU .
(ii) The induced morphism of U-schemes Yi → U ×SpecZ[Pi] SpecZ[Qi] is an isomor-
phism, for every i = 1, . . . , n.
(b) f is e´tale, and the morphism of schemes underlying f is finite.
Proof. (a)⇒ (b): Indeed, it is easily seen that the morphism SpecZ[ϑi] is finite, hence the same
holds for the restriction Yi → U of f , in view of (a.ii), and then the same holds for f ×X 1U ,
so finally f is finite on the underlying schemes ([42, Ch.IV, Prop.2.7.1]), and it is e´tale by the
criterion of theorem 12.3.37.
(b) ⇒ (a): Arguing as in the proof of theorem 12.3.37, we may reduce to the case where
τ = e´t. Suppose first that both X and Y are strictly local. In this case, M admits a fine and
saturated chart ωP : PX → M , sharp at the closed point (corollary 12.1.36(i)). Moreover, f
admits a chart (ωP , ωQ : QY → N, ϑ : P → Q), for some fine monoid Q such that Q× is
torsion-free; also ϑ is injective, the induced morphism of X-schemes
g : Y → X ′ := X ×SpecZ[P ] SpecZ[Q]
is e´tale, and the order of Coker ϑgp is invertible in OX (corollary 12.3.42). Since f is finite,
g is also closed ([38, Ch.II, Prop.6.1.10]), hence its image Z is an open and closed local sub-
scheme, finite over X . Let k be the residue field of the closed point of X; it follows that
X ′ ×X Spec k ≃ Spec k〈Q/mPQ〉 admits an irreducible component of Krull dimension zero
(namely, the intersection of Z with the fibre ofX ′ over the closed point ofX), in which case the
criterion of proposition 13.3.7(ii) ensures that ϑ is of Kummer type and Q is sharp, hence X ′ is
finite overX , and moreoverX ′×X Spec k is a local scheme with k as residue field. Since X is
strictly henselian, it follows thatX ′ itself is strictly local, and therefore g is an isomorphism, so
the proposition is proved in this case.
Let now X be a general scheme, and ξ a geometric point of X; denote by X(ξ) the strict
henselization of X at the point ξ, and set Y (ξ) := X(ξ) ×X Y . Since f is finite, Y (ξ)
decomposes as the disjoint union of finitely many open and closed strictly local subschemes
Y1(ξ), . . . , Yn(ξ). Then we may find an e´tale neighborhood U → X of ξ, and open and closed
subschemes Y1, . . . , Yn of Y ×X U , with isomorphisms ofX(ξ)-schemes Yi(ξ) ∼→ Yi×U X(ξ),
for every i = 1, . . . , n ([43, Ch.IV, Cor.8.3.12]). We may then replaceX by U , and we reduce to
proving the proposition for each of the restrictions Yi → U of f ×X 1U ; hence we may assume
that Y (ξ) is strictly local. By the foregoing case, we may find a chart
(13.3.12) PX(ξ) →M(ξ) QY (ξ) → N(ξ) ϑ : P → Q
of f ×X 1X(ξ), with ϑ of Kummer type, such that P and Q are sharp, the order d of Coker ϑgp
is invertible in OX(ξ), and the induced morphism of X(ξ)-schemes Y (ξ) → X(ξ) ×SpecZ[P ]
SpecZ[Q] is an isomorphism. By corollary 12.2.34 we may find an e´tale neighborhood U → X
of ξ such that (13.3.12) extends to a chart for f ×X 1U . After shrinking U , we may assume that
d is invertible in OU . Lastly, after further shrinking of U , we may ensure that the induced
morphism of U-schemes U ×X Y → U ×SpecZ[P ] SpecZ[Q] is an isomorphism ([43, Ch.IV,
Cor.8.8.2.4]). 
Definition 13.3.13. Let f : (Y,N)→ (X,M) be a morphism of fs log schemes. We say that f
is an e´tale covering of (X,M), if f fulfills the equivalent conditions (a) and (b) of proposition
13.3.11. We denote by
Cov(X,M)
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the full subcategory of the category of (X,M)-schemes, whose objects are the e´tale coverings
of (X,M).
Remark 13.3.14. (i) Notice that all morphisms in Cov(X,M) are e´tale coverings, in light of
corollary 12.3.25(ii).
(ii) Moreover, Cov(X,M) is a Galois category (see [58, Exp.V, De´f.5.1]), and if ξ is any
geometric point of (X,M)tr, we obtain a fibre functor for this category, by the rule : f 7→
f−1(ξ), for every e´tale covering f of (X,M). (Details left to the reader.) We shall denote by
π1((X,M)e´t, ξ)
the corresponding fundamental group.
Example 13.3.15. Let (f, log f) : (Y,N) → (X,M) be an e´tale covering of a regular log
scheme (X,M), and suppose that X is strictly local of dimension 1 and Y is connected (hence
strictly local as well). Let x ∈ X (resp. y ∈ Y ) be the closed point; it follows that OX,x is a
strictly henselian discrete valuation ring (corollary 12.5.29). The same holds for OY,y in view
of theorem 12.5.44 and [44, Ch.IV, Prop.18.5.10]. In case dimMx = 0, the log structures
M and N are trivial, so f : Y → X is an e´tale morphism of schemes. Otherwise we have
dimMx = 1 = dimN y (lemma 6.4.42(i)), and thenM
♯
x ≃ N ≃ N ♯y (theorem 6.4.16(ii)); also,
the choice of a chart for f as in proposition 13.3.11, induces an isomorphism
OX,x ⊗M♯x N ♯y
∼→ OY,y
where the map M ♯x → N ♯y is the N-Frobenius map of N, where N > 0 is an integer invertible
in OX,x. Moreover, notice that the image of the maximal ideal of Mx generates the maximal
ideal of OX,x (and likewise for the image of N y in OY,y), so the structure map ofM induces an
isomorphism M ♯x
∼→ Γ+, onto the submonoid of the value group (Γ,≤) of OX,x consisting of
all elements ≤ 1 (and likewise for N ♯y). In other words, OY,y is obtained from OX,x by adding
the N-th root of a uniformizer. It then follows that the ring homomorphism OX,x → OY,y is an
algebraic tamely ramified extension of discrete valuation rings (see e.g. [52, Cor.6.2.14]).
Definition 13.3.16. Let X be a normal scheme, and Z → X a closed immersion such that :
(a) Z is a union of irreducible closed subsets of codimension one in X .
(b) For every maximal point z ∈ Z, the stalk OX,z is a discrete valuation ring.
Set U := X\Z, let f : U ′ → U be an e´tale covering, and g : X ′ → X the normalization of X
in U ′. Notice that g−1Z is a union of irreducible closed subsets of codimension one in X ′ (by
the going down theorem [89, Th.9.4(ii)]).
(i) We say that f is tamely ramified along Z if, for every geometric point ξ ∈ X ′ localized
at a maximal point of g−1Z, the induced finite extension
O shX,g(ξ) → O shX′,ξ
of strictly henselian discrete valuation rings ([44, Ch.IV, Cor.18.8.13]), is tamely rami-
fied. Recall that the latter condition means the following : let Γg(ξ) → Γξ be the map of
value groups induced by the above extension; then the ramification index of f at ξ
eξ(f) := (Γξ : Γf(ξ))
is invertible in the residue field κ(ξ), and g induces an isomorphism κ(f(ξ))
∼→ κ(ξ).
(ii) Suppose that f is tamely ramified along Z, and that the set of maximal points of Z is
finite. Then the ramification index of f along Z is the least common multiple eZ(f)
of the ramification indices eξ(f), where ξ ranges over the set of all geometric points of
X ′ supported at a maximal point of g−1Z.
(iii) We denote byTame(X,U) the full subcategory of Cov(U) whose objects are the e´tale
coverings of U that are tamely ramified along Z.
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Lemma 13.3.17. Let ϕ : X ′ → X be a dominant morphism of normal schemes, Z ⊂ X a
closed subset, and set Z ′ := ϕ−1Z. Suppose that :
(a) The closed immersionsZ → X and Z ′ → X ′ satisfy conditions (a) and (b) of definition
13.3.16.
(b) ϕ restricts to a mapMaxZ ′ → MaxZ on the subsets of maximal points of Z and Z ′.
We have :
(i) ϕ∗ : Cov(U)→ Cov(U ′) restricts to a functor
Tame(X,U)→ Tame(X ′, U ′).
(ii) Suppose that MaxZ and MaxZ ′ are finite sets. Then, for any object f : V → U of
Tame(X,U), the index eZ′(ϕ
∗f) divides eZ(f).
(iii) Suppose that X is regular, and let j : U → X be the open immersion. Then the
essential image of the pull-back functor j∗ : Cov(X) → Tame(X,U) consists of the
objects f : V → U such that eZ(f) = 1.
Proof. Let V → U be an object of Tame(X,U), and denote by g : W → X (resp. g′ : W ′ →
X ′) the normalization of X in V (resp. of X ′ in V ×U U ′). Let w′ be a geometric point of
W ′ localized at a maximal point of g′−1Z ′, and denote by w (resp. x′, resp. x) the image of
w′ in W (resp. in X ′, resp. in X); in order to check (i) and (ii), we have to show that the
ramification index of g′ at the geometric point w′ is invertible in κ(w′), and the residue field
extension κ(x′) ⊂ κ(w′) is trivial. To this aim, in view of [44, Ch.IV, Prop.17.5.7], we may
replace X ′ by X ′(x′), X by X(x), W by W (w), and assume from start that X , X ′ and W are
strictly local, sayX = SpecA,X ′ = SpecB and C = SpecW for some strictly henselian local
rings A,B,C. In this case,D := B ⊗A C is a direct product of finite and local B-algebras, and
x′ is localized at a closed point ofX ′, so w′ is localized at a closed point ofW ′, thereforeOW ′,w′
is a direct factor ofD, and κ(w′) is a quotient of κ(x′)⊗κ(x) κ(w); but we have κ(w) = κ(x) by
assumption, so this already yields κ(w′) = κ(x′). Moreover, by construction, OW ′,w′⊗AFracA
is a finite separable extension of FracB, and the diagram
(13.3.18)
FracA //

FracC

FracB // FracOW ′,w′
is cocartesian (in the category of fields). Since V is tamely ramified along Z, the top horizontal
arrow of (13.3.18) is a finite (abelian) extension whose degree ew is invertible in κ(x) ([52,
Cor.6.2.14]); it follows that the bottom horizontal arrows is a Galois extension as well, and its
degree divides ew, as required.
(iii): Let f : V → U be an object of Tame(X,U). By claim 13.1.8, there exists a largest
open subset Umax ⊂ X containing U , and such that f is the restriction of an e´tale covering
fmax : V
′ → Umax; now, if eZ(f) = 1, every point of codimension one ofX\U lies in Umax, by
claim 13.1.9. Hence X\U has codimension ≥ 2 in X , in which case lemma 13.1.7(iv) implies
that X = Umax, as required. 
Remark 13.3.19. The assumptions (a) and (b) of lemma 13.3.17 are fulfilled, notably, when f
is finite and dominant, or when f is flat ([89, Th.9.4(ii), Th.9.5]).
13.3.20. Let now X := (Xi | i ∈ I) be a cofiltered system of normal schemes, such that, for
every morphism ϕ : i → j in the indexing category I , the corresponding transition morphism
fϕ : Xi → Xj is dominant and affine. Suppose also, that for every i ∈ I , there exists a closed
immersion Zi → Xi, fulfilling conditions (a) and (b) of definition 13.3.16, such thatMaxZi is
a finite set, and for every morphism ϕ : i→ j of I , we have :
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• Zi = f−1ϕ Zj .
• The corresponding morphism fϕ restricts to a mapMaxZi → MaxZj .
Let alsoX be the limit ofX , and Z the limit of the system (Zi | i ∈ I), and suppose furthermore
that the closed immersion Z → X fulfills as well conditions (a) and (b) of definition 13.3.16.
Proposition 13.3.21. In the situation of (13.3.20), we have :
(i) The induced morphism πi : X → Xi restricts to a map
MaxZ → MaxZi for every i ∈ I .
(ii) The morphisms πi induce an equivalence of categories :
2-colim
I
Tame(Xi, Xi\Zi)→ Tame(X,X\Z).
Proof. (i): More precisely, we shall prove that there is a natural homeomorphism :
MaxZ
∼→ lim
i∈I
MaxZi.
(Notice the each MaxZi is a discrete finite set, hence this will show that MaxZ is a profinite
topological space.) Indeed, suppose that z := (zi | i ∈ I) is a maximal point of Z. For every
i ∈ I , let Ti ⊂ MaxZi be the subset of maximal generizations of zi in Zi. It is easily seen that
fϕTi ⊂ Tj for every morphism ϕ : i → j in I . Clearly Ti is a finite non-empty set for every
i ∈ I , hence the limit T of the cofiltered system (Ti | i ∈ I) is non-empty. However, any point
of T is a generization of z in Z, hence it must coincide with z. The assertion follows easily.
(ii): To begin with, lemma 13.3.17(i) shows that, for every morphism ϕ : i → j in I , the
transition morphism fϕ induces a pull-back functor Tame(Xj , Xj\Zj)→ Tame(Xi, Xi\Zi),
so the 2-colimit in (ii) is well-defined, and combining (i) with lemma 13.3.17(i) we obtain
indeed a well-defined functor from this 2-colimit to Tame(X,X\Z).
The full faithfulness of the functor of (ii) follows from lemma 13.1.6. Next, let g : V → X\Z
be an object of Tame(X,X \Z); invoking again lemma 13.1.6, we may descend g to an e´tale
covering gj : Vj → Xj\Zj , for some j ∈ I; after replacing I by I/j, we may assume that j is
the final object of I and we may define gi := f
∗
ϕ(gj) for every ϕ : i → j in I . To conclude the
proof, it suffices to show that there exists i ∈ I such that gi is tamely ramified along Zi.
Now, let gi : V i → Xi be the normalization of Xi in Vi ×Xj Xi, for every i ∈ I , and
g : V → X the normalization of X in V . Given a geometric point v localized at a maximal
point of g−1Z, let vi (resp. zi) be the image of v in V i (resp. in Zi), for every i ∈ I . Let also z
be the image of v in Z. Then
O shX,z = colim
i∈I
O shXi,zi O
sh
V ,v
= colim
i∈I
O sh
Vi,vi
.
([44, Ch.IV, Prop.18.8.18(ii)]), and it follows easily that there exists i ∈ I such that the finite
extension O shXi,zi → O shVi,vi is already tamely ramified. Since only finitely many points of V i lie
over the support of zi, and since I is cofiltered, it follows that there exists i ∈ I such that the
induced morphism V i ×Xi Xi(zi) → Xi(zi) is already tamely ramified. However, notice that
π−1i (zi) is open in MaxZ, for every i ∈ I , and every zi ∈ MaxZi. Therefore, we may find a
finite subset I0 ⊂ I , and for every i ∈ I0 a subset Ti ⊂ MaxZi, such that :
• MaxZ = ⋃i∈I0 π−1i (Ti).
• For every geometric point zi localized in Ti, the morphism V i ×Xi Xi(zi)→ Xi(zi) is
tamely ramified.
Since I is cofiltered, we may find k ∈ I with morphisms ϕi : k → i for every i ∈ I0;
after replacing Ti by f
−1
ϕi
(Ti) for every i ∈ I0, we may then assume that I0 = {k}, so that
MaxZ = π−1k (Tk). It follows thatMaxZi = f
−1
ϕ Tk for some i ∈ I and some ϕ : i→ k. Then
it is clear that gi is tamely ramified along Zi, as required. 
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13.3.22. Let X be a scheme, U ⊂ X a connected open subset, ξ any geometric point of U ,
and N > 0 an integer which is invertible in OU ; then the N-Frobenius map N of O
×
U gives a
Kummer exact sequence of abelian sheaves onXe´t :
0→ µN,U → O×U N−−→ O×U → 0
(where µN,U is the N-torsion subsheaf of O
×
Ue´t
: see [8, Exp.IX, §3.2]). Suppose now that µN,U
is a constant sheaf on Ue´t; this means especially that µN := (µN,U)ξ is a cyclic group of order
N . Indeed, µN certainly contains such a subgroup (since N is invertible in OU ), so denote by ζ
one of its generators; then every u ∈ µN satisfies the identity 0 = uN − 1 =
∏N
i=1(u− ζ i), and
each factor uiζ of this decomposition vanishes on a closed subset Ui ofU(ξ); clearly Ui∩Uj = ∅
for i 6= j, so we get a decomposition of U(ξ) as a disjoint union of open and closed subsets
U(ξ) = U1 ∪ · · · ∪ UN such that u = ζ i on Ui, for every i ≤ N ; since U(ξ) is connected, it
follows that U(ξ) = Ui for some i, i.e. ζ generates µN . There follows a natural map :
∂N : Γ(Ue´t,O
×
U )→ H1(Ue´t,µN,U) ∼→ Homcont(π1(Ue´t, ξ),µN)
(lemma 13.1.12). Recall the geometric interpretation of ∂N : a given u ∈ O×U (U) is viewed as
a morphism of schemes u : U → Gm, where Gm := SpecZ[Z] is the standard multiplicative
group scheme; we let U ′ be the fibre product in the cartesian diagram of schemes :
(13.3.23)
U ′ //
ϕu

Gm
SpecZ[NZ]

U
u // Gm.
Then ϕu is a torsor under the Ue´t-group µN,U , and to such torsor, lemma 13.1.12 attaches a well
defined continuous group homomorphism as required.
IfM > 0 is any integer dividingN , a simple inspection yields a commutative diagram :
(13.3.24)
Γ(Ue´t,O
×
X )
∂N //
∂M **❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Homcont(π1(Ue´t, ξ),µN )
πN,M

Homcont(π1(Ue´t, ξ),µM)
where πN,M is induced by the map µN → µM given by the rule : x 7→ xN/M for every x ∈ µN .
13.3.25. Let now X be a strictly local scheme, x the closed point of X , and denote by p the
characteristic exponent of the residue field κ(x) (so p is either 1 or a positive prime integer).
Let also β : M → OX be a log structure onXe´t, take U := (X,M)tr, suppose that U 6= ∅, and
fix a geometric point ξ of U ; for every integer N > 0 with (N, p) = 1, we get a morphism of
monoids :
(13.3.26) Mx
βx−−→ Γ(Ue´t,O×X ) ∂N−−→ Homcont(π1(Ue´t, ξ),µN)
whose kernel contains MNx , the image of the N-Frobenius endomorphism of Mx. Notice that
the N-Frobenius map of O×X,x is surjective : indeed, since the residue field κ(x) is separably
closed, and (N, p) = 1, all polynomials in κ(x)[T ] of the form TN − u (for u 6= 0) split as a
product of distinct monic polynomials of degree 1; since OX,x is henselian, the same holds for
all polynomials in OX,x[T ] of the form TN − u, with u ∈ O×X,x. It follows that (13.3.26) factors
through a natural map:
M ♯gpx → Homcont(π1(Ue´t, ξ),µN)
which is the same as a group homomorphism :
(13.3.27) M ♯gpx × π1(Ue´t, ξ)→ µN .
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In view of the commutative diagram (13.3.24), it is easily seen that the pairings (13.3.27), for
N ranging over all the positive integers with (N, p) = 1, assemble into a single pairing :
Mgpx × π1((X,M)tr,e´t, ξ)→
∏
ℓ 6=p
Zℓ(1)
(where ℓ ranges over the prime numbers different from p, and Zℓ(1) := limn∈N µℓn). The latter
is the same as a group homomorphism :
(13.3.28) π1((X,M)tr,e´t, ξ)→M gp∨x ⊗Z
∏
ℓ 6=p
Zℓ(1).
13.3.29. Let f : (X,M) → (Y,N) be a morphism of log schemes, such that both X and Y
are strictly local, and f maps the closed point x ofX to the closed point y of Y . Then f restricts
to a morphism of schemes ftr : (X,M)tr → (Y,N)tr (remark 12.2.8(i)). Fix again a geometric
point ξ of (X,M)tr; we get a diagram of group homomorphisms :
π1((X,M)tr,e´t, ξ)
π1(ftr,ξ) //

π1((Y,N)tr,e´t, f(ξ))

N gp∨y ⊗Z
∏
ℓ 6=p Zℓ(1)
// M gp∨x ⊗Z
∏
ℓ 6=p Zℓ(1)
whose vertical arrows (resp. bottom horizontal arrow) are the maps (13.3.28) (resp. is induced
by (log fx)
gp∨), and by inspecting the constructions, it is easily seen that this diagram commutes.
13.3.30. Suppose now that (X,M) as in (13.3.25) is a fs log scheme, so that P := M ♯x is fine
and saturated; in this case, we wish to give a second construction of the pairing (13.3.27).
• Namely, for every integer N > 0 set SP := SpecZ[P ] and consider the finite morphism
of schemes gN : SP → SP induced by the N-Frobenius endomorphism of P . Notice that
SP contains the dense open subset UP := SpecZ[1/N, P
gp], and it is easily seen that the
restriction gN |UP : UP → UP of gN is an e´tale morphism. Let τ ∈ UP be any geometric
point; then τ corresponds to a ring homomorphism Z[1/N, P gp] → κ := κ(τ), which is the
same as a character χτ : P
gp → κ×. Likewise, any τ ′ ∈ g−1N (τ) is determined by a character
χτ ′ : P
gp → κ× extending χτ , i.e. such that χτ ′(xN ) = χτ (x) for every x ∈ P gp. Notice that
every character χτ as above admits at least one such extension χτ ′ , since κ is separably closed,
and N is invertible in κ. Let CN be the cokernel of the N-Frobenius endomorphism of P
gp;
there follows a short exact sequence of finite abelian groups :
0→ HomZ(CN , κ×)→ HomZ(P gp, κ×) N−→ HomZ(P gp, κ×)→ 0.
Especially, we see that the fibre g−1N (τ) is naturally a torsor under the group HomZ(CN , κ
×) =
HomZ(P
gp,µN (κ)), where µN (κ) ⊂ κ× is the N-torsion subgroup. Hence gN |UP is an e´tale
Galois covering of UP , whose Galois group is naturally isomorphic to HomZ(P
gp,µN(κ));
therefore, gN |UP is classified by a well defined continuous representation :
(13.3.31) π1(UP,e´t, τ)→ HomZ(P gp,µN(κ))
(lemma 13.1.12). The corresponding action ofHomZ(P
gp,µN(κ)) on UP can be extracted from
the construction : namely, let χ : P gp → µN(κ) be a given character; by definition, the action
of χ sends the geometric point τ to the geometric point τ ′ whose character χτ ′ : P
gp → κ× is
given by the rule : x 7→ χ(x) · χτ for every x ∈ P gp. Consider the automorphism ρχ of the
Z-algebra Z[P gp] given by the rule x 7→ χ(x) · x for every x ∈ P gp, and notice that ρ(τ) = τ ′;
since the fibre functors are faithful on e´tale coverings, we conclude that χ acts as Spec ρχ on
UP .
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• Moreover, if λ : Q → P is any morphism of fine and saturated monoids, clearly we have
a commutative diagram
UP
SpecZ[λ]|UP //
gN|UP

UQ
gN|UQ

UP
SpecZ[λ]|UP // UQ
whence, by remark 13.1.14(iii.a), a well defined group homomorphism
(13.3.32) HomZ(P
gp,µN )→ HomZ(Qgp,µN)
that makes commute the induced diagram :
π1(UP,e´t, ξ) //

π1(UQ, ξ
′)

HomZ(P
gp,µN) // HomZ(Q
gp,µN )
whose vertical arrows are the maps (13.3.31). By inspecting the constructions, it is easily seen
that (13.3.32) is just the map HomZ(λ
gp,µN).
• Next, by corollary 12.1.36(i) the projectionMx → P admits a splitting
α : P →Mx
(which defines a sharp chart forM ); if N is invertible in OX , this splitting induces a morphism
of schemesX → SP , which restricts to a morphism U → UP . If we let τ be the image of ξ, we
deduce a continuous group homomorphism π1(Ue´t, ξ) → π1(UP,e´t, τ) ([58, Exp.V, §7]), whose
composition with (13.3.31) yields a continuous map :
(13.3.33) π1(Ue´t, ξ)→ HomZ(P gp,µN(κ)).
We claim that the pairing P gp × π1(Ue´t, ξ) → µN (κ) arising from (13.3.33) agrees with
(13.3.27), under the natural identification µN(κ)
∼→ µN . Indeed, for given s ∈ P , let js :
Z → P gp be the map such that js(n) := sn for every n ∈ Z; by composing (13.3.33) with
HomZ(js,µN(κ)), we obtain a map π1(Ue´t, ξ) → HomZ(Z,µN(κ)) ∼→ µN(κ); in view of the
foregoing, it is easily seen that the correspondingµN(κ)-torsor is precisely ϕα(s), in the notation
of (13.3.23), whence the contention.
Proposition 13.3.34. In the situation of (13.3.25), suppose that (X,M) is a regular log scheme.
Then (13.3.28) is a surjection.
Proof. From the discussion of (13.3.30), we are reduced to showing that the morphism (13.3.33)
is surjective, for every N > 0 such that (N, p) = 1. The latter comes down to showing that
the corresponding torsor gN |UP ×UP U : U ′ → U is connected (remark 13.1.14(i)). However,
the map α : P → Mx induces a morphism of log schemes ψ : (X,M) → Spec(Z, P ) (see
(12.2.13)); we remark the following :
Claim 13.3.35. Slightly more generally, for any Kummer morphism ν : P → Q of monoids,
with Q fine, sharp and saturated, define (Xν ,Mν) as the fibre product in the cartesian diagram:
(13.3.36)
(Xν ,Mν) //
fν

Spec(Z, Q)
Spec(Z,ν)

(X,M)
ψ // Spec(Z, P )
Then (Xν ,M ν) is regular, andXν is strictly local.
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Proof of the claim. By lemma 12.5.40, (Xν ,M ν) is regular at every point of the closed fibre
Xν ×X Spec κ(x), and since fν is a finite morphism, every point ofXν specializes to a point of
the closed fibre, therefore (Xν ,Mν) is regular (theorem 12.5.47). Moreover, Xν is connected,
provided the same holds for the closed fibre; in turn, this follows immediately from proposition
13.3.7(ii). Then Xν is strictly local, by [44, Ch.IV, Prop.18.5.10]. ♦
From claim 13.3.35 we see that Xν is normal (corollary 12.5.29) for every such ν, especially
this holds for the N-Frobenius endomorphism of P , in which case U ′ is an open subset of Xν ;
since the latter is connected, the same then holds for U ′. 
Example 13.3.37. (i) In the situation of example 12.6.20, let X → S be any morphism of
schemes, set X := X ×S S, denote by (X,M) the log scheme underlying X , and define
(X(k),M (k)) as the fibre product in the cartesian diagram of log schemes :
(X(k),M (k))
π(k) //
kX

Spec(R,P )
Spec(R,kP )

(X,M)
π // Spec(R,P )
where π is the natural projection. Set as well
X(k) := ((X(k),M (k)), TP , ψP ◦ π♯(k))
which is an object of Kint; by proposition 12.6.14(iii), diagram (6.5.28) (with T := TP ) under-
lies a commutative diagram in Kint :
ϕ∗X(k) //
gX

X(k)
(kX ,kTP )

ϕ∗X // X
whose horizontal arrows are cartesian. Clearly this diagram is isomorphic to X ×S (12.6.21);
we deduce that the morphism gX of log schemes underlying gX is finite, and of Kummer type;
by proposition 13.3.11, gX is even an e´tale covering, if k is invertible in OX .
(ii) Suppose furthermore, that (X,M) is regular; by claim 13.3.35 it follows that (X(k),M (k))
is regular as well, and then the same holds for the log schemes (Xϕ,Mϕ) and (Y,N) underlying
respectively ϕ∗X and ϕ∗X(k) (proposition 12.6.14(v) and theorem 12.5.44). Let now y ∈ Y be
a point of height one in Y , lying in the closed subset Y \(Y,N)tr, and set x := gX(y); arguing
as in example 13.3.15, we see that N ♯y and M
♯
ϕ,x are both isomorphic to N, and the induced
map OXϕ,x → OY,y is an extension of discrete valuation rings, whose corresponding extension
of valued fields is finite. Denote by Γx → Γy the associated extension of value groups; in view
of (12.6.22) we see that the ramification index (Γy : Γx) equals k.
13.3.38. Resume the situation of (13.3.30). Every (finite) discrete quotient map
ρ :M gp∨x ⊗Z
∏
ℓ 6=p
Zℓ(1)→ G
corresponds, via compositionwith (13.3.28), to aGU -torsor, which can be explicitly constructed
as follows. Set P := M ♯x, pick a splitting α as in (13.3.30), choose an integer N > 0 large
enough, so that (N, p) = 1, and ρ factors through a group homomorphism
ρ : HomZ(P
gp,µN (κ))→ G
and set H := Ker ρ. Now, via (13.3.28), the quotient G′ := HomZ(P
gp,µN(κ)) corresponds to
the G′U -torsor on U obtained from gN : UP → UP via pull-back along the morphism U → UP
given by the chart α (notation of (13.3.30)). According to remark 13.1.14(ii), the sought GU is
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therefore isomorphic to the one obtained from the quotient gN : UP/H → UP , via pull-back
along the same morphism. To exhibit such quotient, consider the exact sequence:
0→ HomZ(G, κ×)→ P gp ⊗Z Z/NZ→ HomZ(H, κ×)→ 0.
Define Qgp ⊂ P gp as the kernel of the induced map P gp → HomZ(H, κ×), and set Q :=
Qgp ∩ P . By construction, the N-Frobenius endomorphism of P factors through an injective
map ν : P → Q and the inclusion map j : Q→ P , so gN factors as a composition :
UP → UQ h−→ UP .
The maps on geometric points UP (κ) → UQ(κ) → UP (κ) induced by gN and h correspond to
jgp∗ and respectively νgp∗ in the resulting commutative diagram
0

0 // H // HomZ(P
gp,µN (κ)) //

G

// 0
0 // H // HomZ(P
gp, κ×)
jgp∗ // HomZ(Q
gp, κ×)
νgp∗

// 0
HomZ(P
gp, κ×)

0
whose rows and column are exact. Hence, let τ and χτ : P
gp → κ× be as in (13.3.30); the
fibre h−1(τ) corresponds to the set of all characters χτ ′ : Q
gp → κ× whose restriction χτ ′ ◦ νgp
to P gp agrees with χτ . Then, with the notation of (13.3.36), we conclude that the restriction
(fν)tr : (Xν ,Mν)tr → U is the sought GU -torsor. Notice as well that fν is an e´tale covering of
(X,M).
• Here is another handier description of the same submonoid Q of P . Notice that ρ is the
same as a group homomorphism
ρ† : P gp∨ → HomZ(
∏
ℓ 6=pZℓ(1), G)
and let L := Ker ρ†. Fix a generator ζN of µN(κ); by definition
Qgp = {x ∈ P gp | t(x)⊗ ξ = 0 for all t ∈ P gp∨ and ξ ∈ µN such that ρ(t⊗ ξ) = 0}
= {x ∈ P gp | t(x)⊗ ζN = 0 for all t ∈ P gp∨ such that ρ(t⊗ ζN) = 0}
= {x ∈ P gp | t(x) ∈ NZ for all t ∈ L}.
On the other hand, notice that theN-Frobenius ofP gp∨ factors through a map β : P gp∨ → L and
the inclusion map i : L→ P gp∨, and β◦i is theN-Frobenius map of L. Let ω : P gp ∼→ (P gp∨)∨
be the natural isomorphism. We may then write
Qgp = {x ∈ P gp | ω(x)(t) ∈ NZ for all t ∈ L}
= {x ∈ P gp | ω(x) ◦ i ∈ N · L∨ = i∨ ◦ β∨(L∨)}
= ω−1(Im β∨).
In other words, ω induces a natural isomorphism Qgp
∼→ L∨, that identifies β∨ with the map
jgp : Qgp → P gp, and then necessarily also the map i∨ with ν. Now, the image of Q inside
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L∨ can be recovered just as L∨ ∩ P ∨∨Q (the intersection here takes place in L∨Q, which contains
(P gp∨)∨, via the injective map i∨ : details left to the reader).
13.3.39. Our chief supply of tamely ramified coverings comes from the following source. Let
f : (Y,N) → (X,M) be an e´tale morphism of log schemes, whose underlying morphism of
schemes is finite, and suppose that (X,M) is regular. Then (Y,N) is regular, and bothX and Y
are normal schemes (theorem 12.5.44 and corollary 12.5.29). Moreover, lemma 6.4.42(ii) and
proposition 13.3.11 imply that (Y,N)tr = f
−1(X,M)tr, hence the restriction of f
ftr : (Y,N)tr → (X,M)tr
is a finite e´tale morphism of schemes (corollary 12.3.27(i)). Furthermore, it follows easily
from corollary 12.5.36(i) that the closed subset X \(X,M)tr is a union of irreducible closed
subsets of codimension 1 inX (and the union is locally finite on the Zariski topology ofX); the
same holds also for Y \(Y,N)tr, especially Y is the normalization of (Y,N)tr over X . Finally,
example 13.3.15 implies that ftr is tamely ramified along X\(X,M)tr. It is then clear that the
rule f 7→ ftr defines a functor :
F(X,M) : Cov(X,M)→ Tame(X, (X,M)tr).
It follows easily from remark 12.5.56 that F(X,M ) is fully faithful; therefore, any choice of a
geometric point ξ of (X,M)tr determines a surjective group homomorphism :
(13.3.40) π1((X,M)tr,e´t, ξ)→ π1((X,M)e´t, ξ)
([58, Exp.V, Prop.6.9]).
Proposition 13.3.41. In the situation of (13.3.25), suppose that (X,M) is a regular log scheme.
Then the map (13.3.28) factors through (13.3.40), and induces an isomorphism :
(13.3.42) π1((X,M)e´t, ξ)
∼→M gp∨x ⊗Z
∏
ℓ 6=p
Zℓ(1).
Proof. The discussion of (13.3.38) shows that (13.3.28) factors through (13.3.40), and propo-
sition 13.3.34 implies that (13.3.42) is surjective. Next, let f : (Y,N) → (X,M) be an e´tale
covering; according to proposition 13.3.11, f admits a Kummer chart (ωP , ωQ, ϑ) with Q fine,
sharp and saturated, such that the order k of Coker ϑgp is invertible in OY . Moreover, the in-
duced morphism of X-schemes Y → X ×SpecZ[P ] SpecZ[Q] is an isomorphism. With this
notation, denote by G the cokernel of the induced group homomorphism HomZ(ϑ
gp,kP gp);
there follows a map ρ : P gp ⊗Z
∏
ℓ 6=p Zℓ(1)→ G, and by inspecting the construction, one may
check that the corresponding GU -torsor, constructed as in (13.3.38), is isomorphic to f ×X 1U
(details left to the reader). This shows the injectivity of (13.3.42), and completes the proof of
the proposition. 
The following result is the logarithmic version of the classical Abhyankar’s lemma.
Theorem 13.3.43. The functor F(X,M ) is an equivalence.
Proof. First we show how to reduce to the case where τ = e´t.
Claim 13.3.44. Let (XZar,M) be a regular log structure on the Zariski site of X , and suppose
that the theorem holds for u˜∗(XZar,M). Then the theorem holds for (XZar,M) as well.
Proof of the claim. Let g : V → (XZar,M)tr be an e´tale covering whose normalization over
X is tamely ramified along X \ (XZar,M)tr. By assumption, there exists an e´tale covering
f : (Ye´t, N)→ u˜∗(XZar,M) such that ftr = g; by lemma 13.3.10, we may then find a morphism
of log schemes of Kummer type fZar : u˜∗(Ye´t, N)→ (XZar,M) such that u˜∗fZar = f , therefore
fZar is an e´tale covering of (XZar,M) (corollary 12.3.27(iii)), and clearly (fZar)tr = g, so
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the functor F(XZar,M) is essentially surjective. Full faithfulness for the same functor is derived
formally from the full faithfulness of the functor Fu˜∗(XZar,M), and that of the functor (13.3.9) :
details left to the reader. ♦
Henceforth we assume that τ = e´t.
Claim 13.3.45. Let g : V → (X,M)tr be an object of Tame(X, (X,M)tr). Then g lies in the
essential image of F(X,M) if (and only if) there exists an e´tale covering (Uλ → X | λ ∈ Λ) ofX ,
such that, for every λ ∈ Λ, the e´tale covering g ×X Uλ lies in the essential image of F(Uλ,M |Uλ ).
Proof of the claim. We have to exhibit a finite e´tale covering f : (Y,N) → (X,M) such
that ftr = g. However, given such f , theorem 12.5.44 and corollary 12.5.29 imply that Y is
the normalization of V over X , and proposition 12.5.54 says that N = j∗O
×
V ∩ OY , where
j : V → Y is the open immersion; then log f : f ∗M → N is completely determined by f ,
hence by g. Thus, we come down to showing that :
(i) N := j∗O
×
V ∩ OY is a regular log structure on the normalization Y of V overX .
(ii) The unique morphism f : (Y,N)→ (X,M) is an e´tale covering.
However, [89, §33, Lemma 1] implies that Y is finite over X . To show (ii), it then suffices to
prove that each restriction fλ := f×X1Uλ is e´tale (proposition 12.3.24(iii)). Likewise, (i) holds,
provided the restrictionN |Yλ is a regular log structure on Yλ := Y ×X Uλ, for every λ ∈ Λ. Let
jλ : Vλ := V ×XUλ → Yλ be the induced open immersion. It is clear thatN |Yλ = jλ∗O×Vλ∩OYλ,
and Yλ is the normalization of Vλ over Uλ ([44, Ch.IV, Prop.17.5.7]); moreover, (Uλ,M |Uλ) is
again regular, so our assumption implies that (Yλ, N |Yλ) is the unique regular log structure on
Yλ whose trivial locus is Vλ, and that fλ is indeed e´tale. ♦
Claim 13.3.46. If F(X(ξ),M(ξ)) is essentially surjective for every geometric point ξ of X , the
same holds for F(X,M ).
Proof of the claim. Indeed, let g : V → (X,M)tr be an object of Tame(X, (X,M)tr),
and ξ any geometric point of X . By claim 13.3.45 it suffices to find an e´tale neighborhood
U → X of ξ, such that g ×X 1U lies in the essential image of F(U,M |U ). Denote by Y the
normalization of X in V , which is a finite X-scheme ([89, §33, Lemma 1]). The scheme
Y (ξ) := Y ×X X(ξ) decomposes as a finite disjoint union of strictly local open and closed
subschemes Y1(ξ), . . . , Yn(ξ), and we may find an e´tale neighborhood U → X of ξ, and a
decomposition of Y ×X U by open and closed subschemes Y1, . . . , Yn, with isomorphisms of
X(ξ)-schemes Yi(ξ)
∼→ Yi ×X X(ξ) for every i = 1, . . . , n ([43, Ch.IV, Cor.8.3.12]). We are
then reduced to showing that all the restrictions Yi → U lie in the essential image of F(U,M |U ).
Thus, we may replace X by U , and Y by any Yi, after which we may assume that Y (ξ) is
strictly local. Proposition 12.5.32 and theorem 12.5.47 imply that (X(ξ),M(ξ)) is a regular
log scheme. Clearly gξ := g ×X 1X(ξ) is an object of Tame(X(ξ), (X(ξ),M(ξ))tr), so by
assumption there exists a finite e´tale covering h : (Z,N) → (X(ξ),M(ξ)) such that htr = gξ.
By theorem 12.5.44 and corollary 12.5.29 we know that Z is a normal scheme, and we deduce
that Z = Y (ξ) ([44, Ch.IV, Prop.17.5.7]).
According to proposition 13.3.11, the morphism h admits a fine and saturated Kummer chart
(ωP , ωQ, ϑ : P → Q), such that the order d of Coker ϑgp is invertible in OX,ξ, and such that
the induced map Y (ξ) → X(ξ) ×SpecP SpecQ is an isomorphism. By proposition 12.2.28,
there exist an e´tale neighborhood U → X of ξ, and a coherent log structure N ′ on Y ′ :=
Y ×X U with an isomorphism Y (ξ) ×Y ′ (Y ′, N ′) ∼→ (Y (ξ), N). Moreover, let h′ : Y ′ → U
be the projection; after shrinking U , the map log h descends to a morphism of log structures
h′∗M |U → N ′, whence a morphism (h′, log h′) : (Y ′, N ′) → (U,M |U) of log schemes, such
that h′ ×U 1X(ξ) = h. After further shrinking U , we may also assume that h′ admits a Kummer
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chart (ω′P , ω
′
Q, ϑ) (corollary 12.2.34), that d is invertible in OU , and that the induced morphism
Y ′ → U ×Spec P SpecQ is an isomorphism ([43, Ch.IV, Cor.8.8.24]). Then h′ is an e´tale
covering, by proposition 13.3.11, and by construction, F(U,M |U )(h
′) = g×X 1U , as desired. ♦
Claim 13.3.47. Assume that X is strictly local, denote by x the closed point of X , set U :=
(X,M)tr, and P := M
♯
x. Let h : V → U be any connected non-empty e´tale covering, tamely
ramified along X \U ; then h lies in the essential image of F(X,M ), provided there exist a fine,
sharp and saturated monoid Q, and a morphism ν : P → Q of Kummer type, such that
hν := h×X Xν : V ×X Xν → U ×X Xν
admits a section (notation of (13.3.36)).
Proof of the claim. Suppose first that the order of Coker νgp is invertible in OX ; in this case,
fν is an e´tale covering of log schemes (proposition 13.3.11), hence (fν)tr is an e´tale covering
of the scheme U . Then, by composing a section of hν with the projection V ×X Xν → V we
deduce a morphism U ×X Xν → V of e´tale coverings of U . Such morphism shall be open and
closed, hence surjective, since V is connected; hence the π1(U, ξ)-set h
−1(ξ) will be a quotient
of f−1ν (ξ), on which π1(U, ξ) acts through (13.3.28), as required. Next, for a general morphism
ν of Kummer type, let L ⊂ Qgp be the largest subgroup such that νgp(P gp) ⊂ L, and (L : P gp)
is invertible in OX . Set Q′ := L ∩Q, and notice that Q′gp = L. Indeed, every element of L can
be written in the form x = b−1a, for some a, b ∈ Q; then choose n > 0 such that bn ∈ νP , write
x = b−n · (bn−1a) and remark that b−n, bn−1a ∈ Q′. The morphism ν factors as the composition
of ν ′ : P → Q′ and ψ : Q′ → Q, and therefore fν factors through a morphism fψ : Xν → Xν′ .
In view of the previous case, we are reduced to showing that the morphism hν′ already admits
a section, hence we may replace (X,M) by (Xν′ ,Mν′) (which is still regular and strictly local,
by claim 13.3.35), h by hν′ , and ν by ψ, after which we may assume that the order of Coker ν
gp
is pm for some integer m > 0, where p is the characteristic of the residue field κ(x), and then
we need to show that h already admits a section.
Next, using again claim 13.3.35 and an easy induction, we may likewise reduce to the case
where m = 1. Say that X = SpecA, and suppose first that A is a Fp-algebra (where Fp is the
finite field with p elements), so that Xν = SpecA ⊗Fp[P ] Fp[Q]; it is easily seen that the ring
homomorphism Fp[ν] : Fp[P ] → Fp[Q] is invertible up to Φ, in the sense of [52, Def.3.5.8(i)].
Especially, SpecFp[ν] is integral, surjective and radicial, hence the same holds for fν , and
therefore the morphism of sites :
f ∗ν : Xe´t → Xν,e´t
is an equivalence of categories (lemma 13.1.7(i)). It follows that in this case, h admits a section
if and only if the same holds for hν .
Next, suppose that the field of fractionsK of A has characteristic zero; we may writeXν ×X
SpecK = SpecKν and V ×X SpecK = SpecE for two field extensionsKν and E ofK, such
that [Kν : K] = p, and the section of hν yields a map E → Kν of K-algebras. Therefore we
have either E = K (in which case V = U , and then we are done), or else E = Kν , in which
case V = (Xν ,Mν)tr, since both these schemes are normal and finite over U .
Hence, let us assume that V = (Xν ,Mν), and pick any point η ∈ X of codimension one,
whose residue field κ(η) has characteristic p. Then Xν ×X X(η) = SpecB, where B :=
OX,η ⊗Z[P ] Z[Q], and B := B ⊗A κ(η) = κ(η)⊗Fp[P ] Fp[Q]. Since the map Fp[P ] → Fp[Q] is
invertible up to Φ, we easily deduce that B is local, and its residue field is a purely inseparable
extension of κ(η), say of degree d. Therefore f−1ν η consists of a single point η
′, and OXν ,η′ ≃ B
is a normal and finite OX,η-algebra, hence it is a discrete valuation ring. Let e denote the
ramification index of the extension OX,η → OXν ,η′ ; then ed = p ([22, Ch.VI, §8, n.5, Cor.1]).
Suppose that e = p; in view of [52, Lemma 6.2.5], the ramification index of the induced
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extension of strict henselizations O shX,η → O shXν ,η′ is still equal to p, which is impossible, since h
is tamely ramified along X \U . In case e = 1, we must have d = p, and since the residue field
κ(η)s of O shX,η is a separable closure of κ(η), it follows easily that the residue field ofO
sh
Xν ,η′
must
be a purely inseparable extension of κ(η)s of degree p, which again contradicts the tameness of
h. ♦
Claim 13.3.48. If (X,M) = (X,M)2, then F(X,M) is essentially surjective (notation of defini-
tion 12.2.7(i)).
Proof of the claim. By claim 13.3.46, we may assume that X is strictly henselian. In this case,
let U , P and h : V → U be as in claim 13.3.47. By assumption d := dimP ≤ 2, and we have
to show that h×X Xν admits a section, for a suitable Kummer morphism ν : P → Q (notation
of (13.3.36)). If d = 0, then P = {1}, in which case U = X is strictly local, so its fundamental
group is trivial, and there is nothing to prove. In case d = 1, then P ≃ N (theorem 6.4.16(ii)),
in which case X is a regular scheme (corollary 12.5.35), and X\U is a regular divisor (remark
12.5.31) and then the assertion follows from the classical Abhyankar’s lemma ([58, Exp.XIII,
Prop.5.2]). For d = 2, we may find e1, e2 ∈ P , and an integer N > 0 such that
Ne1 ⊕ Ne2 ⊂ P ⊂ P ′ := Ne1
N
⊕ Ne2
N
(see example 6.4.17(i)). Especially, the inclusion ν : P → P ′ is a morphism of Kummer
type. Since a composition of morphisms of Kummer type is obviously of Kummer type, claims
13.3.47 and 13.3.35 imply that we may replace (X,M) by (Xν ,Mν) and h by hν (notation of
(13.3.36)), after which we may assume that P is isomorphic to N⊕2. In this case, X is again
regular and X \U is a strict normal crossings divisor, so the assertion follows again from [58,
Exp.XIII, Prop.5.2]. ♦
Claim 13.3.49. In the situation of (13.3.1), suppose that (Y,N) is regular. Then the functor
f ∗tr : Cov(Y,N)tr → Cov(Y ′, N ′)tr restricts to an equivalence :
(13.3.50) Tame(Y, (Y,N)tr)
∼→ Tame(Y ′, (Y ′, N ′)tr).
Proof of the claim. Arguing as in the proof of proposition 13.3.2, we may reduce to the case
where ϕ : T ′ → T is the saturated blow up of an ideal generated by two elements of Γ(T,OT ).
Notice that (f, log f) is an e´tale morphism (proposition 12.6.14(v)), and it restricts to an
isomorphism ftr : (Y
′, N ′)tr
∼→ (Y,N)tr (remark 12.6.17). Especially, (Y ′, N ′) is regular, and
f ∗tr is trivially an equivalence from the e´tale coverings of (Y,N)tr to those of (Y
′, N ′)tr.
Let g : V → (Y,N)tr be an object of Tame(Y, (Y,N)tr). By claim 13.3.48 and lemma
12.5.37, the functor Fu˜∗(Y,N)2 is essentially surjective, and then the same holds for F(Y,N)2 ,
in view of claim 13.3.44; hence we may find an e´tale covering (W,Q) → (Y,N)2, and an
isomorphism V
∼→ (Y,N)tr ×Y W of (Y,N)tr-schemes. On the other hand, example 6.5.56(ii)
shows that ϕ restricts to a morphism T ′1 → T2 (notation of (6.5.16)), consequently f restricts to
a morphism (Y ′, N ′)1 → (Y,N)2. There follows a well defined e´tale covering :
(Y ′, N ′)1 ×(Y,N)2 (W,Q)→ (Y ′, N ′)1 ×Y ′ (Y ′, N ′).
whose image under F(Y ′,N ′) is f
∗
tr(g). However, (Y
′, N ′)1 contains all the points of height one
of Y ′\(Y ′, N ′)tr (corollary 12.5.36(i)), hence f ∗tr(g) is tamely ramified along Y ′\(Y ′, N ′)tr (see
(13.3.39)). This shows that (13.3.50) is well defined, and clearly this functor is fully faithful,
since the same holds for f ∗tr. ♦
Suppose again that (X,M) is strictly henselian, define P , U and h : V → U as in claim
13.3.47, and set TP := (SpecP )
♯; it is easily seen that the counit of adjunction
u˜∗u˜∗(X,M)→ (X,M)
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is an isomorphism (cp. (12.6.48)), hence u˜∗(X,M) is regular (lemma 12.5.37). Let
X := (u˜∗(X,M), TP , πX)
be the object of K arising from u˜∗(X,M), as in (12.6.7); by theorem 12.6.32 (and its proof),
we may find an integral proper simplicial subdivision ϕ : F → TP , such that the morphism
of schemes underlying (f, ϕ) : ϕ∗X → X is a resolution of singularities for X . Let k be the
ramification index of the covering h; we define (X(k),M (k)), (Xϕ,Mϕ), (Y,N), gX and kX as
in example 13.3.37 : this makes sense, since, in the current situation,X is isomorphic toX×SS
(where S is defined as in example 12.6.5(i)). Moreover, by the same token, the morphism of
schemes Y → X(k) is a resolution of singularities.
Set as well Uϕ := (Xϕ,Mϕ)tr and U(k) := (X(k),M (k))tr; by claim 13.3.49 and lemma
13.3.17(i), we have an essentially commutative diagram of functors :
Tame(X,U)
f∗tr //
k∗X

Tame(Xϕ, Uϕ)
g∗X

Tame(X(k), U(k)) // Tame(Y, (Y,N)tr)
whose horizontal arrows are equivalences. In light of claim 13.3.47, we are reduced to showing
that k∗X(h) admits a section. Set hϕ := f
∗
tr(h); then it suffices to show that g
∗
X(hϕ) admits a
section, and notice that the ramification index of hϕ alongXϕ\Uϕ divides k (lemma 13.3.17(ii)).
Let V → Xϕ be the normalization of hϕ overXϕ, andw a geometric point of V ×XϕY whose
support has height one; denote by y (resp. v, resp. x) the image of w in Y (resp. in V , resp.
in Xϕ), and suppose that the support of x lies in Uϕ. Denote by K
sh(x) the field of fractions
of the strict henselization O shX,x of OX,x, and define likewiseK
sh(w),Ksh(y) andKsh(v). There
follows a commutative diagram of inclusions of valued fields :
Ksh(x) //

Ksh(y)

Ksh(v) // Ksh(w)
which is cocartesian in the category of fields (i.e. Ksh(w) is the compositum of Ksh(y) and
Ksh(v) : cp. the proof of lemma 13.3.17(i)). By the foregoing, the ramification index of O sh
V ,v
over O shXϕ,x divides k; on the other hand, example 13.3.37(ii) shows that the ramification index
of O shY,y over O
sh
Xϕ,x equals k. It then follows (e.g. from [52, Claim 6.2.15]) that K
sh(v) ⊂
Ksh(y), and therefore Ksh(w) = Ksh(y); this shows that the ramification index of g∗X(hϕ)
along Y \ (Y,N)tr equals 1, therefore g∗X(hϕ) is the restriction of an e´tale covering h of Y
(lemma 13.3.17(iii)). By proposition 13.3.2(ii), h is the pull-back of an e´tale covering of X(k).
Since X(k) is strictly local (claim 13.3.35), it follows that h admits a section, hence the same
holds for g∗X(hϕ), as required. 
Remark 13.3.51. A proof of theorem 13.3.43 similar to the one given here can be found in [90,
§2.3].
13.3.52. As an application of theorem 13.3.43, we shall determine the fundamental group of
the “punctured” scheme obtained by removing the closed point from a strictly local regular log
scheme (X,M) (with non-trivial log structure) of dimension ≥ 2. Indeed, let x ∈ X be the
closed point, and set r := dimMx. Also, let y be any geometric point of X , localized at a
point y ∈ U := X \ {x}, and ξ a geometric point of X localized at the maximal point. Let
p (resp. p′) denote the characteristic exponent of κ(x) (resp. of κ(y)). Pick any lifting of ξ to
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a geometric point ξy of X(y); since (X(y),M(y)) is regular (theorem 12.5.47), according to
proposition 13.3.41, the vertical arrows of the commutative diagram in (13.3.29) factor through
the surjections (13.3.40), and we get a commutative diagram of group homomorphisms :
π1((X(y),M(y))e´t, ξy)
ϕy //

π1((X,M)e´t, ξ)

M gp∨y ⊗Z
∏
ℓ 6=p′ Zℓ(1)
// M gp∨x ⊗Z
∏
ℓ 6=p Zℓ(1)
whose vertical arrows are the isomorphisms (13.3.42), and whose top (resp. bottom) horizontal
arrow is induced by the natural morphism X(y) → X (resp. by the specialization mapMx →
My). Now, by corollary 12.5.29, the scheme U is connected and normal, hence the restriction
functor Cov(U) → Tame(X, (X,M)tr) is fully faithful (lemma 13.1.7(iii)); by [58, Exp.V,
Prop.6.9] and theorem 13.3.43, it follows that the induced group homomorphism
(13.3.53) π1((X,M)e´t, ξ)→ π1(Ue´t, ξ)
is surjective (see (13.3.39)). Clearly, the image of ϕy lies in the kernel of (13.3.53). Especially:
(U,M |U)r 6= ∅⇒ π1(Ue´t, ξ) = {1}
since, for any geometric point y of (X,M)r, the specialization map Mx → M y is an isomor-
phism (notation of definition 12.2.7(i)). Thus, suppose that (X,M)r = {x}, set P := M ♯x, and
denote by ψ : X → SpecP the natural continuous map; we have M ♯y = Pψ(y), and if we let
Fy := P \ ψ(y), we get a short exact sequence of free abelian groups of finite rank :
(13.3.54) 0→ F gpy → M ♯gpx → M ♯gpy → 0.
It is easily seen that ψ is surjective; hence, for any p ∈ SpecP of height r−1, pick y ∈ ψ−1(p).
With this choice, we have F gpy = Z; considering (13.3.54)
∨, we deduce that π1(Ue´t, ξ) is a
quotient of Ẑ′(1) :=
∏
ℓ 6=p Zℓ(1). More precisely, let (SpecP )r−1 be the set of prime ideals of
P of height r − 1; then we have :
Theorem 13.3.55. If (X,M)r = {x}, we have a natural identification :
(13.3.56)
P ∨∑
p∈(SpecP )r−1
P ∨p
⊗Z Ẑ′(1) ∼→ π1(Ue´t, ξ)
and these two abelian groups are cyclic of finite order prime to p.
Proof. The foregoing discussion already yields a natural surjective map as stated; it remains
only to check the injectivity, and to verify that the source is a cyclic finite group.
However, since d ≥ 2, and (X,M)r = {x}, corollary 12.5.36(i) implies that r ≥ 2, in which
case (SpecP )r−1 must contain at least two distinct elements, say p and q. Let F := P \ p; the
image H of (Pq)
♯gp∨ in F gp∨ is clearly a non-trivial subgroup, hence F gp∨/H is a cyclic finite
group, and then the same holds for the source of (13.3.56).
Next, it follows easily from lemma 13.1.7(iii) that (13.3.53) identifies π1(Ue´t, ξ) with the
quotient of π1((X,M)e´t, ξ) by the sum of the images of the maps ϕy, for y ranging over all the
points of U . However, it is clear that the same sum is already spanned by the sum of the images
of the ϕy such that y ∈ (X,M)r−1; whence the theorem. 
Example 13.3.57. Let P ⊂ N⊕2 be the submonoid of all pairs (a, b) such that a + b ∈ 2N.
Clearly P is fine and saturated of dimension 2. Let K be any field; the K-scheme X :=
SpecK[P ] is the singular quadric in A3K cut by the equation XY − Z2 = 0. It is easily seen
that Spec(K,P )2 consists of a single point x (the vertex of the cone); let x be a geometric point
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of X localized at x, and U ⊂ X(x) the complement of the closed point. Then U is a normal
K-scheme of dimension 1, and we have a natural isomorphism
π1(U, ξ)
∼→ Z/2Z.
Indeed, a simple inspection shows that P admits exactly two prime ideals of height one, namely
p := P \ (2N ⊕ {0}) and q := P \ ({0} ⊕ 2N). Then, Pp = {(a, b) ∈ Z ⊕ N | a + b ∈ 2N},
and similarly Pq is a submonoid of N ⊕ Z. The quotients P ♯p and P ♯q are both isomorphic to
N, and are both generated by the class of (1, 1). Let ϕ : P ♯p → Z be a map of monoids; then
the image of ϕ in P gp∨ is the unique map of monoids P → Z given by the rule : (2, 0) 7→ 0,
(1, 1) 7→ ϕ(1, 1), (0, 2) 7→ 2ϕ(1, 1). Likewise, a map ψ : P ♯q → Z gets sent to the morphism
P → Z such that (2, 0) 7→ 2ψ(1, 1), (1, 1) 7→ ψ(1, 1), and (0, 2) 7→ 0. We see therefore that
(Pp)
♯gp∨+(Pq)
♯gp∨ is a subgroup of index two in P gp∨, and the contention follows from theorem
13.3.55.
13.4. Local acyclicity of smooth morphisms of log schemes. In this section we consider a
smooth and saturated morphism f : (X,M)→ (Y,N) of fine log schemes. We fix a geometric
point x of X , localized at a point x, and let y := f(x). We shall suppose as well that Y is
strictly local and normal, that (Y,N)tr is a dense open subset of Y , and that y is localized at the
closed point y of Y . Let η be a strict geometric point of Y , localized at the generic point η; to
ease notation, set :
U := f−1x (η) Utr := (X(x),M(x))tr ∩ U U := U ×|η| |η| U tr := Utr ×|η| |η|
and notice that Utr is a dense open subset of U , by virtue of proposition 12.7.17(ii,iv). Choose
a geometric point ξ of U tr, and let ξ
′ be the image of ξ in Utr. There follows a short exact
sequence of topological groups :
1→ π1(U tr,e´t, ξ)→ π1(Utr,e´t, ξ′) α−→ π1(|η|e´t, η)→ 1.
On the other hand, let p be the characteristic exponent of κ := κ(y); for every integer e such
that (e, p) = 1, the discussion of (13.3.25) yields a commutative diagram :
(13.4.1)
Ny //
log fx

κ(η)× //

Homcont(π1(|η|e´t, η),µe(κ))
Homcont(α,µe(κ))

Mx // Γ(Utr,O
×
U )
// Homcont(π1(Utr,e´t, ξ
′),µe(κ))
such that the composition of the two top (rep. bottom) horizontal arrows factors through N ♯y
(resp. M ♯x). There follows a system of natural group homomorphisms :
(13.4.2) Coker (log f)gpx → Homcont(π1(U tr,e´t, ξ),µe(κ)) where (e, p) = 1
which assemble into a group homomorphism :
(13.4.3) π1(U tr,e´t, ξ)→ Coker (log f gpx )∨ ⊗Z
∏
ℓ 6=p
Zℓ(1).
13.4.4. We wish to give a second description of the map (13.4.3), analogous to the discussion
in (13.3.30). To this aim, let R be a ring; for any monoid P , and any integer e > 0, denote
by eP : P → P the e-Frobenius map of P . Let λ : P → Q be a local morphism of finitely
generated monoids. For any integer e > 0, we get a commutative diagram of monoids :
(13.4.5)
P
eP //
λ

P
λe

λ
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼▼
Q
µ′ // Q′
eQ|P // Q
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whose square subdiagram is cocartesian, and such that eQ|P ◦ µ′ = eQ. The latter induces a
commutative diagram of log schemes :
Spec(R,Q)
gQ|P //
g ))❚❚❚
❚❚❚❚
❚❚❚❚
❚❚❚❚
Spec(R,Q′)
g′ //
ge

Spec(R,Q)
g

Spec(R,P )
gP // Spec(R,P )
whose square subdiagram is cartesian, and such that gQ := g
′ ◦ gQ|P is the morphism induced
by eQ. Also, by example 12.6.5, we have a commutative diagram of monoidal spaces :
Spec(R,Q)
gQ|P //
ψQ

Spec(R,Q′)
ψQ′

ge // Spec(R,P )
ψP

TQ
ϕ // TQ′ // TP
(where ϕ := (Spec eQ|P )
♯) which determines morphisms in the category K :
(Spec(R,Q), TQ, ψQ)→ (Spec(R,Q′), TQ′, ψQ′)→ (Spec(R,P ), TP , ψP ).
13.4.6. Now, suppose that the closed point mQ of TQ lies in the strict locus of (Spec λ)
♯
(which just means that λ♯ is an isomorphism). Notice that the functorM 7→M ♯ commutes with
colimits (since it is a left adjoint); taking into account lemma 6.1.13, we deduce that the square
subdiagram of (13.4.5)♯ is still cocartesian, and therefore e
♯
Q|P is an isomorphism, so the same
holds for ϕ.
More generally, let q ∈ SpecQ be any prime ideal in the strict locus of (Specλ)♯; set p :=
λ−1q, r := ϕ(q), and recall that TQq := SpecQq is naturally an open subset of TQ (see (6.5.16)).
A simple inspection shows that the restriction TQq → TQ′r of ϕ is naturally identified with the
morphism of affine fans (Spec eQq|Pp)
♯. Since q is the closed point of TQq , the foregoing shows
that TQq lies in the strict locus of ϕ; in other words, Str(ϕ) is an open subset of TQ, and we have
(13.4.7) Str((Spec λ)♯) ⊂ Str(ϕ).
Moreover, recall that Spec eQ : TQ → TQ is the identity on the underlying topological space
(see example 6.5.10(i)), and by construction it factors through ϕ, so the latter is injective on the
underlying topological spaces. Especially, Str(ϕ) = ϕ−1ϕ(Str(ϕ)), and therefore
(13.4.8) Str(gQ|P ) = ψ
−1
Q (Str(ϕ)) = g
−1
Q|P (ψ
−1
Q′ ϕ(Str(ϕ))).
Hence, set g := Spec(R, λ); from (13.4.7) and (12.6.3) we obtain :
Str(g) ⊂ Str(gQ|P )
and together with (13.4.8) we deduce that :
• Str(gQ|P ) is an open subset of SpecR[Q].
• ψ−1Q′ ϕ(Str(ϕ)) is a locally closed subscheme of SpecR[Q′].
• The restriction Str(g)→ ψ−1Q′ ϕ(Str(ϕ)) of gQ|P is a finite morphism.
Lastly, suppose that e is invertible in R; in this case, the morphisms gP and gQ are e´tale (propo-
sition 12.3.34), so the same holds for gQ|P (corollary 12.3.25(iii)). From corollary 12.3.27(i)
we deduce that the restriction Str(g)→ ψ−1Q′ ϕ(Str(ϕ)) of gQ|P is a (finite) e´tale covering.
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13.4.9. In the situation of (13.4.4), suppose additionally, thatR is a Z[1/e,µe]-algebra (where
µe is the e-torsion subgroup of C
×), P and Q are fine monoids, and λ is integral, so that Q′ is
also fine. Set
GP := HomZ(P
gp,µe) GQ := HomZ(Q
gp,µe) GQ|P := HomZ(Coker λ
gp,µe).
Notice that the trivial locus Spec(R,P )tr is the open subset SpecR[P
gp], and likewise for
Spec(R,Q)tr and Spec(R,Q
′)tr; therefore, (13.4.5)
gp induces a cartesian diagram of schemes
Spec(R,Q′)tr
g′tr //
ge,tr

Spec(R,Q)tr
gtr

Spec(R,P )tr
gP,tr // Spec(R,P )tr.
Fix a geometric point τ ′Q of Spec(R,Q
′)tr, and let τQ := g
′(τ ′Q), τP := g(τQ), τ
′
P := ge(τ
′
Q).
It was shown in (13.3.30) that g−1P (τP ) is a GP -torsor, so gP,tr is a Galois e´tale covering, corre-
sponding to a continuous representation (13.3.31) into GP . Hence g
′−1(τQ) is a GP -torsor, and
g′tr is a Galois e´tale covering, whose corresponding representation of π1(Spec(R,Q)tr,e´t, τQ) is
obtained by composing (13.3.31) with the natural continuous group homomorphism
π1(gtr, τQ) : π1(Spec(R,Q)tr,e´t, τQ)→ π1(Spec(R,P )tr,e´t, τP ).
By the same token, g−1Q (τQ) is a GQ-torsor, so also gQ,tr is a Galois e´tale covering, and a simple
inspection shows that the surjection
g−1Q (τQ)→ g′−1(τQ)
induced by gQ|P is GQ-equivariant, for the GQ-action on the target obtained from the map
HomZ(λ
gp,µe) : GQ → GP .
The situation is summarized by the commutative diagram of continuous group homomorphisms
π1(Spec(R,Q
′)tr,e´t, τ
′
Q)
//
π1(ge,tr,τ ′Q)

π1(Spec(R,Q)tr,e´t, τQ) //
π1(gtr,τQ)

GQ
HomZ(λ
gp,µe)

π1(Spec(R,P )tr,e´t, τ
′
P )
// π1(Spec(R,P )tr,e´t, τP ) // GP
whose horizontal right-most arrows are the maps (13.3.31). Consequently, g−1Q|P (τ
′
Q) is a GQ|P -
torsor, and gQ|P,tr is a Galois e´tale covering, classified by a continuous group homomorphism
(13.4.10) Ker π1(ge,tr, τ
′
Q)→ Ker π1(gtr, τQ)→ GQ|P .
13.4.11. Let us return to the situation of (13.4), and assume additionally, that both (X,M)
and (Y,N) are fs log schemes. Take R := OY,y in (13.4.4); by corollary 12.3.42 and theorem
12.1.37(iii), we may assume that there exist
• a local and saturated morphism λ : P → Q of fine and saturated monoids, such that
P is sharp, Q× is a free abelian group of finite type, say of rank r, and AssZ Coker λ
gp
does not contain the characteristic exponent of κ(y);
• a morphism of schemes π : Y → SpecR[P ], which is a section of the projection
SpecR[P ]→ Y , such that
(Y,N) = Y ×SpecR[P ] Spec(R,P ) (X,M) = Y ×SpecR[P ] Spec(R,Q)
and f is obtained by base change from the morphism g := Spec(R, λ). Moreover, the
induced chart QX →M shall be local at the geometric point x.
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By claim 12.1.39, we may further assume that the projection Q → Q♯ admits a section σ :
Q♯ → Q, such that λ(P ) lies in the image of σ. In this case, g factors through the morphism
Spec(R,P )→ Spec(R,Q♯) induced by λ♯, and σ induces an isomorphism of log schemes :
Spec(R,Q) = G⊕rm,Y ×Y Spec(R,Q♯)
(where G⊕rm,Y denotes the standard torus of rank r over Y ). In this situation, X is smooth over
Y ×SpecR[P ] SpecR[Q♯], and more precisely
(13.4.12) (X,M) = G⊕rm,Y ×SpecR[P ] Spec(R,Q♯).
Summing up, after replacing Q by Q♯, we may assume that Q is also sharp, and (13.4.12) holds
with Spec(R,Q) instead of Spec(R,Q♯). Moreover, the image of x in TQ is the closed point
mQ.
Let e > 0 be an integer which is invertible in R; by inspecting the definition, it is easily seen
that there exists a finite separable extensionKe of κ(η) = Frac(R), such that the normalization
Ye of Y in SpecKe fits into a commutative diagram of schemes :
Ye //
πe

Y
π

SpecR[P ]
gP // SpecR[P ]
(whose top horizontal arrow is the obvious morphism); namely, π is defined by some morphism
of monoids β : P → R, and one takes for Ke any subfield of κ(η) containing κ(η) and the
e-th roots of the elements of β(P ). Set (Ye, N e) := Ye ×SpecR[P ] Spec(R,P ), and define log
schemes (Xe,Me), (X
′
e,M
′
e) so that the two square subdiagrams of the diagram of log schemes
(X ′e,M
′
e)
he //

(Xe,Me) //

G⊕rm,Y ×Y (Ye, N e)
π′e

Spec(R,Q)
gQ|P // Spec(R,Q′)
ge // Spec(R,P )
are cartesian (here π′e is the composition of πe and the projectionG
⊕r
m,Y ×Y Ye → Ye), whence a
commutative diagram :
(13.4.13)
(X ′e,M
′
e)
he //
f ′e &&▼▼
▼▼▼
▼▼▼
▼▼
(Xe,Me)
fe

(Ye, N e).
Notice that both fe and f
′
e are smooth and saturated morphisms of fine log schemes. Also, by
construction Ye is strictly local, and (Ye, N e)tr is a dense subset of Ye. In other words, fe and f
′
e
are still of the type considered in (13.4). Moreover, he is e´tale, since the same holds for gQ|P ,
and the discussion in (13.4.6) shows that the restriction
Str(f ′e)→ Xe
is an e´tale morphism of schemes. Furthermore, the discussion in (13.4.9) shows that
he,tr : (X
′
e,M
′
e)tr → (Xe,Me)tr
is a Galois e´tale covering.
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13.4.14. More precisely, notice that λ♯ = log f ♯x; combining with (13.4.10), we deduce a
continuous group homomorphism :
(13.4.15) Ker π1(fe,tr, ξ
′
e)→ HomZ(Coker (log f)gpx ,µe(κ))
where ξ′e is the image in Xe of the geometric point ξ. The geometric point y lifts uniquely to a
geometric point ye of Ye, localized at the closed point ye, and the pair (x, ye) determines a unique
geometric point xe such that fe(xe) = ye. Also, since the field extension κ(y)→ κ(ye) is purely
inseparable, it is easily seen that the inducedmap f−1e (ye)→ f−1(y) is a homeomorphism; there
follows an isomorphism of X(x)-schemes ([44, Ch.IV, Prop.18.8.10]) :
Xe(xe)
∼→ X(x)×Y Ye.
Let ηe be the generic point of Ye; by construction, η lifts to a geometric point ηe of Ye, localized
at ηe, and we have continuous group homomorphisms :
(13.4.16) π1(U tr, ξ)
∼→ Ker (π1(Ue,tr, ξ′e)→ π1(ηe, |ηe|))→ Ker π1(fe,tr, ξ′e).
The composition of (13.4.15) and (13.4.16) is a continuous group homomorphism
(13.4.17) π1(U tr, ξ)→ HomZ(Coker (log f)gpx ,µe(κ))
whence, finally, a pairing
Coker (log f)gpx × π1(U tr,e´t, ξ)→ µe(κ).
We claim that this pairing agrees with the one deduced from (13.4.2). Indeed, by tracing back
through the constructions, we see that (13.4.17) is the homomorphism arising from the Galois
covering of U tr, which is obtained from gQ|P , after base change along the composition
U tr → Xe → SpecR[Q′].
On the other hand, the discussion of (13.3.30) shows that the homomorphism π1(Utr,e´t, ξ
′) →
GQ arising from the bottom row of (13.4.1), classifies the Galois covering C → U tr obtained
from gQ, by base change along the same map. By the same token, the top row of (13.4.1)
corresponds to the GP -Galois covering C
′ → |η| obtained by base change of gP along the
composition |η| → Y → SP . The map log fx induces a morphism of schemes C → C ′×|η| Utr,
and (13.4.2) corresponds to the GQ|P -torsor obtained from a fibre of this morphism. Evidently,
this torsor is isomorphic to g−1Q|P (τ
′
Q), whence the contention.
13.4.18. In the situation of (13.4), recall that there is a natural bijection between the set of
maximal points of f−1x (y), and the set Σ of maximal points of the closed fibre of the induced
map
(13.4.19) SpecMx → SpecN y
(proposition 12.7.14). For every q ∈ Σ, denote by ηq the corresponding maximal point of
f−1x (y), choose a geometric point ηq localized at ηq, and let X(ηq) be the strict henselization of
X(x) at ηq. Also, set
Uq := U ×X(x) X(ηq) U q := Uq ×|η| |η|
and notice that U q is an irreducible normal scheme. Notice as well that f induces a strict
morphism (X(ηq),M(ηq)) → (Y,N) (theorem 12.7.8(iii.a)), and therefore the log structure of
Uq ×X(ηq) (X(ηq),M(ηq)) is trivial.
Recall that Z := U \ U tr is a finite union of irreducible closed subsets of codimension
one in U , and OU,z is a discrete valuation ring, for each maximal point z ∈ Z (proposition
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12.7.17(iv,v)); especially, the category Tame(U, U tr) is well defined (definition 13.3.16(iii)).
We denote
Tame(f, x)
the full subcategory of Tame(U, U tr) consisting of all the coverings C → U tr such that, for
every q ∈ Σ, the induced covering
C ×U tr U q → U q
is trivial (i.e. C ×U tr U q is a disjoint union of copies of U q). It is easily seen that Tame(f, x)
is a Galois category (see [58, Exp.V, De´f.5.1]), and we obtain a fibre functor for this category,
by restriction of the usual fibre functor ϕ 7→ ϕ−1(ξ) defined on all e´tale coverings ϕ of U tr;
we denote by π1(U tr/Ye´t, ξ) the corresponding fundamental group. According to [58, Exp.V,
Prop.6.9], the fully faithful inclusion Tame(f, x)→ Cov(U tr) induces a continuous surjective
group homomorphism
(13.4.20) π1(U tr,e´t, ξ)→ π1(U tr/Ye´t, ξ).
Proposition 13.4.21. The map (13.4.3) factors through (13.4.20), and the induced group ho-
momorphism :
(13.4.22) π1(U tr/Ye´t, ξ)→ Coker (log f gpx )∨ ⊗Z
∏
ℓ 6=p
Zℓ(1).
is surjective.
Proof. Let σY : Y → Y qfs be the natural morphism of schemes exhibited in remark 12.2.36(iv),
and set
(Y,N ′) := Y ×Y qfs (Y,N)qfs (X,M ′) := (Y,N ′)×(Y,N) (X,M).
Since f is saturated, both (X,M ′) and (Y,N ′) are fs log schemes (see remark 12.2.36(i)); also,
the morphism of schemes underlying the induced morphism of log schemes f ′ : (X,M ′) →
(Y,N ′), agrees with that underlying f . Moreover, by construction we have N ′♯z = (N
♯
z)
sat
for every geometric point z of Y , especially (Y,N ′)tr = (Y,N)tr. Likewise, M
′♯
z = (M
♯
z)
sat
(lemma 6.2.12(iii,iv)), therefore Str(f ′) = Str(f), and especially, (X,M ′)tr = (X,M)tr. Fur-
thermore, notice that the the natural map
(13.4.23) Coker (log f)gpx → Coker (log f ′)gpx
is surjective, and its kernel is a quotient of (M satx )
×/M×x , especially it is a torsion subgroup.
However, the cokernel of (log f)gpx equals the cokernel of (log f
♯
x)
gp, hence it is torsion-free
(corollary 6.2.32(ii)), so (13.4.23) is an isomorphism. Thus, we may replace N (resp. M ) by
N ′ (resp. M ′), and assume from start that f is a smooth, saturated morphism of fs log schemes.
In this case, in light of the discussion of (13.4.14), it suffices to prove that (13.4.17) is a
surjection, and that it factors through π1(U tr/Ye´t, ξ). To prove the surjectivity comes down to
showing that U tr ×Xe X ′e is a connected scheme. However, let xe be the support of xe, and
notice that ψP ◦ πe(ye) = mP , the closed point of TP . Since x maps to the closed point of TQ,
we deduce easily that the image of xe in TQ′ is the closed point mQ′ , i.e. xe lies in the closed
subschemeXe×S′Q Spec κ〈Q′/mQ′〉. Notice as well that eQ|P is of Kummer type (see definition
6.4.41); by proposition 13.3.7(ii), it follows that there exists a unique geometric point x′e of X
′
e
lying over xe, whence an isomorphism of Xe(xe)-schemes ([44, Ch.IV, Prop.18.8.10])
X ′e(x
′
e)
∼→ X ′e ×Xe Xe(xe).
Hence U tr ×Xe X ′e is an open subset of |ηe| ×Ye X ′e(xe), and the latter is an irreducible scheme,
by proposition 12.7.17(ii). We also deduce that the induced morphism
he,x : (X
′
e(x
′
e),M
′
e(x
′
e))→ (Xe(xe),M e(xe))
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is a finite e´tale covering of log schemes. From the discussion in (13.4.11), we see that the
restriction of he,x
Str(he,x)→ Xe(xe)
is an e´tale morphism, and Str(he,x) contains the strict locus of the induced morphism
f ′e,x : (X
′
e(x
′
e),M
′
e(x
′
e))→ (Ye, N e).
Since the field extension κ(y) → κ(ye) is purely inseparable, ηq lifts uniquely to a geometric
point ηe,q ∈ Xe(xe), and as usual we deduce that the strict henselization Xe(ηq) of Xe(xe)
at ηe,q is isomorphic, as an Xe(xe)-scheme, to Xe(xe) ×X(x) X(ηq). Moreover, if ηe,q is the
support of ηe,q, a simple inspection shows that the fibre h
−1
e,x(ηe,q) consists of maximal points
of f ′−1e,x (ye). By theorem 12.7.8(iii.a), every point of h
−1
e,x(ηe,q) lies in Str(f
′
e,x), therefore the
induced morphismX ′e ×Xe Xe(ηq)→ Xe(ηq) is finite and e´tale. Taking into account (13.3.39),
we conclude that the e´tale coveringX ′e ×Xe U tr → U tr is an object of Tame(f, x), whence the
proposition. 
13.4.24. Say that Y = SpecR; for every algebraic field extension K of κ(η) = Frac(R), let
RK be the normalization of R inK, set |ηK | := SpecK and
YK := SpecRK (YK , NK) := YK ×Y (Y,N) (XK ,MK) := YK ×Y (X,M).
Moreover, let fK : (XK ,MK) → (YK , NK) be the induced morphism, and yK any geomet-
ric point localized at the closed point yK of the strictly local scheme YK ; since the extension
κ(y)→ κ(yK) is purely inseparable, there exists a unique geometric point xK of XK lifting x,
and we have an isomorphism of (X(x),M(x))-schemes :
(XK(xK),MK(xK))
∼→ XK ×X (X(x),M(x)) = YK ×Y (X(x),M(x)).
Clearly the morphism fK is again of the type considered in (13.4.18); especially, the maximal
points of f−1K,xK(yK) are in natural bijection with the elements of Σ, and it is natural to denote
UK := U ×Y |ηK | UK,tr := Utr ×Y |ηK | UK,q := UK,tr ×X(x) X(ηq)
for every q ∈ Σ. Then, let ηK,q be the unique geometric point of f−1K,xK (yK) lying over ηq, and
ηK,q the support of ηK,q; as usual, we have
(13.4.25) XK(ηK,q) = X(ηq)×Y YK
hence the above notation is consistent with the one introduced for the original morphism f .
Furthermore, if z is any maximal point of U\U tr, the image zK of z in UK is a maximal point of
UK\UK,tr, and since the induced map OUK ,zK → OU,z is faithfully flat, proposition 12.7.17(iv,v)
easily implies that OUK ,zK is a discrete valuation ring. We may then denote
Tame(f, x,K)
the full subcategory of Tame(UK , UK,tr), consisting of those objects C → UK,tr, such that the
induced covering C ×UK,tr UK,q → UK,q is trivial, for every q ∈ Σ. We have a natural functor
(13.4.26) 2-colim
K
Tame(f, x,K)→ Tame(f, x)
where the 2-colimit ranges over the filtered family of all finite separable extensionsK of κ(η).
Lemma 13.4.27. The functor (13.4.26) is an equivalence.
Proof. Let h : C → U tr be an object of the category Tame(f, x). According to [44, Ch.IV,
Prop.17.7.8(ii)] and [43, Ch.IV, Prop.8.10.5], we may find a finite extension K of κ(η), such
that h descends to a finite e´tale morphism
hK : CK → UK,tr.
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Let C ′K (resp. C
′) denote the normalization of CK (resp. of C) over UK (resp. over U). Since
the morphism |η| → |ηK | is ind-e´tale, we have C ′ = C ′K ×|ηK | |η| ([44, Ch.IV, Prop.17.5.7]),
and it follows easily that CK is tamely ramified along the divisor UK\UK,tr. From (13.4.25) we
get a natural isomorphism :
U q
∼→ UK,q ×|ηK | |η|.
Thus, after replacing K by a larger finite separable extension of κ(η), we may assume that the
induced morphism CK ×UK,tr UK,q → UK,q is a trivial e´tale covering, for every q ∈ Σ.
This shows that (13.4.26) is essentially surjective; likewise one shows the full faithfulness :
the details shall be left to the reader. 
13.4.28. In the situation of (13.4.24), letK be an algebraic extension of κ(η), and
h : C → UK,tr
any object of Tame(UK , UK,tr), and denote by C
′ the normalization of XK(xK) in C. We
claim that there exists a largest non-empty open subset
E(h) ⊂ XK(xK)
such that the restriction h−1E(h) → E(h) of h is e´tale. Indeed, in any case, h restricts to an
e´tale morphism on a dense open subset containing UK,tr, and there exists a largest open subset
E ′ ⊂ C ′ such that h|E′ is e´tale (claim 13.1.8 and lemma 13.1.7(iii)). Then it is easily seen that
E(h) := XK(xK)\h(C ′\E ′) will do.
Lemma 13.4.29. With the notation of (13.4.28), the categoryTame(f, x,K) is the full subcat-
egory of Tame(UK , UK,tr) consisting of those objects h : C → UK,tr such that E(h) contains
the maximal points of XK(xK)×YK |yK|.
Proof. In view of claim 13.1.9, this characterization is a rephrasing of the definition of the
category Tame(f, x,K). 
13.4.30. Keep the notation of (13.4.28), and suppose that h is an object of Tame(f, x,K).
Fix q ∈ Σ; then lemma 13.4.29 says that ηK,q ∈ E(h). Thus, we obtain a functor
Tame(f, x,K)→ Cov(|ηK,q|) : C 7→ C ′ ×XK (xK) |ηK,q|.
However, the natural morphism |ηK,q| → |ηq| is radicial, hence it induces an equivalence
Cov(|ηq|) ∼→ Cov(|ηK,q|)
(lemma 13.1.7(i)). Combining these two functors in the special special case where K := κ(η),
we get a functor
(13.4.31) Tame(f, x)→ Cov(|ηq|) : (C → U tr) 7→ (C|ηq → |ηq|).
Now, the rule ϕ 7→ ϕ−1(ηq) yields a fibre functor for the Galois category Cov(|ηq|); by com-
position with (13.4.31), we deduce a fibre functor for Tame(f, x), whose group of automor-
phisms we denote π1(U tr/Ye´t, ηq). Also, set F (q) := Mx\q, and notice that the structure map
Mx → OX(x),x induces a group homomorphism
(13.4.32) F (q)gp → κ(ηq)×.
Lemma 13.4.33. With the notation of (13.4.30), we have :
(i) The natural map Coker (log fx)→ F (q) induces a commutative diagram of groups
π1(|ηq|e´t, ηq) //
α

π1(U tr/Ye´t, ηq) // π1(U tr/Ye´t, ξ)
β

F (q)gp∨ ⊗Z
∏
ℓ 6=p Zℓ(1)
γ // Coker (log f gpx )
∨ ⊗Z
∏
ℓ 6=p Zℓ(1)
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where β is (13.4.22), and α is deduced from (13.4.32), as in the discussion of (13.3.25).
(ii) α is surjective, and γ is an isomorphism.
Proof. (i): The proof amounts to unwinding the definitions, and shall be left as an exercice
for the reader. Notice that the second arrow on the top row is only well-defined up to inner
automorphisms, but since the groups on the bottom row are abelian, the ambiguity does not
affect the statement.
(ii): Notice that log fx restricts to a map of monoids O
×
Y,y → F (q), which induces an iso-
morphism Coker(log f)♯
∼→ F (q)♯; we deduce that γ is an isomorphism. Next, let Z be the
topological closure of ηq in X(x), and endow Z with its reduced subscheme structure; set also
(Z,M(Z)) := Z ×X(x) (X,M). The map α factors as a composition
π1(|ηq|e´t, ηq)→ π1((Z,M(Z))tr,e´t, ηq)→ F (q)gp∨ ⊗Z
∏
ℓ 6=p
Zℓ(1)
where the first map is surjective, by lemma 13.1.7(ii). Lastly, notice that M(Z)red,x = F (q)◦;
by propositions 13.3.41 and 12.7.14(ii), it follows that the second map is surjective as well, so
the proof of (ii) is complete. 
13.4.34. In the situation of (12.3.44), suppose that Yi is a strictly local normal scheme for
every i ∈ I , and the transition morphisms Yj → Yi are local and dominant, for every morphism
i → j in I . Let x be a geometric point of X , and denote by xi the image of x in Xi, for every
i ∈ I . Suppose that the image y of x in Y is localized at the closed point. Also, let η be a strict
geometric point of Y , localized at the generic point ηi, and denote by ηi (resp. yi) the strict
image of η (resp. y) in Yi (see definition 4.9.17(v)).
Lemma 13.4.35. In the situation of (13.4.34), suppose that (g, log g) : (X,M) → (Y,N) is a
smooth and saturated morphism of fine log schemes. Then there exist i ∈ I , and a smooth and
saturated morphism (gi, log gi) : (Xi,M i) → (Yi, N i) of fine log schemes, such that log g =
π∗i log gi.
Proof. By corollary 12.3.45, we can descend (g, log g) to a smooth morphism (gi, log gi) of fine
log schemes, and after replacing I by I/i, we may assume that i = 0. Then the contention
follows from corollary 12.2.34(ii). 
13.4.36. Keep the situation of (13.4.34), and suppose that (g0, log g0) : (X0,M0)→ (Y0, N 0)
is a smooth and saturated morphism of fine log schemes; set
(Xi,M i) := Xi ×X0 (X0,M 0) (Yi, N i) := Yi ×Y0 (Y0, Y 0)
and denote (gi, log gi) : (Xi,M i) → (Yi, N i) the induced morphism of log schemes, for ev-
ery i ∈ I . Also, let (g, log g) : (X,M) → (Y,N) be the limit of the system of morphisms
((gi, log gi) | i ∈ I). These are morphisms of the type considered in (13.4), so we may define
Ui := g
−1
i,xi
(ηi), and introduce likewise the schemes Ui,tr, U i and U i,tr as in (13.4). Moreover,
set Zi := U i\U i,tr for every i ∈ I; clearly Zi = Zj ×Xj(xj)Xi(xi) for every morphism i→ j in
I . Also, each Zi is a finite union of irreducible subsets of codimension one, and for every i→ j
in I , the transition morphismsXi → Xj restrict to maps
MaxZi → MaxZj MaxXi(xi)×Yi |yi| → MaxXj(xj)×Yj |yj |
Combining proposition 13.3.21(ii) and lemma 13.4.29, we deduce a fully faithful functor
(13.4.37) 2-colim
i∈I
Tame(gi, xi)→ Tame(g, x).
Lemma 13.4.38. The functor (13.4.37) is an equivalence.
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Proof. It remains only to show the essential surjectivity. Hence, let h be a given object of
Tame(g, x); by proposition 13.3.21(ii), we know that there exists j ∈ I such that h descends
to an e´tale covering hj : Vj → U j,tr, tamely ramified along Zj , and after replacing I by I/i,
we may assume that j is the final object of I , and define hi := U i,tr ×Uj,tr hj for every i → j
in I . Now, let E ′ ⊂ E(h) be a constructible open subset containing the maximal points of
X(x) ×Y |y|. For every i ∈ I , let Y i be the normalization of Yi in Specκ(ηi), and set X i :=
Xi(xi) ×Yi Y i; according to [43, Ch.IV, Th.8.3.11], there exists i ∈ I such that E ′ descends to
a constructible open subset E ′i ⊂ X i, and then necessarily E ′i contains all the maximal points
ofXi(xi)×Yi |yi|. As usual, we may assume that i is the final object, so E ′i is defined for every
i ∈ I . Lastly, since h extends to an e´tale covering on E ′, we see that hi extends to an e´tale
covering of E ′k, for some k ∈ I ([44, Ch.IV, Prop.17.7.8(i)]). In view of lemma 13.4.29, the
contention follows. 
Theorem 13.4.39. The map (13.4.22) is an isomorphism.
Proof. Arguing as in the proof of proposition 13.4.21, we may assume that both (X,M) and
(Y,N) are fs log schemes, and in view of proposition 13.4.21, we need only show that (13.4.22)
is injective. This comes down to the following assertion. For every object h : C → U tr of the
category Tame(f, x), the induced action of π1(U tr, ξ) on h
−1(ξ) factors through the quotient
Coker (log f gpx )
∨ ⊗Z
∏
ℓ 6=p Zℓ(1).
• By lemma 13.4.27, there exist a finite separable extension K of κ(η), and an object h :
CK → UK,tr of Tame(f, x,K), with an isomorphism CK ×UK,tr U tr ∼→ C of U tr-schemes.
Since log fx = log fK,xK , the theorem will hold for the morphism f and the point x, if and only
if it holds for fK and the point xK .
Claim 13.4.40. The theorem holds if Y is noetherian of dimension one.
Proof of the claim. In this case, Y is the spectrum of a strictly henselian discrete valuation
ring R, and the same then holds for YK . Hence, we may replace throughout f by fK , and
assume from start that there exists an object h : C → Utr of Tame(f, x, κ(η)), with an iso-
morphism C
∼→ C ×Utr U tr of U tr-schemes. Endow Y with the fine log structure N ′ such
that Γ(Y,N ′) = R \{0}; since (Y,N)tr is dense in Y , we have a well defined morphism of
log schemes π : (Y,N ′) → (Y,N), which is the identity on the underlying schemes. Set
(X,M ′) := (Y,N ′)×(Y,N) (X,M). Then (Y,N ′) is a regular log scheme, and consequently the
same holds for (X,M ′), by theorem 12.5.44.
Furthermore, π trivially restricts to a strict morphism on the open subset |η|, hence the in-
duced morphism (X,M ′) ×Y |η| → (X,M) ×Y |η| is an isomorphism, especially Utr is the
trivial locus of (X(x),M ′(x))×Y |η|. However, it is easily seen that (X(x),M ′(x))tr does not
intersect the closed fibre f−1x (y), so finally Utr = (X(x),M
′(x))tr.
From theorem 13.3.43, we deduce that h extends to an e´tale covering of (X(x),M ′(x)).
Then, arguing as in (13.4) we get a commutative diagram of groups :
π1(U tr,e´t, ξ) //

Coker (log f gpx )
∨ ⊗Z
∏
ℓ 6=p Zℓ(1)

π1(Utr,e´t, ξ
′)
α // M gp∨x ⊗Z
∏
ℓ 6=p Zℓ(1)
whose top horizontal arrow is (13.4.3), and whose right vertical arrow is deduced from the
projectionM gpx → Coker (log f gpx ). Lastly, proposition 13.3.41 shows that the natural action of
π1(Utr,e´t, ξ
′) on h−1(ξ′) factors through α, so the claim follows. ♦
• Next, suppose that Y is an arbitrary normal, strictly local scheme. The discussion in
(13.4.14) implies that, in order to prove the theorem, it suffices to find an integer e > 0, a
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(X,M)-scheme (X ′e,M
′
e) as in (13.4.11), and a geometric point x
′
e of X
′
e lying over x, such
that h ×X(x) X ′e(x′e) is a trival covering. To this aim, we write Y as the limit of a cofiltered
system (Yi | i ∈ I) of strictly local excellent and normal schemes (lemma 13.1.28), and we
denote by ηi the generic point of Yi, for every i ∈ I . By lemma 13.4.35, we may then descend
(f, log f) to a smooth and saturated morphism (fi, log fi) : (Xi,M i) → (Yi, N i), for some
i ∈ I , and as usual, we may assume that i is the final object of I . Let xi be the image of x in
Xi; by lemmata 13.4.38 and 13.4.27, the object h ofTame(f, x, κ(η)) descends to an object hi
of Tame(fi, xi, K), for some i ∈ I , and some finite separable extensionK of κ(ηi). It suffices
therefore to find e > 0, a (Xi,M i)-scheme (X
′
i,e,M
′
i,e), and a geometric point x
′
i,e ofX
′
i,e lying
over xi, such that hi ×Xi(xi) X ′i,e(x′i,e) is a trivial covering. In other words, we may replace
throughout Y by Yi,K , and assume from start that Y is excellent, and h descends to an object
h : C → Utr of Tame(f, x, κ(η)).
• By [38, Ch.II, Prop.7.1.7] (see also remark 12.5.50) we may find a discrete valuation ring
V and a local injective morphism R → V inducing an isomorphism on the respective fields of
fractions. Let Vsh be the strict henselization of V (at a geometric point whose support is the
closed point), and set
Y := SpecVsh (Y,N) := Y ×Y (Y,N) (X,M) := Y ×Y (X,M).
Also, let f : (X,M)→ (Y,N) be the induced morphism. Denote by y a geometric point localized
at the closed point y of Y; also, pick any geometric point x of X, whose image in X is x; the
induced morphism
(13.4.41) (X(x),M(x))→ (X(x),M(x))
restricts to a flat morphism f−1x (y)→ f−1x (y) and from proposition 12.7.14, we see that the latter
induces a bijection between the sets of maximal points of the two fibres. On the other hand, let
ηV denote a geometric point localized at the generic point ηV of Y; then (13.4.41) restricts to an
ind-e´tale morphism f−1x (ηV)→ f−1x (η). Hence, set
Utr := (X(x),M(x))tr ×Y |ηV|.
From lemma 13.4.29, it follows easily that the covering C ×Utr Utr → Utr is an object of
Tame(f, x, κ(ηV)).
For any integer e > 0 invertible in R, pick a (Y,N)-scheme (Ye, N e) as in (13.4.11), so that
we may define the e´tale morphism (X ′e,M
′
e)→ (Xe,Me) of (Ye, N e)-schemes as in (13.4.13).
Notice that the morphism (X ′e,M
′
e) → (Ye, N e) is again of the type considered in (13.4), and
there exists, up to isomorphism, a unique geometric point x′e of X
′
e lifting x; moreover, for any
geometric point ye supported at ye, the induced map
SpecM ′e,x′e → SpecN ′e,ye
is naturally identified with (13.4.19). Likewise, pick a (Y,N)-scheme (Ye,Ne) in the same
fashion, and denote by ηe (resp. ηV,e) the generic point of Ye (resp. of Ye), and by ye ∈ Ye (resp.
ye ∈ Ye) the closed point. We may choose Ye so that κ(ηV,e) contains κ(ηe), in which case we
have a strict morphism
(Ye,Ne)→ (Ye, N e)
of log schemes, and we may set (X′e,M
′
e) := Ye ×Ye (X ′e,M ′e). Again, there exists, up to
isomorphism, a unique geometric point x′e of X
′
e lifting x, and by claim 13.4.40, we may assume
that both e and κ(ηV,e) have been chosen large enough, so that the base change
h×X(x) X′e(x′e)
shall be a trivial e´tale covering. Hence, we may replace Y by Ye, Y by Ye, X by X
′
e, and h by
h×X(x) X ′e(x′e), and assume from start that C ×Utr Utr is a trivial covering of Utr. The theorem
will follow, once we show that – in this case – h is a trivial e´tale covering.
FOUNDATIONS FOR ALMOST RING THEORY 1191
Let C ′ (resp. C′) be the normalization of X(x) in C (resp. of X(x) in C ×Utr Utr), and define
E(h) as in (13.4.28). Then C′ is a trivial e´tale covering of X(x), and sinceX(x) is excellent, the
induced morphism h′ : C ′ → X(x) is finite.
Claim 13.4.42. For every maximal point ηq of f
−1
x (y), the induced covering C|ηq → |ηq| is
trivial (notation of (13.4.31)).
Proof of the claim. Let Zq denote the topological closure of {ηq} in X(x), and endow Zq with
its reduced subscheme structure; then Eq := E(h) ∩ Zq is non-empty (lemma 13.4.29), and
geometrically normal (proposition 12.7.14(ii) and corollary 12.5.29). Also, (13.4.41) induces
an isomorphism of κ(y)-schemes
Eq ×X(x) X(x) ∼→ Eq ×κ(y) κ(y).
Moreover, Zq is strictly local, and Zq ×X(x) X(x) is the strict henselization of Zq ×κ(y) κ(y)
at the point x. Furthermore, the morphism h′′ := h′ ×X(x) Eq is an e´tale covering of Eq, and
h′′ ×κ(y) κ(y) is naturally identified with the restriction of C′ to the subscheme Eq ×X(x) X(x)
([44, Ch.IV, Prop.17.5.7]), hence it is a trivial covering. By example 13.2.6, it follows that h′′ is
trivial as well. Since C|ηq is the restriction of h
′′ to |ηq|, the claim follows. ♦
Clearly (13.4.41) maps each stratum Uq of the logarithmic stratification of X(x), to the corre-
sponding stratum Uq of the logarithmic stratification of X(x) (see (12.5.51)). More precisely,
since (13.4.41) ×Y |η| is ind-e´tale, proposition 12.7.17(iii) implies that the generic point of
Uq ×Y |ηV| gets mapped to the generic point of Uq ×Y |η|. We conclude that E(h) contains the
generic point of every stratum Uq ×Y |η|.
Claim 13.4.43. X(x)×Y |η| ⊂ E(h).
Proof of the claim. Notice first that (X,M)×Y |η| is a regular log scheme (corollary 12.5.45).
For any geometric point ξ of X(x), denote by (X(ξ),M(ξ)) the strict henselization of
(X(x),M(x)) at ξ, and set C ′(ξ) := C ′ ×X(x) X(ξ). Now, suppose that the support of ξ
lies in the stratum Uq ×Y |η|, and let ξq be a geometric point localized at the generic point
of Uq. By assumption, C
′(ξ) is a finite X(ξ)-scheme, tamely ramified along the non-trivial
locus of (X(ξ),M(ξ)). Likewise, C ′(ξq) is tamely ramified along the non-trivial locus of
(X(ξq),M(ξq)). Pick any strict specialization map (X(ξq),M(ξq)) → (X(ξ),M(ξ)) (see
(12.7.11)); it induces a functor
(13.4.44) Cov(X(ξ),M(ξ))→ Cov(X(ξq),M(ξq))
and theorem 13.3.43 implies that C ′(ξ) is an object of the source of (13.4.44), which is mapped,
under this functor, to the object C ′(ξq). By proposition 13.3.41, for any geometric point ξ of
X(x) ×Y |η|, the category Cov(X(ξ),M(ξ)) is equivalent to the category of finite sets with a
continuous action of (M ξ)
gp∨ ⊗Z
∏
ℓ 6=p Zℓ(1). On the other hand, clearly M(x)
♯ restricts to
a constant sheaf of monoids on (Uq)τ . In view of (13.3.52), we deduce that (13.4.44) is an
equivalence; lastly, we have seen that the induced morphism C ′(ξq) → X(ξq) is e´tale, i.e. is a
trivial covering, therefore the same holds for the morphism C ′(ξ) → X(ξ), and consequently
the support of ξ lies in E(h) (claim 13.1.9). Since ξ is arbitrary, the assertion follows. ♦
Claim 13.4.45. There exists a non-empty open subset UY ⊂ Y such that X(x)×Y UY ⊂ E(h).
Proof of the claim. Since X(x) is a noetherian scheme, E(h) is a constructible open subset,
hence Z := X(x)\E(h) is a constructible closed subset of X(x). The subset fx(Z) is pro-
constructible ([41, Ch.IV, Prop.1.9.5(vii)]) and does not contain η (by claim 13.4.43), hence
neither does its topological closure W ([41, Ch.IV, Th.1.10.1]). It is easily seen that UY :=
Y \W will do. ♦
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Claim 13.4.46. Let UY be as in claim 13.4.45. We have :
(i) There exists an irreducible closed subset Z of Y of dimension one, such that Z ∩
(Y,N)tr ∩ UY 6= ∅.
(ii) For any Z as in (i), the induced functor Cov(E(h))→ Cov(Z×Y E(h)) is fully faithful.
Proof of the claim. (i): More generally, let (A,m) be any local noetherian domain of Krull
dimension d ≥ 1, and W ⊂ SpecA a proper closed subset; we show that there exists an
irreducible closed subset Z ⊂ SpecA of dimension one, not contained in W . To this aim, we
may assume thatW = SpecA/fA for some f ∈ m\{0}; let n be any maximal ideal ofA[f−1],
and p := A ∩ n. Since A/p[f−1] is a field, [41, Ch.0, Cor.16.3.3] implies that Z := SpecA/p
will do.
(ii): It suffices to check that conditions (i)–(iii) of proposition 13.1.33 hold for Z and the
open subset E(h). However, condition (i) is immediate, since the generic point ηZ of Z lies
in UY . Likewise, condition (ii) holds trivially for the fibre over the point ηZ , so it suffices to
consider the fibre over the closed point y of Z, in which case the assertion is just lemma 13.4.29.
Lastly, condition (iii) follows directly from theorem 12.7.8(iii.b) and [44, Ch.IV, Prop.18.8.10,
18.8.12(i)]. ♦
Let Z be as in claim 13.4.46(i), and endow Z with its reduced subscheme structure. Let also
Z ′ be the normalization of Z; then both Z and Z ′ are strictly local, and the morphism Z ′ → Z
is radicial and surjective, hence the induced functor
Cov(Z ×Y E(h))→ Cov(Z ′ ×Y E(h))
is an equivalence (lemma 13.1.7(i)). Taking into account claim 13.4.46, we are thus reduced to
showing that the morphism
(Z ′ ×Y E(h))×X(x) C ′ → Z ′ ×Y E(h)
is a trivial e´tale covering. However, let ηZ′ be the generic point of Z
′, and set
(Z ′, N ′) := Z ′ ×Y (Y,N) (X ′,M ′) := Z ′ ×Y (X,M).
The open subset (Z ′, N ′)tr is dense in Z
′, by virtue of claim 13.4.46(i), so the induced mor-
phism f ′ : (X ′,M ′) → (Z ′, N ′) is still of the type considered in (13.4), the geometric point
x lifts uniquely (up to isomorphism) to a geometric point x′ of X ′, and h ×Y Z ′ is an ob-
ject of Tame(f ′, x′, κ(ηZ′)) (lemma 13.3.17(i)). Hence, we may replace from start (X,M) by
(X ′,M ′), (Y,N) by (Z ′, N ′), h by h×Y Z ′, after which, we may assume that Y is noetherian
and of dimension one. Moreover, taking into account claim 13.4.42, we may assume that the
induced covering C|ηq → |ηq| is trivial, for every maximal point ηq of f−1x (y), and it remains to
show that h is trivial under these assumptions.
To this aim, we look at the corresponding commutative diagram of groups, provided by
lemma 13.4.33(i) : with the notation of loc.cit., we see that in the current situation, β is an
isomorphism as well, by claim 13.4.40, therefore lemma 13.4.33(ii) says that the group homo-
morphism π1(|ηq|e´t, ηq) → π1(U tr/Ye´t, ξ) is surjective, for any maximal point ηq of f−1x (y).
From this, we deduce that h is a trivial covering, and therefore there exists an e´tale covering
CY → |η| with an isomorphism C ∼→ CY ×|η| Utr ([58, Exp.IX, Th.6.1]). Denote by CνY the
normalization of Y in CY . Also, set E
′ := E(h) ⊂ Str(fx). In light of theorem 12.7.8(iii.a)
and lemma 13.4.29, it is easily seen that the restriction E ′ → Y of fx is surjective; the latter
is also a smooth morphism of schemes (corollary 12.3.27(i)). It follows that CνY ×Y E ′ is the
normalization of E ′ in C ([44, Ch.IV, Prop.17.5.7]), especially, it is an e´tale covering of E ′. We
then deduce that CνY is already a (trivial) e´tale covering of Y ([44, Ch.IV, Prop.17.7.1(ii)]), and
then clearly h must be a trivial covering as well. 
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Remark 13.4.47. Theorem 13.4.39 is the local acyclicity result that gives the name to this
section. However, the title is admittedly not self-explanatory, and its full justification would
require the introduction of a more advanced theory of the log-e´tale site, that lies beyond the
bounds of this treatise. In rough terms, we can try to describe the situation as follows. In lieu of
the standard strict henselization, one should consider a suitable notion of strict log henselization
for points of the log-e´tale topoi associated with log schemes. Then, for f : X → Y as in (13.4)
with saturated log structures on both X and Y , and log-e´tale points x˜ of X with image y˜ in Y ,
one should look, not at our fx, but rather at the induced morphism fx˜ of strict log henselizations
(ofX at x˜ and of Y at y˜). The (suitably defined) log geometric fibres of fx˜ will be the log Milnor
fibres of f at the log-e´tale point x˜, and one can state for such fibres an acyclicity result : namely,
the prime-to-p quotients of their (again, suitably defined) log fundamental groups vanish. The
proof proceeds by reduction to our theorem 13.4.39, which, with hindsight, is seen to supply
the essential geometric information encoded in the more sophisticated log-e´tale language.
14. THE ALMOST PURITY TOOLBOX
The sections of this rather heterogeneous chapter are each devoted to a different subject,
and are linked to each other only very loosely, if they are at all. They have been lumped here
together, because they each contribute a distinct self-contained little theory, that will find ap-
plication in one step or other of the proof of the almost purity theorem or of its applications
in chapter 17. The exception is section 14.8 : it studies a class of rings more general than
the measurable algebras introduced in section 14.5; the results of section 14.8 will not be used
elsewhere in this treatise, but they might be interesting for other purposes.
Section 14.4 develops the yoga of almost pure pairs (see definition 14.4.1(i)); the relevance
to the almost purity theorem is clear, since the latter establishes the almost purity of certain
pairs (X,Z) consisting of a scheme X and a closed subscheme Z ⊂ X . This section provides
the means to perform various kinds of reductions in the proof of the almost purity theorem,
allowing to replace the given pair (X,Z) by more tractable ones.
Section 14.5 introduces measurable (and more generally, ind-measurable) K+-algebras, for
K+ a fixed valuation ring of rank one : see definitions 14.5.3(ii) and 14.5.64. For modules
over a measurable algebra, one can define a well-behaved real-valued normalized length. This
length function is non-negative, and additive for short exact sequences of modules. Moreover,
the length of an almost zero module vanishes (for the standard almost structure associated with
K+). Conversely, under some suitable assumptions, a module of normalized length zero will
be almost zero.
Lastly, section 14.6 studies some questions concerning the formation of quotients of affine
almost schemes under a finite group action.
14.1. Non-flat almost structures. This section contains some material that complements the
generalities of [52, §2.4, §2.5] : indeed, whereas many of the preliminaries in loc.cit. make
no assumptions on the basic setup (V,m) that underlies the whole discussion, for the more
advanced results it is usually required that m˜ := m ⊗V m is a flat V -module. We shall show
how, with more work, one can remove this condition (or at least, weaken it significantly) and
still recover most of the useful almost ring theory of [52]. This extension shall be applied in a
later section, in order to state and prove the most general case of almost purity.
14.1.1. Let (V,m) be any basic setup in the sense of [52, §2.1.1], and R any V -algebra. For
every interval I ⊂ N, we have a localization functor
(14.1.2) CI(R-Mod)→ CI(Ra-Mod) K• 7→ K•a
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from complexes of R-modules, to complexes of Ra-modules, which is obviously exact, hence
it induces a derived localization functor :
(14.1.3) DI(R-Mod)→ DI(Ra-Mod).
The functor (14.1.2) admits a left (resp. right) adjoint
(14.1.4) CI(Ra-Mod)→ CI(R-Mod) K• 7→ K•! ( resp. K• 7→ K•∗ )
defined by applying termwise to K• the functor M 7→ M! (resp. M 7→ M∗) for Ra-modules
given by [52, §2.2.10, §2.2.21]. However, if m˜ is not flat, the functorM 7→M! is obviously not
exact, and the localization functor R-Mod → Ra-Mod does not send injectives to injectives
(cp. [52, Cor.2.2.24]). This makes it trickier to deal with constructions in the derived category;
for instance, if m˜ is flat, we get a left adjoint to (14.1.3), simply by deriving trivially the exact
functor M 7→ M!. This fails in the general case, but we shall see later that a suitable derived
version of the construction ofM! is still available.
14.1.5. For any interval I ⊂ N, letΣI be the multiplicative set of morphismsϕ inDI(R-Mod)
such that ϕa is an isomorphism in DI(Ra-Mod); arguing as in the proof of [112, Prop.10.4.4],
one sees that ΣI is right locally small, hence the localized category Σ
−1
I D
I(R-Mod) has small
Hom-sets (proposition 1.6.16(ii)) which are independent (up to natural isomorphism) of the
choice of universe. Obviously the derived localization functor factors through a natural functor
(14.1.6) Σ−1I D
I(R-Mod)→ DI(Ra-Mod).
Lemma 14.1.7. (i) For every interval I , the functor (14.1.6) is an equivalence.
(ii) For everyK•, L• ∈ Ob(DI(R-Mod)) the induced Ra-linear morphism
HomDI(R-Mod)(K
•, L•)a → HomDI(Ra-Mod)(K•a, L•a)a
is an isomorphism.
Proof. (i): A proof is sketched in [52, §2.4.9], in case m˜ is flat, but in fact this assump-
tion is superfluous. Indeed, since the unit of adjunction M → Ma! is an isomorphism ([52,
Prop.2.2.23(ii)]), it is clear that the functorK• 7→ K•! of (14.1.4) descends to a functor
(14.1.8) DI(Ra-Mod)→ Σ−1I DI(R-Mod)
such that the composition (14.1.6) ◦ (14.1.8) is naturally isomorphic to the identity automor-
phism of DI(Ra-Mod). Likewise, a simple inspection shows that (14.1.8)◦(14.1.6) is naturally
isomorphic to the identity of Σ−1I D
I(R-Mod), whence the contention.
(ii): The R-module HomΣ−1I DI(R-Mod)
(K•, L•) is calculated as the colimit of the system of
R-modules (HomDI (R-Mod)(K
′•, L•) | ϕ• : K ′• → K•), where ϕ• ranges over the elements of
ΣI with target K
•. For such a morphism ϕ•, we have m ·H i(Coneϕ•) = 0 for every i ∈ Z.
Claim 14.1.9. Let C• be any object of DI(R-Mod) such that (H iC•)a = 0 for every i ∈ Z.
Then HomDI (R-Mod)(C
•, L•)a = 0 for every L• ∈ Ob(DI(R-Mod)).
Proof of the claim. Set Hn,k := HomDI(R-Mod)(C
•, (τ≥−nL•)[k]) for every n, k ∈ N; the
natural morphism L• → limn∈N τ≥−nL• is an isomorphism in C(R-Mod), so we have a short
exact sequence
0→ lim
n∈N
1Hn,−1 → HomD(R-Mod)(C•, L•)→ lim
n∈N
Hn,0 → 0
(proposition 7.3.43(iii)). Hence, it suffices to check that Han,0 = H
a
n,−1 = 0 for every n ∈ N,
and we are reduced to the case where L• is bounded below.
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Likewise, set H ′n := HomD(R-Mod)(τ
≤nC•, L•) for every n, k ∈ Z; since the natural mor-
phism colimn∈N τ
≤nC• → C• is an isomorphism in C(R-Mod), we have an isomorphism
HomD(R-Mod)(C
•, L•)
∼→ lim
n∈N
H ′n
(proposition 7.3.43(ii)), so we may assume that C• is a bounded above complex. In this situ-
ation, say that L• ∈ Ob(D≥a(R-Mod)) and C• ∈ Ob(D≤b(R-Mod)) for some a, b ∈ Z; we
may assume that a ≤ b, and we show, by induction on n, that (H ′n)a = 0 for every n ≥ a − 1.
The claim will follow for n = b. Indeed, notice that
H ′r = HomD(R-Mod)(τ
≤rC•, τ≤rL•) for every r ∈ Z
by virtue of remark 7.3.14(iv), so the assertion is clear for n = a − 1. Next, suppose that
the assertion is already known for every integer < n; from the short exact of complexes 0 →
τ≤n−1C• → τ≤nC• → (HnC•)[−n]→ 0 we deduce the exact sequence
HomD(R-Mod)((H
nC•)[−n], L•)→ H ′n → H ′n−1
(remark 7.3.33). But since m ·HnC• = 0, the first term in this exact sequence is annihilated by
m, and the same holds for the third term, by inductive assumption; then it holds for the middle
term as well, as required. ♦
By claim 14.1.9, we have HomD(R-Mod)(Coneϕ
•, L•)a = 0; by considering the long ex-
act HomD(R-Mod)(−, L•)-sequence associated with the distinguished triangle K ′• → K• →
Coneϕ, we deduce an Ra-linear isomorphism
HomDI(R-Mod)(ϕ
•, L•)a : HomDI(R-Mod)(K
′•, L•)a
∼→ HomDI(R-Mod)(K•, L•)a
(see remark 7.3.33). In light of (i), the assertion follows straightforwardly. 
14.1.10. We sketch a few generalities on derived tensor products, that will be applied to con-
struct useful objects in various derived categories. Recall first that the tensor product−⊗R− on
R-modules descends to a bifunctor−⊗Ra− ([52, §2.2.6, §2.2.12]), and ifM is a flatR-module,
then Ma is a flat Ra-module ([52, Lemma 2.4.7]). It follows that the category Ra-Mod has
enough flat objects, so every bounded above complex of Ra-modules admits a bounded above
flat resolution. Now, given bounded above complexesK•, L• of Ra-modules, set
K•
L⊗Ra L• := (K•!
L⊗R L•! )a
which is a well defined object of D(Ra-Mod).
• We claim that this rule yields a well defined functor
− L⊗Ra − : D−(Ra-Mod)× D−(Ra-Mod)→ D−(Ra-Mod).
Indeed, suppose ϕ• : K•1 → K•2 is a morphism in C(Ra-Mod), inducing an isomorphism in
D(Ra-Mod), and set C• := Cone (ϕ•! ); clearly, C
•a = 0 in D(Ra-Mod). Now, pick any flat
bounded above resolution P • → L•! , so that K•i! ⊗R P • computes K•i!
L⊗R L•! , for i = 1, 2. We
get natural isomorphism :
Cone(ϕ•
L⊗Ra L•) ∼→ (C• ⊗R P •)a ∼→ C•a ⊗Ra P •a = 0.
so the derived tensor product depends only on the image of K• in D−(Ra-Mod); likewise for
the argument L•, whence the contention.
• Next, suppose that P • → K• is a bounded above resolution, with P • a complex of flat
Ra-modules; we claim that there is a natural isomorphism in D(Ra-Mod)
K•
L⊗Ra L• ∼→ P • ⊗Ra L•.
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Indeed, pick any bounded above flat resolution Q• → L•! ; we have natural isomorphisms
K•
L⊗Ra L• ∼→ (K•! ⊗R Q•)a ∼→ K• ⊗Ra Q•a ∼→ P • ⊗Ra Q•a
in D(Ra-Mod), where the last holds, since Q•a is a complex of flat Ra-modules. Finally, the
induced map
P • ⊗Ra Q•a → P • ⊗Ra L•
is also an isomorphism in D(Ra-Mod), since P • is a complex of flat Ra-modules, so the claim
follows.
• Notice that, for anyK• ∈ Ob(D−(R-Mod)) and any flat resolutionP • → K•, the induced
morphism P •a → K•a is a flat resolution; it follows that, for any L• ∈ Ob(D(R-Mod)) we get
a natural isomorphism
(14.1.11) (K•
L⊗R L•)a ∼→ K•a
L⊗Ra L•a in D(Ra-Mod).
Remark 14.1.12. Clearly, for the derived tensor products of Ra-modules, one has the same
commutativity and associativity isomorphisms as the ones detailed in remark 7.3.37(i) for usual
modules, as well as the vanishing properties of lemma 7.3.40(ii).
We are now ready to return to the question of the existence of adjoints to derived localization.
The key point is the following :
Lemma 14.1.13. In the situation of (14.1.1), let K• be any complex of R-modules, i ∈ Z any
integer and suppose that :
(a) K• ∈ Ob(D≤i(R-Mod))
(b) K•a ∈ Ob(D≤i−1(Ra-Mod)).
Then m
L⊗V K• ∈ Ob(D≤i−1(R-Mod)).
Proof. We apply the standard spectral sequence
E2pq := Tor
V
p (m, H
qK•)⇒ Hq−p(m L⊗V K•).
Indeed, (a) says that HqK• = 0 for every q > i, and (b) says that (H iK•)a = 0, and therefore
mV ⊗V H iK• = 0 ([52, Rem.2.1.4(i)]). In either case, we conclude that E2pq = 0 whenever
q − p ≥ i, whence the lemma. 
14.1.14. Now, let us define inductively :
M•0 := V [0] and M
•
i+1 := m
L⊗V M•i for every i ∈ N.
A simple induction shows that M•i ∈ D≤0(V -Mod) for every i ∈ N, so all these derived
tensor product are well defined in D≤0(V -Mod). Moreover, from the short exact sequence of
V -modules
Σ : 0→ m→ V → V/m→ 0
we obtain a distiguished triangle
M•i
L⊗V Σ : M•i+1 →M•i →M•i
L⊗V (V/m)→M•i+1[1] for every i ∈ N.
Especially, we get an inverse system of morphisms in D≤0(V -Mod) :
· · · →M•i+1
π•i−−→M•i
π•i−1−−−→M•i−1 → · · · →M•0 := V [0].
Also, from (14.1.11) we deduce natural isomorphisms in D≤0(V a-Mod) :
(14.1.15) M•ai
∼→ V a[0] for every i ∈ N
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and under these identifications, the morphism π•ai corresponds to the identity automorphism of
V a[0] (details left to the reader). Furthermore, we deduce the following derived version of [52,
Rem.2.1.4(i)] :
Proposition 14.1.16. Let a, b ∈ Z be any integers with a ≤ b. We have :
(i) For everyK• ∈ Ob(D[a,b](R-Mod)), the following conditions are equivalent :
(a) K•a ≃ 0 in D[a,b](Ra-Mod).
(b) τ≥a(M•b−a+1
L⊗V K•) ≃ 0 in D[a,b](R-Mod).
(ii) For every morphism ϕ• : K• → L• in D≤b(R-Mod), the following conditions are
equivalent :
(a) ϕ•a is an isomorphism in D[a,b](Ra-Mod).
(b) τ≥a(M•b−a+2
L⊗V ϕ•) is an isomorphism in D[a,b](R-Mod).
Proof. (i): From (14.1.15), it is easily seen that (b)⇒(a). The other direction follows straight-
forwardly from lemma 14.1.13, via an easy descending induction on b.
(ii): Again, the direction (b)⇒(a) is immediate from (14.1.15). For the other direction, denote
by C• the cone of ϕ•; then C• ∈ Ob(D[a−1,b](R-Mod)), and C•a ≃ 0 in D[a−1,b](Ra-Mod).
From (i) we deduce that τ≥a−1(M•b−a+2
L⊗V C•) ≃ 0 in D[a−1,b](R-Mod). Since the derived
tensor product is a triangulated functor, the assertion follows easily : details left to the reader.

Corollary 14.1.17. With the notation of (14.1.14), the morphism
τ≥2−iπ•i : τ
≥2−iM•i+1 → τ≥2−iM•i
is an isomorphism in D[2−i,0](V -Mod) for every integer i ≥ 2.
Proof. By construction, we have a natural isomorphism :
Cone(τ≥2−iπ•i )
∼→ τ≥1−i(M•i
L⊗V (V/m)) in D[1−i,0](V -Mod)
in light of which, the assertion is an immediate consequence of proposition 14.1.16(i). 
Proposition 14.1.18. In the situation of (14.1.1), we have :
(i) The localization functor D+(R-Mod)→ D+(Ra-Mod) admits the right adjoint :
(14.1.19) D+(Ra-Mod)→ D+(R-Mod) : K• 7→ K•[∗] := RHom•Ra(Ra[0], K•).
(ii) Let a, b, i ∈ Z be any three integers with b ≥ a and i ≥ b − a + 2. The localization
functor D[a,b](R-Mod)→ D[a,b](Ra-Mod) admits the left adjoint :
D[a,b](Ra-Mod)→ D[a,b](R-Mod) : K• 7→ K•[!] := τ≥a(M•i
L⊗V K•[∗]).
and the right adjoint
D[a,b](Ra-Mod)→ D[a,b](R-Mod) : K• 7→ τ≤bK•[∗].
(iii) For every K• ∈ Ob(D+(Ra-Mod)) (resp. L• ∈ Ob(D[a,b](Ra-Mod))) the counit of
adjunction is an isomorphism
(K•[∗])
a ∼→ K• ( resp. (τ≤bL•[∗])a ∼→ L• ).
(iv) For every L• ∈ Ob(D[a,b](Ra-Mod)), the unit of adjunction is an isomorphism
L• → (L•[!])a.
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Proof. (i): This is analogous to lemma 10.1.14(iii). Recall the construction : we know that the
category Ra-Mod admits enough injectives ([52, 2.2.18]), hence (14.1.19) can be represented
by I•∗ , where K
• ∼→ I• is any injective resolution of K•, and I•∗ is obtained by applying term-
wise to I• the functor M 7→ M∗ of [52, §2.2.10]. Indeed, taking into account [52, Cor.2.2.19]
we get natural isomorphisms :
HomD+(R-Mod)(L
•, I•∗ )
∼→H0Hom•R(L•, I•∗ )
∼→H0Hom•Ra(L•a, I•)
∼→HomD(Ra-Mod)(L•a, I•)
∼→HomD(Ra-Mod)(L•a, K•)
for every bounded below complex L• of R-modules.
(iii) follows by direct inspection of the definitions, taking into account that, for every Ra-
module M , the counit of adjunction (M∗)
a → M is an isomorphism ([52, Prop.2.2.14(iii)]) :
details left to the reader.
(ii): We consider first the assertion concerning the right adjoint : let K• ∈ D[a,b](Ra-Mod);
we may find an injective resolution K•
∼→ I• such that Ij = 0 for every j < a, in which case
I•∗ ∈ D≥a(R-Mod), and τ≤bI•∗ represents τ≤bK•[∗] in D[a,b](R-Mod). Then, in view of (i), the
assertion is reduced to remark 7.3.14(iv). For the left adjoint, let us set
ωL• := τ≥a(M•i
L⊗V L•) for every L• ∈ Ob(D[a,b](R-Mod)).
Then ωL• is naturally an object of D[a,b](R-Mod), as explained in remark 7.3.37(ii), and like-
wise forK•[!], ifK
• is any object of D[a,b](Ra-Mod). We begin with the following :
Claim 14.1.20. Let K•, L• ∈ Ob(D[a,b](R-Mod)) be any two objects. Then the natural map
HomD[a,b](R-Mod)(ωK
•, L•)→ HomD[a,b](Ra-Mod)(K•a, L•a)
is an isomorphism.
Proof of the claim. Arguing as in [52, §2.2.2], and taking into account lemma 14.1.7(i), we
reduce to showing that for anyK• ∈ D[a,b](R-Mod), the natural morphism
ϕK• : ωK
• → K•
is initial in the full subcategory of D[a,b](R-Mod)/K• whose objects are the morphisms ψ :
L• → K• that lie in Σ[a,b]. However, for any such ψ, we have a commutative diagram in
D[a,b](R-Mod) :
ωL•
ϕL• //

L•
ψ

ωK•
ϕK• // K•
whose left vertical arrow is an isomorphism, by proposition 14.1.16(ii). There follows a mor-
phism ϕK• → ψ, and we have to check that this is the unique morphism from ϕK• to ψ.
However, say that α, β : ϕK• → ψ are two such morphisms; then their difference is a mor-
phism γ := α − β : ωK• → L• such that ψ ◦ γ = 0, so γ factors through a morphism
γ : ωK• → Coneψ[−1]. Set C• := τ≤bConeψ[−1]; then C• ∈ D[a,b](R-Mod), and according
to remark 7.3.14(iv), γ lifts uniquely to a morphism ωK• → C• that we denote again γ. We
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deduce a commutative diagram
ω ◦ ωK• //
ϕωK•

ωC•
ϕC•

ωK•
γ // C•.
Now, by construction C•a = 0, therefore ωC• = 0 (proposition 14.1.16(i)); on the other hand,
ϕωK• is an isomorphism, by proposition 14.1.16(ii). We conclude that γ = 0, whence α = β,
as sought. ♦
Assertion (ii.a) is an immediate consequence of (iii) and claim 14.1.20; from this, also (iv) is
immediate : details left to the reader. 
Remark 14.1.21. Let a, b, i ∈ Z be any three integers such that a ≤ b and i ≥ b− a+ 2. From
propositions 14.1.18(ii.a,iii) and 14.1.16(ii) we deduce a natural isomorphism
τ≥a(M•i
L⊗V K•) ∼→ (K•a)[!] for everyK• ∈ Ob(D[a,b](R-Mod))
(details left to the reader), which allows to compute (K•a)[!] purely in terms of K
• and opera-
tions within D(R-Mod). It turns out that an analogous isomorphism is available also forK•[∗] :
this is contained in the following
Lemma 14.1.22. Let a, b, i ∈ N be any integers such that a ≤ b and i ≥ b − a + 2. For every
K• ∈ Ob(D[a,b](R-Mod)), we have a natural isomorphism :
τ≤bRHom•V (M
•
i , K
•)
∼→ τ≤bK•a[∗] .
Proof. Theorem 10.1.16(ii) yields a natural isomorphism
RHom•V (M
•
i , K
•)
∼→ RHom•R(M•i
L⊗V R[0], K•).
To compute the right-hand side, we may fix an injective resolution K•
∼→ I•; the complex I•a
is not necessarily injective, but we can find an injective resolution ϕ : I•a
∼→ J• (in the category
of bounded below complexes ofRa-modules). In view of (14.1.11) and (14.1.15), the morphism
ϕ induces a natural transformation
ψ : RHom•R(M
•
i
L⊗V R[0], K•)→ RHom•Ra(Ra[0], K•a) = (K•a)[∗]
and it suffices to show that, for every j ≤ b, the map
Hjψ : HomD(R-Mod)(M
•
i
L⊗V R[0], K•[j])→ HomD(Ra-Mod)(Ra[0], K•a[j])
is an isomorphism. However, by remark 7.3.14(iv), the latter is the same as a map
(14.1.23) HomD(R-Mod)(M
•
i
L⊗V R[0], τ≤0K•[j])→ HomD(Ra-Mod)(Ra[0], τ≤0K•a[j])
and a direct inspection shows that (14.1.23) agrees with the map arising in claim 14.1.20, for
every j ≤ b. Especially, for every such j, the map (14.1.23) is an isomorphism, as sought. 
Proposition 14.1.24. Let a, b, c ∈ Z be any three integers such that a ≤ b, and K•, L• any two
objects of D[a,b](R-Mod)). Suppose that
(a) HomD(R-Mod)(K
•, X [−j]) = 0 for all j ∈ [c, b] and all R-modulesX with Xa = 0.
(b) HomD(R-Mod)(Y [−j], L•) = 0 for all j ∈ [a, c] and all R-modules Y with Y a = 0.
Then the natural map
(14.1.25) HomD(R-Mod)(K
•, L•)→ HomD(Ra-Mod)(K•a, L•a)
is an isomorphism.
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Proof. We start out with the following observation :
Claim 14.1.26. Consider the following conditions :
(a’) HomD(R-Mod)(K
•, X•) = 0 for everyX• ∈ Ob(D[c,b](R-Mod)) such that X•a = 0.
(b’) HomD(R-Mod)(Y
•, L•) = 0 for every Y • ∈ Ob(D[a,c](R-Mod)) such that Y •a = 0.
Then (a)⇔(a’) and (b)⇔(b’).
Proof of the claim. Obviously (a’)⇒(a). For the converse, one argues by decreasing induction
on c ≤ b. Indeed, the case c = b is immediate. Then, suppose that the sought equivalence has
already been established for some d ≤ b; ifX• ∈ D[d−1,b] andX•a = 0, and if we know that (a)
holds with c := d− 1, we set H• := HcX•[−c], and consider the distinguished triangle
H• → X• → τ≥dX• → H•[1].
By inductive assumption, we have HomD(R-Mod)(K
•, τ≥dX•) = 0, and (a) says that
HomD(R-Mod)(K
•, H•) = 0.
It then follows that HomD(R-Mod)(K
•, X•) = 0, which shows that the equivalence holds for c.
The proof of the equivalence (b)⇔(b’) is wholly analogous. ♦
Fix an integer i ≥ b− a + 2, and set
C• := Cone(π•0 ◦ · · · ◦ π•i : M•i → V [0])
(notation of (14.1.14)); notice that C• ∈ D≤1(R-Mod), and C•a = 0. By virtue of condition
(b), claim 14.1.26 and remark 7.3.14(iv), it follows that :
RjHom•R(C
•, L•) = HomD(R-Mod)(τ
≥a(C•[−j]), L•) = 0 for every j < c
In other words, D• := RHom•R(C
•, L•) ∈ D≥c(R-Mod), and clearly D•a = 0; also notice the
induced distinguished triangle
Σ : D• → L• → RHom•R(M•i , L•)→ D•[−1].
Now, condition (a), claim 14.1.26 and remark 7.3.14(iv) imply that
HomD(R-Mod)(K
•, D•[j]) = HomD(R-Mod)(K
•, τ≤bD•[j]) = 0 for every j ≤ 0
whence, by considering the distinguished triangle RHom•R(K
•,Σ), natural isomorphisms
HomD(R-Mod)(K
•, L•)
∼→ HomD(R-Mod)(K•, RHom•R(M•i , L))
∼→ HomD(R-Mod)(M•i
L⊗V K•, L•) (by [112, Th.10.8.7])
∼→ HomD(R-Mod)(τ≥aM•i
L⊗V K•, L•) (by remark 7.3.14(iv))
∼→ HomD(Ra-Mod)(K•a, L•a) (by claim 14.1.20)
whose composition, after a simple inspection, is seen to agree with the map (14.1.25). 
Remark 14.1.27. (i) For every interval I ⊂ N, denote by
ΦI : D
I(R/mR-Mod)→ DI(R-Mod)
the forgetful functor. It follows easily from lemma 10.1.14(iii) and remark 7.3.14(iv), that, for
every interval [a, b], the functor Φ[a,b] admits the right adjoint
D[a,b](R-Mod)→ D[a,b](R/mR-Mod) K• 7→ Ψr[a,b]K• := τ≤bRHom•R(R/mR[0], K•).
(ii) Likewise, theorem 10.1.16 and remark 7.3.14(iv) imply that Φ[a,b] admits the left adjoint
D[a,b](R-Mod)→ D[a,b](R/mR-Mod) K• 7→ Ψl[a,b]K• := τ≥a(K• ⊗R R/mR[0]).
(iii) Consider as well the following two conditions :
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(a”) HomD(R-Mod)(K
•,Φ[c,b]X
•) = 0 for everyX• ∈ Ob(D[c,b](R/mR-Mod)).
(b”) HomD(R-Mod)(Φ[a,c]Y
•, L•) = 0 for every Y • ∈ Ob(D[a,c](R/mR-Mod)).
Then, arguing as in the proof of claim 14.1.26 it is easily seen that condition (a) of proposition
14.1.24 is equivalent to (a”), and condition (b) is equivalent to (b”).
Proposition 14.1.28. Let a, b ∈ Z be any two integers such that a ≤ b. For every object K• of
D[a,b](R-Mod), the following conditions are equivalent :
(a) K• lies in the essential image of the left adjoint functorX• 7→ X•[!].
(b) K•
L⊗R R/mR[0] ∈ Ob(D<a−1(R/mR-Mod)).
Proof. We start out with the following :
Claim 14.1.29. We may assume that V = R.
Proof of the claim. Clearly condition (b) does not depend on the underlying ring V . It suffices
then to remark that condition (a) depends only on the basic setup (R,mR) (as opposed to the
original basic setup (V,m)). Indeed, notice that there is a natural equivalence
Ω : Ra-Mod
∼→ (R,mR)a-Mod
(where Ra denotes, as in the foregoing, the image of R in the category of (V,m)-algebras), and
the induced equivalence of the respective derived categories fits into an essentially commutative
diagram
D(R-Mod)
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
))❘❘❘
❘❘❘❘
❘❘❘
❘❘❘❘
D(Ra-Mod)
D(Ω)
// D((R,mR)a-Mod)
whose downward arrows are the forgetful functors. Especially, the left (resp. right) adjoints of
these two forgetful functors share the same essential images. ♦
Henceforth, we assume that V = R (and therefore, m = mR). Fix an integer i ≥ b− a + 2,
set L• := τ≥a−1(M•i
L⊗V K•), and notice first that, taking into account proposition 14.1.18(iv)
and remark 14.1.21, condition (a) is equivalent to :
(c) The morphism π•0 ◦ · · · ◦ π•i−1 : Mi → V [0] induces an isomorphism τ≥aL• → K•.
(c)⇒(b): Indeed, set H := Ha−1L•; if (c) holds, we have a distinguished triangle
H [a− 1]→ L• → K• → H [a]
whence a distinguished triangle in D(V/m-Mod)
(14.1.30) H [a− 1] L⊗V V/m[0]→ L•
L⊗V V/m[0]→ K•
L⊗V V/m[0]→ H [a]
L⊗V V/m[0].
However, we have natural isomorphisms
τ≥a−1(L•
L⊗V V/m[0]) ∼→ τ≥a−1((M•i
L⊗V K•)
L⊗V V/m[0]) (by lemma 7.3.40(ii))
∼→ τ≥a−1(M•i
L⊗V (K•
L⊗V V/m[0])) (by remark 7.3.37(i))
∼→ τ≥a−1(M•i
L⊗V τ≥a−1(K•
L⊗V V/m[0])) (by lemma 7.3.40(ii))
∼→ 0 (by proposition 14.1.16(i))
whence (b), after considering the distinguished triangle τ≥a−1(14.1.30).
(b)⇒(a): We remark
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Claim 14.1.31. Condition (b) is equivalent to condition (a”) of remark 14.1.27(iii), with c :=
a− 1.
Proof of the claim. Indeed, (b) holds if and only if Ψl[a−1,b]K
• = 0 in D[a−1,b](R/mR-Mod)
(notation of remark 14.1.27(ii)). If the latter condition holds, then clearly (a”) holds with c :=
a− 1. Conversely, if (a”) holds for this value of c, then HomD(R/mR-Mod)(Ψl[a−1,b]K•, X•) = 0
for every X• ∈ D[a−1,b](R/mR-Mod); especially, the identity automorphism of Ψl[a−1,b]K•
factors through 0, so Ψl[a−1,b]K
• vanishes. ♦
From claim 14.1.31 and remark 14.1.27(iii) we deduce that if (b) holds, condition (a) of
proposition 14.1.24 holds for c := a − 1, and condition (b) of the same proposition holds
trivially for this value of c, for every L• ∈ D[a;b](R-Mod). We conclude that the natural map
HomD(R-Mod)(K
•, L•)→ HomD(Ra-Mod)(K•a, L•a) ∼→ HomD(R-Mod)(K•a[!] , L•)
is an isomorphism, for every L• ∈ D[a;b](R-Mod), whence (a). 
Proposition 14.1.32. Let a, b ∈ Z be any two integers such that a ≤ b. For every L• ∈
Ob(D[a,b](R-Mod)), the following conditions are equivalent :
(a) L• lies in the essential image of the right adjoint functorX• 7→ τ≤bX•[∗].
(b) RHom•R(R/mR[0], L
•) ∈ Ob(D>b+1(R/mR-Mod)).
Proof. By the same argument as in the proof of claim 14.1.29, we reduce to the case where
V = R. Next, fix i ∈ N such that i ≥ b− a + 2, define
K• := RHom•V (M
•
i , L
•) Pi := Mi
L⊗V V/m[0]
and notice that
(14.1.33) τ≥a−b−1Pi = 0 in D
[a−b−1,0](V/m-Mod)
due to proposition 14.1.16(i). Morever, in view of proposition 14.1.18(iii) and lemma 14.1.22,
condition (a) is equivalent to :
(c) The morphism π•0 ◦ · · · ◦ π•i−1 : Mi → V [0] induces an isomorphism L• ∼→ τ≤bK•.
(c)⇒(b): We argue as in the proof of proposition 14.1.28; namely, set H := Hb+1K•; if (c)
holds, we obtain a distinguished triangle
(14.1.34) H [−b− 2]→ L• → τ≤b+1K• → H [−b− 1]
and by considering the induced distinguished triangle τ≤b+1RHom•V (V/m[0], (14.1.34)), we
reduce to observing that
τ≤b+1RHom•V (V/m[0], τ
≤b+1K•)
∼→ τ≤b+1RHom•V (V/m[0], K•) (by lemma 7.3.40)
∼→ τ≤b+1RHom•V (P•i , L•) (by [112, Th.10.8.7])
∼→ τ≤b+1RHom•V (τ≥a−b−1P•i , L•) (by lemma 7.3.40)
∼→ 0 (by (14.1.33)).
(b)⇒(a): Again, we proceed as in the proof of the corresponding assertion in proposition
14.1.28; namely, arguing as in the proof of claim 14.1.31, we see that condition (b) is equivalent
to condition (b”) of remark 14.1.27(iii), with c := b + 1. Hence, if (b) holds, condition (b) of
proposition 14.1.24 holds for c := b+ 1, and notice that condition (a) of loc.cit. holds trivially
for this value of c, for every K• ∈ D[a;b](R-Mod). We conclude that the natural map
HomD(R-Mod)(K
•, L•)→ HomD(Ra-Mod)(K•a, L•a) ∼→ HomD(R-Mod)(K•, τ≤bL•a[∗])
is an isomorphism, for everyK• ∈ D[a;b](R-Mod), whence (a). 
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14.1.35. LetA be any V a-algebra; recall that the localization functor V -Alg→ V a-Alg admits
a left adjoint R 7→ R!!, whose restriction to the subcategory of A!!-algebras yields a left adjoint
for the localization functor A!!-Alg → A-Alg ([52, Prop.2.2.29]). In [52], we have studied the
deformation theory of A-algebras by means of this left adjoint, under the assumption that m˜ is
V -flat; here we wish to show that the same can be repeated in the current setting, if one appeals
instead to the results of the foregoing paragraphs. To begin with, we remark :
Proposition 14.1.36. Let A→ B be a morphism of V a-algebras,N a B!!-module. We have:
(i) If the unit of adjunctionN → Na∗ is injective, the natural map
(14.1.37) ExalA!!(B!!, N)→ ExalA(B,Na)
is a bijection (notation of [52, §2.5.7]).
(ii) If Na = 0, then ExalA!!(B!!, N) = 0.
Proof. (i): Consider any square-zero extension of A-algebras
Σ : 0→ Na → E ϕ−→ B → 0.
There follows a square-zero extension of A!!-algebras
Σ!! : 0→ Na! /Kerϕ!! → E!! → B!! → 0
Under the stated assumption, the counit of adjunction Na! → N factors uniquely through a B-
linear map gϕ : N
a
! /Kerϕ!! → N ; then gϕ ∗Σ!! (defined as in [52, §2.5.5]) yields an element of
ExalA!!(B!!, N) whose image under (14.1.37) equals the class of Σ. Conversely, if
Ω : 0→ N → F ψ−→ B!! → 0
is a square-zero extension of A!!-algebras, then by adjunction we get a natural map
Ωa!! → Ω
which in turns, by simple inspection, induces an isomorphism gψa ∗ Ωa!! ∼→ Ω in the category of
square-zero A!!-algebra extensions of B!! (details left to the reader). The assertion follows.
(ii): Suppose Na = 0, and let Ω be as in the foregoing; it follows that ψa : F a → B is
an isomorphism of A-algebras. By adjunction, the morphism (ψa)−1 corresponds to a map of
A!!-algebras ϕ : B!! → E, and it is easily seen that ψ ◦ ϕ is the identity automorphism of B!!,
whence the assertion. 
Definition 14.1.38. Let f : A→ B be a morphism of V a-algebras. We set
LaB/A := (LB!!/A!!)
a
which is a simplicial complex of B-modules that we call the almost cotangent complex of f .
Remark 14.1.39. (i) In case m˜ is a flat V -module, we have introduced in [52, Def.2.5.20]
a simplicial B!!-module LB/A. Notice that the notation of loc.cit. agrees with the current one:
indeed, [52, Prop.8.1.7(ii)] shows that complex (LB/A)
a obtained by applying the derived local-
ization functor to LB/A is naturally isomorphic (in D(s.B-Mod)) to the complex of definition
14.1.38.
(ii) Depending on the context, we will want to regard LB/A either as a simplicial object, or
as a cochain complex, via the Dold-Kan isomorphism ([112, Th.8.4.1]). The resulting slight
notational ambiguity should not be a source of confusion.
Theorem 14.1.40. In the situation of definition 14.1.38, letN be anyB-module. Then there are
natural isomorphisms
DerA(B,N)
∼→ Ext0B(LaB/A, N)
ExalA(B,N)
∼→ Ext1B(LaB/A, N).
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(Notation of [52, Def.2.5.22(i)]; so, here we view LaB/A as an object of D
≤0(B-Mod).)
Proof. The first isomorphism follows easily from [73, II.1.2.4.2] and the natural isomorphism
(14.1.41) ΩB!!/A!!
∼→ (ΩB/A)!
proved in [52, Lemma 2.5.29] (the proof in loc.cit. does not use the assumption that m˜ is V -flat).
Clearly we have
(14.1.42) HomD(B!!-Mod)(Y [0], N∗[0]) = 0 for every B!!-module Y such that Y
a = 0.
On the other hand, we have :
Claim 14.1.43. HomD(B!!-Mod)(LB!!/A!! , X
•) = 0 for every X• ∈ Ob(D[0,1](B!!-Mod)) such
that X•a = 0.
Proof of the claim. For everyX• ∈ Ob(D[0,1](B!!-Mod)) we have a distinguished triangle
H0X•[0]→ X• → H1X•[−1]→ (H0X•)[1]
which reduces to considering the cases whereX• = M [j] for some almost zero B!!-moduleM ,
and j = 0,−1. The case where j = −1 follows from [73, III.1.2.3] and proposition 14.1.36(ii).
The case where j = 0 follows easily from [73, II.1.2.4.2] and (14.1.41) : details left to the
reader. ♦
Now, (14.1.42) says that L• := N∗[0] fulfills condition (b) of proposition 14.1.24, and claim
14.1.43 says thatK• := LB!!/A!! fulfills condition (a), so the natural map
Ext1B!!(LB!!/A!! , N∗)→ Ext1B(LaB/A, N)
is an isomorphism. Taking into account proposition 14.1.36(i) and [73, III.1.2.3], the theorem
follows. 
14.1.44. For the further study the almost cotangent complex, we shall need some preliminaries
concerning the derived functors of certain non-additive functors. This material generalizes the
results of [52, §8.1], that were obtained under the assumption that m˜ is V -flat.
Lemma 14.1.45. Let (V,m) be any basic setup, R a simplicial V -algebra, n ∈ N an integer,
M and N two R-modules such that HiM = HiN = 0 for every i ≥ n. The following holds :
(i) IfMa = 0 in D(Ra-Mod), then a · 1M = 0 in D(R-Mod), for every a ∈ m.
(ii) If ϕ : M → N is a morphism of R-modules such that ϕa in an isomorphism in
D(Ra-Mod), then for every a ∈ m we may find a morphism ψ : N → M in
D(R-Mod), such that ψ ◦ ϕ = a · 1M and ϕ ◦ ψ = a · 1N in D(R-Mod).
Proof. (i): For every R-moduleX , set (notation of remark 7.10.21(iii))
τ≤−1X := σ ◦ ωX
According to [73, I.3.2.1.9(ii)], there exists a natural sequence of morphisms
(14.1.46) τ≤−1X → X → s.H0(X)→ σ(τ≤−1X) in D(R-Mod)
whose induced sequence of normalized complexes is a distinguished triangle in D(V -Mod)
(i.e. a distinguished triangle of D(R-Mod), in the terminology of [73, I.3.2.2.4], and in view
of [73, I.3.2.2.5]). Let now n andM be as in the lemma; we argue by induction on n. The case
where n = 0 is trivial, so suppose that n > 0, and that the assertion has already been proven
for all almost zero R-modules N such that HiN = 0 for every i ≥ n − 1. Especially, for
N := τ≤1X and P := s.H0(M) we have a · 1ωN = 0 and a · 1P = 0 in D(R-Mod), for every
a ∈ m. Since the adjunction σ ◦ ωN → N is an isomorphism in D(R-Mod) ([73, I.3.2.1.10]),
we deduce that
HomD(R-Mod)(M,N)
a = 0 = HomD(R-Mod)(M,P )
a
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whence EndD(R-Mod)(M)
a = 0, by virtue of (14.1.46) (withX := M) and [73, I.3.2.2.10]. The
assertion follows.
(ii): Set C := Coneϕ; according to [73, I.3.2.2], we have a distinguished triangle
(14.1.47) M
ϕ−→ N → C → σM in D(R-Mod)
whence – by [73, I.3.2.2.10] – an exact sequence of V -modules
HomD(R-Mod)(N,M)
α−→ EndD(R-Mod)(N) β−→ HomD(R-Mod)(N,C).
Now, let us write a =
∑n
i=1 aibi for some a1, b1, . . . , an, bn ∈ m; the assumption on ϕ implies
that Ca = 0 in D(Ra-Mod), therefore (i) yields β(ai · 1N) = ai · β(1N) = 0, so there exists
a morphism ψi : N → M in D(R-Mod) such that α(ψi) = ai · 1N , i.e. ϕ ◦ ψi = ai · 1N
for every i = 1, . . . , n. Likewise, by considering the long exact sequence Ext•R((14.1.47),M)
provided by [73, I.3.2.2.10] we find, for every i = 1, . . . , n, a morphism ψ′i : N →M such that
ψ′i ◦ ϕ = bi · 1M . Thus,
ai · ψ′i = ψ′i ◦ ϕ ◦ ψi = bi · ψi for every i = 1, . . . , n
and a simple computation shows that ψ :=
∑n
i=1 bi · ψi will do. 
Remark 14.1.48. Before considering non-additive functors, let us see how to define derived
tensor products in D(Ra-Mod), for any simplicial V -algebra R. We proceed as in (14.1.10) :
for given Ra-modulesM,N , set
M
ℓ⊗Ra N := (M!
ℓ⊗R N!)a.
(i) We claim that this rule yields a well defined functor
− ℓ⊗Ra − : D(Ra-Mod)× D(Ra-Mod)→ D(Ra-Mod).
Indeed, say that ϕ : M → M ′ is a quasi-isomorphism of Ra-modules, and set C := Cone(ϕ!).
We need to check that (ϕ!
ℓ⊗R N)a is a quasi-isomorphism, for any R-module N ; in light of
remark 7.10.21(iv), it then suffices to show that (C
ℓ⊗R N)a = 0; but the latter Ra-module may
be computed as
(C⊗R ⊥R• N)a = Ca ⊗Ra (⊥R• N)a
whence the claim, since Ca = 0 in Ra-Mod.
(ii) Next, suppose that M is a flat Ra-module; then we claim that the natural morphism of
Ra-modules
M
ℓ⊗Ra N →M ⊗Ra N
is a quasi-isomorphism, for everyRa-moduleN . Indeed, by Eilenberg-Zilber’s theorem 7.4.49,
the assertion comes down to checking that the augmented simplicial Ra-module
(M!⊗R ⊥R• N!)a →M ⊗Ra N
is aspherical. But for every k ∈ N, the k-th column of the latter is isomorphic to the augmented
Ra-module
M [k]⊗Ra[k] (⊥R[k]• N![k])a →M [k] ⊗Ra[k] N [k]
which is aspherical, sinceM [k] is a flat Ra[k]-module, whence the assertion.
(iii) Just as in (14.1.10), the foregoing immediately implies yields a natural isomorphism
(M
ℓ⊗R N)a ∼→Ma
ℓ⊗Ra Na in D(Ra-Mod)
for any two R-modulesM and N (details left to the reader).
(iv) Furthermore, we get suspension and loop functors σ and ω for Ra-modules, by the rule :
σM := (σM!)
a and ωM := (ωM∗)
a for every Ra-moduleM
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from which it follows that σ is left adjoint to ω. Then, it is clear that the assertions of remark
7.10.21(iii) hold as well for these functors.
(v) Likewise, we define the cone of a morphism ϕ : M → N of Ra-modules, by the rule
Coneϕ := (Coneϕ!)
a
and then the assertion of remark 7.10.21(iv) holds also for morphisms of Ra-modules.
(vi) In view of (iv) and (v), it is then easy to check that also lemma 7.10.22 holds verbatim
for A := V , and any two Ra-modulesX , Y .
Remark 14.1.49. (i) In the same vein, we may define derived tensor products of Ra-algebras,
for any simplicial V -algebra R. Namely, if S and S ′′ are any two Ra-algebras, we set
S
ℓ⊗Ra S ′ := (S!!
ℓ⊗R S ′!!)a
(see (14.1.35)), where
ℓ⊗R denotes the derived tensor product forR-algebras, defined in example
7.10.15. In view of remarks 7.10.21(ii) and 14.1.48(i), it is easily seen that this rule defines a
functor
− ℓ⊗Ra − : D(Ra-Alg)× D(Ra-Alg)→ D(Ra-Alg)
and moreover, the formation of these tensor products commutes with the forgetful functor
D(Ra-Alg)→ D(Ra-Mod).
(ii) Moreover, they are computed by arbitrary flat resolutions : if S (or S ′) is a flat Ra-
algebras, then the natural morphism
S
ℓ⊗Ra S ′ → S ⊗Ra S ′
is an isomorphism in D(Ra-Alg).
(iii) Furthermore, if Ra → S is a given morphism of simplicial V a-algebras, we obtain a
well defined functor
D(Ra-Alg)→ D(S-Alg) S ′ 7→ S ℓ⊗Ra S ′.
Namely, given an Ra-algebra S ′, we pick a resolution P → S ′ with P a flat Ra-algebra, and
endow S ⊗Ra P with its natural S-algebra structure, which is independent, up to natural iso-
morphism, of the choice of P . All the verifications are exercises for the reader.
Definition 14.1.50. Let V be a ring, A a V -algebra, d∈N and T :A-Mod→A-Mod a functor.
We say that T is V -homogeneous of degree d if we have
T (a · 1M) = ad · 1TM for every A-moduleM and every a ∈ V .
Remark 14.1.51. Let (V,m) be a basic setup, A a V -algebra, d ∈ N, and T : A-Mod →
A-Mod a V -homogeneous functor of degree d. Suppose that either d ≤ 1 or else m fulfills
condition (B) of [52, §2.1.6].
(i) Let also ϕ : M → N be a homomorphism of A-modules such that ϕa : Ma → Na is
an isomorphism (for the almost structure given by (V,m)); arguing as in the proof of lemma
14.1.45(ii), it is easily seen that, for every a ∈ m there exists a B-linear map ψ : N → M such
that ϕ ◦ ψ = a · 1N and ψ ◦ ϕ = a · 1M . Then, the V -homogeneity property of T implies that
(Tϕ)a is an isomorphism as well (details left to the reader).
(ii) Hence, T induces a well defined functor
T a : Aa-Mod→ Aa-Mod Ma 7→ (TM)a (ϕa :Ma → Na) 7→ (Tϕ)a.
For every cardinality c, let Mc(Aa) be the set of isomorphism classes of Aa-modules which
admit a set of generators of cardinality ≤ c. We endow Mc(Aa) with the uniform structure
as in [52, Def.2.3.1(i)]. Let ω be an infinite cardinality, such that m is generated by at most ω
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elements; then there exists a cardinality ω′ ≥ ω such that the isomorphism class of T aM lies in
Mω′(Aa), for every Aa-moduleM whose isomorphism class lies in Mω(Aa); thus, T a induces
a map
Mω,ω′(T
a) : Mω(A
a)→ Mω′(Aa) N 7→ T aN.
Lemma 14.1.52. Let (V,m) be a basic setup, A a V -algebra, I, J ⊂ A two ideals, and ϕ :
M ′ → M a morphism of Aa-modules with I · Kerϕ = J · Cokerϕ = 0. Then there exists an
Aa-linear morphism λ : I ⊗A J ⊗A M → M ′ with
ϕ ◦ λ = µI,J ⊗A 1M and λ ◦ (I ⊗A J ⊗A ϕ) = µI,J ⊗A 1M ′
where µI,J : I ⊗A J → A is the multiplication law : a⊗ b 7→ ab for every a ∈ I and b ∈ J .
Proof. LetM ′
ϕ−→ M0 := Imϕ i−→M be the natural factorization of ϕ; then for every a ∈ I and
b ∈ J we have Aa-linear morphisms
ψa : M0 →M ′ and µb : M →M0 such that ψa◦ϕ = a·1M ′ and i◦µb = b·1M .
Let us check that ϕ ◦ ψa = a · 1M0 ; since ϕ is an epimorphism, it suffices to show that ϕ ◦ ψa ◦
ϕ = (a · 1M0) ◦ ϕ, which is clear. Likewise, let us check that µb ◦ i = b · 1M0; since i is a
monomorphism, it suffices to show that i ◦ µb ◦ i = i ◦ b · 1M0 , which is clear. For every a ∈ I
and b ∈ J set λa,b := ψa ◦ µb : M →M ′; we deduce that
ϕ ◦ λa,b = i ◦ ϕ ◦ ψa ◦ µb = i ◦ (a · 1M0) ◦ µb = i ◦ µb ◦ (a · 1M) = ab · 1M
and a similar computation yields : λa,b ◦ ϕ = ab · 1M ′ . Thus, we obtain a map
I × J ×M →M ′ (a, b, x) 7→ λa,b(x).
A simple inspection shows that this map is A-trilinear, hence it factors uniquely through an A-
linear map λ : I ⊗A J ⊗AM →M ′, and the foregoing easily implies that λ fulfills the required
identities. 
Proposition 14.1.53. In the situation of remark 14.1.51 the following holds :
(i) If T commutes with filtered colimits, and for every free A-module L of finite rank,
(TL)a is a flat Aa-module (resp. is the zero Aa-module), then for every flat Aa-module
M , the Aa-module T aM is flat (resp. is the zero Aa-module).
(ii) If for every free A-module L of finite rank (resp. for every free A-module L), (TL)a
is an almost projective Aa-module, then for every almost projective and almost finitely
generated Aa-module M (resp. for every almost projective Aa-module M), the Aa-
module T aM is almost projective.
(iii) The map Mω,ω′(T a) of remark 14.1.51(ii) is uniformly continuous.
Proof. (i): Say that M = Na for an A-module N , and let F be the category whose objects
are the pairs (C, ϕ), where C is a finitely presented A-module and ϕ : C → N is an A-linear
map; the morphisms ψ : (C, ϕ) → (C ′, ϕ′) in F are the A-linear maps ψ : C → C ′ such that
ϕ′ ◦ ψ = ϕ, with the obvious composition law. We have a functor
F : F → A-Mod (C, ϕ) 7→ C ((C, ϕ) ψ−→ (C ′, ϕ′)) 7→ (C ψ−→ C ′)
as well as a natural co-cone β : F ⇒ cN given by the rule : (C, ϕ) 7→ ϕ. It is easily seen that
F is filtered, and β is a universal co-cone : the details are left to the reader. Since T commutes
with filtered colimits, TN is isomorphic to the colimit of the functor T ◦F : F → A-Mod, and
T ∗ β : T ◦ F ⇒ cTN is again a universal co-cone. We need to show that mTorA1 (TN,X) = 0
for every A-moduleX (resp. thatmTN = 0), and by the foregoing it then suffices to check that
for every (C, ϕ) ∈ Ob(F ), the induced map
λ := TorA1 (Tϕ,X) : Tor
A
1 (TC,X)→ TorA1 (TN,X)
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is almost zero (resp. that Tϕ is almost zero). However, since Na is a flat Aa-module, [52,
Lemma 2.4.17] implies that for every a ∈ m there exists a free A-module L of finite rank and
A-linear maps ϕ′ : C → L, ϕ′′ : L→M with a ·ϕ = ϕ′′ ◦ϕ′. Hence ad ·Tϕ = T (ϕ′′) ◦T (ϕ′′),
and therefore ad · λa = 0, since by assumption (TL)a is a flat Aa-module (resp. and therefore
ad · (Tϕ)a = 0, since (TL)a = 0); the contention follows, since we have either d ≤ 1, or else
m fulfills condition (B).
(ii): Suppose first that for every free A-module L of finite rank, (TL)a is almost projective,
and let M be an almost projective and almost finitely generated A-module. According to [52,
2.4.15], for every a ∈ m there exists a free A-module L of finite rank and Aa-linear morphisms
ϕ′ : M → La, ϕ′′ : La →M such that a · 1M = ϕ′′ ◦ ϕ′. We deduce that
ad · Ext1A(1TM , X)a = Ext1A(Tϕ′, X)a ◦ Ext1A(Tϕ′′, X)a = 0
for every A-module X , since Ext1A(TL,X)
a = 0 by assumption (and by [52, Rem.2.4.12(i)]).
The contention follows, again because either d ≤ 1 or else m fulfills condition (B). One argues
similarly in caseM is almost projective and (TL)a is almost projective for every free A-module
L : the details shall be left to the reader.
(iii): Let m0 ⊂ m be a subideal of finite type, and ϕ : M ′ → M a morphism of Aa-module
with m0Kerϕ = m0Cokerϕ = 0. Denote by m
(2d)
0 ⊂ m0 the subideal generated by the system
(ad | a ∈ m20). By lemma 14.1.52, for every a ∈ m20 there exists a morphism λ : M → M ′ of
Aa-modules with ϕ ◦ λ = a · 1M and λ ◦ ϕ = a · 1M ′ ; therefore
T a(ϕ) ◦ T a(λ) = ad · 1TaM and T a(λa) ◦ T a(ϕ) = ad · 1TaM ′
which implies that m
(2d)
0 · Ker T a(ϕ) = m(2d)0 · Coker T a(ϕ) = 0, whence the assertion, since
we either have d ≤ 1 or m fulfills condition (B). 
Example 14.1.54. Let (V,m) be a basic setup such that m satisfies condition (B); let A be a
V -algebra, and P any A-module. According to [25, Ch.X, §9, n.3], for every integer n > 0 we
have a complex of A-modules
Σ•A(P ) : 0→ ΛnAP → · · · → (ΛjAP )⊗A (Symn−jA P )→ · · · → SymnAP → 0
which is functorial for morphisms of A-modules, and is acyclic if P is a flat A-module ([25,
Ch.X, §9, n.3, Prop.3]). Clearly, for every j ∈ N the functor
T j : A-Mod→ A-Mod P 7→ Hj(Σ•A(P ))
fulfills the conditions of (14.1.55) (with d := n) and T jP = 0 if P is a flat A-module. By
proposition 14.1.53(i), we deduce that the induced complex of Aa-modules Σ•A(P )
a is acyclic,
if P a is a flat Aa-module. With this observation, all the results of [52, §4.3, §4.4] extend now
verbatim to the case where m fulfills condition (B) (whereas the proofs in loc.cit. used the
stronger condition that m is a flat V -module : the details shall be left to the reader).
14.1.55. Let π : V -Alg.Mod→ V -Alg be the functor such that π(A,M) := A and π(f, ϕ) :=
f for every object (A,M) and every morphism (f, ϕ) of V -Alg.Mod. We consider a functor
T : V -Alg.Mod→ V -Alg.Mod such that π ◦ T = π.
Let also be R a simplicial V -algebra, d ∈ N and suppose that :
• T is V -homogeneous of degree d, i.e. for every V -algebra A, the restriction of T
TA : A-Mod→ A-Mod
is V -homogeneous of degree d.
• TA commutes with filtered colimits (cp. (7.10.16)) for every V -algebra A.
• Either d ≤ 1 or else the idealm·H0(R) ofH0(R) satisfies condition (B) of [52, §2.1.6].
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Remark 14.1.56. (i) As detailed in (7.10.16), the functor T induces a functor
TR : R-Mod→ R-Mod (M [n] | n ∈ N) 7→ (TR[n]M [n] | n ∈ N).
(ii) Let T and T ′ be two functors as in (14.1.55), V -homogeneous of degrees respectively d
and d′; then we get the functor V -homogeneous of degree d+ d′
T ⊗ T ′ : V -Alg.Mod→ V -Alg.Mod (A,M) 7→ (A, TAM ⊗A T ′AM)
and it is easily seen that (T ⊗ T ′)A commutes with filtered colimits, for every V -algebra A.
(iii) Likewise, if f : T → T ′ is a natural transformation of functors fulfilling the conditions
of (14.1.55), for the same degree d; then the same holds for the functors Ker f and Coker f .
(iv) In the situation of (14.1.55), let f : H0(R) → B be any morphism of V -algebras. If
condition (B) holds for m · H0(R), it holds also also for mB; then remark 14.1.51(ii) implies
that TB induces a functor TBa := T
a
B : B
a-Mod→ Ba-Mod. Especially, the above holds with
B := R[p], for any p ∈ N, and f the natural map given by the degeneracies of the simplicial
V -algebra R. It is then clear that TR induces a well defined functor
TRa : R
a-Mod→ Ra-Mod.
The following result shows that, in this situation, the construction of left derived functors de-
scends likewise to Ra-modules.
Theorem 14.1.57. In the situation of (14.1.55), the following holds :
(i) Let ϕ : M → N be a morphism of R-modules, and n ∈ N an integer such that
Hi(ϕ)
a : (HiM)
a → (HiN)a is an isomorphism of V a-modules, for every i ≤ n. Then
Hi(LTϕ)
a : Hi(LTM)
a → Hi(LTN)a
is an isomorphism of V a-modules, for every i ≤ n.
(ii) Especially, the functor TR induces a well defined left derived functor
LTRa : D(R
a-Mod)→ D(Ra-Mod).
Proof. Clearly (ii) follows from (i).
(i): In light of corollary 7.10.24(i), we may replace M and N by respectively cosknM and
cosknN , after which, we may assume that HiM = HiN = 0 for every i > n, so ϕ
a is an
isomorphism in D(Ra-Mod). Next, by proposition 7.10.18, we may replaceM and N by their
respective standard free resolutions, in which case we are reduced to checking that the induced
map (TRϕ)
a is an isomorphism in D(Ra-Mod). Since T is homogeneous and (B) holds for
m ·H0(R), the latter assertion follows straightforwardly from lemma 14.1.45(ii). 
14.1.58. Next, we wish to decide how much of the foregoing theory can be salvaged, when
we drop condition (B). We will concentrate on the functors that are relevant to the later study
of the cotangent complex. Thus, henceforth, for every integer d ∈ N, we shall denote by T d
one of the three standard functors
Symd,Λd,Γd : V -Alg.Mod→ V -Alg.Mod
(namely, the symmetric and exterior d-th power functors, and the d-th divided power functor).
Notice that the functor T d fulfills the conditions of (14.1.55), for every d ∈ N. Moreover, in all
three cases we have natural identifications :
(14.1.59) T 1
∼→ 1V -Alg.Mod.
In general, we can no longer expect that T d descends to almost modules; indeed, consider the
following :
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Example 14.1.60. Let (V,m) be as in (14.1.58), and p ∈ N any prime integer. The Frobenius
map ΦR : R/pR → R/pR for V -algebras R, can be seen as a homogeneous polynomial law
of degree p on the V -module V/pV . Denote by m(p) ⊂ V the ideal generated by (xp | x ∈ m).
Clearly Φ descends to a polynomial law
Φ : V/(pV +m)→Wp := V/(pV +m(p))
which is still homogeneous of degree p, so it factors through a unique V -linear map
ΓpA(V/(pV +m))→Wp.
The latter is surjective, since its image contains the class of the unit element of V . Now, the
proof of [52, Prop.2.1.7(ii)] shows that – if (B) does not hold for m – there exists some prime p
such that pV +m(p) does not contain m, thereforeW ap 6= 0. This shows that the functor
V -Mod→ V a-Mod M 7→ (ΓpAM)a
does not factor through V a-Mod.
However, we will see that example 14.1.60 is, in a sense, the worst that can happen.
Lemma 14.1.61. In the situation of (14.1.58), we have :
(i) There are natural transformations
T i+j → T i ⊗ T j → T i+j for every i, j ∈ N
whose composition equals
(
i+j
i
) · 1T i+j . (Notation of remark 14.1.56(ii).)
(ii) For every simplicial V -algebra R, the maps of (i) induce natural transformations
LT i+jR → LT iR
ℓ⊗R LT jR → LT i+jR for every i, j ∈ N
whose composition equals
(
i+j
i
) · 1LT i+jR .
Proof. (i): For T = Λ, the sought morphism Λi+j → Λi ⊗ Λj is the one denoted ∆i,j in [52,
§4.3.20], and the morphism Λi ⊗ Λj → Λi+j is given by the rule : x ⊗ y 7→ x ∧ y, for every
(A,M) ∈ Ob(V -Alg.Mod), every x ∈ ΛiAM and every y ∈ ΛjAM . The sought identity follows
easily from the explicit formula given in [52, (4.3.21)] : details left to the reader.
For T = Sym, the natural transformation Symi+j → Symi ⊗ Symj is given by a sim-
ilar formula; namely, for every object (A,M) of V -Alg.Mod, every sequence of elements
x1, . . . , xi+j ∈ M , and every subset I ⊂ {1, . . . , i+ j}, set xI :=
∏
k∈I xk ∈ SymkAM (where
the multiplication is formed in the graded ring Sym•AM); one checks easily that the rule
x1 · · ·xi+j 7→
∑
I,J
xI ⊗ xJ
defines a well defined A-linear map on Symi+jA M (where the sum ranges over all the parti-
tions (I, J) of {1, . . . , i + j} such that the cardinality of I equals i). Then one defines a map
SymiAM ⊗A SymjAM → Symi+jA M by the rule : u ⊗ v 7→ u · v for every u ∈ SymiAM and
v ∈ SymjAM . Again, the sought identity is verified by direct computation.
If T = Γ, then for every object (A,M) of V -Alg.Mod we define a homogeneous polynomial
law M  ΓiAM ⊗A ΓjAM of degree i + j, by the rule : x 7→ x[i] ⊗ x[j] for every A-algebra
B, and every x ∈ B ⊗A M . This law yields a transformation Γi+j → Γi ⊗ Γj as sought.
Next, the multiplication of the graded ring functor Γ• gives a transformation Γi ⊗ Γj → Γi+j .
The composition of these two transformations is characterized as the unique transformation ψ
of Γi+j such that ψ(A,M)(x
[i+j]) = x[i] · x[j] for every object (A,M) of V -Alg.Mod, and every
x ∈M . Then, by corollary 9.5.36 we must have ψ(A,M) =
(
i+j
i
)
1M , as required.
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(ii): Recall that the three functors Λ, Γ and Sym transform free A-modules into free A-
modules, for every V -algebra A. Therefore, the sought natural transformation is none else than
the map
T i+jR (⊥R• M)→ T iR(⊥R• M)⊗R T jR(⊥R• M)→ T i+jR (⊥R• M)
given by (i), for any R-moduleM . 
Proposition 14.1.62. In the situation of (14.1.58), let p ∈ N be a prime integer, R a simplicial
V ⊗Z Z(p)-algebra,M an R-module such thatMa = 0 in D(Ra-Mod). Then
(LT dRM)
a = 0 in D(Ra-Mod), for every d ∈ N such that (p, d) = 1.
Proof. In light of corollary 7.10.24(i), we may replace M by coskiM , in which case lemma
14.1.45(i) implies that a · 1M = 0 for every a ∈ m. Now, we apply lemma 14.1.61(ii) with
i = 1 and j = d − 1 (notice that j ≥ 0, since d > 0); in view of (14.1.59), there result natural
transformations
LT dRM →M ⊗R LT d−1R M → LT dRM
whose composition is d · 1LT dRM . Since the image of d is invertible in R, it follows easily that
a · 1LT dRM = 0 for every a ∈ m, whence the assertion. 
Theorem 14.1.63. Let d, n, p ∈ N be any three integers, with d > 0 and p a prime. Let also R
be a simplicial V ⊗Z Z(p)-algebra,M an R-module, and suppose that
(a) HiM = 0 for every i < n.
(b) Ma = 0 in D(Ra-Mod).
Then we have :
(i) Hi(LΓ
d
RM)
a = 0 for every i < n.
(ii) Hi(LΛ
d
RM)
a = 0 for every i < n+ p− 1.
(iii) Hi(LSym
d
RM)
a = 0 for every i < n+ 2(p− 1).
Proof. (i) is just a special case of corollary 7.10.24(ii), and for d < p, assertions (ii) and (iii)
follow from the more general proposition 14.1.62, hence we may assume that d ≥ p. For every
j = 0, . . . , d, set
F j := Γj ⊗ Λd−j Gj := Λj ⊗ Symd−j .
By remark 14.1.56(ii), these functors are homogeneous of degree d, and fulfill the conditions of
(14.1.55). Moreover, since Γ, Λ and Sym transform free modules into free modules, we have
natural isomorphisms of functors :
(14.1.64) LF jR
∼→ LΓjR
ℓ⊗R LΛd−jR LGjR ∼→ LΛjR
ℓ⊗R LSymd−jR for every j = 0, . . . , d
(details left to the reader).
(ii): According to [73, I.4.3.1.7], there is a natural complex of functors :
(14.1.65) 0→ F dR
∂d−1−−−→ F d−1R → · · · → F 1R ∂0−→ F 0R → 0
which is exact on flat R-modules. Set Zp := Ker ∂p−1; due to remark 14.1.56(iii) we may
consider the derived functor LZp, and from corollary 7.10.24(ii) and assumption (a), we get
(14.1.66) Hi(LZpM) = 0 for every i < n.
The evaluation of (14.1.65) on (⊥R• M)∆ gives an exact sequence of R-modules :
0→ LZpM → LF p−1R M → · · · → LF 1RM → LF 0RM → 0.
Notice as well, that
(14.1.67) (LF jRM)
a = 0 in D(Ra-Mod) for j = 1, . . . , p− 1
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in view of (14.1.64), remark 14.1.48(iii), and proposition 14.1.62. The assertion now follows
from (14.1.66) and claim 7.10.40.
(iii): According to [73, I.4.3.1.7], there is a natural complex of functors :
Σ : 0→ GdR
∂d−1−−−→ Gd−1R → · · · → G1R ∂0−→ G0R → 0.
Set Z ′p := Ker ∂p−1; due to remark 14.1.56(iii) we may consider the derived functor LZ
′
p, and
since Σ is exact on flat R-modules, we obtain two exact sequences of R-modules :
Σ′ : 0→ LGdRM → LGd−1R M → · · · → LGpRM → LZ ′pM → 0
Σ′′ : 0→ LZ ′pM → LGp−1R M → · · · → LG1RM → LG0RM → 0.
On the one hand, in light of (ii), remark 14.1.48(iii,vi) and (14.1.64), we see that
coskn+p−1(LG
j
RM)
a = 0 in D(Ra-Mod) for every j = 1, . . . , d.
By applying claim 7.10.40 to the exact sequence coskn+p−1Σ
′a, we deduce that Hi(LZ
′
pM)
a =
0 for every i < n+ p− 1. On the other hand, (14.1.64) and proposition 14.1.62 imply that
(LGjRM)
a = 0 in D(Ra-Mod) for j = 1, . . . , p− 1
so the assertion follows, after applying claim 7.10.40 to the exact sequence Σ′′. 
14.1.68. Let now ϕ : R→ S be any morphism of simplicial V a-algebras; pick any resolution
ρ : P → S with P a flat R-algebra, and consider the composition
(14.1.69) S ⊗R P S⊗Rρ−−−−→ S ⊗R S µS−−→ S
where µS is the multiplication law of S. Then (14.1.69) represents a morphism
∆(ϕ) : S
ℓ⊗R S → S in D(R-Alg)
which is independent (up to unique isomorphism) of the choice of P . Notice that if ϕ is an
isomorphism in D(s.V a-Alg), then the same holds for ϕ
ℓ⊗R ϕ : R→ S
ℓ⊗R S; also, we have
ϕ = ∆(ϕ) ◦ (ϕ ℓ⊗R ϕ) in D(s.V a-Alg).
More generally, set C := Coneϕ; then, by considering the section S
ℓ⊗R ϕ of ∆(ϕ), we get a
natural decomposition
S
ℓ⊗R S ∼→ S ⊕ (S
ℓ⊗R C) in D(R-Mod)
which identifies∆(ϕ) with the natural projection, whence a natural isomorphism
(14.1.70) Cone∆(ϕ)
∼→ σS ℓ⊗R C.
Thus, say that C = σkC ′ in D(R-Mod), for some R-module C ′ with H0C
′ 6= 0; there follows
a distinguished triangle in D(R-Mod)
σkC ′ → σkS ℓ⊗R C ′ → σ2kC ′
ℓ⊗R C ′ → σk+1C ′.
Especially, if k ≥ 2, then HkC = Hk(S
ℓ⊗R C), and we see that, in this case, Cone∆(ϕ) =
σk+1C ′′ in D(R-Mod), for some C ′′ such that H0C
′′ 6= 0. However, it is clear from (14.1.70)
that Cone∆2(ϕ) = σ2C ′′ for some object C ′′ of D(R-Mod). We conclude that if ∆n(ϕ) is an
isomorphism in D(R-Mod) for some n ≥ 2, then the same holds already for ∆2(ϕ).
Definition 14.1.71. In the situation of (14.1.68), we say that ϕ is a weakly e´tale morphism, if
∆2(ϕ) is an isomorphism in D(R-Alg).
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14.1.72. Let ϕ : R′ → R be any morphism of simplicial V a-algebras, and S, T two R-
algebras. Since the standard resolution FR(S) := FR!!(S!!)
a of example 7.10.15 is clearly
functorial in both R and S, we have a natural map
FR′(S)
∆ → FR(S)∆
of simplicial R′-algebras, whence a natural morphism
(14.1.73) S
ℓ⊗R′ T → FR(S)∆ ⊗R′ T → S
ℓ⊗R T.
Lemma 14.1.74. In the situation of (14.1.72), suppose that ϕ is a quasi-isomorphism. Then
the same holds for (14.1.73).
Proof. Let ψ : FR′(S)
∆ ⊗R′ R→ FR(S)∆ be the natural morphism; by construction, (14.1.73)
factors as the composition of ψ ⊗R 1T and the natural isomorphism
FR′(S)
∆ ⊗R′ T ∼→ (FR′(S)∆ ⊗R′ R)⊗R T.
Since both FR′(S)
∆ ⊗R′ R and FR(S)∆ are flat R-algebras, remark 14.1.49(ii) then reduces
to checking that ψ is a quasi-isomorphism. Since the natural maps β : FR(S)
∆ → S and
α : FR′(S)
∆ → FR′(∆)⊗R′ R are quasi-isomorphisms, it suffices to show that the composition
β ◦ ψ ◦ α is a quasi-isomorphism. But the latter is none else than the standard resolution
FR′(S)→ S, whence the lemma. 
Proposition 14.1.75. Let ϕ : R → S and ϕ′ : R′ → S ′ be two morphisms of simplicial
V -algebras, and suppose we have a commutative diagram in D(R-Alg)
(14.1.76)
R
ϕ //
ψ

S
ψ′

R′
ϕ′ // S ′
where ψ and ψ′ are isomorphisms (in D(R-Alg)). Then ϕa is weakly e´tale if and only if the
same holds for ϕ′a.
Proof. Denote by Hot(V -Alg) the homotopy category of simplicial V -algebras, and recall that
the multiplicative system of quasi-isomorphisms in Hot(V -Alg) admits a right calculus of frac-
tions ([73, I.3.1.8(ii)]). We begin with the following special case :
Claim 14.1.77. Suppose that ψ and ψ′ are also morphisms of simplicial V -algebras, and that
(14.1.76) commutes in the category Hot(V -Alg). Then the proposition holds.
Proof of the claim. Indeed, in this situation it follows easily from lemma 14.1.74 that ϕa (resp.
ϕ′a) is weakly e´tale if and only if the same holds for ψ′a ◦ ϕa (resp. for ϕ′a ◦ ψa), so we are
reduced to the case where R = R′, S = S ′, and ϕ, ϕ′ : R → S are two homotopic morphisms
of simplicial V -algebras. In this case, there exist morphisms of simplicial V -algebras ϕ′′ : R→
S ′′ and d0, d1 : S
′′ → S, such that d0 and d1 are quasi-isomorphisms, and ϕ = d0 ◦ ϕ′′, ϕ′ =
d1 ◦ ϕ′′ (see [73, I.2.3.2]). Then the claim follows by applying repeatedly lemma 14.1.74. ♦
Next, there exist a simplicial V -algebra S ′′ and morphisms β : S ′′ → S and γ : S ′′ → S ′
of simplicial V -algebras, such that both β and γ are quasi-isomorphisms, and ψ′ = γ ◦ β−1 in
D(s.V -Alg). Moreover, there exist morphisms ϕ′′ : R′′ → S ′′ and ψ′′ : R′′ → R such that ψ′′ is
a quasi-isomorphism, and the resulting diagram
R′′
ϕ′′ //
ψ′′

S ′′
β

R
ϕ // S
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commutes in Hot(V -Alg). By claim 14.1.77, we may then replace ϕ by ϕ′′ and ψ′ by β, after
which we may assume that ψ′ is a morphism of simplicial V -algebras.
Likewise, we may find morphisms β ′ : R′′ → R and γ′ : R′′ → R′ of simplicial V -algebras
that are quasi-isomorphisms, and such that ψ = γ′ ◦ β ′−1 in D(s.V -Alg); again by lemma
14.1.74, we see that ϕa is weakly e´tale if and only if the same holds for ϕa ◦ βa, so we may
replace ϕ by ϕ ◦ β, ψ by ψ ◦ γ, and assume from start that also ψ is a map of simplicial
V -algebras.
In this situation, by applying once again lemma 14.1.74 we see that ϕa (resp. ϕ′a) is weakly
e´tale if and only if the same holds for ψ′a ◦ ϕa (resp. for ϕ′a ◦ ψa). Therefore, we may assume
from start that R = R′, S = S ′, and ϕ, ϕ′ : R → S are two maps of simplicial V -algebras that
represent the samemorphism inD(s.V -Alg). In this case, we may find a morphism ϑ : R′′′ → R
of simplicial V -algebras, such that ϑ is a quasi-isomorphism, and ϕ ◦ ϑ, ϕ′ ◦ ϑ : R′′′ → S
are homotopic maps; then the assertion follows from claim 14.1.77 (and again, from lemma
14.1.74: details left to the reader). 
Corollary 14.1.78. Let ϕ : R → S and ψ : S → T be any two morphisms of simplicial
V a-algebras. We have :
(i) If ϕ and ψ are weakly e´tale, the same holds for ψ ◦ ϕ.
(ii) If ϕ and ψ ◦ ϕ are weakly e´tale, the same holds for ψ.
(iii) If ϕ is weakly e´tale, and R → R′ is any morphism of simplicial V a-algebras, then
ϕ′ := R′
ℓ⊗R ϕ is weakly e´tale.
(iv) ϕ is weakly e´tale if and only if the same holds for∆(ϕ).
Proof. (iv) is immediate from the discussion of (14.1.68).
(iii): Endow S ′ := R′
ℓ⊗R S with the R′-algebra structure deduced from its left tensor factor;
then the assertion is an immediate consequence of the following more general
Claim 14.1.79. There exists a commutative diagram in D(R′-Alg)
S ′
ℓ⊗R′ S ′ //
∆(ϕ′)
##●
●●
●●
●●
●●
●
R′
ℓ⊗R (S
ℓ⊗R S)
R′
ℓ
⊗R∆(ϕ)xxrrr
rrr
rrr
rrr
S ′
whose horizontal arrow is an isomorphism.
Proof of the claim. Pick any resolution ρ : P → S with P a flat R-algebra; then R′ ⊗R P
represents R′
ℓ⊗R S, and we have a natural isomorphism of R′-algebras
(R′ ⊗R P )⊗R′ (R′ ⊗R P ) ∼→ R′ ⊗R (P ⊗R P ).
In view of remark 7.10.21(i), the source of this map represents S ′
ℓ⊗R′ S ′, and the target repre-
sentsR′
ℓ⊗R (S
ℓ⊗RS). Under these identifications, the morphismR′
ℓ⊗R∆(ϕ) becomes the map
1R′⊗R(µS◦(ρ⊗Rρ)) (notation of (14.1.68)), whereas∆(ϕ′) is represented by the multiplication
map µR′⊗RP = 1R′ ⊗R µP of R′ ⊗R P . The claim follows straightforwardly. ♦
(i): Pick a resolution P → S!! with P a flat R!!-algebra, and a resolution Q → T!! with Q
a flat P -algebra; in light of proposition 14.1.75 it suffices to show that the resulting morphism
R → Qa is weakly e´tale, so we may replace S by P a and T by Qa, and assume from start that
both ϕ and ψ are flat morphisms. Due to (iv), it then suffices to check that∆(ψ◦ϕ) : T⊗RT →
T is weakly e´tale; however, the latter can be factored as the composition
(14.1.80) T ⊗R T ∼→ T ⊗S (S ⊗R S)⊗S T T⊗S∆(ϕ)⊗ST−−−−−−−−−→ T ⊗S T ∆(ψ)−−−−→ T
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and by (iv) the maps∆(ψ) and∆(ϕ) are weakly e´tale, so the same holds for T ⊗S ∆(ϕ)⊗S T ,
in view of (iii). We may therefore replace ψ by ∆(ψ) and ϕ by T ⊗S ∆(ϕ)⊗S T , after which,
we may assume that ∆(ψ) is an isomorphism in D(s.A-Alg). In this case, the factorization
(14.1.80) makes it clear that∆(ψ ◦ ϕ) is weakly e´tale, as stated.
(ii): Set S ′ := S
ℓ⊗R S and T ′ := S
ℓ⊗R T ; we may factor ψ as the composition
S
S
ℓ
⊗R(ψ◦ϕ)−−−−−−−→ T ′ T
′
ℓ
⊗S′∆(ϕ)−−−−−−−→ T
so the assertion follows from (i), (iii) and (iv). 
Theorem 14.1.81. Let ϕ : R → S be a morphism of simplicial V -algebras, c, p ∈ N two
integers, with p a prime, and suppose that ϕa is weakly e´tale. We have :
(i) If the ideal m ·H0(S) of H0(S) satisfies condition (B) of [52, §2.1.6], then
LaS/R = 0 in D(S
a-Mod).
(ii) If S is a Z(p)-algebra andHiLS/R = 0 for every i < c, then
HiL
a
S/R = 0 for every i < c+ 2p− 1.
Proof. We begin with the following :
Claim 14.1.82. We may assume that both∆(ϕa) and H0(ϕ) are isomorphisms.
Proof of the claim. To ease notation, set S ′ := S
ℓ⊗RS, and consider the sequence of morphisms
(14.1.83) S
1S
ℓ
⊗Rϕ−−−−−→ S ′ µB−−→ S
where µS is the composition of the multiplication map S ⊗R S → S and the natural map
S ′ → S ⊗R S; the transitivity triangle ([73, III.2.1.2]) relative to (14.1.83) yields a natural
isomorphism
LS′/S
∼→ σS ⊗S′ LS′/S ∼→ σS ⊗S′ (S ′ ⊗S LS/R) in D(S-Mod)
where the last isomorphism follows from the base change theorem of [73, III.2.2.1]. Thus,
LS′/S ≃ σLS/R in D(S-Mod), so assertion (i) (resp. (ii)) holds for ϕ, provided it holds for
∆(ϕ), and then the claim follows from corollary 14.1.78(iv). ♦
Henceforth, we assume that both ∆(ϕa) and H0(ϕ) are isomorphisms. Let P → S be a
resolution, with P an R-algebra, such that P [n] is a free R[n]-algebra for every n ∈ N; set
P ′ := S ⊗R P , and recall that there are natural isomorphisms
LS/R
∼→ S ⊗P Ω1P/R ∼→ S ⊗P ′ Ω1P ′/S
where Ω1P/R denotes the flat simplicial P -module such that Ω
1
P/R[n] := ΩP [n]/R[n] (and likewise
for Ω1P ′/S), with faces and degeneracies deduced from those of P and R (resp. those of P
′ and
S), in the obvious way. In other words, set
J := Ker(µS : P
′ → S)
(with µS as in the proof of claim 14.1.82); then LS/R ≃ J/J2 in D(S-Mod), and notice that
(14.1.84) Ja = 0 in D(Sa-Mod)
since∆(ϕa) is an isomorphism.
Claim 14.1.85. J is a quasi-regular ideal, andH0J = 0.
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Proof of the claim. Since H0(ϕ) is an isomorphism, it is clear that H0J = 0. Next, for every
n ∈ N, the S[n]-algebra P ′[n] is free, hence we reduce to showing the following. Let B be any
ring, C := B[Xi | i ∈ I] any free B-algebra (for any set I), and f : C → B any morphism of
B-algebras; then Ker f is a quasi-regular ideal of C. However, for every i ∈ I , set bi := f(Xi),
and let g : C
∼→ C be the isomorphism of B-algebras such that g(Xi) = Xi − ai for every
i ∈ I; clearly Ker f is a quasi-regular ideal if and only if the same holds for g−1Ker f . But the
latter is the ideal (Xi | i ∈ I), so the assertion follows from remark 7.10.34(iii). ♦
(i): We need to show that Hn(J/J
2)a = 0 for every n ∈ N, and we shall argue by induction
on n. The assertion for n = 0 is clear from (14.1.84), in view of the exact sequence
HnJ → Hn(J/J2)→ Hn−1J2 for every n ∈ N.
Hence, suppose that n > 0, and the assertion is already known for every degree < n. The same
exact sequence reduces to checking thatHn−1(J
2)a = 0. Now, from claim 14.1.85 and theorem
7.10.38, we know that Hn−1J
n = 0. Therefore, by an easy induction, we are further reduced
to showing that Hn−1(J
i/J i+1)a = 0 for every i = 2, . . . , n − 1. However, on the one hand,
proposition 7.10.35(ii.a) says that the natural map
LSymiS(J/J
2)→ J i/J i+1
is an isomorphism in D(S-Mod), for every i ∈ N; on the other hand, the inductive assump-
tion and theorem 14.1.57(i) imply that Hj(LSym
iJ/J2)a = 0 for every j ≤ n, whence the
contention.
(ii): We show, by induction on n, that Hn(J/J
2)a = 0 for every n < c+ 2p− 1. Arguing as
in the foregoing, we may assume that c+ 2p− 1 > n > 0, and the sought vanishing is already
known in degrees < n, in which case we reduce to checking that Hn−1(LSym
i
SJ/J
2)a = 0 for
every i = 2, . . . , n − 1. Set M := coskn(s.truncnJ/J2); then HjM = 0 for every j < c, and
the inductive assumption implies that Ma = 0 in D(Sa-Mod), so Hn−1(LSym
i
SM)
a = 0, by
theorem 14.1.63(iii). Lastly, by corollary 7.10.24(i), we see that
Hn−1(LSym
i
SM) = Hn−1(LSym
i
SJ/J
2) for every i ∈ N
whence the contention. 
Remark 14.1.86. Let A→ B be any morphism of simplicial rings such that the multiplication
map µB : B ⊗A B → B induces an isomorphism H0(µB) : H0(B) ⊗H0(A) H0(B) ∼→ H0(B).
Pick a resolution ϕ : P → B such that P [n] is a free A[n]-algebra for every n ∈ N, and set
P ′ := B ⊗A P , J := Ker (µB ◦ (B ⊗A ϕ) : P ′ → B). The assumption on B implies that
H0J = 0. On the other hand, arguing as in the proof of claim 14.1.85 we see that J is a quasi-
regular ideal. Taking into account proposition 7.10.35(ii) the spectral sequence associated with
the J-adic filtration of P ′ can be written as
E2pq := Hp+q(LSym
q
B(LB/A))⇒ TorAp+q(B,B).
Though the J-adic filtration is not finite, using proposition 7.2.18(i) and theorem 7.10.38 one
sees that this spectral sequence is convergent, and the filtration on its abutment is finite. We will
not use this result.
Corollary 14.1.87. Let ϕ : A→ B be a morphism of V a-algebras, p ∈ N a prime integer, and
suppose that
(a) V is a Z(p)-algebra
(b) the induced morphism s.ϕ : s.A→ s.B of simplicial V a-algebras is weakly e´tale.
Then HiL
a
B/A = 0 for every i ≤ 2p.
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Proof. Notice that condition (a) implies that B!! is a Z(p)-algebra; letting c := 0 in theorem
14.1.81(ii), we deduce that HiL
a
B/A = 0 for i = 0, 1. But in view of claim 14.1.43, the latter
implies that HiLB!!/A!! = 0 for i = 0, 1. So, actually the morphism ϕ fulfills the conditions of
theorem 14.1.81(ii), with c = 2, whence the assertion. 
Remark 14.1.88. As an application we can now generalize the deformation theory for almost
rings in [52, §3.2] to the case of an arbitrary basic setup (V,m). Indeed, [52, Lemmata 3.2.1
and 3.26, Prop.3.2.9 and Cor.3.2.11] hold verbatim for any such basic setup, with the same
proof : the only difference is that instead of invoking [52, 3.2.1] we must appeal to our theorem
14.1.40 in the explanation of [52, §3.2.7]. Next, let A → B be any weakly e´tale morphism of
V a-algebras; for every prime integer p, let V(p) := Z(p) ⊗Z V , and denote
jp : (V,m)
a-Alg→ (V(p),mV(p))a-Alg C 7→ Z(p) ⊗Z C
the natural functor; with this notation, it is easily seen that
Z(p) ⊗Z B!! = (jpB)!!
(details left to the reader), and in view of [73, II,2.2.1] we deduce a natural isomorphism
Z(p) ⊗Z LB!!/A!! ∼→ L(jpB)!!/(jpA)!! .
Corollary 14.1.87 then easily implies that HiL
a
B/A = 0 for every i ≤ 4. Combining with the
results just quoted from [52], we see that the whole of [52, Th.3.2.18] still holds under the
current assumptions. In the same vein, we may complement as follows the descent results of
[52, §3.4] :
Corollary 14.1.89. Consider a cartesian diagram of V a-algebras
D :
A0 //

A1

A2 // A3
such that the morphism A1 → A3 is an epimorphism on the underlying V a-modules. Then the
resulting morphism A0 → A1 × A2 is of universal effective descent for the fibred categories
w.E´t of weakly e´tale morphisms and E´t of e´tale morphisms.
Proof. Arguing as in the proof of [52, Prop.3.4.33], and using [52, Cor.3.4.22], we see that the
morphism A0 → A1 × A2 is of effective descent for the fibred categories w.E´t and E´t. Next,
consider any morphism A0 → B0 of V a-algebras, and set Bi := B0 ⊗A0 Ai for i = 1, 2, 3. The
resulting diagram B0 ⊗A0 D is not necessarily cartesian; however, we notice :
Claim 14.1.90. The induced morphism f : B0 → B′0 := B1 ×B3 B2 is an epimorphism on the
underlying V a-modules, with nilpotent kernel.
Proof of the claim. Indeed, we have a short exact sequence of A0-modules
0→ A0 → A1 ×A2 → A3 → 0
inducing a right exact sequence B0 → B1 × B2 → B3 → 0, which shows that f is an epimor-
phism. Newt, for any B-moduleM we show more generally that
AnnB(M ⊗A0 A1) · AnnB(M ⊗A0 A2) ⊂ AnnB(M).
LettingM := B, it will then follow easily that (Ker f)2 = 0. Now, let x, y ∈ B∗ be two almost
elements such that x · (M ⊗A0 A1) = 0 and y · (M ⊗A0 A2) = 0, and let also I := Ker (A1 →
A3) = Ker (A0 → A2); since M ⊗A0 A2 = M/IM , we deduce that yM ⊂ IM , and on the
other hand the natural morphism of A0-modules M ⊗A0 A1 ⊗A1 I ∼→ M ⊗A0 I → IM is an
epimorphism, so that x · IM = 0, and the assertion follows. ♦
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Now, by the foregoing we known already that the induced morphism B′0 → B1 × B2 is of
effective descent forw.E´t and E´t. But claim 14.1.90 together with remark 14.1.88 implies that
the base change functors
B0-w.E´t→ B′0-w.E´t and B0-E´t→ B′0-E´t
are equivalences of categories; thus, also the induced morphism B0 → B1 × B2 is of effective
descent, as required. 
14.1.91. We conclude this section with a few words on the cohomology of sheaves of almost
modules. Namely, let (V,m) again be an arbitrary basic setup, which we view as a basic setup
relative to the one-point topos {pt}, in the sense of [52, §3.3]. Let (X,OX) be a ringed topos,
mX ⊂ OX an ideal, such that (OX ,mX) is a basic setup relative to the topos X , and suppose
also that we are given a morphism of ringed topoi :
π : (X,OX)→ ({pt}, V ) such that (π∗m) ·OX ⊂ mX .
We deduce a natural morphism :
Rπ∗ : D
+((OX ,mX)
a-Mod)→ D+((V,m)a-Mod)
which can be constructed as usual, by taking injective resolutions. In case m˜ is a flat V -module,
this is the same as setting
Rπ∗(K
•) := (Rπ∗K
•
! )
a.
Using [52, Cor.2.2.24] one may verify that the two definitions coincide : the details shall be left
to the reader. In many cases, both statements and proofs of results concerning the cohomology
of OX-modules carry over verbatim to O
a
X-modules. One sets, as customary :
H•(X,K•) := H•Rπ∗K
• for every objectK• of D+((OX ,mX)
a-Mod).
14.1.92. As an illustration, we consider the following situation. Suppose that :
• f : A→ A′ is a map of V -algebras, and set :
ϕ := Spec f : X ′ := SpecA′ → X := SpecA.
• t ∈ A is an element which is regular both in A and in A′, and such that the induced
map A/tA→ A′/tA′ is an isomorphism.
• U ⊂ X is any open subset containingD(t) := {p ∈ X | t /∈ p}, and set U ′ := ϕ−1U .
• F is a quasi-coherent OaU -module, and set F ′ := ϕ∗|U ′F , which is a quasi-coherent
OaU ′-module.
Then we have natural morphisms of Aa-modules :
(14.1.93) Hq(U,F )→ Hq(U ′,F ′) for every q ∈ N.
Lemma 14.1.94. In the situation of (14.1.92), suppose moreover that t is F -regular. Then
(14.1.93) is an isomorphism for every q > 0, and induces an isomorphism of A′a-modules :
H0(U,F )⊗A A′ ∼→ H0(U ′,F ′).
Proof. To ease notation, we shall write ϕ instead of ϕ|U ′ . To start out, we remark :
Claim 14.1.95. (i) Tor
OaU
1 (F ,O
a
U/tO
a
U ) = 0 and Tor
Aa
1 (H
0(U,F ), A/tA) = 0.
(ii) The OaU -module ϕ∗F
′ = F ⊗OaU ϕ∗OaU ′ (resp. the A′a-module H0(U,F )⊗Aa A′a) is
t-torsion-free.
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Proof of the claim. (i): Since t is regular on OU , we have a short exact sequence : E := (0 →
OaU → OaU → OaU/tOaU → 0), and since t is regular on F , the sequence E ⊗OaU F is still exact;
the vanishing of Tor
OaU
1 (F ,O
a
U/tO
a
U ) is an easy consequence. For the second stated vanishing
one argues similarly, using the exact sequence 0→ A→ A→ A/tA→ 0.
(ii): Under the current assumptions, the natural map OU/tOU → ϕ∗(OU ′/tOU ′) is an isomor-
phism, whence a short exact sequence : E ′ := (0 → ϕ∗OaU ′ → ϕ∗OaU ′ → OaU/tOaU → 0).
In view of (i), the sequence E ′ ⊗OaU F is still exact, so F ⊗OaU ϕ∗OaU ′ is t-torsion-free. An
analogous argument works as well for H0(U,F )⊗Aa A′a. ♦
Claim 14.1.96. For every n > 0, the map A/tnA→ A′/tnA′ induced by f is an isomorphism.
Proof of the claim. Indeed, since t is regular on bothA andA′, and A/tA
∼→ A′/tA′, the map of
graded rings ⊕n∈NtnA/tn+1A → ⊕n∈NtnA′/tn+1A′ is bijective. Then the claim follows from
[22, Ch.III, §2, n.8, Cor.3]. ♦
Let j : D(t)→ U be the natural open immersion, and set :
F [t−1] := j∗j
∗F ≃ F ⊗OaU j∗OaD(t).
Notice the natural isomorphisms :
(14.1.97) j∗j
∗ϕ∗F
′ ≃ (F ⊗OaU ϕ∗OaU ′)⊗OaU j∗OaD(t) ≃ F [t−1]⊗OaU ϕ∗OaU ′.
Since t is F -regular, the natural map F → F [t−1] is a monomorphism, and the same holds
for the corresponding map ϕ∗F ′ → j∗j∗ϕ∗F ′, in view of claim 14.1.95(ii). Moreover, G :=
F [t−1]/F can be written as the increasing union of its subsheaves AnnG (tn) (for all n ∈ N);
hence claim 14.1.96 implies that the natural map G → G ⊗OaU ϕ∗OaU ′ is an isomorphism. There
follows a ladder of short exact sequences :
(14.1.98)
0 // F //

F [t−1] //

G // 0
0 // ϕ∗F ′ // F [t−1]⊗OaU ϕ∗OaU ′ // G // 0.
On the other hand, since j is an affine morphism, we may compute :
Hq(U,F [t−1]) ≃ Hq(U,Rj∗j∗F ) ≃ Hq(D(t), j∗F ) ≃ 0 for every q > 0.
Likewise, from (14.1.97) we get :
Hq(U,F [t−1]⊗OaU ϕ∗OaU ′) ≃ 0 for every q > 0.
Thus, in the commutative diagram :
Hq−1(U,G )
∂ //
∂′

Hq(U,F )

Hq(U, ϕ∗F )
∼ // Hq(U ′,F ′)
the boundary maps ∂ and ∂′ are isomorphisms whenever q > 1, and the right vertical arrow is
(14.1.93), so the assertion follows already for every q > 1. To deal with the remaining cases
with q = 0 or 1, we look at the ladder of exact cohomology sequences:
0 // H0(U,F )
α //

H0(D(t),F )
β //

H0(U,G ) // H1(U,F ) //

0
0 // H0(U ′,F ′) // H0(D(t),F )⊗Aa A′a β
′
// H0(U,G ) // H1(U ′,F ′) // 0
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deduced from (14.1.98). On the one hand, we remark that the natural inclusion Im β ⊂ Im β ′
factors as a composition
Im β
ι−→M := A′a ⊗Aa Im β π−→ Im β ′
where ι is given by the rule : x 7→ 1⊗ x, for all x ∈ Aa∗, and π is an epimorphism.
On the other hand, the image of β is isomorphic to N := Cokerα, and the latter is the
increasing union of its submodules AnnN (t
n) (for all n ∈ N). Again from claim 14.1.96 we
deduce that M = Im β, hence Im β ′ = Im β, which shows that (14.1.93) is an isomorphism
also for q = 1. By the same token, Ker(α ⊗Aa 1A′a) is the increasing union of its tn-torsion
submodules (for all n ∈ N), since it is a quotient ofTorAa1 (Im β,A′a); henceKer(α⊗Aa1A′a) =
0, in view of claim 14.1.95(ii). This easily implies the last assertion for q = 0. 
14.2. Inverse systems of almost modules. The considerations of this section expand upon
[52, §2.3.14, §2.4.1, Lemmata 2.3.15, 2.4.2 and 2.4.13].
14.2.1. Let V be a ring, (mλ | λ ∈ Λ) a filtered system of ideals of V such that m2λ = mλ for
every λ, and set m :=
⋃
λ∈Λmλ. Then (V,m) and (V,mλ) for every λ ∈ Λ are basic setups, and
we have an obvious compatible system of localization functors :
(14.2.2)
(V,m)a-Mod
πλ //
πµ ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
(V,mλ)
a-Mod
πλµ

(V,mµ)
a-Mod
for every λ ≥ µ in Λ.
Proposition 14.2.3. (i) The compatible system (14.2.2) induces an equivalence of categories
ω : (V,m)a-Mod
∼→ 2-lim
λ∈Λ
(V,mλ)
a-Mod.
(ii) If mλ fulfills condition (B) of [52, §2.1.6] for every λ ∈ Λ, then the same holds for m.
Proof. (ii) is obvious. To show (i), we construct a quasi-inverse τ for ω as follows. Recall that
an object of the above 2-limit is a datum (M•, f••) := ((Mλ | λ ∈ Λ), (fλµ : πλµ(Mλ) ∼→
Mµ | λ ≥ µ)) consisting of (V,mλ)a-modules Mλ for every λ ∈ Λ, and isomorphisms fλµ of
(V,mµ)
a-modules, for every λ ≥ µ in Λ. Such a datum is required moreover to satisfy the
compatibility condition :
fµν ◦ aµν(fλµ) = fλν whenever λ ≥ µ ≥ ν.
However, the discussion of [52, §2.2.2] allows to describe such a datum more concretely as
follows. Choose, for every λ ∈ Λ a V -module M ′λ whose image in (V,mλ)a-Mod represents
Mλ; the isomorphism fλµ corresponds then to a unique V -linear isomorphism
f ′λµ : m˜µ ⊗V M ′λ ∼→ m˜µ ⊗V M ′µ whenever λ ≥ µ
(with m˜λ := mλ ⊗V mλ for every λ ∈ Λ) such that
(14.2.4) f ′µν ◦ (m˜ν ⊗V f ′λµ) = m˜ν ⊗V f ′λν whenever λ ≥ µ ≥ ν.
SetMλ! := m˜λ⊗V M ′λ; by composing the inverse of f ′λµ with the natural map m˜µ⊗V M ′λ → Mλ!,
we obtain a well defined V -linear map
f ′′λµ : Mµ! → Mλ! whenever λ ≥ µ
and in light of (14.2.4) we deduce easily that f ′′λν = f
′′
µν ◦ f ′′λµ whenever λ ≥ µ ≥ ν (details left
to the reader). We now let
τ(M•, f••) :=
(
colim
λ∈Λ
Mλ!
)a ∈ Ob((V,m)a-Mod).
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If (N•, g••) is another object of the above 2-limit of categories, a morphism (M•, f••) →
(N•, g••) is the datum of a system of morphisms hλ : Mλ → Nλ fulfilling obvious com-
patibility conditions with respect ot the isomorphisms f•• and g••; after choosing represen-
tative V -modules N ′λ for each Nλ, the morphism hλ corresponds to a unique V -linear map
h′λ : M! → N! := m˜λ⊗V N ′λ, for every λ ∈ Λ. It is then clear that the resulting system h′• yields
a natural transformation M•! → N•! of direct systems indexed by Λ, whence a well defined
morphism of (V,m)a-modules
τ(h•) :=
(
colim
λ∈Λ
h′λ
)a
: τ(M•, f••)→ τ(N•, g••).
This completes the construction of our functor τ . It is easily seen that the definition of τ is in-
dependent of all choices, up to a canonical isomorphism of functors. Especially, if (M•, f••) =
ω(Ma) for some V -module M , we may assume that M ′λ has been chosen equal to M , and
f ′λµ = m˜λ ⊗V 1M for every λ, µ ∈ Λ with λ ≥ µ. With these choices, we get a natural
isomorphism τ ◦ ω(Ma) ∼→ Ma for every (V,m)a-module Ma. Next, for any given datum
(M•, f••) as in the foregoing, set (P•, t••) := ω ◦ τ(M•, f••); for every µ ∈ Λ, the subset
Λ(µ) := {λ ∈ Λ | λ ≥ µ} is cofinal in Λ, hence Pµ is naturally isomorphic to(
colim
λ∈Λ(µ)
Mλ!
)a ∼→ colim
λ∈Λ(µ)
(Mλ!)
a ∼→ colim
λ∈Λ(µ)
πλµ(Mλ)
where the transition morphisms in the latter colimit are given by the isomorphisms fλµ; i.e. is
naturally isomorphic toMµ. Lastly, under this identification, it is easily seen that the morphism
tλµ corresponds to fλµ whenever λ ≥ µ in Λ (details left to the reader); summing up, we have
obtained a natural isomorphism ω ◦ τ(M•, f••) ∼→ (M•, f••), and the proof is concluded. 
Corollary 14.2.5. With the notation of (14.2.1), for every (V,m)a-moduleM and every λ ∈ Λ,
denote byMλ the image ofM in (V,mλ)
a-Mod. Let A be a (V,m)a-algebra,M an A-module,
B an A-algebra, and r ∈ N. Then the following holds :
(i) We have natural isomorphisms of V -modules :
colim
λ∈Λ
Mλ!
∼→ M! M∗ ∼→ lim
λ∈Λ
Mλ∗.
(ii) The system of localization functors A-Alg→ Aλ-Alg induces a natural equivalence
A-Alg
∼→ 2-lim
λ∈Λ
Aλ-Alg.
(iii) The A-module M is flat (resp. faithfully flat, resp. almost projective, resp. almost
finitely generated, resp. almost finitely presented) if and only if the same holds for the
Aλ-moduleMλ, for every λ ∈ Λ.
(iv) Suppose that mλ fulfills condition (B) for every λ ∈ Λ. Then the A-module M is
almost projective of almost finite rank (resp. of finite rank ≤ r) if and only if the same
holds for the Aλ-moduleMλ, for every λ ∈ Λ.
(v) The A-algebra B is flat (resp. faithfully flat, resp. weakly unramified, resp. weakly
e´tale, resp. unramified, resp. e´tale) if and only if the same holds for the Aλ-algebra
Bλ, for every λ ∈ Λ.
Proof. (i): The assertion for M! is clear. For the assertion concerning M∗, it suffices to notice
that for any two (V,m)a-modulesM and N , proposition 14.2.3(i) implies that the natural map
(14.2.6) Hom(V,m)a-Mod(M,N)→ lim
λ∈Λ
Hom(V,mλ)a-Mod(Mλ, Nλ)
is an isomorphism of V -modules.
(ii),(iii): Clearly the functors πλ and πλµ of (14.2.1) are all compatible with tensor prod-
ucts and with the alHom functors; moreover, for every λ ∈ Λ, every short exact sequence of
(V,mλ)
a-modules is isomorphic to Σa, for some short exact sequence Σ of V -modules (and
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likewise for short exact sequences of (V,m)a-modules : details left to the reader). In view of
proposition 14.2.3(i), assertion (ii) follows straightforwardly, and taking into account the iso-
morphism (14.2.6), we also deduce that the A-moduleM is flat (resp. almost projective) if and
only if the same holds for the Aλ-moduleMλ, for every λ ∈ Λ.
Next, if everyMλ is a faithfully flat Aλ-module, and X is an A-module withM ⊗A X = 0,
it follows that Mλ ⊗Aλ Xλ = 0 for every λ ∈ Λ, whence Xλ = 0 for every such λ, and hence
X = 0, by proposition 14.2.3(i). Conversely, if M is faithfully flat and λ ∈ Λ, consider any
A-module X such that Mλ ⊗Aλ Xλ = 0; then (M ⊗A X)λ = 0, i.e. m˜λ ⊗ (M∗ ⊗A∗ X∗) = 0,
so thatM ⊗A (m˜λ ⊗V X) = 0. By assumption, this implies that m˜λ ⊗V X = 0, and therefore
Xλ = 0; this shows thatMλ is faithfully flat.
Next, say that A = Ra andM = Na for some V -algebra R and some R-module N ; suppose
that each Mλ is almost finitely generated (resp. almost finitely presented), and let m0 ⊂ m
be any finitely generated subideal. We then find λ ∈ Λ such that m0 ⊂ mλ, and by applying
[52, Cor.2.3.13] to the Aλ-module Mλ we find a finitely generated (resp. finitely presented)
R-module N ′ and an R-linear map N ′ → N whose kernel and cokernel are annihilated by m0.
Then, by applying [52, Cor.2.3.13] to the A-moduleM , we deduce the assertion.
(iv): If everyMλ is almost projective of almost finite rank, we already know thatM is almost
projective, and it remains only to check that M is of almost finite rank. To this aim, let ε ∈ m
be any element, choose λ ∈ Λ such that ε ∈ m2λ, and write ε =
∑n
i=1 εiε
′
i for some n ∈ N
and ε1, ε
′
1, . . . , εn, ε
′
n ∈ mλ; if Mλ is of almost finite rank, we may then find j ∈ N such that
εi · ΛjAλMλ = 0 for i = 1, . . . , n, in which case it follows easily that εiε′i · Λ
j
AM = 0 for every
i = 1, . . . , n (details left to the reader), whence the assertion. One argues likewise in case each
Mλ has rank ≤ r : the details shall be left to the reader.
(v) follows immediately from (i), (ii) and (iii). 
Remark 14.2.7. (i) Let V be a ring, m,m′ ⊂ V two ideals such that (V,m) and (V,m′) are
both basic setups, and let m′′ := m · m′; set as usual m˜ := m ⊗V m, and define likewise the
V -modules m˜′ and m˜′′. It is easily seen that (V,m′′) is a basic setup as well Moreover, we claim
that there exists a natural isomorphism of V -modules :
(14.2.8) m˜⊗V m˜′ ∼→ m˜′′ x⊗ y ⊗ x′ ⊗ y′ 7→ xx′ ⊗ yy′.
Indeed, let µ : m ⊗V m′ → m′′ be the multiplication map; we know already that Kerµ is
annihilated by both m and m′, hence m′′ ⊗V µ : m′′ ⊗V m ⊗V m′ → m˜′′ is an isomorphism,
and likewise for µ ⊗V m ⊗V m′ : m˜ ⊗V m˜′ → m′′ ⊗V m ⊗V m′, so the same holds for their
composition, which is (14.2.8).
(ii) Let M be any V -module; denote by (M,m)a ∈ (V,m)a-Mod the image of M , and
define likewise (M,m′)a ∈ (V,m′)a-Mod and (M,m′′)a ∈ (V,m′′)a-Mod. We deduce from
(i) natural V -linear identifications
(M,m′′)a∗
∼→ ((M,m)a∗,m′)a∗ ∼→ ((M,m′)a∗,m)a∗
(M,m′′)a!
∼→ ((M,m)a! ,m′)a! ∼→ ((M,m′)a! ,m)a! .
14.2.9. Let V be any ring; a V -linear abelian category is the datum of an abelian category A
together with a V -module structure on HomA (A,B) for every A,B ∈ Ob(A ), such that the
composition law of A is a V -bilinear map
HomA (A,B)× HomA (B,C)→ HomA (A,C) for every A,B,C ∈ Ob(A ).
We say that a functor F : A → A ′ between V -linear abelian categories is V -linear if the map
HomA (A,B)→ HomA ′(FA, FB) f 7→ Ff
is V -linear, for every A,B ∈ Ob(A ).
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Remark 14.2.10. Let V be a ring, and A ,A ′ two V -linear abelian categories.
(i) For every x ∈ V and A ∈ Ob(A ) we define the suboobject xA := Im x · 1A ⊂ A.
Moreover, if J ⊂ V is an ideal generated by a finite system x1, . . . , xn ∈ V , we let JA :=∑n
i=1 xiA ⊂ A. Let us check that the subobject JA does not depend on the choice of a finite
system of generators for J : it suffices to show that for every a ∈ J we have aA ⊂ JA; to
this aim, say that a =
∑n
i=1 aixi for certain a1, . . . , an ∈ V , and for every i = 1, . . . , n denote
by A
ei−→ A⊕n pi−→ A the inclusion into the i-the direct summand and the projection onto the
i-th direct factor of A⊕n. Set ϕ :=
∑n
i=1 xi · pi and ψ :=
∑n
i=1 ai · ei; it is easily seen that
Imϕ = JA and the V -bilinearity of the composition law implies that ϕ ◦ ψ = a · 1A. Since
Imϕ ◦ ψ ⊂ Imϕ, the assertion follows.
(ii) Recall that the opposite A o of the abelian category A is abelian; moreover, A o inherits
from A an obvious V -linear structure : the reader may spell out the details. Likewise, if
F : A → A ′ any V -linear functor, then F o : A o → A ′o is again V -linear.
(iii) Obviously, for every V -algebra A, the category A-Mod is naturally a V -linear abelian
category. If (V,m) is any basic setup, and A any (V,m)a-algebra, then also A-Mod is a V -
linear abelian category.
(iv) Let J ⊂ V be any ideal, and A ∈ Ob(A ) any object. We say that JA = 0 if xA = 0 for
every x ∈ J ; notice that if J is finitely generated, this notation agrees with that of (i). We say
that A is J-torsion-free if there are no non-zero objects A of A with JA = 0. For instance, if
(V,m) is any basic setup, and A any (V,m)a-algebra, then A-Mod is m-torsion-free. Clearly,
if A is J-torsion-free, the same holds for A o, for its natural V -linear structure.
(v) Let f : A→ B be any morphism of A , and J, J ′ ⊂ V two ideals such that J · Ker f =
J ′ · Coker f = 0 (notation of (iv)). Then for every a ∈ J and b ∈ J ′ there exists a morphism
g : B → A such that f ◦ g = ab · 1B and g ◦ f = ab · 1A.
Indeed, write f = e ◦ p, where A p−→ Im f e−→ B are the natural morphisms. Since J · Ker p =
J · Ker f = 0, the endomorphism a · 1A factors through p and a morphism g1 : Im f → A.
Likewise, since J ′ ·Coker e = J ′ ·Coker f = 0, the endomorphism b ·1B factors through e and
a morphism g2 : B → Im f . Then g := g1 ◦ g2 fulfills the stated conditions.
(vi) In the situation of (v), let F : A → A ′ be a V -linear functor; we get Ff ◦Fg = ab ·1FB
and Fg ◦ Ff = ab · 1FA. It follows easily that JJ ′ ·KerFf = JJ ′ · CokerFf = 0.
Definition 14.2.11. Let (V,m) be a basic setup, A a V -linear abelian category, I a small cate-
gory, and consider a functor
M• : I → A i 7→Mi (j ϕ−→ i) 7→ (Mj Mϕ−−→ Mi).
(i) We say that M• is essentially zero, if for every i ∈ Ob(I) there exists a morphism
ϕ : j → i in I withMϕ = 0.
(ii) We say that M• is almost essentially zero, if for every i ∈ Ob(I) and every subideal
m0 ⊂ m of finite type there exists a morphism ϕ : j → i in I with m0 ·Mϕ = 0. We denote
Fun(I,A )a.ess.0
the full subcategory of Fun(I,A ) whose objects are the almost essentially zero functors.
(iii) We say that M• is almost essentially constant, if there exist L ∈ Ob(A ) and a cone
π• : cL ⇒M• inducing almost essentially zero functors
Ker π• : I → A-Mod and Coker π• : I → A-Mod.
(iv) We say thatM• has the almost Mittag-Leffler property if for every i ∈ Ob(I) and every
subideal m0 ⊂ m of finite type there exists a morphism j ϕ−→ i in I with :
m0 · ImMϕ ⊂ ImMϕ◦ψ for every morphism ψ : k → j in I.
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(v) We say that M• is a Cauchy functor, if for every subideal m0 ⊂ m of finite type there
exists i ∈ Ob(I) with m0 ·KerMϕ = m0 · CokerMϕ = 0 for every morphism ϕ : j → i of I .
We say thatM• is null, if it is both a Cauchy functor and almost essentially zero.
(vi) Let P(M•) be either one of the conditions : “M• is essentially zero”, “M• is almost
essentially zero”, “M• is almost essentially constant”, “M• has the almost Mittag-Leffler prop-
erty”, “M• is a Cauchy functor” or “M• is null”. We say that M• has the dual P property if
P(Mo• ) holds, for the opposite functorM
o
• : I
o → A o (see remark 14.2.10(ii)).
Remark 14.2.12. (i) In the situation of definition 14.2.11, for every M ∈ Ob(A ) and every
subideal m0 ⊂ m of finite type, set M [m0] :=
⋂
x∈m0
Ker x · 1M . Notice that M• is almost
essentially zero if and only if the following holds. For every such m0, the induced functor
M•/M•[m0] : I → A i 7→ Mi/Mi[m0]
is essentially zero.
(ii) Suppose that I is cofiltered and A is complete, and let us set :
M△i :=
⋂
ϕ:j→i
ImMϕ for every i ∈ Ob(I).
We claim thatMψ restricts to a morphism in A
M△ψ : M
△
i′ →M△i for every morphism ψ : i′ → i in I.
Indeed, it suffices to check that Mψ(M
△
i′ ) ⊂ ImMϕ for every morphism ϕ : j → i in I .
However, since I is cofiltered, for every such ϕ there exist k ∈ Ob(I) and morphisms ϕ′ : k →
i′ and ψ′ : k → j such that ϕ◦ψ′ = ψ◦ϕ′. It follows thatMψ(M△i′ ) ⊂Mψ(Imϕ′) =Mϕ(Imψ′)
whence the contention. Next, let τ• : cL ⇒ M• be any cone; notice that
(14.2.13) Im τi ⊂M△i for every i ∈ Ob(I).
On the other hand, a direct inspection of the definitions shows that
(M•/M
△
• )
△
i = 0 for every i ∈ Ob(I).
Hence, (14.2.13) implies that every cone cL′ ⇒ M•/M△• is the zero morphism, so we must
have limI M•/M
△
• = 0, and since limI is a left exact functor (because it is a right adjoint : see
(1.3)) we conclude that the inclusionM△• →M• induces an isomorphism :
lim
I
M△•
∼→ lim
I
M•.
(iii) In the situation of (ii), let A be any (V,m)a-algebra, and take A := A-Mod (see
remark 14.2.10(iii)); notice then that M• has the almost Mittag-Leffler property if and only if
the following holds. For every i ∈ Ob(I), the induced systemM•/i := (ImMϕ | ϕ : j → i) of
submodules of Mi is a Cauchy net of the uniform space IA(Mi) defined as in [52, Def.2.3.1].
In this case, by [52, Lemma 2.3.5], the Cauchy sequenceM•/i admits a unique limit in IA(Mi),
and by direct inspection we see that this limit isM△i , since for every subideal m0 ⊂ m of finite
type there exists a morphism ϕ : j → i in I such that m0 · ImMϕ ⊂M△i .
(iv) Notice thatM• : I → A is a Cauchy functor if and only if the following holds. For every
subideal m0 ⊂ m of finite type there exists i ∈ Ob(I) such that for every pair of morphisms
k
ψ−→ j ϕ−→ i of I , we have m0 · KerMψ = m0 · CokerMψ = 0. Indeed, the latter condition
clearly implies that M• is a Cauchy functor; conversely, suppose that M• is a Cauchy functor,
and let m0 ⊂ m1 ⊂ m be subideals of finite type with m0 ⊂ m21; by assumption, we may find
i ∈ Ob(I) such that, for every ϕ and ψ as in the foregoing, m1 annihilates all but the first and
the fourth terms in the induced exact sequence :
0→ KerMψ → KerMϕ◦ψ → KerMϕ → CokerMψ → CokerMϕ◦ψ → CokerMϕ → 0.
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It follows easily that m1 ·KerMψ = m0 ·CokerMψ, as required. Notice also that every Cauchy
functor has the almost Mittag-Leffler property : the details shall be left to the reader.
(v) Suppose again that I is cofiltered. In view of (iv), we deduce that a functorM• : I → A
is null if and only if the following holds. For every subideal m0 ⊂ m of finite type there exists
i ∈ Ob(I) such that m0Mj = 0 for every morphism ϕ : j → i : the details shall be left to
the reader. It follows easily that the full subcategory of Fun(I,A ) whose objects are the null
functors, is a Serre subcategory : again, we leave the details to the reader.
Lemma 14.2.14. In the situation of definition 14.2.11, the following holds :
(i) The category Fun(I,A )a.ess.0 is a Serre subcategory of Fun(I,A ). Hence
L (I,A ) := Fun(I,A )/Fun(I,A )a.ess.0.
is an abelian category whose objects are the functors I → A .
(ii) If A is m-torsion-free (see remark 14.2.10(iv)), then for every almost essentially zero
functorM• : I → A-Mod, we have limI M• = 0.
(iii) Suppose that I is cofiltered, and A is complete and m-torsion-free. Then the functor
Lim
I
: Fun(I,A )→ A
(see (1.3)) factors through the localization Fun(I,A )→ L (I,A ) and a functor
L (I,A )→ A M• 7→ lim
I
M•.
Proof. (i): Consider a short exact sequence of functors from I to A-Mod :
(14.2.15) 0→ M ′•
f•−→M• g•−→M ′′• → 0.
It is easily seen that ifM• is almost essentially zero, the same holds forM
′
• andM
′′
• . Conversely,
suppose thatM ′• andM
′′
• are almost essentially zero, and let i ∈ Ob(I), and m0 ⊂ m a finitely
generated subideal. By assumption there exists a morphism ϕ : j → i in I such that m0 ·
ImM ′ϕ = 0, and also a morphism ψ : k → j such that m0 · ImM ′′ψ = 0. It follows that there
exists a morphism h : m0Mk → M ′j such that fj ◦ h : m0Mk → Mj is the restriction of Mψ.
ThenMϕ◦ψ(m
2
0Mk) = m0 · Im(Mϕ ◦ fj ◦ h) = m0 · Im(fi ◦M ′ϕ ◦ h) = 0, which shows thatM•
is almost essentially zero.
(ii): Suppose first thatM• is essentially zero. Let X ∈ Ob(A ) be any object, and τ• : cX ⇒
M• any cone; by assumption, for evey i ∈ Ob(I) there exists a morphism ϕ : j → i in I with
Mϕ = 0. Then τi =Mϕ ◦ τj = 0 for every such i, so that τ• = 0, whence the contention.
For a general almost essentially zero functor M•, and every subideal m0 ⊂ m of finite type,
we have a short exact sequence of functors
0→M•[m0]→M• → M•/M•[m0]→ 0
whose right-most term is essentially zero, by remark 14.2.12(i)), so that limI M•/M•[m0] = 0
by the previous case. On the other hand, clearly m0 annihilates limI M•[m0]. The functor LimI
is left exact (since it admits a left adjoint : see (1.3)); it then follows that m0 annihilates as well
limI M•, and since m0 is arbitrary and A is m-torsion-free, the claim follows.
(iii): As LimI is left exact, in the situation of (14.2.15) we see easily from (ii) that if M
′′
•
is almost essentially zero, then f• induces an isomorphism limI M
′
•
∼→ limI M•. Thus, it re-
mains only to check that if M ′• is almost essentially zero, then g• induces an isomorphism
g : limI M•
∼→ limI M ′′• . To this aim, we suppose first that M• is the constant functor of
value M , and that for every subideal m0 ⊂ m of finite type there exists i ∈ Ob(I) such that
m0 ·M ′i = 0. Then, for every morphism ϕ : j → i in I we have as well m0 ·M ′j = 0. Hence, for
such m0 and i, and for every b ∈ m0 and every ϕ : j → i, the endomorphism b · 1M : M → M
is the composition of gj : M → M ′′j and a unique morphism hj : M ′′j → M of A , and it is
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easily seen that gj ◦ hj = b · 1M ′′j . Moreover, the system of morphisms (gj | ϕ : j → i) amounts
to a natural cocone h• : M
′′
• ◦ si ⇒ M• ◦ si, where si : I/i → I denotes the source functor.
Since si is final (example 1.5.8(i)), we deduce a morphism of A
h : L′′ := lim
I
M ′′• → M = lim
I
M•.
By construction, we have g ◦ h = b · 1L′′ and h ◦ g = b ·1M . Especially, b annihilates Ker g and
Coker g, and since m0 and b are arbitrary, the assertion follows in this case.
Lastly, letM ′• be an arbitrary almost essentially zero functor, and notice that
Nϕ := fi(ImM
′
ϕ) = Mϕ(Ker gj) for every morphism ϕ : j → i in I.
Hence, for every such ϕ, the morphismM ′′ϕ is the composition of unique morphisms of A
hϕ : M
′′
j
hϕ−→ Qϕ := Mi/Nϕ
gϕ−→ M ′′i such that hϕ ◦ gj = πϕ ◦Mϕ and gϕ ◦ πϕ = gi
where πϕ : Mi → Qi is the projection. For any fixed i ∈ Ob(I), let cMi : I/i → A be the
constant functor of valueMi; we get a short exact sequence of functors
0→ N• → cMi π•−→ Q• → 0
where N•, Q• : I/i→ A are given by the rules : ϕ 7→ Nϕ and respectively ϕ 7→ Qϕ for every
morphism ϕ : j → i in I . By construction, for every subideal m0 ⊂ m of finite type there
exists ϕ ∈ Ob(I/i) such that m0 ·Nϕ = 0; by the foregoing case, it follows that π• induces an
isomorphism
πi : Mi
∼→ Q := lim
I/i
Q•.
On the other hand, the system (hϕ | ϕ ∈ Ob(I/i)) amounts to a natural transformation h• :
M ′′• ◦ si ⇒ Q• (the details are left to the reader), whence an induced morphism of A
hi : L
′′ := lim
I
M ′′•
∼→ lim
I/i
M ′′• ◦ si → Q.
In turn, the system (π−1i ◦ hi | i ∈ Ob(I)) amounts to a cone cL′′ ⇒ M•, whence an induced
morphism of A
h : L′′ → L := lim
I
M•.
Claim 14.2.16. g ◦ h = 1L′′ .
Proof of the claim. Indeed, let also τ• : cL ⇒ M• and τ ′′• : cL′′ ⇒ M ′′• be the universal cones; it
suffices to show that τ ′′i ◦ g ◦ h = τ ′′i for every i ∈ Ob(I). But we have
τ ′′i ◦ g ◦ h = τ ′′i = gi ◦ τi ◦ h = gi ◦ π−1i ◦ hi = gϕ ◦ πϕ ◦ π−1i ◦ hi
for every morphism ϕ : j → i in I , and on the other hand τ ′′i = M ′′ϕ ◦ τ ′′j = gϕ ◦ hϕ ◦ τ ′′j so we
are reduced to checking that
πϕ ◦ π−1i ◦ hi = hϕ ◦ τ ′′j for every morphism ϕ : j → i in I.
Now, let τQ• : cQ ⇒ Q• be the universal cone; then πϕ ◦ π−1i = τQϕ for every such ϕ, and finally,
τQϕ ◦ hi = hϕ ◦ τ ′′j , as required. ♦
From claim 14.2.16 we see that g is an epimorphism; but it is also a monomorphism, since
limI M
′
• = 0, and since the functor limI is left exact. Hence g is an isomorphism, as stated. 
Remark 14.2.17. Keep the situation of definition 14.2.11, and suppose that I is cofiltered.
(i) Consider a short exact sequence (14.2.15) of functors I → A , such thatM ′• andM ′′• are
Cauchy functors. ThenM• is also a Cauchy functor. Indeed, letm0 ⊂ m1 ⊂ m be two subideals
of finite type with m0 ⊂ m21. Since I is cofiltered, taking into account remark 14.2.12(iv), we
find i ∈ Ob(I) such that m1 annihilates the kernel and cokernel of bothM ′ϕ andM ′′ϕ, for every
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morphism ϕ : j → i; by the snake lemma, it follows easily thatm0 ·KerMϕ = m0 ·CokerMϕ =
0 for every such ϕ, whence the contention.
(ii) Moreover, if X•, Y• : I → A are Cauchy functors, and f• : X• → Y• is any morphism
of functors, then Ker f•, Coker f• and Im f• are Cauchy functors. Indeed, let us check first the
assertion for Z• := Im f• : since the latter is a subfunctor of Y•, for every subideal m0 ⊂ m
of finite type we find i ∈ Ob(I) such that for every pair of morphisms k ψ−→ j ϕ−→ i we have
m0 · KerZψ = 0 (remark 14.2.12(iv)). Likewise, since Z• is a quotient of X•, for every such
m0 there exists i
′ ∈ Ob(I) such that for every pair of morphisms k′ ψ′−→ j′ ϕ′−→ i′ we have
m0 ·CokerZψ′ = 0. Since I is cofiltered, we find i′′ ∈ Ob(I) with morphisms i← i′′ → i′, and
then m0 annihilates the kernel of cokernel of Zλ, for every morphism λ : j
′′ → i′′ of I .
Lastly, by considering the short exact sequences of functors :
0→ Ker f• → X• → Z• → 0 0→ Z• → Y• → Coker f• → 0
and combining with (i), we deduce the assertions for Ker f• and Coker f•.
Proposition 14.2.18. With the notation of definition 14.2.11 and of remark 14.2.12(ii), assume
that I is cofiltered, and A is complete and m-torsion-free. Then we have :
(i) IfM• : I → A has the almost Mittag-Leffler property, the following holds :
(a) M△ϕ : M
△
j →M△i is an epimorphism in A , for every morphism ϕ : j→ i of I .
(b) The inclusions (M△i →Mi | i ∈ Ob(I)) define an isomorphismM△• ∼→M• inL (I,A ).
(ii) For every functorM• : I → A the following conditions are equivalent :
(a) M• is almost essentially constant.
(b) M• is isomorphic to a constant functor, in the category L (I,A ) of lemma 14.2.14(i).
(c) Every universal cone cL ⇒M• is an isomorphism in the category L (I,A ).
(d) M• has the almost Mittag-Leffler property, andM
△
• is a Cauchy functor.
(iii) Every Cauchy functorM• : I → A is almost essentially constant.
Proof. (i.a): Pick a morphism k
ψ−→ j such that m0 · ImMψ ⊂M△j (remark 14.2.12(iii)). Then
m0M
△
i ⊂ m0 · ImMϕ◦ψ =Mϕ(m0 · ImMψ) ⊂M△ϕ (M△j ).
Since m0 is arbitrary, the assertion follows.
(i.b): For every i ∈ Ob(I), let βi : M△i → Mi be the inclusion; we need to check that the
resulting functor Coker β• : I → A is almost essentially zero. Indeed, let i ∈ Ob(I) and
m0 ⊂ m any subideal of finite type; since M• has the almost Mittag-Leffler property, there
exists a morphism ϕ : j → i in I such thatm0 · ImMϕ ⊂M△i . Hence, m0 annihilates the image
of the induced morphism Coker βj → Coker βi, whence the assertion.
(ii.a)⇒(ii.d): Let L ∈ Ob(A ) with a cone τ• : cL ⇒ M• such that the functors Ker τ• and
Coker τ• are almost essentially zero. This means that for every i ∈ Ob(I) and every subideal
m0 ⊂ m of finite type, there exists a morphism ϕ : j → i such that m0 · ImMϕ ⊂ Im τi.
But clearly Im τi ⊂ M△i , so we see that M• has the almost Mittag-Leffler property. By the
same token, since m0M
△
i ⊂ m0 · ImMϕ, we get m0M△i ⊂ Im τi, and since m0 is arbitrary, we
conclude that M△i = Im τi for every i ∈ Ob(I). Next, by assumption, for every i ∈ Ob(I)
and every subideal m0 ⊂ m of finite type there exists a morphism ϕ : j → i of I such that m0
annihilates the image of the induced morphism Ker τj → Ker τi; but obviously the latter is a
monomorphism, so the condition means that for every suchm0 there exists j ∈ Ob(I) such that
m0 · Ker τj = 0. Now, let ψ : k → j be any morphism of I , and set K := τ−1k (KerM△ψ ); it
is easily seen that K ⊂ Ker τj , hence m0K = 0, and finally m0 · KerM△ψ = 0, since we have
already established that τk : L→ M△k is an epimorphism.
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(ii.d)⇒(ii.b): In light of (i.b), we are reduced to checking that the functor M△• is almost
essentially constant. Thus, let M△ be the limit of the functor M△• , and τ• : cM△ ⇒ M△• the
universal cone; let also m0 ⊂ m be any subideal of finite type, and pick i ∈ Ob(I) such that
m0 ·KerM△ϕ = 0 for every morphism ϕ : j → i of I . Recall that the source functor si : I/i→ I
is cofinal, so that M△ represents also the limit of M△• ◦ si : I/i → A . It follows easily that
Ker(τi :M
△ →M△i ) represents the limit of the induced functor
(0×M△i M
△
• ) ◦ si : I → A (j ϕ−→ i) 7→ KerM△ϕ = 0×M△i M
△
j .
But then it is clear that m0 · Ker τi = 0. Especially, the functor Ker τ• : I → A is trivially
almost essentially zero. To conclude, we show that τi is an epimorphism for every i ∈ Ob(I).
To this aim, let m0 ⊂ m be any subideal of finite type; in view of (i.a), we may assume that
m0 · KerM△ϕ = 0 for every morphism ϕ : j → i. Hence, for every b ∈ m0 we have a unique
morphism in A
fϕ,b : M
△
i → M△j such that M△ϕ ◦ fϕ,b = b · 1M△i .
By inspecting the construction, it is easily seen that M△ψ ◦ fϕ◦ψ,b = fϕ,b for every morphism
ψ : k → j in I , hence the rule ϕ 7→ fϕ,b defines a cone cM△i ⇒ M
△
• ◦ si, whence a unique
morphism of A-modules
h : M△i →M△ such that fϕ,b = τj ◦ h for every ϕ : j → i.
Especially, τi ◦ h = M△ϕ ◦ τj ◦ h = M△ϕ ◦ fϕ,b = b · 1M△i , and since b ∈ m0 is arbitrary, the
assertion follows.
(ii.b)⇒(ii.a): It suffices to prove :
Claim 14.2.19. LetM•,M
′
• : I → A be two functors, f• :M• ⇒M ′• a natural transformation,
and suppose that f• is an isomorphism in L (I,A ). Then M• is almost essentially constant if
and only if the same holds forM ′•.
Proof of the claim. Let L and L′ be the limits of M• and respectively M
′
•; denote by τ• :
cL ⇒ M• and τ ′• : cL′ ⇒ M ′• the respective universal cones. There exists a unique morphism
f : L→ L′ in A that makes commute the diagram :
cL
cf //
τ•

cL′
τ ′•

M•
f• // M ′•.
But lemma 14.2.14(iii) implies that f is an isomorphism; as f• is an isomorphism in L (I,A ),
it follows that τ• is an isomorphism in L (I,A ) if and only if the same holds for τ ′•. ♦
Lastly, clearly (c)⇒(a). Suppose then that (a) holds, and let τ• : cL ⇒ M• be a universal
cone; let also µ• : cX ⇒ M• be another cone that is an isomorphism in L (I,A ). Then there
exists a unique morphism f : X → L in A such that τ• ⊙ cf = µ•. Set µ := limI µ• and
τ := limI τ•, so that τ ◦f = µ. Now, τ is an isomorphism, and the same holds for µ•, by lemma
14.2.14(iii); hence f is an isomorphism, so the cone µ• is universal, whence (c).
(iii): We know already that M• has the almost Mittag-Leffler property (remark 14.2.12(iv));
moreover, KerM△ϕ ⊂ KerMϕ for every morphism ϕ of I , hence M• fulfills condition (ii.c),
whence the contention. 
Proposition 14.2.20. Let A and A ′ be V -linear abelian categories, I a small category, F :
A → A ′ a V -linear functor, andM•,M ′• : I → A two functors. The following holds :
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(i) Let f• : M• ⇒ M ′• be a natural transformation. If Ker f• and Coker f• are almost
essentially zero (resp. null, resp. dual almost essentially zero, resp. dual null), then the same
holds for the kernel and cokernel of Ff• : FM• ⇒ FM ′•.
(ii) IfM• is a Cauchy functor, the same holds for FM•.
(iii) IfM• is almost essentially constant (resp. dual almost essentially constant), so is FM•.
(iv) Suppose that F is right exact (resp. left exact). If M• has the almost Mittag-Leffler
property (resp. the dual almost Mittag-Leffler property), then the same holds for FM•.
Proof. (ii): The assertion follows immediately from remark 14.2.10(vi).
(i): We can write f• = e• ◦ p•, where e• : I → A is a monomorphism of functors, and p• :
I → A is an epimorphism of functors, and then clearly it suffices to check the stated assertions
for e• and p•. Moreover, if the stated assertions are known for all monomorphisms of functors
and all V -linear categories A , they follow for every epimorphism as well, by considering the
opposite transformation f o• : M
′o
• ⇒Mo• and invoking remark 14.2.10(ii).
Thus, let f• be a monomorphism, ϕ : j → i any morphism in I , and a ∈ V that annihilates
the morphism Coker fj → Coker fi induced by M ′ϕ. The latter means that Im(aM ′ϕ) ⊂ Im fi;
it follows that there exists a morphism g : M ′j → Mi in A such that fi◦g = aM ′ϕ, and therefore
fi ◦ g ◦ fj = aM ′ϕ ◦ fj = afi ◦Mϕ = fi ◦ (aMϕ)
whence g ◦ fj = aMϕ, since fi is a monomorphism. The induced identities Ffi ◦ Fg = aFM ′ϕ
and Fg ◦ Ffj = aFMϕ imply that Im(aFM ′ϕ) ⊂ ImFfi and aMϕ(KerFfj) = 0. Hence,
if Ker f• and Coker f• are almost essentially zero (resp. dual almost essentially zero) then the
same holds for KerFf• and CokerFf•. Combining with (ii), we deduce that if Ker f• and
Coker f• are null (resp. dual null), the same follows for KerFf• and CokerFf•.
(iii) is an immediate consequence of (i).
(iv): As usual, the assertion in case F is left exact will follow from the assertion for the case
F is right exact, by considering Mo• and F
o. Hence, suppose that F is right exact and M• has
the almost Mittag-Leffler property. For a given subideal m0 ⊂ m of finite type and i ∈ Ob(I),
choose a morphism ϕ : j → i in I such that for every morphism ψ : k → j of I we have
m0 · ImMϕ ⊂ ImMϕ◦ψ. Let C be the cokernel of the morphism Mϕ◦ψ : Mk → ImMϕ of
A induced by Mϕ◦ψ; the assumption means that m0C = 0. Since F is right exact, FC is the
cokernel of FMϕ◦ψ : FMk → F (ImMϕ), and obviously m0FC = 0. By the same token,
Mϕ : Mj → Mi factors through epimorphisms FMj → F (ImMϕ) → ImFMϕ; we conclude
that the cokernel of the morphism FMk → ImFMϕ induced by FMϕ◦ψ is a quotient of FC,
and especially is annihilated by m0. The assertion follows. 
Remark 14.2.21. Keep the notation of definition 14.2.11, and letM• : I → A be any functor.
(i) By unwinding the definitions, we find thatM• has the dual almost Mittag-Leffler property
if and only if the following holds. For every subidealm0 ⊂ m of finite type, and every i ∈ Ob(I)
there exists a morphism ϕ : i→ j in I such that
m0 ·KerMψ◦ϕ ⊂ KerMϕ for every morphism ψ : j → k in I.
(ii) The natural isomorphism Fun(I,A )
∼→ Fun(Io,A o)o of remark 1.1.19(i) identifies
(Fun(Io,A o)a.ess.0)
o with the full subcategory of Fun(I,A ) whose objects are the dual almost
essentially zero functors. Since the opposite of a Serre subcategory is a Serre subcategory,
lemma 14.2.14(i) implies that the quotient
C (I,A ) := Fun(I,A )/(Fun(Io,A o)a.ess.0)
o
is again an abelian category, whose objects are the functors I → A .
(iii) The rest of lemma 14.2.14 dualizes as well : first, part (ii) of the lemma implies that if
A is m-torsion-free and M• is dual almost essentially zero, then colimI M• = 0. Next, if I is
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filtered, and A is cocomplete and m-torsion-free, the functor ColimI of remark 1.3.3(ii) factors
through the localization Fun(I,A )→ C (I,A ) and a functor
C (I,A )→ A M• 7→ colim
I
M•.
(iv) Also remark 14.2.12(ii,iii) admits a valid dual : namely, suppose that I is filtered and A
is cocomplete. We set
M▽i :=
⋃
ϕ:i→j
KerMϕ ⊂Mi for every i ∈ Ob(I).
Then, arguing as in 14.2.12(ii) one easily checks thatMϕ restricts to a morphism
M▽ψ : M
▽
i →M▽i′ for every morphism ψ : i→ i′ in I
whence an induced functorM▽• : I → A , and a direct inspection of the definitions shows that
(14.2.22) (M▽• )
▽
• =M
▽
• .
Notice moreover that every cocone τ : M• ⇒ cL factors (uniquely) through the projection
π• : M• →M•/M▽• . Combining with (14.2.22) we deduce that
colim
I
M▽• = 0
and furthermore, π• induces an isomorphism in A :
colim
I
M•
∼→ colim
I
M•/M
▽
• .
(v) Under the assumptions of (iv), we deduce that M• has the dual almost Mittag-Leffler
property if and only if for every subidealm0 ⊂ m of finite type and every i ∈ Ob(I) there exists
a morphism ϕ : i → j such that m0 ·M▽i ⊂ KerMϕ. In the case where A = A-Mod for a
given (V,m)a-algebra A, it follows that for every i ∈ Ob(I) the system (KerMϕ | ϕ : i → j)
is a Cauchy net in the uniform space IA(Mi), and its unique limit is the A-submoduleM▽i .
(vi) Suppose that I is filtered, and is A is cocomplete and m-torsion-free. Then :
• By dualizing proposition 14.2.18(ii), we see that the following conditions are equivalent :
(a) M• is dual almost essentially constant.
(b) M• is isomorphic to a constant functor, in the category C (I,A ) of remark 14.2.21(ii).
(c) M• has the dual almost Mittag-Leffler property, and for every subidealm0 ⊂ m of finite
type, there exists i ∈ Ob(I) such that m0 annihilates the cokernel of the morphism
(14.2.23) Mi/M
▽
i → Mj/M▽j
induced byMϕ, for every morphism ϕ : i→ j in I (notation of remark 14.2.21(iv)).
• Moreover, the dual of proposition 14.2.18(i) states that if M• has the dual almost Mittag-
Leffler property, then (14.2.23) is a monomorphism for every morphism ϕ : i→ j in I , and the
projections (Mi → Mi/M▽i | i ∈ Ob(I)) define an isomorphismM• ∼→M•/M▽• in C (I,A ).
Lemma 14.2.24. In the situation of definition 14.2.11, let A be any (V,m)a-algebra, M• :
No → A-Mod a functor whose transition morphismsMm,n : Mm → Mn are epimorphisms for
every m,n ∈ N, and set L := limn∈NMn. Then we have :
(i) The universal cone τ• : cL ⇒M• is an epimorphism of functors.
(ii) lim1n∈NMn = 0.
(iii) For every almost finitely generated (resp. almost finite projective) A-module N , the
cone N ⊗A τ• induces an epimorphism (resp. an isomorphism)
ϕN : N ⊗A L→ lim
n∈N
N ⊗A Mn.
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(iv) More generally, if N is an A-module and a ∈ A∗ such that a · 1N factors as a compo-
sition of A-linear morphisms N
α−→ N0 β−→ N with N0 almost finitely generated (resp.
almost finite projective), then a · CokerϕN = 0 (resp. a ·KerϕN = 0).
Proof. (i): Let M•! : N
o → A∗-Mod be the composition of M• with the left adjoint (−)! :
A-Mod→ A∗-Mod of the localization (−)a. Set T := limn∈NMn!, and let µ• : cT ⇒ M•! be
the universal cone; then L = T a and the natural isomorphismM•
∼→ (M•!)a identifies τ• with
µa•. Thus, it suffices to check that µ• is an epimorphism of functors. However, the transition
morphisms (Mm,n)! : Mm! →Mn! are surjective, so the assertion is clear.
(ii): Recall that for every functorM• : N
o → A-Mod (resp. N• : No → A∗-Mod) the right
derived functor R limNo M• (resp. R limNo N•) is computed by a natural two-term complex
Π(M•) (resp. Π(N•)) : see [112, §3.5]. With this notation, we have Π(M•) = Π(M•!)a,
since the localization (−)a commutes with all products. However, lim1n∈NMn! = 0, since the
transition morphisms (Mm,n)! are surjective ([112, Lemma 3.5.3]). The assertion follows.
(iii): Suppose first that N is finitely generated; hence there exists r ∈ N and a short exact
sequence 0→ K → A⊕r → N → 0 of A-modules. For every n ∈ N, let Cn ⊂ A⊕r ⊗A Mn be
the image ofK⊗AMn; we get an inverse system (Cn | n ∈ N) whose transition morphisms are
also epimorphisms (details left to the reader). By virtue of (ii), there follows an epimorphism
of A-modules
lim
n∈N
A⊕r ⊗A Mn = A⊕r ⊗A L ψ−→ lim
n∈N
N ⊗A Mn.
Lastly, it is easily seen that ψ factors through ϕN and the induced morphism A
⊕r ⊗A L →
N ⊗A L, whence the contention in this case. Next, consider the functor
T : A∗-Mod→ A∗-Mod X 7→ (CokerϕXa)∗
that assigns to every A-linear morphism f : N → N ′ the induced map (CokerϕNa)∗ →
(CokerϕN ′a)∗ of A∗-modules. It is easily seen that T is V -homogeneous of degree 1 (see
definition 14.1.50), and the associated functor T a : A-Mod → A-Mod is given by the rule:
N 7→ CokerϕN for every A-module N (notation of remark 14.1.51(ii)). By the foregoing,
T aN = 0 whenever N is finitely generated; however, on the one hand, for every suitable pair
of infinite cardinalities ω, ω′ the associated map Mω,ω′(T a) : Mω(A) → Mω′(A) is uniformly
continuous (proposition 14.1.53(iii)), and on the other hand, it is easily seen that the subset {0}
is closed in the topology of the uniform spaceM (A). Hence, T aN = 0 for every almost finitely
generated A-module, as stated.
Next, suppose that N is almost finite projective; then for every a ∈ m there exists r ∈ N and
A-linear morphismsN
α−→ A⊕r β−→ N whose composition is a ·1N ([52, Lemma 2.4.15]). There
follows a commutative diagram :
N ⊗A L α⊗AL //
ϕN

A⊕r ⊗A L β⊗AL //

N ⊗A L
ϕN

limn∈NN ⊗A Mn // limn∈NA⊕r ⊗A Mn // limn∈NN ⊗A Mn
whose central arrow is an isomorphism, and we already know that ϕN is an epimorphism. By a
simple diagram chase we deduce that a ·KerϕN = 0, and since a is arbitrary, we conclude that
ϕN is an isomorphism in this case, as stated.
(iv): In light of (iii) we have : a · 1TN = Tβ ◦ Tα = 0, i.e. a ·CokerϕN = 0. If N0 is almost
finite projective, consider the functor T ′ : Aa-Mod→ Aa-Mod such that T ′X := KerϕX for
every Aa-moduleX : by (iii) we have T ′N0 = 0, whence a · 1T ′N = 0. 
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Proposition 14.2.25. In the situation of definition 14.2.11, let A be any (V,m)a-algebra,M• :
I → A-Mod any functor, and τ• : cL ⇒ M• and τ ′• : M• ⇒ cL′ be respectively a universal
cone and a universal cocone. We have :
(i) Suppose that I is cofiltered and consider the following conditions :
(a) The functor Coker τ• is almost essentially zero.
(b) M• is almost Mittag-Leffler.
Then (a)⇒(b), and if there exists a final functor No → I , then (b)⇒(a).
(ii) Suppose that is I filtered. Then M• has the dual almost Mittag-Leffler property if and
only if the functor Ker τ ′• is dual almost essentially zero.
(iii) Suppose that I = No, where N is endowed with its standard total ordering. If M• has
the almost Mittag-Leffler property, then lim1n∈NMn = 0.
Proof. (iii): Suppose first that M• is almost essentially zero, and consider, for every finitely
generated subideal m0 ⊂ m, the short exact sequence of functors
Σ• : 0→M•[m0]→M• →M•/M•[m0]→ 0
whose right-most term is an essentially zero inverse system, by remark 14.2.12(i)), and therefore
lim
n∈N
Mn/Mn[m0] = lim
n∈N
1Mn/Mn[m0] = 0.
On the other hand, clearly m0 annihilates lim
1
n∈NMn[m0]. From the long exact cohomology
sequence associated with Σ• it follows that m0 annihilates as well lim
1
n∈NMn. Since m0 is
arbitrary, the claim follows in this case.
Next, let M• be an arbitrary functor with the almost Mittag-Leffler property; for every
m,n ∈ N with m > n, we let Mm,n : Mm → Mn be the transition morphism. By propo-
sition 14.2.18(i.a), the restriction M△p,n : M
△
m → M△n of Mm,n is an epimorphism for every
such n and p. Let us then consider the short exact sequence of inverse systems
Σ′• : 0→M△• → M• →M•/M△• → 0.
Proposition 14.2.18(i.b) implies thatM•/M
△
• is almost essentially zero, so lim
1
n∈NMn/M
△
n =
0, by the previous case; also, lim1n∈NM
△
n = 0, by lemma 14.2.24(ii). The assertion follows
then, by considering the long exact R lim sequence associated with Σ′•.
(i.a)⇒(i.b): By assumption, for every subideal m0 ⊂ m of finite type and every i ∈ Ob(I)
there exists a morphism ϕ : j → i in I such that m0 annihilates the image of the induced
morphism Coker τj → Coker τi. The latter means that m0 · ImMϕ ⊂ Im τi; but clearly Im τi ⊂
ImMϕ◦ψ for every morphism ψ : k → j in I , whence the contention.
Next, suppose that there exists a final functor λ : No → I , and thatM• has the almost Mittag-
Leffler property; notice that τi factors through a morphism µi : L → M△i and the inclusion
M△i →Mi, for every i ∈ Ob(I). There follows a short exact sequence of functors :
Cokerµ• → Coker τ• →M•/M△• → 0.
By proposition 14.2.18(i.b), M•/M
△
• is almost essentially zero, hence L also represents the
limit of M△• , and µ• is a universal cone; by lemma 14.2.14(i) it then suffices to show that
Coker µ• = 0. Now, µ• ∗ λ : cL ⇒M△• ◦ λ is still a universal cone (remark 1.5.5(ii,iii)). Since
we also know thatM△ϕ is an epimorphism for every morphism ϕ of I (proposition 14.2.18(i.a)),
we are then reduced to checking that µλ(n) : L → M△λ(n) is an epimorphism for every n ∈ N.
The latter follows from lemma 14.2.24(i).
(ii): Suppose that Ker τ ′• is dual almost essentially zero; this means that for every subideal
m0 ⊂ m of finite type, and every i ∈ Ob(I) there exists a morphism ϕ : i → j in I such
that Mϕ(m0 · Ker τ ′i) = 0. But we have KerMψ◦ϕ ⊂ Ker τ ′i for every morphism ψ : j → k
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in I; whence m0 · KerMψ◦ϕ ⊂ KerMϕ for every such ψ. Hence M• has the dual Mittag-
Leffler property, by remark 14.2.21(i). Conversely, suppose thatM• has the dual Mittag-Leffler
property; we know that the functor M▽• is almost essentially zero (remark 14.2.21(vi)) hence
it suffices to check that M▽i = Ker τ
′
i for every i ∈ Ob(I). After replacing I by i/I , we may
assume that i is an initial object of I , whence an induced cone µ• : cMi ⇒ M•, and notice that
M▽i = colimI Kerµ•. On the other hand, colimI µ• = τ
′
i ; since filtered colimits in A-Mod are
exact, the assertion follows. 
14.2.26. Pontryagin duality. Recall that for every ring R and every R-module N , we have a
natural R-module structure on
N∨ := HomZ(N,Q/Z).
Namely, for every a ∈ R and every Z-linear map ϕ : N → Q/Z we set a · ϕ := ϕ ◦ (a1N).
Especially, R∨ is naturally an R-module, and there follows a natural R-linear isomorphism :
HomR(N,R
∨)
∼→ N∨
assigning to every R-linear map ϕ : N → R∨ the Z-linear map ϕ′ : N → Q/Z such that
ϕ′(n) := ϕ(n)(1) for every n ∈ N . Its inverse assigns to every Z-linear map ψ : N → Q/Z
the homomorphism of R-modules ψ′ : N → R∨ that sends every n ∈ N to the Z-linear map
ψ′(n) : R → Q/Z such that ψ′(n)(a) := ψ(an) for every a ∈ R. Since Q/Z is an injective
Z-module, there results an exact functor
R-Mod→ R-Modo N 7→ N∨.
Moreover, it is easily seen that the natural biduality R-linear map is an injection :
N → N∨∨ for every R-module N.
Let now (V,m) be a basic setup, and A a (V,m)a-algebra; we consider the associated A-module
JA := ((A∗)
∨)a
and from the foregoing it is easily seen that the Pontryagin duality functor
(−)∨ : A-Mod→ A-Modo M 7→M∨ := alHomA(M,JA)
is again exact and V -linear, where alHomA(−,−) denotes the bifunctor of almost homomomor-
phisms defined as in [52, §2.2.11]; indeed, we have a natural isomorphism of A-modules
M∨
∼→ ((M∗)∨)a for every A-moduleM
(details left to the reader). Moreover, it follows that the biduality morphism M → M∨∨ is a
monomorphism of A-modules; especially, (−)∨ is a conservative functor.
Remark 14.2.27. (i) For every small category I , we get a natural extension of Pontryagin
duality to functors I → A-Mod. Namely, we have a conservative exact functor :
Fun(I, A-Mod)o → Fun(Io, A-Mod) M• 7→ M∨• := (−)∨ ◦M•.
(ii) For everyA-moduleM , and everyA-submoduleN ⊂M , let iN : N → M the inclusion;
it is easily seen that the induced map
IA(M)→ IA(M∨) N 7→ Ker(i∨N : M∨ → N∨)
is uniformly continuous, for the uniform structures defined as in [52, Def.2.3.1(i)].
(iii) Then, if I is cofiltered, and M• : I → A-Mod is any functor with the almost Mittag-
Leffler property, combining with remarks 14.2.12(iii) and 14.2.21(v) we deduce that the A-
linear epimorphism i∨
M△i
:M∨i → (M△i )∨ factors through an isomorphism of A-modules
M∨i /(M
∨
• )
▽
i
∼→ (M△i )∨ for every i ∈ Ob(I).
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Lemma 14.2.28. With the notation of remark 14.2.27, for every functorM• : I → A-Mod the
following holds :
(i) M• is essentially zero (resp. almost essentially zero) if and only ifM
∨
• is dual essentially
zero (resp. dual almost essentially zero).
(ii) Suppose that I is cofiltered. ThenM• is almost essentially constant (resp. has the almost
Mittag-Leffler property) if and only ifM∨• is dual almost essentially constant (resp. has the dual
almost Mittag-Leffler property).
Proof. (i): By direct inspection we see that if M• is essentially zero (resp. almost essentially
zero), then M∨ is dual essentially zero (resp. dual almost essentially zero). Likewise, if M•
is dual essentially zero (resp. dual almost essentially zero), then M∨ is essentially zero (resp.
almost essentially zero). From this, the converse assertions follow easily, since the biduality
morphismM• →M∨∨• is a monomorphism.
(ii): For a given pair of morphisms k
ψ−→ j ϕ−→ i of I , set N := ImMϕ/ImMϕ◦ψ. Since
Pontryagin duality is exact and conservative, for every subideal m0 ⊂ m we have :
m0N = 0⇔ m0N∨ = 0⇔ m0 ·Ker(ImM∨ϕ◦ψ →M∨ϕ ) = 0⇔ m0KerM∨ϕ◦ψ ⊂ KerM∨ϕ .
Taking into account remark 14.2.21(i), we deduce that M• has the almost Mittag-Leffler prop-
erty if and only ifM∨• has the dual almost Mittag-Leffler property.
Next, proposition 14.2.20(ii) implies that if M• is almost essentially constant, then M
∨
• is
dual almost essentially constant. Conversely, if M∨• is dual almost essentially constant, then
M∨• has the dual almost Mittag-Leffler property, and for every subideal m0 ⊂ m of finite type
there exists i ∈ Ob(I) with
(14.2.29) m0 · Coker(M∨i /(M∨• )▽i →M∨j /(M∨• )▽j ) = 0 for every morphism i ϕ−→ j
(remark 14.2.21(vi)). By the foregoing, we deduce already that M• has the almost Mittag-
Leffler property. Moreover, by remark 14.2.27(iii), condition (14.2.29) is equivalent to :
m0 · Coker((M△i )∨ → (M△j )∨) = 0 for every morphism i
ϕ−→ j.
But Coker((M△i )
∨ → (M△j )∨) = (KerM△ϕ )∨, and in light of proposition 14.2.18(ii), we
deduce thatM• is almost essentially constant. 
Proposition 14.2.30. Let I be a small cofiltered category, and
0→M ′• → M• →M ′′• → 0
a short exact sequence of functors I → A-Mod. We have:
(i) If M ′• and M
′′
• are almost essentially constant (resp. have the almost Mittag-Leffler
property), then the same holds forM•.
(ii) IfM• has the almost Mittag-Leffler property, the same holds forM
′′
• .
(iii) IfM• has the almost Mittag-Leffler property andM
′′
• is almost essentially constant, then
M ′• has the almost Mittag-Leffler property.
(iv) If f• : X• → Y• is a natural transformation between almost essentially constant functors,
then Ker f• and Coker f• are almost essentially constant.
Proof. (ii) is clear from the definitions.
(iv): By proposition 14.2.18(ii), the universal cones τX• : cX ⇒ X• and τY• : cX ⇒ Y•
are isomorphisms in L (I, A-Mod). Thus, there exists a unique morphism f : X → Y of
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A-modules that makes commute the diagram
cX
cf //
τX•

cY
τY•

X•
f• // Y•
whose vertical arrows are isomorphism in L (I, A-Mod). Set K := Ker f and C := Coker f ;
there follow induced isomorphisms cK
∼→ Ker f• and cC ∼→ Coker f• in L (I, A-Mod),
whence the contention, in light of proposition 14.2.18(ii).
(i): Let L, L′ and L′′ be the colimits of the functors M∨• ,M
′∨
• and respectively M
′′∨
• ; since
filtered colimits are exact in the category A-Mod, we get a commutative diagram of functors
with exact rows :
0 // M ′′∨• //

M∨• //

M ′∨• //

0
0 // cL′′ // cL // cL′ // 0
whose vertical arrows are the universal cocones. Consider first the case where M ′• and M
′′
• are
almost essentially constant; then M ′∨• and M
′′∨
• are dual almost essentially constant (lemma
14.2.28(ii)), and arguing as in the proof of (iv) we deduce that the first and third vertical arrows
are isomorphisms in the quotient category C (I, A-Mod), hence the same holds for the middle
one, by the 5-lemma. ThenM•• is dual almost essentially constant, by remark 14.2.21(vi), hence
M• is almost essentially constant, again by lemma 14.2.28(ii).
Next, if M ′• and M
′′
• have the almost Mittag-Leffler property, then M
′∨
• and M
′′∨
• have the
dual almost Mittag-Leffler property (lemma 14.2.28(ii)), hence the kernels of the first and third
vertical arrows are dual almost essentially zero (proposition 14.2.25(ii)). Then the same holds
for the kernel of the middle vertical arrow, soM∨• has the dual almost Mittag-Leffler property,
again by proposition 14.2.25(ii); finally, M• has the almost Mittag-Leffler property, by lemma
14.2.28(ii).
(iii): We consider again the induced commutative ladder with exact rows. Arguing as in the
proof of (ii), we see that the kernel of the middle vertical arrow and the cokernel of the left-most
vertical arrow are both dual almost essentially zero, hence the same holds for the kernel of the
right-most vertical arrow, by the snake lemma. Then M ′∨• has the dual almost Mittag-Leffler
property, by proposition 14.2.25(ii), and finally, M ′• has the almost Mittag-Leffler property, by
lemma 14.2.28(ii). 
14.2.31. Let us now consider a basic setup (V,m), a (small) cofiltered category I , and a functor
I → (V,m)a-Alg.Mod i 7→ (Ai,Mi)
where (V,m)a-Alg.Mod is defined as in [52, Def.2.5.22(ii)]. Hence, for every i ∈ Ob(I),
the pair (Ai,Mi) consists of a (V,m)
a-algebra Ai, and an Ai-module Mi. To each morphism
ϕ : j → i of I , the functor assigns a pair (Aϕ, gϕ) : (Aj,Mj)→ (Ai,Mi), where Aϕ : Aj → Ai
is a morphism of (V,m)a-algebras, and gϕ : Ai ⊗Aj Mj → Mi is an Ai-linear morphism. We
get two obvious induced functors
A• : I → (V,m)a-Alg M• : I → (V,m)a-Mod.
Namely, for every morphism ϕ as in the foregoing we let Mϕ : Mj → Mi be the composition
of gϕ with the natural Aj-linear morphismMj → Ai ⊗Aj Mj . Set also
A := lim
I
A• and M := lim
I
M•.
Notice that A• (resp. M•) can also be viewed as a functor with values in A-Alg (resp. A-Mod).
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Proposition 14.2.32. With the notation of (14.2.31), the following holds :
(i) If A• : I → A-Mod has the almost Mittag-Leffler property, and gϕ is an epimorphism
for every morphism ϕ of I , thenM• : I → A-Mod has the almost Mittag-Leffler property.
(ii) Suppose that gϕ is an isomorphism for every morphismϕ of I . Then, if A• : I → A-Mod
is almost essentially constant (resp. is a Cauchy functor), the same holds forM•.
(iii) Moreover, under the assumptions of (i) (resp. (ii)), the natural morphism
αi : Ai ⊗A M△i →Mi (resp. βi : Ai ⊗A M → Mi )
is an epimorphism (resp. an isomorphism) for every i ∈ Ob(I).
(iv) Lastly, under the assumptions of (i), if there exists a final functor No → I , then βi is an
epimorphism for every i ∈ Ob(I).
Proof. We fix universal cones τA• : cA ⇒ A• and τM• : cM ⇒M•.
Claim 14.2.33. Assertions (ii) and (iii) hold if A• is a Cauchy functor and gϕ is an isomorphism
for every morphism ϕ of I .
Proof of the claim. Indeed, in this case for every subideal m0 ⊂ m of finite type we find i ∈
Ob(I) such that for every morphism ϕ : j → i we have m0 ·KerAϕ = m0 · CokerAϕ = 0. By
virtue of remark 14.2.10(vi), it follows thatm20 annihilates the kernel and cokernel ofAϕ⊗AjMj ,
for every such ϕ. Since gϕ is an isomorphism, it follows thatm
2
0 ·KerMϕ = m20 ·CokerMϕ = 0,
for every such ϕ. This shows thatM• is a Cauchy functor.
Next, notice that Ker τA• and Coker τ
A
• are also Cauchy functors (remark 14.2.17(ii)), and
moreover they are almost essentially zero, since A• is almost essentially constant (proposition
14.2.18(ii,iii)). Hence, Ker τA• and Coker τ
A
• are null. The same argument shows that Ker τ
M
•
and Coker τM• are null, since M• is a Cauchy functor. Moreover, the kernel and cokernel of
τA• ⊗A M are null as well, since the functor − ⊗A M : A-Mod → A-Mod is V -linear
(proposition 14.2.20(i)). Since we have :
βi ◦ (τAi ⊗A M) = τMi for every i ∈ Ob(I)
and as the null functors form a full Serre subcategory of Fun(I, A-Mod) (remark 14.2.12(v)), it
follows that also Kerβ• and Coker β• are null functors. Now, let m0 ⊂ m be a subideal of finite
type, and i ∈ Ob(I); since I is cofiltered, we deduce that there exists a morphism ϕ : j → i
such that m0 ·Kerβj = m0 ·Coker βj = 0. Since the functor Ai⊗Aj − : Aj-Mod→ Ai-Mod
is V -linear, it follows that m20 annihilates the kernel and cokernel of Ai ⊗Aj βj : Ai ⊗A M →
Ai ⊗Aj Mj (remark 14.2.10(vi)). But notice that
gϕ ◦ (Ai ⊗Aj βj) = βi.
So finally m20 · Ker βi = m20 · Coker βi = 0. Since m0 is arbitrary, we conclude that βi is an
isomorphism, as stated. ♦
We can now complete the proof of (ii) and (iii), for the case where A• is almost essentially
constant, and gϕ is still an isomorphism for every morphism ϕ of I . To this aim, set
Aϕ := ImAϕ and Mϕ := Aϕ ⊗Aj Mj for every morphism ϕ : j → i of I.
Let j
ϕ−→ i and j′ ϕ′−→ i′ be two object of Morph(I), and (ψ, ψ′) : ϕ′ → ϕ a morphism of
Morph(I); by definition, ψ : j′ → j and ψ′ : i′ → i are morphisms in I such that ψ′◦ϕ′ = ϕ◦ψ,
and then it is clear that Aψ′ restricts to a morphism of (V,m)
a-algebras
A(ψ,ψ′) : Aϕ′ → Aϕ.
Then,Mψ :Mj′ → Mj induces a Aϕ-linear morphism
g(ψ,ψ′) : Aϕ ⊗Aϕ′ Mϕ′
∼→ Aϕ ⊗Aj′ Mj′ →Mϕ
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and it is easily seen that the rules :
ϕ 7→ (Aϕ,Mϕ) and (ϕ′ (ψ,ψ
′)−−−→ ϕ) 7→ (A(ψ,ψ′), g(ψ,ψ′))
for every ϕ ∈ Ob(Morph(I)) and every morphism (ψ, ψ′) ofMorph(I), define a functor
Morph(I)→ (V,m)a-Alg.Mod
whence, as in (14.2.31), two functors
A• : Morph(I)→ A-Alg M • : Morph(I)→ A-Mod
and notice also that :
(14.2.34) A△ϕ = A
△
i for every morphism ϕ : j → i in I.
Next, let I be the category whose objects are the pairs (j
ϕ−→ i,m0) where ϕ is a morphism of
I and m0 ⊂ m is a subideal of finite type such that :
m0Aϕ ⊂ A△ϕ
(notation of remark 14.2.12(ii)). For every (ϕ,m0), (ϕ
′,m′0) ∈ Ob(I ), the set of morphisms
(ϕ′,m′0)→ (ϕ,m0) inI is empty ifm0 6⊂ m′0, and otherwise consists of the morphismsϕ′ → ϕ
in Morph(I). The composition law is then the same as that of Morph(I), so that the projection
(ϕ,m0) 7→ ϕ and the rule : i 7→ 1i for every i ∈ Ob(I) define functors
I
π−→ Morph(I) δ←− I.
Claim 14.2.35. The functors π and δ are final.
Proof of the claim. It is easily seen that both I and Morph(I) are cofiltered, so we can apply
the (dual of the) criterion of lemma 1.5.7(i). Condition (a) of the lemma is trivially verified
by π. To check condition (b) for π, consider any object ϕ : j → i of Morph(I), any object
(ϕ′ : j′ → i′,m0) of I , and a pair of morphisms (ψ, ψ′), (µ, µ′) : ϕ′ → ϕ. Since I is
cofiltered, we find morphisms ν : j′′ → j′ and ν ′ : i′′ → i′ in I such that ψ ◦ ν = µ ◦ ν and
ψ′ ◦ ν ′ = µ′ ◦ ν ′. Then we also find k ∈ Ob(I) with morphisms λ : k → j′′ and λ′ : k → i′′
such that ν ′ ◦ λ′ = ϕ′ ◦ ν ◦ λ. Set ϕ′′ := ν ′ ◦ λ′; we deduce a morphism (ν ◦ λ, 1i′) : ϕ′′ → ϕ′ in
Morph(I) with (ψ, ψ′) ◦ (ν ◦ λ, 1i′) = (µ, µ′) ◦ (ν ◦ λ, 1i′). From (14.2.34) we get A△ϕ′′ = A△ϕ′ .
By assumption we have m0 · Aϕ′ ⊂ A△ϕ′ , and clearly Aϕ′′ ⊂ Aϕ′ . Hence m0 · Aϕ′′ ⊂ A△ϕ′′ ,
so (ϕ′′,m0) ∈ Ob(I ), and (ν ◦ λ, 1i′) is a morphism (ϕ′′,m0) → (ϕ′,m0) in I such that
(ψ, ψ′) ◦ π(ν ◦ λ, 1i′) = (µ, µ′) ◦ π(ν ◦ λ, 1i′), as required. The verification of conditions (a)
and (b) for the functor δ is easy, and shall be left to the reader. ♦
We consider then the induced functor :
A• ◦ π : I → A-Mod (j ϕ−→ i,m0) 7→ Aϕ.
Notice that Im τAi ⊂ Aϕ for every morphism ϕ : j → i of I; we deduce a cone
τA• : cA ⇒ A• (j ϕ−→ i) 7→ (τAi : A→ Aϕ)
such that τA• ∗ δ = τA• . In light of claim 14.2.35, it follows that τA• is a universal cone, and by
the same token, the same holds for the cone τA• ∗ π : cA ⇒ A• ◦ π.
Claim 14.2.36. A• ◦ π is a Cauchy functor.
Proof of the claim. By proposition 14.2.18, the functorA△• : I → A-Mod is Cauchy andA• has
the almost Mittag-Leffler property, so A△ϕ : A
△
j → A△i is an epimorphism for every morphism
ϕ : j → i in I . Hence, for every subideal m0 ⊂ m of finite type there exists i ∈ Ob(I) with
m0 · KerA△ϕ = 0 for every such ϕ, and moreover there exists ϕ : j → i with m0Aϕ ⊂ A△i .
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For such ϕ, we have (ϕ,m0) ∈ Ob(I ); now, let (ψ, ψ′) : (ϕ′ : j′ → i′,m′0) → (ϕ,m0) be any
morphism in I ; this means that m0 ⊂ m′0 and m′0Aϕ′ ⊂ A△ϕ′ = A△i′ . Also, A(ψ,ψ′) : Aϕ′ → Aϕ
is the restriction of Aψ′ : Ai′ → Ai. Therefore
m0 ·KerA(ψ,ψ′) ⊂ A△i′ ∩KerAψ′ ⊂ KerA△ψ′
whence m20 · KerA(ψ,ψ′) = 0. Lastly, CokerA(ψ,ψ′) is a quotient of Aϕ/Aψ′(A△i′ ) = Aϕ/A△i ,
which is annihilated by m0, so m0 · CokerA(ψ,ψ′) = 0. ♦
Since the morphisms gϕ are isomorphisms for every morphism ϕ of I , a simple inspection
shows that g(ψ,ψ′) is an isomorphism for every morphism (ψ, ψ
′) of Morph(I). Together with
claims 14.2.36, and 14.2.33, we deduce that assertion (iii) holds for the functors A• ◦ π and
M • ◦ π, and moreoverM • ◦ π is a Cauchy functor.
However, let λ : I → I be the functor given by the rules : i 7→ (1i, 0) and ϕ 7→ (ϕ, ϕ)
for every i ∈ Ob(I) and every morphism ϕ of I . It is easily seen that A• ◦ π ◦ λ = A• and
M • ◦ π ◦ λ = M•. Then assertion (iii) for A• andM• follows straightforwardly. Especially, the
functor M• is isomorphic to the functor A• ⊗A M . Since the functor − ⊗A M : A-Mod →
A-Mod is V -linear, proposition 14.2.20(iii) implies then thatM• is almost essentially constant,
and the proof of (iii) is completed, under the assumptions of (ii).
Lastly, suppose that the assumptions of (i) hold; hence gϕ is an epimorphism for every mor-
phism ϕ : j → i in I , and it follows easily that the induced morphismAi⊗Aj ImMϕ →Mi is an
epimorphism as well, for every such ϕ. On the other hand, by assumption for every i ∈ Ob(I)
and every subideal m0 ⊂ m of finite type there exists ϕ : j → i such that m0ImMϕ ⊂ M△i .
Hence, m0Mi ⊂ Imαi. Since m0 is arbitrary, we conclude that αi is an epimorphism.
(i): By assumption, for every i ∈ Ob(I) and every subideal m0 ⊂ m there exists a morphism
ϕ : j → i in I such that for every morphism ψ : k → j in I we have m0 · ImAϕ◦ψ ⊂ ImAϕ. It
then follows that for every such m0, ϕ and ψ we have
m0 · Im(Aϕ ⊗Ak Mk) ⊂ Im(Aϕ◦ψ ⊗Ak Mk).
Since gψ is an epimorphism and gϕ◦ψ ◦ (Aϕ◦ψ ⊗Ak Mk) = Mϕ◦ψ, we deduce :
m0 · ImMϕ = m0 · Im(Mϕ ◦ gψ) = m0 · Im(gϕ◦ψ ◦ (Aϕ ⊗Ak Mk)) ⊂ ImMϕ◦ψ
which shows thatM• has the almost Mittag-Leffler property, as stated.
(iv): Notice that τMi : M → Mi factors through a morphism µi : M → M△i and the inclu-
sion M△i → Mi, for every i ∈ Ob(I). Since M•/M△• is almost essentially zero (proposition
14.2.18(i.b)), it follows that µ• : cM ⇒ M△• is a universal cone. If λ : No → I is a final
functor, the cone µ• ∗ λ is still universal (remark 1.5.5(ii,iii)), and then µλ(n) : M → M△λ(n) is
an epimorphism for every n ∈ N (lemma 14.2.24(i)). Since M△ϕ is an epimorphism for every
i ∈ Ob(I) (proposition 14.2.18(i.a)), we conclude that µi : M → M△i is an epimorphism for
every i ∈ Ob(I). Since we already know that αi is an epimorphism, it follows that the same
holds for βi, for every such i. 
14.2.37. Keep the notation of (14.2.31), and consider a second functor
I → (V,m)a-Alg.Mod i 7→ (A′i, Ni).
as well as the corresponding induced functors
A′• : I → (V,m)a-Alg N• : I → (V,m)a-Mod
and suppose that A• = A
′
•. Let also N be the limit of N•. Then we get an induced functor
I → (V,m)a-Alg.Mod i 7→ (Ai,Mi ⊗Ai Ni)
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and the corresponding induced functor
M• ⊗A• N• : I → (V,m)a-Mod i 7→Mi ⊗Ai Ni.
Proposition 14.2.38. In the situation of (14.2.37), suppose that A•, M• and N• are almost
essentially constant functors with values in A-Mod. Then the same holds forM• ⊗A• N•, and
M ⊗A N represents the limit ofM• ⊗A• N•.
Proof. For every i ∈ Ob(I), the V a-linear map
ϕi : Mi ⊗V a Ai ⊗V a Ni →Mi ⊗V a Ni x⊗ a⊗ y 7→ ax⊗ y − x⊗ ay
yields a natural identification : Cokerϕi
∼→ Mi ⊗Ai Ni. In view of proposition 14.2.30(iv), we
are then easily reduced to showing that the two functors :
I → (V,m)a-Mod i 7→ Mi ⊗V a Ai ⊗V a Ni i 7→Mi ⊗V a Ni
are both almost essentially constant, and their limits are represented by M ⊗V a A ⊗V a N and
respectivelyM⊗V aN . Moreover, if both P• := M•⊗V aA• and P•⊗V aN• are almost essentially
constant with limits P := M ⊗V a A and respectively P ⊗V a N , thenM• ⊗V a A• ⊗V a N• will
be almost essentially constant with the sought limit. Hence, we are further reduced to showing
the proposition in case A• is the constant functor with Ai = V
a for every i ∈ Ob(I). Now, let
τ• : cM ⇒M• be the universal cone. We have right exact sequences :
Ki := (Ker τi)⊗V a Ni → Ker(τi ⊗V a Ni)→ Ti → 0 for every i ∈ Ob(I)
where Ti is the cokernel of the natural morphismTor
V a
1 (Mi, Ni)→ TorV
a
1 (Coker τi, Ni). Since,
by assumption, both Ker τ• and Coker τ• are almost essentially zero, it is easily seen that the
same holds for the induced functors K• and T•, and then the same follows for the functor
Ker(τ•⊗V aN•), by lemma 14.2.14(i). Likewise,Coker(τ•⊗V aN•) is the functor (Coker τ•)⊗V a
N•, which is again almost essentially zero. Thus,M•⊗V a N• is isomorphic toM ⊗V a N• in the
category L (I, (V,m)a-Mod). Lastly, let F : (V,m)a-Mod → (V,m)a-Mod be the functor
such that FX := M ⊗V a X for every V a-module X; since N• is almost essentially constant,
the same holds for FN• = M ⊗V a N•, and its limit isM ⊗V a N , by proposition 14.2.20(i,iii),
whence the assertion. 
Theorem 14.2.39. Let (V,m) be a basic setup, I a small cofiltered category, and consider an
almost essentially constant functor A• : I → (V,m)a-Alg. Denote by A the limit of A•, and let
τA• : cA ⇒ A• be a universal cone; let alsoM be an A-module, B an A-algebra, r ∈ N and
A•-Mod : I → Cat i 7→ Ai-Mod and A•-Alg : I → Cat i 7→ Ai-Alg
the pseudo-functors naturally induced by A•. The following holds :
(i) The cone τA• induces equivalences of categories
A-Alg
∼→ 2-lim
I
A•-Alg A-Mod
∼→ 2-lim
I
A•-Mod.
(ii) The A-moduleM is almost finitely generated (resp. almost finitely presented, resp. flat,
resp. faithfully flat resp. almost projective) if and only if the same holds for the Ai-module
Ai ⊗A M , for every i ∈ Ob(I).
(iii) Suppose that (V,m) fulfills condition (B) of [52, §2.1.6]. Then M is almost projective
of almost finite rank (resp. of finite rank ≤ r) if and only if the same holds for the Ai-module
Ai ⊗A M , for every i ∈ Ob(I).
(iv) The A-algebraB is weakly unramified (resp. unramified, resp. weakly e´tale, resp. e´tale)
if and only if the same holds for the Ai-algebra Ai ⊗A B, for every i ∈ Ob(I).
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Proof. (i): Let π : (V,m)a-Alg.Mod → (V,m)a-Alg be the natural projection functor. Then
2-lim
I
A•-Mod is the subcategory of Fun(I, (V,m)
a-Alg.Mod) whose objects are the functors
(A•,M•) : I → (V,m)a-Alg.Mod i 7→ (Ai,Mi)
with π ◦ (A•,M•) = A•, and such that, with the notation of (14.2.31), the morphism gϕ :
Ai ⊗Aj Mj → Mi is an isomorphim of Ai-modules, for every morphism ϕ : j → i in I . The
morphisms β• : (A•,M•)→ (A•,M ′•) are the natural transformations such that π ∗ β• = 1A• .
Under this identification, the functor (A•, A• ⊗A −) : A-Mod → 2-lim
I
A•-Mod of (i)
assigns to every A-moduleM the functor
(A•, A• ⊗A M) : I → (V,m)a-Alg.Mod i 7→ (Ai, Ai ⊗A M).
Conversely, following (14.2.31), with every functor (A•,M•) as in the foregoing, we associate
a functor M• : I → A-Mod, and let M be the limit of M•. From proposition 14.2.32(iii) we
obtain a natural isomorphism
(A•, A• ⊗A M) ∼→ (A•,M•).
This shows that (A•, A• ⊗A −) is essentially surjective. Next, let M,N be two A-modules;
according to proposition 14.2.20(i), the kernel and cokernel of τA• ⊗A N : cN ⇒ A• ⊗A N
are almost essentially zero, and therefore τA• ⊗A N is a universal cone. There follow natural
isomorphisms
HomA(M,N)
∼→ lim
I
HomA(M,A• ⊗A N) ∼→ lim
I
HomAi(A• ⊗A M,A• ⊗A N)
and notice that the latter limit is naturally identified with the set of morphisms (A•, A•⊗AM)→
(A•, A• ⊗A N) in 2-lim
I
A•-Mod. Thus (A•, A• ⊗A −) is an equivalence.
(ii): Suppose first thatMi := Ai ⊗A M is almost finitely generated for every i ∈ Ob(I). Let
N• : Λ→ A-Mod be any functor from a small filtered category Λ; denote by N the colimit of
N•, and let τ
N
• : N• ⇒ cN be a universal cocone. We have two V -linear functors
F : A-Mod→ A-Mod P 7→ colim
Λ
alHomA(M,P ⊗A N•)
G : A-Mod→ A-Mod P 7→ alHomA(M,P ⊗A N)
and τN• induces a natural transformation
β• : F ⇒ G P 7→ colim
Λ
alHomA(M,P ⊗A τN• ) : FP → GP
and according to [52, Prop.2.3.16(i)], it suffices to check that βA is a monomorphism. However,
we have a commutative diagram of functors :
cFA
cβA //
F∗τA•

cGA
G∗τA•

F ◦ A• β•∗A• // G ◦ A•
and by propositions 14.2.18(ii) and 14.2.20(i), the vertical arrows of the diagram are both iso-
morphisms in the category L (I, A-Mod). We claim that βAi : FAi → GAi is a monomor-
phism for every i ∈ Ob(I). Indeed :
FAi = colim
Λ
alHomAi(Mi, Ai ⊗A N•) and GAi = alHomAi(Mi, Ai ⊗A N)
and since by assumption the Ai-module Mi is almost finitely generated, the assertion follows
from [52, Prop.2.3.16(i)]. We deduce that cβA is also a monomorphism in L (I, A-Mod), i.e.
βA is a monomorphism, as required.
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One argues likewise, in case Mi is almost finitely presented for every i ∈ Ob(I), invoking
[52, Prop.2.3.16(ii)] to see that in this case βAi is an isomorphism for every such i, whence βA
is an isomorphism, so thatM is almost finitely presented, again by [52, Prop.2.3.16(ii)].
Next, suppose that Mi is an almost projective Ai-module for every i ∈ Ob(I), and let f :
N ′ → N be an epimorphism of A-modules. We attach to the pair (M,N) the V -linear functor
HM,N : A-Mod→ A-Mod P 7→ alHomA(P ⊗A M,P ⊗A N)
and define likewise HM,N ′ : A-Mod → A-Mod. The morphism f induces a natural transfor-
mationHM,f : HM,N ⇛ HM,N ′ , whence a commutative diagram of functors :
cHM,N (A)
cHM,f (A) //
HM,N∗τ
A
•

cHM,N′ (A)
HM,N′∗τ
A
•

HM,N ◦ A•
HM,f∗A• // HM,N ′ ◦ A•
whose vertical arrows are isomorphisms in L (I, A-Mod), by virtue of propositions 14.2.18(ii)
and 14.2.20(i); moreover, HM,N ′ ∗ τAi is an epimorphism for every i ∈ Ob(I), since Mi is an
almost projective Ai-module. As in the previous case, we deduce that HM,f(A) is an epimor-
phism of A-modules, soM is almost projective.
Suppose next that Mi is flat for every i ∈ Ob(I), and let f : N → N ′ be a monomorphism
of A-modules. Set Ni := Ai ⊗A N and N ′i := Ai ⊗A N ′ for every i ∈ Ob(I), and let
N i := Im(Ai ⊗A f) ⊂ N ′i . Clearly the rule : i 7→ N i defines a subfunctor N • of A• ⊗A N ′.
By proposition 14.2.20(i), the kernel of A• ⊗A f : A• ⊗A N ⇒ A• ⊗A N ′ is almost essentially
zero, hence the induced natural transformation π• : A• ⊗A N → N• is an isomorphism in
L (I, A-Mod). By the same token, the same holds for the natural transformation τA• ⊗A N :
cN ⇒ A•⊗AN , and therefore also for the composition µ• := π•⊙ (τA• ⊗AN) : cN ⇒ N•. We
obtain therefore a commutative diagram of functors :
cM⊗AN
cM⊗Af //
M⊗Aµ•

cM⊗AN ′
M⊗Aτ
A
• ⊗AN

M ⊗A N • // M ⊗A Ai ⊗A N ′
whose vertical arrows are, as usual, isomorphisms in L (I, A-Mod). Let ji : N i → N ′i be the
inclusion; we have natural isomorphisms M ⊗A N i ∼→ Mi ⊗Ai N i and M ⊗A Ai ⊗A N ′ ∼→
Mi ⊗Ai N ′i for every i ∈ Ob(I), that identify the bottom horizontal arrow with the morphism
M ⊗Ai ji. The latter is a monomorphism for every i ∈ Ob(I), sinceMi is a flat Ai-module; as
usual it follows thatM ⊗A f is a monomorphism as well, soM is flat.
Lastly, suppose thatMi is a faithfully flat Ai-module for every i ∈ Ob(I); by the foregoing,
we know already thatM is a flat A-module. Then, letX be anyA-module such thatM⊗AX =
0; it follows thatMi ⊗Ai (Ai ⊗A X) = 0 for every i ∈ Ob(I), whence Ai ⊗A X = 0 for every
such i. But by the foregoing,X is the limit of the functor A•⊗A X , whenceX = 0; this shows
thatM is faithfully flat.
(iii): Suppose that Mi is an almost projective Ai-module of almost finite rank, for every
i ∈ Ob(I). By the foregoing, we know already that M is an almost projective A-module, and
it remains to check that it is of almost finite rank. To this aim, define the category I and the
functors π : I → Morph(I) and A• : Morph(I) → A-Alg as in the proof of proposition
14.2.32; recall that π is final, and A• ◦ π is a Cauchy functor (claims 14.2.35 and 14.2.36).
Moreover, the cone τA• : cA ⇒ A• deduced from τA• , is universal, so the same holds for τA• ∗ π.
It follows that Ker (τA• ∗ π) and Coker (τA• ∗ π) are null functors (remark 14.2.17(ii)). Now, let
m0 ⊂ m be a subideal of finite type; by the foregoing there exists (ϕ : j → i,m1) ∈ Ob(I )
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such that the kernel and cokernel of τAϕ : A → Aϕ := ImAϕ are both annihilated by m0. On
the other hand, since Mj has almost finite rank, there exists n ∈ N such that m0 · ΛnAjMj = 0,
and then we have as well m0 · (Aϕ ⊗Aj ΛnAjMj) = 0. But by remark 14.2.10(vi), the kernel of
τAϕ ⊗A ΛnAM : ΛnAM → Aϕ ⊗A ΛnAM ∼→ Aϕ ⊗Aj ΛnAjMj
is annihilated by m20. We conclude that m
3
0 · ΛnAM = 0, whence the contention. Lastly, if Mi
has rank ≤ r for every i ∈ Ob(I), the same argument shows that m · m20 · ΛrAM = 0 for every
such m0, i.e. Λ
r
AM = 0, soM has rank ≤ r.
(iv): Set C := B ⊗A B, and let µ : C → B be the multiplication law of the A-algebra B; the
functor C• := C ⊗A A• : I → (V,m)a-Alg is still almost essentially constant, and C ⊗A τA• :
cC ⇒ C• is an isomorphism in L (I, A-Mod) (proposition 14.2.20(i,iii)). Suppose now that
Bi := B ⊗A Ai is a weakly unramified Ai-algebra, i.e. that the morphism µ ⊗A Ai : Ci → Bi
is flat for every i ∈ Ob(I). By (ii), it follows that µ is flat, i.e. B is a weakly unramified
A-algebra. One argues likewise in case Bi is an unramified (resp. weakly e´tale, resp. e´tale)
Ai-algebra for every i ∈ Ob(I). 
14.3. Quasi-coherent sheaves of almost modules and almost rings. Throughout this section,
we fix a basic setup (V,m) (see [52, §2.1.1]) and we set S := Spec V ; for every S-schemeX we
may consider the sheaf OaX of almost algebras onX , and we refer to [52, §5.5] for the definition
of quasi-coherent OaX-modules and algebras. However, whereas in [52] it was assumed that
m˜ := m⊗V m is a flat V -module, in this section the basic setup can be arbitrary, except where
it is explicitly said otherwise. This of course requires some care when quoting from [52];
however, it turns out that – thanks to the work done in section 14.1 – most of the results in
[52] do extend verbatim to the case of a general setup. The main exception is the theory of the
finite and almost finite rank of almost projective modules, that relies on the existence of a well
behaved exterior power functor, which is available only if the basic setup satisfies some minimal
conditions (see (14.1.58)). In any case, whenever we need to import some theorem from [52],
we shall comment on its range of validity.
Definition 14.3.1. Let X be an S-scheme, A a quasi-coherent OaX-algebra, and F an A -
module which is quasi-coherent as an OaX-module.
(i) F is said to be an A -module of almost finite type (resp. of almost finite presentation,
resp flat, resp. faithfully flat) if, for every affine open subset U ⊂ X , the A (U)-module F (U)
is almost finitely generated (resp. almost finitely presented, resp. flat, resp. faithfully flat).
(ii) F is said to be an almost coherent A -module if it is an A -module of almost finite type,
and for every open subset U ⊂ X , every quasi-coherent A|U -submodule of F|U of almost finite
type, is almost finitely presented.
(iii) We say that F is a torsion-free OaX-module if we haveKer b ·1F (U) = 0, for every affine
open subset U ⊂ X and every regular element b ∈ OX(U).
(iv) Suppose that m satisfies condition (B) of [52, §2.1.6]. Then we say that F is an A -
module of almost finite rank (resp. of finite rank) if, for every affine open subset U ⊂ X , the
A (U)-module F (U) is almost finitely generated projective of almost finite (resp. finite) rank.
Remark 14.3.2. In the situation of definition 14.3.1 :
(i) We denote by
EndA (F )
the OX -module of A -linear endomorphisms of F , defined by the rule : U 7→ EndA (U)(F (U))
for every open subset U ⊂ X . It is easily seen that EndA (F )a is an A -module.
(ii) Suppose that F is a flat and almost finitely presented A -module. Then there exists a
trace morphism
trF/A : EndA (F )→ A
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that, on every affine open subset U ⊂ X , induces the trace morphism trF (U)A (U) of the almost
finitely generated projective A (U)-module F (U) (details left to the reader : see [52, §4.1],
which does not depend on any assumption on the basic setup).
14.3.3. Let f : Y → X be any morphism of V -schemes. The usual functor f ∗ for quasi-
coherent OX-module admits a variant for quasi-coherent OaX-modules; namely, we define
f ∗ : OaX-Modqcoh → OaY -Modqcoh F 7→ (f ∗F!)a.
If f is also quasi-compact and quasi-separated, we have as well a direct image functor
f∗ : O
a
Y -Modqcoh → OaX-Modqcoh G 7→ (f∗G!)a
([37, Ch.I, Prop.9.2.1]). Moreover, if F (resp. G ) is any quasi-coherent OX-module (resp.
OY -module), it is easily seen that the natural morphism
f ∗(F a)→ (f ∗F )a resp. f∗(G a)→ (f∗G )a
is an isomorphism. It follows that, if Z ⊂ X is any constructible closed subset, there is a well
defined functor of sections with support in Z :
ΓZ : OX-Modqcoh → OX -Modqcoh F 7→ (ΓZF!)a
(see (10.4.16)) and again, for every quasi-coherent OX-module F , the natural map
ΓZ(F
a)→ (ΓZF )a
is an isomorphism (details left to the reader).
Lemma 14.3.4. Suppose that m fulfills condition (B), and let X be a reduced S-scheme, F a
flat quasi-coherent OaX-module of almost finite type. We have :
(i) If X is reduced and F is an OaX-module of almost finite presentation, then F is an
OaX-module of almost finite rank.
(ii) If X is integral, then F is an OaX-module of finite rank.
Proof. (i): We may assume that X is affine, say X = SpecR for a reduced V -algebra R, and
F = P∼ for a flat and almost finitely presented Ra-module P . Then P is almost projective
([52, Prop.2.4.18(ii)]), and we need to check that it has almost finite rank. Thus, let ε ∈ m be
any element and set R′ := R[ε−1]; then P ′ := R′⊗Ra P is a projectiveR′-module of finite rank,
so there exists n ∈ N such that R′ ⊗R ΛnRP = ΛnR′P ′ = 0. Since ΛnRP is also almost finitely
presented (see [52, §4.3.1]), we deduce easily that there exists N ∈ N such that εN · ΛnRP = 0,
and since moreover ΛnRP is a flat R
a-module and R is reduced, we have
AnnΛnRP (ε
N) = AnnR(ε
N) · ΛnRP = AnnR(ε) · ΛnRP
i.e. ε · ΛnRP = 0, whence the contention.
(ii): Let η be the generic point of X; if κ(η)a = 0, we have OaX = 0 as well, and there is
nothing to show. If κ(η)a 6= 0, the almost structure on κ(η) is the trivial one (the “classical limit”
case of [52, Ex.2.1.2(ii)]); in this case, clearly Fη is a free κ(η)a-module of finite rank, and let
r be this rank. From [52, Prop.2.4.19], it follows easily that F is almost finitely presented.
Moreover, the exterior powers of F are still flat OaX-modules; then the r-th exterior power
vanishes, since it vanishes at the generic point of X . 
Lemma 14.3.5. Let f : Y → X a faithfully flat and quasi-compact morphism of S-schemes,
A a quasi-coherent OaX-algebra, F a quasi-coherent A -module, and r ∈ N. Then :
(i) The A -module F is of almost finite type (resp. of almost finite presentation, resp. flat,
resp. faithfully flat) if and only if the same holds for the f ∗A -module f ∗F .
(ii) Suppose that m fulfills condition (B). Then the A -module F is of almost finite rank
(resp. of finite rank ≤ r) if and only if the same holds for the f ∗A -module f ∗F .
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(iii) If the f ∗A -module f ∗F is almost coherent, then the same holds for the A -module F .
Proof. The assertions are local onX , so we may assume thatX is affine; then Y admits a finite
covering (Ui | i ∈ I) consisting of affine open subsets, and we may further reduce to the case
where Y is the disjoint union of the schemes Ui, so Y is affine as well.
(i): For the conditions “almost finite type”, “almost finite presentation”, and “flat”, the asser-
tion follows from [52, Rem.3.2.26(ii)], which holds for any basic setup. It remains to check that
if A→ B is a faithfully flat map of V -algebras, andM is any A-module, such that (B ⊗A M)a
is a faithfully flat Ba-module, thenMa is a faithfully flat Aa-module. To this aim, let X be any
A-module such that (M ⊗A X)a = 0; then (B ⊗A X)a ⊗Ba (B ⊗A X)a = 0, and therefore
(B ⊗A X)a = 0, i.e. m˜ ⊗V B ⊗A X = 0, whence m˜ ⊗V X = 0, i.e. Xa = 0. Since we know
already thatMa is a flat Aa-module, the contention follows.
(ii): It suffices to apply [52, Rem.3.2.26(iii)], and recall that exterior powers commute with
any base changes : the details shall be left to the reader.
(iii) follows easily from (i). 
Lemma 14.3.6. Let X be any S-scheme.
(i) The full subcategory OaX-Modacoh of O
a
X-Modqcoh consisting of all almost coher-
ent modules is abelian and closed under extensions. (More precisely, the embedding
OaX-Modacoh → OaX-Modqcoh is an exact functor.)
(ii) If X is a coherent scheme, then every quasi-coherent OaX-module of almost finite pre-
sentation is almost coherent.
Proof. Both assertions are local onX , hence we may assume thatX is affine, sayX = SpecR.
(i): Let f : M → N be a morphism of almost coherent Ra-modules. It is clear that Coker f
is again almost coherent. Moreover, f(M) ⊂ N is almost finitely generated, hence almost
finitely presented; then by [52, Lemma 2.3.18],Ker f is almost finitely generated, and so it is
almost coherent as well. Similarly, using [52, Lemma 2.3.18] one sees that OaX-Modacoh is
closed under extensions.
(ii): Let M be an almost finitely presented Ra-module; according to [52, Cor.2.3.13], for
every finitely generated ideal m0 ⊂ m there exist a finitely presented R-module N and an
R-linear map ϕ : N → M∗ whose kernel and cokernel are annihilated by m0. Likewise, if
M ′ ⊂ M is an almost finitely generated Ra-submodule, we may find finitely many almost
elements x1, . . . , xn ∈ M ′∗ that generate an R-module containing m0M ′∗. Let a1, . . . , ak be a
finite system of generators for m0; for each i ≤ k and j ≤ n we may find yij ∈ N such that
ϕ(yij) = aixj . Denote by N
′ the R-submodule of N generated by (yij | i ≤ k, j ≤ n). Then
ϕ restricts to an R-linear mapN ′ →M ′∗ whose kernel is annihilated by m0 and whose cokernel
is annihilated by m20. Since R is coherent, N
′ is finitely presented, and since m0 is arbitrary, we
conclude thatM ′ is almost finitely presented, as stated. 
Lemma 14.3.7. Let X be an S-scheme, ϕ : A → B a morphism of quasi-coherent OaX-
algebras, and B• := (Bλ | λ ∈ Λ) a filtered system of quasi-coherent and faithfully flat
A -algebras. We have :
(i) ϕ is faithfully flat if and only if ϕ is injective and Cokerϕ is a flat A -module.
(ii) The colimit of B• is a faithfully flat A -algebra.
Proof. It is easily seen that (i)⇒(ii). In order to show (i), we may assume that X is affine, in
which case ϕ is the morphism of quasi-coherent OaX-algebras arising from a morphism f : A→
B ofOX(X)a-algebras. Now, letM be anyA-module; if f is injective, the short exact sequence
of A-modules 0→ A→ B → Coker f → 0 induces a long exact sequence
0→ TorA1 (B,M)→ TorA1 (Coker f,M)→M f⊗AM−−−−→ B ⊗A M → Coker f ⊗A M → 0.
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Then, if Coker f is a flat A-module, we deduce that f ⊗A M is injective and TorA1 (B,M) = 0
for every A-module M , so B is a faithfully flat A-algebra. Conversely, if the latter holds,
then f and f ⊗M A are both injective, hence the foregoing short exact sequence shows that
TorA1 (Coker f,M) = 0 for every A-moduleM , so that Coker f is a flat A-module. 
Definition 14.3.8. Let X be an S-scheme, and A a quasi-coherent OaX-algebra.
(i) We say that a quasi-coherent A -algebra B is almost finite (resp. weakly unramified, resp.
weakly e´tale, resp. unramified, resp. e´tale) if, for every affine open subset U ⊂ X , the A (U)-
algebra B(U) is almost finite (resp. weakly unramified, resp. weakly e´tale, resp. unramified,
resp. e´tale) .
(ii) We define the OX-algebra A!! by the short exact sequence :
m˜⊗V OX → OX ⊕A! → A!! → 0
analogous to [52, §2.2.25]. This agrees with the definition of [52, §3.3.2], corresponding to
the basic setup (OX ,mOX) relative to the Zariski topos of X; in general, this is not the same
as forming the algebra A!! relative to the basic setup (V,m). The reason why we prefer the
foregoing version of A!!, is explained by the following lemma 14.3.9.
Lemma 14.3.9. Let X be an S-scheme, A a quasi-coherent OaX-algebra. Then A!! is a quasi-
coherent OX -algebra, and if A is almost finite, then A!! is an integral OX-algebra.
Proof. First, A! is a quasi-coherent OX-module ([52, §5.5.4]), hence the same holds for A!!. It
remains to show that if A is almost finite, then A!!(U) = A (U)!! is an integral OX(U)-algebra
for every affine open subset U ⊂ X . Since A (U)!! = OX(U) + mA (U)!!, we need only show
that every element of mA (U)!! is integral over OX(U). However, by adjunction we get a map :
A (U)!! → AU := OaX(U)∗ + mA (U)∗
whose kernel is annihilated by m, and according to [52, Lemma 5.1.13(i)], AU is integral
over OaX(U)∗. Let a ∈ mA (U)!! be any element, and a its image in mA (U)∗; we can then
find b0, . . . , bn ∈ OX(U)∗ such that an+1 +
∑n
i=0 bia
i = 0 in AU . It follows that (εa)
n+1 +∑n
i=0 ε
n+1−ibi(εa)
i = 0 in A (U)!!, for every ε ∈ m. Since εn+1−ibi lies in the image of OX(U)
for every i ≤ n, the claim follows easily. 
Remark 14.3.10. With the notation of definition 14.3.8 we have :
(i) B is an unramified A -algebra if and only if, for every affine open subset U ⊂ X , there
exists an idempotent element eB(U)/A (U) ∈ (B ⊗A B)(U)∗, uniquely characterized by the
following conditions :
(a) µB/A (eB(U)/A (U)) = 1, where µB/A : B ⊗A B → B is the multiplication morphism
of the A -algebra B.
(b) eB(U)/A (U) ·KerµB/A (U) = 0
([52, Lemma 3.1.4]). It is easily seen that, on U ′ ⊂ U , the element eB(U)/A (U) restricts to
eB(U ′)/A (U ′); hence, the system (eB(U)/A (U) | U ⊂ X), for U ranging over all the affine open
subsets of X , determines a global section
eB/A ∈ Γ(X,B ⊗A B)∗
which we call the diagonal idempotent of the A -algebra B (see [52, §5.5.4]).
(ii) In the situation of (i), let A → A ′ be any morphism of quasi-coherent OaX -algebras, and
set B′ := A ′ ⊗A B. Then the induced morphism A ′ → B′ is unramified, and in view of the
characterization provided by (i), it is easily seen that eB′/A ′ is the image in B
′⊗A ′ B′ of eB/A .
(iii) If B is a flat and almost finitely presented A -algebra, there exists a trace form
tB/A : B ⊗A B → A
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that, on each open affine subset U ⊂ X , induces the trace form tB(U)/A (U) of [52, §4.1.12]
(details left to the reader).
(iv) Suppose that B is a flat, unramified and almost finitely presented A -algebra. Then the
diagonal idempotent and the trace form of B are related by the identity
tB/A (eB/A · (1⊗ b)) = b = tB/A (eB/A · (b⊗ 1))
for every affine open subset U ⊂ X and every b ∈ B(U)∗ ([52, Rem.4.1.17]).
Definition 14.3.11. (i) LetX be an S-scheme. For a monomorphismR ⊂ S of quasi-coherent
OX -algebras, the integral closure i.c.(R,S ) of R in S is a quasi-coherent OX-algebra. For a
monomorphism A → B of OaX-algebras, the integral closure of A in B is
i.c.(A ,B) := i.c.(A!!,B!!)
a
(see also [52, Lemma 8.2.28]). In view of lemma 14.3.9, this is a well defined quasi-coherent
OaX -algebra. It is characterized as the unique A -subalgebra of B such that :
i.c.(A ,B)(U) = i.c.(A (U),B(U))
for every affine open subset U ⊂ X (notation of [52, Def.8.2.27]). We say that A is integrally
closed in B, if A = i.c.(A ,B). We say that B is an integral A -algebra if i.c.(A ,B) = B.
(ii) Likewise, the weak normalization C and the p-integral closure D of the image of A!!
in B!! are quasi-coherent OX-algebras (see (9.8.24)); then we define the weak normalization
(resp. the p-integral closure) of A in B as the quasi-coherent OaX-algebra C
a (resp. Da).
Remark 14.3.12. (i) In the notation of definition 14.3.11, if R ′ is the integral closure of R in
S , then R ′a is the integral closure of Ra in S a. Indeed, we may assume that X is affine, in
which case the assertion follows from [52, Lemma 8.2.28].
(ii) It follows that B is an integral A -algebra if and only if B!! is an integral A!!-algebra.
Indeed, suppose that B is an integral A -algebra, so that B = i.c.(A!!,B!!)a, whence by ad-
junction, a morphism of A!!-algebras B!! → i.c.(A!!,B!!), which must be the identity map.
(iii) Also, if R ′′ is the weak normalization ofR in S , then it follows easily from proposition
9.8.26(i,ii) that R ′′a is the weak normalization of Ra in S a : the details are left to the reader.
Proposition 14.3.13. Suppose that the ideal m fulfills condition (B) of [52, §2.1.6]. Let X be
a quasi-compact S-scheme, A a quasi-coherent OaX-algebra, and B a flat A -algebra that is
almost finitely presented as an A -module. Then B(X) is an integral A (X)-algebra.
Proof. For every b ∈ B(X)∗ and every i ∈ N, set :
ci(b) := trΛiA B/A (Λ
i
A (b1B)) ∈ A (X)
(see remark 14.3.2(ii)). In view of [52, Lemma 8.2.28], it suffices to show
Claim 14.3.14. For every b ∈ B(X)∗ and a ∈ m, there exists n ∈ N such that :
(i) ci(ab) = 0 for every i > n.
(ii)
∑n
i=0(−ab)i+1 · cn−i(ab) = 0.
Proof of the claim. Since X admits a finite affine covering, and since the trace morphism
commutes with arbitrary base changes, we are easily reduced to the case where X is affine. In
this case, set A := A (X) and B := B(X); then B is an almost finitely generated projective
A-algebra, and there exists n ∈ N such that a1B factors through A-linear maps u : B → A⊕n
and v : A⊕n → B ([52, Lemma 2.4.15]). Thus, ab1B = v ◦ (u ◦ b1B), and we get :
ci(ab) = trΛiAA⊕n/A(Λ
i
A(u ◦ b1B ◦ v)) for every i ∈ N
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([52, Lemma 4.1.2(i)]), from which (i) already follows. By the same token, we also obtain :
χ :=
n∑
i=0
(−u ◦ b1B ◦ v)i · cn−i(ab) = 0
([52, Prop.4.4.30]). However, the left-hand side of the identity of (ii) is none else than (−1) ·
v ◦ χ ◦ (u ◦ b1B); whence the claim. 
The following lemma generalizes [52, Cor. 4.4.31].
Lemma 14.3.15. Let A be a V a-algebra, B ⊂ A a V a-subalgebra, P an almost finitely gener-
ated projective A-module, and ϕ an A-linear endomorphism of P . Suppose that :
(a) B is integrally closed in A.
(b) ϕ is integral over B∗.
Then we have :
(i) trP/A(ϕ) ∈ B∗.
(ii) If m fulfills condition (B) of [52, §2.1.6], then det(1P + Tϕ) ∈ B∗[[T ]].
Proof. For the meaning of assumption (b), see the proof of [52, Cor. 4.4.31].
(i): For every ε ∈ m we may find a free A-module L of finite rank, and A-linear morphisms
u : P → L, v : L→ P such that v ◦ u = ε1P ([52, Lemma 2.4.15]). It follows that
trL/A(u ◦ ϕ ◦ v) = trP/A(ϕ ◦ v ◦ u) = ε · trP/A(ϕ)
([52, Lemma 4.1.2]). On the other hand, say that the polynomial T n +
∑n−1
j=0 bjT
j ∈ B∗[T ]
annihilates ϕ; it is easily seen that T n +
∑n−1
j=0 bjε
n−jT j annihilates u ◦ ϕ ◦ v, so the latter is
integral over B∗ as well, and therefore its trace lies in B∗ ([52, Cor.4.4.31 and Rem.8.2.30(i)]).
Summing up, we have shown that ε · trP/A(ϕ) ∈ B∗ for every ε ∈ m, whence the contention.
(ii): Recall that det(1P + Tϕ) is the power series in the variable T , whose coefficient in
degree i is the trace of ΛiAϕ on Λ
i
AP : see [52, §4.3.1, §4.3.3].
Claim 14.3.16. Let Q be another almost finitely generated projective A-module, ψ be an endo-
morphism of P that is also integral over B∗. Then the endomorphism ϕ ⊗A ψ of P ⊗A Q is
integral over B∗.
Proof of the claim. The tensor product defines a map of unital associative B∗-algebras
EndA(P )⊗B∗ EndA(Q)→ EndA(P ⊗A Q).
By assumption, the subalgebra B∗[ϕ] ⊂ EndA(P ) is finite over B∗, and similarly for B∗[ψ] ⊂
EndA(Q). Hence, the same holds for the image of B∗[ϕ]⊗B∗ B∗[ψ] in EndA(P ⊗AQ), whence
the claim. ♦
It follows easily from claim 14.3.16, that the endomorphism ΛiAϕ of Λ
i
AP is integral overB∗.
Hence, we may replace P by ΛiAP , and reduce to showing that the trace of ϕ lies in B∗, which
is known, by (i). 
Lemma 14.3.17. Let A be a V a-algebra, I ⊂ rad(A) a tight ideal (see [52, Def.5.1.5]), and P
a flat and almost finitely generated A-module. Let also r ∈ N. We have :
(i) If P/IP is a faithfully flat A-module, then P is a faithfully flat A-module.
(ii) If m fulfills condition (B), and P is an almost projective A-module such that P/IP is
an A/I-module of almost finite rank (resp. of finite rank ≤ r), then P is an A-module
of almost finite rank (resp. of finite rank ≤ r).
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Proof. (i): It suffices to show that for every almost finitely generated A-module M 6= 0, we
haveM⊗AP 6= 0. To this aim, it suffices to check thatM⊗AP/IP 6= 0; sinceM⊗AP/IP =
(M ⊗A A/I) ⊗A/I P/IP , and since by assumption P/IP is a faithfully flat A/I-module, we
are further reduced to showing thatM ⊗A A/I 6= 0; the latter follows from [52, Lemma 5.1.7].
(ii): Suppose first that P/IP is of finite rank≤ r, so thatΛrA/I(P/IP ) = 0. Hence (ΛrAP )⊗A
P/IP = 0, and then [52, Lemma 5.1.7] yields ΛrAP = 0, as sought. In the more general case
where P/IP has almost finite rank, pick n ∈ N and a finitely generated subideal m0 ⊂ m, such
that In ⊂ m0. Let also m1 ⊂ m be any finitely generated subideal such that m0 ⊂ mn+11 ; by
assumption, there exists i ∈ N such that m1ΛiA/I(P/IP ) = 0, i.e. m1ΛiAP ⊂ IΛiAP . Therefore
m0Λ
i
AP ⊂ mn+11 ΛiAP ⊂ In+1ΛiAP ⊂ m0IΛiAP
whencem0Λ
i
AP = 0, by [52, Lemma 5.1.7]. Sincem0 is arbitrary, we deduce that P has almost
finite rank, as claimed. 
Lemma 14.3.18. Let A→ B be a morphism of V a-algebras which is a monomorphism on the
underlying V a-modules, P an almost finitely generated and almost projective A-module, and
r ∈ N. Suppose as well that m fulfills condition (B); the following holds :
(i) P is an A-module of almost finite rank (resp. of finite rank ≤ r) if and only if the same
holds for the B-module B ⊗A P .
(ii) Suppose that P has almost finite rank. Then P is a faithfully flat A-module if and only
if the same holds for the B-module B ⊗A P .
Proof. (i): According to proposition 14.1.53(i), the A-module ΛiAP is flat for every i ∈ N;
hence the natural A-linear morphism
ΛiAP → B ⊗A ΛiAP ∼→ ΛiB(B ⊗A P )
is a monomorphism for every i ∈ N; the assertion follows straightforwardly.
(ii): According to [52, Th.4.3.28] (which holds whenever m fulfills condition (B)) we have
V a-algebras A0, A
′ and an isomorphism of V a-algebras A
∼→ A0 × A′ such that A0 ⊗A P = 0
and A′ ⊗A P is a faithfully flat A′-module. Suppose now that B ⊗A P is a faithfully flat B-
module; since (B ⊗A A0)⊗B (B ⊗A P ) ≃ B ⊗A A0 ⊗A P = 0, it follows that B ⊗A A0 = 0.
On the other hand, the induced A-linear morphism A0 → B ⊗A A0 is a monomorphism, since
A0 is a flat A-module; thus, A0 = 0, and consequently P = A
′ ⊗A P is faithfully flat. 
Lemma 14.3.19. Let j : U → X be an open quasi-compact immersion of S-schemes, B a
quasi-coherent OaU -algebra, A a quasi-coherent O
a
X-algebra, and j
∗A → B an e´tale mor-
phism. Then the induced morphism
A → j∗j∗A → j∗B
is flat if and only if it is e´tale.
Proof. We may assume that j∗B is a flat A -algebra, and it suffices to show that j∗B admits a
diagonal idempotent as in remark 14.3.10(i). To this aim, let us remark more generally :
Claim 14.3.20. Let f : Y → X be a quasi-compact and quasi-separated morphism, F a flat
quasi-coherent A -module, and G an f ∗A -module, quasi-coherent as an OaY -module. Then the
natural map
F ⊗A f∗G → f∗(f ∗F ⊗f∗A G )
is an isomorphism.
Proof of the claim. This is proved just as for OX -modules. Namely, one reduces easily to the
case where X is affine, and one needs to check that the natural map
F (X)⊗A (X) G (Y )→ (f ∗F ⊗f∗A G )(Y )
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is an isomorphism. However, by assumption Y can be covered by finitely many affine open
subsets U1, . . . , Un, and the intersection Uij := Ui ∩ Uj can be covered by finitely many affine
open subsets Uij1, . . . , Uijn, for every i, j = 1, . . . , n. Since f
∗F , G and f ∗A are quasi-
coherent OaY -modules, the natural maps
F (X)⊗A (X) G (Ui) → (f ∗F ⊗f∗A G )(Ui)
F (X)⊗A (X) G (Uijk) → (f ∗F ⊗f∗A G )(Uijk)
are isomorphisms, for every i, j, k = 1, . . . , n. Then we get :
(f ∗F ⊗A G )(Y ) = Ker(
∏n
i=1 F (X)⊗A (X) G (Ui) ////
∏n
i,j,k=1 F (X)⊗A (X) G (Uijk))
=F (X)⊗A (X) Ker(
∏n
i=1 G (Ui)
//
//
∏n
i,j,k=1 G (Uijk))
(since F (X) is a flat A (X)-module) whence the claim. ♦
Now, set R := B ⊗j∗A B; since j is quasi-compact and j∗B is a flat A -algebra, claim
14.3.20 implies that the natural morphism :
j∗B ⊗A j∗B → j∗R
is an isomorphism. Especially, the diagonal idempotent of B extends to a global section of
j∗B ⊗A j∗B, and the assertion follows. 
The criterion of lemma 14.3.19 has limited usefulness, since it is not usually known a priori
that j∗B is a flat A -algebra. In several situations, one can however apply the following variant.
Proposition 14.3.21. Let X be an S-scheme, j : U → X a quasi-compact open immersion,
A → B a morphism of quasi-coherent OaX-algebras, and suppose that :
(a) The units of adjunction A → j∗j∗A and B → j∗j∗B are monomorphisms.
(b) A is integrally closed in j∗j∗A , and B is an integral A -algebra.
(c) j∗B is an e´tale j∗A -algebra and an almost finitely presented j∗A -module.
(d) The diagonal idempotent ej∗B/j∗A is a global section of the subalgebra
Im(B ⊗A B → j∗j∗(B ⊗A B)).
Then B is an e´tale A -algebra and an almost finitely presented A -module.
Proof. We may assume thatX is affine. Under our assumptions, the restriction map A (X)∗ →
A (U)∗ is injective, and its image is integrally closed in A (U)∗ ([52, Rem.8.2.30]); moreover,
B(X)!! is an integral A (X)!!-algebra (remark 14.3.12(ii)). In view of lemma 14.3.15(i), we
deduce a commutative diagram
(14.3.22)
B ⊗A B t //

A

j∗j
∗(B ⊗A B)
j∗(tj∗B/j∗A ) // j∗j
∗A
whose vertical arrows are the units of adjunctions, and where t is a uniquely determined A -
bilinear form. Then we are reduced to showing :
Claim 14.3.23. Let j : U → X be as in the proposition, and A → B a morphism of quasi-
coherent OaX -algebras fulfilling conditions (a), (c), (d) of the proposition, and such that there
exists a bilinear form t making commute diagram 14.3.22. Then B is an e´tale A -algebra and
an almost finitely presented A -module.
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Proof of the claim. The proof proceeds by a familiar argument (see e.g. the proof of [52, Claim
3.5.33]). Namely, for a given ε ∈ m, we can write
ε · ej∗B/j∗A =
m∑
j=1
aj ⊗ bj where aj , bj ∈ B(X)∗ for every j = 1, . . . , m.
In light of remark 14.3.10(iv), we deduce
ε · a =
m∑
j=1
t(a⊗ aj) · bj for every a ∈ B(X)∗.
Indeed, the identity holds after restriction to U , and assumption (a) implies that the restriction
map B(X)∗ → B(U)∗ is injective. We may then define A -linear maps : B ϕ−→ A ⊕m ψ−→ B by
the rules :
ϕ(a) := (t(a⊗ a1), . . . , t(a⊗ am)) ψ(s1, . . . , sm) :=
m∑
j=1
sjbj
for every open subset U ⊂ X , every a ∈ B(U)∗, and every s1, . . . , sm ∈ A (U)∗. Thus we
have ψ ◦ϕ = ε1B, and since ε is arbitrary, this already proves that B is an A -module of almost
finite type, so we may apply [52, Lemma 2.4.15 and Prop.2.4.18(i)] to deduce that B is a flat
and almost finitely presented A -module. Now, assumption (a) and claim 14.3.20 imply that the
horizontal arrows of the induced diagram
B ⊗A B //
µB/A

j∗j
∗(B ⊗A B)
j∗j∗µB/A

B // j∗j∗B
are monomorphisms. From the characterization of remark 14.3.10(i), it follows easily that the
section ej∗B/j∗A is the diagonal idempotent for the morphism A → B, so B is an unramified
A -algebra, and the proof is concluded. 
Corollary 14.3.24. Let X be an S-scheme, j : U → X a quasi-compact open immersion,
A → B a morphism of quasi-coherent OaU -algebras, and suppose that :
(a) B is an e´tale A -algebra and an almost finitely presented A -module.
(b) The diagonal idempotent eB/A is a global section of the subalgebra
Im((j∗B)⊗j∗A (j∗B)→ j∗(B ⊗A B)).
Then j∗B is an e´tale j∗A -algebra and an almost finitely presented j∗A -module.
Proof. Indeed, the induced morphism j∗A → j∗B fulfills conditions (a), (c) and (d) of propo-
sition 14.3.21, and diagram 14.3.22 trivially commutes with t := j∗(tB/A ), so the corollary
follow from claim 14.3.23. 
Using lemma 14.3.15 we can also relax one assumption in [52, Prop.8.2.31(i)]; namely, we
have the following :
Proposition 14.3.25. Let A ⊂ B be a pair of V a-algebras, such that A = i.c.(A,B). Then, for
every e´tale almost finite projective A-algebra A1 we have A1 = i.c.(A1, A1 ⊗A B).
Proof. Set B1 := A1 ⊗A B, and suppose that x ∈ B1∗ is integral over A1∗. Let e ∈ (A1 ⊗A
A1)∗ be the diagonal idempotent of the unramified A-algebra A1; for given ε1, ε2, ε3 ∈ m we
write ε1 · e =
∑k
j=1 ci ⊗ di for some ci, di ∈ A1∗. According to remark 14.3.10(iv) and [52,
Prop.4.1.8(ii)], we have
∑k
j=1 ci · TrB1/B(xdi) = ε · x. On the other hand, ε2 · x and ε3 · di are
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integral overA∗ (by [52, Lemma 5.1.13(i)], which holds for arbitrary basic setups); then lemma
14.3.15(i) implies that TrB1/B(ε2ε3 · xdi) ∈ A∗ for every i = 1, . . . , k. Hence ε1ε2ε3 · x ∈ A1∗,
and since ε1, ε2, ε3 are arbitrary, the assertion follows. 
Lemma 14.3.26. Let X be an S-scheme, A a quasi-coherent OaX-algebra. We have :
(i) Let f : Y → X a faithfully flat and quasi-compact morphism. Then A is an e´tale
(resp. weakly e´tale, resp. weakly unramified)OaX-algebra if and only if f
∗A is an e´tale
(resp. weakly e´tale, resp. weakly unramified) OaY -algebra.
(ii) Suppose that X is integral and A is a weakly e´tale OaX-algebra. Let η ∈ X be the
generic point; then A is an e´tale OaX-algebra if and only ifAη is an e´tale O
a
X,η-algebra.
(iii) Suppose thatX is normal and irreducible, and A is integral, torsion-free and unrami-
fied over OaX . Then A is e´tale over O
a
X , and almost finitely presented as an O
a
X-module.
(iv) Let j : X → Y be an open quasi-compact immersion of S-schemes, with Y normal and
irreducible, and such that j∗OX = OY , and suppose that A is integral and torsion-free
over OaX . Then j∗A is an integral O
a
Y -algebra.
Proof. (i): Arguing as in the proof of lemma 14.3.5, one reduces easily to the case whereX and
Y are affine, in which case the assertion follows from [52, §3.4.1].
(ii): Let U ⊂ X be any affine open subset; by assumption A (U) is flat over the almost ring
B := A (U)⊗OaX (U) A (U), and A (U)⊗OaX(U) κ(η)a is almost projective over B ⊗OaX (U) κ(η)a.
Then the assertion follows from [52, Prop.2.4.19].
(iii): Let η ∈ X be the generic point. We begin with the following :
Claim 14.3.27. Suppose that V = m (the “classical limit” case of [52, Ex.2.1.2(ii)]), and let
f : A→ B be a local homomorphism of local rings. Then :
(i) fa is weakly e´tale if and only if f extends to an isomorphism of strict henselizations
Ash → Bsh.
(ii) Especially, if A is a field and fa is weakly e´tale, then B is a separable algebraic exten-
sion of A.
Proof of the claim. (i): In the classical limit case, a weakly e´tale morphism is the same as an
“absolutely flat” map as defined in [96]; then the assertion is none else than [96, Th.5.2].
(ii): If A is a field, Ash is a separable closure of A; hence (i) implies that B is a subring of
Ash, hence it is a subfield of Ash. ♦
Claim 14.3.28. Suppose that V = m. Let A be a field and f : A → B a ring homomorphism
such that fa is weakly e´tale. Then :
(i) Every finitely generated A-subalgebra of B is finite e´tale over A (that is, in the
usual sense of [44, Ch.IV, §17]).
(ii) fa is e´tale if and only if f is e´tale (in the usual sense of [44]).
Proof of the claim. (i): From claim 14.3.27(ii) we see thatB is reduced of Krull dimension≤ 0,
and all its residue fields are separable algebraic extensions of A. We consider first the case of a
monogenic extension C := A[b] ⊂ B. For every prime ideal p ⊂ B, let bp be the image of b in
Bp; then for every such pwe may find an irreducible separable monic polynomial Pp(T ) ∈ A[T ]
with Pp(bp) = 0. This identity persists in an open neighborhood Up ⊂ SpecB of p, and finitely
many such Up suffice to cover SpecB. Thus, we find finitely many Pp1(T ), . . . , Ppk(T ) such
that
∏k
i=1 Ppi(b) = 0 holds in B, and after omitting repetitions, we may assume that all these
polynomials are distinct. Since C is a quotient of the separable A-algebra A[T ]/(
∏k
i=1 Ppi(T )),
the claim follows in this case. In the general case, we may write C = A[b1, . . . , bn] for certain
b1, . . . , bn ∈ B. Then SpecC is a reduced closed subscheme of SpecA[b1] ×SpecA · · · ×SpecA
SpecA[bn]; by the foregoing, the latter is e´tale over SpecA, hence the same holds for SpecC.
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(ii): We may assume that fa is e´tale, and we have to show that f is e´tale, i.e. that B is
a finitely generated A-module. Hence, let eB/A ∈ B ⊗A B be the diagonal idempotent (see
remark 14.3.10(i)); we choose a finitely generated A-subalgebra C ⊂ B such that eB/A is the
image of an element e′ ∈ C⊗AC. Notice that 1− e′ lies in the kernel of the multiplication map
µC/A : C ⊗A C → C. By (i), the morphism A→ C is e´tale, hence it admits as well a diagonal
idempotent eC/A ∈ C ⊗A C; on the other hand, [52, Lemma 3.1.2(v)] says that Ba is e´tale over
Ca, especially B is a flat C-algebra, hence the natural map C ⊗A C → B ⊗A B is injective.
Since 1− eC/A lies in the kernel of the multiplication map µB/A : B ⊗A B → B, we have :
eB/A(1− eC/A) = 0 = eC/A(1− e′) = eC/A(1− eB/A)
from which it follows easily that eB/A = eC/A. Moreover, the induced morphism SpecB →
SpecC has dense image, so it must be surjective, since SpecC is a discrete finite set; therefore
B is even a faithfully flat C-algebra. Let J := Ker(B ⊗A B → B ⊗C B); then J is the ideal
generated by all elements of the form 1 ⊗ c − c ⊗ 1, where c ∈ C; clearly this is the same as
the extension of the ideal IC/A := KerµC/A. However, IC/A is generated by the idempotent
1 − eC/A ([52, Cor.3.1.9]), consequently J is generated by 1 − eB/A, i.e. J = KerµB/A. So
finally, the multiplication map µB/C : B ⊗C B → B is an isomorphism, whose inverse is the
mapB → B⊗CB : b 7→ b⊗1. The latter is of the form j⊗C1B, where j : C → B is the natural
inclusion map. By faithfully flat descent we conclude that C = B, whence the claim. ♦
Next, we remark that Aη is a finitely presented OaX,η-module. Indeed, since K := OX,η is a
field, we have either mK = 0, in which case the category of Ka-modules is trivial and there is
nothing to show, or else mK = K. So we may assume that we are in the “classical limit” case,
and then the assertion follows from claim 14.3.28(ii).
Now, set B := A ⊗OaX A , and let j : X(η) → X be the natural morphism; since X is
normal and A is torsion-free, the units of adjunction OaX → j∗j∗OX(η) and A → j∗j∗A are
monomorphisms. Since A is unramified over OaX , the diagonal idempotent of j
∗A lies in the
image of the restriction map B(X)∗ → Bη∗. In view of these observations, an easy inspection
shows that the proof of proposition 14.3.21 carries over verbatim to the current situation, and
yields assertion (iii).
(iv): Let T ⊂ A!! be the maximal torsion OX-subsheaf, and set B := A!!/T . Then B is an
integral, torsion-free OX-algebra, by remark 14.3.12(ii), and Ba ≃ A , hence (j∗B)a ≃ j∗A .
Let η ∈ Y be the generic point; in light of remark 14.3.12(ii), it then suffices to show :
Claim 14.3.29. Under the assumptions of (v), let R be an integral quasi-coherent and torsion-
free OX-algebra. Then j∗R is an integral OY -algebra.
Proof of the claim. Let us write Rη as the filtered union of the family (Rλ | λ ∈ Λ) of its finite
OY,η-subalgebras, and for every λ ∈ Λ, let Rλ ⊂ R be the quasi-coherent OX-subalgebra such
that Rλ(V ) = Rλ ∩ R(V ) for every non-empty open subset V ⊂ X . Then R is the filtered
colimit of the family (Rλ | λ ∈ Λ), and clearly it suffices to show the claim for every Rλ. We
may thus assume from start that Rη is a finite OY,η-algebra. Let Rν be the integral closure
of R, i.e. the quasi-coherent OX-algebra such that R
ν(V ) is the integral closure of R(V ) in
Rη, for every non empty affine open subset V ⊂ X . Clearly it suffices to show that j∗Rν is
integral, hence we may replace R by Rν and assume from start that R is integrally closed. In
this case, for every non-empty open subset V ⊂ X the restriction map R(V ) → Rη induces a
bijection between the idempotents of R(V ) and those of Rη. Especially, R(X) admits finitely
many idempotents, and moreover we have a natural decomposition R = R1 × · · · × Rk,
as a product of OX-algebras, such that Ri,η is a field for every i ≤ k. It then suffices to
show the claim for every j∗Ri, and then we may assume throughout that Rη is a field. Up to
replacing R by its normalization in a finite extension of Rη, we may even assume that Rη is
a finite normal extension of OY,η. Hence, let V ⊂ Y be any non-empty affine open subset,
FOUNDATIONS FOR ALMOST RING THEORY 1253
and a ∈ R(X ∩ V ) any element. Let P (T ) be the minimal polynomial of a over the field
OY,η; we have to show that the coefficients of P (T ) lie in OY (V ) = OX(X ∩V ), and since Y is
normal, it suffices to prove that these coefficients are integral overOX(W ), for every non-empty
affine open subsetW ⊂ X ∩ V . However, since Rη is normal over OY,η, such coefficients can
be written as some elementary symmetric polynomials of the conjugates of a in Rη. Hence,
we come down to showing that the conjugates of a are still integral over OX(W ). The latter
assertion is clear: indeed, if Q(T ) ∈ OX(W )[T ] is a monic polynomial with Q(a) = 0, then we
have also Q(a′) = 0 for every conjugate a′ of a. 
Proposition 14.3.30. Let X be a quasi-compact and quasi-separated S-scheme, j : U → X a
quasi-compact open immersion, and A a quasi-coherent OaU -algebra, almost finitely presented
as an OaU -module. Then for every finitely generated subideal m0 ⊂ m, there exist a quasi-
coherent OX-algebra B, finitely presented as an OX-module, and a morphism Ba|U → A of
OaU -algebras, whose kernel and cokernel are annihilated by m0.
Proof. Set C := i.c.(OaX , j∗A ); then C is a quasi-coherent O
a
X-algebra, and C|U = A , by
lemma 14.3.9. According to proposition 10.3.28, we may write C!! as the colimit of a filtered
family (Fi | i ∈ I) of finitely presented quasi-coherent OX -modules. Pick a finitely generated
subideal m1 ⊂ m such that m0 ⊂ m21; for every affine open subset U ′ ⊂ U , we may find i ∈ I
such that m1 · A!!(U ′) ⊂ Im(Fi(U ′) → A!!(U ′)), and since U is quasi-compact, finitely many
such open subsets cover U ; hence, we may find i ∈ I such that m1 ·A!! ⊂ Im(Fi|U → A!!); we
setF := Fi, and let ϕ : G := Sym
•
OX
F → C!! be the induced morphism of quasi-coherentOX-
algebras. Notice that G is finitely presented as an OX-algebra. Using again proposition 10.3.28
(or [37, Ch.I, Cor.9.4.9]) we may write Kerϕ as the colimit of a filtered family (Kλ | λ ∈ Λ) of
quasi-coherent OX-submodules of finite type. Fix a finite covering (U ′i | i ∈ I) of X consisting
of affine open subsets, and for every i ∈ I , let fi,1, . . . , fi,n(i) be a finite set of generators of
F (U ′i); we may find monic polynomials Pi,1(T ), . . . , Pi,n(i)(T ) with coefficients in OX(U
′
i)
such that Pi,j(ϕ(fi,j)) = 0 in C (U ′i)!!, for every i ∈ I and every j ≤ n(i). Let λ ∈ Λ be chosen
large enough, so that Pi,j(fi,j) ∈ Kλ(U ′i) for every i ∈ I and every j ≤ n(i). Let also K ′λ ⊂ G
be the ideal generated by Kλ; then G
′ := G /K ′λ is an integralOX-algebra of finite presentation,
hence it is finitely presented as an OX-module, in view of claim 9.1.33. Clearly ϕ|U descends
to a map ϕ′ : G ′|U → A!!, whose cokernel is annihilated by m1, and by [52, Claim 2.3.12 and
the proof of Cor.2.3.13] we may find, for every affine open subset U ′ ⊂ U , a finitely generated
submodule KU ′ ⊂ Ker (ϕ′U ′ : G ′(U ′) → A (U ′)!!) such that m21 · Kerϕ′U ′ ⊂ KU ′ . Another
invocation of proposition 10.3.28 ensures the existence of a quasi-coherent OX -submodule of
finite type J ⊂ Kerϕ such that KU ′ ⊂ J (U ′) for all the U ′ of a finite covering of U ; the
OX-algebra B := G ′/J · G ′ fulfills the required conditions. 
14.3.31. Let (Xi | i ∈ I) be a cofiltered system of quasi-compact and quasi-separated S-
schemes, with affine transition morphisms hϕ : Xj → Xi, for every morphism ϕ : j → i in I .
Let also Ui ⊂ Xi be a quasi-compact open subset, for every i ∈ I , such that Uj = h−1ϕ Ui for
every ϕ : j → i in I . Set
X := lim
i∈I
Xi U := lim
i∈I
Ui.
and denote by hi : U → Xi the natural morphism, for every i ∈ I .
Corollary 14.3.32. In the situation of (14.3.31), let A be any flat almost finitely presented OaU -
algebra. Then, for every finitely generated subideal m0 ⊂ m there exist i ∈ I , a quasi-coherent
OXi-algebraR, finitely presented as anOXi-module, and a map of O
a
U -algebras f : h
∗
iR
a → A
such that :
(a) Ker f and Coker f are annihilated by m0.
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(b) For every x ∈ Ui and every b ∈ m0, the map b · 1R,x : Rx → Rx factors through a free
OUi,x-module.
Proof. From [43, Ch.IV, Th.8.3.11] it is easily seen that X is a quasi-compact and quasi-
separated S-scheme, and U is a quasi-compact open subset of X . Pick a finitely generated
subidealm1 such thatm0 ∈ m21; according to proposition 14.3.30, we may find a quasi-coherent
OX -algebra B, finitely presented as an OX-module, and a morphism g : Ba|U → A of OaU -
algebras whose kernel and cokernel are annihilated by m1. By standard arguments we deduce
(14.3.33) m21 · Tor1OX(U ′)(M,B(U ′)) = 0
for every affine open subset U ′ ⊂ U and every OX(U ′)-module M . Now, let us remark, quite
generally :
Claim 14.3.34. Let A be any ring, M and N any two A-modules, ϕ : M → N any A-linear
map, and M∨ := HomA(M,A). Then ϕ factors through a free A-module of finite rank if and
only if it lies in the image of the natural map
(14.3.35) M∨ ⊗A N → HomA(M,N).
Proof of the claim. Suppose first that ϕ factors as the composition of A-linear maps ψ : M →
A⊕n and ψ′ : A⊕n → N , for some n ∈ N. For every i = 1, . . . , n, let pi : A⊕n → A
(resp. ei : A → A⊕n) be the natural epimorphism (resp. monomorphism), and set ψi :=
pi ◦ ψ, ψ′i := ψ′ ◦ ei. Then ϕ =
∑n
i=1 ψ
′
i ◦ ψi and each summand ψ′i ◦ ψi lies in the image of
(14.3.35). Conversely, if ϕ lies in the image of (14.3.35), we have ϕ =
∑n
i=1 ψ
′
i ◦ ψi, for some
ψ1, . . . , ψn ∈M∨ and ψ′1, . . . , ψ′n ∈ HomA(A,N) = N , and we may define ψ :=
∑n
i=1 ei ◦ψi,
ψ′i :=
∑n
i=1 ψ
′
i ◦ pi. Then ϕ = ψ′ ◦ ψ. ♦
Now, pick a finite covering (U ′i,λ | λ ∈ Λ) of Ui, consisting of affine open subsets, and a
finite system b1, . . . , bk of generators of m
2
1, and set U
′
λ := h
−1
i U
′
i,λ for every λ ∈ Λ; from
claim 14.3.34, (14.3.33) and [52, Lemma 2.4.17] we deduce that for every λ ∈ Λ and every
j = 1, . . . , k there exists n(λ, j) ∈ N such that bj · (1B)|U ′λ factors through O
⊕n(λ,j)
U ′λ
. Next, by
virtue of [43, Ch.IV, Th.8.5.2] we may assume that B descends to a OXi-algebra R, finitely
presented as an OXi-module, and such that bj · (1R)|U ′i,λ factors through O
⊕n(λ,j)
U ′i,λ
for every
j = 1, . . . , k and every λ ∈ Λ. It follows easily that
m21 · Tor1OXi(U ′i,λ)(M,R(U
′
i,λ)) = 0
for every λ ∈ Λ and every OXi(U ′i,λ)-module M . Then, again [52, Lemma 2.4.17] and claim
14.3.34 imply that condition (b) holds for R, and by construction we also get condition (a). 
14.4. Almost pure pairs. Throughout this section, we keep the notation of (14.3), and we
assume that m fulfills condition (B).
Definition 14.4.1. Let X be an S-scheme, Z ⊂ X a closed subscheme such that U := X\Z is
a dense subset of X , and denote by j : U → X the open immersion.
(i) We say that the pair (X,Z) is almost pure relative to (V,m) (or just almost pure, when
the underlying basic setup is clear from the context) if the restriction functor
(14.4.2) OaX-E´tafr → OaU -E´tafr : A 7→ A|U
from the category of e´tale OaX-algebras of almost finite rank, to the category of e´tale
OaU -algebras of almost finite rank, is an equivalence.
(ii) We say that the pair (X,Z) is normal ifZ is a constructible subset ofX , and the natural
map OaX → j∗OaU is a monomorphism, whose image is integrally closed in j∗OaU .
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Remark 14.4.3. Let (X,Z) be a pair as in definition 14.4.1, where Z is a constructible subset
of X , and set U := X\Z.
(i) Consider the following conditions:
(a) OX,z is a normal domain, for every z ∈ Z.
(b) the natural map OX → j∗OU is a monomorphism, and OX = i.c.(OX , j∗OU).
(c) The pair (X,Z) is normal.
Then (a)⇒(b), since (j∗OU)z = OX(z)(U ∩X(z)) for every z ∈ Z. Also, (b)⇒(c), by virtue of
[52, Lemma 8.2.28].
(ii) Let A be a quasi-coherent OaU -algebra. Then j∗A!! is a quasi-coherent OX-algebra ([37,
Ch.I, Prop.9.4.2(i)] and lemma 14.3.9), hence the integral closure A ν of the image of OaX in
j∗A is a well defined quasi-coherent O
a
X-algebra (see definition 14.3.11). We call A
ν the
normalization of A overX .
(iii) Let (X,Z) be any normal pair, and U ⊂ X any open subset. Directly from the definition,
we see that (U,Z ∩ U) is still a normal pair.
Lemma 14.4.4. Let (X,Z) be a normal pair as in definition 14.4.1(ii), and set U := X\Z. Let
A be an e´tale OaU -algebra whose underlying O
a
U -module is almost finitely presented (resp. is of
finite rank). The following conditions are equivalent :
(a) The normalization A ν of A over X (see remark 14.4.3(ii)) is a weakly unramified
OaX-algebra.
(b) A ν is an e´tale OaX-algebra, and an almost finitely presented O
a
X-module (resp. and an
OaX-module of finite rank).
Proof. Obviously (b)⇒(a), hence suppose that (a) holds, and let B := A ν ⊗OaX A ν . We may
assume that X is affine, and we set
A := A ν(X) B := B(X).
By assumption, the multiplication morphism µ : B → A ν is flat, especially A is a flat B-
module. Let also B′ be the image of B in B(U); clearly µ(X) : B → A factors through an
epimorphism µ′ : B′ → A, therefore A = A⊗B B′, so A is also a flat B′-module. Pick a finite
covering U = U1 ∪ · · · ∪ Uk consisting of affine open subsets of U . The induced morphism
B′ → B(U1)× · · · ×B(Uk)
is a monomorphism. On the other hand, notice that A⊗B′ B(Ui) = A (Ui) is an almost finitely
presented B(Ui)-module. It follows that A is an almost finitely generated projectiveB′-module
([52, Prop. 2.4.18 and 2.4.19]), and therefore the kernel of µ′ is generated by an idempotent
e ∈ B′∗ ([52, Rem. 3.1.8]). A simple inspection shows that e is necessarily the diagonal
idempotent of the unramified OaU -algebra A . Then all the assumptions of proposition 14.3.21
are fulfilled, so A ν is an e´tale OaX-algebra, and an almost finitely presented O
a
X-module.
Lastly, suppose that A is an OaU -module of finite rank, and pick r ∈ N such that, for every
i = 1, . . . , k, the r-th exterior power of theOaU (Ui)-moduleA (U) = A⊗OaX (X)OaU (Ui) vanishes.
Since the induced morphism OaX → OaU (U1) × · · · × OaU (U1) is a monomorphism, and A is a
flat OaX-module, we deduce that the r-th exterior power of A vanishes as well. Especially, A
ν
is an OaX-module of finite rank. 
Lemma 14.4.5. Let (X,Z) be a normal pair, j : X\Z → X the open immersion, B any e´tale
almost finitely presented OaX-algebra, and Z
′ ⊂ Z any constructible closed subset. We have :
(i) The natural map B → j∗j∗B factors through an isomorphism B ∼→ (j∗B)ν .
(ii) The restriction functor (14.4.2) is fully faithful.
(iii) The pair (X,Z ′) is normal.
(iv) If the pair (X,Z) is almost pure, the same holds for (X,Z ′).
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Proof. (i): Set U := X \Z and A := B|U ; the natural map B → j∗A factors through a
morphism ϕ : B → A ν of OaX-algebras (lemma 14.3.9 and remark 14.3.12(ii)). Fix z ∈ Z,
and set R := OaX,z, R
′ := (j∗O
a
X)z. It follows that the stalk Bz is an e´tale R-algebra. Notice
that (j∗A )z = R′⊗RBz, therefore ϕ is a monomorphism. Moreover, since B is also an almost
finitely presented OaX-module, we have
Bz = i.c.(Bz , R
′ ⊗R Bz) A νz = i.c.(R,R′ ⊗R Bz)
(proposition 14.3.25). On the other hand, Bz is an integral R-algebra, therefore Bz = A νz , and
since z is arbitrary, we conclude that ϕ is an isomorphism, as asserted.
(ii): Let B1 and B2 be two e´tale almost finitely presented OaX-algebra, set Ai := Bi|U for
i = 1, 2, and let ψ : A1 → A2 be any morphism of OaU -algebras; by (i), ψ extends uniquely to a
morphism ψν : B1 = A ν1 → A ν2 = B2 of OaX-algebras, whence the contention.
(iii): Set U ′ := X \Z ′ and let j′ : U ′ → X be the open immersion; the natural morphism
OaX → j∗OU factors through the morphism OaX → j′∗OU ′ , so the latter is a monomorphism. In
order to show that (X,Z ′) is normal, it then suffices to check that the image of OaX is integrally
closed in j′∗O
a
U ′ , and since O
a
X is integrally closed in j∗O
a
U , we are reduced to proving that the
natural morphism j′∗O
a
U ′ → j∗OaU is a monomorphism. However, let V ⊂ X be any affine
open subset, and write U ′ ∩ V = V1 ∩ · · · ∩ Vn for certain affine open subsets V1, . . . , Vn of
X; by assumption, the restriction map OaX(Vi) → OaX(U ∩ Vi) is a monomorphism for every
i = 1, . . . , n, so the same holds for the restriction map OaX(U
′ ∩ V )→ OaX(U ∩ V ), whence the
assertion.
(iv): Suppose that (X,Z) is almost pure; in view of (ii), in order to check that (X,Z ′) is
almost pure, it suffices to show that every e´tale OaU ′-algebra A of finite rank extends to an
e´tale OaX -algebra of finite rank. However, the assumption implies that A|U extends to an O
a
X-
algebra B as sought, and since (X \Z ′, Z\Z ′) is normal (remark 14.4.3(iii)), (ii) says that the
isomorphism B|U
∼→ A extends to an isomorphism B|U ′ ∼→ A , i.e. B is an extension of A ,
as required. 
Lemma 14.4.6. Let (Ai | i ∈ N) be a system of V a-algebras, and set A :=
∏
i∈NAi. Let also
P be an A-module, B an A-algebra, and suppose that
(a) limi→∞AnnV a(Ai) = V
a for the uniform structure of [52, Def.2.3.1].
(b) For every i ∈ N, the Ai-modules Pi := P ⊗A Ai, Bi := B ⊗A Ai are almost projective
of finite constant rank equal to i, and Bi is an e´tale Ai-algebra.
Then P is an almost projective A-module of almost finite rank, and B is an e´tale A-algebra.
Proof. For every j ∈ N, the finite product P≤j :=
∏j
i=1 Pi is an almost projective A-module of
finite rank, and clearly the induced morphism πj : P → P≤j is an epimorphism. On the other
hand, the (j + 1)-th exterior power of P equals the (j + 1)-th exterior power of Kerπj , and
from condition (i) we see that limj→∞AnnV a(Kerπj) = 0, whence the assertion for P .
It follows already that B is an almost projective A-module. It remains to show that B is an
unramified A-algebra, to which aim, we may apply the criterion of [52, Prop.3.1.4].
Claim 14.4.7. Under the assumptions of the lemma, the natural morphism
ϕ : B ⊗A B → C :=
∏
i∈N
Bi ⊗Ai Bi
is an isomorphism of A-algebras.
Proof of the claim. For every j ∈ N, let πj : C →
∏
i≤j Bi ⊗A Bi be the natural morphism.
Then
lim
j→∞
AnnV aKer(πj ◦ ϕ) = V a = lim
j→∞
AnnV aKer πj .
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The first identity implies that ϕ is a monomorphism. Next, since πj ◦ ϕ is an epimorphism, the
natural morphism Ker πj → Cokerϕ is an epimorphism; then the second identity implies that
ϕ is also an epimorphism. ♦
Now, by [52, Prop.3.1.4], for every i ∈ N there exists an idempotent ei ∈ (Bi ⊗Ai Bi)∗
uniquely characterized by the conditions (i)–(iii) of loc.cit. In view of claim 14.4.7, the sequence
(ei | i ∈ N) defines an idempotent in (B ⊗A B)∗, which clearly fulfills the same conditions,
whence the contention, again by [52, Prop.3.1.4]. 
Proposition 14.4.8. Let (X,Z) be a normal pair, and set U := X \Z. Then the following
conditions are equivalent :
(a) The pair (X,Z) is almost pure.
(b) The restriction functor
OaX-E´tfr → OaU -E´tfr : A 7→ A|U
from the category of e´tale OaX-algebras of finite rank, to the category of e´tale O
a
U -
algebras of finite rank, is an equivalence.
(c) For every e´tale OaU -algebra A of finite rank, the normalization A
ν of A over X is an
e´tale OaX-algebra of finite rank (see remark 14.4.3(ii)).
(d) For every e´tale OaU -algebra A of finite rank, A
ν is a weakly unramified OaX-algebra.
(e) Every e´tale OaU -algebra A of finite rank extends to an e´tale almost finite O
a
X-algebra.
Proof. The equivalence (b)⇔(c) is already clear from lemma 14.4.5(i,ii).
Next, clearly (c)⇒(d). Conversely, suppose that (d) holds, and let A be any e´tale OaU -algebra
of finite rank, so A ν is a weakly unramified OaX-algebra. Then A
ν is actually an e´tale OaX-
algebra, and an almost finitely presentedOaX -module (lemma 14.4.4). Fix any affine open subset
V ⊂ X , and pick a finite covering of U ∩ V consisting of affine open subsets V1, . . . , Vk of U .
Let r ∈ N be an integer such that the r-th exterior power of the OaX(Vi)-modules A (Vi) vanish.
The induced map
B := OaX(V )→ B′ := OaX(V1)× · · · × OaX(Vk)
is a monomorphism, since (X,Z) is a normal pair. Moreover, the r-th exterior power of the
B′-module A ν(V )⊗B B′ vanishes; since A ν(V ) is a flat B-module, we conclude that the r-th
exterior power of A ν(V ) vanishes as well. Especially, A ν is of finite rank, so (c) holds.
Since (c)⇒(e), we suppose that (e) holds, and deduce that (d) holds as well. Indeed, let B
be an almost finite e´tale OaX-algebra extending A . In the foregoing, we have already remarked
that B ⊂ A ν ; especially, the diagonal idempotent of A lies in the image of the restriction map
A ν ⊗OaX A ν(X)∗ → A ⊗OaX A (U)∗. Then proposition 14.3.21 implies that A ν is an e´tale
almost finite OaX-algebra, as sought.
Obviously, (a)⇒(e); to conclude, it suffices then to check that (c)⇒(a). Thus, let A be an
e´tale OaU -algebra of almost finite rank, V ⊂ U an affine open subset, and set A := OaX(V ),
B := A (V ). According to [52, Th.4.3.28], there exists a decomposition of A as an infinite
product of a system of V a-algebras (Ai | i ∈ N) fulfilling condition (a) of lemma 14.4.6. Such
a decomposition determines a system of idempotent elements eV,i ∈ A∗, for every i ∈ N, such
that eV,i · eV,j = 0 whenever i 6= j, and characterized by the identities eV,iA = Ai for every
i ∈ N. Since OX∗ is a sheaf ([52, §5.5.4]), condition (ii) ensures that, for any fixed i ∈ N,
and V ranging over the affine open subsets of U , the idempotents eV,i glue to a global section
ei ∈ OaX(U)∗, which will still be an idempotent; moreover, the direct factor Ai := eiA of A is
an e´tale OaU -algebra of finite rank, and the projection A → Ai is a morphism of OaU -algebras.
Especially, A and B fulfill as well condition (b) of lemma 14.4.6. By (c), we deduce that the
normalization A νi of Ai over X is an e´tale O
a
X-algebra of finite rank, for every i ∈ N. On the
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other hand, notice that the natural morphism
OaX∗ → j∗(OaU∗) = (j∗OaU )∗
is a monomorphism, and its image is integrally closed in j∗O
a
U∗ ([52, Rem.8.2.30(i)]). It follows
easily that ei ∈ OaX∗(X); hence
eiA
ν
i = A
ν
i for every i ∈ N
and the latter is the integral closure of eiOaX in j∗(Ai). Consequently, A
ν =
∏
i∈N A
ν ([52,
Rem.8.2.30(ii)]). By lemma 14.4.6, it follows that A ν is an e´tale OaX-algebra of almost finite
rank. This shows that the functor (14.4.2) is essentially surjective; combining with lemma
14.4.5(ii), we get (a). 
Corollary 14.4.9. Let (X,Z) be a normal pair, and suppose that :
(a) The scheme Z(z) is finite dimensional, for every z ∈ Z.
(b) The pair (X(z), {z}) is almost pure, for every z ∈ Z.
Then the pair (X,Z) is almost pure.
Proof. Let A be any e´tale OaU -algebra of finite rank, and A
ν the normalization of A over X .
In light of proposition 14.4.8, it suffices to show that A νz is a weakly unramified O
a
X,z-algebra,
for every z ∈ Z. Suppose, by way of contradiction, that the latter assertion fails; in view of
condition (a), we may then find a point z ∈ Z, such that A νz is not weakly unramified over
OaX,z, but for every proper generization w ∈ Z of z, the OaX,w-algebra A νw is weakly unramified.
Now, set U(z) := U ∩ X(z), V (z) := X(z)\{z}, and let j : V (z) → U be the induced
morphism. Notice that (V (z), Z(z)) is a normal pair, and our assumption implies that j∗A ν
is a weakly unramified OaV (z)-algebra. By lemma 14.4.4, it follows that j
∗A ν is actually an
e´tale OaV (z)-algebra of finite rank. Since by assumption, (X(z), {z}) is almost pure, proposition
14.4.8 says that A νz is an e´tale O
a
X,z-module of finite rank, a contradiction. 
Proposition 14.4.10. Let (X,Z) be a normal pair, and f : X ′ → X a morphism of S-schemes;
set Z ′ := f−1Z, and suppose that :
(a) f(Z ′) = Z and f is pro-smooth at every point of Z ′ (see definition 9.8.5).
(b) The pair (X ′, Z ′) is almost pure.
Then the pair (X,Z) is almost pure.
Proof. Set U := X\Z, U ′ := X ′\Z ′, and let f|U : U ′ → U be the restriction of f . Notice that
the open immersion j′ : U ′ → X ′ is quasi-compact ([37, Ch.I, Prop.6.6.4]), and since f is flat
at every point of Z ′ (corollary 9.8.6(i)), U ′ is dense in X ′. Moreover :
Claim 14.4.11. (i) The pair (X ′, Z ′) is normal.
(ii) More generally, let A be any quasi-coherent OaU -algebra. Then the natural morphism
f ∗(A ν)→ (f ∗|UA )ν
is an isomorphism (notation of remark 14.4.3(ii)).
Proof of the claim. Since f is flat at every point of Z ′, and the unit of adjunction OaX → j∗OaU is
a monomorphism, the induced morphism OaX′ → f ∗j∗OaU = j′∗OaU ′ is a monomorphism as well
(corollary 10.3.8). Also, (OaU )
ν = OaX , since (X,Z) is a normal pair; hence, (ii) implies (i).
(ii): Denote A ν!! the integral closure in j∗(A!!) of the image of of OX ; by corollary 10.3.8, the
natural map
f ∗j∗(A!!)→ j′∗f ∗|U(A!!)
is an isomorphism of OX′-algebras. On the other hand, corollary 9.8.6(ii) implies that the inte-
gral closure of the image of OX′ in f ∗j∗(A!!) equals f ∗(A ν!! ). The assertion follows. ♦
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Suppose now that A is an e´tale OaU -algebra of finite rank. Since, by assumption, (X
′, Z ′)
is almost pure, proposition 14.4.8 says that (f ∗|UA )
ν is an e´tale OaX′-algebra of finite rank. By
claim 14.4.11 and lemma 14.3.26(i) and corollary 9.8.6(ii), we deduce that A ν is a weakly e´tale
OaX-algebra. To conclude the proof, it suffices now to invoke proposition 14.4.8. 
Lemma 14.4.12. Let (A, I) be a tight henselian pair (see [52, Def.5.1.9]). Then we have :
(i) The base change functor
Cov(SpecA)→ Cov(SpecA/I)
is an equivalence (notation of [52, §8.2.22]).
(ii) More generally, the base change functor A-E´t→ A/I-E´t restricts to an equivalence
A-E´tafr
∼→ A/I-E´tafr
on the respective full subcategories of e´tale algebras of almost finite rank.
Proof. In view of [52, Th.5.5.7(iii)], the assertions follow from lemma 14.3.17(ii). 
14.4.13. Let R be a V -algebra, I ⊂ R a principal ideal generated by a regular element, R∧
the I-adic completion of R. Set
X := SpecR X∧ := SpecR∧ Z := SpecR/I Z∧ := SpecR∧/IR∧.
Proposition 14.4.14. In the situation of (14.4.13), suppose furthermore that :
(i) There exist n ∈ N and a finitely generated subideal m0 ⊂ m such that In ⊂ m0R.
(ii) The pair (R, I) is henselian.
Then the pair (X,Z) is almost pure if and only if the same holds for the pair (X∧, Z∧).
Proof. Under the current assumptions, the pair (Ra, Ia) is tight henselian ([52, §5.1.12]). Hence
the assertion is a straightforward consequence of [52, Prop.5.4.53] and lemma 14.4.12(i) (details
left to the reader). 
14.4.15. Let p ∈ Z be a prime integer with pV ⊂ m, and such that p is a regular element of V ,
and suppose that V contains an element, denoted p1/p, whose p-th power generates the ideal pV .
Let A and B be two flat V -algebras, and for every n ∈ N set Vn := V/pn+1V , An := A/pn+1A,
Bn := B/p
n+1B. Let also
(14.4.16) A0
∼→ B0
be a given isomorphism of V0-algebras, and suppose that the Frobenius endomorphisms of V0
and A0 induce isomorphisms
(14.4.17) V/p1/pV
∼→ V0 A/p1/pA ∼→ A0.
Set X := SpecA, X0 := SpecA0, Y := SpecB and Y0 := SpecB0.
Corollary 14.4.18. In the situation of (14.4.15), suppose moreover that the pairs (A, pA) and
(B, pB) are henselian. Then the pair (X,X0) is almost pure if and only if the same holds for
the pair (Y, Y0).
Proof. In view of proposition 14.4.14, it suffices to show that (14.4.16) lifts to an isomorphism
A∧
∼→ B∧ between the p-adic completions of A and B. In turns, this reduces to exhibiting a
system of isomorphisms (ϕn : An
∼→ Bn | n ∈ N) such that ϕn ⊗Vn Vn1 = ϕn−1 for every
n > 0. To this aim, it suffices to show that
LAn/Vn = 0 in D(s.A-Mod) for every n ∈ N
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([52, Prop.3.2.16]). However, in view of [52, Th.2.5.36], for every n ∈ N, the short ex-
act sequence 0 → pn+1V/pn+2V → Vn+1 → Vn → 0 induces a distinguished triangle in
D(s.A-Mod)
LA0/V0 → LAn+1/Vn+1 → LAn/Vn → σLA0/V0 .
Hence, an easy induction further reduces to checking that LA0/V0 = 0 in D(s.A-Mod). Ac-
cording to [52, Lemma 6.5.13], this will follow, once we have shown that the natural map
V0,(Φ)
L⊗V0 A0 → A0,(Φ)
is an isomorphism in D(V0-Mod) (notation of loc.cit.). Taking into account the isomorphisms
(14.4.17), this holds if and only if the natural map
V/p1/pV
L⊗V0 A0 → A/p1/pA
is an isomorphism in D(V0-Mod). The latter assertion is clear, since A is a flat V -algebra. 
14.5. Normalized lengths. Let (V, | · |) be any valuation ring, with value group ΓV ; according
to our general conventions, the composition law of ΓV is denoted multiplicatively; however,
sometimes it is convenient to switch to an additive notation. Hence, we adopt the notation :
(log ΓV ,≤)
to denote the ordered group ΓV with additive composition law and whose ordering is the reverse
of the original ordering of ΓV . The unit of log ΓV shall be naturally denoted by 0, and we shall
extend the ordering of log ΓV by adding a largest element +∞, as customary. Also, we set :
log Γ+V := {γ ∈ log ΓV | γ ≥ 0} and log |0| := +∞.
14.5.1. In this section, (K, | · |) denotes a valued field of rank one, with value group Γ. We
let κ be the residue field of K+. As usual, we set S := SpecK+, and denote by s (resp. η) the
closed (resp. generic) point of S. Let mK ⊂ K+ be the maximal ideal, and set m := mK in
case Γ is not discrete, or else m := K+, in case Γ ≃ Z; in the following, whenever we refer to
almost rings or almost modules, we shall assume – unless otherwise stated – that the underlying
almost ring theory is the one defined by the standard setup (K+,m) (see [52, §6.1.15]).
Let A be any K+a-algebra, and c a cardinal number; following [52, §2.3], we denote by
Mc(A) the set of isomorphism classes of K
+a-modules which admit a set of generators of
cardinality ≤ c. The set Mc(A) carries a natural uniform structure (see [52, Def.2.3.1]), which
admits the fundamental system of entourages
(Eγ | γ ∈ log Γ+ \ {0})
defined as follows. For any b ∈ m\{0}, we letE|b| be the set of all pairs (M,M ′) of elements of
Mc(A) such that there exist a third A-module N and A-linear morphisms N → M , N → M ′
whose kernel and cokernel are annihilated by b.
14.5.2. The aim of this section is to define and study a well-behaved notion of normalized
length for torsion modulesM overK+-algebras of a fairly general type. This shall be achieved
in several steps. Let us first introduce the categories of algebras with which we will be working.
Definition 14.5.3. Let V be any valuation ring, with maximal ideal mV .
(i) We let V -m.Alg0 be the subcategory of V -Alg whose objects are the local and essentially
finitely presented V -algebras A whose maximal ideal mA contains mVA. The morphisms ϕ :
A → B in K+-m.Alg0 are the local maps. Notice that every morphism in V -m.Alg0 is an
essentially finitely presented ring homomorphism ([41, Ch.IV, Prop.1.4.3(v)]).
Recall as well, that every object of V -m.Alg0 is a coherent ring (see (11.4)). More generally,
if A := (Ai | i ∈ I) is any filtered system of essentially finitely presented V -algebras with flat
transition morphisms, then the colimit of A is still a coherent ring (lemma 11.3.7(ii.a)).
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(ii) We say that a local V -algebra A is measurable if it admits an ind-e´tale local map of
V -algebras A0 → A, from some object A0 of V -m.Alg0. The measurable V -algebras form a
category V -m.Alg, whose morphisms are the local maps of V -algebras. As noted above, every
measurable V -algebra is a coherent ring.
Lemma 14.5.4. In the situation of definition 14.5.3, let (A,mA) be any measurable V -algebra.
Then the following holds :
(i) A/mVA is a noetherian ring.
(ii) If the valuation of V has finite rank, every mA-primary ideal of A contains a finitely
generated mA-primary subideal.
(iii) For every A-module M of finite type supported at the closed point of SpecA, the A-
moduleM/mVM has finite length.
(iv) For every finitely generated ideal I ⊂ A, the V -algebra A/I is measurable.
Proof. (i): Let Ash be the strict henselization of A at a geometric point localized at the closed
point; then Ash/mVA
sh is a strict henselization of A/mVA ([44, Ch.IV, Prop.18.8.10]), and it
is therefore also a strict henselization of a V/mV -algebra of finite type. Hence A
sh/mVA
sh is
noetherian, and then the same holds for A/mVA ([44, Ch.IV, Prop.18.8.8(iv)]).
(iii) follows easily from (i) : the details shall be left to the reader.
(ii): If the valuation of V has finite rank, there exists an element t0 ∈ mV that generates a
mV -primary ideal. Let I ⊂ A be a mA-primary ideal; then tN0 ∈ I , for some integer N > 0;
moreover, the image I of I in A/mVA is finitely generated, by (i). Pick elements t1, . . . , tn ∈ I
whose images in A/mVA form a system of generators of I; it follows that t
N
0 , t1, . . . , tn form a
mA-primary ideal contained in I .
(iv): We may find an ind-e´tale local morphism A0 → A from an object A0 of V -m.Alg0,
and a finitely generated ideal I0 ⊂ A0 such that I = I0A. Then A/I0 is an object of V -m.Alg0
as well, and the induced map A0/I0 → A/I is ind-e´tale. 
14.5.5. Now, suppose that V is both a valuation ring and a flat, measurable K+-algebra, and
denotemV (resp. κ(V ), resp. |·|V ) the maximal ideal (resp. the residue field, resp. the valuation)
of V . We claim that V has rank one, and the ramification index (ΓV : Γ) is finite. Indeed, let us
write V as the colimit of a filtered system (Vi | i ∈ I) of objects ofK+-m.Alg0 with essentially
e´tale transition maps; it follows that each Vi is a valuation ring of rank one (claim 9.1.34). Also,
the transition maps induce isomorphisms on the value groups : indeed, this is clear if K+ is
a discrete valuation ring, since in that case the same holds for the Vi, and the transition maps
are unramified by assumption; in the case where Γ is not discrete, the assertion follows from
corollary 11.4.40. Therefore, we are reduced to the case where V is an object of K+-m.Alg0,
to which corollary 11.4.40 applies.
Suppose first that M is a finitely generated torsion V -module; in this case the Fitting ideal
F0(M) ⊂ V is well defined, and it is shown in [52, Lemma 6.3.1 and Rem.6.3.5] that the map
M 7→ F0(M) is additive on the set of isomorphism classes of finitely generated V -modules, i.e.
for every short exact sequence 0→M1 →M2 →M3 → 0 of such modules, one has :
(14.5.6) F0(M2) = F0(M1) · F0(M3).
Next, the almost moduleF0(M)
a is an element of the group of fractional idealsDiv(V a) defined
in [52, §6.1.16], and there is a natural isomorphism
(14.5.7) Div(V a) ≃ log Γ∧V I 7→ |I|
where Γ∧V is the completion of ΓV for the uniform structure deduced from the ordering : see [52,
Lemma 6.1.19]. Hence we may define :
λV (M) := (ΓV : Γ) · |F0(M)a| ∈ log Γ∧V .
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In view of (14.5.6), we see that :
(14.5.8) λV (M
′) ≤ λV (M) wheneverM ′ ⊂M are finitely generated.
More generally, ifM is any torsion V -module, we let :
(14.5.9) λV (M) := sup {λV (M ′) |M ′ ⊂M, M ′ finitely generated} ∈ log Γ∧V ∪ {+∞}
which, in view of (14.5.8), agrees with the previous definition, in caseM is finitely generated.
14.5.10. Suppose now that the V a-module Ma is uniformly almost finitely generated. Then
according to [52, Prop.2.3.23] one has a well defined Fitting ideal F0(M
a) ⊂ V a, which agrees
with F0(M)
a in caseM is finitely generated.
Lemma 14.5.11. In the situation of (14.5.10), we have :
(i) λV (M) = (ΓV : Γ) · |F0(Ma)|.
(ii) If 0 → N1 → N2 → N3 → 0 is any short exact sequence of uniformly almost finitely
generated V a-modules, then
|F0(N2)| = |F0(N1)|+ |F0(N3)|.
Proof. (ii): It is a translation of [52, Lemma 6.3.1 and Rem.6.3.5(ii)].
(i): Let k be a uniform bound forMa, and denote by Ik(M) the set of all submodules ofM
generated by at most k elements. Set e := (ΓV : Γ); ifN ∈ Ik(M), then λV (N) ≤ e·|F0(Ma)|,
due to (ii). By inspecting the definitions, it then follows that
e · |F0(Ma)| = sup {λV (N) | N ∈ Ik(M)} ≤ λV (M).
Now, suppose M ′ ⊂ M is any submodule generated by, say r elements; for every ε ∈ m we
can find N ∈ Ik(M) such that εM ⊂ N , hence εM ′ ⊂ N , therefore λV (εM ′) ≤ λV (N) ≤
e · |F0(Ma)|. However, λV (M ′) − λV (εM ′) = λV (M ′/εM ′) ≤ λV (K+⊕r/εK+⊕r) = r ·
λV (K
+/εK+). We deduce easily that λV (M
′) ≤ e · |F0(Ma)|, whence the claim. 
Proposition 14.5.12. (i) Let 0→ M1 → M2 → M3 → 0 be a short exact sequence of torsion
V -modules. Then :
λV (M2) = λV (M1) + λV (M3).
(ii) λV (M) = 0 if and only ifM
a = 0.
(iii) LetM be any torsion V -module. Then :
(a) IfM is finitely presented, λV (N) > 0 for every non-zero submoduleN ⊂ M .
(b) If (Mi | i ∈ I) is a filtered system of submodules ofM , then :
λV (colim
i∈I
Mi) = lim
i∈I
λV (Mi).
Proof. (ii): By lemma 14.5.11(i) it is clear that λV (M) = 0 whenever M
a = 0. Conversely,
suppose that λV (M) = 0, and let m ∈ M be any element; then necessarily λV (Vm) = 0, and
then it follows easily that m ⊂ AnnV (m), soMa = 0.
(iii.a): It suffices to show thatM does not contain non-zero elements that are annihilated by
m, which follows straightforwardly from [52, Lemma 6.1.14].
(iii.b): Set M := colimi∈I Mi. By inspecting the definitions we see easily that λV (M) ≥
sup{λV (Mi) | i ∈ I}. To show the converse inequality, let N ⊂ M be any finitely generated
submodule; we may find i ∈ I such that N ⊂ Mi, hence λV (N) ≤ λV (Mi), and the assertion
follows.
(i): Set e := (ΓV : Γ). We shall use the following :
Claim 14.5.13. Every submodule of a uniformly almost finitely generated V a-module is uni-
formly almost finitely generated.
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Proof of the claim. Let N ′ ⊂ N , with N uniformly almost finitely generated, and let k be a
uniform bound for N ; for every ε ∈ m we can find N ′′ ⊂ N such that N ′′ is generated by at
most k almost elements and εN ⊂ N ′′. Clearly, it suffices to show that N ′ ∩ N ′′ is uniformly
almost finitely generated and admits k as a uniform bound, so we may replace N byN ′′ andN ′
by N ′ ∩ N ′′, and assume from start that N is finitely generated. Let us pick an epimorphism
ϕ : (V a)⊕k → N ; it suffices to show that ϕ−1(N ′) is uniformly almost finitely generated
with k as a uniform bound, so we are further reduced to the case where N is free of rank k.
Then we can write N ′ = La for some submodule L ⊂ V ⊕k; notice that (V ⊕k/L)a is almost
finitely presented, since it is finitely generated ([52, Prop.6.3.6(i)]), hence N ′ is almost finitely
generated ([52, Lemma 2.3.18(iii)]). Furthermore, L is the colimit of the family (Li | i ∈ I) of
its finitely generated submodules, and each Li is a free V -module ([22, Ch.VI, §3, n.6, Lemma
1]). Necessarily the rank of Li is ≤ k for every i ∈ I , hence Λk+1V L ≃ colimi∈I Λk+1V Li = 0,
and then the claim follows from [52, Prop.6.3.6(ii)]. ♦
Now, let N ⊂ M2 be any finitely generated submodule, N ⊂ M3 the image of N ; by claim
14.5.13,M1 ∩N is uniformly almost finitely generated, hence lemma 14.5.11(i,ii) shows that :
λV (N) = e · |F0(Na)| = e · |F0(Ma1 ∩Na)|+ e · |F0(Na)| = λV (M1 ∩N) + λV (N).
Taking the supremum over the family (Ni | i ∈ I) of all finitely generated submodules of M2
yields the identity :
λV (M2) = λV (M3) + sup{λV (M1 ∩Ni) | i ∈ I}.
By definition, λV (M1 ∩ Ni) ≤ λV (M1) for every i ∈ I; conversely, every finitely generated
submodule ofM1 is of the form Ni for some i ∈ I , whence the contention. 
Remark 14.5.14. Suppose that Γ ≃ Z, and let γ0 ∈ log Γ+ be the positive generator. Then by
a direct inspection of the definition one finds the identity :
λ(M) = (ΓV : Γ) · lengthV (M) · γ0
for every torsion V -moduleM . The verification shall be left to the reader.
14.5.15. Let M be a torsion V -module, such that Ma is almost finitely generated; we wish
now to explain that λV (M) can also be computed in terms of a suitable sequence of elementary
divisors forMa. Indeed, suppose first thatM is a finitely presented torsion V -module; then we
have a decomposition
(14.5.16) M = (V/a0V )⊕ · · · ⊕ (V/anV ) where n := dimκ(V )M/mVM − 1
for certain a0, . . . , an ∈ mV ([52, Lemma 6.1.14]). Clearly γi := log |ai|V > 0 for every
i = 0, . . . , n, and after reordering we may assume that γ0 ≥ · · · ≥ γn; then we may set
γi := 0 for every i > n, and the resulting sequence (γi | i ∈ N) of elementary divisors ofM is
independent of the chosen decomposition (14.5.16), since we have more precisely :
(14.5.17) aiV = AnnV (Λ
i+1
V M) for every i ∈ N.
Indeed, from a decomposition (14.5.16) with ajV ⊂ aj+1V for every j < n, we get a V -linear
surjectionM → (V/aiV )⊕i+1, whence a surjection
Ni := Λ
i+1
V M → Λi+1V (V/aiV )⊕i+1 ∼→ V/aiV
which shows that Ji := AnnVNi ⊂ aiV . For the converse inclusion, notice thatNi is generated
by the system of all elements of the form ω := x0 ∧ · · · ∧ xi, where x0 ∈Mj(0), . . . , xi ∈Mj(i)
for some strictly increasing map j : {0, . . . , i} → {0, . . . , n}; especially, j(i) ≥ i, whence
aiω = 0, and the assertion follows. Moreover, a simple inspection yields the identity
(14.5.18) λV (M) = (ΓV : Γ) · (γ0 + · · ·+ γn).
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We regard the sequence (γi | i ∈ N) as an element of the log Γ∧V -normed space ℓ∞(Γ+V ) of
bounded sequences of elements of log Γ∧+V , i.e. the set of all sequences δ := (δi | i ∈ N) with
‖δ‖ := sup(δi | i ∈ N) < +∞.
Lemma 14.5.19. Let ϕ : N → N ′ be a map of finitely presented torsion V -modules, and denote
by (γi | i ∈ N) (resp. (γ′i | i ∈ N)) the sequence of elementary divisors of N (resp. N ′). Then :
(i) If ϕ is injective, we have γi ≤ γ′i for every i ∈ N.
(ii) If ϕ is surjective, we have γi ≥ γ′i for every i ∈ N.
Proof. Denote by KV the field of fractions of V , and set P
† := HomV (P,KV /V ) for every
V -module P . We have a natural bilinear pairing P ⊗V P † → KV /V , whence a V -linear map
ωP : P → (P †)†.
Claim 14.5.20. (i) If ϕ is injective, ϕ† := HomV (ϕ,KV /V ) is surjective.
(ii) For every finitely presented V -module P , we have :
(a) The map ωP is an isomorphism.
(b) P and P † are isomorphic V -modules.
Proof of the claim. (ii) is left to the reader. (i) follows immediately from lemma 11.5.9(i). ♦
By virtue of claim 14.5.20(ii.b), the V -modules N and N † have the same sequences of ele-
mentary divisors. Taking into account claim 14.5.20(i), we deduce that (ii)⇒(i), so it remains
only to show that (ii) holds. However, if ϕ is surjective, the same holds for Λi+1V ϕ, and then the
assertion follows immediately from (14.5.17). 
Proposition 14.5.21. Let 0 → M ′ → M → M ′′ → 0 be a short exact sequence of finitely
presented torsion V -modules. Then for every i, j, t ∈ N we have :
i+j+t∑
k=i+j
γk(M) ≤
i+t∑
k=i
γk(M
′) +
j+t∑
k=j
γk(M
′′).
Proof. Let us choose a decomposition for M as in (14.5.16), with a0V ⊂ a1V ⊂ · · · ⊂ anV ,
and setM := (V/b0V )⊕· · ·⊕(V/bi+j+tV ), where bi = ai+j for i = 0, . . . , i+j and bi = ai for
i = i+ j+1, . . . , i+ j+ t. We have an obvious V -linear surjectionM →M , and we let as well
M ′ be the image ofM ′ inM , andM ′′ := M/M ′. By construction, we have
∑i+j+t
k=i+j γk(M) =∑i+j+t
k=i+j γk(M), and taking into account lemma 14.5.19(ii), we are easily reduced to checking
the stated inequality for the resulting short exact sequence 0 → M ′ → M → M ′′ → 0. Next,
for k = 0, . . . , i + j + t we consider the V -linear map ϕk : V → V/ai+jV that maps 1 to the
class of ai+j/bk; clearly ϕk factors through a V -linear injection ϕk : V/bkV → V/ai+jV , and
the direct sum of the latter maps is a V -linear injection ϕ : M → N := (V/ai+jV )⊕i+j+t+1.
Let N ′ ⊂ N be the image ofM ′, and set N ′′ := N/N ′; we notice that
i+j+t∑
k=i+j
(γk(N)− γk(M)) = |F0(N)| − |F0(M)| = C :=
t∑
k=1
(log |ai+j |V − log |ai+j+k|V ).
Taking into account proposition 14.5.12(i), we deduce that
j+t∑
k=j
(γk(N
′′)− γk(M ′′)) ≤ |F0(N ′′)| − |F0(M ′′)| = C.
Summing up, we are further reduced to checking the sought inequality for the short exact se-
quence 0→ N ′ → N π−→ N ′′ → 0. Let us remark, quite generally :
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Claim 14.5.22. Let A be a local ring, M a finitely generated A-module, F, F ′ two free A-
modules of the same rank r ∈ N, and π : F → M , π′ : F ′ → M twoA-linear surjections. Then
there exists an A-linear isomorphism ω : F
∼→ F ′ such that π′ ◦ ω = π.
Proof of the claim. Let κ be the residue field ofA, and setm := dimκ(M⊗Aκ); by Nakayama’s
lemma, M admits a minimal system of generators x1, . . . , xm, and we choose f1, . . . , fm ∈ F
with π(fi) = xi for i = 1, . . . , m. Next, notice that G := Ker (π ⊗A κ) is a κ-vector space of
dimension r−m, and pick a system of elements fm+1, . . . , fr ∈ F whose image inG is a basis;
applying again Nakayama’s lemma, it is easily seen that the system f1, . . . , fr generates the
A-module F , and it is therefore a basis of the latter. Likewise, we may find a basis f ′1, . . . , f
′
r of
F ′ such that π′(fi) = xi for i = 1, . . . , m and π
′(fi) = 0 for i = m+ 1, . . . , r; then the unique
A-linear map ω : F → F ′ such that ω(fi) = f ′i for i = 1, . . . , r will do. ♦
Now, say that N ′′ = (V/c0V ) ⊕ · · · ⊕ (V/cpV ) is a minimal decomposition with c0V ⊂
· · · ⊂ cpV ; clearly we must have p ≤ i + j + t and ai+j ∈ c0V . Set cp+1 = · · · = ci+j+t = 1,
and let π′k : V/ai+j+t → V/ckV be the natural projection, for k = 0, . . . , i + j + t; the direct
sum of the maps π′k is a V -linear surjection π
′ : N → N ′′, and by virtue of claim 14.5.22 there
exists a V -linear automorphism ω ofN such that π′ ◦ω = π. Thus, it suffices to show the stated
inequality for the short exact sequence 0 → Q := ω(N ′) → N π′−−→ N ′′ → 0. But notice that
Q =
⊕i+j+t
k=0 ker π
′
k, and therefore
γk(Q) = log |ai+j|V − log |ci+j+t−k|V for k = 0, . . . , i+ j + t.
On the other hand γk(N) = log |ai+j |V and γk(N ′′) = log |ck|V for k = 0, . . . , i + j + t;
summing up, we conclude the the sought inequality holds, and indeed it is an equality for this
last short exact sequence. 
14.5.23. We fix now a large cardinal number ω, and write just M (V a) instead of Mω(V a).
Also, for any γ ∈ log Γ+V , set [−γ, γ] := {δ ∈ log ΓV | − γ ≤ δ ≤ γ}. Suppose that N and
N ′ are two finitely presented V -modules such that (Na, N ′a) ∈ Eδ for some δ ∈ log Γ+V \ {0}.
Say that δ = log |b|V for some b ∈ mV ; by standard arguments, we obtain maps ϕ : N → N ′
and ϕ′ : N ′ → N such that ϕ′ ◦ ϕ = b4 · 1N and ϕ′ ◦ ϕ = b4 · 1N ′ . Let now (γi | i ∈ N) (resp.
(γ′i | i ∈ N)) be the sequence of elementary divisors for N (resp. for N ′). Then the sequence
of elementary divisors for b4N is (max(0, γi − 4δ) | i ∈ N), and likewise for b4N ′. In view of
lemma 14.5.19, we deduce easily that
γi − γ′i ∈ [−4δ, 4δ] for every i ∈ N.
Consider a torsion almost finitely generated V a-moduleM , and recall thatM is almost finitely
presented ([52, Prop.6.3.6(i)]); we then may attach to M a net of elements of ℓ∞(log Γ+V ),
as follows. For every δ ∈ log Γ+V \ {0}, pick a finitely presented V -module Nδ such that
(M,Naδ ) ∈ Eδ, and denote by γδ the sequence of elementary divisors of Nδ. The foregoing
easily implies that the system (γ
δ
| δ ∈ log Γ+V \ {0}) is a net for the uniform structure of
ℓ∞(log Γ+V ) induced by the norm ‖ ·‖. However, (ℓ∞(log Γ+V ), ‖ ·‖) is a complete normed space,
hence this net converges to a well defined sequence γ
M
:= (γi | i ∈ N) ∈ ℓ∞(log Γ+V ). It is
easily seen that γ
M
is independent of the chosen net, and defines an invariant which we call the
sequence of elementary divisors of M . A simple inspection of the construction shows that the
sequence γ
M
is monotonically decreasing, and
lim
i→+∞
γi = 0.
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14.5.24. Denote again byKV the field of fractions of V ; as in the proof of lemma 14.5.19, we
consider the functor
V a-Mod→ V a-Mod : M 7→M † := alHomV a(M,KaV /V a).
For every V a-moduleM we have a natural V a-bilinear pairing
M ⊗V a M † → KaV /V a
which in turns yields a natural transformation
(14.5.25) M → (M †)†.
Together with the constructions of (14.5.23), we may now extend lemma 14.5.19 verbatim to
arbitrary almost finitely generated V a-modules.
Proposition 14.5.26. Let ϕ : M → M ′ be a morphism of almost finitely generated torsion
V a-modules, and denote by (γi | i ∈ N) (resp. (γ′i | i ∈ N)) the sequence of elementary divisors
ofM (resp. M ′). Then :
(i) M † is an almost finitely generated torsion V a-module, the morphism (14.5.25) is an
isomorphism, and the sequences of elementary divisors ofM andM † coincide.
(ii) If ϕ is a monomorphism, we have γi ≤ γ′i for every i ∈ N.
(iii) If ϕ is an epimorphism, we have γi ≥ γ′i for every i ∈ N.
Proof. (i): Since M is almost finitely presented ([52, Prop.6.3.6(i)]), the assertion follows im-
mediately from [52, Lemma 2.3.7(iii)] and claim 14.5.20(ii).
(iii): To begin with, we remark more generally :
Claim 14.5.27. Let P , Q be two torsion almost finitely generated V a-modules, and δ ∈ log Γ+V
any element such that (P,Q) ∈ Eδ. Denote by (γPi | i ∈ N) (resp. (γQi | i ∈ N)) the sequence
of elementary divisors of P (resp. of Q). Then
γPi − γQi ∈ [−4δ, 4δ] for every i ∈ N.
Proof of the claim. For any ε ∈ log Γ+V pick a torsion finitely presented V -module N such that
(P,Na) ∈ Eε, and let (γNi | i ∈ N) be the sequence of elementary divisors of N . It follows that
(Q,Na) ∈ Eδ+ε, and from the construction of (14.5.23) we see that
γNi − γPi ∈ [−4ε, 4ε] γNi − γQi ∈ [−4(ε+ δ), 4(ε+ δ)] for every i ∈ N
so γPi − γQi ∈ [−8ε− 4δ, 8ε+ 4δ] for every i ∈ N. Since ε is arbitrary, the claim follows. ♦
Fix δ ∈ log Γ+V \ {0}, pick finitely presented V -modules N , N ′ such that
(Na,M), (N ′a,M ′) ∈ Eδ
and denote by (βi | i ∈ N) (resp. (β ′i | i ∈ N)) the sequence of elementary divisors of N (resp.
of N ′). According to claim 14.5.27 we have :
(14.5.28) γi − βi, γ′i − β ′i ∈ [−4δ, 4δ] for every i ∈ N.
On the other hand, by the usual arguments we may find V -linear maps f : N → M∗ and
g : M ′∗ → N ′ such that b2 · Coker f = b2 · Coker g = 0 for every b ∈ V with log |b|V = δ. Set
h := g ◦ ψ∗ ◦ f ; it follows easily that b5 · Coker h = 0. The sequence of elementary divisors of
b5N ′ is (max(0, β ′i − 5δ) | i ∈ N), and since N ′′ := Imh is a finitely presented V -module, the
sequence (β ′′i | i ∈ N) of its elementary divisors satisfies the inequalities
βi ≥ β ′′i ≥ β ′i − 5δ for every i ∈ N
by lemma 14.5.19(i,ii). Combining with (14.5.28), we deduce that
γi ≥ γ′i − 13δ for every i ∈ N
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and since δ is arbitrary, the assertion follows.
(ii): in light of [52, Lemma 2.3.7(iii)] and claim 14.5.20(i), it is easily seen that ϕ† is an
epimorphism, so the assertion follows formally from (i) and (iii), as in the proof of lemma
14.5.19(i). 
One may ask, to which extent the sequence of elementary divisors of a V a-moduleM deter-
mines the isomorphism class ofM . To address this question, we make the following :
Definition 14.5.29. Let (V,m) be an arbitrary basic setup, A any V a-algebra, M an A-module
and ω a (very large) cardinal number, such that Mω(A) contains the isomorphism class of M .
The topological space underlying the uniform space Mω(A) is not necessarily separated, but it
admits a maximal separated quotient spaceM sepω (A). The ω-type ofM is the image inM
sep
ω (A)
of the isomorphism class ofM . If ω′ is any cardinal larger than ω, clearly the ω-type ofM maps
to the ω′-type of M , under the natural map M sepω (A) → M sepω′ (A). For this reason, we shall
usually omit explicit mention of ω, and shall call the type ofM any one of these invariants.
Lemma 14.5.30. In the situation of definition 14.5.29, suppose that M and M ′ are two A-
modules of the same type. Then we have :
(i) M is almost finitely presented (resp. almost finitely generated) if and only if the same
holds forM ′.
(ii) M is a flat (resp. almost projective) A-module if and only if the same holds forM ′.
Proof. (i) follows directly from the definitions.
(ii) follows easily from [52, Lemma 2.3.7(iii,iv)] : details left to the reader. 
We may now answer as follows to the foregoing question :
Proposition 14.5.31. Let (V,mV ) be as in (14.5.5), and M , M
′ any two almost finitely gener-
ated torsion V a-modules. The following conditions are equivalent :
(a) M andM ′ have the same type.
(b) The sequences of elementary divisors ofM andM ′ coincide.
Proof. (a)⇒(b): Condition (a) means that (M,M ′) ∈ Eδ for every δ ∈ log Γ+V \ {0}, so the
assertion is immediate from the construction of the sequences of elementary divisors.
(b)⇒(a): Let (γi | i ∈ N) be the common sequence of elementary divisors for M and M ′.
Fix δ as in the foregoing, pick finitely presented V -modules N , N ′ such that
(M,N), (M ′, N ′) ∈ Eδ
and let (βi | i ∈ N), respectively (β ′i | i ∈ N) be the sequences of elementary divisors of N and
N ′. From claim 14.5.27 we deduce
βi − γ,β ′i − γi ∈ [−4δ, 4δ] for every i ∈ N.
Thus, βi − β ′i ∈ [−8δ, 8δ] for every i ∈ N. Say that 8δ = log |a|V for some a ∈ V .
Claim 14.5.32. There exists a V -linear map f : N → N ′ whose kernel and cokernel is annihi-
lated by a.
Proof of the claim. By [52, Lemma 6.1.14] we reduce easily to the case where N and N ′ are
cyclic V -modules, so N = V/bV and N ′ = V/b′V , for b, b′ ∈ V \ {0} such that log |b/b′|V ∈
[−2δ, 2δ]. Now, if b ∈ b′V , we let f be the natural projection V/bV → V/b′V . If b′ ∈ bV , we
notice that b′b−11N factors through a map N → N ′ with the sought properties (details left to
the reader). ♦
Clearly claim 14.5.32 implies that (N,N ′) ∈ E8δ, and therefore (M,M ′) ∈ E10δ . Since δ is
arbitrary, the assertion follows. 
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Corollary 14.5.33. Let b ∈ mV be any non-zero element, M an almost finitely generated
V a/bV a-module, and (γi | i ∈ N) the sequence of elementary divisors of M . The following
conditions are equivalent :
(a) M is a flat V a/bV a-module.
(b) There exists n ∈ N such that γi = log |b|V for every i ≤ n, and γi = 0 for every i > n.
Proof. For every i ∈ N, pick ai ∈ V with log |ai|V = γi. According to proposition 14.5.31,
the type of M coincides with that of M ′ :=
⊕
i∈N V
a/aiV
a, and by lemma 14.5.30(ii), we
may then assume that M = M ′, in which case clearly (b)⇒(a). For the converse, notice that a
standard computation gives
Tor
V/bV
1 (V/aV, V/aV ) ≃ V/(aV + a−1bV ) for every a ∈ V such that log |a|V ≤ log |b|V
from which the assertion follows easily (details left to the reader). 
Proposition 14.5.34. Let (V,mV ) be as in (14.5.5), andM a torsion V -module such thatM
a is
almost finitely generated. Let (γi | i ∈ N) be the sequence of elementary divisors ofMa. Then
λV (M) = (ΓV : Γ) ·
∑
i∈N
γi.
Especially, λV (M) depends only on the type ofM
a.
Proof. Fix a sequence (ak | k ∈ N) of elements of mV \ {0} with limk→+∞ log |ak|V = 0. For
every k ∈ N, let Mk ⊂ M be a finitely generated submodule such that akM ⊂ Mk ([52, Prop.
2.3.10(i)]), and denote also by (γki | i ∈ N) the sequence of elementary divisors of Mak . After
replacing eachMk by
∑k
j=0Mj , we may also assume thatMk ⊂Mk+1 for every k ∈ N.
Claim 14.5.35. For every i, k ∈ N we have
4δk ≥ γi − γki ≥ 0 γk+1i ≥ γki where δk := log |ak|.
Proof of the claim. The inequalities γi ≥ γk+1i ≥ γki follow from proposition 14.5.26(ii). Next,
clearly we have (Mak ,M
a) ∈ Eδk for every k ∈ N, so the upper bound for γi− γki follows from
claim 14.5.27. ♦
Set Lk :=
∑
i∈N γ
k
i and L :=
∑
i∈N γi. It follows easily from claim 14.5.35 that
lim
k→+∞
Lk =
∑
i∈N
lim
k→+∞
γki = L.
In light of proposition 14.5.12(iii.b), it then suffices to check the proposition with M replaced
byMk, for every k ∈ N. We may therefore assume from start thatM is finitely generated, and
let g be the cardinality of a finite system of generators forM . We may then find a surjective V -
linear map f : F := V ⊕g → M , and N := Ker fa is almost finitely generated (claim 14.5.13).
Thus, for every k ∈ N we may find a finitely generated V -submoduleNk ⊂ N with akN ⊂ Nk,
so that (F a/Nak ,M) ∈ Eδk . After replacing each Nk by
∑k
j=0Nj , we may also assume that
Nk ⊂ Nk+1 for every k ∈ N. Denote by (βki | i ∈ N) the sequence of elementary divisors of
F/Nk, and notice that β
k
i = 0 for every i ≥ g. Taking into account (14.5.18), claim 14.5.27 and
proposition 14.5.26(iii) we get
λV (F/Nk) =
∑
i∈N
βki 4δk ≥ βki − γi ≥ 0 for every i, k ∈ N.
Therefore limk→+∞ λV (F/Nk) = L, and in view of proposition 14.5.12(i), it remains only to
check that limk→+∞ λV (N/Nk) = 0, or equivalently, that limk→+∞ λV (Nk) = λV (N) (proposi-
tion 14.5.12(i)). However, set N ′ :=
⋃
k∈NNk; by proposition 14.5.12(iii.b), the latter identity
holds if and only λV (N
′) = λV (N), and since (N/N
′)a = 0, this follows from proposition
14.5.12(i,ii). 
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14.5.36. In order to deal with general measurable K+-algebras, we introduce hereafter some
further notation which shall be standing throughout this section.
• To begin with, any ring homomorphism ϕ : A→ B induces functors
(14.5.37) ϕ∗ : B-Mod→ A-Mod and ϕ∗ : A-Mod→ B-Mod.
Namely, ϕ∗ assigns to any B-moduleM the A-module ϕ∗M obtained by restriction of scalars,
and ϕ∗(M) := B ⊗A M .
• For any local ring (A,mA), we let κ(A) := A/mA, and we denote by s(A) the closed
point of SpecA. If A is also a coherent ring, we denote by A-Modcoh,{s} the full subcategory
of A-Mod consisting of all the finitely presented A-modulesM such that SuppM ⊂ {s(A)}.
Notice that the coherence of A implies that A-Modcoh,{s} is an abelian category.
• Lastly, let A be any small abelian category; recall that K0(A ) is the abelian group de-
fined by generators and relations as follows. The generators are the isomorphism classes [T ] of
objects T of A , and the relations are generated by the elements of the form [T1]− [T2] + [T3],
for every short exact sequence 0 → T1 → T2 → T3 → 0 of objects of A . One denotes by
K+0 (A ) ⊂ K0(A ) the submonoid generated by the classes [T ] of all objects of A . We shall
use the following well known de´vissage lemma :
Lemma 14.5.38. Let ι : B ⊂ A be an additive exact and fully faithful inclusion of abelian
categories, and suppose that :
(a) If T ∈ Ob(B) and T ′ is a subquotient of ι(T ), then T ′ is in the essential image of ι.
(b) Every object T of A admits a finite filtration Fil•T such that the associated graded
object gr•T is in the essential image of ι.
Then ι induces an isomorphism :
K0(B)
∼→ K0(A ).
Proof. Left to the reader. 
Proposition 14.5.39. Let ϕ : A→ B be a morphism of measurableK+-algebras. We have :
(i) If ϕ induces a finite field extension κ(A) → κ(B), then the functor ϕ∗ of (14.5.37)
restricts to a functor
ϕ∗ : B-Modcoh,{s} → A-Modcoh,{s}
which induces a group homomorphism of the respectiveK0-groups :
ϕ∗ : K0(B-Modcoh,{s})→ K0(A-Modcoh,{s}).
(ii) If ϕ induces an integral morphism κ(A) → B/mAB, then lengthB(B/mAB) is finite,
and the functor ϕ∗ of (14.5.37) restricts to a functor
ϕ∗ : A-Modcoh,{s} → B-Modcoh,{s}
and if ϕ is also a flat morphism, ϕ∗ induces a group homomorphism :
ϕ∗ : K0(A-Modcoh,{s})→ K0(B-Modcoh,{s}).
Proof. Write A (resp. B) as the colimit of a filtered system A := (Ai | i ∈ I) (resp. B :=
(Bj | j ∈ J)) of objects of K+-m.Alg0, with local and essentially e´tale transition maps. After
replacing J (resp. I) by a cofinal subsets, we may assume that the indexing set admits an initial
element 0 ∈ J (resp. 0 ∈ I). Furthermore, we may assume that the induced map A0 → B
factors through a morphism A0 → B0 inK+-m.Alg0.
(i): Let M be any object of B-Modcoh,{s}. We need to show that ϕ∗M is finitely presented.
We may find j ∈ J and a finitely presentedBj-moduleMj , with an isomorphismM ∼→Mj⊗Bj
B of B-modules. After replacing J by J/j, we may assume that j = 0 is the initial index.
Since the natural map B0 → B is local and ind-e´tale, it is easily seen that M0 is an object of
1270 OFER GABBER AND LORENZO RAMERO
B0-Modcoh,{s}. Especially, there exists a finitely generated mB0-primary ideal I ⊂ AnnB0M0.
We may then replace the system B by (Bj/IBj | j ∈ J) and assume that each Bj has Krull
dimension zero.
Claim 14.5.40. Let ϕ : A → B be a morphism of measurable K+-algebras inducing a finite
residue field extension κ(A) → κ(B), and such that B has dimension zero. Let alsoM be any
finitely presented B-module. Then we may find :
(a) a cocartesian diagram of local maps ofK+-algebras
Al
ϕl //

Cl

A
ϕ // B
whose vertical arrows are ind-e´tale, and where ϕl is a morphism in K
+-m.Alg0
(b) and an objectMl of Cl-Modcoh,{s}, with an isomorphismMl ⊗Cl B ∼→ M .
Proof of the claim. Define A and B as in the foregoing. Notice that – under the current assump-
tions – Bj is a henselian ring, for every j ∈ J . Moreover, we may find j ∈ J such that κ(B)
is generated by the image of κ(A) ⊗κ(B0) κ(Bj); after replacing again J by J/j, we may then
also assume that κ(B) = κ(A) · κ(B0).
For every i ∈ I , set B′i := Ai ⊗A0 B0; the natural map B0 → B factors through a map
B′i → B, and we let pi ⊂ B′i be the preimage of mB . Set also Ci := B′i,pi , so we deduce a
filtered system of local maps (Ci → B | i ∈ I), whose limit is a local map ψ : C → B of
local ind-e´tale B0-algebras, which – by construction – induces an isomorphism κ(C)
∼→ κ(B)
on residue fields. It follows easily that ψ is itself ind-e´tale, so say that ψ is the colimit of a
filtered system (ψλ : C → Dλ | λ ∈ Λ) of e´tale C-algebras. Notice that C is a henselian local
ring; in light of [44, Ch.IV, Th.18.5.11] we may then assume that Dλ is a local ring and ψλ is a
finite e´tale map, for every λ ∈ Λ. Clearly the induced residue field extension κ(C)→ κ(Dλ) is
an isomorphism; in view of [44, Ch.IV, Prop.18.5.15] it follows that ψλ is an isomorphism, for
every λ ∈ Λ, so the same holds for ψ.
Notice that the sequence of residue degrees di := [κ(Ci) : κ(Ai)] is non-increasing, hence
there exists l ∈ I such that di = d := dl for every index i ≥ l. Notice as well that, for i ≥ l,
the local algebra Ci is also a localization of C
′
i := Ai ⊗Al Cl, and the latter is an essentially
finitely presentedK+-algebras of Krull dimension zero, hence its spectrum is finite and discrete
(lemma 9.1.28). Moreover, since the image of the map SpecCl → SpecAl is the closed point,
it is clear that the same holds for the image of the induced map SpecC ′i → SpecAi. Since the
extension κ(Al)→ κ(Ai) is finite and separable, we conclude that
(14.5.41) κ(Ai)⊗κ(Al) κ(Cl) =
∏
p∈SpecC′i
κ(C ′i,p).
However, clearly the left-hand side of (14.5.41) is a κ(Ai)-algebra of degree d, whereas one of
factors of the right-hand side – namely κ(Ci) – is already of degree d over κ(Ai). Hence SpecC
′
i
contains a single element, i.e. C ′i = Ci is a local ring, and C = A ⊗Al Cl. Summing up, we
have obtained the sought cocartesian diagram, and the claim holds withMl := M0 ⊗B0 Cl. ♦
Let Ml and ϕl be as in claim 14.5.40; then ϕ∗M is isomorphic to A ⊗Al ϕl∗Ml, so may
replace from start ϕ by ϕl, and assume that ϕ is a morphism in K
+-m.Alg0, with B of Krull
dimension zero. In such situation, one sees easily that ϕ is integral, hence B/I is a finitely
presented A-module, by proposition 9.1.32(i), therefore ϕ∗M is a finitely presented A-module,
as required. Lastly, since the functor ϕ∗ is exact, it is clear that it induces a map on K0-groups
as stated.
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(ii): Under the current assumptions, the induced map κ(A0) → B0/mA0B0 is integral and
essentially finitely presented, hence it is finite, so B0/mA0B0 is a B0-module of finite length;
but this is also the length of the B-module B/mAB, whence the first assertion. Next, let M
be an object of A-Modcoh,{s}; then ϕ
∗M is a finitely presented B-module; moreover, we may
find a mA-primary ideal I ⊂ A such thatM is a A/I-module, hence ϕ∗M is a B/IB-module.
Notice that the induced map SpecB/mAB → SpecB/IB is bijective, and its target is a local
scheme of dimension zero (since B/mAB is integral over a field). It follows easily that IB is
a mB-primary ideal, so ϕ
∗M is an object of B-Modcoh,{s}. The last assertion is then a trivial
consequence of the exactness of the functor ϕ∗, when ϕ is flat. 
Lemma 14.5.42. Let A be any measurableK+-algebra. Then there exists a morphism
V
ϕ−→ A/I
of measurableK+-algebras, where :
(a) I ⊂ A is a finitely generated mA-primary ideal.
(b) V is a valuation ring, ϕ is a finitely presented surjection and the natural mapK+ → V
induces an isomorphism of value groups Γ
∼→ ΓV .
Proof. Suppose first that A is an object of K+-m.Alg0. In this case, choose an affine finitely
presented S-scheme X and a point x ∈ X such that A = OX,x; next, take a finitely presented
closed immersion h : X → Y := AnK+ of S-schemes; set Y := Anκ ⊂ Y , pick elements
f1, . . . , fd ∈ B := OY,h(x) whose images in the regular local ring OY ,h(x) form a regular system
of parameters (i.e. a regular sequence that generates the maximal ideal), and let J ⊂ B be
the ideal generated by the fi, i = 1, . . . , d. Let I ⊂ A be any finitely generated mA-primary
ideal containing the image of J . We deduce a surjection ϕ : V := B/J → A/I , and by
construction V/mKV is a field; moreover, the induced map K
+ → V is flat by virtue of [43,
Ch.IV, Th.11.3.8]. It follows that V is a valuation ring with the sought properties, by proposition
9.1.32(ii). Also, ϕ is finitely presented, by proposition 9.1.32(i).
Next, let A be a general measurable K+-algebra, and write A as the colimit of a filtered
system (Aj | j ∈ J) of objects of K+-m.Alg0. We may assume that 0 ∈ J is an initial index,
and the foregoing case yields an mA0-primary ideal I0 ⊂ A0, and a surjective finitely presented
morphism ϕ0 : V0 → A0/I0 inK+-m.Alg0 from a valuation ring V0, such that ΓV = Γ. Notice
that A/I0 is a henselian ring, hence ϕ0 extends to a ring homomorphism ϕ
h
0 : V
h
0 → A0/I0
from the henselization V h0 of V0; more precisely, ϕ0 induces an isomorphism of V
h
0 -algebras :
V h0 ⊗V0 (A0/I0) ∼→ A0/I0
so ϕh0 is still finitely presented. On the one hand, ϕ
h
0 induces an identification
κ(V h0 ) = κ(A0).
On the other hand, we have the filtered system of separable field extensions (κ(Aj) | j ∈ J),
whose colimit is κ(A). There follows a corresponding filtered system (V hj | j ∈ J) of finite e´tale
V h0 -algebras, whose colimit we denote V ([44, Ch.IV, Prop.18.5.15]). Then V is a valuation
ring, and the map V h0 → V induces an isomorphism on value groups. Moreover, the induced
isomorphisms κ(V hj )
∼→ κ(Aj) lift uniquely to morphisms of A0-algebras ϕhj : V hj → Aj/I0Aj ,
for every j ∈ J ([44, Ch.IV, Cor.18.5.12]). Due to the uniqueness ofϕhj , we see that the resulting
system (ϕhj | j ∈ J) is filtered, and its colimit is a morphism ϕ : V → A/I0A. Moreover, ϕhj
induces an isomorphism V hj ⊗V h0 A0/IA0
∼→ Aj/I0Aj , especially ϕhj is surjective for every
j ∈ J , so the same holds for ϕ. More precisely, ϕh0 induces an isomorphism V ⊗V h0 (A0/I0)
∼→
A/I0A, hence ϕ is still finitely presented. 
Theorem 14.5.43. With the notation of (14.5.36), the following holds :
1272 OFER GABBER AND LORENZO RAMERO
(i) For every measurableK+-algebra A there is a natural group isomorphism :
λA : K0(A-Modcoh,{s})
∼→ log Γ
which induces an isomorphismK+0 (A-Modcoh,{s})
∼→ log Γ+.
(ii) The family of isomorphisms λA (for A ranging over the measurable K
+-algebras) is
characterized uniquely by the following two properties.
(a) If V is a valuation ring and a flat measurableK+-algebra, then
λV ([M ]) = λV (M) for every objectM of V -Modcoh,{s}
where λV (M) is defined as in (14.5.2).
(b) Let ψ : A → B be a morphism of measurable K+-algebras inducing a finite
residue field extension κ(A)→ κ(B). Then
λA(ψ∗[M ]) = [κ(B) : κ(A)] · λB([M ]) for every [M ] ∈ K0(B-Modcoh,{s}).
(iii) For every a ∈ K+\{0} and any objectM of A-Modcoh,{s} we have :
(a) [M ] = 0 inK0(A-Modcoh,{s}) if and only ifM = 0.
(b) IfM is flat over K+/aK+, then :
(14.5.44) λA([M ]) = |a| · lengthA(M ⊗K+ κ).
(iv) Let ψ : A → B be a flat morphism of measurable K+-algebras inducing an integral
map κ(A)→ B/mAB. Then :
λB(ψ
∗[M ]) = lengthB(B/mAB) · λA([M ]) for every [M ] ∈ K0(A-Modcoh,{s}).
Proof. We start out with the following :
Claim 14.5.45. Let (K, | · |) → (E, | · |) be an extension of valued fields of rank one inducing
an isomorphism of value groups, a ∈ K+ \ {0} any element,M an E+/aE+ module. Then :
(i) M is a flat E+/aE+-module if and only if it is a flat K+/aK+-module.
(ii) M ⊗K+ κ = M ⊗E+ κ(E).
Proof of the claim. According to [89, Th.7.8], in order to show (i) it suffices to prove that
Tor
E+/aE+
1 (E
+/bE+,M) = Tor
K+/aK+
1 (K
+/bK+,M)
for every b ∈ K+ such that |b| ≥ |a|. The latter assertion is an easy consequence of the faithful
flatness of the extensionK+ → E+. (ii) follows from the identity : mE = mKE+, which holds
since ΓE = Γ. ♦
Claim 14.5.46. Let f : K+ → V be a morphism of measurable K+-algebras, where V is a
valuation ring and f induces an isomorphism on value groups. Then λV (defined by (ii.a)) is an
isomorphism and assertion (iii) holds for A = V .
Proof of the claim. According to (ii.a), λV ([M ]) = λV (M) for every finitely presented tor-
sion V -module. However, every such module M admits a decomposition of the form M ≃
(V/a1V ) ⊕ · · · ⊕ (V/akV ), with a1, . . . , ak ∈ mK ([52, Lemma 6.1.14]). Then by claim
14.5.45(i),M is flat overK+/aK+ if and only ifM is flat over V/aV , if and only if |a| = |ai|
for every i ≤ k. In this case, an explicit calculation shows that λV (M) = |a| · length(M ⊗V
κ(V )), which is equivalent to (14.5.44), in view of claim 14.5.45(ii). Next, we consider the map
:
µ : log Γ+ → K0(V -Modcoh,{s}) : |a| 7→ [V/aV ] for every a ∈ K+ \ {0}.
We leave to the reader the verification that µ extends to a group homomorphism well-defined
on the whole of Γ, that provides an inverse to λV . Finally, it is clear that λV (M) = 0 if and
only ifM = 0, so also (iii.a) holds. ♦
FOUNDATIONS FOR ALMOST RING THEORY 1273
Claim 14.5.47. Let A be any measurable K+-algebra. For every object N of A-Modcoh,{s}
there exist a finite filtration 0 = N0 ⊂ · · · ⊂ Nk = N by finitely presented A-submodules, and
elements a1, . . . , ak ∈ m such that Ni/Ni−1 is a flat K+/aiK+-module for every 1 ≤ i ≤ k.
Proof of the claim. Let us find I ⊂ A and ϕ : V → A/I as in lemma 14.5.42. It suffices
to show the claim for the finitely presented A-modules InN/In+1N (for every n ∈ N), hence
we may assume that N is an A/I-module. Then ϕ∗N is a finitely presented V -module, hence
of the form (V/a1V ) ⊕ · · · ⊕ (V/akV ) for some ai ∈ m; we may order the summands so
that |ai| ≥ |ai+1| for all i < k. We argue by induction on d(N) := dimκ(N ⊗V κ(V )). If
d(N) = 0, then N = 0 by Nakayama’s lemma. Suppose d > 0; we remark that N/a1N is a
flat V/a1V -module, hence a flat K
+/a1K
+-module (claim 14.5.45), and d(a1N) < d(N); the
claim follows. ♦
Claim 14.5.48. Let A be any measurable K+-algebra, I ⊂ A a finitely generated mA-primary
ideal, and πI : A→ A/I the natural projection. Then the map :
πI∗ : K0(A/I-Modcoh)→ K0(A-Modcoh,{s})
is an isomorphism.
Proof of the claim. On the one hand we have :
A-Modcoh,{s} =
⋃
n∈N
A/In-Modcoh
and on the other hand, in view of lemma 14.5.38, we see that the projections A/In+1 → A/In
induce isomorphisms K0(A/I
n-Modcoh) → K0(A/In+1-Modcoh) for every n > 0, whence
the claim. ♦
Let A, I and ϕ : V → A/I be as in lemma 14.5.42, and πI : A→ A/I the natural surjection;
taking into account claim 14.5.48, we may let :
(14.5.49) λA := λV ◦ ϕ∗ ◦ π−1I∗
where λV is given by the rule of (ii.a). In view of claim 14.5.46 we see that λA([M ]) = 0 if
and only ifM = 0, so (iii.a) follows already.
Claim 14.5.50. The isomorphism λA is independent of the choice of I , V and ϕ.
Proof of the claim. Indeed, suppose that J ⊂ A is another ideal and ψ : W → A/J is
another surjection from a valuation ringW , fulfilling the foregoing conditions. We consider the
commutative diagram
A/I
πJ
%%❑❑
❑❑❑
❑❑❑
❑❑
V
ϕoo
ϕ′

A
πI
>>⑥⑥⑥⑥⑥⑥⑥⑥
πJ   ❆
❆❆
❆❆
❆❆
❆❆
πI+J // A/(I + J)
A/J
πI
99ssssssssss
W.
ψ
oo
ψ′
OO
We compute : ϕ∗ ◦ π−1I∗ = ϕ∗ ◦ πJ∗ ◦ π−1J∗ ◦ π−1I∗ = ϕ′∗ ◦ π−1I+J,∗, and a similar calculation shows
that ψ∗ ◦π−1J∗ = ψ′∗ ◦π−1I+J,∗. We are thus reduced to showing that λV ◦ϕ′∗([N ]) = λW ◦ψ′∗([N ])
for every A/(I + J)-module N . In view of claim 14.5.47 we may assume that N is flat over
K+/aK+, for some a ∈ m, in which case the assertion follows from claim 14.5.46. ♦
Claims 14.5.46 and 14.5.50 show already that (i) holds. Next, let ψ : A → B be as in (ii.b).
Choose an ideal I ⊂ A and a surjection ϕ : V → A/I as in lemma 14.5.42. Let also J ⊂ B be
a finitely generated mB-primary ideal containing ψ(I), and ψ : A/I → B/J the induced map.
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By inspecting the definitions we see that (ii.b) amounts to the identity : λV ((ψ ◦ ϕ)∗[M ]) =
[κ(B) : κ(A)] · λB/J([M ]) for every finitely presented B/J-module M . Furthermore, up to
enlarging J , we may assume that there is a finitely presented surjection ξ : W → B/J of
K+-algebras, where W is a valuation ring with value group Γ, and then we come down to
showing:
λV ((ψ ◦ ϕ)∗[M ]) = [κ(B) : κ(A)] · λW (ξ∗[M ]).
In view of claim 14.5.47 we may also assume thatM is a flatK+/aK+-module for some a ∈ m,
in which case the identity becomes :
|a| · lengthV (M ⊗K+ κ) = [κ(B) : κ(A)] · |a| · lengthW (M ⊗K+ κ)
thanks to claim 14.5.46. However, the latter is an easy consequence of the identities : κ(A) =
κ(V ) and κ(B) = κ(W ). Next, we show that (iii.b) holds for a general measurableK+-algebra
A. Indeed, let M be any object of A-Modcoh,{s}; as usual, we may find a local ind-e´tale map
A0 → A from some object A0 of K+-m.Alg0, and an object M0 of A0-Modcoh,{s} with an
isomorphism of A-modules A ⊗A0 M0 ∼→ M (cp. the proof of proposition 14.5.39(i)). Since
(ii.b) is already proved, we have
λA([M ]) = λA0([M0]) and lengthA(M ⊗K+ κ) = lengthA0(M ⊗K+ κ).
Therefore, we may replaceA byA0, and assume thatA is an object ofK
+-m.Alg0. In this case,
by lemma 9.1.30 we may find morphisms f : K+ → V and g : V → A in K+-m.Alg0 such
that V is a valuation ring with value group Γ and g induces a finite extension of residue fields
κ(V )→ κ(A). Let N be an A-module supported at s(A) and flat overK+/aK+; we may find
a finitely generatedmA-primary ideal I ⊂ A such that I ⊂ AnnA(N), and since (ii.b) is already
known in general, we reduce to showing that (iii.b) holds for the A/I-moduleN . However, the
induced map g : V → A/I is finite and finitely presented (proposition 9.1.32(i)), so another
application of (ii.b) reduces to showing that (14.5.44) holds for A := V and M := g∗N , in
which case the assertion is already known by claim 14.5.46.
(ii.a): Suppose that A is a valuation ring, and let M be any object of A-Modcoh,{s}. The
sought assertion is obvious when ΓA = Γ, since in that case we can choose A = V and ϕ = πI
in (14.5.49). However, we know already that the rank of A equals one, and e := (ΓA : Γ) is
finite (see (14.5.5)); we can then assume that e > 1, in which case corollary 11.4.40(ii) implies
that Γ ≃ Z. Then it suffices to check (ii.a) forM = κ(A), which is a (flat) κ-module, so that –
by assertion (iii) – one has λA([M ]) = e · γ0, where γ0 ∈ log Γ+A is the positive generator. In
view of remark 14.5.14, we see that this value agrees with λV (M), as stated.
(iv): In view of claim 14.5.47, we may assume that M is a flat K+/aK+-module, for some
a ∈ m, and then the same holds for ψ∗M , since ψ is flat. In view of (iii.b), it then suffices to
show that :
lengthB(B ⊗A M) = lengthA(M) · lengthB(B/mAB)
for anyA-moduleM of finite length. In turn, this is easily reduced to the case whereM = κ(A),
for which the identity is obvious. 
14.5.51. LetA be a measurableK+-algebra. The next step consists in extending the definition
of λA to the category A-Mod{s} of arbitrary A-modules M supported at s(A). First of all,
suppose that M is finitely generated. Let CM be the set of isomorphism classes of objects M ′
of A-Modcoh,{s} that admit a surjectionM
′ →M . Then we set :
λ∗A(M) := inf {λA([M ′]) |M ′ ∈ CM} ∈ log Γ∧.
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Notice that – by the positivity property of theorem 14.5.43(i) – we have λ∗A(M) = λA([M ])
wheneverM is finitely presented. Next, for a general object of A-Mod{s} we let :
(14.5.52)
λA(M) := sup {λ∗A(M ′) |M ′ ⊂M andM ′ is finitely generated} ∈ log Γ∧ ∪ {+∞}.
Lemma 14.5.53. IfM is finitely generated, then λ∗A(M) = λA(M).
Proof. LetM ′ ⊂M be a finitely generated submodule; we have to show that λ∗(M ′) ≤ λ∗(M).
To this aim, let f : N → M and g : N ′ → M ′ be two surjections of A-modules with N ∈ CM
and N ′ ∈ CM ′ ; by filtering the kernel of f by the system of its finitely generated submodules,
we obtain a filtered system (Ni | i ∈ I) of finitely presented quotients of N , with surjective
transition maps, such that colimi∈I Ni =M . By [52, Prop.2.3.16(ii)] the induced mapN
′ →M
lifts to a map h : N ′ → Ni for some i ∈ I . Since A is coherent, h(N ′) is a finitely presented A-
module with a surjection h(N ′) → M ′, hence λ∗A(M ′) ≤ λA([h(N ′)]) ≤ λA([Ni]) ≤ λA(N).
Since N is arbitrary, the claim follows. 
Proposition 14.5.54. (i) If A is a valuation ring, (14.5.52) agrees with (14.5.9).
(ii) If (Mi | i ∈ I) is a filtered system of objects of A-Mod{s} with injective (resp. surjec-
tive) transition maps, then :
λA(colim
i∈I
Mi) = lim
i∈I
λA(Mi)
(resp. provided there exists i ∈ I such that λA(Mi) < +∞).
(iii) If ψ : A → B is a morphism of measurable K+-algebras inducing a finite extension
κ(A)→ κ(B) of residue fields, then :
λB(M) =
λA(ψ∗M)
[κ(B) : κ(A)]
for every objectM of B-Mod{s}.
(iv) Let 0→M1 → M2 →M3 → 0 be a short exact sequence in A-Mod{s}. Then :
λA(M2) = λA(M1) + λA(M3).
(v) Let ψ be a flat morphism of measurableK+-algebras inducing an integral map κ(A)→
B/mAB. Then :
λB(ψ
∗M) = lengthB(B/mAB) · λA(M) for every objectM of A-Mod{s}.
Proof. (i): Set e := (ΓV : Γ). It suffices to check the assertion for a finitely generated A-module
M , in which case one has to show the identity :
e · |F0(M)a| = λ∗A(M).
By proposition 14.5.12(i) we have |F0(M ′)a| ≥ |F0(M)a| for everyM ′ ∈ CM , hence λ∗A(M) ≥
e · |F0(M)a|. On the other hand, let us fix a surjection V ⊕n → M , and let us write its kernel in
the formK =
⋃
i∈I Ki, for a filtered system (Ki | i ∈ I) of a finitely generated V -submodules;
it follows that :
F0(M) =
⋃
i∈I
F0(V
⊕n/Ki).
In view of proposition 14.5.12(iii.b) we deduce : e · |F0(M)a| = limi∈I e · |F0(V ⊕n/Ki)a| ≥
λ∗A(M).
The proof of (ii) in the case where the transition maps are injective, is the same as that of
proposition 14.5.12(iii.b).
(iii): Let us write M =
⋃
i∈I Mi for a filtered family (Mi | i ∈ I) of finitely generated
B-submodules. By the case already known of (ii) we have : λB(M) = limi∈I λB(Mi), and
likewise for λA(ψ∗M), hence we may assume from start that M is a finitely generated B-
module, in which case the annihilator of M contains a finitely generated mB-primary ideal
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J ′ ⊂ B. Choose a finitely generated mA-primary ideal J ⊂ A contained in the kernel of the
induced map A→ B/J ′.
Claim 14.5.55. λB(M) = λB/J ′(M) and λA(ψ∗M) = λA/J(ψ∗M).
Proof of the claim. Directly on the definition (and by applying theorem 14.5.43(ii.b) to the
surjectionB → B/J ′) we see that λB(M) ≤ λB/J ′(M). On the other hand, any surjection ofB-
modulesM ′ →M withM ′ finitely presented, factors through the natural mapM ′ → M ′/J ′M ′,
and by theorem 14.5.43(i,ii.b) we have λB(M
′)− λB/J ′(M ′/J ′M ′) = λB(J ′M ′) ≥ 0, whence
the first stated identity. The proof of the second identity is analogous. ♦
In view of claim 14.5.55 we are reduced to proving the assertion for the morphism ψ and the
B/J ′-moduleM , hence we may replace ψ by ψ, and assume from start that A andB have Krull
dimension zero.
Claim 14.5.56. Let A be a measurableK+-algebra of Krull dimension zero. Then there exists a
morphism ϕ : V → A of measurable K+-algebras, with V a valuation ring flat overK+, such
that the residue field extension κ(V ) → κ(A) is finite, and the induced map of value groups
Γ→ ΓV is an isomorphism.
Proof of the claim. Let A0 → A be a local ind-e´tale map, from an object A0 of K+-m.Alg0.
By lemma 9.1.30 we may find a K+-flat valuation ring V0 in K
+-m.Alg0 and a local map
ϕ0 : V → A0, inducing a finite residue field extension κ(V0)→ κ(A0) and an isomorphism on
value groups Γ
∼→ ΓV . Then A0 has also Krull dimension zero; especially, it is henselian, hence
ϕ0 factors through a morphism ϕ
h
0 : V
h
0 → A0, from the henselization V h0 of V0. Let E ⊂ κ(A)
be the largest separable subextension of κ(V0) = κ(V
h
0 ) contained in κ(A); there exists a unique
(up to unique isomorphism) finite e´tale morphism V h0 → V ′ with an isomorphismκ(V ′) ∼→ E of
κ(V0)-algebras, and ϕ
h
0 factors through a morphism V
′ → A0. Notice that V ′ is still a henselian
valuation ring and a measurableK+-algebra, hence we may replace V0 by V
′, and assume that
V0 is henselian, and the residue field extension ϕ0 : κ(V0)→ κ(A0) is purely inseparable. Since
A0 is henselian, we may write A as the colimit of a filtered system (Ai | i ∈ I) of finite e´tale
A0-algebras. Now, on the one hand, ϕ0 induces an equivalence from the category of finite e´tale
κ(V0)-algebras, to the category of finite e´tale κ(A0)-algebras (lemma 13.1.7(i)). On the other
hand, the category of finite e´tale V0-algebras is equivalent to the category of finite e´tale κ(V0)-
algebras, and likewise for A0. Therefore, for every i ∈ I we may find a finite e´tale morphism
V0 → Vi, unique up to unique isomorphism, inducing an isomorphism of κ(A0)-algebras :
(14.5.57) κ(Vi)⊗κ(V0) κ(A0) ∼→ κ(Ai)
and the transition maps of residue fields κ(Ai) → κ(Aj) induce unique maps Vi → Vj of V0-
algebras, compatible with the isomorphisms (14.5.57). Hence, the resulting system (Vi | i ∈
I) is filtered, and its colimit is a valuation ring V , which is still a measurable K+-algebra.
Moreover, the field extensions κ(Vi) → κ(Ai) deduced from (14.5.57) lift uniquely to maps of
V0-algebras Vi → Ai ([44, Ch.IV, Cor.18.5.12]); taking colimits, we get finally a map V → A
as sought. ♦
Let ϕ be as in claim 14.5.56; clearly it suffices to prove the sought identity for the two
morphisms ψ ◦ϕ and ϕ, so we may replace A by V , and assume from start that A is a valuation
ring. Let us set d := [κ(B) : κ(A)]; we deduce :
λB(M) = inf {d−1 · λA(ψ∗M ′) |M ′ ∈ CM} ≥ d−1 · λA(ψ∗M)
by theorem 14.5.43(ii.b). Furthermore, let us choose a surjection B⊕k → M , whose kernel we
write in the form K :=
⋃
i∈I Ki where (Ki | i ∈ I) is a filtered family of finitely generated B-
submodules of K. Next, by applying (i), proposition 14.5.12(i,iii.b), and theorem 14.5.43(ii.b)
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we derive :
λB(M) ≤ inf {λB(B⊕k/Ki) | i ∈ I} = inf {d−1 · λA(ψ∗(B⊕k/Ki)) | i ∈ I}
= d−1 · (λA(ψ∗B⊕k)− sup {λA(ψ∗Ki) | i ∈ I})
= d−1 · (λA(ψ∗B⊕k)− λA(ψ∗K))
= d−1 · λA(ψ∗M)
whence the claim.
(iv): Let (Ni | i ∈ I) be the filtered system of finitely generated submodules of M2. For
every i ∈ I we have short exact sequences : 0 → M1 ∩ Ni → Ni → N i → 0, where N i is
the image of Ni in M3. In view of the case of (ii) already known, we may then replace M2
by Ni, and thus assume from start that M2 is finitely generated, so that we may find a finitely
generated mA-primary ideal J ⊂ A that annihilatesM2. By (iii) we have λA(M2) = λA/J(M2),
and likewise forM1 andM3, hence we may replace A by A/J . By claim 14.5.56, we may then
find a morphism V → A of measurable K+-algebras with V a valuation ring, inducing a finite
residue field extension κ(V ) → κ(A); then again (iii) reduces to the case where A = V , to
which one may apply (i) and proposition 14.5.12(i) to conclude the proof.
Next we consider assertion (ii) for the case where the transition maps are surjective. We may
assume that I admits a smallest element i0; for every i ∈ I let Ki denote the kernel of the
transition mapMi0 → Mi. We deduce a short exact sequence :
0→
⋃
i∈I
Ki → Mi0 → colim
i∈I
Mi → 0
and we may then compute using (iv) and the previous case of (ii) :
λA(colim
i∈I
Mi) = λA(Mi0)− λA(
⋃
i∈I
Ki) = lim
i∈I
(λA(Mi0)− λA(Ki)) = lim
i∈I
λA(Mi0/Ki)
whence the claim.
(v): Since ψ∗ is an exact functor which commutes with colimits, we may use (ii) to reduce
to the case where M is finitely presented, for which the assertion is already known, in view of
theorem 14.5.43(iv). 
Remark 14.5.58. Suppose that the valuation ofK is discrete; then one sees easily that theorem
14.5.43(i,iii) still holds (with simpler proof) when A is replaced by any local noetherian K+-
algebra, and by inspecting the definition, the resulting map λA is none else than the standard
length function for modules supported on {s(A)}.
Lemma 14.5.59. Let A be a measurableK+-algebra, andM an A-module supported at s(A)
with λA(M) <∞. Then
{a ∈ K+ | log |a| > λA(M)} ⊂ AnnK+M.
Proof. Using proposition 14.5.54(ii), we easily reduce, first, to the case where M is finitely
generated, and second, to the case where M is finitely presented. Pick an ideal I ⊂ A and a
valuation ring V mapping onto A/I , as in lemma 14.5.42; by considering the I-adic filtration
of M , the additivity properties of λA allow to further reduce to the case where M is an A/I-
module. Next, by theorem 14.5.43(ii.b) we may replace A by V , and therefore assume that A is
a valuation ring whose value group equals Γ. In this case, λA is computed by Fitting ideals, so
the assertion follows easily from [52, Prop.6.3.6(iii)]. 
1278 OFER GABBER AND LORENZO RAMERO
14.5.60. Let us consider a K+-algebra R∞ that is the colimit of an inductive system
(14.5.61) R0 → R1 → R2 → · · ·
of morphisms of measurable K+-algebras inducing integral ring homomorphisms κ(Ri) →
Ri+1/mRiRi for every i ∈ N. The final step consists in generalizing the definition of normalized
length to the category R∞-Mod{s} of R∞-modules supported at the closed point s(R∞) of
SpecR∞. To this purpose, we shall axiomatize the general situation in which we can solve this
problem. Later we shall see that our axioms are satisfied in many interesting cases.
14.5.62. Hence, let R∞ be as in (14.5.60). After fixing an order-preserving isomorphism
(14.5.63) (Q⊗Z log Γ)∧ ∼→ R
we may regard the mappings λA (for any measurable K
+-algebra A) as real-valued functions
on A-modules. To ease notation, for every Rn-module N supported on {s(Rn)} we shall write
λn(N) instead of λRn(N). Notice that, for every such N , and every m ≥ n, the Rm-module
Rm ⊗Rn N is supported at {s(Rm)}, since by assumption the map Rn → Rm/mRnRm is
integral.
Definition 14.5.64. In the situation of (14.5.62), we say that R∞ is an ind-measurable K
+-
algebra, if there exists a sequence of real normalizing factors (dn > 0 | n ∈ N) such that:
(a) For every n ∈ N and every object N of Rn-Modcoh,{s}, the sequence :
m 7→ d−1m · λm(Rm ⊗Rn N)
converges to an element λ∞(R∞ ⊗Rn N) ∈ R.
(b) For everym ∈ N, every finitely generated mR0-primary ideal I ⊂ R0, and every ε > 0
there exists δ(m, ε, I) > 0 such that the following holds. For every n ∈ N and every
surjection N → N ′ of finitely presented Rn/IRn-modules generated by m elements,
such that
|λ∞(R∞ ⊗Rn N)− λ∞(R∞ ⊗Rn N ′)| ≤ δ(m, ε, I)
we have :
d−1n · |λn(N)− λn(N ′)| ≤ ε.
14.5.65. Assume now thatR∞ is ind-measurable, and letN be a finitely presentedRn-module
supported on {s(Rn)}. The first observation is that λ∞(R∞ ⊗Rn N) only depends on the R∞-
moduleR∞⊗Rn N . Indeed, suppose that R∞⊗Rm M ≃ R∞⊗RnN for somem ∈ N and some
finitely presentedRm-moduleM ; then there exists p ≥ m,n such thatRp⊗RmM ≃ Rp⊗RnN ,
and then the assertion is clear.
The second observation – contained in the following lemma 14.5.66 – will show that the
conditions of definition 14.5.64 impose some non-trivial restrictions on the inductive system
(Rn | n ∈ N).
Lemma 14.5.66. Let (Rn; dn | n ∈ N) be an inductive system of measurableK+-algebras and
a sequence of positive reals, fulfilling conditions (a) and (b) of definition 14.5.64. Then:
(i) The natural map
M → Rm ⊗Rn M
is injective for every n,m ∈ N withm ≥ n and every Rn-moduleM .
(ii) Especially, the transition maps Rn → Rn+1 are injective for every n ∈ N.
(iii) Suppose that (d′n | n ∈ N) is another sequence of positive reals such that conditions
(a) and (b) hold for the datum (Rn; d
′
n | n ∈ N). Then the sequence (dn/d′n | n ∈ N)
converges to a non-zero real number.
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Proof. (i): We reduce easily to the case where M is finitely presented over Rn. Let N ⊂
Ker (M → Rm⊗RnM) be a finitely generatedRn-module; sinceRn is coherent,N is a finitely
presented Rn-module. We suppose first thatM is in Rn-Modcoh,{s}.
Claim 14.5.67. The natural map Rm ⊗Rn M → Rm ⊗Rn (M/N) is an isomorphism.
Proof of the claim. On the one hand, the Rm-module Rm ⊗Rn M represents the functor
Rm-Mod→ Set : Q 7→ HomRn(M,Q).
On the other hand, the assumption on N implies that HomRn(M,Q) = HomRn(M/N,Q) for
every Rm-module Q, so the claim follows easily. ♦
From claim 14.5.67 we deduce that the natural map R∞ ⊗Rn M → R∞ ⊗Rn (M/N) is an
isomorphism, and then condition (b) says that λn(M) = λn(M/N), hence λn(N) = 0 and
finally N = 0, as stated. Next, suppose M is any finitely presented Rn-module, and pick a
finitely generated mRn-primary ideal I ⊂ Rn.
Claim 14.5.68. There exists c ∈ N such that N ∩ Ik+cM = Ik(N ∩ IcM) for every k ≥ 0.
Proof of the claim. We may find a local ind-e´tale map A→ Rn of K+-algebras, where A is an
object of K+-m.Alg0, and such that I , M and N descend respectively to a finitely generated
ideal I0 ⊂ A, a finitely presented A-moduleM0, and a finitely generated submoduleN0 ⊂M0.
Then theorem 11.4.44 ensures the existence of c ∈ N such thatN0 ∩ Ik+c0 M0 = Ik0 (N0 ∩ Ic0M0)
for every k ≥ 0. Since Rn is a faithfully flat A-algebra, the claim follows. ♦
Pick c ∈ N as in claim 14.5.68; then N/(N ∩ Ik+cM) is in the kernel of the natural map
M/Ik+cM → Rm⊗Rn (M/Ik+cM), henceN = N∩Ik+cM by the foregoing, so thatN ⊂ IkN
for every k ≥ 0, and finally N = 0 by Nakayama’s lemma.
(ii) is a special case of (i). To show (iii), let us denote by λ′∞(M) the normalized length of
any objectM of R∞-Modcoh,{s}, defined using the sequence (d
′
n | n ∈ N). From (b) it is clear
that λ∞(M), λ
′
∞(M) 6= 0 whenever M 6= 0. Then, for any such non-zero M , the quotient
λ′∞(M)/λ∞(M) is the limit of the sequence (dn/d
′
n | n ∈ N). 
Remark 14.5.69. (i) There is another situation of interest which leads to a well-behaved notion
of normalized length. Namely, suppose that R• := (Rn | n ∈ N) is an inductive system of
local homomorphisms of local noetherian rings, such that the fibres of the induced morphisms
SpecRn+1 → SpecRn have dimension zero, and denote byR∞ the inductive limit of the system
R•. For every n ∈ N, let also λn be the usual length function on the set of isomorphism classes
of finitely generated Rn-modules supported on s(Rn). Then for every m,n ∈ N with m ≥ n,
and every Rn-module M of finite length, the Rm-module Rm ⊗Rn M has again finite length,
so the analogues of conditions (a) and (b) of (14.5.62) can be formulated (cp. remark 14.5.58),
and if these conditions hold for R•, we shall say that R∞ is an ind-measurable ring. In such
situation, lemma 14.5.66 – as well as the forthcoming lemma 14.5.70 and theorem 14.5.75 –
still hold, with simpler proofs : we leave the details to the reader.
(ii) In spite of the uniqueness properties expressed by lemma 14.5.66, we do not know to
which extent the normalized length of an ind-measurable K+-algebra depends on the chosen
tower of measurable algebras. Namely, suppose that (Rn | n ∈ N) and (R′n | n ∈ N) are two
such towers, with isomorphic colimit R∞, and suppose that we have found normalizing factors
(dn | n ∈ N) (resp. (d′n | n ∈ N)) for the first (resp. second) tower, whence a normalized length
λ∞ (resp. λ
′
∞) for R∞-modules. Then we do not know whether the ratio of λ∞ and λ
′
∞ is a
constant.
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Next, for a given finitely generated R∞-moduleM supported on {s(R∞)}, we shall proceed
as in (14.5.51) : we denote by CM the set of isomorphism classes of finitely presented R∞-
modules supported on {s(R∞)} that admit a surjectionM ′ →M , and we set
λ∗∞(M) := inf {λ∞(M ′) |M ′ ∈ CM} ∈ R.
Directly on the definitions, one checks that λ∗∞(M) = λ∞(M) ifM is finitely presented.
Lemma 14.5.70. LetM be a finitely generatedR∞-module,Σ ⊂M any finite set of generators,
(Ni | i ∈ I) any filtered system of objects of R∞-Mod{s}, with surjective transition maps, such
that colimi∈I Ni ≃ M . Then :
(i) λ∗∞(M) = lim
n→∞
d−1n · λn(ΣRn).
(ii) If every Ni is finitely generated, we have :
inf {λ∗∞(Ni) | i ∈ I} = λ∗∞(M).
Proof. To start out, we show assertion (ii) in the special case where all the modules Ni are
finitely presented. Indeed, let us pick any surjection ϕ : M ′ →M withM ′ ∈ CM . We may find
i ∈ I such that ϕ lifts to a map ϕi :M ′ → Ni ([52, Prop.2.3.16(ii)]), and up to replacing I by a
cofinal subset, we may assume that ϕi is defined for every i ∈ I . Moreover
colim
i∈I
Cokerϕi = Cokerϕ = 0
hence there exists i ∈ I such that ϕi is surjective. It follows easily that λ∞(Ni) ≤ λ∞(M ′),
whence (ii) in this case.
(i): Let k be the cardinality of Σ, ε > 0 any real number, Q ⊂ AnnR0Σ a finitely generated
mR0-primary ideal, S := R∞/QR∞ and β : S
⊕k → M a surjection that sends the standard basis
onto Σ. By filtering Ker β by the system (Kj | j ∈ J) of its finitely generated submodules, we
obtain a filtered system (Nj := S
⊕k/Kj | j ∈ J) of finitely presented R∞-modules supported
on {s(R∞)}, with surjective transition maps and colimit isomorphic to M . Let ψj : Nj → M
be the natural map; by the foregoing, we may find j0 ∈ J such that
(14.5.71) 0 ≤ λ∞(Nj0)− λ∗∞(M) ≤ min(δ(k, ε, Q), ε)
(notation of definition 14.5.64(b)). We can then find n ∈ N and a finitely presented Rn-module
M ′n supported on {s(Rn)} and generated by at most k elements, such that Nj0 = R∞ ⊗Rn M ′n;
we set M ′m := Rm ⊗Rn Mn for every m ≥ n and let Mm be the image of M ′m in M . Up to
replacing n by a larger integer, we may assume that Mm = ΣRm for every m ≥ n. Choose
m ∈ N so that :
(14.5.72) |λ∞(Nj0)− d−1m · λm(M ′m)| ≤ ε.
Let (Mm,i | i ∈ I) be a filtered system of finitely presented Rm-modules supported at {s(Rm)},
with surjective transition maps, such that colimi∈I Mm,i = Mm. Arguing as in the foregoing,
we show that there exists i ∈ I such that the natural map ϕ : M ′m → Mm factors through a
surjection ϕi : M
′
m →Mm,i, and up to replacing I by a cofinal subset, we may assume that such
a surjection ϕi exists for every i ∈ I . We obtain therefore a compatible system of surjections of
R∞-modules :
Nj0 ≃ R∞ ⊗Rm M ′m → R∞ ⊗Rm Mm,i →M
and combining with (14.5.71) we find :
|λ∞(Nj0)− λ∞(R∞ ⊗Rm Mm,i)| ≤ δ(k, ε, Q) for every i ∈ I.
In such situation, condition (b) of definition 14.5.64 ensures that :
d−1m · |λm(M ′m)− λm(Mm,i)| ≤ ε for every i ∈ I.
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Therefore : d−1m · |λm(M ′m) − λm(Mm)| ≤ ε, by proposition 14.5.54(ii). Combining with
(14.5.72) and again (14.5.71) we obtain :
|λ∗∞(M)− d−1m · λm(Mm)| ≤ 3ε
which implies (i).
(ii): With no loss of generality, we may assume that I admits a smallest element i0. Let
us fix a surjection F := R⊕k∞ → Ni0 , and for every i ∈ I , let Ci denote the kernel of the
induced surjection F → Ni. We consider the filtered system (Dj | j ∈ J) consisting of all
finitely generated submodules Dj ⊂ F such that Dj ⊂ Ci for some i ∈ I . It is clear that
colimj∈J F/Dj ≃ M , hence λ∗∞(M) = inf {λ∞(F/Dj) | j ∈ J}, by (i). On the other, by
construction, for every j ∈ J we may find i ∈ I such that λ∗∞(Ni) ≤ λ∞(F/Dj); since clearly
λ∗∞(Ni) ≥ λ∗∞(M) for every i ∈ I , the assertion follows. 
14.5.73. Let nowM be an arbitrary object of the category R∞-Mod{s}. We let :
λ∞(M) := sup {λ∗∞(M ′) |M ′ ⊂M andM ′ is finitely generated} ∈ R ∪ {+∞}.
Lemma 14.5.74. IfM is finitely generated, then λ∞(M) = λ
∗
∞(M).
Proof. Let N ⊂ M be any finitely generated submodule. We choose finite sets of generators
Σ ⊂ N and Σ′ ⊂ M with Σ ⊂ Σ′. In view of proposition 14.5.54(iv) we have λn(ΣRn) ≤
λn(Σ
′Rn) for every n ∈ N, hence λ∗∞(N) ≤ λ∗∞(M), by lemma 14.5.70(i). The contention
follows easily. 
Theorem 14.5.75. (i) Let (Mi | i ∈ I) be a filtered system of objects of R∞-Mod{s}, and
suppose that either :
(a) all the transition maps of the system are injections, or
(b) all the transition maps are surjections and λ∞(Mi) < +∞ for every i ∈ I .
Then :
λ∞(colim
i∈I
Mi) = lim
i∈I
λ∞(Mi).
(ii) Let 0→M ′ →M →M ′′ → 0 be a short exact sequence in R∞-Mod{s}. Then :
λ∞(M) = λ∞(M
′) + λ∞(M
′′).
(iii) Let M be a finitely presented R∞-module, N ⊂ M a submodule supported at s(R∞).
Then λ∞(N) = 0 if and only if N = 0.
Proof. The proof of (i) in case (a) is the same as that of proposition 14.5.54(iii.b).
(ii): We proceed in several steps :
• Suppose first that M and M ′′ are finitely presented, hence M ′ is finitely generated ([52,
Lemma 2.3.18(ii)]). We may then find an integer n ∈ N and finitely presented Rn-modules
Mn and M
′′
n such that M ≃ R∞ ⊗Rn Mn and M ′′ ≃ R∞ ⊗Rn M ′′n . For every m ≥ n we set
Mm := Rm ⊗Rn Mn and likewise we define M ′′m. Up to replacing n by a larger integer, we
may assume that the given map ϕ : M → M ′′ descends to a surjection ϕn : Mn → M ′′n , and
then ϕ is the colimit of the induced maps ϕm := 1Rm ⊗Rn ϕn, for every m ≥ n. Moreover,
M ′ ≃ colimm≥nKerϕm, and by the right exactness of the tensor product, the image of Kerϕm
generates M ′ for every m ≥ n. Furthermore, since the natural maps Mm → Mp are injective
for every p ≥ m ≥ n (lemma 14.5.66), the same holds for the induced mapsKerϕm → Kerϕp.
The latter factors as a composition :
Kerϕm
α−→ Rp ⊗Rm Kerϕm β−→ Kerϕp
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where α is injective (lemma 14.5.66) and β is surjective. In other words, Rp ·Kerϕm = Kerϕp
for every p ≥ m ≥ n. In such situation, lemma 14.5.70(i) ensures that :
λ∞(M
′) = lim
m≥n
d−1m · λm(Kerϕm)
and likewise :
λ∞(M) = lim
m≥n
d−1m · λm(Mm) λ∞(M ′′) = lim
m≥n
d−1m · λm(M ′′m).
To conclude the proof of (ii) in this case, it suffices then to apply proposition 14.5.54(iv).
• Suppose next that M , M ′ (and hence M ′′) are finitely generated. We choose a filtered
system (Mi | i ∈ I) of finitely presented R∞-modules, with surjective transition maps, such
that M ≃ colimi∈I Mi. After replacing I by a cofinal subset, we may assume that M ′ is
generated by a finitely generated submodule M ′i of Mi, for every i ∈ I , and that (M ′i | i ∈ I)
forms a filtered system with surjective transition maps, whose colimit is necessarilyM ′; set also
M ′′i := Mi/M
′
i for every i ∈ I , so that the colimit of the filtered system (M ′′i | i ∈ I) isM ′′. In
view of lemmata 14.5.70(ii) and 14.5.74, we are then reduced to showing the identity :
inf {λ∗∞(Mi) | i ∈ I} = inf {λ∗∞(M ′i) | i ∈ I}+ inf {λ∗∞(M ′′i ) | i ∈ I}
which follows easily from the previous case.
• Suppose now that M is finitely generated. We let (M ′i | i ∈ I) be the filtered family of
finitely generated submodules ofM ′. Then :
M ′ ≃ colim
i∈I
M ′i and M
′′ ≃ colim
i∈I
M/M ′i .
Hence :
λ∞(M
′) = lim
i∈I
λ∞(M
′
i) (resp. λ∞(M
′′) = lim
i∈I
λ∞(M/M
′
i))
by (i.a) (resp. by lemmata 14.5.70(ii) and 14.5.74). However, the foregoing case shows that
λ∞(M) = λ∞(M
′
i) + λ∞(M/M
′
i) for every i ∈ I , so assertion (ii) holds also in this case.
• Finally we deal with the general case. Let (Mi | i ∈ I) be the filtered system of finitely
generated submodules ofM ; we denote byM ′′i the image ofMi inM
′′, and setM ′i := M
′∩Mi
for every i ∈ I . By (i.a) we have :
λ∞(M) = lim
i∈I
λ∞(Mi)
and likewise for M ′ and M ′′. Since we already know that λ∞(Mi) = λ∞(M
′
i) + λ∞(M
′′
i ) for
every i ∈ I , we are done.
(iii): Let f ∈ N be any element; in view of (ii) we see that λ∞(fR∞) = 0, and it suffices to
show that f = 0. However, we may find n ∈ N and a finitely presented Rn-module Mn such
thatM ≃ R∞⊗Rn Mn; notice that the natural mapMn →M is injective, by lemma 14.5.66(i).
We may also assume that f is in the image of Mn. Let I ⊂ AnnRn(f) be a finitely generated
mRn-primary ideal; after replacing M by M/IM , we may assume that Mn is supported at
s(Rn). In light of (ii), we see that λ∞(M) = λ∞(M/fR∞), hence λn(Mn) = λn(Mn/fRn),
due to condition (b) of definition 14.5.64. Hence λn(fRn) = 0 by proposition 14.5.54(iv), and
finally f = 0 by theorem 14.5.43(i,iii.a).
To conclude, we consider assertion (i) in case (b) : set M := colimi∈I Mi; it is clear that
λ∞(M) ≤ λ∞(Mi) ≤ λ∞(Mj) whenever i ≥ j, hence
lim
i∈I
λ∞(Mi) = inf {λ∞(Mi) | i ∈ I} ≥ λ∞(M).
For the converse inequality, fix ε > 0; without loss of generality, we may assume that I admits
a smallest element i0, and we can find a finitely generated submodule Ni0 ⊂ Mi0 such that
λ∞(Mi0) − λ∞(Ni0) < ε. For every i ∈ I , let Ni ⊂ Mi be the image of Ni0 , and let N ⊂ M
be the colimit of the filtered system (Ni | i ∈ I); then Mi/Ni is a quotient of Mi0/Ni0 , and
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the additivity assertion (ii) implies that λ∞(Mi) − λ∞(Ni) < ε for every i ∈ I . According to
lemma 14.5.70(ii) (and lemma 14.5.74) we have :
λ∞(M) ≥ λ∞(N) = inf {λ∞(Ni) | i ∈ I} ≥ inf {λ∞(Mi) | i ∈ I} − ε
whence the claim. 
14.5.76. We wish now to show that the definition of normalized length descends to almost
modules (see (14.5)). Namely, we have the following :
Proposition 14.5.77. Let M , N be two objects of R∞-Mod{s} such that M
a ≃ Na. Then
λ∞(M) = λ∞(N).
Proof. Using additivity (theorem 14.5.75(ii)), we easily reduce to the case where Ma = 0, in
which case we need to show that λ∞(M) = 0. Using theorem 14.5.75(i) we may further assume
thatM is finitely generated. Then, in view of lemma 14.5.70(i), we are reduced to showing the
following :
Claim 14.5.78. Let A be any measurable K+-algebra, and M any object of A-Mod{s} such
thatMa = 0. Then λA(M) = 0.
Proof of the claim. Arguing as in the foregoing we reduce to the case where M is finitely
generated. Then, let us pick I ⊂ A and ϕ : V → A/I as in lemma 14.5.42. It suffices to show
the assertion for the finitely generated module
⊕
n∈N I
nM/In+1M , hence we may assume that
I ⊂ AnnAM , in which case, by proposition 14.5.54(iii) we may replace A by V and assume
throughout that A is a valuation ring. Then the claim follows from propositions 14.5.54(i) and
14.5.12(ii). 
14.5.79. Proposition 14.5.77 suggests the following definition. We let Ra∞-Mod{s} be the
full subcategory of Ra∞-Mod consisting of all the R
a
∞-modulesM such thatM! is supported at
s(R∞), in which case we say thatM is supported at s(R∞). Then, for every suchM we set :
λ∞(M) := λ∞(M!).
With this definition, it is clear that theorem 14.5.75(i,ii) extends mutatis mutandis to almost
modules. For future reference we point out :
Lemma 14.5.80. Let 0 → M ′ → M → M ′′ → 0 be a short exact sequence of Ra∞-modules.
We have :
(i) IfM lies inRa∞-Mod{s}, then λ∞(abM) ≤ λ∞(aM ′)+λ∞(bM ′′) for every a, b ∈ m.
(ii) If M is almost finitely presented, and M ′ is supported at s(R∞), then λ∞(M
′) = 0 if
and only ifM ′ = 0.
Proof. (i): To start out, we deduce a short exact sequence : 0→ bM ∩M ′ → bM → bM ′′ → 0.
Next, let N := Ker(a : bM → bM), and denote by N ′ the image of N in bM ′′; there follows a
short exact sequence : 0→ a(bM ∩M ′)→ abM → bM ′′/N ′ → 0. The claim follows.
(ii): We reduce easily to the case whereM ′ is a cyclic Ra∞-module, sayM
′ = Ra∞x for some
x ∈M!. In this case, let I ⊂ AnnR0(x) be a finitely generated mR0-primary ideal; we may then
replaceM byM/IM , and assume thatM lies in Ra∞-Mod{s} as well. We remark :
Claim 14.5.81. M is almost finitely presented if and only if, for every b ∈ m there exist a finitely
presented R∞-moduleN and a morphismM → Na whose kernel and cokernel are annihilated
by b. Moreover ifM is supported at s(R∞), one can choose N to be supported at s(R∞).
Proof of the claim. The “if” direction is clear. For the “only if” part, we use [52, Cor.2.3.13],
which provides us with a morphism ϕ : N → M! with N finitely presented over R∞, such
that b · Kerϕ = b · Cokerϕ = 0. Then b · 1aN factors through a morphism ϕ′ : Imϕa → Na,
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and b · 1M factors through a morphism ϕ′′ : M → Imϕa; the kernel and cokernel of ϕ′ ◦ ϕ′′
are annihilated by b2. Finally, suppose that M is supported on s(R∞), and let I ⊂ R∞ be any
finitely generated ideal such that V (I) = {s(R∞)}. By assumption, for every f ∈ I and every
m ∈ M! there exists n ∈ N such that fnm = 0; it follows that In annihilates Imϕ for every
sufficiently large n ∈ N, and we may then replace N by N/InN . ♦
Let M and M ′ be as in (ii), and choose a morphism ϕ : M → Na as in claim 14.5.81;
by adjunction we get a map ψ : M ′! → M! → N with b · m · Kerψ = 0. It follows that
λ∞(Imψ) = 0, hence Imψ = 0, by theorem 14.5.75(iii). Hence bM
′ = 0; since b is arbitrary,
the assertion follows. 
Simple examples show that an almost finitely generated (or even almost finitely presented)
Ra∞-module may fail to have finite normalized length. The useful finiteness condition for almost
modules is contained in the following :
Definition 14.5.82. Let M be a Ra∞-module supported at s(R∞). We say that M has almost
finite length if λ∞(bM) < +∞ for every b ∈ m.
Lemma 14.5.83. (i) The set of isomorphism classes of Ra∞-modules of almost finite length
forms a closed subset of the uniform space M (A) (notation of [52, §2.3]).
(ii) Especially, every almost finitely generatedRa∞-module supported at s(R∞) has almost
finite length.
Proof. Assertion (i) boils down to the following :
Claim 14.5.84. Let a, b ∈ m, and f : N → M , g : N → M ′ morphisms of Ra∞-modules, such
that the kernel and cokernel of f and g are annihilated by a ∈ m, and such that λ∞(bM) < +∞.
Then λ∞(a
2bM ′) < +∞.
Proof of the claim. By assumption,Ker f ⊂ Ker a · 1N , whence an epimorphism f(N)→ aN ;
likewise, we have an epimorphism g(N)→ aM ′. It follows that
λ∞(a
2bM ′) ≤ λ∞(ab · g(M)) ≤ λ∞(abN) ≤ λ∞(b · f(N)) < +∞
as stated. ♦
(ii) follows from (i) and the obvious fact that every finitely generated R∞-module supported
at s(R∞) has finite normalized length. 
14.5.85. For the case of a measurableK+-algebraA of dimension zero, we can show a further
Lipschitz type uniform estimate for the normalized length. Namely, for any integer k > 0 define
the set Mk(Aa) with its uniform structure as in (14.5.1); i.e. we have the fundamental system
of entourages
(Er | r ∈ R>0)
where each Er consists of the pairs (N,N
′) such that there exist a third Aa-moduleN ′′ and Aa-
linear maps N ′′ → N , N ′′ → N ′ whose kernel and cokernels are annihilated by any b ∈ K+
such that log |b| ≥ r.
Lemma 14.5.86. In the situation of (14.5.85), we have :
|λAa(N)− λAa(N ′)| ≤ 4k · lengthA(A/mA) · r
for every r ∈ R>0 and every (N,N ′) ∈ Er.
Proof. We begin with the following
Claim 14.5.87. For any finitely generated A-module N , and every b ∈ K+ \ {0} we have
λA(N/bN) ≤ lengthA(N/mN) · log |b|.
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Proof of the claim. Choose a map ψ : V → A of measurable K+-algebras, inducing a finite
residue field extension κ(V ) → κ(A), where V is a K+-flat valuation ring, and the induced
map of value groups Γ → ΓV is an isomorphism (claim 14.5.56). Let d := dimκ(V )N/mVN ;
applying Nakayama’s lemma, we get a surjection (V/bV )⊕d → N/bN of V -modules, for every
b ∈ K+. Hence
λA(N/bN) =
λV (ψ∗(N/bN))
[κ(V ) : κ(A)]
≤ d log |b|
[κ(V ) : κ(A)]
= lengthA(N/mN) · log |b|
as stated. ♦
Now, suppose that (N,N ′) ∈ Elog |b| for some b ∈ K+, and pick maps ϕ : N ′′ → N , ψ :
N ′′ → N ′ whose kernel and cokernel are annihilated by b. Especially, if n1, . . . , nk ∈ N∗ (resp.
n′1, . . . , n
′
k ∈ N ′∗) is a system of generators for N (resp. forN ′), we may find n′′1, . . . , n′′2k ∈ N ′′∗
such that ϕ(n′′i ) = b
2ni for i = 1, . . . , k and ψ(n
′′
i ) = b
2n′i−k for i = k + 1, . . . , 2k. After
replacing N ′′ by its submodule generated by n′′1, . . . , n
′′
2k, we may assume that N
′′ ∈ M2k(A),
Kerϕ is still annihilated by b, but Cokerϕ is only annihilated by b2. On the one hand, we
deduce that
λAa(N
′′) ≥ λAa(ϕ(N ′′)) ≥ λAa(b2N) = λAa(N)− λAa(N/b2N)
therefore
λAa(N)− λAa(N ′′) ≤ λAa(N/b2N).
On the other hand, the map N ′′ → N ′′ given by the rule : n′′ 7→ bn′′ for every n′′ ∈ N ′′∗ , factors
through ϕ(N ′′), therefore λAa(N) ≥ λAa(bN ′′) so the same calculation yields the inequality
λAa(N
′′)− λAa(N) ≤ λAa(N ′′/bN ′′).
Taking into account claim 14.5.87 (and proposition 14.5.77) we see that
|λAa(N ′′)− λAa(N)| ≤ 2k · lengthA(A/mA) · log |b|.
Of course, the same holds with N replaced by N ′, and the lemma follows. 
We conclude this section with some basic examples of the situation contemplated in definition
14.5.64.
Example 14.5.88. Suppose that all the transition maps Rn → Rn+1 of the inductive system in
(14.5.62) are flat. Then, proposition 14.5.54(v) implies that conditions (a) and (b) hold with:
dn := lengthRn(Rn/mR0Rn) for every n ∈ N.
Example 14.5.89. Suppose that p := char κ > 0. Let d ∈ N be any integer, f : X → AdK+ :=
SpecK+[T1, . . . , Td] an e´tale morphism. For every r ∈ N we consider the cartesian diagram of
schemes
Xr
fr //
ψr

AdK+
ϕr

X
f // AdK+
where ϕr is the morphism corresponding to theK
+-algebra homomorphism
ϕ♮r : K
+[T1, . . . , Td]→ K+[T1, . . . , Td]
defined by the rule: Tj 7→ T p
r
j for j = 1, . . . , d. For every r, s ∈ N with r ≥ s, ψr factors
through an obvious S-morphism ψrs : Xr → Xs, and the collection of the schemes Xr and
transition morphisms ψsr gives rise to an inverse system X := (Xr | r ∈ N), whose inverse
limit is representable by an S-scheme X∞ ([43, Ch.IV, Prop.8.2.3]). Let g∞ : X∞ → S (resp.
gr : Xr → S for every r ∈ N) be the structure morphism, x ∈ g−1∞ (s) any point, xr ∈ Xr
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the image of x and Rr := OXr,xr for every r ∈ N. Clearly the colimit R∞ of the inductive
system (Rr | r ∈ N) is naturally isomorphic to OX∞,x. Moreover, notice that the restriction
g−1r+1(s) → g−1r (s) is a radicial morphism for every r ∈ N. It follows easily that the transition
maps Rr → Rr+1 are finite; furthermore, by inspection one sees that ϕ♮r is flat and finitely
presented, soRr+1 is a free Rr-module of rank p
d, for every r ∈ N. Hence, the present situation
is a special case of example 14.5.88, and therefore conditions (a) and (b) hold if we choose the
sequence of integers (di | i ∈ N) with
di := p
id/[κ(xi) : κ(x0)] for every i ∈ N.
The foregoing discussion then yields a well-behaved notion of normalized length for arbitrary
R∞-modules supported at {s(R∞)}.
Example 14.5.90. In the situation of example 14.5.89, it is easy to construct Ra∞-modules
M 6= 0 such that λ∞(M) = 0. For instance, for d := 1, let x ∈ X∞ be the point of the
special fibre where T1 = 0; then we may takeM := R∞/I , where I is the ideal generated by a
non-zero element of mK and by the radical of T1R∞. The verification shall be left to the reader.
14.6. Finite group actions on almost algebras. In this section we fix a basic setup (V,m)
such that m˜ := m ⊗V m is a flat V -module (see [52, §2.1.1]), and we consider some descent
problems for V a-algebras endowed with a finite group of automorphisms. Hence, the results
below overlap with those of [52, §4.5].
14.6.1. Let G be a finite group, A a V a-algebra, and let S := SpecV a, X := SpecA. A right
action of G on X is a group homomorphism :
ρ : G→ AutV a-Alg(A)
from G to the group of automorphisms of A. Let GS be the affine group S-scheme defined by
G; hence every g ∈ G determines a section gS : S → GS of the structure morphism GS → S,
and the resulting morphism: ∐
g∈G
gS : S ∐ · · · ∐ S → GS
is an isomorphism of S-schemes. Then ρ can be also regarded as a right action of GS on X , as
defined in [52, §3.3.6]. Especially, ρ induces morphisms of S-schemes :
∂i : X ×G := X ×S GS → X i = 0, 1
as in loc. cit., and we may define a G-action on an A-module M (covering the given action of
G on X) as a morphism of quasi-coherent OX×G-modules :
β : ∂∗0M → ∂∗1M
fulfilling the conditions of [52, §3.3.7]. One also says that (M,β) is aG-equivariantA-module.
We denote by A[G]-Mod the category of all G-equivariant A-modules and G-equivariant A-
linear morphisms. Notice that A[G]-Mod is an abelian tensor category : indeed, for any two
objects (M,β), (M,β ′) we may set (M,β)⊗A (M ′, β ′) := (M ⊗A M ′, β ⊗OX×G β ′).
14.6.2. Likewise, if B is any A-algebra, a G-action on B is a morphism β : ∂∗0B → ∂∗1B
of quasi-coherent OX×G-algebras, such that the pair (B, β) is a G-equivariant A-module. We
say that (B, β) is a G-equivariant A-algebra, and we denote by A[G]-Alg the category of such
pairs, with G-equivariant morphisms of A-algebras. One verifies easily that the datum (B, β)
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is the same as a morphism ψ : A → B of V a-algebras, together with a G-action ρB : G →
AutV a-Alg(B) on the affine scheme SpecB, such that the diagram :
A
ψ //
ρ(g)

B
ρB(g)

A
ψ // B
commutes for every g ∈ G. We shall also consider the full subcategory A[G]-Algfl (resp.
A[G]-w.E´t, resp. A[G]-E´t, resp. A[G]-E´tafp) of all such pairs, where B is a flat (resp. weakly
e´tale, resp. e´tale, resp. e´tale and almost finitely presented) A-algebra.
14.6.3. The trivial G-action on X is the map ρ with ρ(g) = 1A for every g ∈ G; this is
the same as saying that ∂0 = ∂1. If G acts trivially on X , a G-equivariant A-module (M,β)
is the same as a group homomorphism β : G → AutA(M) from G to the group of A-linear
automorphisms ofM . Namely, for every g ∈ G, one lets :
(14.6.4) β(g) := (1X ×S gS)∗β
and conversely, to a given map β there corresponds a unique pair (M,β) such that (14.6.4)
holds.
Under this correspondence, the trivial G-action β0 (such that β(g) = 1M for every g ∈ G)
corresponds to the identity morphism β0 : ∂
∗
0M
∼→ ∂∗1M .
More generally, let (M,β) be a G-action on an A-module M , covering the trivial G-action
onX; for every A∗-valued character χ : G→ A×∗ of G, we let
Mχ :=
⋂
g∈G
Ker(β(g)− χ(g) · 1M).
The restriction of β defines a G-action on Mχ, such that the monomorphism Mχ ⊂ M is G-
equivariant. In the special case where χ is the trivial character, we have Mχ = (M,β)
G, the
largest G-equivariant A-submodule of (M,β) on which β restricts to the trivial G-action (i.e.
the submodule fixed by G). When the notation is not ambiguous, we shall often just writeMG
instead of (M,β)G.
14.6.5. If H ⊂ G is a subgroup, any G-action ρ onX induces by restriction an H-action ρ|H ;
then the morphisms ∂i : X ×H → X are just the restrictions of the corresponding morphisms
for G (under the natural closed immersion X × H → X × G). Similarly, a G-action β on an
A-moduleM induces by restriction an H-action β|H on the same module.
Let Y := SpecB be any affine S-scheme. The G-action ρ induces a G-action Y ×S ρ on
Y ×S X; namely, Y ×S ρ(g) := 1Y ×S ρ(g) for every g ∈ G. In terms of the group schemeGS,
this is the action given by the morphisms :
∂Y,i := 1Y ×S ∂i : (Y ×S X)×G→ (Y ×S X) i = 0, 1.
Let πX : Y ×S X → X be the natural morphism; then every G-equivariant A-module (M,β)
induces a G-equivariant B ⊗V a A-module π∗X(M,β) := (π∗XM,π∗Xβ), whose action covers the
G-action Y ×S ρ on Y ×S X .
14.6.6. Let us set :
X/G := Coequal(X ×G
∂1 //
∂1
// X) and X〈g〉 := Equal(X
ρ(g)
//
1X
// X) for every g ∈ G.
In other words, X/G = SpecAG, the subalgebra fixed by G, and X〈g〉 is the closed subscheme
fixed by the subgroup 〈g〉 ⊂ G generated by g. Thus, X〈g〉 is the spectrum of a quotient A/Ig
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of A, where Ig ⊂ A is the ideal generated by the almost elements of the form a − ρ(g)(a), for
every a ∈ A∗.
Let π : X → X/G be the natural morphism, N any quasi-coherent OX/G-module; the pull-
back π∗N is the quasi-coherent OX-module A ⊗AG N . By construction, there is a natural
isomorphism βN : ∂
∗
0(π
∗N)
∼→ ∂∗1(π∗N) (deduced from the natural isomorphisms of functors
∂∗i ◦ π∗ ≃ (π ◦ ∂i)∗, for i = 0, 1), and one verifies easily that βN is a G-action on π∗N .
Moreover, let ig : X
〈g〉 → X be the natural closed immersion; if M is any A-module, then
i∗gM is the A/Ig-module M/IgM . Especially, take M := π
∗N ; we notice that the restriction
ρ|〈g〉 of the given action ρ, induces the trivial 〈g〉-action onX〈g〉, and directly from the construc-
tion, we see that the natural action βN |〈g〉 restricts to the trivial 〈g〉-action on i∗gM .
We are thus led to the :
Definition 14.6.7. Let G be a finite group, A a V a-algebra, ρ a G-action onX := SpecA.
(i) The category A[G]-Modhor of A-modules with horizontal G-action is the full subcat-
egory of A[G]-Mod consisting of all pairs (M,β) subject to the following condition.
For every g ∈ G, the restriction β|〈g〉 induces the trivial action on i∗gM .
(ii) We denote by A[G]-Modhor.fl the full subcategory of A[G]-Modhor consisting of the
pairs (M,β) as above, such thatM is a flat A-module.
(iii) Likewise, we denote by A[G]-Alghor (resp. A[G]-Alghor.fl, resp. A[G]-w.E´thor, resp.
A[G]-E´thor, resp. A[G]-E´thor.afp) the full subcategory of A[G]-Alg (resp. A[G]-Algfl,
resp. A[G]-w.E´t, resp. A[G]-E´t, resp. A[G]-E´tafp) consisting of all pairs (B, β)
which are horizontal, when regarded as G-equivariant A-modules.
Notice that the tensor product of horizontal modules (resp. algebras) is again horizontal. By
the foregoing, the rule N 7→ (π∗N, βN) defines a functor :
(14.6.8) AG-Mod→ A[G]-Modhor.
On the other hand, if (M,β) is any G-equivariant A-module, the pair π∗(M,β) := (π∗M,π∗β)
may be regarded as a G-action on π∗M , covering the trivial G-action on SpecA
G, i.e. a group
homomorphism G → AutAG(M) (see (14.6.3)). One verifies easily that the functor N 7→
(π∗N, βN) is left adjoint to the functor A[G]-Mod → AG-Mod : (M,β) 7→ π∗(M,β)G
(details left to the reader). Hence, also (14.6.8) admits a right adjoint, given by the same rule.
Similar assertions hold for the analogous functors :
(14.6.9) AG-Alg→ A[G]-Alghor
and the variants considered in definition 14.6.7(iii).
Lemma 14.6.10. In the situation of definition 14.6.7, suppose furthermore that the order o(G)
of G is invertible in A∗, and let (M,β) be any G-equivariant A-module. Then :
(i) For everyAG∗ -valued character χ : G→ (AG∗ )×, the naturalAG-linear monomorphism
π∗Mχ → π∗M admits a G-equivariant AG-linear right inverse π∗M → π∗Mχ.
(ii) For every AG-module N , the unit of adjunction :
εN : N → (A⊗AG N)G
is an isomorphism.
(iii) Let Y := SpecB be any affine S-scheme; denote by πX : Y ×S X → X and πX/G :
Y ×S (X/G)→ X/G the natural projections. Then the natural morphism :
π∗X/G(M,β)
G → (π∗XM,π∗Xβ)G
is an isomorphism of B ⊗V a AG-modules.
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Proof. This is standard : for every χ as in (i), the group algebra A∗[G] admits the central
idempotent :
(14.6.11) eχ :=
1
o(G)
·
∑
g∈G
χ(g) · g
andMχ = eχM for any G-equivariantA-moduleM . Especially, we may takeM := N ⊗AG A,
and e0 the central idempotent associated with the trivial character, in which case e0A = A
G,
andM = N ⊕ (N ⊗AG (1− e0)A), so all the claims follow easily. 
Definition 14.6.12. Let Γ be any finite abelian group with neutral element 0 ∈ Γ.
(i) A Γ-graded V a-algebra is a pair A := (A, gr•A) consisting of a V
a-algebra A and a
decomposition A =
⊕
χ∈Γ grχA as a direct sum of V
a-modules, such that :
1 ∈ gr0A∗ and grχA · grχ′A ⊂ grχ+χ′A for every χ, χ′ ∈ Γ
(where as usual grχA ·grχ′A denotes the image of the restriction grχA⊗V a grχ′A→ A
of the multiplication morphism µA). Especially, gr0A is a V
a-subalgebra of A, and
every submodule grχA is a gr0A-module.
(ii) A Γ-graded A-module is a pair N := (N, gr•N) consisting of an A-module N and a
decompositionN =
⊕
χ∈Γ grχN as a direct sum of V
a-modules, such that :
grχA · grχ′N ⊂ grχ+χ′N for every χ, χ′ ∈ Γ.
Of course, a morphism of Γ-graded A-modulesN → N ′ := (N ′, gr•N ′) is an A-linear
morphism N → N ′ that respects the gradings.
(iii) For every subgroup ∆ ⊂ Γ, let J∆ ⊂ A be the graded ideal generated by
⊕
χ/∈∆ grχA.
We say that N is horizontal if grχ(N/J∆N) := grχN/(grχN ∩ J∆N) = 0 for every
subgroup∆ ⊂ Γ and every χ /∈ ∆.
(iv) If ∆ ⊂ Γ is any subgroup, p : Γ → Γ/∆ the natural projection, and ρ ∈ Γ/∆ any
element, we let :
grΓ/∆ρ N :=
⊕
χ∈p−1(ρ)
grχN
and set NΓ/∆ := (N, gr
Γ/∆
• N). Then AΓ/∆ is a Γ/∆-graded V
a-algebra, and NΓ/∆ is
a Γ/∆-graded A∆-module. Moreover, let also N |∆ be the pair consisting of N|∆ :=
gr
Γ/∆
0 N together with its decomposition N|∆ =
⊕
χ∈∆ grχN ; then A|∆ is a ∆-graded
V a-algebra, and N |∆ is a ∆-graded A|∆-module.
Proposition 14.6.13. In the situation of definition 14.6.12, let N be any Γ-graded A-module.
Then the following conditions are equivalent :
(a) N is horizontal.
(b) The natural morphism A⊗gr0A gr0N → N is an epimorphism.
Proof. (b)⇒(a): The assertion is obvious for the Γ-graded A-module consisting of A ⊗gr0A
gr0N and its natural grading deduced from gr•A; however any (graded) quotient of a horizontal
module is horizontal, hence the assertion follows also for N .
(a)⇒(b): We argue by induction on o(Γ). The first case is covered by the following :
Claim 14.6.14. The proposition holds if o(Γ) is a prime number.
Proof of the claim. Indeed, suppose that N is horizontal. We may replace N by N/(A · gr0N),
which is a horizontal Γ-graded A-module, when endowed with the grading induced from gr•N .
1290 OFER GABBER AND LORENZO RAMERO
Then gr0N = 0, and we have to show that N = 0. By assumption,N ⊂ J{0}N , i.e. :
grχN ⊂
∑
σ 6=0,χ
grσA · grχ−σN for every χ 6= 0.
For every n > 0, the symmetric group Sn acts on the set (Γ \ {0})n by permutations; we
let Qn := (Γ \ {0})n/Sn, the set of equivalence classes under this action. For every σ :=
(σ1, . . . , σn) ∈ Qn, let |σ| :=
∑n
i=1 σi. By an easy induction, it follows that :
grχN ⊂
∑
σ∈Qn
grσ1A · · ·grσnA · grχ−|σ|N.
Since every element of Γ \ {0} generates Γ, it is also clear that there exists n ∈ N large enough
such that every sequence σ inQn admits a subsequence, say τ := (τ1, . . . , τm) for somem ≤ n,
with |τ | = χ (details left to the reader). Up to a permutation, we may assume that τ is the final
segment of σ; then we have :
grσ1A · · ·grσnA · grχ−|σ|N ⊂ grσ1A · · ·grσn−mA · gr0N = 0
whence the claim. ♦
Next, suppose that the assertion is already known for every subgroup Γ′ ⊂ Γ, every graded
Γ′-algebra B, and every Γ′-graded B-module P . We choose a subgroup Γ′ ⊂ Γ such that
(Γ : Γ′) is a prime number. We shall use the following :
Claim 14.6.15. Let G be a group, 0 ∈ G the neutral element, H ⊂ G a subgroup. For every
subgroup L ⊂ G withH ∩ L = {0}, choose an element gL ∈ G \ L; denote by S the subgroup
generated by all these elements gL. Then S ∩H 6= {0}.
Proof of the claim. Indeed, if S ∩H = {0}, we would have gS ∈ S, a contradiction. ♦
Claim 14.6.16. Suppose thatN is horizontal. Then N |Γ′ is a horizontal Γ
′-graded A|Γ′-module.
Proof of the claim. For any given subgroup ∆ ⊂ Γ′, let J ′∆ ⊂ A|Γ′ be the ideal generated by⊕
χ∈Γ′\∆ grχA; have to show that grχ(N/J
′
∆N) = 0 for every χ ∈ Γ′ \∆. To this aim, we may
replace Γ, Γ′, A, A|Γ′ , N and N |Γ′ , by respectively Γ/∆, Γ
′/∆, AΓ/∆, (A|Γ′)Γ′/∆, NΓ/∆ and
(N |Γ′)Γ′/∆, which allows to assume that∆ = {0}. In this case, we have to show that :
(14.6.17) N|Γ′ = gr0N + J
′
{0} ·N|Γ′.
Notice that A|Γ′ · gr0N = gr0N + J ′{0} · gr0N ; the quotient P := N/(A · gr0N) carries a unique
Γ-grading gr•P such that the projection N → P := (P, gr•P ) is a morphism of Γ-graded
A-modules (namely, grχP := Nχ/grχA · gr0N for every χ ∈ Γ). Moreover, P is horizontal,
gr0P = 0, and (14.6.17) is equivalent to : P|Γ′ = J
′
{0} ·P|Γ′. Therefore we may replace N by P ,
and assume from start that gr0N = 0. Similarly, notice that J
′
{0} ·N is a Γ-graded A-submodule
of N , and the pair Q consisting of Q := N/(J ′{0} · N) and its quotient grading, is horizontal.
Moreover, grχQ = grχ(N|Γ′/J
′
{0}N|Γ′), for every χ ∈ Γ′. Hence, we may replace N by Q,
which allows to assume as well that
(14.6.18) J ′{0}N|Γ′ = 0
in which case, we are reduced to showing thatN = 0. Now, by assumption, for every subgroup
H ⊂ Γ we have :
N = N|H + JHN.
Let C be the set of all subgroupsH ⊂ Γ withH ∩ Γ′ = {0}; we deduce that :
(14.6.19) grχN ⊂
∑
σ/∈H
grσA · grχ−σN for every χ ∈ Γ′ \ {0} and everyH ∈ C .
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Moreover, in view of (14.6.18) we may omit from the sum in (14.6.19) all the elements σ that
lie in Γ′; for the remaining elements we have χ− σ /∈ Γ′, hence we may apply claim 14.6.14 to
the horizontal Γ/Γ′-graded AΓ/Γ′-module NΓ/Γ′ , to deduce that :
grχ−σN ⊂
∑
δ∈Γ′\{0}
grχ−σ−δA · grδN.
Therefore :
grχN ⊂
∑
σ/∈H∪Γ′
∑
δ∈Γ′\{0}
grσA · grχ−σ−δA · grδN for every χ ∈ Γ′ \ {0} and everyH ∈ C .
However – again due to (14.6.18) – we may omit from this sum all the terms corresponding to
the pairs (σ, δ) with χ 6= δ, hence we conclude that :
grχN ⊂
∑
σ/∈H∪Γ′
grσA · gr−σA · grχN for every χ ∈ Γ′ \ {0} and everyH ∈ C .
Denote by Σ the set of all mappings σ : C → Γ such that σ(H) /∈ H ∪ Γ′ for every H ∈ C .
Moreover, for every σ ∈ Σ, set :
Bσ :=
∏
H∈C
grσ(H)A · gr−σ(H)A
(this is an ideal of gr0A) and let Sσ ⊂ Γ be the subgroup generated by the image of σ. By an
easy induction we deduce that :
grχN ⊂
∑
σ∈Σ
Bnσ · grχN for every n > 0.
By claim 14.6.15, for every σ ∈ Σ we may find γ(σ) ∈ Sσ ∩ Γ′ \ {0}. On the other hand, since
Γ is finite and abelian, it is easy to verify that there exists n ∈ N large enough such that
Bnσ ⊂ grγ(σ)A · gr−γ(σ)A for every σ ∈ Σ
(details left to the reader). But (14.6.18) implies that grγ(σ)A ·grχN = 0whenever χ ∈ Γ′\{0},
so the claim follows. ♦
To conclude, we apply first claim 14.6.14 to the horizontal Γ/Γ′-graded AΓ/Γ′-moduleNΓ/Γ′ ,
to see that N|Γ/Γ′ generates the A-moduleN , and then claim 14.6.16 – together with our induc-
tive assumption – to deduce that gr0N generates that A|Γ/Γ′-module N|Γ/Γ′ . The proposition
follows. 
14.6.20. Recall that a morphism M → N of A-modules is said to be pure if the natural
morphism Q ⊗A M → Q ⊗A N is a monomorphism for every A-module Q. A morphism
A→ B of V a-algebras is called pure if it is pure when regarded as a morphism of A-modules.
Lemma 14.6.21. Let f : A→ B be a pure morphism of V a-algebras,M an A-module. Then :
(i) If B ⊗A M is a flat B-module, thenM is a flat A-module (i.e. f descends flatness).
(ii) If B⊗AM is almost finitely generated (resp. almost finitely presented) as a B-module,
thenM is almost finitely generated (resp. almost finitely presented) as an A-module.
Proof. (i): To begin with, we remark :
Claim 14.6.22. Let R be any V -algebra such that A = Ra.
(i) A morphism ϕ : M1 → M2 of A-modules is pure if and only if the same holds for the
induced morphism ϕ! :M1! →M2! of R-modules.
(ii) A morphism g : A → B′ of V a-algebras is pure if and only if the same holds for the
induced morphism g!! : A!! → B′!!.
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Proof of the claim. (i): Suppose that ϕ is pure, and let Q be any R-module. Then Q⊗R Mi! ≃
(Qa ⊗A Mi)! for i = 1, 2. Since the functorM 7→ M! is exact ([52, Cor.2.2.24(i)]), we deduce
that ϕ! is pure. The converse is easy, and shall be left to the reader.
(ii): From (i) we already see that g is pure whenever g!! is. Next, suppose that g is pure; we
may assume thatR = A!!, and then (i) says that g! is a pure morphism ofA!!-modules. However,
the natural diagram of A!!-modules :
A! //

B′!

A!! // B
′
!!
is cofibred; since tensor products are right exact functors, the claim follows. ♦
The assertion now follows from claim 14.6.22(ii) and [62, Partie II, Lemme 1.2.1].
(ii): Suppose first that B ⊗A M is an almost finitely generated B-module. The assumption
on f implies that AnnA(B ⊗A M) ⊂ AnnAM ; then [52, Rem.3.2.26(i)] shows that M is an
almost finitely generated A-module.
Finally, we suppose that B ⊗A M is an almost finitely presented B-module, and we wish
to show that M is an almost finitely presented A-module. To this aim, let ϕ : N → N ′ be
a morphism of A-modules. The assumption on f implies that the natural morphism Kerϕ →
Ker(1B ⊗A ϕ) is a monomorphism; especially :
AnnA(Ker(1B ⊗A ϕ)) ⊂ AnnA(Kerϕ).
Then one may easily adapt the proof of [52, Lemma 3.2.25(iii)], to derive the assertion. 
Theorem 14.6.23. In the situation of definition 14.6.7, suppose furthermore that G is abelian
and the order o(G) of G is invertible in A∗. Then the following holds :
(i) Let M be any G-equivariant A-module. The G-action on M is horizontal if and only
if the counit of adjunction :
ηM : A⊗AG MG →M
is an epimorphism (of A-modules).
(ii) The functor (14.6.8) restricts to an equivalence on the full subcategory of flat AG-
modules :
(14.6.24) AG-Modfl
∼→ A[G]-Modhor.fl.
Proof. (i): For m := o(G), let µm ⊂ Q× be the group of m-th roots of 1, and set B :=
V a[µm] := (V [T ]/(T
m − 1))a. Since B is a faithfully flat V a-algebra, lemma 14.6.10(iii)
allows to replace A by B ⊗V a A andM by B ⊗V a M , and therefore we may assume from start
that µm ⊂ (AG∗ )×. Set Γ := HomZ(G,µm). For every χ ∈ Γ, let eχ ∈ A∗[G] be the central
idempotent defined as in (14.6.11). A standard calculation shows that :∑
χ∈Γ
eχ = 1.
Hence, every G-equivariant AG-module (N, β) admits the G-equivariant decomposition :
(14.6.25) N ≃
⊕
χ∈Γ
Nχ.
Especially, A =
⊕
χ∈ΓAχ, and clearly the datum A consisting of A and its decomposition,
is a Γ-graded V a-algebra. Furthermore, the datum N consisting of N and its decomposition
(14.6.25) is a Γ-graded A-module.
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Claim 14.6.26. The functor (N, β) 7→ N is an equivalence from A[G]-Mod to the category of
Γ-graded A-modules.
Proof of the claim. Indeed, if Q is a Γ-graded A-module, we may define a G-action on Q by
requiring that Qχ = grχQ, the χ-graded direct summand of Q. This gives a quasi-inverse for
the functor (N, β) 7→ N . (Details left to the reader.) ♦
Claim 14.6.27. Let (N, β) be any G-equivariant A-module, and N its associated Γ-graded A-
module. The following conditions are equivalent :
(a) (N, β) is horizontal.
(b) N is horizontal.
Proof of the claim. For every g ∈ G, let ∆(g) ⊂ Γ be the subgroup consisting of all χ ∈ Γ
such that χ(g) = 1; a direct inspection of the definitions shows that J∆(g) is the ideal Ig, as
defined in (14.6.6), and (N, β) is horizontal if and only if Nχ/(Nχ ∩ IgN) = 0 for every
g ∈ G and every χ /∈ ∆(g). This already shows that (b)⇒(a); it also shows that condition (b)
holds for the subgroups ∆(g), when (N, β) is horizontal. However, every subgroup of Γ can
be written in the form ∆ = ∆(g1) ∩ · · · ∩ ∆(gn), for appropriate g1, . . . , gn ∈ G, and then
J∆(g1) + · · ·+ J∆(gn) ⊂ J∆, hence (b) follows for all subgroups. ♦
Assertion (i) now follows from claim 14.6.27 and proposition 14.6.13.
(ii): Let (M,β) be any object ofA[G]-Modhor.fl, and denote byL the kernel of the counit ηM .
Since M is a flat A-module and ηM is an epimorphism by (i), it follows that i
∗
gL is the kernel
of i∗gηM , for every g ∈ G (notation of (14.6.6)). Since the category A[G]-Modhor is abelian,
we deduce that the natural G-action on L is horizontal, and then (i) says that L is generated by
LG. But lemma 14.6.10(ii) easily implies that LG = 0, so ηM is an isomorphism. Next, letting
M := A in lemma 14.6.10(i), we deduce easily that the natural morphism AG → A is pure,
hence MG is a flat AG-module, by lemma 14.6.21(i). Now the assertion follows from lemma
14.6.10(ii) and [16, Prop.3.4.3]. 
Corollary 14.6.28. In the situation of theorem 14.6.23, the following holds :
(i) The functor (14.6.24) restricts to an equivalence from the subcategory of flat, almost
finitely generated (resp. almost finitely presented) AG-modules, onto the subcategory
of G-equivariant, flat, horizontal and almost finitely generated (resp. almost finitely
presented) A[G]-modules.
(ii) The functor (14.6.9) restricts to an equivalence :
AG-Algfl → A[G]-Alghor.fl
and likewise for the subcategories of weakly e´tale (resp. e´tale, resp. e´tale and almost
finitely presented) algebras.
Proof. (i) follows from theorem 14.6.23(ii), lemma 14.6.21(ii), and the fact that the morphism
AG → A is pure.
(ii): The assertion concerning AG-Algfl is an immediate consequence of theorem 14.6.23.
Next, let (B, β) be an object of A[G]-w.E´t; by the foregoing, B descends to a flat AG-algebra
BG with a G-equivariant isomorphism : B ≃ A ⊗AG BG. However, on the one hand, B is
– by assumption – a flat B ⊗A B-algebra, and on the other hand, B ⊗A B underlies a flat,
horizontal A[G]-algebra with (B ⊗A B)G ≃ BG ⊗AG BG; theorem 14.6.23 then says that BG
is a flat BG⊗AG BG-algebra, whence the assertion for AG-w.E´t. Next, since an almost finitely
generated module is almost projective if and only if it is flat and almost finitely presented ([52,
Prop.2.4.18]), the assertion forAG-E´t follows from the same assertion forAG-w.E´t and lemma
14.6.21(ii). Likewise, the assertion for e´tale almost finitely presented AG-algebras follows from
the assertion for AG-E´t and lemma 14.6.21(ii). 
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Remark 14.6.29. In case the G-action on X is free, i.e. when (∂0, ∂1) : X ×G → X ×S X is
a monomorphism, corollary 14.6.28 also follows from [52, Prop.4.5.25].
14.7. Almost Witt vectors. In this section we show that the construction of the ring of Witt
vectors descends to almost rings, and we study some properties of the resulting functor of almost
Witt vectors. We begin with some general observation concerning liftings of basic setups (in the
sense of [52, §2.1.1]) along ring homomorphisms. These preliminaries shall then be applied to
find natural basic setups on truncated rings of Witt vectors of arbitrary rings R, by lifting given
setups on R along the 0-th ghost map.
Lemma 14.7.1. Let A be a ring, I ⊂ A a nilpotent ideal, π : A → A0 := A/I the projection,
and m0 ⊂ A0 an ideal such that m0 = m20. We have :
(i) There exists a unique ideal m ⊂ A such that m2 = m and π(m) = m0.
(ii) m is the smallest of the ideals J ⊂ A such that π(J) = m0.
(iii) m fulfills condition (B) of [52, §2.1.6] if and only if the same holds for m0.
Proof. (i): Say that IN = 0 for some N ∈ N, and set J := π−1m0. We remark :
Claim 14.7.2. J2N+1 = J2N+2.
Proof of the claim. Indeed, let a1, . . . , a2N+1 ∈ J2N+1; we may find an integer r ≥ 0 and
elements b1i, c1i, . . . , bri, cri ∈ m0 for every i = 1, . . . , 2N + 1, such that π(ai) =
∑r
j=1 bjicji.
Lift each bji and each cji to elements b
′
ji, c
′
ji ∈ J ; it follows that xi := ai −
∑
j=1 b
′
jic
′
ji ∈ I for
every i = 1, . . . , 2N + 1. Thus :
2N+1∏
i=1
ai =
2N+1∏
i=1
(
xi +
r∑
j=1
b′jic
′
ji
)
∈ J2(N+1) + IN = J2N+2
whence the claim. ♦
Set m := J2N+1; claim 14.7.2 implies that m = m2, and clearly π(m) = m2N+10 = m. Next,
let m′ ⊂ A be any ideal such that m′2 = m′ and π(m′) = m0; it follows that
m′ = m′2N+1 ⊂ J2N+1 = (m′ + I)2N+1 ⊂ m′N+1 = m′
whence m′ = m.
(ii): Let J ⊂ A be any ideal such that π(J) = m0; it follows that
m = mN ⊂ (J + I)N ⊂ J + IN = J.
(iii): It is clear that if m fulfills condition (B), then the same holds for m0. Conversely, if
condition (B) holds for m0, then for every integer k > 1 the system of elements (x
k | x ∈ m)
generates an ideal J ⊂ A such that π(J) = m0 and J ⊂ m. By (ii), we must then have J = m,
which shows that condition (B) holds for m. 
Let us also point out the following result, which shall not be needed in the sequel :
Lemma 14.7.3. Let (A,m) be a basic setup and f : B → A a ring homomorphism such that :
(a) pkA = 0 for some integer k ∈ N.
(b) m fulfills condition (B) of [52, §2.1.6].
(c) f ⊗Z Fp is invertible up to Φn for some n ∈ N, in the sense of [52, Def.3.5.8].
Then there exists a unique basic setup (B, n) with nA = m and with n fulfilling condition (B).
Proof. Using lemma 14.7.1, we are easily reduced to the case where A and B are Fp-algebras,
and f is invertible up to Φn. The latter means that there exists a morphism g : A→ B such that
g ◦ f = ΦnB and f ◦ g = ΦnA.
Suppose first that A = B and f = ΦnA; in this case, we claim that n := m will do. Indeed,
obviously n2 = n, and assumption (b) says that ΦnA(m) generates the ideal m; moreover, if
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n′ ⊂ A is another ideal fulfilling these conditions, we see that xp ∈ m for every x ∈ n′, whence
n′ ⊂ m, since n′ fulfills condition (B), and conversely, m = ΦnA(n′) ·A ⊂ n′.
In the general case, we claim that n := g(m) · B will do. Indeed, clearly n2 = n and
f(n) ·A = ΦnA(m) ·A = m, due to assumption (b); it is also easily seen that n fulfills condition
(B). Moreover, if n′ ⊂ B is another ideal fulfilling these conditions, it follows that
ΦnB(n
′) · B = g(f(n′) · A) · B = g(m) · B = n
whence n = n′, by the foregoing case. 
14.7.4. Consider now a cartesian diagram of rings
A
p1 //
p2

A1
π1

A2
π2 // A3
such that π2 (and hence p1) is surjective.
Proposition 14.7.5. (i) In the situation of (14.7.4), let m1 ⊂ A1, m2 ⊂ A2 be two ideals with
m21 = m1 m
2
2 = m2 m1A3 = m2A3.
Then there exists a unique ideal m ⊂ A such that
(14.7.6) m2 = m mA1 = m1 mA2 = m2.
(ii) Moreover, m is the smallest of the ideals J ⊂ A such that JA1 = m1 and JA2 = m2.
(iii) Furthermore, m fulfills condition (B) if and only if the same holds for both m1 andm2.
Proof. (i): We shall regard A as a subset of A1 × A2, in the natural fashion. Now, set I :=
m1 ×A3 m2; then I is an ideal of A, and we remark :
Claim 14.7.7. IA1 = m1 and IA2 = m2.
Proof of the claim. Since π2 is surjective, it is easily seen that p1 restricts to a surjection I → m1.
Next, let a ∈ m2 be any element; we may find an integer r ∈ N and elements x1, . . . , xr ∈ m1
and y1, . . . , yr ∈ A3 such that a =
∑r
i=1 yi · π1(xi). For every i = 1, . . . , r, pick bi ∈ m2 and
ci ∈ A2 such that π2(bi) = π1(xi) and π2(ci) = yi; then (xi, bi) ∈ I for i = 1, . . . , r, and
a−∑ri=1 p2(xi, bi) · ci ∈ Ker π2. However, 0×Ker π2 ⊂ I , whence IA2 = m2. ♦
Claim 14.7.8. Let J ⊂ A be any ideal such that JA1 = m1 and JA2 = m2. Then
(A1 ×A3 m2) · (m1 ×A3 A2) ⊂ J.
Proof of the claim. Indeed, let (a1, a2), (b1, b2) ∈ A be two elements such that a2 ∈ m2 and
b1 ∈ m1. Since p1 is surjective, we may find (b1, x) ∈ J such that π2(x) = π1(b1), and we have
(a1, a2) · (b1, b2)− (a1, a2) · (b1, x) = (a1, a2) · (0, b2 − x) = (0, a2 · y)
where y := b2 − x ∈ Ker π2. We are thus reduced to checking that (0, ab) ∈ J for every
a ∈ m2 and b ∈ Kerπ2. However, say that a =
∑r
i=1 π2(ci)di for elements c1, . . . , cr ∈ J and
d1, . . . , dr ∈ A2; it follows that (0, dib) ∈ A for every i = 1, . . . , r, and
∑r
i=1 ci · (0, dib) =
(0, ab), whence the contention. ♦
From claim 14.7.7 we deduce that I3A1 = m
3
1 = m1, and likewise, I
3A2 = m2; from claim
14.7.8, it then follows that (m1×A3A2)·(A1×A3m2) ⊂ I3. Especially, I2 ⊂ I3, so that I3 = I2,
and therefore the ideal m := I2 fulfills conditions (14.7.6).
(ii): For every ideal J as in claim 14.7.8 we also get : m ⊂ J ⊂ m1 ×A3 m2; if we have as
well J2 = J , it follows that J ⊂ m, i.e. J = m, as required.
(iii): Due to [52, Claim 2.19], it suffices to show, for every prime p, that the following
conditions are equivalent :
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(a) The A-module m/pm is generated by the p-th powers of its elements
(b) For i = 1, 2, the Ai-module mi/pmi is generated by the p-th powers of its elements.
However, it is easily seen that (a)⇒(b). For the converse, consider the ideal J ⊂ A generated
by the system {xp | x ∈ m} ∪ {px | x ∈ m}; since p1 is surjective, (b) implies that JA1 = m1.
Likewise, JA2 = m2 : indeed, since m2/pm2 is generated by the p-th powers of its elements, it
suffices to check that for every a ∈ m2 we have ap ∈ JA2. But say that a =
∑n
j=1 xiai for some
x1, . . . , xn ∈ m and a1, . . . , an ∈ A2; then ap =
∑
i=1 x
p
i a
p
i + py for some y ∈ m2, whence the
contention. In view of (ii), we conclude that J = m, whence (a). 
14.7.9. Henceforth, we fix a prime number p, and the notationW (A) andWn+1(A) will refer
to the ring of p-typical Witt vector of section (9.3), for every ring A and every integer n ∈ N.
Notice that the functors W and Wn+1 introduced in section 9.3 are defined on the category of
topological rings; however, in this section we shall be interested only in the underlying rings,
and the topologies will play no role; if one wishes, one may assume that all the rings in this
section carry the discrete topology. We consider first the case where p is nilpotent on A :
Corollary 14.7.10. Let A be any ring such that pkA = 0 for some k ∈ N, and m ⊂ A an ideal
with m2 = m. For every n ∈ N we have :
(i) There exists a unique ideal nn+1 ⊂Wn+1A such that
n2n+1 = nn+1 and ω0(nn+1) = m.
(ii) The image of nn+2 under the projectionWn+2A→Wn+1A agrees with nn+1.
Proof. (See remark 9.3.28(i) for the definition of the ring homomorphism ω0.)
(i) follows immediately from corollary 9.3.32 and lemma 14.7.1.
(ii) follows immediately from (i). 
For a general ring A, we may state :
Proposition 14.7.11. Let A be a ring, n ∈ N an integer, m ⊂ A an ideal with m = m2 and
fulfilling condition (B) of [52, §2.1.6]. Set nn+1 = {a ∈ Wn+1A | a0, . . . , an ∈ m}. We have :
(i) nn+1 is an ideal of Wn+1A with n
2
n+1 = nn+1 and fulfilling condition (B).
(ii) Moreover, nn+1 is the unique ideal with n
2
n+1 = nn+1 and such that
(14.7.12) ωi(nn+1) ·A = m for i = 0, . . . , n.
Proof. We consider the ring homomorphism
πn : Wn+1A→ An+1
of proposition 9.3.30(i). By proposition 9.3.30(i), the kernel of the surjectionWn+1A → R :=
Im πn is nilpotent, hence every basic setup (R,mR) lifts uniquely to a basic setup (Wn+1A, m˜),
and m˜ satisfies condition (B) if and only if the same holds for mR (lemma 14.7.1(i,iii)). More-
over, by proposition 9.3.30(ii), the subring R of An+1 contains the ideal pn+1An+1, and lies
in the larger subring S ⊂ An+1 consisting of all sequences (a0, . . . , an) such that ai ≡ ap
i
0
(mod pA) for i = 0, . . . , n; there follows a cartesian diagram of rings
(14.7.13)
R //

R0 := R/p
n+1An+1

S // S0 := S/p
n+1An+1
whose horizontal arrows are surjections. By proposition 14.7.5(i,iii), the datum of (R,mR) is
then equivalent to that of a pair of basic setups (R0,mR0) and (S,mS) with mR0S0 = mSS0.
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Also, mR fulfills condition (B) if and only if the same holds for both mR0 and mS . Next, set
A0 := A/pA, and notice that we have a cartesian diagram of rings
(14.7.14)
S //
ψ

An+1

A0
ϕ // An+10
where ϕ is given by the rule : x 7→ (x, xp, . . . , xpn) for every x ∈ A0; the top horizontal arrow
is the inclusion map, and the right vertical arrow is the projection. Moreover, ψ is a surjection.
Hence – again by virtue of proposition 14.7.5(i) – the datum of (S,mS) is equivalent to that of
a system of basic setups (A,mi) such that
miA0 = Φ
i
A0(m0A0) · A0 for i = 1, . . . , n
where ΦA0 : A0 → A0 is the Frobenius endomorphism. Especially, if (A,m) is a basic setup
on A such that m fulfills condition (B), then we can take mi := m for every i = 0, . . . , n,
and in this way we obtain a natural basic setup (S,mS) on S with mSA
n+1 = mn+1, and such
that condition (B) still holds for mS . Furthermore, the restriction of ψ to R factors through
a surjection R0 → A0 whose kernel is also nilpotent, so that the basic setup (A0,mA0) lifts
uniquely to a basic setup (R0,mR0)withmR0 fulfilling condition (B) (lemma 14.7.1(i)). Lastly,
both ideals mR0S0 and mSS0 lift mA0 along the map S0 → A0 induced by ψ, whose kernel
is also nipotent; by invoking again 14.7.1(i), we deduce that mR0S0 = mSS0. Summing up,
we have finally associated with the basic setup (A,m) a natural basic setup (Wn+1A, m˜) which
is the unique one with property (14.7.12), and with m˜ fulfilling condition (B). To conclude
the proof of both (i) and (ii), it then suffices to check that m˜ = nn+1. However, it is clear
that nn+1 is an ideal of Wn+1A enjoying property (14.7.12), since ωi(nn+1) is contained in m
and contains the system (xp
i | x ∈ m), which generates m, under condition (B). It remains
to check that nn+1 = n
2
n+1. Now, let us define a descending filtration by subideals of nn+1,
by setting Filinn+1 := nn+1 ∩ V iA, where V iA := ViA/Vn+1A for every i = 0, . . . , n. Let
also gr•nn+1 be the associated graded Wn+1-module. We are then further reduced to showing
that nn+1 · grinn+1 = grinn+1 for i = 0, . . . , n. However, we have a natural identification of
Wn+1A-modules : grinn+1
∼→ m, for theWn+1A-module structure on m induced by restriction
of scalars along the ghost map ωi : Wn+1A→ A (claim 9.3.31). Since m2 = m, we then come
down to the assertion that ωi(nn+1) · A = m, which was already remarked. 
14.7.15. Let (A,m) be a basic setup such that either pkA = 0 for some integer k ∈ N, or else
such that m fulfills condition (B). For every n ∈ N let nn+1 ⊂ Wn+1A be the ideal provided
by corollary 14.7.10(i), or respectively by proposition 14.7.11; especially, (Wn+1A, nn+1) is
also a basic setup. Let also f : B → C be a morphism of A-algebras such that fa : Ba →
Ca is an isomorphism of (A,m)a-algebras. Then we claim that f induces an isomorphism of
(Wn+1A, nn+1)
a-algebras
(Wn+1f)
a : (Wn+1B)
a ∼→ (Wn+1C)a for every n ∈ N.
Indeed, arguing by induction on n ∈ N, we are easily reduced to checking that f induces
an isomorphism of (Wn+1A)
a-modules (VnB/Vn+1B)
a ∼→ (VnC/Vn+1C)a for every n ∈ N.
However, in light of claim 9.3.31 we have a commutative diagram ofWn+1A-modules
B //
f

VnB/Vn+1B

C // VnC/Vn+1C
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whose horizontal arrows are isomorphisms ofWn+1A-modules, and where theWn+1A-module
structures on B and C are induced by the n-th ghost maps. By assumption,m annihilatesKer f
and Coker f ; since ωn(nn+1) ⊂ m, it follows that nn+1 annihilates these Wn+1A-modules as
well, whence the contention. Thus, we obtain a well defined functor
Wn+1 : (A,m)
a-Alg→ (Wn+1A, nn+1)a-Alg Ba 7→ (Wn+1B)a for every n ∈ N.
Moreover, for every k ≤ n, the ghost component ωk : WnB → B induces pull-back functors
ω∗k : B
a-Alg→Wn+1Ba-Alg ω∗k : Ba-Mod→Wn+1Ba-Mod.
Namely, for every B-algebra C we let ω∗kC be theWn+1B-algebra whose underlying ring is C,
and whose structure morphism is the composition of ωk and the structure morphism B → C
of C. Since ωk(nn+1) ⊂ m, it is clear that this functor on B-algebras descends to a well
defined functor ω∗k on B
a-algebras, as stated. Likewise one argues to define the functor ω∗k on
Ba-modules. Furthermore, we have a well defined ideal
V kB
a := (VkB/Vn+1B)
a ⊂Wn+1Ba for every k = 0, . . . , n
and claim 9.3.31 yields a natural isomorphism ofWn+1B
a-modules :
(14.7.16) V kB
a/V k+1B
a ∼→ ω∗kBa for every k = 0, . . . , n.
14.7.17. In the situation of (14.7.15), suppose that m fulfills condition (B), and let B be any
A-algebra; denote by
Ba!!
εB−→ B ηB−→ Ba∗ and (Wn+1B)a!!
εWn+1B−−−−→Wn+1B
ηWn+1B−−−−→ (Wn+1B)a∗
the units and counits of adjunction. We have :
Proposition 14.7.18. In the situation of (14.7.17), the following holds :
(i) There exist isomorphisms of Wn+1A-algebras
ω : Wn+1(B
a
∗ )
∼→ (Wn+1B)a∗ and τ : Wn+1(Ba!!) ∼→ (Wn+1B)a!!
such that ω ◦Wn+1(ηB) = ηWn+1(B) and εWn+1(B) ◦ τ =Wn+1(εB).
(ii) Moreover, we have a natural isomorphism of non-unital rings (see remark 9.3.16)
n˜n+1 := nn+1 ⊗Wn+1A nn+1 ∼→Wn+1(m˜).
Proof. (i): We consider the commutative diagrams
Wn+1B
Wn+1(ηB) //
ηWn+1B

Wn+1(B
a
∗ )
ηWn+1(Ba∗ )

Wn+1(B
a
!!)
a
!!
(Wn+1εB)
a
!! //
εWn+1(Ba!!)

Wn+1(B)
a
!!
εWn+1(B)

(Wn+1B)
a
∗
(Wn+1ηB)
a
∗ // Wn+1(B
a
∗ )
a
∗ Wn+1(B
a
!!)
Wn+1(εB) // Wn+1(B)
and notice that (Wn+1ηB)
a
∗ and (Wn+1εB)
a
!! are isomorphisms, by the discussion of (14.7.15).
Hence, it suffices to show that ηWn+1(Ba∗ ) and εWn+1(Ba!!) are isomorphisms, which follows from :
Claim 14.7.19. If ηB (resp. εB) is an isomorphism, the same holds for ηWn+1B (resp. εWn+1B).
Proof of the claim. Let gr•(Wn+1B) be the graded ring associated with the filtration (V kB | k =
0, . . . , n) of Wn+1B; consider also the filtration ((V kB
a)∗ | k = 0, . . . , n) of (Wn+1B)a∗, and
let gr•(Wn+1B)
a
∗ be the associated graded ring. We get a commutative diagram
gri(Wn+1B)
gri(ηWn+1B)
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥ ηgri(Wn+1B)
((PP
PPP
PPP
PPP
P
gri(Wn+1B)
a
∗
// (griWn+1B)
a
∗
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whose bottom horizontal arrow is injective, since the functor (−)a∗ is left exact. Here ηgri(Wn+1B)
is again the unit of adjunction, which, by virtue of (14.7.16), is naturally identified with the unit
of adjunction
ηω∗iB : ω
∗
iB → (ω∗iB)a∗ for every i = 0, . . . , n.
Let now B be the category of basic setups, and B-Alg → B (resp. Ba-Alg → B) the fi-
bred and cofibred category of B-algebras (resp. of almost B-algebras), as in [52, §3.5]. The
localization B-Alg→ Ba-Alg admits a right adjoint
(−)∗ : Ba-Alg→ B-Alg ((V,m), R) 7→ ((V,m), R∗)
which is a B-cartesian functor ([52, §3.5.4]). By (14.7.12), we have the morphism ωi :
(Wn+1A, nn+1)→ (A,m) in B, whence a commutative diagram in B-Alg :
((Wn+1A, nn+1),ω
∗
iB)
//
ηω∗
i
B

((A,m), B)
ηB

((Wn+1A, nn+1), (ω
∗
iB)
a
∗)
// ((A,m), Ba∗)
whose top horizontal arrow is given by the identity map of ω∗iB, and is therefore a cartesian
morphism of B-Alg. Then also the bottom vertical arrow is a cartesian morphism, since (−)∗
is a cartesian functor. We conclude that ηgri(Wn+1B) is an isomorphism, under our assumptions.
Then the same holds for gri(ηWn+1B), for every i = 0, . . . , n, whence the assertion for ηWn+1B .
To show the assertion concerning εWn+1B, we argue by induction on n ∈ N; the case n = 0
is trivial. Let then n > 0, and suppose that the assertion is already known for εWnB; recall that
for every i ∈ N, the ring (Wi+1B)a!! is the cokernel of a map ofWi+1A-modules
δi : n˜i+1 →Wi+1A⊕ (n˜i+1 ⊗Wi+1A Wi+1B) x• ⊗ y• 7→ (x• · y•, x• ⊗ y• ⊗ 1).
We consider the commutative ladder with right exact rows :
n˜n+1
δn //
α

Wn+1A⊕ (n˜n+1 ⊗Wn+1A Wn+1B) //
β

(Wn+1B)
a
!!
//
γ

0
n˜n
δn−1 // WnA⊕ (n˜n ⊗WnA WnB) // (WnB)a!! // 0
whose vertical arrows are induced by the projections πAn :Wn+1A→ WnA and πBn : Wn+1B →
WnB (notice that the almost structure used to compute (Wn+1B)
a
!! is the one relative to the basic
setup (Wn+1A, nn+1), whereas for (WnB)
a
!! we use the almost structure relative to the basic
setup (WnA, nn)). Since π
A
n (nn+1) = nn, by [52, Rem.2.1.4(ii)] we have a natural isomorphism
n˜n+1 ⊗Wn+1A WnA ∼→ n˜n x• ⊗ y• ⊗ a• 7→ a• · πAn (x•)⊗ πAn (y•)
which identifies α with n˜n+1 ⊗Wn+1A πAn , and β with πAn ⊕ (n˜n+1 ⊗Wn+1A πBn ). Taking claim
9.3.31 into account, we deduce naturalWn+1A-linear surjections :
(14.7.20) n˜n+1 ⊗Wn+1A ω∗n(A)→ Kerα ω∗n(A)⊕ (n˜n+1 ⊗Wn+1A ω∗n(B))→ Ker β.
Then, in light of (14.7.12) and [52, Rem.2.1.4(ii)], we have as well the natural isomorphism
n˜n+1 ⊗Wn+1A ω∗n(A) ∼→ m˜ x• ⊗ y• ⊗ a 7→ a · ωn(x•)⊗ ωn(y•)
which identifies (14.7.20) withWn+1A-linear surjections :
(14.7.21) ω∗n(m˜)→ Kerα ω∗n(A⊕ (m˜⊗A B))→ Ker β.
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By a direct inspection, we then get a commutative diagram :
ω∗n(m˜)
ω∗n(δ0) //

ω∗n(A⊕ (m˜⊗A B))

Kerα
δ′n // Ker β
whose vertical arrows are the surjections (14.7.21), and δ′n is the restriction of δn. Since α and
β are surjective, the induced map Coker δ′n → Ker γ is bijective, by the snake lemma, and γ is
surjective, so finally we get a right exact sequence ofWn+1A-modules :
ω∗n(B
a
!!)
ρ−→ (Wn+1B)a!! γ−→ (WnB)a!! → 0.
We consider then the diagram ofWn+1A-modules :
ω∗n(B
a
!!)
ρ //
ω∗nεB

(Wn+1B)
a
!!
γ //
εWn+1B

(WnB)
a
!!
//
εWnB

0
0 // ω∗nB
ρ′ // Wn+1B
γ′ // WnB // 0
where γ′ is the projection, and ρ′ is the natural identification of ω∗nB with Ker γ
′ given by
claim 9.3.31. Thus, the bottom horizontal sequence is exact, and by inductive assumption the
first and third vertical arrows are bijective; therefore, in order to conclude the proof, it will
suffice to check the diagram commutes. The commutativity of the right square subdiagram
is clear. To see the commutativity of the left square subdiagram, let w ∈ ω∗n(Ba!!) be any
element; hence w is the class [a, z] of a pair (a, z) ∈ A ⊕ (m˜ ⊗A B), and we may assume
that z = x ⊗ y ⊗ b for some x, y ∈ m and b ∈ B. Then, by inspecting the constructions,
we see that w′ := ρ(w) is the class [(0, . . . , 0, a), (0, . . . , 0, xyb)] of the corresponding pair in
Wn+1A⊕(n˜n+1⊗Wn+1AWn+1B). On the other hand, ω∗nεB(w) = a+xyb; then, again by claim
9.3.31, we deduce that εWn+1B(w
′) = (0, . . . , 0, a+ xyb) = ρ′(a+ xyb), as required. ♦
(ii): For every n ∈ N, we have a natural map of non-unitalWn+1A-algebras :
µn : Wn+1(m)⊗Wn+1AWn+1(m)→Wn+1(m˜) a•⊗b• 7→ (Pi(a•⊗1, 1⊗b•) | i = 0, . . . , n)
for the non-unital ring structure of Wn+1(m) = nn+1 and Wn+1(m˜) induced by those of m and
respectively m˜ (remark 9.3.16). We show by induction on n ∈ N, that µn is an isomorphism;
the assertion is trivial for n = 0, since µ0 = 1m˜. Thus, let n > 0, and suppose that the assertion
is already known for n− 1; we consider the commutative diagram ofWn+1A-modules :
nn+1 ⊗Wn+1A nn+1
µn //
α

Wn+1(m˜)
β

nn ⊗WnA nn
µn−1 // Wn(m˜)
whose left vertical arrows is induced by the projection Wn+1(m) → Wn(m), and whose right
vertical arrow is likewise the natural projection. Claim 9.3.31 yields a natural isomorphism of
Wn+1A-modules :
(14.7.22) ω∗n(m˜)
∼→ Ker β.
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Claim 14.7.23. We have a commutative diagram ofWn+1A-modules :
ω∗n(m˜)
ω∗n(µ0) //

ω∗n(m˜)

Kerα // Ker β
whose bottom horizontal arrow is the restriction of µn, and whose right (resp. left) vertical
arrow is (14.7.22) (resp. is (14.7.21)).
Proof of the claim. By construction, the left vertical arrow is characterized as the map such that
a · ωn(x•) ⊗ ωn(y•) 7→ (0, . . . , 0, a) · (x• ⊗ y•) for every a ∈ A and every x•, y• ∈ nn+1. On
the other hand, the right vertical arrow is the map such that x⊗ y 7→ (0, . . . , 0, x⊗ y) for every
x, y ∈ m. Hence, we need to check the identity :
µn((0, . . . , 0, a) · (x• ⊗ y•)) = (0, . . . , 0, a · ωn(x•)⊗ ωn(y•))
for every a ∈ A and every x•, y• ∈ nn+1. To this aim, endow R := A ⊕ m with its natural
A-algebra structure as in remark 9.3.16(iii), and recall that µn is the restriction of the map of
unitalWn+1A-algebras
Wn+1R⊗Wn+1A Wn+1R→Wn+1(R⊗A R) x• ⊗ y• 7→ (x• ⊗ 1) · (1⊗ y•).
Thus, we are reduced to checking that
((V nR (τR(a)) · x•)⊗ 1) · (1⊗ y•) = V nR⊗AR(τR⊗AR(a · ωn(x•)⊗ ωn(y•)))
for every a ∈ A and every x•, y• ∈ Wn+1R, where VR and τR denote respectively the Ver-
schiebung and the Teichmu¨ller maps, and likewise for VR⊗AR and τR⊗AR (see (9.3.18)). Let
also FR be the Frobenius map; using proposition 9.3.22(ii) we compute :
((V nR (τR(a)) · x•)⊗ 1) · (1⊗ y•) = (V nR (τR(a) · F nR(x•))⊗ 1) · (1⊗ y•)
= V nR ((τR(a) · F nR(x•))⊗ 1) · (1⊗ y•)
= V nR⊗AR(((τR(a) · F nR(x•))⊗ 1) · (1⊗ F nR(y•)))
= V nR⊗AR(τR⊗AR(a) · F nR⊗AR(x• ⊗ 1) · F nR⊗AR(1⊗ y•)).
Hence, we are reduced to checking that :
ωn(x•)⊗ ωn(y•) = ω0(F nR⊗AR(x• ⊗ 1) · F nR⊗AR(1⊗ y•)) inWn+1(R ⊗A R).
The latter follows easily from (9.3.19) : details left to the reader. ♦
Claim 14.7.23 implies that also (14.7.21) is an isomorphism, and the same for µn−1, by
inductive assumption; so the same follows for µn and the proof is concluded. 
14.7.24. Let now A0 be any Fp-algebra, (A0,m0) any basic setup, and R any A0-algebra.
Recall that the Frobenius endomorphism ΦR : R→ R induces an endofunctor
Φk∗R : R-Alg→ R-Alg for every k ∈ N
that assigns to every R-algebra S the R-algebra Φk∗R S whose underlying ring is the same as S,
and whose structure morphism is the composition of ΦkR with the structure morphism R → S
of S. Moreover, the Frobenius endomorphism ΦkS induces a natural transformation
ΦkS/R : S ⊗R Φk∗R R→ Φk∗R S x⊗ y 7→ xp
k
y for every R-algebra S
Let Ra be the (A0,m)
a-algebra represented by R; then Φk∗R descends to an endofunctor
Φk∗Ra : R
a-Alg→ Ra-Alg
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that assigns to every Ra-algebra Sa the Ra-algebra Φk∗Ra(S
a) := (Φk∗R S)
a, where S is any R-
algebra representing Sa : see [52, §3.5.7]. Likewise, the Frobenius endomorphism ΦkS induces
a natural transformation
ΦkSa/Ra := (Φ
k
S/R)
a : (Sa ⊗Ra Φk∗RaRa)→ Φk∗RaSa for every Ra-algebra Sa.
Moreover, notice that Φk+1Sa/Ra also equals the composition of ΦSa/Ra ⊗Φ∗RaRa Φk+1∗Ra Ra :
Sa ⊗Ra Φk+1∗Ra Ra ∼→ Sa ⊗Ra Φ∗RaRa ⊗Φ∗RaRa Φk+1∗Ra Ra → Φ∗RaSa ⊗Φ∗RaRa Φk+1∗Ra Ra
together with Φ∗Ra(Φ
k
Sa/Ra) : Φ
∗
RaS
a ⊗Φ∗RaRa Φk+1∗Ra Ra = Φ∗Ra(Sa ⊗Ra Φk∗RaRa) → Φk+1∗Ra Sa.
Especially, if ΦSa/Ra is an isomorphism, the same holds for Φ
k
Sa/Ra , for every k ∈ N.
Remark 14.7.25. In the situation of (14.7.24), suppose that m fulfills condition (B) of [52,
§2.1.6], and let f : R → S be any weakly e´tale morphism of Aa0-algebras. Then ΦS/R is an
isomorphism. Indeed, the assertion is [52, Th.3.5.13(ii)] in casem⊗A0m is a flatA0-module, but
by direct inspection one sees easily that the proof of loc.cit. is valid more generally, whenever
condition (B) holds.
Theorem 14.7.26. In the situation of (14.7.15), let f : B → C be a flat morphism of Aa-
algebras; set B0 := B/pB, C0 := C/pC, and suppose that ΦC0/B0 is an isomorphism. Then:
(i) f induces a flat morphism of Wn+1A
a-algebras
Wn+1f :Wn+1B → Wn+1C for every n ∈ N.
(ii) For every n ∈ N and every i = 0, . . . , n, the following diagram is cocartesian :
Wn+1B
Wn+1f //
ωi

Wn+1C
ωi

ω∗iB
ω∗i f // ω∗iC.
Proof. We prove first both assertions in the case where pkA = 0 for some integer k ∈ N. For
every j ∈ N, and every Aa-algebra R set
Wn,jR :=Wn+1(R)/p
jV n(R) with V n(R) := VnR/Vn+1R ⊂Wn+1R.
Hence,Wn,0R =WnR, and in light of corollary 9.3.32, we see thatWn,jR =Wn+1R for every
sufficiently large j ∈ N. We shall show, by induction on j and n, the following assertions :
(a)n,j The induced mapWn,jf :Wn,jB →Wn,jC is flat for every j, n ∈ N.
(b)n,j The morphism f induces a cocartesian diagram ofWn+1B-algebras :
Wn,jB //
Wn,jf

ω∗0B
ω∗0f

Wn,jC // ω
∗
0C.
Both assertions are trivial for n = 0 and every j ∈ N. Let then n, j ∈ N be any integers, and
suppose that (a)n,j and (b)n,j hold. According to (14.7.16), the kernel Kn,j of the projection
Wn,j+1B → Wn,jB is isomorphic, as a Wn+1B-module, to ω∗n(pjB/pj+1B). Likewise for the
kernel K ′n,j of the projection Wn,j+1C → Wn,jC, and the induced morphism Kn,j → K ′n,j
corresponds to the restriction of ω∗n(f ⊗ZZ/pj+1Z), under these identifications. By the (almost
version of the) local flatness criterion (see [89, Th.22.3]), assertion (a)n,j+1 will follow from :
Claim 14.7.27. The induced morphism ω∗n(p
jB/pj+1B) ⊗Wn,jB Wn,jC → ω∗n(pjC/pj+1C) is
an isomorphism.
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Proof of the claim. Clearly ω∗n(p
jB/pj+1B) is a ω∗nB0-module and ω
∗
n(p
jC/pj+1C) is a C0-
module, and notice that ω∗n(B0) = ω
∗
0 ◦ Φn∗B0(B0), and likewise for ω∗n(C0). Then the stated
morphism agrees with the composition
ω∗n(p
jB/pj+1B)⊗Wn,jB Wn,jC ∼→ω∗0Φn∗B0(pjB/pj+1B)⊗ω∗0B0 ω∗0B0 ⊗Wn,jB Wn,jC
∼→ω∗0Φn∗B0(pjB/pj+1B)⊗ω∗0B0 ω∗0C0
=ω∗0(Φ
n∗
B0(p
jB/pj+1B)⊗B0 C0)
∼→ω∗0(Φn∗B0(pjB/pj+1B)⊗Φn∗B0B0 Φ
n∗
B0B0 ⊗B0 C0)
∼→ω∗0(Φn∗B0(pjB/pj+1B)⊗Φn∗B0B0 Φ
n∗
B0C0)
=ω∗0Φ
n∗
B0
((pjB/pj+1B)⊗B0 C0)
∼→ω∗0Φn∗B0(pjC/pj+1C)
=ω∗n(p
jC/pj+1C)
where the second isomorphism follows from (b)n,j , the fourth follows from our assumption
about ΦC0/B0 , and the fifth follows from the flatness of f . ♦
Claim 14.7.27 also implies that the diagram
Wn,j+1B //
Wn,j+1f

Wn,jB
Wn,jf

Wn,j+1C // Wn,jC
is cocartesian; combining with (b)n,j , we see that (b)n,j+1 holds. Thus, we conclude that (a)n,j
and (b)n,j hold for every j ∈ N; for large values of j, we deduce that (a)n+1,0 and (b)n+1,0 both
hold. By induction on n ∈ N, the assertion follows. This concludes the proof of (i) in case
pkA = 0. To prove (ii) under the same assumption, we show first that the natural morphism
(14.7.28) ω∗iB0 ⊗Wn+1B Wn+1C → ω∗iC0
is an isomorphism. Indeed, notice that ω∗iB0 = ω
∗
0(Φ
i∗
B0
B0), and likewise for ω
∗
iC0. Then the
foregoing morphism is the composition :
ω∗iB0 ⊗Wn+1B Wn+1C =ω∗0(Φi∗B0B0)⊗Wn+1B Wn+1C
∼→ω∗0(Φi∗B0B0)⊗ω∗0B0 ω∗0B0 ⊗Wn+1B Wn+1C
∼→ω∗0(Φi∗B0B0)⊗ω∗0B0 ω∗0C0
=ω∗0(Φ
i∗
B0
B0 ⊗B0 C0)
∼→ω∗0(Φi∗B0C0)
=ω∗iC0
where the second isomorphism follows from the foregoing condition (b)n+1,0, and the third
isomorphism follows from our assumption on ΦC0/B0 . Now, since p
kB = 0, the assertion
follows from the isomorphism (14.7.28) together with the following :
Claim 14.7.29. Let g : R→ S be a flat morphism of Aa-algebras, I ⊂ R a nilpotent ideal, and
suppose that g ⊗R R/I is an isomorphism. Then g is an isomorphism.
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Proof of the claim. By a simple induction, we are reduced to the case where I2 = 0. Then we
have the commutative ladder with exact rows :
0 // I //

R //

R/I //

0
0 // I ⊗R S // S // S/IS // 0
and a natural identification I ⊗R S ∼→ I ⊗R/I S/IS ∼→ I . Thus, the first and third vertical
arrows are both isomorphisms, and the same then follows for the middle one. ♦
We consider next the case where A is a general ring, and m fulfills condition (B). We shall
use the following criterion :
Claim 14.7.30. Let (V,mV ) be any basic setup, R a (V,mV )
a-algebra andM an R-module. Set
Mtor :=
⋃
n∈N
AnnM(p
n) Rtor :=
⋃
n∈N
AnnR(p
n).
ThenM is a flat R-module if and only if the following three conditions hold :
(a) M/piM is a flat R/piR-module for every i ∈ N.
(b) M ⊗R R[p−1] is a flat R[p−1]-module.
(c) The natural morphism Rtor ⊗R M →Mtor is an isomorphism.
Proof of the claim. Clearly ifM is flat, conditions (a)–(c) hold. Thus, suppose that (a)–(c) hold;
according to [52, Lemma 5.2.1] it suffices to prove that
(14.7.31) TorRi (M,R/pR) = 0 for i = 1, 2.
However, a standard calculation shows that
TorR1 (M,R/pR) =
AnnM(p)
AnnR(p)M
and TorR2 (M,R/pR) = Ker (AnnR(p)⊗RM →M).
Let us then consider the commutative ladder :
0 // AnnR(p)⊗R M //

Rtor ⊗R M p //

Rtor ⊗R M

0 // AnnM(p) // Mtor
p // Mtor
whose bottom horizontal row is exact, and whose central and right vertical arrows are isomor-
phisms; in order to verify (14.7.31), it suffices therefore to check that the top horizontal row is
also exact; the latter is the inductive limit of the system of morphisms :
AnnR(p)⊗R M → AnnR(pn)⊗R M → AnnR(pn)⊗R M for every n ∈ N.
But clearly AnnR(p
i) ⊗R M = AnnR(pi) ⊗R/pnR M/pnM for every i, n ∈ N with i ≤ n; in
view of (a), the assertion follows. ♦
Now, example 9.3.39(ii), implies easily that Wn+1(C)[p
−1] is a flat Wn+1(B)[p
−1]-algebra.
Next, for every k ∈ N let πk : C → C/pkC be the projection; from example 9.3.38(iii) we get
KerWn+1(πn+k) ⊂ pkWn+1(C) for every k ∈ N
so that πn+k induces an isomorphism ofWn+1A
a-algebras
(14.7.32) Wn+1(C)⊗Z Z/pkZ ∼→Wn+1(C/pn+kC)⊗Z Z/pkZ for every k ∈ N.
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But, by the foregoing case, we know already that Wn+1(C/p
n+kC) is a flat Wn+1(B/p
n+kB)-
algebra for every k ∈ N, so we conclude thatWn+1(C)⊗ZZ/pkZ is a flatWn+1(B)⊗ZZ/pkZ-
algebra for every k ∈ N. In light of claim 14.7.30, we are therefore reduced to checking that
the natural morphism
Wn+1(B)tor ⊗Wn+1B Wn+1C →Wn+1(C)tor
is an isomorphism. More precisely, we shall show, by descending induction on i, that :
• the induced morphism (V iB)tor ⊗Wn+1B Wn+1C → (V iC)tor is an isomorphism of
Wn+1B-modules for every i = 0, . . . , n + 1
• the induced morphism (V i+1B)tor ⊗Wn+1B Wn+1C → (V iB)tor ⊗Wn+1B Wn+1C is a
monomorphism ofWn+1B-modules for i = 0, . . . , n.
Indeed, both assertions are trivial for i = n+1. Suppose that both assertions are already known
for some strictly positive integer i ≤ n + 1; from the commutative diagram
(V iB)tor ⊗Wn+1B Wn+1C //

(V iC)tor

(V i−1B)tor ⊗Wn+1B Wn+1C // (V i−1C)tor
we then deduce that the left vertical arrow is a monomorphism, i.e. the second assertion holds
for i − 1. Moreover, in order to prove the first assertion for i − 1, it suffices to check that the
induced morphism
(V i−1B)tor/(V iB)tor ⊗Wn+1B Wn+1C → (V i−1C)tor/(V i−1C)tor
is an isomorphism ofWn+1B-modules. On the other hand, from example 9.3.39(i) we see that
Wn+1(B)tor is the kernel of the natural morphismWn+1B → Wn+1(B[p−1]), and likewise for
Wn+1(C)tor; taking into account (14.7.16), we deduce a natural isomorphism :
(V i−1B)tor/(V iB)tor
∼→ (ω∗i−1B)tor
of Wn+1B-modules, and likewise for (V i−1C)tor/(V i−1C)tor. We are then further reduced to
checking that the induced morphism
ω∗i−1(AnnB(p
k))⊗Wn+1(B) Wn+1C → ω∗i−1AnnC(pk)
is an isomorphism for every k ∈ N. However, the latter is the composition of the isomorphisms
ω∗i−1(AnnB(p
k))⊗Wn+1(B) Wn+1C ∼→ω∗i−1(AnnB(pk))⊗Wn+1(B/pn+kB) Wn+1(C/pn+kC)
∼→ω∗i−1(AnnB(pk))⊗ω∗i−1(B/pn+kB) ω∗i−1(C/pn+kC)
=ω∗i−1(AnnB(p
k)⊗B C)
∼→ω∗i−1AnnC(pk)
where the first isomorphism is due to (14.7.32), the second one follows from the part of assertion
(ii) that we have already proved, and the third one follows from the flatness of f .
To conclude the proof of (ii) for a general ring A, we shall need the following :
Claim 14.7.33. Let (V,mV ) be a basic setup, R a (V,m)
a-algebra and ϕ : M → N a morphism
of flat R-modules. Suppose that :
(a) ϕ⊗Z Fp is an isomorphism of R/pR-modules.
(b) ϕ⊗Z Z[p−1] is an isomorphism of R[p−1]-modules.
Then ϕ is an isomorphism.
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Proof of the claim. Denote by C• the complex of R-modules [M
ϕ−→ N ], say withM placed in
degree 0. Consider as well the acyclic complex
D• : 0→ AnnR(p)→ R p1R−−−→ R→ R/pR→ 0.
Since C• is flat in every degree, the complex D• ⊗R C• is still exact; the latter is also the total
complex of the double complex
0→ E• := AnnR(p)⊗R/pR (C• ⊗Z Fp)→ C• p1C•−−−→ C• → C• ⊗Z Fp → 0.
On the other hand, assumption (a) says that C• ⊗Z Fp is an acyclic complex of flat R/pR-
modules, hence alsoE• is acyclic. Summing up, we find that the morphism of complexes p1C• :
C• → C• is a quasi-isomorphism, and hence induces isomorphisms p · 1Hi(C•) : Hi(C•) ∼→
Hi(C•) for i = 0, 1. In other words, Hi(C•) = Hi(C•)⊗Z Z[p−1] for i = 0, 1; combining with
assumption (b), we conclude that Kerϕ = Cokerϕ = 0, whence the claim. ♦
Now, we need to show that the morphism
ϕf : ω
∗
iB ⊗Wn+1B Wn+1C → ω∗iC
resulting from the diagram of (ii) is an isomorphism of Wn+1B-modules; however, set as well
g := f ⊗ZZ/pn+1Z : B/pn+1B → C/pn+1C; according to the part of (ii) that has already been
proved, the corresponding morphism
ϕg : ω
∗
i (B/p
n+1B)⊗Wn+1(B/pn+1B) Wn+1(C/pn+1C)→ ω∗i (C/pn+1C)
is an isomorphism; on the other hand, in view of (14.7.32) the morphism ϕf ⊗Z Fp is naturally
identified with ϕg ⊗Z Fp, so ϕf ⊗Z Fp is an isomorphism as well. Next, recall that the ghost
map induces an isomorphism ofWn+1A
a-algebras
(Wn+1B)[p
−1]
∼→ B[p−1]n+1 :=
n∏
i=0
ω∗iB[p
−1]
and likewise for (Wn+1C)[p
−1] (example 9.3.39(ii)); under these isomorphisms, the morphism
ωi ⊗Z Z[p−1] on (Wn+1B)[p−1] is identified with the projection πi : B[p−1]n+1 → B[p−1] on
the (i + 1)-th factor, and likewise for the corresponding morphism on (Wn+1C)[p
−1]. Thus,
ϕf ⊗Z Z[p−1] is identified with the natural isomorphism of B[p−1]n+1-modules
π∗iB[p
−1]⊗B[p−1]n+1 C[p−1]n+1 ∼→ π∗iC[p−1].
From claim 14.7.33 and (i) we deduce that ϕf is an isomorphism, as required. 
Corollary 14.7.34. In the situation of theorem 14.7.26, for every n ∈ N we have :
(i) Every B-algebraD induces a cocartesian diagram of Wn+1A
a-algebras :
Wn+1B //

Wn+1C

Wn+1D // Wn+1(C ⊗B D).
(ii) The Wn+1B-module Wn+1C is almost finitely generated (resp. almost finitely pre-
sented, resp. almost projective) if and only if the same holds for the B-module C.
(iii) Suppose that condition (B) of [52, §2.1.6] holds for m. Then Wn+1(f) is e´tale (resp.
weakly e´tale) if and only if the same holds for the morphism f .
(iv) The projectionWn+2C →Wn+1C induces an isomorphism of Wn+1B-algebras :
Wn+2C ⊗Wn+2B Wn+1B ∼→Wn+1C.
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Proof. (i): Notice that the natural morphism h : Wn+1C ⊗Wn+1B Wn+1D → Wn+1(C ⊗B D)
restricts to morphisms ofWn+1B-modules
Wn+1C ⊗Wn+1B V kD → V k(C ⊗B D) for every k = 0, . . . , n.
Taking into account (14.7.16), we are then reduced to checking that h induces isomorphisms
grkh : Wn+1C ⊗Wn+1B ω∗kD → ω∗k(C ⊗B D) for every k = 0, . . . , n.
However, a simple inspection shows that grkh agrees with the composition
Wn+1C⊗Wn+1Bω∗kD ∼→ Wn+1C⊗Wn+1Bω∗kB⊗ω∗kBω∗kD
∼→ ω∗kC⊗ω∗kBω∗kD = ω∗k(C⊗BD)
where the second isomorphism follows from theorem 14.7.26(ii).
(iv): The proof of (i) also shows that the natural morphism
Wn+2C ⊗Wn+2B V n+1B → V n+1C
is an isomorphism. The assertion is an immediate consequence.
(ii): Let ψ : Wn+1B → Bn+1 :=
∏n
i=0ω
∗
iB be the morphism of Wn+1A
a-algebras whose
composition with the projection Bn+1 → ω∗iB is the morphism ωi, for i = 0, . . . , n; denote by
R ⊂ Bn+1 the image of ψ. Let also P be one of the properties : “almost finitely generated”,
“almost finitely presented”, or “almost projective”, and suppose that f enjoys P; in view of
theorem 14.7.26(i), proposition 9.3.30(i) and [52, Lemma 3.2.25], it suffices to prove that the
R-moduleWn+1C ⊗Wn+1B R enjoys property P. Next, by proposition 9.3.30(ii) we know that
pn+1Bn+1 ⊂ R and we let R0 := R/pn+1Bn+1 Bn+10 := Bn+1/pBn+1.
With this notation, it is easily seen that there exists a well defined morphism ofWn+1B-algebras
ϕ : B0 → Bn+10 such that πi ◦ ϕ = ΦiB0 : B0 → ω∗iB0 = Φi∗B0B0 for i = 0, . . . , n
where πi : B
n+1
0 → ω∗iB0 is the projection on the (i + 1)-th factor. Arguing as in the proof of
proposition 14.7.11, we get cartesian diagrams
S //

Bn+1

R //

R0

B0
ϕ // Bn+10 S // S0 := S/p
n+1Bn+1.
In case P is “almost finitely generated” or “almost finitely presented” we may then apply [52,
Rem.3.2.26(i) and Lemma 3.4.18(i)] to the second of these cartesian diagrams, and thereby
reduce to checking property P for the (S×R0)-moduleWn+1C⊗Wn+1B (S×R0). In caseP is
the property “almost projective”, we may argue as in the proof of [52, Prop.3.4.21] to achieve
the same reduction. But notice as well that the restriction R0 → ω∗0B0 of π0 is an epimorphism
(on the underlying modules), and has nilpotent kernel (see the proof of proposition 14.7.11), so
the R0-module Wn+1C ⊗Wn+1B R0 enjoys P if and only the same holds for the ω∗0B0-module
Wn+1C⊗Wn+1Bω∗0B0. Next, by invoking again [52, Rem.3.2.26(i) and Lemma 3.4.18(i)] or the
proof of [52, Prop.3.4.21] to the first of the two above diagrams we deduce that the S-module
Wn+1C ⊗Wn+1B S enjoys P if and only if the same holds for the (ω∗0B0 × Bn+1)-module
Wn+1C ⊗Wn+1B (ω∗0B0 × Bn+1). Since ω∗0B0 is a quotient of Bn+1, we are finally reduced
to checking that the Bn+1-module Wn+1C ⊗Wn+1B Bn+1 enjoys P; but according to theorem
14.7.26(ii), the latter is isomorphic to the Bn+1-module
∏n
i=0ω
∗
iC, so the assertion is clear.
(iii): Suppose first that f is weakly e´tale, so that the multiplication morphism µC/B : C ⊗B
C → C is flat; since it is also an epimorphism on the underlying B-modules, it follows easily
that µC/B is weakly e´tale. Especially, ΦC/C⊗BC is an isomorphism, by remark 14.7.25 and our
assumption on m. Then theorem 14.7.26 says that Wn+1(µC/C⊗BC) is flat. Lastly, according
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to (i), the multiplication morphism µWn+1C/Wn+1B of Wn+1C factors throughWn+1(µC/C⊗BC)
and an isomorphism
(14.7.35) Wn+1C ⊗Wn+1B Wn+1C ∼→Wn+1(C ⊗B C).
Hence µWn+1C/Wn+1B is flat, and combining with theorem 14.7.26, we conclude that Wn+1f
is weakly e´tale. In case f is e´tale, we deduce from (ii), the isomorphism (14.7.35), and [52,
Prop.2.4.18] thatWn+1f is e´tale as well. Conversely, (iv) implies that ifWn+1f is weakly e´tale
(resp. e´tale), then the same holds for f . 
Remark 14.7.36. (i) It is shown in [74, 1.5.8] that if f : B → C is a homomorphism of Fp-
algebras and n ∈ N any integer, thenWn+1f is e´tale (in the usual sense of [44], which includes
the condition that f is finitely presented), if and only if the same holds for f . This result can
be deduced from corollary 14.7.34(iii) and extended to arbitrary rings, as follows. Resume the
notation of the proof of the corollary, and suppose that m = A, so we are dealing with the
“classical limit” for which almost rings are just usual rings; then, Wn+1f is a weakly e´tale
ring homomorphism, and by [52, §3.4.44] we know already that Wn+1f is finitely presented
if and only if the same holds for Wn+1f ⊗Wn+1B R. We claim next that Wn+1f ⊗Wn+1B R is
finitely presented if and only if the same holds for Wn+1f ⊗Wn+1B (R0 × S). For the proof,
arguing as in [52, §3.4.44] we reduce to checking that the natural morphism R→ R0 × S is of
universal effective descent for the fibred category of weakly e´tale morphisms of rings. The latter
assertion is already known by corollary 14.1.89. By the same token,Wn+1f⊗Wn+1BS is finitely
presented if and only if the same holds forWn+1f⊗Wn+1B(Bn+1×B0). Moreover, the surjective
ring homomorphism R0 → B0 has nilpotent kernel, so again by [52, §3.4.44] we know that
Wn+1f ⊗Wn+1B R0 is finitely presented if and only if the same holds for Wn+1f ⊗Wn+1B B0.
Since B0 is a quotient of B
n+1, we are finally reduced to checking that Wn+1f ⊗Wn+1B Bn+1
is finitely presented; but it was observed in the proof of corollary 14.7.34(ii) that the latter is
isomorphic to the Bn+1-module
∏n
i=0ω
∗
iC, so the assertion is clear.
(ii) A version of corollary 14.7.34(iii) for truncated big Witt vectors of usual rings is found
in [77, Th.2.4]. Another proof and generalization is given by [19, Th.9.2].
14.8. Complements : locally measurable algebras. This section studies the global counter-
part of the class of measurable algebras introduced in section 14.5. To begin with – and until
(14.8.42) – we consider an arbitrary valued field (K, | · |), and we resume the notation of (11.4)
and (14.5). Our first result is the following generalization of proposition 9.1.26 :
Proposition 14.8.1. Let A be a measurable K+-algebra, M a K+-flat and finitely generated
A-module. ThenM is a finitely presented A-module.
Proof. Let Σ be a finite system of generators for M ; also let us write A as the colimit of a
filtered system (Ai | i ∈ I) of finitely presented K+-algebras, with e´tale transition maps. For
every i ∈ I , let Mi be the Ai-submodule of M generated by Σ; notice that Mi is still K+-flat,
hence it is a finitely presented Ai-module (proposition 9.1.26). We may then write M as the
colimit of the filtered system (Mi⊗AiA | i ∈ I) of finitely presentedA-modules, with surjective
transition maps. Moreover, since A := A/mKA is noetherian (lemma 14.5.4(i)), there exists
i ∈ I such that Mj ⊗Aj A = M/mKM for every j ≥ i. Since the ring homomorphism
Aj := Aj/mKAj → A is faithfully flat, we deduce that
(14.8.2) Mi ⊗Ai Aj = Mj ⊗Aj Aj for every j ≥ i.
Consider the short exact sequence
C : 0→ N →Mi ⊗Ai Aj →Mj → 0.
Since Mi is K
+-flat, the same holds for N , and the latter is a finitely generated Aj-module,
since both Mj and Mi ⊗Ai Aj are finitely presented; therefore, the sequence C ⊗K+ κ is still
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exact. Taking into account (14.8.2), we see that N/mKN = 0. By Nakayama’s lemma, it
follows that N = 0, and finally,M =Mi ⊗Ai A is finitely presented, as stated. 
Definition 14.8.3. Let A be a K+-algebra. Set X := SpecA, S := SpecK+, and denote by
f : X → S the structure morphism. We say thatA is locally measurable, if the following holds.
For every x ∈ X and every point ξ of X localized at x, the strict henselization of A at ξ is a
measurable OS,f(x)-algebra.
Remark 14.8.4. Let A be a local K+-algebra, Ash the strict henselization of A at a geometric
point localized at the closed point, andM an A-module.
(i) Clearly, A is locally measurable if and only if Ash is measurable.
(ii) However, if Ash is measurable, it does not necessarily follow that A is measurable.
(iii) On the other hand, if A is a normal local domain, one can show that A is measurable if
and only if the same holds for Ash.
(iv) Suppose that A is local and locally measurable. Since the natural map A → Ash is
faithfully flat, and since every measurable K+-algebra is a coherent ring, it is easily seen that
A is coherent. If furthermore, the structure mapK+ → A is local, lemma 14.5.4(i) implies that
A/mKA is a noetherian ring.
Remark 14.8.5. Let A be a locally measurableK+-algebra. Then, for every finitely generated
ideal I ⊂ A, the K+-algebra A/I is also locally measurable. Indeed, for every geometric
point ξ of SpecA, let Ashξ (resp. (A/I)
sh
ξ ) be the strict henselization of A (resp. of A/I) at ξ.
Then the natural map Ashξ /IA
sh
ξ → (A/I)shξ is an isomorphism for every such ξ ([44, Ch.IV,
Prop.18.8.10]), so the assertion follows from lemma 14.5.4(iv).
Definition 14.8.6. Let A be a K+-algebra,M an A-module, and γ ∈ log Γ+ any element.
(i) A K+-flattening sequence for the A-module M is a finite sequence b := (b0, . . . , bn)
of elements ofK+ such that
(a) log |bi+1| > log |bi| for every i = 0, . . . , n− 1, b0 = 1 and bn = 0.
(b) biM/bi+1M is aK
+/b−1i bi+1K
+-flat module, for every i = 0, . . . , n− 1.
We say that aK+-flattening sequence b forM is minimal, if no proper subsequence of
b is still flattening forM .
(ii) Say that γ = log |b| for some b ∈ K+, and let bM : M → bM be the map given by the
rule : m 7→ bm, for everym ∈M . We say that γ breaksM if the κ-linear map
bM ⊗K+ κ :M ⊗K+ κ→ bM ⊗K+ κ
is not an isomorphism.
Remark 14.8.7. Let A be aK+-algebra,M an A-module.
(i) Suppose that γ ∈ log Γ+ breaks M , and say that γ = log |c| for some c ∈ K+. Clearly,
for every b ∈ cK+, the map bM factors through cM . We deduce that every γ′ ∈ log Γ+ with
γ′ ≥ γ also breaksM .
(ii) For given b ∈ K+, suppose that M is a flat K+/bK+-module. Then we claim that no
γ < log |b| breaksM . Indeed, for such γ pick c ∈ K+ with log |c| = γ, and setW := K+/bK+;
notice that the map cW : W → cW induces an isomorphism cW ⊗W 1κ : κ ∼→ cW ⊗W κ
(notation of definition 14.8.6(ii)), whence an isomorphism
1M ⊗W cW ⊗W 1κ : M ⊗W κ ∼→M ⊗W (cW ⊗W κ).
Since M is a flat W -module, the natural map M ⊗W cW → cM is an isomorphism, and
the resulting isomorphism M ⊗W κ ∼→ cM ⊗W κ is naturally identified with cM , whence the
contention.
(iii) Let b := (b0, . . . , bn) be a sequence of elements ofK
+ fulfilling condition (a) of defini-
tion 14.8.6(i), and suppose that b admits a subsequence that is K+-flattening for M . Then b is
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K+-flattening forM as well. Indeed, an easy induction reduces the contention to the following.
Let b, c ∈ K+ be any two elements such that log |c| < log |b|, and suppose thatM isK+/bK+-
flat; then M/cM is K+/cK+-flat, and cM is K+/c−1bK+-flat. Of this two assertion, the first
is trivial; to show the second, recall thatM can be written as the colimit of a filtered system of
freeK+/bK+-modules ([85, Ch.I, Th.1.2]). Then we may assume thatM is free, in which case
the assertion is easily verified.
Lemma 14.8.8. Let A be a K+-algebra,M a coherent A-module that admits a K+-flattening
sequence, and suppose that the Jacobson radical of A contains mKA. Then we have :
(i) M admits a minimalK+-flattening sequence, unique up to units ofK+.
(ii) Let (b0, . . . , bn) be a minimal K
+-flattening sequence for M . For every γ ∈ log Γ+
and every i = 0, . . . , n− 1, the following conditions are equivalent :
(a) γ breaks biM .
(b) γ ≥ log |b−1i bi+1|. (As usual, we set log |0| := +∞ : see (14.5).)
Proof. It is clear that M admits a minimal K+-flattening sequence (1, b1, . . . , bn−1, 0), and (i)
asserts that every other such minimal sequence is of the type (1, u1b1, . . . , un−1bn−1, 0) for
some elements u1, . . . , un−1 ∈ (K+)×. However, notice that the condition of (ii) characterize
uniquely such a sequence, so we only have to show that (ii) holds. We may also assume that n >
1; indeed, when n = 1, the module M is K+-flat, and the assertion is immediate. Moreover,
sinceM is coherent, the same holds for bM , for every b ∈ K+. Thus, an easy induction reduces
to showing the equivalence of conditions (ii.a) and (ii.b) for i = 0.
However, notice that if γ breaksM , then it obviously also breaksM/b1M ; in light of remark
14.8.7(ii), it follows already that (a)⇒(b). Therefore, taking into account remark 14.8.7(i), it
remains only to show that log |b1| breaksM .
If n = 2, then b1M is a flat K
+-module; let N := Ker b1,M . We have already observed that
b1M is a finitely presented A-module, hence N is a finitely generated A-module, and N ⊗K+ κ
is the kernel of b1,M ⊗K+ κ. Suppose that log |b1| does not break M ; then N ⊗K+ κ vanishes,
and then N = 0, by Nakayama’s lemma. It follows that M is K+-flat, which contradicts the
minimality of the sequence (1, b1, 0).
Next, we consider the case where n > 2 and set M ′ := M/b2M , b := b
−1
1 b2; since b2M ⊂
b1mM , it suffices to show that log |b1| breaksM ′, hence we may assume that b2M = 0, b1M is
a flat K+/bK+-module, and the flattening sequence is (1, b1, b2, 0). We remark :
Claim 14.8.9. If log |b1| does not break M , the map b1,M/bM : M/bM → b1M is an isomor-
phism ofK+/bK+-modules.
Proof of the claim. Indeed, let N := Ker b1,M/bM ; since b1M is K
+/bK+-flat, N ⊗K+ κ is the
kernel of b1,M/bM ⊗K+ κ, and the latter vanishes if log |b1| does not breakM ; on the other hand,
N is a finitely generated A-module, hence N = 0, by Nakayama’s lemma. ♦
We shall use the following variant of the local flatness criterion :
Claim 14.8.10. Let R be a ring, I1, I2 ⊂ A two ideals, andM an R-module such that :
(a) I1I2 = 0
(b) M/IiM is R/Ii-flat for i = 1, 2
(c) the natural map I1 ⊗R M/I2M → I1M is an isomorphism.
ThenM is a flat R-module.
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Proof of the claim. Set I3 := I1 ∩ I2; to begin with, [52, Lemma 3.4.18] and (b) imply that
M/I3M is a flat R/I3-module. We have an obviously commutative diagram
I3 ⊗R M/I3M α //
β

I3M
γ

I3 ⊗R/I2 M/I2M δ // I1 ⊗R/I2 M/I2M τ // I1M
ofR-linear maps. From (a) we see that I23 = 0, and it follows easily that β is an isomorphism; γ
is clearly injective, and the same holds for δ, sinceM/I2M is a flat R/I2-module; by the same
token, τ is an isomorphism. We conclude that α is an isomorphism, and then the local flatness
criterion ([89, Th.22.3]) yields the contention. ♦
We shall apply claim 14.8.10 with R := K+/b2K
+, I1 := b1R, I2 := bR. Indeed, condition
(a) obviously holds with these choices; by assumption, M/I1M is a R/I1-flat module, and if
log |b1| does not break M , claim 14.8.9 implies that M/I2M is a flat R/I2-module. Lastly,
condition (c) is equivalent to claim 14.8.9. Summing up, we have shown that if log |b1| does not
break M , then M is a flat K+/b2-module, contradicting again the minimality of our flattening
sequence. 
Proposition 14.8.11. Let A be a K+-algebra, M a finitely presented A-module, and suppose
that either one of the following two conditions holds :
(a) A is an essentially finitely presentedK+-algebra.
(b) A is a local and locally measurableK+-algebra.
ThenM admits a K+-flattening sequence.
Proof. Suppose first that (b) holds, and let Ash be the strict henselization of A at a geometric
point localized at the closed point. Since Ash is a faithfully flat A-algebra, it suffices to show
thatM ⊗A Ash admits aK+-flattening sequence. Hence, we may assume that A is measurable,
in which case we may find a finitely presented K+-algebra A0 with an ind-e´tale map A0 → A
and a finitely presented A0-module M0 with an isomorphismM0 ⊗A0 A ∼→ M of A-modules.
We may then replace A by A0,M byM0, and therefore assume that A is finitely presented over
K+, especially, we are reduced to showing the assertion in the case where (a) holds. To this
aim, let us remark :
Claim 14.8.12. Let B :=
⊕
n∈NBn be a N-graded finitely presented K
+-algebra with B0 =
K+, and N :=
⊕
n∈NNn a N-graded finitely presented B-module. We have :
(i) TheK+-module Nn is finitely presented, for every n ∈ N.
(ii) For every n ∈ N, let (γn,i | i ∈ N) be the sequence of elementary divisors of Nn (see
(14.5.15)). Then Γ(N) := {γn,i | n, i ∈ N} is a finite set.
(iii) N admits aK+-flattening sequence.
Proof of the claim. (i) is just a special case of proposition 7.6.23(iii).
(ii): Let Q be the set of all finitely presented graded quotients Q of the B-modules N , for
which Γ(Q) is infinite. We have to show that Q = ∅. However, for everyQ ∈ Q, theB⊗K+ κ-
moduleQ := Q⊗K+ κ is a quotient of N := N ⊗K+ κ; since B⊗K+ κ is a noetherian ring, the
set Q := {Q | Q ∈ Q} admits minimal elements, if it is not empty. In the latter case, we may
then replace N by any Q0 ∈ Q such that Q0 is a minimal element of Q, and assume that, for
every graded quotientQ ofN , eitherQ = N , or else Γ(Q) is a finite set. Now, for every n ∈ N,
let γn be the minimal non-zero elementary divisor of Nn, and pick an ∈ mK with log |an| = γn
(if Nn = 0, set an = 0). Let I ⊂ K+ be the ideal generated by {an | n ∈ N}; it is easily
seen thatNn/INn is a freeK
+/I-module for every n ∈ N, henceN/IN is aK+/I-flat finitely
presented B/IB-module. We may then find a ∈ I such that N/aN is already a K+/aK+-flat
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B/aB-module ([43, Ch.IV, Cor.11.2.6.1]), so Nn/aNn is a free K
+/aK+-module for every
n ∈ N, and we easily deduce that log |a| ≤ γn for every n ∈ N, i.e. I = aK+. Notice that aN
is a finitely presented B-module (corollary 9.1.27); it follows that
Γ(N) = {γ + log |a| | γ ∈ Γ(aN)} ∪ {0}.
Especially, Γ(aN) is an infinite set. On the other hand, there exists some n ∈ N such that
dimκ(aNn)⊗K+κ < dimκNn⊗K+κ, so (aN)⊗K+ κ is a proper quotient ofN , a contradiction.
(iii): Let |b0|, . . . , |bn−1| be the finitely many elements of Γ(N) (for suitable b1, . . . , bn ∈
K+), and set bn := 0; after permutation, we may assume that bi+1 ∈ bimK for every i =
0, . . . , n − 1, and b0 = 1. Then we claim that (b0, . . . , bn) is a K+-flattening sequence for N ,
i.e. biNk/bi+1Nk is K
+/b−1i bi+1K
+-flat for every i = 0, . . . , n and every k ∈ N. However,
say that (log |cj| | j ∈ N) is the sequence of elementary divisors of Nk; we are reduced to
checking that (cjK
+ + biK
+)/(cjK
+ + bi+1K
+) is a flat K+/b−1i bi+1K
+-module for every
j ∈ N. However, by construction we have either cjK+ ⊂ bi+1K+, or biK+ ⊂ cjK+; in either
case the assertion is clear. ♦
Let now A be an arbitrary essentially finitely presented K+-algebra, and M an arbitrary
finitely presented A-module. We easily reduce to the case where A = K+[T1, , . . . , Tr] is a
free polynomial K+-algebra. In this case, we define a filtration Fil•A on A, by declaring that
FilkA is the K
+-submodule of all polynomials of total degree ≤ k, for every k ∈ N; then
R := R(A,Fil•A)• is a free polynomialK
+-algebra as well (see example 7.9.5). Let
L1
ϕ−→ L0 →M
be a presentation ofM as quotient of free A-modules of finite rank. Let
e := (e1, . . . , en) (resp. f := (f1, . . . , fm))
be a basis ofL0 (resp. ofL1); we endowL0 with the good (A,Fil•A)-filtration Fil•L0 associated
with the pair (e, (1, . . . , 1)) as in (7.9.6) (this means that ei ∈ Fil1L0 for every i = 1, . . . , n).
Also, for every i = 1, . . . , m, pick ji ∈ N such that ϕ(fi) ∈ FiljiL0, and endowL1 with the good
(A,Fil•A)-filtration Fil•L1 associated with the pair (f , (j1, . . . , jm)). Set L
′
i := R(Li,Fil•Li),
and notice that L′i is a free R-module of finite rank, for i = 0, 1. With these choices, ϕ is a
map of filtered A-modules, and there follows an R-linear map of N-graded R-modules R(ϕ)• :
L′1 → L′0, whose cokernel is a N-graded finitely presented R-module N•. By inspecting the
construction, it is easily seen that the inclusion FilkL0 ⊂ Filk+1L0 induces a K+-linear map
Nk → Nk+1, for every k ∈ N, as well as an isomorphism ofK+-modules
colim
k∈N
Nk
∼→M.
On the other hand, claim 14.8.12 ensures that N• admits a K
+-flattening sequence. We easily
deduce that the same sequence is also flattening forM . 
Corollary 14.8.13. Let A be a local and locally measurable K+-algebra, I ⊂ K+ any ideal,
M a finitely generated A/IA-module, and suppose that the structure map K+ → A is local.
Then the following conditions are equivalent :
(a) M is a flatK+/I-module.
(b) For every c ∈ K+ such that I ⊂ c ·mK , the value log |c| does not breakM .
(c) M is a K+/I-flat finitely presented A/IA-module.
Proof. (a)⇒(b): in light of remark 14.8.7(ii), it suffices to remark that M ⊗K+ /bK+ is a flat
K+/bK+-module, for every b ∈ K+ such that I ⊂ K+b.
(b)⇒(c): Let us write M as the colimit of a filtered system (Mλ | λ ∈ Λ) of finitely pre-
sented A-modules, with surjective transition maps. Then each Mλ is a coherent A-module,
and A/mKA is noetherian (remark 14.8.4(iv)), so we may also assume that the induced maps
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ϕλ : Mλ/mKMλ → M/mKM are isomorphisms for every λ ∈ Λ. In view of the commutative
diagram
Mλ ⊗K+ κ
cMλ //
ϕλ

cMλ ⊗K+ κ

M ⊗K+ κ cM // cM ⊗K+ κ
it easily follows that log |c| does not break Mλ, for any λ ∈ Λ and any c ∈ K+ such that I ⊂
c·mK . Thus, if (b0, . . . , bn) is the minimal flattening sequence forMλ, we see that b1 ∈ I (lemma
14.8.8(ii)), and therefore Mλ/IMλ is a flat K
+/I-module for every λ ∈ Λ. Now, for λ, µ ∈ Λ
with µ ≥ λ, let ψλµ : Mλ → Mµ be the transition map, and set Nλµ := Ker(ψλµ ⊗K+ K+/I);
it follows that Nλµ ⊗K+ κ is the kernel of ψλµ ⊗K+ κ. But the latter map is an isomorphism,
since the same holds for ϕλ and ϕµ. By Nakayama’s lemma, we deduce thatNλµ = 0, therefore
M = Mλ/IMλ for any λ ∈ Λ, whence (c).
Lastly, (c)⇒(a) is obvious. 
Proposition 14.8.14. Let A be a locally measurableK+-algebra. Suppose that
(a) A/mKA is a noetherian ring.
(b) The Jacobson radical of A contains mKA.
Then we have :
(i) A⊗K+ K is a noetherian ring.
(ii) Every finitely generatedK+-flat A-module is finitely presented.
(iii) If the valuation ofK is discrete, A is noetherian.
Proof. For anyK+-algebra B, and any ideal I ⊂ BK := B⊗K+K, let us set Isat := Ker(B →
BK/I), and notice that I
sat ⊗K= K = I . To begin with, we remark :
Claim 14.8.15. Let B be a measurable K+-algebra, I ⊂ BK an ideal. Then Isat is a finitely
generated ideal of B.
Proof of the claim. Clearly B/Isat is aK+-flat finitely generated B-module, hence it is finitely
presented, by proposition 14.8.1; now the claim follows from [52, Lemma 2.3.18(ii)]. ♦
(i): Suppose (Ik | k ∈ N) is an increasing sequence of ideals of A ⊗K+ K; assumption (a)
implies that there exists n ∈ N such that the images of Isatn and Isatm agree in A/mKA, for every
m ≥ n. This means that
(14.8.16) (Isatm /I
sat
n )⊗K+ κ = 0 for everym ≥ n.
Next, for any geometric point ξ of SpecA, let Ashξ be the strict henselization of A at ξ; since the
natural map A → Ashξ is flat, Ik ⊗A Ashξ is an ideal of Ashξ ⊗K+ K, and clearly Isatk ⊗A Ashξ =
(Ik ⊗A Ashξ )sat, for every k ∈ N. Especially Isatk ⊗A Ashξ is a finitely generated ideal of Ashξ ,
by claim 14.8.15. In view of (14.8.16), and assumption (b), Nakayama’s lemma then says that
(Isatm /I
sat
n ) ⊗A Ashξ = 0 for every m ≥ n. Since ξ is arbitrary, we conclude that Isatm /Isatn = 0
for everym ≥ n, therefore the sequence (Ik | k ∈ N) is stationary.
(ii): Let M be a K+-flat and finitely generated A-module, pick an A-linear surjection ϕ :
A⊕n → M , and set N := Kerϕ. Since M is K+-flat, N/mKN is the kernel of ϕ ⊗K+ κ, and
assumption (a) implies that N/mKN is a finitely generated A/mKA-module. Hence we may
find a finitely generated A-submodule N ′ ⊂ N such that N = N ′ + mKN . For any geometric
point ξ of SpecA, define Ashξ as in the foregoing; by proposition 14.8.1 (and by [52, Lemma
2.3.18(ii)]), N ⊗A Ashξ is a finitely generated Ashξ -module; then (b) and Nakayama’s lemma
imply that N ′ ⊗A Ashξ = N ⊗A Ashξ . Since ξ is arbitrary, it follows that N = N ′; especially,M
is finitely presented, as stated.
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(iii): It suffices to show that every prime ideal of A is finitely generated ([89, Th.3.4]). How-
ever, let p ⊂ A be such a prime ideal, and fix a generator t of mK . Suppose first that t ∈ p; in
that case (a) implies that p/tA is a finitely generated ideal of A/tA, so then clearly p is finitely
generated as well. Next, in case t /∈ p, the quotient A/p is a K+-flat finitely generated A-
module, hence it is finitely presented (proposition 14.8.1), so again p is finitely generated ([52,
Lemma 2.3.18(ii)]). 
Theorem 14.8.17. Let A be a locally measurable K+-algebra, M a finitely presented A-
module, and suppose that :
(a) The valuation of K has finite rank.
(b) For every t ∈ SpecK+, the ring A⊗K+ κ(t) is noetherian.
Then we have :
(i) M admits a K+-flattening sequence.
(ii) AssM is a finite set.
Proof. (i): Set X := SpecA, S := SpecK+, let f : X → S be the structure morphism, and
denote by M the quasi-coherent OX-module associated withM . Also, for every quasi-coherent
OX -module F and every c ∈ K+, let cF : F → cF be the unique OX-linear morphism such
that cF (U) = cF (U) for every affine open subset U ⊂ X (notation of definition 14.8.6(ii)). For
every x ∈ X , set K+f(x) := OS,f(x); then K+f(x) is a valuation ring whose valuation we denote
| · |f(x), and OX,x is a locallyK+x -measurable algebra. By proposition 14.8.11, the OX,x-module
Mx admits a K
+
f(x)-flattening sequence (bx,0, . . . , bx,n); we wish to show that there exists an
open neighborhood U(x) of x in X , such that (bx,iM /bx,i+1M )y is a K+/b
−1
x,ibx,i+1K
+-flat
module, for every y ∈ U(x) and every i = 0, . . . , n− 1. To this aim, we remark :
Claim 14.8.18. Let N be a quasi-coherent OX-module of finite type, x ∈ X a point, and
b ∈ K+ such that Nx is a flat K+/bK+-module. Then there exists an open neighborhood
U ⊂ X of x such that the map
cN ,y ⊗K+ κ(f(y)) : Ny ⊗K+ κ(f(y))→ cNy ⊗K+ κ(f(y))
is an isomorphism for every y ∈ U and every c ∈ K+ with log |c|f(y) < log |b|f(y).
Proof of the claim. Let z ∈ X(x) be any point, and set t := f(z); under our assumptions, Nz is
a flat K+/bK+-module. Therefore, the sequence of OX,z-modules
0→ c−1bNz j−→ Nz cN ,z−−−−→ cNz → 0
is exact, for every c ∈ K+ with log |c| < log |b|, and a fortiori, whenever log |c|t < log |b|t. If
the latter inequality holds, the map j ⊗K+ κ(t) vanishes, hence cN ,z ⊗K+ κ(t) is injective.
Let now y ∈ X be any point; set u := f(y), pick c ∈ K+ with log |c|u < log |b|u, set
K (u) := Ker(cN ⊗K+ κ(u)), and suppose that K (u)y 6= 0. The foregoing shows that in this
case y /∈ X(x). On the other hand, by assumption f−1(u) is a noetherian scheme, and N (u) :=
N ⊗K+ κ(u) is a coherent Of−1(u)-module, therefore AssN (u) is a finite set ([89, Th.6.5(i)]).
In view of proposition 10.5.6(ii), we conclude that AssK (u) is contained in the finite set
AssN (u)\X(x). LetZ be the topological closure inX of the (finite) set⋃u∈S AssN (u)\X(x);
taking into account lemma 10.5.5(ii,iii), we see that U := X\Z will do. ♦
Fix x ∈ X and i ≤ n; taking N := bx,iM /bx,i+1M and b := b−1x,ibx,i+1 in claim 14.8.18, and
invoking the criterion of corollary 14.8.13, we obtain an open neighborhood Ui of x in X such
that Ny is K+/bK+-flat for every y ∈ Ui. Clearly the subset U(x) := U1 ∩ · · · ∩ Un fulfills
the sought condition. Next, pick finitely many points x1, . . . , xk ∈ X and corresponding K+-
flattening sequences bi for Mxi , for each i = 1, . . . , k, such that U(x1)∪· · ·∪U(xk) = X; after
reordering, the sequence (b1, . . . , bk) becomes K
+-flattening forM (see remark 14.8.7(iii)).
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(ii): Let (b0, . . . , bn) be a K
+-flattening sequence for M ; in view of proposition 10.5.6(ii),
it suffices to prove that Ass biM/bi+1M is a finite set, for every i = 0, . . . , n − 1. Taking into
account remark 14.8.4(iv), we are then reduced to showing
Claim 14.8.19. Let N be a quasi-coherent OX-module, and b ∈ K+ any element such that Nx
is aK+/bK+-flat and finitely presented OX,x-module for every x ∈ X . Then AssN is finite.
Proof of the claim. For given x ∈ X and any geometric point ξ of X localized at x, let Ash
be the strict henselization of A at ξ, and B a local and essentially finitely presentedK+-algebra
with a local and ind-e´tale mapB → Ash. We may assume that Nx⊗AAsh descends to a finitely
presented K+/bK+-flat B-module NB ([43, Ch.IV, Cor.11.2.6.1(ii)]). Denote by x (resp. by
xB) the closed point of X(ξ) = SpecA
sh (resp. of SpecB); in light of corollary 10.4.36 we
have
(14.8.20) x ∈ AssN ⇔ x ∈ AssOX,xNx ⇔ x ∈ AssAshNx ⊗A Ash ⇔ xB ∈ AssBNB.
On the other hand, it is easily seen that AssK+K
+/bK+ consists of only one point, namely the
maximal point t of SpecK+/bK+. From corollary 10.5.9, we deduce :
xB ∈ AssBNB ⇔ xB ∈ AssBNB ⊗K+ κ(t)
and by applying again repeatedly corollary 10.4.36 as in (14.8.20), we see that
xB ∈ AssBNB ⊗K+ κ(t)⇔ x ∈ AssN ⊗K+ κ(t).
Summing up, we conclude that AssN = AssN ⊗K+ κ(t), and the latter is a finite set, by [89,
Th.6.5(i)]. 
Corollary 14.8.21. Let (K, | · |) be a valued field, and A a locally measurable K+-algebra
fulfilling conditions (a) and (b) of theorem 14.8.17. Let also M be a finitely generated A-
module, and p ⊂ A any prime ideal such thatMp is a finitely presented Ap-module. We have:
(i) There exists f ∈ A\p such thatMf is a finitely presented Af -module.
(ii) A is coherent.
Proof. (i): We may find a finitely presented A-module M ′ with an A-linear surjection ϕ :
M ′ → M such that ϕp is an isomorphism. Set M ′′ := Kerϕ; it follows that AssM ′′ ⊂
AssM ′ \ SpecAp. However, AssM ′ is a finite set (theorem 14.8.17(ii)); therefore the support
of Kerϕ is contained in a closed subset of X := SpecA that does not contain p, and the
assertion follows.
(ii): Let M be a finitely presented A-module, M ′ ⊂ M a finitely generated submodule, and
let M ′ be the quasi-coherent OX-module associated with M
′. By remark 14.8.4(iv), we know
that M ′x is a finitely presented OX,x-module for every x ∈ X; from (i), it follows that M ′ is a
finitely presented OX-module, and the assertion follows easily. 
In view of theorem 14.8.17 and corollary 14.8.21, it is interesting to have criteria ensuring
that the fibres over SpecK of the spectrum of a locally measurableK+-algebra are noetherian.
We present two results in this direction. To state them, let us make first the following :
Definition 14.8.22. Let f : X → Y be a morphism of schemes.
(i) We say that f is absolutely flat if the following holds. For every geometric point ξ of
X , the induced morphism fξ : X(ξ)→ Y (f(ξ)) is an isomorphism.
(ii) We say that f has finite fibres if the set f−1(y) is finite, for every y ∈ Y .
(iii) We say that Y admits a geometrically unibranch stratification if every irreducible
closed subset Z of Y contains a subset U 6= ∅, open in Z, and geometrically uni-
branch.
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(iv) We say that a ring homomorphism ϕ : A→ B is absolutely flat if Specϕ is absolutely
flat.
Remark 14.8.23. In practice, it is often the case that a noetherian scheme admits a geometri-
cally unibranch stratification; for instance, this holds (essentially by definition) for the spectrum
of a quasi-excellent noetherian ring (see definition 9.7.3).
Lemma 14.8.24. Let f : X → Y be an absolutely flat morphism of schemes. Then LX/Y ≃ 0
in D(OX-Mod).
Proof. We easily reduce to the case where both X and Y are local schemes. Let ξ be a
geometric point of X localized at the closed point; then LX(ξ)/X ≃ 0 in D(OX(ξ)-Mod)
([52, Th.2.5.37]). Hence, by transitivity ([52, Th.2.5.33]), we are reduced to showing that
LX(ξ)/Y ≃ 0 in D(OX(ξ)-Mod). The latter assertion assertion holds, again by virtue of [52,
Th.2.5.37], since fξ is an isomorphism. 
Proposition 14.8.25. Let ϕ : A → B be a local and absolutely flat morphism of local rings.
Assume that either one of the following two conditions holds :
(a) A is a normal local domain.
(b) B is a henselian local ring.
Then ϕ is an ind-e´tale ring homomorphism.
Proof. Pick a geometric point ξ of SpecB localized at the closed point, and let ξ′ denote the
image of ξ in SpecA. Let also Ash (resp. Bsh) be the strict henselization of A at ξ′ (resp. of
B at ξ). Notice first that A is a normal local domain if and only if the same holds for B ([44,
Ch.IV, Prop.18.8.12(i)]). In case (a) holds, let FA (resp. FB) be the field of fractions of A (resp.
B). We remark :
Claim 14.8.26. Let R be any normal local domain, and Rsh the strict henselization of R at a
geometric point localized at the closed point of SpecR. We have :
(i) R = Rsh ∩ FracR (where the intersection takes place in FracRsh).
(ii) For every field extension F of FracR contained in FracRsh, the R-algebra F ∩ Rsh is
ind-e´tale.
Proof of the claim. (i): More generally, let C → D be any faithfully flat ring homomorphism,
and denote by FracC (resp. FracD) the total ring of fractions of C (resp. of D); then it is
easily seen that C = D ∩ FracC, where the intersection takes place in FracD : the proof shall
be left as an exercise for the reader.
(ii): We easily reduce to the case where F is a finite extension of FR := FracR. Then, let
E be a finite Galois extension of FR, contained in a fixed separable closure F
sep of F shR :=
FracRsh, and containing F ; also, denote by Rν (resp. RνE) the integral closure of R in F
sep
(resp. in E). Recall that there exists a unique maximal ideal psep ⊂ Rν lying over the maximal
ideal of R, such that Rsh = (Rν)Ipsep , where I ⊂ Gal(F sep/FR) is the inertia subgroup associ-
ated with psep ([99, Ch.X, §2, Th.2]); therefore, F shR = (F sep)I . On the other hand, F = EH
for a subgroup H ⊂ Gal(E/FR), and recall that the natural surjection Gal(F sep/FR) →
Gal(E/FR) maps I onto the inertia subgroup IE associated with the maximal ideal pE :=
psep ∩ E ⊂ RνE . It follows that H contains IE . Set pF := pE ∩ F ; then RF := (RνE ∩ F )pF is a
faithfully flat and essentially e´tale R-algebra ([99, Ch.X, §1, Th.1(1)]). Especially,Rsh is also a
strict henselization of RF , and notice that FracRF = F , so the assertion follows from (i). ♦
By assumption, ϕ extends to an isomorphism of local domains Ash
∼→ Bsh; in view of claim
14.8.26(i), we see that B = FB ∩ Ash, and then the proposition follows from claim 14.8.26(ii).
Next, suppose assumption (b) holds. Then, ϕ extends uniquely to a local ring homomor-
phism ϕh : Ah → B from the henselization of A ([44, Ch.IV, Th.18.6.6(ii)]); clearly ϕh is still
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absolutely flat, hence we may replace A by Ah and assume that both A and B are henselian.
Since ϕ is absolutely flat, the residue field extension κ(A) → κ(B) is separable and algebraic;
then for every finite extension E of κ(A) contained in κ(B) there exists a finite e´tale local A-
algebra AE, unique up to isomorphism, whose residue field is E ([44, Ch.IV, Prop.18.5.15]).
The natural map κ(B) → E ⊗κ(A) κ(B) admits a well defined section, given by the multi-
plication in κ(B), and the latter extends to a section sE of the induced finite e´tale ring homo-
morphism B → AE ⊗A B ([44, Ch.IV, Th.18.5.11]). The composition of sE with the natural
map AE → AE ⊗A B is a ring homomorphism AE → B that extends ϕ. The construction is
clearly compatible with inclusion of subextensions E ⊂ E ′, hence let A′ be the colimit of the
system (AE | E ⊂ κ(B)); summing up, ϕ extends to a local and absolutely flat map A′ → B.
We may therefore replace A by A′ and assume from start that κ(A) = κ(B). In this case, set
B′ := Ash⊗AB, and notice that κ(Ash)⊗κ(A)κ(B) = κ(Ash), so thatB′ is a local ring, ind-e´tale,
faithfully flat over B, and with separably closed residue field. Since B is already henselian, it
follows that B′ is a strict henselization of B, and therefore the induced map Ash → B′ is an
isomorphism; by faithfully flat descent, we deduce that ϕ is already an isomorphism, and the
proof of the proposition is concluded. 
Lemma 14.8.27. Let A be a locally measurable K+-algebra, and set X := SpecK. Let also
f : X → Y be a morphism of K+-schemes with ΩX/Y = 0, and Y a finitely presented K+-
scheme. Then fξ is a finitely presented closed immersion, for every geometric point ξ of X .
Proof. Fix such a geometric point ξ; by definition, we may find a local K+-scheme Z essen-
tially finitely presented, and an ind-e´tale morphism g : X(ξ) → Z of K+-schemes. We may
also assume that the morphism X(ξ) → Y deduced from f factors through g, in which case
the resulting morphism h : Z → Y is essentially finitely presented. Under the current as-
sumptions, ΩX(ξ)/Y = 0, and then lemma 14.8.24 easily implies that ΩZ/Y vanishes as well,
so h is essentially unramified, and therefore it factors as the composition of a finitely presented
closed immersion Z → Z ′ followed by an essentially e´tale morphism Z ′ → Y ([44, Ch.IV,
Cor.18.4.7]). The lemma is an immediate consequence. 
Proposition 14.8.28. Let A be a local, henselian, and locally measurable K+-algebra, whose
structure mapK+ → A is local. Then A is a measurableK+-algebra.
Proof. Pick a local and essentally finitely presented K+-algebra B and a local and ind-e´tale
map ϕ : B → A of K+-algebras. Let ξ be a geometric point of SpecA localized at the
closed point, and denote by ξ′ the image of ξ in SpecB; also, let Ash (resp. Bsh) be the
strict henselization of A at ξ (resp. of B at ξ′). Then ΩA/B = 0, hence the induced map
ϕsh : Bsh → Ash is a finitely presented surjection (lemma 14.8.27), especially I := Kerϕsh is
a finitely generated ideal, and it follows as well that the residue field extension κ(B) → κ(A)
is separable and algebraic. Let Bh be the henselization of B, and for every field extension
E of κ(B) contained in κ(A)sep = κ(B)sep, let BhE denote the local ind-e´tale B
h-algebra –
determined up to isomorphism – whose residue field is E ([44, Ch.IV, Prop.18.5.15]). We
may find a finite Galois extension E of κ(B) such that I descends to a finitely generated ideal
IE ⊂ BhE . For any automorphism σ ∈ G := Gal(κ(B)sep/κ(B)), let σ ∈ GE := Gal(E/κ(B))
be the image of σ. Recall that G (resp. GE) is the group of automorphisms of the B
h-algebra
Bsh (resp. BhE). With this notation, we have the identity
σ(IE)B
sh = σ(I) = I for every σ ∈ G
and since Bsh is a faithfully flat Bh-algebra, it follows that IE is invariant under the action of
GE; by Galois descent, we conclude that I descends to a finitely generated ideal I0 ⊂ Bh.
Set C := Bh/I0, and let C
sh denote the strict henselization of C at (the unique lifting of)
the geometric point ξ′. Since A is henselian, ϕ extends uniquely to a local homomorphism
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ϕh : Bh → A ([44, Ch.IV, Th.18.6.6(ii)]), and it is easily seen that ϕh factors through C.
By construction, the resulting map C → A is absolutely flat, so the assertion follows from
proposition 14.8.25. 
Lemma 14.8.29. Let X be a noetherian scheme that admits a geometrically unibranch stratifi-
cation, and F a coherent OXe´t-module. Then there exists a partition
X = X1 ∪ · · · ∪Xk
ofX into finitely many disjoint irreducible locally closed subsets, such that the following holds.
For every i = 1, . . . , k, every geometric point x of Xi, and every generization u of x in Xi,
every strict specialization map
sx,u : Fx → Fu
is injective (see (4.9.23)).
Proof. Arguing by noetherian induction, it suffices to show that every reduced and irreducible
closed subscheme W of X contains a subset U 6= ∅ that is open in W , and such that every
strict specialization map sx,u with x, u localized in U , is injective. However, W contains an
open subset U 6= ∅ such that
(a) U is geometrically unibranch
(b) U is affine and irreducible
(c) F is normally flat alongW at every point of U (see [42, Ch.IV,§6.10.1]).
Indeed, (a) holds by assumption; (b) can be easily arranged by shrinking U , sinceX is noether-
ian. Lastly, (c) follows from [42, Ch.IV, Prop.6.10.2]. We claim that such U will do. Indeed, let
i : W → W be the closed immersion; set
I := Ker(OX → i∗OW ) R• :=
⊕
n∈N
I nF/I n+1F
and recall that condition (c) means that R•u is a flat OW,u-module, for every u ∈ U . Now, for
a given sx,u as in the foregoing, denote by x (resp. u) the support of x (resp. of u) and define
descending filtrations by the rule :
FilkFx := I
k
x ·Fx FilkFu := I ku ·Fu for every k ∈ N.
By [89, Th.8.9], both these filtrations are separated, and obviously sx,u is a map of filtered
modules; thus, it suffices to show that the induced maps grkFx → grkFu of associated graded
modules are injective, for every k ∈ N. However, notice the natural identifications :
gr•Fx = R
•
x ⊗OW,x OWe´t,x gr•Fu = R•x ⊗OW,x OWe´t,u.
Then, the normal flatness condition reduces to checking that the induced strict specialization
map OWe´t,x → OWe´t,u is injective; the latter assertion holds by the following :
Claim 14.8.30. LetW be a reduced, irreducible scheme, w a geometric point ofW , and suppose
that W is unibranch at the support w of w. Then, for every generization u of w in W , every
strict specialization map OWe´t,w → OWe´t,u is injective.
Proof of the claim. LetW ν be the normalization ofW , and wν a geometric point ofW ν whose
image in X is isomorphic to w, and denote by wν the support of wν . The assumption on w
means that the induced morphismW ν(wν)→W (w) is integral, and the residue field extension
κ(w)→ κ(wν) is radicial, hence the natural morphism ofW ν(wν)-schemes
W (w)×W (w) W ν(wν)→W ν(wν)
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is an isomorphism ([44, Ch.IV, Prop.18.8.10]). Since W ν(wν) is a normal local scheme ([44,
Prop.18.8.12(i)]), it follows easily thatW (w) is reduced and irreducible. However, any special-
ization map is the composition of a localization map, followed by a local ind-e´tale map of local
rings, whence the claim. 
14.8.31. Now, consider – quite generally – a ring homomorphismA→ B, with A noetherian.
Set Y := SpecA, X := SpecB, and denote by f : X → Y the associated morphism of affine
schemes.
Lemma 14.8.32. In the situation of (14.8.31), suppose moreover that f is absolutely flat. Then
the following conditions are equivalent :
(a) B is noetherian.
(b) f has finite fibres.
Proof. Let ξ be any geometric point of X , and x (resp. y) the support of ξ (resp. of f(ξ)).
(a)⇒(b): X(ξ) ×OY,y κ(y) is the strict henselization of Xy := f−1(y) (with its reduced
subscheme structure) at ξ. Under our assumptions, Xy(ξ) is isomorphic to Specκ(y), and (a)
implies that Xy(x) is a noetherian scheme of dimension≤ 0. Since x is arbitrary, (b) follows.
(b)⇒(a): Let I ⊂ B be any ideal, and denote byI the associated quasi-coherentOX-module.
We need to show that I is an OX-module of finite type. Since fξ is an isomorphism, we may
find a commutative diagram of affine schemes
X ′
g //
h

Y ′

X
f // Y
whose left (resp. right) vertical arrow is an e´tale neighborhood of ξ (resp. of f(ξ)), and a quasi-
coherent ideal J ⊂ OY ′ such that g∗J ⊂ h∗I and such that (g∗J )x′ = (h∗I )x′ for some
x′ ∈ h−1(x) (notice that g is a flat morphism). Set M := OY ′/J , let z′ ∈ X ′ an arbitrary
point, and set y′ := g(z′); in light of corollary 10.4.36, we have
z′ ∈ Ass g∗M ⇔ z′ ∈ Ass g∗M|X′(x′) ⇔ y′ ∈ AssM|Y ′(y′) ⇔ y′ ∈ AssM .
In other words, Ass g∗M = g−1AssM . However, AssM is finite ([89, Th.6.5(i)]), hence the
same holds for Ass g∗M , in view of (b). Now, notice that Ass h∗I /g∗J ⊂ Ass g∗M \X ′(x′)
(proposition 10.5.6(ii)). It follows that there exists an open neighborhood U of x′ in X ′ such
that (h∗I /g∗J )|U = 0 (lemma 10.5.5(iii)), i.e. (g∗J )|U = h∗I|U ; especially, h∗I|U is an OU -
module of finite type. Since h is an open map, we deduce that h(U) is an open neighborhood of
x inX , andI|h(U) is anOh(U)-module of finite type. Since x is arbitrary, the lemma follows. 
14.8.33. For our second criterion, keep the situation of (14.8.31), and suppose additionaly
that, for every geometric point ξ of X , the induced morphism fξ : X(ξ) → Y (ξ) is a closed
immersion. Under this weaker assumption, it is not necessarily true that conditions (a) and (b)
of lemma 14.8.32 are equivalent. For instance, we have :
Example 14.8.34. Take A := k[X ], the free polynomial algebra over a given infinite field k;
also, let (ai | i ∈ N) be a sequence of distinct elements of k. We construct an A-algebra B, as
the colimit of the inductive system (Bi | i ∈ N) of A-algebras, such that
• Bi := k[X ]× ki+1 (the product of k[x] and i+ 1 copies of k, in the category of rings)
• the structure map A → Bi is the unique map of k-algebras given by the rule : X 7→
(X, a0, . . . , ai)
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• the transition maps Bi → Bi+1 are given by the rule : X 7→ (X, 0, . . . , 0, ai+1) and
(0, ei) 7→ (0, ei, 0) for i = 0, . . . , i. (Here e0, . . . , ei is the standard basis of the k-vector
space ki+1.)
Then one can check that X := SpecB = Spec k[X ] ∪ N, and N is an open subset of X with
the discrete topology. Moreover, the induced map SpecB → Y := SpecA restricts to the
continuous map N → Y given by the rule i 7→ pi, for every i ∈ N, where pi is the prime ideal
generated by X − ai. It follows easily that the condition of (14.8.33) is fulfilled; nevertheless,
clearly X has infinitely many maximal points, hence its underlying topological space is not
noetherian, and a fortiori, B cannot be noetherian.
However, we have the following positive result :
Proposition 14.8.35. In the situation of (14.8.33), suppose additionally that Y admits a geo-
metrically unibranch stratification. Then the following conditions are equivalent :
(a) B is noetherian.
(b) The topological space underlyingX is noetherian.
(c) For every geometric point ξ ofX there exist a neighborhoodX ′ of ξ inXe´t, an unrami-
fied Y -scheme Y ′, and an absolutely flat morphismX ′ → Y ′ of Y -schemes, with finite
fibres.
Proof. Obviously (a)⇒(b).
(c)⇒(a): Indeed, under assumption (c), we may find finitely many geometric points ξ1, . . . , ξk
of X , and for every i = 1, . . . , k, a neighborhoodX ′i of ξi in Xe´t, and a Y -morphism X
′
i → Y ′i
with the stated properties, such that moreover, the family (X ′i | i = 1, . . . , k) is an e´tale covering
of X . Furthermore, we may assume that X ′i and Y
′
i are affine for every i ≤ k. In this case,
lemma 14.8.32 shows that everyX ′i is noetherian, and then the same holds for X .
(b)⇒(c): Fix a geometric point ξ ofX , and let Bshξ (resp. Ashξ ) denote the strict henselization
of B at ξ (resp. of A at f(ξ)); by assumption, we may find a (finitely generated) ideal I ⊂
Ashξ such that fξ induces an isomorphism A
sh
ξ /I
∼→ Bshξ . Then we may find an affine e´tale
neighborhood Y ′ of f(ξ), say Y ′ := SpecA′ for some e´tale A-algebra A′, and an ideal I ′ ⊂ A′
such that I ′Ashξ = I . Next, we may find an affine e´tale neighborhood X
′ := SpecB′ of ξ such
that fξ extends to a morphism g : X
′ → Y ′, and we may further suppose that the corresponding
ring homomorphism A′ → B′ factors through A′/I ′, so g factors through a morphism
h : X ′ → Z := SpecA′/I ′
and the closed immersion Z → Y ′. By construction, ξ lifts to a geometric point ξ′ of X ′, and
hξ′ : X
′(ξ′)→ Z(h(ξ′)) is an isomorphism ([44, Ch.IV, Prop.18.8.10]). To conclude the proof,
it then suffices to exhibit an open subset U ⊂ X ′ containing the support of ξ′, and such that the
restriction U → Z of h is absolutely flat with finite fibres.
Claim 14.8.36. Let ϕ : W → W ′ be a quasi-finite, separated, dominant and finitely presented
morphism of reduced, irreducible schemes, and suppose thatW ′ contains a non-empty geomet-
rically unibranch open subset. Then the same holds forW .
Proof of the claim. After replacing W ′ by some open subset U ′ ⊂ W ′, and W by ϕ−1U ′, may
assume that W ′ is affine and unibranch; then we may also suppose that ϕ is finite ([43, Ch.IV,
Th.8.12.6]), in which caseW is affine as well, and ϕ is surjective.
Let η ∈ W and η′ ∈ W ′ be the respective generic points, and denote by E ⊂ κ(η) the
maximal subfield that is separable over κ(η′). We may then find a reduced and irreducible
scheme W ′′, with generic point η′′, such that ϕ factors as the composition of finite surjective
morphisms ϕ′ : W → W ′′, ϕ′′ : W ′′ → W ′, and such that κ(η′′) = E. By virtue of [43, Ch.IV,
Th.8.10.5] and [44, Ch.IV, Prop.17.7.8(ii)], we may then replace W ′ by a non-empty open
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subset, and assume that ϕ′ is radicial, and ϕ′′ is e´tale. Then W ′′ is geometrically unibranch
([42, Ch.IV, Prop.6.15.10]); hence, we may replace W ′ by W ′′, and reduce to the case where
ϕ is radicial. Let p be the characteristic of κ(η′); if p = 0, ϕ is birational, in which case the
assertion follows from [42, Prop.6.15.5(ii)]. In case p > 0, writeW = SpecC,W ′ = SpecC ′;
the induced ring homomorphism C ′ → C is finite and injective, and we have Cpn ⊂ C ′ for
n ∈ N large enough. Denote by Cν (resp. C ′ν) the normalization of the domain C (resp. of C ′);
it follows easily that (Cν)p
n ⊂ C ′ν , so the morphism SpecCν → SpecC ′ν is radicial. On the
other hand, sinceW ′ is geometrically unibranch, the normalization morphism SpecC ′ν → W ′
is radicial ([41, Ch.0, Lemme 23.2.2]) and therefore the normalization map SpecCν → W is
radicial as well ([42, Ch.IV, Lemme 6.15.3.1(i)]). ThenW is geometrically unibranch, again by
[41, Ch.0, Lemme 23.2.2]. ♦
From claim 14.8.36 and our assumption on Y , it follows easily that Z admits a geometrically
unibranch stratification. The morphism h induces as usual a morphism of e´tale topoi
(14.8.37) (X ′)∼e´t
h∗ // Z∼e´t
h∗
oo
as well as a morphism h♮ : h∗OZe´t → OX′e´t of (X ′)∼e´t-rings. By construction, for every geometric
point τ of X ′, the induced map on stalks h♮τ : OZe´t,h(τ) → OX′e´t,τ is surjective, and h
♮
ξ′ is a
bijection. It follows easily that h♮τ is also bijective for every generization τ of ξ
′. Now, choose
a partition Z = Z1 ∪ · · · ∪ Zk as in lemma 14.8.29 (with F := OZe´t), and for given i ≤ k,
suppose that τ and η are two geometric points of h−1Zi, with η a generization of τ . The choice
of a strict specialization morphismX ′(η)→ X ′(τ) yields a commutative diagram
(14.8.38)
OZe´t,h(τ)
h♮τ //

OX′e´t,τ

OZe´t,h(η)
h♮η // OX′e´t,η
whose vertical arrows are strict specialization maps (see remark 4.9.26(i)); in light of lemma
14.8.29, we deduce that h♮τ is injective, whenever the same holds for h
♮
η. Now, let x
′ ∈ X ′ be the
support of ξ′, and Σi the set of maximal points of h
−1Zi. Condition (b) and proposition 8.1.61
imply that h−1Zi is a noetherian topological space, hence Σi is a finite set; it follows that the
topological closureW of
⋃k
i=1Σi \X ′(x′) in X ′ is a closed subset that does not contain x′; by
construction, h♮ restricts to a monomorphism on U := X ′ \W , i.e. the restriction hU : U → Z
of h is absolutely flat, as required. It also follows that the fibres of hU are noetherian topological
spaces of dimension zero (cp. the proof of lemma 14.8.32), hence they are finite, and the proof
is complete. 
Lemma 14.8.39. Suppose that the valuation of K has finite rank, and let X be a finitely pre-
sentedK+-scheme, F a coherent OXe´t-module. Then there exists a partition
X = X1 ∪ · · · ∪Xk
ofX into finitely many disjoint irreducible locally closed subsets, such that the following holds.
For every i = 1, . . . , k, every geometric point x of Xi, and every generization u of x in Xi,
every strict specialization map
sx,u : Fx → Fu
is injective (see (4.9.23)).
Proof. We easily reduce to the case where X is affine, say X = SpecA, and then F is the
coherent OXe´t-module arising from a finitely presented A-module M . By theorem 14.8.17(i),
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M admits a K+-flattening sequence (b0, . . . , bn). Then we are further reduced to showing the
assertion for the subquotients biM/bi+1M (that are finitely presented, by corollary 14.8.21(ii)).
So, we may assume from start that f : X → S0 := SpecK+/bK+ is a finitely presented
morphism for some b ∈ K+, and F is f -flat. For every t ∈ S0, let
it : Xt := f
−1(t)→ X
be the locally closed immersion; since Xt is an excellent noetherian scheme, we may apply
lemma 14.8.29 and remark 14.8.23 to produce a partitionXt = Xt,1∪· · ·∪Xt,k by finitely many
disjoint irreducible locally closed subsets such that, for every i = 1, . . . , k, every geometric
point x ofXt,i and every generization u of x inXt,i, every specialization map
(i∗tF )x → (i∗tF )u
is injective. Since |S0| is a finite set, the lemma will then follow from :
Claim 14.8.40. Let g : Y → T be any finitely presented morphism of schemes, G a finitely
presented, quasi-coherent g-flat OY -module, and t ∈ T . Let also y, u be two geometric points
of g−1(t), such that u is a generization of y. Let sy,u : Gy → Gu be a strict specialization map,
and suppose that sy,u ⊗OT,t κ(t) is injective. Then the same holds for sy,u.
Proof of the claim. Set Y ′ := Y (y), denote by j : Y ′ → Y the natural morphism, and set
G ′ := j∗G . The map sy,u is deduced from a morphism Y (u) → Y ′ of Y -schemes; the latter
factors through a faithfully flat morphism Y (u) → Y ′(u), where u ∈ Y ′ is the image of the
closed point of Y (u). Hence, sy,u is the composition of the specialization map s
′ : G ′y → G ′u,
and the injective map G ′u → G ′u. Our assumption implies that s′ ⊗OT,t κ(t) is injective, and
it suffices to show that the same holds for s′. However, Y ′ is the limit of a cofiltered system
(jλ : Yλ → Y | λ ∈ Λ) of local, essentially e´tale Y -schemes. Write Gλ := j∗λG for every λ ∈ Λ,
and notice that the transition morphisms Yλ → Yµ are faithfully flat, for every λ ≥ µ; it follows
that G ′y is the filtered union of the system of modules (Gλ := Γ(Yλ,Gλ) | λ ∈ Λ) (proposition
10.1.8(i)); likewise, G ′y⊗OT,tκ(t) is the filtered union of the submodules (Gλ⊗OT,tκ(t) | λ ∈ Λ).
We are then reduced to checking that all the restrictions sλ : Gλ → G ′u of s′ are injective, and
we know already that sλ ⊗OT,t κ(t) is injective for every λ ∈ Λ. For every such λ, let uλ ∈ Yλ
be the image of u; then sλ factors through the injective map Gλ,uλ → G ′u and the specialization
map s′λ : Gλ → Gλ,uλ . Consequently, it suffices to show that s′λ is injective, and we know
already that the same holds for s′λ ⊗OT,t κ(t). However, Gλ,uλ is a localization Q−1λ Gλ, for a
multiplicative set Qλ ⊂ Γ(Yλ,OYλ), and s′λ is the localization map. The claim therefore boils
down to the assertion that, for every λ ∈ Λ and every q ∈ Qλ, the endomorphism q · 1Gλ is
injective on Gλ, and our assumption already ensures that (q · 1Gλ) ⊗OT,t κ(t) is injective on
Gλ ⊗OT,t κ(t). However, let gλ : Yλ → T be the morphism induced by g; by construction, Gλ is
a gλ-flat OYλ-module, hence the contention follows from [43, Prop.11.3.7]. 
Proposition 14.8.41. Let (K, | · |) be a valued field, and A a locally measurable K+-algebra
fulfilling conditions (a) and (b) of theorem 14.8.17. The following conditions are equivalent:
(c) For every geometric point ξ of X := SpecA there exist a neighborhood U of ξ in Xe´t,
and a finitely presentedK+-schemeZ with an absolutely flat morphism ofK+-schemes
X ′ → Z.
(d) ΩA/K+ is an A-module of finite type.
Proof. (c)⇒(d) follows easily from lemma 14.8.24.
(d)⇒(c): Let a1, . . . , ak ∈ A be a finite system of elements such that da1, . . . , dak generate
the A-module ΩA/K+ . We define a map of K
+-algebras A0 := K
+[T1, . . . , Tk] → A by the
rule: Ti 7→ ai for i = 1, . . . , k. Clearly ΩA/A0 = 0. Let Z0 := SpecA0, and denote by
f : X → Z0 the induced morphism of schemes. Let Ashξ (resp. Ash0,ξ) be the strict henselization
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of A at ξ (resp. of A0 at f(ξ)). According to lemma 14.8.27, the induced map A
sh
0,ξ → Ashξ is
surjective, and its kernel is a finitely generated ideal I ⊂ Ash0,ξ. In this situation, we may argue
as in the proof of proposition 14.8.35, to produce an affine e´tale neighborhoodX ′ of ξ, a finitely
presented affine unramified Z0-scheme Z, and a morphism of Z0-schemes h : X
′ → Z such
that hτ : X
′(τ)→ Z(h(τ)) is a closed immersion for every geometric point τ of X ′, and hξ′ is
an isomorphism for some lifting ξ′ of ξ.
Then we consider the associated morphism of e´tale topoi as in (14.8.37) and the morphism
h♮ : h∗OZe´t → OX′e´t of (X ′)∼e´t-rings. Again, the induced map on stalks h♮τ is surjective for every
geometric point τ of X ′, and is bijective if τ is a generization of ξ′. We pick a finite partition
Z = Z1∪· · ·∪Zk as in lemma 14.8.39 (for F := OZ). For any i ≤ k, let τ , η be two geometric
points of h−1Zi, such that η is a generization of τ ; by considering the commutative diagram
(14.8.38), we see again that h♮τ is injective whenever the same holds for h
♮
η.
Now, condition (b) of theorem 14.8.17 easily implies that h−1Zi is a noetherian topological
space, hence its set Σi of maximal points is finite. Again we let x
′ ∈ X ′ be the support of ξ′,
andW the topological closure of
⋃k
i=1Σi \X ′(x′) inX ′, and it is easily seen that the restriction
U → Z of h is absolutely flat, so (c) holds. 
14.8.42. Henceforth we restrict to the case where the value group Γ of K is not discrete and
of rank one. As usual, we consider the almost structure attached to the standard setup attached
to (K, | · |).
Definition 14.8.43. In the situation of (14.8.42), let A be aK+a-algebra andM an A-module.
(i) We say M is an almost noetherian A-module, if every A-submodule of M is almost
finitely generated.
(ii) We say that A is an almost noetherian K+a-algebra, if A is an almost noetherian A-
module.
Remark 14.8.44. In the situation of (14.8.42), suppose that A is an almost noetherian K+a-
algebra. Then the same argument as in the “classical limit” case shows that every almost finitely
generated A-moduleM is almost noetherian. The details shall be left to the reader.
Theorem 14.8.45. Let A be a locally measurableK+-algebra. Suppose that bothA⊗K+ κ and
A⊗K+ K are noetherian rings. Then Aa is an almost noetherianK+a-algebra.
Proof. If the valuation of K is discrete, the assertion is proposition 14.8.14(iii). Hence, we
may assume that the valuation of K is not discrete. Moreover, let Q be the set of all locally
measurable K+-algebras B that are quotients of A, and such that Ba is not almost noetherian.
We have to show that Q = ∅. However, for every B ∈ Q the κ-algebra B := B ⊗K+ κ is a
quotient of the noetherian κ-algebra A := A⊗K+ κ; it follows that the set Q := {B | B ∈ Q}
admits minimal elements, if it is not empty. In the latter case, we may then replace A by any
quotient B ∈ Q such that B is minimal in Q, and therefore assume that for every locally
measurable quotient B of A, either B = A, or else Ba is almost noetherian.
Let I ⊂ A be any ideal; we have to show that Ia is almost finitely generated. By assumption,
the image I of I in A is finitely generated, and the same holds for the ideal IK := I ⊗K+ K
of AK := A ⊗K+ K. Thus, we may find a finitely generated subideal I0 ⊂ I whose image in
A agrees with I , and such that I0 ⊗K+ K = IK . After replacing A by A/I0 and I by I/I0,
we are then reduced to the case where both I and IK vanish. Let J ⊂ A denote the kernel
of the localization map A → AK , set S := 1 + mKA, and let B := S−1A × AK . Clearly
B is a faithfully flat A-algebra, and A/J is a K+-flat A-module; therefore (A/J) ⊗A B is a
K+-flat B-module of finite type, and since AK is noetherian, proposition 14.8.14(ii) implies
that (A/J)⊗AB is finitely presented. Then A/J is finitely presented as well, and therefore J is
a finitely generated ideal. We conclude that there exists c ∈ mK such that cJ = 0. Then notice
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that J ∩ cA = 0 : indeed, if a ∈ J ∩ cA, we have a = cx for some x ∈ A, and ca = 0, therefore
c2x = 0, so x ∈ J , and consequently a = cx = 0. Now, fix b ∈ mK ; since the valuation of K
has rank one, and since I ⊂ J , it follows that there exists n ∈ N large enough, so that
I ∩ bnA = 0.
Let i0 := max{i ∈ N | I ⊂ biA}, and set
N := bi0A/(I + bi0+1A) N ′ := bi0A/bi0+1A.
Let ϕ : N ′ → N be the natural surjection, and set c∗N := cN ◦ ϕ : N ′ → cN for every c ∈ K+
(notation of definition 14.8.6(ii)).
Claim 14.8.46. There exists c ∈ K+ with log |c| < log |b| such that c∗N ⊗K+ κ is not an isomor-
phism.
Proof of the claim. Suppose that the claim fails; then it is easily seen that no γ ∈ log Γ+
with γ < log |b| breaks N . For every geometric point ξ of SpecA, let Ashξ denote the strict
henselization of A at ξ; since Ashξ is a flat A-algebra, we have a natural identification
cN ⊗A Ashξ = c(N ⊗A Ash)
of Ash-modules; therefore, no γ < log |b| breaks N ⊗A Ashξ . By corollary 14.8.13, we deduce
that N ⊗A Ashξ is a K+/bK+-flat and finitely presented Ashξ -module, for every geometric point
ξ. Hence, Cξ := Kerϕ⊗AAshξ is a finitely generated Ashξ -module, and Cξ⊗K+ κ = 0, for every
geometric point ξ. By Nakayama’s lemma, it follows that Cξ = 0 for every such ξ, so finally
Kerϕ = 0, which means that I ⊂ bi0+1A, contradicting the choice of i0. ♦
Let c be as in claim 14.8.46, and set d := cbi0 ; notice the natural isomorphism of A-modules
cN ⊗K+ κ ∼→ dA
I ∩ dA ⊗K+ κ.
Let ϕ : A → dA/(I ∩ dA) be the composition of dA : A → dA and the projection dA →
dA/(I∩dA) (notation of definition 14.8.6(ii)); by construction, ϕ⊗K+κ is not an isomorphism,
hence there exists x ∈ I ∩ dA such that the composition ϕx : A → dA/xA of dA and the
projection dA → dA/xA induces a map ϕx ⊗K+ κ with non-trivial kernel. In other words,
dA/xA is a cyclic module over a locally measurable quotient B of A such that the projection
A → B is not an isomorphism, so Ba is almost noetherian. Set I0 := (I ∩ dA)/xA; then
I0 is a submodule of dA/xA, and consequently I
a
0 is an almost finitely generated B
a-module
(remark 14.8.44). Then clearly (I ∩ dA)a is an almost finitely generated ideal of Aa. But by
construction, cI ⊂ I∩dA, and b annihilates (I∩dA)/cI . Since b is arbitrary, this easily implies
that Ia is almost finitely generated, as required. 
Corollary 14.8.47. In the situation of theorem 14.8.45, the following holds :
(i) Every almost finitely generated Aa-module is almost finitely presented.
(ii) Every flat almost finitely generated Aa-module is almost projective of finite rank.
Proof. Assertion (i) is an easy consequence of theorem 14.8.45 and remark 14.8.44 : the details
shall be left to the reader.
(ii): LetM be a flat and almost finitely generated Aa-module; by (i) and [52, Prop.2.4.18(ii)],
M is almost projective. It remains to show that there exists n ∈ N such that ΛnAaM = 0, or
equivalently, that (ΛnAM!)
a = 0. However,M! is a flat A-module, so AssM! ⊂ AssA; in view
of theorem 14.8.17(ii), we may argue by induction on the cardinality c of AssA, and it suffices
to check that, for every p ∈ AssA there exists n ∈ N such that ΛnAp(M!)p = 0. If c = 0, we have
A = 0, and there is nothing to prove. Suppose that c > 0 and the assertion is known for every
locally measurable K+-algebra B such that B ⊗K+ K and B ⊗K+ κ are noetherian, and such
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that AssB has cardinality < c. Especially, for a fixed p ∈ AssA, we can cover SpecAp \ {p}
by finitely many affine open subsets SpecB1, . . . , SpecBk, and then the inductive assumption
yields n ∈ N such that ΛnBi(M!⊗ABi) = ΛnBi(M ⊗Aa Bai )! = 0 for every i = 1, . . . , k. In other
words, N := ΛnAp(Mp) is a flat A
a
p-module with SuppN! ⊂ {p}.
Let Ashp denote the strict henselization of A at some geometric point localized at p; on the
one hand, the Ap-algebra A
sh
p is faithfully flat, andM!⊗AAshp = (M ⊗Aa (Ashp )a)!. On the other
hand, exterior powers commute with arbitrary base change; thus, we are reduced to showing :
Claim 14.8.48. Let B be a measurable K+-algebra, and N a flat almost finitely generated Ba-
module whose support is contained in {s(B)} (notation of (14.5.36)). Then ΛnBN! = 0 for every
sufficiently large n ∈ N.
Proof of the claim. By assumption, we may find an essentially finitely presented K+-algebra
B0 and an ind-e´tale and faithfully flat map B0 → B of K+-algebras. Set X0 := SpecB0 and
X := SpecB; since {s(B0)} is a constructible subset of X0, the natural map
B ⊗B0 Γ{s(B0)}OX0 → Γ{s(B)}OX
is an isomorphism (lemma 10.4.17(iii)). On the other hand, there exists a finitely generated
s(B0)-primary ideal J ⊂ B0 such that the natural map Γ{s(B0)}OX0 → B0/J is injective (lemma
10.5.15 and theorem 11.4.35(i)). It follows that the natural map Γ{s(B)}OX → B/JB is injective
as well. Now, N! can be written as the colimit of a filtered system (Lλ | λ ∈ Λ) of free B-
modules of finite rank; for each λ ∈ Λ, let L∼λ be the quasi-coherent OX-module arising from
Lλ, and define likewiseN
∼
! ; taking into account lemma 10.4.4(iii.b) we deduce that the natural
map
N! = Γ{s(B)}N
∼
! = colim
λ∈Λ
Γ{s(B)}L
∼
λ → colim
λ∈Λ
Lλ/JLλ = N!/JN!
is injective. In other words, N is a Ba/JBa-module. We may then replace B by B/JB, and
assume from start that B has Krull dimension zero. In this situation, we may find a nilpotent
ideal I ⊂ B, a valuation ring V that is a measurable K+-algebra, and a finitely presented
surjection V → B/I (lemma 14.5.42). It suffices to find n ∈ N such that (ΛnBN!)⊗B B/I = 0;
hence, we may replace N by N/IN and B by B/I , and assume as well that B = V/bV for
some b ∈ V . In this case, the assertion follows easily from corollary 14.5.33. 
15. CONTINUOUS VALUATIONS AND ADIC SPACES
In this chapter we present Huber’s theory of adic spaces.
15.1. Formal schemes. In this section we define a category of topologically ringed spaces that
generalize the usual formal schemes from [37]. This generalization was crucial for the previous
releases of this work, that followed closely Faltings’s original method for proving the almost
purity theorem. In the current release, where we have switched to the new approach invented by
Scholze, and based on his theory of perfectoid spaces, formal schemes are still useful, but they
play a rather different role : we will employ them to establish some foundational properties
of adic spaces (and later, of perfectoid spaces); for such purposes, the standard adic formal
schemes of [37] would already suffice, but the generalization that we worked out in the previous
releases might be interesting in its own right, and for other applications. Besides, our former
treatment included some complements on the cohomology of formal schemes that do not appear
explicitly in [39], which will come in handy in section 15.5.
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15.1.1. In this section we shall deal with topological rings whose topology is linear, so that
0 ∈ A admits a fundamental system of open neighborhoods I• := (Iλ | λ ∈ Λ) consisting of
ideals ofA (see definition 8.3.1(v)). Then the separated completionA∧ ofA is also a topological
ring of this type : namely, its topology is linear, defined by the system I∧• := (I
∧
λ | λ ∈ Λ),
where I∧λ denotes the topological closure of Iλ in A
∧, for every λ ∈ Λ.
15.1.2. Keep the notation of (15.1.1). We shall consider topological A-modules (M,TM)
whose topology is A-linear (see definition 8.3.1(iv)); additionally, we shall assume that TM is
coarser than the I•-adic topology, i.e. for every open submodule N ⊂ M , there exists λ ∈ Λ
such that IλM ⊂ N (see remark 8.3.2(ii)). (Notice that [37, Ch.0, §7.7.1] is slightly ambiguous:
it is not clear whether all the topological modules considered there are supposed to satisfy the
foregoing additional condition.) Then, the topology of the separated completion (M∧,T ∧M ) is
A∧-linear and coarser than the I∧• -adic topology. Let N be any other topological A-module of
this type; notice that the topologyT ⊗M,N onM⊗AN (see (8.3.7)) is also coarser than the I•-adic
topology, so the topology ofM ⊗̂AN is coarser than the I∧• -adic topology. We also denote
top.HomA(M,N)
the A-module of all continuous A-linear mapsM → N . Notice the natural identification :
(15.1.3) top.HomA(M,N
∧) ≃ lim
N ′⊂N
colim
M ′⊂M
HomA(M/M
′, N/N ′)
where N ′ (resp. M ′) ranges over the family of open submodules of N (resp. ofM).
Definition 15.1.4. Let X := (X , J) be any site, and C any other category.
(i) A sheaf of topological spaces on X , any sheaf on X with values in the category Top
of topological spaces (see definition 5.5.1(ii)). Likewise, a sheaf of topological groups
(resp. of topological rings) on X is a sheaf A on X with values in the category of
topological groups (resp. topological rings).
(ii) Let A be a sheaf of topological rings on X . A sheaf of topological A -modules – or
briefly, a topological A -module – is the datum of an A -module F , and for every U ∈
Ob(X ), a topology TU on F (U), such that F (U) := (F (U),TU ) is a topological
A (U)-module, and the rule U 7→ F (U) defines a sheaf of topological groups onX .
(iii) AnA -linear map ϕ : F → G between topologicalA -modules is said to be continuous
if it is a morphism of sheaves of topological groups, i.e. if ϕU : F (U) → G (U) is a
continuous map for every U ∈ Ob(X ). We denote by :
top.HomA (F ,G )
the A-module of all continuous A -linear morphisms F → G .
Remark 15.1.5. Keep the notation of definition 15.1.4.
(i) Since the forgetful functor Top → Set commutes with all limits, remark 5.5.2(i,ii)
implies that the presheaf (of sets) underlying any sheaf of topological spaces onX is a sheaf (of
sets). Likewise, the presheaf underlying any sheaf of topological groups or topological rings is
also a sheaf of sets.
(ii) For any sheaf A of topological rings on X , and any topological A -modules F and G ,
consider the presheaf onX defined by the rule :
(15.1.6) U 7→ top.HomA|U (F|U ,G|U).
From the discussion of remark 5.5.2(v) we deduce that (15.1.6) is a sheaf on X , which we
denote by :
top.HomA (F ,G ).
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15.1.7. In the situation of (15.1.1), set Xλ := SpecA/Iλ for every λ ∈ Λ; we define the
formal spectrum of A as the colimit of topological spaces :
Spf A := colim
λ∈Λ
Xλ.
Hence, the set underlying Spf A is the filtered union of theXλ, and a subset U ⊂ Spf A is open
(resp. closed) in Spf A if and only if U ∩Xλ is open (resp. closed) inXλ for every λ ∈ Λ.
Let I ⊂ A be any open ideal of A; then I contains an ideal Iλ, and therefore SpecA/I is a
closed subset of SpecA/Iλ, hence also a closed subset of Spf A.
15.1.8. We endow Spf A with a sheaf of topological rings as follows. For every λ ∈ Λ, the
structure sheaf OXλ carries a natural pseudo-discrete topology that makes it a sheaf of topologi-
cal rings (see [37, Ch.0, §3.8]). Let jλ : Xλ → Spf A be the closed immersion; we set
OSpf A := lim
λ∈Λ
jλ∗OXλ
where the limit is taken in the category of sheaves of topological rings ([37, Ch.0, §3.2.6]). By
remark 5.5.2(iii), it follows that :
(15.1.9) OSpf A(U) = lim
λ∈Λ
OXλ(U ∩Xλ)
for every open subset U ⊂ Spf A. In this equality, the right-hand side is endowed with the
topology of the (projective) limit, and the identification with the left-hand side is a homeomor-
phism. Set X := Spf A; directly from the definitions we get natural maps of locally ringed
spaces :
(15.1.10) (Xλ,OXλ)
jλ−→ (X,OX) iX−→ (SpecA∧,OSpecA∧) for every λ ∈ Λ
where A∧ := OX(X) is the (separated) completion of A, and iX is given by the universal
property [36, Ch.I, Prop.1.6.3] of the spectrum of a ring. Clearly the composition iX ◦ jλ is
the map of affine schemes induced by the surjection A∧ → A/Iλ. Therefore iX identifies the
set underlying X with the subset
⋃
λ∈ΛXλ ⊂ SpecA∧. However, the topology of X is usually
strictly finer than the subspace topology on the image of iX . For any f ∈ A∧ we let:
D(f) := i−1X D(f)
where as usual, D(f) ⊂ SpecA∧ is the open subset consisting of all prime ideals that do not
contain f .
15.1.11. Let f : A → B be a continuous map of topological rings whose topologies are
linear. For every open ideal J ⊂ B, we have an induced map A/f−1J → B/J , and after taking
colimits, a natural continuous map of topologically ringed spaces :
Spf f : (Spf B,OSpf B)→ (Spf A,OSpf A).
Lemma 15.1.12. In the situation of (15.1.11), we have :
(i) Spf A is a locally and topologically ringed space.
(ii) ϕ := Spf f : Spf B → Spf A is a morphism of locally and topologically ringed spaces;
in particular, the induced map on stalks OSpf A,ϕ(x) → OSpf B,x is a local ring homo-
morphism, for every x ∈ Spf B.
(iii) Let I ⊂ A be any open ideal, x ∈ SpecA/I ⊂ Spf A any point. The induced map :
(15.1.13) OSpf A,x → OSpecA/I,x
is a surjection.
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Proof. (i): We need to show that the stalk OX,x is a local ring, for every x ∈ X := Spf A. Let
(Iλ | λ ∈ Λ) be a cofiltered fundamental system of open ideals. Then x ∈ Xµ := SpecA/Iµ for
some µ ∈ Λ; let κ(x) be the residue field of the stalk OXµ,x; there follows a ring homomorphism
(15.1.14) OX,x → (jµ∗OXµ)x = OXµ,x → κ(x).
Moreover, for every λ ≥ µ, the closed immersion Xµ → Xλ induces an identification of κ(x)
with the residue field of OXλ,x, so (15.1.14) is independent of µ.
Suppose now that g ∈ OX,x is mapped to a non-zero element in κ(x); according to (15.1.9) we
may find an open subset U ⊂ X , such that g is represented as a compatible system (gλ | λ ≥ µ)
of sections gλ ∈ OXλ(U ∩ Xλ). For every λ ≥ µ, let Vλ ⊂ Xλ denote the open subset of all
y ∈ Xλ such that gλ(y) 6= 0 in κ(y). Then Vη ∩Xλ = Vλ whenever η ≥ λ ≥ µ. It follows that
V :=
⋃
λ≥µ Vλ is an open subset ofX , and clearly g is invertible at every point of V , hence g is
invertible in OX,x, which implies the contention.
(ii): The assertion is easily reduced to the corresponding statement for the induced morphisms
of schemes : SpecB/J → SpecA/f−1J , for any open ideal J ⊂ B. The details shall be left
to the reader.
(iii): Indeed, using (15.1.10) withX := Spf A and Iλ := I , we see that the natural surjection
OSpecA∧,x → OSpecA/I,x factors through (15.1.13). 
15.1.15. LetA andM be as in (15.1.2), and fix a (cofiltered) fundamental system (Mλ | λ ∈ Λ)
of open submodulesMλ ⊂ M . For every λ ∈ Λ we may find an open ideal Iλ ⊂ A such that
M/Mλ is an A/Iλ-module. Let jλ : Xλ := SpecA/Iλ → X := Spf A be the natural closed
immersion (of ringed spaces). We define the topological OX-module :
M∼ := lim
λ∈Λ
jλ∗(M/Mλ)
∼
where, as usual, (M/Mλ)
∼ denotes the quasi-coherent pseudo-discrete OXλ-module associated
withM/Mλ, and the limit is formed in the category of sheaves of topological OX-modules ([37,
Ch.0, §3.2.6]). Thus, for every open subset U ⊂ X one has the identity of topological modules
(15.1.16) M∼(U) = lim
λ∈Λ
(M/Mλ)
∼(U ∩Xλ)
that generalizes (15.1.9), and follows likewise from remark 5.5.2(iii).
To proceed beyond these simple generalities, we need to add further assumptions. The fol-
lowing definition covers all the situations that we shall find in the sequel.
Definition 15.1.17. Let A be a topological ring whose topology is linear.
(i) We say that A is ω-admissible if A is separated and complete, and 0 ∈ A admits a
countable fundamental system of open neighborhoods.
(ii) We say that an open subset U ⊂ Spf A is affine if there exist an ω-admissible topo-
logical ring B and an isomorphism (Spf B,OSpf B)
∼→ (U,OSpf A|U) of topologically
ringed spaces.
(iii) We say that an open subset U ⊂ Spf A is truly affine if U ∩ SpecA/I is an affine open
subset of SpecA/I for every open ideal I ⊂ A.
(iv) An affine ω-formal scheme is a topologically and locally ringed space (X,OX) that is
isomorphic to the formal spectrum of an ω-admissible topological ring.
(v) An ω-formal scheme is a topologically and locally ringed space (X,OX) that admits an
open covering X =
⋃
i∈I Ui such that, for every i ∈ I , the restriction (Ui,OX|Ui) is an
affine ω-formal scheme.
(vi) Amorphism of ω-formal schemes f : (X,OX)→ (Y,OY ) is a map of topologically and
locally ringed spaces, i.e. a morphism of locally ringed spaces such that the correspond-
ing map OY → f∗OX induces continuous ring homomorphismsOY (U)→ OX(f−1U),
for every open subset U ⊂ Y .
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Remark 15.1.18. (i) Let X be any ω-formal scheme, and U ⊂ X any open subset. Using the
condition of definition 5.5.1(ii), it is easily seen that :
(a) OX(U) is a complete and separated topological ring.
(b) If additionally, U =
⋃
i∈I Ui for a countable family (Ui | i ∈ I) of open subsets, such
that (Ui,OX|Ui) is an affine ω-formal scheme for every i ∈ I (briefly, each Ui is an
affine open subset of X), then OX(U) is ω-admissible.
(ii) In [36] one finds a notion of admissible topological ring, and to any such ring A it is
assigned an affine formal scheme Spf A. These notions relate to ours as follows. Let us say
that a topological ring is c-admissible if it is admissible in the sense of [36, Ch.0, De´f.7.1.2]
and 0 ∈ A admits a countable fundamental system of open neighborhoods. Then, an admissible
topological ring A is ω-admissible if and only if it is c-admissible. Likewise, if A is admissible,
then the formal scheme Spf A defined in [36, Ch.I, De´f.10.1.2] is an ω-formal scheme if and
only if A is c-admissible. Indeed, if A is c-admissible, obviously Spf A coincides with the
affine ω-formal scheme attached to A as in (15.1.7) and (15.1.8). For the converse, notice that
Spf A (in the sense of [36]) is quasi-compact, so if it is an ω-formal scheme we may cover it by
finitely many of its affine open subsets U1, . . . , Un; say that Ui = Spf Bi for i = 1, . . . , n, where
B1, . . . , Bn are ω-admissible. There follows a natural continuous map ρ : A→ B :=
∏n
i=1Bi,
and the topology of A agrees with the topology induced by B via ρ (remark 5.5.2(i)); however,
clearly 0 ∈ B admits a countable fundamental system of open neighborhoods, so the same
holds for A.
(iii) In the same vein, if A is ω-admissible, then Spf A as defined in (15.1.7) and (15.1.8) is
a quasi-compact formal scheme in the sense of [36] if and only if A is c-admissible. Indeed,
the condition is obviously sufficient; conversely, if Spf A is a quasi-compact formal scheme in
the sense of [36], we may cover it by finitely many open subsets U1, . . . , Un such that, for every
i = 1, . . . , n we have Ui = Spf Bi for some topological ring that is admissible in the sense of
[36], and the topology of A is induced by the natural inclusion map into B :=
∏n
i=1Bi. For
each such Bi, pick an open and nilpotent ideal Ii ⊂ Bi; then I :=
∏n
i=1 Ii is an open and
nilpotent ideal of B, and I ∩ A is open and nilpotent in A, so the latter is c-admissible.
Proposition 15.1.19. Suppose that A is an ω-admissible topological ring. Then :
(i) The truly affine open subsets form a basis for the topology of X := Spf A.
(ii) Let I ⊂ A be an open ideal, U ⊂ X a truly affine open subset. Then :
(a) The natural map ρU : A→ AU := OX(U) induces an isomorphism :
(Spf AU ,OSpf AU )
∼→ (U,OX|U).
(b) The topological closure IU of IAU in AU is an open ideal, and the natural map :
SpecAU/IU → SpecA/I is an open immersion.
(c) U is affine.
(d) Every open covering of U admits a countable subcovering.
Proof. (i): By assumption, we may find a countable fundamental system (In | n ∈ N) of open
ideals of A, and clearly we may assume that this system is ordered under inclusion (so that
In ⊂ Im whenever n ≥ m). Let x ∈ Spf A be any point, and U ⊂ Spf A an open neighborhood
of x. Then x ∈ Xn := SpecA/In for sufficiently large n ∈ N. We are going to exhibit, by
induction onm ∈ N, a sequence (fm |m ≥ n) of elements of A, such that :
(15.1.20) x ∈ D(fp) ∩Xm = D(fm) ∩Xm ⊂ U whenever p ≥ m ≥ n
To start out, we may find fn ∈ A/In such that x ∈ D(fn) ∩ Xn ⊂ U ∩ Xn. Next, let m ≥ n
and suppose that fm has already been found; we may write
U ∩Xm+1 = Xm+1 \ V (J) for some ideal J ⊂ A/Im+1.
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Let J ⊂ A/Im and fm ∈ A/Im be the images of J and fm; then V (J) ⊂ V (fm), hence there
exists k ∈ N such that fkm ∈ J . Pick fm+1 ∈ J such that the image of fm+1 in A/Im agrees
with fkm, and let fm+1 ∈ A be any lifting of fm+1; with this choice, one verifies easily that
(15.1.20) holds for p := m+ 1. Finally, the subset :
U ′ :=
⋃
m≥n
D(fm) ∩Xm
is an admissible affine open neighborhood of x contained in U .
(ii.a): For every n,m ∈ N with n ≥ m, we have a closed immersion of affine schemes:
U ∩Xm ⊂ U ∩Xn; whence induced surjections :
AU,n := OXn(U ∩Xn)→ AU,m := OXm(U ∩Xm).
By [37, Ch.0, §3.8.1], AU,n is a discrete topological ring, for every n ∈ N, hence AU ≃
limn∈NAU,n carries the linear topology that admits the fundamental system of open ideals
(Ker (AU → AU,n) | n ∈ N), especially AU is ω-admissible. It follows that the topologi-
cal space underlying Spf AU is colimn∈N(U ∩Xn), which is naturally identified with U , under
Spf ρU . Likewise, let i : U → X be the open immersion; one verifies easily (e.g. using (15.1.9))
that the natural map :
i∗ lim
n∈N
jn∗OXn → lim
n∈N
i∗jn∗OXn
is an isomorphism of topological sheaves, which implies the assertion.
(ii.b): We may assume that I0 = I . Since U ∩Xn is affine for every n ∈ N, we deduce short
exact sequences :
En := (0→ I · OXn(Xn ∩ U)→ OXn(U ∩Xn)→ OX0(U ∩X0)→ 0)
and limn∈N En is the exact sequence :
0→ IU → AU → OX0(U ∩X0)→ 0.
Since U ∩X0 is an open subset of X0, both assertions follow easily.
(ii.c): It has already been remarked that AU is ω-admissible. More precisely, for every n ∈ N
let (InAU)
c be the topological closure of InAU in AU ; then the proof of (ii.b) shows that the
family of ideals ((InAU)
c | n ∈ N) is a fundamental system of open neighborhoods of 0 ∈ AU .
Hence the assertion follows from (ii.a).
(ii.d): By definition, U is a countable union of quasi-compact subsets, so the assertion is
immediate. 
Corollary 15.1.21. Let X be an ω-formal scheme, U ⊂ X any open subset. Then (U,OX|U) is
an ω-formal scheme. 
Proposition 15.1.22. Let X be an ω-formal scheme, A an ω-admissible topological ring. Then
the rule :
(15.1.23) (f : X → Spf A) 7→ (f ♮ : A→ Γ(X,OX))
establishes a natural bijection between the set of morphisms of ω-formal schemes X → Spf A
and the set of continuous ring homomorphisms A→ Γ(X,OX).
Proof. We reduce easily to the case where X = Spf B for some ω-admissible topological ring
B. Let f : X → Y := Spf A be a morphism of ω-formal schemes; we have to show that
f = Spf f ♮, where f ♮ : A → B is the map on global sections induced by the morphism of
sheaves OY → f ∗OX that defines f . Let U ⊂ X and V ⊂ Y be two truly affine open subsets,
such that f(U) ⊂ V , and let likewise :
f ♮U,V : AV := OY (V )→ BU := OX(U)
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be the map induced by f|U . Using the universal property of [36, Ch.I, Prop.1.6.3], we obtain a
commutative diagram of morphisms of locally ringed spaces:
(15.1.24)
SpecBU
Spec f♮U,V //

SpecAV

U

f|U //
iU
dd❍❍❍❍❍❍❍❍❍❍
V

iV
::✈✈✈✈✈✈✈✈✈
X
f //
iX
zz✈✈
✈✈
✈✈
✈✈
✈
Y
iY
$$❍
❍❍
❍❍
❍❍
❍❍
SpecB
Spec f♮ // SpecA
where iX , iY , iU and iV are the morphisms of (15.1.10). Since iX and iY are injective on
the underlying sets, it follows already that f and Spf f ♮ induce the same continuous map of
topological spaces. Let now J ⊂ B be any open ideal, I ⊂ f ♮−1(J) an open ideal of A, and let
JU (resp. IV ) be the topological closure of JBU in BU (resp. of IAV in AV ). Since the map
f ♮U,V is continuous, we derive a commutative diagram of schemes :
SpecBU/JU
ϕ //
α

SpecAV /IV
β

SpecB/J
ψ // SpecA/I
where α and β are open immersions, by proposition 15.1.19(ii.b), and ϕ (resp. ψ) is induced
by f ♮U,V (resp. by f
♮). Let I be a fundamental system of open neighborhoods of 0 ∈ A con-
sisting of ideals, and for every I ∈ I denote by (IAV )c the topological closure of IAV in AV ;
from proposition 15.1.19(ii.b) (and its proof) it follows as well that AV ≃ limI∈I AV /(IAV )c.
Summing up, this shows that f ♮U,V is determined by f
♮, whence the contention. 
Corollary 15.1.25. Let A be an ω-admissible topological ring, U ⊂ Spf A an affine open
subset, V ⊂ U a truly affine open subset of X . Then V is a truly affine open subset of U .
Proof. Say that U = Spf B, for some ω-admissible topological ring B; by proposition 15.1.22,
the immersion j : U → X is of the form j = Spf ϕ for a unique map ϕ : A → B. Let now
J ⊂ B be any open ideal, and set I := ϕ−1J ; there follows a commutative diagram of locally
ringed spaces :
U0 := SpecB/J //

X0 := SpecA/I

U
j // X.
By assumption, V ∩X0 = SpecC for some A/I-algebra C; it follows that :
V ∩ U0 = SpecB/J ⊗A/I C
and since J is arbitrary, the claim follows. 
Remark 15.1.26. (i) Let A be an ω-admissible topological ring, and B, C two topological
A-algebras whose topologies are linear (and the structure maps A → B, A → C are contin-
uous). Recall that B ⊗̂AC represents the product of B and C in the category of ω-admissible
A-algebras (see (8.3.7)). By standard arguments, we deduce from proposition 15.1.22 that
Spf B ⊗̂AC represents the product of Spf B and Spf C in the category of ω-formal Spf A-
schemes; especially, the category of ω-formal schemes admits arbitrary fibre products.
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(ii) We shall say that a topological A-module M is ω-admissible if M is complete and
separated, and admits a countable fundamental system of open neighborhoods of 0 ∈ M .
Notice that the completion functor N 7→ N∧ on topological A-modules is not always “right
exact”, in the following sense. Suppose N → N ′ is a quotient map; then the induced map
N∧ → N ′∧ is not necessarily onto. However, this is the case if N∧ is ω-admissible (see
proposition 8.2.13(v)). For such A-modules, we have moreover the following :
Lemma 15.1.27. Let A be a topological ring, M , M ′, N three ω-admissible topological A-
modules, and f : M → M ′ a quotient map. Then :
(i) The homomorphism f ⊗̂A1N :M ⊗̂AN →M ′ ⊗̂AN is a quotient map.
(ii) Let us endow Ker f with the subspace topology induced from M , and suppose addi-
tionally that, for every open ideal I ⊂ A :
(a) The topological closure (IN)c of IN in N is an open submodule of N .
(b) N/(IN)c is a flat A/I-module.
Then the complex :
0→ (Ker f) ⊗̂AN →M ⊗̂AN → M ′ ⊗̂AN → 0
is an admissible short exact sequence of topological A∧-modules.
Proof. By assumption, we may find an inverse system of discrete A-modules, with surjective
transition maps (Mn | n ∈ N) (resp. (Nn | n ∈ N)), and an isomorphism of topological A-
modules : M ≃ limn∈NMn (resp. N ≃ limn∈NNn); let us define M ′n := M ′ ∐M Mn for
every n ∈ N (the cofibred sum of M ′ and Mn over M). Since f is a quotient map, M ′n is a
discrete A-module for every n ∈ N, and the natural map : M ′ → limn∈NM ′n is a topological
isomorphism. We deduce an inverse system of short exact sequences of discrete A-modules :
0→ Kn →Mn ⊗A Nn →M ′n ⊗A Nn → 0
where Kn is naturally a quotient of Ker(Mn → M ′n) ⊗A Nn, for every n ∈ N; especially, the
transition mapsKj → Ki are surjective whenever j ≥ i. Then assertion (i) follows from lemma
8.6.2.
(ii): We may find open ideals In ⊂ A such that InNn = InMn = 0 for every n ∈ N, hence
(InN)
c ⊂ Ker(N → Nn), and from (a) we deduce that ((InN)c | n ∈ N) is a fundamental
system of open neighborhoods of 0 ∈ N . Due to (b), we obtain short exact sequences :
0→ Ker(Mn →M ′n)⊗A N/(InN)c → Mn ⊗A N/(InN)c →M ′n ⊗A N/(InN)c → 0
for every n ∈ N. Then it suffices to invoke again lemma 8.6.2. 
Lemma 15.1.28. Let A be an ω-admissible topological ring, M a topological A-module, and
U ⊂ X := Spf A any affine open subset. Then the following holds :
(i) There is a natural isomorphism of topological OX(U)-modules :
M∼(U) ≃M⊗̂AOX(U).
(ii) If L is any other topological A-module, the natural map :
top.HomA(L,M
∧)→ top.HomOX (L∼,M∼) ϕ 7→ ϕ∼
is an isomorphism.
(iii) The functorM 7→ M∼ on topological A-modules, is left adjoint to the global sections
functor F 7→ F (X), defined on the category of complete and separated topological
OX-modules and continuous maps.
Proof. (i): First we remark that the assertion holds whenever U is a truly affine open subset of
X; the easy verification shall be left to the reader. For a general U , setMU := M⊗̂AOX(U), and
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denote byM∼U the associated OU -module. Let V ⊂ U be any open subset which is truly affine
inX; by corollary 15.1.25, V is truly affine in U as well. We deduce natural isomorphisms:
M∼(V ) ≃MU ⊗̂OX(U)OX(V ) ≃ M∼U (V )
which – in view of proposition 15.1.19(i) – amount to a natural isomorphism of topological
OU -modules : (M∼)|U
∼→M∼U . Assertion (i) follows easily.
(iii): Given a continuous mapM∼ → F , we get a map of global sectionsM = M∼(X) →
F (X). Conversely, suppose f : M → F (X) is a given continuous map; let U ⊂ X be
any affine open subset, and fU : M → F (U) the composition of f and the restriction map
F (X) → F (U). Then fU extends first – by linearity – to a map M ⊗A OX(U) → F (U),
and second – by continuity – to a map M⊗̂AOX(U) → F (U); the latter, in view of (i), is the
same as a map f∼U : M
∼(U) → F (U). Clearly the rule U 7→ f∼U thus defined is functorial for
inclusion of open subsets U ⊂ U ′, whence (iii).
(ii) is a straightforward consequence of (iii). 
Proposition 15.1.29. Let A be an ω-admissible topological ring,M an ω-admissible topologi-
cal A-module, N ⊂M a submodule, and U ⊂ X := Spf A an affine open subset. Then:
(i) If we endowM/N with the quotient topology, the sequence of OX -modules :
0→ N∼ →M∼ → (M/N)∼ → 0
is short exact.
(ii) The induced sequence
0→ N∼(U)→M∼(U)→ (M/N)∼(U)→ 0
is short exact and admissible in the sense of (8.6).
Proof. (i): We recall the following :
Claim 15.1.30. Let j : Z ′ := SpecR′ → Z := SpecR be an open immersion of affine schemes.
Then R′ is a flat R-algebra.
Proof of the claim. The assertion can be checked on the localizations at the prime ideals of R′;
however, the induced maps OZ,j(z) → OZ′,z are isomorphisms for every z ∈ Z ′, so the claim is
clear. ♦
Let V ⊂ X be any truly affine open subset. It follows easily from proposition 15.1.19(ii.b)
and claim 15.1.30 that OX(V ) fulfills conditions (a) and (b) of lemma 15.1.27(ii). In light of
lemma 15.1.28(i), we deduce that the sequence :
0→ N∼(V )→M∼(V )→ (M/N)∼(V )→ 0
is admissible short exact, whence the contention.
(ii): Clearly the sequence is left exact; using lemmata 15.1.27(i) and 15.1.28(i), we see that
it is also right exact, and moreoverM∼(U) → (M/N)∼(U) is a quotient map. It remains only
to show that the topology on N∼(U) is induced from M∼(U), and to this aim we may assume
– thanks to the condition of definition 5.5.1(ii) – that U is a truly affine open subset of X , in
which case the assertion has already been observed in the proof of (i). 
Definition 15.1.31. Let X be an ω-formal scheme, and F a topological OX-module F .
(i) We say that F is quasi-coherent if there exist a covering U := (Ui | i ∈ I) of X
consisting of affine open subsets, and for every i ∈ I , an ω-admissible topological OX(Ui)-
module Mi with an isomorphism F|Ui
∼→ M∼i of topological OUi-modules (in the sense of
definition 15.1.4(ii,iii)).
(ii) We denote by OX -Modqcoh the category of quasi-coherent OX-modules and continuous
OX-linear morphisms.
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(iii) We say that a continuous morphism f : F → G of quasi-coherent OX-modules is
a quotient map if the induced map f(U) : F (U) → G (U) is a quotient map of topological
OX(U)-modules, for every affine open subset U ⊂ X .
Remark 15.1.32. (i) The category OX-Modqcoh is usually not abelian (see (8.6)); more than
that, the kernel (in the category of abelian sheaves) of a continuous map f : F → G of quasi-
coherent OX-modules may fail to be quasi-coherent. However, using proposition 15.1.29 one
may show that Ker f is quasi-coherent whenever f is a quotient map, and in this case Ker f is
also the kernel of f in the category OX-Modqcoh.
(ii) Furthermore, any (continuous) morphism f in OX-Modqcoh admits a cokernel. This
can be exhibited as follows. To start out, let us define presheaves I and L by declaring
that I (U) ⊂ G (U) is the topological closure of the OX(U)-submodule Im(f(U) : F (U) →
G (U)), and L (U) := G (U)/I (U), which we endow with its natural quotient topology, for
every open subset U ⊂ X . Now, suppose that V ⊂ U is an inclusion of sufficiently small
affine open subsets ofX (so that F|U and G|U are of the formM∼ for some topological OX(U)-
module M); since F (U)⊗̂OX (U)OX(V ) = F (V ), we see that the image of I (U) in I (V )
generates a dense OX(V )-submodule. On the other hand, by construction the exact sequence
E := (0 → I (U) → G (U) → L (U) → 0) is admissible, hence the same holds for
the sequence E ⊗̂OX(U)OX(V ) (lemma 15.1.28(i) and proposition 15.1.29(ii)). It follows that
I (V ) = I (U)⊗̂OX(U)OX(V ) and L (V ) = L (U)⊗̂OX (U)OX(V ). Thus I and L are sheaves
of topological OX-modules on the site C of all sufficiently small affine open subsets of X ,
and their sheafifications I ′ and L ′ are the topological OX-modules obtained as in [37, Ch.0,
§3.2.1], by extension of I and L from the site C to the whole topology of X . It follow that
I ′ and L ′ are quasi-coherent OX-modules; then it is easy to check that L ′ is the cokernel of
f in the category OX-Modqcoh (briefly : the topological cokernel of f ), and shall be denoted
top.Coker f.
The sheaf I ′ shall be called the topological closure of the image of f , and denoted
Im(f).
A morphism f with top.Coker f = 0 shall be called a topological epimorphism.
(iii) Notice also that the natural map Coker f → top.Coker f is an epimorphism of abelian
sheaves, hence a continuous morphism of quasi-coherentOX -modules which is an epimorphism
of OX-modules, is also a topological epimorphism.
Proposition 15.1.33. Let X be an affine ω-formal scheme, F a quasi-coherent OX-module.
Then F (X) is an ω-admissible OX(X)-module, and the natural map
F (X)∼ → F
is an isomorphism of topological OX-modules.
Proof. By assumption we may find an affine open covering U := (Ui | i ∈ I) of X such that,
for every i ∈ I , F|Ui ≃M∼i for some OX(Ui)-moduleMi. In view of lemma 15.1.28(i) we may
assume – up to replacing U by a refinement – that Ui is a truly affine subset ofX for every i ∈ I .
Furthermore, we may writeX =
⋃
n∈NXn for an increasing countable family of quasi-compact
subsets; for each n ∈ N we may then find a finite subset I(n) ⊂ I such that Xn ⊂
⋃
i∈I(n) Ui,
and therefore we may replace I by
⋃
n∈N In, which allows to assume that I is countable.
Next, for every i ∈ I we may find a countable fundamental system of open submodules
(Mi,n | n ∈ N) of Mi, and for every n ∈ N an open ideal Ji,n ⊂ Ai := OX(Ui) such that
Ni,n := Mi/Mi,n is an Ai/Ji,n-module. Let ji,n : Ui,n := SpecAi/Ji,n → Ui be the natural
closed immersion; we may write :
(15.1.34) F|Ui ≃ lim
n∈N
ji,n∗N
∼
i,n.
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Let also ιi,n : Ui,n → X be the locally closed immersion obtained as the composition of ji,n and
the open immersion ji : Ui → X; we deduce natural maps of OX-modules :
ϕi,n : F → ji∗F|Ui → Gi,n := ιi,n∗N∼i,n.
Claim 15.1.35. (i) There existsm ∈ N such that Gi,n is the extension by zero of a quasi-coherent
OXm-module.
(ii) ϕi,n is continuous for the pseudo-discrete topology on Gi,n.
Proof of the claim. (i): It is easy to see that Ui,n ⊂ Xm for m ∈ N large enough; then the
assertion follows from ([37, Ch.I, Cor.9.2.2]).
(ii): We need to check that the map ϕi,n,V : F (V ) → Gi,n(V ) is continuous for every open
subset V ⊂ X . However, the condition of definition 5.5.1(ii) implies that the assertion is local
onX , hence we may assume that V is a truly affine open subset ofX , in which case Gi,n(V ) is
a discrete space. We may factor ϕi,n,V as a composition :
F (V )
α→ F (V ∩ Ui) β→ N∼i,n(Ui,n ∩ V )
where the restriction map α is continuous, and β is continuous for the pseudo-discrete topology
on N∼i,n(Ui,n ∩ V ). However, Ui ∩ V is a truly affine open subset of Ui; therefore Ui,n ∩ V
is quasi-compact, and the pseudo-discrete topology on N∼i,n induces the discrete topology on
N∼i,n(Ui,n ∩ V ). The claim follows. ♦
For every finite subset S ⊂ I × N, let ϕS : F → GS :=
∏
(i,n)∈S Gi,n be the product of the
maps ϕi,n; according to claim 15.1.35(ii), ϕS is continuous for the pseudo-discrete topology on
GS. Hence, for every i ∈ I , the restriction ϕS|Ui : F|Ui → GS|Ui is of the form f∼i,S, for some
continuous map fi,S : Mi → GS(Ui) (lemma 15.1.28(ii)). It follows easily that (ImϕS)|Ui is
the quasi-coherentOUi-module (Im fi,S)
∼, especially ImϕS is quasi-coherent. Notice that GS is
already a quasi-coherentOXm-module form ∈ N large enough, hence the same holds for ImϕS;
we may therefore find an OXm(Xm)-moduleGS such that G
∼
S ≃ ImϕS . Furthermore, for every
other finite subset S ′ ⊂ I × N containing S, we deduce a natural OX(X)-linear surjection
GS′ → GS , compatible with compositions of inclusions S ⊂ S ′ ⊂ S ′′. Let (Sn | n ∈ N) be a
countable increasing family of finite subsets, whose union is I×N; we endowG := limn∈NGSn
with the pro-discrete topology. It is then easy to check that G is an ω-admissible OX(X)-
module; furthermore, by construction we get a unique continuous map ϕ : F → G∼ whose
composition with the projection ontoG∼Sn agrees with ϕSn for every n ∈ N. In light of (15.1.34)
we see easily that ϕ|Ui is an isomorphism of topological OUi-modules for every i ∈ I , hence the
same holds for ϕ. Then ϕ necessarily induces an isomorphism F (X)
∼→ G. 
Corollary 15.1.36. Let X be an ω-formal scheme, (Fn | n ∈ N) an inverse system of quasi-
coherent OX -modules, whose transition maps are topological epimorphisms. Then limn∈N Fn
(with its inverse limit topology) is a quasi-coherent OX -module.
Proof. We may assume that X is affine; then, for every n ∈ N we have Fn = M∼n for some
complete and separated OX(X)-module Mn (by proposition 15.1.33), and the transition maps
Fn+1 → Fn come from corresponding continuous linear maps fn : Mn+1 → Mn. We choose
inductively, for every n ∈ N, a descending fundamental system of open submodules (Nn,k | k ∈
N) of Mn, such that fn(Nn+1,k) ⊂ Nn,k for every n, k ∈ N. Set Mn,k := Mn/Nn,k for every
n, k ∈ N. By assumption, top.Coker f∼n = 0; hence the induced maps M∼n+1,k → M∼n,k
are topological epimorphisms; since M∼n,k is pseudo-discrete (on the closure of its support), it
follows that the latter maps are even epimorphisms (of abelian sheaves) so the corresponding
mapsMn+1,k →Mn,k are onto for every n, k ∈ N. Thus :
lim
n∈N
Fn ≃ lim
n∈N
lim
k∈N
M∼n,k ≃ lim
n∈N
M∼n,n ≃ (lim
n∈N
Mn,n)
∼
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and it is clear that the OX(X)-module limn∈NMn,n is ω-admissible. 
Theorem 15.1.37. Let X be an ω-formal scheme, F a quasi-coherent OX-module, U :=
(Ui | i ∈ I) an open covering of X , such that the intersection Ut0 ∩ · · · ∩ Utn is affine for
every n ∈ N and every (t0, . . . , tn) ∈ In+1. Then :
(i) There is a natural isomorphism (notation of (10.2.18))
H•alt(U,F )
∼→ H•(X,F ).
(ii) If moreover X is affine, we have H i(X,F ) = 0 for every i > 0.
Proof. (The statements refer to the cohomology of the abelian sheaf underlying F , in other
words, we forget the topology of the modules F (U).)
(ii): Say that X = Spf A for an ω-admissible topological ring A. Let U ⊂ X be any truly
affine open subset, and U := (Ui | i ∈ I) a covering of U consisting of truly affine open subsets.
By proposition 15.1.33 we have F|U ≃M∼, whereM := F (U).
Claim 15.1.38. The augmented alternating Cˇech complex C•alt(U,M
∼) is acyclic.
Proof of the claim. Let (Mn | n ∈ N) be a fundamental system of neighborhoods of 0 ∈ M ,
consisting of open submodules, and for every n ∈ N, choose an open ideal In ⊂ A such that
InM ⊂ Mn. Set Xn := SpecA/In and Un := (Ui ∩ Xn | i ∈ I) for every n ∈ N. For every
n ∈ N we may consider the augmented alternating Cˇech complex C•alt(Un, (M/Mn)∼), and in
view of (15.1.16) we obtain a natural isomorphism of complexes :
C•alt(U,M
∼)
∼→ lim
n∈N
C•alt(Un, (M/Mn)
∼).
We may view the double complex C•alt(U•, (M/M•)
∼) also as a complex of inverse systems of
modules, whose term in degree i ∈ N is C ialt(U•, (M/M•)∼). Notice that, for every i ∈ N, all
the transition maps of this latter inverse system are surjective. Hence ([112, Lemma 3.5.3]) :
lim
n∈N
q C ialt(Un, (M/Mn)
∼) = 0 for every q > 0.
In other words, these inverse systems are acyclic for the inverse limit functor. It follows (e.g.
by means of [112, Th.10.5.9]) that :
R lim
n∈N
C•alt(U•, (M/M•)
∼) ≃ C•alt(U,M∼).
On the other hand, the complexes C•alt(Un, (M/Mn)
∼) are acyclic for every n ∈ N ([39, Ch.III,
Th.1.3.1 and Prop.1.4.1]), hence C•alt(U•, (M/M•)
∼) is acyclic, when viewed as a cochain com-
plex of inverse systems of modules. The claim follows. ♦
Assertion (ii) follows from claim 15.1.38, proposition 15.1.19(i) and theorem 10.2.24(i).
Assertion (i) follows from (ii) and corollary 10.2.21(ii). 
Corollary 15.1.39. In the situation of (15.1.15), suppose thatA andM are ω-admissible. Then:
lim
λ∈Λ
q jλ∗(M/Mλ)
∼ = 0 for every q > 0.
Proof. For every truly affine open subset U ⊂ X , we have a topos UΛ defined as in [52, §7.3.4],
and the cofiltered system M := (jλ∗(M/Mλ)∼ | λ ∈ Λ) defines an abelian sheaf on UΛ.
According to loc.cit. there are two spectral sequences :
Epq2 :=R
pΓ(U, lim
λ∈Λ
q jλ∗(M/Mλ)
∼)⇒ Hp+q(UΛ,M )
F pq2 := lim
λ∈Λ
q RpΓ(U, jλ∗(M/Mλ)
∼)⇒ Hp+q(UΛ,M )
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and we notice that F pq2 = 0 whenever p > 0 (since U ∩ Xλ is affine for every λ ∈ Λ)
and whenever q > 0, since the cofiltered system (Γ(U, jλ∗(M/Mλ)
∼) | λ ∈ Λ) has surjec-
tive transition maps. One can then argue as in the proof of [52, Lemma 7.3.5] : the sheaf
Lq := limqλ∈Λ jλ∗(M/Mλ)
∼ is the sheafification of the presheaf : U 7→ Hq(UΛ,M ) and the
latter vanishes by the foregoing. We supply an alternative argument. Since the truly affine open
subsets form a basis of X , it suffices to show that E0q2 = 0 whenever q > 0. We proceed by
induction on q. For q = 1, we look at the differential d012 : E
0,1
2 → E2,02 ; by theorem 15.1.37
we have E2,02 = 0, hence E
0,1
2 = E
0,1
∞ , and the latter vanishes by the foregoing. Next, suppose
that q > 1, and that we have shown the vanishing of Lj for 1 ≤ j < q. It follows that Epj2 = 0
whenever 1 ≤ j < q, hence Epjr = 0 for every r ≥ 2 and the same values of j. Consequently :
0 = E0q∞ ≃ Ker(d0qq+1 : E0q2 = E0qq+1 → Eq+1,0q+1 ).
However, theorem 15.1.37 implies that Ep0r = 0 whenever p > 0 and r ≥ 2, therefore E0q2 =
E0q∞ , i.e. E
0q
2 = 0, which completes the inductive step. 
15.1.40. Let X be an ω-formal scheme, F a quasi-coherent OX-module. For every affine
open subset U ⊂ X , we let ClF (U) be the set consisting of all closed OX(U)-submodules of
F (U). It follows from proposition 15.1.29(ii) that the rule
U 7→ ClF (U)
defines a presheaf on the site of all affine open subsets of X . Namely, for an inclusion U ′ ⊂ U
of affine open subsets, the restriction map ClF (U) → ClF (U ′) assigns to N ⊂ F (U) the
submoduleN∼(U ′) ⊂ F (U ′) (here N∼ is a quasi-coherent OU -module).
Proposition 15.1.41. With the notation of (15.1.40), the presheaf ClF is a sheaf on the site of
affine open subsets of X .
Proof. Let U ⊂ X be an affine open subset, and U = ⋃i∈I Ui a covering of U by affine open
subsets Ui ⊂ X . For every i, j ∈ I we let Uij := Ui ∩ Uj . Suppose there is given, for every
i ∈ I , a closed OX(Ui)-submodule Ni ⊂ F (Ui), with the property that :
Nij := N
∼
i (Uij) = N
∼
j (Uij) for every i, j ∈ I
(an equality of topological OX(Uij)-submodules of F (Uij)). Then (N∼i )|Uij = (N
∼
j )|Uij ,
by proposition 15.1.33, hence there exist a quasi-coherent OU -module N , and isomorphisms
N|Ui
∼→ N∼i , for every i ∈ I , such that the induced OUi-linear maps N∼i → F|Ui assemble into
a continuous OU -linear morphism ϕ : N → F|U . By construction, we have a commutative
diagram of continuous maps with exact rows :
0 // N (U)
ρN //

∏
i∈I Ni

//
∏
i,j∈I Nij

0 // F (U)
ρF //
∏
i∈I F (Ui)
//
∏
i,j∈I F (Uij)
where the central vertical arrow is a closed immersion. However, the condition of definition
5.5.1(ii) implies that both ρN and ρF are admissible monomorphisms (in the sense of (8.6)),
and moreover the image of ρN is a closed submodule, since each Nij is a separated module.
Hence also the left-most vertical arrow is a closed immersion, and the assertion follows. 
Definition 15.1.42. Let f : X → Y be a morphism of ω-formal schemes. We say that f is
affine (resp. a closed immersion) if there exists a covering Y =
⋃
i∈I Ui by affine open subsets,
such that for every i ∈ I , the open subset f−1Ui ⊂ X is an affine ω-formal scheme (resp. is
isomorphic, as a Ui-scheme, to an ω-formal scheme of the form Spf Ai/Ji, whereAi := OY (Ui)
and Ji ⊂ Ai is a closed ideal).
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Corollary 15.1.43. Let f : X → Y be a morphism of ω-formal schemes. The following
conditions are equivalent :
(i) f is an affine morphism (resp. a closed immersion).
(ii) For every affine open subset U ⊂ Y , the preimage f−1U is an affine ω-formal scheme
(resp. is isomorphic, as a U-scheme, to the ω-formal scheme Spf A/J , where A :=
OY (U), and J := Ker(A→ OX(f−1U)) ⊂ A is a closed ideal).
Proof. Of course, it suffices to show that (i)⇒(ii). Hence, suppose that f is an affine morphism,
and choose an affine open covering Y =
⋃
i∈I Ui such that f
−1Ui is an affine ω-formal scheme
for every i ∈ I . We may find an affine open covering U = ⋃j∈J Vj such that, for every j ∈ J
there exists i ∈ I with Vj ⊂ Ii; moreover, we may assume that J is countable, by proposition
15.1.19(ii.d). The assumption implies that f−1Vj is affine for every j ∈ J , and then remark
15.1.18(i.b) says that A := OX(f
−1U) is an ω-admissible topological ring, so there exists a
unique morphism g : f−1U → Spf A such that g♮ : A→ OX(f−1U) is the identity (proposition
15.1.22), and f|f−1U factors as the composition of g and the morphism h : Spf A→ U induced
by the natural map B := OY (U) → A. It remains to check that g is an isomorphism. To
this aim, it suffices to verify that the restriction g|Vj : f
−1Vj → h−1Vj is an isomorphism for
every j ∈ J . However, it is clear that f∗OX is a quasi-coherent OY -module, whence a natural
isomorphism of A-algebras :
OX(f
−1Vj) = f∗OX(Vj)
∼→ Aj := A⊗̂BOY (Vj)
(proposition 15.1.33) as well as an isomorphism f−1Vj
∼→ Spf Aj . On the other hand, h−1Vj =
Spf Aj , and by construction g|Vj is the unique morphism such that (g|Vj)
♮ is the identity map of
Aj . The assertion follows.
Next, suppose that f is a closed immersion, and choose an affine open covering Y =
⋃
i∈I Ui,
and closed ideals Ji ⊂ Ai := OY (Ui) such that we have isomorphisms f−1Ui ∼→ Spf Ai/Ji for
every i ∈ I . Set Uij := Ui ∩ Uj for every i, j ∈ I . Clearly, J∼i (Uij) = J∼j (Uij) for every
i, j ∈ I , hence there exists a unique closed ideal J ⊂ A := OY (U) such that :
(15.1.44) J∼(Ui) = Ji for every i ∈ I
(proposition 15.1.41). Especially, we have JOY (Ui) ⊂ Ji, whence a unique morphism of U-
schemes : gi : f
−1Ui → Z := Spf A/J , for every i ∈ I . The uniqueness of gi implies in
particular that gi|Uij = gj|Uij for every i, j ∈ I , whence a unique morphism g : f−1U → Z of
U-schemes. It remains to verify that g is an isomorphism, and to this aim it suffices to check
that the restriction g−1(Ui∩Z)→ Ui∩Z is an isomorphism for every i ∈ I . The latter assertion
is clear, in view of (15.1.44). 
Corollary 15.1.45. Let A be an ω-admissible topological ring, U ⊂ X := Spf A an affine open
subset. We have :
(i) The following conditions are equivalent :
(a) U is truly affine.
(b) U ∩ SpecA/I is quasi-compact, for every open ideal I ⊂ A.
(ii) Especially, every quasi-compact affine open subset of X is truly affine.
Proof. (i): Obviously (i.a)⇒(i.b). Conversely, let j : Y := Spf A/I → X be the closed immer-
sion, and set AU := OX(U). On the one hand, we have j∗OY = (A/I)∼; on the other hand,
proposition 15.1.29(ii) gives an admissible short exact sequence of topological AU -modules
0 → I∼(U) → AU → B := (A/I)∼(U) → 0, and notice that the topology of B is discrete,
since U is quasi-compact. Thus, (Y ∩ U, (OY )|U) = Spf B = SpecB, by corollary 15.1.43(ii).
(ii) is an immediate consequence of (i). 
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Remark 15.1.46. (i) Let A be an ω-admissible topological ring. Then Spf A may well contain
affine subsets that are not truly affine. As an example, consider the one point compactification
X := N∪ {∞} of the discrete topological space N (this is the space which induces the discrete
topology on its subset N, and such that the open neighborhoods of∞ are the complements of
the finite subsets ofN). We choose any field F , which we endow with the discrete topology, and
let A be the ring of all continuous functions X → F . We endow A with the discrete topology,
in which case Spf A = SpecA, and one can exhibit a natural homeomorphism SpecA
∼→ X
(exercise for the reader). On the other hand, we have an isomorphism of topological rings :
OSpf A(N) = lim
b∈N
OSpecA({0, . . . , b}) ≃ kN
where kN is endowed with the product topology. A verification that we leave to the reader,
shows that the natural injective ring homomorphismA→ kN induces an isomorphism of ringed
spaces
Spf kN
∼→ (N,OSpf A|N)
hence N ⊂ Spf A is an affine subset. However, N is not an affine subset of SpecA, hence N is
not a truly affine open subset of Spf A.
(ii) On the other hand, suppose that A is c-admissible, in the sense of remark 15.1.18(ii),
and let U ⊂ Spf A be any open subset. Combining corollary 15.1.45(ii) and remark 15.1.18,
we see that U is an affine formal scheme in the sense of [36] if and only if it is an affine and
quasi-compact ω-formal scheme, if and only if it is truly affine.
We conclude this section by reviewing briefly a standard method for getting formal schemes
out of usual schemes.
15.1.47. Let X be a scheme, I ⊂ OX a quasi-coherent sheaf of ideals of finite type, and F a
quasi-coherent OX-module. Let also i : X0 := SpecOX/I → X be the closed immersion. For
every n ∈ N, set Fn := F/I n+1F ; we endow the i−1OX-module i−1(Fn) with its pseudo-
discrete topology. Following [36, Ch.I, De´f.10.8.2], we define the completion of F alongX0
F∧ := lim
n∈N
i−1Fn
where the limit is taken in the category of sheaves of topological abelian groups. Especially, we
may consider the completion OX∧ := O∧X which is naturally a sheaf of topological rings onX0,
and clearly F∧ is naturally an OX∧-module. For every open subset U ⊂ X , set U0 := U ∩X0;
notice that, if U ⊂ U ′ are two such open subsets with U0 = U ′0, then the restriction map
Fn(U ′) → Fn(U) is an isomorphism for every n ∈ N, since the support of Fn lies in X0.
There follows a natural identification
i−1Fn(U0)
∼→ Fn(U) for every n ∈ N and every open subset U ⊂ X
whence, by virtue of remark 5.5.2(iii) a natural isomorphism of topological groups
F∧(U0)
∼→ lim
n∈N
Fn(U) for every open subset U ⊂ X.
If moreover U is quasi-compact, then Fn(U) is a discrete topological group for every n ∈ N. If
U is affine, and AU := OX(U), IU := I (U), we have Fn(U) = AU/InU ⊗AU F (U) for every
n ∈ N, so that
F∧(U0) = F (U)
∧
where F (U)∧ denotes the IU -adic completion of F (U). Especially, the ringed space
(U0, (OX∧)|U0)
is an affine ω-formal scheme (see definition 15.1.17(iv)), isomorphic to Spf OX(U)
∧. Thus
X∧ := (X0,OX∧)
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is an ω-formal scheme called the completion of X along X0, and F∧ is a quasi-coherent OX∧-
module (see definition 15.1.31(i)). Furthermore, the system of projections (i−1F → Fn) yields
a morphism of i−1OX-modules
i−1F → F∧.
Especially, the map ϑ : i−1OX → OX∧ is a morphism of sheaves of rings, and the pair
πX := (i, ϑ) : X
∧ → X
is a natural morphism of ringed spaces. By inspecting the proof of lemma 15.1.12(i), we see
more precisely that πX is a morphism of locally ringed spaces.
Remark 15.1.48. In the situation of (15.1.47), let U ⊂ X∧ be any quasi-compact open subset.
Then the topology of F (U) is the linear topology defined by the system of submodules
(Γ(U, (I nF )∧) | n ∈ N).
Indeed, the assertion is clear if U is affine, since in this case the ideal IU is finitely generated
(see remark 8.3.3(ii,iv)). For the general case, let (Uλ | λ ∈ Λ) be a finite affine covering of
U , and endowM :=
∏
λ∈Λ F (Uλ) with the product topology; according to remark 5.5.2(i), the
topology of F (U) agrees with the topology induced by M via the natural injection F (U) →
M . However, the topology ofM is IU -adic, and we have F (U) ∩ InUM = Γ(U, (I nF )∧) for
every n ∈ N, whence the contention.
15.1.49. Keep the notation of (15.1.47), and let Y be another scheme, J ⊂ OY another
quasi-coherent sheaf of ideals, and f : X → Y a morphism of schemes such that the associated
map of sheaves OY → f∗OX restricts to a morphism J → f∗I . We may then consider the
completion Y ∧ of Y along Y0 := SpecOY /J . Let also U ⊂ X and V ⊂ Y be two affine open
subsets with f(U) ⊂ V , set IU := I (U) ⊂ AU := OX(U), JV := J (V ) ⊂ BV := OY (V ),
and endowAU (resp. BV ) with its IU -adic (resp. JV -adic) topology; it follows that the resulting
map BV → AU is continuous, and therefore we get an induced morphism
f∧U,V : (U0, (OX∧)|U0)→ (V0, (OY ∧)|V0).
If moreover, U ′ ⊂ U and V ′ ⊂ V is another pair of affine open subsets such that f(U ′) ⊂ V ′,
it is clear that f∧U ′,V ′ agrees with the restriction of f
∧
U,V . We deduce a well defined morphism of
formal schemes
f∧ : X∧ → Y ∧
that makes commute the diagram
X∧
f∧ //
πX

Y ∧
πY

X
f // Y.
Especially, if f is an open immersion and I = f−1J , then clearly f∧ is an open immersion.
15.2. Analytically noetherian rings.
Definition 15.2.1. Let A be an adic topological ring with a finitely generated ideal I of adic
definition.
(i) We say that A is analytically noetherian if the following two conditions hold :
(a) The analytic locus of SpecA is a noetherian scheme (see definition 8.3.23).
(b) For every finitely generated A-moduleM , the increasing sequence of submodules
(AnnM(I
n) | n ∈ N)
is stationary.
FOUNDATIONS FOR ALMOST RING THEORY 1341
(ii) We say that A is universally analytically noetherian if, for every n ∈ N, the polynomial
A-algebra A[X1, . . . , Xn], endowed with its I-adic topology, is analytically noetherian.
(iii) We say that A satisfies the topological Artin-Rees condition, if the following holds. For
every A-module M of finite type, and every submodule N ⊂ M , the I-adic topology on N
agrees with the topology induced by the I-adic topology ofM .
(iv) We say that an A-module M is analytically of finite type, if there exists a submodule
N ⊂M of finite type and an integer n ∈ N such that InM ⊂ N .
Remark 15.2.2. (i) It is easily seen that condition (b) of definition 15.2.1(i) does not depend on
the chosen finitely generated ideal I of adic definition of A. Likewise, the class of A-modules
of analytically finite type is determined solely by the topology of A.
(ii) Obviously, every noetherian ring is analytically noetherian when endowed with the adic
topology defined by any of its ideals.
(iii) Let A be an analytically noetherian ring, and M an A-module of analytically finite
type; then the sequence (AnnM(I
k) | k ∈ N) is stationary. Indeed, pick a finitely generated
submodule N ⊂ M such that InM ⊂ N for some n ∈ N; by assumption, there exists t ∈
N such that AnnN(I
t) = AnnN(I
s) for every s ≥ t. It follows easily that AnnM(Ik) =
AnnM(I
t+n) for every k ≥ t + n.
Lemma 15.2.3. Let A be an adic topological ring that admits a finitely generated ideal I of
adic definition. Then we have :
(i) The following conditions are equivalent :
(a) A satisfies the topological Artin-Rees condition.
(b) For every A-moduleM of finite type, every n ∈ N, and every submodule N ⊂ M
such that InN = 0, there existsm ∈ N such that N ∩ ImM = 0.
(ii) Suppose that the equivalent conditions of (i) hold for A, let M be any A-module of
analytically finite type, and N ⊂ M any submodule. Then the I-adic topology on N
agrees with the topology induced by the I-adic topology ofM .
Proof. (i): Clearly (a)⇒(b). Conversely, let M be an A-module of finite type, N ⊂ M a
submodule, and n ∈ N any integer. Set M ′ := M/InN and N ′ := N/InN ; clearly InN ′ = 0,
so (b) implies thatN ′∩ImM = 0 for somem ∈ N, and the latter means thatN ∩ImM ⊂ InN ,
whence (a).
(ii): By assumption, there exist n ∈ N and a submodule M ′ ⊂ M of finite type such that
InM ⊂M ′; setN ′ := M ′∩N . Then, for every t ∈ N there exists s ∈ N such that IsM ′∩N =
IsM ′ ∩N ′ ⊂ I tN ′ ⊂ I tN . We conclude that Is+nM ∩N ⊂ I tN , whence the assertion. 
Lemma 15.2.4. LetA be any analytically noetherian (resp. universally analytically noetherian)
topological ring, and I ⊂ A any ideal of adic definition. We have :
(i) For every multiplicative subset S ⊂ A, the localizationS−1A is analytically noetherian
(resp. universally analytically noetherian) for its S−1I-adic topology.
(ii) Let f : A → B be a ring homomorphism, and TB the IB-adic topology on B. If f is
finite (resp. of finite type) Then (B,TB) is analytically noetherian (resp. universally
analytically noetherian).
Proof. (i): Suppose that A is analytically noetherian. Clearly the analytic locus of SpecS−1A
is noetherian. Next, letM be any S−1A-module of finite type; pick a finite system of generators
x• := (x1, . . . , xk) forM , and letN be the A-submodule ofM generated by x•. Then S
−1N =
M , and AnnM(S
−1In) = S−1AnnN(I
n) for every n ∈ N, whence the assertion. The assertion
for the case where A is universally analytically noetherian case follows immediately,
(ii): Again, suppose first that A is analytically noetherian, and f is finite. The analytic locus
of SpecB is finite over the analytic locus of SpecA, hence it is noetherian. Next, ifM is a B-
module of finite type, then it is also an A-module of finite type, and AnnM(I
nB) = AnnM(I
n)
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for every n ∈ N, whence the assertion. Lastly, suppose that A is universally analytically noe-
therian and f is of finite type. For every n ∈ N, the A-algebra B[T1, . . . , Tn] is a quotient of a
free polynomial A-algebra of finite type, so it is analytically noetherian, by the foregoing case,
whence the assertion. 
Proposition 15.2.5. Let A be a ring, I, J ⊂ A two finitely generated ideals, and denote by TI
(resp. TJ , resp. TI+J ) the I-adic (resp. J-adic, resp. (I + J)-adic) topology on A. We have :
(i) If (A,TI) is analytically noetherian, and TJ is finer than TI , then (A,TJ) is analyti-
cally noetherian.
(ii) If (A,TI) and (A,TJ) are analytically noetherian, then the same holds for (A,TI+J).
(iii) If (A,TI) and (A,TJ) satisfy the topological Artin-Rees condition, the same holds for
(A,TI+J).
Proof. (i): After replacing J by Jn for a suitable n ∈ N, we may assume that J ⊂ I , in which
case it is clear that the analytic locus UI ⊂ X := SpecA of (A,TI) contains the analytic locus
UJ of (A,TJ). Since by assumption UI is noetherian, the same holds for the scheme UJ . Next,
let M be any A-module of finite type, and for every n ∈ N, denote by Mn the quasi-coherent
OX -module associated withMn := AnnM(J
n). Since UI is noetherian, there exists t ∈ N such
that Mn|UI = Mt|UI for every n ≥ t. Set M ′ := M/Mt, and M ′n := AnnM ′(Jn) for every
n ∈ N. It is easily seen that
(15.2.6) M ′n =Mn+t/Mt for every n ∈ N.
On the other hand, since (Mn+t/Mt)|U = 0, we get⋃
n∈N
M ′n = N :=
⋃
n∈N
AnnM ′(I
n).
By assumption, there exists s ∈ N such that N = AnnM ′(Is), and therefore N ⊂ M ′s ⊂ N .
Combining with (15.2.6) we conclude that Mn = Ms+t for every n ≥ s + t, whence the
assertion.
(ii): Let UI and UJ be as in the foregoing, and define UI+J likewise as the analytic locus of
(A,TI+J). Then UI+J = UI ∪ UJ ; since by assumption UI and UJ are noetherian, the same
then holds for UI+J . Next, letM be as in the foregoing; by assumption, there exists t ∈ N such
that AnnM(I
n) = AnnM(I
t) and AnnM(J
n) = AnnM(J
t) for every n ≥ t. It then follows
easily that AnnM((I + J)
n) = AnnM((I + J)
2t−1) for every n ≥ 2t− 1, whence the assertion.
(iii): LetM be any A-module of finite type, N ⊂ M a submodule such that (I + J)nN = 0
for some n ∈ N; in light of lemma 15.2.3(i), it suffices to show that there existsm ∈ N such that
N ∩ (I + J)mM = 0. However, again by lemma 15.2.3(i), our assumption on (A,TI) implies
that N ∩ I tM = 0 for some t ∈ N; set M ′ := M/I tM and let N ′ ⊂ M ′ be the image of N .
Notice that JnN ′ = 0; invoking again lemma 15.2.3(i), our assumption on (A,TJ) implies that
N ′∩JsM ′ = 0 for some s ∈ N. We conclude thatN ∩(I t+Js)M = 0, and thenm := t+s−1
will do. 
As a corollary, we get the following weak form of the Artin-Rees lemma :
Corollary 15.2.7. Let (A,T ) be an analytically noetherian topological ring, f := (f1, . . . , fn)
a finite sequence of elements of A that generates an ideal of adic definition. We have :
(i) A satisfies the topological Artin-Rees condition.
(ii) A satisfies condition (d)f of (7.8.20).
Proof. For every i = 1, . . . , n, let Ti be the fiA-adic topology on A; by proposition 15.2.5(i),
(A,Ti) is analytically noetherian for every i = 1, . . . , n. Taking into account lemma 15.2.4(ii),
we see that A fulfills the assumptions of lemma 7.8.43, whence (ii).
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Next, if the topological Artin-Rees condition holds for each (A,Ti), proposition 15.2.5(iii)
and a simple induction show that the same holds for (A,T ). Thus, we may assume from start
that n = 1 and A admits a principal ideal I = fA of adic definition.
Now, let M be any A-module of finite type, N ⊂ M a submodule, and set M ′ := M/N .
Pick t ∈ N such that AnnM ′(fn) = AnnM ′(f t) for every n ≥ t; it follows easily that
N ∩ fn+tM = fn(N ∩ f tM) for every n ∈ N
whence the contention. 
Corollary 15.2.8. Let A be an analytically noetherian ring, I ⊂ A a finitely generated ideal of
adic definition, and
0→ M1 → M2 →M3 → 0
a short exact sequence of A-modules, which we endow with their I-adic topologies. We have :
(i) M2 is analytically of finite type if and only if the same holds for bothM1 andM3.
(ii) Suppose thatM2 is analytically of finite type. Then the induced sequence of separated
completions
(15.2.9) 0→M∧1 →M∧2 →M∧3 → 0
is short exact.
Proof. (i): Suppose that M2 is analytically of finite type. Then it is easily seen that the same
holds for M3. Next, set X := SpecA, so that U := X \ SpecA/I is the analytic locus of X .
Let also M1 and M2 be the quasi-coherent OX-modules associated with M1 and respectively
M2. Then M2|U is a quasi-coherent OU -module of finite type, and since U is noetherian, the
same then holds for its submodule M1|U . Hence, we may find a quasi-coherent OX-submodule
P ⊂ M1 of finite type such that P|U = M1|U , and we denote by P ⊂ M1 the submodule
corresponding to P . Set M ′1 := M1/P and M
′
2 := M2/P ; by construction, the support ofM
′
1
lies in SpecA/I , and since A is analytically noetherian, it follows that InM ′1 = 0 for some
n ∈ N. Thus, InM1 ⊂ P , which shows thatM1 is analytically of finite type.
Lastly, suppose that M1 and M3 are analytically of finite type, and pick n ∈ N and finitely
generated submodules Ni ⊂ Mi such that InMi ⊂ Ni for i = 1, 3. Then we may find a
submodule P ⊂ M2 of finite type whose image in M3 equals M3, and it is easily seen that
I2nM2 ⊂ P +N1.
(ii): By virtue of corollary 15.2.7 and lemma 15.2.3(ii), the sequence (15.2.9) is isomorphic
to the sequence of natural maps
0→ lim
n∈N
M1/(M1 ∩ InM2)→ lim
n∈N
M2/I
nM2 → lim
n∈N
M3/I
nM3 → 0
whose exactness follows easily from [112, Lemma 3.5.3]. 
Proposition 15.2.10. Let A and I be as in corollary 15.2.8, and M any A-module of analyti-
cally finite type. Endow M with its I-adic topology, and denote by A∧ and M∧ the separated
completions of A andM . We have :
(i) The natural map ϕM : A
∧ ⊗A M →M∧ is an isomorphism.
(ii) The completion map A→ A∧ is flat.
Proof. We consider first the case where M is of finite type. Pick any surjective A-linear map
ψ : L → M , from a finitely presented A-module L, and endow K := Kerψ with its I-adic
topology. We consider the induced commutative diagram
0 // A∧ ⊗A K //
ϕK

A∧ ⊗A L //
ϕL

A∧ ⊗A M //
ϕM

0
0 // K∧ // L∧ // M∧ // 0
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whose bottom row is short exact, by corollary 15.2.8. If L is free of finite rank, ϕL is an
isomorphism; then ϕM is surjective and ϕK is injective. Since we can always find such a
surjection ϕ with L free of finite rank, we conclude already that ϕM is surjective for every
finitely generated A-moduleM .
Next, suppose thatM is finitely presented and L is still free of finite rank; in this case, K is
an A-module of finite type ([52, Lemma 2.3.18(iii)]), so ϕK is also surjective, by the foregoing,
hence ϕK is an isomorphism and therefore the same holds for ϕM .
For a general M of finite type, in view of corollary 15.2.8(i) we may find a submodule
K ′ ⊂ K of finite type such that InK ⊂ K ′. Set L′ := L/K ′, and let ψ′ : L′ → M be the
surjective map induced by ψ; then L’ is still finitely presented, so we may replace L by L′ and
ψ by ψ′, and assume from start that the I-adic topology is discrete on K, in which case the
completion map K → K∧ is an isomorphism, consequently ϕK is again surjective, and we
conclude as in the foregoing that ϕM is an isomorphism, as required.
Lastly, suppose thatM is of analytically finite type, and pick a submoduleN ⊂M such that
In(M/N) = 0 for some n ∈ N. We consider the analogous commutative diagram
0 // A∧ ⊗A N //
ϕN

A∧ ⊗A M //
ϕM

A∧ ⊗A (M/N) //
ϕM/N

0
0 // N∧ // M∧ // (M/N)∧ // 0
and it is easily seen that both ϕM/N and the completion map M/N → (M/N)∧ are isomor-
phisms. The same holds for ϕN , by the foregoing, so finally ϕM is an isomorphism.
(ii): Let N → M be any injective homomorphism of A-modules; we need to check that the
induced map A∧ ⊗A N → A∧ ⊗A M is still injective. Since the tensor product commutes with
all colimits, we are easily reduced to the case whereM and N are A-modules of finite type. In
this case, endow M and N with their I-adic topologies; by corollary 15.2.8, the induced map
on I-adic completionsN∧ → M∧ is injective. Then it suffices to apply (i) to conclude. 
15.2.11. Let (A,T ) be a complete and separated adic topological ring that admits a principal
ideal I = Aa of adic definition. Let also M be an A-module whose I-adic topology TM is
complete and separated. For a submoduleN ⊂M letN c be the topological closure ofN inM ,
and for every k ∈ N denote by Nk ⊂M the submodule of all x ∈M such that akx ∈ N . Set
N s :=
⋃
k∈N
Nk.
Lemma 15.2.12. In the situation of (15.2.11), let N ′ ⊂ N ⊂ M be two submodules, such that
N ′ is dense in N (for the topology TM ) and N = N s. The following holds :
(i) The I-adic topology on N agrees with the topology induced by TM .
(ii) N c = (N c)s.
(iii) If N = N c as well, and N [a−1] is an A[a−1]-module of finite type, then N is analyti-
cally of finite type, and N ′ = N .
Proof. (i): Since N = N s we have amN = amM ∩N for everym ∈ N, whence the assertion.
(ii): If x ∈M and ax ∈ N c, then for every n ∈ N there exists zn ∈M such that ax−anzn ∈
N , and therefore x− an−1zn ∈ N for every n ≥ 1, whence x ∈ N c.
(ii): By assumption, there exists a finitely generated submodule L ⊂ N with
N = Ls =
⋃
k∈N
(Lk)
c
(indeed, the first identity holds if we choose L such that N [a−1] = L[a−1], and the second
follows, since N = N c). Notice next that we may regard M as a complete metric space, with
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the metric defined by the rule
d(x, y) :=
{
0 if x = y
2−b if x 6= y, where b := max(n ∈ N | x− y ∈ anM).
By Baire’s category theorem ([28, Ch.IX, §5, n.3, Th.1]), it follows that (Lk)c is open in N
for some k ∈ N (for the topology of N induced by TM ), and therefore it contains amN for
some m ∈ N; thus ak+mN ⊂ ak(Lk)c ⊂ Lc. Combining with (i) we deduce that the I-adic
topology of Lc agrees with the topology induced by TM ; then by lemma 8.3.17(i) we conclude
that L = Lc, so ak+mN ⊂ L, which shows that N is analytically of finite type.
Lastly, since N ′ is dense in N , from (i) we see that N = N ′ + am+k+1N ⊂ N ′ + aL. It
follows that L = (N ′ ∩ L) + aL, and by Nakayama’s lemma we get L = N ′ ∩ L, i.e. L ⊂ N ′,
so N ′ is open in N and thus N = N ′. 
Theorem 15.2.13. Let (A,T ) be a complete and separated adic topological ring that admits
a finitely generated ideal I of adic definition, and suppose that the analytic locus of SpecA is
noetherian. Then A is analytically noetherian.
Proof. (This is [48, Th.5.1.2].) Let a1, . . . , ak be a finite system of elements of A that generates
I , and for every i = 1, . . . , k denote by Ti that Aai-adic topology on A; taking into account
proposition 15.2.5(ii), it suffices to show that (A,Ti) is analytically noetherian for i = 1, . . . , k.
However, since the analytic locus of (A,T ) is noetherian, the same holds for the analytic locus
of (A,Ti), and the topology Ti is also complete and separated for every i = 1, . . . , k, by virtue
of lemma 8.3.12. We are then reduced to the case where I = Aa is a principal ideal.
Now, letM be an A-module of finite type; we need to show that the sequence of submodules
(AnnM(a
n) | n ∈ N) is stationary. Let us writeM = L/Q for a free A-module L of finite rank,
and a submoduleQ ⊂ L, and set N := Qs (notation of (15.2.11)). Notice that
N/Q =
⋃
n∈N
AnnM(a
n)
so it suffices to show that akN ⊂ Q for some k ∈ N. Now, obviouslyN s = N , so N c = (N c)s
as well, by lemma 15.2.12(ii). Moreover, since A[a−1] is noetherian, N c[a−1] is an A[a−1]-
module of finite type, and consequently N c is analytically of finite type, and N = N c, by
lemma 15.2.12(ii). It follows that N/Q is also analytically of finite type; so, pick a submodule
N ′ ⊂ N/Q of finite type and an integer k ∈ N such that ak(N/Q) ⊂ N ′; since N ′ is finitely
generated, there exists as well n ∈ N such that anN ′ = 0, so finally ak+n(N/Q) = 0, as
required. 
Next, we globalize definition 15.2.1 to schemes as follows.
Definition 15.2.14. Let A be an adic topological ring that has a finitely generated ideal I of
adic definition,X an A-scheme, and F a quasi-coherent OX-module.
(i) We say thatX is locally analytically noetherian if every point ofX admits an affine open
neighborhood U such that the following holds. Endow AU := OX(U) with the I-adic topology
TU ; then (AU ,TU) is analytically noetherian.
(ii) We say that X is analytically noetherian if it is quasi-compact, quasi-separated and
locally analytically noetherian.
(iii) We say that F is analytically of finite type if every point of X admits an affine open
neighborhood U such that F (U) is an (AU ,TU)-module of analytically finite type.
Remark 15.2.15. If A is a universally analytically noetherian ring, then every A-scheme of
finite type is analytically noetherian, by virtue of lemma 15.2.4.
Lemma 15.2.16. Let A and I be as in definition 15.2.14. Let also X be a quasi-compact and
quasi-separated A-scheme, and F a quasi-coherent OX-module. We have :
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(i) If F is analytically of finite type, there exist an integer n ∈ N and a quasi-coherent
OX-submodule of finite type G ⊂ F such that InF ⊂ G .
(ii) If F is analytically of finite type and X is analytically noetherian, there exists p ∈ N
such that AnnF (I
q) = AnnF (I
p) for every integer q ≥ p.
(iii) If F is of finite type and X is analytically noetherian, there exist a finitely presented
OX-module G , an epimorphism ϕ : G → F of OX-modules, and an integer n ∈ N
such that InKerϕ = 0.
Proof. (i): By assumption, we may find a finite affine open covering (Uλ | λ ∈ Λ) of X , and
for every λ ∈ Λ a quasi-coherent OUλ-submodule Hλ of finite type of Fλ := F|Uλ and an
integer nλ ∈ N such that InλFλ ⊂ Hλ. We may also find, for every λ ∈ Λ, a finitely presented
quasi-coherent OUλ-module H
′
λ with an OUλ-linear morphism ϕλ : H
′
λ → Fλ whose image is
Hλ. According to lemma 10.3.24(i) there exist a finitely presented quasi-coherent OX-module
Gλ with Gλ|Uλ = H
′
λ and a morphism ψλ : Gλ → Fλ of OX-modules such that ψλ|Uλ = ϕλ.
Then we may take G :=
∑
λ∈Λ Imψλ.
(ii): Suppose that for every λ ∈ Λ there exists pλ ∈ N such that AnnFλ(Iq) = AnnFλ(Ipλ)
for every q ≥ pλ. Then p := max(pλ | λ ∈ Λ) fulfills the stated condition. Thus, we may
suppose that X = SpecA for an analytically noetherian ring A, in which case the assertion
follows from remark 15.2.2(iii).
(iii): By assumption, we may find a finite affine covering (Uλ | λ ∈ Λ) of X such that
Aλ := OX(Uλ) is analytically noetherian relative to its IAλ-adic topology, for every λ ∈ Λ.
Pick a finitely presented quasi-coherent OUλ-moduleHλ and an epimorphism ψλ : Hλ → F|Uλ
for every λ ∈ Λ. By lemma 10.3.24(i) there exist a finitely presented quasi-coherent OX-
module H ′λ with H
′
λ|Uλ
= Hλ and a morphism of OX-modules ψ′λ : H
′
λ → F such that
ψ′λ|Uλ = ψλ, for every λ ∈ Λ. Set H :=
⊕
λ∈Λ H
′
λ ; the sum of the morphisms ψ
′
λ is an
epimorphism ψ : H → F , and H is clearly finitely presented. For every λ ∈ Λ, let also
Vλ ⊂ Uλ be the analytic locus; then V :=
⋃
λ∈Λ Vλ is locally noetherian, quasi-compact and
quasi-separated, and therefore K := Kerψ restricts to a finitely presented quasi-coherent OV -
moduleK|V . Then, invoking again lemma 10.3.24(i) we find a quasi-coherent finitely presented
OX -module K ′ and an OX-linear morphism K ′ → K that restricts to an isomorphism on
V . Let K ′′ ⊂ K be the image of K ′, and set G := H /K ′′. Clearly ψ factors through
an epimorphism ϕ : G → F , and the support of Kerϕ lies in X \ V . Lastly, since Aλ is
analytically noetherian, we may find an integer nλ ∈ N such that Inλ · (Kerϕ)|Vλ = 0, for every
λ ∈ Λ. The assertion then holds with n := max(nλ | λ ∈ Λ). 
Proposition 15.2.17. Let A be an adic topological ring with a finitely generated ideal I of adic
definition, B an A-algebra, that we endow with its IB-adic topology TB . Let also F be any
B-module, and denote by F the quasi-coherent OSpecB-module arising from F . We have :
(i) The following conditions are equivalent :
(a) (B,TB) is analytically noetherian.
(b) SpecB is an analytically noetherian A-scheme.
(ii) The following conditions are equivalent :
(a) F is a B-module of analytically finite type.
(b) F is an OSpecB-module of analytically finite type.
Proof. (i): Clearly (a)⇒(b). Hence, suppose that X := SpecB is analytically noetherian, and
let (Ui | i = 1, . . . , k) be a finite affine covering of X such that Bi := OX(Ui) is analytically
noetherian for its IBi-adic topology for every i = 1, . . . , k. By virtue of lemma 15.2.4, we
may assume that for every i = 1, . . . , k there exists bi ∈ B such that Bi = B[b−1i ]. Clearly
the analytic locus U of X is the union of the analytic loci of SpecB1, . . . , SpecBk, so U is
noetherian. Next, letM be any B-module of finite type, and for every i = 1, . . . , k, set Mi :=
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Bi ⊗B M ; choose n ∈ N such that AnnMi(IrBi) = AnnMi(InBi) for every i = 1, . . . , n and
every r ≥ n. It follows that AnnM(Ir) = AnnM(In) for every r ≥ n, whence the contention.
(ii) follows easily from lemma 15.2.16(i). 
15.2.18. Let A be a universally analytically noetherian ring, I ⊂ A a finitely generated ideal
of adic definition,X a quasi-separated A-scheme locally of finite type, and F a quasi-coherent
OX-module. According to (15.1.47) we may consider the completions X∧ and F∧ of X and
F along the closed subschemeX0 := SpecOX/IOX = SpecA/I×SpecAX , which are respec-
tively a formal scheme endowed with a natural morphism of locally ringed spaces
π : X∧ → X
and a quasi-coherent OX∧-module with a natural map of OX∧-modules
(15.2.19) π∗F → F∧.
Proposition 15.2.20. With the notation of (15.2.18), the following holds :
(i) If F is analytically of finite type, the map (15.2.19) is an isomorphism.
(ii) We have H i(U, π∗F ) = 0 for every affine quasi-compact open subset U ⊂ X∧ and
every i > 0.
(iii) If X is affine, the natural map
OX∧(X
∧)⊗OX (X) H0(X,F )→ H0(X∧, π∗F )
is an isomorphism.
(iv) Let U := (Ui | i ∈ I) be an open covering ofX∧, and suppose that Ui ∩Uj is affine for
every i, j ∈ I . Then there is a natural isomorphism (notation of (10.2.18)) :
H•alt(U, π
∗F )
∼→ H•(X∧, π∗F ).
Proof. (i): The assertion is local onX , hence we may assume thatX is local, sayX = SpecB,
and F is the quasi-coherent OX-module attached to the module F := F (X). Let T be any
final object in the category of topological spaces (i.e. T is the unique topology over a set that
has only one point), and endow T with a structure sheaf OT by declaring that OT (T ) := B
and OT (∅) := 0. The module F defines an OT -module FT by the rule : FT (T ) := F and
FT (∅) := 0. The system of restriction maps B → OX(U) for U ranging over the open subsets
of X , may be viewed as a morphism of ringed spaces
ε : X → T
and with this notation we then have F = ε∗FT . Set as well ε
∧ := ε ◦ π; there follows a natural
isomorphism of OX∧-modules
π∗F
∼→ ε∧∗FT .
In other words, π∗F is the sheaf associated to the presheaf given by the rule :
U0 7→ OX∧(U0)⊗B F for every open subset U0 ⊂ X∧ = X0
and the discussion of (15.1.47) shows that (15.2.19) is the morphism associated to the morphism
of presheaves given, on every affine open subset U0 ⊂ X0, by the natural map
(15.2.21) OX(U)
∧ ⊗B F → F (U)∧
where U ⊂ X is any affine open subset such that U0 = U ∩X0, and where OX(U)∧ and F (U)∧
denote the I-adic completions of OX(U) and respectively F (U). However, since F is quasi-
coherent, we have F (U) = OX(U)⊗B F ; taking into account remark 15.2.15 and propositions
15.2.10 and 15.2.17(ii) we deduce that (15.2.21) is an isomorphism for every such U0. Since
the affine open subsets are a basis of the topology ofX∧ that is closed under finite intersections,
the assertion follows.
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(ii): Since U is quasi-compact, π(U) is contained in a quasi-compact open subset V ⊂
X; we may then replace X by V , and assume from start that X is quasi-compact and quasi-
separated. In this case, F is the colimit of the filtered family (Fλ | λ ∈ Λ) of its quasi-coherent
OX -submodules of finite type (proposition 10.3.28), hence π∗F is the colimit of the system
(π∗Fλ | λ ∈ Λ). Since U is a spectral topological space, proposition 10.1.8 then reduces to
showing that H i(U, π∗Fλ) = 0 for every λ ∈ Λ. Hence, we may assume from start that F is
of finite type, in which case π∗F is a quasi-coherent OX∧-module, by (i), and then the assertion
follows from theorem 15.1.37(ii).
(iii): Arguing as in the proof of (ii), we reduce to the case where F is analytically of finite
type; then F (X) is an OX(X)-module of analytically finite type (proposition 15.2.17(ii)), and
the discussion of (15.1.47) says that OX∧(X∧) (resp. F∧(X∧)) is the I-adic completion of
OX(X) (resp. of F (X)). Then the assertion follows from (i), lemma 15.1.28(i) and proposition
15.2.10(i).
(iv) follows from (ii), together corollary 10.2.21(ii) and [36, Ch.I, Prop.10.7.2]. 
Theorem 15.2.22. Let A be a universally analytically noetherian ring,X a proper and finitely
presented A-scheme, and F a quasi-coherent OX-module of analytically finite type. Then the
A-module H i(X,F ) is analytically of finite type for every i ∈ N.
Proof. Let I ⊂ A be any ideal of adic definition. The first observation is the following :
Claim 15.2.23. Let i ∈ N be any integer, and suppose that H i(X,F ′) is analytically of finite
type for every finitely presented OX-module F ′. Then H i(X,F ) is analytically of finite type
for every OX-module F of analytically finite type.
Proof of the claim. Let G ⊂ F be an OX-submodule as in lemma 15.2.16(i), so that InF ⊂ G
for some n ∈ N, and denote by j : G → F the inclusion morphism. Then, for every a ∈ In
the endomorphism a · 1F factors thorugh an OX-linear morphism ϕa : F → G . Set H i :=
H i(X,F ); we deduce that a · 1Hi = H i(X, j) ◦H i(X,ϕa). Especially, InH i is contained in
the image of H i(X, j). Hence, if H i(X,G ) is analytically of finite type, the same follows for
H i. We may then replace F by G , and assume from start that F is quasi-coherent of finite
type. Next, by lemma 15.2.16(iii) and remark 15.2.15 we may find a short exact sequence of
quasi-coherent OX-modules 0 → K → F ′ → F → 0 such that F ′ is finitely presented and
InK = 0 for some n ∈ N. It follows easily that In annihilates the cokernel of the induced map
H i(X,F ′)→ H i, whence the claim. ♦
Thus, suppose henceforth that F is finitely presented, and set S := SpecA; according to
[43, Ch.IV, Prop.8.9.1(i,ii)] we may assume that there exist a noetherian subring A0 ⊂ A, a
finitely presented morphism of schemes X0 → S0 := SpecA0 and a coherent OX0-module F0
such that X = S ×S0 X0 and F = π∗F0, where π : X → X0 is the projection. By [43, Ch.IV,
Th.8.10.5], we may moreover assume that X0 is a proper A0-scheme.
Claim 15.2.24. The OX-module TorS0q (OS,F0) is analytically of finite type for every q ∈ N.
Proof of the claim. The assertion is local on X0, so we may assume that X0 is and affine and
finitely presented S0-scheme; then we may find an integer n ∈ N and a closed immersion
i : X0 → AnS0 . Set iS := S ×S0 i : X → AnS; according to [40, Ch.III, Prop.6.5.11] there is a
natural isomorphism of OX-modules :
iS∗Tor
S0
q (OS,F0)
∼→ TorS0q (OS, i∗F0)
so we may replaceX0 by A
n
S0
and F0 by i∗F0, and assume from start thatX0 is a flat and affine
S0-scheme. In this situation, there exists as well a natural isomorphism of OX-modules :
TorS0q (OS,F0)
∼→ Tq := TorX0q (OX ,F0) for every n ∈ N.
FOUNDATIONS FOR ALMOST RING THEORY 1349
Indeed, for every V0, V and U as in the foregoing condition (a) we have an isomorphism
γV,U : Tor
OS0 (V0)
q (OS(V ),F0(U))
∼→ TorOX0 (U)q (OX(V ×S0 U),F0(U))
of OX(V ×S0 U)-modules, such that for every inclusion of open subsets V ′0 ⊂ V0, V ′ ⊂ V ∩
(S ×S0 V ′0) and U ′ ⊂ U ∩ (S ×S0 V ′0) the resulting diagram commutes :
Tor
OS0 (V0)
q (OS(V ),F0(U))
γV,U //

Tor
OX0 (U)
q (OX(V ×S0 U),F0(U))

Tor
OS0(V
′
0 )
q (OS(V ′),F0(U ′))
γV ′,U′ // Tor
OX0 (U
′)
q (OX(V ′ ×S0 U ′),F0(U ′))
([112, Prop.3.2.9]) whence the assertion. Thus, it suffices to check that Tq is analytically of
finite type; however, since X0 is affine, F0 admits a resolution P•
∼→ F [0] consisting of free
OX0-modules of finite type, and Tq is isomorphic to Hq(OX ⊗OX0 P•). The claim then follows
easily from corollary 15.2.8(i). ♦
Let U := (Ui | i = 1, . . . , n) be a finite affine covering of X0; we have natural isomorphisms
in D(A0-Mod) and respectively D(A-Mod)
RΓ(X0,F0)
∼→ C•alt(U,F0) RΓ(X,F ) ∼→ A⊗A0 C•alt(U,F0)
where C•alt(U,−) denotes the truncated alternating Cˇech complex associated with the cover-
ing U (theorem 10.2.28(ii)). Let us choose a Cartan-Eilenberg projective resolution P ••
∼→
C•alt(U,F0)[0] such that P
pq = 0 whenever q > 0 (see [112, Lemma 5.7.2]); the double com-
plex A⊗A0 P •• gives rise to a spectral sequence
Ep,−q2 := Tor
A0
q (A,H
pC•alt(U,F0))⇒Mp−q := Hp−q(A
L⊗A0 C•alt(U,F0))
as well as a spectral sequence
F p,−q1 := Tor
A0
q (A,C
p
alt(U,F0))⇒ Mp−q
whose differentials dpq1 : F
pq
1 → F p+1,q1 are induced by those of C•alt(U,F0), whence natural
isomorphisms for every p, q ∈ N :
(15.2.25) Ep,−q2
∼→ TorA0q (A,Hp(X0,F0)) F p,−q2 ∼→ Hp(X,TorS0q (OS,F0))
and especially, we have natural isomorphisms
(15.2.26) F i,02
∼→ H i for every i ∈ N.
Claim 15.2.27. Mp−q is analytically of finite type, for every p, q ∈ N.
Proof of the claim. The A0-module H
p(X0,F0) is finitely generated for every p ∈ N, because
X0 is a proper A0-scheme ([39, Ch.III, Th.3.2.1]); since A0 is noetherian, we may then find a
resolution P• of H
p(X0,F0) consisting of free A0-modules of finite type, and there are natural
isomorphismsEp,−q2
∼→ Hq(A⊗A0P•); taking into account corollary 15.2.8(i), we conclude that
Ep,−q2 is an A-module of analytically finite type, for every p, q ∈ N. Then, again by corollary
15.2.8(i), a simple induction on r ∈ N shows that Ep,−qr is analytically of finite type, for every
p, q, r ∈ N. We deduce that the A-module Mp−q admits a finite filtration whose subquotients
are analytically of finite type, and to conclude it suffices to invoke again corollary 15.2.8(i). ♦
Now the theorem is a special case of the following more general
Claim 15.2.28. F p,−qr+2 is an A-module of analytically finite type, for every p, q, r ∈ N.
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Proof of the claim. We argue by descending induction on p, and notice that F p,−q1 = 0 for
every p ≥ n − 1, so the assertion is clear for p ≥ n − 1. Next, let t ≤ n − 1, and suppose
that the claim has already been shown for every p, q, r ∈ N with r ≥ 2 and p ≥ t. First we
prove, by descending induction on r ≥ 2, that F t−1,0r is analytically of finite type. Indeed, there
exists s ∈ N large enough, such that F t−1,0r is a subquotient of Mt−1 for every r ≥ s, whence
the assertion for every r ≥ s, by virtue of claim 15.2.27 and corollary 15.2.8(i). Thus, suppose
that 2 < r ≤ s, and we know already that F t−1,0r is analytically of finite type; we have an exact
sequence
0→ F t−1,0r → F t−1,0r−1 → F t−2+r,2−rr−1
and by inductive assumption we also know that F t−2+r,2−rr−1 is analytically of finite type. From
corollary 15.2.8(i), it follows that the same holds for F t−1,0r−1 , as required. Especially, in light of
(15.2.26), the foregoing implies thatH t−1(X,F ) is analytically of finite type, for every finitely
presented OX-module F , hence the same holds more generally whenever F is analytically of
finite type, by virtue of claim 15.2.23. Taking into account claim 15.2.24 and (15.2.25), we
deduce that F t−1,−q2 is analytically of finite type for every q ∈ N, and finally, the same follows
for F t−1,−qr , whenever q, r ∈ N and r ≥ 2, after invoking once more corollary 15.2.8(i). 
15.2.29. In the situation of theorem 15.2.22, let I ⊂ A be any finitely generated ideal of adic
definition; we notice that InF is a quasi-coherent OX-module of analytically finite type for
every ∈ N, and we define a descending filtration Fil•IH i on H i := H i(X,F ) by setting
FilnIH
i := Im(ψi,n : H
i(X, InF )→ H i) for every i, n ∈ N.
Corollary 15.2.30. With the notation of (15.2.29), the following holds for every i ∈ N :
(i) The linear topology on H i defined by the descending filtration Fil•IH
i agrees with the
I-adic topology.
(ii) The system (Kerψi,n | n ∈ N) is essentially zero.
Proof. Let us show first that (i)⇒(ii). To ease notation, set Kin := Kerψi,n for every i, n ∈ N.
For every a ∈ In, the endomorphism a·1F is the composition of the inclusion map jn : InF →
F and a morphism ϕa,n : F → InF of OX-modules, and we have as well
ϕa,n ◦ jn = a · 1InF
whence H i(X,ϕa,n) ◦ ψi,n = a · 1Hi(X,InF ). We deduce immediately that
(15.2.31) InKin = 0 for every p, n ∈ N.
Next, notice that
Im(Kip → Kin) = Kin ∩ Im(H i(X, IpF )→ H i(X, InF )) for all integers p ≥ n ≥ 0.
Suppose now that (i) holds for every OX-module F of analytically finite type; especially, it
applies to InF , and therefore for every k ∈ N we may find an integer p ≥ n such that
Im(H i(X, IpF )→ H i(X, InF )) ⊂ IkH i(X, InF ), whence
Im(Kip → Kin) ⊂ Kin ∩ IkH i(X, InF ).
By theorem 15.2.22, we know that H i(X, InF ) is analytically of finite type; by corollary
15.2.7 and lemma 15.2.3(ii), it follows that there exists k ∈ N large enough, such that Kin ∩
IkH i(X, InF ) ⊂ InKin, and then the assertion follows from (15.2.31).
(i): Let a1, . . . , ak be a finite system of generators for I; we argue by induction on k. If k = 1,
let p ∈ N such that AnnF (aq1) = AnnF (ap1) for every q ≥ p (lemma 15.2.16(ii)); there follows
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a commutative diagram of OX-modules
ap1F //

aq1F

F
aq−p1 ·1F // F
whose top horizontal arrow is an isomorphism, and whose vertical arrows are the inclusion
maps. We deduce easily that FilqIH
i = aq−p1 · FilpIH i for every q ≥ p, whence
aq1H
i ⊂ FilqIH i ⊂ aq−p1 H i
as required. Next, let k > 1, and set J := Aa1+ · · ·+Aak−1 and L := Aak. Denote by TI , TJ
and TL respectively the I-adic, J-adic and L-adic topologies on A.
Fix p ∈ N; it is easily seen that IpH i ⊂ FilpH i, so it remains only to check that there
exists n ∈ N such that FilnH i ⊂ IpH i. To this aim, notice first that X is also an analytically
noetherian (A,TL)-scheme (proposition 15.2.5(i)), and F is also analytically of finite type
relative to the topology TL; since L is principal, it follows that we may find t ∈ N such that
(15.2.32) FiltLH
i ⊂ LpH i.
Notice also that
Jr+t ⊂ Ir+t ⊂ Jr + Lt for every r, t ∈ N
which implies that the I-adic topology on any A/Lt-module agrees with the J-adic topology.
By the same token, an A/Lt-module is an (A,TI)-module of analytically finite type if and only
if it is an (A,TJ)-module of analytically finite type. Taking into account proposition 15.2.5(i)
we deduce thatX is also an analytically noetherian (A,TJ)-scheme andF/LtF is analytically
of finite type relative to the topology TJ as well, for every t ∈ N. Then, theorem 15.2.22 says
that H it := H
i(X,F/LtF ) is an A-module analytically of finite type relative to the topology
TJ , hence also relative to the topologyTI , since it is anA/LtA-module. Moreover, by inductive
assumption the linear topology on H it defined by the filtration Fil
•
JH
i
t agrees with the J-adic
topology, hence the linear topology onH it defined by the filtration Fil
•
IH
i
t agrees with the I-adic
topology, by the foregoing observation.
Now, the image of FilnIH
i in H it lies in the intersection of Fil
n
IH
i
t with the submodule
H i/FiltLH
i ⊂ H it , and the I-adic topology on the latter agrees with the one induced by the
I-adic topology of H it (corollary 15.2.7 and lemma 15.2.3(ii)), so
Im(FilnIH
i → H i/FiltLH i) ⊂ Ip(H i/FiltLH i) for some n ∈ N
i.e. FilnIH
i ⊂ IpH i + FiltLH i, and combining with (15.2.32), the assertion follows. 
15.2.33. Keep the notation of (15.2.29), and define π : X∧ → X and F∧ as in (15.2.18).
Morever, for every i, n ∈ N endow H i(X,F ) with its I-adic topology and H i(X,F/InF )
with the discrete topology, and denote by A∧ and H i(X,F )∧ the separated completions of A
and respectivelyH i(X,F ).
Corollary 15.2.34. In the situation of (15.2.33), the following holds :
(i) There exist natural A∧-linear isomorphisms
H i(X∧,F∧)
∼→ lim
n∈N
H i(X,F/InF )
∼←− H i(X,F )∧ for every i ∈ N.
(ii) For i = 0, the maps of (i) are even isomorphisms of topological A∧-modules.
(iii) For every quasi-coherent OX-module G , there exists a natural isomorphism
H i(X∧, π∗G )
∼→ A∧ ⊗A H i(X,G ) for every i ∈ N.
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Proof. (i): Fix a finite affine covering U• := (Uλ | λ ∈ Λ) of X , and for every λ ∈ Λ let U∧λ
be the completion of Uλ along its closed subscheme SpecA/I ×SpecA U , . In light of lemma
15.1.28(i) we have a natural identification of complexes of topological A∧-modules
C•alt(U
∧
• ,F
∧)
∼→ lim
n∈N
C•alt(U•,F/I
nF )
(where Cqalt(U•,F/I
nF ) is endowed with the discrete topology, for every n, q ∈ N). On the
other hand, by theorems 15.1.37(i) and 10.2.28(ii), we have natural isomorphisms
H i(X,F/InF )
∼→ H iC•alt(U•,F/InF ) H i(X∧,F∧) ∼→ H iC•alt(U∧• ,F∧)
for every i, n ∈ N. Taking into account [112, Th.3.5.8] there follows a short exact sequence
(15.2.35) 0→ lim
n∈N
1H i−1(X,F/InF )→ H i(X∧,F∧)→ lim
n∈N
H i(X,F/InF )→ 0
of A∧-modules, for every i ∈ N. Set also
F ik := Im(H
i(X,F )→ H i(X,F/IkF )) for every i, k ∈ N.
We notice :
Claim 15.2.36. lim
n∈N
1H i−1(X,F/InF ) = 0 for every i ∈ N.
Proof of the claim. By virtue of [112, Prop.3.5.7], it suffices to check that the descending system
of submodules
(M i−1k,k+n := Im(H
i−1(X,F/Ik+nF )→ H i−1(X,F/IkF )) | n ∈ N)
is stationary, for every i, k ∈ N. However, the short exact sequence of OX-modules
0→ InF → F → F/InF → 0
induces a commutative diagram of A-modules with exact rows
H i−1(X,F ) // H i−1(X,F/In+kF ) //

H i(X, In+kF ) //

H i(X,F )
H i−1(X,F ) // H i−1(X,F/IkF ) // H i(X, IkF ) // H i(X,F )
which shows that
F i−1k ⊂ M i−1k,k+n for every i, k, n ∈ N.
On the other hand, corollary 15.2.30(ii) implies that
M i−1k,k+n ⊂ Ker(H i−1(X,F/IkF )→ H i(X, IkF )) = F i−1k
for every k ∈ N and every sufficiently large n ∈ N. The claim follows. ♦
From (15.2.35) and claim 15.2.36, we already get the first stated isomorphism. Next, the
proof of claim 15.2.36 shows that the system of inclusion maps (F in → H i(X,F/InF ) | n ∈
N) induces an isomorphism of A∧-modules
lim
n∈N
F in
∼→ lim
n∈N
H i(X,F/InF ) for every i ∈ N.
But the system (F in | n ∈ N) is also isomorphic to the system (H i/FilnIH i | n ∈ N) (notation of
(15.2.29)), and lastly, from corollary 15.2.30(i) we obtain a natural isomorphism
lim
n∈N
H i/FilnIH
i ∼→ H i(X,F )∧
whence the second stated isomorphism.
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(ii): The topology of H0(X,F )∧ is I-adic, by remark 8.3.3(ii,iv). On the other hand, the
topology of H0(X∧,F∧) is the linear topology given by the system of submodules
(H0(X∧, (InF )∧) | n ∈ N)
by remark 15.1.48. Denote H0(X, InF )∧ the I-adic completion of H0(X, InF ), for every
n ∈ N; by (i) we get a commutative diagram of A∧-modules
(15.2.37)
H0(X∧, (InF )∧) //

H0(X, InF )∧

H0(X∧,F∧) // H0(X,F )∧
whose horizontal arrows are isomorphisms, and whose left (resp. right) vertical arrow is in-
duced by the inclusion (InF )∧ ⊂ F∧ (resp. is the I-adic completion of the natural map
H0(X, InF ) → H0(X,F )). By corollary 15.2.30(i), the topology on H0(X,F )∧ given
by the filtration (H0(X, InF )∧ | n ∈ N) agrees with the topology given by the filtration
((InH0(X,F ))∧ | n ∈ N), and the latter is none else than the I-adic filtration, again by re-
mark 8.3.3(ii,iv). We conclude already that the bottom horizontal arrow of (15.2.37) is an
isomorphism of topological A∧-modules. The same holds for the natural mapH0(X∧,F∧)→
limn∈NH
0(X,F/InF ), by the discussion of (15.1.47).
(iii): Since X is quasi-compact and quasi-separated, G is the colimit of the filtered family
(Gλ | λ ∈ Λ) of its quasi-coherent OX-submodules of finite type (proposition 10.3.28), hence
π∗G is the colimit of the system (π∗Gλ | λ ∈ Λ). Since X∧ is a spectral topological space,
proposition 10.1.8 then reduces to showing the assertion for each Gλ, so we may assume from
start that G is analytically of finite type, in which case it suffices to apply (i), propositions
15.2.10(i) and 15.2.20(i), and theorem 15.2.22. 
Remark 15.2.38. (i) The assertions of theorem 15.2.22 and of its corollaries 15.2.30 and
15.2.34 hold also in case X is projective but not necessarily finitely presented : indeed, if
i : X → PnA is a closed immersion in a projective space over SpecA, then H•(X,F ) =
H•(PnA, i∗F ), and i∗F is clearly an OPnA-module of analytically finite type, so we are reduced
to the case where X = PnA, which is covered by theorem 15.2.22.
(ii) More generally, theorem 15.2.22 and its two corollaries hold for any proper A-scheme
X (and any OX -module F of analytically finite type) : indeed, according to [33, Th.4.1 and
Th.4.3] there exists a locally closed immersion i : X → X ′ of A-scheme, with X ′ proper and
finitely presented over SpecA. Since X is proper, i is even a closed immersion ([38, Ch.II,
Cor.5.4.3]), so again it suffices to apply the theorem to the OX′-module i∗F .
(iii) Theorem 15.2.22 and corollary 15.2.34 have also been announced, respectively as the-
orem C.3.1 and theorem C.3.3, in K.Fujiwara and F.Kato’s treatise [49]; however, their proofs
have been postponed to the second part of this work, which has not appeared yet.
Corollary 15.2.39. Let A be a universally analytically noetherian ring, f := (f1, . . . , fr) a
sequence of elements of A that generates an ideal of adic definition. Then A satisfies condition
(a)unf of (7.8.20).
Proof. Let X := SpecA, denote by I ⊂ A the ideal generated by f , and by I ⊂ OX the quasi-
coherent ideal arising from I . Let also π : Y → X be the blowing up morphism ofI . It follows
easily from remark 10.6.39(iii) that the support of theA-moduleHp := Hp(Y,OY ) is contained
in SpecA/I , for every p > 0, and the same holds for the kernel and cokernel of the natural map
ϕ : A → H0(Y,OY ). Combining with theorem 15.2.22 and remark 15.2.2(iii), we deduce that
there exists n ∈ N such that In ·Hp = 0 for every p > 0, and In · Kerϕ = In · Cokerϕ = 0.
Then it suffices to invoke theorem 10.6.50. 
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15.3. Continuous valuations. As already mentioned in (8.1.50), the study of the valuation
spectrum of a topological ring A will lead us to consider certain subsets of SpvA that are
not pro-constructible, but nevertheless are spectral spaces, with the topology induced via the
inclusion map into SpvA.
15.3.1. As a first step, let A be any ring, I ⊂ A a finitely generated ideal; we attach to I a set
of specializations SI of SpvA (see (8.1.50)), by declaring that (v, w) ∈ SI if and only if :
• either, w(I) 6= {0} and w is a primary specialization of v
• or else, v = w.
The SI-admissible specializations in SpvA will be simply called I-admissible, and the SI-
closed subsets of SpvA shall be called I-closed. It is clear that the set of I-admissible spe-
cializations of SpvA is transitive, and it satisfies condition (S3) of corollary 8.1.53, by lemma
9.2.15(i). We shall show hereafter that it fulfills also conditions (S1) and (S2) of proposition
8.1.51. This shall be achieved in several steps; to start out, for any abelian ordered group∆, let
us say that an element δ ∈ ∆◦ is final in ∆ if the following holds. For every γ ∈ ∆ there exists
n ∈ N such that δn < γ. We remark :
Lemma 15.3.2. In the situation of (15.3.1), let v be a valuation of A with
v(I) 6= {0} and v(I) ∩ cΓv = ∅.
Then we have :
(i) There exists a smallest convex subgroup∆ of Γv with v(I) ∩∆ 6= ∅.
(ii) cΓv ⊂ ∆.
(iii) For every i ∈ I , either v(i) < δ for every δ ∈ ∆, or else v(i) is final in ∆.
Proof. (i): Let a1, . . . , an be a finite system of generators of I; the stated assumptions on v
imply that v(ai) < 1 for every i = 1, . . . , n, and v(ak) > 0 for at least one index k ≤ n.
Let ∆ be the convex hull of the subgroup ∆0 of Γv generated by max{v(ai) | i = 1, . . . , n}.
It remains only to check that ∆ ⊂ ∆′ for every convex subgroup ∆′ ⊂ Γv with ∆′ ∩ v(I) 6=
∅. To this aim, notice first that cΓv ⊂ ∆′ for every such ∆′ : indeed, otherwise there exists
γ ∈ cΓv such that γ < δ for every δ ∈ ∆′. Then, pick i ∈ I with v(i) ∈ ∆′; it follows that
1 > v(i) > γ, so v(i) ∈ cΓv , contradicting our assumptions. Now, let i ∈ I be any element
with v(i) ∈ ∆′, and write i = a1b1 + · · ·+ anbn for some b1, . . . , bn ∈ A; since cΓv ⊂ ∆′ and
v(i) ≤ max{v(ai) · v(bi) | i = 1, . . . , n}, it follows that v(ak) ∈ T for some k ≤ n (details left
to the reader). Then clearly ∆0 ⊂ ∆′, and the contention follows. Moreover, the argument also
shows (ii).
(iii): Let a0 ∈ I be any element; the sequence a0, a1, . . . , an is also a system of genera-
tors for I , and the foregoing shows that ∆ is the convex hull of the subgroup generated by
max{v(ai) | i = 0, . . . , n}. The assertion follows immediately. 
Definition 15.3.3. Keep the situation of (15.3.1). To every v ∈ SpvA we attach a convex
subgroup
cΓv(I) ⊂ Γv
as follows :
• If v(I) = {0}, we set cΓv(I) := Γv.
• If v(I) ∩ cΓv 6= ∅, we set cΓv(I) := cΓv.
• Otherwise, v fulfills the conditions of lemma 15.3.2, and we let cΓv(I) be the smallest
of the convex subgroups∆ such that v(I) ∩∆ 6= ∅.
Lemma 15.3.4. Keep the notation of definition 15.3.3, and let a1, . . . , an be a system of gener-
ators for the ideal I . We have :
(i) The following conditions are equivalent :
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(a) Γv = cΓv(I).
(b) Γv = cΓv, or else v(a) is final in Γv for every a ∈ I .
(c) Γv = cΓv, or else v(ai) is final in Γv, for every i = 1, . . . , n.
(ii) An element w ∈ SpvA is an I-admissible specialization of v if and only if w = v∆ for
a convex subgroup∆ of Γv with cΓv(I) ⊂ ∆.
(iii) v has no proper I-admissible specializations if and only if Γv = cΓv(I).
Proof. (i): The equivalence of (a) and (b) follows directly from the definitions and lemma
15.3.2(iii). The equivalence of (b) and (c) follows by remarking that the set
{a ∈ A | v(a) = 0 or else v(a) is final in Γv}
is an ideal in A, provided Γv 6= cΓv (details left to the reader).
(ii) and (iii) are immediate from the definitions. 
Lemma 15.3.5. Let A be a ring, I ⊂ A a finitely generated ideal. We have :
(i) Let also f• := (f0, f1, . . . , fn) be a finite sequence of elements of A, and J ⊂ A the
ideal generated by f•. Suppose that the radical of J contains I . Then the rational
subset RA
(
f1
f0
, . . . , fn
f0
)
is I-closed.
(ii) Let v be any valuation of A such that Γv = cΓv(I). Then for every open neighborhood
U of v in SpvA there exists a finite sequence f• := (f0, f1, . . . , fn) of elements of A
such that :
(a) v ∈ RA
(
f1
f0
, . . . , fn
f0
) ⊂ U .
(b) I is contained in the radical of the ideal generated by f•.
Proof. (i): Let w ∈ SpvA be an I-admissible specialization of some v ∈ R := RA
(
f1
f0
, . . . , fn
f0
)
.
If v(I) = {0}, then v = w, and there is nothing to prove. Thus, we may assume v(I) 6= {0},
in which case w(I) 6= {0} as well. Since w is a primary specialization of v, we have w(fi) ≤
w(f0) for every i = 1, . . . , n. Suppose, by way of contradiction, that w /∈ R; then we must
have w(f0) = 0, and consequently w(fi) = 0 for every i ≤ n as well. Thus, J ⊂ Kerw, and
since the support of w is a prime ideal, it contains also the radical of J ; hence, I ⊂ Kerw, a
contradiction.
(ii): We may assume that U = RA
(
g1
g0
, . . . , gk
g0
)
for some g0, g1, . . . , gk ∈ A. Pick also a finite
system a1, . . . , an of generators of I . We distinguish two cases :
• Suppose first that Γv = cΓv. In this case, since v(g0) 6= 0, there exists d ∈ A such that
v(g0) · v(d) = v(g0d) > 1. Then v ∈ RA
(
1
g0d
) ∩ U , and we may take f• := (g0d, . . . , gkd, 1).
• Lastly, suppose that Γv 6= cΓv. In this case, since v(g0) 6= 0, lemma 15.3.4(i) implies that
there exists r ∈ N with v(g0) ≥ v(ari ) for every i = 1, . . . , n. Then v ∈ RA
(ar1
g0
, . . . , a
r
n
g0
) ∩ U ,
and the sequence f• := (g0, . . . , gk, a
r
1, . . . , a
r
n) will do. 
Definition 15.3.6. Let A be any ring and I ⊂ A any finitely generated ideal.
(i) We set
Spv(A, I) := {v ∈ SpvA | Γv = cΓv(I)}
and we endow Spv(A, I) with the topology induced by SpvA via the inclusion map.
(ii) The rational subsets of Spv(A, I) are the subsets of the form
Spv(A, I) ∩RA
(f1
f0
, . . . ,
fn
f0
)
where f• := (f0, f1, . . . , fn) is any sequence of elements of A such that I is contained
in the radical of the ideal generated by f•.
Theorem 15.3.7. With the notation of definition 15.3.6, we have :
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(i) The topological space Spv(A, I) is spectral, and the retraction
rI : SpvA→ Spv(A, I) v 7→ vcΓv(I)
is spectral.
(ii) The rational subsets of Spv(A, I) are constructible in Spv(A, I), and form a basis of
the topology of Spv(A, I) that is closed under finite intersections.
(iii) A subset T ⊂ Spv(A, I) is constructible in Spv(A, I) if and only if r−1I T is con-
structible in SpvA.
Proof. (i): From lemma 15.3.5 we see that the set of I-admissible specializations of SpvA
fulfills conditions (S1) and (S2) of proposition 8.1.51, whence the assertion.
(ii): Lemma 15.3.5 already shows that the rational subsets form a basis B of the topology of
Spv(A, I). If RA
(
f1
f0
, . . . , fn
f0
)
and RA
(
g1
g0
, . . . , gm
g0
)
are any two rational open subset of SpvA
such that the radicals of the ideals J and J ′ generated respectively by f• and g• contain I , then
the same holds for the radical of the ideal JJ ′; taking into account remark 9.2.4(i), it follows
that B is closed under finite intersections.
Lastly, let f• and J be as in the foregoing, with I contained in the radical of J , and set
R := RA
(
f1
f0
, . . . , fn
f0
)
. By lemma 15.3.5, the setR is I-closed, so rI(R) = R∩Spv(A, I); since
R is quasi-compact in SpvA, the subset rI(R) is quasi-compact in Spv(A, I), soR∩Spv(A, I)
is a constructible open subset of Spv(A, I).
(iii) follows from proposition 8.1.51(iii). 
Example 15.3.8. Let A be any ring.
(i) We may take I = 0, in which case cΓv(I) = Γv for every v ∈ SpvA, so that Spv(A, 0) =
SpvA. Also, the rational subsets of Spv(A, 0) are the same as the rational subsets of SpvA.
(ii) We may also take I = A, in which case cΓv(I) = cΓv for every v ∈ SpvA, so that
Spv(A,A) = {v ∈ SpvA | Γv = cΓv}. The rational subsets of Spv(A,A) can be described as
the sets of the form
Spv(A,A) ∩ {v ∈ SpvA | v(f1) ≤ v(f0), . . . , v(fn) ≤ v(f0)}
where f0, f1, . . . , fn is any sequence of elements with
∑n
i=1 fiA = A (details left to the reader).
Lemma 15.3.9. Let A be any ring, and I, J ⊂ A two finitely generated ideals. We have :
(i) If I is contained in the radical of J , then Spv(A, J) ⊂ Spv(A, I). The inclusion map
Spv(A, J) → Spv(A, I) is not spectral in general. On the other hand, there is a
spectral retraction
rI,J : Spv(A, I)→ Spv(A, J) such that rI,J ◦ rI = rJ .
(ii) Especially, the spectral map rI,I+J is well defined, and it coincides with the restriction
of rJ to Spv(A, I).
(iii) Spv(A, I · J) = Spv(A, I) ∪ Spv(A, J).
(iv) Spv(A, I + J) = Spv(A, I) ∩ Spv(A, J).
Proof. (i): Indeed, the assumption easily implies that cΓv(J) ⊂ cΓv(I) for every v ∈ SpvA,
from which the assertion follows immediately.
(ii): Let v ∈ SpvA be any element, and set w := rI(v), u := rJ(w); then u does not have
proper J-admissible specializations, nor any proper I-admissible specialization, because any
I-admissible specialization of u would be also an I-admissible specialization of w. It follows
easily that u is a primary specialization of v that does not have any proper (I+J)-specialization,
whence the assertion.
Claim 15.3.10. For every v ∈ SpvA we have :
cΓv(I + J) = cΓv(I) ∩ cΓv(J) and cΓv(I · J) = cΓv(I) ∪ cΓv(J).
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Proof of the claim. We consider first the assertion for cΓv(I · J) : it is easily seen that v(IJ) =
{0} if and only if either v(I) = {0} or v(J) = {0}, so the assertion holds in case v(IJ) = {0}.
Similarly, v(IJ) ∩ cΓv 6= ∅ if and only if both v(I) and v(J) intersect cΓv, so the assertion
holds also in case v(IJ) intersects cΓv. Lastly, suppose that v(IJ) 6= {0} and v(IJ)∩ cΓv = ∅,
and pick a finite system of generators a1, . . . , an (resp. b1, . . . , bm) for I (resp. for J), with
v(a1) = max(v(ai) | i = 1, . . . , n) and v(b1) = max(v(bi) | i = 1, . . . , m).
Then the system (aibj | i ≤ n, j ≤ m) generates IJ , and v(ab) = max(v(aibj) | i ≤ n, j ≤ m).
Hence v(a1) (resp. v(b1), resp. v(a1b1)) is final in cΓv(I) (resp. in cΓv(J), resp. in cΓv(IJ)) by
lemma 15.3.2(iii). Without loss of generality we may assume that cΓv(J) ⊂ cΓw(I), in which
case there exists n ∈ N such that v(an1 ) ≤ v(b1), hence v(a1b1)n ≥ v(a1)2N , which shows that
cΓv(IJ) ⊂ cΓv(I), and the converse inclusion is clear.
We argue similarly for the calculation of cΓv(I + J) : first, it is clear that v(I + J) =
{0} if and only if v(I) = v(J) = {0}. Next, we have v(I + J) ∩ cΓv 6= ∅ if and only if
(v(I)∪v(J))∩cΓv 6= ∅ (details left to the reader). Laslty, if v(IJ) 6= {0} and v(IJ)∩cΓv = ∅,
pick a1, . . . , an and b1, . . . , bm as in the foregoing; without loss of generality we may assume
that v(a1) ≥ v(b1). Since the system a1, . . . , an, b1, . . . , bm generates I + J , we deduce that
v(a1) is final in cΓv(I + J) (lemma 15.3.2(iii)), whence the contention. ♦
Assertion (iii) and (iv) follow immediately from claim 15.3.10 : details left to the reader. 
Example 15.3.11. Let A be any ring, I ⊂ A a finitely generated ideal.
(i) Every element of the subset L := {v ∈ SpvA | v(I) = {0}} has no proper I-admissible
specializations, so L lies in Spv(A, I). Clearly, L is constructible in SpvA, and r−1I (L) = L,
so L is constructible in Spv(A, I), by theorem 15.3.7(iii).
(ii) Let (SpvA)0 be the set of trivial valuations ofA; from remark 9.2.4(iii) we know already
that (SpvA)0 is a spectral space, with the topology induced by the inclusion into SpvA. More-
over, if R := RA
(
f1
f0
, . . . , fn
f0
)
is any rational subset of Spv(A, I), then R ∩ (SpvA)0 = {v ∈
(SpvA)0 | v(f0) = 1}, which is a constructible (open) subset of (SpvA)0. Hence, the inclusion
map (SpvA)0 → Spv(A, I) is spectral.
(iii) Pick a finite system a1, . . . , an of generators for I , and set
E0 := {v ∈ (SpvA)0 | v(I) = {0}}
Ei := {v ∈ SpvA | v(ai) = 1 and v(a) ≤ 1 for every a ∈ A} for every i = 1, . . . , n.
Then E0, . . . , En are pro-constructible subsets of SpvA that are closed under I-admissible
specializations and generizations. We have (SpvA)0 = Spv(A, I) ∩
⋃n
i=0Ei, and therefore
r−1I (SpvA)0 =
⋃n
i=0Ei, by corollary 8.1.53.
We are now ready to introduce the spectrum of continuous valuations of a topological ring.
Definition 15.3.12. Let (A,TA) be any topological ring, and v a valuation of A.
(i) We endow Γv◦ with a topology TΓv , by ruling that a subset U ⊂ Γv◦ is open if either
0 /∈ U , or else there exists δ ∈ Γv such that {γ ∈ Γv◦ | γ < δ} ⊂ U . Then, we say that
v is continuous if it is a continuous map (A,TA)→ (Γv◦,TΓv).
(ii) We set
Cont(A) := {v ∈ SpvA | v is continuous} Cont+(A) := Cont(A) ∩ Spv+(A)
and we endow Cont(A) and Cont+(A) with the topology induced by SpvA.
Remark 15.3.13. Let A be any topological ring, any v any valuation of A.
(i) Endow κ(v) with its valuation topology Tv (see definition 9.1.14(i)). A simple inspection
of the definitions shows that the residual valuation v : (κ(v),Tv) → Γv◦ of v is continuous.
Moreover, v is continuous if and only if the same holds for the natural map πv : A→ (κ(v),Tv).
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Indeed, clearly if πv is continuous, the same holds for v = v ◦ πv . Conversely, suppose that
v is continuous; it suffices to check that πv is continuous at the point 0 ∈ A. However, for
every δ ∈ Γv let Uδ := {γ ∈ Γv◦ | γ < δ}; then the family (Uδ | δ ∈ Γv) is a fundamental
system of open neighborhoods of 0 ∈ Γv◦, and (v−1Uδ | δ ∈ Γv) is a fundamental system of
open neighborhoods of 0 ∈ κ(v), whence the contention.
(ii) It follows easily from (i) that the valuation v is continuous if and only if it is continuous
at the point 0 ∈ A.
(iii) Let ϕ : Γ → Γ′ be a morphism of ordered groups, and endow Γ◦ and Γ′◦ with the
topologies TΓ and TΓ′ described in definition 15.3.12(i). In general, the induced map ϕ◦ :
Γ◦ → Γ′◦ is not necessarily continuous for these topologies; for instance :
• If Γ is a subgroup of Γ′, and ϕ is the inclusion map, then ϕ◦ is continuous if and only if
the convex hull of Γ equals Γ′ (see remark 9.1.2(iii)), and if the latter condition holds,
then the topology TΓ agrees with the topology induced by TΓ′ .
• If Γ′ = Γ/∆ for a proper convex subgroup ∆ ⊂ Γ, and ϕ is the projection, then ϕ◦ is
continuous.
• If Γ 6= {1} and Γ′ = {1}, then ϕ◦ is not continuous.
Especially, a secondary generization w of v is continuous if either v = w or else Γw 6= {1}, but
w may fail to be continuous in case Γv 6= {1} and Γw = {1}. On the other hand, if ϕ◦ ◦ v is a
continuous map, then it is easily seen that v is continuous as well.
(iv) Let ∆ ⊂ Γv be any convex subgroup containing cΓv, denote by Γ+v◦ · ∆ the smallest
submonoid of Γv◦ containing Γ
+
v◦ and∆, and endow Γ
+
v◦ ·∆ with the topology TΓ+v◦·∆ induced by
TΓv via the inclusion map. Let also T∆ be the topology on∆◦ described in definition 15.3.12(i).
Then the inclusion map∆◦ → Γ+v◦ ·∆ admits a unique continuous retraction
ρ : (Γ+v◦ ·∆,TΓ+v◦·∆)→ (∆◦,T∆) such that ρ(γ) = 0 whenever γ 6∈ ∆◦.
On the other hand, since cΓv ⊂ ∆, the map v factors through a (unique) mapping v′ : A →
Γ+v◦ · ∆, and if v is continuous, the same holds for v′. Clearly ρ ◦ v′ = v∆, so the latter
is continuous as well. Combining with (iii) and proposition 9.2.24, we conclude that every
specialization of a continuous valuation is continuous. However, in general Cont(A) is not a
closed subset (not even a pro-constructible subset) of SpvA.
(v) Since SpvA is a T0 topological space, the same holds for Cont(A). Especially, the
specializations in Cont(A) define a partial ordering on Cont(A) : see remark 8.1.43(ii).
(vi) It follows also from (ii) that if Ker v is an open prime ideal, then v is continuous. We
shall say that v is non-analytic if Ker v is an open prime ideal. If v is continuous and its support
is not an open prime ideal, we shall say that v is analytic. We denote by
Cont(A)a and Cont(A)na
the sets of all analytic and respectively non-analytic valuations of A.
(vii) Let f : A → B be any continuous ring homomorphism of topological rings. Then
Spv(f) restricts to continuous maps
Cont(f) : Cont(B)→ Cont(A) Cont+(f) : Cont+(B)→ Cont+(A).
Indeed, let w be a continuous valuation of B; obviously v := w ◦ f : A→ Γw◦ is a continuous
map. The value group Γv of v is a subgroup of Γw, and v factors uniquely through a valuation
v′ : A→ Γv that is obviously equivalent to v; by (iii), the continuity of w implies the continuity
of v′, whence the claim. It is then also clear that Cont(f) in turns restricts to a mapping
Cont(f)na : Cont(B)na → Cont(A)na.
Lemma 15.3.14. Let A be any f-adic topological ring, and v ∈ Cont(A). We have :
(i) Cont(A) = {w ∈ SpvA | w(a) is final in Γw, for every a ∈ A◦◦}.
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(ii) Suppose that v is analytic, and endow κ(v) with its valuation topology Tv. Then v is a
Tate valuation (see definition 9.1.14(iv)), and the natural map
πv : A→ (κ(v),Tv)
is an f-adic continuous ring homomorphism.
(iii) Let w ∈ Cont(A) be any proper primary specialization of v. Then w is non-analytic.
(iv) Let w ∈ Cont(A)a be a specialization of v. Then v ∈ Cont(A)a and w is a secondary
specialization of v.
(v) If v is analytic, the totally ordered set of continuous generizations of v admits a maxi-
mal element, which is a rank one analytic valuation.
Proof. Let A0 ⊂ A be a subring of definition, I ⊂ A0 a finitely generated ideal of adic
definition, and a1, . . . , an a finite system of generators of I; for every w ∈ SpvA we set
γw := max(w(a1), . . . , w(an))
(i): The condition is clearly necessary. Conversely, suppose that w ∈ SpvA fulfills this
condition; by remark 15.3.13(ii), it suffices to check that, for every δ ∈ Γw there exists an open
neighborhood Uδ of 0 in A such that w(a) < δ for every a ∈ Uδ . However, we have w(a) < 1
for every a ∈ I , since I ⊂ A◦◦, and we may find k ∈ N such that δ > γkw. Hence Uδ := Ik+1
will do.
(ii): Denote by v the residual valuation of v; if v is analytic, the value γv lies in Γv, and
if x ∈ κ(v)+ is any element with v(x) = γ, it follows easily that the valuation topology on
κ(v)+ agrees with the x-adic topology, so v is a Tate valuation. Next, after replacing A0 by the
smallest Z-subalgebra of A0 containing I , we may assume that πv(A0) ⊂ κ(v)+, and notice
that πv(I
n) generates xn · κ(v)+ for every n ∈ N, so that πv is continuous and f-adic (details
left to the reader).
(iii): Say that w = v∆ for some convex subgroup ∆ strictly contained in Γv. Then the value
γv cannot lie in ∆, so w(I) = 0, whence the assertion.
(iv): Proposition 9.2.24 says that w is a primary specialization of a secondary specialization
u of v, and u is a continuous valuation of A, by remark 15.3.13(iv). In light of (iii), it follows
that u = w, whence the contention.
(v): First, from (iv) we see that every continuous generization of v must be a secondary
generization and must be analytic; hence, let ∆ ⊂ Γv be the largest convex subgroup that does
not contain γv, and set w := v∆. It is easily seen that the image γv of γv in Γw = Γv/∆ is
still final, and by definition γw = γv, so w is continuous, by (i). It remains only to check
that w does not admit any proper (secondary) generization; however, by construction, every
non-trivial convex subgroup ∆′ ⊂ Γw contains γw, and on the other hand, γw cannot lie in any
proper convex subgroup of Γw. Thus, the only convex subgroups of Γw are {1} and Γw, whence
the assertion. 
Theorem 15.3.15. Let A be any f-adic ring, and J ⊂ A any finitely generated ideal such that
SpecA/J is the non-analytic locus of SpecA. Then we have :
(i) Cont(A) = {v ∈ Spv(A, J) | v(a) < 1 for every a ∈ A◦◦}.
(ii) Cont(A) is a closed (in particular, pro-constructible) subset of Spv(A, J). Especially,
Cont(A) is a spectral topological space.
Proof. (i): Let A0 ⊂ A be a subring of definition, and I ⊂ A0 an ideal of adic definition; by
lemma 8.3.24(i) we have SpecA/IA = SpecA/J , so that the ideals J and IA have the same
radical; from lemma 15.3.9(i) we deduce that Spv(A, J) = Spv(A, IA), so we may assume
from start that J = IA. Since I is an open subset of A, for every a ∈ A◦◦ we may find n ∈ N
such that an ∈ I; combining with lemma 15.3.14(i) we easily deduce that
Cont(A) = {v ∈ SpvA | v(a) is final in Γv, for every a ∈ I}.
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In light of lemma 15.3.4(i) we then see that
Cont(A) ⊂ {v ∈ Spv(A, J) | v(a) < 1 for every a ∈ I}
and to conclude, it suffices to prove the converse inclusion. Hence, let v ∈ Spv(A, J) be any
valuation such that v(a) < 1 for every a ∈ I . If Γv 6= cΓv, lemma 15.3.4(i) implies that either
v(a) = 0 or v(a) is final in Γv for every a ∈ J , and then v ∈ Cont(A), by the foregoing.
Lastly, suppose that Γv = cΓv, and let a ∈ I be any element; in this case, it suffices to show
that, for every b ∈ A with v(b) 6= 0, there exists n ∈ N such that v(a)n < v(b)−1. However, we
may find n ∈ N such that anb ∈ I , so v(anb) < 1 by assumption, whence the contention.
(ii): From (i) we see thatCont(A) =
⋂
a∈A◦◦
(
Spv(A, J)\RA
(
1
a
))
. Combining with corollary
8.1.40, we obtain the assertion. 
15.3.16. LetA be and J be as in theorem 15.3.15. We say that a subset ofCont(A) is rational,
if it can be written as an intersection Cont(A) ∩ R, where R is a rational subset of Spv(A, J)
(see definition 15.3.6(ii)). Hence, a rational subset is of the form Cont(A) ∩ RA
(
f1
f0
, . . . , fn
f0
)
,
where (f0, f1, . . . , fn) is any sequence of elements ofA that generates an open ideal. Especially,
the class of rational subsets of Cont(A) does not depend on the choice of the ideal J , and pro-
vides a basis of quasi-compact open subsets of Cont(A) that is closed under finite intersections
(theorem 15.3.7(ii)).
Corollary 15.3.17. Let f : A→ B be an f-adic morphism of f-adic topological rings. We have:
(i) Cont(f) is a spectral map. More precisely, if R is a rational subset of Cont(A), then
Cont(f)−1(R) is a rational subset of Cont(B).
(ii) Cont(f) restricts to maps Cont(B)a → Cont(A)a and Cont(B)na → Cont(A)na.
Proof. (i): Indeed, if R = Cont(A) ∩ RA
(
a1
a0
, . . . , an
a0
)
for a sequence a0, a1, . . . , an that gener-
ates an open ideal of A, then Cont(f)−1(R) = Cont(B) ∩ RA
( f(a1)
f(a0)
, . . . , f(an)
f(a0)
)
, and since f is
adic, it is easily seen that the sequence f(a0), f(a1), . . . , f(an) generates an open ideal of B.
(ii) is clear. 
Proposition 15.3.18. LetA be an f-adic ring,B ⊂ A an open subring, and denote by i : B → A
the inclusion map. Then we have :
(i) Cont(A) = Spv(i)−1Cont(B).
(ii) Cont(i) restricts to a homeomorphism Cont(A)a
∼→ Cont(B)a.
Proof. (i): Let v be a valuation of A such that w := Spv(i)(v) = v|B is a continuous valuation
of B; we have to show that v is a continuous valuation ofA, and by remark 15.3.13(vi), we may
assume that Ker v is not open. In this case, lemma 8.3.24(iii) implies that κ(v) = κ(w), and
therefore v and w have the same value group; the assertion follows immediately.
(ii): Define XA and X
◦◦
A as in definition 8.3.23; we have
Cont(A)a = Spv(XA \X◦◦A ) ∩ Cont(A)
and likewise for Cont(B)a, so the assertion follows from (i) and lemma 8.3.24(iii). 
Proposition 15.3.19. Let A be a topological ring, A∧ the separated completion of A. We have:
(i) The completion map i : A→ A∧ induces a bijective and continuous map
Cont(i) : Cont(A∧)→ Cont(A).
(ii) Moreover, with the ordering given by specializations on Cont(A) and Cont(A∧), the
map Cont(i) is also an isomorphism of partially ordered sets (see remark 15.3.13(v))
(Cont(A∧),≤) ∼→ (Cont(A),≤).
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(iii) Furthermore, Cont(i) restricts to bijections
Cont(A∧)a
∼→ Cont(A)a and Cont(A∧)na ∼→ Cont(A)na.
(iv) If A is f-adic, Cont(i) is a homeomorphism.
Proof. (i): For the injectivity of Cont(i) we show the following more precise :
Claim 15.3.20. Let w ∈ Cont(A∧) be any element, and set v := Cont(i)(w). Let Γw and Γv be
the value groups of w and respectively v. Then we have:
(i) Γw = Γv and cΓw = cΓv.
(ii) The induced map of residue fields κ(v) → κ(w) has dense image, for the valuation
topology of κ(w) (notation of remark 9.1.4(v)).
Proof of the claim. (i): Let a ∈ A∧ be any element such that γ := w(a) ∈ Γw; by assumption,
there exists an open neighborhood Uγ of 0 in A
∧ such that w(x) < γ for every x ∈ Uγ , hence
w(a + Uγ) = {γ}, and since a + Uγ intersects the image of A in A∧, we deduce that γ ∈ Γv,
whence the claim.
(ii): According to remark 15.3.13(i), the natural map πv : A → κ(v) is continuous for the
valuation topology Tv of κ(v), hence it extends uniquely to a continuous ring homomorphism
π∧v : A
∧ → κ(v)∧, where (κ(v)∧,T ∧v ) denotes the completion of (κ(v),Tv). However, v
extends uniquely to a valuation v∧ : κ(v)∧ → Γv◦ and T ∧v agrees with the corresponding
valuation topology of κ(v)∧ (proposition 9.1.15(iv,v)). It follows that v∧ ◦ π∧v : A∧ → Γv◦ is
the unique continuous valuation whose composition with i agrees with v. Consequently, there
exists as well a unique inclusion of fields j : κ(w) → κ(v)∧ whose composition with the
projection πw : A
∧ → κ(w) agrees with π∧v , and v∧ ◦ j is the residual valuation Tw of κ(w).
Especially, Tw agrees with the topology induced by T ∧v via j; since the image of κ(v) is dense
in κ(v)∧ relative to the topology T ∧v (theorem 8.2.8(ii)), the assertion follows. ♦
Now, let w,w′ ∈ Cont(A∧) be two valuations such that w ◦ i is equivalent to w′ ◦ i, and
denote by Γw (resp. Γw′) the value group of w (resp. of w
′). From claim 15.3.20 we may assume
that Γw = Γw′ and w ◦ i = w′ ◦ i. Since the image of A is dense in A∧ and the topology of Γw is
separated, we conclude that w = w′, as required.
Next, we show that Cont(i) is surjective. Indeed, let v be any continuous valuation of A with
value group Γ, so that, for every γ ∈ Γ there exists an open neighborhood Uγ of 0 in A such
that v(x) < γ for every x ∈ Uγ ; we need to show that there exists a valuation v∧ : A∧ → Γ◦
such that v = v∧ ◦ i. We define v∧ as follows. Let C := (ai | i ∈ I) be any Cauchy net
in A (indexed by some filtered ordered set I); for every γ ∈ Γ, we may then find i(γ) ∈ I
such that aj − ak ∈ Uγ for every j, k ∈ I with j, k ≥ i(γ). We let Cγ be the Cauchy net
(aj | j ∈ I, j ≥ i(γ)) for every such γ. Now, suppose that there exists γ ∈ Γ and a ∈ Cγ with
δ := v(a) ≥ γ; then v(b) = δ for every b ∈ Cγ , and in this case we set v∧(C ) := δ. Otherwise,
we set v∧(C ) := 0. It is easily seen that this definition depends only on the equivalence class
of C in A∧, so it yields a well defined map v∧ : A∧ → Γ◦, and it is clear that v∧ ◦ i = v. We
leave to the reader the verification that v∧ is indeed a continuous valuation on A∧.
(ii): Let u ∈ Cont(A∧) be any element, and w′ a specialization of u′ := Cont(i)(u) in
Cont(A). By proposition 9.2.24 there exists v′ ∈ SpvA that is both a secondary specialization
of u′ and a primary generization of w′ in SpvA. By lemma 9.2.25(iii) we may find a secondary
specialization v of u in SpvA∧ with Spv(i)(v) = v′; then v ∈ Cont(A∧) and v′ ∈ Cont(A)
(remark 15.3.13(iv)). By claim 15.3.20, we know that v and v′ have the same value groups and
the same characteristic subgroups; hence, we may find a primary specialization w of v in SpvA
with w′ = Spv(i)(w), and w ∈ Cont(A) (remark 15.3.13(iv)), as required.
(iii): We have already observed that Cont(i) restricts to a map Cont(A∧)na → Cont(A)na
(remark 15.3.13(vii)); in light of (i), it then suffices to show that Cont(i) restricts as well to a
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map Cont(A∧)a → Cont(A)a. Thus, let v : A∧ → Γ◦ be any continuous analytic valuation,
and suppose that p := Ker v ◦ i is open in A; by continuity, the topological closure i(p)c of
i(p) in A∧ lies in Ker v. However, i(p)c contains an open subset of A∧ (claim 8.2.11(ii)), and
therefore it is open, a contradiction.
(iv): From (i), we know already that Cont(i) is continuous and bijective. It then suffices to
show that Cont(i) is a closed map, if A is f-adic. However, in this case Cont(A) and Cont(A∧)
are spectral topological spaces (theorem 15.3.15(ii)) and Cont(i) is a spectral map (corollary
15.3.17(i) and proposition 8.3.28(ii)), so it suffices to check that Cont(i) is specializing (propo-
sition 8.1.44(i) and corollary 8.1.46(i)). The latter follows immediately from (ii). 
Corollary 15.3.21. Let f : A → B be a continuous ring homomorphism of f-adic rings. Sup-
pose that B is topologically local, and denote by B∧ the separated completion of B. Then the
following conditions are equivalent :
(a) f is an f-adic map.
(b) The composition A→ B∧ of f with the completion map B → B∧ is f-adic.
(c) Cont(f) restricts to a map Cont(B)a → Cont(A)a.
Proof. (a)⇒(b) since the completion map B → B∧ is f-adic (proposition 8.3.28(i,ii)).
(b)⇒(c) by corollary 15.3.17(ii) and proposition 15.3.19(i).
(c)⇒(a): Let B0 be a subring of definition ofB, and A0 a subring of definition of A such that
A0 ⊂ f−1B0 (corollary 8.3.14(ii)), and let f0 : A0 → B0 be the restriction of f . From (c) and
proposition 15.3.18(ii) we deduce that Cont(f0) restricts to a map Cont(B0)a → Cont(A0)a,
and it suffices to check that f0 is f-adic. Moreover, B0 is still topologically local (proposition
8.4.2(i)). Thus, we may replace f by f0, and assume from start that B = B
◦, so that B◦◦ lies
in the Jacobson radical of B. Now, define XA and X
◦◦
A as in definition 8.3.23, and likewise for
the ring B; also, set ϕ := Spec f . By lemma 8.3.24(iv), it suffices to show that ϕ−1X◦◦A = X
◦◦
B .
However, suppose that the latter fails; then there exists a prime ideal p ∈ XB \ X◦◦B with
ϕ(p) ∈ X◦◦A , and we pick any maximal ideal m of B containing p. Set C := (B/p)m, and
choose a valuation ring V of FracC that dominates C (corollary 9.1.24). The valuation ring
V corresponds to a point v ∈ SpvB; next, pick any finitely generated ideal of definition I of
B, and set w := vcΓv(I). Since B◦◦ ⊂ m, theorem 15.3.15(i) implies that w is a continuous
valuation of B. Since p = Ker v and I is not contained in p, it follows that I is not contained
in the support of w, therefore w ∈ Cont(B)a. However, w′ := Cont(f)(w) is a primary
specialization of Spv f(v), and the support of the latter is an open ideal of A, by construction,
so w′ ∈ Cont(A)na, which contradicts our assumptions. 
Proposition 15.3.22. Let A be any f-adic topological ring, and denote by Asep the maximal
separated quotient of A. The following holds :
(i) SpvA = ∅ if and only if A = 0.
(ii) Cont(A) = ∅ if and only if Asep = 0.
(iii) Cont(A)a = ∅ if and only if the topology of A
sep is discrete.
Proof. (i): Indeed, if A 6= 0, it has a prime ideal p, and the trivial valuation on A/p yields an
element of SpvA.
(iii): Let A∧ be the separated completion of A; if Cont(A)a = ∅, we have Cont(A
∧)a = ∅
as well, by proposition 15.3.19(iii), and it suffices to show that the topology of A∧ is discrete.
Let B ⊂ A∧ be a subring of definition, and I ⊂ B a finitely generated ideal of adic definition
(proposition 8.3.28(i)); then
(15.3.23) Cont(B)a = ∅
as well (proposition 15.3.18(ii)), and we remark :
Claim 15.3.24. I is a nilpotent ideal.
FOUNDATIONS FOR ALMOST RING THEORY 1363
Proof of the claim. Let p ⊂ B be any prime ideal, and suppose by way of contradiction, that
I is not contained in p. Choose a maximal ideal m of C := B/p, and pick a valuation ring
V of FracC that dominates Cm (corollary 9.1.24). Let n ⊂ B be the maximal ideal such
that n/p = m; then V corresponds to a valuation v of B with support equal to p, and such
that v(a) < 1 for every a ∈ n. Since B is I-adically complete, we have I ⊂ n (remark
8.3.10(v)), so it follows easily that v(a) < 1 for every a ∈ B◦◦. Let Γv be the value group
of v, and set w := vcΓv(I) (notation of definition 15.3.3). Then w ∈ Spv(B, I) and w(a) < 1
for every a ∈ B◦◦, so w is continuous (theorem 15.3.15(i)). Lastly, since v(I) 6= {0} by
construction, we have w(I) 6= {0} as well, since w is an I-admissible specialization of v.
Therefore w ∈ Cont(B)a, which contradicts (15.3.23). ♦
Claim 15.3.24 means that the topology ofB is discrete, hence the same holds for the topology
of A∧, as required.
(ii): From (iii) we know that the topological closure {0}c of the ideal {0} of A is open in
A; hence, every prime ideal containing {0}c is open as well, and therefore every valuation with
support equal to such a prime ideal would be continuous (remark 15.3.13(vi)); sinceCont(A) =
∅, we conclude that no prime ideal ofA contains {0}c, i.e. {0}c = A, whence the assertion. 
Lemma 15.3.25. Let A be a topologically local f-adic ring, J ⊂ A an ideal. The following
conditions are equivalent :
(a) J is an open ideal.
(b) For every v ∈ Cont(A)a we have J 6⊂ Ker v.
(c) For every v ∈ Cont(A)a of rank one, we have J 6⊂ Ker v.
Proof. Clearly (a)⇒(b)⇒(c).
Next, suppose that J is not open; to conclude, it suffices to exhibit a rank one continuous
analytic valuation on A whose support contains J . Now, let B ⊂ A be a subring of definition,
and set JB := B ∩ J ; since J is not open in A, the ideal JB cannot be open in B. Moreover, B
is also topologically local, by proposition 8.4.2(i).
Claim 15.3.26. It suffices to exhibit a rank one continuous analytic valuation on B whose sup-
port contains JB .
Proof of the claim. Indeed, let v : B → Γ◦ be such a valuation, and denote by p ⊂ B the support
of v; with the notation of definition 8.3.23, we have p ∈ XB \X◦◦B , and by lemma 8.3.24(iii) the
inclusion map i : B → A induces an isomorphism of schemes ϕ : XA \X◦◦A ∼→ XB \X◦◦B . Set
q := ϕ−1(p); it follows that i extends to a ring isomorphism ip : Bp
∼→ Aq. Let also j : A→ Aq
be the localization map; v extends uniquely to a valuation v : Bp → Γ◦, and composing with
i−1p ◦ j we deduce a valuation w : A → Γ◦. Moreover, Cont(i) : Cont(A) → Cont(B) is a
homeomorphism (proposition 15.3.18(ii)), and a direct inspection of the definitions yields
Cont(i)−1(v) = w.
Especially, w is continuous, analytic and of rank one. Lastly, the support of v contains JB,p =
i−1p Jq, so the support of w contains J . ♦
Due to claim 15.3.26, we may replace A by B and J by JB, and assume from start that
A = A◦; especially, A◦◦ lies in the Jacobson radical of A. By lemma 8.3.24(v), there exists
x ∈ SpecA/J \ X◦◦A ; according to remark 8.1.43(ii) we may find a minimal specialization y
of x in SpecA/J \ X◦◦A , and if {y}c denotes the topological closure of {y} in SpecA/J , the
closed subset Z := {y}c ∩X◦◦A of SpecA/J is non-empty, since X◦◦A contains all the maximal
ideals of A. We let p ⊂ A be any maximal point of Z, and we notice that the image C of Ap in
κ(y) is a one-dimensional local domain.
Claim 15.3.27. For any one-dimensional local domain (R,mR) there exists a one-dimensional
valuation ring of FracR that dominates R.
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Proof of the claim. By corollary 9.1.24 we may find a valuation ring V of FracR that dominates
R. Let F be the set of all prime ideals q of V such that q∩R = mR; then F is non-empty, and
it admits a minimal element r :=
⋂
q∈F q. It then suffices to check that the localization Vr is
one-dimensional. However, let p ⊂ Vr be any non-zero prime ideal, and pick any a ∈ p \ {0};
we may write a := b/b′ for some b, b′ ∈ R, and then b ∈ p as well, so p ∩ R = mR, in which
case p must be the maximal ideal of Vr, and the assertion follows. ♦
By claim 15.3.27, we may find a one-dimensional valuation ring V of κ(y) that dominates C,
and denote by v ∈ SpvA the corresponding valuation. Let also I ⊂ A be any finitely generated
ideal of adic definition; by construction, the support of v contains J and is not an open ideal,
and v does not admit any proper I-admissible specializations (see (15.3.1)), so v ∈ Spv(A, I).
Moreover A◦◦ ⊂ p, so that v(b) < 1 for every b ∈ A◦◦, and consequently v ∈ Cont(A)a. 
15.4. Affinoid rings and affinoid schemes. In this section we present an extension and refine-
ment of Huber’s theory of affinoid rings.
Definition 15.4.1. (i) Let A be any f-adic ring. An open subring B ⊂ A is called a ring of
integral elements of A, if B ⊂ A◦ and B is integrally closed in A.
(ii) An affinoid ring is a datum (A,A+) consisting of an f-adic ring A and a ring A+ of
integral elements of A. A morphism of affinoid rings f : (A,A+) → (B,B+) is a continuous
ring homomorphism f : A → B such that f(A+) ⊂ B+. Then we say that f is f-adic, if the
same holds for the underlying map A→ B.
(iii) A quasi-affinoid ring is a datum (A,A+, U) consisting of an affinoid ring (A,A+) and
a constructible open subset U ⊂ XA that contains the analytic locus (see definition 8.3.23). A
morphism of quasi-affinoid rings f : (A,A+, U) → (B,B+, V ) is a morphism f : (A,A+) →
(B,B+) of affinoid rings such that Spec f restricts to a morphism of schemes V → U . We say
that such f is f-adic, if the same holds for the underlying map A→ B.
(iv) A quasi-affinoid scheme is a datum X := (X,TX , A
+
X) consisting of a (quasi-compact)
quasi-affine scheme X (see [38, Ch.II, De´f.5.1.1]), an f-adic topology TX on AX := OX(X),
and a subring A+X ⊂ AX such that the following holds :
• (AX , A+X) is an affinoid ring.
• For every s ∈ A◦◦X , the open subschemeXs := X ×SpecAX SpecAX [s−1] is affine.
A morphism of quasi-affinoid schemes ϕ : (X,TX , A
+
X) → (Y,TY , A+Y ) is a morphism of
schemes ϕ : X → Y whose associated morphism of sheaves of rings ϕ♭ : OY → ϕ∗OX
induces a morphism of affinoid rings ϕ♭Y : (OY (Y ), A
+
Y ) → (OX(X), A+X). We say that ϕ is
f-adic if ϕ♭Y is f-adic. We say that X is an affinoid scheme if X is an affine scheme.
(v) Let A := (A,A+, U) (resp. X := (X,TX , A
+
X)) be any quasi-affinoid ring (resp. quasi-
affinoid scheme). We say that A (resp. X) is topologically local (resp. topologically henselian,
resp. complete, resp. separated) if the underlying f-adic ring A (resp. OX(X)) enjoys the
corresponding property.
Remark 15.4.2. (i) Clearly the affinoid rings, the quasi-affinoid rings, the affinoid schemes and
the quasi-affinoid schemes with their morphisms as in definition 15.4.1 form categories denoted
respectively :
Afd.Ring q.Afd.Ring Afd.Sch q.Afd.Sch
(Afd.Sch is a full subcategory of q.Afd.Sch). Also, we have a natural fully faithful functor
Afd.Ring→ q.Afd.Ring (A,A+) 7→ (A,A+, SpecA)
so we may regard Afd.Ring as a full subcategory of q.Afd.Ring.
(ii) By virtue of [38, Ch.II, Prop.5.1.2], we have a natural fully faithful functor
Γ : q.Afd.Scho → q.Afd.Ring (X,TX , A+X) 7→ (AX , A+X , X)
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(where AX := OX(X) and X is naturally identified with the image of the open immersion
X → SpecAX ). Indeed, let s ∈ A◦◦X be any element, and define the open subscheme Xs ⊂ X
as in definition 15.4.1(iv); by assumption,Xs is affine, and on the other hand we have a natural
isomorphism of AX-algebras
Γ(Xs,OX)
∼→ AX [s−1]
by [37, Ch.I, Cor.9.2.2]. Therefore the image of the open immersion SpecAX [s
−1]→ SpecAX
equalsXs; especially, SpecAX [s
−1] ⊂ X for every s ∈ A◦◦X , so (AX , A+X , X) is indeed a quasi-
affinoid ring. Especially, the analytic locus of SpecAX lies in X , and shall also be called the
analytic locus of X .
(iii) Let (A,A+) be any affinoid ring, B ⊂ A an open subring, and endow B with the
topology induced by the inclusion map B → A. Then corollary 8.3.15(i) implies that the pair
(B,A+ ∩B) is an affinoid ring.
(iv) Let A be any f-adic ring, and endow R := Z ⊕ A◦◦ with the multiplication map given
by the rule : (n, a) · (m, b) := (nm,ma + nb + ab) for every n,m ∈ Z and a, b ∈ A◦◦. Then
R is a ring, and we have a unique ring homomorphism f : R→ A that restricts to the inclusion
map on A◦◦. The integral closure B of the image of f is the smallest ring of integral elements
of A. On the other hand, A◦ is the largest subring of integral elements of A.
Proposition 15.4.3. (i) The functor Γ of remark 15.4.2(ii) admits a left adjoint :
Spec : q.Afd.Ring→ q.Afd.Scho (A,A+, U) 7→ (U,TU , A+U)
(ii) If f : A → B is an f-adic morphism of quasi-affinoid rings, then Spec(f) : Spec(B) →
Spec(A) is an f-adic morphism of quasi-affinoid rings.
(iii) The functor Spec is not fully faithful, but it restricts to an equivalence of categories
Spec : Afd.Ring→ Afd.Scho.
Proof. (i): For a quasi-affinoid ring A := (A,A+, U), we let TU be the f-adic topology on
AU := OU(U) provided by proposition 8.3.25(i), and let A
+
U be the integral closure of A
+ in
AU . Indeed, notice that the restriction map A → AU sends A◦ into A◦U (lemma 8.3.19(iii.a));
since A+ ⊂ A◦, remark 8.3.10(iii) easily implies that A+U ⊂ A◦U . Next, let A := Im(A→ AU)
and endow A with the topology induced by AU via the open inclusion map A→ AU ; since A◦◦
is an open subgroup ofA, for every s ∈ A◦◦U we may find n ∈ N and t ∈ A◦◦ such that sn equals
the image of t in A. Notice that t annihilates the kernel of the projection π : A→ A, so Spec π
restricts to an isomorphism of schemes SpecA[s−n]
∼→ SpecA[t−1] ⊂ U . It follows that
U ×SpecAU SpecAU [s−1] = U ×SpecA SpecA[t−1] = SpecA[t−1]
so the construction of Spec(A) is achieved. Next, let f : A → B := (B,B+, V ) be any
morphism of quasi-affinoid rings; set (V,TV , B
+
V ) := Spec(B) and denote by B the image of
B in BV := OV (V ). We deduce easily from proposition 8.3.25(i) that (a) the subrings A and
B are open in AU and BV , so the induced map ϕ : AU → BV is continuous if and only the
same holds for its restriction f : A → B, and (b) the topologies of A and B are induced from
the surjections A → A and B → B, so the continuity of f follows from that of f . Thus, ϕ is
continuous, and clearly ϕ(A+U) ⊂ B+V , so ϕ : Spec(B)→ Spec(A) is a well defined morphism
of quasi-affinoid schemes, and we let Spec(f) := ϕ.
Now, a simple inspection shows that Spec ◦ Γ is the identity automorphism of the category
q.Afd.Scho; on the other hand, for every quasi-affinoid ring A := (A,A+, U), the restriction
map A → AU determines a natural morphism ηA : A → Γ ◦ Spec(A). Lastly, it is easily
seen that the pair of natural transformations (ε := 1Spec◦Γ, η) fulfills the triangular identities of
(1.1.13), so the assertion follows from proposition 1.1.15(i).
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(ii): Indeed, set AU := OU(U) and BV := OV (V ); by assumption there exist open and
bounded subrings A0 ⊂ A and B0 ⊂ B such that f(A0) ⊂ B0, and f restricts to an adic ring
homomorphism A0 → B0. Then, let A0 be the image of A0 in AU , and define likewise B0 ⊂
BV ; we know thatA0 andB0 are open and bounded subrings ofAU and respectivelyBV , for the
topologies induced by the latter topological rings, and the image of every ideal of adic definition
of A0 (resp. of B0) is an ideal of adic definition of A0 (resp. of B0) (proposition 8.3.25(i)). It
follows easily that the continuous map AU → BV restricts to an adic ring homomorphism
A0 → B0, whence the contention.
(iii) follows easily from the definitions. 
Example 15.4.4. LetX := (X,TX , A
+
X) be any quasi-affinoid scheme, set AX := OX(X), and
let U ⊂ X be any quasi-compact open subset containing the analytic locus of SpecAX . Let us
denote by FU the presheaf on the category q.Afd.Sch such that
FU(Z) := {ϕ : Z → X | ϕ(Z) ⊂ U} for every quasi-affinoid scheme Z := (Z,TZ , A+Z)
so that FU is a sub-presheaf of the presheaf hX represented by X . Let A be the quasi-affinoid
ring (AX , A
+
X , U); we claim that FU is representable by the quasi-affinoid scheme
U ×X X := SpecA.
Indeed, the identity map of AX yields a morphism of quasi-affinoid rings i : Γ(X) → A; now,
for every quasi-affinoid scheme Z := (Z,TZ , A
+
Z), the datum of a morphism ψ : Z → U ×XX
of quasi-affinoid schemes is equivalent, by adjunction, to that of a morphism g : A → Γ(Z) of
quasi-affinoid rings, and the composition f := g ◦ i : Γ(X) → Γ(Z) is a morphism such that
Spec(f)(Z) ⊂ U , whence the morphism ϕ := Spec(f) : Z → X with ϕ(Z) ⊂ U . Conversely,
any morphism ϕ : Z → X with ϕ(Z) ⊂ U yields a morphism Γ(ϕ) : Γ(X)→ Γ(Z) that factors
uniquely through A, whence the contention.
Example 15.4.5. (i) Consider two f-adic morphisms of affinoid rings
B′ := (B′, B′+)
g←− B := (B,B+) f−→ A := (A,A+)
and endow A′ := B′ ⊗B A with the f-adic topology TA′ characterized by proposition 8.3.29(i),
so that the natural maps f ′ : B′ → A′ and gA : A→ A′ are both f-adic. Let also R ⊂ A′ be the
image of B′+ ⊗B+ A+, and denote by A′+ the integral closure of R in A′. Then the datum
B ′ ⊗B A := (A′, A′+)
is an affinoid ring. Indeed, a simple inspection of the definition of TA′ shows that R is open
in A′, and we have gA(A
+), f(B+) ⊂ A′◦ by lemma 8.3.19(iii), so also R ⊂ A′◦, and then
A′+ ⊂ A′◦ as well, by remark 8.3.10(iv).
(ii) In the situation of (i), let also UB ⊂ XB := SpecB, UA ⊂ XA := SpecA and UB′ ⊂
XB′ := SpecB
′ be three open subsets, such that f and g are morphisms of quasi-affinoid rings
(B′, UB′)
g←− (B,UB) f−→ (A,UA)
and set UA′ := UB′ ×UB UA. Then the datum
(B′, UB′)⊗(B,UB) (A,UA) := (B′ ⊗B A,UA′)
is a quasi-affinoid ring as well. Indeed, let B0 ⊂ B be a ring of definition, and I0 ⊂ B0 an ideal
of adic definition; we need to show that SpecA′\SpecA′/I0A′ ⊂ UA′ . Set ZB′ := XB′\UB′ and
ZA := XA \UA; the assertion is equivalent to (ZB′×XB XA)∪ (XB′×XB ZA) ⊂ SpecA′/I0A′.
The latter is clear, since by assumption ZB′ ⊂ SpecB′/I0B′ and ZA ⊂ SpecA/I0A.
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Lemma 15.4.6. With the notation of example 15.4.5, the resulting commutative diagrams
B
f //
g

A
gA

(B,UB)
f //
g

(A,UA)
gA

B′
f ′ // B′ ⊗B A (B′, UB′) f
′
// (B′, UB′)⊗(B,UB) (A,UA)
are cocartesian in the categories Afd.Ring and respectively q.Afd.Ring.
Proof. Indeed, consider any two morphisms h : (A,A+) → (C,C+), k : (B,B+) → (C,C+)
of affinoid rings such that h◦f = k◦g; by proposition 8.3.29(i) there exists a unique continuous
ring homomorphism l : A′ → C such that l ◦ gA = h and l ◦ f ′ = k, and it is easily seen that
l(A′+) ⊂ C+, i.e. l : (A′, A′+)→ (C,C+) is a morphism of affinoid rings, whence the assertion
for the left diagram. The assertion for the right diagram is an immediate consequence. 
Example 15.4.7. Consider a quasi-affinoid ring A := (A,A+) and any two f-adic morphisms
f : B → A, g : B → B′ of f-adic rings.
(i) As a special case of example 15.4.5(i), take for B+ and B′+ the smallest subrings of
integral elements of B and respectively B′ (see remark 15.4.2(iv)) and set B := (B,B+) and
B′ := (B′, B′+); we may regard f and g as morphisms B → A and B → B ′ respectively. The
resulting tensor product B′ ⊗B A shall be simply denoted
B′ ⊗B A.
By lemma 15.4.6, the resulting morphismsA
gA−→ B′⊗B A f
′←− B′ enjoy the following universal
property. Let (h, k) be any pair consisting of a morphism h : A → (C,C+) of affinoid rings,
and a continuous ring homomorphism k : B′ → C such that h ◦ f = k ◦ g; then there exists a
unique morphism l : B′ ⊗B A→ (C,C+) of affinoid rings such that l ◦ gA = h and l ◦ f ′ = k.
(ii) Likewise, let (A,U) be a quasi-affinoid ring. As a special case of example 15.4.5(ii),
we may define B and B′ as in (i), and take UB := SpecB, UB′ := SpecB
′. There follow
morphisms of quasi-affinoid rings f : (B,UB) → (A,U) and f : (B,UB) → (B′, UB′). The
resulting tensor product (B′ ⊗B A,UB′) will be denoted simply
B′ ⊗B (A,U)
and notice that UB′ = SpecA
′×SpecAU . It follows easily from lemma 8.3.24(iv) that this quasi-
affinoid ring enjoys the corresponding universal property as in (i). Namely, let (h, k) be any pair
consisting of a morphism h : (A,U) → (C,C+, V ) of quasi-affinoid rings, and k : B′ → C a
continuous ring homomorphism such that h ◦ f = k ◦ g; then there exists a unique morphism
l : B′ ⊗B (A,U)→ (C,C+, V ) of quasi-affinoid rings such that l ◦ gA = h and l ◦ f ′ = k.
Example 15.4.8. Let Y → X and Y ′ → X be two f-adic morphisms of quasi-affinoid schemes.
Then the fibre product Y ×X Y ′ is representable in the category q.Afd.Sch. Indeed, the induced
morphisms of quasi-affinoid rings Γ(X)→ Γ(Y ) and Γ(X)→ Γ(Y ′) are f-adic, hence we may
form the tensor product A := Γ(Y )⊗Γ(X) Γ(Y ′) as in example 15.4.5(ii), and in view of lemma
15.4.6, the quasi-affinoid scheme SpecA represents the sought fibre product (details left to the
reader).
Example 15.4.9. (i) Let (A,A+) be an affinoid ring and B a finite A-algebra. According to
remark 8.3.38(iii), the canonical topologyT AB onB is f-adic, and the structure map ϕ : A→ B
is f-adic and restricts to a finite map A0 → B0 of suitable subrings of definition. Let B+ be the
integral closure of ϕ(A+) in B. We claim that B+ is a ring of integral elements of B. Indeed,
B+ ⊂ B◦ by lemma 8.3.19(iii.a) and remark 8.3.10(iv). To check that B+ is open in B, pick
a finite system b1, . . . , bn of generators of the A0-module B0; for every i = 1, . . . , n there exist
mi ∈ N and a polynomial Pi = Xmi +
∑mi−1
j=0 aijX
j ∈ A0[X ] with Pi(bi) = 0. Let I0 ⊂ A0
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be an ideal of adic definition; since A+ is open, there exists k ∈ N such that Ik0aij ∈ A+ for
i = 1, . . . , n and j = 0, . . . , mi − 1. Thus, for every c ∈ Ik0 and i = 1, . . . , n we have
0 = cmiPi(bi) = Qi(cbi) where Qi := X
mi +
mi−1∑
j=0
cmi−jaijX
j ∈ A+[X ].
This shows that Ik0B0 ⊂ B+, whence the contention. We call (B,B+) the affinoid ring associ-
ated with the finite A-algebra B, and we denote it by
B ⊗A (A,A+).
(ii) Thus, we get an f-adic morphism ϕ : (A,A+) → B ⊗A (A,A+) of affinoid rings. We
claim that the morphism of affinoid rings ϕ enjoys the following universal property. For every
morphism f : (A,A+) → (C,C+) of affinoid rings, every ring homomorphism g : B → C
such that g ◦ ϕ = f is a morphism g : (B,B+) → (C,C+) of affinoid rings. Indeed, a simple
inspection shows that g(B+) ⊂ C+, and g is continuous by virtue of proposition 8.3.36(ii).
(iii) As usual, the universal property determines the pair (B ⊗A (A,A+), ϕ) up to unique
isomorphism of affinoid rings. Especially, if ψ : B → B′ is any finite ring homomorphism,
then ψ ◦ ϕ : A→ B′ is also finite, and it follows easily that
B′ ⊗B (B ⊗A (A,A+)) = B′ ⊗A (A,A+).
(iv) Likewise, if A := (A,A+, U) is any quasi-affinoid ring, and ϕ : A → B is as in (i), let
us set UB := SpecB ×SpecA U . According to example 15.4.7(ii) we get a quasi-affinoid ring
B ⊗A A := (B,B+, UB)
(for the topology T AB on B) and ϕ is an f-adic morphism of quasi-affinoid rings A→ B ⊗A A
enjoying a corresponding universal property that the reader may spell out.
(v) In the same vein, let X := (X,TX , A
+
X) be a quasi-affinoid scheme and f : X
′ → X
a finite morphism of schemes; set AX := OX(X), Y := SpecAX and let i : X → Y be the
open immersion and g := i ◦ f : X ′ → Y . We have natural morphisms of quasi-coherent
OY -algebras i♭ : OY → i∗OX and g♭ : i∗OX → g∗OX′ , and we let A be the integral closure
of the image of i∗OX in g∗OX′ . Notice that i♭ is an isomorphism, and A is a quasi-coherent
OY -algebra; hence A is the filtered union of its finite quasi-coherent OY -subalgebras. Clearly
A|X = f∗OX′ is a finite OX-algebra; since X is quasi-compact, it follows that there exists a
finite quasi-coherent OY -subalgebra B ⊂ A such that B|X = f∗OX′ , and B := B(Y ) is a
finite AX -algebra. We claim that the quasi-affinoid scheme
X ′ ×X X := Spec (B ⊗AX Γ(X)).
is independent, up to unique isomorphism, of the choice ofB and enjoys the following universal
property. For every morphism of quasi-affinoid schemes h : Z := (Z,TZ , A
+
Z) → X , every
morphism k : Z → X ′ of schemes such that f ◦ k = h is a morphism of quasi-affinoid schemes
Z → X ′ ×X X. Indeed notice that, by construction, the commutative diagram of schemes
X ′
j //
f

SpecB

X
i // Y
is cartesian, hence X ′ is the scheme underlying X ′ ×X X . The morphisms k and j induce ho-
momorphisms of AX -algebras OX′ → OZ(Z) and B → OX′; their composition is a homomor-
phism of AX-algebras u : B → OZ(Z), and since OZ(Z) is a topological (AX ,TX)-algebra,
(iv) implies that u is a morphism of quasi-affinoid rings B ⊗AX Γ(X)→ Γ(Z). By adjunction,
u induces a morphism of quasi-affinoid schemes Z → X ′×XX , and a simple inspection shows
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that this morphism is precisely given by k. Then the universal property implies as usual the
stated independence of the choice of B. By the same token, we also deduce that ifX ′′ → X ′ is
another finite morphism of schemes, we have a natural identification of quasi-affinoid schemes
X ′′ ×X′ (X ′ ×X X) ∼→ X ′′ ×X X
(details left to the reader). Lastly, notice that the induced projection X ′ ×X X → X is f-adic,
by proposition 15.4.3(ii).
(vi) In the situation of (i) (resp. of (iv), resp. of (v)), suppose that (A,A+) (resp. A, resp. X)
is topologically henselian; combining with proposition 8.4.2(iv) we deduce that the same holds
for B ⊗A (A,A+) (resp. for B ⊗A A, resp. for X ′ ×X X).
Remark 15.4.10. (i) Denote by Afd.Ringcomp (resp. q.Afd.Ringcomp) the full subcategory of
Afd.Ring (resp. of q.Afd.Ring) whose objects are the complete and separated affinoid (resp.
quasi-affinoid) rings. Then the inclusion functor
Afd.Ringcomp → Afd.Ring (resp. q.Afd.Ringcomp → q.Afd.Ring)
admits a left adjoint, that assigns to every affinoid ring (A,A+) (resp. quasi-affinoid ring
(A,A+, U)) its completion, which is the datum
(A,A+)∧ := (A∧, (A+)∧) (resp. (A,A+, U)∧ := (A∧, (A+)∧, U∧))
consisting of the separated completions of A and A+ (resp. and of the open subset U∧ :=
U ×SpecA SpecA∧). Indeed, taking into account proposition 8.3.28(i,iii) and lemma 8.3.6 we
see that (A,A+)∧ = A∧ ⊗A (A,A+) and (A,A+, U)∧ = A∧ ⊗A (A,A+, U), so the sought
adjunctions follow from example 15.4.7(i,ii).
(ii) Let Afd.Ringhens (resp. q.Afd.Ringhens) be the full subcategory of Afd.Ring (resp. of
q.Afd.Ring) whose objects are the topologically henselian affinoid (resp. quasi-affinoid) rings.
Then the inclusion functor
Afd.Ringhens → Afd.Ring (resp. q.Afd.Ringhens → q.Afd.Ring)
admits a left adjoint, that assigns to every affinoid ring (A,A+) (resp. quasi-affinoid ring
(A,A+, U)) its topological henselization, which is the datum
(A,A+)h := (Ah, A+h) (resp. (Ah, A+h, Uh))
consisting of the topological henselizations of A and A+ (resp. and of the open subset Uh :=
U ×SpecA SpecAh : see definition 8.4.13). Indeed, by inspecting the construction of (8.4.9)
it is easily seen that A+h identifies naturally with an open subring of Ah contained in (Ah)◦.
Moreover, A+h is integrally closed in Ah, by corollary 9.8.6(ii). Hence (A,A+)h is a topo-
logically henselian affinoid ring, and theorem 8.4.10(ii) easily implies that every morphism
(A,A+) → (B,B+) of affinoid rings with (B,B+) topologically henselian, factors uniquely
through a morphism (A,A+)h → (B,B+). By the same token, we deduce that
(A,A+)h = Ah ⊗A (A,A+)
from which it follows that (A,A+, U)h = Ah ⊗A (A,A+, U), whence also the second sought
adjunction.
(iii) In the same vein, if (A,A+) (resp. (A,A+, U)) is any affinoid (resp. quasi-affinoid)
ring, we may define its topological localization by considering the datum (A,A+)loc (resp.
(A,A+, U)loc) consisting of the topological localizations Aloc and A
+
loc of A and respectively
A+, defined as in (8.4.8) (resp. and of the open subset U ×SpecA SpecAloc). Then it is easily
seen that the rule (A,A+) 7→ (A,A+)loc (resp. (A,A+, U) 7→ (A,A+, U)loc) yields a left
adjoint to the inclusion functor
Afd.Ringloc → Afd.Ring (resp. q.Afd.Ringloc → q.Afd.Ring)
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from the full subcategory of Afd.Ring (resp. of q.Afd.Ring) whose objects are the topologically
local affinoid (resp. quasi-affinoid) rings. Notice also that (A,A+)loc = Aloc ⊗A (A,A+), and
likewise for (A,A+, U)loc.
(iv) Let X be any quasi-affinoid scheme; by definition,X is topologically local (resp. topo-
logically henselian) if and only if the same holds for the quasi-affinoid ring Γ(X). On the other
hand, let A := (A,A+, U) be any quasi-affinoid ring; then A is topologically local (resp. topo-
logically henselian) if and only if the same holds for the quasi-affinoid scheme SpecA (notation
of proposition 15.4.3). Indeed, set AU := OU(U), and recall that the image B of A in AU is
open in the f-adic topology TU of AU (proposition 8.3.25(i)). In light of proposition 8.4.2(i,iii),
we are then reduced to showing that A is topologically local (resp. topologically henselian) if
and only if the same holds for B, where the latter is endowed with the f-adic topology induced
by the inclusion map intoAU , which is the same as the topology induced by A via the surjection
π : A → B. Let UA and UB be the analytic loci of SpecA and respectively SpecB; since U
contains UA, it is easily seen that Spec π induces a homeomorphism UB
∼→ UA (details left
to the reader). On the other hand, notice that B◦◦ is the radical of the ideal A◦◦B; then the
assertion follows from claim 8.4.4 and [52, Rem.5.1.10(i)].
(v) For every quasi-affinoid scheme X, set
X loc := Spec(Γ(X)loc) X
h := Spec(Γ(X)h).
It follows easily from (iii),(iv), remark 15.4.2(ii) and proposition 15.4.3(i) thatX loc is a topolog-
ically local quasi-affinoid scheme endowed with a natural morphism jX : X loc → X with the
following property. Every morphism of quasi-affinoid schemes Y → X with Y topologically
local, factors uniquely through jX . In other words, the rule X 7→ X loc yields a right adjoint
q.Afd.Sch→ q.Afd.Schloc
to the inclusion functor of the full subcategory q.Afd.Schloc of topologically local quasi-affinoid
schemes. Likewise, Xh is a topologically henselian quasi-affinoid scheme endowed with a
universal morphism hX : X
h → X, so the rule X 7→ Xh yields a right adjoint
q.Afd.Sch→ q.Afd.Schhens
to the inclusion functor of the full subcategory q.Afd.Schhens of topologically henselian quasi-
affinoid schemes.
(vi) From (iv), we deduce that the adjunction (Spec, Γ) of proposition 15.4.3(i) restricts to
two adjoint pairs of functors
q.Afd.Ringloc
Spec //
q.Afd.Scholoc
Γ
oo q.Afd.Ringhens
Spec //
q.Afd.Schohens.
Γ
oo
Taking into account (v) and remark 1.1.17(i), we then obtain natural isomorphisms
Spec(Aloc)
∼→ (SpecA)loc Spec(Ahens) ∼→ (SpecA)hens
of quasi-affinoid schemes, for every quasi-affinoid ring A. On the other hand, we have as well
natural identifications
(15.4.11) Γ(X loc)
∼→ Γ(X)loc Γ(Xh) ∼→ Γ(X)h
for every quasi-affinoid scheme X . Indeed, if Γ(X) = (A,A+, U), we have Γ(X)loc =
(Aloc, A
+
loc, Uloc), where Uloc = U ×SpecA SpecAloc. Therefore Γ(X loc) = (B,B+, Uloc), where
B := OUloc(Uloc), and with B
+ equal to the integral closure of A+loc in B. Since the localization
map is flat, and since A = OU(U), the assertion for Γ(X loc) then follows from corollary 10.3.8.
The same argument applies to Γ(Xh).
(vii) On the other hand, if A := (A,A+, U) is a complete and separated quasi-affinoid ring,
the quasi-affinoid scheme SpecA is not necessarily complete and separated (essentially, this is
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because the completion map A → A∧ is not necessarily flat, in this generality). Thus, in order
to produce a completion functor for quasi-affinoid schemes, we have to proceed more carefully,
as explained in the following proposition.
Proposition 15.4.12. Let q.Afd.Schcomp be the full subcategory of q.Afd.Sch whose objects are
the complete and separated quasi-affinoid schemes (X,TX , A
+
X). Then the inclusion functor
q.Afd.Schcomp → q.Afd.Sch
admits a right adjoint, called the completion functor :
q.Afd.Sch→ q.Afd.Schcomp (X,TX , A+X) 7→ (X,TX , A+X)∧.
Proof. For any given quasi-affinoid scheme (X,TX , A
+
X), set AX := OX(X), and denote by
(A∧X ,T
∧
X ) the completion of (AX ,TX). For every ideal I ⊂ A∧X , set as well
V (I) := SpecA∧X/I and X
∧
I := X ×SpecAX V (I).
We let F be the family of all topologically closed ideals I ⊂ A∧X such that the induced map
ρI : A
∧
X/I → OV (I)(X∧I ) is injective. Set J :=
⋂
I∈F I , so that the natural map i : A
∧
X/J →∏
I∈F A
∧
X/I is injective, and notice that (
∏
I∈F ρI) ◦ i factors naturally through ρJ , therefore
the latter is injective, and thus J ∈ F . We endow A′ := A∧X/J with the quotient topology
induced by the projection π : A∧X → A′; it is clear that A′ is a complete and separated f-adic
ring, and π is f-adic (lemma 8.3.19(iv)), so we may define
(X,TX , A
+
X)
∧ := Spec (A′ ⊗A∧X (AX , A+X , X)∧).
Since the restriction map A′ → A′X := OV (J)(X∧J ) is injective and open, the topology of A′X is
complete and separated, so the datum (X,TX , A
+
X)
∧ is indeed an object of q.Afd.Schcomp.
On the other hand, let (Y,TY , A
+
Y ) be any complete and separated quasi-affinoid scheme, and
f : (Y,TY , A
+
Y )→ (X,TX , A+X) any morphism of quasi-affinoid schemes; by adjunction, Γ(f)
factors uniquely through a morphism of complete quasi-affinoid rings
Γ(f)∧ : (AX , A
+
X , X)
∧ → Γ(Y,TY , A+Y )
and we let K be the kernel of the underlying continuous ring homomorphism h : A∧X → AY .
Clearly K is a closed ideal of AX , and Spech restricts to a morphism of schemes g : Y →
V (K); then, the pair (f, g) determines a unique morphism ofX-schemes Y → X∧K . Therefore,
the resulting map h : A∧X/K → AY is injective by construction, and it factors through ρK ;
so ρK is injective as well, and thus K ∈ F . Hence, h factors uniquely through a continuous
ring homomorphism A′ → AY , so in turns Γ(f)∧ factors uniquely through a morphism of
quasi-affinoid rings
ϕ : A′ ⊗AX (AX , A+X , X)∧ → Γ(Y,TY , A+Y ).
and Spec(ϕ) : (Y,TY , A
+
Y ) → (X,TX , A+X)∧ is the unique morphism of complete quasi-
affinoid schemes that lifts f , whence the proposition. 
Remark 15.4.13. (i) LetX := (X,TX , A
+
X) be any quasi-affinoid scheme, set (AX , A
+
X , X) :=
Γ(X), and letA∧X be the separated completion ofAX . Let also I ⊂ AX be any finitely generated
ideal such that SpecAX/I = SpecAX \X . By inspecting the proof of proposition 15.4.12 we
obtain a natural morphism of quasi-affinoid schemes
X∧ → Spec(Γ(X)∧)
which is an isomorphism if and only if depthIA
∧
X > 0 (notation of (10.4.29)).
(ii) The morphism of (i) induces by adjunction a morphism of quasi-affinoid rings
Γ(X)∧ → Γ(X∧)
which is an isomorphism if and only if depthIA
∧
X > 1.
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Definition 15.4.14. Let A := (A,A+, U) be any quasi-affinoid ring, and X := (X,TX , A
+
X)
any quasi-affinoid scheme.
(i) The adic spectrum of the affinoid ring (A,A+) is the set
Spa(A,A+) := {v ∈ Cont(A) | v(a) ≤ 1 for every a ∈ A+}
(notation of definition 15.3.12). Hence, Spa(A,A+) is a pro-constructible subset of Cont(A),
and we endow Spa(A,A+) with the topology induced by Cont(A). We also let
Spa(A,A+)a := Spa(A,A
+) ∩ Cont(A)a Spa(A,A+)na := Spa(A,A+) ∩ Cont(A)na
(notation of remark 15.3.13(vi)).
(ii) The adic spectrum of A is the set
SpaA := Spa(A,A+) ∩ SpvU.
We endow this subset with the topology induced by Spa(A,A+).
(iii) The adic spectrum of X is the topological space
SpaX := Spa Γ(X)
and we set as well
Spa (X)a := Spa Γ(X)a and Spa (X)na := Spa Γ(X)na.
(iv) A rational subset of Spa(A,A+, U) is a subset of the form R∩Spa(A,A+, U), where R
is a rational subset of Cont(A) (see (15.3.16)). Likewise, a rational subset of SpaX is a subset
of the form R ∩ SpaX , where R is a rational subset of Cont(OX(X),TX).
Remark 15.4.15. (i) Let f : (A,A+)→ (B,B+) be any morphism of affinoid rings. A simple
inspection of definition 15.4.14(i) shows that the map Cont(f) restricts to a continuous map
Spa f : Spa(B,B+)→ Spa(A,A+).
(ii) More generally, a morphism g : (A,A+, U) → (B,B+, V ) of quasi-affinoid rings in-
duces a continuous map
Spa g : Spa(B,B+, V )→ Spa(A,A+, U)
that agrees with the restriction of the map Spa(B,B+)→ Spa(A,A+) attached to g as in (i).
(iii) Likewise, any morphism ϕ : (X,TX , A
+
X) → (Y,TY , A+Y ) of quasi-affinoid schemes
induces a continuous map
Spaϕ := Spa Γ(ϕ) : Spa(X,TX , A
+
X)→ Spa(Y,TY , A+Y ).
(iv) In light of theorem 15.3.15(i), it is easily seen that v(x) ≤ 1 for every x ∈ A◦ and
every v ∈ Cont(A) of rank ≤ 1. Especially, the subset of Spa(A,A+, U) consisting of rank
one valuations is independent of the ring of integral elements A+.
Example 15.4.16. For any f-adic ringA, letA′ ⊂ A be the smallest subring of integral elements
(see remark 15.4.2(iv)). It is easily seen that Spa(A,A′) = Cont(A). Also, every continuous
map f : A→ B of f-adic rings yields a morphism of affinoid rings f : (A,A′)→ (B,B′), and
clearly Spaϕ = Cont(f).
(ii) On the other hand, every f-adic map f : A → B of f-adic rings induces a continuous
map Spa f : Spa(B,B◦)→ Spa(A,A◦) (lemma 8.3.19(iii.a)).
Lemma 15.4.17. Let A := (A,A+, U) be any quasi-affinoid ring.
(i) The natural morphisms A → Aloc → Ah → A∧ (notation of remark 15.4.10(ii,iii))
induce homeomorphisms
SpaA∧
∼→ SpaAh ∼→ SpaAloc ∼→ SpaA.
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(ii) The unit of the adjunction (Spec, Γ) of proposition 15.4.3(i) induces a homeomorphism
Spa(SpecA)
∼→ SpaA.
(iii) Let X := (X,TX , A
+
X) be any quasi-affinoid scheme, and X
∧ the completion of X
(see proposition 15.4.12). The completion map X → X∧ induces a homeomorphism
SpaX∧
∼→ SpaX.
(iv) Let ϕ : SpaA∧
∼→ SpaA be the homeomorphism of (i), and R ⊂ SpaA∧ any rational
subset. Then ϕ(R) is a rational subset of SpaA.
Proof. (i): Let Aloc (resp. A
h) be the topological localization (resp. henselization) of A; from
corollary 8.4.14(i) and proposition 15.3.19(iv), we deduce that the natural maps A → Aloc →
Ah → A∧ induce homeomorphisms
Cont(A∧)
∼→ Cont(Ah) ∼→ Cont(Aloc) ∼→ Cont(A).
Moreover, it was already remarked that the localization map induces a natural identification
Aloc
∼→ Aloc ⊗A (A,A+), and likewise for the topological henselization and the completion of
A; the assertion follows easily (details left to the reader).
(ii): Set (U,TU , A
+
U) := SpecA andAU := OU(U); the assertion boils down to the following:
Claim 15.4.18. The natural morphism of quasi-affinoid rings ρ : (A,A+, U) → (AU , A+U , U)
induces a homeomorphism Spa ρ : Spa(AU , A
+
U , U)
∼→ Spa(A,A+, U).
Proof of the claim. Let us first check that ρ induces a homeomorphism
(15.4.19) Cont(AU) ∩ SpvU ∼→ Cont(A) ∩ SpvU.
Indeed, since the topology of both of these spaces are induced from the inclusion into SpvU ,
it suffices to check that (15.4.19) is surjective. Hence, let v : A → Γv◦ be any continuous
valuation with support given by a prime ideal p ⊂ A, and suppose that p ∈ U ; then there exists
a unique prime ideal p′ ⊂ AU such that ρ−1p′ = p. Set B := A/p and C := AU/p′; the map
v factors through a continuous valuation v : B → Γv◦ (for the quotient topology on B induced
by the projection A → B) and C is naturally identified with a subring of FracB, so v extends
uniquely to a valuation w : C → Γv◦. It remains only to show that w is continuous, for the
quotient topology on C induced by the projection AU → C. By remark 15.3.13(ii) it suffices to
prove the continuity of w at the point 0 ∈ C; however, ρ is an open map (proposition 8.3.25(i)),
so the same holds for the induced injective map B → C, and the assertion follows.
Since A+U is the integral closure of the image of A
+ in AU , the claim is an immediate conse-
quence of the foregoing : details left to the reader. ♦
(iii): Let AX := OX(X), and set (A∧X , A
+∧
X , X
∧) := (AX , A
+
X , X)
∧. Define the family F of
ideals of A∧X as in the proof of proposition 15.4.12, and denote by J the minimal element of F ;
also, endowA′ := A∧X/J with the quotient topology induced via the projectionA
∧
X → A′. Then
X∧ = Spec(A′ ⊗A∧X (A∧X , A+∧X , X∧)). Taking into account (i) and (ii), we are then reduced to
checking that the natural projection π : (A∧X , A
+∧
X , X
∧) → A′ ⊗A∧X (A∧X , A+∧X , X∧) induces a
homeomorphism
Spa π : Spa(A′ ⊗A∧X (A∧X , A+∧X , X∧))
∼→ Spa(A∧X , A+∧X , X∧).
However, Spaπ is a closed immersion, so it suffices to show that it is a bijection. To this aim,
let v : A∧X → Γv◦ be any continuous valuation whose support p lies in X∧; we come down to
checking that p ∈ F . However, p is obviously a topologically closed ideal of A∧X . Next, set
B := A∧X/p and X
∧
p := X ×SpecAX SpecB; since B is a domain and X∧p 6= ∅, the restriction
map B → OSpecB(X∧p ) is injective, whence the contention.
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(iv): Say that R = RA∧
(
a1
a0
, . . . , an
a0
) ∩ SpaA∧ for a sequence of elements a0, . . . , an ∈ A∧
that generates an open ideal J . Let also B be a ring of definition of A, and I ⊂ B an ideal of
adic definition. To begin with, we remark :
Claim 15.4.20. (i) Let T be a quasi-compact subset of SpaA, and t an element ofA◦◦ such that
v(t) 6= 0 for every v ∈ T . Then there exists k ∈ N such that v(x) < v(t) for every v ∈ T and
every x ∈ Ik.
(ii) There exists q ∈ N such that every sequence b0, . . . , bn with bi ∈ ai + IqB∧ for i =
0, . . . , n, generates an open ideal of A∧, and R′ := RA∧
(
b1
b0
, . . . , bn
b0
) ∩ SpaA∧ = R.
Proof of the claim. (i): Let x1, . . . , xm be a finite system of generators of I . For every r ∈ N set
Tr := {v ∈ SpaA | v(xri ) ≤ v(t) for every i = 1, . . . , m}.
Then Tr is open in SpaA for every r ∈ N, and T ⊂
⋃
r∈N Tr. Thus, T ⊂ Tr for some r ∈ N,
and the assertion holds with k := r + 1.
(ii): Pick elements c1, . . . , cm ∈ J ∩ B∧ that generate an open ideal J0 of B∧, and r ∈ N
such that Ir ⊂ J0. Then, every sequence d1, . . . , dm of elements of B∧ with di ∈ ci + IrB∧ for
i = 1, . . . , m, also generates J0 ([89, Th.8.4]). Next, for every i = 1, . . . , m pick xi0, . . . , xin ∈
A∧ such that ci =
∑n
j=0 ajxij , and let p ∈ N be large enough so that Ipxij ⊂ IrB∧ for every
i = 1, . . . , m and every j = 0, . . . , n; it follows already that every sequence b0, . . . , bn of
elements of A∧ with bi ∈ ai + IpB∧ for i = 0, . . . , n generates an open ideal of A∧.
Next, we apply part (i) of the claim to the rational subsets Ri := RA∧
(
a1
ai
, . . . , an
ai
)∩ SpaA∧,
to find an integer q ≥ p such that v(x) < v(ai) for every x ∈ IqB∧, every i = 0, . . . , n and
every v ∈ Ri. We claim that this q will do. Indeed, let v ∈ SpaA∧, and say that v ∈ R = R0;
since bi − ai ∈ IqB∧, we have v(bi − ai) < v(a0) for i = 0, . . . , n. This implies that
v(bi) = v(ai + (bi − ai)) ≤ max(v(ai), v(bi − ai)) ≤ v(a0) = v(a0 + (b0 − a0)) = v(b0)
for every i = 0, . . . , n, which shows that R ⊂ R′. Next, suppose v /∈ R, and consider first the
case where v(ai) = 0 for every i = 0, . . . , n. Then v is non-analytic, so that v(b0 − a0) = 0,
whence v(b0) = 0, and finally v /∈ R′. Lastly, suppose that v(ai) 6= 0 for some i ≤ n, and
choose j ≤ n so that v ∈ Rj . We must have v(a0) < v(aj), since v /∈ R; also, by construction
v(bi − ai) < v(aj) for every i = 0, . . . , n. Then
v(b0) = v(a0 + (b0 − a0)) ≤ max(v(a0), v(b0 − a0)) < v(aj) = v(aj + (bj − aj)) = v(bj)
which yields again v /∈ R′, and the claim follows. ♦
Now, by claim 15.4.20(ii) there exist b0, . . . , bn inA such thatR = RA∧
(
b1
b0
, . . . , bn
b0
)∩SpaA∧.
Also, by claim 15.4.20(i) there exists k ∈ N such that v(x) < v(b0) for every v ∈ R and
every x ∈ Ik. Pick a finite system bn+1, . . . , bp of generators of Ik; it follows that ϕ(R) =
RA
(
b1
b0
, . . . , bp
b0
)
whence the contention. 
Remark 15.4.21. By combining lemma 15.4.17(iv) and proposition 15.3.19(i) one may obtain
another, more constructive, proof of lemma 15.4.17(i) (and of proposition 15.3.19(iv)). This is
the route followed in [70].
Proposition 15.4.22. Let (A,A+, U) be any quasi-affinoid ring. The following holds :
(i) Spa(A,A+, U) is a constructible open subset of Spa(A,A+), and both these topolog-
ical spaces are spectral.
(ii) The rational subsets are a basis of quasi-compact open subsets of Spa(A,A+) that is
closed under finite intersections.
(iii) For any morphism f : (A,A+, U)→ (B,B+, V ) of quasi-affinoid rings, we have :
(a) If f is f-adic, Spa f is a spectral map. More precisely, if R is a rational subset of
Spa(A,A+, U), then (Spa f)−1(R) is a rational subset of Spa(B,B+, V ).
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(b) Suppose thatB is topologically local. Then f is f-adic if and only if Spa f restricts
to a map Spa(B,B+)a → Spa(A,A+)a.
(iv) For any quasi-affinoid scheme (X,TX , A
+
X), the topological space Spa(X,TX , A
+
X) is
spectral.
(v) For any f-adic morphism ϕ : (X,TX , A
+
X) → (Y,TY , A+Y ) of quasi-affinoid schemes,
the induced map Spaϕ is spectral.
Proof. Assertion (i) for Spa(A,A+) follows from theorem 15.3.15(ii) and corollary 8.1.40. Ac-
cording to (15.3.16), the rational subsets ofCont(A) form a basis of quasi-compact open subsets
for the latter space; invoking again corollary 8.1.40, we obtain (ii) as well.
Next, let I ⊂ A be any finitely generated ideal such that SpecA/I = SpecA \ U , and pick a
finite system of generators a1, . . . , an for I . Then
Spa(A,A+, U) = Spa(A,A+) ∩
n⋃
i=1
RA
(a1
ai
, . . . ,
an
ai
)
.
Since I is open inA, this identity presents Spa(A,A+, U) as a finite union of rational subsets of
Spa(A,A+), and the latter are open and quasi-compact, by (ii), so the proof of (i) is complete.
(iii.a) follows immediately from corollary 15.3.17(i). The proofs of (iv) and (v) are similar,
and the details shall be left to the reader.
(iii.b): Set ϕ := Spec f ; in light of lemma 8.3.24(iv) and corollary 15.3.21, we need only
check that ϕ−1X◦◦A = X
◦◦
B , if Spa f restricts to a map Spa(B,B
+)a → Spa(A,A+)a.
Thus, suppose that there exists p ∈ XB \X◦◦B with ϕ(p) ∈ X◦◦A . Then p is a non-open ideal
of B, so there exists a rank one continuous analytic valuation v of B whose support contains p
(lemma 15.3.25); clearly the support of Cont(f)(v) contains ϕ(p), and it is therefore open, i.e.
Cont(f)(v) ∈ Cont(A)na. To conclude it suffices to remark :
Claim 15.4.23. Let R be any f-adic ring, v ∈ Cont(R)a any element such that Γv has rank one.
Then v ∈ Spa(R,R◦).
Proof of the claim. Since v is analytic, there exists a ∈ R such that 0 < v(a) < 1. Let b ∈ R◦
be any element, and suppose that v(b) > 1; then there exists n ∈ N large enough, such that
v(bna) > 1, which is absurd, since bna ∈ R◦◦ (remark 8.3.10(iv)). 
Proposition 15.4.24. Let (A,A+, U) be any quasi-affinoid ring, I ⊂ A+ an ideal, g• :=
(gi | i ∈ Σ) and h• := (hj | j ∈ Σ′) two systems of elements of A such that :
(a) The system (g•, h•) generates an open ideal of A.
(b) SpecA/IA is the set of open prime ideals of A.
(c) U is dense in SpecA.
Then for every f ∈ A the following conditions are equivalent :
(d) For every v ∈ Spa(A,A+, U) with v(f) 6= 0 there exists either i ∈ Σ such that
v(f) ≤ v(gi) or else j ∈ Σ′ such that v(f) < v(hj).
(e) There exists a polynomial P ∈ PI such that P (f, g•, h•) = 0 (notation of (9.2.39)).
Proof. From theorem 15.3.15(i) and lemmata 15.4.17(i), 9.2.40 we already see that (e)⇒(d).
(d)⇒(e): Let (A′, A′+, U ′) be the topological localization of (A,A+, U), and set I ′ := IA′+.
Notice that U ′ is dense in SpecA′ (proposition 8.1.44(iii)), and SpecA′/I ′A′ is the set of open
prime ideals of A′, since the localization map A → A′ is f-adic (lemma 8.3.24(iv)). We may
then consider also the set PI′ ⊂ A′+[Z,X•, Y•] defined as in (9.2.39), and we remark
Claim 15.4.25. Condition (e) is equivalent to :
(f) There exists a polynomial Q ∈ PI′ such that Q(f, g•, h•) = 0 in A′+.
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Proof of the claim. Obviously (e)⇒(f). Conversely, let A0 ⊂ A+ be a subring of definition, and
J any ideal of adic definition of A0, so that A
′+ = (1 + J)−1A+ and I ′ = (1 + J)−1I . If (f)
holds, we deduce that there exists a polynomial G ∈ A+[Z,X•, Y•] of the form
G(Z,X•, Y•) = (1− a) · Zn +
n∑
k=1
Zn−kPk(X•, Y•)
for some a ∈ J and someP1, . . . , Pn ∈ A+[X•, Y•] fulfilling the conditions of (9.2.39), and such
that G(f, g•, h•) = 0 in A. Since A is f-adic, condition (a) implies that the system (g
n
i , h
n
j | i ∈
Σ, j ∈ Σ′) generates an open ideal of A (details left to the reader); then we may find N ∈ N
large enough, finite subsets Σ0 ⊂ Σ′, Σ′0 ⊂ Σ′, and systems (bi | i ∈ Σ0), (cj | j ∈ Σ′0) of
elements of A such that
aNfn =
∑
i∈Σ0
big
n
i +
∑
j∈Σ′0
cjh
n
j .
In light of (b), we may next find M ∈ N sufficiently large, so that aMbi ∈ A+ and aMcj ∈ I
for every i ∈ Σ0 and j ∈ Σ′0. Summing up, we see that aM+Nfn = H(g•, h•) in A for some
homogeneous polynomial H(X•, Y•) ∈ A+[X•, Y•] of degree n and with H(0, Y•) ∈ I[Y•].
Then set u := 1 + a + · · · + aM+N−1, so that u · (1 − a) = 1 − aM+N ; it follows that the
polynomial
P := u ·G+ aM+NZn −H
fulfills condition (e). ♦
Now, if (e) fails for some f ∈ A, claim 15.4.25 and lemma 9.2.40 show that there exists
w ∈ SpvA′ whose support is a minimal prime ideal of A′, and with w(f) 6= 0 and
w(a) ≤ 1 w(b) < 1 for every a ∈ A′+ and b ∈ A′◦◦
w(gi) <w(f) w(hj) ≤w(f) for every i ∈ Σ and j ∈ Σ′.
Since U ′ is dense in SpecA′, we have w ∈ SpvU ′ (proposition 8.1.44(iii)); if w is continuous,
it follows that w ∈ Spa(A′, A′+, U ′) = Spa(A,A+, U) (lemma 15.4.17(i)), and (d) fails for w.
In case w is not continuous, set L := IA and v := wcΓv(L) (notation of definition 15.3.3).
Claim 15.4.26. (i) v(L) 6= {0}.
(ii) v(f) 6= 0.
Proof of the claim. (i): Since v is an L-admissible specialization of w, it suffices to show that
w(L) 6= {0}. But if the latter fails, then the support of w is an open prime ideal, so w is
continuous (remark 15.3.13(vi)), contradicting our assumption.
(ii): Suppose that v(f) = 0; then v(gi) = v(hj) = 0 as well, for every i ∈ Σ and j ∈ Σ′.
Hence the support of v is an open ideal of A, and especially, it contains L, contradicting (i). ♦
Claim 15.4.26(ii), theorem 15.3.15(i) and lemma 15.4.17(i) imply that v is an analytic point
of Spa(A,A+) and condition (d) fails for v; lastly, notice that Cont(A)a ⊂ SpvU , so v ∈
Spa(A,A+, U) whence the proposition. 
Corollary 15.4.27. Let A := (A,A+, U) be any quasi-affinoid ring such that U is dense in
SpecA, and f ∈ A any element. We have :
(i) f ∈ A+ if and only if v(f) ≤ 1 for every v ∈ SpaA.
(ii) f ∈ A◦◦ if and only if v(f) < 1 for every v ∈ SpaA.
(iii) Let also J ⊂ A+ be any finitely generated ideal whose radical is A◦◦. Then the follow-
ing conditions are equivalent :
(a) |f |∗J = 0 (notation of example 9.1.9).
(b) v(f) = 0 for every v ∈ SpaA.
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Proof. (i): We may assume that v(f) ≤ 1 for every v ∈ SpaA, and we show that f ∈ A+. To
this aim, we apply proposition 15.4.24 with g• = {1}, h• the empty subset and I := A◦◦; we
deduce that there exists a monic polynomial P (Z) ∈ A+[Z] with P (f) = 0, i.e. f is integral
over A+, whence the contention, since A+ is integrally closed in A.
(ii): Again, we may assume that v(f) < 1 for every v ∈ SpaA, and we check that f ∈ A◦◦.
To this aim, we apply proposition 15.4.24 with h• = {1}, g• the empty subset and I := A◦◦;
we deduce that there exist n ∈ N and a1, . . . , an ∈ A◦◦ with fn + fn−1a1 + · · ·+ an = 0. By
(i), we know already that f ∈ A+, so that fn−1a1+ · · ·+an ∈ A◦◦, and combining with remark
8.3.10(iv), the claim follows.
(iii.a)⇒(iii.b): Let a1, . . . , ar be any finite system of generators of J , and set
γv := max(v(a1), . . . , v(ar)) ∈ Γv◦ for every v ∈ Spa(A,A+, U).
The assumption implies that for every n ∈ N there exists k ∈ N such that fk ∈ Jkn, hence
v(fk) ≤ γknv , and therefore v(f) ≤ γnv for every n ∈ N and every v ∈ SpaA (details left to the
reader). However γv is final in Γv for every such v (lemma 15.3.14(i)), whence the assertion.
(iii.b)⇒(iii.a): For every n ∈ N, we apply the criterion of proposition 15.4.24 with g• equal
to the empty set, h
(n)
• := {1}, and I := Jn. We deduce that for every n ∈ N there exist k ∈ N
and elements a
(n)
i ∈ Jni for i = 1, . . . , k, such that fk+1 + a(n)1 fk + · · ·+ a(n)k = 0. Therefore :
|fk+1|∗J ≤ max(|a(n)i |∗J · |fk+1−i|∗J | i = 1, . . . , k)
(lemma 9.1.8(ii)) whence (|f |∗J)i ≤ |a(n)i |∗J ≤ ρni for some i ≤ k, (lemma 9.1.8(iii)), and
consequently |f |∗J ≤ ρn for every n ∈ N, whence (iii.a). 
Corollary 15.4.28. Let X := (X,TX , A
+
X) be any quasi-affinoid scheme, and (X
∧,T ∧X , A
+
X∧)
the completion of X. Denote by A∧X (resp. A
∧+
X ) the separated completion of AX := OX(X)
(resp. of A+X). Then we have :
(i) The kernel J of the natural map π : A∧X → OX∧(X∧) is contained in (A∧X)◦◦.
(ii) π−1A+X∧ = A
∧+
X .
Proof. (i): To begin with, we remark, quite generally :
Claim 15.4.29. Let A be any ring, I ⊂ A a finitely generated ideal, and set
XA := SpecA Z := SpecA/I U := XA \ Z.
Then the following conditions are equivalent :
(a) U is dense inXA.
(b) The support of the A-module In/In+1 is Z, for every n ∈ N.
Proof of the claim. Since U is constructible inXA, condition (a) is equivalent to :
(c) Iq = Aq for every minimal prime ideal q of A
(proposition 8.1.44(iii)). Now, if A = 0 there is nothing to prove, so assume that A 6= 0.
Suppose that (c) holds. Clearly the support of In/In+1 lies in Z, so we consider any p ∈ Z,
and we have to show that Inp /I
n+1
p 6= 0 for every n ∈ N. However, if the latter fails for some
n ∈ N, Nakayama’s lemma implies that Inp = 0; then Inq = 0 for every minimal prime ideal q
of A contained in p, contradicting (c).
Conversely, if (c) fails for some minimal prime ideal q, it follows that Iq is a nilpotent ideal
of Aq. Say that I
n
q 6= 0 and In+1q = 0 for some n ∈ N; then q lies in the support of In/In+1,
hence q ∈ Z, and therefore U cannot be dense in XA. ♦
Set Y := SpecAX , Y := SpecA
∧
X , X
′ := X ×Y Y ′, and let I ⊂ AX be any ideal such that
A◦◦X ⊂ I and Y \X = SpecAX/I . Then Y ′ \X ′ = SpecA∧X/I ′, where I ′ := IA∧X , and since I
is open in AX , the natural maps I
n/In+1 → I ′n/I ′n+1 are bijective for every n ∈ N. Moreover,
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by assumption X is dense in Y ; taking into account claim 15.4.29, we deduce that X ′ is dense
in Y ′. Pick any finitely generated ideal J of A∧X whose radical is A
∧◦◦
X ; in view of corollary
15.4.27(ii,iii), we see that⋂
v∈Spa (A∧X ,A
∧+
X ,X
′)
Ker v = {a ∈ A∧X | |a|∗J = 0} ⊂ (A∧X)◦◦.
But we have already noticed that J is contained in the support of every v ∈ Spa(A∧X , A∧+X , X ′)
(see the proof of lemma 15.4.17(iii)), whence (i).
(ii) follows immediately from (i) and corollary 15.4.27(i) and lemma 15.4.17(iii) (details left
to the reader; more directly, one can also argue as in the proof of theorem 16.5.13(ii)). 
Proposition 15.4.30. Let (X,TX , A
+
X) be any topologically local quasi-affinoid scheme, and
f ∈ OX(X) any element. The following conditions are equivalent :
(a) f ∈ OX(X)×.
(b) v(f) 6= 0 for every v ∈ Spa(X,TX , A+X).
Proof. Clearly, it suffices to check that (b)⇒(a). Hence, suppose that (b) holds, and set
AX := OX(X) Y := SpecAX Y
◦◦ := SpecAX/A
◦◦
X ·AX .
Let x ∈ X be any point; we need to show that the image f(x) of f does not vanish in κ(x). If
x ∈ Y ◦◦, let v be the trivial valuation with support equal to x; clearly v ∈ Spa(X,TX , A+X), so
(b) says that v(f) 6= 0, whence the contention, in this case.
Next, if x ∈ X \ Y ◦◦, we proceed as in the proof of proposition 15.4.22(iii.b) : we pick first
a minimal specialization y of x in X \ Y ◦◦, then a maximal point p of the non-empty closed
subset {y}c ∩ Y ◦◦ of Y (where {y}c denotes the topological closure of {y} in Y ). The image
C of AX,p in κ(y) is a one-dimensional local domain, so we may find a valuation ring V of
κ(y) with value group of rank one, that dominates C (claim 15.3.27). Let v ∈ SpvAX be the
valuation corresponding to V ; arguing as in loc. cit. we see that v ∈ Spa(X,TX , A+X), hence
v(f) 6= 0, so f(y) 6= 0 and finally f(x) 6= 0 as well. 
15.5. Adic spaces. In this section we shall endow the adic spectra introduced in section 15.3
with certain natural presheaves of topological rings, and we shall show that, under suitable
conditions, these presheaves are sheaves of rings or of topological rings. The first step is the
following universal construction :
15.5.1. Let A := (A,A+, U) be any quasi-affinoid ring, Λ a (small) set, S := (sλ | λ ∈ Λ) a
system of elements of A, and T := (Tλ | λ ∈ Λ) a family of subsets of A such that Tλ generates
an open ideal of A, for every λ ∈ Λ. We consider the f-adic ring A[Xλ | λ ∈ Λ]T provided by
proposition 8.3.32(ii), and its ideal J generated by the system (1− sλXλ | λ ∈ Λ). We set
A
(T
S
)
:= A[X•]T/J
and we endow this ring with the quotient topology induced byA[X•]T via the natural projection.
In other words, A(T
S
) is an f-adic topological ring whose underlying A-algebra is naturally
identified with the localization A[s−1λ | λ ∈ Λ]. From proposition 8.3.32(iii,iv) we see that
– under this identification – the subset {t/sλ | λ ∈ Λ, t ∈ Tλ} is power bounded in A(TS ).
Moreover, the localization map h : A → A(T
S
) is f-adic, and enjoys the following universal
property. For every f-adic ring B and every continuous map f : A→ B such that :
• f(sλ) ∈ B× for every λ ∈ Λ
• the subset {f(t)/f(sλ) | λ ∈ Λ, t ∈ Tλ} is power bounded in B
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there exists a unique continuous map g : A(T
S
) → B such that g ◦ h = f . Furthermore, if
A0 ⊂ A is a subring of definition, A0[ tsλ | λ ∈ Λ, t ∈ Tλ] is a subring of definition of A(TS ).
Next, notice that C := A+[ t
sλ
| λ ∈ Λ, t ∈ Tλ] is an open subring of A(TS )◦, and denote by
C ′ the integral closure of C in A(T
S
). Moreover, set X := SpecA[s−1λ |λ ∈ Λ], and notice that
U ′ := U ∩X contains the analytic locus of X , since h is f-adic (lemma 8.3.24(iv)). We obtain
therefore a quasi-affinoid ring
A
(T
S
)
:=
(
A
(T
S
)
, C ′, U ′
)
and the localization map yields a natural f-adic morphism of quasi-affinoid rings
(15.5.2) A→ A
(T
S
)
.
In caseΛ = {λ} has only one element, Tλ = {f0, . . . , fn} is a finite subset ofAwhich generates
an open ideal, and S = {s} for some s ∈ A, we also denote this quasi-affinoid ring by :
A
(f0, . . . , fn
s
)
.
15.5.3. We consider now the Yoneda embedding (see (1.2.4))
h : q.Afd.Schloc → q.Afd.Sch∧loc X 7→ hX
(notation of remark 15.4.10(v)). Let X be any topologically local quasi-affinoid scheme, and
U ⊂ SpaX any open subset. We attach to U the sub-presheaf hU ⊂ hX given by the rule :
hU(Y ) := {ϕ ∈ hX(Y ) | ImSpa(ϕ) ⊂ U} for every Y ∈ Ob(q.Afd.Schloc).
Definition 15.5.4. (i) In the situation of (15.5.3), we say that U is a quasi-affinoid open subset
of SpaX , if the presheaf hU is representable by some Y ∈ Ob(q.Afd.Schloc).
(ii) We say that U is an affinoid open subset of SpaX, if Y as in (i) is an affinoid scheme.
Theorem 15.5.5. Every rational subset of SpaX is a quasi-affinoid open subset.
Proof. Let R be such a rational subset, and say that
Γ(X) = (AX , A
+
X , X) and R = RAX
(f1
f0
, . . . ,
fn
f0
)
∩ SpaX
for a sequence (f0, f1, . . . , fn) of elements of AX that generates an open ideal. We consider the
quasi-affinoid rings
AR := Γ(X)
(f0, . . . , fn
f0
)
defined as in (15.5.1). Also, we let
iR : Γ(X)→ AR,loc
be the composition of the natural morphism Γ(X) → AR of (15.5.2) with the topological lo-
calization AR → AR,loc. Now, let Y be any topologically local quasi-affinoid scheme, and
ϕ ∈ hR(Y ) any element. Set (AY , A+Y , Y ) := Γ(Y ), and let ϕ♭ : AX → AY be the continuous
map associated with ϕ.
Claim 15.5.6. ϕ♭(f0) ∈ A×Y and ϕ♭(fi)/ϕ♭(f0) ∈ A+Y for every i = 1, . . . , n.
Proof of the claim. Indeed, for every v ∈ SpaY we have by assumption v ◦ ϕ♭ ∈ R, so that
v(ϕ♭(f0)) 6= 0 and v(ϕ♭(fi)) ≤ v(ϕ♭(f0)) for i = 1, . . . , n. Then proposition 15.4.30 implies
that ϕ♭(f0) ∈ A×Y , so we may write v(ϕ♭(fi)/ϕ♭(f0)) ≤ 1 for every i = 1, . . . , n and every
v ∈ Spa Y . To conclude, it then suffices to invoke corollary 15.4.27(i). ♦
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From claim 15.5.6, remark 8.3.9(ii) and the discussion of (15.5.1) we see that ϕ♭ factors
uniquely through a continuous ring homomorphism g : AR → AY , and g(fi/f0) ∈ A+Y for
every i = 1, . . . , n. Thus, g defines a morphism of quasi-affinoid rings
g : AR → Γ(Y )
and summing up, we easily conclude that ϕ factors uniquely through Spec(iR) and the mor-
phism of topologically local quasi-affinoid schemes
ψ := Spec(gloc) : Y → R := Spec (AR,loc).
Lastly, taking into account lemma 15.4.17(i) it is easily seen that Spa(iR) is an injective map
inducing a homeomorphism SpaR
∼→ R, and the theorem follows. 
15.5.7. In the situation of (15.5.3), let U ⊂ SpaX be a quasi-affinoid open subset, and Y
any topologically local quasi-affinoid scheme that represents hU . Then the morphism 1Y cor-
responds to a well defined section ϕY /X ∈ hU(Y ), i.e. to a morphism ϕY /X : Y → X of
quasi-affinoid schemes with Im(SpaϕY /X) ⊂ U .
Corollary 15.5.8. With the notation of (15.5.7), the following holds :
(i) The map SpaϕY /X : Spa Y → SpaX induces a homeomorphism Spa Y ∼→ U .
(ii) Especially, every quasi-affinoid open subset is quasi-compact.
(iii) More precisely, SpaϕY /X induces homeomorphisms
(Spa Y )a
∼→ U ∩ Spa(X)a (Spa Y )na ∼→ U ∩ Spa(X)na.
(iv) The morphism ϕY /X is f-adic.
Proof. (i): Let (Ri | i ∈ I) be a system of rational subsets of SpaX such that U =
⋃
i∈I Ri, and
for every i, j ∈ I set Rij := Ri ∩ Rj and choose topologically local quasi-affinoid schemes Z i
and Z ij that represent hRi and hRij . The inclusions Ri ⊂ U and Rij ⊂ U are then represented
by morphisms ψi : Z i → Y and respectively ψij : Z ij → Y of quasi-affinoid schemes such
that ϕZi/X = ϕY /X ◦ ψi and ϕZij/X = ϕY /X ◦ ψij , for every i, j ∈ I . For every i ∈ I set
Ui := ImSpaψi ⊂ Spa Y ; it was observed in the proof of theorem 15.5.5 that SpaϕZi/X
induces a homeomorphism SpaZi
∼→ Ri; it follows easily that Spaψi and SpaϕY /X induce
homeomorphisms SpaZ i
∼→ Ui and respectively Ui ∼→ Ri. It is also easily seen that Ui ∩ Uj =
ImSpaψij , so the map SpaϕY /X restricts to a homeomorphism U
′ :=
⋃
i∈I Ui
∼→ U . To
conclude, it suffices to check that U ′ = Spa Y . However, suppose that v ∈ Spa Y \U ′; we may
find a rational subset R′ of SpaY that contains v, and we may assume that SpaϕY /X(R
′) ⊂ Ri
for some i ∈ I . Pick a topologically local quasi-affinoid scheme Y ′ that represents the subsheaf
hR′ of hY , and let ϕ
′ : Y ′ → Y be the morphism of quasi-affinoid schemes that represents the
inclusion R′ ⊂ Spa Y . Then ϕY /X ◦ ϕ′ : Y ′ → X lies in hRi(Y ′), so it corresponds to a unique
morphism β : Y ′ → Z i such that ϕY /X ◦ϕ′ = ϕZi/X ◦ β = ϕY /X ◦ψi ◦ β. Since ϕY /X induces
an injective morphism hY → hX (whose image is hU ), we deduce that ϕ′ = ψi ◦ β. Especially,
Ui contains the image of Spaϕ
′; but we know that the latter coincides with R′, a contradiction.
(ii) is an immediate consequence of (i).
(iii): By virtue of remark 15.3.13(vii), it suffices to show that SpaϕY /X maps (SpaY )a into
(SpaX)a. Thus, let v ∈ (Spa Y ), pick i ∈ I such that w := SpaϕY /X(v) ∈ Ri, and let
u := (SpaϕZi/X)
−1(w). Suppose that w ∈ (SpaX)na; by inspecting the proof of theorem
15.5.5, it is easily seen that ϕZi/X is f-adic, so u ∈ Spa(Z i)na, by corollary 15.3.17(ii). By
the foregoing, we also know that Spaψi(u) = v, and then v ∈ (Spa Y )na, again by remark
15.3.13(vii), whence the assertion.
(iv) follows immediately from (iii) and proposition 15.4.22(iii.b). 
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Remark 15.5.9. (i) In the situation of (15.5.3), we can also consider the Yoneda imbeddings
for the categories of topologically henselian and of complete, separated quasi-affinoid schemes
h′ : q.Afd.Schhens → q.Afd.Sch∧hens h′′ : q.Afd.Schcomp → q.Afd.Sch∧comp
and if X is topologically henselian (resp. complete and separated) we set
h′U(Y
′) := hU(Y
′) ⊂ h′X(Y ′) (resp. h′′U(Y ′′) := hU(Y ′′) ⊂ h′′X(Y ′′) )
for every topologically henselian quasi-affinoid scheme Y ′ and every complete and separated
quasi-affinoid scheme Y ′′. Suppose that U is quasi-affinoid, and let ϕY /X : Y → X be a mor-
phism of topologically local quasi-affinoid schemes representing the sub-presheaf hU ⊂ hX ,
as in (15.5.7); from remark 15.4.10(v) and lemma 15.4.17(i) we see that if X is topologically
henselian, the topological henselization ϕhY /X : Y
h → X of ϕY /X represents h′U . Likewise, tak-
ing into account proposition 15.4.12 and lemma 15.4.17(iii), we conclude that ifX is complete
and separated, the completion ϕ∧Y /X : Y
∧ → X of ϕY /X represents h′′U .
(ii) Moreover, we may consider the Yoneda imbedding for the opposite of the category of
topologically local affinoid rings :
h′′′ : Afd.Ringoloc → Afd.Ringo∧loc
and if A := (A,A+) is any topologically local affinoid ring, and U ⊂ SpaA any open subset,
we may form again the sub-presheaf h′′′U :⊂ h′′′A by the rule : h′′′U (B) := hU(SpecB) for every
topologically local affinoid ringB. We may regard U as an open subset of Spa(SpecA), and we
say that U is a quasi-affinoid open subset of SpaA if it is such, as an open subset of Spa SpecA.
Since Spec is fully faithful on the full subcategoryAfd.Ring, it follows that ifU is quasi-affinoid,
h′′′U is representable : namely, a representing affinoid ring is Γ(Y ), where Y is any topologically
local quasi-affinoid scheme that represents the presheaf hU . Lastly, we may in the same way
consider variants for topologically henselian (resp. complete and separated) affinoid rings : the
reader may spell out the details. (However, the method does not produce representing objects
on the whole category of quasi-affinoid rings, essentially because there is – in this generality –
no counterpart of proposition 15.4.30 for quasi-affinoid rings).
(iii) It follows from lemma 15.4.6 and corollary 15.5.8(iv) that the intersection of two quasi-
affinoid open subsets U, U ′ ⊂ SpaX is quasi-affinoid. Indeed, if Y and Y ′ are topologically
local quasi-affinoid schemes that represent hU and respectively hU ′ , it is easily seen that
(Y ×X Y ′)loc
represents hU ∩ hU ′ = hU∩U ′ (see example 15.4.8).
(iv) In the same vein, if f : X ′ → X is any f-adic morphism of topologically local quasi-
affinoid schemes, and U ⊂ SpaX is any quasi-affinoid open subset, then U ′ := (Spa f)−1U is
a quasi-affinoid open subset of SpaX ′. Indeed, if Y represents hU , then hU ′ is represented by
(Y ×X X ′)loc, where the fibre product is given as in example 15.4.8.
(v) Lastly, let U be a quasi-affinoid open subset of SpaX such that the inclusion hU ⊂ hX
is represented by the morphism of topologically local quasi-affinoid schemes ϕY /X : Y →
X, and V a quasi-affinoid open subset of SpaY such that the inclusion hV ⊂ hY is rep-
resented by the morphism of topologically local affinoid schemes ϕZ/Y : Z → Y , and set
U ′ := SpaϕY /X(V ) ⊂ U . Then ϕY /X induces an isomorphism hY ∼→ hU that identifies hV
with the sub-presheaf hU ′ of hU . Especially, U
′ is a quasi-affinoid open subset of SpaX , and
the inclusion hU ′ ⊂ hX is represented by ϕY /X ◦ ϕZ/Y .
Lemma 15.5.10. In the situation of remark 15.5.9(v), suppose furthermore that U is a rational
subset of SpaX and V is a rational subset of Spa Y . Then V is a rational subset of SpaX .
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Proof. Say that Γ(X) = (A,A+, X), and U = RA(
f1
f0
, . . . , fn
f0
) ∩ SpaX, with (f0, . . . , fn) a
sequence of elements of A that generates an open ideal. Set (AU , A
+
U) := A(
f1
f0
, . . . , fn
f0
), where
A := (A,A+), so that AU = A[f
−1
0 ]. By inspecting the proof of theorem 15.5.5, we get an
isomorphism of quasi-affinoid schemes
Y
∼→ Spec (AU , A+U , X ∩ SpecAU)loc
Since X is quasi-compact, and SpecAU is an open affine subset of SpecA, we have OX(X ∩
SpecAU) = OX(X)[f
−1
0 ] = AU ([37, Ch.I, Prop.9.2.1]). Taking into account (15.4.11), we de-
duce that Γ(Y ) = (B,B+, X ∩ SpecAU), where B := AU,loc and B+ := A+U,loc. Consequently,
we have V = RB(
g1
g0
, . . . , gm
g0
) ∩ SpaY for a sequence g• := (g0, . . . , gm) of elements of B
that generates an open ideal J . Since B is a localization of A, we may also find b ∈ B×, such
that bgi ∈ A′ := Im(A → B); after replacing g• by the sequence (bg0, . . . , bgn), we may then
assume that g0, . . . , gm ∈ A′, and for every i = 0, . . . , m we pick hi ∈ A whose image in B
agrees with gi. Moreover, let A0 ⊂ A be a ring of definition, and I ⊂ A0 a finitely generated
ideal of adic definition; according to claim 15.4.20(i), there exists k ∈ N such that v(a) < v(h0)
for every a ∈ Ik and every v ∈ V . Pick a finite system x1, . . . , xr of generators for Ik and set
hi+m := xi for every i = 1, . . . , r; by construction, we easily see that
V = U ∩ R where R := RA
(h1
h0
, . . . ,
hm+r
h0
)
and the system (hi | i = 1, . . . , m+ r) generates an open ideal of A, so R is a rational subset of
SpaX , and finally, the same holds for V . 
15.5.11. Let X := (X,TX , A
+
X) be any topologically local quasi-affinoid scheme; in view of
remark 15.5.9(iii) we may associate withX a site
(Q(X), JQ)
where Q(X) is the category of all quasi-affinoid open subsets of SpaX; for every U, U ′ ∈
Ob(Q(X)), the set HomQ(X)(U, U ′) contains exactly one morphism if U ⊂ U ′, and is empty
otherwise. For every such U , the sieves covering U for the topology JQ are precisely those
generated by the families (Uλ | λ ∈ Λ) of quasi-affinoid open subsets of SpaX such that⋃
λ∈Λ Uλ = U . We consider nine presheaves of topological OX(X)-algebras on Q(X), related
by natural morphisms of presheaves :
O loc+SpaX
  //

O loc ◦SpaX
  //

O locSpaX

Oh+SpaX
  //

Oh ◦SpaX
  //

OhSpaX

O∧+SpaX
  // O∧◦SpaX
  // O∧SpaX
and constructed as follows. By theorem 15.5.5, for every U ∈ Ob(Q(X)) the sub-presheaf
hU of hX is representable (notation of (15.5.3)); we choose a topologically local quasi-affinoid
scheme XU := (XU ,TU , A
+
U) that represents this presheaf, and we set
O locSpaX(U) := OXU (XU) O
loc ◦
SpaX(U) := OXU (XU)
◦ O loc+SpaX(U) := A
+
U .
Any inclusion U ⊂ U ′ of quasi-affinoid open subsets induces a morphism hU → hU ′ of
presheaves, which is represented by a unique morphism XU → XU ′ of topologically local
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quasi-affinoid schemes (see remark 1.2.8(i)), whence well defined continuous homomorphisms
O loc+SpaX(U
′)→ O loc+SpaX(U) O locSpaX(U ′)→ O locSpaX(U)
of topological OX(X)-algebras, and clearly the rules U 7→ O loc+SpaX(U) and U 7→ O locSpaX(U)
yield two functors from Q(X)o to the category of topologically local f-adic OX(X)-algebras.
Likewise, in view of corollary 15.5.8(iv) and lemma 8.3.19(iii.a) we also get a continuous map
O loc ◦SpaX(U
′)→ O loc ◦SpaX(U), whence the presheaf O loc ◦SpaX .
Similarly, let XhU := (X
h
U ,T
h
U , A
h+
U ) (resp. X
∧
U := (X
∧
U ,T
∧
U , A
∧+
U )) be a topologically
henselian (resp. complete and separated) quasi-affinoid scheme representing the sub-presheaf
h′U of h
′
Xh
(resp. h′′U of h
′′
X∧) as in remark 15.5.9(i); we define
OhSpaX(U) :=OXhU (X
h
U) O
h ◦
SpaX(U) :=OXhU (X
h
U)
◦ Oh+SpaX(U) :=A
h+
U
O∧SpaX(U) :=OX∧U (X
∧
U) O
∧◦
SpaX(U) :=OX∧U (X
∧
U)
◦ O∧+SpaX(U) :=A
∧+
U
and arguing as in the foregoing, it is easily seen that these rules yield well defined presheaves
of topologically henselian (resp. complete and separated) f-adic OX(X)-algebras. All these
presheaves depend on the choices of representing quasi-affinoid schemes, but for any two such
sets of choices there exists a unique isomorphism of presheaves of topological OX(X)-algebras
between the corresponding presheaves. We notice as well that the rule
U 7→ O locSpaX(U)◦◦
defines a sub-presheaf O loc ◦◦SpaX ⊂ O locSpaX that is a presheaf of ideals in both O loc+SpaX and O loc ◦SpaX .
Likewise we get presheaves of topologically nilpotent sectionsOh ◦◦SpaX ⊂ OhSpaX (resp. O∧◦◦SpaX ⊂
O∧SpaX) that are presheaves of ideals in O
h ◦
SpaX and O
h+
SpaX (resp. in O
∧◦
SpaX and O
∧+
SpaX).
15.5.12. With the notation of (15.5.11), let x ∈ SpaX be any point; recall that x is the
equivalence class of a continuous valuation vx : A := OX(X) → Γx; if R ⊂ SpaX is any
rational subset containing x, the valuation vx extends uniquely to a continuous valuation v
∧
x,R
on O∧SpaX(R) with value group Γx (claim 15.3.20(i)). Then, by restricting along the natural
maps O locSpaX(R)→ OhSpaX(R)→ O∧SpaX(R) we get corresponding valuations vhx,R, vlocx,R, and –
after taking colimits – unique valuations on the stalks of these presheaves
(15.5.13)
O locSpaX,x //
|·|locx --
OhSpaX,x //
|·|hx

O∧SpaX,x
|·|∧xqqΓx.
We denote by κ(xloc), κ(xh) and κ(x∧) the residue fields of | · |locx , | · |hx and respectively | · |∧x ,
and recall that the valuations of (15.5.13) induce natural residual valuations on these fields : see
remark 9.1.4(v). There follow natural inclusion of valued fields
κ(xloc)→ κ(xh)→ κ(x∧)
and taking into account claim 15.3.20(ii) we see that the images of κ(xloc) and of κ(xh) in κ(x∧)
are both dense for the valuation topology of the latter field. Especially, these inclusions induce
natural identifications of the completions of these fields for their respective valuation topologies
(theorem 8.2.8(iii)), and we denote this common completion by
(κ(x)∧, | · |∧x)
which is a valued field with value group Γx, by proposition 9.1.15(iii,v).
Lemma 15.5.14. In the situation of (15.5.12), we have :
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(i) The stalks O∧SpaX,x, O
h
SpaX,x and O
loc
SpaX,x are local rings, and κ(x
loc), κ(xh), κ(x∧)
are their respective residue fields.
(ii) The stalks O∧+SpaX,x, O
h+
SpaX,x and O
loc+
SpaX,x are local rings, and the induced diagrams
O loc+SpaX,x
//

O locSpaX,x
πlocx

Oh+SpaX,x
//

OhSpaX,x
πhx

O∧+SpaX,x
//

O∧SpaX,x
π∧x

κ(xloc)+ // κ(xloc) κ(xh)+ // κ(xh) κ(x∧)+ // κ(x∧)
are cartesian (here κ(xloc)+ is the valuation ring of the residual valuation on κ(xloc),
and likewise for κ(xh)+ and κ(x∧)+).
(iii) The stalkO loc ◦◦SpaX,x (resp. O
h ◦◦
SpaX,x, resp. O
∧◦◦
SpaX,x) is the radical of the idealA
◦◦·O loc+SpaX,x
of O loc+SpaX,x (resp. A
◦◦ ·Oh+SpaX,x of Oh+SpaX,x, resp. A◦◦ ·O∧+SpaX,x of O∧+SpaX,x).
(iv) The pairs (Oh+SpaX,x,O
h ◦◦
SpaX,x) and (O
∧+
SpaX,x,O
∧◦◦
SpaX,x) are henselian.
(v) Suppose that x is analytic, and let
ploc ⊂ κ(xloc)+ ph ⊂ κ(xh)+ p∧ ⊂ κ(x∧)+
be the (unique) prime ideals of height one. Then :
(a) O loc ◦◦SpaX,x = π
loc−1
x (p
loc) Oh ◦◦SpaX,x = π
h−1
x (p
h) O∧◦◦SpaX,x = π
∧−1
x (p
∧).
(b) The pairs (κ(xh)+, ph) and (κ(x∧)+, p∧) are henselian.
(c) The local rings OhSpaX,x and O
∧
SpaX,x are henselian.
(d) The valuation rings κ(xh)+
ph
and κ(x∧)+p∧ are henselian.
(vi) Suppose that x is non-analytic. Then :
(a) O loc ◦◦SpaX,x (resp. O
h ◦◦
SpaX,x, resp. O
∧◦◦
SpaX,x) is also an ideal of O
loc
SpaX,x (resp. of
OhSpaX,x, resp. of O
∧
SpaX,x), and it is the radical of the ideal generated by A
◦◦.
(b) The pairs (OhSpaX,x,O
h ◦◦
SpaX,x) and (O
∧
SpaX,x,O
∧◦◦
SpaX,x) are henselian.
Proof. Let f ∈ O∧SpaX,x, and pick any rational subset R in SpaX with x ∈ R, and such that
f extends to a section fR ∈ B := O∧SpaX(R). Let Y ∧ := (Y ∧,T ∧Y , A∧+Y ) be a complete and
separated quasi-affinoid scheme representing the subsheaf h′′R of h
′′
X∧ , so that B = OY ∧(Y
∧).
(i): Suppose now that |f |∧x 6= 0; then clearly v∧x,R(fR) 6= 0. We set U := RB
(
fR
fR
) ∩ Spa Y ∧.
In view of lemma 15.4.17(iii) and corollary 15.5.8(i), we may then identify U with an open
subset of SpaX containing x, and we pick a rational subset U ′ ⊂ U of SpaX with x ∈ U ′;
by construction the image of fR under the restriction map ρU ′ : O∧SpaX(R) → O∧SpaX(U ′) is an
invertible element. This shows thatKer | · |∧x is the unique maximal ideal of O∧SpaX,x, and it also
easily implies that the projection π∧x : O
∧
SpaX,x → κ(x∧) is surjective (details left to the reader).
The same argument applies to OhSpaX,x and O
loc
SpaX,x, whence the contention.
(ii): Suppose next that |f |∧x ≤ 1. Then we let U := RB
(
fR
1
) ∩ Spa Y ∧, which again we
identify naturally with an open subset of SpaX containing x, and we pick a rational subset
U ′ ⊂ U of SpaX with x ∈ U ′; then ρU ′(fR) ∈ O∧+SpaX(U ′). This shows that f ∈ O∧+SpaX,x,
whence the assertion concerning the third square diagram. The same argument applies to the
other two diagrams. It follows easily that the preimage in O∧+SpaX,x of the maximal ideal of
κ(x∧)+ is the unique maximal ideal of O∧+SpaX,x (details left to the reader); especially, the latter
is a local ring. Again, the same applies to the other two rings.
(iii): It follows easily from corollary 15.5.8(iv) that the natural mapA→ O locSpaX(U) is f-adic,
for every rational subset U ⊂ SpaX . Hence, A◦◦ ·O loc+SpaX(U) is an open ideal of O loc+SpaX(U) con-
sisting of topologically nilpotent section, and therefore its radical equals O loc ◦◦SpaX(U). It suffices
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then to observe that the radical ofA◦◦ ·O loc+SpaX,x is the colimit of the filtered system of the radicals
of the ideals (A◦◦ · O loc+SpaX(U) | x ∈ U). The same applies to the other ideals in (iii).
(iv): By proposition 8.4.2(iii), both (Oh+SpaX(U),O
h ◦◦
SpaX(U)) and (O
∧+
SpaX(U),O
∧◦◦
SpaX(U)) are
henselian pairs for every rational subset U ⊂ SpaX containing x. The assertion follows, after
taking colimits over the filtered family of such rational subsets.
(v.a): First, recall that the existence of a rank one prime ideal ploc ⊂ κ(xloc)+ is ensured
by lemma 15.3.14(v); it follows easily that ploc = κ(xloc)◦◦, and taking into account remark
15.3.13(i) we deduce already that πlocx (O
loc ◦◦
SpaX,x) ⊂ ploc. Conversely, let f ∈ O locSpaX,x \O loc ◦◦SpaX,x
be any element; denote by U the set of all rational subsets of SpaX containing x, and for every
U ∈ U set U ′ := U∩RA
(
1
f
)
. The assumption on f implies that U ′ is a non-empty constructible
subset of SpaX for every U ∈ U (corollary 15.4.27(ii)), and therefore T := ⋂U∈U U ′ 6= ∅
(proposition 8.1.13(ii.a)). However, T lies in the set SpaX(x) of all generization of x in SpaX
(remark 8.1.43(i)), and must then contain the unique maximal generization of x; the latter means
precisely that πlocx (f) /∈ ploc, as required.
Next, since | · |locx and | · |∧x have the same value group, the existence of a (unique) height
one prime ideal p∧ ⊂ κ(v∧)+ follows from the existence of ploc and remark 9.1.13(vii); then,
since v∧x,R is continuous, we deduce likewise that π
∧
x (O
∧◦◦
SpaX,x) ⊂ p∧ for every rational subset
R ⊂ SpaX . If now f ∈ O∧SpaX,x \ O∧◦◦SpaX,x, pick R as in the foregoing and Y representing h′′R,
so that x ∈ R, and f extends to a section fR ∈ B := O∧SpaY (Y ); let U be the set of all rational
subsets of Spa Y containing x, and for every U ∈ U set U ′ := U ∩ RB
(
1
fR
)
. Due to corollary
15.5.8(i) and lemma 15.4.17(iii), the image of T :=
⋂
U∈U U
′ in SpaX lies in SpaX(x), and
is not empty, and arguing as in the foregoing we deduce again that π∧x (f) /∈ p∧. The same
argument applies to ph.
(v.b): Let us remark more generally :
Claim 15.5.15. Let A be any ring, J ⊂ I ⊂ A two ideals. Then the pair (A, I) is henselian if
and only if the same holds for both (A/J, I/J) and (A, J).
Proof of the claim. From [52, Rem.5.1.10(iv,v)] we see that if (A, I) is henselian, the same
holds for the pairs (A, J) and (A/J, I/J). Conversely, let A → B be a finite ring homomor-
phism; if (A, J) is henselian, the projection B → B/JB restricts to a bijection Idemp (B) ∼→
Idemp (B/JB) on the respective subsets of idempotent elements. Then, if also (A/J, I/J) is
henselian, the induced map Idemp (B/JB) → Idemp (B/IB) is bijective as well. Summing
up, we conclude that (A, I) is henselian. ♦
In view of (iv) and claim 15.5.15, we are easily reduced to showing that the projections
Oh+SpaX,x → κ(xh)+ and O∧+SpaX,x → κ(x∧)+ are surjective. The latter follows from (ii) and
from the surjectivity of πhx and π
∧
x , which has already been remarked in the proof of (i).
(v.c): Let mh := Ker πhx; the proof of (i) shows that m
h is the maximal ideal of OhSpaX,x, and
(ii) implies thatmh is also an ideal inOh+SpaX,x; moreover, in light of (iv) and [52, Rem.5.1.10(iv)]
the pair (Oh+SpaX,x,m
h) is henselian. Then the assertion follows from [52, Rem.5.1.10(ii)]. The
same argument applies to O∧SpaX,x.
(v.d): It is easily seen that the localization map κ(xh)+ → κ(xh)+
ph
restricts to a bijection
from ph to the maximal ideal of κ(xh)+
ph
; then the assertion follows from [52, Rem.5.1.10(ii)].
The same argument applies to κ(x∧)+p∧ .
(vi.a): By (iii) we know already that O∧◦◦SpaX,x lies in the radical of A
◦◦ · O∧SpaX,x; hence,
suppose that fn ∈ A◦◦ · O∧SpaX,x for some n ∈ N, and say that fn =
∑k
i=1 aigi for some
a1, . . . , ak ∈ A◦◦ and g1, . . . , gk ∈ O∧SpaX,x. Notice that since x is non-analytic, we have
π∧x (ai) = 0 for i = 1, . . . , k, whence π
∧
x (f
n) = 0, and therefore π∧x (f
ngi) = 0 as well for
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i = 1, . . . , k; then (ii) implies that fngi ∈ O∧+SpaX,x, so f 2n =
∑k
i=1 ai · (fngi) ∈ A◦◦ ·O∧+SpaX,x.
The same argument applies to O loc ◦◦SpaX,x and O
h,◦◦
SpaX,x.
(vi.b) follows directly from (vi.a), (iv) and [52, Rem.5.1.10(ii)]. 
15.5.16. Let A := (A,A+, U) be any quasi-affinoid ring, and J ⊂ A a finitely generated ideal
such that U = SpecA \ SpecA/J . The Zariski-Riemann spectrum of A is the subset of SpvA
ZR(A) := Spa(A) ∩ Spv(A, J)
(notation of definition 15.3.6(i)) that we endow with the topology induced by the inclusion into
SpvA. A rational subset of ZR(A) is a subset of the form R ∩ ZR(A), where R is a rational
subset of Spv(A, J) (see definition 15.3.6(ii)). Notice that neither ZR(A) nor the class of its
rational subsets depend on the choice of J (lemma 15.3.9(i)).
Proposition 15.5.17. With the notation of (15.5.16), the following holds :
(i) ZR(A) = {v ∈ Spa(A) | v has no proper primary specializations in Spa(A)}.
(ii) ZR(A) is a pro-constructible subset of Spv(A, J). In particular, it is a spectral topo-
logical space.
(iii) The rational subsets of ZR(A) are constructible in ZR(A), and form a basis of the
topology of ZR(A) that is closed under finite intersections.
(iv) The unit of adjunction A→ Γ ◦ SpecA induces a homeomorphism
ZR(Γ ◦ SpecA) ∼→ ZR(A).
Especially, ZR(A) depends only on the quasi-affinoid scheme SpecA.
Proof. (i): Recall that Cont(A) is closed under specializations in SpvA (remark 15.3.13(iv));
it follows easily that Spa(A,A+) is closed under primary specializations. Recall as well that a
proper specialization (v, w) in SpvA is J-admissible if and only if w is a primary specialization
of v and the supports of v and w lie in U (see (15.3.1)); hence, if v ∈ SpaA, the proper
specialization (v, w) is J-admissible if and only if w is a primary specialisation of v that lies in
SpaA. Then the assertion follows from lemma 15.3.4(iii).
(ii): Let A0 ⊂ A be a subring of definition, and I ⊂ A0 a finitely generated ideal of adic
definition; recall that Spa(A) is a pro-constructible subset of Cont(A) (proposition 15.4.22(i))
and the inclusion map Cont(A) → Spv(A, IA) is a closed immersion (theorem 15.3.15(ii))
so Spv(A) is a pro-constructible subset of Spv(A, IA) (corollary 8.1.46(i)). Moreover, the
radical of J contains IA, hence the inclusion map Spv(A, J) → Spv(A, IA) admits a spectral
retraction (lemma 15.3.9(i))
(15.5.18) r : Spv(A, IA)→ Spv(A, J).
Namely, for every v ∈ Spv(A, IA), the valuation r(v) is the unique J-admissible specialization
of v that does not admit further proper J-admissible specializations. We claim that
ZR(A) = r(SpaA).
Indeed, clearly ZR(A) = r(ZR(A)) ⊂ r(SpaA). The converse inclusion follows from the
proof of (i). Then, the assertion follows from corollary 8.1.46(i).
(iii) follows immediately from (ii) and theorem 15.3.7(ii).
(iv) follows directly from (i) and lemmata 15.4.17(ii) and 9.2.25(i). 
Remark 15.5.19. In [108], Temkin associates with every separated morphism f : Y → X
of quasi-compact and quasi-separated schemes, a spectral space that he calls the Riemann-
Zariski space of f , and denotes RZY (X), together with a continuous map RZY (X) → X .
His construction generalizes earlier work by Zariski, and is related as follows to our ZR(A).
Let U → SpecA+ be the composition of the open immersion U → SpecA with the natural
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morphism SpecA → SpecA+; then we may consider the induced map ϕ : RZU(SpecA+) →
SpecA+, and there is a natural homeomorphism ϕ−1(SpecA+/A◦◦)
∼→ ZR(A).
15.5.20. Keep the notation of (15.5.16), and for some integer n ≥ −1, let R• := (Ri | i =
0, . . . , n) be a finite system of open subsets of ZR(A) such that ZR(A) =
⋃n
i=0Ri (the case
n = −1 occurs for the empty covering of the empty Zariski-Riemann spectrum). Then we say
that R• is a standard covering of ZR(A) if there exists a finite system f• := (f0, . . . , fn) of
elements of A such that :
• Ri = RA
(
f0
fi
, . . . , fn
fi
) ∩ ZR(A) for i = 0, . . . , n
• J is contained in the radical of the ideal of A generated by the system f•.
Especially, each Ri is a rational subset of ZR(A). By construction, the retraction r of (15.5.18)
restricts to a surjective continuous map
s : SpaA→ ZR(A)
and if f• fulfills the foregoing conditions, lemma 15.3.5(i) says that
s−1Ri = RA
(f0
fi
, . . . ,
fn
fi
)
∩ SpaA for every i = 0, . . . , n.
Especially, the system (RA
(
f0
fi
, . . . , fn
fi
) ∩ SpaA | i = 0, . . . , n) is a covering of SpaA. A
covering of SpaA of this type shall also be called a standard covering.
Lemma 15.5.21. If A is topologically local, every open covering of ZR(A) or SpaA can be
refined by a standard covering.
Proof. Let (Uλ | λ ∈ Λ) be an open covering of ZR(A); we need to find a standard covering
(Ri | i = 0, . . . , n) such that, for every i = 0, . . . , n there exists λ ∈ Λ with Ri ⊂ Uλ. To this
aim, in light of proposition 15.5.17(i,ii) we may assume that Λ is a finite set, and each Uλ is
rational, say
Uλ = RA
(gλ,1
gλ,0
, . . . ,
gλ,nλ
gλ,0
)
∩ ZR(A)
for a finite system gλ,• := (gλ,j | j = 0, . . . , nλ) of elements of A that generates an ideal whose
radical contains J . Define S as the set of all the sequences of integers j• := (jλ | λ ∈ Λ) such
that 0 ≤ jλ ≤ nλ for every λ ∈ Λ. Let also T ⊂ S be the subset of all sequences j• such that
jλ = 0 for at least one λ ∈ Λ. Set gj• :=
∏
λ∈Λ gλ,jλ for every j• ∈ S. Notice that :
Rk• := RA
( gj•
gk•
| j• ∈ S
)
=
⋂
λ∈Λ
RA
( gλ,1
gλ,kλ
, . . . ,
gλ,nλ
gλ,kλ
)
for every k• ∈ S.
Moreover, each gλ,• defines a standard open covering of ZR(A). It follows easily that
(15.5.22) ZR(A) =
⋃
k•∈T
(Rk• ∩ ZR(A))
and furthermore, for every k• ∈ T , the subset Rk• ∩ ZR(A) is contained in some Uλ.
Claim 15.5.23. Rk• ∩ ZR(A) = RA
( gj•
gk•
| j• ∈ T
) ∩ ZR(A) for every k• ∈ T .
Proof of the claim. Indeed, the inclusion Rk• ⊂ R′k• := RA
( gj•
gk•
| j• ∈ T
)
is obvious. Con-
versely, let v ∈ R′k• ∩ ZR(A); we see from (15.5.22) that for every j• ∈ S there exists i• ∈ T
such that v(gj•) ≤ v(i•) 6= 0, whence v(gj•) ≤ v(k•) 6= 0, so v ∈ Rk• . ♦
In light of (15.5.22) and claim 15.5.23, to conclude it now suffices to show :
Claim 15.5.24. J is contained in the radical of the ideal J ′ of A generated by (gk• | k• ∈ T ).
1388 OFER GABBER AND LORENZO RAMERO
Proof of the claim. First, we check that J ′ is an open ideal, using the criterion of lemma
15.3.25. Indeed, by claim 15.4.23, every continuous analytic rank one valuation of A lies
in SpaA, and from (15.5.22) and claim 15.5.23 we see that for every such valuation v there
exists k• ∈ T such that v(gk•) 6= 0, whence the assertion. By lemma 8.3.24(v), it follows
that SpecA/J ′ ⊂ X◦◦A := SpecA/A◦◦A. Hence, let p ∈ X◦◦A \ SpecA/J ′; it suffices to show
that J ′ 6⊂ p. To this aim, denote by vp the trivial valuation of A supported at p (see remark
9.1.4(vii)); since p is an open ideal (lemma 8.3.24(i)), the valuation vp is continuous (remark
15.3.13(vi)), and then obviously v ∈ SpaA. As in the foregoing, we deduce that vp(gk•) 6= 0
for some k• ∈ T , i.e. gk• /∈ p, whence the claim. ♦
Next, consider any open covering (U ′λ | λ ∈ Λ) of SpaA, and set Uλ := U ′λ ∩ ZR(A) for
every λ ∈ Λ; clearly (Uλ | λ ∈ Λ) is an open covering of ZR(A), which can be refined by a
standard covering (R0, . . . , Rn); but then the system (s
−1R0, . . . , s
−1Rn) is a standard covering
of SpaA, and notice that if Ri ⊂ Uλ, we get
s−1Ri ⊂ s−1Uλ ⊂ U ′λ
where the last inclusion holds, since U ′λ is open in SpaA and s
−1Uλ is the set of all primary
generizations of the elements of Uλ in SpaA. Thus, (s
−1R0, . . . , s
−1Rn) refines the covering
(U ′λ | λ ∈ Λ), as required. 
Remark 15.5.25. The following constructions shall be exploited in the proofs of both theorem
15.5.26 and theorem 15.5.34.
(i) Let X be a topologically local quasi-affinoid scheme, set (A,A+, X) := Γ(X), and
choose a subring of definition A0 ⊂ A and a finitely generated ideal I0 ⊂ A0 of adic definition.
Consider a sequence f• := (f0, . . . , fn) of elements ofA that generates an ideal J ⊂ A such that
X ∩ SpecA/J = ∅, and let R• := (R0, . . . , Rn) be the standard covering of SpaX associated
with f•. For every subset Λ ⊂ {0, . . . , n}, let AΛ := A[f−1i | i ∈ Λ] and XΛ := X ∩ SpecAΛ;
by inspecting the definitions we see that
RΛ :=
⋂
i∈Λ
Ri = SpaAΛ with AΛ := (AΛ, A
+
Λ , XΛ)
where A+Λ is the integral closure of A
+[fk/fi | (k, i) ∈ {0, . . . , n} × Λ] in AΛ; moreover,
A0,Λ := A0[fk/fi | (k, i) ∈ {0, . . . , n} × Λ] is a subring of definition of AΛ, and the natural
ring homomorphism A0 → A0,Λ is adic (here we let R∅ := SpaX). Furthermore, since X is
quasi-compact, we have OX(XΛ) = AΛ ([37, Ch.I, Prop.9.2.1]), and therefore
AΛ = Γ ◦ Spec (AΛ) for every Λ ⊂ {0, . . . , n}.
(ii) Denote by (Ah0,Λ, I
h
0,Λ) the henselization of the pair (A0,Λ, I0A0,Λ), and endow A
h
0,Λ with
the Ih0,Λ-adic topology; we deduce a unique isomorphism of topological A-algebras :
ωhΛ : A
h
Λ := AΛ ⊗A0,Λ Ah0,Λ ∼→ OhSpaX(RΛ) for every Λ ⊂ {0, . . . , n}
where the topology on AhΛ is the unique one such that the natural map A
h
0,Λ → AhΛ is open
(proposition 8.3.29(ii)). Likewise, let A∧Λ be the separated completion of AΛ; we deduce a
natural continuous homomorphism of A-algebras
ω∧Λ : A
∧
Λ → O∧SpaX(RΛ) for every Λ ⊂ {0, . . . , n}.
Notice also that for every Λ′ ⊂ Λ there exist unique continuous homomorphisms of A-algebras
and respectively A0,Λ-algebras
µΛ′,Λ : AΛ′ → AΛ µh0,Λ′,Λ : Ah0,Λ′ → Ah0,Λ
and set µhΛ′,Λ := µΛ′,Λ ⊗A µh0,Λ′,Λ. Let also µ∧Λ′,Λ : A∧Λ′ → A∧Λ be the completion of µΛ′,Λ, and
ρhΛ′,Λ : O
h
SpaX(RΛ′)→ OhSpaX(RΛ) ρ∧Λ′,Λ : O∧SpaX(RΛ′)→ O∧SpaX(RΛ)
FOUNDATIONS FOR ALMOST RING THEORY 1389
the restriction homomorphisms associated with the inclusion RΛ ⊂ RΛ′ .
(iii) We claim that the diagrams of A-algebras:
AhΛ′
ωh
Λ′ //
µh
Λ′,Λ

OhSpaX(RΛ′)
ρh
Λ′,Λ

A∧Λ′
ω∧
Λ′ //
µ∧
Λ′ ,Λ

O∧SpaX(RΛ′)
ρ∧
Λ′,Λ

AhΛ
ωhΛ // OhSpaX(RΛ) A
∧
Λ
ω∧Λ // O∧SpaX(RΛ)
commute for every Λ′ ⊂ Λ ⊂ {0, . . . , n}. Indeed, a simple inspection shows that µhΛ′,Λ is
continuous. On the other hand, all the arrows in the diagram are A-algebra homomorphisms,
therefore also AΛ′-algebra homomorphisms, and by the universal property of the topological
henselization there is a unique continuous AΛ′-algebra homomorphism A
h
Λ′ → OhSpaX(RΛ),
whence the contention for the left diagram. For the right diagram one argues similarly, using
the universal property of the separated completions.
(iv) EndowA[Y ] andB := A0[T0, . . . , Tn]with the standardN-gradings such that grkA[Y ] =
AY k and grkB is the free A-module generated by the monomials T
ν0
0 · · ·T νnn of total degree
ν0 + · · ·+ νn = k, for every k ∈ N. Set as well
S := SpecA0 P
n
S := ProjB
and recall that PnS admits the following finite affine open covering (see (10.6.1)). For every
i = 0, . . . , n we have the subring Bi := A0[T0/Ti, . . . , Tn/Ti] of B[1/Ti], and Ωi := SpecBi is
naturally identified with the open subscheme of PnS consisting of all homogeneous prime ideals
of B that do not contain Ti; then
PnS = Ω0 ∪ · · · ∪ Ωn.
Next, according to (10.6.5), the homomorphism of N-graded A0-algebras
h : B → A[Y ] Tj 7→ fjY for every j = 0, . . . , n
induces a morphism of A0-schemes
ϕ : SpecA \ SpecA/J → PnS.
Explicitly, ϕ−1Ωi = SpecA{i} for every i = 0, . . . , n, and the restriction ϕ
−1Ωi → Ωi of ϕ
corresponds to the homomorphism of A0-algebras
hi : Bi → A{i} Tj/Ti 7→ fj/fi for every j = 0, . . . , n.
(v) Now, quite generally, let β : X→ Y be any quasi-compact and quasi-separated morphism
of schemes. Then β∗OX is a quasi-coherent OY-module ([37, Ch.I, Prop.9.2.1]), hence I :=
Kerβ♯ : OY → ψ∗OX is a quasi-coherent sheaf of ideals of OY, and therefore SpecOY/I is a
well defined closed subscheme of Y, called the schematic image of ψ. From the definition, it is
clear that the construction of the schematic image is local on Y : namely, if Y′ ⊂ Y is any open
subscheme, and X′ := β−1Y′, then the schematic image of β|X′ : X
′ → Y′ is the intersection of
Y′ with the schematic image of β.
Thus, if V is the schematic image of our ϕ, we get a commutative diagram of schemes
X
ψ //

V
ι

SpecA \ SpecA/J ϕ //
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
PnS
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whose left vertical arrow is an open immersion, and with ι a closed immersion. Lastly, set
V∅ := V and for every subset Λ ⊂ {0, . . . , n} let VΛ := ι−1
(⋂
i∈ΛΩi
)
; then VΛ is naturally
identified with SpecA0,Λ, for every non-empty Λ.
(vi) Furthermore, let U be the analytic locus of S; recall that the morphism SpecA → S
(associated with the inclusion map A0 → A) identifies U with the analytic locus of SpecA
(lemma 8.3.24(iii)), and U is an open subset of X , under this identification. Then PnU :=
PnS ×S U is an open subset of PnS , and we claim that ψ restricts to an isomorphism of schemes
ψ|U : U
∼→ V ∩ PnU .
Indeed, ψ|U is a closed immersion, by [37, Ch.I, Cor.5.4.6]. On the other hand, ψ|U is also the
schematic closure of the restriction U → PnU of ϕ, whence the claim.
Theorem 15.5.26. For any topologically local quasi-affinoid scheme X := (X,TX , A+), the
presheaves OhSpaX and O
h+
SpaX are sheaves of rings on (Q(X), JQ).
Proof. Notice first that – by virtue of corollary 15.4.27(i) – if OhSpaX is a sheaf, the same holds
forOh+SpaX , so it suffices to check the assertion forO
h
SpaX . To this aim, for everyU ∈ Ob(Q(X))
and every S ∈ JQ(U), let hS be the corresponding sub-presheaf of the presheaf hU on Q(X)
represented by U . According to claim 4.1.16(ii,iii), it suffices to show that the natural map
rU : O
h
SpaX(U)→ colim
S∈JQ(U)
HomQ(X)∧(hS ,O
h
SpaX)
is a bijection for every such U . However, let ϕT/X : T → X be any morphism of topologically
local quasi-affinoid schemes representing the inclusion hU ⊂ hX (see (15.5.7)); by remark
15.5.9(v) it follows that ϕT/X induces an equivalence of categories
Q(T )
∼→ Q(X)/U V 7→ SpaϕT/X(V ) ⊂ U
so we may replaceX by T , and reduce to checking that rSpaX is an isomorphism. Next, lemma
15.5.21 implies that the sieves of Q(X) generated by the standard coverings of SpaX form a
final subset of JQ(SpaX). Hence, let f• and R• be as in remark 15.5.25(i); taking into account
the discussion of (4.1.6), we are then reduced to checking that the natural map
OhSpaX(SpaX)→ Equal
( n∏
i=0
OhSpaX(Ri) //
//
n∏
i,j=0
OhSpaX(R{i,j})
)
is a bijection. Now, say that (A,A+, X) = Γ(X). Recall that the henselization morphism
λ : Xh := (Xh,T hX , A
h+)→ X
is f-adic and induces a homeomorphism Spaλ : SpaXh
∼→ SpaX, as well as an isomorphism
of schemes Xh
∼→ X ×A Ah; it follows easily that the system ((Spa λ)−1Ri | i = 0, . . . , n) is
a rational covering of SpaXh, and moreover there is a unique isomorphism of presheaves of
topological A-algebras
Oh
SpaXh
∼→ (Spaλ)−1OhSpaX .
We may then replace X byXh, and assume from start that X is topologically henselian.
In this situation, letA0 ⊂ A be a subring of definition, and I0 ⊂ A0 an ideal of adic definition;
consider the system of quasi-affinoid rings (AΛ | Λ ⊂ {0, . . . , n}), their rings of definition
A0,Λ ⊂ AΛ, and the systems of their topological henselizations (AhΛ | Λ ⊂ {0, . . . , n}) and
(Ah0,Λ | Λ ⊂ {0, . . . , n}) constructed in remark 15.5.25(i). Define also S, V , ψ : X → V
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and VΛ for every subset Λ ⊂ {0, . . . , n} as in remark 15.5.25(iv,v); set S ′ := SpecA0/I0,
V ′Λ := VΛ ×S S ′ for every such Λ, and consider the cartesian diagram of schemes
V ′
τV //
π′

V
π

S ′
τS // S
where π is the restriction to V of the projection PnS → S and τS : S ′ → S is the closed
immersion. For every scheme X, let Xe´t be the e´tale site of X, and OXe´t the structure sheaf of
rings on Xe´t. We define the sheaf on V
′
e´t
F := τ ∗V ψ∗OXe´t.
Claim 15.5.27. (i) For every Λ ⊂ {0, . . . , n} there exists a commutative diagram of rings
DΛ :
Ah0,Λ
ω0,Λ //

Γ(V ′Λ, τ
∗
V OV,e´t)

AhΛ
ωΛ // Γ(V ′Λ,F )
whose left vertical arrow is the inclusion map, and whose right vertical arrow is deduced from
the natural morphism OV,e´t → ψ∗OX,e´t. Moreover, ω0,Λ is an isomorphism of A0-algebras for
every Λ 6= ∅, and ωΛ is an isomorphism of A-algebras for every Λ.
(ii) For every Λ′ ⊂ Λ, let ρΛ′,Λ : Γ(V ′Λ′,F )→ Γ(V ′Λ,F ) be the restriction homomorphism
associated with the inclusion V ′Λ ⊂ V ′Λ′ . Then we have a commutative diagram
AhΛ′
ωΛ′ //
µh
Λ′,Λ

Γ(V ′Λ′ ,F )
ρΛ′,Λ

AhΛ
ωΛ // Γ(V ′Λ,F ).
Proof of the claim. (i): We consider first the case where Λ = ∅, and notice that V∅ = V ,
Ah0,∅ = A0 and A
h
∅ = A. Under the current assumptions, the pair (A0, I0) is henselian; by [8,
Exp.XII, Th.5.1(i) and Prop.6.5(i)] we then get for every sheaf G on Ve´t natural isomorphisms
Γ(V,G )
∼→ Γ(S, π∗G ) ∼→ Γ(S ′, τ ∗Sπ∗G ) ∼→ Γ(S ′, π′∗τ ∗V G ) ∼→ Γ(V ′, τ ∗V G ).
Taking G := ψ∗OXe´t , we then obtain the sought isomorphism ω∅
A = Γ(X,OXe´t)
∼→ Γ(V, ψ∗OXe´t) ∼→ Γ(V ′,F ).
Likewise, the map ω0,∅ is defined as the composition
A0 = Γ(S,OS)→ Γ(S, π∗OV ) ∼→ Γ(V ′, τ ∗V OV )
from which the commutativity of D∅ is straightforward. Next, let Λ 6= ∅, so that VΛ is an affine
scheme; set V hΛ := SpecA
h
0,Λ andXΛ := X ∩SpecAΛ. We let ψΛ : XΛ → VΛ be the restriction
of ψ, and we consider the cartesian diagram of schemes
XhΛ
τ ′′XΛ //
ψhΛ

XΛ
ψΛ

V ′Λ
τ ′VΛ // V hΛ
τ ′′VΛ // VΛ
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where τ ′VΛ and τ
′′
VΛ
are induced by the natural projection Ah0,Λ → Ah0,Λ/Ih0,Λ ∼→ A0,Λ/I0A0,Λ,
and respectively the henselization map A0,Λ → Ah0,Λ. Then ωΛ is defined as the composition of
isomorphisms of A-algebras
AhΛ = Γ(X
h
Λ,OXhΛ,e´t)
∼→ Γ(V hΛ , ψhΛ∗ ◦ τ ′′∗XΛOXΛ,e´t)
∼→Γ(V hΛ , τ ′′∗VΛ ◦ ψΛ∗OXΛ,e´t)
∼→Γ(V ′Λ, τ ′∗VΛ ◦ τ ′′∗VΛ ◦ ψΛ∗OXΛ,e´t)
∼→Γ(V ′Λ,F )
where the bijectivity of the third map is due to [8, Exp.XII, Prop.6.5(i)], and that of the second
one is due to the fact that τ ′′VΛ is the limit of a cofiltered system of affine e´tale VΛ-schemes.
Likewise, ω0,Λ is obtained as the composition
Ah0,Λ = Γ(V
h
Λ ,OV hΛ )
∼→ Γ(V ′Λ, τ ′∗VΛOV hΛ )
∼→ Γ(V ′Λ, τ ∗V OV ).
Then the commutativity of DΛ follows by a direct inspection.
(ii): We consider the diagram of A0-algebras
Ah0,Λ′
ω0,Λ′ //
µh
0,Λ′,Λ

Γ(V ′Λ′, τ
∗
V OV,e´t) //

Γ(V ′Λ′,F )
ρΛ′,Λ

Γ(VΛ′, ψ∗OX,e´t) = AΛ′oo
µΛ′,Λ

Ah0,Λ
ω0,Λ′ // Γ(V ′Λ, τ
∗
V OV,e´t) // Γ(V
′
Λ,F ) Γ(VΛ, ψ∗OX,e´t) = AΛoo
whose central square subdiagram is induced by the natural morphism OV,e´t → ψ∗OX,e´t, and
the right square subdiagram is induced by the unit of adjunction ψ∗OX,e´t → τV ∗τ ∗V ψ∗OX,e´t
for the adjoint pair (τ ∗V , τV ∗), and where µΛ′,Λ and µ
h
0,Λ′,Λ are defined as in remark 15.5.25(ii).
Therefore, both these subdiagrams commute; the left square subdiagram commutes as well, due
to the universal property of henselization; taking into account (i), the assertion follows (details
left to the reader). ♦
Lastly, we have a natural map
A
α−→ Equal
( n∏
i=0
Ah{i}
β
//
γ //
n∏
i,j=0
Ah{i,j}
)
induced by the maps µh∅,{i}, where β and γ are deduced from the maps µ
h
{i},{i,j}. From claim
15.5.27 we deduce that α is an isomorphism, and taking into account remark 15.5.25(iii), the
theorem follows. 
Remark 15.5.28. Let X be any topologically local quasi-affinoid scheme.
(i) As explained in [37, Ch.0, §3.2.2], every sheaf on Q(X) admits a natural extension to a
sheaf F ′ on the topological space SpaX . Namely, if U ⊂ SpaX is any open subset, one sets
F ′(U) := lim
V ∈(Q(X)/U)o
F (V )
where Q(X)/U denotes the full subcategory of Q(X) whose objects are the quasi-affinoid
open subsets of SpaX contained in U . We shall use the notation OhSpaX and O
h+
SpaX also to refer
to the sheaves on SpaX that extend naturally the respective sheaves on Q(X).
(i) Simple examples show that, in most cases, the presheaves O locSpaX and O
loc+
SpaX are not
sheaves on the site Q(X). On the other hand, , in several situations of interest the presheaves
O∧SpaX and O
∧+
SpaX are sheaves of topological rings. In Huber’s work [69], this sheaf property is
proven under two different types of assumptions, corresponding roughly to the two main classes
of non-archimedean analytic spaces that are encountered in applications : the “generic fibers”
of locally noetherian formal schemes, and the rigid analytic varieties locally of finite type over
a complete rank one valued field. In the literature, one finds also some attempts to unify these
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cases (and the few other known ones) under a single axiomatic framework; hereafter we shall
adopt the approach (though, not the terminology) proposed in [48], that is based on the notions
introduced in section 15.2. Later, we shall prove the sheaf property also in the case where
OX(X) admits a perfectoid ring of definition : this is a completely different situation, for which
we shall need to develop an ad hoc method.
Definition 15.5.29. (i) LetA be any f-adic ring. We say thatA is f-adic analytically noetherian
(resp. f-adic universally analytically noetherian), if it admits an analytically noetherian (resp.
universally analytically noetherian) ring of definition (see definition 15.2.1(i)).
(ii) Let A := (A,A+) be any affinoid ring. We say that A is analytically noetherian (resp.
universally analytically noetherian) if A is f-adic analytically noetherian (resp. f-adic univer-
sally analytically noetherian).
(iii) LetA := (A,A+, U) be any quasi-affinoid ring. We say thatA is analytically noetherian
(resp. universally analytically noetherian) if the same holds for (A,A+).
(iv) Let X be any quasi-affinoid scheme. We say that X is analytically noetherian (resp.
universally analytically noetherian) if the same holds for Γ(X).
15.5.30. LetA be any f-adic ring, and n ∈ N any integer. According to proposition 8.3.32(i,ii),
there exists a unique f-adic topology Tn on A[T1, . . . , Tn] such that, if A0 is any subring of
definition of A, then A0[T1, . . . , Tn] is a subring of definition of A[T1, . . . , Tn], and if I ⊂ A0 is
an ideal of adic definition, then I[T1, . . . , Tn] is an ideal of adic definition for A0[T1, . . . , Tn].
Lemma 15.5.31. With the notation of (15.5.30), the following holds :
(i) A is f-adic analytically noetherian (resp. f-adic universally analytically noetherian) if
and only if every ring of definition of A is analytically noetherian (resp. universally
analytically noetherian).
(ii) A is f-adic universally analytically noetherian if and only if (A[T1, . . . , Tn],Tn) is f-
adic analytically noetherian for every n ∈ N.
(iii) Let B ⊂ A be any open subring, and endow B with the topology induced fromA. Then
A is f-adic analytically noetherian (resp. f-adic universally analytically noetherian) if
and only if the same holds for B.
(iv) Let f : A → A′ be a surjective ring homomorphism, and endow A′ with the topology
induced byA via f . Then, ifA is f-adic analytically noetherian (resp. f-adic universally
analytically noetherian), the same holds for A′.
(v) If A is any f-adic analytically noetherian (resp. f-adic universally analytically noe-
therian) quasi-affinoid ring, SpecA is an analytically noetherian (resp. universally
analytically noetherian) quasi-affinoid scheme.
(vi) Let X be a topologically local and universally analytically noetherian quasi-affinoid
scheme, and Y → X a morphism of topologically local quasi-affinoid schemes that
represents a rational subset of SpaX. Then Y is universally analytically noetherian.
Proof. (i): Let A0, A1 ⊂ A be two rings of definition, and let us show that A0 is analytically
noetherian if and only if the same holds for A1. To this aim, suppose first that A0 ⊂ A1,
and let I ⊂ A0 be any finitely generated ideal of adic definition, so that IA1 is an ideal of
adic definition for A1. Lemma 8.3.24(iii) says that the inclusion map A0 → A1 identifies
the analytic locus U0 of SpecA0 with the analytic locus U1 of SpecA1, so U0 is a noetherian
scheme if and only if the same holds for U1. Next, suppose that A0 is analytically noetherian;
let M1 be any A1-module of finite type, x1, . . . , xn any system of generators for M1, and set
M0 := A0x1 + · · · + A0xn ⊂ M1. By proposition 8.3.13(ii), there exists n ∈ N such that
InA1 ⊂ A0, whence InM1 ⊂ M0. On the other hand, by assumption there exists r ∈ N such
that AnnM0(I
k) = AnnM0(I
r) for every k ≥ r. Thus, let x ∈ AnnM1(IkA1) for some k ≥ r;
we get Inx ∈ AnnM1(IkA1) ∩M0 = AnnM0(Ik), so In+rx = 0, as asserted, in this case.
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Suppose next that A1 is analytically noetherian, and letM0 be any A0-module of finite type;
the short exact sequence of A0-modules 0 → A0 → A1 → A1/A0 → 0 induces an exact
sequence
T1 := Tor
A0
1 (A1/A0,M0)→ M0 ϕ−→M1 := A1 ⊗A0 M0
and notice that InT1 = 0. By assumption, there exists r ∈ N such that AnnM1(IkA1) =
AnnM1(I
rA1) for every k ≥ r. Suppose then that x ∈ AnnM0(Ik) for some k ≥ r; it follows
easily that Irx ⊂ Kerϕ, whence Ir+nx = 0, as required.
Lastly, if A0 and A1 are arbitrary rings of definition for A, the same holds for A2 := A0 · A1
(corollary 8.3.14(i)). Suppose that A0 is analytically noetherian; by the foregoing, it follows
that the same holds for A2, and then by the same token it holds for A1 as well.
The assertion for the universally noetherian case is an immediate consequence.
Assertion (ii) follows directly from (i) : details left to the reader.
(iii) follows from (i) and corollary 8.3.14(ii).
(iv): First, we know that A′ is f-adic, by example 8.3.22(iii), and if A0 ⊂ A is a ring of defi-
nition, f(A0) is a ring of definition of A
′. But if A0 is analytically noetherian (resp. universally
analytically noetherian), the same holds for f(A0), by lemma 15.2.4(ii). The assertion follows.
(v): Say that A = (A,A+, U), and let ρ : A→ AU := OSpecA(U) be the restriction map. By
definition, the topologyTρ(A) on ρ(A) induced by the inclusion intoAU agrees with the quotient
topology induced by the surjectionA→ ρ(A). From (iv) we deduce that (ρ(A),Tρ(A)) is f-adic
analytically noetherian (resp. f-adic universally analytically noetherian). Then, the assertion
follows from (iii).
(vi) follows easily from (v) and lemma 15.2.4(ii), after inspecting the proof of theorem 15.5.5.

Lemma 15.5.32. LetX := (X,TX , A
+
X) be any analytically noetherian quasi-affinoid scheme.
Then the natural morphism Γ(X)∧ → Γ(X∧) is an isomorphism (see remark 15.4.13(ii)).
Proof. Let A∧X be the separated completion of AX := OX(X), and set Y := SpecA
∧
X ×SpecAX
X; in light of proposition 15.2.10(ii) and corollary 10.3.8, the natural map A∧X → OY (Y ) is an
isomorphism. Then the assertion follows from remark 15.4.13(ii). 
15.5.33. For any topologically local quasi-affinoid scheme X , we may consider the site
(R(X), JR)
where R(X) is the full subcategory of Q(X) whose objects are the rational subsets of SpaX .
The sieves covering a given object R of R(X) for the topology JR are those generated by
the families R• := (Rλ | λ ∈ Λ) of rational subsets of SpaX such that
⋃
λ∈ΛRλ = R. For
every suchR•, after fixing a total ordering on Λ we get an augmented alternating Cˇech complex
C•alt(R•,O
∧
SpaX), whose degree n term, for every n ≥ 0, is a product of topological rings of the
form O∧SpaX(Rλ0∩· · ·∩Rλn), with λ0 < · · · < λn ranging over all strictly increasing sequences
of elements of Λ (see remark 10.2.7(i). We endow Cnalt(R•,O
∧
SpaX) with the corresponding
product topology, and we notice that this topology is independent of the chosen ordering for Λ,
and the differentials d• of the Cˇech complex are continuous maps. With this notation, we have:
Theorem 15.5.34. For any topologically local and universally analytically noetherian quasi-
affinoid scheme X := (X,TX , A
+
X), and every R ∈ Ob(R(X)), the following holds :
(i) The presheaves O∧+SpaX and O
∧
SpaX are sheaves of topological rings on (R(X), JR).
(ii) For every finite covering U of R consisting of rational subsets, the differentials of
C•alt(U,O
∧
SpaX) are strict and its cohomology has the discrete topology.
Proof. (i): Arguing as in the proof of theorem 15.5.26, we reduce to checking the assertion for
O∧SpaX . We remark :
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Claim 15.5.35. For any given R ∈ Ob(R(X)), let ϕY /X : Y → X be any morphism of quasi-
affinoid schemes representing the sub-presheaf hR of hX ; then the morphism ϕY /X induces an
equivalence of categories
R(Y )
∼→ R(X)/R V 7→ SpaϕY /X(V ) ⊂ R.
Moreover, Y is still universally analytically noetherian.
Proof of the claim. These assertions follow from lemmata 15.5.10 and 15.5.31(vi). ♦
Now, say that Γ(X) = (A,A+, X) and let R• := (R0, . . . , Rn) be the standard covering of
SpaX attached to a given sequence f• := (f0, . . . , fn) of elements ofA; define also the rational
subset RΛ as in remark 15.5.25(i), for every subset Λ ⊂ {0, . . . , n}. In light of claim 15.5.35
and remark 5.5.2(i), we are reduced to showing that the natural map
(15.5.36) O∧SpaX(SpaX)→ Equal
( n∏
i=0
O∧SpaX(Ri) //
//
n∏
i,j=0
O∧SpaX(R{i,j})
)
is an isomorphism of topological rings. To this aim, we pick a subring of definition A0 ⊂ A, a
finitely generated ideal I0 ⊂ A0 of adic definition, we set S := SpecA0, we denote by J ⊂ A
the ideal generated by f•, and we consider the system (AΛ | Λ ⊂ {0, . . . , n}) of quasi-affinoid
rings, and their rings of definition A0,Λ ⊂ AΛ constructed in remark 15.5.25(i). Let also A∧Λ be
the separated completion of AΛ, and notice that the map
ω∧Λ : A
∧
Λ → O∧SpaX(RΛ)
of remark 15.5.25(ii) is an isomorphism of topological A-algebras for every Λ ⊂ {0, . . . , n},
by lemma 15.5.32. Define S, V , ψ : X → V and VΛ for every subset Λ ⊂ {0, . . . , n} as in
remark 15.5.25(v); set also S ′ := SpecA0/I0 and let V
∧ be the completion of V along S ′×S V ,
and π : V ∧ → V the induced morphism of locally ringed spaces. We define
F := π∗ψ∗OX and V
∧
Λ := π
−1VΛ for every Λ ⊂ {0, . . . , n}
and we regard F as a presheaf of topological abelian groups, as follows. The natural morphism
OV → ψ∗OX induces a morphism
ϕ : OV ∧ → F
and for every open subset U ⊂ V ∧ we endow F (U) with the unique group topology such
that the resulting map ϕU : OV ∧(U) → F (U) is continuous and open. It follows easily that
for every inclusion U ′ ⊂ U of open subsets of V ∧, the restriction map F (U) → F (U ′) is
continuous.
Claim 15.5.37. (i) F (V ∧Λ ) is a topological ring for every Λ ⊂ {0, . . . , n}, and there exists a
natural isomorphism of topological A-algebras
ωΛ : A
∧
Λ
∼→ F (V ∧Λ ).
(ii) For every Λ′ ⊂ Λ, let ρΛ′,Λ : F (V ∧Λ′) → F (V ∧Λ ) be the restriction homomorphism
associated with the inclusion V ∧Λ ⊂ V ∧Λ′ . Then we have a commutative diagram
A∧Λ′
ωΛ′ //
µ∧
Λ′,Λ

F (V ∧Λ′)
ρΛ′,Λ

A∧Λ
ωΛ // F (V ∧Λ ).
Proof of the claim. (i): We consider first the case where Λ = ∅, and recall that V∅ = V . Notice
also that ψ∗OX is a quasi-coherent OV -module, by virtue of [37, Ch.I, Cor.9.2.2]. Since V is a
projective S-scheme, corollary 15.2.34(iii) and remark 15.2.38 yield a natural isomorphism
ω∅ : A
∧ ∼→ A∧0 ⊗A0 A ∼→ A∧0 ⊗A0 Γ(V, ψ∗OX) ∼→ F (V ∧)
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fitting into a commutative diagram
A∧0
//

A∧
ω∅

OV ∧(V ∧)
ϕV ∧ // F (V ∧)
whose left vertical arrow is the I0-adic completion of the natural map A0 → OV (V ), and whose
top horizontal arrow is the inclusion map. It follows already that ω∅ is a continuous map,
and it thus remains only to check that ω∅ is an open map. To this aim, it suffices to check
that the same holds for the left vertical arrow A∧0 → OV ∧(V ∧). However, OV (V ) is an A0-
module of analytically finite type, by theorem 15.2.22, and the support of OV (V )/A0 lies in the
non-analytic locus of S, by virtue of remark 15.5.25(vi); by remark 15.2.2(iii) we deduce that
I t0 ·OV (V ) ⊂ A0 for some t ∈ N, whence I t0 ·OV ∧(V ∧) ⊂ A∧0 . Since the topology of OV ∧(V ∧)
is I0-adic (corollary 15.2.34(ii)), the assertion follows.
In case Λ is not empty, VΛ is affine, and a direct inspection yields a natural isomorphism of
topological rings A∧0,Λ
∼→ OV ∧(V ∧Λ ). We may then appeal to proposition 15.2.20(iii) to see that
the natural map
(15.5.38) A∧Λ
∼→ A∧0,Λ ⊗A0,Λ AΛ ∼→ A∧0,Λ ⊗A0,Λ Γ(VΛ, ψ∗OX)→ F (V ∧Λ )
is also an isomorphism of rings, fitting into another commutative diagram
(15.5.39)
A∧0,Λ
//

A∧Λ

OV ∧(V ∧Λ )
ϕV ∧
Λ // F (V ∧Λ )
whose top horizontal arrow is again the inclusion map, so F (V ∧Λ ) is also a topological ring
with the topology defined in the foregoing, and (15.5.38) is even an isomorphism of topological
rings, if Λ 6= ∅.
(ii): The abelian groups appearing in the diagram are all endowed with natural A∧Λ′-module
structures, and it is easily seen that all the arrows are both A∧0,Λ′-linear and AΛ′-linear maps,
whence the assertion. ♦
Next, consider the affine open covering V ∧• := (V
∧
{i} | i = 0, . . . , n) of V ∧, and endow the
terms of the augmented alternating Cˇech complex C•alt(V
∧
• ,F ) with the product topologies, as
in (15.5.33). Combining claim 15.5.37 and remark 15.5.25(iii) we deduce an isomorphism of
complexes of topological abelian groups
(15.5.40) C•alt(V
∧
• ,F )
∼→ C•alt(R•,O∧SpaX).
Hence, to conclude it suffices to show :
Claim 15.5.41. The complex C•alt(V
∧
• ,F ) has strict differentials, and its cohomology has the
discrete topology.
Proof of the claim. Diagram (15.5.39) implies that ϕV ∧Λ is injective for every Λ 6= ∅; it follows
easily that the same holds for ϕV ∧ . Hence the induced map of alternating Cˇech complexes
C•alt(V
∧
• , ϕ) : C
•
alt(V
∧
• ,OV ∧)→ C•alt(V ∧• ,F )
is injective in every degree, and by construction C ialt(V
∧
• , ϕ) is an open map for every i ∈ Z, so
we are reduced to showing that the differentials di of C•alt(V
∧
• ,OV ∧) are strict and induce open
maps C ialt(V
∧
• ,OV ∧) → Ker di+1 for every i ∈ Z. If i < −1, there is nothing to show. For
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i = −1, the assertion follows from remark 5.5.2(i). In the remaining cases, the assertion comes
down to the following. For every i, t ∈ N there exists s ∈ N such that
(15.5.42) Is0 · C i+1alt (V ∧• ,OV ∧) ∩Ker di+1 ⊂ I t0 · Im di.
For every k ∈ N, denote by d•k the differentials of the Cˇech complexC•alt(V ∧• , Ik0OV ∧); condition
(15.5.42) is equivalent to
Ker di+1s ⊂ Im dit.
Taking into account theorem 15.1.37(i), we are therefore reduced to showing that for every
i, t ∈ N there exists an integer s ≥ t such that the natural map
H i+1(V ∧, Is0OV ∧)→ H i+1(V ∧, I t0OV ∧)
vanishes. Taking into account corollaries 15.2.30(i) and 15.2.34(i), we are further reduced
to showing that for every i, t ∈ N there exists s ∈ N such that Is · H i+1(V, I t0OV ) = 0.
Notice that the A0-module H
i+1(V, I t0OV ) is analytically of finite type (theorem 15.2.22 and
remark 15.2.38(i)); in light of remark 15.2.2(iii) it then suffices to check that the support
of H i+1(V, I t0OV ) lies in the non-analytic locus of S. The latter follows easily from remark
15.5.25(vi) : details left to the reader. ♦
(ii): Arguing as in the proof of (i), we reduce easily to the case where R = SpaX . Say that
U = (Ui | i ∈ I) for some set I , and pick any standard covering U′ := (U ′i | i ∈ I ′) of SpaX
that refines U; after fixing total orderings for I and I ′ we may consider the double complex
C••alt(U,U
′) := Hom•ZX (R
alt
•• (U,U
′),O∧SpaX)
(notation of remark 10.2.14(ii)) which vanishes in every bidegree (p, q) with either p < −1 or
q < −1. For every n ∈ N, define In+1alt and I ′n+1alt as in (10.2.4), and for every t ∈ In+1alt and
every t′ ∈ I ′n+1alt , set U′t := (U ′i′ ∩ Ut | i′ ∈ I ′) and Ut′ := (Ui ∩ Ut′ | i ∈ I). We notice that :
• The complex C•,−1alt (U,U′) coincides with C•alt(U,O∧SpaX).
• The complex C−1,•alt (U,U′) coincides with C•alt(U′,O∧SpaX).
• For every n ∈ N, the complex C•,nalt (U,U′) is the product
∏
t′∈I′n+1alt
C•alt(Ut′,O
∧
SpaX).
• For every n ∈ N, the complex Cn,•alt (U,U′) is the product
∏
t∈In+1alt
C•alt(U
′
t,O
∧
SpaX).
Since U′t is a standard covering of Ut, the proof of (i) shows that the differentials of the complex
C•alt(U
′
t,O
∧
SpaX) induce open maps δ
n,•
v as in (8.6.11), for every n ∈ N. Likewise, the same holds
for the induced maps δ−1,•v . Moreover, since U
′ refines U, for every n ∈ N and every t′ ∈ I ′n+1alt
there exists i ∈ I such that U ′t′ ⊂ Ui, in which case remark 10.2.13 yields a homotopy h• from
the identity automorphism of C•alt(Ut′,O
∧
SpaX) to the zero map, and a simple inspection shows
that hi is a continuous map, for every i ∈ Z. Then, lemma 8.6.15(i) says that the differentials of
C•alt(Ut′,O
∧
SpaX) induce open maps δ
•,n
h as well, for every n ∈ N. Lastly, we invoke corollary
8.6.12 to conclude. 
15.5.43. Let X := (X,TX , A
+
X) be a quasi-affinoid scheme fulfilling the assumptions of
theorem 15.5.34, so that O∧SpaX is a sheaf of topological rings on the site (R(X), JR). Fol-
lowing [37, Ch.0, §3.2.2] (and see also remark 15.5.28(i)), we may extend (uniquely up to
unique isomorphism) both O∧SpaX and O
∧+
SpaX to sheaves of topological groups on the topolog-
ical space SpaX , and we shall denote these extensions with the same names. Then the pair
(SpaX,O∧SpaX) is a topologically ringed space. Moreover, lemma 15.5.14 says that SpaX is a
locally ringed space, so there exists a unique morphism of locally ringed spaces
(15.5.44) σX : (SpaX,O
∧
SpaX)→ SpecA
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such that the corresponding map OSpecA → σX∗O∧SpaX yields on global sections the natural
map A→ A∧ := O∧SpaX(SpaX) ([36, Ch.I, Prop.1.6.3]). By inspecting loc.cit. it is easily seen
that σX is the composition
SpaX ⊂ ContA σA−−→ SpecA
where σA is the restriction of the support map (see remark 9.2.4(iii)). Especially, the image of
σX lies inX , whence a well defined morphism of locally ringed spaces
(SpaX,O∧SpaX)→ (X,OX).
Corollary 15.5.45. With the notation of (15.5.43), the morphism σX induces an isomorphism
A∧ ⊗A H i(X,OX) ∼→ H i(SpaX,O∧SpaX) for every i ∈ N.
Proof. Let us show first the following special case :
Claim 15.5.46. In the situation of the corollary, suppose moreover that X is affinoid. Then
H i(SpaX,O∧SpaX) = 0 for every i > 0.
Proof of the claim. In light of theorem 10.2.24(i) and lemma 15.5.21, it suffices to show that
for every rational subset R of SpaX , and every standard covering U of R, the alternating Cˇech
complex C•alt(U,O
∧
SpaX) is acyclic. However, notice that any such R is represented by an affi-
noid (topologically local) scheme; then, arguing as in the proof of theorem 15.5.34(i), we are
easily reduced to the case where R = SpaX . Then, after choosing a subring of definition for
A we may define the scheme V , its formal completion V ∧, the affine open coverings V• and
V ∧• , the projection π : V
∧ → V and the morphism of schemes ψ : X → V as in the proof of
theorem 15.5.34. In light of theorem 15.1.37(i) and of the isomorphism (15.5.40), we are then
reduced to showing that H i(V ∧, π∗ψ∗OX) = 0 for every i > 0. Then, corollary 15.2.34(iii)
further reduces to checking that H i(V, ψ∗OX) = 0 for every i > 0; but since X is affine, the
morphism ψ is affine, so that H i(V, ψ∗OX) ≃ H i(X,OX), whence the contention. ♦
Now, say thatX = SpecA \ SpecA/J for a finitely generated ideal J ⊂ A, and pick a finite
system of generators f• := (f0, . . . , fn) for J and a subring of definition A0 ⊂ A. Let also R•
be the standard covering of SpaX associated with f•, and notice that Ri is represented by an
affinoid scheme, for every i = 0, . . . , n. Set as well Ui := SpecA[f
−1
i ] for i = 0, . . . , n, and
notice that σX(Ri) ⊂ Ui for i = 0, . . . , n, andX = U0∪· · ·∪Un. There follows a commutative
diagram (notation of (10.2.18))
A∧0 ⊗A0 H ialt(U•,OX) α //

H ialt(R•,O
∧
SpaX)

A∧0 ⊗A0 H i(X,OX) // H i(SpaX,O∧SpaX)
where the vertical arrows are isomorphisms, by virtue of claim 15.5.46 and corollary 10.2.21(ii).
Since A∧ = A∧0 ⊗A0 A, it then suffices to check that α is an isomorphism. On the other hand, as
in the proof of theorem 15.5.34, we may associate with the sequence f• a morphism of schemes
ψ : X → V , the formal completion V ∧ of V with its natural projection π : V ∧ → V , and an
affine covering V• := (Vi | i = 0, . . . , n) of V such that ψ−1Vi = Ui for i = 0, . . . , n; we set
V ∧i := π
−1Vi for i = 0, . . . , n, and F := π∗ψ∗OX . There follows a commutative diagram
A∧0 ⊗A0 H ialt(V•, ψ∗OX)
β //

H ialt(V
∧
• ,F )

A∧0 ⊗A0 H i(V, ψ∗OX) // H i(V ∧,F )
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whose vertical arrows are again isomorphisms, by virtue of proposition 15.2.20(iv), and the
same holds for the bottom horizontal arrow, by corollary 15.2.34(iii). To conclude, it suffices
to observe that H ialt(U•,OX) = H
i
alt(V•, ψ∗OX), and that the isomorphism of Cˇech complexes
(15.5.40) identifies α with β. 
Example 15.5.47. We present two counterexamples that show how theorem 15.5.34 can fail
for affinoid schemes that are not analytically noetherian. To begin with, let K be a rank one
complete valued field, and fix an element π 6= 0 in the maximal ideal ofK+. For everyK+[T ]-
module J without π-torsion, let us set
AJ := K
+[T ]⊕ J AJ,K := AJ ⊗K+ K
and endow AJ with the π-adic topology and with the K
+[T ]-algebra structure such that the
inclusion map K+[T ] → A is a ring homomorphism and J is an ideal with J2 = 0 (i.e.
(x, y) ·(x′, y′) := (xx′, xy′+x′y) for every (x, y), (x′, y′) ∈ A). ClearlyA is an adic topological
ring, and we endow AJ,K with the f-adic topology such that AJ is a ring of definition. Let also
A∧J and A
∧
J,K be the completions of AJ and respectively AJ,K , and A
∧+
J,K the integral closure of
A∧J in A
∧
J,K , and set
X := Spec(A∧J,K , A
∧+
J,K).
• Take first J := K+[T, T−1]/K+[T ]. We claim that in this case the presheaf O∧SpaX on
R(X) is not separated. Indeed, consider the standard covering associated with the sequence
(π, T ); it consists of the rational subsets
U0 := {v ∈ SpaX | v(T ) ≤ v(π)} and U1 := {v ∈ SpaX | v(π) ≤ v(T )}
and O∧SpaU0(U0) = B
∧
0 ⊗K+ K, where B∧0 is the completion of B0 := AJ [T/π] ⊂ AJ,K , where
the latter is endowed with its π-adic topology. But notice that for every k, n > 0 the element
T−k of J can be written in B0 as
T−k = T−k−n · (T/π)n · πn ∈ πnB0.
Since n is arbitrary, it follows that T−k lies in the kernel of the restriction map ρ0 : A
∧
J,K →
O∧SpaX(U0), and since k is arbitrary, we get : J ⊂ Ker ρ0. Likewise, O∧SpaU0(U1) = B∧1 ⊗K+K,
where B∧1 is the completion ofB1 := AJ [π/T ] ⊂ AJ [T−1], where the latter is endowed with its
π-adic topology. Clearly AJ [T
−1] = K+[T, T−1], whence J ⊂ Ker (ρ1 : A∧J,K → O∧SpaX(U1))
as well, and the claim follows.
• Next, we take J to be the N-graded K+[T ]-module such that
grnJ := T
−nK+[T ]/K+[T ] for every n ∈ N.
It follows that O∧SpaX(U0) = C0 ⊗K+ K, where C0 is the π-adic completion of K+[T/π]⊕ J ′,
with J ′ the N-graded K+[T/π]-module such that
grnJ
′ := T−nK+[T/π]/K+[T/π] for every n ∈ N.
Especially, O∧SpaX(U0) contains the π-adic completion J
′∧ of J ′. On the other hand, it is clear
thatAJ [T
−1] = K[T, T−1], so the kernel of the restriction map ρ01 : O∧SpaX(U0)→ O∧SpaX(U0∩
U1) contains J
′∧. Now, consider the series
P :=
∑
n∈N
T−n where T−n ∈ gr2nJ ′ for every n ∈ N.
Then T−n = T−2n · (T/π)n · πn ∈ πngr2nJ ′, so the series P converges π-adically to a well
defined element of J ′∧, and ρ01(P ) = 0 = ρ10(0) (where ρ10 : O
∧
SpaX(U1) → O∧SpaX(U0 ∩ U1)
is the other restriction map). We shall show that the series P does not lie in the image of ρ0,
so again O∧SpaX is not a sheaf, and more precisely, not even the maximal separated quotient
of O∧SpaX is a sheaf. Indeed, recall that the completion J
∧ of J lies in the product of the
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completions grnJ
∧ of its graded summands, and likewise for J ′∧ (remark 8.5.2(iii)); moreover,
the induced map J∧ → J ′∧ is the restriction of the product of the corresponding maps grnJ∧ →
grnJ
′∧. It is easily seen that the latter maps are injective, so if P were in the image of ρ0, it
would be represented by the sequence (Pn | n ∈ N) where P2k+1 = 0 and P2k = T−k ∈ gr2kJ∧
for every k ∈ N. But then the series ∑n∈N Pn must converge π-adically in J∧ (proposition
8.5.3(ii)); the latter means that for every t ∈ N there exists i ∈ N such that T−k ∈ πtgr2kJ for
every k ≥ i. But T−k is not divisible by π in gr2kJ , for any k ∈ N, a contradiction.
Remark 15.5.48. The constructions of example 15.5.47, and several others as well, may also
be found in the recent preprint [31], which introduces an interesting general class of “stably
uniform” affinoid rings A for which the authors can prove that the presheaf O∧SpaA is a sheaf.
15.6. Special loci of quasi-affinoid schemes. The results of this section will be used in chapter
16, for the study of perfectoid spaces.
Definition 15.6.1. LetX := (X,TX , A
+
X) be any quasi-affinoid scheme, V ⊂ X+ := SpecA+X
any open subset, and set AX := OX(X). Let moreover βX : X → X+ be the restriction of the
morphism of schemes γX : SpecAX → X+ induced by the inclusion map A+X → AX .
(i) We say thatX spreads over V , if βX restricts to an isomorphism of schemes β
−1
X V
∼→ V .
(ii) Let Y := (Y,TY , A
+
Y ) be another quasi-affinoid scheme, and ϕ : Y → X an f-adic
morphism of quasi-affinoid schemes. Then the induced ring homomorphism ϕ♭Y : AY → AX
restricts to an f-adic map ϕ♭+Y : A
+
Y → A+X , and we set
ϕ+ := Specϕ♭+Y : Y
+ → X+.
We say that ϕ spreads over V , if Y spreads over (ϕ+)−1(V ) (in which case, we also say that Y
spreads over V , if no ambiguity is likely to arise).
(iii) We shall also denote by ΩX ⊂ X+ the largest open subset such thatX spreads overΩX .
Remark 15.6.2. (i) LetX := (X,TX , A
+
X) be any quasi-affinoid scheme; thenX spreads over
the analytic locus of SpecA+X , by virtue of lemma 8.3.24(iii).
(ii) Keep the notation of definition 15.6.1(ii), let ψ : Z → Y be another morphism of quasi-
affinoid schemes, and suppose that ϕ spreads over V and ψ spreads over (ϕ+)−1(V ); then
clearly ϕ ◦ ψ spreads over V .
Lemma 15.6.3. With the notation of definition 15.6.1, we have :
(i) LetW ⊂ X be an open subset such that βX restricts to an open immersionW → X+.
Then βX(W ) ⊂ ΩX .
(ii) γX restricts to an isomorphism of schemes γ
−1
X ΩX
∼→ ΩX .
Proof. (i): First, let us notice the following
Claim 15.6.4. OX+(V ) is integrally closed in OX(β
−1
X V ), for every open subset V ⊂ X+.
Proof of the claim. Suppose first that V = SpecA+X [f
−1] for some f ∈ A+X ; since βX∗OX is a
quasi-coherent OX+-module, we have OX(β
−1
X V ) = AX [f
−1], and sinceA+X is integrally closed
in AX , the assertion holds in this case. For a general open subset V , we may find an affine open
covering V =
⋃
i∈I Vi where each Vi is of the form SpecA
+
X [f
−1
i ] for some fi ∈ A+X , and we
get a commutative diagram of rings
OX+(V ) //

R :=
∏
i∈I OX+(Vi)

ρ1 //
ρ2
//
∏
i,j∈I OX+(Vi ∩ Vj)

OX(β
−1
X V )
// R′ :=
∏
i∈I OX(β
−1
X Vi)
////
∏
i,j∈I OX(β
−1
X (Vi ∩ Vj)).
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Now, if h ∈ OX(β−1X V ) is integral over OX+(V ), obviously the image h′ of h in R′ is integral
overR; but from the foregoing case, it is easily seen that R is integrally closed inR′, so h′ ∈ R,
and since the vertical arrows are injective maps, we deduce easily that ρ1(h
′) = ρ2(h
′), whence
h′ ∈ OX+(V ), and the assertion follows. ♦
Now, by assumption, βX(W ) is an open subset of X
+, and βX restricts to a separated mor-
phism β−1X βX(W ) → βX(W ); the latter admits a section whose image is the open subset
W ⊂ β−1X βX(W ). Taking into account [37, Ch.I, Cor.5.4.6], we see that W is an open and
closed subset of β−1X βX(W ). There follow ring homomorphisms
OX+(βX(W ))→ OX(β−1X βX(W ))
ρ−→ OX(W )
whose composition is an isomorphism, and the kernel of ρ is generated by an idempotent
element e ∈ OX(β−1X βX(W )). However, claim 15.6.4 implies that e lies in the image of
OX+(βX(W )), so e = 0, henceW = β
−1
X βX(W ), and the assertion follows immediately.
Claim 15.6.5. Let f : X → Y and g : Y → Z be two morphisms of schemes, such that
h := g ◦ f is an open immersion and the image of f is schematically dense. Then we have :
(i) f is an open immersion.
(ii) If g is separated, then g−1h(X) = f(X).
Proof of the claim. (i): We know from [37, Ch.I, Cor.5.3.13] that the morphism f is an immer-
sion, and since its image is schematically dense, it must be an open immersion.
(ii): Since h is an open immersion, we may replace Z by h(X) and Y by g−1h(X), after
which we have h = 1X , and f is a section of g. Since g is separated, [37, Ch.I, Cor.5.4.6] then
tells us that f is a closed immersion in this case, and combining with (i), the claim follows. ♦
(ii): Consider now the commutative diagram of schemes
β−1X ΩX
f //
h $$■
■■
■■
■■
■■
γ−1X ΩX
g

ΩX
where f is the restriction of β◦X and g is the restriction of γX . Thus, h is the restriction of βX , and
it is an isomorphism, by definition of ΩX ; moreover, clearly f has schematically dense image.
By claim 15.6.5, it follows that f is a surjective open immersion, i.e. it is an isomorphism, and
then the same holds for g as well. 
Proposition 15.6.6. In the situation of definition 15.6.1, suppose thatX spreads over V . Then:
(i) The topological localization jX : X loc → X , the topological henselization j′X : Xh →
X and the completion j′′X : X
∧ → X of X spread over V .
(ii) Let also f0, . . . , fn be a sequence of elements of AX that generate an ideal I such that
(β−1X V ) ∩ SpecAX/I = ∅, and set B := Γ(X)(f0,...,fnf0 ) (notation of (15.5.1)). The
induced morphism Y := SpecB → X spreads over V .
(iii) Let Y → X and Y ′ → X be two f-adic morphisms of quasi-affinoid schemes that
spread over V . The fibre product Y ×X Y ′ → X spreads over V (see example 15.4.8).
(iv) Let U ⊂ β−1X V be a quasi-compact open subset containing the analytic subset of X .
The induced morphism ϕ : U ×X X → X spreads over V (see example 15.4.4).
Proof. (i): Say that X loc = (X
′,TX′ , A
+
X′), and let j
+
X : X
′+ → X+ be the morphism induced
by the topological localization A+X → A+X′ . By inspecting (8.4.8), and taking into account the
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natural identifications (15.4.11), we get a cartesian diagram of schemes :
X ′
jX //
βXloc

X
βX

X ′+
j+X // X+.
The assertion for jX is an immediate consequence. The same argument applies to j
′
X . Next, say
that X∧ = (X∧,TX∧ , A
+
X∧), and Γ(X)
∧ = (A∧X , A
∧+
X , X
′). According to corollary 15.4.28(i),
the kernel J of the surjective map A∧X → AX∧ := OX∧(X∧) lies in A∧+X , and we set Y :=
SpecA∧+X /J ; there follows a commutative diagram of schemes
X∧ //
βX∧
||①①
①①
①①
①①
ϕ

X
βX

X∧+
ν // Y // X+
whose square subdiagram is cartesian. With this notation, ϕ∗OX∧ is a quasi-coherent OY -
algebra, and A+X∧ = A (Y ), where A is the integral closure of the image of OY in ϕ∗OX∧ .
Let V ′ ⊂ Y and V ′′ ⊂ X∧+ be the preimages of V ; under our assumptions, the morphism ϕ♭ :
OY → ϕ∗OX∧ restricts to an isomorphism OY |V ′ ∼→ (ϕ∗OX∧)|V ′ , so that A|V ′ = (ϕ∗OX∧)|V ′ .
The latter implies that the morphism γX∧ restricts to an isomorphism γ
−1
X∧
V ′′
∼→ V ′′, and ν
restricts to an isomorphism V ′′
∼→ V ′; lastly, since the image ofX inX+ contains V , it is clear
that the image of X∧ in Y contains V ′, and then the image of X∧ in X∧+ contains V ′′, so j′′X
spreads over V .
(ii): Set B := AX [f
−1
0 ], B
′ := A+X [f1/f0, . . . , fn/f0] ⊂ B, say that Y = (Y,TY , B+), and
let Y + := SpecB+. There follows a commutative diagram of schemes
Y
i //

SpecB
ρ //

SpecB′

X // SpecAX // X
+
whose left square subdiagram is cartesian. Denote by V ′ ⊂ SpecB′ and V ′′ ⊂ Y + the
preimages of V , and let g ∈ A+X be any element such that SpecA+X [g−1] ⊂ V ; according
to lemma 15.6.3(ii), the induced map A+X [g
−1] → AX [g−1] is an isomorphism. Especially, we
may regard f0, . . . , fn as elements of C := A
+
X [g
−1], and by assumption
∑n
i=0 fiC = C. It
follows easily that f0 is invertible in the subring B
′[g−1] = C[f1/f0, . . . , fn/f0] of B[g
−1],
i.e. B′[g−1] = B[g−1], and since g is arbitrary, it follows that ρ restricts to an isomorphism
ρ−1V ′
∼→ V ′. Recalling now that B+ is the integral closure of B′ in OY (Y ) = B, we deduce
that γY restricts as well to an isomorphism γ
−1
Y V
′′ ∼→ V ′′. Lastly, since βX(X) contains V ,
clearly the image of βY contains V
′′. The assertion follows easily (details left to the reader).
(iii): Say that Y = (Y,TY , A
+
Y ), Y
′ = (Y ′,TY ′, A
+
Y ′), and set Y
+ := SpecA+Y , Y
′+ :=
SpecA+Y ′ . Set also Z := Y ×X Y ′ and (AZ , A+Z , Z) := Γ(Z), so that Z = Y ×X Y ′. Denote
ϕ : Z → Z ′ := Y + ×X+ Y ′+ and π : Z ′ → X+
the induced morphisms. With this notation, ϕ∗OZ is a sheaf of quasi-coherent OZ′-algebras, and
A+Z = A (Z
′), where A is the integral closure of the image of OZ′ in ϕ∗OZ . Set V ′ := π−1V ;
under the current assumptions it is clear that the associated morphism ϕ♭ : OZ′ → ϕ∗OZ restricts
to an isomorphism OZ′|V ′
∼→ (ϕ∗OZ)|V ′ , whence A|V ′ = (ϕ∗OZ)|V ′ , which means that the
natural morphism ν : Z+ := SpecA+Z → Z ′ restricts to an isomorphism ν−1V ′ ∼→ V ′; lastly,
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since the image of ϕ contains V ′, it is clear that the image of βZ contains ν
−1V ′, whence the
assertion.
(iv): Set U := U ×X X , and let h : U → X+ be the composition of the open immersion
U → β−1X V and the restriction β−1X V → X+ of βX . Then h = ϕ+ ◦ βU , and clearly βU has
schematically dense image; by claim 15.6.5 we deduce that βU is an open immersion, whence
the contention. 
15.6.7. Let X and V be as in definition 15.6.1, and suppose that X is topologically local and
spreads over V . We denote by
RV (X)
the site whose underlying category is the full subcategory of R(X) whose objects are the ra-
tional subsets R such that the sub-presheaf hR ⊂ hSpaX is represented by a morphism Y → X
of quasi-affinoid schemes that spreads over V . Notice that, in view of proposition 15.6.6(iii), if
R,R′ ∈ Ob(RV (X)), then also R ∩ R′ ∈ Ob(RV (X)). As usual, a family (Ri → R | i ∈ I)
of morphisms of RV (X) generates a covering sieve of RV (X)/R if and only if
⋃
i∈I Ri = R.
In light of proposition 15.6.6(iii), we see that all fibre products are representable in RV (X),
and the inclusion functor ι : RV (X)→ R(X) commutes with fibre products. By lemma 4.2.4,
it follows that ι is continuous, i.e the induced functor on presheaves ι∧ : R(X)∧ → RV (X)∧
restricts to a functor on the respective subcategories of sheaves
ι˜∗ : R(X)
∼ → RV (X)∼.
We will denote as well by ι˜∗ the corresponding functor on abelian sheaves. For every presheaf
F on R(X) or RV (X), let us denote as usual by F a the sheaf associated to F .
Proposition 15.6.8. In the situation of (15.6.7), let G be a presheaf, A an abelian presheaf,
and F an abelian sheaf on R(X). The following holds :
(i) The natural morphism (ι∧G )a → ι∧(G a) is an isomorphism.
(ii) The natural morphism ι∗F → Rι˜∗F is an isomorphism in D(ZRV (X)-Mod).
(iii) The natural map Hˇ i(RV (X), ι∧A )→ Hˇ i(R(X),A ) is bijective for every i ∈ N.
Proof. (i): Define F+ as in the proof of theorem 4.1.13; in view of claim 4.1.16 it suffices to
check that the the natural morphism (ι∧G )+ → ι∧(G +) is an isomorphism. For the injectivity,
let U ∈ Ob(RV (X)) be any rational subset, and s, t ∈ (ι∧G )+(U) any two sections whose
images agree in G +(U). Then we may find a covering family (Uλ → U | λ ∈ Λ) of RV (X)/U
such that s and t are the classes of compatible systems (sλ | λ ∈ Λ), (tλ | λ ∈ Λ) with
sλ, tλ ∈ G (Uλ) for every λ ∈ Λ, and the assumption means that for every λ ∈ Λ there exists
a covering family (Uλ,i → Uλ | i ∈ Iλ) of R(X)/Uλ such that sλ|Uλ,i = tλ|Uλ,i for every
λ ∈ Λ and every i ∈ Iλ. But by proposition 15.6.6(ii) and lemma 15.5.21, the covering Uλ•
can be refined by a covering (U ′λ,i′ → Uλ | i′ ∈ I ′λ) of RV (X)/Uλ, for every λ ∈ Λ. Then
sλ|U ′
λ,i′
= tλ|U ′
λ,i′
for every λ ∈ Λ and every i′ ∈ I ′λ, so that s = t. Lastly, let s ∈ G +(U) be
any section; by definition we may find a covering family (Uλ → U | λ ∈ Λ) of R(X)/U such
that s is represented by a compatible system (sλ | λ ∈ Λ) with sλ ∈ G (Uλ) for every λ ∈ Λ.
But again, the covering Uλ can be refined by a covering of RV (X), and we deduce that s is the
image of a section of (ι∧G )+(U).
(ii): The assertion means that Riι˜∗F = 0 for every i > 0. However, recall that R
iι˜∗F is
the sheaf associated to the presheaf that assigns to every U ∈ Ob(RV (X)) the abelian group
H i(R(X)/U,F|U). Hence, let us fix such a rational subset U , and let s ∈ H i(R(X)/U,F|U)
be any element; it suffices to exhibit a covering (Uλ → U | λ ∈ Λ) of U in RV (X) such that the
image of s inH i(R(X)/Uλ,F|Uλ) vanishes for every λ ∈ Λ. However, notice that there exists a
covering (U ′λ′ → U | λ′ ∈ Λ′) of U in R(X) such that the image of s in H i(R(X)/U ′λ′ ,F|U ′λ′)
vanishes for every λ′ ∈ Λ′ (this is clear, since these cohomology groups are computed by
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an injective resolution of F , which is exact in degrees > 0). But by proposition 15.6.6(ii)
and lemma 15.5.21, the covering U ′• can be refined by a covering U• consisting of objects of
RV (X), and clearly such U• will do.
(iii): This is an immediate consequence of the fact – already remarked in the foregoing – that
every covering family of R(X) can be refined by a covering family ofRV (X) : the details shall
be left to the reader. 
15.6.9. Consider a quasi-affinoid ring A := (A,A+, U) such that A is an adic (and f-adic)
topological ring; let AU := OU(U) and U := (U,TU , A
+
U) := SpecA, and set
XA := SpecA X
+
A := SpecA
+
U X
◦
A := SpecA
◦
U .
The induced map A → AU is f-adic, so its image lies in A◦U (lemma 8.3.19(iii)), and we get a
commutative diagram of schemes :
U
i //
j

XA
SpecAU
j′ // X◦A
j′′
OO
t // X+A .
Let also Z ⊂ X+A be the support of the A+U -module A◦U/A+U , and Z ′ := X◦A \ j′ ◦ j(U).
Lemma 15.6.10. With the notation of (15.6.9), the following holds :
(i) i, j and j′ ◦ j are open immersions.
(ii) The images of j and j′ are schematically dense.
(iii) The open subset j′ ◦ j(U) contains the analytic locus of X◦A.
(iv) X+A \ ΩU is the topological closure of Z ∪ t(Z ′).
Proof. (ii): The assertion for j′ is clear. Next, let I be the kernel of the induced morphism
j♭ : OSpecAU → j∗OU ; since U is quasi-compact, j∗OU is a quasi-coherent OSpecAU -module, so
the same holds for I , and we are reduced to checking that Γ(SpecAU ,I ) = 0, which is clear,
since j♭ induces an isomorphism on global sections.
(i): For i there is nothing to prove, and the assertion for j follows from [38, Ch.II, Prop.5.1.2].
The assertion for j′ ◦ j follows from claim 15.6.5(i).
(iii): Notice that j′ maps the analytic locus of SpecAU isomorphically onto that of X
◦
A
(lemma 8.3.24(iii)); likewise, it is easily seen that j′′ ◦ j′ restricts to an isomorphism from
the analytic locus of SpecAU onto that ofXA. Summing up, we conclude that j
′′ restricts to an
isomorphism from the analytic locus of X◦A onto that of XA, whence the assertion.
(iv): Consider the commutative diagram of schemes
β−1U ΩU
f //
h $$■
■■
■■
■■
■■
t−1ΩU
g

ΩU
where f is the restriction of j′◦j, and g is the restriction of t. Thus, h is the restriction of βU , and
it is an isomorphism, by definition of ΩU ; moreover, clearly f has schematically dense image.
By claim 15.6.5, it follows that f is a surjective open immersion, i.e. it is an isomorphism,
and then the same holds for g as well. Now, if x ∈ ΩU is any point, it follows immediately
that x /∈ Z; moreover g−1(x) is the unique point of t−1(x), and this point lies in j′ ◦ j(U).
This shows that Z ∪ t(Z ′) ⊂ X+A \ ΩU . Conversely, suppose that x ∈ X+A lies neither in ΩU
nor the topological closure of Z; then there exists an open neighborhood V of x in X+A with
V ∩ Z = ∅, and it follows that t restricts to an isomorphism t−1V ∼→ V . In view of (i),
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the restriction β−1U V → t−1V of j′ ◦ j is still an open immersion, so the same holds for the
restriction β−1U V → V of βU , and consequently βU(U) ∩ V = βU(β−1U V ) ⊂ ΩU , according to
lemma 15.6.3(i). We conclude that x /∈ βU(U), and since x ∈ t(V ), we finally get x ∈ t(Z ′),
whence (iv). 
15.7. Etale coverings of quasi-affinoid schemes. Let Sch be the category of schemes (in the
universe U). For every scheme X , let also Xe´t be the full subcategory of the category Sch/X ,
whose objects are the e´tale morphisms Y → X with Y quasi-compact and quasi-separated;
notice that every morphism inXe´t is e´tale. We endowXe´t with its standard e´tale topology JX,e´t,
whose covering families are all the systems (fi : Yi → Y | i ∈ I) of families of morphisms of
X-schemes such that
⋃
i∈I fi(Yi) = Y . The site (Xe´t, JX,e´t) is called the e´tale site of X , and is
also often denoted simply by Xe´t, when no ambiguities are likely to arise. It is easily seen that
Xe´t is a lex-site if and only ifX is a quasi-compact and quasi-separated scheme (the details are
left to the reader). Recall that we have a fibration Cov → Sch whose fibre category over every
Y ∈ Ob(Sch) is the category of finite e´tale Y -schemes (see (13.1)). From the natural functor
Xe´t → Sch (Y → X) 7→ Y
we deduce a fibration
CovXe´t := Xe´t ×Sch Cov→ Xe´t.
By faithfully flat descent, it is easily seen that CovXe´t is an ind-finite stack over the siteXe´t.
For every k ∈ N let [k] := {0, . . . , n}, and set as well [−1] := ∅; we denote by N the full
subcategory of the category Set with Ob(N) := {[k] | k ≥ −1}. Then, let NXe´t be the constant
presheaf of categories on Xe´t with value N, i.e. the presheaf such that NXe´t(Y ) := N for every
Y ∈ Ob(Xe´t), and NX(f) := 1N for every morphism f ofXe´t. We get anXe´t-cartesian functor
ωX : F ib(NXe´t)→ CovXe´t (Y, [k]) 7→ ([k]× Y → Y ).
Lemma 15.7.1. The functor ωX is i-covering for i = 0, 1, 2.
Proof. Let f : Y → X be a finite e´tale covering, and x ∈ X; in order to check the assertion for
i = 0, we need to exhibit an e´tale morphism g : X ′ → X and k ∈ N from an affine scheme X ′
such that x ∈ g(X ′), with an isomorphism ofX ′-schemesX ′×X Y ∼→ [k]×X ′. To this aim, let
ξ : Specκ→ X be a geometric point localized at the point x (see definition 4.9.17(i)); we argue
by induction on the cardinality c of the set f−1(ξ) (see definition 4.9.17(iv)). If c = 0, we have
x /∈ f(Y ), and then there exists an affine open neighborhoodX ′ of x inX withX ′∩f(Y ) = ∅;
in this case we may take for g the open inclusionX ′ → X , and k := 0.
Suppose next that c > 0, and that the assertion is already known for all schemes X , all
x ∈ X , and all finite e´tale coverings f : Y → X such that the cardinality of f−1(ξ) is < c, for
any geometric point ξ localized at x. Notice that the diagonal morphism∆Y/X : Y → Y ×X Y
is a finite e´tale morphism, hence its image is open and closed in Y ×X Y . Thus, the Y -scheme
Y ×X Y is isomorphic to the disjoint union of Y and a finite e´tale covering h : Z → Y . The
geometric point ξ lifts to a geometric point ξY : Spec κ → Y , and it is then easily seen that
h−1(ξY ) = c − 1. By inductive assumption, we find an e´tale morphism gY : Y ′ → Y from
an affine scheme Y ′, such that gY (Y
′) contains the support of ξY , and such that the Y
′-scheme
Y ′ ×Y Z is isomorphic to [c− 2]× Y ′. We may then takeX ′ := Y ′ and g := f ◦ gY .
Next, to check the assertion for i = 1, let k, k′ ≥ −1 be two integers, g : [k]×X → [k′]×X
a morphism of X-schemes, and x ∈ X; it suffices to find an affine open neighborhood U of x
in X , and a map of sets ϕ : [k] → [k′] such that the restriction g|U : [k] × U → [k′] × U of g
agrees with ϕ×U . To this aim, it suffices to invoke [44, Ch.IV, Cor.17.4.7] : the details are left
to the reader. Lastly, it is clear from the definitions that ωX is a 2-covering functor.
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15.7.2. Denote by Schqcqs the full subcategory of Schwhose objects are the quasi-compact and
quasi-separated schemes, and by Sch
qcqs
e´t the full subcategory of Morph(Sch
qcqs) whose objects
are the e´tale morphisms of schemes. The restriction
t : Schqcqse´t → Schqcqs
of the target functor t : Morph(Schqcqs)→ Schqcqs is a fibration, and for everyX ∈ Ob(Schqcqs),
the fibre category t−1X is the previously defined category Xe´t, which we endow with its e´tale
topology JX,e´t; we get therefore a well defined fibred site :
(Schqcqse´t , t, J•,e´t).
For every category I and every functor F : I → Schqcqs we let
Fe´t := I ×(Schqcqs,F ) (Schqcqse´t , t, J•,e´t)
(notation of (4.5.11)). Thus, Fe´t is a fibred lex-site over I , whose fibre category over every
i ∈ Ob(I) is naturally identified with the lex-site (Fi)e´t. Moreover, we have a natural functor :
Fe´t → Sch (i, Y → Fi) 7→ Y
from which we deduce a fibration over Fe´t :
CovFe´t := Fe´t ×Sch Cov→ Fe´t
whose restriction to the fibre category (Fi)e´t is naturally identified with the fibration Cov(F i)e´t ,
for every i ∈ Ob(I). Explicitly, the objects of CovFe´t are the data (i, f : Y → Fi, g : Z → Y )
where f is an e´tale morphism, g is a finite e´tale morphism, and i ∈ Ob(I). Let NFe´t be the
constant presheaf of categories on Fe´t with value N; as in (15.7), we then have a cartesian
functor of Fe´t-fibrations :
(15.7.3) F ib(NFe´t)→ CovFe´t (i, f : Y → Fi, [k]) 7→ (i, f : Y → Fi, [k]× Y → Y ).
Clearly the restriction of (15.7.3) to each fibre category (Fi)e´t is naturally identified with the
functor ωF i of (15.7); in view of lemma 15.7.1 and proposition 5.7.1(i) we deduce that also
(15.7.3) is i-covering for i = 0, 1, 2.
15.7.4. Let X := (X,TX , A
+
X) be a topologically henselian quasi-affinoid scheme; we attach
toX a site (Q(X), JQ) of quasi-affinoid open subsets, as in (15.5.11). We now define as follows
a fibred lex-site over the category Q(X). For every U ∈ Ob(Q(X)) choose a topologically
henselian quasi-affinoid scheme XhU := (X
h
U ,T
h
U , A
h+
U ) representing the sub-presheaf h
′
U of
h′X (notation of remark 15.5.9(i)). Every inclusion U ⊂ U ′ of quasi-affinoid subsets of SpaX
induces a morphism
iUU ′ : X
h
U → XhU ′
of quasi-affinoid schemes (cp. (15.5.11)), and for every further inclusion U ′ ⊂ U ′′ of quasi-
affinoid open subsets of SpaX we have iU ′U ′′ ◦ iUU ′ = iUU ′′ , so we get a well defined functor
Xh• : Q(X)→ Schqcqs
whence an associated fibred site as in (15.7.2)
πX : X
h
•,e´t := Q(X)×Schqcqs (Schqcqse´t , t, J•,e´t)→ Q(X).
Notice thatXh•,e´t is a fibred lex-site, sinceX
h
U,e´t is quasi-compact and quasi-separated for every
U ∈ Ob(Q(X)). We let (Xh•,e´t, J) be the associated total site.
• The identity functor 1Q(X) : Q(X) → Q(X) is naturally identified with the fibration
F ib(F
1
) → Q(X), where F
1
: Q(X)o → Cat is the constant pseudo-functor with value
1. The category 1 admits a unique topology T
1
, and the resulting pair (1,T
1
) is obviously a
lex-site, so we have the fibred lex-site
(Q(X), 1Q(X), J
∗
• )
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where J∗U is the unique topology on the fibre 1
−1
Q(X)(U)
∼→ 1, for every U ∈ Ob(Q(X)), and
we let (Q(X), J∗Q) be the resulting total site.
• Denote by
e : Q(X)→ Xh•,e´t.
the functor that assigns to every U ∈ Ob(Q(X)) the final object XhU of the fibre category
XhU,e´t, and to every inclusion U ⊂ U ′ the morphism iUU ′ . It is easily seen that e is a Q(X)-
cartesian functor. Moreover, e restricts to a morphism of sites XhU,e´t → (1,T1) for every
U ∈ Ob(Q(X)), so e is a morphism of fibred lex-sites, and also a morphism of total sites
e : (Xh•,e´t, J)→ (Q(X), J∗Q).
• Lastly, for every U ∈ Ob(Q(X)) we have an inclusion functor iU : XhU,e´t → Xh•,e´t which
identifiesXhU,e´t with the fibre category over U . This is a weak morphism of sites
iU : (X
h
•,e´t, J)→ XhU,e´t
and for U = SpaX it is even a morphism of sites (example 4.5.8). Let now E be a stack on the
e´tale siteXe´t; we consider the fibration :
E/Q := St(e)∗ ◦ St(iSpaX)∗E .
Remark 15.7.5. (i) The fibres of the fibration E/Q can be described as follows. let cX :
Q(X)→ Schqcqs be the constant functor with valueX; we consider as well the fibred lex-site
Q(X)×Xe´t = Q(X)×(Schqcqs,cX) (Schqcqse´t , t, J•,e´t)→ Q(X)
(see (4.5.11)) whose fibre categories are all naturally identified with Xe´t. Then the rule U 7→
(iU,SpaX : X
h
U → X) defines a natural transformationXh• ⇒ cX which induces, after choosing
a cleavage for the fibration Sch
qcqs
e´t , a morphism of fibred lex-sites over Q(X) :
jX : X
h
•,e´t → Q(X)×Xe´t
(see (4.5.12)) which is also a morphism on the respective total sites
jX : (X
h
•,e´t, J)→ (Q(X)×Xe´t, J ′).
Moreover, let lX : Xe´t → Q(X)×Xe´t be the inclusion functor that identifiesXe´t with the fibre
category over the final object of Q(X). By example 4.5.8, this functor is a morphism of sites
lX : (Q(X)×Xe´t, J ′)→ Xe´t
and notice that iSpaX = jX ◦ lX . Furthermore, the projection pX : Q(X) × Xe´t → Xe´t is
left adjoint to lX , and from corollary 5.7.2(ii) it follows easily that pX is a weak morphism of
sites for the topology J ′. Combining with proposition 5.4.29(ii,iii), we deduce a pseudo-natural
equivalence of pseudo-functors :
St(lX)
∗ ∼→ St(pX)∗.
Especially, we get an equivalence of stacks :
St(iSpaX)
∗E
∼→ St(jX)∗St(pX)∗(E ) = St(jX)∗(Q(X)× E ).
In light of proposition 5.7.3, we deduce a natural equivalence of stacks onXhU,e´t :
St(iU)∗ ◦ St(iSpaX)∗E ∼→ EU := St((iU,SpaX)e´t)∗E for every U ∈ Ob(Q(X)).
Summing up, we conclude that the fibre category over U of the fibration E/Q is naturally equiv-
alent to the fibre category (EU)XhU of the fibration EU , over the final objectX
h
U of the siteX
h
U,e´t.
(ii) By construction, E/Q is a stack on the site (Q(X), J
∗
Q); but in fact we have :
Theorem 15.7.6. If E is ind-finite, the fibration E/Q is a stack on the site (Q(X), JQ).
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Proof. It suffices to check that the natural functor
E/Q(U)→ 2-colim
S∈JQ(U)o
CartQ(X)(S , E/Q) for every U ∈ Ob(Q(X))
is an equivalence. Since JQ(U) is cofiltered for the order given by inclusion of sieves, this
2-colimit is represented by the colimit of the same system of categories (example 3.2.13(iv));
then arguing as in the proof of theorem 15.5.26 we may assume that U = SpaX , and replace
JQ(SpaX) by its cofinal subset consisting of the sieves generated by the standard coverings.
Thus, let f• := (f0, . . . , fn) and R• be as in remark 15.5.25(i); for every k ∈ N let [k] :=
{0, . . . , k}, and set as well [−1] := ∅. We consider the category Σ+2,n whose objects are all
the maps [j] → [n] for j = −1, 0, 1, 2; for two such objects [j] ϕ−→ [n] ϕ′←− [k], the morphisms
µ : ϕ → ϕ′ are the injective non-decreasing maps µ : [j] → [k] such that ϕ′ ◦ µ = ϕ. The
unique map ϕ∅ : [−1] → [n] is clearly the initial object of Σ+2,n. Let also Σ2,n ⊂ Σ+2,n be the
full subcategory whose objects are the morphisms [j]→ [n] with j ≥ 0. Consider the functor
Φ+ : Σ+o2,n → Q(X) : ([j] ϕ−→ [n]) 7→ Rϕ([j])
(here RΛ ⊂ SpaX is defined as in remark 15.5.25(i), for every subset Λ ⊂ [n]), and let
Φ : Σo2,n → Q(X) be the restriction of Φ+. Taking into account the discussion of (3.4.18), we
come down to checking that the natural functor
E/Q(SpaX)→ 2-lim
Σ2,n
E/Q(−) ◦ Φo
is an equivalence (notation of (3.1.41)). Following (4.5.11), we deduce two other fibred lex-sites
U hf• := Σ
+o
2,n ×Q(X) (Xh•,e´t, J)→ Σ+o2,n Σ+o2,n := Σ+o2,n ×Q(X) (Q(X), 1Q(X), J∗• )
and according to (4.5.11) and (5.7) and proposition 5.4.29(ii), the projections Φ+ and
πU : U
h
f• → Xh•,e´t
are cocontinuous weak morphisms of sites for the topologies of the respective total sites. Fur-
thermore, the functor e ◦ Φ+ : Σ+o2,n → Xh•,e´t factors uniquely through a Σ+o2,n-cartesian functor
eU : Σ
+o
2,n → U hf•
and the projection πU . Just like for e, the functor eU is a morphism of the respective total sites.
Set F := St(πU )∗ ◦ St(iSpaX)∗E ; a direct inspection yields an equivalence of stacks
G := St(eU )∗F
∼→ St(Φ+)∗(E/Q)
over the total site of Σ+o2,n, and we are reduced to checking that the natural functor
(15.7.7) G (ϕ∅)→ 2-lim
Σ2,n
G (−)
is an equivalence. To this aim, we proceed as in remark 15.7.5(i) : from the constant functor
cX : Σ
+o
2,n → Schqcqs we deduce the fibred site
Σ+o2,n ×Xe´t = Σ+o2,n ×(Schqcqs,cX) (Schqcqse´t , t, J•,e´t)→ Σ+o2,n
whose fibre categories are naturally identified with Xe´t, endowed with its e´tale topology. Let
jX : X
h
•,e´t → Q(X)×Xe´t be as in remark 15.7.5(i); we deduce a morphism of fibred lex-sites
jΣ := Σ
+o
2,n ×Q(X) jX : U hf• → Σ+o2,n ×Xe´t
which as usual induces a morphism on total sites, and by the same token, the projection
Σ+o2,n ×Q(X) pX : Σ+o2,n ×Xe´t → Xe´t
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is a weak morphism of sites, for the topology of the total site, and is left adjoint to the inclusion
functor
lΣ := Σ
+o
2,n ×Q(X) lX : Xe´t → Σ+o2,n ×Xe´t.
By proposition 5.7.3 we have then an equivalence of stacks over the total site of U hf• :
F
∼→ St(jΣ)∗(Σ+o2,n × E ).
Next, let A0 ⊂ A := OhSpaX(SpaX) be a subring of definition, and I0 ⊂ A0 an ideal of
adic definition; set S := SpecA0 and S
′ := SpecA0/I0. As in remark 15.5.25(iv,v), the
sequence f• induces a morphism of schemes X → PnS , whose schematic image we denote
by V , and we let ψ : X → V be the resulting morphism of S-schemes; moreover, for every
non-empty subset Λ ⊂ [n] we have an open subset VΛ ⊂ V which is naturally identified with
SpecA0[fk/fi | (k, i) ∈ [n] × Λ], and we set as well V∅ := V . Then, for every Λ ⊂ [n] let
V hΛ be the henselization of VΛ along its closed subscheme V
′
Λ := S
′ ×S VΛ; we have natural
identifications
XhΛ
∼→ X ×V V hΛ for every Λ ⊂ [n]
and we denote by ψhΛ : X
h
Λ → V hΛ the induced projection, and by qΛ : V hΛ → V the composition
of the henselization map V hΛ → VΛ with the open immersion VΛ → V . We consider the functors
G : Σ+o2,n → Schqcqs : ([j] ϕ−→ [n]) 7→ V hϕ([j])
G′ : Σ+o2,n → Schqcqs : ([j] ϕ−→ [n]) 7→ V ′ϕ([j])
which to every morphism µ : ϕ→ ϕ′ as in the foregoing assign the natural morphisms
(15.7.8) V hϕ′([k]) → V hϕ([j]) and respectively V ′ϕ′([k]) → V ′ϕ([j]).
As in (15.7.2) we deduce fibred lex-sites
V hf• := Σ
+o
2,n ×(Schqcqs,G) (Schqcqse´t , t, J•,e´t)→ Σ+o2,n
V ′f• := Σ
+o
2,n ×(Schqcqs,G′) (Schqcqse´t , t, J•,e´t)→ Σ+o2,n.
The morphisms (ψhΛ | Λ ⊂ [n]), (qΛ | Λ ⊂ [n]), the closed immersions (V ′Λ → V hΛ | Λ ⊂ [n])
and V ′ → V , and the open immersions (V ′Λ → V ′ | Λ ⊂ [n]) define natural transformations
Xh•◦Φ+ ⇒ G,G⇒ cV ,G′ ⇒ G, cV ′ ⇒ cV and respectivelyG′ ⇒ cV ′ , where cV : Σ+o2,n → Sch
is the constant functor with value V , and likewise for cV ′ . After fixing cleavages, these natural
transformations induce morphisms of fibred lex-sites
U hf•
ψU−−→ V hf•
τV←− V ′f•
q′−→ Σ+o2,n × V ′e´t τΣ−→ Σ+o2,n × Ve´t q←− V hf•
(see (4.5.12)), which are also morphisms of sites for the topologies of the respective total sites
(proposition 4.5.9). Define functors eV : Σ
+o
2,n → V hf• and eV ′ : Σ+o2,n → V ′f• by the rules :
ϕ 7→ (ϕ, V hϕ([j])) and respectively : ϕ 7→ (ϕ, V ′ϕ[j]) for every ϕ : [j]→ [n]
and which assign to every morphism µ : ϕ → ψ as in the foregoing, the morphisms (15.7.8).
Just as for e and eU , both eV and eV ′ are morphisms of the respective total sites, and we get a
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commutative diagram of morphisms of sites :
(15.7.9)
V ′e´t
τe´t // V he´t Xe´t
ψe´too
Σ+o2,n × V ′e´t
τΣ //
lV ′
OO
Σ+o2,n × Ve´t
lV
OO
Σ+o2,n ×Xe´t
ψΣoo
lΣ
OO
V ′f•
τV //
eV ′

q′
OO
V hf•
eV

q
OO
U hf•
ψUoo
eU

jΣ
OO
Σ+o2,n Σ
+o
2,n Σ
+o
2,n.
where ψΣ is likewise deduced from ψ. Set F ′ := St(ψU )∗F . There follows an equivalence :
G
∼→ St(eV )∗F ′.
We regard the left square of the bottom row and the right square of the central row in (15.7.9)
as oriented squares of sites, with orientations given by 1eV ′ , respectively 1q◦ψU . We remark :
Claim 15.7.10. For every ind-finite stack A on V hf• , the base change transformation
Υ(St(1eV ′ )
γ
∗)A : St(eV )∗(A )→ St(eV ′)∗St(τV )∗(A )
is a natural equivalence (notation of (2.3.8) and (5.5.23)).
Proof of the claim. This follows by combining corollary 5.7.26 and [51, Th.1’ and Cor.1].
Notice that the proof of loc.cit. relies on proposition 1 of the same article; for the latter, a
complete proof is available in [75, Exp.XX, Prop.6.3.2]. More precisely, in the latter reference,
the required results are stated only for stacks in groupoids; however, a direct inspection shows
that the proofs work verbatim for arbitrary ind-finite stacks. ♦
Notice as well the pseudo-natural equivalences of pseudo-functors :
(15.7.11) St(eU )∗
∼→ St(eV )∗ ◦ St(ψU )∗ St(τV )∗ ◦ St(q)∗ ∼→ St(q′)∗ ◦ St(τΣ)∗.
Claim 15.7.12. The base change transformation
Υ(St(1q◦ψU )
γ
∗) : St(q)
∗ ◦ St(ψΣ)∗ → St(ψU )∗ ◦ St(jΣ)∗
is a pseudo-natural equivalence.
Proof of the claim. For every subset Λ ⊂ [n] we consider the oriented square of lex-sites :
DΛ :
XhΛ,e´t
jΛ //
ψΛ

✌✌✌✌
 1ψ◦j′
Λ
Xe´t
ψ

V hΛ,e´t
qΛ // Ve´t.
According to corollary 5.7.26, it suffices to check that the base change transformation
Υ(St(1ψ◦j′Λ)
γ
∗) : St(qΛ)
∗ ◦ St(ψ)∗ → St(ψΛ)∗ ◦ St(jΛ)∗
is a pseudo-natural equivalence for every such Λ. However, V hΛ is the limit of a cofiltered
system of quasi-compact and quasi-separated V -schemes (VΛ,i | i ∈ I) with affine transition
morphisms, and XhΛ is the limit of the induced cofiltered system (XΛ,i := X ×V VΛ,i | i ∈
I); hence V hΛ,e´t and X
h
Λ,e´t represent the 2-limits of the induced systems of lex-sites V•,e´t :=
(Vi,e´t | i ∈ I) andXΛ,•,e´t := (XΛ,i,e´t | i ∈ I). We regard I as a category (see example 1.1.6(iii)),
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and we may assume that I admits a final object i0 such that VΛ,i0 = V ; then VΛ,•,e´t and XΛ,•,e´t
yield fibred lex-sites V Λ,•,e´t andXΛ,•,e´t over I , and the system of projections (XΛ,i → VΛ,i | i ∈
I) induces a morphism of fibred lex-sites XΛ,•,e´t → V Λ,•,e´t. Then the assertion follows from
corollary 5.7.30. ♦
Now, from proposition 5.6.34 we see that Σ+o2,n × E is an ind-finite stack, and then the same
holds for F (theorem 5.6.33), and also for F ′, again by proposition 5.6.34. Set
E ′ := St(τe´t)
∗ ◦ St(ψe´t)∗(E ).
From (15.7.11) and claims 15.7.10 and 15.7.12, we deduce an equivalence of stacks :
G
∼→ St(eV ′)∗ ◦ St(q′)∗ ◦ St(τΣ)∗ ◦ St(ψΣ)∗(Σ+o2,n × E )
∼→ St(eV ′)∗ ◦ St(q′)∗ ◦ St(lV ′)∗(E ′).
Once again, by corollary 5.7.2(ii) the projection Σ+o2,n × V ′e´t → V ′e´t is a weak morphism of sites,
for the topology of the total site, and is left adjoint to lV , so we get an equivalence
St(lV ′)
∗(E ′)
∼→ Σ+o2,n × E ′
(proposition 5.4.29(ii,iii)). Similarly, the functor q′ admits a left adjoint
s : V ′f• → Σ+o2,n × V ′e´t ([j]
ϕ−→ [n], U f−→ Vϕ([j])) 7→ (ϕ, U f−→ Vϕ([j]) → V ′)
and as explained in remark 5.7.34, the functor s is cocontinuous and is a weak morphism of
sites, for the topologies of the total sites, whence a pseudo-natural equivalence :
St(q′)∗
∼→ St(s)∗.
Summing up, we obtain an equivalence of stacks :
(15.7.13) G
∼→ St(eV ′)∗ ◦ St(s)∗(Σ+o2,n × E ′).
Lastly, consider the functor
Ψ+ : Σ+o2,n → V ′e´t ([j] ϕ−→ [n]) 7→ V ′ϕ([j])
and let Ψ : Σo2,n → V ′e´t be the restriction of Ψ+. By inspecting the definitions, we find that the
equivalence (15.7.13) identifies the functor (15.7.7) with the similar natural functor
E ′(V ′)→ 2-lim
Σ2,n
E ′(−) ◦Ψo.
The latter is an equivalence, since E ′ is a stack on V ′e´t, whence the theorem. 
15.7.14. Let f : X ′ → X be an adic morphism of topologically henselian quasi-affinoid
schemes, and (U1, . . . , Un) a finite covering of SpaX consisting of quasi-affinoid open subsets;
recall that U ′i := (Spa f)
−1Ui is a quasi-affinoid subset of SpaU , for every i = 1, . . . , n (remark
15.5.9(iv)). As in (15.7.4), define the corresponding functors
Xh• : Q(X)→ Schqcqs X ′h• : Q(X ′)→ Schqcqs
and for everyΛ ⊂ {1, . . . , n}, set UΛ :=
⋂
i∈Λ Ui (with U∅ := SpaX) and U
′
Λ := (Spa f)
−1UΛ.
To ease notation, let XΛ (resp. X
′
Λ) be the scheme underlying the quasi-affinoid scheme X
h
UΛ
(resp. X ′hU ′Λ). Recall that X
′h
U ′Λ
is the topological henselization of ZΛ := X
′ ×X XhUΛ; the
composition of the henselization morphism X ′hU ′Λ → ZΛ and the projection ZΛ → X
h
UΛ
is then
a morphism of quasi-affinoid schemes
fΛ : X
′h
U ′Λ
→ XhUΛ
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so we have a commutative diagram of schemes :
X ′Λ
fΛ //
p′Λ

XΛ
pΛ

X ′
f // X
for every Λ ⊂ {1, . . . , n}
where pΛ and p
′
Λ are the natural projections. Let also E be an ind-finite stack onXe´t, and set
E ′ := St(fe´t)
∗E EΛ := St(pΛ,e´t)
∗E E ′Λ := St(fΛ,e´t)
∗EΛ for every Λ ⊂ {1, . . . , n}.
We consider the units of adjunction :
η : E → St(fe´t)∗E ′ and ηΛ : EΛ → St(fΛ,e´t)∗E ′Λ for every Λ ⊂ {1, . . . , n}.
Lemma 15.7.15. In the situation of (15.7.14), suppose that the functor
ηΛ,XΛ : EΛ,XΛ → E ′Λ,X′Λ
is an equivalence for every non-empty Λ ⊂ {1, . . . , n}. Then ηX : EX → E ′X′ is an equivalence.
Proof. Define the category Σ+2,n, its full subcategory Σ2,n, the fibred site Σ
+
2,n and the site
(Q(X), J∗Q) as in the proof of theorem 15.7.6. We consider the functor
Φ+ : Σ+o2,n → Q(X) : ([j] ϕ−→ [n]) 7→ Uϕ([j])
and its restriction Φ : Σo2,n → Q(X). We attach likewise to the covering (U ′1, . . . , U ′n) of
SpaX ′ the corresponding functors Φ′+ : Σ+o2,n → Q(X ′) and its restriction Φ′ to Σo2,n. Then,
from Ψ+ := Xh• ◦ Φ+ and Ψ′+ := X ′h• ◦ Φ′+ we get fibred sites :
U := Σ+o2,n ×(Sch,Ψ+) (Schqcqse´t , t, J•,e´t) U ′ := Σ+o2,n ×(Sch,Ψ′+) (Schqcqse´t , t, J•,e´t).
Next, let e : Σ+o2,n → U be the functor that assigns to every ([j] ϕ−→ [n]) ∈ Ob(Σ+o2,n) the final
objectXϕ([j]) of the siteXϕ([j]),e´t; let also i : Xe´t → U be the inclusion functor which identifies
Xe´t with the fibre category of the fibration U → Σ+o2,n, over the final object [−1] ∈ Ob(Σ+o2,n).
Likewise we define the functor e′ : Σ+o2,n → U ′ and i′ : X ′e´t → U ′.
With this notation, Φ+ is a weak morphism of sites (Q(X), J∗Q) → Σ+o2,n for the topology of
the total site of Σ+o2,n, and likewise for Φ
′+. Also, both i and e are morphisms of sites for the
topologies of the total sites, and likewise for i′ and e′. Furthermore, the rule : ([j]
ϕ−→ [n]) 7→
fϕ([j]) for every ϕ ∈ Ob(Σ+o2,n) defines a natural transformation
X ′h• ◦ Φ+ ⇒ Xh• ◦ Φ′+
which, after choosing a cleavage for the fibration Sch
qcqs
e´t → Schqcqs, determines a morphism of
fibred sites ϕ : U ′ → U , which is again a morphism of sites for the topologies of the respective
total sites. A direct inspection then yields a commutative diagram of morphisms of sites :
(15.7.14)
Σ+o2,n U
′e
′
oo
iX′ //
g

X ′e´t
fe´t

Σ+o2,n U
eoo
iX // Xe´t.
By theorem 15.7.6, we associate with E a stack E/Q on (Q(X), JQ); likewise, since E
′ is also
ind-finite (theorem 5.6.33), we get the stack E ′/Q on (Q(X
′), J ′Q). Then, arguing as in the proof
of theorem 15.7.6 we get equivalences of fibrations over Σ+o2,n :
St(Φ+)∗(E/Q)
∼→ E/Σ := St(e)∗ ◦St(iX)∗E St(Φ′+)∗(E ′/Q) ∼→ E ′/Σ := St(e′)∗ ◦St(iX′)∗E ′.
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On the other hand, from diagram (15.7.14) we deduce an equivalence of stacks
St(g)∗ ◦ St(iX)∗(E ) ∼→ St(iX′)∗(E ′)
whence, by adjunction, a morphism of stacks :
St(iX)
∗(E )→ St(g)∗ ◦ St(iX′)∗(E ′)
and after composing with St(e)∗, we arrive at a morphism of fibrations over Σ
+o
2,n :
ω : E/Σ → E ′/Σ.
Now, pick cleavages for E/Σ and E
′
/Σ, and let c and c
′ be the associated pseudo-functors; then ω
corresponds to a pseudo-natural transformation ω• : c⇒ c′. Arguing as in remark 15.7.5(i), we
see that cϕ is equivalent to Eϕ([j]) for every ([j]
ϕ−→ [n]) ∈ Ob(Σ+o2,n), and likewise for c′ϕ, so we
have for every such ϕ an essentially commutative diagram of categories :
cϕ
ωϕ //

c′ϕ

Eϕ([j])
ω∗ϕ // E ′ϕ([j])
whose vertical arrows are equivalences. Lastly, since E/Q and E
′
/Q are stacks for the topologies
JQ and respectively J
′
Q, we know that the natural functors
EX → 2-lim
Σ2,n
c E ′X′ → 2-lim
Σ2,n
c′
are equivalences, hence ω∅ : EX → E ′X′ is identified, up to equivalences of categories and
isomorphisms of functors, with the induced functor
2-lim
Σ2,n
ω• : 2-lim
Σ2,n
c→ 2-lim
Σ2,n
c′.
To conclude the proof, it then suffices to check that for every ϕ : [j] → [n], the functor ω∗ϕ is
isomorphic to the functor ηΛ,XΛ , with Λ := ϕ([j]). To this aim, we notice that the right square
subdiagram of (15.7.14) can be regarded as an oriented square of links, after choosing adjoints
and fixing adjunctions for its four arrows; its orientation (from the bottom left corner to the
upper right corner) is given by the identity 1iX◦g : iX ◦ g ⇒ fe´t ◦ iX ′ . Then, proposition 5.7.3
says that the base change transformation
Υ(St(1iX◦g)
γ
∗) : St(fe´t)
∗ ◦ St(iX)∗ → St(iX ′)∗ ◦ St(g)∗
is a pseudo-natural equivalence. The assertion then follows, after combining with proposition
2.3.14 : the details shall be left to the reader. 
15.7.16. Resume the situation of (15.7.4), and let alsoX∧ := (X∧,T ∧X , A
+
X∧) be the comple-
tion of X , and denote by πX : X
∧ → X the completion morphism of quasi-affinoid schemes
(given by the counit of the adjunction of proposition 15.4.12). The morphism πX induces a
morphism of e´tale sites πX,e´t : X
∧
e´t → Xe´t, and for every stack E onXe´t we let
E ∧ := St(πX,e´t)
∗(E ).
Theorem 15.7.17. With the notation of (15.7.16), if E is ind-finite, the unit of adjunction
EX → E ∧X∧ = St(πX,e´t)∗(E ∧)X
is an equivalence of categories.
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Proof. To begin with, let f : Y → X be any f-adic morphism of quasi-affinoid schemes; since
πX : X
∧ → X is also f-adic, the fibre product Y ′ := X∧ ×X Y is well defined (example
15.4.8), and we let X∧
p1←− Y ′ p2−→ Y be the natural projections. The morphism f∧ : Y ∧ → X∧
induced by f , and the completion morphism πY : Y
∧ → Y determine a unique morphism of
quasi-affinoid schemes
g : Y ∧ → Y ′ such that p1 ◦ g = f∧ and p2 ◦ g = πY .
Moreover, since Y ∧ is complete, by adjunction g factors uniquely through a morphism of quasi-
affinoid schemes h : Y ∧ → Y ′∧ and the completion morphism πY ′ : Y ′∧ → Y ′.
Claim 15.7.18. In the foregoing situation, h is an isomorphism of quasi-affinoid schemes.
Proof of the claim. It suffices to show that the morphisms p2 ◦ πY ′ and πY satisfy the same
universal property. Thus, let Z be a complete quasi-affinoid schemes, and k : Z → Y any
morphism of quasi-affinoid schemes; the composition f ◦ k : Z → X factors uniquely through
a morphism l : Z → X∧ and πX , and there exists a unique morphism l′ : Z → Y ′ such that
p1 ◦ l′ = l and p2 ◦ l′ = k. Again, l′ factors uniquely through a morphism l′∧ : Z → Y ′∧ and
πY ′ . It follows easily that l
′∧ is the unique morphism such that p2 ◦ πY ′ ◦ l′∧ = k, whence the
contention. ♦
Claim 15.7.19. In order to prove the theorem, we may assume that X is an affinoid scheme.
Proof of the claim. Let U• := (U1, . . . , Un) be an open covering of SpaX consisting of finitely
many affinoid open subsets. (To find such U•, let AX := OX(X), and J ⊂ AX a finitely
generated ideal such that SpecAX/J = SpecAX\X; then we may take a finite set of generators
f• := (f1, . . . , fn) of J , and let U• be the standard covering associated with f•, as in (15.5.20).)
For every Λ ⊂ {1, . . . , n}, define the affinoid open subset UΛ ⊂ SpaX as in (15.7.14), and
notice that U∧Λ := (Spa πX)
−1UΛ is an affinoid open subset of SpaX
∧. To ease notation, let also
XΛ := X
h
UΛ
and X ′Λ := X
∧h
U∧Λ
, for every such Λ. Let pΛ : XΛ → X be the natural projection,
and πΛ : X
′
Λ → XΛ the morphism of affinoid schemes deduced from πX , as in (15.7.14), and
set EΛ := St(pΛ,e´t)∗E and E ′Λ := St(πΛ,e´t)
∗EΛ, for every Λ ⊂ {1, . . . , n}. By lemma 15.7.15,
in order to prove the theorem it suffices to show that the unit of adjunction
ηΛ : EΛ,XΛ → E ′Λ,X′Λ
is an equivalence for every non-empty Λ ⊂ {1, . . . , n}. To this aim, let qΛ : (XΛ)∧ → XΛ
and q′Λ : (X
′
Λ)
∧ → X ′Λ be the completion morphisms, and denote by (XΛ)∧ (resp. (X ′Λ)∧) the
scheme underlying (XΛ)
∧ ((X ′Λ)
∧); since (X ′Λ)
∧ is also the completion ofX∧×X XΛ (remark
15.4.10(vi) and corollary 8.4.14(i)), claim 15.7.18 yields an isomorphism of affinoid schemes
(15.7.20) h : (XΛ)
∧ ∼→ (X ′Λ)∧ such that πΛ ◦ q′Λ ◦ h = qΛ.
Set E ∧Λ := St(qΛ,e´t)
∗EΛ and E ′∧Λ := St(q
′
Λ,e´t)
∗E ′Λ, and denote
η∧Λ : EΛ,XΛ → E ∧Λ,(XΛ)∧ and η′∧Λ : E ′Λ,XΛ → E ′∧Λ,(X′Λ)∧
the units of adjunction. Now, up to equivalences of categories and isomorphisms of functors,
the composition η′∧Λ ◦ ηΛ is naturally identified with the counit
EΛ,XΛ → (St((πΛ ◦ q′Λ)e´t)∗EΛ)(X′Λ)∧
and the latter is an equivalence if and only if the same holds for η∧Λ, due to (15.7.20). Thus, if
both η∧Λ and η
′∧
Λ are equivalences, the same will follow for ηΛ. Summing up, the theorem will
follow for the quasi-affinoid scheme X , once we have shown that the theorem holds for the
affinoid schemesXΛ and X
′
Λ, for every non-empty Λ ⊂ {1, . . . , n}, whence the claim. ♦
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For every scheme Y and every finite group G, let GY be the group scheme G × Y over Y ;
recall that a (right) G-torsor on Ye´t is the datum of a surjective e´tale morphism of schemes
Z → Y , together with a morphism ρ : Z ×Y GY → Z that induces an action of the group
GY (T ) of T -sections of GY on the set Z(T ) of T -sections of Z, for every Y -scheme T , and
such that ρ and the projection Z ×Y GY → Z induce an isomorphism
Z ×Y GY ∼→ Z ×Y Z.
A morphism of GY -torsors (Z, ρ)→ (Z ′, ρ′) is a morphism of schemes Z → Z ′ compatible in
the obvious way with the morphisms ρ and ρ′. Clearly the G-torsors over Ye´t form a category :
Tors(Ye´t, G).
According to [75, Exp.XX, Prop.6.3.2], in order to prove the theorem, it suffices to check that :
(i) for every sheafF onXe´t, the natural mapH0(Xe´t,F )→H0(X∧e´t, π˜∗X,e´tF ) is bijective
(ii) For every finite group G, and every finite morphism of schemes Y → X , the natural
functor Tors(Ye´t, G)→ Tors((X∧ ×X Y )e´t, G) is an equivalence of categories.
Moreover, according to [8, Exp.XII, Prop.6.5(i)], condition (i) is equivalent to :
(iii) For every finite morphism of schemes Y → X , the natural map H0(Ye´t,Z/2Z) →
H0((X∧ ×X Y )e´t,Z/2Z) is bijective.
However, for every scheme Z, the groupH0(Ze´t,Z/2Z) is naturally identified with the auto-
morphism group of the trivial Z/2Z-torsor on Ze´t, so (iii) follows from (ii), for G := Z/2Z.
Now, for every finite morphism of schemes f : Y → X , let Y := Y ×X X , and recall
that the morphism of quasi-affinoid schemes f : Y → X is f-adic (see example 15.4.9(v)),
hence Y ′ := X∧×X Y is well defined, and according to claim 15.7.18 we have an isomorphism
h : Y ∧
∼→ Y ′∧ of quasi-affinoid schemes. Let G be any finite group; we deduce an essentially
commutative diagram :
Tors(Ye´t, G) //

Tors(Y ′e´t, G)

Tors(Y ∧e´t , G)
// Tors(Y ′∧e´t , G)
where Y ′, Y ∧, Y ′∧ are the schemes underlying respectively Y ′, Y ∧, Y ′∧. The vertical arrows
are induced by πY : Y
∧ → Y and πY ′ : Y ′∧ → Y ′, and the bottom horizontal arrow is
induced by h, so it is an equivalence. Hence, condition (ii) will follow for f : Y → X , if
we show that the vertical arrows of the diagram are equivalences. Moreover, by comparing
the respective universal properties, we easily obtain a natural isomorphism of affinoid schemes
Y ′
∼→ (X∧ ×X Y ) ×X∧ X∧; since X∧ is topologically henselian, example 15.4.9(vi) implies
that the same holds for Y ′. With claim 15.7.19, we are then reduced to checking that for every
topologically henselian affinoid scheme (X,TX , A
+
X) and every finite group G, the completion
morphism induces an equivalence Tors(Xe´t, G)→ Tors(X∧e´t, G).
Let A0 ⊂ A := OX(X) be a subring of definition; let also (Ai | i ∈ I) be the filtered system
of finite type A0-subalgebras of A. For every i ∈ I , endow Ai and A+i := Ai ∩ A+X with the
topologies Ti and T
+
i induced by the inclusions into A. Let A
∧
0 be the completion of A0; then
the completions of Ai and A
+
i are respectively A
∧
i := A
∧
0 ⊗A0 Ai and A∧+i := A∧0 ⊗A0 A+i for
every i ∈ I , and the completion of A is A∧ := A∧0 ⊗A0 A, so A∧ is the colimit of the induced
filtered system of A∧0 -algebras (A
∧
i | i ∈ I). Set as well Xi := SpecAi and X∧i := SpecA∧i ,
and let T ∧i be the topology of A
∧
i , for every i ∈ I; then Xi := (Xi,Ti, A+i ) is a topologically
henselian affinoid scheme (proposition 8.4.2(iii)), and its completionX∧i is (X
∧
i ,T
∧
i , A
∧+
i ).
From [43, Ch.IV, Th.8.8.2, Th.8.10.5, Th.11.2.6] it follows easily that the natural functors
2-colim
i∈I
Tors(Xi,e´t, G)→ Tors(Xe´t, G) 2-colim
i∈I
Tors(X∧i,e´t, G)→ Tors(X∧e´t, G)
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are equivalences of categories. Hence it suffices to check that for every i ∈ I the functor
Tors(Xi,e´t, G)→ Tors(X∧i,e´t, G)
is an equivalence. We may therefore assume from start that A is an A0-algebra of finite type,
say A = A0[t1, . . . , tn] for a finite sequence t• := (t1, . . . , tn) of elements of A. For every
k = 0, . . . , n, we shall say that the sequence t• is adequate up to k if for every i = 1, . . . , k,
either one of the following conditions holds :
(a) ti ∈ A+
(b) ti ∈ A× and 1/ti ∈ A+.
Claim 15.7.21. In order to prove the theorem, we may assume that t• is adequate up to n.
Proof of the claim. Suppose that the theorem is known for every f-adic ring A generated over
some topologically henselian subring of definition A0 by a sequence of elements (t1, . . . , tn)
adequate up to n. We argue by descending induction on k ≤ n, that the theorem then also holds
for every f-adic ring generated over any such subring A0 by a sequence (t1, . . . , tn) that is only
adequate up to k. If k = n, there is nothing to show; let then k ≤ n and t• a sequence adequate
up to k − 1, and suppose that we have already proved our assertion for all sequences adequate
up to k. Let A be the affinoid ring (A,A+); we consider the affinoid rings
B := A
(
1, tk
1
)
C := A
(
1, tk
tk
)
D := B ⊗A C
(notation of (15.5.1) and example 15.4.5(i)). Explicitly, we have B = (B,B+) and C =
(C,C+), where the ring underlying the topological ring B (resp. C) is A (resp. A[1/tk]) and
B+ (resp. C+) is the integral closure in B (resp. in C) of A+[tk] (resp. of A
+[1/tk]); moreover,
B (resp. C) admits the ring of definition B0 := A0[tk] (resp. C0 := A0[1/tk]). Recall that the
topological henselization Bh of B is Bh0 ⊗B0 B, with Bh0 the topological henselization of B0.
Hence the image in Bh of the sequence t• generates the f-adic B
h
0 -algebra B
h, and is adequate
up to k. Likewise we see that the image of t• generates the C
h
0 -algebra C
h, and then the same
follows for the image of t• in the topological ring underlying D
h : the details are left to the
reader. By inductive assumption, the theorem then holds for the affinoid schemes SpecBh,
SpecCh and SpecDh. But notice that Bh and Ch represent two affinoid open subsets U ′ and
U ′′ of SpaX , and Dh represents U ′ ∩ U ′′; more precisely, (U ′, U ′′) is the standard covering
of SpaA associated with the sequence (1, tk) (see (15.5.20)); arguing as in the proof of claim
15.7.19, we deduce that the theorem holds for SpecA, as required. ♦
Henceforth, we assume that t• is an adequate sequence up to n; let S := {i ≤ n | ti ∈ A+}
and T := {1, . . . , n} \ S, and set t′i := ti for every i ∈ S and t′i := 1/ti for every i ∈ T .
Moreover, set t :=
∏
i∈T t
′
i. The subring A
′
0 := A0[t
′
1, . . . , t
′
n] is open and bounded in A, hence
it is a subring of definition of A, and after replacing A0 by A
′
0 we may assume that A = A0[t
−1]
for an element t ∈ A0 ∩ A×. Let I0 ⊂ A0 be a finite type ideal of adic definition, and denote
by B the topological ring whose underlying ring is the same as A, and whose topology is the
(t, I0)-adic topology as defined in [52, Def.5.4.10(ii)] (invoking remark 8.3.2(i), it is easily seen
that the (t, I0)-adic topology is a ring topology on A).
Since t ∈ A×, the ideal tnI0 is open in A for every n ∈ N, therefore the identity is a
continuous map A→ B, and its completion is a morphism of topological rings :
f : A∧ → B∧.
Let also g : A → A∧ and h : B → B∧ be the completion maps, I∧0 the topological closure of
the image of I0 in A
∧, and T the (t, I∧0 )-adic topology on A
∧. We notice :
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Claim 15.7.22. The map f is also a morphism (A∧,T )→ B∧ of topological rings, and induces
an isomorphism of topological rings :
f∧ : (A∧,T )∧
∼→ B∧.
Proof of the claim. Let J∧0 be the topological closure of the image of I0 in B
∧; it is clear that
f is a continuous map (A∧,T ) → B∧, since f(tnI∧0 ) ⊂ tnJ∧0 for every n ∈ N. In order to
show that f∧ is an isomorphism, we apply the criterion of theorem 8.2.8(iii) : first, obviously
the image of f is dense in B∧, since the image of A in B∧ is already dense. It remains to check
that T agrees with the topology induced from B∧ via f∧; we show more precisely :
tnI∧0 = f
−1(tnJ∧0 ) for every n ∈ N.
Indeed, since both tnI∧0 and f
−1(tnJ∧0 ) are open subgroups of (A
∧,T ), it suffices to check
that g−1(tnI∧0 ) = g
−1(f−1(tnJ∧0 )); but g
−1(tnI∧0 ) = t
ng−1(I∧0 ) = t
nI0, and g
−1(f−1(tnJ∧0 )) =
h−1(tnJ∧0 ) = t
nh−1(J∧0 ) = t
nI0. ♦
Since h = f ◦ g, it suffices to check that f and h induce equivalences of categories
Tors((SpecA∧)e´t, G)
∼→ Tors((SpecB∧)e´t, G) ∼←− Tors((SpecA)e´t, G).
Now, the pair (A0, I0) is henselian by assumption, and since A
∧
0 is complete for the I
∧
0 -adic
topology, also the pair (A∧0 , I
∧
0 ) is henselian; it then follows that the pairs (A0, tI0) and (A
∧
0 , tI
∧
0 )
are henselian [52, Rem.5.1.10(iv)]. By [52, Prop.5.4.53] and claim 15.7.22, we deduce that f
and h induce equivalences of categories of finite e´tale morphisms
(15.7.23) Cov(SpecA∧)
∼→ Cov(SpecB∧) ∼←− Cov(SpecA)
(notation of (13.1)). Now, for any scheme Y , the G-torsors over Ye´t are the objects ϕ : Z → Y
of Cov(SpecA∧) endowed with a (right) G-action and such that ϕ is a surjective morphism.
Such a morphism has an open and closed image in Y , hence it is surjective if and only if
it is an epimorphism (in the category Cov(Y )). The equivalences (15.7.23) induce formally
equivalences for the corresponding categories of objects endowed with G-action (details left to
the reader), and obviously respect epimorphisms, whence the contention. 
Remark 15.7.24. For every finite group G, let CG be the category with Ob(CG) = {o} and
such that the monoid HomCG(o, o) is isomorphic to G. For every scheme X , let also CG,Xe´t be
the constant presheaf on Xe´t with value CG. By arguing as in the proof of lemma 15.7.1, it is
easily seen that the associated stack C aG,Xe´t is naturally equivalent to the stack of G-torsors on
Xe´t : the details shall be left to the reader.
15.7.25. For every U ∈ Ob(Q(X)), choose a complete and separated quasi-affinoid scheme
X∧U := (X
∧
U ,T
∧
U , A
∧+
U ) representing the sub-presheaf h
′′
U ⊂ h′′X∧ (notation of remark 15.5.9(i)).
Any inclusion U ⊂ U ′ of quasi-affinoid subsets of SpaX induces a morphism jUU ′ : X∧U →
X∧U ′ of quasi-affinoid schemes (cp. (15.5.11)), and for any further inclusion U
′ ⊂ U ′′ we have
jU ′U ′′ ◦ jUU ′ = jUU ′′
whence a well defined functor
X∧• : Q(X)→ Sch U 7→ X∧U
and we consider the fibration over Q(X)
Cov∧X := Fib(X
∧
• )
∗(Cov)
where the fibration Cov→ Sch is defined as in (15.7). With this notation, we can now state :
Corollary 15.7.26. The fibration Cov∧X is a stack on the site (Q(X), JQ).
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Proof. We have already remarked that the stack CovXe´t is ind-finite on Xe´t, hence the fibration
(CovXe´t)/Q is a stack on (Q(X), JQ), by theorem 15.7.6. But from theorem 15.7.17 we easily
deduce an equivalence of fibrations (CovXe´t)/Q
∼→ Cov∧X , whence the assertion. 
Remark 15.7.27. A variant of corollary 15.7.26 appears in [81, Th.2.6.9].
15.7.28. We wish to give an explicit description, up to natural equivalence of categories, of
the stalks of the fibration Cov∧X . Hence, let x ∈ SpaX be any point; recall that the stalk of
Cov∧X over x is the category
Cov∧X(x) := 2-colim
U∈Q(X,x)o
Cov(X∧U)
where Q(X, x) denotes the set of all quasi-affinoid open neighborhoods of x in SpaX , which
is cofiltered by inclusion. Pick a finitely generated ideal J ⊂ AX := OX(X) such that X =
SpecAX \ SpecAX/J , and let f0, . . . , fn be a finite system of generators of J . Set Ui :=
RAX
(
f0,...,fn
fi
) ∩ SpaX for i = 0, . . . , n. Then we have
U0 ∪ · · · ∪ Un = SpaX
and we may assume that x ∈ U0. Notice that h′′U0 is represented by a quasi-affinoid scheme
X∧U0 := (X
∧
U0
,T ∧U0, A
∧+
U0
) with X∧U0 = SpecO
∧
SpaX(U0). Then, since X
∧
U0
is affine, every ratio-
nal subset of SpaX∧U0 containing x is likewise represented by a quasi-affinoid scheme whose
underlying scheme is affine, and the system of such rational subsets is naturally identified with a
cofinal subset of Q(X, x). Taking into account lemma 13.1.6, we deduce a natural equivalence
Cov∧X(x)
∼→ Cov(SpecO∧SpaX,x).
• Next, if x is analytic, combining with lemma 15.5.14(i,v.c), proposition 9.1.16(iii) and [44,
Ch.IV, Prop.18.5.15] we arrive at a natural equivalence
Cov∧X(x)
∼→ Cov(Specκ(x∧)) ∼→ Cov(Specκ(x)∧)
where κ(x∧) is the residue field of the natural valuation | · |∧x on O∧SpaX,x, and κ(x)∧ is the
completion of κ(x∧) for its valuation topology (see (15.5.12)).
• Lastly, if x is non-analytic, lemma 15.5.14(vi.b) and [52, Th.5.5.7(iii)] yield the natural
equivalence
Cov∧X(x)
∼→ Cov(SpecO∧SpaX,x/A◦◦XO∧SpaX,x).
16. PERFECTOID RINGS AND PERFECTOID SPACES
In this chapter we develop a generalization of Scholze’s theory of perfectoid rings and per-
fectoid spaces.
16.1. Distinguished elements and transversal pairs. Let p be a prime number, (A,T ) a
complete and separated topological ring whose topologyT is linear and coarser than the p-adic
topology. Remark 9.4.12(ii) endows the topological monoid E(A) with a natural structure of
perfect topological Fp-algebra, such that :
• For every topologically nilpotent ideal I ⊂ A containing pA, and which is either closed
for the topology T , or else finitely generated and closed for the p-adic topology of A,
the projection πI : A→ A/I induces an isomorphism of topological rings
E(πI) : E(A)
∼→ E(A/I)
where A/I is endowed with the quotient topology induced by T via πI .
• Moreover, if (A′,T ′) is any other topological ring fulfilling the above conditions, and
f : A→ A′ is any continuous ring homomorphism, the map E(f) : E(A)→ E(A′) is
a morphism of topological rings.
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In light of this canonical identification ofE(A) with E(A/I), we shall henceforth write slightly
abusively
uA/I : E(A)→ A/I
for the map that would be denoted uA/I ◦ E(πI), or equivalently, πI ◦ uA, with the notation of
section 9.4. Another basic construction of this chapter shall be the topological ring :
A(A,T ) := W (E(A))
where W (−) denotes the ring of Witt vectors as in (9.3.11). From remark 9.4.9(i) and lemma
9.3.33(ii,iii) we also know that the topologies of E(A) and A(A,T ) are linear, complete and
separated. Unless we have to deal with several different topologies on A, we shall usually
omit mentioning explicitly T , and write simplyA(A). According to proposition 9.3.45(ii), the
ring A(A) is also complete and separated for its p-adic topology, and the same holds for A,
by lemma 8.3.12; moreover we see from (9.3.42) that p is a regular element of A(A), and by
remark 9.3.28(i) the ghost component ω0 descends to an isomorphism of topological rings
A(A)⊗Z Fp ∼→ E(A)
provided we endowA(A)⊗Z Fp with the quotient topology induced fromA(A) via the projec-
tion A(A) → A(A) ⊗Z Fp. The map ω0 also admits a continuous set-theoretic multiplicative
splitting, the Teichmu¨ller mapping of (9.3.35), which will be here denoted :
τA : E(A)→ A(A).
Lemma 16.1.1. With the notation of (16.1), the following holds :
(i) There exists a unique ring homomorphism uA : A(A) → A that makes commute the
diagram :
A(A)
uA //
ω0

A
πpA

E(A)
uA/pA // A/pA.
(ii) The map uA is continuous for the topology T and the topology ofA(A,TA).
(iii) A(A)× = u−1A (A
×).
(iv) uA ◦ τA = uA.
Proof. We have already remarked that A is complete and separated for its p-adic topology, and
the filtration (Jn := p
nA | n ∈ N) of A trivially fulfills the condition of lemma 9.3.4; therefore
(i) follows immediately from proposition 9.3.53(iii). More precisely, (9.3.54) translates as the
following explicit expression for uA :
u(a) =
∑
n∈N
pn · uA(ap−nn ) for every a := (an | n ∈ N) ∈ A(A)
from which (ii) follows easily : details left to the reader.
(iii): The inclusion A(A)× ⊂ u−1A (A×) is obvious. For the converse, let α ∈ A(A) be any
element such that uA(α) ∈ A×; then ω0(α) ∈ u −1A (A×). By remark 9.4.5(iii) we deduce that
ω0(α) ∈ E(A)×, so it remains only to notice that ω−10 (E(A)×) = A(A)×, due to proposition
9.3.45(iii).
(iv) is clear from the foregoing explicit formula for uA. 
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Furthermore, A(A) is endowed with an automorphism σA : A(A) → A(A) that lifts the
Frobenius map of E(A), i.e. such that the horizontal arrows of the diagram :
(16.1.2)
A(A)
σA //
ω0

A(A)
ω0

E(A)
ΦE(A) //
τA
OO
E(A)
τA
OO
commute with the downward arrows (proposition 9.3.22(iii)). The horizontal arrows commute
also with the upward ones, due to (9.3.44).
16.1.3. Keep the notation of (16.1), and recall that τA induces a continuous map Spec τA :
SpecA(A) → SpecE(A) as in proposition 9.3.67(ii); in light of lemma 16.1.1(iv) and remark
8.1.20(ii) we deduce a continuous and spectral map
Spec uA := (Spec τA) ◦ (Spec uA) : SpecA→ SpecE(A) p 7→ u −1A p.
Moreover, due to proposition 9.3.67(iv), every morphism ϕ : A → A′ of topological algebras
that fulfill the conditions of (16.1) induces a commutative diagram of topological spaces :
(16.1.4)
SpecA′
SpecuA′ //
Specϕ

SpecE(A′)
SpecE(ϕ)

SpecA
Spec uA // SpecE(A).
Lemma 16.1.5. In the situation of (16.1.3), let p ∈ SpecA be any prime ideal, set q :=
Spec uA(p) ∈ SpecE(A), and let πp : A → κ(p), πq : E(A) → κ(q) be the projections. If p
is a closed subset in the p-adic topology of A, then uA induces a morphism of multiplicative
monoids
up : κ(q)→ κ(p) such that up ◦ πq = πp ◦ uA.
Proof. Since uA is continuous for the p-adic topologies, u
−1
A p is a closed subet for the p-adic
topology ofA(A), so the assertion follows immediately from proposition 9.3.67(iii). 
With the following definition, we single out certain elements ofA(A) that shall play a special
role in the study of perfectoid rings.
Definition 16.1.6. Let (E,T ) be any topological Fp-algebra.
(i) An element (an | n ∈ N) ∈ W (E) is called distinguished if a0 is topologically nilpotent
in E, and a1 ∈ E×.
(ii) An ideal ofW (E) is called distinguished if it is generated by a distinguished element.
Remark 16.1.7. Let E be any topological Fp-algebra, a := (an | n ∈ N) and b := (bn | n ∈ N)
two elements ofW (E), such that a is distinguished and set c := a · b.
(i) Suppose that the topology of E is linear, complete and separated. Then c is distinguished
if and only if b is invertible in W (E). Indeed, say that c = (cn | n ∈ N). Then remark 9.3.8
says that c0 = a0b0, especially c0 is topologically nilpotent. Also, c1 = a
p
0b1 + a1b
p
0, and notice
that b0 ∈ E×, if and only if b ∈ W (E)× (proposition 9.3.45(iii)); on the other hand, since the
topology of E is linear, ap0b1 is topologically nilpotent (remark 8.3.9(v)). Since the topology of
E is linear, complete and separated, it follows that c1 is invertible if and only if the same holds
for b0 (details left to the reader), whence the assertion.
(ii) If E is reduced, then every distinguished ideal ofW (E) is a closed subset for the p-adic
topology ofW (E) and a freeW (E)-module of rank one (proposition 9.3.48(i,v)).
(iii) Let E be as in (i), and I, J ⊂W (E) any two distinguished ideals such that I ⊂ J ; then
(i) implies that I = J . By the same token, we see that every generator of I is distinguished.
FOUNDATIONS FOR ALMOST RING THEORY 1421
Indeed, let a1 and a2 be any two generators of I; then there exists u := (un | n ∈ N) ∈ W (E)
such that a2 = u · a1. Let N ⊂ E be the nilpotent ideal, and endow Ered := E/N with
the quotient topology induced from E; it follows from (ii) that the image of u is invertible in
W (Ered), therefore the image of u0 is invertible in Ered, so u0 is invertible in E, and finally u is
invertible inW (E) (proposition 9.3.45(iii)).
Example 16.1.8. With the notation of example 9.3.79, notice that the only distinguished ele-
ments of W (A,TT ) = Zp{T 1/p∞} are of the form pu, where u ∈ W (A,TT )× is an arbitrary
element; especially, the only distinguished ideal of Zp{T 1/p∞} is the principal ideal generated
by p. On the other hand, the distinguished elements of W (A∧,T ∧T ) are all those of the form
pu + aT λ, where a (resp. u) is an arbitrary element (resp. invertible element) of W (A∧,T ∧T ),
and λ ∈ N[1/p] is any strictly positive number.
The following result shall be applied to produce useful distinguished elements in various
situations.
Lemma 16.1.9. Let E be an Fp-algebra, I ⊂ W (E) an ideal, α := (αn | n ∈ N) ∈ I any
element, β• := (β1, . . . , βk) a finite system of elements of E. Denote by J the ideal generated
by β•, and by u : W (E)→ A :=W (E)/I the natural projection. Suppose furthermore that :
(a) α0 lies in the Jacobson radical of E and α1 ∈ E×.
(b) The Frobenius endomorphism ΦE of E is surjective.
(i) Then the following conditions are equivalent :
(c) pA is contained in the ideal of A generated by (u ◦ τE(β1), . . . , u ◦ τE(βk)).
(d) There exists an element α′ := (α′n | n ∈ N) ∈ I such that α′0 ∈ J and the image of α′1
is invertible in E/J .
(e) There exists an element α′ := (α′n | n ∈ N) ∈ I such that α′0 ∈ J and α′1 ∈ E×.
(ii) Suppose furthermore that I = αW (E). Then (c),(d) and (e) are also equivalent to :
(f) α0 ∈ J .
Proof. (c)⇒(d): Assumption (c) implies that there exist γ1, . . . , γk ∈ W (E) such that
α′ := p +
k∑
i=1
γi · τE(βi) ∈ I
and we claim that (d) holds for this α′. Indeed, α′0 =
∑k
i=1ω0(γi) · βi ∈ J , and clearly the
image of α′ inW (E/J) equals p, i.e. α′1 ≡ 1 (mod J).
(d)⇒(c): Let α′ be as in (d); then there exists λ ∈ E such that λ ·α1 ∈ 1+J , and assumption
(b) implies that λ = γp for some γ ∈ E. Recall that α′′ := τE(γ) · α′ = (γpn · α′n | n ∈ N)
(proposition 9.3.37(i)); we may then replace α′ by α′′, after which we may assume that α′1 ≡ 1
(mod J). Say that α′0 =
∑k
i=1 ciβi for some c1, . . . , ck ∈ E, and set
δ := α′ −
k∑
i=1
τE(ci) · τE(βi).
Notice that δ0 = 0, and the images of α
′ and δ agree in W (E/J). Invoking (b) again, we
may find γ ∈ E such that γp = δ1, and after replacing α′ by τA(γp−1) · α′, and ci by γp−1ci
for i = 1, . . . , k, we may further assume that δ1 ≡ 1 (mod ΦE(J)). In this case, say that
δ1 = 1+
∑k
i=1 d
p
iβ
p
i for some d1, . . . , dk ∈ E; taking into account remark 9.3.8(ii) and (9.3.42)
we see that
δ ≡ p+ p ·
k∑
i=1
τE(di) · τE(βi) (mod p2W (E)).
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Summing up, we conclude that there exists x ∈ W (E) such that p + p2x − α′ lies in the ideal
generated by (τE(β1), . . . , τE(βk)). Hence, p · (1 + p · u(x)) lies in the ideal generated by
(u ◦ τE(β1), . . . , u ◦ τE(βk)). Lastly, we have 1 + p · x ∈ W (E)×, since p is topologically
nilpotent inW (E), whence (c).
Obviously, (e)⇒(d), so we suppose that (d) holds, and we show (e). Arguing as in the fore-
going, we may assume that α′1 ≡ 1 (mod J). Next, using (b) we find γ ∈ E such that γp = α′1,
and after replacing α′ by τE(γ
p−1) · α′, we may even assume that α′1 ≡ 1 (mod ΦE(J)).
Likewise, we may find δ ∈ E such that δp = α−11 , and after replacing α by τE(δ) · α we may
assume that α1 = 1. Now, write α
′
1 = 1− xp for some x ∈ J , and set
α′′ := α′ + τE(x) · α.
In light of remark 9.3.8(ii), we easily see that α′′0 ∈ J and α′′1 − 1 ∈ α0E. Since α0 lies in the
Jacobson radical of E, it follows that α′′1 ∈ E×, whence (e).
Lastly, suppose that I = αW (E). In this case, we already know that (f)⇒(e). Conversely,
if (e) holds, remark 9.3.8(ii) shows that there exists β := (βn | n ∈ N) ∈ W (A) with
α0β0 ∈ J and αp0β1 + α1βp0 ∈ E×.
Then, since α0 is in the Jacobson radical of E, we deduce that α1β
p
0 ∈ E×, so also β0 ∈ E×,
and (f) follows. 
16.1.10. Additionally, often we will be dealing with pairs (a,K ) consisting of an ideal K in
a given Fp-algebra E, and an element a ∈ W (E) (usually a shall be a distinguished element);
then we shall say that (a,K ) is a transversal pair if we have
W (K ) ∩ aW (E) = aW (K ).
This property plays a crucial role in several questions about perfectoid rings, and the follow-
ing proposition collects a few example of such pairs. One more case is given by theorem
16.3.36(iv).
Proposition 16.1.11. Let E be any perfect Fp-algebra, and a := (an | n ∈ N) ∈ W (E) any
element. The following holds :
(i) Suppose that a1 ∈ E×, and let J1, J2 ⊂ E be any two ideals such that
(a) J
〈1〉
1 E = J1 and J
〈1〉
2 E = J2
(b) there exist n,m ∈ N such that an0J1 ⊂ J2 and am0 J2 ⊂ J1.
Then the pair (a, J1) is transversal if and only if the same holds for the pair (a, J2).
(ii) Suppose that E =
∑
n∈N anE. Then the pair (a, I
⌊r⌋E) is transversal, for every ideal
I ⊂ E and every r ∈ R+ (notation of remark 9.3.71(i)).
(iii) Let J ⊂ E be any ideal such that J 〈1〉E = J . Then the pair (p, J) is transversal.
Proof. (iii) is immediate from (9.3.46) and remark 9.3.71(iv).
(i): First, we show that the assertion holds in the special case where n = 0 and m = 1. To
begin with, from lemma 9.3.27(i) and our assumption on a1 we obtain
a = τE(a0) + pu for some u ∈ W (E)×.
Notice as well that a is a regular element of W (E), by virtue of proposition 9.3.48(i). Now,
suppose first that the pair (a, J1) is transversal, and let x ∈ W (E) be any element such that
a · x ∈ W (J2); then τE(a0) · a · x ∈ W (J1) (proposition 9.3.37(i)), so τA(a0) · x ∈ W (J1), by
assumption. Hence pu ·x = (a− τA) ·x ∈ W (J2), so px ∈ W (J2)∩pW (E) = pW (J2), where
the last equality follows from (i.a) and (iii); therefore x ∈ W (J2), as p is regular inW (E).
Likewise, suppose that (a, J2) is a transversal pair, and let x ∈ W (E) be any element such
that a · x ∈ W (J1); then a · x ∈ W (J2), so x ∈ W (J2), and τE(a0) · x ∈ W (J2) (again,
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by proposition 9.3.37(i)). It follows that pu · x = (a − τE(a0)) · x ∈ W (J2), whence px ∈
W (J2) ∩ pW (E) = pW (J2), so x ∈ W (J2), as required.
Next, let (J1, J2) be any pair of ideals fulfilling conditions (i.a) and (i.b). Notice that we have
(ai0J1)
〈1〉E = ai0J1 for every i ∈ N (lemma 9.3.70(iii)), and the foregoing case implies that
assertion (i) holds for the pair (ai0J1, a
i+1
0 J1), for every i ∈ N. It follows that assertion (i) also
holds for the pair (J1, a
n
0J1); consequently we are reduced to showing assertion (i) for the pair
(J2, a
n
0J1), and notice that a
m+n
0 J2 ⊂ an0J1. Thus, we may replace J1 by an0J1, m by n + m,
and assume from start that J1 ⊂ J2 and am0 J2 ⊂ J1. Now, we have
a0 · (J1 + ai0J2)〈1〉E = (a0J1 + ai+10 J2)〈1〉E ⊂ (J1 + ai+10 J2)〈1〉E for every i ∈ N
so that – again by the foregoing case – we know that assertion (i) holds for the pair
((J1 + a
i
0J2)
〈1〉E, (J ′ + ai+10 J2)
〈1〉E) for every i ∈ N
and then it also holds for the pair ((J1 + a
m
0 J2)
〈1〉E, (J1 + J2)
〈1〉E); but (J1 + a
m
0 J2)
〈1〉E = J1
and (J1 + J2)
〈1〉E = J2, whence the contention.
(ii): Indeed, let b ∈ W (A) be any element, and suppose that a · b ∈ W (I⌊r⌋E). Define RE as
in lemma 9.3.85; by lemma 9.3.85(iv) and proposition 9.3.82(iii), we deduce that
|a|1 · |b|1 = |a · b|1 ≤ |I|r for every | · | in RE .
But since the system {an | n ∈ N} generates E, it is easily seen that |a|1 = 1 for every | · | in
RE. We conclude that |b|1 ≤ |I|r for every such | · |, and then the assertion follows, again by
invoking lemma 9.3.85(iv). 
Corollary 16.1.12. Let E be a perfect Fp-algebra, b• := (b1, . . . , bn) a finite system of elements
of E, and I ⊂ W (E) the ideal generated by (τE(b1) . . . , τE(bn)). Let also a := (an | n ∈
N) ∈ W (E) be any element, and suppose that :
(a) E =
∑
n∈N anE.
(b) W (E) is complete and separated for its I -adic topology.
Then aW (E) is a closed ideal for the I -adic topology of W (E).
Proof. Let I ⊂ E be the ideal generated by b•. Taking into account proposition 9.3.78(i)
and lemma 9.3.70(iv), we easily see that the I -adic topology on W (E) agrees with the linear
topology defined by the cofiltered system of ideals (W (I⌊q⌋) | q ∈ Q+). Then, propositions
16.1.11(ii) 9.3.48(i) imply that scalar multiplication by a is aW (E)-linear isomorphism
W (E)
∼→ aW (E)
that identifies the I -adic topology of aW (E) with the one induced by the I -adic topology of
W (E). SinceW (E) is complete and separated for itsI -adic topology, it follows that aW (E) is
complete and separated for the subspace topology induced from the I -adic topology ofW (E),
and the contention follows. 
16.2. P-rings. In this section we make a preliminary study of an auxiliary class of topological
rings containing the perfectoid rings that shall be introduced in section 16.3.
Definition 16.2.1. A complete and separated topological ring (A,T ) is called a P-ring if there
exist a prime integer p and an ideal I ⊂ A such that the following conditions hold :
(a) I is finitely generated and T agrees with the I-adic topology.
(b) pA ⊂ I2 and the Frobenius endomorphism of A/I2 is a surjection
ΦA/I2 : A/I
2 → A/I2 a 7→ ap.
Any ideal I of A fulfilling conditions (a) and (b) is called an ideal of definition of A. Moreover,
we say that I is special, if the following holds :
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(c) There exists a finite set of generators a1, . . . , an of I such that pA ⊂ I(p) :=
∑n
i=1Aa
p
i .
It turns out that if I is a special ideal of definition of the P-ring A, the ideal I(p) depends only
on I (and not on the choice of a system of generators for I), so this notation is not abusive.
Indeed, we have more generally :
Lemma 16.2.2. Let A be any ring, p a prime integer, and (a1, . . . , an), (b1, . . . , bm) two se-
quences of elements of A. Suppose that
I :=
n∑
i=1
Aai ⊂ J :=
m∑
i=1
Abi and p ∈ I(p) :=
n∑
i=1
Aapi .
Then :
(i) I(p) ⊂ J (p) :=∑mi=1Abpi .
(ii) Especially, if I = J , we have I(p) = J (p).
Proof. It is easily seen that (i)⇒(ii), so we need only check (i). To this aim, it suffices to show
that I
(p)
m ⊂ J (p)m for every maximal ideal m ⊂ A, so we may replace A by Am and assume from
start that A is local. Now, suppose first that J = A; then it is easily seen that J (p) = A as
well, so the assertion is clear in this case. Hence, we may also assume that J is contained in
the maximal ideal of A. By assumption, for every i = 1, . . . , n we may write ai =
∑m
j=1 xijbj
for certain xi1, . . . , xim ∈ A; it follows easily that api −
∑m
j=1 x
p
ijb
p
j ∈ pJp (details left to the
reader). Summing up, we see that I(p) ⊂ J (p)+pJp ⊂ J (p)+ I(p)J (p), and the assertion follows
by Nakayama’s lemma. 
Lemma 16.2.3. Let A be any P-ring, and I any ideal of definition of A. We have :
(i) If A 6= 0, there exists a unique prime integer p, independent of I , such that condition
(b) of definition 16.2.1 is fulfilled.
(ii) I is contained in the Jacobson radical of A.
(iii) There exists a special ideal of definition J such that J (p) = I .
(iv) For p as in (i), the Frobenius endomorphism ΦA/pA : A/pA → A/pA is a surjective
ring homomorphism, and there exist π ∈ A and u ∈ A× such that p = uπp.
(v) For p as in (i), the ring A is p-adically complete and separated.
Proof. (ii) is standard : if a ∈ I , then 1 − ab is invertible in A for every b ∈ A, since A is
I-adically complete and separated (the inverse is given by the convergent series
∑
k∈N(ab)
n);
the claim follows.
(i): Let J be another ideal of definition of A, and p, q ∈ Z two prime integers with p ∈ I2
and q ∈ J2. By (ii), both p and q lie in the Jacobson radical of A; as A 6= 0, we get p = q.
(iii): Let (fλ | λ ∈ Λ) be a finite system of generators (indexed by the finite set Λ) for I;
by assumption, we may find gλ ∈ A such that fλ − gpλ ∈ I2 for every λ ∈ Λ. From (ii) and
Nakayama’s lemma, we deduce that the system (gpλ | λ ∈ Λ) generates I , so we can take for J
the ideal generated by the system (gλ | λ ∈ Λ).
(iv): Let (gλ | λ ∈ Λ) be as in the proof of (iii). For any a ∈ A we construct inductively a
sequence (bn | n ∈ N) of elements of A, such that
a−
n∑
k=0
bpk ∈ In+1 and bn ∈ In for every n ∈ N.
Indeed, for n = 0, since ΦA/I is surjective we may find b0 ∈ A such that a − bp0 ∈ I . Next,
suppose that n ≥ 0 and b0, . . . , bn ∈ A are already given such that cn := a −
∑n
k=0 b
p
k ∈ In+1;
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we may find a system (dλ | λ ∈ Λn+1) of elements of A such that
cn =
∑
λ∈Λn+1
gpλdλ where gλ :=
n+1∏
i=1
gλi for every λ := (λ1, . . . , λn+1) ∈ Λn+1.
In turn, for each λ ∈ Λn+1 we may write dλ = epλ + e′λ for elements eλ ∈ A and e′λ ∈ I , so that
cn = c
′
n + c
′′
n where c
′
n :=
∑
λ∈Λn+1
gpλe
p
λ c
′′
n :=
∑
λ∈Λn+1
gpλe
′
λ ∈ In+2.
Thus, bn+1 :=
∑
λ∈Λn+1 gλeλ ∈ In+1, and since p ∈ I2, a simple computation shows that
c′n − bpn+1 ∈ In+2, so finally a−
∑n+1
k=0 b
p
k ∈ In+2. Notice that the series
∑
k∈N b
p
k converges to
a in the I-adic topology of A, and set b :=
∑
k∈N bk; it follows easily that a− bp ∈ pA, whence
the surjectivity of ΦA/pA. Lastly, by assumption we may write p =
∑r
i=1 aibi for finitely many
elements a1, b1, . . . , ar, br ∈ I; by the foregoing, for every i = 1, . . . , r we may further find
fi, gi, f
′
i , g
′
i ∈ A such that ai = f pi + pf ′i , bi = gpi + pg′i. Then f pi , gpi ∈ I , and (ii) implies that fi
and gi lie in the Jacobson radical rad(A) of A, for every i ≤ r. Set π :=
∑r
i=1 figi; summing
up, we find p− πp = pc for some c ∈ rad(A), so p · (1− c) = πp, and to conclude it suffices to
remark that 1− c ∈ A×.
(v) is a special case of lemma 8.3.12. 
Remark 16.2.4. Suppose that A is a complete and separated topological Fp-algebra. Then it
follows easily from lemma 16.2.3(iv) that A is a P-ring if and only if its Frobenius endomor-
phism ΦA is surjective, and there exists a finitely generated ideal I ⊂ A such that the topology
of A agrees with the I-adic topology.
Proposition 16.2.5. Let A be a ring, p a prime integer, I ⊂ A a finitely generated ideal such
that pA ⊂ I , and denote by TI (resp. Tp) the I-adic (resp. p-adic) topology on A. We have :
(i) If (A,TI) is a P-ring, the same holds for (A,Tp).
(ii) If (A,Tp) is a P-ring, the same holds for the completion (A∧I ,T
∧
I ) of (A,TI).
Proof. (i) follows immediately from lemma 16.2.3(iv,v).
(ii): Let (f1, . . . , fk) be a finite system of generators of I; by lemma 16.2.3(iv) there exists
π ∈ A such that pA = πpA, and the Frobenius endomorphism ΦA/pA of A/pA is surjective, so
for every i = 1, . . . , k we may find gi ∈ A such that fi − gpi ∈ pA, and we let J ⊂ A be the
ideal generated by the finite system (g1, . . . , gk, π). Set N := (p − 1)(k + 1) + 1, and notice
that JN ⊂ I ⊂ Jp. Especially, TI agrees with the J-adic topology on A, and moreover p ∈
J2. Furthermore, T ∧I agrees with the JA
∧
I -adic topology on A
∧
I (remark 8.3.3(iv) and lemma
8.3.27(iv)), and the natural map A/J2 → A∧I /J2A∧I is an isomorphism (remark 8.3.3(ii,iv));
since ΦA/pA is surjective by assumption, the same holds for ΦA/J2 , and the assertion follows.

16.2.6. Henceforth we fix a prime integer p, and we shall assume that the topology of every
P-ring that appears throughout the rest of this chapter, is coarser than the p-adic topology. Let
(A,T ) be any P-ring and I ⊂ A an ideal of definition. Notice that if I is special (definition
16.2.1), the Frobenius endomorphism ΦA/I of A/I factors uniquely as the composition of a
morphism of topological rings
ΦA/I : A/I → A/I(p)
and the natural projection A/I(p) → A/I .
Lemma 16.2.7. In the situation of (16.2.6), we have :
(i) The maps uA : A(A)→ A and uA/pA : E(A)→ A/pA are open and surjective.
(ii) Ker uA contains a distinguished element of A(A) (see definition 16.1.6).
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(iii) If α := (αn | n ∈ N) is any distinguished element in Ker uA, we have
uA(α0) = pu for some u ∈ A×.
Proof. (i): Let I ⊂ A be any ideal of definition of A, so that the topology of A/pA agrees
with the I/pA-adic topology; by lemma 16.2.3(iv) we know already that ΦA/pA is surjective,
and then it is easily seen that there exists n ∈ N such that (I/pA)n ⊂ ΦA/pA(I). Especially,
ΦA/pA is an open map; then, the assertion for uA/pA follows from remark 9.4.9(iii). By virtue
of [89, Th.8.4], we deduce the surjectivity of uA. Next, let (a1, . . . , ar) be a finite system of
generators for I , and denote by ai the image of ai in A/pA, for every i = 1, . . . , k. Since uA/pA
is surjective, we may find α1, . . . , αk ∈ E(A) such that uA/pA(αi) = ai for i = 1, . . . , k, and we
set αi := τA(αi) for i = 1, . . . , k (notation of (16.1)). Since I is topologically nilpotent in A, it
is easily seen that αi is topologically nilpotent in E(A), and since τA is continuous, we deduce
that αi is topologically nilpotent in A(A), for every i = 1, . . . , k. Let I ⊂ A(A) be the ideal
generated by the system (α1, . . . , αk); it follows easily that I is topologically nilpotent as well.
On the other hand, by construction we have ai − uA(αi) ∈ pA ⊂ I2 for every i = 1, . . . , k,
so that uA(I ) = I , by Nakayama’s lemma. Lastly, let J ⊂ A(A) be any open ideal; then
I n ⊂ J for every sufficiently large n ∈ N, so In ⊂ uA(I ), and the assertion follows.
(ii): We notice the following :
Claim 16.2.8. There exist w ∈ A× and t ∈ E(A) such that p = w · uA(t) in A.
Proof of the claim. By lemma 16.2.3(iv), we may write p = v · xp for some v ∈ A× and x ∈ A.
Since uA/pA is surjective, we may find s ∈ E(A) such that x ≡ uA(s) (mod pA). In view
of lemma 9.3.4(i) we deduce that p ≡ v · uA(s)p (mod p2A), i.e. p = v · uA(t) + p2b for
t := sp and some b ∈ A; thus p · (1 − pb) = v · uA(t). But since A is p-adically complete and
separated (lemma 16.2.3(v)), 1 − pb ∈ A× (remark 8.3.10(v)), so we get the sought identity
with w := v · (1− pb)−1. ♦
Now, take w and t as in claim 16.2.8. Since uA is surjective, we may find β := (bn | n ∈
N) ∈ A(A) with uA(β) = w. By proposition 9.3.37(i) we have β · τA(t) = (tpnbn | n ∈ N),
and (9.3.43) and remark 9.3.8(ii) show that
γ := β · τA(t)− p = (tb0, tpb1, . . . )− (0, 1, . . . ) = (tb0, tpb1 − 1, . . . ).
But notice that t is topologically nilpotent in E(A); since the topology of E(A) is linear, it
follows that tb0 and t
pb1 are topologically nilpotent in E(A), and since E(A) is complete and
separated, 1− tpb1 ∈ E(A)×, so γ is distinguished, and it lies in the kernel of uA, due to lemma
16.1.1(iv).
(iii): Indeed, from (9.3.42) and lemma 9.3.27(i) we get α = τA(α0) + p · β, where β :=
(α
1/p
n+1 | n ∈ N), and since α1 ∈ E(A)×, we have β ∈ A(A)× (proposition 9.3.45(iii)); now,
uA(α0) = −p · uA(β), whence the assertion, in light of lemma 16.1.1(iv). 
Proposition 16.2.9. In the situation of (16.2.6), the following conditions are equivalent :
(a) E(A) is a P-ring.
(b) There exists an ideal of definition I ofA such thatKerΦA/I is a finitely generated ideal
of A/I .
(c) There exists a special ideal of definition J of A such that ΦA/J is an isomorphism.
Proof. For any ideal of definition I of A, recall that E(A/I) is the limit of the inverse system
(An | n ∈ N) with An := A/I for every n ∈ N, and with transition maps ϕn : An+1 → An
given by the Frobenius endomorphism ΦA/I of A/I . For every n ∈ N we shall denote by
un : E(A)→ An
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the composition of the canonical identification E(A)
∼→ E(A/I) as in (16.1), with the natural
projection E(A/I) → An. Especially u0 = uA/I ; also, each un is surjective, since the same
holds for ΦA/I . Set J0 := Ker uA/I , and let ΦE(A) be the Frobenius endomorphism of E(A);
then the family of ideals
Jn := Φ
n
E(A)(J0) = Kerun for every n ∈ N
is a fundamental system of open neighborhoods of 0 for the topology TE(A) of E(A). Espe-
cially, every element ofJ0 is topologically nilpotent, and sinceE(A) is complete and separated
(remark 9.4.9(i)), we easily deduce that J0 is contained in the Jacobson radical of E(A) (cp.
the proof of lemma 16.2.3(ii)).
(c)⇒(a): Let J be as in (c), and take I := J in the foregoing. Pick a finite system (a1, . . . , ar)
of generators of J , and let π : A → A/J (p) be the projection. A simple inspection of the
definition yields the identity :
uA/J(p) = ΦA/J ◦ u1.
Since ΦA/J is an isomorphism, we deduce that uA/J(p) is a surjection and we may find
α1, . . . , αr ∈ E(A) with uA/J(p)(αi) = π(ai) for every i = 1, . . . , r.
Let J ′0 ⊂ E(A) be the ideal generated by the system (α1, . . . , αr), and set
J ′n := Φ
n
E(A)(J
′
0) for every n ∈ N.
Claim 16.2.10. J ′0 = J0, and the J0-adic topology on E(A) agrees with TE(A).
Proof of the claim. A simple inspection shows that J ′0 ⊂ J0, and consequently J ′n ⊂ Jn
for every n ∈ N. Moreover, uA/J(p)(J ′0) = J/J (p), and therefore
u1(J
′
0) = Φ
−1
A/J ◦ uA/J(p)(J ′0) = Φ
−1
A/J(J/J
(p)) = Kerϕ0 = J0/J1.
Especially, the natural map J ′0/J
′
1 → J0/J1 is surjective, and since ΦE(A) is an automor-
phism, we deduce that the induced mapJ ′n/J
′
n+1 → Jn/Jn+1 is surjective for every n ∈ N.
The filtration (Jn | n ∈ N) is separated on E(A), so the identity J0 = J ′0 will follow from
[22, Ch.III, §2, n.8, Cor.2], after we show that E(A) is complete for the topology T defined by
the filtration (J ′n | n ∈ N). However, since J ′0 is finitely generated, for every n ∈ N there
exists k(n) ∈ N such that J ′k(n) ⊂ J ′k(n)0 ⊂ J ′n, so the topology T agrees with the J ′0-adic
topology, and J ′0 is topologically nilpotent for the topology TE(A), since it is contained in J0.
Then, the assertion follows from lemma 8.3.12. By the same token, we see that the J0-adic
topology agrees with TE(A). ♦
The assertion follows immediately from claim 16.2.10 and remark 16.2.4.
(a)⇒(b): Let I ⊂ A and I ⊂ E(A) be two ideals of definition; then there exists n ∈ N such
that Jn ⊂ I . Clearly I ′ := Φ−nE(A)(I ) is still an ideal of definition, and J0 ⊂ I ′. After
replacing I by I ′, we may therefore assume that J0 ⊂ I . Write uA/I(I ) = I ′/I for an
ideal I ′ ⊂ A; we have :
Claim 16.2.11. I = Ker uA/I′ and I ′ is an ideal of definition of A.
Proof of the claim. We have just remarked that Ker uA/I ⊂ I , and the stated identity is an
easy consequence. Next, since both I and I are finitely generated, the same holds for I ′, and
obviously pA ⊂ I ′2. Also I is topologically nilpotent in E(A), and the topology of A/I is
discrete, hence I ′/I is a nilpotent ideal of A/I , and it follows easily that the I-adic topology on
A agrees with the I ′-adic topology. ♦
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Due to claim 16.2.11, we may replace I by I ′, and assume from start that I = J0. We
may write u1(J0) = J1/I for an ideal J1 ⊂ A containing I , and since J0 and I are finitely
generated, the same holds for J1. It suffices now to notice that
(16.2.12) J1/I = Kerϕ0.
(b)⇒(c): By assumption, there exists a finitely generated ideal J1 ⊂ A containing I and such
that (16.2.12) holds. Furthermore, by lemma 16.2.3(iii) we may write I = J ′(p) for some ideal
of definition J ′ ⊂ A. Set J := J ′ + J1. From (16.2.12) we get J (p)1 ⊂ I , therefore J (p) =
J ′(p) + J
(p)
1 = I . We conclude that ΦA/J induces an isomorphism A/J1
∼→ A/I = A/J (p); but
the latter factors through ΦA/J and the projection A/J1 → A/J , so ΦA/J is an isomorphism as
well (and J = J1). Lastly, since J0 is topologically nilpotent, J1/I is a nilpotent ideal, so the
same holds for J/J ′, and consequently the J-adic topology agrees with the J ′-adic topology;
so J is an ideal of definition, whence (b). 
Let A be any P-ring; by lemma 16.2.7(ii), the kernel of uA contains a distinguished element
a, and we shall see later that the case where actually a generates the ideal Ker uA is the most
interesting for our purposes. For the moment, let us just notice that, if the latter condition holds,
the datum (E := E(A), a) suffices to recover A : indeed, lemma 16.2.7(i) says that in that case
uA induces an isomorphism of topological rings W (E)/aW (E)
∼→ A (where W (E)/aW (E)
is endowed with the quotient topology induced from W (E) via the natural projection). It is
then convenient to insert hereafter a preliminary study of pairs (E, a) of this type.
16.2.13. Let (E,TE) be a perfect topological Fp-algebra, a := (an | n ∈ N) ∈ W (E) any
element, and suppose that TE agrees with the a0-adic topology. Denote by E∧ the separated
completion of E, and let also Ed (resp. E
∧
d ) be the ring E (resp. E
∧) endowed with its discrete
topology. To ease notation, set
A(E) :=W (E)/aW (E)
which we view as a topological ring, with the quotient topology induced from W (E). Define
likewise the topological rings A(Ed), A(E
∧) and A(E∧d ). The natural diagram of continuous
ring homomorphisms
Ed //

E∧d

E // E∧
induces a commutative diagram of topological rings
(16.2.14)
A(Ed) //

A(E∧d )

A(E)
jA // A(E∧).
Moreover, notice that there are natural isomorphisms of topological rings
(16.2.15) A(E)⊗Z Fp ∼→ E/a0E A(E∧)⊗Z Fp ∼→ E∧/a0E∧
(where, again the sources and the targets are endowed with the quotient topologies induced
from A(E), E, A(E∧), and respectively E∧). The composition of the first of these maps with
the projection A(E)→ A(E)⊗Z Fp is the continuous ring homomorphism
πA : A(E)→ E/a0E ((bn | n ∈ N) mod aW (E)) 7→ (b0 mod a0E)
and likewise we can describe the corresponding map π∧A : A(E
∧)→ E∧/a0E∧. Lastly, denote
β : E(A(E))→ E∧
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the morphism of topological monoids obtained by composing E(πA) with the isomorphism of
topological rings E(E/a0E)
∼→ E∧ provided by corollary 9.4.14.
Proposition 16.2.16. In the situation of (16.2.13), suppose that a0E + a1E = E. Then the
following holds :
(i) The image of a is a distinguished element of W (E∧).
(ii) All the arrows of (16.2.14) are isomorphisms of topological rings.
(iii) A(E) is a P-ring, and its topology agrees with the p-adic topology.
(iv) β is an isomorphism of topological rings (for the topological ring structure on A(E)
provided by (16.1)), and we have a commutative diagram of topological rings
A(A(E))
W (β)
//
uA(E)

W (E∧)
π∧W

A(E)
jA // A(E∧)
where π∧W is the natural projection.
Proof. (i): By remark 8.3.10(v), the image of a0 lies in the Jacobson radical of E
∧, and since
a0E+a1E = E, it follows easily that a1 ∈ E× (details left to the reader), whence the assertion.
(ii): Let I ⊂ W (E) (resp. I ∧ ⊂ W (E∧)) be the ideal generated by the system (p, τE(a0))
(resp. (p, τE∧(a0))); proposition 9.3.78(ii) says that the topology of W (E) (resp. of W (E
∧))
agrees with the I -adic (resp. I ∧-adic) topology, whereas the topologies of both W (Ed) and
W (E∧d ) are p-adic. Let I (resp. I
∧) be the image of I in A(E) (resp. in A(E∧)); it
follows easily that the topology of A(E) (resp. of A(E∧)) agrees with the I -adic (resp. I ∧-
adic) topology, whereas the topologies of both A(Ed) and A(E
∧
d ) are still p-adic. However, set
b := (a
1/p
1 , a
1/p
2 , . . . ), and notice that
(16.2.17) a = τE(a0) + p · b inW (E)
((9.3.42) and lemma 9.3.27(i)), which implies that I = pA(E). Likewise, I ∧ = pA(E∧).
Summing up, this proves already that the vertical arrows of (16.2.14) are both isomorphisms.
Next, proposition 9.3.48(v) implies that A(E) is complete and separated for the p-adic topol-
ogy, hence also for the I -adic topology. Recall as well that the family of ideals
Ker (W (E)→ Wn(E/ak0E)) for every k, n ∈ N
is a fundamental system of open neighborhoods of 0 ∈ W (E) for the I -adic topology, there-
fore the natural map
A(E)→ lim
k,n∈N
Wn(E/a
k
0E)/aWn(E/a
k
0E)
is an isomorphism of topological rings. By the same token, the same description applies to
A(E∧), so we conclude that also the horizontal arrows of (16.2.14) are isomorphisms.
(iii): We know already that the topology of A(E) is complete and separated, and agrees
with the p-adic topology. On the other hand, notice that b is invertible in W (E∧), by (i) and
proposition 9.3.45(iii); since the images of τE∧(a0) and −p · b agree in A(E∧), we deduce that
the p-adic filtration agrees with the τE(a0)-adic filtration onA(E
∧), and therefore also onA(E),
since we already know that jA is an isomorphism. Set J := τE(a
1/p
0 ) · A(E); it follows that
the topology of A(E) agrees with the J-adic topology, and moreover p ∈ Jp ⊂ J2. Lastly, the
Frobenius endomorphism is surjective on A(E)/J2, due to the isomorphism (16.2.15), whence
the assertion.
(iv): From (iii) and the discussion of (16.1) we see that β is an isomorphism of topological
rings; also, under the identifications (16.2.15), the morphism jA⊗ZFp corresponds to the natural
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map ι : E/a0E
∼→ E∧/a0E∧. Therefore we have
π∧A ◦ jA ◦ uA(E) = ι ◦ πA ◦ uA(E) = ι ◦ πA ◦ uA(E) ◦ ω0
where ω0 : A(A(E)) → E(A(E)) is the 0-th ghost component map. Then, since A(E∧) is
complete and separated for the p-adic topology, proposition 9.3.53(iii) reduces to checking
Claim 16.2.18. π∧A ◦ π∧W ◦W (β) = ι ◦ πA ◦ uA(E) ◦ ω0.
Proof of the claim. Notice the identities :
β ◦ ω0 = ω∧0 ◦W (β) π∧A ◦ π∧W = πE∧ ◦ ω∧0
(where ω∧0 : W (E
∧) → E∧ is the 0-th ghost component map, and πE∧ : E∧ → E∧/a0E∧ is
the projection) in light of which, it suffices to show that
πE∧ ◦ β = ι ◦ πA ◦ uA(E).
The latter follows by a simple inspection of the definition of β : details left to the reader. 
16.2.19. For any prime p, consider the following categories :
• The category E whose objects are all the pairs (E,I ) where E is a perfect topological
Fp-algebra and a P-ring, and I ⊂ W (E) is a distinguished ideal. The morphisms
(E,I ) → (E ′,I ′) are the continuous ring homomorphisms f : E → E ′ such that
W (f)(I ) ⊂ I ′.
• The category A of all P-rings A such that KeruA is a distinguished ideal of W (A).
The morphisms in A are all the continuous ring homomorphisms.
• The full subcategory Ep of E whose objects are all the pairs (E,I ) such that the
topology of E agrees with the ω0(I )-adic topology, and the full subcategory Ap of A
consisting of those objects A whose topology agrees with the p-adic topology.
Then proposition 16.2.16(iii,iv) yields an equivalence of categories
(16.2.20) Ep
∼→ Ap : (E,I ) 7→ A(E,I ) := W (E)/I
with quasi-inverse given by the rule : A 7→ (E(A),KeruA). In the following, we aim to extend
this equivalence to the whole of E . The first step is :
Proposition 16.2.21. With the notation of (16.2.19), let (E,I ) be any object E . Then :
(i) A(E,I ) is a P-ring.
(ii) Especially, I is closed in the topology TW (E).
Proof. Clearly, it suffices to check (i). To this aim, let (an | n ∈ N) ∈ I be any distinguished
element, I ⊂ E be any ideal of definition, (x0, . . . , xr) a finite system of generators for I ,
denote by J ⊂W (E) the ideal generated by the system (τE(x0), . . . , τE(xr)), and set J ′ :=
J + pW (E). By proposition 9.3.78(ii), we know that the topology of A(E) agrees with the
J ′-adic topology. Now, by assumption a0 is topologically nilpotent, hence ak0 ∈ I for every
sufficiently large k ∈ N; since the Frobenius endomorphism ΦE is an automorphism of the
topological ring E, we may then replace I by Φ−tE I for some suitably large t ∈ N, after which
we may assume that a0 ∈ I(p), and recall that I(p) is generated by (xp0, . . . , xpr). Then, lemma
16.1.9(ii) implies that
(16.2.22) p ∈ J 2A(E).
and therefore J ′A(E) =JA(E); especially, the topology of A(E) agrees with the J -adic
topology. We remark :
Claim 16.2.23. I is a closed subset for the J -adic topology onW (E).
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Proof of the claim. By lemma 9.3.33(ii) and 8.3.12, the ring W (E) is complete and separated
for its J -adic topology, so the assertion follows from corollary 16.1.12. ♦
Claim 16.2.23 implies that A(E) is complete and separated for its J -adic topology. More-
over, the Frobenius endomorphism ofA(E)/JA(E) is surjective, by virtue of (16.2.15); taking
into account (16.2.22), the proposition follows. 
To define a quasi-inverse for our extension of (16.2.20), we shall also need the following:
Proposition 16.2.24. Let A be any P-ring. We have :
(i) If Ker uA is the topological closure of a finitely generated ideal, E(A) is a P-ring.
(ii) The following conditions are equivalent :
(a) Ker uA is generated by any distinguished element contained in it.
(b) Ker uA is a principal ideal.
(c) Ker uA is the topological closure of a principal ideal.
Proof. (i): For any topological space X , and any subset S ⊂ X , denote by Sc the topological
closure of S in X . By assumption, there exists a finitely generated ideal I ⊂ A(A) such that
I c = Ker uA. Let now ω0 : A(A)→ E(A) be the 0-th ghost component; we notice :
Claim 16.2.25. (i) ω0(Ker uA) = Ker (uA/pA : E(A)→ A/pA).
(ii) (Ker uA/pA)
c = Ker uA/(pA)c .
Proof of the claim. (i): Say that x ∈ KeruA/pA, and pick any y ∈ A(A) such that ω0(y) = x;
then uA(y) = pa for some a ∈ A. We pick z ∈ A(A) such that uA(z) = a; then y−pz ∈ Ker uA
and ω0(y − pz) = x, whence the contention.
(ii): The ideal K := (Ker uA/pA)
c contains Ker uA/pA, therefore
K = u−1A/pA(uA/pA(K))
so uA/pA(K) is a closed ideal of A/pA, by lemma 16.2.7(i), hence (pA)
c/pA ⊂ uA/pA(K) and
consequently K = u−1A/pA((pA)
c/pA). On the other hand, uA/(pA)c is the composition of uA/pA
with the projection A/pA→ A/(pA)c, whence the claim. ♦
Claims 8.3.20 and 16.2.25(i) imply that ω0(I )c = (Ker uA/pA)
c. From claim 16.2.25(ii) we
deduce that Ker uA/(pA)c is the topological closure in E(A) of a finitely generated ideal. Next,
let I ⊂ A be any ideal of definition, and J ⊂ E(A) any finitely generated ideal such that
uA/(pA)c(J ) = I/(pA)
c; it follows easily that J +Ker uA/(pA)c = KeruA/I (details left to the
reader), and then also Ker uA/I is the topological closure of a finitely generated ideal of E(A).
Lastly, we have a commutative diagram of continuous and surjective ring homomorphisms
E(A)
uA/I //
v

A/I
A/I
ΦA/I // A/I
where v := uA/I ◦ Φ−1E(A)
whence v(KeruA/I) = KerΦA/I . Since the topology of A/I is discrete, claim 8.3.20 implies
that KerΦA/I is a finitely generated ideal, so the assertion follows from proposition 16.2.9.
(ii): Clearly (a)⇒(b), and sinceKer uA is a closed subset ofW (A), we have as well (b)⇒(c).
Thus, it remains only to check that (c)⇒(a). To this aim, let again I ⊂ A be any ideal of
definition, denote by J ⊂ A the radical of I , and fix any element b := (bn | n ∈ N) ∈ A(A)
such that Ker uA is the topological closure of bA(A) inA(A). We notice that A/J is a perfect
Fp-algebra, and its quotient topology induced by the projection π : A → A/J is discrete. We
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have a commutative diagram of continuous and surjective ring homomorphisms :
A(A)
uA //
f

A
π

W (A/J)
ω0 // A/J
whose bottom horizontal arrow is the 0-th ghost map (see (9.3.2)), and with f := W (ϕ), where
ϕ : E(A) → A/J is the composition of uA/pA : E(A) → A/pA with the natural projection
A/pA→ A/J (details left to the reader).
Claim 16.2.26. f(Ker uA) = pW (A/J).
Proof of the claim. It is clear that f(Ker uA) ⊂ pW (A/J), so we need only show the converse
inclusion. Now, according to lemma 16.2.7(ii), we may find a distinguished element a :=
(an | n ∈ N) in KeruA. Since a0 is topologically nilpotent in E(A), the element uA/pA(a0)
is topologically nilpotent in A/pA, and therefore its image vanishes in A/J ; in other words,
a0 ∈ Kerϕ. However, a = τA(a0) + p · u, for some u ∈ A(A)×, so that
f(a) = f ◦ τA(a0) + p · f(u) = τA/J ◦ ϕ(a0) + p · f(u) = p · f(u)
(see (9.3.36)) whence the claim. ♦
In light of claims 8.3.20 and 16.2.26 and example 9.3.49(i) we deduce that f(b) ·W (A/J) is
a dense subset of pW (A/J), for the p-adic topology onW (A/J); especially, we have
pW (A/J) = p2W (A/J) + f(b) ·W (A/J).
Then, since p lies in the Jacobson radical of W (A/J), Nakayama’s lemma shows that f(b) ·
W (A/J) = pW (A/J), which in turn implies that ϕ(b0) = 0 and ϕ(b1) is invertible in A/J .
Claim 16.2.27. b is a distinguished element ofA(A).
Proof of the claim. First, since J is contained in the Jacobson radical ofA (remark 8.3.10(v)) and
ϕ(b1) ∈ (A/J)×, we deduce that uA(b1) ∈ A×, and therefore b1 ∈ E(A)×, by remark 9.4.5(iii).
Likewise, we have uA(b0) ∈ JA, which easily implies that b0 is topologically nilpotent in E(A)
(details left to the reader). ♦
Now, from (i) and assumption (ii.c) we see that E(A) is a P-ring; from claim 16.2.27 and
proposition 16.2.21(ii) it then follows that bA(A) is a closed ideal of A(A), and therefore it
must coincide with Ker uA. Lastly, let a be any other distinguished element ofA(A) contained
in Ker uA; taking into account remark 16.1.7(i) and again claim 16.2.27, we conclude that
aA(A) = bA(A), whence (ii.a). 
16.3. Perfectoid rings. We are now ready to introduce our generalizations of Scholze’s per-
fectoid rings that will intervene in the proof of the log regular version of almost purity.
Definition 16.3.1. Let A be any P-ring. We say that A is perfectoid if it fulfills any of the three
equivalent conditions of proposition 16.2.24(ii).
Example 16.3.2. (i) Let (A,T ) be any topological Fp-algebra. ThenA is perfectoid if and only
if it is perfect, T is complete and separated, and there exists a finitely generated ideal I ⊂ A
such that T agrees with the I-adic topology. Indeed, under these assumptions,A is a P-ring (re-
mark 16.2.4), and the map uA : E(A)→ A is an isomorphism of topological rings that identifies
uA with the 0-th ghost map ω0 : W (A) → A, whose kernel is the principal ideal pW (A), by
(9.3.46), so A is perfectoid. Conversely, clearly p ∈ Ker uA, and p is obviously a distinguished
element ofA(A), so if A is a perfectoid Fp-algebra we must haveKer uA = pW (A); moreover,
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uA is an open ring homomorphism (lemma 16.2.7(i)), so it induces an isomorphismE(A)
∼→ A
of topological rings, especially (A,T ) is a perfect topological Fp-algebra, as claimed.
(ii) Let E be any perfectoid Fp-algebra, and a := (an | n ∈ N) any distinguished element
of W (E). Then A(E) := W (E)/aW (E) is perfectoid for the quotient topology induced by
W (E). Indeed, A(E) is a P-ring, by proposition 16.2.21(i); next, lemma 8.3.12 implies that
E is complete and separated for the a0-adic topology, and therefore proposition 16.2.16(ii,iv)
applies, and shows that KeruA(E) is a principal ideal, whence the contention. Moreover, in this
case the perfectoid ringE can be recovered fromA(E) : indeed, we have a natural isomorphism
of topological rings
E(A(E))
∼→ E
obtained as follows. First, since the 0-th ghost componentW (E)→ E is an open and surjective
map, the same holds for the projection α : A(E) → A(E)/pA(E) ∼→ E/a0E, where E/a0E
is endowed with the quotient topology induced by E. Then, α induces an isomorphism E(α) :
E(A(E))
∼→ E(E/a0E) of topological rings, by (16.1). But since a0 is topologically nilpotent,
the projection β : E(E)→ E(E/a0E) is an isomorphism of topological rings as well (theorem
9.4.10), and the same holds for the map uE : E(E) → E, since E is perfect. Thus, the sought
isomorphism is the composition uE ◦ β−1 ◦ E(α).
Let us also point out the following complement to proposition 16.2.9 :
Corollary 16.3.3. Let A be any perfectoid ring. Then ΦA/J is an isomorphism for every special
ideal of definition J of A.
Proof. Set E := E(A); we may assume that there exists a distinguished element a := (an | n ∈
N) ∈ W (E) such that A is the ring A(E) as defined in (16.2.13), and uA : W (E) → A(E) is
the projection. Moreover, we may find a finite system x• := (x0, . . . , xr) of elements ofW (E),
such that J is the image in A(E) of the ideal generated by x•. We may write
(16.3.4) xi = τE(ti) + p · yi where ti ∈ E and yi ∈ W (E) for every i = 0, . . . , r.
In view of lemma 9.3.4(i), we deduce that
(16.3.5) xpi ≡ τE(ti)p (mod p2W (E)) for i = 0, . . . , r.
Let J ⊂W (E) be the ideal generated by τE(t0), . . . , τE(tr); we notice :
Claim 16.3.6. p ∈ J (p)A(E) and JA(E) = J .
Proof of the claim. It follows easily from (16.3.5) that there exists z ∈ W (E) with
p · uA(1 + p · z) ∈ J (p)A(E)
(recall that J (p) is the ideal generated by τE(t0)p, . . . , τE(tr)p : see definition 16.2.1). How-
ever, p is topologically nilpotent inW (E), therefore 1+p·z ∈ W (E)×, so p ∈ J (p)A(E). The
other assertion follows directly from the first one and (16.3.4) : details left to the reader. ♦
Let I ⊂ E be the ideal generated by t0, . . . , tr, and set E0 := E/a0E; taking into account
lemma 16.1.9(ii) and claim 16.3.6, we deduce that a0 ∈ I(p). Also, it is clear that the natural
isomorphism (16.2.15) maps the image of J (resp. of J (p)) onto IE0 (resp. I
(p)E0). But it also
follows that E0/IE0 = E/I and E0/I
(p)E0 = E/I
(p); lastly, since E is perfect, the Frobenius
endomorphism ΦE maps I onto I
(p), whence the contention. 
Remark 16.3.7. (i) We may now say that the category A of (16.2.19) is the category of
perfectoid rings, and we shall denote it henceforth by
Perf.
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More generally, if A is any perfectoid ring, we shall write
A-Perf
for the category A/Perf of perfectoid A-algebras, whose objects are the continuous ring homo-
morphisms A→ B with B perfectoid. The objects of the category E of (16.2.19) are the pairs
(E,I ) consisting of a perfectoid Fp-algebra and a distinguished ideal of W (E). Taking into
account example 16.3.2, we see that (16.2.19) generalizes verbatim to an equivalence
E
∼→ Perf : (E,I ) 7→ A(E,I ) := W (E)/I
with a natural quasi-inverse given by the functor E, which restricts to equivalences
E : A-Perf
∼→ E(A)-Perf for every perfectoid ring A.
Hereafter, we shall study the stability of the class of perfectoid rings under some standard op-
erations. The following observations (iii) and (iv) show stability under completion with respect
to the J-adic topology corresponding to an ideal J ⊂ A of finite type with pA ⊂ J .
(ii) Let A be any perfectoid ring, set E := E(A), and let α• := (αn | n ∈ N) be any
distinguished element in Ker uA. Notice that uA/pA : E → A/pA induces an isomorphism of
topological rings :
ω : E/α0E
∼→ A/pA
for the quotient topologies induced by the projections A → A/pA and E → E/α0. Indeed,
uA/pA is open and surjective (lemma 16.2.7(i)), and α• generates Ker uA, so α0 generates the
kernel of uA/pA, by virtue of lemma 16.1.1(i), whence the contention.
(iii) The isomorphism ω of (ii) induces a natural bijection :
{ideals J ⊂ E | α0E ⊂ J } ↔ {ideals J ⊂ A | pA ⊂ J}.
Namely, J ⊂ E and J ⊂ A correspond under this bijection, if and only if ω(J /αE) =
J/pA. Then, clearly J is finitely generated if and only if the same holds for J . Let TJ
(resp. TJ ) denote the J-adic (resp. J -adic) topology on A (resp. on E); taking into account
remark 9.4.9(ii), we deduce that if J is finitely generated, then the topology of E(A,TJ) agrees
with TJ . Combining with example 16.3.2(i), lemma 8.3.27(iv), example 9.3.49(ii) and remark
9.4.9(v), we conclude that the completion E(A,TJ)∧ of E(A,TJ) is perfectoid.
(iv) In the situation of (iii), suppose that J and J are finitely generated; notice that, since
α0 ∈ J , the image of α• is distinguished inW (E(A,TJ)∧), and let I := α•W (E(A,TJ)∧).
We claim that there is a natural isomorphism of topological rings
W (E(A,TJ)
∧)/I
∼→ (AJ ,TJ)∧
for the quotient topology on W (E(A,TJ)∧)/I induced by W (E(A,TJ)∧). Especially, this
shows that (AJ ,TJ)∧ is perfectoid. For the proof, fix a finite system (β1, . . . , βk) of generators
of J , and let JW ⊂ W (E) be the ideal generated by the system (p, τE(β1), . . . , τE(βk)); by
proposition 9.3.78(ii), the topology TW of W (E,TJ ) agrees with the JW -adic topology. By
construction we have uA(JW )/pA = J/pA, and consequently uA(JW ) = J , so the quotient
topology induced by TW on A via uA agrees with TJ . Lastly, in view of (iii) and proposition
16.2.21(ii) we know thatI is a closed ideal ofW (E(A,TJ)∧). Taking into account proposition
8.2.13(v) and lemma 9.3.33(iv), the assertion follows.
We can summarize these observations in the following :
Proposition 16.3.8. In the situation of proposition 16.2.5, the following holds :
(i) If (A,TI) is perfectoid, the same holds for (A,Tp).
(ii) If (A,Tp) is perfectoid, the same holds for the completion (AI ,TI)∧ of (A,TI).
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Proof. (i) follows immediately from proposition 16.2.5(i).
(ii): It suffices to apply remark 16.3.7(iv) to the ideal I ⊂ A and the corresponding ideal
J := u−1A/pA(I/pA) of E(A). 
The next observation establishes the stability of Perf under completed tensor products :
Proposition 16.3.9. Let A0 be a perfectoid ring and A1, A2 two perfectoid A0-algebras. Then:
(i) The topological ring A3 := A1 ⊗̂A0A2 is perfectoid.
(ii) There exists a natural isomorphism E(A3)
∼→ E(A1) ⊗̂E(A0)E(A2) in Perf .
(iii) Especially, all finite coproducts are representable in the category Perf.
Proof. (i): Set Ei := E(Ai) for i = 0, 1, 2, and pick a distinguished element α ∈ W (E0) that
generates the kernel of uA0; then the image of α in W (Ei) is still distinguished, and we know
that αW (Ei) is the kernel of uAi also for i = 1, 2. Moreover, it is clear from remark 9.3.57(iii)
that the Fp-algebra E3 := E1 ⊗̂E0E2 is perfectoid, and then the same holds for the topological
ring A(E3) := W (E3)/αW (E3), by virtue of example 16.3.2(ii). Lastly, the isomorphism
(9.3.59) induces an isomorphism of topological rings
A(E3)
∼→ A1 ⊗̂A0A2
whence the assertion.
(ii): Example 16.3.2(ii) also identifies naturally E3 with E(A(E3)), whence the contention.
(iii) is clear, since complete tensor products represent these coproducts, by (8.3.7). 
16.3.10. For any ring A and any ideal I ⊂ A, let TI be the I-adic topology on A, and denote
(A∧I ,T
∧
I ) the separated completion of (A,TI). Notice that if I
′ ⊂ A is another ideal with
I ′ ⊂ I , the identity map of A yields a continuous map (A,TI′) → (A,TI), whose completion
is a natural continuous ring homomorphism
(16.3.11) (A∧I′ ,T
∧
I′ )→ (A∧I ,T ∧I ).
Now, suppose that I, J ⊂ A are any two ideals; we deduce a commutative diagram
(16.3.12)
(A∧I∩J ,T
∧
I∩J)
ϕI //
ϕJ

(A∧I ,T
∧
I )
βI

(A∧J ,T
∧
J )
βJ // (A∧I+J ,T
∧
I+J)
whose arrows are the continuous ring homomorphisms (16.3.11). Moreover, for every k ∈ N
let A∧I,k := A
∧
I /J
kA∧I , and endow A
∧
I,k with the quotient topology TI,k induced by T
∧
I via the
natural projection A∧I → A∧I,k. We set
(16.3.13) (A∧I,J ,T
∧
I,J) := lim
k∈N
(A∧I,k,TI,k).
For every k ∈ N, let Td,k be the discrete topology on A/(I + J)k; the system of continuous
projections ((A∧I ,T
∧
I ) → (A/(I + J)k,Td) | k ∈ N) factors uniquely through a system of
continuous ring homomorphisms ((A∧I,k,TI,k) → (A/(I + J)k,Td) | k ∈ N), whose limit is a
natural continuous ring homomorphism
(16.3.14) (A∧I,J ,T
∧
I,J)→ (A∧I+J ,T ∧I+J).
Lemma 16.3.15. In the situation of (16.3.10), we have :
(i) (16.3.14) is an open and surjective map.
(ii) Suppose that A is either a noetherian ring or a perfect Fp-algebra, and that both I and
J are finitely generated. Then :
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(a) (16.3.12) is a cartesian diagram of topological rings and a cocartesian diagram
of topological A-modules.
(b) (16.3.14) is an isomorphism of topological rings.
Proof. For every n ∈ N, we have a natural diagram of rings
(16.3.16)
A/(In ∩ Jn) //

A/In

A/Jn // A/(In + Jn)
whence a complex of A-modules
Σn : 0→ A/(In ∩ Jn)→ A/In ⊕A/Jn → A/(In + Jn)→ 0
and it is easily seen that Σn is exact for every n ∈ N. Therefore, (16.3.16) is a cartesian diagram
of discrete topological rings (details left to the reader); let T ′d,n be the discrete topology on
A/(In ∩ Jn) for every n ∈ N, and set
(A′,T ′) := lim
n∈N
(A/(In ∩ Jn),T ′d,n).
Notice as well that (I + J)2n−1 ⊂ In + Jn ⊂ (I + J)n for every n ∈ N, so the (I + J)-
adic topology on A agrees with the linear topology defined by the descending system of ideals
(In+Jn | n ∈ N). In light of example 1.5.14(ii), we deduce that the limit of the system of these
diagrams is a cartesian diagram of topological rings
(16.3.17)
(A′,T ′)
ϕ′I //
ϕ′J

(A∧I ,T
∧
I )
β′I

(A∧J ,T
∧
J )
β′J // (A∧I+J ,T
∧
I+J).
Moreover, since the inverse system (A/(In ∩ Jn) | n ∈ N) has surjective transition maps, the
limit of the system of exact sequences (Σn | n ∈ N) is still exact (see [112, Lemma 3.5.3]), and
therefore (16.3.17) is also a cocartesian diagram of A-modules. Furthermore, by proposition
8.2.13(i,v) we have an induced morphism of exact complexes
Σ′n
σn

0 // (In ∩ Jn)∧ //

In∧ ⊕ Jn∧ //

(In + Jn)∧ //

0
Σ 0 // A′ // A∧I ⊕A∧J
β′I,J // A∧I+J
// 0
where :
• (In∩Jn)∧ is the topological closure of In∩Jn in (A′,T ′), and likewise for In∧⊕Jn∧
and (In + Jn)∧.
• Coker σn is naturally isomorphic to Σn, for every n ∈ N.
• β ′I,J is the sum of β ′I and β ′J .
Especially, β ′I,J is a continuous, open and surjective map, for the product topologyT
∧
I ×T ∧J on
A∧I ⊕A∧J , and it follows easily that (16.3.17) is a cocartesian diagram of topologicalA-modules.
(i): The system of natural maps (A∧I → A∧I,k ← A/Jk | k ∈ N) yields ring homomorphisms
A∧I
ψI−−→ (A∧I )∧J ψJ←−− A∧J .
There follows a map of abelian groups γ : A∧I ⊕ A∧J → (A∧I )∧J which is continuous for the
topology T ∧I × T ∧J and a simple inspection shows that (16.3.14) ◦ γ equals β ′I,J . Now, let
K ⊂ (A∧I )∧J be any open ideal; thenK ′ := γ−1K is an open subgroup ofA∧I ⊕A∧J and therefore
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β ′I,JK
′ is an open subgroup of A∧I+J contained in the imageK
′′ ofK under (16.3.14), soK ′′ is
open as well, whence (i).
(ii.a): The system of projections (A/(I ∩ J)n → A/(In ∩ Jn) | n ∈ N) yields a natural
continuous ring homomorphism
ν : (A∧I∩J ,T
∧
I∩J)→ (A′,T ′)
and a simple inspection shows that ϕ′I ◦ ν = ϕI and ϕ′J ◦ ν = ϕJ . To conclude the proof of
(ii.a), it then suffices to check :
Claim 16.3.18. Under the assumptions of (ii), the map ν is an isomorphism of topological rings.
Proof of the claim. Since (IJ)2n ⊂ (I ∩ J)2n ⊂ (IJ)n for every n ∈ N, the (I ∩ J)-adic and
IJ-adic topologies coincide on A. On the other hand, in case A is noetherian, the Artin-Rees
lemma ([89, Th.8.5]) implies that for every n ∈ N there exists m ∈ N such that Im ∩ Jn ⊂
InJn ⊂ (I ∩ J)n, from which the claim follows easily.
Thus, suppose A is perfect and both I and J are finitely generated, so the same holds for
IJ , and therefore lemma 9.3.70(iv) says that the IJ-adic topology on A agrees with the linear
topology defined by the cofiltered system of ideals ((IJ)〈n〉A | n ∈ N). Likewise, the linear
topology on A defined by the cofiltered system of ideals (In ∩ Jn | n ∈ N) agrees with the one
defined by the cofiltered system of ideals (I〈n〉A ∩ J 〈n〉A | n ∈ N). Hence, it suffices to prove
that
I〈pn〉A ∩ J 〈pn〉A ⊂ (IJ)〈n〉A for every n ∈ N.
However, if x ∈ I〈pn〉A ∩ J 〈pn〉A, we may write x = x1/p · x(p−1)/p ∈ I〈n〉J 〈(p−1)n/p〉A ⊂
(IJ)〈n〉A whence the contention. ♦
(ii.b): For every h, k ∈ N, let Ah,k := A/(Ih + Jk), and endow Ah,k with the discrete
topology Th,k; moreover, set
(Ck,TC,k) := lim
h∈N
(Ah,k,Th,k) for every k ∈ N
(where the transition maps Ah+1,k → Ah,k are the natural projections). Since I and J are both
finitely generated, for every h, k ∈ N there exists n ∈ N such that (I + J)n ⊂ Ih + Jk, so the
natural map
(16.3.19) (A∧I+J ,T
∧
I+J)→ lim
h,k∈N
(Ah,k,Th,k)
∼→ lim
k∈N
(Ck,TC,k)
is an isomorphism of topological rings (see example 1.5.14(ii)). On the other hand, the projec-
tion A → A/Jk extends uniquely to a continuous map ϕk : (A∧I ,T ∧I ) → (Ck,TC,k), and the
latter factors uniquely through a continuous ring homomorphism
ϕk : (A
∧
I,k,TI,k)→ (Ck,TC,k) for every ∈ N.
With this notation, a simple inspection shows that (16.3.13) and (16.3.19) identify (16.3.14)
with the limit of the system of maps (ϕk | k ∈ N). However, proposition 8.2.13(i,v) says that
ϕk is surjective and its kernel is the topological closure (J
kA∧I )
c of JkA∧I in (A
∧
I ,T
∧
I ), for every
k ∈ N. Thus, in order to show the lemma, it suffices to check that the linear topology on A∧I
defined by the system of ideals ((JkA∧I )
c | k ∈ N) agrees with the JA∧I -adic topology. In case
A is noetherian, this is clear, since in that case JkA∧I is already closed in A
∧
I ([89, Th.8.11]).
For the case where A is perfect, we remark :
Claim 16.3.20. Let (B,TB) be a perfect, complete and separated topological Fp-algebra, I, J ⊂
B two ideals of finite type, such that TB agrees with the I-adic topology. For every λ ∈ N[1/p]
let J 〈λ〉Bc be the topological closure of J 〈λ〉B in B (notation of (9.3.69)). Then
J 〈λ〉Bc ⊂
⋂
n∈N
(J + In)〈λ〉B ⊂ J 〈λ′〉B for every λ′ < λ.
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Proof of the claim. We show first that J 〈λ〉cB ⊂ J 〈λ′〉B. Indeed, pick a finite system of gener-
ators (b1, . . . , bk) (resp. (bk+1, . . . , bs)) for J (resp. for I), and let x ∈ J 〈λ〉Bc be any element;
we can write
x =
∑
n∈N
xn with xn ∈ J 〈λ〉B ∩ I〈n〉B for every n ∈ N.
Choose a strictly positive ε ∈ N[1/p] such that λ′′ := (1− ε) · λ > λ′, and notice that
xn = x
1−ε
n · xεn ∈ J 〈λ
′′〉 · I〈nε〉B for every n ∈ N.
By definition, for every n ∈ N there exist :
• a finite set Sn ⊂ N[1/p]⊕k with µ1 + · · ·+ µk = λ′′ for every µ := (µ1, . . . , µk) ∈ Sn
• a system (aµ | µ ∈ Sn) of elements of B such that
x1−εn =
∑
µ∈Sn
aµb
µ where bµ := bµ11 · · · bµkk for every µ ∈ Sn.
Now, chooseN ∈ N such that λ′′−λ′ ≥ kp−N and define µ and µ∗ as in the proof of proposition
9.3.78, so that µ ∈ S := {ν ∈ p−NN⊕k | λ′′ ≥ ν1 + · · ·+ νk > λ′} for every n ∈ N and every
µ ∈ Sn. It follows that
x =
∑
ν∈S
bνcν where cν :=
∑
n∈N
xεn ·
∑
µ∈Sn
µ=ν
aµb
µ∗ .
Clearly bν ∈ J 〈λ′〉B, and by lemma 9.3.70(iv) the series cν converges in the I-adic topology of
B for every ν ∈ S; also it is easily seen that S is a finite set, whence the contention.
Next, for any n ∈ N, the ideal (J + In)〈λ〉B is generated by all monomials of the form
bµ := bµ11 · · · bµss such that λ1 + n−1 · λ2 = λ where λ1 :=
k∑
i=1
µi λ2 :=
s∑
i=k+1
µi
and where µ := (µ1, . . . , µs) is any sequence of elements of N[1/p]. Fix also λ
′′ ∈ N[1/p] with
λ′ < λ′′ < λ. Now, for any such µ, we have either λ1 ≥ λ′′, in which case bµ ∈ J 〈λ′′〉B, or else
λ2 > n · (λ− λ′′). We conclude that⋂
n∈N
(J + In)〈λ〉B ⊂
⋂
n∈N
(J 〈λ
′′〉B + I〈n·(λ−λ
′′)〉B) = J 〈λ
′′〉Bc
where the last identity follows from lemma 9.3.70(iv). But we know already that J 〈λ
′′〉Bc ⊂
J 〈λ
′〉B, whence the claim. ♦
To conclude, it suffices now to apply claim 16.3.20 with B := A∧I and invoke lemma
9.3.70(iv) (details left to the reader). 
Theorem 16.3.21. In the situation of (16.3.10), letTp be the p-adic topology ofA, and suppose:
(a) (A,Tp) is perfectoid.
(b) pN ∈ I ∩ J for every sufficiently large N ∈ N.
(c) I and J are finitely generated ideals of A.
Then we have :
(i) (16.3.12) is a cartesian diagram of rings and a cocartesian diagram of A-modules.
(ii) (16.3.14) is an isomorphism of topological rings.
Proof. (i): Let π ∈ A be as in lemma 16.2.3(iv); quite generally, if K ⊂ A is any finitely
generated ideal containing pN (for someN ∈ N), then it is easily seen that theK-adic topology
on A agrees with the (K + πA)-adic topology. In view of our assumptions (b) and (c) we
may therefore replace I and J by I + πA and respectively J + πA, and assume from start that
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π ∈ I ∩ J . Fix a finite system (b1, . . . , bn) (resp. (bn+1, . . . , bm)) of generators of the ideal
I/pA (resp. of J/pA) of A/pA, and let also α := (αn | n ∈ N) be a distinguished element
of A := A(A,Tp) that generates Ker uA. Pick elements β1, . . . , βm ∈ E := E(A) such that
uA/pA(βi) = bi for i = 1, . . . , m, denote by IE (resp. JE) the ideal of E generated by the
system (α0, β1, . . . , βn) (resp. (α0, βn+1, . . . , βm)), and let (E
∧
I ,T
∧
I ) (resp. (E
∧
J ,T
∧
J ), resp.
(E∧I∩J ,T
∧
I∩J ), resp. (E
∧
I+J ,T
∧
I+J )) be theIE-adic (resp. JE-adic, resp. (I ∩J )-adic,
resp. (I + J )-adic) completion of E. By lemma 16.3.15(ii), we get a cartesian diagram of
topological rings
E :
(E∧I∩J ,T
∧
I∩J )
//

(E∧I ,T
∧
I )

(E∧J ,T
∧
J )
// (E∧I+J ,T
∧
I+J )
which is also cocartesian as a diagram of topological abelian groups.
Claim 16.3.22. W (E ) is still a cartesian diagram of topological rings, and a cocartesian diagram
ofA-modules.
Proof of the claim. The cartesian property follows from remark 9.3.28(ii). To prove the cocarte-
sian property, it suffices to show that the map of abelian groups deduced fromW (E )
τ : W (E∧I )⊕W (E∧J )→W (E∧I+J )
is surjective. Endow both target and source of τ with their p-adic filtrations, so that τ becomes
a map of filtered abelian groups, and for every k ∈ N, denote by grkτ the map induced by τ on
the respective k-graded subquotients. Since both target and source of τ are p-adically complete
and separated (proposition 9.3.45(iii)), it then suffices to check that grkτ is surjective for every
k ∈ N ([22, Ch.III, §2, n.8, Cor.2]). Since multiplication by p is an injective endomorphism for
both target and source of τ , we are then further reduced to the case where k = 0, in which case
gr0τ is naturally identified with the map E∧I ⊕ E∧J → E∧I+J deduced from E . But the latter
map is indeed surjective, since E is cocartesian. ♦
Now, remark 16.3.7(iii) says that the topology ofE(A,TI) agrees with theIE-adic topology,
so the completion E∧I of E(A,TI) is isomorphic to (E
∧
I ,T
∧
I ). Likewise, the completionE
∧
J of
E(A,TJ) is isomorphic to (E
∧
J ,T
∧
J ), and the completion E
∧
I+J of E(A,TI+J) is isomorphic
to (E∧I+J ,T
∧
I+J ).
Next, set K := I J +α0E ⊂ E; since I and J are finitely generated and they both con-
tain α0, it is easily seen that the (I ∩J )-adic topology onE agrees with theK -adic topology.
Likewise, topology TI∩J on A agrees with the (IJ)-adic topology. Moreover, K is a finitely
generated ideal, by construction p ∈ IJ , and uA/pA(K ) = (IJ)/pA, hence remark 16.3.7(iii)
also tells us that (E∧I∩J ,T
∧
I∩J ) is isomorphic to the completion E
∧
I∩J of E(A,TI∩J).
Notice now that, since the image of A is dense in A∧I∩J , the map ϕI in (16.3.12) is the unique
continuous homomorphism of topological A-algebras from A∧I∩J to A
∧
I , and the other maps in
(16.3.12) enjoy corresponding uniqueness properties. Combining with remark 16.3.7(iv), we
conclude that W (E ) ⊗A A is naturally identified with (16.3.12), and the image of α is still
distinguished in each of the Witt rings appearing inW (E ). Due to of claim 16.3.22, we already
see that (16.3.12) is a cocartesian diagram of A-modules; moreover, it will follow that it is a
cartesian diagram of rings, once we know that
(16.3.23) TorA1 (W (E
∧
I+J ), A) = 0.
HoweverA = A/αA, and α is a regular element ofW (E∧I+J ) (remark 16.1.7(ii)), so (16.3.23)
holds by a standard calculation.
1440 OFER GABBER AND LORENZO RAMERO
(ii): We know already that (16.3.14) is open and surjective (lemma 16.3.15(i)), so it suffices
to show that this map is a ring isomorphism. However, in light of remark 16.3.7(iv) we have a
diagram of continuous maps
D :
(A∧I )
∧
J
//

A(E∧I , α0E
∧
I )
∧
J
// A((E∧I )
∧
J , α0(E
∧
I )
∧
J )

A∧I+J
// A(E∧I+J , α0E
∧
I+J )
whose left vertical arrow equals (16.3.14), and whose remaining arrows are ring isomorphisms.
Thus, it suffices to check that D commutes, i.e. that the two continuous ring homomorphisms
f, g : (A∧I )
∧
J → A(E∧I+J , α0E∧I+J ) deduced from D coincide. However, let i : A → (A∧I )∧J
denote the completion map; a simple inspection shows that f ◦ i = g ◦ i, and since the topology
of A(E∧I+J , α0E
∧
I+J ) is separated and i has dense image, the assertion follows. 
16.3.24. Let A, D, A be three perfectoid rings, and set E := E(A), E := E(D). Suppose
that A is a discrete topological Fp-algebra, so that E(A) = A (see also corollary 16.3.61(iii)),
let ϕA : D → A and πA : A → A be two continuous ring homomorphisms, and suppose as
well that πA is surjective. Define the topological rings DA and DE as the fibre products in the
resulting cartesian diagrams of topological rings
DA
ϕA //

A
πA

DE
ϕE //

E
πE

D
ϕA // A E
ϕE // A.
where πE := E(πA) and ϕE := E(ϕA).
Proposition 16.3.25. In the situation of (16.3.24), the rings DA and DE are perfectoid, and
there exists a natural isomorphism of topological rings
ω : E(DA)
∼→ DE such that ϕE ◦ ω = E(ϕA).
Proof. To begin with, we notice that DA (resp. DE) is complete and separated, since A is
separated and both D and A (resp. E and E) are complete and separated. Let (αn | n ∈ N)
(resp. (α′n | n ∈ N)) be a distinguished element in Ker uA (resp. in Ker uD), and pick a finitely
generated ideal of adic definition JE ⊂ Ker πE (resp. JE ⊂ KerϕE) for E (resp. for E).
Claim 16.3.26. We may assume that α
1/p2
0 E ⊂ JE and α′1/p
2
0 E ⊂ JE.
Proof of the claim. For the first stated inclusion, notice that α
1/pn
0 ∈ Ker πE for every n ∈ N, so
JE + α
1/pn
0 E is still an ideal of adic definition of E contained in Ker πE, for every such n. The
same argument applies to JE. ♦
By virtue of claim 16.3.26 we may find a system of generators β• := (β1, . . . , βk) for JE
with β1 = α
1/p2
0 , and we set bi := uA(βi) for i = 1, . . . , k. It follows that b• := (b1, . . . , bk)
is a system of generators for an ideal JA of adic definition of A. Likewise, pick a system of
generators β ′• := (β
′
1, . . . , β
′
h) for JE with β
′
1 = α
′1/p2
0 , and set b
′
i := uD(β
′
1) for i = 1, . . . , h.
Then b′• := (b
′
1, . . . , b
′
h) is a system of generators for an ideal JD of adic definition ofD. Notice
that JA × JD ⊂ DA (resp. JE × JE ⊂ DE), and the topology of DA (resp. of DE) is the linear
topology defined by the system of ideals (JnA × JnD | n ∈ N) (resp. (JnE × JnE | n ∈ N)). Denote
by KE ⊂ DE the ideal generated by (β• × {0}, {0} × β ′•); it is easily seen that
Jn+1E × Jn+1E ⊂ KnE ⊂ JnE × JnE for every n ∈ N
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so the topology of DE agrees with its KE-adic topology, and therefore DE is a perfectoid Fp-
algebra. Likewise, let KA ⊂ DA be the ideal generated by (b• × {0}, {0} × b′•); by the same
token, we have
Jn+1A × Jn+1D ⊂ KnA ⊂ JnA × JnD for every n ∈ N
so the topology of DA agrees with the KA-adic topology. Moreover, by construction we have
pA ⊂ Jp2A and pD ⊂ Jp
2
E (lemma 16.2.7(iii)); since p
2 − 1 ≥ 2, we deduce that pDA ⊂ K2A,
and we see already that DA is a P-ring. Next, by remark 9.3.28(ii), we deduce a short exact
sequence ofW (DA)-modules
W : 0→ W (DA)→W (A)⊕W (D)→ W (A)→ 0.
On the other hand, by lemma 16.2.7(ii) we may find a distinguished element α′′ := (α′′n | n ∈ N)
in Ker uDA and to ease notation we set D
′
A := W (DA)/α
′′W (DA); since the image of α
′′ is
still distinguished in W (A), remark 16.1.7(ii) implies that Tor
W (DA)
1 (D
′
A,W (A)) = 0, so the
sequence
W ⊗W (DA) D′A : 0→ D′A → A⊕D → A→ 0
is still exact, and consequently uDA induces a ring isomorphism D
′
A → DA, i.e. DA is perfec-
toid. Lastly, notice that uA ⊗Z Fp and uD induce isomorphisms of topological Fp-algebras
DA/pDA
∼→ D/pD ×A A/pA ∼→ D/α′′0D ×E E/α′′0E ∼→ DE/α′′0DE.
Combining with theorem 9.4.10 we deduce an isomorphism
E(DA)
∼→ E(DA/pDA) ∼→ E(DE/α′′0DE) ∼→ DE
which fulfills the stated condition, by a simple inspection. 
Definition 16.3.27. Let A be a perfectoid ring and J ⊂ K ⊂ E := E(A) any two ideals. Let
also α := (αn | n ∈ N) ∈ Ker uA be any distinguished element and β ∈ E any element.
(i) We say that the inclusion of J in K is β-taut if we have
β · Φ−1E (K p) ⊂ J .
(ii) We say that J is β-taut if the identity map of J is a β-taut inclusion.
(iii) We say that J is strictly β-taut if it is βλ-taut for some λ ∈ Z[1/p] with 0 ≤ λ < 1.
(iv) J is taut (resp. strictly taut) if it is α0-taut (resp. strictly α0-taut), and the inclusion
J ⊂ K is taut (resp. strictly taut), if it is α0-taut (resp. strictly α0-taut).
(v) We denote by {J } ⊂ A the topological closure of the ideal generated by the system
(uA(x) | x ∈ J ) (notation of (9.3.35)).
Remark 16.3.28. With the notation of definition 16.3.27, the following holds.
(i) It follows easily from remark 16.1.7(i) that the definition of taut and strictly taut ideals
does not depend on the choice of α.
(ii) By inspecting the definition of angular powers, it is easily seen that J is 1-taut if and
only if J = J 〈1〉E.
(iii) It follows from (ii) and lemma 9.3.70(ii.c) that for every ideal J of E and every λ ∈
N[1/p], the ideal J 〈λ〉E is strictly taut. Moreover, say that α0 ∈ J 〈ε〉E for some ε ∈ N[1/p];
then the inclusion J 〈λ+ε〉E ⊂ J 〈λ〉E is taut for every λ ∈ N[1/p], by lemma 9.3.70(ii.b).
1442 OFER GABBER AND LORENZO RAMERO
(iv) If J1,J2 ⊂ E are two β-taut (resp. strictly β-taut, resp. taut, resp. strictly taut) ideals,
then the same holds for J1 ∩J2. Indeed, suppose that both ideals are β-taut; then we have :
β · Φ−1E ((J1 ∩J2)p) ⊂ β · Φ−1E (J p1 ∩J p2 )
=β · (Φ−1E (J p1 ) ∩ Φ−1E (J p2 ))
⊂ (β · Φ−1E (J p1 )) ∩ (β · Φ−1E (J p2 ))
⊂J1 ∩J2
whence the claim. In the same vein, if J1 ⊂ J2 is a β-taut inclusion, and K is any β-taut
ideal of E, then the inclusion K ∩J1 ⊂ K ∩J2 is β-taut as well (details left to the reader);
the same holds if β-taut is replaced by strictly β-taut, taut or strictly taut.
(v) If J is β-taut, then the same holds for the topological closure J c of J inE. Likewise,
if J ⊂ K is a β-taut inclusion, then the same holds for the inclusion J c ⊂ K c of the
respective topological closures; moreover, both J and K are β-taut. Then clearly the same
assertions hold with β-taut replaced by strictly β-taut, taut, or strictly taut (details left to the
reader). In the same vein, notice that
{J c} = {J } for every ideal J ⊂ E.
(vi) Let J1,J2,J3 ⊂ E be three ideals, n,m ∈ N any two integers, and suppose that
β1 · Φ−nE (J p
n
1 ) ⊂ J2 and β2 · Φ−mE (J p
m
2 ) ⊂ J3 for some β1, β2 ∈ E.
Then it is easily seen that β1β2 · Φ−n−mE (J p
n+m
1 ) ⊂ J3. Especially, if J is β-taut, we have
(16.3.29) βn · Φ−nE (J p
n
) ⊂ J for every n ∈ N.
(vii) For i = 1, 2, let βi ∈ E be any element, and Ji a βi-taut ideal; then it is easily seen
that J1J2 is β1β2-taut. More generally, if J ⊂ K is a β1-taut inclusion of ideals of E, and
J ′ ⊂ E is any other β2-taut ideal, then the inclusion J J ′ ⊂ K J ′ is β1β2-taut.
(viii) Suppose that J is an open ideal ofE. Then the system (uA(x) | x ∈ J ) generates an
open ideal J of A, and therefore {J } = J is open as well in A. Indeed, let I ⊂ A be any ideal
of definition, pick a finite system (a1, . . . , ak) of generators of I/pA, let α1, . . . , αk be elements
of E such that uA/pA(αi) = ai for i = 1, . . . , k, and denote by I ⊂ E the ideal generated by
the system (α1, . . . , αk). Arguing as in the proof of lemma 16.2.7(i), we see that the system
(uA(αi) | i = 1, . . . , k) generates I , and I n ⊂ J for every sufficiently large n ∈ N, so that
In ⊂ J for every such n, whence the assertion.
16.3.30. Keep the notation of definition 16.3.27, and let J ⊂ K be a taut inclusion of ideals
of E. Notice that α0K ⊂ J , so K /J is an E/α0E-module, and then it can be viewed as an
A/pA-module, via the isomorphism ω of remark 16.3.7(ii). Likewise, from lemma 16.2.7(iii)
we easily deduce that p{K } ⊂ {J }, so {K }/{J } is an A/pA-module as well.
Theorem 16.3.31. Let A be any perfectoid ring, and set E := E(A). The following holds :
(i) Every taut inclusion J1 ⊂ J2 of ideals of E induces an A/pA-linear map
τ : J2/J1 → {J2}/{J1} : (x mod J1) 7→ (uA(x) mod {J1}).
(ii) If bothJ1 andJ2 are closed in the topology of E, the map τ of (i) is an isomorphism.
Proof. Let α := (αn | n ∈ N) ∈ KeruA be any distinguished element.
(i): Let x, y ∈ J2 be any two elements, and set δ := τA(x + y) − τA(x) − τA(y). In light
of lemma 16.1.1(iv), we have to check that uA(δ) lies in {J1}. However, proposition 9.3.63
expresses δ as a series of the form
∑
n∈N p
nbn, where each bn is in turn a finite sum of terms of
the form cn,στA(βn,σ) (for σ ranging over a certain finite set Σn), and with βn,σ ∈ Φ−nE (J p
n
2 )
and cn,σ ∈ Zp for every n ∈ N and every σ ∈ Σn. Thus, we come down to checking that
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pn · uA(βn,σ) ∈ {J1} for every n ∈ N and σ ∈ Σn. In light of lemma 16.2.7(iii), this holds if
and only if uA(α
n
0 ·βn,σ) ∈ {J1}, which in turns will follow, once we know that αn0 ·βn,σ ∈ J1.
But the latter is clear from remark 16.3.28(vi) (with β := α0 : details left to the reader).
Lastly, for any x ∈ J2 and β ∈ E we have τA(βx) = τA(β) · τA(x), and the isomorphism
ω of remark 16.3.7(ii) maps the class of β in E/α0E to the class of uA(β) in A/pA; this shows
that τ(a · x) = a · τ (x) for every a ∈ A/pA and every x ∈ J2/J1, whence (i).
Next, choose a strictly positive ε ∈ N[1/p] such that α0 ∈ J 〈ε〉E; we point out the following
special case of (ii) :
Claim 16.3.32. Let J be any ideal of definition of E, and r, r′ ∈ R+ two real numbers such
that ε ≥ r′ − r ≥ 0. Then (ii) holds for the taut inclusion J ⌊r′⌋E ⊂ J ⌊r⌋E.
Proof of the claim. Let us set W ⌊s⌋ := W (J ⌊s⌋E) for every s ∈ N[1/p] (notation of remark
9.3.28(iv)); from (9.3.74) we see that τA induces a natural isomorphism
J ⌊r⌋E/J ⌊r
′⌋E
∼→ W ⌊r⌋/(pW ⌊r⌋+W ⌊r′⌋)
and we are reduced to showing that the restriction of uA toW ⌊r⌋ induces an isomorphism
(16.3.33) W ⌊r⌋/(pW ⌊r⌋+W ⌊r′⌋) ∼→ {J ⌊r⌋E}/{J ⌊r′⌋E}.
However, remark 16.3.28(viii) already implies that (16.3.33) is surjective, and its kernel is the
image ofW ⌊r⌋ ∩ αW (E). In light of proposition 16.1.11(ii) we then come down to showing :
αW ⌊r⌋ ⊂ pW ⌊r⌋+W ⌊r′⌋.
But due to our choice of ε we get α0J ⌊r⌋E ⊂ J ⌊r′⌋E, so the latter inclusion follows again
from (9.3.74). ♦
Claim 16.3.34. Let B be any ring, f : M → M ′ and g : M ′ → M ′′ two continuous maps of
topological B-modules, and suppose that
(a) the topologies ofM andM ′′ are discrete and that ofM ′ is separated
(b) f has dense image and g ◦ f is injective.
Then f is an isomorphism of topological B-modules.
Proof of the claim. By assumption, the topological closure of f(M) inM ′ equalsM ′; by claim
8.3.20 it follows that the topological closure of g ◦ f(M) inM ′′ equals the topological closure
of g(M ′). But since the topology ofM ′′ is discrete, this just means that g ◦ f(M) = g(M ′). We
may therefore replace M ′′ by g(M ′), and assume from start that g is surjective and g ◦ f is an
isomorphism. Then we may even assume that M ′′ = M and g ◦ f = 1M . Let us endow Im f
and Ker g with the topologies induced from the inclusion intoM ′; then the addition law ofM ′
restricts to a continuous and bijective B-linear map
h : Im f ⊕Ker g →M ′
(where the direct sum is endowed with the product topology). However, the inverse of h is the
map given by the rule : m′ 7→ (f ◦ g(m′), m′ − f ◦ g(m′)) for every m′ ∈ M ′. Clearly, this
map is also continuous, so h is an isomorphism of topological B-modules. Now, since M ′ is
separated, the same must hold for Ker g; especially, L := h(Im f ⊕ 0) is a closed subset of
M ′. On the other hand, Im f = L; since f has dense image, we must then have L = M ′, i.e.
Ker g = 0, whence the claim. ♦
We may now complete the proof of (ii): fix an ideal of definition J of E with α0 ∈ J , and
for every ideal K ⊂ E set
FilnK := K ∩J ⌊n⌋E Filn{K } := {FilnK } for every n ∈ N.
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If K ′ ⊂ K is any inclusion of ideals of E, the image of Fil•K in K /K ′ defines a filtration
Fil•(K /K ′) of K /K ′, and likewise we get a filtration Fil•({K }/{K ′}) on {K }/{K ′}.
Notice that the inclusion Filn+1K ⊂ FilnK is taut for every n ∈ N and every taut ideal
K , and denote by gr•K (resp. gr•{K }) the graded A/pA-module associated to the filtration
Fil•K (resp. to Fil•{K }). Likewise we define gr•(K /K ′) and gr•({K }/{K ′}) for an
inclusion of ideals K ′ ⊂ K . We remark :
Claim 16.3.35. If K is taut, the map τ of (i) induces an isomorphism
grnK
∼→ grn{K } for every n ∈ N.
Proof of the claim. Let us endow any ideal of E (resp. of A) with the topology induced from
the inclusion into E (resp. into A), and for any inclusion I ⊂ I ′ (resp. I ⊂ I ′) of ideals of E
(resp. of A), let us endow I ′/I (resp. I ′/I) with the corresponding quotient topology. Notice
that the inclusions Filn+1K ⊂ FilnK and Filn+1{K } ⊂ Filn{K } are both taut (remark
16.3.28(iv)); from (i) we deduce a commutative diagram of A/pA-modules :
grnK //

grn{K }

grnE // grnA
whose left vertical arrow is injective, and whose bottom horizontal arrow is already known
to be an isomorphism, by claim 16.3.32. Moreover, all these maps are continuous, for the
topologies that we have just defined on these modules, and furthermore, the top horizontal
arrow has dense image. Also, since J is open, the same holds for J ⌊r
′⌋E, and therefore the
two modules on the bottom row have both the discrete topology. Likewise,K ∩J ⌊r′⌋E is open
inK ∩J ⌊r′⌋E, so also the source of the map on the top row is a discreteA/pA-module. Lastly,
since {K ∩J ⌊r′⌋E} is a closed ideal, the target of the same map is a separated A/pA-module.
Thus, all the conditions of claim 16.3.34 are fulfilled, and it follows that the top horizontal arrow
is an isomorphism. ♦
There follows, for every n ∈ N a commutative diagram with exact rows
0 // grnJ1 //

grnJ2 //

grn(J2/J1) //

0
0 // grn{J1} // grn{J2} // grn({J2}/{J1}) // 0
and claim 16.3.35 shows that the leftmost and central vertical arrows are both isomorphisms,
so the same holds for the rightmost vertical arrow. Now, notice that the filtration Fil•(J2/J1)
defines a separated and complete topology on J2/J1, since J2 and J1 are both closed
ideals in E. The same holds for the topology on {J2}/{J1} determined by the filtration
Fil•({J2}/{J1}), since {J2} and {J1} are closed ideals in A. Then (ii) follows directly
from [22, Ch.III, §2, n.8, Cor.3]. 
Theorem 16.3.36. Let A be any perfectoid ring, K a taut ideal of E := E(A), and W (K )c
the topological closure of W (K ) inA(A) (notation of remark 9.3.28(iv)). We have :
(i) {K } = uA(W (K )c).
(ii) K is an open ideal if and only if the same holds for {K }.
(iii) If K ′ ⊂ K is another taut ideal, and both K and K ′ are closed, then K = K ′ if
and only if {K } = {K ′}.
(iv) Suppose thatK is 1-taut and closed, and let α be any distinguished element of Ker uA.
Then the pair (α,K ) is transversal (see (16.1.10)).
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Proof. Pick any distinguished element α := (αn | n ∈ N) of Ker uA.
(i): First we prove that uA(W (K )c) ⊂ {K }. Indeed, let a := (an | n ∈ N) ∈ W (K ) be
any element; taking into account (9.3.47), we are easily reduced to showing that
uA(p
n · τA(ap−nn )) ∈ {K } for every n ∈ N.
In light of lemmata 16.2.7(iii) and 16.1.1(iv), it then suffices to check that uA(α
n
0 ·ap−nn ) ∈ {K },
and the latter is clear from (16.3.29) (applied with β := α0). Next, fix an ideal of definition
J of E containing α0, and define the filtrations Fil
•K on K and Fil•{K } on {K } as in
the proof of theorem 16.3.31(ii); by (9.3.29) and remark 16.3.28(v) we may assume that K
is a closed ideal of E, in which case theorem 16.3.31(ii) shows that the map uA induces an
isomorphism gr•K
∼→ gr•{K } on the respective associated graded A/pA-modules. Now, let
x ∈ {K } be any element; it follows easily that we may write
x = uA
(∑
n∈N
τA(βn)
)
where βn ∈ FilnK for every n ∈ N
and the series converges in the topology of A(A). But clearly τA(βn) ∈ W (K ) for every
n ∈ N, whence the sought converse inclusion.
(ii): In light or remark 16.3.28(viii) we may assume that {K } is open, and we need to show
that the same holds for K ; then, by lemma 8.3.16(ii.b), we may also assume that K is a closed
ideal. The inclusion of K into E is a map of filtered E-modules Fil•K → Fil•E, and likewise
we get a map of filtered A-modules Fil•{K } → Fil•A. The assumption on {K } implies that
there exists n ∈ N such that the map of associated graded modules grk{K } → grkA is an
isomorphism for every k ≥ n. Then theorem 16.3.31(ii) implies that the same holds for the
corresponding map grkK → grkE. However, both K and E are complete and separated for
their filtrations, so FilnK = FilnE = J 〈n〉 ([22, Ch.III, §2, n.8, Cor.3]), i.e. K is open.
(iii) is similar : we may assume that {K } = {K ′}, and we consider the induced map of
filtered E-modules Fil•K ′ → Fil•K . Arguing as in the proof of (ii), we see that the latter
induces an isomorphism on the associated graded E-modules, so K = K ′, again by [22,
Ch.III, §2, n.8, Cor.3].
(iv): Denote by (α0K )c the topological closure of αK in E. We shall show first that
Claim 16.3.37. W (K ) ∩Ker uA =W ((α0K )c) ∩KeruA + αW (K ).
Proof of the claim. Indeed, let ω := (ωn | n ∈ N) ∈ W (K ) ∩ KeruA be any element; due to
remarks 9.3.71(iv) and 16.3.28(ii), we may write
ω = τA(ω0) + p · ω′ for some ω′ ∈ W (K )
whence 0 = uA(ω) = uA(ω0) + p · uA(ω′), and especially, the image of uA(ω0) vanishes in
{K }/{(α0K )c} (lemma 16.2.7(iii)). In view of theorem 16.3.31(ii), we deduce that ω0 ∈
(α0K )c. Write also α = τA(α0) + pu for some u ∈ A(A)×; we obtain
ω = τA(ω0) + (u
−1α− τA(α0)) · ω′)
and it suffices to notice that u−1α · ω′ ∈ αW (K ) ⊂ W (K ) ∩ Ker uA, and consequently
τA(ω0)− τA(α0) · ω′ ∈ W ((α0K )c) ∩Ker uA. ♦
Notice next that if K is 1-taut, then the same holds for α0K , and then also for (α0K )c
(remark 16.3.28(v)). Thus, we may apply claim 16.3.37 to (αn0K )
c, and get
W ((αn0K )
c) ∩Ker uA = W ((αn+10 K )c) ∩KeruA + αW ((αn0K )c) for every n ∈ N.
Now, let x0 ∈ W (K ) ∩ αW (E) be any element; we may then find inductively identities
xn = α · yn + xn+1 with xn+1 ∈ W ((αn+1K )c) ∩Ker uA and yn ∈ W ((αn0K )c)
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for every n ∈ N. Therefore :
x0 = α · (y0 + y1 + · · ·+ yn) + xn+1 for every n ∈ N.
Lastly, since K is 1-taut, the ideal W (K ) is closed in the topology of W (E) (see remark
9.3.28(iv)), and since α0 is topologically nilpotent, for every open ideal I ofW (E) there exists
n ∈ N such thatW ((αn0K )c) ⊂ I . Consequently, the series
∑
n∈N yn converges to an element
y ∈ W (K ), and limn→+∞ xn = 0, so finally x = α · y, which concludes the proof. 
Corollary 16.3.38. Let A be any perfectoid ring, K ⊂ E := E(A) an ideal such that
ΦE(K ) = K , and endow A/{K } (resp. E/K c) with the quotient topology induced via
the projection πA : A → A/{K } (resp. πE : E → E/K c). Then A/{K } is perfectoid, and
there exists a natural isomorphism of topological rings
ω : E(A/{K }) ∼→ E/K c such that ω ◦E(πA) = πE.
Proof. The topological Fp-algebra E/K c is complete and separated, and clearly ΦE(K c) =
K c, so E/K c is perfectoid, and we have
W (K c) = Ker (W (πE) : W (E)→ W (E/K c)).
It follows that the kernel of the induced projection π′A : A → A ⊗W (E) W (E/K c) is natu-
rally identified with uA(W (K c)). Moreover, sinceW (E/K c) is separated (lemma 9.3.33(ii)),
W (K c) is a closed subset ofW (E), and taking into account theorem 16.3.36(i) we deduce that
Ker π′A = {K }, so we get a cocartesian diagram
D :
W (E)
W (πE) //
uA

W (E/K )
u′

A
πA // A/{K }
and notice that both uA and πA are open and surjective (lemma 16.2.7(i)), so the same holds for
u′, and therefore A/{K } is perfectoid (proposition 16.2.21(i)). Let also π : A→ A/pA be the
proejction; taking into account remark 9.4.5(ii), there follows a commutative diagram
E(D ⊗Z Fp) :
E
πE //
E(π)

E/K
E(u′)

E(A/pA)
E(πA⊗ZFp) // E(A/({K }+ pA))
whose vertical arrows are both isomorphisms. The assertion follows easily. 
Remark 16.3.39. (i) In the situation of corollary 16.3.38, let (αn | n ∈ N) be any distinguished
element of Ker uA, and suppose that K ⊂ AnnE(α0). Then the inclusion 0 ⊂ K c is taut, and
therefore theorem 16.3.31(ii) yields a naturalW (E)-linear identification
K c
∼→ {K } β 7→ uA(β).
Especially, {K } ⊂ AnnA(p).
(ii) Let I ,K ⊂ E be two ideals such the topology of E agrees with the I -adic topology,
and suppose that
K I = 0 and ΦE(K ) = K .
Notice that K = K 〈1〉, and αn0 ∈ I for some n ∈ N, from which it follows easily that
K ⊂ AnnE(α0). Moreover, K ∩I = 0; indeed, if x ∈ K ∩I , then x2 = 0, hence x = 0.
Thus, K + I n = K ⊕I n for every n ∈ N, and therefore⋂
n∈N
(K + I n) = K ⊕
⋂
n∈N
I n = K
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i.e. K is closed in the topology of E, so corollary 16.3.38 says that E/K and A/{K } are
perfectoid for their quotient topologies, and there exists an isomorphism of topological rings
ω : E(A/{K }) ∼→ E/K such that ω ◦ E(πA) = πE
where πA : A→ A/{K } and πE : E→ E/K are the projections.
Corollary 16.3.40. Let A be any perfectoid ring, and a• := (a1, . . . , ak) a finite system of
elements of E := E(A). Denote by J ⊂ E (resp. J ⊂W (E)) the ideal generated by a• (resp.
by τE(a1), . . . , τE(ak)), and define the ideal [a•]
〈λ〉 ⊂ W (E) as in remark 9.3.71(iii), for every
λ ∈ N[1/p]. We regard A as aW (E)-algebra, via the map uA. Then we have :
(i) [a•]
〈λ〉A ⊂ {J 〈λ〉E} ⊂ [a•]〈λ′〉A for every λ′ < λ in N[1/p].
(ii) The following conditions are equivalent :
(a) J is open in E
(b) JA is open in A
(c) [a•]
〈λ〉A is open in A for every λ ∈ N[1/p]
(d) There exists a strictly positive λ ∈ N[1/p] such that [a•]〈λ〉A is open in A
and if these conditions hold, then [a•]
〈λ〉A = {J 〈λ〉E} for every λ ∈ N[1/p].
(iii) If I is any ideal of definition of E, the following holds :
(a) {I〈λ〉E} is a topologically nilpotent open ideal of A for every λ > 0 in N[1/p].
(b)
⋂
n∈N{J 〈λ〉E+ I〈n〉E} ⊂ {J 〈λ
′〉E} for every λ′ < λ in N[1/p].
Proof. (i): The first inclusion is clear. For the second, notice that {J 〈λ〉E} = W (J 〈λ〉)c · A by
theorem 16.3.36(i) and remark 16.3.28(iii,v). On the other hand, pick any λ′′ ∈ N[1/p] such
that λ′ < λ′′ < λ; we have W (J 〈λ〉)c =
∏
n∈N(J
〈pnλ〉E)c (see remark 9.3.28(iv) and lemma
9.3.70(ii.a)), and moreover (J 〈p
nλ〉E)c ⊂ J 〈pnλ′′〉E for every n ∈ N (claim 16.3.20), hence
W (J 〈λ〉)c ⊂W (J 〈λ′′〉) ⊂ [a•]〈λ′〉
where the last inclusion follows from proposition 9.3.78(i).
(ii): Taking into account lemma 9.3.70(ii.a,iv), it is easily seen that (ii.b)⇔(ii.c)⇔(ii.d).
Combining with (i), we conclude that (ii.b) holds if and only if {J 〈1〉E} is open in A. However,
from theorem 16.3.36(ii) and remark 16.3.28(iii) we see as well that {J 〈1〉E} is open in A if
and only if J 〈1〉E is open in E. Lastly, J 〈1〉E is open in E if and only if the same holds for J ,
due to lemma 9.3.70(ii.a,iv). Thus (ii.a)⇔(ii.b). Next, we remark :
Claim 16.3.41. For every λ ∈ N[1/p] and every n ∈ N, the ideal generated by the system
(uA(x) | x ∈ J 〈λ〉E) is contained in pnA+ [a•]〈λ〉A.
Proof of the claim. The claim follows easily from proposition 9.3.63 and lemma 16.1.1(iv)
(details left to the reader). ♦
Now, if JA is open in A, the same holds for [a•]〈λ〉A, for every λ ∈ N[1/p], in which case
the latter contains pn for some sufficiently large n ∈ N; taking into account claim 16.3.41, we
get the second assertion of (ii).
(iii.a): It follows easily from (ii) that {I〈λ〉} is open, and combining lemma 9.3.70(ii.a,iv)
with (i), it is easily seen that {I〈λ〉E} is topologically nilpotent : details left to the reader.
(iii.b): Fix N ∈ N such that λ′ < (1 − p−N)λ, let x ∈ J 〈λ〉E, y ∈ I〈n〉 be any two elements,
and α ∈ N[1/p] any rational number ≤ 1; notice that zα := τA(x1−α · yα) lies in {I〈n/pN 〉E}
if α ≥ p−N , and lies in {J 〈λ′〉E} otherwise. However, proposition 9.3.63 says that τA(x + y)
can be written as a p-adically convergent series whose terms are of the form uα · zα for certain
uα ∈ W (E); since (ii) implies that {I〈n/pN 〉E} is an open ideal in A, we deduce⋂
n∈N
{J 〈λ〉E+ I〈n〉E} ⊂
⋂
n∈N
({J 〈λ′〉E}+ {I〈n/pN 〉E}) = {J 〈λ′〉E}
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where the last equality holds because {J 〈λ′〉E} is a closed ideal, taking into account (iii.a). 
Theorem 16.3.42. Let f : A → A′ be a continuous ring homomorphism of perfectoid rings;
set C := Im f andD := ImE(f). The following holds :
(i) f is surjective (resp. bijective, resp. adic, resp. open, resp. open and injective) if and
only if the same holds for E(f).
(ii) C is open in A′ if and only if D is open in E(A′).
(iii) Suppose that C is open in A′, then we have :
(a) A′◦◦ ⊂ C.
(b) C is perfectoid both for the quotient topology induced by the projection A → C, and
for the subspace topology induced by the inclusion map C → A′.
Proof. Set E := E(A) and E′ := E(A′). Also, denote by TD and T ′D (resp. TC and T
′
C)
the topologies on D (resp. on C) induced respectively by the projection E → D and the open
inclusionD → E′ (resp. induced by the projection A→ C and the open inclusion C → A′).
Let α• := (αn | n ∈ N) be a distinguished element in the kernel of uA : W (E) → A, and
recall that the image of α• inW (E
′) is a distinguished element in the kernel of uA′ . We denote
by Fil•A and Fil•A′ the p-adic filtrations on A and respectively A′; likewise, let Fil•E and
Fil•E′ be the α0-adic filtrations on E and respectively E
′. Moreover, we let A• be the complex
concentrated in degrees 0 and 1, with A0 := A, A1 := A′, and d0 := f . Likewise, we define the
complex E• := (E
E(f)−−→ E′) in degrees 0 and 1. With the foregoing filtrations, A• and E• are
filtered complexes of Z-modules, and we wish to consider the associated spectral sequences, as
described in (7.2.12). Explicitly, we have Z(A•)pqr = 0 whenever p+ q 6= 0, 1, and :
Z(A•)p,−pr := {a ∈ FilpA | f(a) ∈ Filp+rA′}
Z(A•)p,−p+1r :=Fil
pA′
for every p ∈ Z and r ∈ N
and correspondingly for Z(E•)pqr . Since uA(Fil
pE) ⊂ FilpA for every p ∈ Z, and likewise for
uA′ , it is then clear that uA and uA′ restrict to well defined maps
upqr : Z(E
•)pqr → Z(A•)pqr for every p, q ∈ Z and r ∈ N.
Moreover, we have B(A•)pqr = 0 whenever p+ q 6= 0, 1, and :
B(A•)p,−pr :=Fil
p+1A ∩ Z(A•)p,−pr
B(A•)p,−p+1r := (Fil
p+1A′ + f(Filp−r+1A)) ∩ FilpA′ for every p ∈ Z and r ∈ N
and correspondingly for B(E•)pqr .
Claim 16.3.43. ua,br (B(E
•)a,br ) ⊂ B(A•)a,br for every a, b ∈ Z and r ∈ N.
Proof of the claim. The assertion is trivial for a + b 6= 0, 1. If b = −a, the assertion fol-
lows directly from our explicit descriptions of B(E•)a,−ar and B(A
•)a,−ar . Next, notice that
B(E•)a,−a+10 = Fil
a+1E′, and likewise for B(A•)a,−a+10 ; the assertion follows then when r = 0
and b = −a + 1. For the case where r > 0 and b = −a + 1, lemma 7.2.13 shows that
B(E•)a,−a+1r = Fil
a+1E′ + f(Z(E•)a−r+1,−a+r−1r−1 )
and likewise for B(A•)a,−a+1r . Hence, let x ∈ Filp+1E′ and y ∈ Z(E•)a−r+1,−a+r−1r−1 and set
z := x+E(f)(y); we need to check that uA′(z) ∈ Fila+1A′+f(Z(A•)a−r+1,−a+r−1r−1 ). However,
proposition 9.3.63 says that uA′(z) = uA′(x) + uA′ ◦ E(f)(y) + w, where w is the limit of a
p-adically convergent series whose terms are Zp-linear combinations of products of the form
pn · uA′(xσ0 · E(f)(y)σ1), with n ∈ N \ {0}, σ0, σ1 ∈ Q+, and σ0 + σ1 = 1. Now :
uA′ ◦ E(f)(y) = f(uA(y)) ∈ f(Z(A•)a−r+1,−a+r−1r−1 ) and uA′(x) ∈ Fila+1A′.
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Moreover, since f(uA(y)) ∈ FilaA′, we see that pm divides uA′(xσ0 · E(f)(y)σ1) = uA′(x)σ0 ·
f(uA(y))
σ1 in A′, for every integer m ≤ σ0 · (a + 1) + σ1 · a = a + σ0. Thus, w ∈ Fila+1A′,
whence the contention. ♦
Next, notice that E(A•)p,−p0 = gr
pA and E(A•)p,−p+10 = gr
pA′ for every p ∈ Z, and likewise
for E(E•)pq0 , whenever p+ q = 0, 1. Especially, E(A
•)a,br is a Z/pZ-module for every a, b ∈ Z
and r ∈ N. Invoking proposition 9.3.63 again, we deduce that the composition
Z(E•)pqr
upqr−−→ Z(A•)pqr → E(A•)pqr
is an additive map, and combining with claim 16.3.43, it follows that the latter factors through
a well defined group homomorphism
vpqr : E(E
•)pqr → E(A•)pqr for every p, q ∈ Z and r ∈ N.
Lastly, a simple inspection shows that the system of maps v••• yields a morphism of spectral
sequences E(E•)••• → E(A•)••• . Since vpq0 is an isomorphism for every p, q ∈ Z, it follows that
v••• is an isomorphism of spectral sequences.
Let us endow Coker f with the filtration induced by Fil•A′ : namely
Filp(Coker f) := Im(FilpA′ → Coker f) for every p ∈ Z.
Likewise, we define a filtration Fil•CokerE(f) on CokerE(f). Let moreover TA′,p be the
p-adic topology on A′, and TE′,α0 the α0-adic topology on E
′.
Claim 16.3.44. C is open in (A′,TA′,p) (resp. D is open in (E′,TE′,α0)) if and only if there
exists i ∈ N such that griCoker f = 0 (resp. such that griCokerE(f) = 0).
Proof of the claim. Clearly, if C is open in (A′,TA′,p), then we find i ∈ N with griCoker f = 0.
Conversely, if the latter condition holds, set M := FiliA′ + C ⊂ A′; we deduce that M =
pM + C, whence M = C, by [89, Th.8.4] and lemma 16.2.3(v); i.e. FiliA′ ⊂ C, so C is
open in (A′,TA′,p). Since E and E′ are complete and separated for their α0-adic topologies (see
(16.2.19)), the same argument shows the assertion for D. ♦
According to (7.2.17), the spectral sequences E(A•)••• and E(E
•)••• admit natural abutments,
and by inspecting the constructions, we deduce natural isomorphisms :
E(A•)a,1−a∞
∼→ graCoker f E(E•)a,1−a∞ ∼→ graCokerE(f) for every a ∈ Z.
Moreover, by proposition 7.2.18 they converge in degree 1. Since these spectral sequences are
isomorphic, combining with claim 16.3.44 we conclude that C is open in (A′,TA′,p) if and only
ifD is open in (E′,TE′,α0).
(ii): By the foregoing, in order to prove the assertion we may assume that C is open in
(A′,TA′,p) and D is open in (E′,Tα0,E′). Hence, α
n
0E
′ ⊂ D for some n ∈ N, and since D and
E′ are perfect rings, it follows easily that α0E
′ ⊂ D, i.e. gr1CokerE(f) = 0. By the foregoing,
we deduce that gr1Coker f = 0 as well, i.e. pA′ ⊂ C. Endow E′/α0E′ and A′/pA′ with the
quotient topologies TE′/α0E′ and TA′/pA′ induced by E
′ and A′, and recall that uA′/pA′ induces
an isomorphism of topological rings
ω : (E′/α0E
′,TE′/α0E′)
∼→ (A′/pA′,TA′/pA′)
(remark 16.3.7(ii)); clearly ω(C/pA′) = D/α0E
′, and especially C/pA′ is open in A′/pA′ if
and only if D/α0E
′ is open in E′/α0E
′. The contention follows immediately.
(iii.a): In view of (ii), the subring D is open in E′; since D is perfect, it follows easily that
E′◦◦ ⊂ D. EndowD/α0E′ (resp. C/pA′) with the topology T ′D/α0E′ (resp. T ′C/pA′) induced by
T ′D via the projection D → D/α0E′ (resp. by T ′C via the projection C → C/pA′). Then we
have (D,T ′D)
◦◦ = E′◦◦, and notice that
(D/α0E
′,T ′D/α0E′)
◦◦ = (D,T ′D)
◦◦/α0E
′ and (C/pA′,T ′C/pA′)
◦◦ = (C,T ′C)
◦◦/pA′.
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Moreover, according to lemma 8.2.3(i), the topology T ′D/α0E′ agrees with the topology induced
by TE′/α0E′ via the inclusion mapD/α0E
′ → E′/α0E′, and likewise for T ′C/pA′; it follows that
the foregoing isomorphism ω restricts to an isomorphism of topological rings
(C/pA′,T ′C/pA′)
∼→ (D/α0E′,T ′D/α0E′).
Since (D/α0E
′,T ′D/α0E′)
◦◦ = E′◦◦/α0E
′ = (E′/α0,TE′/α0)
◦◦, we get (C/pA′,T ′C/pA′)
◦◦ =
(A′/pA′,TA′/pA′)◦◦ = A′◦◦/pA′, and finally A′◦◦ = (C,T ′C)
◦◦.
(i): If f is bijective, then clearly the same holds for E(f); conversely, if E(f) is bijective,
then the same holds for
W (E)/α•W (E)⊗W (E) W (E(f)) : W (E)/α•W (E)→W (E′)/α•W (E′).
But the image of α• is still distinguished inW (E
′), and lies in KeruA′ , hence the latter map is
naturally identified with f ; especially, f is bijective.
• If either f or E(f) is surjective, then pA′ ⊂ C and α0E′ ⊂ D by the proof of (ii), and
moreover the isomorphism E′/α0E
′ ∼→ A′/pA′ induced by uA/pA restricts to an isomorphism
D/α0E
′ ∼→ C/pA′. Then clearly C = A′ if and only if D = E′.
• Next, let J ⊂ E be any ideal of definition, (β1, . . . , βk) a finite system of generators for
J , and J ⊂ A the ideal generated by (uA(β1), . . . , uA(βk)). By corollary 16.3.40(ii), the ideal
JA′ is open inA′ if and only if JE′ is open inE′. Moreover, JE′ (resp. JA′) is topologically
nilpotent in E′ (resp. in A′), since the same holds for J (resp. for J); thus, JE′ is an ideal of
adic definition for E′ if and only if JA′ is an ideal of adic definition for A′, i.e. f is adic if and
only if E(f) is adic.
• If either f of E(f) is open, we know already that C is open in A′ and D is open in E′,
by (ii). Also, by the foregoing we know already that f is adic if and only if the same holds for
E(f); combining with proposition 8.3.13(v), we conclude that f is open if and only if the same
holds for E(f).
• Lastly, if either f orE(f) is open and injective, by the foregoing we know already that both
f and E(f) are open, and then A′◦◦ ⊂ C and E′◦◦ ⊂ D, by (iii.a). Endow A′ := A′/A′◦◦, E′ :=
E′/E′◦◦, C := C/A′◦◦ and D := D/E′◦◦ with their discrete topologies; then the foregoing
isomorphism ω induces a ring isomorphismE′
∼→ A′, restricting to a ring isomorphismD ∼→ C.
Moreover, we get natural isomorphisms of topological rings :
(C,T ′C)
∼→ C ×A′ A′ and (D,T ′D) ∼→ D ×E′ E′.
Taking into account proposition 16.3.25, it follows that the projection A → (C,T ′C) is an
isomorphism of topological rings if and only if the same holds for the projectionE→ (D,T ′D);
i.e. f is open and injective if and only if the same holds for E(f).
(iii.b): The map E(f) is a composition of continuous ring homomorphisms :
E
g1−→ (D,TD) g2−→ (D,T ′D) g3−→ E′
where g1 is open and surjective, g2 is bijective, and g3 is an open injective map. Since Ker g1 =
KerE(f) is a closed ideal of E, we see that (D,TD) is a perfect, separated and complete topo-
logical ring (proposition 8.2.13(v)) whose topology is I-adic, for an ideal I ⊂ D of finite type,
i.e. (D,TD) is perfectoid, and the same holds for (D,T ′D), by virtue of corollaries 8.3.15(i)
and 8.3.14(iii). Since the category of perfectoid A-algebras is equivalent to that perfectoid
E-algebras (remark 16.3.7(i)) we deduce a corresponding factorization of f :
A
f1−→ C1 f2−→ C2 f3−→ A′
where C1 and C2 are perfectoid A-algebras with isomorphisms of perfectoid E-algebras
E(C1)
∼→ (D,TD) and E(C2) ∼→ (D,T ′D).
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Moreover, f1 is open and surjective, f2 is bijective, and f3 is open and injective, by (i). But then
C1 is isomorphic to (C,TC) and C2 is isomorphic to (C,T ′C), whence the contention. 
In the situation of theorem 16.3.36, let K and K ′ be any two closed and taut ideals of E;
we would like to show that K = K ′ if and only if {K } = {K ′}, and taking into account
theorem 16.3.36(iii), it would suffice to prove that {K ∩ K ′} = {K } ∩ {K ′}. We do not
know whether the latter identity always holds, but we have at least the following :
Theorem 16.3.45. Let A be any perfectoid ring, K and K ′ two taut and closed ideals of
E := E(A), and (αn | n ∈ N) any distinguished element of KeruA. Suppose that either one of
the following conditions holds :
(a) α0 ∈ K ′
(b) K ′ is strictly taut and αn0 ⊂ K ′ for some sufficiently large n ∈ N.
Then {K ∩K ′} = {K } ∩ {K ′}.
Proof. Suppose that (a) holds; in this case, both inclusions K ′ ⊂ E and K ′ ∩ K ⊂ K are
taut, by remark 16.3.28(iv). There follows a commutative diagram of A/pA-modules
K /(K ′ ∩K ) //

{K }/{K ′ ∩K }

E/K ′ // A/{K ′}
both of whose horizontal arrows are isomorphisms, by theorem 16.3.31(ii), and whose left
vertical arrow is clearly injective. Then the right vertical arrow is injective as well, whence the
contention, in this case.
In case (b) holds, pick ε ∈ N[1/p] with 0 < ε < 1 and such that K ′ is α1−ε0 -taut. We set
In := {x ∈ E | αnε0 x ∈ I } for every n ∈ N and every ideal I ⊂ E.
Claim 16.3.46. With the foregoing notation we have :
(i) K ′n is a closed ideal of E, for every n ∈ N.
(ii) The inclusion K ′n ⊂ K ′n+1 is taut for every n ∈ N.
(iii) K ′0 = K
′ and K ′r = E for every sufficiently large r ∈ N.
Proof of the claim. Since K ′ is closed, it is easily seen that (i) holds. Say that αn0 ∈ K ′; then
clearly K ′k = E for every integer k ≥ ε−1n. Next, directly from the definition we see that, for
any two ideals I ,J ⊂ E and any n ∈ N we have
J ·In ⊂ (J I )n αε0 ·In+1 ⊂ In (In)p ⊂ (I p)np (Φ−1E I )n = Φ−1E (Inp).
Therefore :
α0 · Φ−1E (K ′n+1)p ⊂α0 · Φ−1E ((K ′p)(n+1)p)
=α0 · (Φ−1E K ′p)n+1
⊂α1−ε0 · (Φ−1E K ′p)n
⊂ (α1−ε0 · Φ−1E K ′p)n
⊂K ′n
as required. ♦
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By claim 16.3.46 we have K ′r = E for some r ∈ N, and for every n ∈ N we get a commuta-
tive diagram of A/pA-modules
{K ∩K ′n+1}/{K ∩K ′n} //

{K ′n+1}/{K ′n}

(K ∩K ′n+1)/(K ∩K ′n ) // K ′n+1/K ′n
whose vertical arrows are isomorphisms, by theorem 16.3.31(ii), and whose bottom horizontal
arrow is injective. Then the top horizontal arrow is injective as well, so that
{K ∩K ′n+1} ∩ {K ′n} ⊂ {K ∩K ′n} for every n ∈ N.
We may now prove that {K } ∩ {K ′n} = {K ∩K ′n}, by descending induction on n. Indeed,
the assertion is obvious in case n ≥ r. Suppose that the identity has already been shown for
some n > 0; then we get
{K } ∩ {K ′n−1} = {K } ∩ {K ′n} ∩ {K ′n−1} = {K ∩K ′n} ∩ {K ′n−1} ⊂ {K ∩K ′n−1}
and the converse inclusion is obvious, so the sought identity holds for n− 1. Letting n = 0, we
get the assertion. 
In the same vein, let us also point out :
Lemma 16.3.47. In the situation of theorem 16.3.45, let λ1, λ2 ∈ N[1/p] be two rationals such
that λ1 + λ2 ≤ 1, and J1,J2 ⊂ E two ideals such that Ji is αλi0 -taut for i = 1, 2. Then
({J1}{J2})c = {J1J2}.
Proof. The inclusion {J1}{J2} ⊂ {J1J2} is obvious from the definitions, so it suffices to
check that for every x ∈ J1J2 we have uA(x) ∈ ({J1}{J2})c. However, every such x can
be written as a finite sum
∑n
i=1 yizi, with y1, . . . , yn ∈ J1 and z1, . . . , zn ∈ J2; by proposition
9.3.63 we know that uA(x) is the limit of a p-adically convergent series of the form
∑
j∈Nwj ,
where in turn each wj is a finite Zp-linear combination of terms of the form
w
µ
j := p
j · uA((y1z1)µ1 · · · (ynzn)µn) for certain µ1, . . . , µn ∈ p−jN such that
n∑
i=1
µi = 1.
Thus, we are reduced to checking that any such term lies in {J1}{J2}. Now, set yµ :=
yµ11 · · · yµnn , and define likewise zµ, for every µ := (µ1, . . . , µn) ∈ p−jN; under our assumptions
we have p = uA(α
λ1+λ2
0 ) · a for some a ∈ A (lemma 16.2.7(iii)), hence
w
µ
j = a
j · uA(αjλ10 · yµ) · uA(αjλ20 · zµ)
and notice that αjλ10 · yµ ∈ αjλ10 ·Φ−jE (J p
j
1 ) ⊂ J1 by (16.3.29). Likewise, αjλ20 · zµ ∈ J2, and
the assertion follows. 
Corollary 16.3.48. Let A be a perfectoid ring, K ,K ′ ⊂ E(A) two taut and closed ideals, and
suppose that either K or K ′ fulfills conditions (a) and (b) of theorem 16.3.45. Then we have
K ⊂ K ′ if and only if {K } ⊂ {K ′}.
Proof. As already announced, this follows straightforwardly from remark 16.3.28(iv) and theo-
rems 16.3.45 and 16.3.36(iii). 
Corollary 16.3.49. In the situation of corollary 16.3.40, let a′• := (a
′
1, . . . , a
′
t) be another finite
system of elements of E, and J ′ ⊂ E the ideal generated by a′•. Define the ideal [a′•]〈β〉 ⊂W (E)
as in remark 9.3.71(iii), for every β ∈ N[1/p]. Moreover, let λ, µ ∈ N[1/p] be any two rational
numbers. We have :
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(i) The following conditions are equivalent :
(a) J 〈λ〉E ⊂ J ′⌊µ⌋E.
(b) [a•]
〈λ〉A ⊂ [a′•]〈µ−ε〉A for every ε ∈ N[1/p] with 0 < ε ≤ µ.
(ii) Suppose that either J or J ′ is open. Then the following conditions are equivalent :
(a) J 〈λ〉E ⊂ J ′〈µ〉E.
(b) [a•]
〈λ〉A ⊂ [a′•]〈µ〉A.
(iii) For every l, m ∈ N[1/p] such that lµ+mλ < λµ we have
[a•]
〈λ〉A ∩ [a′•]〈µ〉A ⊂ [a•]〈l〉 · [a′•]〈m〉A.
Proof. (i): Suppose that (i.a) holds; we deduce :
[a•]
〈λ〉A ⊂ {J 〈λ〉E} ⊂ {J ′〈µ−ε/p〉E} ⊂ [a′•]〈µ−ε〉A for every ε as in (i.b)
where the first and last inclusions follow from corollary 16.3.40(i).
Conversely, suppose that (i.b) holds; fix a finite system b• := (b1, . . . , br) of generators for
an ideal of definition I of the perfectoid ring E, and for every n ∈ N, let bn• be the finite
system consisting of the products of the form bj(1) · · · bj(n), where j ranges over all the mappings
{1, . . . , n} → {1, . . . , r}. For every n ∈ N, we may then form the system (a′•, bn• ) which is the
union of the systems a′• and b
n
• , and for every λ ∈ N[1/p] consider the ideal [a′•, bn• ]〈λ〉 ⊂W (E)
attached as in remark 9.3.71(iii) to the system (a′•, b
n
• ). With this notation, corollary 16.3.40(ii)
yields :
[a•]
〈λ〉A ⊂ [a′•, bn• ]〈µ−ε/p〉A = {(J ′ + In)〈µ−ε/p〉E} for every n ∈ N and ε as in (i.a).
However, since the topology ofA is coarser than the p-adic topology, claim 16.3.41 implies that
[a•]
〈λ〉A is a dense subset of {J 〈λ〉E}; but {(J ′ + In)〈µ−ε/p〉E} is a closed ideal, so
(16.3.50) {J 〈λ〉E} ⊂ {(J ′ + In)〈µ−ε/p〉E} for every n ∈ N and ε as in (i.a).
Now, the topological closure J 〈λ〉Ec of J 〈λ〉E is (strictly) taut, and {J 〈λ〉E} = {J 〈λ〉Ec} (remark
16.3.28(v)); moreover, (J ′ + In)〈µ−ε/p〉E is an open ideal of W (E), hence, from corollary
16.3.48 and (16.3.50) we derive
J 〈λ〉Ec ⊂ (J ′ + In)〈µ−ε/p〉E for every n ∈ N and ε as in (i.a)
and combining with claim 16.3.20 we conclude that J 〈λ〉E ⊂ J ′〈µ−ε〉E for every ε as in (i.a).
(ii): From lemma 9.3.70(ii.a,iv) it follows easily that J is open if and only if the same holds
for J 〈λ〉E, and likewise, J ′ is open if and only if the same holds for J ′〈µ〉E. Hence, suppose
that J is open; if condition (ii.a) holds, then it follows that J ′ is open as well, and if (ii.b) holds,
we use corollary 16.3.40(ii) to deduce first that [a•]
〈λ〉A is open, so the same holds for [a′•]
〈µ〉A,
and then also for J ′, again by corollary 16.3.40(ii). In conclusion, for the proof of (ii) we may
assume that J ′ is open. Now, suppose that (ii.a) holds; then we get
[a•]
〈λ〉A ⊂ {J 〈λ〉E} ⊂ {J ′〈µ〉E} = [a′•]〈µ〉A
where the first inclusion follows from corollary 16.3.40(i), and the last identity follows from
corollary 16.3.40(ii). Conversely, suppose that (ii.b) holds; since the topology of A is coarser
that the p-adic topology, claim 16.3.41 implies that [a•]
〈λ〉A is a dense subset of {J 〈λ〉E}, and
since {J ′〈µ〉E} is a closed ideal, corollary 16.3.40(ii) yields {J 〈λ〉E} ⊂ {J ′〈µ〉E}. Then, arguing
as in the proof of (i), we easily deduce that (ii.a) holds.
(iii): We may assume that λ, µ > 0, since otherwise there is nothing to prove. Define bn• as in
the foregoing, for every n ∈ N; combining corollary 16.3.40(i) and theorem 16.3.45, we get
[a•, b
n
• ]
〈λ〉A∩ [a′•, bn• ]〈µ〉A = {(J+In)〈λ〉E}∩{(J ′+In)〈µ〉E} = {(J+In)〈λ〉E∩(J ′+In)〈µ〉E}
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for every n ∈ N. Now, pick α ∈ N[1/p] such that l/λ < 1 − α and m/µ < α and set
l′ := (1− α)λ,m′ := αµ. If x ∈ (J + In)〈λ〉E ∩ (J ′ + In)〈µ〉E, we may write
x = xα · x1−α ∈ (J + In)〈l′〉 · (J ′ + In)〈m′〉E.
Next, to ease notation, for any finite sequence ν• := (ν1, . . . , νm) of elements of N[1/p] and any
sequence (x1, . . . , xm) of elements of E, set
xν•• := x
ν1
1 · · ·xνmm and |ν•| := ν1 + · · ·+ νm.
We remark that the ideal (J + In)〈l
′〉 · (J ′ + In)〈m′〉E is generated by all products
aν•• · a′ν
′
•
• · bβ•• · bβ
′
•
• where |ν•|+ n−1 · |β•| = l′ |ν ′•|+ n−1 · |β ′•| = m′.
Fix l′′, m′′ ∈ N[1/p] such that l < l′′ < l′ andm < m′′ < m′, and set ε := (l′− l′′)+(m′−m′′);
it is easily seen that each of the above products lies either in J 〈l
′′〉 · J ′〈m′′〉E or else in I〈nε〉E.
Moreover, we can write l′′ = p−Nf , m′′ := p−Ng for suitable f, g, N ∈ N, and summing up,
we conclude that, for every δ < p−N , the ideal [a•]
〈λ〉A ∩ [a′•]〈µ〉A is contained in :⋂
n∈N
{J 〈l′′〉 · J ′〈m′′〉E+ I〈nε〉E} =
⋂
n∈N
{(JfJ ′g)〈1/pN 〉E+ I〈nε〉E} ⊂ {(JfJ ′g)〈δ〉E}
where the first equality follows from lemma 9.3.70(ii.a,iii) the last inclusion follows from corol-
lary 16.3.40(iii.b). Let us then choose δ, δ′ ∈ N[1/p] with p−N > δ > δ′ and δ′ close enough to
p−N , so that δ′ · f > l and δ′ · g > m; using corollary 16.3.40(i) we get
{(JfJ ′g)〈δ〉E} ⊂ [af•a′g•]〈δ
′〉A ⊂ [a•]〈l〉 · [a′•]〈m〉A
whence the contention. 
As an application, we can complement as follows theorem 16.3.21(i) :
Proposition 16.3.51. In the situation of theorem 16.3.21, we have :
(i) (16.3.12) is a cartesian diagram of topological rings.
(ii) All the topological rings appearing in (16.3.12) are perfectoid.
Proof. We know already that (16.3.17) is a cartesian diagram of topological rings. Moreover, it
is easily seen that the I-adic topology onA agrees with the (I+pA)-adic topology, and likewise
for the J-adic and (I + J)-adic topologies, so all the topological rings appearing in (16.3.17)
except possibly for (A′,T ′) are perfectoid (proposition 16.3.8(ii)). By the same token, the IJ-
adic topology on A agrees with the (IJ + pA)-adic topology, so the proposition will follow,
once we have shown the following
Claim 16.3.52. The IJ-adic topology on A agrees with the linear topology T defined by the
cofiltered system of ideals (In ∩ Jn | n ∈ N).
Proof of the claim. Set I ′ := I + pA and J ′ := J + pA, and notice that Ik+N ⊂ I ′N+k ⊂ Ik+1
for every k ∈ N, and likewise for J . Therefore, T agrees with the topology defined by
the cofiltered system of ideals (I ′n ∩ J ′n | n ∈ N), and the IJ-adic topology on A agrees
with the I ′J ′-adic topology. Thus, we can replace I, J by I ′, J ′, and assume from start that
p ∈ I ∩ J . Now, let (αn | n ∈ N) be any distinguished element in Ker uA. Fix finite sys-
tems β• := (β1, . . . , βk) and β
′
• := (β
′
1, . . . , β
′
r) of elements of E(A) such that uA/pA(β•)
(resp. uA/pA(β
′
•)) is a system of generators for I/pA (resp. for J/pA). In light of lemma
16.2.7(iii), it follows that the sequence (uA(α0), uA(β1), . . . , uA(βk)) is a system of genera-
tors for I , and (uA(α0), uA(β
′
1), . . . , uA(β
′
r)) is a system of generators for J . On the other
hand, lemma 9.3.70(iv) implies that the I-adic (resp. J-adic) topology on A agrees with the
linear topology defined by the cofiltered system of ideals ([α0, β•]
〈λ〉A | λ ∈ N[1/p]) (resp.
([α0, β
′
•]
〈λ〉A | λ ∈ N[1/p])). Then, the claim follows from corollary 16.3.49(iii). 
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16.3.53. Let A be a ring, and a• := (a1, . . . , ak) a finite system of elements of A; denote by I
the ideal generated by a•, and suppose that
(16.3.54) p ∈ I t where t := k(p− 1) + 1.
Set J := I(p), the ideal generated by the system (ap1, . . . , a
p
k), and notice that
(16.3.55) I t ⊂ J
therefore J is well defined independently of the choice of a• (lemma 16.2.2). Denote by gr
•
IA
(resp. gr•JA) the graded ring associated with the I-adic (resp. J-adic) filtration on A. Notice
that both these two rings are Fp-algebras.
Remark 16.3.56. Let A be any P-ring, I any ideal of definition of A, and (a1, . . . , ak) a system
of generators of I . By virtue of lemma 16.2.3(iii) and its proof, we may find a sequence of
ideals (In | n ∈ N) such that
• I(p)n+1 = In for every n ∈ N
• In admits a system of generators consisting of k elements of A.
Then In is still an ideal of definition of A for every n ∈ N, and p ∈ I tn for every sufficiently
large n ∈ N, where t is defined as in (16.3.53). We may thus regard the following result as a
refinement of corollary 16.3.3.
Proposition 16.3.57. In the situation of (16.3.53), the following holds :
(i) The Frobenius endomorphism of gr•IA factors through a graded ring homomorphism
ΦI : gr
•
IA
∼→ gr•JA (x mod In+1) 7→ (xp mod Jn+1) for every n ∈ N and x ∈ In.
(ii) Let Tp be the p-adic topology on A, and suppose that (A,Tp) is perfectoid. Then ΦI is
an isomorphism.
Proof. (i): To begin with, we remark :
Claim 16.3.58. For every n ∈ N and every x, y ∈ In, we have (x+ y)p − xp − yp ∈ Jn+1.
Proof of the claim. The difference in the claim is a sum of terms that lie in pIpn. Taking into
account (16.3.54), we see that pIpn ⊂ I t+pn, so it remains only to check that
I t+pn ⊂ Jn+1.
We argue by induction on n, and notice that the case where n = 0 is (16.3.55). Hence, suppose
that r > 0, and that the sought inclusion has already been checked for n := r − 1. The
ideal I t+pr is generated by all elements of the type b :=
∏t+pr
j=1 aϕ(j), where ϕ is any mapping
{1, . . . , t + pr} → {1, . . . , k}. Since r ≥ 0, it is easily seen that there exists at least one index
i ∈ {1, . . . , k} such that ϕ−1(i) has cardinality≥ p. For such index i, we have b = api · c, where
c ∈ I t+pn, and the inductive assumption says that c ∈ Jn+1, whence b ∈ Jr+1, as required. ♦
Let us now check that if x ∈ In, then xp ∈ Jn. Indeed, the assertion is clear if x is a
monomial
∏n
j=1 aϕ(j) for some mapping ϕ : {1, . . . , n} → {1, . . . , k}. However, we may write
x = x1 + · · ·+ xr for some r ∈ N and a sequence x1, . . . , xr of such monomials. Lastly, claim
16.3.58 and an easy induction on r shows that xp −∑rj=1 xpj ∈ Jn+1, whence the contention.
Thus, the map ΦI is well defined, and claim 16.3.58 also shows that ΦI(x+y) = ΦI(x)+ΦI(y)
for every n ∈ N and every x, y ∈ grnIA. For any such x and y it is also clear that ΦI(xy) =
ΦI(x) · ΦI(y), so ΦI is a ring homomorphism.
(ii): Set E := E(A), and let α := (αn | n ∈ N) be a distinguished element in Ker uA;
arguing as in the proof of lemma 16.2.7(i), we may assume that for every i = 1, . . . , k we have
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ai = uA(βi) for some βi ∈ E. Denote by I ⊂ E the ideal generated by (β1, . . . , βk), and set
J := I (p), the ideal generated by (βp1 , . . . , β
p
k); from (16.3.54) and lemma 16.1.9(ii) we get
(16.3.59) α0 ∈ I t ⊂ J .
Let gr•I and gr
•
J be the graded rings associated with the I -adic and J -adic filtrations on E.
Claim 16.3.60. (i) For every n ∈ N we have :
(a) The inclusion I n+1 ⊂ I n is α1/p0 -taut and the inclusion J n+1 ⊂ J n is taut.
(b) {I n} = In and {J n} = Jn.
(ii) The map uA : E(A)→ A induces graded ring isomorphisms
gr•I
∼→ gr•I gr•J ∼→ gr•J .
Proof of the claim. (i.a): Clearly J = ΦE(I ), therefore it suffices to prove the assertion for
J ; however α0 · Φ−1E (J np) = α0I np ⊂ I t+np by (16.3.59), and arguing as in the proof of
claim 16.3.58, we see that I t+np ⊂ J n+1, whence the claim.
(i.b): We consider first the assertion for I n. By construction, it is clear that ai ∈ {I }
for every i = 1, . . . , k, hence In ⊂ {I n}. On the other hand, since A is endowed with
its p-adic topology, E carries the α0-adic topology (see (16.2.19)), therefore I n is open in
E, and consequently {I n} is the ideal generated by the system (uA(x) | x ∈ I n) (remark
16.3.28(viii)). Thus, we come down to checking that uA(x) ∈ In for every x ∈ I n. This
is clear in case x is a monomial of the form
∏n
j=1 βϕ(j) for some mapping ϕ : {1, . . . , n} →
{1, . . . , k}. In general, x shall be a finite sum x1 + · · · + xs, where x1, . . . , xs are monomials
of this type. According to proposition 9.3.63, τA(x) can then be expressed as a p-adically
convergent series
∑
r∈N p
r · yr, where each yr is in turn a finite sum of terms of the form
w · τA(z), for certain w ∈ Zp and z ∈ Φ−rE (I n)p
r
. In view of (i;A) and remark 16.3.28(vi), we
have
α
r/p
0 · Φ−rE (I n)p
r ⊂ I n+r for every r, n ∈ N.
Pick π ∈ A as in lemma 16.2.3(iv); recalling lemma 16.2.7(iii), we deduce that
pr · uA(z) ∈ π(p−1)r · {I n+r} for every r ∈ N and every z ∈ Φ−rE (I n)p
r
.
Since {I n+r} is closed in the p-adic topology of A for every n, r ∈ N, it follows that {I n} ⊂
In + π(p−1)r{I n+r} for every r ∈ N. But clearly π(p−1)r ∈ In for every large enough r ∈ N,
so {I n} ⊂ In, as required.
To deal with J n, we repeat the foregoing argument, to get : {J n} ⊂ Jn + {J n+r} for
every r ∈ N. However, clearly J n+r ⊂ I n+r; taking into account the previous case, we
conclude that {J n} ⊂ Jn + Is for every s ∈ N. But we may find s ∈ N large enough, so that
Is ⊂ Jn, so at last {J n} ⊂ Jn, whence the claim.
(ii) follows immediately from (i) and theorem 16.3.31(ii). ♦
Claim 16.3.60(ii) yields a commutative diagram of graded rings
gr•I
//

gr•IA
ΦI

gr•J
// grnJA
whose horizontal arrows are isomorphisms, and whose left vertical arrow is induced by ΦE.
Now, since E is perfect, the left vertical arrow is an isomorphism, so the same holds for the
right vertical arrow, as stated. 
Corollary 16.3.61. Let A be a perfectoid ring, and β ∈ E(A) any element.
(i) A is a reduced ring.
FOUNDATIONS FOR ALMOST RING THEORY 1457
(ii) If β 6= 0, then uA(β) 6= 0.
(iii) If the topology of A is discrete, then A is an Fp-algebra.
Proof. (i): Suppose that A contains a nilpotent element x 6= 0, and let n > 1 be the smallest
integer such that xn = 0; set y := xn−1, so that y 6= 0 and yp = 0. By remark 16.3.56 we
can find an ideal of definition I of A fulfilling condition (16.3.54); we set J := I(p) and let
ΦI : gr
•
IA
∼→ gr•JA be the isomorphism of proposition 16.3.57(ii). Let also r ∈ N be the largest
integer such that y ∈ Ir, and denote by y ∈ grrIA the class of y, so that y 6= 0; but clearly
ΦI(y) = 0, a contradiction.
(ii) and (iii) are immediate consequences of (i). 
Theorem 16.3.62. In the situation of (16.3.53), letTI be the I-adic topology onA, and suppose
that (A,TI) is a P-ring. Define also the graded ring homomorphism ΦI as in proposition
16.3.57(i). Then the following conditions are equivalent :
(a) (A,TI) is perfectoid.
(b) The map ΦI is an isomorphism.
Proof. Suppose that (a) holds, and let Tp be the p-adic topology on A; then (A,Tp) is perfec-
toid, by proposition 16.3.8(i), in which case proposition 16.3.57(ii) says that (b) holds.
Next, suppose that (b) holds; then proposition 16.2.9 and example 16.3.2(i) say that E :=
E(A) is a perfectoid ring. Moreover, uA/pA is surjective (lemma 16.2.7(i)), so for every i =
1, . . . , k we may find βi ∈ E such that uA/pA(βi) equals the image of ai in A/pA. Denote by
J ⊂ E the ideal generated by the system (β1, . . . , βk); from claim 16.2.10 we see that J is
an ideal of definition of E, and uA/pA induces a ring isomorphism
(16.3.63) E/J
∼→ A/I.
Denote by JW ⊂W (E) the ideal generated by (τE(β1), . . . , τE(βk)); by construction we have
uA(τE(βi))− ai ∈ pA for every i = 1, . . . , k, and notice that p ∈ I t ⊂ I2, so JWA + I2 = I
and Nakayama’s lemma yields
(16.3.64) JWA = I.
Furthermore, recall that I := Ker uA contains a distinguished element α of W (E) (lemma
16.2.7(ii)); on the other hand, (16.3.64) and (16.3.54) imply that p ∈ J tWA, in which case we
may apply lemma 16.1.9(i) to get an element α′ := (α′n | n ∈ N) ∈ I such that α′0 ∈ J t and
α′1 ∈ E×. Especially, α′ is a distinguished element ofW (E), and so the ring
B := W (E)/α′W (E)
is perfectoid, for the quotient topology arising from the natural projectionW (E)→ B (example
16.3.2(ii)). By construction, uA factors through a surjective and continuous ring homomorphism
v : B → A.
Moreover, set IB := JWB ⊂ B, and notice that on the one hand, uB ◦ τE(α′0) = pt for some
t ∈ B× (lemma 16.2.7(iii)), and on the other hand we have uB ◦ τE(α′0) ∈ I tB , so
(16.3.65) p ∈ I tB.
Combining with proposition 9.3.78(ii), we deduce that IB is an ideal of definition of B, and
taking into account (16.3.64), we also get
(16.3.66) v(IB) = I.
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Set JB := I
(p)
B ; from (16.3.65), (16.3.66) and propositions 16.3.57(ii) and 16.3.8(i) we then get
a commutative diagram of graded ring homomorphisms
(16.3.67)
gr•IBB
//

gr•IA

gr•JBB
// gr•JA
both of whose vertical arrows are isomorphisms, and whose horizontal arrows are induced by
v. Since B is complete and separated for its IB-adic topology, and A is complete and separated
for its I-adic topology, the theorem will follow from :
Claim 16.3.68. The map v induces a ring isomorphism vn : B/I
pn
B
∼→ A/Ipn for every n ∈ N.
Proof of the claim. We argue by induction on n. For n = 0, notice that the projection
W (E) → B/IB factors through E, and by construction, the kernel of the resulting surjection
is J . Then the assertion follows from (16.3.63). Next, suppose that n ≥ 0, and that vn
is an isomorphism. In this case, v induces isomorphisms grrIBB
∼→ grrIA for every r < pn.
Due to (16.3.67), we then deduce that v also induces isomorphisms grrJBB
∼→ grrJA for every
r < pn, fromwhich it follows easily that v induces an isomorphismB/Jp
n
B
∼→ A/Jpn . However,
clearly J ⊂ Ip and JB ⊂ IpB, hence Jp
n
B ⊂ Ip
n+1
B and J
pn ⊂ Ipn+1 , so finally vn+1 is an
isomorphism. 
As a corollary of theorem 16.3.62 we obtain the following criterion :
Corollary 16.3.69. Let A be a ring, t ∈ N any integer, β := (bn | n ∈ N) an element of E(A);
suppose that A is complete and separated for its b0-adic topology T0, and p = ab0 for some
a ∈ A. Let also J := ⋃n∈N bnA. Consider the following conditions :
(a) A/J is a perfect Fp-algebra.
(b) The Frobenius endomorphism of A/b2tA induces a bijection bt+1A/b
2
t+1A
∼→ btA/b2tA.
(c) AnnA(b0) = AnnA(bn) for every n ∈ N.
(d) The Frobenius endomorphism ΦA/biA of A/biA induces an isomorphism
ΦA/biA : A/bi+1A
∼→ A/biA for every i ∈ N.
(e) (A,T0) is a perfectoid ring.
Then (e) is equivalent to the conjunction of (a),(b) and (c), and also to the conjunction of (c)
and (d). Moreover, if (e) holds, then A/AnnA(b0) is perfectoid for the b0-adic topology, and the
map uA : E(A)→ A induces an isomorphism of E(A)-modules :
(16.3.70) AnnE(A)(β)
∼→ AnnA(b0).
Proof. Suppose first that (a),(b),(c) hold. For every i, j > 0, consider the commutative diagram
bj−1i A/b
j
iA
fi,j //
ϕi,j−1

bjiA/b
j+1
i A
ϕi,j

bj−1i−1A/b
j
i−1A
fi−1,j // bji−1A/b
j+1
i−1A
where ϕi,j is induced by the Frobenius endomorphism of A/pA for every i, j ∈ N with i > 0,
and fi,j is induced by scalar multiplication by bi, for every i, j ∈ N with j > 0. We notice :
Claim 16.3.71. (i) fi,j is an isomorphism for every i, j ∈ N with j > 1.
(ii) ϕi,1 is an isomorphism for every i > t.
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Proof of the claim. (i): The surjectivity of fi,j is clear. For the injectivity, suppose that x = b
j−1
i y
and bix = b
j+1
i z for some y, z ∈ A. It follows that bjiy = bj+2i z, so bji (y−b2i z) = 0, and therefore
also bi(y − b2i z) = 0, by (c). Since j > 1, we deduce that x = bjiz, whence the assertion.
(ii): We argue by induction on i. The case i = t+1 is (b). Suppose then that i > t and that the
surjectivity of ϕi,1 is already known. This means that for every x ∈ A there exist y, z ∈ A such
that bi−1x = bi−1y
p + b2i−1z, i.e. that bi−1(x− yp − bi−1z) = 0. By assumption (c), we deduce
that bi(x− yp − bi−1z) = 0. Set z′ := bp−1i z; then bi(x− yp − biz′) = 0, i.e. bix = biyp + b2i z′,
whence the surjectivity of ϕi+1,1.
The injectivity of ϕi,1 means the following. For every x ∈ A such that bi−1xp ∈ b2i−1A we
have bix ∈ b2iA. Now, let a ∈ A, and suppose that biap ∈ b2iA; then bi−1(bp−1i ap) = b2p−1i ap ∈
b2i−1A, so that b
2p−1
i+1 a = bib
p−1
i+1 a ∈ b2iA. Say that b2p−1i+1 a = b2i y; then
b2p
2−p−1
i+2 (bi+2a− bp+1i+2 y) = 0.
By assumption (c), it follows that bp−1i+2 (bi+2a−bp+1i+2 y) = 0 as well, and therefore bi+1a ∈ b2i+1A,
hence ϕi+1,1 is injective. ♦
From claim 16.3.71 it follows immediately that ϕi,j is an isomorphism for every i > t and
every j > 0. Notice now that (A,T0) is a P-ring, and I := biA is an ideal of definition of A,
for every i > 0, due to assumptions (a) and (b); moreover, any such I fulfills the conditions of
(16.3.53). In light of theorem 16.3.62, it then suffices to show that ΦA/biA is bijective for every
i ≥ t. To this aim, from the snake lemma and assumption (a), we are easily reduced to checking
that ΦA/bi−1A induces a bijection J/biA
∼→ J/bi−1A for every i > t. Then, since J is the union
of its subideals bkA (for all k ∈ N), we are further reduced to checking that ΦA/bi−1A induces a
bijection bkA/biA
∼→ bk−1A/bi−1A for every k ≥ i. By considering the filtration
0 ⊂ bi+1A/biA ⊂ bi+2A/bi ⊂ · · · ⊂ bkA/biA
an easy induction then reduces to the case where k = i+1. Lastly, a similar induction argument,
using the filtration 0 ⊂ bp−1i+1 /bi ⊂ bp−2i+1 /bi ⊂ · · · ⊂ bi+1/bi further reduces the assertion to the
surjectivity of ϕi,j for every j = 1, . . . , p− 1, which is already known, by the foregoing.
Conversely, if (e) holds, then we get both (b) and (d), by virtue of proposition 16.3.57; then,
notice that the direct limit of the system of maps (ΦA/biA | i ≥ t) is the Frobenius endomorphism
of A/J , whence (a). Next, let x ∈ A with b0x = 0; it follows that (bnx)pn = 0 for every n ∈ N,
and since A is reduced (corollary 16.3.61(i)), we get bnx = 0, whence (c).
Lastly, suppose that (c) and (d) hold; then we get a commutative diagram whose horizontal
arrows are restrictions of ΦA/b0A, and are therefore bijections :
b2t+1A/b1A
∼ //
jt+1

b2tA/b0A
jt

bt+1A/b1A
∼ // btA/b0A
and whose vertical arrows are the natural injections; hence, we get an induced isomorphism
Coker jt+1
∼→ Coker jt, whence (b). It has already been remarked that (d) implies (a), so the
proof of the stated equivalences is complete.
Next, suppose that A is perfectoid, so all conditions (a),. . . ,(e) hold, and let us notice that
(16.3.72) AnnA(b0) ∩ bnA = 0 for every n ∈ N.
Indeed, if x ∈ A and we have b0 · (bnx) = 0, then bnx = 0 by (c). This means that T0 induces
the discrete topology on AnnA(b0), so A := A/AnnA(b0) is complete and separated for its
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b0-adic topology. Consider now the commutative diagram :
A/bt+1A
ΦA/biA //
f1,t+1

A/btA
f1,t

bt+1A/b
2
t+1A
// btA/b
2
tA
whose left (resp. right) vertical arrow is induced by multiplication by bt+1 (resp. by bt), and
whose top (resp. bottom) horizontal arrow is induced by the Frobenius endomorphism ofA/btA
(resp. of A/b2tA). Due to (b),(d) and (16.3.72), we see that ΦA/btA restricts to a bijection
AnnA(bt+1) = Ker f1,t+1
∼→ Ker f1,t = AnnA(bt)
and combining with (c) we deduce that the Frobenius endomorphism of A/biA restricts to
a bijection AnnA(b0)
∼→ AnnA(b0) for every i ∈ N. Then, using (d) we conclude that the
Frobenius endomorphism of A/biA induces an isomorphism ΦA/biA : A/bi+1A
∼→ A/biA for
every i ∈ N. Lastly, it is easily seen that AnnA(bi) = 0 for every i ∈ N. Summing up,
we have shown that the ring A fulfills conditions (c) and (d), so it is perfectoid for its b0-adic
topology, by the foregoing. Now, by virtue of (16.3.72), we may naturally identify AnnA(b)
with its image in A/b0A, and likewise one easily sees that AnnE(A)(β) ∩ βE(A) = 0, hence
we may identify AnnE(A)(β) with its image in E(A)/βE(A). By claim 16.3.60(ii), we have a
commutative diagram of A0/b0A-modules
E(A)/βE(A) //

βE(A)/β2E(A)

A/b0A // b0A0/b
2
0A0
whose top (resp. bottom) horizontal arrow is induced by multiplication by β (resp. by b0), and
whose vertical arrows are induced by uA. To conclude, it suffices to remark that the kernel of
the top (resp. bottom) horizontal arrow is AnnE(A)(β) (resp. AnnA(b0)). 
Let us point out the following variant of corollary 16.3.69 :
Corollary 16.3.73. Let A be ring, b ∈ A an element such that p ∈ bpA, and such that the
b-adic topology T of A is complete and separated. Then (A,T ) is perfectoid if and only if the
following two conditions hold :
(a) The Frobenius endomorphism ΦA/bpA of A/b
pA induces a bijection A/bA
∼→ A/bpA.
(b) AnnA(b
p) = AnnA(b
p−1).
Proof. If A is perfectoid, then uA/pA : E(A) → A/pA is surjective (lemma 16.2.7(i)), so there
exists (bn | n ∈ N) ∈ E(A) such that b0 − b ∈ pA0, and it follows easily that b0/b ∈ A×0 . Thus,
we may replace b by b0, in which case the assumptions of corollary 16.3.69 are fulfilled, and we
deduce that both (a) and (b) hold.
Conversely, if (a) holds, then A is a P-ring, and if also (b) holds, arguing as in the foregoing
we may again assume that b = b0 for some (bn | n ∈ N) ∈ E(A); then we have, more generally:
Claim 16.3.74. If (a) holds and there exists t ∈ N such that AnnA(bp) = AnnA(bp/bt), then A
is perfectoid.
Proof of the claim. In light of theorem 16.3.62, it suffices to show that the Frobenius endomor-
phism of A/btA induces bijections
Φi : gr
(t+1)
i := b
i
t+1A/b
i+1
t+1A
∼→ gr(t)i := bitA/bi+1t A for every i ∈ N.
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However, (a) easily implies that Φi is an isomorphism for every i = 0, . . . , p
t+1 − 1. We then
argue by induction on i ≥ pt+1 − 1. Thus suppose that Φi is an isomorphism for such i; we
consider the commutative diagram
gr
(t+1)
i
Φi //
bt+1

gr
(t)
i
bt

gr
(t+1)
i+1
Φi+1 // gr
(t)
i+1
whose vertical arrows are induced by scalar multiplication by bt+1 and respectively bt. Clearly
both vertical arrows are surjections; thus, we are reduced to checking that bt is injective. Hence,
say that for some a ∈ A, the class of bita in gr(t)i lies in the kernel of bt; this means that there
exists c ∈ A with bi+1t a = bi+2t c, so that bi+1t (a − btc) = 0, and since i + 1 ≥ pt+1, our
assumption easily implies that bit(a− btc) = 0 as well. So, the class of bita vanishes in gr(t)i , as
required. 
Proposition 16.3.8 shows that the completion of a perfectoid ring for the topology defined by
a p-adically open and finitely generated ideal, is again perfectoid for the p-adic topology. We
now wish to prove that the same still holds for a general finitely generated ideal.
16.3.75. Namely, let A be a perfectoid ring, I ⊂ A (resp. I ⊂ E := E(A)) a finitely gen-
erated ideal such that the topology of A (resp. of E) agrees with the I-adic topology TI (resp.
with the I -adic topology TI ). Let also β• := (β1, . . . , βn) be any finite system of elements of
E and J ⊂ E (resp. J ⊂ A) the ideal generated by β• (resp. by uA(β1), . . . , uA(βn)). Denote
by TJ (resp. TJ ) the J-adic on A (resp. the J -adic topology on E), and let
(A∧J ,T
∧
J ) and (E
∧
J ,T
∧
J )
respectively the completion of (A,TJ) and of (E,TJ ). Lastly, let T
∧
I (resp. T
∧
I ) be the
IA∧J -adic topology on A
∧
J (resp. the IE
∧
J -adic topology on E
∧
J ).
Theorem 16.3.76. In the situation of (16.3.75), the following holds :
(i) (A∧J ,T
∧
I ) is perfectoid.
(ii) There is a natural isomorphism of topological rings E(A∧J ,T
∧
I )
∼→ (E∧J ,T ∧I ).
Proof. Let JA ⊂ A := W (E) be the ideal generated by τE(β1), . . . , τE(βn), set J ′A := JA+pA
and denote by A∧J (resp. A
∧
J ′) the JA-adic (resp. J
′
A-adic) completion of A. Moreover, pick
any finite system of generators (γ1, . . . , γk) for I , let IA ⊂ A be the ideal generated by the
system (p, τE(γ1), . . . , τE(γk)), and denote by T ∧I,A indifferently the IA-adic topologies onA
∧
J ′
and on A∧J , and by T
∧
J ′,A the J
′
A-adic topology on A
∧
J ′ . With this notation, we have natural
isomorphisms of topologicalA-algebras
(16.3.77) W (E∧J ,T
∧
J )
∼→ (A∧J ′,T ∧J ′,A) and W (E∧J ,T ∧I ) ∼→ (A∧J ′,T ∧I,A)
(proposition 9.3.78(ii) and lemma 9.3.33(iv)). On the other hand, since the JA-adic topology is
finer than the J ′A-adic topology, the completion mapA→ A∧J ′ factors through a unique map of
A-algebras
(16.3.78) A∧J → A∧J ′.
Claim 16.3.79. The map (16.3.78) is a ring isomorphism.
Proof of the claim. Quite generally, consider any abelian group M , endowed with two topolo-
gies T and T ′ defined by cofiltered systems of subgroups (Mλ | λ ∈ Λ) and respectively
(M ′µ | µ ∈ Λ′). Endow each quotient Qλ := M/Mλ with the quotient topology T ′λ induced
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by T ′ via the projection map M → Qλ, and suppose moreover that T is finer than T ′ and
(Qλ,T ′λ) is separated and complete for every λ ∈ Λ. Then it follows that the natural map
(M,T )∧ → (M,T ′)∧
(that extends the completion map M → (M,T ′)∧), is an isomorphism of abelian groups.
Indeed, clearly the family (Mλ +M
′
µ | λ ∈ Λ, µ ∈ Λ′) is still a fundamental system of open
neighborhoods of zero inM for the topology T ′, so we have natural isomorphisms
(M,T ′)∧
∼→ lim
(λ,µ)∈Λ×Λ′
M/(Mλ +M
′
µ)
∼→ lim
λ∈Λ
lim
µ∈Λ′
M/(Mλ +M
′
µ)
∼→ lim
λ∈Λ
(Qλ,T
′)∧
(where the second isomorphism follows from example 1.5.14(ii)) but (Qλ,T ′)∧ = Qλ under
the current assumptions, whence the assertion.
Recall now that the family (W (J 〈λ〉) | λ ∈ N[1/p]) is a fundamental system of open neigh-
borhoods of zero in for the JA-adic topology onA (proposition 9.3.78(i) and lemma 9.3.70(iv)).
In view of the foregoing, the claim will then follow, once we have shown that the quotients
A/W (J 〈λ〉) are complete and separated for the J ′A-adic topology. Moreover, it is clear that
J ′A-adic topology on A/W (J
〈λ〉) agrees with the p-adic topology, so – taking into account
proposition 9.3.45(ii) – we come down to checking that W (J 〈λ〉) is a closed ideal for the
p-adic topology Tp,A on A. But notice that if Td denotes the discrete topology on E, then
W (E,Td) = (A,Tp,A), so the assertion is a special case of remark 9.3.28(iv). ♦
Claim 16.3.80. (E∧J ,T
∧
I ) is perfectoid.
Proof of the claim. Since E is a perfect topological ring, the same holds for (E,TJ ), hence
also for (E∧J ,T
∧
J ) (remark 9.4.9(v) and example 9.3.49(ii)), and by the same token, (E
∧
J ,T
∧
I )
is a perfect topological Fp-algebra. By example 16.3.2(i), it then remains only to check that
the topology T ∧I is complete and separated. However, since E is complete and separated for
the I -adic topology, E∧J is complete and separated for the (I + J )-adic topology (lemma
16.3.15(ii.b)) and then the assertion follows from lemma 8.3.12. ♦
Let α := (αn | n ∈ N) ∈ Ker uA be any distinguished element; clearly α is still distinguished
in W (E∧J ,T
∧
I ), hence W (E
∧
J ,T
∧
I ) ⊗A A is perfectoid (example 16.3.2(ii)). From (16.3.77)
and claim 16.3.79 we deduce that both (i) and (ii) will follow, once we have shown
Claim 16.3.81. There is a natural isomorphism of topological rings :
(A∧J ,T
∧
I,A)⊗A A ∼→ (A∧J ,T ∧I ).
Proof of the claim. By construction, the JA-adic topology induces the J-adic topology on A,
via the projection uA : A→ A. Therefore, uA extends to a surjective map
u∧A : A
∧
J → A∧J
whose kernel is the topological closure of αA in the JA-adic topology of A
∧
J (proposition
8.2.13(i,v) and lemma 8.3.27(iv)). On the other hand, by proposition 9.3.78(ii) and lemma
16.2.7(i), the IA-adic topology on A induces the I-adic topology on A via uA, so the topology
T ∧I,A induces the topology T
∧
I on A
∧
J , via u
∧
A. Thus, we are reduced to checking that αA
∧
J is a
closed ideal in the JA-adic topology of A
∧
J . By claim 16.3.79, it then further suffices to show
that αA∧J ′ is closed for the topology T
∧
J ′,A. But in light of (16.3.77), the latter assertion follows
from corollary 16.1.12. 
As an application we get the following generalization of theorem 16.3.21(ii) :
Corollary 16.3.82. Let (A,T ) be a perfectoid ring, β• := (β1, . . . , βk) and γ• := (γ1, . . . , γl)
two finite sequences of elements of E := E(A), and denote by I (resp. J) the ideal of A
generated by the system (uA(β1), . . . , uA(βk)) (resp. by uA(γ1), . . . , uA(γl)). Then the resulting
map (16.3.14) is an isomorphism.
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Proof. Let A′ be the I-adic completion of A, and for every k ∈ N, denote by (Jk)c the topo-
logical closure of the ideal JkA′ relative to the IA′-adic topology; arguing as in the proof of
lemma 16.3.15(ii.b), we are easily reduced to showing that the JA′-adic topology on A′ agrees
with the linear topology defined by the system of ideals ((Jk)c | k ∈ N). However, let K
be an ideal of definition of A, and and endow A′ with its KA′-adic topology T ′; by theorem
16.3.76, the topological ring (A′,T ′) is also perfectoid. Moreover, for every i ≤ l, denote by
γ′i ∈ E′ := E(A′) the image of γi under the homomorphism E → E′ induced by the comple-
tion map A→ A′; then clearly JA′ is the ideal generated by the system (uA′(γ′1), . . . , uA′(γ′l)).
Hence, we may replace A by A′, after which we may assume that A is complete and separated
for its I-adic topology. To conclude, it then suffices to show :
Claim 16.3.83. In the situation of the corollary, suppose moreover that A is complete and sep-
arated for the I-adic topology. Then the J-adic topology of A agrees with the linear topology
induced by the system of ideals ((Jk)c | k ∈ N).
Proof of the claim. From lemma 9.3.70(iv) we know already that the J-adic topology on A
agrees with the linear topology defined by the system of ideals ([γ•]
〈λ〉A | λ ∈ N[1/p]) so it
suffices to check that
([γ•]
〈λ〉A)c ⊂ [γ•]〈λ′〉A for every λ, λ′ in N[1/p] with λ′ < λ.
Now, any element of ([γ•]
〈λ〉A)c can be written as an I-adically convergent series
∑
n∈N xn,
where xn ∈ [γ•]〈λ〉A∩[β•]〈n〉A for every n ∈ N (again by lemma 9.3.70(iv)). Fix λ′′, ε ∈ N[1/p]
with λ′ < λ′′ < λ, and 0 < ε < 1− λ′′/λ; by corollary 16.3.49(iii) we get
xn ∈ [γ•]〈λ′′〉 · [β•]〈nε〉A for every n ∈ N.
Now we argue as in the proof of claim 16.3.20 : by definition, for every n ∈ N there exist
• a finite set Sn ⊂ N[1/p]⊕l with µ1 + · · ·+ µl = λ′′ for every µ := (µ1, . . . , µl) ∈ Sn
• a system (aµ | µ ∈ Sn) of elements of [β•]〈nε〉A such that
xn =
∑
µ∈Sn
aµ · uA(γµ• ) where γµ• := γµ11 · · · γµll for every µ ∈ Sn.
Choose N ∈ N such that λ′′ − λ′ > lp−N , and define µ and µ∗ as in the proof of proposition
9.3.78, so that µ ∈ S := {ν ∈ p−NN⊕l | λ′′ ≥ ν1 + · · ·+ νl > λ′} for every n ∈ N and every
µ ∈ Sn. It follows that
x =
∑
ν∈S
cν · uA(γν• ) where cν :=
∑
n∈N
∑
µ∈Sn
µ=ν
aµ · uA(γµ∗• ).
Clearly uA(γ
ν
• ) ∈ [γ•]〈λ′〉A, and by lemma 9.3.70(iv) the series cν converges in the I-adic
topology of A for every ν ∈ S; also it is easily seen that S is a finite set, whence the contention.

16.4. Homological theory of perfectoid rings. This section gathers some results on the ho-
mological properties of perfectoid rings. The first result is a simplification of the criterion of
theorem 16.3.62, valid in the case where a regular sequence generates a special ideal of defini-
tion of the P-ring A.
Theorem 16.4.1. Let A be a P-ring, and (a1, . . . , ak) a regular sequence of elements of A that
generates a special ideal of definition I of A. Then the following conditions are equivalent :
(a) The Frobenius endomorphism of A/pA induces an isomorphism A/I
∼→ A/I(p).
(b) A is perfectoid.
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Proof. We know already that (b)⇒(a), by corollary 16.3.3. Suppose that (a) holds. Then
E := E(A) is perfectoid (proposition 16.2.9 and example 16.3.2(i)). Arguing as in the proof
of theorem 16.3.62, we may then find elements β1, . . . , βk in E, which generate an ideal of
definition J of E, and such that uA/pA(βi) equals the image of ai in A/pA, for i = 1, . . . , k;
moreover, uA/pA induces an isomorphism (16.3.63).
Next, since p ∈ I(p), we may find – again as in the proof of theorem 16.3.62 – a distinguished
element α′ ∈ Ker uA such that α′0 ∈ ΦE(J ). We let B := W (E)/α′W (E), and we notice, as
in loc. cit. that B is perfectoid for the quotient topology inherited from W (E), and uA factors
through a surjective ring homomorphism v : B → A. We define the ideal IB ⊂ B as in the
proof of theorem 16.3.62, so (16.3.66) holds as well in the current situation, and arguing as in
loc. cit. we also see that p ∈ I(p)B . SetB0 := B/IB andA0 := A/I; there follows a commutative
diagram
(16.4.2)
Sym•B0(IB/I
2
B)
//

gr•IBB

Sym•A0(I/I
2) // gr•IA
where gr•IA is the graded ring associated to the I-adic filtration on A, and likewise for gr
•
IB
B.
The top horizontal arrow of this diagram is surjective, and by assumption, the bottom horizontal
arrow is an isomorphism. Furthermore, we notice :
Claim 16.4.3. The maps uA/pA, uB/pB and v induce ring isomorphisms
E/J 2
∼→ B/I2B ∼→ A/I2.
Proof of the claim. We have a commutative diagram
E/J //
ΦE/J

A/I
ΦA/I

E/J (p) // A/I(p)
whose horizontal arrows are induced by uA/pA. Now, the vertical arrows are isomorphisms,
and we have already remarked that the top horizontal arrow is also an isomorphism. Thus, the
same holds for the bottom horizontal arrow; since uA/pA(J
2) = I2/pA, we deduce already that
uA/pA induces an isomorphismE/J
2 ∼→ A/I2. Similarly, sinceB is perfectoid, uB/pB induces
an isomorphism E/α′0E
∼→ B/pB; however, α′0 ∈ J 2, p ∈ I2B , and uB/pB(J 2) = I2B/pB, so
uB/pB induces an isomorphismE/J
2 ∼→ B/I2B . By construction, it is then clear that v induces
an isomorphism B/I2B
∼→ A/I2. ♦
From claim 16.4.3 we see that v induces an isomorphism B0
∼→ A0, and we get as well
isomorphisms of E-modules
J /J 2
∼→ IB/I2B ∼→ I/I2.
Thus, the left vertical arrow of (16.4.2) is an isomorphism; therefore the same holds for the top
horizontal arrow, and hence also for the right vertical arrow. Since B is complete and separated
for its IB-adic topology, and A is complete and separated for its I-adic topology, we conclude
that v is an isomorphism of topological rings, whence (b). 
16.4.4. For every n, r ∈ N, set
Pr := N[1/p]
⊕r Rr,n := Z[Pr] = Z[T
1/p∞
1 , . . . , T
1/p∞
r ]
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so, actually Rr,n is independent of n, but we also consider the ring homomorphism
vr,n : Rr,n → Rr,0 T ai 7→ T a/p
n
i for every a ∈ N[1/p] and i = 1, . . . , r
for every r, n ∈ N. Let also T•Pr ⊂ Pr be the ideal generated by N⊕r, and set
Ir,n := (T•Pr) · Rr,n I⌈s⌉r,n := (T•Pr)⌈s⌉ · Rr,n for every s ∈ R+
(notation of remark 9.3.71(i)). Thus I
⌈s⌉
r,n is an ideal of Rr,n, for every s ∈ R+ and every
r, n ∈ N. Next, let A be any ring, u0 : Rr,0 → A any ring homomorphism, and for every n ∈ N
set un := u0 ◦ vr,n : Rr,n → A, denote by f (n) the sequence (un(T1), . . . , un(Tr)) of elements
of A; for n = 0, we shall also write just f instead of f (0) and denote by J the ideal generated by
f . We may then state :
Lemma 16.4.5. In the situation of (16.4.4), suppose furthermore that
Tor
Rr,0
i (Rr,0/I
⌈s⌉
r,0 , A) = 0 for every i > 0 and every s ∈ R+.
Then the following holds :
(i) The ring A satisfies condition (a)unf (n) of (7.8.20) with step ≤ r, for every n ∈ N.
(ii) AnnA(J
k) = AnnA(I
⌈0⌉
r,0 · A) for every k > 0.
(iii) AnnA(J) ∩ I⌈0⌉r,0 · A = 0.
Proof. (i): In case r = 0, there is nothing to prove, so we assume henceforth that r > 0. For
every n ∈ N, endow A with the Rr,n-module structure induced by un.
Claim 16.4.6. Tor
Rr,n
i (Rr,n/I
⌈s⌉
r,n , A) = 0 for every i > 0 and every s ∈ R+.
Proof of the claim. The base change vr,n : Rr,n → Rr,0 yields a spectral sequence
E2ij := Tor
Rr,0
i (Tor
Rr,n
j (Rr,n/I
⌈s⌉
r,n , Rr,0), A)⇒ TorRr,ni (Rr,n/I⌈s⌉r,n , A).
But since vr,n is an isomorphism and vr,n(I
⌈s⌉
r,n ) = I
⌈s/pn⌉
r,0 , we see that E
2
ij = 0 for every j > 0,
and E2i0 = Tor
Rr,0
i (Rr,0/I
⌈s/pn⌉
r,0 , A). Thus, E
2
i0 = 0 for i > 0, whence the claim. ♦
In view of claim 16.4.6, we may replace u0 by un, and reduce to checking condition (a)
un
f for
A. To this aim, define Ar, Ir and the ring homomorphism βf : Ar → A as in (7.8.20); endow
also Rr,0 with the Ar-module structure induced by the inclusion map Ar → Rr,0, and consider
the change of ring spectral sequence
E(n)2pq := Tor
Rr,0
p (Tor
Ar
q (Ar/I
n
r , Rr,0), A)⇒ TorArp+q(Ar/Inr , A) for every n ∈ N.
It is easily seen thatRr,0 is a freeAr-module, hence E(n)
2
pq = 0 whenever q > 0, and E(n)
2
p0 =
Rr,0/I
n
r,0. There follows a natural isomorphism
TorRr,0p (Rr,0/I
n
r,0, A)
∼→ TorArp (Ar/Inr , A) for every p, n ∈ N.
Now, recall that In+rr,0 ⊂ I⌈n+r−1⌉r,0 ⊂ Inr,0 for every n ∈ N (lemma 9.3.70(iv)); then our as-
sumption implies immediately that the inverse system (TorArp (Ar/I
n
r , A) | n ∈ N) is uniformly
essentially zero, with step ≤ r.
(iii): We have just seen that condition (a)unf (n) holds for every n, with step bounded by r.
For every n ∈ N, let Jn ⊂ A be the ideal generated by f (n); according to remark 7.8.33(ii),
it follows that there exists a sequence of integers (d(i) | i ∈ N) such that inverse system
(Hi+1(f
(n), Jkn) | k ∈ N) is uniformly essentially zero, with step bounded by d(i), for every
i, n ∈ N. Especially, for d := d(r) we get
AnnA(Jn) ∩ Jdn = 0 for every n ∈ N.
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By a simple induction argument, we deduce that AnnA(J
k+1
n )∩Jdn = 0 for every n, k ∈ N. But
clearly, for every n ∈ N there exists k ∈ N such that Jk+1n ⊂ J , whence
AnnA(J) ∩ Jdn = 0 for every n ∈ N
which yields easily the contention.
(ii) is an easy consequence of (iii). 
Proposition 16.4.7. Let f : A→ B be any homomorphism of perfect Fp-algebras, I ⊂ A any
ideal. Then the natural morphism
A/I⌈s⌉A
L⊗A B → A/I⌈s⌉A⊗A B[0]
is an isomorphism in D(A-Mod), for every s ∈ R+ (notation of remark 9.3.71(i)).
Proof. We reduce easily to the case where I is finitely generated, and f = E∗(f0) for a map
f0 : A0 → B0 of Fp-algebras of finite type (where A0 and B0 are endowed with their discrete
topologies : notation of (9.4.7)). Then we may also assume that I = I0A for some finitely
generated ideal I0 ⊂ A0, and it suffices to show :
Claim 16.4.8. In the foregoing situation, for every λ, λ′ ∈ N[1/p] with λ′ < λ, the inclusion
I〈λ〉A ⊂ I〈λ′〉A induces the zero map
TorAi (A/I
〈λ〉A,B)→ TorAi (A/I〈λ
′〉A,B) for every i > 0.
Proof of the claim. Under the current assumptions,A is the colimit of the system of Fp-algebras
(An | n ∈ N) such that An := A0 for every n ∈ N, with transition maps ϕn : An → An+1 given
by the Frobenius map ΦA0 , and likewise for B. Moreover, say that λ = ap
k and λ′ = bpk for
some a, b, k ∈ N, and for every n ∈ N define ideals of An by the rules :
In :=
{
0 for n < k
Iap
n−k
0 for n ≥ k
and I ′n :=
{
0 for n < k
Ibp
n−k
0 for n ≥ k.
Then it is easily seen that ϕn(In) ⊂ In+1, and likewise for I ′n, for every n ∈ N. Furthermore,
the colimit of the system (In | n ∈ N) (resp. (I ′n | n ∈ N)) is I〈λ〉A (resp. I〈λ′〉A). By claim
7.11.37(i), we are therefore reduced to showing that the map induced by the inclusion In ⊂ I ′n
TorA0i (A0/In, B0)→ TorA0i (A0/I ′n, B0)
vanishes, for every sufficiently large n ∈ N. Since a > b, the latter assertion follows from claim
7.9.18(ii) (applied withM := A and N := B). 
16.4.9. We are going now to apply the general setup of (16.4.4) to the case where A is a
perfectoid ring, and
f := (uA(β1), . . . , uA(βr))
for a given sequence β• := (β1, . . . , βr) of elements of E := E(A). To ease notation, we shall
simply write P instead of Pr and R instead of Rr,0. Also, we shall write I, I
⌈s⌉ ⊂ R instead of
Ir,0, and respectively I
⌈s⌉
r,0 , for every s ∈ R+. Likewise, we shall write u instead of u0; hence
u : R→ A is the unique ring homomorphism such that u(Ti) = uA(βi) for i = 1, . . . , r.
Proposition 16.4.10. With the notation of (16.4.9), the natural morphism
R/I⌈s⌉
L⊗R A→ A/I⌈s⌉A[0]
is an isomorphism in D(R-Mod), for every s ∈ R+.
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Proof. Notice that R0 := R⊗Z Fp is a perfect Fp-algebra, and I⌈s⌉R0 = I⌈s⌉0 R0, where I0 ⊂ R0
is the ideal generated by (T1, . . . , Tr). In light of proposition 16.4.7, we deduce
(16.4.11) TorR0i (R0/I
⌈s⌉R0,E) = 0 for every s ∈ R+ and every i > 0.
On the other hand, we have a standard 2-spectral sequence
E2pq := Tor
R0
p (Tor
R
q (R/I
⌈s⌉, R0),E)⇒ TorRp+q(R/I⌈s⌉,E)
([112, Th.5.6.6]). However, by construction I⌈s⌉ is a direct summand of the free Z-module R,
soR/I⌈s⌉ is also a free Z-module, and then a standard calculation shows thatE2pq = 0 whenever
q > 0. From (16.4.11) we see as well that E2p0 = 0 for every p > 0, so we conclude
TorRi (R/I
⌈s⌉,E) = 0 for every s ∈ R+ and every i > 0.
Next, an easy induction argument using the short exact sequences ofW (E)-modules
0→ E ≃ pnWn+1(E)→Wn+1(E)→ Wn(E)→ 0 for every n ∈ N
shows more generally that
(16.4.12) TorRi (R/I
⌈s⌉,Wn(E)) = 0 for every s ∈ R+, every i > 0 and every n ∈ N.
For every n ∈ N, set Jn := p−nP (T•P ), where pP denotes the p-Frobenius automorphism of P
(see definition 4.8.40(ii)), and consider the projection
π(a,b)n : R/J
a
nR→ R/J bnR for every a, b, n ∈ N with a ≥ b.
Claim 16.4.13. With the foregoing notation, we have :
(i) TorRi (π
(a,b)
n ,Wm(E)) = 0 for every a, b, i,m, n ∈ N with a− b ≥ r and i > 0.
(ii) For every a, n ∈ N there exists a complex of free R-modules of finite type L•a,n with a
quasi-isomorphism L•a,n → R/Jan [0] of complexes of R-modules.
(iii) TorRi (π
(a,b)
n ,W (E)) = 0 for every a, b, i, n ∈ N with a− b ≥ 2r and i > 0.
Proof of the claim. If r = 0 there is nothing to prove, so we may assume that r > 0.
(i): Notice that Jn is generated by a system of r elements of P , for every n ∈ N; in view of
lemma 9.3.70(ii.c,iv), we deduce
Jan ⊂ J 〈a〉n ⊂ (T•P )⌈(b+r−1)p
−n⌉ ⊂ J 〈b+r−1〉n ⊂ J bn
so the assertion follows from (16.4.12).
(ii): The ideal JnR is generated by the system (T
1/pn
1 , . . . , T
1/pn
r ) of elements of the subring
Sn := Z[T
1/pn
1 , . . . , T
1/pn
r ]; since Sn is noetherian, we may find a complex L
′•
a,n of free Sn-
modules of finite type, with a quasi-isomorphism L′•a,n → Sn/JanSn[0], and since the inclusion
map Sn → R is flat, the complex L•a,n := L′•a,n ⊗Sn R will do.
(iii): For given a, n ∈ N, let L•a,n be as in (ii); it is easily seen that the natural map
lim
m∈N
L•a,n ⊗R Wm(E)→ L•a,n ⊗R W (E)
is an isomorphism in C(R-Mod). To ease notation, set T ai,n,m := Tor
R
i (R/J
a
nR,Wm(E)) for
every i,m, n ∈ N; in light of [112, Th.3.5.8] we deduce natural short exact sequences
0→ R1 lim
m∈N
T ai−1,n,m → TorRi (R/JanR,W (E))→ lim
m∈N
T ai,n,m → 0
for every i, a, n ∈ N. Then the assertion follows from (i). ♦
Now, for any s ∈ R+, let Ss be the set of all pairs (a, n) ∈ N × N such that ap−n > s; we
define a partial ordering on Ss by the rule : (a, n) ≥ (b,m) if and only if n ≥ m and apm ≤ bpn.
With this notation, notice that J bm ⊂ Jan whenever (a, n) ≥ (b,m), and I⌈s⌉ is the union of its
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filtered system of subideals (JanR | (a, n) ∈ Ss). Taking into account claim 16.4.13(iii) we
deduce that
(16.4.14) TorRi (R/I
⌈s⌉,W (E)) = 0 for every s ∈ R+ and every i > 0.
Next, from remark 16.1.7(ii) we get a short exact sequence of R-modules
0→W (E) α−→W (E)→ A→ 0
where α is any distinguished element inKer uA. Then, by the induced long exact Tor-sequence,
(16.4.14) implies already that TorRi (R/I
⌈s⌉, A) vanishes for every i > 1. By the same token,
we also see that TorR1 (R/I
⌈s⌉, A) is isomorphic to the kernel of scalar multiplication by α on
the R-moduleW (E)/I⌈s⌉W (E); to conclude the proof, it then suffices to remark :
Claim 16.4.15. αW (E) ∩ I⌈s⌉W (E) = αI⌈s⌉W (E).
Proof of the claim. Denote by I ⊂ E the ideal generated by β•; from proposition 9.3.78(i) we
easily deduce that I⌈s⌉W (E) =
⋃
s′>sW (I
⌊s′⌋), and in view of proposition 16.1.11(ii) we get
αW (E) ∩ I⌈s⌉W (E) =
⋃
s′>s
(αW (E) ∩W (I ⌊s′⌋)) =
⋃
s′>s
αW (I ⌊s
′⌋) = αI⌈s⌉W (E)
as stated. 
Corollary 16.4.16. In the situation of (16.4.9), set J := IA, and denote by A∧J the J-adic
completion of A. Let also C• be any bounded above complex of flat A-modules such that for
every i ∈ Z there exists c(i) ∈ N with Jc(i) ·HiC• = 0. Then the natural morphism
C• → A∧J ⊗A C•
is an isomorphism in D(A-Mod).
Proof. It is an immediate consequence of lemma 16.4.5(i), proposition 16.4.10 and corollary
8.6.34. 
Proposition 16.4.17. In the situation of (16.4.9), suppose that the sequence β• generates an
open ideal of E. Then the following conditions are equivalent :
(a) The sequence β• is completely secant in E.
(b) The sequence b• := (uA(β1), . . . , uA(βr)) is completely secant in A.
Proof. Set as usual J := IA, and let A∧J be the J-adic completion of A. In view of corollary
16.4.16, we see that the sequence b• is completely secant in A if and only if its image is com-
pletely secant in A∧J . Moreover, if J ⊂ E denotes the ideal generated by β•, we have a natural
ring isomorphism E(A∧J )
∼→ E∧J (theorem 16.3.76(ii)), and by the same token the sequence
β• is completely secant in the perfectoid ring E if and only if the same holds for its image in
E∧J . Thus, we may replace A by A
∧
J , and assume from start that A is J-adically complete and
separated. Next, let (αn | n ∈ N) be any distinguished element in Ker,uA; since J is open, we
have αn0 ∈ J for some integer n ∈ N, and then we may find k ∈ N such that α0 is contained
in the ideal generated by the sequence β ′• := (β
1/pk
1 , . . . , β
1/pk
r ). In light of corollary 7.8.8, we
may then replace β• with β
′
•, and assume that α0 ∈ J . Notice now that {J n} = Jn for every
∈ N (remark 16.3.28(viii)), and the inclusion J n+1 ⊂ J n is taut for every n ∈ N, so theorem
16.3.31(ii) yields a natural isomorphism
τ :
⊕
n∈N
J n/J n+1
∼→
⊕
n∈N
Jn/Jn+1.
Moreover, a simple inspection shows that τ is an isomorphism of A/pA-algebras; it follows
immediately that the sequence β• is E-quasi-regular if and only if the sequence b• is A-quasi-
regular (see remark 7.10.34(i)). To conclude, it suffices now to invoke proposition 7.10.37. 
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16.4.18. Let A be a perfectoid ring, set E := E(A), and denote by α := (αn | n ∈ N) any
distinguished element of Ker uA. Set I1 := AnnE(α0), let I2 ⊂ E be the radical of the ideal
α0E, and I3 := I1 + I2; let also Ei := E/Ii for i = 1, 2, 3. We claim that the resulting diagram
of ring homomorphisms
E :
E //

E1

E2 // E3
is cartesian. Indeed, it is clear the induced map E→ E1×E3 E2 is surjective; for the injectivity,
suppose that x ∈ I1 ∩ I2; then xn ∈ α0A for some n ∈ N, and α0x = 0, so that xn+1 = 0,
and therefore x = 0, since E is perfect. Notice also that the α0E-adic topology agrees with
the discrete topology on E2 and E3, and by arguing as in remark 16.3.39(ii) we see that I1 is a
closed ideal for the α0-adic topology of E. Moreover, since E is perfect, it is easily seen that I1
is a radical ideal; then it follows that the same holds for I3, since we have already observed that
the latter equals I1 ⊕ I2. Summing up, we deduce that Ei, endowed with its α0-adic topology,
is a perfectoid ring for i = 1, 2, 3. Consequently, the same holds for the rings
Ai := A⊗W(E) W (Ei) i = 1, 2, 3
and E(Ai) = Ei, provided we endow each Ai with its p-adic topology (proposition 16.2.21(i)).
Furthermore, arguing as in the proof of claim 16.3.22 we easily see that the resulting diagram
of ring homomorphisms :
A(E ) :
A //

A1

A2 // A3
is still cartesian.
Remark 16.4.19. In the situation of (16.4.18), we notice that :
(i) The image of α0 is regular on E1, hence the induced isomorphism E
∼→ E1 ×E3 E2
identifies I1 with 0×E3 E2, i.e. with Ker (E2 → E3).
(ii) Therefore, the image of uA(α0) is regular in A1 (proposition 16.4.17), and consequently,
also p is regular in A1.
(iii) For i = 2, 3, the image of α in W (Ei) equals pu, for some u ∈ W (Ei)×, so uA2 and
uA3 induce isomorphisms of topological rings
E2
∼→ A2 E3 ∼→ A3
that identify the projection E2 → E1 in E with the map A2 → A3 in A(E ).
(iv) Consequently, the isomorphism A
∼→ A1 ×A3 A2 induced by A(E ) identifies AnnA(p)
with 0 ×A3 A2, i.e. with Ker (A2 → A3), and summing up, we get a natural W (E)-linear
identification
AnnE(α0)
∼→ AnnA(p) : β 7→ uA(β).
(v) Let I be an ideal of adic definition of A, and J ⊂ A another ideal such that IJ = 0.
Since A is reduced (corollary 16.3.61(i)), we deduce that In ∩ J = 0 for every n ∈ N, whence
J + In = J ⊕ In for every such n. It follows that⋂
n∈N
(J + In) =
⋂
n∈N
(J ⊕ In) = J ⊕
⋂
n∈N
In = J
which means that J is closed in the topology of A.
1470 OFER GABBER AND LORENZO RAMERO
16.4.20. Keep the notation of (16.4.18); we set
XE := SpecE XA := SpecA and XEi := SpecEi XAi := SpecAi
for i = 1, 2, 3, and denote by
iEk : XEk → XE iAk : XAk → XA for k = 1, 2, 3
the resulting closed immersions. To ease notation, define
ϕ := (Spec uA) : XA → XE
and recall that ϕ is a continuous and spectral map (see (16.1.3)).
Proposition 16.4.21. With the notation of (16.4.20), the following holds :
(i) The map ϕ is surjective.
(ii) For every quasi-coherent OXA-module F and every integer i > 0 we have
Riϕ∗F = 0.
Proof. (i): Consider any q ∈ XE, set
J :=
∑
x∈q
uA(x) · A S := {uA(x) | x ∈ E \ q}
and notice that S is a multiplicative subset of A. Let p ∈ XA be any prime ideal; it is easily
seen that ϕ(p) = q if and only if S ∩ p = ∅ and J ⊂ p. Thus, we come down to showing that
JAS 6= AS . Suppose this fails; then there exist y ∈ E \ q and sequences x• := (x1, . . . , xk),
a• := (a1, . . . , ak) of elements of q and respectively A, such that
uA(y) =
k∑
i=1
uA(xi) · ai.
Especially, [y]〈1〉A ⊂ [x•]〈1〉A. Set J :=
∑k
i=1Exi ⊂ E; by corollary 16.3.49(i) we deduce
y ∈ J 〈1−1/p〉E ⊂ q
a contradiction.
(ii): Let f ∈ E any element, and set [f ] := uA(f); in light of (9.3.68) we get
(16.4.22) ϕ−1(SpecEf) = SpecA[f ].
Now, recall that Riϕ∗F is naturally isomorphic to the sheaf associated to the presheaf
U 7→ H i(ϕ−1U,F ) for every open subset U ⊂ XE.
Then the assertion follows immediately from (16.4.22). 
16.4.23. In the situation of (16.4.20), let α := (αn | n ∈ N) be any distinguished element of
Ker uA; notice the commutative diagram of topological spaces
X0A := SpecA/pA
ϕ0 //
ιA

X0E := SpecE/α0E
ιE

XA
ϕ // XE
whose vertical arrows are the inclusion maps, and with ϕ0 := Specω, where ω : E/α0E
∼→
A/pA is the ring isomorphism deduced from uA ⊗Z Fp as in remark 16.3.7(ii). Denote also
O tXE ⊂ O tXE and O tXA ⊂ O tXA
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respectively the subsheaf of α0-torsion sections and the subsheaf of p-torsion sections. No-
tice that O tXE is independent of the choice of α (remark 16.1.7(i)); more precisely, corollary
16.3.61(i) implies that
O tXE =ΓX0EOXE = Ker (OXE → iE1∗OXE1 )
O tXA =ΓX0AOXA = Ker (OXA → iA1∗OXA1 ).
Lemma 16.4.24. In the situation of (16.4.23), the following holds :
(i) The corresponding isomorphism of sheaves ϕ♭0 : OX0
E
∼→ ϕ0∗OX0A lifts to a map of
sheaves of monoids
ϕ♭ : OXE → ϕ∗OXA.
(ii) ϕ♭ restricts to an isomorphism of sheaves of abelian groups
O tXE
∼→ ϕ∗O tXA .
(iii) For every open subset U ⊂ XE we have
ϕ♭U(x+ y) = ϕ
♭
U(x) + ϕ
♭
U(y) for every x ∈ O tXE(U) and y ∈ OXE(U).
(iv) For every closed subsetWA ⊂ X0A, the OXA-module ΓWAOXA is quasi-coherent.
Proof. (i): For every f ∈ E, set D(f) := SpecEf and [f ] := uA(f), and let
ϕ♭f := (uA)f : Ef → A[f ]
(notation of (4.8.33)). Now, let g ∈ E be any other element, and suppose that D(g) ⊂ D(f);
there follows a commutative diagram
E
uA

// Ef
ϕ♭f

// Eg
ϕ♭g

A // A[f ] // A[g]
whose horizontal arrows are the localization maps. Since all localizations are epimorphisms in
the category of monoids, we deduce that the diagram commutes for every such f, g. Especially,
ϕ♭f depends only on D(f) (and not on f ). Then the rule D(f) 7→ ϕ♭f extends to a morphism of
sheaves of monoids onXE (see [37, Ch.0, §3.2.3]), and by construction the resulting diagram
OXE
ϕ♭ //

ϕ∗OXA

ιE∗OX0
E
ιE∗(ϕ
♭
0) // ιE∗ϕ0∗OX0A
commutes.
(iii): It suffices to check the stated identity for U of the form SpecEf , where f ∈ E is any
element. Then, in light of (16.4.25), we easily reduce to the case where x, y ∈ Im (E → Ef).
Then, we are further reduced to checking that uA(x+ y) = uA(x) + uA(y) for every x, y ∈ E
such that α0 · x = 0. The latter follows easily from proposition 9.3.63 and lemma 16.2.7(iii) :
details left to the reader.
(ii): Lemma 16.2.7(iii) easily implies that ϕ♭ send OXE into ϕ∗OXA . In light of (iii), it then
suffices to check that the map ϕ♭f restricts to an isomorphism AnnEf (α0)
∼→ AnnA[f ](p) for
every f ∈ E. However
(16.4.25) AnnEf (α0) = AnnE(α0)f and AnnA[f ](p) = AnnA(p)[f ]
so the assertion follows from remark 16.4.19(iv).
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(iv): SetWE := ϕ0(WA); from (ii) we see that ϕ
♭ induces an isomorphism
ΓWAOXA = ΓWA ◦ ΓX0AOXA
∼→ ΓWA(ιA∗ϕ−10 ι−1E ΓX0EOXE) = ιA∗ϕ
−1
0 ι
−1
E ΓWEOXE
of OXA-modules (lemma 10.4.13(v)). Since the functor ιA∗ sends quasi-coherent OX0A-modules
to quasi-coherent OXA-modules ([37, Ch.I, Cor.9.2.2]), we are then reduced to checking that
ι−1E ΓWEOXE is a quasi-coherent OX0E-module. However, it was already remarked in (16.4.23)
that ΓWEOXE = ΓWEO
t
XE
is an ιE∗OX0
E
-module, so we are further reduced to checking that
ΓWEO
t
XE
is a quasi-coherent OXE-module.
Thus, let f ∈ E be any element, and s ∈ ΓWEO tXE(D(f)) any section; pick also a subset
S ⊂ E such that UE := XE \WE =
⋃
g∈S D(g). By assumption, s|D(fg) = 0 for every g ∈ S,
and there exist n ∈ N and t ∈ E such that s = f−nt; it follows that for every g ∈ S there exists
an integermg ∈ N such that (fg)mgt = 0 in E. Since E is perfect, we deduce that fgt = 0 for
every such g, hence (ft)|UE = 0, so finally s ∈ (ΓWEO tXE)f , whence the contention. 
Remark 16.4.26. (i) Keep the notation of lemma 16.4.24. Notice that the rule A 7→ (ϕ, ϕ♭) is
functorial in A. Namely, if g : A′ → A′′ is any continuous ring homomorphism of perfectoid
rings, and (ϕ′, ϕ′♭) (ϕ′′, ϕ′′♭) the pairs attached to A′ and respectively A′′ as in lemma 16.4.24,
then we have commutative diagrams of topological spaces and of sheaves of monoids :
XA′′
ϕ′′ //
ψA

XE′′
ψE

OX
E′
ψ♭E //
ϕ′♭

ψE∗OX
E′′
ψE∗ϕ
′′♭

XA′
ϕ′ // XE′ ϕ
′
∗OXA′
ϕ′∗ψ
♭
A // ψE∗ϕ
′′
∗OXA′′ = ϕ
′
∗ψA∗OXA′′
where XA′ := SpecA
′, XE′ := SpecE(A
′) and similarly for XA′′ and XE′′ , and ψA := Spec g,
ψE := SpecE(g). The verification shall be left to the reader.
(ii) The short exact sequence of OXE-modules
E : 0→ O tXE → OXE → iE1∗OXE1 → 0
induces a commutative ladder for every open subset Ω ⊂ XE :
0 // H0(Ω,O tXE)
//
βt

H0(Ω,OXE) //
β

H0(Ω, iE1∗OXE1 )
β1

// H1(Ω,O tXE)
γ

0 // H0(ϕ−1Ω,O tXA)
// H0(ϕ−1Ω,OXA) // H
0(ϕ−1Ω, iA1∗OXA1 )
// H1(ϕ−1Ω,O tXA)
whose rows are the initial terms of the long exact cohomology sequence attached to E , and
where β is induced by ϕ♭. The map β1 is induced by iE1∗ϕ
♭
1, where ϕ
♭
1 : OXE1 → ϕ∗1OXA1 is the
morphism associated with the perfectoid ring A1 and the induced continuous map ϕ1 : XE1 →
XA1 as in lemma 16.4.24(i). Lastly, β
t and γ are deduced from the restriction O tXE → ϕ∗O tXA
of ϕ♭, which is an isomorphism of abelian sheaves (lemma 16.4.24(ii,iii)); furthermore, these
subsheaves are supported on the closed subsets X0E and respectively X
0
A, and ϕ restricts to
a homeomorphism ϕ0 : X
0
E
∼→ X0A, so βt and γ are isomorphisms of abelian groups. The
commutativity of the left square subdiagram is clear, and that of the central one follows from
(i). To show the commutativity of the right square subdiagram, pick any s ∈ H0(Ω, iE1∗OXE),
and find a covering Ω =
⋃
i∈I Ωi consisting of open subsets, such that s|Ωi is the image of
some si ∈ H0(Ωi,OXE), for every i ∈ I . Set Ωij := Ωi ∩ Ωj for every i, j ∈ I , and let
sij := si|Ωij −sj|Ωij , and notice that sij ∈ H0(Ωij ,O tXE) for every such i, j. Then the image of s
inH1(Ω,O tXE) is the class of the Cˇech cocycle (sij | i, j ∈ I), and the latter maps to the class of
the cocycle (ϕ♭Ωij (sij) | i, j ∈ I) inH1(ϕ−1Ω,O tXA). On the other hand, set t := β(s); for every
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i ∈ I , the restriction of t to ϕ−1Ωi is the image of ϕ♭Ωi(si) ∈ H0(Ωi,OXA), hence the image of
t in H1(ϕ−1Ω,O tXA) is the class of the cocycle (tij | i ∈ I) with tij := ti|ϕ−1Ωij − tj|ϕ−1Ωij for
every i, j ∈ I . Lemma 16.4.24(iii) implies that tij = ϕ♭Ωij(sij) for every i, j ∈ I , whence the
assertion.
The following result shows that if A is a perfectoid ring, proposition 8.3.25 holds even in
case the open subset U of SpecA is not quasi-compact.
Lemma 16.4.27. LetA be a perfectoid ring, and U ⊂ XA := SpecA an open subset containing
the analytic locus of XA. We have :
(i) There exists a unique topology TU on AU := OXA(U) such that (AU ,TU) is f-adic and
the restriction map ρU : A→ AU is open.
(ii) (AU ,TU) is complete and separated.
(iii) Let f : A → B be any morphism of f-adic topological rings, such that the image of
Spec f lies in U . Then the resulting map fU : (AU ,TU)→ B is continuous.
Proof. (i): We pick a system of elements (β1, . . . , βr) of E(A) such that the system (fi :=
uA(βi) | i = 1, . . . , r) generates an ideal I of adic definition of A. Like in the proof of propo-
sition 8.3.25(i), there exists a unique topology TU on AU such that (AU ,TU) is a topological
group for its additive group structure, and we need to check the following. For every a ∈ AU
and every n ∈ N there exists k ∈ N such that
a · ρU(Ik) ⊂ ρU(In).
Now, for i = 1, . . . , r, let ai ∈ SpecAfi be the image of a under the restriction map ρi : AU →
Afi; we may find m ∈ N and b1, . . . , br ∈ A such that ai = f−mi bi, hence fmi a − bi ∈ Ker ρi
for i = 1, . . . , r. Pick a family (gλ | λ ∈ Λ) of elements of A such that U =
⋃
λ∈Λ Vλ, where
Vλ := SpecAgλ for every λ ∈ Λ. Notice that (fmi a − bi)|Vλ lies in the kernel of the restriction
map OU(Vλ) → OU(Vλ ∩ SpecAfi), for every i = 1, . . . , r and every λ ∈ Λ. Thus, for every
such λ and i there exist tλ, sλ ∈ N and ci,λ ∈ A such that
gsλλ · (fmi a− bi)|Vλ = ρλ(ci,λ) and f tλi ci,λ = 0 in A
where ρλ : A → Agλ is the localization map. From corollary 16.3.61(i) we then deduce that
fici,λ = 0, so
(fm+1i a− fibi)|Vλ = 0 for every λ ∈ Λ and every i = 1, . . . , r
i.e. fm+1i a = ρU(fibi) for every i = 1, . . . , r. From this, we may argue as in the proof of
proposition 8.3.25(i), to derive the assertion.
(ii): It suffices to show that Ker ρU is a closed ideal of A. However, clearly I · Ker ρU = 0,
so the assertion follows from remark 16.4.19(v).
(iii) is proven as proposition 8.3.25(iii). 
We wish next to show that the formula for the Teichmu¨ller representative of a sum obtained
in proposition 9.3.63, is still valid in f-adic rings of the type considered in lemma 16.4.27.
16.4.28. Indeed, resume the situation of (16.4.23), and let U⊂XE be an open subset contain-
ingXE \ SpecE/E◦◦; from (16.4.22) we easily see that XA \ SpecA/A◦◦ ⊂ ϕ−1U , so
EU := OXE(U) and AU := OXA(ϕ
−1U)
admit the f-adic topologies TU and respectively Tϕ−1U furnished by lemma 16.4.27.
Proposition 16.4.29. With the notation of (16.4.28), the following holds :
(i) The map ϕ♭U : (EU ,TU)→ (AU ,Tϕ−1U) is continuous.
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(ii) For every x := (x0, . . . , xk) ∈ Ek+1U we have the identity
ϕ♭U(x0 + · · ·+ xk) =
∑
n∈N
pn ·
∑
σ∈Σ
(k)
n
cσ · ϕ♭U(xσ)
where Σ
(k)
n is defined as in (9.3.62) for every n ∈ N, and cσ ∈ Zp is provided by proposition
9.3.63, for every σ ∈ ⋃n∈NΣ(k)n ; the convergence of the series is relative to the topologyTϕ−1U .
Proof. (Recall that xσ := xσ00 · · ·xσkk for every σ := (σ0, . . . , σk) ∈ N[1/p]k+1).
(ii): Let (αn | n ∈ N) be any distinguished element in Ker uA; since α0 is topologically
nilpotent in E, its image is topologically nilpotent in EU , hence there exists c ∈ N such that
αc0 · xi ∈ Im(E→ EU) for i = 0, . . . , k. In light of lemma 16.2.7(iii), we deduce that
yn(x) :=
∑
σ∈Σ
(k)
n
pn · cσ · ϕ♭U(xσ) ∈ pn−c · Im(A→ AU) for every integer n ≥ c.
Taking into account lemma 16.4.27(ii), it follows that the series
∑
n∈N yn(x) converges for
the topology Tϕ−1U to a well determined element y ∈ AU , and it remains only to check that
y = ϕ♭U(x0 + · · · + xk). To this aim, pick a family (gλ | λ ∈ Λ) of elements of E, such that
U =
⋃
λ∈Λ Vλ, where Vλ := SpecEgλ for every λ ∈ Λ. Then, for every such λ we may find
nλ ∈ N such that (gnλλ · xi)|Vλ ∈ Im(E → Egλ) for i = 0, . . . , k, and it suffices to check that
([gnλλ ] · ϕ♭U(x0 + · · ·+ xk))|ϕ−1Vλ = ([gnλλ ] · y)|ϕ−1Vλ , where [gnλλ ] := uA(gnλλ ) for every such λ.
However, we have
[gnλλ ] ·ϕ♭U(x0+ · · ·+xk) = ϕ♭U(gnλλ ·x0+ · · ·+ gnλλ ·xk) and [gnλλ ] · y =
∑
n∈N
yn(g
nλ
λ ·x)
where gnλλ · x := (gnλλ · x0, . . . , gnλλ · xk). Hence, we may replace x by gnλλ · x, after which we
may assume that xi ∈ Im(ρU : E→ EU) for i = 0, . . . , k. In this case, say that xi = ρU (zi) for
i = 0, . . . , k and for certain z0, . . . , zk ∈ E; we have
ϕ♭U(x0 + · · ·+ xk) = ρϕ−1U ◦ ϕ♭XE(z0 + · · ·+ zk) = ρϕ−1U ◦ uA(z0 + · · ·+ zk)
where ρϕ−1U : A→ AU is the corresponding restriction map; on the other hand, since ρϕ−1U is
continuous for the topology Tϕ−1U , we have as well
y =
∑
n∈N
pn ·
∑
σ∈Σ
(k)
n
cσ · ρϕ−1U ◦ ϕ♭XE(zσ) = ρϕ−1U
(∑
n∈N
pn ·
∑
σ∈Σ
(k)
n
cσ · ϕ♭XE(zσ)
)
= ρϕ−1U
(∑
n∈N
pn ·
∑
σ∈Σ
(k)
n
cσ · uA(zσ)
)
= ρϕ−1U ◦ uA
(∑
n∈N
pn ·
∑
σ∈Σ
(k)
n
cσ · τA(zσ)
)
so the sought identity follows from proposition 9.3.63.
(i): Fix x0 ∈ EU ; the proof of (ii) shows that for every k ∈ N there exists n ∈ N such that
yr(x0 + x) ∈ pk · Im (A → AU) for every r ≥ n and every x ∈ Im (E → EU). On the other
hand, clearly the mappings yi are continuous for every i ∈ N, relative to the topologies TU and
Tϕ−1U . The assertion follows immediately. 
16.4.30. Keep the notation of (16.4.23), let UE ⊂ XE be any open subset, and set UA :=
ϕ−1UE, ZE := XE \ UE, ZA := XA \ UA. Denote by jE : UE → XE and jA : UA → XA the
open immersions; the map ϕ♭ of lemma 16.4.24(i) induces a morphism of sheaves of monoids
ψ : jE∗OUE
jE∗j
∗
E
(ϕ♭)−−−−−−→ jE∗j∗Eϕ∗OXA ∼−−→ ϕ∗jA∗OUA.
Moreover, let
OXE := Im (OXE → jE∗OUE) OXA := Im (OXA → jA∗OUA).
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Denote by πE : jE∗OUE → R1ΓZEOXE and πA : jA∗OUA → R1ΓZAOXA the projections, set
q := uA(α0), and for every c ∈ N[1/p] define
α−c0 OXE :=Kerα
c
0 · πE p−cOXA :=Ker qc · πA
QcUE := πE(α
−c
0 OXE) Q
c
UA
:=πA(p
−cOXA).
Also, set
Rc := Coker (ϕ∗OXA → ϕ∗(p−cOXA)) and let λ : Rc → ϕ∗QcUA
be the natural morphism of OXA-modules; lemma 16.2.7(iii) easily implies that ψ restricts to a
morphism of sheaves of sets
ψc : α−c0 OXE → ϕ∗(p−cOXA) for every c ∈ N[1/p].
Proposition 16.4.31. With the notation of (16.4.30), suppose moreover that :
(a) SpecE[α−10 ] ⊂ UE.
(b) UE is quasi-compact.
(c) c ≤ p/(p− 1).
Then we have :
(i) The map ψc descends to a morphism of sheaves of sets
ψc : QcUE → Rc
λ−→ ϕ∗QcUA.
(ii) There exist unique morphisms of sheaves of sets
pcE : Q
c/p
UE
→ QcUE and pcA : Q
c/p
UA
→ QcUA
fitting into commutative diagrams
α
−c/p
0 OXE //

α−c0 OXE

p−c/pOXA //

p−cOXA

Qc/pUE
pc
E // QcUE Q
c/p
UA
pcA // QcUA
whose vertical arrows are the projections, and whose top horizontal arrows are the
restrictions of the p-Frobenius endomorphisms of the sheaves of monoids jE∗OUE and
respectively jA∗OUA (with composition law given by multiplication).
(iii) Moreover, we have a commutative diagram of sheaves of sets :
Qc/pUE
pc
E //
ψc/p

QcUE
ψc

ϕ∗Q
c/p
UA
ϕ∗(pcA) // ϕ∗QcUA.
(iv) If c ≤ 1, the map ψc is an isomorphism of sheaves of abelian groups.
Proof. (i): Let f ∈ E be any element, and set V := SpecEf ; we easily come down to showing
Claim 16.4.32. If c ≤ p/(p− 1), we have
ψcV (x+ y)− ψcV (x) ∈ OXA(ϕ−1V ) for every x ∈ α−c0 OXE(V ) and y ∈ OXE(V ).
Proof of the claim. Since UE is quasi-compact, jE∗OXE is a quasi-coherent OXE-module ([37,
Ch.I, Cor.9.2.2]), hence the same holds for α−c0 OXE, and consequently
α−c0 OXE(V ) = α
−c
0 OXE(XE)f .
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Wemay therefore find n ∈ N such that fnx (resp. fny) is the restriction to V of a global section
x′ ∈ α−c0 OXE(XE) (resp. of an element y′ ∈ E), and it suffices to show that
ψcXE(x
′ + y′)− ψcXE(x′) ∈ Im (A→ jA∗OUA(XA) = OXA(UA)).
Hence, we may replace V by XE, and assume from start that
x ∈ OXE(UE) and αc0 · x, y ∈ Im (E→ OXE(UE))
and we have to show that ϕ♭UE(x+y)−ϕ♭UE(x) ∈ Im (A→ OXA(UA)). Notice that the assertion
is independent of the topology T of A such that (A,T ) is perfectoid; by virtue of proposition
16.3.8(i) we may then assume that T is the p-adic topology on A, and therefore the topology
of E agrees with the α0-adic topology. In this case, assumption (a), proposition 16.4.29(ii) and
lemma 16.2.7(iii) imply that ϕ♭UE(x + y)− ϕ♭UE(x) − ϕ♭UE(y) is a p-adically convergent series∑
n>0 zn, where zn is a Zp-linear combination of terms of the form ϕ
♭
UE
(αn0 · xσ · y1−σ), with
1 − σ, σ ∈ p−nN \ p1−nN, for every n ∈ N. Hence, it suffices to check that n ≥ p · σ/(p− 1)
for every such σ and every integer n > 0. We leave the easy verification to the reader. ♦
(ii): The uniqueness of pcUA is clear. For the existence, let V be as in the foregoing; we come
down to showing that
(x+ y)p − xp ∈ OXA(V ) for every x ∈ p−c/pOXA(V ) and every y ∈ OXA(V ).
However, (x+y)p−xp = yp+∑p−1i=1 (pi) ·xiyp−i, and pxi ∈ OXA(V ) for every i = 1, . . . , p−1,
since c ≤ p/(p− 1), whence the contention. Assertion (iii) shall be left to the reader.
(iv): Let V be as in the foregoing; in order to prove that ψc is a morphism of abelian sheaves
when c ≤ 1, we come down to showing that
ψ1V (x+ y)− ψ1V (x)− ψ1V (y) ∈ OXA(ϕ−1V ) for every x, y ∈ α−10 OXE(V )
and arguing as in the proof of claim 16.4.32, we reduce to the case where V = XE and x, y are
sections of OXE(UE) such that α0x, α0y ∈ Im (E→ OXE(UE)). Then, it suffices to check that
ϕ♭UE(α
n
0 · yσ · x1−σ) ∈ Im(A→ OXA(UA)) whenever n > 0 and 1− σ, σ ∈ N[1/p]
which is clear. Next notice that, by remark 16.4.26, the pair (ϕ, ϕ♭) restricts to isomorphisms
of schemes
(ϕ2, ϕ
♭
2) : XA2
∼→ XE2 (ϕ3, ϕ♭3) : XA3 ∼→ XE3 such that ϕ2(ZA) = ZE.
Claim 16.4.33. Assertion (iv) holds for UE = SpecE[α
−1
0 ].
Proof of the claim. We have commutative diagrams
UE1 := SpecE1[α
−1
0 ] //
jE1

UE
jE

UA1 := SpecA1[p
−1] //
jA1

UA
jA

XE1
iE1 // XE XA1
iA1 // XA
whose top horizontal arrows are isomorphisms of schemes, whence commutative diagrams of
abelian sheaves
OXE
∼ //

iE1∗OXE1

OXA
∼ //

iA1∗OXA1

jE∗OUE
∼ // iE1∗ ◦ jE1∗OUE1 jA∗OUA
∼ // iA1∗ ◦ jA1∗OUA1
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whose left (resp. right) vertical arrows are the inclusionmaps (resp. are induced by the inclusion
maps OXE1 → jE1∗OUE1 and OXA1 → jA1∗OUA1 ). Moreover, denote by ϕ1 : XA1 → XE1 the
continuous map associated with A1, as in (16.4.20), and by
ψ1 : jE1∗OUE1 → ϕ1∗jA1∗OUA1 (resp. ψc1 : QcUE1 → ϕ1∗Q
c
UA1
)
the corresponding morphism of sheaves of monoids as in (16.4.30) (resp. morphism of sheaves
of sets, as in (i)); then iE1 ◦ ϕ1 = ϕ ◦ iA1 (remark 16.4.26), and the foregoing isomorphisms
identify ψ with iE1∗ψ1. So finally, ψ
c is identified with iE1∗ψ
c
1 for every c ≤ p/(p− 1), and we
may replace from start A by A1, after which, we may assume that α0 (resp. p) is regular in E
(resp. in A). In this case, for every c ≤ 1 we have a commutative diagram of sheaves :
QcUE
ψc1 //

ϕ∗QcUA

OXE/α
c
0OXE // ϕ∗(OXA/p
cOXA)
whose left (resp. right) vertical arrow is the isomorphism induced by scalar multiplication by
αc0 (resp. by q
c) and whose bottom horizontal arrow is the isomorphism induced by ϕ♭0 (notation
of (16.4.23)). The claim follows. ♦
Claim 16.4.34. We may assume that the natural maps OXE → OXE and OXA → OXA are
isomorphisms.
Proof of the claim. Assumption (a) implies that ZE ⊂ XE2 and ZA ⊂ XA2 , therefore
JE := Ker (OXE → OXE) = ΓZEO tXE JA := Ker (OXA → OXA) = ΓZAO tXA
(notation of (16.4.23)), and lemma 16.4.24(ii,iii) implies that ϕ♭ restricts to an isomorphism of
abelian sheaves
(16.4.35) JE
∼→ ϕ∗JA.
Notice that J := Γ(XE,JE) is an ideal of both E and E2, and moreover ΦE(J) = J . Indeed,
J consists of all x ∈ E whose images vanish in Ef , for every f ∈ E such that SpecEf ⊂ UE;
since Ef is still a perfect Fp-algebra, it follows easily that x ∈ J if and only if xp ∈ J , whence
the assertion. Thus, both E := E/J and E2 := E2/J are still perfect Fp-algebras, and are
even perfectoid, with the quotient topologies induced by the projections E→ E and E2 → E2.
Moreover, it is easily seen that the diagram E of (16.4.18) induces a natural identification
E
∼→ E1 ×E3 E2.
Let hE : XE := SpecE → XE be the closed immersion, jE : UE := UE ∩ XE → XE
the open immersion, and consider the corresponding quasi-coherent OX
E
-module QcU
E
as in
(16.4.30). Since UE is quasi-compact, JE is a quasi-coherent OXE-module (see (10.4.16)), so
JE = Ker (OXE → hE∗OXE); it follows that the induced map OXE → jE∗OUE is a monomor-
phism, and hE restricts to an isomorphism of open subschemes UE
∼→ UE, so the resulting map
jE∗OUE → hE∗jE∗OUE is an isomorphism, and we get a natural identification
ωE : Q
c
UE
∼→ hE∗QcU
E
.
Next, consider the cartesian diagram A(E ) of (16.4.18), and recall that the bottom horizontal
arrow A2 → A3 of A(E ) is naturally isomorphic to the bottom horizontal arrow E2 → E3 of E
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(remark 16.4.18(iii)). There follows a commutative diagram
A //

A
π1 //
π2

A1

E2 // E2 // E3
whose two square subdiagrams are cartesian. Especially, J is naturally identified with the kernel
of the projection A→ A; moreover, we have an isomorphism of topological rings
E(A)
∼→ E
that identifies E(π1) and E(π2) with the projections E→ E1 and E→ E2, and furthermore, A
is perfectoid (proposition 16.3.25). Let also
hA : XA := SpecA→ XA and jA : UA := UA ∩XA → XA
be respectively the closed and the open immersion, and consider the corresponding quasi-
coherent OXA-module Q
c
UA
defined as in (16.4.30); in light of (16.4.35), we see that JA =
Ker (OXA → hA∗OXA), and hA restricts to an isomorphism of open subschemes UA
∼→ UA, so
the resulting map jA∗OUA → hA∗jA∗OUA is an isomorphism, and we get a natural identification
ωA : Q
c
UA
∼→ hA∗QcUA.
Lastly, let ϕ : XA → XE be the continuous map provided by (16.4.20), and ψcA : QcUE →
ϕ∗Q
c
UA
the morphism of abelian sheaves attached to A and UE as in (i); a direct inspection
yields a commutative diagram
QcUE
ψc //
ωE

ϕ∗Q
c
UA
ϕ∗ωA

hE∗QcU
E
hE∗ψ
c
A // hE∗ϕ∗Q
c
UA
= ϕ∗hA∗QcUA
whence the claim. ♦
Henceforth we assume that OXE = OXE an OXA = OXA . Set U
′
E := SpecE[α
−1
0 ], so that
U ′A := ϕ
−1U ′E is the open subset SpecA[p
−1] ofXA, and let j
′
E : U
′
E → XE and j′A : U ′A → XA
be the open immersions. Set also Z ′E := XE \ U ′E and Z ′A := XA \ U ′A. Notice that
iE1∗OXE1 = Im(OXE → j′E∗OU ′E) and iA1∗OXA1 = Im(OXA → j′A∗OU ′A)
and denote by ψ′c : QcU ′
E
→ QcU ′A the map of abelian sheaves associated as in (i) with A and
U ′E. Since U
′
E ⊂ UE, the natural maps jE∗OUE → j′E∗OU ′E and jA∗OUA → j′A∗OU ′A induce
morphisms ρE : R
1ΓZEOXE → R1ΓZ′EOXE and ρA : R1ΓZAOXA → R1ΓZ′AOXA , and notice
that the image of ρE (resp. of ρA) lies in ΓZER
1ΓZ′
E
OXE (resp. in ΓZAR
1ΓZ′AOXA); there
follows a commutative diagram
QcUE
ψc //
ρc
E

ϕ∗QcUA
ϕ∗(ρcA)

ΓZEQ
c
U ′
E
ΓZE
ψ′c
// ΓZEϕ∗Q
c
U ′A
= ϕ∗ΓZAQ
c
U ′A
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where ρcE (resp. ρ
c
A) is the restriction of ρE (resp. of ρA). From the snake lemma, we obtain
natural identifications
Ker ρcE
∼→Ker (α−c0 OXE → j′E∗OU ′E)/Ker (OXE → iE1∗OXE1 ) = (ΓXE2α
−c
0 OXE)/O
t
XE
Ker ρcA
∼→Ker (p−cOXA → j′A∗OU ′A)/Ker (OXA → iA1∗OXA1 ) = (ΓXA2p
−cOXA)/O
t
XA
(notation of (16.4.23)).
Claim 16.4.36. The map ψc restricts to an isomorphism of abelian sheaves
Ker ρcE
∼→ Kerϕ∗(ρcA).
Proof of the claim. Notice that
ΓXE2
α−c0 OXE = jE∗j
∗
EO
t
XE
and ΓXA2
p−cOXA = jA∗j
∗
AO
t
XA
.
In view of lemma 16.4.24(ii), we deduce that ϕ♭ induces an isomorphism of abelian sheaves
Ker ρcE
∼→ R ′ := ϕ∗(ΓXE2α
−c
0 OXE)/ϕ∗(O
t
XA
).
Now, proposition 16.4.21(ii) implies that ϕ∗ is an exact functor on the category of quasi-
coherent OXA-modules, and since both UA and U
′
A are quasi-compact (see (16.1.3)), the OXA-
modules jA∗j
∗
AO
t
XA
and O tXA are quasi-coherent ([37, Ch.I, Cor.9.2.2]) so λ restricts to an iso-
morphism R ′
∼→ ϕ∗Ker ρcA = Kerϕ∗(ρcA), whence the claim. ♦
Now, claim 16.4.33 implies that ΓZEψ
′c is an isomorphism, and in light of claim 16.4.36 we
see that ψc is a monomorphism, so we are reduced to showing that ΓZEψ
′c induces an epimor-
phism Im ρcE → Imϕ∗(ρcA). To this aim, let x ∈ XE be any point, and sx ∈ Im (ϕ∗ρcA)x =
ϕ∗(Im ρ
c
A)x any element; by proposition 16.4.21(ii), the functor ϕ∗ is exact on quasi-coherent
OXA-modules, so both maps
ϕ∗(p
−cOXA)x → ϕ∗(QcUA)x → ϕ∗(Im ρcA)x
are surjective, hence we may find an open neighborhood Ω ⊂ XE of x such that sx lifts to a
section s ∈ OXA(UA ∩ ϕ−1Ω) and qc · s extends to a section of OXA(ϕ−1Ω) (where q is as in
(16.4.30)). Denote by tx ∈ (ΓZEQcU ′
E
)x the preimage of sx. Notice that
ΓZER
1ΓZ′
E
OXE = (jE∗j
∗
E(iE1∗OXE1 ))/iE1∗OXE1
so we may replace Ω by a smaller open neighborhood of x, and assume that tx is the image of
a section t ∈ iE1∗OXE1 (UE ∩Ω). Denote by s ∈ iA1∗OXA1 (UA ∩ ϕ−1Ω) the image of s, and set
u := iE1∗ϕ
♭
1(t)− s ∈ jA∗j∗AiA1∗OXA1 (ϕ−1Ω).
By construction, the image of ux vanishes in (ϕ∗R
1ΓZ′AOXA)x, thus ux ∈ ϕ∗(iA1∗OXA1 )x.
By proposition 16.4.21(ii), the natural map ϕ∗(OXA)x → ϕ∗(iA1∗OXA1 )x is surjective, so we
may replace Ω by a smaller open neighborhood of x, and assume that u is the image of a
local section u ∈ OXA(ϕ−1Ω). However, s and s′ := s + u|UA∩ϕ−1Ω have the same image
in ϕ∗(QcUA)x, so we may replace s by s
′, and assume that iE1∗ϕ
♭
1(t) = s. In this situation,
remark 16.4.26(ii) implies that t lifts to a section t ∈ OXE(UE ∩ Ω) such that ϕ♭(t) = s, and
we denote by v ∈ R1ΓZEOXE(Ω) the image of t. Clearly, the image of v in (ΓZER1ΓZ′EOXE)x
agrees with tx, hence it remains only to check that vx ∈ QcUE,x. But notice that αc0 · tx = 0, so
αc0 ·vx ∈ (jE∗j∗EO tXE)x. Pick any ε ∈ N[1/p] such that 0 < ε ≤ min(p/(p−1)− c, 1); by virtue
of corollary 16.3.61(i), it follows that αc+ε0 · vx = 0, i.e. αc0 · vx ∈ QεUE,x. Lastly, from (i) we get
ψε(αc0vx) = q
c · ψc+ε(vx)
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and ψc+ε(vx) is the image of s in ϕ∗(Q
c+ε
UA
)x. By construction, the image of q
c · s vanishes in
ϕ∗(Q
c+ε
UA
)x, and therefore α
c
0 · vx = 0, since we have already remarked that ψε is a monomor-
phism. The assertion follows. 
16.5. Perfectoid quasi-affinoid rings. We wish now to merge the theory of perfectoid rings
with that of affinoid rings of section 15.3. First, let us make the following :
Definition 16.5.1. (i) We say that a quasi-affinoid ring (A,A+, U) is perfectoid if A is a per-
fectoid ring.
(ii) We say that a quasi-affinoid scheme X is perfectoid, if there exists a perfectoid quasi-
affinoid ring A and an isomorphismX
∼→ SpecA.
(iii) We denote by
q.Afd.Ringperf and q.Afd.Schperf
the subcategories of q.Afd.Ring and respectively q.Afd.Sch whose objects are the perfectoid
quasi-affinoid rings (resp. schemes), and whose morphisms are the f-adic morphisms of quasi-
affinoid rings (resp. schemes).
16.5.2. Clearly we have a well defined functor
q.Afd.Ringperf → q.Afd.Schoperf A 7→ SpecA
and we will construct a right adjoint. To this aim, we need a few preliminaries : we consider
any perfectoid quasi-affinoid ring A := (A,A+, UA) and set XA := SpecA, ZA := XA \ UA.
Let also E := E(A), define the continuous map ϕ : XA → XE := SpecE as in (16.4.20),
and set ZE := ϕ(ZA) and UE := XE \ ZE. Then it is easily seen that UE contains the analytic
locus of XE, so any choice of ring of integral elements E
+ ⊂ E will give another perfectoid
quasi-affinoid ring E := (E,E+, UE), as well as the attached perfectoid quasi-affinoid schemes
(UA,TUA, A
+
U) := SpecA (UE,TUE ,E
+
U) := SpecE.
More precisely, let α := (αn | n ∈ N) be any distinguished element in Ker uA; since ϕ maps
SpecA/pA bijectively onto SpecE/α0E, and maps SpecA[p
−1] onto SpecE[α−10 ], it is easily
seen that UE is the unique open subset of XE containing the analytic locus, and such that
(16.5.3) ϕ−1(UE) = UA.
Recall that, according to lemma 16.4.27, the topologies TUA on AU := OXA(UA) and TUE on
EU := OXE(UE) are f-adic, complete and separated, and the restriction maps A → AU and
E → EU are open. Especially the image A of A (resp. E of E) is open in AU (resp. in EU ),
and we endow this subring with the quotient topology induced by the projection πA : A → A
(resp. πE : E→ E). Moreover, we have a continuous map of (multiplicative) monoids
ϕ♭U : EU → AU
(proposition 16.4.29(i)). Let also
j◦E : E→ E◦U and j◦A : A→ A◦U
be the inclusion maps, and we endow A◦U (resp. E
◦
U ) with the topology induced by the inclusion
into AU (resp. into EU ), so that j
◦
A and j
◦
E are open maps.
Proposition 16.5.4. In the situation of (16.5.2), we have :
(i) For every x ∈ AU , the following conditions are equivalent :
(a) x is power bounded in AU .
(b) The subset {xpn | n ∈ N} is bounded in AU .
(c) The image of x in R1ΓZAOXA is annihilated by A
◦◦.
(d) x · A◦◦U ⊂ A◦◦U .
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(e) v(x) ≤ 1 for every analytic rank one valuation v ∈ SpaA.
(ii) A and E are perfectoid rings, and there exists a unique isomorphism
ω : E
∼→ E(A) such that ω ◦ πE = E(πA).
(iii) The maps πA and πE restrict to bijections E
◦◦ ∼→ E◦◦U and A◦◦ ∼→ A◦◦U .
(iv) The map ϕ♭U restricts to a continuous map of topological monoids
ϕ♭◦U : E
◦
U → A◦U
which induces an isomorphism of perfect Fp-algebras
ϕ♭◦U : E
◦
U/E
◦◦
U
∼→ A◦U/A◦◦U .
Proof. We consider first the following special case :
Claim 16.5.5. In the situation of (16.5.2), let β ∈ E be any regular element such that α0 ∈ βE,
set b := uA(β) ∈ A, and suppose moreover that bA is an ideal of adic definition for A, and UA
is the analytic locus of XA. Then conditions (i.a)–(i.d) are equivalent in this case, and
A◦◦ = A◦◦U =
⋃
λ∈N[1/p]\{0}
bλA with bλ := uA(β
λ) for every λ ∈ N[1/p].
Proof of the claim. First, notice that under the assumptions of the claim, p ∈ bA (lemma
16.2.7(iii)) and bλ is a regular element of A for every λ ∈ N[1/p] (proposition 16.4.17).
Especially, the localization map A → A[b−1] is injective, and UA = SpecA[b−1], so that
AU = A[b
−1], R1ΓZAOXA = A[b
−1]/A, and condition (i.c) implies :
(i.f) bλx ∈ A for every λ ∈ N[1/p] \ {0}.
We show first the equivalence of (i.a), (i.b) and (i.f). Indeed, obviously (i.f)⇒(i.a)⇒(i.b), so we
may assume that (i.b) holds, and we set
ρ := inf{γ ∈ N[1/p] | bγxpn ∈ A for every n ∈ N}.
Notice that (i.b) implies that ρ < +∞. We claim that ρ = 0. Indeed suppose, by way of
contradiction, that ρ > 0 and pick any γ ∈ N[1/p] such that ρ > γ > max(ρ/p, ρ− 1/p). Then
b1/pbγxp
n ∈ A, and hence bγxpn ∈ b−1/pA for every n ∈ N; on the other hand, we also see that
bpγxp
n ∈ A for every n ∈ N. Now, by corollary 16.3.3, the Frobenius endomorphism of A/pA
induces an isomorphism A/b1/pA→ A/bA; since b is regular, there follows a bijective map
b−1/pA/A
∼→ b−1A/A (x mod A) 7→ (xp mod A).
We deduce that bγxp
n ∈ A for every n ∈ N, i.e. γ ≤ ρ, which is absurd. This shows that (i.f)
holds, whence the assertion. Next, say that x ∈ A[b−1]◦◦; since bA is open in A[b−1], we must
have xp
n ∈ bA for some n ∈ N, so if set y := b−1/pnx, we get ypn ∈ A, and therefore the
subset {ypn | n ∈ N} is bounded in AU . Pick any integer r > n; by the foregoing, it follows
that b1/p
r
y ∈ A, and finally x ∈ b1/pn−1/prA. This also implies the equivalence of (i.c),(i.d) and
(i.f), so the proof of the claim is complete. ♦
For the general case, pick a finite system β• := (β0, . . . , βk) of elements of E with β0 = α0,
and such that β• generates an ideal I of adic definition for E. Then the ideal I ⊂ A generated
by (uA(β0), . . . , uA(βk)) is of adic definition for A (see remark 16.3.7(iii)). We notice :
Claim 16.5.6. The ideal A◦◦ is generated by (uA(β
λ
i ) | i = 0, . . . , k, λ ∈ N[1/p] \ {0}).
Proof of the claim. Clearly uA(β
λ
i ) ∈ A◦◦ for every i = 0, . . . , k and every strictly positive
λ ∈ N[1/p]. Conversely, let c ∈ A◦◦ be any element; then cpn ∈ I for every sufficiently
large n ∈ N. By remark 16.3.7(iii) we may find γ ∈ E such that uA(γ) − c ∈ pA, and the
image of γp
n
in E/α0E lies in I /α0E, so γ
pn ∈ I , hence γ ∈ I 〈1/pn〉E, and therefore
c ∈ I 〈1/pn〉A+ pA = I 〈1/pn〉A (notation of remark 9.3.71(i)), whence the claim. ♦
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(i.c)⇒(i.a): By assumption, uA(βλi ) · x lies in A, for every i = 0, . . . , k and every strictly
positive λ ∈ N[1/p]; let n > 0 be any integer, and pick t ∈ N such that pt ≥ n; then uA(βn/p
t
i ) ·
xn = (uA(β
1/pt) · x)n lies as well in A, and we conclude that uA(βi) · xn ∈ A for every n ∈ N,
whence the assertion.
Obviously, (i.a)⇒(i.b). To show that (i.b)⇒(i.c), let TA,p be the p-adic topology on A, and
TU,p the unique f-adic topology on AU such that the restriction map (A,TA,p)→ (AU ,TU,p) is
open (lemma 16.4.27(i)). Suppose first that the topology of A agrees with TA,p, and let
A1 := A/AnnA(p) Z
′ := SpecA/pA U ′ := XA \ Z ′.
Denote as well by x|U ′ ∈ OXA(U ′) = A[1/p] the image of x. We recall that p is regular in
A1 (remark 16.4.19(ii)), and we endow A1 with its p-adic topology TA1,p, and A[1/p] with the
unique f-adic topologyTU ′,p such that the inclusionmap (A1,TA1,p)→ (A[1/p],TU ′,p) is open,
so that the subset {xpn|U ′ | n ∈ N} is bounded in A[1/p]. Set q := uA(α0); by claim 16.5.5 and
lemma 16.2.7(iii), it then follows that qλ ·x|U ′ lies inA1 for every λ ∈ N[1/p]\{0}. Denote also
by x ∈ R1ΓZOXA the image of x; we deduce that the image of qλ · x vanishes in R1ΓZ′OXA ,
for every such λ. To conclude in this case, it suffices to remark :
Claim 16.5.7. The kernel of the natural map R1ΓZAOXA → R1ΓZ′OXA is annihilated by qλ for
every λ ∈ N[1/p] \ {0}.
Proof of the claim. By the snake lemma, this kernel is a quotient of ΓZ′jA∗OUA , where jA :
UA → XA is the open immersion. However, ΓZ′j∗OUA = H0(UA,ΓZ′OXA). Since ΓZ′OXA is
a quasi-coherent OXA-module (lemma 10.4.17(i)), we are reduced to checking that AnnA(p) is
annihilated by qλ for every λ ∈ N[1/p] \ {0}. The latter holds by corollary 16.3.61(i). ♦
Next, let A be any perfectoid ring; let jE : UE → XE be the open immersion, and for every
c ∈ N[1/p] consider the OXE-module QcUE and the OXA-module QcUA as in (16.4.30). We set
Q0UE :=
⋂
c>0
QcUE and Q
0
UA
:=
⋂
c>0
QcUA.
Condition (i.b) implies that the set {xpn | n ∈ N} is bounded also for the topology TU,p of AU ,
and since (A,TA,p) is perfectoid (proposition 16.3.8(i)), the foregoing case shows that x lies in
Q0UA(XA). By proposition 16.4.31(iv), the map ϕ
♭ of lemma 16.4.24(i) induces an isomorphism
ψ0 : Q0UE
∼→ ϕ∗Q0UA
of abelian sheaves, fitting into a commutative diagram
(16.5.8)
Q0UE
ψ0 //
pE

ϕ∗Q0UA
ϕ∗(pA)

Q0UE
ψ0 // ϕ∗Q0UA
where pE (resp. pA) is induced by the p-Frobenius endomorphism of the sheaf of monoids
jE∗OUE (resp. jA∗OUA). With this notation, condition (i.b) says that for some n ∈ N we have
(16.5.9) uA(β
n
i ) · prA(x) = 0 for every i = 0, . . . , k and every r ∈ N.
Let γ ∈ Q0UE(XE) be the preimage of x; then βλi · γ is the preimage of the class of uA(βλi ) · x
in Q0UA(XA), for every i = 0, . . . , k and every λ ∈ N[1/p]. By virtue of claim 16.5.6, we are
then reduced to checking that βλi · γ = 0 for every such i and λ, and (16.5.9) yields already
βni · prE(γ) = 0 for every i = 0, . . . , k and every r ∈ N.
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Now, we may write λ = t · p−r for some integers t ≥ n and r ∈ N; we deduce
prE(β
λ
i · γ) = βti · prE(γE) = 0.
Lastly, since E is perfect, it is easily seen that pE is an isomorphism, whence the assertion.
(ii): This was already remarked in the proof of claim 16.4.34. Let us add the following :
Claim 16.5.10. The map πE and πA restrict to bijections E
◦◦ ∼→ E◦◦ and A◦◦ ∼→ A◦◦.
Proof of the claim. First, notice that the image of β• in E generates an ideal of adic definition
for E; in view of (ii) and claim 16.5.6, we deduce immediately that A◦◦ = πA(A
◦◦) and E◦◦ =
πE(E
◦◦). Next, if I is any ideal of adic definition for A, clearly we have I ·Ker πA = 0, whence
I ∩Ker πA = 0, since A is reduced (corollary 16.3.61); but A◦◦ is the union of all ideals of adic
definition forA, so we conclude thatA◦◦∩Ker πA = 0. Likewise, we see thatE◦◦∩KerπE = 0,
whence the claim. ♦
(iii): Let x ∈ A◦◦U be any element; denote by x ∈ R1ΓZAOXA the image of x; from (i) we see
that x ∈ QA := Q0UA(XA), and since A is open in AU , there exists n ∈ N such that xp
n ∈ A,
therefore pnA(x) = 0. On the other hand, we have already remarked that the maps ψ
0 and pE
appearing in (16.5.8) are isomorphisms, so the same holds for pA, and consequently x = 0, i.e.
x ∈ A; then the assertion follows from claim 16.5.10. Next, from claim 16.5.6 it is easily seen
that the isomorphism E/α0E
∼→ A/pA of remark 16.3.7(ii) restricts to a natural identification
(16.5.11) E◦◦/α0E
∼→ A◦◦/pA
therefore ZE ⊂ XE \ SpecE/E◦◦, so the foregoing applies as well to the perfectoid ring E and
its closed subset ZE, and the proof of (iii) is thus complete.
Now, taking into account (iii), we easily see that (i.d)⇒(i.c). Conversely, if (i.c) holds, we
get x ·A◦◦ ·A◦◦ ⊂ A◦◦U , but claim 16.5.6 implies that A◦◦ ·A◦◦ = A◦◦, whence (i.d). Lastly, from
remark 15.4.15(iv) it is clear that (i.a)⇒(i.e). Conversely, suppose (i.e) holds; then we have as
well v(xa) < 1 for every a ∈ A◦◦U and every rank one analytic valuation v ∈ SpaA. Taking into
account lemma 15.3.14(v), it follows that v(xa) < 1 for every a ∈ A◦◦U and every v ∈ (SpaA)a.
On the other hand, we have v(xa) = 0 for every v ∈ (SpaA)na, and we conclude that xa ∈ A◦◦U ,
by corollary 15.4.27(ii). This shows that (i.e)⇒(i.d), and completes the proof of (i).
(iv): Set also QE := Q0UE(XE); in light of (16.5.11), it is easily seen that the isomorphism
ψ0 restricts to a natural identification
AnnQE(E
◦◦)
∼→ AnnQA(A◦◦)
and taking into account (i) we deduce that ϕ♭U(E
◦
U) ⊂ A◦U , so the sought map ϕ♭◦U is well defined,
and it is continuous, by proposition 16.4.29(i); combining with (iii), we also see that ϕ♭◦U induces
bijections
E◦U/E
∼→ A◦U/A E/E◦◦U ∼→ A/A◦◦U .
On the other hand, we remark :
Claim 16.5.12. (i) For every x, y ∈ E◦U we have ϕ♭U(x+ y)− ϕ♭U(x)− ϕ♭U(y) ∈ A◦◦U .
(ii) ϕ♭◦U (E
◦◦
U ) ⊂ A◦◦U .
Proof of the claim. (i): By proposition 16.4.29(ii), the difference in the claim can be written
as a p-adically convergent series
∑
n∈N\{0} p
n · cn, where each summand cn is a finite Zp-linear
combination of terms of the form ϕ♭U(x
λy1−λ), where λ, 1 − λ ∈ N[1/p]. It is easily seen that
xλy1−λ ∈ E◦U for every such λ, and obviously p ∈ A◦◦U , whence the contention.
(ii) is obvious, since ϕ♭◦U is a continuous morphism of multiplicative monoids. ♦
From claim 16.5.12 it follows that ϕ♭◦U descends to a map ϕ
♭◦
U : E
◦
U/E
◦◦
U → A◦U/A◦◦U of abelian
groups, which must then be bijective, by the foregoing. By remark 8.3.10(iv), both the source
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and target of ϕ♭◦U are endowed with natural quotient ring structures, and it is easily seen that
E◦U/E
◦◦
U is a perfect Fp-algebra (details left to the reader); to conclude the proof it then suffices
to notice that, by construction, ϕ♭◦U is also a morphism of multiplicative monoids. 
Theorem 16.5.13. In the situation of (16.5.2), the following holds :
(i) E◦U and A
◦
U are both perfectoid, and there exists an isomorphism of topological rings
ω◦ : E◦U
∼→ E(A◦U) such that ω◦ ◦ j◦E = E(j◦A).
(ii) The rule D 7→ E(D) establishes a bijection from the set SA of open integrally closed
subrings of A◦U to the set SE of open integrally closed subrings of E
◦
U .
(iii) Moreover, every open integrally closed subring of A◦U is perfectoid (for the topology
induced by A◦U ).
Proof. (i): First, notice that E◦◦U (resp. A
◦◦
U ) is a bounded open ideal of E
◦
U (resp. of A
◦
U ), by
virtue of proposition 16.5.4(iii); it follows that E◦U and A
◦
U are bounded, so their topologies are
both adic and f-adic (corollary 8.3.14(iii)). Moreover, since EU and AU are complete and sepa-
rated (lemma 16.4.27(ii)), the same holds forE◦U andA
◦
U . Furthermore, sinceEU is a perfect Fp-
algebra, proposition 16.5.4(i) easily implies that the same holds forE◦U , so the latter is perfectoid
(example 16.3.2(i)). Next, let I ⊂ A be any ideal of definition; proposition 16.5.4(iii) implies
that IU := IA
◦
U ⊂ A◦◦, so IU is a finitely generated ideal of adic definition for A◦U (corollary
8.3.14(iii)), and clearly p ∈ I2U . Furthermore, IU ⊂ A (by claim 16.5.10), and the Frobenius
endomorphism ΦAU/IU of AU/IU induces surjective endomorphisms of both A/IU and AU/A
(proposition 16.5.4(iv)); thus, ΦAU/IU is surjective, which shows that AU is a P-ring. Next, en-
dow A◦U/pA
◦
U with the quotient topology induced by the projection πU : A
◦
U → A◦U/pA◦U , and
let ϕ♭◦U : E
◦
U → A◦U and ω : E ∼→ E(A) be respectively the continuous morphism of topologi-
cal monoids and the isomorphism of topological rings provided by proposition 16.5.4(iii,iv); in
light of proposition 16.4.29(ii) it is easily seen that πU ◦ ϕ♭◦U : E◦U → A◦U/pA◦U is a continuous
ring homomorphism fitting into a commutative diagram
E
uA/pA◦ω //
j◦
E

A/pA
j◦A⊗ZFp

E◦U
πU◦ϕ
♭◦
U // A◦U/pA
◦
U .
By proposition 9.3.53(iii), there follows a continuous ring homomorphism vU : W (E
◦
U)→ A◦U
fitting into a commutative diagram
W (E)
uA◦W (ω) //
W (j◦
E
)

A
j◦A

W (E◦U)
vU // A◦U .
Since both uA and j
◦
A are open, the same holds for vU , and since A is perfectoid (proposition
16.5.4(iii)), the kernel of uA ◦W (ω) is a distinguished ideal, so it remains only to check
Claim 16.5.14. vU induces a ring isomorphism
vU :W (E
◦
U)⊗W (E) A ∼→ A◦U .
Proof of the claim. Let ΦE◦U be the Frobenius endomorphism of E
◦
U , and notice that
ΦE◦U (E
◦◦
U ) = E
◦◦
U .
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Moreover, W (E◦◦U ) is a closed ideal of both W (E) and W (E
◦
U) (remark 9.3.28(iv)); there fol-
lows a commutative ladder with exact rows :
L :
0 // W (E◦◦U )
// W (E) //

W (E/E◦◦U )
//

0
0 // W (E◦◦U )
// W (E◦U)
// W (E◦U/E
◦◦
U )
// 0.
Let α be any distinguished element of Ker uA; since the image of α is a regular element in both
W (E◦U/E
◦◦
U ) andW (E/E
◦◦
U ), we have
Tor
W (E)
1 (W (E
◦
U/E
◦◦
U ), A) = 0 Tor
W (E)
1 (W (E/E
◦◦
U ), A) = 0
so the rows of the ladderL ⊗W (E)A are still exact. Furthermore, since the topologies ofE/E◦◦U
and E◦U/E
◦◦
U are discrete, the isomorphism ϕ
♭◦
U of proposition 16.5.4(iv) induces identifications
W (E/E◦◦U )⊗W (E) A ∼→ A/A◦◦U W (E◦U/E◦◦U )⊗W (E) A ∼→ A◦U/A◦◦U .
Summing up, we obtain the commutative diagram with exact rows :
0 // A◦◦U
// A //
w

A/A◦◦U
//

0
0 // A◦◦U
// W (E◦U)⊗W (E) A //
vU

A◦U/A
◦◦
U
// 0
0 // A◦◦U
// A◦U
// A◦U/A
◦◦
U
// 0
and to conclude, it suffices to check that vU ◦ w = j◦A. To this aim, it suffices to show that
vU ◦ w ◦ uA = j◦A ◦ uA : W (E(A))→ A◦U . However, by construction we have
vU ◦ w ◦ uA = vU ◦W (j◦E ◦ ω−1) and j◦A ◦ uA ◦W (ω) = vU ◦W (j◦E)
whence the claim. ♦
(ii): Let D ⊂ A◦U be any open integrally closed subring; it is easily seen that A◦◦U ⊂ D, so
A◦◦U is an ideal of D (remark 8.3.10(iv)) and we set D := D/A
◦◦
U ⊂ CA := A◦U/A◦◦U .
Claim 16.5.15. With the foregoing notation, the rule : D 7→ D establishes a bijection from the
set of open integrally closed subrings of A◦U to the set of integrally closed subrings of CA.
Proof of the claim. Let us check that D is integrally closed in CA. Indeed, let x ∈ CA, and
P (T ) ∈ D[T ] a monic polynomial such that P (x) = 0 in CA; if x ∈ A◦U is any representative
for the class x, we get P (x) ∈ A◦◦U . Set Q(T ) := P (T ) − P (x); then Q(T ) ∈ D[T ] and
Q(x) = 0, so x ∈ D, and therefore x ∈ D, which shows the contention. Conversely, ifD ⊂ CA
is any integrally closed subring, let us show that the preimageD ⊂ A◦U ofD is integrally closed
in A◦U . Indeed, say that x ∈ A◦U is integral over D; then the class x ∈ CA of x is integral over
D, hence x ∈ D, and the claim follows. ♦
Claim 16.5.15 also implies that if D ⊂ E◦U is any open and integrally closed subring, then
E◦◦U ⊂ D, and the ruleD 7→ D/E◦◦U establishes a bijection between the set of all open integrally
closed subrings of E◦U and the set of all integrally closed subrings of CE := E
◦
U/E
◦◦
U . However,
proposition 16.5.4(iv) yields a natural ring isomorphism ϕ♭◦U : CA
∼→ CE, whence a bijection
SA
∼→ SE, and it remains to check that this bijection is realized by the ruleD 7→ E(D). To this
aim, notice that every integrally closed subring of CA is a perfect Fp-algebra; then the assertion
follows easily from proposition 16.3.25, which also gives (iii). 
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16.5.16. In the situation of (16.5.2), pick a finitely generated ideal JE ⊂ E with α0 ∈ JE,
and such that ZE = SpecE/JE. In light of (16.5.3), it follows easily that ZA = SpecA/J
〈1〉
E A.
Moreover, it is easily seen that J
⌈0⌉
E is the radical of JE; on the other hand, the map uA induces
an isomorphism E/J
⌈0⌉
E
∼→ A/J⌈0⌉E A, so A/J⌈0⌉E A is reduced, i.e. J⌈0⌉E A is a radical ideal of A.
Corollary 16.5.17. With the notation of (16.5.16), suppose moreover that A = A+. Then :
J
⌈0⌉
E A
+
U = J
⌈0⌉
E A.
Proof. Notice that it suffices to show that J
⌈0⌉
E A
+
U ⊂ A. Indeed, suppose that the latter holds;
since we have as well (J
⌈0⌉
E )
2 = J
⌈0⌉
E , we deduce that J
⌈0⌉
E A
+
U ⊂ J⌈0⌉E A, and the converse
inclusion is obvious. Notice thatE+U is the integral closure ofE inEU , so that theorem 16.8.2(ii)
implies that the assertion holds for E+U , i.e.
(16.5.18) J
⌈0⌉
E E
+
U ⊂ E.
Next, recall that proposition 16.5.4(iv) yields a ring isomorphism ϕ♭◦U : E
◦
U/E
◦◦ ∼→ A◦U/A◦◦U
restricting to an isomorphismE/E◦◦U
∼→ A/A◦◦U . Moreover, claim 16.5.15 shows that the subring
E+U/E
◦◦
U is the integral closure ofE/E
◦◦
U inE
◦
U/E
◦◦ and likewise,A+U/A
◦◦
U is the integral closure
of A/A◦◦U in AU/A
◦◦
U . Hence, A
+
U/A
◦◦
U = ϕ
♭◦
U (E
+
U/E
◦◦
U ), and taking into account (16.5.18), the
assertion follows easily. 
16.5.19. Keep the notation of (16.5.2). By virtue of lemma 15.6.10(i,iii) we may identify
naturally UA with an open subset ofX
◦
A := SpecA
◦
U , and we have a well defined quasi-affinoid
ring A◦U := (A
◦
U , A
+
U , UA), which is perfectoid, by theorem 16.5.13(i). Set
(UA,T
◦
UA
, A+U) := SpecA
◦
U .
since, by definition, the continuous maps A → A◦U → AU are both f-adic, we see that the
topology T ◦UA agrees with TUA ; i.e. we have a natural identification
SpecA◦U
∼→ SpecA.
Lastly, it is clear that A◦U depends only on SpecA, and we claim that the rule SpecA 7→ A◦U
extends to a well defined functor
Γ◦ : q.Afd.Schperf → q.Afd.Ringoperf
with a natural isomorphism εX : Spec◦Γ◦(X) ∼→ X for every objectX of q.Afd.Schperf . Indeed,
if X := (X,TX , A
+
X) and Y := (Y,TY , A
+
Y ) are any two perfectoid quasi-affinoid schemes,
and ψ : X → Y any f-adic morphism of quasi-affinoid schemes, then the corresponding map
ψ♭ : OY (Y ) → OX(X) induces a morphism ψ♭◦ : (OY (Y )◦, A+Y ) → (OX(X)◦, A+X) of affinoid
rings (lemma 8.3.19(iii.a)), which is obviously also f-adic, and the resulting diagram
SpecOX(X)
Specψ♭ //
jX

SpecOY (Y )
jY

SpecOX(X)◦
Specψ♭◦ // SpecOY (Y )◦
shows that Specψ♭◦ restricts to a morphism jX(X)→ jY (Y ), whence a well defined morphism
of perfectoid quasi-affinoid rings :
Γ◦(ψ) : Γ◦(Y )→ Γ◦(X).
Moreover, if A := (A,A+, U) is any perfectoid quasi-affinoid ring, the natural map A →
OU(U)◦ induces a well defined morphism of quasi-affinoid rings ηA : A→ Γ◦ ◦ Spec(A) which
is f-adic, and therefore it is a morphism of perfectoid quasi-affinoid rings. Lastly, it is easily
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seen that the pair (ε•, η•) fulfills the triangular conditions of (1.1.13), so Γ
◦ is indeed right
adjoint to Spec.
16.5.20. We also want to upgrade the functor E to well defined functors
E : q.Afd.Ringperf → q.Afd.Ringperf E : q.Afd.Schperf → q.Afd.Schperf .
Namely, let A := (A,A+, U) be any perfectoid quasi-affinoid ring, and set E := E(A); by
applying theorem 16.5.13(ii) to the perfectoid quasi-affinoid ring (A,A+, SpecA), we see that
E+ := E(A+) is a subring of integral elements of E, so we get a perfectoid quasi-affinoid ring
E(A) := (E,E+,E(U))
where E(U) ⊂ SpecE is defined as in (16.5.2) : namely, it is the unique open subset of
SpecE containing the analytic locus and such that ϕ−1E(U) = U , where ϕ : SpecA →
SpecE is the continuous map given by (16.4.20). Moreover, if α is any distinguished element
in Ker uA, endow A0 := A/pA and E0 := E/α0E with the ring topologies induced by A and
respectively E; from remark 16.3.7(ii) we see as well that the map uA : A → E induces a
natural isomorphism of quasi-affinoid rings (notation of example 15.4.7(i)) :
(16.5.21) A0 ⊗A A ∼→ E0 ⊗E E(A).
Furthermore, for every morphism f : A→ B := (B,B+, V ) of perfectoid quasi-affinoid rings,
it follows easily from (16.1.4) that the morphism of schemes SpecE(f) : SpecE(B)→ SpecE
maps E(V ) into E(U). Moreover, the ring homomorphismE(f) : E→ E(B) is adic (theorem
16.3.42(i)), whence a well defined morphism of perfectoid quasi-affinoid rings
E(f) : E(A)→ E(B).
Let also B-q.Afd.Ringperf := B/q.Afd.Ringperf for every perfectoid quasi-affinoid ring B; just
as in remark 16.3.7(i), this new functor E restricts to an equivalence
A-q.Afd.Ringperf
∼→ E(A)-q.Afd.Ringperf
which admits a natural quasi-inverse functor
A : E(A)-q.Afd.Ringperf
∼→ A-q.Afd.Ringperf (E,E+, V ) 7→ (A(E),A(E+),A(V ))
with A(E) := W (E) ⊗W (A) A and correspondingly for A(E+), and where A(V ) := ϕ−1V .
Likewise, for every perfectoid quasi-affinoid scheme U we define
E(U) := Spec ◦ E ◦ Γ◦(U) and U-q.Afd.Schperf := q.Afd.Schperf/U.
Then, the resulting functor E on quasi-affinoid schemes restricts to an equivalence
U -q.Afd.Schperf
∼→ E(U)-q.Afd.Schperf
with quasi-inverse given by the rule : V 7→ Spec ◦A ◦ Γ◦(V ) (details left to the reader). Lastly,
say that U = Γ◦(A), and set U0 := Spec (A0 ⊗A A) and E(U)0 := Spec (E0 ⊗E E); then we
deduce from (16.5.21) a natural isomorphism of quasi-affinoid schemes
(16.5.22) U 0 ×U V ∼→ E(U)0 ×E(U ) E(V ) for every V ∈ Ob(U -q.Afd.Schperf).
(see example 15.4.8).
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16.5.23. Next, we wish to extend the results of section 16.4 to the perfectoid quasi-affinoid
case. Resume the notation of (16.5.2), and pick any finitely generated ideal of definition I of
E; we get a descending filtration on EU := OUE(UE) and AU := OUA(UA) by the rules :
FilsEU := I
〈s〉E FilsAU := I
〈s〉A
Fil−sEU := {x ∈ EU | I〈s〉x ⊂ E} Fil−sAU := {x ∈ AU | I〈s〉x ⊂ A}
for every s ∈ N[1/p]. As in example 9.1.9(i) we associate with I an angular order function
ν : EU → R ∪ {+∞} x 7→ sup{s ∈ Z[1/p] | x ∈ FilsEU}.
Notice that, since the topology of EU is separated, we have ν(x) = +∞ if and only if x = 0.
Then, we fix ρ ∈]0, 1[, and set
|x|I := ρν(x) for every x ∈ EU
(with the convention that ρ+∞ := 0).
Lemma 16.5.24. With the notation of (16.5.23), we have :
(i) The mapping | · |I is the asymptotic Samuel function on EU associated with I (see
example 9.1.9(i)). Especially, it is a real-valued power-multiplicative norm on EU .
(ii) ϕ♭U(Fil
sEU) ⊂ FilsAU for every s ∈ Z[1/p] (notation of proposition 16.4.29(i)).
Proof. (i): Let | · |∗I be the asymptotic Samuel function attached to I (and the real number ρ), let
x ∈ EU be any element, and s ∈ Z[1/p] any rational number; consider the following conditions:
(a) |x|I ≤ ρs.
(b) For every t < s in Z[1/p] we have x ∈ FiltEU .
(c) For every t < s in Z[1/p] we may find n ∈ N such that pnt ∈ Z and xpn ∈ Ipnt, where
the integral power Ip
nt is defined as in example 9.1.9(i).
(d) |x|∗I ≤ ρs.
It is easily seen that each of these conditions is equivalent to the following one, whence the
assertion.
(ii): Suppose first that s ≥ 0; in this case, by definition we have ϕ♭U(I〈s〉) ⊂ FilsAU . On
the other hand, proposition 16.4.29(ii) implies that ϕ♭U(Fil
sEU) lies in the topological closure
of theA-submodule of AU generated by ϕ
♭
U(I
〈s〉), and since FilsAU is an open A-submodule of
AU , the assertion follows.
Lastly, suppose that s < 0, and let x ∈ FilsEU be any element; the condition means that
I〈s〉x ⊂ E, whence ϕ♭U(x) · ϕ♭U(I〈s〉) ⊂ A, and finally ϕ♭U(x) ∈ FilsAU , as stated. 
16.5.25. The norm | · |I in turns induces a mapping
| · |1 :W (EU)→ R+ ∪ {+∞} (an | n ∈ N) 7→ sup
n∈N
|an|p
−n
I
as in (9.3.80), such that the subset
W (EU , 1) := {a ∈ W (EU) | |a|1 ∈ R+}
is a subring ofW (EU), and the restriction of |·|1 is a real-valued norm onW (EU , 1) (proposition
9.3.82(ii)). We endow W (EU , 1) with the topology defined by the norm | · |1. Then clearly
W (EU , 1) is a separated topological ring, and it is independent of the choice of I (see example
9.1.9(iv)). Furthermore, for every s ∈ Z[1/p] we set
W 〈s〉 := {(xn | n ∈ N) ∈ W (EU) | xn ∈ FilpnsEU for every n ∈ N} ⊂ W (EU , 1).
Recall that the f-adic topologies of EU and AU agree with the Z-linear topologies defined by
Fil•EU and respectivelyFil
•AU (lemma 9.3.70(iv) and corollary 16.3.40(ii)). Moreover,Fil
sAU
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and FilsEU are bounded subsets of AU and respectively EU , for every s ∈ Z[1/p]. It follows
easily that for every a := (an | n ∈ N) ∈ W (EU , 1), the series∑
n∈N
pn · ϕ♭U(a1/p
n
n )
converges to a well defined element uU(a) of AU . Moreover, just as in definition 16.3.27(v),
for any E-submodule K of EU we denote by {K } the topological closure in AU of the A-
submodule generated by (ϕ♭U(x) | x ∈ K ). We also define filtrations on K and {K } by the
rules :
FilsK := K ∩ FilsEU and Fils{K } := {FilsK } for every s ∈ Z[1/p].
Proposition 16.5.26. With the notation of (16.5.25), we have :
(i) The resulting mapping uU :W (EU , 1)→ AU is a morphism of topological rings.
(ii) uU(W 〈s〉) = {FilsEU} ⊂ FilsAU for every s ∈ Z[1/p].
(iii) pW (EU) ∩W 〈s〉 = pW 〈s〉 for every s ∈ Z[1/p].
(iv) The topological ringW (EU , 1) is complete and separated.
Proof. (i): The continuity of uU follows from the continuity of ϕ
♭
U (proposition 16.4.29(i)) and
a simple inspection of the definition. Next, we remark :
Claim 16.5.27. For every a ∈ EU and every x ∈ W (EU , 1) we have
τEU (a) · x ∈ W (EU , 1) and uU(τEU (a) · x) = ϕ♭U(a) · uU(x).
Proof of the claim. Say that x = (xn | n ∈ N); by proposition 9.3.37(i) we have τEU (a) · x =
(ap
n
xn | n ∈ N), whence the first assertion. By the same token, since ϕ♭U is a continuous
morphism of multiplicative monoids, we may compute
uU(τEU (a) · x) =
∑
n∈N
pn · ϕ♭U(ax1/p
n
n ) = ϕ
♭
U(a) ·
∑
n∈N
pn · ϕ♭U(x1/p
n
n ) = ϕ
♭
U(a) · uU(x)
as stated. ♦
To conclude, we have to check that
uU(x+ y) = uU(x) + uU(y) and uU(x · y) = uU(x) · uU(y)
for every x := (xn | n ∈ N), y := (yn | n ∈ N) ∈ W (EU , 1). However, pick s ∈ Z[1/p]
such that x, y ∈ W 〈s〉, and notice that uU restricts to a map W 〈s〉 → FilsAU ; set x(k) :=∑k
n=0 p
n · τEU (xn) and define likewise y(k) for every k ∈ N. The sequences (x(k) | n ∈ N)
and (y(k) | n ∈ N) lie in W 〈s〉 and converge p-adically to x and respectively y; moreover, the
p-adic topology is separated on FilsAU , so it suffices to check the sought identities with x and
y replaced by x(k) and y(k), for every k ∈ N. We may thus assume that there exists k ∈ N such
that xn = yn = 0 for every n > k. Then, we argue as in the proof of proposition 16.4.29(ii) :
we pick a family (gλ | λ ∈ Λ) of elements of E such that UE =
⋃
λ∈Λ SpecE[g
−1
λ ], and we set
hλ := uA(gλ) ∈ A and tλ := τE(gλ) ∈ W (E) for every λ ∈ Λ
so that UA =
⋃
λ∈Λ SpecA[h
−1
λ ], and it suffices to check that the sought identities hold in
A[h−1λ ] = A[h
−1
λ ], for every λ ∈ Λ. Now, for every λ ∈ Λ we may find nλ ∈ N such that
gp
inλ
λ · xi, gp
inλ
λ · yi ∈ E for every i = 0, . . . , k, and therefore
xλ := t
nλ
λ · x, yλ := tnλλ · y ∈ W (E)
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(proposition 9.3.37(i)). Lastly, we consider the commutative diagram
W (E)
uA //

A //

A[h−1λ ]
W (EU , 1)
uU // AU // A[h
−1
λ ]
whose two vertical arrows are the natural inclusions, and whose unmarked horizontal arrows
are the localization maps; taking into account claim 16.5.27, we may compute for every λ ∈ Λ:
ϕ♭U(t
nλ
λ ) · uU(x+ y) =uU(xλ + yλ)
=uA(xλ + yλ)
=uA(xλ) + uA(yλ)
=uU(xλ) + uU(yλ)
=ϕ♭U(t
nλ
λ ) · (uU(x) + uU(y))
as required. Likewise one shows the other sought identity.
(ii): Notice first that if s ≥ 0, thenW 〈s〉 is the idealW (I〈s〉E) ofW (E) (notation of remark
9.3.28(iv)); since I〈s〉E is a taut and open ideal of E, the ideal W (I〈s〉E) is closed in W (E),
and from theorem 16.3.36(i) it follows that
uU(W 〈s〉) = uA(W (I〈s〉E)) = {FilsEU}
as required. Especially uU(W 〈s〉) is an open A-submodule of AU for every s ≥ 0; but then
obviously the same holds also more generally for every s ∈ Z[1/p]. Next, for a general
s ∈ Z[1/p] notice that every element of W 〈s〉 can be written as a p-adically convergent se-
ries
∑
n∈N p
n · τEU (xn), for a unique sequence (xn | n ∈ N) of elements of FilsEU ; to any such
element, the map uU assigns the p-adically convergent series
∑
n∈N p
n · ϕ♭U(xn), which clearly
lies in {FilsEU}, from which we see that uU(W 〈s〉) is dense in {FilsEU}. However, we have
just seen that uU(W 〈s〉) is a closed subset of AU for every such s, whence the assertion.
(iii): The intersection pW (EU) ∩W 〈s〉 consists of all elements x := (xn | n ∈ N) such that
x0 = 0 and xn ∈ FilspnEU for every n ≥ 1. For such x, we have yn := x1/pn+1 ∈ Filsp
n
EU for
every n ∈ N, whence y := (yn | n ∈ N) ∈ W 〈s〉 and p · y = x, whence the contention.
(iv): Since W (E) is an open subring of W (EU , 1), it suffices to show that W (E) is com-
plete and separated for the topology T induced by the norm | · |1. To this aim, let x1, . . . , xn
be any finite system of generators of IE, and denote by I ⊂ W (E) the ideal generated by
τE(x1), . . . , τE(xn). Taking into account proposition 9.3.78(i) and lemma 9.3.70(iv), it is easily
seen that T agrees with the J -adic topology on W (E). However, let also TE be the IE-
adic topology on E and TW (E) the topology ofW (E,TE) (as in definition 9.3.14); then TW (E)
agrees with the (pW (E) + I )-adic topology (proposition 9.3.78(ii)). On the other hand, since
TE is complete and separated, the same holds for TW (E) (lemma 9.3.33(ii)). To conclude, we
may now appeal to lemma 8.3.12. 
16.5.28. In the situation of (16.5.25), let now β ∈ E be any element, and J ⊂ K two E-
submodules of EU ; just as in definition 16.3.27, we shall say that the inclusion of J in K is
β-taut if
β · Φ−1EU (K p) ⊂ J
where ΦEU is the Frobenius automorphism of EU . For β = α0 (where (αn | n ∈ N) is a fixed
distinguished element in KeruA), we just say that the inclusion is taut. Likewise, we say that
K is β-taut (resp. taut) if the identity map of K is a β-taut (resp. taut) inclusion. Just as in
(16.3.30), we see that for any taut inclusionJ ⊂ K , the quotientsK /J and {K }/{J } are
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both A/pA-modules. Also, just as in remark 16.3.28(v), if the inclusion J ⊂ K is taut, then
both J and K are taut. With this terminology, we have the following extension of theorem
16.3.31 :
Lemma 16.5.29. In the situation of (16.5.25), the following holds :
(i) Every taut inclusion K1 ⊂ K2 of E-submodules of EU induces an A/pA-linear map
K2/K1 → {K2}/{K1} : (x mod K1) 7→ (ϕ♭U(x) mod K1).
(ii) If K1 and K2 are topologically closed in EU , the map of (i) is an isomorphism.
(iii) For every taut E-submodule K of EU and every t ∈ Z[1/p] we have
{K } ∩ {FiltEU} = Filt{K }.
Proof. (i): The proof is the same as that of theorem 16.3.31(i) : the only difference is that
instead of using proposition 9.3.63 one must appeal to the more general proposition 16.4.29(ii).
Next, we prove the following special case of (ii) :
Claim 16.5.30. Pick any strictly positive ε ∈ N[1/p] such that α0 ∈ I〈ε〉E. Then we have :
(i) For every s, t ∈ Z[1/p] such that t− ε ≤ s ≤ t, the inclusion FiltEU ⊂ FilsEU is taut,
and the map of (i) is an isomorphism
τs,t : Fil
sEU/Fil
tEU
∼→ {FilsEU}/{FiltEU}.
(ii) Moreover, the inclusion {FilsEU} ⊂ FilsAU induces an injection
µs,t : {FilsEU}/{FiltEU} → FilsAU/FiltAU .
Proof of the claim. (i): First notice that, since A is perfectoid and E(A) = E, the assertion in
case s ≥ 0 is a special case of theorem 16.3.31(ii). Thus, we assume henceforth that s < 0.
Next, suppose that t > 0; in this case, we know already that τ0,t is an isomorphism, and therefore
the 5-lemma implies that τs,t is an isomorphism if and only if the same holds for τs,0 (details
left to the reader). Hence, we may further assume that t ≤ 0 as well. Then, notice that the
map τs,t has dense image, for the quotient topology on the target; however, {FiltEU} is an open
EU -submodule of {FiltEU}, so this quotient topology is discrete, and thus τs,t is surjective. To
conclude, it then suffices to check that µs,t ◦ τs,t is injective. Hence, let x ∈ FilsEU be any
element, and suppose that ϕ♭U(x) ∈ FiltAU ; we need to show that x ∈ FiltEU , i.e. that for every
b ∈ I〈−t〉 we have z := bx ∈ E. However, for such z we have
ϕ♭U(z) = ϕ
♭
U(b) · ϕ♭U(x) ∈ I〈−t〉 · FiltAU ⊂ A.
Notice that z ∈ Fils−tEU , and let z ∈ Fils−tEU/Fil0EU = Fils−tEU/E be the class of z. Since
s− t ≥ −ε, and since α0 ∈ I〈ε〉E, we see that Fils−tEU/E ⊂ AnnEU/E(α0); on the other hand,
proposition 16.4.31(iv) implies that ϕ♭U induces an isomorphism
AnnEU/E(α0)
∼→ AnnAU/A(p)
whence the contention. Assertion (ii) is an immediate consequence. ♦
(iii): Let ε, s, t ∈ Z[1/p] be as in claim 16.5.30(i), and notice that the composition
M :=
FilsK
FiltK
β−→M ′ := Fil
s{K }
Filt{K }
γ−→ {K } ∩ {Fil
sEU}
{K } ∩ {FiltEU}
→M ′′ := {Fil
sEU}
{FiltEU}
factors through an injective map M → FilsEU/FiltEU and the isomorphism τs,t. Hence, β is
injective; moreover, β has dense image, and the quotient topologies onM andM ′′ are discrete,
so β is an isomorphism, by claim 16.3.34. We deduce that γ is injective.
Claim 16.5.31. Assertion (iii) holds if there exists s ∈ Z[1/p] such that K ⊂ FilsEU .
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Proof of the claim. Notice that K ∩FilrEU is still taut for every r ∈ Z[1/p]. Now, if t < s there
is nothing to prove. In case t ≥ s, let n ∈ N be the unique integer such that t− nε− s ∈ [0, ε[;
arguing by induction on n, we are easily reduced to the case where n = 0, i.e. we may assume
that t − ε < s ≤ t. In this case, clearly γ is an isomorphism, and the sought identity follows
immediately. ♦
Now, for a general K , clearly {K } is the topological closure of ⋃s∈Z[1/p]{K ∩ FilsEU}
in AU , and since {FiltEU} is open in AU , we deduce that {K } ∩ {FiltEU} is the topological
closure of
⋃
s∈Z[1/p]({K ∩FilsEU}∩{FiltEU}). But for every s ≤ t, we have {K ∩FilsEU}∩
{FiltEU} = {K ∩ FiltEU}, by virtue of claim 16.5.31, whence (iii).
Wemay now complete the proof of (ii) arguing as in the proof of theorem 16.3.31(ii) : namely,
we may assume that α0 ∈ I , and for every E-submodule K of EU we set
grnK := FilnK /Filn+1K grn{K } := Filn{K }/Filn+1{K } for every n ∈ Z.
Moreover, for every n ∈ Z we let Filn(K2/K1) (resp. Filn({K2}/{K1})) be the image of
FilnK2 in K2/K1 (resp. of Fil
b{K2} in {K2}/{K1}) and we denote again by gr•(K2/K1)
and gr•({K2}/{K1}) the respective associated graded modules. There follows for every n ∈ Z
a commutative diagram with exact rows
0 // grnK1 //

grnK2 //

grn(K2/K1) //

0
0 // grn{K1} // grn{K2} // grn({K2}/{K1}) // 0
and since both K1 and K2 are taut, we know already from the proof of (iii) that the leftmost
and central vertical arrows are isomorphisms, hence the same holds for the rightmost vertical
arrow. Now, notice that the filtration Fil•(K2/K1) defines a separated and complete topology
on K2/K1, since K2 and K1 are both closed E-submodules of E. The same holds for the
topology on {K2}/{K1} determined by the filtration Fil•({K2}/{K1}), since {K2} and {K1}
are closed A-submodules in A. Then (ii) follows directly from [22, Ch.III, §2, n.8, Cor.3]. 
Theorem 16.5.32. In the situation of (16.5.25), we have :
(i) The continuous ring homomorphism uU is surjective and open.
(ii) Ker uU = αW (EU , 1).
Proof. (ii): Clearly α ∈ KeruU ; thus, it suffices to check that uU induces an isomorphism
us : W 〈s〉/αW 〈s〉 ∼→ {FilsEU} for every s ∈ Z[1/p]
and by virtue of proposition 16.5.26(ii) we know already that us is surjective for every such s.
Now, if s ≥ 0, we have W 〈s〉 = W (I〈s〉E) ⊂ W(E), and the assertion follows from theorem
16.3.36(iv). For the general case, we may assume that α0 ∈ I , and then an easy induction
argument then reduces to checking :
Claim 16.5.33. Suppose that α0 ∈ I . Then, if us+1 is injective, the same holds for us.
Proof of the claim. We consider the commutative diagram
(16.5.34)
W 〈s+ 1〉/αW 〈s+ 1〉 j //
us+1

W 〈s〉/αW 〈s〉
us

{Fils+1EU} i // {FilsEU}
where i is the inclusion map, and j is induced by the inclusionW 〈s+ 1〉 ⊂ W 〈s〉. Since us+1
is injective by assumption, the same holds for j. Next, let us write α = τE(α0) + p · u for some
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invertible element u ofW (E); from proposition 9.3.37(ii) and our assumption on α0, we deduce
that τE(α0) ·W 〈s〉 ⊂W 〈s+1〉, hence the cokernel of j is annihilated by p. Taking into account
proposition 16.5.26(iii), it follows that Coker j is naturally identified with the cokernel of the
natural map j′ : (Fils+1EU)/α0(Fil
s+1EU) → (FilsEU)/α0(FilsEU). But by the same token
we see that α0(Fil
sEU) ⊂ Fils+1EU , so Coker j′ = FilsEU/Fils+1EU . Moreover, a simple
inspection of the definitions shows that the map Coker j′ → Coker i resulting from (16.5.34)
is the same as the isomorphism τs,s+1 of claim 16.5.30(i). Then the assertion follows from the
5-lemma. ♦
(i): By proposition 16.5.26(ii) we know already that uU is an open map. Next, we remark :
Claim 16.5.35. To prove that uU is surjective, we may assume that the topology ofE is α0-adic.
Proof of the claim. Notice that the image R of uU contains uU(W (E)) = uA(W (E)) = A
(lemma 16.2.7(i)). Especially, R is an open subring of AU ; by the same token, R contains the
A-subalgebra R′ of AU generated by ϕ
♭
U(EU), and proposition 16.5.26(ii) implies that R
′ is
dense in R. However, R′ is also open in AU , so R = R
′. Furthermore, a simple inspection
shows that the definition of ϕ♭U depends only on the ring A and the open subset U (and is
independent of the topology of A or of E). This shows that the image of uU is independent of
the topology ofEU . Lastly, let Tα0 be the α0-adic topology ofE; it follows easily from example
16.3.2(i) and lemma 8.3.12 that the topological ring (E,Tα0) is perfectoid, and UE contains the
analytic locus of SpecE, relative to the topology Tα0 , whence the claim. ♦
Henceforth, we assume that the topology of EU is α0-adic. Set J1 := AnnE(α0), let J2 ⊂ E
be the radical of the ideal α0E, and J3 := J1 + J2; let XE := SpecE, XA := SpecA, and for
i = 1, 2, 3 set Ei := E/Ji, Ai := W (Ei) ⊗W (A) A, XE,i := SpecEi and XA,i := SpecAi.
Lastly, let jE,i : XE,i → XE and jA,i : XA,i → XA be the induced closed immersions and set
EU,i := jE,i∗OXE,i(UE), AU,i := jA,i∗OXA,i(UA) for i = 1, 2, 3. According to (16.4.18) we have
cartesian diagrams of quasi-coherent OXE-modules
OXE
//

jE,1∗OXE,1

OXA
//

jA,1∗OXA,1

jE,2∗OXE,2
// jE,3∗OXE,3 jA,2∗OXA,2
// jA,3∗OXA,3
whence cartesian diagrams of ring homomorphisms
(16.5.36)
EU //

EU,1

AU //

AU,1

EU,2 // EU,3 AU,2 // AU,3.
We endow each EU,i with its α0-adic topology Ti; then Ti is the discrete topology for i = 2, 3,
and the topological ring (EU,i,Ti) is perfectoid for i = 1, 2, 3 (see (16.4.18)). We also define the
power-multiplicative norms | · |I,i : EU,i → R+ associated with the ideal IEU,i as in (16.5.23),
and we get consequently the normed topological ringsW (EU,i, 1) as in (16.5.25).
Claim 16.5.37. The induced diagrams of rings
W (E) :
W (EU) //

W (EU,1)

W (EU,2) // W (EU,3)
W (E, 1) :
W (EU , 1) //

W (EU,1, 1)

W (EU,2, 1) // W (EU,3, 1)
are cartesian.
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Proof of the claim. The assertion is clear for the left diagram. Next, set
E+U := {x ∈ EU | |x|I ≤ 1}
and define likewise the subring E+U,i ⊂ EU,i for i = 1, 2. For every x ∈ EU and i = 1, 2,
denote by x(i) ∈ EU,i the image of x; since we already know that diagram W (E) is cartesian,
the assertion for W (E, 1) comes down to checking that if x ∈ EU and |x(i)|I,i ≤ ρ−s for
i = 1, 2 and some s ∈ N[1/p], then |x|I ≤ ρ−s. The latter is equivalent in turn to the following.
Suppose that for every strictly positive ε ∈ N[1/p] and every b ∈ I〈s+ε〉 we have b(i)x(i) ∈ Ei;
then z := bx ∈ E+U . Now, for such x and b pick yi ∈ E with y(i)i = b(i)x(i) for i = 1, 2; then
(z − y1)(z − y2) ∈ J1 ∩ J2 = 0, and especially, z is integral over E. But E ⊂ E+U , and E+U is
integrally closed in EU (remark 9.1.4(vi)), whence the claim. ♦
Claim 16.5.38. The diagram of rings W (E, 1)⊗W (E) A is cartesian.
Proof of the claim. Consider the complex in C[0,1](W (E)-Mod)
K• : 0→W (EU,1, 1)⊕W (EU,2, 1)→W (EU,3, 1)→ 0
whose differential is deduced from W (E, 1), so that H0K• = W (EU , 1). Taking into account
proposition 9.3.48(i), we have a short exact sequence
0→ K• α·1K•−−−−→ K• → K•/αK• → 0
and by the same token, scalar multiplication is injective on H0K•, so we get a long exact
cohomology sequence
0→ H0(K•)/α ·H0(K•) fα−−→ H0(K•/αK•)→ H1K• α−→ H1K•
and the claim comes down to checking that fα is an isomorphism, or equivalently, that scalar
multiplication by α is injective on H1K•. However, notice that H1K• is a quotient of the
W (E)-moduleW (EU,3, 1), and the latter is annihilated by τE(α0). Since α = τE(α0) + pu for
an invertible element u of W (E), we are reduced to checking that scalar multiplication by p is
injective on H1K•, i.e. we may assume that α = p, and then it suffices to show that fp is an
isomorphism. However, it follows easily from proposition 16.5.26(iii) that
(16.5.39) pW (EU,i) ∩W (EU,i, 1) = pW (EU,i, 1) for i = 1, 2, 3
and likewise forW (EU , 1). Therefore,H
0(K•)/p·H0(K•) = EU , andK•/pK• is the complex
0→ EU,1 ⊕ EU,2 → EU,2 → 0
deduced from the cartesian diagram (16.5.36). The claim follows. ♦
From claim 16.5.38 we deduce a commutative diagram of rings
AU //

AU,i

W (EU , 1)⊗W (E) A //

uU
hhPPPPPPPPPPPPPP
W (EU,1, 1)⊗W (E) A

uU,1
77♥♥♥♥♥♥♥♥♥♥♥♥♥
W (EU,2, 1)⊗W (E) A //
uU,2
ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥
W (EU,3, 1)⊗W (E) A
uU,3
((PP
PPP
PPP
PPP
PP
AU,2 // AU,3
whose two square subdiagrams are both cartesian. Recall that the topologies of EU,2 and EU,3
are discrete; taking into account theorem 16.5.13(i) it follows that EU,i = E
◦
U,i = A
◦
U,i =
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AU,i and W (EU,i, 1) = W (EU,i) for i = 2, 3, which easily implies that uU,2 and uU,3 are
isomorphisms. Thus, to conclude the proof it suffices to show that uU,1 is an isomorphism.
Hence, we may replace E by E1 and assume from start that α0 is a regular element of E and
the topology of E is α0-adic. Let R be the image of uU ; under the current assumptions, p is a
regular element of A (remark 16.4.19(ii)), and therefore
A ⊂ R ⊂ AU ⊂ A[1/p]
whence R[1/p] = A[1/p]. Moreover, we notice :
Claim 16.5.40. The inclusion R ⊂ A induces an injective map R/pR→ AU/pAU .
Proof of the claim. From (ii) and (16.5.39) we get a natural identification
(16.5.41) R/pR
∼→W (EU , 1)/(αW (EU , 1) + pW (EU , 1)) ∼→ EU/α0EU
and from the short exact sequence of OXE-modules
0→ OXE α0·−−→ OXE → OXE/α0OXE → 0
we see that the natural map
EU/α0EU → E0U := H0(UE ∩ SpecE/α0E,OXE/α0OXE)
is injective. Likewise, we see that the same holds for the natural map
AU/pAU → A0U := H0(UA ∩ SpecA/pA,OXA/pOXA).
On the other hand, recall that the ring homomorphism uA : W (E)→ A induces an isomorphism
of schemes ϕ0 : SpecA/pA
∼→ SpecE/α0E (see (16.4.23)), whence a ring isomorphism ϕ♭0,U :
E0U
∼→ A0U and a simple inspection of the definitions shows that the resulting diagram
EU/α0EU
uU⊗W (E)A/pA //

AU/pAU

E0U
ϕ♭0,U // A0U
commutes. But it is easily seen that the isomorphism (16.5.41) identifies uU ⊗W (E) A/pA with
the map R/pR→ AU/pAU induced by the inclusion R ⊂ A, whence the claim. ♦
Now, let a ∈ AU be any element, and pick n ∈ N such that pna ∈ A; then there exists
x ∈ W (E) such that uU(x) = uA(x) = pna. To conclude, we shall show, by induction on
i = 0, . . . , n that pn−ia ∈ R. Indeed, we have just shown that pna ∈ R. Suppose that i ≥ 0 and
pn−ia ∈ R; if i = n, we are done, and if i < n, the image of pn−ia vanishes in AU/pAU , hence
also in R/pR, i.e. there exists b ∈ R with pb = pn−ia; since p is regular in R, it follows that
b = pn−i−1a, as required. 
Corollary 16.5.42. In the situation of (16.5.25), we have :
(i) {FilsEU} = FilsAU for every s ∈ Z[1/p].
(ii) The map ϕ♭U induces a ring isomorphism EU/α0EU
∼→ AU/pAU .
Proof. (i): Let us first remark that
{Fils−nEU} ∩ FilsAU = {FilsEU} for every n ∈ N and every s ∈ Z[1/p].
Indeed, the case where n = 1 follows immediately from claim 16.5.30(ii), and then the general
case follows by a simple induction on n ∈ N : details left to the reader. But theorem 16.5.32(i)
shows that AU =
⋃
n∈N{Fils−nEU}, whence the assertion.
(ii) follows directly from theorem 16.5.32(i) and (16.5.41). 
As an application, we point out the following criterion :
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Corollary 16.5.43. Let A be any perfectoid ring, UE ⊂ VE ⊂ XE := SpecE(A) two con-
structible open subsets that contain the analytic locus. Set also UA := ϕ
−1UE and VA :=
ϕ−1VE, where ϕ : XA := SpecA→ XE is the continuous map of (16.4.20). Then we have :
(i) UE is an affine scheme if and only if the same holds for UA.
(ii) More generally, the inclusion map UE → VE is an affine morphism of schemes if and
only if the same holds for the inclusion map UA → VA.
Proof. (i): SetEU := OXE(UE) andAU := OXA(UA); by lemma 15.6.10(i), we get commutative
diagrams of schemes
UE
jE //
iE $$■
■■
■■
■■
■■
SpecEU
j′
E

UA
jA //
iA $$■
■■
■■
■■
■■
SpecAU
j′A

XE XA
where iE, iA, jE and jA are open immersions. We have to show that jE is an isomorphism if and
only if the same holds for jA. To this aim, set ZE := XE \UE and ZA := XA \UA; equivalently,
we have to check that j′−1E ZE = ∅ if and only if j
′−1
A ZA = ∅. Now, since UE contains the
analytic locus of XE, we may assume that ZE ⊂ X0E := SpecE/α0E, where (αn | n ∈ N)
is any fixed distinguished element of Ker uA, and likewise ZA ⊂ X0A := SpecA/pA. On the
other hand, by corollary 16.5.42(ii) we have a commutative diagram of schemes
SpecAU/pAU //

SpecEU/αOEU

X0A
ϕ0 // X0E
whose horizontal arrows are isomorphisms induced by ϕ and by the map ϕ♭U : EU → AU of
proposition 16.4.29(i), and whose vertical arrows are the restrictions of j′E and j
′
A. Lastly, by
construction we have ϕ−10 ZE = ZA, whence the contention.
(ii) is analogous : the open immersion UE → VE is affine if and only if for every affine open
subsetW ⊂ VE, the intersectionW ∩ UE is still affine. The latter condition means that
SpecOXE(W ∩ UE)×W ZE = ∅ for every suchW
which in turns is equivalent to the condition :
(16.5.44) j′−1E (ZE ∩ VE) = ∅.
Likewise, we easily see that the inclusion UA ⊂ VA is affine if and only if j′−1A (ZA ∩ VA) = ∅,
and sinceZE ⊂ X0E, this latter condition is equivalent to (16.5.44) : details left to the reader. 
16.5.45. Let K ,J ⊂ EU be any two E-submodules; we let K J ⊂ EU be the E-
submodule generated by the system (xy | x ∈ K , y ∈ J ). Especially, we have well defined
E-submodules K n of EU , defined inductively by the rule : K
0 := E and K n+1 := K nK
for every n ∈ N. With this notation, we also set
W (K ) := {(xn | n ∈ N) | xn ∈ K pn for every n ∈ N} W (K , 1) :=W (K )∩W (EU , 1).
Just as in remark 9.3.28, it is easily seen that W (K ) and W (K , 1) are W (E)-submodule of
respectively W (EU) and W (EU , 1). Denote also by (K n)c the topological closure of K n in
EU , for every n ∈ N, and byW (K , 1)c the topological closure ofW (K , 1) inW (EU , 1).
Lemma 16.5.46. With the notation of (16.5.45), we have
(i) W (K , 1)c = M := {(xn | n ∈ N) ∈ W (EU , 1) | xn ∈ (K pn)c for every n ∈ N}.
(ii) If K is taut, uU(W (K , 1)c) = {K }.
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(iii) If K is 1-taut and topologically closed in EU , then uU induces an isomorphism
W (K , 1)/αW (K , 1)
∼→ {K }.
Proof. (i): Let x := (xn | n ∈ N) ∈ M be any element, and fix any ε ∈ R>0. We shall exhibit
inductively a sequence y := (yn | n ∈ N) of elements of EU such that
|y|1 ≤ ε and x+ y ∈ W (K , 1).
Indeed, let n ∈ N, and suppose that we have already exhibited yi ∈ (K pi)c for i = 0, . . . , n−1
such that y(n) :=
∑n−1
i=0 p
i · τEU (yi) has norm < ε and such that if we set (z(n)i | i ∈ N) :=
x + y(n), we have z
(n)
i ∈ K pi for every i = 0, . . . , n − 1. It follows easily that z(n)i ∈ (K pi)c
for every i ∈ N. We may then pick yn ∈ (K pn)c such that |yn|I < εpn and z(n)n + yn ∈ K pn .
Set y(n+1) := y(n) + pn · τEU (yn) and (z(n+1)i | i ∈ N) := x + y(n+1). In light of lemma
9.3.27(i) and claim 9.3.31 it is easily seen that z
(n+1)
i = z
(n)
i for every i = 0, . . . , n − 1, and
z
(n+1)
n = z
(n)
n + yn. Then, it is clear that the element y :=
∑
n∈N p
n · τEU (yn) will do.
This shows that M ⊂ W (K , 1)c. The converse inclusion is obvious, since∏n∈N(K pn)c is
a closed subset of W (EU) that contains W (K , 1) and the topology of W (EU , 1) is finer than
the one induced byW (EU).
(ii): Recall that ϕ♭U(α0) = uA(α0) = pv for an element v ∈ A×. Then, since K is taut, we
see that pn · ϕ♭U(x1/pn) = v−nϕ♭U(αn0x1/pn) ∈ {K } for every x ∈ K pn . It follows easily that
uU(x) ∈ {K } for every x ∈ W (K ), and thus uU(W (K , 1)c) ⊂ {K }.
For the converse inclusion, pick a strictly positive ε ∈ N[1/p] such that α0 ∈ I〈ε〉; it was
observed in the proof of lemma 16.5.29(iii) that ϕ♭U induces an A/pA-linear isomorphism
(FilsK )/(Fils+εK )
∼→ (Fils{K })/(Fils+ε{K }) for every s ∈ Z[1/p]
and moreover Fils{K } = {K } ∩ {FilsEU} = {K } ∩ FilsAU for every s ∈ AU (lemma
16.5.29(iii) and corollary 16.5.42), hence the filtration Fil•{K } is exhaustive and separated on
{K }. Thus, say that x ∈ Fils{K } for some s ∈ Z[1/p]; it follows easily that we may find
a sequence (yn | n ∈ N) of elements of EU such that yn ∈ Fils+nεK for every n ∈ N, and
the series
∑
n∈N ϕ
♭
U(yn) converges to x in the topology of AU . Clearly τEU (yn) ∈ W (K ) and
|τEU (yn)|1 ≤ ρs+nε for every n ∈ N, so the series
∑
n∈N τEU (yn) converges inW (EU , 1) to an
element z ∈ W (K )c, and finally uU(z) =
∑
n∈N uU ◦ τEU (yn) = x.
(iii): The assumptions on K imply that K p
n
is topologically closed in EU , for every n ∈ N;
combining with (i) and (ii), it follows already that the induced map W (K , 1)/αW (K , 1) →
{K } is surjective. Next, say that α0 ∈ I〈ε〉 for some element ε > 0 of Z[1/p]; notice that
FilsK is still 1-taut and topologically closed in EU for every s ∈ Z[1/p]; taking into ac-
count lemma 16.5.29(iii), we may therefore reduce to the case where K ⊂ Fil−nεEU for some
n ∈ N. We argue by induction on n : indeed, the assertion for n = 0 is already known, by
theorem 16.3.36(iv). Thus, suppose that n > 0, and that the assertion is already known for
K ∩ Fil(1−n)εEU ; let x := (xn | n ∈ N) ∈ W (K , 1) be an element in the kernel of uU . This
means that
∑
n∈N p
i · ϕ♭U(x1/p
n
n ) = 0 in AU , and we need to check that x ∈ αW (K , 1). Now,
since K is 1-taut, we have z := (x1/pn+1 | n ∈ N) ∈ W (K , 1) as well, so that
ϕ♭U(x0) = −
∑
n∈N
pn+1 · ϕ♭U(x1/p
n+1
n+1 ) ∈ Fil(1−n)εAU .
In view of claim 16.5.30(ii), we deduce that x0 ∈ Fil(1−n)εK . Moreover, x = τEU (x0) + p · z,
and recall that α = τE(α0) + p · u for an invertible element u ∈ W (E); we conclude that x is
the sum of
τEU (x0)− u−1 · τE(α0) · z ∈ W (Fil(1−n)εK , 1) and u−1 · α · z ∈ αW (K , 1).
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Especially, τEU (x0)− u−1 · τE(α0) · z lies as well in the kernel of uU ; by inductive assumption
it is therefore an element of αW (Fil(1−n)εK , 1), and the proof is concluded. 
Proposition 16.5.47. Let A be any complete and separated topological ring, whose topology is
linear and coarser than the p-adic topology, and v ∈ Cont(A) any valuation. We have :
(i) The mapping v ◦ uA is a continuous valuation of the topological ring E := E(A) (see
remark 9.4.12(ii)).
(ii) The rule : v 7→ v ◦ uA defines continuous maps
Cont(uA) : Cont(A)→ Cont(E) Cont+(uA) : Cont+(A)→ Cont+(E).
(iii) The diagrams of continuous maps
Cont(A)
Cont(uA) //

Cont(E)

Cont+(A)
Cont+(uA) //

Cont+(E)

SpecA
Spec uA // SpecE SpecA
SpecuA // SpecE
commute, where Spec uA is defined as in (16.1) and the vertical arrows in the left (resp.
right) diagram are the restrictions of the support maps σA and σE (resp. of the center
maps σ+A and σ
+
E) : see remark 9.2.4(iii,v).
(iv) If v′ ∈ Cont(A) is a primary (resp. secondary) specialization of v, then Cont(uA)(v′)
is a primary (resp. secondary) specialization of Cont(uA)(v).
(v) The map Cont(uA) restricts to a surjection from the set of secondary specializations of
v onto the set of secondary specializations of Cont(uA)(v).
(vi) If A is a P-ring, Cont(uA) also restricts to a surjection from the set of secondary
generizations of v onto the set of secondary generizations of Cont(uA)(v).
Proof. (i): Since both v and uA are continuous morphisms of pointed monoids, the same holds
for v ◦ uA. Thus, it remains only to check that
v(uA(a• + b•)) ≤ max(v(a0), v(b0)) for every a•, b• ∈ E.
However, recall that
uA(a• + b•) = lim
n→+∞
(an + bn)
pn
(remark 9.4.12(ii)). Since the pointed monoid Γv◦ is separated for its topology TΓv (notation of
definition 15.3.12(i)), it follows that v(uA(a• + b•)) is the unique limit point of the sequence
(v(an + bn)
pn | n ∈ N). However :
v(an + bn)
pn ≤ max(v(an)pn, v(bn)pn) = max(v(a0), v(b0))
whence the assertion.
(ii): Let a•, b• ∈ E be any two elements, and set U := {v ∈ Cont(E) | v(a•) ≤ v(b•) 6= 0};
directly from the definition we find :
Cont(uA)
−1U = {w ∈ Cont(A) | w(a0) ≤ w(b0) 6= 0}
whence the assertion.
(iii) and (iv) are immediate from the definitions.
(v): Set w := Cont(uA)(v) and notice that p := σA(v) is a closed subset in the p-adic
topology of A; we remark the following :
Claim 16.5.48. Denote by v (resp. w) the residual valuation of v (resp. of w). Then we have :
(i) The map up : κ(w) → κ(v) of lemma 16.1.5 restricts to a local morphism of multi-
plicative monoids u+v : (κ(w), w)
+ → (κ(v), v)+.
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(ii) Let also κ(v) (resp. κ(w)) be the residue field of κ(v)+ (resp. of κ(w)+). There exists
a unique ring homomorphism ϕv : κ(w)→ κ(v) fitting into a commutative diagram
κ(w)+
u+v //

κ(v)+

κ(w)
ϕv // κ(v)
whose vertical arrows are the projections.
Proof of the claim. (i): Indeed, a simple inspection of the definitions yields a commutative
diagram of monoids
κ(w)
up //
w !!❈
❈❈
❈❈
❈❈
❈
κ(v)
v}}④④
④④
④④
④④
Γv
whence the assertion : details left to the reader.
(ii): Let πv : κ(v)
+ → κ(v) be the projection; since u+v is local, we are easily reduced to
checking that the composition ψ := πv ◦ u+v is a ring homomorphism. However, ψ is obviously
a morphism of multiplicative monoids, so it suffices to show that
v(u+v (x1 + x2)− u+v (x1)− u+v (x2)) < 1 for every x1, x2 ∈ κ(w)+.
However, let πw : E→ κ(w) and πv : A→ κ(v) be the projections; we may write
x1 = πw(β1)/πw(γ) and x2 = πw(β2)/πw(γ) for some β1, β2, γ ∈ E
with w(β1), w(β2) ≤ w(γ) 6= 0. Set x3 := x1 + x2 and β3 := β1 + β2; then
u+v (xi) = πv ◦ uA(βi)/πv ◦ uA(γ) for i = 1, 2, 3.
Let y := uA(β3) − uA(β1) − uA(β2); we are then reduced to checking that v(y) < v(uA(γ)).
However, proposition 9.3.63 says that y =
∑
n∈N p
n+1zn where each zn is a finite Zp-linear
combination of terms of the form uA(β
λ
1β
1−λ
2 ) with λ, 1 − λ ∈ N[1/p]. Clearly w(βλ1β1−λ2 ) ≤
w(γ) for every such λ, so that
v(pn+1zn) ≤ v(p)n+1 · v(uA(γ)) for every n ∈ N.
Since v is a continuous valuation and v(p) is final in Γv, the contention follows easily : details
left to the reader. ♦
Now we argue as in the proof of lemma 9.2.25(iii). Namely, let w′ be a secondary special-
ization of w; then κ(w′) = κ(w), and κ(w′)+ ⊂ κ(w)+. The image W of κ(w′)+ in κ(w) is
a valuation ring, and by corollary 9.1.24 there exists a valuation ring V of κ(v) that dominates
ϕv(W ). The preimage of V in κ(v)
+ is a valuation ring of κ(v), and the corresponding valu-
ation v′ is a secondary specialization of v. Lastly, v′ is continuous, by remark 15.3.13(iv), and
by construction we have Cont(uA)(v
′) = w′.
(vi): Clearly uA induces an injective morphism of ordered groups i : Γw → Γv, and Spec i is
surjective, by remark 9.1.2(v). Now, let w′ be a secondary generization of w := Cont(uA)(v),
so that w′ = w∆ for a convex subgroup ∆ ⊂ Γw, and we may write ∆ = i−1∆′ for some
convex subgroup ∆′ ⊂ Γv. If ∆′ 6= Γv′ , the projection Γv◦ → (Γv/∆′)◦ is continuous (remark
15.3.13(iii)), so v′ := v∆′ is a secondary specialization of v in Cont(A) with Cont(uA)(v
′) =
w′. Hence, we may assume that w′ is a trivial valuation. It follows easily that E◦◦ ⊂ Kerw′.
On the other hand, we may find finitely many elements β1, . . . , βk ∈ E◦◦ such that the system
uA(β1), . . . , uA(βk) generates an open ideal of A (see the proof of lemma 16.2.7(i)). Summing
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up, we see that v′ is an analytic valuation of A, especially v′ ∈ Cont(A), and the proof is
concluded. 
Remark 16.5.49. Keep the notation of proposition 16.5.47; for every v ∈ Cont(A) we have
the commutative diagram of topological monoids
E
uA //
E(v)

A
v

E(Γv◦)
uΓv◦ // Γv◦
(where Γv◦ is endowed with its natural topology TΓv as in definition 15.3.12(i)) and under the
natural identification E(Γv◦)
∼→ E(Γv)◦, the map uΓv◦ corresponds to (uΓv)◦. Then E(Γv) in-
herits from Γv a unique ordering such that uΓv is an injective morphism of ordered abelian
groups. Moreover, since the p-Frobenius endomorphism of Γv is injective, it is easily seen that
the topology ofE(Γv◦,TΓv) is the same as the topology TE(Γv) provided by definition 15.3.12(i)
(details left to the reader). In view of proposition 16.5.47(i), it follows that E(v) is a continuous
valuation on E(v), and we have
Cont(uA)(v) = E(v) in Cont(E).
Proposition 16.5.50. Let A be any perfectoid ring. We have :
(i) A is a valuation ring if and only if the same holds for E := E(A).
(ii) Suppose that A is a valuation ring, and let
vA : A→ ΓA◦ := (FracA)/A× and vE : E→ ΓE◦ := (FracE)/E×
be the valuations of A and E (see remark 9.1.13(iv)). Then :
(a) vA ∈ Cont(A) and vE ∈ Cont(E).
(b) The map uA induces an isomorphism of ordered abelian groups :
γA : ΓE
∼→ ΓA
fitting into a commutative diagram
E
uA //
vE

A
vA

ΓE◦
γA◦ // ΓA◦.
(c) More precisely, if (αn | n ∈ N) is any distinguished element of Ker uA, the map
uA induces a group isomorphism
Frac(E)×/(1 + α0E)
∼→ Frac(A)×/(1 + pA).
(iii) Let V be a valuation ring, and TV a linear, complete, separated and f-adic topology
on V that is coarser than the p-adic topology. Suppose that :
(a) The value group of V is p-divisible.
(b) The Frobenius endomorphism of V/pV is surjective.
Then (V,TV ) is a perfectoid ring.
Proof. (i): We remark :
Claim 16.5.51. If E is a valuation ring, then for every a ∈ A there exist t ∈ A× and e ∈ E such
that a = t · uA(e).
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Proof of the claim. Fix any distinguished element (αn | n ∈ N) of Ker uA, and recall that
p = w ·uA(α0) for some w ∈ A× (lemma 16.2.7(iii)). Since the p-adic topology is separated on
A, there exists n ∈ N such that a ∈ pnA \ pn+1A, so that a = pnb for some b ∈ A \ pA. Then
there exists β ∈ E such that b− uA(β) = pz for some z ∈ A (lemma 16.2.7(i)), and notice that
β /∈ α0E, since otherwise we would have uA(β) ∈ pA, whence b ∈ pA, a contradiction. Thus,
α0 = β · γ for some element γ of the maximal ideal of E, and we may write
x = pnb = pn · (uA(β) + pz) = wn · uA(αn0β) · (1 + uA(γ) · wz).
We need to check that u := 1 + uA(γ) · wz is invertible in A; to this aim, since p lies in the
Jacobson radical of A, it suffices to show that the image of u is invertible in A/pA, and we are
further reduced to checking that the image γ of uA(γ) lies in the Jacobson radical of A/pA.
However, uA induces a ring isomorphism ω : E/α0E
∼→ A/pA (remark 16.3.7(ii)), and ω−1(γ)
is the class of γ, whence the contention. ♦
Now, suppose that E is a valuation ring; directly from claim 16.5.51 and corollary 16.3.61(ii)
we deduce that A is a domain. Then, let a1, a2 ∈ A be any two elements, and write ai =
ti · uA(ei) with ti ∈ A× and ei ∈ E for i = 1, 2; we may assume that e1 ∈ e2E, whence
a1 ∈ a2A, which easily implies that A is a valuation ring.
Conversely, suppose that A is a valuation ring; if the field of fractions K of A has character-
istic 0, we know already from lemma 9.4.16 that E is a valuation ring. If the characteristic of
K equals p, the ring E is isomorphic to A, whence the assertion.
(ii.a): In light of proposition 9.1.15(i,ii) we see that either the topology TA of A is discrete,
or else it agrees with the valuation topology of A. In either case, it is clear that vA ∈ Cont(A).
The same applies to E, since the latter is perfectoid as well.
(ii.b): From claim 16.5.51 we immediately see that γA is surjective, and the injectivity follows
from remark 16.5.49.
(ii.c): By (ii.b) and the snake lemma, we are reduced to showing that uA induces a group
isomorphism
E×/(1 + α0E)
∼→ A×/(1 + pA).
However, uA induces a ring isomorphismE/α0E
∼→ A/pA (remark 16.3.7(ii)), whence a group
isomorphism (E/α0E)
× ∼→ (A/pA)×, and it remains only to observe that the natural maps
E×/(1 + α0E)→ (E/α0E)× A×/(1 + pA)→ (A/pA)×
are isomorphisms, since α0E (resp. pA) lies in the Jacobson radical of E (resp. of A).
(iii): In light of proposition 9.1.15(i), we see that TV is either the discrete topology or the
valuation topology on V . If TV is discrete and coarser than the p-adic topology, then V must
be an Fp-algebra, so in this case the assertion is a special case of example 16.3.2(i). If TV is the
valuation topology, let us endow K := FracV with its valuation topology TK ; then (K,TK)
is a Tate ring, by proposition 9.1.15(ii), hence V admits an ideal of adic definition of the form
I := aV , for a non-zero topologically nilpotent element a ∈ V (corollary 8.3.15(ii)). Since
the value group of V is p-divisible, and p is topologically nilpotent in V , we may assume that
p ∈ Ip, in which case, assumption (iii.b) implies that the Frobenius endomorphism of V/pV
induces an isomorphism V/I
∼→ V/Ip. By the same token, we easily see that (V,TV ) is a
P-ring, so the assertion follows from theorem 16.4.1. 
Remark 16.5.52. Let A, A′ be two perfectoid valuation rings with valuations v : A → ΓA◦,
v′ : A′ → ΓA′◦, and f : A → A′ a continuous ring homomorphism; according to proposition
16.5.50(i), both E := E(A) and E′ := E(A′) are valuation rings, and we denote by vE :
E → ΓE◦, vE′ : E′ → ΓE′◦ their respective valuations. Then it follows easily from proposition
16.5.50(ii.c) that f is injective if and only if the same holds for E(f) : E → E′. Moreover, if
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f is injective there exist unique group homomorphisms ϕE : ΓE → ΓE′ , ϕA : ΓA → ΓA′ fitting
into a commutative diagram :
ΓE◦
γA◦

ϕE◦
""
E
vEoo E(f) //
uA

E′
v
E′ //
uA′

ΓE′◦
γA′◦

ΓA◦
ϕA◦
==A
vAoo f // A′
vA′ // ΓA′◦
where γA and γA′ are the group isomorphisms provided by proposition 16.5.50(ii.b) : details
left to the reader.
Theorem 16.5.53. Let A be any perfectoid ring, and set E := E(A). We have :
(i) The induced map Cont(uA) of proposition 16.5.47(ii) is a homeomorphism.
(ii) For every rational subset R of Cont(E), the preimage Cont(uA)
−1R is a rational
subset of Cont(A) (see (15.3.16)).
(iii) Cont(uA) restricts to bijections
Cont(A)a
∼→ Cont(E)a and Cont(A)na ∼→ Cont(E)na.
(iv) Let w ∈ Cont(A) be any valuation, and set v := Cont(uA)(w). Then uA induces
group isomorphisms
γw : Γv
∼→ Γw and cΓv ∼→ cΓw.
Proof. (ii): If A is perfectoid, both Cont(A) and Cont(E) are spectral spaces, and their rational
subsets form a basis of constructible open subsets. Thus, let (ei | i = 0, . . . , n) be any finite
system of elements of E that generate an open ideal, and set R := RE(
e1
e0
, . . . , en
e0
) ∩ Cont(E).
Let also ai := uA(ei) for every i = 0, . . . , n. Then
Cont(uA)
−1R = RA
(a1
a0
, . . . ,
an
a0
)
∩ Cont(A).
However, the system (ai | i = 0, . . . , n) generates an open ideal of A (corollary 16.3.40(ii)),
whence the assertion.
(iii): Let α := (αn | n ∈ N) be any distinguished element ofKeruA; since α0 is topologically
nilpotent, it lies in every open prime ideal of E(A/pA). Likewise, pA is contained in every
open prime ideal of A, and due to lemmata 16.2.7(i,iii) and 16.1.1(iv), the map uA induces an
isomorphism
ω : E/α0E
∼→ A/pA
of topological rings, so that Cont(uA) agrees with Cont(ω) on the closed subset Cont(E/α0E)
of Cont(E), and induces a homeomorphism
Cont(E/α0E)
∼→ Cont(A/pA).
It is also clear that Cont(ω) maps Cont(E/α0E)na = Cont(E)na homeomorphically onto
Cont(A/pA)na = Cont(A)na, so we need only to check that the restriction
C(A) := Cont(A) ∩ RA
(p
p
)
→ C(E) := Cont(E) ∩RE
(α0
α0
)
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of Cont(uA) is a bijection. Set C
+(A) := C(A) ∩ Spv+A and C+(E) := C(E) ∩ Spv+E.
Clearly Cont(uA) restricts to a mapping C
+(A)→ C+(E), and we shall first exhibit an inverse
mapping
σ : C+(E)→ C+(A)
for Cont(uA)|C+(A). To this aim, let v ∈ C+(E) be any valuation; then v factors through a ring
homomorphism π : E→ V := κ(v)+ and the residual valuation v : V → Γv◦ of v. Since E is a
perfect Fp-algebra, the field κ(v) is perfect, hence V is a perfect Fp-algebra as well : indeed, it
is clear that xp ∈ V if and only if x ∈ V , for every x ∈ κ(v). Let us endow V with its valuation
topology TV , so that v is continuous for the topology TV (remark 15.3.13(i)).
Claim 16.5.54. The completion (V ∧,T ∧V ) of (V,TV ) is a perfectoid valuation ring.
Proof of the claim. We know that V ∧ is a valuation ring, by proposition 9.1.15(iii), and its
topology T ∧V is adic with a principal ideal of adic definition, since the same holds for TV
(lemma 15.3.14(ii)). Moreover, it is easily seen that the Frobenius endomorphism ΦV of V is
a homeomorphism for the topology TV , hence it induces a homeomorphism Φ∧V on V
∧; but
clearly Φ∧V is just the Frobenius endomorphism of V
∧, so the latter is a perfect topological
Fp-algebra, and the assertion follows (see example 16.3.2(i)). ♦
Let π∧ : E → V ∧ be the composition of π with the completion map V → V ∧; since π∧ is
a continuous map of perfectoid Fp-algebras (remark 15.3.13(i)), the image of α under the map
W (π∧) is still distinguished inW (V ∧), so claim 16.5.54 and proposition 16.5.50(i,ii) say that
AV :=W (V
∧)⊗W (E) A
is a perfectoid valuation ring whose valuation vAV , is continuous, and the map uAV induces an
isomorphism of ordered abelian groups from the value group of V ∧ onto that of AV
γV ∧ : ΓV ∧
∼→ ΓAV such that vAV ◦ uAV = γV ∧◦ ◦ v∧
where v∧ is the valuation of V ∧. Moreover, we get a continuous map of perfectoid rings
ϕ := W (π∧)⊗W (E) A : A→ AV
and w := vAV ◦ ϕ is a continuous valuation of A such that
Cont(uA)(w) = w ◦ uA = vAV ◦ uV ∧ ◦ π∧ = γV ∧◦ ◦ v∧ ◦ π∧ = γV ∧◦ ◦ v.
Since v(α0) 6= 0, we have w(p) 6= 0 as well, so we obtain the sought map σ, by setting
σ(v) := w, and we already see that σ is a right inverse for Cont(uA)|C+(A). We notice that since
v(E) ∩ Γv generates the group Γv, the subset w ◦ uA(E) ∩ ΓAV generates the group ΓAV , so that
uA induces an isomorphism
(16.5.55) Γv
∼→ Γσ(v) for every v ∈ C+(E).
Next, we check that σ is a left inverse as well. To this aim, let v′ ∈ C+(A) be any valuation;
then v′ factors through a ring homomorphism π′ : A→ V ′ := κ(v′)+ and the residual valuation
v′ : V ′ → Γv′◦. By lemma 15.3.14(ii), the map π′ is continuous for the valuation topology
TV ′ of V
′, and TV ′ is adic with a principal ideal of adic definition. Since pV
′ 6= 0 and p is
topologically nilpotent in A, the ideal pV ′ is open and topologically nilpotent in V ′, so TV ′
agrees with the p-adic topology on V ′. Let (V ′∧,T ∧V ′) be the completion of (V
′,TV ′); then V ′∧
is a valuation ring whose valuation v′∧ : V ′∧ → Γv′◦ extends v′ (proposition 9.1.15(iii,v)), and
we let π′∧ : A → V ′∧ be the composition of π′ with the completion map V ′ → V ′∧. Then
V ′E := E(V
′∧) is a valuation ring whose valuation is
v′E := v
′∧ ◦ uV ′∧ : V ′E → Γv′◦
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(lemma 9.4.16) and E(π′∧) : E → V ′E is a continuous ring homomorphism. Since π′∧ ◦ uA =
uV ′∧ ◦ E(π′∧), we deduce that
(16.5.56) v′E := v
′
E ◦ E(π′∧) = Cont(uA)(v′) in Cont(E).
Claim 16.5.57. (i) The topology of V ′E agrees with the valuation topology TV ′E .
(ii) (V ′E,TV ′E) is a perfectoid ring.
Proof of the claim. (i): Since the quotient topology induced by TV ′ on V ′/pV ′ is discrete,
the topology of V ′E is linear, complete and separated (remark 9.4.9(i)), so it suffices to check
that this topology is not discrete (proposition 9.1.15(i)). To this aim, since α0 is topologically
nilpotent in E, it suffices to check that ν := E(π′∧)(α0) 6= 0. However :
uV ′∧(ν) = π
′∧ ◦ uA(α0) = π′∧(pu) for some u ∈ A×
(lemma 16.2.7(iii)), and since v′(p) 6= 0, we must have π′∧(p) 6= 0, whence the claim.
(ii): We have just seen that ν is a non-zero topologically nilpotent element of V ′E, so TV ′E
agrees with the ν-adic topology on V ′E; then the assertion follows from example 16.3.2(i). ♦
Arguing as in the foregoing we see that the image of α inW (V ′E) is still distinguished, so
AV ′ := W (V
′
E)⊗W (E) A
is a perfectoid valuation ring whose value group is naturally identified with the value group Γv′
E
of v′E (proposition 16.5.50(i,ii.b) and claim 16.5.57(ii)); by the same token, we get a natural
isomorphism
β : E(AV ′)
∼→ V ′E such that πV ′E ◦W (β) = uAV ′
where πV ′
E
: W (V ′E) → AV ′ is the projection (proposition 16.2.16(iv)). Moreover, in light of
the commutative diagram
W (E)
uA //
W (E(π′∧))

A
π′∧

W (V ′E)
uV ′∧ // V ′∧
we get a unique homomorphism of A-algebras
ψ : AV ′ → V ′∧ such that uV ′∧ = ψ ◦ πV ′
E
.
There follows a diagram :
AV ′
v′A

ψ
$$
V ′E
uAV ′
◦β−1
oo
uV ′∧ //
v′
E

V ′∧
v′∧

Γv′
E
◦ Γv′
E
◦
j // Γv′◦
whose two square subdiagrams commute, where v′A is the valuation of AV ′ and j the inclusion
map of Γv′
E
◦ into Γv′◦. Let also ϕ
′ : A→ AV ′ be the structure map of the A-algebra AV ′ .
Claim 16.5.58. (i) The top subdiagram commutes as well.
(ii) The external subdiagram also commutes, i.e. v′∧ ◦ ψ = j ◦ v′A.
(iii) The topology of AV ′ agrees with its valuation topology.
(iv) ψ is an isomorphism of topological rings and Γv′
E
= Γv′ .
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Proof of the claim. (i): Indeed, taking into account lemma 16.1.1(iv) we may compute :
ψ ◦ uAV ′ =ψ ◦ uAV ′ ◦ τE(AV ′ )
=ψ ◦ πV ′
E
◦W (β) ◦ τE(AV ′)
=uV ′ ◦W (β) ◦ τE(AV ′)
=uV ′ ◦ τV ′
E
◦ β
=uV ′ ◦ β.
(ii): Let x ∈ AV ′ be any element; since the left square subdiagram commutes, we may find
y ∈ V ′E such that uAV ′ ◦β−1(y) ·u = x for some u ∈ A×V ′ , and therefore ψ(x) = uV ′∧(y) ·ψ(u).
Obviously, ψ(u) is invertible in V ′∧, so that v′∧ ◦ψ(x) = v′∧ ◦uV ′∧(y) = j ◦v′E(y) = j ◦v′A(x),
as stated.
(iii): In light of proposition 9.1.15(i), it suffices to check that the topology of AV ′ is not
discrete. However, notice that by construction ϕ′ is a continuous map; thus, if the topology of
AV ′ were discrete, Kerϕ
′ would be an open ideal, and then the same would hold for Ker π′∧.
But this is absurd, since v′ is analytic.
(iv): As an immediate consequence of (ii), we already see that ψ is injective. Then it is clear
that ϕ′ factors uniquely through π′ and an injective map V ′ → AV ′ whose composition with ψ
equals the completion map. Thus, the image of ψ is a dense subring of V ′∧; combining with
(ii), we deduce already the stated equality of value groups. Then by (iii) the topology of AV ′
agrees with the topology induced by V ′∧ via ψ. Since AV ′ is complete and separated, theorem
8.2.8(iii) implies that ψ is an isomorphism. ♦
From claim 16.5.58(ii) we get the following equalities in Cont(A) :
σ ◦ Cont(uA)(v′) =σ(v′∧ ◦ uV ′∧ ◦ E(π′∧E ))
=σ(v′E ◦ E(π′∧))
= v′A ◦ ϕ′
= v′∧ ◦ ψ ◦ ϕ′
= v′∧ ◦ π′∧
= v′
as required. Let κ(v′E)
∧+ be the completion of κ(v′E)
+ for its valuation topology, π′E : E →
κ(v′E)
+ the natural ring homomorphism (whose composition with the valuation κ(v′E)
+ → Γv′◦
yields v′E), and π
′∧
E : E→ κ(v′E)∧+ the completion of π′E; we notice as well :
Claim 16.5.59. There exists a ring isomorphism
ω∧E : κ(v
′
E)
∧+ ∼→ V ′E such that ω∧E ◦ π′∧E = E(π′∧).
Proof of the claim. The map E(π′∧) factors through π′E and a unique injective ring homomor-
phism ωE : κ(v
′
E)
+ → V ′E such that v′E ◦ ωE : κ(v′E)+ → Γv′◦ is the residual valuation. Thus,
the valuation topology of κ(v′E)
+ agrees with the topology induced from V ′E via ωE, so the latter
extends to a continuous ring homomorphism ω∧E : κ(v
′
E)
∧+ → V ′E such that v′E◦ω∧E is the valua-
tion of κ(v′E)
∧+. The map ω∧E is injective (proposition 8.2.13(i)), and clearly ω
∧
E◦π′∧E = E(π′∧),
so it remains only to check that ω∧E is bijective. To this aim, set V
′′ := W (κ(v′E)
∧+)⊗W (E) A;
by the foregoing we know already that V ′′ is a perfectoid valuation ring with value group Γv′ ,
and it suffices to show that
ω∧A :=W (ω
∧
E)⊗W (E) A : V ′′ → AV ′
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is an isomorphism. However, set π′∧A := W (π
′∧
E )⊗W (E)A; by remark 16.5.52, we know already
that ω∧A is injective, and moreover we have a commutative diagram
A
π′∧A //
ϕ′   ❇
❇❇
❇❇
❇❇
❇ V
′′ v
′′
//
ω∧A

Γv′◦
AV ′
v′A // Γv′◦
where v′′ is the valuation of V ′′. It follows that the valuation topology of V ′′ is induced by the
valuation topology of AV ′ via ω
∧
A. Furthermore, we deduce that v
′′ ◦ π′∧A = v′A ◦ ϕ′ = v′, so
π′∧A factors through π
′ : A → V ′ and an injective map V ′ → V ′′ whose composition with ω∧A
has dense image, by virtue of claim 16.5.58(iv). Since V ′′ is complete, it follows that ω∧A is
surjective, whence the claim. ♦
Next, letA+ be the smallest subring of integral elements ofA (remark 15.4.2(iv)); by theorem
16.5.13(ii,iii), the ring A+ is perfectoid, and E(A+) is naturally identified with the smallest ring
E+ of integral elements of E. Moreover, we get a commutative diagram
Cont(A)
Cont(uA) //
Cont(jA)

Cont(E)
Cont(jE)

Cont(A+)
Cont(uA+ ) // Cont(E+)
where jA : A
+ → A and jE : E+ → E are the inclusion maps. Since A+ is the integral closure
in A of the Z-subalgebra generated by A◦◦, it is easily seen that Cont(A+) = Cont+(A+),
and likewise for Cont(E+). Therefore, C(A+) = C+(A+) and C(E+) = C+(E+), and the
foregoing shows that Cont(uA+) restricts to a bijection
C(E+)
∼→ C(A+).
Lastly, proposition 15.3.18(ii) says that Cont(jA) restricts to a bijection from the analytic valu-
ations of A to those of A+, and likewise for Cont(jE), whence (iii).
(iv): Let πA : A → A/pA and πE : E → E/α0E be the projections; if w(p) = 0, then
w = Cont(πA)(w
′) for a unique w′ ∈ Cont(A/pA), and v = Cont(πE)(v′), where v′ :=
Cont(ω)(w′). Since πA and πE are surjective, obviously Γw = Γw′ and Γv = Γv′ , and likewise
for the characteristic subgroups; since ω is a ring isomorphism, it induces a group isomorphism
Γv′
∼→ Γw′ that identifies the respective characteristic subgroups, whence the assertion, in this
case. Next, suppose that w ∈ C(A), and set w′ := Cont(jA)(w), v′ := Cont(uA+)(w′);
then w′ ∈ C+(A+), and from (iii) and (16.5.55) we see that uA+ induces an isomorphism
γw′ : Γw′
∼→ Γv′ . Moreover, we have a commutative diagram of groups
Γw′
γw′ //
iw

Γv′
iv

Γw
γw // Γv
where iw and iv are the injective maps induced by jA and jE. In order to prove that γw is an
isomorphism, it suffices therefore to check that iw and iv are surjective. To this aim, it suffices
to show that SA+ := w(A
+)∩ Γw generates Γw and SE+ := v(A+) ∩ Γv generates Γv. However,
notice that pA ⊂ A+ and α0E ⊂ E+; since w(p) 6= 0 and v(α0) 6= 0, it follows easily that SA+
and SA := w(A) ∩ Γw generate the same subgroup of Γw, and likewise for SE+ . To conclude, it
suffices to remark that SA generates Γw, and likewise for Γv.
Next, obviously γw restricts to an injective group homomorphism cΓv → cΓw. To show that
this map is surjective, consider any a ∈ A such that w(a) > 1; since uA/pA is surjective (lemma
FOUNDATIONS FOR ALMOST RING THEORY 1507
16.2.7(i)), we may write a = uA(β) + pb for some β ∈ E and b ∈ A, and since pb ∈ A◦◦, we
have w(pb) < 1, so that w(a) = v(β), whence the contention.
(i): We argue as in the proof of proposition 15.3.19 : by (ii) and (iii) we know already
that Cont(uA) is a spectral and bijective map of spectral spaces, so it suffices to check that
Cont(uA) is a closed map, and by proposition 8.1.44(i) and corollary 8.1.46(i) we are further
reduced to showing that Cont(uA) is specializing. Hence, let w ∈ Cont(A) be any valuation,
and v′ ∈ Cont(A) any specialization of v := Cont(uA)(w); we may find a valuation v′′ of E
that is both a secondary specialization of v and a primary generization of v′, and v′′ ∈ Cont(E),
by remark 15.3.13(iv). By proposition 16.5.47(v), there exists a secondary specialization w′′
of w such that Cont(uA)(w
′′) = v′′. By (iv) we know that w′′ and v′′ have the same value
groups and characteristic subgroups, so we may find a primary specialization w′ of w such that
Cont(uA)(w
′) = v′, whence the assertion. 
16.5.60. Let X be any perfectoid quasi-affinoid scheme, and with the notation of (16.5.19)
and (16.5.20), let us set
A := (A◦X , A
+
X , X) := Γ
◦(X) and E := (E◦X,E
+
X , XE) := E(A).
Especially, E◦X = E(A
◦
X) and E
+
X = E(A
+
X); it is then clear that Cont(uA◦X ) maps the subset
Spa (A◦X , A
+
X) into Spa (E
◦
X ,E
+
X). Conversely, let v : A
◦
X → Γv be any continuous valuation
such that v ◦ uA◦X ∈ Spa (E◦X ,E+X), and α any distinguished element of KeruA◦X ; for every
a ∈ A+X there exists b ∈ A+X and e ∈ E+X such that a = uA◦X (e) + α0b, and since α0b ∈ A◦◦X ,
we deduce that v(a) ≤ 1, so v ∈ Spa (A◦X , A+X). Combining with proposition 16.5.47(iii), we
deduce that Cont(uA◦X ) restricts to a homeomorphism
Spa (uA) : SpaA
∼→ SpaE
and taking into account the natural identifications SpaA
∼→ SpaX and SpaE ∼→ SpaE(X),
we get as well an induced homeomorphism
Spa(uX) : SpaX
∼→ SpaE(X).
Moreover, it is easily seen that every morphism f : Y → X of perfectoid quasi-affinoid
schemes yields a commutative diagram
(16.5.61)
SpaY
Spa(uY ) //
Spa f

SpaE(Y )
SpaE(f)

SpaX
Spa(uX) // SpaE(X).
Corollary 16.5.62. In the situation of (16.5.60), let x ∈ SpaX be any element and set y :=
Spa (uX)(x). Denote also by π
∧+
x : A
+
X → κ(x)∧+ and π∧+y : E+X → κ(y)∧+ the natural maps
(notation of (15.5.12)), and endow κ(x)∧+ and κ(y)∧+ with the unique ring topologiesT ∧x and
T ∧y such that π
∧+
x and π
∧+
y are adic ring homomorphisms. We have :
(i) The topological rings (κ(x)∧+,T ∧x ) and (κ(y)
∧+,T ∧y ) are perfectoid valuation rings.
(ii) There exists a unique isomorphism of topological rings :
ω∧+ : E(κ(x)∧+)
∼→ κ(y)∧+ such that ω∧+ ◦ E(π∧+x ) = π∧+y .
Proof. Suppose first that p ∈ Ker π+x ; in this case x corresponds to a continuous ring homo-
morphism πx : A
◦
X/pA
◦
X → κ(x) and y corresponds to the continuous ring homomorphism
πy := πx ◦ϕ : E◦X/α0E◦X → κ(x), where α0 is as in (16.5.60) and ϕ : E◦X/α0E◦X ∼→ A◦X/pA◦X
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is the isomorphism of topological rings induced by uA◦X . There follows a unique isomorphism
of valued fields ω : κ(y)
∼→ κ(x) fitting into the commutative diagram
E◦X/α0E
◦
X
ϕ //
πy

A◦X/pA
◦
X
πx

κ(y)
ω // κ(x).
Let us now endow κ(x)+ and κ(y)+ with the unique ring topologies such that the natural maps
π+x : A
+
X → κ(x)+ and π+y : E+X → κ(y)+ are adic; then clearly ω restricts to an isomorphism
ω+ : κ(y)+
∼→ κ(x)+ of topological rings, and assertion (ii) follows straightforwardly in this
case. Moreover, since E is a perfect Fp-algebra, the same holds for its quotient E/Kerπy, and
then also for κ(y) = Frac (E/Kerπy), and for κ(y)
∧ as well (example 9.3.49(ii)). By remark
9.4.9(v), it follows easily that κ(y)∧+ is a perfect adic and f-adic topological ring (details left to
the reader), and hence it is perfectoid (example 16.3.2(i)); the same then holds for κ(x)∧+.
Next, if π+x (p) 6= 0, the point x is analytic, and the same then holds for y. In this case, it
is easily seen that the topologies T ∧x and T
∧
y are separated and not discrete, so they coincide
with the respective valuation topologies (proposition 9.1.15(i)). Recall that the inclusion map
i : A+X → A◦X induces a homeomorphism Cont(i)a : Cont(A◦X)a ∼→ Cont(A+X)a and like-
wise for Cont(E◦X) (proposition 15.3.18(ii)); moreover, if x
′ := Cont(i)(x), we have a unique
isomorphism of valued fields κ(x′)
∼→ κ(x) fitting into the commutative diagram
A+X
i //
π+
x′

A◦X
π◦x

κ(x′)+ 
 // κ(x′)
∼ // κ(x)
where π◦x and π
+
x′ are the natural maps, and likewise for y and its image y
′ ∈ Cont(E+X). Hence
we may regard x and y as elements of Cont(A+X) and respectively Cont(E
+
X), and in this case
assertions (i) and (ii) follow from claims 16.5.58(iv) and 16.5.59. 
16.6. Graded perfectoid rings. This section is mainly dedicated to the construction and in-
vestigation of certain angular Rees algebras that shall be useful in the study of blowing up
morphisms of perfectoid formal schemes.
Proposition 16.6.1. Let (Γ,+, 0) be a monoid, (A,B) a Γ-graded structure on the topological
ring (A,T ), and i0 : gr0B → A the inclusion map. Suppose that A is a P-ring. Then we have :
(i) If the p-Frobenius endomorphism pΓ of Γ is injective, there exists a finitely generated
graded ideal J of B such that JA is an ideal of definition of A.
(ii) Suppose that i0 is c-adic and pΓ is injective. Then gr0B is a P-ring, and if A is perfec-
toid, the same holds for gr0B.
(iii) If A is a perfectoid ring, Ker uA is generated by a distinguished element inA(gr0B).
Proof. (i): By lemma 16.2.3(iv), we may write p = bpu for some u ∈ A× and b ∈ A, and by
the same token, u = xp + py for some x, y ∈ A, so that p = ap + p2w, with a := bx and
w := u−1y. Let now (aγ | γ ∈ Γ) be the sequence attached to a, as in remark 8.5.2(iii), and
c (resp. d) the limit of the Cauchy net (cS | S ⊂ Γ) (resp. (dS | S ⊂ Γ)) provided by lemma
8.5.6(i), where S ranges over the finite subsets of Γ, and apS = cS+p ·dS for every such S (with
aS defined as in remark 8.5.2(iii)). In light of proposition 8.5.3(ii), we deduce that a
p = c+ pd,
whence p = c + pd + p2w. Moreover, since the p-Frobenius map of Γ is injective, we have
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π′pγ(cS) = a
p
γ for every S ⊂ Γ and every γ ∈ S; therefore π′pγ(c) = apγ for every γ ∈ Γ, and
especially, π′0(c) = a
p
0. Consequently
p = ap0 + p · d0 + p2w0
where (dγ | γ ∈ Γ) and (wγ | γ ∈ Γ) are the sequences attached to d and respectively w. Next,
notice that a is topologically nilpotent in A, hence aγ is topologically nilpotent in B, for every
γ ∈ Γ (lemma 8.5.6(ii)), and then the same holds for d0. Thus v := 1 − d0 − pw0 is invertible
in A, with inverse given by the convergent series
∑
n∈N(d0 + pw0)
n, and since gr0B is closed
in A, we conclude that v ∈ (gr0B)×. Summing up, we arrive at the identity
pv = ap0 with v ∈ (gr0B)× and a0 ∈ gr0B.
Lastly, by proposition 8.5.11(i.a) we know already that A admits an ideal of adic definition of
the form J ′A, for some graded ideal J ′ ⊂ B, and we set J := J ′ + a0B; then it is easily seen
that JA is an ideal of definition for the P-ring A.
(ii): We remark :
Claim 16.6.2. In the situation of the proposition, suppose that pΓ is injective. Then we have :
(i) The Frobenius endomorphism of B/pB restricts to surjective maps
grγB ⊗Z Fp → grpγB ⊗Z Fp for every γ ∈ Γ.
(ii) grγB = 0 for every γ ∈ Γ \ E(Γ).
Proof of the claim. (i): Say that b ∈ grγB; by lemma 16.2.3(iv) there exists x ∈ A such that
xp − b ∈ pA. Let (xγ | γ ∈ Γ) be the system attached to x as in remark 8.5.2(iii); it was
remarked in the proof of (i) that the system (xpγ | γ ∈ N) is a Cauchy net in B, and if y ∈ A
denotes the limit of this net, then xp − y ∈ pA, so that y − b ∈ pA as well. Consequently,
b = π′γ(b) ≡ π′γ(y) = xpp−1γ (mod p · grγB)
if γ ∈ pΓ, and otherwise b ∈ p · grγB. Assertion (i) follows already. Next, using part (i) of the
claim it is easily seen that, if γ ∈ Γ \ E(Γ), we have grγB ⊗Z Fp = 0, whence (ii), since the
p-adic topology is separated on B. ♦
Claim 16.6.2 says especially that the Frobenius endomorphism of gr0B ⊗Z Fp is surjective.
On the other hand, we already know by proposition 8.5.11(iii) that the topology of gr0B is adic
with a finitely generated ideal of adic definition I . Moreover, the proof of (i) shows that there
exists a0 ∈ gr0B such that p = ap0u for some u ∈ (gr0B)×; then, it is easily seen that gr0B is a
P-ring with ideal of definition I + a0 · gr0B.
Lastly, suppose that A is perfectoid, and to ease notation set B0 := gr0B. By the foregoing,
we know already that B0 is a P-ring, and then i0 is adic, by lemma 8.3.19(i.c). Pick any ideal
of definition I0 of B0, and say that I0 is generated by k elements, for some k ∈ N; by remark
16.3.56, we can assume that p ∈ Ik(p−1)+10 , and therefore I := I0A is an open ideal of A that
fulfills the same condition. Set J0 := I
(p)
0 and J := I
(p) = J0A; it follows that the Frobenius
endomorphism of A/pA induces an isomorphism ΦI : gr
•
IA → grJA (propositions 16.3.8(i)
and 16.3.57(ii)).
Claim 16.6.3. The natural maps
grnIB := I
n
0B/I
n+1
0 B → grnIA grnJB := Jn0B/Jn+10 B → grnJA
are bijective for every n ∈ N.
Proof of the claim. By claim 8.3.21 we have (InB)c = InA, so that In = InB + In+1, whence
the surjectivity of the first map. For the injectivity, we need to show that In+10 B = I
n
0B ∩ In+1.
Hence, let x ∈ In0B ∩ In+1; then x =
∑r
i=1 xrar for some r ∈ N and certain xi ∈ In+10 and
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ai ∈ A (i = 1, . . . , r). Say that x ∈ grSB :=
⊕
γ∈S grγB for some finite subset S ⊂ Γ, and let
π′S : A→ grSB be the induced projection (the sum of the canonical γ-projections as in remark
8.5.2(iii), for γ ranging over the subset S). Then x = π′S(x) =
∑r
i=0 xi · π′S(a), whence the
contention. The same argument applies to the second map. ♦
From claim 16.6.3 we conclude that the map ΦI : gr
•
IB → gr•JB is also an isomorphism. But
then, since pΓ is injective, clearly the direct summand gr0ΦI := ΦI0 : gr
•
I0
B0 → gr•J0B0 is still
an isomorphism, and therefore B0 is perfectoid, by theorem 16.3.62.
(iii): By proposition 16.3.8(i), we may assume that T is the p-adic topology of A. Let
jA : A → B′ be as in remark 8.5.2(iii); clearly pnB′ ∩ B0 = pnB0 and pnA ⊂ j−1A (pnB′), so
B0 ∩ pnA = pnB0 for every n ∈ N, and therefore the topology of B0 agrees with its p-adic
topology. It follows that i0 is an adic map, and therefore B0 is even perfectoid, by (ii); then any
distinguished element of Ker uB0 generates Ker uA, by proposition 16.2.24(ii). 
16.6.4. Let (Γ, 0,+) be a p-perfect monoid, (A,B) a perfectoid ring with Γ-graded struc-
ture, and set (E, BE) := E(A,B). Let also β1, . . . , βr (resp. γ1, . . . , γr) be a finite sys-
tem of elements of E (resp. of Γ), such that βi ∈ grγiBE for every i = 1, . . . , r. Set
f := (uA(β1), . . . , uA(βr)) and define the ring Rr,0 and its ideals I
⌈s⌉
r,0 for every s ∈ R+, as
in (16.4.4); we endow B with the Rr,0-module structure induced by the unique ring homomor-
phism u : Rr,0 → B such that u(T 1/p
n
i ) := uA(β
1/pn
i ) for every i = 1, . . . , r and every n ∈ N.
Proposition 16.6.5. In the situation of (16.6.4), suppose moreover that the translation map
Γ→ Γ : γ 7→ γ + γi is injective for every i = 1, . . . , r. Then we have :
(i) Tor
Rr,0
i (Rr,0/I
⌈s⌉
r,0 , B) = 0 for every i > 0 and every s ∈ R+.
(ii) The ring B satisfies condition (a)unf of (7.8.20).
Proof. (i): Denote by Γ0 ⊂ Γ the submonoid generated by (γ1/pn, . . . , γr/pn | n ∈ N), and let
B0 := Γ0 ×Γ B. Recall that Rr,0 := Z[Pr], where Pr := N[1/p]⊕r, and let ϕ : Pr → Γ0 be
the unique morphism of monoids such that ϕ(ei) := γi for i = 1, . . . , r, where (e1, . . . , er) is
the standard minimal system of generators of N⊕r. With this notation, Rr,0 is a Pr-graded Z-
algebra, and we set S := (Rr,0)/Γ0 (see definition 7.6.9(v)). Then clearly u induces a morphism
of Γ0-graded Z-algebras S → B0, and B can be regarded naturally as a Γ-graded S/Γ-module.
We remark, quite generally :
Claim 16.6.6. Let (∆, 0,+) be a monoid, ∆0 ⊂ ∆ a submonoid such that the translation maps
∆ → ∆ : δ 7→ δ + δ0 are injective for every δ0 ∈ ∆0. Let also S = (S, gr•S) be a ∆0-graded
Z-algebra, N a ∆0-graded S-module, andM a ∆-graded S/∆-module. Then we have :
(i) The product M ′ :=
∏
δ∈∆ grδM carries a natural S-module structure such that the
natural mapM → M ′ is S-linear.
(ii) The induced map τi : Tor
S
i (N,M)→ TorSi (N,M ′) is injective, for every i ∈ N.
Proof of the claim. (i): We define a Z-bilinear map
µδ0 : grδ0S ×M ′ → M ′ for every δ0 ∈ ∆0
by the rule : (s, (mδ | δ ∈ ∆)) 7→ (m′δ | δ ∈ ∆), wherem′δ := s·mγ if there exists a (necessarily
unique) γ ∈ ∆ with γ + δ0 = δ, and otherwisem′δ := 0. The sum of the maps µδ0 yields a well
defined Z-bilinear map
µ : S ×M ′ →M ′
and it is easily seen that µ defines an S-module structure onM ′ with the sought property.
(ii): In view of remark 7.6.30(i), we may find a resolution L• → N by free S-modules such
that Li is a ∆0-graded S-module, and the differential di+1 : Li+1 → Li is a morphism of ∆0-
graded S-modules, for every i ∈ N. Then, for every i ∈ N the tensor product Pi := Li ⊗S M
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carries a natural structure of ∆-graded S/∆-module : namely
grδPi := Im
( ⊕
(δ0,γ)∈D(δ)
grδ0Li ⊗Z grγM → Pi
)
for every δ ∈ ∆
where D(δ) is the set of all pairs (δ0, γ) ∈ ∆0 ×∆ such that γ + δ0 = δ. With this definition,
it is then easily seen that the differential dPi+1 := di+1 ⊗S 1M of P• is a morphism of ∆-graded
S/∆-modules, whence an induced ∆-graded S/∆-module structure on Tor
S
i (N,M), for every
i ∈ N. Moreover, we get a Z-bilinear map
ψ : Li ×M ′ → P ′i :=
∏
δ∈∆
grδPi for every i ∈ N
namely, the unique one whose restriction grδ0Li ×M ′ → P ′i for every δ0 ∈ ∆0 is given by the
rule : (l, (mδ | δ ∈ ∆)) 7→ (l ⊗m′δ | δ ∈ ∆), where m′δ := mγ if γ + δ0 = δ, and m′δ := 0 if
there is no such γ. Then it is easily seen that ψ is even S-bilinear, so it induces an S-linear map
Li ⊗S M ′ → P ′i for every i ∈ N.
Furthermore, the resulting diagram of S-linear maps
Li+1 ⊗S M ′ //
di+1⊗S1M∧

P ′i+1
∏
δ∈∆ grδd
P
i+1

Li ⊗S M ′ // P ′i
commutes for every i ∈ N, and we deduce an S-linear map
TorSi (N,M
′)→
∏
δ∈∆
grδTor
S
i (N,M) for every i ∈ N
whose composition with τi is the natural injection. The claim follows. ♦
Now, set B′ :=
∏
γ∈Γ grγB, endowB
′ with the linear topology defined as in remark 8.5.2(ii),
and recall that the inclusion map j : B → B′ factors through the inclusion map B → A and
a continuous map jA : A → B′ (remark 8.5.2(iii)). Endow B′ with the S-module structure
provided by claim 16.6.6(i); a direct inspection of the proof of loc.cit. shows that scalar multi-
plication by any homogeneous element s of S defines a continuous endomorphism of B′, and
on the other hand we have j(s · b) = s · j(b) for every such s and every b ∈ B; since j is
also a continuous map, we deduce that the same identity holds more generally for every b ∈ A,
i.e. jA is an S-linear map. Lastly, notice that the ideal I
⌈s⌉
r,0 of S is Γ0-graded, so Rr,0/I
⌈s⌉
r,0 is a
Γ0-graded S-module for every s ∈ R+. By claim 16.6.6, it follows that the composition of the
two natural maps
Tor
Rr,0
i (Rr,0/I
⌈s⌉
r,0 , B)→ TorRr,0i (Rr,0/I⌈s⌉r,0 , A)→ TorRr,0i (Rr,0/I⌈s⌉r,0 , B′)
is injective for every i ∈ N; on the other hand, the middle term vanishes for i > 0, due to
proposition 16.4.10, whence the contention.
(ii) follows from (i) and lemma 16.4.5. 
16.6.7. We return now to the situation of (16.5.2), and we suppose we are given a family
(Kγ | γ ∈ Γ) consisting of topologically closed 1-taut bounded E-submodules of EU , indexed
by a p-perfect monoid (Γ,+, 0), and such that :
(a) 1 ∈ K0
(b) Kpγ = K pγ for every γ ∈ Γ
(c) Kγ ·Kµ ⊂ Kγ+µ for every γ, µ ∈ Γ
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(see (16.5.28) and (16.5.45), and notice that a subset of EU is bounded if and only if it is
contained in FilsEU , for some s ∈ Z[1/p]). We set
E :=
⊕
γ∈Γ
Kγ A :=
⊕
γ∈Γ
{Kγ}.
It is easily seen that the multiplication of EU (resp. of AU ) induces a Γ-graded E-algebra
structure (resp. A-algebra structure) on E (resp. on A ). Choose ideals of definition J for A
and J for E, and endow E (resp. A ) with its J -adic (resp. J-adic) topology. Let also E ∧
(resp. A ∧) be the separated completion of E (resp. of A ).
Lemma 16.6.8. The pairs
(E ∧, E ) and (A ∧,A )
are topological rings with Γ-graded structures.
Proof. Indeed, the assertion comes down to checking that Kγ (resp. {Kγ}) is a closed subset
of E ∧ (resp. of A ∧) for every γ ∈ Γ, and notice that the topological closure of Kγ in E ∧
(resp. of {Kγ} in A ∧) is the J -adic (resp. J-adic) completion of Kγ (resp. of {Kγ}). Now,
by assumption Kγ is bounded in EU , so {Kγ} is bounded in AU , for every γ ∈ Γ; it follows
that the topology Tγ on Kγ (resp. on {Kγ}) induced by the inclusion into EU (resp. into
AU ) is coarser than the J -adic (resp. J-adic) topology; on the other hand, Tδ is complete
and separated, since the same holds for the topology of EU (resp. of AU ). Then lemma 8.3.12
implies that Kγ (resp. {Kγ}) is complete and separated for its J -adic (resp. J-adic) topology,
whence the contention. 
Proposition 16.6.9. With the notation of (16.6.7), the following holds :
(i) The rings E ∧, and A ∧ are perfectoid.
(ii) There is a natural isomorphism of topological rings with Γ-graded structures
E(A ∧,A )
∼→ (E ∧, E ).
Proof. Taking into account remark 9.4.9(v) and example 9.3.49(ii), it is easily seen that E ∧ is a
perfect topological E-algebra, hence it is perfectoid (see example 16.3.2(i)). Set
(W ∧,W ) := W (E ∧, E ) (W ∧,W ) := (W ∧,W )⊗W (E) A.
To prove both assertions, it will therefore suffice to exhibit isomorphisms
(16.6.10) (W ∧,W )
∼→ (A ∧,A )
of topological A-algebras with Γ-graded structures. We shall first exhibit a continuous map
uA : (W
∧,W )→ (A ∧,A ).
To this aim, notice first that condition (b) of (16.6.7) implies that
grγW =W (Kγ) for every γ ∈ Γ
(notation of (16.5.45)) and the multiplication law ofW is the unique bilinear mapW ×W → W
whose restriction
W (Kγ)×W (Kµ)→W (Kδ+γ)
is induced by the multiplication law of W (EU), for every γ, µ ∈ Γ. Also, since Kγ is closed
and 1-taut, lemma 16.5.46(iii) says that uU restricts to a well defined surjective map
grγuA : W (Kγ)→ grγA for every γ ∈ Γ
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whose kernel is αW (Kγ), for any distinguished element α of Ker uA. Summing up, we con-
clude that the direct sum of the system of maps (grγuA | γ ∈ Γ) is a well defined surjective ring
homomorphism gr•uA that makes commute the diagram
(16.6.11)
W (E)
uA //

A

W
gr•uA // A
and with kernel equal to αW . Moreover, it follows easily from propositions 9.3.78(ii) and
8.5.11(i.b) that the left vertical map of (16.6.11) is an adic ring homomorphism, and the same
obviously holds for the right vertical map. Since uA is an open map, we deduce that gr•uA is
continuous and open as well; especially, it extends to a well defined continuous surjective ring
homomorphism uA as sought, whose kernel is the topological closure of αW in W
∧ (proposi-
tion 8.2.13). However, recall that αW ∧ is a closed ideal of W ∧ (proposition 16.2.21(ii)), and
obviously αW is dense in it, hence the kernel of uA is αW ∧, as required. Lastly, since gr•uA
is an open map, the same holds for uA , and the proof is concluded. 
Example 16.6.12. In the situation of (16.5.2), choose ideals of definition J for A, and J for
E. Let also β• := (βλ | λ ∈ Λ) be any bounded system of elements of EU . We consider the
unique morphism of monoids
ϕE : P := N[1/p]
(Λ) → EU eλ 7→ βλ for every λ ∈ Λ
where e• := (eλ | λ ∈ Λ) is the standard minimal set of generators of N(Λ). Let also I ⊂ P
be the ideal generated by e•. The composition ϕA : ϕ
♭
U ◦ ϕE : P → A is also a morphism
of monoids, and we let I〈δ〉E (resp. I〈δ〉A) be the E-submodule of EU generated by ϕE(I
〈δ〉)
(resp. the A-submodule of AU generated by ϕA(I
〈δ〉)), for every δ ∈ ∆ := N[1/p] (notation
of (9.3.69)). We denote by grδE (resp. grδA ) the topological closure of I
〈δ〉E in EU (resp. of
I〈δ〉A in AU ) for every δ ∈ ∆ (notation of remark 9.3.71(i)). We set
E (β•) :=
⊕
δ∈∆
grδE A (β•) :=
⊕
δ∈∆
grδA .
Hence, E (β•) is a∆-graded E-algebra, and A (β•) is a∆-graded A-algebras. We endow E (β•)
with the J -adic topology and A (β•) with the J-adic topology, and let E (β•)∧ and A (β•)∧
be the respective separated completion. It is easily seen that grδE is 1-taut and bounded in EU ,
and moreover grpδE = (grδE )
p for every δ ∈ ∆; furthermore, grδA = {grδE } for every such
δ. Then proposition 16.6.9 shows that (E (β•)∧, E (β•)), and (A (β•)∧,A (β•)) are perfectoid
rings with ∆-graded structures, and we have a natural isomorphism of topological rings with
∆-graded structures :
E(A (β•)
∧,A (β•))
∼→ (E (β•)∧, E (β•)).
Example 16.6.13. In the situation of (16.5.23), let Γ := Z[1/p]; the family (FilγEU | γ ∈ Γ)
fulfills conditions (a)–(c) of (16.6.7), and taking into account corollary 16.5.42 and proposition
16.6.9, we get perfectoid rings with Γ-graded structures (E ∧U , EU) and (A
∧
U ,AU), by setting
EU :=
⊕
γ∈Γ
FilγEU AU :=
⊕
γ∈Γ
FilγAU
as well as a natural isomorphism of topological rings with Γ-graded structures
(16.6.14) E(A ∧U ,AU)
∼→ (E ∧U , EU).
Moreover, by inspecting the proof of proposition 16.6.9 it is easily seen that – under the iden-
tification (16.6.14) – the restriction grγEU → grγAU of the map uA ∧U : E ∧U → A ∧U agrees with
the restriction FilγEU → FilγAU of the map ϕ♭U : EU → AU , for every γ ∈ Γ.
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16.6.15. Let Γ be a p-perfect monoid, (A∧, A) a perfectoid ring with Γ-graded structure, set
(E∧,E) := E(A∧, A) and let α ∈ W (gr0E) be a distinguished element of KeruA (see propo-
sition 16.6.1(iii)). We denote by uA : E → A the restriction of the map uA∧ : E∧ → A∧. For
every integer n > 0 let
λn :=
n−1∑
i=0
p−i Sn := {(i, j) ∈ N[1/p]⊕2 | λn ≤ i < n and 1 > j > 1− i/n}
and for every γ ∈ Γ and every e ∈ grγE, define the gr0A-module
I (e, n, γ) :=
∑
(i,j)∈Sn
gr(1−j)γA · uA(αi0 · ej).
Proposition 16.6.16. With the notation of (16.6.15), let γ ∈ Γ and a ∈ grγA be any elements.
Then, for every integer n > 0 there exists e ∈ grγE such that
a− uA(e) ∈ I (e, n, γ) + pn · grγA.
Proof. Notice that the assertion is independent of the topology TA∧ of A∧, so we may assume
that TA∧ is the p-adic topology of A∧ (proposition 16.3.8(i)). We argue by induction on n ∈ N.
For n = 1, we have S1 = ∅, and the assertion means that there exists e ∈ grγE such that
a− uA(e) ∈ p · grγA. Hence, let π : A→ A/pA be the projection; it suffices to remark :
Claim 16.6.17. The map π ◦ uA : E→ A/pA is surjective.
Proof of the claim. The assertion follows easily from claim 16.6.2(i). ♦
Thus, suppose that the proposition has already been proven for some n ≥ 1, for every γ ∈ Γ
and every a ∈ grγA. We notice :
Claim 16.6.18. (i) For every δ ∈ Γ, every b ∈ grδA and every k ∈ N there exist a sequence
(β0, . . . , βk) of elements of grδE, and an element d ∈ grδA such that
(16.6.19) b =
k∑
i=0
pi · uA(βi) + pk+1d.
(ii) There exist elements c ∈ grγA, en ∈ grγE, a finite set Λ, a system of positive integers
(kλ | λ ∈ Λ), a mapping Λ → Sn : λ 7→ (iλ, jλ), a system (fλ | λ ∈ Λ) with fλ ∈ gr(1−jλ)γE
for every λ ∈ Λ, such that
(16.6.20) a = uA(en) +
∑
λ∈Λ
kλ · uA(fλ · αiλ0 · ejλn ) + pnc.
(iii) There exists f ∈ gr0E such that pn − uA(α0 · f)n ∈ pn+1gr0A for every n ∈ N.
Proof of the claim. (i): We argue by induction on k, and notice that the assertion for k = 0
follows from the case n = 1 of the proposition, which is already known. Thus, suppose that
k ∈ N, and that we have already found a sequence (β0, . . . , βk) such that (16.6.19) holds. Then
we may also find βk+1 ∈ grδE and d′ ∈ grδA such that d = uA(βk+1) + pd′, and replacing this
expression for d in (16.6.19) we get the sought identity for k + 1.
(ii): By inductive assumption, there exist a finite subset T ⊂ Sn and for every (i, j) ∈ T an
element b(i,j) ∈ gr(1−j)γA such that
a = uA(en) +
∑
(i,j)∈T
b(i,j) · uA(αi0 · ejn) + pnd for some en ∈ grγE and d ∈ grγA.
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By (i), we may then find, for every (i, j) ∈ T , a system (f(i,j),0, . . . , f(i,j),n−1) of elements of
gr(1−j)γE and an element c(i,j) ∈ gr(1−j)γA such that b(i,j) =
∑n−1
i=0 p
i · uA(f(i,j),i) + pnc(i,j).
Hence, the sought identity holds with
c := d+
∑
(i,j)∈T
c(i,j)·uA(αi0·ejn) Λ := T×{0, . . . , n−1} k(t,s) := ps for every (t, s) ∈ Λ
and with the mapping Λ→ Sn : (t, k) 7→ t.
(iii): By lemma 16.2.7(iii), there exists x ∈ A∧ such that p = uA(α0)·x. Let π∧0 : A∧ → gr0A
be the canonical 0-projection (see remark 8.5.2(iii)); it follows that p = uA(α0) · π∧0 (x), so we
may assume that x ∈ gr0A. By (i), we have y0 := x − uA(f) ∈ p · gr0A for some f ∈ E, and
we check, by induction on n, that such f will do. Indeed, for n = 0 the assertion is trivial, and
for n = 1 we have
p = uA(α0) · (y0 + uA(f)) = uA(α0 · f) + y0 · uA(α0)
and y1 := y0 · uA(α0) = py0 · π∧0 (x−1) ∈ p2 · gr0A, again by lemma 16.2.7(iii). Suppose now
that n ≥ 1, and that we have already shown that yn := pn − uA(α0 · f)n ∈ pn+1gr0A. We
compute
pyn = p
n+1 − p · uA(α0 · f)n
= pn+1 − (y1 + uA(α0 · f)) · uA(α0 · f)n
= pn+1 − uA(α0 · f)n+1 − y1 · uA(α0 · f)n
Since both pyn and y1 · uA(α0 · f)n = pny1 · uA(f)n · π∧0 (x−n) lie in pn+2gr0A, the assertion
follows for n+ 1. ♦
Pick any identity (16.6.20) as provided by claim 16.6.18(ii), and any f ∈ gr0E such that claim
16.6.18(iii) holds; by claim 16.6.18(i) we may also find g ∈ grγE such that c−uA(g) ∈ p·grγA,
and notice that, after replacing the set Λ by
⋃
λ∈Λ{λ} × {1, . . . , kλ}, we may also assume that
kλ = 1 for every λ ∈ Λ, so that
a = uA(en) +
∑
λ∈Λ
uA(fλ · αiλ0 · ejλn ) + uA(g · αn0 · fn) + pn+1d for some d ∈ grγA.
We let S ′n := {(i, j) ∈ N[1/p]⊕2 | λn+1 ≤ i < n+ 1, nj + i ≥ 1 + n and j < 1} and we set
δ :=
∑
λ∈Λ
fλ · αiλ0 · ejλn and en+1 := en + δ + g · αn0 · fn.
Claim 16.6.21. There exists a finite subset Λ′ with a mapping Λ′ → S ′n : λ 7→ (i′λ, j′λ), and for
every λ ∈ Λ′ an element zλ ∈ gr(1−j′λ)γA such that
a = uA(en+1) +
∑
λ∈Λ′
zλ · uA(αi
′
λ
0 · ej
′
λ
n ) + p
n+1d′ for some d′ ∈ grγA.
Proof of the claim. For every r = 1, . . . , n, let Λ′r be the subset of all sequences σ :=
(σ0, σ1, σλ | λ ∈ Λ) of elements of p−rN \ p1−rN such that σ0 + σ1 +
∑
λ∈Λ σλ = 1, and
set Λ′ :=
⋃n
r=1 Λ
′
r. Let also x := a − uA(en+1); according to proposition 9.3.63, there exist a
mapping Λ′ → Zp : σ 7→ z′σ and an element d′ ∈ grγA such that
x =
n∑
r=1
pr ·
∑
σ∈Λ′r
z′σ · uA
(
eσ0n · gσ1 · fnσ1 · αnσ10 ·
∏
λ∈Λ
fσλλ · ασλiλ0 · eσλjλn
)
+ pn+1d′
=
n∑
r=1
pr ·
∑
σ∈Λ′r
z′σ · uA(f ′σ · α
i′′σ
0 · e
j′σ
n ) + p
n+1d′
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where
f ′σ := g
σ1 ·fnσ1 ·
∏
λ∈Λ
fσλλ i
′′
σ := nσ1+
∑
λ∈Λ
σλiλ j
′
σ := σ0+
∑
λ∈Λ
σλjλ for every σ ∈ Λ′.
Let us remark that
(16.6.22) j′σ+
i′′σ
n
= σ0+σ1+
∑
λ∈Λ
σλ ·
(
jλ+
iλ
n
)
≥ σ0+σ1+
∑
λ∈Λ
σλ = 1 for every σ ∈ Λ′.
Moreover, we notice that
(16.6.23) 1 > j′σ and n > i
′′
σ ≥
λn
pr
for every r = 1, . . . , n and every σ ∈ Λ′r.
Indeed, the first inequality is immediate, since σ0 < 1; the second inequality is clear if σλ 6= 0
for at least one index λ ∈ Λ, since in this case σλ ≥ p−r and i′′σ < nσ1 + n
∑
λ∈Λ σλ < n. If
σλ = 0 for every λ ∈ Λ, we must have 1 > σ1 > 0, since otherwise we would get σ0, σ1 ∈ N,
which is absurd; hence, in this case 1 > σ1 ≥ p−r, so n > i′′σ ≥ n/pr ≥ λn/pr.
Next, for every r = 1, . . . , n and every σ ∈ Λ′r, we may find zσ ∈ gr(1−j′σ)γA such that
pr · z′σ · uA(f ′σ) = zσ · uA(αr0)
(cp. the proof of claim 16.6.18(iii)). Hence, if we set
i′σ := i
′′
σ + r for every r = 1, . . . , n and every σ ∈ Λ′r
we get an expression for a of the sought type, and it remains only to check that (i′σ, j
′
σ) ∈ S ′n
for every σ ∈ Λ′. However, from (16.6.23) we see that i′σ ≥ 1 + λn/p = λn+1 if σ ∈ Λ′1, and
i′σ ≥ 2+ λn/p2 > λn+1 if σ ∈ Λ′r for some r > 1. Lastly, from (16.6.22) we get i′′σ + j′σ ·n ≥ n
for every σ ∈ Λ′, whence i′σ + j′σ · n ≥ n+ 1, and the proof is complete. ♦
Let I (resp. J) be the ideal of E generated by the system (αn0 , en) (resp. by (α
n
0 , en + δ)) and
set q := min(j + i/n | (i, j) ∈ Λ); then δ ∈ i.c.(I,E, q), and the radical of I equals the radical
of J . Since q > 1, lemma 9.3.75(ii) shows therefore that
I〈1〉E = J 〈1〉E
and consequently etn ∈ J 〈t〉E for every t ∈ N[1/p]. Notice that (αn0 , en+1) is another system of
generators for J . Since the topology of A is p-adic, it follows that for every t ∈ N[1/p] there
exist a finite subset Tt ⊂ N[1/p] with 0 ≤ σ ≤ t for every σ ∈ Tt, and a system (h′σ | σ ∈ Tt)
of elements of A∧ such that
uA(e
t
n) =
∑
σ∈Tt
h′σ · uA(αnσ0 · et−σn+1)
(corollary 16.3.40(ii)); after replacing h′σ with its canonical σγ-projection, we may also assume
that h′σ ∈ grσγA for every σ ∈ Tt. Now, pick an expression for a as in claim 16.6.21; to
conclude the proof, it suffices to show that uA(α
i′λ
0 · ej
′
λ
n ) ∈ I (en+1, n + 1, γ) + pn+1 · grj′λγA
for every λ ∈ Λ′. To ease notation, set (s, t) := (i′λ, j′λ); we see that
uA(α
s
0 · etn) =
∑
σ∈Tt
h′σ · uA(αs+nσ0 · et−σn+1).
Now, since (s, t) ∈ S ′n, we have s + nσ ≥ s ≥ λn+1 for every σ ∈ T ′t . Moreover :
s+ nσ + (t− σ) · (n+ 1) = s+ nt + t− σ ≥ n+ 1 + t− σ.
Recall also that s+ nt ≥ n + 1; therefore, if s + nσ < n + 1, we must have t− σ > 0, so the
pair (s + nσ, t − σ) lies in Sn+1; lastly, if s + nσ ≥ n + 1, the term uA(αs+nσ0 · et−σn+1) lies in
pn+1 · gr(t−σ)γA, whence h′σ · uA(αs+nσ0 · et−σn+1) ∈ pn+1 · grtγA and the assertion follows. 
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Remark 16.6.24. (i) One can show by a direct computation that the element en appearing
in the proof of proposition 16.6.16 is integral over the ideal generated by en+1 and α
n
0 ; as a
consequence, the proof of loc. cit. can be made in principle completely effective, so that one
can extract from it an algorithm that exhibits an element e with the sought properties, for any
given a ∈ grγA.
(ii) With a more careful tracking of the intervening estimates, one can also prove a refinement
of proposition 16.6.16, whereby the set of allowed exponents Sn is replaced by the slightly
smaller one, consisting of all pairs (i, j) ∈ N[1/p]⊕2 such that n > i ≥ λn and j ≥ fn(i),
where fn : [λn,+∞[→ R is the piecewise linear continuous function such that :
• fn(x) = 0 for every x ≥ n.
• fn has slope−1/k on the segment [λn−k+k/pn−k, λn−k−1+(k+1)/pn−k−1], for every
integer k = 1, . . . , n− 1.
(iii) In [103], Scholze proves theorem 16.5.53 (for his perfectoid rings, that are a special
case of our perfectoid quasi-affinoid rings) by means of his “approximation lemma” (see [103,
Lemma 6.5]). With our proposition 16.6.16, we can give an alternative proof of theorem 16.5.53
that generalizes to quasi-affinoid perfectoid rings, along the lines of Scholze’s original argu-
ment. The first step is the following extension of proposition 16.5.47 to quasi-affinoid perfectoid
rings.
Lemma 16.6.25. In the situation of (16.5.2), let v be any continuous valuation on AU . Then :
(i) The mapping v ◦ ϕ♭U is a continuous valuation of EU .
(ii) The rule : v 7→ v ◦ ϕ♭U defines a continuous map
Cont(ϕ♭U) : Cont(AU)→ Cont(EU).
Proof. (i): Since both v and ϕ♭U are morphisms of pointed monoids, the same holds for v ◦ ϕ♭U .
Thus, it remains only to check that
v(ϕ♭U(x+ y)) ≤M(x, y) := max(v ◦ ϕ♭U(x), v ◦ ϕ♭U(y)) for every x, y ∈ EU .
However, from proposition 16.4.29(ii) we know that ϕ♭U(x + y) is the sum of ϕ
♭
U(x) + ϕ
♭
U(y)
and a p-adically convergent series, whose n-th term can be written as pn · zn, where zn is in
turn a finite Zp-linear combination of elements of the form ϕ
♭
U(x
σy1−σ), with σ ranging over
the elements of Σn := p
−nN ∩ [0, 1]. It follows that
v(zn) ≤ max(σ · v(ϕ♭U(x)) + (1− σ) · v(ϕ♭U(y)) | σ ∈ Σn) ≤M(x, y).
On the other hand, v(p) is cofinal in the value group of v, since the latter is continuous (see
(15.3.1)). The assertion is an immediate consequence.
The proof of (ii) is similar to that of proposition 16.5.47(ii) : details left to the reader. 
Next, we remark the following corollary of proposition 16.6.16, that generalizes and im-
proves slightly Scholze’s “approximation lemma” in [103, Lemma 6.5]. The same improvement
appears in [81, Cor.3.6.7].
Corollary 16.6.26. Resume the notation of (16.5.23). For every γ ∈ Z[1/p], every a ∈ FilγAU ,
everym ∈ N and every β ∈ N[1/p] with β < p/(p− 1) there exists e ∈ FilγEU such that
v(a− ϕ♭U(e)) ≤ v(p)β ·max(v(ϕ♭U(e)), v(p)m) for every v ∈ Cont(AU).
Proof. (Notice that the value group Γv is p-divisible, due to theorem 16.5.53(iv), but even dis-
counting loc.cit., the term v(p)β is still well defined as an element of (Q⊗Z Γv)◦, so the above
inequality makes sense in any case.) Fix v,m, β as in the corollary, and a distinguished element
α := (αn | n ∈ N) ∈ Ker uA, and define the sequence of rational numbers (λn+1 | n ∈ N) as in
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(16.6.15), as well as the subset Sn ⊂ N[1/p]⊕2 and the A-submodule I (e, n, γ) of FilγAU , for
every e ∈ FilγEU and every integer n > 0. Notice that
(16.6.27) lim
n→+∞
λn = p/(p− 1).
We apply proposition 16.6.16 to the perfectoid rings with Z[1/p]-graded structure EU and AU
given by example 16.6.13 : for every integer n > 0 we then get en ∈ FilγEU , dn ∈ FilγAU , a
finite subset Tn ⊂ Sn, and for every (i, j) ∈ Tn an element bi,j,n ∈ Fil(1−j)γAU such that
a = ϕ♭U(en) +
∑
(i,j)∈Tn
bi,j,n · ϕ♭U(αi0 · ejn) + pndn.
Pick also ε ∈ N[1/p] \ {0} such that α0 ∈ FilεEU , and k ∈ N large enough so that γ + kε > 0.
Claim 16.6.28. We have v(pndn) ≤ v(p)β+m for every sufficiently large n ∈ N.
Proof of the claim. We have pkdn ∈ Filγ+kεAU , and notice that FilδAU ⊂ A◦◦U for every δ > 0.
It follows that v(pkdn) < 1, so the claim holds for every n ≥ k +m+ β. ♦
Recall that pu = ϕ♭U(α0) for some u ∈ A×; suppose first that there exists n0 ∈ N such that
v(ϕ♭U(en)) ≤ v(p)m for every n ≥ n0. Then we have
v(bi,j,n · ϕ♭U(αi0 · ejn)) ≤ v(bi,j,n) · v(u)i · v(p)i+mj for every n ≥ n0 and every (i, j) ∈ Tn
and on the other hand bi,j,n · ϕ♭u(α(1−j)k0 ) ∈ Fil(1−j)(γ+kε) ⊂ A◦◦U , and v(u)i · v(x) < 1 for every
x ∈ A◦◦U , whence
v(u)i · v(bi,j,n · ϕ♭u(α(1−j)k0 )) < 1 for every n ∈ N and every (i, j) ∈ Tn.
By the same token, we have v(u)−(1−j)k · v(p)δ < 1 for every δ > 0, whence
v(p)δ ≤ v(ϕ♭U(α(1−j)k0 )) for every δ > (1− j)k.
Summing up we obtain, for every (i, j) ∈ Tn, the inequality
v(bi,j,n · ϕ♭U(αi0 · ejn)) ≤ v(p)β+m whenever i+mj − (1− j)k > m+ β.
The latter condition is the same as the inequality i > (1− j)(m+ k) + β. However, notice that
1− j < i/n, so this inequality holds provided i > i · (m+ k)/n+ β, i.e. when
(16.6.29) i · (1− (m+ k)/n) > β.
Lastly, from (16.6.27) we see that β < λn for every sufficiently large n, and since i ≥ λn, we
may find n large enough so that (16.6.29) is verified for every (i, j) ∈ Tn; taking into account
claim 16.6.28, we get the corollary, in this case.
Thus, we may assume that there exists an infinite subset Σ ⊂ N such that v(p)m < v(ϕ♭U(es))
for every s ∈ Σ, and taking into account claim 16.6.28, we are reduced to checking that
v(bi,j,s · ϕ♭U(αi0 · ejs)) ≤ v(p)β · v(ϕ♭U(es)) for some s ∈ Σ and every (i, j) ∈ Ts.
However, arguing as in the foregoing we easily see that
v(ϕ♭U(α
i
0)) ≤ v(p)δ for every δ < i.
Hence, after replacing β by some β ′ ∈ N[1/p] with p/(p− 1) > β ′ > β, we reduce to checking
that there exists s ∈ Σ such that
v(bi,j,s) · v(p)i−β ≤ v(p)(1−j)m for every (i, j) ∈ Ts.
On the other hand, we have bi,j,n · ϕ♭U(α(1−j)k0 ) ∈ A◦◦U , and v(u)(1−j)k · v(x) < 1 for every
x ∈ A◦◦U , whence
v(bi,j,n) · v(p)(1−j)k < 1 for every n ∈ N and every (i, j) ∈ Tn.
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Thus, it suffices to show that there exists s ∈ Σ such that
i− β > (1− j)k + (1− j)m = (1− j)(m+ k) for every (i, j) ∈ Ts.
This condition is equivalent to (16.6.29), so we may argue as in the foregoing to conclude. 
16.6.30. Now, in the situation of corollary 16.6.26, let
C(f•) := Cont(AU) ∩ RAU
(
f1
f0
, · · · , fn
f0
)
and S(f•) := C(f•) ∩ SpaA
for a sequence f• := (f0, . . . , fn) of elements of AU that generates an open ideal. There exist
a0, . . . , an ∈ AU and an integerm > 0 such that pm−1 =
∑n
i=0 aifi, and after replacing each ai
by pnai for a suitable n ∈ N, andm bym+n, we may even assume that a0, . . . , an ∈ A (recall
that A is the image of A in AU , and E is the image of E in EU ) whence
(16.6.31) v(p)m ≤ max(v(pai) · v(fi) | i = 0, . . . , n) ≤ max(v(fi) | i = 0, . . . , n)
for every v ∈ Cont(AU). It follows that
(16.6.32) v(f0) ≥ v(p)m for every v ∈ C(f•).
By corollary 16.6.26 we may find e0, . . . , en ∈ EU such that for every i = 1, . . . , n we have :
(16.6.33) v(fi − ϕ♭U(ei)) ≤ v(p) ·max(v(ϕ♭U(ei)), v(p)m) for every v ∈ Cont(AU).
We may now state the announced generalization of theorem 16.5.53 :
Proposition 16.6.34. With the notation of (16.6.30), we have :
(i) The map Cont(ϕ♭U) of lemma 16.6.25(ii) is a homeomorphism.
(ii) The system e• := (e0, . . . , en) generates an open ideal of EU .
(iii) C(f•) = Cont(ϕ
♭
U)
−1C(e•), where C(e•) := REU (
e1
e0
, · · · , en
e0
) ∩ Cont(EU).
(iv) ϕ♭U(e0) ∈ O locSpaA(S(f•))× and fi/f0 − ϕ♭U(ei)/ϕ♭U(e0) ∈ O locSpaA(S(f•))◦◦ for i =
1, . . . , n (notation of (15.5.11)).
Proof. (ii): Set ϕ♭U(e•) := (ϕ
♭
U(e0), . . . , ϕ
♭
U(en)); to begin with, we remark :
Claim 16.6.35. (ii) holds if and only if the system ϕ♭U(e•) generates an open ideal of AU .
Proof of the claim. Let b1, . . . , br be a finite system of elements of E that generates an ideal
of definition. Then we may find k ∈ N large enough so that bki ej ∈ E for every i = 1, . . . , r
and every j = 1, . . . , n. Clearly the system bk•e• := (b
k
i ej | i ≤ r, j ≤ n) generates an
open ideal of EU if and only if the same holds for e•; likewise; ϕ
♭(e•) generates an open
ideal of AU if and only if the same holds for ϕ
♭
U(b
k
•e•). So we may replace e• by b
k
•e•, and
assume from start that ei ∈ E for i = 1, . . . , n, in which case ϕ♭U(ei) = uA(ei) ∈ A for
i = 1, . . . , n. Now, let IE ⊂ E be the ideal generated by e•; then IE is open in E if and
only if Z := SpecE/IE lies in the non-analytic locus X of SpecE; likewise, IEEU is open in
EU if and only if Z
′ := SpecEU/IEEU lies in the non-analytic locus X
′ of SpecEU (lemma
8.3.24(v)). On the other hand, let j : E → EU be the inclusion map; then Z ′ = (Spec j)−1Z,
and lemma 8.3.24(iii) implies that Z lies in X if and only if Z ′ lies in X ′. Summing up, we
see that IE is open in E if and only if IEEU is open in EU . Likewise, let IA ⊂ A be the ideal
generated by ϕ♭U(e•); then IA is open in A if and only if IAAU is open in AU . Thus, we are
further reduced to showing that e• generates an open ideal of E if and only if ϕ
♭
U(e•) generates
an open ideal of A. The latter assertion follows from corollary 16.3.40(ii). ♦
By claim 16.6.35, it suffices to show that the system ϕ♭U(e•) generates an open ideal of AU .
To this aim, we apply the criterion of lemma 15.3.25, which reduces to checking that for every
v ∈ Cont(AU)a there exists i ∈ {0, . . . , n} such that v(ϕ♭U(ei)) 6= 0. However, from (16.6.33)
we deduce that for every i = 0, . . . , n and every such v we have :
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• either v(fi) = v(ϕ♭U(ei))
• or else v(p) > 0 and v(fi), v(ϕ♭U(ei)) < v(p)m.
Now, since the system f• generates an open ideal of AU , lemma 15.3.25 implies that v(fi) 6= 0
for some i ≤ n. If v(p) = 0 we deduce that v(ϕ♭U(ei)) 6= 0, as required.
Thus, suppose v(p) > 0; from (16.6.31) we know that v(fi) ≥ v(p)m > 0 for some i ≤ n,
whence v(ϕ♭U(ei)) = v(fi) 6= 0, again as needed.
(iii): In view of (16.6.32) and the foregoing, it follows that
(16.6.36) v(f0) = v(ϕ
♭
U(e0)) ≥ v(p)m for every v ∈ C(f•).
Now, let v ∈ C(f•) and i ∈ {0, . . . , n}; if v(fi) ≥ v(p)m, the foregoing also implies that
v(ϕ♭U(ei)) = v(fi) ≤ v(f0) = v(ϕ♭U(e0)).
If v(fi) < v(p)
m, likewise we get v(ϕ♭U(ei)) < v(p)
m ≤ v(ϕ♭U(e0)), so v ∈ Cont(ϕ♭U)−1C(e•).
Lastly, let v ∈ Cont(AU) \ C(f•); if v(p) = 0, we know that v(fi) = v(ϕ♭U(ei)) for every
i = 0, . . . , n, whence v /∈ Cont(ϕ♭U)−1C(e•). Otherwise, (16.6.31) says that v(fj) ≥ v(p)m for
some j ≤ n, whence v(ϕ♭U(ej)) ≥ v(p)m. If now v(f0) < v(p)m, we get v(ϕ♭U(e0)) < v(p)m,
so v /∈ Cont(ϕ♭U)−1C(e•). Hence, suppose v(ϕ♭U(e0)) = v(f0) ≥ v(p)m > 0. Then there
exists k ≤ n such that v(fk) > v(f0), whence v(fk) = v(ϕ♭U(ek)), and again we conclude that
v /∈ Cont(ϕ♭U)−1C(e•).
(i): First, let us show that the continuous map Cont(ϕ♭U) is bijective. Indeed, a simple in-
spection yields a commutative diagram of continuous maps
Cont(AU)
Cont(ϕ♭U ) //

Cont(EU)

Cont(A)
Cont(uA) // Cont(E)
where the vertical arrows are induced by the open inclusion maps A → AU and E → EU
(notation of (16.5.2)). Therefore, combining theorem 16.5.53(iii) and proposition 15.3.18(ii)
we already see that Cont(ϕ♭U) restricts to a bijection Cont(AU)a
∼→ Cont(EU)a. On the
other hand, proposition 16.5.4(iv) implies easily that Cont(ϕ♭U) restricts as well to a bijection
Cont(AU)na
∼→ Cont(EU)na, whence the contention. Lastly, (ii) and (iii) imply easily that the
topology of Cont(AU) is induced by the topology of Cont(EU), via the map Cont(ϕ
♭
U); the
assertion follows.
(iv): Since f0 is invertible in O
loc
SpaA(S(f•)), combining (16.6.36) and proposition 15.4.30 we
see that the same holds for ϕ♭U(e0). For the second assertion, in view of corollary 15.4.27(ii) it
suffices to show :
Claim 16.6.37. v(fi/f0 − ϕ♭U(ei)/ϕ♭U(e0)) < 1 for every i = 1, . . . , n and every v ∈ C(f•).
Proof of the claim. From (16.6.33) we easily deduce that
v(1/f0 − 1/ϕ♭U(e0)) ≤ v(p/f0) for every v ∈ C(f•)
whence v(fi/f0 − fi/ϕ♭U(e0)) ≤ v(pfi/f0) < 1 for every v ∈ C(f•) and every i = 1, . . . , n.
We are then reduced to checking that v(fi/ϕ
♭
U(e0)− ϕ♭U(ei)/ϕ♭U(e0)) < 1, or equivalently, that
v(fi−ϕ♭U(ei)) < v(ϕ♭U(e0)) for every such v and i. Now, if v(fi) < v(p)m, we know already that
v(ϕ♭U(ei)) < v(p)
m, whence v(fi − ϕ♭U(ei)) < v(p)m, and the assertion follows from (16.6.36)
in this case. Otherwise, we have v(fi) = v(ϕ
♭
U(ei)), whence v(ϕ
♭
U(ei)) ≤ v(f0) = v(ϕ♭U(e0)),
and thus v(fi − v(ϕ♭U(ei))) ≤ v(p) ·max(ϕ♭U(e0), v(p)m) = v(p · ϕ♭U(e0)) < v(ϕ♭U(e0)). 
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16.6.38. Let Γ,∆ be two monoids and (A,B) a topological ring with ∆-graded structure.
Then we may form the complete topological ring with∆⊕ Γ-graded structure
(A,B)[Γ]∧
by combining the constructions of example 8.5.7(i) and remark 8.5.2(iv). Explicitly, a direct
inspection shows that (A,B)[Γ]∧ is the pair (A[Γ]∧, Bc[Γ]), where Bc is the ∆-graded ring
such that grδB
c is the topological closure of grδB in the completion A
∧ of A, and A[Γ]∧ is
the completion of A[Γ], for the unique topology on the latter ring such that the inclusion map
A→ A[Γ] is adic. Notice that if A is complete and separated, then Bc = B, hence in this case
(A,B)[Γ]∧ = (A[Γ]∧, B[Γ]).
Lemma 16.6.39. In the situation of (16.6.38), suppose furthermore that A is perfectoid, and Γ,
∆ are both p-perfect, and let
A
jA−−→ A[Γ]∧ iA←−− Γ and E(A) jE−−→ E(A)[Γ]∧ iE←−− Γ
be the natural inclusion maps. Then we have :
(i) A[Γ]∧ is perfectoid.
(ii) There exists a natural isomorphism of topological rings with ∆⊕ Γ-graded structures
ω : E(A,B)[Γ]∧
∼→ E((A,B)[Γ]∧)
fitting into a commutative diagram
E(A)
jE //
E(jA) ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
E(A)[Γ]∧
ω

Γ
E(iA)ww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
iEoo
E(A[Γ]∧).
Proof. (Here Γ is identified with the source E(Γ) of the morphism E(iA), via uΓ.)
(i): Indeed, by remark 16.3.56 we may find an ideal of definition I ⊂ A fulfilling the
conditions of (16.3.53), and we let J := I(p); by proposition 16.3.57(ii), the correspond-
ing map ΦI : gr
•
IA → gr•JA is a ring isomorphism. Set I ′ := IA[Γ]∧ and J ′ := JA[Γ]∧;
by construction, the topology of A[Γ]∧ agrees with the I ′-adic topology, and the natural map
(A/I2)[Γ] → A[Γ]∧/I ′2 is an isomorphism (remark 8.3.3(ii) and lemma 8.3.27(iv)). Since Γ
is p-perfect, it follows easily that the Frobenius endomorphism of A[Γ]∧/I ′2 is surjective, so
A[Γ]∧ is a P-ring. On the other hand, notice the natural identifications :
gr•I′(A[Γ]
∧)
∼→ (gr•IA)[Γ] gr•J ′(A[Γ]∧) ∼→ (gr•JA)[Γ]
which identify the ring homomorphism ΦI′ of proposition 16.3.57(i) with the map induced by
ΦI and the p-Frobenius endomorphism of Γ. Especially,ΦI′ is an isomorphism, so the assertion
follows from theorem 16.3.62.
(ii): According to proposition 16.6.1(i), we may find a ∆-graded ideal IB of B such that
IA := IBA is an ideal of definition of A; then notice that the topological closure I
∧
B of IB
in A lies in IA and I
∧
B ∩ B is the topological closure IcB of IB in B, therefore I∧B = IA and
IcB = B ∩ IA, which says especially that IcB is open in B. Set A0 := A/IA and B0 := B/IcB;
since IcB is a ∆-graded ideal as well (remark 8.5.2(i)), we may form the quotient of (A,B)[Γ]
∧
by the open ideal IcB[Γ] of B[Γ] as in example 8.5.4(), and get a natural isomorphism :
(16.6.40) (A,B)[Γ]∧ ⊗B B0 ∼→ (A0[Γ], B0[Γ]).
However, the projections (A,B) → (A0, B0) and (A,B)[Γ]∧ → (A,B)[Γ]∧ ⊗B B0 induce
morphisms (see (9.4.24))
(16.6.41) E(A,B)→ E(A0, B0) E((A,B)[Γ]∧)→ E((A,B)[Γ]∧ ⊗B B0).
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On the other hand, the projections A→ A0 and A[Γ]∧ → A0[Γ] induce isomorphisms
E(A)
∼→ E0 := E(A0) and E(A[Γ]∧) ∼→ E(A0[Γ])
of topological rings (see (16.1)). Denote
A0
jA0−−−→ A0[Γ]∧
iA0←−−− Γ and E0
jE0−−−→ E0[Γ]∧
iE0←−−− Γ
the natural inclusion maps; taking into account example 8.5.7(iii), it follows that (16.6.41) are
isomorphisms of topological rings with graded structures, and in view of (16.6.40) it suffices to
exhibit an isomorphism ω0 : (E0[Γ],E(B0)[Γ])
∧ ∼→ E(A0[Γ], B0[Γ]) such that
ω0 ◦ jE0 = E(jA0) and ω0 ◦ iE0 = E(iA0)
(where again, Γ is identified with the source E(Γ) of E(iA0) via uΓ). To this aim, set
J := Ker (uA0[Γ] : E0[Γ]→ A0[Γ])
and notice that, since A0 is a discrete topological ring, the topology of E0[Γ] agrees with the J-
adic topology (remark 9.4.9(ii)); moreover, J is finitely generated, sinceA is perfectoid (details
left to the reader). By corollary 9.4.14 and remark 9.4.9(v) we deduce a natural isomorphism of
topological rings
ω0 : E0[Γ]
∧ ∼→ E(A0[Γ]) such that uA0[Γ] ◦ ω0 = uA0[Γ]∧
where uA0 [Γ]
∧ : E0[Γ]
∧ → A0[Γ] is the completion of uA0 [Γ], and a simple inspection shows
that ω0 is a morphism (E0[Γ],E(B0)[Γ])
∧ → E(A0[Γ], B0[Γ]), which then must be an isomor-
phism, again by example 8.5.7(iii). Let us check that ω0 ◦ iE0 = E(iA0). Indeed, we have
uA0[Γ] ◦ ω0 ◦ iE0 = uA0[Γ]∧ ◦ iE0 = iA0 = uA0[Γ] ◦ E(iA0)
whence the sought identity, by adjunction. A similar argument proves the remaining sought
identity. 
We conclude this section with a sample of other graded perfectoid rings that are analogous to
certain constructions found in [103], and might be interesting for other purposes, but shall not
be needed in the rest of this treatise.
Example 16.6.42. (i) Let (∆, 0,+) be a monoid, (A,B) a topological ring with ∆-graded
structure, and consider two morphisms of ∆-graded monoids
Γ2
ϕ←− Γ1 ψ−→ B∗
where B∗ is the ∆-graded monoid defined as in (9.4.21). Hence, B[Γ2] is a ∆ ⊕ Γ2-graded
Z-algebra, and we may form the ∆-graded Z-algebra B[Γ2]/∆ corresponding to the morphism
η : ∆⊕ Γ2 → ∆ (δ, γ) 7→ δ + |γ| for every δ ∈ ∆ and γ ∈ Γ2
where | · | : Γ2 → ∆ is the ∆-grading of Γ2. It follows easily that
I := Ker (B[Γ2]→ Γ2 ⊗Γ1 B)
is a ∆-graded ideal of B[Γ2]/∆, and by combining the constructions of examples 8.5.4(i) and
8.5.7(i,ii) we may define the topological ring with∆-graded structure
Γ2 ⊗Γ1 (A,B) := (A,B)[Γ2]/∆/I.
Explicitly, this is the pair (A′, B′), such that A′ (resp. B′) is the maximal separated quotient of
Γ2⊗Γ1 A (resp. of Γ2⊗Γ1 B), where the latter is endowed with the unique linear topology such
that the natural map
A→ Γ2 ⊗Γ1 A (resp. B → Γ2 ⊗Γ1 B)
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is adic. Then, grδB
′ is the topological closure of the image of grδ(B[Γ2]/∆) in A
′, for each
δ ∈ ∆. By construction, we have a natural morphism of topological rings with ∆-graded
structures (resp. of monoids)
j(A,B) : (A,B)→ Γ2 ⊗Γ1 (A,B) (resp. i(A,B) : Γ2 → Γ2 ⊗Γ1 A ).
(ii) Suppose now that ∆ is p-perfect, and the topology of A is complete, separated and
coarser than the p-adic topology. Then the topological ring with∆-graded structure E(A,B) is
well defined as in (9.4.24). Moreover, from the morphisms ϕ and ψ we derive two morphisms
of monoids
E(Γ2)
ϕE←−− E(Γ1) ψE−−→ E(B∗) where ϕE := E(ϕ) and ψE := E(ψ)
so the considerations of (i) can be repeated on E(A,B), and we get a topological ring with
E(∆)-graded structure
E(Γ2)⊗E(Γ1) E(A,B).
Proposition 16.6.43. In the situation of example 16.6.42, suppose moreover that A is perfec-
toid, and ∆, Γ1, Γ2 are p-perfect. We have :
(i) The completion (Γ2 ⊗Γ1 A)∧ of Γ2 ⊗Γ1 A is perfectoid.
(ii) There exists a natural isomorphism of topological rings with ∆-graded structures :
ω : E((Γ2 ⊗Γ1 (A,B))∧) ∼→ (Γ2 ⊗Γ1 E(A,B))∧
(notation of (9.4.24)) fitting into the commutative diagrams
E(A,B)
E(j(A,B)) //
jE(A,B) **❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯
E((Γ2 ⊗Γ1 (A,B))∧)
ω

Γ2
E(i(A,B)) //
iE(A,B) ))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘ E((Γ2 ⊗Γ1 A)∧)
ω

(Γ2 ⊗Γ1 E(A,B))∧ (Γ2 ⊗Γ1 E(A))∧.
Proof. (Here we identify Γ1 and Γ2 with E(Γ1) and E(Γ2), via the isomorphisms uΓ1 and uΓ2 .)
Let us form as well the topological ring with∆-graded structure
(A′, D) := ((A,B)[Γ2]
∧)/∆.
Explicitly, A′ is the completion of A[Γ2], where the latter is endowed with the unique linear
topology such that the natural map A → A[Γ2] is adic; then grδD is the topological closure in
A′ of grδ(B[Γ2]/∆), for every δ ∈ ∆. Here, as in example 16.6.42(i), the ∆-graded Z-algebra
B[Γ2]/∆ is obtained from the ∆ ⊕ Γ2-graded Z-algebra B[Γ2] via the morphism η. With this
notation, from proposition 8.2.13(i,v) and a simple inspection we get a natural identification
(16.6.44) (Γ2 ⊗Γ1 (A,B))∧ ∼→ (A′, D)/ID.
Set (E, BE) := E(A,B); from lemma 16.6.39 and proposition 9.4.22(iii), we know already
that A′ is perfectoid, and there exists an isomorphism
(16.6.45) (E′, DE) := E(A
′, D)
∼→ ((E, BE)[Γ2]∧)/∆
of topological rings with∆-graded structures. Set
I := Ker (BE[Γ2]→ Γ2 ⊗Γ1 BE).
Claim 16.6.46. (i) ΦE′(IE′) = IE′.
(ii) {IE′} = (IA′)c.
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Proof of the claim. Let ψE := E(i) ◦ ψE : Γ1 → E where i : B∗ → A is the natural map.
Clearly, the ideals IA′ and IE′ are generated respectively by the systems
SA := (ϕ(γ)− ψ(γ) | γ ∈ Γ1) and SE := (ϕE(γ)− ψE(γ) | γ ∈ Γ1).
Since Γ1 is perfect, assertion (i) follows already, and for (ii) we come down to showing that the
topological closure of the ideal generated by the system uA′(SE) equals the topological closure
of the ideal generated by SA. Now, proposition 9.3.63 says that each generator uA′(ϕE(γ) −
ψE(γ)) can be written as a p-adically convergent series
∑
n∈N p
ncγ,n where
(16.6.47) cγ,0 = uA′(ϕE(γ))− uA′(ψE(γ))
and for every n > 0, the term cγ,n is a finite Zp-linear combination of elements of the form
uA′(ϕE(γ)
s · ψE(γ)s
′
)− uA′(ϕE(γ)s′ · ψE(γ)s)
where s, s′ ∈ p−nN and s+ s′ = 1. However, lemma 16.6.39(ii) implies that
uA′(ϕE(γ)) = ϕ(γ) and uA′(ψE(γ)) = ψ(γ) for every γ ∈ Γ1.
Thus {IE′} lies in the topological closure of the ideal generated by the elements
tγ,s := ϕ(γ)
s ·ψ(γ)s′ −ϕ(γ)s′ ·ψ(γ)s for every γ ∈ Γ1 and s, s′ ∈ N[1/p] with s+ s′ = 1.
To ease notation, set λ := ϕ(γ) and µ := ψ(γ); we notice that
(λs − µs) · (µ1−s + λ1−s)− (λ− µ) = tγ,s
and since λs−µs, λ−µ ∈ SA, we conclude that tγ,s ∈ IA′. By the same token, from (16.6.47)
we get c0 = λ− µ, so finally (IA′)c = {IE′}+ p(IA′)c. From this, an easy induction yields
(IA′)c = {IE′}+ pn(IA′)c for every n ∈ N
whence the claim, since {IE′} is a closed ideal. ♦
From claim 16.6.46 and corollary 16.3.38 we deduce that A′/(IA′)c is perfectoid and there
exists an isomorphism of topological rings ω′ : E(A′/(IA′)c)
∼→ E′/(IE′)c such that
ω′ ◦ E(πA′) = πE′
where πA′ : A
′ → A′/(IA′)c and πE′ : E′ → E′/(IE′)c are the projections. This completes
the proof of (i), and we also see that the projection (E′, DE)→ (E′, DE)/IDE factors through
a morphism
(16.6.48) E((A′, D)/ID)→ (E′, DE)/IDE
which must be an isomorphism, by example 8.5.7(iii). On the other hand, from (16.6.45) we
get a natural identification
(16.6.49) (E′, DE)/IDE
∼→ (Γ2 ⊗Γ1 E(A,B))∧.
Lastly, combining (16.6.48), (16.6.49) and (16.6.44) we get the sought isomorphism ω. The
commutativity of the diagrams in (ii) follows by direct inspection, taking into account the cor-
responding properties of the isomorphism (16.6.45) stated in lemma 16.6.39(ii) : details left to
the reader. 
FOUNDATIONS FOR ALMOST RING THEORY 1525
16.6.50. Let Λ be any (small) set and (∆,+, 0,≤) any ordered abelian group; we set
∆+ = {δ ∈ ∆ | δ ≥ 0} P := ∆+(Λ) Q := ∆+(Λ×Λ)
(cp. definition 9.1.1(i)). Denote by I ⊂ P the ideal generated by the canonical system of
generators e• := (eλ | λ ∈ Λ) for P , i.e. eλ := (δλµ | µ ∈ Λ), where δλµ := 1 for λ = µ, and
δλµ := 0 otherwise, for every λ, µ ∈ Λ. Likewise, we let
(fλ, f
′
λ | λ ∈ Λ) (resp. (eλ,λ′ | λ, λ′ ∈ Λ))
be the canonical system of generators of P × P (resp. of Q).
• With this notation, we define ∆-gradings on P , P × P and Q by the rules :
|δeλ|P := δ |δfλ + δ′f ′λ|P×P := δ |δeλ,λ′|Q := δ
for every λ, λ′ ∈ Λ and every δ, δ′ ∈ ∆ (see definition 4.8.8(i)), and we set
I〈δ〉 := {x ∈ P | |x|P ≥ δ} for every δ ∈ ∆.
Notice that, in case ∆ = Z[1/p], the ideals I〈δ〉 of P are the same as the ones introduced in
(9.3.69), so the notation does not conflict with loc.cit. Lastly, we define
Γ+I :=
⋃
δ∈∆+
I〈δ〉 × {δ} ΓI :=
⋃
δ∈∆
I〈δ〉 × {δ}
and notice that Γ+I (resp. ΓI) is a submonoid of P ×∆+ (resp. of P ×∆), so it inherits a natural
∆-grading, given by the projection on the factor ∆. We have morphisms of ∆-graded monoids
(16.6.51) Q
ψ //
ψ′
// P × P ϕ // Γ+I
such that
ϕ(δfλ + δ
′f ′λ) := ((δ + δ
′)eλ, δ) ψ(δeλ,λ′) := δ(fλ + f
′
λ′) ψ
′(δeλ,λ′) := δ(f
′
λ + fλ′)
for every λ, λ′ ∈ Λ and every δ, δ′ ∈ ∆.
Lemma 16.6.52. With the notation of (16.6.50), we have :
(i) (16.6.51) is a presentation for Γ+I , i.e. ϕ identifies Γ
+
I with the coequalizer of ψ and ψ
′.
(ii) Define a ∆-grading of P × ∆+ by the rule : (x, δ) 7→ |x|P − δ for every x ∈ P and
δ ∈ ∆+. Then the mapping
P ×∆+ → ΓI (x, δ) 7→ (x, |x|P − δ)
is an isomorphism of∆-graded monoids.
Proof. (i): Indeed, say that
g :=
∑
λ∈Λ
(rλfλ + r
′
λf
′
λ) and h :=
∑
λ∈Λ
(sλfλ + s
′
λf
′
λ)
are two elements of P × P whose images agree in Γ+I , so that rλ, r′λ, sλ, s′λ ∈ ∆+ and
(16.6.53) rλ + r
′
λ = sλ + s
′
λ for every λ ∈ Λ and
∑
λ∈Λ
rλ =
∑
λ∈Λ
sλ.
Let∼ be the equivalence relation defined by the pair (ψ, ψ′); we have to check that g ∼ h. Now,
consider any λ ∈ Λ, and suppose that rλ ≤ sλ; then we may write g = g′+ rλfλ, h = h′+ rλfλ
for elements g′, h′ ∈ P × P such that ϕ(g′) = ϕ(h′); it then suffices to check that g′ ∼ h′, and
we are reduced to the case where rλ = 0. In case rλ > sλ, we argue symmetrically, to reduce
to the case where sλ = 0. Likewise, we can reduce to the case where either r
′
λ = 0 or s
′
λ = 0.
1526 OFER GABBER AND LORENZO RAMERO
Repeating the argument for every λ ∈ Λ, and taking (16.6.53) into account, we may suppose
from start that
g =
∑
λ∈A
rλfλ +
∑
µ∈B
rµf
′
µ h =
∑
λ∈A
rλf
′
λ +
∑
µ∈B
rµfµ
for some finite subsets A,B ∈ Λ with A ∩ B = ∅, and a system (rλ | λ ∈ A ∪ B) of elements
of ∆+ \ {0} such that
(16.6.54)
∑
µ∈B
rµ =
∑
λ∈A
rλ.
Next, we argue by induction on the cardinality c of A ∪ B. If c = 0, there is nothing to prove.
Suppose then that c > 0 and that the assertion is already known whenever the cardinality of
A∪B is strictly smaller than c. Notice that A 6= ∅, since otherwise (16.6.54) would imply that
B = ∅, contradicting the assumption that c > 0; likewise, we must have B 6= ∅. Thus, pick
any λ ∈ A and µ ∈ B, set A′ := A \ {λ}, B′ := B \ {µ}, and suppose first that rλ ≤ rµ; we set
g′ :=
∑
λ∈A′
rλfλ +
∑
µ∈B′
rµf
′
µ + (rµ − rλ) · f ′µ h′ :=
∑
λ∈A′
rλf
′
λ +
∑
µ∈B′
rµfµ + (rµ − rλ) · fµ
so that g = g′+rλ ·(fλ+f ′µ) and h = h′+rλ ·(f ′λ+fµ). However, rλ ·(fλ+f ′µ) ∼ rλ ·(f ′λ+fµ),
so we are reduced to checking that g′ ∼ h′. The latter is known by our inductive assumption. A
symmetric argument will do, in case rλ > rµ.
(ii) shall be left to the reader. 
16.6.55. In the situation of (16.6.50), take ∆ := Z[1/p] with its standard ordering, so that
∆+ = N[1/p]. In this case, it is easily seen that P , Γ+I and ΓI are p-perfect monoids. In this
paragraph, it will be convenient to switch to a multiplicative notation for the composition laws
of these monoids : in other words, we shall hereafter replace (P,+, 0) by (expP, ·, 1), and
likewise for Γ+I and ΓI (notation of (6.1)). Correspondingly, the product δ · x of an element
δ ∈ ∆+ and an element x ∈ P shall be replaced by the exponential xδ.
Let also A be any perfectoid ring, set E := E(A) and denote by A the topological ring
with ∆-graded structure (A,A,∆), such that gr0A = A and grδA = 0 for every δ 6= 0 in ∆;
define likewise the topological ring with ∆-graded structure E := (E,E,∆). Choose an ideal
of definition J for A, and set J := u −1A/pA(J/pA), which is an ideal of definition for E. Let
β• := (βλ | λ ∈ Λ) be any system of elements of E; then β• determines a unique morphism of
monoids
ϕE : P → E such that eδλ 7→ βδλ for every λ ∈ Λ and δ ∈ ∆
and composing with the map uA : E → A we get also a morphism ϕA : P → A. Moreover,
notice that I〈0〉 = P , so we have as well a morphism i0 : P → Γ+I , and we can define the rings
E+ := Γ
+
I ⊗P E ⊂ E := ΓI ⊗P E and A+ := Γ+I ⊗P A ⊂ A := ΓI ⊗P A
as well as the topological rings with∆-graded structures
(E ∧+ , E
c
+) := (Γ
+
I ⊗P E)∧ ⊂ (E ∧, E c+) := (ΓI ⊗P E)∧
(A ∧+ ,A
c
+) := (Γ
+
I ⊗P A)∧ ⊂ (A ,A c) := (ΓI ⊗P A)∧
(notation of (6.1.34) and example 16.6.42). We endow E and E+ with their J -adic topologies,
and A , A+ with their J-adic topologies; then E ∧+ (resp. E
∧) is the completion of E+ (resp. of
E ) and A ∧+ (resp. A
∧) is the completion of A+ (resp. of A ). Furthermore, the rings A and E
inherit natural ∆-gradings from ΓI , such that
I〈δ〉 ⊗P E = grδE I〈δ〉 ⊗P A = grδA for every δ ∈ ∆
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and by restricting to ∆+, we get corresponding ∆+-gradings on A+ and E+. Then, a direct
inspection shows that grδE
c (resp. grδA
c) is the separated completion of grδE (resp. of grδA ),
for every δ ∈ ∆. Let iΓ : Γ+I → ΓI be the inclusion map; as in example 16.6.42(i), we point out
the commutative diagram of monoids and of topological rings with∆-graded structures :
E
j+
E //
jE ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
(E ∧+ , E
c
+)
(iΓ⊗PE)
∧

Γ+I
i+A //
iΓ

i+
Eoo (A ∧+ ,A
c
+)
(iΓ⊗PA)
∧

A
j+Aoo
jAww♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
(E ∧, E c) ΓI
iA //iEoo (A ∧,A c).
Remark 16.6.56. In the situation of (16.6.55), suppose furthermore that the system β• gener-
ates an open ideal of E. Then, combining corollaries 8.6.40(ii) and 16.3.40(ii) together with
proposition 16.6.5(ii), we deduce that Γ+I ⊗P E and ΓI ⊗P E are already J -adically complete
and separated, and Γ+I ⊗P A and ΓI ⊗P A are J-adically complete and separated.
Corollary 16.6.57. With the notation of (16.6.55), the rings E ∧+ , E
∧, A ∧+ and A
∧ are perfec-
toid, and we have natural isomorphisms of topological rings with∆-graded structures
ω+ : E(A
∧
+ ,A
c
+)
∼→ (E ∧+ , E c+) ω : E(A ∧,A c) ∼→ (E ∧, E c)
fitting into the commutative diagrams
E
E(j+A ) //
j+
E ((PP
PPP
PPP
PPP
PPP
PP E(A
∧
+ ,A
c
+)
ω+

Γ+I
E(i+A)oo
i+
Evv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
E
E(jA) //
jE ((PP
PPP
PPP
PPP
PPP
P E(A ∧,A c)
ω

ΓI
E(iA)oo
iEvv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
(E ∧+ , E
c
+) (E
∧, E c).
Proof. Clearly we have E(A) = E. The corollary then becomes a special case of proposition
16.6.43, after we have shown
Claim 16.6.58. ϕE ◦ uP = E(uA ◦ ϕE).
Proof of the claim. Clearly ϕE ◦ uP = uE ◦E(ϕE), so we are reduced to checking the identity
uE = E(uA), and the latter holds by remark 9.4.5(ii). 
16.6.59. From lemma 16.6.52(i) we deduce a corresponding coequalizer presentation for E+
in the category of ∆-graded Z-algebras :
Z[Q] // // Z[P × P ]⊗Z[P ] E = E[P ] // Z[Γ+I ]⊗Z[P ] E = E+
where E and Z[P ×P ] are regarded as Z[P ]-algebras via ϕE and respectively via the morphism
of monoids P → P × P given by the rule eδλ 7→ f ′δλ for every λ ∈ Λ and every δ ∈ ∆+.
Likewise we may present A+, and there follow natural isomorphisms
E+
∼→ E[P ]/IE A+ ∼→ A[P ]/IA
where IE ⊂ E[P ] is the ideal generated by the system
(βrλ · erµ − βrµ · erλ | λ, µ ∈ Λ; r ∈ N[1/p]).
and IA ⊂ A[P ] is the ideal generated by the system
(uA(β
r
λ) · erµ − uA(βrµ) · erλ | λ, µ ∈ Λ; r ∈ N[1/p]).
Especially, notice that IE (resp. IA) is a graded ideal of the ∆-graded ring E[P ]/∆ (resp.
A[P ]/∆), arising via the grading | · |P : P → ∆, and
grδE+ = (grδE[P ]/∆)/grδIE = E[grδP ]/grδIE for every δ ∈ ∆.
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We can then form the topological rings with∆-graded structure
(E s+, E
s
+) := (E[P ]/∆)/IE (A
s
+,A
s
+) := (A[P ]/∆)/IA
that are the maximal separated quotients E s+ of E+ and A
s
+ of A+, endowed with the ∆-graded
Z-algebra structures
E s+ :=
⊕
δ∈∆+
(I〈δ〉 ⊗P E)s and A s+ :=
⊕
δ∈∆+
(I〈δ〉 ⊗P A)s
where (I〈δ〉 ⊗P E)s denotes the maximal separated quotient of I〈δ〉 ⊗P E, for every δ ∈ ∆, and
likewise for (I〈δ〉 ⊗P A)s. It is now straightforward that the completion maps E s+ → E ∧+ and
A s+ → A ∧+ factor through natural isomorphisms
(E s+, E
s
+)
∧ ∼→ (E ∧+ , E c+) and (A s+,A s+)∧ ∼→ (A ∧+ ,A c+).
16.7. Perfectoid spaces. Some basic verifications concerning perfectoid spaces will employ a
certain amount of formal algebraic geometry, that we collect hereafter.
16.7.1. Quite generally, letR be anyQ+-graded ring. We associate withR a projective scheme
ProjR
as follows. For every γ ∈ Q>0, let R(γ) :=
⊕
k∈NRkγ , which we regard as an N-graded ring,
whose k-graded direct summand is Rkγ , for every k ∈ N. Set Y (γ) := ProjR(γ) for every such
γ. If n > 0 is any integer, the discussion of (10.6.11) yields a natural isomorphism
Y (γ)
Ω
(γ)
n−−−→ Y (nγ)
of R0-schemes, and it is easily seen that
Ω(nγ)p ◦ Ω(γ)n = Ω(γ)pn for every integers n, p > 0.
Thus, the rule γ 7→ Y (γ) yields a well defined filtered system of isomorphisms, and we let
ProjR be any choice of an R0-scheme representing the colimit of this system; e.g. ProjR :=
Y (γ0), for some fixed γ0 ∈ Q>0, together with the cocone (Ω(γ) : Y (γ) → ProjR | γ ∈ Q>0)
resulting from the filtered system of morphisms Ω
(•)
• .
16.7.2. To ease notation, we shall let Y := ProjR. For every γ ∈ Q>0, every n ∈ N, and
every f ∈ Rnγ we have the open subset D+(f) ⊂ Y (γ) defined as in (10.6.1), and we denote
also D+(f) ⊂ Y the image of this open subset under Ω(γ). It is easily seen that the resulting
open subset of Y is independent of the choice of γ. We also set OY (0) := OY and
OY (γ) := Ω
(|γ|)
∗ OY (|γ|)(γ/|γ|) for every γ ∈ Q \ {0}
and we notice that – according to (10.6.16) – the quasi-coherent OY -module OY (γ) restricts to
an invertible OY -module on the open subset
Uγ(R) :=
⋃
f∈R|γ|
D+(f) for every γ ∈ Q \ {0}.
Remark 16.7.3. Let Γ ⊂ Q+ be any submonoid, and suppose thatR = Q+×ΓR′ for a Γ-graded
ring R′. Then it is easily seen that OY (γ) = 0 and Uγ(R) = ∅ for every γ ∈ Q \ Γgp.
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16.7.4. In view of the isomorphisms (10.6.14), we get natural identifications
(16.7.5) OY (nγ)
∼→ Ω(γ)∗ OY (γ)(n) for every n ∈ Z and every γ ∈ Q>0.
For every γ, γ′ ∈ Q there exists as well a natural morphism
(16.7.6) OY (γ)⊗OY OY (γ′)→ OY (γ + γ′)
that generalizes (10.6.21). Namely, pick a common divisor, i.e. a rational number δ ∈ Q>0 and
integers p, q ∈ N such that pδ = γ and qδ = γ′; we have first a natural identification
OY (γ)⊗OY OY (γ′) ∼→ Ω(δ)∗ OY (δ)(p)⊗OY Ω(δ)∗ OY (δ)(q) ∼→ Ω(δ)∗ (OY (δ)(p)⊗O(δ)Y OY (δ)(q))
which we combine with the map
Ω(δ)∗ (OY (δ)(p)⊗O(δ)Y OY (δ)(q))→ Ω
(δ)
∗ OY (δ)(p+ q)
∼→ OY (γ + γ′)
deduced from (10.6.21) and the inverse of the isomorphism (16.7.5), to obtain (16.7.6), and it
is easily seen that the resulting map is independent of the choice of δ : details left to the reader.
Especially, (16.7.6) restricts to an isomorphism on Ugcd(γ,γ′)(R), where gcd(γ, γ
′) is the greatest
common divisor of γ and γ′ (here we let gcd(0, 0) := 0; actually, it is not difficult to show that
(16.7.6) is an isomorphism on the open subset Uγ(R) ∪ Uγ′(R)). Furthermore, let
π(γ) : Y (γ) → SpecR0 and π : Y → SpecR0
be the structure morphisms; the morphism (10.6.22) induces a natural map
π∗R∼γ
∼→ Ω(γ)∗ π(γ)∗R(γ)1 → Ω(γ)∗ OY (γ)(1) = OY (γ) for every γ ∈ Γ \ {0}
which restricts to an epimorphism on Uγ(R).
16.7.7. Let R′ be another Q+-graded ring, and ϕ : R → R′ a morphism of Q+-graded rings;
set Y ′ := ProjR′, Y ′(γ) := ProjR′(γ), and denote by Ω′(γ) : Y (γ) → Y ′ and Ω′(γ)n : Y (γ) →
Y ′(nγ) the induced morphism, for every γ ∈ Q>0 and every integer n > 0. The restriction of ϕ
ϕ(γ) : R(γ) → R′(γ) for every γ ∈ Q>0
is a morphism of N-graded rings, whence a morphism Projϕ(γ) : G(ϕ(γ))→ Y (γ) (notation of
(10.6.5)). Moreover, it is easily seen that
Ω′(γ)n G(ϕ
(γ)) = G(ϕ(nγ)) for every γ ∈ Q>0 and every integer n > 0.
Furthermore, the resulting diagram of schemes
G(ϕ(γ))
Projϕ(γ) //
Ω
′(γ)
n

Y (γ)
Ω
(γ)
n

G(ϕ(nγ))
Projϕ(nγ) // Y (nγ)
commutes for every such γ and n. Thus, we may set
G(ϕ) := Ω(γ)(G(ϕ(γ))) for any γ ∈ Q>0
and the colimit of the system (Projϕ(γ) | γ ∈ Q+) is a well defined morphism
Projϕ : G(ϕ)→ Y.
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Remark 16.7.8. (i) Set R+ :=
⊕
γ∈Q>0
Rγ , and define likewise R
′
+. Let also f
′ ∈ R′+ be
any homogeneous element; we claim that D+(f
′) ⊂ G(ϕ) if and only if f ′ lies in the radical
J of the ideal of R′ generated by ϕ(R+). Indeed, say that f
′ ∈ R′γ for some γ ∈ Q>0; if
D+(f
′) ⊂ G(ϕ), then D+(f ′) ⊂ G(ϕ(γ)) as well, so f ′ lies in the radical of the ideal of
R′(γ) generated by ϕ(γ)(R
(γ)
+ ) (see the discussion of (10.6.5)), and therefore f
′ lies in J as
well. Conversely, if f ′ ∈ J , we may find n, k ∈ N, and elements ν(i) ∈ Q>0, ai ∈ Rν(i),
f ′i ∈ R′γ−ν(i) for i = 1, . . . , k, such that f ′n =
∑k
i=1 fi · ϕ(ai). Then, pick any common divisor
δ of γ, ν(1), . . . , ν(k) in Q>0; it follows that f
′ lies in the radical of the ideal of R′(δ) generated
by ϕ(δ)(R
(δ)
+ ), whence D+(f
′) ⊂ G(ϕ(δ)), and finally D+(f ′) ∈ G(ϕ).
(ii) Especially, if ϕ(R+) generates the ideal R
′
+ of R
′, then G(ϕ) = Y ′.
16.7.9. We shall apply the foregoing constructions to the situation contemplated in (16.4.4) :
we let (A, u0) be a pair consisting of a ring A, and a ring homomorphism
u0 : Rr,0 := Z[T
1/p∞
1 , . . . , T
1/p∞
r ]→ A.
Also, we denote by T•Pr ⊂ Pr := N[1/p]⊕r the ideal generated by N⊕r, we set Γ := N[1/p],
and we consider the Γ-graded angular Rees algebra
R〈A〉 :=
⊕
γ∈Γ
T 〈γ〉• A.
Hence, for every γ ∈ Γ, the direct summand R〈A〉γ is the ideal of A generated by all products
of the form u0(T
a1
1 · · ·T arr ), where (a1, . . . , ar) ∈ Pr is any sequence of exponents such that
a1 + · · ·+ ar = γ. The angular blowing up of the ideal T•A0 is the morphism
Y := Proj (R〈A〉/Q+)→ X := SpecA
(notation of definition 7.6.9(v)). Notice that Uγ(R〈A〉/Q+) = Y for every γ ∈ Γ \ {0}.
Theorem 16.7.10. In the situation of (16.7.9), suppose furthermore that the ring A fulfills the
condition of lemma 16.4.5. Then, for every s ∈ R+ we have :
(i) The natural maps T
⌈s⌉
• A→ T ⌈s⌉• ·H0(Y,OY )→ H0(Y, T ⌈s⌉• OY ) are isomorphisms.
(ii) Hp(Y, T
⌈s⌉
• OY ) = 0 for every p > 0.
(iii) The ring R〈A〉 fulfills the condition of lemma 16.4.5.
(iv) For every t ∈ R+ the natural map
T ⌈s⌉• A⊗A T ⌈t⌉• A→ T ⌈t+s⌉• A
is an isomorphism.
Proof. Notice first that T
⌈s⌉
• ·H0(Y,OY ) and H0(Y, T ⌈s⌉• OY ) are A-submodules ofH0(Y,OY );
hence, the map T
⌈s⌉
• · H0(Y,OY ) → H0(Y, T ⌈s⌉• OY ) is injective, and in order to show (i), it
suffices to prove that the composition T
⌈s⌉
• A→ H0(Y, T ⌈s⌉• OY ) is an isomorphism.
Now, for every k ∈ N we set Γk := {n/pk | n ∈ N} ⊂ Γ, and consider the Γk-graded ring
Sk :=
⊕
γ∈Γk
Ip
kγ
k A and the Q+-graded ring S
′
k := (Sk)/Q+
where Ik ⊂ Rr,0 denotes the ideal generated by (T 1/p
k
1 , . . . , T
1/pk
k ). The natural inclusion map
is a morphism of Q+-graded rings S
′
k → S ′k+1 for every k ∈ N, and the colimit of the resulting
system (S ′k | k ∈ N) is R(A)/Q+ . Set as well
Yk := ProjS
′
k for every k ∈ N.
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There follows a system of affine morphisms of X-schemes (Yk | k ∈ N), and in view of [43,
Ch.IV, Prop.8.2.3] it is easily seen that its limit is Y . For every k ∈ N, let πk : Y → Yk be the
natural projection. Notice that the direct summand S ′k,γ of S
′ is an ideal of A, and⋃
k∈N
S ′k,γ = T
〈γ〉
• A for every γ ∈ Γ.
We deduce natural identifications as in remark 10.6.39(iv) for every γ ∈ Γ and every k ∈ N
OYk(γ)
∼→ S ′k,γOYk colim
i∈N
π−1i OYi(γ)
∼→ OY (γ) ∼→ T 〈γ〉• OY
whence, by proposition 10.1.8(ii), a natural isomorphism of A-modules :
(16.7.11) Hp(Y, T 〈γ〉• OY )
∼→ colim
i∈N
Hp(Yi,OYi(γ)) for every p ∈ N and every γ ∈ Γ.
By the same token, we have as well a natural isomorphism
(16.7.12) Hp(Y, T ⌈s⌉• OY )
∼→ colim
γ>s
Hp(Y, T 〈γ〉• OY ) for every p ∈ N and every s ∈ R+.
Claim 16.7.13. There exists an integer c > 0 such that for every k ∈ N and every γ ∈ Γk, the
inclusion map i : S ′k,γ+c/pkOYk → S ′k,γOYk induces the zero map in cohomology :
0 = Hp(Yk, i) : H
p(Yk,OYk(γ + c/p
k))→ Hp(Yk,OYk(γ)) for every p > 0
and moreover the kernel and cokernel of the natural morphism of inverse systems
(S ′k,n/pk → H0(Yk,OYk(n/pk)) | n ∈ N)
is uniformly essentially zero with step ≤ c.
Proof of the claim. Recall that Yk is the colimit of the filtered system (Y
(γ)
k | γ ∈ Γk) defined
as in (16.7.1). By inspecting the construction, it is easily seen that Zk := Y
(1/pk)
k is the blowing
up morphism of the ideal of OX generated by the sequence f (k) := (u0(T
1/pk
1 ), . . . , u0(T
1/pk
k )).
Say now that γ = a/pk; according to (16.7.5), we have a natural identification
OYk(γ + d/p
k)
∼→ Ω(1/pk)∗ OZk(a + d) for every d ∈ N.
On the other hand, lemma 16.4.5(i) implies that the ring A satisfies condition (a)unf (k) with step
≤ r. Then, by theorem 10.6.50 and remark 10.6.57, there exists a constant c ∈ N independent of
k and a, such that the inclusion map OZk(a)→ OZk(a+c) induces the zero map in cohomology
Hp(Zk,OZk(a+ c))→ Hp(Zk,OZk(a)) for every p > 0
and moreover, the kernel and cokernel of the morphism of inverse systems
(InkA→ H0(Zk,OZk(n)) | n ∈ N)
are uniformly essentially zero with step ≤ c. Both assertions of the claim are an immediate
consequence. ♦
Now, in view of (16.7.12), in order to prove (ii), it suffices to show that for every γ > s there
exists γ′ ∈ Q+ with s < γ′ < γ, and such that the natural map
Hp(Y, T 〈γ〉• OY )→ Hp(Y, T 〈γ
′〉
• OY )
vanishes. To this aim, pick any k ∈ N such that c/pk < γ − s, where c ∈ N is as in claim
16.7.13; by virtue of (16.7.11), we get the sought vanishing with γ′ := γ − c/pk. A similar
argument proves also assertion (i) : details left to the reader.
(iii): It suffices to check that for every γ′ < γ in N[1/p] the inclusion I
〈γ〉
r,0 ⊂ I〈γ
′〉
r,0 induces the
zero morphism
Tor
Rr,0
i (Rr,0/I
〈γ〉
r,0 ,R〈A〉)→ TorRr,0i (Rr,0/I〈γ
′〉
r,0 ,R〈A〉) for every i > 0.
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However, for every k ∈ N set Ar,k := Z[T 1/p
k
1 , . . . , T
1/pk
r ] and let Jr,k ⊂ Ar,k be the ideal
generated by (T
1/pk
1 , . . . , T
1/pk
r ); we regard A as an Ar,k-algebra for every k ∈ N, via restriction
of scalars along the inclusion map Ar,k → Rr,0, and we let Rk(A) be the Rees A-algebra
associated with the Jr,kA-adic filtration of A. Now, say that γ = c/p
n and γ′ = c′/pn for some
c, c′, n ∈ N; in view of claim 7.11.37(i) it suffices to show that for every i > 0 there exists
k0 ∈ N such that the inclusion Jcp
k
r,n+k ⊂ Jc
′pk
r,n+k induces the zero morphism
Tor
Ar,n+k
i (Ar,n+k/J
cpk
r,n+k, Rn+k(A))→ TorAr,n+ki (Ar,n+k/Jc
′pk
r,n+k, Rn+k(A))
for every k ≥ k0. However, for every k ∈ N let f (k)• := (u0(T 1/p
k
1 ), . . . , u0(T
1/pk
r )), and de-
note by g
(k)
• the image of f
(k)
• under the natural ring homomorphism A → Rk(A). By lemma
16.4.5(i) we know that A fulfills condition (a)un
f
(k)
•
with step ≤ r; then corollary 7.9.20(ii) and
remark 7.9.25 imply that Rk(A) fulfills condition (a)
un
g
(k)
•
with a step independent of k; explic-
itly, the latter means that the inverse system (Tor
Ar,k
i (Ar,k/J
t
r,k, Rk(A)) | t ∈ N) is uniformly
essentially zero for every k ∈ N and every i > 0, with a step independent of k. The assertion is
an immediate consequence.
(iv): It suffices to show that the natural map
(16.7.14) T ⌈s⌉• A⊗A T 〈t〉• A→ T ⌈t+s⌉• A
is an isomorphism for every t ∈ R+. However, (iii) easily implies that the natural map
T ⌈s⌉• Rr,0 ⊗Rr,0 T 〈t〉• A→ T ⌈t+s⌉• A
is an isomorphism, and the latter factors through (16.7.14) and a surjection T
⌈s⌉
• Rr,0 ⊗Rr,0
T
〈t〉
• A→ T ⌈s⌉• A⊗A T 〈t〉• A, whence the contention. 
16.7.15. In the situation of (16.7.9), suppose that A fulfills the condition of lemma 16.4.5, and
is endowed with a Q+-grading which makes it an A0-subalgebra of A0[Q+] (where A0 ⊂ A is
the subring of homogeneous elements of degree zero), and moreover suppose that the image of
u0 lies in A0. In this case, the foregoing considerations apply to A0 as well, and we get a well
defined Γ-graded subring R〈A0〉 of R〈A〉, as well the angular blowing up morphism
Y0 := Proj (R〈A0〉/Q+)→ X0 := SpecA0.
Notice also that R〈A〉 carries a natural (Γ×Q+)-graded ring structure : namely,
gr(γ,t)R〈A〉 := T 〈γ〉• At for every (γ, t) ∈ Γ×Q+
which is an ideal in A0, for every such (γ, t), and we set
R〈At〉 :=
⊕
γ∈Γ
T 〈γ〉• At = AtR〈A0〉 for every t ∈ Q+.
Corollary 16.7.16. In the situation of (16.7.15), for every s ∈ R+ and every t ∈ Q+ we have :
(i) The natural maps T
⌈s⌉
• At → T ⌈s⌉• At · H0(Y0,OY0) → H0(Y0, T ⌈s⌉• AtOY0) are isomor-
phisms.
(ii) Hp(Y0, T
⌈s⌉
• AtOY0) = 0 for every p > 0.
Proof. Let i : A0 → A and R〈i〉 : R〈A0〉 → R〈A〉 be the inclusion maps; since i(R〈A0〉+)
generates the ideal R〈A〉+ of R〈A〉, then i induces a morphism of schemes ProjR〈i〉 : Y → Y0
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(remark 16.7.8(ii)) fitting into the commutative diagram
Y
ProjR〈i〉
//
π

Y0
π0

X
Spec i // X0.
To ease notation, we let ϕX := Spec i and ϕY := ProjR〈i〉. Notice that
T ⌈s⌉• R〈A〉(f) = T ⌈s⌉•
(⊕
t∈Q+
R〈At〉
)
(f)
=
⊕
t∈Q+
T ⌈s⌉• AtR〈A0〉(f)
for every homogeneous element f ∈ R〈A0〉, which shows that
ϕY ∗T
⌈s⌉
• OY =
⊕
t∈Q+
T ⌈s⌉• AtOY0 .
Since ϕY is an affine morphism, we deduce
Hp(Y, T ⌈s⌉• OY ) = H
p(Y0, ϕY ∗T
⌈s⌉
• OY ) =
⊕
t∈Q+
Hp(Y0, T
⌈s⌉
• AtOY0)
and combining with theorem 16.7.10 we get the corollary. 
Example 16.7.17. (i) According to proposition 16.4.10, theorem 16.7.10 applies especially to
the case where A is perfectoid. In this case there exist unique β1, . . . , βr ∈ E := E(A) such
that u0(T
1/pk
i ) = uA(β
1/pk
i ) for every i = 1, . . . , r and every k ∈ N, so we may regard as well
E as an Rr,0-algebra via the unique ring homomorphism
Rr,0 → E : Ti 7→ βi for every i = 1, . . . , r.
(ii) More generally, proposition 16.6.5 shows that theorem 16.7.10 applies to the case where
A is the graded subring of a perfectoid ring (A∧, A) with ∆-graded structure, where ∆ is an
integral p-perfect monoid, provided the elements β1, . . . , βr as in (i) are homogeneous elements
of the∆-graded subring of E(A).
(iii) A ring A as in (ii) is given by example 16.6.12 : we take a perfectoid ring A0, a second
finite family β ′• := (β
′
1, . . . , β
′
r′) of elements of E0 := E(A0), we set I := β
′
•E0, and let At
be the topological closure in A0 of I
〈t〉A0 for every t ∈ ∆ := N[1/p]. Then, clearly corollary
16.7.16 shall apply to the Q+-graded ring A/Q+ .
(iv) Let A0, E0, β
′
• and A be as in (iii), and suppose that also the sequence β• lies in E(A0).
Suppose moreover that I is an ideal of adic definition for E0. In this case, the ideal I
〈t〉A0 is
also open in A0 (corollary 16.3.40(ii)), and therefore it coincides with At for every t ∈ N[1/p].
Especially, gr(γ,t)R〈A〉 = T 〈γ〉• I〈t〉A0 for every (γ, t) ∈ Γ× N[1/p].
(v) In the situation of (iv), suppose furthermore that the ideal T•E0 ⊂ E0 generated by β•
is open. Notice that T
⌈0⌉
• E0 is the radical of T•E0 (details left to the reader). It follows that for
every s ∈ N[1/p]\{0} there exists s′ > 0 such that I〈s〉E0 ⊂ T 〈s
′〉
• E0, whence I
〈s〉A0 ⊂ T 〈s
′〉
• A0
(corollary 16.3.49(ii)). Therefore :
I〈t+s〉A0 ⊂ I〈t〉T ⌈0⌉• A0 ⊂ I〈t〉A0 for every t, s ∈ N[1/p] with s > 0.
Corollary 16.7.18. In the situation of (16.7.9), suppose that A is perfectoid, and let I be
any finitely generated ideal of adic definition of E := E(A). With the notation of example
16.7.17(v), for every t ∈ R+ we have :
(i) The natural maps I⌈t⌉A→ I⌈t⌉ ·H0(Y,OY )→ H0(Y, I⌈t⌉OY ) are isomorphisms.
(ii) Hp(Y, I⌈t⌉OY ) = 0 for every p > 0.
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Proof. With the notation of example 16.7.17(v), notice that
Hp(Y, I⌈t⌉T ⌈0⌉• OY ) = colim
s>t
Hp(Y, I〈s〉T ⌈0⌉• OY ).
On the other hand, example 16.7.17(v) implies that I⌈t⌉A = I⌈t⌉T
⌈0⌉
• A for every t ∈ R+. To
conclude, it suffices to invoke corollary 16.7.16 as in example 16.7.17(iii,iv) : i.e. with A0 and
Y0 replaced by the current A and respectively Y , and with A replaced by the Q+-graded ring
A′/Q+ , where A
′
s := I
〈s〉A for every s ∈ N[1/p]. 
Definition 16.7.19. We say that a topological ring (A,T ) is a formal P-ring (resp. a formal
perfectoid ring) if it is adic with a finitely generated ideal of adic definition, and the separated
completion of (A,T ) is a P-ring (resp. a perfectoid ring).
Remark 16.7.20. Let (A,T ) be any topological ring.
(i) Suppose that (A,T ) is a P-ring. Then, any ideal of definition of the P-ring A is also an
ideal of adic definition of the adic ring A. Remark 16.2.4 implies that the converse holds if and
only if A is an Fp-algebra. Indeed, if I is any ideal of adic definition of A, then any power I
n
is also an ideal of adic definition, but if p does not vanish in A, then one such power will not
contain p, whence the contention.
(ii) Let ϕ : (A,T ) → (A′,T ′) be an adic morphism of topological rings, and suppose that
ϕ is a weakly e´tale ring homomorphism. Then [52, Lemma 3.1.2(i)] implies that ϕ is adically
weakly e´tale (see definition 8.3.18(iii)).
Theorem 16.7.21. Let f : A→ B be a c-adically weakly e´tale morphism of topological rings.
(i) If A and B are f-adic and A is a formal P-ring (resp. a formal perfectoid ring), the
same holds for B.
(ii) If f is c-adically faithfully flat, the following holds :
(a) If B is f-adic and A and B are complete and separated, A is f-adic and f is adic.
(b) If B is a formal P-ring (resp. a formal perfectoid ring), the same holds for A.
Proof. (i): In light of lemma 8.3.27(iii,iv), we may assume that A and B are complete and
separated, in which case A is a P-ring (resp. a perfectoid ring), f is adically weakly e´tale
(lemma 8.3.19(i.c)), and we have to show that B is a P-ring (resp. is perfectoid).
Suppose first that A is a P-ring, and let I be any ideal of definition of A. It suffices to check
that IB is an ideal of definition forB. However, the natural mapB/I2B → B∧/I2B∧ is an iso-
morphism, by remark 8.3.3(ii), so we come down to checking that the Frobenius endomorphism
of B/I2B is surjective. However, the induced ring homomorphism A/I2 → B/I2B is weakly
e´tale by assumption; since the Frobenius endomorphism of A/I2 is surjective by assumption,
the assertion then follows easily from [52, Th.3.5.13(ii)].
Next, suppose that A is perfectoid. Due to remark 16.3.56, we may assume that p ∈ I t,
where t ∈ N is defined as in (16.3.53), in terms of the length of a system of generators for I .
Set J := I(p); taking into account (i) and theorem 16.3.62, we are then reduced to checking that
the morphism of graded rings
ΦIB : gr
•
IBB → gr•JBB
is an isomorphism. However, since f ⊗A A/In is flat for every n ∈ N, we get induced graded
ring isomorphisms
ϕI : B ⊗A gr•IA ∼→ gr•IBB ϕJ : B ⊗A gr•JA ∼→ gr•JBB
and ϕI identifies the map
gr•If : gr
•
IA→ gr•IBB
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with the base change f ⊗A gr•IA. Especially, since f ⊗A A/I is weakly e´tale, the same holds
for gr•If ([52, Lemma 3.1.2(i)]). Moreover, denote by (gr
•
IA)(Φ) the gr
•
IA-algebra whose under-
lying ring is gr•IA and whose structure map is the Frobenius endomorphism Φgr•IA, and define
likewise (gr•IBB)(Φ); by [52, Th.3.5.13(ii)], the maps ϕJ and gr
•
Jf induce an isomorphism
ψJ : B ⊗A (gr•JA)(Φ) ∼→ gr•JBB ⊗gr•JA (gr•JA)(Φ)
∼→ (gr•JBB)(Φ) b⊗ a 7→ bp · grIf(a).
Summing up, we get a commutative diagram of ring homomorphisms
(16.7.22)
B ⊗A gr•IA
B⊗AΦI //
ϕI

B ⊗A (gr•JA)(Φ)
ψJ

gr•IBB
ΦIB // (gr•JBB)(Φ)
whose vertical arrows are isomorphisms. Lastly, since A is a formal perfectoid ring, ΦI is an
isomorphism as well (theorem 16.3.62), whence the assertion.
(ii.a): Let J be any finitely generated ideal of adic definition of B, and (Iλ | λ ∈ Λ) a
cofiltered system of ideals that defines the linear topology of A. By assumption, (IλB)
c is open
in B, hence IλB = (IλB)
c for every λ ∈ Λ (lemma 8.3.16(ii.b)); then the induced map
fλ : Aλ := A/Iλ → Bλ := B/IλB
is weakly e´tale and faithfully flat for every λ ∈ Λ. Also by assumption, we may find µ ∈ Λ
such that IµB ⊂ J2. Hence, JBµ is contained in the nilradical nil(Bµ) of Bµ, and it follows
easily from claim 14.3.27(i) that
nil(Bµ) = nil(Aµ) · Bµ.
Therefore, we may find a finitely generated ideal K ′ ⊂ nil(Aµ) such that JBµ ⊂ K ′Bµ. Pick
a finitely generated ideal K ⊂ A such that KAµ = K ′. It follows easily that J ⊂ KB + J2.
However, B is complete and J is topologically nilpotent in B, so J lies in the Jacobson radical
of B, and consequently J ⊂ KB, by Nakayama’s lemma. On the other hand, by construction,
we may find n ∈ N such that K ′n = 0, whence Kn ⊂ Iµ, and therefore KnB ⊂ J2. Summing
up, we conclude that KB is an ideal of adic definition of B. For every n ∈ N, pick ν(n) ∈ Λ
such that Iν(n)B ⊂ Jn; then Iν(n)Bλ ⊂ KnBλ for every λ ∈ Λ, so that Iν(n)Aλ ⊂ KnAλ, as
fλ is faithfully flat. We deduce that the topological closure (K
n)c of Kn contains Iν(n), and
especially, it is an open ideal of A, for every n ∈ N. On the other hand, for every λ ∈ Λ we may
find k(λ) ∈ N such that J2k(λ) ⊂ IλB, so that Kn·k(λ)Bν ⊂ IλBν for every ν ≥ λ. It follows
thatKn·k(λ)Aν ⊂ IλAν , again since fν is faithfully flat; then, since Iλ is closed in A, we deduce
thatKn·k(λ) ⊂ Iλ, for every λ ∈ Λ. Summing up, we see that the topology of A is c-adic, hence
f-adic, by lemma 8.3.16(ii.a). Then f is adic, by lemma 8.3.19(i.c).
(ii.b): In light of lemma 8.3.27(iii), we may replace f by f∧, and assume from start that
A and B are complete and B is a P-ring (resp. is perfectoid), and we need to show that the
same holds for A. However, (ii.a) already says that A is f-adic, and f is adic. Suppose first
that B is a P-ring, and pick any finitely generated ideal of adic definition for A; without loss of
generality we may assume that J is an ideal of definition for the P-ring B, and that IB ⊂ J .
Set An := A/I
n+1 and Bn := B/I
n+1B for every n ∈ N, and notice that JB0 is nilpotent ideal
of B0; arguing as in the proof of (ii.a), we deduce that there exists a finitely generated ideal
(16.7.23) K0 ⊂ nil(A0)
such that JB0 ⊂ K0B0. Then, the preimageK ofK0 in A is a finitely generated ideal such that
JB ⊂ KB; hence p2 ∈ K2Bn for every n ∈ N. Since the induced map An → Bn is faithfully
flat, it follows that p ∈ K2An for every n ∈ N, so p lies in the topological closure of K2 in A;
but (K2)c = K2, since K is open in A by construction. Lastly, (16.7.23) implies that Kn ⊂ I
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for some sufficiently large n ∈ N; thus, K is also an ideal of adic definition of A, and we are
reduced to checking that the Frobenius endomorphism ΦA/J2 of A/J
2 is surjective. However,
by lemma 16.2.3(iv) the Frobenius endomorphism ΦB/J2B is surjective; by [52, Th.3.5.13(ii)],
it follows that ΦA/J2 ⊗A/J2 B/J2B is also surjective. But the induced map A/J2 → B/J2B is
faithfully flat, whence the contention.
Lastly, suppose that B is perfectoid; by the foregoing, we know already that A is a P-ring,
and by remark 16.3.56 we may find an ideal of definition I of A such that p ∈ I t, where t ∈ N
is defined as in (16.3.53). We set J := I(p); arguing as in the proof of (i), we get a commutative
diagram (16.7.22), whose vertical arrows are isomorphisms. Now, notice that, since f is adic,
IB is an ideal of definition ofB, so the bottom horizontal arrow of (16.7.22) is an isomorphism;
hence the same holds forB⊗AΦI = (B/IB)⊗A/IΦI . But by assumption, f induces a faithfully
flat map A/I → B/IB, so ΦI is an isomorphism, and therefore A is perfectoid, by theorem
16.3.62. 
16.7.24. Let U := (U,TA, A
+
U) be any perfectoid quasi-affinoid scheme, and set UE := E(U)
(notation of (16.5.20)), so that UE = (E(U),TE,E
+
U), where E
+
U := E(A
+
U). Let as well
AU := OU(U) EU := OE(U)(E(U))
and pick a perfectoid subring of definition A of AU such that A
+
U is the integral closure of
A ∩ A+U in AU and such that the induced map U → SpecA is an open immersion (by theorem
16.5.13(i) and lemma 15.6.10(i), the ring A◦U is one such subring of definition), and recall that
E := E(A) is a ring of definition of EU . We denote as usual by ϕ
♭
U : EU → AU the continuous
map of monoids provided by proposition 16.4.29(i), and recall that ϕ♭U restricts to a continuous
map uA : E → A. Now, let e0, . . . , en be a finite system of elements of EU that generates an
open ideal; according to claim 16.6.35, the system (ai := ϕ
♭
U(ei) | i = 0, . . . , n) generates an
open ideal of AU , so we may consider the rational subset
R := RAU
(a1
a0
, . . . ,
an
a0
)
∩ SpaU
and the corresponding topological rings O∧SpaU(R) and O
∧+
SpaU(R), defined as in (15.5.11). Re-
call the construction of O∧SpaU(R) : first, there is a natural f-adic topology on the localization
AR := AU [1/a0] such that the localization map AU → AR is f-adic, and the subring
BR := A[ai/a0 | i = 1, . . . , n] ⊂ AR
is a ring of definition of AR; hence AR induces on BR the unique linear topology such that the
natural map A → BR is adic. We let A+R be the integral closure of A+U [ai/a0 | i = 1, . . . , n] in
AR, set UR := U ∩ SpecAR, and define
AR := (AR, A
+
R, UR) and U
∧
R := (SpecAR)
∧.
Then (up to natural isomorphism) we have
Γ(U∧R) = (O
∧
SpaU(R),O
∧+
SpaU(R), U
∧
R) where U
∧
R := UR ×SpecAR SpecO∧SpaU(R).
Notice that AR contains also the subrings
CR :=A
[
ϕ♭U(e
1/pk
i )/ϕ
♭
U(e
1/pk
0 ) | (i, k) ∈ {1, . . . , n} × N
]
DR :=A
+
U
[
ϕ♭U(e
1/pk
i )/ϕ
♭
U(e
1/pk
0 ) | (i, k) ∈ {1, . . . , n} × N
]
and endow CR and DR with the topologies induced by the inclusion into AR. Let also C
+
R :=
CR ∩ A+R. The first observation is the following :
Proposition 16.7.25. With the notation of (16.7.24), the following holds :
(i) The natural morphism A∧R → Γ(U∧R) is an isomorphism.
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(ii) The datum CR := (CR, C
+
R , UR) is a quasi-affinoid ring, and the natural morphism
SpecAR → SpecCR is an isomorphism.
(iii) C∧R is a perfectoid quasi-affinoid ring, and U
∧
R is a perfectoid quasi-affinoid scheme.
(iv) Suppose moreover that βU(UR) ⊂ ΩU (notation of definition 15.6.1). Then the datum
DR := (DR, DR, UR) is a quasi-affinoid ring, andD
∧
R is perfectoid.
Proof. (ii): We consider the natural morphisms of schemes
UR
f−→ SpecAR g−→ SpecCR h−→ SpecA
whose composition is also the composition of the open immersion UR → U with the natural
morphism i : U → SpecA. By assumption, i is an open immersion, and its image contains the
analytic locus of SpecA (lemma 8.3.24(iii)). It follows that h ◦ g ◦ f is an open immersion;
moreover, by construction, both f and g have schematically dense images. From claim 15.6.5,
we deduce that g ◦ f is an open immersion, and f(UR) = (h ◦ g)−1i(UR) = (h ◦ g)−1i(U).
Now, U contains the analytic locus of SpecA, and the natural map A → AR is f-adic; taking
into account lemma 8.3.24(iv), it follows that f(UR) contains the analytic locus of SpecAR.
Lastly, g identifies the analytic locus of SpecAR with that of SpecCR (lemma 8.3.24(iii)), so
g ◦ f(UR) contains the analytic locus of SpecCR. Summing up, this shows that CR is a quasi-
affinoid ring. Then, a simple inspection shows that the inclusion map CR → AR induces an
isomorphism SpecAR → SpecCR.
(i): To begin with, we remark :
Claim 16.7.26. CR and DR are subrings of definition of AR.
Proof of the claim. Clearly CR andDR are open in AR, andDR ⊂ CR; by virtue of proposition
8.3.13(ii), we have then only to check that CR is bounded in AR. To this aim, since BR is
open and bounded in AR, it suffices to show that there exists an open ideal J of BR such that
J ·CR ⊂ BR. However, pick any finite system f1, . . . , fr of generators for an ideal of definition
of E; since the system e0, . . . , en generates an open ideal of EU , we may find an integer k ∈ N
large enough so that the f ri ej ∈ E for every i = 1, . . . , r and every j = 0, . . . , n, and then it
is clear that the system (f ri ej | i ≤ r, j ≤ n) generates an open ideal of E. By claim 16.6.35,
it follows that the system (ϕ♭U(f
r
i ej) | i ≤ r, j ≤ n) generates an open ideal J0 of A, and
therefore J := J0BR is open in BR. To conclude, it suffices to show that ϕ
♭
U(f
r
i eje
ν
se
−ν
0 ) ∈ BR
for every i = 1, . . . , r every j, s = 0, . . . , n, and every ν ∈ N[1/p]. Moreover, we may easily
reduce to the case where 0 < ν < 1. Then we see that
f ri eje
ν
se
−ν
0 =
ej
e0
· (f rνi eνs ) · (f r(1−ν)i e1−ν0 )
where both f rνi e
ν
s and f
r(1−ν)
i e
1−ν
0 lie in E, since the latter is a perfect Fp-algebra. The assertion
follows. ♦
Pick a finite system β• := (β1, . . . , βs) of elements of E that generates an ideal of adic
definition, and set fi := uA(βi) for i = 1, . . . , s, so that the system f• := (f1, . . . , fs) generates
an ideal of adic definition of A. By claim 16.7.26, it then follows that the system f• also
generates an ideal of adic definition J for CR. Denote by C
∧
R the separated completion of CR;
we notice :
Claim 16.7.27. The ring CR fulfills condition (a)
un
f of (7.8.20), and C
∧
R is perfectoid.
Proof of the claim. Set ∆ := N[1/p]; recall that example 16.6.12 attaches to the sequence
e• := (e0, . . . , en) of elements of EU , two perfectoid rings with∆-graded structure
(E (e•)
∧, E (e•)) and (A (e•)
∧,A (e•)).
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Moreover, gr0E (e•) = E, gr0A (e•) = A, and we have a natural isomorphism
E(A (e•)
∧,A (e•))
∼→ (E (e•)∧, E (e•)).
Furthermore, since e• generates an open ideal of EU , the E-module grδE (e•) (resp. the A-
module grδA (e•)) is the submodule of EU (resp. of AU ) generated by the elements of the
form eν00 · · · eνnn (resp. ϕ♭U(eν00 · · · eνnn )), where (ν0, . . . , νn) ranges over all elements of ∆⊕n+1
such that ν0 + · · · + νn = δ (see remark 16.3.28(viii)). Especially, we may regard β• as a
sequence of elements of gr0E (e•), whose image under the map uA (e•) : E (e•) → A (e•) is
(naturally identified with) the sequence f•. Next, let us endow A ′ := A (e•)[a
−1
0 ] with its
JA ′-adic topology; since we are inverting an element a0 ∈ gr1A (e•), the A-algebra A ′ is also
∆-graded, and a simple inspection yields a natural isomorphism of CR
∼→ gr0A ′ of topological
rings, which identifies the sequences f• in these two rings. Lastly, by virtue of proposition
16.6.5(ii), we deduce that A (e•) satisfies condition (a)unf of (7.8.20), and then the same holds
for gr0A
′, whence the first assertion.
In order to show that C∧R is perfectoid, notice that J
nA ′ =
⊕
δ∈∆ J
ngrδA
′ for every n ∈ N.
It follows easily that the maximal separated quotient A ′′ of A ′ is also a ∆-graded ring (so that
the projection A ′ → A ′′ is a homomorphism of ∆-graded rings), and gr0A ′′ is the maximal
separated quotient of gr0A
′ : details left to the reader. Hence (A ′′,A ′′) is a topological ring
with∆-pre-graded structure, and therefore (C ∧,C ) := (A ′′,A ′′)∧ is a topological ring with∆-
graded structure (proposition 8.5.3(iii)), and the induced map C∧R → gr0C is an isomorphism of
topological rings. On the other hand, since A (e•)∧ is perfectoid, and since the localization map
A (e•) → A ′ is an adic ring homomorphism, theorem 16.7.21(i) implies that C ∧ is perfectoid
as well. To conclude, it suffices now to invoke proposition 16.6.1(ii). ♦
As the morphism i : U → SpecA is an open immersion whose image contains the analytic
locus of SpecA, we may find an open ideal I ⊂ A such that SpecA \ U = SpecA/I , and we
pick a finite system g• := (g1, . . . , gr) of generators of I . On the other hand, i factors through
the natural open immersion j : U → SpecAU and the morphism ϕ : SpecAU → SpecA
induced by the inclusion map A → AU ; by claim 15.6.5(ii), it follows that ϕ−1i(U) = j(U),
whence SpecAU/IAU = SpecAU \ j(U), and therefore
Z := SpecAR/IAR = SpecAR \ UR.
In view of claim 16.7.26, remark 15.4.13(ii) and proposition 8.3.28(iii), we are then reduced to
showing that
depthZAR ⊗CR C∧R > 1.
However, set Q• := Cone(CR[0] → C∧R[0]); clearly we have depthIAUAU > 1, whence
depthZAR > 1, and thus it suffices to check that
RΓZ(AR ⊗CR Q•) = 0.
In light of proposition 10.4.32(i), we are then reduced to showing that the Koszul complex
K•(g•, AR ⊗CR Q•) is acyclic. We remark :
Claim 16.7.28. The natural map AR
L⊗CRQ• → AR⊗CRQ• is an isomorphism in D(CR-Mod).
Proof of the claim. We have a natural morphism of distinguished triangles
AR[0] // AR[0]
L⊗CR C∧R[0] //

AR
L⊗CR Q• //

AR[1]
AR[0] // AR ⊗CR C∧R[0] // AR[0]⊗CR Q• // AR[1]
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in light of which, we are reduced to checking that Ti := Tor
CR
i (AR, C
∧
R) = 0 for every i > 0.
However, clearly the natural map Ti → TorCRi (AR/CR, C∧R) is an isomorphism for i > 1, and
is injective for i = 1, and moreover AR/CR =
⋃
n∈NAnnAR/CR(J
n). Hence, the assertion
follows from claims 8.6.36 and 16.7.27. ♦
Taking into account lemma 7.8.2(v) and claim 16.7.28, we are further reduced to showing
thatK•(g•)
L⊗CR AR
L⊗CR Q• is acyclic, and to this aim it suffices to check that the same holds
for the complexK•(g•)⊗CR Q•. The latter follows easily from lemma 7.8.2(ii), claim 16.7.27
and corollary 8.6.34(i).
(iii): From claim 16.7.27 we know already that C∧R is perfectoid, and from (i) and (ii) we get
isomorphisms of quasi-affinoid schemes
U∧R
∼→ Spec (A∧R) ∼→ Spec (C∧R)
whence the contention.
(iv): We consider the natural morphisms of schemes :
UR
f−→ SpecAR g−→ SpecDR → SpecA+U
whose composition is the same as the restriction of βU to UR, hence it is an open immersion.
Notice also that βU is in turn the composition of the open immersion i : U → SpecA and
the natural morphism SpecA → SpecA+U ; the latter identifies the analytic locus of SpecA
with that of SpecA+U (lemma 8.3.24(iii)), hence the image of βU contains the analytic locus of
SpecA+U . We may then argue as in the proof of (ii) to conclude that g ◦ f is an open immersion
and g ◦f(UR) contains the analytic locus of SpecDR. Together with claim 16.7.26, this already
shows that DR is a quasi-affinoid ring. Moreover, we also know that A
+
U is a perfectoid ring
(theorem 16.5.13(iii)), and our assumptions imply that A′ := (A+U , A
+
U , U) is another perfectoid
quasi-affinoid ring with SpecA′ = U . We may then argue as in the proof of claim 16.7.27 to
see that the separated completionD∧R of DR is perfectoid, and the proof is complete. 
Remark 16.7.29. (i) LetX be any perfectoid quasi-affinoid scheme; taking into account propo-
sition 16.6.34(iii) we deduce that the continuous map Spa(uX) of (16.5.60) induces a natural
isomorphism of sites (notation of (15.5.33)) :
E : R(X)
∼→ R(E(X)) R 7→ Spa(uX)(R).
(ii) Moreover, proposition 16.7.25(iii) says that for every R ∈ Ob(R(X)) the sub-presheaf h′′R
of h′′X is represented by a perfectoid quasi-affinoid scheme Y (notation of remark 15.5.9(i)), and
taking into account (16.5.61) together with the equivalence of categories
X-q.Afd.Schperf
∼→ E(X)-q.Afd.Schperf
described in (16.5.20), we deduce easily that E(Y ) represents the sub-presheaf h′′E(R) of h
′′
E(X)
(details left to the reader).
Theorem 16.7.30. For every perfectoid quasi-affinoid scheme X, the following holds :
(i) The presheaves O∧SpaX , O
∧◦
SpaX and O
∧+
SpaX are sheaves of topological rings on the site
R(X) (notation of (15.5.33)).
(ii) For every rational subset R of SpaX and every finite covering U of R consisting of
rational subsets, the augmented alternating Cˇech complex C•alt(U,O
∧
SpaX) has strict
differentials, and its cohomology has the discrete topology.
Proof. (i): By virtue of corollary 15.4.27(i) and proposition 16.5.4(i), if O∧SpaX is a sheaf, the
same holds for O∧+SpaX and O
∧◦
SpaX , so it suffices to check the assertion for O
∧
SpaX . Now, say
that X = (X,TX , A
+
X). Notice first that, for every rational subset R of SpaX , and every
morphism ϕY /X : Y → X representing the sub-presheaf hR of hX , the quasi-affinoid scheme
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Y ∧ is also perfectoid (proposition 16.7.25(iii)). Moreover, lemmata 15.4.17(iv) and 15.5.10 and
proposition 16.7.25(i) imply that ϕY /X induces equivalences of categories
(16.7.31) R(Y ∧)
∼→ R(Y ) ∼→ R(X)/R.
Hence, let AX := OX(X) and A := A◦X , so that Γ
◦(X) = (A,A+X , X) (notation of (16.5.19));
according to lemma 15.5.21, every open covering of SpaX can be refined by the standard
covering R• := (R0, . . . , Rn) attached to a given sequence a• := (a0, . . . , an) of elements of
A that generates an (open) ideal J ⊂ A such that SpecA/J ⊂ SpecA \ X; for every subset
Λ ⊂ {0, . . . , n} we define the rational subset RΛ ⊂ R and the quasi-affinoid ring AX,Λ :=
(AX,Λ, A
+
X,Λ, XΛ) as in remark 15.5.25(i), so that RΛ = SpaAX,Λ for every such Λ. As in the
proof of theorem 15.5.26, we are then reduced to checking that the natural map
(16.7.32) O∧SpaX(SpaX)→ Equal
( n∏
i=0
O∧SpaX(Ri) //
//
n∏
i,j=0
O∧SpaX(R{i,j})
)
is an isomorphism of topological rings. To this aim, set E := E(A); by proposition 16.6.34,
we may assume that there exists a sequence e• := (e0, . . . , en) of elements of E such that
ai = uA(ei) for i = 0, . . . , n. Then, for every subset Λ ⊂ {0, . . . , n}, we consider the subring
CR,Λ := A
[
uA(e
1/pk
j )/uA(e
1/pk
i ) | (j, i, k) ∈ {0, . . . , n} × Λ× N
]
⊂ AX,Λ.
Claim 16.7.33. For every Λ ⊂ {0, . . . , n} the following holds :
(i) CR,Λ is a ring of definition of AX,Λ.
(ii) The natural map ω∧Λ : A
∧
X,Λ → O∧SpaX(RΛ) of remark 15.5.25(ii) is an isomorphism of
topological A-algebras.
Proof of the claim. Both assertions are clear when Λ = {i}, for any i = 0, . . . , n, due to
proposition 16.7.25(i) and claim 16.7.26. We reduce to this case as follows. Let r be the
cardinality of Λ, and set
Σ := {ei1 · · · eir | 0 ≤ i1 ≤ i2 ≤ · · · ≤ ir ≤ n}.
It is easily seen that the family (uA(e) | e ∈ Σ) generates an open ideal of A whose radical
equals the radical of J . Set also eΛ :=
∏
i∈Λ ei ∈ Σ, and notice that
RΛ = RA
( uA(e)
uA(eΛ)
| e ∈ Σ
)
CR,Λ = A
[
uA(e
1/pk)/uA(e
1/pk
Λ ) | e ∈ Σ, k ∈ N
]
.
After replacing e0 by eΛ, and the system (e0, . . . , en) by Σ, we are therefore reduced to the case
where R = R0, to which proposition 16.7.25(i) and claim 16.7.26 apply. ♦
In view of claim 16.7.33, we may now proceed as in remark 15.5.25(iv) : we set
B := A[T
1/p∞
0 , . . . , T
1/p∞
n ]
and consider the homomorphism of N[1/p]-graded A-algebras
u : B → AX [Y 1/p∞ ] T 1/p
k
i 7→ uA(e1/p
k
i ) · Y 1/p
k
for i = 0, . . . , n and every k ∈ N.
Set also S := SpecA◦X ; according to (16.7.7), the map u induces a well defined morphism of
S-schemes
Proj (u) : X → ProjB.
Recall also that the inclusion map A[T0, . . . , Tn] → B induces an affine morphism of schemes
ψ : ProjB → PnS . Let PnS = Ω0 ∪ · · · ∪ Ωn be the standard affine covering by complements
of hyperplanes, as in remark 15.5.25(iv), set Ω′i := ψ
−1Ωi and Ui := (Proj u)
−1Ω′i for i =
0, . . . , n; there follows an affine open covering of ProjB and an open covering of X :
ProjB = Ω′0 ∪ · · · ∪ Ω′n X = U0 ∪ · · · ∪ Un.
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Set also UΛ :=
⋂
i∈Λ Ui for every non-empty Λ ⊂ {0, . . . , n}; by remark 15.5.25(i) we have
(16.7.34) OX(UΛ) = AX,Λ for every non-empty Λ ⊂ {0, . . . , n}.
Let V be the schematic image of Proj u (see remark 15.5.25(v)); a simple inspection shows that
V = ProjA (e•)
where A (e•) is the N[1/p]-graded algebra associated with the sequence e• via example 16.6.12
(cp. the proof of claim 16.7.27). Especially, we see that
VΛ := V ∩
⋂
i∈Λ
Ω′i = SpecCR,Λ for every non-empty subset Λ ⊂ {0, . . . , n}.
Fix a finitely generated ideal I of adic definition for E, and for every t ∈ R+, denote by C•t the
augmented alternating Cˇech complex of I⌈t⌉OV , relative to the open covering (Vi | i = 0, . . . , n).
Notice that if Λ 6= ∅, the scheme VΛ is affine, hence we have I⌈t⌉CR,Λ = H0(VΛ, I⌈t⌉OV ).
Moreover, by corollary 16.7.18 (and theorem 10.2.28(ii)), the complex C•t is acyclic, and the
natural map I⌈t⌉A→ C−1t is an isomorphism, for every t ∈ R+. It follows that
I⌈s⌉C it = C
i
t+s for every i ∈ Z and every s, t ∈ R+
and we endow C it with the I-adic topology, so that (C
i
s+t | s ∈ R+) is a fundamental system of
open submodules of C it , for every i ∈ Z and every t ∈ R+.
Furthermore, denote by A•X the augmented alternating Cˇech complex of OX relative to the
open covering (Ui | i = 0, . . . , n), and for every i ∈ Z endow AiX with the topology deduced
from the topologies of the rings AX,Λ, via the identifications (16.7.34), as in (15.5.33). There
follows a natural monomorphism of complexes of topological A-modules
C•t → A•X for every t ∈ R+
and the image of C it is open in A
i
X , for every i ∈ Z. Denote by (A∧•X , d•X) and (C∧•t , d•t ) the
complexes obtained by termwise completion of A•X and C
•
t ; for every t ∈ R+ the induced map
C∧•t → A∧•X
is still a monomorphism. By the foregoing, we have a natural isomorphism of complexes
C∧•t
∼→ lim
s∈R+
C•t /C
•
s+t for every t ∈ R+
and moreover C•t /C
•
s+t is acyclic for every s, t ∈ R+. By virtue of [112, Th.3.5.8], it follows
that C∧•t is acyclic for every t ∈ R+. Next, notice that the induced morphism
A•X/C
•
t → A∧•X /C∧•t
is an isomorphism of complexes, for every t ∈ R+; we conclude that
HnA∧•X = H
n(A∧•X /C
∧•
t ) = H
n(A•X/C
•
t ) = H
nA•X for every n ∈ Z.
On the other hand, claim 16.7.33(ii) and remark 15.5.25(iii) yield an isomorphism of complexes
of topological A-modules
(16.7.35) A∧•X
∼→ C•alt(R•,O∧SpaX).
Since H0A•X = 0, we conclude that (16.7.32) is a ring isomorphism. Lastly, let E be the
equalizer appearing in (16.7.32), and endow it with the topology induced by the inclusion into∏n
i=0 O
∧
SpaX(Ri); we have to check that the resulting map O
∧
SpaX(SpaX) → E is open. In
view of the isomorphism (16.7.35), the assertion will follow from the following :
Claim 16.7.36. The differentials of the complex (A∧•X , d
•
X) are strict and its cohomology has the
discrete topology.
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Proof of the claim. For every i ∈ Z, the family (Ker dit | t ∈ R+) yields a fundamental system of
open submodules of Ker diX . But we have already noticed that C
∧•
t is acyclic, so this system is
the image of (C∧it | t ∈ R+), which is a fundamental system of open subgroups of A∧iX , whence
the contention. ♦
(ii): We may argue as in the proof of theorem 15.5.34(ii) : we choose a standard covering
U′ that refines U and we apply lemma 8.6.15(i) and corollary 8.6.12 to the double complex
C•alt(U,U
′) (details left to the reader). 
16.7.37. Let X := (X,TX , A
+
X) be any perfectoid quasi-affinoid scheme; in light of theorem
16.7.30, we may now argue as in (15.5.43) to first extend O∧SpaX to a sheaf of topological rings
on the topological space SpaX , and then show that the stalks of the latter sheaf are local rings.
There follows a well defined morphism of locally ringed spaces
σX : (SpaX,O
∧
SpaX)→ (X,OX)
whose induced map on global sections is the identity map OX(X) → O∧SpaX(SpaX), and
whose underlying continuous map SpaX → X is the restriction of the support map of remark
9.2.4(iii). Also corollary 15.5.45 extends to the perfectoid case :
Corollary 16.7.38. With the notation of (16.7.37), the morphism σX induces an isomorphism
H i(X,OX)
∼→ H i(SpaX,O∧SpaX) for every i ∈ N.
Proof. We proceed as in the proof of corollary 15.5.45 : first we show the following
Claim 16.7.39. In the situation of the corollary, suppose moreover that X is affinoid. Then
H i(SpaX,O∧SpaX) = 0 for every i > 0.
Proof of the claim. Arguing as in the proof of claim 15.5.46, we reduce to checking that for
every standard covering U of SpaX the Cˇech cohomology H i := H ialt(U,O
∧
SpaX) vanishes for
every i > 0; but the proof of theorem 16.7.30(i) shows that H i is naturally isomorphic to the
Cˇech cohomology H ialt(U•, X), relative to a certain affine open covering U• of X . Then the
assertion follows from theorem 10.2.28. ♦
Now, set AX := OX(X), say that X = SpecAX \ SpecAX/J for some finitely generated
ideal J ⊂ AX , and pick a finite system of generators f• := (f0, . . . , fn) for J . Let R• :=
(R0, . . . , Rn) be the standard covering of SpaX associated with f•, and set as well Ui :=
SpecAX [f
−1
i ] for every i = 0, . . . , n, so that U• := (U0, . . . , Un) is an affine open covering of
X , and moreover Ri = σ
−1
X (Ui) for every i = 0, . . . , n. There follows a commutative diagram
H ialt(U•,OX) //

H ialt(R•,O
∧
SpaX)

H i(X,OX) // H i(SpaX,O∧SpaX)
where the vertical arrows are isomorphisms, by virtue of claim 16.7.39 and corollary 10.2.21(ii).
We are then reduced to checking that the top horizontal arrow is an isomorphism; but as already
pointed out, the latter assertion was shown in the proof of theorem 16.7.30(i). 
16.7.40. Let again X be as in (16.7.37); set AX := OX(X), and let V ⊂ X+ := SpecA+X be
any quasi-compact open subset containing the analytic locus of X+, and such that X spreads
over V (see definition 15.6.1(i)). Let also JV ⊂ A+X be the unique radical ideal such that
SpecA+X/JV = X
+ \ V . We consider the sheaf of ideals
JV ⊂ O∧+SpaX on R(X)
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defined as the sheaf associated to the presheaf given by the rule : R 7→ JV O∧+SpaX(R) for every
rational subset R ⊂ SpaX.
Theorem 16.7.41. In the situation of (16.7.40), we have :
(i) JV (R) = JV O
∧+
SpaX(R) for every R ∈ Ob(RV (X)) (notation of (15.6.7)).
(ii) H i(X,JV ) = 0 for every i > 0.
Proof. To begin with, we remark :
Claim 16.7.42. Let R ∈ Ob(RV (X)), and Y any topologically local quasi-affinoid scheme
representing the sub-presheaf hR of hSpaX . Say that Y
∧ := (Y ∧,T ∧Y , A
∧+
Y ). We have :
(i) The completion Y ∧ spreads over the preimageW of V in Y ∧+ := SpecA∧+Y .
(ii) Let JW ⊂ A∧+Y be the unique radical ideal such that SpecA∧+Y /JW = Y ∧+ \W . Then
JW = JVA
∧+
Y .
Proof of the claim. (i): Since Y spreads over V , the assertion follows from proposition 15.6.6(i).
(ii): We may find a finitely generated open ideal JE ⊂ E+ such that J⌈0⌉E A+X = JV (see
(16.5.16)); then we have SpecA∧+Y /JVA
∧+
Y = Y
∧+ \W , and on the other hand, arguing as in
(16.5.16) we see that J
⌈0⌉
E A
∧+
Y is a radical ideal of A
∧+
Y , whence the claim. ♦
Claim 16.7.43. In order to prove the theorem it suffices to show that for every X and V as in
(16.7.40) we have Hˇ0(R(X), JV O
∧+
SpaX) = JV and Hˇ
i(R(X), JV O
∧+
SpaX) = 0 for every i > 0.
Proof of the claim. Indeed, in light of proposition 15.6.8(i,ii), both (i) and (ii) will follow once
we show that the presheaf JV O
∧+
SpaX is a sheaf on the siteRV (X), andH
i(RV (X), JV O
∧+
SpaX) =
0 for every i > 0. Next, in view of theorem 10.2.24, in order to prove the latter assertions
it suffices to show that for every R ∈ Ob(RV (X)) we have Hˇ0(RV (X)/R, JV O∧+SpaX) =
JV O
∧+
SpaX(R) and Hˇ
i(RV (X)/R, JV O
∧+
SpaX) = 0 for every i > 0. Proposition 15.6.8(iii) then
further reduces to showing both identities, with RV (X) replaced by R(X). Lastly, for such
a rational subset R, define Y and W as in claim 16.7.42(i); in light of claim 16.7.42(ii), and
taking into account the equivalences (16.7.31), we may then replace X by Y ∧, and V by W ,
and reduce to prove the foregoing identities for R = SpaX , whence the claim. ♦
We consider first the case where the induced morphism βX : X → X+ := SpecA+X is an
open immersion, so that ΩX is the image of βX (notation of definition 15.6.1), and we take
V := ΩX . By theorem 16.5.13(iii) we have the perfectoid quasi-affinoid ring
Γ+(X) := (A+X , A
+
X , V )
and clearly Spec (Γ+(X)) is isomorphic to X. In view of lemma 15.5.21, we deduce that every
open covering of SpaX can be refined by the standard covering U• := (U0, . . . ,Un) associated
to some sequence (a0, . . . , an) of elements ofA
+
X that generates an idealK with SpecA
+
X/K ⊂
X+\V , and notice that U• is a covering family of the siteRV (X), due to proposition 15.6.6(ii).
We shall show more precisely that the augmented alternating Cˇech complex C•alt(U•, JV O
∧+
SpaX)
is acyclic. To this aim, set E+ := E(A+X); in view of proposition 16.6.34, we may assume
that there exists a sequence e• := (e0, . . . , en) of elements of E
+ such that ai = uA+X
(ei) for
i = 0, . . . , n, and we let KE ⊂ E+ be the open ideal generated by e• (proposition 16.6.34(ii)).
Notice that J
⌈0⌉
E andK
⌈0⌉
E are the radicals of JE and respectivelyKE; we deduce that
(16.7.44) J
⌈0⌉
E = J
⌈0⌉
E J
⌈0⌉
E ⊂ K⌈0⌉E J⌈0⌉E ⊂ J⌈0⌉E .
We consider theN[1/p]-gradedA+X-algebraA associated as in example 16.6.12 to the sequence
e•, i.e. such that
A0 := A
+
X and Aγ := [e•]
〈γ〉A+X for every γ ∈ N[1/p] \ {0}
1544 OFER GABBER AND LORENZO RAMERO
(with multiplication induced by that of A+X ). We have then a ring homomorphism as in (16.7.9)
ϕ : Z[T
1/p∞
0 , . . . , T
1/p∞
n ]→ A T 1/p
r
i 7→ uA+X (e
1/pr
i ) for i = 0, . . . , n and every r ∈ N
whose image lies in A0 = A
+
X , whence corresponding angular Rees algebras R〈A+X〉 and R〈A 〉.
Set Y0 := ProjR〈A+X〉; the map ϕ induces a morphism of schemes
Projϕ : Y0 → Pn := ProjZ[T 1/p
∞
0 , . . . , T
1/p∞
n ].
Let Pn = Ω0 ∪ · · · ∪ Ωn be the standard affine open covering by complements of hyperplanes,
set Ui := (Projϕ)
−1Ωi for i = 0, . . . , n, and let
C• := C•alt(U•,OY0)
be the augmented alternating Cˇech complex relative to the coveringU• := (U0, . . . , Un). Taking
into account (16.7.44) and corollary 16.7.16 (as well as theorem 10.2.28(ii)), we deduce that
C•alt(U•, JV OY0) = JVC
•
and moreover this second augmented alternating Cˇech complex is acyclic. Furthermore, let IE
be any finitely generated ideal of adic definition for E+; corollary 16.7.18 shows likewise that
C•alt(U•, I
⌈t⌉
E OY0) = I
⌈t⌉
E C
• for every t ∈ R+
and also these complexes are acyclic. We may describe the terms of C• as in the proof of theo-
rem 16.7.30 : for every i = 0, . . . , n, the A+X -module C
i is a direct sum
⊕
Λ⊂{0,...,n} OY0(UΛ),
where Λ ranges over the set of subsets of cardinality equal to i + 1, and UΛ :=
⋂
j∈Λ Uj for
every such Λ. Then
OY0(UΛ) = A
+
X [uA+X
(e
1/p∞
i )/uA+X
(e
1/p∞
j ) | (i, j) ∈ {0, . . . , n} × Λ] ⊂ A+X [a−1j | j ∈ Λ]
for every non-empty Λ ⊂ {0, . . . , n}. If we set likewise UΛ :=
⋂
j∈Λ Uj for every such Λ, we
see that OY0(UΛ) ⊂ O∧+SpaX(UΛ). Set as usual AX := OX(X); in light of claim 16.7.33 we see
that there exists for every Λ 6= ∅ a (unique) f-adic topology on AX [a−1j | j ∈ Λ] for which
the localization map AX → AX [a−1j | j ∈ Λ] is f-adic and OY0(UΛ) is a subring of definition.
Especially, the induced topology on OY0(UΛ) is adic, and the natural map A
+
X → OY0(UΛ)
is an adic ring homomorphism. Let us endow C i with the corresponding product topology,
for every i = 0, . . . , n; then (I
⌈t⌉
E C
i | t ∈ R+) is a fundamental system of open submodules
of C i, and hence also of JVC
i, for every such i. Moreover, we know that the natural maps
JVA
+
X → JVC−1 and I⌈t⌉E A+X → I⌈t⌉E C−1 are isomorphisms (again, by corollaries 16.7.16(i)
and 16.7.18(i)), so (I
⌈t⌉
E C
−1 | t ∈ R+) is a fundamental system of open submodules of JVC−1.
Taking into account [112, Th.3.5.8], we conclude that the termwise completion of JVC
• is still
acyclic. Furthermore, the latter is isomorphic to JVC
∧•, where C∧• is the termwise completion
of C• : indeed, JVC
∧i is dense and open in the completion of JVC
i for every i = 0, . . . , n, so
the assertion is clear.
Claim 16.7.45. Set WΛ := UΛ ∩ SpecOY0(UΛ)[a−1j | j ∈ Λ] for every non-empty Λ ⊂
{0, . . . , n}. The datum (OY0(UΛ),OY0(UΛ),WΛ) is a quasi-affinoid ring, and its completion
is a perfectoid quasi-affinoid ring
RΛ := (OY0(UΛ)
∧,OY0(UΛ)
∧,W∧Λ := WΛ ×UΛ SpecOY0(UΛ)∧).
Proof of the claim. Arguing as in the proof of claim 16.7.33, we may assume that Λ = {i}, for
some i ∈ {0, . . . , n}, in which case it suffices to invoke proposition 16.7.25(iv). ♦
With the notation of claim 16.7.45, we see that
Γ(SpecRΛ) = (OY0(UΛ)
∧[a−1j | j ∈ Λ],OY0(UΛ)∧+,W∧Λ )
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where OY0(UΛ)
∧[a−1j | j ∈ Λ] carries the unique f-adic topology such that the localization map
OY0(UΛ)
∧ → OY0(UΛ)∧[a−1j | j ∈ Λ] is open (proposition 8.3.25(ii)), and OY0(UΛ)∧+ is the
integral closure of OY0(UΛ)
∧ in OY0(UΛ)
∧[a−1j | j ∈ Λ]. In other words, OY0(UΛ)∧[a−1j | j ∈ Λ]
is the completion of OY0(UΛ)[a
−1
j | j ∈ Λ] = A+X [a−1j | j ∈ Λ], where the latter is endowed with
the unique f-adic topology such that the localization map OY0(UΛ) → A+X [a−1j | j ∈ Λ] is open
(proposition 8.3.28). It follows that OY0(UΛ)
∧+ is also the completion of the integral closure of
OY0(UΛ) in A
+
X [a
−1
j | j ∈ Λ] (lemma 8.3.6), which is the same as the completion of the integral
closure of A+X [ai/aj | (i, j) ∈ {0, . . . , n} × Λ] in A+X [a−1j | j ∈ Λ]. This means that
Γ(SpecRΛ) = (O
∧
SpaX(UΛ),O
∧+
SpaX(UΛ),W
∧
Λ ).
We have already observed that JV O
∧+
SpaX(UΛ) is a radical ideal of O
∧+
SpaX(UΛ); combining with
corollary 16.5.17 we conclude that
JV O
∧+
SpaX(UΛ) = JV OY0(UΛ)
∧ for every non-empty Λ ⊂ {0, . . . , n}
which implies that the natural map of complexes JVC
∧• → C•alt(U•, JV O∧+SpaX) is an isomor-
phism, so the proof of the theorem is complete in this case.
For the general case, let us set
(XE,TE,E
+
X) := E(X) X
′ := β−1X (V ) AX′ := OX′(X
′) X ′ := X ′ ×X X
(see example 15.4.4). Say that X ′ = (X ′,TX′ , A
+
X′); then X
′ spreads over the preimage V ′
of V in X ′+ := SpecA+X′ (proposition 15.6.6(iv)); on the other hand, by construction the
image of βX′ : X
′ → X ′+ lies in V ′, so βX ′ is an open immersion and V ′ = ΩX′ . Therefore
we have as well the perfectoid quasi-affinoid ring Γ(X ′) := (A+X , A
+
X , V
′), and Spec Γ+(X ′)
is isomorphic to X ′; especially, the latter is a perfectoid quasi-affinoid scheme of the type
considered in the foregoing case. Next, since the natural morphism π : X ′ → X is f-adic,
proposition 15.4.22(iii.a) says that Spaπ : SpaX ′ → SpaX induces a functor
R(X)→ R(X ′) R 7→ (Spa π)−1R
which restricts to a functor
RV (X)→ RV ′(X ′).
Indeed, let R be any rational subset of SpaX, and say that the corresponding sub-presheaf
hR of hSpaX is represented by an f-adic morphism Y → X of quasi-affinoid schemes. Then
(Spaπ)−1R is represented by the induced morphism Y ′ := (Y ×X X ′)loc → X ′ (see remark
15.5.9(iii)). Now, if Y spreads over V , proposition 15.6.6(i,iii,iv) implies that Y ′ spreads over
V ′, whence the contention. Furthermore, let JV ′ ⊂ A+X′ be the unique radical ideal such that
SpecA+X′/JV ′ = X
′+ \ V ′; we have :
Claim 16.7.46. For every R ∈ Ob(RV (X)), the induced map
(16.7.47) JV O
∧+
SpaX(R)→ JV ′O∧+SpaX ′((Spa π)−1R)
is an isomorphism.
Proof of the claim. We consider first the case where R = SpaX : arguing as in the proof of
claim 16.7.42(ii) we easily see that JV ′ = JVA
+
X′ . Therefore, let A
+
X be the image of A
+
X in
A+X′ ; combining with corollary 16.5.17, it follows that
JV ′ = JVA
+
X
which already shows that the natural ring homomorphism ρ : A+X → A+X′ restricts to a surjection
JV → JV ′ . Next, notice that the support ofKer ρ lies in the closed subsetX+ \V , and therefore
JV ∩Ker ρ is contained in the nilradical ofA+X ; butA+X is reduced (corollary 16.3.61(i)), whence
the claim, in this case. Next, let R ∈ Ob(RV (X)) be a general rational subset; to ease notation,
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set R′ := (Spa π)−1R, and let Z be any topologically local quasi-affinoid scheme representing
the sub-presheaf hR′ of hSpaX ′ . Define Y
∧, Y ∧, Y ∧+, W ⊂ Y ∧+ and JW as in claim 16.7.42.
Let also Y ′ := β−1
Y ∧
(W ) and Y ′ := Y ′×Y ∧ Y ∧. Say that Y ′ = (Y ′,TY ′, A+Y ′), and let moreover
W ′ be the preimage of W in Y ′+ := SpecA+Y ′ , and JW ′ ⊂ A+Y ′ the unique radical ideal such
that SpecA+Y ′/JW ′ = Y
′+ \ W ′; arguing as in the foregoing, we see that Y ′ is a perfectoid
quasi-affinoid scheme that spreads overW ′, and a direct inspection of the constructions shows
that Y ′ is the completion of Z. Thus, the image of Spa Y ∧ (resp. of Spa Y ′) in SpaX (resp. in
SpaX ′) agrees with R (resp. with R′), and taking into account claim 16.7.42(ii) we conclude
that (16.7.47) is naturally identified with the map
JW → JW ′
induced by the projection Y ′ → Y ∧. By the previous case, we know already that this map is
bijective, whence the claim. ♦
Wemay now conclude the proof of the theorem : indeed, we have already remarked that every
covering family of R(X) can be refined by a standard covering U• := (U0, . . . ,Un) which is
also a covering family of RV (X). It follows that U′• := ((Spa π)
−1Ui | i = 0, . . . , n) is a
standard covering of SpaX ′ which is also a covering family of RV ′(X
′). By the previous case,
we know already that Hˇ0(U′•, JV ′O
∧+
SpaX ′
) = JV ′ and Hˇ
i(U′•, JV ′O
∧+
SpaX ′
) = 0 for every i > 0.
In view of claim 16.7.46, it follows that Hˇ0(U•, JV O
∧+
SpaX′
) = JV and Hˇ
i(U•, JV O
∧+
SpaX′
) = 0
for every i > 0, and taking into account claim 16.7.43, the theorem follows. 
16.8. Almost purity. To begin with, let p be a prime integer; we consider a perfect Fp-algebra
V and a radical ideal m ⊂ V . Since V is perfect, (V,m) is clearly a basic setup, in the sense of
[52, §2.1.1]. Our first observation is the following :
Lemma 16.8.1. In the situation of (16.8), let A ⊂ B be an inclusion of perfect V -algebras,
and m0 ⊂ m a subideal whose radical is m. We set
A′ := {x ∈ B | m · x ⊂ A} B′ := {x ∈ B | there exists n ∈ N with mn0 · x ⊂ A}.
Then A′ and B′ are perfect V -algebras, and A′ is integrally closed in B′.
Proof. It is easily seen that A′ and B′ are V -subalgebras of B, and obviously A ⊂ A′ ⊂ B′.
Next, let x ∈ B, and say that xp ∈ A′; thus, m · xp ⊂ A, and therefore (ax)p ∈ A for every
a ∈ m. Since A is perfect, it follows that ax ∈ A for every such a, so that x ∈ A′; this show
that A′ is perfect. Likewise one checks that B′ is perfect.
Next, let x ∈ B′, and suppose that xn+a1xn−1+· · ·+an = 0 for some a1, . . . , an ∈ A′. Then
A′[x] = A′+A′x+ · · ·+A′xn−1 ⊂ B′. By assumption, there exists k ∈ N withmk0 ·x ⊂ A, and
m0A
′ ⊂ mA′ ⊂ A; it follows easily that mnk0 A′[x] ⊂ A. Now, let a ∈ m; by assumption, there
existsM ∈ N such that apM ∈ mnk0 , whence (ax)pM ∈ A, and since A is perfect, we conclude
that ax ∈ A for every such a, i.e. x ∈ A′. This shows that A′ is integrally closed in B′. 
We may now state the following generalization of [52, Th.3.5.28] :
Theorem 16.8.2. In the situation of (16.8), set S := SpecV and Z := Spec V/m. Then :
(i) The pair (S, Z) is almost pure, relative to the basic setup (V,m).
(ii) If Z is constructible in S, the pair (S, Z) is normal, for the basic setup (V,m).
Proof. (ii): Denote by j : U → S the open immersion; the kernel K of the natural map OS →
j∗OU is the largest OS-submodule such that mK = 0, so the induced morphism OaS → j∗OaU
is a monomorphism. It remains to check that the image of OaS is integrally closed in j∗O
a
U , and
since Z is constructible, we are reduced to showing that V a is integrally closed in OS(U)a ([37,
Ch.I, Prop.9.2.1]). The latter follows from lemma 16.8.1 and [52, Lemma 8.2.28].
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(i): Let (Zλ | λ ∈ Λ) be the cofiltered system of closed constructible subsets of S containing
Z, and for every λ ∈ Λ let mλ ⊂ m be the unique radical ideal such that SpecV/mλ = Zλ. Set
also U := S \ Z and Uλ := S \ Zλ for every λ ∈ Λ. Then mλ = m2λ and notice that both mλ
(for every λ ∈ Λ) and m trivially fulfill condition (B) of [52, §2.1.6], since V is perfect. We
then get an essentially commutative diagram
(OS,mOS)
a-E´tafr
ρ //

OU -E´t

(OS,mλOS)a-E´tafr
ρλ // OUλ-E´t
for every λ ∈ Λ.
However, on the one hand, proposition 14.2.3 and corollary 14.2.5(ii,iv,v) imply that the cate-
gory (OS,mOS)a-E´tafr is equivalent to the 2-limit of the system ((OS,mλOS)a-E´tafr | λ ∈ Λ);
on the other hand, it is clear that OU -E´t is equivalent to the 2-limit of the system (OUλ-E´t | λ ∈
Λ). Thus, we are reduced to checking that ρλ is an equivalence for every λ ∈ Λ, and we
may therefore assume from start that Z is constructible. In view of (ii) and lemma 14.4.5(ii),
we are then reduced to showing that for every finite e´tale OU -algebra B there exists an e´tale
OaS-algebra A of almost finite rank such that ρ(A ) is isomorphic to B. Now, by applying
proposition 14.3.30 with X := S and m0 = m := V (so, we consider here the “classical limit”
almost ring structure) we obtain a quasi-coherent OS-algebra R0 which is finitely presented as
an OS-module, with an isomorphism B
∼→ R0|U of OU -algebras.
Let ΦS : S → S be the Frobenius endomorphism, and consider the directed system of
quasi-coherent OS-algebras (Rn | n ∈ N) with Rn := Φ−nS R0 for every n ∈ N; explicitly,
Rn(U ′) = R0(U ′) for every open subset U ′ ⊂ S, and the OS(U ′)-algebra structure on Rn(U ′)
is given by the composition of the Frobenius endomorphism OS(U
′)→ OS(U ′) with the struc-
ture morphism OS(U ′) → R0(U ′). The transition maps ϕn : Rn → Rn+1 are given on each
such U ′ by the Frobenius endomorphism R0(U ′)→ R0(U ′), for every n ∈ N. We let
R := colim
n∈N
Rn.
Since V is perfect, [52, Th.3.5.13] (applied again in the “classical limit” case with m = V )
implies that ϕn|U is an isomorphism for every n ∈ N, so the natural morphism R0 → R
induces an isomorphism of OU -algebras
B
∼→ R|U .
Claim 16.8.3. There exists a subideal m0 ⊂ m whose radical is m, and with
m0 ·Kerϕ0 = m0 · Cokerϕ0 = 0.
Proof of the claim. Since Z is constructible, there exist finitely many elements x1, . . . , xn ∈
m such that U =
⋃n
i=1 Spec V [x
−1
i ]. Notice that both R0 and R1 are finitely presented OS-
modules : indeed, this holds for assumption for R0, and then it follows also for R1, since ΦS
is an automorphism of S. Thus, since moreover ϕ0|U is an isomorphism, after replacing each
xi by a power x
N
i for some suitable N ∈ N, we may assume already that xi · Cokerϕ0 = 0
for every i = 1, . . . , n. Next, let Ri := Ri(S) for i = 0, 1, and denote by f : R0 → R1 the
Frobenius map; the natural map
V [x−1i ]⊗V HomV (R1, R0)→ HomV [x−1i ](R1[x
−1
i ], R0[x
−1
i ])
is bijective ([52, Lemma 2.4.29(i.a)]) and V [x−1i ] ⊗V f is an isomorphism, hence we may find
for every i = 1, . . . , n a V -linear map gi : R1 → R0 such that V [x−1i ] ⊗V (g ◦ f) = 1R0 .
Then there exists N ∈ N such that xNi · (g ◦ f) = xNi · 1R0 for every i = 1, . . . , n, whence
xNi ·Ker f = 0 for every i = 1, . . . , n. The claim follows. ♦
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Let m0 be as in claim 16.8.3, and for every n ∈ N set mn := Φ−nV (m0), where ΦV : V → V
denotes the Frobenius automorphism; then mn ·Kerϕn = mn · Cokerϕn = 0 for every n ∈ N.
Notice that
m2n ⊂ mn ·mn+1 · · ·mn+k for every n, k ∈ N
and therefore m2n annihilates the kernel and cokernel of the transition map Rn → Rn+k, for
every n, k ∈ N; we conclude that
(16.8.4) m2n ·Ker (Rn → R) = m2n · Coker (Rn → R) = 0 for every n ∈ N.
Especially, A := Ra is an almost finitely presented and uniformly almost finitely generated
OaS-module ([52, Cor.2.3.13]). Next, pick again elements x1, . . . , xn ∈ m such that U is the
union of the affine open subsets Ui := SpecV [x
−1
i ] for i = 1, . . . , n; since B is a projective
OU -module of finite rank, for every i = 1, . . . , n there existNi ∈ N and OU -linear morphisms
B|Ui
fi−→ O⊕NiUi
gi−→ B|Ui such that gi ◦ fi = 1B|Ui.
Then, arguing as in the proof of claim 16.8.3 we find for every i = 1, . . . , n, an integerMi ∈ N
and OS-linear morphisms
R0
f0,i−−→ O⊕NiS
g0,i−−→ R0 such that g0,i ◦ f0,i = xMii · 1R0
whence, for every k ∈ N, and every i = 1, . . . , n, a pair of OS-linear morphisms
Rk
fk,i−−→ O⊕NiS
gk,i−−→ Rk such that gk,i ◦ fk,i = xMi/p
k
i · 1R0 .
It follows easily that x
Mi/p
k
i · TorOSj (Rk,N ) = 0 for every j > 0, every i = 1, . . . , n, every
k ∈ N and every quasi-coherent OS-module N . After taking colimits, we conclude that A
is a flat OaS-module; then A is also an almost projective OS-module of finite rank, in light of
[52, Prop.2.4.18(ii) and Rem.4.3.10(i)]. Next, let e be the diagonal idempotent of the e´tale OU -
algebra B (see remark 14.3.10(i)). Pick a finite system of elements ε1, . . . , εk ∈ m such that
m is the radical of the ideal
∑k
i=1 V εi; we may then find N ∈ N and for every i = 1, . . . , k an
element ei ∈ R0 ⊗V R0 such that
(16.8.5) (εNi · ei)|SpecV [ε−1] = (εNi · e)|Spec V [ε−1] and µ0(ei) = εNi
where µn : Rn ⊗OS Rn → Rn is the multiplication map, for every n ∈ N. Next, let a1, . . . , an
be a finite system of generators for the V -module R0; we may find N
′ ∈ N such that
εN
′
i · (aj ⊗ 1− 1⊗ aj) · ei = 0 for every i = 1, . . . , k and every j = 1, . . . , n
and after replacing ei by ε
N ′
i ei and N by N + N
′ we may therefore assume that (16.8.5) still
holds, and additionally :
ei ·Kerµ0 = 0 for every i = 1, . . . , k.
The same e1, . . . , ek can also be regarded as elements of Rn ⊗V Rn, and we deduce that
(16.8.6) µn(ei) = ε
N/pn
i and ei ·Kerµn = 0 for i = 1, . . . , k and every n ∈ N.
Set R := R(S) and denote by en,i ∈ R ⊗V R the image of ei under the natural morphism
Rn → R, for i = 1, . . . , k. Say that εN ′′i ∈ m0 for i = 1, . . . , k (where m0 is as in claim
16.8.3); then ε
N ′′/pn
i ∈ mn for every n ∈ N and i = 1, . . . , k. Recall that the kernel of the
multiplication map µ : R ⊗OS R → R is generated, as a R ⊗OS R-module, by the system
(a⊗ 1− 1⊗ a | a ∈ R); in light of (16.8.4) and (16.8.6) we deduce that
ε
2N ′′/pn
i · en,i ·Kerµ = 0 for i = 1, . . . , k
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where µ : R ⊗OS R → R is the multiplication map. After replacing en,i by ε2N
′′/pn
i · en,i and
N by N + 2N ′′, we then obtain R ⊗OS R-linear morphisms
νn,i : R → R ⊗OS R x 7→ (x⊗ 1) · en,i for every n ∈ N and i = 1, . . . , k
such that µ ◦ νn,i = εN/p
n
i · 1R . Set R := R(S) for every n ∈ N; it follows easily that
ε
N/pn
i ·ExtjR⊗V R(R,M) = 0 for every i = 1, . . . , k, every n ∈ N, every j > 0 and everyR⊗V R-
moduleM , so A is an almost projective A ⊗OS A -module, and the proof is concluded. 
Notice next that, in the situation of (16.8), the ring V is reduced, hence every flat almost
finitely presented V a-module has almost finite rank (lemma 14.3.4(ii)). We can generalize this
observation as follows :
Proposition 16.8.7. Let (V,m) be a basic setup as in (16.8), and consider ideals
I ⊂ J ⊂ m
with J finitely generated. Let P be any flat almost finitely presented (V/I)a-module. We have :
(i) P has almost finite rank.
(ii) If Spec V/m is a constructible subset of S := SpecV , then P has finite rank.
Proof. In light of corollary 14.2.5(iv) we may assume thatm is the radical of a finitely generated
subideal m0 containing J , in which case Spec V/m is constructible in S, and it suffices to show
assertion (ii). Then we may even replace J by m0, and assume that J
⌈0⌉V = m (notation of
remark 9.3.71(i)).
Claim 16.8.8. We may assume that J lies in the Jacobson radical of V .
Proof of the claim. Indeed, let x1, . . . , xk be a finite system of generators of J ; the induced map
V → (1 + J)−1V ×
k∏
i=1
V [x−1i ]
is faithfully flat, and clearly V [x−1i ]⊗V P is a projective V [x−1i ]⊗V V/I-module of finite rank
for every i = 1, . . . , k, so we are reduced to checking that (1 + J)−1V ⊗V P is an almost
projective (1 + J)−1V ⊗V (V/I)a-module of finite rank, whence the claim. ♦
Henceforth we assume that J lies in the Jacobson radical of V . Now, suppose that we have
Λr(V/J)a(P/JP ) = 0 for some r ∈ N; then J · Λr(V/I)aP = Λr(V/I)aP , and since J is tight
and Λi(V/I)P is almost finitely generated, we deduce that Λ
r
(V/I)aP = 0, by [52, Lemma 5.1.7].
Thus, we are reduced to checking the assertion in case I = J . Next, notice that there exists
n ∈ N such that (J 〈1〉)nV = J 〈n〉V ⊂ J (lemma 9.3.70(ii.a,iv)), so J 〈1〉V is also a tight ideal
contained in the Jacobson radical of V , and by the same token we are reduced to checking that
Q := P/J 〈1〉P is a (V/J 〈1〉)a-module of finite rank. To this aim, let us consider the S-scheme
Y := ProjR where R :=
⊕
γ∈N[1/p]
J 〈γ〉V
as in (16.7.9), as well as the closed immersion
i : Y0 := Y ×S Spec V/J 〈1〉V = ProjR/J 〈1〉R→ Y.
Let also T be the discrete topology on V , and notice that (V,T ) is a perfectoid ring. Notice
furthermore that (J 〈1〉V )a = (J⌈1⌉V )a; in light of example 16.7.9(i), theorem 16.7.10, and the
short exact sequence of quasi-coherent OY -modules
0→ J 〈1〉OY → OY → i∗OY0 → 0
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we then deduce an isomorphism of V a-algebras
(V/J 〈1〉V )a
∼→ H0(Y0,OY0)a
(details left to the reader). Say that J is generated by a finite system x1, . . . , xk; then Y admits
a closed immersion Y → Pk−1S := Proj V [T 1/p
∞
1 , . . . , T
1/p∞
k ], whence an affine covering Y =
U1 . . . , Uk consisting of preimages of complements of hyperplanes of P
k
S , as usual. Set U0,i :=
Ui ×Y Y0 for i = 1, . . . , k; we get an injective ring homomorphism
H0(Y0,OY0)→ A :=
k∏
i=1
H0(U0,i,OY0)
and on the other hand, natural identifications of V -algebras
Ai := gr0R[x
−1
i ]
∼→ H0(Ui,OY ) Ai/J 〈1〉Ai ∼→ H0(U0,i,OY0) i = 1, . . . , k.
Since Q is a flat (V/J 〈1〉V )a-module, the same holds for Λr
(V/J〈1〉V )a
Q, for every r ∈ N; hence
the induced map
Λr(V/J〈1〉V )aQ→ Aa ⊗V a Λr(V/J〈1〉V )aQ = ΛrAa(Aa ⊗V a Q)
is a monomorphism, and we are reduced to checking that Aai ⊗V a Q is an (Ai/J 〈1〉Ai)a-module
of finite rank for every i = 1, . . . , k. Now, let (Bi, JBi) be the henselization of the pair
(Ai, JAi). The ideal mBi is generated by the system (x
1/pn
i | n ∈ N) consisting of regular
elements of Bi; by [52, Th.2.1.12(ii.b)] we deduce that mBi is a Bi-module of homological
dimension ≤ 1. Lastly, since Bi/J 〈1〉Bi = Ai/J 〈1〉Ai, we may apply [52, Th.5.5.7(i)] to find a
flat almost finitely presentedBai -moduleQ
′ with an isomorphismQ′/J 〈1〉Q′
∼→ Aai⊗V aQ; since
the localization Bi → Bi[x−1i ] is a monomorphism, and since Bi[x−1i ] ⊗Bi Q′ is a projective
Bi[x
−1
i ]-module of finite rank, the B
a
i -moduleQ
′ has finite rank as well. But then obviously the
same holds for the (Ai/J
〈1〉A)a-module Aai ⊗V a Q, as required. 
16.8.9. Let A be a perfectoid ring, E := E(A), and α ∈ W (E) a distinguished element
in the kernel of uA : W (E) → A. Recall that uA : E → A induces a ring isomorphism
ω : E/α0E
∼→ A/pA (remark 16.3.7(ii)); hence, for every ideal I ⊂ A containing pA, there
exists a unique ideal IE ⊂ E containing α0E such that ω(IE/α0E) = I/pA.
Definition 16.8.10. In the situation of (16.8.9), let (A,m) and (E, n) be two basic setups. We
say that (A,m) and (E, n) are compatible if there exists an ideal of definition I ⊂ A such that
ω induces a bijection (n+ IE)/IE
∼→ (m+ I)/I .
Remark 16.8.11. With the notation of definition 16.8.10, let M,N be two A/I-modules, and
h : M → N an A-linear map. By assumption, uA induces a ring isomorphism ωI : E/IE ∼→
A/I , and the compatibility of (A,m) and (E, n) means that ωI is an isomorphism
(E/IE, (n+ IE)/IE)
∼→ (A/I, (m+ I)/I)
in the category B of basic setups as in [52, §3.5]. Hence ha is an isomorphism of (A,m)a-
modules if and only if ω∗I (h
a) : ω∗I (M
a)→ ω∗I (Na) is an isomorphism of (E, n)a-modules.
Lemma 16.8.12. In the situation of (16.8.9), consider two compatible basic setups (A,m)
and (E, n), and let also f : B → B′ be any continuous map in A-Perf. Then the morphism
fa : Ba → B′a is an isomorphism in (A,m)a-Alg if and only if E(f)a : E(B)a → E(B′)a is an
isomorphism in (E, n)a-Alg.
Proof. By assumption, there exists an ideal of definition I ⊂ A such that ω induces a bijection
(m+ I)/I
∼→ (n+ IE)/IE, and arguing as in the proof of lemma 16.2.7(i), we find a sequence
β1, . . . , βk of elements ofE such that I is generated by uA(β1), . . . , uA(βk); then, after replacing
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each βi by β
1/pn
i for some large n ∈ N, we may also assume that p ∈ I t, with t := k(p−1)+1.
In light of lemma 16.1.9(ii), it follows easily that IE is generated by β1, . . . , βk, and α0 ∈ I tE.
Denote by T and T ′ the I-adic topologies of B and B′; by lemma 8.3.12 and proposition
16.3.8, the topological rings (B,T ) and (B′,T ′) are still perfectoid. Now, let gr•B (resp.
gr•B′) be the graded ring associated with the I-adic filtration on B (resp. on B′); likewise, let
gr•E(B) (resp. gr•E(B′)) be the graded ring associated with the IE-adic filtration on E(B)
(resp. on E(B′)). By claim 16.3.60(ii), the maps uB and uB′ induce graded ring isomorphisms
ϑ : gr•E(B)
∼→ gr•B ϑ′ : gr•E(B′) ∼→ gr•B′.
On the other hand, f and E(f) induce graded ring homomorphisms
gr•(f) : gr•B → gr•B′ gr•E(f) : gr•E(B)→ gr•E(B′)
such that :
(16.8.13) gr•(f) ◦ ϑ = ϑ′ ◦ gr•E(f).
Now, if fa is an isomorphism, then the same holds for gr•(f)a; conversely, if gr•(f)a is an
isomorphism, then we easily see that fan := (A/I
n ⊗A f)a : (B/InB)a → (B′/InB′)a is
an isomorphism for every n ∈ N, and therefore fa = limn∈N fan is an isomorphism (recall
that the functor (−)a commutes with limits, since it is a right adjoint). Likewise we see that
E(f)a is an isomorphism if and only if the same holds for gr•E(f)a. Thus, we are reduced
to checking that gr•(f)a is an isomorphism of (A,m)a-algebras if and only if gr•E(f)a is an
isomorphism of (E, n)a-algebras. However, notice that gr•B and gr•B′ are A/I-modules, and
let ωI : E/IE
∼→ A/I be the ring isomorphism deduced from uA; we may then regard ϑ as
an isomorphism gr•E(B)
∼→ ω∗I (gr•B) of E/IE-modules, and likewise for ϑ′. Also, gr•(f) is
an isomorphism of (A,m)a-algebras if and only if ω∗I (gr
•(f)) is an isomorphism of (E, n)a-
algebras, by remark 16.8.11. Taking into account (16.8.13), the assertion follows. 
16.8.14. Let now A be a perfectoid ring, and m ⊂ A an open radical ideal. It follows easily
that A◦◦ ⊂ m; moreover, if mE ⊂ E := E(A) is associated with m as in (16.8.9), then uA
induces a ring isomorphism E/mE
∼→ A/m.
Proposition 16.8.15. In the situation of (16.8.14), let also f : B → B′ be any continuous map
in A-Perf . The following holds :
(i) (A,m) and (E,mE) are basic setups fulfilling condition (B) of [52, §2.1.6].
(ii) More precisely, the multiplication maps m˜ := m⊗Am→ m and m˜E := mE⊗EmE →
mE are isomorphisms.
(iii) The morphism fa : Ba → B′a is an isomorphism in (A,m)a-Alg if and only if E(f)a :
E(B)a → E(B′)a is an isomorphism in (E,mE)a-Alg.
(iv) mB is a radical ideal of B.
Proof. (i): Let I be any ideal of definition of A. Since A/m is reduced, the same holds for
E/mE, so mE is a radical ideal of E, hence m
2
E = mE, since E is perfect. Now, let α ∈ Ker uA
be any distinguished element; by remark 16.3.7(ii), the map uA induces a ring isomorphism
E/α0E
∼→ A/pA, and it follows easily that m2 + pA = m. On the other hand, we have
pA ⊂ I2 ⊂ m2, so m2 = m. Next, it is clear that mE fulfills condition (B), in particular mE is
generated by its p-th powers, therefore the same follows for the ideal mE/α0E of E/α0E, and
then also for the ideal m/pA of A/pA. Combining with lemma 16.2.3(iv), we deduce that m is
generated by its p-powers. If l 6= p is any prime integer, we have l ∈ A×, hence m/lm = 0, and
taking into account [52, Claim 2.1.9], it follows that m fulfills condition (B).
(ii): Let us write m as the union of a filtered system (mλ | λ ∈ Λ) of open radical subideals
such that SpecA/mλ is constructible in SpecA for every λ ∈ Λ; clearly it suffices to show that
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the corresponding map mλ⊗Amλ → mλ is an isomorphism for every λ ∈ Λ. We may therefore
assume that m is the radical of an open ideal generated by finitely many elements a1, . . . , ar of
A; moreover, we may also assume that there exist α1, . . . , αr ∈ E with ai = uA(αi) for i =
1, . . . , r (see remark 16.3.7(iii)). In this situation, we have a ring homomorphism u0 : Rr,0 → A
such that u0(T
1/pk
i ) = uA(α
1/pk
i ) for i = 0, . . . , r (notation of (16.7.9)), and then it is easily seen
that m = T ⌈0⌉A. Then the assertion follows from proposition 16.4.10 and theorem 16.7.10(iv).
(iii): It is clear that the basic setups (A,m) and (E,mE) are compatible, in the sense of
definition 16.8.10; then the assertion follows from lemma 16.8.12.
(iv): The map uB induces a ring isomorphism :
E(B)/mEE(B)
∼→ B/mB
and we need to check that B/mB is reduced; so we are reduced to showing that the same
holds for E(B)/mEE(B), i.e. that mEE(B) is a radical ideal. But since E(B) is perfect,
this is equivalent to proving that ΦE(B)(mEB) = mEB (where ΦE(B) denotes the Frobenius
automorphism of E(B)); the latter is clear, since we have already shown that mE is a radical
ideal of E. 
16.8.16. In the situation of (16.8.14), let B be any perfectoid A-algebra; according to propo-
sition 16.8.15(i), we have a well defined (A,m)a-algebra Ba and an (E,mE)
a-algebra E(B)a.
We denote by
ηB : B → Ba∗ and ηE(B) : E(B)→ E(B)a∗
the units of adjunction, and endow Ba∗ (resp. E(B)
a
∗) with the unique ring topology such that
ηB (resp. ηE(B)) is an adic morphism.
Corollary 16.8.17. With the notation of (16.8.16), the topological rings Ba∗ and E(B)
a
∗ are
perfectoid, and there exists an isomorphism of E-algebras
ω : E(B)a∗
∼→ E(Ba∗ ) such that ω ◦ ηE(B) = E(ηB).
Proof. We consider first the case where the structure map A→ B is adic, and Z := SpecA/m
is constructible in X := SpecA. Then, set U := SpecB ×X (X \ Z), BU := OU(U), and
let B ⊂ BU be the image of the restriction map ρ : B → BU . Notice that B is reduced, by
corollary 16.3.61(i); it follows easily that
(16.8.18) m ·Ker ρ = 0
(the details are left to the reader). We remark :
Claim 16.8.19. If Z is constructible in X , we have a natural identification of B-algebras :
Ba∗
∼→ C := {x ∈ BU | m · x ⊂ B}.
Proof of the claim. Let a1, . . . , an ∈ A be a finite system of elements that generate an ideal
whose radical equals m; then :
BU = Equal
(∏n
i=1B[a
−1
i ]
//
//
∏n
i,j=1B[a
−1
i , a
−1
j ]
)
.
Now, obviouslyB[a−1i ]
a
∗ = B[a
−1
i ], and likewise forB[a
−1
i , a
−1
j ], for every i, j = 1, . . . , n; since
the functor of almost elements is left exact, we deduce that BaU∗ = BU . Therefore, ρ induces a
map of B-algebras ρa∗ : B
a
∗ → BU , and notice that ρa is a monomorphism, due to (16.8.18), so
the same holds for ρa∗ (proposition 1.3.18(i)). ObviouslyB
a = Ba, hencem ·ρa∗(Ba∗ ) = mB, i.e.
the image of ρa∗ lies in the subring C. Moreover, ρ induces an isomorphism C
a ∼→ Ba, whence
by adjunction, a unique map of B-algebras C → Ba∗ whose composition with ρa∗ agrees with
the inclusion map C → BU . This shows that ρa∗ maps Ba∗ onto C, whence the claim. ♦
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Recall thatBU carries a natural f-adic topology for whichB is a subring of definition (lemma
16.4.27(i)), and mB is an open ideal of B, since the structure map A → B is adic; from claim
16.8.19 it then follows thatBa∗ is a bounded subring ofBU , and therefore its topology as defined
in (16.8.16) agrees with the topology induced by the inclusion intoBU (proposition 8.3.13(i,ii)).
From proposition 16.5.4(iii) we also see that (Ba∗)
◦◦ = B◦◦U = B
◦◦.
Claim 16.8.20. If the structure map A→ B is adic, and Z is constructible in X , we have :
(i) Ba∗/B
◦◦
U is a perfect Fp-algebra and it is integrally closed in B
◦
U/B
◦◦
U .
(ii) Ba∗ is perfectoid and integrally closed in B
◦
U .
Proof of the claim. (i): Notice that A/A◦◦, B/B◦◦ and B◦U/B
◦◦
U are perfect Fp-algebras; also,
m/A◦◦ is a radical ideal of A/A◦◦, and since Z is constructible, there exists a finitely generated
ideal m0 ⊂ A/A◦◦ whose radical is m/A◦◦. With this notation, B◦U/B◦◦U is an A/A◦◦-algebra,
and for every x ∈ B◦U/B◦◦U there exists k ∈ N such that mk0 · x ⊂ B/B◦◦. Then the assertion
follows from lemma 16.8.1.
(ii) follows from (i), claim 16.5.15, and theorem 16.5.13(iii). ♦
Next, set ZE := SpecE/mE, XE := SpecE, and UE := SpecE(B) ×XE (XE \ ZE). The
foregoing argument applies also to E(B)a∗, and shows that the latter is a perfectoid subring of
EU := OUE(UE); moreover, we get cartesian diagrams of topological rings :
Ba∗
iB //

B◦U

E(B)a∗
ιE //

E◦U

Ba∗/B
◦◦
U
// B◦U/B
◦◦
U E(B)
a
∗/E
◦◦
U
// E◦U/E
◦◦
U .
Furthermore, according to proposition 16.5.4(iv), the morphism of topological monoids ϕ♭◦U :
E◦U → B◦U induces a ring isomorphism ϕ♭◦U : E◦U/E◦◦U ∼→ B◦U/B◦◦U , which in turn restricts to
a ring isomorphism E(B)/E◦◦U
∼→ B/B◦◦U , where E(B) denotes the image of E(B) into EU .
Notice also that claim 16.8.19 yields natural identifications :
Ba∗/B
◦◦
U
∼→{x ∈ B◦U/B◦◦U | m · x ⊂ B/B◦◦U }
E(B)a∗/E
◦◦
U
∼→{x ∈ E◦U/E◦◦U | mE · x ⊂ E(B)/E◦◦U }.
But clearly ϕ♭◦U (mE · x) = m · ϕ♭◦U (x) for every x ∈ E◦U/E◦◦U , so ϕ♭◦U restricts as well to a ring
isomorphism
E(B)a∗/E
◦◦
U
∼→ Ba∗/B◦◦U .
Summing up, and invoking proposition 16.3.25, we obtain a unique isomorphism of topological
rings ω : E(B)a∗
∼→ E(Ba∗) fitting into the commutative diagram :
E(B)a∗
ιE //
ω

E◦U
ω◦

E(Ba∗)
E(ιB) // E(B◦U)
where ω◦ is the isomorphism provided by theorem 16.5.13(i). Lastly, denote by ρ◦ : B → B◦U
and ρ◦E : E(B) → E◦U the continuous ring homomorphisms induced by the restriction maps;
the isomorphism ω◦ is characterized by the identity :
ω◦ ◦ ρ◦E = E(ρ◦).
Since ρ◦ and ρ◦E factor through ηB and respectively ηE(B), we conclude that ω ◦ ηE(B) = E(ηB),
as stated. This completes the proof of the corollary in case Z is constructible.
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Next, we consider the case where Z can be an arbitrary closed subset of X , and the structure
map A→ B is still adic. Let us write m as the filtered union of a system (mλ | λ ∈ Λ) of open
radical subideals such that SpecA/mλ is constructible in X for every λ ∈ Λ; correspondingly,
we obtain a filtered system (mE,λ | λ ∈ Λ) of ideals in E whose union is mE. For every such
λ let Bλ (resp. E(B)λ) be the image of B (resp. of E(B)) in the category (A,mλ)
a-Alg (resp.
(E,mE,λ)
a-Alg); we endowBaλ∗ (resp. E(B)
a
λ∗) with the unique adic topology such that the unit
of adjunction ηB,λ : B → Baλ∗ (resp. ηE(B),λ : E(B) → E(B)aλ∗) is adic. After replacing Λ by
a cofinal subset, we may assume that Λ admits an initial element λ0. The localization functors
(A,m)a-Alg → (A,mλ)a-Alg→ (A,mµ)a-Alg induce natural maps of B-algebras
fλ : B
a
∗ → Baλ∗ and fλµ : Baλ∗ → Baµ∗ for every λ, µ ∈ Λ with λ ≥ µ
which are clearly continuous. Moreover, clearly the images faλ and f
a
λµ of fλ and fλµ in
(A,mλ0)
a-Alg are isomorphism, hence
mλ0 ·Ker fλ = mλ0 ·Coker fλ = 0 mλ0 ·Ker fλµ = mλ0 ·Coker fλµ = 0 for every λ ≥ µ.
Claim 16.8.21. The maps fλ and fλµ induce bijections
mλ0B
a
∗
∼→ mλ0Baλ∗ ∼→ mλ0Baµ∗ for every λ ≥ µ.
Proof of the claim. By the foregoing, we see already that fλ (resp. fλµ) maps mλ0B
a
∗ onto
mλ0B
a
λ∗ (resp. mλ0B
a
λ∗ onto mλ0B
a
µ∗). Moreover, by the previous case we also know that
Baλ∗ is perfectoid, and under our current assumptions mλ0B
a
λ∗ is an open ideal of B
a
λ∗, hence
Baλ∗/mλ0B
a
λ∗ = B
a
λ∗⊗̂AA/mλ0 is a discrete perfectoid Fp-algebra (proposition 16.3.9(i)); espe-
cially, the latter is a reduced ring (corollary 16.3.61(i)). Now, let x ∈ mλ0Baλ∗ ∩ Ker fλµ; then
mλ0 · x = 0, whence x2 = 0, and finally x = 0, which shows that fλµ is injective on mλ0Baλ∗
for every λ ∈ Λ. Next, from corollary 14.2.5(i) we know that Ba∗ is the limit of the cofiltered
system of B-algebras (Baλ∗ | λ ∈ Λ), hence the natural map
mλ0B
a
∗ → L := lim
λ∈Λ
mλ0B
a
λ∗
is injective. But we have also just seen that all the projections L→ mλ0Baλ∗ are isomorphisms,
so the maps mλ0B
a
∗ → mλ0Baλ∗ are injective as well. ♦
From claim 16.8.21 and [112, Lemma 3.5.3] we deduce that the natural map
Ba∗/mλ0B
a
∗ → lim
λ∈Λ
Baλ∗/mλ0B
a
λ∗
is a ring isomorphism; since we have already observed that each quotient Baλ∗/mλ0B
a
λ∗ is a
perfect Fp-algebra, it follows easily that the same holds for B
a
∗/mλ0B
a
∗ ; especially, the latter is
a discrete perfectoid ring. We then get for every λ ∈ Λ a cartesian diagram of rings
Dλ :
Ba∗
fλ //

Baλ∗

Ba∗/mλ0B
a
∗
// Baλ∗/mλ0B
a
λ∗
which is also cartesian in the category of topological rings, by lemma 8.3.11, and proposition
16.3.25 implies that Ba∗ is perfectoid. The same argument applies as well to the perfectoid
E-algebra E(B), and it yields a cartesian diagram of perfectoid rings :
DE,λ :
E(B)a∗
fE,λ //

E(B)aλ∗

E(B)a∗/mE,λ0E(B)
a
∗
// E(B)aλ∗/mE,λE(B)
a
λ∗.
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By the same token, the system (fE,λ | λ ∈ Λ) induces a ring isomorphism
E(B)a∗/mE,λ0E(B)
a
∗ → lim
λ∈Λ
E(B)aλ∗/mE,λ0E(B)
a
λ∗.
Furthermore, by the previous case we already have an isomorphism of topological rings
ωλ : E(B)
a
λ∗
∼→ E(Baλ∗) such that ωλ ◦ ηE(B),λ = E(ηB,λ) for every λ ∈ Λ.
We may then identify naturally the bottom row of Dλ with that of DE,λ, and by invoking again
proposition 16.3.25 we obtain a natural isomorphism of topological rings ω : E(B)a∗
∼→ E(Ba∗)
fitting into the commutative diagrams
E(B)a∗
fE,λ //
ω

E(B)aλ∗
ωλ

E(Ba∗ )
E(fλ) // E(Baλ∗)
for every λ ∈ Λ.
Then the sought identity ω ◦ ηE(B) = E(ηB) follows from the corresponding ones for the
isomorphisms ωλ, after taking limits (details left to the reader). This completes the proof, in
case the topologies of A and B are p-adic.
For the general case, let TA,p (resp. TB,p) be the p-adic topology on A (resp. on B); then
(A,TA,p) and (B,TB,p) are perfectoid topological rings as well (proposition 16.3.8(i)), and
the rings underlying E((B,TB,p)a∗) and E(B,TB,p)
a
∗ coincide with the rings underlying E(B
a
∗)
and respectively E(B)a∗, so the previous case already yields a ring isomorphism ω as sought. It
remains to check that Ba∗ (resp. E(B)
a
∗) is perfectoid for the topology such that ηB (resp. ηE(B))
is adic, and that ω is also an isomorphism of topological rings for these topologies. However,
let I ⊂ B be any finitely generated ideal of definition; the natural map Ba → limn∈N(B/In)a
is an isomorphism, hence the same holds for the induced map Ba∗ → limn∈N(B/In)a∗, and
especially, Ba∗ is complete and separated for the linear topology for which (Jn := KerB
a
∗ →
(B/In)a∗ | n ∈ N) is a fundamental system of open submodules (corollary 8.2.16(i)). Clearly
InBa∗ ⊂ Jn for every n ∈ N, so Ba∗ is also complete and separated for its I-adic topology
(lemma 8.3.12). Together with proposition 16.3.8(ii), this proves that Ba∗ is perfectoid, and the
same applies to E(B)a∗. Lastly, since ηB is adic, the same holds for E(ηB) (corollary 16.3.8),
but then the identity ω ◦ ηE(B) = E(ηB) implies easily that ω is an isomorphism of topological
rings. 
16.8.22. In the situation of (16.8.16), denote also by εB : B
a
!! → B and εE(B) : E(B)a!! →
E(B) the counits of adjunction, and endow Ba!! (resp. E(B)
a
!!) with the unique topology such
that the natural map A→ Ba!! (resp. E→ E(B)a!!) is adic.
Corollary 16.8.23. With the notation of (16.8.22), the topological rings Ba!! and E(B)
a
!! are
perfectoid and there exists an isomorphism of E-algebras
ω : E(B)a!!
∼→ E(Ba!!) such that E(εB) ◦ ω = εE(B).
Proof. Notice that, by virtue of proposition 16.8.15(ii) we have cartesian diagrams of rings
D :
Ba!!
εB //

B

A/m // B/mB.
DE :
E(B)a!!
εE(B) //

E(B)

E/mE // E(B)/mEE(B).
Moreover, clearly wemay assume that the structure mapA→ B is an adic ring homomorphism,
in which case the same holds for the map E→ E(B) (theorem 16.3.42(i)), and the bottom rows
of D and DE consist of discrete perfectoid Fp-algebras (cp. the proof of claim 16.8.21). Then
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D and DE are cartesian in the category of topological rings as well (lemma 8.3.11), and the
assertion follows from proposition 16.3.25. 
16.8.24. In the situation of (16.8.14), let f : B → C be a morphism of A-perfectoid algebras,
(bλ | λ ∈ Λ) a system of elements of B, and for every n ∈ N denote by In ⊂ B the ideal
generated by the system (bnλ | λ ∈ Λ).
Lemma 16.8.25. With the notation of (16.8.24), suppose that pkB ⊂ I1 for some k ∈ N, and
that (f ⊗B B/I1)a : (B/I1)a → (C/I1C)a is a flat morphism of (A,m)a-algebras. Then the
same holds for (f ⊗B B/In)a, for every n ∈ N.
Proof. Set Jn := p
nB + In for every n ∈ N; since pkB ⊂ I1, it is easily seen that for every
n ∈ N there exists n′ ∈ N such that Jn′ ⊂ In ⊂ Jn (details left to the reader). Hence, it suffices
to show that (f ⊗B B/Jn)a is flat for every n ∈ N. Next, let α ∈ Ker uB be a distinguished
element, and pick for every λ ∈ Λ elements eλ ∈ E(B) and cλ ∈ B such that
bλ = uB(eλ) + uB(α0) · cλ.
For every n ∈ N, denote by I ′n ⊂ B the ideal generated by (uB(enλ) | λ ∈ Λ), and set J ′n :=
uB(α
n
0 ) · B + I ′n; it follows easily that
J2n−1 ⊂ J ′n and J ′2n−1 ⊂ Jn for every n ∈ N
so (f ⊗B B/J ′1)a is flat, and we are further reduced to checking that (f ⊗B B/J ′n)a is flat for
every n ∈ N. For every n ∈ N, denote by IE,n ⊂ E(B) the ideal generated by (enλ | λ ∈ Λ),
and set JE,n := α
n
0E(B) + IE,n; notice the natural identifications
(16.8.26) B/J ′1 = E(B)/JE,1 and C/J
′
1C = E(C)/JE,1E(C).
Denote also by ΦB/J ′1 and ΦC/J ′1C the Frobenius endomorphism of B/J
′
1 and respectively
C/J ′1C. We remark :
Claim 16.8.27. The induced diagram of E-algebras
B/J ′1
f⊗BB/J
′
1 //
ΦB/J′
1

C/J ′1C
ΦC/J′
1
C

B/J ′1
f⊗BB/J
′
1 // C/J ′1C
is cocartesian.
Proof of the claim. Indeed, since E(B) is perfect, it is easily seen that ΦB/J ′1 is surjective, and
its kernel is the ideal generated by the system {α1/p0 }∪ {e1/pλ | λ ∈ Λ}, under the identifications
(16.8.26); likewise, ΦC/J ′1C is surjective and its kernel is generated by the image in C/J
′
1C of
the same system, whence the claim. ♦
For every n ∈ N, set nn := {a ∈ WnE | a0, . . . , an−1 ∈ m}; since mE fulfills condition (B)
of [52, §2.1.6], proposition 14.7.11 says that nn is the unique ideal nn ⊂ WnE with n2n = nn
and ωi(nn) = mE for i = 0, . . . , n − 1. From claim 16.8.27 and theorem 14.7.26(i) it follows
that the induced morphism of (WnE, nn)
a-algebras
Wn(f ⊗B B/J ′1)a : Wn(E(B)/JE,1)a →Wn(E(C)/JE,1E(C))a
is flat for every n ∈ N. Moreover, the Frobenius automorphisms of E(B) and E(C) induce
isomorphisms E(B)/JE,1
∼→ E(B)/JE,pk and E(C)/JE,1E(C) ∼→ E(C)/JE,pkE(C) for every
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k ∈ N, whence a commutative diagram ofWnE-algebras
Wn(E(B)/JE,1)
Wn(f⊗BE(B)/JE,1) //

Wn(E(C)/JE,1E(C))

Wn(E(B)/JE,pk)
Wn(f⊗BE(B)/JE,pk ) // Wn(E(C)/JE,pkE(C))
for every n, k ∈ N
whose vertical arrows are isomorphisms, and where the rings on the bottom row are regarded
as WnE-algebras via restriction of scalars along the automorphismWn(ΦE) : WnE → WnE.
Since we have
Wn(ΦE)(nn) = nn for every n ∈ N
it follows that Wn(f ⊗B E(B)/JE,pk)a is a flat morphism of (WnE, nn)a-algebras, for every
n, k ∈ N. We remark, quite generally :
Claim 16.8.28. Let R be any ring such that the Frobenius endomorphism ΦR/pR of R/pR is
surjective, (xλ | λ ∈ Λ) any set of elements of R, and I ⊂ R the ideal generated by this set.
Then, for every n ∈ N, the kernel of the projection πn : WnR→WnR/I is generated by
(V iR(xλ) | λ ∈ Λ, i = 0, . . . , n− 1).
Proof of the claim. Arguing by induction on n ∈ N, we are reduced to checking that the ideal
VnI := VnR ∩Kerπn+1 is generated by (V nxλ | λ ∈ Λ), for every n ∈ N. However, according
to claim 9.3.31 we have an isomorphism ofWn+1R-modules : I
∼→ VnI , where I is regarded as
a Wn+1R-module via restriction of scalars along the ring homomorphism ωn : Wn+1R → R.
Thus, we come down to showing that ωn is a surjection for every n ∈ N. We argue by induction
on n : the assertion is trivial for n = 0, so suppose that ωn is already known to be surjective for
some n ≥ 0; sinceΦR/pR is surjective, the same holds forΦnR/pR, and taking into account (9.3.3)
together with our inductive assumption, we easily deduce that ωn+1 is surjective as well. ♦
In light of claim 16.8.28 we see that
Wn(E(B)/JE,pk) =W (E(B))/(p
nW (E(B)) + Ik)
where Ik is the ideal generated by (pi ·τE(B)(ep
k−i
λ ) | λ ∈ Λ, i = 0, . . . , k). Taking into account
lemma 16.1.1(iv), we deduce that
A⊗W (E) Wn(E(B)/JE,pk) = B/(pnB + I ′′k ) for every n, k ∈ N
where I ′′k is the ideal generated by (p
i · uB(epk−iλ ) | λ ∈ Λ, i = 0, . . . , k). Notice that
(16.8.29) J ′p2k−1 ⊂ I ′′2k−1 ⊂ J ′k for every k ∈ N.
We have as well A⊗W (E) Wn(f ⊗E(B) E(B)/JE,pk) = f ⊗B B/(pnB + I ′′k ), and furthermore,
the ring homomorphism WnE → A/pnA induced by uA maps nn onto m/pnA; therefore,
(f ⊗B B/(pnB + I ′′k ))a is a flat morphism of (A,m)a-algebras, for every n, k ∈ N. Combining
with (16.8.29), the assertion follows. 
Proposition 16.8.30. In the situation of (16.8.14), let B be a perfectoid A-algebra, fa : Ba →
C an e´tale morphism of (A,m)a-algebras such that C is almost finitely presented as a Ba-
module, and endow C∗ with the unique ring topology such that the induced map B → C∗ is
adic. Then C∗ is a perfectoid A-algebra.
Proof. Let I ⊂ B be any ideal of definition, and IE ⊂ E(B) the corresponding ideal such
that uA induces an isomorphism E(B)/IE
∼→ B/I (see remark 16.3.7(iii)); then fa ⊗B B/I :
E(B)/IE → C/IC is an e´tale morphism of (E,mE)a-algebras. By [52, Th.5.3.27], the latter
lifts uniquely to an e´tale morphism g : E(B)a → C ′ of (E,mE)a-algebras such that C ′ is almost
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finitely presented as an E(B)a-module. Since E(B) is perfect, [52, Th.3.5.13] implies that the
Frobenius morphism
(ΦE,ΦC′) : ((E(B),mE), C
′)→ ((E(B),mE), C ′)
is cartesian in the fibred categoryBa-Alg of [52, §3.5.3]. Since the functor (−)∗ onBa-algebras
is cartesian (see [52, §3.5.4]), it follows that the morphism
(ΦE,ΦC′∗) : ((E(B),mE), C
′
∗)→ ((E(B),mE), C ′∗)
is cartesian as well, i.e. C ′∗ is a perfect Fp-algebra. Let us endow C
′
∗ with its IE-adic topology.
We remark :
Claim 16.8.31. C ′∗ is perfectoid.
Proof of the claim. Since E(B)a is complete and separated for its IE-adic topology, [52,
Claim 5.3.25], implies that the natural morphism C ′ → limn∈N C ′/InEC ′ is an isomorphism,
so the same holds for the induced map C ′∗ → limn∈N(C ′/InEC ′)∗. Especially, C ′∗ is com-
plete and separated for the linear topology defined by the system of ideals (Jn := Ker (C
′
∗ →
(C ′/InEC
′)∗ | n ∈ N) (corollary 8.2.16(i)). Clearly InEC ′∗ ⊂ Jn for every n ∈ N, so C ′∗ is also
complete and separated for its IE-adic topology (lemma 8.3.12), whence the claim. ♦
By claim 16.8.31 it follows that there exists a perfectoid A-algebra D with an isomorphism
of perfectoid E-algebras C ′∗
∼→ E(D). We consider the composition
h : E(B)
ηE(B)−−−−→ E(B)a∗ g∗−−→ C ′∗ ∼→ E(D)
where ηE(B) is the unit of adjunction; since h is an adic ring homomorphism, there exists a
unique adic map of A-algebras k : B → D with E(k) = h (theorem 16.3.42(i)). By con-
struction, we have also an isomorphism (C/IC)a
∼→ (D/ID)a of (B/I)a-algebras; especially,
(k ⊗B B/I)a is a flat ring homomorphism, and therefore the same holds for (k ⊗B B/In)a :
(B/In)a → (D/InD)a, for every n ∈ N (lemma 16.8.25). By virtue of [52, Cor.3.2.11(ii,iii)]
and remark 14.1.88, it follows that there exists a unique isomorphism of (B/In)a-algebras
ωn : C/I
nC
∼→ (D/InD)a for every n ∈ N.
Notice that the uniqueness of the morphisms ωn implies that ωn+1 ⊗B B/In = ωn for every
n ∈ N. However, D is complete and separated for its I-adic topology, since h is adic; the
same holds for C, since the latter is an almost projectiveB-module of almost finite presentation
([52, Claim 5.3.25]). Hence, the limit of the inverse system (ωn | n ∈ N) is an isomorphism
ω : C
∼→ Da of Ba-algebras, whence the isomorphism ω∗ : C∗ ∼→ Da∗ of B-algebras, and it
suffices to invoke corollary 16.8.17 to conclude. 
16.8.32. Let now A := (A,A+, U) be any perfectoid quasi-affinoid ring, and set
U := SpecA UE := E(U) XA := SpecA ZA := XA \ U
(notation of (16.5.20)). We let m ⊂ A be the unique radical ideal such that SpecA/m = ZA.
Also, setE := E(A),XE := SpecE, and letmE ⊂ E be the unique ideal such that uA induces a
ring isomorphismE/mE
∼→ A/m (see remark 16.3.7(iii)). According to proposition 16.8.15(i),
both pairs (A,m) and (E,mE) are basic setups.
Theorem 16.8.33. With the notation of (16.8.32), the pair (XA, ZA) is normal and almost pure,
relative to the basic setup (A,m).
Proof. Let jA : U → XA be the open immersion; since jA∗OU is a quasi-coherent OXA-algebra
([37, Ch.I, Prop.9.4.2(i)]), in order to check that the pair (XA, ZA) is normal, it suffices to show
that the induced map A→ OXA(U) is almost injective and the image of Aa is integrally closed
in OXA(U)
a. These assertions follow from claim 16.8.20(ii).
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Next, pick any ideal of definition I ⊂ A, set E := E(A), let IE ⊂ E be the unique ideal of
definition such that uA induces a ring isomorphism E/IE
∼→ A/I , and consider the following
diagram of categories :
DA :
Cov(U) (A,m)a-E´tafr
j∗Aoo
i∗A // (A/I,m/I)a-E´tafr
Cov(UE)
wA
OO✤
✤
✤
(E,mE)
a-E´tafr
i∗
E //
j∗
Eoo (E/IE,mE/IE)
a-E´tafr
where j∗A (resp. i
∗
A) is induced by the open (resp. closed) immersion jA : U → XA (resp.
iA : ZA → XA) and likewise for j∗E and i∗E. We need to show that j∗A is an equivalence. However,
according to [52, Th.5.5.7(iii)], both i∗A and i
∗
E are equivalences, and the same holds for j
∗
E, by
virtue of theorem 16.8.2(i). Then, choose an arbitrary quasi-inverse functor sE for j
∗
E and tA
for i∗A; we let the dotted arrow be the functor wA := j
∗
A ◦ tA ◦ i∗E ◦ sE : Cov(UE)→ Cov(U), so
that DA is essentially commutative, and we are reduced to checking that wA is an equivalence.
Claim 16.8.34. We may assume that A = Γ◦(U) (notation of (16.5.19)).
Proof of the claim. Say that Γ◦(U) = (A◦U , A
+
U , U), set X
◦
U := SpecA
◦
U , and denote by mU ⊂
A◦U the unique radical ideal such that SpecA
◦
U/mU = X
◦
U \ U . Likewise, say that Γ◦(UE) =
(E◦U ,E
+
U , UE), setX
◦
E := SpecE
◦
U and denote bymE,U ⊂ E◦U the unique radical ideal such that
SpecE◦U/mE,U = X
◦
E \ UE. It follows easily that
mU ⊂ mA◦U mU,E ⊂ mEE◦U .
Moreover, set IU := IA
◦
U and IE,U := IEE
◦
U ; the map uA◦U : E
◦
U → A◦U induces a ring
isomorphism E◦U/IE,U
∼→ A◦U/IU . Also, as in the foregoing, the projection A◦U → A◦U/IU and
the open immersion jE,U : UE → X◦E induce equivalences of categories
i∗U : (A
◦
U ,mU)
a-E´tafr
∼→ (A◦U/IU ,mU/IU)a-E´tafr j∗E,U : (E◦U ,mE,U)a-E´tafr ∼→ Cov(UE).
After choosing quasi-inverse functors tU for i
∗
U and sE,U for j
∗
E,U , there follows an essentially
commutative diagram of functors
(A,m)a-E´tafr
j∗A

!!
(A/I,m/I)a-E´tafr
tAoo

(E,mE)
a-E´tafr
i∗
Eoo
}}
Cov(U) Cov(UE)
sE
OO
sE,U

(A◦U ,mU)
a-E´tafr
j∗U
OO
(A◦U/IU ,mU/IU)
a-E´tafr
tUoo (E◦U ,mE,U)
a-E´tafr
i∗
E,Uoo
whose unmarked vertical arrows are induced by the natural ring homomorphisms A → A◦U ,
A/I → A◦U/IU and E → E◦U , and where j∗U is induced by the open immersion jU : U → X◦U .
The claim follows easily. ♦
The restriction to the site R(U) of the stack Cov∧U of corollary 15.7.26 along the inclusion
R(U) ⊂ Q(U) is a stack that we denote again
πU : Cov
∧
U → R(U).
Recall the construction : for every rational subset R ⊂ SpaU we choose a complete and
separated quasi-affinoid scheme U∧R := (U
∧
R ,T
∧
R , A
∧+
R ) representing the sub-presheaf h
′′
R of
h′′U ; then π
−1
U (R) := Cov(U
∧
R). We shall consider similarly the quasi-affinoid schemes
XA := Spec (A,A
+, XA) and Y A := SpecA/I ⊗A (A,A+, XA)
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(notation of example 15.4.7(i)) and the fibrations
πXaA : Cov
∧
(XA,m)
a → R(U) πY aA : Cov∧(Y A,m)a → R(U)
defined as follows. For any R ∈ Ob(R(U)), we know that (A∧◦R , A∧+R , U∧R) := Γ◦(U∧R) is a per-
fectoid quasi-affinoid ring (proposition 16.7.25(iii) and (16.5.19)), and we setX◦R := SpecA
∧◦
R ;
then, let mR ⊂ A∧◦R be the unique radical ideal such that X◦R \ U∧R = SpecA∧◦R /mR. Set also
IR := IA
∧◦
R ; by proposition 16.8.15(i), the pair (A
∧◦
R ,mR) is a basic setup, and we let
π−1XaA(R) := (A
∧◦
R ,mR)
a-E´tafp π
−1
Y aA
(R) := (A∧◦R /IR,mR/IR)
a-E´tafp.
If R′ ⊂ R is another rational subset, the induced inclusion of sub-presheaves h′′R′ ⊂ h′′R corre-
sponds to a morphism U∧R′ → U∧R of quasi-affinoid schemes, which in turn yields a morphism
Γ◦(U∧R)→ Γ◦(U∧R′) of perfectoid quasi-affinoid rings, and it follows easily that
mR′ ⊂ mRA∧◦R′
whence, finally, induced functors
j∗R′R : π
−1
XaA
(R)→ π−1XaA(R
′) j′∗R′R : π
−1
Y aA
(R)→ π−1Y aA(R
′).
Moreover, for every further inclusion of rational subset R′′ ⊂ R′ we have a natural isomor-
phisms of functors
j∗R′′R′ ◦ j∗R′R ∼→ j∗R′′R j′∗R′′R′ ◦ j′∗R′R ∼→ j′∗R′′R
and the systems of such functors and isomorphisms of functors amount to well defined pseudo-
functors R(U)o → Cat, whence the sought fibrations πXaA and πY aA . Furthermore, the system
of open immersions jR : U
∧
R → X◦R and the projections A∧◦R → A∧◦R /IR induce pseudo-natural
transformations
(A∧◦R /IR,mR/IR)
a-E´tafp
i∗R←− (A∧◦R ,mR)a-E´tafp
j∗R−→ Cov(U∧R) for every R ∈ Ob(R(U))
whence morphisms of fibrations
Cov∧(Y A,m)a
i∗U←−− Cov∧(XA,m)a
j∗U−−→ Cov∧U .
Likewise, by repeating the foregoing with the quasi-affinoid schemes
XE := Spec (E,E
+, XE) Y E := SpecE/IE ⊗E (E,E+, XE)
we get the following fibrations and morphisms of fibrations over the site R(UE) :
(16.8.35) Cov∧(Y
E
,mE)a
i∗UE←−−− Cov∧(X
E
,mE)a
j∗UE−−−→ Cov∧U
E
.
However, in view of the isomorphism of sites E : R(U)
∼→ R(UE) of remark 16.7.29(i),
we may also regard (16.8.35) as fibrations and morphisms of fibrations over the site R(U).
Moreover, by combining remark 16.7.29(ii) and (16.5.22), we obtain natural isomorphisms
(16.8.36) Y A ×XA U∧R
∼→ Y E ×XE U∧E(R) for every R ∈ Ob(R(U))
and a simple inspection shows that the resulting ring isomorphismA◦R/IR
∼→ A◦E(R)/IE(R) maps
mR/IR isomorphically onto mE(R)/IE(R). Summing up, we get a natural fibrewise equivalence
of fibrations over R(U) :
(16.8.37) Cov∧(Y
E
,mE)a
∼→ Cov∧(Y A,m)a .
Furthermore, both i∗U and i
∗
U
E
are fibrewise equivalences, by virtue of [52, Th.5.5.7(iii)], and
the same holds for j∗U
E
, by theorem 16.8.2(i). We may then find morphisms of fibrations
sU
E
: Cov∧U
E
→ Cov∧(X
E
,mE)a
and tU : Cov
∧
(Y A,m)
a → Cov∧(XA,m)a
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that are quasi-inverse functors for j∗U
E
and i∗U (corollary 3.1.28(i)). The composition of these
functors yields a morphism of stacks
wU : Cov
∧
U
E
sUE−−−→ Cov∧(X
E
,mE)a
i∗UE−−−→ Cov∧(Y
E
,mE)a
∼→ Cov(Y A,m)a
tU−−→ Cov∧(XA,m)a
j∗U−−→ Cov∧U
such that (wU)SpaU : Cov(UE)→ Cov(U) is isomorphic to wA.
For every x ∈ SpaU , let xE := Spa(uX)(x) ∈ SpaUE; by propositions 5.2.9 and 5.6.37, we
are then reduced to checking that the induced functor on stalks
wU(x) : Cov
∧
U
E
(xE)→ Cov∧U(x)
is an equivalence, for every such x. To this aim, suppose first that x is analytic; in this case, the
completed residue field κ(x)∧ is a Tate valued field (see (15.5.12)), so that the analytic locus of
Specκ(x)∧+ is {ηx}, where ηx is the generic point. We have a well defined quasi-affinoid ring
κ(x)∧◦ := (κ(x)∧◦, κ(x)∧+, {ηx})
and the natural map A → κ(x)∧◦ yields a morphism of quasi-affinoid rings π∧x : A → κ(x)∧◦.
Likewise we get a morphism of quasi-affinoid rings
π∧xE : E(A)→ κ(xE)∧◦ := (κ(xE)∧◦, κ(xE)∧+, {ηxE}).
Moreover, by virtue of corollary 16.5.62, both κ(x)∧◦ and κ(xE)
∧◦ are perfectoid, and there
exists a unique isomorphism of quasi-affinoid rings
(16.8.38) ω : E(κ(x)∧◦)
∼→ κ(xE)∧◦ such that ω ◦ E(π∧x ) = π∧xE .
We may then repeat the foregoing constructions with A replaced by κ(x)∧◦ and κ(xE)
∧◦ : we
get first the quasi-affinoid schemes
U(x) := Specκ(x)∧◦ UE(xE) := Specκ(xE)
∧◦.
Then we set A(x) := (κ(x)∧◦, κ(x)∧+, Specκ(x)∧◦), and
XA(x) := SpecA(x) Y A(x) := Spec (A/I ⊗A A(x))
and define likewise XE(xE) and Y E(xE). Also, let mx ⊂ κ(x)∧◦ and mE,x ⊂ κ(xE)∧◦ be
the maximal ideals. To these quasi-affinoid schemes we attach as in the foregoing fibrations
over the sites R(U(x)) and R(UE(xE)). However, notice that the points of SpaU(x) are
(the equivalence classes of) the continuous valuations v : κ(x)◦ → Γv◦ with Ker v = 0 and
v(κ(x)+) ⊂ Γ+v◦; it is easily seen that there is only one such valuation, i.e. the one corresponding
to the point x of SpaU . Likewise, we have SpaUE = {xE}; hence, these fibrations amount
to categories, or equivalently, they can be identified naturally with their stalks over the unique
point x of SpaU and the unique point xE of SpaUE. Then, a simple inspection yields an
essentially commutative diagram of categories :
D ′A :
Cov∧(Y A,m)a(x)

Cov∧(XA,m)a(x)
i∗U (x)oo
j∗U (x) //

Cov∧U(x)

Cov∧(Y A(x),mx)a Cov
∧
(XA(x),mx)
a
i∗
U(x)oo
j∗
U(x) // Cov∧U(x)
whose right-most vertical arrow is an equivalence, by virtue of (15.7.28). Likewise we have
an essentially commutative diagram D ′E for the corresponding fibrations over the site R(UE);
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moreover, in light of (16.8.38) we have as well an essentially commutative diagram
Cov∧(Y
E
,mE)a
(xE) //

Cov∧(Y A,m)a(x)

Cov∧(Y
E
(xE),mE,x)a
// Cov∧(Y A(x),mx)a
whose vertical arrows are the same as the left-most vertical arrows of D ′A and D
′
E, and whose
horizontal arrows are induced by the equivalences (16.8.37). Summing up, we are reduced to
checking the following :
Claim 16.8.39. The functor j∗U(x) is an equivalence.
Proof of the claim. By unwinding the definitions, we see that Cov∧U(x) is the category of
e´tale κ(x)∧-algebras, Cov∧(XA(x),mx)a is the category of e´tale (κ(x)
∧◦,mx)
a-algebras of almost
finite rank, and j∗U(x) is the natural restriction functor. In light of lemma 14.4.5(ii) and re-
mark 14.4.3(i), it follows already that j∗U(x) is fully faithful. Next, let E be any finite separa-
ble field extension of κ(x)∧, and E◦ the integral closure of κ(x)∧◦ in E; it suffices to check
that E◦a is an e´tale κ(x)∧◦a-algebra of finite rank. However, notice that κ(x)∧◦ is a valu-
ation ring of rank one with field of fractions κ(x)∧; moreover, it is perfectoid for the ring
topology such that the natural map A → κ(x)∧◦ is adic (corollary 16.5.62(i)), and there-
fore it is deeply ramified, by [52, Prop.6.6.6] and lemma 16.2.3(iv). Let also Es be any
separable closure of E, and Es◦ the integral closure of E◦ in Es; by [52, Prop.6.6.2 and
Rem.6.1.12(iv)] it follows that (ΩEs◦/κ(x)∧◦)
a = 0, and combining with [52, Th.6.3.23] we
deduce that (ΩE◦/κ(x)∧◦)
a = 0 (cp. the proof of [52, Prop.6.6.2]). By invoking again [52,
Th.6.3.23], it follows that DE◦/κ(x)∧◦ = E
◦a. Then the assertion follows from [52, Prop.6.3.8
and Lemma 4.1.27]. ♦
Lastly, in case x is non-analytic, set
Y (x) := Spec (A/I ⊗A O∧SpaU,x) YE(xE) := Spec (E/IE ⊗E O∧SpaU
E
,xE
)
According to (15.7.28) we have natural equivalences of categories
Ψ : Cov∧U(x)
∼→ Cov(Y (x)) ΨE : Cov∧U(xE) ∼→ Cov(YE(xE)).
Recall the construction of these equivalences : an object of CovU(x) is a pair (R,ϕ) where R is
a rational subset of SpaU containing x, and ϕ : V → U∧R is a finite e´tale morphism of schemes;
to such an object, the equivalence Ψ assigns the finite e´tale morphism Y (x) ×U∧R ϕ. Similarly
we may describe ΨE. We get likewise well defined functors
Cov∧(XA,mA)a(x)
Ψ′−−→ Cov(Y (x)) Ψ′′←−− Cov∧(Y A,mA)a(x).
Namely, an object of Cov∧(XA,mA)a(x) is a pair (R, f : (A
∧◦
R ,mR)
a → Ba) where R is as in the
foregoing and f is an e´tale covering of almost rings, and notice that mRO∧SpaU,x = O
∧
SpaU,x, so
fx := A/I ⊗A O∧SpaU,x⊗A∧◦R f is a homomorphism of (usual) rings; then the functor Ψ′ assigns
to the pair (R, f) the finite e´tale covering Spec fx of Y (x). Similarly we define Ψ
′′, and it is
easily seen that the resulting diagram of categories :
D ′′A :
Cov∧(Y A,m)a(x)
Ψ′′ ((◗◗
◗◗◗
◗◗◗
◗◗◗
◗
Cov∧(XA,m)a(x)
i∗U (x)oo
j∗U (x) //
Ψ′

Cov∧U(x)
Ψww♣♣♣
♣♣♣
♣♣♣
♣♣
Cov(Y (x))
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is essentially commutative. Correspondingly, we have an essentially commutative diagram D ′′E
for the stalks over xE, and notice that all the arrows of D ′′E are equivalences (details left to the
reader). On the other hand, the system of isomorphisms (16.8.36) induces an isomorphism of
schemes
YA(x)
∼→ YE(xE)
whence an essentially commutative diagram
Cov∧(Y
E
,mE)a
(xE)
Ψ′′
E //

Cov(YE(xE))

Cov∧(Y A,m)a(x)
Ψ′′ // Cov(Y (x))
whose left vertical arrow is induced by the equivalence (16.8.37), and the right vertical arrow is
an equivalence as well. We conclude that Ψ′′ is an equivalence; then the same holds for j∗U(x),
and finally also for wU(x), as sought. The proof is complete. 
16.8.40. Almost purity in the formal perfectoid case. We show now how to extend theorem
16.8.33 to the case of formal perfectoid rings. We begin with some preliminary observations :
Lemma 16.8.41. Let A be an adic topological ring that admits a finitely generated ideal I of
adic definition, A∧ the completion of A, and m ⊂ A an open ideal. The following holds :
(i) m is a radical ideal of A if and only if mA∧ is a radical ideal of A∧.
(ii) m = m2 if and only if mA∧ = m2A∧.
(iii) m fulfills condition (B) of [52, §2.1.6] if and only if the same holds for mA∧.
Proof. By assumption, In ⊂ m for some integer n > 0; after replacing I by In, we may then
assume that I ⊂ m.
(i): Let n be the radical ideal of m; since I ⊂ m, it is easily seen that n/I is the radical
ideal of m/I in the quotient A/I . Since the completion map A→ A∧ induces an isomorphism
A/I
∼→ A∧/IA∧, it follows that nA∧/IA∧ is the radical ideal of mA∧/IA∧; again, this easily
implies that nA∧ is the radical ideal of mA∧, whence the assertion.
(ii): We have m = m2 ⇔ m/I2 = m2/I2, and since the completion map induces an isomor-
phism A/I2
∼→ A∧/I2A∧, we have m/I2 = m2/I2 ⇔ mA∧/I2A∧ = m2/I2A∧. Again, the
latter condition holds if and only if mA∧ = m2A∧, whence the assertion.
(iii): In view of (ii), it is clear that if m fulfills condition (B), then so does mA∧. Conversely,
suppose that mA∧ fulfills condition (B); by (ii), it follows already that m = m2, and it remains
to check that for every integer k > 0, the idealm is generated by the system xk• := (x
k | x ∈ m).
However, let a1, . . . , an be a finite system of generators of I , and choose N ∈ N such that IN
lies in the ideal generated by ak• := (a
k
1, . . . , a
k
n); by assumptionmA
∧ is generated by the system
bk• := (b
k | b ∈ mA∧), hence the same holds for mA∧/INA∧. The completion map induces an
isomorphismm/IN
∼→ mA∧/INA∧ and maps xk• onto the family bk• , so that m/IN is generated
by xk• , and therefore the same holds for m, since the family x
k
• contains a
k
• . 
Proposition 16.8.42. Let A be a formal perfectoid ring, I ⊂ A a finitely generated ideal of
adic definition, m ⊂ A a radical ideal with I ⊂ m, and U := SpecA \ SpecA/m. We have :
(i) (A,m) is a basic setup fulfilling condition (B) (see [52, §2.1.1, §2.1.6]).
(ii) For every subideal J ⊂ I , every almost finitely generated almost projective (A/J)a-
module P has almost finite rank, for the almost structure induced by (A,m).
(iii) In the situation of (ii), if moreover U is quasi-compact, then P has finite rank.
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Proof. (i) follows from lemma 16.8.41 and proposition 16.8.15(i).
(ii): After replacing I by I + pA, we may assume that p ∈ I . Set X := SpecA/J and
U ′ := X \ SpecA/I . Let S ⊂ A be the multiplicative subset 1 + I , and B := S−1(A/J).
Let also P be the quasi-coherent OX-module associated with the A/J-module P!. Then X =
U ′ ∪ SpecB, and U ′ is quasi-compact, so that P|U ′ is a locally free OU ′-module of finite rank.
Thus, it suffices to check that PB := P ⊗A B is almost projective Ba-module of almost finite
rank. Now, the ideal IB := I/J of B is obviously tight, and by construction IB ⊂ rad(B);
moreover, the localization A/J → B induces a ring isomorphism A/I ∼→ B/IB , whence an
isomorphism of (A/I)a-modules P0 := P/IP
∼→ PB/IBPB . By lemma 14.3.17(ii) we are
then reduced to checking that P0 is an (A/I)
a-module of almost finite rank. To this aim, let
E := E(A), and pick a distinguished element α ∈ Ker uA; by remark 16.3.7(ii), the map uA
induces a ring isomorphism ω : E/α0E
∼→ A/pA, and we let mE and IE be the unique ideals
of E with
α0 ∈ mE α0 ∈ I m/pA ∼→ mE/α0E I/pA ∼→ IE/α0E.
In particular, IE is finitely generated, and (E,mE) is a basic setup, by proposition 16.8.15(i).
Via the isomorphism ω, we may then regard P0 as an almost finitely generated almost projective
(E/IE)
a-module (for the almost structure given by (E,mE)), and clearly it suffices to show that
P0 is of almost finite rank, when regarded as an (E/IE)
a-module. The latter follows from
proposition 16.8.7(i).
(iii): Arguing as in the proof of (ii), we reduce to showing that if U is quasi-compact, then P0
is of finite rank, when regarded as a (E/IE)
a-module, and according to proposition 16.8.7(ii),
the latter will follow, once we show that Z := SpecE/mE is constructible in SpecE. However,
(SpecA/pA) \ (SpecA/m) = U ∩ SpecA/pA is quasi-compact, hence the same holds for
W := (SpecE/α0E) \ Z. Thus, (SpecE) \ Z = W ∪ SpecE[α−10 ] is constructible in SpecE,
and then the same follows for Z. 
16.8.43. Let A be a formal perfectoid ring, I ⊂ A a finitely generated ideal of adic definition,
and m ⊂ A a radical ideal with I ⊂ m. Set X := SpecA, Z := SpecA/m, and U := X \ Z.
According to proposition 16.8.42(i), we may consider the almost structure associated with the
basic setup (A,m). We then have :
Theorem 16.8.44. In the situation of (16.8.43), let also r ∈ N. The following holds :
(i) The pair (X,Z) is almost pure.
(ii) Let M be any almost projective OaX-module of almost finite rank. Then M is a faith-
fully flat OaX-module (resp. is an O
a
X-module of finite rank ≤ r) if and only if the same
holds for the OU -module M|U .
Proof. (i): Suppose first that Z is constructible in X . Let Ah and A∧ be respectively the topo-
logical henselization and the completion of A, and set Xh := SpecAh and X∧ := SpecA∧.
Let also Uh := Xh×X U and U∧ := X∧×X U . In light of theorem 16.8.33, it suffices to check
that both square subdiagrams of the following induced diagram are 2-cartesian :
OaX-E´tafr //

Oa
Xh
-E´tafr

// OaX∧-E´tafr

OU -E´tfr // OUh-E´tfr // OU∧-E´tfr.
Now, by [52, Prop.5.5.6(i)] it follows that the natural functor
OaX-E´tafr → OaXh-E´tafr
2×
O
Uh
-E´tfr
OU -E´tfr
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is fully faithful. Thus, let (E h, EU , ξ) be the datum of an object E h of OaXh-E´tafr, an object EU
of OU -E´tfr, and an isomorphism ξ in OUh-E´tfr between the images of E
h and EU . By loc.cit.,
there exists a quasi-coherent OaX-algebra E whose restriction to X
h and to U is isomorphic to
E h and respectively EU , and in view of proposition 16.8.42(iii), it remains to check that E is
e´tale and almost finitely presented as an OaX -module. Since the induced morphismU⊔Xh → X
is quasi-compact and faithfully flat, the assertion follows from lemmata 14.3.5(i) and 14.3.26(i).
This shows that the left square subdiagram of the foregoing diagram is 2-cartesian.
Next, since both of the natural maps A/I → Ah/IAh and A/I → A∧/IA∧ are isomor-
phisms, [52, Th.5.5.7(iii)] implies that the top horizontal arrow of the right square subdiagram
is an equivalence. To conclude the proof in this case, it then suffices to show :
Claim 16.8.45. The base change functor OUh-E´tfr → OU∧-E´tfr is an equivalence.
Proof of the claim. According to proposition 8.3.25(i) there exists a unique f-adic topology on
B := OUh(U
h) (resp. on C := OU∧(U∧)) such that the restriction map Ah → B (resp. A∧ →
C) is open. It follows easily that the induced map B → C is continuous and adic, since the
same holds for the completion map A → A∧. Set Ah+ := Ah◦ ⊂ Ah and A∧+ := A∧◦ ⊂ A∧;
in view of lemma 8.3.19(iii.a), the integral closure in B (resp. in C) of the image of Ah+ (resp.
of A∧+) is a subring of integral elements, that we denote B+ (resp. C+). Recall also that the
natural morphism of schemes SpecB → Xh (resp. X∧ → SpecC) induces an isomorphism
UB := U
h ×Xh SpecB ∼→ Uh (resp. UC := U∧ ×X∧ SpecC ∼→ U∧); combining with lemma
15.4.6, we deduce that the resulting diagram
Spec(C,C+, UC) //
ϕ

Spec(B,B+, UB)

Spec(A∧, A∧+, U∧) // Spec(Ah, Ah+, Uh)
is cartesian in the category of quasi-affinoid schemes. Furthermore, the quasi-affinoid scheme
Spec(C,C+, UC) is complete, by virtue of lemma 16.4.27(ii). By arguing with universal prop-
erties, it follows easily that the morphism ϕ identifies Spec(C,C+, UC) with the completion of
Spec(A∧, A∧+, U∧) : the details are left to the reader. Then the claim follows from theorem
15.7.17 and proposition 16.8.42(ii). ♦
Lastly, we consider the case where Z is an arbitrary closed subset inX . Then, let (Iλ | λ ∈ Λ)
be the filtered system of all finitely generated ideals of A containing I and contained in m. For
every λ ∈ Λ, let also mλ be the radical of Iλ; then Zλ := SpecA/mλ = SpecA/Iλ and
Uλ := X \ Zλ are constructible subsets of X , and (A,mλ) is a basic setup fulfilling condition
(B), for every such λ (proposition 16.8.42(i)). Both natural functors :
(A,m)a-E´tafr → 2-lim
λ∈Λ
(A,mλ)
a-E´tafr OU -E´tfr → 2-lim
λ∈Λ
OUλ-E´tfr
are equivalences of categories (corollary 14.2.5(ii,iv,v)), hence we are reduced to prove the
theorem for the pair (X,Zλ), relative to the almost structure (A,mλ), for every λ ∈ Λ. The
latter is already known by the previous case, so the proof is concluded.
(ii): Again, we assume first that Z is constructible, in which case M has finite rank (propo-
sition 16.8.42(iii)). Let Aloc be the topological localization of A (see (8.4.8)); set also Xloc :=
SpecAloc. Then Aloc is a formal perfectoid ring, and the localization A→ Aloc induces an iso-
morphism of the respective completions A∧
∼→ A∧loc (corollary 8.4.14(i)), and an isomorphism
ofA-schemes π : Uloc := Xloc×X U ∼→ U . SetM := M (X),Mloc := Aloc⊗AM , and let Mloc
be the almost projective OaXloc-module of finite rank corresponding to Mloc. Then π induces a
natural identification of M|U with (Mloc)|Uloc , so that the latter is a faithfully flat OUloc-module.
We notice :
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Claim 16.8.46. In the situation of (16.8.32), let F be any almost projective OaXA-module of
finite rank. Then F is a faithfully flat OaXA-module (resp. is an O
a
XA
-module of finite rank ≤ r)
if and only if the same holds for the OU -module F|U .
Proof of the claim. Since the pair (X,Z) is normal (theorem 16.8.33), the assertion follows
immediately from lemma 14.3.18. ♦
From claim 16.8.46, it follows that A∧loc ⊗Aloc Mloc is a faithfully flat (A∧loc)a-module of
finite rank; consequently Mloc/IMloc is a faithfully flat A
a
loc/IA
a
loc-module of finite rank. By
construction, Ialoc ⊂ rad(Aaloc) is a tight ideal of Aaloc (relative to the basic setup (A,m)), hence
Mloc is a faithfully flat A
a
loc-module (lemma 14.3.17(i)). Lastly, let Y be the disjoint union of U
and SpecAloc; we have an obvious faithfully flat morphism of A-schemes f : Y → X , and the
foregoing implies that f ∗M is a faithfully flat OaY -module, so M is a faithfully flat O
a
X-module,
by lemma 14.3.5(i).
Next, for a general Z, define the filtered system of subideals (mλ | λ ∈ Λ) of m, and the
corresponding filtered system of open constructible subsets (Uλ | λ ∈ Λ) of U , as in the proof
of (i). Then if M|U is a faithfully flat OU -module (resp. if the rank of M is ≤ r), obviously the
same holds for the OUλ-module M|Uλ. For every λ ∈ Λ, denote by Mλ the image of M in the
category of (A,mλ)
a-modules; by the foregoing case, Mλ is a faithfully flat (A,mλ)
a-module
(resp. has rank ≤ r) for every such λ. Then M is a faithfully flat (A,m)a-module (resp. has
rank ≤ r), by corollary 14.2.5(iii,iv). 
16.9. Perfectoid Tate rings and perfectoid Abhyankar’s lemma. In this section we intro-
duce some special classes of perfectoid quasi-affinoid rings that will play an important role in
the proof of Hochster’s direct summand conjecture.
Definition 16.9.1. Let (A,TA) be a Tate ring (see definition 8.3.8(vi)).
(i) We say that A is a perfectoid Tate ring (resp. formal perfectoid Tate ring) if it has a
subring of definitionA0 that is perfectoid (resp. formal perfectoid), for the topology induced by
TA via the inclusion map A0 → A.
(ii) We say that A is uniform, if A◦ is a bounded subset of A (see definition 8.3.8(ii)). We let
Tate and u.Tate
be the full subcategories of Z-TopAlg (see definition 8.3.1(iii)) whose objects are the Tate rings
and respectively the uniform Tate rings.
Lemma 16.9.2. (i) Let (A,TA) be a Tate ring. The following conditions are equivalent :
(a) A is uniform.
(b) The completion A∧ of A is uniform.
(c) TA agrees with the topology given by a power-multiplicative semi-norm ‖ · ‖ : A→ R.
(ii) Moreover, if the power-multiplicative semi-norm ‖ · ‖ defines the topology TA, we have :
A◦ = {a ∈ A | ‖a‖ ≤ 1} and A◦◦ = {a ∈ A | ‖a‖ < 1}.
(iii) The inclusion functor u.Tate→ Tate admits a left adjoint
u : Tate→ u.Tate A 7→ u(A).
We call u(A) the uniformization of the Tate ring A.
Proof. (i.a)⇒(i.b): Indeed, if A◦ is a bounded subset of A, then its image B in A∧ is bounded
in the latter ring; but then the same holds for the topological closure Bc of B in A∧ (remark
8.3.9(iii)). However, Bc = (A∧)◦ (corollary 8.4.14(ii) and proposition 8.2.13(iii)) whence the
contention.
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(i.b)⇒(i.a): Let j : A→ A∧ be the completion map; we have j−1((A∧)◦) = A◦, by corollar-
ies 8.4.14(ii) and 8.2.17(ii). Since the topology ofA is induced by that ofA∧ via j, the assertion
follows easily.
(i.a)⇒(i.c): Fix ρ ∈]0, 1[ and pick t ∈ A× ∩ A◦◦. Notice that A◦ is a subring of definition
of A (proposition 8.3.13(ii)). Denote by ν : A → Z ∪ {+∞} the order function associated
with the ideal tA◦ (see example 9.1.9(i)), and set |a| := ρν(a) for every a ∈ A. Morever, let
‖ · ‖ : A → R be the asymptotic Samuel function of tA◦, i.e. ‖a‖ := lim
n→+∞
|an|1/n for every
a ∈ A. Notice that ν(tka) = k + ν(a) for every k ∈ N and a ∈ A, whence : have :
(16.9.3) ‖tka‖ = ρk · ‖a‖ for every k ∈ N and a ∈ A.
By construction, ‖a‖ ≤ 1 for every a ∈ A◦. On the other hand, if ‖a‖ > r > 1, then there
exists k ∈ N such that |an| > rn for every n ≥ k, and it follows easily that a /∈ A◦. Combining
with (16.9.3), we conclude that tkA◦ = {a ∈ A | ‖a‖ ≤ ρk} for every k ∈ N, whence (i.c).
(i.c)⇒(i.a): Clearly {a ∈ A | ‖a‖ < 1} = A◦◦. Pick t ∈ A× ∩ A◦◦, so that r := ‖t‖ ∈]0, 1[;
then tkA◦◦ is an open ideal of A◦ for every k ∈ N, and it lies in the subset {a ∈ A | ‖a‖ < rk},
whence (i.a).
(ii) follows by simple inspection of the definitions.
(iii): Let A0 ⊂ A be a subring of definition, t ∈ A× ∩ A◦◦, and ν : A → Z ∪ {+∞} the
order function associated with the ideal tA0. For given ρ ∈]0, 1[, the map | · |A : A → R such
that |a|A := ρν(a) for every a ∈ A is a semi-norm, and the topology defined by | · |A agrees with
TA. Then, let ‖ · ‖A : A → R be the asymptotic Samuel function of tA0. Recall that ‖ · ‖A is
a multiplicative semi-norm, and let T uA be the topology on A defined ‖ · ‖A. Lemma 9.1.8(iii)
implies that the identity map of A is a continuous ring homomorphism (A,TA) → (A,T uA );
also, the discussion of example 9.1.9 shows that T u depends only on the original topology TA
(and is independent of all auxiliary choices). Now, let (B,TB) be any uniform Tate ring, and
f : (A,TA) → (B,TB) a continuous ring homomorphism. By lemma 8.3.24(iv), the map f is
f-adic, hence it restricts to an adic ring homomorphism f0 : A0 → B◦ (lemma 8.3.19(iii.a,iii.b)),
and the proof of (i) shows that TB agrees with the topology defined by the asymptotic Samuel
function ‖ · ‖B : B → R of the ideal f(t) · B◦. With this notation, it follows easily that f is
a morphism of normed rings (A, | · |A) → (B, ‖ · ‖B) (see (9.1.6)), and then lemma 9.1.8(iv)
shows that f is also a morphism of uniform semi-normed rings (A, ‖ · ‖A) → (B, ‖ · ‖B). In
view of (i), we deduce that f : (A,T uA ) → (B,TB) is a continuous ring homomorphism of
uniform Tate rings. Thus the sought functor is obtained by the rule : (A,TA) 7→ (A,T uA ). 
Example 16.9.4. Let A be a Tate ring, A0 ⊂ A a subring of definition, and suppose there exists
an integer n > 1 such that {x ∈ A | xn ∈ A0} ⊂ A0. Then it follows easily that A◦◦ ⊂ A0, and
since A◦◦ is an ideal of A◦, we deduce that A is uniform.
16.9.5. Let (A,TA) be a perfectoid Tate ring, and A0 ⊂ A a perfectoid ring of definition,
so that A = A0[t
−1], for any t ∈ A× ∩ A◦◦0 ; moreover, tA0 is an ideal of adic definition
for A0 (corollary 8.3.15(iv)). Let also A
+ be the integral closure of A0 in A; it follows that
U := SpecA is the analytic locus of SpecA0, and
U := (U,TA, A
+)
is a perfectoid affinoid scheme (see definition 16.5.1(i)). Then, according to (16.5.20), theorem
16.5.13(ii) and corollary 16.5.43(i), we get a perfectoid affinoid scheme
(UE,TE,E
+
U) := E(U) with EU := OUE(UE)
so that EU is a complete f-adic ring, and its open subringE
+
U is perfectoid and naturally isomor-
phic to E(A+). Let (αn | n ∈ N) be a distinguished element in Ker uA◦; then the isomorphism
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of topological rings E◦U/α0E
◦
U
∼→ A◦/pA◦ of remark 16.3.7(ii) induces an isomorphism
ω : E◦U/E
◦◦
U
∼→ A◦/A◦◦.
Recall also that the composition E◦U → A of uA◦ : E◦U → A◦ with the localization A◦ → A,
factors through a continuous morphism of monoids
ϕ♭U : EU → A
(lemma 16.4.24(i) and proposition 16.4.29(i)). Let πA : A
◦ → A◦/A◦◦ and πE : E◦U → E◦U/E◦◦U
be the projections; denote by DA and DE the set of perfectoid subrings of adic definition of A
and respectively EU , and by PA the set of perfect subrings of A◦/A◦◦.
Lemma 16.9.6. In the situation of (16.9.5), the following holds :
(i) (A,TA) is a uniform Tate ring.
(ii) (EU ,TE) is a perfectoid Tate ring, and UE is the analytic locus of SpecE◦U .
(iii) The rules : B 7→ π−1A B and B 7→ (ω ◦ πE)−1B establish natural bijections
DE
∼← PA ∼→ DA.
Proof. (i) follows immediately from theorem 16.5.13(i).
(ii): It is easily seen that tA◦ is an ideal of adic definition for A◦, and A◦[t−1] = A, hence U
is the analytic locus of SpecA◦, and therefore UE is the analytic locus of SpecE
◦
U . Pickm ∈ N
such that pm/t ∈ A◦; by applying corollary 16.6.26 to the quasi-affinoid ring (A◦, A◦, U), we
deduce that there exists t′ ∈ E◦U such that
v(t− uA◦(t′)) ≤ v(p) ·max(v(uA◦(t′)), v(pm)) for every v ∈ Cont(A◦)
where uA◦ : E
◦
U → A◦ is the natural morphism of topological monoids as in (9.4). It follows
that v(t) = v(uA◦(t
′)) for every v ∈ Cont(A◦). We have v(t) < 1 for every v ∈ Cont(A◦) and
v(t) 6= 0 for every v ∈ Cont(A), since t ∈ A◦◦ ∩ A× (theorem 15.3.15(i)); hence w(t′) < 1 for
every w ∈ Cont(E◦U) (theorem 16.5.53(i)), and therefore t′ ∈ E◦◦U (corollary 15.4.27(ii)). Also,
combining with (16.5.60) we deduce that w(t′) 6= 0 for every w ∈ SpaE(U), hence t′ ∈ E×U
(proposition 15.4.30).
(iii): For every A′ ∈ DA, the inclusion map A′ → A◦ induces an open injective continuous
ring homomorphism E′ := E(A′) → E◦U , and moreover we have A◦◦ ⊂ A′ and E◦◦U ⊂ E′,
by theorem 16.3.42(i,iii.a). As in (16.9.5), we deduce a ring isomorphism E′/E◦◦U
∼→ A′/A◦◦,
which shows that A′/A◦◦ ∈ PA. Conversely, let B ∈ PA; according to proposition 16.3.25,
the open subring π−1A B = B ×A◦/A◦◦ A◦ of A◦ is perfectoid for the topology induced by the
inclusion into A◦, and then π−1A B ∈ DA. Likewise one proves that the map PA → DE is a
bijection. 
16.9.7. Let now (A,TA) be a perfectoid Tate ring, A0 ⊂ A a perfectoid subring of definition,
(B,TB) an f-adic ring, and f : A→ B a continuous ring homomorphism. Define the perfectoid
affinoid schemes U and (UE,TE,E
+
U) and the f-adic ringEU as in (16.9.5); by lemma 16.9.6(ii)
we find t′ ∈ E×U∩E◦◦U , and we let t := uA◦(t′), which is a topologically nilpotent unit ofA. Then
more generally, the element tγ := ϕ♭U(t
′γ) ∈ A is well defined for every γ ∈ Z[1/p]. Notice
that s := f(t) is a topologically nilpotent unit of B, hence B is a Tate ring; especially, the non-
analytic loci of both SpecA and SpecB are empty, so that f is an f-adic ring homomorphism
(lemma 8.3.24(iv)). By lemma 8.3.19(iii.c) there exists a subring of definition B0 ⊂ B such
that f restricts to a continuous ring homomorphism f0 : A0 → B0. Then sB0 is an ideal of
adic definition of B0, and B = B0[s
−1] (corollary 8.3.15(ii.b)). Let sγ := f(tγ) for every
γ ∈ Z[1/p]. We fix ρ ∈]0, 1[ and consider the map
| · |B : B → R ∪ {+∞} b 7→ inf{ργ | b ∈ sγB0}
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(cp. (16.5.23)). Let also ‖ · ‖B : B → R∪{+∞} be the asymptotic Samuel function of sB0, as
defined in example 9.1.9(i). Recall furthermore that A◦ is perfectoid for the topology induced
by A (theorem 16.5.13(i)), and the pair (A◦, A◦◦) is a basic setup verifying condition (B) of [52,
§2.1.6] (proposition 16.8.15(i)). Hence, the (A◦, A◦◦)a-algebra Ba is well defined, and in view
of proposition 16.8.15(ii) we see that :
Ba∗ = HomA◦(A
◦◦, B) = HomA(A⊗A◦ A◦◦, B) = HomA(A,B) = B.
Lemma 16.9.8. (i) For every b ∈ B we have : lim
n→+∞
|bn|1/nB = ‖b‖B .
(ii) ‖sγb‖B = ργ · ‖b‖B for every γ ∈ Z[1/p] and every b ∈ B.
(iii) B◦◦ = {b ∈ B | ‖b‖B < 1}.
(iv) (B◦)a∗ = {b ∈ B | ‖b‖B ≤ 1}.
Proof. (i): Recall that ‖b‖B := lim
n→+∞
ρν(b
n)/n, where ν(b) := inf{k ∈ Z | b ∈ skB0}. For every
b ∈ B, set µ(b) := sup{γ ∈ Z[1/p] | b ∈ sγB0}, so that |b|B = ρµ(b). Clearly we have
ν(bn) < µ(bn) < ν(bn) + 1 for every b ∈ B and n ∈ N.
It follows that limn→+∞(|bn|B/ρν(bn))1/n = 1, whence the contention.
(ii): It suffices to observe that |sγb|B = ργ · |b|B for every such b and γ, and apply (i).
(iii): It suffices to remark that ‖b‖B < 1 if and only if xn ∈ sB0 for some n ∈ N.
(iv): Notice that (B◦)a∗ ⊂ Ba∗ = B. On the other hand, we have (B◦)a∗ = HomA◦(A◦◦, B◦).
It then follows that (B◦)a∗ = {b ∈ B | bA◦◦ ⊂ B◦} = {b ∈ B | bA◦◦ ⊂ B◦◦}. Especially, sγb ∈
B◦◦ for every b ∈ (B◦)a∗ and γ ∈ N[1/p] \ {0}, whence ργ · ‖b‖B < 1 for every such γ, in view
of (ii) and (iii); i.e. ‖b‖B ≤ 1. Conversely, if ‖b‖B ≤ 1, we get ‖f(a)b‖B ≤ ‖b‖B ·‖f(a)‖B < 1
for every a ∈ A◦◦, due to (iii); then f(a)b ∈ B◦◦ for every such a, again due to (iii), and finally,
b ∈ (B◦)a∗. 
16.9.9. Keep the situation of (16.9.7), and set C := (B◦)a∗; lemma 16.9.8(ii,iv) implies that
sγC = {b ∈ B | ‖b‖B ≤ ργ} for every γ ∈ Z[1/p].
In light of lemma 16.9.2(iii), we may now conclude that C is the subring of power bounded
elements of the uniformization u(B) of (B,TB), and the topology of u(B) is the f-adic topology
such that C ⊂ B is a subring of definition, and sC is an ideal of adic definition. Notice that
f : (A,TA) → u(B) is still an f-adic ring homomorphism. Moreover, from lemmata 16.9.2(ii)
and 16.9.8(iii) we see that
(16.9.10) u(B)◦◦ = B◦◦.
Definition 16.9.11. (i) With the notation of (16.9.7), we say that B is a pre-perfectoid A-
algebra, if u(B) is a formal perfectoid Tate ring.
Remark 16.9.12. (i) With the notation of (16.9.9), endow C with its sC-adic topology TC ;
from corollary 8.4.14(ii) and theorem 16.5.13(i) we see that B is a pre-perfectoid A-algebra if
and only if (C,TC)∧ is a perfectoid ring.
(ii) LetD ⊂ C be any subring that is p-integrally closed in C (see definition 9.8.21(i)). From
(16.9.10) we see that :
D is open in (B,TB)⇔ B◦◦ ⊂ D ⇔ u(B)◦◦ ⊂ D ⇔ D is open in u(B).
Suppose then that D is open in (B,TB), and denote by TD the topology of D induced by TC ;
then we claim that B is a pre-perfectoid A-algebra if and only if (D,TD)∧ perfectoid. Indeed,
suppose that B is a pre-perfectoid A-algebra; since B◦◦ ⊂ D, we see that D/B◦◦ is a subring
of C/B◦◦, and in view of (16.9.10) we get natural identifications :
C/B◦◦ = C/u(B)◦◦ = C := (C,TC)
∧/(u(B)∧)◦◦.
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Then, (i) implies that C/B◦◦ is a perfect ring, and D/B◦◦ is a perfect subring, since D is
p-integrally closed in C. In light of (i), lemma 16.9.6(iii) and proposition 8.2.13(i,ii), we con-
clude that (D,TD)
∧ = D/B◦◦ ×C (C,TC) is a perfectoid subring of definition of u(B)∧.
Conversely, suppose that (D,TD)∧ is perfectoid; we know already that D is open in u(B),
and then (D,TD)∧ is open in u(B)∧, and its topology is induced by the inclusion into u(B)∧
(proposition 8.2.13(i,ii)); hence, B is a pre-perfectoid A-algebra.
(iii) Lastly, let D ⊂ B be an open subring, endow D with the topology induced by B, and
suppose that D is formal perfectoid (definition 16.7.19); then D is p-integrally closed in B.
Indeed, under these assumptions, the topology of D∧ is adic, so D∧ is a perfectoid subring of
definition of B∧, hence (B∧)◦◦ ⊂ D∧, by virtue of lemma 16.9.6(iii); especially, sγ ∈ D for
every γ ∈ N[1/p], and s−γp ∈ D for every sufficiently small γ ∈ N[1/p] (corollary 8.2.17(ii)).
It then suffices to invoke the criterion of theorem 16.4.1, together with lemma 9.8.23(i).
Example 16.9.13. Let us return to the situation of (16.6.30) : we consider a quasi-affinoid
perfectoid ring A := (A,A+, UA) and a sequence f• := (f0, . . . , fn) of elements of AU :=
OUA(UA) that generates an open ideal (for the f-adic topology on AU as in lemma 16.4.27(i)).
(i) Let (E,E+, UE) := E(A) (notation of (16.5.20)), and EU := OUE(UE). As recalled
in (16.9.5), the map uA : E → A extends to a continuous morphism of topological monoids
ϕ♭U : EU → AU ; we may then find m ∈ N and e0, . . . , en ∈ EU verifying the inequalities
(16.6.32) and (16.6.33) for every i = 1, . . . , n. Let also A0 ⊂ AU be any subring of def-
inition, and I0 ⊂ A0 an ideal of adic definition; recall that the I0-adic completion B(f•)∧
of B(f•) := A0[f1/f0, . . . , fn/f0] ⊂ AU [1/f0] is a subring of definition of O∧SpaA(S(f•)),
with S(f•) := RAU
(
f1
f0
, · · · , fn
f0
) ∩ SpaA. Moreover, the sequence ϕ♭U(e0), . . . , ϕ♭U(en) gener-
ates an open ideal of AU as well, according to proposition 16.6.34(ii) and claim 16.6.35, and
S(f•) = RAU
(ϕ♭U (e1)
ϕ♭U (e0)
, · · · , ϕ♭U (en)
ϕ♭U (e0)
) ∩ SpaA, by proposition 16.6.34(iii). It follows that the I0-
adic completion B(e•)
∧ of B(e•) := A0
[ϕ♭U (e1)
ϕ♭U (e0)
, . . . ,
ϕ♭U (en)
ϕ♭U (e0)
]
is another subring of definition
of O∧SpaA(S(f•)). Therefore, the p-integral closures D(f•) and D(e•) of B(f•)
∧ and B(e•)
∧
in O∧SpaA(S(f•)) both contain O
∧
SpaA(S(f•))
◦◦. Combining with proposition 16.6.34(iv), we
conclude that D(f•) = D(e•).
(ii) In the situation of (i), notice that if f0, . . . , fn ∈ A, we may take e0, . . . , en ∈ E, and by
construction we shall then have fi − uA(ei) ∈ pA for i = 0, . . . , n.
Theorem 16.9.14. In the situation of (16.9.7), pick γ ∈ N[1/p] \ {0} with pB0 ⊂ spγB0, and
suppose that the Frobenius endomorphism of B0/s
pγB0 is surjective. Then B is pre-perfectoid.
Proof. We exhibit an increasing chain of subrings
B0 ⊂ B1 ⊂ B2 ⊂ · · ·
of the p-integral closure of B0 in B, verifying the following conditions for every i ∈ N :
(a) The Frobenius endomorphism Φi of Bi/s
pγBi is surjective.
(b) Let Φi : Bi/s
γBi → Bi/spγBi be the ring homomorphism induced by Φi. Then the
kernel of the induced map ji : Bi/s
γBi → Bi+1/sγBi+1 contains KerΦi.
To this aim, we argue by induction on i ∈ N. Hence, suppose that for a given i ∈ N we have
already exhibited a subringBi fulfilling condition (a); we need to exhibitBi+1 so that condition
(b) holds as well for Bi, and moreover such that condition (a) holds for Bi+1. Now, since (a)
holds for Bi, for every x ∈ KerΦi we may find a sequence (a(x, n) | n ∈ N) of elements of Bi,
such that the image of a(x, 0) in Bi/s
γBi agrees with x, and :
a(x, n+ 1)p − a(x, n) ∈ spγBi for every n ∈ N.
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It follows easily that a(x, n)p
n+1 ∈ spγBi, and therefore b(x, n) := a(x, n) · s−γ/pn lies in the
p-integral closure of Bi in B, for every n ∈ N. Let us then set
Bi+1 := Bi[b(x, n) | (x, n) ∈ Ker(Φi)× N] ⊂ B.
Since the image of b(x, 0) · sγ in Bi/sγBi agrees with the image of x, we see that ji(x) = 0 for
every x ∈ KerΦi, hence condition (b) holds for Bi. Lastly, notice that
b(x, n + 1)p − b(x, n) ∈ Bi for every n ∈ N.
Since Bi/s
pγBi ⊂ ImΦi+1, it follows easily that condition (a) holds for Bi+1, as required.
Set B∞ :=
⋃
i∈NBi = B∞; by construction, the Frobenius endomorphism of B∞ induces
an isomorphism B∞/s
γB∞
∼→ B∞/spγB∞, hence B∞ is the p-integral closure of B0 in B, by
lemma 9.8.23(i). Next, let B∧∞ be the completion of B∞ for its s-adic topology; the Frobenius
endomorphism of B∧∞ induces an isomorphism B
∧
∞/s
γB∧∞
∼→ B∧∞/spγB∧∞. Clearly B∧∞ is a P-
ring; by theorem 16.4.1, the ring B∧∞ is then perfectoid, and the assertion follows from remark
16.9.12(ii). 
Corollary 16.9.15. In the situation of (16.9.7), let I ⊂ B be any ideal, and endow B := B/I
with the f-adic topology TB induced by TB via the projectionB → B (see example 8.3.22(iii)).
Then, if B is a pre-perfectoid A-algebra, the same holds for B.
Proof. Let T uB be the topology of u(B), and denote by T
u
B
the f-adic topology induced by T uB
via the projection B → B. If C is any uniform Tate ring, and f : (B,TB)→ C any continuous
ring homomorphism, it is easily seen that f factors through the identity map 1B : (B,TB) →
(B,T u
B
), which is continuous, and the continuous ring homomorphism f : (B,T u
B
) → C.
By the universal property of uniformization, this implies that 1B induces an isomorphism of
uniform Tate rings
u(B,TB)
∼→ u(B,T u
B
)
(whose underlying ring homomorphism is of course again the identity map of B). Thus, it
suffices to check that (B,T u
B
) is pre-perfectoid. However, since B is pre-perfectoid, C :=
u(B)◦ is a perfectoid ring, hence for every γ ∈ N[1/p]\{0} such that pC ⊂ spγC, the Frobenius
endomorphism of C/spγC is surjective. By construction, the image C of C in B is a subring of
definition for the topology T u
B
, and it follows that the Frobenius endomorphism of C/spγC is
again surjective; then the assertion follows from theorem 16.9.14. 
16.9.16. Let A be a formal perfectoid Tate ring, A0 ⊂ A a formal perfectoid subring of
definition, t ∈ A◦◦0 ∩A×, and P ∈ A0[X ]\A0 a monic polynomial. We let B0 := A0[X1/p∞ ] :=⋃
n∈NA0[X
1/pn], and B := A⊗A0 B0, and set
C0,n := A0[X
1/pn ]/(P ) for every n ∈ N C0 := B0/PB0 and C := B/PB.
Clearly the natural map of A0-algebras C0,m → C0,n is injective for every n,m ∈ N with n ≥
m, and C0,n is a free A0-module of rank p
n · degX(P ) for every such n. Hence C0 =
⋃
n∈N C0,n
is a faithfully flat A0-algebra, and the localizationC0 → C is injective. Lastly, letD ⊂ C be the
p-integral closure of C0 in C (see definition 9.8.21(ii)), and endowD with its t-adic topology.
Theorem 16.9.17. (i) In the situation of (16.9.16), D is a faithfully flat A0-algebra.
(ii) Moreover, D is a formal perfectoid ring for its t-adic topology.
Proof. Clearly D[1/t] = C is a faithfully flat A-algebra, and the image of t is regular in D;
by virtue of [52, Lemma 5.2.1], in order to show (i), it then suffices to check that D/tD is a
faithfully flat A0/tA0-algebra. Recall that the completion A
∧
0 is a subring of definition for the
completion A∧ of A (proposition 8.3.28(ii)); set C ′0 := A
∧
0 ⊗A0 C0, C ′ := A∧ ⊗A C, and let D′
be the p-integral closure of C ′0 in C
′. Endow also C0 (resp. C
′
0) with its t-adic topology, and
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C (resp. C ′) with the unique f-adic topology such that C0 (resp. C
′
0) is a subring of definition;
let TD (resp. TD′) be the topology induced by C on D (resp. by C ′ on D′). Taking into
account proposition 8.3.28, it is easily seen that the natural maps C0 → C ′0 and C → C ′ induce
isomorphisms on the respective completions; by virtue of lemma 9.8.23(ii), the same then holds
for the induced continuous ring homomorphism (D,TD)→ (D′,TD′).
Claim 16.9.18. Let D∧ be the completion of (D,TD). Then the completion map u : D → D∧
induces an isomorphismD/tkD
∼→ D∧/tkD∧ for every k ∈ N.
Proof of the claim. Let also C∧0 be the completion of C0; since t
kC0 is an open A0-submodule
of D, the map u induces an isomorphism of A0-modules u : D/t
kC0
∼→ D∧/tkC∧0 . Hence,
u(tkD/tC0) = t
k · u(D/tC0) = tkD∧/tkC∧0 , whence the assertion. ♦
By applying claim 16.9.18 to both D∧ and the completion D′∧ of (D′,TD′), we reduce to
checking that D′/tD′ is a faithfully flat A0/tA0-algebra, and that D
′ is perfectoid for its t-adic
topology. Thus, we may replace A by A∧, and assume that A is a perfectoid Tate ring.
(ii): By construction, the Frobenius endomorphism of C0 is a surjection; hence C is a pre-
perfectoid A-algebra, by theorem 16.9.14. Then the assertion follows from remark 16.9.12(ii).
(i): Define the affinoid schemes U := (U,TA, A+) and UE := (UE,TE,E
+
U) as in (16.9.5);
recall that E0 := E(A0) is a subring of definition of the Tate perfectoid ring EU := OUE(UE)
(lemma 16.9.6(ii,iii)). We may also assume that t := uA0(t
′) ∈ A for some t′ ∈ E×U ∩ E◦◦0 .
We endow B0 with its t-adic topology, and B with the f-adic topology such that B0 is a
subring of definition. We have then a short exact sequence of flat A0-modules
Σ : 0→ PB0 → B0 π0−→ C0 → 0.
As in (16.9.7), we let tγ := ϕ♭U(t
′γ) ∈ A for every γ ∈ Z[1/p]. With this notation, the sequence
A0/t
γA0⊗A0Σ is still short exact, for every γ ∈ N[1/p], which means that tγB0∩PB0 = tγPB0
for every such γ. Especially, the topology of B0 induces the t-adic topology on the ideal PB0,
and after taking completions, we still get a short exact sequence :
Σ∧ : 0→ PB∧0 → B∧0
π∧0−→ C∧0 → 0.
Recall that the completion C∧ of C is naturally identified with C∧0 [t
−1], and C∧0 is a subring of
definition for C∧ (proposition 8.3.28(ii,iii)). Likewise, B∧0 is a subring of definition of B
∧ =
B∧0 [t
−1]. We consider the affinoid ring B∧ := (B∧, B∧◦), and the rational subset
Rn := RB∧
(P
tn
)
∩ SpaB∧ for every n ∈ N.
Endow the subring Bn := B
∧
0 [P/t
n] ⊂ B∧ with its t-adic topology, and let Tn be the f-adic
topology on B∧ such that Bn is a subring of definition; then the completion B
∧
n of Bn is a
subring of definition of O∧SpaB∧(Rn) = (B
∧,Tn)
∧, for every n ∈ N. Notice that the projection
π∧0 extends to a continuous open ring homomorphism π
∧ : B∧ → C∧, and for every n ∈ N, the
image of the induced continuous map
Spa π∧ : Spa(C∧, C∧◦)→ SpaB∧
lies in Rn. It follows that π
∧ factors uniquely through a continuous ring homomorphism
ψn : O
∧
SpaB∧(Rn)→ C∧ for every n ∈ N
(see remark 15.5.9(i)). Moreover, we have Rn+1 ⊂ Rn for every n ∈ N, and clearly the
composition of ψn+1 with the restriction map O
∧
SpaB∧(Rn) → O∧SpaB∧(Rn+1) agrees with ψn.
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Furthermore, a direct inspection shows that ψn(B
∧
n ) = C
∧
0 for every n ∈ N. Summing up, we
deduce a commutative diagram of rings :
(16.9.19)
B′ := colim
n∈N
B∧n //
α

O := colim
n∈N
O∧SpaB∧(Rn)
β

C∧0
// C∧
whose vertical (resp. horizontal) arrows are surjections (resp. injections).
Claim 16.9.20. The diagram (16.9.19) is cartesian.
Proof of the claim. The assertion means that the induced map Kerα → Ker β is bijective.
However, this map is clearly injective, so it remains to check its surjectivity. To this aim, notice
that for every n ∈ N and every gn ∈ OSpaB∧(Rn) there existsN ∈ N such that
tNgn =
∞∑
i=0
bi ·
(P
tn
)i
with bi ∈ B∧0 for every i ∈ N and lim
i→+∞
bi = 0.
With this notation, it follows easily that gn ∈ Kerψn if and only if b0 = 0. Suppose then that
ψn(gn) = 0; the image gn+N of gn in OSpaB∧(Rn+N) can be written as :
gn+N =
∞∑
i=1
tN(i−1)bi ·
( P
tn+N
)i
and we have tN(i−1)bi ∈ B∧0 for every i ≥ 1, and lim
i→+∞
tN(i−1)bi = 0. Hence gn+N ∈ B∧n+N , and
clearly gn+N ∈ Kerψn+N , whence the contention. ♦
Let D be the p-integral closure of B′ in O , and endow D with its t-adic topology; it follows
easily from claim 16.9.20 that D = β−1D. Moreover, the induced ring homomorphism β|D :
D → D is surjective, and its kernel is Kerβ. The latter is clearly t-divisible, hence β|D induces
an isomorphism of A0-algebras
D/tnD
∼→ D/tnD for every n ∈ N.
Thus, it suffices to check that the natural ring homomorphismA0 → D is adically faithfully flat.
To this aim, let also Dn be the p-integral closure of B
∧
n in O
∧
SpaB∧(Rn), for every n ∈ N, and
endow Dn with its t-adic topology; in view of lemma 9.8.23(iii.b) we are reduced to checking
that Dn is an adically faithfully flat A0-algebra for every n ∈ N.
Now, notice that B∧0 is a perfectoid ring, by virtue of lemma 16.6.39, and we have a natural
identification of topological rings :
E(B∧0 )
∼→ E0[X1/p∞ ]∧ such that uB∧0 (Xγ) = Xγ for every γ ∈ N[1/p]
where E0[X
1/p∞ ]∧ denotes the t′-adic completion of E0[X
1/p∞ ]. Next, let (αn | n ∈ N) be a
distinguished element in the kernel of uA0 : W (E0) → A0; after replacing t′ by t′γ for some
sufficiently small γ ∈ N[1/p] \ {0}, we may assume that α0E0 ⊂ t′E0, in which case the
isomorphism ω of remark 16.3.7(ii) induces ring isomorphisms
(16.9.21) E0/t
′E0
∼→ A0/tA0 E(B∧0 )/t′E(B∧0 ) ∼→ B∧0 /tB∧0 .
On the other hand, set UB := SpecB
∧; then (B∧0 , B
∧
0 , UB) is a perfectoid quasi-affinoid ring,
and by example 16.9.13 we may then find en ∈ E(B∧0 ) such that the Dn is the p-integral closure
in O∧SpaB∧(Rn) of the t-adic completion of B
∧
0 [uB∧0 (en)/t
n], and moreover – after replacing
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again t′ by t′γ for some small γ ∈ N[1/p] \ {0} – we may assume that P − uB∧0 (en) ∈ tB∧0 .
Hence, there exist a monic polynomial Qn ∈ E0[X ] and gn ∈ E0[X1/p∞ ]∧ with
(16.9.22) en = Qn + t
′gn.
According to proposition 16.7.25(iii), the subring
Dn := B
∧
0 [uB∧0 (e
1/pk
n )/t
n/pk | k ∈ N] ⊂ B∧
is formal perfectoid for the topology T ′n induced by Tn. Then T
′
n is the t-adic topology, and
combining with remark 16.9.12(iii) and lemma 9.8.23(ii), we deduce that
(Dn,T
′
n)
∧ = Dn.
Thus, we are further reduced to checking that the A0-algebra Dn,k := B
∧
0 [uB∧0 (e
1/pk
n )/tn/p
k
] is
adically faithfully flat for every n, k ∈ N with n > 0 and n/pk ≤ 1. Since t is a regular element
of Dn,k, the local flatness criterion ([89, Th.22.3]) further reduces to showing that Dn,k/(t
n/pk)
is a faithfully flat A0/(t
n/pk)-algebra, for every such n and k. To this aim, notice that (16.9.21)
induces an isomorphism En,k := E0/(t
′n/pk)
∼→ A0/(tn/pk), and B∧0 /(tn/pk) is isomorphic to
the A0-algebra En,k[X
1/p∞ ] (as n/pk ≤ 1). Also, the image of uB∧0 (e
1/pk
n ) in En,k[X
1/p∞ ] is the
regular element Q
1/pk
n , due to (16.9.22). Thus, the sequence (tn/p
k
, uB∧0 (e
1/pk
n )) is regular in the
ringB∧0 ; in particular, this sequence is completely secant (proposition 7.8.7), so the natural map
B∧0 [Y ]/(uB∧0 (e
1/pk
n )− tn/p
k
Y )→ Dn,k
is an isomorphism of A0-algebras (lemma 7.8.16). We are then furter reduced to checking that
for every n, k, r ∈ N with n > 0, r ≥ k and n/pk ≤ 1, the En,k-algebra
En,k[X
1/pr , Y ]/(Q1/p
k
n )
is faithfully flat. The latter follows from [43, Ch.IV, Prop.11.3.7]. 
16.9.23. Let A be a perfectoid Tate ring, A0 ⊂ A a perfectoid subring of definition, and
(A0,m) a basic setup in the sense of [52, §2.1.1], such thatm is the filtered union of a countable
system of principal subideals. If m is an open radical ideal of A0, then we have attached to
m an open radical ideal mE of E0 := E(A0/pA0), so that (E0,mE) is a basic setup as well
(see proposition 16.8.15). One can show that here m is still a radical ideal; however, it is not
necessarily open, but nevertheless we can construct a useful basic setup (E0,mE) as follows.
By assumption,m is the filtered union of a countable system of principal ideals; hence, we may
find a generating system (an | n ∈ N) for m such that for every n ∈ N there exists an element
cn ∈ A with an = cnapn+1. For every x ∈ A0, let x ∈ A0/pA0 be the class of x; since A0
is perfectoid, for every n ∈ N there exists (xn,k | k ∈ N) ∈ E0 with xn,0 = cn (recall that
xpn,k+1 = xn,k for every k ∈ N). Set
αn,k := an+k · xn,k · xn+1,k−1 · · ·xn+k−1,1 for every n ∈ N.
Thus, αn,0 = an and it is easily seen that αn,• := (αn,k | k ∈ N) ∈ E0 for every n ∈ N;
moreover, αn,• ∈ αpn+1,•E0 for every n ∈ N. Let then mE ⊂ E0 be the ideal generated by the
system (αn,• | n ∈ N); it follows that (E0,mE) is a basic setup.
Remark 16.9.24. (i) In the situation of (16.9.23), we have :
(16.9.25)
⋂
n∈N
(uA0(mE) · A0 + pnA0) =
⋂
n∈N
(m+ pnA0).
Indeed, on the one hand, uA0(αn,•) is the limit of the p-adically convergent sequence
((an+kxn,k · · ·xn+k−1,1)pk | k ∈ N)
FOUNDATIONS FOR ALMOST RING THEORY 1575
hence it lies in the p-adic topological closure ofm. On the other hand, by construction for every
x ∈ m there exists y ∈ uA0(mE) such that x−y ∈ pA0; then xpn−ypn ∈ pnA0 for every n ∈ N
(lemma 9.3.4(i)), and since m is generated by (xp
n | x ∈ m), we deduce the converse inclusion.
(ii) Quite generally, let (V,m) be a basic setup in the sense of [52, §2.1.1], such that m
is a filtered countable union of principal subideals; then it is easily seen that we may write
m =
⋃
n∈N V an for a system (an | n ∈ N) of elements of A such that V an ⊂ m · an+1 for
every n ∈ N : the details are left to the reader. Hence, for every n ∈ N let cn ∈ m such that
an = cnan+1. We consider the inductive system L• := (Ln | n ∈ N) with Ln := V for every
n ∈ N, with V -linear transition map ϕn : Ln → Ln+1 such that ϕn(1) := cn for every n ∈ N.
The inductive limit L of L• is the set of equivalence classes [x, n] of all pairs (x, n) with n ∈ N
and x ∈ Ln. We have an obvious V -linear surjection
ψ : L→ m [x, n] 7→ xan.
Notice that if [x, n] ∈ Kerψ, then an · [x, n] = [anx, n] = 0; on the other hand, for every k ≥ n
there exists y ∈ V such that [x, n] = [y, k], whence ak · [x, n] = ak · [y, k] = 0 as well. This
shows thatm·Kerψ = 0. Therefore, m⊗V ψ : m⊗V L→ m˜ := m⊗V m is an isomorphism. But
by construction, L is a flat V -module, hence the natural mapm⊗V L→ mL is an isomorphism;
lastly, for every [x, n] ∈ L we have [x, n] = cn[x, n + 1], so mL = L. Summing up, m⊗V ψ is
naturally identified with the isomorphism :
L
∼→ m˜ [x, n] 7→ x⊗ an.
(iii) Furthermore, the functor E induces a functor on almost algebras
Ea : (A0,m)
a-Alg→ (E0,mE)a-Alg Ra 7→ E(R/pR)a.
Indeed, let f : R → S be a homomorphism of A0-algebras such that fa : Ra → Sa is an
isomorphism of (A0,m)
a-algebras, and set f0 := f ⊗Z Z/pZ; we need to check that E(f0)a :
E(R/pR)a → E(S/pS)a is an isomorphism of (E0,mE)a-algebras. However,E(f0) is the limit
of the system of rings (Rn | n ∈ N), with Rn := R/pR for every n ∈ N, and with transition
map Rn+1 → Rn given by the Frobenius endomorphism ΦR/pR. Now, if g : A0 → R is the
structure map of the A0-algebra R, then R0 is naturally an E0-algebra, via the composition
g′ : E0 → R0 of the projection uA0/pA0 : E0 → A0/pA0 and g ⊗Z Z/pZ : A0/pA0 → R0. Let
ΦE0 be the Frobenius automorphism of E0; then for every n ∈ N, the ring Rn is an E0-algebra
with structure morphism g′ ◦ Φ−nE0 : E0 → Rn, i.e. Rn = (R0)(Φ−nE0 ), and ΦR/pR : Rn+1 → Rn
is a homomorphism of E0-algebras, for these E0-algebra structures. Likewise, E(S/pS) is
the limit of a system of E0-algebras (Sn | n ∈ N), and f induces a system of maps of E0-
algebras fn := f : Rn → Sn, whose inverse limit is E(f0). Since fa is an isomorphism, and
since ΦE0 : (E0,mE)
∼→ (E0,mE) is an isomorphism of basic setups, it is easily seen that
fan : R
a
n → San is an isomorphism of (E0,mE)a-algebras, for every n ∈ N; on the other hand,
the functor (−)a commutes with limits, since it has a left adjoint, whence the contention.
16.9.26. Let A be a Tate ring, A0 ⊂ A a subring of definition, p ∈ N a prime integer, and
A1 ⊂ A the p-integral closure of A0 in A (see definition 9.8.21(ii)). Moreover, suppose there
exists b ∈ A◦◦0 ∩ A× with pA0 ⊂ bpA0, and let A∧0 and A∧1 be the b-adic completions of A0 and
A1. Notice that the Frobenius endomorphism ΦAi of Ai/b
pAi induces a ring homomorphism
ΦAi : Ai/bAi → Ai/bpAi for i = 0, 1.
Furthermore, let (A0,m) be a basic setup, such thatm is the filtered union of a countable system
of principal subideals, and denote by m the image of m in A0 := A0/pA0. Then m is generated
by the system (xp | x ∈ m) ([52, Prop.2.17]), and therefore the Frobenius endomorphism Φ of
A0 is a morphism of basic setups in the sense of [52, §3.5]
Φ : (A0,m)→ (A0,m).
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As detailed in [52, §3.5.7], the latter induces a pull-back functor
(A0,m)
a-Alg→ (A0,m)a-Alg B 7→ B(Φ).
Definition 16.9.27. In the situation of (16.9.26), we say that the basic setup (A0,m) is almost
perfectoid if A0 is complete and separated, and the Frobenius endomorphism of A0/b
pA0 in-
duces an isomorphism of (A0,m)
a-algebras ΦaA0 : (A0/bA0)
a ∼→ (A0/bpA0)a(Φ).
Remark 16.9.28. The following proposition 16.9.29(i) implies in particular that definition
16.9.27 is independent of the choice of the element b ∈ A0 such that p ∈ bpA0 : if b′ ∈ A0
is another such element, and if the b-adic topology on A0 agrees with the b
′-adic topology,
then ΦaA0 is an isomorphism if and only if the same holds for the corresponding morphism of
(A0,m)
a-algebras (A0/b
′A0)
a ∼→ (A0/b′pA0)a(Φ). See also lemma 17.5.11.
Proposition 16.9.29. (i) In the situation of (16.9.26), the following conditions are equivalent :
(a) The basic setup (A∧0 ,mA
∧
0 ) is almost perfectoid.
(b) The basic setup (A∧1 ,mA
∧
1 ) is almost perfectoid, and the inclusion map j : A0 → A1
induces isomorphisms of (A0,m)
a-algebras ja : Aa0
∼→ Aa1.
(c) The topological closure C ⊂ A0 of the subring C := Z[ap | a ∈ A0] contains m, and j
induces an isomorphism of (A0,m)
a-algebras ja : Aa0
∼→ Aa1.
(ii) If A0 is integrally closed (resp. p-integrally closed) in A, then A
a
0∗ is integrally closed
(resp. p-integrally closed) in Aa0∗[b
−1].
Proof. By simple inspection we see that (i.b)⇒(i.a). Conversely, suppose that (i.a) holds, and
let also j∧ : A∧0 → A∧1 be the b-adic completion of j; in order to show (i.b), it suffices to check :
Claim 16.9.30. KerΦaA0 = 0⇔ ja is an isomorphism⇔ (j∧)a is an isomorphism.
Proof of the claim. Suppose first that KerΦaA0 = 0. We can construct A1 as the increasing
union of the ascending chain (A0,n | n ∈ N) of subrings of A defined inductively as follows:
A0,0 := A0, andA0,n := A0,n−1[Σn], withΣn := {x ∈ A | xp ∈ A0,n−1}, for every n > 0. Thus,
we are reduced to showing that the inclusion A0 → A0,n induces an isomorphism Aa0 ∼→ Aa0,n
for every n ∈ N. However, if for some n > 0 the inclusion jn−1 : A0,n−1 → A0,n induces an
isomorphism jan−1 : A
a
0,n−1
∼→ Aa0,n, then the same holds for jn : A0,n → A0,n+1 : indeed, let
x ∈ Σn+1; since xp ∈ A0,n, by assumption we have (ax)p ∈ A0,n−1 for every a ∈ m, whence
ax ∈ Σn ⊂ A0,n. Thus, we are further reduced to checking that j0 induces an isomorphism
ja0 : A
a
0
∼→ Aa0,1, i.e. that (Coker j0)a = 0. We argue as in the proof of lemma 9.8.23(i) : let
x ∈ A1 \ A0, and denote by m ∈ N the smallest integer such that bmx · m 6⊂ A0. Hence,
y := bmpxp ∈ A0, and (bm+1x)p = bpyp ∈ bpA0. By assumption, for every a ∈ m we then have
z ∈ A0 such that abm+1x = bz, whence abmx ∈ A0, contradicting the choice ofm.
Conversely, suppose that ja is an isomorphism, and let x ∈ A0 be an element whose class
x ∈ A0/bA0 lies in KerΦA0 ; then xp ∈ bpA0, so (x/b)p ∈ A0, and our assumption implies that
m · x ∈ bA0, i.e. m · x = 0.
Next, if ja is an isomorphism, the same holds for jak := A
a
0/b
kA0 ⊗Aa0 ja : Aa0/bkAa0 →
Aa1/b
kAa1, for every k ∈ N, and then also for the limit of the inverse system (jak | k ∈ N). But
the functor (−)a commutes with limits, since it has a left adjoint, so (j∧)a is an isomorphism.
Conversely, if (j∧)a is an isomorphism, the induced map A∧0 [b
−1]/A∧0 → A∧1 [b−1]/A∧1 is an
almost isomorphism of A0-modules. But proposition 8.3.28(iii) easily implies that the natural
map A0[b
−1]/A0 → A∧0 [b−1]/A∧0 is bijective, and similarly for A1; hence j induces isomor-
phisms Aa0[b
−1]/Aa0
∼→ Aa1[b−1]/Aa1 and A0[b−1] ∼→ A1[b−1]. By the 5-lemma, it follows easily
that ja is an isomorphism. ♦
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Next, let mC ⊂ C be the ideal generated by (ap | a ∈ m). Since m is the filtered union
of a countable system of principal subideals, the same holds for mC ; by the same token, since
m = m2, for every a ∈ m there exist b, c ∈ m such that a = bc, whence ap = bpcp, which shows
that mC = m
2
C
. Hence, (C,mC) is a basic setup; moreover, we have already remarked that
m = mCA0, hence the inclusion C → A0 is a morphism of basic setups (C,mC)→ (A0,m).
Notice then that the C-module A0/C is the limit of the inverse system
(Mn := A0/(b
nA0 + C) | n ∈ N).
Hence, m ⊂ C if and only if the (C,mC)a-module (A0/C)a vanishes, if and only if Man = 0
for every n ∈ N. Now, for given n ∈ N, consider the bp-adic filtration on Mn, and let gr•Mn
be the associated graded C-module; clearly griMn is a quotient ofMp, for every i ∈ N. Hence,
m ⊂ C if and only if Map = 0; the latter in turns holds if and only if Coker ΦaA0 = 0. This
already shows that (a),(b)⇒(c). Conversely, if (c) holds, in order to deduce (a), it suffices to
check that KerΦaA0 = 0; since j
a is an isomorphism, the latter holds by claim 16.9.30.
(ii): Notice first that since b · 1A0 is an injective map, the same holds for (b · 1A0)a∗ = b · 1Aa0∗ ,
since the functor (−)a∗ commutes with all limits. Thus, Aa0∗ is naturally a subring of Aa0∗[b−1].
Now, let x ∈ Aa0∗[b−1] be integral over Aa0∗; hence there exist n, k ∈ N and y, a1, . . . , ak ∈ Aa0∗
such that x = y/bn and
(y/bn)k + a1 · (y/bn)k−1 + · · ·+ ak = 0.
Recall that Aa0∗ = HomA0(m˜, A0), with m˜ := m ⊗A0 m. Then we get (y(t)/bn)k + a1(t) ·
(y(t)/bn)k−1 + · · · + ak(t) = 0 for every t ∈ m˜, and if A0 is integrally closed in A, it follows
that y(t)/bn ∈ A0 for every such t, i.e. x ∈ Aa0∗. One shows likewise that if A0 is p-integrally
closed in A, then Aa0∗ is p-integrally closed in A
a
0∗[b
−1]. 
16.9.31. Let A be a perfectoid Tate ring, A0 ⊂ A a perfectoid subring of definition, and
b ∈ A◦◦0 ∩A×, so that the topology of A0 is b-adic. Let also g• := (gn | n ∈ N) ∈ E0 := E(A0),
and set g := g0 = uA0(g•). Hence, g
γ is well defined in A0 for every γ ∈ N[1/p], and set
m :=
⋃
n∈N
gnA0 A
′
0 := Im(A0 → A0[1/g]) and A1 := {a ∈ A0[1/g] | m · a ⊂ A′0}.
Clearly (A0,m) is a basic setup fulfilling the conditions of (16.9.26).
Lemma 16.9.32. With the notation of (16.9.31), letAa0 be the (A0,m)
a-algebra associated with
A0. Then the natural map A0 → A1 factors through the unit of adjunction A0 → Aa0∗ and an
isomorphism of A0-algebras A
a
0∗
∼→ A1.
Proof. We claim that the induced surjection π : A0 → A′0 induces an isomorphism of (A0,m)a-
algebras πa : Aa0
∼→ A′a0 . Indeed, if a ∈ Kerπ, there exists n ∈ N such that gna = 0 in A0; then
(gn/p
k
a)p
k
= 0 in A0, and consequently g
n/pka = 0 in A0 for every k ∈ N, due to corollary
16.3.61(i), whence the contention. Since the natural map A0 → A1 factors through π and the
inclusion i : A′0 → A1, and since πa is an isomorphism we are reduced to checking that i factors
through the unit of adjunction A′0 → A′a0∗ and an isomorphism A′a0∗ ∼→ A1.
Next, we claim that the surjection m → mA′0 is bijective. Indeed, say that x ∈ m and
π(x) = 0; we may write x = gγy for some γ ∈ N[1/p] \ {0}, and then clearly π(y) = 0. But
by the foregoing, it follows that gγy = 0, whence the contention.
Set m˜ := m⊗A0 m; by the foregoing, the isomorphism πa induces identifications :
Aa0∗ = HomA0(m˜, A0)
∼→ A′a0∗ = HomA0(m˜, A′0) = HomA′0(mA′0 ⊗A′0 mA′0, A′0).
Notice that the multiplication map mA′0 ⊗A′0 mA′0 → mA′0 is the colimit of the system of
isomorphisms (gγA′0⊗A′0gγA′0
∼→ g2γA′0 | γ ∈ N[1/p]\{0}), and it is therefore an isomorphism.
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So, finally, we get a natural identification
Aa0∗
∼→ HomA′0(mA′0, A′0) = A1
from which the lemma follows easily : details left to the reader. 
The following result generalizes the “perfectoid Abhyankar’s lemma” of [5].
Theorem 16.9.33. In the situation of (16.9.31), let B be a finite e´tale A0[1/g]-algebra, B1 the
integral closure of A1 in B, and endow A1 and B1 with their b-adic topologies. For the almost
structure given by (A0,m), we have :
(i) The basic setup (B1,mB1) is almost perfectoid, andB1 is p-integrally closed inB1[1/b].
(ii) (B1/b
nB1)
a is an e´tale (A0/b
nA0)
a-algebra of finite rank, for every n ∈ N.
(iii) IfB is a faithfully flatA0[1/g]-algebra, then (B1/b
nB1)
a is a faithfully flat (A0/b
nA0)
a-
algebra, for every n ∈ N.
(iv) A1 is complete and separated, and is integrally closed in A0[1/g].
(v) The unit of adjunction B1 → Ba1∗ is an isomorphism.
Proof. Arguing as in (16.9.7), we may assume that pA0 ⊂ bpA0, and b = uA0(b•) for some
b• ∈ E(A0), so that bγ is well defined in A for every γ ∈ Z[1/p]. We let I := A0b + A0g, and
U := SpecA0 \ SpecA/I; consider the quasi-affinoid ring A0 := (A0, A0, U), and the rational
subsets of X := SpaA0
Rn := RA0
(
bn
g
) ∩X R′n := RA0( gbn ) ∩X for every n ∈ N
(definition 15.4.14(iv)). Set An := O
∧+
X (Rn) and A
′
n := O
∧+
X (R
′
n) for every n ∈ N; since Rn ⊂
Rn+1 for every n ∈ N, we deduce a well defined inverse system of A0-algebras (An | n ∈ N).
Claim 16.9.34. (i) The natural map A0 → O∧+X (X) induces an isomorphism Aa0 ∼→ O∧+X (X)a
of (A0,m)
a-algebras.
(ii) For every i ∈ N, the following holds :
(a) The induced inverse system (An/b
iAn | n ∈ N) is almost essentially constant, relative
to the basic setup (A0,m) (see definition 14.2.11(iii)).
(b) The natural cone (ρn : A0 → An | n ∈ N) induces a universal cone ((A0/biA0)a →
(An/b
iAn)
a | n ∈ N) in the category of (A0,m)a-algebras.
Proof of the claim. (i): By construction, O∧+X (X) is the integral closure of the image of A0 in
AU := OU(U). On the other hand, A
a
0∗ is integrally closed in A
◦
U (claim 16.8.20(ii)), and recall
that A◦U is integrally closed in AU (remark 8.3.10(iv)). It follows that the unit of adjunction
η : A0 → Aa0∗ factors through the inclusion map O∧+X (X)→ Aa0∗. Since ηa is an isomorphism,
the assertion follows.
(ii): In light of (i) and theorem 16.7.41, the following sequence of (A0,m)
a-modules is short
exact for every n ∈ N :
0→ Aa0 → Aan ⊕ A′an → O+X(Rn ∩R′n)a → 0.
Moreover, clearly the image of b is a regular element in O+X(Rn ∩R′n); by the snake lemma, we
easily deduce, for every n, i ∈ N, a short exact sequence of (A0,m)a-modules
0→ Aa0/biAa0 rn−→ A0/biA0 ⊗A0 (An ⊕ A′n)a sn−→ A0/biA0 ⊗A0 O+X(Rn ∩ R′n)a → 0.
Let us show that for every γ ∈ N[1/p] \ {0}, every n ∈ N with nγ ≥ i and every a ∈ A0
with ρn(a) ∈ biAn, we have g2γa ∈ biA0. Indeed, let a ∈ A0/biA0 be the image of a; then
rn(a) = (0, x) for some x ∈ A′n, and we notice that gγ ·x = bnγ · (g/bn)γ ·x, whence gγ ·x = 0,
since (g/bn)γ ∈ A′n. It follows that rn(gγ · a) = 0, whence g2γ · a = 0, as required. Lastly, let
us check that for every γ ∈ N[1/p] \ {0}, every n ∈ N with nγ ≥ i and every x ∈ An/biAn
there exists a ∈ A0/biA0 with ρn(a) = g2γ · x. To this aim, set y := sn(x, 0); again, we notice
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that gγ · y = bnγ · (g/bn)γ · y = 0, so that (gγx, 0) ∈ Ker sn = Im rn, whence the contention.
This completes the proof of (ii.a). Assertion (ii.b) follows from the proof of (ii.a) and lemma
14.2.14(iii). ♦
Recall that O∧X(Rn) = An[1/g], and set Bn := An[1/g]⊗A0 B for every n ∈ N; recall as well
that An is perfectoid for its b-adic topology (proposition 16.7.25(iii) and theorem 16.5.13(iii)).
Since the functor (−)a commutes with limits, from claim 16.9.34 we deduce that also the cone
(ρn | n ∈ N) is universal, i.e. we have an isomorphism of (A0,m)a-algebras :
(16.9.35) Aa0
∼→ lim
i∈N
lim
n∈N
Aan/b
iAan
∼→ lim
n∈N
Aan.
Claim 16.9.36. mAn is an open radical ideal of An, for every n ∈ N.
Proof of the claim. Clearly mAn is an open ideal of An, since (b
n/g)γ ∈ An for every γ ∈
N[1/p]. Moreover, set J :=
⋃
γ∈N[1/p]\{0} b
γAn; by corollary 16.3.69, the quotient An/J is a
perfect Fp-algebra; it follows easily that m/J is a radical ideal of An/J , whence the claim. ♦
Say that B is a projective A0[1/g]-module of rank ≤ r; from claim 16.9.36 and theorem
16.8.44, we deduce that for every n ∈ N there exists an e´tale Aan-algebra Cn of rank≤ r, unique
up to unique isomorphism, with an isomorphism of An[1/g]-algebras Cn[1/g]
∼→ Bn. From the
uniqueness property of Cn, there follows a unique isomorphism of A
a
n-algebras :
(16.9.37) Aan ⊗Aan+1 Cn+1
∼→ Cn for every n ∈ N.
Denote by D (resp. by E) the inverse limit of the resulting system (Cn | n ∈ N) of Aa0-
algebras (resp. (Bn | n ∈ N) of A0-algebras), and for every i ∈ N let as well Di be the limit
of the induced system (Cn/b
iCn | n ∈ N) of Aa0/biAa0-algebras. By proposition 14.2.32(ii,iii),
(Cn/b
iCn | n ∈ N) is almost essentially constant, and the projectionDi → Cn/biCn induces an
isomorphism of Aa0/b
iAa0-algebras :
(16.9.38) Aan ⊗Aa0 Di
∼→ Cn/biCn for every n ∈ N.
Notice that b and g are regular elements of An, and then they are also regular elements of Cn∗,
since Cn is a flat A
a
n-algebra; in view of the induced isomorphism
(16.9.39) D∗
∼→ lim
n∈N
Cn∗
(proposition 1.3.25(iii)) it follows easily that b and g are regular elements of D∗.
Claim 16.9.40. (i) For every n ∈ N, the ring Cn∗ is perfectoid for its b-adic topology.
(ii) D∗ is p-integrally closed in D∗[1/b] and is integrally closed in D∗[1/g].
(iii) The Aa0/b
iA0-algebra Di is e´tale of rank ≤ r for every i ∈ N.
(iv) If B is a faithfully flat A0[1/g]-algebra, then Di is a faithfully flat A
a
0/b
iA0-algebra for
every i ∈ N.
(v) B and D∗ are integrally closed in E.
(vi) The basic setup (D∗,mD∗) is almost perfectoid for the b-adic topology of D∗, and the
projectionD → Di factors through an isomorphismD/biD ∼→ Di for every i ∈ N.
Proof of the claim. (i) follows from proposition 16.8.30 and claim 16.9.36, since we have
already recalled that An is perfectoid for its b-adic topology. Together with corollary 16.3.73
and lemma 9.8.23(i) we deduce that Cn∗ is p-integrally closed in Cn∗[1/b], for every n ∈ N.
Then lemma 9.8.23(iii.a) and the isomorphism (16.9.39) imply that D∗ is p-integrally closed
in the limit L of the system (Cn,∗[1/b] | n ∈ N). However, the induced map D∗ → L factors
through an injective map D∗[1/b]→ L, soD∗ is also p-integrally closed in D∗[1/b].
Similarly,Cn∗ is integrally closed inCn∗[1/g] = Bn for every n ∈ N, due to claim 16.8.20(ii);
it follows easily thatD∗ is integrally closed inE. But the induced mapD∗ → E factors through
an injective mapD∗[1/g]→ E, so D∗ is also integrally closed inD∗[1/g].
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(iii) follows from theorem 14.2.39(iii,iv).
(iv): IfB is a faithfully flatA0[1/g]-algebra, Cn is a faithfully flat A
a
n-algebra for every n ∈ N
(theorem 16.8.44(ii)); then the assertion follows from theorem 14.2.39(ii)).
(v): We have already observed that D∗ is integrally closed in E. Next, by construction,
Bn = B ⊗A0[1/g] An[1/g] for every n ∈ N. Since B is a projective A0[1/g]-module of finite
rank, there follows a natural identification :
E
∼→ B ⊗A0[1/g] lim
n∈N
An[1/g].
Since B is an e´tale A0[1/g]-algebra, by proposition 14.3.25 we are then reduced to showing
that A0[1/g] is integrally closed in the limit L of the system of A0-algebras (An[1/g] | n ∈
N). However, invoking again claim 16.8.20(ii) we see that Aan∗ is integrally closed in An[1/g]
for every n ∈ N, hence the limit L′ of the system (Aan∗ | n ∈ N) is integrally closed in L,
and therefore L′[1/g] is integrally closed in L. But in view of (16.9.35), we have a natural
identification of A0-algebras : A0[1/g]
∼→ Aa0∗[1/g] ∼→ L′[1/g], whence the assertion.
(vi): SinceCn is the limit of the inverse system (Cn/b
iCn | i ∈ N) for every n ∈ N, we obtain
a natural isomorphism of Aa0-algebras :
D
∼→ lim
i∈N
Di.
On the other hand, in view of (16.9.38) we have a natural isomorphism of Aa0-algebras
(Di+1 ⊗Aa0 Aa0/biAa0)⊗Aa0 Aan
∼→ Cn/biCn for every n, i ∈ N
whence, again by theorem 14.2.39(i), an induced isomorphism of Aa0-algebras :
(16.9.41) Di+1 ⊗Aa0 Aa0/biAa0
∼→ Di for every i ∈ N.
For every i ∈ N, let πi : D → Di be the projection; notice that I := Ker π1 = bD + Kerπi+1
for every i ∈ N, in light of the isomorphism Di+1/bDi+1 ∼→ D1 deduced from (16.9.41). By
[52, Lemma 5.3.5(i)], it follows that I =
⋂
i∈N(bD + I
i+1) = bD (where J denotes the closure
of J , for every ideal J ⊂ D : see [52, Def.5.3.1(iii)]). By [52, Lemma 5.3.8(iii)] we deduce
that I = bD, and more generally biD = Kerπi for every i ∈ N. On the other hand, πi is an
epimorphism for every i ∈ N, by lemma 14.2.24(i), so it induces an isomorphismD/biD ∼→ Di,
for every i ∈ N. Hence, the natural morphism D → limi∈ND/biD is an isomorphism of Aa0-
algebras, so we have an induced isomorphism of A1-algebras D∗
∼→ limi∈N(D/biD)∗ (lemma
16.9.32). As we have already noticed, b is regular inD∗, so for every i ∈ N we get a short exact
sequence of Aa0-modules 0 → D
bi·1D∗−−−→ D → D/biD → 0 and since the functor (−)∗ is left
exact, we deduce an injective A1-linear map
D∗/b
iD∗ → (D/biD)∗ for every i ∈ N
from which it follows easily that also the induced map D∗ → limi∈ND∗/biD∗ is an isomor-
phism, hence D∗ is b-adically complete and separated. In order to show that (D∗,mD∗) is
almost perfectoid, it remains only to check that the Frobenius endomorphism of D∗/pD∗ in-
duces an isomorphismD/bD
∼→ (D/bpD)(Φ) of Aa0/bAa0-algebras (where Φ denotes the Frobe-
nius endomorphism of A0/pA0). But we have already seen that D/b
iD is the inverse limit
of the system (Cn/b
iCn | n ∈ N), for every i ∈ N, hence we are reduced to checking that
the Frobenius endomorphism of Cn∗/pCn∗ induces an isomorphism Cn/bCn
∼→ (Cn/bpCn)(Φ)
of Aa0/bA
a
0-algebras, for every n ∈ N. The latter is clear, since we know already that Cn∗ is
perfectoid (corollary 16.3.3). ♦
Next, recall that for every n ∈ N we have Aa0-algebras An,0, . . . ,An,r, and an isomorphism
of Aa0-algebras A
a
n
∼→ An,0 × · · · × An,r such that Cn,k := An,k ⊗Aan Cn is an An,k-module of
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constant rank k, for every k = 0, . . . , r ([52, Prop.4.3.27]). For every n ∈ N and k = 0, . . . , r
consider the map of sets :
χ(n,k) : Cn,k∗ → Aan,k∗[X ] c 7→ χc(X)
which associates with every c ∈ Cn,k∗ the characteristic polynomial χc(X) of the Aan,k-linear
endomorphism c · 1Cn,k of Cn,k (see [52, §4.4.29]); by [52, Prop.4.4.30] we have χc(c) = 0
for every such c. By virtue of (16.9.37), we see that the restriction map An+1 → An induces
isomorphisms of Aa0-algebras
Aan ⊗Aan+1 An+1,k
∼→ An,k for every k = 0, . . . , r
and from the compatibility of traces with ring extensions ([52, Prop.4.1.8(ii)]), we deduce for
every n ∈ N and k = 0, . . . , r a commutative diagram :
Cn+1,k∗
χ(n+1,k) //

Aan+1,k∗[X ]

Cn,k∗
χ(n,k) // Aan,k∗[X ]
whose vertical arrows are induced by the induced projection An+1,k → An,k. For every k =
0, . . . , r, let A(k) be the limit of the induced inverse system of Aa0-algebras (An,k | n ∈ N), and
set D(k) := A(k) ⊗Aa0 D; in view of (16.9.35), there follows an isomorphism of Aa0-algebras
D
∼→ D(0)×· · ·×D(r). Notice as well that χc(X) is a monic polynomial of degree k, for every
n ∈ N, every k = 0, . . . , r and and every c ∈ Cn,k∗; in light of (16.9.39), it follows easily that
the limit of the system of maps (χ(n,k) | n ∈ N) is a well defined map of sets
χ(k) : D(k)∗ → A(k)∗ [X ] d 7→ χd(X) for every k = 0, . . . , r.
Moreover, χd(X) is a monic polynomial with χd(d) = 0 for every k = 0, . . . , r and every
d ∈ D(k)∗ . Taking into account lemma 16.9.32, it follows thatD∗ is an integralA1-algebra. Since
bothD∗ and B are integrally closed subrings of E (claim 16.9.40(v)), and since A1 ⊂ A0[1/g],
we deduce that D∗ ⊂ B, and hence D∗ is also the integral closure of A1 in B, i.e. D∗ = B1.
Then assertions (i), (ii) and (iii) of the theorem follow from claim 16.9.40.
(iv): By construction,A1 is an open bounded subring ofA, hence it is complete and separated
for the topology induced by A, which agrees with the b-adic topology (proposition 8.3.13(i,ii)).
In order to show that A1 is integrally closed in A0[1/g], consider the case where B = A0[1/g];
then Cn = A0,n for every n ∈ N, so that B1 = D∗ = Aa0∗ = A1, whence the assertion. 
Remark 16.9.42. (i) In the situation of theorem 16.9.33, let g′• := (g
′
n | n ∈ N) ∈ E0 be
another element, and g′ := g′0 = uA0(g
′
•). Let also A
′′
0 := Im(A0 → A0[1/(gg′)]) and set
m′ :=
⋃
n∈N
g′nA0 m
′′ := m ·m′ A2 := {a ∈ A0[1/(gg′)] | m′′ · a ⊂ A′′0}.
Clearly (A0,m
′) and (A0,m
′′) are two other basic setups; for everyA0-moduleM , let (M,m)
a ∈
(A0,m)
a-Mod (resp. (M,m′)a ∈ (A0,m′)a-Mod, resp. (M,m′′)a ∈ (A0,m′′)a-Mod) be the
image of M . We may apply theorem 16.9.33 with (A0,m) and B replaced respectively by
(A0,m
′′), and B[1/g′] : hence, let B2 be the integral closure of A2 in B[1/g
′]; then B2 =
(B2,m
′′)a∗ is an almost perfectoid A0-algebra relative to (A0,m
′′), and (B2/b
nB2,m
′′)a is an
e´tale (A0/b
nA0,m
′′)a-algebra of finite rank, for every n ∈ N. The localizations A0[1/g] →
A0[1/(gg
′)] and B → B[1/g′] clearly restrict to ring homomorphisms A1 → A2 and B1 → B2.
Now, (A0,m
′′)a is integrally closed in (A0[1/(gg
′)],m′′)a (theorem 16.9.33(iv) and lemma
16.9.32), hence the same holds for (A0[1/g],m
′′)a; since B is a finite e´tale A0[1/g]-algebra, it
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follows that (B,m′′)a is integrally closed in (B[1/g′],m′′)a (proposition 14.3.25). Taking into
account theorem 16.9.33(v), remark 14.2.7(ii) and [52, Lemma 8.2.28] we deduce :
B2 = (B2,m
′′)a∗ = i.c.((A0,m
′′)a, (B[1/g′],m′′)a)∗
= i.c.((A0,m
′′)a, (B,m′′)a)∗
= (i.c.((A0,m
′′)a∗, (B,m
′′)a∗),m
′′)a∗
= (i.c.((A1,m
′)a∗, (B,m
′)a∗),m
′′)a∗
= ((i.c.(A1, B),m
′)a∗,m
′′)a∗
= ((B1,m
′)a∗,m
′′)a∗
= (B1,m
′′)a∗
= (B1,m
′)a∗.
(ii) As a special case of (i), we may take g′• := b• such that b := b0 ∈ A× ∩ A◦◦0 . Then,
endow B1 with its b-adic topology, so that B1 is a subring of definition of the Tate ring B1[1/b],
and by theorem 16.9.33(i) it is p-integrally closed in B1[1/b], hence B1[1/b]
◦◦ ⊂ B1 (example
16.9.4). It follows easily that (B1[1/b]
◦,m′)a = (B1,m
′)a, so we have inclusions of rings :
B1 ⊂ B◦ ⊂ (B1,m′)a∗ = (B1[1/b]◦,m′)a∗ ⊂ B1[1/b].
On the other hand, it is easily seen that (B1,m
′)a∗ ⊂ B1[1/b]◦, so B2 = (B1,m′)a∗ = B1[1/b]◦.
(iii) In the situation of theorem 16.9.33, suppose that A is an Fp-algebra; then A0 = E0 is
a perfect Fp-algebra, and it follows easily that the same holds for A1. Then, set X := SpecA1
and Z := SpecA1/gA1; by theorem 16.8.2, the pair (X,Z) is normal and almost pure, hence
Ba1 is an e´tale A
a
1-algebra of finite rank (proposition 14.4.8).
(iv) If A is not an Fp-algebra, we know neither whether A1 is perfectoid, nor whether B
a
1 is
an e´tale Aa1-algebra. However, by theorem 16.9.33(ii) and lemma 14.3.15(ii), for every n ∈ N
we have a well defined map
χB1/bnB1 : (B1/b
nB1)
a
∗ → (A0/bnA0)a∗[T ] b 7→ det((1 + bT ) · 1Ba1 /bnBa1 )
and clearly the inverse system of maps (χB1/bnB1 | n ∈ N) amounts to a well defined map
χB1 : B1 → A1[T ].
By the same token, we may associate to the finite e´tale A0[1/g]-algebra B the map
χB : B → A0[1/g, T ] b 7→ det((1 + bT ) · 1B)
and we claim that
χB(b) = χB1(b) for every b ∈ B1.
For the proof, define the inverse system ofA0-algebras A• := (An | n ∈ N), and for every n ∈ N
the e´tale Aan-algebra Cn of rank ≤ r, as in the proof of theorem 16.9.33; recall that A1 (resp.
B1) is the limit of A• (resp. of (Cn∗ | n ∈ N)). It follows easily that χB1 is also the inverse limit
of the system of similar maps (χCn | n ∈ N). On the other hand, A0[1/g] is integrally closed
in the limit L of the induced inverse system (An[1/g] | n ∈ N), and B is the integral closure
of A0[1/g] in the inverse system E of the induced inverse system (Cn[1/g] | n ∈ N); also, the
natural map E → B ⊗A0[1/g] L is an isomorphism (see the proof of claim 16.9.40). Thus, both
χB and χB1 are restrictions of the corresponding map χE : E → L, whence the assertion.
(v) Furthermore, set R := B1 ⊗A1 B1, let R∧ be the b-adic completion of R, and
eB/A0[1/g] ∈ R[1/g] = B ⊗A0[1/g] B
the diagonal idempotent of the A0[1/g]-algebra B; we notice :
Corollary 16.9.43. In the situation of theorem 16.9.33, we have :
(i) The following conditions are equivalent:
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(a) gγ · eB/A0[1/g] ∈ R′ := Im(R→ R[1/g]) for every γ ∈ N[1/p] \ {0}.
(b) For every γ ∈ N[1/p] \ {0} there exists Nγ ∈ N such that bNγgγ · eB/A0[1/g] ∈ R′.
(c) Ba1 is an e´tale A
a
1-algebra.
(d) Ba1 is a weakly unramified A
a
1-algebra.
(e) Ba1 is an almost finitely generated A
a
1-module.
(f) Ba1 is an almost finite projective A
a
1-module.
(g) Ba1 [1/b] is a weakly unramified A
a
1[1/b]-algebra.
(h) Ba1 [1/b] is an almost finitely generated A
a
1[1/b]-module.
(ii) There exists n ∈ N such that gn annihilates the kernel and cokernel of the completion
map R→ R∧. Also, AnnR∧(g)a = 0.
Proof. Obviously (c)⇒(a),(d); also (d)⇒(g), (a)⇒(b) and (f)⇒(e)⇒(h).
(a)⇒(c),(f): The assumption implies that eB/A0[1/g] lies in the image of the induced map
Ra∗ → B ⊗A0[1/g] B.
Then the assertion follows from proposition 14.3.21 and theorem 16.9.33(iv)).
(f)⇒(c): We consider the commutative diagram of Aa1-algebras :
(16.9.44)
Ra
ϕ //
µa

limn∈NR
a/bnRa

Ba1
// limn∈NB
a
1/b
nBa1
where µa is the multiplication law, and the right vertical arrow is the inverse limit of the system
of multiplication laws (Ra/bnR → Ba1/bnBa1 | n ∈ N). According to theorem 16.9.33(i),
B1 is b-adically complete and separated; then by lemma 14.2.24(iii) the morphism ϕ is an
isomorphism. By theorem 16.9.33(ii), for each n ∈ N we have a diagonal idempotent en ∈
(R/bnR)∗, and it is easily seen that the system (en | n ∈ N) corresponds, under the isomorphism
ϕ, to an idempotent element eBa1/Aa1 ∈ Ra∗ such that µ(Ba1/Aa1 ) = 1 and x · eBa1 /Aa1 = 0 for every
x ∈ (Kerµa)∗. Then the assertion follows from [52, Prop.3.1.4].
(d)⇒(a): Let J := ⋃n∈NAnnR(gn) and R := R/J . By construction, g is a regular element
of B1, so that JB1 = 0, for the R-algebra structure on B1 given by the multiplication map
µ : R → B1. On the other hand, by assumption µa is a flat morphism of Aa1-algebras; hence
µa ⊗R R : R→ B1 is still flat. Also, the localisation R→ R[1/g] factors through a monomor-
phism R → R[1/g] of Aa1-algebras, and since B is an e´tale A0[1/g]-algebra, B = B1[1/g] is
a projective R[1/g]-module of finite rank. By [52, Prop.2.4.19] it follows that B1 is an almost
finite projective R-module, and therefore Ker (µa ⊗R R) is generated by an idempotent almost
element d ∈ R∗ ([52, Rem.3.1.8]). For every γ ∈ N[1/p] \ {0}, we then find eγ ∈ R whose
image in (R/J)∗ agrees with g
γ · (1−d). It follows easily that the image of eγ in R[1/g] agrees
with gγeB/A0[1/g], whence the contention.
(g)⇒(b): The assumption means that µa ⊗A1 A1[1/b] : R[1/b]a → B1[1/b]a is a flat mor-
phism, hence the same holds for µa ⊗R R[1/b], and arguing as in the foregoing we find for
every γ ∈ N[1/p] \ {0} an integer Nγ ∈ N and eγ ∈ R whose image in R[1/(gb)] agrees
with the image of gγbNγeB/A0[1/g]. Notice that, since B1[1/g] = B is a flat A1[1/g]-algebra,
and since b is regular in A1, it follows that b is regular also in R[1/g], hence the localization
R[1/g]→ R[1/(gb)] is injective, and we deduce that the image of eγ agrees with gγbNγeB/A0[1/g]
already in R[1/g], as required.
(b)⇒(a): Define the inverse system of A0-algebras (An | n ∈ N) as in the proof of theorem
16.9.33, and for every n ∈ N let Cn be the unique e´tale Aan-algebra up to unique isomorphism,
such that Cn[1/g] is isomorphic to An[1/g] ⊗A0 B. By claim 16.9.34(ii), for every i ∈ N the
induced inverse system (An/b
iAn | n ∈ N) is almost essentially constant relative to the basic
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setup (A0,m). In view of (16.9.37) the same follows for the inverse system (C
a
n/b
iCan | n ∈ N),
for every i ∈ N; but the proof of theorem 16.9.33 also shows that the inverse limit of the latter
system is naturally isomorphic to Ba1/b
iBa1 , for every i ∈ N. Thus, set Rn := Cn ⊗Aan Cn
for every n ∈ N; we deduce that for every i ∈ N and there exists n(i, γ) ∈ N such that gγ
annihilates the kernel of the induced morphism
Ra/biRa → Rn(i,γ)/biRn(i,γ).
Notice also that, since g is regular in An, and Cn is a flat A
a
n-algebra, then g is regular in Cn,
and the localization Rn → Rn[1/g] is a monomorphism of Aan-modules, for every n ∈ N.
Moreover, the image of eB/A0[1/g] in Rn[1/g] is the diagonal idempotent of the e´tale An[1/g]-
algebraCn[1/g], and the latter agrees with the image of the diagonal idempotent en ∈ Rn∗ of the
e´tale Aan-algebra Cn. Summing up, we conclude that for every γ ∈ N[1/p] \ {0}, the image of
eγ vanishes in Rn(Nγ ,β)/b
NγRn(Nγ ,γ), and hence g
2γeγ vanishes in R/b
NγR, i.e. g2γeγ = b
Nγe′γ
for some e′γ ∈ R. Since b is regular in R[1/g], it follows that the image of e′γ in R[1/g] agrees
with g3γeB/A0[1/g], as required.
(h)⇒(b): By assumption, for every γ ∈ N[1/p] \ {0} there exists n(γ) ∈ N and an A1-linear
map fγ : A
⊕n(γ)
1 → B1 such that
(16.9.45) gγ · Coker(A1[1/b]⊗A1 fγ) = 0.
Then, let Eγ be the fibre product in the cartesian diagram of A1-modules :
Dγ :
Eγ
f ′γ //

B1
gγ1B1

A
⊕n(γ)
1
fγ // B1.
By virtue of (16.9.45), the image of A1[1/b] ⊗A1 gγ1B1 lies in the image of A1[1/b] ⊗A1 fγ;
on the other hand, the diagram A1[1/b] ⊗A1 Dγ is still cartesian, so the map A1[1/b] ⊗A1 f ′γ is
surjective. Recall that b is regular in both A1 and B1, therefore also in Eγ ; then endow A1[1/b]
(resp. B1[1/b]) with the f-adic topology TA1 (resp. TB1) such that A1 (resp. B1) is a subring
of definition, with ideal of definition bA1 (resp. b1B1); since A1 and B1 are b-adically complete
and separated (theorem 16.9.33(i)), then TA1 and TB1 are complete and separated (proposition
8.3.28). Endow also A1[1/b]
⊕n(γ) with the product topology TA1 × · · · × TA1 ; it is easily seen
that all the maps of A1[1/b]⊗A1 Dγ are continuous for these topologies, hence A1[1/b]⊗A1 Eγ
is a closed subset of A1[1/b] ⊗A1 (A⊕n(γ)1 ⊕ B1), and is therefore complete and separated for
the topology induced by the inclusion in this A1-module; moreover, since A
⊕n(γ)
1 is open in
A1[1/b]
⊕n(γ) and B1 is open in B1[1/b], we see that Eγ is open in A1[1/b] ⊗A1 Eγ . By the
Banach open mapping theorem ([71, Lemma 2.4]), there exists therefore Nγ ∈ N such that
bNγB1 ⊂ Im(f ′γ). It follows easily that
(16.9.46) gγbNγB1 ⊂ Im(fγ).
By virtue of lemma 14.2.24(iv), we deduce that
(16.9.47) gγbNγCokerϕ = 0
where ϕ is as in (16.9.44). On the other hand, since A1[1/(gb)]⊗A1 fγ : A[1/g]⊕n(γ) → B[1/b]
is surjective, and since B[1/b] is a projective A[1/g]-module, there exists an A[1/g]-linear map
h : B[1/b] → A[1/g]⊕n(γ) such that fγ ◦ h = 1B[1/b]. Let ε1, . . . , εn(γ) be the canonical basis
of the free A[1/g]-module A[1/g]⊕n(γ), and pick k ∈ N such that h ◦ fγ(bkgkεi) ∈ A⊕n(γ)1 for
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every i = 1, . . . , n(γ). In view of (16.9.46), we deduce an A1-linear map :
h′ : B1 → A⊕n(γ)1 x 7→ bNγ+kgk+γh(x)
and by construction we have fγ ◦ h′ = bNγ+kgk+γ1B1 . Then lemma 14.2.24(iv) implies that
(16.9.48) bNγ+kgk+γKerϕ = 0.
Now, let e• := (en | n ∈ N) ∈ limn∈N(Ra/bnRa)∗ be the compatible system of diagonal
idempotents of the e´tale (A0/b
nA0)
a-algebras Ba1/b
nBa1 , for every n ∈ N; by (16.9.47) there
exists e′ ∈ R such that ϕ(e′) = g2γbNγe•. Then we have
ϕ(x · e′) = 0 for every x ∈ Kerµ.
Combining with (16.9.48), it follows that bNγ+kgk+γx · e′ = 0 in R, for every x ∈ Kerµ. But
we have already observed that b is regular in R[1/g]; we then easily conclude that the image of
e′ in R[1/g] agrees with g2γbNγeB1/A0[1/g].
(ii): Pick n ∈ N such that gneB/A0[1/g] lies in the image of the localization B1 ⊗A1 B1 →
B ⊗A0[1/g] B. Arguing as in the proof of claim 14.3.23, we then find k ∈ N and A1-linear maps
B1 → A⊕k1 → B1 whose composition is gk · 1B1 . Recall now that R∧ is the limit of the inverse
system (B1 ⊗A1 B1/biB1 | i ∈ N); then the first assertion follows from lemma 14.2.24(iv).
In order to show the second assertion of (ii), let Cn be the e´tale A
a
n-algebra of finite rank as in
the proof of theorem 16.9.33, for every n ∈ N. Since An is b-adically complete and separated,
the almost projective Aan-module of finite rank Sn := Cn ⊗An Cn is b-adically complete and
separated as well, for every n ∈ N, by [52, Claim 5.3.25], and moreover AnnSn(g) = 0, since
AnnAn(g) = 0; then we are easily reduced to checking :
Claim 16.9.49. (R∧)a represents the limit of the inverse system of A0-algebras (Sn | n ∈ N).
Proof of the claim. It suffices to show that theAa0/b
kAa0-algebra (B1/b
kB1⊗A1/bkA1B1/bkB1)a
represents the limit of the induced inverse system (Cn/b
kCn ⊗Aan/bkAan Cn/bkCn | n ∈ N),
for every k ∈ N. However, the proof of theorem 16.9.33 shows that the inverse system
(Cn/b
kCn | n ∈ N) is almost essentially constant for every k ∈ N, and the same holds fo
the inverse system (Aan/b
kAan | n ∈ N), by claim 16.9.34(ii). Then the assertion follows from
proposition 14.2.38. 
We conclude with a discussion of some further constructions that we do not need (though,
see remark 17.5.17), but may be useful for other questions, and are related to some recent work
of Y.Andre´ and others as well.
16.9.50. In the situation of (16.9.26), suppose that A0 is perfectoid; consider the categories :
A0-cp.Adic A0-Tate A0-Perf.Adic A0-Perf.Tate
such that :
• the objects of A0-cp.Adic are the adic ring homomorphisms A0 → B0 of complete
separated topological rings, and the morphisms are the maps of A0-algebras
• A0-Tate is the full subcategory of A0-cp.Adic whose objects are the A0-algebras B0
such that the localisation B0 → B0[b−1] is injective
• A0-Perf.Adic (resp. A0-Perf.Tate) is the full subcategory of A0-cp.Adic (resp. of
A0-Tate) whose objects are the perfectoid A0-algebras.
Notice that every morphism in these categories is adic. We wish to exhibit right adjoints for the
inclusion functors
(16.9.51) A0-Perf.Adic→ A0-cp.Adic A0-Perf.Tate→ A0-Tate.
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Thus, consider any B0 ∈ Ob(A0-cp.Adic), set A0 := A0/pA0, B0 := B0/pB0, and let β• :=
(βn | n ∈ N) ∈ E0 := E(A0) be any element such that β0 ∈ A0 is the class of b. Endow E(B0)
with its β•-adic topology TE(B0); let also TB0 be the b-adic topology of B0. Then the topology
of E(B0,TB0) is complete, separated, adic, and coarser than TE(B0) (remark 9.4.9(ii)). By
lemma 8.3.12, it follows that TE(B0) is complete and separated. Then the A0-algebra
B♮0 := A0 ⊗W (E0) W (E(B0),TE(B0))
is a perfectoid ring for its b-adic topology (example 16.3.2(ii)). The structure map A0 → B0 of
B0, and the map uB0 : W (E(B0))→ B0 induce an adic map
εB0 : B
♮
0 → B0 1⊗ (xn | n ∈ N) 7→
∑
n∈N
pn · uA(xp−nn )
and notice that εB0 is an isomorphism if B0 is perfectoid. Next, let β• := (βn | n ∈ N) ∈ E(A0)
be the preimage of β• under the isomorphismE(A0)
∼→ E0 induced by the projectionA0 → A0.
Hence β0 − b ∈ pA0, so that β0/b ∈ A×0 ; if B0 ∈ Ob(A0-Tate), then the image of b is regular
in B0, so the same holds for the image of β0, and finally, the image of β• is a regular element
of E(B0) (proposition 16.4.17); by the same token, the image of β0 in B
♮
0 is then regular, and
hence the same holds for the image of b. Hence, in this case B♮0 is an object of A0-Perf.Tate.
Moreover, every morphism g : B0 → C0 of A0-Tate induces an adic map of A0-algebras
g♮ : B♮0 → C♮0 1⊗ (xn | n ∈ N) 7→ 1⊗ (E(g)(xn) | n ∈ N)
with g := g ⊗Z Z/pZ : B0 → C0. We have therefore well defined functors
(−)♮ : A0-cp.Adic→ A0-Perf.Adic (−)♮ : A0-Tate→ A0-Perf.Tate.
Now, letC ∈ Ob(A0-Perf); to every adic map f : C → B♮0 let us attach f ∗ := εB0◦f : C → B0,
and to every adic map h : C → B0 let us attach h∗ := h♮ ◦ ε−1C : C → B♮0. By a simple
inspection we get h∗∗ = h. In order to check that f ∗∗ = f , it suffices to show that εB♮0
= ε♮B0 .
Thus, let x• := (xn | n ∈ N) ∈ W (E(B♮0)) be any element; via the natural identification
E(B♮0)
∼→ E(B♮0), we may view x• as a system x•• := (xn,k | n, k ∈ N) of elements of B♮0 such
that xpn,k+1 = xn,k for every n, k ∈ N; then we have :
εB♮0
(1⊗ x••) =
∑
n∈N
pnxn,n ε
♮
B0
(1⊗ x•) = 1⊗ (E(εB0)(xn) | n ∈ N).
But we have
∑
n∈N p
n · τ(E(εB0)(xn)p−n) = (E(εB0)(xn) | n ∈ N) in W (E(B♮0)), by virtue
of (9.3.47), where τ denotes the Teichmu¨ller representative. Hence, let y• := (yk | k ∈ N) ∈
E(B♮0) be any element, which we identify with a unique element (yk | k ∈ N) ∈ E(B♮0); we
come down to showing that 1 ⊗ τ(y•) = y0 = uB♮0(y•) in B
♮
0. But we have 1 ⊗ τ(y•) =
uB♮0
(τ(y•)), so the assertion follows from lemma 16.1.1(iv). This shows that the rule f 7→ f ∗
yields the sought adjunctions between (16.9.51) and the functors (−)♮.
16.9.52. Keep the notation and assumptions of (16.9.50), and consider as well the categories
(A0,m)
a-Perf.Adic (A0,m)
a-Perf.Tate
with the same objects as A0-Perf.Adic (resp. as A0-Perf.Tate), and whose morphismsB0 → C0
are the morphisms Ba0 → Ca0 of (A0,m)a-algebras. We have obvious forgetful functors :
(16.9.53)
A0-Perf.Adic→(A0,m)a-Perf.Adic
A0-Perf.Tate→(A0,m)a-Perf.Tate B0 7→ B
a
0 .
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As explained in (16.9.23), we may attach tom an idealmE ⊂ E0, and remark 16.9.24(i) implies
that (E0,mE) is a basic setup compatible with (A0,m), in the sense of definition 16.8.10. For
every B0 ∈ Ob(A0-cp.Adic), we then let Ba0 (resp. E(B0)a) be the (A0,m)a-algebra attached
to B (resp. the (E0,mE)
a-algebras attached to E(B0)).
Theorem 16.9.54. Let B0 ∈ Ob(A0-cp.Adic), and endow C := (B0)a!! with its b-adic topology,
andD := E(B0)
a
!! with its β•-adic topology, as in (16.9.50). We have :
(i) (B0)
a
∗ ∈ Ob(A0-cp.Adic), and if B0 ∈ Ob(A0-Tate), then (B0)a∗ ∈ Ob(A0-Tate).
(ii) There exists a natural isomorphism E(Ba0∗)
∼→ (E(B0))a∗ of E0-algebras.
(iii) Suppose moreover that B0 is almost perfectoid; then we have :
(a) (B0)
a
∗ is almost perfectoid.
(b) εaB0 : (B
♮
0)
a → Ba0 is an isomorphism.
(c) The completions C∧ and D∧ of C and D are perfectoid.
(d) C∧/AnnC∧(b) ∈ Ob(A0-Perf.Tate).
(e) There exists a natural isomorphism E(C∧)
∼→ D∧.
(iv) The natural morphisms (C∧)a → Ba0 and (D∧)a → E(B0)a are isomorphisms.
(v) If B0 is perfectoid, the same holds for C
∧ andD∧.
(vi) The functors (16.9.53) admit both left and right adjoints.
Proof. (i): If b · 1B0 is an injective map, the same holds for b · 1Ba0∗ , because the functor (−)a∗
commutes with limits; the assertion then follows from the more general :
Claim 16.9.55. Let (V,mV ) be a basic setup, A a V -algebra, I ⊂ A an ideal of finite type, M
an A-module whose I-adic topology is complete and separated. Then the same holds for the
I-adic topology ofMa∗ .
Proof of the claim. Both functors (−)a and (−)∗ commute with limits, since they are right
adjoints, hence Ma∗ is the limit of the inverse system ((M/I
nM)a∗ | n ∈ N). For every n ∈ N,
letMn be the image of the natural map πn : M
a
∗ → (M/InM)a∗; it follows thatMa∗ is also the
limit of the induced inverse system (Mn | n ∈ N), and thereforeMa∗ is complete and separated
for the linear topology that admits the fundamental system of open submodules (Kerπn =
(InM)a∗ | n ∈ N) (corollary 8.2.16(i)). Since InMa∗ ⊂ (InM)a∗ for every n ∈ N, the claim now
follows from lemma 8.3.12. ♦
(ii): By remark 16.9.24(iii), the natural map B0 → Ba0∗ induces an isomorphism E(B0)a∗ ∼→
E(Ba0∗)
a
∗; in light of (i), we may then replace B0 by B
a
0∗, and assume from start that B0 = B
a
0∗,
in which case we show that the natural map E(B0) → E(B0)a∗ is an isomorphism. To this
aim, consider the system of sets and maps of sets S•• := (Sij , ϕ
v
ij, ϕ
h
ij | i, j ∈ N) with Sij :=
(B0/b
jB0)
a
∗ for every i, j ∈ N, and where :
• ϕhij : Si+1,j → Sij is given by the rule : x 7→ xp for every x ∈ (B0/bjB0)a∗
• ϕvij : Si,j+1 → Sij is induced by the projection B0/bj+1B0 → B0/bjB0.
We compute the inverse limit L of the system S•• in two different ways :
L = lim
i∈N
lim
j∈N
Sij
∼→ lim
j∈N
lim
i∈N
Sij .
Notice that, for fixed i ∈ N, the system Si• := (Sij, ϕvij | j ∈ N) consists of rings and ring
homomorphisms, and since the functor (−)a∗ commutes with limits, the limit of Si• represents
Li := B
a
0∗ = B; then, the system of maps (ϕ
h
ij | j ∈ N) is a natural transformation Si+1• → Si•
whose limit ϕhi : Li+1 → Li is obviously the map given by the rule : x 7→ xp for every x ∈ B.
Thus L := limi∈N(Si•, ϕ
h
i ) represents the set underlying E(B). Next, for every j ∈ N, let L′j
be the limit of the system of sets S•j := (Sij, ϕ
h
ij | i ∈ N); again, the system (ϕvij | i ∈ N)
is a natural transformation S•j+1 → S•j , inducing a map ϕvj : L′j+1 → Lj and L is also
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limj∈N(L
′
j , ϕ
v
j ). Notice now that L
′
0 is the set underlying E(B0/bB0)
a
∗, since the functor (−)a∗
commutes with limits. We are therefore reduced to checking that ϕvj is bijective for every j ∈ N.
To this aim, it suffices to exhibit a system of maps (sij : Si+1,j → Si,j+1 | i ∈ N) such that
sij ◦ ϕvi+1,j = ϕhi,j+1 ϕvij ◦ sij = ϕhij for every i, j ∈ N
(details left to the reader). This in turn is achieved by the following more general :
Claim 16.9.56. Let (V,mV ) be a basic setup such that m˜V := mV ⊗V mV is a flat V -module, R
a V -algebra, I ⊂ R an ideal with pI = 0 and xp = 0 for every x ∈ I . Denote by π : R→ R/I
the projection. Then there exists a map s that makes commute the diagram of sets :
Ra∗
Φ //
πa∗

Ra∗
πa∗

(R/I)a∗
Φ //
s
99tttttttttt
(R/I)a∗
where Φ is the map given by the rule : x 7→ xp for every x ∈ Ra∗ , and likewise for Φ.
Proof of the claim. For every V -algebra S, denote by σS : R/I ⊗V S → R ⊗V S the map
defined as follows. For every x ∈ R/I ⊗V S, pick x ∈ R ⊗V S such that π(x) = x, and set
σS(x) := x
p; it is easily seen that this map is independent of the choice of representatives, and
moreover the rule : S 7→ σS yields a homogeneous polynomial law σ : R/I  R of degre p
(see definition 9.5.1(ii)). Thus, σ factors through the universal homogeneous polynomial law
λ
p
R/I : R/I  Γ
p
V (R/I) and a unique R-linear map σ
∗ : ΓpV (R/I)→ R (see (9.5.11)). On the
other hand, since m˜V is a flat V -module, we have a V -linear isomorphism ω : m˜V
∼→ ΓpV (m˜V )
([52, (2.1.11)]); then the map given by the rule :
HomV (m˜V , R/I)→ HomV (m˜V , R) ϕ 7→ (m˜V ω−→ ΓpV (m˜V )
ΓpV (ϕ)−−−→ ΓpV (R/I) σ
∗−→ R)
fulfills the required conditions : details left to the reader. ♦
(iii.a): In light of (i), it suffices to show that the Frobenius endomorphism of R := Ba0∗
induces an isomorphism (R/bR)a
∼→ (R/bpR)a; the latter is clear, since the same holds by
assumption for the Frobenius endomorphism ofB0, and the natural mapB0 → Ba0∗ is an almost
isomorphism.
(iii.b): Let B1 be the p-integral closure of B0 in B0[b
−1], endow B1 with its b-adic topol-
ogy, and let B∧1 be the completion of B1. Since b · 1B1 is injective, the same holds for
(b · 1B1)∧ = b · 1B∧1 (proposition 8.2.13(i)). Then, according to claim 16.9.30 and proposi-
tion 16.9.29(i), the A0-algebra B
∧
1 is almost perfectoid and the induced map i : B0 → B∧1 is an
almost isomorphism. Moreover, B∧1 is p-integrally closed in B
∧
1 [b
−1], by lemma 9.8.23(ii) and
proposition 8.3.28(iii). We consider the commutative diagram
B♮0
εB0 //
i♮

B0
i

(B∧1 )
♮
εB∧1 // B∧1 .
By remark 16.9.24(iii), i induces an isomorphism E(i)a : E(B0)
a → E(B∧1 )a of (E,mE)a-
algebras. Let n ⊂ A0 be the ideal generated by uA0(mE); it is easily seen that (A0, n) is
a basic setup, and then i♮ := A0 ⊗W (E0) W (E(i)) is an almost isomorphism relative to the
almost structure furnished by (A0, n). Now, i
♮ is the inverse limit of the system of maps (in :=
i♮ ⊗Z Z/pn | n ∈ N), and in view of (16.9.25) we deduce that in is an almost isomorphism
also relative to the original almost structure (A0,m), for every n ∈ N, and finally, the same
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holds for i♮. Summing up, we are therefore reduced to checking that εaB∧1
is an isomorphism
of (A0,m)
a-algebras, so we may assume from start that B0 is p-integrally closed. Denote by
gr•B1 the graded ring associated with the b-adic filtration on B0, and likewise define gr•B
♮
0;
since both B0 and B
♮
0 are b-adically complete and separated, we are further reduced to showing
that the induced map gr•εB0 : gr•B
♮
0 → gr•B0 is an almost isomorphism, and since b is regular
in both B0 and B
♮
0, it suffices to prove that the same holds for
gr0εB0 : B
♮
0/bB
♮
0 → B0/bB0.
Claim 16.9.57. Define β• ∈ E(A0) as in (16.9.50). Then we have :
(i) The Frobenius endomorphism of B0/βnB0 induces an injective map
B0/βn+1B0 → B0/βnB0 for every n ∈ N.
(ii) The kernel of the projection E(B0)→ B0/bB0 is β•E(B0).
(iii) We have a natural identification B♮0/bB
♮
0
∼→ E(B0)/β•E(B0).
Proof of the claim. (i) follows straightforwardly from the assumption that B0 is p-integrally
closed in B0[b
−1], and (ii) follows easily from (i) : the details are left to the reader.
(iii): Let α• ∈ W (E0) be a distinguished element in the kernel of uA : W (E0) → A0; we
have p ∈ bp by assumption, and α0 ∈ βp•E0, by lemma 16.1.9(ii). But the natural isomorphism
E(B0)/α0E(B0)
∼→ E0/α0E0 ⊗E0 E(B0) ∼→ A0 ⊗W (E0) E(B0) ∼→ B♮0/pB♮0
maps the class of β• to the class of b, whence the contention. ♦
By claim 16.9.57(ii), the projection uB0/pB0 : E(B0)
∼→ E(B0/pB0) → B0/bB0 induces an
injective map
j : E(B0)/β•E(B0)→ B0/bB0
and claim 16.9.57(iii) yields a natural identification of j with gr0εB0 . Thus, it remains only to
check that uaB0/pB0 is an epimorphism of (E0,mE)
a-algebras. However, recall that E(B0) is the
limit of the system of rings (Rn | n ∈ N), with Rn := B0/bB0 for every n ∈ N, and with
transition maps given by the Frobenius endomorphism ΦB0/bB0 . Thus, uB0/pB0 is the inverse
limit of the system of maps (ΦnB0/bB0 : Rn → B0/bB0 | n ∈ N), each of which is almost
surjective, since B0 is almost perfectoid (as usual, we regard (Φ
n
B0/bB0
)a as a morphism of
(E0,mE)
a-algebras Ra
n,(Φ−n
E0
)
→ Ba0/bBa0 : cp. remark 16.9.24(iii)). To conclude, it suffices
now to invoke lemma 14.2.24(i).
(iii.c): We consider first the assertion for C∧ : setA0 := A0/bA0, andm := mA0; by assump-
tion, the Frobenius endomorphism of B0/b
pB0 induces an isomorphism Φ
a
B0
: (B0/bB0)
a ∼→
(B0/b
pB0)
a
(Φ) of (A0,m)
a-algebras, whence the isomorphism of A0-algebras
(ΦB0)
a
!! : (B0/bB0)
a
!!
∼→ ((B0/bpB0)a(Φ))!!
where (−)!! denotes the left adjoint of the localization functor (−)a : A0-Alg → (A0,m)a-Alg.
On the other hand, by a direct inspection of the construction of these left adjoints, one gets
natural identifications
C/bC
∼→ (B0/bB0)a!! C/bpC ∼→ ((B0/bpB0)a(Φ))!!
where, however, the construction of C := (B0)
a
!! refers to the left adjoint of the corresponding
localization (−)a : A0-Alg → (A0,m)a-Alg. It is then easily seen that, under these identifica-
tions, the map (ΦB0)
a
!! corresponds to the ring homomorphism ΦC : C/bC → C/bpC induced
by the Frobenius endomorphism of C/bpC. The latter is therefore an isomorphism, and so the
same holds for the corresponding ring homomorphism ΦC∧ : C
∧/bC∧ → C∧/bpC∧. Then,
according to corollary 16.3.73, in order to check that C∧ is perfectoid, it remains only to show
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that AnnC∧(b
p) = AnnC∧(b
p−1), and in light of remark 8.6.39(iii), we are reduced to proving
that AnnC(b
p) = AnnC(b
p−1). Let µ : m˜→ A0 be the A0-linear map such that µ(x⊗ y) := xy
for every x, y ∈ m; we notice :
Claim 16.9.58. AnnC(b
n) is a quotient of Ker(m˜/bnm˜
A0/bnA0⊗A0µ−−−−−−−−→ A0/bnA0), for all n ∈ N.
Proof of the claim. We consider the commutative diagram of A0-modules with exact rows :
0 // n //

A0 ⊕ (m˜⊗A0 B0) //

(B0)
a
!!
//

0
0 // n // A0 ⊕ (m˜⊗A0 B0) // (B0)a!! // 0
whose vertical arrows are scalar multiplication by bn, and where n denotes the image of the map
m˜→ A0 ⊕ (m˜⊗A0 B0) given by the rule : z 7→ (µ(z), z ⊗ 1) for every z ∈ m˜. By assumption,
b is a regular element in both A0 and B0, and m˜ is a flat A0-module, by [52, Prop.2.1.7(i)].
Hence, the central vertical arrow is injective, and the assertion follows easily from the snake
lemma. ♦
In view of claim 16.9.58, we are reduced to showing that b · Ker(A0/bnA0 ⊗A0 µ) = 0
for every n ∈ N. To this aim, write m = ⋃n∈NA0ai for a system (ai | i ∈ N) of elements
of A0 such that for every i ∈ N we have ai = ciapi+1 for some ci ∈ A0 (see (16.9.23)); by
remark 16.9.24(ii), the A0-module m˜ is then isomorphic to the inductive limit L of a system
(Fi | i ∈ N) of free rank one A0-modules Fi = A0ei, with transition maps fi : Fi → Fi+1 such
that fi(ei) = cia
p−1
i+1 ei+1 for every i ∈ N. Hence L is the set of equivalence classes [x, i] of
pairs (x, i) with i ∈ N and x ∈ Fi, and with this notation, µ corresponds to the A0-linear map
L → A0 given by the rule : [yei, i] 7→ yai for every i ∈ N and y ∈ A0. Hence, let [yei, i] ∈ L
and suppose that yai ∈ bnA0; we need to show that [yei, i] ∈ bn−1L. Pick k ∈ N with pk ≥ n;
by a simple induction, we see that :
[yei, i] = yk[ei+k, i+ k] with yk := ycic
p
i+1 · · · cp
k−1
i+k−1a
pk−1
i+k .
We are then reduced to checking that yk ∈ bn−1A0, and by theorem 16.3.62, the latter is equiv-
alent to the condition : yp
k
k ∈ b(n−1)p
k
A0. But we have :
yp
k
k = y
pkcic
p
i+1 · · · cp
k−1
i+k−1a
pk−1
i = ycic
p
i+1 · · · cp
k−1
i+k−1 · (yai)p
k−1 ∈ bn(pk−1)A0 ⊂ b(n−1)pkA0.
Next, we consider the assertion concerning D∧ : the discussion of (16.9.50) already shows that
E(B0) is a perfectoid ring, when endowed with its β•-adic topology, and moreover the image
of β• is regular in E(B0). Hence, the assertion for D
∧ follows from the foregoing case, after
replacing the basic setup (A0,m) by (E,mE).
(iii.d): Arguing as in the proof of corollary 16.3.73, we may assume that b = b0 for some
(bn | n ∈ N) ∈ E(A0); notice also that C∧ is reduced, due to (iii.c) and corollary 16.3.61(i),
hence AnnC∧(b) =
⋃
n∈NAnnC∧(b
n), so scalar multiplication by b is an injective endomor-
phism of C∧/AnnC∧(b). Then the assertion follows from corollary 16.3.69.
(iv): The counit of adjunction for the pair of functors ((−)!!, (−)a) is an almost isomorphism
εB0 : C → B0, hence the same for its b-adic completion (cp. the proof of claim 16.9.30).
Likewise, recall that E(B0) is β•-adically complete and separated (see (16.9.50)); then the
same argument shows that the counit of adjunction εE(B0) : D → E(B0) induces, after taking
β•-adic completions, an almost isomorphismD
∧ → E(B0).
(v): We may assume that b = β0, where β• ∈ E(A0) is as in (16.9.50); also, arguing as
in the proof of (iii.c), we see that ΦC∧ is an isomorphism, and then claim 16.3.74 and remark
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8.6.39(iii) reduce to showing that AnnC(b
p) = AnnC(b
p/β1) = AnnC(β
p2−1
1 ). But, arguing as
in the proof of claim 16.9.58 we obtain, for every n ∈ N, an exact sequence of A0-modules
m˜⊗A0 AnnB0(bn)→ AnnC(bn)→M
where M is a quotient of Ker(A0/b
nA0 ⊗A0 µ). The proof of (iii.c) then shows that bM = 0,
and on the other hand β1 ·AnnB0(bn) = 0, by corollary 16.3.69; thus βp+11 ·AnnC(bn) = 0, and
since p2 − 1 ≥ p+ 1, the assertion follows.
(vi): Let X ∈ Ob(A0-Perf.Tate) and Y ∈ Ob((A0,m)a-Perf.Tate), and set Z := (Y a!! )∧; we
know already from (i) and (iii.d) that Y a∗ ∈ Ob(A0-Tate) and Z/AnnZ(b) ∈ Ob(A0-Perf.Tate).
Then, in view of the discussion of (16.9.50) we get natural bijections
Hom(A0,m)a-Perf.Tate(X
a, Y a)
∼→ HomA0-Tate(X, Y a∗ ) ∼→ HomA0-Perf.Tate(X, (Y a∗ )♮)
Hom(A0,m)a-Perf.Tate(Y
a, Xa)
∼→ HomA0--Alg(Y a!! , X) ∼→ HomA0-Perf.Tate(Z/AnnZ(b), X)
so the rule Y 7→ (Y a∗ )♮ (resp. Y 7→ Z/AnnZ(b)) yields the sought right (resp. left) adjoint for
the functor A0-Perf.Tate → (A0,m)a-Perf.Tate. The same argument shows that the rule Y 7→
(Y a∗ )
♮ also provides a right adjoint for the forgetful functorA0-Perf.Adic→ (A0,m)a-Perf.Adic,
and using (v) we easily see that the rule Y 7→ Z yields a left adjoint for the same functor.
(iii.e): To begin with, let us notice :
Claim 16.9.59. The functors (16.9.53) induce equivalences between (A0,m)
a-Perf.Adic (resp.
(A0,m)
a-Perf.Tate) and the localization of A0-Perf.Adic (resp. A0-Perf.Tate) obtained by in-
verting all almost isomorphisms.
Proof of the claim. Recall that εB0 : B
♮
0 → B0 is an isomorphism if B0 is perfectoid (see
(16.9.50)); we deduce for every Y ∈ Ob(A0-Perf.Adic) an isomorphism ((Y a∗ )♮)a ∼→ (Y a∗ )a ∼→
Y a in the category (A0,m)
a-Perf.Adic. Combining with (vi) and proposition 1.1.20(iii), we
deduce that the right adjoints to both of the forgetful functors (16.9.53) are fully faithful. Then
the claim follows from proposition 1.6.13. ♦
From (vi) and remark 16.9.24(iii) we get a diagram of categories :
A0-Perf.Adic
E(−)
//
(−)a

E0-Perf.Adic
(−)a

(A0,m)
a-Perf.Adic
E(−)
//
OO
(E0,mE)
a-Perf.Adic
OO
whose upward arrows are left adjoints to the downward arrows, and whose top horizontal arrow
is an equivalence; in light of claim 16.9.59, it follows easily that the bottom horizontal arrow
is an equivalence as well. Clearly the horizontal arrows commute with the downward arrows;
then the horizontal arrows also commute with the upward arrows, up to isomorphism of functors
(example 1.2.7(ii)). Hence, if R ∈ Ob(A0-Perf.Adic), we have a natural ring isomorphism
ωR : E((R
a
!!)
∧)
∼→ (E(R)a!!)∧.
Next, if B0 is almost perfectoid, from (iv) and remark 16.9.24(iii) we deduce an almost isomor-
phism E((B0)
a
!!)
∧)→ E(B0), whence a ring isomorphism
τB0 : (E((B
a
0!!)
∧)a!!)
∧ ∼→ (E(B0)a!!)∧.
Lastly, R := (Ba0!!)
∧ is perfectoid, by (v), whence the isomorphism
τB0 ◦ ωR : E((Ra!!)∧) ∼→ (E(B0)a!!)∧.
Thus, we are reduced to checking that the natural map (((Ba0!!)
∧)a!!)
∧ → (Ba0!!)∧ is an isomor-
phism. This in turn will follow, once we have shown that the natural map ((Ba0!!)
∧)a!! → Ba0!! is
an isomorphism. But the latter is a straightforward consequence of (iv). 
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17. APPLICATIONS
17.1. Model algebras. We let (K, | · |) be a valued field of characteristic 0 with value group
ΓK of rank one, such that the residue field κ ofK
+ has characteristic p > 0.
Definition 17.1.1. The category MAK of model K
+-algebras consists of all the pairs (A,Γ),
where (Γ,+) is an integral monoid, and A is a Γ-gradedK+-algebra A, fulfilling the following
conditions :
(MA1) grγA is a torsion-freeK
+-module, with dimK grγA⊗K+ K = 1, for every γ ∈ Γ.
(MA2) grαA · grβA 6= 0 for every α, β ∈ Γ, and (grγA)n = grnγA for every n ∈ N and γ ∈ Γ.
(MA3) gr0A = K
+.
(MA4) Γ is saturated and Γgp is a Z[1/p]-module.
The morphisms (A,Γ)→ (A′,Γ′) inMAK are the pairs (f, ϕ), where ϕ : Γ→ Γ′ is a morphism
of monoids, and f : A→ Γ×Γ′ A′ is a morphism of Γ-graded K+-algebras (see (7.6.1)).
Example 17.1.2. Let M be an integral monoid, N → M an exact and injective morphism of
monoids,N → K+\{0} a morphism of monoids, and suppose that :
• M is divisible, i.e. the k-Frobenius endomorphism ofM is surjective for every k > 0
• Mgp/Ngp is a Q-vector space.
Let (Γ,+) be the image of M in Mgp/Ngp, and denote by I the nilradical of the K+-algebra
A := M ⊗N K+; then A is a Γ-graded K+-algebra, and I is a Γ-graded ideal (proposition
7.6.12(ii)). We claim that I ⊗K+ K = 0 and (A/I,Γ) is a model K+-algebra. Indeed, (MA4)
is immediate, and it is easily seen that grnγA = (grγA)
n for every γ ∈ Γ and n ∈ N. More-
over, since the map N → M is exact, the kernel of the map M → Mgp/Ngp equals N , so
(A/I)0 = K
+, i.e. (MA3) holds as well. The remaining assertions can be checked after ten-
soring with K : namely, we have to show that the Γ-graded K-algebra AK := M ⊗N K is
reduced, with dimK grγAK = 1 for every γ ∈ Γ, and grαAK · grβAK 6= 0 for every α, β ∈ Γ.
However, the morphism N → K+ extends uniquely to a group homomorphism Ngp → K×,
and AK = (N
−1M) ⊗Ngp K; hence, we may assume that N is a group, in which case Γ is
the set-theoretic quotient of M by the translation action of N (lemma 4.8.31(iii)). In this case,
choose a representative γ∗ ∈M for every γ ∈ Γ; it follows easily that (γ∗⊗1 | γ ∈ Γ) is a basis
of the K-vector space AK , whence (MA1), and (α
∗ ⊗ 1) · (β∗ ⊗ 1) is a non-zero multiple of
(α+β)∗⊗1, which yields (MA2). Lastly, since the nilradical IK ofAK is Γ-graded (proposition
7.6.12(ii)), we also deduce that IK = 0, as sought.
Remark 17.1.3. (i) The categoryMAK admits a tensor product, defined by the rule :
(A,Γ)⊗ (A′,Γ′) := (A⊗K+ A′,Γ⊕ Γ′).
(ii) Let (A,Γ) be any model K+-algebra, and suppose that Γ = Γ1 ⊕ Γ2 is a given decom-
position of Γ as direct sum of monoids. Then it is easily seen that Γ1 and Γ2 are integral and
saturated, and they fulfill axiom (MA4). There follows a morphism of modelK+-algebras :
(17.1.4) (Γ1 ×Γ A,Γ1)⊗ (Γ2 ×Γ A,Γ2)→ (A,Γ)
(iii) In the situation of (ii), set AK := A⊗K+ K. Then it is easily seen that (17.1.4) induces
an isomorphism ofK-algebras
(Γ1 ×Γ AK)⊗K (Γ2 ×Γ AK) ∼→ AK .
In general, (17.1.4) need not be an isomorphism. However, (17.1.4) is an isomorphism, if either
Γ1 or Γ2 is a torsion abelian group. Indeed, in any case the induced maps
grαA⊗K+ grβA→ grα+βA a1 ⊗ a2 7→ a1a2
FOUNDATIONS FOR ALMOST RING THEORY 1593
will be injective for every α ∈ Γ1 and β ∈ Γ2. To check surjectivity, let a ∈ grα+βA be any
element, and say that nβ = 0; then an ∈ grnαA, and by (MA2) we know that there exist
a1 ∈ grαA and x ∈ K+ such that an = an1x. It follows that a = a1a2 for some a2 ∈ grβAK
such that an2 ∈ K+. Then a2 ∈ grβA, whence the claim.
(iv) Let (E, | · |E) be any valued field extension of (K, | · |), such that | · |E is also a valuation
of rank one. Then we have an obvious base change functor :
MAK → MAE : (A,Γ) 7→ (A⊗K+ E+,Γ).
17.1.5. Let (A,Γ) be any modelK+-algebra. For any subset∆ ⊂ Γ, set
A∆ := ∆×Γ A A∆,K := A∆ ⊗K+ K ∆[1/p] :=
⋃
n∈N
{γ ∈ Γ | pnγ ∈ ∆}.
Clearly, if∆ is a submonoid of Γ, thenA∆ is aK
+-subalgebra ofA, and (A∆,∆) is a subobject
of (A,Γ), provided∆ satisfies (MA4). On the other hand, if∆ is saturated, it is easily seen that
the same holds for ∆[1/p], and then the latter does satisfy (MA4).
Also, if ∆ is an ideal of Γ, then clearly A∆ is an ideal of A.
Set K∗ := K+ \{0} and let A∗γ := grγA\{0} for every γ ∈ Γ; for any submonoid ∆ ⊂ Γ,
we deduce a sequence of morphisms of integral monoids :
(17.1.6) 1→ K∗ ϕ∆−−→ A∗∆ → ∆→ 1 where A∗∆ :=
⊕
γ∈∆
A∗γ
(and where the direct sum is formed in the category of K∗-modules), such that (17.1.6)gp is a
short exact complex of abelian groups; then (MA2) implies that ϕ∆ is saturated (proposition
6.2.31). Also, (MA1) implies that each A∗γ is a filtered union of free cyclicK
∗-modules, hence
ϕ∆ is also integral. Furthermore, (MA1) and (MA2) imply that A
∗gp
∆ is ∆
gp-graded, and
(17.1.7) grγA
∗gp
∆ = A
∗
γ ⊗K∗ K× for every γ ∈ ∆.
(details left to the reader). We shall just write A∗ and AK instead of A
∗
Γ, and respectively AΓ,K .
17.1.8. Let now (A,Γ) be any modelK+-algebra; set S := SpecK+,X := SpecA, and let x
be any geometric point ofX , localized on the closed subset Z := X×S Specκ. Let TA,p be the
p-adic topology on A. Suppose furthermore, that K+ is deeply ramified (see [52, Def.6.6.1]),
and let (K+,mK) be the standard setup associated with K
+ (see [52, §6.1.15]); then we have
the corresponding sheafOaX(x) ofK
+a-algebras onX(x), and we may state the following almost
purity theorem :
Theorem 17.1.9. With the notation of (17.1.8), the following holds :
(i) (A,TA,p) is a formal perfectoid ring.
(ii) The pair (X(x), Z(x)) is almost pure.
Proof. (i): Let π ∈ K+ be any element such that πpK+ = pK+; denote by A∧ the completion
of (A,TA,p), and set I := πA∧. Then the topology of A∧ agrees with the I-adic topology
(remark 8.3.3(iv)), and the image of π is a regular element in A∧, by proposition 8.2.13(i)
(the details shall be left to the reader). Moreover we have pA∧ = I(p) (notation of definition
16.2.1); by theorem 16.4.1, it then suffices to check that the Frobenius endomorphism ΦA/pA of
A∧/pA∧ = A/pA induces an isomorphism A/πA
∼→ A/pA. We are then further reduced to
showing that ΦA/pA restricts to a bijection
grγA/π · grγA ∼→ grpγA/p · grpγA for every γ ∈ Γ.
However, since ΓK is of rank one, there exists a sequence (an | n ∈ N) of elements of grγA such
that K+an ⊂ K+an+1 for every n ∈ N and grγA =
⋃
n∈NK
+an. Then grpγA =
⋃
n∈NK
+apn.
By [52, Prop.6.6.6] the Frobenius endomorphism ofK+ induces an isomorphismK+/πK+
∼→
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K+/pK+. It follows that ΦA/pA induces a bijection (K
+an)/π(K
+an)
∼→ (K+apn)/p(K+apn)
for every n ∈ N, whence the contention.
(ii) follows from (i), and theorems 16.7.21(i) and 16.8.44. 
17.1.10. The inclusion map A∗ → A is a morphism of (multiplicative) monoids, hence in-
duces a log structure on X := SpecA (see (12.1.15)). We shall denote
S(A,Γ) := (X, (A∗X)
log)
the resulting log scheme. Clearly, every morphism (f, ϕ) : (A,Γ)→ (A′,Γ′) of model algebras
induces a morphism of log schemes
S(f, ϕ) : S(A′,Γ′)→ S(A,Γ).
Especially, by lemma 12.1.13(iv), the map ϕΓ yields a saturated morphism
(17.1.11) S(A,Γ)→ S(K+) := S(K+, {1}).
Also, if (K, | · |) → (E, | · |E) is an extension of rank one valued fields, the inclusion A∗ ⊂
(A⊗K+ E+)∗ induces a morphism of log schemes
S(A⊗K+ E+,Γ)→ S(A,Γ)
for any modelK+-algebra (A,Γ), and we remark that the resulting diagram of log schemes
S(A⊗K+ E+,Γ) //

S(A,Γ)

S(E+) // S(K+)
is cartesian. Indeed, since (12.1.16) is right exact, it suffices to check that the natural map
A∗ ⊗K∗ E∗ → (A⊗K+ E+)∗
is an isomorphism, which is clear.
Remark 17.1.12. (i) Let (A,Γ) be any model K+-algebra, and suppose that ∆0 ⊂ Γ is a
fine and saturated submonoid, such that ∆gp0 is torsion-free. In this case, ∆
gp
0 is a free abelian
group of finite rank, hence (17.1.6)gp admits a splitting σ : ∆gp0 → A∗gp. Then, using (17.1.7)
and (MA1), it is easily seen that the rule γ 7→ σ(γ) extends to an isomorphism of ∆0-graded
K-algebras
K[∆0]
∼→ A∆0,K .
(ii) In the situation of (i), suppose furthermore, that K is algebraically closed. Pick any
x ∈ K× such that γ := |x| 6= 1, and let 〈γ〉 ⊂ ΓK be the subgroup generated by γ; we define a
group homomorphism 〈γ〉 → K× by the rule : γk 7→ xk for every k ∈ Z. SinceK× is divisible,
the latter map extends to a group homomorphism
(17.1.13) ΓK → K×
and since ΓK is a group of rank one, it is easily seen that (17.1.13) is a right inverse for the
valuation map | · | : K× → ΓK , whence a decomposition :
K×
∼→ (K+)× ⊕ ΓK .
On the other hand, set A∗∆0,K := A
∗
∆0
⊗K∗ K×; from (i) we deduce an isomorphism of ∆0-
graded monoids :
A∗∆0,K
∼→ ∆0 ⊕K×.
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Combining these two isomorphisms, we deduce a surjection τ : A∗∆0,K → (K+)× which is a
left inverse to the inclusion (K+)× → A∗0. Then, for every γ ∈ ∆0, let us set Cγ := A∗γ ∩Ker τ ;
there follows a (non-canonical) isomorphism of ∆-graded monoids :
A∗∆0
∼→ (K+)× ⊕ C where C :=
⊕
γ∈∆0
Cγ ⊂ A∗∆0 and Cgp ≃ ∆gp0 ⊕ ΓK
(details left to the reader).
(iii) Suppose that Γgp is torsion-free, and K is still algebraically closed. Let us set :
∆n := {γ ∈ Γ | pnγ ∈ ∆0} for every n ∈ N.
It is easily seen that ∆n is still fine and saturated, and since K
× is divisible, we may extend
inductively the splitting σ of (i) to a system of homomorphisms
σn : ∆
gp
n → A∗gp such that σn+1|∆gpn = σn for every n ∈ N
whence a compatible system of isomorphisms
(17.1.14) K[∆n]
∼→ A∆n,K for every n ∈ N.
Proceeding as in (ii), we deduce a compatible system of isomorphisms of ∆n-graded monoids
A∗∆n
∼→ (K+)× ⊕ C(n) such that C(n) ⊂ C(n+1) for every n ∈ N.
In this situation, notice that the p-Frobenius automorphism of Γgp restricts to an isomorphism
∆n+1
∼→ ∆n for every n ∈ N.
Likewise, since ΓK is p-divisible, taking p-th powers induces isomorphisms
C(n+1)
∼→ C(n) for every n ∈ N.
Definition 17.1.15. Let (B,∆) be model K+-algebra. We say that (B,∆) is small, if the
following conditions hold :
(a) grγB is a finitely generated K
+-module for every γ ∈ ∆.
(b) ∆ = ∆0[1/p] for some fine and saturated submonoid∆0.
(c) ∆0 ×∆ B is a finitely generated K+-algebra.
Remark 17.1.16. Notice that condition (a) of definition 17.1.15 and axiom (MA1) imply that
grγB is a free K
+-module of rank one, for every small model agebra (B,∆) and every γ ∈ ∆.
Moreover, actually conditions (b) and (c) (together with axioms (MA1) and (MA2)) imply
condition (a). Indeed, (c), (MA1) and proposition 7.6.23(ii) imply that grγB is a free K
+-
module of rank one, for every γ ∈ ∆0. Now, in case nγ ∈ ∆0, (MA2) implies that grnγB is
generated by an element of the form z = x1 · · ·xn, for certain x1, . . . , xn ∈ grγB. Suppose that
x1 = ay for some a ∈ K+ and y ∈ grγB; then z is divisible by a in grnγB, so a ∈ (K+)×, i.e.
x1 generates grγB. In view of (b), for every γ ∈ ∆ we may find k ≥ 0 such that pkγ ∈ ∆0, so
(a) follows.
Remark 17.1.17. Let (B,∆) be any small model algebra, so that conditions (b) and (c) of
definition 17.1.15 are satisfied for some submonoid∆0 ⊂ ∆.
(i) Choose a decomposition ∆×0 = G ⊕ H , where G is a free abelian group, and H is the
torsion subgroup of ∆0; we have an isomorphism
∆0 ≃ Λ⊕H with Λ := ∆♯0 ⊕G
(lemma 6.2.10), which induces a decomposition :
∆ ≃ Λ[1/p]⊕H
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inducing, in turn, an isomorphism of modelK+-algebras :
(B,∆)
∼→ (BΛ[1/p],Λ[1/p])⊗ (BH , H)
(remark 17.1.3(iii)). Notice that both BΛ and BH are finitely generated K
+-algebras (proposi-
tion 7.6.23(i)). In other words, every small model algebra can be written as the tensor product
of two small model algebras (B′,∆′) and (B′′,∆′′), such that ∆′gp is torsion-free, and ∆′′ is a
finite abelian group whose order is not divisible by p.
(ii) For every n ∈ N, set ∆n := {γ ∈ ∆ | pnγ ∈ ∆0}. Then Bn := ∆n ×∆ B is a finitely
generated K+-algebra for every n ∈ N. Indeed, in view of (i), it suffices to check the assertion
in case ∆gp is a torsion-free abelian group. Now, pick a system x1, . . . , xk of homogeneous
generators of theK+-algebra B0; by (MA2), for every i = 1, . . . , k there exist a homogeneous
element yi ∈ Bn and ui ∈ (K+)× such that uiypni = xi. Let z ∈ Bn be any homogeneous
element; then zp
n
= vxt11 · · ·xtkk for some v ∈ K and t1, . . . , tk ∈ N. Set y := yt11 · · · ytkk and
u := ut11 · · ·utkk ∈ K×; then yp
n
uv = zp
n
, and since∆gp is torsion-free, we deduce that yw = z
for some w ∈ K+, i.e. the system y1, . . . , yk generates theK+-algebra Bn.
(iii) Suppose that ∆ is a finite group whose order is not divisible by p. Then we claim that
B is a finite e´tale K+-algebra. Indeed, in view of remark 17.1.3(iii), it suffices to verify the
assertion for ∆ a cyclic finite group, say of order n, with (n, p) = 1; in the latter case, (MA2)
implies that B ≃ K+[X ]/(Xn − u) for some u ∈ (K+)×, whence the contention.
(iv) Let F ⊂ ∆ be any face. Then (BF , F ) is a small model algebra as well. Indeed, by
(i), it suffices to consider the case where ∆gp is a torsion-free abelian group. In this case, set
F0 := F ∩ ∆0; it is easily seen that F = F0[1/p], and F0 is a fine and saturated monoid, by
lemma 6.1.21(ii) and corollary 6.2.33(ii). Moreover, BF0 = F0 ×F B∆0 is a finitely generated
K+-algebra, by proposition 7.6.23(i), whence the contention.
(v) Suppose moreover, that K is algebraically closed, and let (B,∆) be any small model
K+-algebra. Then we have a (non-canonical) isomorphism :
K[∆]
∼→ BK .
To exhibit such an isomorphism, we may – in light of (i) – assume that ∆gp is either torsion-
free, or a finite group of order not divisible by p. In the latter case, the assertion follows easily
from (iii). In case ∆gp is torsion-free, the sought isomorphism is the colimit of the system of
isomorphisms (17.1.14).
Lemma 17.1.18. Let (A,Γ) be a modelK+-algebra, and denote by F (Γ) the filtered family of
all fine and saturated submonoids of Γ. We have :
(i) A = colim∆∈F (Γ)A∆.
(ii) Suppose that Γgp is a torsion-free abelian group. Then A is a normal domain.
Proof. (i) is an immediate consequence of corollary 6.4.1(ii).
(ii): We show first the following :
Claim 17.1.19. Suppose that Γgp is a torsion-free abelian group. Then AK is a normal domain.
Proof of the claim. In view of (i), it suffices to show that A∆,K is a normal domain, when
∆ ⊂ Γ is fine and saturated. The latter assertion follows from remark 17.1.12(i) and theorem
6.4.16(iii). ♦
LetAν be the integral closure ofA inAK ; in view of claim 17.1.19 we are reduced to showing
that A = Aν . By proposition 7.6.15(ii), Aν is Γ-graded. Suppose now that x ∈ Aν ; we need to
show that x ∈ A, and we may assume that x ∈ grγAν for some γ ∈ Γ. Hence, let
xn + a1x
n−1 + · · ·+ an = 0 with a1, . . . , an ∈ A
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be an integral equation for x over A. If we replace each ai by its homogeneous component in
degree iγ, we still obtain an integral equation for x, so we may assume that ai ∈ griγA for
every i = 1, . . . , n. Then, (MA2) implies that, for every i = 1, . . . , n there exist ui ∈ K+ and
bi ∈ grγA, such that |ui| = 1 and ai = uibii. Also, from (MA1) we deduce that there exists
b ∈ grγA such that b1, . . . , bn ∈ K+b. Set y := b−1x ∈ gr0A ⊗K+ K; clearly y is integral
over the subring grA0. Lastly, (MA3) shows that y ∈ K+, whence x ∈ grγA, which proves the
contention. 
Proposition 17.1.20. Let (A,Γ) be a modelK+-algebra, and suppose that ΓK is divisible. Then
(A,Γ) is the filtered union of its small modelK+-subalgebras.
Proof. In view of lemma 17.1.18(i), we see that (A,Γ) is the colimit of the filtered system of
its subobjects (A∆[1/p],∆[1/p]), for∆ ranging over the fine and saturated submonoids of Γ. We
may then assume from start that Γ = Γ0[1/p] for some fine and saturated submonoid Γ0.
Next, in view of remark 17.1.17(i), we may consider separately the cases where Γgp0 is a
torsion-free abelian group, and where Γ = Γ0 is a finite abelian group.
Suppose first that Γgp0 is torsion-free, and let γ := (γ1, . . . , γn) be a finite system of generators
for Γ0. For every i = 1, . . . , n, choose ai ∈ A∗γi , and let B(γ, a) ⊂ A be the K+-subalgebra
generated by a := (a1, . . . , an). Clearly the grading of A induces a Γ0-grading on B(γ, a),
and grβB(γ, a) is a finitely generated K
+-module for every β ∈ Γ0 (proposition 7.6.23(ii)); by
virtue of (MA1), we know that grβB(γ, a) is then even a free rank one K
+-module, for every
β ∈ Γ0. Furthermore, a generates a fine submonoid of A∗, so – by proposition 6.6.35(ii) – there
exists an integer k > 0 such that
(grkβB(γ, a))
n = grnkβB(γ, a) for every β ∈ Γ0 and every integer n > 0.
Now, for any β ∈ Γ, let t > 0 be an integer such that ptβ ∈ Γ0, and pick a generator b of the
K+-module grkptβB(γ, a); in light of (MA2) we may find x ∈ K+ and c ∈ grβA, such that
b = ckp
t
x. Since ΓK is divisible, we may write x = y
kptu for some y, u ∈ K+ with |u| = 1.
It is easily seen that the K+-submodule of grβA generated by cy does not depend on the
choices of c, y, t and k; hence we denote grβC(γ, a) this submodule; a simple inspection shows
that the resulting Γ-graded K+-module
C(γ, a) :=
⊕
β∈Γ
grβC(γ, a)
is actually a Γ-graded K+-subalgebra of A, for which (MA2) holds, and therefore (C(γ, a),Γ)
is a small model algebra. Lastly, it is clear that the family of all such (C(γ, a),Γ), for γ ranging
over all finite sets of generators of Γ, and a ranging over all the finite sequences of elements of
A as above, form a cofiltered system of subobjects, whose colimit is (A,Γ). This concludes the
proof of the proposition in this case.
Next, suppose that Γ = Γ0 is a finite abelian group. In view of remark 17.1.3(iii), we are
reduced to the case where Γ is cyclic, say Γ = Z/nZ. Fix any generator γ of Γ, and for every
a ∈ grγA, let C(a) be the K+-subalgebra of A generated by a; it is easily seen that the colimit
of the filtered family ((C(a),Γ) | a ∈ grγA) equals (A,Γ). (Details left to the reader.) 
17.1.21. Suppose now thatK is algebraically closed, let (B,∆) be a small modelK+-algebra,
with ∆gp torsion-free, and write ∆ = ∆0[1/p] for some fine and saturated submonoid∆0 such
that theK+-algebra B0 := B∆0 is finitely generated. Let us set
∆n := {γ ∈ ∆ | pnγ ∈ ∆0} Bn := B∆n Yn := SpecBn for every n ∈ N.
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We wish to construct a ladder of log schemes
(17.1.22)
· · · gn+1 // (Yn+1,Mn+1) gn //
ϕn+1

(Yn,Mn)
gn−1 //
ϕn

· · · g0 // (Y0,M0)
ϕ0

· · · hn+1 // (S,Nn+1) hn // (S,Nn) hn−1 // · · · h0 // (S,N0)
such that, for every n ∈ N :
• ϕn is smooth and saturated, andMn admits a chart, given by a∆n-graded fine monoid
P (n), such that P
(n)
0 is sharp, and the inclusion map P
(n)
0 → P (n) is flat and saturated,
and gives a chart for ϕn
• the morphism of schemes underlying hn (resp. gn) is the identity of S (resp. is induced
by the inclusion Bn ⊂ Bn+1)
• the morphism gn admits a chart, given by an injective map P (n) → ∆n ×∆n+1 P (n+1)
of ∆n-graded monoids, whose restriction P
(n)
0 → P (n+1)0 gives a chart for hn.
This will be achieved in several steps, as follows :
• First, let b1, . . . , bk be a finite system of generators forB0. By remark 17.1.12(ii), we have a
decompositionB∗0 = (K
+)×⊕C for some submonoid C ⊂ B∗0 , and we may suppose that each
bi lies in C. Let P
(0) ⊂ B∗0 be the submonoid generated by b1, . . . , bk. The restriction of the
surjectionB∗0 → ∆0 is then still a surjection π : P (0) → ∆0. Notice that, for every x ∈ Ker πgp,
we have either x ∈ K+ or x−1 ∈ K+; especially, we may find a finite system x1, . . . , xn of
generators for Kerπgp, such that xi ∈ K+ for every i = 1, . . . , n. Now, let Σ ⊂ P (0)gp be
the submonoid generated by x1, . . . , xn; after replacing P
(0) by P (0) · Σ, we may assume that
Ker πgp = P
(0)gp
0 , where P
(0)
0 := Ker π
gp ∩ P (0) ⊂ K+ is a fine submonoid.
• Next, by theorem 6.6.45, we may find a finitely generated submonoid Σ′ ⊂ P (0)gp0 ∩K+
such that the induced morphism P
(0)
0 · Σ′ → P (0) · Σ′ is flat. Clearly
P
(0)
0 · Σ′ = Ker πgp ∩ (P (0) · Σ′)
hence, we may replace P (0) by P (0) ·Σ′, and assume that the morphism P (0)0 → P (0) is also flat.
• We claim that the map P (0)0 → P (0) is also saturated. We shall apply the criterion of
proposition 6.2.31 : indeed, for given γ ∈ ∆0 and integer n > 0, let x (resp. y) be a generator
of the P
(0)
0 -module P
(0)
γ (resp. P
(0)
nγ ). Then x (resp. y) is also a generator of the K+-module
grγB (resp. grnγB), and (MA2) implies that there exists u ∈ (K+)× such that uy = xn; but
since x, y ∈ C, we must have u = 1 therefore (P (0)γ )n = P (0)nγ , as required.
• Next, we claim that the induced map of ∆0-graded K+-algebras
(17.1.23) P (0) ⊗
P
(0)
0
K+ → B0
is an isomorphism. Indeed, since P (0) contains a set of generators for the K+-algebra B, the
map (17.1.23) is obviously surjective. However, for every γ ∈ ∆0, the P (0)0 -module P (0)γ is free
of rank one (remark 6.2.5(iv)), therefore (P (0) ⊗
P
(0)
0
K+)γ is a free K
+-module of rank one. It
follows easily that (17.1.23) is also injective.
• Now, denote by N0 (resp. M 0) the fine log structure on S (resp. on X0) deduced from
the inclusion map P
(0)
0 → K+ (resp. P (0) → B0). By lemma 12.1.13(iv), the inclusion
P
(0)
0 → P (0) yields a chart for a morphism ϕ0 : (Y0,M0)→ (S,N 0) that is saturated, as sought.
Lastly, since (17.1.23) is an isomorphism, theorem 12.3.37 shows that ϕ0 is also smooth.
• Next, according to remark 17.1.12(iii), we have a compatible system of decompositions
B∗n = (K
+)× ⊕ C(n) for every n ∈ N
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with C(0) = C, and such that the p-Frobenius induces an isomorphism τn : C
(n+1) ∼→ C(n) for
every n ∈ N. Hence, define inductively an increasing sequence of submonoids
P (0) ⊂ P (1) ⊂ P (2) ⊂ · · · ⊂ B∗ by letting P (n+1) := τ−1n P (n) for every n ∈ N.
Clearly, the grading ofB∗ restricts to a∆n-grading on P
(n), and induces a∆-grading on P . We
deduce isomorphisms of ∆n+1-graded monoids :
(17.1.24) P (n+1)
∼→ ∆n+1 ×∆n P (n) for every n ∈ N.
Especially, the induced maps of monoids P
(n)
0 → P (n) are still flat and saturated, and P (n)0 is
still sharp (remark 17.1.26). The inclusion maps P (n) → Bn and P (n)0 → K+ determine an
isomorphism of ∆n-graded K
+-algebras
(17.1.25) P (n) ⊗
P
(n)
0
K+
∼→ Bn for every n ∈ N
as well as fine log structuresMn on Yn, and Nn on S, whence a morphism of log schemes ϕn :
(Yn,Mn) → (S,Nn) which is again smooth and saturated. This completes the construction of
(17.1.22).
Remark 17.1.26. (i) With the notation of (17.1.21), notice that, by construction, P (n)gp ⊂
C(n)gp; especially, since ∆gp is torsion-free, the same holds for P (n)gp. Likewise, the con-
struction shows that the induced map P
(n)gp
0 → ΓK is always injective; especially, P (n)gp0 is a
free abelian group of finite rank, and P
(n)
0 is sharp. It follows that the P
(n)
0 -module P
(n)
γ ad-
mits a unique generator gγ , for every γ ∈ ∆n, and the saturation condition for the inclusion
P
(n)
0 → P (n) translates as the system of identities :
gkγ = gkγ for every k ∈ N and every γ ∈ ∆n.
(ii) Moreover, set P :=
⋃
n∈N P
(n). Notice that the colimit of the maps (17.1.25) is an
isomorphism of ∆-graded K+-algebras
(17.1.27) P ⊗P0 K+ ∼→ B.
Furthermore, since the natural map P (n)/P
(n)
0 → ∆ is an isomorphism for every n ∈ N, we
deduce that the grading of P induces an isomorphism :
(17.1.28) P/P0
∼→ ∆.
(iii) We also obtain a commutative diagram of log schemes :
(17.1.29)
S(Bn,∆n) //

(Yn,Mn)
ϕn

S(K+) // (S,Nn)
for every n ∈ N
whose left vertical arrow is the saturated morphism (17.1.11), and whose bottom (resp. top)
arrow is the identity of S (resp. of Yn) on the underlying schemes, and is induced by the
inclusion map P
(0)
n → K∗ (resp. P (n) → B∗n). It is easily seen that (17.1.29) is cartesian :
indeed, since the functor (12.1.16) is right exact, it suffices to check that the natural map
P (n) ⊗
P
(n)
0
K∗ → B∗n
is an isomorphism, which is clear from (17.1.25).
(iv) Notice that the inclusion map i0 : P
(0)
0 → P (0) is also local; then corollary 6.4.5 yields
a decomposition
ϑ0 : P
(0) ∼→ P (0)× ⊕ P (0)♯
1600 OFER GABBER AND LORENZO RAMERO
such that ϑ0 ◦ i0 = ι0 ◦ λ♯0, where ι0 : P (0)♯ → P (0)× ⊕ P (0)♯ is the natural inclusion map. By
means of the isomorphisms (17.1.24), we may then inductively construct decompositions
ϑn : P
(n) ∼→ P (n)× ⊕ P (n)♯ for every n ∈ N
fitting into a commutative diagram
P
(n)
0
in //
i♯n

P (n)
jn //
ϑn

P (n+1)
ϑn+1

P (n)♯
ιn // P (n)× ⊕ P (n)♯ j
×
n ⊕j
♯
n // P (n+1)× ⊕ P (n+1)♯
where in, jn and ιn are the natural inclusion maps. Now, set
B′n := K
+[P (n)×] B′′n := P
(n)♯ ⊗
P
(n)
0
K+ for every n ∈ N
and let∆′n (resp. ∆
′′
n) be the image of P
(n)× (resp. of ϑ−1n P
(n)♯) in∆n; since the grading of P
(n)
induces an isomorphism P (n)/P
(n)
0
∼→ ∆n, we see that ∆n = ∆′n ⊕ ∆′′n, and by construction,
for every n ∈ N we have isomorphisms
(Bn,∆n)
∼→ (B′n,∆′n)⊗ (B′′n,∆′′n)
of model K+-algebras, which identify the inclusions Bn → Bn+1 with the tensor product of
the induced inclusion maps B′n → B′n+1 and B′′n → B′′n+1. Furthermore, set Y ′n := SpecB′n and
Y ′′n := SpecB
′′
n for every n ∈ N. The induced map of monoids P (n)♯ → B′′n determines a fine
log structure M ′′n on Y
′′
n , the map i
♯
n gives a chart for a smooth and saturated morphism of log
schemes
ϕ′′n : (Y
′′
n ,M
′′
n)→ (S,Nn)
and there follows an isomorphism of (S,Nn)-schemes (lemma 12.1.4)
(17.1.30) (Yn,Mn)
∼→ Y ′n ×S (Y ′′n ,M ′′n) for every n ∈ N.
(v) Starting with (17.1.31), we shall consider the strict henselization Bsh of B at a given
geometric point x of SpecB ⊗K+ κ. In this situation, let x ∈ Y := SpecB be the support of
x, and px ⊂ B the corresponding prime ideal. Let also P be as in (ii), denote by β : P → B
the natural map deduced from (17.1.27), and set p := β−1px. Moreover, set pn := p ∩ P (n) and
Q(n) := P
(n)
pn for every n ∈ N; clearly pn ⊂ pn+1 (so the isomorphism (17.1.24) maps pn+1
onto pn), and therefore
Q(n) ⊂ Q(n+1) for every n ∈ N.
Furthermore, the image of Q(n) in∆gpn is a localization Γn of ∆n, especially it is still saturated,
and the maps (17.1.24) extend to isomorphisms of Γn+1-graded monoids
Q(n+1)
∼→ Γn+1 ×Γn Q(n) for every n ∈ N.
It is also clear that the p-Frobenius of Γn+1 factors through an isomorphism Γn+1
∼→ Γn, for
every n ∈ N. Set Fn := P (n)\pn for every n ∈ N; notice that, by construction, Fn∩P (n)0 = {1},
hence Fn∩P (n)γ is either empty or else it contains exactly one element, namely the generator gγ
of P
(n)
γ , by virtue of (i). It follows thatQ
(n)
0 = P
(n)
0 for every n ∈ N, and therefore the inclusion
map Q
(n)
0 → Q(n) is still flat and saturated (lemma 6.2.12(ii)). Let Γ :=
⋃
n∈N Γn; we conclude
that Q := Pp is a Γ-graded monoid with Q0 = P0, and we may define
Bp := Q⊗Q0 K+.
The foregoing shows that (Bp,Γ) is still a small model algebra, and we also obtain a ladder of
log schemes with the properties listed in (17.1.21) : namely, set Bp,n := Bp,Γn = Q
(n)⊗
Q
(n)
0
K+
for every n ∈ N, and endow Yp,n := SpecBp,n with the log structure Mp,n determined by the
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induced map Q(n) → Bp,n. Clearly the geometric point x lifts uniquely to a geometric point xp
of Yp := SpecBp, and the localization map B → Bp induces an isomorphism
Yp(xp)
∼→ Y (x).
Hence, for the study of the scheme Y (x), it shall be usually possible to replace the original
small algebraB by its localizationBp thus constructed. In so doing, we gain one more property:
indeed, notice that the new chartQ(n) → Bp,n is local at the geometric point x, for every n ∈ N.
Now, choose a compatible system of decompositions
(Yp,n,M p,n)
∼→ Y ′p,n ×S (Y ′′p,n,M ′′p,n)
as in (iv), and denote by xp,n (resp. x
′′
p,n) the image of xp in Yp,n (resp. in Y
′′
p,n), for every n ∈ N.
By inspecting the construction, it is easily seen that the chart Q(n)♯ → B′′p,n := Q(n)♯ ⊗Q(n)0 K
+
is also local at x′′p,n.
17.1.31. Let us return to the situation of (17.1.21). Fix a geometric point x of Y := SpecB,
localized on Y ×S Specκ, and for every n ∈ N, let xn be the image of x in Yn. Set
Bsh := OY (x),x and B
sh
n := OYn(xn),xn for every n ∈ N.
For the next step, we shall apply the method of (14.5.60), to construct a normalized length
function for Bsh-modules. To this aim, we need an auxiliary model K+-algebra, defined as
follows. First, notice that the grading P → ∆ extends to a morphism of monoids
πQ : PQ → ∆Q
(notation of (6.3.20)); i.e. PQ is a ∆Q-graded monoid. Since K
× is a divisible group, the
inclusion map P0 → K∗ extends to a group homomorphism P gpQ,0 → K×, and it is easily seen
that the latter restricts to a morphism of monoids
PQ,0 → K∗.
So finally, we may set
A := PQ ⊗PQ,0 K+.
Taking into account (17.1.27), we deduce an isomorphism of ∆-graded K+-algebras
(17.1.32) B
∼→ A∆.
Moreover, arguing as in remark 17.1.12(iii), we get an isomorphism
(17.1.33) K[∆Q]
∼→ AK
fitting into a commutative diagram ofK-algebras
K[∆]
∼ //

BK

K[∆Q]
∼ // AK
whose top horizontal arrow is the isomorphism of remark 17.1.17(v), and whose right (resp.
left) vertical arrow is deduced from (17.1.32) (resp. is induced by the natural inclusion ∆ ⊂
∆Q).
Lemma 17.1.34. With the notation of (17.1.31), we have :
(i) PQ,γ is a free PQ,0-module of rank one, for every γ ∈ ∆Q.
(ii) PQ,0 is a sharp monoid, and the inclusion map PQ,0 → PQ is flat and saturated.
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Proof. (i): We can write PQ as the colimit of the system of monoids
(P[n]; µP,n,m : P[n] → P[nm] | n,m ∈ N)
such that P[n] := P
(0) for every n ∈ N, and µP,n,m is the m-Frobenius map of P (0), for every
n,m ∈ N. Likewise, we may write ∆Q as colimit of a system of Frobenius endomorphisms
(∆0,[n]; µ∆,n,m | n,m ∈ N), and πQ is the colimit of the corresponding system of maps (π[n] :
P[n] → ∆0,[n] | n ∈ N) where π[n] := π for every n ∈ N. Hence, for any γ ∈ ∆0 there exists
n ∈ N such that γ is the image of some γn ∈ ∆0,[n], and
PQ,γ = colim
k∈N
P[nk],kγn = colim
k∈N
Pkγn .
However, we know that Pkγn is free of rank one, generated by a unique element gkγn; moreover,
the transition maps µP,n,k send gγn onto gkγn , for every k ∈ N (remark 17.1.26). This implies
that PQ,γ is generated by the image of gγn , whence (i).
(ii): The flatness follows from (i). Since the inclusion map P
(0)
0 → P (0) is saturated, it is
easily seen that the same holds for the inclusion PQ,0 → PQ. Lastly, the sharpness of PQ,0 is
likewise deduced from the sharpness of P
(0)
0 (details left to the reader). 
17.1.35. Lemma 17.1.34(ii) implies that the pair (A,∆Q) fulfills axiom (MA2), and we have
thus our sought auxiliary modelK+-algebra. Since PQ,0 is sharp, the PQ,0-module PQ,γ admits
a unique generator gγ , for every γ ∈ ∆Q. The image gγ⊗1 of gγ inA is a generator of the direct
summandAγ , which is a freeK
+-module of rank one; hence, there exists a unique aγ ∈ K such
that γ ⊗ aγ gets mapped to gγ ⊗ 1, under the isomorphism (17.1.33).
After choosing an order-preserving isomorphism (14.5.63), we may define a function
fA : ∆Q → R : γ 7→ log |aγ|.
The inclusion Aγ · Aδ ⊂ Aγ+δ translates as the inequality
fA(γ) + fA(δ) ≥ fA(γ + δ) for every γ, δ ∈ ∆Q.
Likewise, the saturation condition of axiom (MA2) translates as the identity
fA(nγ) = n · fA(γ) for every γ ∈ ∆Q and every n ∈ N.
We also fix a (Banach) norm
∆gpR → R γ 7→ ‖γ‖.
We can then state the following
Lemma 17.1.36. With the notation of (17.1.35), we have :
(i) There exists a ∆gp0 -rational subdivision Θ of the convex polyhedral cone (∆
gp
R ,∆R),
such that
fA(γ + δ) = fA(γ) + fA(δ) for every σ ∈ Θ and every γ, δ ∈ σ ∩∆Q.
(ii) Especially, the function fA is of Lipschitz type, i.e. there exists a real constant CA > 0
such that
|fA(γ)− fA(γ′)| ≤ CA · ‖γ − γ′‖ for every γ, γ′ ∈ ∆gpQ .
Proof. (Here, ∆gpR := ∆
gp
0 ⊗Z R and ∆R ⊂ ∆gpR is the cone spanned by ∆0.) Combining
proposition 6.3.28 and lemma 6.3.33, we find a ∆gp0 -rational subdivisionΘ of ∆R such that
PQ,γ+δ = PQ,γ + PQ,δ for every σ ∈ Θ and every γ, δ ∈ σ ∩∆Q.
This means that gγ · gδ = gγ+δ for every σ ∈ Θ and every γ, δ ∈ σ ∩∆Q, whence (i).
(ii): Clearly, for every σ ∈ Θwemay find a constantCσ such that the stated inequality holds –
withCA replaced byCσ – for every γ, γ
′ ∈ σ∩∆Q. It is easily seen thatCA := max(Cσ | σ ∈ Θ)
will do (details left to the reader). 
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17.1.37. Fix n ∈ N, pick a subdivision Θ of (∆gpR ,∆R) as in lemma 17.1.36, and let Θs ⊂ Θ
be the subset of all σ ∈ Θ that span ∆gpR . Also, for every γ ∈ ∆gpQ , denote by [γ] the class of γ
in∆gpQ /∆
gp
n . For any subset Σ ⊂ ∆gpR we let
AΣ := AΣ∩∆Q
(where the right-hand side is defined as in (17.1.5)). In light of lemma 6.3.26 we obtain a
decomposition of Bn = A∆n = A[0] as sum ofK
+-subalgebras :
Bn =
∑
σ∈Θs
A[0]∩σ
and a corresponding decomposition of the Bn-module A[γ] as sum of A[0]∩σ-modules
A[γ] =
∑
σ∈Θs
A[γ]∩σ for every γ ∈ ∆gpQ .
Lemma 17.1.38. With the notation of (17.1.37) and (17.1.21), there exists N ∈ N such that
for every n ∈ N and every γ ∈ ∆gpQ , the Bn-module A[γ] admits a system of generators of
cardinality at most N .
Proof. According to proposition 6.3.22(ii), for every σ ∈ Θs and every γ ∈ ∆gpQ , the subset
Σσ,γ := ∆
gp
n ∩ (σ− γ) is a finitely generated (∆gpn ∩σ)-module; hence, let us fix a finite system
of generators Gσ,γ for Σσ,γ . In light of lemma 17.1.36(i) we see that the finite set
G′σ,γ := {gγ+δ ⊗ 1 | δ ∈ Gσ,γ} ⊂ A
generates the A[0]∩σ-module A[γ]∩σ. Consequently, the finite set
⋃
σ∈Θs G
′
σ,γ generates the Bn-
module A[γ]. On the other hand, since S∆gpn ,σ is a finitely generated ∆
gp
n -module (proposition
6.3.35(ii)) it is clear that the cardinality ofGσ,γ is bounded by a constantNσ that is independent
of γ, and then A[γ] is generated by at most Nn :=
∑
σ∈Θs Nσ elements. It remains to show
that the estimate for Nn is independent of n. However, notice that, for every σ ∈ Θs, the
automorphism of ∆gpQ given by multiplication by p
n, induces a natural bijection
S∆gpn ,σ
∼→ S∆gp0 ,σ
that sends each ∆n-module∆
gp
n ∩ (σ − v) onto the ∆0-module
∆gp0 ∩ (σ − pnv) = ∆0 ⊗∆n (∆gpn ∩ (σ − v))
(where the extension of scalars ∆n → ∆0 is the isomorphism given by the rule : γ 7→ pnγ for
every γ ∈ ∆n ∩ σ). Thus, we see that N := N0 will already do. 
17.1.39. Let us choose N as in lemma 17.1.38, and endow the set MN(B
a
n) with the uniform
structure defined in (14.5.85) (relative to the standard setup attached to K+); we consider the
mapping
∆gpQ → MN(Ban) γ 7→ Aa[γ].
Lemma 17.1.40. Keep the notation of (6.3.34) and (14.5.85), and let also CA > 0 be the
constant appearing in lemma 17.1.36(ii). Then :
(Aa[γ], A
a
[γ′]) ∈ ECA·‖γ−γ′‖·2
for every Σ ∈ S∆gpn ,∆R and every γ, γ′ ∈ Ω(∆R,Σ) ∩∆gpQ .
Proof. By inspecting the definitions, we get an isomorphism of Bn-modules
(17.1.41) A[γ]
∼→
⊕
δ∈Σ
{δ ⊗ a ∈ K[∆gpn ] | log |a| ≥ fA(γ + δ)}
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for every Σ ∈ S∆gpn ,∆R and every γ ∈ Ω(∆R,Σ) ∩ ∆gpQ . Hence, suppose more generally that
Σ,Σ′ are two elements of S∆gpn ,∆R such that Σ ⊂ Σ′, and let γ ∈ Ω(∆R,Σ) ∩ ∆gpQ , γ′ ∈
Ω(∆R,Σ
′) ∩ ∆gpQ be any two elements; from lemma 17.1.36(ii) we get, for any b ∈ K+ with
log |b| ≥ CA‖γ′ − γ‖, a Bn-linear map
τb,γ′−γ : A[γ] → A[γ′]
which, under the identifications (17.1.41), corresponds to the map given by the rule : δ ⊗ a 7→
δ ⊗ ba for every δ ∈ Σ and every a ∈ K such that log |a| ≥ f(γ + δ). In case Σ = Σ′, also
τb,γ−γ′ is well defined, and clearly
τb,γ′−γ ◦ τb,γ−γ′ = b2 · 1A[γ′] τb,γ−γ′ ◦ τb,γ′−γ = b2 · 1A[γ]
whence the contention. 
Remark 17.1.42. Let γ1, γ2, γ
′
1, γ
′
2 ∈ ∆gpQ be four elements, and set γ3 := γ1+γ2, γ′3 := γ′1+γ′2;
suppose that
∆gpn ∩ (∆R − γi) ⊂ ∆gpn ∩ (∆R − γ′i) for i = 1, 2, 3.
With the notation of the proof of lemma 17.1.40, for every b1, b2 ∈ K+ such that
log |bi| ≥ CA‖γ′i − γi‖ (i = 1, 2)
we obtain a commutative diagram of Bn-linear maps
A[γ1] ⊗Bn A[γ2] //
τb1,γ′1−γ1
⊗τb2,γ′2−γ2

A[γ3]
τb1b2,γ′3−γ3

A[γ′1] ⊗Bn A[γ′2] // A[γ′3]
whose horizontal arrows are the restrictions of the multiplication map of theBn-algebra B : the
detailed verification shall be left as an exercise for the reader.
Theorem 17.1.43. In the situation of (17.1.31), theK+-algebra Bsh is ind-measurable.
Proof. First, notice that, for every k ≥ 0, the inclusion map Bn → Bn+k induces a radicial
morphism Bn ⊗K+ κ→ Bn+k ⊗K+ κ, and therefore also an isomorphism of Bn+k-algebras
(17.1.44) Bshn ⊗Bn Bn+k ∼→ Bshn+k
([44, Ch.IV, Prop.18.8.10]). Notice as well, that Bshn is a measurableK
+-algebra (see definition
14.5.3(ii)), hence we have a well defined normalized length function λn on isomorphism classes
of Bshn -modules, characterized as in theorem 14.5.43. Thus, our task is to exhibit a sequence
(dn | n ∈ N) of normalizing factors fulfilling conditions (a) and (b) of definition 14.5.64, for
the directed system (Bshn | n ∈ N), whose colimit is Bsh. To this aim, let M be any object of
Bshn -Modcoh,{s}; in view of (17.1.44), we need to estimate
λk+n(Bk+n ⊗Bn M) = λk+n
 ⊕
[γ]∈∆gpk+n/∆
gp
n
A[γ] ⊗Bn M
 .
To this aim, let us introduce the function
lM : ∆
gp
Q → R γ 7→ λn(A[γ] ⊗Bn M).
Claim 17.1.45. Let Σ be as in lemma 17.1.40, set J := AnnBsh0 (M/mM), and suppose that
M admits a generating set of cardinality k. Then the restriction of lM to Ω(∆R,Σ) ∩∆gpQ is of
Lipschitz type, i.e. there exists a real constant C ′A > 0 independent of n, Σ andM such that
|lM(γ)− lM(γ′)| ≤ C ′A · k · lengthBshn (Bshn /JBshn ) · ‖γ − γ′‖
for every γ, γ′ ∈ Ω(∆R,Σ) ∩∆gpQ .
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Proof of the claim. Let I ⊂ Bsh0 be any finitely generated mBshn -primary ideal contained in the
annihilator ofM . Also, letN ′ be the cardinality of a finite set of generators for the Bshn -module
M , and N the constant provided by lemma 17.1.38; clearly A[γ] ⊗Bn M admits a system of
generators of cardinality ≤ NN ′, for every γ ∈ ∆gpQ . Furthermore, an argument as in the proof
of [52, Lemma 2.3.7(iv)] shows that the induced mapping
MN(Bn)→ MNN ′(Bshn /IBshn ) L 7→ L⊗B0 M
is of Lipschitz type; more precisely, it sends the entourage Er into E2r, for every r ∈ R>0
(details left to the reader). Then the claim follows by combining lemmata 14.5.86 and 17.1.40.
♦
From proposition 6.3.35(iv), we see that, for every Σ ∈ S∆gpn ,∆R, the subset Ω(∆R,Σ) ∩∆gpQ
is dense in Ω(∆R,Σ); taking into account claim 17.1.45, it follows that lM extends (uniquely) to
a function lM,R : ∆
gp
R → R, whose restriction to every Ω(∆R,Σ) is continuous and still satisfies
the same Lipschitz type estimate. Notice that lM,R descends to a function on the torus
lM : Tn := ∆
gp
R /∆
gp
n → R.
Hence, set r := rkZ∆
gp
0 , let us fix a basis e1, . . . , er for the free Z-module ∆
gp
0 , and define
Ωn :=
{
r∑
i=1
tiei | − 1
2pn
≤ ti < 1
2pn
for i = 1, . . . , r
}
so Ωn ⊂ ∆gpR is a fundamental domain for the lattice ∆gpn ; in view of theorem 14.5.43(ii.b), we
reach the following identity :
λk+n(Bk+n ⊗Bn M) =
1
[κ(Bshk+n) : κ(B
sh
n )]
·
∑
γ∈∆gpk+n∩Ωn
lM(γ).
Now, set
(17.1.46) dn := p
nr · [κ(Bshn ) : κ(Bsh0 )]−1 for every n ∈ N.
We claim that (dn | n ∈ N) is a suitable sequence of normalizing factors for Bsh. Indeed,
recall that Ω(∆R,Σ) is linearly constructible for every Σ ∈ S∆gp0 ,∆R (proposition 6.3.35(iii)),
especially, the bounded function lM is continuous outside a subset of ∆
gp
R of measure zero,
hence it is integrable on every bounded measurable subset of∆R. It follows that lM is integrable
relative to the invariant measure dµn onTn of total volume equal to 1; lastly, a simple inspection
yields
λ(B ⊗Bn M) := lim
k→+∞
d−1k+n · λk+n(Bk+n ⊗Bn M) = d−1n
∫
Tn
lMdµn
which shows that condition (a) of definition 14.5.64 holds for this choice of normalizing factors.
In order to check condition (b), set ∆R(ρ) := {v ∈ ∆R | ‖v‖ ≤ ρ} for every ρ > 0. Notice
that the automorphism of ∆gpR given by multiplication by p
n restricts to a bijection
Ω(∆R,∆n)
∼→ Ω(∆R,∆0) for every n ∈ N.
Then, by claim 6.3.40, we see that there exists ρ0 such that
(17.1.47) ∆R(p
−nρ0) ⊂ Ωn ∩ Ω(∆R,∆n) for all n ∈ N.
Especially, for every ρ ≤ ρ0 we may regard ∆R(p−nρ) as a measurable subset of Tn, whose
measure Vol(ρ) is strictly positive and independent of n.
Claim 17.1.48. Let I ⊂ Bsh0 be any finitely generated mBsh0 -primary ideal. Then there exists a
real constant CI > 0 such that
d−1n · lengthBshn (Bshn /(I +m)Bshn ) ≤ CI for every n ∈ N.
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Proof of the claim. On the one hand, we may write Bshn as the direct sum of the B
sh
0 -modules
A[γ]∩∆Q ⊗B0 Bsh0 , for γ ranging over the elements of ∆gpn /∆gp0 . There are prn such direct sum-
mands, and each of them admits a generating system of cardinality ≤ N , where N is the
constant provided by lemma 17.1.38. It follows that
lengthBsh0 (B
sh
n /(I +m)B
sh
n ) ≤ Nprn · lengthBsh0 (B
sh
0 /(I +mB
sh
0 )).
On the other hand, say that l := lengthBshn (B
sh
n /(I+m)B
sh
n ); this means that may find a filtration
of Bshn /(I + m)B
sh
n of length l, consisting of B
sh
n -submodules, whose graded subquotients are
all isomorphic to κ(Bshn ). Given such a filtration, we easily obtain a filtration ofB
sh
n /(I+m)B
sh
n
of length l · [κ(Bshn ) : κ(Bsh0 )], consisting of Bsh0 -submodules, whose graded subquotients are
all isomorphic to κ(Bsh0 ). Therefore
l · [κ(Bshn ) : κ(Bsh0 )] = lengthBsh0 (Bshn /(I +m)Bshn )
whence the claim. ♦
Now, fix ε > 0, and suppose there is given a finitely generated mBsh0 -primary ideal I ⊂ Bsh0 ,
and a surjection of finitely presented Bshn /IB
sh
n -modules M → M ′, generated by k elements,
such that
d−1n · (λn(M)− λn(M ′)) > ε.
Set C(I, k) := 2kC ′ACI , where C
′
A and CI are as in claims 17.1.45 and 17.1.48; since
lM(0)− lM ′(0) = λn(M)− λn(M ′)
we may estimate :
|λ(Bsh ⊗Bshn M)− λ(Bsh ⊗Bshn M ′)| ≥ d−1n ·
∫
∆R(p−nρ)
(lM − lM ′)dµn
≥ Vol(ρ) · (d−1n (lM(0)− lM ′(0))− C(I, k) · p−nρ)
≥ Vol(ρ) · (ε− C(I, k) · ρ)
for every ρ ≤ ρ0. Therefore, if we set
ρ(k, ε, I) := min{ρ0, 2−1C(I, k)−1ε}
it is easily seen that the sought condition (b) holds with δ(k, ε, I) := 2−1 ·Vol(ρ(k, ε, I)) ·ε. 
17.2. Almost purity : the log regular case. In this section, we prove an almost purity theorem
for certain towers of regular log schemes.
17.2.1. LetM 0 be a log structure on the Zariski site of a local schemeX0, such that (X0,M 0)
is regular at the closed point x0 ∈ X0, and say that X0 = SpecB0 for a local ring B0 which is
necessarily noetherian, normal and Cohen-Macaulay (corollary 12.5.29). Let also β0 : P → B0
be a chart for M0 that is sharp at x0. Especially, P is a fine and saturated monoid, and A :=
B0/mPB0 is a regular local ring; we denote by mA (resp. mB0) the maximal ideal of A (resp.
of B0). We assume furthermore that :
(a) The characteristic p of the residue field κ(x0) of A is positive.
(b) The Frobenius endomorphism ΦB0 of B0/pB0 is a finite ring homomorphism.
Notice that (b) implies thatB0/pB0 is excellent (theorem 9.7.26(i)) and also that Ω
1
A/Z⊗Aκ(x0)
is a finite dimensional κ(x0)-vector space. Moreover, (X0,M0) is a regular log scheme, by
theorem 12.5.47.
Example 17.2.2. Let (B, β) be a pair consisting of
(a) a local ring B whose residue field κB has positive characteristic
(b) a local morphism of monoids β : P → B from a fine, sharp and saturated monoid P .
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Denote by mB the maximal ideal of B, by M the logarithmic structure on the Zariski site of
X := SpecB induced by β, and suppose that (X,M) is regular at the closed point of X .
(i) If moreover,B is complete for themB-adic topology and κB is perfect, then the Frobenius
endomorphism of B/pB is a finite map. Indeed, in this case, for a suitable d ∈ N we have a
surjective ring homomorphism
R[[P × N⊕d]]→ B
where R is either κB , or a discrete valuation ring with an isomorphism R/pR
∼→ κB (remark
12.5.28). The assertion is an immediate consequence.
(ii) It follows that for any such pair (B, β) we may find a local ring B0 and a local and flat
ring homomorphism f : B → B0 such that the log scheme
(X0,M 0) := SpecB0 ×X (X,M)
and its chart β0 := β ◦ f : P → B0 fulfill the conditions of (17.2.1). Indeed, according to [39,
Ch.0, Prop.10.3.1] there exists a flat and local B-algebra C such that κB⊗B C is a perfect field,
and we take B0 to be the completion of C. By proposition 12.5.46(ii), the resulting log scheme
(X0,M0) is regular at the closed point of X0, so the assertion follows from (i).
17.2.3. In the situation of (17.2.1), set
P (n) := {γ ∈ PQ | γpn ∈ P} for every n ∈ N.
The pn-Frobenius map of P (n) identifies P (n) with its submonoid P ; in other words, the in-
clusion map P → P (n) is naturally identified with the pn-Frobenius endomorphism of P .
Fix a sequence (f1, . . . , fr) of elements of B0 whose image in A is maximal in the sense
of remark 9.6.33(iii), in which case we say that (f1, . . . , fr) is maximal in B0. Notice that
dimκ(x0)mA/m
2
A = dimA, since A is regular; it follows that
r = dimA+ dimκ(x0)Ω
1
κ(x0)/Z
by virtue of the short exact sequence (9.6.2), if p ∈ m2A, and otherwise, by virtue of proposition
9.6.14. Denote also by f i ∈ A the image of fi, for every i = 1, . . . , r. According to corollary
9.6.32, the ring
An := A[T1, . . . , Tr]/(T
pn
1 − f 1, . . . , T p
n
r − f r)
is regular. For every n ∈ N, we set :
B′n := P
(n)⊗P B0 B′′n := B0[T1, . . . , Tr]/(T p
n
1 − f1, . . . , T p
n
r − fr) Bn := B′n⊗B0 B′′n.
Lemma 17.2.4. The induced maps
Bn → Bn+1 and Bn/pBn → Bn+1/pBn+1
are injective, for every n ∈ N.
Proof. The natural map Bn → Bn+1 factors as the composition
B′n ⊗B0 B′′n → B′n+1 ⊗B0 B′′n → B′n+1 ⊗B0 B′′n+1 for every n ∈ N.
Notice that B0 = B
′′
0 , and B
′′
n+1 is a free B
′′
n-module (of rank p
r) for every n ∈ N; we are then
reduced to checking that the maps B′n → B′n+1 and B′n/pB′n → B′n+1/pB′n+1 are injective for
every n ∈ N. However, set G := P (n+1)/P (n), and notice that P (n+1) is a G-graded monoid,
with P
(n+1)
0 = P
(n), henceB′n+1 is aG-gradedB
′
n-algebra with (B
′
n+1)0 = B
′
n for every n ∈ N.
The assertion follows. 
1608 OFER GABBER AND LORENZO RAMERO
17.2.5. In view of lemma 17.2.4, we may set
B′′ :=
⋃
n∈N
B′′n B :=
⋃
n∈N
Bn P
(∞) :=
⋃
n∈N
P (n)
and clearly
B = P (∞) ⊗P B′′ for every n ∈ N
from which we see that B is naturally a P (∞)/P (n)-graded Bn-algebra, for every n ∈ N.
Also, the induced morphism SpecBn+1/pBn+1 → SpecBn/pBn is radicial and surjective,
so SpecBn/pBn is a local scheme for every n ∈ N; on the other hand, the map B0 → Bn is
finite, so every point of SpecBn specializes to a point of SpecBn/pBn. We conclude that Bn
is a local ring, and we denote by mBn its maximal ideal, for every n ∈ N. Let Mn be the log
structure on the Zariski site of Xn := SpecBn deduced from the natural map βn : P
(n) → Bn;
notice that Bn/mP (n)Bn = An is a regular local ring of dimension equal to dimA. Since we
have as well dimP (n) = dimP , it follows that (Xn,Mn) is regular at the closed point xn ∈ Xn.
Then theorem 12.5.47 shows that (Xn,Mn) is a regular log scheme. Thus, we have obtained a
tower of finite morphisms of regular log schemes
(17.2.6) · · · → (Xn+1,Mn+1)→ (Xn,Mn)→ · · · → (X0,M 0)
which we call the maximal tower associated with the chart β0 : P → B0 and the maximal se-
quence (f1, . . . , fr). The limit of the tower (17.2.6) is a log scheme (X,M) whose log structure
admits a chart P (∞) → B which is sharp at the closed point.
Remark 17.2.7. Keep the notation of (17.2.5), and let s ∈ N be any integer; from remark
9.6.33(iii) it is easily seen that the sequence ((Xn+s,Mn+s) | n ∈ N), obtained by remov-
ing from (17.2.6) the first s terms, is the maximal tower associated with the chart βn and the
maximal sequence (f
1/ps
1 , . . . , f
1/ps
r ).
17.2.8. Let now y ∈ (X0,M0)tr be any point, and n ∈ N any integer. The chart β0 ex-
tends uniquely to a morphism of monoids βgp0 : P
gp → B0,y := OX0,y, and we have a natural
isomorphism
Bn ⊗B0 B0,y ∼→ P (n)gp ⊗P gp B0,y ⊗B0 B′′n.
Especially, Bn ⊗B0 B0,y is a free B0,y-module of rank pnd, where
d := dimP + r = dimP + dimA+ dimκ(x0) Ω
1
κ(x0)/Z.
However, since (X0,M0) is regular, we have dimA + dimP = dimB0. Summing up, we find
d = dimB0 + dimκ(x0) Ω
1
κ(x0)/Z.
Next, let z ∈ SpecB0/pB0 ⊂ X0 be any point, and pz ⊂ B0 the corresponding prime ideal; as
in the foregoing, the chart β0 extends uniquely to a morphism βp : Pp → B0,z := OX0,z, where
p := β−10 pz. As already remarked, the point z lifts uniquely to a point zn ∈ Xn, and on the
other hand, there exists a unique prime ideal p(n) ⊂ P (n) containing p, and the inclusion map
jp : Pp → P (n)p(n) is naturally identified with the pn-Frobenius endomorphism of Pp. By lemma
6.2.10, there exists an isomorphism of monoids Pp
∼→ G × Q, with G := P×p and Q := P ♯p ;
we may then find a corresponding decomposition P
(n)
p(n)
= G(n) × Q(n) that identifies jp with
the product of maps of monoids G → G(n) and Q → Q(n). Summing up, there follows an
isomorphism of B0-algebras
OXn,zn
∼→ P (n)
p(n)
⊗Pp B0,z ⊗B0 B′′n ∼→ (Q(n) ⊗Q B0,z)⊗B0,z (G(n) ⊗G B0,z)⊗B0 B′′n.
Fix a basis g1, . . . , gs of the free Z-module G, and set fr+i := βp(gi) for i = 1, · · · , s; clearly
(G(n) ⊗G B0,z)⊗B0 B′′n = B0,z[T1, . . . , Tr+s]/(T p
n
1 − f1, . . . , T p
n
r+s − fr+s).
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On the other hand, set Az := B0,z/mQB0,z; we have
dimP = dimQ+ s (corollary 6.4.10(i))
dimB0,z = dimQ+ dimAz (since (X0,M 0) is regular)
dimB0,z = d− dimκ(z)Ω1κ(z)/Z (proposition 9.7.20).
Therefore r+ s = dimAz +dimκ(z)Ω
1
κ(z)/Z. However, Azn := OXn,zn/mQ(n)OXn,zn is a regular
local ring, since (Xn,Mn) is regular, and by inspecting the construction we see that
Azn = Az[T1, . . . , Tr+s]/(T
pn
1 − f1, . . . , T p
n
r+s − fr+s)
hence the image of the system (f1, . . . , fr+s) yields a basis of either Ω
1
Az/Z
⊗Az κ(z) or ΩAz ,
depending on whether or not p ∈ m2Az (corollary 9.6.32). In conclusion, we see that the induced
sequence of morphisms of log schemes
· · · → (Xn+1(zn),Mn+1(zn))→ (Xn(zn),Mn(zn))→ · · · → (X0(z),M 0(z))
(notation of (12.7.11)) is the maximal tower associated with the induced chart Q → OX0,z and
the maximal sequence (f1, . . . , fr+s).
Remark 17.2.9. (i) Let x0 be any geometric point of X0, localized at x0, and denote by B
sh
0
the strict henselization of B0 at the point x0. In light of [52, Th.3.5.13(ii)], we see that the log
scheme (X0(x0),M0(x0)) still fulfills the conditions of (17.2.1). Moreover, the image in B
sh
0
of the maximal sequence (f1, . . . , fn) is still maximal (remark 9.6.33(iv)). It follows easily that
the induced tower of regular log schemes
· · · → X0(x0)×X0 (Xn+1,Mn+1)→ X0(x0)×X0 (Xn,Mn)→ · · · → (X0(x0),M0(x0))
is (naturally isomorphic to) the maximal tower associated with the induced chart P0 → Bsh0 and
the maximal sequence (f1, . . . , fn) of B
sh
0 .
(ii) In the same vein, let I ⊂ B0 be any proper ideal, B∧0,I the I-adic completion of the local
ring B0, and set X
∧
0 := SpecB
∧
0,I ; according to claim 9.7.21(i), the log scheme (X
∧
0 ,M
∧
0 ) :=
X∧0 ×X0 (X0,M 0) still fulfills the conditions of (17.2.1), and the image in B∧0,I of the maximal
sequence (f1, . . . , fn) of B0 is still maximal (remark 9.6.33(iv)). It follows that the induced
tower of log schemes
· · · → X∧0 ×X0 (Xn+1,Mn+1)→ X∧0 ×X0 (Xn,Mn)→ · · · → (X∧0 ,M∧0 )
is (naturally isomorphic to) the maximal tower associated with the induced chart P0 → B∧0,I
and the maximal sequence (f1, . . . , fn) of B
∧
0,I .
17.2.10. Let ΦBn : Bn/pBn → Bn/pBn be the Frobenius endomorphism of Bn/pBn; taking
into account lemma 17.2.4, we see that ΦBn+1 factors through a unique ring homomorphism
ΨBn+1 : Bn+1/pBn+1 → Bn/pBn for every n ∈ N.
Lemma 17.2.11. The map ΨBn+1 is surjective for every n ∈ N.
Proof. Let us start out with the following general :
Claim 17.2.12. Let ϕ : R→ S be an injective, finite and radicial ring homomorphism. Then ϕ
is an isomorphism if and only if Ω1S/R = 0.
Proof of the claim. We may assume that Ω1S/R = 0, and we show that ϕ is an isomorphism. To
this aim, it suffices to show that
ϕ⊗R R/m : R′ := R/m→ S ′ := S/mS
is an isomorphism for every maximal ideal m ⊂ R. However, Ω1S′/R′ = Ω1S/R⊗RR′ = 0, so we
may replace R by R′ and S by S ′, and assume from start that R is a field. In this case, S is a
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local unramified R-algebra, so S must be a finite separable field extension of R, by [44, Ch.IV,
Cor.17.4.2]. But S is also a radicial extension of R, so S = R. ♦
Claim 17.2.13. Let p > 0 be a prime integer, R a local Fp-algebra whose Frobenius endomor-
phism ΦR is a finite map, kR the residue field of R, and Σ ⊂ R any subset. Set R0 := R/ΣR,
and let (g1, . . . , gn) be a finite sequence of elements of R such that dg1, . . . , dgn is a system of
generators for the kR-vector space Ω
1
R0/Z
⊗R kR. Then R = Rp[Σ, g1, . . . , gn].
Proof of the claim. Set S := Rp[Σ, g1, . . . , gn]. The inclusion map S → R is clearly radicial,
and it is finite, since ΦR is finite; hence claim 17.2.12 reduces to checking that Ω
1
R/S vanishes.
By Nakayama’s lemma, it then suffices to show that Ω1R/S ⊗R kR = 0. However, let M (resp.
N) be the R-submodule of Ω := Ω1R/Z generated by {da | a ∈ Σ} (resp. by {dg1, . . . , dgn});
then Ω1R/S = Ω/(M + N) ([41, Ch.0, Th.20.5.7(i)]) and on the other hand, the induced map
(Ω/M)⊗RR0 → Ω1R0/Z is an isomorphism ([41, Ch.0, Th.20.5.12(i)]). We deduce a right exact
sequence of R-modules
N
j−→ Ω1R0/Z ⊗R kR → Ω1R/S ⊗R kR → 0.
But our choice of the sequence (g1, . . . , gn) implies that j is surjective, whence the contention.
♦
Finally, notice that the image of ΨBn+1 is the subring (Bn/pBn)
p[βn(P
(n)), f
1/pn
1 , . . . , f
1/pn
r ].
For every n > 0, consider the exact sequence
Ω1A/Z ⊗A κ(xn) j−→ Ω1An/Z ⊗An κ(xn)→ Ω1An/A ⊗An κ(xn)→ 0
([41, Ch.0, Th.20.5.7(i)]); the image of j is generated by the image of the generating system
df• := (df1, . . . , dfr) of the κ(x0)-vector space Ω
1
A/Z ⊗A κ(x0). However, since fi admits
a p-th root in An for every i = 1, . . . , r, it is easily seen that the image of df• vanishes in
Ω1An/Z. Hence Ω
1
An/Z
⊗An κ(xn) = Ω1An/A ⊗An κ(xn) is generated by the image of the system
(df
1/pn
1 , . . . , df
1/pn
r ). Therefore, to prove the lemma, it suffices to apply claim 17.2.13 to R :=
Bn/pBn, Σ := βn(mP (n)) and the sequence (f
1/pn
1 , . . . , f
1/pn
r ). 
Theorem 17.2.14. With the notation of (17.2.5), we have :
(i) If B0 is an Fp-algebra, ΨBn is an isomorphism for every n ∈ N.
(ii) If B0 is not an Fp-algebra, then there exist π ∈ B1 and u ∈ B×1 such that πp = pu.
(iii) For every π ∈ B1 as in (ii) and every integer n > 0, we have KerΨBn = πBn/pBn.
(iv) Let Tp,B be the p-adic topology of B. Then (B,Tp,B) is a formal perfectoid ring.
Proof. (i) is immediate from lemma 17.2.11, since in that case ΦBn is the Frobenius endomor-
phism of Bn, so it is injective, since the latter is a domain.
(iii): Suppose we have found π as in (ii), and let x ∈ Bn whose image in Bn/pBn lies in
KerΨBn ; this means that x
p = py holds in Bn for some y ∈ Bn; hence (x/π)p ∈ Bn, and since
Bn is a normal ring (corollary 12.5.29), we deduce that x/π ∈ Bn, i.e. x ∈ πBn.
(ii): Assume first that p ∈ m2A. Then we may write
p =
t∑
i=1
bib
′
i +
s∑
j=1
b′′j · β0(xj)
for certain b1, b
′
1, . . . , bt, b
′
t ∈ mB0 , b′′1, . . . , b′′s ∈ B0, and x1, . . . , xs ∈ mP . In light of lemma
17.2.11, we may then write
bi = c
p
i + pdi b
′
i = c
′p
i + pd
′
i where ci, c
′
i, di, d
′
i ∈ mB1 for every i = 1, . . . , t
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and likewise, b′′j = c
′′p
j + pd
′′
j where c
′′
j ∈ B1 for j = 1, . . . , s. Moreover, by construction, β0
extends to a morphism of monoids β1 : P
(1) → B1, and we may write xj = ypj with yj ∈ mP (1)
for j = 1, . . . , s. A simple computation then yields
(17.2.15) p · (1 + e) =
t∑
i=1
cpi c
′p
i +
s∑
j=1
c′′pj · β1(yj)p for some e ∈ mB1 .
However, the right-hand side of (17.2.15) can be written in the form gp+ph for some g, h ∈ mB1
(details left to the reader); clearly 1 + e− h ∈ B×1 , whence the contention, in this case.
Next, suppose that p /∈ m2A. In this case, recall that
dimκ(x0)1/p ΩA = 1 + dimκ(x0)Ω
1
A/Z ⊗A κ(x0).
Therefore, after reordering the sequence (f1, . . . , fr), we may assume that df1, . . . , dfr−1 is a
basis of the κ(x0)-vector space Ω
1
A/Z ⊗A κ(x0). Set
B′ := (P (1) ⊗P B0)[T1, . . . , Tr−1]/(T p1 − f1, . . . , T pr−1 − fr−1).
Clearly B1 is a faithfully flat B
′-algebra, hence B′/pB′ is a B0/pB0-subalgebra of B1/pB1,
so the natural map B0/pB0 → B′/pB′ is injective (lemma 17.2.4), and just as in (17.2.5),
we deduce that the Frobenius endomorphism of B′/pB′ factors through a ring homomorphism
ΨB′ : B
′/pB′ → B0/pB0, and arguing as in the foregoing, we also see that B′ is a local
ring. Moreover, by applying claim 17.2.13 with R := B′/pB′, Σ := β0(mP ) and the sequence
(f1, . . . , fr−1) we conclude – as in the proof of lemma 17.2.11 – that ΨB′ is surjective. Hence,
denote by mB′ the maximal ideal of B
′; it follows that there exist g ∈ mB′ and h ∈ B′ such that
fr = g
p + ph in B′. Set
A′ := B′/mP (1)B
′ = A[T1, . . . , Tr−1]/(T
p
1 − f1, . . . , T pr−1 − fr−1).
Then A′ is a regular local ring, by corollary 9.6.32, applied to the sequence (f1, . . . , f r−1)
consisting of the images of the elements fi in A. By the same criterion – applied to the similar
sequence (f1, . . . , f r) – we see that A
′[T ]/(T p− fr) is regular as well. So once again the same
corollary – applied to the element f r ofA
′ – says that the element d(fr) ofΩA′ does not vanish.
However
d(fr) = d(g
p) + d(ph) = pgp−1d(g) + hd(p) + pd(h) = hd(p) inΩA′
(see (9.6.13)). We conclude that h ∈ B′×. Lastly, notice that fr admits a p-th root f 1/pr in B1,
hence ph = fr − gp = (f 1/pr − g)p + pe in B1 for some e ∈ mB1 (details left to the reader).
Since h− e ∈ B×1 , we are done.
(iv): If B0 is an Fp-algebra, then Tp,B is the discrete topology, and B is a perfect Fp-algebra,
whence the assertion in this case. Suppose then that B0 is not an Fp-algebra, in which case the
topology of the completion B∧ of (B,Tp,B) is still p-adic (remark 8.3.3(iv)). Pick π ∈ B1 as
in (ii), set I := πB∧, and notice that π is a regular element of B∧, by proposition 8.2.13(i) :
the details shall be left to the reader. In light of (iii), it is easily seen that B∧ is a P-ring, I is a
special ideal of definition, and the Frobenius endomorphism of B∧ : pB∧ = B/pB induces an
isomorphism B∧/I
∼→ B∧/I(p). The assertion then follows from theorem 16.4.1. 
17.2.16. Let β : P (∞) → B be the chart of the log structure M on X from (17.2.5), and
notice that the inclusion map P (n) → P (∞) induces bijections SpecP (∞) ∼→ SpecP (n) for
every n ∈ N (lemma 6.4.42(i)); especially, SpecP (∞) is a finite set. Let I ⊂ B be any non-zero
ideal; we say that I is a branch ideal, if there exist radical ideals J ⊂ B and r ⊂ P (∞) such that
(17.2.17) p ∈ J and I = J ∩ rB.
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Remark 17.2.18. (i) Notice that, in caseB0 is an Fp-algebra, a branch ideal is just any non-zero
radical ideal of B.
(ii) Let I ⊂ B be a branch ideal, and pick radical ideals J ⊂ B and r ⊂ P (∞) such that
(17.2.17) holds. Set r(n) := r ∩ P (n) for every n ∈ N; from corollary 12.5.36(ii) we know that
r(n)Bn is a radical ideal of Bn, hence rB is a radical ideal of B, and then the same holds for I .
(iii) In the situation of (ii), let Z ⊂ SpecP (∞) be a subset such that r = ⋂p∈Z p (lemma
6.1.16), and set p(n) := p ∩ P (n) for every p ∈ Z and every n ∈ N, so r(n) = ⋂p∈Z p(n) for
every n ∈ N. In view of proposition 12.5.32 and lemmata 12.5.17 and 6.1.38, we see that
r(n)B =
⋂
p∈Z p
(n)Bn, and therefore
(17.2.19) rB =
⋂
p∈Z
pB.
(iv) Furthermore, any branch ideal I ⊂ B is the radical of I0B, for some ideal I0 ⊂ B0.
Indeed, pick J and r such that (17.2.17) holds; since the projection SpecB/pB → (X0)/p is
radicial and surjective, it is clear that J is the radical of J0B for some ideal J0 ⊂ B0, and on
the other hand, rB is the radical of r(0)B.
Proposition 17.2.20. With the notation of (17.2.16), let I ⊂ B be any branch ideal. We have :
(i) I2 = I , and I fulfills condition (B) of [52, §2.1.6].
(ii) Let I1, I2 ⊂ B be any two branch ideals. Then I1 ∩ I2 and I1 + I2 are also branch
ideals, and I1I2 = I1 ∩ I2.
Proof. (i): By assumption, I = J ∩ rB for radical ideals J ⊂ B and r ⊂ P (∞) with p ∈ J .
Claim 17.2.21. (rB)2 = rB and J2 = J , and the ideals rB and J fulfill condition (B).
Proof of the claim. Since the p-Frobenius endomorphism of P (∞) is an automorphism, the first
stated identity is clear. Next, set J := J/pB. By lemma 17.2.11, the Frobenius endomorphism
of B/pB is surjective; since J is a radical ideal, we deduce that J2 = J . On the other hand,
from theorem 17.2.14(ii) we see that p ∈ J2, from which also the second identity follows easily.
Next, it is clear that rB fulfills condition (B), and for J we apply [52, Claim 2.1.9] which
reduces checking that J/pJ is generated by the p-th powers of its elements. However, the
foregoing already shows that J/pB is generated by the p-th powers of its elements; combining
with theorem 17.2.14(ii), the contention follows easily. ♦
Taking into account remark 17.2.18(i), we see that claim 17.2.21 already implies the asser-
tion, in case B0 is an Fp-algebra. Thus, we may assume that B0 is not an Fp-algebra, in which
case – again by claim 17.2.21 – it suffices to show that J ∩ rB = r · J , or equivalently, that :
TorB1 (B/rB,B/J) = 0.
Now, the chart β yields a ring homomorphism C := Z[P (∞)]→ B, and we have a base change
spectral sequence for Tor-functors (see [112, Th.5.6.6]) :
E2pq := Tor
B
p (Tor
C
q (C/rC,B), B/J)⇒ TorCp+q(C/rC,B/J).
Claim 17.2.22. TorCq (C/rC,B) = 0 for every q > 0.
Proof of the claim. Set r(n) := r ∩ P (n) and Cn := Z[P (n)] for every n ∈ N. We have natural
isomorphisms :
TorCq (C/rC,B)
∼→ colim
n∈N
TorCnq (Cn/rnC,Bn) for every q, n ∈ N
so we are reduced to showing that TorCnq (Cn/rnC,Bn) = 0 for every q, n ∈ N with q > 0. The
latter follows from propositions 12.5.32(ii) and 6.1.41(i). ♦
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From claim 17.2.22 we see that E2pq = 0 for every q > 0 and every p ∈ N. Thus, we deduce
a natural isomorphism :
TorBp (B/rB,B/J)
∼→ TorCp (C/rC,B/J) for every p ∈ N.
By the same token, the projection C → C := C/pC induces a base change spectral sequence :
F 2ij := Tor
C
i (Tor
C
j (C/rC,C), B/J)⇒ TorCi+j(C/rC,B/J)
(notice that B/J is a C-algebra, since p ∈ J) and TorCj (C/rC,C) = 0 for every j > 0, since
C/rC has no p-torsion. Hence F 2ij = 0 whenever j > 0, and we get an isomorphism :
TorCi (C/rC,B/J)
∼→ TorCi (C/rC,B/J) for every i ∈ N.
Notice now that C is a perfect Fp-algebra, since P
(∞) is p-divisbile, and with IC := rC we
have C/rC = C/I
⌈0⌉
C
C. Then TorCi (C/rC,B/J) = 0 for every i > 0, by proposition 16.4.7,
whence the contention.
(ii): It is clear that I1 ∩ I2 is a branch ideal; we have inclusions
(I1 ∩ I2)2 ⊂ I1I2 ⊂ I1 ∩ I2
and from (i) we know that the first ideal in this chain coincides with the third, so I1I2 = I1 ∩ I2.
Next, for k = 1, 2 let us write Ik = Jk∩rkB, where Jk ⊂ B and rk ⊂ P (∞) are radical ideals
and p ∈ Jk. Set Zk := SpecB/Jk, Z ′k := SpecB/rkB for k = 1, 2; clearly
Z := SpecB/(I1 + I2) = (Z1 ∪ Z ′1) ∩ (Z2 ∪ Z ′2).
Now let J ⊂ B be the largest ideal such that SpecB/J = (Z1 ∩ Z2) ∪ (Z1 ∩ Z ′2) ∪ (Z ′1 ∩ Z2).
It follows easily that
Z = (SpecB/J) ∪ (SpecB/(r1 ∪ r2)B).
Now, J and r1 ∪ r2 are radical ideals, and p ∈ J , so we deduce that the radical of I1 + I2 is a
branch ideal, and it remains only to show that I1 + I2 is a radical ideal. However, notice the
inclusions
(r1J1 + r2J2)
2 ⊂ I := (J1 + J2)(J1 + r2B)(r1B + J2)(r1r2B) ⊂ (r1J1 + r2J2).
Especially, r1J1+ r2J2 is contained in the radical I
′ of I , Since we already know that rkJk = Ik
for k = 1, 2, it suffices to check that each of the four factors of the middle term in this chain of
inclusions is a branch ideal : indeed, in this case the same holds for I , and therefore I = I ′, so
finally I = I1 + I2.
• First, set J := J1 + J2, and let J ⊂ B/pB be the image of J ; since p ∈ J , in order to
see that J is a branch ideal, it suffices to check that J is a radical ideal; then it suffices to prove
that the same holds for J , and the latter assertion will follow, if we show that Φ−1B J = J , where
ΦB : B/pB → B/pB is the Frobenius endomorphism. Now, say that x ∈ B/pB and xp ∈ J ;
then xp = x1 + x2 for some xi ∈ J i := Ji/pB (i = 1, 2), and since ΦB is surjective and J i
is a radical ideal, we can write xi = y
p
i for some yi ∈ J i. Consequently xp = (y1 + y2)p, so
x− y1 − y2 is nilpotent; but clearly J contains the nilradical of B/pB, whence the claim.
• Next we consider J ′ := J1 + r2B; as in the previous case, since p ∈ J , we see that J ′
is a branch ideal, provided J ′/pB is a radical ideal of B/pB. However, say that x ∈ B/pB
and xp = y + z, for some y ∈ J1 and z ∈ r2B/pB; arguing as in the foregoing case, we may
write y = up for some u ∈ J1. Likewise, since both ΦB and the Frobenius endomorphism of
P (∞) are surjective, we see that z = wp for some w ∈ r2B/pB, so x − u − w is nilpotent,
and especially, it lies in J1, whence the claim. The same argument applies as well to the factor
r1B + J2.
• Lastly, since r1 and r2 are both radical ideals of P (∞), the same holds for r1r2, so r1r2B is
a branch ideal. 
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Proposition 17.2.20(i) says that the pair (B, I) is a basic setup, in the sense of [52, (2.1.1)],
so we may consider the associated categories of almost modules and almost algebras.
17.2.23. Henceforth we shall restrict to the case where B0 is not an Fp-algebra, so B0 is a
local integral domain whose field of fractions has characteristic zero, and whose residue field
has characteristic p. For every n ∈ N, set
(Xn)/p := SpecBn/pBn Vn := Xn \ (Xn)/p Vn,tr := (Xn,M)tr ∩ Vn.
We consider now a finite morphism ϕ0 : Y0 → X0 with Y0 a normal scheme, such that ϕ0 maps
each connected component of Y0 onto X0, and such that the restriction ϕ
−1
0 V0,tr → V0,tr is a
finite e´tale covering. For every n ∈ N, we let Yn be the normalization ofXn in ϕ−1V0,tr×X0Xn,
and denote by ϕn : Yn → Xn the resulting finite morphism ([89, Lemma 1, p.262]), by
ϕ : Y → X
the limit of the system (ϕn | n ∈ N), and by Wn ⊂ Xn the e´tale locus of ϕn, i.e. the largest
open subset such that the restriction ϕ−1n Wn →Wn of ϕn is an e´tale covering (lemma 13.1.7(iii)
and claim 13.1.8). Let also (Xn,p | p ∈ SpecP (n)) be the logarithmic stratification of (Xn,Mn)
(see (12.5.51)) and set Vn,p := Xn,p ∩ Vn for every n ∈ N and every p ∈ SpecP (n). We call
(Vn,p | p ∈ SpecP (n)) the logarithmic stratification of Vn.
Lemma 17.2.24. With the notation of (17.2.23), the following holds :
(i) Vn \Wn is a union of strata of the logarithmic stratification of Vn, for every n ∈ N.
(ii) Xn ×Xm Wm =Wn for every sufficiently largem ∈ N and every n ≥ m.
(iii) For m as in (ii), set W := X ×Xm Wm, and let I ⊂ B be the largest ideal such that
SpecB/I = X\W . Then I is a branch ideal of B.
Proof. (i): Since everyXn,p is irreducible (corollary 12.5.53(iii)), the same holds for each Vn,p.
Hence, suppose that Vn\Wn contains a point z of Vn,p, for some p ∈ SpecP (n); we have to show
that in this case Vn,p ∩Wn = ∅, and sinceWn is an open subset of Xn, it suffices to check that
the generic point η of Vn,p does not lie inWn. However, let η be any geometric point localized at
η; then η lies inWn if and only if the induced morphism ϕn ×Xn Xn(η) is e´tale (claim 13.1.9).
Let also z be a geometric point localized at z, and denote by Mn,z (resp. Mn,η) the stalk at
z (resp. η) of the logarithmic structure of (Xn(z),Mn(z)) (resp. of (Xn(η),Mn(η))). Any
choice of a strict specialization morphism s : Xn(η) → Xn(z) induces a strict specialization
map σ : Mn,z → Mn,η (see (4.9.23)) that extends the specialization map σ : Mn,z → Mn,η.
Since the natural mapsM ♯n,z → M ♯n,z and M ♯n,η → M ♯n,η are isomorphisms (see (12.1.9)), and
σ♯gp is an isomorphism (since z and η lie in the same stratum), the same holds for σ♯gp, and
therefore the induced map M gp∨n,η → Mgp∨n,z is bijective. Pick any geometric point ξ of Xn(z)
localized at the maximal point, and lift ξ to a geometric point ξη ofXn(η); in light of (13.3.52),
we conclude that s induces an isomorphism
π1((Xn(η),Mn(η))e´t, ξη)
∼→ π1((Xn(z),Mn(z))e´t, ξ).
Therefore, ϕn ×Xn Xn(η) is e´tale if and only if it is a trival covering, if and only if the same
holds for ϕn ×Xn Xn(z), if and only if z ∈ Wn, whence the assertion.
(ii): For every n ∈ N, set
(17.2.25) Zn := {p ∈ SpecP (n) | Vn,p 6= ∅ and Vn,p ∩Wn = ∅}.
The continuous map ωn : SpecP
(n+1) → SpecP (n) induced by the inclusion P (n) → P (n+1)
sends Zn+1 into Zn, for every n ∈ N. On the other hand, ωn is also a bijection of finite sets
(lemmata 6.1.21(iii) and 6.4.42(i)); we conclude that ωn restricts to a bijection Zn+1
∼→ Zn for
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every sufficiently large integer n ∈ N. For every n,m ∈ N with n ≥ m, let gn,m : Xn → Xm
be the transition morphism in the maximal tower (17.2.6), in light of (i), it follows that
g−1n,m(Vm ∩Wm) = Vn ∩Wn for every sufficiently large m ∈ N and every n ≥ m.
On the other hand, the restriction (Xn)/p → (Xm)/p of gn,m is radicial and surjective for every
such n,m ∈ N, so the underlying continuous map is a homeomorphism; since the underlying
topological spaces are noetherian, we see as well that
g−1n,m((Xm)/p ∩Wm) = (Xn)/p ∩Wn for every sufficiently large m ∈ N and every n ≥ m.
Summing up, the assertion follows.
(iii): The assertion follows easily from (i) and (17.2.19). 
17.2.26. Let I ⊂ B be a fixed branch ideal, and consider a pair (X,Z) with Z ⊂ SpecB/I
and such that Z is constructible in X . Clearly such a pair is normal (see definition 14.4.1(ii)),
and we aim to show that (X,Z) is almost pure for the almost structure given by the basic setup
(B, I) supplied by proposition 17.2.20. This will be achieved in several steps.
To begin with, set U := X \ Z, and let A be any e´tale almost finitely presented OaU -algebra.
Set also UI := X \ SpecB/I; then A|UI is a finite e´tale OUI -algebra, UI = X ×X0 UI,0 for some
open subset UI,0 ⊂ X0 (remark 17.2.18(iv)), and a simple inspection shows that
V0,tr ⊂ UI,0.
Let ψ : UI → UI,0 be the natural projection; by [44, Ch.IV, Prop.17.7.8(ii)] and [43, Ch.IV,
Th.8.8.2(ii)], and by virtue of remark 17.2.7, we may assume – after replacing (X0,M0) by
(Xn,Mn) for some sufficiently large n ∈ N – that there exists a coherent e´tale OUI,0-algebra
A0 with an isomorphism ψ∗A0
∼→ A|UI of OUI -algebras. Denote by Y0 the normalization ofX0
in SpecA0(UI,0); the resulting morphism ϕ0 : Y0 → X0 is finite (lemma 9.7.4(i)) and induces
an isomorphism (ϕ0∗OY0)|UI,0
∼→ A0. Especially, ϕ0 is a morphism of the type contemplated in
(17.2.23), and the resulting morphism ϕ : Y → X induces an isomorphism (ϕ∗OY )|UI ∼→ A|UI .
However, we have as well A = (A|UI )
ν (lemma 14.4.5(i)), and since Y is normal, there follows
an isomorphism of OaU -algebras (ϕ∗O
a
Y )|U
∼→ A . Then proposition 14.4.8 and [52, Lemma
8.2.28] show that (X,Z) is almost pure if and only if the resulting OaX-algebra ϕ∗O
a
Y is weakly
unramified, for every such ϕ0.
17.2.27. Keep the notation of (17.2.26), and suppose now that B0 is strictly henselian; espe-
cially, the N-torsion subgroup µN of B
×
0 has cardinality equal to N , for every N > 0 such that
(N, p) = 1. Let k > 0 be any integer and write k = ps · q, with s, q ∈ N and (q, p) = 1; set
Q := P , let ν : P → Q be the k-Frobenius map, define
C ′0 := Q⊗P B0 C0 := C ′0 ⊗B0 B′′s
and endow X ′0 := SpecC0 with the log structure M
′
0 deduced from the natural map Q → C0.
Notice that C0 is strictly henselian and the Frobenius endomorphism of C0/pC0 is still a finite
map (claim 9.7.21(i)); also, since the induced map A → C ′0/mQC ′0 is an isomorphism, the
image of the sequence (f1, . . . , fr) in C0 is still maximal, in the sense of (17.2.3), and therefore
C0/mQC0 is still a regular local ring, by corollary 9.6.32. Arguing as in (17.2.5), we deduce
that (X ′0,M
′
0) is a regular log scheme, and we may consider the maximal tower
((X ′n,M
′
n) | n ∈ N)
associated with the chart Q → C0 and the maximal sequence (f 1/p
s
1 , . . . , f
1/ps
r ) (see remark
9.6.33(iii)). So, X ′n = SpecCn for a finite C0-algebra Cn, and M
′
n is given by a chart Q
(n) →
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Cn, where Q
(n) is a submonoid of QQ containing Q, for every n ∈ N. For every n ∈ N, we set
V ′n,tr := V0,tr ×X0 X ′n, we let Y ′n be the normalization of X ′n in Y0 ×X0 V ′n,tr, we denote by
ϕ′n : Y
′
n → X ′n and hn : (X ′n,M ′n)→ (Xn,Mn)
the resulting finite morphisms, and by ϕ′ : Y ′ → X ′ (resp. h : (X ′,M ′) → (X,M)) the limit
of the system of morphisms (ϕ′n | n ∈ N) (resp. the limit of the system (hn | n ∈ N)). Recall
also that the induced morphism V ′0,tr → V0,tr is a torsor for the finite abelian group
G := HomZ(Q
gp, µk)
(see (13.3.30)). Set
C :=
⋃
n∈N
Cn Q
(∞) :=
⋃
n∈N
Q(n).
With this notation, we have
Q(∞) = Q⊗P P (∞) and C = Q(∞) ⊗P B′′.
Let also write Y = SpecD (resp. Y ′ = SpecD′) for a B-algebra D (resp. for a C-algebra
D′). The morphism h : (X ′,M ′) → (X,M) shall be called the standard covering of (X,M)
of degree k.
Lemma 17.2.28. In the situation of (17.2.27), set U ′ := X ′ \ h−1Z. The induced diagram
OaX-E´tfr
ρ //

OaU -E´tfr

OaX′-E´tfr
ρ′ // OaU ′-E´tfr
is 2-cartesian (notation of definition 14.4.2).
Proof. A simple inspection shows that h0 factors through a morphism (X
′
0,M
′
0) → (Xs,Ms),
and indeed we have natural isomorphisms of (X ′,M ′)-schemes
(X ′n,M
′
n)
∼→ (X ′0,M ′0)×(Xs,Ms) (Xn+s,Mn+s) for every n ∈ N
that identify the transition morphisms (X ′n+1,M
′
n+1)→ (X ′n,M ′n) with the base change of the
corresponding morphisms for the tower ((Xn+s,Mn+s) | n ∈ N). In view of remark 17.2.7, we
may then replace (X0,M 0) by (Xs,Ms), and P by P
(s), and assume that (k, p) = 1, so also
(o(G), p) = 1.
Suppose now that (ϕ′∗O
a
Y ′)|U ′ is in the essential image of the restriction functor ρ
′; by propo-
sition 14.4.8, this means that D′a is an e´tale almost finitely presented (C, IC)a-algebra. Then,
taking into account the discussion of (17.2.26), and recalling that ρ and ρ′ are fully faithful
(lemma 14.4.5(ii)), we are reduced to checking that Da is an e´tale almost finitely presented
(B, I)a-algebra.
However, the action of G on V ′0,tr is inherited by C and D
′, and clearly CG = B and D′G =
D; by corollary 14.6.28(ii), it suffices therefore to show that the action ofG onD′a is horizontal.
Denote
G→ Aut(C) : χ 7→ ρχ
the action of G, let χ ∈ G be any element, and Jχ ⊂ C the ideal generated by all elements of
the form ρχ(c)− c, for c ranging over all elements of C. By the discussion in (13.3.30) we get
ρχ((q ⊗ y)⊗ b) = χ(q) · (q ⊗ y)⊗ b for every q ∈ Q, y ∈ P (∞) and b ∈ B′′.
Hence, Jχ is the ideal generated by all elements of the form (1 − χ(q)) · q ⊗ y ⊗ 1, for all
q ⊗ y ∈ Q(∞). However, since χ(q) ∈ µk and (k, p) = 1, it is easily seen that 1 − χ(q) either
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vanishes, or else it is invertible in B0. Thus, denote by qχ ⊂ Q(∞) the ideal generated by all
elements of the form q ⊗ y, with χ(q) 6= 1; it follows that
Jχ = qχ · C.
Claim 17.2.29. qχ is a radical ideal.
Proof of the claim. Indeed, say that (q ⊗ y)n ∈ qχ, so there exist elements q1 ⊗ y1 and x1 of
Q(∞) such that (q ⊗ y)n = (q1 ⊗ y1) · x1 and χ(q1) 6= 1. We may assume that n = pt for some
integer t ∈ N, and since Q(∞) is uniquely p-divisible, we may write q1 ⊗ y1 = (q2 ⊗ y2)n and
x1 = x
n
2 for some elements q2 ⊗ y2 and x2 of Q(∞), and then q ⊗ y = (q2 ⊗ y2) · x2; however,
clearly χ(q2) 6= 1, whence the claim. ♦
In view of claim 17.2.29, we may write qχ = q1∩· · ·∩qs, for certain q1, . . . , qs ∈ SpecQ(∞)
(lemma 6.1.16). Set Q := {q1, . . . , qs}; we also know that (q ∩ Q(n)) · Cn is a prime ideal of
Cn, for every q ∈ Q and every n ∈ N (corollary 12.5.36(i)), therefore qC is a prime ideal of C,
for every q ∈ Q. Especially, the induced map
(17.2.30) C/Jχ →
∏
q∈Q
C/qC
is injective. Since, by assumption, D′a is a flat Ca-algebra, it follows that the map of almost
modules D′a ⊗C (17.2.30) is a monomorphism. Summing up, we are reduced to checking that
χ acts trivially on (D′/qD′)a, for every q ∈ Q. However, set
X ′q := SpecC/qC and U
′
q := X
′
q ×X UI for every q ∈ Q.
Suppose first that U ′q = ∅; in that case, set p := q ∩ P (∞), and notice that q is the radical of the
ideal p ·Q(∞), so qC is the radical of pC, and therefore Spec (C/pC)×X UI = ∅. However, the
induced morphism SpecC/pC → SpecB/pB is surjective, so Spec (B/pB) ∩ UI = ∅; since
pB is a prime ideal of B, the latter means that I ⊂ pB, whence (B/pB)a = 0, so (D′/qD′)a
vanishes as well, and the assertion is trivial. If U ′q 6= ∅, set Y ′q := Y ′ ×X′ X ′q, let ϕ′q : Y ′q → X ′q
be the induced morphism, and define
D := ϕ∗OY D
′ := ϕ′∗OY ′ D
′
q := ϕ
′
q∗OY ′q .
On the one hand, by assumption D ′aq is a flat O
a
X′q
-algebra; on the other hand,X ′q is reduced and
irreducible, hence the restriction map Γ(X ′q,OX′q)→ Γ(U ′q,OX′q) is injective. Consequently, the
restriction map
(D′/qD′)a = Γ(X ′q,D
′a
q )→ Γ(U ′q,D ′aq )
is a monomorphism; so, we are reduced to checking that χ acts trivially on Γ(U ′q,D
′a
q ). To
this aim, we remark that the open subset U ′I := X
′ ×X UI is stable under the action of G,
and the restriction D ′|U ′I
of D ′ to the open subset U ′I is isomorphic to (h
∗D)|U ′I ([44, Ch.IV,
Prop.17.5.8(iii)]), so the action of G on D ′|U ′I
is horizontal, and the assertion follows easily. 
17.2.31. In the situation of (17.2.27), define Zn as in (17.2.25), for every n ∈ N. As already
remarked, in view of lemma 17.2.24(i,ii) wemay assume that the map SpecP (n+1) → SpecP (n)
sends Zn+1 bijectively onto Zn, for every n ∈ N. Set V ′0 := V0 ×X0 X ′0, and let
(V ′0,p | p ∈ SpecQ) and (V0,p | p ∈ SpecP )
be the logarithmic stratifications of V ′0 and respectively V0, defined as in (17.2.23); notice that
the map ν∗ : SpecQ→ SpecP induced by ν is bijective (lemma 6.4.42(i)), and clearly
V ′0,p = h
−1
0 V0,ν∗(p) for every p ∈ SpecQ.
Let Z′0 := ν
∗−1Z0, and for every p ∈ Z′0, let η′p (resp. ηp) denote the generic point of V ′0,p
(resp. of V0,ν∗(p)), pick geometric points η
′
p and ξ
′
p localized respectively at η
′
p and at a point of
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V ′0,tr(η
′
p) := V
′
0,tr ×X′0 X ′0(η′p). Denote by ηp the image of η′p in V0,ν∗(p), and by ξp the image
of ξ′p in V0,tr(ηp) := V0,tr ×X0 X0(ηp). According to (13.3.29) there follows, for every integer
N > 0, a commutative diagram of groups
π1(V
′
0,tr(η
′
p)e´t, ξ
′
p) //

π1(V0,tr(ηp)e´t, ξp)

M ′gp∨0,η′p ⊗Z µN // M
gp∨
0,ηp ⊗Z µN
(where µN is the N-torsion subgroup of κ(ξp)
×) whose top arrow is induced by the natural
morphism V ′0,tr(η
′
p) → V0,tr(ηp), and whose bottom arrow is induced by νgp∨ : Qgp∨ → P gp∨,
i.e. by the k-Frobenius map of P gp∨, for every p ∈ Z′0. Now, the restriction
ϕp : Y0(ηp) := Y0 ×X0 X0(ηp)→ X0(ηp)
of ϕ is a tamely ramified covering, hence the action of π1(V0,tr(ηp)e´t, ξp) on Fp := ϕ
−1
p (ξp)
factors through a group homomorphism
ρp : M
gp∨
0,ηp ⊗Z µN → Aut(Fp)
for some sufficiently large N ∈ N (theorem 13.3.43). We may then find k ∈ N such that
the image of k · P gp∨ in Mgp∨0,ηp lies in the kernel of ρp, for every p ∈ Z′0. Especially, for this
choice of k, the image of M ′gp∨0,η′p ⊗Z µN acts trivially on Aut(Fp) via ρp, for every such p.
Consequently, π1(V
′
0,tr(η
′
p)e´t, ξ
′
p) acts trivially on the fibres ϕ
′−1
0 (ξ
′
p) (by virtue of (3.5.22)); after
applying lemma 17.2.24(i) to the morphism ϕ′0, we conclude that the e´tale locus of ϕ
′
0 contains
the whole of V ′0 .
Theorem 17.2.32. In the situation of (17.2.26), the pair (X,Z) is almost pure, relative to the
basic setup (B, I).
Proof. Fix a geometric point x of X localized at the closed point x of X , and let Bsh denote
the strict henselization of B at x. In view of proposition 14.4.10, in order to prove that (X,Z)
is almost pure, it suffices to show that the pair (X(x), Z(x)) is almost pure relative to the basic
setup (B, I), or – equivalently – relative to the basic setup (Bsh, IBsh). However, it is easily
seen that IBsh is also a branch ideal of Bsh, if the latter is endowed with the chart P (∞) → Bsh
deduced from the given chart ofM . Taking into account remark 17.2.9(i), we may then replace
B by Bsh, and assume that X0 and X are strictly local.
Now, consider a finite morphism ϕ0 : Y0 → X0 and the resulting morphism ϕ : Y → X as in
(17.2.23). The discussion of (17.2.26) shows that (X,Z) is almost pure if and only if ϕ∗OaY is
an e´tale OaX -algebra, for every such ϕ0. Set V := SpecB[1/p]; in view of (17.2.31) and lemma
17.2.28, we may then assume that V0 ⊂ U0, and therefore (ϕ∗OY )|V is a finite e´tale OX-algebra.
On the other hand, let I ′ ⊂ B be the radical of the ideal I + pB, and set Z ′ := Z \V ; clearly,
I ′ is a branch ideal. It then suffices to show that ϕ∗OaY is an e´tale O
a
X-algebra, for the almost
structure given by the new setup (B, I ′). Thus, we may assume that p ∈ I , in which case the
assertion follows from theorems 17.2.14(iii) and 16.8.44. 
Theorem 17.2.33. In the situation of (17.2.5), the ring B is ind-measurable.
Proof. (See remark 14.5.69(i) for the definition of ind-measurable ring.) One argues as in the
proof of theorem 17.1.43, with some simplifications. We have to exhibit a sequence (dn | n ∈
N) of normalizing factors fulfilling conditions (a) and (b) of definition 14.5.64, where the λn
occurring in loc.cit. is meant to be the usual length function for finitely generated Bn-modules
supported at the closed point xn of Xn. Now, fix n ∈ N, set
TR := P
gp
R /P
(n)gp
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and endow TR with its invariant measure dµn of total volume equal to 1. For every γ ∈ P gpR ,
let [γ] ∈ TR be the equivalence class of γ; notice that the P (n)-module
(17.2.34) S[γ] := γP
(n)gp ∩ PQ
is finitely generated (proposition 6.3.22(ii)) and depends only on the class [γ], and for any given
finitely generated Bn-moduleM supported at xn, consider the function
lM : TR → N [γ] 7→ λn(S[γ] ⊗P (n) M).
Let e1, . . . , er be a basis of the free Z-module P
gp, and define Ωn ⊂ P gpR as in the proof of
theorem 17.1.43, so that Ωn is a fundamental domain for the lattice P
(n)gp, and 0 lies in the
interior of Ωn. Denote also by Σ ⊂ TR the image of PR ∩ Ωn.
Claim 17.2.35. There is a partition of TR into finitely many measurable subsets Θ1, . . . ,Θt,
independent ofM , such that :
(i) For every γ, λ ∈ Ωn, the classes [γ], [λ] ∈ TR lie in the sameΘi if and only if γ−1S[γ] =
λ−1S[λ].
(ii) Especially, lM restricts to a constant function on each Θi.
(iii) LetΘ ∈ {Θ1, . . . ,Θt} be the subset containing [0] ∈ TR; thenΘ∩Σ has measure > 0.
Proof of the claim. According to proposition 6.3.35(i,iii), the set S := {γ−1S[γ] | γ ∈ Ωn} is
finite, and for every non-empty S ∈ S , the set {γ ∈ Ωn | γ−1S[γ] = S} is the intersection of Ωn
with a Q-linearly constructible subset. It follows that the same must hold also in case S = ∅.
The image in TR of any such Q-linearly constructible subset is obviously measurable, whence
(i). Moreover, in view of our choice of Ω, assertion (ii) follows easily from claim 6.3.40. ♦
Let m ≥ n be any integer; since B′′m is a free B′′n-module of rank pr(m−n) (notation of
(17.2.3)), we may compute :
λm(Bm ⊗Bn M) =
pr(m−n)
[κ(xm) : κ(xn)]
·
∑
[γ]∈P (m)gp/P (n)gp
lM([γ]).
However, lemma 17.2.11 easily implies that κ(xn+1)
p = κ(xn) for every n ∈ N, whence
[κ(xn+1) : κ(xn)] = p
en where en := Ω
1
κ(xn)/Z
by virtue of [41, Ch.IV, Th.21.4.5]. But by the same token, the field κ(xm) is isomorphic to
κ(xn) for everym ≥ n, so en is actually independent of n, and we get
[κ(xm) : κ(xn)] = p
e0(m−n) for everym ≥ n.
Therefore, set
dn := p
n·dimB0 for every n ∈ N.
We claim that (dn | n ∈ N) is a suitable sequence of normalizing factors for B. Indeed, claim
17.2.35(ii) says that lM is a measurable function on TR, and the foregoing, together with the
discussion of (17.2.8) implies that :
λ(B ⊗Bn M) := lim
m→+∞
d−1m · λm(Bm ⊗Bn M) = d−1n
∫
TR
lMdµn
(recall that dimP = rkZP
gp, by corollary 6.4.10(i)), so condition (a) holds for this choice of
factors. Next, fix ε > 0, letN → N ′ be a surjection of finitely generatedBn-modules supported
at xn, and suppose that d
−1
n (λn(N) − λn(N ′)) ≥ ε. Since λn(N) = lN(0) (and likewise for
N ′), we deduce that
λ(B ⊗Bn N)− λ(B ⊗Bn N ′) ≥ ε ·
∫
Θ
dµn
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where Θ ∈ {Θ1, . . . ,Θt} is the unique subset of TR such that [0] ∈ Θ, so the volume of Θ is
> 0, by claim 17.2.35(iii). This shows that condition (b) holds as well, and concludes the proof
of the theorem. 
17.3. The direct summand conjecture. In the following paragraphs we prove a generalization
of the direct summand conjecture for finite injective extensions of log-regular rings.
To begin with, let A be a ring, and consider a short exact sequence of A-modules
Σ : 0→M ′ f−→ M g−→M ′′ → 0.
We say that Σ is universally exact if the sequenceX⊗AΣ is short exact for everyA-moduleX .
Lemma 17.3.1. (i) In the situation of (17.3), the following conditions are equivalent :
(a) The sequence Σ is universally exact.
(b) The sequence X ⊗A Σ is short exact for every finitely presented A-module X .
(c) The sequence Σ∨ := HomZ(Σ,Q/Z) splits.
(d) Σ∨ is universally exact.
(e) The sequence HomA(X,Σ) is exact for every finitely presented A-module X .
(f) Σ is the colimit of a filtered system of split short exact sequences of A-modules.
(ii) If moreoverM ′′ is finitely presented, then conditions (a)–(f) are also equivalent to :
(g) Σ is a split short exact sequence of A-modules.
(iii) If furthermore, A is local and noetherian, and M,M ′,M ′′ are finitely generated, then
conditions (a)–(g) are also equivalent to :
(h) The sequence X ⊗A Σ is short exact for every A-moduleX of finite length.
Proof. Obviusly (f)⇒(a)⇒(b). To see that (b)⇒(a), write any givenA-moduleX as the filtered
colimit of a system (Xλ | λ ∈ Λ) of finitely presented A-modules; then H i(X ⊗A Σ) is the
colimit of the induced filtered system of A-modules (H i(Xλ ⊗A Σ) | λ ∈ Λ), for every i ∈ Z.
But (b) says that each Xλ ⊗A Σ is exact, whence (a).
(a)⇒(c): Clearly Σ∨ is short exact, sinceQ/Z is an injective Z-module. For every A-module
X , recall that X∨ := HomZ(X,Q/Z) is naturally an A-module (see (14.2.26)); notice that for
every pair of A-modulesX, Y we have a natural isomorphism of A-modules :
ωX,Y : HomA(X
∨, Y ∨)
∼→ (X∨ ⊗A Y )∨ ϕ 7→ (h⊗ y 7→ ϕ(h)(y)).
There follows a commutative diagram :
HomA(M
′∨,M∨)
HomA(M
′∨,f∨)
//
ωM′,M

HomA(M
′∨,M ′∨)
ωM′,M′

(M ′∨ ⊗A M)∨
(M ′∨⊗Af)
∨
// (M ′∨ ⊗A M ′)∨.
By assumption,M ′∨ ⊗A f is injective, hence (M ′∨ ⊗A f)∨ is surjective, so the same holds for
HomA(M
′∨, f∨), and (c) follows easily.
Obviously (c)⇒(d). In order to show that (d)⇒(e), letX be any finitely presentedA-module;
by assumption,X ⊗A g∨ is an injection. On the other hand, for every pair of A-modules X, Y
we have a natural A-linear map
σX,Y : X ⊗A Y ∨ → HomA(X, Y )∨ x⊗ t 7→ (h 7→ t ◦ h(x))
and it is easily seen that σX,Y is an isomorphism if X is finitely presented (details left to the
reader). By naturality of σX,•, it follows that HomA(X, g
∨)∨ is injective, hence HomA(X, g
∨)
is surjective, whence (e).
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(e)⇒(f): Write M ′′ as the colimit of a filtered system (M ′′λ | λ ∈ Λ) of finitely presented A-
modules, and let (jλ : Mλ →M | λ ∈ Λ) be the universal co-cone; for every λ, set Σλ := j∗λΣ.
Then Σ is the colimit of the resulting system of short exact sequences (Σλ | λ ∈ Λ), and we are
reduced to checking that each Σλ is split. However, (e) implies that for every λ there exists an
A-linear map hλ : M
′′
λ →M such that g ◦ hλ = jλ; the assertion follows straightforwardly.
Next, ifM ′′ is finitely presented, (e) implies that HomA(M
′′, g) is surjective, whence (g).
(iii): Let (A,m) be a local and noetherian ring, and letX be any finitely presentedA-module;
if (h) holds, then for every n ∈ N the map fn := X/mnX ⊗A f is injective. Let t ∈ Ker (X ⊗A
f)\{0}; since them-adic topology ofX⊗AM ′ is separated ([89, Th.8.10(i)]), there exists n ∈ N
such that the image t of t in X/mnX ⊗A M ′ does not vanish, so fn(t) 6= 0 by assumption, and
therefore f(t) 6= 0, a contradiction. So X ⊗A f is injective for every such X , whence (b). 
17.3.2. Let M be a regular log-structure on either the Zariski or the e´tale site of a noetherian
and affine scheme X; say that X = SpecA for a noetherian ring A. Let also f : A → B
be a finite injective ring homomorphism; we want to show that there exists an A-linear map
g : B → A such that g ◦ f = 1A, or equivalently, that the short exact sequence of A-modules
Σf : 0→ A f−→ B → Q := Coker f → 0
splits. The latter holds if and only if the class [Σf ] ∈ Ext1A(Q,A) of Σf vanishes. Let us recall:
Lemma 17.3.3. (i) Let A be a noetherian ring, and M,N two A-modules, with M of finite
type; then every flat A-algebra A′ induces an isomorphism :
A′ ⊗A Ext1A(M,N) ∼→ Ext1A′(A′ ⊗A M,A′ ⊗A N).
(ii) In the situation of (17.3), suppose that A is noetherian andM ′′ is of finite type. Then the
following conditions are equivalent :
(a) Σ is a split short exact sequence of A-modules.
(b) For every p ∈ SpecA there exists a faithfully flat Ap-algebra A′ such that A′⊗A Σ is a
split short exact sequence of A′-module.
Proof. (i): Pick a resolution P • →M by projectiveA-modules of finite type; then Ext1A(M,N)
is computed by H1HomA(P
•, N), and likewise Ext1A′(A
′ ⊗A M,A′ ⊗A N) is computed by
H1HomA′(A
′⊗A P •, A′⊗AN). But since A is noetherian and P i is an A-module of finite type
for every i, the induced morphism of complexes
A′ ⊗A HomA(P •, N)→ HomA′(A′ ⊗A P •, A′ ⊗A N)
is an isomorphism, whence the assertion.
(ii): It is easily seen that the class [A′ ⊗A Σ] ∈ Ext1A′(A′ ⊗A Q,A′) corresponds – under the
isomorphism of (i) – to 1⊗ [Σ] ∈ A′ ⊗A Ext1A(Q,A′). The assertion follows immediately. 
In view of lemma 17.3.3(ii) we are reduced to checking that fp : Ap → Bp admits anAp-linear
section for every p ∈ SpecA; hence we may assume that (A,m) is a local noetherian ring.
Likewise, let Ash be a strict henselization of A (at the closed point m); since the structure map
A→ Ash is faithfully flat, lemma 17.3.3(ii) implies that [Σf ] = 0 if and only if [Ash⊗AΣf ] = 0
in Ext1Ash(A
sh ⊗A Q,Ash); also, Ash is noetherian, by [44, Ch.IV, Prop.18.8.8(iv)]. Thus, it
suffices to check that Ash ⊗A f admits an Ash-linear section, and therefore we may assume that
M admits a chart β : P → A that is sharp at the point m.
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17.3.4. Arguing likewise, we may replace A by its m-adic completion, and suppose therefore
that A is a complete local noetherian ring. Moreover, A is normal and Cohen-Macaulay, by
corollary 12.5.29. Furthermore, the proof of theorem 12.5.26 show that there exists r ∈ N and
a surjective ring homomorphism
ϕ : V [[Q]]→ A where Q := P × N⊕r
and where :
• (V,mV ) is a coefficient ring of A, i.e. either a field, or a complete discrete valuation
ring with A = ϕ(V ) +m and such that mV = pV for a prime integer p
• The kernel of ϕ is trivial if V is a field, and otherwise it is principal, generated by a
power series
∑
q∈Q aq · q with a0 ∈ mV \m2V
• The chart β is the composition of ϕ with the obvious inclusion map P → Q→ V [[Q]].
Let k′ be an algebraically closed field extension of the residue field k of A; by [89, Th.29.1]
there exists a flat ring homomorphism ψ : V → V ′, where V ′ = k′ if V = k, and otherwise V ′
is a complete discrete valuation ring with maximal ideal pV ′ and residue field k′. The induced
ring extensionψ[Q] : V [Q]→ V ′[Q] is again faithfully flat, hence it induces a faithfully flat ring
homomorphism V [[Q]]→ V ′[[Q]] ([89, Th.22.4]). SetA′ := V ′[[Q]]⊗V [[Q]]A; the induced map
A → A′ is faithfully flat, and A′ is the quotient of V ′[[Q]] by the principal ideal generated by
the image of Kerϕ. Hence, A′ is a complete local noetherian ring, and by theorems 12.5.26 and
12.5.47, the induced map of monoids Q → A′ is a chart for a regular log structure on SpecA′.
By lemma 17.3.3(ii), we may then replace A,B, P by respectively A′, A′⊗A B,Q, and assume
that k is algebraically closed and m = mPA (recall that mP = P \ {0} : see (6.1.10)).
17.3.5. Let p1, . . . , pk be the finitely many minimal prime ideals of B; since A is reduced,
f(A)∩p1∩· · ·∩pk = 0, hence the composition of f with the natural mapB → B/p1×· · ·×B/pk
is still finite and injective, and its kernel contains the ideal
∏k
i=1 f
−1pi. Then there exists i ∈
{1, . . . , k} such that f−1pi = 0, so that the composition f i : A→ B/pi of f with the projection
B → B/pi is still injective; clearly it suffices to check that f i admits an A-linear section, so we
may assume that B is a domain.
Let K be the field of fractions of A, set BK := K ⊗A B, let d := dimK BK , and denote
by TrBK/K : BK → K the trace form; since A is integrally closed in K, the composition of
TrBK/K with the localization B → BK factors through an A-linear map (lemma 14.3.15(i))
TrB/A : B → A.
Then TrB/A ◦ f = d · 1A. In particular, if A is a Q-algebra, the map d−1 · TrB/A is a section of
f as sought. Thus, we may assume that k has characteristic p > 0. Let us set
P (n) := {γ ∈ PQ | γpn ∈ P} P (∞) :=
⋃
n∈N P
(n) and Γ := (P (∞)/P )gp.
Then P (∞) is naturally a Γ-graded monoid. More precisely, for every γ ∈ (P (∞))gp, denote by
[γ] ∈ Γ the class of γ; then we have :
gr[γ]P
(∞) = P (∞) ∩ γP gp for every γ ∈ (P (∞))gp.
Theorem 17.3.6. In the situation of (17.3.2), suppose that A is an Fp-algebra. Then f admits
an A-linear section.
Proof. After the foregoing reductions, we may assume that A = k[[P ]] for a sharp, fine and
saturated monoid P , and that B is a domain. For every n ∈ N, set
An := k[[P
(n)]] Bn := An ⊗A B and A∞ :=
⋃
n∈NAn.
Notice that A0 is a direct summand of theA0-moduleAn, hence the inclusion map in : A→ An
has a section σn : An → A for every n ∈ N; we are then reduced to checking that the induced
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map fn : An → Bn has an An-linear section sn : Bn → An, for some n ∈ N : indeed, in this
case let jn : B → Bn be the induced inclusion map, and set s := σn ◦ sn ◦ jn : B → A. We get:
s ◦ f = σn ◦ sn ◦ jn ◦ f = σn ◦ sn ◦ fn ◦ in = σn ◦ in = 1A
as required. On the other hand, let Kn be the field of fractions of An, and denote by B
′
n the
maximal reduced quotient of Bn, for every n ∈ N; since An is reduced, the induced map f ′n :
An → B′n is still injective, so it suffices to exhibit a section for f ′n. Moreover,En := Kn⊗AnB′n
is a finite field extension ofKn (sinceKn is a purely inseparable field extension ofK), and the
inclusion mapKn → Kn+1 induces a field extension En → En+1 for every such n. Notice also
thatK∞ :=
⋃
n∈NKn is a perfect field; hence E∞ :=
⋃
n∈NEn is the maximal reduced quotient
of K∞ ⊗A B, and is a finite separable field extensions of K∞. It follows easily that for n ∈ N
sufficiently large, En is already a separable and finite field extension of Kn. Summing up, we
may replace A and B by An and B
′
n for n large enough, and assume that f is generically e´tale,
i.e. there exists g ∈ A \ {0} such that A[1/g] ⊗A f is a finite, injective and e´tale map. Then,
notice that A∞ is a perfect Fp-algebra, and let n ⊂ A∞ be the radical of the ideal A∞g; let also
C∞ be the integral closure of A∞ in A∞[1/g] ⊗A B. By theorems 16.8.2 and 16.8.44(ii), and
proposition 14.4.8, the (A∞, n)
a-algebra Ca∞ is e´tale, faithfully flat and of almost finite rank.
Now, let X be any A-module of finite length; by virtue of lemma 17.3.1(ii,iii), it suffices to
check that the mapX ⊗A f : X → X ⊗AB is injective. However, since A is a direct summand
of the A-module A∞, the induced map h : X → X ⊗A A∞ is injective, and since Ca∞ is a
faithfully flat (A∞, n)
a-algebra, the kernel of the induced map l : X ⊗A A∞ → X ⊗A C∞ is
annihilated by n. Clearly l ◦ h factors throughX ⊗A f ; hence :
n ·Ker(X ⊗A f) = 0
(we regardKer(X⊗Af) as a subset ofKer l, via h). Now, as P (∞) is Γ-graded,A∞ is naturally a
Γ-gradedA-algebra, andX⊗AA∞ is a Γ-graded (A∞, gr•A∞)-module (see definition 7.6.9(ii));
by definition :
gr[γ]A∞ := A⊗Z[P ] Z[gr[γ]P (∞)] for every γ ∈ P (∞).
According to proposition 6.4.12(ii), there exist λ1, . . . , λk ∈ P ∨ := HomMnd(P,N) such that
Rλ1, . . . ,Rλk are the extremal rays of P
∧
R (see (6.3.15)).
Claim 17.3.7. If γ ∈ P (∞), and 0 ≤ λi(γ) < 1 for every i = 1, . . . , k, then gr[γ]P (∞) = γP .
Proof of the claim. By proposition 6.4.12(iv), we have
P (∞) = {γ ∈ (P (∞))gp | λi(γ) ≥ 0 for every i = 1, . . . , k}.
Hence gr[γ]P
(∞) is the subset of all γ · β, with β ∈ P gp and λi(γ · β) ≥ 0 for i = 1, . . . , k.
But λi(β) ∈ Z for every such i and β; our assumption on λi(γ) then implies that λi(β) ∈ N for
every such i and β, whence β ∈ P (again, by proposition 6.4.12(iv)), and the claim follows. ♦
We have g =
∑
γ∈P gγ · γ for a system (gγ | γ ∈ P ) of elements of k. Pick β ∈ P with
gβ 6= 0, and N ∈ N large enough, so that λi(β1/pN ) = p−Nλi(β) < 1 for i = 1, . . . , k; by
claim 17.3.7, we then have gr[β1/pN ]P
(∞) = β1/p
N
P . Clearly g1/p
N
=
∑
γ∈P g
1/pN
γ · γ1/pN ;
let us also write g1/p
N
=
∑
[γ]∈Γ g[γ], with g[γ] ∈ gr[γ]A∞ for every [γ] ∈ Γ. It follows that
g
[β1/p
N
]
= g
1/pN
β · β1/p
N · (1 + a) for some a ∈ m. Let now x ∈ KerX ⊗A f ; we have
x ∈ gr0(X ⊗A A∞), and g1/pNx = 0; then g[γ]x = 0 for every [γ] ∈ Γ, and especially :
x⊗ g1/pNβ · β1/p
N
= 0 in gr
[β1/p
N
]
(X ⊗A A∞) = X ⊗A A[β1/pN ] = X ⊗Z[P ] Z[β1/p
N
P ]
and since gβ 6= 0, we have x⊗β1/pN = 0 inX⊗Z[P ]Z[β1/pNP ], so finally x = 0, as required. 
1624 OFER GABBER AND LORENZO RAMERO
17.3.8. By theorem 17.3.6 and the foregoing reductions, we may assume that
A = V [[P ]]/(ϑ)
for a fine, sharp and saturated monoid P 6= 0, a complete discrete valuation ring (V,mV )
with mV = pV , whose residue field k := V/pV is algebraically closed, and a power series
ϑ :=
∑
γ∈P aγ · γ with a0 ∈ pV \ p2V . Then mPA = m, the maximal ideal of A. We set
An := A⊗Z[P ] Z[P (n)] and Bn := An ⊗A B for every n ∈ N.
Notice that the induced map An → An+1 is injective for every n ∈ N, since Z[P (n)] is a direct
summand of the Z[P (n)]-module Z[P (n+1)]; hence, let as well A∞ :=
⋃
n∈NAn. Moreover,
notice that A/mPA = V/a0V = k, and Ω
1
k/Z = 0, since k is perfect; then, the integer r of
(17.2.3) vanishes in the current situation, hence theorem 17.2.14(iv) tells us that A∞ is a formal
perfectoid ring, for its p-adic topology, and clearly it is also naturally Γ-graded.
Let λ1, . . . , λk ∈ P ∨ := HomMnd(P,N) such that Rλ1, . . . ,Rλk are the extremal rays of
P ∨R (see the proof of theorem 17.3.6), and β1, . . . , βl ∈ P a finite system of generators of the
Q+-module Q+ ⊗N P (see (3.6.17)); set
λ := λ1 + · · ·+ λk β := β1 · · ·βl and L := max(λ(β1), . . . , λ(βl)).
Lemma 17.3.9. In the situation of (17.3.8), let J ⊂ A∞ be a Γ-graded ideal, g ∈ A∞, and let
e, n ∈ N such that
g ∈ meA∞ \me+1A∞ g ∈ Jpn and 1 ≥ ε(e, n) := (eL+ λ(β))/pn.
Then there exists γ ∈ P (∞) such that :
gr[γ]J = gr[γ]A∞ and λ(γ) < ε(e, n).
Proof. We may write g = g1 + · · ·+ gr for a finite sequence g1, . . . , gr ∈ Jpn such that each gi
is in turn of the form gi =
∏pn
j=1 aij ⊗ γij with :
ai1, . . . , ai,pn ∈ A γi1, . . . , γi,pn ∈ P (∞) aij ⊗ γij ∈ gr[γij ]J for every j = 1, . . . , pn.
It is clear that there exists e′ ≤ e and i ∈ {1, . . . , r} such that gi ∈ me′A∞ \ me′+1A∞. Up to
reordering the pn factors of gi, we may then assume that there exists c ∈ {0, . . . , pn} such that
λ(γij) < ε(e, n) for j = 1, . . . , c, and λ(γij) ≥ ε(e, n) for j = c+ 1, . . . , pn. Suppose now that
the lemma fails; then we must have aij ∈ m for every i = 1, . . . , c, and therefore
(17.3.10)
pn∏
j=c+1
aij ⊗ γij /∈ me′−c+1A∞.
For every j = c + 1, . . . , pn, write γij =
∏l
s=1 β
dijs
s for certain dij1, . . . , dijl ∈ Q+; then there
exist unique d′is ∈ N and d′′is ∈ [0, 1[ with
pn∑
j=c+1
dijs = d
′
is + d
′′
is for every s = 1, . . . , l
and (17.3.10) then implies that
∑l
s=1 d
′
is ≤ e′ − c, whence :
pn∑
j=c+1
λ(γij) < (e
′ − c) · L+ λ(β ′) ≤ pn · ε(e, n)− cL.
However,
∑pn
j=c+1 λ(γij) ≥ (pn − c) · ε(e, n), and since ε(e, n) ≤ 1 ≤ L, this is absurd. 
Theorem 17.3.11. In the situation of (17.3.2), the map f admits an A-linear section.
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Proof. In view of the foregoing reductions, we may assume that A and A∞ are as in (17.3.8)
and B is a domain; recall also that B[1/g] is an e´tale and faithfully flat A[1/g]-algebra. Let :
A′n := A∞[X
1/pn ]/(X − g) for every n ∈ N and A′∞ :=
⋃
n∈NA
′
n.
Let also D be the p-integral closure of A′∞ in A
′
∞[1/p], and endow D with its p-adic topology;
by theorem 16.9.17, we know that D is a faithfully flat A∞-algebra, and that D is a formal
perfectoid ring. Denote byD∧ the p-adic completion ofD, and setB′ := D∧⊗AB[1/g]. Hence,
B′ is a finite e´taleD∧[1/g]-algebra. Let now n ⊂ D∧ be the ideal generated by (g1/pn | n ∈ N);
then (D∧, n) is a basic setup, and we set D∧1 := (D
∧, n)a∗ ⊂ D∧[1/g] (see lemma 16.9.32);
lastly, letB′1 be the integral closure ofD
∧
1 inB
′. By theorem 16.9.33(ii,iii), for every n ∈ N, the
(D/pnD)a-algebra (B′1/p
nB′1)
a is faithfully flat and e´tale of finite rank, for the almost structure
given by the basic setup (D∧1 , n). After these preliminaries, let X be any A-module of finite
length; by lemma 17.3.1(ii,iii), it suffices to show that the map X ⊗A f is injective. However,
let x ∈ Ker(X ⊗A f), and pick m ∈ N large enough, so that pmX = 0. Since A∞ is a Γ-
graded A-algebra with gr0A∞ = A, the induced map ϕ : X → X∞ := X ⊗A A∞/pmA∞ is
injective, and X∞ is naturally a Γ-graded (A∞, gr•)-module, with gr0X∞ = X . Especially,
the annihilator J of ϕ(x) = x ⊗ 1 ∈ gr0X∞ is a Γ-graded ideal of A∞. Next, since D is a
faithfully flat A∞-algebra, the induced map ϕ
′ : X∞ → X∞ ⊗A∞ D/pmD is again injective,
and AnnD(ϕ
′(x⊗ 1)) = JD. Lastly, since (B′1/pmB′1)a is a faithfully flat (D/pmD)a-algebra,
the kernel of the induced map ϕ′′ : X∞ ⊗A∞ D/pmD → X∞ ⊗A∞ B′1/pmB′1 is annihilated by
n. Clearly ϕ′′ ◦ ϕ′ ◦ ϕ factors throughX ⊗A f , hence ϕ′(x⊗ 1) ∈ Kerϕ′′, and consequently :
n ⊂ JD.
Thus, g1/p
n ∈ JD ∩ A∞ = J for every n ∈ N ([89, Th.7.5(ii)]), i.e. g ∈ Jpn for every
n ∈ N. Notice that the m-adic topology is separated on A∞; hence, let e ∈ N such that
g ∈ meA∞ \ me+1A∞; by lemma 17.3.9, for every n ∈ N there exists γn ∈ P (∞) such that
λ(γn) < ε(e, n) and gr[γn]J = gr[γn]A∞. By claim 17.3.7, it follows that for every sufficiently
large n ∈ N, we have gr[γn]J = A⊗Z[P ]Z[γn+P ], a free A-module of rank one, with generator
1 ⊗ γn. Finally, we get x ⊗ γn = 0 in gr[γn]X∞ = X ⊗Z[P ] Z[γn + P ] for every such n; thus,
x = 0, and the proof is concluded. 
17.4. Diagonal idempotents of generically e´tale maps. Let f : A→ B be a finite and injec-
tive ring homomorphism of noetherian rings; setX := SpecA, denote by B the quasi-coherent
OX-algebra associated with B, and by µ : B ⊗OX B → B the multiplication morphism.
For every affine open subset U ⊂ X such that B|U is an e´tale OU -algebra, we have a unique
diagonal idempotent ef,U ∈ B(U)⊗OX (U) B(U) such that :
µU(ef,U) = 1 and x · ef,U = 0 for every x ∈ Ker (B(U)⊗OX (U) B(U)
µU−→ B(U)).
We suppose moreover that f is generically e´tale, i.e. that the union Uf ⊂ X of all such affine
open subsets is dense in X; the uniqueness property of the diagonal idempotents then implies
that there exists a unique section
ef ∈ Γ(Uf ,B ⊗OX B)
such that ef |U = ef,U for every affine open subset U ⊂ Uf . Moreover, B|Uf is a locally free
OUf -module of finite rank, hence we have a well defined OUf -linear trace map
trB/OX : B|Uf → OUf
that assigns to every affine open subset U ⊂ Uf and every b ∈ B(U) the trace of the OX(U)-
linear endomorphism b · 1B(U). The corresponding trace form
tB/OX := trB/OX ◦ µ : (B ⊗OX B)|Uf → OUf
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is a perfect pairing ([52, Th.4.1.14]), hence it induces an OUf -linear isomorphism
ωB/OX : B|Uf
∼→ (B∨)|Uf where B∨ := HomOX (B,OX).
Remark 17.4.1. Let f : A → B be as in (17.4), p ∈ N a prime integer, and suppose that A is
an Fp-algebra. Let also h ∈ A such that the localization fh : Ah → Bh of f is e´tale. It is easily
seen that the natural map (notation of (9.8.11))
Bperf ⊗Aperf Bperf → (B ⊗A B)perf
is bijective. By assumption, hnef is in the image of the localizationB⊗AB → Bh⊗Ah Bh, for
some n ∈ N. The image eperff of ef in (B⊗A B)perfh is the diagonal idempotent of the e´tale map
Aperfh ⊗A f : Aperfh → Bperfh = Aperfh ⊗A B. Since (eperff )p = eperff , we conclude that hn/p
k
eperff
lies in the image of the localization (B ⊗A B)perf → (B ⊗A B)perfh , for every k ∈ N.
Definition 17.4.2. (i) A log ring (A, P, β) is the datum of a ringA, an integral saturated monoid
P whose associated abelian group P gp is torsion-free, and a morphism of monoids β : P → A
from P to the multiplicative monoid (A, ·), furnishing a chart for a log structure P on the
Zariski site of SpecA (see definition 12.1.17(i)), which we call the log structure of (A, P, β).
(ii) We say that the log ring (A, P, β) is regular if A is noetherian, P is fine and saturated,
and the log structure of (A, P, β) is regular. In this case, P gp is a free abelian group of finite
rank, and A is a product of finitely many normal domains (corollary 12.5.29).
17.4.3. Let (A, P, β) be any log ring, f : A → B a ring homomorphism as in (17.4), and set
X := SpecA. We consider the monoid P (∞) associated with P as in (17.3.5), and the abelian
group Γ := (P (∞)/P )gp. We will likewise use the monoid PQ := Q+ ⊗N P , and the abelian
group ΓQ := (PQ/P )
gp, and for every γ ∈ PQ, we let [γ] ∈ ΓQ be the class of γ. Then the ring
A∞ := A⊗Z[P ] Z[PQ]
is naturally a ΓQ-graded A-algebra, with graded summands :
A[γ] := A⊗Z[P ] Z[gr[γ]PQ] for every γ ∈ PQ.
Likewise, set B∞ := A∞ ⊗A B; both B∞ and its dual A∞-module B∨∞ := HomA∞(B∞, A∞)
inherit natural ΓQ-graded structures whose graded summands are respectively
B[γ] := A[γ] ⊗A B and B∨[γ] := HomA(B,A[γ]) for every γ ∈ PQ.
Let OX∞ and B∞ be the quasi-coherent OX-algebras associated with A∞ and B∞. Hence,
B∞|Uf is an e´tale OX∞|Uf -algebra, whose trace morphism induces the isomorphism
ωB∞/OX∞ := OX∞|Uf ⊗OUf ωB/OX : B∞|Uf
∼→ B∨∞|Uf .
Also, the corresponding diagonal idempotent ef,∞ ∈ Γ(Uf ,B∞ ⊗OX∞ B∞) is the image of ef ,
under the natural morphism
(17.4.4) B ⊗OX B → OX∞ ⊗OX B ⊗OX B ∼→ B∞ ⊗OX∞ B∞.
More precisely, since Uf is quasi-compact, the A∞-module Γ(Uf ,B∞ ⊗OX∞ B∞) is also ΓQ-
graded, and on the other hand, gr0PQ = P , since P is saturated; then gr0B∞ = B, and the map
(17.4.4) identifies Γ(Uf ,B ⊗OX B) with gr0Γ(Uf ,B∞ ⊗OX∞ B∞).
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17.4.5. Let f := (f, P, β) be the datum of a log ring (A, P, β) and a ring homomorphism
f : A→ B as in (17.4); with the notation of (17.4.3), we attach to f the composition
(17.4.6) B∨∞ ⊗A∞ B∨∞ ρ−→ Γ(Uf ,B∨∞ ⊗OX∞ B∨∞)
α−→ Γ(Uf ,B∞ ⊗OX∞ B∞)
where ρ is the restriction map of the quasi-coherent OX-module B
∨
∞ ⊗OX∞ B∨∞, and α is
induced by the isomorphism ω−1B∞/OX∞
⊗OX∞|U∞ ω−1B∞/OX∞ . Set as well :
R(B,∆) :=
⊕
[γ]∈∆
B∨[γ] ⊗A B∨[1/γ] for every subset∆ ⊂ ΓQ.
Since (17.4.6) is a morphism of graded A∞-modules, it restricts to an A-linear map
ϑf : R(B,ΓQ)→ gr0Γ(Uf ,B∞ ⊗OX∞ B∞)
∼→ Γ(Uf ,B ⊗OX B).
Remark 17.4.7. (i) In the situation of (17.4.5), let g : A → A′ be a ring homomorphism; set
B′ := A′ ⊗A B, let f ′ : A′ → B′ be the induced map, and suppose that f ′ := (f ′, P, g ◦ β)
is also a datum as in (17.4.5). Set X ′ := SpecA′, and let h : X ′ → X be the morphism of
schemes induced by g; also, let B′ be the quasi-coherent OX′-algebra arising from B′. For
every [γ] ∈ ΓQ we get a natural A-linear map
(17.4.8) B∨[γ] → HomA(B,A′[γ]) ∼→ B′∨[γ] := HomA′(B′, A′[γ])
and a direct inspection of the definitions yields a commutative diagram :
R(B,ΓQ)
ϑf
//

Γ(Uf ,B ⊗OX B)

R(B′,ΓQ)
ϑf′
// Γ(Uf ′ ,B′ ⊗OX′ B′)
ρ // Γ(h−1Uf ,B′ ⊗OX′ B′)
whose left (resp. right) vertical arrow is induced by the maps (17.4.8) (resp. by the natural
morphisms of quasi-coherent OX-algebras OX → h∗OX′ and B → h∗B′), and where ρ is the
restriction map. Also, it is clear that the right vertical arrow maps ef to ρ(ef ′).
(ii) Let R be any ring, S and S ′ two finite R-algebras whose underlying R-modules are
projective (of finite rank). Then all the trace maps trS/R, trS′/R and trS⊗RS′/R are well defined,
and [52, Lemma 4.1.3] implies that :
trS⊗RS′/R = trS/R ⊗R trS′/R : S ⊗R S ′ → R.
We deduce the following alternative description of ϑf . First, we have a natural A∞-linear map
(17.4.9) B∨∞ ⊗A∞ B∨∞ → (B∞ ⊗A∞ B∞)∨ := HomA(B ⊗A B,A∞)
given by the rule : ϕ⊗ ϕ′ 7→ (b⊗ b′ 7→ ϕ(b) · ϕ′(b′)) for every ϕ, ϕ′ ∈ B∨∞ and every b, b′ ∈ B.
Next, the trace map of the OX∞-algebra B∞ ⊗OX B∞ induces an OX∞-linear map
ωB∞⊗OX∞B∞/OX∞
: B∞ ⊗OX B∞ → (B∞ ⊗OX B∞)∨
whose restriction to the open subset Uf is an isomorphism. Then it is easily seen that (17.4.6)
equals the composition of (17.4.9) with the map
(B∞ ⊗A∞ B∞)∨ ρ
′−→ Γ(Uf , (B∞ ⊗OX B∞)∨) α
′−→ Γ(Uf ,B∞ ⊗OX B∞)
where ρ′ is the restriction map of the quasi-coherent OX-module (B∞ ⊗OX B∞)∨, and α′ is
induced by the isomorphism (ωB∞⊗OX∞B∞/OX∞
)|Uf . Moreover, (B∞ ⊗A∞ B∞)∨ is naturally a
ΓQ-graded A∞-module, with a natural identification :
gr0(B∞ ⊗A∞ B∞)∨ ∼→ (B ⊗A B)∨ := HomA(B ⊗A B,A)
1628 OFER GABBER AND LORENZO RAMERO
and (17.4.9) is a morphism of ΓQ-graded modules. It follows that ϑf is the composition
R(B,ΓQ)
ξf−−→ (B ⊗A B)∨
ξ′f−−→ Γ(Uf ,B ⊗OX B)
where ξf is induced by the restriction of (17.4.9), and ξ
′
f is the restriction of α
′ ◦ ρ′. In turn, ξ′f
can be decribed as the composition of the restriction map (B ⊗A B)∨ → Γ(Uf , (B ⊗OX B)∨)
of the quasi-coherent OX-module (B⊗OX B)∨ arising from (B⊗A B)∨, and the isomorphism
Γ(Uf , (B ⊗OX B)∨) ∼→ Γ(Uf ,B ⊗OX B) induced by the isomorphism (B ⊗OX B)∨|Uf
∼→
(B ⊗OX B)Uf deduced as usual from the trace map of B ⊗OX B.
(iii) With the notation of (ii), notice as well that ξ′f is injective if A is reduced. Indeed, if
ϕ : B ⊗A B → A restricts on Uf to the zero section of (B ⊗OX B)∨, then for every b, b′ ∈ B
the element ϕ(b⊗ b′) ∈ A restricts on Uf to the zero section of OX ; since A is reduced and Uf
is dense inX , this means that ϕ(b⊗ b′) = 0 for every such b, b′, whence the contention.
Lemma 17.4.10. (i) In the situation of (17.4.5), let ∆ ⊂ ΓQ be any subset. Then there exists
a finite subset Σ ⊂ ∆ such that ξf(R(B,∆)) = ξf(R(B,Σ)) (where ξf is defined as in remark
17.4.7(ii)). Moreover, Σ depends only on P and ∆ (and neither on β nor f ).
(ii) Suppose that P = P1 × P2, where P2 = N⊕r × Z⊕s, for some r, s ∈ N. For i = 1, 2, let
∆i ⊂ Γi,Q := (Pi,Q/Pi)gp be any subset, so that∆1 ×∆2 ⊂ ΓQ = Γ1,Q ⊕ Γ2,Q. Then
ξf(R(B,∆1 ×∆2)) = ξf(R(B,∆1 × {0})).
Proof. (i): On the one hand, the multiplication law of A∞ induces by restriction A-linear maps
µ[γ] : A[γ] ⊗A A[1/γ] → gr0A∞ = A (a⊗ γλ)⊗ (a′ ⊗ λ′/γ) 7→ aa′ · β(λλ′)
(notice that if γ, λ, λ′ ∈ P gpQ and we have both γλ ∈ gr[γ]PQ and λ′/γ ∈ gr[1/γ]PQ, then
λλ′ ∈ gr0PQ = P ). On the other hand, we have an obvious isomorphism of P -modules :
Qγ := P
gp ∩ γ−1PQ ∼→ gr[γ]PQ λ 7→ γλ for every γ ∈ P gpQ .
Especially, if Qγ = Qδ for some γ, δ ∈ P gpγ , we deduce an A-linear isomorphism
ωγ,δ : A[γ]
∼→ A[δ] a⊗ γλ 7→ a⊗ δλ for every a ∈ A and γλ ∈ gr[γ]PQ
which induces an A-linear isomorphism
ωγ,δ∗ : B
∨
[γ]
∼→ B∨[δ] (ϕ : B → A[γ]) 7→ (ωγ,δ ◦ ϕ : B → A[δ]).
Furthermore, if we have both Qγ = Qδ and Q1/γ = Q1/δ for some γ, δ ∈ P gpγ , a direct
inspection yields a commutative diagram :
(17.4.11)
A[γ] ⊗A A[1/γ]
ωγ,δ⊗Aω1/γ,1/δ //
µ[γ]
&&▲▲
▲▲▲
▲▲▲
▲▲▲
A[δ] ⊗A A[1/δ]
µ[δ]
xxrrr
rrr
rrr
r
A.
For such γ and δ, there follows a commutative diagram :
B∨[γ] ⊗A B∨[1/γ]
ωγ,δ∗⊗Aω1/γ,1/δ∗ //
''PP
PPP
PPP
PPP
B∨[δ] ⊗A B∨[1/δ]
ww♥♥♥
♥♥♥
♥♥♥
♥♥
(B ⊗A B)∨
whose downward arrows are the restrictions of ξf : the details shall be left to the reader. Pick a
section of the projection P gpQ → ΓQ :
ΓQ → P gpQ ⊂ P gpR [γ] 7→ [γ]∗
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whose image is contained in a bounded subset of the finite dimensional R-vector space P gpR .
Summing up, we see that if Q[γ]∗ = Q[δ]∗ and Q[1/γ]∗ = Q[1/δ]∗ , then ξf(B
∨
[γ] ⊗ B∨[1/γ]) =
ξf(B
∨
[δ] ⊗ B∨[1/δ]). To conclude, it suffices now to invoke proposition 6.3.35(i).
(ii): For every (γ1, γ2) ∈ P gpQ , let [γi] ∈ Γi,Q be the class of γi for i = 1, 2, and [γ1, γ2] ∈ ΓQ
the class of (γ1, γ2); also, for each x ∈ Q, denote by x† the smallest element of (x+ Z) ∩ Q+.
It is easily seen that
gr[γ1,γ2]PQ = (gr[γ1]P1,Q)× (γ†2P2) where γ†2 := (γ†2,1, . . . , γ†2,r)
whence a natural identification :
(17.4.12) B∨[γ1,0] ⊗Z[P ] Z[γ†2P2]
∼→ B∨[γ1,γ2].
Notice that for every x ∈ Q the rational number x† + (−x)† equals 0 if x ∈ Z, and otherwise it
equals 1. Especially :
γ†2 + (−γ2)† ∈ P2 for every γ2 ∈ P gp2,Q.
Therefore the multiplication law of Z[P2,Q] induces by restriction an A-linear map :
µγ2 : Z[γ
†
2P2]⊗Z[P ] Z[(−γ2)†P2]→ Z[P2].
We then get a commutative diagram
(B∨[γ1,0] ⊗Z[P2] Z[γ
†
2P2])⊗A (B∨[1/γ1,0] ⊗Z[P2] Z[(−γ2)†P2]) //
ξf,[γ1,0]⊗Z[P2]Z[γ
†
2P2]⊗Z[P2]Z[(−γ2)
†P2]

B∨[γ1,γ2] ⊗A B∨[1/γ1,−γ2]
ξf,[γ1,γ2]

(B ⊗A B)∨ ⊗Z[P2] Z[γ†2P2]⊗Z[P2] Z[(−γ2)†P2] // (B ⊗A B)∨
where ξf,[γ1,0] : B
∨
[γ1,0]
⊗A B∨[1/γ1,0] → (B ⊗A B)∨ is the restriction of ξf , and likewise for
ξf,[γ1,γ2]. Also, the top horizontal arrow is the isomorphism induced by (17.4.12), and the bottom
horizontal arrow is (B ⊗A B)∨ ⊗Z[P2] µγ2 . Summing up, we conclude that :
ξf(B
∨
[γ1,γ2]
⊗A B∨[1/γ1,−γ2]) ⊂ ξf(B∨[γ1,0] ⊗A B∨[1/γ1,0]) for every [γ1, γ2] ∈ P gpQ
whence the assertion. 
Example 17.4.13. Let V be a noetherian regular ring, P a fine and saturated monoid such
that P gp is torsion-free, ψ : V [P ] → A a smooth ring homomorphism, and β : P → A
the composition of ψ with the natural inclusion map α : P → V [P ]. Set S := Spec V ,
X0 := SpecV [P ] and X := SpecA; then α is a chart for a log structure P0 on the Zariski site
of X0, and the induced morphism of log schemes (X0,P0) → (S,O×S ) is smooth, by virtue
of proposition 12.3.34. Since (S,O×S ) is trivially a regular log scheme, it follows that the same
holds for (X0,P0), by theorem 12.5.44; then, again by theorem 12.5.44 and corollary 12.3.27,
the log scheme (X,P) := X ×X0 (X0,P0) is regular, and β is a chart for P . Summing up,
this shows that the datum (A, P, β) is a regular log ring.
Lemma 17.4.14. Let A be a domain, B an A-algebra of finite type, C a B-algebra of finite
type,M a B-module of finite type, and N a C-module of finite type. Set alsoK := Frac(A).
(i) There exists f ∈ A \ {0} such that the following holds for every A-algebra A′. Set
B′ := A′ ⊗A B, C ′ := A′ ⊗A C,M ′ := B′ ⊗B M and N ′ := C ′ ⊗C N; then the natural map
A′ ⊗A HomB(M,N)f → HomB′(M ′, N ′)f
is an isomorphism.
(ii) For every B-linear map ϕ : M → N there exists f ∈ A \ {0} such that (Cokerϕ)f is a
free A-module.
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(iii) In the situation of (ii), let x ∈ N . Then x ∈ Im (K ⊗A ϕ) if and only if there exists a
dense subset U ⊂ SpecA such that 1⊗ x ∈ Im(κ(p)⊗A ϕ) for every p ∈ U .
Proof. (i): Pick n ∈ N and a B-linear surjection ψ : B⊕n → M ; let also M ′ ⊂ B⊕n be a
finitely generated B-submodule such that K ⊗A M ′ = Ker (K ⊗A ψ). Set M ′′ := B⊕n/M ′,
and denote by ψ : M ′′ → M the B-linear surjection induced by ψ. By [43, Ch.IV, Lemma
8.9.4.1], there exists f ∈ A \ {0} such that the Af -module M ′′f is flat, and by construction
Ker(ψf : M
′′
f →Mf ) is a torsion A-module; then Kerψf = 0, henceMf is a finitely presented
Bf -module. We may thus replace A,B,C,M,N by Af , Bf , Cf ,Mf , Nf , and assume thatM is
a B-module of finite presentation. Now, let
B⊕m
ϕ−→ B⊕n →M
be a finite presentation ofM ; there follow short exact sequences of B-modules :
Σ : 0→ HomB(M,N)→ N⊕n → T := Im(ϕ∨ ⊗B N)→ 0
Σ′ : 0→ T → N⊕m → T ′ := Coker(ϕ∨ ⊗B N)→ 0
where ϕ∨ : B⊕n → B⊕m is the transpose of ϕ. Notice that T and T ′ are C-modules of finite
type. By invoking again [43, Ch.IV, Lemma 8.9.4.1], we find f ∈ A \ {0} such that Tf and T ′f
are flatAf -modules; after replacing againA,B,C,M,N and ϕ by their respective localizations,
we may therefore assume that T and T ′ are flat A-modules. In this case, the induced sequences
A′⊗AΣ andA′⊗AΣ′ are again short exact, for everyA-algebraA′, whence a left exact sequence
0→ A′ ⊗A HomB(M,N)→ N ′⊕n ϕ
′∨⊗B′N
′
−−−−−−→ N ′⊕m with ϕ′ := ϕ⊗B B′.
But we have a natural identification : Ker(ϕ′∨ ⊗B′ N ′) ∼→ HomB′(M ′, N ′), and the resulting
isomorphism A′ ⊗A HomB(M,N) ∼→ HomB′(M ′, N ′) is the natural map of (i).
(ii): Arguing as in the proof of (i), we reduce easily to the case where B and C are finitely
presented A-algebras, and M (resp. N) is a finitely presented B-module (resp. C-module).
Then we may find a Z-subalgebra of finite type A0 ⊂ A, an A0-algebra of finite type B0, a
B0-algebra of finite type C0, a B0-moduleM0 of finite type, a C0-module of finite type N0, and
a B0-linear map ϕ0 :M0 → N0 with isomorphisms
A⊗A0 B0 ∼→ B A⊗A0 C0 ∼→ C B ⊗B0 M0 ∼→M C ⊗C0 N0 ∼→ N.
which identify B ⊗B0 ϕ0 with ϕ. It suffices then to exhibit f ∈ A0 such that (Cokerϕ0)f is a
free A0,f -module; the latter follows easily from [89, Th.24.1].
(iii): If x ∈ Im (K ⊗A ϕ), we have x ∈ Imϕf for some f ∈ A \ {0}, and then x ⊗ 1 ∈
Im(κ(p)⊗A ϕ) for every p ∈ SpecAf . Conversely, suppose that U ⊂ SpecA is a dense subset
such that x ⊗ 1 ∈ Im(κ(p) ⊗A ϕ) for every p ∈ U . We pick f ∈ A \ {0} as in (ii), so
that (Cokerϕ)f is a free A-module. Clearly U ∩ SpecAf is still dense in SpecAf , hence we
may replace A,B,C,M,N and ϕ by Af , Bf , Cf ,Mf , Nf and ϕf , and assume that Cokerϕ is
a free A-module, say with basis (ei | i ∈ I). Suppose now that x /∈ Im (K ⊗A ϕ), so that
the image x ∈ Cokerϕ of x does not vanish. Then there exists a finite subset I0 ⊂ I and
a system (fi | i ∈ I0) of non-zero elements of A, with x =
∑
i∈I0
fiei. Pick j ∈ I0, and any
p ∈ U ∩SpecAfj ; then Coker (κ(p)⊗Aϕ) is a free κ(p)-vector space with basis (1⊗ei | i ∈ I),
and 1⊗x =∑i∈I0 f i⊗ei, where f i ∈ κ(p) denotes the image of fi, for every i ∈ I . Especially,
f j 6= 0, whence 1⊗ x 6= 0, a contradiction. 
17.4.15. Let (P,+, 0) be a fine and saturated monoid such that P gp is torsion-free, and fix a
Banach norm ‖ · ‖ on the finite dimensional R-vector space P gpR := R⊗Z P gp. Let also
P gpR (ρ) := {γ ∈ P gpR | ‖γ‖ ≤ ρ} for all ρ ∈ R+.
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Define also P (∞) and PQ as in (17.4.3), as well as the polyhedral cone PR := R+ ⊗Z P ⊂ P gpR .
Moreover, for everym ∈ N \ {0}, let
P(m) := {γ ∈ PQ |mγ ∈ P (∞)}.
Lemma 17.4.16. With the notation of (17.4.15), there exists an integerm > 0 with (p,m) = 1
such that the following holds. For every δ > 0 there exists a real number ε > 0 such that for
every β1, β2 ∈ P gpR with ‖β1 + β2‖ < ε we may find β ′1, β ′2 ∈ P gp(m) with :
(i) β ′1 + β
′
2 = 0
(ii) ‖β ′i − βi‖ < δ for i = 1, 2
(iii) (PR − βi) ∩ P gp ⊂ (PR − β ′i) ∩ P gp for i = 1, 2.
Proof. Since P (∞)gp is p-divisible, P gp(m) = P
gp
(pm) for every integer m > 0, so we may always
arrange that (p,m) = 1, if all the other conditions are already fulfilled. Moreover, let ρ > 0
such that every class of P gpR /P
gp admits a representative β ∈ P gpR with ‖β‖ ≤ ρ. Then it is
easily seen that, after replacing βi by βi + (−1)iγ for i = 1, 2, with a suitable γ ∈ P gp, we
may assume that β1 ∈ P gpR (ρ). Now, for every γ ∈ P gpR , let Ω(γ) be the topological closure of
the subset Ω(PR, P
gp ∩ (PR − γ)) in P gpR (notation of (6.3.34)); in view of condition (i) and of
proposition 6.3.35(v), condition (iii) is implied by :
(17.4.17) β ′1 ∈ Ω(β1) ∩ (−Ω(β2)).
Moreover, suppose that
(17.4.18) ‖β ′1 − β1‖ ≤ δ/2.
Then
‖β ′2 − β2‖ = ‖β ′2 + β1 − β1 − β2‖ ≤ ‖ − β ′1 + β1‖+ ‖β1 + β2‖ < δ/2 + ε.
Hence condition (ii) will hold, provided ε ≤ δ/2. Thus, we have to exhibit m > 0 and ε > 0
such that, for every β1, β2 ∈ P gpR with ‖β1‖ ≤ ρ and ‖β1 + β2‖ < ε, there exists β ′1 ∈ P gp(m)
fulfilling (17.4.17) and (17.4.18). Then, by proposition 6.3.35(i) and lemma 6.3.42, it suffices to
find β ′1 ∈ P gpR fulfilling these two latter conditions. By way of contradiction, suppose that such
β ′1 cannot always be found : this means that there exists a sequence β := ((β1,k, β2,k) | k ∈ N)
of pairs of elements in P gpR , with β1,k ∈ P gpR (ρ) for every k ∈ N, and such that
(a) ‖β1,k + β2,k‖ < 2−k for every k ∈ N
(b) Ω(β1,k) ∩ (−Ω(β2,k)) ∩ (P gpR (δ/2) + β1,k) = ∅ for every k ∈ N.
However, by proposition 6.3.35(i), after replacing β by a subsequence we may assume that
both Ω(β1,k) and Ω(β2,k) are independent of k. Since P
gp
R (ρ) is a compact subset, we may also
assume that the sequence (β1,k | k ∈ N) converges to an element β ′1 ∈ P gpR (ρ); then clearly
(β2,k | k ∈ N) converges to β ′2 := −β ′1. Since βi,k ∈ Ω(βi,k) for i = 1, 2 and every k ∈ N, we
also have β ′i ∈ Ω(βi,k) for i = 1, 2. Lastly, we have ‖β ′1 − β1,k‖ < δ/2 for every sufficiently
large k ∈ N; this contradicts (b), and the claim follows. 
Theorem 17.4.19. In the situation of (17.4.5), suppose that (A, P, β) is regular. We have :
(i) ef ∈ ϑf (R(B,ΓQ)).
(ii) Let J ⊂ A be the radical ideal such that SpecA/J = X \Uf . Then Jef ⊂ ϑf (R(B,Γ)).
Proof. For every datum f := (f, β, P ) as in (17.4.5), let X(f ) := Γ(Uf ,B ⊗OX B); denote
also by Y(f) ⊂ X(f) the image of ϑf , and set Z(f) := Aef ⊂ X(f). We notice :
Claim 17.4.20. Let A′ be a noetherian ring, g : A → A′ a flat ring homomorphism; set X ′ :=
SpecA′, f ′ := A′ ⊗A f and f ′ := (f ′, P, g ◦ β). Then Uf ′ = X ′ ×X Uf , and we have a natural
isomorphism
A′ ⊗A X(f) ∼→ X(f ′)
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that identifies Y(f ′) and Z(f ′) respectively with A′ ⊗A Y(f ) and A′ ⊗A Z(f).
Proof of the claim. The first assertion follows from [44, Ch.IV, Prop.17.7.1]. Next, set B′ :=
A′ ⊗A B; since B is an A-module of finite type, B′ is an A′-module of finite presentation.
Hence, the natural map A′ ⊗A B∨ → B′∨ := HomA′(B′, A′) is an isomorphism (details left to
the reader). Then the second assertion follows by a direct inspection of the constructions. ♦
Now, assertion (i) comes down to the inclusion Z(f) ⊂ Y(f ), and it suffices to check that
Z(f)p ⊂ Y(f )p in X(f)p, for every p ∈ SpecA. Let j(p) : A→ Ap be the localization map, set
fp := Ap ⊗A f : Ap → Bp, and f p := (fp, P, β ◦ j(p)); by claim 17.4.20, we are then reduced
to checking that Z(f p) ⊂ Y(f p) in X(f p), for every such p. Thus, in order to show (i), we may
assume that (A,m) is a local noetherian ring. Likewise we may reduce assertion (ii) to the case
where (A,m) is local. Next, let A∧ be the m-adic completion of A; since the completion map
j : A → A∧ is faithfully flat, we are reduced to checking that A∧ ⊗A Z(f) ⊂ A∧ ⊗A Y(f) in
A∧ ⊗A X(f). Moreover, the log structure attached to the chart j ◦ β : P → A∧ is still regular
(theorems 12.5.26 and 12.5.47); after invoking again claim 17.4.20, we may thus assume that
(A,m) is a complete noetherian local ring in order to prove (i), and a similar argument reduces
the proof of (ii) as well to the complete case.
Next, let p := β−1(A×); then β extends uniquely to a morphism of monoids β ′ : Pp → A
(notation of remark 6.1.15(i)); moreover, the log structures on the Zariski site of X induced by
β and by β ′ are naturally isomorphic, so the datum f ′ := (f, Pp, β
′) still fulfills the conditions
of (17.4.5) and (A, Pp, β
′) is regular. Moreover, (Pp)
gp = P gp and (Pp)
gp
Q = P
gp
Q , hence (Pp)Q
is still naturally Γ-graded. Furthermore, for every γ ∈ P gpQ we have
gr[γ]((Pp)Q) = (gr[γ](PQ))p whence : A⊗Z[Pp] Z[gr[γ]((Pp)Q)] = A[γ].
Hence, the A-modules X(f ′),Y(f ′),Z(f ′) are naturally identified with X(f),Y(f ),Z(f). Thus,
in order to prove (i), it suffices to show that Z(f ′) ⊂ Y(f ′); after replacing f by f ′, we may
therefore assume that the chart β is local at the closed point of X (see definition 12.1.17(vi)).
Arguing likewise we reduce as well the proof of (ii) to the case where β is local.
Recall now that P admits a decomposition P
∼→ Q × P×, where Q is a fine, sharp and
saturated monoid, and P× ⊂ P is the abelian group of invertible elements of P (lemma 6.2.10).
Let α : Q → A be the restriction of β; by direct inspection, we see that the inclusion Q → P
induces an isomorphism between the log structures on SpecA associated with the charts (P, β)
and (Q,α) : see (12.1.6); hence, the datum f ′′ := (f,Q, α) fulfills again the conditions of
(17.4), and (A,Q, α) is regular. In light of lemma 17.4.10(ii), we may then replace f by f ′′, and
thus assume that β is a sharp chart at the closed point of X (see definition 12.1.17(vi)).
After these preliminaries, we may then assume, as in (17.3.4), that there exists r ∈ N, a
coefficient ring (V,mV ) of A, and a surjective ring homomorphism
ϕ : V [[P × N⊕r]]→ A
and β is the composition of ϕ with the natural inclusion map P → V [[P × N⊕r]].
Claim 17.4.21. The theorem holds if A contains a field of positive characteristic.
Proof of the claim. In this case, V is the residue field of A, and ϕ is an isomorphism. The
induced morphism of monoids β ′ : P × N⊕r → V [[P × N⊕r]] → A is the chart for another
regular log structure on the Zariski site of X (theorems 12.5.26 and 12.5.47); in view of lemma
17.4.10(ii) we may then replace β by β ′, and assume that A = V [[P ]] and m = mP · A (with
mP := P \ {1}). Next, let k be an algebraic closure of V ; the induced map V [P ] → k[P ]
is faithfully flat, so the same holds for its completion A → k[[P ]] ([89, Th.22.4]); moreover,
the inclusion map P → k[[P ]] is again a chart for a regular log structure on the Zariski site of
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Spec k[[P ]]. In view of claim 17.4.20, we may then replace V by k and B by k[[P ]]⊗A B, and
assume that A = k[[P ]]. In this case, notice that, with the notation of (9.8.11), we have :
Aperf = Γ×ΓQ A∞.
Let now h ∈ J . The isomorphism (9.8.12) yields a natural identification of Aperf-algebras :
Γ×ΓQ B∞[h−1] ∼→ Bperf [h−1]
and then remark 17.4.1 shows that h1/p
n
ef lies in the image of the induced map
(17.4.22) Bperf ⊗Aperf Bperf = (B⊗AB)perf → B∞⊗A∞ B∞[h−1]→ Γ(Uf ,B∞⊗OX∞ B∞)
for every n ∈ N. On the other hand, Bperf is an integral Aperf-algebra, and Aperf is a normal
domain, hence the trace map of the finite e´tale map Aperf [h−1] → Bperf [h−1] restricts to an
Aperf-linear map Bperf → Aperf (lemma 14.3.15(i)) which in turns induces an Aperf-linear map
ωBperf/Aperf : B
perf → HomAperf (Bperf , Aperf)→ B∨∞
such that
A∞[h
−1]⊗Aperf ωBperf/Aperf = Γ(SpecA[h−1], ωB∞/OX∞ ).
A simple inspection then shows that (17.4.22) is the composition of ωBperf/Aperf⊗AperfωBperf/Aperf
with (17.4.6). Summing up, this proves that h1/p
n
ef lies in the image of the map (17.4.6) for
every n ∈ N, and especially, hef ∈ ϑf(R(B,Γ)), whence assertion (ii).
In order to show (i), say that h =
∑
γ∈P hγ · γ for a system (hγ | γ ∈ P ) of elements of
k, and pick γ0 ∈ P with hγ0 6= 0. According to claim 17.3.7, there exists n ∈ N such that
gr
[γ
1/pn
0 ]
PQ = γ
1/pn
0 P ; then we have an A-linear isomorphism :
(17.4.23) X(f )
∼→ gr
[γ
1/pn
0 ]
Γ(Uf ,B∞ ⊗OX∞ B∞) = X(f )⊗A A[γ1/pn0 ] x 7→ x⊗ γ
1/pn
0 .
We have already remarked that h1/p
n
ef lies in the image of (17.4.6); let us write h
1/pn =∑
[γ]∈Γ h[γ], with h[γ] ∈ A[γ] for every [γ] ∈ Γ; then h1/p
n
=
∑
γ∈P h
1/pn
γ · γ1/pn , and h[γ1/pn0 ] =
h
1/pn
γ0 · γ1/p
n
0 · a for some a ∈ 1+m. Hence, h[γ1/pn0 ]ef is in the image of gr[γ1/pn0 ](B
∨
∞⊗A∞ B∨∞),
and so the same holds for ef ⊗ γ1/p
n
0 . Thus, there exists a finite subset Σ ⊂ Γ and an element of⊕
[γ]∈ΣB
∨
[γ]⊗AB∨[γ1/pn0 /γ] whose image under the map (17.4.6) equals ef ⊗ γ
1/pn
0 . Then, lemma
17.4.16 yields for every [γ] ∈ Σ an element [γ′] ∈ ΣQ such that :
γ−1PQ ∩ P gp ⊂ γ′−1PQ ∩ P gp and (γ/γ1/p
n
0 )PQ ∩ P gp ⊂ γ′PQ ∩ P gp.
With Σ′ := {[γ′] | [γ] ∈ Σ}, we finally deduce a commutative diagram of A-modules :⊕
[γ]∈ΣB
∨
[γ] ⊗A B∨[γ1/pn0 /γ]
//

X(f)⊗A A[γ1/pn0 ]
R(B,Σ′) // X(f )
OO
whose right vertical arrow is the isomorphism (17.4.23) and whose bottom horizontal arrow is
the restriction of ϑf ; it follows easily that ef ∈ ϑf (R(B,Σ′)), as required. ♦
Suppose next that A is a Q-algebra, so that V is a field of characteristic zero, and ϕ is
an isomorphism. We pick a complete discrete valuation ring W with residue field V , and a
surjective map of monoids π : N⊕r
′ → P ; for s := r + r′ we get a surjective map of W -
algebrasW [N⊕s]→ A0 := V [P × N⊕r] whose completion is a surjective mapW [[N⊕s]]→ A.
According to [20, §3.6, Th.12], the completion map W [N⊕s] → W [[N⊕s]] is the colimit of a
filtered system (Rλ | λ ∈ Λ) of smooth W [N⊕s]-algebras; set Aλ := Rλ ⊗W [N⊕s] A0 for every
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λ ∈ Λ. Then A is the colimit of the filtered system of smooth A0-algebras A• := (Aλ | λ ∈ Λ).
For every λ ∈ Λ, let X ′λ be the connected component of SpecAλ containing the image of
X , and let A′λ be the quotient of Aλ with SpecA
′
λ = X
′
λ. It is easily seen that the colimit
of the induced system A′• := (A
′
λ | λ ∈ Λ) is still A; after replacing A• by A′•, we may then
assume thatAλ is a domain for every λ ∈ Λ. Next, after replacingΛ by a cofinal subset, we may
assume that for every λ ∈ Λ there exists an open subset Uλ ⊂ Xλ such that Uf = X×XλUλ, and
Uµ = Xµ×XλUλ for every µ ∈ Λwith µ ≥ λ. We may then find λ ∈ Λ and a finite morphism of
schemes ϕλ : Yλ → Xλ with an isomorphism of X-schemesX ×Xλ Yλ ∼→ SpecB. Then there
exists µ ∈ Λ with µ ≥ λ such that Uµ×Xλ Yλ is a finite e´tale Uµ-scheme; set Yµ := Xµ×Xλ Yλ,
and Bµ := OYµ(Yµ). By construction, the morphism Yµ → Xµ is surjective; since Aµ is a
domain, it follows easily that the induced ring homomorphism fµ : Aµ → Bµ is injective. Let
βµ : P → A0 → Aµ be the natural map; by example 17.4.13, the datum (Aµ, P, βµ) is a regular
log ring, and fµ := (fµ, P, βµ) is a datum as in (17.4.5). In light of remark 17.4.7(i), it then
suffices to prove assertions (i) and (ii) for the map ϑfµ ; the latter is covered by the following :
Claim 17.4.24. The theorem holds if there exists a field K of characteristic zero and a smooth
ring homomorphism ψ : K[P ]→ A, such that β is the composition of ψ and the inclusion map
P → K[P ] (see example 17.4.13).
Proof of the claim. The fieldK is the colimit of the filtered system of its smooth Z-subalgebras
(Vλ | λ ∈ Λ). Then we may find λ ∈ Λ, a smooth Vλ[P ]-algebra Aλ, and a finite, injective and
generically finite ring homomorphism fλ : Aλ → Bλ with isomorphisms
K ⊗Vλ Aλ ∼→ A A⊗Aλ Bλ ∼→ B
(details left to the reader). Let α : P → Vλ[P ] → Aλ be the natural map; since Vλ is a regular
noetherian ring, the datum (Aλ, P, α) is a regular log ring, by example 17.4.13, and in light
of remark 17.4.7(i), it suffices to show assertions (i) and (ii) for the map ϑfλ corresponding to
the datum fλ := (fλ, P, α). Now, for every p ∈ Spec Vλ, every Vλ-module M , let M(p) :=
κ(p) ⊗Aλ M ; also, for every homomorphism of Vλ-modules h : M → N let likewise h(p) :=
κ(p)⊗Vλ h : M(p)→ N(p); moreover, let α(p) : P → Aλ(p) be the composition of α with the
natural map Aλ → Aλ(p). Let also a ∈ Aλ \ {0} such that SpecAλ[a−1] ⊂ Ufλ . According to
[43, Ch.IV, Prop.9.5.3], the set Z := {p ∈ SpecVλ | SpecAλ[a−1](p) is dense in SpecAλ(p)}
is constructible in Spec Vλ; furthermore, Z contains the generic point of Spec Vλ, so it is dense
in Spec Vλ. For every p ∈ Z, the datum fλ,(p) := (fλ,(p), P, α(p)) fulfills therefore the conditions
of (17.4), and moreover (Aλ(p), P, α(p)) is still a regular log ring. Set Xλ := SpecAλ, and
denote by Bλ the quasi-coherent OXλ-algebra arising from Bλ. By remark 17.4.7(i), for ∆
either equal to ΓQ or to Γ we have a commutative diagram :
R(Bλ,∆)
ϑ′∆ //

Bλ ⊗Aλ Bλ[a−1]

R(Bλ(p,∆))
ϑ
′(p)
∆ // Bλ ⊗Aλ Bλ(p)[a−1]
whose right vertical arrow maps efλ to efλ,(p) , and where ϑ
′
∆ is the composition of the restriction
of ϑfλ to R(B,∆) with the restriction map Γ(Ufλ ,Bλ ⊗OXλ Bλ) → Bλ ⊗Aλ Bλ[a−1], and
likewise ϑ
′(p)
∆ is deduced from ϑfλ,(p). Lemma 17.4.10(i) yields a finite subset Σ ⊂ ∆ such that
ϑfλ,(p)(R(B(p),Σ)) = ϑfλ,(p)(R(B(p),∆)) for every p ∈ Z.
On the other hand, in view of lemma 17.4.14(i), after replacing Vλ by a suitable localization
Vλ[t
−1] (with t 6= 0), and Z by Z ∩ Spec V [t−1], we may assume that the natural maps
(B∨λ )[γ](p)→ (Bλ(p))∨[γ] (B∨λ )[1/γ](p)→ (Bλ(p))∨[1/γ]
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are isomorphisms, for every p ∈ Z and every [γ] ∈ Σ. Summing up, we may assume that the
image of ϑ
′(p)
∆ equals the image of ϑ
′
∆,(p), for every p ∈ Z. Lastly, recall that the set Z ′ of all
p ∈ Spec Vλ such that κ(p) is a finite field is dense in the constructible topology of SpecVλ,
since Vλ is a Z-algebra of finite type ([43, Ch.IV, Cor.10.4.6]). Hence, Z ∩ Z ′ is a dense subset
of Spec Vλ, and by claim 17.4.21, the image of ϑ
′(p)
ΓQ
(resp. of ϑ
′(p)
Γ ) contains efλ,(p) = 1 ⊗ efλ
(resp. befλ,(p) = 1⊗ befλ) for every p ∈ Z ∩ Z ′ (resp. and every b ∈ J). By lemma 17.4.14(iii)
it follows that the image of ϑ′ΓQ contains ef (resp. that the image of ϑ
′
Γ contains bef for every
b ∈ J). The claim is an immediate consequence. ♦
It remains to deal with the case where A does not contain a field, hence A = V [[P ]]/(h),
for a discrete valuation ring (V,mV ) whose residue field k has positive characteristic, such
that mV = pV , and with some h :=
∑
γ∈P hγ · γ such that h0 ∈ pV \ p2V . Arguing as in
(17.3.4), and taking into account claim 17.4.20, we may then further reduce to the case where
k is algebraically closed. In this situation, let g ∈ J \ {0}, and set
AΓ := Γ×ΓQ A∞ and A′Γ := AΓ[X1/p
∞
]/(X − g) = AΓ[g1/p∞].
We get a basic setup (AΓ, n), where n ⊂ AΓ is the ideal generated by (gδ | δ ∈ N[1/p] \ {0}).
Moreover, letD be the p-integral closure ofA′Γ in A
′
Γ[1/p], andD
∧ the p-adic completion ofD;
also, set D∧1 := (D
∧)a∗, the ring of almost elements of the (AΓ, n)
a-algebra (D∧)a, and denote
by B′1 the integral closure of D
∧
1 in B
′ := D∧ ⊗A B[1/g]. Pick N ∈ N and e ∈ B ⊗A B whose
image in B ⊗A B[1/g] equals gNef , and let e′ ∈ B′1⊗̂D∧B′1 be the image of e.
Claim 17.4.25. For every δ ∈ N[1/p] \ {0} we have gδe′ ∈ gN(B′1⊗̂D∧B′1).
Proof of the claim. For every n ∈ N, the (D/pnD)a-algebra (B′1/pnB′1)a is e´tale of finite rank,
and we let εn ∈ (B′1/pnB′1 ⊗D B′1/pnB′)a∗ be the corresponding diagonal idempotent. The
system (εn | n ∈ N) corresponds to a unique element
ε ∈ (B′1⊗̂D∧B′1)a∗
where B′1⊗̂D∧B′1 denotes the p-adic completion of B′1 ⊗D∧ B′1. Let µ : B′1 ⊗D∧ B′1 → B′1 be
the multiplication law of B′1, and µ̂ the p-adic completion of µ; by construction, we see that :
(17.4.26) µ̂(ε) = 1 and ε · (1⊗ x− x⊗ 1) = 0 for every x ∈ B′1 = (B′1)a∗.
By corollary 16.9.43(ii), the completion mapB′1⊗D∧B′1 → B′1⊗̂D∧B′1 induces an isomorphism
B ⊗A B ⊗A D∧[1/g] ∼→ B′1 ⊗D∧ B′1[1/g] ∼→ B′1⊗̂D∧B′1[1/g]
and it follows easily from (17.4.26) that the image of ef ⊗ 1 in B′1⊗̂D∧B′1[1/g] agrees with the
image of ε. But g is a regular element of (B′1⊗̂D∧B′1)a∗, due to corollary 16.9.43(ii), hence the
image of e in (B′1⊗̂D∧B′1)a∗ agrees with gNε, whence the claim. ♦
Recall that D∧1 is integrally closed in D
∧[1/g] (theorem 16.9.33(iv)), and A is a normal
domain; then the trace maps for the e´tale ring homomorphisms D∧[1/g] → B′ and A[1/g] →
B[1/g] restrict to a D∧1 -linear map and respectively an A-linear map
trB′1/D∧1 : B
′
1 → D∧1 trB/A : B → A
(lemma 14.3.15(i)) whence an A-linear map and a D∧1 -linear map
τ : B → B∨ := HomA(B,A) b 7→ (b′ 7→ trB/A(bb′))
τ ′ : B′1 → HomA(B,D∧1 ) b 7→ (b′ 7→ trB′1/D∧1 (bb′)).
Let also i : A → AΓ and iD : D∧ → D∧1 be the natural maps; since iaD is an isomorphism of
AaΓ-modules, we get by adjunction a unique AΓ-linear map jD : n˜ ⊗AΓ D∧1 → D∧ such that
iD ◦ jD = µ⊗AΓ D∧1 , where as usual n˜ := n⊗AΓ n, and µ : n˜→ A is the multiplication map :
a ⊗ a′ 7→ aa′. Then, for every δ, δ′ ∈ N[1/p] \ {0} we let jδ+δ′ : D∧1 → D∧ be the AΓ-linear
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map such that jδ+δ′(d) := jD(g
δ ⊗ gδ′ ⊗ d) for every d ∈ D∧1 ; it is easily seen that this map
depends only on the sum δ + δ′. Hence :
iD ◦ jδ = gδ · 1D∧1 and jδ+δ′ = gδ · jδ′ for every δ, δ′ ∈ N[1/p] \ {0}
and moreover for every such δ we get a commutative diagram of AΓ-modules :
AΓ
gδ·1AΓ //

AΓ

D∧1
jδ // D∧
whose vertical arrows are the structure maps of the AΓ-algebras D
∧
1 and D
∧. Set
B∨Γ := HomA(B,AΓ) B
′∨
1 := HomA(B,D
∧
1 ) C := HomA(B,D
∧)
and let i∗ : B
∨ → B∨Γ (resp. jδ∗ : B′∨1 → C) be the A-linear (resp. AΓ-linear) map such that
i∗(ϕ) := i ◦ ϕ for every A-linear map ϕ : B → A (resp. jδ∗(ϕ) := jδ ◦ ϕ for every A-linear
map ϕ : B → D∧1 ). To ease notation, set as well
B∨Γ,i := HomA(B,AΓ/p
iAΓ) and Ci := HomA(B,D/p
iD) for every i ∈ N.
We then obtain a commutative diagram for every δ ∈ N[1/p] \ {0} and every i ∈ N :
B ⊗A B τ⊗Aτ //

B∨ ⊗A B∨ g
δ·i∗⊗Ag
δ·i∗ //

B∨Γ ⊗AΓ B∨Γ //

B∨Γ,i ⊗AΓ B∨Γ,i

B′1⊗̂D∧B′1
τ ′⊗̂D∧τ
′
// B′∨1 ⊗̂D∧B′∨1
jδ∗⊗̂D∧jδ∗ // C⊗̂D∧C // Ci ⊗D Ci.
For given δ, pick δ′, δ′′ ∈ N[1/p] \ {0} with δ = δ′ + δ′′; then
(jδ∗ ◦ τ ′)⊗̂D∧(jδ∗ ◦ τ ′)(e′) = (jδ′∗ ◦ τ ′)⊗̂D∧(jδ′∗ ◦ τ ′)(g2δ′′e′).
By claim 17.4.25, we deduce that the image of (jδ∗ ◦ τ ′)⊗̂D∧(jδ∗ ◦ τ ′)(e′) in Ci ⊗D Ci is
divisible by gN . Recall now that D is a faithfully flat AΓ-algebra (theorem 16.9.17); since A is
noetherian, and B is a finite A-algebra, we deduce a natural isomorphism
B∨Γ,i ⊗AΓ D ∼→ Ci for every i ∈ N.
Set e′′ := (i∗ ◦ τ)⊗A (i∗ ◦ τ)(e); it follows that the image of ge′′ in B∨Γ,i⊗AΓ B∨Γ,i is divisible by
gN , for every i ∈ N. Next, for every i ∈ N and every subset∆ ⊂ ΓQ, let :
R(B,∆, i) :=
⊕
[γ]∈∆
B∨[γ],i ⊗A B∨[1/γ],i with B∨[γ],i := HomA(B,A[γ]/piA[γ]) for every [γ] ∈ ΓQ
and notice that we have an A-linear surjection R(B,Γ, i)→ gr0(B∨Γ,i ⊗AΓ B∨Γ,i), for the natural
Γ-grading on B∨Γ,i ⊗AΓ B∨Γ,i. Summing up, for every i ∈ N there exists ei ∈ R(B,Γ, i) such
that the image of ge′′ in gr0(B
∨
Γ,i ⊗AΓ B∨Γ,i) equals the image of gNei. On the other hand, as in
remark 17.4.7(ii) we obtain for every i ∈ N a commutative diagram of A-linear maps
A/piA⊗A R(B,Γ) //

A/piA⊗A gr0(B∨Γ ⊗AΓ B∨Γ )

// A/piA⊗A (B ⊗A B)∨

R(B,Γ, i) // gr0(B
∨
Γ,i ⊗AΓ B∨Γ,i) // HomA(B ⊗A B,A/piA)
whose left vertical arrow is induced by the projections A[γ] → A[γ]/piA[γ] for every [γ] ∈ ΓQ,
and such that the composition of the top horizontal arrows is A/piA ⊗A ξf . Denote by ξf,i
the composition of the bottom horizontal arrows; arguing as in the proof of lemma 17.4.10(i)
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we find a finite subset Σ ⊂ Γ such that ξf(R(B,Γ)) = ξf(R(B,Σ)) and ξf,i(R(B,Γ, i)) =
ξf,i(R(B,Σ, i)) for every i ∈ N. We notice:
Claim 17.4.27. Let R be a noetherian ring, M,N two R-modules of finite type, and I ⊂ R an
ideal. Set H i := HomR(M,N/I
iN) for every i ∈ N. Then there exists c ∈ N such that
Im(H i+c → H i) = Im(HomR(M,N)→ H i) for every i ∈ N.
Proof of the claim. Pick a finite presentation R⊕q
ϕ−→ R⊕p → M of the R-module M ; let ϕ∨ :
R⊕p → R⊕q be the transpose of ϕ, set ϕ∨N := ϕ∨⊗AN : N⊕q → N⊕p andN ′ := Imϕ∨N ; by the
Artin-Rees lemma ([89, Th.8.5]) there exists c ∈ N such that N ′ ∩ I i+cN⊕q = I i(N ′ ∩ IcN⊕q)
for every i ∈ N. We consider then the induced commutative diagram :
0 // HomR(M,N) //

N⊕p
ϕ∨N //

N⊕q

0 // H i+c //

N⊕p/I i+cN⊕p
ϕ∨
N/Ii+cN //

N⊕q/I i+cN⊕q

0 // H i // N⊕p/I iN⊕p
ϕ∨
N/IiN // N⊕q/I iN⊕q
whose horizontal rows are left exact sequences. Let then h ∈ Kerϕ∨N/Ii+cN , and pick a rep-
resentative h ∈ N⊕p for the class h. Then ϕ∨N(h) ∈ N ′ ∩ I i+cN⊕q, so there exists k ∈ N
such that ϕ∨N(h) =
∑k
j=1 ajϕ
∨
N(xj) for certain a1, . . . , ak ∈ I i and x1, . . . , xk ∈ N⊕p. Set
h′ := h −∑kj=1 ajxj . Then h′ ∈ Kerϕ∨N , and the image of h′ in N⊕p/I iN⊕p agrees with the
image of h, whence the claim. ♦
By claim 17.4.27, for every i ∈ N there exists e′i ∈ R(B,Σ) such that ξf,i(ei) agrees with the
image of 1⊗ ξf(e′i) ∈ A/piA⊗A (B ⊗A B)∨. Now, letM ⊂ (B ⊗A B)∨ be the A-submodule
generated by the system (ξf(e
′
i) | i ∈ N); we conclude that the image of ge′′ in (B ⊗A B)∨ lies
in the submodule gNM + pi(B ⊗A B)∨, for every i ∈ N; but then it lies already in gNM , since
gNM is a closed subset for the p-adic topology of the finitely generated A-module (B ⊗A B)∨
([89, Th.8.10(i)]). Lastly, this shows that the image of ge′′ in X(f) lies in gN · ϑf(R(B,Γ)); but
this image equals gN+1ef , whence gef ∈ ϑf (R(B,Γ)), which achieves the proof of (ii).
To show (i), let e′′i be the image of e
′′ in B∨Γ,i ⊗AΓ B∨Γ,i for every i ∈ N, and set
Ii := {a ∈ AΓ | ae′′i ∈ gN(B∨Γ,i⊗AΓB∨Γ,i)} and ID,i := {d ∈ D | de′′i ∈ gN(Ci⊗DCi)}.
As already observed in the foregoing, gδ ∈ ID,i for every δ ∈ N[1/p]\{0}; then, sinceD is a flat
AΓ-algebra, we have ID,i = IiD for every i ∈ N (details left to the reader), so that IkD,i = Iki D
for every i, k ∈ N. Since D is a faithfully flat AΓ-algebra, it follows that Iki = IkD,i ∩ AΓ for
every i, k ∈ N ([89, Th.7.5(ii)]), whence g ∈ Iki for every i, k ∈ N, and notice as well that Ii is
a Γ-graded ideal of AΓ. Let λ1, . . . , λk ∈ P ∨ := HomMnd(PR,R+) such that Rλ1, . . . ,Rλk are
the extremal rays of P ∨R , and set λ := λ1 + · · ·+ λk; by lemma 17.3.9 there exists a sequence
(γn | n ∈ N) of elements of P (∞) with limn→+∞ λ(γn) = 0 and such that gr[γn]Ii = A[γn] for
every n ∈ N, and by claim 17.3.7 we may assume that gr[γn]P (∞) = γnP for every n ∈ N, so
that A[γn] = A · (1⊗ γn), and therefore
(1⊗ γn) · e′′i ∈ gN · gr[γn](B∨Γ,i ⊗AΓ B∨Γ,i).
On the other hand, lemma 17.4.16 yields for every [γ] ∈ Γ an element [γ′] ∈ ΣQ such that :
γ−1PQ ∩ P gp ⊂ γ′−1PQ ∩ P gp and (γ/γn)PQ ∩ P gp ⊂ γ′PQ ∩ P gp.
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We then get a commutative diagram of A-modules :
R(B,ΓQ, i) // gr0(B
∨
∞,i ⊗AΓ B∨∞,i) // HomA(B ⊗A B,A/piA)
⊕
[γ]∈ΓB
∨
[γ],i ⊗A B∨[γn/γ],i
OO
// gr[γn](B
∨
Γ,i ⊗AΓ B∨Γ,i) // HomA(B ⊗A B,A[γn]/piA[γn])
whose right vertical arrow is an isomorphism induced by scalar multiplication by 1 ⊗ γn.
Moreover, the composition of the top horizontal arrows is ξf,i. With this notation, we have
e′′i ∈ gr0(B∨Γ,i ⊗AΓ B∨Γ,i), and it follows easily that the image of e′′i lies in gN · ξf,i(R(B,ΓQ, i)),
for every i ∈ N. Arguing as in the proof of lemma 17.4.10(i), we then find a finite sub-
set ∆ ⊂ ΓQ such that the image of e′′i in HomA(B ⊗A B,A/piA) lies in the A-submodule
gN ·ξf,i(R(B,∆, i)), for every i ∈ N. By invoking again claim 17.4.27, we deduce that for every
i ∈ N, the image of e′′ in (B⊗AB)∨ lies in theA-submodule gN ·ξf(R(B,∆))+pi ·(B⊗AB)∨.
Arguing as in the foregoing proof of (ii), we conclude that the image of e′′ in (B ⊗A B)∨ lies
already in gN · ξf(R(B,∆)), and finally ef ∈ ϑf(R(B,ΓQ)), as stated. 
17.4.28. Keep the notation of (17.4.5), and for every m ∈ N, let Γm := {γ ∈ ΓQ | mγ = 0}.
By theorem 17.4.19, if (A, P, β) is regular, there exists m ∈ N such that ef ∈ ϑf (R(B,Γm)).
It turns out that a suitable integer m with this property can be exhibited purely in terms of the
combinatorics of the monoid P . Indeed, let P ∨ be the dual of P (see (6.4.11)); since P is
fine, P ∨ is fine, sharp and saturated (proposition 6.4.12(i,ii)), and we let F1, . . . , Fk be the one-
dimensional faces of P ∨. Then Fi ≃ N (theorem 6.4.16(ii)), and we denote by λi the unique
generator of Fi, for every i = 1, . . . , k. Set Λ := {λ1, . . . , λk}, and denote by E the set of all
subsets Σ ⊂ Λ such that {λgp⊗ZQ : P gpQ → Q | λ ∈ Σ} is a basis of (P gpQ )∨. For every Σ ∈ E ,
let LΣ ⊂ P ∨gp be the subgroup generated by (λgp | λ ∈ Σ), and denote by mΣ the exponent of
the finite abelian group P ∨gp/LΣ. Lastly, denote bymP the least common multiple of the finite
system of integers (mΣ | Σ ∈ E ). We may then state :
Corollary 17.4.29. In the situation of theorem 17.4.19, we have ef ∈ ϑf (R(B,Γmp)).
Proof. For every Σ ∈ E , let λΣ : P gpQ ∼→ QΣ be the Q-linear isomorphism given by the rule :
γ 7→ (λgpQ (γ) | λ ∈ Σ) for every γ ∈ P gpQ .
Notice that P gp ⊂ λ−1Σ (ZΣ) for every such B, andmΣ equals the exponent of the finite abelian
group λ−1Σ (Z
Σ)/P gp. With this notation, we have :
Claim 17.4.30. For every β ∈ P gpQ there exist Σ ∈ E and an element β† ∈ λ−1Σ (ZΣ) such that
(17.4.31) βPQ ∩ P gp ⊂ β†PQ ∩ P gp and β−1PQ ∩ P gp ⊂ β†−1PQ ∩ P gp.
Proof of the claim. Notice that, for every β ∈ P gpR , we have
βPR ∩ P gp = {x ∈ P gp | λgp(x) ≥ λgpR (β) for every λ ∈ Λ}.
For every such β and every λ ∈ Λ, denote by Nβ,λ (resp. N ′β,λ) the largest (resp. smallest)
integer which is smaller than (resp. larger than) or equal to λgpR (β). Recalling that λ
gp(P gp) ⊂ Z
for every λ ∈ Λ, it is easily seen that (17.4.31) holds if and only if
(17.4.32) λgpQ (β
†) ∈ [Nβ,λ, N ′β,λ] for every λ ∈ Λ.
Set Σβ := {λ ∈ Λ | λgpR (β) ∈ Z}. Now, if β ∈ P gpQ and Σβ spans (P gpQ )∨, obviously the claim
holds with β† := β. Thus, a simple induction argument reduces to showing that, if β ∈ P gpQ
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and Σβ does not span (P
gp
Q )
∨, there exists γ ∈ P gpQ such that (17.4.32) holds, and such that Σγ
strictly contains Σβ . To this aim, let l : P
gp
R → RΛ be the R-linear map such that
l(γ) := (λgpR (γ) | λ ∈ Λ) for every γ ∈ P gpR
and set
K :=
∏
λ∈Λ
[Nβ,γ, N
′
β,γ] ⊂ RΛ M :=
⋂
λ∈Σβ
Ker λgpQ ⊂ P gpQ .
Notice that l is a closed immersion, K is a compact subset of RΛ, and by assumption,M 6= 0.
Clearly β ∈ l−1K, and we pick any non-zero µ ∈M . It follows that the subset
{a ∈ R | β + aµ ∈ l−1K}
is non-empty and compact, so it admits a largest element a0. Set γ := β+a0µ; by construction,
Σβ ⊂ Σγ , and it is easily seen that there must exist some λ ∈ Λ \ Σβ such that λgpR (γ) ∈
{Nβ,λ, N ′β,λ}, since otherwise we could find a real number a > a0 with β + aµ ∈ l−1K. Thus
Σγ strictly contains Σβ . Lastly, since both β and µ lie in P
gp
Q and λ
gp
R (β) /∈ Z, we must have
λgpR (a0µ) ∈ Q \ Z, and since λgpR (µ) ∈ Q, we conclude that a0 ∈ Q, hence γ ∈ P gpQ , whence
the claim. ♦
Now, for every [β] ∈ ΓQ pick β† ∈ P gpQ fulfilling the condition of claim 17.4.30, and set
∆ := {[β†] | [β] ∈ ΓQ}. Notice that ∆ ⊂ ΓmP . Arguing as in the proof of lemma 17.4.10(ii)
we easily deduce that ϑf (R(B,∆)) = ϑf (R(B,ΓQ)), whence the corollary. 
Example 17.4.33. (i) Suppose that dimP = 2. Then we may find a basis (f1, f2) of P
gp and
integers a, b ∈ N such that b > a, (a, b) = 1 and P is the submonoid of P gp generated by f1
and af1 + bf2 (example 6.4.17(ii)). With this notation, a simple calculation shows thatmP = b
(details left to the reader).
(ii) In the situation of theorem 17.4.19, suppose that P = N⊕r × Z⊕s for some r, s ∈ N; by
corollary 12.5.35, the latter holds if and only if A is a regular ring. In this case, the integermP
of (17.4.28) equals 1, and therefore corollary 17.4.29 says that ef ∈ ϑf (B∨ ⊗A B∨). However,
the latter follows also more directly from lemma 17.4.10(ii). Moreover, in case A is regular, the
submodule ϑf (B
∨ ⊗A B∨) can be interpreted in terms of the different ideal of the finite ring
extension f : A → B. We conclude this section with a review of different ideals in the more
general context of quasi-coherent algebras on schemes; especially, remark 17.4.44 explains the
connection with theorem 17.4.19.
17.4.34. Let X be a reduced scheme, A a quasi-coherent and finite OX-algebra and j : U →
X a quasi-compact open immersion with dense image, such that j∗A is a locally free OU -
module. Denote by
MaxX
the set of maximal points of X , and notice that MaxX ⊂ U , by proposition 8.1.44(i). In this
situation, there is a trace form as in remark 14.3.10(iii) :
tj∗A : j
∗A ⊗OU j∗A → OU
whence a pairing
tA ,U : A ⊗OX j∗j∗A → j∗(j∗A ⊗OU j∗A )
j∗tj∗A−−−−−→ j∗OU
which in turns yields a morphism of OX-modules
τA ,U : j∗j
∗A → HomOX (A , j∗OU).
SinceX is reduced, the natural morphismOX → j∗OU is injective, and therefore the same holds
for the induced OX-linear morphism
A ∨ → HomOX (A , j∗OU)
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so we may define
D−1A ,U := τ
−1
A ,U(A
∨).
We call D−1A ,U ⊂ j∗j∗A the inverse different of A relative to the open subset U .
Remark 17.4.35. (i) In the situation of (17.4.34), notice that the natural isomorphism
HomOX (A , j∗OU)
∼→ j∗(j∗A )∨
(see (10.1.17)) identifies τA ,U with j∗τj∗A , where τj∗A : j
∗A → j∗A ∨ is the OU -linear mor-
phism deduced from the trace pairing tj∗A .
(ii) Moreover, set B := Im (A → j∗j∗A ). Since the natural map OX → j∗OU is a
monomorphism, it is easily seen that the the epimorphism A → B induces an isomorphism
B∨
∼→ A ∨, and taking (i) into account, we deduce that the latter induces an isomorphism
D−1A ,U
∼→ D−1B,U .
(iii) Suppose next that U ′ ⊂ U is another open subset, such that the open immersion j′ :
U ′ → X is also quasi-compact with dense image. A direct inspection of the definitions yields a
commutative diagram
j∗j
∗A
τA ,U //

HomOX (A , j∗OU)

j′∗j
′∗A
τA ,U′ // HomOX (A , j
′
∗OU ′)
whose vertical arrows are monomorphisms, under the current assumptions. It follows easily
that
D−1A ,U = D
−1
A ,U ′ ∩ j∗j∗A .
(iv) In the situation of (iii), suppose that A is generically e´tale, and let U ′ ⊂ U be the
largest open subset such that A|U ′ is an e´tale OU ′-algebra. Then the inclusion U
′ → U is a
dense and quasi-compact open immersion. For the proof, we may assume that U is affine, say
U = SpecR, and that j∗A is the quasi-coherent OU -algebra associated to an R-algebra A
which is a projective R-module of finite rank; then we easily reduce to the case where A is a
free R-module of finite rank. In this case, let (ei | i = 1, . . . , r) be a basis of the R-module
A; consider the matrix D := (tj∗A (ei, ej) | i, j = 1, . . . , r), and set d := det(D). We have
U ′ = SpecR[d−1], a quasi-compact dense open subset of U ([52, Th.4.1.14]), as required.
(v) In the situation of (iii), suppose additionally that j∗A is an e´tale OU -algebra. Then tj∗A
and tj′∗A are perfect pairings ([52, Th.4.1.14]). Taking (i) into account, we conclude that τA ,U is
an isomorphism, and the same applies to τA ,U ′ , so the inclusion map j∗j
∗A → j′∗j′∗A restricts
to a natural isomorphism
D−1A ,U
∼→ D−1A ,U ′.
More generally, if j : U → X and j′ : U ′ → X are any two quasi-compact dense open
immersions such that j∗A and j′∗A are respectively an e´tale OU -algebra and an e´tale OU ′-
algebra, then both D−1A ,U and D
−1
A ,U ′ are naturally identified with D
−1
A ,U∩U ′ , and in this sense we
may say that the inverse different of a finite and generically e´tale OX-algebra is independent of
the open subset U . We shall therefore henceforth denote just by D−1A the inverse different of A .
Lemma 17.4.36. In the situation of (17.4.34), denote by A ν the normalization of j∗A overX
(see remark 14.4.3(ii)). The following holds :
(i) If X is normal, A ⊂ D−1A ,U .
(ii) Suppose that A is a generically e´tale OX-algebra. Then :
(a) There exists a dense quasi-compact open subset U ′ ⊂ U such that the map τA ,U ′
restricts to an OX-linear isomorphism D
−1
A
∼→ A ∨.
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(b) If X is locally coherent, D−1A is a reflexive OX-module of finite type.
(c) If X is normal, A ν ⊂ D−1A .
(iii) Suppose thatX is normal, and j∗A is an e´tale OU -algebra. Let also j′ : U ′ → X be a
quasi-compact open immersion with dense image, with U ′ ⊂ U , and A ′ν the integral
closure of OX in j′∗A . Then the natural map A ν → A ′ν is an isomorphism.
Proof. (i) follows immediately from lemma 14.3.15(i).
(ii.a) follows immediately from the discussion of remark (17.4.35)(iv,v), and (ii.b) follows
from (ii.a) and lemma 11.3.3.
(ii.c): Taking into account remark 17.4.35(ii), we may assume without loss of generality
that A = Im (A → j∗j∗A ), in which case the natural map A → A ν is a monomorphism.
Moreover, the assertion is clearly local on X , hence we may assume that X is affine, in which
case A ν is the union of the filtered family of its A -subalgebras B that are quasi-coherent and
finite OX-algebras. For any such B, the OX-module B/A is supported on X \ U . It follows
that (B/A )∨ = 0, so the transpose map B∨ → A ∨ is a monomorphism as well; by the same
token, we see that τA ,U = τB,U (notation of (17.4.34)), so D
−1
B ⊂ D−1A , whence B ⊂ D−1A , by
virtue of (i). Since B is arbitrary, the assertion follows.
(iii): We may assume that X is local, say X = SpecR for a local and normal domain R, and
let K be the field of fractions of R; then Aν := A ν(X) (resp. A′ν) is the integral closure of
R in A (U) (resp. in A (U ′)); but under the stated assumptions, both Aν and A′ν are also the
integral closure of R inK ⊗R A (X), whence the assertion. 
Remark 17.4.37. Let X be a reduced and quasi-separated scheme, such thatMaxX is finite.
(i) Let also F be a quasi-coherent OX-module of finite type. Then we claim that there exists
a dense and quasi-compact open immersion j : U → X such that j∗F is a locally free OU -
module. Indeed, for any maximal point η ∈ X , pick an affine open subset Vη ⊂ X such that η is
the unique maximal point of Vη; hence Vη = SpecA for an integral domain A and F|V = M
∼
for an A-moduleM of finite type. SetK := FracA; then P :=M ⊗AK is a finite dimensional
K-vector space, and we may find a element f ∈ A\{0}, a free Af -module Q of finite rank and
an Af -linear map ϕ : Q→ M ⊗A Af such that Kerϕ⊗A K = 0 = Cokerϕ⊗A K. However,
the natural map Q → Q ⊗Af K is injective, so we see that Kerϕ = 0, and on the other hand
Cokerϕ is an Af -module of finite type, so we may find g ∈ A\{0} such that ϕg is surjective.
Set Uη := SpecAfg; by construction F|Uη is a locally free OUη -module, and since η is arbitrary,
the assertion follows easily.
(ii) Let A be a quasi-coherent and finite OX-algebra, and suppose that Aη is an e´tale OX,η-
algebra, for every maximal point η of X . Then we claim that there exists an dense quasi-
compact open immersion j : U → X such that j∗A is an e´tale OU -algebra. Indeed, by (i), we
may already assume that A is a locally free OX-module, and then we may argue as in remark
17.4.35(iv).
17.4.38. Keep the situation of (17.4.34), let X ′ be another reduced scheme, and g : X ′ → X
a quasi-compact and quasi-separated morphism of schemes which restricts to a map
MaxX ′ → MaxX.
Set
U ′ := g−1U A ′ := g∗A
and denote by j′ : U ′ → X ′ the resulting open immersion. It is easily seen that j′ is quasi-
compact and has dense image, and clearly j′∗A ′ is a locally free OU ′-module, so there is a well
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defined inverse different D−1A ′,U ′ relative to U
′. Moreover, we have a commutative diagram
(17.4.39)
g∗j∗j
∗A
g∗τA ,U //
a

g∗HomOX (A , j∗OU)
b

g∗(A ∨)oo
c

j′∗j
′∗A ′
τA ′,U′ // HomOX′ (A
′, j′∗OU ′) A
′∨oo
([52, Lemma 4.1.13(iii)]). It follows that the left vertical arrow restricts to an OX′-linear map
(17.4.40) g∗D−1A ,U → D−1A ′,U ′.
Lemma 17.4.41. The map (17.4.40) is an isomorphism in the following cases :
(a) if A is a locally free OX-module of finite type and j∗A is an e´tale OU -algebra
(b) or if g is a flat morphism.
Proof. For case (a), notice that when A is locally free, the map c is an isomorphism, and if j∗A
is an e´tale OU -algebra, the discussion of remark 17.4.35(v) identifies (17.4.40) with the map c.
If g is flat, the map a in (17.4.39) is an isomorphism (corollary 10.3.8). The isomorphism of
remark 17.4.35(i) identifies b with the composition
g∗j∗HomOX (j
∗A ,OU)
d−→ j′∗g∗HomOX (j∗A ,OU) e−→ j′∗HomOU′ (j′∗A ′,OU ′)
where d is an isomorphism, since g is flat (corollary 10.3.8), and the same holds for e, since j∗A
is locally free of finite type (proposition 10.3.3(ii)). To conclude, it then suffices to show that c
is an isomorphism as well. The assertion is local on X , hence we may assume that X is affine;
in this case, we may find a finitely presented OX-module G and an OX-linear epimorphism
ϕ : G → A such that j∗ϕ is an isomorphism. Set G ′ := g∗G ; there follows a commutative
diagram
g∗(A ∨)
g∗(ϕ∨)
//

g∗(G ∨)

A ′∨
(ϕ∗g)∨
// G ′∨
whose right vertical arrows is an isomorphism, by virtue of [52, Lemma 2.4.29(i)]. Moreover
Ker (ϕ∨) = 0 and Coker (ϕ∨) ⊂ (Kerϕ)∨, and sinceMaxX ⊂ U , we see that Kerϕη = 0 for
every η ∈ MaxX , whence (Kerϕ)∨ = 0, sinceX is reduced. Thus, the top horizontal arrow of
the foregoing diagram is also an isomorphism; the same argument applies as well to the bottom
horizontal arrow, and the assertion follows. 
17.4.42. In the situation of (17.4.38), suppose now that X and X ′ are locally coherent and A
is generically e´tale. Taking into account lemma 17.4.36(ii.b), we see that (17.4.40) factors as a
composition
g∗D−1A
β−→ (g∗D−1A )∨∨
γ−→ D−1A ′
where β is the natural map as in (11.3).
Proposition 17.4.43. With the notation of (17.4.42), suppose moreover that :
(a) bothX andX ′ are locally noetherian normal schemes
(b) g maps the points of codimension one of X ′ to points of codimension≤ 1 of X .
Then γ is an isomorphism.
Proof. Set B := Im (A → j∗j∗A ) and B′ := g∗B. It is easily seen that the image of B′ in
j′∗j
′∗B′ agrees with the image of A ′; in view of remark 17.4.35(ii) we deduce that the natural
maps A → B and A ′ → B′ induce isomorphisms
D−1A
∼→ D−1B D−1A ′ ∼→ D−1B′ .
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We may then replace A by B, and assume that the natural map A → j∗j∗A is a monomor-
phism. By lemmata 11.3.3 and 17.4.36(ii.b), both the source and target of γ are reflexive OX′-
modules. Thus, denote by V ⊂ X ′ the subset of all points such that γx is an isomorphism; then
V is an open subset ofX ′ ([89, Th.4.10]) and the inclusionmap V → X ′ is quasi-compact, since
X ′ is locally noetherian. In view of proposition 11.3.8(ii), it suffices to check that V contains all
the points of codimension one ofX ′. Thus, let x′ be such a point, and set x := g(x′); by assump-
tion (b), the point x has codimension ≤ 1 in X , so OX,x is either a field or a discrete valuation
ring and (j∗j
∗A )x is a torsion-free OX,x-module of finite type. Then the same holds for Ax, so
the latter is a free OX,x-module of finite rank. By lemma 17.4.41, it follows that (17.4.40)x′ is
an isomorphism. It is also clear that βx′ is an isomorphism, and since γx′ = (17.4.40)x′ ◦ β−1x′ ,
the contention follows. 
Remark 17.4.44. (i) Let us now consider a domain A, and a finite, injective, and generically
e´tale ring homomorphism f : A → B. As in (17.4), we let X := SpecA, and denote by
B the quasi-coherent OX-algebra arising from B. Let also K be the field of fractions of A;
set BK := K ⊗A B, and let B be the image of B in BK . We may then regard the diagonal
idempotent ef of the map f as an element in BK ⊗K BK , and the associated trace form as aK-
bilinear map BK ⊗K BK → K, inducing an isomorphism ωf : BK ∼→ B∨K . With this notation,
the inverse different D−1B corresponds to ω
−1
f (B
∨) ⊂ BK , and the subset
DB := {b ∈ B | bD−1B ⊂ B}
is an ideal of B called the different of f . (If A and B are noetherian normal domains, then D−1B
is the inverse of DB in the group of reflexive fractional ideals of B : see example 6.4.21.)
(ii) Suppose moreover that B is a projectiveA-module. Then we have a natural isomorphism
B⊗AB∨ ∼→ HomA(B,B), and we denote by ζf the unique element of B⊗AB∨ corresponding
to 1B : B → B under this isomorphism. According to [52, Rem.4.1.17], we have the identity :
(BK ⊗K ωf)(ef) = ζf
and it follows easily that :
(B ⊗A DB) · ef ⊂ Im(B ⊗A B → BK ⊗K BK).
(iii) IfB is not a projectiveA-module, the inclusion of (ii) can fail; however, ifA is a regular
and noetherian domain, theorem 17.4.19 tells us that we have at least :
(DB ⊗A DB) · ef ⊂ Im(B ⊗A B → BK ⊗K BK).
17.5. Big Cohen-Macaulay algebras. We shall use the following auxiliary construction. For
every abelian group (G, 0,+), set
G⋄ := GN/G(N).
Hence, the elements ofG⋄ are represented by sequences (gn | n ∈ N) of elements ofG, and such
a sequence represents the zero element of the quotient group G⋄ ⇔ the set {n ∈ N | gn 6= 0} is
finite. Especially, G = 0 ⇔ G⋄ = 0. Moreover, for every group homomorphism ϕ : G → H ,
we have ϕN(G(N)) ⊂ H(N), hence ϕ induces a group homomorphism
ϕ⋄ : G⋄ → H⋄
and the rules : G 7→ G⋄ and ϕ :7→ ϕ⋄ define an endofunctor of the category of abelian groups.
Notice as well that (ϕ+ψ)⋄ = ϕ⋄+ψ⋄ for every pair of group homomorphisms ϕ, ψ : G→ H .
Lastly, we have an injective natural transformation that maps G diagonally into G⋄
∆G : G→ G⋄ : g 7→ (g, g, . . . ).
• If (R,+, ·, 0, 1) is a ring, then R(N) is an ideal of the R-algebra RN (the product in the
category of rings of copies of R indexed by N), hence R⋄ is naturally an R-algebra via the
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map ∆R, and for every ring homomorphism ϕ : R → S, the map ϕ⋄ : R⋄ → S⋄ is a ring
homomorphism such that
∆S ◦ ϕ = ϕ⋄ ◦∆R.
• Moreover, if M is any R-module, then MN is obviously an RN-module, and since R(N) ·
MN = M (N), it follows that M⋄ is naturally an R⋄-module, and for every R-linear map f :
M → N , the map f ⋄ : M⋄ → N⋄ is R⋄-linear.
Lemma 17.5.1. (i) The functor (−)⋄ : R-Mod→ R⋄-Mod is exact and faithful.
(ii) We have (IM)⋄ = IM⋄ for every ideal I ⊂ R of finite type, and every R-moduleM .
Proof. (i): Since we have M = 0 ⇔ M⋄ = 0, it is clear that (−)⋄ is faithful. Next, let
f : M → N be an R-linear map, and g• := (gn | n ∈ N) ∈ MN; denote by g• ∈ M⋄
the class of g•, and suppose that f
⋄(g•) = 0. This means that there exists k ∈ N such that
f(gn) = 0 for every n ≥ k; then clearly g• is in the image of the natural map (Ker f)⋄ → M⋄.
In particular, if ϕ is injective, the same holds for ϕ⋄, and it is also clear that if ϕ is surjective,
the same holds for ϕ⋄. It follows that the natural surjection N → Coker f induces a surjection
N⋄ → (Coker f)⋄, whose kernel is (Im f)⋄, and it is easily seen that (Im f)⋄ = Im(f ⋄); hence
(Coker f)⋄ represents Coker(f ⋄), whence the exactness of (−)⋄.
(ii): Let a1, . . . , ak a finite system of generators of I; there follows an R-linear surjection
f : M⊕k → IM whose composition with the inclusion map j : IM →M is given by the rule :
(m1, . . . , mk) 7→ a1m1+ · · ·+akmk. Hence j⋄ ◦f ⋄ = (j ◦f)⋄ : (M⋄)⊕k →M⋄ is given by the
same rule, and by the foregoing f ⋄ : (M⋄)⊕k → (IM)⋄ is a surjection, whence the claim. 
17.5.2. Let now (V,m) be a basic setup (in the sense of [52, §2.1.1]), such thatm is the filtered
union of a countable system of principal subideals. We consider the subset
S ⊂ V N
of all (an | n ∈ N) such that V an ⊂ V an+1 for every n ∈ N, and m ⊂
⋃
n∈N V an.
Remark 17.5.3. (i) Since m = m2, it is easily seen that S is a multiplicative system.
(ii) Also, for every V -moduleM we have
Ker(jM : M
⋄ → S−1M⋄) = {x ∈M⋄ | mx = 0} and m · Coker(jM) = 0.
Especially, jaM : (M
⋄)a → (S−1M⋄)a is an isomorphism of (V,m)a-modules.
(iii) Notice that S contains the multiplicative subset T := (ek,• | k ∈ N), where ek,• :=
(ek,n | n ∈ N), with ek,n := 0 for every n = 0, . . . , k − 1 and ek,n := 1 for every n ≥ k. Notice
moreover that ek,• is invertible in V
⋄ for every k ∈ N, and for every V -moduleM the projection
MN →M⋄ factors through the localizationMN → T−1MN and an isomorphism
T−1MN
∼→M⋄.
Hence, we also get an isomorphism of V ⋄-modules
S−1M⋄
∼→ S−1MN for every V -moduleM.
Definition 17.5.4. In the situation of (17.5.2), let also A → V be a ring homomorphism, and
M any V -module; we say thatMa is flat over A (resp. faithfully flat over A) if the functor
A-Mod→ (V,m)a-Mod N 7→ Ma ⊗A N := (M ⊗A N)a
is exact (resp. is exact and faithful).
Lemma 17.5.5. With the notation of definition 17.5.4, the following holds :
(i) Ma = 0 if and only if S−1M⋄ = 0.
(ii) The functor V -Mod→ V ⋄-Mod : M 7→ S−1M⋄ factors via an exact faithful functor
S−1(−)⋄ : V a-Mod→ V ⋄-Mod Ma 7→ S−1M⋄.
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(iii) The unit of adjunction S−1M⋄ → (S−1M⋄)a∗ is an isomorphism of V -modules.
(iv) If A is a coherent ring, thenMa is flat over A if and only if S−1M⋄ is a flat A-module.
(v) If A is noetherian, thenMa is faithfully flat over A if and only if S−1M⋄ is a faithfully
flat A-module.
Proof. The proof of (i) shall be left to the reader.
(ii) is an immediate consequence of (i) and lemma 17.5.1(i).
(iii): Let x ∈ S−1M⋄ be an element such that m · x = 0, and write x = s−1• m• for some
s• := (sn | n ∈ N) ∈ S and m• := (mn | n ∈ N) ∈ M⋄. Let us also write m =
⋃
i∈N V an for
a sequence (ai | i ∈ N) of elements of V such that V ai ⊂ m · ai+1 for every i ∈ N. Then, for
every i ∈ N there exist ρ(i) ∈ N, ci ∈ m, and ti,• := (ti,n | n ∈ N) ∈ S such that
ai = ciai+1 and aimnti,n = 0 for every n ≥ ρ(i)
and we may assume that ρ(i+1) > ρ(i) for every i ∈ N. Moreover, since m ⊂ ⋃n∈N V ti,n, we
may also assume that ai ∈ V ti,n for every n ≥ ρ(i), in which case we get :
a2imn = 0 for every i ∈ N and n ≥ ρ(i).
Hence, let b• := (bn | n ∈ N) ∈ V N be the element such that bn := 0 for every n < ρ(0),
and bn := a
2
i for every i ∈ N and every n = ρ(i), . . . , ρ(i + 1) − 1. It follows easily that
b• ∈ S and b• · m• = 0 in M⋄, so finally x = 0. This shows that the unit of adjunction
ηS−1M⋄ : S
−1M⋄ → (S−1M⋄)a∗ is injective. Next, let y ∈ (S−1M⋄)a∗. By remark 16.9.24(ii), the
V -module m˜ is the inductive limit of a system (Ln | n ∈ N) with L := V for every n ∈ N, and
with V -linear transition maps ϕn : Ln → Ln+1 such that ϕn(1) = cn for every n ∈ N; hence y
is represented by a system (y(n) | n ∈ N) of elements of S−1M⋄ such that
(17.5.6) cny
(n+1) = y(n) for every n ∈ N.
Claim 17.5.7. Let Σ ⊂ S be any countable subset. Then S ∩⋂s•∈Σ V ⋄s• 6= ∅.
Proof of the claim. Say that Σ = {sn,• | n ∈ N}. Let the sequence (an | n ∈ N) of generators
of m be as in the foregoing; then, for every n, k ∈ N there exists ρ(n, k) ∈ N such that
ak ∈ V sn,j for every j ≥ ρ(n, k).
Hence, for every k ∈ N, we can find ρ′(k) ∈ N such that
ak ∈ V sn,j for every n = 0, . . . , k and every j ≥ ρ′(k)
and moreover we may assume that ρ′(k+1) > ρ′(k) for every k ∈ N. Then, let x• := (xn | n ∈
N) ∈ V N be the sequence such that xn := 0 for every n = 0, . . . , ρ′(0) − 1, and xn := ak
whenever ρ′(k) ≤ n < ρ′(k + 1), for every k ∈ N. It is easily seen that x• ∈ S ∩ V ⋄sn,• for
every n ∈ N, whence the claim. ♦
Now, say that y(n) = s−1n,•mn,•, with sn,• ∈ S and mn,• ∈ M⋄ for every n ∈ N; by claim
17.5.7, we may assume that all the elements sn,• are equal, in which case (17.5.6) amounts to
the identities :
mn,• = cnmn+1,• in S
−1M⋄ for every n ∈ N.
The latter in turns means that for every n ∈ N there exists tn,• ∈ S such that tn,•mn,• =
cntn,•mn+1,• in M
⋄. By invoking again claim 17.5.7, we may also assume that all the tn,• are
equal; then set m′n,• := t0,•mn,• for every n ∈ N, so that m′n,• = cnm′n+1,• in M⋄ for every
n ∈ N. The latter means that for every n ∈ N there exists ρ(n) ∈ N such that
mn,j = cnmn+1,j for every j ≥ ρ(n)
and we may assume that ρ(n + 1) > ρ(n) for every n ∈ N. Then, let t• := (tn | n ∈ N) ∈ V N
(resp. l• := (ln | n ∈ N) ∈ MN) be the element with tj := 0 (resp. lj := 0) for j =
0, . . . , ρ(0)−1 and tj := an (resp. lj := mn,j) whenever ρ(n) ≤ j < ρ(n+1), for every n ∈ N.
1646 OFER GABBER AND LORENZO RAMERO
Claim 17.5.8. t•mn,• = anl• inM
⋄ for every n ∈ N.
Proof of the claim. It suffices to show that for every k ≥ n and every j = ρ(k), . . . , ρ(k+1)−1
we have akmn,j = anmk,j . The latter follows by a simple inspection. ♦
Set z := t−1• l•; claim 17.5.8 implies that mn,• = any in S
−1M⋄ for every n ∈ N; hence
ηS−1M⋄(z) = y, whence the assertion.
(iv): Suppose that Ma is flat over A, and let I ⊂ A be an ideal of finite type; in light of
lemma 17.5.1(ii), it suffices to check that the natural map
f : I ⊗A S−1M⋄ → S−1(IM)⋄
is an isomorphism. Now, it is easily seen that for every A-module N of finite type, the natural
mapN⊗AS−1M⋄ → S−1(N⊗AM)⋄ is surjective; on the other hand, sinceA is coherent, there
exists k ∈ N and a surjective A-linear map A⊕k → I , whose kernel is an A-module N of finite
type. Thus, we have the following commutative diagram
0 // N ⊗A S−1M⋄ //

A⊕k ⊗A S−1M⋄ //

I ⊗A S−1M⋄ //
f

0
0 // S−1(N ⊗A M)⋄ // S−1(M⊕k)⋄ // S−1(IM)⋄ // 0
whose first and third vertical arrows are surjections, and whose central vertical arrow is an
isomorphism. Moreover, the top horizontal sequence is right exact, and sinceMa is flat overA,
combining (i) and lemma 17.5.1(i) it is easily seen that the bottom horizontal arrow is a short
exact sequence. Then, by the snake lemma, Ker f = 0, whence the contention.
Conversely, suppose that S−1M⋄ is a flat A-module, and consider any short exact sequence
Σ := (0 → N ′ → N → N ′′ → 0) of A-modules; we need to show that the induced sequence
Ma⊗AΣ is still exact. To this aim, notice that Σ is the filtered colimit of a system of short exact
sequences (0 → N ′λ → Nλ → N ′′λ → 0 | λ ∈ Λ) such that Nλ and N ′′λ are finitely presented
A-modules, for every λ ∈ Λ. Thus, we may assume that N and N ′′ is finitely presented, in
which case the same holds for N ′, since A is coherent, and we consider the diagram :
Σ⊗A S−1M⋄

0 // N ′ ⊗A S−1M⋄ //

N ⊗A S−1M⋄ //

N ′′ ⊗A S−1M⋄ //

0
S−1((Σ⊗A M)⋄) 0 // S−1(N ′ ⊗A M)⋄ // S−1(N ⊗A M)⋄ // S−1(N ′′ ⊗A M)⋄ // 0.
Since N , N ′ and N ′′ are finitely presented, lemma 17.5.1(i) easily implies that all the vertical
arrows are isomorphisms. By assumption, the top horizontal row is short exact, hence the same
holds for the bottom one, and therefore the sequence of (V,m)a-modules ((Σ⊗AM)⋄)a is short
exact; then we conclude by invoking again lemma 17.5.1(i).
(v): Suppose that Ma is faithfully flat over A; in view of (iv), it suffices to show that for
every A-module N 6= 0 of finite type, we have S−1M⋄ ⊗A N 6= 0. But then N is finitely
presented, since A is noetherian, hence the natural map S−1M⋄ ⊗A N → S−1(M ⊗A N)⋄ is
an isomorphism, and by assumption Ma ⊗A N 6= 0; then the assertion follows from (i). One
argues similarly for the converse : details left to the reader. 
Proposition 17.5.9. In the situation of (17.5.2), let I ⊂ V be any ideal of finite type; then both
M⋄ and S−1M⋄ are I-adically complete V -modules.
Proof. Let x•• := (xk,• | k ∈ N) be a Cauchy sequence for the I-adic topology inM⋄. Hence,
xk,• is the class of a sequence (xk,i | i ∈ N), for every i ∈ N, and after replacing x•• by a
subsequence, we may assume that xk,• − xk+1,• ∈ IkM⋄ for every k ∈ N. In light of lemma
17.5.1(ii), the latter means that for every k ∈ N there exists n(k) ∈ N such that xk,i − xk+1,i ∈
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IkM for every i ≥ n(k), and clearly we may assume that n(k + 1) > n(k) for every k ∈ N.
Now, let y• := (yi | i ∈ N) be the following element of M⋄. For every i ≤ n(0) we let
yi := x0,i; then, for every k ∈ N and n(k) < i ≤ n(k + 1) we let yi := xk+1,i. For every k ≥ j
and n(k) < i ≤ n(k + 1), we get :
yi − xj,i = (xk+1,i − xk,i) + · · ·+ (xj+1,i − xj,i) ∈ IkM + · · ·+ IjM = IjM.
Hence, y• − xj,• ∈ IjM⋄ for every j ∈ N, so y• is a limit of x••.
Next, let x•• := (xk,• | k ∈ N) be a Cauchy sequence for the I-adic topology in S−1M⋄;
again, we may assume that yk,• := xk+1,• − xk,• ∈ IkS−1M⋄ for every k ∈ N, and then there
exist sk,• ∈ S and zk,• ∈ IkM⋄ with yk,• = s−1k,• · zk,• for every k ∈ N. Also, we may assume :
(17.5.10) sk+1,• ∈ V Nsk,• for every k ∈ N.
Now, by assumption there exists a sequence (an | n ∈ N) of elements of V such that V an ⊂
V an+1 for every n ∈ N, and
⋃
n∈N V an = m. For every k ∈ N we define inductively a sequence
of integers (n(k, i) | i ∈ N) as follows. For i = 0, let n(k, 0) be the smallest of the integers
n ∈ N such that a0 ∈ V sk,n; then, for every i > 0 let n(k, i) ∈ N be the smallest of the integers
n > n(k, i− 1) such that ai ∈ V sk,n. Notice that (17.5.10) implies
n(k + 1, i) ≥ n(k, i) for every k, i ∈ N.
Lastly, let t• be the sequence such that tn := 0 for every n < n(0, 0), and tn := ai for every
n, i ∈ N with n(i, i) ≤ n < n(i+1, i+1). We have t• ∈ S, and ti ∈ V sk,i for every k ∈ N and
every i ≥ n(k, k); thus, the class of sk,• in V ⋄ divides the class of t•, and we may replace sk,•
by t• for every k ∈ N. By the foregoing case, the series
∑
k∈N zk,• converges inM
⋄, and let z•
be a limit; then t−1• z• is a limit for x•• in S
−1M⋄. 
Lemma 17.5.11. In the situation of (16.9.26), let us endow S−1A⋄0 with its b-adic topology, and
let A∧0 be the b-adic completion of A0; then the basic setup (A
∧
0 ,mA
∧
0 ) is almost perfectoid if
and only if the maximal separated quotient (S−1A⋄0)
sep of S−1A⋄0 is perfectoid.
Proof. Clearly S−1Φ⋄A0 : S
−1(A0/bA0)
⋄ → S−1(A0/bpA0)⋄ is the ring endomorphism induced
by Frobenius endomorphism of S−1(A0/b
pA0)
⋄. On the other hand, by lemma 17.5.5(ii), ΦaA0
is an isomorphism if and only if the same holds for S−1Φ⋄A0 . Notice also that C := (S
−1A⋄0)
sep
is b-adically complete and separated, by virtue of propositions 17.5.9 and 8.2.13(v). Then let
ΦC : C/bC → C/bpC be the ring homomorphism induced by the Frobenius endomorphism of
C/bpC; in view of theorem 16.4.1, we are reduced to showing :
Claim 17.5.12. ΦC is an isomorphism if and only if the same holds for S
−1Φ⋄A0 .
Proof of the claim. By lemma 17.5.1(ii), the projection A0 → A0/bA0 induces a ring isomor-
phism S−1A⋄0/(b)
∼→ S−1(A0/bA0)⋄, and likewise S−1A⋄0/(bp) ∼→ S−1(A0/bpA0)⋄. Therefore,
the projections S−1A⋄0 → C/bC and S−1A⋄0 → C/bpC factor through ring isomorphisms
S−1(A0/bA0)
⋄ ∼→ C/bC S−1(A0/bpA0)⋄ ∼→ C/bpC
whence the claim. 
17.5.13. In the situation of (16.9.26), let g• := (gn | n ∈ N) ∈ E(A0), and set g := g0 ∈ A0,
so that gγ is well defined in A0 for every γ ∈ N[1/p]. We suppose that m =
⋃
γ∈N[1/p]\{0}A0g
γ,
and that the basic setup (A∧0 ,mA
∧
0 ) is almost perfectoid (see definition 16.9.27).
Proposition 17.5.14. In the situation of (17.5.13), suppose moreover that A0 is complete and
separated, and let Aν0 be the integral closure of the image of A0 in A0[1/g]. Then the induced
morphism Aa0 → (Aν0)a is an isomorphism of (A0,m)a-algebras.
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Proof. Let us check first that the kernel of the localization A0 → A0[1/g] is annihilated by m.
Hence, let x ∈ A0 such that gnx = 0 for some n ∈ N, and denote by x• ∈ B := (S−1A⋄0)sep
the image of the constant sequence (x, x, x, . . . ) ∈ AN0 (notation of lemma 17.5.11). Since B
is reduced (corollary 16.3.61), we have gγ · x = 0 in B for every γ ∈ N[1/p] \ {0}. The latter
means that for all i ∈ N and γ ∈ N[1/p] \ {0} there exists s• := (sn | n ∈ N) ∈ S such that
s• · gγ · x ∈ biA⋄0. In turn, this means that for every such i and γ there exists s• and n ∈ N such
that smg
γx ∈ biA0 for every m ≥ n; equivalently, for every i ∈ N and γ ∈ N[1/p] \ {0} we
have gγx ∈ biA0, and then gγx = 0 in A0 for every such γ, as required.
Next, we show that the cokernel of the map A0 → Aν0 is annihilated by m. Indeed, let
a/gn ∈ Aν0 for some a ∈ A0 and n ∈ N, and denote by a• ∈ B the image of the constant
sequence (a, a, a, . . . ) ∈ AN0 . Hence a•/gn ∈ B[g−1] lies in the integral closure C of the image
B of B in B[1/g]. Since B is perfectoid, the induced map Ba → Ca is an isomorphism of
(V,m)a-algebras (theorem 16.9.33(iv)), hence gγ · (a•/gn) ∈ B for every γ ∈ N[1/p] \ {0};
then there exists y• := (yn | n ∈ N) ∈ B such that
gγ+γ
′ · a• = gn+γ′ · y• for every γ, γ′ ∈ N[1/p].
Hence, for every i ∈ N there exists s• ∈ S such that s•(gγ+γ′ ·a•−gn+γ′ ·y•) ∈ biA⋄0. The latter
implies that for every i ∈ N and every γ ∈ N[1/p] \ {0} the image zγ,i of gγa in A0/biA0 lies
in Ji := g
n(A0/b
iA0). For every i ∈ N, letKi := Ker gn1A0/biA0; we get an exact sequence
K := lim
i∈N
Ki → A0 = lim
i∈N
A0/b
iA0
α−→ J := lim
i∈N
Ji → lim
n∈N
1Ki
and notice that K = Ker gn1A0 lies in the kernel of the localization A0 → A0[1/g], hence
Ka = 0, by the foregoing. Moreover, the system of inclusions (Ji → A0/biA0 | i ∈ N) induces
a map β : J → A0 such that β ◦ α = gn1A0 .
Claim 17.5.15. The inverse system (Ki | i ∈ N) is almost essentially zero.
Proof of the claim. Since A0 is almost perfectoid, the Frobenius endomorphism of A0/b
pA0
induces a map A0/bA0 → A0/bpA0 whose kernel is almost zero. By a simple induction on j,
it follows that for every j ∈ N and every x ∈ A0 such that xp ∈ bpjA0, we have gγx ∈ bjA0
for every γ ∈ N[1/p] \ {0}. Now, fix i, k ∈ N and let x ∈ A0 whose class in A0/bpkiA0 lies in
Kpki, i.e. g
nx ∈ bpkiA0. Then (gn/pkx)pk ∈ bpkiA0, and an easy induction on j yields
(g(j+1)n/p
k
x)p
k−j i ∈ bpk−j iA0 for every j = 0, . . . , k.
For j = k, it follows that g(k+1)n/p
k
x ∈ biA0. This shows that for every i ∈ N and every
β ∈ N[1/p] \ {0} there exists k ∈ N such that the image of Kpki in Ki is annhilated by gβ,
whence the contention. ♦
By proposition 14.2.25(iii) and claim 17.5.15 it follows that lim1i∈NK
a
i = 0, hence α is
almost surjective. By construction, zγ,• := (zγ,i | i ∈ N) ∈ limi∈N Ji; therefore we find
for every γ ∈ N[1/p] \ {0} an element a′ ∈ A such that α(a′) = gγzγ,•, whence gna′ =
β ◦ (a′) = gγβ(zγ,•) = g2γa. The image of a′ in Aν0 therefore equals g2γ(a/gn), and the proof
is complete. 
Proposition 17.5.16. In the situation of (17.5.13), let h ∈ A0, and set B := A0[h1/p∞ ] =
A0[X
1/p∞ ]/(X − h). Let moreover C be the p-integral closure of B in B[1/b], and C∧ the
b-adic completion of C. Then Ca is a faithfully flat (A0,m)
a-algebra, and the basic setup
(C∧,mC∧) is almost perfectoid for the b-adic topology of C∧.
Proof. Let us regard AN (resp. BN) as an A-algebra (resp. a B-algebra) via the diagonal map
∆A : A→ AN (resp. ∆B : B → BN), and denote byD the p-integral closure of BN in BN[1/b].
By remark 9.8.22(ii), the map ∆B restricts to a ring homomorphism jC : C → D. By the
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same token, for every n ∈ N, the projectionBN → B on the n-th factor ofBN restricts to a map
πC,n : D → C such that πC,n◦jC = 1C ; let also πA,n : AN → A be the corresponding projection
on the n-th factor, and likewise define πM,n : M
N →M and the diagonal map∆M : M →MN,
for every A-moduleM . For every suchM and every n ∈ N we then get maps of A0-modules :
T0 := Tor
A0
1 (M,C)
α−→ T := TorAN01 (MN, D) βn−→ T0
where α is induced by (∆A,∆M , jC), and βn is induced by (πA,n, πM,n, πC,n). On the other
hand, S−1AN0 is a formal perfectoid ring for its b-adic topology, by lemma 17.5.11 and remark
17.5.3(iii), hence S−1D is a faithfully flat S−1AN-algebra, by theorem 16.9.17(i) and lemma
9.8.23(iv). Hence, S−1T = 0. Now, let x ∈ T0; then there exists s• := (sn | n ∈ N) ∈ S with
s• · α(x) = 0 in T , whence sn · βn ◦ α(x) = snx = 0 in T0 for every n ∈ N, so T a0 = 0. This
shows that Ca is a flat Aa0-algebra. Next, consider, for every n ∈ N, the commutative diagram :
M
∆M //
γ

MN
δ

C ⊗A0 M
jC⊗A0∆M // D ⊗AN0 MN
and let y ∈ Ker γ; then ∆M(y) ∈ Ker δ, and since S−1D is a faithfully flat S−1AN0 -algebra, it
follows that there exists s• ∈ S with s• · ∆M (y) = 0, i.e. sny = 0 for every n ∈ N, so that
(Ker γ)a = 0, which proves that Ca is a faithfully flat Aa0-algebra.
Next, since b is a regular element of C, it is also regular in C∧; also, we already know that the
Frobenius endomorphism of C∧ induces an injection ΦC : C/bC → C/bpC (lemma 9.8.23(i));
on the other hand, for any n ∈ N, consider the commutative diagram :
C/bC
A0/bA0⊗A0 jC //
ΦC

D/bD
A0/bA⊗A0πC,n //
ΦD

C/bC
ΦC

C/bpC
A0/bpA0⊗A0jC // D/bpD
A0/bpA⊗A0πC,n // C/bpC.
By theorem 16.9.17(ii), the map S−1ΦD is an isomorphism. Now, let x ∈ C/bpC, and pick
s• := (sn | n ∈ N) ∈ S and y• ∈ D/bD such that S−1ΦD(s−1• y•) = (A0/bpA0 ⊗A0 jC)(x). Set
zn := (A0/bA⊗A0 πC,n)(y•) for every n ∈ N; then ΦC(zn) = snx for every n ∈ N. This shows
that ΦC is an almost isomorphism, so (C
∧,mC∧) is an almost perfectoid basic setup. 
Remark 17.5.17. (i) In the situation of (17.5.13), suppose moreover that there exists a perfec-
toid Tate ring R, with a perfectoid subring of definition R0, and an adic ring homomorphism
R0 → A0, such that g• is the image of an element g′• := (g′n | n ∈ N) of E(R0). Then we get a
basic setup (R0,mR) withmR :=
⋃
γ∈N[1/p]\{0} g
′γ
0 R0, and we can form as in (16.9.50) the topo-
logicalR-algebraA♮0 := R⊗W (E0(R0))W (E(A0/pA0)), which is perfectoid and admits a natural
adic map A♮0 → A0; the latter is an almost isomorphism relative to the basic setup (R0,mR),
by theorem 16.9.54(iii.b). Let Aν0 (resp. (A
♮
0)
ν) be the integral closure of A0 in A0[1/g] (resp.
of A♮0 in A
♮
0[1/g
′
0]). Then, on the one hand, the induced morphism ((A
♮
0)
ν)a → (Aν0)a is an
isomorphism of (R0,mR)
a-algebras ([52, Lemma 8.2.28]); on the other hand, the same holds
for the morphism (A♮0)
a → ((A♮0)ν)a, due to theorem 16.9.33(iv). In this way we thus obtain a
shorter proof of proposition 17.5.14, under the stated further assumptions.
(ii) We can also give an alternative proof of the first assertion of proposition 17.5.16 along
the same lines, under the assumptions of (i). Indeed, first let us remark that, since the map
A♮0 → A0 is an almost isomorphism, there exists an almost element l ∈ (A♮0)a∗ whose image
in (A0)
a
∗ agrees with h; by definition, l : mR ⊗R mR → A♮0 is an R-linear map, and we set
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lγ+δ := l(g
′γ
0 ⊗ g′δ0 ) for every γ, δ ∈ N[1/p] \ {0}. It is easily seen that lγ+δ depends only
on the sum γ + δ, hence we get a compatible system (lγ | γ ∈ N[1/p] \ {0}) of elements
of A♮0 such that g
′δ
0 · lγ = lγ+δ for every such γ and δ. Let Dγ (resp. Eγ) be the p-integral
closure of A♮0,γ := A
♮
0[l
1/p∞
γ ] in A
♮
0,γ[1/b] (resp. of A0,γ := A0[(g
γh)1/p
∞
] in A0,γ [1/b]) for
every γ ∈ N[1/p] \ {0}; by theorem 16.9.17(i), Dγ is a faithfully flat A♮0-algebra; moreover,
for every γ, δ ∈ N[1/p] \ {0}, the natural map A♮0,γ+δ → A♮0,γ induces a map of A♮0-algebras
Dγ+δ → Dγ (remark 9.8.22(ii)). Furthermore, for every such γ we have a natural map iγ :
A♮0,γ → A0,γ , whence an induced map jγ : Dγ → Eγ . Since p ∈ bpA0, the localization
A0,γ → A0,γ[1/b] induces an isomorphismA0,γ [1/p] ∼→ A0,γ [1/b, 1/p], and therefore Eγ is also
the weak normalization of A0,γ in A0,γ [1/b] (proposition 9.8.25); likewise we see that Dγ is the
weak normalization ofA♮0,γ inA
♮
0,γ[1/b]. On the other hand, clearly i
a
γ is an isomorphism; taking
into account 14.3.12(iii), we conclude that the same holds for jaγ . Lastly, the compatible system
of ring homomorphisms (A0[(g
γh)1/p
∞
] → A0[h1/p∞ ] | γ ∈ N[1/p] \ {0}) yields a compatible
system of maps (Eγ → B | γ ∈ N[1/p] \ {0}), and it is easily seen that the induced co-cone
of Aa0-algebras (E
a
γ → Ba | γ ∈ N[1/p] \ {0}) is universal. Summing up, Ba is the colimit of
the filtered system of faithfully flat Aa0-algebras (D
a
γ | γ ∈ N[1/p] \ {0}), so it is a faithfully flat
Aa0-algebra (lemma 14.3.7(ii)).
(iii) Likewise, by applying the functor (−)♮ in a similar fashion, one may show that the basic
setup (C∧,mC∧) is almost perfectoid : we leave the details as an exercise for the reader.
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