ABSTRACT. We study the Bergman space interpolation problem of open Riemann surfaces obtained from a compact Riemann surface by removing a finite number of points. We equip such a surface with what we call an asymptotically flat conformal metric, i.e., a complete metric with zero curvature outside a compact subset. We then establish necessary and sufficient conditions for interpolation in weighted Bergman spaces over asymptotically flat Riemann surfaces.
INTRODUCTION
A basic question in complex analysis is the so-called interpolation problem for Bergman spaces. To describe the problem, let X be an open Riemann surface with conformal metric ω, let ψ : X → [−∞, ∞) be a weight function on X, and let Γ ⊂ X a closed discrete subset.
(a) We define the Hilbert spaces (b) We say that Γ is an interpolation sequence (for the triple (X, ω, ψ)) if the restriction map
is surjective, i.e., for any f ∈ ℓ 2 (Γ, e −ψ ) there exists F ∈ H 2 (X, e −ψ ω) such that F | Γ = f . ⋄ Given a triple (X, ω, ψ), a complete solution of the interpolation problem consists in characterizing interpolation sequences Γ ⊂ X among all closed discrete subsets of X. Preferably, one characterizes such Γ by geometric properties expressed in terms of the metric ω and the weight ψ.
REMARK. There is also a companion sampling problem for Bergman spaces, that examines the injectivity of the restriction map (and requires the boundedness of the inverse). Though it is an interesting and important problem, the solution of the sampling problem involves rather different methods, and will not be considered in the present article. ⋄
We study the interpolation problem in Bergman spaces over open Riemann surface that are obtained from a compact Riemann surface by removing a finite number of points. Although such surfaces have a canonical metric of constant curvature (with this curvature equal to zero when the surface is P 1 with one or two points removed, and negative otherwise), we are going to consider metrics that are, in general, slightly less canonical. Namely, our metrics are asymptotically flat. More precisely, if we have an open Riemann surface X that is a the complement of finitely many points in a compact Riemann surface Y , we can find a compact set K ⊂⊂ X with smooth, 1-dimensional boundary, such that the complement of K is a finite number of disjoint sets U 1 , ..., U N with each U j is biholomorphic to the punctured disk D * := D − {0}. We assume that X is equipped with a smooth conformal metric ω (which we think of as a positive (1, 1)-form) 1 such that for each j, ω| U j is holomorphically isometric to a constant multiple of one of the following two metrics on D * :
(i) The inverted Euclidean metric
(ii) The cylindrical metric
REMARK. There is a third possibility for a metric of constant curvature, with the curvature being negative, but this case needs to be treated differently given the current state of the art of L 2 methods, particularly regarding L 2 extension. We therefore consider the negatively curved case in the second part of this pair of articles. ⋄
The main result of this paper is the following theorem. THEOREM 1. Let X a Riemann surface obtained from a compact Riemann surface by removing a finite number of points, and let ω be an asymptotically flat conformal metric on X. Let ϕ ∈ C 2 (X) be a smooth weight function, and assume there exist positive constants m < M such that
where R(ω) is the curvature (1, 1)-form of ω. Let Γ ⊂ X be a closed discrete subset. Then the restriction map R Γ : H 2 (X, e −ϕ ω) → ℓ 2 (Γ, e −ϕ ) is surjective if and only if (i) Γ is uniformly separated with respect to the geodesic distance associated to ω, and (ii) the asymptotic (upper) density D + ϕ (Γ) of Γ is strictly less than 1.
Roughly speaking, the asymptotic density of Γ is the least upper bound of certain weighted densities of the number of points of Γ in large geodesic disks, the least upper bound being taken over all possible centers of the disks. We shall give the precise definition of the asymptotic density D + ϕ (Γ) later in the introduction. The history of the interpolation problem for Bergman spaces is surprisingly not very old. The first characterization of interpolation sequences for Bergman spaces was achieved by for the case of the classical Bargmann-Fock space X = C, ω = ω o , and ψ(z) = |z| 2 . In this case, it was shown that a sequence Γ ⊂ C is an interpolation sequence if and only if (i) Γ is uniformly separated with respect to the Euclidean distance, and (ii) the asymptotic density of Γ is below a very precise threshold; in the right normalization,
Seip then established an analogous result for the Bergman space in the unit disk , which we will not state precisely here. Berndtsson and Ortega Cerdà generalized the sufficiency part of Seip's Theorems to much more general weights in C and in the unit disk. We will not state their results for the unit disk here, but their interpolation theorem in C can be stated as follows.
THEOREM 1.1. [BOC-1995] Let ϕ ∈ C 2 (C) satisfy 0 < m ≤ The converse of Theorem 1.1 in the entire plane was proved by Ortega Cerdà and Seip [OS-1998 ], who also indicated how one can establish necessity for the case of the unit disk.
Recently, Pingali and the author [PV-2014] established an improvement of Theorem 1.1 in which arbitrary (pluri)subharmonic weights satisfying a density condition were allowed. The article [PV-2014] concerns the higher dimensional version of the interpolation problem, and makes use of an Ohsawa-Takegoshi type extension theorem stated below as Theorem 2.2. The result in dimension 1 is a little easier to prove, and is established below as Theorem 3.5 (in a slightly different form than that of [PV-2014] ).
The interpolation problem for more general open Riemann surfaces was first considered by Schuster and the author [SV-2008] . That article gave very general sufficient conditions for interpolation (and sampling) on finite (and a few other) Riemann surfaces, but it was not expected that all of these conditions would also be necessary. Later, Ortega Cerdà [O-2008] considered interpolation and sampling problems for finite Riemann surfaces with only codimension-1 boundary. He gave necessary and sufficient conditions for interpolation and sampling for L p analogs of our Hilbert spaces, for 1 ≤ p ≤ ∞. Unfortunately there is a slight error in his statement for p < ∞, and we will discuss the correct version in part 2 of this series of articles. It should be noted, however, that while his statement is not quite right, the correct statement is easily proved using Ortega Cerdà's method of proof. More importantly for us, in [O-2008] Ortega Cerdà made the important observation that the asymptotic density of a sequence is completely determined by the behavior of the sequence near the boundary of the surface; an idea that we will make crucial use of here.
Ortega Cerdà did not allow punctures, i.e., 0-dimensional boundary components, for the Riemann surfaces he considered. To some extent, the present article and its forthcoming sequel grew out of a desire to understand interpolation problems in the presence of punctures. As we mentioned above, there are three natural metrics one can use near the punctures: the (inverted) Euclidean metric, the cylindrical metric, and the hyperbolic metric. This article considers the first two possibilities.
Let us now turn to our definition of the asymptotic (upper) density. We will first define the asymptotic density in two special cases, namely (C, ω o ) and (C * , ω c ), and then give the general definition for asymptotically flat finite Riemann surfaces.
(a) Euclidean case: Given a closed discrete subset Γ ⊂ C, we can find a function T ∈ O(C) such that
Ord(T ) = Γ.
Here and below, Ord denotes the order divisor, i.e., Ord(T ) is a divisor supported on the zero set of T , and the integer assigned to each z ∈ T −1 (0) is the order of vanishing of T at z. Thus saying that Ord(T ) = Γ means that T vanishes to order 1 at each point of Γ, and has no other zeros. For a given radius r > 0, we can define the logarithmic average of log |T | 2 over the Euclidean annulus A o r (z) of inner radius 1 and outer radius r, and center z ∈ C, as
The function λ T r is subharmonic and locally bounded, and the distribution Υ
T r (z) is independent of the choice of T satisfying Ord(T ) = Γ. In fact, by the Poincarè-Lelong Formula,
log r 2 |ζ − z| 2 δ Γ , where δ Γ := γ∈Γ δ γ is the sum of the point masses on the points of Γ. DEFINITION 1.2. The asymptotic upper density of Γ with respect to a subharmonic weight ϕ is the (possibly infinite) non-negative number
is the logarithmic average of ϕ over the Euclidean disk of radius r centered at z. ⋄ REMARK. Note that if the weight ϕ is sufficiently regular, then
, which is a logarithmic version of the asymptotic upper density in Theorem 1.1. ⋄ (b) Cylindrical case: For a number of reasons, it is convenient to work on the universal cover. The exponential map p : C → C * ; ζ → e ζ is the universal covering map of C * , and is an isometry of the Euclidean and cylindrical metrics. DEFINITION 1.3. Given a closed discrete subset Γ ⊂ C * , we define the cover density of Γ with respect to ϕ asD
⋄ (c) General case: Now let (X, ω) be an asymptotically flat finite Riemann surface, and denote by U 1 , ..., U N its asymptotically flat ends. Each end U i comes with a biholomorphic map
of the complement of some Euclidean disk centered at 0 to U i , and F i is an isometry of ω and either the cylindrical or Euclidean metric. If ω| U i is isometric under F i to the Euclidean metric, we define D
And if ω| U i is isometric under F i to the cylindrical metric, we define
is called the asymptotic upper density of Γ ⊂ X with respect to the weight ϕ. ⋄ REMARK. It is not hard to show that when X = C or X = C * with the Euclidean or cylindrical metric respectively, then the number D + ϕ (X) is the density or the cover density of Γ respectively. ⋄
The organization of the paper is as follows. In Section 2 we establish some basic background theory, most of it known and all of it essentially known. In Section 3 we prove Theorem 1 for the special case (X, ω) = (C, ω o ). The proof splits up into two parts. In the first part we prove the sufficiency of the conditions of Theorem 1 for interpolation, and in the second part we prove the necessity of these conditions for any interpolation sequence. In fact, we prove a slightly stronger version of the main theorem, in which we weaken the lower bounds on the curvature of the weight ϕ. More importantly, we prove a stronger sufficiency result based on the L 2 extension theorem 2.2. The improved sufficiency theorem is very similar to work done by the author and Pingali [PV-2014] , and is just a slight modification of that work, including a simplification that arises in the 1-dimensional setting. Our proof of necessity follows closely the work of Ortega Cerdà and Seip [OS-1998] . In Section 4 we establish Theorem 1 in the cylindrical case, with a similar strong sufficiency result. Finally in Section 5 we finish the proof of Theorem 1. Necessity is a relatively easy consequence of the two special cases, and sufficiency is handled in a manner similar to the special cases, except that we do not get quite as strong a sufficiency result in the general setting. the Laplace operator (so normalized).
2.1. Complete flat Hermitian metrics. As is well-known, every Riemann surface admits a Hermitian metric of constant curvature, i.e., a metric ω satisfying ∆ω = cω for some constant c. Once the surface is fixed, the sign of c is determined. If we further fix c with the given sign, the metric is unique. Only one Riemann surface has a complete positively curved conformal metric of constant curvature, namely P 1 . Relatively few Riemann surfaces have a complete flat conformal metric: these are C, C * and all complex tori. All other Riemann surfaces have a complete metric of constant negative curvature, as they are covered by the disk.
2.1.1. Flat metrics. Let us look at conformal metrics of identically zero curvature. Since we are not interested in compact Riemann surfaces in this article, the only cases are C and C * . We shall refer to these as the Euclidean and cylindrical cases respectively.
(i) Euclidean case: Of course, on C we have the Euclidean metric g o = |dz| 2 . A result in Riemannian geometry says that if a complete Riemannian manifold has constant (sectional) curvature, then the exponential map exists on the entire tangent space and is a Riemannian covering map, with respect to the constant metric on T C,0 . From this result it is not hard to show that any complete conformal metric g on C is a constant multiple of g o . Indeed, let g = e h g o be a conformal metric in C with h(0) = 0 and let F : T C,0 → C be the exponential map. Since C is simply connected, F is a diffeomorphism, and moreover it satisfies F * g = g o . But
Since the metric g o on C ∼ = T C,0 is conformal, we must have ∂F = 0 or∂F = 0. Since the orientation of the tangent space is the same as that of the manifold, we must have the latter, so that F is holomorphic. It follows that F ∈ Aut(C), and since F preserves the origin, it must be a homothety, i.e., g = cg o . In the rest of the article, we denote by ω o the (metric form of the) Euclidean metric.
(ii) Cylindrical case: On C * we have the complete flat metric
(Note that this metric is invariant under the inversion ζ → ζ −1 , so that the singularity is the same at 0 and ∞. The metric is also invariant under the scaling maps ζ → cζ, c ∈ C * , and thus we have Aut(C * ) ⊂ Isom(ω o ).) If we take any holomorphic covering map p : C → C * sending 0 to 1 (it is easy to see that then p(z) = e az for some a ∈ C) then
is a constant multiple of the Euclidean metric.
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Now let g be any complete flat conformal metric on C * , normalized so that g(1) = g c (1). By the result of Riemannian geometry mentioned in (i), the exponential map F : (T C * ,1 , g o ) → (C * , g) is a Riemannian covering map. Since the two metrics are conformal and F is a local isometry and covering map, the same calculation as in (i) shows that F must be holomorphic. But then
for some a ∈ C, and so it follows that the metric g is a constant multiple of g c .
REMARK 2.1. Note that for any c ∈ C * , √ −1∂∂(log |z/c|)
In the rest of the article, we denote by
(the Kähler form of) the cylindrical metric on C * . ⋄ 2.2. The L 2 Extension Theorem. In this section, we recall the following well-known result, which is often called an Ohsawa-Takegoshi type extension theorem, and which by now has many statements and proofs.
Here we state the version in [V-2008] .
THEOREM 2.2. Let (X, ω) be a Stein Kähler manifold of complex dimension n, and let Z ⊂ X be a smooth hypersurface. Assume there exists a section T ∈ H 0 (X, L Z ) and a metric e −λ for the line bundle L Z → X associated to the smooth divisor Z, such that e −λ | Z is still a singular Hermitian metric, and
Let H → X be a holomorphic line bundle with singular Hermitian metric e −ϕ such that e −ϕ | Z is still a singular Hermitian metric. Assume that
Weights with bounded Laplacian. We shall need some weighted L 2 estimates in the setting where the weights have bounded Laplacian. With the exception of Lemma 2.7, we shall omit the proofs and settle for references. LEMMA 2.3. For each r > 0 there exists a constant C = C r > 0 with the following property. For any
and any z ∈ C there exists u ∈ C 2 (D o 2r (z)) such that ∆u = θ and sup
As a corollary, one has the following lemma.
for some positive constant M . Then for any r > 0 there exists a constant C = C r such that for any z ∈ C there is a holomorphic function
The constant C depends only on r and M , and not on ϕ or z. For the proofs of Lemmas 2.3 and 2.4, see, for example, [SV-2012] .
Lemma 2.4 gives the following generalizations of Bergman's inequality.
Then for each r > 0 there exists
For the proof, see [OS-1998 ].
COROLLARY 2.6. If Γ is a finite union of uniformly separated sequences then (a)
Finally, we will use the following result.
LEMMA 2.7. Let ϕ ∈ C 2 (C) be a weight function satisfying
Proof. Though proofs can be found in many places, we shall give a new one based on the L 2 extension theorem. To this end, consider the holomorphic function T z (ζ) = ζ − z and the function λ z : C → R defined by
seen respectively as a holomorphic section and a singular Hermitian metric for the line bundle on C associated to the one-point divisor z. Observe that since ∆ϕ ≥ cω o , for any δ > 0, we can find r >> 0 such that
We can therefore apply Theorem 2.2 to obtain an extension of the 'function' f : {z} → R defined by
ωo e −λz(z) , with C independent of z. Now, |dT z (z)| 2 ωo = 1, and
This completes the proof.
2.4. Jensen Formula. We shall make fundamental use of the following weighted analog of the well-known Jensen Formula, which gives a weighted count of the number of zeros of holomorphic functions in disks. While the weighted version follows rather easily from the unweighted version, we will give a direct and short proof for the reader's convenience.
, and assume that f (z) = 0, and that there are no zeros of f on the boundary of the disk
where 1 2π dθ z is the uniformly distributed probability measure on ∂D o r (z).
But since G z | ∂D o r (z) ≡ 0, and application of (3) with H = G a j gives
and thus the result follows. 
The interpolation theorem. Recall that
A o r (z) := {z ∈ C ; 1 < |z| < r}. In this section we establish the following result. THEOREM 3.1. Let ϕ ∈ C 2 (C) be a weight function satisfying
for some positive constants M and m, and let Γ ⊂ C be a closed discrete subset. Then the restriction map 
2. The sufficiency of conditions (i) and (ii) follows from work of the author and V. Pingali, which we will recall below, giving a slightly simpler proof in the present setting. The necessity of conditions (i) and (ii) were essentially established by Ortega Cerdà and Seip [OS-1998 ], and we will adapt their methods here. ⋄
It is useful to define the Euclidean separation radius
of Γ. Of course, the Euclidean separation radius of Γ is positive if and only if Γ is uniformly separated in the Euclidean distance.
3.2. Weights and density. We will use the fact that
and let
and there is a constant C r > 0 such that for all z ∈ C,
In particular, we have the following quasi-isometries
of Hilbert spaces given by the identity map. Proof. The estimates for ∆ϕ r are clear from (4) and the second integral formula for ϕ r . Next, by Proposition 2.3 there is a function u ∈ C 2 (D o 2r (z)) such that ∆u = ∆ϕ and sup
with C r independent of z. Let
Then h z is harmonic in D o 2 (z) and vanishes at z. It follows that
and the (1, 1)-form
are independent of the choice of T . In fact, σ Γ r (z) and S Γ r (γ) depend only on the finite sets
On the other hand,
is not locally integrable in any neighborhood of any point of Γ. (d) One has the formula
Proof. IfT is another holomorphic function with Ord(T ) = Γ thenT = e h T for some h ∈ O(C), and thus
Thus (a) follows. The sub-mean value property implies that σ Γ r ≤ 1, and if
is harmonic, and thus by the mean value property for harmonic functions we have σ Γ r (z) = 1. Thus (b) holds. To prove (c), fix γ ∈ Γ and z ∈ C with ε ≤ |z − γ| ≤ R o Γ . By (a), we may use the function
We note that since Γ is uniformly separated, N r is uniformly bounded independent of z.
With this choice of T , we have
and therefore we have (c).
in the sense of distributions.
3.3. Sufficiency. In this section we present the following result, which is only a slight modification of a theorem from [PV-2014] . Assume that Γ ⊂ C is uniformly separated with respect to the Euclidean distance, and that
for some r > 0 and α > 1. Then the restriction R Γ :
First, we apply Theorem 2.2 to the case at hand. Let (X, ω) = (C, ω o ), choose T ∈ O(C) with Ord(T ) = Γ, and take λ := λ T r as in (5). Then |T | 2 e −λ ≤ 1, and thus the curvature conditions of Theorem 2.2 mean exactly that D + ϕ (Γ) < 1 implies the following result. THEOREM 3.6. Let ϕ be a plurisubharmonic function on C, and let Γ ⊂ C be any closed discrete subset. Assume that ∆ϕ ≥ 2παΥ
.
To finish the proof of Theorem 3.5, we need only prove the following result.
PROPOSITION 3.7. Let Γ ⊂ C be a closed discrete subset. Then Γ is uniformly separated with respect to the Euclidean distance if and only if for any r > 1 there exists C r > 0 such that
Proof. Since, by Proposition 3.4(a), for each γ o ∈ Γ the quantity S Γ r (γ o ) depends only on finite subset Γ r (γ o ) := {γ ∈ Γ ; |γ o − γ| < r} of Γ, we may use any holomorphic function T that vanishes on Γ r (γ o ). Let us fix γ o , then, and enumerate the points of Γ r (γ o ) as γ o , γ 1 , ..., γ N , in such a way that γ 1 is the (not necessarily unique) closest point of Γ − {γ o } to γ o . We take the function
Now suppose Γ is uniformly separated in the Euclidean distance. Then the number N = N (γ o ) is uniformly bounded for each r, independent of γ o , and we have
On the other hand, since |T | < r N , λ T r < N log r. Thus we see that
where C r depends only on r.
In the other direction,
We therefore have
, and the proof is thus finished. REMARK 3.8. Notice that the constant C r depends only on the separation radius R o Γ , and not on Γ itself. That is to say, the same constant C r works for all sequences whose separation constant is ≥ R o Γ . ⋄ Finally, we observe that if, in place of ϕ, we use the function ϕ r defined by (2), then Theorem 3.5 implies the 'if' direction of Theorem 3.1. Indeed, if we replace ϕ by ϕ r in Theorem 3.5, then Condition (6) is equivalent to the condition D + ϕ (Γ) < 1. 
is surjective, then Γ is uniformly separated and D + ϕ (Γ) < 1.
For the rest of this section, we assume that our weight ϕ is as in Theorem 3.9.
3.4.1. The interpolation constant. Observe that if the restriction map R Γ :
is surjective, then it has a bounded section (i.e., there exists a bounded extension operator). The argument is as follows. First, for each f ∈ ℓ 2 (Γ, e −ϕ ) take the extension E Γ (f ) that is orthogonal to the kernel of R Γ . Since Kernel(R Γ ) is a closed subspace of H 2 (C, e −ϕ ω o ), this extension is well-defined, and is in fact the (unique) extension of minimal norm in
by the uniqueness of the minimal extension. Boundedness of E Γ now follows from the Closed Graph Theorem.
DEFINITION 3.10. Let Γ be an interpolation sequence. The number
3.4.2. Necessity of uniform separation. Suppose Γ is an interpolation sequence, and let γ 1 , γ 2 ∈ Γ be any two distinct points. Consider the ℓ 2 (Γ, e −ϕ )-datum f : Γ → C defined by
Note that ||f || 2 ℓ 2 (Γ,e −ϕ ) = 1. Since Γ is an interpolation sequence, the function
By Proposition 2.5(b),
Thus any interpolation sequence is uniformly separated. 3.4.3. Perturbation of interpolation sequences. In order to estimate the density, we are going to need to be able to perturb our sequences Γ a little bit. We shall do so in two ways. In the first way, we just perturb the points of Γ so that each point moves at most a distance smaller than the separation radius, while in the second way, we add a single point to Γ. The upshot is that both sequences remain interpolation sequences, though in the second case we must also to perturb the weight. The precise results are as follows, and the proofs are simple modifications of proofs of analogous results in [OS-1998 ].
PROPOSITION 3.11. Let Γ ⊂ C be an interpolation sequence with separation radius R o Γ , enumerated as Γ = {γ 1 , γ 2 , ...}, and let A Γ be the interpolation constant of Γ. Suppose Γ ′ is another sequence, such that there exists a constant δ ∈ (0, min(A
, and an enumeration
Then Γ ′ is also an interpolation sequence, and its interpolation constant is at most
where C is independent of Γ (but depends on the upper bound for ∆ϕ).
(Indeed, we simply take each G j to be the minimal extension of
(ϕ(γ i )−ϕ(γ ′ i )) δ ij , and use the fact that the minimal extension operator is linear.) The function F = G j does not extend f , but a modification of it comes close. Indeed, by (7) we have the estimate
Thus for an appropriate choice of unimodular constants α j , the function
The function F 1 almost achieves the extension of the datum f , so we correct the error inductively as follows. Set f 1 = f : Γ → C, and let
Assuming F j has been found with
set f j+1 := f j − F j | Γ and apply the above procedure to obtain F j+1 satisfying
so by Proposition 2.5 and Montel's Theorem,F n is a normal family. Passing to a locally uniformly convergent subsequence, we obtain a function F ∈ H 2 (C, e −ϕ ω o ) such that
as desired.
LEMMA 3.12. If Γ is an interpolation sequence for ϕ, then for any z ∈ C and any ε > 0, Γ is an interpolation sequence for ϕ + ε| · −z| 2 , with interpolation constant independent of z, and at most a multiple of ε −3/2 , with the multiple depending only on A Γ and the upper bound of ∆ϕ.
Proof. Since Γ is an interpolation sequence, there exist functions
where C depends only on the upper bound M for ∆ϕ. The inequality follows from Proposition 2.5(a), and then Proposition 2.5(a) implies that
Now let f ∈ ℓ 2 (Γ, e −ϕ−2ε|·−z| 2 ). Define
Since Γ is uniformly separated, the second sum converges uniformly for any ε > 0 to a function that is bounded by ε −1 times a constant that depends on the separation radius of Γ. We therefore have
where C depends only on M and A Γ . This completes the proof.
PROPOSITION 3.13. Let Γ be an interpolation sequence, and let z ∈ C − Γ satisfy dist(z, Γ) > δ. Then the sequence Γ z := Γ ∪ {z} is an interpolation sequence for the weight ψ(ζ) := ϕ(ζ) + ε|ζ − z| 2 , and its interpolation constant is bounded above by a constant of the form K/(δε 2 ), where K depends only on M and Γ.
Proof. It suffices to show that there exists F ∈ H 2 (C, e −ψ ω o ) satisfying
with appropriate norm bounds. To this end, write
Lemma 2.7 provides us with a function G ∈ H 2 (C, e −χ ω o ) such that
where C only depends on the upper bound of ∆ϕ, and not on z or Γ. Observe that by Corollary 2.6(a)
Since Γ is an interpolation sequence for H 2 (C, e −ϕ ω o ), it is also an interpolation sequence for H 2 (C, e −χ ω o ). Thus there exists H ∈ H 2 (C, e −χ ω o ) such that
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(We have used the fact that the interpolation constant with respect to χ is controlled by ε −3/2 times the interpolation constant with respect to ϕ.) Let F ∈ O(C) be defined by
3.4.4.
Estimating the density of an interpolation sequence. We are going to estimate the density of Γ in two exhaustive, mutually exclusive cases. In the first case, we estimate the density at a point z of distance at most min(A
to Γ, and in the second case, when z lies at least a distance min(A
In the first case, by Proposition 3.11 we may replace the nearest point γ ∈ Γ by z, and still obtain an interpolation sequence Γ ′ , with slightly worse interpolation constant. Since Γ ′ is an interpolation sequence, we can find a function F ∈ H 2 (C, e −ϕ ω o ) that vanishes on Γ ′ − {z} and satisfies
By Jensen's Formula 2.8 applied to F , we have
By Proposition 2.5, we have
where C is independent of z and r.
Turning to the second case, by Proposition 3.13 the sequence Γ z := Γ ∪ {z} is an interpolation sequence for ψ, with interpolation constant at most K ε α . We can thus find F ∈ H 2 (C, e −ψ ω o ) such that
. Again by Jensen's Formula and Proposition 2.5, we have
Thus in both cases, we have the estimate (8).
Now consider the sequence obtained by moving all the points of Γ a small distance δ toward z. By Proposition 3.11, this new sequence is an interpolation sequence as well. Applying Jensen's formula to this modified sequence and making the change of variables ζ → r(ζ−z) r+δ + z, we have the estimate
Notice that, up to this point, we have not needed the lower bound on ∆ϕ r . But to control the enormous constant −C log ε, we need this hypothesis. Indeed, let us choose ε = r −2 . Then we have
It follows that for sufficiently large r,
This completes the proof of Theorem 3.9, and thus of Theorem 3.1. (C  *  , ω c ) 4.1. Cylindrical distance, covered means, and cover density. We make use of the cylindrical distance, i.e., the geodesic distance d c of the cylindrical metric ω c . Since the universal covering map
INTERPOLATION IN
is a local isometry, (i) the distance between two points ζ, η ∈ C * is
where arg is the argument starting from the ray that is orthogonal to any half-space containing the points η and ζ and whose boundary contains the origin (so that in particular, arg(ζ/η) ∈ [0, π]), and (ii) a sequence Γ ⊂ C * is uniformly separated in the cylindrical distance if and only if the inverse image p −1 (Γ) is uniformly separated in the Euclidean distance. By analogy with the case of Euclidean space, we define the separation radius
of Γ, so that again Γ is uniformly separated if and only if R c
and thus it follows that
for some uniquely determined function µ(ϕ) r : C * → R.
DEFINITION 4.1. The function µ(ϕ) r is called the covered mean of ϕ (over the disk of radius r). ⋄
Observe that if ϕ is subharmonic, then so is p * ϕ. Thus for subharmonic ϕ, p * ϕ ≤ (p * ϕ) r , and therefore ϕ ≤ µ(ϕ) r .
Finally, we turn to the cover density. THEOREM 4.3. Let ϕ ∈ C 2 (C * ) be a weight function satisfying
and let Γ ⊂ C * be a closed discrete subset. Then the restriction map
is surjective if and only if (i) Γ is uniformly separated with respect to the cylindrical distance, and
REMARK. Even if we assume only that ϕ ∈ L 1 ℓoc (C * ), standard regularity theory and condition (9) imply that ϕ ∈ C 1,α . ⋄ 4.3. Sufficiency. We begin with the analogue of Theorem 3.5 for (C * , ω c ). Assume that Γ ⊂ C * is uniformly separated with respect to the cylindrical distance, and that
As in the proof of Theorem 3.5, we begin by applying the L 2 Extension Theorem, namely, Theorem 2.2. In that theorem, set (X, ω) = (C * , ω c ), fix a function T ∈ O(C * ) with Ord(T ) = Γ, and take λ := µ(log |p * T | 2 ) r . Then |T | 2 e −λ ≤ 1, and the curvature conditions of Theorem 2.2 mean exactly that D + ϕ (Γ) < 1. We therefore have the following result.
THEOREM 4.5. Let ϕ be a plurisubharmonic function on C * , and let Γ ⊂ C * be any closed discrete subset satisfyingD + ϕ (Γ) < 1. Then for any f : Γ → C satisfying
The proof of Theorem 4.4 then follows from the following result.
PROPOSITION 4.6. Let Γ ⊂ C * be a closed discrete subset. Then Γ is uniformly separated with respect to the cylindrical distance if and only if for any r > 1 there exists C r > 0 such that
Proof. First, observe that Γ is uniformly separated with respect to the cylindrical distance if and only if Γ ⊂ C is uniformly separated with respect to the Euclidean distance. The result therefore follows from its Euclidean analogue, Proposition 3.7, and the definition of the covered mean µ(ϕ) r .
Finally, if we replace of ϕ by µ(ϕ) r , Theorem 4.4 implies the 'if' direction of Theorem 4.3.
4.4. Necessity. As in the Euclidean case, we now turn our attention to the necessity of the conditions of Theorem 4.3. That is to say, we shall prove the following theorem.
THEOREM 4.7. Let ϕ ∈ C 2 (C * ) be a weight function satisfying
for some positive constants m and M , and let Γ ⊂ C * be a closed discrete subset. If
is surjective, then Γ is uniformly separated with respect to the cylindrical distance, andD + ϕ (Γ) < 1. 4.4.1. The interpolation constant. As in the Euclidean case, if Γ ⊂ C * is an interpolation sequence, then the restriction operator
has bounded inverses, and the extension operator of minimal norm
is one such operator. Moreover, the interpolation constant
is precisely the norm of E Γ .
Necessity of Uniform Separation.
Suppose Γ ⊂ C * is an interpolation sequence. Note that since the universal covering map is a local isometry, Γ is uniformly separated in the cylindrical distance if and only ifΓ ⊂ C is uniformly separated in the Euclidean distance. For each t ∈ R, denote by S t ⊂ C the set of all points z such that t ≤ Im z < t + 2π.
For any t ∈ R, the strip S t is a fundamental domain of the universal covering map p(z) = e z . Fix two points γ 1 , γ 2 ∈ Γ. Choose t such that the Euclidean distance between log γ 1 and log γ 2 is the length of a straight line in S t connecting log γ 1 and log γ 2 . We can assume that this straight line has Euclidean length at most π; otherwise the two points are at least a distance π apart, and there is nothing to prove. We define the f ∈ ℓ 2 (Γ, e −ϕ ) by f (γ 1 ) = e ϕ(γ 1 )/2 and f (µ) = 0 for all γ ∈ Γ − {γ 1 }.
Since ||f || 2 ℓ 2 (Γ,e −ϕ ) = 1 and Γ is an interpolation sequence, there is a function
By Proposition 2.5(b) with r = 2π, we conclude that
for some constant C independent of γ 1 and γ 2 . Thus Γ is uniformly separated in the cylindrical metric. LEMMA 4.8. Let ϕ ∈ C 2 (C * ) be a weight function satisfying
for some positive constant c. Then there exists a constant C > 0 such that for any z ∈ C * there is a function F ∈ H 2 (C * , e −ϕ ω c ) satisfying
Proof. We adapt the idea of the proof of Lemma 2.7. Consider the holomorphic function T z (ζ) = ζ − z and the function λ z := µ(log |T z | 2 ) r : C * → R. Observe that since ∆ϕ ≥ cω c , for any δ > 0, we can find r >> 0 such that ∆ϕ + Ricci(ω c ) = ∆ϕ ≥ (1 + δ)λ z .
We can therefore apply Theorem 2.2 to obtain a function F ∈ O(C * ) such that
ωc e −λz(z) , with C independent of z. Since a sequence consisting of a single point is uniformly separated, an application of Proposition 4.6, especially in view of Remark 3.8, completes the proof. 
where C is independent of Γ.
Proof. First observe that if F ∈ H 2 (C * , e −ϕ ω c ) then
To obtain this estimate for F , we must lift small disks containing the points of Γ to the universal cover and use Corollary 2.6(b). We can carry out this step with disks of a uniform radius because we have already shown that an interpolation sequence is uniformly separated with respect to the cylindrical distance. The rest of the proof is the same as the Euclidean case, established previously as Proposition 3.11.
LEMMA 4.10. Let c > 0, let δ ∈ (0, 1/2), and let x ∈ C * .
Proof. (i) Let r = log |x| and θ = arg x. Then
Taking squares, we have |1 − x| 2 e −c(log |x|) 2 ≤ 1 + 2e 1/2c + e 1/c ≤ 4e 1/c .
(ii) If we write x = e s+ √ −1t then d c (x, 1) = s 2 + t 2 , while |x − 1| 2 = e 2s + 1 − 2e s cos t. Taylor's Theorem shows that for s and t small, e 2s + 1 − 2e s cos t = s 2 + t 2 + o(s 2 + t 2 ).
PROPOSITION 4.11. Assume mω c ≤ ∆ϕ ≤ M ω c for some positive constants m and M . Let Γ be an interpolation sequence, and let z ∈ C * − Γ satisfy dist c (z, Γ) > δ. Then for ε > 0 the sequence Γ z := Γ ∪ {z} is an interpolation sequence for H 2 (C * , e −(ϕ+ε(log |·/z|) 2 ω c ), and its interpolation constant is bounded above by some constant K/ε, where K depends only on M , Γ and δ, and in particular, not on z.
Proof. Write
Since η z (z) = ϕ(z), it suffices to show that there exists F ∈ H 2 (C * , e −ηz ω c ) satisfying
with appropriate norm bounds. To this end, since ∆ψ z ≥ m 2 ω c , Proposition 4.8 provides us with a function G ∈ H 2 (C * , e −ψz ω c ) such that
where C does not depend on z or Γ. Now, by (ii) of Lemma 4.10 and Corollary 2.6(a) (the latter of which can be applied after passing to the universal cover as in the proof of Proposition 4.9) we have the estimate
Since Γ is an interpolation sequence for H 2 (C * , e −ϕ ω c ), there exists H ∈ H 2 (C * , e −ϕ ω c ) such that
, γ ∈ Γ, and
Let F ∈ O(C) be defined by
for all γ ∈ Γ. Finally, using (i) of Lemma 4.10, we estimate that
as desired. 4.4.5. Estimating the density of an interpolation sequence. As in the Euclidean case, we will estimate the cover density of Γ in two exhaustive, mutually exclusive cases. In the first case, we estimate the cover density at a point z of cylindrical distance at most min(A −1 γ , R c Γ ) to Γ, and in the second case, when the cylindrical distance from z to Γ is at least min(A −1 Γ , R c Γ ). In the first case, if dist c (z, Γ) = δ, by Proposition 4.9 we may replace the nearest point γ ∈ Γ by z, and still obtain an interpolation sequence Γ ′ , with slightly worse interpolation constant C A Γ 1−δA Γ . Since Γ ′ is an interpolation sequence, we can find a function F ∈ H 2 (C * , e −ϕ ω c ) that vanishes on Γ ′ − {z} and satisfies
where p : C → C * is the universal cover. By Jensen's Formula 2.8 applied toF , for any x ∈ p −1 (z) we have
where C is independent of z and r. The factor of r appears on the rightmost term for two reasons. Firstly, by adding the point z back to Γ − {z}, we add r points toΓ z . Secondly, the L 2 norm ofF is only uniformly bounded on a strip, but the disk of radius r in the universal cover meets approximately r such strips.
Turning to the second case, by Proposition 4.11 the sequence Γ z := Γ ∪ {z} is an interpolation sequence for η z = ϕ+ε(log |ζ/z|) 2 , with interpolation constant at most K/ε. We can thus find F ∈ H 2 (C * , e −ηz ω c ) such that
||F || K 2 ε 2 . Again by Jensen's Formula and Proposition 2.5, we have
Thus in both cases, we have the estimate (11).
As in the Euclidean case, we must now perturb our initial sequence Γ. However, the perturbation must be a little more subtle, because we must then estimate the Euclidean density of the resulting sequence in the universal cover, and since the latter sequence is invariant under translation by 2π √ −1, we cannot move all of our points closer to a fixed point in the universal cover.
We now describe the perturbed sequence. Let z ∈ C * be the point at which the cover density is being estimated, and fix x ∈ p −1 (z). Move all the points ofΓ ⊂ C horizontally a small Euclidean distance δ > 0 towards the vertical line ℓ x := {ζ ∈ C ; Re ζ = Re x}. The resulting sequenceΓ δ,x is still invariant under vertical translation by 2π √ −1, and therefore there exists a sequence Γ δ,x such that p(Γ δ,x ) = Γ δ,x . By Proposition 4.9, the sequence Γ δ,x is an interpolation sequence as well. Applying the above procedure to Γ δ,x , we obtain
log r 2 |ζ − x| 2 (∆φ(ζ) + εω o (ζ)) − rC log ε. Now, the setΓ δ,x ∩ D o r−δ (x) contains at least as many points as the setΓ ∩ D o r (x). But if we count the number of points in an annulus, we must account for the loss of points at the center. It follows that for δ << r,
Making the change of variables ζ → r(ζ−x) r+δ + x in the integral on the right, we obtain (after appropriately modifying our original ϕ)
Thus, as in the Euclidean case, by choosing ε = r −2 and taking a sufficiently large r, we obtain the estimatẽ
This completes the proof of Theorem 4.7, and thus of Theorem 4.3.
INTERPOLATION ON ASYMPTOTICALLY FLAT FINITE RIEMANN SURFACES
We are now ready to turn to the proof of Theorem 1. Let us fix once and for all a compact set K ⊂⊂ X with smooth codimension-1 boundary, disjoint open sets
and biholomorphic maps
(Either n or m can be zero, but not both.) We also let
and cutoff functions χ j ∈ C ∞ (X) such that
5.1. Necessity. Conveniently, necessity of the conditions of Theorem 1 follow rather easily from the special cases of the Euclidean plane and the cylinder. We therefore reverse the trend set in the special cases, and begin with necessity. 5.1.1. Uniform separation of interpolation sequences.
PROPOSITION 5.1. If Γ is an interpolation sequence then Γ is uniformly separated in the geodesic distance associated to ω.
Proof. Clearly, for each j, Γ ∩ U j is then an interpolation sequence for either the Euclidean case, or the cylindrical case. It follows that each Γ ∩ U j is uniformly separated in the geodesic distance for ω. Since K is compact and Γ is a closed discrete subset, the set Γ ∩ K is finite. Therefore Γ is uniformly separated. 24 5.1.2. Density bound for interpolation sequences.
A moment's thought shows that in our use of Jensen's formula to estimates of the density in the Euclidean and cylindrical settings, we only used our interpolating functions in large disks. In the course of the proof, the only function we constructed directly (i.e., not from the interpolation hypothesis) was the function interpolating at a point. Such a function in C or C * can still do the job in C − D j . Thus our method of proof carries over to C − D j or C * − D j to get the estimates D
5.2. Sufficiency. As in the special cases of the Euclidean plane and the cylinder, we intend to make use of the L 2 Extension Theorem 2.2. To do so, we need to create the right setting, as we now do.
5.2.1. Raw densities. In Definitions 1.2 and 1.3, to define density we replaced ϕ with ϕ r . If we use ϕ without averaging, the definition can still make sense. In this case, we call the resulting density the raw density. The definition in the Euclidean case iš
In the cylindrical case, the cover density is defined bỹ
Finally, in the general case, the raw densityĎ + ϕ (Γ) of Γ ⊂ X is defined by replacing the density or covered density with their raw counterparts.
5.2.2.
Metric for the (trivial) line bundle associated to Γ. LetT ∈ O(X) be any holomorphic function such that Ord(T ) = Γ.
where the distance is Euclidean if ω| U i is isometric to the Euclidean metric, and cylindrical otherwise. Define the functions λT r,i : W i → R as follows. If ω| U i is isometric to the Euclidean metric, let If ω| U i is isometric to the cylindrical metric, we choose x ∈ C such that the universal covering map p : C → C * maps x to F i (U i ), so that the function λT r,i is well-defined on W i when the latter lies in a cylindrical end.
We then define a function λ r by cutting off the λT r,i and dividing by πr 2 :
χ i λT r,i .
25
Here χ i is smooth, takes values in [0, 1], is supported in W i , and is identically 1 on the set
Then L is compact, and therefore there is a positive constant M such that
On the other hand, the sub-mean value property for subharmonic functions implies that log |T | 2 − λ r ≤ 0 on A i , 1 ≤ i ≤ n + m.
Therefore log |T | 2 − λ r ≤ M on X.
Letting T := e −MT (but keepingT in the definition of λ r ), we have found functions T and λ r such that Ord(T ) = Γ and |T | 2 e −λr ≤ 1.
5.2.3.
The semi-strong sufficiency theorem. Now supposeĎ + ϕ (Γ) < 1. If we take r sufficiently large, then there exists δ > 0 such that
Since L ∩ Γ since finite, we also have ∆λ r ≤ 1 r 2 Ω on L, for some positive smooth positive (1, 1)-form Ω with compact support on X.
Next, our definition of asymptotic flatness means that R(ω) is compactly supported. It follows from the curvature hypothesis (1) that for r >> 0, √ −1∂∂ϕ + R(ω) ≥ (1 + δ)∆λ r .
In view of Theorem 2.2, we have the following result.
THEOREM 5.3. Let (X, ω) be an asymptotically flat Riemann surface and let ϕ ∈ L 1 ℓoc (X) satisfy the curvature hypothesis ∆ϕ + R(ω) ≥ mω for some m > 0. Let Γ ⊂ X be any closed discrete subset satisfying D + ϕ (Γ) < 1. Then for any f : Γ → C satisfying γ∈Γ |f (γ)| 2 e −ϕ(γ) |dT (γ)| 2 ω e −λr(γ) < +∞ there exists F ∈ H 2 (X, e −ϕ ω) such that F | Γ = f and X |F | 2 e −ϕ ω c ≤ 24π δ γ∈Γ |f (γ)| 2 e −ϕ(γ) |dT (γ)| 2 ω e −λr(γ) .
In view of Propositions 3.7 and 4.6 and the fact Γ is uniformly separated if and only if each sequence Γ ∩ U i is uniformly separated, we have the following proposition. THEOREM 5.5 (Semi-stong sufficiency: general case). Let (X, ω) be an asymptotically flat finite Riemann surface, and let ϕ ∈ L 1 ℓoc (X) be a weight satisfying the curvature hypothesis ∆ϕ + R(ω) ≥ mω for some m > 0. Assume Γ ⊂ X is uniformly separated with respect to the geodesic distance associated to ω, and thatĎ + ϕ (Γ) < 1. Then the restriction map R Γ : H 2 (X, e −ϕ ω) → ℓ 2 (Γ, e −ϕ ) is surjective.
5.2.4. Sufficiency: conclusion of the proof of Theorem 1. To obtain the sufficiency part of Theorem 1, we need to replace ϕ by some sort of average ϕ r of ϕ such that (i) ϕ r still satisfies (1), and (ii) H 2 (X, e −ϕr ω) ∼ = H 2 (X, e −ϕ ω) and ℓ 2 (X, e −ϕr ω) ∼ = ℓ 2 (X, e −ϕ ω), with the isomorphisms achieved by bounded linear maps. We already know how to do this in the ends: in a Euclidean end, we simply replace ϕ by its logarithmic average ϕ r defined in (2), and in a cylindrical end, we use the covered mean µ(ϕ) r given in Definition 4.1.
In fact, in the interior it doesn't much matter how we do it; densities are checked only in the ends. For the sake of deciding on one method, we can cover our compact set K by a finite number of open coordinate charts biholomorphic to disks, and simply replace ϕ by its average over a disk of some fixed radius.
After averaging ϕ in this way, we multiply the ϕ i,r of the end by the cutoff functions χ i , and multiply the interior averages by any smooth cutoff functions that give a partition of unity on K. REMARK 5.6. Note that unlike the special cases of the Euclidean plane and the cylinder, we did not establish a strong version of sufficiency for the general case; while we were able to eliminate the upper bound in 1, we have retained the lower bound (hence the name 'semi-strong'). The main problem is that it is hard to define the density globally on X in such a way that it recovers the covered density in the cylindrical ends. While it is likely that such a global definition of density exists, for almost any sequence Γ the density condition D + ϕ (Γ) < 1 already implies that the weight ϕ satisfies the curvature conditions (1), and thus we did not see the point of working hard to achieve a result that is only a generalization in relatively few cases. ⋄
