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Abstract—Machine-learning algorithms have shown outstand-
ing image recognition/classification performance for computer vi-
sion applications. However, the compute and energy requirement
for implementing such classifier models for large-scale problems
is quite high. In this paper, we propose Feature Driven Selective
Classification (FALCON) inspired by the biological visual atten-
tion mechanism in the brain to optimize the energy-efficiency
of machine-learning classifiers. We use the consensus in the
characteristic features (color/texture) across images in a dataset
to decompose the original classification problem and construct a
tree of classifiers (nodes) with a generic-to-specific transition in
the classification hierarchy. The initial nodes of the tree separate
the instances based on feature information and selectively enable
the latter nodes to perform object specific classification. The
proposed methodology allows selective activation of only those
branches and nodes of the classification tree that are relevant to
the input while keeping the remaining nodes idle. Additionally,
we propose a programmable and scalable Neuromorphic Engine
(NeuE) that utilizes arrays of specialized neural computational el-
ements to execute the FALCON based classifier models for diverse
datasets. The structure of FALCON facilitates the reuse of nodes
while scaling up from small classification problems to larger ones
thus allowing us to construct classifier implementations that are
significantly more efficient. We evaluate our approach for a 12-
object classification task on the Caltech101 dataset and 10-object
task on CIFAR-10 dataset by constructing FALCON models on
the NeuE platform in 45nm technology. Our results demonstrate
up to 3.66x improvement in energy-efficiency for no loss in output
quality, and even higher improvements of up to 5.91x with 3.9%
accuracy loss compared to an optimised baseline network. In
addition, FALCON shows an improvement in training time of up
to 1.96x as compared to the traditional classification approach.
Index Terms—Machine Learning, Hierarchical Feature Learn-
ing, Energy-Efficient Classification, Selective Activation, Neuro-
morphic Hardware.
I. INTRODUCTION
Machine-learning classifiers have proven to be very success-
ful for several cognitive applications such as search, classifica-
tion, recognition [1]–[3] among others and are being increas-
ingly deployed across a wide range of computing platforms
from data centers to mobile devices. While the classifiers are
modeled to mimic brain-like cognitive abilities, they lack the
remarkable energy-efficient processing capability of the brain.
For instance, SuperVision [4], a state of the art deep learning
Neural Network (NN) for image classification tasks, demands
compute energy in the order of 2-4 Giga-OPS (Multiply and
Accumulate operations (OPS)) per classification [5], which is
nearly 8∼9 orders of magnitude larger than the human brain.
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With energy efficiency becoming a primary concern across the
computing spectrum, energy-efficient realization of large-scale
neural networks is of great importance.
It is well known that the visual cortical system is arranged
in a hierarchical fashion with different areas responsible for
processing different features (for example, color and shape)
of visual information [6], [7]. For a given input, the visual
information is decomposed into representative features and
only those areas of the brain that are instrumental to the
recognition of the input are activated. The innate ability to
simplify complex visual tasks into characteristic features and
the selective activation of different areas based on the feature
information in the input, enables the brain to perform cognition
with extremely low power consumption. In this paper, we build
upon this biological concept of feature selective processing to
introduce Feature driven Selective Classification (FALCON)
for faster and energy-efficient image recognition with compet-
itive classification accuracy.
Interestingly, we note that there is a significant consensus
among features of images across multiple classes in a real
world dataset. Consider the simple classification problem of
recognizing 4 different objects: strawberry, sunflower, tennis
ball and stop sign. All 4 objects belong to completely different
classes. However, strawberry and stop sign have a feature i.e.
the red color as representative information common across
all images of the 2 objects. Similarly, sunflower and tennis
ball have the characteristic yellow color as a common feature.
Here, we utilize the feature consensus to break up the clas-
sification problem and use a cluster of classifiers to perform
smaller classification tasks. We achieve this by constructing
a hierarchical tree of classifiers wherein the initial nodes (or
classifiers) are trained first to classify the image into general
feature categories: red and yellow (for the above example),
while the deeper nodes categorize them into the 4 specific
classes. The generic-to-specific transition in the classification
hierarchy enable us to selectively process only those branches
and nodes that are relevant to the input.
Fig. 1 illustrates our methodology. In the traditional ap-
proach shown in Fig. 1(a), a single classifier is responsible for
classifying the inputs into the 4 distinct classes (A, B, C, D).
Hence, the network clearly needs to be highly complex (with
more neurons and synapses) in order to classify the objects
with high accuracy. However, this Model X does not take into
account the common features across classes and thus expends
constant computational effort on all inputs activating each and
every connection/neuron to determine the output. In contrast,
Fig. 1(b) shows our proposed FALCON approach wherein we
build a hierarchical tree of classifiers based on the feature
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Fig. 1. (a) Traditional approach where a single model is applied for classifying
instances into 4 classes (b) Proposed FALCON approach where 4-object
classification problem is decomposed into simpler tasks based on feature
consensus between inputs. The paths corresponding to the specific feature
are selectively activated.
consensus between classes (A, B and C, D). The initial node
(Model Y) in the tree is trained to distinguish between the
features (1 & 2). The latter nodes (Model Z1, Z2) perform the
final classification task of separating the objects into classes
A, B (Model Z1) and C, D (Model Z2). Since these models (Y,
Z1, Z2) are trained to classify between two different classes,
they will be less complex than the traditional Model X. It
can be clearly seen that the classification task is now broken
down into a 2-step process which involves two different paths
comprising of separate nodes. Due to the 2-step classification,
Z1 and Z2 need to be trained only on a subset of the training
dataset as shown in Fig 1(b), resulting in significant reduction
in the training time of these nodes. For a given input instance,
if Model Y gives a high confidence at output neuron P (Q),
then, only path 1 (2) and the corresponding Model Z1 (Z2)
is enabled while keeping Z2 (Z1) idle. Hence, our approach
is both time and energy efficient, since it involves selective
activation of nodes depending upon the input instance.
Another significant contribution of our work is the design
of a scalable Neuromorphic Engine (NeuE) that provides
a programmable hardware platform for executing FALCON
models with various nodes and weights. The neuromorphic
engine features a 1D array of Neural Units (NUs) followed by
an Activation Unit (AU) that process the basic computational
elements of neural networks. We enable the NeuE with appro-
priate hardware mechanisms to effectively implement selective
activation of nodes for energy benefits at run-time.
In summary, the key contributions of this work are as
follows:
• Given any machine learning classifier, we propose a
systematic methodology to construct a feature driven
selective classification framework that exploits the con-
sensus in the characteristic features (color/texture) across
images in a dataset to perform faster and energy-efficient
classification. The methodology is independent of the net-
work topology, network parameters and training dataset.
• We develop a design methodology to construct a tree of
classifiers (or nodes) with a generic-to-specific transition
in the classification hierarchy invoking multi-step classifi-
cation. The initial nodes of the tree separate the instances
based on feature information and selectively enable the
latter nodes to perform object specific classification.
• In this work, we use color and texture as the distinctive
features to implement FALCON. We also present an
algorithm to select the optimal color/textures common
across multiple classes of objects.
• We design a programmable and scalable Neuromorphic
Engine (NeuE) that can be used to efficiently execute
FALCON models on Artificial Neural Networks (ANNs).
• We demonstrate the efficacy of our proposed approach on
two natural image datasets: Caltech101/ CIFAR10. We
construct the FALCON based hierarchical tree of ANNs
using the proposed design methodology and execute
them on the NeuE platform to demonstrate significant
improvements in energy for negligible loss in output
quality.
The rest of the paper is organized as follows. In Section
II, we discuss related work. In Section III, we present the
structured approach to construct FALCON models. Section
IV details the architecture of NeuE. Section V describes the
experimental methodology and the benchmarks. We discuss
the results in Section VI and conclude in Section VII.
II. RELATED WORK
The widespread use of machine learning across computing
platforms from data centers to mobile devices has renewed
interest in forming efficient methodologies for classification
that expend low compute effort. On the algorithmic front,
substantial work for increasing accuracy in machine-learning
classification has been done [8], [9]. Using semantics or
feature information for improving the accuracy of content
based image retreival systems has been an active area of
research [10]. In [11], a comprehensive review of various
techniques geared towards extracting global image features
(color, texture, local geometry) for accurate image retreival
has been discussed. The key idea of using high-level semantic
features in our proposed FALCON methodology is inspired
from content based systems. However, the novelty of our
work arises from the fact that we leverage the similarity
in the features across various classes for clustering several
classes into one and thus decomposing a large classifcation
problem into smaller tasks organised in a tree-fashion to obtain
efficiency in training as well as testing complexity.
Recently many decision tree methods for large scale clas-
sification have been proposed. The first group of methods
do not assume that classes are organized into a hierarchy. It
includes methods based on “one-versus-all” and “one-versus-
one” strategies, which further assume classes are unrelated
(e.g., do not share features). It also includes error correcting
output codes [12], [13], which utilize the relationship between
classes (e.g., sharing features) to build more compact and ro-
bust models. These methods typically show good classification
accuracy. However, the time complexity for evaluating the
classifiers are “linearly” proportional to the number of classes.
The second group of methods aims at reducing the time
complexity utilizing the hierarchical structure of classes. In
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[14]–[17], the authors propose different methods to automati-
cally build the hierarchy of classes. Other methods [18] rely on
a given hierarchy. However, in order to achieve fast evaluation,
such tree-based methods exploit the hierarchical structure in
the label space by organizing a set of binary classifiers where
each binary classifier consists of two subsets of classes. The
binary partition of classes at each node does not lead to good
separability, especially for the difficult instances or classes in
the dataset at the initial nodes, causing a decline in accuracy.
While FALCON is related to such tree-based methods, the
fundamental feature selection methodology to cluster groups
of classes does not restrict the partitioning of classes into
two primary groups. As a result, the decision boundary model
created at the initial nodes of the tree is more flexible that can
handle difficult classes in the dataset accurately. In conven-
tional tree-based methods, each tree hierarchy constructed is
very specific to the given dataset. Thus, for every new class or
object that has to be added to the classification problem, each
node of the tree has to be retrained with the additional classes,
which significantly increases the training cost. In contrast,
the structure of FALCON enables us to reuse nodes while
scaling up from small classification problems to larger ones,
thereby reducing the training complexity and also making the
methodology scalable for hardware implementations.
In the recent past, there has been significant work em-
ploying approximate computing techniques to obtain efficient
neural computations relying on the error resilient properties
of recognition applications [19]. In [20], the authors have
considered domain specific insights to introduce hardware
approximations in neuromorphic applications. In [21], [22], the
authors have utilized the inherent feature variability across in-
put instances in a dataset to introduce software techniques for
designing energy-efficient scalable classification framework.
In the context of efficient neuromorphic systems, two major
directions have been explored. The first is accelerator based
computing where custom architectures for specific computa-
tion of NNs are designed. In [23], [24], application-specific
NN designs and programmable neuromorphic processors have
been proposed. Also, NN implementations on programmable
accelerators such as GPUs have also been explored [25]. The
second is the use of emerging post-CMOS device such as
resistive RAM [26], memristive crossbars [27] and spintronics
[28], to realize the individual computational elements: neurons
and synapses more efficiently.
In this work, we propose a new avenue for energy efficiency
in neuromorphic systems by using representative features
across images in a real-world dataset. The main focus of this
paper is in developing an automatic design methodology to
generate FALCON models to lower the testing complexity in
traditional classification problems. In contrast to the approxi-
mate techniques [19] that usually provide an explicit tradeoff
between efficiency and quality of results, our approach main-
tains classification accuracy while providing energy savings.
In addition, our design methodology provides the opportunity
to reuse nodes (discussed in Section III) enabling the classi-
fication framework to be more scalable. Note that the efforts
on efficient neuromorphic systems mentioned earlier can be
employed with our proposed design methodology to further
enhance the efficiency. Also, our methodology improves the
training time for large classification tasks which is one of the
major challenges in machine learning at present.
III. FEATURE DRIVEN SELECTIVE CLASSIFICATION
(FALCON): APPROACH AND DESIGN
In this section, we present our structured approach to
construct FALCON based hierarchical tree of classifiers. While
there exists a suite of machine-learning classifiers like Support
Vector Machines, Decision trees, Neural Networks etc. suitable
for classification, we will focus on a particular class: Artificial
Neural Network (ANNs) to validate the proposed methodology
for image recognition. Please note that the FALCON tree can
be applied on other machine-learning algorithms as well to
lower the compute energy.
A. Feature Selection from Input
FALCON employs the features, representative of the input
image data, to construct the nodes of the hierarchical tree.
Referring to Fig. 1, Model Y is trained to classify the inputs
based on the feature information. Hence, the appropriate
selection of features is crucial. While there can be several
image features that can be used to discriminate the first step of
selective classification, in this work, we use color and texture
as our distinctive features to implement FALCON. In fact,
texture and color are the most widely usedrepresentative fea-
tures for characterizing low-level image information [29]. In
this work, we use Hue-Saturation-Value (HSV) transformation
[30] and Gabor filtering [31] to extract the color and texture
features of an image, respectively. Applying HSV or Gabor
filtering onto an image results in dimensionality reduction of
the original image. The reduced feature vector contains the
relevant feature information, which is sufficient to characterize
and classify an image. Traditionally, images are transformed
with appropriate feature extraction techniques to get a lower
dimensional input vector [32]. A machine-learning classifier
yields better classification accuracy and converges to global
minima faster when trained on the feature vector as opposed
to the original input image. Since FALCON invokes multi-step
classification, it therefore, enables the latter nodes in the tree
(Model Z1, Z2 in Fig. 1) to be trained on feature vectors alone,
instead of real pixel valued images. Due to the significant
reduction in the input vector size, the models Z1 and Z2 are
much simpler (fewer neurons and connections) as compared to
the traditional model X. Please note that we need to take into
account the additional computational cost of HSV and Gabor
filtering for calculating energy costs [33], [34].
HSV gives rise to feature vectors corresponding to 8 color
components per image. Similarly, Gabor filters corresponding
to ‘m’ scales and ‘n’ orientations give rise to m x n texture
components per image [35]. In this work, we use Gabor
filters with scales: 4
√
2 * i {i= 1,2,4,8} and 4 orientations:
0, 45, 90, 135 degrees, which are adequate for characterizing
the basic texture components of an image [31]. For each
orientation, the texture features across all scales (4
√
2 * i
{i= 1,2,4,8}) are concatenated into a single feature vector. So,
the feature selection methodology identifies the most probable
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Fig. 2. An overview of the Feature Selection methodology for a dataset with
4 classes.
orientation across the set of concatenated texture vectors. The
most important question that needs to be answered is how
we select the optimal features (color/texture) to categorize the
images in a dataset into the general feature classes. We employ
a simple search-based method to obtain the features common
across multiple classes of objects.
Fig. 2 gives an overview of the feature selection methodol-
ogy for a dataset with 4 distinct classes. For each class of
objects in a dataset, we train a NN (Model Qi) based on
a particular feature (feature vector i) with the target labels
provided with the dataset. This is done for all four texture
(corresponding to the 4 orientations with scales concatenated)
and the eight color components. In each case, the NN’s size
and the number of iterations remain fixed. Once the models
corresponding to each feature are trained, we pass a single
input image for a given class through each model. The feature
that gives the highest confidence value (Oi) at the output is
chosen as the optimum one for that particular class, given that
the confidence value is above a certain user-defined threshold
∆. For instance, in the sunflower/strawberry/tennis/ stop-sign
classification problem, applying the above method across all 4
classes we obtain that Red feature produces a confidence value
of 0.9 and 0.8 for Strawberry and Stop-Sign while 0.3 and 0.2
for tennis and sunflower, respectively. Thus, Strawberry and
Stop-Sign will be categorized under the Red category by the
initial node (Model Y from Fig. 1). ∆ is chosen to be around
0.6-0.8 to get the most accurate feature selection.
B. FALCON: Preliminaries
1) Structure of the FALCON tree: Fig. 3 shows the con-
ceptual view of the framework for a 4-object classification
problem. Fig. 3(a) shows the baseline classifier with a single
NN that has 4 output neurons corresponding to each class (A,
B, C, D). Fig. 3 (b) illustrates the proposed FALCON based
tree with three nodes (not considering Node 4 for now). Each
node is a NN classifier trained using the standard backprop-
agation algorithm. First, the feature selection methodology
discussed in Section III(A) is employed to obtain the general
features that are used as training labels (R, Y) for the initial
node (Node 1). Node 1 is responsible for classifying the input
into the two broad feature categories and thus has two output
neurons. Node 2 and 3 then separate the inputs with feature
consensus into the corresponding classes (A, B and C, D).
Node 1 RY
Node 2
Node 3
Node 4
Norig
A
B
C
D
A
B
C
D
Semantic Vector
Semantic Vector
RGB Pixel Values
Class 
Label
RGB Pixel Values
Divergence
< δ
Test
Instance
Path 2
Path 1
(b) FALCON Classifier
Norig
A
B
C
D
RGB Pixel Values
Test 
Instance
Class 
Label
(a) Baseline Classifier
A: Strawberry, B: 
Stop-Sign, C: Tennis 
ball, D: Sunflower
R: Red, Y: Yellow
Fig. 3. (a) Baseline single NN Classifier (b) FALCON classifier with 4 nodes
where the output of the initial node (Node 1) is monitored to selectively enable
Node 2, 3 and 4.
Thus, the class labels produced at Node 2 and 3 are expressed
as the final output of the FALCON framework. Node 2 (3) is
selectively activated only if the class label produced from Node
1 is R (Y). Node 2 and 3 are trained on the reduced feature
vectors as input. In contrast, the original RGB pixel values are
fed as input to Node 1 to obtain a competitive classification
accuracy with respect to the baseline classifier. The multi-step
classification process enables the nodes in the FALCON tree
to be less complex than the baseline NN resulting in overall
energy-efficiency.
2) Accuracy Optimization: In FALCON, each node of the
tree is trained separately on the input instances as discussed
above. During test time, data is processed through each node
in the tree to produce a class label. It is evident that the
initial node (Node 1 in Fig. 3(b)) of the FALCON tree would
be the main bottleneck for achieving iso-accuracy with that
of the baseline classifier. For an input instance belonging to
Class R, if Node 1 produces a higher confidence value for
Class Y, the input instance is not passed to the latter nodes
and is misclassified at the first stage itself, resulting in a
decline in accuracy. This would arise when the input instance
has characteristics pertaining to both features (R and Y). For
example, an image of a strawberry might have some yellow
objects in the background. In such cases, the difference in the
confidence of the two output neurons at Node 1 would be low.
As a result, the instance will get misclassified. To avoid this,
we add the baseline classifier as a 4th node in the FALCON
tree that is enabled by the divergence module (triangle in Fig.
3(b)). The divergence module activates the 4th node if the
confidence difference at the outputs of initial node is below a
certain divergence value, δ. In that case, the paths 1 and 2 of
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Fig. 4. Two different configurations of FALCON tree for a 6-object classifi-
cation problem reusing Nodes (2/3=c/d) from Fig. 3(b).
the tree are disabled. This is in accordance with the selective
processing concept. Later, in Section V(A), it is shown that
accuracy degradation with respect to baseline in the absence of
the divergence module (or the baseline node) in the FALCON
tree is around 2-4% for most classification problems. Thus,
for applications where the slight degradation in accuracy is
permissible, it is not required to append the baseline classifier
to the FALCON tree.
3) Node Reusability: FALCON facilitates the reuse of
nodes (or classifiers) from one classification tree to another
when we want to incorporate additional classes with new
feature information into a given task. Consider a 6-object
classification problem wherein 4 classes are the same as
that of Fig. 3(b) and the remaining two new classes (E, F)
have a common feature G. There are two different ways of
constructing the FALCON tree for the given problem as shown
in Fig. 4. We have not shown the divergence module for the
sake of convenience in representation. It is evident that the last
nodes (c, d, e) which provide the final output of the classifier
are the same in both Fig. 4(a), (b). Additionally, the nodes c, d,
b are the same as that of nodes 1, 2, 3 (Fig. 3(b)), respectively.
Hence, these nodes (1, 2, 3) from Fig. 3(b) can be reused
for the 6-object problem where learning the weights for these
nodes is not required. FALCON allows us to create reusable
models (trained for a particular classification problem) and
use the same for different classification problems. Reusability
is one of the major benefits that FALCON provides over
conventional algorithms. In the conventional approach, the
NN has to be retrained whenever a new class or object is
added to the classification problem. For instance, the baseline
NN in Fig. 3(a) needs to incorporate 6 neurons at the output
layer in this case. As the networks are fully connected, the
weights have to be learnt all over again to achieve a nominal
accuracy. In a resource-constrained environment, reusability
with FALCON would enable us to realize large-scale classifi-
cation frameworks in hardware, addressing more challenging
problems in an energy-efficient manner. Node reusability thus
provides the FALCON methodology with the added advantage
of scalability.
4) Energy Optimization: There are different ways of con-
structing a FALCON tree for a given classification task.
However, we need to select the configuration that yields higher
energy savings without compromising the output accuracy
Algorithm 1 Methodology to construct FALCON tree
Input: Training dataset with the target labels (lt) for each class
(t), Baseline classifier (Norig)
Output: FALCON Tree (Nssc)
1: Obtain the relevant features associated with each
class/object (t) in the dataset with the feature selection
methodology described in Section III (A).
2: Group the objects and the corresponding training labels
(lt) with feature consensus under one label (li). The labels
(li) serve as training labels for the initial node.
initialize count= # of labels (li) obtained, outputi= # of
classes (t) grouped under li
3: Train the initial node (nodei) of the FALCON tree based
on the labels (li) to classify the objects based on their
features. # of output neurons in nodei= count.
The input vector at nodei is the original RGB pixel values
of the image.
4: initialize # of final nodes (nodef ) in the tree = count.
5: for j = 1 : count // for each node based on the feature
concensus
6: Train nodef (j) with target labels (lt) corresponding to
classes with feature consensus.
# of output neurons in nodef (j) = outputi(j). The input
vector at nodef (j) is the feature vector of the image.
7: end for
8: Append Norig as the last node to Nssc depending upon
the accuracy requirement. Please note that each node of
the FALCON tree is trained to achieve iso-accuracy with
that of the baseline.
Please note that each node of the FALCON tree is trained
to achieve iso-accuracy with that of the baseline.
significantly. Referring to the 6-object classification problem
described above, both configurations in Fig. 4 will yield
computational savings with respect to the baseline NN as
it invokes selective activation of various nodes in the tree.
However, the configuration in Fig. 4(a) (Config1) would yield
higher energy savings than that of Fig. 4(b) (Config2) for a
drastic accuracy degradation. This can be explained as follows:
It is evident that Node a’ in Config2 will be slightly larger than
Nodea in Config1 as there are more number of output classes
to identify in the former case. However, when we merge
instances that can be identified with two different features
into one (similar to R/Y in Config1), then, almost 2/3rd of
the dataset (all instances belonging to Class A,B,C,D) is being
classified into one category (i.e. R/Y) at Node a. This gives
rise to an imbalanced dataset for the first node (Node a). In
our experiments, we saw that due to this imbalance, the NN at
Node a was often biased towards the majority class (i.e R/Y in
this case) that resulted in a higher error rate for the minority
class (G in Node a). Specifically, instances from classes E, F
that should ideally be classified as Class G at Node a were
falsely classified as Class R/Y causing a decline in overall
accuracy. Also, from the efficiency perspective, these classes
that could have been identified with two nodes (Node a, e)
wrongly activate 3 nodes (Nodes a, b, c/d) leading to higher
computational costs. As mentioned earlier in Section II with
regard to decision tree based classification, the binary partition
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of classes at the node does not lead to good separability that
causes an accuracy decline.
In contrast, in Config2, although Node a’ is slightly more
computationally expensive than Node a/b in Config1, the
fact that we do not restrict the partition of classes into two
partitions leads to a good separability as the dataset is now
balanced for Node a’. Consequently, the instances of each
category are identified correctly at the initial node and the
corresponding path to the specific classifier at latter nodes is
activated. Thus, Config2 does not degrade the accuracy. Also,
the instances from classes E, F in Config2 require activation
of only two nodes (Node a’, e). The energy expended for
the misclassified instances at Config1 (false activation of
Nodes a, b, c/d) exceeds the slightly higher computational
cost imposed by Node a’ in Config2. Thus, Config2 serves
as a more energy-efficient option than Config1 that doesn’t
degrade the accuracy as compared to the baseline. Config1
will be energy-efficient with severe loss in accuracy that is
generally not permissible in real-time applications. Thus, for
a given classification problem, FALCON tree with initial node
for feature classification and final nodes for object-specific
classification (as in Config2) would yield maximum benefits
without conceding the classification accuracy.
C. FALCON:Design and Testing Methodology
The systematic methodology to construct the FALCON tree
is given in Algorithm 1. The process takes a pre-trained base-
line classifier (single NN, Norig), its corresponding training
dataset with the target labels (lt) as input, and produces a
FALCON tree (Nssc) as output.
Once the FALCON tree is constructed, we input the test
data to the tree to obtain accuracy and efficiency results. The
overall testing methodology is shown in Algorithm 2. Given
a test instance Itest, the process obtains the class label Ltest
for it using the FALCON tree (Nssc). The output from the
initial node is monitored by the divergence module to decide
if a path of the tree corresponding to a final node (nodef ) or
the baseline classifier Norig) is to be activated.
In summary, the design methodology implicitly obtains the
relevant features representative of the classes in the dataset
and utilizes the feature consensus across classes to construct
a multi-step classification tree. The divergence value δ can be
adjusted during runtime to achieve the best tradeoff between
accuracy and efficiency with FALCON. We believe that the
proposed approach is systematic and can be applied across all
classification applications.
IV. NEUROMORPHIC ENGINE: HARDWARE PLATFORM FOR
FALCON
In this section, we describe the proposed Neuromorphic
Engine (NeuE) that provides a hardware framework to execute
ANNs. NeuE is a specialized many-core architecture for en-
ergy efficient processing of FALCON classification technique.
NeuE delivers state-of-the art accuracy with energy efficiency
by using the following two approaches: (1) hardware support
for efficient data movement by spatial and temporal data reuse
(FIFO, T-Buffer) to minimize the number of SRAM accesses;
Algorithm 2 Methodology to test FALCON tree
Input:Test Instance Itest, FALCON Tree (Nssc) Output:
Class Label. Ltest
1: Obtain the feature vectors for Itest corresponding to the
labels (li) obtained for the initial node (nodei).
2: Obtain the output of nodei and compute the difference
between the maximum (omax) and minimum (omin) con-
fidence values across all output neurons of nodei.
3: if |omax - omin| < δ (user-defined divergence value)
then enable baseline classifier (Norig). Class Label Ltest=
Class label given by Norig.
// In case the divergence module (or the baseline node)
is not present in the FALCON, the FALCON produces
an error for the instance Itest. Class Label Ltest= NOT
FOUND and the classification process is TERMINATED
at the initial node without activating other nodes.
4: if |omax - omin| > δ then final node (nodef ) correspond-
ing to the path activated by output neuron omax is enabled.
Class Label Ltest= Class label given by final node
(nodef ).
(2) hardware support for data gating to prevent unwanted
memory reads and “Multiply and ACcumulate” (MAC) op-
erations thereby allowing input-aware data processing. Addi-
tionally, the control unit supports selective path activation to
enable FALCON.
Fig. 5 shows the block diagram of the NeuE architecture
with arrows depicting the logical dataflow between the con-
stituent units. The SRAM memory stores the input data (image
pixel values and weights) for the trained neural network.
Efficient data movement is achieved by buffering the input
data - image data (Im) and weight data (Wt) in FIFOs and
temporary output traces (T-trace) in the T-Buffer. Image data
and weight data are read from SRAM memory into the FIFOs
and streamed into the array of Neuron Units (NUs). Temporary
output traces computed in NUs are buffered into T-Buffer
instead of being written back into the SRAM and read from
the buffer when needed by the NUs for further processing.
The NUs compute the product between the image data and
weight data and keep accumulating it until all the inputs for a
particular neuron are processed. After this, the Activation Unit
(AU) processes the value in the NU and the output is returned
to the SRAM.
Let’s discuss the mapping of a generic neural network (fully
connected) into NeuE. The neuron computations are done layer
wise – read the inputs and weights from SRAM, compute
all the outputs corresponding to the first layer, store back
the outputs in SRAM and then proceed to the next layer.
Within a layer, neurons are temporally scheduled in the NUs
– the output computations for the first set of ‘N’ neurons
are done. Then, the next set of ‘N’ neurons from the same
layer are scheduled in the NU and the process continues
until all the neurons in the current layer have been evaluated.
Hence, we temporally map the different layers of the neural
network and different neurons within a layer to compute the
entire neural network for a given input data. Thus, NeuE is a
temporally scalable architecture capable of implementing all
fully connected artificial neural networks.
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The logical dataflow between different components of the
NeuE is also shown in Fig. 5. ‘N’ (16 in our case) input
data are read from the SRAM into the Input FIFO. Each
NU receives weights from its dedicated weight FIFO. Cor-
responding to the data in input FIFO, ‘N’ weights are read
from the SRAM into each NU with each NU corresponding
to a neuron. The input FIFO is flushed (new set of ‘N’ data
read from and put in Input FIFO) after all the computations
for the first layer neurons is done. Inputs are streamed from
the input FIFO into the NU array as all the neurons in a layer
share the same inputs. Once all the computations (that can be
done with the current data in input FIFO) for the first set of
‘N’ neurons scheduled into the NU array is complete, the T-
traces are stored into T-Buffer. The T-trace will be read back
into the NU when the input FIFO gets flushed to read the
new set of inputs. After, the T-trace has been written to the T-
buffer, the next set of ‘N’ neurons are scheduled into the NUs,
corresponding weights read from SRAM into their respective
weight FIFOs and the logical flow continues as described.
Input FIFO and T-Buffer facilitate efficient data movement.
Data in Input FIFO is shared by all neurons scheduled in
the NUs that allows spatial reuse of input data. Addition-
ally, temporary output traces are stored in the T-Buffer and
hence allowing temporal reuse of the data in input FIFO for
successive set of ‘N’ neurons in the same layer. The data in
T-Buffer is also temporally reused by NUs which otherwise
would be written back and fetched from the SRAM. The
FALCON algorithm decomposes a bigger neural network into
smaller ones thereby allowing effective T-Buffer utilization as
the number of intervening trace storages before a trace buffer
entry is reutilized for further accumulation are less, hence
preventing them from being evicted before getting reutilized.
Efficient data movement translates to ∼7 % energy saving on
an average across all datasets. For larger networks that cannot
store all the T-traces in the T-Buffer for a layer, the T-trace is
evicted and written to the SRAM memory.
The control unit holds control registers which store informa-
tion about the topology of the FALCON tree i.e. connections
and size of ANNs in it. It also has the Selective-path activation
unit (SAU). The SAU keeps track of network execution,
gathers the outputs and selectively activates the correct path
based on the output from the previous stage. Each NU is a
Multiply and ACcumulate (MAC) unit. The NUs are connected
in a serial fashion to allow data streaming from Input FIFO
to the rightmost NU. The AU implements a piecewise linear
approximation of the sigmoid function. Once, the NUs have
finished the weighted summation of all inputs, the AU streams
in the data from the NUs in a cyclical fashion and sends
the output back to the NUs as shown in Fig. 5. Data gating
is achieved by input aware weight fetching. The zero input
checker disables the corresponding weight fetches for all the
neurons in the layer being processed currently if the input pixel
value is zero. This translates to energy saving by skipping
weight reads from SRAM and corresponding multiply and
accumulate computation in NUs. On an average, data gating
translates to significant savings across the datasets further
decreasing the overall energy consuption.
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Fig. 5. Block Diagram of the scalable and programmable Neuromorphic
Engine (NeuE).
V. EXPERIMENTAL METHODOLOGY
In this section, we describe the experimental setup used to
evaluate the performance of FALCON approach. We note that
our methodology is generic and can be applied to any give
n-object classification task. It is apparent that images in all
real-world datasets do share common features across classes
which can be utilized to implement our design strategy. As
an example, we have implemented a standard ANN based 12-
class image recognition platform for the Caltech101 dataset
[36] and 10-class platform for CIFAR10 dataset [37]. We
have used these datasets as for our proposed methodology,
the images need to be characterized with appropriate features.
Caltech101/CIFAR10 have good resolution colored images
that can be characterized with color/texture. For Caltech, each
image is roughly around 300x200 pixels that are scaled to
75x50 pixels for hardware implementation. For CIFAR10, we
used the original resolution of 32x32 pixels for evaluation.
For the 12-class Caltech recognition, first we built a 4-
object/8-object classifier (Fig. 6 (a, b, c)) using the design
methodology discussed in Section III(C). Then, the nodes of
the smaller classifiers were reused to construct a 12-object
classifier as shown in Fig. 6 (d). Each node/classifier in the
FALCON tree is trained using Stochastic Gradient Descent
with backpropagation [38].
For ease of representation, the divergence module with
the baseline classifier for each FALCON configuration is not
shown. We can see that the initial node for each configuration
is trained for different feature classes (color: Fig. 6 (a, b) and
texture: Fig. 6 (c)) as deemed optimum by the feature selection
methodology. R,Y,W,B are the broad color features that were
obtained for classes (A - H) while G1, G3 are the texture
features for classes (I-L). Please note that the nodes that were
reused to build the larger classifiers (Config RYWB, Config 12-
class) did not have to be retrained at all. The FALCON shown
in Fig. 6 (d) reuses the nodes in Fig. 6 (b, c) and has two initial
nodes (X1, X2). During the test phase for FALCON in Fig.
6 (d) , the input image is fed to both X1, X2 and the output
neuron with the maximum confidence across X1 , X2 is used
to select the corresponding path to the final node. In case of
the 10-class image recognition for CIFAR10, we applied the
same procedure as Caltech where we built 6-object/4-object
FALCON classifier configurations and reused their nodes to
build the 10-object FALCON model as shown in Fig. 6 (e).
For convenience in representation, we have not shown the
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Fig. 6. FALCON tree configurations for n-object classification for (a-d)
Caltech101 and (e) CIFAR10.
Fig. 7. Neuromorphic Engine (NeuE) parameters and metrics
modular representation of the smaller FALCON configurations
for CIFAR10.
For hardware implementation, we implemented the NeuE
at the Register-Transfer-Level (RTL) and mapped to the IBM
45nm technology using Synopsys Design Compiler. We used
Synopsys Power Compiler to estimate energy consumption of
the implementation. The key micro-architectural parameters
and implementation metrics for the core of the NeuE are
shown in Fig. 7. Each of the configurations in Fig. 6 for
Caltech101 and CIFAR10 were ported manually to the NeuE
platform and the baseline (corresponding single NN classifier
for each FALCON Config in Fig. 6) was well optimized for
energy. The NeuE operates at 1GHz core clock resulting in
an average total power consumption of 72.68 mW across the
12-class Caltech/10-class CIFAR recognition implementations.
The execution core and the memory consume 78.92% and
21.07% of the total power, respectively. To minimize leakage
power and better optimize the energy of baseline classifiers for
fare comparison with FALCON, we used a supply voltage of
0.8V for memory and that of 1V for execution core operation
in the NeuE. For runtime analysis, we implemented each of
the configurations of Fig. 6 in Matlab and measured runtime
for the applications using performance counters on Intel Core
i7 3.60 GHz processor with 16 GB RAM. Please note that the
software baseline implementation was aggressively optimized
for performance.
VI. RESULTS
In this section, we present the experimental results that
demonstrate the benefits of our approach. We use Caltech101
as our primary benchmark to evaluate the benefits with selec-
tive classification.
A. Energy Improvement
Fig. 8 (a) shows the improvement in efficiency with re-
spect to the traditional single NN classifier (which forms
the baseline) for each configuration of Fig. 6 (a-d) with and
without the divergence module for Caltech101. We quantify
efficiency in terms of two metrics: (i) the average number
of operations (or MAC computations) per input (OPS), (ii)
energy of hardware implementation on NeuE. The OPS and
energy of each FALCON Config is normalized to a NeuE
implementation of the corresponding baseline classifier. Note
that this is already a highly optimized baseline since the NeuE
architecture is customized to the characteristics of ANNs.
We observe that while our proposed FALCON approach
yields 1.51x-5.97x (average: 3.74x) improvement in average
OPS/input compared to the baseline in the case without di-
vergence, the benefits are slightly lower 1.24x-4.59x (average:
2.92x) with divergence. This is obvious because the baseline
classifier is not present as a final node in the FALCON tree
in the case without divergence. It is clearly seen in Fig. 8 (a)
that the benefits observed increases by almost 1.5x each time
we scale up from a 4-object classification (Config RY, Gabor)
to an 8- object (Config RYWB) /12-object (Config 12-class)
problem. This can be attributed to the fact that the complexity
of the baseline classifier increases substantially in order to
get a reasonable classification accuracy for a given n-object
classification problem. In contrast, FALCON invokes multi-
step classification based on feature information in the input
data. Thus, the decomposition of the classification problem
into simpler tasks allows us to use a cluster of less complex
nodes (with lower dimensional feature vector as input to final
nodes) that combined with selective activation yields larger
benefits. Additionally, the reuse of nodes contributes further
to the increased benefits while scaling up from small to larger
classification problems. Please note that the benefits shown
include the additional cost of HSV and Gabor filtering for
the FALCON implementation. In case of hardware execution
on NeuE, the energy improvements obtained are 3.66x/5.91x
for the 12-object classification with/without divergence re-
spectively as illustrated in Fig. 8 (a). Similarly, Fig. 8 (b)
shows the normalized benefits (OPS and energy) observed
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Fig. 8. Normalized benefits (OPS/energy) for each FALCON configuration (in
Fig. 6) with or without divergence with respect to baseline (a) for Caltech101
dataset (b) for CIFAR10 dataset. (c) Fraction of energy savings due to various
architectural techniques observed for different datasets in NeuE
for the FALCON implementation of CIFAR10 with the three
configurations from Fig. 6 (e). On an average, FALCON
achieves 3.05x/4.55x improvement in energy and 3.82x/4.26x
improvement in OPS with Config 10-class (Fig. 6 (e)) for 10-
object classification.
We also show the fraction of total energy savings observed
in the hardware platform NeuE due to other standard architec-
tural design techniques besides selective activation for each of
the datasets (Caltech101, CIFAR10) in Fig. 8(c). It is clearly
seen that while data gating and data movement techniques
provide ∼20% of the total savings in each case, the majority of
savings is observed due to FALCON methodology that invokes
selective activation. A noteworthy obsevation here is that data
gating/movement provides more benefits for Caltech101 than
CIFAR10. This can be attributed to the fact that input size
dimensions for Caltech101 (75x50) is greater than CIFAR10
(32x32) that results in more near-zero pixels for the former
and thus more data gating. Also, in Caltech101 (Fig. 6 (d))
Fig. 9. Normalized Accuracy for each FALCON configuration for Caltech101
dataset
the number of decomposed classifiers obtained from FALCON
is greater than that of CIFAR10 (Fig. 6(e)). The T-Buffer
reutilization is more in the former case resulting in larger %
of savings due to efficient data movement than the latter.
Fig. 9 shows the normalized accuracy of each configuration
in Fig. 6 (a-d) for Caltech101 with/without the divergence
module with respect to the corresponding baseline classifier.
The accuracies of the FALCON Configs are normalized with
respect to the corresponding baseline. For example, the accu-
racy of the baseline for the 12-class problem is 94.2% that is
set to 1 and the corresponding FALCON (Config 12-class) is
normalized against it. It is evident that while the configuration
with divergence module yields iso-accuracy as that of the
baseline, the absence of the module results in a decline in
accuracy by 1.7%-3.9%. For CIFAR10, the FALCON Config
10-class yields a 2.8% accuracy decline without the divergence
module with respect to the baseline (with absolute accuracy
of 78.8%) for the 10-class recognition problem. As discussed
in Section III (B.2), this degradation is due to the errors given
out at the initial node for those test instances that have more
than one feature as representative information. However, for
hardware implementations where energy-efficiency is crucial,
2-4% decline in accuracy may be permissible. Note that the
test speed efficiency that is dependent upon the number of
evaluated classifiers and the complexity of each classifier is
similar to the savings as observed from OPS/input calculation.
B. Improvement in training time
One of the big challenges in machine learning is the time
needed to train neural networks to obtain a reasonable accu-
racy for large classification tasks. In fact, the software based
implementation of large scale problems require accelerators
like GPUs that use CUDA for faster and high performance
neural network training [25]. Since feature based classification
enables the nodes in the FALCON tree to be trained for
simpler tasks, we can conjecture that there should be reduction
in training time with FALCON. For example, referring to
Fig. 6 (b), ConfigRYWB is originally an 8-object classifier
decomposed into a 4-object (initial node X1) and cluster
of small 2-object classifiers (node R, Y,W,B). Hence, these
nodes will converge to the global error minima much faster
than the baseline classifier. However, it is understood from the
design methodology that prior to constructing the FALCON
tree, the feature selection methodology has to be invoked
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Fig. 10. Improvement in training time in SSC with/without node reusability
to obtain the appropriate feature vectors. This would add
extra overhead on the training time. Fig. 10 illustrates the
normalized training time observed for each configuration of
Fig. 6 (without the divergence module) with respect to the
baseline.
The additional overhead of feature selection is more pro-
nounced for smaller tasks (ConfigRY/Gabor) due to which
the time for training the FALCON in these cases is slightly
more (1.17x/1.13x) than that of the baseline. However, as we
scale to larger problems, we observe that there is a significant
improvement (1.14x for Config RYWB/ 1.96x for Config
12-class) in training time with FALCON even when node
reusability is not taken into account. This is because the
baseline classifier becomes increasingly complex and difficult
to train for complex tasks. In contrast, FALCON in spite of
the overhead trains easily because of problem decomposition.
Now, if we take into account node reusability, then, scaling up
the problem from ConfigRY (4-object) to ConfigRYWB
(8-object) doesn’t require training of the nodes R and Y .
Thus, reuse of nodes will cause the training time to fur-
ther reduce that is evident in Fig. 10. Since the 12-object
FALCON (Config12 − class) is built reusing the nodes
from ConfigRYWB and ConfigGabor, it should ideally
require no extra training time that is seen from Fig. 10. It is
very evident that with FALCON, the classifier architecture is
optimized such that it can be easily mapped to GPU/ CUDA
framework, in software simulations, giving ultra-high perfor-
mance on enormous datasets. This shows the effectiveness of
FALCON.
C. Efficiency-Accuracy tradeoff using divergence δ
The divergence module discussed in Section III (B.2)
enables the baseline node in the FALCON tree depending
upon the divergence value, δ, set by the user. Fig. 11 shows
the variation in normalized energy (with respect to baseline)
and the accuracy for the FALCON (Config RY in Fig. 6(a))
with different δ. Setting δ to a low value implies that the
baseline node will be activated few times and more inputs
will be passed to the final nodes (Node R, Y: Fig. 6 (a)) for
classification. Thus, initially we observe more reduction in
energy as compared to the baseline.
However, in such cases, the difference between the confi-
dences at the output neurons of the initial node (Node Y1) is
Fig. 11. Efficiency vs. accuracy using divergence δ
also low. There is a high probability that the initial node does
not activate the final nodes accurately i.e. it wrongly activates
the path to final node R when the test instance originally should
be classified by node Y. Thus, we see that the accuracy of
the FALCON is lower than that of the baseline. Increasing
δ improves accuracy at the cost of increase in energy as the
baseline is enabled more now. However, beyond a particular
δ, the FALCON achieves iso-accuracy with that baseline. This
value of δ corresponds to the maximum efficiency that can be
achieved for the given FALCON configuration. In Fig. 11, we
observe that iso-accuracy is attained for δ = 0.7. The energy
would still continue to increase beyond this point. So, we can
regulate δ during runtime to trade accuracy for efficiency.
D. Adding new nodes to FALCON tree
Till now, we have discussed reusing nodes from smaller
classification tasks to scale up to larger problems when the
new classes have different feature information (like Config
RY to Config RYWB in Fig. 6 required incorporating classes
with features white, black). Consider a case where we need to
extend the Config RY in Fig. 6 (a) to incorporate new classes
that have red as a representative feature. In this case, we need
to retrain Node Y1 (Fig. 6 (a)) with the additional classes and
also modify the final node corresponding to the path activated
by R. Hence, we have two options as shown in Fig. 12 (b):
i) Retrain the final node R with new classes (Config Retrain)
and ii) Add a new node (Node R’) to the path (Config New).
However, the option that gives the maximum benefits depends
on the number of new classes to be added.
Fig. 12 (a) shows the normalized OPS (that also quantifies
efficiency) for both options as the number of new classes (to be
added) is increased. It is evident that both Config New and Re-
train will have higher #OPS than the initial Config RY (which
forms the Baseline here) due to the presence of new classes. In
option (i), addition of a new node implies that both nodes (R,
R’) have to be activated to obtain the final classification result.
In contrast, with option (ii), only the retrained node R needs
to be enabled. Thus, as long as the complexity of retrained
node R in Config Retrain is less than the combined complexity
of Node R and R’ in Config New, option (i) yields more
computational benefits. Thus, initially we observe higher #
OPS with Config New. However, as we increase the number of
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Fig. 12. (a) Normalized # OPS for Config Retrain and New with increase in
number of new classes (b) Structure of Config Retrain and Config New
new classes, the complexity of retrained Node R also increases
in order to maintain competitive classification accuracy. At
some point, this complexity would overcome the cost penalty
that activating two nodes (R, R’) imposes. Beyond this point,
option (ii) yields more benefits. In Fig. 12 (b), for # of new
classes > 2, adding new nodes is preferred. This behavior is
taken into account while constructing the FALCON tree to get
maximum savings. A similar analysis was done to construct
Config RYWB (Fig. 6 (b)) with a single initial node (X1) as
opposed to multiple initial nodes. Config 12-class (Fig. 6 (d))
also has two initial nodes X1, X2 due to the given analysis.
VII. COMPARISON OF FALCON WITH DEEP LEARNING
NETWORKS
Deep Learning Networks (DLNs) are the current state-of-
the-art classifier models that have demonstrated remarkable
performance on computer vision and related applications.
While these large-scale networks are very powerful, they
consume considerable storage and computational resources.
The proposed FALCON methodology uses the characteristic
features of images to train simple classifier models with lower
complexity for efficient classification. As a way of determining
the effiectiveness of our proposed methodology with state-of-
the-art methods, we compare FALCON with deep learning
models and gauge the energy vs. accuracy tradeoff obtained
from both the models. We chose two deep learning models
of different depths (or layers), namely, ConvNet with 5 layers
[39] and Wide ResNet [40] with 40 layers (and a widening
factor of 2) for efficiency comparison with FALCON method-
ology on the CIFAR-10 dataset. Please note that feedforward
ANNs are used as the baseline as well as the classifier nodes
of the FALCON tree. As a result, the accuracy that can be
Fig. 13. Normalized benefits for Config 10-class FALCON classifier with
or without divergence module with respect to Deep Learning Networks
with varying depths and accuracy: ConvNet (78.8% accuracy), Wide ResNet
(93.3%accuracy)
obtained with such networks is generally low as compared
to that of several layered DLNs. Hence, for fair comparison
of accuracy and energy benefits, we compare our proposed
FALCON configuration with the above deep learning net-
works, ConvNet that yields iso-accuracy (∼78.8%) as that of
FALCON and Wide ResNet that yields an improved accuracy
of ∼93.3%. It is evident that the ConvNet architecture owing
to the shallow depth achieves lower accuracy than that of Wide
ResNet.
Fig. 13 shows the normalized benefits observed with FAL-
CON Config 10-class for CIFAR-10 (refer Fig. 6 (e)), with and
without the divergence module, as compared to the ConvNet
and WideResNet DLN models that forms the baseline. It is
worth mentioning that we use the total number of parameters
or weights to quantify the computational complexity (or ef-
ficiency) in this case. In fact, many recent works [40], [41]
have used this metric to quantify the computational benefits.
Thus, the total number of parameters (that directly translates
to energy consumption of a model) serves as an objective
metric for efficiency comparison of FALCON with DLNs. It
is clearly seen from Fig. 13 that FALCON yields improved
benefits as compared to both the DLNs. While the benefits
observed are ∼1.71x/1.82x (with/without divergence) with
respect to ConvNet, the improvement increases significantly
to ∼8.7x/9.3x as compared to Wide ResNet model. Thus,
we can infer that FALCON owing to selective activation
yields significant computational savings as compared to DLNs
and is very efficient to deploy on hardware. For the shallow
ConvNet that yields lower accuracy, FALCON tends to be the
energy-efficient choice while achieving similar output quality.
However, the accuracy obtained with FALCON is ∼14%
lower than that of Wide ResNet. Hence, DLNs that consist of
multiple layers, though being highly computationally intensive
than FALCON, will outperform in terms of accuracy.
Please note, the shallow ConvNet model was implemented
in the widely used Torch platform [42] to train and test CIFAR-
10 (with similar architecture and number of parameters as
in [39]). The accuracy and parameters for the Wide ResNet
model are directly taken from [40].
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VIII. CONCLUSION
In this paper, we propose FALCON: Feature Driven Selec-
tive Classification, based on the biological visual recognition
process, for energy-efficient realization of neural networks for
multi-object classification. We utilize the feature similarity
(or concensus) across multiple classes of images in a real-
world dataset to break down the classification problem into
simpler tasks organized in a tree-fashion. We developed a
systematic methodology to select the appropriate features
(color and texture for images) and construct the FALCON
tree for a given n-object classification task. The structure of
FALCON provides us with a significant advantage of reusing
tree nodes from smaller classification tasks to implement large-
scale problems thereby contributing to the reduction in training
time as we scale to larger tasks. FALCON invokes selective
activation of only those nodes and branches relevant to a
particular input, while keeping remaining nodes idle, resulting
in an energy-efficient classification process.
It is noteworthy to mention that the current FALCON
methdology employs a feature selction process that clusters
classes at the root node based on a single feature similar to
a group of classes. Thus, we add the divergence module (or
baseline classifier as an extra node) to maintain the accuracy
of the FALCON tree for those classes that have more than
one feature in common. For such cases (with divergence
module), we observe lesser energy benefits. A feature selection
algorithm that searches for more distinctive features similar
across classes will prevent the use of the divergence module,
yielding higher energy savings while maintaining iso-accuracy
with that of baseline. Furthermore, while the computational
benefits from the proposed tree-based FALCON technique is
evident, in order to match the high output quality observed
with state-of-the-art deep learning models, we might have
to employ better feature selection techniques that will be
able to give optimal features for the initial nodes of the
hierarchy. Recent works have proposed partitioning techniques
that provide competetive classification even for large-scale
problems [14], [43], [44]. Hence, further research can be done
to improvise the feature selection process.
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