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Abstract
A higher-dimensional universe with compactified extra dimensions admits a four-
dimensional description consisting of an infinite Kaluza-Klein tower of fields. We revisit
the problem of describing the free part of the complete Kaluza-Klein tower of gauge
fields, p-forms, gravity, and flux compactifications. In contrast to previous studies,
we work with a generic internal manifold of any dimension, completely at the level of
the action, in a gauge invariant formulation, and without resorting to the equations
of motion or analysis of propagators. We demonstrate that the physical fields and
Stu¨ckelberg fields are naturally described by ingredients of the Hodge decomposition
and its analog for symmetric tensors. The spectrum of states and stability conditions,
in terms of the eigenvalues of various Laplacians on the internal manifold, is easily read
from the action.
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1 Introduction
The universe may conceal curled-up extra dimensions, a topic of fascination since the early
work of Kaluza and Klein [1, 2]. Beyond the abstract curiosity of a higher-dimensional
universe, there are real implications for our four-dimensional experience if the hidden di-
mensions are correspondingly real. Extra dimensions, if they exist, might be too small
to explore directly, but their existence may be inferred from patterns imprinted on four-
dimensional physics. Integration of the fields’ actions over the internal manifold reduces the
higher-dimensional laws of physics to effective four-dimensional laws of physics. In addition
to the four-dimensional counterparts of the fields, infinite towers of particles of increasing
mass appear. The masses are given by the eigenvalues of appropriate Laplacians acting on
the internal space.
There have been many studies of the Kaluza-Klein spectrum associated with various
compactifications, see for instance some of the classic papers [3], and some of the famous
early studies of supergravity compactifications [4, 5]. Here we revisit the derivation of the
Kaluza-Klein tower in terms of the eigenvalues of appropriate internal Laplacians. We are
motivated to do so by the desire for a complete reference that can later be applied to many
possible physical applications, and because we know of no prior treatment that a) applies
for any internal manifold (not just spheres or tori or symmetric spaces) of any dimension,
b) proceeds entirely at the level of the action, without resort to component-by-component
analyses of the equations of motion or propagators, c) is completely gauge invariant and does
not require imposition of gauge conditions for infinite towers of gauge fields and gravity, and
d) takes account of all subtleties, such as those associated with zero modes, Killing vectors
and conformal Killing vectors of the internal space.
The goal of this paper is to describe such a treatment. We cover all the bosonic cases
of most interest: scalars, p-forms, gravity and flux-compactifications. We include even the
simplest cases, in an attempt to provide a complete, cohesive, self-contained reference. Most
important, some physical details are more transparent in the general methodology advo-
cated here. In particular, maintenance of the gauge symmetry is enlightening. With gauge
symmetry intact, the higher harmonics of the various Laplacians naturally form Stu¨ckelberg
fields [6] for the towers of gauge symmetries.1
1See [7, 8] for earlier studies of the original 4 + 1 dimensional Kaluza-Klein theory along these lines, and
1
Crucial is the combined Hodge and eigenspace decomposition of fields on the inter-
nal manifold, which we discuss in detail in the Appendices. The decompositions provide
the natural basis to cleave physical fields from Stu¨ckelberg fields. Derivation of the four-
dimensional Kaluza-Klein action is then a straightforward integration of the decomposed
fields over the extra dimensions. The integration is instant since the decomposition is nat-
urally orthonormal. The resulting action is straightforwardly written as a tower of gauge
invariant combinations of fields and their Stu¨ckelbergs. The mass spectrum is readily read
from the action.
We treat here the case of free fields: the scalar in Section 2, the Maxwell field in
Section 3, the abelian p-form in Section 4, the free graviton in Section 5, and in Section 6
the case of flux compactifications, where there is both a p-form and a graviton with non-
trivial mixing. We do not put any constraints on the product manifolds, other than those
needed for consistent propagation of the graviton.
In each case, once the spectrum of lower-dimensional fields is attained we address the
important question of stability. For a compactification to be stable, the lower-dimensional
spectrum must not contain ghosts (particles with a wrong-sign kinetic term), or tachyons
(particles with a negative mass squared). In many cases, stability can be argued with purely
geometrical theorems, such as the Lichnerowicz bound, which apply to the spectrum of the
Laplacian or related operators. In other cases there may exist certain eigenvalues that re-
sult in instabilities, narrowing down the parameter space of stable compactifications. In
particular, we address the question of whether the Kaluza-Klein graviton masses on com-
pactifications to de Sitter space can ever saturate or violate the Higuchi bound, and we find
that they cannot.
Conventions: We use mostly plus signature. We are considering fields on a direct
product of smooth manifolds M×N , where M is a d-dimensional spacetime and N is a
compact N -dimensional internal Riemannian manifold. The total spacetime has dimension
D = d+N . The coordinates on the full product space are XA, with A,B, · · · running over
D values, and the metric is GAB(X). The coordinates on M are xµ, with µ, ν, · · · running
over d values, and the metric is gµν(x). The coordinates on N are ym with m,n, · · · running
over N values, and the metric is γmn(y). VN =
∫
dNy
√
γ is the volume of N . The Riemann
e.g. [9] for more complicated theories.
2
curvature is defined so that for a vector V µ, we have [∇µ,∇ν ]V ρ = RρσµνV σ. The Ricci
curvature is Rµν = R
ρ
µρν and the Ricci scalar is R = R
µ
µ. By an Einstein space, we mean
any space with a metric satisfying Rµν = kgµν with k constant. Symmetrization, (· · · ), and
anti-symmetrization, [· · · ], of p indices are defined as the sum over (signed) permutations
with a pre-factor of 1/p!.
2 Scalar
As a warm-up, and for completeness, we start with the simplest example of a higher dimen-
sional theory: the free scalar. The higher dimensional action for a free massless scalar φ(X)
on M×N is
S = −1
2
∫
dDX
√−G∂Aφ ∂Aφ . (2.1)
We must expand the scalar in appropriate eigenfunctions of the internal manifold N .
The appropriate expansion is the Hodge eigenvalue decomposition, reviewed in Appendix A.
In the case of scalars, it reads
φ(x, y) =
∑
a
φa(x)ψa(y) +
1√VN
φ0(x) , (2.2)
where ψa(y) are a basis orthonormal eigenvectors of the scalar Laplacian onN ,
∫
dNy
√
γ ψ∗aψb =
δab , and (y)ψa = −λaψa, with positive eigenvalues λa > 0, labeled by a including multi-
plicities. The constant piece (where VN =
∫
dNy
√
γ is the volume of N , ensuring proper
normalization) takes account of the zero eigenvalue of the Laplacian.
Although the basis ψa can always be chosen to be real, we allow it to be complex,
since this is often more convenient, e.g. the spherical harmonics on the sphere. The original
field φ is real, so we have the restriction φa∗ = φa¯ on the lower dimensional fields arising as
coefficients in the expansion Eq. (2.2). The bar on the index indicates some involution on the
set of indices, e.g. (l¯, m¯) = (l,−m) for the standard spherical harmonics on the two-sphere,
see Appendix A.2 for more explanation.
Plugging Eq. (2.2) into Eq. (2.1) and integrating over N , using the orthonormality of
the positive eigenfunctions, and the fact that the constant (harmonic) mode is orthogonal
3
to the ψa, we arrive at the d-dimensional action
S =
∫
ddx
√−g
[
−1
2
(
∂φ0
)2 −∑
a
1
2
(|∂φa|2 + λa |φa|2)] . (2.3)
The spectrum is
• One massless scalar,
• One massive scalar for each eigenvector ψa of the scalar Laplacian with positive eigen-
value λa, with mass m
2 = λa.
The spectrum is stable. There are never tachyonic scalars with m2 < 0 or ghosts with
wrong-sign kinetic terms.
The simplest case is N = 1, for which the internal manifold N1 is the circle. Here the
eigenfunctions can be chosen to be ψa =
1√
2piRe
iay/R, where R is the radius of the circle and
a ranges over all the integers, with a = 0 the zero mode, and a¯ = −a. This reproduces the
Fourier decomposition of the field over the circle. The eigenvalues in this case are λa = a
2/R2,
and the spectrum consists of the massless scalar zero mode and a tower of massive doublets
with m2 = a2/R2.
3 Vector
We now proceed to the simplest example of a theory with higher-dimensional gauge invari-
ance: the abelian vector. The higher-dimensional action for an abelian vector field AA(X)
on M×N is the Maxwell action,
S = −1
4
∫
dDX
√−GFABFAB , (3.1)
where FAB ≡ ∇AAB −∇BAA is the usual field strength. The theory is invariant under the
gauge transformations
δAA = ∂AΛ , (3.2)
where Λ(X) is an arbitrary spacetime function. This higher-dimensional gauge symmetry
will appear from the d-dimensional point of view as an infinite tower of gauge symmetries
acting on the Kaluza-Klein tower.
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We will use the Hodge decomposition theorem (see Appendix A) to decompose the
field into parts which will have a clear physical interpretation from the lower dimensional
point of view. We write the vector field as follows,
AA(x, y) =

∑
a
aaµ(x)ψa(y) +
1√VN
cµ,0(x) ,
∑
a
aa(x)∂nψa(y) +
∑
i
bi(x)Yi,n(y) +
∑
α
cα(x)Yα,n(y) .
(3.3)
Here ψa are the eigenmodes of the scalar Laplacian on N with positive eigenvalues λa, the
Yi,n are co-exact (satisfying ∇nYi,n = 0) eigenvectors of the vector Laplacian on N with
positive eigenvalues λi, and the Yα,n are harmonic eigenvectors of the vector Laplacian on
N , i.e. those with eigenvalue zero under the vector Laplacian. These all obey the conditions
and orthogonality properties described in Appendix A. The field AA is real, so we have the
restrictions aa∗µ = a
a¯
µ, a
a∗ = aa¯, bi∗ = bi¯, cα∗ = cα¯.
Plugging into Eq. (3.1) and integrating over y using orthogonality of the various
eigenspaces, we find
S =
∫
ddx
√−g
[
−1
4
f 2µν,0 +
∑
a
(
−1
4
∣∣faµν∣∣2 − λa2 ∣∣aaµ − ∂µaa∣∣2
)
−1
2
∑
α
|∂µcα|2 − 1
2
∑
i
(∣∣∂µbi∣∣2 + λi ∣∣bi∣∣2)] , (3.4)
where fµν,0 ≡ ∇µcν,0 −∇νcµ,0 and faµν ≡ ∇µaaν −∇νaaµ.
The gauge parameter can also be expanded over the scalar eigenfunctions,
Λ(x, y) =
∑
a
Λa(x)ψa(y) + Λ0(x) . (3.5)
Decomposing Eq. (3.2) and equating coefficients, the original gauge symmetry reduces to an
infinite tower of gauge symmetries,
δaaµ = ∂µΛ
a , δbi = 0 ,
δcµ,0 = ∂µΛ0 , δc
α = 0 ,
δaa = Λa . (3.6)
The action Eq. (3.4) is gauge invariant, as it must be because it is a rewriting of the original
gauge invariant higher dimensional action and no gauge has been fixed. We can express it
5
in terms of the gauge invariant combination
a˜aµ = a
a
µ − ∂µaa (3.7)
as follows:
S =
∫
ddx
√−g
[
−1
4
f 2µν,0 +
∑
a
(
−1
4
∣∣∣f˜aµν∣∣∣2 − λa2 ∣∣a˜aµ∣∣2
)
−1
2
∑
α
|∂µcα|2 − 1
2
∑
i
(∣∣∂µbi∣∣2 + λi ∣∣bi∣∣2)] .
The gauge symmetry Λa is a Stu¨ckelberg symmetry2 [6]. We can fix it by setting the
unitary gauge aa = 0, which amounts to setting a˜aµ = a
a
µ, from which we recover the standard
action for a massive vectors. The scalars corresponding to the tower of exact one-forms on the
internal manifold N have become the Stu¨ckelberg fields carrying the longitudinal component
of the tower of massive vectors associated with the scalar harmonics onN , and the harmonics
of the higher dimensional gauge symmetry have become the Stu¨ckelberg symmetries.
The spectrum is now manifest, we have
• One massless vector,
• One massive vector for each eigenvector of the scalar Laplacian with positive eigenvalue,
with mass m2 = λa,
• One massless scalar for each harmonic one-form,
• One massive scalar for each co-exact eigenvector of the vector Laplacian, with mass
m2 = λi.
The spectrum is stable. There are never tachyonic particles with m2 < 0 or ghosts with
wrong-sign kinetic terms.
In the simplest case N = 1, where the internal manifold N1 is the circle, there are
no co-exact one-forms so the i index is empty and there are no massive scalars. There is
only one massless scalar, corresponding to the single harmonic one-form which is a constant
vector over the circle, a massless vector corresponding to the harmonic scalar, and a tower
of massive vector doublets, with masses m2 = a2/R2, a = 1, 2, 3, · · · , where R is the radius
of the circle.
2See Section 4 of [10] for a review of the Stu¨ckelberg formalism applied to massive vectors.
6
4 p-form
The vector field generalizes to a p-form. The higher dimensional action for a p-form gauge
field AA1···Ap(X) on M×N is
S = − 1
2(p+ 1)!
∫
dDX
√−GFA1···Ap+1FA1···Ap+1 , (4.1)
where FA1···Ap+1 = (p+ 1)∇[A1AA2···Ap+1] is the field strength. The theory is invariant under
the gauge transformations
δAA1···Ap = p∇[A1ΛA2···Ap] , (4.2)
where ΛA1···Ap−1(X) is an arbitrary (p− 1)-form.
We use the Hodge decomposition theorem reviewed in Appendix A to write the com-
ponents of the form field in terms of exact, co-exact and harmonic forms,
AA1···Ap(x, y) =

∑
i0
ai0µ1···µpYi0 + c
α0
µ1···µp ,∑
i1
ai1µ1···µp−1Yi1,n +
∑
i0
bi0µ1···µp−1 (dYi0)n +
∑
α1
cα1µ1···µp−1Yα1,n ,∑
i2
ai2µ1···µp−2Yi2,n1n2 +
∑
i1
bi1µ1···µp−2 (dYi1)n1n2 +
∑
α2
cα2µ1···µp−2Yα2,n1n2 ,
...∑
iq
aiqµ1···µp−qYiq ,n1···nq +
∑
iq−1
biq−1µ1···µp−q
(
dYiq−1
)
n1···nq +
∑
αq
cαqµ1···µp−qYαq ,n1···nq ,
...∑
ip
aipYip,n1···np +
∑
ip−1
bip−1
(
dYip−1
)
n1···np +
∑
αp
cαpYαp,n1···np .
(4.3)
Here, iq indexes a basis of co-exact (transverse) q-forms Yiq ,n1···nq which are eigenvalues of the
Hodge Laplacian Eq. (A.5) with eigenvalue λiq . The αq index a basis of harmonic q-forms
Yαq ,n1···nq . (Note that i0 corresponds to the index a, and α0 corresponds to the single value
0. The Yi0 = ψa are just the positive scalar eigenvalues of the Laplacian.) These satisfy the
conditions and orthogonality properties described in Appendix A. The field AA1···Ap is real,
so we have the reality conditions a
iq∗
µ = a
i¯q
µ , biq∗ = bi¯q , cαq∗ = cα¯q .
7
Plugging Eq. (4.3) into Eq. (4.1) and integrating over y using orthogonality of the
various eigenspaces, we find the Lagrangian3
L√−g = −
1
2(p+ 1)!
(∑
i0
∣∣∣f i0µ1···µp+1∣∣∣2 + fα0µ1···µp+12
)
− 1
2 p!
(∑
i0
λi0
∣∣∣ai0µ1···µp + (−1)p (dbi0)µ1···µp ∣∣∣2 +∑
i1
∣∣∣f i1µ1···µp ∣∣∣2 +∑
α1
∣∣∣fα1µ1···µp ∣∣∣2
)
...
− 1
2 (p+ 1− q)!
∑
iq−1
λiq−1
∣∣∣aiq−1µ1···µp+1−q + (−1)p+1−q (dbiq−1)µ1···µp+1−q ∣∣∣2 +∑
iq
∣∣∣f iqµ1···µp+1−q ∣∣∣2 +∑
αq
∣∣fαqµ1···µp+1−q ∣∣2

...
− 1
2
∑
ip−1
λip−1
∣∣∣aip−1µ1 − (dbip−1)µ1∣∣∣2 +∑
ip
∣∣f ipµ1∣∣2 +∑
αp
∣∣fαpµ1 ∣∣2

−1
2
∑
ip
λip
∣∣aip ∣∣2 , (4.5)
where f ≡ da is the field strength of the form with the corresponding index.
The gauge parameter can also be expanded over the eigenforms,
ΛA1···Ap−1(x, y) =

∑
i0
Λi0µ1···µp−1Yi0 + ζ
α0
µ1···µp−1 ,
∑
i1
Λi1µ1···µp−2Yi1,n +
∑
i0
ωi0µ1···µp−2 (dYi0)n +
∑
α1
ζα1µ1···µp−2Yα1,n ,
...∑
iq
Λiqµ1···µp−1−qYiq ,n1···nq +
∑
iq−1
ωiq−1µ1···µp−1−q
(
dYiq−1
)
n1···nq +
∑
αq
ζαqµ1···µp−1−qYαq ,n1···nq ,
...∑
ip−1
Λip−1Yip−1,n1···np−1 +
∑
ip−2
ωip−2
(
dYip−2
)
n1···np−1 +
∑
αp−1
ζαp−1Yαp−1,n1···np−1 .
(4.6)
Expanding the gauge transformation law Eq. (4.2) and equating coefficients, the com-
3It is easiest to start by writing
F 2A1···Ap+1 = F
2
µ1···µp+1 + · · ·+
(
p+ 1
q
)
F 2µ1···µp+1−qn1···nq + · · ·+ F 2n1···np+1 . (4.4)
Each term of Eq. (4.4) then becomes a line in (4.5).
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ponent fields get the transformation laws
δai0µ1···µp =
(
dΛi0
)
µ1···µp ,
...
δcα0µ1···µp = (dζ
α0)µ1···µp , δa
iq
µ1···µp−q =
(
dΛiq
)
µ1···µp−q ,
δbiq−1µ1···µp−q =
(
dωiq−1
)
µ1···µp−q + (−1)
p+qΛiq−1µ1···µp−q ,
δcαqµ1···µp−q = (dζ
αq)µ1···µp−q ,
δai1µ1···µp−1 =
(
dΛi1
)
µ1···µp−1 ,
...
δbi0µ1···µp−1 =
(
dωi0
)
µ1···µp−1 + (−1)
p+1Λi0µ1···µp−1 , δa
ip = 0 ,
δcα1µ1···µp−1 = (dζ
α1)µ1···µp−1 , δb
ip−1 = Λip−1 ,
... δcαp = 0 . (4.7)
We form the gauge invariant combinations
a˜i0µ1···µp = a
i0
µ1···µp + (−1)p
(
dbi0
)
µ1···µp ,
...
a˜iq−1µ1···µp+1−q = a
iq−1
µ1···µp+1−q + (−1)p+1−q
(
dbiq−1
)
µ1···µp+1−q ,
...
a˜ip−1µ1 = a
ip−1
µ1
− (dbip−1)
µ1
, (4.8)
in terms of which the Lagrangian is
L√−g = −
1
2(p+ 1)!
(∑
i0
∣∣∣f˜ i0µ1···µp+1∣∣∣2 + (p+ 1)λi0 ∣∣∣a˜i0µ1···µp ∣∣∣2 + fα0µ1···µp+12
)
− 1
2 p!
(∑
i1
∣∣∣f˜ i1µ1···µp ∣∣∣2 + p λi0 ∣∣∣a˜i0µ1···µp ∣∣∣2 +∑
α1
∣∣∣fα1µ1···µp ∣∣∣2
)
...
− 1
2 (p+ 1− q)!
∑
iq
∣∣∣f˜ iqµ1···µp+1−q ∣∣∣2 + (p+ 1− q)λiq ∣∣∣a˜iqµ1···µp−q ∣∣∣2 +∑
αq
∣∣fαqµ1···µp+1−q ∣∣2

...
9
− 1
2
∑
ip
∣∣f ipµ1∣∣2 + λip ∣∣aip ∣∣2 +∑
αp
∣∣fαpµ1 ∣∣2
 .
(4.9)
The gauge symmetries ωiq are higher order gauge symmetries, and can be absorbed by
redefining Λ˜iq = Λiq + (−1)p+q+1dωiq . Then the gauge symmetries Λ˜iq are Stu¨ckelberg. We
can fix them by setting aiq = 0, which amounts to setting a˜iq = aiq (q = 0, · · · , p− 1).
The spectrum is now manifest:
• Massless q-forms for each harmonic (p− q)-form, indexed by αp−q, q = 0, . . . , p.
• Massive q-forms for each co-exact form (p − q)-form, indexed by ip−q, q = 0, . . . , p
(including the positive eigenvalues of the scalar Laplacian at q = p), with mass m2 =
λip−q .
The spectrum is stable. There are never tachyonic particles with m2 < 0 or ghosts with
wrong-sign kinetic terms.
Recall that in d dimensions a massless p-form can be dualized into a (d− p− 2)-form,
and a massive p-form can be dualized into a (d − p − 1)-form, so in any given example
these dualities can be used to reformulate the d-dimensional action. Note that many of
the ingredients may be non-dynamical for low dimensions. A massless p-form field in d
dimensions, and a (d − p − 2)-form, which can be dualized to a p-form, are non-dynamical
for p ≥ d− 1. A massive p-form field in d dimensions, and a (d− p− 1)-form, which can be
dualized to a p-form, are non-dynamical for p ≥ d.
Hodge duality (reviewed in Appendix A.3) tells us that the spectrum of harmonic p-
forms on N is identical to the spectrum of harmonic (N − p)-forms. Thus the number of
massless q-forms is the same the number of massless (2p−N − q)-forms.
In the simplest case N = 1, where the internal manifold N1 is the circle, there are
no co-exact one-forms so the i indices are empty and there are no massive forms of degree
< p. There is only one massless (p−1)-form, corresponding to the single harmonic one-form
which is a constant vector over the circle, a massless p-form corresponding to the harmonic
scalar, and a tower of massive p-form doublets, with masses m2 = a2/R2, a = 1, 2, 3, · · · ,
where R is the radius of the circle.
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5 Graviton
In the cases of the scalars, vectors, and p-forms, we were free to choose the background
Kaluza-Klein manifold as we pleased. This is no longer the case for a graviton. For a
graviton to consistently propagate on a background spacetime, that background must be a
solution to Einstein’s equations [11, 12]. Thus we must first find backgrounds in the form of
a D = (d+N)-dimensional product space M×N which satisfy Einstein’s equations.
5.1 Background
The action for gravity in D dimensions with a D-dimensional cosmological constant Λ(D)
and D-dimensional Planck mass MP is
S =
MD−2P
2
∫
dDX
√−G (R(D) − 2Λ(D)) . (5.1)
The Einstein equations for the metric are
RAB − 1
2
R(D)GAB + Λ(D)GAB = 0 . (5.2)
Taking the trace and solving for the Ricci curvature, these can be equivalently written as
RAB =
R(D)
D
GAB , R(D) =
2D
D − 2Λ(D) . (5.3)
Breaking Eq. (5.3) into its M components and N components, we find that both factors
must be Einstein spaces,
Rµν =
R(d)
d
gµν , R(d) constant , (5.4)
Rmn =
R(N)
N
γmn , R(N) constant , (5.5)
where the curvatures on M and N are given by,
R(d) =
2d
d+N − 2Λ(D) , R(N) =
2N
d+N − 2Λ(D) . (5.6)
We have the useful relations
R(d)
d
=
R(N)
N
, Λ(D) =
1
2
(
1− 1
d
)
R(d) +
1
2
(
1− 1
N
)
R(N) . (5.7)
(In the case D = 2 (i.e. d = N = 1), we must have Λ(D) = 0, but in this case gravity
is topological and the action for fluctuations is a total derivative, so there is nothing to
Kaluza-Klein reduce.)
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5.2 Linear Action
We now write the full metric as
GAB +
2
M
D
2
−1
P
HAB , (5.8)
where GAB satisfies the background equations of Section 5.1, and HAB is the fluctuation.
We expand the action Eq. (5.1) to second order in HAB. The result is the standard action
for linearized gravity on a curved background,
S =
∫
dDX
√−G
[
−1
2
∇CHAB∇CHAB +∇CHAB∇BHAC −∇AH(D)∇BHAB + 1
2
∇AH(D)∇AH(D)
+
R(D)
D
(
HABHAB − 1
2
H2(D)
)]
. (5.9)
Here the metric, covariant derivatives and curvature R(D) are those of the background, and
satisfy the background equations of motion. Indices are always moved with the background
metric.
The linear action Eq. (5.9) is invariant under gauge transformations which are the
linearized diffeomorphisms of GR,
δHAB = ∇AΞB +∇BΞA , (5.10)
with ΞA(X) the vector gauge parameter.
5.3 Reduction of Fluctuations
We proceed to split the components of the metric fluctuation HAB into their lower dimen-
sional pieces. The components Hµν are scalars in the internal dimensions, and should, like
the scalar field in Section 2, be split into eigenmodes of the scalar Laplacian. The compo-
nents Hµn are vectors in the internal dimensions, and should be split according to the vector
Hodge decomposition, analogously to the internal components of the vector field in Section 3.
The new ingredient that does not appear in the case of the p-forms is the components Hmn,
which are symmetric tensors in the extra dimensions. The best way to split these is to use
the symmetric tensor version of the Hodge decomposition, reviewed in Appendix D.
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This leads to the following ansatz
Hµν =
∑
a
haµνψa +
1√VN
h0µν
Hµn =
∑
i
AiµYn,i +
∑
a
Aaµ∇nψa
Hmn =
∑
I
φIhTTmn,I +
∑
i 6=Killing
φi (∇mYn,i +∇nYm,i)
+
∑
a6=conformal
φa
(
∇m∇nψa − 1
N
∇2ψaγmn
)
+
∑
a
1
N
φ¯aψaγmn +
1
N
1√VN
φ0γmn .
(5.11)
Several comments are in order, starting at the top: the Hµν components are split just as
in Section 2, the ψa are positive orthonormal eigenmodes of the scalar Laplacian, and there is
a zero mode h0µν . In the split of the Hµn components, the Yn,i are orthonormal co-closed (i.e.
transverse) eigenvectors of the vector Laplacian. In other words, in contrast to Eq. (3.3) in
the case of the vector field, here we have combined the co-exact and harmonic forms together
in the single index i. This is because the harmonic forms will play no special role in the case
of pure gravity (as they did for the vector, where they correspond to massless scalars in d
dimensions), so they need not be indexed and carried around separately. Instead, it is the
Killing vectors which will be important, and will correspond to massless vector modes in d
dimensions.
Moving to the split of the Hmn components, the h
TT
mn,I are symmetric transverse trace-
less orthonormal eigenfunctions of the Lichnerowicz operator Eq. (D.2), which is the natural
Laplacian on the space of symmetric tensors on an Einstein space. Special care has been
extended to those co-exact vectors that are Killing vectors (which we denote i = Killing),
and those scalars that are conformal scalars (which we denote a = conformal). The Killing
vectors are precisely the co-exact one-forms that have eigenvalue λi =
2R(N)
N
, which is the
lowest possible eigenvalue for such forms (see Appendix B, which collects facts about Killing
vectors on closed Einstein manifolds). Conformal scalars are those scalars whose gradients
are conformal Killing vectors which are not Killing. Conformal scalars exist only on the
sphere, and are the scalar eigenfunctions with the lowest non-zero eigenvalue, λa =
R(N)
N−1 (see
Appendix C, which collects facts about conformal scalars on closed Einstein manifolds). The
φi scalars are not present in the decomposition when the index i takes a value corresponding
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to an eigenmode which is a Killing vector. Thus we explicitly exclude the Killing vectors
from the sums in the expression for Hmn. We will find that there is d-dimensional vector field
for each co-exact one-form labeled by i, with mass m2i = λi − 2R(d)d . The vector is massless
only for those i which are Killing vectors, for which λi =
2R(N)
N
=
2R(d)
d
. The φi will be the
longitudinal mode of the massive vectors, and the longitudinal mode does not exist for the
case when i is a Killing vector, corresponding to massless vector in d dimensions. Similarly,
the φa scalars are not present when the index a takes a value corresponding to an eigenmode
that is a conformal scalar. Thus we explicitly exclude the conformal scalars from the sums
in the expression for Hmn. We will see that there is a tower of massive scalars corresponding
to the positive eigenmodes of scalar Laplacian, with masses m2a = λa − 2R(d)d . There will be
no such scalar, however, for the case where a corresponds to a conformal scalar.
Since HAB is real, we have the reality conditions h
a∗
µν = h
a¯
µν , A
a∗
µ = A
a¯
µ, φ
a∗ = φa¯,
φ¯a∗ = φ¯a¯, Ai∗µ = A
i¯
µ, φ
i∗ = φi¯, φI∗ = φI¯ .
For the gauge parameters, we expand as
Ξµ =
∑
a
ξaµψa + ξ
0
µ , (5.12)
Ξn =
∑
i
ξiYn,i +
∑
a
ξa∇nψa . (5.13)
Expanding the gauge transformation Eq. (6.28) and equating components, we find the
following gauge transformations for the lower-dimensional fields,
δhaµν = ∇µξaν +∇νξaµ , δφI = 0 ,
δh0µν = ∇µξ0ν +∇νξ0µ , δφi = ξi , i 6= Killing
δAiµ = ∇µξi, δφa = 2ξa , a 6= conformal
δAaµ = ξ
a
µ +∇µξa , δφ¯a = −2λaξa ,
δφ0 = 0 . (5.14)
First, we see that the field φi (which only exists when i is not a Killing vector) is pure
Stu¨ckelberg, and we can define the following gauge invariant combination
A˜iµ = A
i
µ − ∂µφi , i 6= Killing . (5.15)
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Next, we see that the fields Aaµ, and one combination of φ
a, φ¯a are pure Stu¨ckelberg, and it
will be possible to gauge them away. However, when the index a is that of a conformal scalar,
the field φa does not exist. We must treat this case separately. First consider the case where
a is not conformal. We can define the following convenient gauge invariant combinations,
F a = λaφ
a + φ¯a , a 6= conformal , (5.16)
h˜aµν = h
a
µν −
(∇µAaν +∇νAaµ)+∇µ∇νφa , a 6= conformal . (5.17)
In the case where a is conformal, φa does not exist, so there is no gauge invariant scalar
combination. Thus we have only
h˜aµν = h
a
µν −
(∇µAaν +∇νAaµ)− 1λa∇µ∇νφ¯a , a = conformal . (5.18)
The gauge invariant scalar F a exists only for the non-conformal modes.
We are now ready to perform the decomposition. We express our result in terms of
(h), which denotes the d-dimensional massless graviton action,
(h) = −1
2
∇λh∗µν∇λhµν +∇λh∗µν∇νhµλ −∇µh∗∇νhµν +
1
2
∇µh∗∇µh+ R(d)
d
(
hµν∗hµν − 1
2
|h|2
)
+ c.c.
(5.19)
This kinetic term is gauge invariant, so that ε(ha) = ε(h˜a).
Inserting the decomposition Eq. (5.11) into Eq. (5.9), and doing the integrals over
the extra dimensions N using the orthogonality of the various parts of the decomposition
Eq. (5.11), we find the action
S =
∫
ddx (L0 + La + Li + LI) , (5.20)
where
L0√−g = ε(h
0) + hµν,0(∇µ∇νφ0 −φ0gµν)− R(d)
d
h0φ0
+
1
2
(
1− 1
N
)
(∂φ0)2 − 1
2
(
1− 2
N
)
R(d)
d
(φ0)2 , (5.21)
La√−g =
∑
a6=conformal
ε(h˜a)− 1
2
λa
(
|h˜aµν |2 − |h˜a|2
)
+
1
2
{
h˜µν,a∗(∇µ∇νF a −F agµν) +
[(
1− 1
N
)
λa − R(d)
d
]
h˜a∗F a + c.c.
}
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+
1
2
(
1− 1
N
)
|∂F a|2 + 1
2
(
1− 2
N
)[(
1− 1
N
)
λa − R(d)
d
]
|F a|2
+
∑
a=conformal
ε(h˜a)− 1
2
λa|h˜aµν |2 +
1
2
λa|h˜a|2 , (5.22)
Li√−g =
∑
i 6=Killing
−1
2
|F˜ iµν |2 −
(
λi − 2R(d)
d
)
|A˜iµ|2 +
∑
i=Killing
−1
2
|F iµν |2 , (5.23)
LI√−g =
∑
I
−1
2
|∂φI |2 − 1
2
(
λI − 2R(d)
d
)
|φI |2 , (5.24)
where F˜ iµν , F
i
µν are the standard Maxwell field strengths of the corresponding vectors.
This d-dimensional action is manifestly gauge invariant, since the massive modes are
written completely in terms of the gauge invariant variables. The Aaµ and a gauge non-
invariant combination of φa, φ¯a become the longitudinal Stu¨ckelberg fields [6] for the tower
of massive gravitons4, and the φi become Stu¨ckelberg fields for a tower of massive vec-
tors. The higher harmonics of the higher-dimensional diffeomorphism symmetry becomes
the Stu¨ckelberg symmetry. We can now, if we like, impose a unitary gauge, by setting
φa = Aaµ = φ
i = 0, after which the action reads the same as above with h˜µν → haµν , A˜iµ → Aiµ
and F a → φ¯a.
Part of the spectrum can now be read off. From LI we find a tower of scalars, one
for each transverse traceless tensor mode of the Lichnerowicz operator, with mass m2I =
λI − 2R(d)d . These are massless precisely when λI =
2R(d)
d
. As reviewed in Appendix D.1, this
is precisely the case where hTTmn corresponds to a deformation which preserves the condition
that the internal metric be Einstein, and which cannot be undone by a diffeomorphism
or change in volume, i.e. it corresponds to a direction in the moduli space of Einstein
structures. From Li we find a tower of massive vectors, one for each non-Killing co-closed
one-form labeled by i, with mass m2i = λi − 2R(d)d , and we find precisely one massless vector
for each Killing vector. The remaining parts L0 and La are mixed and must be diagonalized.
5.4 Diagonalization
We now diagonalize the L0 and La parts of the action. We first assume d ≥ 3. There are
subtleties for the lower dimensional cases where gravity is non-dynamical, so we will treat
4See [13] and Section 4 of [10] for reviews of the Stu¨ckelberg formalism applied to massive gravitons.
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them separately.
We start with L0. The zero mode graviton-scalar terms are diagonalized by making
the linearized conformal transformation5
h0µν = h
′0
µν −
1
d− 2φ
0gµν . (5.26)
This gives
L0√−g = ε(h
0) +
d+N − 2
2N(d− 2)
(
−(∂φ0)2 + 2R(d)
d
(φ0)2
)
.
This is the action for a massless graviton and a scalar of mass m20 = −2R(d)d . This scalar is
the volume modulus of the internal manifold. In the positively curved case, the mass term
is tachyonic and there is an instability.
Now turn to La. We can diagonalize the graviton-scalar cross-terms by the following
transformation
haµν = h
′a
µν−
d
(
1− 1
N
)−R(d)
d(d− 1)λa − (d− 2)R(d)F
agµν+
d
(
1 + d−2
N
)
d(d− 1)λa − (d− 2)R(d)∂µ∂νF
a , a 6= conformal .
(5.27)
Note that by the Lichnerowicz bound λa ≥ R(N)N−1 (see Appendix C) combined with the curva-
ture relation Eq. (5.7), the denominator is never zero so this is always a valid transformation.
The result in terms of h
′a
µν is
La√−g = ε(h˜
a)− 1
2
λa
(
1
2
|h˜aµν |2 − |h˜a|2
)
+
(
1 + d−2
N
) (
d
(
1− 1
N
)
λa −R(d)
)
2
(
d(d− 1)λa + (d− 2)R(d)
) (−|∂F a|2 − (λa − 2Rd
d
)
|F a|2
)
, a 6= conformal .
(5.28)
There is a Fierz-Pauli massive graviton h˜aµν [14]
6 for each positive eigenvector with m2 = λa,
and a massive scalar F a for each non-conformal positive eigenvector with m2 = λa − 2Rdd .
5Under a conformal transformation
hµν = h
′
µν + pigµν , (5.25)
for any scalar pi, the graviton action (h) in (5.19), including the curvature terms, transforms as
2(h) = 2(h′) +
[
(d− 2)h′µν∗(∇µ∇νpi −pigµν) + (d− 1)(d− 2)
2
|∂pi|2 − d− 2
d
R(d)
(
h′∗pi +
d
2
|pi|2
)
+ c.c.
]
.
6See Section 2 of [10] for a review of the Fierz-Pauli action.
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Using the Lichnerowicz bound Eq. (C.14), it is possible to see that the kinetic terms for the
scalars are always positive, so the scalars are never ghostly.
d = 2 case:
In two dimensions, d = 2, the kinetic part of the graviton action,
√−g(h) with (h) as
in Eq. (5.19), is a total derivative so we may drop it. The remaining gravitons have no
derivatives and are therefore auxiliary fields and we should solve for them through their
equations of motion.
Starting with L0, the zero mode sector after reduction now has the Lagrangian
L0√−g = h
µν,0(∇µ∇νφ0 −φ0gµν)− R(2)
2
h0φ0
+
1
2
(
1− 1
N
)
(∂φ0)2 −
[
1
2
(
1− 2
N
)
R(2)
2
]
(φ0)2 . (5.29)
This is the linearization of a version of dilaton gravity in two dimensions [15].
Turning to La, the part of the reduced action corresponding to scalar eigenfunctions
of the Laplacian is now
La√−g =
∑
a6=conformal
−1
2
λa
(
|h˜aµν |2 − |h˜a|2
)
+
1
2
{
h˜µν,a∗(∇µ∇νF a −F agµν) +
[(
1− 1
N
)
λa − R(d)
d
]
h˜a∗F a + c.c.
}
+
1
2
(
1− 1
N
)
|∂F a|2 + 1
2
(
1− 2
N
)[(
1− 1
N
)
λa − R(d)
d
]
|F a|2
+
∑
a=conformal
−1
2
λa
(
|h˜aµν |2 − |h˜a|2
)
. (5.30)
For the non-conformal part, varying with respect to hµν,a gives an expression for the
non-dynamical graviton,
haµν =
1
λa
∇µ∇νF a − 1
λa
[(
1− 1
N
)
λa − R(2)
2
]
F agµν , a 6= conformal . (5.31)
Substituting this back into the action, we find
L√−g =
∑
a6=conformal
−1
2
[(
1− 1
N
)
− R(2)
2λa
] (|∂F a|2 + (λa −R(2)) |F a|2) . (5.32)
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There is a tower of scalars with masses m2a = λa− 2R(d)d , the same expression as in the d ≥ 3
case. Again the Lichnerowicz bound Eq. (C.14) guarantees that the kinetic term never has
the wrong sign, i.e. there are no ghosts.
For the conformal scalars, a = conformal, the equations of motion give haµν = 0, and
the conformal part of the Lagrangian reduces to zero.
In summary, for d = 2 the spectrum contains the same ingredients as the d ≥ 3 case,
with the exception of the zero mode gravitons and the scalar corresponding to the volume
modulus, which take the form of dilaton gravity when d = 2.
d = 1 case:
The d = 1 case is somewhat trivial: here R(d) = 0, and all the graviton kinetic terms, Fierz-
Pauli mass terms, and vector kinetic terms vanish identically. All that remains of L0 is a
kinetic term for the volume modulus φ0. All that remains of the graviton in La is a cross
term ∼ hF , so ha is a multiplier which sets F a = 0. Nothing dynamical remains of Li, since
the vector kinetic terms vanish. Thus the spectrum for d = 1 is just the zero mode and the
scalars of LI .
5.5 Spectrum
Collecting all the ingredients, we now summarize the Kaluza-Klein spectrum of pure gravity:
• One massless graviton (linearized dilaton gravity for d = 2),
• A tower of Fierz-Pauli massive gravitons, one for each eigenvector of the scalar Lapla-
cian with eigenvalue λa > 0, with masses m
2
a = λa,
• A massless vector for each Killing vector,
• A tower of massive vectors, one for each non-Killing co-exact one-form labeled by i,
with mass m2i = λi − 2R(d)d , i 6= Killing,
• One scalar for the volume modulus, with a curvature-dependent mass m20 = −2R(d)d
(part of dilaton gravity for d = 2),
• A tower of massive scalars, one for each non-conformal eigenvalue of the scalar Lapla-
cian, with masses m2a = λa − 2R(d)d , a 6= conformal (not dynamical for d = 1),
• A tower of scalars for the transverse traceless tensor modes of the Lichnerowicz oper-
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ator, with mass m2I = λI − 2R(d)d . They are massless when λI =
2R(d)
d
, i.e. for each
modulus of the Einstein structure.
Many of the ingredients are in fact non-dynamical for low dimensions. For example,
massless gravitons are not dynamical for d ≤ 3, the massive gravitons and massless vectors
are non-dynamical in d ≤ 2, and the vector fields are non-dynamical for d = 1.
Finally, let us comment on the case N = 1, the original case of Kaluza and Klein, where
N is the circle. The extra dimensional metric has only one component γyy = 1. There are
no co-exact vectors other than the single Killing vector which is constant around the circle.
There are no transverse traceless tensors, and no non-conformal scalars (every vector is a
conformal Killing vector for N = 1). The scalar eigenfunctions are simply the Fourier modes,
ψa =
1√
2piRe
iay/R, where R is the radius of the circle and a ranges over all the integers, with
a = 0 the zero mode, and the eigenvalues are λa = a
2/R2. In this case, the ansatz Eq. (5.11)
simplifies to a simple Fourier expansion,
Hµν =
1√
2piR
[
h0µν +
∞∑
a=1
(
haµνe
iay/R + c.c.
)]
,
Hµy =
1√
2piR
[
A0µ +
∞∑
a=1
(
ia
RA
a
µe
iay/R + c.c.
)]
,
Hyy =
1√
2piR
[
φ0 +
∞∑
a=1
(
φ¯aeiay/R + c.c.
)]
.
(5.33)
In this case, we recover a massless graviton h0µν , a massless vector A
0
µ, the massless dilaton
φ0, and a tower of massive graviton doublets haµν with longitudinal modes A
a
µ, φ¯
a and masses
m2 = a2/R2.
5.6 Stability
The Kaluza-Klein spectrum of fluctuations contains the information required to determine
stability of the compactification. Since none of the fields are ever ghost-like, the threat to
stability comes from fields that may have masses which become tachyonic.
Gravitons: For gravitons on a flat or negatively curved Einstein space, R(N) ≤ 0,
stability occurs when the Fierz-Pauli mass squared is negative, which never happens, because
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the mass squared is given by the non-zero scalar eigenvalues λa which are always positive.
For positively curved Einstein spaces, R(N) > 0, gravitons are stable as long as their
masses are above the Higuchi bound [16],
m2 ≥ d− 2
d(d− 1)R(d) . (5.34)
The bound of Lichnerowicz (see Appendix C.1) tells us that on the internal manifold, the
smallest non-zero eigenvalue λa of the scalar Laplacian is bounded from below,
λa ≥ R(N)
N − 1 . (5.35)
Since the mass squared of the graviton is just the eigenvalue, m2 = λa, to violate or
saturate the Higuchi bound we would need
λa ≤ d− 2
d(d− 1)R(d) =
d− 2
N(d− 1)R(N) , (5.36)
where we have used Eq. (5.7). This is consistent with Eq. (5.35) only if N
N−1 ≤ d−2d−1 , which is
impossible since N
N−1 > 1 and
d−2
d−1 < 1. Thus the gravitons are always stable.
A massive graviton that saturates the Higuchi bound develops a scalar gauge symme-
try and propagates one less degree of freedom than a massive graviton above the Higuchi
bound. Such a graviton is known as a partially massless graviton [17, 18, 19, 20]. As of
this writing, there is no known consistent self-interacting theory that contains a stable back-
ground propagating a partially massless graviton, and attempts to find one have run into
obstructions [21, 22, 23, 24]. Here, we see that Kaluza-Klein reductions are no exception: a
partially massless graviton can never arise in a pure Kaluza-Klein expansion. The removal of
the scalars φa in the decomposition Eq. (5.11) when there are conformal Killing vectors does
not result in the removal of the longitudinal modes of the corresponding massive gravitons,
it instead results in the removal of the corresponding scalars F a.
Vectors: For vectors, instability occurs when the mass squared is negative. The mass
squared is given by λi − 2R(d)d , which can never be negative by the arguments of Appendix
B. Thus the vectors are never unstable.
Scalars: The scalars are the only potential sources of instabilities. A scalar is stable
for flat and dS space if its mass squared is non-negative. For AdS spaces, the mass squared
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may be negative as long as it satisfies the Breitenlohner-Friedman bound [25, 26],
m2 ≥ d− 1
4d
R(d) . (5.37)
Our only condition on the d-dimensional spaces was that it be Einstein, which is more general
than the maximally symmetric Minkowski, dS and AdS spaces for which these bounds strictly
apply. However, since we know of no more general bounds, we will take these as our criteria
for stability.
• First consider the zero mode scalar φ0 corresponding to the volume modulus, which
has a mass squared m2 = −2R(d)
d
. This is tachyonic for positively curved manifolds, so
compactifications of pure gravity to positively curved spaces, e.g. de Sitter, are always
unstable. For flat manifolds, it is massless. For negatively curved spaces, φ0 is safely
massive. In the case d = 2 we have dilaton gravity, which in fact propagates no local
degrees of freedom [27], so we may call this stable in all cases if we are only concerned
with local degrees of freedom.
• Next consider the tower of non-conformal scalars F a, present when N ≥ 2, with masses
m2 = λa− 2R(d)d . Since λa > 0, for negative or flat curvature these fields all have m2 > 0.
For positive curvature, there may in principle be tachyonic instabilities coming from
these scalars if the internal manifold has low lying eigenvalues that are too small.
• Finally, consider the scalars φI coming from the eigenstates of the Lichnerowicz op-
erator, which have masses m2 = λI − 2R(d)d , which may potentially become tachyonic.
We know of no universal bounds on the spectrum of the Lichnerowicz operator, so we
cannot say in general when a Kaluza-Klein compactification is stable.
There are known cases where some of the φI are tachyonic. For example, compactifying
on a space that is a product of two spheres, there can be a Lichnerowicz zero mode
which corresponds to blowing up one of the spheres while shrinking the other in such
a way that the total volume is fixed [28, 29, 30]. This corresponds in the large d
dimensions to a tachyon with mass m2 = −2R(d)
d
, so the instability scale is of order the
d-dimensional Hubble scale.
Maximally symmetric spaces: We can say more in the case where the internal man-
ifold is a quotient of a maximally symmetric space. In this case, Rmnpq =
R(N)
N(N−1) (γmpγnq − γmqγnp),
and the Lichnerowicz operator on transverse traceless tensors becomes ∆Lhmn = −∇2hmn +
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2R(N)
N−1 hmn. For R(N) = 0, the spectrum is non-negative, and the zero modes are the massless
scalar moduli. ForR(N) < 0, i.e. quotients of hyperbolic space, the spectrum is positive; there
are no massless modes for which λα =
2R(N)
N
(there are no moduli, a consequence of Mostow-
Prasad rigidity [31, 32]). For R(N) > 0, i.e. spheres, the spectrum of the “rough” Laplacian,
−∇2, on symmetric rank r tensors on the unit N -sphere is l(l+N−1)−r, where l = 0, 1, 2, · · ·
is an integer [33]. Using this for r = 2, restoring the radius of the sphere and adding the
curvature parts, we find the Lichnerowicz spectrum λα = [l(l +N − 1)− 2] R(N)N(N−1) +
2R(N)
N−1 .
The masses of the scalars are then m2 = λα − 2R(N)N = l(l + N − 1)
R(N)
N(N−1) > 0, so we have
no tachyons or moduli from the φI sector in reductions on spheres.
Moving to the F a scalars, the only dangerous case was R(N) > 0. In the case the
maximally symmetric internal manifold is a sphere and the scalar eigenvalues are λa =
l(l+N−1)
N(N−1) R(N). The l = 1 modes are the conformal modes, and for l ≥ 2 the eigenvalues are
>
2R(N)
N
=
2R(d)
d
, so none of the F a states are tachyonic.
Summary of stability results:
• Compactifications with positive curvature are all unstable in the volume modulus.
They are stable in the non-conformal scalars F a if and only if the scalar Laplacian has
no eigenvalues below
2R(N)
N
. They are stable in the Lichnerowicz scalars if and only if
the spectrum of the Lichnerowicz operator has no eigenvalues below
2R(N)
N
.
• Compactifications with zero or negative curvature are always stable in the volume
modulus and in the scalars F a. They are stable in the Lichnerowicz scalars (and hence
completely stable) if and only if the spectrum of the Lichnerowicz operator has no
eigenvalues below
2R(N)
N
.
• Compactifications on quotients of maximally symmetric spaces are always stable in the
non-conformal scalars and in the Lichnerowicz scalars.
Recall that for pure gravity, the d-dimensional curvature R(d), the N -dimensional curvature
R(N), and the higher-dimensional cosmological constant Λ all have the same sign or, in the
flat case, all vanish, so the above results can be read in terms of the d-dimensional curvature
or in terms of the D-dimensional cosmological constant.
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6 Flux Compactifications
We now proceed to consider the case of Freund-Rubin-type flux compactifications [34]. These
arise from gravity plus a possible cosmological constant in a product spaceM×N , together
with an N -form flux wrapping the internal space.7
6.1 Background
The action is Einstein gravity in D dimensions with a D-dimensional cosmological constant
Λ(D) and D-dimensional Planck mass MP , minimally coupled to an (N − 1)-form potential
AA1···AN−1(X),
S =
MD−2P
2
∫
dDx
√−G
(
R(D) − 2Λ(D) − 1
N !
F 2A1...AN
)
, (6.1)
where the N -form field strength is FA1...AN = (dA)A1...AN = N∇[A1AA2...AN ] .
The Einstein equations of motion for the metric are
RAB − 1
2
R(D)GAB + Λ(D)GAB =
1
(N − 1)!FAA2...ANF
A2...AN
B −
1
2N !
GABF
2
A1...AN
, (6.2)
and the equations of motion for the (N − 1)-form are
∇A1FA1A2...AN = 0 . (6.3)
We allow the N -form flux to take values only in the internal space, FµA1...AN−1 = 0,
and its value on the internal space is proportional to the volume form on N ,
Fn1...nN = Qn1...nN . (6.4)
This ansatz automatically solves the (N−1)-form equation of motion Eq. (6.3). The constant
of proportionality Q has mass dimension one.
We now plug the ansatz Eq. (6.4) into Eq. (6.2), take the trace and use it to solve for
the Ricci tensor:
RAB =
R(D)
D
GAB , R(D) =
2D
D − 2Λ(D) +
d−N
D − 2Q
2 . (6.5)
7For the case of an internal manifold that is a product manifold, with a collection of flux fields that
individually wrap each component, see [35].
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Breaking Eq. (6.5) into its d- and N -dimensional components, with metrics gµν and γmn
respectively, we find that both factors of the product space must be Einstein,
Rµν =
R(d)
d
gµν , (6.6)
Rmn =
R(N)
N
γmn , (6.7)
with the following relations for the scalar curvatures on M and N ,
R(d) =
2d
d+N − 2Λ(D) −
d(N − 1)
d+N − 2Q
2 , R(N) =
2N
d+N − 2Λ(D) +
N(d− 1)
d+N − 2Q
2 . (6.8)
These can be solved to obtain the higher dimensional cosmological constant in terms of the
lower dimensional curvatures,
Λ(D) =
1
2
(
1− 1
d
)
R(d) +
1
2
(
1− 1
N
)
R(N) , (6.9)
and the flux in terms of the lower dimensional curvatures,
Q2 =
R(N)
N
− R(d)
d
. (6.10)
Note that when the flux is non-vanishing, the total background product space with metric
GAB is not required to be Einstein. The relation Eq. (6.10) will be the most useful during
the Kaluza-Klein reduction process.
Quantum mechanically, there is often a Dirac quantization condition imposed on the
flux strength Q2. A p-form couples to (p − 1)-branes through the worldvolume action S =
M
D
2
−1
P e
∫
A, where e is a coupling constant of dimension p − (D − 2)/2. Demanding that
the path integral integrand eiS be independent of which choice of gauge potential is used to
represent the background flux can lead to quantization conditions. For example, when the
internal manifold N has the topology of a sphere, the condition is [36],
Q =
2pin
M
D
2
−1
P eVN
, n ∈ integers . (6.11)
The quantity Q is really a flux density. We may define the flux as q ≡ QVN , which has
dimension 1 − N and is the volume-independent quantity that is quantized in units of the
fundamental constants. Since we are only working classically, we will not impose these
quantization conditions, though they should be kept in mind because it is through these
conditions that quantum mechanics can restrict the class of allowed solutions.
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6.2 Fluctuations
Now we write the full metric and form field respectively as
GAB +
2
M
D
2
−1
P
HAB , (6.12)
AA1...AN−1 +
1
M
D
2
−1
P
A˜A1...AN−1 , (6.13)
where GAB and AA1...AN−1 solve the background equations of motion from Section 6.1, and
HAB, A˜A1...AN−1 are the small fluctuations of the metric and form respectively. The field
strength is then FA1...AN +
1
M
D
2 −1
P
F˜A1...AN , where FA1...AN is the background field strength
and the fluctuation is F˜A1...AN = (dA˜)A1...AN = N∇[A1A˜A2...AN ] .
Expanding up to quadratic order in the fluctuations, and dropping linear terms which
vanish identically by the equations of motion, the linearized action is
L√−G = −
1
2
∇CHAB∇CHAB +∇CHAB∇BHAC −∇AH(D)∇BHAB + 1
2
∇AH(D)∇AH(D)
−
(
1
2
R(D) − Λ(D)
)(
HABHAB − 1
2
H2(D)
)
+ 2RAB
(
H CA HBC −
1
2
HABH(D)
)
+
1
2N !
(
H2AB −
1
2
H2(D)
)
F 2A1...AN −
1
(N − 2)!H
A1B1HA2B2FA1...ANF
A3...AN
B1B2
+
2
(N − 1)!
(
1
2
H(D)H
A1B1 −HA1CHCB1
)
FA1...ANF
A2...AN
B1
− 1
2N !
F˜ 2A1...AN
+
2
(N − 1)!H
A1B1F˜A1A2...ANF
A2...AN
B1
− 1
N !
H(D)F˜A1...ANF
A1...AN . (6.14)
The first two lines reduce to Eq. (5.9), the linearized action for the graviton with no flux, if
it is additionally imposed that the full space be Einstein.
6.3 d+N Split and Ansa¨tze
There are four different parts to the expression Eq. (6.14): the kinetic terms for the graviton
(the first line), the non-derivative quadratic terms for the graviton (the second, third and
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fourth lines), the kinetic terms for the form fluctuations (the fifth line), and the mixing terms
between graviton and flux (the sixth line).
Using the value for the background flux and the definition of the Hodge star (reviewed
in Appendix A.3), the mixing terms (the sixth line of Eq. (6.14)) simplify to
(−1)N−1Q
[
2Hµn∇µ(∗A˜)n + (−1)N2Hµm∇n(∗A˜µ)mn +
(
H(N) −H(d)
)∇n(∗A˜)n] , (6.15)
where H(N) ≡ γmnHmn and H(d) ≡ gµνHµν , and the non-kinetic terms for the graviton (the
second, third and fourth lines of Eq. (6.14)) reduce to
R(d)
d
(
H2µν −
1
2
H2(d)
)
+
2R(d)
d
(
H2µn −
1
2
H(d)H(N)
)
+
(
R(d)
d
+Q2
)
H2mn −
1
2
(
R(d)
d
+ 2Q2
)
H2(N) .
(6.16)
The ansatz for the graviton we will use is
Hµν =
∑
a
haµνψa +
1√VN
h0µν ,
Hµn =
∑
i
AiµYn,i +
∑
a
Aaµ∇nψa +
∑
α
AαµYn,α ,
Hmn =
∑
I
φIhTTmn,I +
∑
i 6=Killing
φi (∇mYn,i +∇nYm,i) +
∑
α 6=Killing
φα (∇mYn,α +∇nYm,α)
+
∑
a6=conf.
φa
(
∇m∇nψa − 1
N
∇2ψaγmn
)
+
∑
a
1
N
φ¯aψaγmn +
1
N
1√VN
φ0γmn .
(6.17)
Here there is a difference compared to the pure graviton case Eq. (5.11). We have separated
the harmonic one-forms from the co-closed one-forms, so that i now ranges only over the
co-exact forms and α ranges over the harmonic forms (i.e. we are using the original Hodge
decomposition for one forms). We do this because the fields corresponding to the harmonic
forms will mix with those coming from the p-forms, and we will have to treat them separately.
There are three distinct cases we are attempting to treat simultaneously: a positively
curved internal manifold, R(N) > 0, a negatively curved internal manifold R(N) < 0, and
a flat internal manifold R(N) = 0. In the positively curved case, there are no harmonic
one forms (see the arguments in Appendix B), so the set of α is empty. In the negatively
curved case, there are no Killing vectors (see the arguments in Appendix B), so the sets of
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i 6= Killing, α 6= Killing are the same as the sets of i, α. In the flat case, the Killing vectors
and harmonic forms are one and the same, so the set of α 6= Killing is empty.
We expand the (N − 1)-form fluctuation A˜A1...AN−1 as in Eq. (4.3). For reducing
Eq. (6.15) we need to take the Hodge star of the relevant parts of the flux decomposition
Eq. (4.3),
(∗A˜)n =
∑
iN−1
aiN−1(∗YiN−1)n +
∑
iN−2
biN−2(∗dYiN−2)n +
∑
αN−1
cαN−1(∗YαN−1)n , (6.18)
(∗A˜µ)mn =
∑
iN−2
aiN−2µ (∗YiN−2)mn +
∑
iN−3
biN−3µ (∗dYiN−3)mn +
∑
αN−2
cαN−2µ (∗YαN−2)mn . (6.19)
We will use some facts, reviewed in Appendix A.3, to map these basis vectors onto
ones that have simple overlap with the eigenfunctions in the graviton decomposition. The
Hodge star provides an isomorphism between the space of harmonic p-forms and the space
of harmonic (N − p)-forms. Thus the indices α (which is α1) and αN−1 take values over the
same set. Similarly, the Hodge star provides an isomorphism between the space of co-exact
p-forms and the space of exact (N − p)-forms, so the indices a (which is i0, the case p = 0)
and iN−1 take values over the same set and the indices i (which is i1, the case p = 1) and
iN−2 take values over the same set. For N > 2, we may define our bases as in Eqs. (A.38)
and (A.40) in Appendix A:
YiN−1 =
1√
λa
∗ dYa , (6.20)
YiN−2 =
1√
λi
∗ dYi , (6.21)
YαN−1 = ∗Yα . (6.22)
For N = 2, the Hodge star maps the space of harmonic one forms labeled by α into
itself. In this case, we cannot choose all the basis vectors in accord with Eq. (6.22) (although
Eqs. (6.20) and (6.20) need not be modified). Instead, the index α of the Yα is chosen so
that it can be divided into imaginary self dual and imaginary anti-self dual sets, α+ and α−.
The sets Yα± then transform under the Hodge star as (see Appendix A),
∗ Yα± = ±iYα± . (6.23)
The extreme case N = 1, the case where the internal manifold is a circle and the p-form
is just a scalar, goes through as well. In this case, Eq. (6.21) is empty, and Eq. (6.22) is a sim-
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ple identity between the single constant function and the single constant vector. Eq. (6.20)
relates the space of scalar eigenfunctions to itself and so may have to be supplemented by
an additional unitary transformation depending on the choice of basis, which may then be
reabsorbed by a field redefinition of aa. We say more about the N = 1 case at the end of
Section 6.7, and point out as we go along how the lower dimensional cases differ.
Renaming the labels on the coefficients in Eqs. (6.18) and (6.19),
aiN−1 ↔ aa , biN−2 ↔ bi , cαN−1 ↔ cα , aiN−2µ ↔ aiµ , (6.24)
and using the inverse of Eqs. (6.20)-(6.22) obtained by taking the Hodge star of both sides,
we can write Eq. (6.18) and Eq. (6.19) as
(∗A˜)n = (−1)N−1
[∑
a
1√
λa
aa(dψa)n +
∑
i
√
λib
iYi,n +
∑
α
cαYα,n
]
, (6.25)
(∗A˜µ)mn =
∑
i
1√
λi
aiµ(dYi)mn + ... , (6.26)
where the ellipsis denotes contributions that are orthogonal to all terms in the graviton
decomposition, and hence do not contribute in Eq. (6.15).
6.4 Gauge Symmetries and Gauge Invariant Combinations
As in Section 4, the theory is invariant under the (N −2)-form gauge transformations acting
on the form field fluctuations,
δA˜A1···AN−1 = (N − 1)∇[A1ΛA2···AN−1] , (6.27)
where ΛA1···AN−2(X) is an arbitrary (N − 2)-form. As in Section 5, the diffeomorphism
symmetries acting on the graviton fluctuations are
δHAB = ∇AΞB +∇BΞA . (6.28)
The diffeomorphism symmetries act on the form field fluctuations as well. Acting on the
field strength (which is gauge invariant under Eq. (6.27) so that the transformation is un-
ambiguous), we have
δF˜A1...AN = LΞFA1...AN ≡ ΞA∇AFA1...AN + (∇A1ΞA)FAA2...AN + ...+ (∇ANΞA)FA1...AN−1A .
(6.29)
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For the diffeomorphism symmetries, we expand the gauge parameter over the eigen-
forms,
Ξµ =
∑
a
ξaµψa + ξ
0
µ , (6.30)
Ξn =
∑
i
ξiYn,i +
∑
a
ξa∇nψa +
∑
α
ξαYn,α . (6.31)
By expanding out Eq. (6.28) and equating coefficients, we find how the diffeomorphisms act
on the lower dimensional fields in the graviton decomposition,
δhaµν = ∇µξaν +∇νξaµ , δφI = 0 ,
δh0µν = ∇µξ0ν +∇νξ0µ , δφi = ξi , i 6= Killing ,
δAiµ = ∂µξ
i , δφa = 2ξa , a 6= conformal ,
δAαµ = ∂µξ
α , δφ¯a = −2λaξa ,
δAaµ = ξ
a
µ + ∂µξ
a , δφ0 = 0 ,
δφα = ξα , α 6= Killing . (6.32)
We also have the (N − 1)-form gauge transformations descending from Eq. (6.27) with
the expansion Eq. (4.6),
δaa = 0 ,
δaiµ = ∂µΛ
i ,
δbi = Λi ,
δcα = 0 . (6.33)
Descending from Eq. (6.29), we find the following diffeomorphism transformations for
the form fields8,
δaa = 2Q
√
λaξ
a ,
δ(aiµ − ∂µbi) = −
2Q√
λi
∂µξ
i ,
δcα = 2Qξα . (6.34)
8The factors of 2 are from the factor of 2 in the canonical normalization of HAB in Eq. (6.12).
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We define the quantities,
h˜aµν =
haµν −
(∇µAaν +∇νAaµ)+∇µ∇νφa , a 6= conformal ,
haµν −
(∇µAaν +∇νAaµ)− 1λa∇µ∇νφ¯a , a = conformal , (6.35)
F a = λaφ
a + φ¯a , a 6= conformal , (6.36)
Ka =
−Qφa + 1√λaaa, a 6= conformal ,aa + Q√
λa
φ¯a, a = conformal,
(6.37)
A˜iµ =
Aiµ − ∂µφi , i 6= Killing ,Aiµ, i = Killing , (6.38)
a˜iµ =
aiµ − ∂µbi +
2Q√
λi
∂µφ
i , i 6= Killing ,
aiµ − ∂µbi , i = Killing ,
(6.39)
A˜αµ =
Aαµ − ∂µφα , α 6= Killing ,Aαµ − 12Q∂µcα , α = Killing , (6.40)
c˜α = cα − 2Qφα , α 6= Killing . (6.41)
These are all gauge invariant, with the exception of A˜iµ and a˜
i
µ for i = Killing, which
transform as A˜iµ = ∂µξ
i, δa˜iµ = − 2Q√λi∂µξi. One linear combination of these is gauge invariant
and will yield a massive vector, the other transforms as a Maxwell field and will give a
massless vector with a gauge invariant Maxwell action.
There is a curiosity that takes place when the internal manifold is flat, R(N) = 0. As
reviewed in Appendix B, this is the only case for which there can be harmonic forms which
are also Killing, so that α = Killing is non-empty, and in this case the harmonic forms are
precisely the Killing vectors. As indicated in Eq. (6.40), the gauge invariant combination is
Aαµ − 12Q∂µcα, which combines the zero-modes of the flux field with the zero modes of the
Kaluza-Klein photon coming from the graviton (the gravi-photon). This combination will
appear in d dimensions as a massive vector, whose mass can be interpreted as arising from
a kind of Anderson-Higgs mechanism; the gravi-photon eats the zero-mode of the form field
to become massive. This only happens for non-zero flux Q2 > 0, so that by Eq. (6.10) the d-
dimensional space is negatively curved, R(d) < 0. When Q
2 = 0, we see from Eq. (6.34) that
the zero mode becomes gauge invariant and is no longer combined with the gravi-photon.
The scalar and the gravi-photon then become a separate massless vector and scalar.
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6.5 Reduced Action
Using orthogonality of the various eigenfunctions to integrate out the internal dimensions,
combining all the different terms and regrouping them into the combinations Eqs. (6.35)-
(6.41), we find,
L0√−g = ε(h
0) + hµν,0(∇µ∇νφ0 −φ0gµν)− R(d)
d
h0φ0
+
1
2
(
1− 1
N
)
(∂φ0)2 −
[
1
2
(
1− 2
N
)
R(d)
d
+
(
1− 1
N
)
Q2
]
(φ0)2 , (6.42)
La√−g =
∑
a6=conformal
ε(h˜a)− 1
2
λa
(
|h˜aµν |2 − |h˜a|2
)
+
1
2
{
h˜µν,a∗(∇µ∇νF a −F agµν) +
[(
1− 1
N
)
λa − R(d)
d
]
h˜a∗F a +Qλah˜a∗Ka + c.c.
}
+
1
2
(
1− 1
N
)
|∂F a|2 + 1
2
(
1− 2
N
)[(
1− 1
N
)
λa − R(d)
d
]
|F a|2 −
(
1− 1
N
)
Q2|F a|2
− 1
2
λa|∂Ka|2 − 1
2
λ2a|Ka|2 −
1
2
λaQ {Ka∗F a + c.c.}
+
∑
a=conformal
ε(h˜a)− 1
2
λa
(
|h˜aµν |2 − |h˜a|2
)
+
1
2
{
Q
√
λah˜
a∗Ka + c.c.
}
− 1
2
|∂Ka|2 − 1
2
λa|Ka|2 ,
(6.43)
Li√−g =
∑
i
−1
2
|F˜ iµν |2 −
1
4
|f˜ iµν |2 −
(
λi − 2R(d)
d
− 2Q2
)
|A˜iµ|2 − 2|QA˜iµ +
1
2
√
λia˜
i
µ|2 ,
(6.44)
Lα√−g =
∑
α 6=Killing
−1
2
|F˜αµν |2 + 2
(
R(d)
d
+Q2
)
|A˜αµ|2 − 2|QA˜αµ −
1
2
∂µc˜
α|2
+
∑
α=Killing
−1
2
|F˜αµν |2 +
2R(d)
d
|A˜αµ|2 , (6.45)
LI√−g =
∑
I
−1
2
|∂φI |2 − 1
2
(
λI − 2R(d)
d
− 2Q2
)
|φI |2 , (6.46)
where F˜ iµν , F˜
α
µν are the standard Maxwell field strengths of the corresponding vectors.
In addition, we have terms that we have not displayed coming from the kinetic terms
for the form fluctuations (the third line of Eq. (6.14)). These are unaffected by the mixing
with gravity, and look identical to Eq. (4.9) for p = N − 1. The only exceptions, which
are affected and which we have included here, are the parts in Eqs. (6.18) and (6.19); in
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particular, the kinetic term for these parts coming from the third line of Eq. (6.14) give the
terms in Eqs. (6.43), (6.44) and (6.45) that are squares of the p-form components.
For the case N = 2, there was the subtlety that the one-forms are mapped to themselves
under the Hodge star, so that we had to split the index α into imaginary self-dual and
imaginary anti-self dual parts, α±, as in Eq. (6.23). From the first term of Eq. (6.15), we get
the cross term
∑
αQi
(
Aα
−
µ ∂
µcα
+ − Aα+µ ∂µcα−
)
+c.c. After a field re-definition cα
+ → −icα− ,
cα
− → icα− , the α+ and α− indices can be recombined into α, giving the cross terms of
Eq. (6.45) which are of the same form as N > 2.
The part of the spectrum that can be immediately read off is LI . This gives a tower
of massive scalars with mass m2I = λI − 2R(d)d − 2Q2 = λI −
2R(N)
N
. In terms of R(N) this is
the same mass spectrum as for pure gravity. In particular, the scalars are massless precisely
when λI =
2R(N)
N
, i.e. for each modulus of the Einstein structure. For the rest, we must
diagonalize the action.
6.6 Diagonalization
We now diagonalize the various parts of the action that are mixed. The case d = 2 is special
due to the fact that gravitons have a vanishing kinetic term in this dimension, so we first
restrict to the case d ≥ 3. (As with the pure graviton, the case d = 1 is trivial: R(d) = 0, every
scalar indexed by a is conformal, and everything that might need diagonalization vanishes
or is set to zero by equations of motion.)
Zero modes: We start with the L0 sector in Eq. (6.42). We can diagonalize this
graviton-scalar sector by the conformal transformation
h0µν = h
′0
µν −
1
d− 2φ
0gµν , (6.47)
giving
L0√−g = ε(h
′0) +
d+N − 2
2N(d− 2)
(
−(∂φ0)2 + 2R(d)
d
(φ0)2
)
−
(
1− 1
N
)
Q2(φ0)2 . (6.48)
This describes a massless graviton, and a non-ghost scalar with mass,
m20 = −
2R(d)
d
+
2(N − 1)(d− 2)
d+N − 2 Q
2 , (6.49)
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Using Eq. (6.10) we may write this as m20 = −2R(N)N + 2N(d−1)d+N−2 Q2, and we see that the volume
modulus for positively curved N may be stabilized if the flux is sufficiently large.
a modes: We next turn to the La sector in Eq. (6.43).
First consider the non-conformal sector. We can diagonalize by the transformation
haµν → h
′a
µν −
d
(
1− 1
N
)
λa −R(d)
d(d− 1)λa − (d− 2)R(d)F
agµν +
d
(
1 + d−2
N
)
d(d− 1)λa − (d− 2)R(d)∂µ∂νF
a
− dQλa
d(d− 1)λa − (d− 2)R(d)K
agµν − d(d− 2)Q
d(d− 1)λa − (d− 2)R(d)∂µ∂νK
a , a 6= conformal .
(6.50)
The Lichnerowicz bound Eq. (C.14) combined with the positivity of Q2 in Eq. (6.10) implies
that the denominator is strictly positive, so the transformation is always valid (except in the
case d = 1 where R(d) = 0, which we will treat separately).
This decouples the graviton, leaving a Fierz-Pauli massive graviton of mass squared
λa. The remaining action for F
a and Ka is still kinetically mixed, and the mixing between
the kinetic terms of the F a and Ka scalars can be removed by the transformation,
F a → F ′a − d λaQ
d
(
1− 1
N
)
λa −R(d)
Ka , a 6= conformal . (6.51)
Again the denominator is never zero. The resulting mass matrix mixing the F a and Ka
scalars has eigenvalues
m2a± = λa + A±
√
A2 + 4λaB , a 6= conformal , where
A ≡
(d−2)(N−1)Q2
d+N−2 −
R(d)
d
,
B ≡ (d−1)(N−1)Q2
d+N−2 .
(6.52)
Now consider the conformal sector. We can diagonalize by the transformation
haµν → h
′a
µν−
d
√
λaQ
d(d− 1)λa − (d− 2)R(d)K
agµν−
d(d− 2) Q√
λa
d(d− 1)λa − (d− 2)R(d)∂µ∂νK
a , a = conformal ,
(6.53)
which is valid since the denominator is always strictly positive by λa =
R(N)
N−1 for conformal
scalars, combined with the positivity of Q2 in Eq. (6.10). This gives the final Lagrangian for
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the conformal part,
La√−g ⊃
∑
a=conformal
ε(ha)− 1
2
λa(|haµν |2 − |ha|2)
+
d(d+N − 2)
(
Q2 +
R(d)
d
)
(d+N − 2)R(d) +Nd(d− 1)Q2
[
−1
2
|∂Ka|2 − 1
2
(
λa +
2N(d− 1)
d+N − 2Q
2
)
|Ka|2
]
.
(6.54)
The denominator of the kinetic term for the scalars is always strictly positive. Also, recall
that Q2 +
R(d)
d
=
R(N)
N
by Eq. (6.10). Thus, there are no ghosts for a positively curved internal
space, R(N) > 0. For a flat or negatively curved internal space, R(N) = 0 or R(N) < 0, no
conformal scalars exist (see Appendix C).
The masses of these scalars are
m2a = λa +
2N(d− 1)
d+N − 2Q
2 , a = conformal . (6.55)
The mass is always strictly positive, which is seen by using λa =
R(N)
N−1 combined with the
positivity of Q2 in Eq. (6.10).
i modes: The Lagrangian Li, (6.44), describes two vectors for each i. The mass matrix
has eigenvalues,
m2i± = λi −
R(d)
d
±
√(
R(d)
d
)2
+ 2Q2λi . (6.56)
The positive root is always greater than zero. The negative is always greater than or equal
to zero, and is equal to zero precisely when i corresponds to a Killing vector. Recall from
Appendix B that λi ≥ 2R(N)N , with equality if and only if i corresponds to a Killing vector. In
the case R(N) > 0, we may have such Killing vectors, and the negative root of Eq. (6.56) will
give one massless vector for each of the Killing vectors. For the Killing vectors, the positive
root remains massive, corresponding to the gauge invariant combination of the two vectors
A˜iµ and a˜
i
µ, and the negative root corresponds to a gauge non-invariant combination which
transforms as a massless vector should.
In the case R(N) ≤ 0, we do not have Killing vectors among the i’s, because they don’t
exist when R(N) < 0, and because they are harmonic and hence included among the α’s
when R(N) = 0. The bound λi ≥ 0 on the vector Laplacian ensures that the squared masses
Eq. (6.56) are not less than 0.
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α modes: Finally, let us analyze the spectrum of the harmonic sector Lα in Eq. (6.45).
For α 6= Killing, we diagonalize by the transformation
A˜αµ → A˜
′α
µ −
dQ
2R(d)
∂µc˜
α , α 6= Killing . (6.57)
Note that we do not have to worry about R(d) = 0 in the denominator of the transformation
Eq. (6.57), because in this case Eq. (6.10) tells us that R(N) > 0, which by the arguments of
Appendix B implies that there are no harmonic vectors. We have,
L√−g = −
1
2
|F˜ ′αµν |2 +
2R(d)
d
|A′αµ |2 −
1
2
(
1 +
d
R(d)
Q2
)
|∂µc˜α|2 , α 6= Killing . (6.58)
We find massless scalars when R(N) > 0, which are never ghostly since 1 +
d
R(d)
Q2 > 0 when
R(N) > 0, and vectors of mass squared m
2 = −2R(d)
d
= 2Q2 − 2R(N)
N
. This mass squared is
always greater than zero, since harmonic vectors do not exist on positively curved manifolds.
The case R(N) = 0 is the case when any harmonic vectors are also Killing, so we do
not need to diagonalize in this case, and we have only massive vectors of mass m2 = −2R(d)
d
,
which is always positive because by Eq. (6.10) R(d) < 0 when R(N) = 0 and Q
2 > 0.
d = 2 case:
In d = 2, gravitons are non-dynamical, so we must solve for the gravitons as auxiliary fields
through their equations of motion. The kinetic part of the graviton,
√−g(h) with (h) as
in Eq. (5.19), is a total derivative. Dropping this total derivative, the zero mode sector after
reduction has the Lagrangian
L0√−g = h
µν,0(∇µ∇νφ0 −φ0gµν)− R(2)
2
h0φ0
+
1
2
(
1− 1
N
)
(∂φ0)2 −
[
1
2
(
1− 2
N
)
R(2)
2
+
(
1− 1
N
)
Q2
]
(φ0)2 . (6.59)
This is just a linearization of a version of dilaton gravity in two dimensions [15].
The part of the reduced action corresponding to scalar eigenfunctions of the Laplacian
becomes
La√−g =
∑
a6=conformal
−1
2
λa|h˜aµν |2 +
1
2
λa|h˜a|2
+
1
2
{
h˜µν,a∗(∇µ∇νF a −F agµν) +
[(
1− 1
N
)
λa − R(2)
2
]
h˜a∗F a +Qλah˜a∗Ka + c.c.
}
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+
1
2
(
1− 1
N
)
|∂F a|2 + 1
2
(
1− 2
N
)[(
1− 1
N
)
λa − R(2)
2
]
|F a|2 −
(
1− 1
N
)
Q2|F a|2
− 1
2
λa|∂Ka|2 − 1
2
λ2a|Ka|2 −
1
2
λaQ {Ka∗F a + c.c.}
+
∑
a=conformal
−1
2
λa|h˜aµν |2 +
1
2
λa|h˜a|2 + 1
2
{
Q
√
λah˜
a∗Ka + c.c.
}
− 1
2
|∂Ka|2 − 1
2
λa|Ka|2 .
(6.60)
For the non-conformal part, varying with respect to hµν,a gives us an expression for the
non-dynamical graviton,
haµν =
1
λa
∇µ∇νF a − 1
λa
[(
1− 1
N
)
λa − R(2)
2
]
F agµν +QK
agµν , a 6= conformal . (6.61)
Substituting this back into the action, we find
La√−g ⊃
∑
a6=conformal
−1
2
[(
1− 1
N
)
− R(2)
2λa
]
|∂F a|2 − 1
2
(
1− R(2)
λa
)[(
1− 1
N
)
λa − R(2)
2
]
|F a|2
−
(
1− 1
N
)
Q2|F a|2 − 1
2
λa(∂K
a)2 − 1
2
(
λa + 2Q
2
)
λa|Ka|2
+
1
2
{[(
−3 + 2
N
)
λa +R(2)
]
QKa∗F a −Q∂µF a∗∂µKa + c.c.
}
. (6.62)
The kinetic cross-terms can be eliminated by the transformation,
F a → F a′ − Qλa(
1− 1
N
)
λa − R(2)2
Ka , a 6= conformal . (6.63)
As with the previous cases, the denominator is never zero. After canonically normalizing the
kinetic terms, the resulting mass matrix has eigenvalues
m2± = λa −
R(2)
2
±
√
R2(2)
4
+ 4
(
1− 1
N
)
Q2λa , a 6= conformal . (6.64)
This is exactly the same as the earlier formula Eq. (6.52) restricted to d = 2.
For the conformal sector, the equations of motion give
haµν =
Q√
λa
Kagµν , a = conformal . (6.65)
Substituting back into the action gives
La√−g ⊃
∑
a=conformal
−1
2
|∂Ka|2 − 1
2
(
λa + 2Q
2
) |Ka|2 , a = conformal . (6.66)
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d = 1 case:
In d = 1 we have R(d) = 0. All the graviton kinetic terms, Fierz-Pauli mass terms, and vector
kinetic terms vanish identically. All that remains of L0 is the volume modulus φ0 with mass
m2 = 2 (1− 1/N)Q2. All that remains of the graviton in La for the non-conformal modes
are cross terms ∼ hF, hK, so ha is a multiplier which sets Ka = −N−1
NQ
F a. Plugging back in,
we find F a remains as a free scalar with mass m2 = λa − 2Q2. In the case of the conformal
modes, all that remains of the graviton is a cross term ∼ hK, so ha is a multiplier which
sets Ka = 0. Nothing dynamical remains of the vectors in Li, since the vector kinetic terms
vanish. Lα is empty because R(d) = 0 means R(N) > 0 so there are no harmonic vectors.
Thus the spectrum for d = 1 is just the zero mode, the conformal scalars of La, and the
scalars of LI .
6.7 Spectrum
In summary, the spectrum is
• One massless graviton (dilaton gravity in d = 2),
• One zero mode scalar for the volume modulus with a curvature-dependent mass m20 =
−2R(N)
N
+ 2N(d−1)
d+N−2 Q
2 (part of dilaton gravity in d = 2),
• A tower of Fierz-Pauli massive gravitons, one for each eigenvector of the scalar Lapla-
cian with eigenvalue λa > 0, with mass m
2
a = λa,
• A tower of massive scalars, two for each non-conformal eigenvalue of the scalar Lapla-
cian labeled by a, with masses given by Eq. (6.52) (one of the pair is not dynamical
for d = 1),
• A tower of massive scalars for each conformal scalar when N ≥ 2, with masses given
by m2a = λa +
2N(d−1)
d+N−2 Q
2 where λa =
R(N)
N−1 (not dynamical for d = 1),
• A tower of vectors for each co-exact form labeled by i, with masses given by Eq. (6.56).
One is massless for each Killing vector,
• Vectors with mass m2α = −2R(d)d for each harmonic form,
• A massless scalar for each non-Killing harmonic form labeled by α,
• A tower of massive scalars for the transverse traceless tensor modes of the Lichnerowicz
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operator, in general massive with mass m2I = λI − 2R(N)N . They are massless when
λI =
2R(N)
N
, i.e. for each modulus of the Einstein structure.
In addition, we have the remaining parts of the (N − 1)-form field decomposition which do
mix with the graviton.
Many of the ingredients are non-dynamical for low dimensions. For instance, massless
gravitons are non-dynamical for d ≤ 3, the massive gravitons and massless vectors are non-
dynamical in d ≤ 2, and the vector fields are non-dynamical for d = 1.
Let us comment on the case N = 1, where N is the circle and the extra dimensional
metric has only one component γyy = 1. There are no co-exact vectors other than the single
Killing vector which is constant around the circle. This is also the only harmonic one-form.
There are no transverse traceless tensors, and no non-conformal scalars (every vector is a
conformal Killing vector for N = 1). The scalar eigenfunctions can be chosen to be simply
the Fourier modes, ψa =
1√
2piRe
iay/R, where R is the radius of the circle and a ranges over all
the integers, with a = 0 the zero mode. The eigenvalues are λa = a
2/R2. In this case, the
graviton ansatz Eq. (6.17) simplifies to the simple Fourier expansion Eq. (5.33). The p-form
field is simply a scalar, A, with a background value ∂yA = Q. The d-dimensional space is
negatively curved, with curvature R(d) = −Q2d. The expansion Eq. (4.3) of the fluctuation
of A becomes a simple Fourier transform,
A˜ =
1√
2piR
[
c0 +
∞∑
a=1
(
aaeiay/R + c.c.
)]
. (6.67)
As for the duality relations, Eq. (6.21) is empty, and Eq. (6.20) relates the space of scalar
eigenfunctions to itself and for our choice of basis must be supplemented by an additional
factor of i to remain true, ψa = i√
λa
∗ dψa. Then Eq. (6.25) remains true and reads just like
Eq. (6.67) if we redefine aa → −iaa.
In this case, we recover a massless graviton h0µν , a massive vector A
0
µ with mass squared
−2R(d)/d, the massive dilaton φ0 with mass squared −2R(d)/d, a tower of massive graviton
doublets haµν with longitudinal modes A
a
µ, φ¯
a, and a tower of scalars Ka. As mentioned at the
end of Section 6.4, the presence of flux can be interpreted as an Anderson-Higgs mechanism:
the zero mode of the zero-form field is eaten by the Kaluza-Klein vector, causing it to become
massive.
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6.8 Stability
Gravitons: The graviton spectrum is identical to the case of pure gravity with no flux. For
gravitons on a flat or negatively curved space, stability occurs only when the Fierz-Pauli
mass term is negative, which never happens. For positively curved spaces, gravitons are
stable as long as their masses are above the Higuchi bound [16],
m2 ≥ d− 2
d(d− 1)R(d) . (6.68)
Since the mass squared of the graviton is just the eigenvalue, m2 = λa, to violate or
saturate the Higuchi bound we would need to have
λa ≤ d− 2
d− 1
R(d)
d
=
d− 2
d− 1
(
R(N)
N
−Q2
)
≤ d− 2
d− 1
R(N)
N
. (6.69)
This is inconsistent with the Lichnerowicz bound Eq. (C.14), λa ≥ R(N)N−1 . Thus the gravitons
are always stable, the Higuchi bound is never saturated, and there is never a partially
massless graviton in the spectrum.
Vectors: Vectors are unstable only when their mass squared is negative, which never
occurs, so no instability arises from the vectors.
Scalars: Any instabilities always arise from the scalar modes, which may potentially
become tachyonic.
• The volume modulus φ0 is always stable for R(d) ≤ 0. For a positively curved internal
manifold, R(d) > 0, there is a window of stability,
2N(d− 1)
d+N − 2Q
2 ≥ 2R(N)
N
. (6.70)
Recall that this sector is always unstable for positive curvature in the pure graviton
case, Q2 = 0, so the flux has a stabilizing effect. In the case d = 2, where we have
dilaton gravity, there are no local degrees of freedom [27], so we may call this stable in
all cases if we are only concerned with local degrees of freedom.
• There may be instabilities in the φI , the sector corresponding to transverse traceless
tensor modes of the Lichnerowicz operator. In terms of the curvature of the internal
manifold, the condition for stability is identical to that of the pure gravity case: the
mass squared is given by m2I = λI − 2R(N)N . These are never unstable in the case of
compactifications on spheres or other quotients of maximally symmetric spaces.
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• Additional instabilities can occur in the scalar sector that corresponds to scalar eigen-
modes of the Laplacian. The regime of stability is governed by Eq. (6.52). In the
following subsection, we will look more closely at this spectrum in a specific and fa-
miliar setup, namely for compactifications on spheres.
6.9 Spheres
While the spectrum of scalars in the scalar eigenmode sector is complicated in general, it
is simple to make contact with known stability regimes of standard Freund-Rubin compact-
ifications when the case where the internal manifold is a sphere (see e.g. [37]). Here we
summarize some results from these formulae in the case of spheres for d,N ≥ 2. The scalar
eigenmodes are λa =
l(l+N−1)
R2 , where l = 0, 1, 2, · · · and R is the radius of the sphere and
is related to the curvature by R(N) =
N(N−1)
R2 . The l = 0 mode is the zero modes, and
its stability is governed by Eq. (6.49). The l = 1 modes are the conformal scalars, with
mass squared given by Eq. (6.55), and they are always stable. The l ≥ 2 modes are the
non-conformal scalars, and their stability is governed by the lesser of Eq. (6.52). The l = 0
and l ≥ 2 modes are the potential sources of instability. We have:
d > 2:
• R(d) < 0: The l = 0 modes are always stable. For the l ≥ 2 modes, the negative
solution must be compared to the Breitenlohner-Friedmann bound Eq. (5.37) to assess
stability. We have,
– N = 2, 3: Stable,
– N even, N ≥ 4: Unstable to one or more l ≤ N
2
modes when Λ is above some
critical value which is > 0. Stable when Λ is below this critical value, in particular,
stable when Λ ≤ 0.
– N odd, N ≥ 5: Entire Λ > 0 regime is unstable to one or more l ≤ N−1
2
modes.
Λ = 0 is stable, with l = N−1
2
exactly saturating the Breitenlohner-Friedmann
bound. Λ < 0 is stable.
• R(d) > 0: These solutions always have Λ > 0. The l = 0 modes are now stable in the
range 2(d−2)
d−1 Λ ≥ d+N−2d R(d), and so are unstable below some critical value for Λ. For
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the l ≥ 2 modes, we have
– N = 2, 3: Stable.
– N = 4: Unstable to the l = 2 mode above a critical value of Λ. There is a window
of stability between this critical value and the critical value for the zero mode.
– N ≥ 5: Unstable to one or more l ≥ 2 modes above a critical value of Λ, with no
window of stability between this critical value and the critical value for the zero
mode.
• R(d) = 0: These solution satisfy Λ = 12
(
1− 1
N
)
R(N) > 0. The l = 0 modes are always
stable. For the higher modes we have,
– N = 2, 3: Stable,
– N ≥ 4: Unstable to one or more l ≥ 2 modes.
In d = 2, the decoupled zero mode with mass Eq. (6.49) is replaced by a dilation gravity
theory, which carries no local degrees of freedom, so there is no local instability here [27].
Thus, any instabilities come from only for the l ≥ 2 modes. Apart from this, the main
differences occur in the case N = 4. We have,
d = 2:
• R(d) < 0: An additional window of stability opens for N = 4 above a new critical
Λ > 0. Otherwise the same as d > 2.
• R(d) > 0: We have,
– N = 2, 3, 4: Stable,
– N ≥ 5: Unstable to one or more l ≥ 2 modes when Λ is larger than some critical
value.
• R(d) = 0: We have,
– N = 2, 3, 4: Stable,
– N ≥ 5: Unstable to one or more l ≥ 2 modes.
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7 Discussion
We have derived the full Kaluza-Klein tower of fluctuations for scalars, vectors, p-forms,
linearized gravity and flux compactifications, on a general smooth manifold of arbitrary
dimension, using Hodge decomposition theorems. We have performed these calculations in
a fully gauge invariant way, at the level of the action.
The dimensional reduction of linear theories has been studied in the past for large
classes of compactifications, but we feel the calculations presented here, based on the action
and performed in a gauge invariant manner, are more streamlined than those given previously
based on the equations of motion and/or restricted to specific gauges.
For instance, we can see at the level of the action the instabilities occurring in [37, 38,
39, 40]. They are a general feature of Kaluza-Klein reductions; for example, any reduction
of gravity on a positively curved spacetime will feature instabilities coming from the volume
modulus.
We have worked with only linearized theories, so our calculations ignore any effects
due to non-linear interactions. However, another virtue of our method is that it is straight-
forward, if tedious, to extend to interactions. One simply plugs the ansa¨tze we have given
for the fields into the full non-linear action. The interaction terms mixing the modes in d
dimensions will then have coefficients containing triple and higher overlap integrals involving
the various pieces of the Hodge decompositions.
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A Hodge Eigenvalue Decomposition for Forms
In this Appendix, we review some facts about the mathematics of p-forms and the Hodge
decomposition, which we will need to decompose the higher dimensional fields in terms
of components that are convenient for the Kaluza-Klein reduction. For a more extensive
introduction, see for example [41].
A.1 Review of p-forms
For (in general complex-valued) p-forms ω and η on an N -dimensional manifold N with
metric γ and covariant derivative ∇, we define the positive definite inner product
(ω, η) =
∫
dNy
√
γ
1
p!
ω∗n1···npη
n1···np . (A.1)
The standard exterior derivative taking p-forms to (p+ 1)-forms is,
(dω)n1...np+1 = (p+ 1)∇[n1ωn2...np+1] . (A.2)
A p-form ω is closed if dω = 0, and the space of closed p-form fields is denoted Λpclosed(N ).
A p-form ω is exact if ω = dη, for some (p − 1)-form η. The space of exact p-form fields is
denoted by Λpexact(N ). An exact form is closed, since d2 = 0, so Λpexact(N ) is a subspace of
Λpclosed(N ).
The co-exterior derivative taking p-forms to (p− 1)-forms is defined by
(d†ω)n1...np−1 = −∇mωmn1...np−1 . (A.3)
The operator d† is the adjoint of d with respect to the inner product Eq. (A.1), i.e. (dα, ω) =
(α, d†ω), for p-form ω and (p−1)-form α. A p-form ω is co-closed if d†ω = 0, and the space of
co-closed p-form fields is denoted Λpco−closed(N ). A p-form ω is co-exact if ω = d†η, for some
(p + 1)-form η. The space of co-exact p-form fields is denoted by Λpco−exact(N ). A co-exact
form is co-closed, since (d†)2 = 0, so Λpco−exact(N ) is a subspace of Λpco−closed(N ).
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The Hodge Laplacian is defined by
∆ = (d+ d†)2 = dd† + d†d , (A.4)
or in terms of components for a p-form ω,
(∆ω)n1...np = −∇2ωn1...np +
p∑
i=1
[∇m,∇ni ]ωn1,...,ni−1,m,ni+1...np
= −∇2ωn1...np +
p∑
i=1
Rmniωn1,...,ni−1,m,ni+1...np − 2
p∑
i,j=1 (i<j)
Rm1 m2ni njωn1,...,ni−1,m1,ni+1...nj−1,m2,nj+1...np ,
(A.5)
where Rmnpq is the Riemann curvature. A p-form ω is called harmonic if ∆ω = 0. A form is
harmonic if and only if it is closed and co-closed. The vector space of harmonic p-forms is
denoted Λpharm(N ).
The Laplacian is self-adjoint in the scalar product Eq. (A.1),
(ω,∆η) = (∆ω, η) . (A.6)
We can decompose the space of p-forms into eigenspaces of the Laplacian,
Λp(N ) =
∑
⊕λ
Epλ(N ) . (A.7)
where Epλ(N ) are the subspaces {ω ∈ Λp(N )|∆ω = λω}. Each subspace is finite dimensional.
We only consider those λ’s such that the subspaces are non-trivial, and this forms the
spectrum of the Laplacian. Due to self-adjointness and non-negativity of the Laplacian, the
spectrum is real and non-negative, λ ≥ 0, and the eigenspaces for different λ are orthogonal
with respect to the inner product (A.1). The zero eigenspace is the same as the space of
harmonic forms Epλ=0(N ) = Λpharm(N ).
We have the Hodge decomposition theorem, giving the following orthogonal (under the
inner product Eq. (A.1)) direct sum decomposition
Λp(N ) = Λpexact(N )⊕ Λpco−exact(N )⊕ Λpharm(N ) . (A.8)
This means that any p-form ω can be written uniquely as a sum of an exact form, a co-
exact form, and a harmonic form. We also have Λpclosed(N ) = Λpexact(N ) ⊕ Λpharm(N ), and
Λpco−closed(N ) = Λpco−exact(N )⊕ Λpharm(N ). The maps
Λpco−exact(N ) d→ Λp+1exact(N ), Λpco−exact(N ) d
†← Λp+1exact(N ) , (A.9)
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are bijections.
The differential and co-differential commute with the Laplacian,
d∆ = ∆d , d†∆ = ∆d† . (A.10)
Thus Λpexact(N ) and Λpco−exact(N ) are invariant subspaces of ∆. In fact, The Hodge decom-
position commutes with the eigenvalue decomposition. Thus we can do a Hodge decom-
position on each eigenspace separately for λ 6= 0 (the λ = 0 case is already done because
Ep0(N ) = Λpharm(N )),
Epλ(N ) = Epλ,exact(N )⊕ Epλ,co−exact(N ) , (A.11)
and the spaces Λpexact(N ) and Λpco−exact(N ) can be decomposed into eigenspaces
Λpexact(N ) =
∑
⊕λ6=0
Epλ,exact(N ) , (A.12)
Λpco−exact(N ) =
∑
⊕λ 6=0
Epλ,co−exact(N ) . (A.13)
The following sequences are exact for λ > 0,
· · · d→ Epλ(N ) d→ Ep+1λ (N ) d→ · · · (A.14)
· · · d†← Epλ(N ) d
†← Ep+1λ (N ) d
†← · · · (A.15)
The kernel of d on Epλ(N ) is Epλ,exact(N ), and the kernel of d† on Epλ(N ) is Epλ,co−exact(N ).
A.2 The Kaluza-Klein Ansatz
The result of all this is that any p-form ω can be written as
ωn1···np =
∑
ip
aipYip,n1···np +
∑
ip−1
bip−1
(
dYip−1
)
n1···np +
∑
αp
cαpYαp,n1···np . (A.16)
Here, Yip is a basis of co-closed p-forms,
∇mYip,mn2···np = 0 , (A.17)
which are also eigenvalues of the Laplacian with positive eigenvalues
∆Yip,n1···np = λipYip,n1···np , λip > 0 . (A.18)
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The index ip runs over the basis, including multiplicities for the eigenspaces. The Yαp are a
basis of harmonic p-forms,
∆Yαp,n1···np = 0 , (A.19)
(which, like all harmonic forms, are closed and co-closed, ∇mYαp,mn2···np = ∇[n1Yαp,n2···np+1] =
0). The aip ’s, bip−1 ’s and cαp in Eq. (A.16) are constant coefficients which are unique for a
given form ω.
We also choose the bases above to be orthonormal in the product Eq. (A.1). For the
co-exact forms we have
1
p!
∫
dNy
√
γ Y ∗ip,n1···npY
n1···np
jp
= δipjp , (A.20)
and for the harmonic forms we have
1
p!
∫
dNy
√
γ Y ∗αp,n1···npY
n1···np
βp
= δαpβp . (A.21)
The three parts of the decomposition Eq. (A.16) are all orthogonal to each other. The
expression Eq. (A.16) is an expansion of a p-form over a complete orthonormal basis of
forms, a generalization of a Fourier expansion, one which is well suited for Kaluza-Klein
reductions.
Finally, we will impose that the bases have the following properties under complex
conjugation,
Y ∗ip,n1···np = Yi¯p,n1···np , Y
∗
αp,n1···np = Yα¯p,n1···np . (A.22)
Here i¯p and α¯p represent some involution on the set of indices ip, αp respectively.
9 If the form
ω which we are expanding in Eq. (A.16) happens to be real (as is the case in our Kaluza-
Klein decompositions where the higher dimensional fields are real), then the coefficients will
satisfy a reality condition,
aip∗ = ai¯p , bip−1∗ = bi¯p−1 , cαp∗ = cα¯p . (A.23)
9As an example, if we were considering the space of scalar functions on the two sphere, we could use the
basis of spherical harmonics Yl,m, indexed by the pair l,m with l = 0, 1, 2, · · · and m = −l,−l + 1 · · · , l.
The case l = 0 is the harmonic zero form and is the only value of the index α0. The index i0 then stands
for the rest of the l’s and m’s collectively. Under complex conjugation, the spherical harmonics transform
as Y ∗l,m = Yl,−m, so the involution on the indices in this case is (l,m) = (l,−m).
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For the case p = 0, where we are considering scalar functions φ on the manifold
N , there is always only one harmonic function, a constant, and given the normalization
condition Eq. (A.21) this constant is 1√VN , where VN is the volume of the manifold. The
co-exact zero-forms are the functions orthogonal to the constant function, and to label them
we will generally use the index a in place of the index i0. There are no exact zero-forms.
Our decomposition Eq. (A.16) for functions then reads
φ =
∑
a
aaψa +
1√VN
c0 , (A.24)
where ψa is a complete orthonormal set of eigenvectors of the scalar Laplacian with positive
eigenvalues,
ψa = −λaψa , λa > 0 , (A.25)∫
dNy
√
γ ψ∗aψb = δab , (A.26)
For the case p = 1, where we are considering covariant vectors Vm on the manifold N ,
we will often use i in place of i1 for the index labeling the co-exact vectors, and the label α
instead of α1 for the harmonic vectors. The decomposition Eq. (A.16) then becomes
Vm =
∑
i
biYi,n +
∑
a
ba∂nψa +
∑
α
cαYα,n , (A.27)
where ψa is the orthonormal basis of positive eigenvalue eigenmodes of the scalar Lapla-
cian (the same basis as appears in Eq. (A.24)), and Yi,n is a basis of orthonormal co-exact
eigenvalues of the vector Laplacian,
∆Yi,n = −Yi,n +R mn Yi,m = λiYi,n , λi > 0 , (A.28)
∇nYi,n = 0 , (A.29)∫
dNy
√
γ Y ∗i,mY
m
j = δij . (A.30)
The Yα,n are the orthonormal harmonic forms,
∆Yα,n = 0 , (A.31)∫
dNy
√
γ Y ∗α,nY
n
β = δαβ . (A.32)
As we will review in Appendix B, in the case where the metric γ is Einstein (the only case
of interest in the Kaluza-Klein decompositions of gravity), harmonic vectors can only exist
when the scalar curvature is non-positive, R(N) ≤ 0. In this case the set indexed by α is
empty when R(N) > 0.
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A.3 Hodge Star
The Hodge star, ∗, maps p-forms to (N − p)-forms,
(∗ω)np+1···nN =
1
p!
n1···np np+1···nNωn1···np , (A.33)
where n1···nN =
√
γ˜n1···nN is the volume form and ˜n1···nN is the anti-symmetric symbol with
˜12...N = 1. The volume form satisfies 
p1···ppn1···nd−pp1···ppm1···md−p = p!(d− p)!δ[n1m1 · · · δnd−p]md−p .
Inversely,
ωn1···np =
1
(N − p)!
np+1···nN
n1···np (∗ω)np+1···nN . (A.34)
We have ∗ ∗ ω = (−1)p(N−p)ω, and the Hodge star is an isomorphism between the space of
p-forms and the space of (N − p)-forms.
We can write the co-exterior derivative Eq. (A.3) as d† = (−1)N(p+1)+1 ∗ d∗, and so the
Hodge star intertwines d and d† and commutes with the Laplacian,
d ∗ ω = (−1)p ∗ d†ω , d† ∗ ω = (−1)p+1 ∗ dω , ∗ ∆ = ∆ ∗ , (A.35)
for a p-form ω. In addition, it preserves the inner product,
(∗ω, ∗η) = (ω, η) , (∗α, ω) = (−1)p(N−p)(α, ∗ω) , (A.36)
for p-forms ω and η and an (N − p)-form α.
The Hodge star is an isomorphism between the space of harmonic p-forms and the
space of harmonic (N − p)-forms
Λpharm(M)↔ ΛN−pharm(M) . (A.37)
This means that the index αp takes values over the same set as the index αN−p. We can
therefore choose our basis of harmonic (N − p)-forms to be the dual of the basis of p-forms,
YαN−p = ∗Yαp , 0 ≤ p < N/2 . (A.38)
In the case of even N , the space of harmonic N/2-forms is mapped to itself under the
Hodge star. For N = 4 mod 4, we have ∗2 = 1, so the space of harmonic N/2-forms splits
into two eigenspaces of ∗ with eigenvalues ±1, the self-dual and anti-self dual forms, and
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we can choose our basis of YαN/2 to line up with this split. We split the index set αN/2
into two sets, α+ and α− such that ∗Yα± = ±Yα± . For N = 2 mod 4, we have ∗2 = −1
and so the space of N/2-forms splits into two eigenspaces of ∗ with eigenvalues ±i, the
imaginary self-dual and imaginary anti-self dual forms, and we choose our basis to transform
as ∗Yα± = ±iYα± . In this imaginary case we have Y ∗α+ = Yα− . This case is useful for dealing
with flux compactifications in N = 2.
For any given eigenvalue λ > 0, the Hodge star is an isomorphism between the space
of exact p-forms of eigenvalue λ and the space of co-exact (N − p)-forms of eigenvalue λ.
Epλ,exact(M)↔ EN−pλ,co−exact(M) , λ > 0 . (A.39)
This means the index ip ranges over the same set as the index iN−1−p. We may choose our
basis of forms so that
YiN−1−p =
1√
λip
∗ dYip , 0 ≤ p ≤ bN/2c . (A.40)
The normalization on the right hand side ensures that the left hand side is normalized
properly under the scalar product Eq. (A.1).
These duality relations are important in the case of the flux compactifications of Sec-
tion 6. For example, there can be harmonic one-forms in the expansion of the off-diagonal
components of the higher dimensional graviton, corresponding to vectors in the uncompact-
ified d-dimensional space. In this case there are also harmonic (N − 1)-forms coming from
the expansion of the (N − 1)-form potential with all indices in the compactified dimensions.
These harmonic (N − 1)-forms correspond to scalars in the d dimensions, but because of
Hodge duality these scalars carry the same index, α, as the harmonic one-forms from the
graviton. These scalars mix with the vectors coming from the graviton. Similarly, there are
co-exact vectors in the expansion of the off-diagonal components of the higher dimensional
graviton, again corresponding to vectors in the uncompactified d-dimensional space with
index i. There are co-exact (N − 2)-forms in the expansion of the (N − 1)-form flux with
one index in the d-dimensional space, corresponding to vectors in d dimensions. These co-
exact (N −2)-forms are dual to the exact two-forms, and hence, because of the isomorphism
Eq. (A.9), carry the same index, i, as the co-exact one-forms. These vectors mix with the
vectors of the graviton.
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B Killing Vectors on Closed Einstein Manifolds
In the Kaluza-Klein decomposition of gravity, a special role is played by Killing vectors
on the internal manifold, which end up corresponding to massless vector fields in the un-
compactified space. In this Appendix we review some needed facts about Killing vectors on
closed Einstein manifolds.
We are considering a closed Riemannian N -manifold which is Einstein, i.e. the metric
satisfies
Rmn =
R(N)
N
γmn , (B.1)
with R(N) constant.
A Killing vector Km is a vector along which the metric has an isometry,
LKγmn ≡ ∇mKn +∇nKm = 0 . (B.2)
Taking the trace and divergence of Eq. (B.2), and using the Einstein condition Eq. (B.1)
we find that Killing vectors satisfy
∇mKm = 0 , Km + R(N)
N
Km = 0 . (B.3)
First, we prove some vanishing theorems which will tell us when Killing vectors can be
present. Consider the following identity for a general vector field Vm.
∇m (V n∇nV m − V m∇nV n) = ∇mVn∇nV m − (∇mV m)2 + R(N)
N
V 2 . (B.4)
Upon integrating both sides, the left hand side is zero because it is a total derivative, so
from the right hand side we have∫
N
√
γ
(
∇mVn∇nV m − (∇mV m)2 + R(N)
N
V 2
)
= 0 . (B.5)
In the case where V m is a Killing vector Km, we have, using the properties ∇mKn +
∇nKm = 0 and ∇mKm = 0 from Eqs. (B.2) and (B.3),∫
N
√
γ
(
−∇mKn∇mKn + R(N)
N
K2
)
= 0 . (B.6)
Suppose R(N) is negative. Then the integrand is a sum of squares and the integral cannot
be zero unless Km = 0.
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• If R(N) < 0, there can be no non-trivial Killing vectors.
This same trick allows us to prove a vanishing theorem for harmonic forms. Consider
Eq. (B.5) in the case where Vm is a harmonic one-form Hm. We have, using the properties
that a harmonic form is closed and co-closed, ∇mHn = ∇nHm and ∇mHm = 0,∫
N
√
γ
(
∇mHn∇mHn + R(N)
N
H2
)
= 0 . (B.7)
Suppose R(N) is positive. Then the integrand is a sum of squares and the integral cannot be
zero unless Hm = 0.
• If R(N) > 0, there can be no non-trivial harmonic forms.
In this sense, Killing vectors and harmonic forms are complementary. They only co-
exist in the case where R(N) = 0. In this case, for the integral to be zero we see that both
the Killing vectors and harmonic forms must satisfy ∇mVn = 0. When R(N) = 0, the space
of Killing vectors and the space of harmonic forms are identical.
The following integral is always greater than or equal to zero, and is equal to zero if
and only if V m is a Killing vector,
0 ≤
∫
N
√
γ (∇mVn +∇nVm) (∇mV n +∇nV m) (B.8)
= 2
∫
N
√
γ
[
−VmV m − V n∇n (∇mV m)− R(N)
N
V 2
]
(B.9)
= 2
∫
N
√
γ Vm (∆KV )
m , (B.10)
where we have defined the following operator acting on the space of vector fields,
(∆KV )
m = −V m −∇m (∇nV n)− R(N)
N
V m . (B.11)
It is easy to check that this operator is elliptic, self-adjoint, and, because of Eq. (B.8),
positive definite. The Killing vectors are precisely the space of zero eigenvalues of this
operator. Combining with Eq. (B.3), we have shown
• Km is a Killing vector if and only if
Km + R(N)
N
Km = 0 and ∇mKm = 0 . (B.12)
Recalling the Hodge Laplacian acting on one-form fields, ∆Vn = −Vn +R mn Vm, and
using Eq. (B.1), we have
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• For R(N) > 0, the space of Killing vectors is precisely the space of co-exact eigenvectors
of the vector Laplacian with eigenvalue λ =
2R(N)
N
,
∆Kn =
(
2R(N)
N
)
Kn , ∇nKn = 0 . (B.13)
Recall that for R(N) = 0, the space of Killing vectors is precisely the space of harmonic
vectors, and by the vanishing theorem above, there are no Killing vectors when R(N) < 0.
From Eq. (B.8), positivity of the operator −− R(N)
N
, we see that λ =
2R(N)
N
is in fact a
lower bound on the possible eigenvalues of ∆ on the space of co-exact forms. It is saturated
only for Killing vectors.
C Conformal Killing Vectors on Closed Riemannian
Manifolds
In the Kaluza-Klein decomposition of gravity, a special role is played by the so-called con-
formal scalars on the internal manifold. These end up accounting for absent modes from the
point of view of the un-compactified space, so it is important to understand when they are
present. In this Appendix we review some needed facts about conformal scalars on closed
Einstein manifolds.
A conformal Killing vector Cm is a vector along which the metric changes by an overall
conformal factor,
LCγmn = ∇mCn +∇nCm = f γmn . (C.1)
where f(y) is a scalar function. Taking the trace of Eq. (C.1), we find
f =
2
N
∇mCm , (C.2)
so the conformal Killing equations Eq. (C.1) can be written in the equivalent form
∇mCn +∇nCm − 2
N
(∇pCp) γmn = 0 . (C.3)
The Killing vectors form a subspace of the conformal Killing vectors; they are precisely those
for which ∇mCm = 0.
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In the following, we assume N ≥ 2. The case N = 1 is trivial: every vector is a
conformal Killing vector.
We start by proving some vanishing theorems. The following integral is always greater
than or equal to zero, and is equal to zero if and only if V m is a conformal Killing vector,
0 ≤
∫
N
√
γ
(
∇mVn +∇nVm − 2
N
(∇pV p) γmn
)(
∇mV n +∇nV m − 2
N
(∇pV p) γmn
)
= 2
∫
N
√
γ
[
∇nVm∇nV m + N − 2
N
(∇mV m)2 − R(N)
N
V 2
]
= 2
∫
N
√
γ Vm (∆CV )
m , (C.4)
where we have defined the following operator acting on the space of vector fields,
(∆CV )
m = −V m − N − 2
N
∇m (∇nV n)− R(N)
N
V m . (C.5)
It is easy to check that this operator is elliptic, self-adjoint, and, by Eq. (C.4), positive. The
conformal Killing vectors are precisely the space of zero eigenvalues of this operator.
Suppose R(N) ≤ 0, and V m is a conformal Killing vector. Looking at the middle line
Eq. (C.4), we see that the integrand is a sum of squares and the integral cannot be zero
unless V m = 0. If R(N) = 0, then we have ∇mVn = 0. We thus have the following vanishing
theorems:
• If R(N) < 0, there are no non-trivial conformal Killing vectors.
• If R(N) = 0, there are no conformal Killing vectors which are not also Killing vectors.
Since there are no non-Killing conformal Killing vectors R(N) ≤ 0, we turn to the case
R(N) > 0 for which they may exist. Taking the divergence of Eq. (C.3), we have
Cm + R(N)
N
Cm +
N − 2
N
∇m (∇nCn) = 0 , (C.6)
which is the same as the operator Eq. (C.5), so we may write (∆CC)
m = 0. Taking another
divergence gives
∆ (∇mCm) = R(N)
N − 1 (∇mC
m) , (C.7)
where ∆ = − is the scalar Laplacian. Thus ∇mCm is an eigenfunction of the Laplacian
with eigenvalue λ =
R(N)
N−1 . In terms of this value of λ, we can rearrange derivatives in
Eq. (C.7) to give
∇m (∆Cm − λCm) = 0 , (C.8)
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where ∆ is the Laplacian on vectors. This implies
∆Cm = λCm + V
co−closed
m , (C.9)
where V co−closedm is an arbitrary co-closed form, ∇mV co−closedm = 0. Now, decompose Cm into
its co-closed and exact parts,
Cm = ∇mC + Cco−closedm , (C.10)
where C is a scalar with no constant component, and ∇mCco−closedm = 0. Plugging Eq. (C.10)
into Eq. (C.9), and reading off the co-closed and exact parts, we have
∇m (∆C − λC) = 0 , (∆− λ)Cco−closedm = V co−closedm . (C.11)
The second equation in Eq. (C.11) can be inverted for Cco−closedm given V
co−closed
m . The first
equation tells us that C is an eigenvalue of the Laplacian up to a constant C0, ∆C = λC+C0,
but since C was assumed to have no constant piece, we must have C0 = 0. In summary, we
have
Cm = ∇mC + Cco−closedm , ∆C = λC , (C.12)
where Cco−closedm is an arbitrary form satisfying ∇mCco−closedm = 0.
Now, plugging Eq. (C.12) into Eq. (C.6), we find Cco−closedm +
R(N)
N
Cco−closedm = 0,
which combined with the fact that Cco−closedn is co-closed and the result Eq. (B.12), tells us
that Cco−closedn is a Killing vector: ∇mCco−closedn +∇nCco−closedm = 0. Therefore, the space of
conformal Killing vectors is all vectors of the form
∇mC +Km , ∆C = R(N)
N − 1C , (C.13)
where Km is an arbitrary Killing vector.
• The subspace of conformal Killing vectors orthogonal to the subspace of Killing vectors
is ∇mC, ∆C = R(N)
N−1C, i.e. the image under the gradient of the eigenspace of the scalar
Laplacian with eigenvalue λ =
R(N)
N−1 .
These scalars, spanning the eigenspace of the scalar Laplacian with eigenvalue λ =
R(N)
N−1 ,
whose gradients give the non-Killing conformal Killing vectors, are called conformal scalars.
They must be treated specially in the decomposition of the graviton.
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C.1 Lichnerowicz Bound
A theorem of Lichnerowicz [42] says that given a closed N -dimensional Riemannian manifold
N ≥ 2, if the Ricci scalar R(N) satisfies R(N) ≥ k for some constant k > 0, then the first
nonzero eigenvalue λ of the scalar Laplacian satisfies λ ≥ k
N−1 . Our interest is in Einstein
spaces, for which R(N) is constant, so we have the bound
λ ≥ R(N)
N − 1 . (C.14)
Thus, the conformal Killing vectors of a closed Einstein manifold come precisely from the
gradients of the lowest possible non-zero eigenfunctions of the scalar Laplacian, those that
saturate the Lichnerowicz bound.
By a theorem of Obata [43], the equality in Eq. (C.14) is obtained if and only if the
manifold is isometric to the sphere, so conformal scalars (and hence non-Killing conformal
Killing vectors) exist only for the sphere. The eigenvalues of the scalar Laplacian on an N
sphere of radius R are given by l(l + N − 1)/R2, where l = 0, 1, 2, . . ., or in terms of the
curvature R(N) = N(N − 1)/R2,
λl =
l(l +N − 1)
N(N − 1) R(N) . (C.15)
We see that the Lichnerowicz bound Eq. (C.14) is saturated by the eigenmodes with l = 1.
In summary, conformal scalars exist only on the sphere, and are precisely the l = 1 spherical
harmonics.
Turning to the case N = 1, we note that all scalars orthogonal to the constant scalar
are conformal scalars. In this case R(N) = 0, and the Lichnerowicz bound does not apply.
D Hodge Eigenvalue Decomposition for Symmetric Ten-
sors
In this Appendix we describe the analog of the Hodge decomposition for symmetric tensors.
This is needed to decompose the extra-dimensional components of the graviton. The Killing
vectors described in Appendix B and the conformal scalars described in Appendix C play a
role in this expansion and must be treated with care.
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Consider the space of (complex) symmetric tensors hmn on an Einstein space N . This
space is denoted S2(N ). We define the positive definite inner product
(h, h′) =
∫
dNy
√
γ h∗mnh
′mn . (D.1)
The natural Laplacian on this space is the Lichnerowicz operator [44], defined by
∆Lhmn = −∇2hmn + 2R(N)
N
hmn − 2Rmpnqhpq . (D.2)
The Lichnerowicz operator is self-adjoint with respect to the inner product Eq. (D.1),
(h,∆Lh
′) = (∆Lh, h′), thus we can decompose the space of symmetric tensors into eigenspaces
of the Lichnerowicz operator,
S2(N ) =
∑
⊕λ
S2λ(N ) . (D.3)
where Epλ(N ) are the subspaces {ω ∈ Λp(N )|∆ω = λω}. Each subspace is finite dimensional.
We only consider those λ’s such that the subspaces are non-trivial, and this forms the
spectrum of the Lichnerowicz Laplacian. Due to self-adjointness, the λ’s are all real and the
eigenspaces for different λ are orthogonal with respect to the inner product Eq. (D.1).
The space of symmetric tensors can also be decomposed as the orthogonal sum of the
space of traverse tensors S2T (N ), i.e. those tensors hTmn satisfying ∇mhTmn = 0, and all tensors
of the form ∇(mVn) for some vector Vm [45]
S2(N ) = S2T (N )⊕ Im
(∇(m•n)) . (D.4)
The vector can in turn be split into transverse and longitudinal parts according to the
standard Hodge decomposition Eq. (A.8): Vm = ∂mφ + V
T
m , ∇mV Tm = 0, where φ is some
scalar. Finally we extract the trace, with the result that we can write any symmetric tensor
as
hmn = h
TT
mn + 2∇(mV Tn) + 2
(
∇m∇nφ− 1
N
∇2φ
)
+
1
N
φ¯ γmn , (D.5)
where hTTmn is transverse and traceless: ∇mhTTmn = 0, γmnhTTmn = 0, and φ¯ is another scalar,
which carries the trace: φ¯ = h. This is the Hodge decomposition for symmetric tensors.
The four parts of this decomposition are all orthogonal with respect to the inner product
Eq. (D.1).
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The Lichnerowicz operator commutes with traces, divergences and symmetrized deriva-
tives,
∆L (φ γmn) = γmn∆φ , (D.6)
∆L
(∇(mVn)) = ∇(m∆Vn) , (D.7)
∇m∆Lhmn = ∆ (∇mhmn) , (D.8)
where Vm and φ are any one-form and scalar, and ∆ is the Hodge Laplacian Eq. (A.5) (we
also have ∇m∆Vm = ∆ (∇mVm)).
In light of these relations, the decomposition Eq. (D.3) according to Lichnerowicz
eigenvalues commutes with the tensor Hodge decomposition Eq. (D.5). This means we can
write an arbitrary symmetric tensor hmn as
Hmn =
∑
I
cIhTTmn,I +
∑
i 6=Killing
ci (∇mξn,i +∇nξm,i) +
∑
a6=conformal
ca
(
∇m∇nψa − 1
N
∇2ψaγmn
)
+
∑
a
1
N
c¯aψaγmn +
1
N
c0γmn . (D.9)
The various c’s are all coefficients, the generalized Fourier coefficients; they are uniquely
determined by and determine hmn. The different parts of this expression are as follows:
hTTmn,I are a complete orthonormal basis, indexed by I, of transverse traceless tensors, chosen
so that they are eigenvalues of the Lichnerowicz operator with eigenvalues λI ,
∆Lh
TT
mn,I = λIh
TT
mn,I , ∇mhTTmn,I = γmnhTTmn,I = 0 , (D.10)∫
dNy
√
γ
(
hTTmn,I
)∗
hTTmn,J = δ
I
J . (D.11)
The ξm,i are a complete orthonormal basis, indexed by i, of co-closed one forms, chosen so
that they are eigenvalues of the Hodge Laplacian with eigenvalues λi,
∆ξm,i = λiξm,i , ∇mξm,i = 0 , (D.12)∫
dNy
√
γ
(
ξm,i
)∗
ξm,j = δ
i
j . (D.13)
In the sum over i in Eq. (D.9), we omit those with eigenvalue λ =
2R(N)
N
, because these
are precisely those that are Killing vectors (see Appendix B), i.e. ∇mξn +∇nξm = 0 (and
hence these do not get their own independent Fourier coefficient φi). The ψa are a complete
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orthonormal basis of the scalar Laplacian, as in Eqs. (A.24), (A.25), and (A.26). In the sum∑
a6=conf., we have indicated that we should leave out the conformal scalars (see Appendix C),
those scalars with eigenvalue λ =
R(N)
N−1 , because these are precisely those whose gradients
are conformal Killing vectors, for which ∇m∇nψ− 1N∇2ψγmn = 0, and hence should not get
their own Fourier coefficient ca.
D.1 Moduli Space of Einstein Structures
In the decomposition of the graviton, massless scalars appear corresponding to directions
in the moduli space of Einstein structures of the internal manifold. The moduli space of
Einstein structures on a manifold is the space of all possible Einstein metrics which can be
put on the manifold, modulo diffeomorphisms, and with the condition that the total volume
be fixed [45].
Considering small variations of the metric δγmn = hmn, we see from Eq. (D.4) that
the condition that the variation not be a diffeomorphism is the condition that hmn be trans-
verse, ∇mhmn = 0. The condition that the volume be fixed is the condition δ
∫
dNy
√
γ =
1
2
∫
dNy
√
γγmnhmn = 0, i.e. that hmn be traceless, h ≡ γmnhmn = 0.
The condition that a space be Einstein can be written Rmn−R(N)N γmn = 0. The variation
of the Einstein condition reads
2δ
(
Rmn − R(N)
N
γmn
)
= −∇2hmn − 2Rmpnqhpq . (D.14)
Thus, comparing to Eq. (D.2), we see that the tangent space to the moduli space, at a
given Einstein metric, is spanned by transverse traceless tensors which are eigentensors of
the Lichnerowicz operator with eigenvalue
2R(N)
N
,
∆Lh
TT
mn =
2R(N)
N
hTTmn . (D.15)
These give rise to massless scalar states in the Kaluza-Klein reduction of the graviton.
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