We study the 2-loop part of the rational Kontsevich integral of a knot in an integer homology sphere. We give a general formula which explains how the 2-loop part of the Kontsevich integral of a knot changes after surgery on a single clasper whose leaves are not linked to the knot. As an application, we relate this formula with a conjecture of L. Rozansky about integrality of the 2-loop polynomial of a knot.
Introduction
The Kontsevich integral of a knot in S 3 was introduced in 1993 in [Kon96] . It is a an invariant as powerful as it is difficult to compute. It is organized in a series of diagrams whose n-th term z n contains all diagrams with loop degree n. The loop degree 1 of the Kontsevich integral is determined by the Alexander polynomial, hence the difficulty of the computation begins with the 2-loop part of the Kontevich integral. This invariant may be seen as an equivariant Casson invariant because it contains the Casson invariants of the ramified coverings of S 3 along a knot K as it was shown in [GK04a] .
Let z 2 (M, K) be the 2-loop part of the Kontsevich integral of a pair (M, K) where K is a knot in an integer homology sphere M . It is an element of A ∆ 2 , i.e. it is presented as a sum of graphs and ¡ colored by rational expressions such as P ∆ where P ∈ Q[t, t −1 ] and ∆ is the Alexander polynomial of (M, K). We refer to [GK04b] for a precise construction of this invariant. We note I ∆ 2 the subgroup of A ∆ 2 spanned by graphs such that all polynomials P have integer coefficients (see section 2 for precise definitions).
We give a formula for z 2 ((M, K) G ) − z 2 (M, K) where (M, K) G is the surgery of (M, K) on a single clasper G in M \ K with leaves homologous to 0 (see [Hab00] , [GGP01] , or [GR04] ). This formula uses a kind of equivariant Milnor number of the clasper. It gives a new tool for the computation of 2-loop parts and is very convenient for studying the relation between 2-loop part and S-equivalence.
We will deduce from this formula that if (M, K) and (M , K ) are S-equivalent, then z 2 (M, K) − z 2 (M , K ) lives in 1 2 I ∆ 2 . In [Roz03] , L.Rozansky conjectured that if K is a knot in an integer homology sphere M , then z 2 (M, K) belongs to 1 2 I ∆ 2 . We give a formula for z 2 (M, K) mod 1 2 I ∆ 2 from the S-equivalence class which is conjectured to give 0. We use it to prove that z 2 (M, K) ∈ 1 12 I ∆ 2 . Aknowlegments: We wish to thank T. Ohtsuki, A. Kricker 4. antisymetry -Let Γ be the graph Γ with the reversed ordering at one vertex. Then we set (Γ , f ) = −(Γ, f ).
relation IHX -
If some edge is colored by 1 E , we may perform a = ¡ − ¢ relation at this edge.
The main example is the following: let us take k = Q, Proof. For any trivalent diagram D with orderings at vertices, we note A ∆ (D) the space of its colorings by rational functions with denominator ∆, that is a tensor product of copies of E for all edges, modulo the sliding relations. The automorphism group of D acts on A ∆ (D) by changing the sign any time some orientation is changed at a vertex. We note A ∆ (D) Aut(D) the space of coinvariants under this action. It is clear that A ∆ 2 = A ∆ ( ) Aut(£ ) ⊕ A ∆ (¡ ) Aut( ) /(IHX) because there are only 2 connected diagrams of loop degree 2, namely ¡ and .
Let i be the following map induced by the inclusion:
We want to show that it is an isomorphism. Hence, we define a retraction ϕ which is the identity on the component A ∆ ( ) Aut(£ ) and which is defined on A ∆ (¡ ) Aut( ) in the following way.
By applying a sliding relation, we see that a diagram ¡ containing t − 1 on its central edge vanishes in A ∆ (¡ ).
Then, we can suppose that this edge is colored by 1 and we may write an (IHX) relation. This relation identifies the diagram D with an element of A ∆ ( ), which gives the following relation in A ∆ 2 .
is a graph whose three edges are oriented in the same direction and are colored by P ∆ , Q ∆ and R ∆ . If some function is missing, it means that it may be replaced by 1. If we suppose that some edge of has no colors and that we apply to it an (IHX) relation, we get back the relation (1). Hence, the only (IHX) relation is the relation (1) which identifies any diagram of A ∆ (¡ ) with a diagram of A ∆ ( ).
Then, we can set ϕ( P
. This map respects the (IHX) relations by definition. We check easily that it induces a map on coinvariants. The existence of this retraction prooves that i is an isomorphism. We can replace A ∆ 2 by A ∆ ( ) Aut(£ ) . Now, we identify A ∆ ( ) Aut(£ ) et Q[H 1 ( )] Aut(£ ) on the following way:
We identify t ⊗ 1 ⊗ 1, 1 ⊗ t ⊗ 1 and 1 ⊗ 1 ⊗ t with the 3 classes of H 1 ( , Z) corresponding to the edges.
We write
. This map is clearly an isomorphism.
Let us proove now the injectivity of the Hair map on A ∆ 2 . The Hair map corresponds to the substitution t → exp(h). It is sufficient to show that the Hair map is injective on A ∆ ( ) Aut(£ ) . By symetrization and multiplication by ∆ ⊗3 , it is sufficient to show that the map Hair :
is a free module with 2 generators a and b, and as exp(a) and exp(b) are algebraically independant on Q[[a, b]], the above map has to be injective.
Every monomial in Q[H 1 ( )] is equivalent modulo the action of the group Aut( ) to a monomial such as θ(t m , t n ) for m and n with 0 ≤ 2n ≤ m. Moreover, two such monomials are not equivalent. Then we can write in a unique way the polynomial z 2 (M, K) as a combination of the symetrized monomials θ(t m , t n ), which gives the most concise formulas. This definition is very closed to the definition of L. Rozansky in [Roz03] , although there is a subtle difference: in his paper, L. Rozansky considered coefficients of a m b n (0 ≤ 2n ≤ m) in z 2 (S 3 , K) ∈ Q[a ±1 , b ±1 ], which does not give exactly the same basis as the θ(t m , t n )s.
Let us note s m t n = θ(t m , t n ) and call m its degree. L. Rozansky has proposed the following conjectures for M = S 3 .
1. Let g(K) be the genus of K (that is the minimal genus of a Seifert surface of K). Then the inequality deg z 2 (S 3 , K) ≤ 2g(K) holds.
2. The expression z 2 (S 3 , K) is a linear combination of the elements s m t n with half integer coefficients for n = 0 or m = 2n, and integer coefficients for 0 < 2n < m.
To translate this conjecture, we introduce the following definition:
We define the space I ∆ as the image of D(E) in A ∆ . We will call integer diagrams the elements of I ∆ .
The Rozansky conjecture is very closed to the following modified conjecture: for any knot K in an integer homology sphere M , we have z 2 (M, K) ∈ 1 2 I ∆ 2 . We will prove the weaker statement z 2 (M, K) ∈ 1 12 I ∆ 2 , and we will give some ideas to prove or disprove Rozansky conjecture.
A surgery formula

Notations
Let (M, K) be a pair formed of a knot K homologous to 0 in a rational homology sphere and Γ a trivalent banded graph in the complement of K.
We recall that there is a rational integral of Γ in (M, K) which is noted Z rat α ((M, K), Γ) and which is defined on the following way:
Let L be a link presenting M \ K by surgery in the solid torus ST and Γ be the image of Γ in ST \L.
Then, we define
In this formula we use the following notations (see [GK04b] for more details):
• Z(·, ST) is the Kontsevich integral in the solid torus.
• σ is the inverse Poincaré-Birkhoff-Witt map. It is defined for sliced components in a solid torus, that is, components cut along some meridional disc of the solid torus.
• U n is the trivial knot with framing n.
•L means that we have added a normalisation ν = Z(U ) to the corresponding components, where Z is the standard Kontsevich integral.
• α is a global normalisation factor: if α = 1, we obtain the unwheeeled integral, if α = ν = Z(U ), we obtain the standard integral.
• rat is a formal gaussian integration.
The Fubini theorem implies that if Γ is a link in M \ K homologous to 0 whose linking matrix is invertible over Q, then the series Z rat α ((M, K) Γ ) is equal to the integral rat Z rat α ((M, K),Γ)dΓ/N where N is the usual normalization depending on the linking matrix of Γ.
In what follows, we will use this fact to give a formula which describes the action of a surgery over a single clasper on the 2-loop part of the rational Kontsevich integral.
The equivariant Milnor number µ
Let Γ be the banded trivalent graph of the figure 2. Suppose we have an embedding homologous to 0 of this graph in M \ K. We define µ(Γ) in the following way: let us choose a group-like element X in A ∆ (|||) such that ϕ(X) = Z rat α ((M, K), Γ), and then apply the symetrization map σ to its 3 components. Consider the diagrams in X of degree 2, which have only 1 trivalent vertex, and one leg for each leaf. By collapsing each leaf, we obtain an element of degree 2 which we note µ(Γ) (see figure 3 ) The ambiguity comes from the choice of the preimage by ϕ. Two such choices are linked by the sliding of a dashed trivalent vertex through some leaves of Γ. After the collapsing, we interpret this move as a sliding in a 2-loop rational diagram. This shows that the map µ is well defined as a map from A ∆ (Γ) to A ∆ 2 .
The formula
We are now able to state the surgery formula.
Proposition 3.2. Let (M, K) be a pair formed of a knot homologous to 0 in a rational homology sphere and Γ a clasper homologous to 0 in M \ K. Let Γ be a clasper parallel to Γ (pushed of Γ thanks to the banding).
We have :
In this formula, (M, K), Γ ∪ Γ is the sum of all ways of contracting the leaves of Γ ∪ Γ using their negative Blanchfield pairing (see [GK04b] ).
Proof. Let L be a link in the solid torus ST which represent the pair (M, K).
The component F i are the leaves and the components A i are edges. We call B i = F i ∪ A i the arms of the clasper Γ. Our aim is to determine z 2 ([(M, K), G]).
Figure 4: Surgery link
If we perform a surgery on a strict part of B 1 , B 2 , B 3 , we do not modify the couple (M, K). This is a fundamental property of borromean surgery. We can write
We deduce the following formula:
We can use this fact by ignoring in By the preceding remark, we can ignore diagrams such as ¡ and I. We then have to care only on the diagrams Y , Y 2 and .
We compute explicitely these contributions from the surgery presentation of figure 4. This computation is not obvious because we need an explicit formula for the integral Z(T ).
Let us explain this computation. Let a ∈ A(|||) be the diagram made of a single edge lying on the 2 first strands with compatible orientations and b the same diagram lying on the two last strands. We compute Z(T ) modulo connected diagrams of degree 4 and more. As the associator Φ is supposed to be even, we have Φ ≡ exp([a, b]/24).
We use Maple to compute Z(T ) in the algebra of formal power series in the non commutative variables a and b.
We have chosen such a T to obtain this simple formula. We could have presented T in a simpler form but then Z(T ) would have contained trees with two internal vertices which is not convenient for our purposes.
We deduce the following expression:
In this formula, Y 2 is made of diagrams having the shape of Y 2 . From the computation of Z(T ), we know that there are no such diagrams completely colored by the A i s.
The linking matrix of G is M = W Id Id 0 where W is the equivariant linking matrix of the leaves of
In the rational integration, we glue the legs A i themselves with the opposite of the linking matrix, and we glue directly the A i s to the corresponding F i s.
The diagrams Y 2 are glued themselves during the integration process. Hence, if some of them contains a F i , it must contain the corresponding A i . But this diagram must also contain the three colors. The only possiblity comes from the diagram colored by F i , A i , A j , A k . This contribution comes from the multiplication on F i of diagrams from Z(T ) and exp # ( Ai Fi ). It creates a diagram Y 2 in which the legs A i and F i are adjacent. By integration, these two legs are linked, and the diagram vanishes. This proves that we can ignore all Y 2 diagrams.
If we perform the integration in the formula 2, we obtain exactly the result announced in the proposition.
Integrality
Integrality properties of µ
In this part, we will show that µ(Γ) is half-integer before showing that for all pairs (M, K) we have z 2 (M, K) ∈ 1 12 I ∆ 2 . In both cases, we use a simplified surgery presentation which is described in the following lemma:
Lemma 4.1.
1. Let Σ be an annulus such that ST = Σ × [0, 1]. Each pair (M, K) made of a link homologous to 0 in a rational homology sphere is presented by surgery on a link in ST whose projection on Σ is the following: each component is trivial with some framing and 2 components cross themselves in at most two points.
2. Let C be the set of sliced links obtained by stacking and juxtaposing the elementary tangles of the figure 6 up to some symetry. The sign of the linking of the components of C is arbitrary.
· · ·
A C B Figure 6 : Elements generating the class C Each pair (M, K) formed of a knot homologous to 0 in a rational homology sphere is S-equivalent to a pair presented by surgery on a link belonging to the class C, with some twists added to the components.
Proof. Let us start from a surgery presentation of (M, K) by any link C i . We can change any crossing between C i and C j by adding a surgery component. This component bounds a disc D which cuts the link in only two points A and B linked in D with a segment [A, B]. The whole disc retracts on a neighborhood of this segment. We call special such a component. By adding special components, we can trivialize the C i in such a way that they project on Σ on disjoint discs. We can shrink the special components around their segment. Up to isotopy, we can suppose that they project generically on Σ.
The following step is to eliminate self-crossings of special components. To do this, we use the fact that we can split a special component in a Hopf link of special components. Hence, we can replace each special component by a chain such that all intersections involve different components. We can also suppose that two components cross in two points at most. The move we use is presented in the figure 7
This finishes the first part of the lemma.
To show the second part, we remark that the S-equivalence class of the pair obtained by surgery on a link L is characterized by the equivariant linking matrix of L. This means that if we make a crossing change between a special disc and a component C i , we do not change the S-equivalence class. Then, we can suppose that in the neighborhood of the C i s, the tangle looks as the tangle C of figure 6.
The link formed of the trivialized components C i and the special components is convenient and proves the second part of the lemma. Proof. Let Γ be a clasper in M \ K where M is an integer homology sphere. We can present (M, K) by surgery on a link L in ST. Let F 1 , F 2 , F 3 the image of the leaves of Γ in ST \L. Using the lemma, we can untie L ∪ {F 1 , F 2 , F 3 } using special components in such a way that each component is trivial (and hence bounds a disc D i ) and that two components cross themselves in at most two points.
We decompose the link L ∪ {F 1 , F 2 , F 3 } in elementary tangles and we choose a marked point for each component.
It is sufficient to see that all diagrams with shape ¢ and which appear in σZ(L ∪ F 1 ∪ F 2 ∪ F 3 , ST) are half-integers. These diagrams have degree at most 2. Then, we quotient the space of diagrams by diagrams with degree at least 3 and diagrams with connected components having two trivalent vertices or more.
We distinguish two kinds of diagrams in Z(L ∪ F 1 ∪ F 2 ∪ F 3 , ST): those who come from crossings, and those who come from associators. Let us note A the contributions coming from associators. We will show that A 0.
Let us consider the reduced Kontsevich integral consisting in forgetting the contributions of the crossings. We can check that this integral is an isotopy invariant, independant of the choice of marked points because it contains only degree 2 diagrams which commute in our quotient space of diagrams. Moreover, this reduced integral is independant of the sign of the crossings. Hence, it is an homotopy invariant. This proves that it reduces to 1 48 ¡ for each component, which is equivalent to 0. We have proved that A 0. Then we have to take care only on the crossings. Let us fix a component C and let us follow it from its marked point. It meets an ordered sequence of components C 1 , . . . , C k . Each component appear twice or never. Two cases may occur: either the component appear twice with opposite signs or it appears twice successively with the same sign.
The Campbell-Haussdorff formula tells us that each pair {C i , C j } with i < j creates a diagram ¢ with a coefficient ± 1 8 . Moreover all ¢ -shaped diagrams are obtained in that way as A 0. We remark also that as C does not cross itself, there are no -shaped diagrams. The framing of C do not create ¢ or diagrams. Hence, it can be ignored.
The contributions of the crossings to the ¢ diagrams are packed 4 by 4 depending on which component they link. An enumeration of different possibilities shows that the resulting coefficient is always half an integer (see figure 8 ). 
Integrality properties of z 2
Let us prove now some weakened integrality property for the 2-loop part of the Kontsevich integral. This proposition is mostly important because it gives an algorithmic way to check Rozansky integrality conjecture. Proof. Let us start from a surgery presentation of pair S-equivalent to (M, K) given by a link L = {L 1 , . . . , L n } as in the second part of lemma 4.1. We note that each component bounds a disc naturally decomposed in an upper hemisphere and a lower hemisphere. We choose a base point and an arc from the base point to each component. We choose a marked point at the left side of the equatorial line of each disc.
As we are interested in the 2-loop part, we will evaluate only diagrams which appear on the figure 5. In particular, any connected diagram containing at least 3 trivalent vertices will be considered equal to 0.
Contribution of the framing
Ley L i be the component L i without twists. We can compute σZ(L i , ST) from σZ(L i , ST) thanks to a wheeling map using a method already used in [Kri02] .
Let W be the degree 1 part of σ(L i , ST). It is integer since L i has no self intersection and each pair of discs meet in an even number of points. Let w i be the framing of the i-th component.
We recall that there is a normalization factor exp( 1 48 ¡ ) for each component symbolized by the notation L. From L to L, we must multiply the i-th component of Z(L i , ST) with exp # ( wi 2 ¡ i ) for all i. As this element contains legs colored by i, we have (see [Kri02] or [Thu00] )
This last quantity is equal to
This allows us to replace the computation of σZ(L i , ST) by the computation of σZ(L i , ST).
To compute the integral, we use heavily the fact that L i is an element of the class C. It allows us:
• to eliminate contributions coming from diagrams A and B of figure 6.
• to separate contributions linking 1, 2 and more components.
Let H be the abelian group generated by the diagrams It is sufficient to compute σZ(L i , ST) mod H because we know that diagrams of H produce a denominator 1 12 and hence satisfy the theorem.
Elimination of double crossing and associators:
It is clear that the constribution of the tangle A of figure 6 is 1 2 Y 2 where Y 2 is a diagram linking the four component represented in the figure. This diagram lies in H.
The same computation holds for the associator, except that the contribution is a ¢ -graph whose legs are attached to an edge. There are 4 internal trivalent vertices in this diagram, so that it may be ignored.
Study of the elementary link:
Each isolated component is trivial, which proves that there is only one diagram colored by a single component Let be the sign of the linking of the two components oriented as in the figure. We note a and b the two components. A direct computation shows that the part of Z(L a ∪ L b , ST) linked to both components is precisely:
H a b ).
The notation H a b designs the graph Y 2 whose left legs are colored by a and right legs are colored by b.
Contributions linked to more than 2 components
As the tangles A and B disappear, it is sufficient to know how to combine the integrals of the elementary links to obtain the integral of L. For that, we can ignore the associators necessary to glue the elementary links together. It only remains to multiply all these elements along the components. We will perform this computation by using a generalized Baker-Campbell-Haussdorff formula.
Let H(a 1 , . . . , a p ) be the map from B(a 1 , . . . , a p , S) to B(a, S) which is obtained by gluing on a 1 , . . . , a p the following graph:
This operator describes how to glue all elementary links along a same component. We distinguish two contributions of the elementary links: connected diagrams with 2 internal vertices which cannot be glued to H and edges which have an integer coefficient.
The diagrams of H having two internal vertices already have a denominator dividing 12. After integration, they will produce elements of H. which are already counted in the elementary link.
The contributions obtained by gluing two distinct
Nevertheless, each graph 1 2 ¢ glued to itself produce a denominator 1 8 which has to be computed more precisely.
Let w i,j be the equivariant linking number of the i-th and the j-th component. By construction, it is either 0 either an invertible element of Z[t, t −1 ]. We will note | t k | = | |t k .
We sum up the preceding facts in the following formula:
Conclusion
To take care of the framing of the components and of their normalization factors, we have to multiply σZ(L i , ST) mod H by the quantity:
In this formula, σ is the signature of the non-equivariant linking matrix of L.
To prove the integrality statement about the 2-loop part, we will integrate the preceding formula and compute it modulo diagrams such as 1
. We also know that the 2-loop part for t = 1 is half-integer (see remark 4.3). It means that we may also quotient by diagrams such as α pour α ∈ Q. We note H the subgroup of A ∆ 2 generated by these diagrams and 1 12 I ∆ 2
Then, if we prove that z 2 (M, K) = x + α for x ∈ 1 12 I ∆ 2 , it suffices to take t = 1 to prove that α ∈ 1 12 Z and hence z 2 (M, K) ∈ 1 12 I ∆ 2 . Let us compute each contribution mod H separately. 
This last equality is a consequence of the formula ∆U = U ⊗ U mod 2 for all polynomial U ∈ Z[t, t −1 ].
• Case of {i,j,k}
Lemma 4.5. Let ¢ be a graph colored by three elements, a i , a j and a k of Z[t, t −1 ]. These elements lie on the three edges in positive order, and are directed through the exterior of the graph.
Let W be a matrix of Z[t, t −1 ] whose determinant is equal to ±1 for t = 1 and note P = P (1) for P ∈ Z[t, t −1 ]. Then, modulo 2, rat ¢ 2 = (w −1 ii a i a i )θ(a j w −1 jk a k ) + (w −1 jj a j a j )θ(a k w −1 ki a i ) + (w −1 kk a k a k )θ(a i w −1 ij a j ) + α for some α ∈ Z/2Z.
polynomial P ∈ Z[t, t −1 ] such that 1 ∆(t) = P (t) ∆r(t r ) , where ∆ r is the Alexander polynomial of Σ r (M, K). The result will follow from the definition of the Lift r map.
But ∆ r is a normalized polynomial with integer coefficients because the underlying manifold of the pair Σ r (M, K) is an integer homology sphere. Its roots are the r-th powers of the roots of ∆. Hence, ∆ divides ∆ r over Q.
For any polynomial P , we note c(P ) the content of P , i.e. the greatest common divisor of its coefficient. As ∆(1) = ∆ r (1) = 1, we have c(∆) = c(∆ r ) = 1. If we write P = a b Q for some irreducible fraction a b and Q an integer polynomial with c(Q) = 1, we deduce from ∆ r (t r ) = P (t)∆(t) that b∆ r (t r ) = aQ(t)∆(t). By multiplicativity of the contents, we find b = ±a which proves that P is an integer polynomial.
