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ABSTRACT
DEFINITION AND SOLUTION OF A NEW STRING SEARCHING VARIANT
TERMED δγ–PARAMETERIZED MATCHING
by
JUAN MENDIVELSO
Master of Sciences in Computer Science
NATIONAL UNIVERSITY OF COLOMBIA
Supervisor: Yoan Pinzón, Ph.D.
This thesis defines two new pattern matching problems by combining two paradigms:
δγ–matching and parameterized matching. δγ–matching is a pattern matching variant,
defined over integer alphabets, where we look for the occurrences of a pattern P = P1...m
in the text T = T1...n such that the symbols in the occurrences do not differ from the
corresponding symbols in the pattern in more than δ units; furthermore, the sum of
the individual differences must be less or equal to γ. This problem is extensively used
in music information retrieval applications. Parameterized matching is another pattern
matching variant where the sought strings are the ones that can be transformed into the
pattern via a bijective function. This problem has important applications in software
maintenance, bioinformatics and image processing, among others.
The two new pattern matching problems defined in this thesis, called δ– and δγ–
approximate parameterized matching, are basically parameterized matching variants,
defined over integer alphabets, that allow certain numerical error established by δ and
γ. Specifically, the new problems consist of finding the occurrences of the pattern
P = P1...m in the text T = T1...n such that the occurrences can be tranformed, via a bi-
jective function, into a string that δ–match (or δγ–match) the pattern. These problems
are useful to search for strings with an analogous structure where certain differences
are allowed. Hence, they can be considered as novel types of approximate parameter-
ized matching. Furthermore, due to the nature of the δ and γ bounds, δγ–approximate
parameterized matching makes possible to find more accurate matches than the ones ob-
tained through parameterized matching under hamming distance over integer alphabets.
Moreover, we provide an algorithm for the δ–approximate parameterized matching
problem and an algorithm for the δγ–approximate parameterized matching problem. In
the former algorithm, the sets of the permitted renamings for each symbol are calculated
by means of bitparallel techniques and the existence of a bijective function that yields
the match is determined through a reduction to a Maximum–Size Bipartite Matching
problem regarding the information on the computed sets. The latter algorithm is based
on the former but also considers the total error produced by each permitted renaming.
These errors are also calculated by means of bitparallel operations. Finally, the prob-
lem is reduced to a Maximum–Weight Perfect Matching problem in bipartite graphs
regarding the error calculated for each permitted renaming. Both algorithms run on
O(nm)–time assuming text size n, pattern size m and constant alphabet size.
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CHAPTER 1
Introduction
String searching is inarguably one of the foremost and most basic and useful com-
putational primitives [7]. More formally, the input to the string matching problem
consists of two strings: the pattern P = P1...m and the text T = T1...n. The output
should list all occurrences of the pattern string in the text string. The symbols in the
strings are chosen from some set which is called an alphabet. An alphabet could be
any collection of symbols and it is normally drawn from a set of pre-existing characters
which is habitually designated as the common ASCII1 code set. Nonetheless, in many
real computing situations instead, the alphabet is drawn from a set of integer values.
These integer strings are normally found in cipher text, financial data [70], meteorology
data, image data, and music data [43, 23], to name some. If we were to seek for pat-
terns in those strings of numbers, it would prove unrealistic and ineffective to seek for
exactly the same values, but rather ought to search for a close instance of this pattern.
δγ–Matching. δ–matching algorithms are very effective in searching for all simi-
lar but not necessarily identical occurrences of a given pattern. In the δ–matching
problem two integer strings of the same length match if the corresponding integers
differ by at most a fixed bound δ. For instance, let us consider two integer strings
X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y = 〈1, 3, 1, 3, 6, 3, 3, 4, 1, 2〉. Note that X and Y do
not δ–match for δ = 1 given that the difference between their corresponding symbols
at the fifth position is 2; however, X and Y do δ–match for δ ≥ 2. We also consider
δγ–matching, a problem where the δ– condition is verified in the same manner while
γ is a bound on the total sum of differences between the corresponding symbols of the
strings. For our running example, we can say that X and Y δγ–match for δ ≥ 2 and
γ ≥ 7. Many kinds of algorithms have been put forward to resolve this problem (see
for instance [21, 22, 37, 39, 33, 38, 24, 31, 40, 41]). According to our research,
Cambouropoulos et.al. [21, 22] was perhaps the first to propose an algorithm in this
context, possibly motivated by Crawford et.al. [34] where some open problems were
1American Standard Code for Information Interchange.
1
posed for applications that arise in bioinformatics, computer vision, but mainly, in mu-
sic information retrieval. Recently, several variants to this problem have been developed
in order to allow for don’t care symbols [79], gaps [36, 27, 25, 26, 50, 49, 51] and
transposition invariance [27, 71, 72, 63], among others. On the other hand, δ– and
δγ–matching are closely related but not identical to the most common distance metrics
L1 and L∞ also referred to as the Manhattan and Chevyshev Distances, respectively.
For recent work in this direction, see e.g. [2, 4, 65, 66, 67, 68, 80].
Parameterized Matching. In this variant, two equal length strings (but not necessar-
ily integer strings) parameterized-match if there exist a bijective function g for which
every text symbol in one string is equal to the image under g of the corresponding
symbol in the other string. The symbols in the strings are drawn from two alphabets:
the constant alphabet and the parameter alphabet. The constant alphabet is the set of
the symbols for which the sought bijective function must be identity; the symbols from
the parameter alphabet do not have such restriction. For instance, given the constant
alphabet ΣC = {b} and the parameter alphabet ΣP = {x, y, z}, let us consider two
strings X = xbyyxbx and Y = zbxxzbz defined over ΣC ∪ ΣP . We can say that X and
Y parameterized–match given that we can map Y to Y ′ = xbyyxbx = X by means of
the bijective function g : (b, x, y, z) 7→ (b, y, z, x). Notice that the mapping of the sym-
bol b, the only symbol from the constant alphabet in this example, is identity. In 1993,
Brenda Baker [12] was the first researcher to have addressed this problem, and many
others [3, 8, 14, 15, 16, 32, 54, 52, 61, 44, 81] since have followed Baker’s work.
She did, indeed, open up a wide field of extensive research. Over the years, other lines
of research that have been pursued are: parameterized matching under edit distance
[17], parameterized matching under Hamming distance [55, 6], parameterized matching
under LCS distance [59], multiple parameterized matching [57], 2-dimensional parame-
terized matching [1] and function matching [1, 5]. This accelerated research could only
be justified by the usefulness of its practical applications such as in software mainte-
nance [12], image processing [86, 9] and computational biology [1], to name some.
In this thesis, we define new pattern matching problems that are the result of com-
bining the δγ–matching and the parameterized matching paradigms. While parame-
terized matching is useful to search for strings with similar structure, even though the
symbols can vary, δγ–matching is a good choice to look for close instances of a pattern
under some approximation criteria (established by δ and γ). As the concept of match
is defined from a different approach in each on of these two problems, their essence
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are not mutually exclusive and, therefore, it is natural to expect that the combination
of them brings together the advantages provided by both. Then, we define two new
problems, termed δ– and δγ-approximate parameterized matching, as variants of the
parameterized matching problem that permit some approximation rate established by
δ and γ. These new problems require that the strings are defined over integer alphabets
so that the δ and γ conditions can be verified. Specifically, in δ–parameterized match-
ing (δγ– parameterized matching), two integer strings of the same length match if the
symbols in one of the strings δ–match (δγ–match) the image under a bijective mapping
function of the corresponding symbols in the other string. For instance, let us con-
sider two integer strings X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉.
We can say that X and Y δγ–parameterized match, for δ = 1 and γ = 6, given that
Y can be mapped to Y ′ = 〈1, 2, 1, 3, 5, 4, 5, 4, 2, 3〉 by means of the bijective function
pi : (1, 2, 3, 4, 5) → (5, 4, 1, 3, 2) and X δγ–match Y ′. Even though the general moti-
vation for defining these new string searching variants, and was combinatorial, they
are pretty useful to look for strings with analogous structure where certain differences
are allowed. Actually, these new problems can be seen as novel types of approximate
parameterized matching.
Furthermore, we propose two algorithms in this thesis: an algorithm for the δ–
Approximate Parameterized Matching problem, called DAPM, and an algorithm for
the δγ–Approximate Parameterized Matching problem, called DGAPM. For a given
pattern P = P1...m, a text T = T1...n and a given integer δ, the DAPM algorithm
compares the pattern with each m–length text window of T to find out whether there
exists a δ–parameterized match at the starting position of the considered text window.
This is done by calculating the sets of the permitted mappings for each symbol and by
determining whether a bijective function can be constructed from them. The calcula-
tion of such sets can be performed by means of bitparallel operations used in a similar
way as in the δ–Shift-And algorithm for δ–matching [22]; the existence of a bijective
function that yields the match can be determined by a reduction to the Maximum–Size
Bipartite Matching (MSBM) problem. For the MSBM problem, the classic solution is
an O(
√|V ||E|) algorithm by Hopcroft and Karp [56]. However we use an improved
algorithm by Feder and Motwani [45] that runs in O((
√|V ||E|)/k(|V |, |E|)), where
k(x, y) = log(x)/(log(x2/y). The time complexity of DAPM is O(nm) assuming con-
stant alphabet size.
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On the other hand, for a given pattern P = P1...m, a text T = T1...n and two given
integers δ and γ, the DGAPM algorithm finds the positions in T for which there exists
a δγ–parameterized match. DGAPM is based on DAPM, but it also considers, for
each symbol υ, the sum of the differences between the permitted mappings of υ and the
corresponding symbols of the occurrences of υ in P , i.e. the error that each permitted
mappings of υ entails. The computation of such sums of differences is performed by
means of bit–parallel operations used in a similar way as in the Shift-Plus bitparallel
algorithm for δγ–matching [22]. This information is relevant since the bijective func-
tion must be constructed so that the total sum of the errors associated to the chosen
mappings of all symbols is minimum. In this sense, the total error can be compared
against the given bound γ. A bijective function with such particularity is found by
means of a reduction to the Maximum–Weight Perfect Matching problem in bipartite
graphs (MWPM). The classic solution for the MWPM problem is the O(|V |3)-time
algorithm by Kuhn [62] (a.k.a. the Hungarian Algorithm). The time complexity of
DGAPM is also O(nm) assuming constant alphabet size.
Therefore, there are two main contributions in this thesis: (1) A formalization of
the δ– and δγ-approximate parameterized matching problems and (2) simple but cost-
effective solutions to both of these problems. Some of these results were presented in
[64].
This thesis is organized as follows. Chapter 2 presents some basic concepts, prob-
lems and notation necessary to understand the rest of the document. Given that this
thesis is about defining new pattern matching problems and that the proposed solu-
tions are based on bit–parallelism and graph problems, some related definitions to these
topics and the notation used throughout the document are presented in Sec. 2.1.
In Sec. 2.2, the δγ–aproximate matching problem is presented. Specifically, in
Sec. 2.2.1 the basic problems are defined while in Sec. 2.2.2 an illustrative example
of two strings that δγ–match is presented. In Sec. 2.2.3, some of the most efficient so-
lutions for both δ– and δγ–approximate matching are presented along with the nature
of their approach, the main ideas they are based on and their time complexity. Some
related research like δγ–matching algorithms that allow the existence of don’t care sym-
bols and gaps, and algorithms that support transposition invariance are described in
Sec. 2.2.4. Finally, the applications of δγ–matching in music information retrieval are
4
shown in Sec. 2.2.5, including some examples.
An overview of Parameterized Matching is presented in Sec. 2.3. Specifically, the
main parameterized matching problems defined to support a wide range of applications
are presented in Sec. 2.3.1. An example of two strings that parameterized–match is
shown in Sec. 2.3.2. Moreover, a survey of the solutions to the different problems de-
fined in Sec. 2.3.1 is presented in Sec. 2.3.3. In Sec. 2.3.4, some other research related to
parameterized matching is presented, including: periodicity on parameterized strings,
two–dimensional parameterized matching, similarity among parameterized strings un-
der the hamming, edit and LCS distances, and related problems like function matching
and generalized function matching. Finally, in Sec. 2.3.5, the applications of parame-
terized matching in software maintenance, image processing and database queries are
presented.
The Maximum–Size Bipartite Matching (MSBM) problem is presented in Sec. 2.4.
The classic solution to this problem is the Hopcroft–Karp algorithm, which is de-
scribed in Sec. 2.4.1. An improved version of this algorithm, proposed by Feder and
Motwani, is presented in Sec. 2.4.2. In Sec. 2.5, the Maximum–Weight Perfect Matching
(MWPM) problem in bipartite graphs is presented. Its classic solution is the Hungar-
ian Method, which is reviewed in Sec. 2.5.1.
In Chapter 3, we present the definition and solution of the δ–approximate parame-
terized matching problem. Specifically, in Sec. 3.1 we present the formal definition of
the problem while we provide an illustrative example in Sec. 3.2. In Sec. 3.3, we first
present the core ideas to solve the δ–approximate parameterized matching problem and
then we provide an algorithm, called DAPM, that makes use of these ideas by means
of bit–parallelism and a reduction to the Maximum–Size Bipartite Matching problem.
Finally, in Sec. 3.3.1 and in Sec. 3.3.2, we present the time complexity analysis and the
space complexity analysis, respectively, of the proposed algorithm.
We define and solve the δγ–approximate parameterized matching problem in Chap-
ter 4. In Sec. 4.1, we formally define the problem while we present an example in Sec. 4.2.
Then, in Sec. 4.3, we present an algorithm based onDAPM to solve the δγ–approximate
parameterized matching problem. The resulting algorithm, called DGAPM, is a com-
bination of bit–parallel techniques and a reduction to the Maximum–Weight Perfect
Matching problem in bipartite graphs. The time complexity analysis of DGAPM is
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provided in Sec. 4.3.1 while its space complexity analysis is presented in Sec. 4.3.2.
In Chapter 5, it is shown that δ– δγ–approximate parameterized matching are useful
in cases where it is required to use parameterized matching but allowing some degree
of numerical error. Specifically, an example of an application in image processing is
presented. Other approaches to this application include parameterized matching un-
der the p–edit distance, parameterized matching under hamming distance and function
matching (c.f. Sec. 2.3.4). Particularly, we compare the δγ–approximate parameterized
matching approach with the one of parameterized matching under hamming distance,
as it is the most similar.
Finally, in Chapter 6 the conclusions of the thesis are presented and some open
problems are posed.
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CHAPTER 2
Preliminaries
In this chapter we give some basic definitions and define two pattern matching
problems and two graph matching problems. In Sec. 2.1, we present some basic concepts
and notation. The δγ–approximate matching problem is reviewed in Sec. 2.2 while
an overview of parameterized matching is presented in Sec. 2.3. The Maximum–Size
Bipartite Matching problem and the Maximum–Weight Perfect Matching problem in
bipartite graphs are presented in Sec. 2.4 and Sec. 2.5, respectively.
2.1. Basic Definitions and Notation
The basic definitions of string, string comparison and pattern matching are presented
in Sec. 2.1. Some important concepts of graphs are reviewed in Sec. 2.1.2. Finally, the
notation used for bit–parallel operations is presented in Sec. 2.1.3.
2.1.1. String Pattern Matching Definitions
A string is a sequence of zero or more symbols from an alphabet. An alphabet Σ
could be any collection of symbols and it is normally drawn from a set of pre-existing
characters which is habitually designated as the common ASCII1 code set. The string
with zero symbols is denoted by  and the set of all strings over Σ is denoted by Σ∗. A
string X of length n defined over Σ is represented by X = X1...n = X1X2 · · ·Xn, where
Xi ∈ Σ for 1 ≤ i ≤ n. Note that Xi denotes the i-th element of X. However, in the
case of integer strings, their symbols will be separated by commas and surrounded by
the symbols 〈 and 〉. The cardinality of an alphabet Σ (or a string X), denoted as |Σ|
(or |X|), is the number of elements in Σ (or X). A string W is a substring of X if
X = UWV , where U, V ∈ Σ∗. Therefore, the index |U | + 1 is the starting position of
W in X and |W | + |U | is the end position of W in X. If i and j are, respectively, the
starting and end position of W in X, then W can be denoted as Xi...j = XiXi+1 · · ·Xj,
where 1 ≤ i < j ≤ n. Furthermore, a string W is a prefix of X if X = WU for any
U ∈ Σ∗. Similarly, a string W is a suffix of X if X = UW for any U ∈ Σ∗. Strings have
the following properties:
1American Standard Code for Information Interchange.
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• Common Prefix Property: For a ∈ Σ and X, Y ∈ Σ∗, if aX = aY then X = Y .
• Distinct Right Context Property: For a, b, c ∈ Σ and X, Y ∈ Σ∗, if aX = aY
and aXb 6= aY c, then Xb 6= Y c.
Two important problems related to strings are the string comparison problem and
the string pattern matching problem. The string comparison problem for two m–length
strings X = X1...m and Y = Y1...m is to determine if X and Y match (denoted as
X = Y ), which means that their corresponding symbols match, i.e. X1 = Y1, X2 =
Y2, . . . , Xm = Ym. As for the string pattern matching problem, its input consists of two
strings: the pattern P = P1...m and the text T = T1...n. For easy notation, T i is used
to denote the m–length substring of T starting at position i, thus T i = Ti...i+m−1. The
output of this problem lists all occurrences of the pattern string in the text string, i.e.
the set of all indices 1 ≤ i ≤ n−m+ 1, such that T i = P . Many variants of the string
pattern matching problem have been proposed; two of them are the δγ–Approximate
Matching problem and the Parameterized Matching problem, which are examined in
detail in the next sections.
2.1.2. Graph Definitions
A graph G = (V,E) consists of a set V or vertices and a set E of edges. Each
edge associates two vertices in V . Let u, v ∈ V , then an edge directed from u to v is
denoted by the ordered pair (u, v); the edge (u, v) is said to be incident on the vertices
u and v. Each edge (u, v) ∈ E is associated with a weight denoted by w(u, v). If
(u, v) ∈ E, vertices u and v are said to be adjacent; an adjacency matrix Auv can be
used to represent adjacency relations among all the vertices in the graph by defining
Auv = w(u, v), for 1 ≤ u, v ≤ |V |. Another way of representing graphs is the adjacency
list. In an adjacency list, each vertex u is associated to a list that contains all the ver-
tices v such that (u, v) ∈ E; the corresponding weights w(u, v) are also stored. In some
graphs, all the edges in E have the same weight so the value of the weight is apparently
disregarded; nevertheless, in such cases, the weight of each edge in E is assumed to
be 1. A path in G from u1 to uk is a sequence of vertices 〈u1, u2, . . . , uk〉 such that
(ui, ui+1) ∈ E for every 1 ≤ i < k. A path can also be denoted as a sequence of the
edges 〈(u1, u2), (u2, u3), . . . , (uk − 1, uk)〉, where (ui, ui + 1) ∈ E for every 1 ≤ i < k. A
cycle in G is a path such that u1 = uk.
A graph where w(u, v) = w(v, u), for all u, v ∈ V , is called undirected. Otherwise it
is called a directed graph or a digraph. The degree of a vertex in an undirected graph is
the number of edges incident on it. In a directed graph, each vertex u has in–degree and
8
out–degree: the in–degree of u is the number of edges incident to u (incoming edges)
and the out–degree of u is the number of edges incident from u (outgoing edges). A
clique in an undirected graph is a subset of its vertices such that every pair of vertices
in the subset is connected by an edge.
An undirected graph G(V,E) is bipartite if we can partition V into two sets L and R
such that all edges are incident to one vertex in L and one vertex in R. We henceforth
sometimes write G as G(L,E,R). A bipartite clique is a special case of bipartite graph
where every vertex in L is connected to every vertex in R. A matching M ⊆ E in a
given bipartite graph G(L,E,R) is a set of edges such that every vertex is incident to
at most one edge in M . In other words, if the degree of every vertex in the subgraph
(V,M) is at most 1. The weight of a matching M is the sum of the weights of all the
edges in M . A perfect matching is a matching that saturates all the vertices. Thus, a
matching M is a perfect matching iff |L| = |R| = |M |. M is a maximum matching if
we cannot greedily increase the size of M , i.e. ∀e ∈ E−M,M ∪{e} is not a matching.
In other words, M is a maximum matching if there are no possible matchings of greater
size. In this thesis, we are interested in matchings in bipartite graphs with same-sized
partitions (|L| = |R|). Unless otherwise stated, we will use the term bipartite graph to
represent this kind of bipartite graph.
2.1.3. Bit-Parallel Operations
For the bit-parallel operations we adopt the following notation. A machine word
has w bits, numbered from the least significant bit to the most significant bit. We use
the following notation for the bitwise operations: & is bitwise AND, | is bitwise OR,
« is Shift–Left and » is Shift–Right. For « and », the left operand is the binary word
over which the shift will be performed and the right operand is the number of bits to
be shifted.
2.2. δγ-Approximate Matching
The alphabet, as previously mentioned, is habitually designated as the common
ASCII code set. Nonetheless, in many real computing situations instead, the alphabet
is drawn from a set of integer values. An integer alphabet, denoted as Σσ, is assumed
to be an interval of integers and considered to be Σσ = {1, 2, . . . , σ}, where σ is the
cardinality of Σσ, i.e. σ = |Σσ|. Integer strings are normally found in cipher text,
financial data [70], meteorology data, image data, and music data [43, 23], to name
some. If we were to seek for patterns in those strings of numbers, it would prove
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unrealistic and ineffective to seek for exactly the same values, but rather ought to
search for a close instance of this pattern. In this sense, δγ–Approximate Matching
algorithms are very effective in searching for all similar but not necessarily identical
occurrences of a given pattern. In Sec. 2.2.1, the formal definition of δγ–Approximate
Matching is given, while in Sec. 2.2.2 an example is presented. Some δγ–Approximate
Matching algorithms are reviewed in Sec. 2.2.3 and some related work is presented in
Sec. 2.2.4. Finally, some of the most important applications of this pattern matching
variant are shown in Sec. 2.2.5.
2.2.1. Definition of the Basic Problems
For the string comparison problem, let m denote the (equal) length of two strings
X = X1...m and Y = Y1...m in Σσ. Let δ, γ be two non–negative integer numbers,
i.e. δ, γ ∈ N. Then, X and Y are said to be δ–matched, denoted as X δ= Y , iff
maxmj=1 |Xj − Yj| ≤ δ. Additionally, X and Y are said to be γ–matched, denoted as
X γ= Y , iff
∑m
j=1 |Xj − Yj| ≤ γ. Furthermore, X and Y are said to be δγ–matched ,
denoted as X δγ= Y , iff X δ= Y and X γ= Y . An example of these concepts is presented
in Sec. 2.2.2.
The δ–Approximate Matching Problem is defined as follows: For a given non–
negative integer δ, a pattern P = P1...m and a text T = T1...n both defined over alphabet
Σσ = {1, . . . , σ}, the δ–Approximate Matching Problem is to calculate the set of all in-
dices 1 ≤ i ≤ n −m + 1 satisfying the condition P δ= T i. Note that when δ = 0 the
δ–Approximate Matching Problem is equivalent to the exact string matching problem.
The γ–Approximate Matching Problem is defined as follows: For a given non–
negative integer γ, a pattern P = P1...m and a text T = T1...n both defined over alphabet
Σσ = {1, . . . , σ}, the γ–Approximate Matching Problem is to calculate the set of all in-
dices 1 ≤ i ≤ n −m + 1 satisfying the condition P γ= T i. Notice that when γ = 0 the
γ–Approximate Matching Problem is equivalent to the exact string matching problem.
The δγ–Approximate Matching Problem is defined as follows: For two given non–
negative integer numbers δ and γ, the pattern P = P1...m and the text T = T1...n both
defined over alphabet Σσ = {1, . . . , σ}, the δγ–Approximate Matching Problem is to
calculate the set of all indices 1 ≤ i ≤ n − m + 1 satisfying the condition P δγ= T i.
Notice that when δ = 0 and γ = 0 the δγ–Approximate Matching Problem is equivalent
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to the exact string matching problem.
For short, we will refer to the δ–, γ– and δγ–Approximate Matching problems as δ–,
γ– and δγ–Matching.
Figure 2.2.1. Example of a δγ–match between X =
〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y={1,3,1,3,6,3,3,4,1,2}, both defined
over Σ6 = {1, 2, 3, 4, 5, 6}, where δ = 2 and γ = 7.
Other problems related to δγ–matching are computing δ–approximate squares and
computing δγ–approximate squares. They are generalizations of the problem of finding
approximate repetitions, particularly non–overlapping evolutionary chains, where only
two consecutive repetitions are searched and the approximation criteria are the δ and
δγ paradigms. The definition of these problems was motivated by the importance of
finding evolutionary chains in computer assisted music analysis and the usefulness of
δγ–matching for finding similarities among music passages. These problems are defined
as follows.
For a given non–negative integer δ and a text T = T1...n defined over alphabet
Σσ = {1, . . . , σ}, the problem of computing δ–approximate squares consists of computing
all the positions j of T for which there exists an m–length string U , called the root of
the square, such that:
Tj...j+m δ= U and Tj+m+1...j+2m δ= U
Considering an additional non–negative integer γ, the problem of computing δγ–
approximate squares consists of computing all the positions j of T for which there
exists an m–length string U , called the root of the square, such that:
Tj...j+m
δγ
= U and Tj+m+1...j+2m
δγ
= U
Also in [22], the task of searching for more than two consecutive repetitions under
the δγ criteria was posed as an open problem.
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2.2.2. Example
Let X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y = 〈1, 3, 1, 3, 6, 3, 3, 4, 1, 2〉 be two integer
strings defined over Σ6 = {1, 2, 3, 4, 5, 6}. X and Y do not δ–match for δ = 1 because
their corresponding fifth symbols differ in two units. Nevertheless, X and Y δ–match
for any δ ≥ 2. Similarly, they γ–match for any γ ≥ 7 because 7 is the total sum of the
differences among the symbols of X and Y . Thus, they δγ–match for any δ ≥ 2 and
any γ ≥ 7. Notice that we can adjust δ and γ according to the approximation criteria
and the degree of similarity that we aim to find in integer strings.
2.2.3. Known Solutions
The first algorithm for the δ–approximate matching problem was proposed in [22].
This algorithm, called δ–Shift–And, was a generalization of the the Shift–And al-
gorithm presented in [90]. Shift-And uses bit–parallelism to simulate the operation
of a nondeterministic automaton that searches in a text T = T1...n for the occurrences
of a pattern P = P1...m. The preprocessing phase consists of building a bit mask
B[c] = B[c]m · · ·B[c]1 for each character c in the alphabet, such that B[c]i = 1 iff
Pi = c for 1 ≤ i ≤ m. In the search phase, a binary word D is initialized with the value
0m. Then each character Tj is read from left to right, for 1 ≤ j ≤ n, and D is updated
for each j as follows:
D = ((D « 1) | 0m−11) &B[Tj]
D = Dm · · ·D1 contains information about the state of the search: if Di = 1, it
means the the i–th state of the simulated automaton is active. Every time a new
symbol Tj is processed, a left–shift operation is performed on D and a bitwise AND
operation is performed between the result and B[Tj]. In this way, the i–th charac-
ter is set to 1 if the (i − 1)–th character was set to 1 and Tj = Pi, which implies that
Tj−i+1...j = P1...i. Therefore, a match at position j−m+1 is reported whenever Dm = 1.
Shift–And can be extended to handle classes of characters, where each symbol
in the pattern can match more than one symbol in the text. If Ci is the set of the
characters that match with the character at the i–th position of the pattern, then the
i–th bit of B[c] is set to 1, for each c ∈ Ci. This is exactly the idea used in [22] for
the generalization of Shift–And to δ–matching, where B[c] = B[c]m · · ·B[c]1 for every
c ∈ Σσ is calculated such that B[c]i = 1 iff |Pi − c| ≤ δ. The search phase in δ–Shift–
And remains the same as in Shift–And and the time complexity is O(n) assuming
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that m ≤ w.
Also in [22], the first δγ–matching algorithm was proposed. In this algorithm,
called Shift–Plus, the bit mask B[c] = B[c]m · · ·B[c]1 for each character c ∈ Σσ is
preprocessed and the bit–vector D = Dm · · ·D1 is updated during the search phase,
just like in δ–Shift–And. Additionally, a set of bit masks R[c] = R[c]1 . . . R[c]m, for
each c ∈ Σσ, is preprocessed , such that:
R[c]i =
|c− Pi| if |c− Pi| ≤ γ0 otherwise , for 1 ≤ i ≤ m.
Each R[c]i is stored as a binary number of d bits. d = dlog(δm)e because δm is
the maximum possible value of accumulated differences for a given δ and it requires
dlog(δm)e bits for its binary representation. In the search phase, a bit–vector G of
length dm is also defined. It is first initialized in 0 and, every time a character Tj is
read, it is updated as G = (G » d) +R[Tj]. In that sense, the i–th block of d bits after
reading Tj will represent the sum of the differences, not greater than δ, between the
corresponding symbols of Tj−i+1...j and P1...i. Thus, a δγ–match is reported at position
j−m+ 1 iff, after processing Tj, Dm = 1 and the m–th block of d symbols is ≤ γ. The
time complexity of Shift–Plus is O(nm log(δm)/w).
An algorithm for computing δ–approximate squares, called δ–Squares, and an algo-
rithm for computing δγ–approximate squares, called δγ–Squares, were also presented
in [22]. In these algorithms, a matrix where both the rows and the columns represent
the symbols in the text T = T1...n is constructed. This matrix is filled so that the cell
with row i and column j contains the result of |Ti − Tj|, where 1 ≤ i ≤ n and, for
each i, i ≤ j ≤ n. Notice that it is not necessary to compute the whole matrix, but
just the part above its main diagonal. Each diagonal diag(k) corresponds to the pair
of positions (i, i + k), for 1 ≤ i ≤ n and 0 ≤ k < n. Thus, for a given δ, there exists
a δ–match of length 2k at position i if there exists a run of values not greater than
δ, of length at least k, starting at position i on diag(k). This condition is verified in
δ–Squares while constructing the matrix, which is performed by traversing the diag-
onals. In δγ–Squares, the sums of the differences are also stored in an accumulative
variable to check whether the δ–matches are δγ–matches as well. The time complexity
of these algorithms is O(n2).
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In [37], three algorithms, called δ–Skip–Search, δ–Tuned–Boyer–Moore and
δ–Maximal–Shift, were proposed as generalizations of the exact matching algorithms
Skip–Search, Tuned–Boyer–Moore and Maximal–Shift, respectively, to the δ–
matching problem. In the δ–Skip–Search algorithm, the preprocessing phase consists
of constructing a list z[c] for every symbol c ∈ Σσ that contains all the positions in the
pattern P = P1...m such that Pi δ= c. The searching phase consists of examining every
m–th symbol Tj in the text T = T1...n. Then, for Tj, the list z[Tj] is used to determine
the possible starting positions of P in T and then a naive check is performed to deter-
mine whether there is a δ–match for these alignments or not. The time complexity of
this algorithm is is O(nm).
In the δ–Tuned–Boyer–Moore algorithm, the occurrence shift function for each
symbol c ∈ Σσ is defined so that, when the symbol c in the text does not δ–match a
symbol in the pattern, then the c must be aligned with the rightmost symbol in the
pattern that δ–matches c. This heuristic is used to perform three shifts in a fast loop
that locates the symbols in the text that δ–match with the last symbol of the pattern,
i.e. Pm. Whenever a symbol in T that δ–matches Pm is found, a naive check is done
to determine whether P1...m δ= Tj−m+1...j. Then the shift is defined so that the right-
most symbol of the text window is aligned with the rightmost symbol in P1...m−1 that
2δ–matches Pm. Notice that a 2δ–match is sought, instead of a δ–match, because the
compared symbols are both from the pattern so the next considered Tj might δ–match
both of these symbols even though the distance between them could even be 2δ.
The idea of seeking for 2δ–matches among the symbols of the pattern, aiming to
define shifts for each symbol c ∈ Σσ, is also used in the δ–Maximal–Shift algorithm.
The key idea of this algorithm is that, in the searching phase, the δ–matches between
the symbols in pattern and the corresponding symbols in the text window are checked
in such an order that the symbols that may produce a bigger shift when a mismatch
is found will be examined first. For that, the processing order of the pattern can be
defined through a permutation function. If no mismatch is found, after the pattern is
compared with a determined window of text, a δ–match is reported. Then, the size of
the shift will be the maximum between the shift previously defined and the shift estab-
lished by the occurrence shift function. In this sense, the overall number of comparisons
is minimized. The time complexity of δ–Maximal–Shift is O(nm).
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The generalizations of these algorithms to the δγ–matching problem, called δγ–
Skip–Search, δγ–Tuned–Boyer–Moore and δγ–Maximal–Shift, can be easily
achieved by adapting the naive check of the pattern so that γ is included. Experimen-
tal results show that δ–Tuned–Boyer–Moore and δγ–Tuned–Boyer–Moore are
respectively faster than δ–Skip–Search and δγ–Skip–Search, which themselves are
respectively faster than Shift–And and Shift–Plus. Nevertheless, Shift–And and
Shift–Plus are better for high values of δ and γ.
Later in [39], three δ–matching algorithms from the Boyer–Moore algorithms family
were presented: δ–BM1, δ–BM2 and δ–BM3. These algorithms make use of approx-
imate dictionaries. Given a string X = X1...m and an integer k, an approximate dic-
tionary is defined as a data structure DX(Z) that answers whether a string Z = Z1...k
δ–matches any k–length substring of X, for k ≤ m. The algorithm δ–BM1, which
is a generalization of Alpha–Skip–Search to δ–matching, uses a suffix tree to rep-
resent the approximate dictionary of the pattern P = P1...m. As for δ–BM2, it is an
adaptation of the Reverse–Factor algorithm and the approximate dictionary of P is
represented by a suffix automaton. In δ–BM3, the data structure used is a hash table.
In the searching phase, for the three algorithms, the text is scanned checking with DP
whether the k–length suffix of each text window is a substring that δ–matches a sub-
string of the pattern. If the test turns out to be true, then a naive check is done taking
into account for the alignment the stored positions in the pattern where the matching
string occurs. Otherwise, the pattern is shifted by a large amount and many positions of
the text are never compared. To extend these algorithms to the δγ–matching problem,
it just suffices to also verify the γ condition on the naive check.
The δ–BM1, δ–BM2 and δ–BM3 algorithms use stronger heuristics to skip charac-
ters that are based on substrings and not just in single symbols as in previous solutions.
Nevertheless, a disadvantage of them is that the approximate dictionaries, with a certain
probability, may report more occurrences than the real δ–matches so a later verifica-
tion is required. However, some studies, also presented in [39], have shown that these
algorithms are fast on average for cases where the pattern structure varies substantially
and the alphabet interval is large. Experimental results have complemented these stud-
ies concluding that δ–BM1, δ–BM2 and δ–BM3 are very suitable for cases where the
alphabet size is large, δ is small and the pattern size is small as well. These cases are
very common in the music information retrieval applications.
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On the other hand, the relation between the δ–approximate matching problem and
the pattern matching with don’t cares problem was studied. Given a don’t care sym-
bol ∗, two symbols of the alphabet a and b match, denoted as a ≈ b, iff a = b or
a = ∗ or b = ∗. Then, the problem of pattern matching with don’t cares consists of
finding all the positions j in the text T = T1...n where Tj...j+m−1 ≈ P1...m. In [33],
it was shown that the δ–approximate matching problem is reducible to k instances of
the pattern matching with don’t cares problem. This was achieved by defining a δ–
distinguishing family of morphisms as a family of morphisms hi : Σσ 7→ Σi ∪ {∗} such
that [a δ= b] ≡ [hi(a) ≈ hi(b)], for every a, b ∈ Σσ and every 1 ≤ i ≤ k. It was concluded
that the solution of δ–matching, for a given pattern P = P1...m, a given text T = T1...n
and a given integer δ, is equivalent to the intersection of the solutions obtained from k
instances of the pattern matching with don’t cares problem. In each instance, the input
pattern is hi(P ) and the input text is hi(T ), for 1 ≤ i ≤ k. Notice that the number of
instances k corresponds to the size of the δ–distinguishing family of morphisms, which
has been shown to be δ + 2 ≤ k ≤ 2δ + 1. Using a reduction to many instances of the
pattern matching with don’t cares problem, the δ–approximate matching can be solved
in O((δ+ log σ) · IntMult(n)) time, where IntMult(n) denotes the time to multiply two
n–bit binary numbers.
Later in [41], two δγ–matching algorithms, called Forward–Scan andBackward–
Scan, were presented. The Forward–Scan algorithm is an improved version of
Shift–Plus where the time complexity is reduced to O(nm log(γ)/w) by means of a
better counter management scheme that only needs d1 + log2 (γ + 1)e bits per counter.
Furthermore, the average time complexity is reduced to O(n).
The Backward–Scan algorithm is a generalization of the BDM algorithm2 to
δγ–matching, that results from the combination of Forward–Scan with suffix au-
tomata. This idea considers some studies presented in [76, 77], where it is shown that
bit–parallelism can be combined with the suffix automaton approach to rapidly search
for complex patterns. In this case, the algorithm is able to skip text characters based
both on the δ and the γ conditions; none of the previous solutions use the γ criterion
for skipping characters. Moreover, unlike the algorithms presented in [39], the data
structure used in Backward–Scan, which is a suffix automaton, only accepts the
suffixes of the strings that δγ–match the pattern, so no later verifications are required.
Thus, Backward–Scan inspects less character than any previous solution. Besides,
2For more information on the BDM algorithm, see [42, 35].
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the algorithm is simple to implement, robust and stable.
Both Forward–Scan and Backward–Scan work for m(1 + dlog (γ + 1)e) ≤ w.
Nevertheless, some techniques to handle the cases where this condition is not fulfilled
were also presented in [41]. The best of them consists of using several computer words
but switching to single–word whenever is possible so that only the ones that store rele-
vant values are updated. Experimental results, considering cases where the use of these
techniques is required, have shown that δ–BM2 is faster than Backward–Scan for
small values of δ. Nevertheless, when δ is larger, and the dependence on γ gets more
relevant, Backward–Scan is considerably faster due to its skipping characters strat-
egy based on the γ criterion.
In [24], two algorithms, called δ–Fast–Search and δ–Forward–Fast–Search,
were proposed as respective generalizations of Fast–Search [28] and Forward–
Fast–Search [47] to δ–Matching. These generalizations were motivated by some ex-
perimental results presented in [47] that show that, in most cases, the Fast–Search
algorithms require less time and fewer number of text character inspections. Fast–
Search and Forward–Fast–Search are recent member of the Boyer–Moore type
algorithms and their strategy consists of an efficient mixing of the bad–character and
good-suffix heuristics. The δ–Fast–Search and δ–Forward–Fast–Search algo-
rithms work in a similar way as their counterparts in the exact matching problem but
they adapt the bad–character and good-suffix heuristics to δ–matching. The bad char-
acter heuristic is adapted just like in the δ–Tuned–Boyer–Moore algorithm; the
adaptation of the good–suffix rule to δ–matching is also proposed in [24].
Also in [24], extensions of two other exact matching algorithms based on the
bad–character rule, namely Quick–Search [85] and Berry–Ravindran [18], to
the δ–approximate matching problem were proposed. The resulting algorithms are
called δ–Quick–Search and δ–Berry–Ravindran. Experimental results showed
that Backward–Scan, δ–Tuned–Boyer–Moore and δ–Quick–Search perform
well in most cases. However, Backward–Scan and δ–Quick–Search are better
choices when the pattern is long and/or the size of the alphabet is small. Nevertheless,
δ–Fast–Search and δ–Forward–Fast–Search outperform them in cases where the
pattern is short and the alphabet is large , which are the most common cases in music
information retrieval.
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The diagram in Fig. 2.2.2 shows the algorithms presented in this section for solv-
ing the different δγ–matching problems presented in Sec. 2.2.1. Notice that the δ–
Approximate Matching algorithms can also solve the δγ problem by adding a naive
check of the γ condition; the δγ–Approximate matching algorithms can also be used to
solve δ–Approximate matching by setting a γ ≥ δm.
Figure 2.2.2. Concept map of the algorithms for solving the main δγ–
matching problems organized by the nature of their approaches.
2.2.4. Related Work
In Sec. 2.2.3, a solution of the δγ–matching problem through a reduction to many
instances of the pattern matching with don’t cares problem [33], was presented. In [79],
a different study related to δγ–matching and pattern matching with don’t cares was
developed. Specifically, the δγ–approximate matching problem was extended to allow
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the presence of don’t cares in the pattern. In this new variant, the δ and γ criteria are
verified in the same way. The only difference is that when a symbol in the text is aligned
with the don’t care symbol ∗, the distance between them is considered to be zero. Also
in [79], two algorithms for the δ–matching with don’t cares problem were presented:
an O(σn(log m + σ)) algorithm, that makes use of convolutions, and an O(δn log m)
algorithm, based on even periodic functions. Furthermore, an O(n
√
mlogm) algorithm
for the γ–matching with don’t cares problem and an O(δn log m) for the δγ–matching
with don’t cares problem are also presented. The former algorithm is also based on
even periodic functions while the latter is based on the Fast Fourier Transform and a
divide–and–conquer approach.
On the other hand, and aiming to support more applications in music information
retrieval, the δ–approximate matching and the δγ–approximate matching problems were
extended to allow the existence of bounded gaps among the matching symbols in one
of the strings [36]. Specifically, this was motivated by the need of searching for similar
musical pieces where there may be arpeggios or ornaments (see Sec. 2.2.5). So two
new problems were defined: δ–occurrence with α–bounded gaps and δγ–occurrence with
α–bounded gaps.
The δ–occurrence with α–bounded gaps problem, also called (δ, α)–matching prob-
lem, is defined as follows: Given two integers δ and α, a pattern P = P1...m and a text
T = T1...n, there is a δ–occurrence with α–bounded gaps of P in T at the position i iff
there exists a sequence of indexes (i1, . . . , im) such that:
• im = i
• i1 ≥ 1 and im ≤ n
• ih+1 − ih ≤ α + 1, for 1 ≤ h ≤ m− 1
• Pj δ= Tij , for 1 ≤ j ≤ m
The first algorithm that finds all positions i in T for which there is a δ–occurrence
of P with α–bounded gaps was proposed in [36]. This algorithm, called α–Bounded
Gaps, is based on dynamic programming and needs O(nm) time and O(n) space. If
the complete sequence of indexes of each match is required, instead of only its final
position, then the space complexity increases to O(nm).
In [25], an algorithm called (δ, α)–Sequential–Sampling that runs in O(nm)
time and O(mα) space was presented. This algorithm applies similar ideas as the
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ones in α–Bounded Gaps, but follows a different computation order. Its great ad-
vantage is that not it does not only calculate the complete sequences of indexes that
produce each match, but also calculates the number of distinct δ–occurrences of P with
α–bounded gaps at each position i in the text. Experimental results showed that (δ, α)–
Sequential–Sampling performs better than α–Bounded Gaps, specially for large
patterns.
Later, the algorithm (δ, α)–Tuned–Sequential–Sampling was proposed in [26]
as an improvement of the (δ, α)–Sequential–Sampling algorithm. This new algo-
rithm runs in O(n) average time. The results of some experiments showed that (δ, α)–
Tuned–Sequential–Sampling is faster than any previous algorithm and that its
running time does not depend on the pattern length.
Also in [26], it was shown that the Shift–And algorithm [10] could be extended
to the δ–occurrence with α–bounded gaps problem. Specifically, this could be done by
adapting the bit–parallel non–deterministic automaton algorithm presented in [78] for
the pattern matching problem with character classes and bounded gaps. The worst–
case time complexity of the resulting algorithm is O(n dαm/we) and its average–case
time complexity is O(n). Other solution to the δ–occurrences with α–bounded gaps
problem was presented in [71]. It is based on sparse dynamic programming and runs
in O(n+ |M|min{log (δ + 2), log log m} whereM = {(i, j) |Pi δ= Tj} and |M| ≤ nm.
The dynamic programming based algorithm was improved by using bit–parallelism
in [50]. The time complexity of the resulting algorithm, calledDA-bpdp, isO(dn/wem+
nδ) in the worst case and O(dn/we dαδ/σe + n) in the average case. Furthermore, an
improvement to the adaptation of the algorithm presented in [78] to the δ–occurrences
with α–bounded gaps problem [26], was also presented in [50]. The new algorithm,
called DA-mloga-bits, runs in O(n dmlog α/we) worst–case time by means of a re-
duction in the number of bits to represent the search state. Experimental results showed
that DA-mloga-bits just beats its progenitor in a few cases and that DA-bpdp has
the best performance as δ and α increase. These algorithms can be extended to the
problem of pattern matching allowing classes of characters, which has important appli-
cations in computational biology.
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A list of some of the algorithms for solving the δ–occurrence with α–bounded gaps
problem are presented in Fig. 2.2.3 along with their time complexities in the worst case.
(δ, α)–Matching Algorithms
Algorithm Time Complexity
δ–Bounded–Gaps O(nm)
(δ, α)–Sequential–Sampling O(nm)
(δ, α)–Tuned–Sequential–Sampling O(nm)
(δ, α)–Shift–And O(n dαm/we)
DA-bpdp O(dn/wem+ nδ)
DA-mloga-bits O(n dmlog α/we)
Figure 2.2.3. (δ, α)–Matching algorithms and their worst–case time complexities.
Nevertheless, none of the algorithms mentioned above considers the case where
there is transposition invariance with α > 0. Transposition invariance of two melodies
occurs when they differ only by an interval transposition (see Sec. 2.2.5). For this
reason, in [27], two new problems were defined to consider transposition invariance:
δ–approximate matching problem with α–bounded gaps under transposition invariance
and δ–approximate matching problem with α–bounded gaps under ranged–transposition
invariance. The former problem is defined as follows: Given two integers δ and α, a
pattern P = P1...m and a text T = T1...n, there is a τ–transposed δ–occurrence with α–
bounded gaps of P in T at the position i iff there exists a sequence of indexes (i1, . . . , im)
such that:
• im = i
• i1 ≥ 1 and im ≤ n
• ih+1 − ih ≤ α + 1, for 1 ≤ h ≤ m− 1
• |P1 − Ti1| = τ
• Pj − Pj−1 δ= Tij − Tij−1 , for 2 ≤ j ≤ m
Notice that the main difference between this definition and the one that does not
consider transposition invariance is that, in this one, the δ criteria is applied to the
intervals between each two consecutive symbols and not to the symbols themselves.
The definition of δ–approximate matching problem with α–bounded gaps under ranged–
transposition invariance was proposed because of the fact that in some cases it may be
more convenient to calculate the differences in relation to a pivot, instead of calculating
the differences between each two consecutive symbols. So for this definition, the last
condition presented above should be replaced by the following: Pj − P1 δ= Tij − Ti1 , for
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2 ≤ j ≤ m.
Also in [27] two algorithms, one for each of the definitions under transposition
invariance, were presented as adaptations of the (δ, α)–Sequential–Sampling al-
gorithm. The algorithm (δ, α)–T–Sequential–Sampling, that considers the first
definition, runs in O(nmα) time and O(nm) space. The other algorithm, called (δ, α)–
RT–Sequential–Sampling, considers the ranged–transposition invariance and runs
in O(m2nα) time and O(nm) space. For more information on transposition invariance,
see [71, 72, 63].
As for the δγ–occurrence with α–bounded gaps, also called (δ, γ, α)–matching, it is
defined as the δ–occurrence with α–bounded gaps problem with the additional require-
ment that
∑m
j=1 |Pj − Tij | ≤ γ. The first algorithm to solve this problem was proposed
in [36]. It is based on dynamic programming and runs in O(nm) time and space. This
algorithm was improved in [51] by means of a cut–off trick that reduces the average
case to O(nαδ/σ). Also in [51], a sparse dynamic algorithm was presented. Its time
complexity is O(n) in the average case and O(min{nm, |M|α}) in the worst case, where
M = {(i, j) |Pi δ= Tj}. Furthermore, a bit–parallel dynamic algorithm, whose worst–
case time complexity is O(nm log (γ)/w+nδ), was also presented. For more information
on more problems related with δ and δγ–matching that consider gaps, see [36].
2.2.5. Applications
In a rudimentary way, musical scores can be represented as strings of integers [22].
The alphabet could be be either the set of notes in the chromatic or diatonic notation,
represented as the MIDI3 numbers, or the set of intervals that appear between notes,
represented as the number of semitones. In the former case, it is said that an absolute
pitch encoding, a.p.e. for short, is being used; in the latter case, the encoding is called
pitch interval encoding, p.i.e. for short. An absolute pitch encoding can be base-7 (7
symbols), base-12, base-40 or base-120 for MIDI [39]. In Fig. 2.2.4, C–minor and B–
sus4 chords are represented both in a.p.e. and p.i.e..
However, there are more complex ways to represent musical sequences that contain
more information such as duration, accent, etc. So alphabets could be defined in such a
way that their symbols, instead of being single integers, are sets of parameters each one
of which represents some characteristic of the note. This kind of representation allows
3Musical Instrument Digital Interface
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Figure 2.2.4. Representation of C–minor and B–sus4 chords in the ab-
solute pitch encoding (a.p.e.) and in the pitch interval encoding (p.i.e.).
Taken from [24].
in depth music analysis; nevertheless, the alphabets considered are quite large.
On the other hand, there are many applications in music information retrieval where
the aim is to find similar occurrences of a given monophonic melody and only the pitch
values are required to be considered. In music retrieval, exact matching would not yield
all the results of interests. Consequently, approximate matching and approximate rep-
etitions are used instead of exact matching and exact repetitions so that the presence
of errors is allowed. For instance, this is useful in voice recognition, where the melody
sang or whistled by the human user may be imprecise [51]. Another application is
discovering similarities between different musical entities in musical works so that char-
acteristic signatures can be established [22]. There are many more applications related
to melody identification and music retrieval. It just suffices to use a.i.e. or p.i.e. for
many of these cases.
The δ, γ and δγ criteria are the most useful notions of approximation for the appli-
cations in music information retrieval due to their flexibility for defining the degree of
closeness at different levels. In δ–matching, the difference between each symbol in the
pattern and its corresponding symbol in the text must be at most δ. In γ–matching,
it is the accumulative sum of these differences what is really relevant disregarding the
individual differences. In δγ–matching, both δ and γ criteria are simultaneously taken
into account to restrict more the magnitude of the errors. Next, we give an example,
as it appears in [79], for the string comparison problem.
Example. C–Minor–7, C-Major-7 and B–Major–7, are represented as 〈60, 63, 67, 70〉,
〈60, 64, 67, 71〉 and 〈59, 63, 66, 70〉 in a.p.e, respectively. They δ–match each other for
δ ≥ 1 in a.p.e. We also find that C–Major–7 γ–matches C–Minor–7 but does not
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γ–match B-Mayor-7, for γ = 2. Thus, for δ = 1 and γ = 2, C–Major–7 δγ–matches
C–Minor–7 but does not δγ–match B-Mayor-7 either. Furthermore, we can conclude
that C–Major–7 is closer to C–Minor–7 than to B–Major–7.
The pattern matching problem under these approximation criteria can be solved
using the algorithms presented in Sec. 2.2.3. An example is presented in Fig. 2.2.5).
Notice that Pattern A δγ–matches the music score, for δ = 1 and γ = 3, in the two text
windows corresponding to the upper squares. These occurrences could have not been
found using exact matching. In practical cases, the size of pattern in music is usually
10− 20 notes.
Figure 2.2.5. Example of δγ–matching for Pattern A and δγ–matching
with don’t cares for Pattern B. Taken from [79].
As presented in Sec. 2.2.4, in [79] δγ–matching was extended to handle the presence
of don’t care symbols. In this variant, some positions in the pattern may match any
symbol in the text. An example of the application of these concepts in music retrieval
is also presented in Fig. 2.2.5. Looking for Pattern B, which allows any symbol in
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its second position, yields an additional result (the text window corresponding to the
lower square) to the ones obtained from the standard δγ–matching. In this sense, the
introduction of don’t cares relaxes the search and, thus, produces more results.
Nevertheless, there are still some cases in music retrieval where some occurrences of
a pattern may not be found through δγ–matching nor δγ–matching with don’t cares.
Specifically, it is necessary to allow the presence of gaps so that melodies can be searched
in musical pieces that contain arpeggios or musical ornaments . In classical music, es-
pecially in compositions for Piano Solo, it is very usual to find musical works based
on a sweet ground melody whose notes are interspaced by arpeggios [25]. Arpeggios
are groups of notes that are rapidly played one after another either going up or going
down. In Fig. 2.2.6, the first score corresponds to an excerpt of the study Op. 25 N.
1 for Piano Solo by F. Chopin and the second score corresponds to its melody. If the
melody is considered as the pattern, a gap of size 5 is required to be allowed in order
to find a match with the first score. In this sense, the extension of δ– and δγ–matching
to permit gaps brings more flexibility to pattern matching in musical strings.
Figure 2.2.6. Example of the matching with gaps in music retrieval.
The first score corresponds to an excerpt of the study Op, 25 N. 1 for
Piano Solo by F. Chopin and the second score corresponds to its melody.
Considering the melody as the pattern, a match in the first score would
be found for α ≥ 5. Taken from [25].
Other application in music retrieval, where gaps should be permitted, takes place in
classical pieces of the baroque period where the text may contain musical ornaments.
Musical ornaments are groups of notes rapidly played, usually attached to the notes of
a melody, in order to adorn or emphasize certain dynamical passages. Some of the most
common musical ornaments are the mordent, the appoggiatura and the acciaccatura. In
most practical cases, the size of the gap must be between 4 and 16 [25].
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On the other hand, it is important to find similar occurrences of a pattern melody
under transposition invariance, i.e. occurrences that are similar to the pattern after
a tonal transposition to a major or a minor key. Using a.p.e, it is necessary to set a
large δ, for retrieving δ–matches under transposition invariance. However, this entails
a risk of retrieving irrelevant occurrences. It is better to use p.i.e., given that, as it
considers the differences between consecutive pitches instead of the pitches themselves,
the transposition invariance is implicitly regarded, even for small values of δ. For
example, in Fig. 2.2.7, S1 and S2 δ–match for δ = 1 in p.i.e while it is required to
consider a δ ≥ 7 in a.p.e. Nevertheless, when gaps are also permitted, p.i.e does not
solve the problem either. That is the reason why in [27] new definitions and algorithms
where proposed to solve the δ–occurrence with α–bounded gaps under transposition
invariance. An example of a (δ, α)–match under transposition invariance between S2
and S3 is presented in Fig. 2.2.7.
Figure 2.2.7. Two excerpts from Toccata and Fuga in D–Minor by J.S
Bach. S1 and S2 δ–match under transposition invariance; S2 and S3
(δ, α)–match under transposition invariance. Taken from [27].
2.3. Parameterized Matching
As an aid in software maintenance, Parameterized Matching was first defined in [12]
by Brenda Baker to detect duplicated code in large software systems. Duplication in
code involves some parts of the code that must be identical, such as operators and
reserved keywords, and also some parts of the code that must be the same except
for a systematic change of parameters, such identifiers and constants. Therefore, two
alphabets are considered: the constant alphabet ΣC comprised by the elements that
must be exactly equal, and the parameter alphabet ΣP comprised by the elements that
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can be systematically interchanged. In Sec. 2.3.1, the formal definition of Parameterized
Matching is given, while in Sec. 2.3.2 an example is presented. Some parameterized
matching algorithms are reviewed in Sec. 2.3.3 and some related work is presented in
Sec. 2.3.4. Finally, some of the most important applications of this pattern matching
variant are shown in Sec. 2.3.5.
2.3.1. Definition of the Basic Problems
Let ΣC be the constant symbol alphabet and ΣP be the parameter symbol alphabet.
We assume that ΣC and ΣP are disjoint from each other and the set of nonnegative
integers.
A parameterized string or a p–string is defined as a string of symbols in (ΣC ∪ΣP )∗.
Furthermore, two m–length p–strings X = X1...m and Y = Y1...m are said to be a
parameterized–match or a p–match, if one p–string can be transformed into the other
by renaming its parameters through a bijective function g : ΣC ∪ΣP 7→ ΣC ∪ΣP , such
that g is identity for the symbols from ΣC . In other words, X and Y are a p-match if
there exists a bijective function g such that g(Yi) = Xi, 1 ≤ i ≤ m so that gi is identity
for the symbols from ΣC . Note that, g can be chosen from |ΣP |! different possible
mapping functions (an example is given in Sec. 2.3.2).
Parameterized Matching is defined in the following manner. Given the pattern
P = P1...m and the text T = T1...n both defined over ΣC ∪ΣP , P is said to parameterized-
match T i iff there exists a bijective mapping function gi such that gi(Pj) = Ti+j−1, 1 ≤
j ≤ m, so that gi is identity for the symbols from ΣC . Notice that if there exists a
function gi(Pj) = Ti+j−1, 1 ≤ j ≤ m, the inverse of gi also exists given that gi is bi-
jective. So we can equivalently say that P parameterized-matches T i if there exists a
bijective mapping function g′i(Ti+j−1) = Pj so that g′i is identity for the symbols from
ΣC . Note that, in each position i of T , a different gi can be considered to determine the
existence of a parameterized-match between the pattern and the text window starting
at position i. The output of the problem is the set of indices i, 1 ≤ i ≤ n−m+ 1, such
that P parameterized-matches T i. In [57], this problem is referred as Parameterized
Fixed Pattern Matching (PFPM).
Some other problems related to parameterized matching were defined to be able
to support more applications. One of them is finding the Maximal p–matches over a
threshold length of a p–string text, defined as follows. Let T = T1...n be a p–string and
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Ti...i+k and Tj...j+k two p–substrings of it that p–match. This p–match is said to be
left–extensible if Ti−1...i+k and Tj−1...j+k are a p–match and is right–extensible if Ti...i+k+1
and Tj...j+k+1 are a p–match, where 1 ≤ i ≤ i + k ≤ n, 1 ≤ j ≤ j + k ≤ n and
i 6= j. If a p–match is neither left–extensible nor right–extensible it is said to be a
maximal p–match. Maximal p–matches are not an equivalence relation, because they
are not transitive, so the output of the maximal p–matches problem must list pairs of
p–substrings rather than an equivalence class. Thus, the output of the Maximal p–
matches of a p–string text T = T1...n over a threshold length t problem must report the
set of all pairs of p–substrings of T that p–match and whose length is at least t.
In [57], the searching of multiple patterns was extended to parameterized matching.
For a given fixed set D of p–string patterns over ΣC ∪ ΣP , the Parameterized Multiple
Pattern Matching (PMPM) problem consists of preprocessing D as an aid to later
determine the p–matches (for all of the patterns in D) in a query text T . A dynamic
variant of this problem, called Parameterized Dynamic Dictionary Matching (PDDM),
was also proposed in [57]. In this problem, a dictionary D of p–string patterns is
preprocessed and maintained with available operations of inserting/deleting patterns
into/from D and searching a query text T for p–matches for the patterns currently in
D.
2.3.2. Example
Given ΣC = {b}, ΣP = {x, y, z}, X = xbyyxbx and Y = zbxxzbz, there are 6 differ-
ent possible mapping functions which are shown in Fig. 2.3.1(c). When attempting to
map Y through five of these functions, we do not get strings equal to X; one of these
cases is presented in Fig. 2.3.1(a). But using function g4 (see Fig. 2.3.1(b)), we indeed
obtain X by transforming Y . Therefore we can conclude that X and Y are a p–match.
2.3.3. Known Solutions
The maximal parameterized matching over a threshold length problem was the first
parameterized matching problem to be ever considered, even before some of the basic
definitions of parameterized matching were formalized. In [11], Baker tackled this prob-
lem motivated by the observation that there was a considerable amount of duplicated
code in large software systems. Therefore, she presented a program, called dup, as
an aid to find all the duplicated sections of code with a minimum length, specified by
the user, in a large software system. dup simplifies the problem to an exact matching
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Figure 2.3.1. Parameterized matching example for ΣC = {b}, ΣP =
{x, y, z}, X = xbyyxbx and Y = zbxxzbz, (a) Attempt to transform Y
into X through g6 (b) Successful attempt to transform Y into X through
g4, (c) All 6 possible mapping functions of ΣC ∪ ΣP .
problem replacing all the parameters by a determined symbol and then looks for the
p–matches among the exact matches found. The algorithm is based on recursions over
the suffix tree of the text.
A suffix tree of a string X is a compacted trie4 defined on the set of the suffixes of
X$, where $ is a unique end marker so that no suffix is a prefix of another suffix (c.f.
[74, 87, 89]). As defined in [32], a compacted trie is a tree data structure defined on a
set of strings (in this case, the set of the suffixes of a string) such that every inner node
has at least two children, every edge is labeled with some substring of one of the strings
in the given set, and the concatenation of the labels on the path from the root to each
leaf is a distinct string in the set. The key property of compacted tries is that for every
pair of leaves, the string formed by concatenating the labels from the root to their least
common ancestor is the longest common prefix of the strings in the set associated with
4a.k.a. Multiway Patricia Trie.
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these leaves. For each node v of the trie, the pathstring of v is the concatenation of
the edge labels on the path from the root to v and the length of the pathstring of v is
called the pathlength of v.
For constructing the suffix tree for the text, Baker suggests McCreight’s Algorithm.
This algorithm, presented in [74], builds a suffix tree for a string X = X1...m in m
stages each one of which corresponds to the insertion (from left to right) of a suffix
Xi...m, 1 ≤ i ≤ m, of X. The insertion of the i-th suffix is made so that the first part of
the path coincides with the path of the longest common prefix of Xi...m and Xj...m for
some j < i (a previously inserted suffix). One of the key points to make this algorithm
efficient is the use of suffix links. If an internal node has pathstring aX, where a is a
symbol and X is a string, its suffix link points to an internal vertex with pathstring
X (which is guaranteed to exist due to the Common Prefix Property and the Distinct
Right Context Property of strings). Suffix links are also useful pattern matching in
space proportional to the size of the pattern [30].
Experiments with real data proved that dup is highly useful in software maintenance
but also showed that the algorithm is inefficient given that just a few of the found exact
matches correspond to p–matches. For this reason, the same author proposed a more
elaborate theory [12, 16] aiming to find better solutions and support a wider range of a
applications. This theory includes the definition of the parameterized pattern matching
problem.
In [16], some core aspects of parameterized matching are discussed, as follows. For
the case of the string comparison problem, they present a naive way to determine
whether two m–length p-strings X = X1...m and Y = Y1...m are a p-match. It consists of
the following steps. Traverse both X and Y from left to right while constructing a table
that establishes the mapping function that allows to transform one of the p-strings into
the other one. Continue with this procedure until a mismatch is found. A mismatch be-
tween two corresponding symbols occurs in any of the following three cases: one symbol
is a parameter (from ΣP ) and the other is a non-parameter (from ΣC); both symbols are
non-parameters and they are different; both symbols are parameters but any of them
has previously been made to correspond to a different parameter in the mapping table.
If no mismatch occurs, then X and Y are a p–match. The time complexity is O(m)
and the space complexity is O(|ΣP |) by means of the mapping function. Nevertheless,
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this approach is not proper for the pattern matching problem.
A procedure called prev was defined in [16] to yield more efficient solutions for pa-
rameterized matching. Given the constant alphabet ΣC , the parameter alphabet ΣP
and an m–length p–string X = X1...m, prev(X) is a string in (ΣC ∪ N)∗ where every
constant symbol in X remains the same in prev(X) but the parameter symbols are
replaced by nonnegative integers: the leftmost occurrence of a determined parameter
is represented by and 0 and the other occurrences are represented by the difference in
position compared to the previous occurrence of this parameter. The numbers that
represent difference in position are called parameter pointers. The time complexity of
the computation of prev is O(m) and the space complexity is O(|ΣP |) by means of a
table containing the last occurrence position of each parameter. Notice that prev(X)
is calculated in such a way that it does not matter what the parameters of X are; what
is really relevant is the relative distance among the different occurrences of the same
parameter (represented by the parameter pointers) which provides valuable information
about the structure of the p–string. Thus, two p–strings X and Y are a p–match, iff
prev(X) = prev(Y ).
Example. For the example presented in Fig. 2.3.1, where ΣC = {b}, ΣP = {x, y, z},
δ = 1, X = xbyyxbx and Y = zbxxzbz, we find that prev(X) = 0b014b2 = prev(Y )
and therefore X and Y are a p–match (see Fig. 2.3.2).
Figure 2.3.2. Determination of a p–match between X = xbyyxbx and
Y = zbxxzbz through the prev procedure, where ΣC = {b}, ΣP =
{x, y, z}.
The prev of any substring of a p–stringX can be calculated from prev(X) given that
any symbol of the substring is the same as in prev(X) except when it is a parameter
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pointer that points to a position before i, in which case it will correspond to the first
occurrence of the parameter in the substring so it must replaced by a 0. On the other
hand, the parameterized pattern matching problem could be defined, in terms of prev, in
the following manner: Given the pattern P = P1...m and the text T = T1...n both defined
over ΣC ∪ ΣP , P is said to parameterized-match T i iff prev(P ) = prev(T i) (recall that
T i = Ti...i+m−1). Thus, using prev is a convenient approach for the parameterized
pattern matching case, given that any prev(T i) can be calculated as:
prev(T i)j =
0 if prev(T )i+j−1 > j − 1prev(T )i+j−1 otherwise , for 1 ≤ j ≤ m.
In this sense, with the use of prev, the parameterized matching problem can be seen
as a standard exact matching problem without losing information about the chains of
parameters. Reminiscing about the use of suffix trees for exact matches in dup, Baker
defined a new data structure called parameterized suffix tree to aid in directly searching
for parameterized matches [16]. Parameterized suffix trees are a generalization of suffix
trees for strings.
To generalize suffix trees to parameterized suffix trees it is necessary to review the
definition of p–suffix [16]. The i–th p–suffix of a p–string X = X1...m is defined as
psuffix(X, i) = prev(Xi...m). So we can calculate each p–suffix, just like the prev of any
substring of X, by copying the corresponding symbols of prev(X) except when they are
parameter pointers that point to a symbol outside the substring (in which case they are
replaced by zero). The definition for parameterized suffix trees provided in [16] is the
following. If X is a p–string that ends with a unique end marker $ in ΣC , a parameter-
ized suffix tree, also called p–suffix tree, for X is a compacted trie (multiway Patricia
trie) that stores the p–suffixes of X. Following, we give an example, as it appears in
[16], of the p–suffices that the p–suffix tree of a given string must store.
Example. Let ΣC = {b, $} be the constant alphabet, ΣP = {x, y} be the parameter al-
phabet and X = xbyyxbx$ be a p–string. Then, prev(X) = 0b014b2 so the p–suffix tree
of X must encode 0b014b2$, b010b2$, 010b2$, 00b2$, 0b2$, b0$, 0$ and $ (see Fig. 2.3.3).
In [16] an algorithm to construct p–suffix trees, called lazy is presented. It is based
on McCreight’s algorithm for constructing suffix trees; nevertheless, in this case, a suffix
link for a node with pathstring aX cannot point to a node with pathstring X because
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Figure 2.3.3. A p–suffix tree for X = xbyyxbx$ where ΣC = {b, $} and
ΣP = {x, y}.
that node may no exist (given that the Distinct Right Context Property does not hold
for p–strings). Therefore, they redefined suffix links in such a way that, for a node with
pathstring aX, the suffix link points to the node whose pathstring is the longest prefix
of X among all the nodes in the tree. This algorithm is linear in the p–string length in
both time and space for fixed alphabets. For variable alphabets, the time complexity
is O(n(|ΣP |log(|ΣC |+ |ΣP |))).
Later in [12], Baker proposed a new algorithm to build p–suffix trees, called ea-
ger, where the suffix links for a node with pathstring aX points to the node whose
pathstring is the shortest of all those for which X is a prefix [12]. This idea is more
convenient for the structure of p–suffix trees. Even though for fixed alphabets the
time and space complexity remain linear, for variable alphabets the time complexity
is O(n(|ΣP | + log(|ΣC | + |ΣP |))). Nevertheless, for both lazy and eager, the time
complexity of the variable alphabet case can be reduced to O(n log n) by using auxiliary
data structures like concatenable queues [88] and Sleator-Tarjan dynamic trees [84].
However, the use of these structures makes the algorithms not practical.
Other authors have worked on developing faster algorithms for constructing p–suffix
trees. Kosaraju proposed an algorithm whose time complexity is O(n log(|ΣP |+ |ΣC |))
[61]. In [32], a randomized algorithm to construct suffix trees for cases where there are
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missing suffix links, such as p–suffix trees and suffix trees for two–dimensional arrays,
is proposed. It is the first algorithm whose time complexity is O(n) even for variable
alphabets. It is based on adding a back–propagation component to McCreight’s Algo-
rithm and using a high probability hashing scheme for large degrees.
In [12], two solutions for the parameterized matching problem that use p–suffix trees
are presented. Given the pattern p–string P = P1...m and the text p–string T = T1...n,
one of the algorithms consists of following the path determined by the symbols of
prev(P ) on the p–suffix tree of T$ to find out if prev(P ) is identical to an m–length
substring of T . For fixed alphabets, to determine all the positions in T where there is
a p–match with P takes time O(m + occ) and space O(n), where occ is the number of
p–matches. For variable alphabets, the time complexity is O(mlog(|ΣC |+ |ΣP |) + occ).
The other algorithm consists of searching in a p–suffix tree for P through an adap-
tation of the corresponding algorithm for strings [29]. Its space complexity is O(m)
and its time complexity is O(n) for fixed alphabets; for variable alphabets, its time
complexity is O(n (|ΣP | + log(|ΣC | + |ΣP |))). Nevertheless, it could also be improved
to O(n log(|ΣC |+ |ΣP |)) by using some auxiliary data structures for computing lowest
common ancestors [53, 83].
On the other hand, an algorithm, called pdup, for finding the maximal p–matches
over a threshold length of a text T = T1...n is presented in [16]. pdup is similar to
dup, but constructs a p–suffix tree of the text instead of a suffix tree. This algorithm
generalizes to p–strings the algorithm for finding maximal p–matches over a threshold
length in a string [13]. In this generalization, it is necessary to augment the p–suffix
tree with lists that store valuable data that makes possible to determine whether there
is left–extensibility in the p–matching substrings. The time complexity of pdup is
O(n + occ), where occ is the number of maximal p–matches found, even for variable
alphabets.
Soon after Baker proposed the parameterized matching theory and its first algo-
rithms, other researchers started to work on this topic. For instance, Amir et.al. an-
alyzed Baker’s theory and defined a related model called Mapped Matching which is a
special case of parameterized matching where all symbols are in the parameter alphabet
ΣP [3]. Through this model, they proposed an algorithm that extends the KMP al-
gorithm [60] to parameterized matching and runs in O(n log min(m, |ΣP |)) time. This
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was the first parameterized matching algorithm independent from the size of the con-
stant alphabet ΣC . Furthermore, they demonstrated that the log min(m, |ΣP |) factor
is inherent to any algorithm for parameterized matching in the comparison model and,
consequently, that the provided algorithm is optimal. This demonstration was achieved
through a reduction from the element distinctness problem to parameterized matching.
This new research may have motivated Baker to look for parameterized matching
solutions based on classical exact string matching algorithms [14]. Given that the
Boyer–Moore algorithm [20] is one of the most efficient, she attempted to gener-
alize it to p–strings but found its worst case performance was really poor. Therefore
she turned to one of its variants, TurboBM [35]. Her nontrivial generalization of
the TurboBM to p–strings, called PturboBM, runs in O(n log min(m, |ΣP |))) time,
O(n) space and the preprocessing time is O(mlogmin(m, p)). Its time complexity is
the same as for the generalization of KMP so it is optimal [3]. Nevertheless some ex-
periments show that PturboBM works better for long patterns over different alphabet
sizes. Anyhow, for variable alphabets, both of these algorithms are notably better than
then p–suffix tree based parameterized matching algorithms provided in [12].
Other important contributions were made by Idury and Schï£¡ffer who proposed
some associated problems to the basic problem (see Sec. 2.3.1) and solutions for all
of them were also provided [57]. For the Parameterized Multiple Pattern Matching
Problem, they proposed an algorithm that uses a modified Aho–Corasick automaton
and runs in O(n log(|ΣC |+ |ΣC |) + occ) time, where occ is the number of occurrences of
all the patterns. As for the Parameterized Dynamic Dictionary Problem, they devised
an automaton algorithm whose time complexity is O((n+occ)(log(|ΣC |+ |ΣP |) + log d)
for searching the p–string patterns of the dictionary in a p–string text T = T1...n,
O(m(log(|ΣC |+ |ΣP |)) + log2 d) for inserting a new pattern P = P1...m into the dictio-
nary, and O(m(log(|ΣC | + |ΣP |)) + log d) for deleting a pattern P = P1...m from the
dictionary, where d is the total size of all the patterns.
More recently, Fredriksson and Mozgovoy proposed two new algorithms for both the
single and multiple parameterized matching problems [52]. Both of them make use of
Baker’s lemma to compute the prev of a text substring through the prev of the container
p–string [16]. One of them is a bit–parallelism based algorithm called P–Shift–Or.
It is a generalization of the Shift–Or [10] to p–strings and runs in O(n dm/we) worst
case time and O(n) average time. This algorithm can be improved by using techniques
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similar to the ones provided in [48] and extended to solve the multiple parameterized
matching problem.
The other algorithm presented in [52], called Parameterized Backward Trie
Matching (PBTM), is based on the Backward DAWG Matching (BDM) al-
gorithm [19, 35]. First, the set of p–suffixes of the reverse of the pattern are stored
in a trie and then this trie is used to fastly determine whether there is a p–match in
the current text window or otherwise to calculate the length of the shift to consider
the next text window where a p–match could be found. The average time complexity
of PBTM is O(n log(m)/m). This process could also make use of a suffix array [73]
instead of a trie, in which case the algorithm is called Parameterized Backward
Array Matching (PBAM). For variable alphabets and the PBAM algorithm, the
given complexity must be multiplied by O(log m). PBTM and PBAM are also ex-
tensible for the multiple parameterized matching problem. It is remarkable that the
algorithms proposed in [52] are the first algorithms for which an average time complex-
ity analysis has been made. These algorithms have optimal average case running for
both single and multiple patterns, as confirmed by experimental results, and besides
are practical and simple to implement.
The diagram in Fig. 2.3.4 shows the algorithms for solving the different parame-
terized matching problems presented in this section organized by the nature of their
approaches.
2.3.4. Related Work
Parameterized Matching has been widely studied in many directions. For instance,
in [8] an investigation about the periodicity of parameterized strings was done. They
attempted to generalize to p–strings two of the periodicity lemmas of strings: the Lyn-
don and Schitzenberger lemma (referred to as Weak Version) [69] and the Fine and Wilf
lemma [46]. They found out that only the Weak Version holds for p–strings only when
the two mappings inducing the periodicity commute. These results and some other
studies about the repetitions in p–strings showed considerable differences between p–
strings and ordinary strings; nevertheless, binary p–strings behave in a very similar way
as ordinary strings with respect to periodicity and repetitions.
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Figure 2.3.4. Concept map of the algorithms for solving the main pa-
rameterized matching problems organized by the nature of their ap-
proaches.
On the other hand, parameterized matching was extended to the two dimensional
case by considering matrices of symbols instead of p–strings. Two–dimensional param-
eterized matching consists of finding all the locations in an n × n length text where
the m×m length pattern p–matches, i.e. there is a bijection that makes the mapped
symbols of the pattern equal to the corresponding symbols in the text. An algorithm
for the problem that runs in O(n2 + m2.5 polylog m) time was proposed in [54]. In
[1], a deterministic algorithm that runs in O(n2 log2m) was presented. Furthermore a
randomized algorithm that runs in O(n2 log n) time and reports all the p–matches was
presented. Nevertheless, it may report a mismatch as match with probability of 1/nk,
where k is a given constant.
Other topic that arose as a matter of interest was the calculation of similarity be-
tween two p–strings. In [17], Baker defined the parameterized edit distance or p–edit
distance of two p–strings as the cost of a minimal edit script, called p–edit script, that
transforms one p–string into the other. The valid operations are insertions, deletions
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and parameterized replacements (the replacement of a substring with a p–string that
p–matches it). Also in [17], Baker proposed an algorithm for calculating the p–edit
distance D of two prev–encoded p–strings X = X1...m and Y = Y1...n by generaliz-
ing Myers’s algorithm for finding the LCS of two strings [75]. The algorithm runs in
O(D (n + m)) time and O(n + m) space. However, the complexities can be improved
by using p–suffix trees [16] and the lowest common ancestor [53, 83]. Furthermore,
a divide-and-conquer based algorithm for reporting the minimal p–edit script was pro-
posed. It also runs in O(D (n + m)) and O(n + m) space. Finally, it is shown that
these techniques can be extended to solve the approximate parameterized problem un-
der the p–edit distance, defined as follows. For a given p–string pattern P = P1...m
and a p–string text T = T1...n and an integer k, the goal is to report all the positions
1 ≤ i ≤ n such that T i are within the p–edit distance k of P . This can be done in
O((k + log|ΣC |+ log|ΣP |)(n+m)) time and O(n+m) space.
There have been some works about approximate parameterized problem under ham-
ming distance. In [6], the pi–match between two p–strings X = X1...m and Y = Y1...m
was defined as the number of matches between pi(Yi) and Xi, for 1 ≤ i ≤ m. For two
equal–length p–strings, the approximate parameterized matching problem, also called
Parameterized matching with mismatches, consists of finding a pi of maximal pi–match.
Given a p–string pattern P = P1...m and a p–string text T = T1...n, the approximate
parameterized searching problem under hamming distance consists of computing the ap-
proximate parameterized matching between P and every m–length p–substring of T . It
is not necessary to choose the same pi for every text window, as in standard parameter-
ized matching. Also in [6], a linear algorithm to solve this problem is provided for the
case where both P and T are run–length encoded and one of them is a binary p–string.
Other studies about parameterized matching and hamming distance were presented
in [55, 54]. They introduced a related problem called Parameterized Matching with
a threshold of k mismatches where the goal is finding all the p–matches of a pattern
P = P1...m in a text T = T1...n with at most k mismatches. For two equal–length
p–strings X = X1...m and Y = Y1...m, they proposed an O(m + k1.5) time algorithm
and an O(m1.5) time algorithm for the cases when k is considered and when it is not
considered, respectively. These solutions are based on maximum matching algorithms;
furthermore, the authors showed that the maximum matching problem is reducible to
the approximate parameterized matching problem. For a p–string pattern P = P1...m
and a p–string text T = T1...n and a given k, an O(nk1.5 +mk log m) time algorithm for
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the parameterized matching with k mismatches problem was also proposed. It is shown
that this could be extended to the two dimensional case in O(n2mk1.5+m2k log m) time.
The parameterized matching problem under the LCS distance problem has also been
considered. In [59] the longest common parameterized subsequence (LCPS) for two
p–strings X = X1...m and Y = Y1...n was defined as the pair of sequences I and J of
maximum length, such that I is a subsequence of the p–string X, J is a subsequence
of the p–string Y , and I and J are a p–match. It is important to remark that it is not
required that the symbols in I and J are consecutive in X and Y . The LCPS could
be useful as a similarity measure between code sections; nevertheless, this problem has
been proven to be NP–hard so an approximate algorithm is also given in [59]. On the
other hand, in [58] some algorithms for computing the longest parameterized common
subsequences are presented; nevertheless it is important to mention that their defini-
tion of parameterization is considerably different from the one developed by Baker and
tackled in this thesis.
Another parameterized paradigm, called Parameterized pattern queries, that does
not correspond to Baker’s initial definition was presented in [44]. However, this model
is indeed closely related to the theory developed by Baker. They use a set of symbols
and a set of variables that correspond to Baker’s constant alphabet and parameter al-
phabet. They also defined a concept of valuation that could be associated with the
mapping bijection and the p–match definition. The parameterized pattern queries par-
adigm was conceived as an extension of traditional pattern expressions to enhance the
querying and clustering operations over sequence databases. Thus, the definition of a
set of predicates on the variables (constraints) is also permitted under this new model.
Furthermore, a KMP–based algorithm for this problem is also proposed. Experimental
results showed that it notably decreases the query evaluation time compared to a naive
approach.
In order to support more applications, parameterized matching was generalized to
Function Matching by allowing the mapping function to be of any type, and not just bi-
jections as in parameterized matching [1]. In other words, many symbols of the pattern
can be mapped to the same text symbol. Also in [1], a deterministic solution for the
function matching problem, that runs in O(n|ΣP | log m) time, was presented. Further-
more, they proposed a Monte Carlo algorithm that runs in O(n log m) time with failure
probability of 1/nk, where k is a given constant. Function matching was also extended
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for the two–dimensional case and a randomized algorithm that runs in O(kn2 log n)
time (where k is a given constant) was proposed. This algorithm has a 1/nk probability
of reporting a false positive.
To support even a much wider range of applications, function matching was extended
to the Generalized Function Matching with Don’t Cares problem [5]. In this problem,
the image of the mapping function can be any substring in (ΣC ∪ ΣP )∗ and not just a
single symbol as in function matching. Besides an extra symbol φ, called the don’t care
character, can be present in the strings. A φ in the text matches any pattern symbol;
a φ in the pattern matches any text substring. This problem represents many pattern
searching types but as a consequence it is much more complex. In [5], it was shown
that the alphabet sizes appear in the exponent of the naive solution’s complexity which
leads to a considerable difference between the cases of finite and infinite alphabets. A
polynomial algorithm for the finite alphabet case was presented. For the case of infinite
alphabets it was demonstrated that the problem is NP–hard. This is the first problem,
so far, for which there is a polynomial solution for the finite alphabet case and there is
not one for the infinite alphabet case.
2.3.5. Applications
Parameterized matching was initially defined as a tool for software maintenance [11].
This was motivated by the observation that the programmers introduce duplicated code
into large software systems when they are adding new features or fixing bugs possibly
generated for not having considered special cases in the initial programming. Instead of
adapting working sections of code, the programmers prefer to copy and slightly modify
new instances of those sections in order to avoid making major revisions and introduc-
ing new bugs. They do it specially when the working sections were written by another
programmer. With time, the amount of duplicated code is highly increased and the
code gets larger, more complex and more difficult to maintain. For instance, when
a new issue in a determined part of the program is fixed, it will not be automatically
fixed in the other copies of that section of code and sometimes they may be hard to find.
The definition of parameterized matching assumes that some sections of code are
copied and modified through text editors such that the corresponding copies are mostly
the same, except for a systematic change of the variables and procedures’ names. Then,
the code is considered as a sequence of tokens (variables, constants, operands, reserved
keywords, procedure names) where the constant alphabet ΣC is comprised by the
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operands and the reserved keywords while the parameter alphabet ΣP is comprised
by the variables, constants and procedures’ names.
Example. In Fig. 2.3.5 two edited code excerpts from the X Window [82] source
code are presented. These two fragments are a p–match given that they are identical
except for a correspondence between pfi and pfh, lbearing and left, and rbearing and
right. Notice that the p–matching sections are like expansions of the same macro with
different parameters.
Figure 2.3.5. Two sections of code that parameterized match. Taken
from [12].
In that sense, if it is required to look for all the copies of a determined section
of code, the problem can be solved through a parameterized fixed matching algorithm
considering that section of code as the pattern and the code where copies are searched
as the text. If the goal is to find all the copies of many sections of code (multiple
patterns), then a parameterized multiple matching algorithm would be useful. If there
is no such pattern, but the goal is to find all the pairs of duplicated code that have at
least a determined length specified by the user, then the problem can be solved with a
maximal p–matches over a threshold length algorithm, like dup or pdup.
Experiments with dup on a large subsystem of over a million lines of code showed
that 22% of the lines were involved in parameterized matching. This is a great amount
of duplicated code, given that a proportional percentage of the code could be shrunk by
using better programming techniques like procedures and functions. A reduction of this
magnitude would make the code much more simple and easier to maintain. In general,
all the parameterized matching problems and the approximate parametized matching
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problems (under the p–edit and hamming distance) produce important results that fa-
cilitate the analysis of the code a provide useful information to simplify it and shrink
it. This is the reason why software maintenance is still one of the main areas where
parameterized matching is most useful at.
Other area of application of parameterized matching is image processing [55, 1].
Searching for color images on the web is an interesting problem [9, 86]. The Human–
Computer Interaction Lab at the University of Maryland tackled the problem of search-
ing for an icon in the screen. If the colors are fixed, the problem can be solved with an
exact two-dimensional pattern matching algorithm. Nevertheless, sometimes the pat-
tern image appears in other ranges of colors within the text, which makes impossible for
exact–matching algorithms to find these occurrences. In this kind of cases it is proper
to use two dimensional parameterized matching algorithms. However, images often have
some errors resulting from distortion and loss of resolution, so such occurrences of a
pattern image could not be reported by parameterized matching algorithms either (due
to the absence of perfect bijections). But occurrences with these errors can indeed be
found by taking either a function matching approach [1] or an approximate parameter-
ized matching approach under the hamming or p–edit distance [17, 54, 55].
In [44] some applications of parameterized pattern queries were presented. For
instance, in a database that contains urls of the pages visited by different users, pa-
rameterized pattern queries can be used to retrieve useful information for improving
the ergonomy of the site and finding the best places for advertisement ads. For ex-
ample, given the symbol a and the variable x where both represent urls, the query of
the parameterized pattern expression axa would retrieve the set of urls that the users
have visited before coming back to the previously visited page represented by a. In a
similar fashion, this idea can be used in computational biology to retrieve all the amino
acids substring that follow a determined structure where the presence of determined
amino acids at certain positions are a constrain. This is also applicable to databases of
any type, where the analysis over the sequential occurrence of elements is a matter of
interest.
In general, parameterized matching and its related problems are considerably useful
in any area where patterns are defined in terms of structural correlation across the
positions where just some symbols are needed to exactly match.
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2.4. Maximum–Size Bipartite Matching Problem
For an undirected bipartite graph G = (L,E,R), the Maximum–Size Bipartite
Matching problem5 (MSBM) is to find a matching M ⊆ E with the property of |M ′| ≤
|M | for any other matching M ′ of G. Because of the definition of matching, the output
of the MSBM problem is the one-to-one correspondence of maximum size that can be
found between the vertices in L and R in G = (L,E,R).
Two solutions for this problem are theHopcroft–Karp algorithm and the Feder–
Motwani algorithm which are presented in Sec. 2.4.1 and Sec. 2.4.2, respectively.
2.4.1. The Hopcroft–Karp Algorithm
The Hopcroft–Karp algorithm was proposed in [56] and remained as the best
solution for the MSBM problem for a long time. Its core idea is to iteratively increase
the size of a matching M , initially empty, based on the discovery of vertex disjoint
augmenting paths. To define augmenting paths it is necessary to first present the next
concepts. A free vertex is any vertex in L or R that is not an endpoint of any edge
in M . The edges in E that are in M are called matched edges; the others are called
unmatched edges. Then, an augmenting path, which is conveniently represented as a set
of edges, is a path is that starts at a free vertex in L, ends at a free vertex in R and
its edges alternate between unmatched and matched edges (starting and finishing with
unmatched edges). To model such alternation of edges, we can see the bipartite graph
as a directed graph where the unmatched edges point from L to R and matched edges
point from R to L. In this sense, the augmenting path is just a path respecting the
direction of the edges that starts in a free vertex in L and ends in a free vertex in R.
Because of the definition of augmenting path, if |M | = k and T is an augmenting
path relative to M in a determined iteration, it means that T −M is a matching of size
k + 1 and therefore that M is not optimal yet. So, the algorithm ends when there are
no more augmenting paths. Until then, the next steps are performed in each iteration:
Step 1. [Calculate the size of the shortest augmenting path] In this step each
vertex u is put in a layer according to the minimum number of edges between a
free vertex in L and u. This can be done using the Breadth–First Search
algorithm. The free vertices in L are put in the layer 0 and they are taken as the
starting vertices of the search. The process ends when one or more free vertices
5a.k.a. Maximum Cardinality Bipartite Matching Problem.
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Figure 2.4.1. Example of the Hopcroft–Karp Algorithm for finding the
Maximum Size Bipartite Matching of the graph presented in (a). The
partial results of the algorithm are presented as follows: (b) Iteration 1
– Step 1, (c) Iteration 1 – Steps 2 and 3, (d) update on the direction of
the edges of graph according to the new inserted edges in the matching,
(e) Iteration 2 – Step 1, (f) Iteration 2 - Steps 2 and 3, and (g) the found
matching of maximum size. The free vertices are colored gray while the
non-free vertices are colored white.
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from R are found. They are stored in a set D and their layer is returned as the
size of the shortest augmenting path denoted by d.
Step 2. [Find all the vertex-disjoint augmenting paths] In this step, a maximal
set of vertex-disjoint augmenting paths of size d is calculated. This can be per-
formed using the Depth–First Search algorithm taking the vertices in D as
the starting vertices of the search and where the only the edges that are allowed
to follow are the ones that point to a vertex in a previous layer (according to
the layering from Step 1) and that has not been used in another augmenting
path of size d. The edges of all the vertex-disjoint augmenting paths of size d
found are stored in a set T .
Step 3. [Add new augmenting paths to the matching] The edges in T already
in M are removed from M while the edges in T that were not in M are now
inserted into M .
Each iteration runs in O(|E|) and the number of iterations is O(√|V |) iterations so
the total time complexity of the Hopcroft–Karp algorithm is O(
√|V ||E|).
Example. Let us consider the bipartite graph in Fig. 2.4.1(a) and let us assume
that we want to calculate the Maximum Size Bipartite Matching of such graph via
the Hopcroft–Algorithm. The first iteration is illustrated in Fig. 2.4.1(b,c) while
the second iteration is presented in Fig. 2.4.1(d,e,f). Fig. 2.4.1(a,d) shows how we can
update the direction of the edges at the beginning of each iteration to calculate the
new augmenting paths. In Fig. 2.4.1(b,e), it is shown how Breadth–First Search
is used to compute the size of the shortest augmenting path from a from a free vertex in
L to a free vertex in R (in Fig. 2.4.1, the free vertices are colored gray while the non-free
vertices are colored white). Particularly, in the first iteration it was found that the size
was 1 while in the second it was 3. Notice, that the free vertices found in R in each
iteration were taken as the starting points of the Depth–First Search perfomed in
Step 2 (see Fig. 2.4.1(c,f)). Furthermore, note that the edges in the found augmenting
paths that are already in the matching M are removed from it; the ones that were not
before, are now inserted into it. For instance, in Fig. 2.4.1 we can see that the edge
(L3, R1) is removed from M as it is present in the set of edges of the augmenting path
〈(L5, R3), (R3, L1), (L5, R3), (L1, R5), 〉; the other edges of this path are inserted intoM .
Finally, in Fig. 2.4.1(g) the found matching is presented. In fact, the returned matching
is a perfect matching.
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2.4.2. The Feder–Motwani Algorithm for the MSBM problem
In [45], Feder and Motwani tackled the problem of partitioning the edges of a graph
into bipartite cliques such that the sum of the order of all the cliques is minimal (the
order of each clique is the number of vertices in it). They found out that the problem
is NP–Complete; nevertheless, they proved the existence of a good partition with small
total order in a sufficiently dense graph. Furthermore, they proposed an O(nmφlog2n)–
time algorithm, where φ is a given constant 0 < φ < 1, to calculate such partition for a
bipartite graph. These results were used to define a new way to compress graphs that
would lead to improvements on the running times of many graph algorithms.
Given a bipartite graph G = (L,E,R), the compression of G proposed in [45]
consists of partitioning the edges of G, using the aforementioned algorithm, in a set
of edge-disjoint bipartite cliques C1 = (L1, E1, R1), . . . , Ck = (Lk, Ek, Rk). Then, the
compressed version of G is denoted as G× = (L,R,W,E×) where W is a new set of
vertices and E× is a new set of edges that redefine the edges in E. For each clique Ci in
the partition, a vertex wi ∈ W is set. The set E× is comprised of the edges that connect
each wi with Li and Ri, for 1 ≤ i ≤ k. However, if a partition Ci contains just one edge,
this edge is directly inserted into E× and wi is not inserted in W . This representation
is highly useful because |Li| × |Ri| edges in G are replaced by just |Li| + |Ri| edges
in G× without losing any useful information on the structure of the graph. Besides,
once the partition is given, G can be converted into G× and vice versa in linear time.
This compression type can be extended to non–bipartite graphs by representing them
as bipartite graphs.
The compressed graph G× supports reachability queries with respect to G. In fact,
the cost of the queries considering G× is considerably less than when G is considered;
the difference is more significant in dense graphs. So the use of the compressed graphs
yields a speed–up on graph algorithms that perform a lot of reachability tests. Specif-
ically, the running time of some algorithms for matchings, vertex connectivity, edge
connectivity and shortest paths can be improved using this compression. Particularly,
the Hopcroft–Karp algorithm for the MSBM problem is one of the them. The
adaptation required for the compressed representation is to modify the search of the
augmenting paths so that each stage runs in linear time in |E×|. The time complexity of
the resulting algorithm is O(
√
|V ||E|
k(|V |,|E|)) where k(x, y) =
log(x)
log(x
2
y
)
. This is the best solution
for the MSBM problem so far.
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2.5. Maximum–Weight Perfect Matching Problem in Bipartite Graphs
For an undirected bipartite graph G(L,E,R) with positive integer weights on the
edges, the Maximum–Weight Perfect Matching problem6 (MWPM) is to find the perfect
matchingM ⊆ E with the maximum weight. More formally, if each edge ei ∈ E is asso-
ciated with a weight wi, a Maximum–Weight Perfect Matching is defined as the perfect
matching for which the sum of the weights wi associated with the edges in the matching
has the maximum value, i.e. the perfect matching M that maximizes
∑
iwi|ei ∈ M .
The classical solution for this problem is the Hungarian Method which is presented
in Sec. 2.5.1.
On the other hand, the Minimum–Weight Perfect Matching problem, for an undi-
rected bipartite graph G(L,E,R) with positive integer weights, consists of finding the
perfect matching M ⊆ E with the minimum weight. In a more formal way, if each edge
ei ∈ E is associated with a weight wi, a Minimum–Weight Perfect Matching is defined
as the perfect matching for which the sum of the weights wi associated with the edges
in the matching has the minimum value, i.e. the perfect matching M that minimizes∑
iwi|ei ∈ M . We can solve the Minimum–Weight Perfect Matching problem through
a Maximum–Weight Perfect Matching algorithm by setting the weight of each edge in
E to C − wi, where C is a large constant.
2.5.1. The Hungarian Method
In [62], Kuhn proposed aO(|V |3)–time algorithm, called theHungarian Method,
as a solution to the problem of assigning n jobs to n individuals where (1) each indi-
vidual has a numerical score for performing each job, (2) a job must be performed by
exactly one individual and (3) each individual must perform exactly one job. The goal
of the problem is to find the assignment that maximizes the total sum of the scores.
It is clear that this problem is equivalent to the MWPM problem in a bipartite graph
G = (L,E,R) where L can be seen as the set of individuals, R as the set of jobs, the
weights as the scores and the maximum weight perfect matching as the assignment
that maximizes the sum of the scores. Specifically, if Li represents the i–th individual
and Rj represents the j–th job, for 1 ≤ i, j ≤ n, each edge (Li, Rj) ∈ E indicates that
the i–th individual is qualified to perform the j–job and the associated score is w(Li, Rj).
6a.k.a. Assignment Problem.
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Let us say than n = |L| = |R|. In a formal way, the MWPM problem, for a bi-
partite graph G = (L,E,R), consists of finding the matching conformed by the edges
(Li, Rj) ∈ E such that
∑n
i=1w(Li, Rj) is maximum. The Hungarian Method con-
siders the dual to this problem which consists of finding a cover, i.e. the set of integers
u1, . . . , un and v1, . . . , vn subject to ui + vj ≥ w(Li, Rj), such that
∑n
i=1 ui +
∑n
i=1 vi is
minimized.
In the Hungarian Method, it is convenient to store the score of the individual
i performing the job j in a matrix S = (sij). So, when the input of the problem
is represented as a bipartite graph G(L,E,R), this matrix is established by setting
sij = w(Li, Rj) for every (Li, Rj) ∈ E. Furthermore, at every stage of the algorithm,
there is a matrix Q = (qij) associated with S and the cover {ui, vj}. Specifically,
qij =
1 if ui + vj = sij0 otherwise , 1 ≤ i, j ≤ n.
Let M be the partial matching, i.e. partial assignment, found by the algorithm. The
edge (Li, Rj) can be inserted into M only if rij = 1; when it is actually inserted, we set
rij = 1
∗. One of the core ideas of this algorithm is to augment the size of the assign-
ment by means of transfers. Let i1, i2, . . . , ir be assigned to j1, j2, . . . , jr, respectively.
A transfer reassigns i1 to an unassigned job j0 and ik to jk−1 for every 2 ≤ k ≤ r. It is
assumed that the ik can be assigned to jk−1, for 1 ≤ k ≤ r. The size of the assignment
augments when a previously unassigned ir+1 is now assigned to jr.
These ideas are used within the next procedures:
Initialization. This procedure is performed only once. An initial cover and an initial
assignment are calculated as follows. Let ai be the maximum value of the row i and
bj the maximum value of the column j, a =
∑n
i=1 ai and b =
∑n
i=1 bi. If a ≤ b, we set
ui = ai and vj = 0; otherwise we set ui = 0 and vj = bj, for 1 ≤ i, j ≤ n. With this
cover and S, the matrix Q is calculated. The initial assignment is computed as follows:
if a ≤ b, the rows of Q are traversed in order and the first 1 in each row without a 1∗
in its column is changed to 1; if a > b we do the same but exchanging roles between
rows and columns. Once this process is performed, Routine I is executed. Then, the
procedures are executed depending on the the results obtained in Routine I and Routine
II as presented below.
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Routine I. A 1∗ is sought in each column of Q. If a 1∗ is found, then we proceed to
the next column. Otherwise, we look for a 1. If no 1 is found, we proceed to the next
column. If, on the contrary, a 1 is indeed found in the column, the positions of this
1 are stored in i1 and j0 as it constitutes a possible transfer. Then, a 1∗ is sought in
row ik. If it is indeed found, then we look for a 1 in its column. The process continues
alternatively searching for 1∗ in the row of the previous 1 found and searching for 1 in
the column of the previous 1∗ found. Every time a 1 is found, its positions are stored in
ik and jk−1 after the value of k increases. This process stops in either of the following
two cases: (1) no 1∗ is found in the row of the previous 1 or (2) no 1 was found in the in
the column of the previous 1∗. If case (1) occurs, it means that the transference is not
extensible anymore so the assignment is updated. On the contrary, if case (2) occurs,
it means the corresponding row is already in the assignment and it could be assigned
to another column but the transference is not possible. In such case, the row is marked
as essential. This process is repeated until there are not more possible transfers using
the given cover. Then, Routine II is executed.
Routine II. The input of this routine consists of the cover {ui, vj} and the set of
essential rows a columns. A column is essential if it contains a 1∗ in an inessential row.
First, we compute d as the minimum value among ui + vj − rij for all inessential rows
i and columns j. If there no exits such (i, j), it means that the current assignment has
the maximum weight so it is returned. Otherwise, two cases are considered: (1) for all
inessential rows i, ui > 0 and (2) for some inessential row i, ui = 0. In case (1), m is
calculated as the minimum of d and ui considering all inessential rows i and the cover
is updated as follows:
ui = ui −m for each inessential row i
vj = vj +m for each essential column j
In case (2), m is calculated as the minimum of d and vj considering all inessential
columns j and the cover is updated as follows:
ui = ui +m for each essential row i
vj = vj −m for each inessential column j
Once the cover is updated, Q is updated as well and Routine I is executed to find better
assignments using this new cover.
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Figure 2.5.1. Example of the Hungarian Method for finding the perfect
matching with maximum weight for the bipartite graph shown in (a). The
partial results of the algorithm are presented as follows: (b) matrix S and
the used covers, (c) initial assignment, (d) update on the assignment due
to a transfence, (e) update on matrix Q because of a cover change, (f)
improvement on the assignment on account of another transference, and
(g) the perfect matching with maximum weight of the input graph. The
total weight of the returned matching is 44.
Example. Let us consider the bipartite graph in Fig. 2.5.1(a) and let us assume that
we want to calculate the perfect matching with maximum weight in it. We first con-
struct matrix S (see Fig. 2.5.1(b)), find an initial cover, initialize Q and construct an
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initial assignment (see Fig. 2.5.1(c)). In Fig. 2.5.1(c), we show an improvement on
the assignment by means of a transference (in Routine I). As there are no more pos-
sible transfences, we change the cover in Routine II and update Q (see Fig. 2.5.1(d)).
As shown in Fig. 2.5.1(e), this new cover makes possible to perfom another transfer-
ence. Finally, the algorithm returns the perfect matching with maximum weight that
is illustrated in Fig. 2.5.1(f). The total weight of the matching is 44.
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CHAPTER 3
δ-Approximate Parameterized Matching
In this chapter, we define δ–Approximate Parameterized Matching as a variant of Pa-
rameterized Matching that permits some approximation rate. Even though the symbols
considered in Parameterized Matching are not necessarily integers, in this new provided
definition, we will only use integer alphabets Σσ in order to be able to support the δ–
distance. Furthermore, according to the original definition of Parameterized Matching
[12], two alphabets are considered: the constant alphabet ΣC and the parameter alphabet
ΣP . However, for our purposes, it is more convenient to consider the alphabet as being
composed of parameters only. In Sec. 3.1 we define the δ–Approximate Parameterized
Matching while in Sec. 3.2 an example is provided. Finally, in Sec. 3.3, we present an
algorithm to solve the problem.
3.1. Definition
For the string comparison problem, let m denote the (equal) length of two strings
X = X1...m and Y = Y1...m in Σσ. Let δ be a non–negative integer, i.e. δ ∈ N. We
say that X δ–parameterized-matches Y , denoted as X δ Y , iff there exists a bijective
function pi : Σσ → Σσ, called the renaming function, such that maxmj=1 |Xj−pi(Yj)| ≤ δ.
Note that each possible ordering/permutation of the set Σσ corresponds to a specific
bijection pi. There are σ! different permutations for a σ-set. An example of two strings
that δ–parameterized match is presented in Sec. 3.2.
We formally define the δ–Approximate Parameterized Matching problem as follows.
For a given non–negative integer δ, a pattern P = P1...m and a text T = T1...n both
defined over Σσ, the δ–Approximate Parameterized Matching problem (DAPM) is to
calculate the set of all indices 1 ≤ i ≤ n−m+ 1 satisfying the condition P δ T i. Note
that the best permutation pi of Σσ yielding P δ= pi(T i) is not necessarily the same at
every position i. For short, we will refer to the δ–Approximate Parameterized Matching
problem as δ–Parameterized Matching.
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3.2. Example
To give an example, let us assume that δ = 1, X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and
Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉 both defined over Σ5 (cf. Fig. 3.2.1). Then, X δ Y
iff there exist a bijective function pi : Σ5 → Σ5 such that max10j=1 |Xj − pi(Yj)| ≤ 1.
For this example, we use Σ5, and therefore we have 120 possible permutations of the
alphabet, each one of which corresponds to a specific bijection pi. Hence, naively, one
could compute all possible permutations of Σ5 to see whether there exists a permutation
satisfying max10j=1 |Xj − pi(Yj)| ≤ 1. For our running example, Fig. 3.2.1(d) lists all 120
possible permutations of given Σ5. Only three of them (shown bold-underlined) make
X δ Y . Fig. 3.2.1(a,b,c) present the corresponding matching for each of them. Thus,
one can safely conclude that X δ Y .
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Figure 3.2.1. δγ–parameterized matching example for δ = 1,
γ = 6, Σ5={1,2,3,4,5}, X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉, and Y =
〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉, (a) permutation (5,4,1,2,3): δ–equal (b) permu-
tation (5,4,2,3,1): δ–equal, (c) permutation (5,4,1,3,2): δγ–equal, (d)
All 120 possible permutations of Σσ. Best permutations yielding a δ–
parameterized match are shown bold-underlined.
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3.3. Proposed Algorithm
We begin by limiting our attention to the special case of string comparison. Thus,
the two strings to be compared have the same length. Then we will extend this solution
to the string pattern matching case.
As for now, let us consider an integer δ and two strings X = X1...m and Y = Y1...m
both defined over Σσ. As presented in Sec. 3.1, determining if X δ Y is equivalent to
find out whether there exists a bijection pi : Σσ → Σσ such that |Xj − pi(Yj)| ≤ δ for
every 1 ≤ j ≤ m. In order to determine whether such bijection pi exists, we must first
calculate the sets of the permitted renamings of Yj, i.e. the values that pi(Yj) can take,
for each position 1 ≤ j ≤ m independently. Specifically, the permitted renamings of
each Yj are the symbols υ such that Xj δ= υ, for every 1 ≤ j ≤ m independently. Then,
for each symbol υ ∈ Σσ, we must find the intersection of the permitted renaming sets
for which Yj = υ. This filter is done because, for every symbol υ ∈ Σσ ,the possible
values of pi(υ) must δ–match all the corresponding symbols in X of every Yj = υ. Thus,
after performing these intersection operations, we obtain the sets of the possible values
that the sought function pi can actually yield for each symbol in the alphabet. Finally,
we must determine if pi can be defined as a bijective function based on those sets; this
can be done by a reduction to a Maximum–Size Bipartite Matching problem. If a per-
fect matching is found, we can conclude that X δ Y . The details of the algorithm are
presented next.
For each symbol υ ∈ Σσ, let Dυ be the set of all the symbols in Σσ that δ–match υ,
i.e.
Dυ = {` ∈ Σσ | ` δ= υ}, ∀υ ∈ Σσ. (3.3.1)
Notice thatDυ is comprised of the symbols in Σσ that are also in the interval [υ−δ, υ+δ].
For a given j such that 1 ≤ j ≤ m and Yj = υ, let Ej be the set of the permitted
renamings of Yj disregarding other occurrences of the symbol υ along Y . So a set Ej
must be computed for each position j, for 1 ≤ j ≤ m. The permitted renamings of each
Yj are based on the value of the corresponding Xj. Specifically, each Ej is calculated as
the set of the symbols in Σσ that δ–match the corresponding Xj. So we define Ej, as
follows:
Ej = DXj for 1 ≤ j ≤ m. (3.3.2)
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Once we have the sets of the permitted renamings of Yj at each position j, for
1 ≤ j ≤ m, independently, we must establish the actual values that the mapping func-
tion can take for each symbol in the alphabet. For each υ ∈ Σσ, let Fυ be the set of the
actual values that the sought function pi can take for the symbol υ. The set Fυ can be
calculated by intersecting all the sets Ej, 1 ≤ j ≤ m, for which the symbol in Yj = υ.
The reason for this is that the renaming of a determined symbol in Σσ must δ–match
all the corresponding symbols in X of every occurrence of that symbol in Y . This fact
is presented below in a more formal way.
Let us consider three distinct symbols υ, ρ, τ ∈ Σσ and let Yf = Yg = υ, Xf = ρ
and Xg = τ for some f and some g such that 1 ≤ f, g ≤ m, f 6= g and provided that
Yf and Yg are the only occurrences of υ in Y . Notice that the corresponding symbols
of Yj and Yk in X are Xj and Xk, respectively. Furthermore, we know that the sets of
the permitted renamings of Yf and Yg, considered independently, are Ef = DXf = Dρ
and Eg = DXg = Dτ , respectively. But given that Yf = Yg = υ, the image of the sought
mapping function pi for the symbol υ, i.e. pi(υ), must δ–match both Xf and Xg (recall
that the mapping function must be established such that |Xj − pi(Yj)| ≤ δ for every
1 ≤ j ≤ m, as defined in Sec. 3.1). The values that δ–match Xf and Xg are the ones
contained in Ef and Eg, respectively. As Yf and Yg are the only occurrences of υ in Y ,
we can say that the values that pi(υ) can take are Fυ = {` ∈ Σσ | ` ∈ Ef ∧ ` ∈ Eg}.
This corresponds to the definition of intersection of sets, so we can equivalently say
that Fυ = Ef ∩Eg. If there were more occurrences of υ in Y , then the possible values of
pi(υ) should δ–match their corresponding symbols in X as well. Thus, the intersection
should be performed among all Ej for every 1 ≤ j ≤ m such that Yj = υ. So we can
define Fυ in a general way as follows:
Fυ =
m⋂
j=1
Ej | Yj = υ. (3.3.3)
Given that Ej = DXj , we can also say that:
Fυ =
m⋂
j=1
DXj | Yj = υ. (3.3.4)
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Once we have the possible values of pi(υ) in the sets Fυ, for each υ ∈ Σσ, we must
determine whether pi can be defined as a bijective function. A function f : A 7→ B is
said to be bijective iff for every b ∈ B there is exactly one a ∈ A such that f(a) = b and
no unmapped element exists in either A or B. In our case, we must define pi : Σσ 7→ Σσ
where for every τ ∈ Σσ there exists exactly one υ ∈ Σσ such that pi(υ) = τ and there
are no unmapped symbols either in the domain or in the range. The sets Fυ, for each
υ ∈ Σσ, provide us the information of the possible mappings we can establish. As
there may be many possible mappings for each υ ∈ Σσ, i.e. each Fυ can contain more
than one element, we can determine if a bijective function can be constructed from
these possible mappings by means of a reduction to a bipartite matching problem [6].
Thus, we can conveniently represent the information in the sets Fυ through a bipartite
graph Gδ = (L,E,R) were L represents the domain, R represents the codomain and E
represents the possible mappings that can be set. Given that both the domain and the
codomain are Σσ, we set L = R = Σσ. Note that there are two vertices associated to
each υ ∈ Σσ: one in L, which we will denote as Lυ, and one in R, which will be denoted
as Rυ. As for the edges, we know that each symbol υ ∈ Σσ can be mapped to any of
the symbols ` ∈ Fυ, so we set:
E = {(Lυ, R`) ∈ L×R | ` ∈ Fυ}.
The weight of each edge is set to 1, i.e. w(Lυ, R`) = 1 for every (Lυ, R`) ∈ E.
Recall that a matchingM ⊆ E is a vertex–disjoint set of edges and a perfect match-
ing is matching that saturates all the vertices in L and R (See Sec. 2.1.2). Furthermore,
the Maximum–Size Bipartite Matching problem (MSBM) of a bipartite graph consists
of finding a matching with maximum size (See Sec. 2.4). Notice that, because of the
definition of matching, the output of the MSBM problem is the one-to-one correspon-
dence of maximum size that can be found between the vertices in L and R in a given
bipartite graph.
Let M be the matching returned by a MSBM algorithm where our constructed bi-
partite graph Gδ = (L,E,R) is taken as the input. The mapping function pi : Σσ 7→ Σσ
can be defined as pi(υ) = ` for every edge (Lυ, R`) ∈ M . If M is not perfect, i.e.
|M | < |Σσ|, it means that the maximal one-to-one correspondence between L and R
does not saturate all the vertices in L and R and hence, there are unmapped symbols
in both the domain and the codomain of pi. Thus, in this case, we can conclude that
there is no any bijective function such that |Xj − pi(Yj)| ≤ δ for every 1 ≤ j ≤ m, i.e.
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X and Y do not δ–parameterized match. On the other hand, if the matching M turns
out to be perfect, i.e. |M | = |Σσ|, it means that each and every vertex in L and each
and every vertex in R are exactly in one edge of the M which lets us conclude two
important facts about pi: (1) every symbol in the codomain is associated with exactly
one symbol in the domain and (2) there are no unmapped symbols either in the domain
or in the codomain. So, it is clear that, in this case, the established function pi is indeed
bijective and hence we can conclude that X δ Y .
Example. Let us assume Σ5 = {1, 2, 3, 4, 5} and that we want to know whether
X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 is δ–parameterized equal to Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉,
for δ = 1. First, we must calculate Dv for each υ ∈ Σ5. We obtain:
D1 = {1, 2} D2 = {1, 2, 3} D3 = {2, 3, 4}
D4 = {3, 4, 5} D5 = {4, 5}
Then, we compute the set of permitted renamings for each Yj, 1 ≤ j ≤ 10, indepen-
dently:
E1 = DX1 = D2 = {1, 2, 3} E2 = DX2 = D2 = {1, 2, 3}
E3 = DX3 = D1 = {1, 2} E4 = DX4 = D3 = {2, 3, 4}
E5 = DX5 = D4 = {3, 4, 5} E6 = DX6 = D3 = {2, 3, 4}
E7 = DX7 = D4 = {3, 4, 5} E8 = DX8 = D5 = {4, 5}
E9 = DX9 = D2 = {1, 2, 3} E10 = DX10 = D2 = {1, 2, 3}
Using this information, we can compute each Fυ, for each υ ∈ Σ5, as the intersection
of the sets Ej such that Yj = υ:
F1 = E5 ∩ E7 = {3, 4, 5} ∩ {3, 4, 5} = {3, 4, 5}
F2 = E6 ∩ E8 = {2, 3, 4} ∩ {4, 5} = {4}
F3 = E1 ∩ E3 = {1, 2, 3} ∩ {1, 2} = {1, 2}
F4 = E4 ∩ E10 = {2, 3, 4} ∩ {1, 2, 3} = {2, 3}
F5 = E2 ∩ E9 = {1, 2, 3} ∩ {1, 2, 3} = {1, 2, 3}
We build a bipartite graph Gδ = (L,E,R) with L = R = Σ5 and
E = {(L1, R3), (L1, R4), (L1, R5), (L2, R4), (L3, R1),
(L3, R2), (L4, R2), (L4, R3), (L5, R1), (L5, R2), (L5, R3)}
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The Maximum–Size Bipartite Matching of this graph was calculated in Sec. 2.4.1 (see
Fig. 2.4.1). The resulting matching was:
M = {(L1, R5), (L2, R4), (L3, R1), (L4, R3), (L5, R2)}
As |M | = |Σ5| = 5, i.e. M is a perfect matching, we can conclude that X δ Y .
The bijective function that we can construct from this matching is pi : (1, 2, 3, 4, 5) →
(5, 4, 1, 2, 3) (see Fig. 3.2.1(a)). Thus, using this function, we can rename Y to Y ′ =
〈1, 3, 1, 2, 5, 4, 5, 4, 3, 2〉 and we find that X δ= Y ′.
We can redefine the proposed algorithm in terms of bit–parallelism to make it more
efficient. Specifically, we can represent each set Dυ, for each υ ∈ Σσ, as a σ-length
binary word D[υ] = D[υ]σ · · · D[υ]2D[υ]1, where
D[υ]` =
1 if υ δ= `0 otherwise , ∀ ` ∈ Σσ.
Notice that the value of each bit D[υ]` of the bitvector D let us know whether the the
symbol ` ∈ Σσ δ–matches υ or not. We can also represent the sets Ej as binary words
E [j], for 1 ≤ j ≤ m. The values that each E [j] stores, for 1 ≤ j ≤ m, is the one in
D[Xj]. Note that the `–th bit of each E[j] is 1 iff ` is a permitted renaming of Yj and
0 otherwise (considering each position j independently). In this sense, each E [j] allows
us to know, independently, which are the permitted renamings for each Yj using a bit
number1.
Recall that to calculate the sets Fυ, for every υ ∈ Σσ, we intersect the sets Ej, for
1 ≤ j ≤ m, such that Yj = υ. Having the sets Ej represented as the bitvector E en-
ables us to rapidly calculate these intersections by means of the bitwise AND operation
among all the E[j] that have the same symbol υ in Yj. The result of this operation is
a binary word where the value of the `–bit indicates whether υ can be mapped to ` or
not (already considering all the occurrences of υ in Y ). Specifically, if the value at the
`–th position of the result is 1, it means that the value at `–th position of every E [j]
such that Yj = υ is also 1, i.e. ` is a permitted renaming for υ in all the occurrences
of υ in Y . Therefore, in this case, we can conclude that ` is a possible value of pi(υ).
If on the contrary, the value at the `–th position of the result is 0, it means that ` is
not a permitted renaming for at least one occurrence of υ in Y and therefore ` is not a
1This underlying idea is similar, but not identical, to the one in the δ–Shift-And algorithm, presented
in [22].
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value that pi(υ) can take.
In this sense, we can represent each set Fυ, for each υ ∈ Σσ, as a binary word
F [υ] = F [υ]σ · · · F [υ]2F [υ]1. Each F [υ] is calculated as the the bitwise AND operation
among all the E [j] for which Yj = υ. Therefore, F [υ]` = 1, iff ` is a valid renaming
of υ in Y such that if we rename all occurrences of υ for `, all these renamings will
δ-match with their corresponding symbols in X. Since each υ ∈ Σσ in Y can have more
than one renaming we can easily reduce this problem to a bipartite matching problem
[6], as shown above. We can construct the bipartite graph Gδ = (L,E,R) by setting
L = R = Σσ and
E = {(Lυ, R`) ∈ L×R | F [υ]` = 1}.
Then, a MSBM algorithm is run over this bipartite graph and if the returned matching
turns out to be a perfect matching, then we can conclude that X δ Y .
Next we summarize the basic steps of our algorithm:
Step 1. [Preprocessing Step] Compute the bitvector D as follows: ∀υ ∈ Σσ, we set
D[υ] = D[υ]σ · · · D[υ]2D[υ]1, where D[υ]` = (υ δ= ` ? 1 : 0), ∀` ∈ Σσ. The pre-
processing step is carried out only once for the entire alphabet.
Step 2. [Filter Step] Once the D bitvector is computed, we compute bitvector E and
F as follows: ∀ j, 1 ≤ j ≤ m, we set E [j] = D[Xj], and ∀υ ∈ Σσ, F [υ], is set as
the bitwise AND operation among all E [j] such that Yj = υ.
Step 3. [Matching Step] Construct a balanced bipartite graph Gδ = (L,E,R) with
bipartition (L,R) as follows: L = R = Σσ. There is an edge (υ, `) ∈ E with
weight 1 iff F [υ]` = 1, υ, ` ∈ Σσ. Then, we run a MSBM algorithm over Gδ to
find amaximum-size matchingM ⊆ E. We conclude thatX δ Y iff |M | = |Σσ|
(i.e., M is a perfect matching).
Example. Let us consider our running example where X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and
Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉 both defined over Σ5 = {1, 2, 3, 4, 5} and that we want to
determine whether X δ Y for δ = 1. We first compute bitvector D (see Fig. 3.3.1(a)),
E (see Fig. 3.3.1(b)) and F (see Fig. 3.3.1(c)). Note, for instance, that E [3] = D[X3] =
D[1] = 00011. Also notice how F [2] = E [6] & E [8] = 01110& 11000 = 01000, because
Y6 = Y8 = 2 (see Fig. 3.3.1(e) for an illustrative example of how to get bitvector F
out from E). Fig. 3.3.1(d) graphically depicts the bipartite graph generated by the
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algorithm in Step 3. Fig. 3.3.1(f) shows a perfect matching solution of Gδ. Therefore,
we conclude that X δ Y because Y can be renamed to Y ′={1,3,1,2,5,4,5,4,3,2} using
renaming function pi : (1, 2, 3, 4, 5)→ (5, 4, 1, 2, 3) (cf. Fig. 3.3.1(e)) that makesX δ= Y ′.
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Figure 3.3.1. Example of the δ–parameterized matching algorithm for
X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉, both de-
fined over Σ5, for δ = 1. The results of each step of the algorithm are
presented as follows: (a) bitvector D, (b) bitvector E , (c) bitvector F ,
(e) an illustrative example of how one can use bitvector E to get bitvec-
tor F(d), corresponding Gδ bipartite graph, and (f) a perfect matching
in Gδ. The numbers in parenthesis are the bit numbers represented as
decimal numbers.
In order to generalize this algorithm for δ–approximate parameterized matching we
need to use these simple algorithmic ideas, O(n) times, to check whether P δ T i,
1 ≤ i ≤ n−m+ 1. Fig. 3.3.2 shows the main steps of the algorithm, Sec. 3.3.1 analyzes
its time complexity and Sec. 3.3.2 analyzes its space complexity.
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Algorithm 1: DAPM algorithm
Input: P, T, δ,Σσ σ = |Σσ|,m = |P |, n = |T |, Gδ = (L,E,R), L = R = Σσ
Output: {1 ≤ i ≤ n−m+ 1 | T i δ P}
1. D[υ]` ←
{
1, if υ δ= `
0, otherwise , ∀υ, ` ∈ Σσ
2. for i← 1 to n−m+ 1 do
3. F [υ]← (2σ − 1),∀υ ∈ Σσ
4. for j ← 1 to m do F [T ij ]← F [T ij ] & D[Pj]
5. E ← ∅
6. Gδ.add_edge(υ, `) iff F [υ]` = 1,∀υ, ` ∈ Σσ
7. M ←MSBM(Gδ)
8. if |M | = σ then Output(i)
Figure 3.3.2. DAPM Algorithm.
3.3.1. Time Complexity Analysis
The time complexity of any bitwise operation over a binary word of c bits is O(d c
w
e),
where w is the computer size word. Then, bitvector D can be computed in O(σd σ
w
e)
time, in line 1. Specifically, this time complexity can be achieved, for instance, by cre-
ating a binary word z = 22δ+1− 1 with 2δ+ 1 one-bits, and then shifting z accordingly
to the left using a O(d σ
w
e)-time bitwise Shift-Left operation. This binary word z can
be created in constant time. For our running example, where δ = 1 and the alphabet
is Σ5, z = 7 (which in a binary number is 111). Notice that we can obtain bitvector D
by doing 5 Shift-Left operations (see. Fig. 3.3.1(a)).
The body of the loop of line 2 is executed O(n) times and corresponds to lines 3 to
8. Line 3 initializes the bitvector F in O(σd σ
w
e) time. Line 4 takes O(md σ
w
e) time. Note
that Algorithm 1 dispenses with the use of bitvector E . Bitvector E was used above to
partially explain (for a better understanding) the computation of bitvector F . Line 5
takes constant time.
Note that each binary number in F is comprised of bitwise-AND operations on bi-
nary numbers with at most 2δ + 1 one-bits. Therefore, the total number of bits set to
1 in F is O(σδ). Consequently, line 6 can be implemented in O(σδ) time (proportional
to the number of bits set to 1 in F). This is possible since dlog2(b)e determines the
location of the most significant bit in a binary word b. Then, in constant time, we can
remove that bit and proceed to find the next significant bit on b, and so forth until b
becomes zero. Thus, it is possible to extract all 1’s from b in time proportional to the
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number of bits set to 1 in b.
In line 7, the time complexity to find the Maximum–Size Bipartite Matching on Gδ
using the Feder–Motwani algorithm presented in Section 2.4.2, having |V | = O(σ)
and |E| = O(δσ), is O(
√
σσδ
k(σ,σδ)
) = O( σ
1.5δ
k(σ,σδ)
), where k(x, y) = log(x)/ log(x2
y
).
Therefore, the total time complexity of Algorithm DAPM is
O
(
σd σ
w
e+ n
(
σd σ
w
e+md σ
w
e+ σδ + σ1.5δ
k(σ,σδ)
))
,
which is O(nm) if we assume a constant alphabet.
3.3.2. Space Complexity Analysis
The space complexity of DAPM is determined by bitvectors D and F , and the
constructed bipartite graph Gδ = (L,E,R). Both bitvector D and bitvector F require
O(σd σ
w
e) space. As presented in Sec. 3.3.1, the number of vertices in Gδ is O(σ) and
the number of edges is O(σδ). Then, if Gδ is represented through an adjacency list, it
requires O(σ + σδ) space.
Therefore, the overall space complexity of DAPM is bounded by O(σd σ
w
e+σ+σδ).
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CHAPTER 4
δγ-Approximate Parameterized Matching
In this chapter, we define δγ–Approximate Parameterized Matching as a variant of
Parameterized Matching that supports the δγ distance. To be able to measure this
distance, only integer alphabets Σσ are considered. Furthermore, for our purposes, it
is convenient to consider the alphabet as being composed of parameters only, just like
in the last chapter. In Sec. 4.1 we define the δγ–Approximate Parameterized Matching
while in Sec. 4.2 an illustrative example is provided. Finally, in Sec. 4.3, we present a
solution for the problem.
4.1. Definition
For the string comparison problem, let m denote the (equal) length of two strings
X = X1...m and Y = Y1...m in Σσ. Let δ, γ be two non–negative integer numbers,
i.e. δ, γ ∈ N. We say that X δγ–parameterized-matches Y , denoted as X δγ Y , if
there exists a bijective function pi : Σσ → Σσ, called the renaming function, such that∑m
j=1 |Xj − pi(Yj)| ≤ γ and that makes X δ Y . Note that each possible ordering/per-
mutation of the set Σσ corresponds to a specific bijection pi, and there are σ! different
possible permutations. An example of two strings that δγ–parameterized match is pre-
sented in Sec. 4.2.
We formally define the δγ–Approximate Parameterized Matching problem as follows.
For two given non–negative integers δ and γ, a pattern P = P1...m and a text T =
T1...n both defined over the alphabet Σσ, the δγ–Approximate Parameterized Matching
problem (DGAPM) is to calculate the set of all indices 1 ≤ i ≤ n −m + 1 satisfying
the condition P δγ T i. Note that the best permutation pi yielding P δγ= pi(T i) is not
necessarily the same at every position i. For short, we will refer to the δγ–Approximate
Parameterized Matching problem as δγ–Parameterized Matching.
4.2. Example
Let us consider the same example of Fig 3.2.1, where we assume that δ = 1, X =
〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉 both defined over Σ5. Then,
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X δγ Y for, let us say, same δ and γ = 6, iff there exists a permutation pi of Σ5
such that
∑10
j=1 |Xj − pi(Yj)| ≤ 6 and X δ Y . Fig. 3.2.1(d) lists all 120 possible
permutations of given Σ5. We found out in Section 3.2 that only three of them make
X δ Y : (5,4,1,2,3), (5,4,2,3,1) and (5,4,1,3,2) (cf. Fig. 3.2.1(a,b,c)). If we calculate∑10
j=1 |Xj − pi(Yj)| for each of these permutations pi, we respectively obtain 8, 8 and 6.
Therefore, the permutation (5, 4, 1, 3, 2) (cf. Fig. 3.2.1(c)) allows us to conclude that
X δγ Y .
4.3. Proposed Algorithm
First we consider the case where the two strings have the same length. Then we
extend this solution to the pattern matching case.
Let δ and γ be two non–negative integers, and X1...m and Y1...m be two strings de-
fined over an integer alphabet Σσ. As presented in Sec. 4.1, to determine whether
X δγ Y , we must find out whether there exists a bijective function pi : Σσ 7→ Σσ such
that
∑m
j=1 |Xj − pi(Yj)| ≤ γ and that makes X δ Y . In Sec. 3.3 we showed that to
determine whether X δ Y we must first calculate the sets of permitted renamings
Ej for each Yj, 1 ≤ j ≤ m, independently, i.e. the symbols in Σσ that δ–match the
corresponding Xj. Then, the sets of the possible values that the renaming for each
υ ∈ Σσ can have, denoted as Fυ, are calculated as the intersection of the Ej, 1 ≤ j ≤ m,
such that Yj = υ (because the values in Fυ must be permitted renamings in all the oc-
currences of υ along Y ). Finally, we reduce the problem to a Maximum–Size Bipartite
Matching problem and, if a perfect matching is found, we conclude that X δ Y .
As in this chapter we are considering γ as well, we must also regard the magnitude
of the difference between the renamings of each symbol in Y and the corresponding
symbol in X. The total sum of these differences along the strings must be minimized
and compared against γ. In this section we define two functions, g : Σσ × Σσ 7→ N
and h : Σσ × Σσ 7→ N, to calculate the total difference that each possible renaming,
for each symbol, would entail. Finally we show that, based on the computed sets and
the defined functions, the problem of determining whether there exists a bijective map-
ping function for which the total sum of the differences is a value less or equal to γ
can be reduced to a Maximum–Weight Perfect Matching problem in bipartite graphs.
Specifically, we can conclude that X δγ Y iff the found matching is a perfect matching
and the associated total sum of the differences is less or equal to γ. The details of the
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algorithm are presented next.
First, we define a function g : Σσ × Σσ 7→ N to determine the difference between
two symbols υ, ` ∈ Σσ. It is defined as follows:
g(υ, `) = |υ − `| (4.3.1)
Then we must calculate the sets Dυ that contain the values in Σσ that δ–match with
υ, for each υ ∈ Σσ. We calculate these sets through Eq. (3.3.1). Using Eq. (3.3.2), we
calculate the set of the permitted renamings Ej for each Yj, 1 ≤ j ≤ m, independently
(disregarding other occurrences of the same symbol in Y ). The set of the possible re-
namings for each symbol υ ∈ Σσ, denoted as Fυ, is calculated through Eq. (3.3.3).
To be able to determine the sum of all the differences along the strings that a
renaming ` ∈ Fυ for each υ entails, we define the function h : Σσ ×Σσ 7→ N as follows:
h(υ, `) =
m∑
j=1
g(`,Xj) | Yj = υ (4.3.2)
Note that, for a given ` ∈ Fυ, the result of h(υ, `) is the sum of the differences between
` and the corresponding symbols in X of the occurrences of υ in Y .
For each symbol υ ∈ Σσ we may have many possible renamings, i.e. the elements in
Fυ, and each one of them leads to a different sum of differences. Using this information,
we must find a bijective mapping function that minimizes the total sum of the differences
along the strings. In Sec. 3.3 we showed that we can conclude that there exists a bijective
function iff we construct a bipartite graph Gδ and find that the maximum size matching
is a perfect matching. In this case, where γ is also regarded, we construct a similar
bipartite graph Gδγ = (L,R,E) where L = R = Σσ. Note that each symbol υ ∈ Σσ
is associated with a vertex in L and a vertex in R, denoted as Lυ and Rυ respectively.
The edges are set as follows:
E = {(Lυ, R`) ∈ L×R | ` ∈ Fυ.}
Notice that each edge (Lυ, R`) corresponding to a symbol ` ∈ Fυ is associated to a sum
of the differences between ` and the corresponding symbols in X of the occurrences of
υ in Y , i.e. h(υ, `). So if we set w(Lυ, R`) = h(υ, `), the problem of finding a bijective
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mapping function that minimizes the total sum of the differences along the strings can
be reduced to the problem of finding the perfect matching with minimum weight for the
constructed graph, i.e. Minimum–Weight Bipartite Matching in bipartite graphs. As
shown in Sec. 2.5, we can solve the Minimum–Weight Bipartite Matching problem for
Gδγ through a Maximum–Weight Bipartite Matching (MWPM) algorithm by redefining
the values of the weights. In this particular case, we set w(Lυ, R`) = δm − h(υ, `) for
each (Lυ, R`) ∈ E.
LetM be the returned matching by aMaximum–Perfect Weight Matching algorithm
taking Gδγ as the input graph. And let w(M) denote the sum of the weights of the edges
in M . We looked for a perfect matching so that we can construct a bijective function
pi : Σσ 7→ Σσ from the edges in the returned M and hence satisfy the δ condition.
Specifically, we define pi(υ) = ` for each edge (Lυ, R`) ∈M . Therefore,
w(M) =
∑
υ∈Σσ
δm− h(υ, pi(υ)) = σδm−
∑
υ∈Σσ
h(υ, pi(υ)).
Given that w(M) has a maximum value, the sum of the differences between the renam-
ings of Y (defined through pi) and the corresponding symbols inX, i.e.
∑
υ∈Σσ h(υ, pi(υ)),
is minimum. So we can say that the γ condition is satisfied iff this minimum sum of such
differences is less or equal to the given bound γ or, equivalently, iff σδm− w(M) ≤ γ.
To sum up, if M is a perfect matching and σδm − w(M) ≤ γ, we conclude that
X δγ Y . If any of these conditions is not satisfied, we conclude that X and Y do not
δγ–parameterized match.
Example. Let us reconsider the example presented in Sec. 3.3, where we found that
X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉, both defined over Σ5,
δ–parameterized match for δ = 1. Let us suppose now that we are told that γ = 6
in order to prune the δ–parameterized match. If we use the permutation (5, 4, 1, 2, 3)
(c.f. Fig. 3.3.1(f)) obtained by the δ–parameterized matching algorithm, the sum of
all errors is 8 (cf. Fig. 3.2.1(a)) and therefore we should conclude that X and Y do
not δγ–parameterized match. Nevertheless, if we use the δγ–parameterized matching
algorithm, we get a different result given that, in this case, we do not only look for a
perfect matching, but also maximize its weight. So let us see the results obtained by
this algorithm.
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In Sec. 3.3 we calculated the sets Dυ for every υ ∈ Σ5, Ej for 1 ≤ j ≤ 10 and Fυ for
every υ ∈ Σ5. We are interested in computing the difference between the symbols in
Σ5 whose value is less or equal to δ. Thus, we evaluate the function g(υ, `) for all the
symbols ` ∈ Dυ for each υ ∈ Σ5:
For υ = 1 g(1, 1) = 0 g(1, 2) = 1
For υ = 2 g(2, 1) = 1 g(2, 2) = 0 g(2, 3) = 1
For υ = 3 g(3, 2) = 1 g(3, 3) = 0 g(3, 4) = 1
For υ = 4 g(4, 3) = 1 g(4, 4) = 0 g(4, 5) = 1
For υ = 5 g(5, 4) = 1 g(5, 5) = 0
Using these values, we can calculate the total sum of the differences that renaming
the symbol υ to ` would entail. Specifically, for each ` ∈ Fυ and for each υ ∈ Σ5, we
compute h(υ, `) as follows:
For υ = 1 h(1, 3) = g(3, X5) + g(3, X7) = g(3, 4) + g(3, 4) = 2
h(1, 4) = g(4, X5) + g(4, X7) = g(4, 4) + g(4, 4) = 0
h(1, 5) = g(4, X5) + g(5, X7) = g(5, 4) + g(4, 4) = 2
For υ = 2 h(2, 4) = g(4, X6) + g(4, X8) = g(4, 3) + g(4, 5) = 2
For υ = 3 h(3, 1) = g(1, X1) + g(1, X3) = g(1, 2) + g(1, 1) = 1
h(3, 2) = g(2, X1) + g(2, X3) = g(2, 2) + g(2, 1) = 1
For υ = 4 h(4, 2) = g(2, X4) + g(2, X10) = g(2, 3) + g(2, 2) = 1
h(4, 3) = g(3, X4) + g(3, X10) = g(3, 3) + g(3, 2) = 1
For υ = 5 h(5, 1) = g(1, X2) + g(1, X9) = g(1, 2) + g(1, 2) = 2
h(5, 2) = g(2, X2) + g(2, X9) = g(2, 2) + g(2, 2) = 0
h(5, 3) = g(3, X2) + g(3, X9) = g(3, 2) + g(3, 2) = 2
The bipartite graph Gδγ = (L,R,E) is set as Gδ, but the weight of each edge
(Lυ, R`) ∈ E is set as w(Lυ, R`) = δm − h(υ, `) = 10 − h(υ, `). The resulting weights
are:
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w(L1, R3) = 10− h(1, 3) = 8 w(L1, R4) = 10− h(1, 4) = 10
w(L1, R5) = 10− h(1, 5) = 8 w(L2, R4) = 10− h(2, 4) = 8
w(L3, R1) = 10− h(3, 1) = 9 w(L3, R2) = 10− h(3, 2) = 9
w(L4, R2) = 10− h(4, 2) = 9 w(L4, R3) = 10− h(4, 3) = 9
w(L5, R1) = 10− h(5, 1) = 8 w(L5, R2) = 10− h(5, 2) = 10
w(L5, R3) = 10− h(5, 3) = 8
In Sec. 2.5.1 we found the Maximum–Weight Perfect Matching of this bipartite
graph (see Fig. 2.5.1). The found matching was:
M = {(L1, R5), (L2, R4), (L3, R1), (L4, R3), (L5, R2)}
The total weight of M is w(M) = 8+8+9+9+10 = 44 and σδm = 50. Given that
M is a perfect matching and σδm − w(M) = 6 ≤ γ, we conclude that X δγ Y .
The bijective function we can construct from this matching is pi : (1, 2, 3, 4, 5) →
(5, 4, 1, 3, 2) (see Fig. 3.2.1(c)). Thus, using this function, we can rename Y to Y ′ =
〈1, 2, 1, 3, 5, 4, 5, 4, 2, 3〉 and we find that X δγ= Y ′.
This algorithm can also be redefined in terms of bit-parallelism to make it more
efficient. We calculate the bitvectors D, E and F in the same way as in Sec. 3.3. Fur-
thermore, we define two new bitvectors G and H to facilitate the calculation of the
differences entailed by each renaming.
Specifically, we define the bitvector G to store the differences among the symbols in
Σσ that are less or equal than δ. For each υ ∈ Σσ, we set G[υ] = G[υ]σ · · · G[υ]2G[υ]1
where
G[υ]` =
g(υ, `) if υ δ= `0 otherwise , ∀ ` ∈ Σσ.
In addition, each G[υ]` is represented as binary number of d bits, where d = dlog2(δm)e.
Thus, each G[υ] is represented as binary word of σd bits.
As for the bitvector H, we use it to calculate the sum of the differences along
the strings that the renaming of a symbol entails. Specifically, for each υ ∈ Σσ, we
set H[υ] = H[υ]σ · · ·H[υ]2H[υ]1 where H[υ]` is the sum of the differences entailed by
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renaming υ to ` if ` ∈ Fυ, i.e. H[υ]` = h(υ, `) for every ` ∈ Fυ. Each H[υ]` is a
binary number of d bits, where d = dlog2(δm)e. This number of bits is chosen because
the maximum value that the sum of the differences entailed by a renaming ` ∈ Fυ can
take is δm. And the number of bits required to represent δm as a binary number is
d = dlog2(δm)e. On the other hand, notice that as we defined each G[υ]` as a binary
number of d bits, we can use bitvector G to calculate H[υ] as follows:
H[υ] =
m∑
j=1
G[Xj] | Yj = υ.
Notice that this expression is similar to Eq. (4.3.2). The difference is that, with this
one, we calculate h(υ, `) for every ` ∈ Σσ simultaneously by means of several additions
in parallel1. Recall that we need to evaluate h(υ, `) only for υ, ` ∈ Σσ such that ` ∈ Fυ,
i.e. for the permitted renamings of all the occurrences of υ in Y . Therefore, the only
words H[υ]` that we are interested in are the ones for which F [υ]` = 1. Besides, H[υ]`
for ` /∈ Fυ is not h(υ, `) given that bitvector G does not store distances greater than δ
(in such cases, it stores 0 instead). However, we would not want that bitvector G stored
the actual differences among the symbols as we would need more than dlog2(δm)e bits
to represent each H[υ]` and G[υ]`; moreover, this information is not useful for solving
our problem at all.
Having bitvector H, we can easily construct the bipartite graph Gδγ as we con-
structed Gδ. Recall that the edges (Lυ, R`) ∈ E are the ones for which F [υ]` = 1.
For each edge (Lυ, R`) ∈ E, we assign a weight w(Lυ, R`) = δm − H[u]`. We run a
Maximum–Weight Perfect Matching algorithm over Gδγ and if the returned matching
M is a perfect matching for which σδm− w(M) ≤ γ, we conclude that X δγ Y .
To sum up, the main steps of the proposed algorithm are the following:
Step 1. [Preprocessing Step] We compute the D bitvector as in Sec. 3.3, and the
G bitvector as follows: ∀υ ∈ Σσ, we set G[υ] = G[υ]σ · · · G[υ]2G[υ]1 where
G[υ]` = (υ δ= ` ? g(υ, `) : 0), ∀` ∈ Σσ. Each G[υ]` is in turn a binary num-
ber of d bits, d = dlog2(δm)e. The preprocessing step is carried out only once
for the entire alphabet.
1This is also the main idea used in the Shift–Plus algorithm for δγ–matching [22].
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Step 2. [Filter Step] We compute bitvectors E and F as in Sec. 3.3 and bitvector H
as follows: ∀υ ∈ Σσ, we set H[υ] =
∑m
j=1((Yj = υ) ?G(Xj), 0).
Step 3. [Matching Step]We construct a balanced bipartite graphGδγ = Gδ and assign
weights to edges as follows: ∀(Lυ, R`) ∈ E, w(υ, `) = δm − H[υ]`. Then, we
run a Maximum-Weight Perfect Matching algorithm over Gδγ to find a perfect
matching M . Let w(M) be the total weight of this matching, then X δγ Y iff
(σδm− w(M)) ≤ γ.
Example. For our running example, we compute bitvector G (see Fig. 4.3.1(a)) and
bitvector H (see Fig. 4.3.1(b)). For example, notice that G[3] = 4112 (which in an
binary number is 0000 0001 0000 0001 0000) as the symbols that δ–match 3 are 2, 3
and 4 and their respective distance to δ are 1, 0 and 1. Furthermore G[3]1 = G[3]5 = 0
as 1 and 5 do not δ–match 3. On the other hand note that, for instance,
H[2] =
10∑
j=1
((Yj = 2) ?G[Xj], 0)
= 0 + 0 + 0 + 0 + 0 + G[X6] + 0 + G[X8] + 0 + 0
= G[3] + G[5] = 4112 + 4096 = 8209.
In binary representation H[2] =0000 0010 0000 0001 0000. Fig. 4.3.1(c) graphically
depicts the bipartite graph Gδγ generated by the algorithm in Step 3. Note, for instance,
that w(L2, R4) = δm − H[2]4 = 10 − 2 = 8. Fig. 4.3.1(d) shows a perfect matching
solution of Gδγ. Therefore, we conclude that X δγ Y because Y can be renamed to
Y ′ = 〈1, 2, 1, 3, 5, 4, 5, 4, 2, 3〉 using renaming function pi : (1, 2, 3, 4, 5) → (5, 4, 1, 3, 2)
(found in Fig. 4.3.1(d)), and X δγ= Y ′ under this permutation.
In order to generalize this algorithm for δγ–approximate parameterized matching,
we need to use these simple algorithmic ideas O(n) times to check whether P δγ T i,
1 ≤ i ≤ n − m + 1. Fig. 4.3.2 shows the main steps of the algorithm, Section 4.3.1
analyzes its time complexity and Section 4.3.2 analyzes its space complexity.
4.3.1. Time Complexity Analysis
In line 1, the computation of D takes O(σd σ
w
e) time, as presented in Sec. 3.3.1. On
the other hand, bitvector G can be computed inO(δ+σdσd
w
e) time where d = dlog2(mδ)e.
This time complexity can be achieved by creating a binary word z of d(2δ+1) bits that
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Figure 4.3.1. Example of the δγ–parameterized matching algorithm for
X = 〈2, 2, 1, 3, 4, 3, 4, 5, 2, 2〉 and Y = 〈3, 5, 3, 4, 1, 2, 1, 2, 5, 4〉, both de-
fined over Σ5, for δ = 1 and γ = 6. The results of each step of the
algorithm are presented as follows: (a) bitvector G, (b) bitvector H, (c)
bipartite graph Gδγ, and (d) a perfect matching solution.
Algorithm 2: DGAPM algorithm
Input: P, T, δ, γ,Σσ σ = |Σσ|,m = |P |, n = |T |, Gδγ(L,E,R), L = R = Σσ
Output: {1 ≤ i ≤ n−m+ 1 | T i δγ P}
1. D[υ]` ←
{
1, if υ δ= `
0, otherwise , G[υ]` ←
{ |υ − `|, if υ δ= `
0, otherwise , ∀υ, ` ∈ Σ
2. for i← 1 to n−m+ 1 do
3. F [υ]← (2σ − 1), H[υ]← 0, ∀υ ∈ Σσ
4. for j ← 1 to m do F [T ij ]← F [T ij ] & D[Pj], H[T ij ]← H[T ij ] + G[Pj]
5. E ← ∅
6. Gδγ.add_edge(υ, `, δm−H[υ]`) iff F [υ]` = 1, ∀υ, ` ∈ Σσ
7. M ←MWPM(Gδγ)
8. if ((|M | = |Σσ|) AND (σδm− w(M) ≤ γ)) then Output(i)
Figure 4.3.2. DGAPM Algorithm.
can be used to compute bitvector G by means of σ Shift–Left operations in a similar
way as D was computed. The difference is that the creation of the binary word for
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constructing G requires O(δ) time as it is not only comprised of one–bits and its struc-
ture is quite different. For our running example, where δ = 1 and the alphabet is Σ5,
z = 257 (which in binary representation is 0001 0000 0001). Then, to construct G, we
can perform 5 Shift–Left operations of z (see Fig. 4.3.1(a)).
The body of the loop of line 2 is executed O(n) times and corresponds to lines 3 to 8.
Line 3 in initializes the bitvector F in O(σd σ
w
e) time and the bitvector H in O(σdσd
w
e)
time. Line 4 takes O(mdσd
w
e) time. Line 5 takes constant time while line 6 can be
implemented in O(σδ) time, as presented in Sec. 3.3.1. In line 7, the time complexity
to find the Maximum–Weight Perfect Matching using the Hungarian Method, pre-
sented in Sec. 2.5.1, is O(σ3) given that |V | = O(σ).
Therefore, the total time complexity of Algorithm DGAPM is
O
(
σd σ
w
e+ δ + σdσd
w
e+ n
(
σd σ
w
e+ σdσd
w
e+md σ
w
e+mdσd
w
e+ σδ + σ3
))
,
which is O(nm) if we assume a constant alphabet.
4.3.2. Space Complexity Analysis
The bitvectors D and F need O(σd σ
w
e) space while the bitvectors G and H require
O(σdσd
w
e) space. On the other hand, the bipartite graph Gδγ can be represented in
O(σ+ σδ) space by means of an adjacency list given that it has O(σ) nodes and O(σδ)
edges.
Thus, the overall space complexity of DGAPM is bounded by O(σd σ
w
e + σdσd
w
e +
σ + σδ).
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CHAPTER 5
Applications
In Sec. 2.3.5, it was shown that parameterized matching is useful in cases where it is
necessary to determine the existence of a bijective function that makes possible a match
between the pattern and each window of the text. This is particularly useful in software
maintenance and image processing. However, some variants of the basic problem lead
to applications in other fields such as computational biology. On the other hand, in
Sec. 2.2.5, it was shown that δ– and δγ– approximate matching are useful to find close
instances of an pattern within an text using an integer alphabet. The approximation
criteria used is based on the fact that the differences between the symbols of the pattern
with the corresponding symbols in the text must not exceed the bound δ and the accu-
mulative sum of them must not exceed the bound γ. These criteria allow to control, in
a very flexible way, the degree of similarity of the occurrences that are aimed to find.
This is really useful in music information retrieval.
Notice that while parameterized matching is a good choice to search for strings that
have the same structure of the pattern even though the symbols may vary, δγ–matching
is useful to look for close instances of a pattern, not necessarily the pattern itself, con-
sidering some criteria of approximation established by δ and γ. As the concept of match
in each of these two problems is defined from a different approach, their essence are
not mutually exclusive and, hence, it is natural to expect that the combination of them
brings together the advantages provided by these two pattern matching paradigms.
In Sec. 3.1 and Sec. 4.1, we respectively defined the δ–Approximate Parameterized
Matching and δγ–Approximate Parameterized Matching problems as parameterized
matching variants that permit some error rate, established by δ or by δγ, respectively.
In other words, these new problems search for integer strings that have the same struc-
ture of an integer pattern allowing certain differences. Specifically, integer strings are
sought in the text such that their symbols δ–match, or δγ–match, the image under a
bijective mapping function of the corresponding symbols in the pattern.
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So δ–Approximate Parameterized Matching and δγ–Approximate Parameterized
Matching can be applied in any case where it is required to use parameterized match-
ing allowing some degree of error. An example of an application of these new pattern
matching variants in image processing is presented next.
The Human–Computer Interaction Lab at the University of Maryland tackled the
problem of searching for an icon in the screen. As shown in Sec. 2.3.5, two–dimensional
exact matching can be used to find identical occurrences of an image pattern, but
two–dimensional parameterized matching makes possible to search for occurrences of
an image pattern that appear in other range of colors in the text. This is done by
defining a bijection that maps each integer in the pattern to an integer equal to the
corresponding symbol in the text. Even though the two–dimensional parameterized
problem was formally defined in [54] and there are specific algorithms for this case,
integer matrices representing images can be converted into integer strings so that all
the parameterized matching algorithms are available. Nevertheless, when doing so, it is
required to consider each text window in a special way so that the pattern is compared
with the right text windows that would be considered in a two–dimensional fashion.
Nevertheless, given that images often have some errors resulting from distortion
and loss of resolution, standard parameterized matching is not enough in most cases.
That is the reason why it is necessary to use variants of the problem that deal with
the absence of perfect bijections. One of the alternatives is to use function matching,
where the mapping function is not required to be a bijection, any function can be used
[1]. Under this approach, many colors in the pattern can be mapped to the same color
in the text window. Other approach to the problem could be using the p–edit distance
concept defined in [17] by searching for all the positions in the text that are within a
given p–edit distance of the pattern.
Another alternative is to use parameterized matching under hamming distance, as
proposed in [55]. Specifically, the idea is to look for all occurrences of the pattern in
the text where a given number of mismatches, with respect to the mapping function,
is permitted at each occurrence. This problem is referred to as parametrized matching
with k mismatches. See Fig. 5.0.1(a,b) for two examples of this approach.
δ–Approximate Parameterized Matching and δγ–Approximate Parameterized Match-
ing can also be used to find similar occurrences of an image pattern where some errors
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Figure 5.0.1. Let X = 〈7, 5, 7, 5, 7, 10, 5, 10〉, Y =
〈25, 17, 25, 17, 26, 20, 30, 29〉 and Z = 〈24, 17, 25, 16, 25, 20, 15, 19〉,
defined over Σ256, be strings representing parts of images. (a) X match
Y under the parameterized matching with k mismatches approach, for
k = 3,(b) X and Z match under the parameterized matching with k
mismatches approach, for k = 4, (c) X does not δγ–match Y for δ = 1
and γ = 3, (d) X δγ Z for δ = 1 and γ = 5.
are allowed, provided that the order of the numbers is related to the similarity of the
colors they represent. δ is used as a bound on the maximum difference between a text
window symbol and the image under the found bijective function of the corresponding
pattern symbol; γ is the bound on the sum of all the differences for a particular occur-
rence. Two examples of this are given in Fig. 5.0.1(c,d).
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This approach is completely different from the ones mentioned above and it has
great advantages. For instance, comparing it with the parameterized matching un-
der hamming distance idea, which is the most similar approach, we can see that δγ–
Approximate Parameterized Matching provides more flexibility to search for more ac-
curate occurrences. For example, while the magnitude of the differences on individual
positions is disregarded in parameterized matching under hamming distance, the mag-
nitude of these differences is bounded by δ in δγ–Approximate Parameterized Matching.
Moreover, in parameterized matching under hamming, only the number of mismatches
along the pattern is considered; in δγ–Approximate Parameterized Matching, γ also
refers to mismatches along the pattern but it contains more complete information on
the similarity as it also considers the magnitude of the errors on the individual positions.
Example. For this example, let us assume that X = 〈7, 5, 7, 5, 7, 10, 5, 10〉, Y =
〈25, 17, 25, 17, 26, 20, 30, 29〉 and Z = 〈24, 17, 25, 16, 25, 20, 15, 19〉, defined over Σ256,
are strings representing parts of images. In Fig. 5.0.1(a) we can see that using a δγ–
Approximate Parameterized Matching approach, for δ = 1 and γ = 3, X and Y don’t
match as neither the δ nor γ condition is fulfilled due to the big differences on the
seventh and the eighth position; on the contrary, using parameterized matching with k
mismatches, for k = 3, we find that they match as only the number of errors is taken
into account (see Fig. 5.0.1(c)). We can also see X and Z match under parameterized
matching with k mismatches, for k = 4 (see Fig. 5.0.1(b)); on the other hand X does
not δγ–match Z, for δ = 2 and γ = 4, because the difference equal to 2 in the seventh
position is considered for the calculation of the accumulative error (it is not regarded
as a single error, but its magnitude is taken into account, as shown in Fig. 5.0.1(d)) .
However, if we want to be more flexible, we can set γ = 5 so that X δγ Z.
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CHAPTER 6
Conclusions and Open Problems
We defined two new string searching variants termed δ–approximate parameterized
matching and δγ–approximate parameterized matching. These new problems are novel
types of approximate parameterized matching as they look for strings in a text that
have the same structure of a given pattern, where certain bounded numerical error is
allowed. Specifically, the sought strings in the text are the ones whose symbols can be
mapped through a bijective mapping function such that the mapping of such strings
δ–match, or δγ–match, the pattern.
Moreover, it was shown that the proposed problems are useful in cases where it is
required to use parameterized matching allowing some numerical error. Particularly,
an example in image processing of such cases was shown. Some approaches from previ-
ous work, namely function matching and parameterized matching under hamming and
p–edit distances, to this example were discussed. We compared the δγ–approximate
parameterized matching approach against the parameterized matching under hamming
distance approach, as it is the most similar. We concluded that δγ–parameterized
matching makes possible to find more accurate matches given that it measures the
magnitude of the error per position and not only determines the presence or absence of
error at each position.
Furthermore, we provided an algorithm, called DAPM, for the δ–approximate pa-
rameterized matching problem that takes O(nm)–time for constant alphabet size. This
algorithm is based on a bitparallel technique, similar as the one used in the δ–Shift-
And algorithm [22], and a reduction to theMaximum–Size Bipartite Matching (MSBM)
problem. For solving the MSPM problem, we used an algorithm by Feder and Motwani
[45] that improves the running time of the classic Hopcroft–Karp algorithm [56] to
O((
√|V ||E|)/k(|V |, |E|)), where k(x, y) = log(x)/(log(x2/y), by means of considering
a compressed version of the input bipartite graph.
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In addition, we provided an algorithm, calledDGAPM, to solve the δγ–approximate
parameterized matching problem. The DGAPM algorithm makes use of bit–parallel
operations that bear a resemblance to the ones used in the Shift-Plus algorithm [22].
Then, the problem is reduced to the Maximum Weight Perfect Matching (MWPM)
problem in bipartite graphs. We solved the MWPM problem via the Hungarian
Method [62], which takes O(|V |3)–time. The total time complexity of the DGAPM
algorithm is O(nm) assuming constant alphabet size.
Future work will include an improvement on the time complexity bound for both
the DAPM and DGAPM algorithms. Possibly, this improvement could be achieved
by means of the adaptation of some of the ideas latent in other δγ–matching and pa-
rameterized matching algorithms. For instance, the running time of the Shift–Plus
algorithm was reduced in [41] due to a better counter management scheme. The result-
ing algorithm was called Forward–Scan. Given that one of the steps of DGAPM is
based on the Shift–Plus algorithm, it is possible that the time complexity ofDGAPM
can be reduced by means of this technique.
Another problem that can be defined by combining the δγ–matching and parameter-
ized matching paradigms is γ–approximate parameterized matching. The string compar-
ison problem can be defined as follows. Let m denote the (equal) length of two strings
X = X1...m and Y = Y1...m in Σσ. Let γ be a non–negative integer, i.e. γ ∈ N. We
say that X γ–parameterized-matches Y , denoted as X γ Y , iff there exists a bijective
function pi : Σσ → Σσ, called the renaming function, such that
∑m
j=1 |Xj − pi(Yj)| ≤ γ.
Note that, each possible ordering/permutation of the set Σσ corresponds to a specific
bijection pi and there are σ! different permutations for a σ-set.
The γ–Approximate Parameterized Matching problem can be defined as follows. For
a given non–negative integer γ, a pattern P = P1...m and a text T = T1...n both defined
over Σσ, the γ–Approximate Parameterized Matching problem is to calculate the set
of all indices 1 ≤ i ≤ n −m + 1 satisfying the condition P γ T i. It is important to
remark that the best permutation pi of Σσ yielding P γ= pi(T i) is not necessarily the
same at every position i. Note that, under this definition, we look for close instances
of a pattern for which the total error must be less or equal to a given bound γ. Unlike,
δγ–approximate parameterized matching, in this new problem we disregard how the
error is distributed: the total error could even be in just one position. In fact, it is nat-
ural to expect that we are interested in finding occurrences under such approximation
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criteria at certain situations. Due to the nature of the problem, the γ–Approximate
Parameterized Matching problem can possibly be solved by means of a graph matching
algorithm.
Three more problems that are left open are the δ–, γ– and δγ–approximate param-
eterized matching that allow the presence of gaps. These new problems can be termed
(δ, α)–, (γ, α)– and (δ, γ, α)–parameterized matching, respectively, where α is an addi-
tional bound that establishes the maximum size that a gap can have. Specifically, a
δγ–occurrence with α–bounded gaps can be defined as follows: Given three integers δ,
γ and α, a pattern P = P1...m and a text T = T1...n, there is a δγ–occurrence with α–
bounded gaps of P in T at the position i iff there exists a sequence of indexes (i1, . . . , im)
such that:
• im = i
• i1 ≥ 1 and im ≤ n
• ih+1 − ih ≤ α + 1, for 1 ≤ h ≤ m− 1
• P and Ti1Ti2 · · ·Tim δγ–parameterized match
A δ–occurrence with α–bounded gaps and a γ–occurrence with α–bounded gaps of P in T
can be defined in the same way, but instead of checking for a δγ–parameterized match
in the last condition, we check for a δ–parameterized match and a γ–parameterized
match, respectively.
Given three integers δ, γ and α, a pattern P = P1...m and a text T = T1...n, (δ, α)–,
(γ, α)– and (δ, γ, α)–parameterized matching can be defined as the problems of finding
all the positions 1 ≤ i ≤ n−m+1 for which there exists a δ–occurrence with α–bounded
gaps, a γ–occurrence with α–bounded gaps or a δγ–occurrence with α–bounded gaps
of P in T , respectively. These problems are very interesting from an algorithmic and
combinatorial perspective.
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