Model selection and sparse recovery are two important problems for which many regularization methods have been proposed. We study the properties of regularization methods in both problems under the unified framework of regularized least squares with concave penalties. For model selection, we establish conditions under which a regularized least squares estimator enjoys a nonasymptotic property, called the weak oracle property, where the dimensionality can grow exponentially with sample size. For sparse recovery, we present a sufficient condition that ensures the recoverability of the sparsest solution. In particular, we approach both problems by considering a family of penalties that give a smooth homotopy between L0 and L1 penalties. We also propose the sequentially and iteratively reweighted squares (SIRS) algorithm for sparse recovery. Numerical studies support our theoretical results and demonstrate the advantage of our new methods for model selection and sparse recovery.
1. Introduction. Model selection and sparse recovery are two important areas that have attracted much attention of the researchers. They are different but related, and share some common ideas especially when dealing with large scale problems. Examples include the lasso [Tibshirani (1996) ], SCAD [Fan (1997) and Fan and Li (2001) ], Dantzig selector [Candes and Tao (2007) ] and MCP [Zhang (2007) ] in model selection, and the basis pursuit [Chen, Donoho and Saunders (1999) ] and many other L 1 methods Tao (2005, 2006) and Candès, Wakin and Boyd (2008) ] in sparse recovery. The analysis of vast data sets with the number of variables p comparable to or much larger than the number of observations n frequently arises nowadays This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2009, Vol. 37, No. 6A, 3498-3528 . This reprint differs from the original in pagination and typographic detail. 1 in both areas and poses many challenges that are not present in smaller scale studies. Sparsity plays an important role in these large scale problems. It is often believed that only a small fraction of the data is informative, whereas most of it is noise. Consider the linear regression model
where y is an n-dimensional vector of responses, X = (x 1 , . . . , x p ) is an n × p design matrix, β = (β 1 , . . . , β p ) T is an unknown p-dimensional vector of regression coefficients and ε is an n-dimensional vector of noises. In the sparse modeling, we assume that a fraction of the true regression coefficients vector β 0 = (β 0,1 , . . . , β 0,p ) T are exactly zero. In this paper we allow β 0 to depend on n. We denote by M 0 = supp(β 0 ) the support of β 0 , which is called the true underlying sparse model hereafter. Model selection aims to locate those predictors x j with nonzero β 0,j , which are called true variables hereafter, and to give consistent estimate of β 0 on its support. Throughout the paper we consider deterministic design matrix X and assume the identifiability of β 0 , in the sense that the equation Xβ 0 = Xβ, β ∈ R p entails either β = β 0 or β 0 > β 0 0 . We denote by · q the L q norm on the Euclidean spaces q ∈ [0, ∞]. Many methods have been proposed in the literature to construct estimators that mimic the oracle estimators under different losses, where the oracle knew the true model M 0 ahead of time. The main difficulty of recovering M 0 lies in the collinearity among the predictors, which increases as the dimensionality grows. See, for example, Fan and Li (2006) for a comprehensive overview of challenges of high dimensionality in statistics.
Much insight into model selection can be obtained if we understand a closely related problem of sparse recovery, which aims at finding the minimum L 0 (sparsest possible) solution to the linear equation
where β = (β 1 , . . . , β p ) T , y = Xβ 0 and X and β 0 are the same as those in the linear model (1). The identifiability of β 0 assumed above ensures that our target solution here is unique and exactly β 0 . When the p × p matrix X T X is singular or close to singular, finding β 0 is not an easy task. It is known that directly solving the L 0 -regularization problem is combinatorial and, thus, is impractical in high dimensions. To attenuate this difficulty, many regularization methods such as the L 1 method of basis pursuit have been proposed to recover β 0 , where continuous penalty functions are used in place of the L 0 penalty. This raises a natural question: under what conditions does a regularization method give the same solution as that of the L 0 regularization? Many authors have contributed to identifying conditions that ensure the L 1 /L 0 equivalence. In this paper we generalize a sufficient REGULARIZED LEAST SQUARES 3 condition identified for the L 1 penalty to concave penalties, which ensures such an equivalence.
In view of (1) and (2), model selection and sparse recovery can be regarded as two interrelated problems. Due to the presence of noise, recovering the true model M 0 in (1) is intrinsically more challenging than recovering the sparsest possible solution β 0 in (2). Various regularization methods in model selection such as those mentioned before have been studied by many researchers. See, for example, Bickel and Li (2006) for a comprehensive review of regularization methods in statistics.
In a seminal paper, Fan and Li (2001) lay down the theoretical foundation of nonconvex penalized least squares and nonconcave penalized likelihood for variable selection, and introduce the concept of model selection oracle property. An estimator β is said to have the oracle property [Fan and Li (2001) ] if: (1) it enjoys the sparsity in the sense of β M c 0 = 0 with probability tending to 1 as n → ∞, and (2) it attains an information bound mimicking that of the oracle estimator [see also Donoho and Johnstone (1994) ], where
is a subvector of β formed by components with indices in M c 0 , the complement of the true model M 0 . Fan and Li (2001) study the oracle properties of nonconcave penalized likelihood estimators in the finite-dimensional setting. Their results were extended later by Fan and Peng (2004) to the setting of p = o(n 1/5 ) or o(n 1/3 ). In this paper we generalize the results of Fan and Li (2001) and Fan and Peng (2004) , in the setting of regularized least squares, to a more general triple (s, n, p) for concave penalties, where s = β 0 0 . In particular, we show that under some regularity conditions, the regularized least squares estimator enjoys a nonasymptotic weak oracle property, where the dimensionality p can be of exponential order in sample size n. This constitutes one of the main contributions of the paper.
In this paper, we consider both problems of model selection and sparse recovery in the unified framework of regularized least squares with concave penalties. Specifically, for sparse recovery we construct the solutions of regularization problems under the constraint in (2) by analyzing the solutions of related regularized least squares problems and then letting the regularization parameter λ → 0+. In particular, we consider a family of penalty functions that give a smooth homotopy between L 0 and L 1 penalties for both problems. The unified approach using the L 1 penalty has been considered by Chen, Donoho and Saunders (1999) , Fuchs (2004) , Donoho, Elad and Temlyakov (2006) and Tropp (2006) , among others.
The rest of the paper is organized as follows. In Section 2, we discuss the choice of penalty functions. We study the properties of regularization methods in model selection and sparse recovery for concave penalties in Sections 3 and 4. Section 5 discusses algorithms for solving regularization problems. In Section 6 we present four numerical examples using both simulated and real data sets. Proofs are presented in Section 7. We provide some discussion of our results and their implications in Section 8.
2. Regularization methods with concave penalties. In this paper, we study regularization methods in model selection and sparse recovery for concave penalties. For sparse recovery in (2), we consider the ρ-regularization problem
where ρ(·) is a penalty function and β = (β 1 , . . . , β p ) T . For model selection in (1), we consider the regularized least squares problem
where Λ n ∈ (0, ∞) is a scale parameter, p λn (·) is a penalty function, λ n ∈ [0, ∞) is a regularization parameter indexed by sample size n and β = (β 1 , . . . , β p ) T . We will drop the subscript n when it causes no confusion. For any penalty function p λ , let ρ(t; λ) = λ −1 p λ (t) for t ∈ [0, ∞) and λ ∈ (0, ∞). For simplicity, we will slightly abuse the notation and write ρ(t; λ) as ρ(t) when there is no confusion.
2.1. Penalty functions. By the nature of sparse recovery, the L 0 penalty ρ(t) = I(t = 0) is the target penalty in (3), whereas other penalties may also be capable of recovering β 0 . As mentioned before, the L 0 penalty is not appealing from the computational point of view due to its discontinuity. It is known that the L 2 penalty ρ(t) = t 2 in (3) or (4) is analytically tractable, but generally produces nonsparse solutions. Such concerns have motivated the use of penalties that are computationally tractable approximations or relaxations to the L 0 penalty. Among all proposals the L 1 penalty ρ(t) = t, t ∈ [0, ∞), has attracted much attention of the researchers in both sparse recovery and model selection. It has been recognized that the L 1 penalty is not an oracle that always points us to the true underlying sparse model.
Hereafter, we consider penalty functions ρ(·) that satisfy the following condition.
Condition 1. ρ(t) is increasing and concave in t ∈ [0, ∞), and has a continuous derivative ρ ′ (t) with ρ ′ (0+) ∈ (0, ∞). If ρ(t) is dependent on λ, ρ ′ (t; λ) is increasing in λ ∈ (0, ∞) and ρ ′ (0+) is independent of λ. Fan and Li (2001) advocate penalty functions that give estimators with three desired properties-unbiasedness, sparsity and continuity-and provide insights into them [see also Antoniadis and Fan (2001) ]. We discuss the connection of Condition 1 with these properties. Consider problem (4) with n × 1 orthonormal design matrix and Λ n = 1,
where z = X T y and p λ (t) = λρ(t), t ∈ [0, ∞). We denote by θ(z) the minimizer of problem (5). Fan and Li (2001) demonstrate that for the resulting estimator θ(z): (1) unbiasedness requires that the derivative p ′ λ (t) is close to zero when t ∈ [0, ∞) is large, (2) sparsity requires p ′ λ (0+) > 0 and (3) continuity with respect to data z requires that the function t + p ′ λ (t), t ∈ [0, ∞) attains its minimum at t = 0. Note that the concavity of ρ in Condition 1 entails that ρ ′ (t) is decreasing in t ∈ [0, ∞). Thus penalties satisfying Condition 1 and lim t→∞ ρ ′ (t) = 0 enjoy the unbiasedness and sparsity. However, the continuity does not generally hold for all penalties in this class. The SCAD penalty [Fan and Li (2001) 
where often a = 3.7 is used, and MCP [Zhang (2007) ] p λ (t), t ∈ [0, ∞), is given by p ′ λ (t) = (aλ − t) + /a. Both SCAD and MCP with a ≥ 1 satisfy Condition 1 and the above three properties simultaneously. Although the L 1 penalty satisfies Condition 1 as well as sparsity and continuity, it does not enjoy the unbiasedness, since its derivative is identically one regardless of t ∈ [0, ∞).
For a penalty function ρ, we define its maximum concavity as
and we define the local concavity of the penalty
By the concavity of ρ in Condition 1, we have 0 ≤ κ(ρ; b) ≤ κ(ρ). It is easy to show by the mean-value theorem that κ(ρ) defined in (7) equals sup t∈(0,∞) −ρ ′′ (t) and κ(ρ; b) defined in (8) equals max 1≤j≤q −ρ ′′ (|b j |), provided that ρ has a continuous second derivative ρ ′′ (t). 
2.2.
A family of penalties. Nikolova (2000) studies the transformed L 1 penalty function ρ(t) = bt/(1+ bt), t ∈ [0, ∞) and b > 0. A slight modification of it gives a family of penalties {ρ a : a ∈ [0, ∞]} given by, for a ∈ (0, ∞),
and ρ 0 (t) = lim a→0+ ρ a (t) = I(t = 0) and ρ ∞ (t) = lim a→∞ ρ a (t) = t (10) for t ∈ [0, ∞). Figure 1 depicts ρ a penalties for a few a's. We see from (9) that this modified family has the interpretation of a smooth homotopy between L 0 and L 1 penalties. So we refer to them as the smooth integration of counting and absolute deviation (SICA) penalties. It is easy to show that ρ a penalty with a ∈ (0, ∞] satisfies Condition 1, and for each a ∈ (0, ∞), lim t→∞ ρ ′ a (t) = 0. Thus ρ a with a ∈ (0, ∞) gives estimators satisfying the unbiasedness and sparsity. As mentioned before, the continuity requires that the function t + λρ ′ a (t), t ∈ [0, ∞), attains its minimum at t = 0; that is, a ∈ [a 0 , ∞], where a 0 = λ + √ λ 2 + 2λ. Therefore, ρ a penalties ρ a with a ∈ [a 0 , ∞) satisfy Condition 1 and the above three properties simultaneously, and share the same spirit as SCAD and MCP. In addition, ρ a is infinitely differentiable on [0, ∞) for each a ∈ (0, ∞]. The idea of linearly combining L 0 and L 1 penalties was investigated by Liu and Wu (2007) .
For each a ∈ (0, ∞), the ρ a penalty is closely related to the log penalty
In fact, the L 1 penalty is the first-order approximation to both a(a+1) −1 ρ a (t) and a(a + 1) −1 ρ 1,a (t), and always dominates them. Also, we have ρ a (t) = tρ ′ 1,a (t). Clearly,
for a ∈ (0, ∞) and ρ ′ ∞ (t) = 1. It is easy to see that the maximum concavity of ρ a penalty is (12) which is the maximum curvature of the curve ρ a . Clearly, κ(ρ a ) is decreasing in a, lim a→0+ κ(ρ a ) = ∞, and lim a→∞ κ(ρ a ) = 0 = κ(ρ ∞ ). Therefore, parameter a controls the maximum concavity of ρ a and regulates where it stands between L 0 and L 1 penalties.
3. Sparse recovery. In this section we consider the ρ-regularization problem (3) for sparse recovery in (2). It is known that when the n × p matrix X is of full column rank p, (2) has a unique solution β = (X T X) −1 X T y. Otherwise, it has an infinite number of solutions, all of which form a q-dimensional linear subspace
of R p with q = p − rank(X). Of interest is the nontrivial case of q > 0.
3.1. Identifiability of β 0 . As mentioned in the Introduction, the minimum L 0 solution to (2) is Donoho and Elad (2003) introduce the concept of spark and show that the uniqueness of β 0 can be characterized by the spark(X) of X, where τ = spark(X) is defined as the smallest possible number such that there exists a subgroup of τ columns from the n × p matrix X that are linearly dependent. The spark of a matrix can be very different from its rank. For instance, the n × (n + 1) matrix [I n e 1 ] is of full rank n and yet has spark equal to 2, where e 1 = (1, 0, . . . , 0) T . In particular, they proved that any β ∈ A with β 0 < spark(X)/2 meets β 0 . Thus β 0 is unique as long as
3.2. L 2 penalty. When the ρ penalty is taken to be the L 2 penalty in the ρ-regularization problem (3), its minimizer is given by
It admits a closed-form solution. Viewing in the linear regression setting, we know that [see Theorem 6.2.1 in Fang and Zhang (1990) ] the least squares estimate (X T X) + X T y is a solution to the normal equation X T y = X T Xβ, where (·) + denotes the Moore-Penrose generalized matrix inverse. The following proposition shows that it coincides with β 2 .
However, the minimum L 2 solution β 2 to (2) is generally nonsparse and, thus, is different from the minimum L 0 solution β 0 .
3.3. Penalties satisfying Condition 1. We are curious about the ρ/L 0 equivalence, in the sense that the minimizer of the ρ-regularization problem (3) meets the minimum L 0 solution β 0 . As mentioned in the Introduction, many researchers have contributed to identifying conditions that ensure the L 1 /L 0 equivalence when ρ is taken to be the L 1 penalty. We consider penalties ρ satisfying Condition 1. It is generally difficult to study the global minimizer analytically without convexity. As is common in the literature, we study the behavior of local minimizers.
Directly studying the local minimizer of the ρ-regularization problem (3) is generally difficult. We take the idea of constructing a solution to (3) by analyzing the solution of related ρ-regularized least squares problem (4) with regularization parameter λ ∈ (0, ∞) and then letting λ → 0+, where
We introduce some notation to simplify our presentation. For any S ⊂ {1, . . . , p}, X S stands for an n × |S| submatrix of X formed by columns with indices in S, b S stands for the subvector of b formed by components with indices in S and S c denotes its complement. For any vector 
where ρ a is defined in (9) and (10).
The following theorem gives a sufficient condition on the strict local minimizer of (4) for any n-vector y and n × p matrix X.
Theorem 1 (Regularized least squares). Assume that p λ satisfies Condition 1 and β λ ∈ R p with Q = X T M λ X M λ nonsingular, where λ ∈ (0, ∞) and
Then β λ is a strict local minimizer of (4) with λ n = λ if
denotes the smallest eigenvalue of a given symmetric matrix, and κ(ρ; β
) is given by (8).
Conditions (18) and (20) ensure that β λ is a strict local minimizer of (4) when constrained on the β Condition (19) makes sure that the sparse vector β λ is indeed a strict local minimizer of (4) on the whole space R p . When ρ is convex, (19) and (20) can be, respectively, relaxed to no greater than and no less than under which β λ is a minimizer of (4). Due to the possible nonconvexity of ρ, the technical analysis for proving local minimizer needs the strict inequalities in (19) and (20). When ρ is taken to be the L 1 penalty, the objective function in (4) is convex. Then the classical convex optimization theory applies to show that
is a global minimizer if and only if there exists a subgradient z ∈ ∂L 1 ( β λ ), such that
where the subdifferential of the L 1 penalty is given by
(21) reduces to (18) and (19) with < and ρ ′ (0+) replaced by ≤ and 1, respectively, whereas by the nonsingularity of Q, condition (20) always holds for the L 1 penalty. However, to ensure that β λ is the strict minimizer we need the strict inequality in (19). These conditions for the L 1 penalty have been extensively studied by many authors, for example, Efron et al. (2004) , Fuchs (2004) , Tropp (2006) , Wainwright (2006) and Zhao and Yu (2006) , among others.
By analyzing the solution of (4) characterized by Theorem 1 and letting λ → 0+, we obtain the following theorem providing a sufficient condition which ensures that β 0 is a local minimizer of (3).
Theorem 2 (Sparse recovery). Assume that ρ satisfies Condition 1 with
where
We make some remarks on Theorem 2. Clearly condition (22) is free of the scale of the penalty function, that is, invariant under the rescaling ρ → cρ for any constant c ∈ (0, ∞). Condition (22) is independent of the scale of X, and depends on β 0 through M 0 and a small neighborhood V ǫ of β 0,M 0 . It can be viewed as a local condition at (M 0 , β 0,M 0 ). For the L 1 penalty ρ ∞ , we have ρ ′ ∞ (0+) = 1 and for any ǫ ∈ (0, min j∈M 0 |β 0,j |), U ǫ contains a single point u 0 = X M 0 Q −1 sgn(β 0,M 0 ). This shows that for the L 1 penalty, condition (22) reduces to the following condition
which can actually be relaxed to max j∈M c 0 | x j , u 0 | ≤ 1 while ensuring the L 1 /L 0 equivalence. In the context of model selection, condition (23) was called the weak irrepresentable condition in Zhao and Yu (2006) , who introduced it for characterizing the selection consistency of lasso. For the ρ a penalty with a ∈ (0, ∞), by (11) we have
for each t ∈ (0, ∞), which shows that condition (22) is less restrictive for smaller a. This justifies the flexibility of the ρ a penalties. A great deal of research has contributed to identifying conditions on X and β 0 that ensure the L 1 /L 0 equivalence. See, for example, Chen, Donoho and Saunders (1999) , Donoho and Elad (2003) , Donoho (2004) and Tao (2005, 2006) . In particular, Donoho (2004) shows that the individual equivalence of L 1 /L 0 depends only on M 0 and β 0,M 0 . Condition (23) is independent of the scale of X, and depends on β 0 only through M 0 and β 0,M 0 , sharing the same spirit. The idea of using weighted L 1 penalty in the ρ-regularization problem (3) has been proposed and studied by Candès, Wakin and Boyd (2008) .
3.4. Optimal ρ a penalty. Theorem 2 gives one characterization of the role of penalty functions in sparse recovery (2). In this section, we identify the optimal penalty ρ a for given X and β 0 in sparse recovery.
For any ǫ ∈ (0, min j∈M 0 |β 0,j |), we define
By Theorem 2, any ρ a penalty in P ǫ ensures that β 0 is recoverable in theory by the ρ a -regularization problem (3). We are interested in a penalty ρ aopt(ǫ) that attains the minimal maximum concavity in the sense that
Such penalty ρ aopt(ǫ) makes the objective function in (3) have the minimal maximum concavity, which is favorable from the computational point of view since the degree of concavity is related to the computational difficulty. We thus call ρ aopt(ǫ) the optimal penalty. The following theorem characterizes it.
Theorem 3 (Optimal ρ a penalty for sparse recovery). Assume that Q = X T M 0 X M 0 is nonsingular with M 0 = supp(β 0 ) and ǫ ∈ (0, min j∈M 0 |β 0,j |). Then the optimal penalty ρ aopt(ǫ) satisfies:
(a) a opt (ǫ) ∈ (0, ∞] and is the largest a ∈ (0, ∞] such that
By the characterization of a opt (ǫ), we see that for any ρ a penalty with a ∈ (0, a opt (ǫ)), β 0 is always a local minimizer of (3). However, in view of (12), its maximum concavity increases to ∞ as a → 0+. Theorem 3(b) makes a sensible statement that for sparse recovery, the L 1 regularization in (3) is favorable from the computational point of view if condition (27) holds, which, as mentioned before, entails the L 1 /L 0 equivalence. We would like to point out that the optimal parameter a opt (ǫ) depends on β 0 and thus should be learned from the data. We give an example of calculating a opt (ǫ) below. 
Let H be the linear subspace of R n spanned by x 1 , . . . , x s and H ⊥ its orthogonal complement. Further assume that p ≥ s + 1, x j ∈ H ⊥ for each j ≥ s + 2, x s+1 2 = 1, and
with r ∈ (−1, 1) and h ∈ H ⊥ .
Then for any ǫ ∈ (0, |β 0,1 |), we have
Thus condition (26) reduces to |r| √ s a(a+1)
, which shows that for any |r| > s −1/2 , we have
We see that the optimal parameter a opt (ǫ) is related to |β 0,1 |−ǫ through both r and s. It approaches ∞ as |r| → s −1/2 + and goes to (|β 0,1 | − ǫ)/(s 1/4 − 1) as |r| → 1− (see Figure 2) . When |r| ≤ s −1/2 , we have a opt (ǫ) = ∞ regardless of ǫ ∈ (0, |β 0,1 |).
In light of (28) and (29), r ∈ (−1, 1) defining the noise predictor x s+1 is exactly the correlation between x s+1 and y. Therefore in the noiseless setting (2), when the number of true variables s is large, the correlation r between the noise variable x s+1 and the response y has to be small in magnitude in order that the L 1 penalty is the optimal penalty, that is, a opt (ǫ) = ∞. Note that the cut-off point for |r| by our theory is s −1/2 , while s −1/2 is exactly the absolute correlation between each true variable x j and response y.
If we assume |β 0,1 | = min j∈M 0 |β 0,j | instead of |β 0,j | = · · · = |β 0,s |, then the right-hand side of (30) gives a lower bound on a opt (ǫ), which entails that the cut-off point for |r| by our theory can be above s −1/2 . This result is sensible once we observe that | corr(x s+1 , y)| ≤ |r| and max
It is interesting to observe that the right-hand side of (30) is positively related to min j∈M 0 |β 0,j |, which measures the strength of the weakest additive component in the response. 4. Model selection. In this section we consider the regularized least squares problem (4) for model selection in (1). Difficulties of recovering the true underlying sparse model M 0 include the collinearity among the predictors and the computational cost, both of which increase as the dimensionality grows [see, e.g., Fan and Li (2006) and Fan and Lv (2008) ]. For example, classical model selection approaches such as best subset selection are very demanding in computation and become impractical to implement in high dimensions.
There is a huge literature on model selection. To name a few in addition to those work mentioned before, Frank and Friedman (1993) propose the bridge regression. Breiman (1995) introduces the nonnegative garrote for shrinkage estimation and variable selection. Tibshirani (1996) proposes the lasso using the L 1 -regularized least squares. Oracle properties of nonconcave penalized likelihood estimators including the SCAD [Fan and Li (2001) ] have been systematically studied by Fan and Li (2001) and Fan and Peng (2004) . In particular, Fan and Li (2001) propose a unified algorithm LQA for optimizing nonconcave penalized likelihood. Efron et al. (2004) introduce the least angle regression for variable selection and present the LARS algorithm. Zou and Li (2008) propose one-step sparse estimates for nonconcave penalized likelihood models and introduce the LLA algorithm for optimizing nonconcave penalized likelihood. Candes and Tao (2007) propose the Dantzig selector and prove its nonasymptotic properties. Later, Meinshausen, Rocha and Yu (2007) , Bickel, Ritov and Tsybakov (2008) and James, Radchenki and Lv (2009) establish the equivalence or approximate equivalence of lasso and Dantzig selector under different conditions. More recent regularization methods include MCP proposed by Zhang (2007) . Fan and Li (2001) point out the bias issue of lasso. Zou (2006) proposes the adaptive lasso to address this issue by using an adaptively weighted L 1 penalty. Greenshtein and Ritov (2004) study the persistency of lassotype procedures in high-dimensional linear predictor selection. Hunter and Li (2005) propose and study MM algorithms for variable selection. Li and Liang (2008) study variable selection for semiparametric regression models. Wang, Li and Tsai (2007) study the problem of tuning parameter selection for the SCAD. study the impact of high dimensionality on classifications and propose the FAIR. Fan and Lv (2008) propose the SIS as well as its extensions for variable screening and study its asymptotic properties in ultra-high-dimensional feature space.
4.1. Regularized least squares estimator. We consider the regularized least squares problem (4) with the penalty p λ in the class satisfying Condition 1. For a given regularization parameter λ n ∈ [0, ∞) indexed by sample size n, a p-dimensional vector β λn is conventionally called a regularized least squares estimator of β 0 if it is a (local) minimizer of (4). When the L 2 penalty ρ(t) = t 2 is used, the resulting estimator is called the ridge estimator, and its limit as λ n → 0+ can be easily shown to be the ordinary least squares estimator β ols ≡ (X T X) + X T y, where (·) + denotes the MoorePenrose generalized matrix inverse. β ols is also a solution to the normal equation X T y = X T Xβ. When λ n ∈ (0, ∞), Theorem 1 in Section 3.3 gives a sufficient condition on the strict local minimizer of (4). From the proof of Theorem 1, we see that any local minimizer β λn of (4) must satisfy
and κ(ρ; β
) is given by (8). So there is generally a slight gap between the necessary condition for local minimizer and sufficient condition for strict local minimizer, in view of (32), (33) and (19), (20) . Hereafter the regularized least squares estimator is referred to as a Z-estimator β λn ∈ R p that solves y. This shows that the second term above is indeed a shrinkage towards zero when X is orthonormal. For the penalties ρ a introduced in Section 2.2,ρ a (t) depends on both t and a [see (17)]. In fact, for small a,ρ a (t) takes a wide range of values when t varies, which ensures that ρ a penalty shrinks the components of the ordinary least squares estimator differently. This gives us flexibility in model selection. It provides us a family of regularized least squares estimators indexed by parameter a and regularization parameter λ n . As a becomes smaller, it generally gives sparser estimates.
Nonasymptotic properties.
In this paper, we study a nonasymptotic property of β λn , called the weak oracle property for simplicity, which means:
(1) sparsity in the sense of β λn M c 0 = 0 with probability tending to 1 as n → ∞, and (2) consistency under the L ∞ loss. This property is weaker than the oracle property introduced by Fan and Li (2001) . As mentioned before, we condition on the n × p design matrix X.
We use the p λ penalty in the class satisfying Condition 1 and make the following assumptions on the deterministic design matrix X and the distribution of the noise vector ε in the linear model (1).
ρ ′ (c 0 b 0 ) ] for some C, c 0 ∈ (0, 1), b 0 = min j∈M 0 |β 0,j |, and · ∞ denotes the matrix ∞-norm.
Here and below, ρ is associated with regularization parameter λ n defined in (38) unless specified otherwise.
Condition 3. ε ∼ N (0, σ 2 I n ) for some σ > 0.
When X M 0 is orthonormal, the left-hand side of (35) becomes X T M c 0 X M 0 ∞ , the maximum absolute sum of covariances between a noise variable and all s true variables. Condition (35) constrains its growth rate. By the concavity of ρ in Condition 1, ρ ′ (t) is decreasing in t ∈ [0, ∞) and thus the ratio ρ ′ (0+)/ρ ′ (c 0 b 0 ) is always no less than one. When the L 1 penalty is used, C 2n ∈ [0, C] and Condition 2 reduces to the condition in Zhao and Yu (2006) and Wainwright (2006) .
Condition 2 is an assumption on design matrix X. If we work with random design, we can calculate the probability that Condition 2 holds by using the results from, for example, the random matrix theory. The Gaussian assumption in Condition 3 can be relaxed to other light-tailed distributions so that we can derive similar exponential probability bounds. 
where D 1n = max j∈M 0 x j 2 , D 2n = max j∈M c 0 x j 2 and X = (x 1 , . . . , x p ). Let u n ∈ (0, ∞) satisfy lim n→∞ u n = ∞, λ n ≤ λ n , and
where As seen later, we need the condition λ n ≤ λ n to ensure the existence of a desired regularization parameter λ n = λ n . Condition (37), which always holds when κ 0 = 0, is needed to ensure condition (33).
Theorem 4 (Weak oracle property). Assume that p λ in (4) satisfies Condition 1, Conditions 2-4 hold and p = o(u n e u 2 n /2 ). Then there exists a regularized least squares estimator β λn with regularization parameter λ n = λ n defined in (38) such that with probability at least 1 − 2 √ π pu −1 n e −u 2 n /2 , β λn satisfies:
We make some remarks on Theorem 4. In view of lim n→∞ u n = ∞ in Condition 4, the dimensionality p is allowed to grow up exponentially fast with u n . If κ 0 in (37) is of a small order, u n can be allowed to be o(n γ ) and thus log p = o(n 2γ ). The diverging sequence (u n ) also controls the rate of the exponential probability bound. From Theorem 4, we see that with asymptotic probability one the L ∞ estimation loss of β λn is bounded above by h 1 + h 2 , where
The second term h 2 is associated with the penalty function ρ. For the L 1 penalty, the ratio ρ ′ (c 0 b 0 )/ρ ′ (0+) is equal to one, and for other concave penalties, as mentioned before, this ratio can be (much) smaller than one. This is consistent with the fact shown by Fan and Li (2001) that concave penalties can reduce the biases of estimates.
In the classical setting of D 1n , D 2n = O( √ n) and C 1n = O(n −1 ), we have γ = 1/2 since ρ ′ (c 0 b 0 )/ρ ′ (0+) ≤ 1 by Condition 1 and thus the consistency rate of β λn under the L 2 norm becomes O P ( √ sn −1/2 u n ), which is slightly slower than O P ( √ sn −1/2 ). This is because it is derived by using the L ∞ loss of β λn in Theorem 4(b). The use of the L ∞ norm is due to the technical difficulty of proving the existence of a solution to the nonlinear equation (31). We conjecture that by considering the L 2 norm directly, one can obtain the consistency rate O P ( √ sn −1/2 ).
4.3.
Choice of ρ a penalty. Theorem 4 gives one characterization of the role of penalty functions in regularized least squares for model selection in (1). Let us now consider the penalties ρ a introduced in Section 2.2. We fix the diverging sequence (u n ) in Theorem 4 and see how the parameter a ∈ (0, ∞] influences the performance of the ρ a -regularized least squares method.
In view of (11), we have
Thus (35) in Condition 2 becomes less restrictive as a → 0+. In view of (39) by Theorem 4, the upper bound on the L ∞ estimation loss of the ρ a -regularized least squares estimator β λn decreases to h 1 as a approaches 0. However, in view of (12), the maximum concavity of ρ a increases to ∞ as a → 0+. This suggests that the computational difficulty of solving the ρ a -regularized least squares problem (4) may increase as a approaches 0. In practical implementation, we can adaptively choose a using the data, for example, the cross-validation method.
5. Implementation. In this section, we discuss algorithms for solving regularization problems with ρ a penalty. Specifically, the ρ a -regularization problem (3) for sparse recovery in (2), and the ρ a -regularized least squares problem (4) for model selection in (1).
SIRS algorithm for sparse recovery. For any
. . , p. We propose the sequentially and iteratively reweighted squares (SIRS) algorithm for solving (3) with ρ a penalty. SIRS uses the method of iteratively reweighted squares and iteratively solves the ρ-regularization problem (3) with the weighted L 2 penalty ρ(β) = β T Γβ, where
for some γ, 0 −1 = ∞ and 0 · ∞ = 0. It sequentially searches for a good initial value that leads to β 0 . Pick a level of sparsity S, the number of iterations L, the number of sequential steps M ≤ S and a small constant ǫ ∈ (0, 1). SIRS algorithm.
) and ℓ ← ℓ + 1.
4. Repeat step 3 until convergence or ℓ = L + 1. Denote by β the resulting p-vector. 5. If β 0 ≤ S, stop and return β. Otherwise, set k ← k + 1 and repeat steps 2-4 with
In practice, we can set a small tolerance level for convergence and apply a hard thresholding with a sufficiently small threshold to β to generate sparsity in step 4. The small constant ǫ ∈ (0, 1) is introduced to leverage the scoring of variables with indices in M 0 = supp(β 0 ) by suppressing the noise variables. Through numerical implementations, we have found that SIRS is robust to the choice of ǫ. SIRS algorithm stops once it finds a sufficiently sparse solution to (2). We use a grid search method to select the optimal parameter a of penalty ρ a that produces the sparsest solution.
5.1.1. Justification. It is nontrivial to derive the convergence of SIRS algorithm analytically. In all our numerical implementations, we have found that it always converges. In this section, we give a partial justification of SIRS.
For each given β (ℓ−1) , step 3 of SIRS solves the ρ-regularization problem (3) with the weighted L 2 penalty ρ(β) = β T Γβ, where Γ is given by −1) ). This can be easily shown by Proposition 1 and the iden- −1) ). Thus the two penalties agree at β = β (ℓ−1) . Quadratic approximations have been used in many iterative algorithms such as LQA in Fan and Li (2001) .
The following proposition characterizes lim ℓ→∞ β (ℓ) when it exists.
Proposition 2. (a) If lim ℓ→∞ β (ℓ) exists, then it is a fixed point of the functional F : A → A,
where A = {β ∈ R p : y = Xβ} and Γ(γ) denotes Γ given by D = D(γ).
(b) β 0 is always a fixed point of the functional F .
(c) Assume that p > n, spark(X) = n + 1 and β 0 0 < (n + 1)/2. Then for any fixed point β of the functional F , we have β = β 0 or β 0 > (n + 1)/2. 5.1.2. Computational complexity. We now discuss the computational complexity of the SIRS algorithm. We first consider the case of p ≥ n. Note that DX T (XDX T ) + y = lim λ→0+ DX T (λI n + XDX T ) −1 y. Thus in step 3, we can avoid calculating the generalized matrix inverse and only need to calculate the p-vector DX T (λI n + XDX T ) −1 y for a fixed sufficiently small λ ∈ (0, ∞). Since the p × p matrix D is diagonal, the computational complexity of λI n + XDX T is O(n 2 p). It is known that inverting an n × n matrix is of computational complexity O(n 3 ). This shows that the computational complexity of (λI n + XDX T ) −1 is O(n 2 p) since p ≥ n. Then it is easy to see that step 3 has computational complexity O(n 2 p). Similarly, when p ≤ n we can derive that step 3 has computational complexity O(np 2 ) by using the identity v(β) = D 1/2 (D 1/2 X T XD 1/2 ) + D 1/2 X T y, which equals lim λ→0+ D 1/2 (λI p + D 1/2 X T XD 1/2 ) −1 D 1/2 X T y. Therefore, the computational complexity of the main step, step 3, of the SIRS algorithm is O(np(n ∧ p)), which is the same as that of the LARS algorithm [Efron et al. (2004) ] for model selection. For given number of iterations L and number of sequential steps M , SIRS has computational complexity O(np(n ∧ p)LM ). We would like to point out that SIRS stops at any sequential step once it finds a sufficiently sparse solution to (2). 5.2. Model selection. Efficient algorithms for solving the regularized least squares problem (4) include the LQA proposed by Fan and Li (2001) and LLA introduced by Zou and Li (2008) . In this paper we use LLA to solve (4) with ρ a penalty. For a fixed regularization parameter λ n , LLA iteratively solves (4) by using local linear approximations of
Then LLA solves the weighted lasso (L 1 -regularized least squares)
We use a grid search method to tune the parameter a of penalty ρ a .
Numerical examples.
6.1. Simulation 1. In this example, we demonstrate the performance of ρ a penalty in sparse recovery. We simulated 100 data sets from (2) with (s, n, p) = (7, 35, 1000), M 0 = {1, 2, . . . , 7} and β 0,M 0 = (1, −0.5, 0.7, −1.2, −0.9, 0.3, 0.55) T , for each of three levels of correlation r. Let Γ r be a p × p matrix with diagonal elements being 1 and off-diagonal elements being r. We chose r = 0, 0.2 and 0.5. The rows of X were first sampled as i.i.d. copies from N (0, Γ r ) and then each of its columns was rescaled to have unit L 2 norm.
As discussed in Section 5.1, we implemented ρ a regularization (3) using SIRS algorithm. We set S = ⌈ n 2 ⌉, ǫ = p −1 and M = S. The parameter a was chosen to be in {0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.6, 1, 2, 5}. For a comparison, we also implemented the L 1 regularization (3), which can easily be recast as a linear program. The optimal SICA refers to the method that tunes parameter a of ρ a penalty by selecting the one that generates the sparsest solution. Since sparse recovery can be formulated as model selection, we also implemented ρ a -regularized least squares (4) using LLA algorithm with parameters λ and a tuned by cross-validation, and compared it with SIRS. Table 1 shows the comparison results. We see that ρ a with finite a and optimal SICA significantly outperformed L 1 . As a gets larger, the performance of ρ a approaches that of L 1 . When a approaches zero, the success percentage first increases and then decreases. This suggests that the computational difficulty increases for very small a. 6.2. Simulation 2. In this example as well as the next two ones, we demonstrate the performance of ρ a penalty in model selection. The data were generated from model (1). We set (n, p) = (100, 50) and chose the true regression coefficients vector β 0 by setting M 0 = {1, 2, . . . , 7} and β 0,M 0 = (1, −0.5, 0.7, −1.2, −0.9, 0.3, 0.55) T . The number of simulations was 100. For each simulated data set, the rows of X were sampled as i.i.d. copies from N (0, Σ 0 ) with Σ 0 = (0.5 |i−j| ) i,j=1,...,p , and ε was generated independently from N (0, σ 2 I n ). Two noise levels σ = 0.3 and 0.5 were considered. We compared SICA with lasso, SCAD and MCP. Lasso was implement by LARS algorithm, and SCAD, MCP and SICA were implemented by LLA algorithm. The regularization parameters λ and a were selected by using a grid search method based on BIC, following Wang, Li and Tsai (2007) .
Three performance measures were employed to compare the four methods. The first measure is the prediction error (PE) defined as E(y − x T β) 2 , where β is the estimated coefficients vector by a method and x is an independent test point. The second measure, #S, is the number of selected variables in the final model by a method in a simulation. The third one, FN, measures the number of missed true variables by a method in a simulation.
In the calculation of PE, an independent test sample of size 10,000 was generated. All four methods had median FN = 0. Table 2 and Figure 3 summarize the comparison results given by PE and #S. Table 1 Success percentages of L1, ρa with different a and optimal SICA (with a tuned) in recovering β 0 under three levels of correlation r in Simulation 1, where (s, n, p) = (7, 35, 1000) 6.3. Simulation 3. The setting of this example is the same as that of Simulation 2, except that (n, p) = (100, 600) and σ = 0.1, 0.3. Since p is larger than n, BIC breaks down in the tuning of λ and a. Thus we used five-fold cross-validation based on prediction error to select the tuning parameters. All four methods had median FN = 0. Table 3 and Figure 4 summarize the comparison results given by PE and #S. The boxplots of lasso are truncated to make it easier to view.
6.4. Real data analysis. In this example, we apply SICA to the diabetes dataset, which was studied by Efron et al. (2004) . This dataset contains 10 baseline variables: age (age), sex (sex), body mass index (bmi), average blood pressure (bp) and 6 blood serum measurements (tc, ldl, hdl, tch, ltg, glu) for n = 442 diabetes patients, as well as the response variable, a quantitative measure of disease progression one year after baseline. We implemented lasso, SCAD, MCP and SICA. Five-fold cross-validation was used to select the tuning parameters. All four methods excluded variable hdl in their final models. Lasso selected the remaining 9 variables, whereas SCAD, MCP and SICA all selected the same 6 variables. The estimated coefficients by different methods are shown in Table 4 . For a comparison, we also included the adjusted R 2 and average prediction error in five-fold crossvalidation for each method in Table 4 . We see that SCAD, MCP and SICA performed similarly on this real dataset, while lasso produced a different model.
Proofs.
7.1. Proof of Proposition 1. Let X = UDV be a singular value decomposition of X, where U and V are, respectively, n × n and p × p orthogonal 
This completes the proof.
where U ǫ = {X M 0 Q −1 sgn(v) : v ∈ V ǫ } and V ǫ = j∈M 0 {t : |t − β 0,j | < ǫ}. Second, for any ǫ ∈ (0, min j∈M 0 |β 0,j |), U ǫ contains a single point u 0 = X M 0 Q −1 sgn(β 0,M 0 ).
7.5. Proof of Theorem 4. We will prove that under the given regularity conditions, there exists a solution β λn ∈ R p to (31)- (33) with M λn = supp( β λn ) = M 0 . Consider events
where D 1n and D 2n are defined in Condition 4. Let ξ = (ξ 1 , . . . , ξ p ) T = X T ε. It follows from the definitions of D 1n and D 2n that
and
where X = (x 1 , . . . , x p ). Since ε ∼ N (0, σ 2 I n ) by Condition 3, we see that for each j = 1, . . . , p, ξ j has a N (0, x j 2 2 σ 2 ) distribution. Thus an application of the classical standard Gaussian tail probability bound and Bonferroni's inequality gives P (E 1 ∩ E 2 ) ≥ P (F 1 ∩ F 2 ) ≥ 1 − [P (F where s = β 0 0 and V is a standard Gaussian random variable. Hereafter we condition on the event E 1 ∩ E 2 . Under this event, we will show the existence of a solution β λn ∈ R p to (31)-(33) with sgn( β λn ) = sgn(β 0 ) and
By Condition 4, we have λ n ≤ λ n , where
Let λ n be in the interval [λ n , λ n ]. Since y = Xβ 0 + ε by (1), (31) and (32) with M λn = M 0 becomes
