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ONE-DIMENSIONAL DIATOMIC VLASOV-POISSON SYSTEM WITH
OSCILLATORY MOLECULAR BONDS
SUN-HO CHOI AND SEOK-BAE YUN
Abstract. In this paper, we derive a Vlasov type kinetic model for diatomic plasma in which each
ion consists of two atoms bonded through an oscillatory intermolecular force given by a singular
Hooke potential. We then consider the existence and uniqueness of the classical solution to the
proposed model. A careful analysis of the oscillatory behavior of atoms near singular points of the
Hooke potential is carried out to extend the local-in-time solution to the global solution.
1. Introduction
It is well known that the presence of strong magnetic fields causes significant changes in important
transport coefficients for polyatomic molecules due to the precession of magnetic moments in the
polyatomic molecules (i.e., the Senftleben-Beenakker effect [13, 17]). Considering that the control of
plasma dynamics is often realized through the use of magnetic fields [1], this suggests that the internal
structure of the molecules must be taken into consideration to better understand plasma. Another
well-known feature of polyatomic gases is the complicated relation of the specific heat capacity
with the temperature compared to that of monatomic gases. At relatively low temperatures, a
polyatomic gas behaves like a monatomic gas, but as the temperature rises, the rotational modes
and vibrational modes are excited and the specific heat capacity increases accordingly, resulting in
a step-wise temperature-capacity relation.
These considerations indicate the need for a polyatomic version of the kinetic model for dilute
polyatomic plasma. However, unlike Boltzmann type or BGK type polyatomic kinetic equations,
whose first models can be traced back to 1894 [5] (See [6]), Vlasov type equations modelling poly-
atomic plasma have never been suggested in the literature, to the best of our knowledge.
In the current work, as an initial step toward modelling such a kinetic model for polyatomic
plasma, we introduce a variable extended Vlasov-Poisson equation describing the evolution of the
statistical distribution of diatomic plasma in a one-dimensional configuration. This oversimplifies
the situation, but can be justified when the plasma are aligned in a strong magnetic field. We note
that Degond and Liu have studied the variable extended Vlasov equation to describe the motion
of dumbbell-like polymers [7], and they also considered the hydrodynamic limit problem for the
polymer model. We also refer to [4] for statistical mechanics approaches.
1.1. Vlasov-Poisson system for diatomic molecules with oscillatory bonds. We now derive
our model describing the dynamics of plasma consisting of diatomic molecules, where oscillatory
bonds are formed between the atoms in the molecules. Let x and v denote the center of mass of the
linear molecule and the translational velocity of the molecule, respectively. We also introduce ω to
denote the relative distance of the atom in the molecule from the center of mass of the molecule,
and η to denote the relative rate of change of the distance of the atom from the center of mass.
Key words and phrases. Vlasov-Poisson equation, diatomic molecules, oscillatory bonding force, polyatomic plasma,
global existence.
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In view of this, we introduce the distribution function defined on the phase space of (x, v, ω, η) ∈
×R× R× (0, ǫ)× R at time t ≥ 0. To present our model, we first introduce the local density:
ρ(t, x) =
∫
R×(0,ǫ)×R
2f(t, x, v, ω, η)dvdωdη,
and the strength of fields that each atom in the molecule at the position x ∈ R experiences is given
by:
F (t, x) = −
1
2
{∫ x
−∞
ρ(t, y)dy −
∫ ∞
x
ρ(t, y)dy
}
.
We then postulate that the dynamics of the molecules in the plasma is determined by the following
factors.
(1) The translational motion of the center of mass is caused the net effect of fields on the atoms
in the molecules;
dx
dt
= v,
dv
dt
= F (t, x− ω) + F (t, x+ ω).
(2) The change of displacement of each atom with respect to the center of mass is explained by
the combined effect of stretching due the external force differences and oscillatory bonding
forces;
dω
dt
= η,
dη
dt
= {F (t, x− ω)− F (t, x+ ω)}+ Fh(ω).
The situation we want to model by the oscillatory bonding forces is that atoms attract each other
when they are far apart so that the atoms can be combined to form a molecule, but repel when they
come too close together to keep it from collapsing. For simplicity, we assume throughout this paper
that the oscillatory force Fh(ω) : (0, ǫ)→ R satisfies:
(H1) Fh(ω) is monotone decreasing,
such that Fh(ω)→∞ as ω → 0+ and Fh(ω)→ −∞ as ω → ǫ−.
(H2) Fh(ǫ/2) = 0.
(H3) Symmetry of Fh(ω): Fh(ω) is an odd function with respect to ω = ǫ/2.
(H4) Convexity of Fh(ω): Fh(ω) is convex on (0, ǫ/2) and concave on (ǫ/2, ǫ).
For technical reasons, we also assume that Fh(ω) is a C2-function. One such example is given by
Fh(ω) = − tan
π
ǫ
(
ω −
ǫ
2
)
.
The corresponding one-dimensional diatomic Vlasov-Poisson system with oscillatory molecular
bonds reads
(pV P )


∂tf + v∂xf + F
+∂vf + η∂ωf + (F
− + Fh)∂ηf = 0,
F±(t, x, ω) = ∂xφ(t, x + ω)± ∂xφ(t, x − ω),
Fh = Fh(ω),
− ∂2xϕ(t, x) = ρ, ρ(t, x) =
∫
R
∫
(0,ǫ)
∫
R
2fdvdωdη,
f(0, x, v, ω, η) = f0(x, v, ω, η) ≥ 0.
(1.1)
Here, f = f(t, x, v, ω, η) denotes the particle distribution function at time t ≥ 0 on a phase point
(x, v, ω, η) in (x, v) ∈ R × R and (ω, η) ∈ (0, ǫ) × R. The force fields that cause translational and
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vibrational motions are given by
ρ(t, x) =
∫
R×(0,ǫ)×R
2f(t, z)dvdωdη,
F (t, x) = −
1
2
{∫ x
−∞
ρ(t, y)dy −
∫ ∞
x
ρ(t, y)dy
}
,
F±(t, x, ω) = F (t, x+ ω)± F (t, x− ω).
1.2. Main theorem. We present our main result on existence of the global in time solution for
(1.1). We first need to set up some notational conventions.
Notation:
• We denote the whole phase space by
D = R× R× (0, ǫ)× R.
• Let f and ρ be nonnegative real valued functions defined on the whole phase space (x, v, ω, η) ∈
D and the one-dimensional real line R, respectively. Then, we set
‖f(t)‖Lpz =
(∫
R
∫
R
∫
(0,ǫ)
∫
R
|f(t, x, v, ω, η)|pdηdωdvdx
)1/p
,
‖ρ(t)‖Lpx =
(∫
R
|ρ(t, x)|pdx
)1/p
,
for p ≥ 1.
• For measurable functions f(t, x, v, ω, η), F (t, x) and F±(t, x, ω), we define
‖f(t)‖L∞z = ess sup
(x,v,ω,η)∈D
|f(t, x, v, ω, η)|,
‖F (t)‖L∞x = ess sup
x∈R
|F (t, x)|,
‖F±(t)‖L∞x,ω = ess sup
(x,ω)∈R×R
|F±(t, x, ω)|.
We are ready to state our main theorem:
Theorem 1.1. Let D = R × R × (0, ǫ) × R and f˚ ∈ C1c (D) be a nonnegative function. Then
there exists a unique classical solution f(t, x, v, ω, η) ∈ C1((0,∞)×D) to (1.1). Moreover, f(t) has
compact support for all t ∈ (t,∞) and f(t) ≥ 0, and
‖f(t)‖Lpz = ‖f˚‖Lpz , t ≥ 0
for p ≥ 1 or p =∞.
For the local existence and uniqueness, we use a standard iteration argument with compactly
supported initial data. For the extension of this local solution to the global one, the main concern is
whether a particle trajectory reaches a singular point of the Hooke potential at a finite time t > 0.
Therefore, we need to carefully estimate the distance between two atoms in a diatomic molecule.
Since the corresponding particle trajectory is non-autonomous and its motion is oscillatory, it is
difficult to obtain such estimates. The main idea for overcoming this difficulty is to divide the
time region into a chaotic region and an almost autonomous region. More precisely, we compare
the strength of the stretching force exerted on the atom from the field F− with the strength of
the stretching force that comes from the oscillatory potential Fh, and then divide the time interval
into the region in which the strengths of F− and Fh are comparable (i.e., the chaotic region) and
the region where the autonomous oscillatory forces dominates (i.e., the almost autonomous region).
In the almost autonomous region, sharp estimates on the relative velocities of atoms are available
through a descriptive analysis of the oscillatory motions of the atoms due to the almost autonomous
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nature of the system. Although this is not the case for the chaotic region, we only need a rough
estimate in this region. By estimating the time duration for each case, we obtain the global existence
result without any smallness assumption.
Before we close this introduction, we briefly mention a historical remark on the Cauchy prob-
lem of the monatomic Vlasov-Poisson system. Ukai and Okabe [18] studied the global existence
and uniqueness for the two-dimensional case with a small initial data assumption. Horst-Hunze-
Neunzert [9] proved the existence of the weak solution for the three-dimensional system. Batt [3]
and Bardos-Degond [2] obtained the existence of symmetric classical solutions and small initial data
solutions, respectively. After their works, Lions-Perthame [14] and Pfaffelmoser [15] independently
obtained the global-in-time solution for three-dimensional large data. We also refer to [8, 10, 11, 12]
for the initial boundary value problems. To the best of our knowledge, we are not aware of any
existence results on polyatomic Vlasov equations.
This paper is organized as follows. In Section 2, we consider a solution of the linear diatomic
Vlasov equation via a standard particle trajectory argument. In Section 3, we provide the local
existence, uniqueness and continuation principle of the solution to the diatomic Vlasov-Poisson
system. In Section 4, we present estimates for the oscillatory variables Ω and H . Finally, Section 5
is devoted to the proof of our global existence result.
2. Particle trajectory and linear Vlasov equation
We consider F+(t, ·, ·) and F−(t, ·, ·) as given vector fields with Lipschitz continuity. We assume
that Fh satisfies conditions (H1)-(H4) in Section 1. Let f = f(t, x, v, ω, η) be the solution to the
following linear diatomic Vlasov (ldV) equation.
(ldV )


∂tf + v∂xf + F
+∂vf + η∂ωf + (F
− + Fh)∂ηf = 0,
Fh = Fh(ω),
f(0, x, v, ω, η) = f0(x, v, ω, η) ≥ 0.
(2.1)
In this part, we study particle trajectories generated by (v, F+(x, ω), η, F−(x, ω) + Fh(ω)) on
(x, v) ∈ R×R and (ω, η) ∈ (0, ǫ)×R. From the particle trajectories, we derive the solution formula
for the linear diatomic Vlasov equation and obtain its measure preserving property.
We fix t ∈ R+ and let z = [x, v, ω, η]. We define the particle trajectory (PT) by
[X(s; t, z), V (s; t, z)] = [X(s; t, x, v, ω, η), V (s; t, x, v, ω, η)]
and
[Ω(s; t, z), H(s; t, z)] = [Ω(s; t, x, v, ω, η), H(s; t, x, v, ω, η)]
passing through (x, v) and (ω, η) at time t, respectively, satisfying the following the ordinary differ-
ential equation (ODE) system:
(PT )


d
ds
X(s; t, z) = V (s; t, z),
d
ds
V (s; t, z) = F+(s,X(s; t, z),Ω(s; t, z)),
d
ds
Ω(s; t, z) = H(s; t, z),
d
ds
H(s; t, z) = F−(s,X(s; t, z),Ω(s; t, z)) + Fh(Ω(s; t, z)),
(2.2)
subject to the initial data
X(t; t, z) = x ∈ R and V (t; t, z) = v ∈ R,
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and
Ω(t; t, z) = ω ∈ (0, ǫ) and H(t; t, z) = η ∈ R,
where F+(s, ·, ·) and F−(s, ·, ·) are given vector fields and Fh(·) is a given Hooke potential function.
Then, for the solution Z(s; t, z) = [X(s; t, z), V (s; t, z),Ω(s; t, z), H(s; t, z)] to the ODE system
(2.2), the following relation holds:
d
ds
f(s, Z(s; t, z)) = ∂tf + v · ∂xf + F
+ · ∂vf + η · ∂ωf + (F
− + Fh) · ∂ηf = 0.
Thus, similar to the classical monatomic Vlasov equation, we have
f˚(Z(0; t, z)) = f(0, Z(0; t, z)) = f(t, Z(t; t, z)) = f(t, x, v, ω, η).
For z = [x, v, ω, η], we can calculate det ∂Z/∂z(s; t, z) as
det
∂Z
∂z
(t; t, z) = 1
and
d
ds
det
∂Z
∂z
(s; t, z) = ∂z ·G(s, Z(s; t, z)) det
∂Z
∂z
.
Note that
G(x, v, ω, η) = [v, F+(s, x, ω), η, F−(s, x, ω) + Fh(ω)].
Since the vector field G is divergence-free, which is the same as in the classical monatomic Vlasov
case, the measure preserving property also holds.
From this measure preserving property, we have∫
fp(t, x, v, ω, η)dxdvdωdη =
∫
fp(0, Z(0; t, z))dxdvdωdη
=
∫
fp(0, Z(0; t, z)) det
∂Z
∂z
(0; t, z)dxdvdωdη
=
∫
fp(0, x, v, ω, η)dxdvdωdη.
We summarize the results in this section as follows.
Proposition 2.1. Let f be the solution to (2.1) for given vector fields F±, Fh, and
Z(s; t, z) = [X(s; t, z), V (s; t, z),Ω(s; t, z), H(s; t, z)]
be the solution to the ODE system (2.2). We assume that Ω(s; t, z) ∈ (0, ǫ) on 0 ≤ s, t ≤ T .
Then the solution f to (2.1) satisfies
f(t, x, v, ω, η) = f˚(Z(0; t, z)),
and
‖f(t)‖Lpz = ‖f˚‖Lpz , for 0 < t < T,
where p ≥ 1 or p =∞.
3. Local existence
In this part, we consider the local existence of the solution to (1.1). We will follow the standard
argument in [16]. Let f˚(z) = f(0, z) ∈ C1c (R × R × (0, ǫ) × R) with f(0, z) ≥ 0. Thus, there exist
P˚ x, P˚ v, ˚Pω± and P˚ η such that
f(0, z) = 0, |x| ≥ P˚ x or |v| ≥ P˚ v or 0 < ω ≤ ˚Pω− or ǫ > ω ≥ ˚Pω+ or |η| ≥ P˚ η. (3.1)
We will use a well-known iterative scheme to obtain the local existence result. First, we define f0
as follows.
f0(t, z) = f(0, z) = f˚(z), t ≥ 0.
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For a given fn ∈ C
1
c ([0,∞)× R× R× (0, ǫ)× R), we define fn+1 inductively as follows.
Let ρn and F
±
n be the mass density and force fields for the given phase distribution fn satisfying
ρn(t, x) =
∫
R×(0,ǫ)×R
2fn(t, z)dvdωdη,
Fn(t, x) =
1
2
( ∫ ∞
x
ρn(t, y)dy −
∫ x
−∞
ρn(t, y)dy
)
,
F±n (t, x, ω) = Fn(t, x+ ω)± Fn(t, x− ω),
(3.2)
and Fh = Fh(ω) is a given function satisfying conditions (H1)-(H4).
Then we define fn+1 as the solution to the following linear diatomic Vlasov equation:
∂tfn+1 + v∂xfn+1 + F
+
n ∂vfn+1 + η∂ωfn+1 + (F
−
n + F
h)∂ηfn+1 = 0,
subject to the initial data f(0, x, v, ω, η) = f˚(x, v, ω, η) ≥ 0. Then by Proposition 2.1 in Section 2,
we have the following solution formula:
fn+1(t, z) = f˚(Zn(0; t, z)), t ≥ 0, z = (x, v, ω, η),
where Zn(s; t, z) is the particle trajectory defined by
(PTn)


d
ds
Xn(s; t, z) = Vn(s; t, z),
d
ds
Vn(s; t, z) = F
+
n (s,Xn(s; t, z),Ωn(s; t, z)),
d
ds
Ωn(s; t, z) = Hn(s; t, z),
d
ds
Hn(s; t, z) = F
−
n (s,Xn(s; t, z),Ωn(s; t, z)) + F
h(Ωn(s; t, z)),
(3.3)
subject to the initial data
Xn(t; t) = x ∈ R and Vn(t; t) = v ∈ R,
and
Ωn(t; t) = ω ∈ (0, ǫ) and Hn(t; t) = η ∈ R.
Similar to fn, we inductively define the support boundaries corresponding to fn as
P x0 = P˚
x, P xn (t) := sup{|Xn−1(s, 0, z)| : z ∈ supp f˚ , 0 ≤ s ≤ t},
P v0 = P˚
v, P vn (t) := sup{|Vn−1(s, 0, z)| : z ∈ supp f˚ , 0 ≤ s ≤ t},
P η0 = P˚
η, P ηn (t) := sup{|Hn−1(s, 0, z)| : z ∈ supp f˚ , 0 ≤ s ≤ t},
and Pω±0 =
˚Pω±,
Pω−n (t) := inf{Ωn−1(s, 0, z) : z ∈ supp f˚ , 0 ≤ s ≤ t},
Pω+n (t) := sup{Ωn−1(s, 0, z) : z ∈ supp f˚ , 0 ≤ s ≤ t}.
3.1. Boundedness of Ω for small time 0 ≤ s ≤ t0: We assume that
Ωn(0; 0, z) = ω ∈ (0 + ǫ0, ǫ− ǫ0), x ∈ (−R,R), v ∈ (−R,R), and η ∈ (−R,R),
for some 0 < 2ǫ0 < ǫ and R > 0. Then we consider the following linear function depending on ǫ0:
G(x) =
2x− ǫ
ǫ0 − ǫ
Fh
( ǫ0
2
)
.
Then we have
|Fh(x)| ≤ |G(x)|, for
ǫ0
2
≤ x ≤ ǫ−
ǫ0
2
.
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Lemma 3.1. Let Zn(s; t, z) = [Xn(s; t, z), Vn(s; t, z),Ωn(s; t, z), Hn(s; t, z)] be the solution to (3.3)
and let 0 < 2ǫ0 < ǫ, n ∈ N and
Ωn(0; 0, z) = ω, Hn(0; 0, z) = η.
We a priori assume that
ǫ0
2
≤ Ωn(s; 0, z) ≤ ǫ−
ǫ0
2
(3.4)
and there is a positive constant C− > 0 such that
|F−(s,Xn(s; 0, z),Ωn(s; 0, z))| ≤ C−. (3.5)
Then we have
|Ωn(t; 0, z)|+ |Hn(t; 0, z)| ≤ e
C1t(|ω|+ |η|) + C2
eC1t − 1
C1
,
where C1 and C2 are constants depending on ǫ, ǫ0, C− and F
h.
Proof. From elementary calculation and the definition of particle trajectory, the following differential
inequalities hold:
d
ds
|Ωn(s; 0, z)| ≤ |Hn(s; 0, z)|,
d
ds
|Hn(s; 0, z)| ≤ |F
−(s,Xn(s; 0, z),Ωn(s; 0, z))|+ |F
h(Ωn(s; 0, z))|.
(3.6)
We now add both inequalities in (3.6) to obtain
d
ds
|Ωn(s; 0, z)|+
d
ds
|Hn(s; 0, z)| ≤ |Hn(s; 0, z)|+ |F
−(s,Xn(s; 0, z),Ωn(s; 0, z))|+ |F
h(Ωn(s; 0, z))|.
Note that by the assumption in (3.4),
|Fh(Ωn(s; 0, z))| ≤ |G(Ωn(s; 0, z))|.
Since we assume that |F−(s,Xn(s; 0, z),Ωn(s; 0, z))| ≤ C− in (3.5), we have
d
ds
|Ωn(s; 0, z)|+
d
ds
|Hn(s; 0, z)| ≤ |Hn(s; 0, z)|+ C− + |G(Ωn(s; 0, z))|
= |Hn(s; 0, z)|+ C− +
∣∣∣∣Fh
( ǫ0
2
)2Ωn(s; 0, z)− ǫ
ǫ0 − ǫ
∣∣∣∣
≤ |Hn(s; 0, z)|+ C− + 2
∣∣∣Fh(ǫ0
2
)∣∣∣
∣∣∣∣Ωn(s; 0, z)ǫ0 − ǫ
∣∣∣∣+
∣∣∣Fh( ǫ0
2
)∣∣∣
∣∣∣∣ ǫǫ0 − ǫ
∣∣∣∣.
For simplicity, we denote
C1 = C1(ǫ, ǫ0, F
h) = max
{
1, 2
∣∣∣∣F
h( ǫ02 )
ǫ0 − ǫ
∣∣∣∣
}
,
C2 = C2(ǫ, ǫ0, F
h) = C− +
ǫ
2
C1.
(3.7)
Using the notation, it follows that
d
ds
(|Ωn(s; 0, z)|+ |Hn(s; 0, z)|) ≤ C1(|Ωn(s; 0, z)|+ |Hn(s; 0, z)|) + C2, (3.8)
where C1 and C2 are the positive constants in (3.7).
We multiply both sides of (3.8) by e−C1s and integrate them over [0, s] to obtain
e−C1s(|Ωn(s; 0, z)|+ |Hn(s; 0, z)|)− (|Ωn(0; 0, z)|+ |Hn(0; 0, z)|) ≤ C2
∫ s
0
e−C1τdτ.
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This implies that
|Ωn(s; 0, z)|+ |Hn(s; 0, z)| ≤ e
C1s(|ω|+ |η|) + C2e
C1s
∫ s
0
e−C1τds
= eC1s(|ω|+ |η|) + C2
eC1s − 1
C1
.

Lemma 3.2. Let Zn(s; t, z) = [Xn(s; t, z), Vn(s; t, z),Ωn(s; t, z), Hn(s; t, z)] be the solution to (3.3)
and let 0 < 2ǫ0 < ǫ, n ∈ N and
Ωn(0; 0, z) = ω, Hn(0; 0, z) = η.
With the same assumptions of Lemma 3.1, we have
∣∣Ωn(s; 0, z)− Ωn(0; 0, z)∣∣ ≤ seC1s(|ω|+ |η|) + C2seC1s − 1
C1
,
where C1 and C2 are constants depending on ǫ, ǫ0, uniform upper bound of |F
−| and Fh.
Proof. By Lemma 3.1,
|Hn(s; 0, z)| ≤ e
C1s(|ω|+ |η|) + C2
eC1s − 1
C1
.
Note that
|Ωn(s; 0, z)− Ωn(0; 0, z)| =
∣∣∣
∫ s
0
Hn(τ ; 0, z)dτ
∣∣∣.
Thus,
|Ωn(s; 0, z)− Ωn(0; 0, z)| ≤ se
C1s(|ω|+ |η|) + C2s
eC1s − 1
C1
.

Proposition 3.3. Let Zn(s; t, z) = [Xn(s; t, z), Vn(s; t, z),Ωn(s; t, z), Hn(s; t, z)] be the solution to
(3.3). We assume that for some 0 < 2ǫ0 < ǫ and R > 0,
Ωn(0; 0, z) = ω ∈ [0 + ǫ0, ǫ− ǫ0] and Hn(0; 0, z) = η ∈ [−R,R].
Then there exists a small number t0 > 0 such that
ǫ0
2
≤ Ωn(s; 0, z) ≤ ǫ−
ǫ0
2
,
for all 0 ≤ s ≤ t0. Here t0 > 0 depends on R, ǫ, ǫ0, F
− and Fh.
Proof. Let C1 and C2 be constant defined in Lemma 3.1. Note that C1 and C2 depend on ǫ, ǫ0, F
−
and Fh. Assume that
ǫ0 ≤ ω ≤ ǫ− ǫ0, |η| ≤ R.
From elementary calculation, it follows that
lim
t→0
[
teC1t(ǫ +R) + C2t
eC1t − 1
C1
]
= 0,
which implies that there is a number t0 > 0 such that for 0 ≤ s ≤ t0,[
seC1s(ǫ +R) + C2s
eC1s − 1
C1
]
<
ǫ0
4
. (3.9)
Since the initial value Ωn(0; 0, z) satisfies
ǫ0 ≤ Ωn(0; 0, z) = ω ≤ ǫ− ǫ0,
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for each ω with fixed n ∈ N, there is tω > 0 such that
ǫ0
2
≤ Ωn(s; 0, z) ≤ ǫ−
ǫ0
2
, 0 ≤ s ≤ tω.
Let (0, Tω) be the maximal interval satisfying the above for given ω = Ωn(0; 0, z) ∈ [ǫ0, ǫ − ǫ0],
i.e.,
Tω = sup{tω :
ǫ0
2
≤ Ωn(s; 0, z) ≤ ǫ−
ǫ0
2
, 0 ≤ s ≤ tω}.
Claim: For any ω ∈ [ǫ0, ǫ− ǫ0], we have
inf
ω∈[ǫ0,ǫ−ǫ0]
Tω ≥ t0 > 0,
where t0 is defined as above. By way of contradiction, suppose not. Then there is an initial value
ω0 ∈ [ǫ0, ǫ− ǫ0] and η0 ∈ [−R,R] such that
Tω0 < t0.
On 0 ≤ s < Tω0 , by the definition of Tω,
ǫ0
2
≤ Ωn(s; 0, z) ≤ ǫ−
ǫ0
2
.
Lemma 3.2 implies that
|Ωn(s; 0, z)− Ωn(0; 0, z)| ≤ se
C1s(|ω0|+ |η0|) + C2s
eC1s − 1
C1
, on 0 ≤ s < Tω0 .
We note that
f(s) = seC1s(ǫ+R) + C2s
eC1s − 1
C1
is an increasing function.
Thus, on 0 ≤ s < Tω0 ,
|Ωn(s; 0, z)− Ωn(0; 0, z)| ≤ se
C1s(|ω0|+ |η0|) + C2s
eC1s − 1
C1
= f(s) ≤ f(Tω0).
By (3.9), we have
f(Tω0) ≤ f(t0) ≤
ǫ0
4
,
which implies that
|Ωn(s; 0, z)− Ωn(0; 0, z)| ≤
ǫ0
4
.
Therefore, on 0 ≤ s ≤ Tω0 ,
3ǫ0
4
= −
ǫ0
4
+ ǫ0 ≤ −
ǫ0
4
+ ω0 ≤ Ωn(s; 0, z) ≤
ǫ0
4
+ ω0 ≤
ǫ0
4
+ ǫ− ǫ0 = ǫ−
3ǫ0
4
.
Thus, we have
lim
s→Tω0−
Ωn(s; 0, z) ∈
[3ǫ0
4
, ǫ−
3ǫ0
4
]
.
This contradicts the definition of Tω0 . Therefore, we have proven that for any ω ∈ [ǫ0, ǫ− ǫ0],
Tω ≥ t0.
Thus, we obtain the desired result.

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3.2. Convergence: In this subsection, we prove the sequence fn converges uniformly on (0, t0),
where t0 > 0 is a small number defined as in Proposition 3.3.
Lemma 3.4. For given initial data f˚ , let Fn be the function defined in (3.2). Then
‖F±n (t)‖L∞x,ω ≤ 2‖f˚‖L1z .
Proof. By the measure preserving property in the previous section, the following holds
‖ρn‖L1x = ‖f˚‖L1z .
Therefore, we have
|Fn(t, x)| =
∣∣ ∫ x
−∞ ρn(t, y)dy −
∫∞
x ρn(t, y)dy
∣∣
2
≤
∫ x
−∞ ρn(t, y)dy +
∫∞
x ρn(t, y)dy
2
=
1
2
‖ρn‖L1x
= ‖f˚‖L1z .
Thus,
‖F±n (t)‖L∞x,ω ≤ 2‖f˚‖L1z .

Remark 3.5. Since
fn(t, z) = f˚(Zn−1(0; t, z)), t ≥ 0, z = (x, v, ω, η)
and we assume (3.1), we have
fn(t, z) = 0 for ω ≤ P
ω−
n−1(t) or ω ≥ P
ω+
n−1(t).
Lemma 3.6. For a given 0 < 2ǫ0 < ǫ, we assume that
Ωn(0; 0, z) = ω ∈ [0 + ǫ0, ǫ− ǫ0] and Hn(0; 0, z) = η ∈ [−R,R].
Let [Xn, Vn,Ωn, Hn] be the particle trajectory that satisfies (3.3) with fn, ρn, Fn in (3.2). Then∥∥∥∥∂Fn(t)∂x
∥∥∥∥
L∞x
≤ C, 0 ≤ t ≤ t0,
where t0 is a small number defined as in Proposition 3.3. Moreover,∥∥∥∂F+n (t)
∂x
∥∥∥
L∞x,ω
+
∥∥∥∂F+n (t)
∂ω
∥∥∥
L∞x,ω
+
∥∥∥∂F−n (t)
∂x
∥∥∥
L∞x,ω
+
∥∥∥∂F−n (t)
∂ω
∥∥∥
L∞x,ω
< C = C(f˚ , ǫ0), 0 ≤ t ≤ t0,
and on 0 ≤ t ≤ t0,
P v(t) ≤ R+ ‖f˚‖L1zt0
and
P η ≤ C(f˚ , ǫ0).
Proof. From equation (3.3) for the particle trajectory, we have
|Vn(t; 0, z)| ≤ |v|+
∫ t
0
‖F+n (τ)‖L∞x,ωdτ ≤ |v|+
∫ t
0
‖f˚‖L1zdτ ≤ R+ ‖f˚‖L1zt, (3.10)
and by the previous part, for the given small ǫ0 > 0, there is t0 > 0 such that for 0 ≤ t ≤ t0,
|Hn(t; 0, z)| ≤ C(f˚ , ǫ0) (3.11)
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and
ǫ0
2
≤ |Ωn(t; 0, z)| ≤ ǫ−
ǫ0
2
.
We claim that there is a constant C > 0 such that∥∥∥∥∂Fn(t)∂x
∥∥∥∥
L∞x
≤ C, 0 ≤ t ≤ t0.
By the definition of Fn, we have
∂Fn(t)
∂x
=
1
2
∂
∂x
(∫ x
−∞
ρn(t, y)dy −
∫ ∞
x
ρn(t, y)dy
)
= ρn(t, x). (3.12)
This implies∥∥∥∥∂Fn(t)∂x
∥∥∥∥
L∞x
≤ ‖ρn(t)‖L∞x
=
∥∥∥
∫ ∫ ∫
2fn(x, v, ω, η)dvdωdη
∥∥∥
L∞x
= 2
∥∥∥
∫ ∫ ∫
f˚(Zn(0; t, z))dvdωdη
∥∥∥
L∞x
= 2
∥∥∥
∫
|η|≤Pηn (t)
∫
(0,ǫ)
∫
|v|≤Pvn (t)
f˚(Zn(0; t, z))dvdωdη
∥∥∥
L∞x
≤ 8ǫP vn(t)P
η
n (t)‖f˚‖L∞z .
By (3.10) and (3.11), for 0 ≤ t ≤ t0 and n ∈ N,
P vn (t) ≤ R+ ‖f˚‖L1zt0
and
P ηn ≤ C(f˚ , ǫ0).
Therefore, ∥∥∥∥∂Fn(t)∂x
∥∥∥∥
L∞x
≤ C = C(f˚ , ǫ0), 0 ≤ t ≤ t0,
where the constant C depends on the initial data f˚ and ǫ0.
Since we defined F± as
F±n (t, x, ω) = Fn(t, x+ ω)± Fn(t, x− ω),
we obtain that if 0 ≤ t ≤ t0,∥∥∥∂F+n (t)
∂x
∥∥∥
L∞x,ω
+
∥∥∥∂F+n (t)
∂ω
∥∥∥
L∞x,ω
+
∥∥∥∂F−n (t)
∂x
∥∥∥
L∞x,ω
+
∥∥∥∂F−n (t)
∂ω
∥∥∥
L∞x,ω
< C = C(f˚ , ǫ0).

Lemma 3.7. Let [Xn, Vn,Ωn, Hn] be the solution to (3.3) and fn, ρn, Fn be defined as in (3.2). For
a given 0 < 2ǫ0 < ǫ, we assume that
Ωn(0; 0, z) = ω ∈ [0 + ǫ0, ǫ− ǫ0] and Hn(0; 0, z) = η ∈ [−R,R].
Then
|∂Xn(s; t, z)|+ |∂Vn(s; t, z)|+ |∂Ωn(s; t, z)|+ |∂Hn(s; t, z)| < C = C(f˚ , ǫ0), 0 ≤ s < t < t0,
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where t0 > 0 is a small number defined as in Proposition 3.3 and ∂ can be chosen as a differential
operator in
{
∂
∂x ,
∂
∂v ,
∂
∂ω ,
∂
∂η
}
. Moreover,
∥∥∥∂2F+n (t)
∂x2
∥∥∥
L∞x,ω
+
∥∥∥∂2F+n (t)
∂x∂ω
∥∥∥
L∞x,ω
+
∥∥∥∂2F+n (t)
∂ω2
∥∥∥
L∞x,ω
+
∥∥∥∂2F−n (t)
∂x2
∥∥∥
L∞x,ω
+
∥∥∥∂2F−n (t)
∂x∂ω
∥∥∥
L∞x,ω
+
∥∥∥∂2F−n (t)
∂ω2
∥∥∥
L∞x,ω
< C, on 0 ≤ s < t < t0.
Proof. Take the time derivatives of the particle trajectories to obtain
d
ds
∂Xn(s; t, z) = ∂Vn(s; t, z),
d
ds
∂Vn(s; t, z) = ∂xF
+
n (s,Xn(s; t, z),Ωn(s; t, z))∂Xn(s; t, z)
+∂ωF
+
n (s,Xn(s; t, z),Ωn(s; t, z))∂Ωn(s; t, z),
d
ds
∂Ωn(s; t, z) = ∂Hn(s; t, z),
d
ds
∂Hn(s; t, z) = ∂xF
−
n (s,Xn(s; t, z),Ωn(s; t, z))∂Xn(s; t, z)
+∂ωF
−
n (s,Xn(s; t, z),Ωn(s; t, z))∂Ωn(s; t, z) +
∂Fh
∂x
(Ωn(s; t, z))∂Ωn(s; t, z).
Note that by Lemma 3.6 and the result in Proposition 3.3,∥∥∥∂F+n (t)
∂x
∥∥∥
L∞x,ω
,
∥∥∥∂F+n (t)
∂ω
∥∥∥
L∞x,ω
,
∥∥∥∂F−n (t)
∂x
∥∥∥
L∞x,ω
,
∥∥∥∂F−n (t)
∂ω
∥∥∥
L∞x,ω
< C, 0 ≤ s < t < t0,
and
∂Fh
∂x
(Ωn(s; t, z)) < C, 0 ≤ s < t < t0.
By Gronwell’s lemma, we have
|∂Xn(s; t, z)|+ |∂Vn(s; t, z)|+ |∂Ωn(s; t, z)|+ |∂Hn(s; t, z)| < C, on 0 ≤ s < t < t0.
From this result with the argument used in the proof of Lemma 3.6, it follows that
∥∥∥∂2F+n (t)
∂x2
∥∥∥
L∞x,ω
+
∥∥∥∂2F+n (t)
∂x∂ω
∥∥∥
L∞x,ω
+
∥∥∥∂2F+n (t)
∂ω2
∥∥∥
L∞x,ω
+
∥∥∥∂2F−n (t)
∂x2
∥∥∥
L∞x,ω
+
∥∥∥∂2F−n (t)
∂x∂ω
∥∥∥
L∞x,ω
+
∥∥∥∂2F−n (t)
∂ω2
∥∥∥
L∞x,ω
< C, on 0 ≤ s < t < t0.

Lemma 3.8. Let fn, ρn, Fn be defined as in (3.2) and [Xn, Vn,Ωn, Hn] be the solution to (3.3). If
0 < 2ǫ0 < ǫ and
Ωn(0; 0, z) = ω ∈ [0 + ǫ0, ǫ− ǫ0] and Hn(0; 0, z) = η ∈ [−R,R],
then on 0 ≤ t ≤ t0,
|fn+1(t)− fn(t)|L∞z ≤ C(f˚ , ǫ0)
∫ t
0
|fn(τ) − fn−1(τ)|L∞z dτ,
where t0 > 0 is a small number defined as in Proposition 3.3.
Proof. Consider
|fn+1(t, z)− fn(t, z)| = |f˚(Zn(0; t, z))− f˚(Zn−1(0; t, z))| ≤ ‖∂f˚‖L∞z |Zn(0; t, z)− Zn−1(0; t, z)|.
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We have
|Xn(s; t, z)−Xn−1(s; t, z)| ≤
∫ t
s
|Vn(τ ; t, z)− Vn−1(τ ; t, z)|dτ, (3.13)
and
|Vn(s; t, z)− Vn−1(s; t, z)|
≤
∫ t
s
|F+n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
+
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))|dτ
=
∫ t
s
|F+n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))
+ F+n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
+
n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))
+ F+n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))− F
+
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))|dτ
≤
∫ t
s
|F+n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+
∫ t
s
|F+n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
+
n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))|dτ
+
∫ t
s
|F+n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))− F
+
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))|dτ
= : I1 + I2 + I3.
We can use Lemma 3.6 to obtain
I2 ≤ C
∫ t
s
|Ωn(τ ; t, z))− Ωn−1(τ ; t, z)|dτ,
and
I3 ≤ C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ.
This yields the following estimate:
|Vn(s; t, z)− Vn−1(s; t, z)|
≤
∫ t
s
|F+n (τ,Xn(τ ; t, z),Ωn(τ ; t, z)) − F
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+ C
∫ t
s
|Ωn(τ ; t, z))− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ.
(3.14)
Similarly, we have
|Ωn(s; t, z)− Ωn−1(s; t, z)| ≤
∫ t
s
|Hn(τ ; t, z)−Hn−1(τ ; t, z)|dτ, (3.15)
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and
|Hn(s; t, z)−Hn−1(s; t, z)|
≤
∫ t
s
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))
+ Fh(Ωn(s; t, z))− F
h(Ωn−1(s; t, z))|dτ
≤
∫ t
s
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))|dτ
+
∫ t
s
|Fh(Ωn(s; t, z))− F
h(Ωn−1(s; t, z))|dτ
:=J1 + J2.
From the result in Lemma 3.6, it follows that
J1 =
∫ t
s
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))
+ F−n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))
+ F−n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))− F
−
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))|dτ
≤
∫ t
s
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+
∫ t
s
|F−n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))|dτ
+
∫ t
s
|F−n−1(τ,Xn(τ ; t, z),Ωn−1(τ ; t, z))− F
−
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))|dτ
≤
∫ t
s
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+ C
∫ t
s
|Ωn(τ ; t, z))− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ.
Since ǫ0 ≤ Ωn(s; t, z) ≤ ǫ − ǫ0 on 0 ≤ s ≤ t ≤ t0, we have
J2 =
∫ t
s
|Fh(Ωn(τ ; t, z))− F
h(Ωn−1(τ ; t, z))|dτ
≤ C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ.
Therefore, we have
|Hn(s; t, z)−Hn−1(s; t, z)|
≤
∫ t
s
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+ C
∫ t
s
|Ωn(τ ; t, z))− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ.
(3.16)
We summarize the above argument of (3.13)-(3.16) as follows.
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If 0 ≤ t ≤ t0, then
|Xn(0; t, z)−Xn−1(0; t, z)|+ |Vn(0; t, z)− Vn−1(0; t, z)|
+|Ωn(0; t, z)− Ωn−1(0; t, z)|+ |Hn(0; t, z)−Hn−1(0; t, z)|
≤
∫ t
0
|F+n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+
∫ t
0
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+2C
∫ t
0
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ +
∫ t
0
|Vn(τ ; t, z)− Vn−1(τ ; t, z)|dτ
+2C
∫ t
0
|Ωn(τ ; t, z))− Ωn−1(τ ; t, z)|dτ +
∫ t
0
|Hn(τ ; t, z)−Hn−1(τ ; t, z)|dτ.
By Granwall’s lemma, we have
|Xn(0; t, z)−Xn−1(0; t, z)|+ |Vn(0; t, z)− Vn−1(0; t, z)|
+|Ωn(0; t, z)− Ωn−1(0; t, z)|+ |Hn(0; t, z)−Hn−1(0; t, z)|
≤ e(C+1)t0
∫ t
0
|F+n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ
+e(C+1)t0
∫ t
0
|F−n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
−
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ.
Note that
F±n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− F
±
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))
=
[
Fn(τ,Xn(τ ; t, z) + Ωn(τ ; t, z))− Fn−1(τ,Xn(τ ; t, z) + Ωn(τ ; t, z))
]
±
[
Fn(τ,Xn(τ ; t, z)− Ωn(τ ; t, z))− Fn−1(τ,Xn(τ ; t, z)− Ωn(τ ; t, z))
]
and
|Fn(τ, x)− Fn−1(τ, x)|
=
∣∣∣∣
∫ x
−∞
ρn(τ, y)dy −
∫∞
x
ρn(τ, y)dy
2
−
∫ x
−∞
ρn−1(τ, y)dy −
∫∞
x
ρn−1(τ, y)dy
2
∣∣∣∣
≤
1
2
∣∣∣∣
∫ x
−∞
[
ρn(τ, y)− ρn−1(τ, y)
]
dy −
∫ ∞
x
[
ρn(τ, y)− ρn−1(τ, y)
]
dy
∣∣∣∣
≤ ‖ρn(τ) − ρn−1(τ)‖L1x .
Thus, we have
|Xn(0; t, z)−Xn−1(0; t, z)|+ |Vn(0; t, z)− Vn−1(0; t, z)|
+|Ωn(0; t, z)− Ωn−1(0; t, z)|+ |Hn(0; t, z)−Hn−1(0; t, z)|
≤ 4e(C+1)t0
∫ t
0
‖ρn(τ) − ρn−1(τ)‖L1xdτ.
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This implies that
|Zn(0; t, z)− Zn−1(0; t, z)| ≤ 4e
(C+1)t0
∫ t
0
‖ρn(τ)− ρn−1(τ)‖L1xdτ
≤ 4e(C+1)t0P xn (t0)
∫ t
0
‖ρn(τ) − ρn−1(τ)‖L∞x dτ
≤ 8ǫe(C+1)t0P xn (t0)P
v
n (t0)P
η
n (t0)
∫ t
0
‖fn(τ)− fn−1(τ)‖L∞z dτ.
Thus, we have
|fn+1(t, z)− fn(t, z)| ≤ ‖∂f˚‖L∞z |Zn(0; t, z)− Zn−1(0; t, z)|
≤ ‖∂f˚‖L∞z 8ǫe
(C+1)t0P x(t0)P
v(t0)P
η(t0)
∫ t
0
‖fn(τ) − fn−1(τ)‖L∞z dτ.
By Lemma 3.6,
P xn (t0)P
v
n (t0)P
η
n (t0) ≤ C(f˚ , ǫ0).
Finally, we summarize the above calculations as follows.
If 0 ≤ t ≤ t0, then
|fn+1(t)− fn(t)|L∞z ≤ C(f˚ , ǫ0)
∫ t
0
|fn(τ) − fn−1(τ)|L∞z dτ.

Lemma 3.9. For a given 0 < 2ǫ0 < ǫ, we assume that
Ωn(0; 0, z) = ω ∈ [0 + ǫ0, ǫ− ǫ0] and Hn(0; 0, z) = η ∈ [−R,R].
Let [Xn, Vn,Ωn, Hn] be the particle trajectory that satisfies (3.3) with fn, ρn, Fn in (3.2). Then
on 0 ≤ t ≤ t0, we have
|∂Xn(s; t, z)− ∂Xn−1(s; t, z)|+ |∂Vn(s; t, z)− ∂Vn−1(s; t, z)|
+|∂Ωn(s; t, z)− ∂Ωn−1(s; t, z)|+ |∂Hn(s; t, z)− ∂Hn−1(s; t, z)|
≤ C
∫ t
s
‖ρn(τ) − ρn−1(τ)‖L∞x dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ,
where t0 is a small number defined as in Proposition 3.3.
Proof. Let ∂ be one of differential operators
{
∂
∂x ,
∂
∂v ,
∂
∂ω ,
∂
∂η
}
. Then by definition,
|∂Xn(s; t, z)− ∂Xn−1(s; t, z)| ≤
∫ t
s
|∂Vn(τ ; t, z)− ∂Vn−1(τ ; t, z)|dτ,
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|∂Vn(s; t, z)− ∂Vn−1(s; t, z)|
≤
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z) + ∂ωF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Ωn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Xn−1(τ ; t, z)
−∂ωF
+
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Ωn−1(τ ; t, z)|dτ
≤
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Xn−1(τ ; t, z)|dτ
+
∫ t
s
|∂ωF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Ωn(τ ; t, z)
−∂ωF
+
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Ωn−1(τ ; t, z)|dτ
:= K1 +K2.
For K1, we have
K1 =
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Xn−1(τ ; t, z)|dτ
=
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
+∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
+∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))∂Xn(τ ; t, z)
+∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Xn−1(τ ; t, z)|dτ.
Therefore,
K1 ≤
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)|dτ
+
∫ t
s
|∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)|dτ
+
∫ t
s
|∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))∂Xn(τ ; t, z)|dτ
+
∫ t
s
|∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn−1(τ ; t, z))∂Xn(τ ; t, z)
−∂xF
+
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Xn−1(τ ; t, z)|dτ
:= K11 +K12 +K13 +K14.
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By elementary calculation, we have
K11 =
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− ∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))| |∂Xn(τ ; t, z)|dτ
≤
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− ∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))| |∂Xn(τ ; t, z)|dτ
≤ C
∫ t
s
|∂xF
+
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))− ∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))|dτ.
Here we used the result in Lemma 3.7. Note that
∂xFn(t, x) = −ρn(t, x),
F±n (t, x, ω) = Fn(t, x+ ω)± Fn(t, x− ω).
Therefore,
∂
∂x
F±n = −ρn(t, x+ ω)∓ ρn(t, x − ω),
and this implies that
K11 ≤ C
∫ t
s
‖ρn(τ) − ρn−1(τ)‖L∞x dτ.
For K12,
K12
=
∫ t
s
|∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))− ∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn(τ ; t, z))| |∂Xn(τ ; t, z)|dτ
≤ C
∫ t
s
|∂xF
+
n−1(τ,Xn(τ ; t, z),Ωn(τ ; t, z))− ∂xF
+
n−1(τ,Xn−1(τ ; t, z),Ωn(τ ; t, z))|dτ
≤ C
∫ t
s
‖∂x∂xF
+
n−1‖L∞x,ω |Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ.
By Lemma 3.7, we have
K12 ≤ C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ.
For K13, similarly,
K13 ≤ C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ.
Clearly,
K14 ≤ C
∫ t
s
|∂Xn(τ ; t, z)− ∂Xn−1(τ ; t, z)|dτ.
Therefore,
K1 ≤ C
∫ t
s
‖ρn(τ)− ρn−1(τ)‖L∞x dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|∂Xn(τ ; t, z)− ∂Xn−1(τ ; t, z)|dτ.
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By a similar method,
K2 ≤ C
∫ t
s
‖ρn(τ) − ρn−1(τ)‖L∞x dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|∂Ωn(τ ; t, z)− ∂Ωn−1(τ ; t, z)|dτ.
Thus, we have
|∂Vn(s; t, z)− ∂Vn−1(s; t, z)|
≤ C
∫ t
s
‖ρn(τ) − ρn−1(τ)‖L∞x dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|∂Xn(τ ; t, z)− ∂Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|∂Ωn(τ ; t, z)− ∂Ωn−1(τ ; t, z)|dτ.
Similarly, we have
|∂Ωn(s; t, z)− ∂Ωn−1(s; t, z)| ≤
∫ t
s
|∂Hn(τ ; t, z)− ∂Hn−1(τ ; t, z)|dτ,
and
|∂Hn(s; t, z)− ∂Hn−1(s; t, z)|
≤
∫ t
s
|∂xF
−
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Xn(τ ; t, z)
+∂ωF
−
n (τ,Xn(τ ; t, z),Ωn(τ ; t, z))∂Ωn(τ ; t, z)
−∂xF
−
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Xn−1(τ ; t, z)
−∂ωF
−
n−1(τ,Xn−1(τ ; t, z) + Ωn−1(τ ; t, z))∂Ωn−1(τ ; t, z)|dτ
+
∫ t
s
|
d
dx
Fh(Ωn(s; t, z))∂Ωn(s; t, z)−
d
dx
Fh(Ωn−1(s; t, z))∂Ωn−1(s; t, z)|dτ
:= L1 + L2.
By the same argument, we have
L1 ≤ C
∫ t
s
‖ρn(τ) − ρn−1(τ)‖L∞x dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|∂Xn(τ ; t, z)− ∂Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|∂Ωn(τ ; t, z)− ∂Ωn−1(τ ; t, z)|dτ.
For L2, we have
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L2 =
∫ t
s
|
d
dx
Fh(Ωn(s; t, z))∂Ωn(s; t, z)−
d
dx
Fh(Ωn−1(s; t, z))∂Ωn−1(s; t, z)|dτ
=
∫ t
s
|
d
dx
Fh(Ωn(s; t, z))∂Ωn(s; t, z)−
d
dx
Fh(Ωn(s; t, z))∂Ωn−1(s; t, z)
+
d
dx
Fh(Ωn(s; t, z))∂Ωn−1(s; t, z)−
d
dx
Fh(Ωn−1(s; t, z))∂Ωn−1(s; t, z)|dτ
≤
∫ t
s
|
d
dx
Fh(Ωn(s; t, z))∂Ωn(s; t, z)−
d
dx
Fh(Ωn(s; t, z))∂Ωn−1(s; t, z)|dτ
+
∫ t
s
|
d
dx
Fh(Ωn(s; t, z))∂Ωn−1(s; t, z)−
d
dx
Fh(Ωn−1(s; t, z))∂Ωn−1(s; t, z)|dτ
≤
∫ t
s
|
d
dx
Fh(Ωn(s; t, z))| |∂Ωn(s; t, z)− ∂Ωn−1(s; t, z)|dτ
+
∫ t
s
|
d
dx
Fh(Ωn(s; t, z))−
d
dx
Fh(Ωn−1(s; t, z))| |∂Ωn−1(s; t, z)|dτ.
By Lemma 3.7 and Proposition 3.3,
L2 ≤ C
∫ t
s
|∂Ωn(s; t, z)− ∂Ωn−1(s; t, z)|dτ + C
∫ t
s
|Ωn(s; t, z))− Ωn−1(s; t, z)|dτ.
Thus, we have
|∂Hn(s; t, z)− ∂Hn−1(s; t, z)|
≤ C
∫ t
s
‖ρn(τ) − ρn−1(τ)‖L∞x dτ + C
∫ t
s
|Xn(τ ; t, z)−Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|Ωn(τ ; t, z)− Ωn−1(τ ; t, z)|dτ + C
∫ t
s
|∂Xn(τ ; t, z)− ∂Xn−1(τ ; t, z)|dτ
+C
∫ t
s
|∂Ωn(τ ; t, z)− ∂Ωn−1(τ ; t, z)|dτ.
Finally, Granwall’s lemma implies the desired result. 
We are ready to prove that (fn) converges uniformly to some f on [0, t0]× R× R× (0, ǫ)× R.
Lemma 3.8 and mathematical induction yield that
‖fn+1(t)− fn(t)‖L∞z ≤ sup
0≤t≤t0
‖f1(t)− f0(t)‖L∞z
C(f˚)ntn
n!
.
Therefore, fn is an uniformly Cauchy sequence. By definition, ρn and Fn are also uniformly
Cauchy. By Lemma 3.7, Lemma 3.9, equation (3.12), and the previous argument, ∂Zn converges
uniformly. Therefore, f is the classical solution to the main equation. We can also obtain uniqueness
and continuation criterion by standard argument.
Theorem 3.10. Let D = R×R× (0, ǫ)×R and f˚ ∈ C1c (D) be a nonnegative function. Then there
exists t0 > 0 such that the unique classical solution f(t, x, v, ω, η) ∈ C
1((0, t0) × D) to (1.1) exists.
Moreover, f(t) has a compact support for all t ∈ (t, t0) and f(t) ≥ 0. If (0, t0) is the maximal
existence interval and if
sup{|x|+ |v| : (x, v, ω, η) ∈ supp f(t), t ∈ (0, t0)} <∞,
inf{ω : (x, v, ω, η) ∈ supp f(t), t ∈ (0, t0)} > 0,
sup{ω : (x, v, ω, η) ∈ supp f(t), t ∈ (0, t0)} < ǫ,
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and
sup{|η| : (x, v, ω, η) ∈ supp f(t), t ∈ (0, t0)} <∞,
then the solution is global.
4. Estimates for particle trajectory
In this part, we provide upper bounds of the particle speed. Especially, we obtain control of
the relative distance of the atoms through a careful analysis of their oscillatory motions. These
estimates play a crucial role in the proof of the main theorem. Throughout this section, we assume
that [X(s), V (s),Ω(s), H(s)] is the particle trajectory that satisfies the following ODE system:
d
ds
X(s) = V (s),
d
ds
V (s) = F+(s,X(s),Ω(s)),
d
ds
Ω(s) = H(s),
d
ds
H(s) = F−(s,X(s),Ω(s)) + Fh(Ω(s)),
(4.1)
with initial data
X(0) = x ∈ R and V (0) = v ∈ R,
and
Ω(0) = ω ∈ (0, ǫ) and H(0) = η ∈ R,
where F±(t, ·, ·) is a given bounded vector field. Additionally, we assume that Fh satisfies the
conditions (H1)-(H4) in Section 1. Since the estimates for X(s) and V (s) are standard, we focus
on the control of the relative position Ω(s) and the oscillatory velocity H(s). We start with a basic
energy type identity, which will be crucial throughout this section.
Lemma 4.1. Let [X(s), V (s),Ω(s), H(s)] be the particle trajectory satisfying ODE system (4.1).
Then for any t2 > t2 ≥ 0,
1
2
|H(t2)|
2 −
1
2
|H(t1)|
2 =
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds+
∫ Ω(t2)
Ω(t1)
Fh(y)dy.
Proof. The fourth equation in (4.1) implies
1
2
d
ds
|H(s)|2 = H(s)
d
ds
H(s)
= H(s)F−(s,X(s),Ω(s)) +H(s)Fh(Ω(s)).
We integrate it over [t1, t2] to obtain
1
2
|H(t2)|
2 −
1
2
|H(t1)|
2 =
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds+
∫ t2
t1
H(s)Fh(Ω(s))ds.
We note that by the change of variables,∫ t2
t1
H(s)Fh(Ω(s))ds =
∫ t2
t1
d
ds
Ω(s)Fh(Ω(s))ds
=
∫ Ω(t2)
Ω(t1)
Fh(y)dy.
Therefore, we have
1
2
|H(t2)|
2 −
1
2
|H(t1)|
2 =
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds+
∫ Ω(t2)
Ω(t1)
Fh(y)dy.
22 SUN-HO CHOI AND SEOK-BAE YUN

Lemma 4.2. Let [X(s), V (s),Ω(s), H(s)] be a particle trajectory satisfying ODE system (4.1) and
Ω(s) ∈ (0, ǫ). We assume that there exists a positive constant C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
If H(t) ≥ 0, t ∈ [t1, t2], then ∣∣∣
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds
∣∣∣ ≤ Cǫ.
Similarly, if H(t) ≤ 0, t ∈ [t1, t2], then∣∣∣
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds
∣∣∣ ≤ Cǫ.
Proof. We assume that
H(t) ≥ 0, t ∈ [t1, t2].
By the assumption, we have
∣∣∣
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds
∣∣∣ ≤
∫ t2
t1
|H(s)F−(s,X(s),Ω(s))|ds
=
∫ t2
t1
|H(s)||F−(s,X(s),Ω(s))|ds
≤ C
∫ t2
t1
|H(s)|ds.
Since H(t) ≥ 0,
∣∣∣
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds
∣∣∣ ≤ C
∫ t2
t1
H(s)ds
= C(Ω(t2)− Ω(t1)) = C|Ω(t2)− Ω(t1)|
≤ Cǫ.
Similarly, for H(t) ≤ 0, we can obtain
∣∣∣
∫ t2
t1
H(s)F−(s,X(s),Ω(s))ds
∣∣∣ ≤ C|Ω(t2)− Ω(t1)| ≤ Cǫ.

The following two lemmas guarantee the existence of the stopping time t¯ after the atom escapes
the balancing point of F− and Fh.
Lemma 4.3. We assume that there is C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
Let ΩM be a constant satisfying
Fh(ΩM ) = −C, 0 <
ǫ
2
< ΩM < ǫ. (4.2)
We additionally assume that
Ω(t1) = ΩM
and there is t∗1 > 0 such that
Ω(t) < ΩM , on t ∈ (t
∗
1, t1). (4.3)
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Then H(t1) ≥ 0. Moreover, if H(t1) > 0, then there is t¯1 > t1 such that
H(t¯1) = 0
and H(t) > 0 on t ∈ (t1, t¯1).
Proof. We assume that
H(t1) < 0.
Then by continuity, there is δ > 0 such that H(t) < 0 on t ∈ (t1 − δ, t1 + δ).
Let tm = max{t1 − δ, t
∗
1}. Thus,
ΩM − Ω(tm) = Ω(t1)− Ω(tm) =
∫ t1
tm
H(s)ds < 0.
However, this is a contradiction with (4.3). Therefore, H(t1) ≥ 0.
We assume that H(t1) > 0. Let [t1, t¯1) is the maximal interval such that
H(t) > 0, t ∈ [t1, t¯1).
Therefore, Ω(t) is increasing on [t1, t¯1). This implies that
Ω(t) ≥ ΩM , on [t1, t¯1). (4.4)
Then for t1 < t < s < t¯1,
H(s)−H(t) =
∫ s
t
d
ds
H(s)ds =
∫ s
t
[F−(s,X(s),Ω(s)) + Fh(Ω(s))]ds.
By (4.2), (4.4) and (H1)-(H4),
H(s)−H(t) < 0.
Thus, H(·) is monotone decreasing on [t1, t¯1).
Now, we assume that t¯1 =∞. Then the following limits exist.
H∞ = lim
t→∞
H(t),
Ω∞ = lim
t→∞
Ω(t) > ΩM .
However,
lim sup
t→∞
d
ds
H(s) = lim sup
t→∞
[F−(s,X(s),Ω(s)) + Fh(Ω(s))] < −C + C = 0.
Thus, H∞ = −∞. This is a contradiction with H(t) > 0 at t ∈ [t, t¯1). Therefore, t¯1 is finite and we
obtain the desired result.

Lemma 4.4. We assume that there is C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
Let Ωm be a constant satisfying
Fh(Ωm) = C, 0 < Ωm <
ǫ
2
< ǫ.
If
Ω(t1) = Ωm
and there is t∗1 > 0 such that
Ω(t) > Ωm, on t ∈ (t
∗
1, t1),
then H(t1) ≤ 0. Moreover, if H(t1) < 0, then there is t¯1 > t1 such that
H(t¯1) = 0
and H(t) < 0 on t ∈ (t1, t¯1).
24 SUN-HO CHOI AND SEOK-BAE YUN
Proof. The proof of this lemma is similar to Lemma 4.3. We omit the proof. 
In the following lemma, we measure the potential energy of the atom accumulated until the first
stopping time t¯1, and establish the existence of returning time t
r. We also obtain a control on the
relative velocity between the atoms escape from and return to the non-autonomous region.
Lemma 4.5. We assume that there is C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
Let ΩM be a constant satisfying
Fh(ΩM ) = −C, 0 <
ǫ
2
< ΩM < ǫ.
We assume that for some t1 > 0,
Ω(t1) = ΩM , H(t1) > 0,
and there is t∗1 > 0 such that
Ω(t) < ΩM , on t ∈ (t
∗
1, t1).
Then
1
2
|H(t1)|
2 + IM − ǫC ≤
∫ ǫ
2
Ω(t¯1)
Fh(y)dy ≤
1
2
|H(t1)|
2 + IM + ǫC, (4.5)
where
IM =
∫ ǫ
2
ΩM
Fh(y)dy,
and there is tr1 > t1 such that
Ω(tr1) = ΩM , H(t
r
1) < 0,
and
|H(t)| ≤
(
|H(t1)|
2 + 4ǫC
) 1
2 , for all t ∈ (t1, t
r
1).
Proof. By Lemma 4.3, there is t¯1 > t1 such that
H(t¯1) = 0
and H(t) > 0 on t ∈ (t1, t¯1).
By Lemmas 4.1 and 4.2,
1
2
|H(t¯1)|
2 +
∫ ǫ
2
Ω(t¯1)
Fh(y)dy =
1
2
|H(t1)|
2 +
∫ ǫ
2
Ω(t1)
Fh(y)dy +
∫ t¯1
t1
H(s)F−(s,X(s),Ω(s))ds
and ∣∣∣
∫ t¯1
t1
H(s)F−(s,X(s),Ω(s))ds
∣∣∣ ≤ Cǫ.
Since we assume that Fh(x) > 0 on 0 < x <
ǫ
2
, Fh(x) < 0 on
ǫ
2
< x < ǫ,
∫ ǫ
2
ω
Fh(y)dy ≥ 0, for any ω ∈ (0, ǫ).
Therefore, we have
1
2
|H(t1)|
2 + IM − ǫC ≤
∫ ǫ
2
Ω(t¯1)
Fh(y)dy ≤
1
2
|H(t1)|
2 + IM + ǫC, (4.6)
where
IM =
∫ ǫ
2
ΩM
Fh(y)dy, and ΩM = Ω(t1).
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Clearly, H(t¯1) = 0 and ΩM < Ω(t¯1) < ǫ. Moreover, Ω¨(t) = H˙(t) < 0, if ΩM < Ω(t¯1) < ǫ.
Therefore, there is tr1 > t¯1 such that
Ω(tr1) = ΩM (4.7)
and
H(t) < 0, on t ∈ (t¯1, t
r
1). (4.8)
By Lemma 4.1 and (4.7),
1
2
|H(tr1)|
2 + IM =
1
2
|H(tr1)|
2 +
∫ ǫ
2
Ω(tr
1
)
Fh(y)dy
=
1
2
|H(t¯1)|
2 +
∫ ǫ
2
Ω(t¯1)
Fh(y)dy +
∫ tr
1
t¯1
H(s)F−(s,X(s),Ω(s))ds.
(4.9)
By Lemma 4.2 and (4.8),
∣∣∣
∫ tr
1
t¯1
H(s)F−(s,X(s),Ω(s))ds
∣∣∣ ≤ Cǫ.
Therefore, the above inequality, (4.6) and (4.9) imply
1
2
|H(tr1)|
2 + IM ≤
1
2
|H(t¯1)|
2 +
∫ ǫ
2
Ω(t¯1)
Fh(y)dy + ǫC
≤
1
2
|H(t¯1)|
2 +
1
2
|H(t1)|
2 + IM + 2ǫC
=
1
2
|H(t1)|
2 + IM + 2ǫC.
Here we used H(t¯1) = 0.
Thus, we have
|H(tr1)| ≤
(
|H(t1)|
2 + 4ǫC
) 1
2 .
Since H(·) is monotone decreasing and negative on (t1, t
r
1), H(t
r
1) < 0 and
|H(t)| ≤
(
|H(t1)|
2 + 4ǫC
) 1
2 , for all t ∈ (t1, t
r
1).

Lemma 4.6. We assume that there is C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
Let Ωm and ΩM be constants satisfying
Fh(Ωm) = C, 0 < Ωm <
ǫ
2
< ǫ.
We assume that for some t1 > 0,
Ω(t1) = Ωm, H(t1) < 0,
and there is t∗1 > 0 such that
Ω(t) > Ωm
on t ∈ (t∗1, t1).
Then
1
2
|H(t1)|
2 + Im − ǫC ≤
∫ ǫ
2
Ω(t¯1)
Fh(y)dy ≤
1
2
|H(t1)|
2 + Im + ǫC,
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where
Im =
∫ ǫ
2
Ωm
Fh(y)dy,
and there is tr1 > t1 such that
Ω(tr1) = Ωm, H(t
r
1) > 0,
and
|H(t)| ≤
(
|H(t1)|
2 + 4ǫC
) 1
2 , for all t ∈ (t1, t
r
1).
Proof. By using Lemma 4.4 with a similar method as in the proof of Lemma 4.5, we can easily
obtain this result. 
For the next lemma, we introduce the following integrals related to the oscillatory energy.
Definition 4.1. We define hM (x) : [
ǫ
2 , ǫ) 7→ [0,∞) by
hM (x) =
∫ ǫ
2
x
Fh(y)dy,
and hm(x) : (0,
ǫ
2 ] 7→ [0,∞) by
hm(x) =
∫ ǫ
2
x
Fh(y)dy.
Remark 4.7. The functions hM and hm are monotone and continuous. Therefore, the inverses to
hM and hm exist and they are monotone and continuous.
The following lemmas are crucially used to control the large oscillatory velocity in Section 5. (See
(5.3) and (5.5)).
Lemma 4.8. We assume that there is C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
Let ΩM be a constant satisfying
Fh(ΩM ) = −C, 0 <
ǫ
2
< ΩM < ǫ.
We assume that for some t1 > 0,
Ω(t1) = ΩM , H(t1) > 0,
and there is t∗1 > 0 such that
Ω(t) < ΩM , on t ∈ (t
∗
1, t1).
Then
2
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM√
|H(t1)|2 + 4ǫC
≤ tr1 − t1,
where tr1 and IM are defined as in Lemma 4.5.
Moreover, if h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM > 0, then
∣∣|H(tr1)| − |H(t1)|∣∣
tr1 − t1
≤
2ǫC
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM
.
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Proof. Note that
Ω(t)− ΩM = Ω(t)− Ω(t1) =
∫ t
t1
H(s)ds.
By Lemma 4.5,
Ω(t¯1)− ΩM ≤
∫ t¯1
t1
|H(s)|ds ≤ (t¯1 − t1)
√
|H(t1)|2 + 4ǫC.
Inequality (4.5) in Lemma 4.5 yields that
1
2
|H(t1)|
2 + IM − ǫC ≤ hM (Ω(t¯1)).
Since hM is increasing and continuous,
h−1M
(1
2
|H(t1)|
2 + IM − ǫC
)
≤ Ω(t¯1).
Therefore,
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM√
|H(t1)|2 + 4ǫC
≤ t¯1 − t1. (4.10)
Similarly, we have
Ω(t¯1)− ΩM ≤
∫ tr
1
t¯1
|H(s)|ds ≤ (tr1 − t¯1)
√
|H(t1)|2 + 4ǫC,
and
h−1M
(1
2
|H(t1)|
2 + IM − ǫC
)
≤ Ω(t¯1).
Therefore,
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM√
|H(t1)|2 + 4ǫC
≤ tr1 − t¯1. (4.11)
By (4.10) and (4.11), we have
2
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM√
|H(t1)|2 + 4ǫC
≤ tr1 − t1.
By Lemma 4.5, ∣∣|H(tr1)| − |H(t1)|∣∣
tr1 − t1
≤
√
|H(t1)|2 + 4ǫC − |H(t1)|
tr1 − t1
.
Therefore, if h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM > 0, then we have∣∣|H(tr1)| − |H(t1)|∣∣
tr1 − t1
≤
√
|H(t1)|2 + 4ǫC − |H(t1)|
2
√
|H(t1)|2 + 4ǫC
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM
≤
4ǫC
2(
√
|H(t1)|2 + 4ǫC + |H(t1)|)
√
|H(t1)|2 + 4ǫC
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM
≤
2ǫC
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM
.

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Lemma 4.9. We assume that there is C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
Let Ωm be the constant satisfying
Fh(Ωm) = C, 0 < Ωm <
ǫ
2
< ǫ.
We assume that
Ω(t1) = Ωm, H(t1) < 0,
and there is t∗1 > 0 such that
Ω(t) > Ωm, on t ∈ (t
∗
1, t1).
Then
2
Ωm − h
−1
m
(
1
2 |H(t1)|
2 + Im − ǫC
)
√
|H(t1)|2 + 4ǫC
≤ tr1 − t1,
where tr1 and Im are defined in Lemma 4.6.
Moreover, if Ωm − h
−1
m
(
1
2 |H(t1)|
2 + Im − ǫC
)
> 0, then
∣∣|H(tr1)| − |H(t1)|∣∣
tr1 − t1
≤
2ǫC
Ωm − h
−1
m
(
1
2 |H(t1)|
2 + Im − ǫC
) .
Proof. The proof of this lemma is similar to Lemma 4.8. 
When the atom lies in the non-autonomous chaotic region [Ωm,ΩM ] where the two stretching
forces are comparable, descriptive analysis as in the previous is not available. However, the following
rough bound is sufficient in this case:
Lemma 4.10. We assume that there is C > 0 such that
‖F−(t, ·, ·)‖L∞x,ω < C, t ≥ 0.
Let Ωm and ΩM be constants satisfying
Fh(Ωm) = F
h(ΩM ) = C, 0 < Ωm <
ǫ
2
< ΩM < ǫ.
If
Ωm < Ω(t) < ΩM , on t ∈ [t1, t2], (4.12)
then
|H(t)| ≤ 2C(t− t1) + |H(t1)|, on t ∈ [t1, t2].
Proof. Note that
d
ds
H(s) = F−(s,X(s),Ω(s)) + Fh(Ω(s)).
Assumption (4.12) implies that
2|H(t)|
d|H(t)|
dt
=
d
dt
|H(t)|2 = 2H(t)
dH(t)
dt
≤ 2|H(t)| |F−(s,X(s),Ω(s)) + Fh(Ω(s))|.
Thus,
d|H(t)|
dt
≤ |F−(s,X(s),Ω(s)) + Fh(Ω(s))| ≤ |F−(s,X(s),Ω(s))|+ |Fh(Ω(s))|.
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On t ∈ [t1, t2], the following holds:
d|H(t)|
dt
≤ |F−(s,X(s),Ω(s))|+ |Fh(Ω(s))|
≤ C + C = 2C.
This yields
|H(t)| ≤ 2C(t− t1) + |H(t1)|.

5. Existence of the global solution
In this part, we show that the continuation criterion in Theorem 3.10 is satisfied under the
assumptions of Theorem 1.1, leading to the existence of the global solution to the main system. We
assume that initial data f˚ has compact support, i.e., there is a compact set Dc(0) = [−xM , xM ] ×
[−vM , vM ]× [ωm, ωM ]× [−ηM , ηM ] ⊂ R× R× (0, ǫ)× R such that
f˚(x, v, ω, η) = 0, for (x, v, ω, η) /∈ Dc(0).
By the continuation theorem, it suffices to prove that for a given time T > 0, there is a compact
set Dc(T ) such that the particle trajectory [X(t), V (t),Ω(t), H(t)] ∈ Dc(T ), for all initial data
(x, v, ω, η) ∈ Dc and t ∈ [0, T ].
Note that by the same argument in Lemma 3.4, for given initial data f˚ ,
‖F±(t)‖L∞x,ω ≤ 2‖f˚‖L1z .
Here we take a sufficiently large constant C ≫ ‖f˚‖L1z > 0 and constants Ωm, ΩM such that
Fh(Ωm) = C, F
h(ΩM ) = −C, 0 < Ωm <
ǫ
2
< ΩM < ǫ,
and
[ωm, ωM ] ⊂ (Ωm,ΩM ). (5.1)
Consider the particle trajectory
[X(s; t, z), V (s; t, z)] = [X(s; t, x, v, ω, η), V (s; t, x, v, ω, η)]
and
[Ω(s; t, z), H(s; t, z)] = [Ω(s; t, x, v, ω, η), H(s; t, x, v, ω, η)]
passing through (x, v) and (ω, η) at time t = 0, respectively, satisfying the following ODE system.
d
ds
X(s; 0, z) = V (s; 0, z),
d
ds
V (s; 0, z) = F+(s,X(s; 0, z),Ω(s; 0, z)),
d
ds
Ω(s; 0, z) = H(s; 0, z),
d
ds
H(s; 0, z) = F−(s,X(s; 0, z),Ω(s; 0, z)) + Fh(Ω(s; 0, z)),
with initial data
X(0; 0, z) = x ∈ [−xM , xM ],
V (0; 0, z) = v ∈ [−vM , vM ],
Ω(0; 0, z) = ω ∈ [ωm, ωM ] ⊂ (0, ǫ),
H(0; 0, z) = η ∈ [−ηM , ηM ],
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where F±(t, ·, ·) is the self-consistence vector field satisfying (1.1). Clearly,
|X(t; 0, z)| ≤ xM + vM t+
C
2
t2
and
|V (t; 0, z)| ≤ vM + Ct.
However, the cases for Ω(t; 0, z) and H(t; 0, z) are non-trivial. We define S as
S = {t > 0 : Ω(t; 0, z) = Ωm or ΩM}.
If S is empty, then Ω(t; 0, z) ∈ [Ωm,ΩM ], for all t > 0. Then
Ωm ≤ Ω(t; 0, z) ≤ ΩM ,
and
|H(t; 0, z)| ≤ 2Ct+ ηM . (5.2)
Therefore, we may assume that S is nonempty. From the continuity of the particle trajectories, S
consists of countable points and closed intervals.
Let {tn, n ∈ N} be the set of isolated points in S and the end points of closed intervals in S. We
may assume that
t1 < t2 < . . . < ti < . . . .
Note that the particle trajectory is continuous. Thus, by (5.1), there is a t1 > 0 such that
Ω(t1; 0, z) = Ωm or ΩM .
Without loss of generality, we assume that
Ω(t1; 0, z) = ΩM ,
since the case Ω(t; 0, z) = Ωm can be treated identically.
This assumption implies that Ω(t; 0, z) ∈ [Ωm,ΩM ] on t ∈ [0, t1]. By Lemma 4.10,
|H(t)| ≤ 2Ct+ |H(0)| ≤ 2Ct+ ηM , on t ∈ [0, t1].
By Lemmas 4.3 and 4.5, there is t2 > 0 such that t2 > t1 and t2 ∈ S, i.e.,
Ω(t2; 0, z) = Ω(t1; 0, z) = ΩM .
Since Ω(t; 0, z) ∈ (ΩM , ǫ) on t ∈ [t1, t2], if h
−1
M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM > 0, then∣∣|H(tr1)| − |H(t1)|∣∣
tr1 − t1
≤
2ǫC
h−1M
(
1
2 |H(t1)|
2 + IM − ǫC
)
− ΩM
. (5.3)
We consider the following two cases.
◦ |H(t1)|
2 < 4ǫC: For this case, we can apply Lemma 4.5 to obtain
|H(t)| ≤
(
|H(t1)|
2 + 4ǫC
) 1
2 ≤ (8ǫC)
1
2 , for all t ∈ [t1, t2]. (5.4)
◦ |H(t1)|
2 ≥ 4ǫC: Since hM is monotone increasing, we have
h−1M
(1
2
|H(t1)|
2 + IM − ǫC
)
− ΩM ≥ h
−1
M
(
ǫC + IM
)
− ΩM > 0. (5.5)
(5.3) and (5.5) yield that
|H(t)| ≤ |H(t1)|+ C1(t2 − t1), for all t ∈ [t1, t2],
where
C1 =
2ǫC
h−1M
(
ǫC + IM
)
− ΩM
.
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We can apply this argument for t3, t4, . . . .
Finally, we conclude from (5.2), (5.4) and (5.5) that on 0 < t < T ,
|H(t; 0, z)| ≤
√
(C2T + ηM )2 + 4ǫC,
where C2 = max{2C,C1}.
Now we use Lemma 4.1: for 0 < t < T ,∫ ǫ
2
Ω(t)
Fh(y)dy =
∫ t
0
H(s)F−(s,X(s),Ω(s))ds+
∫ ǫ
2
Ω(0)
Fh(y)dy +
1
2
|H(0)|2 −
1
2
|H(t)|2
≤
∫ t
0
|H(s)| |F−(s,X(s),Ω(s))|ds +
∫ ǫ
2
Ω(0)
Fh(y)dy +
1
2
|H(0)|2
≤ C
∫ T
0
√
(C2T + ηM )2 + 4ǫCds+
∫ ǫ
2
Ω(0)
Fh(y)dy +
1
2
|H(0)|2
≤ CT
√
(C2T + ηM )2 + 4ǫC +
∫ ǫ
2
Ω(0)
Fh(y)dy +
1
2
|H(0)|2.
Thus, there are ΩTm, Ω
T
M ∈ R such that for 0 < t < T ,
0 < ΩTm ≤ Ω(t; 0, z) ≤ Ω
T
M < ǫ.
Thus, we can conclude that there is the unique global solution to (1.1) by the continuation criterion
in Theorem 3.10.
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