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stochastic gene expression, regulatory network architecture, and the influence of external signals, such as those
emanating from the niche. Although these factors are considered separately, their shared evolutionary history necessitates
integration. Stochastic gene expression pervades network components; network architecture controls, modulates, or exploits
this noise while performing additional computation; and such complexity also interplays with factors external to cells.
Adequate understanding of each of these components, and how they interact, will lead to a conceptual model of the stem cell
regulatory system that can be used to drive hypothesis-driven research and facilitate interpretation of experimental data.
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One of the major challenges in representing biological
complexity is to characterize key functional relationships
in a transparent manner (Hu et al., 2007). Models should help
us to understand, in an intuitive way, the properties of
biological systems (Tomlin and Axelrod, 2007) and facilitate
rapid exploration of the properties of a theory (Laforge
et al., 2005). Successful models are those that help to answer
specific questions about biological processes, such as, is the
model a plausible representation of the true system and, if
not, how should it be changed to make it plausible? (Tomlin
and Axelrod, 2007). As the study of information processing in
cells shifts from that of single components or signaling
pathways to increasingly complex networks, mathematical
models become indispensable tools (Bornholdt, 2005). The
daunting challenge of developing useful conceptual models
for how biological systems work is also drawing interest
(Lauffenburger, 2000). Although detailed predictive models
of biological networks are not yet within reach, with time
such models have the potential to revolutionize our under-
standing of cell biology and complex diseases (Bornholdt,
2005), because complex functions, traits, and pathologies are
rarely caused by single genes, but are instead context-
dependent entities to which single genes make only partial
contributions (Hartwell et al., 1999; Qu et al., 2007; Weath-
erall, 2001).
Despite extensive experimental work that has attempted
to unravel the complex networks governing stem cell lineage
specification, the general principles underlying these reg-
ulatory mechanisms remain unclear (Roeder and Glauche,
2006). Although it is clear that lineage specification is
influenced by multiple transcription factors and their protein
products, it is unclear whether low level expression of some
transcription factors is an artifact of leaky transcription
machinery or an active mechanism of lineage specification
(Akashi, 2005; Akashi et al., 2003; Cantor and Orkin, 2001,
2002; Cross and Enver, 1997; Cross et al., 1994; Davey and
Zandstra, 2004; Enver and Greaves, 1998; Hu et al., 1997;
Huang et al., 2007; Orkin, 2000; Shivdasani and Orkin, 1996).
The low-level expression of transcription factors in stem
cells is sometimes referred to as “priming” or “multilineage
priming.” During lineage specification, the balance of the
transcription factors is upset, leading to an up-regulation of
some transcription factors specific to a particular lineage
and a down-regulation of others (Orkin, 2000; Roeder and
Glauche, 2006). Hence, the transcription factor network
controlling stem cell behavior appears capable of switch-like
behavior, changing from apparently nonspecific coexpression
of several transcription factors to a specific gene expression
pattern associated with a differentiated cell type (Roeder
and Glauche, 2006). In other words, lineage commitment
involves consolidation of a specific gene expression program
with the concurrent silencing of alternatives, a resolution of
complexity to relative simplicity (Bruno et al., 2004; Cross
et al., 1997).
Here, we review three prominent classes of factors
thought to impact stem cell decision-making processes.
Although the review cannot be exhaustive (the literature on
stem cells grows at a staggering rate indeed), it is hoped that
our distillation of this knowledge to build a conceptual model
will lead to a computational model of stem cell decisionmaking that can be fruitfully compared with stem cell
biochemical experiments. Our particular approach to the
difficult problems that stem cell biologists face arises from
an interdisciplinary background in molecular science, animal
social behavior, and the emergence and evolution of
collective intelligence in distributed systems, and from
neural networks as tools for nonlinear problem solving. This
background in complex systems science illuminates problems
from a different perspective and has already led to new
insights and different ways of looking at stem cell complex-
ity. As the dynamics of regulatory systems are not readily
extrapolated from the behavior of individual genes or even
genemotifs (Swiers et al., 2006), higher level conceptual and
computational approaches are required. The three topics we
review here are: (1) stochastic gene expression, (2)
regulatory network architecture, and (3) external influences
on stem cell fate. A synthesis of this review in the form of a
higher-level conceptual framework and a computational
model is the focus of a subsequent paper.
Stochastic gene expression
It has become clear that stochastic interactions play an
important role in both gene expression and cellular differ-
entiation (Laforge et al., 2005). In small cells like bacteria or
budding yeast, intracellular regulators are often present in
small copy numbers, meaning that some cells will possess no,
or very few, molecules of particular mRNAs (Ghaemmaghami
et al., 2003). McAdams and Arkin (1999) review cell-to-cell
variations in regulatory molecule concentrations that arise
from internal cellular processes. Such variation includes the
inevitable statistical variation in the partitioning of small
numbers of proteins between daughter cells when cells
divide. In bacterial cells, for example, some molecules are
present at concentrations of only a few tens per cell, but
these can still perform functions crucial to proper cell
functioning (Guptasarma, 1995). Stochastic gene expression
has been observed directly in eukaryotic cells and appears
erratic and bursty just as in prokaryotes, but with longer
average intervals from one burst to the next (Chelly et al.,
1989; Ko, 1992; McAdams and Arkin, 1999; Ross et al., 1994;
Zlokarnik et al., 1998).
Even in apparently homogeneous populations of cells, the
unavoidable consequences of molecular-level interactions
produce stochasticity and fluctuations, deeply rooted in the
statistical mechanical behavior of nanoscale chemical
systems in which concentrations of reactants can be low
(Arkin et al., 1998; Elowitz et al., 2002; Guptasarma, 1995;
McAdams and Arkin, 1999). How cells function and process
information despite the stochastic nature of molecular
events remains an open question (Arkin et al., 1998;
McAdams and Arkin, 1999; Rao et al., 2002; Ross et al.,
1994). Development in some organisms (for example, Cae-
norhabditis elegans) is so regular and invariant that
differentiation pathways for almost every cell are traceable.
Such invariance stems partly from highly reproducible
intercellular signaling processes and the robustness of
regulatory networks (Sternberg and Félix, 1997; Sulston
and Horvitz, 1977). Another part of the answer is that
proteins generally remain in cells longer than mRNAs.
Preexisting pools of proteins receive periodic supplements
as a consequence of transient bursts of mRNA synthesis.
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buffered somewhat against variations in mRNA level. Thus,
levels of protein in cells vary less than levels of mRNA.
However, the lifetimes of different proteins vary, and short-
lived proteins are therefore more susceptible to variation in
the level of their respective mRNAs (Tyagi, 2007).
Another cause of internal variation from cell to cell is the
result of statistical properties of regulatory chemical
reactions that involve a small number of reaction centers
and slow reaction rates (McAdams and Arkin, 1999). For
example, consideration of the statistical properties of
transcript initiation and translation suggests that proteins
are produced from activated promoters in short bursts of
highly variable numbers. These bursts occur at random time
intervals in both bacterial (McAdams and Arkin, 1997) and
eukaryotic cells (Ross et al., 1994). When the protein
involved is a regulatory protein, fluctuations in protein
concentration from cell to cell result, causing variability in
the time taken to complete regulated events (Arkin et al.,
1998). The requirement for order suggests that robustness
itself may be an intrinsic property of intracellular networks
(Barkai and Leibler, 1997; Ciliberti et al., 2007; von Dassow
et al., 2000). Genetic regulatory networks, which must cope
with such stochasticity, use redundancy, feedback loops, and
other complex strategies to introduce the determinism
necessary for embryogenesis and development (McAdams
and Arkin, 1999).
Swain et al. (2002) classify sources of noise in cellular
systems into two classes according to their source: intrinsic
or extrinsic. Intrinsic sources of noise are associated with the
inherent stochasticity of biochemical processes, such as
transcription and translation, while extrinsic noise sources
arise independent of genes but nonetheless can act upon
them (Swain et al., 2002). Swain et al. (2002) include
numerous environmental variables, as well as position in cell
cycle, as extrinsic noise sources. Their definition refers to
extrinsic noise being caused by factors external to particular
genes. Hence, they also consider the quantity of protein
produced by a gene and the mRNA degradation machinery as
sources of extrinsic noise. We use a different definition of
extrinsic noise source that does not include the cell cycle as a
contributor. To make our difference in meaning explicit, we
adopt the terms external and internal, and highlight that we
mean external and internal to a particular cell. Swain et al.
(2002) note that extrinsic noise sources have been relatively
neglected in theoretical studies of gene regulatory networks,
which have typically focused on intrinsic noise sources
(Swain et al., 2002). One exception is Hasty et al. (2000),
who describe a model of gene regulation and demonstrate
how external noise can be used to control switching behavior
of a network. The development of externally controllable
noise-based switches for gene expression could have
substantial clinical implications (Hasty et al., 2000). Hasty
et al. (2000) do not use the terms intrinsic and extrinsic, but
instead also use the terms internal and external.
Not all noisy variation in biological systems is overridden,
and in many systems noise is apparently exploited (Rao et al.,
2002). How cells make use of noise via regulatory networks is
also unclear, although studies that consider how cellular
processes amplify or exploit noise often fall into two classes:
(1) those that give rise to population heterogeneity and
diversity of cell type and (2) those that use noise to attenuatenoise (Rao et al., 2002). It has become clear that noise can
play an important role in biological systems. Stochastic
resonance is a well-documented phenomenon in which noise
is used to increase the ability of nonlinear systems to detect
weak signals (Collins, 1999; Collins et al., 1995, 1996; Russell
et al., 1999; Wiesenfeld and Moss, 1995). Stochastic
resonance appears to play an information processing role in
both the brain and the central nervous system (Ferster, 1996;
Gilden et al., 1995; Traynelis and Jaramillo, 1998).
A particularly interesting use of internal noisy variation
occurs when there is coupling between molecular-level
fluctuations and the emergence of a specific observed
phenotype (Arkin et al., 1998; McAdams and Arkin, 1999).
This can occur when two regulatory proteins are involved in
the competitive control of a developmental switch that selects
between alternative cell lineage pathways, each associated
with a specific phenotype. The production of regulatory
molecules can vary widely and stochastically among cells,
and hence the pathway selected via the developmental switch
can appear random (Arkin et al., 1998; McAdams and Arkin,
1999). The design of the switch circuit also impacts cell fate
selection (Arkin et al., 1998), as can prevailing environmental
conditions (McAdams and Arkin, 1999).
Recognizing that large cell-to-cell variations in gene
expression are the norm, rather than the exception, many
investigators have begun to explore the origins and con-
sequences of these variations (Elowitz et al., 2002; Pedraza
and van Oudenaarden, 2005; Raser and O'Shea, 2004, 2005).
Raj et al. (2006) found that even isogenic populations of cells
display large-scale variations in gene expression. This is
because mRNAs are not synthesized at a steady rate, but are
instead synthesized in bursts, beginning and ending ran-
domly. Cells that exhibited a large number of mRNAs were
thought to be in the middle of a burst of RNA synthesis at the
moment of observation, while cells that possess just a few
mRNAs were thought either to have not experienced a burst
yet or to have experienced a burst of synthesis so long before
observation that most mRNA molecules had degraded (Raj
et al., 2006).
In the hematopoietic system, some evidence suggests that
progenitor cells are primed toward specific lineages at
different times of the cell cycle (Colvin et al., 2004). This
temporal variation could follow a specific sequence, with
each cell progressing through stages corresponding to
specific lineages, or it could occur randomly. If priming
occurred in predictable series, the presence of multiple
lineage-specific mRNAs could be due to overlap between
primed states or persistence of long-lived mRNAs. It is not yet
clear whether temporal variation in gene expression in such
cells is stochastic, sequential, or some combination of these
(Cross et al., 1997; Hu et al., 1997). Such analysis presumably
requires the refinement of sufficiently sensitive assays for
interrogating stem cells in real time (Hu et al., 1997).
Low-level gene expression could have important implica-
tions for early events in lineage determination, but needs to
be interpreted with caution (Hu et al., 1997). It has been
suggested that all genes are expressed at some low level
detectable by sensitive assays, and this has been termed
“illegitimate transcription” (Chelly et al., 1989). However,
coexpression of lineage-affiliated gene expression programs
is a feature of multipotential, not unilineage-committed,
cells. This suggests that low-level gene expression in stem
160 J.D. Halley et al.cells is not a case of illegitimate transcription and is more
consistent with the multilineage priming hypothesis (Hu
et al., 1997).
Features common to stochastic regulatory switches that
appear to select randomly among alternative pathways
include: (1) the transient low-level expression of key
regulatory proteins; (2) stochastic progress toward lineage
commitment, with a transient period of partial (reversible)
commitment before a definitive choice emerges; and (3)
multiple feedback loops that reinforce activation of selected
paths and repress unselected alternatives (McAdams and
Arkin, 1999). There is conspicuous overlap between these
mechanisms of lineage commitment and patterns in other
complex systems. In our view, such similarity betrays the
presence of fundamental mechanisms of self-organization
in nonequilibrium systems generally (Halley and Winkler,
2008). In biological and nonbiological systems alike, self-
organization plays a prominent pattern formation role in
systems that are out of equilibrium (Anderson, 2002; Blazis,
2002; Bonabeau, 1998; Bonabeau et al., 1997, 1999;
Camazine et al., 2001; Haken, 1977, 1983, 1992; Nicolis and
Prigogine, 1977).
Interestingly, the competitive interplay that occurs
between pheromone trails in mass-recruiting ant species
appears analogous to interplay among lineage-specific
factors in stem cells. In both systems, apparent randomness
provides information about future options available to
systems. In ant colonies, lost ants retrieve information
regarding food sources that would otherwise remain undis-
covered. Similarly, in stem cells, stochastic gene expression
appears to prime lineage-specific modules, facilitating
competitive interplay among them during the process of
lineage specification. Hence, in both systems, chaotic
interactions at the level of individual network nodes (ants
or genes) play a key role in collective decision making
because of the ways in which they harness and propagate
new information.
Although in stem cells it is still unclear whether priming
corresponds to a stable state of low-level coexpression or an
essentially zero-level expression, overlaid by random expres-
sion noise (Roeder and Glauche, 2006), taken together, these
findings suggest that gene expression noise is a biologically
important variable, subject to selectionprocesses (Kærnet al.,
2005). This has important implications for the architecture of
stem cell regulatory networks, because such networks may
have evolved either to exploit noisy variation or to control it.
Indeed, it may even be possible that some sources of noise are
suppressed while others are exploited. These ideas are
developed further in the next section.
Architecture of stem cell regulatory networks
Despite intensive work aimed at understanding stem cells
and their gene regulatory circuitry, clinical evidence appears
inadequate, as their clinical efficacy still seems far away
(Joung et al., 2006). To help resolve the complexity of stem
cell regulatory networks, several large-scale gene expression
analyses have been employed, producing copious amounts of
expression data. However, experiments have been per-
formed with different questions in mind, and their results
have precipitated different interpretations. The integrationof many different data sets will provide a more comprehen-
sive view (Joung et al., 2006). In particular, the comparative
study of diverse stem cell types could reveal core mechan-
isms of stem cell regulation (Joung et al., 2006). Cai and co-
workers (2004) reason that stem cells, irrespective of their
tissue of origin, face a similar set of challenges. All stem cells
need to regulate progression tightly through the cell cycle,
self-renewal, and periods of quiescence. In addition, main-
tenance of genomic integrity to avoid accumulation of
mutations is paramount, as is proper response to external
environments via nutrients, growth factor receptors, extra-
cellular matrix molecules, and gap-junction communication
(Cai et al., 2004). It is expected that pathways controlling
and facilitating such behaviors are more highly regulated in
stem cell populations and possibly by similar mechanisms
(Cai et al., 2004).
Initial attempts to identify a molecular signature common
to several stem cell populations appear unsuccessful, with
only one gene common among three stem cell populations
analyzed (almost 1000 genes) (Cai et al., 2004; Fortunel
et al., 2003; Ivanova et al., 2002; Ramalho-Santos et al.,
2002). However, the lack of a common set of stemness genes
could reflect technical difficulties with experiments or in the
way common genes are selected, rather than a genuine
absence of a common stem cell molecular signature (Cai
et al., 2004; Karsten et al., 2003). Ideal comparisons among
stem cell populations require isolation of pure cells with
minimal culturing, at a defined state of development, and in
quantities such that comparative methods are performed
with sufficient rigor to overcome variability inherent in the
comparison technique itself. This is problematic because
obtaining pure populations of stem cells is itself difficult (Cai
et al., 2004; Vogel, 2003). Apart from technical problems, it
is also likely that key genes vary their expression over time,
such that their significance is hard to reveal. It is also
possible that the sought-after stemness genes are absent
from commercially available chips used by researchers
(although this is becoming increasingly unlikely). Alterna-
tively, functionalities common among stem cells (self-
renewal, pluripotency) may be indefinable at the genetic
level or could be produced by different sets of genes in each
stem cell population (Fortunel et al., 2003; Karsten et al.,
2003). What does, at least, seem clear is that stemness genes
(if they exist at all) appear not to be highly expressed ones
(Fortunel et al., 2003; Vogel, 2003).
Key regulatory genes
Deciphering molecular mechanisms that underlie multiline-
age priming and its relation to lineage commitment awaits a
complete profile of the molecular circuitry prevailing in each
of the blood cell lineages (Enver and Greaves, 1998).
Nonetheless, some questions are immediately apparent.
Does transcriptional noise vary according to conditions, e.g.,
during different parts of the cell cycle? Are all the
components of lineage circuits primed to a similar degree
or is a skeleton crew recruited? (Enver and Greaves, 1998).
Interestingly, studies on the hematopoietic system suggest
that alternative cell fate potentials are preserved in stem
and progenitor cells by simultaneous low expression of key
genes for several lineages (Cory, 1999). Key regulatory genes
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genes” (Cory, 1999; Gangenahalli et al., 2005; Rosenbauer
and Tenen, 2007). In other cases the term “master gene” is
avoided as it suggests that upon activation, a cell can be
converted to the corresponding cell type, an executive level
of control over lineage selection (Orkin, 2000; Weintraub
et al., 1991). In the hematopoietic system, there do not
appear to be lineage-specific master regulators. Instead, it is
the combinatorial activation of multiple factors that are not
necessarily lineage specific that determines lineage specifi-
cation. This delicate interplay includes active suppression of
unselected lineage pathways and may also be tipped one way
or another by environmental or external influences (Enver
and Greaves, 1998; Goldfarb, 2007; Nutt et al., 1999; Orkin,
2000). This complexity presumably underlies examples of key
hematopoietic regulators that can convert one cell type to
another (Orkin, 2000).
A more relaxed conception of a master regulatory gene is
simply a gene that is very well connected to other genes.
These well-connected “hub” genes integrate multiple signals
and help to control the differentiation process by activating
entire networks of genes necessary for generating many
different cell types. Differentiation and cell behavior
emerge through cross-antagonism and interplay between
two or more hub genes (Cinquin and Demongeot, 2005; Loose
and Patient, 2006). In human embryonic stem cells (ESCs),
for example, OCT4, SOX2, and NANOG together regulate a
substantial portion of genes. Conspicuously, there is sig-
nificant overlap in the sets of genes that these three genes
regulate. Greater than 90% of genes regulated by both OCT4
and SOX2 are also regulated by NANOG (Boyer et al., 2005).
Transcription factor binding sites often overlap with one
another and when this occurs, competition between them
often results (Hermsen et al., 2006). In contrast, cooperative
behavior among proteins occurs when the binding of one
protein to DNA increases the binding affinity of the other
(Ptashne and Gann, 2002). Interplay between cooperative
and competitive activity among transcription factors can
provide regulatory networks with substantial information-
processing capabilities (Hermsen et al., 2006).
Stem cell transcription factors appear sufficient to
activate many differentiation-associated genes long before
lineage choice and cell-type specification occur. Differentia-
tion apparently involves mechanisms that select a subset of
genes from within a range of accessible options, stabilizing
their expression while down-regulating other irrelevant
genes (Rothenberg and Anderson, 2002). It has been
suggested that if there are immature cell types that
simultaneously express master genes related to different
differentiation pathways, as long as they avoid expressing
genes antagonistic to these, such cells should be able to act
as precursors for both mature cell types. This is a different
way of looking at hematopoietic stem cell complexity and
suggests that if combinations of transcription factors
expressed in a precursor are sufficient to predict develop-
mental potential, the question becomes which transcription
factor combinations are possible (Rothenberg and Anderson,
2002).
Dose-dependent developmental pathways increase the
complexity of hematopoietic differentiation such that
trajectories of differentiating cells depend on a network of
time-dependent interactions. The order and duration oftranscription factor action contribute to lineage choice as
well. Any model of a regulatory network for hematopoietic
cell-type specification must account for mechanisms that
open and close temporal windows for permitted activity
(Rothenberg and Anderson, 2002).
Regulatory networks underlie countless unfolding events
during development and have a recognizable, underlying
structure despite their obvious complexity (Materna and
Davidson, 2007). They can be roughly grouped into four
levels of detail, the smallest of which includes the
transcription factors, their target genes, and binding sites
on DNA (Madan Babu et al., 2004). Transcription factors bind
to the cis-regulatory modules of downstream genes and are
information processors that execute basic logic operations to
yield new transcriptional outputs according to their tran-
scription factor inputs (Istrail and Davidson, 2005). Above
this level are recurring patterns of transcription factor
interaction called network motifs. Although motifs do not
usually represent functionally separable network compo-
nents, they display kinetic properties that influence the
temporal activity of target genes (Madan Babu et al., 2004;
Mangan et al., 2003). For example, coherent feedforward
loops enable decision making despite noisy input by filtering
out fluctuations in input stimuli (Mangan et al., 2003). Above
the level of motifs, clusters of motifs organize into modules
of semi-independent transcription units (Madan Babu et al.,
2004). The final level of detail is the whole network,
comprising the full set of modules and interplay among
them (Madan Babu et al., 2004) (Fig. 1).
The concept of modularity suggests that cellular func-
tionality can be reasonably partitioned into a collection of
modules, each of which performs a specific task, largely
separable from (loosely coupled to) that of other modules
(Hartwell et al., 1999; Lauffenburger, 2000; Rao and Arkin,
2001; Ravasz et al., 2002). As discussed in the previous
section, stochastic fluctuations in some components of
regulatory networks are unavoidable. Such fluctuations
may propagate and affect an entire system's performance
(Swain et al., 2002). One factor that is expected to limit
noise propagation is modularity. Interestingly, a recent study
on the topological properties of transcription regulatory
networks in yeast (Saccharomyces cerevisiae) suggests that
highly connected proteins primarily connect to those with
low connectivity. In other words, hubs appear well separated
from each other, a property that may prevent cross talk
between different functional modules. Furthermore, it
appears that in the vertebrate genome the density of
methyl-CpG (a factor that represses transcription) is suffi-
cient to repress weak promoters without affecting stronger
ones (Bird and Tweedie, 1995). Hence, low-density methyla-
tion could function as a noise reduction system, suppressing
background levels of transcription while leaving authentic
transcription unaffected (Bird and Tweedie, 1995). Such
repression probably plays a role in the maintenance and
control of network modularity.
Appreciation of the modular nature of gene networks is
crucial for understanding how cells respond to external
signals (Segal et al., 2003). Although genome-wide expres-
sion profiles provide valuable information about coexpressed
genes, the regulatory programs of these modules can be
suggested only indirectly (Segal et al., 2003). One way to
approach this problem is to search for common cis-regulatory
Figure 1 Hierarchical descriptions of transcriptional regulatory networks. (a) The elementary level comprising transcription factor
and target gene with DNA recognition site. (b) Regulatory network motifs of relatively fixed pattern that occur commonly in networks.
(c) Connection of motifs into more complex modules, many of which have been experimentally identified. (d) The complete regulatory
network, which provides the program for regulation of gene expression in an organism. Used with permission from Madan Babu et al.
(2004).
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et al., 1998; Tavazoie et al., 1999). Cis-regulatory elements
comprise the chemical code that specifies interactions be-
tween transcription factors and their constituent sequences
(Davidson et al., 2003). Each cis-regulatory element pro-
cesses multiple inputs and therefore interacts with multiple
transcription factors. Similarly, each transcription factor
interacts with multiple cis-regulatory elements (Davidson
et al., 2003). The complex interactions specified by such
instruction demonstrate why a gene regulatory network has
network architecture rather than a simple linear or branch-
ing structure (Davidson et al., 2003).
Genes encoding given transcription factors are utilized
recursively, in multiple times and places during embryogen-
esis and development, participating in entirely independent
processes (Howard-Ashby et al., 2006). Repeated utilization
and redundancy appear common in regulatory gene net-
works. Regulatory genes can be thought of as nodes in a gene
regulatory network that read, process, and transmit spatial
and temporal information (Davidson, 2006). Any given gene
is activated when the correct set of upstream inputs is
presented, resulting in regulatory proteins that convey new
spatial and temporal cues when they interact with cis-
regulatory targets in downstream genes. New information-
processing nodes are activated continuously during embry-
ogenesis, with concomitant increases in complexity of the
embryo regulome (Howard-Ashby et al., 2006).
Binary vs complex lineage specification
Formation of specialized tissues is progressive, and much
evidence suggests that cell fate is progressively restricted.
Understanding this relationship between progressive restric-
tion of cell fate requires consideration of the nature of the
decision-making process (Brown et al., 1988) and hence the
architecture of stem cell regulatory networks. Although
cellular differentiation and development are often consid-
ered in the context of stepwise binary diversification (Brown
et al., 1988; Huang et al., 2007; Kaletta et al., 1997), there isalso evidence of a more complex decision-making process in
which more than two outcomes are possible (Cinquin and
Demongeot, 2002, 2005; Rothenberg et al., 1999). Such
“multistable” switches are more resistant to mathematical
analysis than bistable switches, but are expected to appear
in biological systems in which a decision more complicated
than a binary decision must be made (Cinquin and Demon-
geot, 2002). In particular, studies of the hematopoietic
system suggest that decision making is more complex than a
series of binary decisions (Cinquin and Demongeot, 2005).
This more complex interplay is illustrated in Fig. 2b and
contrasted with a simpler binary decision-making architec-
ture in Fig. 2a. Any conceptual framework of stem cell
decision making should accommodate both types of archi-
tecture, as well as a mix of these extremes, if necessary.
Interestingly, the predominately binary model of cell
differentiation appears to prevail in a number of inverte-
brate development systems and in some mammalian pro-
genitors, including the germ cell lineages (Enver and
Greaves, 1998). This supports the intuitive notion that binary
decision making is evolutionarily more ancient, representing
a simpler mechanism of lineage commitment. An interesting
possibility is that the two extremes represented in Fig. 2
describe embryonic stem cells and a population of stem cells
with more complex decision-making capabilities, possibly
those of the hematopoietic system. Hematopoietic stem
cells (HSCs) are responsible for producing around 10 different
cell types. They need to respond to the changing demands of
an organism and must persist throughout an organism's
lifetime. In contrast, ESCs are an artifact cell population that
are representative of a very early stage of development. It
follows that ESCs could have more ancient, relatively simple,
regulatory architecture compared with HSCs. Consistent
with this suggestion are findings that HSCs have complex
transcription factor requirements, while multipotent hema-
topoietic precursors in embryos can have simpler require-
ments (Rothenberg and Anderson, 2002, and references
therein). However, Enver and Greaves (1998) note that it
would be surprising if the antique binary mechanism did not
penetrate the hematopoietic system to some extent and
Figure 2 Taken with permission from Cinquin and Demongeot
(2002, 2005). Two extremes of stem cell regulatory network
architecture. (a) Simple binary (stepwise) model, in which
lineage specification occurs through a series of binary decisions.
(b) Complex (concerted) interplay of multiple factors, in which
cells have more than two options available simultaneously to
them and phenotype selection depends on a delicate interplay
among multiple factors. Arrows represent activation and squares
inhibition.
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evidence of this.
In particular, if ESCs exploit a relatively simple regulatory
architecture they may be less sensitive to external circum-
stance, relying instead on an unfolding gene program. This
could be beneficial for organisms, which proceed with
embryogenesis robustly, despite mutations and variable
external conditions. The idea that HSC regulatory architec-
ture is more complex than that of ESCs is supported by the
striking complexity of postembryonic development and
formation of the adult body plan, which dwarfs that of
embryogenesis in terms of both multilayered morphology and
number of cell types (Howard-Ashby et al., 2006).
The notion that ESCs and HSCs have different regulatory
architecture for accomplishing similar tasks could be linked
with their very different behavior in vitro. ESCs can be
propagated indefinitely in vitro despite the fact that they
are an artifact of a transient population in nature. In
contrast, HSCs are notoriously difficult to expand in vitro,but are a permanent population in nature. These differences
are explicable if the complexity of HSC regulatory architec-
ture is higher than that of ESCs. The greater complexity of
HSC architecture could facilitate integration of changing
external conditions, possibly through increased sensitivity to
external conditions relative to ESCs. However, such complex-
ity could make maintenance of a stable stem cell state more
difficult. Theoretical work reveals an intimate relationship
between network complexity and network stability and
suggests that more complex networks are often less stable
than simpler networks (Albert and Barabási, 2002; Sinha,
2005; Wilmers et al., 2002). Hence, if HSC regulatory
architecture is relatively complex it could be inherently
unstable, requiring a very specialized niche environment for
continued persistence (vide infra). The complexity of both
HSC regulatory architecture and that of the niche might be
the reason our ability to manipulate these stem cells in vitro
remains so limited. Despite over 30 years of intense
experimental effort, we remain unable to expand HSCs
significantly in vitro. In contrast, ESCs are readily expanded
in vitro even though their study is relatively recent. Several
components contribute to the stem cell niche, including
soluble factors, extracellular matrix or cell substrate, the
biophysical environment, and nearby cells that can elicit
cell-to-cell signaling. Such factors converge via intracellular
signaling pathways and, together with intrinsic genetic
circuitry, govern whether a cell divides, differentiates, or
dies (Metallo et al., 2007).
The question of how complex interplay among multiple
factors can be modeled is a pertinent and difficult problem.
Importantly, there is evidence to suggest that differentiation
factors can be antagonistic (Cinquin and Demongeot, 2005;
Cory, 1999; Enver and Greaves, 1998; Nutt et al., 1999). That
is, expression of one phenotype precipitates repression of
alternate cell fates. However, it appears more complex than
this because there is evidence for competition among various
cell-fate-determining factors (Cinquin and Demongeot,
2005; Enver and Greaves, 1998; Hermsen et al., 2006). The
notion of competition is supported by dose-dependency
effects, which imply that Boolean models, in which a specific
master gene is turned on and represses all alternatives, are
inadequate (Cinquin and Demongeot, 2005). Competition
can occur through active repression of transcription by
competing transcription factors, but also through physical
interaction between factors (Cinquin and Demongeot, 2005;
Enver and Greaves, 1998; Hermsen et al., 2006).
Because transcription factors regulate one another's
expression and alter one another's DNA binding and transac-
tivation activities, certain combinations are unstable
(Rothenberg and Anderson, 2002). Cinquin and Demongeot
(2005) test whether the complex model illustrated in Fig. 2b
is able to display stable coexistence of several antagonistic
factors. Stable coexistence of antagonistic factors is poten-
tially very important because their destabilization could
force a decision, corresponding to lineage choice. One way
that this might occur is through modulation of competition
through transcription strength. At low levels of competition
(corresponding to low level transcription), stable coexistence
of many antagonistic factors appears possible. However, as
competition increases through increasing transcription
strength, this balance is upset and one cell fate is selected
at the expense of all others. Hence, transcription strength,
164 J.D. Halley et al.because of its impact on competition, could provide a simple
means to precipitate and regulate differentiation (Cinquin
and Demongeot, 2005). Swiers et al. (2006) identified dense
overlapping region (DOR) gene motifs that may provide a
mechanistic explanation for this behavior. These DORs were
included in their motif-based models of cross-antagonism of
transcription factors in the hematopoietic system. DORs may
also provide a rationale for the observed convergence to a
common cell fate via different gene expression trajectories,
reported by Huang et al. (2005). They modeled a specific
example of cross-antagonism between PU.1 and GATA-1 and
their respective target genes that results in one of two
lineage choices, depending on which of the two transcription
factors dominates. Computational models are ideal tools
for such investigations because they encourage the formal
expression of the current state of knowledge and facilitate
rigorous exploration of system dynamics. Such models ena-
ble us to test and investigate the key operating principles of
a network and other important questions such as how
sources of noise can impact network behavior (Rao et al.,
2002).
External factors
In the past, research into the regulatory mechanisms of stem
cells often focused on internal mechanisms and tissue-
specific patterns of gene activity (Heissig et al., 2005).
However, numerous studies have since demonstrated that
stem cell niche microenvironments are also critical for
regulating stem cell fate within different tissues during
postnatal life (Haylock and Nilsson, 2005; Heissig et al.,
2005). Cells respond to external signals through a series of
signaling pathways that may be branched or linear or may
link to other such pathways to form complex networks
(Knofler et al., 2005). External signals that influence stem
cell fate include secreted factors and cell–cell interactions,
mediated by integral membrane proteins (Heissig et al.,
2005). Interactions with neighboring cells are key determi-
nants of stem cell behavior (Adams and Scadden, 2006;
Heissig et al., 2005; Lin, 2002; Metallo et al., 2007; Moore
and Lemischka, 2006) and cancer cell behavior (Lee and
Herlyn, 2007; Li et al., 2007b; Rizo et al., 2006). Indeed, it
may even be possible that the location and niche environ-
ment (rather than a unique molecular signature) are what
provides different stem cell populations with unique iden-
tities (Heissig et al., 2005).
Analysis of stem cell–niche interactions has been ham-
pered by their unknown location, but over the past few years
much progress has been made (Adams and Scadden, 2006;
Haylock et al., 2007; Taichman, 2005; Wilson and Trumpp,
2006; Yin and Li, 2006). In particular, transplantation studies
revealed that localization within the bone marrow niche
varied according to cell phenotype, with HSCs of high
hematopoietic potential being enriched in the endosteal
region (Haylock et al., 2007; Nilsson et al., 2001; Nilsson and
Simmons, 2004). Complex interplay between HSCs and the
endosteal bone marrow niche influences not only HSC
homing, retention, and mobilization (Wilson and Trumpp,
2006), but also the relative numbers of blood cells produced.
Every blood cell differentiation program includes lineage-
specific proliferative checkpoints, at which the number ofcells produced depends on interaction with proliferation and
survival signals from secreted cytokines. Signals within the
microenvironment can amplify the effects of transcription
factor combinations, tipping the balance between two or
more transcription factors, thereby favoring differentiation
along one pathway or another (Graf, 2002; Miyamoto et al.,
2002). Since single progenitors can simultaneously express
multiple lineage-related cytokine receptors, cross talk
between different cytokine receptors can also occur (Miya-
moto et al., 2002). The existence of an external control
facilitates increased plasticity of cell fate during differentia-
tion and has an important consequence for the regulatory
logic of hematopoietic differentiation. As long as some
precursors of each lineage are made, it may not matter if
there are more or fewer than is ideal. By removing penalties
for specification errors, regulation by cytokines allows the
hematopoietic system to exploit delicate mechanisms for
creating lineage divergence that need not be robustly
predictable in output volume (Rothenberg and Anderson,
2002).
Most HSCs reside in a nondividing, quiescent, state despite
the fact that they are responsible for the daily production of
billions of cells. Importantly, HSCs are activated in response
to injury and other external influences, and their offspring
have extensive proliferative potential (Fuchs et al., 2004;
Heissig et al., 2005; Li et al., 2007a). The release of HSCs into
circulation could provide a readily accessible source of HSCs
to repopulate areas of injured bone marrow and may be an
artifact of bone remodeling, which causes constant destruc-
tion and formation of HSC niches, requiring continual HSC
relocalization (Adams and Scadden, 2006; Fuchs et al., 2004;
Taichman, 2005; Wilson and Trumpp, 2006).
The ways in which external factors integrate into stem cell
gene regulatory networks presumably reflect the architec-
ture of such networks. As discussed above, it is intuitive that
more complex regulatory networks are better able to
integrate more complex external conditions, potentially
exploiting more complex external information. Such com-
plexity could underlie HSC regulatory networks, ensuring that
their in vitro manipulation is similarly complex. In contrast,
ESCs could have relatively simple regulatory architecture,
making integration of external factors cumbersome. Consis-
tent with this idea are interesting findings within the field of
cancer research. The idea of cancer stem cells has been
around for several decades (Marx, 2003), but it is only
relatively recently that it has become apparent that cancer
development and normal embryonic development have some
features in common (Ferretti et al., 2007; Patel et al., 2006;
Ruiz i Altaba et al., 2002; Wilczynski, 2006). For example,
much of the signaling circuitry exploited by trophoblast cells
is also exploited by cancer cells. This overlap in molecular
machinery is consistent with the fact that both cell types
have similar phenotypes, including proliferation, migration,
and invasion (Ferretti et al., 2007; Hanahan and Weinberg,
2000). The primary difference between normal trophoblast
development and malignant transformation is that normal
development is temporally and spatially predictable,
whereas malignant transformation is typified by multiple
stochastic events (Ferretti et al., 2007; Hanahan and
Weinberg, 2000; Hiden et al., 2007).
Li et al. (2007a) propose that the ability of a tumor to
metastasize, an inherent property of some cancer stem cells,
165The stem cell genome and certain influencing factors: Towards a Rosetta stoneis modulated through interactions with the niche. Consistent
with this idea is the fact that many factors known to govern
HSC migration, engraftment, and homing are also mediators
of cancer metastasis and cell invasion (Li et al., 2007a, and
references therein). Skeletal bone provides niche sites for
HSCs and is the most common site for cancer metastasis (Li
et al., 2007a; Raubenheimer and Noffke, 2006). It follows
that bone-specific factors, such as the level of calcium ions,
could serve as chemoattractants for guiding migrating cancer
cells to bone (Li et al., 2007a). Although cancer cells and
those of the hematopoietic system appear to be drawn to
similar niche environments, the proliferation of stem cells,
unlike that of cancer stem cells, is rigorously controlled by
this environment (Li and Neaves, 2006; Rizo et al., 2006).
Upsetting the delicate balance between intrinsic signals and
those from the niche can result in aberrant genetic changes,
implicated in the development of leukemia and other
cancers (Li et al., 2007a; Rizo et al., 2006).
Virtually all mammalian cells carry similar molecular
machinery for the regulation of proliferation, differentia-
tion, and death (Hanahan and Weinberg, 2000). Hence, a
cancer phenotype might arise through inappropriate reacti-
vation of some embryonic pathways in HSCs. Interestingly,
our hypothesis that the regulatory architecture of embryonic
stem cells is relatively simple might explain why cancer cells
fail to be adequately regulated by their niche environment.
The relative simplicity of their regulatory architecture may
be ill-equipped to integrate the full complexity of regulation
offered by the HSC niche. Such discrepancy could upset the
delicate balance between intrinsic and extrinsic signaling, so
vital to the control of cell behavior.
Classical work on cancer genomics centered on discovery
of oncogenes and tumor-suppressor genes. However, such
work has trouble accounting for puzzling findings, such as
why transition to cancer can sometimes occur in the absence
of major changes in chromosomal sequence (Qu et al., 2007).
Hanahan and Weinberg's (2000) review on the hallmarks of
cancer suggests that although the next couple decades will
undoubtedly be accompanied by technical advances, the
more fundamental change in cancer research will be
conceptual. They provocatively hint that the similarities
between the many different types of human cancers could be
due to a small number of fundamental underlying principles,
which elegantly summarize the complexity of the disease.
This hope is supported by the fact that despite their
extraordinary diversity, all clinically significant cancers
share at least one common characteristic: excessive pro-
liferation of affected cells (Li and Neaves, 2006).
Conclusion
Cracking the codes that will allow us to understand stem cell
behavior is clearly an extremely difficult task (Tsai, 2004).
Although recent efforts have precipitated a better mechan-
istic understanding of stem cell fate choice, little is known
about combinatorial effects of multiple input signals,
present in most culture systems (Metallo et al., 2007). As
stem cell technologies transition from research lab to clinical
application, the need for robust culture systems that
predictably control stem cell growth and differentiation
increases. Stem-cell-based processes must reproduciblygenerate large amounts of functional cells or tissues, and
the multistep mechanisms involved will undoubtedly require
complex, well-controlled systems. Such goals will be
accomplished only by exploiting the interactions of stem
cells with their microenvironments (Metallo et al., 2007),
together with an accurate conceptual framework that
integrates known important variables.
Although the three classes of factors considered here are
presented separately, their shared evolutionary history
necessitates integration. Stochastic gene expression per-
vades network components; network architecture controls,
modulates, or exploits this noise while performing additional
computation; and such complexity also interplays with
factors external to cells, although the extent to which
various stem cell species respond to external factors
probably varies. Hence, key features of stem cell regulation
and behavior are probably emergent properties of several
interacting pathways and networks (Phillips et al., 2000). If it
becomes possible to understand each of these factors, and
how they interrelate, we should be a few steps closer toward
a Rosetta stone for the stem cell genome.
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