Abstract. In this paper, a calibrationless method is proposed for parallel magnetic resonance imaging (pMRI). It is motivated by the observation that the gradients of the aliased images are jointly sparse. Therefore, the pMRI problem can be formulated as a joint total variation regularization task. The eld of view is nally obtained via a sum of square approach. We develop an iterative algorithm to eciently solve this problem. Experiments on pMRI datasets demonstrate that our method outperforms the state-of-the-art pMRI methods even when they can achieve sucient calibration data, and far better than existing calibrationless pMRI algorithms. Clinic MR applications could benet from this method even when accurate calibration is limited or not possible at all.
Introduction
It is routine to accelerate MRI with parallel technique in clinic applications by using multiple receiver coils to acquire undersampled k-space data. The coils are installed around the patient at dierent locations. Thus, the MR signals are scanned with dierent spatial sensitivities. If estimated precisely, the sensitivity information could be used to interpolate the missing data due to undersampling.
The data acquired by each receiver coil corresponds to an aliased image. Based on the way to reconstruct each aliased image, existing methods can be classied broadly in two types: a) image domain methods such as SENSE [1] and JSENSE [2] , which directly transform the undersampled data to aliased images and then unfold them to the eld of view (FOV) via SENSE encoding; b) frequency domain methods such as GRAPPA [3] and SPIRiT [4] , which interpolate the missing data to ll the full k-space and then transform them to aliased images. For the image domain methods, the sensitivity map is required to be estimated. Any noise or inaccuracy in the sensitivity map will be amplied signicantly and result in visible artifacts in the FOV. For the frequency domain methods, the interpolation weights need to be calibrated with sucient auto-calibration signals (ACS). However, the eciency or feasibleness of calibration is limited in many applications such as dynamic MRI and non-Cartesian imaging. Without sucient ACS, the performance of all these methods and their improved versions [5] [6] can not be guaranteed.
To avoid calibration, an algorithm CaLMMRI is proposed recently [7] . It is based on compressive sensing MRI (CSMRI) [8] scheme to reconstruct MR image from undersampled data without the need for the sensitivity information. Because all the aliased images represent the same anatomical cross section, they are jointly reconstructed by exploiting the joint sparsity among them. The FOV is obtained by the sum of square (SoS) approach with the reconstructed aliased images. However, their assumption on the appearance similarity among aliased images does not hold strictly due to the sensing dierence caused by the coil locations. This makes their algorithm still hard to be comparable to the state-of-the-art calibration methods such as GRAPPA and SPIRiT. As we are interested in calibrationless pMRI, CSSENSE [5] could also be viewed as a calibrationless method if the SENSE encoding step is replaced by SoS. Compared to CaLMMRI, CSSENSE can only reconstruct each aliased image coil-by-coil. No spatial prior knowledge in the data other than sparsity is utilized to improve the reconstruction. Moreover, all these CS based MRI methods [7] [5] strongly rely on the incoherence of the sampling matrix [9] [10], which can not be always guaranteed in MR applications.
In this paper, we propose a new pMRI method called Joint Total Variation MRI (JTVMRI), which is an extension of the total variation (TV) [11] regularization for ill-posed problem. Unlike CaLMMRI, we do not assume the images of the dierent coils have similar appearance but only assume their gradients are similar. Since MR images are often piecewise smooth, most of the gradients are approximate to zeros. The non-zero gradients only appear on the edges, which is consistent in all the aliased images of dierent coils. An ecient algorithm is developed to eciently solve the ill-posed pMRI problem. Our method does not require any calibration step and can be applied on arbitrary sampling which is not available for GRAPPA and SPIRiT. Extensive experiments demonstrate that the proposed method is far better than CaLMMRI. And more importantly, it outperforms the state-of-the-art auto-calibration method such as GRAPPA and SPIRiT, which makes calibrationless pMRI much feasible than before. (2) is solved by SPGL1 [12] in their method. It is a joint reconstruction method as ours. However, as discussed above, their assumption of the similar appearance among images of all coils can not be strictly satised in practice. This results in its relatively lower performance and makes it unable to be comparable to the state-of-the-art auto-calibration methods when sucient ACS is available.
3 Algorithm Dierent from CaLMMRI, we only assume the gradients of aliased images from all the coils are jointly sparse. Figure 1 demonstrates the appearances and gradients of two images from dierent coils. We could observe that the appearances are only similar at the center area. However, as MR images are often piecewise smooth, the gradients are not only very sparse but also jointly sparse. The non-zero gradients tend to be at the same positions across dierent images, that is, on the edges. This assumption holds at almost entire image areas. As an extension of TV regularization, the pMRI reconstruction is therefore formulated as a JTV reconstruction:
jjp(:Y ) cjj 2 2 + jjjjJTV g (3) where kk J T V = P N i=1 q P C c=1 ((r 1 ic ) 2 + (r 2 ic ) 2 ). The JTV is also known as vectorial TV [13] for color image processing. Problem (3) can be solved by proximal gradient method and accelerate by FISTA [14] . The whole algorithm is summarized in Algorithm 1, where f() = 
Therefore, the optimal solution for problem (4) (6) Note that the gradient of h(Y ) = !(f !v(Y )). Therefore problem (6) can be solved by FISTA and summarized in Algorithm 2. Accelerated by FISTA [14] , the convergence rate of Algorithm 2 is y(1ak 2 ).
The total time complexity of JTVMRI is y(gx log x) by applying fast Fourier transform (FFT). There are double loops in the algorithm. Due to the trade o between eciency and eect, the JTV denoising algorithm only runs 1 iteration in our implementation.
Experiments

Materials and Methods
The experiments are conducted on three brain MRI datasets shown in Figure  2 . These images are widely used for validating pMRI methods [4] [7] [5] . Figure  2 (a) shows an image scanned from a GE 3T commercial scanner with an eightchannel head coil using a two-dimensional T1-weighted spin echo protocol (TE = 11ms, TR = 700ms, FOV = 22cm, 256 ¢ 256 pixels). Figure 2(b) shows a T1-weighted image from spoiled gradient echo (SPGR) sequence, scanned on a GE Signa-Excite 1.5-T scanner with an eight-channel receive coil (TE = 8ms, TR=17.6 ms, FOV = 20cm, 200¢200 pixels). The image shown in Figure 2 (c) is a T1-weighted image extracted from SRI24 Multi-Channel Brain Atlas Data [16] . It was acquired with a 3D axial IR-prep SPGR sequence, where TR=6.5ms and TE=1.54 ms. Imaging was performed on a 3.0T GE scanner with an 8-channel head coil with 256 ¢ 256 resolution covering a 24-cm FOV. Gaussian random sampling masks are used, with more samples are obtained in low frequencies and less samples are obtained in higher frequencies [7] . Our method is compared with the-state-of-the-art auto-calibration methods GRAPPA [3] , SPIRiT [4] and the calibrationless CSMRI methods CaLMMRI [7] and CSSENSE [5] . All codes are downloaded from their websites and we carefully follow their experiment setup. For fair comparison, the sampling mask contains a 30 ¢ 30 fully sampled region to ensure accurate calibration for GRAPPA and SPIRiT (shown in Figure 2(d) ). All experiments are conducted in MATLAB with a 3.4GHz CPU. Gaussian white noise with 0.01 standard deviation is added in the original data and Signal-to-Noise Ratio (SNR) is used as the metric for evaluation. The parameters are set = 0X04, = 0X4 for our algorithm and CSSENSE. All other algorithms are with their default parameters. SPIRiT runs 10 CG iterations as suggested because the result would be worse with more iterations [4] . All other algorithms run 50 iterations. For better visualization of the dierence errors, all the corresponding error images are shown in Figure 4 . The error of our algorithm only appears slightly on the edges while those of all other algorithms signicantly distribute over all the image. The SNRs of GRAPPA, SPIRiT, CSSENSE, CaLMMRI and the proposed method are 23X27, 24X73, 23X1X, 22X21 and 26X20 respectively. Their CPU time consumptions are 626X2s, 7.8s, 55.7s, 12.5s and 7.4s respectively.
To reduce randomness, each algorithms run 100 times to obtain the average results. The average SNRs and CPU time on the three images are shown in Table  1 and Tabel 2 respectively. On each image, our method always achieve the best results with the least CPU time. GRAPPA is very slow on the random sampling mask, which need more than 10 minutes for a 256 ¢ 256 image. Unlike other iterative methods, the SNR of SPIRiT does not increase monotonously [4] . How to choose the optimal iteration number to terminate is still unsolved. CaLMMRI is hard to be comparable to the state-of-the-art methods such as CSSENSE and SPIRiT. These results is consistent with the comparisons in previous work [7] . CSSENSE in our implementation is the same as coil-by-coil SparseMRI [8] reconstruction for each individual image. It has stable performance. However, the correlations among the aliased images are not exploited. That is why it always worse than the proposed method. The computational cost of CSSENSE is also expensive compared with other iterative methods, which makes it hard to be applied on large scale data. 
Discussion
In contrast to GRAPPA and SPIRiT, CSSENSE and CaLMMRI are calibrationless methods that do not rely on sucient ACS. In contrast to GRAPPA and CSSENSE, SPIRiT and CaLMMRI can perform joint reconstruction on the undersampled data. Compare with CaLMMRI, CSSENSE has utilized the sparsity in gradients to improve reconstruction. Only our method inherit all these benets in pMRI, which can eciently, jointly, reconstruct MR images by exploiting their sparsity in gradient domain without calibration.
Conclusion
In this paper, we have proposed a novel calibrationless method for calibrationless pMRI. It is motivated by the observation that the images of dierent coils are jointly sparse in the gradient domain. Compared to existing auto-calibration methods, our algorithms can be widely applied in the cases when calibration is time consuming or impossible. Compared to exiting calibrationless methods, our model is much more applicable on pMRI data and our algorithm is much more ecient. Extensive experiments have demonstrated that our algorithm outperforms the state-of-the-art auto-calibration methods when sucient calibration can be achieved, and is far better than previous calibrationless methods. All these benets make calibrationless pMRI much more feasible than before. 
