Scholars in many fields of economics have become very interested in Silicon Valley-style agglomerations of individual industries (J. Vemon Henderson, 1988; Michael E. Porter, 1990; Paul Kmgman, 1991) . These agglomerations are striking features of the economic landscape and may provide insights into the nature of the increasing-retums technologies and spillovers that are thought by many to be behind endogenous growth and business cycles.
In our previous work , we noted that agglomerations may arise in two ways. In addition to explanations based on localized industry-specific spillovers, there is a simpler altemative: an industry will be agglomerated if firms locate in areas that have natural cost advantages. For example, the wine industry (the second most agglomerated industry in our study) is siu-ely affected by the suitability of states' climates for growing grapes. If firms' location decisions are highly sensitive to cost differences (as found by Dennis Carlton [1983] , Timothy J. Bartik [1985] , and Henderson [1997] , among others), then natural advantages may account for a substantial portion of observed geographic concentration.
In this paper we use the term ' 'nattu'al advantage" fairly broadly. Some possible examples would be that none of the more than 100,000 shipbuilding workers in the U.S. in 1987 worked in Colorado, Montana, or North Dakota and that the highest concentration of aluminum production (which uses electricity intensively) is in Washington (which has the lowest electricity prices). We will also speak of the concentration of the mbber and plastic footwear industry in North Carolina, Florida, and Maine and its absence from Alaska and Michigan as possibly refiecting natural advantages in the labor market. The industry is an intensive user of unskilled labor and faces tremendous competition from imports; hence we would expect to see it locate in low-wage states.
The simplest way to find effects of natural advantages on industry locations is to regress each industry's state-level employment on states' resource endowments as in Sukkoo Kim (1999) . A problem with this approach, however, is that one can easily think of more potential advantages than there are states in the United States and fit each industry's employment distribution perfectly. We identify effects of natural advantages without overfitting by imposing cross-industry restrictions requiring the sensitivity of location decisions to the cost of a particular input to be related to the intensity with which the industry uses the input.
Using such an approach to estimate the effects of natural advantage on the 1987 locations of four-digit manufacturing industries, we find that industry locations are related to resource and labor-market natural advantages. Our primary goal is to see how much of the geographic concentration of industries reported in Ellison and Glaeser (1997) can be attributed to natural advantages. In our preferred specification, we attribute about onefifth of the concentration to observable natural advantages. Given that we are using only a small number of variables that capture advantages very imperfectly, we would guess that at least half of the concentration reported in Ellison and Glaeser (1997) is due to natural advantages. Nonetheless, there remain a number of highly geographically concentrated industries in which interfirm spillovers seem important.
I. Measuring Geographic Concentration
Following Ellison and Glaeser (1997) , assume that industry /' consists of K plants that sequentially choose locations from the set of states S in order to maximize profits. Suppose that the profits received by plant k when located in state s, 7r,vt,, are given by log 7r,vt, = log TTi, where TT,, is the expected profitability of locating in state s given observed state-specific costs, the function g^ refiects the effect on the profitability of state s of spillovers given that plants \, ... , k -\ have previously chosen locations Uy,..., i;^-,, TJ,, is an unobserved common random component of the profitability of locating in state s, and e, fcs is an unobserved firm-specific shock.
In our model, plants in an industry may cluster relative to aggregate activity for three reasons: (i) more plants will locate in states with observed cost advantages; (ii) more plants will locate in states with unobserved cost advantages; and (iii) plants will cluster if spillovers are geographically localized.
Equilibrium geographic concentration is easy to compute for a particular specification in which the importance of unobserved natural advantages and spillovers are captured by parameters y"" and y ' € [0, 1]. The importance of unobserved natural advantages is reflected in the variance of 77,5. Specifically, we assume that 7?,, is such that 2(1 -y'"')-Ki,e''"ly''^ has a x^ distribution with £(7r,^e''") = 7r,, and Var(7r,,e''") = ^"^^/ ( l --y""). Spillovers are of an all-or-nothing variety: with probability y^ a "crucial spillover" exists between each pair of plants. If such a spillover exists between plant k and plant €, then plant k receives negative infinity profits if it does not locate in the same state as plant €; otherwise its profits are independent of €'s location.
When the plants choose locations to maximize profits in this model, the expected share of employment located in state s is £(5,^) = is = TTij/S^TT/^ . An index of geographic concentration beyond that accounted for by observed natural advantage is where H is the Herfindahl index of the plants' shares of industry employment. The property that makes this an appealing index (which follows from the same argument as in Ellison and Glaeser [1997] ) is that £ ( 7 ) = y"" + 7 ' -
The concentration index will reflect both unobserved natural advantages and localized spillovers. The index in Ellison and Glaeser (1997) is simply this index with the crude model where 5,^ is assumed to equal state 5's share of overall manufacturing employment. As we better account for the effects of natural advantages on state-industry shares, we would expect the index of concentration to get smaller.
n. Does Natural Advantage Affect
Industry Location?
In our empirical work we assume that average state-industry profits are log TTf a = ao log (pop,,) + a, log (mfg,) where pop^ and mfg^ are the shares of total U.S. population and manufacturing employment in state s, i indexes inputs to the production process, ye^ is the cost of input € in state s, and za is the intensity with which industry i uses input (. The specification includes multiplicative industry dummies, (5,, to account for the fact that observed cost differences will affect location decisions more in some industries than in others, both because of differences in the magnitude of the plantspecific shocks and because of transportation costs. For example, while one can easily imagine the fur industry concentrating in response to moderate cost differences, it seems hard to imagine that the concrete industry would concentrate geographically even if there were enormous differences in the costs of rocks and coal. In the estimation, the multiplicative industry effects are constrained to be normegative. Note that we have economized on the number of parameters by assuming that the effect on industry profitability of the difference in the cost of a particular input is proportional to the intensity with which the industry uses the input, rather than estimating a separate coefficient for each input for each industry.
Given this specification ofthe effects of natural advantages, expected state-industry employment shares are r exp(-( 2 pop?» mfg?' e x p ( -6; 2 /3e s' e a)
We estimate this relationship for the 1987 state employment shares of four-digit manufacturing industries by nonlinear least squares using 16 interactions designed to reflect advantages in natural resource, labor, and transportation costs. We normalize all of the interaction variables to have a standard deviation of 1 and choose their signs so that the /8 coefficients are expected to be positive. A larger estimated /? value indicates that variation in the cost/intensity of use of that input has a larger effect in aggregate on the distribution of industries.
Results from estimating a base model without the multiplicative industry dummies are presented in Table IA . The first column gives the name of the variable. Each is described in two lines: the first being the state-level input price variable (usually a proxy rather than a price) and the second being the industry-level variable reflecting intensity of use or the sensitivity of location decisions to input costs.
The second column gives the coefficient, which should be interpreted as the percentage increase in the state's share of total industry employment caused by a one-standarddeviation increase in the explanatory variable; f statistics for the coefficient estimates are given in parentheses. Thus the coefficient of 0.170 for the variable electricity price X electricity usage means that the state's share of industry employment increases by about 17 percent (e.g., from 10 percent to 11.7 percent) with a one-standard-deviation increase in this variable. Table IB shows the two industries for which the industry component of each variable is largest. For example, electricity is most important (as a fraction of value added) for primary aluminum and alkalies and chlorine. Table IB also shows the states where the input cost is lowest (Washington, Idaho, and Montana for electricity) and the state where it is highest (Rhode Island).
The first six variables in the table (a-f) are designed to reflect the costs of six common inputs: electricity, natural gas, coal, agricultural products, livestock products, and lumber. All are highly significant and of the expected sign. The coefficients on several of these variables are among the largest we find, indicating that these variables reflect a substantial component of natural advantage.
The next six variables (g-1) relate to labor inputs. The first three are the average manufacturing wage in the state interacted with (g) wages as a share of value added, (h) the fraction of industry output that is exported, and (i) the fraction of U.S. consumption of the output good that is imported. Interactions (h) and (i) examine whether industries that are more competitive intemationally are more wagesensitive. All of these variables, however, will not matter if average wage differences are attributable to differences in labor productivity. Interactions (g) and (i) are significant and have the expected positive sign, but the coefficients are fairly small. We find no evidence of exporting industries concentrating in lowwage states.
The other labor input variables are designed to capture differences in the relative prices of different types of labor. Variable (j) is the interaction of the share of the adult population in the state without a high-school degree with the share of workers in the industry who are unskilled. Next, (k) is the interaction of unionization in the state (as a proxy for the presence of skilled workers) widi the fraction of employees in the industry who are precision production workers. Variable (1) is the interaction of the fraction of the adult population in the state with bachelors' degrees or more education with the fraction of industry workers who are executives or professionals. All of these variables have a powerful positive effect.
The final four variables (m-p) relate to transportation costs. The first two (m and n) are designed to examine whether industries that are intensive importers or exporters of heavy goods tend to locate on the coast. Neither ofthe estimates is positive and significant.
The next two variables (o and p) are meant to capture the idea that firms will reduce transportation costs or improve their marketing by locating closer to their customers. They are interactions of the share of the industry's output that is sold to consumers with population density and with the difference between a state's share of income and its share of manufacturing employment. Both are significantly positively related to employment.
The coefficients on the natural advantages in specifications that include multiplicative dummies for two-digit and three-digit industries are similar. The tendency of laborintensive industries to locate in low-wage states appears more pronounced in these regressions, while estimates of the effects due to unskilled labor, import competition, and income share minus manufacturing share become insignificant or negative.
m . Does Natural Advantage Explain
Agglomeration?
Our greatest motivation for studying natural advantage is a desire to know whether it can account for a substantial portion of observed geographic concentration. Table 2 illustrates the effect on measured geographic concentration of accounting for observed natural advantages. Each row reports on the distribution of industry agglomeration indexes y obtained from a particular model of natural advantage. The first row describes the concentration index of Ellison and Glaeser (1997) , which corresponds to the trivial model £ ( 5 , J = mfg^. The mean value of y in this model is 0.051. Only a few industries have negative y's. (This is noteworthy because the model has no transportation costs leading firms to spread out when serving local markets.) We regard the 28 percent of industries with y > 0.05 as showing substantial agglomeration. For comparison, the y of the automobile industry (SIC 3711) is 0.127. Such extreme agglomeration is uncommon but far from unique: 12.8 percent of manufacturing industries have a y greater than 0.1.
The second row shows the results when we introduce the 16 cost/intensity of use interactions but do not allow industries to differ in the sensitivity of location decisions to ob- served cost differences. The mean y declines slightly to 0.048, and the overall distribution looks quite similar. The third and fourth rows describe the concentration indexes found when we allow for multiplicative dummies for each two-and three-digit industry, respectively. In these models, natural advantages have greater explanatory power, reducing the mean values of y to 0.045 and 0.041, respectively. We conclude that 20 percent of measured geographic concentration can be attributed to a few observable natural advantages. The fraction of industries that are extremely agglomerated in this measure declines, but only moderately: 9.6 percent of industries still have y greater than 0.1 in the latter specification. Another notable feature of the distribution of y is that the index is negative for only a very few industries. The finding that virtually all industries are at least slightly agglomerated is apparently fairly robust to the introduction of measures of cost advantages.
rV. Conclusion
Industries' locations are affected by a wide range of natural advantages. About 20 percent of observed geographic concentration can be explained by a small set of advantages. We think that this result is particularly notable given the limits on our explanatory variables. For example, nothing in our model can explain why there is no shipbuilding in Colorado, nor can it predict that soybean-oil production is concentrated in soybean-producing states, as opposed to being spread among all agricultural States. We hope that, in the future, others will provide better estimates than we have been able to give here. We conjecture that at least half of observed geographic concentration is due to natural advantages.
At the same time, there remain a large number of highly concentrated industries where it seems that agglomeration must be explained by localized intraindustry spillovers. Simple cost differences can not explain why the fur industry, the most agglomerated industry in our sample, is centered in New York. We see the attempt to provide a clearer understanding of the sources of these spillovers as an important topic for future research. Some results along these lines are described in Guy Dumais etal. (1997) .
