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Abstract. We construct martingale solutions to stochastic thin-film equations by introducing a
(spatial) semidiscretization and establishing convergence. The discrete scheme allows for variants of
the energy and entropy estimates in the continuous setting as long as the discrete energy does not
exceed certain threshold values depending on the spatial grid size h. Using a stopping time argument
to prolongate high-energy paths constant in time, arbitrary moments of coupled energy/entropy func-
tionals can be controlled. Having established Ho¨lder regularity of approximate solutions, the conver-
gence proof is then based on compactness arguments—in particular on Jakubowski’s generalization
of Skorokhod’s theorem—weak convergence methods, and recent tools on martingale convergence.
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1. Introduction. For fluids consisting of just a small number of molecules, the
validity range of models from fluid mechanics may be enhanced by incorporating
thermal fluctuations into the model.
In the case of a thin liquid film with a thickness corresponding to just around
101–103 molecule layers (cf. Figure 1), classical models of continuum mechanics do
not always give a precise description of thin-film evolution. While morphologies of
film dewetting can be captured by thin-film models (see [2]), discrepancies arise with
respect to time-scales of dewetting. To put it concisely, certain effects, which acceler-
ate film rupture at its very onset, seem not to be included in these models. Based on
physical considerations, thermal fluctuations may have a strong influence during the
first stage of rupture of very thin films—cf. [47]. This fact motivated Gru¨n, Mecke,
and Rauscher [37] to formally derive a stochastic thin-film equation which reads
du = − div (m(u)∇(∆u−W ′(u)))dt+ div (√m(u)dS)(1.1)
and which is considered on rectangular spatial domains subjected to periodic bound-
ary conditions. Parallel in time, Davidovitch, Moro, and Stone [17] presented a differ-
ent derivation under the perspective of investigating the influence of fluctuations on
droplet spreading. In both cases, a no-slip boundary condition has been assumed at
the liquid-solid interface, leading to a degeneracy m(u) = u3. Numerical simulations
in [37] indicate that thermal noise is indeed able to overcome the aforementioned
discrepancies with respect to time-scales of dewetting.
In (1.1), u corresponds to the height of the thin liquid film, and m(u) is the
thickness-dependent mobility function which depends on the flow condition at the
liquid-solid interface. The effective interface potential W(u) reflects the effect of
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412 JULIAN FISCHER AND GU¨NTHER GRU¨N
(attractive and repulsive) interaction forces between liquid and substrate molecules,
and dS denotes vector-valued white noise.
In the present work, we study the existence of nonnegative solutions in the one-
dimensional case. We focus on a mobility m(u) = u2, which—with a grain of salt—
corresponds to a Navier slip condition at the liquid-solid interface (cf. [49]). For the
potential W, a prototypical example compatible with our assumption (H2) below is
given by W(u) = u−8 − u−2 + 1. This potential stands for disjoining and conjoining
van der Waals interactions between fluid and solid based on 6-12-Lennard–Jones pair
potentials.
In Remark 3.3, we will show that space-time white noise is not compatible with
finiteness of the physical energies encountered in thin-film flow—hence rendering the
mathematical analysis of the stochastic thin-film equation infeasible due to the strong
nonlinearities in the equation.
Therefore, we will consider Q-Wiener processes. Denoting the eigenfunctions
of the Laplacian on the spatial domain O = (0, L) subjected to periodic boundary
conditions by g`, ` ∈ N, introducing a sequence of independent Brownian motions
(β`)`∈N as well as a sequence (λ`)`∈N of nonnegative real numbers that converges to
zero sufficiently fast, we assume that the noise is of the form
dW =
∞∑
`=1
λ`g`dβ`.(1.2)
It is well-known (see, e.g., [51]) that the increments of W =
∑∞
`=1 λ`g`β` come along
with Gaussian laws
P ◦ (W (t)−W (s))−1 = N(0, (t− s)Q) ∀0 ≤ s ≤ t ≤ T,
where the self-adjoined operator Q is defined by
Qg` = λ
2
`g` ∀ ` ∈ N.(1.3)
Examples of such covariance operators Q—and hence, examples of such noise—are
provided by Hilbert–Schmidt operators of the form
(Qf)(x) :=
ˆ L
0
q(y − x)f(y)dy(1.4)
with nonnegative, symmetric, L-periodic, and sufficiently smooth kernels q: Following
the results of Blo¨mker [10], such operators share the system of orthonormal eigenfunc-
tions with the Laplacian.
Recall that the decay of the eigenvalues is related to the smoothness of q. Choosing
q compactly supported, we infer from Theorem 3.3 in [10] that the correlation of the
(physical) noise ξ(t, x) := ∂tW is given by
E (ξ(t, x)ξ(s, y)) = δ(t− s)q(x− y),
where δ(·) denotes the Dirac δ-distribution. In this spirit, the size of the support of q
gives twice the correlation length of the noise. Assuming a finite interaction length,
Q-Wiener processes seem to be a reasonable ansatz from a physical point of view, too.
Altogether, in our setting the stochastic thin-film equation reads
du = − (m(u)(uxx −W ′(u))x)x dt+ ∞∑
`=1
(
λ`
√
m(u)g`
)
x
dβ`(1.5)
on O × [0,∞) subjected to periodic boundary conditions.
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Fig. 1. A thin liquid film consisting only of a limited number of fluid molecules.
The main result of the present contribution is the existence of a weak martingale
solution to the stochastic thin-film equation (1.5); see Definition 3.1 and Theorem 3.2
below. For properly chosen initial data, the solution turns out to be positive on
O × [0, T ] almost surely. The assumptions on the probabilistic setting, initial data,
and the effective interface potentialW will be made precise in section 2; see (H1)–(H4).
For the deterministic thin-film equation
ut = − div(m(u)∇∆u)(1.6)
and its variants, in recent decades an extensive mathematical theory has been de-
veloped. Despite the lack of comparison principles, it allows for globally nonnega-
tive solutions. The first result on existence and nonnegativity of weak solutions in
the case of one spatial dimension is due to Bernis and Friedman [6]. More refined
results—addressing in particular positivity properties and the regularity of solutions
at ∂[u(·, t) > 0]—were obtained in [3] and [7]. Without further conditions, weak so-
lutions to the thin-film equation are in general nonunique, at least for initial data
with compact support. Well-posedness might hold true if another condition at the
free boundary ∂{u(·, t) > 0} is imposed in addition to the natural condition u = 0.
Physical considerations suggest prescribing the contact angle (or equivalently, |∇u|)
at the free boundary. In the case of complete wetting |∇u| = 0, this boundary condi-
tion may be enforced implicitly by additional regularity constraints on the solution,
so-called entropy estimates [3, 7]. In the case of partial wetting |∇u| = α > 0, enforc-
ing the contact angle condition for weak solutions is significantly more complicated;
see [9, 48, 50].
Equation (1.6) has been studied in multiple space dimensions, too. Results on
existence and nonnegativity of entropy solutions can be found in [15] and [36]—see
also [20] and [32] for basic results on fourth-order degenerate parabolic equations.
For local-in-time results on existence and uniqueness, we refer to [25, 27, 28, 29,
30, 43, 46].
There is a rich qualitative theory of solutions to the thin-film equation: Finite
speed of propagation of solutions and upper bounds on the propagation of free bound-
aries have been established in space dimension d = 1 in [4, 5] and in [41]. Results
in multiple space dimensions were obtained in [8, 34, 33]. The large-time behavior
of solutions to the Cauchy problem has been analyzed in the case m(u) = u in [14].
Waiting time phenomena were studied in [16, 26]. Rigorous lower bounds on the
propagation of the free boundary and sufficient conditions for instantaneous forward
motion of the free boundary—based on the discovery of certain monotonicity formulas
for the thin-film equation—have been deduced in [22, 23, 21].
Quite recently, much progress has been made in the analysis of nonlinear parabolic
stochastic partial differential equations. Debussche, Hofmanova´, and Vovelle study
quasi-linear degenerate second-order parabolic stochastic partial differential equations
D
ow
nl
oa
de
d 
11
/0
7/
19
 to
 1
93
.1
70
.1
52
.7
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
414 JULIAN FISCHER AND GU¨NTHER GRU¨N
in [18], Hofmanova´, Ro¨ger, and von Renesse prove the existence of weak solutions for
stochastic mean curvature flow of two-dimensional graphs [39], and Breit, Feireisl,
and Hofmanova´ identify incompressible limits of solutions to stochastic compressible
Navier–Stokes equations [11]. These papers take advantage of novel approaches to
construct martingale solutions introduced in [13] and in [40].
The general strategy for the proof of our existence result is to combine these
probabilistic techniques with methods used in the numerical analysis of thin-film
equations (cf. [38, 35, 52]. The latter are based on discrete versions of some integral
estimates for the thin-film equation—the energy estimate and the entropy estimate.
It is worth mentioning that we only discretize in space, which allows us to control
the degeneracies and singularities in the equation from the very beginning using Ito’s
lemma. For fully discrete approaches to stochastic partial differential equations, we
mention the papers [12] and [1] on stochastic Navier–Stokes equations and stochastic
Landau–Lifshitz–Gilbert equations, respectively. For a first result on fully discrete
convergent schemes for stochastic versions of degenerate parabolic equations, we refer
to [31], which is about the discretization of the stochastic porous-medium equation
with linear multiplicative noise inside a source term.
Let us specify the fundamental integral quantities to be used in the paper. The
energy E[u] of a thin liquid film is given by the sum of the surface energies associated
with the interfaces between liquid and ambient fluid/vacuum and between liquid and
solid. In lubrication approximation, the former is given by
´
O
√
1 + |ux|2 dx ≈
´
O 1+
1
2 |ux|2 dx, the latter by
´
OW(u) dx. One may subtract the constant
´
O 1 dx, resulting
in the expression
E[u] :=
ˆ
O
1
2
|ux|2 +W(u) dx.(1.7)
A second integral expression useful for analysis and numerics of thin-film equations is
the so-called mathematical entropy
S[u] :=
ˆ
O
G(u) dx(1.8)
with its density given by
G(u) :=
ˆ u
1
ˆ s
1
1
m(r)
dr ds.
Especially in our setting, we get
S[u] =
ˆ
O
− log u+ u− 1 dx.
A formal application of Ito’s lemma yields for solutions to the stochastic thin-film
equation (1.5)
E
ˆ
O
1
2
|ux|2 +W(u) dx
∣∣∣T
0
= −E
ˆ T
0
ˆ
O
m(u)|(uxx −W ′(u))x|2 dx dt
+
1
2
∑
`∈N
λ2` E
ˆ T
0
ˆ
O
∣∣(√m(u)g`)xx∣∣2 dx dt
+
1
2
∑
`∈N
λ2` E
ˆ T
0
ˆ
O
W ′′(u)∣∣(√m(u)g`)x∣∣2 dx dtD
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SOLUTIONS TO STOCHASTIC THIN-FILM EQUATIONS 415
and
E
ˆ
O
G(u) dx
∣∣∣T
0
= −E
ˆ T
0
ˆ
O
(uxx −W ′(u))uxx dx dt
+
1
2
∑
`∈N
λ2`E
ˆ T
0
ˆ
O
u−2
∣∣(√m(u)g`)x∣∣2 dx dt
= −E
ˆ T
0
ˆ
O
|uxx|2 +W ′′(u)|ux|2 dx dt
+
1
2
∑
`∈N
λ2`E
ˆ T
0
ˆ
O
u−2
∣∣(√m(u)g`)x∣∣2 dx dt.
Recalling the relation m(u) = u2, we therefore obtain for the weighted sum E[u] +
κS[u] for κ large enough
EE[u] + κES[u]
∣∣T
0
≤ −E
ˆ T
0
ˆ
O
κ
2
|uxx|2+κW ′′(u)|ux|2+m(u)|(uxx−W ′(u))x|2 dx dt
+
1
2
∑
`∈N
λ2` E
ˆ T
0
ˆ
O
W ′′(u)∣∣(√m(u)g`)x∣∣2 dx dt
+
1
2
∑
`∈N
λ2` E
ˆ T
0
ˆ
O
∣∣(√m(u)g`)xx∣∣2 dx dt
+
κ
2
∑
`∈N
λ2`E
ˆ T
0
ˆ
O
u−2
∣∣(√m(u)g`)x∣∣2 dx dt.
Further estimates and an application of the Gronwall lemma then yield a suitable
energy-entropy estimate which in particular gives a uniform bound of the form
E
{
sup
t∈[0,T ]
E[u] + sup
t∈[0,T ]
S[u]
}
+ E
ˆ T
0
ˆ
O
|uxx|2 dx dt+ E
ˆ T
0
ˆ
O
u2 |(uxx −W ′(u))x|2 dx dt
+ E
ˆ T
0
ˆ
O
u−p−2u2x dx dt
≤ C(p, T, u0) <∞.
(1.9)
We emphasize that this estimate is a special case of a much more general result on
formal integral estimates for stochastic thin-film equations obtained by Dirr and Gru¨n
(see [19]).
Let us give the outline of the paper. In section 2, we formulate a semidiscrete
scheme for the stochastic thin-film equation. Aiming at discrete counterparts of
the formal integral estimate (1.9), the mobility m(u) = u2 is discretized following
ideas from numerical analysis. In section 3, our result on existence and positivity,
Theorem 3.2, is stated. Sections 4 and 5 are devoted to its proof.
In Lemma 4.1, we show that a bound on the discretization-adapted energy Eh[v]
(which is a slight modification of E[v]; see (4.1)) for a function v ∈ Xh entails
a strictly positive lower bound on v, uniformly with respect to h. Based on this
observation, solutions uh, ph to our semidiscrete scheme (2.1) are constructed in
Lemma 4.2 by reducing the problem to a classical existence result for SDEs. In
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416 JULIAN FISCHER AND GU¨NTHER GRU¨N
Proposition 4.4, we derive uniform estimates on the combined energy-entropy func-
tional R(t) := Eh[u
h(t)] +κSh[u
h(t)] as well as on its dissipation, the most important
terms of which are
´ Tmax
0
´
OMh(u
h)|phx|2 dx dt and
´ Tmax
0
´
O |∆huh|2dxdt where ph is
an appropriate discretization of the pressure −uxx +W ′(u). The derivation of these
bounds makes use of Ito’s formula and a subtle discretization of the degenerate mo-
bility m(u) = u2 which is inspired by numerical analysis (cf. [38], [35]). Based on
the Burkholder-Davis-Gundy inequality, we also obtain estimates on stochastic mo-
ments of the pathwise supremum supt∈[0,Tmax]R(t) of the combined energy-entropy
functional. Starting from these uniform energy-entropy estimates, in Lemma 4.11 we
obtain uniform estimates on the solution uh in an appropriately chosen Ho¨lder space.
The passage to the limit h → 0 is based on tightness results for height, pressure,
and flux of the thin film in appropriate function spaces. Jakubowski’s generalization
of Skorokhod’s theorem to nonmetric spaces [42] and recent strategies on martingale
convergence (cf. [11, 13, 18, 40]) turn out to be crucial tools to succeed. Convergence
in the deterministic terms follows by classical arguments of pde-theory.
Notation. Throughout the paper, we use standard notation for Sobolev spaces
and from stochastic analysis. The spatial domain O is given by the interval (0, L),
and we abbreviate I := [0, T ]. The notation a ∧ b stands for the minimum of a and
b, and L2(X,Y ) denotes the set of Hilbert-Schmidt operators from X to Y . For
values of γs, γt ∈ (0, 1), Cγs,γt(O¯ × [0, T ]) denotes the space of continuous functions
on O¯ × [0, T ] which are Ho¨lder-continuous with exponent γs (respectively, γt) with
respect to space (respectively, time). In particular, the exponent γ will exclusively
be used for Ho¨lder properties related to the martingale solution for the stochastic
thin film equation. For a stopping time T , we write χT to denote the (ω-dependent)
characteristic function of the time interval [0, T ]. The abbreviation (v)O is used for
the mean value of a function v over a domain O.
Further notation related to the discretization will be introduced in section 2.
2. Preliminaries on the discretization. In this section, we will introduce a
semi-discrete scheme which will serve to obtain spatially discrete approximate solu-
tions to the stochastic thin-film equation. Existence of those approximate solutions
will be established in section 4 applying a stopping time argument to solutions of an
appropriate system of ordinary stochastic differential equations (SDEs).
• Given an integer fraction h of a real number L > 0, by Xh we denote the space
of periodic linear finite elements, i.e., the space of periodic continuous functions
on [0, L] that are linear on each of the intervals [0, h], [h, 2h], . . ., [L− h, L].
• By ei, we denote the function in Xh that equals 1 at x = ih and that vanishes
for all other x = kh, k 6= i.
• Let Cper([0, L]) be the space of periodic continuous functions on [0, L]. By
Ih : Cper([0, L]) → Xh, we denote the nodal interpolation operator uniquely
defined by (Ihψ)(ih) := ψ(ih) for all i ∈ {1, . . . , Lh}, where Lh := Lh−1 is the
dimension of Xh.
• On the Hilbert space Xh, we introduce the scalar product
(φh, ψh)h :=
Lh∑
i=1
hφh(ih)ψh(ih)
and the corresponding norm
||ψh||h :=
(
Lh∑
i=1
h|φh(ih)|2
)1/2
.
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Note that the norm || · ||h is equivalent to the L2(O)-norm on Xh, uniformly in
h. With a slight misuse of notation, we will frequently abbreviate (Ihφ, ψh)h
for functions φ ∈ Cper([0, L]) and ψh ∈ Xh by (φ, ψh)h.
• By ∂+hx and ∂−hx , we denote the forward and backward difference quotients,
respectively, i.e., ∂+hx f(x) := h
−1(f(x + h) − f(x)) (with f extended outside
of [0, L] by periodicity).
• The discrete Laplacian ∆hvh of a function vh ∈ Xh is defined by the variational
formulation
(∆hv
h, ψh)h := −
ˆ
O
vhx · ψhxdx ∀ψh ∈ Xh.
We note the identity ∆hv
h = ∂+hx (∂
−h
x u).
• Sometimes, we abbreviate vi := v(ih) for functions v ∈ C0(O) and i =
1, . . . , Lh.
Now we are in position to formulate the general assumptions on the data.
(H1) The mobility is given by m(u) = u2.
(H2) The effective interface potential W(u) has continuous second-order deriva-
tives on R+ and satisfies for some p > 2 and u > 0 the following estimates
with appropriate positive constants:
c1u
−p−2 − c2 ≤ W ′′(u) ≤ C1u−p−2,
W(u) ≥ Cu−p.
For nonpositive u, we define W(u) := +∞.
(H3) Let Λ be a probability measure on H1per(O) equipped with the Borel σ-
algebra which is supported on the subset of strictly positive functions such
that there is a positive constant C with the property that
esssupv∈supp Λ
{
E[Ihv] +
(ˆ
O
v dx
)
+
(ˆ
O
v dx
)−1}
≤ C
for any h > 0 with E[·] as defined in (1.7).
(H4) Let (Ω,F , (Ft)t≥0,P) be a stochastic basis with a complete, right-continuous
filtration such that
– W is a Q-Wiener process on Ω adapted to (Ft)t≥0 which admits a de-
composition of the form W =
∑∞
`=1 λ`g`β` for a sequence of independent
standard Brownian motions β` and nonnegative real numbers (λ`)`∈N,
– the noise W is colored in the sense that
∑∞
`=1 `
4λ2` <∞,
– there exists a F0-measurable random variable u0 such that Λ = P ◦u−10 .
We refer to Remark 3.3 for a discussion of why we do not expect existence results
under the assumption of space-time white noise. Finally, with respect to (H3) it is
worth mentioning that we do not know of any stochastic thin-film-type equation which
would allow for (at least formal) integral estimates compatible with just nonnegative
initial data.
Let us define our scheme for approximation. On a stochastic basis satisfying (H4),
given a positive time Tmax and introducing Emax,h :=
1
2h
−(p−2)/(p+2), we consider
solutions
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418 JULIAN FISCHER AND GU¨NTHER GRU¨N
uh ∈ L2(Ω;C([0, Tmax];Xh)),
ph ∈ L2(Ω;L∞((0, Tmax);Xh))
to the system of SDEs
(uh(T ), φh)h = (u0, φ
h)h(2.1a)
−
ˆ T∧Th
0
ˆ
O
Mh(u
h)phxφ
h
x dx dt
−
Nh∑
`=1
ˆ T∧Th
0
ˆ
O
λ`u
hg`φ
h
x dx dβ` ∀φh ∈ Xh,
(ph, φh)h = χTh
ˆ
O
uhxφ
h
xdx+ χTh(W ′(uh), φh)h ∀φh ∈ Xh,(2.1b)
where χTh = χTh(t) is an abbreviation for the characteristic function of the time
interval [0, Th] and where Th is the stopping time defined by Th := Tmax ∧ inf{t ≥
0 : Eh[u
h(t)] ≥ Emax,h}. Here, Nh ∈ N is a cutoff for the noise for the purpose
of discretization, subject only to the condition Nh → ∞ for h → 0. Furthermore,
Mh(u
h) is a suitable modification of the pointwise mobility m(uh); see below.
Discrete initial data are computed by the formula uh0 (ω) := Ihu0(ω). We note the
following result, which can be established in a standard way.
Lemma 2.1. Let (uh, ph) be a solution of (2.1). Then,(
uh(t, ω)
)
O =
1
L
(
uh(t, ω), 1
)
h
= 1L
(
uh0 (ω), 1
)
h
=
(
uh0 (ω)
)
O ∀t ≥ 0,(2.2) ∣∣(uh0 )h(ω)− (u0(ω))O∣∣ ≤ Ch(ˆ
O
|(u0)x(ω)|2
)1/2
,(2.3)
where (v)O denotes the mean value of a function v over O.
The discrete mobility Mh(u
h) is defined as follows. Choose σ := 12h
2/(p+2) and
consider the shifted mobility mσ(u) := m(max(σ, u)). Then, for an element v
h ∈ Xh,
the discrete mobility Mh(v
h) is given as the elementwise constant function defined by
Mh(v
h)|(ih,(i+1)h] :=

mσ(v
h
i ) if v
h
i = v
h
i+1,(ﬄ vhi+1
vhi
1
mσ(s)
ds
)−1
if vhi 6= vhi+1.
(2.4)
Related to the discrete mobility Mh(·), we introduce the nonnegative discrete entropy
density
Gh(s) :=
ˆ s
1
ˆ µ
1
1
mσ(τ)
dτ dµ(2.5)
and similarly gh(s) := G
′
h(s). For further reference, we note the identityˆ
O
Mh(u
h)phx∂x
(Ihgh(uh)) dx = ˆ
O
phxu
h
x dx,(2.6)
which is commonly referred to as entropy consistency of the discrete mobility; cf. [38]
and [52]. Moreover, observe that
Mh(u
h)|(ih,(i+1)h] = uhi · uhi+1(2.7)
if min(uhi , u
h
i+1) ≥ σ = 12h
2
p+2 .
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3. Main results.
Definition 3.1. Let Λ be a probability measure on H1per(O). We will call a triple
((Ω˜, F˜ , (F˜t)t≥0, P˜), u˜, W˜ ) a weak martingale solution to the stochastic thin-film equa-
tion (1.5) with initial data Λ on the time interval [0, T ] provided
(i) (Ω˜, F˜ , (F˜t)t≥0, P˜) is a stochastic basis with a complete, right-continuous fil-
tration,
(ii) W˜ satisfies (H4) with respect to (Ω˜, F˜ , (F˜t)t≥0, P˜),
(iii) u˜ ∈ L2(Ω˜;L2((0, T );H3per(O))) ∩ L2(Ω˜;Cγ,γ/4(O × [0, T ])) with γ ∈ (0, 1/2)
is positive P˜-almost surely,
(iv) there exists an F˜0-measurable H1per(O)-valued random variable u˜0 such that
Λ = P˜ ◦ u˜−10 , and the equation
ˆ
O
u˜(t)φdx =
ˆ
O
u˜0φdx+
ˆ t
0
ˆ
O
m(u˜)(u˜xx −W ′(u˜))xφx ds
−
∞∑
`=1
λ`
ˆ t
0
ˆ
O
√
m(u˜)g`φx dx dβ`
(3.1)
holds P˜-almost surely for all t ∈ [0, T ] and all φ ∈ H1per(O).
We are going to establish the existence of a weak martingale solution via approx-
imation by solutions to the semidiscrete scheme (2.1).
Theorem 3.2. Let the assumptions (H1)–(H4) be satisfied and let Tmax > 0 be
given. Assume uh, ph (where h → 0) to be a sequence of solutions to the Faedo–
Galerkin scheme (2.1) for the stochastic thin-film equation (1.5) with Emax,h =
1
2h
−(p−2)/(p+2). Let 0 < γ < 1/2 be given.
Then there exist a stochastic basis (Ω˜, F˜ , (F˜t)t≥0, P˜) as well as processes u˜h, p˜h,
and u˜ ∈ L2(Ω˜;L2([0, T ];H1per(O))) such that the following holds: The processes u˜h,
p˜h have the same law as the processes uh, ph and for a subsequence we P˜-almost surely
have the convergence u˜h → u˜ strongly in Cγ,γ/4(O × [0, Tmax]) and
√
Mh(u˜h)p˜
h
x ⇀
−u˜ ((u˜xx −W ′(u˜))x weakly in L2(O× [0, Tmax]). Furthermore, u˜ is a weak martingale
solution to the stochastic thin-film equation in the sense of Definition 3.1 satisfying
the additional bound
E
[
sup
t∈[0,Tmax]
E[u˜]p¯
]
+ E
[ˆ T
0
ˆ
O
m(u˜)|(u˜xx −W ′(u˜))x|2 dx dt
]
≤ C(u0, p¯, Tmax)
for any p¯ ≥ 1. In particular, u˜ is positive P˜-almost surely.
Remark 3.3. Note that the regularization of the noise (see hypothesis (H4)) is
actually necessary: Due to the strong nonlinearity in the leading-order term in the
thin-film equation (1.1) with m(u) = un, even forW = 0 any weak formulation of the
thin-film equation involves either terms like the Dirichlet energy density |∇u|2 or even
higher derivatives. Therefore, without any control of the Dirichlet energy of solutions,
establishing a weak formulation of the thin-film equation seems to be impossible.
However, in the case of space-time white noise dS, even for linearized model
equations, the finiteness of the Dirichlet energy fails: Considering the one-dimensional
model equation
du = −∆2udt+∇ · dS(3.2)
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420 JULIAN FISCHER AND GU¨NTHER GRU¨N
with white noise dS on (0, 2pi) subjected to periodic boundary conditions, we may
reformulate it as
du = −uxxxxdt+
∞∑
`=1
(
1√
pi
sin(`x)
)
x
dβ2` +
∞∑
`=0
(
1√
pi
cos(`x)
)
x
dβ2`+1
for a sequence of independent standard Brownian motions (β`)`∈N. For the “excita-
tion” of the mode sin(`x)/
√
pi, we infer
d
ˆ
(0,2pi)
1√
pi
sin(`x)u(x, t) dx
= − `4
ˆ
(0,2pi)
1√
pi
sin(`x)u(x, t) dxdt− `
ˆ
(0,2pi)
1
pi
sin2(`x) dx dβ2`+1.
Solving this SDE and computing the variance shows that at time T := 1, the probabil-
ity distribution of the excitation of the mode sin(`x)/
√
pi is a Gaussian with vanishing
expectation and standard deviation
σ
(ˆ
(0,2pi)
1√
pi
sin(`x)u(x, t) dx
)
∼ 1
`
.
As the excitations of the different modes are stochastically independent, even at the
level of the linear fourth-order model equation (3.2) forced by the spatial derivative
of space-time white noise, one may not expect finiteness of the Dirichlet energy.
4. A priori estimates.
4.1. Discretization of the energy and entropy functionals. To estab-
lish a discrete counterpart of the combined energy-entropy estimate, we introduce
discretization-adapted variants of the energy E[u] and of the entropy S[u]. We set
Eh[v] :=
ˆ
O
1
2
|vx|2 + Ih[W(v)] dx(4.1)
and
Sh[v] :=
ˆ
O
Ih[Gh(v)] dx.(4.2)
A bound on the energy Eh[v] entails a lower bound on the thickness of the thin film
as well as on its oscillation.
Lemma 4.1. Let uh ∈ Xh be strictly positive. We then have the estimate
sup
x∈O
(uh)−1 ≤ C
( 
O
uh dx
)−1
+ CEh[u
h]2/(p−2).(4.3)
If in addition the bounds
Eh[u
h] ≤ h−
p−2
p+2(4.4)
and  
O
uh dx ≥ h
2
2+p(4.5)
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SOLUTIONS TO STOCHASTIC THIN-FILM EQUATIONS 421
hold, we have the estimates
min
x∈O
uh ≥ ch
2
2+p(4.6)
and ∣∣∣∣ uh(ih)uh((i+ 1)h)
∣∣∣∣ ≤ C(4.7)
for all i = 1, . . . , Lh.
Proof. To establish (4.3), we first estimate
ˆ
O
|((uh)−p/2+1)x| dx = C(p)
ˆ
O
(uh)−p/2|uhx| dx≤C(p)
(ˆ
O
(uh)−p dx
)1/2(ˆ
O
|uhx|2 dx
)1/2
≤ 2C(p)
(
h
Lh∑
i=1
(uh(ih))−p
)1/2
Eh[u
h]1/2 ≤ CEh[uh].(4.8)
Note that we use hypothesis (H2) in the last step, while the second inequality is built
upon
ˆ
O
(uh)−p dx ≤ 2h
Lh∑
i=1
(uh(ih))−p,
which in turn follows from the estimateˆ
[ih,(i+1)h]
(uh)−p dx =
ˆ
[ih,(i+1)h]
(
uh(ih)
(i+ 1)h− x
h
+ uh((i+ 1)h)
x− ih
h
)−p
dx
≤ h · (min{uh(ih), uh((i+ 1)h)})−p
≤ h · ((uh(ih))−p + (uh((i+ 1)h))−p).
Using (4.8), we infer
sup
x∈O
(uh)−1 =
(
sup
x∈O
(uh)−(p−2)/2
)2/(p−2)
≤
(
inf
x∈O
(uh)−(p−2)/2 +
ˆ
O
∣∣((uh)−(p−2)/2)
x
∣∣ dx)2/(p−2)
≤ C inf
x∈O
(uh)−1 + CEh[uh]2/(p−2)
≤ C
( 
O
uh dx
)−1
+ CEh[u
h]2/(p−2).
Having established (4.3), (4.6) is an easy consequence of the assumption (4.4). To see
(4.7), we use the embedding
sup
x,y∈O
|uh(x)− uh(y)|
|x− y|1/2 ≤ C||u
h
x||L2(O) ≤ C(Eh[uh])1/2
to compute∣∣∣∣ uh(ih)uh((i+ 1)h) − 1
∣∣∣∣ = |uh(ih)− uh((i+ 1)h)|uh((i+ 1)h) ≤ Ch1/2
√
Eh[uh]
ch
2
2+p
≤ C.Do
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422 JULIAN FISCHER AND GU¨NTHER GRU¨N
4.2. Existence of solutions for the semidiscrete scheme. Let us now show
that our Faedo–Galerkin scheme (2.1) admits a solution.
Lemma 4.2. Let Tmax be a positive real number and Emax,h =
1
2h
−(p−2)/(p+2).
Then there exist a stopping timeTh and stochastic processesu
h ∈ L2(Ω;C([0, Tmax];Xh)),
ph ∈ L2(Ω;L∞((0, Tmax);Xh)) with the following properties:
• Almost surely, we have Th = Tmax ∧ inf{t ∈ [0,∞) : Eh[uh(·, t)] ≥ Emax,h}.
• Almost surely, the process ph solves (2.1b) for t ≤ Tmax and is contained in
C([0, Th];Xh).
• Almost surely, the process uh solves (2.1a) for t ≤ Th and is constant for
t ∈ [Th, Tmax] (and thus solves (2.1a) for t ≤ Tmax).
Proof. The proof proceeds by reducing the assertion to a standard existence result
for SDEs. For given uˆh(t) ∈ Xh, consider the associated pˆh(t) defined through
(pˆh, φh)h =
ˆ
O
uˆhxφ
h
xdx+ (W ′(uˆh), φh)h ∀φh ∈ Xh.(4.9)
First notice that pˆh(t) (as an element of the finite-dimensional vector space Xh) is
uniquely determined by uˆh(t). Moreover, it is a Lipschitz continuous function of
uˆh(t) ∈ Xh as long as we have Eh[uˆh(t)] ≤ 3Emax,h (as the latter condition implies
a positive lower bound for uˆh(t) and therefore differentiability of W ′ at uˆh(x, t)).
Denote by P[uˆh(t)] the function pˆh(t) associated to uˆh(t) via (4.9).
Let θ : R → [0, 1] be a cutoff with θ(s) ≡ 1 for s ≤ Emax,h and θ(s) ≡ 0 for
s ≥ 2Emax,h. Note that Eh[uˆh(t)] is a Lipschitz continuous function of uˆh(t) ∈ Xh as
long as we have Eh[uˆ
h(t)] ≤ 2Emax,h.
We then solve the SDE
duh(t, ih) =− 1
h
θ(Eh[u
h(t)])
ˆ
O
Mh(u
h(t, x))P[uh(t)]x(ehi )x dx dt(4.10)
− 1
h
θ(Eh[u
h(t)])
Nh∑
`=1
λ`
ˆ
O
uh(t, x)g`(e
h
i )x dx dβ`
with initial data uh(0, ih) = Ihu0(ih), i = 1, . . . , Lh. This is possible as for Eh[uh(t)] ≤
2Emax,h (which implies a positive lower bound on u
h(t)) the coefficients of the SDE
depend in a Lipschitz-continuous way on uh(t) and for Eh[u
h(t)] ≥ 2Emax,h the coef-
ficients are zero.
Now, define Th as Th := Tmax ∧ inf{t ∈ [0, Tmax] : Eh[uh(·, t)] ≥ Emax,h} and
modify uh(t) to be constant for t ∈ [Th, Tmax]. Finally, we define ph(t) by (2.1b). We
then see that for this choice, the assertions of the lemma are satisfied.
4.3. The energy and entropy estimates. We now demonstrate that our
spatial semidiscretization preserves the combined energy-entropy estimate as long
as the energy remains below a critical threshold. As before, we choose Emax,h =
1
2h
−(p−2)/(p+2) to be the threshold energy. In particular, it becomes infinite in the
limit h→ 0.
Writing uh(x, t) =
∑Lh
i=1 ai(t)ei(x), we first note that (2.1a) may be rewritten as
dai =
1
h
Li(s) ds+
Nh∑
`=1
Zi(λ`g`)dβ`,(4.11)
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SOLUTIONS TO STOCHASTIC THIN-FILM EQUATIONS 423
where we have introduced
Li(s) := −χTh(s)
ˆ
O
Mh(u
h(s))phx(s)(e
h
i )x dx(4.12)
and Zi : L
2(O)→ R defined by
Zi(w) := χTh
1
h
∞∑
`=1
ˆ
O
(
(g`, w)L2(O)uhg`
)
x
ehi dx.(4.13)
For given positive parameters α and κ, we consider the integral quantity
R(α, κ, h, s) := α+ Eh[u
h(s)] + κSh[u
h(s)].(4.14)
For ease of presentation, we will often abbreviate R(s) := R(α, κ, h, s).
The following result of calculus is immediate.
Lemma 4.3. Let p¯ ≥ 1 be given. Let R(s) := R(α, κ, h, s)p¯. The first and second
variations of R(s) are given by
DR(s) = p¯R(s)p¯−1(DEh(s) + κDSh(s))(4.15)
and
D2R(s) = p¯R(s)p¯−1(D2Eh(s) + κD2Sh(s))
+ p¯(p¯− 1)R(s)p¯−2(DEh(s) + κDSh(s))⊗ (DEh(s) + κDSh(s)),(4.16)
respectively, with
DEh(h)φ
h =
ˆ
O
uhxφ
h
x dx+ (W ′(uh), φh)h,(4.17)
(D2Eh(s)φ
h)ψh =
ˆ
O
φhxψ
h
x dx+ (W ′′(uh)φh, ψh)h,(4.18)
DSh(s)φ
h = (gh(u
h), φh)h,(4.19)
where gh is the derivative of Gh, and
(D2Sh(s)φ
h, ψh) =
(
1
mσ(uh)
φh, ψh
)
h
.(4.20)
Using Ito’s formula, we derive the following integral estimates.
Proposition 4.4. Let p¯ ≥ 1 be arbitrary and let uh, ph be a solution to (2.1a)
and (2.1b) for a parameter 0 < h < 1. Then, for sufficiently large α and κ depending
only on (λ`)` and on p¯, there exist positive constants C1 and C2 independent of h
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424 JULIAN FISCHER AND GU¨NTHER GRU¨N
and independent of initial data such that for all t ∈ [0, Tmax] the following inequality
holds:
E[R(t ∧ Th)p¯]
+ C1E
[ˆ t∧Th
0
R(s)p¯−1
ˆ
O
Mh(u
h(s))|phx(s)|2 dx ds
]
+ C1κE
[ˆ t∧Th
0
R(s)p¯−1||∆huh]||2h ds
]
+ C1κE
[ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
−
ˆ uhi
uhi−1
|τ |−p−2 dτ
ˆ ih
(i−1)h
|uhx(s)|2 dx ds
]
≤ E[R(0)p¯] + γ¯(κ, α, λ, p¯)
(
E
[ˆ t∧Th
0
R(s)p¯ ds
]
+ tE
[
(u0)
2p¯
O
])
≤ E[R(0)p¯ + γ¯t (u0)2p¯O ] exp(γ¯t)(4.21)
with
γ¯ := C2
(
κ2p¯(p¯− 1)
α
∞∑
`=1
λ2` + (p¯+ p¯κ+ κ
2p¯(p¯− 1))
∞∑
`=1
`2λ2` + p¯
∞∑
`=1
`4λ4`
)
.
Moreover, for Tmax > 0 arbitrary but fixed and sufficiently large α and κ, there exists
a positive constant C¯ depending only on p¯, (λ`)`∈N, Tmax, and initial data such that
E
[
sup
t∈[0,Tmax]
R(t ∧ Th)p¯
]
≤ C¯.(4.22)
Proof. Using the notation
ϕ(h, s) :=
1
h
Lh∑
i=1
Li(s)ei(4.23)
and
Φ(h, s)(w) :=
Lh∑
i=1
Zi(w)ei,(4.24)
we may rewrite (2.1) as
duh = ϕ(h, s)ds+ Φ(h, s)(dWhQ)(4.25)
with
WhQ :=
Nh∑
`=1
λ`g`β`.(4.26)
By Ito’s formula, we deduce
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SOLUTIONS TO STOCHASTIC THIN-FILM EQUATIONS 425
R(t ∧ Th)p¯ = R(0)p¯ +
ˆ t∧Th
0
p¯R(s)p¯−1(DEh + κDSh)ϕ(h, s) ds
+
ˆ t∧Th
0
p¯R(s)p¯−1(DEh + κDSh)Φ(h, s) dWhQ
+
1
2
Nh∑
`=1
ˆ t∧Th
0
p¯R(s)p¯−1(D2Eh+κD2Sh)(Φ(h, s)(λ`g`),Φ(h, s)(λ`g`)) ds
+
1
2
Nh∑
`=1
ˆ t∧Th
0
p¯(p¯− 1)R(s)p¯−2(DEh + κDSh)⊗ (DEh + κDSh)
(Φ(h, s)(λ`g`),Φ(h, s)(λ`g`)) ds
= R(0)p¯ + p¯κ
ˆ t∧Th
0
R(s)p¯−1
1
h
(
gh(u
h),
Lh∑
i=1
Li(s)ei
)
h
ds
+ p¯κ
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
(
gh(u
h),
Lh∑
i=1
Zi(λ`g`)ei
)
h
dβ`
+ p¯
ˆ t∧Th
0
R(s)p¯−1
1
h
(
W ′(uh),
Lh∑
i=1
Li(s)ei
)
h
ds
+ p¯
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
(
W ′(uh),
Lh∑
i=1
Zi(λ`g`)ei
)
h
dβ`
+ p¯
ˆ t∧Th
0
R(s)p¯−1
1
h
ˆ
O
uhx
Lh∑
i=1
Li(s)(ei)x dx ds
+ p¯
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
ˆ
O
uhx
Lh∑
i=1
Zi(λ`g`)(ei)x dx dβ`
+
p¯κ
2
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
 1
mσ(uh)
,
(
Lh∑
i=1
Zi(λ`g`)ei
)2
h
ds
+
p¯
2
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
W ′′(uh),( Lh∑
i=1
Zi(λ`g`)ei
)2
h
ds
+
p¯
2
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
ˆ
O
∣∣∣∣∣
Lh∑
i=1
Zi(λ`g`)(ei)x
∣∣∣∣∣
2
dx ds
+
p¯(p¯− 1)
2
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−2
[(
κgh(u
h) +W ′(uh),
Lh∑
i=1
Zi(λ`g`)ei
)
h
+
ˆ
O
uhx
(
Lh∑
i=1
Zi(λ`g`)(ei)x
)
dx
]2
ds
=: Rp¯(0) + I1 + · · ·+ I10.(4.27)
In what follows, we will frequently take advantage of the identities
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w,
Lh∑
i=1
Zi(g`)ei
)
h
= χTh
ˆ
O
(uhg`)xIh[w] dx ∀ w ∈ C0per(O)(4.28)
and
1
h
(
w,
Lh∑
i=1
Li(s)ei
)
h
= −χTh
ˆ
O
Mh(u
h)phxIh[w]x dx,(4.29)
which can easily be deduced from (4.12), (4.13) together with the fact that the h−1/2ei
form an orthonormal basis with respect to the scalar product (·, ·)h.
By (4.29), we infer
1
h
(
gh(u
h),
Lh∑
i=1
Li(s)ei
)
h
= −
ˆ
O
Mh(u
h)phxIh[gh(uh)]x dx.
Noting the identity −∆huh = ph − Ih[W ′(uh)] and using entropy consistency of Mh
(cf. (2.6)) and (2.1b) gives for s ≤ Th
1
h
(
gh(u
h),
Lh∑
i=1
Li(s)ei
)
h
= −
ˆ
O
uhxp
h
x dx
= −||ph − Ih[W ′(uh)]||2h + ||Ih[W ′(uh)]||2h −
(Ih[W ′(uh)], ph)h
= −||∆huh||2h −
(
uhx, Ih[W ′(uh)]x
)
h
= −||∆huh||2h −
Lh∑
i=1
−
ˆ uhi+1
uhi
W ′′(s) ds
ˆ (i+1)h
ih
|uhx|2 dx,
where in the last step we have exploited that uhx is constant on the interval (ih, (i+1)h).
Hence, using (H2) and
´
O |uhx(·, s)|2 dx ≤ R(s) we infer
I1 = − p¯κ
ˆ t∧Th
0
R(s)p¯−1||∆huh||2h ds
− p¯κ
ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
−
ˆ uhi+1
uhi
W ′′(s) ds
ˆ (i+1)h
ih
|uhx|2 dx ds
≤ −p¯κ
ˆ t∧Th
0
R(s)p¯−1||∆huh||2h ds
− p¯κc1
ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
−
ˆ uhi+1
uhi
|s|−p−2 ds
ˆ (i+1)h
ih
|uhx|2 dx ds
+ p¯κc2
ˆ t∧Th
0
R(s)p¯
=: −I1a + I1b.
(4.30)
Obviously, E[I1a] and E[I1b] have a good sign and may be used for absorption purposes,
while E[I1c] becomes a Gronwall term. In the same spirit, we have for s ≤ Th
1
h
(
W ′(uh),
Lh∑
i=1
Li(s)ei
)
h
+
1
h
ˆ
O
uhx
Lh∑
i=1
Li(s)(ei)x dx
(2.1b)
=
1
h
(
ph,
Lh∑
i=1
Liei
)
h
(4.29)
= −
ˆ
O
Mh(u
h)|phx|2 dx.
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Hence,
I3 + I5 = −p¯
ˆ t∧Th
0
R(s)p¯−1
ˆ
O
Mh(u
h)|phx|2 dx ds.(4.31)
To verify (4.21), let us take the expectation in the terms on the right-hand side of
(4.27). Observe that E[I2] = E[I4] = E[I6] = 0 due to the martingale property of I2,
I4, I6 which follows using Corollary 21.76 in [45] and the definition of the stopping
time Th (see Lemma 4.2) combined with Lemma 4.1.
Ad I7: By Lemma 4.5, we find
p¯κ
2
Nh∑
`=1
E
ˆ t∧Th
0
R(s)p¯−1
 1
mσ(uh)
,
(
Lh∑
i=1
Zi(λ`g`)ei
)2
h
ds

≤ p¯κ
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
×
Lh∑
i=1
1
mσ(uh)i
{ˆ ih
(i−1)h
∣∣∣∣uh(x+ h)− uh(x)h
∣∣∣∣2 |g`(x)|2 dx
+
ˆ ih
(i−1)h
|uh(x+ h)|2
∣∣∣∣g`(x+ h)− g`(x)h
∣∣∣∣2 dx
}
ds
]
=: (∗)1.
By convexity, we have
ˆ ih
(i−1)h
∣∣∣∣uh(x+ h)− uh(x)h
∣∣∣∣2 dx
≤ h
2
(∣∣∣∣uh(ih)− uh((i− 1)h)h
∣∣∣∣2 + ∣∣∣∣uh((i+ 1)h)− uh(ih)h
∣∣∣∣2
)
.
Using in addition the estimate
∣∣ g`(x+h)−g`(x)
h
∣∣2 ≤ C`2, we obtain
(∗)1 ≤ p¯κC
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1h
Lh∑
i=1
1
2
(
1
mσ(uh)i
+
1
mσ(uh)i−1
)∣∣∣uhi −uhi−1
h
∣∣∣2 ds]
+ p¯κC
∞∑
`=1
`2λ2`E
[ˆ t∧Th
0
R(s)p¯ +R(s)p¯−1(u0)2O ds
]
=: (∗)2.
For p > 2, for any δ > 0, there exists Cδ > 0 such that
1
mσ(s)
≤ δs−p + Cδ for all
s > 0. Together with (4.7) and
´
O |uhx(·, s)|2 dx ≤ R(s), we infer
(∗)2 ≤ δp¯κ
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
−
ˆ (uh)i+1
(uh)i
|τ |−p−2 dτ
ˆ (i+1)h
ih
|uhx|2 dx ds
]
+ Cδp¯κ
∞∑
`=1
`2λ2`E
[ˆ t∧Th
0
R(s)p¯ +R(s)p¯−1(u0)2O ds
]
=: I7a + I7b.(4.32)
Note that for δ sufficiently small, I7a can be absorbed in E[I1a], while I7b will become
a Gronwall term due to Lemma 2.1 and (H3).
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428 JULIAN FISCHER AND GU¨NTHER GRU¨N
Ad I8: In the same spirit, using in particular inequality (4.7), we have
p¯
2
Nh∑
`=1
E
ˆ t∧Th
0
R(s)p¯−1
W ′′(uh),( Lh∑
i=1
Zi(λ`g`)ei
)2
h
ds

≤ C(p¯)
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
−
ˆ uhi+1
uhi
|τ |−p−2 dτ
ˆ (i+1)h
ih
|uhx|2 dx ds
]
+ C(p¯)
∞∑
`=1
`2λ2`E
[ˆ t∧Th
0
R(s)p¯ ds
]
=: I8a + I8b.(4.33)
For sufficiently large κ, I8a can be absorbed by E[I1a], while I8b will become a Gronwall
term.
Ad I9: Using periodicity and the special form of the stiffness matrix, we obtain
p¯
2
Nh∑
`=1
E
ˆ t∧Th
0
R(s)p¯−1
ˆ
O
(
Lh∑
i=1
Zi(λ`g`)(ei)x
)2
dx ds

=
p¯
2h
Nh∑
`=1
E
[ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
(2Z2i − ZiZi−1 − ZiZi+1)(λ`g`) ds
]
=
p¯
2h
E
[
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
(Zi+1 − Zi)2(λ`g`) ds
]
=
p¯
2h
E
[
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
(ˆ
O
(uhλ`g`)x
ei+1 − ei
h
dx
)2
ds
]
=
p¯
2h
E
[
Nh∑
`=1
λ2`
ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
(ˆ
O
∂−h ((u
hg`)x)ei+1 dx
)2
ds
]
≤ p¯
2h
E
[ ∞∑
`=1
λ2`
ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
2h
ˆ ih
(i−1)h
|∂−h ((uhg`)x)|2 dx ds
]
≤ 2p¯
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
ˆ
O
|∂−h (uhxg`)|2 dx ds
]
+ 4p¯
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
ˆ
O
|(g`)x∂−h uh|2 dx ds
]
+ 4p¯
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
ˆ
O
|uh|2|∂+h ((g`)x)|2 dx ds
]
≤ Cp¯
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
ˆ
O
|∆huh|2 dx ds
]
+ Cp¯
∞∑
`=1
`2λ2`E
[ˆ t∧Th
0
R(s)p¯−1
ˆ
O
|uhx|2 dx ds
]
+ Cp¯
∞∑
`=1
`4λ2`E
[ˆ t∧Th
0
{
R(s)p¯ +R(s)p¯−1 (u0)
2
O
}
ds
]
=: I9a + I9b + I9c.(4.34)
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SOLUTIONS TO STOCHASTIC THIN-FILM EQUATIONS 429
Note that Lemma 2.1 has been applied in the last step. The term I9a can be absorbed
in E[I1a] provided κ is sufficiently large. The remaining two terms are Gronwall terms.
Ad I10: By (4.28), we have(
gh(u
h),
Lh∑
i=1
Zi(λ`g`)ei
)
h
= λ`
ˆ
O
(uhg`)xIh[gh(uh)] dx.(4.35)
Combining (4.28) and (2.1b), we identify(
W ′(uh),
Lh∑
i=1
Zi(λ`g`)ei
)
h
+
ˆ
O
uhx
Lh∑
i=1
Zi(λ`g`)(ei)x dx
= −λ`
(
ph,
Lh∑
i=1
Zi(g`)ei
)
h
= −λ`
ˆ
O
g`u
hphx dx.(4.36)
Hence, we obtain
p¯(p¯− 1)
2
E
 Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−2
[(
κgh(u
h) +W ′(uh),
Lh∑
i=1
Zi(λ`g`)ei
)
h
+
ˆ
O
uhx
(
Lh∑
i=1
Zi(λ`g`)(ei)x
)
dx
]2
ds

≤ p¯(p¯− 1)
∞∑
`=1
λ2`E
[
κ2
ˆ t∧Th
0
R(s)p¯−2
(ˆ
O
(uhg`)xIh(gh(uh)) dx
)2
ds
+
ˆ t∧Th
0
R(s)p¯−2
(ˆ
O
g`u
hphx dx
)2
ds
]
≤ p¯(p¯− 1)C(O)
∞∑
`=1
λ2`E
[
κ2
ˆ t∧Th
0
R(s)p¯−2
ˆ
O
|uhx|2|Ih[gh(uh)]|2|g`|2 dx ds
+ κ2
ˆ t∧Th
0
R(s)p¯−2
ˆ
O
|uh|2|Ih[gh(uh)]|2|(g`)x|2 dx ds
+
ˆ t∧Th
0
R(s)p¯−2
ˆ
O
|g`|2Mh(uh)|phx|2 dx ds
]
=: (∗)3.
By Lemmas 4.6 and 2.1 as well as R(s) ≥ α, we have
(∗)3 ≤ κ
2p¯(p¯− 1)
α
C(O)
∞∑
`=1
`2λ2`
{
E
[ˆ t∧Th
0
{
R(s)p¯ +R(s)p¯−1 (u0)
2
O
}
ds
]
+ E
[ˆ t∧Th
0
R(s)p¯−1
Lh∑
i=1
−
ˆ uhi+1
uhi
|τ |−p−2 dτ
ˆ (i+1)h
ih
|uhx|2 dx ds
]}
+
p¯(p¯− 1)
α
C(O)
∞∑
`=1
λ2`E
[ˆ t∧Th
0
R(s)p¯−1
ˆ
O
Mh(u
h)|phx|2 dx ds
]
=: I10a + I10b + I10c.
(4.37)D
ow
nl
oa
de
d 
11
/0
7/
19
 to
 1
93
.1
70
.1
52
.7
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
430 JULIAN FISCHER AND GU¨NTHER GRU¨N
For α > 1 sufficiently large, I10b is readily absorbed in E[I1a], and I10c is absorbed
in E[I3 + I5]. The remaining term is a Gronwall term.
Taking the expectation in (4.27), moving all the terms with a negative sign to
the left-hand side, choosing α and κ sufficiently large for the sake of absorption, and
estimating all the remaining terms as suggested by the estimates (4.32), (4.33), (4.34),
and (4.37), we infer the first part of (4.21), i.e., with the right-hand side given by
E[R(0)p¯] + γ¯(κ, α, λ, p¯)
(
E
[ˆ t∧Th
0
R(s)p¯ ds
]
+ tE
[
(u0)
2p¯
O
])
.
Combining the estimate
ˆ t∧Th
0
R(s)p¯ds ≤
ˆ t
0
R(s ∧ Th)p¯ds
with Gronwall’s lemma and the first part of (4.21), we get
E[R(t ∧ Th)p¯] ≤ E[R(0)p¯ + tγ¯ (u0)2p¯O ] exp(γ¯t)
for all t ∈ [0, Tmax]. Hence, the left-hand side of (4.21) is bounded by
E[R(0)p¯] + γ¯(κ, α, λ, p¯)
(
E
[ˆ t∧Th
0
R(s)p¯ ds
]
+ tγ¯E
[
(u0)
2p¯
O
])
≤ E
[
R(0)p¯ + tγ¯ (u0)
2p¯
O
]
exp(γ¯t),
which gives the second part of (4.21), too.
To establish (4.22), by (4.27) we may estimate
E
[
sup
s∈[0,Tmax∧Th]
R(s)p¯
]
≤ E [R(0)p¯]+ E[ sup
s∈[0,Tmax∧Th]
(I1 + I3 + I5 + I7 + I8 + I9 + I10)
]
+ E
[
sup
s∈[0,Tmax∧Th]
(I2 + I4 + I6)
]
.
To establish (4.22), we only have to estimate the expected values of the suprema with
respect to time of the absolute values of the stochastic integrals, i.e., the terms I2, I4,
and I6, as we have already established the desired estimates on the remaining terms
above. We note that E[sups∈[0,Tmax∧Th]R(s)
p¯] is finite due to the cut-off mechanism
applied.
We begin with I4 and I6. Using (4.36), we get
I4 + I6 = p¯
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
(
W ′(uh),
Nh∑
i=1
Zi(λ`g`)ei
)
h
dβ`
+ p¯
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
ˆ
O
uhx
Nh∑
i=1
Zi(λ`g`)(ei)x dx dβ`
= −p¯
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1λ`
ˆ
O
uhphxg` dx dβ`.(4.38)
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SOLUTIONS TO STOCHASTIC THIN-FILM EQUATIONS 431
Consider the Hilbert–Schmidt operator T1(s) : Q1/2L2(O) → R for s ∈ [0, Tmax]
defined by
T1(s)(w) := χTh(s)R(s)p¯−1
ˆ
O
uhphxPNh [w] dx,
where PNh : L2(O)→ span{g1, . . . , gNh} is the orthogonal L2-projection. Using (4.7)
gives
( ∞∑
`=1
|T1(s)(Q1/2g`)|2
)1/2
=
(
Nh∑
`=1
|T1(s)(Q1/2g`)|2
)1/2
= χTh(s)R(s)
p¯−1
(
Nh∑
`=1
λ2`
∣∣∣∣ˆO(uhphx)(s)g`dx
∣∣∣∣2
)1/2
≤ CχTh(s)R(s)p¯−1
(
Nh∑
`=1
λ2`
ˆ
O
Mh(u
h)|phx|2 dx
)1/2
.(4.39)
By the Burkholder–Davis–Gundy inequality, we have
p¯E
[
sup
t∈[0,Tmax]
∣∣∣∣ˆ t∧Th
0
R(s)p¯−1
Nh∑
`=1
λ`
ˆ
O
uhphxg` dx dβ`
∣∣∣∣
]
≤ p¯CBDGE
(ˆ Tmax∧Th
0
R(s)2p¯−2
Nh∑
`=1
λ2`
ˆ
O
Mh(u
h)|phx|2 dx ds
)1/2
≤ p¯CBDGE
[
sup
s∈[0,Tmax∧Th]
R(s)p¯/2
×
(ˆ Tmax∧Th
0
R(s)p¯−2
Nh∑
`=1
λ2`
ˆ
O
Mh(u
h)|phx|2 dx ds
)1/2
≤ 1
4
E
[
sup
s∈[0,Tmax∧Th]
R(s)p¯
]
+ C2BDGp¯
2
∞∑
`=1
λ2`E
[ˆ Tmax∧Th
0
R(s)p¯−2
ˆ
O
Mh(u
h)|phx|2 dx ds
]
=: I4a + I4b.(4.40)
Note that I4a can be absorbed by E[sups∈[0,Tmax∧Th]R(s)
p¯]. For I4b, we estimate
I4b ≤ C
2
BDG
α
p¯2
∞∑
`=1
λ2`E
[ˆ Tmax∧Th
0
R(s)p¯−1
ˆ
O
Mh(u
h)|phx|2 dx ds
]
.
This term can be controlled by the bound on the right-hand side of (4.21) and therefore
by a constant depending on Tmax,
∑
`∈N `
4λ2` , p¯, α, κ, and initial data.
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432 JULIAN FISCHER AND GU¨NTHER GRU¨N
Finally, let us discuss I2. Using (4.35), we get
I2 = κp¯
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
(
gh(u
h),
Lh∑
i=1
Zi(λ`g`)ei
)
h
dβ`
= κp¯
Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1λ`
ˆ
O
(
uhg`
)
x
Ih[gh(uh)] dx dβ`.
Consider T2(s) : Q1/2L2(O)→ R defined for s ∈ [0, Tmax] by
T2(s)(w) := χTh(s)R(s)p¯−1
ˆ
O
(
uhPNh [w]
)
x
Ih[gh(uh)] dx.(4.41)
Similarly as in (4.39), the Hilbert–Schmidt norm of T2 is estimated by
||T2(s)||L2(Q1/2L2(O);R) ≤ χTh(s)C(O)R(s)p¯−1
( ∞∑
`=1
λ2`
ˆ
O
|(uhg`)xIh[gh(uh)]|2 dx
)1/2
.
By Burkholder–Davis–Gundy, we get as above
κp¯E
[
sup
0≤t≤Tmax∧Th
∣∣∣∣ Nh∑
`=1
ˆ t∧Th
0
R(s)p¯−1
(
gh(u
h),
Lh∑
i=1
Zi(λ`g`)ei
)
h
dβ`
∣∣∣∣
]
≤ 1
4
E
[
sup
0≤s≤Tmax∧Th
R(s)p¯
]
+ 2κ2p¯2CE
[ˆ Tmax∧Th
0
R(s)p¯−2
∞∑
`=1
λ2`
ˆ
O
|uhx|2|Ih[gh(uh)]|2 dx ds
]
+ 2κ2p¯2CE
[ˆ Tmax∧Th
0
R(s)p¯−2
∞∑
`=1
λ2`
ˆ
O
|uhIh[gh(uh)]|2|(g`)x|2 dx ds
]
≤ I2a + I2b + I2c.(4.42)
The term I2a can be absorbed similarly as I4a. Combining Poincare´’s inequality with
Lemma 4.6 and taking expectations, we find
I2b+I2c ≤ Cκ2p¯2E
[ˆ Tmax∧Th
0
R(s)p¯−2
∞∑
`=1
λ2`
Lh∑
i=1
−
ˆ uhi+1
uhi
|τ |−p−2 dτ
ˆ (i+1)h
ih
|uhx|2 dx ds
]
+ Cκ2p¯2
∞∑
`=1
λ2`E
[ˆ Tmax∧Th
0
R(s)p¯−1 ds
]
+ Cκ2p¯2
∞∑
`=1
`2λ2`E
[ˆ Tmax∧Th
0
R(s)p¯−1
ˆ
O
|uh|2 dx ds
]
≤ C(κ, p¯, λ)
α
E
[ˆ Tmax∧Th
0
R(s)p¯−1
Lh∑
i=1
−
ˆ uhi+1
uhi
|τ |−p−2 dτ
ˆ (i+1)h
ih
|uhx|2 dx ds
]
+
C(κ, p¯, λ)
α
E
[ˆ Tmax∧Th
0
R(s)p¯ ds
]
+ Cκ2p¯2
∞∑
`=1
`2λ2`E
[ˆ Tmax∧Th
0
R(s)p¯ds+ Tmax (u0)
2p¯
O
]
.(4.43)
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SOLUTIONS TO STOCHASTIC THIN-FILM EQUATIONS 433
Note that the first term on the right-hand side can be controlled by the right-hand
side of (4.21) multiplied by a constant factor depending on κ, p¯, λ, and α. Similarly,
the remaining terms can be bounded using (H3) and (4.21). Summing up and noting
that α and κ have to be chosen depending on (λ`)`∈N and p¯, (4.22) is established.
In the proof of the combined energy-entropy estimate, we have used the following
auxiliary lemmas.
Lemma 4.5. We have the estimate 1
mσ(uh)
,
(
Lh∑
i=1
Zi(g`)ei
)2
h
≤ 2
Lh∑
i=1
1
(mσ(uh)i)
(ˆ ih
(i−1)h
∣∣∣uh(x+ h)− uh(x)
h
∣∣∣2g`(x)2 dx
+
ˆ ih
(i−1)h
(uh(x+ h))2
∣∣∣g`(x+ h)− g`(x)
h
∣∣∣2 dx)
for arbitrary ` ∈ N and positive uh ∈ Xh.
Proof. By the identity Zi(g`) =
1
h
´
O(u
hg`)xei dx, we have 1
mσ(uh)
,
(
Lh∑
i=1
Zi(g`)ei
)2
h
= h
Lh∑
i=1
1
(mσ(uh)i)
1
h2
(ˆ
O
(uhg`)xei dx
)2
= h
Lh∑
i=1
1
mσ((uh)i)
1
h2
(
− 1
h
ˆ ih
(i−1)h
uhg` dx+
1
h
ˆ (i+1)h
ih
uhg` dx
)2
= h
Lh∑
i=1
1
mσ((uh)i)
1
h2
(ˆ ih
(i−1)h
uh(x+ h)− uh(x)
h
g`(x) dx
+
ˆ ih
(i−1)h
uh(x+ h)
g`(x+ h)− g`(x)
h
dx
)2
,
which implies the assertion of the lemma.
Lemma 4.6. Assuming uh to be strictly positive and to satisfy the estimate Eh[uh]
≤ 12h−(p−2)/(p+2), there exists a positive constant C independent of h and uh such that
the estimateˆ
O
|uh|2|Ih[gh(uh)]|2|(g`)x|2 dx+
ˆ
O
|uhx|2|Ih[gh(uh)]|2|g`|2 dx
≤ C
(
`2
ˆ
O
|uh|2 dx+
Lh∑
i=1
−
ˆ (uh)i
(uh)i−1
|τ |−p−2 dτ
ˆ ih
(i−1)h
|uhx|2 dx+
ˆ
O
|uhx|2 dx
)
holds for each ` ∈ N.
Proof. By the boundedness of Eh[u
h] and (4.6), we have
gh(u
h)(x) =
ˆ uh(x)
1
1
s2
ds = 1− 1
uh(x)
.
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434 JULIAN FISCHER AND GU¨NTHER GRU¨N
Hence,
uhIh[gh(uh)]|((i−1)h,ih) = (x− (i− 1)h)
2
h2
(uhi − 1) +
(ih− x)2
h2
(uhi−1 − 1)
+
(x− (i− 1)h) · (ih− x)
h2
(
uhi + u
h
i−1 −
uhi−1
uhi
− u
h
i
uhi−1
)
.
By (4.7), we get
|uhIh[gh(uh)]| ≤ C(1 + uhi + uhi−1).
Hence,
ˆ
O
|uhIh[gh(uh)]|2|(g`)x|2 dx ≤ C`2
ˆ
O
|uh|2 dx.(4.44)
Furthermore, one has
|gh(s)|2 ≤ C(s−p−2 + 1)
for any s > 0. Therefore, the estimate
ˆ
O
|uhx|2|Ih[gh(uh)]|2|g`|2 dx ≤ C
ˆ
O
|uhx|2(Ih[|uh|−p−2] + 1) dx
holds, which in connection with (4.44) and (4.7) yields the assertion of the lemma.
4.4. Uniform Ho¨lder continuity. Let us prove that appropriate Ho¨lder norms
(with respect to space and time) of solutions to our semidiscrete scheme are square-
integrable with respect to the probability measure. We begin with an auxiliary result
on the stochastic integral.
Lemma 4.7. Let h ∈ (0, 1], Tmax > 0, p¯ > 1, α ∈ (0, 12 ). Assume uh, ph to be a
solution to (2.1a) and (2.1b) with initial data satisfying (H3) and (H4).
If 2αp¯ > 1 holds, the stochastic integral
Ih(t) :=
Lh∑
i=1
Nh∑
`=1
1
h
ˆ t∧Th
0
ˆ
O
(
uhλ`g`
)
x
ei dx dβ`(s)ei(4.45)
is contained in L2p¯(Ω;Cβ([0, Tmax];L
2(O))) with β := α − 12p¯ and there exists a
constant C1 independent of h > 0 such that
||Ih||L2p¯(Ω;Cβ([0,Tmax];L2(O))) ≤ C1(4.46)
holds.
Remark 4.8. Choosing α and p¯ sufficiently large, we infer the estimate
‖Ih‖L2(Ω;C1/4([0,Tmax];L2(O))) ≤ C1(4.47)
with an h-independent positive constant C1.
The proof of Lemma 4.7 makes use of the following lemma from [24].
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Lemma 4.9 (Lemma 2.1 in [24]). Let p ≥ 2 and α < 12 ; let H be a Hilbert space.
Then, for any progressively measurable process f ∈ Lp(Ω × [0, T ];L2(L2(O);H)), we
have
I(f) :=
ˆ t
0
f dW ∈ Lp(Ω;Wα,p([0, T ];H))
with an estimate of the form
E
[||I(f)||pWα,p([0,T ];H)] ≤ C(p, α)E
[ˆ T
0
||f(t)||pL2(L2(O);H) dt
]
.
Proof of Lemma 4.7. In light of Lemma 4.9, it is sufficient to show that
Z˜(s)(w) = χTh(s)
1
h
Lh∑
i=1
ˆ
O
(
uh
Nh∑
`=1
λ`(g`, w)L2(O)g`
)
x
ei dx ei
is progressively measurable and contained in
L2p¯(Ω× [0, Tmax];L2(L2(O);L2(O)))
with a uniform bound in h. Indeed, this result would imply Ih(·) to be contained
in L2p¯(Ω;Wα,2p¯([0, Tmax];L
2(O))), again with a uniform bound in h. Hence, (4.46)
would follow by the continuous embedding
Wα,2p¯([0, Tmax];L
2(O)) ↪→ Cα− 12p¯ ([0, Tmax];L2(O))
for α and p¯ satisfying the assumptions of the lemma.
Note that we have ||g`||L∞(O) ≤ C, as the g` are basically sine functions (since O
is a real interval of finite length). Computing the Hilbert–Schmidt norm of Z˜, using in
particular the equivalence of the norm || · ||h on Xh with the L2-norm (with constants
independent of h), we get
||Z˜(s)||2L2(L2(O);L2(O)) =
∞∑
`=1
||Z˜(s)(g`)||2L2(O)
≤ C
∞∑
`=1
||Z˜(s)(g`)||2h =
C
h2
∞∑
`=1
χTh(s)h
Lh∑
i=1
λ2`
∣∣∣ˆ
O
(uhg`)xei dx
∣∣∣2
≤ C
h
χTh(s)
∞∑
`=1
λ2`
Lh∑
i=1
ˆ ih
(i−1)h
|(uhg`)x|2 dx
ˆ
O
e2i dx
≤ CχTh(s)
∞∑
`=1
λ2`
ˆ
O
|(uhg`)x|2 dx
≤ CχTh(s)
( ∞∑
`=1
`2λ2`
ˆ
O
|uh|2 dx+
∞∑
`=1
λ2`
ˆ
O
|uhx|2 dx
)
.
By Proposition 4.4, Lemma 2.1, (H3), and
∑∞
`=1 `
2λ2` <∞, we infer
Z˜(·, ·) ∈ L2p¯(Ω× [0, Tmax];L2(L2(O);L2(O)))
with a uniform bound in h. Finally, we note that Z˜ is progressively measurable as it
is a continuous composition of terms having this property. This gives the assertion of
the lemma.
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436 JULIAN FISCHER AND GU¨NTHER GRU¨N
Lemma 4.10. Under the assumptions of Lemma 4.7 solutions uh of (2.1a) are
contained and uniformly bounded in the space
L2(Ω;C1/4([0, Tmax];L
2(O))).
In particular, a positive constant C2 independent of h > 0 exists such that
E
[
sup
t1,t2∈[0,Tmax]
||uh(t1)− uh(t2)||2h
|t1 − t2|2/4
]
≤ C2.(4.48)
Proof. Starting from the weak formulation(
uh(t2)− uh(t1), φh
)
h
+
ˆ t2∧Th
t1∧Th
ˆ
O
Mh(u
h)phxφ
h
x dx ds
=
(
Ih(t2)− Ih(t1), φh
)
h
∀φh ∈ Xh
for any t1, t2 ∈ [0, Tmax] with t1 ≤ t2 and P-a. e. ω ∈ Ω (note that this follows from
(2.1a) and the definition (4.45)), we obtain P-almost surely(
uh(t2)− uh(t1), φh
)
h
+
ˆ t2∧Th
t1∧Th
ˆ
O
Mh(u
h)phxφ
h
x dx ds
≤ sup
||ψh||≤1
∣∣(Ih(t2)− Ih(t1), ψh)h∣∣
for all φh ∈ Xh with ||φh||L2(O) ≤ 1. Choosing φh := u
h(t2)−uh(t1)
||uh(t2)−uh(t1)||L2(O) , we have
||uh(t2)− uh(t1)||2h
||uh(t2)− uh(t1)||L2(O)
≤ 1||uh(t2)− uh(t1)||L2(O)
∣∣∣∣∣
ˆ t2∧Th
t1∧Th
ˆ
O
Mh(u
h)phx(u
h(t2)− uh(t1))x dx ds
∣∣∣∣∣
+ ||Ih(t2)− Ih(t1)||L2(O) .
Multiplying by ||uh(t2)− uh(t1)||L2(O), using the h-independent equivalence of || · ||h
and || · ||L2(O) on Xh, and applying Young’s inequality, we see that there exists a
constant C independent of h such that
||uh(t2)− uh(t1)||2h ≤ C
∣∣∣∣∣
ˆ t2∧Th
t1∧Th
ˆ
O
Mh(u
h)phx(u
h(t2)− uh(t1))x dx ds
∣∣∣∣∣
+ ||Ih(t2)− Ih(t1)||2L2(O)(4.49)
is satisfied.
From Remark 4.8, we infer the existence of a function C ∈ L2(Ω) such that
||Ih(t2)(ω)− Ih(t1)(ω)||L2(O) ≤ C(ω)|t2 − t1|1/4(4.50)
holds for all t1, t2 ∈ [0, Tmax] with t1 ≤ t2, P-almost surely.
Inequality (4.49) and Poincare´’s inequality entail P-almost surely
||uh(t2, ω)− uh(t1, ω)||2h
≤ C
(
1 + Tmax
(ˆ
O
u0
)2
+ sup
t
||uhx(ω)||2L2(O)
)(ˆ t2∧Th
t1∧Th
ˆ
O
Mh(u
h)|phx|2
)1/2√
t2−t1
+ CC2(ω)|t2 − t1|1/2.
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Dividing by |t2 − t1|1/2, taking the supremum with respect to t1 and t2, and taking
expectations, we get
E
[
sup
t1,t2∈[0,Tmax]
||uh(t2 ∧ Th)− uh(t1 ∧ Th)||2h
|t2 − t1|2/4
]
≤ CE
[
sup
s∈[0,Tmax∧Th]
R2(s) + T 2max
(ˆ
O
u0 dx
)4]
+ CE
[ˆ Tmax∧Th
0
R(s)
ˆ
O
Mh(u
h)|phx|2 dx ds
]
+ CE[C2(ω)].
By Proposition 4.4, the result follows, as the spatial Ho¨lder property is a consequence
of the standard embedding H1(O) ⊂ C1/2(O).
Lemma 4.11. Under the assumptions of Lemma 4.10, solutions uh to (2.1a) are
space-time Ho¨lder-continuous almost surely. In particular, there is a positive constant
C3 independent of h > 0 for which we have
E
[||uh||2C1/2,1/8(O×[0,Tmax])] ≤ C3.(4.51)
Proof. We apply a standard interpolation argument—combining (4.48) with the
embedding of H1per(O) into C1/2(O). Using the notation of Lemma 4.10, taking δ > 0
sufficiently small, we estimate for t1, t2 ∈ [0, Tmax] and x ∈ O
|uh(x, t1)− uh(x, t2)|
=
∣∣∣∣−ˆ x+δ
x
uh(x, t1)− uh(y, t1) dy +−
ˆ x+δ
x
uh(y, t1)− uh(y, t2) dy
+−
ˆ x+δ
x
uh(y, t2)− uh(x, t2) dy
∣∣∣∣ =: |I + II + III|.
Note that |I + III| ≤ δ1/2 supt ||uhx||L2(O) and
|II| ≤ δ−1/2
(ˆ
O
|uh(x, t1)− uh(x, t2)|2 dx
)1/2
≤ C(ω) |t1 − t2|
1/4
δ1/2
with C ∈ L2(Ω). Choosing δ := |t1 − t2|1/4, we get
|I + II + III| ≤ C˜(ω)
(
|t1 − t2|1/8 + |t1 − t2|
1/4
|t1 − t2|1/8
)
≤ C˜(ω)|t1 − t2|1/8
with C˜ ∈ L2(Ω), where we have used the property suptR(t) ∈ L2(Ω). This entails the
result.
4.5. Estimates on the pressure. Finally, in our passage to the limit we need
the following uniform estimate on the pressures ph.
Lemma 4.12. For any q ∈ [1, 2) there exists some C > 0 such that
E
(ˆ Tmax
0
ˆ
O
|phx|2 + |ph|2 dx dt
)q/2 ≤ C
holds for all h ∈ (0, 1].
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438 JULIAN FISCHER AND GU¨NTHER GRU¨N
Proof. The proof only makes use of the energy-entropy estimates (4.21) and (4.22)
as well as the lower bound on uh in terms of E[uh] provided by (4.3). Fixing q > 1,
we have by Ho¨lder’s inequality
E
(ˆ Tmax
0
ˆ
O
|phx|2 dx dt
)q/2
≤ E
(ˆ Tmax
0
ˆ
O
Mh(u
h)|phx|2 dx dt sup
x∈O,t∈[0,Tmax]
1
Mh(uh(x, t))
)q/2
≤
(
E
[ˆ Tmax
0
ˆ
O
Mh(u
h)|phx|2 dx dt
])q/2(
E
[
sup
t∈[0,Tmax]
sup
x∈O
1
|uh(x, t)|2q/(2−q)
])(2−q)/2
.
The first factor in this estimate is bounded by an h-independent constant due to
(4.21) (applied for p¯ = 1). The second factor is also bounded by an h-independent
constant, as may be seen by applying (4.3) and then (4.22) for appropriate p¯.
By Poincare´’s inequality, it only remains to establish a bound of the form
E
(ˆ Tmax
0
∣∣∣∣ˆO ph dx
∣∣∣∣2 dt
)q/2 ≤ C.
Using the results of Lemma 2.1, this may be easily accomplished by testing the weak
formulation (2.1b) of ph by a constant as test function, resulting in the bound
E
(ˆ Tmax
0
(
ph, 1
)2
h
dt
)q/2 ≤ E
(ˆ Th∧Tmax
0
(IhW ′(uh), 1)2h dt
)q/2
≤ C + CE
[
sup
t∈[0,Tmax]
sup
x∈O
1
|uh(x, t)|(p+1)q
]
,
where in the last step we have used hypothesis (H2) for W. The second term on the
right-hand side may be estimated by (4.3) and (4.22) for appropriate p¯.
5. Convergence of the scheme.
5.1. Compactness. We intend to apply the Jakubowski–Skorokhod theorem
[42] to identify a stochastic basis such that a subsequence of the solutions to the
semidiscrete scheme (2.1a), (2.1b) almost surely converges in topologies which are
appropriate for a passage to the limit in the nonlinearities of (1.5).
In the subsections to follow, we shall show that this limit is indeed a weak martin-
gale solution to the stochastic thin-film equation (1.1) in the sense of Definition 3.1.
Theorem 5.1 (Jakubowski [42]). Let (X , τ) be a topological space and assume
that there exists a countable family {fi : X → [−1, 1]}i∈I of τ -continuous functions
which separate points of X.
Let (Xn)n∈N be a sequence of X -valued random variables. Suppose for each  > 0
there exists a compact subset K ⊂ X such that
P{Xn ∈ K} > 1−  ∀ n ∈ N.(5.1)
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Then, there exist a probability space (Ω˜, F˜ , P˜), a sequence (Xnk)k∈N, and a sequence
(Yk)k∈N of X -valued random variables on Ω˜ with the following properties: The law
of Xnk on X coincides with the law of Yk for all k ∈ N. Furthermore, there exists
a random variable Y∞ : Ω˜ → X such that for almost every ω ∈ Ω˜ the convergence
Yk(ω)→ Y∞(ω) holds in the topology of X .
In our setting, we consider for γ ∈ (0, 1/2) the path spaces
Xu := Cγ,γ/4(O × [0, Tmax]),
Xp := (L2([0, Tmax];H1per(O)))weak,
XJ := L2weak(O × [0, Tmax])
associated with the solutions to our semidiscrete scheme uh, ph, and the corresponding
pseudofluxes
Jh := χTh
√
Mh(uh)p
h
x,(5.2)
respectively. Denoting the laws of uh, ph, and Jh by µuh , µph , and µJh , respectively,
we obtain the following result on tightness.
Lemma 5.2. Let Tmax > 0 be arbitrary but fixed. Let (u
h, ph, Jh) be a sequence
of discrete solutions as constructed in Lemma 4.2. Then, the families of laws (µuh)h,
(µph)h, and (µJh)h (for h ∈ (0, 1]) are tight.
Proof. We begin with (µuh)h. From Lemma 4.11 we infer uniform boundedness
of (uh)h in L
2(Ω;C1/2,1/8(O × [0, Tmax])). As C1/2,1/8(O × [0, Tmax])) is compactly
embedded in Cγ,γ/4(O × [0, Tmax])) with γ ∈ (0, 1/2), the ball B¯R in C1/2,1/8(O ×
[0, Tmax])) is a compact subset of C
γ,γ/4(O × [0, Tmax])). Furthermore, we have for
any R > 0
µuh
(
Cγ,γ/4(O × [0, Tmax]) \ B¯R
)
= P[||uh||C1/2,1/8 > R] ≤
E[||uh||2
C1/2,1/8
]
R2
.
Thus, choosing R large enough (independent of h), we have found a compact set
K ⊂ Xu with µuh(K) ≥ 1−  for all h.
Concerning (µJh)h, we argue as follows: Denote by B¯R the subset {f ∈ L2(O ×
[0, Tmax]) : ||f ||L2 ≤ R}. Due to the bound
E
[ ˆ Tmax
0
ˆ
O
|Jh|2 dx dt
]
≤ C,(5.3)
we have
P[Jh /∈ B¯R] ≤ C
R2
.
As closed balls in L2 are compact in the weak topology, the conclusion follows by
choosing R large enough depending on .
To see the tightness of (µph)h, one may argue similarly: Closed balls in the space
L2([0, Tmax];H
1
per(O)) are compact in the weak topology. It is therefore sufficient to
show that the probability that ph is not contained in a ballBR in L
2([0, Tmax];H
1
per(O))
D
ow
nl
oa
de
d 
11
/0
7/
19
 to
 1
93
.1
70
.1
52
.7
4.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
440 JULIAN FISCHER AND GU¨NTHER GRU¨N
converges to zero as R→∞, the convergence being uniformly with respect to h. By
Lemma 4.12 (applied for example for q = 1), we have
P[||ph||L2([0,Tmax];H1per(O)) > R] ≤
E[||ph||L2([0,Tmax];H1per(O))]
R
≤ C
R
,
the constant C being independent of h.
As a fourth path space, we introduce
XW := C([0, T ];L2(O)).(5.4)
Let µW be the law of W (i.e., the law of
∑
`∈N λ`g`β`). As C([0, T ];L
2(O)) is a Polish
space (completely metrizable and separable), µW is a regular measure and therefore a
Radon measure (see [45, Theorem 13.6]). Being a Radon measure means in particular
regularity from the interior, i.e.,
µ(C([0, T ];L2(O))) = sup{µ(K) : K ⊂ C([0, T ];L2(O)) compact}.
Similarly, initial data are treated by the space Xu0 := H1per(O). We conclude together
with Lemma 5.2.
Lemma 5.3. On the path space X := Xu×Xp×XJ×XW ×Xu0 , the joint laws µh,
µh(A×B×C×D×E) := P[{uh ∈ A} ∩ {ph ∈ B} ∩ {Jh ∈ C} ∩ {W ∈ D} ∩ {u0 ∈ E}],
for h ∈ (0, 1] are tight.
Following the strategy sketched at the beginning of this section, we apply the
generalization of the Skorokhod theorem due to Jakubowski (i.e., Theorem 5.1) to
obtain the following.
Proposition 5.4. Let γ ∈ (0, 1/2) be given and assume uh, ph, Th to be a se-
quence of solutions to our semidiscrete scheme (2.1) in the sense of Lemma 4.2,
defined on the same stochastic basis (Ω,F , (Ft)t≥0,P) with respect to the Wiener pro-
cess W . Then there exist a subsequence (not relabeled), a stochastic basis (Ω˜, F˜ , P˜),
sequences of random variables
u˜h : Ω˜→ Cγ,γ/4(O × [0, Tmax]),
p˜h : Ω˜→ L2([0, Tmax];H1per(O)),
J˜h : Ω˜→ L2([0, Tmax];H1per(O)),
u˜h0 : Ω˜→ H1per(O),
a sequence of L2(O)-valued processes W˜h on Ω˜, and random variables
u˜ ∈ L2(Ω˜;Cγ,γ/4(O × [0, Tmax])),
p˜ ∈ L3/2(Ω˜;L2([0, Tmax];H1per(O))),
J˜ ∈ L2(Ω˜;L2(O × [0, Tmax])),
u˜0 ∈ L2(Ω˜;H1per(O)),
as well as an L2(O)-valued process W˜ on Ω˜ such that the following holds:
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(i) The law of (u˜h, p˜h, J˜h, W˜h, u˜h0 ) on C
γ,γ/4(O×[0, Tmax])×L2([0, Tmax];H1per(O))
×L2(O× [0, Tmax])×C([0, Tmax];L2(O))×H1per(O) under P˜ coincides for any
h with the law of (uh, ph, Jh,W, u0) under P.
(ii) The sequence (u˜h, p˜h, J˜h, W˜h, u˜0) converges P˜-almost surely to (u˜, p˜, J˜ , W˜ , u˜0)
in the topology of X .
Furthermore, we introduce the random times
T˜h := Tmax ∧ inf{t ≥ 0 : Eh[u˜h(t)] ≥ Emax,h}.
Their behavior for h→ 0 is the content of the following lemma.
Lemma 5.5. Along a subsequence, the convergence limh→0 T˜h = Tmax holds P˜-
almost surely.
Proof. By Markov’s inequality and (4.22), we have for each τ ∈ (0, Tmax] the
estimate
P˜({T˜h < τ}) = P({Th < τ}) = P
({
ω| sup
t∈[0,τ)
Eh(u
h(·, t)) ≥ 12h
−p−2p+2
})
≤ Ch
p−2
p+2 .
Hence, T˜h → Tmax in probability for h→ 0. The assertion follows in a standard way.
The relationship of Jh, ph, and uh is preserved for the J˜h, p˜h, and u˜h.
Lemma 5.6. Under the assumptions of Proposition 5.4, we identify J˜h as
J˜h = χT˜hMh(u˜
h)1/2p˜hx.(5.5)
Furthermore, p˜h satisfies
(p˜h, φ)h = χT˜h
ˆ
O
u˜hxφx dx+ χT˜h
(Ih[W ′(u˜h)], φ)h(5.6)
for all φ ∈ Xh and P˜-almost all ω.
Proof. For arbitrary φ ∈ C∞(O × [0, Tmax]), by coincidence of laws (note that
Th(ω) and T˜h(ω˜) are measurable functions of u
h(ω) ∈ Cγ,γ/4(O × [0, Tmax]) and
u˜h(ω˜) ∈ Cγ,γ/4(O × [0, Tmax]), respectively) and Lemma 4.12 the expectation
E
[∣∣∣∣ˆ Tmax
0
ˆ
O
J˜hφdx dt−
ˆ Tmax∧T˜h
0
ˆ
O
M
1/2
h (u˜
h)p˜hxφdx dt
∣∣∣∣
]
= E
[∣∣∣∣ˆ Tmax
0
ˆ
O
Jhφdx dt−
ˆ Tmax∧Th
0
ˆ
O
M
1/2
h (u
h)phxφdx dt
∣∣∣∣
]
is well-defined and equal to zero (see (5.2)), which gives the claim regarding J˜h.
Similarly, by (2.1b) we have for all φ ∈ Xh and all 0 ≤ t1 < t2 ≤ Tmax
E
[∣∣∣∣ˆ t2
t1
(p˜h, φ)h − χT˜h
ˆ
O
u˜hxφx dx− χT˜h
(Ih[W ′(u˜h)], φ)h dt∣∣∣∣]
= E
[∣∣∣∣ˆ t2
t1
(ph, φ)h − χTh
ˆ
O
uhxφx dx− χTh
(Ih[W ′(uh)], φ)h dt∣∣∣∣] = 0.
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The next step is to verify that W˜ and W˜h are Q-Wiener processes adapted to
suitably defined filtrations (F˜t)t≥0 and (F˜ht )t≥0.
We define (F˜t)t≥0 to be the P˜-augmented canonical filtration associated with
(u˜, W˜ , u˜0), i.e.,
F˜t := σ(σ(rtu˜, rtW˜ ) ∪ {N ∈ F˜ : P˜(N) = 0} ∪ σ(u˜0)).(5.7)
Here, rt is the restriction of a function defined on [0, Tmax] to the interval [0, t],
t ∈ [0, Tmax].
Note that we do not need an explicit dependence of the filtration on rtJ˜ and rtp˜,
as the fluxes J˜h and the pressures p˜h depend in a measurable way on u˜h (cf. Lemma
5.6) and—later on—we will identify J˜ = limh→0 J˜h = limh→0 χT˜hM
1/2
h (u˜
h)p˜hx =
M1/2(u˜)p˜x and p˜ = limh→0 p˜h = −u˜xx +W ′(u˜).
Analogously, we introduce the filtrations (F˜ht )t≥0 as the P˜-augmented canonical
filtration associated with (u˜h, W˜h, u˜h0 )
F˜ht := σ(σ(rtu˜h, rtW˜h) ∪ {N ∈ F˜ : P˜(N) = 0} ∪ σ(u˜h0 )).(5.8)
Lemma 5.7. The processes W˜h and W˜ are Q-Wiener processes adapted to the
filtrations (F˜ht )t≥0 and (F˜t)t≥0, respectively. They can be written as
W˜h(t) =
∑
`∈N
λ`β˜
h
` (t)g`(5.9)
and
W˜ (t) =
∑
`∈N
λ`β˜`(t)g`,(5.10)
respectively. Here, (β˜h` )`∈N and (β˜`)`∈N are families of independently and identically
distributed Brownian motions with respect to (F˜ht )t≥0 and (F˜t)t≥0, respectively.
Proof. Recall that the W˜h have the same law asW . Therefore, the W˜h are Wiener
processes having the same covariance operator as W . Hence, the decomposition in
(5.9) holds true for the W˜h. To prove that W˜ is an F˜t-martingale, we follow the ideas
in [11, 13, 18, 40]. Consider for arbitrary but fixed t1 ∈ [0, Tmax] continuous functions
γ : Xu|[0,t1) ×XW |[0,t1) → [0, 1].(5.11)
Combining the martingale property of W with the identity of laws, we have for t2 ∈
[t1, Tmax]
0 = E
[
γ(uh|[0,t1),W |[0,t1))(W (t2)−W (t1))
]
= E
[
γ(u˜h|[0,t1), W˜h|[0,t1))(W˜h(t2)− W˜h(t1))
]
.(5.12)
Again by the identity of laws, we have
sup
h
E[||W˜h(t2)||2L2(O)] = sup
h
E[||W (t2)||2L2(O)] <∞.
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Vitali’s convergence result and (5.12) entail
E[γ(u˜|[0,t1), W˜ |[0,t1))(W˜ (t2)− W˜ (t1))] = 0,
which establishes the martingale property of W˜ . Finally, the decomposition (5.10)
with independent Brownian motions immediately follows—using Levy’s characteri-
zation of Brownian motion (cf. [45])—from the C([0, Tmax];L
2(O))-convergence P˜-
almost surely of W˜h combined with the fact that
λ−1m λ
−1
` (W˜
h(t), g`)L2(O)(W˜h(t), gm)L2(O) − δ`mt
is a martingale. In fact, using higher moments of Brownian motion, the argumentation
of (5.12) can be mimicked.
5.2. Convergence of the deterministic terms. In this subsection, we prove
higher regularity of u˜ as well as the identification of the pseudoflux J˜
J˜ = u˜p˜x(5.13)
and the identification of the pressure p˜
p˜ = −u˜xx +W ′(u˜).(5.14)
For ease of presentation, let us collect the convergence and boundedness results es-
tablished so far:
u˜h → u˜ in Cγ,γ/4(O × [0, Tmax]) P˜-almost surely,
(5.15)
p˜h ⇀ p˜ weakly in L2([0, Tmax];H
1
per(O)) P˜-almost surely,
(5.16)
J˜h = χT˜hMh(u˜
h)
1
2 p˜hx ⇀ J˜ weakly in L
2(O × [0, Tmax]) P˜-almost surely,
(5.17)
E
{
sup
t∈[0,Tmax]
(ˆ
O
|u˜hx|2(t) dx+
ˆ
O
IhW(u˜h)(t) dx
)p}
≤ C(p, u0) <∞ for every p ≥ 1,
(5.18)
E
{
sup
t∈[0,Tmax]
(ˆ
O
u˜h dx
)p
+ sup
t∈[0,Tmax]
(ˆ
O
u˜h dx
)−p}
≤ C(p, u0) <∞ for every p ≥ 1,
(5.19)
E
ˆ Th∧Tmax
0
∥∥∆hu˜h∥∥2h dt ≤ C(u0) <∞,(5.20)
E
ˆ Tmax
0
ˆ
O
|J˜h|2 dx dt ≤ C(u0) <∞,(5.21)
E
(ˆ Tmax
0
ˆ
O
|p˜hx|2 + |p˜h|2 dx dt
)3/4 ≤ C(u0) <∞,(5.22)
where ∆hu˜
h satisfies the identity
∆hu˜
h = ∂+hx (∂
−h
x u˜
h) = −p˜h + IhW ′(u˜h)(5.23)
for t ∈ [0, Th ∧ Tmax]; cf. (2.1b).
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444 JULIAN FISCHER AND GU¨NTHER GRU¨N
Lemma 5.8. We have almost surely
inf
x∈O,t∈[0,Tmax]
u˜(x, t) > 0.
Proof. The estimates (5.18) and (5.19) imply by Fatou’s lemma
E
[
lim inf
h→0
sup
t∈[0,Tmax]
(
Eh[u˜
h](t) +
(ˆ
O
u˜h dx
)−1)]
≤ C <∞
and therefore
lim inf
h→0
sup
t∈[0,Tmax]
(
Eh[u˜
h](t) +
(ˆ
O
u˜h dx
)−1)
<∞
almost surely. Thus, by (4.3) we have almost surely
lim sup
h→0
min
x∈O,t∈[0,Tmax]
u˜h(x, t) > 0.
The almost sure uniform convergence (5.15) therefore entails strict positivity of the
limit u˜, almost surely.
Lemma 5.9. For the limits J˜ and p˜, we have the identification
J˜ = u˜p˜x
and
p˜ = −u˜xx +W ′(u˜)
pointwise a.e. almost surely. Furthermore, we have u˜xxx ∈ L2(O × [0, Tmax]) almost
surely.
Proof. For J˜h, by (5.5) for any φ ∈ C∞(O × [0, Tmax]) the equality
E
[∣∣∣∣ ˆ Tmax
0
ˆ
O
J˜hφdx dt−
ˆ Tmax∧T˜h
0
ˆ
O
M
1/2
h (u˜
h)p˜hxφdx dt
∣∣∣∣
]
= 0
holds. In order to pass to the limit in this expression, we apply Fatou’s lemma to the
expectation: By our convergence properties, we have almost surely
ˆ Tmax
0
ˆ
O
J˜hφdx dt→
ˆ Tmax
0
ˆ
O
J˜φ dx dt,
ˆ Tmax∧T˜h
0
ˆ
O
M
1/2
h (u˜
h)p˜hxφdx dt→
ˆ Tmax
0
ˆ
O
M1/2(u˜)p˜xφdx dt
for h → 0; note that the restriction of the time integral to Tmax ∧ T˜h is immaterial,
as by (5.6) we have p˜hx = 0 for t > T˜h. Therefore, Fatou’s lemma yields
E
[∣∣∣∣ˆ Tmax
0
ˆ
O
J˜φ dx dt−
ˆ Tmax∧T˜h
0
ˆ
O
M1/2(u˜)p˜xφdx dt
∣∣∣∣
]
= 0
for any φ ∈ C∞(O × [0, Tmax]). This provides the identification of J˜ .
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Similarly, by (5.6) we have for all φh ∈ Xh and all 0 ≤ t1 < t2 < Tmax
E
[∣∣∣∣ˆ t2
t1
(p˜h, φh)h − χT˜h
ˆ
O
u˜hxφ
h
x dx− χT˜h
(Ih[W ′(u˜h)], φh)h dt∣∣∣∣] = 0.(5.24)
For a smooth test function φ ∈ C∞(O), consider the sequence of test functions φh :=
Ih[φ] ∈ Xh. We then have the convergence φh → φ strongly in L∞(O) and ∆hφh →
∆φ strongly in L∞(O) (the latter assertion is an easy consequence of the Taylor
expansion). Furthermore, we have∣∣∣∣ˆ t2
t1
(p˜h, φh)h dt−
ˆ t2
t1
ˆ
O
phφh dx dt
∣∣∣∣
=
∣∣∣∣∣
ˆ t2
t1
h
Lh∑
i=1
(
p˜h(ih)φh(ih)−
 
((i−1)h,ih)
p˜hφh dx
)∣∣∣∣∣
≤ Ch
ˆ t2
t1
||p˜hx||L1(O)||φh||L∞(O) + ||p˜h||L∞(O)||φhx||L1(O) dt.
From Lemma 5.5, we infer χT˜h ≡ 1 on [t1, t2] for h small enough (depending on ω˜).
Putting these considerations together, the convergences
ˆ t2
t1
(p˜h, φh)h dt→
ˆ t2
t1
ˆ
O
p˜φ dx dt,
ˆ t2
t1
χT˜h
ˆ
O
u˜hxφ
h
x dx dt = −
ˆ t2
t1
χT˜h
(
u˜h,∆hφ
h
)
h
dt→ −
ˆ t2
t1
ˆ
O
u˜φxx dx dt,
ˆ t2
t1
χT˜h
(Ih[W ′(u˜h)], φh)h dt→ ˆ t2
t1
ˆ
O
W ′(u˜)φdx dt
hold almost surely (where for the last one we have used the ω˜-dependent lower bound
for u˜ from Lemma 5.8 and the uniform convergence almost surely).
Therefore, we may pass to the limit h→ 0 in (5.24) using Fatou’s lemma for the
expectation. This yields
E
[∣∣∣∣ˆ t2
t1
ˆ
O
p˜φ dx+
ˆ
O
u˜φxx dx−
ˆ
O
W ′(u˜)φdx dt
∣∣∣∣] = 0
and thus provides the desired identification of p˜ (first as a distribution, then due to
p˜ ∈ L2(O × [0, Tmax]) a.s. and W ′(u˜) ∈ L2(O × [0, Tmax]) a.s. also in the L2 sense).
Using the lower bound from Lemma 5.8, the fact that J˜ ∈ L2(O×[0, Tmax]) almost
surely, the identity p˜x = J˜/M
1/2(u˜), and the identity in the sense of distributions
p˜x = −u˜xxx +W ′(u˜), we deduce that almost surely u˜xxx ∈ L2(O × [0, Tmax]).
5.3. Convergence of the stochastic integral. Consider for v ∈ H2per(O) ar-
bitrary, but fixed, the operator Mh,v : Ω× [0, Tmax]→ R defined by
Mh,v(t) := (uh(t)− uh0 ,Phv)h +
ˆ t∧Th
0
ˆ
O
Mh(u
h)phx(Phv)x dx ds
=
Nh∑
`=1
ˆ t∧Th
0
ˆ
O
(
uhλ`g`
)
x
Phv dx dβl(s).(5.25)
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446 JULIAN FISCHER AND GU¨NTHER GRU¨N
Here, Ph : H1per(O)→ Xh is a projection operator satisfying
lim
h→0
‖Phv − v‖H1per = 0(5.26)
for all v ∈ H1per(O). Observe that by the optional stopping theorem, Mh,v is a real
valued martingale; that is, denoting by rs the restriction of a function on [0, Tmax]
onto [0, s], we have
E
(
[Mh,v(t)−Mh,v(s)]Ψ(rsuh, rsW )
)
= 0(5.27)
for all 0 ≤ s ≤ t ≤ Tmax and for all [0, 1]-valued continuous functions Ψ defined on
Cγ,γ/4(O × [0, s])× C([0, s];L2(O)).
Lemma 5.10. For the quadratic variation of Mh,v, we have
〈〈Mh,v〉〉t =
ˆ t∧Th
0
Nh∑
`=1
λ2`
(ˆ
O
(uhg`)xPhv dx
)2
ds
≤ C ‖v‖2H1per
ˆ t∧Th
0
∥∥uh(s)∥∥2
L2(O) ds.(5.28)
Proof. Consider R(uh, v) : Ω× [0, Tmax]× L2(O)→ R defined by
(ω, t, z) 7→ χTh(t, ω)
ˆ
O
(uhPNhz)xPhv dx(t, ω),
where PNh denotes the orthogonal L2-projection onto span {g1, . . . , gNh}. For the
Hilbert–Schmidt norm, we get using ||g`||L∞ ≤ C(L) and
∑∞
`=1 λ
2
` <∞∥∥R(uh, v)(t, ω)∥∥2
L2(Q1/2L2(O);R) = χTh(t)
Nh∑
`=1
λ2`
(ˆ
O
(uhg`)∂xPhv dx
)2
≤ CχTh(t)
∥∥uh∥∥2
L2(O) (t, ω) ‖v‖
2
H1per
.
By Lemma 2.4.3 in [51], the result is obtained.
Remark 5.11. From (4.21) and (5.28), we infer that Mh,v is a square-integrable
martingal.
Similarly,M2h,v−
´ (·)∧Th
0
∑Nh
`=1 λ
2
`
(´
O(u
hg`)xPhv dx
)2
ds is a martingale. For the
identification of the stochastic integral in the limit h→ 0, we will study the processes
β`(t) =
ˆ
O
ˆ t
0
1
λ`
g` dW dx(5.29)
and their cross variations with Mh,v.
Lemma 5.12. For ` ∈ N the cross variation 〈〈Mh,v, β`〉〉t is given by the formula
〈〈Mh,v, β`〉〉t =
{
λ`
´ t∧Th
0
´
O(u
hg`)xPhv dx ds, ` ≤ Nh,
0, ` > Nh.
(5.30)
Proof. Consider the mappings S±(uh, v) : Ω× I ×Q1/2L2(O)→ R given by
z 7→ χTh
(ˆ
O
∂x(uPNhz)Phv dx±
1
λ`
ˆ
O
g`z dx
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with PNh as in the proof of Lemma 5.10. Obviously,∥∥S±(uh, v)(t, ω)∥∥L2(Q1/2L2(O);R)
= χTh(t)
∞∑
k=1
(
λk
ˆ
O
∂x(u
hPNhgk)Phv dx±
ˆ
O
g`gk
λk
λ`
dx
)2
= χTh(t)
(
Nh∑
k=1
λk
(ˆ
O
∂x(u
hgk)Phv dx
)2
± 2
∞∑
k=1
λk
ˆ
O
∂x(u
hPNhgk)Phv dx
ˆ
O
g`gk
λk
λ`
dx
+
∞∑
k=1
(ˆ
O
g`gk
λk
λ`
dx
)2)
=

χTh(t)
(
Nh∑
k=1
(´
O∂x(u
hλkgk)Phv dx
)2 ± 2λ`´O∂x(uhgk)Phv dx+ 1) , ` ≤ Nh,
χTh(t)
(
Nh∑
k=1
(´
O∂x(u
hλkgk)Phv dx
)2
+ 1
)
, ` > Nh.
Using 〈〈Mh,v, β`〉〉t = 14
(〈〈S+(uh, v)〉〉t + 〈〈S−(uh, v)〉〉t), we get (5.30).
In particular, Mh,vβ` − λ`
´ (·)∧Th
0
´
O(u
hg`)xPhv dx ds for ` ≤ Nh and Mh,vβ` for
` > Nh are martingales, too.
By equality of laws, we deduce that
M˜h,v(t) := (u˜h(t)− u˜h(0),Phv)h +
ˆ t∧T˜h
0
ˆ
O
Mh(u˜
h)p˜hx(Phv)x dx ds,(5.31)
M˜2h,v(t)−
ˆ t∧T˜h
0
Nh∑
`=1
λ2`
(ˆ
O
(u˜hg`)xPhv dx
)2
ds,(5.32)
M˜h,v(t)β˜h` (t)− λ`
ˆ t∧T˜h
0
ˆ
O
(u˜hg`)xPhv dx ds for ` ≤ Nh(5.33)
M˜h,v(t)β˜h` (t) for ` > Nh(5.34)
are (F˜ht )-martingales, where β˜h` (t) :=
´
O
´ t
0
λ−1` g`dW˜
h dx. In particular,
〈〈M˜h,v〉〉t =
ˆ t∧T˜h
0
Nh∑
`=1
λ2`
(ˆ
O
u˜hg`(Phv)x dx
)2
ds(5.35)
and
〈〈M˜h,v, β˜h` 〉〉t =
{
λ`
´ t∧T˜h
0
´
O(u˜
hg`)xPhv dx ds if ` ≤ Nh,
0 if ` > Nh.
(5.36)
Exemplarily, for M˜h,v(t) we argue
0 = E
(
Ψ(rsu
h, rsW )[Mh,v(t)−Mh,v(s)]
)
= E
(
Ψ(rsu˜
h, rsW˜
h)[M˜h,v(t)− M˜h,v(s)]
)Dow
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for all 0 ≤ s ≤ t ≤ Tmax and all [0, 1]-valued continuous functions Ψ defined on
Cγ,γ/4(O × [0, s])× C([0, s];L2(O)).
Starting point for the passage to the limit h→ 0 are the identities
E((M˜h,v(t)− M˜h,v(s))Ψ(rsu˜h, rsW˜h)) = 0,(5.37)
E
((
M˜2h,v(t)− M˜2h,v(s)(5.38)
−
ˆ t∧T˜h
s∧T˜h
Nh∑
`=1
λ2`
(ˆ
O
(u˜hg`)(Phv)x dx
)2
dτ
)
Ψ(rsu˜
h, rsW˜
h)
)
= 0,
and
E
((
M˜h,v(t)β˜h` (t)− M˜h,v(s)β˜h` (s)(5.39)
−
ˆ t∧T˜h
s∧T˜h
λ`
ˆ
O
(u˜hg`)xPhv dx dτ
)
Ψ(rsu˜
h, rsW˜
h)
)
= 0
for all s ≤ t ∈ [0, Tmax] and for all [0, 1]-valued continuous functions Ψ defined on
Cγ,γ/4(O × [0, s])× C([0, s];L2(O)).
Let us pass to the limit in (5.37).
Lemma 5.13. For all [0, 1]-valued continuous functions Ψ defined on Cγ,γ/4(O×
[0, s])× C([0, s];L2(O)), we have
E
((ˆ
O
(u˜(t)− u˜(s))v dx+
ˆ t
s
ˆ
O
m(u˜)p˜xvx dx dτ
)
Ψ(rsu˜, rsW˜ )
)
= 0(5.40)
for all 0 ≤ s ≤ t < Tmax.
Proof. Note that due to Lemma 5.5, we have χT˜h = 1 on [s, t] for h sufficiently
small depending on ω. By definition (5.31), we first discuss the term (u˜h(t) −
u˜h(s),Phv)h. By the strong convergence of u˜h in Cγ,γ/4(O × [0, Tmax]) P˜-almost
surely and of Phv toward v in L2(O), we readily identify
lim
h→0
(u˜h(t)− u˜h(s),Phv)h =
ˆ
O
(u˜(t)− u˜(s))v dx.(5.41)
In addition, Ψ[rsu˜
h, rsW˜
h] converges P˜-almost surely to Ψ[rsu˜, rsW˜ ] in R by continu-
ity of Ψ, the Cγ,γ/4(O×[0, Tmax])-convergence of u˜h → u˜, and the C([0, Tmax];L2(O))-
convergence of W˜h.
To discuss the convergence behavior of
ˆ t∧T˜h
s∧T˜h
ˆ
O
Mh(u˜
h)p˜hx(Phv)x dx dτ Ψ(rsu˜h, rsW˜h),(5.42)
we proceed as follows. Due to (5.15), Mh(u˜
h) converges to u˜2 in L∞(O× [0, Tmax]) P˜-
almost surely. By (5.18), Lemma 2.1, (H3), and Poincare´’s inequality, we have u˜h
uniformly bounded in L2p(Ω˜;L∞(O × [0, Tmax])). By Vitali’s theorem,
Mh(u˜
h)→ u˜2 in Lp(Ω˜;L∞(O × I)).(5.43)
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Next, we show that√
Mh(u˜h)(Phv)xΨ(rsu˜h, rsW˜h)→ u˜vxΨ(rsu˜, rsW˜ )(5.44)
strongly in L2(Ω˜×O × [0, Tmax]). We note that in the discussion of L2-convergence,
the Ψ-term is readily handled as it is uniformly bounded and converging P˜-almost
surely. We have
E
(ˆ Tmax
0
ˆ
O
∣∣∣∣√Mh(u˜h)(Phv)x − u˜vx∣∣∣∣2 dx dτ
)
≤ 2E
(∥∥u˜h∥∥2
L∞(O×[0,Tmax])
)
‖(Phv − v)x‖2L2(O)
+ 2 ‖(Phv)x‖2L2(O) E
(∥∥∥∥√Mh(u˜h)− u˜∥∥∥∥2
L∞(O×[0,Tmax])
)
,
and the right-hand side converges to zero due to (5.15), (5.18), and (5.26). Hence,
(5.44) is proven.
By the weak convergence of J˜h toward J˜ in L2(O × [0, Tmax]) P˜-almost surely,
(see (5.17)), we infer
lim
h→0
ˆ t∧T˜h
s∧T˜h
ˆ
O
Mh(u˜
h)p˜hx(Phv)x dx dτ Ψ(rsu˜h, rsW˜h)
= lim
h→0
ˆ t∧T˜h
s∧T˜h
ˆ
O
√
Mh(u˜h)J˜h(Phv)x dx dτ Ψ(rsu˜h, rsW˜h)
=
ˆ t
s
ˆ
O
u˜vxJ˜ dx dτ Ψ(rsu˜, rsW˜ )(5.45)
P˜-almost surely. Setting
Bh(u˜
h, p˜h, v, s, t) :=
ˆ t∧T˜h
s∧T˜h
ˆ
O
√
Mh(u˜h)J˜
h(Phv)x dx dτ Ψ(rsu˜h, rsW˜h)
and using the estimate
|Bh(u˜h, p˜h, v, s, t)|
≤
(ˆ
t∧T˜h
s∧T˜h
ˆ
O
|J˜h|2 dx dτ
)1/2(
sup
O×[0,Tmax]
Mh(u˜
h)
)1/2(ˆ Tmax
0
ˆ
O
|(Phv)x|2 dx dτ
)1/2
as well as Lemma 2.1, (H3), and (4.22), we infer uniform integrability of a q-moment
of Bh(u˜
h, p˜h, v, s, t) for a number q > 1. Vitali’s theorem then entails
lim
h→0
E
(
Bh(u˜
h, p˜h, v, s, t)
)
= E
(ˆ t
s
ˆ
O
u˜vxJ˜ dx dτ Ψ(rsu˜, rsW˜ )
)
.
By Lemma 5.9, we get, in particular, J˜ = u˜p˜x. Together with (5.41), the lemma is
proven.
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Lemma 5.14. For all [0, 1]-valued continuous functions Ψ defined on Cγ,γ/4(O×
[0, s])× C([0, s];L2(O)), we have
E
((
M˜v
2
(t)− M˜v
2
(s)−
ˆ t
s
Nh∑
`=1
λ2`
(ˆ
O
u˜g`vx dx
)2
dτ
)
Ψ(rsu˜, rsW˜ )
)
= 0(5.46)
for all 0 ≤ s ≤ t < Tmax, where
M˜v(t) :=
ˆ
O
(u˜(t)− u˜(0)) v dx+
ˆ t
0
ˆ
O
u˜2p˜xvx dx dτ.
Proof. Combining Lemma 5.5, (5.17), and the results of subsection 5.2, we have
J˜h ⇀ u˜p˜x in L
2(O × [0, Tmax]) P˜-almost surely(5.47)
for an appropriate subsequence. Mimicking the argument which entails (5.41) and
using Lemma 5.5 as well as the convergence P˜-almost surely of u˜h, J˜h in Xu and XJ ,
respectively, we infer that
M˜2h,v(t) :=
(
(u˜h(t)− u˜h(0),Phv)h +
ˆ t∧T˜h
0
ˆ
O
Mh(u˜
h)p˜hx(Phv)x dx dτ
)2
converges (along a subsequence) P˜-almost surely to
M˜v
2
(t) =
(ˆ
O
(u˜(t)− u˜(0))v dx+
ˆ t
0
ˆ
O
u˜2p˜xvx dx dτ
)2
for all t ∈ [0, T ) with p˜ = −u˜xx +W ′(u˜).
The next step is to prove
E(M˜2h,v(t))→ E(M˜v
2
(t)) ∀ t ∈ [0, Tmax).(5.48)
For this, we show higher integrability starting from the representation
M˜h,v(t) = −
Nh∑
`=1
ˆ t∧T˜h
0
λ`
ˆ
O
u˜hg`(Phv)x dx dβ˜h` .(5.49)
Combining the martingale moment inequality (see [44, Prop. 3.26])
E(|M˜h,v(t)|2q) ≤ CqE(〈〈M˜h,v〉〉qt )
for any q > 0 with (5.28) formulated for M˜h,v, we get—using Lemma 2.1 and (H3)—
E(|M˜h,v(t)|2q) ≤ C ‖v‖2qH1per E
((ˆ t∧T˜h
0
∥∥u˜h(s)∥∥2
L2(O) ds
)q)
≤ C ‖v‖2qH1per T
q
max E
[
sup
s∈[0,Tmax]
Eh(u˜
h(s))q + sup
s∈[0,Tmax]
(ˆ
O
u˜h(s) dx
)q]
.(5.50)
Choosing 1 < q ≤ p, we deduce the uniform integrability of |M˜h,v(t)| in L2q(Ω).
Using Vitali’s theorem and the boundedness of Ψ, (5.48) is established.
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Now, we discuss the convergence behavior of 〈〈M˜h,v〉〉t which—according to
(5.35)—is given by
ˆ t∧T˜h
0
Nh∑
`=1
λ2`
(ˆ
O
u˜hg`(Phv)x dx
)2
ds.(5.51)
Convergence P˜-almost surely is obvious, given the boundedness of the g`, ` ∈ N, as
well as the strong convergence of (u˜h)h→0 and ((Phv)x)h→0 in L2(O× [0, Tmax]) and
L2(O), respectively. Higher integrability for (5.51)—which equals 〈〈M˜h,v〉〉t—has
already been proven in (5.50); hence, we may conclude by Vitali’s theorem.
Furthermore, we have the following result on the cross variation of M˜v and β˜`,
the proof of which we omit as it is similar to the preceding proofs.
Lemma 5.15. For all [0, 1]-valued continuous functions Ψ defined on Cγ,γ/4(O×
[0, s])× C([0, s];L2(O)), we have
E
((
M˜v(t)β˜`(t)− M˜v(s)β˜`(s)−
ˆ t
s
λ`
ˆ
O
(u˜g`)xv dx dτ
)
Ψ(rsu˜, rsW˜ )
)
= 0(5.52)
for all ` ∈ N and all s ≤ t ∈ [0, Tmax).
Lemma 5.16. We have
M˜v(t) =
∞∑
`=1
ˆ t
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`.(5.53)
Proof. It is sufficient to show that the quadratic variation of
M˜v(t)−
∞∑
`=1
ˆ t
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
vanishes (as a martingale with vanishing quadratic variation is almost surely con-
stant). We get〈〈
M˜v(·)−
∞∑
`=1
ˆ (·)
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
〉〉
T
=
〈〈
M˜v(·)
〉〉
T
+
〈〈 ∞∑
`=1
ˆ (·)
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
〉〉
T
− 2
〈〈
M˜v(·),
∞∑
`=1
ˆ (·)
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
〉〉
T
.(5.54)
For the third term on the right-hand side, we use the cross-variation formula (cf. [44,
section 3.2]) to get〈〈
M˜v(·),
∞∑
`=1
ˆ (·)
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
〉〉
T
=
∞∑
`=1
ˆ T
0
λ`
ˆ
O
v(u˜g`)x dx d〈〈M˜v(·), β˜`(·)〉〉s.(5.55)
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By the identity
〈〈M˜v(·), β˜`(·)〉〉T =
ˆ T
0
λ`
ˆ
O
(u˜g`)xv dx dt
(which follows directly from (5.52)) and u˜x ∈ L∞([0, Tmax];L2(O)) P˜-almost surely,
we observe that the process s 7→ 〈〈M˜v(·), β˜`(·)〉〉s is absolutely continuous P˜-almost
surely. As a consequence,
d〈〈M˜v(·), β˜`(·)〉〉s = λ`
ˆ
O
(u˜(s)g`)xv dx ds.
Hence,
〈〈
M˜v(·),
∞∑
`=1
ˆ (·)
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
〉〉
T
=
ˆ T
0
∞∑
`=1
λ2`
(ˆ
O
(u˜g`)xv dx
)2
ds.
(5.56)
Together with the identities
〈〈M˜v(·)〉〉T =
ˆ T
0
∞∑
`=1
λ2`
(ˆ
O
(u˜g`)xv dx
)2
ds
and 〈〈 ∞∑
`=1
ˆ (·)
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
〉〉
T
=
∞∑
`=1
ˆ T
0
λ2`
(ˆ
O
(u˜g`)xv dx
)2
ds,
we note 〈〈
M˜v(·)−
∞∑
`=1
ˆ (·)
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`
〉〉
T
≡ 0,
which gives the claim.
It remains to establish Theorem 3.2.
Proof of Theorem 3.2. From Proposition 5.4, Lemma 5.7, and Lemma 5.9, we
infer the existence of a stochastic basis (Ω˜, F˜ , (F˜t)t≥0, P˜), of a Wiener process W˜ (t) =∑∞
`=1 λ`β˜`(t)g`, and of random variables
u˜ ∈ L2(Ω˜;Cγ,γ/4(O × [0, Tmax])),
p˜ ∈ L3/2(Ω˜;L2([0, Tmax];H1per(O))),
J˜ ∈ L2(Ω˜×O × [0, Tmax])
satisfying
J˜ = u˜p˜x P˜-almost surely in L2(O × [0, Tmax]),
p˜ = −u˜xx +W ′(u˜) P˜-almost surely in L2(O × [0, Tmax]),
u˜ ∈ L2([0, Tmax];H3per(O)) P˜-almost surely.
Furthermore, we have Λ = P˜ ◦ u˜−10 by construction.
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Lemma 5.13 implies that for arbitrary v ∈ H2per(O)
M˜v(t) =
ˆ
O
(u˜(t)− u˜(0))v dx+
ˆ t
0
ˆ
O
u˜2p˜xvx dx dτ
is an (F˜t)t≥0-martingale. Due to Lemma 5.16, we conclude
ˆ
O
(u˜(t)− u˜(0)) v dx+
ˆ t
0
ˆ
O
u˜2p˜xvx dx dτ =
∞∑
`=1
ˆ t
0
λ`
ˆ
O
(u˜g`)xv dx dβ˜`.
Furthermore, Lemma 5.8 almost surely provides a positive lower bound for u˜.
Finally, by Fatou’s lemma and Proposition 4.4, we have for any p¯ ≥ 1
E
[
lim inf
h→0
(
sup
t∈[0,Tmax]
Eh[u˜
h]p¯ +
ˆ Tmax
0
ˆ
O
|J˜h|2 dx dt
)]
≤ lim inf
h→0
E
[
sup
t∈[0,Tmax]
Eh[u˜
h]p¯ +
ˆ Tmax
0
ˆ
O
|J˜h|2 dx dt
]
≤ C(p¯, u0, Tmax).
By the almost sure convergence of u˜h in Cγ,γ/4(O×[0, Tmax]) and the almost sure strict
positivity of the limit u˜, we deduce
´
O IhW(u˜h) dx →
´
OW(u˜) dx in L∞([0, Tmax])
almost surely. By the lower semicontinuity of the L2(O × [0, Tmax]) norm with
respect to weak convergence (for J˜h → J˜) and the lower semicontinuity of the
L∞([0, Tmax];H1(O)) norm with respect to convergence in the sense of distributions
(for u˜h → u˜), we finally get
E
[
sup
t∈[0,Tmax]
E[u˜]p¯ +
ˆ Tmax
0
ˆ
O
|J˜ |2 dx dt
]
≤ C(p¯, u0, Tmax).
6. Concluding remarks. We have proved a first result on the existence of
almost surely positive solutions to a stochastic thin-film equation. In a forthcoming
paper, we wish to study pathwise uniqueness of solutions—this way establishing the
existence of pathwise solutions. Even concerning existence of solutions, interesting
questions remain open: The case of higher space dimensions and the case of general
mobilities m(u) = un, n > 0, which refers to different flow boundary conditions
at the liquid-solid interface. For both problems, we do not expect the techniques
developed in this paper to carry over easily. For the thin-film equation in the multi-
dimensional setting, this is due to the fact that already in the deterministic setting
Ho¨lder regularity of solutions is still an open problem.
Acknowledgment. Ten years ago, Nicolas Dirr and the second author derived
a family of formal integral estimates for general stochastic thin-film equations (see
[19]). It is one of these formal estimates the result of this paper is built around.
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