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Ein Netzwerk von IDS-Sensoren f¤ur Angriffsstatistiken
Till D¤orges, Olaf Gellert, Klaus-Peter Kossakowski
Abstract: Angriffserkennende Systeme (Intrusion Detection Systems, IDS) sind mitt-
lerweile eine etablierte Technik, um Informationen u¨ber die Gefa¨hrdung der eigenen
Systeme zu gewinnen. Moderne IDS realisieren ein Framework einer Vielzahl unter-
schiedlicher Sensoren, um eine mo¨glichst vollsta¨ndige Datenerfassung durchzufu¨hren.
Der Einsatz vieler Sensoren, die u¨ber das gesamte Internet verteilt sind, ermo¨glicht
die Beobachtung der unterschiedlichen Angriffscharakteristiken in den verschiedenen
Teilnetzen. Durch Korrelation der Angriffe auf die Sensoren lassen sich auch Ru¨ck-
schlu¨sse auf das Verhalten von Angreifern und auf die Verbreitungsstrategien von
Wu¨rmern und Viren ziehen. Im Rahmen des Projektes eCSIRT.net wurde ein Netz
aus international verteilten Sensoren aufgebaut, das die gesammelten Angriffsdaten
zur Erzeugung von entsprechenden Statistiken nutzt. Weiterhin ko¨nnen die gesammel-
ten Daten den Netzbetreibern behilflich sein, Vorfa¨lle zu erkennen und zu bearbeiten.
Dieser Artikel stellt die Realisierung des Sensor-Netzwerkes vor und zeigt erste Er-
gebnisse der Datensammlung.
Schlu¨sselworte: Incident Handling, Angriffs-Statistiken, Intrusion Detection, Distri-
buted IDS, Sensor-Netzwerk.
1 Einleitung
Eines der Ziele des von der EU gef¤orderten eCSIRT.net Projekts (vgl. [eCa]) war die
Erstellung von Statistiken, um Einblicke in die Arbeit von Computer Notfall Teams zu
gewinnen und um das ¤offentliche Bewusstsein f¤ur die Gefahren des Internets zu sch¤arfen.
Letzteres wurde auf zweierlei Arten realisiert: Zum Einen durch manuelle Dateneingabe
der teilnehmenden CERTs, z.B. Arbeitslast, Vorfallscharakteristika, zum Anderen durch
den Einsatz eines verteilten Intrusion Detection Systems (IDS) realisiert, das ein automa-
tisches Sammeln von Angriffsdaten ¤ubernimmt. Hierbei wurden in verschiedenen Netz-
werken in ganz Europa jeweils sog. IDS-Sensoren aufgesetzt, die Netzwerkverkehr analy-
sieren, Angriffe erkennen und entsprechende Warnmeldungen an einen zentralen Manager
versenden (vgl. [GDK04]). Die auf diese Weise gesammelten Daten werden zum Erzeugen
von Statistiken verwendet.
Im folgenden Abschnitt wird zun¤achst der Aufbau des Sensor-Netzwerks beschrieben. Es
wird dabei sowohl auf die Planung und Konzeption als auch auf die Implementierung
eingegangen. Darauf werden die bisherigen Erfahrungen mit dem Betrieb des Sensor-
Netzwerks vorgestellt. Erste Auswertungsergebnisse der gesammelten Daten folgen in
Abschnitt 4. Zuletzt wird eine Zusammenfassung der pr¤asentierten Ergebnisse und ein
Ausblick auf zuk¤unftige Entwicklungen gegeben.
2 Aufbau des Sensor-Netzwerks
Zun¤achst mussten die organisatorischen Rahmenbedingungen gekl¤art werden, die f¤ur eine
Datensammlung notwendig sind. Die Ergebnisse der ersten Gespr¤ache mit allen teilneh-
menden Teams wurden in einer Policy festgehalten, die den Prozess der Datensammlung
verbindlich regelt. In einer zweiten Phase wurde die Realisierung des Sensor-Netzwerks
angegangen. Beide Phasen sollen in den n¤achsten beiden Abschnitten genauer vorgestellt
werden.
2.1 Planung und Konzeption
Der Aufbau des Sensor-Netzwerks erforderte zun¤achst die Kl¤arung vieler organisatori-
scher Einzelheiten. Hierzu geh¤oren sowohl praktische Aspekte (Ansprechpartner f¤ur je-
de teilnehmende Organisation, Sicherstellen von vertraulicher Kommunikation etc.) als
auch rechtliche Gegebenheiten und Anforderungen bez¤uglich des Datenschutzes. In die-
ser Phase kristallisierten sich auch bereits grundlegende Vorgaben f¤ur die Realisierung
des Netzwerks heraus. Ein Beispiel hierf¤ur ist direkt mit der Art der Datensammlung ver-
kn¤upft: Auch wenn alle teilnehmenden Organisationen aus dem Bereich der Nationalen
Forschungsnetze stammten, die i. d.R. eine weniger zur¤uckhaltende Informationspolitik
betreiben als kommerzielle Institutionen, wurden grundlegende Bedenken gegen¤uber ei-
ner netzweiten Datensammlung durch die Sensoren ge¤außert. Daraus folgte unmittelbar
f¤ur die Konzeption der Sensoren, dass nur Netzwerkverkehr analysiert werden darf, der
direkt an einen Sensor gerichtet ist, und dass f¤ur die Sensoren dedizierte, nicht-operative
Systeme verwendet werden. Der Sensor wird dadurch zu einer Art Honeypot, es werden
keine Daten aufgezeichnet, die an andere Systeme im gleichen Netzwerksegment gerich-
tet sind. Hieraus ergibt sich einerseits eine Beschr¤ankung der F¤ahigkeiten der Sensoren, da
nun Angriffe auf Systeme im normalen Netzwerkbetrieb nicht beobachtet und somit nicht
erkannt werden k¤onnen. Andererseits erm¤oglicht diese Vorgehensweise erst den Einsatz
von Sensoren innerhalb von fremden Produktionsnetzen, da sonst Bedenken bez¤uglich der
Privatsph¤are von Benutzern und des Schutzes von Unternehmensdaten ¤uberwiegen k¤onn-
ten. Ebenso erleichtert diese Konzeption das Aufsetzen von Sensoren, da keine weiteren
¤Anderungen der Netzwerkumgebung vorgenommen werden m¤ussen, sonst w¤are beispiels-
weise das Kongurieren eines SPAN-Ports am zugeh¤origen Switch notwendig, um dem
Sensor zu erm¤oglichen, in einem geswitchten Netzwerk auch den Verkehr anderer Syste-
me zu sehen. Die vorigen ¤Uberlegungen machen deutlich, dass eine Policy, die sowohl den
Prozess der Datensammlung als auch die organisatorischen Maßnahmen eindeutig regelt,
notwendig ist.
In der Policy wurden die folgenden Vorgaben und Regelungen f¤ur das Sensor-Netzwerk
festgehalten:
Voraussetzungen f¤ur die Teilnahme:
• Die Teilnahme an der Datensammlung ist beschr¤ankt auf Notfallteams, zu de-
nen bereits ein Vetrauenspfad besteht (entweder durch die Teilnahme am Pro-
jekt eCSIRT.net oder aber durch die Akkreditierung des Trusted Introducer
Dienstes (siehe [KS00] und http://www.ti.terena.nl/). Somit exis-
tiert auch ein vertrauensw¤urdiger Kommunikationspfad, so dass die Zugangs-
daten f¤ur die Sensoren sicher verteilt werden k¤onnen.
• Weitere Kontaktinformationen sind notwendig f¤ur den Betreuer des Sensors.
Eine weitere Voraussetzung ist die kryptographische Absicherung von ¤uber-
mittelten Daten, sowohl bez¤uglich der Authentizit¤at als auch der Vertraulich-
keit.
Austausch der gesammelten Informationen:
• Beschreibung der gesammelten Informationen. Wesentliches Kriterium ist hier
die Beschr¤ankung auf an den Sensor gerichtete Daten.
• Beschreibung des Informations-Austausches zwischen den Sensoren und dem
zentralen Sammelpunkt. Authentisierung und Verschl¤usselung sind notwen-
dig, um die vertraulichen Daten vor den Augen Dritter zu sch¤utzen und die
Integrit¤at der Daten sicherzustellen.
• Einschr¤ankung der Ver¤offentlichung der gesammelten Daten. Eine Ver¤offent-
lichung der internen Daten erfordert die Zustimmung des Teams, von dem die
Daten stammen. F¤ur die ¤Offentlichkeit bestimmte Daten und Auswertungen
werden im Vorwege festgelegt.
Durch die Abst¤utzung auf den Trusted Introducer Dienst wurde eine einfache ¤Ubermitt-
lung von vertraulichen Informationen erm¤oglicht. Dies ist notwendig, um die f¤ur die Absi-
cherung der Datensammlung ben¤otigten Zertikate und Secret Keys an die teilnehmenden
Teams zu verteilen.
Die Vorbereitungsphase, in der die organisatorischen und konzeptionellen Aspekte gekl¤art
wurden, ben¤otigte einen Zeitraum von etwa 5 Monaten (nicht zuletzt durch die r¤aumliche
Verteilung der Teilnehmer).
2.2 Architektur
Bei der Konzeption des IDS-Netzwerks wurde auf bestehende Methoden und L¤osungen
aufgebaut. Das dezentrale Erfassen von Angriffsdaten und eine zentrale Sammlung und
Analyse ist ein gemeinsamer Nenner heutiger IDS-Technologie.1 Die Kommunikation
zwischen Sensoren und dem Manager wird bereits weitgehend standardisiert, Spezikatio-
nen der notwendigen Datenformate nden sich beispielsweise in [CDF04]. Entsprechende
Sensoren gibt es als hostbasierte L¤osung, die auf einzelnen Rechnern selbst detaillierten
1Es gibt mittlerweile auch mehrstufige Hierarchien der Analysekomponenten, z.B. mehrere Manager, die
nach erster Analyse zusammengefasste Ergebnisse wiederum als Meldungen an einen u¨bergeordneten Manager
weiterreichen. Ein entsprechend komplexer Aufbau war fu¨r das Generieren der hier beschriebenen Statistiken
nicht notwendig und ko¨nnte ggf. bei starkem Wachstum des Sensor-Netzes im Nachhinein implementiert werden.
Zugriff auf Systemdaten (z.B. Logmeldungen, Prozess- und Dateisysteminformationen)
haben. Es gibt auch netzbasierte Sensoren, die durch Analyse von Netzwerkverkehr in der
Lage sind, eine ¤Uberwachung von Angriffen f¤ur mehrere Rechner eines Netzwerksegmen-
tes vorzunehmen. Da die Statistiken das Gef¤ahrdungspotential von vernetzten Systemen
illustrieren sollen, war der Einsatz von netzbasierten Sensoren naheliegend, da diese ein
sehr weites Spektrum von Angriffen auf Netzdienste durch eine einzelne, relativ einfache
Komponente erm¤oglichen. Da die netzwerkbasierten Sensoren jedoch nur dann in der La-
ge sind, Angriffe aufzuzeichnen, wenn die Netzwerkanfragen des Angreifers vom Sensor
zun¤achst normal beantwortet werden (z.B. muss der Sensor auf TCP-Verbindungsanfragen
tats¤achlich die angeforderten Verbindungen aufbauen). Eine entsprechende L¤osung ndet
sich i.d.R. nicht im Bereich der gew¤ohnlichen IDS-Komponenten.
Die letztlich realisierte und im folgenden diskutierte Architektur des Sensor-Netzwerks
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Abbildung 1: Architektur des eCSIRT.net-Sensor-Netzwerks
2.3 Anforderungen
Bei der technischen Umsetzung des Sensor-Netzwerks mussten zwei Sichtweisen ber¤uck-
sichtigt werden. Einerseits gibt es starke technische Anforderungen insbesondere auf der
Seite der Betreiber, die sich um die Speicherung der Daten und Synchronisation der Sen-
soren k¤ummern. Hierzu geh¤ort beispielsweise der verl¤assliche Betrieb des Managers und
eine zu bew¤altigende Datenmenge an diesem zentralen Sammelpunkt. Dem gegen¤uber
steht die Sicht derjenigen, die Daten erfassen, also einen oder mehrere Sensoren betrei-
ben. Da eine Vielzahl an Sensoren etabliert werden sollte und die einzelnen Betreiber der
Sensoren nicht notwendigerweise umfangreiche Kenntnisse im Betrieb von IDS-Sensoren
besitzen, musste der Aufwand bei der Inbetriebnahme eines neuen Sensors so gering wie
m¤oglich gehalten werden.
Die Anforderungen an ein verteiltes Netzwerk von IDS-Sensoren ergeben sich zum einen
direkt aus der Policy (vgl. Abschnitt 2.1), zum anderen aus den generellen Anforderungen
an einen Systementwurf (vgl. z.B. mit [Me90]):
Benutzerfreundlichkeit: Eine einfache Installation neuer Sensoren erm¤oglicht die pro-
blemlose Inbetriebnahme auch durch Personen, die nicht unmittelbar in das Projekt
involviert sind oder nur geringe entsprechende Vorkenntnisse besitzen.
Sicherheit: Sicheres Logging garantiert, dass gesammelte Daten nur verschl¤usselt und
authentiziert ¤uber das Internet ¤ubertragen werden. Dies ist nicht zuletzt deshalb
von Bedeutung, weil nicht ausgeschlossen werden kann, dass beispielsweise An-
griffe aufgezeichnet werden, die aus dem internen Netzwerk des Sensorbetreibers
stammen. Außerdem wird das Einschleusen falscher, nicht von den autorisierten
Sensoren stammenden Daten verhindert.
Zuverla¨ssigkeit: Das System sollte wartungsarm sein, da prinzipbedingt eine (weitr¤aumi-
ge) Verteilung aller Komponenten angestrebt ist. Zudem wird die Wartung mit zu-
nehmender Anzahl der Komponenten immer aufwendiger.
Erweiterbarkeit ist wichtig, damit das System an neue Anforderungen (z.B. Erkennung
neuartiger Angriffe) angepasst werden kann.
Skalierbarkeit soll daf¤ur sorgen, dass an m¤oglichst vielen Stellen im Netzwerk Daten
gesammelt werden k¤onnen, ohne dass es beispielsweise Performance-Einbußen o. ¤a.
gibt.
2.4 Implementierung
Die technische Realisierung wurde im Wesentlichen durch frei verf¤ugbare Open-Source-
Komponenten realisiert. Die Implementierung bestand also zun¤achst aus einer Analyse
und Auswahl bestehender Komponenten. Danach mussten diese zu einer Gesamtl¤osung
zusammengef¤ugt werden, d.h. das Zusammenspiel musste durch entsprechende Kongu-
ration und z.T. eigens entwickelte Software erm¤oglicht werden.
2.4.1 Auswahl der Komponenten
Die Hauptkomponenten des verteilten IDS-Sensor-Netzwerks sind:
• Prelude [Va] als IDS-Framework
• Honeyd [Pr03], um angreifbare Dienste zu simulieren
• NTP mit Kryptographie-Unterst¤utzung [Mi00], um eine Synchronisation der Uhr-
zeit aller Sensoren zu gew¤ahrleisten.
• Knoppix [Kn] als Basis-System f¤ur den Betrieb der Sensoren
• Eine f¤ur den jeweiligen Sensor angepasste Diskette mit Zugangs- und Kongurati-
onsdaten sowie entsprechenden Kongurations- und Startskripten.
Als IDS-Framework k¤amen u.U. noch AirCERT [PD00] oder M-ICE [Bi] in Frage. Im
Falle von AirCERT werden auch IDMEF-Meldungen ¤uber einen SSL-Kanal zum Manager
¤ubertragen, es wird hierf¤ur jedoch nur ein angepasster Snort-Sensor [Ro99] verwendet.
Somit ist nur ein Sensor-Typ m¤oglich, das Framework ist nicht so generisch wie Prelude.
M-ICE wurde f¤ur den Einsatz von hostbasierten Sensoren (Linux Audit Subsystem, LAuS)
entwickelt, netzbasierte Komponenten waren nicht verf¤ugbar.
Prelude erf¤ullt die wichtigsten der obigen Anforderungen erstaunlich gut. Mit seiner ver-
teilten Architektur ist es exibel f¤ur viele Szenarien verwendbar. Sensoren dienen direkt
vor Ort zum Erfassen der Daten und Manager an beliebiger Stelle im Netz zur Aufbewah-
rung oder zum Weiterleiten (

Relaying), so dass sich sehr komplexe Netzwerktopologien
errichten lassen. Ein Sensor kann beliebige Arten von Events aufzeichnen. Beispiele daf¤ur
w¤aren netzwerkbasierte Angriffsversuche auf einen Webserver in einem LAN oder fehl-
geschlagene Logins auf einem System.
Dar¤uberhinaus unterst¤utzt Prelude das standardisierte Format IDMEF [CDF04], so dass ei-
ne Weiterverarbeitung der gesammelten Daten und ein exibler Ausbau der Sensorfunktio-
nen m¤oglich ist, insbesondere auch mit kommerziellen Produkten, die das IDMEF-Format
unterst¤utzen.
Der netzwerkbasierte Sensor von Prelude (Prelude-NIDS) verwendet zum Erkennen von
Angriffen die Signaturen von Snort, so dass die st¤andig aktualisierten Regeln dieses Sys-
tems genutzt werden k¤onnen.
Honeyd erm¤oglicht, auf einem Rechner vollst¤andige Dienste f¤ur Angreifer zu simulieren
(inklusive des zugeh¤origen Netzwerk-Protokollstapels). Alternativ diejenigen Dienste, die
f¤ur einen potentiellen Angreifer sichtbar sein sollen, tats¤achlich zur Verf¤ugung zu stellen,
w¤are sehr viel aufwendiger in der Konguration und vor allem unter Sicherheitsaspekten
sehr viel problematischer gewesen.
NTP Version 4 kann mit kryptograschen Methoden sicherstellen, dass die System-Uhren
aller Sensoren auf einen vertrauensw¤urdigen Zeitserver synchronisiert werden. Hierf¤ur
wurde der zentrale Server mit einem DCF-77-Empf¤anger ausgestattet, um die exakte Uhr-
zeit zu empfangen und an die Sensoren weiterzugeben. Entsprechende Hardware-Uhren
f¤ur jeden einzelnen Sensor scheiden schon aus Kostengr¤unden als Alternative aus.
Knoppix schließlich ist eine CDROM-basierte Linux-Distribution f¤ur x86-kompatible Com-
puter, die sich vor allem durch eine umfassende Hardware-Unterst¤utzung auszeichnet.
I. d.R. bootet eine Knoppix-CDROM ohne Probleme auf beliebiger x86-Hardware.
Die Vorteile einer CDROM-basierten L¤osung f¤ur den Sensor sind, dass ausreichend Spei-
cherplatz f¤ur die ben¤otigte Software zur Verf¤ugung steht und dass es kaum Installations-
aufwand gibt.
Der Nachteil, dass keine ¤Anderungen an einer CDROM mehr vorgenommen werden k¤on-
nen, wird durch die individuelle Diskette f¤ur jeden Sensor ausgeglichen. Initial dient die
Diskette der Verteilung der n¤otigen Zugangsdaten (vor allem SSL-Zertikate und Schl¤ussel,
um dem Prelude-Sensor eine kryptograsch gesicherte Verbindung zu seinem Manager zu
erm¤oglichen). W¤ahrend der Betriebsphase wird die Diskette gleichfalls benutzt, um Kon-
gurationsdaten zu speichern.
Da es sich bei bei allen Komponenten um Open-Source-Software handelt, die zudem auf
offenen Standards basieren, bietet das System eine sehr exible Grundlage, um die n¤otigen
Anpassungen vornehmen zu k¤onnen.
2.4.2 Zusammenfu¨gen der Komponenten
Die Installation des zentralen Servers mit Prelude-Manager, MySQL-Backend und Crypto-
NTP-Server war mit vergleichsweise geringem Aufwand zu bewerkstelligen, die Installa-
tionen bedurften keiner spezischen Anpassung.
F¤ur den Betrieb der Sensoren wurde zun¤achst eine eigene Knoppix-Version erstellt. Daf¤ur
wurden im Wesentlichen nicht ben¤otigte Teile entfernt, wie z.B. der X-Server, und statt-
dessen die Netzwerk-Sensor-Komponente von Prelude (Prelude-NIDS), Crypto-NTP und
Honeyd installiert.
Um f¤ur jeden Sensor die M¤oglichkeit zu bieten, individuelle Anpassungen vorzunehmen,
wurde zus¤atzlich auf Basis von Ncurses und Perl ein Kongurations-Interface entwickelt.
F¤ur jeden ben¤otigten Dienst (Prelude-NIDS, Honeyd, Crypto-NTP) k¤onnen die notwendi-
gen Daten (z.B. IP-Adressen und Netzmasken) eingegeben und rebootfest auf der Diskette
gespeichert werden.
Das System wurde mit Hilfe des Linux-Paketlters Iptables so konguriert, dass außer
Honeyd und Prelude-NIDS keine Anwendungen IP-Pakete aus dem Internet annehmen
k¤onnen.
Vor allem die letzte Design-Entscheidung sorgt daf¤ur, dass sich die Sensoren vergleichs-
weise sicher betreiben lassen. Dies ist insbesondere deshalb wichtig, da die installierte
Software der Sensoren sich nur vergleichsweise umst¤andlich aktualisieren l¤asst, ein Upda-
te erfordert jeweils das Erzeugen, Verteilen und Brennen von aktuellen CDROM-Images.
3 Betrieb des Sensor-Netzwerks
3.1 Inbetriebnahme
Die initiale Inbetriebnahme des Sensor-Netzwerks erfolgte Ende August bzw. Anfang Sep-
tember. Die ersten vier Sensoren (Deutschland, Niederlande, Großbritannien) gingen in-
nerhalb einer Woche online.
In den ersten Tagen wurden einige Probleme in der Konguration der IDS-Signaturen fest-
gestellt. Einige der Netzwerke, in denen Sensoren installiert wurden, benutzen bestimmte
Multicast-Protokolle, deren Einsatz vom IDS-Sensor als Angriff aufgefasst wurde. Die
h¤augen Broadcasts von entsprechenden Paketen f¤uhrten zu einer großen Anzahl Alarm-
Meldungen (Alerts) der IDS-Sensoren. Durch Anpassung der Signaturen wurde dieses
Fehlverhalten korrigiert.
3.2 Laufender Betrieb
Der Betrieb des Sensor-Netzwerks ¤uber die ersten f¤unf Monate gestaltete sich sowohl aus
Sensor- wie auch aus Server-Sicht sehr wartungs- und st¤orungsarm. Sensor 5 musste aus
innerbetrieblichen Gr¤unden vom 31. Oktober 2003 bis zum 7. Januar 2004 ofine ge-
hen. Der zentrale Server zum Sammeln der Daten el Anfang Oktober aufgrund eines
Hardware-Fehlers f¤ur einen Tag aus.
Die gesammelten Daten aller Sensoren werden auf dem Server in einer MySQL-Datenbank
gesammelt. Momentan (Februar 2004) sind rund 835000 Angriffe in der Datenbank, die
eine Gr¤oße von knapp 1,8 Gigabytes hat. Die Anzahl der Alerts pro Monat l¤asst sich Ta-
belle 1 entnehmen; dabei sind im Oktober auf Grund des Hardware-Ausfalls rund 9000








Tabelle 1: Anzahl Alerts aller Sensoren je Monat
Hierbei kann ein einzelner Angriff durchaus mehrere Alerts verursachen, da das Paket des
Angreifers von mehreren Signaturen als Angriff erkannt wird. So kann z.B. eine HTTP-
Anfrage versuchen, durch Manipulation der Pfad-Angaben aus dem Dokumentenpfad des
Webservers auszubrechen, was als erster Angriff erkannt wird. Der versuchte Zugriff auf
ein Dokument ausserhalb des Dokumentenpfads kann auf die Datei /etc/passwd ab-
zielen, was als zweiter Angriff gemeldet wird. Mehr als zwei Alerts f¤ur einen einzelnen
Angriff konnten jedoch im praktischen Betrieb bisher nicht beobachtet werden.
Der erzeugte Netzwerkverkehr variiert, da die Sensoren i.d.R. das Alarm ausl¤osende Paket
ebenfalls ¤ubertragen. Die ¤ubertragene Datenmenge je Vorfall h¤alt sich dadurch in Grenzen,
dass Prelude eine bin¤are Kodierung von IDMEF verwendet. Pro Vorfall, der von einem
Sensor an den Manager ¤ubermittelt wird, fallen durchschnittlich etwa 1250 Bytes IP-Daten
an.
4 Vero¨ffentlichung und Auswertung der gesammelten Daten
Um den Teilnehmern Zugriff auf alle gesammelten Daten zu geben, wurde das Webfron-
tend des IDS-Managers so umgestaltet, dass der Zugriff mittels X.509 Client-Zertikaten
geregelt wurde. Der Zugriff wurde sicherheitshalber nur lesend gestattet, um ein ver-
sehentliches L¤oschen der Datenbank zu verhindern. ¤Uber das Webfrontend k¤onnen die
Teilnehmer jeden einzelnen protokollierten Angriff einsehen (einschließlich des gelogg-
ten Netzwerk-Paketes, das den Alarm ausl¤oste) und schon einfache Arten von Statistiken
abrufen. Diese Statistiken sind aber reine Mengen-Statistiken; sie zeigen nur die Anzah-
len von Alerts an, z.T. sortiert nach verschiedenen Angriffsarten und den verursachenden
Rechnern (

Top-20-Attackers). Die Abbildungen 2 und 3 zeigen einige der m¤oglichen
Statistiken des Webfrontends.
Abbildung 2: Top-20 Angreiferstatistik des Webfrontends [Va]
F¤ur komplexere Statistiken, die insbesondere nicht nur ein einfaches Z¤ahlen von Daten,
sondern auch eine Korrelation verschiedener Datens¤atze voraussetzen, stellt das Frontend
jedoch keine Funktionalit¤at bereit. Weiterhin basiert das Frontend auf skript-generierten
Webseiten, in die dynamisch die gefragten Informationen aus der Datenbank eingef¤ugt
werden. Dies f¤uhrt zum einen dazu, dass die Erzeugung der Statistiken bei jedem Aufruf
der Webseiten erneut erfolgt, was bei komlexen Statistiken und großen Datenmengen zu
langen Wartezeiten f¤uhrt. Zum anderen sind die dynamischen Inhalte nicht zur Pr¤asenta-
tion auf anderen Webservern und zur Archivierung der Statistiken geeignet. Aus diesem
Grunde wurden f¤ur die Erzeugung der weiteren Statistiken andere Werkzeuge eingesetzt.
Abbildung 3: Wo¨chentliche Angriffsstatisitik des Webfrontends [Va]
4.1 U¨berblick u¨ber die Statistiken
Aus allen Vorschl¤agen f¤ur interessante Daten und Zusammenh¤ange wurden im Projekt
zun¤achst die folgenden ausgew¤ahlt:
Gesamtu¨bersicht: Eine Visualisierung der Alerts aller Sensoren ¤uber den gesamten Zeit-
raum.
Monatsu¨bersicht: Anzeige der Anzahl der Alerts aller Sensoren pro Tag, nach Monaten
gegliedert.
Tagesu¨bersicht: Anzeige der Anzahl der Alerts aller Sensoren pro Stunde, nach Tagen
gegliedert.
F¤ur diese Statistiken wurden die verschiedenen Angriffstypen nach ihren Hauptklassen
kategorisiert. Die Hauptklassen wurden nach der durchschnittlichen H¤augkeit der proto-
kollierten Angriffe eingeteilt. Sie bestehen zum ¤uberwiegenden Teil aus Angriffen auf
WWW-Dienste. Dies liegt zum einen daran, dass die meisten automatischen Angriffe
(wie sie z.B. von W¤urmern verwendet werden) Schw¤achen in WWW-Servern ausnutzen.
Zum anderen k¤onnen zum aktuellen Zeitpunkt nicht alle m¤oglichen angegriffenen Dienste
vollst¤andig von den installierten Honeyd-Skripten simuliert werden. Ein Angriff auf einen
SSH-Daemon w¤urde beispielsweise nur in seltenen F¤allen erkannt werden, da die Skripte
keinen vollst¤andigen SSH-Verbindungsaufbau simulieren, so dass es zum nachfolgenden
Angriff gar nicht mehr kommt. Die wesentlichen Kategorien sind zur Zeit die folgenden:
1. IIS cmd.exe & root.exe access: Zugriffsversuche auf die genannten
Dateien.
2. HTTP Request String Alerts: Alle Angriffe auf Webserver, die Fehler in
der Interpretation des URL ausnutzen. Dies sind z.B. Versuche, auf ¤ubergeord-
nete Systemverzeichnisse zuzugreifen oder Fehler in der Interpretation des URL-
Encodings auszunutzen.
3. Other IIS Attacks: Alle anderen Angriffe, die speziell auf einen IIS abzielen.
4. Other WEB Attacks: Alle anderen Angriffe, die an Webserver gerichtet sind.
Diese betreffen z.B. unerlaubten Zugriff auf verletzliche CGI-Scripte, auf Server-
Erweiterungen wie Frontpage und WebDAV.
5. ICMP Scans: Alle Versionen von ICMP Echo-Requests.
6. All others: Alle anderen Angriffe.
I. d.R. machen die Klassen 1 und 2 etwa 80% der Angriffe aus. Abbildung 4 zeigt exem-
plarisch die Monats¤ubersicht f¤ur Januar 2004.
Abbildung 4: Monatsu¨bersicht der Angriffe
Weiterhin wurden die folgenden Statistiken realisiert:
Anzahl verschiedener Angriffe pro Angreifer: Hier wird f¤ur jeden Angreifer (identi-
ziert durch Source-IP-Adresse) ermittelt, wie viele verschiedene Angriffsarten von
diesem Host von den Sensoren aufgezeichnet wurden. Dies erm¤oglicht eine Einsch¤atzung,
¤uber welches Repertoire an Angriffen die Angreifer i. d.R. verf¤ugen.
Anzahl der angegriffenen Sensoren pro Angreifer: Diese Statistik nutzt die starke Ver-
teilung der Sensoren auf unterschiedliche Netzwerke aus. Ein Angreifer, der von
mehreren Sensoren wahrgenommen wird, versucht offenbar sehr aggressiv, potenti-
elle Opfer im gesamten Internet zu nden. Manche Angreifer haben sich offenbar
im Laufe eines Monats an fast allen Sensoren des Netzes versucht, sie scheinen also
eine sehr schnelle und aggressive Art zu haben, das Netz zu durchmustern.
Die Tabellen 2 und 3 zeigen die Ergebnisse der ersten f¤unf Monate.
Angriffe: 1 2 3 4 5 6 7 8 9 10 - 19 20 25 90 132 143
2003-09 13381 2393 1260 107 656 26 11 1 5 7 0 0 0 1 0
2003-10 13547 3311 210 165 581 94 24 15 12 24 2 1 0 0 0
2003-11 14027 3508 50 46 561 42 6 2 2 7 0 0 0 0 1
2003-12 16472 6234 38 32 573 50 5 1 3 12 0 0 0 0 0
2004-01 3595 1239 1363 60 502 51 8 0 1 11 0 0 1 0 0
Tabelle 2: Zahl der Angreifer sortiert nach der Anzahl der verschiedenen Angriffsarten, die sie an-
gewendet haben
Sensoren: 1 2 3 4 5 6
2003-09 17543 267 32 6 0 0
2003-10 17426 360 109 48 42 1
2003-11 17995 211 37 9 0 0
2003-12 23192 175 33 20 0 0
2004-01 6459 319 34 12 7 0
Tabelle 3: Zahl der Angreifer sortiert nach der Anzahl der Sensoren des Netzwerkes, die sie ange-
griffen haben
Die Anzahl der unterschiedlichen Angriffe der einzelnen Hosts (Tabelle 2) veranschau-
licht, dass das Repertoire der Angreifer i. d.R. nicht mehr auf einzelne Exploits beschr¤ankt
ist. Drei und mehr Versuche, einen Server unter die eigene Kontrolle zu bringen, werden
oftmals angewandt, f¤ur gew¤ohnlich vollautomatisch von Skripten kontrolliert, wie aus den
kurzen Zeitintervallen der Angriffe folgerbar ist. Manche Sensoren wurden offenbar auch
direkt von Netzwerksicherheitstools unter die Lupe genommen, die wie z.B. Nessus ei-
ne umfangreiche Datenbasis an Angriffen verwalten und mehr als hundert verschiedene
Alerts auf den Sensoren hervorrufen.
Die Aggressivit¤at, mit der heutige Angreifer in relativ kurzer Zeit einen Grossteil des In-
ternets nach verwundbaren Rechnern absuchen, wird durch Tabelle 3 verdeutlicht. Schon
bei einem relativ kleinen, weit verteilten Netz von Sensoren wie dem hier vorgestellten
sind einzelne Angreifer sichtbar, die in einem Monat fast alle Sensoren angegriffen haben.
Sind diese F¤alle offenbar noch recht selten, so sind Angreifer, die mehr als die H¤alfte der
Sensoren innerhalb eines Monats angegriffen haben, t¤aglich zu beobachten.
Interessant ist auch die folgende ¤Uberschlagsrechnung: Ausgehend von etwa 18000 an-
greifenden Hosts pro Monat sind dies durchschnittlich etwa 2570 Angreifer auf jeden
einzelnen Sensor, also etwa 3.5 Angreifer pro Stunde.2 Man kann also mittlerweile da-
von ausgehen, dass Systeme, die nicht permanent mit dem Internet verbunden sind (z.B.
private Rechner, die sich nur gelegentlich in Internet einw¤ahlen) jederzeit gef¤ahrdet sind,
Ziel eines Angriffs zu sein. Diese Berechnungen auf Basis der exakten Daten aus der Da-
2Diese Zahl ist bereits deutlich zu niedrig gegriffen, da nicht zu jedem Zeitpunkt alle sieben Sensoren online
waren. Zudem liegt die Anzahl der geza¨hlten Angriffe pro Monat (allerdings inklusive mo¨glicher doppelter Alerts
fu¨r einen einzelnen Angriff) deutlich u¨ber 100000.
tenbank durchzuf¤uhren, kann eine weitere sinnvolle Erg¤anzung der Statistiken darstellen.
Die hier vorgestellten ¤offentlichen Statistiken [eCb] sind so angelegt, dass sie keine R¤uck-
schl¤usse auf bestimmte Angriffe auf einen einzelnen Sensor zulassen. Dies stellt einen
gewissen Schutz der Betreiber der Sensoren dar. Zus¤atzlich zu den generischen Statistiken
gibt es interne Statistiken, die die Anzahl der Alerts gegliedert nach einzelnen Sensoren
zeigen. Die Betreiber von Sensoren erhalten Zugriff auf die gesamten Daten (auch jene
von den anderen Sensoren), so dass ein ¤Uberblick ¤uber die unterschiedlichen Angriffs-
Charakteristiken in den einzelnen Netzwerken entsteht und die Erkenntnisse z.B. f¤ur die
weitere Arbeit in CERTs genutzt werden k¤onnen.
5 Zusammenfassung und Ausblick
Das erste Res¤umee, das aus dem Betrieb des verteilten IDS-Sensor-Netzwerks gezogen
werden kann, ist durchweg positiv. Der Betrieb des Sensor-Netzwerks lief von Beginn
an weitgehend st¤orungs- und wartungsfrei. Aus den gesammelten Daten lassen sich be-
reits erste interessante R¤uckschl¤usse ¤uber das Verhalten von Angreifern gewinnen. Die
ermittelten Daten bezogen auf das große Repertoire an Exploits, das einzelne Angreifer
verwenden, und die durchschnittliche Anzahl von Angreifern pro Stunde sind durchaus
geeignet, den Gef¤ahrdungsgrad eines vernetzten Systems zu dokumentieren.
Das Sensor-Netzwerk erm¤oglicht einen

Blick ¤uber den Tellerrand des eigenen Netz-
werks, da Ereignisse, die an beliebigen Punkten des Internet aufgezeichnet werden, sinn-
voll miteinander verkn¤upft werden k¤onnen. In Anbetracht zunehmender globaler Bedro-
hungen des Internet ist diese Herangehensweise nur konsequent und sinnvoll. Quasi als
Nebeneffekt wird die Zusammenarbeit aller Partner des Sensor-Netzwerks verbessert, was
gerade f¤ur Bearbeitung und Bek¤ampfung sicherheitsrelevanter Vorf¤alle sehr wichtig ist
[Ko01]. Beispielsweise k¤onnen die gesammelten IDMEF-Daten von Angriffen f¤ur die Be-
treiber der Sensoren durchaus als Datenmaterial f¤ur die Vorfallsbearbeitung dienen. Ent-
sprechende Skripte, die die Daten ausgew¤ahlter Alerts in Form von IODEF-Objekten (vgl.
[DMD]) exportieren, sind bereits in Planung.
Einem weiteren Ausbau des Netzwerks durch Hinzunahme weiterer Sensoren steht nichts
im Weg, da die Einrichtung eines Sensors aus technischer Sicht keine Schwierigkeit dar-
stellt. Durch die aktuelle Policy ist die Teilnahme auf akkreditierte Mitglieder von TI be-
schr¤ankt, diese Beschr¤ankung ist jedoch nur historisch bedingt und wird voraussichtlich in
K¤urze aufgehoben werden.
Die n¤achste Version des IDS-Sensor-Netzwerks wird es erm¤oglichen, IDS-Signaturen im
laufenden Betrieb zu aktualisiseren, so dass dann stets die neuesten Angriffe wie z.B.
W¤urmer oder Viren erfasst werden k¤onnen. Ebenfalls recht weit oben auf der Wunschlis-
te stehen weitere Module f¤ur Honeyd, so dass die Sensoren neue Dienste f¤ur potentielle
Angreifer simulieren k¤onnen.
Was die Auswertungen angeht, so sind der Fantasie im Grunde keine Grenzen gesetzt, aber
ein Hauptschwerpunkt wird darauf liegen, die Daten der verschiedenen Messpunkte noch
besser korrelieren zu k¤onnen. Eine Korrelation der Alerts, die bisher nur auf einer einfa-
chen, signatur-basierten Angriffserkennung basieren, mit anderen Methoden der Datener-
fassung und Auswertung ist bereits angedacht. Erste Anstrengungen in dieser Richtung
wurden bereits manuell vorgenommen und sind durchaus vielversprechend. Im Idealfall
f¤uhrt dieser Ansatz in Richtung einer netzweiten, fr¤uhzeitigen Erkennung neuer Angriffs-
wellen.
Insgesamt ist das bestehende verteilte IDS-Sensor-Netzwerk in seiner jetzigen Form eine
gute Grundlage f¤ur die geplanten Erweiterungen, da sich das Konzept mittlerweile in der
Praxis bew¤ahrt hat und dank des R¤uckgriffs auf Open-Source-Software exibel ist.
Literatur
[Bi] Biege, T. Modular Intrusion Detection and Countermeasure Environment. http://
m-ice.sourceforge.net/.
[CDF04] Curry, D. A., Debar, H., und Feinstein, B. Intrusion Detection Messa-
ge Exchange Format Data Model and Extensible Markup Language (XML)
Document Type Definition. http://www.ietf.org/internet-drafts/
draft-ietf-idwg-idmef-xml-11.txt. 2004. IETF internet draft - work in
progress.
[DMD] Danyliw, R., Meijer, J., und Demchenko, Y. The Incident Data Exchange Format Data
Model and XML Implementation. http://www.ietf.org/internet-drafts/
draft-ietf-inch-iodef-02.txt. IETF internet draft - work in progress.
[eCa] eCSIRT.net. The European CSIRT Network. http://www.ecsirt.net/.
[eCb] eCSIRT.net. eCSIRT.net Project – WP4 Public Statistics. http://www.ecsirt.
net/service/ids-sensor-data.html.
[GDK04] Gellert, O., Do¨rges, T., und Kossakowski, K.-P.: Understanding Attacks via Distributed
IDS. eingereicht fu¨r AusCERT2004. 2004.
[Kn] Knopper, K. Knoppix Linux Live CD. http://knoppix.org/.
[Ko01] Kossakowski, K.-P.: Information Technology Incident Response Capabilities. Books on
Demand, Hamburg. 2001. ISBN 3-8311-0059-4.
[KS00] Kossakowski, K.-P. und Stikvoort, D.: A Trusted CSIRT Introducer in Europe. Technical
report. Terena – Trans-European Research and Education Networking Association. 2000.
http://www.ti.terena.nl/about_ti/ti-v2.pdf.
[Me90] Meyer, B.: Objektorientierte Softwareentwicklung. Carl Hanser Verlag. 1990. ISBN
3-446-15773-5.
[Mi00] Mills, D. L.: Public Key Cryptography for the Network Time Protocol. Electrical Engi-
neering Report 00-5-1. University of Delaware. 2000. http://www.eecis.udel.
edu/mills/database/reports/pkey/pkeyb.pdf.
[PD00] Pickel, J. und Danyliw, R.: Enabling Automated Detection of Security Events that Affect
Multiple Administrative Domains. Master’s thesis. Carnegie Mellon University, Infor-
mation Networking Institute. 2000.
[Pr03] Provos, N.: Honeyd – A Virtual Honeypot Daemon. In: Schaumburg, R. und Thorbru¨gge,
M. (Hrsg.), Sicherheit in vernetzten Systemen. 10. DFN-CERT/PCA Workshop. DFN-
CERT GmbH. Books on Demand GmbH. Feb 2003. ISBN 3-8330-0097-X.
[Ro99] Roesch, M.: Snort – Lightweight Intrusion Detection for Networks. In: 13th Systems
Administration Conference (LISA ’99) Proceedings. Usenix Association. Nov. 1999.
[Va] Vandoorselaere, Y. Prelude: An Open Source, Hybrid Intrusion Detection System, Prelu-
de Architecture Guide. http://www.prelude-ids.org/article.php3?id_
article=66.
