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ロボット開発をめぐる二つの倫理学1)
岡本慎平
（広島大学大学院博士課程後期）
1 .はじめに
近年のロボット工学の急激な進展に伴って、これまではSF的な絵空事に過
ぎないとみなされていたロボットをめぐる様々な倫理問題が現実のものとして
議論されはじめている。現在では、このようなロボットにまつわる倫理問題を
扱う応用倫理学は「ロボット倫理学（RobotEthics）」ないしは「ロボエシック
ス（Roboethics）」と呼ばれ、独自の分野として確立されつつある。しかしながら、
哲学者・倫理学者のロボットに対するアプローチは、大きく分けて二つの異なっ
た方向に分裂しているように思われる。一つ目は、現在実用化されつつあるロ
ボット工学技術 例えば自律型兵器や、売買春にたずさわるセックス・ロボッ
トーーの、人聞社会におけるインパクトやその可能性を検討する領域であり、
もう一つは、人工物であるロボットがいかにして「道徳的行為者Jになりうる
のかを検討する領域である。前者は正戦論や工学倫理などと関連し、後者はど
ちらかといえば、心の哲学や認知科学と大きく関連する分野だと言えるだろう。
後者の領域は前者から区別され、「機械倫理学（MachineEthics)J と呼ばれるこ
とも少なくない。この領域を一言で述べるなら、「コンピュータやロボットに
道徳に基づいた意思決定機能を実装することを目的とした研究分野2）」である。
さて、こうした機械倫理学の目的は人工知能に道徳的な制約を課すことにあ
る。というのも、このままロボットや人工知能の開発が進めば、遅かれ早かれ
我々の日常的な生活の中にも、自律的に動作するロボットが関わってくること
-87 
ロボット開発をめぐる二つの倫理学
になる。そしてこうした人間の生活や福祉に直接関わってくる機械の判断には、
当然ながら従うべき何らかの規範が必要となる。こうしたロボットに道徳的制
約や規則を実装するためには、ロボット工学者や計算機科学者に加えて、未だ
哲学者にも行える仕事があるのではないかというのが機械倫理学の眼目であ
る。そして実際、この分野で主導的な役割を果しているColinAllenらは、人工
知能やロボット工学の学会誌にも積極的に寄稿し、様々な形で人工知能開発に
影響を与えつつある。またこうした工学的な目的とは別に、 Allenらには、ロ
ボットに道徳を教えこむプロセスを検討する中で、「そもそも我々が道徳に従
うとはどういうことなのか」という人間に対する理解もまた深まる可能性が高
いと 言わば、工学から倫理学へのフィードパックが期待されると一一主張
している。
しかしながら、ロボットの登場によって変容する人間社会の問題を考察の中
心に据えるロボット倫理学と、そもそもロボットや人工知能に道徳をプログラ
ムするとはどういった営みであり、いかにして可能なのかを考察するこうした
機械倫理学との聞には、一種の分裂があるように思われる。言い換えれば、前
者は「ロボット工学についての倫理」を扱うのに対し、後者が扱っているのは「倫
理についてのロボット工学」を扱っている。本稿の目的は、この二つの領域に
分裂しつつあるロボットの倫理学を結び、つける接合点を模索する試みを提示す
ることである。
それでは、まず本稿の枠組みを要約しておきたい。第一に、現在のロボット
倫理学や機械倫理学がどのように誕生したのかという歴史を簡単に振り返り、
とりわけロボット倫理学全体として何を問題としてきたのかを概観する。第二
に、機械倫理学の代表的著作であり、また幅広い議論を提起しているWallach
とAllenによる『道徳的な機械（MoralMachines）』の内容を検討することで、
機械倫理学が何を目的とし、何を行おうとしているのかを把握したい。そして
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第三に、このような機械倫理学の目的である「AMAを作り出すことJに対し
て批判を試みている何人かの論者の意見を取り上げる。そして最後に、ロボッ
ト倫理学の問題の内に、機械倫理学の議論を繋ぎとめるため必要な、言わば「機
械倫理学の倫理学jを、簡単な概要に過ぎないが、一種の技術者倫理として提
示したい。
2.ロボット倫理学の展開と現状
2002年、イタリアのロボット工学者であるGianmarcoVeruggioは、イタリ
ア国会に対してロボット工学に対する倫理規定が必要であるという趣旨の論を
提示した。これをきっかけとして、イタリアを中心にロボット工学にまつわる
倫理問題という主題について、さまざまな会合が聞かれ、ロボット倫理学（ロ
ボエシックス）をひとつの学問領域として形成していった。その端緒となった
のは、 2004年にVeruggioらが中心となって開催した第一回ロボエシックスに
関する国際シンポジウム（於イタリア、サンレーモ）である。このシンポジウム
において、「ロボエシックス」という呼称が公式に用いられることになった 3）。
以下箇条書きになってしまうが、ロボット倫理学（ロボエシックス）という領域
がロボット工学の中に根付いていく過程を、主な出来事とともに記していこう。
2005年、ロボット工学とオートメーションについての国際会議（ICRA）が
スペインのバルセロナで開催され、そこでロボエシックスについてのワーク
ショップも聞かれた。またほぽ同時期、ヨーロッパロボット工学ネットワーク
(EURON）によって、ロボット工学についての倫理綱領制定のためのEURON 
ロボエシックス・アトリエ及びエシックボッツ（EthicBots）プロジェクトが設立
され、ロボエシックスの体系化や議論の取りまとめが行われた。これらの成果
は2006年に、「EURONロボエシックス・ロードマップ」として公刊されてい
る4）。 2006年にはイタリアのナポリにおいて、医療機械の分野での倫理問題が
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議論された。その後もICRAによってロボエシックスについてのワークショッ
プが毎年開催され続けていた 5）。このようなロボット工学者らによるロボエ
シックスの議論の広がりに合わせて、例えば千葉大学ロボット憲章（知能ロボッ
ト技術の教育と研究開発に関する千葉大学憲章川）に代表されるような、ロボッ
ト開発における倫理綱領は現実のものとして提示されるに至っている。こうし
た背景の下で2010年には、東京大学の石原孝三氏らによってAccountabilityin 
Resarch誌にRoboethics特集が組まれている 7）。
これらの実質的な研究成果は2011年に刊行された『ロボット倫理学（Robot
Ethics）』という論文集において概ね見ることが出来るだろう。この論文集で
は大きく分けて五つの問題が、ロボット倫理の主要問題として議論された。順
に並べると (1）ロボットのデザインとプログラミングの問題、（ 2）軍事用ロ
ボット技術とその運用に関する問題、（ 3）ロボットの法律上の位置づけにつ
いての問題、（4）性的労働、（5）医療とケア、といった内容について様々な論
考が寄せられている。 ICRAで数年間開催されていたロボエシックス・ワーク
ショップにおいても概ね同様の問題が議論された 8）。
これらの問題の中でもとりわけ喫緊の問題と思われるのは、（2）の軍事ロ
ボットの問題である。例えばPeterW. SingerやArminKrishnannといった論者
によって軍事ロボットの現状が紹介ないし分析されている 9）ように、ロボット
技術の軍事利用についてはその他の問題に比べてより詳細な議論が展開され
ている。というのもDARPA（アメリカ国防高等研究計画局）がアメリカでのロ
ボット開発の重要なスポンサーとなっているなど、軍事技術はロボット技術が
最も早く実用化されている分野だからである。ロボット兵器・無人兵器は既に
実用段階に入っており、 MQ-1プレデターやMQ-9リーパーに代表されるアメ
リカ軍の無人戦闘機は、実際に中近東方面を中心として既に配備されている。
こうした発展を背景として、例えばRonaldArkinは、地上戦においても人間の
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兵士の代わりに活動する「ロボット兵士Jの誕生は喫緊の問題であり、「もし
軍事技術が現在の急速なペースを保ったまま、知能的な自律ロボットの配備へ
と向かうなら、我々はこれらのシステムが〔jusin belloという正戦論の伝統に
即して〕倫理的に配備されることを保証しなければならない川」と論じる。
こうした中で、 PeterW. Singerの『ロボット兵士の戦争（WiredforWar).! 
は、戦場におけるロボット技術の応用にともない現在生じつつある問題を概観
している。例えば無人戦闘機パイロットについての様々な問題である。こうし
た無人機のパイロットは、直接戦闘地域に赴くのではなく、アメリカ国内の基
地から遠隔的に、中東地域で活動する機体を操縦する。すると、勤務時間中は
戦闘機パイロットとして中近東地域で戦闘行為 いつ敵兵にミサイルを撃ち
こんでも、逆に撃ち落とされてもおかしくない状況 を行なっている兵士が、
－＿§＿勤務時聞が終了して制服を脱げば、家族とともに食事を取り、休日には
サッカーの試合を観戦に行く一市民へと戻るという事態が生じる。ここで、内
地の平和な生活と殺人をも伴う戦場を行き来するという特異な状況が生じる。
Singerによれば、無人戦闘機のパイロットは、通常の戦闘機パイロットよりも
高い度合いで心的外傷を発症するという。というのも、こうした日常と戦場と
が連続することによって、兵士の心には様々な心的負担が加わり、混乱をきた
してしまうからである。さらにロボットの軍事利用に反対する研究者らは獲得
資金等の面でどうしても不利な状況に追い込まれてしまうという問題もある。
またロボット技術の軍事利用に次いで危急の問題とみなされているのが、
(4）のロボットによる性的労働に関する問題である。 DavidLevy によれば、
ロボットによる売春が産業として定着することになれば、セックスワーカーを
AIDSや性病、ハード・ドラッグの乱用などの危険性を伴う仕事から開放する
ことに繋がる期待があるとされる11)。このような観点はロボット技術の軍事利
用とも共通しており、一言で言えばロボットの登場が望まれているのは「退屈
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で（dull）、汚く（dirty）、危険な（dangerous）仕事、すなわち 3つのD12J」に関す
る事柄である。しかし多くのセックスワーカーはそういった「新たなテクノロ
ジーの隆盛によって失職し、賃金を得る手段がなくなること」を非常に恐れて
いるという。というのも、彼女らの多くは売春の他に賃金を得る手段がないか
らこそ、そうした仕事に携わっているのであり、ロボット売春婦の登場は、彼
女らを危険な仕事から開放するというよりむしろ、彼女らから賃金を得る最後
の手段すらも奪うことに繋がるのではないかというのである。 Le可は次のよ
うなセックスワーカーの声を紹介している。「すぐにでもお客さんがロボット
をドラッグストアで買える日が来て、私たちは全く必要とされなくなってし
まう {Itwon’t be long before customers can buy a robot from the drug-store and 
they won’t need us at al.) 13）」。またLevyは、こうした性産業へのロボット技
術の浸透の一例として、日本の「ドールの森」という、ラブドール（あるいはセッ
クスドール）と呼ばれる精巧に作られた人形の貸し出しを行う風俗店を挙げて
いる。このように、軍事問題や性産業に限らずとも、ロボット技術の展開に伴
う様々な問題が既に現実の問題として現れており、またこれらの問題について
さらなる議論が必要となっている。
3.機械倫理学と人工的道徳的行為者（AMA)
機械倫理学は上述のロボット倫理学（ロボエシックス）の展開とは独立して、
しかしほぽ同時期に、 ColinAllenを中心とする倫理学者の手によって展開さ
れてきた。まず2000年にAllenらは「あらゆる将来の人工的道徳的行為者につ
いてのプロレゴメナ」という論文が、 Journalof Experimental and Theoretical 
Artificial Intelligence誌に掲載されたω。この論文の趣旨は以下のようなもの
である。ロボット工学の発展により、人間の福祉に探く関わる問題の判断をコ
ンピュータに委ねなければならない状況が近づいている。そのため、エンジニ
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アは人工知能が実際に判断を下す際に従うべき規範や道徳を、それら人工知能
へと実装する必要がある。その予備作業として、哲学者が参与出来る事柄が
二つある。一つは「道徳的Jや「行為者Jという概念を再検討することによ
り、ロボットに道徳を実装する際の問題点を明確化することである。そしても
うひとつは、ロボットに道徳を実装していく上でのモデル構築である。そし
てAllenらの議論は主としてこのモデル構築一一どのような機能を備えさせれ
ば、ロボットが道徳的判断を下しているとみなせるのか、そしてその判断の計
算可能性（Computability）の評価一一ーで、ある。例えばプロレゴメナでは、「道徳
的判断を行うロボットJに対して、大きく分けて二つのアプローチが提示され
ている。一つは最も基本的な命令（例えば功利主義に従えば「最大多数の最大
幸福が達成されるような行為を行うべしJという）を用意し、その基本的な原
理を個別の事例に当てはめて判断していくという演鐸的 トップダウン型の
モデルで、ある。もう一つは、個別の事例での我々人聞の判断を所与として、そ
こから一般的な判断のタイプを帰納的に組み上げ、また人工知能同士のコミュ
ニケーションによって道徳的判断を作りあげようとする帰納的 ボトムアッ
プ型のモデルで、ある 15）。このAllenらの「プロレゴメナ」を鏑矢として、哲学
者と人工知能研究者の協同研究によって様々な「道徳的行為者」のモデルが提
示された。例えばIEEEIntelligent Systems誌で、は2006年に、 Andersonの編集
によって機械倫理学の特集記事が組まれている。この特集での論文が中核とな
り、 2000年代の機械倫理学の主要論文は、｜司Andersonの手によって論文集『機
械倫理学（MachineEthics）』として2011年に刊行された。また2009年に機械倫
理学についての十年余の研究の集大成として刊行されたWallach& Allenの『道
徳的な機械（MoralMachines）』は、現在の機械倫理学の代表的な著作として議
論の的になっている。そこで、Wallach& Allenの『道徳的な機械』に焦点を当
てて、彼らの研究の概略を掴みたい。
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まず彼らの問題設定を見ていこう。近年生活の様々な場面において、何らか
の形で自発的な判断によって行為するロボットが実用段階に入っている。こう
した我々の社会の中で活動するロボットの開発は、人間の監視がなくとも自律
的に動作するロボットの開発へと向かつて日進月歩で進んでいる。そしてこう
したロボットの開発者たちの課題は、こうしたシステムが人間にとって有益で
あり、人間に危害を与えることがない、ということを保証することである。こ
れまでもこうした「人間にとって有益／危害を加えない」機械を設計するとい
う課題は工業倫理の基本的課題だったのだが、自律的なロボットの開発という
場合には、多少状況が異なってくる。というのも、機械倫理学の課題は「人聞
がコンピュータを用いて何を行うのか、そしてそのためにコンピュータにどの
ような安全設計を施せばいいのかJという問題ではなく、「コンピュータ自身
が何を行うべきなのか」という問題だからである。必然的に、コンピュータ自
身が「明示的な道徳的推論」を行い、それに基づいて行動することが要求される。
更にこうした「明示的な道徳的推論を行うコンピュータ」言い換えれば「人
工的道徳的行為者（ArtificialMoral Agent : AMA）」の設計はそれ自体として道
徳的に許容出来ないという批判も当然想定される。確かに現状では、ロボット
やコンピュータが倫理的ジレンマに直面した際には、ロボット自身の判断を中
止して、監督者である人間の判断を仰ぐことが望ましいと思われている。しか
しながら、そうした疑問に対してAllenらは、市場や政治の圧力によって、こ
うしたラッダイト的な抵抗運動は無力に終わってしまうと断じる。それどころ
か、彼らはロボットにも行為の責任が伴うような形での道徳性を組み込むこと
すら念頭に置いている。ロボット工学の進展は、人間の福祉に深く関わる領
域一ーたとえば医療現場一ーであっても、緊急の場合にはコンピュータが意思
決定を行う必要性を増し続けている。その際にコンピュータが従うべき規範
が全く存在しないという状況だけは避けなければならない。また、こうした
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AMAの設計には「倫理学理論に真剣に取り組むことω」が要求される。とい
うのも、例えばアイザ、ック・アシモフが示したように、ロボット三原則のよう
な最低限度の諸規則であったとしても、複数の規則による行動の制約は矛盾や
倫理的ジレンマを生じさせてしまうからである。こうしたジレンマを解消する
ためには、無制限に規則を増やし続けるという方針は現実的でない。そうでは
なく、何らかの形で様々な倫理的判断を統一的に理解するための原理が必要と
なる。
こうした問題設定の上で、 Allenらは『道徳的な機械』の中で、大きく分け
て二つの議論を展開する。一つはAMA開発自体の問題である。すなわち何故
AMAが必要なのか、また人々は本当にAMAを望んでいるのか、また本当に「道
徳的なJ行為者として機械を認めることが出来るのか、などといった様々な問
題である。もう一つは、 AMAを開発するにあたって、エンジニアや哲学者は
機械にどのようにして道徳を実装するのかというプログラミングやモデル構築
についての議論である。それぞれ検討していきたい。
機械に「道徳的判断」を行わせると言った時、当然ながらAMAの開発は人
聞が道徳的責任を機械に押し付けるだけではないのかという疑問が生じる。つ
まり道徳的行為者として論じられるプログラムは道徳的な責任を負うものでは
なく、本来その責任を負うべきなのは開発者や使用者という人間側にあるので
はないかという問題である。 Allenらはこの問題に対して、確かに現在の人工
知能が「道徳的責任Jを伴いうるものではないことを認める。ここでAllenら
は（例えばFloridiやJamesMoorがロボットの道徳的行為を論じる際に「行為者J
概念を読み替えたように17））「道徳性（morality)J と呼ばれるものを「操作的道
徳性（operationalmorality）」と「機能的道徳性（functionalmorality）」に区別す
ることによって、この問題に対処しようとしている18）。前者は、ロボット自身
の推論の結果として生じた出来事が人間の福祉にとって何らかの重大な帰結を
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もたらすような判断と行為の能力であり、後者は、行為に責任が伴うような人
間と同レベルの道徳性を含む、様々な「行為に責任が伴うような判断」を行う
能力である。前者であれば、既に存在し実際に運用されているほぼすべての人
工知能が道徳’性を持つ。 Allenらが目指す先は後者、機能的道徳性である。し
かし、後者にもまったく人間と同じような責任者から災害救助犬レベルまで、
様々なレベルがあることを彼らは認める。だがこうした中でも人工知能は、救
助犬ではなく、人間と同じように価値を判断出来る行為者を目指さなければな
らない。というのも「不確実な状況で決定を導くべきシステムが関連する価値
に対して盲目ならば、災害の原因（recipefor disaster）になってしまう 19）」から
である。
次に機械に道徳、を実装する際のモデルの問題も簡単にみていこう。ここで
Allenらは、基本的には「プロレゴメナ」での議論を踏襲しながら、トップダ
ウンとボトムアップという二つのアプローチを検討することによって議論を進
めている。繰り返すと、トップダウン型のアプローチとは「ある一つの原則を
設定することによって、そこから演緯的に様々な個別問題についての判断を下
していくJという演緯的なモデルで、ある（第七章）。もう一つは、個々の事例か
らの帰納や、学習・進化的な方法によって帰納的に行動の指針を練り上げてい
くというボトムアップ型、帰納的アプローチである（第八章）。しかしこのトッ
プダウンとボトムアップという二分法はモデルとして、いささかシンプルすぎ
ることが指摘される則。トップダウン型では確かに明確な義務を与えることが
できるものの、原理が具体的な事例に即した判断へと下った場合に反直観的な
帰結を導く場合もありうる。ボトムアップでは具体的な事例に即した有益な判
断が行えるものの、相矛盾する複数の基準を抱え込み、本当に望ましい判断と
は異なる判断を下してしまう可能性すらある。 Allenらは「トップダウンアプ
ローチとボトムアップ・アプローチはともに、 AMAの設計において疑いなく
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必要とされるものである叫」としながらも、両者の利点を調停するための「トッ
プダウンとボトムアップのハイブリッド型アプローチ」が最も望ましいモデル
であると主張する。これは徳倫理をモデルにした議論であり、基本的な指針（徳
目）をトップダウン的に与えておき、それを補助する様々な具体的判断を、ボ
トムアップ的に経験と習慣、あるいは教育と協働によって獲得していくという
方法である。つまり、 Allenらの主張を要約すれば、ロボットを「道徳的に振
舞わせるjためには、ロボットを「有徳にする」必要があるのである。
4圃機械倫理学の倫理学
以上のようなあくまでロボットを「行為者」とみなしていこうというAllen
らの議論に対してDavidJ GunkelやDeborahJohnsonなどの哲学者は、そもそ
もロボットそれ自体では「行為者」として認めることが出来ないと批判を試
みている。例えばGunkelは『機械の問い（theMachine Questions）』において、
Allenらは機械の「行為者’性（agency）」を自明視している一方で、機械の「被
行為者’性（pati ency) Jの可能性をほとんど無視していると指摘している。それ
に対しJohnsonは、そもそも機械は「行為者」ではないという立場に立った上
で、ロボットに実装すべき規範を考察するべきだと主張している。彼女によれ
ば、 Allenらの前提を承認し、自律機械を「人工的道徳的行為者jを構築しよ
うと試みること自体が倫理的な危険を字んでいる。というのも、機械の意思決
定を人工知能の自己教育に任せることは、その機械の判断は人間には理解出来
ないものとなってしまう危険性を苧む。そのような人間に管理出来ない機械を、
兵器、医療機器、あるいは金融の場に持ち込むことは、責任の所在を暖昧にし
てしまう。さらに自律機械をAMAをとみなすことは、少なくともそのような
自律機械の開発者に対する一種の赦免となってしまうという。たとえFloridiが
主張するようにAMAには道徳的責任は帰せられず、そのAMAについての責任
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者である人物が帰責の対象になるのだωと主張したとしても、「機械自体を行
為者としてみなす」ことで、設計者の道徳的責任を軽微なものにしかねない。
…そのようなシステムを自律的な道徳的行為者として思い描く
(conceptualize）ことは、それらをデザインし開発する人々から、それを
行うあらゆる責任を取り去ってしまうことである。これは、大量の化学
物質を海に投げ入れる人々から、かれらがその化学物質が塩水や藻とど
のように反応するのかを適切に知らなかったという理由で責任を取り
去ってしまうことに等しい。川
Johnsonも、ロボットや人工知能が人聞の福祉に密接に関わるようになるか
らには、そこにロボットが従うべき何らかの規範が必要で、あることは否定しな
い。しかしながら彼女はあくまで、機械は「道徳的存在者」ではあっても「道
徳的行為者」であるべきではないと主張する。
その対案として彼女が提示するのは、ロボットによる行為を、ロボット単独
の行為としてみなすのではなく、「開発者 ロボット 使用者」という二種類
の人間が関わる一連の行為者の一部として理解しようというものである刊。あ
らゆる自律機械は、それが人工物（artifact）で、ある限り、その機械のみを取り出
して道徳牲を判断することは適切ではない、というのがJohnsonの主張で、ある。
この主張自体は、機械倫理学の議論と矛盾するものではない。しかしここに重
要な観点、が示されている。それは、我々が考慮に入れなければならない問題は、
ロボットやロボット工学の技術それ自体だけではなく、その技術者でもあると
いう問題だという観点である。
同様に機械倫理学に批判的な立場を取る論者にRyanTonkensがいる。彼に
よれば、機械倫理学の問題点は、コンピュータに実装するための倫理綱領を、
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ただ単に計算可能’性（conputability）という観点からのみ評価しているように見
えるという点にある。本当に論じなければならないのは、コンピュータへ実装
する倫理綱領が計算機科学の観点からーーすなわち機械に実装可能かという
観点から 望ましいか否かではなく、道徳的観点から望ましいか否かであ
るお）。道徳的観点からの評価とは、言い換えればエンジニアがコンピュータに、
一定の倫理綱領を実装すること際には、そのエンジニア自身もその同ーの倫理
綱領へとコミットしなければならないということである。さもなければ、エ
ンジニアは「自分では望ましいと思っていない規範」を、コンピュータへと実
装しようとしていることになるからである。このように考えると、機械倫理学
の展開それ自体やそれに携わるエンジニアの行為が、機械倫理学が実装しよう
と試みている倫理綱領によって検討される必要があるお）という見解が見えてく
る。
以上のように、機械倫理学は「機械に実装するためにはどのような倫理綱領
が望ましいのかJという問題を扱いながらも、それは当為に関わる問題という
よりも、いかにして機械に道徳を実装することが出来るのかという技術的問
題、言わば事実に関わる問題を中心としている面がある。このように考えると、
JohnsonやTonkensの提言に重大な論点が隠されている。その論点とは、機械
倫理学についての議論を行う前に、あるいはそれと同時に、機械倫理学を推進
する技術者や哲学者自身についての規範もまた論じる必要があるということで
ある。そしてこれこそが、 Allenらの議論から抜け落ちている部分なのである。
JohnsonやTonkensの議論は、人工知能を開発するエンジニア自身についての
技術者倫理が必要であるという議論として読み替えることが出来る。そしてこ
の点において、機械倫理学は第二節で論じた「ロボット倫理」の文脈の中に位
置づけることが可能となる。
Allenらが論じた機械倫理学の問題は、確かにそれ自体としては非常に興味
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深いものである。しかしながら、彼らはAMAの開発をどのように正当化して
いくのかという観点からしか眺めておらず、その議論の大半は、いずれ出現す
るロボットを設計する際の問題を解消するために費やされている。言い換えれ
ば、彼らは「そもそもAMAは開発されるべきものである」という点を前提と
して承認し、ほとんど疑ってさえいないのである。だが、検討しなければなら
ないのはまさにこの「そもそもAMAは本当に開発され実装されるべきものな
のか」、そして「その開発の際にはどのような規範が必要なのかJという点で
ある。
したがって、この「機械倫理学を展開する哲学者や技術者にたいする倫理J
という問題を「機械倫理学の倫理」と呼ぶことも、またそこに技術者としてど
う行為するべきかという技術者倫理の側面を強調することも不適切ではないだ
ろう。一見「ロボットが日常生活に登場する際の人間の倫理Jと「ロボットが
従うべき倫理Jに分断されているように見えたロボット倫理学は、ここで後者
を「ロボットが従うべき倫理」と「ロボットを開発する者の倫理」を重ね合わ
せることによって、同ーの枠組の中で考察することが可能となるだろう。
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