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History of Autonomy Meta-studies 
There have been many such studies.  The latest is currently being performed by the Naval Research 
Advisory  Committee.  Past studies include, but are not limited to: 
• Defense Science Board: 
• Report on Unmanned Air Vehicles and Uninhabited Air Combat Vehicles, February 2004 
• Summer Study on Autonomy, June 2016 
• DOD Autonomy Community of Interest reports: 
• DoD Autonomy COI Test and Evaluation Verification and Validation technology investment strategy 2015-2018 
• 2012 NRAC - How Autonomy Can Transform Naval Operations  
• Institute for Defense Analysis - A Framework for Evidence-Based Licensure of Adaptive 
Autonomous Systems - March 2016, IDA Paper P-5325, Log: H 16-000680 
• DoD Unmanned Systems Integrated Roadmap, FY 2013-2018. Navy / other service "roadmaps”. 
• The third offset strategy 
• Rand Corp (2014): Effectiveness of Remotely Piloted Aircraft in a Permissive Hunter-Killer Scenario 
Meta-study reasons and content 
• Reason for meta-study: 
• Slow pace of autonomous system adoption, with many varied reports. 
• Current systems have limited autonomous capabilities. 
• Meta-study would analyze DoD, Navy, consultants, and possibly other services 
recommendations regarding autonomous systems/vehicles/robotics.  
• Start by reviewing candidate reports  
• Creating both a list and online library of those determined to be relevant.   
• Determine where reports overlap, conflict, and to what degree recommendations adopted. 
• Meta-study would create relational database for those performing future studies / updates. 
• Database would be available online for DoD autonomy community.  
• Meta-study based upon past reports would produce recommendations for DoD leadership, 
for effective but not fully implemented autonomous capabilities. 
Suggested scope of Meta-study 
1. Resolve common definitions 
2. Coordinated R&D efforts 
3. Open software designs (to include model-based systems 
engineering) 
4. Effective human interfaces and reciprocal human-robot cognition - 
Trust in autonomous system 
5. Cybersecure systems (implicit trust) 
1. Wikipedia definition 
• For Robotics: 
• “Autonomy or Autonomous behavior is a contentious term in reference to 
unmanned vehicles due to the poor understanding of whether something 
acting without outside commands is doing so through its own ability to make 
decisions or through a method of decision making pre-programmed into it. It 
is a quality which is rather abstract in nature and rather difficult to measure. 
The word is used only in an analogical sense at this point, and the analogical 
application carries very little of the primary content, which refers to moral 
choices of rational beings.” 
Definitions & Aspects of Autonomy 
• Several definitions: 
①Wikipedia 
②SAE ALFUS (Autonomy Levels For Unmanned 
Systems): “…own ability of sensing, perceiving, 
analyzing, communicating, planning, decision-making, 
and acting/executing, to achieve its goals as assigned 
by its human operator(s) through designed HRI.” 
③Defense Science Board (DSB, 2012) – not really 
definition, but limitations & improvements 
④AFRL Autonomy Strategy 2020 
DSB autonomy misperceptions 
• A capability for automatic, self-governing actions 
• Need to be considered w.r.t. human-system 
collaboration 
• Key aspect that is limiting autonomy growth:  
• “The DoD should abandon the debate over definitions of 
levels of autonomy and embrace a three-facet (cognitive 
echelon, mission timelines, human-machine system 
trade spaces) autonomous systems framework 
…establish a coordinated science and technology (S&T) 
program.” 
2. Research - DSB initial statement 
•“The Task Force has concluded that, while currently fielded 
unmanned systems are making positive contributions across 
DoD operations, autonomy technology is being underutilized 
as a result of material obstacles within the Department that 
are inhibiting the broad acceptance of autonomy and its 
ability to more fully realize the benefits of unmanned 
systems. 
•Key among these obstacles identified by the Task Force are 
poor design, lack of effective coordination of research and 
development (R&D) efforts across the Military Services, 
and operational challenges created by the urgent deployment 
of unmanned systems to theater without adequate resources or 
time to refine concepts of operations and training.” 
 
DSB S&T effort 
• “Task Force recommends that ASD(R&E) work with the 
Military Services to create a coordinated S&T program to 
strengthen key enabling autonomy technologies 
(perceptual processing, planning, learning, human-robot 
interaction, natural language understanding and multi-
agent coordination) with emphasis on:  
• Natural user interfaces and trusted human-system collaboration. 
• Perception and situational awareness to operate in a complex 
battle space. 
• Large-scale teaming of manned and unmanned systems.  
• Test and evaluation of autonomous systems.” 
3. Open design – from DSB 
•The DoD should embrace a three-facet (cognitive echelon, 
mission timelines and human-machine system trade spaces) 
autonomous systems framework …The Assistant Secretary 
of Defense for Research and Engineering (ASD(R&E)) 
should work with the Military Services to establish a 
coordinated science and technology (S&T) program...” 
•“The Task Force recommends:  
• structure autonomous systems acquisition programs to separate 
the autonomy software from the vehicle platform. 
• Each Military Service initiate at least one open software design 
project, preferably for an existing platform, that decouples 
autonomy from the vehicle” 
 
4. Human interfaces & Trust: 
AFRL Autonomy S&T Strategy 
• Autonomy definition: “Systems which have a set of intelligence-based 
capabilities that allow it to respond to situations that were not pre-
programmed or anticipated in the design (i.e., decision-based 
responses). Autonomous systems have a degree of self-government 
and self-directed behavior (with the human’s proxy for decisions).”  
• “Goal #1: Deliver flexible autonomy systems with highly effective 
human-machine teaming.” 
• 1.1. Enable & calibrate trust between human and machines  
• 1.2. Develop common understanding and shared perception between 
humans and machines:  
• 1.3. Create an environment for flexible, effective decision making  
• Intelligent machines that can self-organize into teams and are capable of 
initiating and completing complex mission tasks (as a team or as individuals). 
Definition: Manned/Unmanned Teaming (MUM-T) is the synchronized employment of manned 
and unmanned air and ground vehicles, robotics, and sensors to achieve enhanced situational 
understanding, greater lethality, and improved survivability.  
 
Objective: The objective of MUM-T is to combine the inherent strengths of manned and 
unmanned platforms to produce synergy and overmatch with asymmetric tactical advantages.  




5. Cybersecurity (implicit trust) 
• Many cyber methods exist, e.g. see University of 
Maryland’s research on content modification 
attacks, DARPA’s HACMS program, other formal 
methods for minimizing attack surface. 
• Emergent behaviors will likely result from machine 
learning, however a sufficiently well-bounded set of 
behaviors instills trust.  
• Deterministic chaos is acceptable, but pseudo-random 
may not be trusted 
• Most if not all autonomous systems will have emergent 
behaviors 
How does HACMS work? 
SysML or UML 







What it uses: 
MicroKernel & MBSE 
Conclusion 
• Meta-study will focus on “weak” areas of autonomy, based upon 
existing reports: 
1. Resolve common definitions 
2. Coordinated R&D efforts 
3. Open software designs (to include model-based systems engineering) 
4. Effective human interfaces and reciprocal human-robot cognition - Trust in 
autonomous system 
5. Cybersecure systems (implicit trust) 
• The end-objective is to provide a database of current knowledge for 
implementing autonomy to a greater extent while answering 
questions / filling gaps by focused research. 
