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Abstract
We examine properties of eigenvalues and solutions to a 2n-dimensional Stieltjes Sturm–Liouville eigenvalue problem. Exis-
tence and uniqueness of a solution has been established previously. An earlier paper considered the corresponding initial value
problem and established conditions which guarantee that solutions depend continuously on the coefficients [L.E. Battle, Solution
dependence on problem parameters for initial value problems associated with the Stieltjes Sturm–Liouville equations, Electron. J.
Differential Equations 2005 (2) (2005) 1–18]. Here, we find conditions which guarantee that the eigenvalues and solutions depend
continuously on the coefficients, endpoints, and boundary data. For a simplified two-dimensional problem, we find conditions
which guarantee the eigenvalues to be differentiable functions of the problem data.
Published by Elsevier Inc.
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1. Introduction
This work examines properties of solutions and eigenvalues to generalized Stieltjes Sturm–Liouville eigenvalue
problems of the form{
dy(t, λ) = A(t)y(t, λ) dt + dP (t) z(t, λ),
dz(t, λ) = (dQ(t)− λdW(t)) y(t, λ)+D(t)z(t, λ) dt (1.1)
on [a, b] ×K, where K is a compact subset in C.
This is a continuation from an earlier paper on initial value problems, in which conditions were found that guarantee
solutions depend continuously on the problem coefficients [1]. The above-mentioned conditions for the coefficients
are as follows:
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⎪⎩
A,D ∈ L1([a, b]);
P = PT is continuous and nondecreasing with P(a) = 0;
Q = QT is of bounded variation on [a, b];
W = WT is nondecreasing with W(a) = 0.
(1.2)
After summarizing some important results from the earlier paper in Section 2, we examine the 2n-dimensional
eigenvalue problem in Section 3. Here, we determine conditions which guarantee that the solution and the eigenvalues
depend continuously on the coefficients and boundary data. We find different conditions under which the eigenvalues
depend continuously on the endpoints of the interval of existence. We examine a simplified problem in Section 4 and
find conditions under which the eigenvalues are differentiable functions of the problem data.
This work generalizes some previously established results. Kong and Zettl [4,6], and Kong, Wu, and Zettl [5,7]
consider a similar problem. To show continuous dependence, they take sequences of eigenvalue problems converging
to a limit problem. They require L1 converge for their sequence, whereas we are less strict in the types of convergence.
We also use less strict convergence than in another related paper by Reid [8]. Knotts-Zides [3] allows for more general
convergence, but we examine a more general eigenvalue problem.
2. Preliminaries
Here we state some important definitions and theorems from [1].
For some interval [a, b] with a < b, a function F : [a, b] → N is said to be quasi-continuous if the left and right
limits exist at each interior point of [a, b] and the appropriate one-sided limit exists at each endpoint. A function
F : [a, b] → N is said to be of bounded variation if there exists a number K such that
m∑
i=1
∣∣F(ti)− F(ti−1)∣∣K
for any partition a = t0 < t1 < · · · < tm = b. The greatest lower bound of such constants K is called the total variation
of F and is denoted
∨b
a F . If a real function F is nondecreasing on an interval [a, b], then F is of bounded variation
with
∨b
a F = F(b)− F(a).
Theorem 2.1. The initial value problem (1.1) has a unique solution in the space of quasi-continuous functions. This
solution is bounded in norm and in total variation independently of t and λ on [a, b] ×K .
We take sequences of coefficients to examine the dependence of solutions on the coefficients. We assume the
sequences {An}, {Dn}, {Pn}, {Qn}, and {Wn} satisfy the same conditions as A, D, P , Q, and W , respectively, as
stated in (1.2). We also require the following conditions on convergence:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
An → A weakly in L1([a, b]);
Dn → D weakly in L1([a, b]);
Pn → P uniformly in [a, b];
Qn → Q pointwise in [a, b];
Wn → W pointwise in [a, b];
yn(a,λ) → y(a,λ);
zn(a,λ) → z(a,λ);∨b
a Qn  Q˜ for all n;∨b
a Wn  W˜ for all n.
(2.1)
The sequence of initial value problems is given by{
dyn(t, λ) = An(t)yn(t, λ) dt + dPn(t) zn(t, λ),
dzn(t, λ) = (dQn(t)− λdWn(t)) yn(t, λ)+Dn(t)zn(t, λ) dt (2.2)
on [a, b] ×K , for n = 1,2,3, . . . .
The following theorem establishes the continuous dependence of the solutions with respect to the coefficients.
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[ y(t)
z(t)
]
be the solution of (1.1) and [ yn(t)
zn(t)
]
be the solution of (2.2) with the same initial conditions,
and assume (2.1) holds. Then as n → ∞,
(1) yn(t) → y(t) uniformly in [a, b], and
(2) zn(t) → z(t) pointwise in [a, b].
The convergence zn(t) → z(t) is uniform if Mn → M is uniform.
Theorem 2.3. For any λ1 and λ2 in a compact set K ⊆ C, we have the Lipschitz condition∥∥∥∥
[
y(t, λ2)
z(t, λ2)
]
−
[
y(t, λ1)
z(t, λ1)
]∥∥∥∥ c|λ2 − λ1|,
where c is a constant independent of t ∈ [a, b] and λ1, λ2 ∈ K .
3. The eigenvalue problem
Now we add boundary conditions to the problem (1.1) to examine the eigenvalue problem. The boundary conditions
are given by
Γ
[
y(a,λ)
z(a,λ)
]
+Ω
[
y(b,λ)
z(b,λ)
]
= 0. (3.1)
Here we assume the Γ and Ω are 2n × 2n constant matrices such that [Γ |Ω] has full rank 2n. For the self-adjoint
problem, we require that
ΓEΓ ∗ = ΩEΩ∗, (3.2)
where E = [ 0 −In
In 0
]
and In is the n × n identity matrix. These conditions will be discussed further later, but self-
adjointness is not assumed for this section. Even when self-adjointness is assumed, the number of eigenvalues may
actually be finite since difference equations are included in this formulation.
Let Φ(t, λ) be the 2n× 2n matrix whose columns are the solutions of (1.1) such that Φ(a,λ) = I2n. The existence
of such a Φ is guaranteed by Theorem 2.1. Then the solution of (1.1) is Φ(t, λ)[ y(a,λ)
z(a,λ)
]
.
Now we will see that the eigenvalues of this problem are exactly the zeros of an entire function. This fact will be
used later in proving the convergence of a sequence of eigenvalues to the eigenvalue of the limit problem. Define the
function d :C → R by d(b,λ) = det[Γ +ΩΦ(b,λ)].
Lemma 3.1. For fixed b, the eigenvalues of (1.1), (1.2), (3.1) are the roots λ of d(b,λ).
Proof. The eigenvalue problem has a nontrivial solution φ(t, λ) = [ y(t,λ)
z(t,λ)
]
if and only if φ(t) = Φ(t, λ)φ(a), where
φ(a) = 0, and Γ φ(a)+Ωφ(b) = 0. This holds if and only if [Γ +ΩΦ(b,λ)]φ(a) = 0. Since the solution is nontrivial
implies that φ(a) = 0, this equation has a solution λ if and only if det[Γ +ΩΦ(b,λ)] = 0. 
Lemma 3.2. For fixed b, d(b,λ) is an entire function in λ.
Proof. Let K be a compact subset of C and fix λ in K . Define successive approximations to Φ(t, λ) as follows:
Φ(0)(t, λ) = I,
Φ(k+1)(t, λ) = I +
t∫
a
[
A(s) ds dP (s)
dQ(s)− λdW(s) D(s) ds
]
Φ(k)(s, λ)
for k = 0,1,2, . . . . Now {Φ(k)(t, λ)}∞k=0 is uniformly Cauchy in [a, b] ×K and converges uniformly to
Φ(t, λ) = I +
t∫ [
A(s) ds dP (s)
dQ(s)− λdW(s) D(s) ds
]
Φ(s,λ),a
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hence
det
[
Γ +ΩΦ(k)(b,λ)]→ det[Γ +ΩΦ(b,λ)]= d(b,λ)
as k → ∞ uniformly for λ ∈ K .
A proof by induction shows that each component of Φ(k)(b,λ) is a polynomial in λ. Hence, det[Γ +ΩΦ(k)(b,λ)]
is a polynomial in λ. Since λ is in a compact set K and since d(b,λ) is the uniform limit of polynomials in λ, d(b,λ)
is analytic on the interior of K and is therefore entire since K is arbitrary [2, Theorem 2.1]. 
To the sequence of initial value problems (2.2), we add the sequence of boundary conditions given by
Γn
[
yn(a,λ)
zn(a,λ)
]
+Ωn
[
yn(b,λ)
zn(b,λ)
]
= 0, (3.3)
for n = 1,2,3, . . . . Here, Γn → Γ , Ωn → Ω , and Γn, Ωn satisfy the same conditions as Γ , Ω , respectively.
Let Φn(t, λ) be the 2n × 2n matrix whose columns satisfy (2.2) such that Φn(a,λ) = I2n, and let dn(b,λ) =
det[Γn +ΩnΦn(b,λ)]. By Lemma 3.1, the roots λ of dn(b,λ) are the eigenvalues of the nth problem in the sequence.
Lemma 3.3. Assume (2.1) holds and that Γn → Γ , Ωn → Ω as n → ∞. Then for fixed b, dn(b,λ) → d(b,λ) uni-
formly on compact subsets of C as n → ∞.
Proof. Let K be a compact subset of C and fix λ ∈ K . We know that Φn(t, λ) → Φ(t, λ) pointwise as shown in the
proof of the existence theorem [1, Theorem 3.5], and we assume that Γn → Γ and Ωn → Ω . Therefore, dn(b,λ) →
d(b,λ) pointwise. To show this convergence is uniform, we appeal to Montel’s Theorem [2, Theorem 2.9].
First we verify that {dn(b,λ)}∞n=1 is a uniformly bounded sequence. Let
c =
⎡
⎢⎢⎢⎢⎣
1
0
0
...
0
⎤
⎥⎥⎥⎥⎦ ,
⎡
⎢⎢⎢⎢⎣
0
1
0
...
0
⎤
⎥⎥⎥⎥⎦ , . . . or
⎡
⎢⎢⎢⎢⎣
0
0
...
0
1
⎤
⎥⎥⎥⎥⎦ .
We will use a bound from [1, proof of Lemma 3.3], which states
∥∥[ y(k)n (t,λ)
z
(k)
n (t,λ)
]∥∥  Lefn(t,λ), where fn(t, λ) =∫ t
a
‖An(s)‖ds +
∫ t
a
‖Dn(s)‖ds + ∨ta Pn + ∨ta Mn(,˙λ). Note that fn(t, λ) is bounded independently of n and of
(t, λ) ∈ [a, b]×K from (2.1). Using this bound in conjunction with the fact that Φn(t, λ) has columns satisfying (2.2),
we conclude ‖Φn(t, λ) · c‖ ‖Φn(a,λ)‖ · cefn(b). Since Φn(a,λ) = I , {dn(b,λ)}∞n=1 is uniformly bounded.
We also know that each dn(b,λ) is analytic by Lemma 3.2. Then by Montel’s Theorem, there exists a subsequence
that converges uniformly on K . Since {dn(b,λ)}∞n=1 converges pointwise and every subsequence has a uniformly
convergent subsequence on K , the sequence itself must be uniformly convergent on K . 
Lemma 3.4. For fixed λ, d(b,λ) is quasi-continuous in b. If Q and W are continuous, then d(b,λ) is continuous in b
and λ.
Proof. By definition of d(b,λ), it has the same type of continuity as Φ(b,λ). For fixed λ, Φ(b,λ) is quasi-continuous
in b by Theorem 2.1, and hence d(b,λ) is also quasi-continuous in b.
We know that y(b,λ) is actually continuous in b [1, Corollary 3.6]. If we assume that Q and W are continuous, we
can show that z(b,λ) is continuous in b. This follows by first observing that the successive approximations z(k)(b, λ)
are continuous in b, using a parallel argument as in the proof of the continuity of y(k)(t, λ) [1, Lemma 3.4]. The
proof of the continuity of y(k)(t, λ) depends on the continuity of P . Likewise, the proof for the continuity of z(k)(t, λ)
will depend on the assumption that Q and W are continuous. The continuity of z(k)(b, λ) along with the uniform
convergence to z(b,λ) as k → ∞ gives the continuity of z(b,λ). Therefore, Φ(b,λ) is continuous in b, assuming that
Q and W are continuous. For fixed b, Φ(b,λ) is continuous in λ because of a Lipschitz condition (2.3). Therefore,
d(b,λ) is continuous in both b and λ if Q and W are continuous. 
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the coefficients and the boundary data, under certain conditions. One condition is that all of the eigenvalues are real,
which will always be true in the self-adjoint case. Another condition is that there exists a uniform lower bound on the
eigenvalues.
Theorem 3.5. Given the sequence of eigenvalue problems (2.2), (3.3) under the hypotheses of Lemma 3.3, let {λi}∞i=0
and {λ(n)i }∞i=0 be the roots of d(b,λ) and dn(b,λ), respectively, for fixed b. Assume that all of these roots are real
and listed in increasing order, and that there exists a constant m such that λ1  m and λ(n)1  m for all n. Then
λ
(n)
i → λi as n → ∞, for each λi . Moreover, taking the normalized eigenfunctions such that
∥∥[ yn(a,λ(n)i )
zn(a,λ
(n)
i )
]∥∥ = 1 and[ yn(a,λ(n)i )
zn(a,λ
(n)
i )
]→ [ y(a,λi )
z(a,λi )
]
as n → ∞, then for i = 0,1,2, . . .
(1) yn(t, λ(n)i ) → y(t, λi) uniformly in [a, b], and
(2) zn(t, λ(n)i ) → z(t, λi) pointwise in [a, b] as n → ∞.
Proof. Note that by Lemma 3.1, λi is the ith eigenvalue of (1.1), and λ(n)i is the ith eigenvalue of (2.2).
First consider i = 0. There exists a symmetric convex contour C0 that encloses the numbers m and λ0 on the real
line, but no other eigenvalues {λi : i = 0} are on or enclosed by C0, except possibly multiplicities of λ0. Such a C0
exists because the eigenvalues are real and are the roots of an entire function (by Lemma 3.2) and therefore have no
finite point of accumulation.
Now we will appeal to Rouché’s Theorem to compare the number of roots of d(b,λ) and dn(b,λ) inside the contour
C0. Since no eigenvalue lies on C0, the points λ ∈ C0 form a compact set such that if n0 := min{|d(b,λ)|: λ ∈ C0}, then
n0 > 0. Let  be an arbitrary positive number. Without loss of generality, we may assume 0 <  < n0. Since dn(b,λ) →
d(b,λ) uniformly on compact sets by Lemma 3.3, there exists a positive number N0 such that |dn(b,λ)− d(b,λ)| < 
for all n  N0, and all λ ∈ C0. Since  < n0, we have |dn(b,λ) − d(b,λ)| < |d(b,λ)| for all λ ∈ C0. We also know
that d and dn are entire and hence analytic on and inside C0. Therefore, for nN0, d and dn have the same number
of roots inside C0 by Rouché’s Theorem. By the construction of C0, the number of roots of dn inside C0 is equal to
the multiplicity m0 of the first eigenvalue, λ0. Due to the lower bound m on all the eigenvalues, the roots of dn that lie
inside C0 must be the first m0 eigenvalues of the nth problem, λ(n)0 , λ
(n)
1 , . . . , λ
(n)
m0−1.
Now let 0 be a positive number. We may assume that 0 < 0 < min{|λ − λ0|: λ ∈ C0}. Form the contour C˜0 with
center λ0 and radius 0, so C˜0 lies in the interior of C0. By the same argument used for C0, dn has m0 roots inside the
contour C˜0 for large n, where m0 is the multiplicity of λ0. These roots must be λ(n)0 , λ
(n)
1 , . . . , λ
(n)
m0−1. Since all of these
values lie in the interior of C˜0 and since λ0 = λ1 = · · · = λm0−1, we conclude |λi −λ(n)i | < 0, for i = 0,1, . . . ,m0 −1
and large n. Hence λ(n)i → λi as n → ∞, for i = 0,1, . . . ,m0 − 1.
This proves convergence for the first m0 eigenvalues. To prove the same for further eigenvalues, construct another
contour C1. Let p0 be the point of intersection of C0 and R such that p0 > λ0. Let C1 be a symmetric convex contour
that passes through p0, encloses λm0 , and does not contain or enclose any other eigenvalue {λi : i = m0}, except
possibly multiplicities of λm0 . The points λ ∈ C1 form a compact set such that if n1 := min{|d(b,λ)|: λ ∈ C1}, then
n1 > 0. Let  be an arbitrary positive number, and we may assume 0 <  < n1. There exists a positive number N1
such that |dn(b,λ)− d(b,λ)| <  for all nN1 and for all λ ∈ C1. Using Rouché’s Theorem as before, dn must have
exactly m1 roots enclosed by C1, where m1 is the multiplicity of λm0 . Form C˜1 in the same manner as C˜0 to reach
the conclusion that λ(n)i → λi as n → ∞, for i = m0,m0 + 1, . . . ,m0 +m1 − 1. Continue in this manner to prove the
convergence for all i.
The proof of the convergence in parts (1) and (2) follows from a slight modification of the proof of Theo-
rem 2.2. 
Having found conditions under which each eigenvalue depends continuously on the coefficients and on the bound-
ary data, we now consider dependence on the endpoints a and b. Here we will examine dependence on b, denoted
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boundary data fixed in the sequence of problems.
Theorem 3.6. Under the assumptions of Theorem 3.5, if λ(b) is one of the eigenvalues of (1.1), then λ(b) is continuous
if d(b,λ) is continuous in b. Otherwise, λ(b) is quasi-continuous.
Proof. Consider the sequence of boundary value problems for n = 1,2,3, . . . :{
dyn(t, λ) = A(t)yn(t, λ) dt + dP (t) zn(t, λ),
dzn(t, λ) = (dQ(t)− λdW(t)) yn(t, λ)+D(t)zn(t, λ) dt (3.4)
on [a, bn] ×K , where bn → b. Again, assume the hypotheses (1.2). We also have boundary conditions
Γ
[
yn(a,λ)
zn(a,λ)
]
+Ω
[
yn(bn,λ)
zn(bn,λ)
]
= 0. (3.5)
Similarly to an earlier discussion, define Φn(t, λ) to be the 2n × 2n matrix whose columns satisfy (3.4) such that
Φn(a,λ) = I2n, and let d(bn,λ) := det[Γ +ΩΦn(bn,λ)].
Let {λi}∞i=0 and {λ(n)i }∞i=0 be the roots of d(b,λ) and d(bn,λ), respectively, for n = 1,2,3, . . . . As seen earlier,
these roots are the eigenvalues of the corresponding problems. An argument similar to that in the proof of Theorem 3.5
shows that λ(n)i → λi as n → ∞, for each i = 0,1,2, . . . . The proof in Theorem 3.5 appeals to Lemma 3.3, so we
must show that the lemma’s conclusion holds in this case. If d(b,λ) is continuous in b, then d(bn,λ) → d(b,λ), i.e.,
the conclusion of Lemma 3.3 is valid. Otherwise, d(b,λ) is quasi-continuous in b, because it has the same type of
continuity as Φ , which was shown earlier to be quasi-continuous. 
Theorem 3.6 together with Lemma 3.4 yield the following corollary:
Corollary 3.7. Under the assumptions of Theorem 3.5, if λ(b) is an eigenvalue of (1.1), then λ(b) is continuous if Q
and W are continuous.
By reworking Theorem 3.6 and Lemma 3.4 in terms of one-sided continuity, we can generalize the previous corol-
lary to read
Corollary 3.8. Under the assumptions of Theorem 3.5, if λ(b) is an eigenvalue of (1.1)–(3.1), then λ(b) is right (left)
continuous if Q and W are right (left) continuous.
4. Stieltjes Sturm–Liouville equations
In this section, we simplify the eigenvalue problem by reducing to two dimensions and eliminating the coeffi-
cients A and D, resulting in the Sturm–Liouville equations{
y(t, λ) = y(a,λ)+ ∫ t
a
dP (s) z(s, λ),
z(t, λ) = z(a,λ)+ ∫ t
a
[dQ(s)− λdW(s)]y(s, λ) (4.1)
on [a, b], assuming the same conditions on P , Q, and W as before, i.e.,{
P is continuous and nondecreasing with P(a) = 0;
Q is of bounded variation on [a, b];
W is nondecreasing with W(a) = 0.
(4.2)
In addition, assume that these coefficients are defined on some interval [a0, b0] such that [a, b] is a proper subset of
[a0, b0]. We attach separated boundary conditions
(cosα)y(a,λ)− (sinα)z(a,λ) = 0, (4.3)
(cosβ)y(b,λ)− (sinβ)z(b,λ) = 0 (4.4)
where 0 α < π and 0 < β  π .
L. Battle / J. Math. Anal. Appl. 338 (2008) 23–38 29Finally, we assume that if
[ y(t,λ)
z(t,λ)
]
is a nontrivial solution of (4.1) and [c, d] is contained in (a0, b0), then
d∫
c
∣∣y(s, λ)∣∣2 dW(s) > 0. (4.5)
In the previous section, we proved continuous dependence of each eigenvalue on the coefficients, boundary terms,
and endpoints, under certain assumptions. For (4.1)–(4.4), we will determine conditions under which each eigenvalue
is differentiable as a function of the problem data. First we will show that under the mild additional assumption (4.5),
all the eigenvalues of are real and the problem is self-adjoint.
Theorem 4.1. Under assumption (4.5), all eigenvalues of (4.1)–(4.4) are real and simple.
Proof. Let λ be an eigenvalue of (4.1)–(4.4) with eigenfunctions y and z. Using integration by parts and a Leibnitz
rule for Stieltjes integrals, we have
z(t, λ)y¯(t, λ)|ba =
b∫
a
d(zy¯) (s, λ) =
b∫
a
y¯(s, λ) dz(s, λ) + z(s, λ) dy¯(s, λ)
=
b∫
a
y¯(s, λ)
[
dQ(s)− λdW(s)]y(s, λ)+ z(s, λ) dP (s) z¯(s, λ)
=
b∫
a
∣∣y(s, λ)∣∣2[dQ(s)− λdW(s)]+ ∣∣z(s, λ)∣∣2 dP (s).
Then solving for λ yields
λ = −z(t, λ)y¯(t, λ)|
b
a +
∫ b
a
|y(s, λ)|2 dQ(s)+ ∫ b
a
|z(s, λ)|2 dP (s)∫ b
a
|y(s, λ)|2 dW(s)
. (4.6)
The denominator and the last two terms in the numerator in (4.6) are clearly real-valued. We can show that
z(s, λ)y¯(s, λ)|ba is also real-valued by examining the boundary conditions (4.3) and (4.4):
(zy¯)(b,λ) =
{
0, if β = π,
cotβ|y(b,λ)|2, if 0 < β < π,
(zy¯)(a,λ) =
{
0, if α = π,
cotα|y(a,λ)|2, if 0 < α < π.
Since every term on the right-hand side of (4.6) is real, λ is also real.
Now we show that all of the eigenvalues are simple by considering two cases.
First, if α = π2 , then the initial conditions (4.3) can be written
[ y(a,λ)
z(a,λ)
]= [ c0] for any nonzero real number c. Let[ φ(t,λ)
ψ(t,λ)
]
be the eigenfunction corresponding to the eigenvalue λ in the case where c = 1. Then the eigenfunction
corresponding to λ in any other case is c
[ φ(t,λ)
ψ(t,λ)
]
, due to the uniqueness of the solution to the initial value problem.
Hence, in the case where α = π2 , the eigenvalue λ has a one-dimensional family of eigenfunctions.
Second, if α = π2 , then the initial conditions (4.3) can be written
[ y(a,λ)
z(a,λ)
]= [ cc cotα ] for any nonzero real number c.
A similar argument to the first case shows that the eigenvalue λ has a one-dimensional family of eigenfunctions. Thus,
in both cases, the eigenvalue λ is simple. 
Using the notation from the more general problem in the previous section, the boundary conditions (4.3)–(4.4)
have the matrix form[
cosα − sinα
0 0
][
y(a,λ)
z(a,λ)
]
+
[
0 0
cosβ − sinβ
][
y(b,λ)
z(b,λ)
]
=
[
0
0
]
.
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Γ =
[
cosα − sinα
0 0
]
, Ω =
[
0 0
cosβ − sinβ
]
. (4.7)
Therefore, (4.3)–(4.4) is a self-adjoint problem.
Consider the eigenvalues of (4.1)–(4.4) as functions of the endpoint b and assume that all the eigenvalues have a
uniform lower bound. Then Corollary 3.7 applies since the eigenvalues are known to be real by Theorem 4.1. This
corollary indicates that the eigenvalues depend continuously on the right endpoint if Q and W are continuous. We now
show that for Dirichlet boundary conditions at the right endpoint, the continuity of Q and W is not needed. Writing
the fundamental matrix as
Φ(t, λ) =
[
y1(t, λ) y2(t, λ)
z1(t, λ) z2(t, λ)
]
,
a calculation using (4.7) shows that
d(b,λ) = det[Γ +ΩΦ(b,λ)]= cosα[cosβy2(b,λ)− sinβz2(b,λ)]− sinα[cosβy1(b,λ)− sinβz1(b,λ)].
Then for Dirichlet boundary conditions at the right endpoint (β = π ), d(b,λ) = − cosαy2(b,λ) + sinαy1(b,λ),
which is continuous in b since y(t, λ) is continuous in the first parameter. Then λ(b) is continuous by Theorem 3.6.
The following example illustrates these continuity properties as well as some differentiability properties.
Example 4.2. Let z = y′, a = 0, P(t) = t , W(t) = t , and
Q(t) =
{
0, 0 t  1,
1, t > 1.
Then problem (4.1) becomes
−y′′ + δ(t − 1)y = λy (4.8)
on [0, b], where δ is the delta function.
Letting λ0 denote the smallest eigenvalue, we examine the continuity and differentiability of λ0 as a function of
the right endpoint b for two different boundary conditions.
(1) First consider Dirichlet boundary conditions y(0, λ) = y(b,λ) = 0. We first show that λ0 > 0. Multiplying both
sides of Eq. (4.8) by y and integrating from 0 to b yields
b∫
0
−y′′(s)y(s, λ0) ds +
b∫
0
δ(s − 1)y2(s, λ0) ds = λ0
b∫
0
y2(s, λ0) ds.
Using integration by parts and taking into account the Dirichlet boundary conditions,
λ0 =
∫ b
0 (y
′(s, λ0))2 ds +
∫ b
0 δ(s − 1)y2(s, λ0) ds∫ b
0 y
2(s, λ0) ds
 0.
Now assuming that λ0 = 0, the above equation indicates if y is a nontrivial solution that y′(t, λ0) ≡ 0 on [0, b].
This implies that y(t) ≡ 0 on [0, b] since y(0, λ0) = 0, which is a contradiction since y is nontrivial. Therefore
λ0 > 0.
We compute the formula for λ0(b) separately for b < 1 and b > 1. For b < 1, δ(t − 1) = 0, and the smallest
eigenvalue is calculated to be λ0 = (πb )2.
For b > 1, the formula for the solution is
y(t, λ) =
{
sin(θt), 0 t < 1,
c sin(θ(t − b)), 1 < t  b, (4.9)
where c is a constant and θ = √λ0. Using the continuity of y, we obtain parametric equations for b > 1:{
b = 1 − 1
θ
[arccot(cot θ + 1
θ
)− π],
2λ0 = θ .
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It follows that limb→1+ λ0(b) = limb→1− λ0(b) = π2. Therefore, λ0(b) is continuous at b = 1. It also follows
that limb→1+ θ ′(b) = limb→1− θ ′(b) = −π . Therefore, θ(b) is differentiable at b = 1, and hence λ0(b) is also.
Figure 1 contains the graph of λ0(b) for the cases b < 1 and b > 1, illustrating the continuity and differentiability
at b = 1.
(2) Now consider mixed Dirichlet and Neumann boundary conditions y(0, λ) = y′(b,λ) = 0. We can show that
λ0 > 0 by a similar argument as before.
For b < 1, the argument used in the Dirichlet case shows the solution is y(t, λ0) = c sin(θt), for some constant c.
The boundary condition y′(b,λ) = 0 requires that cθ cos(θb) = 0, and hence θb = π2 + kπ , for k = 0,1,2, . . . .
Therefore, the smallest eigenvalue has the formula λ0(b) = ( π2b )2 for b < 1.
For b > 1, the solution is
y(t, λ) =
{
sin(θt), 0 t < 1,
c cos(θ(t − b)), 1 < t  b, (4.10)
where c is a constant and θ = √λ0. Using the continuity of y, we obtain parametric equations for b > 1:{
b = 1 − 1
θ
arctan(− cot θ − 1
θ
),
λ0 = θ2.
Then limb→1− λ0(b) = π24 ≈ 2.47, and we approximate limb→1+ λ0(b) ≈ 4.12. Therefore, λ0(b) is discontinuous
at b = 1. The graph of λ(b) is given in Fig. 2 for b < 1 and b > 1, illustrating the discontinuity at b = 1.
In this example, even though Q(t) has a point of discontinuity at t = 1, the coefficients still satisfy the hypothe-
ses (1.2). This discontinuity does not prevent λ(b) from being continuous in the case of Dirichlet boundary conditions,
as explained preceding this example. The second case illustrates that the discontinuity of Q can result in λ(b) being
discontinuous for other boundary conditions.
The identity in the following lemma will be used in this section.
Fig. 2. Mixed boundary conditions.
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dyi = dPi zi,
dzi = (dQi − λi dWi)yi, for i = 1 and i = 2,
then
−z1y2 + z2y1|ba =
b∫
a
(λ1 dW1 − λ2 dW2 − dQ1 + dQ2) y1y2 +
b∫
a
(dP1 − dP2) z1z2.
Proof. Using integration by parts followed by a Leibnitz rule for Stieltjes integrals, we have
−z1y2 + z2y1|ba =
b∫
a
d(−z1y2 + z2y1) =
b∫
a
−dz1 y2 − z1 dy2 + dz2 y1 + z2 dy1
=
b∫
a
−(dQ1 − λ1 dW1) y1y2 − z1 dP2z2 + (dQ2 − λ2 dW2) y2y1 + z2 dP1z1
=
b∫
a
(λ1 dW1 − λ2 dW2 − dQ1 + dQ2) y1y2 +
b∫
a
(dP1 − dP2) z1z2. 
Now we examine the eigenvalue dependence on the endpoints a and b, writing λ = λ(a) and λ = λ(b) to represent
this dependence. In Theorem 3.6 and Corollaries 3.7 and 3.8, we found conditions under which the eigenvalues
depend continuously on the right endpoint. Now we find conditions under which this dependence is differentiable.
Each of these results has a corresponding result for a in place of b. Let λ(b) be an eigenvalue of (4.1)–(4.5) with
eigenfunction
[ y(t,λ(b))
z(t,λ(b))
]
. From the identity in Lemma 4.3, with i = 1 corresponding to the right endpoint b + h and
i = 2 corresponding to the right endpoint b, we have
[
λ(b + h)− λ(b)]
b∫
a
dW(s) y
(
s, λ(b + h))y(s, λ(b))
= −z(t, λ(b + h))y(t, λ(b))+ z(t, λ(b))y(t, λ(b + h))∣∣b
a
. (4.11)
Note that the identity is simplified here because the coefficients P , Q, and W are the same between the two
problems. We can use the following lemma to simplify the right-hand side of this equation.
Lemma 4.4. For any f and h in the same class of functions,
(1) if α(f ) = α(f + h) and if y(t, λ) and z(t, λ) satisfy (4.3) for λ = λ(f ) and λ = λ(f + h), then z(a,λ(f +
h))y(a,λ(f ))− z(a,λ(f ))y(a,λ(f + h)) = 0;
(2) if β(f ) = β(f + h) and if y(t, λ) and z(t, λ) satisfy (4.4) for λ = λ(f ) and λ = λ(f + h), then z(b,λ(f +
h))y(b,λ(f ))− z(b,λ(f ))y(b,λ(f + h)) = 0.
Proof.
(1) Let α := α(f ) = α(f + h). We consider two cases. If α = π2 , then the boundary conditions (4.3) indicate that
z(a,λ(f )) = z(a,λ(f + h)) = 0, proving the lemma in this case. If α = π2 , then
z
(
a,λ(f + h))y(a,λ(f ))− z(a,λ(f ))y(a,λ(f + h))
= z(a,λ(f + h))(tanα)z(a,λ(f ))− z(a,λ(f ))(tanα)z(a,λ(f + h))= 0.
(2) The proof is similar. 
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cosα so that (4.3) holds.
Lemma 4.5. For any b ∈ (a, b0), let λ(b) be an eigenvalue of (4.1)–(4.5) with eigenfunction
[ y(t,λ(b))
z(t,λ(b))
]
. Assume that
for h such that b + h ∈ [a, b0],
∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b)) = 0. Then
λ(b + h)− λ(b) = y(b,λ(b))
∫ b+h
b
[dQ(s)− λ(b + h)dW(s)]y(s, λ(b + h))∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b))
− z(b,λ(b))
∫ b+h
b
dP (s) z(s, λ(b + h))∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b))
.
Proof. Lemma 4.4 allows us to simplify (4.11) to
λ(b + h)− λ(b) = −z(b,λ(b + h))y(b,λ(b)) + z(b,λ(b))y(b,λ(b + h))∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b))
. (4.12)
We can rewrite the terms
y
(
b,λ(b + h))= y(b + h,λ(b + h))−
b+h∫
b
dy
(
s, λ(b + h))= y(b + h,λ(b + h))−
b+h∫
b
dP (s) z
(
s, λ(b + h)),
z
(
b,λ(b + h))= z(b + h,λ(b + h))−
b+h∫
b
dz
(
s, λ(b + h))
= z(b + h,λ(b + h))−
b+h∫
b
[
dQ(s)− λ(b + h)dW(s)]y(s, λ(b + h)).
These substitutions into (4.12) yield
λ(b + h)− λ(b) = [−z(b + h,λ(b + h))+
∫ b+h
b
[dQ(s)− λ(b + h)dW(s)]y(s, λ(b + h))]y(b,λ(b))∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b))
+ z(b,λ(b))[y(b + h,λ(b + h))−
∫ b+h
b
dP (s) z(s, λ(b + h))]∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b))
. (4.13)
We consider two cases. First assume that β = π2 . In this case, z(b,λ(b)) = z(b + h,λ(b + h)) = 0, and this substi-
tution into (4.13) completes the proof for this case. For the case when β = π2 , we have
−z(b + h,λ(b + h))y(b,λ(b))+ z(b,λ(b))y(b + h,λ(b + h))
= −(tanβ)y(b + h,λ(b + h))y(b,λ(b))+ (tanβ)y(b,λ(b))y(b + h,λ(b + h))= 0.
This substitution into (4.13) completes the proof for the second case. 
We introduce the notation for a right-sided limit and left-sided limit:
f
(
c+
) := lim
t→c+
f (t), f (c−) := lim
t→c−
f (t).
Theorem 4.6. For fixed a ∈ (a0, b0), λ(b) is right (left) differentiable at a point b ∈ (a, b0) if P(t), Q(t), and W(t)
are right (left) differentiable at b. For fixed b ∈ (a0, b0), λ(a) is right (left) differentiable at a point a ∈ (a0, b) if P(t),
Q(t), and W(t) are right (left) differentiable at a. Moreover,
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(
b+
)= y(b,λ(b))2[Q′(b+)− λ(b)W ′(b+)] − z(b,λ(b))z(b+, λ(b))P ′(b+)∫ b
a
y(s, λ(b))2 dW(s)
,
λ′(b−) = y(b,λ(b))
2[Q′(b−)− λ(b)W ′(b−)] − z(b,λ(b))z(b−, λ(b))P ′(−b)∫ b
a
y(s, λ(b))2 dW(s)
.
Proof. We give the proof for λ(b+), noting that the proof for the other case is similar.
First observe that the hypotheses of Lemma 4.5 are satisfied due to the continuity of Q and W . Dividing both sides
of the equation in Lemma 4.5 by h, we have
λ(b + h)− λ(b)
h
= y(b,λ(b))
∫ b+h
b
[dQ(s)− λ(b + h)dW(s)]y(s, λ(b + h))
h
∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b))
− z(b,λ(b))
∫ b+h
b
dP (s) z(s, λ(b + h))
h
∫ b
a
dW(s) y(s, λ(b + h))y(s, λ(b))
. (4.14)
Now we calculate the limit of the right-hand side of this equation as h → 0+, which will prove the existence of the
derivative λ′(b+). Now λ(b) is right continuous by Corollary 3.8, and y(t, λ) satisfies a Lipschitz condition in λ by
Theorem 2.3. Therefore, as h → 0+,
b∫
a
dW(s) y
(
s, λ(b + h))y(s, λ(b))→
b∫
a
dW(s) y
(
s, λ(b)
)2
> 0. (4.15)
Next we consider
1
h
b+h∫
b
dP (s) z
(
s, λ(b + h))= 1
h
b+h∫
b
dP (s)
[
z
(
s, λ(b + h))− z(b+, λ(b + h))]
+ 1
h
b+h∫
b
dP (s) z
(
b+, λ(b + h)), (4.16)
and we now show that the first of the two terms on the right-hand side converges to zero. We find a bound on z(t, λ(b+
h))− z(b+, λ(b + h)) for b < t  b + h, recalling that
z(t, λ) = z(a,λ)+
t∫
a
[
dQ(s)− λdW(s)]y(s, λ).
For b t  b + h,
∣∣z(t, λ(b + h))− z(b+, λ(b + h))∣∣=
∣∣∣∣∣
t∫
b+
[
dQ(s)− λ(b + h)dW(s)]y(s, λ(b + h))
∣∣∣∣∣
 max
btb+h
∣∣y(t, λ(b + h))∣∣ b+h∨
b+
[
Q+ ∣∣λ(b + h)∣∣W ].
Then ∣∣∣∣∣ 1h
b+h∫
b
dP (s)
[
z
(
s, λ(b + h))− z(b+, λ(b + h))]
∣∣∣∣∣
 max
btb+h
∣∣y(t, λ(b + h))∣∣ b+h∨
+
[
Q+ ∣∣λ(b + h)∣∣W ]1
h
b+h∨
Pb b
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btb+h
∣∣y(t, λ(b + h))∣∣ b+h∨
b+
[
Q+ ∣∣λ(b + h)∣∣W ]P(b + h)− P(b)
h
since P is continuous and nondecreasing, and we now show that this converges to zero. Since Q and W are of bounded
variation,
∨b+h
b+ [Q + |λ(b + h)|W ] → 0 as h → 0+. Since y is bounded and P(b+h)−P(b)h → P ′(b+) (P ′(b+) exists
by assumption), we conclude that
1
h
b+h∫
b
dP (s)
[
z
(
s, λ(b + h))− z(b+, λ(b + h))]→ 0
as h → 0+.
For the second term in (4.16),
1
h
b+h∫
b
dP (s) z
(
b+, λ(b + h))= z(b+, λ(b + h))1
h
b+h∨
b
P = z(b+, λ(b + h))P(b + h)− P(b)
h
.
Note that z(b+, λ(b + h)) → z(b+, λ(b)) since λ is continuous and z(t, λ) satisfies a Lipschitz condition in λ. There-
fore as h → 0+,
1
h
b+h∫
b
dP (s) z
(
b+, λ(b + h))→ P ′(b+)z(b+, λ(b)). (4.17)
A similar argument shows
1
h
b+h∫
b
[
dQ(s)− λ(b + h)dW(s)]y(s, λ(b + h))→ [Q′(b+)− λ(b)W ′(b+)]y(b,λ(b))
as h → 0+. 
Having found conditions guaranteeing λ(a) and λ(b) to be continuous and differentiable, we now turn to λ = λ(α)
and λ = λ(β). In Theorem 3.5, λ was shown to depend continuously on α and β under the stated hypotheses. Now we
prove differentiability under the same hypotheses, and again we derive differential expressions for the eigenvalues.
Theorem 4.7. Under the hypotheses of Theorem 3.5, λ(α) and λ(β) are differentiable. Moreover,
λ′(α) = −y(a,λ(α))
2 + z(a,λ(α))2∫ b
a
y(s, λ(α))2 dW(s)
,
and
λ′(β) = y(b,λ(β))
2 + z(b,λ(β))2∫ b
a
y(s, λ(β))2 dW(s)
.
Proof. We give the proof for λ(β) and note that the proof is similar for λ(α).
Assume β = π2 (the proof for β = π2 is similar). The boundary conditions (4.3)–(4.4) can now be written as
y
(
b,λ(β)
)= (tanβ)z(b,λ(β)),
y
(
b,λ(β + h))= (tan(β + h))z(b,λ(β + h)). (4.18)
By Lemma 4.3 together with Lemma 4.4(1),
−z(b,λ(β + h))y(b,λ(β))+ z(b,λ(β))y(b,λ(β + h))
= [λ(β + h)− λ(β)]
b∫
y
(
s, λ(β + h))y(s, λ(β))dW(s).a
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−z(b,λ(β + h))(tanβ)z(b,λ(β))+ z(b,λ(β))(tan(β + h))z(b,λ(β + h))
= [λ(β + h)− λ(β)]
b∫
a
y
(
s, λ(β + h))y(s, λ(β))dW(s).
It can be shown that the integral in this equation is nonzero since λ(β) is continuous. Therefore,
λ(β + h)− λ(β)
h
= tan(β + h)− tanβ
h
z(b,λ(β + h))z(b,λ(β))∫ b
a
y(s, λ(β + h))y(s, λ(β)) dW(s)
. (4.19)
We now prove that the limit of the right-hand side exists as h approaches zero, which will imply that λ′(β) exists.
The denominator
b∫
a
y
(
s, λ(β + h))y(s, λ(β))dW(s) →
b∫
a
y2
(
s, λ(β)
)
dW(s) > 0
since λ(β) is continuous and y(t, λ) satisfies a Lipschitz condition in λ. Similarly, the numerator
z
(
b,λ(β + h))z(b,λ(β))→ z2(b,λ(β)).
Also, we know tan(β+h)−tanβ
h
→ sec2 β . Then by (4.19), λ′(β) exists, and
λ′(β) = (sec
2 β)z(b,λ(β))2∫ b
a
y(s, λ(β))2 dW(s)
= (1 + tan
2 β)z(b,λ(β))2∫ b
a
y(s, λ(β))2 dW(s)
= y(b,λ(β))
2 + z(b,λ(β))2∫ b
a
y(s, λ(β))2 dW(s)
,
where the final equality follows from the boundary conditions (4.18). 
Finally, we examine the dependence of eigenvalues on the coefficients P , Q, and W . In Theorem 3.5, the continu-
ous dependence was proven for each eigenvalue under the stated assumptions. Now we will prove that each eigenvalue
is differentiable with respect to the coefficients under the same hypotheses. Since the coefficients are functions, we
use the Gateaux derivative, defined by
dλf (h) := lim
→0
λ(f + h)− λ(f )

for any f and h that are in the same class of functions.
Theorem 4.8. Under the hypotheses of Theorem 3.5, the Gateaux derivatives for P , Q, and W exist, and
(1) dλP (h) = −
∫ b
a
z(s, λ(P ))2 dh(s)∫ b
a
y(s, λ(P ))2 dW(s)
;
(2) dλQ(h) =
∫ b
a
y(s, λ(Q))2 dh(s)∫ b
a
y(s, λ(Q))2 dW(s)
;
(3) dλW(h) = −λ(W)
∫ b
a
y(s, λ(W))2 dh(s)∫ b
a
y(s, λ(W))2 dW(s)
.
Proof. (1) By the identity in Lemma 4.3,
−z(t, λ(P + h))y(t, λ(P ))+ z(t, λ(P ))y(t, λ(P + h))∣∣b
a
= [(λ(P + h))− λ(P )]
b∫
dW(s) y
(
s, λ(P + h))y(s, λ(P ))a
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b∫
a
[
d
(
P(s)+ h(s))− dP (s)] z(s, λ(P + h))z(s, λ(P )).
Because α and β are constant, the left-hand side of this equation is zero by Lemma 4.4. So
[(
λ(P + h))− λ(P )]
b∫
a
dW(s) y
(
s, λ(P + h))y(s, λ(P ))+ 
b∫
a
dh(s) z
(
s, λ(P + h))z(s, λ(P ))= 0.
The term
∫ b
a
dW(s) y(s, λ(P + h))y(s, λ(P )) is nonzero for sufficiently small  since λ(P ) is continuous (by Theo-
rem 3.5) and y(b,λ) satisfies a Lipschitz condition in λ. It follows that
λ(P + h)− λ(P )

= −
∫ b
a
dh(s) z(s, λ(P + h))z(s, λ(P ))∫ b
a
dW(s) y(s, λ(P + h))y(s, λ(P ))
.
Letting  → 0,
dλP (h) = −
∫ b
a
z(s, λ(P ))2 dh(s)∫ b
a
y(s, λ(P ))2 dW(s)
,
since λ(P ) is continuous and z(t, λ) satisfies a Lipschitz condition in λ.
(2) The proof is similar to the proof in part 3 below.
(3) By the identity in Lemma 4.3,
−z(t, λ(W + h))y(t, λ(W))+ z(t, λ(W))y(t, λ(W + h))∣∣b
a
=
b∫
a
[
λ(W + h)d(W(s)+ h(s))− λ(W)dW(s)]y(s, λ(W + h))y(s, λ(W)).
Again, the left-hand side of this equation is zero. So
[
λ(W + h)− λ(W)]
b∫
a
dW(s) y
(
s, λ(W + h))y(s, λ(W))
= −λ(W + h)
b∫
a
dh(s) y
(
s, λ(W + h))y(s, λ(W)),
which implies that
λ(W + h)− λ(W)

= −λ(W + h)
∫ b
a
dh(s) y(s, λ(W + h))y(s, λ(W))∫ b
a
dW(s) y(s, λ(W + h))y(s, λ(W))
.
Reasoning as in case 1, we have
dλW(h) = −λ(W)
∫ b
a
y(s, λ(W))2 dh(s)∫ b
a
y(s, λ(W))2 dW(s)
. 
These results on the continuity and differentiability of eigenvalues may be applied in cases where problem data are
being approximated. If the hypotheses are satisfied, small perturbations to the data will result in reliable approxima-
tions of eigenvalues. Additional applications can be made in extremal eigenvalue problems, including maximizing the
lowest frequency of a vibrating elastic system and constructing the tallest column that will not buckle.
38 L. Battle / J. Math. Anal. Appl. 338 (2008) 23–38References
[1] L.E. Battle, Solution dependence on problem parameters for initial value problems associated with the Stieltjes Sturm–Liouville equations,
Electron. J. Differential Equations 2005 (2) (2005) 1–18.
[2] J.B. Conway, Functions of One Complex Variable, second ed., Springer-Verlag, New York, 1973.
[3] C. Knotts-Zides, Eigenvalue extremal properties, PhD thesis, University of Tennessee, 1999.
[4] Q. Kong, A. Zettl, Dependence of eigenvalues of Sturm–Liouville problems on the boundary, J. Differential Equations 126 (1996) 389–407.
[5] Q. Kong, H. Wu, A. Zettl, Dependence of the nth Sturm–Liouville eigenvalue on the problem, J. Differential Equations 156 (1999) 328–354.
[6] Q. Kong, H. Wu, A. Zettl, Dependence of eigenvalues on the problem, Math. Nachr. 188 (1997) 173–201.
[7] Q. Kong, A. Zettl, Eigenvalues of regular Sturm–Liouville problems, J. Differential Equations 131 (1996) 1–19.
[8] W.T. Reid, Some limit theorems for ordinary differential systems, J. Differential Equations 3 (1967) 423–439.
