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Re´sume´
Traitant la se´rie de Poincare´ d’un groupe discret d’isome´tries en cour-
bure ne´gative comme un noyau de Green, on e´tablit une the´orie du po-
tentiel assez comparable a` la the´orie classique pour affirmer un paralle`le
entre densite´s conformes a` la Patterson-Sullivan et densite´s harmoniques,
et notamment de´finir une frontie`re de Martin ou` les densite´s ergodiques
forment la partie minimale, et enfin l’identifier ge´ome´triquement sous hy-
pothe`se d’hyperbolicite´.
1 Introduction.
Le pre´sent article prolonge l’ide´e de de´part de [20], en de´veloppant dans une
autre voie les conse´quences de ce qu’on y avait appele´ le principe des ombres. La`
il s’agissait d’appliquer ce principe a` la the´orie ergodique des reveˆtements galoi-
siens nilpotents des varie´te´s convexe-cocompactes ; ici, l’on poursuit davantage
le paralle`le amorce´ entre densite´s conformes a` la Patterson-Sullivan et densite´s
harmoniques.
Les densite´s conformes ou de Patterson-Sullivan, qui prennent leur origine
dans [17] et [21], ont permis d’e´tendre largement la the´orie ergodique des groupes
d’isome´tries discrets sur les espaces a` courbure strictement ne´gative, en se sub-
stituant a` la densite´ de Lebesgue utilise´e dans le cadre classique des groupes
de reveˆtements des surfaces compactes a` courbure constante. Cette dernie`re
co¨ıncide par ailleurs avec la densite´ harmonique lie´e au laplacien (hyperbolique),
et de ce fait appelle aux concepts et aux techniques de la the´orie du potentiel,
qui sont au cœur de [22], [14], [1] entre autres. Mais si dans un cadre un peu
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plus large, les densite´s harmoniques attache´es au laplacien restent pre´sentes,
elles s’ave`rent ne´anmoins ge´ne´ralement distinctes des densite´s conformes (voir
[13]). Aussi la question se pose-t-elle de savoir si les densite´s conformes peuvent
apparaˆıtre comme harmoniques pour un autre ope´rateur (loin d’eˆtre re´gulier en
ge´ne´ral), disons plutoˆt pour une autre the´orie du potentiel. Par exemple, dans
[9], pour certains groupes (groupes de type divergent), et pour la densite´ (alors
unique) de dimension e´gale a` l’exposant critique, ce programme a e´te´ re´alise´
dans une version discre`te en produisant une marche ale´atoire sur le groupe pour
laquelle la mesure de Patterson-Sullivan est harmonique ; cette construction per-
met l’identification du bord de Poisson, mais reste de´cevante a` d’autres e´gards :
perte de syme´trie, absence de moment exponentiel comme on en trouve dans la
discre´tisation du laplacien classique (cf [4]).
Dans cet article, nous apportons une re´ponse diffe´rente : nous sommes ca-
pables de rebaˆtir une bonne part de l’ossature de la the´orie du potentiel pour les
densite´s conformes, et ce dans une grande ge´ne´ralite´, sans pour autant parve-
nir a` lui donner pour fondement un ope´rateur ou noyau re´solvant pre´cis. Aussi
nous tiendrons-nous plutoˆt dans une analogie entre densite´s conformes et har-
moniques, qui fera notamment apparaˆıtre la se´rie de Poincare´ du groupe comme
fonction de Green. Des proprie´te´s essentielles seront mises en lumie`re : the´ore`me
de Fatou, re´duite (balayage), principe du maximum, e´quation re´solvante, me-
sure harmonique des boules, mais le tout dilate´ par des constantes comme si
l’on avait effectue´ une discre´tisation grossie`re. En particulier, nous introdui-
rons une frontie`re de Martin pour les densite´s conformes, inte´ressante d’ailleurs
en regard de la construction initiale de Patterson dans [17], et qui sera iden-
tifie´e ge´ome´triquement dans certains cas. Quant aux groupes compris dans cette
e´tude, nous n’exigeons d’eux qu’une certaine uniformite´ que traduit le principe
des ombres ci-dessous ; sont par exemple concerne´s tous les sous-groupes dis-
tingue´s des groupes convexe-cocompacts.
Au terme de ce travail, nous reviendrons sur le proble`me laisse´ ouvert, mais
conside´rablement pre´cise´, de trouver une the´orie du potentiel vraiment exacte
pour les densite´s conformes.
Signalons enfin, avant de commencer l’exposition, que nous nous sommes ici
tenus aux densite´s conformes sur des espaces CAT(-1) par souci de simplicite´,
mais que ce cadre axiomatique aurait encore pu eˆtre e´tendu (mesures de Gibbs,
mesures quasi-conformes).
2 Pre´liminaires.
2.1 Ge´ome´trie.
Nous conside´rerons un espace me´trique CAT(-1) propre X. Nous renvoyons
par exemple a` [6], [11], [3] et a` [19] pour les de´finitions et les premie`res pro-
prie´te´s de cette cate´gorie d’espaces ge´ne´raux, dont il suffira au lecteur de savoir
qu’elle comprend les varie´te´s riemanniennes comple`tes simplement connexes a`
courbures sectionnelles ≤ −1, et e´galement les arbres et les immeubles hyperbo-
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liques. Nous noterons ∂X le bord visuel de X, et X = X ∪ ∂X. Pour x, y ∈ X,
nous de´signerons par d(x, y) la distance de x a` y.
Nous examinerons un groupe discret Γ d’isome´tries de X fixe´, dont l’en-
semble limite sera note´ Λ(Γ). Nous supposerons que Γ n’est pas e´le´mentaire,
c’est-a`-dire qu’il ne laisse invariant aucun sous-ensemble fini deX (Λ(Γ) est alors
le plus petit ferme´ invariant par Γ, et est infini). Nous noterons XΓ l’enveloppe
ge´ode´sique de l’ensemble limite, c’est-a`-dire la re´union dans X des ge´ode´siques
dont les extre´mite´s sont dans Λ(Γ). Alors XΓ est un ferme´ de X invariant par
Γ, qui repre´sentera ici une approximation convenable de l’enveloppe convexe de
Λ(Γ) (graˆce a` des arguments de ge´ome´trie hyperbolique). C’est en fait le the´aˆtre
de l’essentiel de l’action de Γ, et l’on s’y restreindra syste´matiquement. Si Γ agit
de fac¸on cocompacte sur XΓ, on dit que Γ est convexe-cocompact.
Pour (ξ, x, y) ∈ X3, nous noterons βξ(x, y) = d(x, ξ) − d(y, ξ). Il est bien
connu que cette fonction de trois variables s’e´tend par continuite´ sur X ×X2.
Restreinte a` ∂X×X2, elle est connue sous le nom de fonction de Busemann. Mais
nous aurons profit a` conside´rer le cocycle de Busemann βξ(x, y) de´fini pour ξ
dans X tout entier comme ci-dessus. Notons l’ine´galite´ (d’origine triangulaire)
|βξ(x, y)| ≤ d(x, y). Une horosphe`re dans X est une “ligne de niveau” d’une
fonction de Busemann βξ(x, .). Plus pre´cise´ment, l’horosphe`re base´e en ξ ∈ ∂X
et passant par x ∈ X est l’ensemble des y ∈ X tels que βξ(x, y) = 0.
2.2 Densite´s conformes invariantes.
On appellera densite´ une application µ qui a` chaque x ∈ X associe une me-
sure µx positive finie sur X (ordinairement sur ∂X, mais nous aurons avantage
a` conside´rer ici X tout entier). Une densite´ µ sera dite conforme de dimension
δ ≥ 0 si pour tous x et x′ dans X, la mesure µx′ est absolument continue par
rapport a` µx, avec une de´rive´e de Radon-Nikodym donne´e par la formule :
dµx′
dµx
(ξ) = e−δβξ(x
′,x). (1)
Une densite´ µ sera dite invariante par Γ si pour tout γ ∈ Γ et pour tout x ∈ X,
on a 1 :
γ∗µx = µγx. (2)
Remarquons que le support ferme´ d’une densite´ µ conforme et invariante par
Γ (c’est-a`-dire le support commun aux µx) contient ne´cessairement Λ(Γ). Nous
de´signerons de´sormais par C(Γ, δ) (resp. C∞(Γ, δ)) l’ensemble des densite´s conformes
de dimension δ, invariantes par Γ, normalise´es par ‖µo‖ = 1 ou` o est un point
dore´navant fixe´ dans XΓ, et enfin porte´es par XΓ (resp. Λ(Γ)).
L’exposant critique δ(Γ) de Γ est par de´finition l’exposant critique de la se´rie
de type Dirichlet-Poincare´ Gδ(x, y) =
∑
γ∈Γ e
−δd(x,γy) (δ ∈ R, le pourquoi de
la notation G apparaˆıtra plus loin), ou encore δ(Γ) = lim supt→+∞
1
t log ♯{ γ ∈
Γ | d(x, γy) ≤ t } (l’exposant ne de´pend point du choix de x et y dans X). En
1la mesure γ∗µx est de´finie par γ∗µx(B) = µx(γ−1B) pour tout bore´lien B
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re´alite´, la limite supe´rieure pre´ce´dente est une ve´ritable limite (cf [18]). Nous
ferons de´sormais l’hypothe`se que δ(Γ) est fini, hypothe`se que l’e´tendue de notre
cadre ge´ome´trique nous contraint de stipuler, mais qui est d’emble´e acquise
notamment lorsque X est une varie´te´ a` courbure pince´e, ou encore lorsque X
admet un groupe d’isome´tries discret cocompact.
Patterson a montre´ que C∞(Γ, δ(Γ)) n’est pas vide, graˆce a` une ce´le`bre
construction (cf [17]). Notons au passage que cela fait voir que δ(Γ) > 0 (puis-
qu’il n’existe pas de mesure finie invariante par Γ). Sullivan a ensuite e´tabli que
C∞(Γ, δ) est vide lorsque δ < δ(Γ) (cf [21], [19]).
Quant aux densite´s dans C(Γ, δ) \ C∞(Γ, δ), il est clair qu’il en existe si et
seulement si Gδ(x, y) < ∞ (ce qui ne de´pend pas du choix de x et y que nous
omettrons dore´navant dans cette condition), auquel cas ce sont les densite´s
Gδ,y = G(o, y)−1G˜δ,y (y ∈ XΓ) et toutes leurs combinaisons selon des mesures
positives finies porte´es par un domaine fondamental pour Γ dans XΓ, ou` G˜δ,y
de´signe la densite´ (non normalise´e) donne´e par
G˜δ,yx =
∑
γ∈Γ
e−δd(x,γy)Dγy (x ∈ X).2 (3)
2.3 Analogie avec les fonctions harmoniques et les poten-
tiels.
Le fil conducteur de tout cet article est de conside´rer les densite´s de C∞(Γ, δ)
comme les fonctions harmoniques positives de la the´orie ge´ne´rale du potentiel ;
a` proprement parler, les fonctions correspondantes sont donne´es par les masses
des densite´s : x 7→ ‖µx‖ (µ ∈ C∞(Γ, δ)), mais nous ne saurons qu’apre`s le
the´ore`me 2 plus loin comment la correspondance entre densite´s et fonctions des
masses peut eˆtre biunivoque. De meˆme, toutes les densite´s de C(Γ, δ) formeront
pour nous la base (elles sont normalise´es) du coˆne des fonctions surharmoniques
positives, et les e´le´ments de C(Γ, δ) \ C∞(Γ, δ) seront les potentiels. Pour tout ce
qui a trait a` la the´orie du potentiel, nous renvoyons a` [1].
Une fonction harmonique positive est dite minimale si toute autre fonction
harmonique positive majore´e par celle-la` lui est proportionnelle ; normalise´es en
un point o, elles forment l’ensemble des points extre´maux de la base du coˆne
des harmoniques positives, et c’est ce qu’on appelle la frontie`re de Martin mini-
male. Ici, dans notre analogie, la frontie`re (de Martin) minimale sera l’ensemble
E(Γ, δ) des densite´s de C(Γ, δ) ergodiques pour l’action de Γ ; ce sont encore les
points extre´maux de C∞(Γ, δ). L’e´quivalence avec la de´finition en termes de
fonctions sera discute´e apre`s le the´ore`me 2 plus bas.
Lorsque X est un espace hyperbolique de dimension finie n (c’est-a`-dire
en courbure constante), eδβξ(o,x) est pre´cise´ment le noyau de Poisson pour
l’ope´rateur ∆ + δ(n − δ) (ou` ∆ de´signe le laplacien), et les deux familles de
densite´s co¨ıncident. Mais de`s que la courbure est variable, ces deux familles
deviennent distinctes (voir a` ce sujet [13]). Pourtant nous allons montrer que
2Tout au long, Dz de´signera la masse de Dirac au point z.
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les densite´s conformes gardent bien des proprie´te´s des harmoniques, meˆme dans
cette ge´ne´ralite´, pourvu que l’espace XΓ jouisse d’une certaine uniformite´ que
traduira le principe des ombres ci-dessous.
Le seul point trivial concerne les ine´galite´s de Harnack ; elles s’e´crivent ici
tout simplement :
∀ µ ∈ C(Γ, δ), x, y ∈ X, e−δd(x,y)‖µy‖ ≤ ‖µx‖ ≤ eδd(x,y)‖µy‖. (4)
2.4 Frontie`re de Martin.
Fixons δ tel que Gδ < ∞. L’espace XΓ/Γ s’identifie a` une partie de C(Γ, δ)
par l’injection Γy 7→ Gδ,y ; cela ame`ne une compactification me´trisable XΓ/Γ(δ)
de XΓ/Γ dans C(Γ, δ) (vu comme sous-espace de l’espace des probabilite´s sur
Λ(Γ) muni de la topologie faible-∗), dont le bord (XΓ/Γ(δ)) \ (XΓ/Γ) sera note´
F(Γ, δ) et appele´ frontie`re de Martin (pour la dimension δ). Nous renvoyons
toujours a` [1] pour l’analogie avec la frontie`re de Martin classique (dont l’ori-
gine se trouve dans [15]). Nous dirons d’une densite´ ζ ∈ F(Γ, δ) qu’elle est un
point de Martin ; c’est une limite ζ = limn→∞ Gδ,yn pour une suite Γyn tendant
vers l’infini (c’est-a`-dire d(o,Γyn) → ∞). Le noyau (x, y) 7→ Gδ,yx est le noyau
de Martin ; par de´finition, il s’e´tend continuˆment sur le produit X ×XΓ/Γ(δ).
Nous verrons comment il est possible de retrouver le re´sultat fondamental qui
affirme que la frontie`re de Martin contient la frontie`re minimale (the´ore`me 4
plus bas), et par suite que le noyau de Martin permet de repre´senter toutes les
(sur)harmoniques positives.
La proposition suivante re´sume la situation a` ce stade ; elle ge´ne´ralise un
the´ore`me de [22] obtenu en courbure constante par la the´orie du potentiel lie´e
au laplacien.
Proposition 1. Si Γ est convexe-cocompact, alors C∞(Γ, δ) est un singleton si
δ = δ(Γ), et est vide si δ > δ(Γ).
Si Γ n’est pas convexe-cocompact, alors C∞(Γ, δ) n’est pas vide si et seulement
δ ≥ δ(Γ) ; si Gδ <∞, on a ∅  F(Γ, δ) ⊂ C∞(Γ, δ).
De´monstration. Le cas convexe-cocompact re´sulte de la construction de Patter-
son et du lemme de l’ombre de Sullivan, de´veloppe´ par un raisonnement de [21]
(cf [19]).
Dans le cas ou` XΓ/Γ n’est pas compact, on voit par la discussion pre´ce´dente
que F(Γ, δ) 6= ∅ de`s que Gδ <∞, notamment pour δ > δ(Γ), d’ou` C∞(Γ, δ) 6= ∅
pour δ > δ(Γ), ce qui est encore vrai pour δ = δ(Γ) par passage a` la limite.
3 Principe des ombres et the´ore`me de Fatou.
La pierre angulaire de tout ce travail sera le principe e´nonce´ ici, concernant
les densite´s conformes d’une dimension donne´e et les masses qu’elles donnent a`
certains sous-ensembles de X, que nous allons a` pre´sent de´finir. Cette discussion
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reprend le point de de´part de [20]. Pour x, y ∈ X et r > 0, nous appellerons
ombre de la boule B(y, r) dans X vue de x l’ensemble (ouvert) Or(x, y) des
points ξ ∈ X tels que le segment (ou rayon) ge´ode´sique partant de x et finissant
en ξ rencontre B(y, r).
3.1 Principe des ombres.
Observons d’abord que pour tout ξ ∈ Or(x, y), on a d(x, y)−2r < βξ(x, y) ≤
d(x, y) (la seconde ine´galite´ e´tant universelle). Aussi voit-on, en utilisant (1),
que pour toute densite´ µ ∈ C(Γ, δ),
e−δd(x,y)µy
(Or(x, y)) ≤ µx(Or(x, y)) ≤ e2δre−δd(x,y)µy(Or(x, y)). (5)
En particulier, µx
(Or(x, y)) ≤ e2δre−δd(x,y)‖µy‖ ; nous sommes a` pre´sent en
mesure d’e´noncer le principe suivant, qui pose l’ine´galite´ inverse.
Nous dirons d’un sous-ensemble Y ⊂ XΓ invariant par Γ qu’il ve´rifie le
principe des ombres en δ ≥ δ(Γ) si pour toute densite´ µ ∈ C(Γ, δ), pour tous
x, y ∈ Y , on a
1
C
‖µy‖e−δd(x,y) ≤ µx
(Or(x, y)) ≤ C‖µy‖e−δd(x,y), (6)
pour un rayon r = r(Y, δ) et une constante C = C(Y, δ) inde´pendants de x, y, µ.
Nous dirons e´galement que Y ve´rifie le principe des ombres sur un intervalle I
s’il le ve´rifie en tout δ ∈ I avec r(Y, I) = supδ∈I r(Y, δ) < ∞ et C(Y, I) =
supδ∈I C(Y, δ) <∞.
Rappelons encore (voyez (5)) que l’ine´galite´ de droite est universellement ac-
quise avec pour constante e2δr, et que celle de gauche e´quivaut a` µy
(Or(x, y)) ≥
1
C′ ‖µy‖ avec une autre constante C ′.
Il est bien connu que l’orbite Γo ve´rifie le principe des ombres : c’est le lemme
de l’ombre de Sullivan (voir [21], [19]). Mais le the´ore`me suivant exhibe un
ensemble ge´ne´ralement plus vaste satisfaisant aux axiomes requis. La possibilite´
de trouver, au moins dans des cas particuliers, d’autres tels ensembles, justifie
qu’on ne se restreigne pas a` la seule construction indique´e ici, mais que l’on
de´veloppe la the´orie avec un ensemble Y ge´ne´ral.
The´ore`me 1. Etant donne´ un sous-groupe non-e´le´mentaire Γ′ de Γ, soit N
l’ensemble des isome´tries φ de X telles que φΓ′φ−1 ⊂ Γ. Alors Y = N o ve´rifie
le principe des ombres sur tout intervalle borne´ [δ(Γ), δ0]. C’est encore vrai pour
une re´union finie de tels ensembles.
Notons que l’ensemble Y = N o contient l’orbite de o sous le normalisateur
de Γ dans le groupe des isome´tries de X.
Une situation inte´ressante s’offre a` nous quand le groupe Γ est distingue´
dans un autre groupe Γ0 : alors Y = Γ0o ve´rifie le principe des ombres ; si Γ0
est convexe-cocompact, alors XΓ lui-meˆme convient.
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De´monstration. On notera ici C˜(Γ′, δ) l’ensemble des densite´s conformes de di-
mension δ, invariantes par Γ′, normalise´es en o, mais dont le support ferme´ n’est
pas ne´cessairement re´duit a` X ′Γ (il ne laisse cependant pas de contenir Λ(Γ
′)).
On choisira r > 0 assez grand pour que le comple´mentaire dans ∂X de toute
ombre de la boule B(o, r) soit de diame`tre plus petit que celui de Λ(Γ′) (pour
une quelconque distance sur ∂X, par exemple la distance visuelle), lequel n’est
pas nul du fait que Γ′ n’est pas e´le´mentaire ; de sorte que toute ombre Or(x, o)
(x ∈ X) rencontre Λ(Γ′).
Or on voit aise´ment que l’ensemble K = X ×⋃δ∈[δ(Γ),δ0] C˜(Γ′, δ) muni de la
topologie usuelle est compact, et que l’application de K dans R qui a` (x, µ) asso-
cie µo (Or(x, o)) est semi-continue infe´rieurement ; elle admet donc un minimum,
qui est ne´cessairement strictement positif, disons 1C , puisque le support ferme´
de µo contient Λ(Γ
′) tout entier (Γ′ n’e´tant pas e´le´mentaire), lequel rencontre
chaque ouvert Or(x, o) de X.
Conside´rons maintenant µ ∈ C(Γ, δ) avec δ ∈ [δ(Γ), δ0], et y = φo ∈ N o = Y .
Soit νx = ‖µφo‖−1φ−1∗ µφx (x ∈ X) ; il est facile de voir que ν est encore une
densite´ conforme de dimension δ ; de plus, ν est invariante par Γ′, puisque pour
tout γ ∈ Γ′, on a γ∗φ−1∗ µφx = φ−1∗ (φγφ−1)∗µφx = φ−1∗ µφγx, car φγφ−1 ∈ Γ ;
enfin ν ∈ C˜(Γ′, δ). Donc νo
(Or(φ−1x, o)) ≥ 1C par ce qui pre´ce`de, ce qui donne
µy
(Or(x, y)) ≥ 1C ‖µy‖ comme voulu (voir la discussion plus haut).
3.2 Lemme a` la Vitali.
Le principe des ombres sera souvent applique´ par l’interme´diaire d’une pro-
prie´te´ combinatoire fondamentale des ombres autorisant des recouvrements de
type Vitali : c’est le lemme suivant.
Lemme 1. Soient x ∈ X, r > 0 et Z un sous-ensemble discret de X. Il existe
Z∗ ⊂ Z tel que les ombres Or(x, y), y ∈ Z∗ soient deux a` deux disjointes, et⋃
y∈Z Or(x, y) ⊂
⋃
y∈Z∗ O5r(x, y).
De´monstration. Ecrivons Z = {zi}i∈N avec d(x, zi) ≤ d(x, zi+1) pour tout i.
De´finissons i1 = 0, puis ik+1 = min{i > ik | Or(x, zi)∩
⋃
j≤kOr(x, zij ) = ∅} par
re´currence. Si ik < i < ik+1 pour un k, alors Or(x, zi) ∩ Or(x, zij ) 6= ∅ pour un
j ≤ k, et l’on dispose d’un rayon ge´ode´sique partant de x qui traverse B(zij , r)
et B(zi, r) ; s’il les rencontre dans cet ordre, alors Or(x, zi) ⊂ O3r(x, zij ) par
un simple argument de ge´ome´trie hyperbolique ; sinon, on voit que B(zi, r) ⊂
B(zij , 5r) du fait que d(x, zi) ≥ d(x, zij ) ; on en conclut dans tous les cas que
Or(x, zi) ⊂ O5r(x, zij ). Nous avons ainsi e´tabli le lemme avec Z∗ = {zij}j∈N∗ .
3.3 Limite conique et the´ore`me de Fatou.
Pour Y ⊂ XΓ invariant par Γ, nous aurons a` conside´rer l’ensemble limite
conique de Y , note´ Λc(Y ), c’est-a`-dire l’ensemble des points ξ de ∂X (en fait
de Λ(Γ)) qui sont approche´s coniquement par des points de Y , c’est-a`-dire par
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des points de Y restant a` distance borne´e d’un rayon ge´ode´sique finissant en ξ.
En particulier, l’ensemble Λc(Γx), clairement inde´pendant du choix de x ∈ X
et note´ plus simplement Λc(Γ), est l’ensemble limite conique de Γ, e´tudie´ par
exemple dans [19].
Pour mieux cerner l’approche conique des points de Λc(Y ), nous noterons,
pour r ∈]0,∞], Λrc(Y ) l’ensemble des ξ ∈ ∂X tels qu’il existe une suite de yn ∈ Y
tendant vers ξ, avec ξ ∈ Oρ(x, yn) pour un ρ strictement infe´rieur a` r (autrement
dit la distance de yn au rayon [oξ) reste borne´e par ρ). Ainsi de´finis, les ensembles
Λrc(Y ) sont invariants par Γ, et croissent avec r vers Λ
∞
c (Y ) = Λc(Y ). Le lemme
suivant nous sera utile.
Lemme 2. Si Y ve´rifie le principe des ombres en δ, alors, de`s que r > r(Y, δ),
l’ensemble Λc(Y ) \ Λrc(Y ) est ne´gligeable pour toutes les densite´s de C(Γ, δ).
De´monstration. Fixons r > ρ = r(Y, δ). Conside´rons d’abord µ ∈ E(Γ, δ). Si
µo
(
Λc(Y )
)
= 0, le re´sultat est clair. Sinon, µo
(
Λc(Y )
)
= 1 par ergodicite´,
puis µo
(
ΛRc (Y )
)
> 0 pour un R > ρ assez grand, et donc µo
(
ΛRc (Y )
)
= 1.
Le lemme 1, applique´ avec R a` la place de r et x = o, nous fournit Z∗n pour
Zn = Y \ B(o, n) (n ∈ N). De´signons par Ωn la re´union
⋃
y∈Z∗n
Oρ(o, y), a for-
tiori disjointe (puisque ρ < R). En appliquant le principe des ombres, et en no-
tant C = max
(
C(Y, δ), e10δR
)
, on obtient que µo(Ωn) =
∑
y∈Z∗n
µo
(Oρ(o, y)) ≥
1
C
∑
y∈Z∗n
‖µy‖e−δd(o,y) ≥ 1C2
∑
y∈Z∗n
µo
(O5R(o, y)) ≥ 1C2µo
(⋃
y∈Zn
OR(o, y)
) ≥
C−2µo
(
ΛRc (Y )
)
= C−2. Comme Λrc(Y ) contient l’intersection de´croissante des⋃
y∈Zn
Oρ(o, y) ⊃ Ωn, on en de´duit que µo
(
Λrc(Y )
) ≥ C−2 > 0, et donc
µo
(
Λrc(Y )
)
= 1.
Nous avons ainsi montre´ que Λc(Y ) \ Λrc(Y ) est ne´gligeable pour toutes les
densite´s ergodiques de C(Γ, δ), ce qu’on e´tend de la` facilement a` toutes les autres
densite´s.
L’ensemble limite conique de Y e´tant justement le lieu ou` le principe des
ombres nous renseigne avec pre´cision sur les densite´s conformes invariantes par
Γ a` l’infini, par l’interme´diaire du lemme 1, nous aboutissons au the´ore`me sui-
vant ; a` noter que les constantes inhe´rentes au principe des ombres s’effacent du
moment qu’on se place a` l’infini. Selon l’analogie pre´sente´e dans l’introduction,
on retrouve ici le the´ore`me de Fatou de la the´orie du potentiel classique. Nous
reviendrons plus loin sur ce the´ore`me a` propos de la notion d’effilement, en
indiquant une seconde de´monstration (toutefois un peu moins ge´ne´rale).
The´ore`me 2. ([20]) Supposons que Y ve´rifie le principe des ombres en δ.
Conside´rons deux densite´s µ ∈ C(Γ, δ) et ν ∈ C∞(Γ, δ). Alors, pour νo-presque
tout ξ ∈ Λc(Y ), on a, lorsque y ∈ Y tend vers ξ coniquement,
‖µy‖
‖νy‖ →
dµo
dνo
(ξ). (7)
Afin d’eˆtre complet, nous en reproduisons ici la de´monstration.
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De´monstration. Etant donne´ r ∈]r(Y, δ),∞], de´finissons, pour tout ξ ∈ Λrc(Y ),
D+r (µ/ν)(ξ) (resp. D
−
r (µ/ν)(ξ)) comme la limite croissante (resp. de´croissante),
lorsque ρ < r croˆıt vers r, de la limite supe´rieure (resp. infe´rieure) du rapport
‖µy‖
‖νy‖
quand y ∈ Y tend vers ξ en restant a` distance au plus ρ du rayon [oξ).
Observons que les fonctions D+r (µ/ν) sont bore´liennes et invariantes par Γ. La
premie`re e´tape traduira le principe des ombres ; les suivantes de´velopperont des
arguments ge´ne´raux pour achever la preuve. Fixons de´sormais r ∈]r(Y, δ),∞[.
Premie`re e´tape : Si D+r (µ/ν) ≥ 1 sur Λrc(Y ) modulo νo, alors µ ≥ 12C2 ν sur
Λrc(Y ), ou` C = max
(
C(Y, δ), e10δr
)
.
Supposons que D+r (µ/ν) ≥ 1 sur Λrc(Y ) modulo νo. Conside´rons un bore´lien
B ⊂ X, un ouvert V ⊃ B, puis l’ensemble Z des y ∈ Y tels que Or(o, y) ⊂
V et ‖µy‖ ≥ 12‖νy‖, auquel le lemme 1 associe Z∗. Comme B ∩ Λrc(Y ) est
contenu modulo νo dans
⋃
y∈Z Or(o, y), on obtient, en utilisant le principe des
ombres, que νo
(
B ∩ Λrc(Y )
) ≤ ∑y∈Z∗ νo(O5r(o, y)) ≤ C∑y∈Z∗ ‖νy‖e−δ(o,y) ≤
2C
∑
y∈Z∗ ‖µy‖e−δ(o,y) ≤ 2C2
∑
y∈Z∗ µo
(Or(o, y)) ≤ 2C2µo(V ). Comme V
e´tait arbitraire, on en de´duit que νo
(
B ∩ Λrc(Y )
) ≤ µo(B), puis le re´sultat
annonce´.
Seconde e´tape : Si D+r (µ/ν) ≥ 1 sur Λrc(Y ) modulo νo, alors µ ≥ ν sur
Λrc(Y ).
Supposons que D+r (µ/ν) ≥ 1 sur Λrc(Y ) modulo νo. Soit τ le plus grand re´el
tel que µ ≥ τν sur Λrc(Y ), et supposons par l’absurde que τ < 1. Soit µ′ =
(1−τ)−1(µ−τIΛrc(Y )ν) ; on a bien µ′ ∈ R+C(Γ, δ). Or on ve´rifie imme´diatement
que D+r (µ
′/ν) ≥ 1 sur Λrc(Y ) modulo νo, ce qui entraˆıne, par la premie`re e´tape,
que µ′ ≥ 12C2 ν sur Λrc(Y ), ou encore µ ≥ (τ + 1−τ2C2 )ν sur Λrc(Y ), ce qui est
contradictoire avec le choix de τ .
Troisie`me e´tape : On a D+r (µ/ν) ≤ dµodνo sur Λrc(Y ) modulo νo.
Supposons par l’absurde que le sous-ensemble A = {D+r (µ/ν) > ǫ+ dµodνo } de
Λrc(Y ) ne soit pas νo-ne´gligeable pour un ǫ > 0. Choisissons alors s ≥ 0 tel que
νo(A ∩ B) > 0 ou` B = {s ≤ dµodνo < s+ ǫ2}. Conside´rons ν′ = IA∩Bν (A comme
B sont invariants par Γ). On a D+r (µ/ν
′) ≥ D+r (µ/ν) ≥ ǫ+ s sur A∩B, et donc
modulo ν′o. D’apre`s la seconde e´tape, on en de´duit que µ ≥ (ǫ + s)ν′, et l’on
aboutit a` la contradiction que modulo νo sur A∩B, on a dµodνo ≥ ǫ+s > ǫ2 +
dµo
dνo
.
Quatrie`me e´tape : On a D−r (µ/ν) ≥ dµodνo sur Λrc(Y ) modulo νo.
Soit µ′ = dµodνo ν. Si µ
′ = 0, il n’y a rien a` montrer. Dans le cas contraire,
on a D−r (µ/ν) ≥ D−r (µ′/ν) = {D+r (ν/µ′)}−1 ≥ { dνodµ′o }
−1 sur Λrc(Y ) modulo µ
′
o
graˆce a` la troisie`me e´tape. Or ce dernier terme vaut dµodνo modulo µ
′
o. Le re´sultat
s’ensuit.
Conclusion : Il re´sulte des deux dernie`res e´tapes que dµodνo ≤ D−r (µ/ν) ≤
D+r (µ/ν) ≤ dµodνo sur Λrc(Y ) modulo νo. En faisant tendre r vers l’infini, il vient
que D±∞(µ/ν) =
dµo
dνo
sur Λc(Y ) modulo νo, ce qui est exactement l’e´nonce´ du
the´ore`me.
Le corollaire suivant nous permettra de poursuivre une discussion laisse´e
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ouverte dans l’introduction au sujet de l’analogie avec les fonctions harmoniques.
Corollaire 1. (i) Supposons que Y ve´rifie le principe des ombres en δ et δ′. Si
les densite´s µ ∈ C(Γ, δ) et µ′ ∈ C(Γ, δ′) sont porte´es par Λc(Y ), et si pour tout
y ∈ Y on a ‖µy‖ = ‖µ′y‖, alors µ = µ′ (en particulier δ = δ′).
(ii) Supposons que Y ve´rifie le principe des ombres en δ. Soient µ ∈ C(Γ, δ)
et µ′ ∈ C(Γ, δ). Si µ est porte´e par Λc(Y ), et si pour une constante C > 0 et
pour tout y ∈ Y on a ‖µy‖ ≤ C‖µ′y‖, alors µ ≤ Cµ′.
De´monstration. (i) Montrons d’abord l’e´galite´ des exposants. On peut supposer
que δ ≥ δ′. Prenons R > 0 arbitrairement grand, et appliquons le lemme 1 avec
Z = Y \ B(o,R), x = o et r > r(Y, δ) fixe´. En utilisant le lemme 2, le lemme
1 et le principe des ombres, on a 1 = µo (Λ
r
c(Y )) ≤ µo
(⋃
z∈Z∗ O5r(o, z)
) ≤
e10δr
∑
z∈Z∗ ‖µz‖e−δd(o,z) ≤ e−(δ−δ
′)Re10δr
∑
z∈Z∗ ‖µ′z‖e−δ
′d(o,z) ≤
e−(δ−δ
′)Re10δrC(Y, δ). Aussi a-t-on ne´cessairement que δ = δ′. Le the´ore`me 2
permet maintenant de conclure.
(ii) Soit ǫ > 0. Comme µ′ est absolument continue par rapport a` µ+ ǫµ′, de
de´rive´e de Radon-Nikodym disons ρ, et que 1C+ǫ ≤
‖µ′y‖
‖µy+ǫµ′y‖
≤ 1ǫ , le the´ore`me
2 montre que 1C+ǫ ≤ ρ ≤ 1ǫ presque partout sur Λc(Y ), d’ou` il vient que µ =
IΛc(Y )
1−ǫρ
ρ µ
′ ≤ (C + ǫ)µ′. Comme ǫ est arbitrairement petit, le re´sultat cherche´
s’ensuit.
Si nous faisons l’hypothe`se qu’il existe Y ve´rifiant le principe des ombres en
δ et tel que Λc(Y ) = Λ(Γ) (en particulier, si XΓ lui-meˆme ve´rifie le principe des
ombres), nous voyons a` pre´sent que, comme annonce´ dans l’introduction, une
densite´ conforme invariante est bien de´termine´e par la fonction donne´e par ses
masses, ce qui rend plus nette notre analogie avec les fonctions harmoniques. On
voit notamment que la fonction ”harmonique positive” x 7→ ‖µx‖ (µ ∈ C∞(Γ, δ))
est minimale (c’est-a`-dire que s’il existe c > 0 telle que ‖µx‖ ≥ c‖νx‖ (x ∈ Y )
pour une ν ∈ C∞(Γ, δ), alors µ = ν) si et seulement si µ ∈ E(Γ, δ). Nos de´finitions
correspondent donc bien aux notions classiques.
4 Re´duite.
4.1 The´ore`me principal.
Dans ce paragraphe, nous mettons sur pied pour les densite´s conformes une
ope´ration fondamentale de la the´orie du potentiel : celle de la re´duite, d’ou`
de´coulent bien d’autres notions essentielles, telles que l’effilement ou le balayage.
Ce re´sultat s’obtient encore une fois a` partir du principe des ombres et de
conside´rations ge´ome´triques. Rappelons que dans notre analogie, les densite´s
a` l’infini (i.e. porte´es par ∂X) correspondent aux fonctions harmoniques, et
que celles porte´es par X correspondent aux potentiels. Il reste ne´anmoins cette
diffe´rence avec la the´orie classique que nos comparaisons sont dilate´es par une
constante C (nous y reviendrons plus loin).
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The´ore`me 3. Soient δ tel que Gδ <∞, et Y ⊂ X invariant par Γ ve´rifiant le
principe des ombres pour Γ en δ.
Pour toute densite´ µ ∈ C(Γ, δ) porte´e par Y ∪ Λ(Γ), pour tout Z ⊂ Y inva-
riant par Γ, il existe une densite´ RZµ ∈ R+C(Γ, δ) (non normalise´e) porte´e par
Z ∪ Λc(Z), telle que
∀z ∈ Z, 1
C
‖µz‖ ≤ ‖RZµz‖, et ∀y ∈ Y, ‖RZµy‖ ≤ C‖µy‖, (8)
ou` C > 0 ne de´pend que de Y et δ.
En outre, RZµ est line´aire en µ, croˆıt avec µ et avec Z ; on a RZµ = µ si µ
est porte´e par Λc(Z), et RZµ est porte´e par Z si et seulement si µo (Λc(Z)) = 0.
De´monstration. Prenons r = 4r(Y, δ) puis R > r assez grand pour que sinh(R−
r) ≥ sinh tsinh(t+2R−r) sinh(R+ 2r) pour tout t ≥ 0.
Commenc¸ons par discre´tiser Y . Choisissons Y ′ ⊂ Y invariant par Γ tel que
Y ′/Γ soit un sous ensemble r-se´pare´ maximal de Y/Γ ; soit alors Z ′ = {y ∈
Y ′ | B(y, r) ∩ Z 6= ∅}. En vertu des ine´galite´s de Harnack (4), il est clair qu’il
suffit de montrer le the´ore`me avec Y ′ et Z ′ a` la place de Y et Z respectivement,
quitte a` modifier la constante C obtenue. Aussi supposerons-nous de´sormais que
Y/Γ est r-se´pare´ (on abandonnera donc la notation Y ′).
On se rame`ne ensuite au cas ou` µo (Λc(Z)) = 0, en posant RZµ = µ sur
Λc(Z).
Notons maintenant Ξ = ∂2X∪(X×∂X) et π : Ξ→ X la premie`re projection.
Pour z ∈ Z, appelons S0z l’ensemble des (x, η) ∈ Ξ tels que le rayon ge´ode´sique
(ηx[ parcouru vers x, apre`s avoir rencontre´ B(z,R), ne rencontre plus d’autre
boule de rayon R centre´e en un point de Z. Soit enfin Sz =
⋃
z′∈Γz∩B(z,r) S0z′ .
Observons que γSz = Sγz (γ ∈ Γ). On peut alors de´finir
RZµx =
∑
z∈Z/Γ
µz (π(Sz))
♯ (Γz ∩B(z, r))
∑
γ∈Γ
e−δd(x,γz)Dγz. (9)
C’est avec la re´duite ainsi de´finie que nous allons montrer (8).
Apre`s avoir fixe´ une quelconque densite´ auxiliaire ν ∈ C∞(Γ, δ), de´finissons
la mesure m sur Ξ donne´e par dm(x, η) = e2δ〈x,η〉ydµy(x)dνy(η), ou` 〈x, η〉y =
1
2 [d(x, y) + βη(y, x)] de´signe le produit de Gromov, expression ici bien de´finie
pour x ∈ X, mais qui s’e´tend continuˆment pour x ∈ X (voir [19],[6]). On
ve´rifie sans peine que la formule de´finissant m est bien inde´pendante du choix
de y ∈ X, puis que m est invariante par Γ. Pour plus de renseignements sur
cette construction, nous renvoyons a` [19].
Appelons By,ρ = {(x, η) ∈ Ξ | ]xη) ∩B(y, ρ) 6= ∅} =
⋃
η∈∂X Oρ(η, y)× {η}.
On a imme´diatement, graˆce au principe des ombres, avec C1 = e
2δrC(Y, δ) (cf
(5) et (6)) :
∀y ∈ X, m(By,r) ≤ eδ2r
∫
Λ(Γ)
dνy(η)µy (Or(η, y)) ≤ eδ4r‖νy‖‖µy‖; (10)
∀y ∈ Y, m(By,r) ≥
∫
Λ(Γ)
dνy(η)µy (Or(η, y)) ≥ 1
C1
‖νy‖‖µy‖. (11)
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Prenons maintenant z ∈ Z et montrons la premie`re partie de (8). Comme⋃
y∈Z Sy est l’ensemble des (x, η) ∈ Ξ tels que le rayon ge´ode´sique (ηx[ parcouru
vers x rencontre un nombre fini non-nul de boules de rayon R > r centre´es dans
Z, on voit que Bz,r \Λc(Z) ⊂
⋃
y∈Z Sy pour z ∈ Z. D’autre part, si (x, η) ∈ Sy,
alors (x, η) ∈ S0γ0y pour un γ0y ∈ Γy∩B(y, r), puis (x, η) ∈
⋃
y′∈Γy∩B(γ0y,r)
Sy′ ;
le recouvrement {Sy}y∈Z a donc une multiplicite´ d’au moins ♯ (Γy ∩B(y, r)) sur
Sy. Puisque µo (Λc(Z)) = 0, on a par conse´quent
m(Bz,r) ≤
∑
y∈Z
♯ (Γy ∩B(y, r))−1m(Sy ∩ Bz,r). (12)
Or Sy ∩ Bz,r ⊂
⋃
x∈π(Sy)
{x}×Or(x, z). Et si (x, η) ∈ Sy∩Bz,r, alors (x, η) ∈
S0y0 ∩ Bz,r pour un y0 ∈ Γy ∩ B(y, r), d’ou` 〈x, η〉y < 〈x, η〉y0 + r < R + r < 2R
et βη(y, z) ≥ βη(y0, z) − r ≥ d(y0, z) − 4R − r ≥ d(y, z) − 6R, puisque ]xη)
rencontre d’abord B(z,R) puis B(y0, R). Ainsi
m(Sy ∩ Bz,r) ≤ e10δR
∫
π(Sy)
dµy(x)
∫
Or(x,z)
dνy(η)e
δβη(y,z)e−δd(y,z)
≤ e10δR
∫
π(Sy)
dµy(x)νz (Or(x, z)) e−δd(y,z) (conformite´ de ν)
≤ e10δR‖νz‖µy (π(Sy)) e−δd(z,y).
Avec (11) et (12), cela nous donne
‖νz‖‖µz‖ ≤ C1m(Bz,r) ≤ e10δRC1‖νz‖
∑
y∈Z
µy (π(Sy))
♯ (Γy ∩B(y, r))e
−δd(z,y). (13)
A l’aide d’un regroupement modulo Γ, au vu des diverses invariances par ce
groupe, on obtient ainsi la premie`re partie de (8), RZµ e´tant donne´e par (9).
Conside´rons a` pre´sent, pour z ∈ Z, Tz =
⋃
x∈π(Sz)
{x} × Or(x, z). On a
clairement Tγz = γTz pour γ ∈ Γ.
Montrons d’abord que d(z1, z2) ≥ 2R+ r ⇒ Tz1 ∩Tz2 = ∅, en supposant par
l’absurde que Tz1∩Tz2 contienne un point (x, η) tandis que d(z1, z2) ≥ 2R+r. Le
rayon ]xη) rencontre B(z1, r) et B(z2, r) en des points z
′
1 et z
′
2 respectivement,
disons dans cet ordre en partant de x, quitte a` e´changer z1 et z2. Alors d(z
′
1, z
′
2) >
d(z1, z2) − 2r ≥ 2R − r, d’ou` d(x, z′2) > d(x, z′1) + 2R − r. En appliquant le
lemme ge´ome´trique rejete´ a` la fin de la de´monstration en cours (lemme 3),
avec pour donne´es x, z′1, z
′
2, R − r,R + 2r a` la place de x, y, z, r, R, on obtient,
compte tenu du choix de R fait au de´but, que B(z2, R + r) ⊂ OR+r(x, z2) ⊂
OR+2r(x, z′2) ⊂ OR−r(x, z′1) ⊂ OR(x, z1). Mais x ∈ π(Sz2), et donc x ∈ π(S0z )
pour un certain z ∈ Z ∩ B(z2, r), ce qui est contradictoire avec le fait que
B(z,R) ⊂ B(z2, R+ r) ⊂ OR(x, z1) et que B(z1, R) ∩B(z,R) = ∅.
Il en re´sulte que le recouvrement {Tz}z∈Z a une multiplicite´ borne´e sur
chaque Tz par ♯ (Y ∩B(z, 2R+ r)). D’apre`s le lemme 4, cette dernie`re quantite´
est borne´e par C2♯ (Γz ∩B(z, r)), ou` C2 ne de´pend ici plus que de Y et δ.
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Prenons maintenant y ∈ Y en vue d’e´tablir la seconde partie de (8). Ce qui
pre´ce`de a montre´ que
m(By,r) ≥ 1
C2
∑
z∈Z
♯ (Γz ∩B(z, r))−1m(Tz ∩ By,r).
Orm(Tz∩By,r) ≥ µz ⊗ νz(Tz∩By,r) =
∫
π(Sz)
dµz(x)νz (Or(x, z) ∩ Or(x, y)). En
outre, y ∈ O r
2
(x, z)⇒ O r
2
(x, y) ⊂ Or(x, z) par un simple argument ge´ome´trique,
et νz
(O r
2
(x, y)
) ≥ e−δd(z,y)νy (O r
2
(x, y)
) ≥ 1C1 ‖νy‖e−δd(z,y) par le principe des
ombres. Ainsi
m(By,r) ≥ 1
C1C2
‖νy‖
∑
z∈Z
♯ (Γz ∩B(z, r))−1
∫
π(Sz)
dµz(x)e
−δd(z,y)IO r
2
(x,z)(y)
=
1
C1C2
‖νy‖
∑
z∈Z/Γ
♯ (Γz ∩B(z, r))−1
∫
π(Sz)
dµz(x)
∑
γ∈Γ
γy∈O r
2
(x,z)
e−δd(z,γy)
(ou` l’on a use´ des diverses invariances par Γ). Graˆce encore une fois au principe
des ombres, cette toute dernie`re somme est plus grande que 1C1
∑
γ∈Γ e
−δd(z,γy)
pour x ∈ Y ∪Λ(Γ), donc µz-presque partout. D’ou`m(By,r) ≥ 1C2
1
C2
‖νy‖‖RZµy‖,
ce qui avec (10) termine la de´monstration de (8), moyennant celle des deux
lemmes ci-dessous.
Lemme 3. Soient x ∈ X, y, z ∈ X tels que y soit sur le segment ge´ode´sique ]xz[.
Si r,R > 0 sont tels que sinh r ≥ sinh d(x,y)sinh d(x,z) sinhR, alors Or(x, y) ⊃ OR(x, z).
De´monstration. Nous allons montrer qu’un point a ∈ B(z,R) fixe´ appartient
a` Or(x, y). Pour ce faire, conside´rons un triangle de comparaison a¯x¯z¯ dans H2
pour le triangle axz. Appelons p le projete´ orthogonal sur la ge´ode´sique (x¯a¯) de
l’image y¯ de y par cette comparaison.
Premier cas : p ∈ [x¯a¯]. Alors p = b¯ pour un b ∈ [xa]. Notons θ la mesure
de l’angle ∠a¯x¯z¯. La loi des sinus (cf [5]) nous donne sin θ
sinh d
H2
(y¯,b¯)
= 1sinh d(x,y) et
sin θ
sinh d(z,a) ≤ 1sinh d(z,x) , d’ou` sinh d(y, b) ≤ sinh dH2(y¯, b¯) ≤ sinh d(x,y)sinh d(x,z) sinh d(x, a) <
sinh r. Ainsi a ∈ [xb) ⊂ Or(x, y).
Second cas : p /∈ (x¯a¯]. Notons α et β les mesures des angles ∠x¯a¯y¯ et ∠x¯a¯z¯
respectivement. Puisque π2 ≤ α ≤ β ≤ π, on a sinα ≥ sinβ. D’autre part,
toujours par la loi des sinus, sin θsinh d
H2
(a¯,y¯) =
sinα
sinh d(x,y) et
sin θ
sinh d(z,a) =
sin β
sinh d(z,x) ,
d’ou` sinh d(y, a) ≤ sinh dH2(y¯, a¯) ≤ sinh d(x,y)sinh d(x,z) sinh d(x, a) < sinh r. Ainsi a ∈
B(y, r).
Troisie`me cas : p /∈ [x¯a¯). Alors θ > π2 , d’ou` d(x, a) > d(x, z), puis sinh d(x, y) <
sinh d(x,y)
sinh d(x,z) sinh d(x, a) < sinh r. En ce cas, Or(x, y) = X.
Le lemme restant montre comment le principe des ombres impose une cer-
taine uniformite´ ge´ome´trique a` un ensemble Y satisfaisant au principe des
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ombres, et en particulier a` la fonction orbitale de Γ. Il nous fait l’e´conomie
d’une hypothe`se de ge´ome´trie borne´e sur Y , et nous sera de nouveau utile plus
loin.
Lemme 4. Supposons que Y ⊂ X invariant par Γ ve´rifie le principe des ombres
pour Γ en δ ≥ δ(Γ) et que Y/Γ est r-se´pare´, ou` r = 4r(Y, δ). Alors pour tout
R ≥ r, pour tout y ∈ Y , ♯ (Y ∩B(y,R)) ≤ M♯ (Γy ∩B(y, r)) ou` M ne de´pend
pas de y.
De´monstration. Construisons d’abord une mesure V sur XΓ comme suit ; pour
plus de de´tails, nous renvoyons a` [19]. Commenc¸ons par choisir une densite´ ν ∈
C∞(Γ, δ). Appelons SX l’espace des ge´ode´siques parame´tre´es, et p : SX → X la
projection canonique ; en identifiant SX a` (∂X×∂X)\{diagonale}×R, on de´finit
une mesure m sur SX par dm(ξ, η, t) = e2δ〈ξ,η〉ydνy(ξ)dνy(η)dt (expression
inde´pendante du choix de y ∈ X), puis V = p∗m. La mesure V est invariante
par l’action de Γ sur X, comme l’est m sur SX.
On voit facilement que V (B(y, ρ)) ≤ ρe2δρ‖νy‖2 pour tous y ∈ X et ρ > 0,
et que si y ∈ Y et ρ ≥ 2r(Y, δ), graˆce au principe des ombres, V (B(y, ρ)) ≥
ρ
2
∫
Λ(Γ)
dνy(ξ)νy
(
O ρ
2
(ξ, y)
)
≥ ρe−δρ2C(Y,δ)‖νy‖2.
Montrons a` pre´sent le lemme en utilisant la mesure V construite ci-dessus.
Soient R ≥ r et y ∈ Y . Prenons S ⊂ Y ∩ B(y,R) un sous-ensemble r-se´pare´
maximal. Alors Y ∩ B(y,R) ⊂ ⋃x∈S Γx ∩ B(x, r) (on rappelle que Y/Γ est
r-se´pare´), d’ou`
♯ (Y ∩B(y,R)) ≤ (♯S)max
x∈S
♯ (Γx ∩B(x, r)) ≤ (♯S)♯ (Γy ∩B(y, r + 2R)) . (14)
D’autre part, B(y,R + r) contient la re´union disjointe des B(x, r2 ) (x ∈ S),
d’ou`
∑
x∈S V
(
B(x, r2 )
) ≤ V (B(y,R+ r)). Avec les estime´es de la masse des
boules pour V ci-dessus, jointes aux ine´galite´s de Harnack (4) pour ν, on voit
que ♯S ≤M1(R) ou` M1(R) ne de´pend, en dehors de R, que de δ, r, et C(Y, δ).
En appliquant la premie`re ine´galite´ de (14) avec Γy au lieu de Y et r+2R a` la
place de R, on obtient donc ♯ (Γy ∩B(y, r + 2R)) ≤M1(r+2R)♯ (Γy ∩B(y, r)).
En reportant cette dernie`re ine´galite´ dans (14), on aboutit au re´sultat voulu,
avec M =M1(R)M1(r + 2R).
La de´monstration du the´ore`me 3 est maintenant comple`te.
4.2 Effilement et the´ore`me de Fatou.
Munis d’une telle notion de re´duite, nous pouvons paraphraser une de´finition
classique de la the´orie du potentiel (cf [1]). Nous supposerons ici que Gδ < ∞
et que Y ⊂ XΓ invariant par Γ ve´rifie le principe des ombres pour Γ en δ, et
tel que Λc(Y ) = Λ(Γ). Etant donne´ µ ∈ E(Γ, δ), nous dirons qu’un ensemble
A ⊂ Y invariant par Γ est µ-effile´ si RZµ 6= µ. L’alternative de Brelot a bien
lieu : ou bien RZµ = µ, ou bien RZµ est un potentiel, c’est-a`-dire que RZµ est
porte´e par Z ; en fait, Z est µ-effile´ si et seulement si µo (Λc(Z)) = 0 (voyez
le the´ore`me 3). Nous dirons aussi qu’une fonction de Y/Γ dans R admet une
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limite fine l en λ ∈ E(Γ, δ) si elle tend vers l le long du filtre des parties de Y/Γ
de comple´mentaire λ-effile´. Des arguments classiques de la the´orie du poten-
tiel permettent alors d’e´tablir le the´ore`me de Fatou abstrait suivant (the´ore`me
de Fatou-Doob-Naim) ; pour µ ∈ C(Γ, δ), nous e´crirons µ = ∫
E(Γ,δ)
λdµ˜(λ) sa
de´composition ergodique, ou repre´sentation inte´grale de Choquet (selon [8]).
The´ore`me. Soient µ ∈ C(Γ, δ) et ν ∈ C∞(Γ, δ). Alors ‖µy‖‖νy‖ tend finement vers
dµ˜
dν˜ (λ) pour ν˜-presque tout λ ∈ E(Γ, δ).
Un peu de re´flexion montre qu’il s’agit en fait du meˆme the´ore`me que celui
de´ja` pre´sente´ sous ce nom, mais dont la forme paraˆıt plus concre`te (the´ore`me
2). Voyons par exemple comment celui-la` entraˆıne celui-ci.
De´monstration. Envisageons d’abord le cas ou` µ et ν sont mutuellement sin-
gulie`res ; il en est alors de meˆme de µ˜ et de ν˜. Etant donne´ ǫ > 0, conside´rons
l’ensemble Z des y ∈ Y tels que ‖µy‖‖νy‖ ≥ ǫ. Alors
∫
E(Γ,δ)
λo(Λc(Z))dν˜(λ) =
νo (Λc(Z)) = 0 par le the´ore`me 2, d’ou` il ressort que Z est λ-effile´ ν˜-presque
partout, ce qui donne la conclusion voulue, ǫ e´tant arbitrairement petit.
Traitons maintenant le cas ou` µ = fν ; la de´rive´e de Radon-Nikodym f est
mesurable pour la tribu des invariants par Γ. Il suffit de traiter le cas ou` f est
proportionnelle a` une fonction indicatrice, i.e. f = νo(A)
−1IA ou` A est invariant
par Γ ; de la` on passe au cas d’une fonction e´tage´e, puis au cas ge´ne´ral. Notons
A˜ = {λ ∈ E(Γ, δ) | λo(A) = 1}, puis f˜ = νo(A)−1IA˜ ; comme
∫
E(Γ,δ)
λdµ˜(λ) =
µ = fν =
∫
E(Γ,δ)
(fλ)dν˜(λ) =
∫
E(Γ,δ)
λf˜(λ)dν˜(λ), on a, par unicite´ de cette
repre´sentation inte´grale, µ˜ = f˜ ν˜.
Cela dit, e´tant donne´ ǫ > 0, conside´rons l’ensemble Z0 (resp. Z1) des y ∈
Y tels que
‖µy‖
‖νy‖
≥ ǫ (resp. |‖µy‖‖νy‖ − νo(A)−1| ≥ ǫ). Par le the´ore`me 2, on a
respectivement
∫
E(Γ,δ)
IA˜c(λ)λo(Λc(Z0))dν˜(λ) =
∫
E(Γ,δ)
λo(A
c∩Λc(Z0))dν˜(λ) =
νo (A
c ∩ Λc(Z0)) = 0 et
∫
E(Γ,δ)
IA˜(λ)λo(Λc(Z1))dν˜(λ) = νo (A ∩ Λc(Z1)) = 0,
d’ou` vient que Z0 est effile´ ν˜-presque partout sur A˜
c, et que Z1 est effile´ ν˜-
presque partout sur A˜ ; la conclusion voulue s’ensuit, ǫ e´tant arbitrairement
petit.
4.3 Frontie`re de Martin et frontie`re minimale.
Graˆce a` notre construction de la re´duite d’une densite´ conforme, nous sommes
a` pre´sent en mesure de montrer que les densite´s conformes ergodiques sont des
points de Martin comme nous les avons de´finis plus haut, pourvu que l’ensemble
Y du principe des ombres remplisse assez l’espace XΓ. Dans le langage de la
the´orie de Martin, c’est exactement dire que la frontie`re de Martin contient la
frontie`re minimale. On peut voir facilement que E(Γ, δ) est un Gδ de F(Γ, δ) ;
les deux frontie`res restent en ge´ne´ral distinctes.
The´ore`me 4. Supposons que XΓ ve´rifie le principe des ombres en δ et que
Gδ < ∞. Alors toute densite´ de C∞(Γ, δ) est limite (au sens de la topologie
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faible-∗) d’une suite de densite´s de C(Γ, δ) porte´es par Y (et meˆme a` support
compact dans XΓ modulo Γ).
En outre, E(Γ, δ) ⊂ F(Γ, δ) : si µ ∈ E(Γ, δ), il existe une suite Γyn dans
XΓ/Γ tendant vers l’infini telle que µ = limn→∞ Gδ,yn .
Si, par souci de le´ge`rete´, nous avons ici adopte´ l’hypothe`se que XΓ ve´rifie lui-
meˆme le principe des ombres, il ressort ne´anmoins de la de´monstration que nous
aurions aussi bien pu la remplacer par celle plus ge´ne´rale qu’il existe Y ⊂ X,
invariant par Γ, ve´rifiant le principe des ombres pour Γ en δ, et tel que ∀µ ∈
E(Γ, δ), µo (Λc(Y )) = 1 (ce qui est notamment le cas lorsque Λc(Y ) = Λ(Γ)).
De´monstration. Il suffit d’envisager le cas ou` µ est ergodique pour Γ ; le reste
en de´coule par combinaison convexe.
Soit {ΓKn} une exhaustion croissante de XΓ ou` chaque Kn est compact.
Comme Λc(ΓKn) = Λc(Γ) et que µo(Λc(Γ)) = 0 du fait que Γ est convergent en
δ (cf [19], th. 1.7), les densite´s RΓKnµ sont porte´es par ΓKn ⊂ XΓ. Conside´rons
une limite faible µ∗ d’une sous-suite de {RΓKnµ} ; on a alors 1C ‖µy‖ ≤ ‖µ∗y‖ ≤
C‖µy‖ pour tout y ∈ XΓ, ou` C est la constante du the´ore`me 3. Graˆce au
corollaire 1 du the´ore`me 2 a` la Fatou, il s’ensuit que 1C ≤ dµ
∗
o
dµo
≤ C (µo-p.p).
L’ergodicite´ de µ pour Γ montre alors que la de´rive´e
dµ∗o
dµo
, qui est essentiellement
invariante par Γ, est essentiellement constante, et donc que µ∗ = kµ avec 1C ≤
k ≤ C.
Nous voyons ainsi apparaˆıtre µ comme combinaison de noyaux de Martin
sur la frontie`re :
µ =
∫
F(Γ,δ)
ζdλ(ζ),
ou` λ est une mesure de probabilite´ (du fait de la normalisation en o des densite´s).
L’ergodicite´ de µ entraˆıne enfin que λ est ne´cessairement une masse de Dirac.
Le the´ore`me de Martin (cf [1]) ajoute encore que le comple´mentaire dans
XΓ/Γ de tout voisinage d’un point de µ ∈ E(Γ, δ) dans F(Γ, δ) ∪ XΓ/Γ (vu
comme compactification de XΓ/Γ) est µ-effile´, ce qui se traduit dans notre cadre
sous la forme plus concre`te ci-dessous. Ce re´sultat pre´cise beaucoup la fac¸on dont
les densite´s ergodiques apparaissent comme points de Martin.
The´ore`me 5. Supposons que XΓ ve´rifie le principe des ombres en δ et que
Gδ < ∞. Pour tout µ ∈ E(Γ, δ), pour µo-presque tout point ξ ∈ Λ(Γ), on a,
lorsque y ∈ XΓ tend vers ξ coniquement,
Gδ,y ⇀ µ. (15)
(Meˆme remarque qu’au the´ore`me pre´ce´dent concernant l’hypothe`se.)
De´monstration. Reprenons la de´monstration du the´ore`me 4 pre´ce´dent, avec
{ΓKn} une exhaustion croissante de XΓ ou` chaque Kn est compact. Soit E l’in-
tersection de XΓ et (du rele`vement) du comple´mentaire d’un voisinage ouvert V
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de µ ∈ E(Γ, δ) dans F(Γ, δ) ∪XΓ/Γ vu comme compactification de XΓ/Γ. Sup-
posons par l’absurde que E ne soit pas µ-effile´, autrement dit que µo (Λc(E)) =
1 (c’est notre caracte´risation de l’effilement). Comme dans la de´monstration
pre´ce´dente, soit µ∗ une limite faible d’une sous-suite de {RE∩ΓKnµ}. Alors pour
tout y ∈ E (resp. y ∈ XΓ), on a ‖µy‖ ≤ C‖µ∗y‖ (resp. ‖µ∗y‖ ≤ C‖µy‖), ou` C est la
constante du the´ore`me 3. Par le corollaire 1 applique´ avec E (resp.XΓ) a` la place
de Y , on en de´duit que µ ≤ Cµ∗ (resp. µ∗ ≤ Cµ), vu que µo (Λc(E)) = 1 (resp.
µ∗o (Λ(Γ)) = 1). L’ergodicite´ de µ montre comme pre´ce´demment que µ
∗ = kµ ou`
k > 0. Ainsi µ =
∫
F(Γ,δ)
ζdλ(ζ) pour une mesure de probabilite´ λ porte´e par le
comple´mentaire de V. Or µ e´tant ergodique, λ est ne´cessairement la masse de
Dirac en µ ∈ V, ce qui donne la contradiction cherche´e.
Une base de´nombrable de tels voisinages Vn de µ induit de cette manie`re des
ensembles µ-effile´s En, et la convergence Gδ,y ⇀ µ de l’e´nonce´ a lieu pour y ten-
dant coniquement vers n’importe quel point du comple´mentaire de
⋃
n Λc(En),
lequel est µo-ne´gligeable.
5 Principe du maximum.
L’objet de ce paragraphe est le principe du maximum, dans sa version pour
les potentiels (cf [1], [10]). La` encore, une constante vient dilater l’ine´galite´
finale, contrairement a` la situation classique. Il est cependant a` noter qu’une
pareille notion de principe du maximum dilate´ a de´ja` e´te´ envisage´e (dans [7]
que nous a indique´ A. Ancona, puis [16]).
The´ore`me 6. Supposons que Y ⊂ X invariant par Γ ve´rifie le principe des
ombres pour Γ en δ. Soient µ et ν dans C(Γ, δ), et Z ⊂ Y invariant par Γ tel
que µ soit porte´e par Z ∪ Λc(Z). Si pour tout z ∈ Z on a ‖µz‖ ≤ ‖νz‖, alors
pour tout y ∈ Y , ‖µy‖ ≤ C‖νy‖, ou` C ne de´pend que de Y et de δ.
De´monstration. Fixons y ∈ Y . Soit Z∗ donne´ par le lemme 1 avec y a` la place de
x. Alors, en appliquant tour a` tour le principe des ombres et l’hypothe`se, ‖µy‖ =
µy
(⋃
z∈Z∗ O5r(y, z)
) ≤ e10δr∑z∈Z∗ ‖µz‖e−δd(y,z) ≤ e10δr∑z∈Z∗ ‖νz‖e−δd(y,z) ≤
Cνy
(⋃
z∈Z∗ Or(y, z)
) ≤ C‖νy‖.
Corollaire 2. Supposons que Y ⊂ X invariant par Γ ve´rifie le principe des
ombres pour Γ en δ. Soient µ et ν dans C(Γ, δ), et Z ⊂ Y invariant par Γ. Si
pour tout z ∈ Z on a ‖µz‖ ≤ ‖νz‖, alors pour tout y ∈ Y , ‖RZµy‖ ≤ C‖νy‖,
ou` C ne de´pend que de Y et de δ.
6 La se´rie de Poincare´ comme noyau de Green.
Cette section est entie`rement consacre´e a` la se´rie de Poincare´ Gδ(x, y), qui
dans l’analogie que nous avons de´veloppe´e joue le roˆle du noyau de Green.
On peut voir le re´sultat ci-dessous comme un lemme de l’ombre sur le quo-
tient Y/Γ, et les ine´galite´s (17) comme un raffinement des ine´galite´s de Harnack
(4) sous l’invariance par le groupe Γ.
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The´ore`me 7. Supposons que Y ⊂ X invariant par Γ ve´rifie le principe des
ombres pour Γ en δ. Il existe alors une constante C ≥ 1 telle que pour tous
µ ∈ C(Γ, δ) et x, y ∈ Y ,
1
C
Gδ(x, y)
Gδ(y, y)
‖µy‖ ≤ µx

⋃
γ∈Γ
Or(x, γy)

 ≤ CGδ(x, y)
Gδ(y, y)
‖µy‖. (16)
En particulier,
1
C
Gδ(x, y)
Gδ(y, y)
‖µy‖ ≤ ‖µx‖ ≤ CG
δ(y, y)
Gδ(x, y)
‖µy‖. (17)
De´monstration. Le lemme 1 nous fournit Γ∗y associe´ a` Γy mis a` la place du Z
de l’e´nonce´. On a alors (en notant C0 = C(Y, δ) et r = r(Y, δ)) :
1
C0
∑
γ∈Γ∗
e−δd(x,γy)‖µy‖ ≤ µx

⋃
γ∈Γ
Or(x, γy)

 ≤ e10δr ∑
γ∈Γ∗
e−δd(x,γy)‖µy‖.
En re´crivant ces ine´galite´s avec G˜δ,y au lieu de µ, on obtient d’une part
Gδ(x, y) = G˜δ,yx

⋃
γ∈Γ
Or(x, γy)

 ≤ e10δr ∑
γ∈Γ∗
e−δd(x,γy)Gδ(y, y),
et d’autre part
1
C0
∑
γ∈Γ∗
e−δd(x,γy)Gδ(y, y) ≤ Gδ(x, y).
En combinant ces ine´galite´s, on obtient le re´sultat, avec C = e10δrC0.
Le corollaire ci-dessous, qui dans la the´orie du potentiel classique s’e´crit
avec C = 1, permet de de´finir la “distance de Green” entre deux points Γx et
Γy dans Y/Γ par − log Gδ(x,y)√
Gδ(x,x)Gδ(y,y)
(avec l’ajustement que l’on voudra pour
que cette expression de´finisse encore une distance stricto sensu lorsque C > 1).
La compactification de Martin apparaˆıt alors comme la compactification de
Busemann pour cette me´trique (cf [3]).
Corollaire 3. Supposons que Y ⊂ X invariant par Γ ve´rifie le principe des
ombres pour Γ en δ. Il existe alors une constante C ≥ 1 telle que pour tous
x, y, z ∈ Y ,
Gδ(x, y)Gδ(y, z) ≤ CGδ(y, y)Gδ(x, z). (18)
Nous obtenons l’estime´e suivante pour la de´croissance de la fonction de
Green.
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Corollaire 4. Supposons que Y ⊂ X invariant par Γ ve´rifie le principe des
ombres pour Γ sur [δ(Γ), δ0]. Il existe alors une constante C > 0 telle que pour
tous δ(Γ) ≤ σ ≤ δ ≤ δ0, pour tous x, y ∈ Y ,
Gδ(x, y) ≤ C sup
z∈Y
Gσ(z, z) e−(δ−σ)d(Γx,Γy). (19)
De´monstration. On voit aise´ment que Gδ(x, y) ≤ e−(δ−σ)d(Γx,Γy)Gσ(x, y). On
applique ensuite le corollaire ci-dessus avec σ au lieu de δ et z = x.
Le lemme suivant nous sera utile.
Lemme 5. Supposons que XΓ ⊂
⋃
y∈Y B(y, r0) ou` Y ⊂ XΓ et r0 > 0. Pour
tous x, y ∈ XΓ, on a [xy] ⊂
⋃
z∈Y B(z, r), ou` r = r0 + 2 cosh
−1
√
2.
De´monstration. Soient ξ−, ξ+, η−, η+ ∈ Λ(Γ) tels que x ∈ (ξ−ξ+) et y ∈
(η−η+). Par comparaison a` la ge´ome´trie de H, on voit que tout point de [xy]
est a` distance au plus cosh−1
√
2 de [xξ−) ∪ (ξ−y] (cf [5]), et que tout point
de (ξ−y] est a` distance au plus cosh−1
√
2 de (ξ−η−) ∪ (η−y] ⊂ XΓ. Or XΓ ⊂⋃
z∈Y B(z, r0), donc tout point de [xy] est a` distance infe´rieure strictement a`
2 cosh−1
√
2 + r0 = r de Y .
Le the´ore`me suivant fait songer a` l’e´quation re´solvante bien connue de la
the´orie classique (cf [10]), toujours a` la constante C pre`s.
The´ore`me 8. Supposons que XΓ ve´rifie le principe des ombres pour Γ sur
[δ(Γ), δ0] ou` δ0 > δ(Γ). Soit λ une mesure de Radon sur XΓ/Γ telle que pour
une certaine constante D > 0, pour tout x ∈ XΓ,
1
DN(x)
≤ λ
(
B(Γx,
r0
2
)
)
≤ λ (B(Γx, r0)) ≤ D
N(x)
, (20)
ou` r0 = 4r(XΓ, [δ(Γ), δ0]) et N(x) = ♯ (Γx ∩B(x, r0)).
Il existe alors une constante C > 0 telle que pour tous δ(Γ) < σ ≤ δ ≤ δ0,
pour tous x, y ∈ XΓ,
1
C
(
Gσ(x, y)−Gδ(x, y))≤(δ−σ)
∫
XΓ/Γ
Gσ(x, z)Gδ(z, y)dλ(z)≤C(Gσ(x, y)−Gδ(x, y)) .
(21)
De´monstration. Notons r0 = 4r(XΓ, [δ(Γ), δ0]), C0 = C(XΓ, [δ(Γ), δ0]).
Commenc¸ons par discre´tiser XΓ et λ : prenons Y ⊂ XΓ invariant par Γ
tel que Y/Γ soit un sous-ensemble r0-se´pare´ maximal de XΓ/Γ ; d’apre`s les
ine´galite´s de Harnack (4) et compte tenu de (20), nous pouvons clairement nous
ramener a` λ =
∑
z∈Y/ΓN(z)
−1Dz.
On peut e´galement supposer que δ > σ. Notons µ = G˜σ,x, de sorte que l’on
a Gσ(x, y) = ‖µy‖. Par le proce´de´ d’inte´gration par parties, on ve´rifie aise´ment
que (δ − σ) ∫∞
0
e−(δ−σ)ρµy(B(y, ρ))dρ = G
δ(x, y), d’ou` il vient :
Gσ(x, y)−Gδ(x, y) = (δ − σ)
∫ ∞
0
e−(δ−σ)ρµy(X \B(y, ρ))dρ. (22)
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Prenons r = 2(r0 + 2 cosh
−1
√
2), et notons An = {z ∈ Y | nr < d(y, z) ≤
(n + 1)r}. On voit facilement que X \ B(y, nr) ⊃ ⋃z∈An+1 Or(y, z) et que
le recouvrement {Or(y, z)}z∈An+1 est a` multiplicite´ borne´e sur Or(y, z) par
♯ (Y ∩B(z, 5r)). D’apre`s le lemme 4, ce nombre est majore´ par MN(z) ou` M
ne de´pend que de Γ et δ0.
De ces observations et du principe des ombres, il vient :
∫ ∞
0
e−(δ−σ)ρµy(X \B(y, ρ))dρ ≥ r
∞∑
n=1
e−(δ−σ)nrµy (X \B(y, nr))
≥ r
M
∞∑
n=1
e−(δ−σ)nr
∑
z∈An+1
N(z)−1µy (Or(y, z))
≥ r
MC0
∞∑
n=1
∑
z∈An+1
N(z)−1‖µz‖e−σd(y,z)e−(δ−σ)nr
≥ r
MC0
∑
z∈Y
d(y,z)>2r
N(z)−1‖µz‖e−δd(y,z)
≥ r
MC0
∑
z∈Y/Γ
N(z)−1Gσ(x, z)
∑
γ∈Γ
d(z,γy)>2r
e−δd(z,γy).
Or e´tant donne´s z ∈ Y et y ∈ XΓ, prenons y′ ∈ Y tel que 4r < d(z, y′) < 5r,
ce qui est possible d’apre`s le lemme 5. Alors γy ∈ Or(z, y′)⇒ d(z, γy) > 2r. En
utilisant une fois de plus le principe des ombres, on obtient
∑
d(z,γy)>2r
e−δd(z,γy) ≥
∑
γ∈Γ
e−δd(z,γy)Dγy (Or(z, y′)) ≥ 1
C0
e−δd(z,y
′)
∑
γ∈Γ
e−δd(y
′,γy)
≥ 1
C0
e−2δd(z,y
′)
∑
γ∈Γ
e−δd(z,γy) ≥ 1
C0
e−10δ0rGδ(z, y).
Avec ce qui pre´ce`de et (22), on en de´duit la seconde ine´galite´ de (21).
Inversement, le lemme 5 permet de voir queXΓ\B(y, nr) ⊂
⋃
z∈An−1
O r
2
(y, z).
20
Prenons A′n−1 ⊂ An−1 r-se´pare´ maximal. Alors
∫ ∞
0
e−(δ−σ)ρµy(X \B(y, ρ))dρ ≤r
∞∑
n=0
e−(δ−σ)nrµy (XΓ \B(y, nr))
≤r
∞∑
n=0
e−(δ−σ)nr
∑
z′∈A′n−1
µy (O2r(y, z′))
≤re4δ0r
∞∑
n=0
e−(δ−σ)nr
∑
z′∈A′n−1
‖µz′‖e−σd(y,z′)
≤re5δ0r
∞∑
n=0
∑
z′∈A′n−1
‖µz′‖e−δd(y,z′)
≤re6δ0r
∞∑
n=0
∑∑
z′∈A′n−1
z∈Γz′∩B(z′,r0)
N(z)−1‖µz‖e−δd(y,z)
≤re6δ0r
∞∑
n=0
∑
z∈An−2∪An−1∪An
N(z)−1‖µz‖e−δd(y,z)
≤3re6δ0r
∑
z∈Y
N(z)−1‖µz‖e−δd(y,z).
Apre`s regroupement selon Γ, cela ache`ve, avec (22), la preuve de la premie`re
ine´galite´ de (21).
Le corollaire suivant vient comple´ter le corollaire 4.
Corollaire 5. Supposons que XΓ ve´rifie le principe des ombres pour Γ sur
[δ(Γ), δ0]. Il existe alors une constante C > 0 telle que ∀δ ∈]δ(Γ), δ0],∀x ∈ XΓ,
max{1, e−δr0N(x)} ≤ Gδ(x, x) ≤ C
δ − δ(Γ)N(x), (23)
ou` N(x) = ♯ (Γx ∩B(x, r0)) et r0 = 4r(XΓ, [δ(Γ), δ0]).
De´monstration. Appliquons le the´ore`me en prenant x = y. On a alors
(δ−σ) e−2δr0DN(x)Gσ(x, x)Gδ(x, x) ≤ (δ−σ)
∫
XΓ/Γ
Gσ(x, z)Gδ(z, x)dλ(z) ≤ CGσ(x, x).
Apre`s simplification, on peut faire tendre σ vers δ(Γ) pour obtenir la seconde
ine´galite´ ci-dessus, la premie`re e´tant quant a` elle triviale.
7 Mesure harmonique.
Supposons que XΓ ve´rifie le principe des ombres en δ et que G
δ < ∞. Le
the´ore`me 3 (voir sa de´monstration) de´finit l’ope´ration de re´duite RZ des densite´s
de C(Γ, δ) sur n’importe quel sous-ensemble Z de XΓ invariant par Γ ; nous nous
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re´fe´rons ici a` cette construction, moyennant une pre´cision qui sera donne´e dans
la de´monstration ci-dessous.
Nous de´finissons a` pre´sent la mesure (pseudo - ) harmonique Hδ,Rx du point
x¯ = Γx ∈ XΓ/Γ dans la boule B(x¯, R) par
RXΓ\B(x¯,R)G˜δ,x =
∫
XΓ/Γ
G˜δ,ydHδ,Rx (y). (24)
Proposition 2. Supposons que XΓ ve´rifie le principe des ombres pour Γ sur
[δ(Γ), δ0] ou` δ0 > δ(Γ).
i) Il existe une constante C > 0 ne de´pendant que de δ0 telle que pour
µ ∈ C(Γ, δ), x ∈ XΓ et R > 0,∫
XΓ/Γ
‖µy‖dHδ,Rx (y) ≤ C‖µx‖,
et, si µo (B(Γx,R)) = 0, ‖µx‖ ≤ C
∫
XΓ/Γ
‖µy‖dHδ,Rx (y).
ii) Il existe R0 > 0 ne de´pendant que de δ0 tel que pour tous x ∈ XΓ et
R > 0, le support de Hδ,Rx est contenu dans la couronne de centre x¯ = Γx
de´finie par {y¯ ∈ XΓ/Γ | R ≤ d(x¯, y¯) < R+R0}.
iii) Si σ ≤ δ, alors Hδ,Rx ≤ e−(δ−σ)RHσ,Rx .
De´monstration. D’apre`s (24) et le the´ore`me 3, pour tout z ∈ XΓ,∫
XΓ/Γ
Gδ(y, z)dHδ,Rx (y) = ‖RXΓ\B(x¯,R)G˜δ,x‖ ≤ CGδ(x, z) (25)
(on rappelle que Gδ est syme´trique), et pour tout z /∈ B(x¯, R),
Gδ(x, z) ≤
∫
XΓ/Γ
Gδ(y, z)dHδ,Rx (y). (26)
On en de´duit le i) du lemme pour µ porte´e par Y ; le cas ge´ne´ral suit graˆce au
the´ore`me 4.
Pour obtenir ii), revenons a` la de´finition de la re´duite dans la de´monstration
du the´ore`me 3 ; et appelons ici R′ le rayon R alors introduit, afin d’e´viter une
confusion. Nous choisissons Y ′ comme alors, mais nous imposerons R′ > r +
2 cosh−1
√
2, et pour Z ′ nous prendrons plutoˆt Z ′ = Y ′ \ ΓB(x,R), ce qui nous
donne dans (ii) que le support de Hδ,Rx est hors de B(x¯, R), sans affecter le reste.
Il est d’autre part facile de voir que si Γx∩Sy 6= ∅, alors d(Γx, y) < R+R0 par
de´finition de Sy, avec R0 = R′+2r+2 cosh−1
√
2 : en effet, Γx∩Sy′ 6= ∅ pour un
y′ ∈ B(y, r) ; autrement dit, il existe un rayon (ηx] ne rencontrant plus d’autre
boule de rayon R′ centre´e en Z ′ apre`s B(y′, R′) ; le point du bord ou` le rayon
sort de cette boule appartient a` une boule B(x′, r + 2 cosh−1
√
2) avec x′ ∈ Y ′
d’apre`s le lemme 5, mais x′ /∈ Z ′ et donc d(Γx, x′) < R ; en fin de compte, on
trouve le re´sultat annonce´.
iii) est imme´diat.
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8 Identification ge´ome´trique de la frontie`re de
Martin dans le cas hyperbolique.
Munis de tout le mate´riel expose´ dans les sections pre´ce´dentes, nous sommes
maintenant en mesure de reprendre dans notre cadre les arguments de [2] (cf
aussi [1]), afin de montrer, sous l’hypothe`se queXΓ ve´rifie le principe des ombres
et que XΓ/Γ est hyperbolique au sens de Gromov (voir [12],[11], [1]), que la
frontie`re de Martin F(Γ, δ) pour δ > δ(Γ) est re´duite a` sa partie minimale et
s’identifie au bord a` l’infini de XΓ/Γ.
Les exemples d’une telle situation abondent : il suffit (graˆce au the´ore`me
1) de prendre pour Γ un sous-groupe distingue´ d’un groupe convexe-cocompact
Γ0 dont le quotient Γ0/Γ est un groupe hyperbolique, ce qui est assure´ment
loisible lorsque Γ0 est un groupe libre comme il est courant d’en obtenir par les
constructions ordinaires.
La de´monstration suivra celle de [2], et tout notre apport consiste a` montrer
comment il est possible ici d’en conserver les arguments ge´ne´raux.
La clef de cette approche est la proprie´te´ suivante de multiplicativite´ de la
fonction de Green le long d’une ge´ode´sique. Rappelons que l’ine´galite´ de gauche
ci-dessous est ge´ne´rale (voyez (18)). L’hypothe`se essentielle δ > δ(Γ) correspond
a` l’hypothe`se de coercivite´ faible au sens d’Ancona. Une le´ge`re diffe´rence entre
notre formulation et celle de [1] provient de ce que nous n’avons pas fait ici
d’hypothe`se de ge´ome´trie borne´e sur XΓ/Γ et que par conse´quent G
δ(x, x) n’est
pas uniforme´ment borne´e en ge´ne´ral.
Proposition 3. Supposons que XΓ ve´rifie le principe des ombres sur [δ(Γ), δ0]
ou` δ0 > δ(Γ), et que XΓ/Γ est hyperbolique au sens de Gromov.
Soit δ ∈]δ(Γ), δ0]. Il existe C > 0 telle que si x, y, z sont aligne´s dans cet
ordre sur un segment ge´ode´sique minimisant dans XΓ/Γ, alors
1
C
Gδ(x, y)Gδ(y, z) ≤ Gδ(x, z)Gδ(y, y) ≤ CGδ(x, y)Gδ(y, z). (27)
De´monstration. Les constantes C0, C1, . . . ci-dessous ne de´pendront que deXΓ/Γ
et de δ.
On conside`re une Φ-chaˆıne au sens de [1], c’est-a`-dire des points x0 =
x, x1, . . . , xn = z dans XΓ/Γ re´partis dans cet ordre sur le segment [x0xn] tels
que d(xi, xi+1) = ρ ou` ρ > 0 vaut quatre fois la (une) constante d’hyperbo-
licite´ de XΓ/Γ (habituellement note´e δ), et une suite de´croissante d’ouverts
XΓ ⊃ U0 ⊃ U1 ⊃ · · · ⊃ Un donne´s par Uk = {z ∈ XΓ/Γ | 〈z, x′k〉x0 > kρ}, ou`
x′k est le milieu de [xkxk+1] et 〈., .〉. de´signe le produit de Gromov : 〈a, b〉c =
1
2 [d(a, c) + d(c, b)− d(a, b)].
Prenons σ = δ(Γ)+2δ3 . La me´thode consiste a` montrer d’abord :
∀y ∈ Uk, Gδ(x0, y)Gδ(xk, xk) ≤ C0Gδ(x0, xk)Gσ(xk, y). (28)
Fixons R > 0 assez grand pour que e−(δ−σ)R+4δρK2 ≤ 1 ou` K est la
constante C de la proposition 2.
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Par l’hyperbolicite´ de XΓ/Γ, il existe D > R ne de´pendant que de XΓ/Γ et
de R telle que si y ∈ Uk+1 et d(y, xk+1) > D, alors B(y,R + R0) ⊂ Uk, ou` R0
est le rayon donne´ par la proposition 2 (ii).
Nous allons montrer (28) pour C0 = e
2δD, par re´currence sur k. Le cas k = 0
est trivial. Supposant (28) vraie pour k, conside´rons y ∈ Uk+1. Si d(y, xk+1) >
D, alors supp(Hδ,Ry ) ⊂ B(y,R+R0) ⊂ Uk graˆce a` la proposition 2 (ii), puis
Gδ(x0, y)G
δ(xk+1, xk+1) ≤ e2δρK
∫
Uk
Gδ(x0, y
′)dHδ,Ry (y
′)Gδ(xk, xk)
(proposition 2 (i) et (4))
≤ e2δρKC0Gδ(x0, xk)
∫
Gσ(xk, y
′)dHδ,Ry (y
′)
(par (28))
≤ e−(δ−σ)R+2δρKC0Gδ(x0, xk)
∫
Gσ(xk, y
′)dHσ,Ry (y
′)
(proposition 2 (iii))
≤ e−(δ−σ)R+2δρK2C0Gδ(x0, xk)Gσ(xk, y)
(proposition 2 (i))
≤ C0Gδ(x0, xk+1)Gσ(xk+1, y). ((4) et choix de R)
Si au contraire d(y, xk+1) ≤ D, on a, en utilisant (4),
Gδ(x0, y)G
δ(xk+1, xk+1) ≤ e2δDGδ(x0, xk+1)Gσ(xk+1, y). (29)
Nous avons donc e´tabli (28) a` l’ordre k + 1 a` partir de k, et finalement pour
tout k.
Nous allons maintenant de´duire (27) de (28).
Par le the´ore`me 3, il existe une mesure positive finie b sur XΓ/Γ telle que
‖RXΓ\ΓUk G˜δ,xny ‖ =
∫
Gδ(y, z)db(z) (30)
(dans notre analogie, b est (proportionnelle a`) la balaye´e de la masse de Dirac en
xn sur le comple´mentaire de Uk). De la meˆme fac¸on que dans la de´monstration
de la proposition 2 (ii), on voit facilement que b est porte´e par un R0-voisinage
uniforme du bord de Uk, c’est-a`-dire ∂R0Uk = {z ∈ Uk | d(z, ∂Uk) < R0}.
En utilisant le the´ore`me 3 (vu que x0 ∈ XΓ \ ΓUk) puis (28), il vient
Gδ(x0, xn)G
δ(xk, xk) ≤ C1
∫
∂R0Uk
Gδ(x0, z)db(z)G
δ(xk, xk)
≤ C2Gδ(x0, xk)
∫
∂R0Uk
Gσ(xk, z)db(z).
Or avec l’“e´quation re´solvante” (21), on voit facilement que pour tout z ∈ XΓ/Γ,
Gσ(xk, z) ≤ C3
∫
XΓ/Γ
Gσ(xk, y)G
δ(y, z)dλ(y) (31)
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(notez que Gδ(xk, z) ≤ C ′3
∫
B(xk,r0)
Gσ(xk, y)G
δ(y, z)dλ(y)). Par suite,
Gδ(x0, xn)G
δ(xk, xk) ≤ C4Gδ(x0, xk)
∫
XΓ/Γ
dλ(y)Gσ(xk, y)
∫
∂R0Uk
Gδ(y, z)db(z).
(32)
Si on applique de nouveau (28), mais pour la chaˆıne inverse xn, . . . , x0, avec
(XΓ/Γ)\Un, . . . , (XΓ/Γ)\U0 au lieu de U0, . . . , Un, on obtient pour tout y /∈ Uk,
Gδ(xn, y)G
δ(xk, xk) ≤ C5Gδ(xk, xn)Gσ(xk, y).
Avec les ine´galite´s de Harnack (4), on en de´duit que pour tout y ∈ ∂R0Uk,
Gδ(xn, y)G
δ(xk, xk) ≤ C5e(δ+σ)R0Gδ(xk, xn)Gσ(xk, y).
En vertu de (30) et du the´ore`me 3, il en re´sulte que pour tout y ∈ ∂R0Uk,∫
∂R0Uk
Gδ(y, z)db(z)Gδ(xk, xk) ≤ C6Gδ(xk, xn)Gσ(xk, y).
Avec (31), il vient enfin que pour tout y ∈ ∂R0Uk,∫
∂R0Uk
Gδ(y, z)db(z)Gδ(xk, xk) ≤ C7Gδ(xk, xn)
∫
XΓ/Γ
Gσ(xk, y
′)Gδ(y, y′)dλ(y′).
En appliquant alors le the´ore`me 6 (principe du maximum), puis encore (21), il
s’ensuit que pour tout y ∈ XΓ/Γ,∫
∂R0Uk
Gδ(y, z)db(z)Gδ(xk, xk) ≤ C8Gδ(xk, xn)
∫
XΓ/Γ
Gσ(xk, y
′)Gδ(y, y′)dλ(y′)
≤ C9Gδ(xk, xn)Gσ(xk, y).
Avec (32), cela entraˆıne
Gδ(x0, xn)G
δ(xk, xk)
2 ≤ C10Gδ(x0, xk)Gδ(xk, xn)
∫
XΓ/Γ
Gσ(xk, y)
2dλ(y).
(33)
Soit σ′ = 2δ(Γ)+δ3 . D’apre`s (21), on a∫
XΓ/Γ
Gσ(xk, y)
2dλ(y) ≤
∫
XΓ/Γ
Gσ
′
(xk, y)G
σ(xk, y)dλ(y) ≤ C11Gσ′(xk, xk).
(34)
Pour finir, (23) montre que Gσ
′
(xk, xk) ≤ C12Gδ(xk, xk). Avec (34) et (33),
la de´monstration est bien termine´e.
En poursuivant le programme de [2] (cf aussi [1]), nous e´tablissons a` par-
tir de la proposition pre´ce´dente l’identification ge´ome´trique de la frontie`re de
Martin avec le bord a` l’infini de XΓ/Γ suppose´ hyperbolique. A ce stade, la
de´monstration ne diffe`re plus gue`re des arguments ge´ne´raux donne´s dans [1], et
sera simplement esquisse´e pour la commodite´ du lecteur.
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The´ore`me 9. Supposons que XΓ ve´rifie le principe des ombres sur [δ(Γ), δ0]
ou` δ0 > δ(Γ), et que XΓ/Γ est hyperbolique au sens de Gromov.
Soit δ ∈]δ(Γ), δ0]. Alors la frontie`re de Martin F(Γ, δ) pour les densite´s
conformes invariantes par Γ de dimension δ est re´duite a` la frontie`re mini-
male (c’est-a`-dire a` l’ensemble E(Γ, δ) des densite´s ergodiques) et s’identifie
a` la frontie`re ide´ale de XΓ/Γ par l’application bijective ∂(XΓ/Γ) → E(Γ, δ),
ζ 7→ Gδ,ζ = lim
XΓ/Γ∋y→ζ
Gδ,y.
On obtient e´galement dans la de´monstration une estimation remarquable de
‖Gδ,ζx ‖ pour x sur un rayon ge´ode´sique minimisant [oζ) dans XΓ/Γ :
1
CGδ(o, x)
≤ ‖Gδ,ζx ‖ ≤
C
Gδ(o, x)
ou` C ne de´pend que de XΓ/Γ et δ.
De´monstration. On conside`re, pour ζ ∈ ∂(XΓ/Γ), l’ensemble Hζ des µ ∈ C(Γ, δ)
pour lesquelles tout point ζ ′ ∈ ∂(XΓ/Γ)\{ζ} admette un voisinage V dansXΓ/Γ
tel que ‖µx‖ ≤ CGδ(o, x) pour tout x ∈ XΓ/Γ ∩ V et une certaine constante C
ne de´pendant pas de x.
Prenons ζ ∈ ∂(XΓ/Γ), fixons un rayon ge´ode´sique minimisant g du point
o¯ = Γo a` ζ, et reprenons les notations de la de´monstration pre´ce´dente avec
x0 = o¯, x1, . . . e´quire´partis sur g avec d(xi, xi+1) = ρ, et les ouverts Uk, dont
les adhe´rences forment une base de voisinages de ζ. La proposition pre´ce´dente
nous donne la double ine´galite´ 27 avec y = xk, x /∈ Uk et z ∈ Uk+1, vu qu’un
(tout) segment ge´ode´sique de x a` z passe a` distance uniforme´ment borne´e de y
selon l’hypothe`se d’hyperbolicite´. En la combinant avec celle obtenue en prenant
x = o¯, il vient, pour tous k ∈ N, x /∈ Uk et z ∈ Uk+1,
1
C2
‖Gδ,xkx ‖ ≤ ‖Gδ,zx ‖ ≤ C2‖Gδ,xkx ‖. (35)
Si µ ∈ F(Γ, δ) est limite d’une suite de points deXΓ/Γ qui converge e´galement
vers le point ζ sur la frontie`re ide´ale, il suit de (35), que pour tous k ∈ N, x /∈ Uk,
1
C2
‖Gδ,xkx ‖ ≤ ‖µx‖ ≤ C2‖Gδ,xkx ‖, (36)
d’ou` µ ∈ Hζ .
Inversement, si µ ∈ Hζ , alors la re´duite de µ sur le comple´mentaire de Uk
est par de´finition de Hζ un potentiel (c’est-a`-dire une densite´ a` support dans
XΓ, ce qu’on voit en appliquant le the´ore`me 2) ; par inte´gration de (35), il en
re´sulte que µ satisfait a` (36).
Il est alors facile de voir que Hζ contient exactement un point (l’unicite´
repose sur le corollaire 1), puis que l’identification des frontie`res ide´ale et de
Martin a lieu.
9 Un proble`me ouvert.
L’e´tude pre´ce´dente a montre´ que la se´rie de Poincare´ ressemble fort a` un
noyau de Green, et meˆme, en faisant varier la dimension δ a` une re´solvante
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(localement bien suˆr). Aussi la question se pose-t-elle de savoir s’il existe un
ve´ritable noyau au sens de la the´orie du potentiel (voir [10])Gδ(x, y) par rapport
a` une certaine mesure sur XΓ/Γ tel que G
δ(x, y) ∼ Gδ(x, y) lorsque dΓ(x, y)→
∞ (de sorte que les harmoniques seraient conserve´es, ainsi que la frontie`re de
Martin). Par exemple, dans le cadre classique ou` X est le demi-plan de Poincare´
et Λ(Γ) le cercle a` l’infini, on peut proposerG1(x, y) =
∑
γ∈Γ− log tanh(d(x,γy)2 )
(c’est le noyau lie´ au laplacien).
Remarquons que nos e´nonce´s paraissent issus d’une discre´tisation grossie`re
d’un bon noyau Gδ(x, y), et qu’en effet nous avons souvent recouru a` une
discre´tisation dans nos de´monstrations. Pourtant, on sait qu’il est possible, dans
le cadre classique, de discre´tiser le laplacien sans inconve´nient (voir [4] qui fait
suite a` [1] et [14]).
Il est a` noter enfin que ce proble`me n’est pas re´solu par la me´thode de [9],
bien que le the`me commun soit de rapprocher mesures conformes et mesures
harmoniques.
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