Using N -body simulations with massive neutrino density perturbations, we detect the scaledependent linear halo bias with high significance. This is the first time that this effect is detected in simulations containing neutrino density perturbations on all scales, confirming the same finding from separate universe simulations. The scale dependence is the result of the additional scale in the system, i.e. the massive neutrino free-streaming length, and it persists even if the bias is defined with respect to the cold dark matter plus baryon (instead of total matter) power spectrum. The separate universe approach provides a good model for the scale-dependent linear bias, and the effect is approximately 0.25fν and 0.43fν for halos with bias of 1.7 and 3.5, respectively. While the size of the effect is small, it is not insignificant in terms of fν and should therefore be included to accurately constrain neutrino mass from clustering statistics of biased tracers. More importantly, this feature is a distinct signature of free-streaming particles and cannot be mimicked by other components of the standard cosmological model.
Massive neutrinos play an important role in cosmology. They contribute to the energy budget, which impacts the expansion history, and their large momenta prevent them from clustering along with cold dark matter (CDM) on scales smaller than their free-streaming length, λ fs . As a result, the growth of matter fluctuations becomes scaledependent, with fluctuations on sub-free-streaming scales growing more slowly. This effect suppresses the matter power spectrum for k > k fs ∼ 1/λ fs by an amount proportional to the fraction of the matter budget composed of neutrinos f ν [1, 2] . Since the neutrino abundance is fixed by the cosmology and deviations are well-constrained [3] , a detection of this effect determines the sum of the neutrino masses, m ν .
Scale-dependent growth of structure from neutrinos also fundamentally changes the way that the halo (or galaxy or cluster) density field traces the underlying matter distribution. The relationship between the two can be parameterized by a bias coefficient b, with δ h ∼ bδ c , where δ h is the halo number density contrast and δ c the CDM+baryon density contrast. In the standard ΛCDM cosmology, halo formation is completely local and this dictates that the bias approaches a constant on largescales [4] [5] [6] [7] . Neutrinos, however, can travel cosmological distances during structure formation. Consequently, the local gravitational dynamics of particles forming halos depends upon the history of neutrino density field out to extremely large scales. This fact allows the halo bias to become scale-dependent, where the scale introduced is the neutrino free-streaming scale. Since the bias is itself an observable, this effect offers another probe of m ν .
Scale-dependent bias generated by massive neutrinos was first predicted by Ref. [8] , and later measured in Nbody simulations using the separate universe technique in Ref. [9] . A related effect on the bias of cosmic voids was identified in Ref. [10] . The effect on halos has not yet been detected by any other neutrino simulation techniques for two main reasons. First, to robustly detect quantities of O(f ν ), a statistical error bar of O(f ν /5) is needed. This is challenging because current constraints on m ν correspond to f ν 0.01. Typically f ν is artificially boosted to increase the amplitude of neutrino effects by increasing the neutrino mass [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] , rather than the number density. This has the effect of pushing the free-streaming scale towards the nonlinear scale where there are other, more mundane, sources of scale dependence that are hard to disentangle. Second, since the bias effect arises from the sensitivity to neutrino perturbations at earlier epochs when the comoving freestreaming length was larger, very large volume simulations are needed. Specifically, for a relatively light neutrino mass (e.g. 0.05eV, which gives λ fs ∼ 200Mpc today) Gpc-scale simulations are needed. These simulations exist, but none of them have had the statistical power to detect this effect [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] .
In this letter, we perform simulations with neutrino density perturbations that meet the above requirements. The degenerate neutrino mass is set to m ν = 0.05eV, so that λ fs is large enough and the nonlinear contamination is limited. This choice also gives a free-streaming scale consistent with that from the minimal mass of the normal and inverted mass orderings, and expectations given current cosmological constraints ( m ν ≤ 0.12eV at 95% [3] ). To enhance f ν so that effects can be probed by a reasonable number of simulations, we increase the number of neutrino species to N ν = 28 to give f ν ≈ 0.1. 1 We set the size of the simulation box to L = 4000h Second, on the largest scales, radiation perturbations become important, and ignoring them will lead to incorrect growth (see, e.g. Ref. [31] ). To address these problems, we include neutrino and photon perturbations on grids in our gravity solver [32] . Concretely, the dynamics of the CDM+baryon field is carried out by Gadget-2 [33] , and we modify the particle-mesh (PM) potential as
Here, Φ bc is the CDM+baryon potential computed from the simulation particles, f x =ρ x /(ρ γ +ρ ν +ρ bc ), T x is the linear transfer function computed by CLASS [34, 35] , and we approximate the neutrino sound speed c 2 s,ν (a) ≈ρ ν (a)/Ṗ ν (a) [35, 36] . Since baryons are treated as CDM in simulations, hereafter CDM can refer to CDM+baryons. CDM particles are then displaced according to Φ tot , instead of Φ bc , to account for the photon and neutrino perturbations. We repeat the procedure at each time step for the long-range force calculation. The simulation initial conditions are set up using the Zel'dovich approximation [37] with the CDM+baryon linear power spectrum and the scale-dependent growth rate computed by CLASS at z i = 99. We set the number of particles sampling CDM+baryon perturbations and PM grids to be 1536 3 and 4096 3 , respectively. The accuracy of this approach relies on two assumptions. First, photon and neutrino perturbations are neglected on scales smaller than the PM grid size:
Mpc. This is a good approximation because the size of the PM grid is much smaller than the neutrino detected by a reasonable amount of simulations, and is small enough so that the neutrino effects are linear in fν . 2 One would have to wait until z ∼ 10 for half of the neutrino population to be non-relativistic (p 0.1mν , say); simulations with late starting redshifts will be inaccurate due to transients from initial conditions [30] , which may well be systematically different between simulations with and without massive neutrinos.
free-streaming scale and the photon free-streaming scale (the Hubble radius) at all redshifts of interest. Second, while linear photon and neutrino perturbations of mode k can affect the nonlinear evolution of CDM particles of the same k, nonlinear evolution of neutrino and photon perturbations is ignored. Relatedly, our calculation of the total potential assumes that the photon and neutrino perturbations have the same phases as CDM+baryon perturbations on all scales. By construction, for our neutrino mass λ fs ∼ 200Mpc today, which is large in comparison to the nonlinear scale (∼ 10Mpc) and also the Lagrangian radii of halos ( 10Mpc). At higher redshift, and for photons, the free-streaming scales are even larger, so corrections from the nonlinear photon and neutrino perturbations should be negligible. Moreover, it has been shown in Refs. [20, [38] [39] [40] [41] that neutrino clustering around halos is negligible as long as the individual neutrino masses have m ν 0.2eV. To check the performance of our modification, we compare the CDM+baryon power spectrum computed from simulations and CLASS at z = 1 and 0. On linear scales of 1.57 × 10
, the fractional difference is less than 0.5%, 3 which is smaller than the effect that we are targeting.
We identify halos using the Amiga Halo Finder [42, 43] . Since there are no neutrino particles in the simulations, halos are identified using CDM particles alone. We set the density threshold to ∆ = 200, and the minimum number of particles in halos to be 20. We split the dark matter halos between two catalogs: 2.75 ×
The halo bias is defined as
where P hc and P cc are respectively the halo-CDM and CDM-CDM power spectra measured from simulations. This definition greatly reduces the scale dependence of the bias in comparison with a bias defined with respect to the total (neutrino and CDM+baryon) matter density field [8, 21, 22, 44] . The alternative bias definition is appropriate when combining galaxy and lensing data and can provide additional constraints on neutrino mass [45] [46] [47] . In addition to the massive neutrino simulations, we also run simulations with a reference cosmology without (massive or massless) neutrinos. The rest of the procedures and cosmological parameters are identical to simulations with massive neutrinos. In particular, photon perturbations are included in the potential in eq. (1) and the scale-dependent CDM+baryon linear power spectrum and growth rate are used to set the initial conditions. Note that while we fix the value of σ 8 of the CDM+baryon power spectrum to be the same today for the two cosmologies, this does not make the two power spectra the same since they have different shapes. For a fixed σ 8 , the massive neutrino cosmology has a larger power spectrum for k k fs and a slightly smaller power spectrum on smaller scales. This difference makes the function σ(M h ), the variance of perturbations smoothed on scale R ∼ (M h /ρ c ) 1/3 , different at all redshifts, with the massive neutrino cosmology having a larger amplitude σ(M h ) at the high-mass end and smaller σ(M h ) at the low mass end. 4 As a result, halos of the same mass will have different abundances and different bias factors in each cosmology. Figure 1 shows the halo bias measured from 40 simulations with neutrinos (black circles) and without neutrinos (magenta triangles). The error bars show the error on the mean. From top to bottom the panels show the results for the halo catalogs of a low-mass bin at z = 0, a high-mass bin at z = 0, and a low-mass bin at z = 1. The error bars are much larger for high-mass halos at z = 1 due to their rarity, so we do not show the result. The most obvious feature in figure 1, is the difference in the overall amplitude of the bias between the two cosmologies. As discussed, this is to be expected from the difference in σ(M h ) and we find good agreement with numerical predictions for halo bias that take σ(M h ) as input (e.g. Ref. [48] ). In particular, the relative amplitude of σ(M h ) for the two cosmologies flips between lowand high-mass halos, resulting a change in bias amplitude seen in figure 1. The differences in the errors on the bias are also in agreement with the analytic calculations that take the stochasticity between the halo and matter fields to be inversely proportional to the number density of halos, giving σ 2 b ∝ 1/(nP cc ). For the halos in figure 1 , the difference in the power spectra dominates the difference in the error bars and our parameter choices give a larger P cc in the massive neutrino cosmology, resulting in smaller errors on the bias on these scales for both mass bins.
At present, the amplitude of the bias is not predicted with sufficient accuracy to extract reliable constraints on neutrino mass so it is usually treated as a free parameter in cosmological analyses. Given this, we move on to examine the scale dependence of the bias. At the highest k, the bias in both cosmologies has an upturn consistent with k 2 and k 4 bias terms [49, 50] , the amplitudes of which are also typically treated as free parameters that do not constrain cosmology [51] . The most interesting 
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FIG. 1. Halo bias measured from 40 simulations with (black circles) and without massive neutrinos (magenta triangles).
The errors bars show the error on the mean. From top to bottom: low-mass bin at z = 0, high-mass bin at z = 0, low-mass bin at z = 1. Each panel shows the best fits for the bias in the massive neutrino simulations using the scaleindependent (red solid) and scale-dependent (green dashed) models in eq. (3) and eq. (4). The blue dot-dashed lines show the best-fit bias for the no-neutrino simulations using the scale-independent model in eq. (3). The fits are performed within 1.57 × 10
The reduced χ feature in figure 1 , however, is the persistent difference in the k-dependence of the biases at larger scales (e.g. k ∼ 10 −3 − 10 −2 h Mpc −1 ). These scales are well into the linear regime and are therefore robust to nonlinear contamination and baryonic effects. We fit the measurements to two different bias models: (i) a model with scale-independent linear bias,
and (ii) a scale-dependent model
In both models there are three free parameters, b 1 , b k 2 , and b k 4 , each are fit separately for every mass bin, redshift, and cosmology. The factor f (k) in eq. (4) is a redshift-and cosmology-dependent function, taken from the separate universe prediction for how the local power spectrum changes in response to a long-wavelength CDM+baryon perturbation δ c (k) [9] . 5 Importantly, f (k) does not depend on the mass of the halos. Photon perturbations on horizon scales also introduce scale dependence to the bias; the physics is identical to that of massive neutrinos (the presence of a free-streaming length) but the amplitude is much smaller because of the smaller photon energy density so it can be neglected. In fitting the parameters in eqs. (3)- (4) we use 1.57 × 10 −3 ≤ k/(h Mpc −1 ) ≤ 5 × 10 −2 , and we have checked that our fits are insensitive to the precise vale of k max .
The red solid and green dashed lines show the best-fit models of scale-independent and scale-dependent linear bias to the simulations with massive neutrinos, respectively. The blue dot-dashed line displays the best-fit model of the scale-independent linear bias for the simulations without neutrinos. In the legend we show the reduced χ 2 ν values from the fit, which are computed using the variance only, as we do not have enough simulations to precisely measure the covariance matrix. We expect the covariance matrix to be highly diagonal on scales larger than 0.05h Mpc −1 , but the reduced χ 2 ν values may be slightly underestimated. Thus, these numbers can serve as a guide to the goodness-of-fit, but they should not be used to compute p-values. We first examine the result for the massive neutrino simulations. It is clear, both visually and quantitatively through χ 2 ν , that for all halo catalogs, the scale-dependent linear bias model is a better fit to the data than the scale-independent linear model for simulations with massive neutrinos. We emphasize that even if the halo bias is defined with respect to the CDM+baryon power spectrum, instead of total matter power spectrum as suggested by Refs. [21, 22] , the scale dependence persists and extends to scales where nonlinearities are truly negligible. This is the first time that scale-dependent linear halo bias is detected in simulations with massive neutrino perturbations, hence further confirming the finding from separate universe simulations [9] . While we do not have measurements on scales larger than ∼ 10 −3 h Mpc −1 , we nevertheless show the prediction for the scale-dependent bias there to illustrate that it ultimately approaches a constant with k, on scales where neutrinos have always clustered in the same way as CDM and baryons.
We next examine the results for the simulations without neutrinos. In all cases, the halo bias is statistically consistent with being scale independent. More importantly, as we move to larger scales, the data points become flatter, suggesting that there are no spurious scaledependent features on the largest scale in our simulations.
The presence of the scale-dependent linear halo bias calls for more accurate modeling to extract neutrino information from the clustering statistics of biased tracers. The separate universe calculation, which provides a good model for the halo bias measured from our simulations, predicts that b 2 , the neutrino effect will be doubled at the leading order compared to the raw bias. The effect is therefore small, but not negligible in terms of f ν and there are important consequences. First, since the scale dependence of the linear bias is opposite to that of the CDM+baryon power spectrum (an increase, as opposed to suppression at higher k), ignoring it can lead to an underestimation of f ν . Second, since the size of the effect depends on both f ν and b 1 , it introduces a degeneracy between those parameters, which can degrade the constraints on f ν . On the other hand, this scale-dependent linear bias is a distinct signature of free-streaming particles that can exist only if there is an additional scale in the system. In the standard cosmological model, only massive neutrinos provide this largescale characteristic length and so this signature offers a smoking gun for their detection.
Neutrinos also imprint a characteristic signature on the power spectrum: the change in the amplitude across the free-streaming scale. Yet detecting this signature is challenging because cosmic variance fundamentally limits the precision of measurements of the power spectrum on large scales. In contrast, measurements of a deterministic linear bias as seen in figure 1 are not limited by cosmic variance, but by the stochasticity between halos and the CDM+baryon field, which is thought to be small for halos of very high number density [52] . A detection of scaledependent bias is therefore possible with even a small number of Fourier modes spanning the transition scales in figure 1 [45] . Moreover, the dependence of this effect on b 1 allows for constraints on m ν to be extracted from the ratio of the bias factors of two different galaxy populations within a single survey. Surveys that aim to constrain the bias at horizon-scales to study primordial physics may be of relevance [53] .
Finally, we note that the separate universe formalism used to predict f (k) in eq. (4) and figure 1 also predicts a scale-dependent feature in the squeezed-limit bispectrum [9, 54] . Unfortunately that signal is much smaller and we estimate that roughly 10× more simulations are needed to confirm a detection.
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