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Kapitel 1EinfuhrungKristalle haben wegen ihrer regelmaigen Gestalt und Symmetrie schon immer eine be-sondere Faszination ausgeubt. Der Begri der Symmetrie spielt nicht nur bei der Untersu-chung von Festkorpern und der Berechnung ihrer Eigenschaften, sondern in der gesamtenTheoretischen Physik eine zentrale Rolle. Der strukturelle Aufbau von Festkorpern latsich durch zwei Grenzmodelle beschreiben. Kristalle besitzen Orientierungs- und Transla-tionsfernordnung und lassen sich mit Hilfe von mit Atomen dekorierten Elementarzellenbeschreiben. Amorphe Stoe sind demgegenuber regellos aufgebaut, wobei lediglich Korre-lationen zwischen nachsten Nachbaratomen von Bedeutung sind. Besonders einfach lassensich beide Stogruppen mittels Beugungmethoden unterscheiden. So besitzen amorpheStoe in der Regel nur wenige, breite Korrelationspeaks, wahrend Kristalle ausgedehnteBeugungsmuster mit scharfen Reexen zeigen. Die Translationsinvarianz bei den Kristal-len schrankt ferner die Anzahl der auftretenden Symmetrieelemente ein. So ndet man beiden 230 kristallographischen Raumgruppen nur zwei-, drei-, vier- und sechszahlige Dreh-achsen. Die Anwesenheit funfzahliger oder ikosaedrischer Symmetrien in Kristallen wurdeimmer fur unmoglich gehalten. Obwohl Molekule mit funf-, sieben- oder hoherzahligenAxialsymmetrien existieren, liegt der Grund hierfur in der Unmoglichkeit, den gesamtenzur Verfugung stehenden Raum mit geometrischen Figuren zu fullen, die eine solche Sym-metrie besitzen. Es ist beispielsweise unmoglich, einen Fuboden mit regularen Funfeckenoder Siebenecken so zu parkettieren, da keine Lucken im Belag auftreten. Allerdings sindin einigen metallischenGlasern ikosaedrische Koordinations-Cluster energetisch besondersstabil.Vollig uberraschend und unerwartet war dann die Arbeit von Shechtman et al.[SBGC84], welche die Entdeckung einer metallischen Phase mit scharfen Beugunglinieneiner ikosaedrischen Symmetrie schilderte, die unvereinbar mit den bisher bekannten peri-odischen Kristallstrukturen war. Eine sehr schnell abgeschreckte Al6Mn-Legierung hattenicht wie erwartet eine amorphe, sondern unter reproduzierbaren Versuchsbedingungeneine ikosaedrische Struktur ausgebildet. Auch in ihren physikalischen Eigenschaften un-terscheiden sich diese Legierungen sowohl von Metallen, als auch von Glasern [Poo92].Zur Erklarung der scharfen Beugungslinien wurde von Shechtman et al. ein "RandomPacking\-Modell als Strukturmodell vorgeschlagen. Die Random Packing- oder ikosaedri-schen Glas-Modelle unterscheiden sich im wesentlichen von den bisher bekannten Glasernin der Eigenschaft, da die Atompositionen zwar regellos angeordnet sind, die Bindungen3
4 KAPITEL 1. EINFUHRUNGjedoch eine weitreichende ikosaedrische Ordnung aufweisen. Durch diese Bindungsordnungerhalten die Random Packing-Modelle einen so hohen Grad an Ordnung, da deren Struk-tur keineswegs nur Beugungsringe wie amorphe Materialien, sondern erstaunlich scharfeBeugunglinien ermoglicht. Das Gitter wird mit Hilfe ikosaedrischer Cluster zusammen-gesetzt. Neu hinzukommende Ikosaeder werden so eingefugt, da die Symmetrieachsenparallel zueinander liegen. Ansonsten kann die Anordnung der Cluster rein zufallig erfol-gen.In fast gleichzeitig erscheinenden Arbeiten wurde zur Beschreibung der Struktur derAl6Mn-Legierung von Levine und Steinhardt [LS84] sowie von Kramer und Neri[KN84] ein Quasikristall-Modell entwickelt. Sie konstruierten eine ikosaedrische, quasiperi-odische Raumfullung, welche die scharfen Beugungslinien der Al6Mn-Legierung beschrei-ben konnte. Im Unterschied zu den bis dahin bekannten Kristallen sind in Quasikristal-len die Atome nicht in periodisch wiederkehrenden Elementarzellen angeordnet. Dennochist im Quasikristall die Lage jedes Gitterpunktes durch die Konstruktionsvorschrift ein-deutig festgelegt. Das Quasikristall-Modell ermoglicht das Auftreten kristallographischerSymmetrien, die unvereinbar mit einer periodischen Struktur sind. So konnen neben derikosaedrischen Symmetrie in einigen Legierungen auch oktagonale, dekagonale und dode-kagonale Symmetrien beobachtet werden. Eine anschauliche Einfuhrung in das Gebiet derQuasikristalle und ihrer moglichen Strukturmodelle bietet der Artikel von Greis [Gre90]und das Buch von Hippert und Gratias [HG94].Schon einige Zeit vor Entdeckung der Quasikristalle wurde erstmals von Penrose[Pen74] gezeigt, da eine vollstandige Bedeckung einer Ebene mit funfzahliger Symmetriedurchgefuhrt werden kann, obwohl dies den klassischen kristallographischen Symmetrienwiderspricht. Mit zwei Arten von Vierecken, einem "Drachen\ und einem "Pfeil\, erhielter durch Anbauregeln ein quasiperiodisches Muster mit einer lokalen funfzahligen Sym-metrie. Im Jahre 1975 hatte Ammann [Gar89, GS87] dreidimensionale "ikosaedrische\Analoga zu Penroses funach-symmetrischen Parkettierungen der Ebene gefunden. Al-ternativ konnen zur Konstruktion des Penrosemusters auch zwei unterschiedliche Rauten[Pen79] verwendet werden. Mackay [Mac82] konnte zeigen, da auch der dreidimen-sionale Raum mit zwei Rhomboedern quasiperiodisch ausgefullt werden kann, was eineErweiterung des Penrosemusters auf die dritte Raumdimension darstellt.In der Zwischenzeit wurde eine Vielzahl weiterer quasikristalliner Legierungen aus zweioder mehr Komponenten mit nahezu allen Metallen des Periodensystems hergestellt. Anvielen lassen sich Phasenubergange zwischen der ikosaedrischen und der amorphen Phasebeobachten. Von einigen Quasikristallen, wie z.B. GaMgZn- und AlCuFe-Legierungen,nimmt man an, da sie zumindest als Hochtemperaturphasen thermodynamisch stabilsind. Im Zusammenhang mit dem vollig neuen Strukturaufbau der Quasikristalle sindbesonders folgende Fragestellungen von Interesse: Welche Struktur liegt den Quasikristallen zugrunde, und wie kann sie mit Atomendekoriert werden? Auf welche Weise ndet ein Wachstumsproze bei Quasikristallen statt? Wie sehen Phononen- und Elektronenspektren von Quasikristallen aus?
Kapitel 2QuasikristalleObwohl erst etwa 10 Jahre seit der Entdeckung der Quasikristalle vergangen sind, existiertschon vielfaltige Literatur uber das Gebiet der Quasikristalle. Umfangreiche Literaturli-sten konnen den Ubersichtsartikeln von Janot und Dubois [JD88], Janssen [Jan88],Bottger und Kassner [BK91] sowie Goldman und Kelton [GK93] entnommenwerden. Wertvoll sind ebenfalls die Zusammenstellung von Steinhardt und Ostlund[SO87], die Nachdrucke samtlicher bis zum Februar 1987 erschienener Artikel uber quasi-periodische Systeme enthalt, und die Bucher von Di Vicenzo und Steinhardt [DS91]und Hippert und Gratias [HG94] mit einer Vielzahl an Ubersichtsartikeln.2.1 Der Begri des QuasigittersIm folgenden wird das Gitter, das einem Quasikristall zugrunde liegt, als Quasigitterbezeichnet, ohne eine konkrete Dekoration des Gitters mit Atomen anzunehmen. Dieerste Denition eines Quasigitters erfolgte bei Levine und Steinhardt [LS86]:Denition: Ein Quasigitter besitzt die folgenden Eigenschaften: Es liegt eine quasiperiodische Translationssymmetrie des Gitters vor, imUnterschied zu den periodischen Kristallen. Das Quasigitter besitzt eine perfekte weitreichende Bindungsordnung derArt, da alle Bindungen zu den nachsten Nachbarn entlang der Achseneines nicht notwendigerweise regelmaigen Sterns angeordnet sind. Die Abstande zwischen den Gitterpunkten sind durch ein von Null ver-schiedenes Minimum und ein endlich groes Maximum begrenzt.Quasiperiodizitat tritt unter anderem bei der Betrachtung inkommensurabler Funk-tionen auf. Ein Beispiel ist die Funktion f(x) = cos (x) + cos(x) als Summe zweiertrigonometrischer Funktionen, deren Perioden im irrationalen Verhaltnis  zueinanderstehen, so da die Funktion f keine endliche Periodenlange mehr besitzt. Jede irrationaleZahl kann durch einen irreduziblen Quotienten zweier ganzer Zahlen approximiert werden.5




R2Abbildung 2.1: Dicker (R1) und dunner (R2) Rhombus des Penrosemusters.Das dreidimensionale Quasigitter mit ikosaedrischer Symmetrie vonMackay [Mac82,LS84, KN84, Mac87] kann als eine einfache Erweiterung des Penrosemusters auf drei

























pppppppppppppppProlates Rhomboeder Oblates RhomboederAbbildung 2.2: Rhomboeder des ikosaedrischen Quasigitters. Die Diagonalen derRhomboeder, die dreizahlige Symmetrieachsen bilden, sind durch die gepunktetenLinien dargestellt.2.1.2 Eigenschaften quasiperiodischer GitterIm Gegensatz zu den periodischen Gittern konnen aufgrund der quasiperiodischen Trans-lationssymmetrie die Eigenzustande in einemQuasigitter nicht durch das Blochsche Theo-rem2 beschrieben werden. Eine Art von "schwacher\ Periodizitat im Quasigitter wirdallerdings durch Conways Theorem [Gar77, Pen79] deniert:Conways Theorem: In einem quasiperiodischen Gitter wiederholt sich einendliches lokales Muster mit dem Durchmesser D mindestens einmal innerhalbeines Abstandes von 2D.Die Anzahl verschiedener Realisierungen eines bestimmten Quasigitters ist nicht-abzahl-bar unendlich gro. Zwei Realisierungen sind dann in diesem Zusammenhang verschie-den, wenn sie durch Transformationen wie z.B. Rotationen oder Translationen, welchedie Abstande unverandert lassen, nicht aufeinander in Deckung gebracht werden konnen.Obwohl sie nicht deckungsgleich (kongruent) sind, zeigen sie andererseits in lokalen Berei-chen die gleichen Punktumgebungen. Solche Realisierungen stehen in einem lokal isomor-phen Verhaltnis zueinander; man sagt, sie gehoren derselben Klasse lokaler Isomorphie1Siehe Abb. 4.6 auf S. 46.2Alle Eigenfunktionen des Hamiltonoperators in einem periodischen Potential der Periode a mitrn = na 8n 2 IN konnen mit einer periodischen Funktion uk(x + rn) = uk(x) auf die Form	(x) = uk(x) exp (ikx) gebracht werden.
8 KAPITEL 2. QUASIKRISTALLE(LI-Klasse) eines bestimmten Quasigitters an. In ihren physikalischen Eigenschaften sindQuasikristalle der gleichen LI-Klasse nicht unterscheidbar.Eine weitere wichtige Eigenschaft des Penrosegitters und des ikosaedrischen Quasi-gitters ist ihre Selbstahnlichkeit. Mit Hilfe einer Deations-Inations-Vorschrift [Gar77,YYZY92] lassen sich die Quasigitter auf einer kleineren bzw. groeren Langenskala repro-duzieren. Bei der Deation des Penrosegitters in Abb. 2.3 wird ein dicker Rhombus R1 inzwei dicke und einen dunnen Rhombus (R1 ! 2R1 + R2), und ein dunner Rhombus R2in einen dicken und einen dunnen Rhombus (R2 ! R1 + R2) unterteilt, so da sich beifortschreitender Deation fur die Anzahl beider Rhomben eine Fibonacci-Folge ergibt.R1#R2 + 2R1#3R2 + 5R1#8R2 + 13R1#21R2 + 34R1...Abbildung 2.3: Deations-Inations-Vorschrift des Penrosegitters.2.1.3 Projektionsmethode und PhasonenDie Struktur von Quasigittern kann mittels periodischer Gitter in hoherdimensionalenRaumen beschrieben werden. Im Projektionsformalismus vonKramer und Neri [KN84]gewinnt man ein d-dimensionales Quasigitter aus einem n-dimensionalen, euklidischenHyperraum IEn mit n > d. In diesen Raum wird ein einfach kubisches Hypergitter ZZnkonstruiert und orthogonal auf eine d-dimensionale Hyperebene ET projiziert. Die untereGrenze der Dimension n ist durch die Symmetrie des d-dimensionalen Quasigitters fest-gelegt, denn die Symmetriegruppe des hyperkubischen Gitters mu die Symmetrien desQuasigitters enthalten. Eine allgemeinere Projektionsmethode wird im Artikel von Du-neau und Katz [DK85] beschrieben. Umfangreiche Darstellungen uber die Konstruktionein- bis dreidimensionaler Quasigitter und deren Eigenschaften ndet man in der Diplom-arbeit von Zoglauer [Zog86]. Im einfachsten Fall benotigt man fur die Konstruktioneines eindimensionalen Quasigitters einen zweidimensionalen Hyperraum. Die Projektioneines Quadratgitters auf eine Gerade ist in Abb. 2.4 dargestellt.Die Punkte des Quadratgitters liegen in der Ebene auf allen ganzzahligen Koordi-naten. Wenn das ZZ2-Koordinatensystem um einen Winkel  gedreht wird, erhalt manein neues Koordinatensystem. Es besteht aus zwei eindimensionalen Teilraumen, die man
2.1. DER BEGRIFF DES QUASIGITTERS 9
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"BBBM  = arctan 1=E2S sin cosAbbildung 2.4: Projektionsformalismus im zwei-dimensionalen Raum zur Kon-struktion einer quasiperiodischen Fibonacci-Kette mit zwei unterschiedlichenStrecken der Lange cos und sin.mit ET bzw. E? bezeichnet. T steht dabei fur "tiling\ nach dem englischen Wort furParkettierung in Anlehnung an die Rautenbelegung des ebenen Penrosemusters, und ?kennzeichnet den senkrecht dazu stehenden Raum. Um das Quasigitter zu konstruieren,werden alle Punkte des Quadratgitters orthogonal auf die Tilinggerade ET projiziert. ImFalle einer irrationalen Steigung tan kommen keine zwei projizierten Punkte aufeinanderzu liegen, so da die Punkte nach der Projektion die Tilinggerade dicht fullen. Weil mandamit noch kein Quasigitter erhalt, mu die Zahl der projizierten Punkte noch in geeig-neter Weise reduziert werden. Durch Verschieben des Einheitsquadrates E2 parallel zurProjektionsgeraden wird ein Streifen S aus der zweidimensionalen Ebene herausgeschnit-ten. Die Punkte des Quadratgitters innerhalb des Streifens bilden eine Treppe. Um dieTreppe in eindeutiger Weise denieren zu konnen, darf nur einer der Rander des Streifenseingeschlossen, der andere mu ausgeschlossen werden. Die senkrechten und die waage-rechten Abschnitte der Treppe werden durch die Seiten des Einheitsquadrates gebildetund folgen quasiperiodisch aufeinander. Werden sie auf die Tilinggerade projiziert, erhaltman zwei unterschiedlich lange Strecken der Lange cos und sin, die ebenfalls in ei-ner quasiperiodischen Folge auf der Tilinggeraden angeordnet sind. Ist die Steigung tangleich dem goldenen Schnitt  oder dessen Kehrwert 1= , bezeichnet man das eindimensio-nale Quasigitter als Fibonacci-Kette. Seine Quasiperiodizitat ist eine direkte Konsequenzder irrationalen Steigung der Tilinggeraden.Um ein ebenes Quasigitter pentagonaler Symmetrie wie das Penrosegitter zu kon-struieren, wahlt man n = 5 und d = 2 fur die Raumdimensionen. Anstelle zweier unter-
10 KAPITEL 2. QUASIKRISTALLEschiedlich langer Abschnitte erhalt man im Penrosemuster einen breiten und einen spitzenRhombus3 als Projektionen der vierdimensionalen Hyperkubusachen. Im Penrosemustertritt die goldene Zahl  unter anderem im Verhaltnis der Diagonalen zur Kantenlangeder Rhomben auf. In dreidimensionalen ikosaedrischen Quasigitter ist n = 6 und d = 3.Die Bauelemente sind nun ein dickes und ein dunnes Rhomboeder4 als Projektionen derfunfdimensionalen Hyperkubusachen.Rationale ApproximationMit dem oben geschilderten Konstruktionsverfahren erhalt man problemlos unendlichausgedehnte Quasigitter. In der numerischen Berechnung konnen dagegen nur endlicheAusschnitte behandelt werden. Beschrankt man sich auf endliche Ausschnitte des un-endlichen Gitters, verbleiben oene Rander, an denen sich Oberacheneekte storendbemerkbar machen konnen. Oftmals ist es deshalb gunstiger, periodische Randbedingun-gen einzubauen, unter denen sich der endliche Ausschnitt in regelmaigen, periodischenAbstanden fortsetzt. Da aber Quasigitter per Denition nichtperiodisch sind, mu dieProjektionsmethode entsprechend modiziert werden.Die Projektionsgerade wird mit demselben Winkel festgehalten, mit dem das Quasi-gitter erzeugt wurde. Die irrationale Steigung ist weiterhin notwendig, damit die Geo-metrie der Tilingelemente dieselbe wie im quasiperiodischen Fall bleibt. Die Projektionder Quadratgitterpunkte entlang E? erfolgt somit unverandert in dieselbe Richtung. DerStreifen S wird aber nicht mehr parallel zur Projektionsgeraden erzeugt, sondern ihmwird eine rationale Steigung gegeben. Dadurch ist die vom Streifen eingefate Treppeund die Anordnung der projizierten Treppenstucke periodisch. Wird die rationale Stei-gung des Streifens immer besser durch die Fibonacci-Folge (2.1) approximiert, nahertsich der Streifen zunehmend der irrationalen Steigung der Projektionsgeraden an. Dieso erzeugten rationalen approximierten Fibonacci-Ketten konnen durch Angabe der bei-den Fibonacci-Zahlen (an+1; an) charakterisiert werden. Verwendet man immer groereFibonacci-Zahlen, verbessert sich die rationale Approximation (2.2) zunehmend und diePeriodenlange der "Quasigitter-Einheitszelle\ wachst an.Phasonen und LI-KlassenPhasonen sind elementare Anregungen, die in quasiperiodischen Systemen neben den vonKristallen her bekannten Phononen auftreten. Eine ausfuhrliche Darstellung der Phasonenndet man in der Diplomarbeit von Bohsung [Boh87]. Der Begri des Phasons lat sichanschaulich am Beispiel einer Fibonacci-Kette erlautern.Ein gleichmaiges Verschieben des Streifens in Abb. 2.4 entlang der Projektionsebenebewirkt nur eine raumliche Translation des Quasigitters. Wird ein einzelner Quadratgit-terpunkt im Streifen parallel zur Projektionsgeraden verschoben, erhalt man eine phono-nenartige Anregung des Quasigitterpunktes in Analogie zu den periodischen Kristallen.3Siehe Abb. 2.1 auf S. 6.4Siehe Abb. 2.2 auf S. 7.
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""""@@@@@I2 1Abbildung 2.5: Erzeugen eines Phasons beim Verschieben des Streifens orthogo-nal zur Projektionsebene durch Vertauschen eines langen und kurzen Abschnittesim Quasigitter.Wird der Streifen andererseits in eine Richtung bewegt, die senkrecht zur Projektions-ebene steht, werden einige Quadratgitterpunkte den Streifen verlassen, wahrend neue inden Streifen hinzukommen. Schon ein innitesimales Verschieben des Streifens senkrechtzur Projektionsebene wie in Abb. 2.5 sorgt dafur, da innerhalb des Streifens der Qua-dratgitterpunkt 1 gegen Punkt 2 ausgetauscht wird, was sich in der Projektionsebene alsein sprungartiges Vertauschen eines kurzen mit einem langen Abschnitt der Fibonacci-Kette niederschlagt. Ein solcher Wechsel bleibt innerhalb eines lokalen Bereiches zweierAbschnitte beschrankt. Im Unterschied zu einem Phonon wird diese Art der AnregungPhason genannt. Im Falle eindimensionaler Quasigitter andert sich die LI-Klasse nicht,das neue Quasigitter bleibt zum ursprunglichen lokal isomorph.Bei dem "Phasonenip\ im Penrosegitter in Abb. 2.6 tauschen die Rhomben innerhalbeines Sechsecks aus entweder zwei dicken und einem dunnen oder einem dicken und zweidunnen Rhomben ihre Platze untereinander; im ikosaedrischen Quasigitter tauschen zweioblate und zwei prolate Rhomboeder, die zusammen ein Dodekaeder bilden, ihre Platze.Man erhalt dadurch Punktumgebungen, die im ursprunglichen Quasigitter nicht auftreten,auch die Anbauregeln5 sind nicht mehr gultig. Da zur Konstruktion des Penrosegittersein funfdimensionales Einheitsgitter verwendet wird, obwohl schon ein vierdimensiona-les ausreichen wurde [Jan88], kann durch geeignetes Verschieben des gesamten Streifenssenkrecht zur Projektionsebene die LI-Klasse des zweidimensionalenQuasigitters geandert5Siehe Abb. 2.1 auf S. 6.
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Abbildung 2.6: Phasonen im Penrose- und ikosaedrischen Gitter.werden. EinWechsel der LI-Klasse entspricht damit demEinbau von Phasonen an denier-ten Stellen des Penrosegitters. Im Muster treten dann beispielsweise Punktumgebungenmit zehnzahliger Symmetrie auf, die im ursprunglichen Penrosemuster nicht vorhandensind6.Stochastische Deformationen des Streifens durch ein ungleichmaiges Verschieben kon-nen die ursprungliche quasiperiodische Ordnung des Quasigitters zerstoren. Das Quasi-gitter setzt sich dann zwar weiterhin aus den ursprunglichen Bausteinen zusammen, dochihre raumliche Anordnung ist nun rein zufallig. Zum Teil bleiben auch die ursprunglichenlokalen Anordnungen erhalten, aber es kommen auch durch die Anbauregeln nicht erlaubteKongurationen der Quasigitter-Bausteine hinzu. Ein Beispiel ist das Auftreten von dreider langen Abschnitte direkt hintereinander in einer Fibonacci-Kette. Die so erzeugtenGitter werden aufgrund ihrer zufalligen Anordnung auch "Random Tiling\-Gitter (RTL)genannt.2.2 Elektronische Struktur und TransportIn den Ubersichtsartikeln von Poon [Poo92] und Berger [Ber94] sind die experimen-tellen Ergebnisse uber die elektronischen Eigenschaften von Quasikristallen ausfuhrlichdargestellt. Eine gute Zusammenfassung uber theoretische Ansatze und Rechnungen zurelektronischen Struktur kann man den Ubersichtsartikeln von Bottger und Kasner[BK91], Mayou [May94] und Sire [Sir94] entnehmen.2.2.1 Experimentelle ErgebnisseDas fundamentale Problem bei der Beschreibung der physikalischen Eigenschaften vonQuasikristallen und ihren Approximantenphasen ist, ob das Propagieren der Elektronendurch eine metallische Bandleitung oder durch ein "hopping\, wie es in dotierten Halb-leitern vorliegt, erfolgt, oder gar ein anderer Mechanismus zugrunde liegt. Erste Unter-suchungen des Elektronentransports in Quasikristallen zeigten das Verhalten metallischerGlaser, deren hohe spezische Widerstande in der Groenordnung von 100
cm liegen,6Siehe Abb. 4.4 auf S. 42.
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Abbildung 2.7: Elektrische Leitfahigkeit von AlCuFe-Quasikristallen in Abhan-gigkeit von der Temperatur fur eine ikosaedrische i-Phase und rhomboedrisch ap-proximierte R-Phase nach Berger et al. [BMCL+93]. Im kleinen Diagrammsind die Ergebnisse fur eine kristalline !-Phase dargestellt.und die einen kleinen negativen Temperaturkoezienten besitzen. Selbst amorphe metal-lische Legierungen ahnlicher Zusammensetzung besitzen oftmals viel kleinere spezischeWiderstande als quasikristalline Systeme.Dieses Verhalten spiegelt aber vor allem eine strukturelle Unordnung der Quasikri-stalle wieder, die auch in der Linienverbreiterung der Rontgenstreuung sichtbar ist. Stabi-le, nahezu defektfreie ikosaedrische Phasen wie z.B. AlFeCu-Legierungen, die eigentlichden elektrischen Strom sehr gut leiten sollten, besitzen einen unerwartet hohen elektri-schen Widerstand. In diesen Phasen steigt mit zunehmender struktureller Ordnung derspezische Widerstand enorm an, bis zu Werten von 10000
cm. Auerdem nimmt indiesen Legierungen die elektrische Leitfahigkeit, wie in Abb. 2.7 zu sehen, mit steigenderTemperatur zu, wie es auch in dotierten Halbleitern beobachtet wird. Anomalien in ande-ren Transportgroen, wie dem Halleekt und der Thermokraft, legen die Existenz einerBandlucke oder zumindest einer starken Absenkung in der elektronischen Zustandsdichte,einer Pseudobandlucke, an der Fermi-Energie nahe.Die entscheidende Fragestellung nach der Ursache des hohen Widerstandes ist, ob dieungewohnlichen Transporteigenschaften aus der Streuung an der quasiperiodischen Struk-tur resultieren oder durch die lokale ikosaedrische Struktur der Quasikristalle bedingt sind.Die hohen elektrischen Widerstande konnen in diesem Fall durch den Hume-Rothery-Mechanismus eines nahezu freien Elektronensystems erklart werden [May94]. Durch die
14 KAPITEL 2. QUASIKRISTALLEBeruhrung der Fermioberache im reziproken Raummit einer Quasi-Brillouinzonengrenzewird die elektronische Zustandsdichte an der Fermi-Energie abgesenkt und damit die An-zahl der Ladungstrager verringert [SA87, FY91, HK92b, HK92a]. Durch diesen Mecha-nismus wird gleichfalls die quasikristalline Struktur stabilisiert. Obwohl in aperiodischenKristallen keine Brillouinzone deniert werden kann, deutet unter anderem die experi-mentelle Evidenz eines Hume-Rothery-Mechanismus auf die Existenz von "Quasizonen\[NA90] hin. Aufgrund der hohen Symmetrie der Ikosaedergruppe, die der Kugelsymme-trie sehr ahnlich ist, ist dieser Mechanismus in ikosaedrischen Quasikristallen besonderswirksam.Eine andere Erklarung der elektronischen Eigenschaften beruht darauf, da die mei-sten Quasikristalle Ubergangsmetalle enthalten, die einen starken Einu auf die elek-tronischen Eigenschaften haben. Deren d-Orbitale sind grotenteils am Ubergangsmetall-atom lokalisiert und liegen mit ihrer Ausdehnung zwischen den Kernzustanden und densp-Valenzorbitalen. Ublicherweise werden in theoretischen Rechnungen sp-Orbitale alsebene Wellen und die d-Orbitale als lokalisierte Atomorbitale angesetzt. ExperimentelleBefunde [Poo92, BMCL+93] deuten auf eine notwendige Erweiterung des Hume-Rothery-Mechanismuses mit einer sp-d-Hybridisierung hin.2.2.2 Theoretische und numerische RechnungenDie am besten untersuchten Quasigitter sind eindimensionale aperiodische Ketten vonAtomen, vor allem Fibonacci-Ketten. An ihnen lassen sich wegen der Beschrankung aufeine Dimensionen auch analytische Rechnungen durchfuhren. Zur Ermittlung elektro-nischer Zustandsdichten werden allerdings im Normalfall wieder numerische Verfahrenangewendet. Sehr oft wird wie z.B. bei Kohmoto et al. [KST87] als Grundlage ein"tight binding\-Modell mit zwei verschiedenen Transferelementen verwendet. Dieses Mo-dell hat unter anderem den Vorteil, da die Berechnungen mit Hilfe der Transfermatrix-Methode durchgefuhrt werden konnen. Interessant ist dabei, da sich in der Zustands-dichte Selbstahnlichkeiten nden lassen, die vermutlich auf der Selbstahnlichkeit derFibonacci-Ketten beruhen. In jedem noch so kleinen Bandintervall lassen sich Bandluckennden, so da man von einem Cantor-Spektrum fur die elektronische und phononischeZustandsdichte [BK90b] ausgehen kann. Verschiedene Arbeiten [FKT89, BK90a, NN90,ZYYY+93] weisen auf die Existenz sowohl ausgedehnter als auch lokalisierter Zustande,sowie auf kritische, multifraktale Zustande hin. Ahnliche Ergebnisse erhalt man auch imHarper-Modell, einem "tight binding\-Hamiltonoperator mit einem quasiperiodischen Po-tential Vn =  cos (2an) [OP84, EE91, PVV92]. Durch Variation von  und  kann einMetall-Isolator-Ubergang von ausgedehnten zu lokalisierten Zustanden bewirkt werden.Im Unterschied dazu ist noch wenig uber die Konsequenzen der Quasiperiodizitat inzwei und drei Dimensionen bekannt. Sowohl die Transfermatrix-Methode als auch dieRenormierungsgruppen-Transformationen des Hamiltonoperators eindimensionaler Qua-sigitter lassen sich nicht ohne weiteres auf hohere Dimensionen ubertragen, da die ein-fache Ination des Gitters die Wechselwirkung in hohere Dimensonen expandiert. DieRenormierungsgruppen-Methoden[YYZY92, YN93, NBW94] sind sehr gut zur Berech-nung lokaler Zustandsdichten geeignet. Sowohl das Einbetten der elektronischen Zustande
2.2. ELEKTRONISCHE STRUKTUR UND TRANSPORT 15in einen hoherdimensionalen Raum als auch das Verwenden eines verallgemeinertenBloch-Theorems [BL87] sind noch nicht geklart. In Systemen, die Conways Theorem erfullen,sollten nach Tsunetsugu et al. [TFUT86] keine exponentiell lokalisierten Zustandeexistieren.Sokoloff [Sok86] argumentierte mit Zimans Formel fur die Streurate, der elektri-sche Widerstand in dreidimensionalen Quasigittern solle verschwinden. Er erhielt dasErgebnis, da die entscheidenden Beitrage im Strukturfaktor nur von solchen Termenkommen, welche die Streurate verschwinden lassen. Der hohe Widerstand werde durchs-d-Resonanzstreuung und Phasonendefekte verursacht, was aber den experimentellen Er-gebnissen zu widersprechen scheint. Dagegen hieltKitaev [Kit90] Zimans Formal im Falleder Quasigitter fur nicht anwendbar. Mit Hilfe der mittleren freienWeglange berechnete erzwar eine exponentiell groe, aber endliche Leitfahigkeit. Dabei verwendete er allerdingsein sehr einfaches Modell eines Elektrons auf einem Bethegitter mit Zufallsparametern imreziproken Raum.Am haugsten wird das Penrosemuster als Modell fur ein zweidimensionales Quasigit-ter untersucht. Oft geht man auch hier von einfachen "tight binding\-Modellen aus. DieAtomorbitale plaziert man entweder im Vertexmodell auf den Ecken oder im Zentrums-modell im Schwerpunkt der Rauten, aus denen sich das Muster aufbaut. Neben einigenwenigen analytischen Arbeiten, die nur wenige ausgewahlte Zustande betreen, ist manbeim Verstandnis der elektronischen und phononischen Struktur auf numerische Rechnun-gen angewiesen. Im Zentrumsmodell konntenArai et al. [ATFK88a, ATF88] lokalisierteund selbstahnliche Zustande konstruieren. Im Vertexmodell zeigte Sutherland [Sut86],da der Grundzustand exakt die Selbstahnlichkeit des Penrosegitters reproduziert, undArai et al. [ATFK88b] gelang der Nachweis streng lokalisierter Zustande, die eine Am-plitude nur auf bestimmten Gitterplatzen aufweisen.In den ersten numerischenArbeiten [Cho85, ON86] wurde imVertexmodell eine Singu-laritat in der elektronischen Zustandsdichte gefunden, die falschlicherweise als van-Hove-Singularitat interpretiert wurde. VonKohmoto und Sutherland [KS86a, KS86b] wur-de durch explizite Konstruktion gezeigt, da diese Zustande in der Bandmitte bei E = 0auf einer unendlich hohen Entartung beruhen. Man beobachtet ferner [KS86a], da die-se Zustande durch eine Bandlucke von den anderen Zustanden getrennt sind. Mit Hilfeder lokalen Topologie des Penrosegitters konnten Arai et al. [ATFK88b] zeigen, daes sich um raumlich beschrankte Zustande handelt, die innerhalb eines lokalen Berei-ches beschrankt sind. Diese Ergebnisse wurden von anderen Arbeiten [KA87, ML89b,ML91] bestatigt. Mit Hilfe der Renormierungsgruppen-Methode konnten Naumis et al.[NBW94] die Existenz der Bandlucke im unendlich groen Gitter zeigen.Im Zentrumsmodell [TFUT86, ML89a, TFUT91, YF95] erhalt man gleichfalls eine Sin-gularitat in der Zustandsdichte, allerdings nicht mehr in der Bandmitte, sondern bei einerEnergie E = 2 in Einheiten der Transferelemente. Nach den Ergebnissen vonArai et al.[ATFK88a, ATF88] setzen sich diese Zustande sowohl aus lokal beschrankten Zustanden,als auch aus selbstahnlichen Ringzustanden entlang in sich geschlossener Rhombenkettenzusammen. Ahnliche Ergebnisse erhalt man auch in einem Quasigitter mit achtzahligerSymmetrie, dem oktagonalen Tiling [BS91, Jag94, PJ95].Einen anderen Zugang zur Untersuchung der elektronischen Eigenschaften benutzten
16 KAPITEL 2. QUASIKRISTALLETsunetsugu und Ueda [TU88, Tsu90, TU91]. Sie berechneten die Leitfahigkeit einesPenrosegitters mit Hilfe von Landauers Vielkanal-Streutheorie in Abhangigkeit von derFermi-Energie. Die starken Fluktuationen in der Leitfahigkeit zeigen Ahnlichkeiten zuden universellen Leitwertuktuationen in mesoskopischen Systemen und sollen auf dieExistenz kritischer Zustande hindeuten. Sowohl die Berechnung von Partizipationszahlenim Vertexmodell durch Odagaki [Oda86] und Ma und Liu [ML91] als auch von ver-schiedenen Normen der Wellenfunktionen im Zentrumsmodell des Penrosegitters durchTsunetsugu et al. [TFUT86] deuten darauf hin, da die Mehrheit der Zustande wedergleichformig ausgedehnt noch streng lokalisiert sind. Mit einer Theorie, die auf Frustrationder elektronischen Zustande im renormierten Penrosegitter basiert, fanden Naumis etal. [NBW94] bei E  1 einen Wechsel in der Natur der Eigenzustande von ausgedehntenzu lokalisierten Zustanden.Bei der Beschreibung der elektronischen Struktur in dreidimensionalen Quasigitternkam es teilweise zu widerspruchlichen Ergebnissen, die vor allem in der mangelnden Sy-stemgroe zu nden sind. Wegen des Rechenaufwandes lassen sich die Untersuchungennicht ohne weiteres auf groere Systeme ausweiten. Wahrend Smith und Ashcroft[SA87] Besonderheiten der Quasiperiodizitat in der Zustandsdichte sahen, fand Marcus[Mar86] beim Vergleich mit periodischen Gittern keine besonderen Eekte. Sowohl imVertex- als auch im Zentrumsmodell des dreidimensionalen Analogons des Penrosegitters,dem Amman-Kramer-Quasigitter, berechneten Fujiwara und Kraĉ [FK88] die elek-tronischen Eigenzustande. Sie fanden in Analogie zum Penrosegitter auch lokal beschrank-te Zustande. Von Los et al. [LJG93b, LJG93a] wurde die Dynamik des Amman-Kramer-Quasigitters untersucht. Das Skalenverhalten des Phononenspektrums unterscheidet sichvon denen periodischer Gitter. Durch Multifraktalanalyse der Eigenzustande schlossen sieauf ausgedehnte Zustande im Quasigitter. Ein anderes Quasigittermodell, das Tiling vonDanzer, wurde von Bottger et al. [KWB91, KSB95] untersucht. Das Modell liefertein der elektronischen Zustandsdichte eine hohe Entartung von Zustanden, die nicht zurelektrischen Leitfahigkeit beitragen, und somit lokalisiert sind. Die elektrische Leitfahig-keit wurde fur eine Temperatur von T = 0K mit Hilfe der Landauer-Formel berechnetund zeigt groe Fluktuationen, so da bei Integration uber die Fermiverteilung je nachLage der Fermi-Energie ein vollig unterschiedliches Temperaturverhalten der Leitfahigkeitresultiert.Ein anderer Ansatz wurde in der konkreten Berechnung quasikristalliner Metallegie-rungen verfolgt. Durch Konstruktion von Superzellen von einigen hundert Atomen alsperiodische Naherungen an eine quasikristalline AlMn-Legierung berechnete Fujiwara[Fuj90] die elektronische Zustandsdichte mit Hilfe der Dichtefunktionaltheorie in einemLMTO-Modell. Hafner und Kraĉ [HK92b] untersuchten die elektronische Struktureines AlZnMg-Quasikristalls mit bis zu 12380 Atomen. Die Grundlage bildete die Re-kursionsmethode, angewendet auf eine Hamiltonmatrix, die auf einem "tight binding\LMTO-Modell basiert. In beiden Arbeiten ndet man eine Pseudobandlucke nahe derFermi-Energie, deren Ursprung einer starken Elektronenstreuung am Gitter zugeschrie-ben wird, und die gleichfalls eine Stabilisierung des Quasikristalls bewirken soll.Die momentan vorherrschende Meinung uber die elektronischen Eigenschaften derQuasikristalle ist, da ihre Eigenschaften im wesentlichen durch die geringe Anzahl der
2.2. ELEKTRONISCHE STRUKTUR UND TRANSPORT 17Ladungstrager aufgrund des Hume-Rothery-Mechanismus bestimmt werden, und die qua-siperiodische Gitterstruktur nur einen untergeordneten Einu haben soll. An dieser Stelleist anzumerken, da bis jetzt noch keine eindeutigen Aussagen uber den Einu der Qua-siperiodizitat in zwei und drei Dimensionen gemacht werden konnten.2.2.3 Das Anderson-ModellDie wichtigsten Eigenschaften quasiperiodischer Gitter sind ihre perfekte Orientierungs-ordnung und ihre weitreichende quasiperiodische Translationssymmetrie7. Aufgrund derQuasiperiodizitat konnen die elektronischen Eigenzustande in quasiperiodischen Gitternkeine ausgedehnten Blochwellen wie in periodischen Gittern sein. Aufgrund der Projektioneines hoherdimensionalen periodischen Gitters in den Tilingraum ist aber die Lage allerGitterpunkte im Quasigitter genau determiniert. Deshalb kann man im eigentlichen Sinnenicht von Unordnung sprechen und damit auch keine lokalisierten Zustande erwarten.Wegen der fehlenden Blochsymmetrie konnen die quasiperiodischen Gitter zwischenden ungeordneten, amorphen Systemen und den geordneten, periodischen Gittern ein-geordnet werden. Da im Anderson-Modell in der Regel geordnete Gitter mit energeti-scher Unordnung untersucht werden, dienen in dieser Arbeit die quasiperiodischen Gitterzunachst als ein erster Schritt, um die periodische Ordnung aufzuheben. Auf diese Weisewird eine "andere Art\ von Unordnung eingefuhrt. Die variierende Anzahl benachbarterGitterplatzen dient als ein Ansatz zur Einfuhrung topologischer Unordnung, der durchden Einbau von Phasonendefekten weitergefuhrt wird.Seit der ersten Beschreibung des Metall-Isolator-Ubergangs und der Lokalisierung elek-tronischer Wellenfunktionen durch Anderson [And58] sind viele Untersuchungen an un-geordneten Systemen durchgefuhrt worden. In periodischen Gittern sind aufgrund derTranslationssymmetrie alle Zustande uber das gesamte Gitter ausgedehnt. Im Anderson-Modell ungeordneter Gitter wird die perfekte periodische Translationsordnung durch einestatistische Verteilung der Gitterplatzenergien zerstort und somit Unordnung eingefuhrt.Abhangig von der Raumdimension und der Starke der Unordnung wird in periodischenGittern die Lokalisierung aller oder einiger Zustande beobachtet. Eine Mobilitatskan-te trennt in Abhangigkeit von Energie und Unordnung lokalisierte von ausgedehntenZustanden. Bei einer bestimmten kritischen Unordnung, die fur jedes System unterschied-lich sein kann, sind schlielich alle Zustande lokalisiert.Ausgedehnte Zustande tragen zur elektrischen Leitfahigkeit bei, wahrend lokalisierteZustande nur noch die Diusion der Elektronen durch das sogenannte "hopping\ ermogli-chen, da die Einhullenden der lokalisierten Wellenfunktionen einen exponentiellen Abfallzeigen. Deshalb spricht man auch von einem durch Unordnung induziertenMetall-Isolator-Ubergang. In diesen topologisch geordneten Gittern ist der Einu der Unordnung aufdie Eigenzustande an der Bandkante des Spektrum starker als in der Bandmitte. Eineeinfuhrende Darstellung bietet das Buch von Economou [Eco90].Der im folgenden verwendete Hamiltonoperator im Vertexmodell ist insoweit "unphy-sikalisch\, da nur Wechselwirkungen entlang der Kanten beruchsichtigt werden. Dagegen7Siehe die Denition eines Quasigitters auf S. 5.
18 KAPITEL 2. QUASIKRISTALLEwerden die Wechselwirkungen uber die zum Teil kurzeren Diagonalen vollstandig wegge-lassen. In dieser Arbeit soll vor allem der Einu der Struktur eines quasiperiodischenGitters und dessen Topologie auf die Lokalisierungseigenschaften der Eigenzustande un-tersucht werden. Beim durch Unordnung induzierten Metall-Isolator-Ubergang von aus-gedehnten zu lokalisierten Zustanden haben die mikroskopischen Eigenschaften des Ha-miltonoperators keinen wesentlichen Einu auf den Phasenubergang. Nur allgemeineEigenschaften, wie die Dimension des Raumes oder die Symmetrien des Hamiltonopera-tors verandern die charakteristischen Eigenschaften eines Phasenubergangs, wie z.B. dieExponenten und die Ordnung des Phasenuberganges.
Kapitel 3Modelle und Methoden3.1 Die GridmethodeZur Konstruktion und numerischen Berechnung rational approximierter Quasigitter istaufgrund ihrer Einfachheit vor allem die Gridmethode von de Bruijn [dB81] geeignet.Im Falle zweidimensionaler Quasigitter bietet sich die komplexe Ebene C als Alternati-ve zum euklidischen Raum IE2 an [TFUT86]. Aufgrund der funfzahligen Symmetrie desPenrosegitters werden funf Gridvektoren ̂j verwendet, von denen zwei in der folgendenWeise festgelegt sind und die restlichen drei Gridvektoren als Linearkombination dieserbeiden Vektoren dargestellt werden:̂0 = 1 ̂1 = i und j = aj ̂0 + bj ̂1 fur j = 2; 3; 4 mit ̂j = jj j jDie Koezienten sind jeweils durch (aj; bj) = (n; 0); (0; n); ( n; 1); ( 1; 1); (1; n)fur j = 0; : : : ; 4 gegeben, wobei n die rational approximierte Zahl  ist. Die spezielleWahl der Gridvektoren sorgt dafur, da die "Einheitszelle\ die Form des dicken Rhombushat (siehe Abb. 3.1). Jeder Gridvektor bildet jeweils den Normalenvektor eines Grids,einer Schar paralleler, aquidistanter Gridgeraden. Die Geraden aller funf Grids werden alsPentagrid G5 bezeichnet und zerlegen die komplexe Gridebene in eine Vielzahl verschie-denartiger Polygone. Das Pentagrid ist durch alle diese Gridgeraden deniert:G5 = (z 2 C  Re ẑj!+ j = kj 2 ZZ fur j 2 IR und j = 0; : : : ; 4) (3.1)Die ganzzahligen Indizes ki bewirken eine fortlaufende Numerierung der Gridgeraden desentsprechenden Grids. Damit lat sich jedes Polygon der Gridebene durch ein Quintupel(k0; : : : ; k4) beschreiben. Auch jeder Punkt der Gridebene kann durch seine Lage in einemPolygon in der folgenden Weise durch die Indizes ki charakterisiert werden:kj(z) = &Re ẑj !+ j' fur j = 0; : : : ; 4dxe bedeutet das Aufrunden zur nachsten ganzen Zahl groer als x.dxe = inf fn 2 ZZ j n  xg19
20 KAPITEL 3. MODELLE UND METHODENDie reellen Gridparameter j entsprechen dem Abstand der ersten Gridgerade eines Gridszum Ursprung der Gridebene. Die Konstruktion eines Penrosegitters verlangt die spezielleWahl der Gridparameter mit:   = 4Xj=0 j = 0 (3.2)Durch Dualisieren, d.h. Projektion in einen Dualraum, wird jedem Polygon der Gridebenegenau ein Vertex x der Tilingebene ET , sowie jedem Schnittpunkt zweier Gridgeradengenau ein Rhombus der Tilingebene zugeordnet:x = x(k0; : : : ; k4) = 4Xj=0 kj(z)j 2 ETDie komplexen Tilingvektoren j = ei 2j5 zeigen jeweils in die Ecken eines Funfecks.Durch die rationale Approximation der Gridvektoren bilden die Rhomben ein ratio-nal approximiertes Quasigitter, das innerhalb seiner "Einheitszelle\ eine quasiperiodi-sche Bedeckung hat. Die Kanten der Einheitszelle werden durch die beiden Vektorenx1 = an(4   3) + an+1(0   2) und x2 = an(2   3) + an+1(1   4) gebildet. Approxi-miert man die goldene Zahl  immer besser durch n, vergroern sich die Fibonacci-Zahlenan und damit die Einheitszelle. Aufgrund der Periodizitat sind an zwei Rhombenkantendes Penrosegitters in Abb. 3.1 die Anparegeln verletzt. Zur Konstruktion eines Penro-segitters im nicht-approximierten Fall kann man einfach die Tilingvektoren anstelle derGridvektoren verwenden und einen endlich groen Ausschnitt aus der quasiperiodischenBedeckung wahlen.Ein Beweis fur die Aquivalenz von Gridmethode und Projektionsformalismus ndetsich bei Zoglauer [Zog86]. Das Pentagrid (3.1) entspricht dem Schnitt vierdimensionalerHyperebenen mit der zweidimensionalen Projektionsebene. Durch Verschieben der Pro-jektionsebene im funfdimensionalen Raum mit dem Translationsvektor ~t verandert mangleichzeitig die Gridparameter in der folgenden Weise:~t =  (0; : : : ; 4)Alle Translationen der Projektionsebene senkrecht zur Hauptdiagonalen  = (1; : : : ; 1)lassen die LI-Klasse des Quasigitters unverandert und liefern die Penrosebedingung (3.2)in aquivalenter Form:   =    ~t = 0Quasigitter anderer lokal isomorpher Klassen erhalt man durch Verschieben des Streifensentlang der Hauptdiagonalen des funfdimensionalen Einheitsgitter, was der Variation desLI-Klassen-Parameters   im Intervall   2 [0; 0:5] entspricht. Da ein Wert von   = 1 derVerschiebung des Streifens im funfdimensionalen Einheitsgitter um genau eine Einheits-zelle entspricht, andert sich dadurch die LI-Klasse nicht. Quasigitter mit einem  0 > 0:5gehoren zur selben LI-Klasse wie Gitter mit   = 1  0. Das Gitter mit   = 0:5 ist somitdem ursprunglichen Penrosegitter mit   = 0 am "unahnlichsten\ und wird deshalb auch
3.1. DIE GRIDMETHODE 21
Abbildung 3.1: Rational approximiertes Penrosegitter mit den Approximanden(a7; a6) = (13; 8). An den mit Pfeilen markierten Kanten sind wegen der Peri-odizitat die Anparegeln verletzt. Die schattierten Rhomben besitzen jeweils nureine dreizahlige Ecke (Vertex) und bilden geschlossene Ketten. Ihre Bedeutungfur die elektronischen Eigenzustande wird in Kap. 4.4 erlautert.
22 KAPITEL 3. MODELLE UND METHODENanti-Penrosegitter genannt1. Das anti-Penrosegitter und die Quasigitter der anderen LI-Klassen konnen nicht wie das Penrosegitter mit Hilfe von Anbauregeln aufgebaut werden.Sie besitzen auch lokale Vertexkongurationen, wie z.B. acht- bis zehnzahlige Vertizes2,die nicht im Penrosegitter sondern erstmals in den anderen LI-Klassen auftreten. Derschrittweise Einbau von Phasonen im Quasigitter kann durch lokales Verschieben desStreifens, bzw. Deformieren der Gridgeraden entlang ihres Gridvektors erreicht werden.Durch stochastische Fluktuationen der Gridgeraden werden schlielich "Random Tiling\-Gitter konstruiert.Zur Konstruktion des dreidimensionalen ikosaedrischen Quasigitters mit der Gridme-thode [Fuj90, FK88] werden die rational approximierten ikosaedrischen Basisvektoren alsGridvektoren verwendet:~gi = (0; 1; n)zykl: fur i = 1; 2; 3~gi = (0; 1; n)zykl: fur i = 4; 5; 6 mit ĝi = ~gij ~gi jDie Gridvektoren bilden gleichfalls die Normalenvektoren von einem Hexagrid G6 aquidi-stanter Gridebenen:G6 = n~x 2 IE3 ~x  ĝi   i = ki 2 ZZ fur i 2 IR und i = 1; : : : ; 6o (3.3)Der dreidimensionaleGridraum IE3 wird durch das Hexagrid in viele verschiedenePolyederzerlegt. Auch hier sind alle Punkte ~x der Gridebene durch die Lage in einem Polyeder alsHextupel (k1; : : : ; k6) charakterisiert:ki(~x) = d~x  ĝi   ie fur i = 1; : : : ; 6Jeder Schnittpunkt dreier Gridebenen entspricht einem Rhomboeder und jeder Polyedereiner Vertex im Tilingraum. Als Tilingvektoren verwendet man die ikosaedrischen Basis-vektoren ~ti = ĝi mit n durch  ersetzt. Durch Dualisieren berechnet man analog aus densechs Indizes aller Polyeder die Vertizes ~y im Tilingraum:~y = ~y(k1; : : : ; k6) = Xi ki(~x)  ~tiIm Unterschied zum zweidimensionalen Quasigitter lassen sich durch Verandern der Grid-parameter i hier nur Quasigitter ein und derselben LI-Klasse konstruieren, da die Ti-lingvektoren rational linear unabhangig sind3. Die Einheitszelle der periodischen Appro-ximanten hat hier eine kubische Symmetrie mit der Kantenlange 2p+2(an + an+1 ).1Beide Gitter sind in Abb. 4.4 auf S. 42 einander gegenubergestellt.2Siehe Abb. 4.11 auf S. 50.3Man nennt die Vektoren ~vi genau dann rational linear unabhangig, wenn:nXi=1 ai~vi = 0 ) a1 = : : : = an = 0 fur ai 2 ZZFur reelle Koezienten ai konnen die Vektoren ~vi durchaus linear abhangig sein.
3.2. DER HAMILTONOPERATOR IM VERTEXMODELL 233.2 Der Hamiltonoperator im VertexmodellIm Vertexmodell wird jedem Gitterplatz, auch Vertex genannt, ein kugelsymmetrisches s{Atomorbital zugewiesen und nur die Wechselwirkung entlang der Rhomben- oder Rhom-boederkanten zu direkt benachbarten Atomorbitalen berucksichtigt. Im LCAO-Ansatz("linear combination of atomic orbitals\) kann ein elektronischer Energie-Eigenzustandder zeitunabhangigen SchrodingergleichungH j	ji = Ej j	ji (3.4)als Linearkombination der Atomorbitale j ni auf den einzelnen Gitterplatzen dargestelltwerden. Unter der Annahme verschwindender Atomorbitaluberlappung bilden die Atom-orbitale eine Orthonormalbasis:j	ji =Xn  nj jni wobei hn jmi = nm (3.5)Bei Berechnung der elektronischen Eigenzustande vereinfacht sich der Hamiltonoperatorinsoweit, da nur Wechselwirkungen zwischen direkt benachbarten Gitterplatzen betrach-tet werden und die restlichen Matrixelemente vernachlassigt werden. In der LCAO-Basislautet damit der "tight binding\-Hamiltonoperator folgendermaen:H = Xn jni"nhn j +Xnm jniVnmhm j (3.6)"n = hn j H jniVnm = hn j H jmi = (  1 fur Nachbarn0 sonstDie Energieskala wird durch die Groe der Transfermatrixelemente Vnm, und der Null-punkt der Energie durch das Mittel der Gitterplatzenergien h"ni festgelegt. Im geordnetenFall mit einemHamiltonoperator ohne Variation der Gitterplatzenergien wird "  0 fur al-le Gitterplatze und im Fall energetischer Unordnung ein Mittelwert von h"ni = 0 gewahlt.Um den Einu energetischer Unordnung, vergleichbar dem ublichen Anderson-Modell[And58] der Lokalisierung, zu untersuchen, wird eine Gleichverteilung der Breite W furdie Gitterplatzenergien verwendet:("n) = 1W (W=2  j"n j) (3.7)mit der Stufenfunktion (x) = ( 0 x < 01 x  0Im Vertexmodell ohne energetische Unordnung konnen die Quasigitter derart in zweiUntergitter aufgeteilt werden, da die Wechselwirkung von einer Vertex eines Untergit-ters nur mit Vertizes des anderen Untergitters stattndet. Andert man das Vorzeichender Wellenfunktion auf einem Untergitter, wechselt das Vorzeichen aller Transfermatrix-elemente und somit das Vorzeichen des Hamiltonoperators. Dies bedeutet, da sowohl Hals auch  H dasselbe Eigenwertspektrum besitzen und das Spektrum damit symmetrischum den Energienullpunkt E = 0 ist.
24 KAPITEL 3. MODELLE UND METHODEN3.3 Charakterisierung der LokalisierungZur Beschreibung des Lokalisierungsverhalten der Eigenzustande in Quasigittern wird wiebei Schreiber [Sch85a, Sch85b] das zweite Moment der Wahrscheinlichkeitsdichte, auchinverse Partizipationszahl P 1 genannt, verwendet. Fur einen Energie-Eigenzustand j	jider Energie Ej ist sie deniert als:P 1(Ej) = Z dx j	j(x) j4 (3:5)= NXn=1  nj 4 (3.8)Die Partizipationszahl P ist ein geeignetes Ma fur die Anzahl der Gitterplatze, die si-gnikant zu einem bestimmten Zustand beitragen. Charakteristische Werte der Partizi-pationszahl fur Zustande mit unterschiedlichem Lokalisierungsverhalten sind in Tab. 3.1aufgefuhrt. Zum Vergleich von Gittern verschiedener Groe ist das Partizipationsverhalt-nis besser geeignet: p = P=N mit 0  p  1Zur exakten Charakterisierung der Lokalisierung von Eigenzustanden ist die Betrachtungdes thermodynamischen LimesN !1 notwendig. Aus diesemGrund kann der Exponent aus dem Skalieren der Partizipationszahl mit der Systemgroe zur Beschreibung derLokalisierungseigenschaften verwendet weden, wenn ein solches Skalenverhalten vorliegt:P / N (3.9)Im Falle D-dimensionaler Gitter mit N Gitterplatzen, deren Kantenlange proportionalzu DpN ist, kann beim Vorliegen selbstahnlicher Zustande aus dem Exponenten  durchd = D eine fraktale Dimension deniert werden.Das Lokalisierungsverhalten kann auch durch den folgenden Ansatz [Eco90] beschrie-ben werden. Ausgehend von einem gegebenen Anfangszustand j (t = 0)i wird dessenzeitliches Verhalten zur Denition einer zeitlich gemittelten Ruckkehrwahrscheinlichkeit,auch "staying probability\ genannt, benutzt:W1 = limt!1 1t tZ0 dt0 j h(0) j (t0)i j2 (3.10)Der Anfangszustand j(0)i darf kein Eigenzustand des Hamiltonoperators sein, da derenWahrscheinlichkeitsdichte keine zeitliche Anderung zeigt. In einem Gitter mit N Gitter-platzen konvergiert die Ruckkehrwahrscheinlichkeit fur ein Spektrum mit nur lokalisiertenEigenzustanden gegen W1 ! 1 und gegen W1 ! 1=N fur eines mit ausgedehnten Ei-genzustanden. Durch die zeitliche Entwicklung der Energie-Eigenzustande j	ji kann daszeitliche Verhalten des Zustandes j(t)i beschrieben werden:j(t)i = NXj=1 j	jih	j j (0)i exp  ihEjt
3.3. CHARAKTERISIERUNG DER LOKALISIERUNG 25Tabelle 3.1: Lokalisierungsverhalten von Zustanden.Zustand Ausgedehnt LokalisiertPartizipationszahl P / N P ! O(1)Partizipationsverhaltnis p! 1 p / N 1Exponent  ! 1  ! 0Ruckkehrwahrscheinlichkeit W1 / N 1 W1 ! 1Shannon- und Extensionsentropie S(ext) ! lnN S(ext) ! 0Strukturentropie Sstr ! 0Durch Substitution in Gleichung (3.10) erhalt man damit nach der Mittelung der Ex-ponentialfunktion hexp fi(n   m)gi = 0 fur n 6= m als Ruckkehrwahrscheinlichkeit fureinen Anfangszustand j(0)i: W1 = NXj=1 j h(0) j 	ji j4Die Ruckkehrwahrscheinlichkeit kann in einen direkten Zusammenhang mit der Parti-zipationszahl (3.8) gebracht werden. Setzt man im LCAO-Ansatz (3.5) einen auf demGitterplatz m lokalisierten Anfangszustand j(0)i =jmi voraus, ergibt sich fur die Ruck-kehrwahrscheinlichkeit auf den Gitterplatz m:W1(m) = NXj=1  mj 4 (3.11)Mittelt man nun die Ruckkehrwahrscheinlichkeit uber alle moglichen Gitterplatze, istdie raumlich gemittelte Ruckkehrwahrscheinlichkeit identisch mit der uber alle Energie-Eigenzustande gemittelten inversen Partizipationszahl:W1 = 1N NXn=1W1(n) = 1N NXj;n=1  nj 4 = 1N NXj=1P 1(Ej) = P 1Obwohl die Partizipationszahl selbst prinzipiell sehr gut geeignet ist, die raumlicheAusdehnung eines Zustandes zu beschreiben, liefert sie keine direkte Aussage uber dieArt des Lokalisierungsverhaltens. Zustande mit gleicher Partizipationszahl konnen durch-aus einen unterschiedlichen Grad an Lokalisierung aufweisen, der sich beispielsweise imexponentiellen oder potenzartigen Abfall der Einhullenden einer Wellenfunktion nieder-schlagt. Zur Charakterisierung des Verhaltens von Eigenzustanden bietet sich damit auch,wie in den Arbeiten von Pipek und Varga [PV92, PVV92], die Shannon-Entropie an:S(Ej) =   NXn=1 j nj j2 ln j nj j2 mit 0  S  lnN (3.12)
26 KAPITEL 3. MODELLE UND METHODENDie Shannon-Entropie ist ein Ma dafur, in welchem Umfang eine Gleichverteilung derAmplituden der Wellenfunktionen vorliegt. Fur ausgedehnte Zustande ist sie von derGroenordnung lnN , wahrend sie im Falle lokalisierter Zustande im thermodynamischenLimes gegen eine Konstante konvergiert. Mit Hilfe der Partizipationszahl deniertenPipek und Varga [PV92] die Extensionsentropie:Sext = lnP mit 0  Sext  lnNMehr Informationen uber die Verteilung der Amplituden und die Fluktuationen der Wel-lenfunktion eines Zustandes liefert die Strukturentropie:Sstr = S   Sext mit 0  Sstr    ln p (3.13)Sie ist ein charakteristisches Ma fur die Abweichung der Wellenfunktion von gleichmaiguber die Gitterplatze verteilten Amplituden. Die Strukturentropie hat Minima sowohlfur gleichformig ausgedehnte als auch stark lokalisierte Wellenfunktionen. Das Lokalisie-rungsverhalten von Zustanden lat sich durch Auftragen der Strukturentropie als Funk-tion des Partizipationsverhaltnisses deutlicher darstellen, als wenn man jede Groe ge-trennt betrachtet. Fur verschiedene Arten des Abfalls der Wahrscheinlichkeitsdichte einerWellenfunktion kann deren Verhalten in einem Partizipationsverhaltnis-Strukturentropie-Diagramm berechnet [PV92] und mit demjenigen der Eigenzustande verglichen werden.3.4 Fraktale und MultifraktaleDas asymptotische Verhalten der Einhullenden einer Wellenfunktion ist zur Beschreibungdes Lokalisierungsverhaltens eines Zustandes geeignet. Dagegen zeichnet sich das Verhal-ten eines Zustandes auf kurzreichweitigen Langenskalen durch starke Fluktuationen inden Amplituden der Wellenfunktion aus. Das Skalenverhalten der Zustande liefert wich-tige Hinweise auf die Lokalisierungseigenschaften. In der Diplomarbeit von Grussbach[Gru91] und den Artikeln von Schreiber und Grussbach [SG91, GS95] wird beispiels-weise das multifraktale Verhalten von Zustanden zur Beschreibung ihres Lokalisierungs-verhaltens beim Metall-Isolator-Ubergang untersucht.Ein lokalisierter Zustand sollte nur einen endlichen Teil des Raumes mit einer merkli-chen Amplitude ausfullen, und seine Einhullende im unendlichen mindestens exponentielloder gar starker abfallen. Im unendlich ausgedehnten Gitter besitzt darum ein lokalisier-ter Zustand die Dimension Null. Die raumliche Ausdehnung des Zustandes andert sichnicht beim Vergroern des Systems. Ein delokalisierter Zustand, wie z.B. eine Blochwel-le, ist im Idealfall uber das ganze Gitter gleichformig ausgedehnt und sollte darum diegleiche Dimension wie das zugrunde liegende Gitter haben. Dieser Sprung an der Grenzezwischen ausgedehnten und lokalisierten Zustanden wurde erstmals von Aoki [Aok82]unter Annahme von selbstahnlichen Zustanden mit fraktaler Dimension untersucht. DieWellenfunktion soll am kritischen Punkt, bzw. an der Mobilitatskante, selbst skaleninva-riant sein und Fluktuationen in der Groenordnung der Ordnungsparameteruktuationenbesitzen [SE84].
3.4. FRAKTALE UND MULTIFRAKTALE 27Im euklidischen Raum IRE ist die topologische Dimension DT immer eine naturlicheZahl und gleich der euklidischen Dimension E = DT , die sich aus der Dimension seinerBasis ergibt. Die Topologie eines Raumes kann mit Hilfe seiner Metrik, d.h. eines Abstan-des zwischen den Raumpunkten, deniert werden. Die topologische Dimension ist durchdie Anzahl der unabhangigen Komponenten zur Beschreibung der Nachbarschaftsbezie-hungen gegeben. Ein Korper ist innerhalb eines Raumes beliebiger Dimension durch dieMenge aller seiner Punkte bestimmt. Seine Groe, das raumliche Ma seiner Punktmen-ge, kann durch vollstandige Bedeckung des Korpers mit kleinen Elementen der linearenAusdehnung  bestimmt werden. Das raumliche Ma der Bedeckungselemente, d.h. ihrVolumen, sei durch die Testfunktion h(d) = (d)d gegeben. Der geometrische Faktor (d)ist durch die Art der Bedeckungselemente bestimmt und von untergeordneter Bedeutung.Fur kubische Bedeckungselemente ist beispielsweise (d) = 1 fur beliebige Dimensionen,und fur kugelformige gilt je nach Dimension z.B. (2) = 4 und (3) = 6 . Durch Zahlenaller Bedeckungselemente, die mindestens einen Punkt des Korpers enthalten, bestimmtman das raumliche Ma des Korpers:Md =Xh() =X (d)d = (d)N()dBeim Verwenden immer kleinerer Bedeckungselemente stellt man fest, da je nach Wahlder Dimension d das raumliche Ma Md entweder verschwindet oder divergiert. Die kri-tische Dimension, bei der dieser Wechsel im Konvergenzverhalten stattndet, bezeichnetman auch als die Hausdor-Besicovitch-Dimension D0 des Korpers:Md = (d)N()d !0 ! ( 0 fur d > D01 fur d < D0Mit Hilfe der Hausdor-Besicovitch-Dimension wurde vonMandelbrot [Man91, Fed88,PJS94] erstmals die folgende Denition eines Fraktals angegeben, obwohl in ihr nicht alleObjekte enthalten sind, die man auch als Fraktale betrachten kann:Denition: Ein Fraktal ist eine Menge, deren Hausdor-Besicovitch-Dimension D0 groer ist als dessen topologische Dimension DT .Eine entscheidende Verbesserung zur Bestimmung des raumlichen Maes einer Punkt-menge aus N Punkten erhalt man durch Einfuhren eines gewichteten Wahrscheinlich-keitsmaes. Jedem Bedeckungselement k wird durch die Anzahl aller in ihm enthaltenenPunkte Nk eine Wahrscheinlichkeit mittels k = Nk=N zugewiesen. Das gewichtete raum-liche Ma wird dann mit Hilfe des gewichteten Wahrscheinlichkeitsmaes q = Pk k qbestimmt: Md(q) = qd !0 ! ( 0 fur d >  (q)1 fur d <  (q)Durch die Angabe aller  (q) ist das raumliche Ma des Korpers und damit das Skalenver-halten seiner verschiedenen Momente vollstandig beschrieben. Fur ein einfaches Fraktaloder einen euklidischen Korper ist es ausreichend, nur zwei Momente anzugeben, da indiesem Fall die  (q)-Kurve linear ist4. Im Falle einer nicht-linearen  (q)-Kurve, spricht4Die Gleichung der  (q)-Kurve wird in diesem Fall durch  (q) = (1  q)D0 beschrieben.
28 KAPITEL 3. MODELLE UND METHODENman von einemMultifraktal. In einemMultifraktal skalieren verschiedene Teilmengen desObjektes mit unterschiedlichen Dimensionen.Eine andere Denition eines Fraktals kann mit Hilfe der Ahnlichkeitsdimension erfol-gen. Eine Ahnlichkeitsabbildung transformiert den Punkt ~x = (x1; : : : ; xE) in den Punkt~R(r; ~x) = (rx1; : : : ; rxE) und die Punktmenge S in die Menge r(S) fur ein beliebiges re-elles r. Eine beschrankte Punktmenge ist genau dann selbstahnlich, wenn die Menge Seine Vereinigung von n nichtuberlappenden Teilmengen S1; : : : ; Sn ist, von denen jedetransformierte Teilmenge r(Si) kongruent, d.h deckungsgleich, zur Vereinigungsmenge Sist. Die Ahnlichkeitsdimension ist dann durch den folgenden Quotienten gegeben:DS =   lnnln rIn Abb. 3.2 ist die Berechnung der Ahnlichkeitsdimension an einem Beispiel fur ein be-kanntes Fraktal, die triadische Kochkurve, dargestellt. Ein gerader Streckenabschnitt wirdin n = 4 Abschnitte unterteilt (dies entspicht den obigen Teilmengen Si), von denen je-der aber nur auf ein Drittel (r = 1=3) der ursprunglichen Streckenlange reduziert wird.Fuhrt man diese Vorschrift rekursiv fur alle Abschnitte aus, erhalt man die fraktale tria-dische Kochkurve. Fur das Fraktal der ersten Generation in Abb. 3.2 ist beispielhaft dieBedeckung mit Quadraten zur Bestimmung der Hausdor-Besicovitch-Dimension dar-gestellt. Im Falle der triadischen Kochkurve sind mit immer kleineren Quadraten dieHausdor-Besicovitch- und die Ahnlichkeitsdimension identisch (D0 = DS) und groerals die topologische Dimension DT = 1.Eine ane Abbildung mit dem Vektor ~r = (r1; : : : ; rE) aus positiven reellen Kompo-nenten transformiert den Punkt ~x = (x1; : : : ; xE) in den Punkt ~R(~r; ~x) = (r1x1; : : : ; rExE)und die Punktmenge S in die Menge ~r(S). Eine beschrankte Menge ist genau dann selbst-an, wenn die Menge S kongruent zu den n selbstan transformierten, nichtuberlap-penden Teilmengen S1; : : : ; Sn ist. Man erhalt damit eine andere, von Mandelbrot[Man91, Fed88] verbesserte Denition von Fraktalen, die auch eine Denition der Multi-fraktale mit einschliet:Denition: Ein Fraktal ist eine Menge, die aus Teilen besteht, die demGanzen in irgendeiner Weise selbstahnlich ist, unabhangig von der Skala. EinMultifraktal ist nicht mehr selbstahnlich sondern selbstan.3.5 Multifraktalanalyse von WellenfunktionenDie Multifraktalanalyse der Wellenfunktion wird in dieser Arbeit mit dem in der Litera-tur [Fed88, CJ91, Gru91, SG91, PJS94] ublichen "box counting\-Verfahren durchgefuhrt.Das zu untersuchende System wird in NL Zellen mit beliebiger Form und dem VolumenLD unterteilt. Die lineare Zellengroe L zur Beschreibung der Groe eines Bedeckungs-elementes ist beispielsweise durch die Seitenlange eines Wurfels gegeben mit 1 > L > 0.Das Quasigitter ist hier der Trager des Wahrscheinlichkeitsmaes der Wellenfunktion, undes besitzt eine eigene euklidische topologische Dimension DT = D. Mit der normierten
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Abbildung 3.2: Triadische Kochkurve. Im Fraktal der ersten Generation sindbeispielhaft Bedeckungselemente zur Berechnung der Hausdor-Besicovitch-Di-mension eingezeichnet.Wahrscheinlichkeitsdichte der Wellenfunktion j	i = Pn  n j ni in der k-ten Zelle wirdein geeignetes Ma deniert:k = k(L) = Xn2Zelle k j n j2 fur k = 1; : : : ; NL (3.14)Die Proportionalitat des q-ten Momentes dieses Wahrscheinlichkeitsmaesq = q(L) = NLXk=1 k q (3.15)zur linearen Zellengroe L mit q / L (q)setzt eine skaleninvarinate Wellenfunktion voraus. Durch Angabe aller Momente  (q) istdie multifraktale Struktur der Wellenfunktion vollstandig beschrieben. Jedem Exponenten (q) kann eine verallgemeinerte Dimension Dq zugewiesen werden:  (q) = limL!0 lnq(L)lnL = (q   1)DqDa die verallgemeinerte Dimension Dq = (q)1 q an der Stelle q = 1 nicht deniert ist, muD1 durch eine Reihenentwicklung [Fed88] von k(L) um die Stelle q = 1 bestimmt werden:D1 = limL!0 Pk k(L) ln k(L)lnL
30 KAPITEL 3. MODELLE UND METHODENDa fur das Moment q = 0 lediglich alle Bedeckungselemente gezahlt werden, entspricht dieAhnlichkeitsdimensionD0 der Hausdor-Besicovitch-Dimension und ist im Falle der mei-sten hier betrachteten Wellenfunktionen immer identisch mit der Dimension des Tragers,da selbst eine exponentiell abfallende Wellenfunktion im Unendlichen nicht vollstandigverschwindet, und alle Zellen zum "box counting\ beitragen. Die InformationsdimensionD1 einer Wellenfunktion beschreibt das Skalenverhalten der Shannon-Entropie (3.12). Sieist die Dimension der Menge, die das gesamte Ma der Wellenfunktion tragt [PJS94]. DasSkalenverhalten der Dichte-Dichte-Korrelationsfunktion bzw. das der Partizipationszahl(3.8) spiegelt sich in der Korrelationsdimension D2 wieder. Die Grenzwerte der verallge-meinerten Dimension fur q ! 1 beschreiben das jeweilige Skalenverhalten der Unter-menge der Mae + und   von Zellen mit den groten bzw. kleinsten Amplituden derWellenfunktion.Im Falle einer gleichmaig ausgedehnten Wellenfunktion ist die verallgemeinerte Di-mension Dq fur alle verschiedenen Momente q gleich der Dimension des Tragers. AlleMomente einer ausgedehnten Wellenfunktion skalieren in diesem Fall mit der Dimensi-on des Gitters. Ist die Wellenfunktion lokalisiert, erwartet man, da Dq ! 0 fur q > 0und Dq ! 1 fur q < 0. Das hier auftretende Problem ist allerdings die Tatsache, dalokalisierte Wellenfunktionen im eigentlichen Sinne nicht skaleninvariant sind, und damitauch nicht (multi)fraktal sein konnen. Numerisch zeigen sie das in Tab. 3.2 beschriebeneVerhalten 5.Ein anderes, abstrakteres Verfahren der Multifraktalanalyse [CJ91] arbeitet mit derSingularitatsstarke des Fraktals und dem entsprechenden f()-Singularitatsspektrum. DieWahrscheinlichkeitsdichte innerhalb einer Zelle ist proportional zur linearen Zellengroemit dem Lipschitz-Holder-Exponenten k:k / LkDie Anzahl aller Zellen N() der gleichen Singularitatsstarke  bildet eine fraktale Un-termenge mit der entsprechenden Hausdor-Besicovitch-Dimension f():N() / L f()Das Singularitatsspektrum f() charakterisiert vollstandig das multifraktale Verhaltenund kann auch durch eine Legendre-Transformation der  (q)-Kurve erhalten werden: (q) = f()   q mit  =  d (q)dq (3.16)In Tab. 3.3 sind einige charakteristische Werte der  (q)-Kurve und des Singularitatsspek-trums f() zusammengefat.5Mit der folgenden Wahrscheinlichkeitsverteilung in L D Zellenk =  A 1(1  x) fur k = 1A 1x sonst und A = (1  x) + (L D   1)xkann fur x = 12 eine gleichformig ausgedehnte und im Limes x ! 0 eine lokalisierte Wellenfunktionbeschrieben werden.
3.5. MULTIFRAKTALANALYSE VON WELLENFUNKTIONEN 31Tabelle 3.2: Numerisches Verhalten der multifraktalenCharakteristika von speziellen Wellenfunktionen.Gleichformig ausgedehnte Wellenfunktion (q) = (1   q)D Dq = D f() = 8>><>>: D fur  = D0 sonstLokalisierte Wellenfunktion (x! 0) (q) (q) f(q)q > 0 DL D (xq   qx)! 0 DL D xqq + x! 0 2DL D xq ! 0q = 0 D   lnxlnL Dq < 0 DLD  1xq   q 1x!1 DLD  1qxq + 1x!1 2DLD 1xq ! 0Da in vielen Fallen die numerische Legendre-Transformation sehr anfallig fur Unge-nauigkeiten ist, wird oft eine parametrisierte Darstellung des Singularitatsspektrums be-rechnet. Dazu werden die normierten Momente der Wahrscheinlichkeitsdichte einer Zellebestimmt: k(q; L) = qkq(L) = qkPk qk (3.17)Das parametrisierte Singularitatsspektrum ergibt sich dann in der folgenden Weise:f(q) = limL!0 Pk k(q; L) lnk(q; L)lnL (3.18)(q) = limL!0 Pk k(q; L) lnk(1; L)lnL (3.19)Die Singularitatsspektren bestimmtman aus der linearen Regression der Zahler aus (3.18)und (3.19) mit dem Logarithmus der Zellengroe. Die f()-Kurve hat in vielen Fallen furselbstahnliche Objekte folgende typische Eigenschaften [PJS94]: Sie ist deniert fur 0 < min <  < max <1 und f()  0. Sie hat nur ein Maximum bei (0). Sie ist symmetrisch bezuglich ihres Maximums und kann dort durch eine Parabelapproximiert werden.Der Limes L ! 0 ist bei einer Multifraktalanalyse von Wellenfunktionen im Gitterstreng genommen nicht durchfuhrbar, denn die Wellenfunktion auf einem Gitter kann
32 KAPITEL 3. MODELLE UND METHODENTabelle 3.3: Charakteristische Werte fur  (q)- und f()-Kurven.q  (q) Dq  f() 1 /  qmax max max =   ln lnL 00 D D 0 D = fmax1 0 D1 D1 D12  D2 D | |1 /  qmin min min =   ln+lnL 0nicht, wie von einem Fraktal gefordert, auf allen Langenskalen skaleninvariant sein, da ei-ne minimale Langenskala in der Groenordnung des Gitterpunktabstandes existiert. Gehtman zu noch kleineren Langenskalen uber, kann die Multifraktalanalyse wegen leererZellen, in denen das Wahrscheinlichkeitsma k verschwindet, keine sinnvollen Ergeb-nisse mehr liefen. In den Gleichungen (3.18) und (3.19) divergiert bei leeren Zellen derLogarithmus im Zahler. Schliet man dann die leeren Zellen aus, wurde aber z.B. dieAhnlichkeitsdimension D0 der Wellenfunktion bei kleineren Langenskalen verschwinden,denn 0 = const: / L (0) )  (0) = 0 ) D0 = 0 :Die maximale Langenskala, bei der eine Multifraktalanalyse noch sinnvoll ist, ist entwe-der durch die Gittergroe oder fur lokalisierte Zustande durch deren Lokalisierungslangebegrenzt. Deswegen ist es wichtig, das Verhalten der Wellenfunktion im Limes unendlichgroer Gitter (N !1) zu untersuchen, und den Limes LN ! 0 bei endlich groen Zellen(L > 0) zu betrachten.
Kapitel 4Elektronische ZustandeIm folgenden Kapitel werden bei der Beschreibung der Eigenschaften der elektronischenZustande in quasiperiodischen Gittern zuerst die Eigenzustande in zweidimensionalenQuasigittern der verschiedenen LI-Klassen behandelt. Die elektronischen Zustandsdichtenwerden berechnet und in der Mitte des Spektrums lokal beschrankte Zustande identiziert.Danach werden die Untersuchungen auf dreidimensionale Quasigitter ausgedehnt.4.1 Berechnung der Eigenwerte und EigenvektorenIm Idealfall sollten die elektronischen Zustande eines Festkorpers im thermodynamischenLimes des unendlich ausgedehnten Gitter betrachtet werden. In periodischen Gittern er-reicht man das in der Weise, da man sich auf die Einheitszelle beschrankt und das Bloch-sche Theorem1 anwendet. Im Falle der quasiperiodischen Gitter ist man wegen der fehlen-den Einheitszelle bei der numerischen Berechnung auf endlich groe Systeme beschrankt.Weil in endlichen Systemen die Randbedingungen aber einen starken Einu auf die Ei-genzustande haben konnen, wahlt man hier gleichfalls periodische Randbedingungen, diedann ein unendlich groes Quasigitter vortauschen. Mit immer besseren Approximanden,d.h. groeren Quasigittern, hot man schlielich diesen Einu der Randbedingungenzu minimieren. Im Vertexmodel stellt sich die Schrodinger-Gleichung (3.4) im Falle derverschiedenen Quasigitter als ein lineares Gleichungssystem dar:  X<n;m>  mj = (Ej   "n) nj fur n = 1; : : : ; N (4.1)wobei in der Summe uber die Gitterplatze m nur die mit dem Vertex n direkt benachbar-ten Vertizes berucksichtigt werden. Im Vertexmodell konnen die Gitter in der Weise inzwei getrennte Untergitter A und B aufgeteilt werden, da ein Elektron sich von einemGitterplatz auf dem Untergitter A nur zu einem Platz auf dem Untergitter B und wiederzuruck bewegen kann. Ein solches Gitter wird bipartit genannt. Diese Eigenschaft fuhrt,wie schon in Kap. 3.2 beschrieben, zu einem symmetrischen Eigenwertspektrum um dieEnergie E = 0.1Siehe Funote auf S. 7. 33
34 KAPITEL 4. ELEKTRONISCHE ZUSTANDEZur Berechnung aller Eigenvektoren der Schrodinger-Gleichung und ihrer Eigenwertewurde die Hamiltonmatrix (3.6) mit dem Householder-Verfahren und dem QL-Algorith-mus aus den Numerical Recipes [PFTV89] oder der Fortran-NAG-Library vollstan-dig diagonalisiert. Neben der wachsenden Rechenzeit schrankt der benotigte Speicherbe-darf die Groe der Matrix und damit die Systemgroe der Quasigitter ein. Da hierbeidie gesamte Matrix abgespeichert werden mu, ist die vollstandige Diagonalisierung aufden meisten Rechnern auf Quasigitter mit weniger als 4000 Gitterpunkten beschrankt.Gleichfalls steigt die Rechenzeit fur N N -Matrizen mindestens in der Ordnung N3.In groeren Systemen konnen nur einzelne Eigenvektoren innerhalb eines vorgegebe-nen Energieintervalls mit Hilfe eines iterativenVerfahrens von Lanczos [Lan50] berechnetwerden. Ein wesentlicher Vorteils des Lanczos-Verfahrens ist, da im Falle dunn besetz-ter Matrizen, wie sie hier vorliegen, neben den Diagonalelementen der Hamiltonmatrixgleichzeitig nur diejenigen Matrixelemente abgespeichert werden mussen, die von Null ver-schieden sind. Auf diese Weise konnen sehr viel groere Systeme als bei der vollstandigenDiagonalisierung numerisch behandelt werden. Einer der Nachteile des Lanczos-Verfahrensist allerdings die Tatsache, da Aussagen uber die Entartungen von Eigenwerten nicht oh-ne weiteres gemacht werden konnen, da das Lanczos-Verfahren die Eigenvektoren iterativberechnet. In diesem Fall kann manchmal das Einfuhren einer Zufallsverteilung der Git-terplatzenergien, d.h. der Diagonalelemente der Matrix, was ein Aufheben der Entartungzur Folge hat, die Berechnung der Eigenzustande ermoglichen.Eine weitere Schwierigkeit besteht darin, da die Konvergenz der Eigenwerte nicht inallen Teilen des Spektrums gleichmaig erfolgt. Die Zustande an den Bandkanten kon-vergieren deutlich schneller als die Eigenwerte zur Mitte des Spektrums hin. Die Konver-genzgeschwindigkeit ist auch von der Dichte der Eigenwerte in dem untersuchten Bereichdes Spektrums abhangig. Zwar ist die Berechnung des vollstandigen Eigenwertspektrumsgroer Matrizen aufgrund der oben aufgefuhrten Nachteile sehr schwierig, aber zur Berech-nung einzelner Eigenvektoren ist das Lanczos-Verfahren gut geeignet. Schmitz [Sch92]geht in seiner Doktorarbeit neben den oben genannten Verfahren ausfuhrlich auf verschie-dene Diagonalisierungsverfahren und das Eigenwertproblem sehr groer Matrizen ein.4.2 Zweidimensionale QuasigitterDie im folgenden untersuchten Quasigitter sind das Penrosegitter und die Quasigitter ausanderen LI-Klassen bis zum anti-Penrosegitter. Eine bestimmte LI-Klasse kann durch un-endlich viele Kombinationen der Gridparameter realisiert werden. Durch rationale Appro-ximation konnen z.B. im anti-Penrosegitter, abhangig von der Wahl der Gridparameter,unterschiedlich viele zehnzahlige Vertizes auftreten, so da sich im gleichen Approximan-ten derselben LI-Klasse verschieden viele Gitterplatze benden konnen. Wie in Tab. 4.1auf S. 37 dargestellt, besitzt z.B. das anti-Penrosegitter des Approximanten (13; 8) stattder 1364 Vertizes des Penrosegitters bis zu 1366 Gitterplatze, je nach Wahl der Gridpa-rameter.Durch vollstandiges Diagonalisieren der Hamiltonmatrix lassen sich bis zum Appro-ximanten (21,13) der Quasigitter noch alle Eigenzustande berechnen. Die Zustande der
4.2. ZWEIDIMENSIONALE QUASIGITTER 35hoheren Approximanten konnen hier numerisch nur mit Hilfe des Lanczos-Verfahrens be-handelt werden. Probleme mit der Groe der Quasigitter, die zu extrem langen Rechen-zeiten fuhren, treten hier erst bei den sehr groen Approximanden (89,55) und (144,89)auf. In einzelnen Fallen konnen noch die Zustande in der Nahe der Bandkanten fur denApproximanten (144,89) mit 167761 Gitterpunkten in vertretbaren Rechenzeiten erhaltenwerden.Fur das Penrose- und das anti-Penrosegitter der rationalen Approximanden (55,34)sind im Anh. A einige der Eigenzustande zu verschiedenen Energien dargestellt. Wegender Systemgroe von N = 24476 Gitterpunkten konnten sie nur mit Hilfe des Lanczos-Verfahrens berechnet werden. Ferner sind auf S. 105 in Anh. A Zustande des Approxi-manten (144,89) mit 167761 Gitterpunkten dargestellt. Mogliche Entartungen innerhalbdes Spektrums wurden durch Einfuhren einer Kastenverteilung der Gitterplatzenergienmit einer sehr kleinen Breite von W = O(10 4) beseitigt. Die sehr kleine energetischeUnordnung hat nur auf die entarteten Zustande in der Bandmitte sichtbare Auswirkun-gen, wie spater in Kap. 6.1 gezeigt wird. Die Eigenzustande an der Bandkante sind imPenrose- und im anti-Penrosegitter nahezu gleichformig uber das gesamte Quasigitterausgedehnt. Im Penrosegitter ist dies allerdings wesentlich deutlicher ausgepragt als imanti-Penrosegitter. In den Amplituden der Wellenfunktionen dieser Zustande spiegelt sichdeutlich sichtbar die Struktur der zugrunde liegenden Quasigitter wieder. Auf den erstenBlick nimmt die Lokalisierungstendenz der Eigenzustande in Richtung der Bandmitte zu,bis diese in der Nahe der Bandmitte schlielich lokalisiert sind. Auch im anti-Penrosegitterzeigen die Wellenfunktionen der Eigenzustande ein ahnliches Verhalten.4.2.1 ZustandsdichtenNachdem durch vollstandiges Diagonalisieren der Hamiltonmatrix mit dem Householder-Verfahren alle Eigenzustande und deren Energien fur die rational approximierten Qua-sigitter der verschiedenen LI-Klassen berechnet worden sind, wurden durch Zahlen allerEigenwerte in einem Energieintervall die entsprechenden Histogramme der elektronischenZustandsdichte erstellt. Die Histogramme der Zustandsdichte fur das Penrose- und anti-Penrosegitter sind in Abb. 4.1 dargestellt. Die Struktur des Spektrums zeigt keine we-sentlichen Unterschiede zu den Spektren der nachstkleineren Approximanten in Abb. 4.2auf S. 38. In Tab. 4.1 werden einige charakteristische Werte des Spektrums fur periodischapproximierte Quasigitter der verschiedenen LI-Klassen miteinander verglichen. Der Ein-u der verschiedenen Approximanten des Penrosegitters auf einige dieser Groen ist inTab. 4.2 dargestellt.Die elektronischen Spektren der beiden Quasigitter zeichnen sich, wie in Abb. 4.1 deut-lich zu sehen ist, durch eine stark uktuierende Struktur mit einer hohen Entartung inder Mitte und einer unregelmaigen Zustandsdichte im restlichen Spektrum aus, die sichmit der LI-Klasse kaum andert. Die numerischen Ergebnisse zeigen im Rahmen der Re-chengenauigkeit eine deutlich ausgepragte, hohe Entartung der Zustande in der Mitte dessymmetrischen Spektrums. Der Anteil der entarteten Zustande fdeg liegt fur alle Systeme,deren Hamiltonmatrix noch vollstandig diagonalisiert werden konnte, unterhalb des ana-lytisch berechneten Wertes fdeg = 9:83% von Arai et al. [ATF88]. Auch eine Anderung
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Abbildung 4.1: Histogramm der elektronischen Zustandsdichte des Penrose-(oben) und anti-Penrosegitters (unten) der Approximanden (21,13).
4.2. ZWEIDIMENSIONALE QUASIGITTER 37Tabelle 4.1: Anzahl der Gitterplatze N , erlaubter Platze Nall und entarteterZustande Ndeg, Energielucke Egap, Energie des Zustandes an der Bandkan-te Emax und dessen Partizipationsverhaltnis pmax fur periodische Quasigitteraus verschiedenen LI-Klassen   und Approximanten (an+1; an).  (an+1; an) N Nall Ndeg Egap Emax pmax0 (13,8) 1364 719 130 0.15 4.234 0.83750 (21,13) 3571 1893 347 0.15 4.234 0.83740.1 (13,8) 1364 819 64 0.01 4.226 0.70680.1 (21,13) 3571 1791 173 0.01 4.226 0.71900.2 (13,8) 1364 888 88 0.03 4.219 0.68270.2 (21,13) 3571 2228 217 0.01 4.219 0.65080.25 (13,8) 1364 912 100 0.03 4.218 0.73410.25 (13,8) 1365 920 95 0.03 4.225 0.30710.25 (21,13) 3571 2372 265 0.02 4.217 0.70870.3 (13,8) 1364 961 108 0.05 4.214 0.73780.3 (21,13) 3571 2469 287 0.05 4.215 0.67650.4 (13,8) 1364 1038 128 0.02 4.219 0.62830.4 (21,13) 3571 2635 339 0.05 4.222 0.59470.5 (13,8) 1364 1090 146 0.04 4.227 0.59190.5 (13,8) 1366 1147 148 0.07 4.246 0.15140.5 (21,13) 3571 2887 371 0.05 4.227 0.5912Tabelle 4.2: Anzahl der Gitterplatze N , Energie der Bandkante Emax, An-teil entarteter Zustande fdeg und Breite der Energielucke Egap, die dieseZustande vom restlichen Spektrum trennt, fur Penrosegitter der Approxi-manden (an+1; an). Die Werte im oberen Teil sind durch vollstandige Diago-nalisierung und im unteren Teil mit dem Lanczos-Verfahren berechnet.n (an+1; an) N Emax fdeg in % Egap3 (3,2) 76 4.2253 7.89 0.18044 (5,3) 199 4.2326 7.53 0.13725 (8,5) 521 4.2339 9.02 0.14786 (13,8) 1364 4.2344 9.53 0.15387 (21,13) 3571 4.2346 9.72 0.15438 (34,21) 9349 4.2346 0.15449 (55,34) 24476 4.2347 0.154110 (89,55) 64079 4.2347 0.0986, 0.158011 (144,89) 167761 4.2347
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Abbildung 4.2: Histogramm derelektronischen Zustandsdichte desPenrosegitters (13,8). Zum Ver-gleich ist die Zustandsdichte einesQuadratgitters nach [Eco90] ein-gezeichnet (gestrichelte Linie).von periodischen zu oenen Randbedingungen hat keinen nennenswerten Einu auf dieelektronische Zustandsdichte.In allen Quasigittern betragt die mittlere Anzahl der nachsten Nachbarn einer Ver-tex genau z = 4. Sie hat damit den gleichen Wert eines vergleichbaren Quadratgitters,aber die Energie Emax des Grundzustandes, und damit die Bandbreite des Spektrums,ist groer als die im Quadratgitter mit Emax = 4, wie deutlich in Abb. 4.2 zu sehen ist.In geordneten quadratischen oder kubischen Gittern liegen aufgrund des Blochtheoremsdie elektronischen Zustande innerhalb der Energiebander E = 2(cos kx + cos ky + cos kz)mit kx;y;z 2]  ; ]. Im Falle des Penrosegitters konvergiert mit steigender Systemgroedie Energie des Grundzustandes, wie an den Werten von Tab. 4.2 erkennbar ist, gegenEmax   4:2347. In den Quasigittern aus den anderen LI-Klassen ist bei gleicher Sy-stemgroe die Bandbreite des Spektrums kleiner. Die elektronische Zustandsdichte einesvergleichbaren Quadratgitters [Eco90] besitzt an den Bandkanten E = 4 Unstetigkeits-stellen und in der Bandmitte bei E = 0 eine van-Hove-Singularitat. Diese logarithmischeSingularitat wird durch eine Unstetigkeit im Realteil der Greenschen Funktion hervorge-rufen. Im Quadratgitter besitzen die Zustande der Energie E = 0 nicht-verschwindeneAmplituden nur auf den Gitterplatzen eines Gitters, das sich aus den diagonal gegenuberliegenden Gitterpunkten einer quadratischen Einheitszelle zusammensetzt. In Kap. 4.4.1und im Anh. B.1 wird gezeigt, da die entarteten Zustande der zweidimensionalen Quasi-gitter ahnliche Eigenschaften besitzen. Im Unterschied zum periodischen Gitter sind dieentarteten Zustande im Quasigitter auf lokale Bereiche beschrankt.In der Mitte der Spektren des Penrosegitters, bei der Energie E = 0, erkennt manin Abb. 4.1 und Abb. 4.2 deutlich die -artige Singularitat der entarteten Zustande, wiebereits bei anderen Autoren [ON86, KS86a, KS86b, ATF88] beschrieben wurde. Diese istdurch zwei Bandlucken von den restlichen Zustanden getrennt. Aufgrund der Bandluckenist sie im Penrosegitter keine van-Hove-Singularitat[KS86a] wie im Quadratgitter. Auf diebesonderen Eigenschaften dieser Zustande [KS86a, ATF88] wird in Kap. 4.4 eingegangen.Einige der Ergebnisse fur die verschiedenen Approximanten des Penrosegitter sind inTab. 4.2 zu sehen. Die Bandlucken scheinen oensichtlich auch mit zunehmender Groe
4.3. DREIDIMENSIONALE QUASIGITTER 39nicht zu verschwinden, sondern gegen einen Wert von Egap  0:15 zu konvergieren. Dergleiche Wert wird in der Arbeit von Naumis et al. [NBW94] vorausgesagt.Die Zustandsdichten der Quasigitter anderer LI-Klassen unterscheiden sich insoweitvon der des Penrosegitters, als die Energien einzelner Eigenzustande innerhalb dieserBandlucke liegen. Man vergleiche dazu die Histogramme der Zustandsdichte in Abb. 4.1und die Werte aus Tab. 4.1. Auch im Penrosegitter kann man, wie in Tab. 4.2 im Falle desApproximanten (89,55) dargestellt, einen einzelnen Zustand in der Bandlucke nden. DerAnteil der entarteten Zustande liegt in allen LI-Klassen mit ungefahr 10% in der gleichenGroenordnung. Im spateren Kap. 4.4 wird ausfuhrlich gezeigt, da nicht nur im Penro-segitter sondern auch in den anderen LI-Klassen diese Entartung von lokal beschranktenZustanden gefunden wird.4.3 Dreidimensionale QuasigitterDurch vollstandiges Diagonalisieren der Hamiltonmatrix lassen sich im Unterschied zuden zweidimensionalen Quasigittern im ikosaedrischen Quasigitter gerade noch alle Eigen-zustande des Approximanten (5,3) berechnen. Die Zustande der hoheren Approximantenkonnen hier numerisch nur mit Hilfe des Lanczos-Verfahrens behandelt werden. Schon derrelativ kleine Approximant von (13,8) mit 43784 Vertizes benotigt in der Bandmitte sehrlange Rechenzeiten. In einzelnen Fallen konnen noch fur die Approximanten (21,13) mit185472 Gitterpunkten die Zustande in der Nahe der Bandkanten in vertretbaren Rechen-zeiten erhalten werden.Zur Berechnung des gesamten Spektrums der elektronischen Zustande im ikosaedri-schen Quasigitter mit Hilfe des Lanczos-Verfahrens wurde das Spektrum des Appro-ximanten (8,5) mit 10336 Gitterpunkten in viele kleine Intervalle eingeteilt. In jedemIntervall wurden nacheinander schrittweise alle Eigenzustande und Energie-Eigenwerteberechnet. Um storende Entartungen zu vermeiden, wurde eine kleine Unordnung derGitterplatzenergien durch eine Kastenverteilung der BreiteW = 0:002 eingefuhrt. Die Un-ordnung wurde deshalb groer als 10 4 gewahlt, damit noch alle funf entarteten Zustandein der Bandmitte berechnet werden konnten, siehe Tab. 4.3. Das Histogramm der ent-sprechenden elektronischen Zustandsdichte in Abb. 4.3 zeigt keine Unterschiede zur Zu-standsdichte des kleineren Approximanten (5,3) in Abb. 4.3, die durch die zusatzlicheUnordnung hervorgerufen sein konnten. Dessen Eigenzustande konnten durch vollstandi-ges Diagonalisieren ohne Unordnung berechnet werden. Die groeren Fluktuationen inAbb. 4.3 werden vorrangig durch die etwa funfmal kleinere Systemgroe verursacht.Das Spektrum der elektronischen Zustande im ikosaedrischen Quasigitter zeichnetsich wie im Penrosegitter durch relativ groe Fluktuationen in der Zustandsdichte aus.In Tab. 4.3 sind einige charakteristische Werte des Spektrums der verschiedenen peri-odischen Approximanten aufgefuhrt. Die Energie des Grundzustandes im ikosaedrischenQuasigitter ist mit Emax = 6:603 wie im Falle des Penrosegitters trotz einer mittlerenKoordinationszahl von z = 6 Nachbarn deutlich groer als im entsprechenden kubischenGitter mit Emax = 6. Die Zustandsdichte eines vergleichbaren, einfach kubischen Gitters
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Abbildung 4.3: Histogramm der elektronischen Zustandsdichte im ikosaedrischenQuasigitter des Approximanten (8,5), bei kleiner Unordnung W = 0:002 mitdem Lanczos-Verfahren intervallweise berechnet. Zum Vergleich mit dem Histo-gramm der Zustandsdichte des Approximanten (5,3) (unten) mit W = 0 ist dieZustandsdichte eines einfach kubischen Gitters nach [Eco90] (gestrichelt) dar-gestellt.
4.4. ENTARTETE UND BESCHRANKTE ZUSTANDE 41Tabelle 4.3: Anzahl der Gitterplatze N , Energie des Zustandes an der Bandkan-te Emax, dessen Partizipationsverhaltnis pmax und Anzahl entarteter Zustande Ndegfur periodische 3D-Quasigitter der verschiedenen Approximanten (an+1; an).n (an+1; an) N Ndeg Emax pmax3 (3,2) 576 0 6.5935 0.69344 (5,3) 2440 2 6.6024 0.68715 (8,5) 10336 5 6.6029 0.68496 (13,8) 43784 6.6032 0.68147 (21,13) 185472 6.6033 0.6795besitzt keine Singularitaten und ist an den Bandkanten stetig. Innerhalb des Bandes ist dieZustandsdichte ebenfalls uberall stetig; lediglich bei den Energien E = 2 und E = 6ist ihre Ableitung unstetig.Die elektronischen Zustandsdichten der dreidimensionalen Quasigitter zeigen deutli-che Unterschiede zu denen zweidimensionaler Quasigitter. Obwohl man im Rahmen dernumerischen Genauigkeit auch hier entartete Zustande in der Bandmitte bei E = 0 ndet,besitzt das Spektrum im Unterschied zum zweidimensionalen Fall keine vergleichbar hoheEntartung in der Bandmitte. Auch die EnergieluckeEgap in der Zustandsdichte des Penro-segitters, welche diese entarteten Zustande von den restlichen trennt, ist hier im Spektrumnicht sichtbar. Gleichzeitig ist der Anteil der entarteten Zustande deutlich geringer undauf weniger als 1% der Zustande gesunken.4.4 Entartete und beschrankte ZustandeDie Aussagen dieses Kapitels werden sich nur auf die entarteten Zustande in der Band-mitte, also bei der Energie E = 0 beziehen. Von Kohmoto und Sutherland [KS86a]und Arai et al. [ATFK88b] wurde durch explizite Konstruktion der Zustande gezeigt,da sich die Entartung in der Mitte des Spektrums aus Zustanden zusammensetzt, die nurauf bestimmten Gitterplatzen eine von Null verschiedene Amplitude besitzen. In diesemZusammenhang wird ein Gitterplatz als verboten bezeichnet, wenn fur alle entartetenZustande die Amplitude der Wellenfunktion auf diesem Gitterplatz verschwindet, anson-ten wird der Gitterplatz erlaubt genannt. Diese Eigenschaft unterscheidet die entartetenZustande von allen anderen Eigenzustanden, sie wird im Anh. B.1 genauer erlautert.Eine Eigenschaft des Penrosegitters ist, da alle Rhomben entweder genau eine oderzwei dreizahlige Vertizes besitzen. Im Penrosegitter von Abb. 4.4 ist deutlich zu sehen,wie die grau schattierten Rhomben mit nur einer dreizahligen Vertex in sich geschlosseneKetten von Rhomben bilden. Diese teilen das Penrosegitter in voneinander unabhangigeGebiete auf, da sich ausschlielich verbotene Gitterplatze entlang dieser Ketten benden.Die Existenz dieser Rhombenketten ist eine Folge der Selbstahnlichkeit des Penrosegitters[ATFK88a].Als Konsequenz konntenArai et al. [ATFK88b] insgesamt sechs verschiedene Typenvon raumlich beschrankten Zustanden konstruieren. In diesen Zustande hat die Wellen-
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Abbildung 4.4: Erlaubte Gitterplatze () im Penrose- (oben) und anti-Penrose-gitter (unten) des Approximanten (13,8). Die schattierten Rhomben besitzen je-weils eine dreizahlige Vertex, nur im Penrosegitter bilden sie geschlossene Ket-ten.
4.4. ENTARTETE UND BESCHRANKTE ZUSTANDE 43funktion innerhalb der Gebiete zwischen den Ketten nur auf bestimmten Gitterplatzen,die meist dreizahlige Vertizes sind, eine Amplitude. Das Untergitter der erlaubten Vertizeswechselt beim Uberschreiten der Ketten in ein benachbartes Gebiet. Conways Theorem,das einen Mindestabstand festlegt, in dem sich ein bestimmtes Muster im Quasigitterwiederholt, hat daher eine groe Bedeutung. Wenn solche beschrankten Zustande existie-ren, die innerhalb eines abgeschlossen Bereiches lokalisiert sind, dann wiederholen sie sichfortgesetzt im Gitter und sind deshalb unendlich hoch entartet.In Quasigittern aller LI-Klassen werden erlaubte und verbotene Gitterplatze gefun-den2. Wahrend im Penrosegitter etwa nur die Halfte aller Gitterplatze erlaubt sind, nimmtmit wachsendem   deren Anteil bis auf etwa 80% der Gitterplatze im anti-Penrosegitterstetig zu. In Abb. 4.4 sind die erlaubten Gitterplatze im Penrose- und anti-Penrosegitterdargestellt.Die aus der vollstandigen Diagonalisierung erhaltenen entarteten Eigenzustande sinduber nahezu alle erlaubten Gitterplatze und damit uber das gesamte Quasigitter aus-gedehnt. Man kann diese Zustande als Linearkombinationen von sehr vielen lokal be-schrankten Zustanden nach Arai et al verstehen. Aufgrund der Entartung sind dieseauch gleichzeitig Eigenzustande des Hamiltonoperators. In Abb. 4.5 ist einer der entar-teten Zustande im Penrosegitter des Approximanten (55,34) dargestellt. Dieser Zustandkonnte mit dem Lanczos-Verfahren trotz der hohen Entartung ohne energetische Unord-nung (d.h. mit W = 0) berechnet werden. Fur kleine Unordnung W > 0 erhalt mandagegen die in Anh. A dargestellten lokalisierten Zustande. Der Einu energetischer Un-ordnung wird in Kap. 6.1 genauer dargestellt. In Quasigittern, die nicht der LI-Klassedes Penrosegitters angehoren, kann man aber keine der oben beschriebenen Ketten mehrerkennen. Aus diesem Grund ist zunachst unklar, ob in diesen Quasigittern gleichfallssolche lokal beschrankten Zustande existieren.Bei der Bestimmung der erlaubten Gitterplatze in den hoheren Approximanten erge-ben sich Probleme. Einerseits konnen wegen der hohen Entartung nicht mehr alle entarte-ten Zustande berechnet werden, andererseits konnen erlaubte und verbotene Gitterplatzenumerisch nicht mehr eindeutig unterschieden werden, wenn im Lanczos-Verfahren zurAufhebung der Entartung eine kleine Unordnung in den Gitterplatzenergien verwendetwird.Auch im dreidimensionalen, ikosaedrischen Quasigitter sind die entarteten Zustandeauf bestimmte erlaubte Gitterplatze eingeschrankt. Von Fujiwara und Kraĉi [FK88]wurde anhand des Approximanten (5,3) des ikosaedrischen Quasigitters gezeigt, da dieentarteten Zustande nur an solchen Gitterplatzen eine nicht verschwindende Amplitudehaben, die auf einer rauminnenzentrierten Anordnung von rhombitriakontraedrischen Iko-saedern (RTI) liegen, wie in Abb 4.6 zu sehen. Zur Konstruktion eines RTIs wird ein zen-trales rhombisches Triakontaeder mit zwei Lagen von rhombischen Dodekaedern bedeckt.Im Approximanten (5,3) ndet man nur zwei ineinander versetzte RTIs, und jeder derbeiden entarteten Zustande bendet sich wegen der periodischen Randbedingungen aufeinem Untergitter von miteinander verbundenen RTIs. In Abb. 4.7 sind die erlaubten Git-terplatze fur den Approximanten (5,3) des ikosaedrischen Quasigitters dargestellt. Durch2Siehe Tab. 4.1 auf S. 37.



























/NAbbildung 4.5: Wahrscheinlichkeitsdichte eines entarteten Zustandes im Pen-rosegitter (55,34). Je dunkler der Grauton des Kreises ist, desto groer ist dieAufenthaltswahrscheinlichkeit P =j ni j2 des Elektrons an diesem Gitterplatz.
4.4. ENTARTETE UND BESCHRANKTE ZUSTANDE 45die explizite Konstruktion des RTI konnten Fujiwara und Kraĉi [FK88] zeigen, dadurch die RTIs die Aufbauregeln des Quasigitters nicht verletzt werden. Dies fuhrt wieim Falle der Penrosegitter dazu, da im unendlich groen ikosaedrischen Quasigitter dieZustande der Energie E = 0 unendlich hoch entartet sind.Nach Fujiwara et al. [ATFK88b, FK88] manifestieren sich die raumlich beschrank-ten Zustande aufgrund der langreichweitigen Bindungsordnung der Quasigitter. Ihre Ent-artung ist die Konsequenz der raumlichen Beschrankung auf separate und voneinanderunabhangige Bereiche der Quasigitter. Die separaten Bereiche konnen aber nicht dieeigentliche Ursache fur deren Existenz sein, da wie im anschlieenden Kapitel gezeigt,auch in den Quasigitter aus anderen LI-Klassen beschrankte Zustande konstruiert werdenkonnen, obwohl keine unabhangigen Bereiche existieren3. Gegen die langreichweitige Bin-dungsordnung spricht, da sich auch imRandom-Tiling-Gitter lokal beschrankte Zustandekonstruieren lassen, wie in Kap. 6.2 gezeigt wird.4.4.1 Numerische Identizierung lokal beschrankter ZustandeNachfolgend werden die lokal beschrankten Zustande mit Hilfe einer numerischen Analyseder entarteten Zustande identiziert. Dazu wurden alle Eigenvektoren des Hamiltonopera-tors in einem sehr schmalen Bereich von E =  10 5 bis E = 10 5 berechnet. Anschlieendwurde der in Anh. B.2 beschriebene Algorithmus benutzt, der es erlaubt, lokal beschrank-te Zustande systematisch aus der groen Zahl entarteter Zustande zu konstruieren undidentizieren. Mit Hilfe der Methode der "kleinsten quadratischen Abweichung\ werdenhierbei diejenigen Linearkombinationen gebildet, die sich moglichst wenig von einer starklokalisierten Versuchsfunktion unterscheiden. Als Nebenbedingung soll dabei die Normie-rung der Wellenfunktion dieser Linearkombination erhalten bleiben. Als naheliegende Ver-suchsfunktionen wurden solche Zustande gewahlt, deren Wellenfunktionen nur auf einemder erlaubten Gitterplatze eine Amplitude hatten.Innerhalb einer Rhombenkette um eine zentrale funfzahlige Vertex, nach der Nomen-klatur von de Bruijn [dB81] auch S-Vertex genannt, ndet man dadurch die sechs ortho-gonalen, lokal beschrankten Zustande aus Abb. 4.8. Funf davon lassen sich mit geringenAbweichungen als antisymmetrisch und der sechste als symmetrisch zu einer Spiegelebenecharakterisieren. Man kann sie als Linearkombinationen der beschrankten Zustande nachArai et al. [ATFK88b], funf vom Typ 3 und einen vom Typ 1, verstehen. Da die vondiesen Autoren vorgeschlagenen beschrankten Zustande zwar linear unabhangig aber nichtorthogonal zueinander sind, erhalt man hier mit der numerischen Analyse aus Anh. B.2Linearkombinationen, die sich teilweise deutlich in den Amplituden unterscheiden.In Abb. 4.9 sind weitere der gefundenen beschrankten Zustande im Penrosegitter zusehen. Der ringformige Zustand in Abb. 4.9 (links oben) bendet sich innerhalb einerKette um eine funfzahlige S5-Vertex [dB81], und entspricht genau dem beschrankten Zu-stand vom Typ 2 [ATFK88b]. In Abb. 4.9 (rechts unten) ist ein beschrankter Zustandvom Typ 3 abgebildet. Die anderen Zustande in Abb. 4.9 sind wiederum Linearkombi-nationen der sechs Typen beschrankter Zustande nach Arai et al. Die Typen 4 bis 63Siehe Abb. 4.4 auf S. 42.
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Abbildung 4.6: Konstruktion eines rhombitriakontraedrischen Ikosaeders (RTI)nach [FK88] aus einem zentralen rhombischen Triakontaeders und zwei Schich-ten von Dodekaedern. Die markierten () und die auf der Ruckseite des Dode-kaeders liegenden Punkte bilden die quadratische Flache eines RTIs.
Abbildung 4.7: Erlaubte Gitter-platze im ikosaedrischen Quasi-gitter (5,3). Die Kuben markie-ren die Lage der erlaubten Git-terplatze innerhalb einer "Ein-heitszelle\ des Approximanten.Je naher sich diese am Betrach-ter benden, desto dunkler sindsie dargestellt.
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Abbildung 4.8: Alle beschrankten Zustande in der Umgebung einer zentralenfunfzahligen S-Vertex des Penrosegitters nach der Methode aus Anh. B.2. DieGroe der Kreise ist ein Ma fur die Amplitude der Wellenfunktion, und dieunterschiedliche Fullung der Kreise beschreibt den Phasenwechsel im Vorzeichender Amplitude.
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Abbildung 4.9: Beschrankte Zustande des Penrosegitter.Die Symbole sind in Analogie zu Abb. 4.8 zu verstehen.
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Abbildung 4.10: BeschrankteZustande des Quasigitters mit  = 0:25. Die Symbole sind inAnalogie zu Abb. 4.8 zu ver-stehen.der Zustande nach Arai et al. konnten dagegen nicht erhalten werden. Werden diebeschrankten Zustande nach Arai et al. aber selbst als Versuchsfunktionen in denAlgorithmus eingesetzt, erhalt man aus dem Algorithmus diese gleichfalls als eine dermoglichen Linearkombinationen der entarteten Zustande, da sie im Unterschied zu denauf einen einzigen Gitterplatz lokalisierten Versuchszustanden bereits Eigenzustande desHamiltonoperators auf dem Penrosegitter sind.Diese Methode zur Identizierung beschrankter Zustande ist nicht auf das Penrosegit-ter beschrankt, sondern kann auch in den Quasigittern der anderen LI-Klassen angewendetwerden. Im Unterschied zum Penrosegitter uberschneiden sich wegen der fehlenden Rhom-benketten die verschiedenen Untergitter, auf denen die entarteten Zustande beschranktsind; man ndet keine getrennten, lokal beschrankte Bereiche mehr. In den Quasigitternder verschiedenen LI-Klassen erhalt man zum Teil beschrankte Zustande, die denen desPenrosegitters sehr ahnlich sind. Die Zustande im Quasigitter der LI-Klasse   = 0:25 inAbb. 4.10 sind z.B. nicht im Penrosegitter zu nden.Die Amplituden des Ringzustandes von Abb. 4.10, im Quasigitter mit   = 0:25, glei-chen denen des beschrankten Ringzustandes vom Typ 2 eines Penrosegitters in Abb. 4.9,mit dem Unterschied, da die zentrale Vertex keine funfzahlige S5-Vertex, sondern einesiebenzahlige Vertex ist. In allen LI-Klassen wird ein ahnlicher Ringzustand, aber mitverschiedenen Symmetrien der zentralen Vertex, gefunden. In allen zweidimensionalen
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Abbildung 4.11: Beschrankte Zustande des anti-Penrosegitters. DieSymbole sind in Analogie zu Abb. 4.8 zu verstehen.Quasigittern tritt dieser Zustand anteilig am haugsten von allen gefundenen beschrank-ten Zustanden auf. In Abb. 4.11 und Abb. 4.12 sind mehrere orthogonale, beschrankteZustande um eine zentrale zehnzahlige Vertex des anti-Penrosegitters zu sehen. Im anti-Penrosegitter treten gleichfalls eine Vielzahl der zuvor beschriebenen Ringzustande auf.Zwar ist die beschriebene Verfahrensweise prinzipiell auch zur Identizierung lokalbeschrankter Zustande im ikosaedrischen Quasigitter geeignet, doch wegen der geringenAnzahl der entarteten Zustande und der kleinen Systemgroe ist eine numerische Analysehier nicht sinnvoll.
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Abbildung 4.12: BeschrankteZustande des anti-Penrosegit-ters. Die Symbole sind in Ana-logie zu Abb. 4.8 zu verstehen.
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Kapitel 5LokalisierungsverhaltenIn diesem Kapitel wird das Lokalisierungsverhalten der Eigenzustande in quasiperiodi-schen Gittern untersucht. Dazu werden die in Kap. 3 beschriebenen Verfahren auf zwei-und dreidimensionale Quasigitter angewendet.5.1 Lokalisierung in quasiperiodischen GitternViele Untersuchungen und Ergebnisse theoretischer Rechnungen, vor allem in eindimen-sionalen Quasigittern wie den Fibonacci-Ketten, deuten auf das Vorliegen kritischer, d.h.weder gleichformig ausgedehnter noch exponentiell lokalisierter Zustande, hin. Nach einerheuristischen Argumentation von Sire [Sir94] wird der Abfall der Einhullenden dieserkritischen Wellenfunktionen dabei durch ein Potenzgesetz j	n j/ n  beschrieben. Aucheinige numerische Arbeiten [TFUT86, TFUT91, NN90, PVV92] liefern Hinweise auf einenpotenzartigen Abfall.Nimmt man einen groen endlichen Ausschnitt eines Quasigitters mit dem Durchmes-ser L, dann bendet sich nach Conways Theorem im Abstand 2L mindestens ein weitererAusschnitt mit der gleichen Struktur. Auch sollte ein Tunneln der Wellenfunktion zwi-schen beiden Ausschnitten auf Kosten eines endlichen Dampfungsfaktors z moglich sein.Deshalb soll die Wellenfunktionen in beiden Ausschnitten proportional zueinander sein.Man erhalt damit eine qualitative Beziehung der Form 	2L / z	L oder 	L / L  mit / ln jz j= ln 2. Die gleiche Argumentation gilt auch in periodischen Gittern, wobei furdie ausgedehnten Blochwellen jz j= 1 und  = 0 gilt.In quasiperiodischen Gittern ist nach Sire [Sir94] der Dampfungsfaktor j z j6= 1 we-gen der Nichtanwendbarkeit des Bloch-Theorems. Allerdings existiert auch kein Beweis,warum dies trotz der fehlenden Unordnung der Fall sein soll. Ein weiteres Problem die-ser Argumentation sind die Randbedingungen der Wellenfunktion in den verschiedenenGebieten. Aufgrund der Tatsache, da die Rander der oben erwahnten, sich wiederholen-den Ausschnitte verschieden sind, ist die Schlufolgerung, da die Wellenfunktionen inden beiden Gebieten proportional sind, im eigentlichen Sinne nicht gerechtfertigt. DiesesProblem der Rander spielt mit zunehmender Dimension des Gitters eine immer starkereRolle, wahrend in eindimensionalen Systemen der Rand fur alle endlich groen Auschnitteimmer gleich gro ist. 53
54 KAPITEL 5. LOKALISIERUNGSVERHALTENEine andere, gleichwertige Charakterisierung der kritischen Zustande in eindimensio-nalen Quasigittern der Lange L erfolgt uber das Bestimmen der Anzahl aller GitterplatzeN, die fur ein gegebenes kleines  eine Wahrscheinlichkeitsdichte j 	n j2 >  besitzen[Sir94]. Fur einen lokalisierten Zustand ist N beschrankt und andert sich nicht mit derSystemgroe, und fur einen ausgedehnten ist N / L. Im Falle eines kritischen Zustandeskann man zeigen, da N / L mit 0 <  < 1 gilt, was auch die Mittelstellung derkritischen Zustande zwischen ausgedehnten und lokalisierten Zustanden beschreibt.Ein ahnliches Verhalten zeigt auch die Partizipationszahl [Sch85a, Sch85b]. Fur einennormierten Zustand, dessen Einhullende mit 	 / r  im Gitter der Groe Ld abfallt,ergibt sich P 1 = R L dr rd 1	4 + C1R L dr rd 1	2 + C22 / Ld 4 + C 01(Ld 2 + C 02)2 ;wobei die Konstanten C die fur das Lokalisierungsverhalten unwichtigen Beitrage um denUrsprung enthalten, an der Stelle wo 	 / r  divergiert. Fur d4 <  < d2 folgt damitP / N2 4d / Nmit 1 >  > 0. Fur 0 <  < d4 ist  = 1.5.1.1 Zweidimensionale QuasigitterPartizipationszahlenMit Hilfe der vollstandigen Diagonalisierung der Hamiltonmatrix mit dem Householder-Verfahren konnen in den meisten zweidimensionalen Quasigittern sofort die Partizipati-onszahlen aller Zustande mit Hilfe von Gleichung (3.8) berechnet werden. In Tab. 5.1 sindbeispielhaft die Partizipationszahlen von zwei Zustanden der verschiedenen Approximan-ten des Penrosegitters zu sehen. Die Partizipationszahlen des Grundzustandes und eineslokalisierten Zustandes an der Bandlucke in der Bandmitte zeigen ein vollig unterschied-liches Lokalisierungsverhalten.Die entsprechenden Partizipationsverhaltnisse fur einige Quasigitter der verschiedenenLI-Klassen sind in Abb. 5.1 dargestellt. Man stellt keine entscheidenden Unterschiede zuden hoheren Approximanten mehr fest. Im Penrosegitter sind nur wenige Eigenzustandeam Rande des Spektrums aufgrund ihrer hohen Partizipationszahlen oensichtlich ausge-dehnte Zustande. Die meisten Zustande im Bereich 4 >jE j> 0:8 haben Partizipations-verhaltnisse in der Groenordnung von p  0:3, wahrend in der Mitte des Spektrums diePartizipationsverhaltnisse mit p < 0:2 deutlich kleiner sind, was einen Hinweis auf dasVorliegen lokalisierter Zustande gibt.Berechnet man Partizipationszahlen in einem endlich groen Ausschnitt des Penro-segitters unter Verwendung oener Randbedingungen, nehmen nur die Partizipations-verhaltnisse der Zustande in der Nahe der Bandkante auf p  0:4 ab1. Auf die anderenZustande hat ein Wechsel der Randbedingungen keinen Einu. Nach Thouless [Tho74]1Siehe Tab. 5.2 auf S. 61 und Abb. 5.4 auf S. 60.
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Abbildung 5.1: Partizipationsverhaltnis der Zustande im Penrose- (oben) undanti-Penrosegitter (unten) der Approximanden (13,8) als Funktion der Ener-gie. In der Mitte ist ein Quasigitter mit   = 0:25 dargestellt.
56 KAPITEL 5. LOKALISIERUNGSVERHALTENTabelle 5.1: Vergleich der Partizipationszahlen Pgap des Zustandes an derBandlucke Egap mit den Partizipationsverhaltnissen pmax des Zustandes anden Bandkanten Emax im Penrosegitter der verschieden Approximanden(an+1; an).(an+1; an) N Egap Pgap Emax pmax(13,8) 1364 0.1538 151.0 4.23440 0.838(21,13) 3571 0.1546 62.4 4.23458 0.837(34,21) 9349 0.1547 101.2 4.23465 0.836(55,34) 24476 0.1546 62.4 4.23467 0.836(89,55) 64079 0.1580 53.1 4.23468 0.834(144,89) 167761 4.23468 0.835zeigen nur ausgedehnte Zustande ein solches Verhalten. Mit Hilfe verallgemeinerter peri-odischer Randbedingungen durch einen variablen Phasenfaktor in der Wellenfunktion amGitterrand zeigte Thouless, da sich z.B. die Energie ausgedehnter Wellenfunktionenschon bei kleinen Anderungen an den Randbedingungen starker andert, als dem mittlerenNiveauabstand entspricht. Exponentiell lokalisierte Zustande besitzen nur kleine Beitragein den Amplituden an den Randern und werden daher kaum beeinut.Bei Anderung der LI-Klasse des Quasigitters nehmen in der Nahe der Bandkanten diePartizipationszahlen der Zustande, mit Ausnahme der Zustande der Energie E = Emax,beim Erhohen von   deutlich ab, bis sie im Fall des anti-Penrosegitters auf Partizipati-onsverhaltnisse von p  0:1 sinken. Der Einu auf die restlichen Zustande ist dagegenrelativ klein. Man beobachtet nur eine geringe Erhohung der Partizipationszahlen in derMitte des Spektrums.Die Partizipationszahlen der Zustande direkt an der Bandkante, mit der EnergieE = Emax, zeigen ein ungewohnliches Verhalten beim Andern der LI-Klasse2. Wie amAnfang von Kap. 4.2 beschrieben, konnen abhangig von der Wahl der Gridparameter dieQuasigitter aus LI-Klassen mit   > 0 mehr Gitterplatze besitzen als das entsprechendePenrosegitter mit den gleichen Approximanden. Mit einer steigender Anzahl von Gitter-punkten nimmt die Partizipationszahl dieser Zustande ab. Auf diese Problematik wirdbeim Skalenverhalten der Partizipationszahlen in Kap. 5.1.1 nochmals eingegangen.Im anti-Penrosegitter ist der Anteil zehnzahliger Vertizes von allen LI-Klassen amhochsten. Obwohl die mittlere Anzahl der nachsten Nachbarn in allen Quasigittern die-selbe ist, nimmt mit steigendem   die Variationsbreite der Anzahl moglicher Nachbarnzu. Dadurch sind im anti-Penrosegitter die meisten der Vertizes nur dreizahlig. Es scheintaber, da das Auftreten von Vertizes mit einer groeren Anzahl nachster Nachbarn eineLokalisierung der Zustande begunstigt.Die Interpretation der Partizipationszahlen der entarteten Zustande in der Bandmittebei E = 0 hat die folgende Schwierigkeit. Aus den entarteten Zustanden lassen sich, wiein Kap. 4.4.1 erlautert, sowohl raumlich beschrankte als auch nahezu uber das gesamte2Siehe die Werte fur pmax in Tab. 4.1 auf S. 37.
5.1. LOKALISIERUNG IN QUASIPERIODISCHEN GITTERN 57Gitter ausgedehnte Linearkombinationen bilden. Deshalb ist das Einfuhren kleiner energe-tischer Unordnung sinnvoll. Aus den entarteten Zustande erhalt man dadurch lokalisierteZustande mit sehr kleinen Partizipationszahlen, die nicht mehr entartet und den raumlichbeschrankten Zustanden sehr ahnlich sind. Die anderen Zustande werden dagegen kaumbeeinut3. In Kap. 6.1.1 wird dieser Sachverhalt genauer dargestellt.StrukturentropieTragt man die Strukturentropie aus Gleichung (3.13) aller Zustande wie bei Pipek et al[PV92, PVV92] gegen das Partizipationsverhaltnis auf, so kann man mit zwei voneinanderunabhangigen Groen das Lokalisierungsverhalten der Zustande beschreiben. In Abb. 5.2ist die Strukturentropie als Funktion des Partizipationsverhaltnisses fur ein Penrosegit-ter mit kleiner energetischer Unordnung dargestellt. Fur eine Wellenfunktion mit einemkurzreichweitigen exponentiellen Abfall und auslaufenden Friedel-Oszillationen ist dasVerhalten der Strukturentropie als Funktion des Partizipationsverhaltnisses als Kurve (a)in Abb.5.2 dargestellt. Die Wahrscheinlichkeitsdichte der Wellenfunktion mit R0 = 0:75, = 10 und n = 1:3 lautet:(r) =j	(r) j2= 8<: exp ( r) fur r < R0Acos (r + ) + 1rn \ r  R0 (5.1)Die Konstanten A und  sind dabei so gewahlt, da die Wahrscheinlichkeitsdichte uberallstetig und stetig dierenzierbar ist.Der Vergleich des Verhaltens der Strukturentropie als Funktion des Partizipations-verhaltnisses der Zustande im Penrosegitter mit dem Abfall der Wahrscheinlichkeitsdichteaus Gleichung (5.1) zeigt, mit Ausnahme der Zustande in der Bandmitte, sehr gute Uber-einstimmung, obwohl moglicherweise auch andere Wahrscheinlichkeitsdichten ein ahnli-ches Verhalten zeigen konnen. Ein ausschlielich exponentieller oder potenzartiger Abfallbeschreibt nicht die Zustande im Penrosegitter. Die ohne Unordnung entarteten Zustandeund die lokalisierten Zustande in der Nahe der Bandmitte mit Energien 0:5 >jE j> 0:15zeigen ein lokalisiertes Verhalten mit kleinen Partizipationsverhaltnissen p < 0:08.Skalenverhalten der PartizipationszahlenDa streng genommen zur Beschreibung des Lokalisierungsverhaltens die Zustande in un-endlich ausgedehnten Gittern untersucht werden muten, ist nicht allein die Untersuchungder Partizipationszahlen sondern vor allem ihr Skalenverhalten mit steigender System-groe wichtig. Aufgrund der Proportionalitatsbeziehung P / N beschreibt der Expo-nent  das Skalenverhalten der Partizipationszahlen mit der Systemgroe und eignet sichzur Unterscheidung von lokalisierten und ausgedehnten Zustanden.Um nicht auf die abgestuften Systemgroen der rationalen Approximanten der pe-riodisch approximierten Quasigitter eingeschrankt zu sein, wurden endliche Ausschnitteaus den entsprechenden nicht-approximierten Quasigittern verwendet. In diesen Clustern3Siehe Abb. 6.4 auf S. 77 und Abb. 6.2 auf S. 76.
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Abbildung 5.2: Strukturentropie als Funktion des Partizipationsverhaltnisses derZustande im Penrosegitter (13,8) und zufallig ausgewahlter Zustande hohererApproximanten fur W = 10 4. Die gestrichelten Linien zeigen Spezialfalle desLokalisierungsverhaltens. Die Kurve (a) beschreibt den Abfall der Wahrschein-lichkeitsdichte (5.1), und die durchgezogene Linie markiert den Bereich der er-laubten Werte (0  Sstr    ln p).konnen nur oene Randbedingungen fur die Eigenzustande gewahlt werden, bei denendie Wellenfunktion auerhalb des Quasigitters verschwindet. Fur die lineare Regressionstehen dadurch aber nahezu beliebig viele Systemgroen im Bereich von 400 bis 4000Gitterpunkten zur Verfugung. Es wurden alle Eigenzustande berechnet und deren Parti-zipationszahlen innerhalb eines Energieintervalls E gemittelt. Anschlieend wurde durchlineare Regression der Exponent  bestimmt.Das gleiche Lokalisierungsverhalten wie bei der Untersuchung der Partizipationszah-len sieht man auch in Abb. 5.3 fur den Exponenten . Die Partizipationszahlen sind dazuuber Energieintervalle der Groe E = 0:1 gemittelt worden. Mit Ausnahme der lokali-sierten Zustande in der Nahe der Bandmitte skalieren in vielen Bereichen des Spektrumsdie Partizipationszahlen mit   0:9 nahezu wie ausgedehnte Zustande. Diese Zustandesind zwar nicht gleichformig ausgedehnt, konnen aber wegen des groen Exponenten keinesfalls als exponentiell lokalisiert bezeichnet werden. In Anlehnung an die Beschrei-bung der kritischen Zustande durch Sire [Sir94], wie in Kap. 5.1 beschrieben, kann inAbb. 5.3 den Zustanden in den Energiebereichen, wo der Exponent  deutlich kleiner alsEins und groer als Null ist, ein kritisches Verhalten zugeschrieben werden.
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Abbildung 5.3: Exponent  aus dem Skalieren der Partizipationszahlen (gemitteltuber E = 0:1) mit der Systemgroe (400 < N < 4000) von 36 Penrose- (oben)und 38 anti-Penrosegittern (unten) mit oenen Randbedingungen.
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Abbildung 5.4: Partizipationszahl des Zustandes der Energie Emax als Funkti-on der Systemgroe N im Penrose- (links) und anti-Penrosegitter (rechts). Eswurden periodische 2, antiperiodische 4 und oene  Randbedingungen furrationale Approximanten sowie endliche Cluster  mit oenenen Randbedin-gungen verwendet.Die entarteten Zustande skalieren mit  = 1, da aus den lokal beschrankten Zustandenbei der Diagonalisierung Linearkombinationen gebildet werden, die uber fast alle erlaubtenGitterplatze des Quasigitters ausgedehnt sind. Wird die Entartung der Zustande durchenergetische Unordnung aufgehoben, erhalt man fur die nun lokalisierten Zustande einenExponenten  = 0 4. Im anti-Penrosegitter sieht man auch hier am Exponenten  einedeutlich starker ausgepragte Tendenz zur Lokalisierung, bzw. zum kritischen Verhaltender Zustande, als im Penrosegitter. In einigen Energieintervallen ist der Exponent mit < 0:8 deutlich kleiner als derjenige im Penrosegitter.Ein eindeutig ausgedehntes Verhalten zeigen in allen zweidimensionalen Quasigitterndie Eigenzustande direkt an den Bandkanten. Die in Abb. 5.1 dargestellten Partizipati-onszahlen der Grundzustande sind im Vergleich zu den restlichen Zustanden am groten.Aus dem Skalenverhalten ihrer Partizipationszahlen mit der Systemgroe sieht man deut-lich, wie in Abb. 5.4 fur den Grundzustand dargestellt ist, da sich im Penrosegitter dieseZustande unabhangig von den Randbedingungen wie gleichformig ausgedehnte Zustandeverhalten. Die Werte der linearen Regression sind in Tab. 5.2 zu sehen. Die Randbedin-gungen machen sich nur in der relativen Groe der entsprechenden Partizipationszahlbemerkbar.Auch im Falle des anti-Penrosegitters skaliert der Grundzustand in Abb. 5.4 ein ausge-dehnter Zustand mit  = 0:98 fur endliche Ausschnitte des anti-Penrosegitters mit oenenRandbedingungen. Allerdings zeigt der Grundzustand in den Approximanten wie schon4Vergleiche mit den Ergebnissen aus Kap. 6.1.1.
5.1. LOKALISIERUNG IN QUASIPERIODISCHEN GITTERN 61Tabelle 5.2: Exponent  aus dem Skalieren der Partizipationszahl mit derSystemgroe (P = N) fur den Grundzustand der Energie Emax imPenrosegitter. Fur  = 1 ist  = p.System Randbedingungen  periodische 0.9990.0001 0.8430.0007Approximant antiperiodische 0.9980.001 0.5680.005oene 0.9830.003 0.4350.012Cluster oene 1.0000.001 0.4060.005bei den Partizipationszahlen ein unterschiedliches Verhalten beim Wechsel der Gridpa-rameter. Im Approximanten mit einer groeren Anzahl von Gitterpunkten verhalt sichder Grundzustand wie ein lokalisierter Zustand. Auch in den Quasigittern der anderenLI-Klassen kann der Grundzustand ein ahnliches Verhalten zeigen. Da im Approximantenmit ebenso vielen Gitterpunkten wie im gleichen Approximanten des Penrosegitters und inden Ausschnitten des nicht-approximierten Quasigitters mit oenen Randbedingungen dieGrundzustande dasselbe ausgedehnte Verhalten zeigen, scheint das lokalisierte Verhaltenohne physikalische Bedeutung zu sein und ist nicht charakteristisch fur die physikalischenEigenschaften.5.1.2 Dreidimensionale QuasigitterMit Hilfe des Lanczos-Verfahrens und einer kleinen Unordnung W = 0:002 wurden, wiein Kap. 4.3 beschrieben, alle Eigenzustande des Approximanten (8,5) des ikosaedrischenQuasigitters intervallweise berechnet und deren Partizipationszahlen bestimmt. Die Par-tizipationsverhaltnisse aller Zustande sind in Abb. 5.5 dargestellt. Nahezu alle Zustandeim Bereich j E j< 4 haben Partizipationsverhaltnisse von p  0:3, mit Ausnahme derentarteten Zustande in der Bandmitte (p < 0:2). In Richtung der Bandkanten nimmt dieLokalisierungstendenz fur jE j> 4 ab, um dann wieder anzusteigen. Die Partizipations-verhaltnisse sinken bei einer Energie von jE j 4 teilweise bis auf p  0:2 ab und steigendann fur E = Emax wieder auf p  0:7 an.Dieses Verhalten wurde auch von Schreiber [Sch85a, Sch85b] im vergleichbaren ku-bischen Gitter beim Einfuhren einer energetischen Unordnung beobachtet. Mit steigenderUnordnung treten zuerst lokalisierte Zustande an den Bandkanten auf. Die hier im iko-saedrischen Quasigitter verwendete Unordnung ist aber viel zu gering, um die kleinerenPartizipationszahlen fur j E j> 4 zu erklaren. Bei dieser kleinen Unordnung beobachtetman keinen wesentlichen Unterschied in den Partizipationszahlen der Zustande des nachstkleineren Approximanten (5,3), dessen Zustande ohne Unordnung (W = 0) berechnetwurden5. Lediglich die ohne Unordnung entarteten Zustande besitzen deutlich kleinerePartizipationszahlen. Dieser Eekt wird im folgenden Kap. 6.1 genauer diskutiert.Auch im Skalenverhalten der Partizipationszahlen des ikosaedrischen Quasigitters, die5Vergleiche mit den Partizipationsverhaltnissen in Abb. 5.8 auf S. 64.
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Abbildung 5.5: Partizipationsverhaltnisse der Zustande im ikosaedrischen Qua-sigitter (8,5) als Funktion der Energie bei einer Unordnung W = 0:002.uber Energieintervalle der Groe E = 0:15 gemittelt wurden, sieht man das gleichedurch den Exponenten  beschriebene Lokalisierungverhalten wie im Falle der Partizipa-tionszahlen. Das mit der Raumdimension wachsende Problem, ausreichend groe Systemezu behandeln, fuhrt dazu, da im dreidimensionalen Fall die verwendeten Quasigitter mitbis zu 4000 Gitterpunkten relativ klein sind. Trotzdem erkennt man in Abb. 5.6 deutlich,da die Partizipationszahlen der Zustande fur Energien jE j< 4 mit einem Exponentenim Bereich   1 skalieren. Der Wert des Exponenten nimmt zu den Bandkanten hin aufeinen Wert von   0:5 ab. Nur diesen Zustanden in der Nahe der Bandkanten konnenin Anlehnung an die Beschreibung durch Sire [Sir94] kritische Zustande zugeordnet wer-den. Wie in Abb. 5.7 links zu sehen, besitzen die Grundzustande selbst wieder sehr groePartizipationszahlen, die ahnlich den ausgedehnten Zustanden im Penrosegitter linear mitder Systemgroe skalieren.Fast alle Zustande im ikosaedrischen Quasigitter zeigen ein ausgedehntes Verhalten,und obwohl in Richtung der Bandkanten die Lokalisierungstendenz zunimmt, liegen hierdennoch keine lokalisierten Zustande vor. In Abb. 5.7 rechts sind die uber alle Gitter-platze gemittelten Ruckkehrwahrscheinlichkeiten im Penrose- und ikosaedrischen Quasi-gitter miteinander verglichen. Die durchgezogene Linie beschreibt das Verhalten der Ruck-kehrwahrscheinlichkeit in einem Gitter mit ausgedehnten Eigenzustanden (W1 / N 1).Die Fehlerbalken sind die Standardabweichungen aus der Mittelung uber alle Gitterplatze.Im Vergleich zum Penrosegitter nahert sich die Skalierung der Ruckkehrwahrscheinlich-keit mit der Systemgroe im ikosaedrischen Quasigitter deutlich starker einem linearenVerlauf an, was das Vorliegen von ausgedehnten Eigenzustanden befurwortet.
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Abbildung 5.6: Exponent  in Abhangigkeit von der Energie E aus linearer Re-gression der Partizipationszahlen, gemittelt uber E = 0:15, von 25 ikosaedri-schen Quasigittern mit 400 < N < 4000 und oenen Randbedingungen.
Abbildung 5.7: Vergleich der Partizipationszahlen der Grundzustande (links) undder uber alle Gitterplatze gemittelten Ruckkehrwahrscheinlichkeiten (rechts) alsFunktion der Systemgroe im Penrose- und im ikosaedrischen Gitter.
64 KAPITEL 5. LOKALISIERUNGSVERHALTEN
Abbildung 5.8: Strukturentropie als Funktion des Partizipationsverhaltnisses derZustande im ikosaedrischen Gitter (5,3) fur W = 0. Die gestrichelten Lini-en zeigen Spezialfalle des Lokalisierungsverhaltens und Kurve (a) einen Ab-fall mit Friedel-Oszillationen nach Gleichung (5.2). Die durchgezogene Linie(Sstr =   ln p) markiert den Bereich der erlaubten Werte.In Abb. 5.8 sieht man am Verhalten der Strukturentropie der Zustande als Funktiondes Partizipationsverhaltnisses, da die Zustande im ikosaedrischen Quasigitter ein ahnli-ches Verhalten wie die Zustande im Penrosegitter zeigen. Im Unterschied zum Penrosegit-ter beobachtet man aber fast keine lokalisierten Zustande im Spektrum, mit Ausnahmeder entarteten Zustande in der Bandmitte. Fur eine Wellenfunktion mit auslaufendenFriedel-Oszillationen, die durch(r) =j	(r) j2= 8<: exp ( r) fur r < R0Acos (r + ) + 1rn \ r  R0 (5.2)mitR0 = 2:5,  = 25 und n = 1:6 beschrieben wird, ist das Verhalten der Strukturentropieals Funktion des Partizipationsverhaltnisses als Kurve (a) in Abb. 5.8 dargestellt.
5.2. MULTIFRAKTALANALYSE 655.2 MultifraktalanalyseUm das Skalenverhalten eines Eigenzustandes einer bestimmten Energie in einem D-dimensionalen Quasigitter zu beschreiben, bestehen im wesentlichen zwei Moglichkeiten.Man betrachtet dazu bestimmte Eigenschaften der Quasigitter in Abhangigkeit der Sy-stemgroe. Man kann einerseits mit Hilfe des Exponenten  beim Vorliegen selbstahnli-cher, bzw. multifraktaler Wellenfunktionen aus dem Skalenverhalten der Partizipations-zahlen wie bei Schreiber [Sch85a] eine fraktale Dimension durch d = D denieren.Im anderen Fall, bei der Multifraktalanalyse, wird in einem moglichst groen Quasigitterein gegebener Zustand durch ein "Mikroskop mit variabler Auosung\ betrachtet und dieEigenschaften der Wellenfunktion auf den unterschiedlichen Skalen untersucht. Im idealenGrenzfall unendlich groer Systeme sollte in beiden Fallen das gleiche Skalenverhalten ge-funden werden, und z.B. die fraktale Dimension d und das zweite Moment der fraktalenDimension D2 den gleichen Wert besitzen.5.2.1 Zweidimensionale QuasigitterZuerst wurden einzelne Eigenzustande bei einer sehr kleinen energetischen UnordnungW = 10 4 mit Hilfe des Lanczos-Verfahren berechnet. Um die Multifraktalanalyse mitdem in Kap. 3.5 vorgestellten "box counting\-Verfahren durchzufuhren, werden die Kan-ten des periodisch approximierten Quasigitters in Nx bzw. Ny Intervalle aufgeteilt. DasQuasigitter ist dann mit NxNy kleinen Rhomben bedeckt, und diesen Bedeckungselemen-ten wird durch L = (NxNy) 1=2 eine lineare Ausdehnung zugeordnet. Damit leere Zellenvermieden werden, sollten die Zellen immer so gro gewahlt werden, da sich minde-stens ein Gitterplatz innerhalb einer Zelle bendet. Danach werden mit Hilfe von Glei-chung (3.14) durch Summation aller Wahrscheinlichkeitsdichten j  n j2 die Wahrschein-lichkeitsmae k aller Zellen k bestimmt und deren normierte Momente k(q; L) mittelsGleichung (3.17) berechnet. Das Singularitatsspektrum erhalt man anschlieend durchlineare Regression der Groen aus den Gleichungen (3.18) und (3.19),F (q; L) = Xk k(q; L) lnk(q; L)und A(q; L) = Xk k(q; L) lnk(1; L) ;mit der Zellengroe L. Die Groen F (q; L) und A(q; L) wurden hier uber kleine Ver-schiebungen der Bedeckung gemittelt. Vor allem bei der Berechnung negativer Momen-te (q < 0) konnen aufgrund numerischer Probleme starke Fluktuationen in den GroenF (q; L) und A(q; L) bei Anderung der Zellengroe auftreten, welche die lineare Regressionstark behindern. In Abb. 5.9 und 5.10 sieht man beispielhaft, da einerseits die Fehler-balken der positiven Momente q deutlich kleiner sind als die der negativen, andererseitsauch mit groeren Momenten die numerischen Ungenauigkeiten zunehmen.Auch das f()-Singularitatsspektrum kann zur Untersuchung des Lokalisierungsver-haltens einzelner Zustande verwendet werden, da in den beiden Grenzfallen extrem lokali-sierter und gleichformig ausgedehnter Wellenfunktionen die f()-Spektren grundsatzlich
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Abbildung 5.9: Fraktale verallgemeinerte Dimensionen Dq des ausgedehntenGrundzustandes der Energie  Emax im Penrosegitter fur verschiedene Approxi-manden.verschieden sind6. Im Falle einer gleichformig ausgedehnten Wellenfunktion besteht dasf()-Spektrum nur aus einem einzigen Punkt ( = f = D). Die verschiedenen Momenteder fraktalen DimensionDq sind alle gleich der Dimension des Tragers, d.h. der Dimensiondes zugrunde liegenden Gitters.In Abb. 5.9 ist die fraktale verallgemeinerteDimensionDq fur die ausgedehnten Grund-zustande des Penrosegitters dargestellt. Wahrend fur den Approximanten (34,21) nochAbweichungen vom Verhalten eines gleichformig ausgedehnten Zustandes zu sehen sind,sind diese bei den hoheren Approximanten fast verschwunden. Auch die unterschiedlicheSystemgroe macht sich bei diesen nahezu gleichformig ausgedehnten Zustanden kaumnoch bemerkbar.In Abb. 5.10 erkennt man sehr gut das Verhalten des f()-Spektrums fur lokalisierteZustande, hier am Beispiel eines lokalisierten Zustandes an der Bandlucke im Penrosegit-ter. Das f()-Spektrum zeigt das charakteristische Verhalten, wie man es fur lokalisierteZustande erwartet. Hier wird besonders deutlich, da man lokalisierte Zustande erst beimSkalieren des f()-Spektrums mit der Systemgroe als lokalisiert identizieren kann.Fur weite Bereiche des Spektrums zeigen alle elektronischen Eigenzustande eines be-stimmten Energieintervalls das gleiche multifraktale Verhalten, das im wesentlichen nurvon der Energie der Zustande abhangt. In Abb. 5.11 sind die f()-Singularitatsspektrenvon Eigenzustanden des Penrosegitters aus verschiedenen Bereichen des Spektrums darge-stellt. Innerhalb der dargestellten Energieintervalle zeigen die f()-Kurven untereinanderzumindest fur die positiven Momente eine sehr gute Ubereinstimmung sowohl in der La-ge des Maximums und der Form der f()-Kurven. Wegen numerischer Probleme tretenallerdings fur die Momente j q j> 2 geringe und fur negative Momente durchaus groe6Siehe Tab. 3.2 auf S. 31.
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Abbildung 5.10: Singularitatsspektren eines lokalisierten Zustandes in der Naheder Bandmitte fur verschiedene Approximanten des Penrosegitters. Die f()-Werte mit ganzzahligen Momenten q sind als Symbole mit Fehlerbalken darge-stellt, und die Kurven sind fur q = 0:25 berechnet.Abweichungen voneinander auf. Um die Richtigkeit der Multifraktalanalyse kontrollierenzu konnen, werden die Singularitatsspektren der verschiedenen Approximanten mitein-ander verglichen. Darum ist es wichtig, in jedem Fall das Verhalten der f()-Kurvenbei Anderung der Systemgroe zu untersuchen. Erst wenn sich die f()-Spektren bzw.die fraktalen verallgemeinerten Dimensionen Dq nicht mehr mit der Systemgroe andern,kann auf das Vorliegen eines selbstanen, multifraktalen Zustandes geschlossen werden.Da die Singularitatsspektren keine Anderung mit der Systemgroe zeigen, kann denWellenfunktionen der Zustande ein multifraktaler Charakter zugesprochen werden. Jenaher man zur Bandmitte kommt, desto breiter werden die f()-Kurven, die entspre-chenden Werte fur min und max nehmen systematisch ab bzw. zu. Das Maximumdes Singularitatsspektrums fmax bewegt sich gleichfalls zu immer groeren -Werten. InAbb. 5.12 sieht man die teilweise sehr gute Ubereinstimmung der fraktalen Dimension dmit dem zweiten Moment der fraktalen Dimension D2 fur die Zustande im Penrose- undanti-Penrosegitter. Die fraktale Dimension wurde mit d = 2 aus den Werten von  inAbb. 5.3 berechnet.
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Abbildung 5.11: Singularitatsspektren von Zustanden im Penrosegitter fur ver-schiedene Energien und Approximanten. Fur einen Approximanten sind teil-weise mehrere Zustande innerhalb eines Energiebereiches dargestellt. Die f()-Werte mit ganzzahligen Momenten q sind durch Symbole markiert, und dieKurven sind fur q = 0:25 berechnet.
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Abbildung 5.12: Vergleich der fraktalen Dimension d = 2 aus Abb. 5.3 mit demzweiten Moment der fraktalen Dimension D2 fur Zustande des Penrosegitters(oben) und des anti-Penrosegitters (unten) in Abhangigkeit von der Energie.Die Fehlerbalken stellen d dar.
70 KAPITEL 5. LOKALISIERUNGSVERHALTEN5.2.2 Dreidimensionale QuasigitterIm Falle der ikosaedrischen Quasigitter deuten weder die Partizipationszahlen noch derenSkalenverhalten auf eine Lokalisierung der Eigenzustande hin. Mittels Multifraktalanalysewurde das zweite Moment der verallgemeinertenDimensionD2 berechnet und in Abb. 5.13mit der fraktalen Dimension d der Partizipationszahlen verglichen. Fur Energien imBereich j E j< 5 zeigen beide Dimensionen eine gute Ubereinstimmung, sie beschreibendas Verhalten ausgedehnter Zustande sehr gut. Zwar fallt die Dimension D2 fur EnergienjE j 6 in ahnlicher Weise auf kleinere Werte ab, doch ist dieser Abfall deutlich geringerausgepragt als bei der Dimension d.Fur die Multifraktalanalyse wurden mit 43784 bis 185472 Gitterpunkten wesentlichgroere Systeme als bei der Berechnung der fraktalen Dimension d = 3 verwendet, dieaus linearen Regression der Partizipationszahlen in Quasigittern mit bis zu 4000 Gitter-punkten erhalten wurden. Das Ergebnis der Multifraktalanalyse spricht dafur, da mit mitzunehmeder Systemgroe die Delokalisierung noch zunimmt und, wenn uberhaupt, nureine sehr geringe Lokalisierungstendenz in den dreidimensionalen Quasigittern auftritt.Von Grubach und Schreiber [GS95] ist numerisch bestatigt worden, da dasSingularitatsspektrum der elektronischen Zustande nachWegner [Weg89] am kritischenPunkt des Metall-Isolator-Ubergangs eine ganz bestimmte Form besitzt, die unabhangigvon der Systemgroe und der Art der Zufallsverteilung ist. ZumCharakterisieren des Loka-lisierungsverhaltens beschrankten sich Grubach und Schreiber auf zwei Punkte desSingularitatsspektrums, namlich die Lipschitz-Holder-Exponenten (0) und (1), derenkritische Werte am Ubergang c(0) = 4 und c(1) = 2 sind. Man erwartet fur lokalisierteZustande, da (0) > c(0) und (1) < c(1) ist. Singularitatsspektren mit (0) = 3und (1) = 3 entsprechen gleichformig ausgedehnten Zustanden. In Abb. 5.14 sind dieentsprechenden (0)- und (1)-Werte aus Abb. 5.13 aufgetragen. Man sieht deutlich, dadie -Werte sehr weit von dem entsprechenden kritischen Wert entfernt sind.Die Ergebnisse der Multifraktalanalyse verstarken noch den Eindruck, da die Zustan-de im ikosaedrischen Quasigitter keine Lokalisierungstendenz zeigen und der kritischeCharakter der Zustande, wie er noch aus dem Skalenverhalten der Partizipationszahlen inKap. 5.1.1 den Anschein hat, mit zunehmender Systemgroe abnimmt. Diese Schlufolge-rung wird dadurch untermauert, da mit steigender Gittergroe die Multifraktalanalyseimmer ausgedehntere Zustande beschreibt.
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Abbildung 5.13: Vergleich der fraktalen Dimension d = 2 aus Abb. 5.6 mit demzweiten Moment der fraktalen Dimension D2 fur Zustande des ikosaedrischenQuasigitters in Abhangigkeit von der Energie. Durch die Fehlerbalken wird diefraktale Dimension d dargestellt.
Abbildung 5.14: (0) und (1)-Werte fur Zustande des ikosaedrischen Quasi-gitters in Abhangigkeit von der Energie. Es gilt immer (0)  3  (1).
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Kapitel 6Eekte von UnordnungIm ersten Abschnitt des folgenden Kapitels wird der Einu energetischer Unordnungam Beispiel des Penrosegitters untersucht. Zuerst wird in den Quasigittern analog zumAnderson-Modell durch eine statistische Gleichverteilung der Gitterplatzenergien Unord-nung eingefuhrt. Dadurch werden sowohl die Fern- als auch die Nahordnung der Quasigit-ter zerstort. Die Breite der Gleichverteilung W ist ein Ma fur den Grad an Unordnung.Eine andere Methode, durch Einbau von Phasonendefekten Unordnung in Quasigittereinzufuhren, wird im zweiten Abschnitt behandelt. Durch die Phasonendefekte wird zwardie Fernordnung im Gitter zerstort, aber die Nahordnung bleibt erhalten. Die Anordnungbenachbarter Vertizes erfolgt nicht regellos, da die Quasigitter weiterhin durch Rhom-ben, bzw. Rhomboeder, aufgebaut werden. Es sind daruberhinaus immer nur bestimmteVertexkongurationen moglich.6.1 Energetische Unordnung6.1.1 PenrosegitterDie Partizipationszahlen fur verschiedene Starken der Unordnung sind in Abb. 6.1 darge-stellt. Bei Einfuhrung von Unordnung wird die Entartung der Zustande in der Bandmitteaufgehoben. Bei kleinen Unordnungen mit W < 0:1 ist nur an den Partizipationszah-len der entarteten Zustande ein Unterschied zum geordneten Penrosegitter festzustellen1.Alle Partizipationsverhaltnisse dieser Zustande sind auf Werte p < 0:1 abgesunken. Jestarker die Unordnung wird, desto breiter ist das Intervall, in dem ihre Energien verteiltsind. Bei ausreichend kleiner Unordnung sind aber die Bandlucken zu den ursprunglichentarteten Zustanden im Spektrum noch deutlich zu erkennen, bis diese schlielich beieiner Unordnung von W  0:5 verschwunden sind. Anhand der wesentlich geringerenPartizipationszahlen kann man die ursprunglich entarteten Zustande von den restlichenZustanden unterscheiden.Fur Unordnung groer als W > 1 beginnen die Partizipationzahlen der Zustande anden Bandkanten abzusinken, wahrend umgekehrt diejenigen der Zustande in der Band-1Vergleiche mit Abb. 5.1 auf S. 55. 73
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W = 10Abbildung 6.1: Partizipationsverhaltnisse der Zustande im Penrosegitter des Ap-proximanten (13,8) als Funktion der Energie fur verschiedene energetische Un-ordnungen W .
6.1. ENERGETISCHE UNORDNUNG 75mitte steigen, bis bei Unordnung W = 4 ihre Partizipationszahlen vergleichbar zu denrestlichen Zustanden sind. Wie bei Schreiber [Sch85b] ndet man nun ein Verhaltenahnlich den Zustanden eines endlich groen Quadratgitters mit periodischen Randbe-dingungen. Wird die Unordnung weiter erhoht, verringern sich die Partizipationszahlenaller Zustande kontinuierlich, bis man schlielich bei W = 10 nur noch stark lokalisierteZustande vorndet. Die Ergebnisse zeigen keine wesentlichen Unterschiede in Quasigitternaus verschiedenen LI-Klassen.Aufgrund der Entartung im geordneten Quasigitter stellt sich die Frage, inwieweit diebeschrankten Zustande uberhaupt eine physikalische Bedeutung fur die elektronischen Ei-genschaften der quasiperiodischen Gitter besitzen. Denn aus entarteten Eigenzustandenkonnen durch beliebige Linearkombination der beschrankten Zustande uber das gesamteGitter ausgedehnte Zustande gebildet werden2, die naturlich gleichfalls Eigenzustande desHamiltonoperators sind. Die Bedeutung der beschrankten Zustande wird in den Partizi-pationsverhaltnissen von Abb. 6.2 bei Einfuhrung sehr kleiner energetischer Unordnung inder Groenordnung von 10 4 bis 10 6 sichtbar. Auf die Partizipationszahlen der meistenZustande hat die Einfuhrung so kleiner Unordnung keinen Einu. Aber in den Quasigit-tern aller LI-Klassen sind die Partizipationsverhaltnisse der entarteten Zustande in derBandmitte dadurch auf Werte p < 0:1 abgesunken. Die Partizipationszahlen der zuvorentarteten Zustande skalieren nun nicht mehr mit der Gittergroe, d.h.  = 0.Den Einu der Lokalisierung der entarteten Zustande auf die elektronischen Eigen-schaften erkennt man nicht nur an den Partizipationszahlen, sondern viel deutlicher ander Ruckkehrwahrscheinlichkeit eines Elektrons aus Gleichung (3.11). Diese beschreibtdie zeitlich gemittelte Aufenthaltswahrscheinlichkeit eines anfangs nur auf einem ein-zelnen Gitterplatz lokalisierten Zustandes. Wenn man im geordneten Penrosegitter dieRuckkehrwahrscheinlichkeiten jeweils uber erlaubte und verbotene Gitterplatze getrenntmittelt, erkennt man in Abb. 6.3 keinen Unterschied in den gemittelten Ruckkehrwahr-scheinlichkeiten. In beiden Fallen zeigen sie mit nur geringen Abweichungen das Skalen-verhalten fur ein Gitter mit nahezu gleichformig ausgedehnten Eigenzustanden, das durchdie durchgezogene Linie in Abb. 6.3 beschrieben wird (W1 / N 1).Im Penrosegitter mit sehr kleiner Unordnung von W = 10 4 treten dagegen in denRuckkehrwahrscheinlichkeiten, die uber die erlaubten Gitterplatze gemittelt wurden, star-ke Abweichungen von diesem Verhalten auf. Diese Ruckkehrwahrscheinlichkeiten andernsich kaum noch mit der Systemgroe und zeigen ein Verhalten, welches Gittern mit lo-kalisierten Eigenzustanden entspricht. Die uber die verbotenen Gitterplatze gemitteltenRuckkehrwahrscheinlichkeiten zeigen bei diesen kleinen Unordnungen dagegen, wie erwar-tet, keine Unterschiede zu den Penrosegittern ohne Unordnung.Dieses Verhalten kann auch in den lokalisierten Zustanden im Anh. A beobachtet wer-den. Die Wellenfunktionen dieser lokalisierten Zustande in der Bandmitte sehen den lokalbeschrankten Zustanden aus dem vorangegangenen Kap. 4.4 sehr ahnlich. In Abb. 6.4sind die Zustande im Penrosegitter dargestellt, die grotenteils noch auf die erlaubtenGitterplatze innerhalb lokaler Bereiche beschrankt sind. Sie besitzen aber kleine Beitragein zweiter Ordnung Storungstheorie auch auf anderen Gitterplatzen. Die kleinen Amplitu-2Siehe Abb. 4.5 auf S. 44.
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Abbildung 6.2: Partizipationsverhaltnisse der Zustande als Funktion der Energieim Penrosegitter des Approximanten (13,8) bei W = 10 4.
Abbildung 6.3: Ruckkehrwahrscheinlichkeit W1, uber erlaubte ( ), verbotene (2)und alle () Gitterplatze des Penrosegitters gemittelt, in Abhangigkeit von derSystemgroe N bei verschiedenen Unordnungen W .
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Abbildung 6.4: Einige beschrankte Zustande im Penrosegitters fur Unord-nung W = 10 4. Die Symbole sind in Analogie zu Abb. 4.8 zu verstehen.den auf den verbotenen Gitterplatzen sind bei dieser Art der Darstellung allerdings nichtsichtbar.6.1.2 Ikosaedrisches QuasigitterAuch im dreidimensionalen ikosaedrischen Quasigitter ist der Einu energetischer Un-ordnung ahnlich wie im kubischen Gitter mit periodischen Randbedingungen [Sch85a,Sch85b]. Die Partizipationsverhaltnisse aller Zustande fur verschieden groe Breiten Wder Kastenverteilung der Gitterplatzenergien sind in Abb. 6.5 dargestellt. Beim Erhohender Unordnung werden ebenso wie in Penrosegittern die Zustande an den Bandkantenstarker beeinut als die Zustande in der Bandmitte.Im folgenden wird die Frage untersucht, in wie weit eine quasiperiodische Gitterstruk-tur einen Einu auf den Metall-Isolator-Ubergang im Anderson-Modell der Lokalisierunghat. Eine ausfuhrliche Darstellung dieses Gebietes und zahlreiche Literaturhinweise n-
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W = 16Abbildung 6.5: Partizipationsverhaltnisse der Zustande im ikosaedrischen Qua-sigitter des Approximanten (5,3) als Funktion der Energie fur verschiedene ener-getische Unordnungen W .
6.1. ENERGETISCHE UNORDNUNG 79Tabelle 6.1: Anzahl der Gitterplatze N und KantenlageMfur approximierte ikosaedrische Quasigitter der verschiede-nen Approximanten (an+1; an).n (an+1; an) N M3 (3,2) 576 7.20684 (5,3) 2440 11.66095 (8,5) 10336 18.86776 (13,8) 43784 30.5286det man in der Doktorarbeit von Hofstetter [Hof94], beiKramer und Schon [KS90]und im Buch von Economou [Eco90].Um die Moglichkeit eines Metall-Isolator-Ubergangs von ausgedehnten zu lokalisiertenWellenfunktionen genauer untersuchen zu konnen, wurden die periodischen Approximan-ten (3; 2), (5; 3), (8; 5) und (13; 8) des ikosaedrischen Quasigitters mit jeweils 576, 2440,10336 und 43784 Gitterpunkten verwendet. Die Kantenlange M der periodischen Ein-heitszelle ist ein geeignetes Ma fur die lineare Ausdehnung der Gitter. Die Kantenlangender verschiedenen Approximanten sind in Tab. 6.1 aufgefuhrt. Mit dem Lanczos-Verfahrenwurden die Eigenvektoren und deren Partizipationszahlen fur die Zustande in der Band-mitte berechnet. Anschlieend wurden die Partizipationszahlen eines Approximanten uberverschiedene Realisierungen der Unordnung gemittelt. In Abb. 6.6 sieht man am Expo-nent , der das Skalenverhalten der Partizipationszahlen beschreibt, deutlich, da furUnordnungen W < 10 die Zustande in der Bandmitte ausgedehnt und fur W > 30 dieseZustande eindeutig lokalisiert sind.Mit Hilfe der in der Bandmitte berechneten und gemittelten PartizipationszahlenPM = P (M;W ) wird durch Normierung mit der linearen AusdehnungM des Quasigittersdie charakteristische Groe (M;W ) = ln (PM=M) deniert. Das kritische Verhalten derPartizipationszahlen beim Anderson-Ubergang ist schon beiWegner [Weg80] postuliertworden. Tragt man in Abb. 6.7 diese Groe (M;W ) gegen die zugrunde liegende Unord-nung W auf, sieht man deutlich einen Fixpunkt bei einer kritischen Unordnung W = Wc,der unabhangig von der Systemgroe ist. Im Rahmen der Renormierungsgruppen-Theoriewird der kritische Punkt durch einen Fixpunkt in den Skalenrelationen physikalischerGroen unter Anderung der Langenskala beschrieben [LeB91]. Da in diesen Skalenrelatio-nen die Langenskala nicht renormiert ist, kann diese Eigenschaft bei Phasenubergangenzweiter Ordnung zum Extrapolieren physikalischer Eigenschaften endlicher Systeme aufden thermodynamischenLimes verwendet werden, falls die Skalenrelationen der Renormie-rungsgruppe am kritischen Punkt nicht singular sind [Bre82]. Das sogenannte "nite-sizescaling\ mit der endlichen Systemgroe M ergibt fur die Groe  folgende Beziehung,(M;W ) = f((W )=M) ; (6.1)wobei (W ) die Korrelationslange im unendlich ausgedehnten System ist. Im thermodyna-mischen Grenzfall, d.h. im LimesM !1, besitzt diese charakteristische Groe folgende
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Abbildung 6.6: Exponent  aus P / N fur Zustande im approximierten iko-saedrischen Quasigitter in der Bandmitte (E  0) in Abhangigkeit von der Un-ordnung W .Eigenschaften: (M;W ) M!1 ! 8><>: 1 W > Wcc fur W = Wc 1 W > Wc (6.2)Im thermodynamischen Grenzfall ist (M;W ) als Funktion der Unordnung zwar sin-gular im kritischen Punkt Wc, aber in allen anderen Fallen ist  analytisch, da die Sin-gularitaten wegen der endlichen Systemgroe abgerundet sind. Berucksichtigt man wiein den Arbeiten von Brezin [Bre82], Hofstetter [Hof94, HS93] und MacKinnonund Kramer [MK81], da diese Eigenschaften von (M;W ) charakteristisch fur einenPhasenubergang zweiter Ordnung sind, kann das in Gleichung 6.1 beschriebene Skalenver-halten zur Berechnung der Korrelationslange (W ) verwendet werden. Durch Skalierender Lange M mit der Korellationslange  werden die (M)-Kurven einer bestimmtenUnordnung W in Abb. 6.8 entlang der Langenskala bis zur teilweisen Uberdeckung ver-schoben, bis sie eine einzige Skalenkurve bilden. Die daraus gewonnene Korrelationslange ist als Funktion der Unordnung in Abb. 6.9 dargestellt.Bei einem Phasenubergang zweiter Ordnung zeigt die Korrelationslange in der Nahedes kritischen Punktes ein Potenzverhalten: / j w j  mit w = W  WcW (6.3)Die Bestimmung des kritischen Exponenten  aus der durch Einparameter-Skalieren ge-wonnenen Korrelationslange in Abb. 6.8 ist nur dann sinnvoll, wenn die kritische Un-ordnung sehr genau bestimmt werden kann. Da fur endlich groe Systeme die Groe
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Abbildung 6.7: Skalenparameter (M;W ) = ln (PM=M) als Funktion der Un-ordnung W im ikosaedrischen Quasigitter.
Abbildung 6.8: Konstruktion der Einparameter-Skalenkurve (M;W ) = f(=M)des Anderson- Ubergangs im ikosaedrischen Quasigitter (rechts) durch Skalieren derRohdaten (links).
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Abbildung 6.9: Korrelationslange  inAbhangigkeit von der Unordnung W imikosaedrischen Quasigitter aus dem Er-gebnis des Skalierens in Abb. 6.8.(M;W ) eine analytische Funktion ist, kann die Skalenkurve f(M=) als Taylorreihe umden kritischen Punkt (w = 0) entwickelt werden3.f(x)  a+ b x1= + c x2= + : : : mit x =M= (6.4)Einfaches Einsetzen von Gleichung (6.4) in Gleichung (6.1) liefert in der Nahe der kriti-schen Unordnung: (M;W )  (M;Wc) + C jW  Wc jM 1 (6.5)In Abb. 6.7 sind die Werte von  in den verschiedenen Approximanten als Funktion derUnordnung W aufgetragen. Im Schnittpunkt der Kurven, dem kritischen Punkt, ist diecharakteristische Groe  der verschiedenen Approximanten wegen der Skaleninvarianzam kritischen Punkt konstant. Die lineare Regression der Kurven aus Abb. 6.7 in der Nahedes kritischen Punktes ergibt einen Wert vonWc = 20:70:4 fur die kritische Unordnung.Der Exponent  kann nun mit den in Abb. 6.7 dargestellten Werten aus der Steigung von am kritischen Punkt Wc in Abhangigkeit von M bestimmt werden: @(M;W )@W !W=Wc = limW!Wc (M;W )  (M;Wc)W  Wc /M1=Den Exponent  wird mit linearer Regression des Logarithmus aus der Steigung von(M;W ) als Funktion von M bestimmt,ln @(M;W )@W !W=Wc = 1 lnM ; (6.6)und man erhalt einen Wert von  = 1:4 0:3 fur den Exponenten der Korrelationslange.Da wegen der periodischen Approximanten nur vier verschieden groe Systeme verwendet3Die Gleichung folgt aus f  a0 + b0w + c0 w2 + : : : und w /  1=.
6.2. EINBAU VON PHASONENDEFEKTEN 83wurden, besitzt der Exponent einen sehr groen relativen Fehler von etwa 20%. Dieser Feh-ler kann wahrscheinlich nur durch Hinzufugen weiterer Systeme unterschiedlicher Groein M verringert werden, da besonders in der Nahe des kritischen Punktes die Partizipa-tionszahlen oftmals sehr groe Schwankungsbreiten haben, trotz Mittelung uber Energieund Realisierungen.Der Exponent zeigt aber eine gute Ubereinstimmung mit vorangegangen Arbeitenim kubischen Gitter. Mit Hilfe der Transfermatrix-Methode und der Abstandsverteilungdes Eigenwertspektrums berechnetenHofstetter und Schreiber [Hof94, HS94] einenWert von  = 1:340:10. Mittels Multifraktalanalyse erhieltenGrussbach und Schrei-ber [GS95] und mit der Transfermatrix-Methode Kramer et al. [KBMS90] den glei-chen Wert fur den Exponenten. Die lineare Regression mit den nur vier verschiedenenSystemgroen liefert einen so groen Fehler im Exponenten, da dieser auch mit dem vonMacKinnon [Mac94] bestimmten Wert von  = 1:54 ubereinstimmen kann. Der berech-nete kritische Exponent von   1:4 legt die Vermutung nahe, da die quasiperiodischeStruktur keinen qualitativen Einu auf den Phasenubergang hat. Der vom vergleichba-ren kubischen Gitter abweichendeWert der kritischen Unordnung kann seine Ursache, wieim Falle der groeren Bandbreite des Quasigitters, in der Variation der Anzahl nachsterNachbarn haben.6.2 Einbau von PhasonendefektenUm gezielt die Fernordnung eines Quasigitters zu zerstoren, konnen in zufalliger WeisePhasonendefekte durch Umklappen der Rhomben oder Rhomboeder4 in die geordnetenQuasigitter eingebaut werden. Dies entspricht im Beispiel des Penrosegitters zufalligenFluktuationen des Streifens im funfdimensionalen Einheitsgitter. Obwohl das Phason anzufalligen Stellen in das Quasigitter eingebaut wird, sind wegen der Projektion aus demhoherdimensionalen Raum auf die Tilingebene weiterhin nur bestimmte Vertexkongura-tionen erlaubt. Dabei andert sich die mittlere Anzahl von direkt benachbarten Vertizesnicht. Solche ungeordneten Quasigitter werden im folgenden auch Random-Tiling-Gittergenannt.Ungunstigerweise ist die Anzahl der Phasonen nur bei kleinen Phasonenzahlen eingeeignetes Ma fur die Unordnung. Bei sehr groen Phasonenzahlen (Nph  N) konnensowohl durch zufallige als auch wiederholte Phasonen an gleichen Vertizes wieder dielokalen Vertexkongurationen der geordneten Quasigitter enstehen. Diese sind dann sta-tistisch im Random-Tiling-Gitter verteilt. Wenn die Anzahl der Phasonen bereits sehrgro ist, andert sich der allgemeine Charakter der Random-Tiling-Gitter durch weiterePhasonen nicht mehr. Ausgehend von periodisch approximierten Quasigittern konnen da-gegen beim Einbau der Phasonen auch problemlos Random-Tiling-Gitter mit periodischenRandbedingungen konstruiert werden.4Die verschiedenen Phasonen sind in Abb. 2.6 auf S. 12 dargestellt.
84 KAPITEL 6. EFFEKTE VON UNORDNUNG6.2.1 Zweidimensionale Random-Tiling-GitterIn Abb. 6.10 ist beispielhaft ein zweidimensionales Random-Tiling-Gitter zu sehen, dasdurch Einbau von sehr vielen Phasonendefekten in das Penrosegitter aus Abb. 3.1 aufS. 21 erhalten wurde. Die Rhombenketten des Penrosegitters sind vollstandig verschwun-den. Man sieht deutlich neben Bereichen, in denen die Rhomben nahezu regellos ange-ordnet sind, auch solche, in denen die Rhomben wie in einem rhombischen Gitter oderverschiedenen LI-Klassen der Quasigitter angeordnet sind. Bei ausreichender Groe derRandom-Tiling-Gitter treten schlielich die lokalen Vertexkongurationen aller LI-Klassenauf.Elektronische ZustandsdichteDer Einu durch unterschiedlich viele Phasonendefekte auf einige charakteristische Wer-te des Spektrums der elektronischen Zustande ist in Tab. 6.2 fur Quasigitter aus ver-schiedenen LI-Klassen dargestellt. In Abb. 6.11 sind die Histogramme der elektronischenZustandsdichte von Penrosegittern mit unterschiedlicher Phasonenzahl gezeigt. Es falltsofort auf, da sich die Anzahl entarteter Zustande in der Bandmitte mit steigender Pha-sonenzahl fur Nph > 20000 drastisch auf etwa ein Zehntel reduziert hat, und die Bandluckezu den anderen Zustanden schon bei kleinen Phasonenzahlen vonNph  100 verschwundenist. Mit steigender Phasonenzahl wird auch das Energieband schmaler, und die Energiender Grundzustande erhohen sich im Random-Tiling-Gitter auf Emax   4:15. Wahrendbei kleinen Phasonenzahlen die Zustandsdichte noch groe Ahnlichkeiten mit der desPenrosegitters oder anderer Quasigitter zeigt, sind diese im Random-Tiling-Gitter mitNph > 5000 fast vollstandig verschwunden. Die Zustandsdichte gleicht jetzt durch die imVergleich zum Penrosegitter kleinere Bandbreite und der verschwundenen Bandlucke eherder eines Quadratgitters5.Trotz der mit steigender Phasonenzahl schwindenden Bandlucke kann man die entarte-ten Zustande numerisch noch sehr gut von den anderen Zustanden unterscheiden. Mit derAnzahl der entarteten Zustanden sinkt auch die Zahl der erlaubten Gitterplatze, da sichder Anteil der Bereiche vergroert, in denen keine entarteten Zustande mehr konstruiertwerden konnen. Obwohl sich die Anzahl erlaubter Gitterplatze stark verringert hat6, n-det man im Random-Tiling-Gitter immer noch lokal beschrankte Zustande. In Abb. 6.12sind solche nahezu lokal beschrankte Zustande zu sehen, die mit Hilfe des Algorithmusaus Anh. B.2 identiziert werden konnten.Die regelmaige Struktur, wie sie z.B. bei den Ringzustanden zu sehen ist, ist bei fastallen beschrankten Zustanden verschwunden. Nur in den Gebieten, die zu den Quasigitternlokal isomorph sind, kann man die beschrankten Zustande aus Kap. 4.4.1 nden. In weitenBereichen des Random-Tiling-Gitters sind wie im Penrosegitter die erlaubten Gitterplatzeauf die Platze eines der Untergitter beschrankt7. Im Unterschied zum anti-Penrosegittersind die Untergitter der erlaubten Gitterplatze weithingehend raumlich voneinander ge-trennt.5Vergleiche mit Abb. 4.2 auf S. 38.6Man vergleiche die Werte aus Tab. 6.2 und Tab. 4.1 auf S. 37.7Vergleiche Abb. 4.4 auf S. 42 und Abb. 6.10 auf S. 85.
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Abbildung 6.10: Erlaubte Gitterplatze () im Random-Tiling-Gitter, das ausdem Penrosegitter mit den Approximanten (13,8) in Abb. 3.1 durch 50000 Pha-sonendefekten erzeugt wurde. Rhomben mit nur einer dreizahligen Vertex sindschattiert und bilden im Unterschied zum Penrosegitter keine Ketten.
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Abbildung 6.11: Histogramm der elektronischen Zustandsdichte fur Zustande imPenrosegitter des Approximanten (13,8) bei unterschiedlicher Phasonenzahl.
6.2. EINBAU VON PHASONENDEFEKTEN 87Tabelle 6.2: Anzahl der Gitterplatze N , erlaubter Platze Nall und entarteterZustande Ndeg, Energielucke Egap, Energie des Zustandes an der Bandkante Emaxund dessen Partizipationsverhaltnis pmax fur periodische Quasigitter aus verschiede-nen LI-Klassen   und unterschiedlicher Anzahl Phasonen Nph.  Nph N Nall Ndeg Egap Emax pmax0 | 1364 719 130 0.15 4.234 0.83750 100 1364 615 70 0.01 4.219 0.73930 1000 1364 545 20 | 4.188 0.70980 20000 1364 607 16 | 4.148 0.57920 50000 1364 619 4 | 4.142 0.69790 100000 1364 285 8 | 4.143 0.71160 | 3571 1893 347 0.155 4.234 0.83740 20000 3571 1075 25 | 4.158 0.38210 100000 3571 1504 61 | 4.148 0.38450.5 | 1364 1090 146 0.04 4.227 0.59190.5 500 1364 669 42 0.01 4.206 0.16750.5 5000 1364 614 16 | 4.164 0.6700LokalisierungsverhaltenAuf das Lokalisierungsverhalten der Eigenzustande haben die Phasonendefekte einen un-erwarteten Einu. In Abb. 6.13 sind die Partizipationsverhaltnisse der Zustande von Pen-rosegittern mit unterschiedlichen Phasonenzahlen dargestellt. Die Partizipationsverhalt-nisse der meisten Zustande sind mit p  0:3   0:4 fur 1 <jE j< 4 vergleichbar mit denendes Penrosegitters8.Wahrend der Einu der Phasonendefekte auf die meisten Zustande nur gering ist,macht sich, wie in Tab. 6.2 auf S. 87 zu sehen, lediglich an den Partizipationsverhaltnissenpmax der Grundzustande eine minimale Abnahme bemerkbar, jedoch mit starken Schwan-kungen bei einer Anderung der Phasonenzahl. In den groeren Random-Tiling-Gitternsinken die Partizipationszahlen der Grundzustande, was auch in der raumlichen Aus-dehnung beim Grundzustand des Random-Tiling-Gitters des Approximanten (55,34) inAnh. A.3 sichtbar wird. Obwohl im Anderson-Modell auch durch strukturelle Unordnungeine Lokalisierung der Zustande erwartet werden kann, nehmen die Partizipationsverhalt-nisse p der Zustande in der Bandmitte mit steigender Phasonenzahl zu. Ausgenommenvon diesem Verhalten sind die entarteten Zustande der Energien E = 0, deren Partizipa-tionsverhaltnisse p < 0:1 sind.In Abb. 6.14 ist das Skalenverhalten der Partizipationszahlen mit der Systemgroedargestellt. Man sieht deutlich die Zunahme der fraktalen Dimension d in der Bandmitteim Vergleich zum Penrosegitter und damit die wachsende Delokalisierung der Zustande.Dieser Eekt ist bei den groeren Systemen mit hoheren Approximanten noch starker8Siehe Abb. 5.1 auf S. 55.
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Abbildung 6.12: BeschrankteZustande des Random-Tiling-Gitter aus Abb. (6.10). DieSymbole sind in Analogie zuAbb. 4.8 zu verstehen.ausgepragt. Wie in Abb. 6.14 gezeigt, ist in der Bandmitte die fraktale Dimension D2,die fur Random-Tiling-Gitter mit 9349 bis 24476 Gitterpunkten berechnet wurde, groerals die fraktale Dimension d = 2, die aus dem Skalenverhalten der Partizipationszahlenin Random-Tiling-Gittern mit bis zu 4000 Gitterpunkten und oenen Randbedingungenerhalten wurde. Der kritische Charakter der anderen Zustande ist im Vergleich zum un-gestorten Penrosegitter nahezu unverandert.In Abb. 6.2.1 sind die gemittelten Ruckkehrwahrscheinlichkeiten von Penrose- undRandom-Tiling-Gitter miteinander verglichen. Man sieht keine wesentlichen Unterschie-de im Lokalisierungsverhalten. Zwar sind die Ruckkehrwahrscheinlichkeiten im Random-Tiling-Gitter allgemein etwas kleiner als im Penrosegitter, doch beide zeigen das nahezugleiche Skalenverhalten von Gittern mit ausgedehnten Eigenzustanden.Ein ahnliches Lokalisierungsverhalten zeigen die elektronischen Zustande imZentrums-modell beim Einfuhren von Phasonen in das Penrosegitter [YF95]. Durch die Phasonen-defekte werden gleichfalls die Fluktuationen in der Zustandsdichte verringert. Als Kon-sequenz wird bei der Betrachtung der elektronischen Transporteigenschaften dadurch die
























Abbildung 6.13: Partizipationsverhaltnisse der Zustande im Penrosegitter desApproximanten (13,8) als Funktion der Energie bei verschiedenen Phasonenzah-len.
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Abbildung 6.14: Vergleich von fraktaler Dimensionen d = 2 mit dem zweitenMoment der fraktalen Dimension D2.  wurde aus den Partizipationszahlen von36 Random-Tiling-Gittern der Groe 400 < N < 4000 und oenen Randbe-dingungen, und D2 aus Eigenzustanden des Random-Tiling-Gitters (55,34) mitkleiner Unordnung W = 10 4 bestimmt.
Abbildung 6.15: Vergleich von bei-den gemittelten Ruckkehrwahrschein-lichkeit im Random-Tiling- und Pen-rosegitter in Abhangigkeit von der Sy-stemgroe.
6.2. EINBAU VON PHASONENDEFEKTEN 91Tabelle 6.3: Anzahl der Gitterplatze N , Energie des Zustandes an derBandkante Emax und dessen Partizipationsverhaltnis pmax fur periodi-sche 3D-Quasigitter mit unterschiedlicher Anzahl Phasonen Nph furden Approximanten (5; 3).Nph N Emax pmax| 2440 6.6012 0.6894200 2440 6.5955 0.69062000 2440 6.5697 0.696820000 2440 6.5364 0.6720200000 2440 6.5229 0.6759elektrische Leitfahigkeit bei den Energien erhoht, bei denen im perfekten Penrosegitterkeine Zustande vorhanden sind, die einen Transport der Elektronen ermoglichen konnen.Auch die raumliche Ausdehnung der Zustande hat im Vergleich zum perfekten Gitterzugenommen. Nach Yamamoto und Fujiwara [YF95] erklart dieses Verhalten die Zu-nahme der elektrischen Leitfahigkeit in realistischen Quasikristallen bei steigender Pha-sonendichte.6.2.2 Dreidimensionale Random-Tiling-GitterDie Phasonendefekte im ikosaedrischen Quasigitter bewirken bezogen auf die elektronischeZustandsdichte ein ahnliches Verhalten, wie es im Fall der zweidimensionalen Quasigitterbeobachtet wird. In Abb. 6.16 sind die Histogramme der Zustandsdichte und in Tab. 6.3einige charakteristischeWerte des Spektrums fur verschiedene Phasonenzahlen dargestellt.Durch den Einbau von Phasonendefekten sind die Fluktuationen in der Zustandsdichtedeutlich zuruckgegangen, und die Bandbreite hat sich verringert. Bei groen Phasonen-zahlen wird die Zustandsdichte des dreidimensionalen Random-Tiling-Gitters derjenigendes kubischen Gitters immer ahnlicher9.Im Unterschied zum Penrosegitter macht sich der Einu von Phasonen auf die Parti-zipationszahlen kaum bemerkbar. In Abb. 6.17 sind die Partizipationsverhaltnisse fur denApproximanten (5; 3) des ikosaedrischen Quasigitters mit unterschiedlicher Anzahl voneingebauten Phasonen zu sehen. Man sieht deutlich, da sich die Partizipationsverhalt-nisse mit steigender Phasonenzahl nur minimal andern. Ahnlich wie in der Zustandsdichtewerden die Fluktuationen in den Partizipationszahlen geringer. In der Nahe der Band-kanten nehmen die Partizipationszahlen sogar geringfugig zu.Da die Partizipationszahlen keine wesentliche Anderung durch den Einbau von Pha-sonen zeigen, wurden andere Groen zur Beschreibung des Lokalisierungsverhaltens nichtdargstellt. Die Werte aller Partizipationszahlen im dreidimensionalen Random-Tiling-Gitter sind im Vergleich zum ungestorten ikosaedrischen Quasigitter nahezu unverandert.Eine Lokalisierung der Zustande durch den Verlust der quasiperiodischen Fernordnung9Vergleiche mit Abb. 4.3 auf S. 40.
92 KAPITEL 6. EFFEKTE VON UNORDNUNGbeim Einbau von Phasonendefekten ist bei den hier verwendeten Systemen nicht festzu-stellen. Untersuchungen an wesentlich groeren Systemen waren zur eindeutigen Klarungdieser Fragestellung notwendig.
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Abbildung 6.16: Histogramm der elektronischen Zustandsdichte fur Zustande imikosaedrischen Quasigitter (5,3) bei verschiedenen Phasonenzahlen.





















Abbildung 6.17: Partizipationsverhaltnisse der Zustande im 3D-Quasigitter (5,3)bei unterschiedlicher Phasonenzahhl als Funktion der Energie.
Kapitel 7ZusammenfassungZiel der vorliegenden Arbeit ist die Untersuchung des Lokalisierungverhaltens von elek-tronischen Zustanden in quasiperiodischen Gittern. Bei den untersuchten Gittern handeltes sich um das zweidimensionale Penrosegitter, sowie zweidimensionale Gitter andererlokal isomorpher Klassen und das dreidimensionale Amman-Kramer-Gitter, auch ikosa-edrisches Quasigitter genannt. Aufgrund der Quasiperiodizitat kann das Bloch-Theoremnicht, wie es in periodischen Gittern der Fall ist, angewendet werden. Die variierendeAnzahl nachster Nachbarn in den Quasigittern dient als ein erster Schritt zur Einfuhrungeiner topologischen Unordnung im Anderson-Modell der Lokalisierung. Zur Erhohung derstrukturellen Unordnung wurden mit Phasonendefekten in zufalliger Weise Gitterdefektein die Quasigitter eingebaut. Ebenso wurde der Grad an Unordnung in den Quasigitternanalog zum Anderson-Modell durch eine statistische Verteilung der Gitterplatzenergienverstarkt.Als Modell fur die elektronischen Zustande wurde das Vertexmodell verwendet. Je-der Rhombenecke wurde ein Atomorbital zugeordnet und nur die Wechselwirkung zu denentlang der Rhombenkanten benachbarten Gitterpunkten berucksichtigt. In den zweidi-mensionalen Quasigittern wird in der elektronischen Zustandsdichte neben einer unendlichhohen Entartung in der Bandmitte eine Bandlucke beobachtet, welche diese entartetenvon den anderen Zustanden trennt. Im dreidimensionalen Quasigitter ist diese Entartungnicht so stark ausgepragt und die Bandlucke verschwindet. Das Spektrum zeigt sehr groeAhnlichkeit mit dem periodischer Gitter.Zur Untersuchung des Lokalisierungsverhaltens der Eigenzustande wurden vorrangigdas zweite Moment der Wahrscheinlichkeitsdichte, auch inverse Partizipationszahl ge-nannt, und die Ruckkehrwahrscheinlichkeit eines elektronischen Zustandes berechnet. MitHilfe der Multifraktalanalyse von Wellenfunktionen wurde das Skalenverhalten der elek-tronischen Zustande untersucht und gleichfalls zur Charakterisierung der Lokalisierungs-eigenschaften verwendet. Die Eigenzustande der zwei- und dreidimensionalen Quasigitterzeigen unterschiedliche Lokalisierungseigenschaften. Im zweidimensionalen Penrosegitterubt die quasiperiodische Gitterstruktur einen starkeren Einu auf das Lokalisierungsver-halten als im dreidimensionalen ikosaedrischen Gitter aus.Die besondere Topologie des Vertexmodells, vor allem die bipartite Gitterstruktur,hat groe Bedeutung fur die entarteten Eigenzustande in der Bandmitte. Diese entarte-95
96 KAPITEL 7. ZUSAMMENFASSUNGten Zustande stellen sich als raumlich beschrankte Zustande dar, derenWellenfunktion aufbestimmten, verbotenen Gitterplatzen vollstandig verschwindet. Aus diesen Zustanden,die immer uber fast alle erlaubten Gitterplatze ausgedehnt sind, konnten mit zwei ver-schiedenen Methoden raumlich beschrankte Zustande identiziert werden, die nur auf diewenigen Gitterplatze innerhalb eines raumlich eingegrenzten Bereiches lokalisiert sind.7.1 Bewertung der Ergebnisse7.1.1 LokalisierungsverhaltenIm Penrosegitter sind die Eigenzustande an den Bandkanten nahezu gleichformig ausge-dehnt. Auch die meisten der anderen Eigenzustande zeigen ein ausgedehntes Verhalten.Die Lokalisierungstendenz wachst dabei von den Bandkanten zur Mitte des Spektrums.Bei einer Energie von E  1 wird eine Anderung des Lokalisierungsverhaltens beobach-tet. Fur Zustande der Energie jE j< 1 kann man eine zunehmende Lokalisierungstendenznicht nur mit Hilfe der Partizipationszahlen sondern auch durch die Multifraktalanalyseder Zustande erkennen. Die Ergebnisse zeigen sehr gute Ubereinstimmungmit der Analyseder Singularitatsspektren. Aufgrund der zunehmenden Lokalisierung ndet man schlie-lich an der Bandlucke exponentiell lokalisierte Zustande, bei denen die Partizipationszahlals Funktion der Systemgroe nahezu konstant bleibt.Aufgrund des Verhaltens der Strukturentropie als Funktion des Partizipationsverhalt-nisses und des Skalenverhaltens der Partizipationszahlen sind viele Zustande in den zwei-dimensionalen Quasigittern als im Sinne von Sire [Sir94] kritische Zustande anzusehen,d.h. die Einhullende der Wellenfunktion weist einen potenzartigen Abfall auf. Im dreidi-mensionalen Quasigitter sind die meisten Zustande ausgedehnt und nur in der Nahe derBandkanten kann ein kritischer Charakter der Zustande festgestellt werden. Die Multi-fraktalanalyse liefert aber eine mit wachsende Systemgroe steigende Tendenz zur Delo-kalisierung. Das Verhalten der Strukturentropie befurwortet allerdings keinen einfachenpotenzartigen Abfall der Wahrscheinlichkeitsdichte in zwei und drei Dimensionen sonderneinen Abfall, ahnlich den Friedel-Oszillationen.Die Ergebnisse hinsichtlich des Lokalisierungsverhaltens der Eigenzustande im Penro-segitter sind vergleichbar mit denjenigen aus der Arbeit von Naumis et al. [NBW94].Die Autoren sagen im Penrosegitter gleichfalls einen Wechsel von ausgedehnten zu lokali-sierten Zustanden bei einer Energie von E  1 voraus. Da aber in allen quasiperiodischenGittern sowohl die Nah- als auch die Fernordnung vorhanden sind, mu der Grund fur die-se Lokalisierung andere Ursachen haben als im Anderson-Modell, in dem die Lokalisierungdurch Unordnung verursacht wird.Durch den Einbau von Phasonendefekten in das Penrosegitter wird dessen quasiperi-odische Fernordnung zerstort. Dies hat sichtbare Auswirkungen auf das Energiespektrum.Die Entartung in der Bandmitte sinkt, und die Bandlucke verschwindet zusehend. Im Lo-kalisierungsverhalten der Eigenzustande zweidimensionaler Random-Tiling-Gitter fuhrtdies zu einer verringerten Lokalisierung in der Bandmitte. Man kann dieses Verhalten be-sonders anhand der Partizipationszahlen beobachten. Ein ahnliches Lokalisierungsverhal-ten zeigen die elektronischen Zustande im Zentrumsmodell beim Einfuhren von Phasonen
7.1. BEWERTUNG DER ERGEBNISSE 97in das Penrosegitter [YF95].Im dreidimensionalen ikosaedrischen Quasigitter wird ein teilweise vollig unterschied-liches Lokalisierungsverhalten der Eigenzustande beobachtet. Die Zustande an den Band-kanten sind nahezu gleichformig ausgedehnt. Auch alle anderen Zustande zeigen ein ausge-dehntes Verhalten. Lediglich fur Zustande in der Nahe der Bandkanten mit einer Energie6 >jE j> 5 zeigen sich in den Partizipationszahlen geringe Lokalisierungstendenzen. Ver-gleicht man die fraktale Dimension d der Partizipationszahlen mit den Ergebnissen ausder Multifraktalanalyse, so wird mit zunehmender Gittergroe eine Abnahme der Loka-lisierungstendenz beobachtet. Dies legt den Schlu nahe, da die Quasiperiodizitat desGitters und damit der Verlust der Bloch-Symmetrie nicht notwendigerweise eine Loka-lisierung der Zustande bewirkt. Auch scheint im Anderson-Modell die quasiperiodischeStruktur keinen entscheidenden Einu auf den Metall-Isolator-Ubergang und dessen Ex-ponenten  zu haben.Die experimentell beobachtete, geringe elektrische Leitfahigkeit von Quasikristallen[Poo92, BMCL+93, Ber94] kann nicht mit dem in dieser Arbeit gefundenen Lokalisie-rungsverhalten der Eigenzustande erklart werden. Dagegen scheinen der vorgeschlageneHume-Rothery-Mechanismus und die damit verbundene Pseudobandlucke in der elektro-nischen Zustandsdichte bei der Fermi-Energie [SA87, FY91, HK92b, HK92a] die experi-mentell bestimmten elektrischen Leitfahigkeiten eher zu erklaren.7.1.2 Beschrankte ZustandeIn dieser Arbeit wurden zur numerischen Identizierung der lokal beschrankten Zustande,die erstmals von Arai et al. [ATF88] konstruiert wurden, in den verschiedenen quasipe-riodischen Gittern zwei unterschiedliche Methoden vorgestellt. Beide Verfahren ermogli-chen eine Identizierung beschrankter Zustande nicht nur im Penrosegitter, sondern auchin den Quasigittern der anderen LI-Klassen. Zum einem wurden mit einem Algorithmus(siehe Anh. B.2) solche Linearkombinationen entarteter Zustande konstruiert, die einerextrem lokalisierten Testfunktion moglichst ahnlich sind. Andererseits wurden beschrank-te Zustande mit Hilfe einer sehr kleinen energetischen Unordnung erhalten. Durch die sehrkleine Unordnung wird weithingehend nur die hohe Entartung in der Bandmitte aufgeho-ben. Man erhalt raumlich beschrankte Zustande, die in naturlicher Weise die entartetenZustande reprasentieren. Obwohl die entarteten Zustande im ungeordneten Fall uber dasganze Gitter ausgedehnt sind, spricht die Lokalisierung bei sehr kleiner Unordnung gegendie Vermutung, da diese Zustande entscheidend zur elektrischen Leitfahigkeit beitragen[FK88].Auch in quasiperiodischen Gittern, die nicht der LI-Klasse des Penrosegitters an-gehoren sowie den Random-Tiling-Gittern wurden lokal beschrankte Zustande identi-ziert, die sich teilweise von den Zustanden nach Arai et al. unterschieden. So konn-te gezeigt werden, da die Existenz der geschlossenen Ketten des Penrosegitters nichtnotwendigweise fur das Auftreten beschrankter Zustande verantwortlich ist. Da dieseZustande auch in Random-Tiling-Gittern auftreten, ist die Selbstahnlichkeit des Penro-segitters gleichfalls nicht fur deren Existenz verantwortlich. Von groer Bedeutung ist vorallem die Eigenschaft des bipartiten Gitters im Vertexmodell. Die zusatzliche Einfuhrung
98 KAPITEL 7. ZUSAMMENFASSUNGeiner Wechselwirkung entlang der Diagonalen der Rhomben des Penrosegitters [Oda86]hat groe Auswirkungen auf die Zustande in der Bandmitte. Beim Vergroern der rela-tiven Starke dieser zusatzlichen Wechselwirkung verschwinden die Bandlucken und dieentarteten Zustande in der Bandmitte, da die zusatzlich eingefuhrte Wechselwirkung diebipartite Gitterstruktur der Quasigitter im Vertexmodell zerstort.Ergebnisse dieser Arbeit sind in folgenden Artikeln eroentlicht: T. Rieth und M. Schreiber. Identication of spatially conned states in two-dimen-sional quasiperiodic lattices. Phys. Rev. B 51, 15827 (1995) T. Rieth und M. Schreiber. Localization of electronic eigenstates in quasiperiodiclattices. In Proceedings of the International Conference on Quasicrystals. Erscheintin Int. J. Mod. Phys. (1995).
Anhang AEigenzustandeIn diesem Anhang sind einige elektronische Eigenzustande der Penrose-, anti-Penrose-und Random-Tiling-Gitter mit den rationalen Approximanden (55; 34) und N = 24476Gitterplatzen dargestellt. Wegen der Systemgroe wurden die Eigenzustande mit Hilfe desLanczos-Verfahrens berechnet. Dabei wurden die Gitterplatzenergien zufallig mit einerGleichverteilung der Breite W = 10 4 ermittelt, um mogliche Entartungen aufzuheben.Im folgenden sind die Wahrscheinlichkeitsdichten der Eigenzustande dargestellt, indemjeweils die Betragsquadrate der Amplituden P=j  ni j2 der entsprechenden Wellenfunk-tion zur Energie Ei an den verschiedenen Gitterplatzen n als Kreise mit unterschiedlichenGraustufen aufgetragen wurden. Je dunkler der Grauton eines Kreises ist, desto groerist die Aufenthaltswahrscheinlichkeit des Elektrons an diesem Gitterplatz.Auf S. 105. sind die Zustande aus dem Penrosegitter des Approximanten (144; 89)mit 167761 Gitterpunkten gezeigt. Aufgrund der eingeschrankten Auosung sind nur zweiunterschiedliche Wertebereiche der Wahrscheinlichkeitsdichte P dargestellt.
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 P > 1/N
 P > 2/N
 P > 4/N
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E = -0.155
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
E =  0.000
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
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E =  0.000
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
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E = -4.235
 P > 2/N
 P > 1/N
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E = -4.001
 P > 2/N
 P > 1/N
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E = -3.001
 P > 2/N
 P > 1/N
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E = -0.901
 P > 2/N
 P > 1/N
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E = -0.171
 P > 2/N
 P > 1/N
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E =  -0.171
 P > 2/N
 P > 1/N
A.2. ANTI-PENROSEGITTER 111A.2 Anti-Penrosegitter
E = -4.226
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
E = -4.099
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
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E = -2.680
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
E =  0.000
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
A.3. RANDOM-TILING-GITTER 113A.3 Random-Tiling-Gitter
E = -4.160
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
E = -3.011
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
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E = -0.404
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
E = -0.004
 P > 1/4N
 P > 1/2N
 P > 1/N
 P > 2/N
 P > 4/N
Anhang BBeschrankte ZustandeB.1 Rhombenketten und beschrankte ZustandeTheorem 1: Jeder Rhombus im Penrosegitter besitzt mindestens eine und hochstens zweidreizahlige Vertizes. Ein Rhombus mit einer dreizahligen Vertex liegt immer in direkterNachbarschaft zu zwei Rhomben mit je einer dreizahligen Vertex. Die beiden dreizahligenVertizes eines Rhombus benden sich auf diagonal gegenuber liegenden Eckpunkten.Der Beweis erfolgt wie in der Arbeit von Arai et al. [ATFK88b] durch Betrachtenaller moglichen lokalen Anordnungen der Rhomben im Penrosegitter, die in Abb. B.1zusammenmit den Anbauregeln aus Abb. 2.1 auf S. 6 dargestellt sind. Es werden folgendeTatsachen festgestellt: Es gibt sieben verschiedene Kongurationen fur direkt benachbarte Rhomben, vierfur groe sowie drei fur kleine Rhomben. Jeder Rhombus hat jeweils immer minde-stens eine und hochstens zwei dreizahlige Vertizes. In den funf Kongurationen (b), (c), (d), (e) und (f) besitzt der mittlere Rhombusnur eine dreizahlige Vertex. Aufgrund der Geometrie der Vertizes und Rhomben ist es nicht moglich, da beideEcken einer Kante zugleich dreizahlige Vertizes sind. Die der Spitze eines einfachen Pfeils gegenuberliegende Vertex einer Rhombenkanteist niemals dreizahlig. Die weitwinklige Ecke eines kleinen Rhombus, in welche die beiden einfachen Pfeilezeigen, ist immer eine dreizahlige Vertex. Nur in den Kongurationen (c), (d) und (e) eines Rhombus mit einer dreizahligenVertex besitzt einer der Doppelpfeile weder am Anfang noch am Ende eine dreizahli-ge Vertex. Kein Rhombus mit zwei dreizahligen Vertizes ist von anderen Rhombenmit ebenfallszwei dreizahligen Vertizes isoliert. 115
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Abbildung B.1: Direkte Nachbar-Kongurationen fur die dicken und die dunnenRhomben im Penrosegitter. Markierte () und unmarkierte Rhomben besitzeneine bzw. zwei dreizahlige Vertizes. Bei Rhomben mit Fragezeichen lat sich uberdie Anzahl der dreizahligen Vertizes keine Aussage machen.Satz 1: Jeder Rhombus mit einer dreizahligen Vertex hat laut Theorem 1 immer zwei di-rekt benachbarte Rhomben mit ebenfalls einer dreizahligen Vertex. Diese dreizahlige Vertexteilt der Rhombus nur mit zwei weiteren Rhomben, die selber zwei dreizahlige Vertizes be-sitzen. Dies impliziert, da alle Rhomben mit einer dreizahligen Vertex zu geschlossenenKetten ("strings\) verbunden sind, die keine Endpunkte haben1.Die folgenden Aussagen beruhen im Vertexmodell auf dem Hamiltonoperator (3.6) aufS. 23 mit "n = 0 und beziehen sich nur auf die entarteten Zustande der Energie E = 0.Diese Zustande weisen verbotene und erlaubte Gitterplatze auf.Denition: Ein Gitterplatz ist verboten, wenn fur alle entarteten Zustandedie Amplitude der Wellenfunktion auf diesem Gitterplatz verschwindet, an-dernfalls nennt man diesen Gitterplatz erlaubt, obwohl fur einzelne Zustandedie Amplitude auch auf einem erlaubten Gitterplatz verschwinden kann.Theorem 2: Die markierten zentralen Gitterplatze von Abb. B.2(a) in der lokalen Umge-bung einer S5-Vertex2, der Vertex 0, sind verbotene Gitterplatze. Die zentrale, funfzahligeS5-Vertex ist ein erlaubter Gitterplatz.1Siehe Abb. 3.1 auf S. 21.
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Abbildung B.2: Verbotene Gitterplatze in der Umgebung einer S5- (links) undeiner S-Vertex (rechts). Die verbotenen Gitterplatze sind markiert ().Da in dieser Arbeit ein Tight-Binding-Hamiltonoperator mit einem Transferintegral vonV =  1 verwendet wird, lat sich dieses Theorem fur die Wellenfunktionen der entartetenZustande j	i = Pi	i j ii der Energie E = 0 durch Losen der Schrodingergleichung  X<i;j>	j = E	i = 0 (B.1)einfach beweisen, wobei in der Summe nur die uber Rhombenkanten direkt benachbartenVertizes berucksichtigt werden. Aus der lokalen Konguration einer zentralen S5-Vertexergibt sich aus der Schrodingergleichung (B.1): E	6 = 	1 +	2 +	21 = 0 E	7 = 	2 +	3 +	22 = 0 E	8 = 	3 +	4 +	23 = 0 E	9 = 	4 +	5 +	24 = 0 E	10 = 	5 +	1 +	25 = 0 (B.2)Durch Addition aller Gleichungen (B.2) erhalt man:2 (	1 +	2 +	3 +	4 +	5) + 	21 +	22 +	23 +	24 +	25 = 0Mit Hilfe der Gleichung  E	0 = 	1 +	2 +	3 +	4 +	5 = 0folgt schlielich: 	21 +	22 +	23 +	24 +	25 = 0 (B.3)2Die Nomenklatur der Vertizes erfolgt nach de Bruijn[dB81].
118 ANHANG B. BESCHRANKTE ZUSTANDEVergleicht man die folgenden Gleichungen untereinander E	11 = 	1 +	26 +	25 = 0  E	12 = 	1 +	26 +	21 = 0 E	13 = 	2 +	27 +	21 = 0  E	14 = 	2 +	27 +	22 = 0 E	15 = 	3 +	28 +	22 = 0  E	16 = 	3 +	28 +	23 = 0 E	17 = 	4 +	29 +	23 = 0  E	18 = 	4 +	29 +	24 = 0 E	19 = 	5 +	30 +	24 = 0  E	20 = 	5 +	30 +	25 = 0folgt mit Hilfe von Gleichung (B.3):	21 = 	22 = 	23 = 	24 = 	25 = 0Aus den Gleichungen (B.2) erhalt man:	1 =  	2 = 	3 =  	4 = 	5 =  	1 = 0und damit 	26 = 	27 = 	28 = 	29 = 	30 = 0 qed.zz zz 13 4 205 Abbildung B.3: Charakteristische Anordnungder Rhomben in den Rhombenketten. Dieverbotenen Gitterplatze sind markiert ().Theorem 3: Wenn zwei nicht-dreizahlige Vertizes an einem Rhombus mit zwei dreizah-ligen Vertizes verbotene Gitterplatze sind, dann sind nicht-dreizahlige Vertizes an benach-barten Rhomben ebenfalls verbotene Gitterplatze.Die einzig mogliche Kombination zweier benachbarter Rhomben mit zwei dreizahligenVertizes ist in Abb. B.3 dargestellt. Man erhalt sie aus den Kongurationen (a) und(g) von Abb. B.1. Unter der Annahme, da die beiden dreizahligen Vertizes 4 und 5in Abb. B.3 erlaubte Gitterplatze sind, soll gezeigt werden, da die nicht dreizahligenVertizes 2 und 3 verbotene Gitterplatze sind, wenn die beiden nicht-dreizahligen Vertizes0 und 1 verbotene Gitterplatze sind.Mit Hilfe der Schrodingergleichung B.1 erhalt man: E	4 = 	0 +	1 +	2 = 0 E	5 = 	0 +	1 +	3 = 0 ) ) 	2 = 	3Aufgrund der Annahme 	0 = 	1 = 0 ergibt sich damit: 	2 = 	3 = 0 qed.
B.1. RHOMBENKETTEN UND BESCHRANKTE ZUSTANDE 119Satz 2: Fast alle dreizahligen Vertizes sind erlaubte und fast alle nicht-dreizahligen Ver-tizes sind verbotene Gitterplatze, mit den folgenden Ausnahmen:1.) Die zentrale S5-Vertex aus Theorem 2 ist ein erlaubter Gitterplatz.2.) In der Umgebung der zentralen S-Vertex aus Abb. B.2(b) sind funf dreizahlige D-Vertizes verbotene Gitterplatze. Die funf funfzahligen J-Vertizes und die zentrale S-Vertexsind erlaubte Gitterplatze.Auerhalb des Gebietes einer zentralen S-Vertex lat sich das Penrosegitter mit Hilfedes Musters aus Abb. B.3 und Theorem 3 aufbauen. Ausgehend von den funf Rhombeneiner zentralen S5-Vertex lassen sich die restlichen Rhomben beschreiben, indem mandie Rhomben mit zwei dreizahligen Vertizes benutzt. Zum Beweis der zweiten Ausnahmein der Umgebung einer zentralen S-Vertex wird gezeigt, da in der obigen Abbildungder Umgebung einer zentralen S-Vertex nur die funf J-Vertizes (Vertex 11{15) sowie diezentrale S-Vertex (Vertex 0) erlaubte Gitterplatze sind. E	1 = 	0 +	11 +	12 = 0 E	2 = 	0 +	12 +	13 = 0 E	3 = 	0 +	13 +	14 = 0 E	4 = 	0 +	14 +	15 = 0 E	5 = 	0 +	15 +	16 = 0Durch Umformen nach 	0 und durch Vergleich der obigen Gleichungen miteinander ergibtsich:  	0 = 	11 +	12 = 	12 +	13 = 	13 +	14 = 	14 +	15 = 	15 +	11) 	11 = 	12 = 	13 = 	14 = 	15  	Jund 	0  	S =  2	J :Zur Berechnung der Amplituden auf den restlichen funf D-Vertizes 1 bis 5 mit Glei-chung (B.1) benutzt man die Tatsache, da sich die nicht-dreizahligen Vertizes 21 bis 25auf einer Rhombenkette benden und damit verbotene Gitterplatze sind:	21 = 	22 = 	23 = 	24 = 	25 = 0Durch Theorem 3 folgt damit:	16 = 	17 = 	18 = 	19 = 	20 = 0Die Amplituden der vierzahligen K-Vertizes 6 bis 10 erhalt man aus den folgenden Glei-chungen: E	26 = 	6 +	21 +	17 = 0  E	27 = 	7 +	22 +	17 = 0 E	28 = 	7 +	22 +	18 = 0  E	29 = 	8 +	23 +	18 = 0 E	30 = 	8 +	23 +	19 = 0  E	31 = 	9 +	24 +	19 = 0 E	32 = 	9 +	24 +	20 = 0  E	33 = 	10 +	25 +	20 = 0 E	34 = 	10 +	25 +	16 = 0  E	35 = 	6 +	21 +	16 = 0
120 ANHANG B. BESCHRANKTE ZUSTANDE) 	6 = 	7 = 	8 = 	9 = 	10 = 0Fur die Amplituden der dreizahligen D-Vertizes 1 bis 5 berechnet man: E	11 = 	1 +	2 +	10 +	6 +	16 = 0 E	12 = 	2 +	3 +	6 +	7 +	17 = 0 E	13 = 	3 +	4 +	7 +	8 +	18 = 0 E	14 = 	4 +	5 +	8 +	9 +	19 = 0 E	15 = 	5 +	1 +	9 +	10 +	20 = 0	1 +	5 = 	1 +	2 = 	2 +	3 = 	3 +	4 = 	4 +	5Mit Hilfe der Gleichung  E	0 = 	1 +	2 +	3 +	4 +	5 = 0folgt zuletzt: 	1 = 	2 = 	3 = 	4 = 	5 = 0 qed.B.2 Konstruktion lokal beschrankter ZustandeIm LCAO-Ansatz werden die M orthonormalen entarteten Zustande  m als Linearkom-bination einer Basis von kugelsymmetrischen s-Atomorbitalen dargestellt:j mi = NXn=1 enm jniIn diesem Anhang soll gezeigt werden, wie raumlich beschrankte Linearkombinationen derentarteten Zustande durch jji = MXm=1 amj j migebildet werden konnen. Die Wellenfunktion der gesuchten Linearkombination soll aufmoglichst wenige Gitterplatze beschrankt bleiben. Es ist deshalb sinnvoll anzunehmen,da die Wellenfunktion des Zustandes j eine moglichst groe Amplitude vor allem aufeinem der erlaubten Gitterplatze besitzt. Deshalb wird ein Anfangszustand gewahlt, des-sen Wellenfunktion ausschlielich auf dem erlaubten Gitterplatz j eine Amplitude besitzt:jji = NXn=1 nj jni =jjiIm folgenden werden diese Zustande auch Versuchsfunktionen genannt. Die zu bestim-menden, lokal beschrankten Linearkombinationen sollen sich moglichst wenig von dengegebenen Versuchsfunktionen unterscheiden. Die Methode der "kleinsten quadratischenAbweichung\ wird als Kriterium zur Minimierung des Unterschiedes in den Amplituden
B.2. KONSTRUKTION LOKAL BESCHRANKTER ZUSTANDE 121der Versuchsfunktion und des entarteten Zustands benutzt. Die Nebenbedingung ist durchdie Normierung der Wellenfunktion gegeben:NXn=1hn jji   hn jji2 = Minimum ! mit MXm=1 a2mj = 1Zur Losung des Extremwertproblems mit Nebenbedingung wird die Methode des Lagran-geschen Multiplikators verwendet und die Lagrangefunktion L = L(famjg; ) mit denEntwicklungskoezienten amj und dem Lagrange Multiplikator  als Parameter aufge-stellt: L = L(famjg; ) = NXn=1nj   MXm=1 amjenm2 +  MXm=1 a2mj   1Durch Dierenzieren der Lagrangefunktion nach ihren Parametern erhalt man das folgen-de Gleichungssystem mitM + 1 Gleichungen und Unbekannten:NXn=1nj   MXk=1 akjenkenm + amj = 0 fur m = 1; : : : ;Mund MXm=1 a2mj = 1Da die entarteten Zustande eine Orthonormalbasis h m j ki = Pn enmenk = mk bilden,folgt aus dem vorangegangenen Gleichungssystem:NXn=1 njenm   MXk=1 akjkm + amj = ejm + (   1)amj = 0 fur m = 1; : : : ;M (B.4)) MXm=1 a2mj =  11  2 MXm=1 e2jm = 1Das Auosen der unteren Gleichung nach  und Einsetzen in Gleichung B.4 ergibt dieKoezienten der gesuchten Linearkombination:amj =  ejmqPm e2jmMit diesem Verfahren erhalt man Zustande, die im Inneren einer oder im Gebiet zwi-schen zwei Rhombenketten beschrankt sind. Als Versuchsfunktion kann in diesem Verfah-ren jeder beliebige Zustand gewahlt werden, vorausgesetzt, seine Wellenfunktion besitztnur Amplituden auf den erlaubten Gitterplatzen innerhalb eines beschrankten Gebie-tes. Wahlt man z.B. die beschrankten Zustande nach Arai et al. [ATFK88b] als Ver-suchsfunktion, so erhalt man diese unverandert zuruck, da sie bereits Eigenzustande derSchrodingergleichung (B.1) sind.Da anfangs fur jeden erlaubten Gitterplatz eine Versuchsfunktion gewahlt wurde unddie Anzahl der erlaubten Gitterplatze im allgemeinen groer als die der vorgegeben ent-arteten Zustande ist, sind die gefundenen Linearkombinationen der entarteten Zustande
122 ANHANG B. BESCHRANKTE ZUSTANDEnoch linear abhangig. Eine Gram-Schmidt-Orthogonalisierungj ~mi =jmi   m 1Xk=1 j ~kih~k j mih~k j ~ki fur m = 1; : : : ;Mliefert einen minimalen Satz lokal beschrankter Zustande als Basis zur Beschreibung derentarteten Zustande. Die Orthogonalisierung hat keinen Einu auf die Beschranktheitder Zustande, denn Zustande, die vor der Orthogonalisierung aufgrund der raumlichenTrennung bereits orthogonal waren, sind es danach weiterhin. Die Orthogonalisierungbietet jedoch den Vorteil, die Anzahl der moglichen Zustande innerhalb eines lokal be-schrankten Bereiches bestimmen zu konnen.
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Ich erklare, da ich die vorliegende Arbeit selbstandig und nurunter Verwendung der angegebenen Literatur und Hilfsmittel an-gefertigt habe. Die Passagen der Arbeit, die in Wortlaut oderSinn anderen Werken entnommen wurden, habe ich entsprechendgekennzeichnet. Ich erklare, nicht bereits fruher oder gleichzeitigbei anderen Hochschulen oder an der Universitat Chemnitz einPromotionsverfahren beantragt zu haben. Ich erkenne die Pro-motionsordnung der Technischen Universitat Chemnitz-Zwickauvom 15.Marz 1995 an.
Thesen zur DissertationDie Spektren der elektronischen Zustande in quasiperiodischen Gittern zeigen Abweichun-gen von denen periodischer Gitter, die abhangig von der Dimension unterschiedlich starkausgepragt sind. Im Vertexmodell sind allen Quasigittern die im Vergleich zu periodi-schen Gittern groere Bandbreite aufgrund der variierenden Anzahl nachster Nachbarn,die deutlich sichtbaren Fluktuationen in der Zustandsdichte und die unendlich hohe Ent-artung in der Bandmitte gemeinsam.Im Vertexmodell wird in der elektronischen Zustandsdichte der zweidimensionalen Qua-sigittern eine -Funktions-artige Entartung in er Bandmitte beobachtet. Eine Bandlucketrennt diese entarteten von den anderen Zustanden.Das Spektrum der elektronischen Zustande im dreidimensionalen ikosaedrischen Quasigit-ter zeigt groe Ahnlichkeiten mit demjenigen periodischer Gitter. In der Zustandsdichteist die Entartung in der Bandmitte kaum zu erkennen, da die trennende Bandlucke ver-schwunden ist.Die entarteten Zustande in der Bandmitte stellen sich als raumlich beschrankte Zustandedar. Die Amplituden aller Wellenfunktionen verschwinden vollstandig auf bestimmten,verbotenen Gitterplatzen. Neben der besonderen Topologie des Vertexmodells hat vorallem die bipartite Gitterstruktur groe Bedeutung fur die erlaubten und verbotenenGitterplatze der entarteten Eigenzustande in der Bandmitte.Aus den entarteten Zustanden konnen mit zwei verschiedenen Methoden raumlich be-schrankte Zustande identiziert werden. Zum einem konstruiert man mit einem Algorith-mus solche Linearkombinationen der entarteten Zustande, die einer extrem lokalisiertenTestfunktion moglichst ahnlich sind. Andererseits erhalt man beschrankte Zustande mitHilfe sehr kleiner energetischer Unordnung.In den zweidimensionalen Quasigittern ubt im Vergleich zu den periodischen Gittern diequasiperiodische Gitterstruktur einen starkeren Einu auf das Lokalisierungsverhaltenaus als im dreidimensionalen ikosaedrischen Gitter.In den zweidimensionalen Quasigittern sind die Eigenzustande an den Bandkanten aus-gedehnte Wellenfunktionen. Die meisten der anderen Eigenzustande zeigen ein Verhalten135
von kritischen Zustanden, die mit einem potenzartigen Abfall der Einhullenden der Wel-lenfunktion beschreiben werden. Die Lokalisierungstendenz wachst dabei von den Band-kanten zur Mitte des Spektrums. Auch ein Wechsel der LI-Klasse vom Penrose- zumanti-Penrosegitter bewirkt einen Anstieg in der Lokalisierungstendenz.Im ikosaedrischen Quasigitter sind fast alle Zustande nahezu gleichformig ausgedehnt.Nur bei den Zustanden in der Nahe der Bandkante kann ein allerdings nur schwach aus-gepragtes kritisches Verhalten beobachtet werden.Im Anderson-Modell energetisch ungeordneter Gitter hat die quasiperiodische Strukturdes ikosaedrischen Gitters vermutlich keinen Einu auf den Exponenten der Korrela-tionslange am Metall-Isolator-Ubergang. Die kritische Unordnung des durch Unordnunginduzierten Phasenubergangs ist hoher als im kubischen Gitter.Die Storung der quasiperiodischen Fernordnung durch Einbau von Phasonendefekten indie Quasigitter hat groe Auswirkungen auf die Energiespektren. Die Fluktuationen in derZustandsdichte sind wesentlich geringer als in denen der ungestorten Quasigitter. Die Zu-standsdichte der Random-Tiling-Gitter zeigt groere Anlichkeiten zu denen periodischerGitter als die der perfekten Quasigitter.Im zweidimensionalen Random-Tiling-Gitter wird aufgrund der Phasonendefekte eine imVergleich zum Penrosegitter verringerte Lokalisierung der Zustande in der Bandmittebeobachtet.In dreidimensionalen Random-Tiling-Gitter ist dagegen kein Einu auf das Lokalisie-rungsverhalten durch den Einbau von Phasonendefekten in das ikosaedrische Quasigitterfestzustellen.
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