This paper investigates the impact of globalization and integration on the relative benefits of country and industry diversification. Unlike previous models, our factor model allows asset exposures and volatilities to vary with both structural changes and temporary fluctuations in the economic and financial environment. First, we find that globalization and integration have lead to a gradual convergence of country to industry betas, especially in Europe. Second, the structurally-driven increase in market betas is accompanied by a gradual decrease in countryspecific risk. Third, even though the edge has structurally decreased, geographical diversification continues being superior to industry diversification.
Introduction
The last decades have witnessed a rather dramatic increase in both real and financial globalization. At a regional level, integration was often strengthened through the formation of free-trade areas or currency unions, with the introduction of the euro as its most visible example. Investors, especially in developed markets, now hardly face any direct or indirect barriers anymore to international investment, and should be fully able to reap the large benefits of international diversification (see Solnik, 1974) . Unfortunately, a large literature 2 has documented that equity market correlations tend to rise considerably exactly when markets markets become increasingly integrated with world equity markets. We are particularly interested in whether integration has put an end to the traditional dominance of geographical over industry diversification potential (see e.g. Heston and Rouwenhorst 1994; Griffin and Karolyi, 1998) , as was recently suggested by Baca, Garbe, and Weiss (2000) , Cavaglia, Brightman, and Aked (2000) , Ferreira and Gama (2005) , Campa and Fernandes (2006) , and Eilling, Gerard, and de Roon (2007) . The extent to which the shift from geographical to industry diversification is permanent or not will ultimately depend on whether its underlying causes are structural rather than temporary. While previous papers have suggested that globalization and market integration are likely candidates to explain such a permanent shift, no paper has yet explicitly quantified their effects on diversification benefits. To fill this void in the literature, we estimate a dynamic factor model on index returns from 4 regions, 21 developed countries, and 18 global industries over the period . Based on the estimates of this factor model, we calculate and compare two popular indicators of diversification potential. First, we use our factor model to decompose total country and industry risk into a component that is due to common factor exposures, and a component that can be diversified respectively across countries and industries. Second, we calculate average model-implied cross-country and industry correlations over time. If globalization and market integration have indeed reduced international diversification benefits, one would expect a structural decrease in average country-specific risk, and an increase in cross-country correlations. Similarly, for the shift from country to industry diversification to be permanent or not, one should observe a structurally-driven increase in industry-specific relative to country-specific volatility, and a convergence of average cross-country correlations to cross-industry correlations.
The main difference between our and previous approaches is that we explicitly allow both factor exposures and asset-specific volatilities to vary over time. Previous work has typically imposed strong restrictions of constant and unit factor exposures. The dominant empirical model in this literature, the Heston and Rouwenhorst (1994) model, assumes unit posures with respect to a market and a large number of country and industry factors. 3 Similarly, in their extention of the Campbell et al. (2001) model, Ferreira and Gama (2005) investigate the evolution of global, country, and local industry risk over time using a factor model that implicitly assumes country and industry returns to have a unit exposures to global market shocks. However, not accounting for the fact that market betas are different from one and time-varying may lead to serious biases in measures of country and industry diversification potential. 4 We see a number of reasons why market betas may indeed differ from one and vary through time. First, there is a large literature documenting that global factor exposures increase from values close to zero to values closer to one as markets become better and better integrated (see e.g. Harvey, 1997, 2000; Ng, 2000; Fratzscher, 2002) . Second, industry betas may change through time as to reflect changing industry characteristics and/or regulation. For instance, market betas of many European (US) banks increased after the Second Banking Directive in 1989 (Gramm-Leach-Bliley Act in 1999) allowed banks to also enact in non-traditional banking activities, such as insurance and investment banking (see e.g. Baele et al., 2007a) . Third, even in the absence of structural change, both industry and country betas may still vary substantially over the business cycle.
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To decompose global industry and regional risk into a systematic and diversifiable component, we include global market returns as an obvious first factor. At the country level, we include both a global and a regional factor. Bekaert et al. (2005b) show that such a model adequately describes comovement between country returns. An additional advantage of this two factor approach is that we can measure how much of country-specific risk can be eliminated by diversifying within the region. As argued before, we mainly differ from previous approaches in the way we model factor exposures and conditional volatilities. We model the market betas as a linear function of two structural instruments -proxying for time-varying market integration and developmentand a latent regime variable. The regime-switching intercept could either capture cyclical variation in market betas or structural changes not accommodated by our structural instruments. Second, we also add structural economic variables to the traditional Asymmetric GARCH specification for the conditional asset-specific volatility. 6 By not including this channel, previous volatility spillover papers inherently assume that structural increases in market betas lead to a systematic increase in the assets' total risk, an implication that -at least at the country and industry level -contradicts previous evidence (see e.g. Ferreira and Gama, 2005) . By including structural instruments both in the beta and asset-specific volatility specifications, we allow structural changes in the betas to have a compensating effect on asset-specific volatility. Finally, we also test whether the introduction of the euro -a particularly relevant structural break -has had an additional effect on both common market shocks and asset-specific volatilities.
Our model estimates reveal a number of interesting patterns. First, the market exposures of both countries and industries tend to deviate substantially and for long periods from one and/or from their unconditional value. As a consequence, models assuming unit/constant factor exposures risk introducing large biases in standard diversification measures. Second, the dynamics of market betas differs substantially between countries and industries. For most countries, especially in Europe, we find a structurally-driven increase in market betas towards one. Instead, global industry betas mostly follow a (counter) cyclical pattern, and are relatively unaffected by structural changes. The structural increase in market betas for countries is not only statistically but also economically relevant, and amounts often to more than 50%. Third, we find that the introduction of the euro has had a surprisingly large effect on market exposures, even outside Europe. Fourth, we show that structural increases in market betas tend to be associated with 3 Brooks and Del Negro (2004) extend the Heston and Rouwenhorst to allow asset-specific factor exposures. However, their approach does not allow for timevarying factor exposures. 4 In addition, Baele and Inghelbrecht (2008) show that conclusions for contagion tests depend highly on the actual dynamics of common factor exposures. 5 For instance, evidence in Ferson and Harvey (1993) , Jagannathan and Wang (1996) , and more recently Santos and Veronesi (2004) indicates that betas are a function of economic state variables. While Ghysels and Jacquier (2005) find only a limited role for macro-economic or firm-specific variables, they do confirm substantial time variation in market betas. 6 Our modeling approach essentially decomposes conditional betas and volatilities into a slowly-moving structurally-driven component and a (higherfrequency) transitionary component (see e.g. Engle et al., 2005 , forthcoming for similar approaches).
structural decreases in the level of country-specific risk. As for market betas, this effect is not only statistically but also economically relevant, and amounts to on average 20% of country-specific volatility. We then investigate the implications of our model estimates for optimal diversification strategies using two popular measures, namely average idiosyncratic (diversifiable) risk and model-implied correlations. First, we find that, over the last 30 years, average country-specific risk was typically higher than average industry-specific risk. When time-varying betas are accounted for, the edge of geographical over industry diversification is, however, substantially lower than in unit/constant beta studies. Second, we find that globalization and further regional integration have lead to a gradual but strong increase in cross-country correlations. By the end of the 1990s, average cross-country and industry correlations were roughly at the same level. Third, similar to previous work, we do find a substantial increase (decrease) in average industry-specific volatility (average cross-industry correlations) at the start 2000s. Contrary to Brooks and Negro (2004) , we show that this rise is partly but not fully an artifact of the buildup and burst of the TMT bubble at the end of the 1990. Last but not least, we find that as from 2003 on, cross-industry correlations again rose above cross-country correlations, while average country-specific volatility again rose above average cross-industry volatility. We conclude that while the benefits of geographical diversification have gradually decreased with globalization and integration, they are still substantial, to the extent that geographical diversification still yields larger risk reduction benefits than industry diversification.
The remainder of this paper is organized as follows. Section 2 develops a structural regime-switching methodology that allows both betas and idiosyncratic volatility to vary with both temporary and structural factors. Section 3 describes the stock return data as well as the structural instruments used in the estimation process. Section 4 discusses the estimation results from the volatility spillover model. In Section 5, we analyze the portfolio implications of our model estimates. Finally, Section 6 provides conclusions.
Structural regime-switching volatility spillover model
In this section, we develop a volatility spillover model that decomposes total volatility at the regional, country, and global industry level in a systematic and an idiosyncratic component. To correctly separate systematic and idiosyncratic risk, we allow the exposures to global and regional market shocks to vary with both structural changes and temporary fluctuations in the economic environment.
Model specification
Let r gi,t represent the excess return of global industry gi, which we decompose as follows:
where μ gi,t − 1 represents the global industry's expected return, ε wt the global equity market shock, and ε gi,t the global industryspecific shock. The global market shocks are calculated as ε w,t = r w,t − μ w,t − 1 , where r w,t is the excess market return and μ w,t − 1 its conditional mean. The conditional dependence of global industry shocks on global market shocks is determined by β gi,t − 1 w . Similarly, the excess return on a regional market is specified as follows: r reg;t = μ reg;t − 1 + β w reg;t − 1 e w;t + e reg;t ð2Þ
where μ reg,t − 1 constitutes region reg's expected return, β reg,t − 1 w the region's beta with respect to global market shocks, and ε reg,t the equity market shock specific to region reg. Both the specification for global industry and regional market shocks correspond to the one-factor volatility spillover model of Bekaert and Harvey (1997) . Finally, the excess return on the market index of a particular country c is given by: r c;t = μ c;t − 1 + β w c;t − 1 e w;t + β reg c;t − 1 e reg;t + e c;t ð3Þ
where μ c,t − 1 represents country c's expected return, ε w,t and ε reg,t respectively the global and regional equity market shocks, and ε c,t the country-specific shock. The conditional exposure of local market shocks to global and regional market shocks is governed by respectively β c,t − 1 w and β c,t − 1 reg This model corresponds to the two-factor volatility spillover model of Ng (2000), Bekaert et al. (2005a), and Baele (2005) . The main advantage of this specification is that it allows to differentiate between global and regional integration. The existing spillover literature has made the global (regional) market betas time-varying by conditioning them on some structural information variables (see e.g. Bekaert and Harvey, 1997; Ng, 2000; Bekaert et al., 2005a) or on a latent regime variable (see Baele (2005) ). Both specifications on their own, however, risk missing important features of the beta dynamics. While the first approach allows betas to change with structural changes in the economic and financial environment, it cannot accommodate either cyclical or purely temporal variation in the betas. The second approach does allow betas to fluctuate over time, but is less suited to deal with permanent changes in market betas.
A first methodological innovation of this paper is that we condition the global (regional) market betas both on a number of structural economic instruments and on a latent regime variable, hereby allowing for both structural changes and temporal fluctuations in market betas. The general specification for the global (regional) market betas is given by:
where subscript om = {w, reg} indicates the market (industry) where the shocks originate, and subscript rm = {reg, c, gi} the receiving market (industry). The latent regime variables S rm,t , the structural instruments X rm,t − 1 and the sensitivity to the instruments are all allowed to be different for each receiving market or industry. To limit the parameter space, we impose that the dynamics of the global and regional market beta intercept is driven by the same (but country-specific) latent regime variable. This does not mean, however, that we impose the global and regional betas to have the same evolution over time, as both betas are still allowed to have a specific exposure to global (region)-specific structural instruments. A second methodological contribution of this paper is that we allow structural changes in the market betas to have a feedback effect on the level of asset-specific volatility. For instance, for a constant level of total volatility, one would expect an increase in market betas to have a dampening effect on the level of idiosyncratic volatility. Methodologically, we assume the asset-specific shocks to be distributed as follows:
e t e N 0; Ξ t ð Þ
where Ξ t = diag h z;t À Á and z = {w, reg, c, gi}. We assume hence that all covariance between the asset returns is accommodated through the respective (time-varying) betas and factor volatilities. In its most general form, the conditional volatility for asset z is given by:
where S z,t V is a latent regime variable governing the volatility state. The vector Q z,t − 1 contains a number of structural instruments that may affect the level of the conditional asset-specific volatility. I{ε z,t − 1 b0} is an indicator function that takes on the value of 1 when ε z,t − 1 b0 and zero otherwise. In the case of one regime and ϰ = 0, this model collapses to the asymmetric GARCH model of Glosten et al. (1993) . Similarly, a regime-switching GARCH model is obtained when ϰ = ψ z,3 = 0. If one furthermore assumes that ψ z,1 = ψ z,2 = 0 the model reduces to a regime-switching normal model. Notice that a (regime-switching) (asymmetric) GARCH model is inherently a stationary model. By including structural instruments Q z,t − 1 in the variance specifications, we allow for structural changes in an otherwise stationary conditional volatility model. This constitutes an important part of our model, as it allows for a structural change in the exposure to systematic risk to be associated with a change in the level and dynamics of idiosyncratic risk. This additional channel is generally omitted in the (volatility spillover) literature. We choose for a regime-switching volatility specification for two reasons. First, regime-switching volatility models are better suited for dealing with spurious persistence often observed in GARCH estimates (see e.g. Lamoureux and Lastrapes, 1990; Hamilton and Susmel, 1994; Cai 1994) . Second, regime-switching models typically accommodate some of the nonlinearities that may show up in higher order moments, such as skewness and kurtosis, as well as asymmetric volatility (see e.g. Perez-Quiros and Timmermann, 2001) .
A correct identification of the various shocks also requires an appropriate specification of the expected global market, industry, regional and country returns. Given the focus of this paper on second moments, we do not explore the complex implications of our factor model for expected returns. 7 As a reasonable alternative, we propose the following expected return specification:
where Z t − 1 represents a vector of information variables part of the information set Ω t − 1 that have been shown to predict equity returns. To accommodate for potentially partial equity market integration, we include both global and local information variables.
Estimation procedure
To keep estimation feasible, we use a three step procedure. First, we estimate the global market shocks. Second, we relate the different regional and global industry returns to the market shocks obtained in the first step. To keep the estimation tractable, we estimate all specifications region (industry) by region (industry). Third, we relate country shocks to both world and regional shocks. As in the second step, we estimate the specification for each country individually. All estimates are obtained by maximum likelihood. While we report QML standard errors, we do not correct for sampling error of the global (regional) market model parameters in the first (second) stage estimation. Consequently, this approach yields consistent but not necessarily efficient estimates.
A first important assumption 8 behind this three-step procedure is that region and industry-specific shocks are independent from global market shocks and that country-specific shocks are independent from both region-specific and global market shocks. Second, idiosyncratic shocks in one region should be independent from shocks in another region. Third, country and industry-7 See Bekaert and Harvey (1995) , Gerard (1997), and Carrieri et al. (2004b) for models exploring the implications of partial integration on expected returns. 8 Appendix A in Bekaert and Harvey (1997) provides a formal derivation of all the conditions under which the joint likelihood of a similar (yet less complex) system can be decomposed into a number of univariate models. A similar derivation (but for a two-factor instead of a one-factor model) is available from the working paper version of Baele (2005) .
specific shocks should be mutually independent. Recent evidence by Bekaert et al. (2005b) suggests that our specifications with time-varying factor exposures should be sufficiently rich to eliminate most residual asset correlation. We will nevertheless test for residual correlation between the asset-specific shocks further on. Finally, we need to specify how the underlying states evolve over time. Our most general models feature two latent regime variables, respectively governing time variation in the conditional market betas and volatilities. To limit the number of parameters to be estimated, we make a number of assumptions common to the regime-switching literature. First, we impose the beta and volatility regimes to evolve independently over time. Second, we limit the number of states to two. This assumption has as an additional advantage that it facilitates the identification of the states as business cycle expansions and recessions. Finally, we impose constant transition probabilities. We use the maximum likelihood algorithm first introduced by Hamilton (1989) to estimate the regime-switching beta specifications, and the one of Gray (1996) for models featuring also regime-switching volatilities.
Data

Stock return data
The dataset consists of weekly US dollar denominated total return indices and market capitalizations for 4 regions, 21 countries, and 18 global industries (see Table 1 ) over the period January 1973-August 2007. 9 The US 1-Month Treasury Bill rate is used to calculate excess returns. Our global market portfolio is a value-weighted average of all countries in our sample. Given their size, both the US and Japanese markets are treated as regions. All indices are value-weighted and are obtained from Datastream International. Our sample contains 14 European countries, both from within and outside the EMU, 4 Pacific countries, as well as Canada, Japan, and the US. The industry classification is based on the broad distinction of 18 global industries according to the Dow Jones Indexes and FTSE Industry Classification Benchmark. A preliminary investigation of the raw returns in Table 2 yields a number of interesting insights. A first observation is that country returns are on average more volatile than industry returns. Not surprisingly, both country and industry returns are 9 By denominating all returns in US dollar, we take the point of view of the US investor. We are aware that this introduces a common exchange rate component in the asset returns. Griffin and Stulz (2001) , however, show that exchange rate shocks are small relative to common market and industry-specific shocks, even for industries that produce internationally traded goods. A number of basic robustness checks indicate that our results are not driven by exchange rate considerations. This results in 21 geographical entities. The industry classification is based on the broad distinction of 18 global industries according to the Dow Jones Indexes and FTSE Industry Classification Benchmark. The traded-goods industries are marked with a 'T', the non-traded-goods industries with a 'NT'.
considerably more volatile than global market returns. The large difference in volatility between the global market and country portfolios suggests an important role for international diversification in reducing portfolio risk. The relatively smaller difference between global market and industry risks would suggest that country diversification has -at least unconditionally -more potential than industry diversification. Second, we find average intra-industry correlations (63%) to be considerably higher than average country (42%) and regional (42%) correlations, a further confirmation that over the last 30 years, the potential of geographical diversification was on average larger than that of industry diversification. Third, a subsample analysis reveals that cross-country correlations have increased quite substantially over the last three decades, while average cross-industry correlations have remained largely at the same level.
Structural instruments
One of the goals of this paper is to investigate to what extent globalization and regional integration have structurally changed the correlation structure of international equity market returns, both across countries (regions) and industries. We allow the (gradual) process of further integration to affect cross-asset correlations by conditioning both the global (regional) market betas and the conditional volatility process on a number of structural economic variables. We focus on two main information variables, namely a trade and an alignment measure. We focus on these two measures because (a) they are theoretically well-founded, (b) they have been successfully used in previous research, (c) they have a high correlation with other potential indicators (such as market development indicators or Quinn's (1997) integration indicator), and (d) they are both available at the regional, country, and industry level. Finally, we also investigate whether the introduction of the euro in 1999 has had an additional effect on market betas and volatilities.
Trade integration
At the country level, the trade integration measure is calculated as the ratio of imports plus exports over GDP. The empirical model distinguishes between global and regional market shocks, and so does our trade measure. More specifically, the trade integration measure entering the regional market beta only considers the country's trade with other countries within the region that the country belongs to. Similarly, the trade variable entering the global market beta contains the country's trade with all countries outside its region. All data is quarterly and has been obtained from the OECD.
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Previous studies have successfully linked similar trade integration indicators to cross-country equity returns. Chen and Zhang (1997) for instance found that countries with heavier bilateral trade with a region also tend to have higher return correlations with that region. Bekaert and Harvey (1997) , Ng (2000) , Bekaert et al. (2005a) , and Baele (2005) found that the exposure of country returns to the global (regional) equity market typically increases with measures of trade integration. Forbes and Chinn (2004) showed that, despite the recent growth in global financial flows, direct trade continues to be the most important determinant of cross-country equity market comovements. Frankel and Rose (1998) found that countries with closer trade linkages tend 10 The Import and Export data are from the module 'Monthly Foreign Trade Statistics' from the OECD. All data is seasonally adjusted and converted to a weekly frequency through interpolation. The data is expressed in US dollar. All data are weekly US denominated total returns over the period January 1973-August 2007, for a total of 1807 observations. The returns are in excess of the U.S. one-month Treasury-bill rate. Country portfolio returns are computed as the value-weighted averages of the local industry portfolio returns. Region portfolio returns are computed by aggregating over the relevant countries in the dataset. World portfolio returns are computed by aggregating over the 4 regions. The industry portfolio returns are computed as the value-weighted average of country industry portfolio returns. Panel A shows the average mean and standard deviation over the different sets of portfolio returns, as well as the average standard deviations over different subsamples. The mean and standard deviation values are annualized. The cross-sectional variation is shown between brackets. Panel B displays the average unconditional correlations between the different sets of portfolio returns, as well as the average unconditional correlations between respectively region returns, industry returns and country returns over different subsamples. Individual correlations are averaged using the market capitalizations as weights.
to have more correlated business cycles, which should in turn result in higher correlation between their equity markets as well. Trade integration may also proxy for financial integration, and hence a convergence of cross-country risk premiums. For instance, Bekaert and Harvey (1995) found that countries with open economies are generally better integrated with world capital markets. This study is the first to our knowledge to investigate the effect of trade openness at the industry level on industry betas. 11 We measure industry trade openness by calculating the ratio of the industry's trade relative to its value added. Both the trade and production data is obtained from the STructural ANalysis (STAN) database of the OECD. 12 Theory gives little guidance on the expected effect of trade openness on industry betas. On the one hand, further trade, especially with other industries, may increase the industry's exposure to global market shocks. For instance, Diermeier and Solnik (2001) found that the sensitivity of firm-level stock returns to global market shocks is positively related to the firms' foreign to total sales ratio. On the other hand, further integration, here instrumented by industry openness, may induce investors to focus more and more on industry-specific factors. The effect of the latter channel on betas is, however, unclear. Panel A of Fig. 1 plots an index of the evolution of trade integration at the regional, country, and industry level. A first observation is that trade integration has increased at all levels of aggregation, and especially from the mid-1990s on. Second, at the country level, trade integration with respect to the world and region increase roughly at the same speed. Since 1973, trade integration has on average doubled. Finally, while the increase is relatively higher at the industry than at the country level, this is likely due to the fact that the industry average is based on trading industries only.
Misalignment
At the regional and country level, equity market returns could deviate because of differences in the indices' industrial composition, as pointed out by e.g. Roll (1992) . This means that as the industrial structure of a region or country becomes more aligned to that of another region or country, the returns of the equity portfolios should become more similar. Moreover, as the industrial structure of a particular region or country resembles that of the global market portfolio, the equity portfolio of that region or country should behave in a similar way as the global market portfolio. This implies that the global market beta of regions and countries should converge to levels closer to one as industry misalignment decreases. The misalignment of the industrial composition of regions/countries relative to the global market is measured as the square root of the mean squared errors between industry weights, i.e.
where N reg is the number of industries, w i,t reg(c) the weight of industry i in region reg (country c) and w i,t w the weight of industry i in the global market. Weights are computed as the market capitalization of a certain industry in a particular region (country) to the total market capitalization in that region (country). Market capitalizations are obtained from Datastream International. For countries, we also compute the misalignment of the industrial structure of the country relative to the region it belongs to. As in Carrieri et al. (2004a) , we construct a measure for the (mis)alignment of the regional (country) composition within an industry relative to the regional (country) composition of the global market portfolio. An industry that is mainly located in one region (country) is likely to be less affected by global market shocks, especially when the particular region (country) only makes up a small part of the world. The regional (country) misalignment measure is computed as in Eq. (7). We expect the global market beta of an industry to be negatively related to the misalignment measure.
Panel B of Fig. 1 plots an index of the evolution of industry misalignment at the regional, country, and industry level. For countries, industry misalignment decreases substantially both with respect to global and regional equity markets. The effect is slightly higher with respect to regions (minus about 40%) than to the global market (minus about 30%). A moderate decrease is observed at the regional level (minus about 15%). Surprisingly, country misalignment increases for global industries, even though cross-sectional dispersion between industries is large. We do find evidence of a structural decrease for the sectors Media, Transport, Food Retailers, Telecom, Banks, Real Estate, and Investment Companies, but an increase for Automobiles and Parts, Food Products and Tobacco, General Retailers, and Oil and Gas.
Euro dummy
The European integration process culminated in the introduction of a single currency, the euro, in 1999 in 11 European countries. Later on, several other countries joined the euro area, namely Greece (2001 ), Slovenia (2007 , and Malta and Cyprus (2008) . While some European countries, like e.g. Denmark, did not join the euro, their exchange rate is highly correlated with the euro. The introduction of the euro may have affected exposures and correlations in a number of ways. First, with the introduction of euro, all exchange rate risk within the euro area disappeared, which should have resulted in increasing correlations between euro area equity markets. Second, the elimination of exchange rate risk may have stimulated European investors to invest outside their home country, either directly or indirectly through a reduction in asymmetric information. A number of studies, including Baele et al. (2007b) and De Santis and Gerard (2006) , suggest that the home bias of European investors indeed decreased substantially after the introduction of the euro. Consequently, the marginal investor will increasingly become a European rather than a local investor, and stocks in different countries will increasingly be priced according to a European-wide discount rate, and will less and less depend on the particular degree of risk appetite of local investors. Third, the euro may have served as a facilitator for other Fig. 1 . Evolution of structural instruments over time for regions, countries and industries. This figure plots a backward 52-week moving average of trade integration (Panel A) and misalignment (Panel B) at the regional, country, and industry level. At the country level, we differentiate between trade integration and misalignment with respect to the world (excluding the region) and with respect to the region. The measures are constructed as indices starting at 100 at the beginning of the sample and are averaged over the specific levels.
integration-stimulating policy measures, such as for instance improvements in trading and settlement infrastructure and corporate governance and reporting procedures. Last but not least, the euro may also have effects outside the euro area through portfolio rebalancing. The optimal weights of all assets in a global portfolio will obviously move with changing expected returns, volatilities, and correlations in part of the assets. The resulting portfolio rebalancing may consequently change the dynamics of returns on all assets, i.e. also of those outside the euro area. To investigate this, we will not only include a euro dummy for euro area countries only, but also for other countries and global industries. The euro dummy is a vector with zeros before January 1999, and ones thereafter.
Estimation results for structural RS spillover model
This section summarizes the main estimation results for the structural regime-switching spillover model outlined in Section 2. We differentiate between these general and more restricted specifications using standard specification tests. In this Section, we discuss the estimation results for the preferred models. We refer to an appendix available from the authors' websites for detailed model selection statistics. In the first subsection, we discuss the market beta dynamics of the regions, countries, and global industries, to discuss their volatility dynamics in a second subsection.
Market beta dynamics
Panels A and B of Table 3 report the estimated beta dynamics at the regional and global industry level. Panels C and D show the estimation results at the country level.
We find strong evidence that market betas at all levels are driven both by a latent regime variable and the structural instruments, i.e. we strongly reject the null hypothesis of unit and constant betas. The evidence is particularly overwhelming for the regime-switching feature of market betas, which cannot be rejected 13 for any region, industry, or country. The estimates for P and Q are nearly always close to one, indicating that the persistence in market betas (see e.g. Ghysels and Jacquier, 2005) is to a large extent due to a persistence in regime. Regime-Switching betas are (weakly) correlated with business cycle measures such as the term and credit spread, suggesting that market betas contain a business cycle component. For none of the regions, countries, and industries, the latent regime variable exhibits a break-type behaviour, suggesting that permanent shifts (breaks) are well captured by the structural instruments. The market betas do not only vary with the latent regime variable, but also with our structural instruments. In fact, our model selection procedure selects models with structural instruments for all regions, 15 out of 18 industries, and all but one country. The trade integration variable has a significantly positive effect on the European and Pacific market betas, and, at the country level, on 10 (9) of the global (regional) market betas.
14 Not surprisingly, the effect is particularly strong in Europe, a region that has made considerable progress towards further economic and financial integration. The positive effect of trade on market betas could be the result of a convergence in cash flow shocks through further economic integration, an increase in cross-market participations of firms (emergence of more multinationals), or through a convergence in crosscountry discount rates (to the extent that further financial integration is correlated with higher degrees of trade integration). We find that trade has both an effect on global and regional betas, indicating that globalization may be at least as important in this respect as regional integration. Industry trade has a significant effect on the market betas of 6 of the 10 trading industries, even though the effect is only economically relevant for the Oil and Gas, Technology, and Construction and Materials industries. The second structural instrument, industry misalignment, has the expected negative relationship for all regions, and is strongly significant in Europe and the US. This indicates that betas tend to decrease (increase) when a region becomes increasingly different (similar) in its industrial structure from global markets. Similarly, we find a significantly negative impact of industry misalignment in 10 out of the 19 countries. 15 In Finland and Norway, the relationship is significantly positive, which is likely to be caused by their increasing concentration in high beta industries (respectively Telecom and Basic Resources). Similarly, at the industry level, we find a negative effect of country misalignment on the market betas of 10 of the 18 industries 16 , suggesting that industry returns become more and more exposed to global shocks when that industry is more evenly spread across countries. As argued in Section 3, the introduction of the euro in 1999 may have had an effect on common market exposures, even on non-European countries and global industries. At the regional level, we do not find a significant euro effect. At the country level, we find a significant euro effect on the global market betas of 12 of the 19 countries. Except for Austria and Finland, the euro has resulted in an upward shift in global market betas that is not only statistically but also economically relevant (on average, + 0.14). Surprisingly, the effect is on average larger for countries not part of the euro area than for those that are (0.23 versus 0.13). Equally surprising is that there is hardly any effect of the euro on the regional market betas (on average, − 0.02). 13 Because of the presence of nuisance parameters under the null of one regime, we cannot apply standard asymptotic theory to test for multiple regimes. We use an empirical Likelihood Ratio test instead. More details can be found in an appendix available from the authors' websites.
14 We find a negative trade integration effect for Japan, for the global market beta of Norway, and for the regional market betas of Ireland and Canada. 15 In case of Belgium and Spain, the effect is only significant at the 10 percent level. 16 In case of Construction & Materials and Healthcare, the effect is only significant at the 10 percent level.
Finally, we find a significant euro effect for 5 of the 18 industries only. For these industries, the euro effect is quite large in absolute value. Just as for the effects at the regional and country level, it remains to be seen whether these effects are truly euro effects. The different panels in Table 3 also report both the total beta and its structural component over four subperiods, namely the 70s, 80s, 90s, and 00s. A number of interesting patterns emerge. First, for Europe as a region, we observe a gradual structurallydriven increase in its global market beta. While in the 70′s the European global market beta was about 0.16 below its regimeswitching component, in the 00s it is about 0.17 above that level, resulting in a total increase in market beta of nearly 0.33. A similarly structurally-driven upward effect is found for the Pacific. Second, we find a comparable increase in the structural component of global and regional market betas for most countries. The increase is substantially larger for the global than for the regional market beta (on average, 0.22 versus 0.13 in absolute value, or with 38 versus 28%). Surprisingly, we observe only minor differences between euro area and other European markets. For the UK, we observe a mild increase in the structural component of the global market beta, but a substantial decrease in its European market beta, especially in the last period. Also outside Europe, we observe a structural increase in market betas for most countries. In the case of Australia and Canada, we observe a shift from the regional to the global market beta, while the opposite happens for New-Zealand. Third, the structural instruments also lead to substantial changes in the industry market betas. While the market betas of some industries have gradually increased (e.g. Telecom, Banks, Technology), the betas of other industries have decreased (e.g. Oil and Gas, Personal and Household Goods, Health Care).
While we show that market betas have structurally increased for many regions and countries, value-weighted market betas should add up to one in equilibrium. The complexity of our model does not allow us to incorporate cross-asset restrictions, and hence we risk accumulating estimation error. Ex-post analysis reveals, however, that a market-weighted average of betas either across regions, countries, and industries is very close to one (respectively, 0.97, 0.98, and 0.97). Moreover, the value-weighted betas do not exhibit an upward trend, and typically fluctuate in the narrow range of 0.95-1.05. The structurally-driven increase was particularly strong at the regional and country level. A detailed look at our results reveals that the structural increase of the global market betas of most European and Pacific betas towards one is accommodated by a decrease in both the weight and the global market beta of the US. In Europe, the increase in the regional market beta in most countries is compensated by a decrease in the regional market beta of the UK.
Volatility dynamics
Panels A, B, and C of Table 4 report the estimation results for the volatility specification at respectively the world/regional, industry, and country level.
Global market volatility is best represented by a two-state regime-switching asymmetric GARCH model (see Panel A of Table 4 ). A number of features are noteworthy. First, volatility regimes are well identified both statistically and economically. As can be seen from Fig. 2 , the model always attaches a probability close to one to either the low or high volatility regime. Moreover, the parameter estimates imply the level of volatility to be more than two times higher in the high volatility state. Second, both volatility regimes are highly persistent, allowing the GARCH parameter estimate to decrease from 0.88 in the AGARCH model to 0.57 (low volatility regime) and 0.74 (high volatility regime) in the case of a RS-AGARCH model. This suggests that the persistence in stock market volatility is also caused by persistence in the volatility regime and only partly by within-regime volatility persistence. Third, we find substantial differences across regimes in the way the conditional volatility reacts to (negative) shocks. While both the ARCH and asymmetry parameters are insignificant in the low volatility regime, both are strongly significant in the high volatility state. Interestingly, in the high volatility state, conditional volatility increases strongly with negative shocks, but actually decreases in response to positive news. This further underlines the need to allow for multiple regimes in conditional volatility models.
In the previous section, we found a positive effect of trade integration, industry structure alignment, and the introduction of the euro on the market betas of both regions and countries. The results in Table 4 show that the same instruments that lead to an increase in market betas reduce both region and country-specific risk. To our knowledge, we are the first to document this structurally-driven shift from idiosyncratic to systematic volatility.
In the beta specification, both trade integration and industry misalignment effects were statistically and economically significant. In the volatility equation, most of the action comes from the misalignment measure, which is statistically significant and positive for 3 of the 4 regions, and 11 of the 19 countries. While the trade integration measure nearly always has the expected negative sign, it is also mostly statistically insignificant. Interestingly, volatility is significantly lower after the introduction of the euro in 13 of the 19 countries, and 3 of the 4 regions 17 , on average with about 1.3% (absolute terms). The right-hand side of Panels A to C also report the total volatility as well as its structural component over different subperiods. We observe a number of interesting patters in the structural component. First, we find a substantial decrease in the structural component of European and Pacific-specific volatility, respectively with about 3.4% and 4.4% in absolute value. As a percentage of the average level of region-specific volatility, this corresponds to a decrease with 35 and 28%. As for the structural component of market betas, no clear pattern emerges for the US and Japan. Country-specific volatility decreases structurally in all countries except New Zealand. On average, the decrease corresponds to 2.85% in absolute value, and about 20% as a proportion of average volatility. As for market betas, we do not find significant differences between European and other countries.
While evidence for a structural effect is not as strong for global industry-specific volatility as for regions and countries, we nevertheless find a negative effect of trade and a positive effect of country misalignment on the volatility in respectively 3 and 7 global industries. The euro dummy is significant for three industries, and particularly large and positive for the industry 'Basic Resources'. It remains to be seen whether this effect can really be attributed to the introduction of the euro. On average, we find a decrease in industry-specific volatility of on average − 1.14% in absolute value, and of 14% as a proportion of average volatility.
Implications for portfolio diversification
We focus on two indicators to assess the portfolio implications of our models. First, we investigate whether the relative size of average idiosyncratic volatility at the regional, country, and global industry level has changed over time. Investors will want to pursue strategies that maximally reduce their exposure to idiosyncratic risk. A rise in the potential of industry diversification would be consistent with a relative increase in average industry-specific relative to country-specific idiosyncratic volatility. Second, we analyze how the correlation structure implied by our model estimates has changed over time. A structural increase in crosscountry correlations that is not matched by a similar increase in cross-industry correlations would be a further confirmation of a relative increase in the potential of industry diversification.
Evolution of idiosyncratic volatility
We measure average idiosyncratic volatility as follows:
where w z and h z,t represent asset z's market weight and idiosyncratic variance at time t, and Z contains all assets over which to aggregate. Panel A of Fig. 3 plots the results of this aggregation at the regional, country, and industry level. The shaded areas represent global recession periods. We find a number of interesting results. First, even after correcting for structural and cyclical variation in market betas, our results indicate that average idiosyncratic risk both across countries (regions) and industries shows a strongly countercyclical pattern. This suggests that, despite the well-known asymmetry in equity correlations (see e.g. Ang and Bekaert, 2002) , international diversification continues to pay off in times of recession and/or market turmoil. Second, we find that a considerable part of country-specific risk can be eliminated by diversifying regionally. However, diversifying not only across regions but also across countries results in non-negligible further risk-reduction benefits. Third, unlike Griffin and Karolyi (1998), we find only a small difference in average industry-specific risk when we aggregate over respectively 10 and 18 industries. Fourth, over the period 1973-1999, industry-specific volatility is consistently lower than both region-and country-specific volatility. This confirms findings in previous papers that during this period investors were better off diversifying their portfolios across countries rather than across industries. Notice, however, that the edge of average country-specific over average industry-specific risk is at times limited (especially in the second half of the 1980s) and often much smaller than found in unit/constant beta studies. Fifth, at the end of the 1990s, we observe a strong rise in the level of industry-specific risk, an increase that is only partially matched by an increase in country-specific risk. In 1999, industry-specific risk surpassed country-specific risk for the first time in nearly 30 years, to peak at the end of 2001. Based on similar observations, previous studies concluded that industry diversification strategies had become at least as beneficial as geographical diversification strategies. We come to a different conclusion. Industry-specific risk declined substantially from the end of 2002 on, to levels below average country-specific risk from 2003 onwards. This suggest that previous studies have called too quickly for the end of the dominance of geographical over industry diversification. Brooks and Del Negro (2004) argued that the relative increase in industry risk at the end of the 1990s may have been a purely temporary phenomenon related to the TMT bubble. To analyze this, we calculate the average industry-specific risk taking into account all but the TMT industries. 18 To fully eliminate the effect of the TMT bubble, we remove the TMT industries from the global and all regional and country indices, and re-estimate the optimal volatility spillover models. 19 In Panel B of Fig. 3 , we plot average Notes to Table 3:  This table reports The column 'Model' shows whether the specifications for the market betas ('β') and conditional variances ('σ') contain a RS component ('RS') and/or Instruments ('I') and/or a Euro dummy ('E'). The next two columns show the betas over the two different regimes. The p-value of the (Wald) test whether betas are significantly different across regimes is reported between brackets. The columns 'Trade', 'Align' and 'Euro' show the coefficients of respectively the two structural instruments and the euro dummy in the beta specification (if applicable). P-values are reported between brackets. The next two columns report the transition probabilities with their p-values between brackets. The last part of the table shows the total beta (first line) and its structural component (second line) over different subperiods. ⁎, †, and ‡ indicate significance at respectively the 1, 5, and 10% level for the t-test whether subperiod betas are equal to the full-period betas (first line) and the t-test whether the structural component is equal to zero (second line, italics). The tests are corrected for autocorrelation. Note that for the countries, we make a distinction between the world market beta and the regional market beta of the country. 18 More specifically, we remove the Telecom, Media, Information Technology industries. 19 We obtain very similar results when we do not eliminate the TMT sectors from the global and regional benchmark indices, i.e. when we allow for spillovers from the TMT to other industries. region, country, and industry-specific volatility excluding the TMT industries over time. While the level of average region and country-specific volatility is relatively unaffected, excluding the TMT industries leads to a substantial decrease in the level of industry-specific risk at the end of the 1990s. Interestingly, even after excluding the TMT industries, we still find a significant The column 'Model' shows whether the specifications for the market betas ('β') and conditional variances ('σ') contain a RS component and/or Instruments ('I') and/or a Euro dummy ('E'). The columns 'Trade', 'Align' and 'Euro' show the coefficients of respectively the two structural instruments and the Euro dummy in the volatility specification (if applicable). The next four columns show the coefficients for the Asymmetric GARCH specification. The last part of the table shows the total implied volatility (first line) and its structural component (second line, italics) over different subperiods. ⁎, †, and ‡ indicate significance at respectively the 1, 5, and 10% level for the t-test whether subperiod volatilities are equal to the full-period volatilities (first line) and the t-test whether the structural component is equal to zero (second line). The tests are corrected for autocorrelation. The volatility numbers are annualized. The column 'Model' shows whether the specifications for the market betas ('β') and conditional variances ('σ') contain a RS component ('RS') and/ or Instruments ('I') and/or a Euro dummy ('E'). The columns 'Trade', 'Align' and 'Euro' show the coefficients of respectively the two structural instruments and the Euro dummy in the volatility specification (if applicable). The next four columns show the coefficients for the Asymmetric GARCH specification. The last part of the table shows the total implied volatility (first line) and its structural component (second line, italics) over different subperiods. ⁎, †, and ‡ indicate significance at respectively the 1, 5, and 10% level for the t-test whether subperiod volatilities are equal to the full-period volatilities (first line) and the t-test whether the structural component is equal to zero (second line). The tests are corrected for autocorrelation. The volatility numbers are annualized.
increase in industry-specific risk, suggesting that the TMT bubble was only partially responsible for the surge in industry risk at the end of the 1990s. Finally, we investigate to what extent the evolution of country-specific risk is different for Europe. Given that over the last 20 years Europe has gone through an extraordinary period of economic, monetary, and financial integration, it is not surprising Fig. 3 . Idiosyncratic volatility aggregated over regions, countries and industries. This figure plots a backward 52-week moving average of the average idiosyncratic volatilities at the regional, country, and industry level, both including (Panel A) and excluding the TMT industries (Panel B). The latter are respectively the Telecom, Media, and Information Technology (both Software and Hardware) industries. We use market capitalization weights to average over the asset-specific volatilities. The latter are obtained by estimating the structural regime-switching model developed in Section II.A. World recessions are shaded in gray to illustrate cyclical movements in volatility. The recessions are identified as the periods from the peaks to the troughs of the detrended world GDP.
that structural changes both in the market beta and idiosyncratic volatility were most apparent in Europe. Fig. 4 plots the different components of total risk for the (weighted) average European country. We find a number of interesting patterns. First, we observe a very clear downward trend in average idiosyncratic volatility. This decrease is substantial in economic terms, from about 15% in the early 1970s to about 10% in the more recent period, or a decrease by more than 30%. To our knowledge, this study is the first to document and quantify such a decrease. Second, we find a similar yet slightly less outspoken downward trend in the average regional risk component across countries. This is mainly the result of a gradual reduction in the level of European-specific risk resulting from an increased exposure of the aggregate European market to global market shocks. Third, we observe a modest increase in the importance of global market risk over the period . The market component increases substantially, though, during the 1997-2000 period, reaching an all-time peak in April 2001. While the market component has decreased since then, it continues being higher than at any moment in the previous three decades.
Evolution of model-implied correlations
In this section, we investigate the evolution of average conditional correlations over time, both across countries (regions) and industries. We focus on three questions. First, we investigate to what extent correlations are asymmetric, i.e. higher in highly volatile periods. Second, we analyze whether further integration and globalization have lead to a structural increase in crosscountry correlations. Finally, we compare the relative size of cross-country and cross-industry correlations over time. A structural increase in cross-country correlations that is not matched by a similar increase in cross-industry correlations would be consistent with a decrease (increase) in the potential of geographical (industry) diversification.
Assume that the asset-specific shocks ε t are uncorrelated. Under this assumption, the conditional correlation between two regions or industries i and j is given by where the symbols are defined as before. Given the substantial evidence in this and previous papers of no trend in global equity market volatility, Eq. (8) clearly shows that a structural increase in cross-asset correlations is the result of a structural increase in the assets' market beta and/or a fundamental decrease in the level of asset-specific risk. A similar formula can be derived for the cross-country correlations, which will in addition be driven by the time-varying regional market betas as well as the regional market's volatility. We calculate average market-weighted correlations as follows: ρ = P i2Z P j2Z;j ≠ i w i w j ρ i;j P i2Z P j2Z;j ≠ i w i w j
where Z contains respectively all regions, countries, or global industries. Fig. 5 plots the evolution over time of the average market-weighted conditional correlations across regions, countries, and industries. A number of interesting patterns emerge. First, we observe a clearly cyclical pattern in the average correlations for all asset classes: correlations are on average substantially higher in recessions than in expansions, i.e. asymmetric. Second, there is a strong upward trend in average cross-regional and cross-country correlations, indicating a reduction in the benefits from international diversification. In the case of countries, average correlations were typically below 40% in the 1970 compared to up to 65% in the recent years. The increase is even more substantial (up to nearly 85%) when we look specifically at the continental European equity markets. This suggests that globalization and regional integration both contribute to increasing international correlations. Third, for nearly the entire sample, cross-industry correlations are substantially higher than cross-country correlations, confirming the superiority of geographical relative to industry diversification strategies. Fourth, the period around the TMT bubble had a strong but temporary effect on both average industry and country (regional) correlations. The surge in industryspecific risk at the end of the 1999s led to a substantial decrease in cross-industry correlations, only partially matched by a decrease in cross-country correlations. 20 As a result, from 2000 up to 2004, industry correlations were for the first time in nearly 30 years lower than country correlations. Since 2004, correlations are again larger at the country than at the industry level, even though the margin is much smaller than before. Fig. 6 plots the bias in correlations induced by assuming constant betas. While the bias is rather small at the industry level, it is substantial at the country level. Constant beta models overestimated average cross-country correlations by over 30% in early 1970s. While the bias is on average lower in 1980s and early 1990s, correlations are especially overstated in recession periods. The bias becomes substantially negative as from the end of the 1990s on. At the end of the sample, our results imply that constant beta models would underestimate cross-country correlations by more than 20%. In unreported results, we found that the bias is even higher for unit beta models. In this case, the bias at the industry level is consistently around 10%. At the country level, the bias amounts to nearly 60% in the 1970s, to gradually decrease to levels close to zero at the end of the sample.
Conclusion
In this paper, we investigate the dynamics and determinants of the relative potential of geographical and industry diversification over the last 30 years. We start by arguing that structural changes in the economic and financial environment, such as time-varying integration and globalization, are likely to be important drivers of the relative benefits of country and industry diversification. While the recent literature has indeed pointed to increasing integration as a possible explanation for the recent shift from country to industry diversification, this study is to our knowledge the first to explicitly embed these structural changes in a fully conditional model for country and industry returns. We estimate a dynamic factor model on a set of 4 regions, 21 countries, and 18 global industries over the period . We relax the common assumption of unit or constant factor exposures (see e.g. Heston and Rouwenhorst, 1994; Campbell et al., 2001; Brooks Del Negro, 2002; Ferreira and Gama, 2005) to the case where these exposures vary with two structural instruments -reflecting time-varying integration and market development -as well as with a latent regime variable -reflecting temporary economic fluctuations. In a similar vein, we also allow our two structural instruments to interact with the level of conditional volatility at the global, regional, country, and industry level. Based upon the model estimates, we calculate and compare two popular indicators of diversification potential both for countries and industries, namely average asset-specific volatilities and model-implied correlations.
We find that market exposures of both countries and industries deviate substantially and for long periods from both one and their unconditional value. The dynamics of their time variation differs, however, substantially between countries and industries. While both the global and regional betas of (mainly European) countries show an important structural increase, the time variation in global industry betas is mainly driven by cyclical factors. The effect of globalization and integration on market betas is not only statistically but also economically important, and amounts to on average 38 and 28% for global and regional market betas. Next, we show that this increased market exposure tends to be compensated by a structural decrease in country-specific risk (on average, by about 20% of total country-specific risk), keeping total country risk roughly at the same level. This gradual shift from countryspecific to common risk is intensified further by the introduction of the euro. Consequently, we show that over the last 30 years average country-specific risk was typically higher than average industry-specific risk. When time-varying betas are accounted for, the edge of geographical over industry diversification is, however, substantially lower than in unit/constant beta studies. Similarly, while cross-industry correlations have typically been above cross-country correlation, the difference has become smaller as integration improved. Similar to other studies, we find a substantial increase in industry-specific relative to country-specific risk at 20 The decrease in correlations is much smaller at the country than at the industry level because a large part of the surge in industry-specific risk is diversified away at the country level.
the end of the 1990s, and a corresponding decrease in cross-industry relative to cross-country correlations. Contrary to Brooks and Del Negro (2004) , we find that this rise is not a pure artifact of the buildup and burst of the TMT bubble. From about 2003 on, however, cross-industry correlations rose again above cross-country correlations, while average country-specific volatility again surpassed average cross-industry volatility. We conclude that while the benefits of geographical diversification have gradually decreased with globalization and integration, they are still substantial, to the extent that geographical diversification yields still larger risk reduction benefits than industry diversification.
