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Community structure analysis is a powerful tool
for complex networks, which can simplify their
functional analysis considerably. Recently, many
approaches were proposed to community struc-
ture detection, but few works were focused on
the significance of community structure. Since
real networks obtained from complex systems al-
ways contain error links, and most of the commu-
nity detection algorithms have random factors,
evaluate the significance of community structure
is important and urgent. In this paper, we
use the eigenvectors’ stability to characterize the
significance of community structures. By em-
ploying the eigenvalues of Laplacian matrix of a
given network, we can evaluate the significance
of its community structure and obtain the opti-
mal number of communities, which are always
hard for community detection algorithms. We
apply our method to many real networks. We
find that significant community structures exist
in many social networks and C.elegans neural net-
work, and that less significant community struc-
tures appear in protein-interaction networks and
metabolic networks. Our method can be applied
to broad clustering problems in data mining due
to its solid mathematical basis and efficiency.
Complex networks have become a general tool for the
analysis of complex systems with many interacting ele-
ments. The study of the community structure is of great
importance for complex networks (see [1] as a review).
Commonly in many real-world networks, some small sub-
networks (communities) have more connections within
themselves; but comparatively, they are less likely to be
connected with the rest parts. Since nodes in a tight-knit
subnetwork have more properties in common, divide the
network into such communities could simplify the func-
tional analysis considerably. As a result, the identifica-
tion of community structure has been the focus of many
recent efforts. Generally speaking, such an identification
contains two problems: One is to detect the community
structure, which was extensively studied during the re-
cent 5 years [1–7]. The second is to evaluate its (commu-
nity structure) significance, which was hardly settled by
researchers in the past. We believe that some networks
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have clear communities while others don’t. But whether
the community structure exists in the network or not,
almost all algorithms could find its “community struc-
ture”; many algorithms can even find community struc-
tures in random networks, which are essentially nonex-
istent at all. Besides, many real-world networks contain
some error links and algorithms of detecting community
structure have some random factors [8]. How to evaluate
the effects of error links and random factors in the com-
munity structure? Therefore, the evaluation of the sig-
nificance of community structure is imperative. Given a
network, it is meaningless to detect the community when
the community structure is not significate or when just
few error links can considerably change the community
structure detected.
In previous works, only a few methods [7, 10, 11] can
evaluate the significance of community structure, and all
of them require to know the community structure before
the evaluation. However, the significance of community
structure should be the property of network itself, which
is independent of the partition algorithm, and can be
evaluated without knowing the exact communities. Ac-
cording to the well studied bi-communities of network
[7], to calculate the significance of community structure
can be transformed to measure the stability of eigenvec-
tors. In the following sections, we will extend the bi-
communities problem to multi-communities problem and
design an index to evaluate the significance of the com-
munity structure. Furthermore, we apply the method to
many types of networks. We find that C. elegans neural
network and social networks usually have distinct com-
munity structure, while metabolic networks and protein-
interaction networks don’t. The results are consistent
with our previous research [11].
I. METHOD
How to evaluate the impact of error links and random
factors of algorithm? The two aspects can be merged into
one problem. We can regard the random factors of algo-
rithms as error link liked cases. That is, we can suggest
that all random factors are caused by error links. If the
community structure is very clear, a few error links will
not impact the structure greatly, neither will the random
factors of algorithm [8]. Otherwise, if the community
structure is fuzzy, few error links will affect the structure
greatly and the random factors of algorithm will also in-
duce a big change in community structure. So, the only
2problem is how to evaluate the effect of error links for
community structure. We will propose a method to eval-
uate the significance. The method admits solid mathe-
matical basis, so that the analysis of significance is easy
and reliable. Hence, the significance of community struc-
ture can be evaluated effectively.
A. Robustness of Community Structure
We begin by defining the adjacency matrix A of a net-
work, which consists of elements: Ai,j = 1 when there is
an edge joining vertices i and j; 0 otherwise. The corre-
sponding Laplacian matrix L is defined as: Li,j = −Ai,j
if i 6= j, and Li,i = ki, where ki is the degree of node i. λi
is the eigenvalue and vi is the corresponding eigenvector
of L. Moreover, we let 0 = λ1 ≤ λ2 ≤ λ3 ≤ · · · ≤ λn,
vTi vj = 0 if i 6= j, and v
T
i vi = 1 for all i. In the well
studied bi-community problem [3] (partition the network
into two communities with pre-knowledge the size of each
community), the community structure vector s with ele-
ments si is defined as: si = 1 if node i belongs to commu-
nity 1 and si = −1 if node i belongs to community 2. s
can be written as a linear combination of the normalized
eigenvectors vi. Thus, s =
∑n
i=1 aivi, where ai = v
T
i s.
Since sT s = n,
∑
a2i = n, the bi-community problem can
be written as an optimization problem:
MinZ = sTLs =
∑
a2i λi. (1)
where 14Z is the number of links between the two parti-
tioned communities.
To minimize Z is always a tough problem and can be
equated with the task of choosing the nonnegative quan-
tities a2i so as to place as much as possible of the weight in
the sum in the terms corresponding to the lowest eigen-
values and as little as possible in the terms corresponding
to the highest eigenvalues [3]. So the above optimization
problem can be simplified as:
MinZ ≈MaxZˆ = a22λ2 (2)
Now we will extend the above bi-community network
problem to multi-community network one. Suppose that
a network has n nodes and c communities, and we have
0 = λ1 ≤ λ2 ≈ λ3 ≈ · · · ≈ λc ≤ λc+1 ≤ · · · ≤ λn
[5]. S1 denotes the community vector of community one.
If node i belongs to community one, S1,i = 1 and −1
otherwise. Then 14S
T
1 LS1 is the number of edges between
community 1 and the rest of the network. Consequently,
we can define quantitatively the optimal partition as:
MinZ =
c∑
i=1
STi LSi. (3)
Let S = (ST1 ,S
T
2 , · · · ,S
T
c )
T and Lˆ = diag(L,L, · · · ,L),
thus, we have
MinZ = ST LˆS. (4)
We can obtain all orthogonal and normalized eigen-
vectors uq and the corresponding eigenvalues τq of Lˆ,
where q = 1, 2, · · · , n × c. Obviously, each eigenvalue
of L is Lˆ’s eigenvalue and repeat c times. Without
loss of generality, we let τci−c+j = λi, j = 1, 2, · · · , c.
Let SU be the eigenvectors set of the eigenvalues of
λ2, λ3, · · · , λc of matrix Lˆ. SU can be written as SU =
{(vT2 , 0 · · · , 0), · · · , (v
T
c , 0, · · · , 0), · · · , (0, 0, · · · ,v
T
c )},
where each 0 denote an n-dimensional zero vector and
SU has c × (c − 1) elements. We can expand SU as a
space SSU in which each point is the liner combination
of the elements in set SU. The multi-partition problem
can be written as:
MinZ =
n×c∑
q=1
b2qτq ≈ MaxZˆ =
∑
uq∈SSU
b2qτq ≈ λ¯
∑
uq∈SSU
b2q
(5)
where bq = S
Tuq and λ¯ is the average value of τc+1 to
τc×c (also is the average value of λ2 to λc).
∑
uq∈SSU
b2q
denotes the length of vector S projection in space SSU.
Obviously, the longer the projection is, the nearer S ap-
proaches the optimal. It is difficult to obtain the op-
timal S. In this paper, we focus on how to evaluate
the significance of community structure. Could we avoid
the tough problem and measure the community struc-
ture significance? For a network with a clear community
structure, even if there are a few error links the com-
munity structure should be change a little. In contrast,
when its community structure is fuzzy, a few error links
or a slight perturbation will lead to a big change in the
community structure. This property should be reflected
in space SSU. That is, for the same change of links, if
the community structure is significant, the space SSU
will change a little; otherwise it will change considerably.
The space SSU is expanded by the simple combination
of v2,v3, · · · ,vc; therefore, the robustness of space SSU
equals the robustness of the eigenvalues λ2, λ3, · · · , λc
and eigenvectors v2,v3, · · · ,vc.
Suppose that, δA is the perturbation links for the orig-
inal network. Then, we can write δL, δλi and δvi as the
corresponding perturbation of the Laplacian matrix L
and its eigenvalues and eigenvectors. According to the
eigenvalue and eigenvector stability theory [14], we have
the following equations:
(δL+ L)(δvi + vi) = (δλi + λi)(δvi + vi) (6)
by deleting the second-order small quantities, we have
δLvi + Lδvi = λiδvi + δλivi (7)
after some deductions we obtain:
δλi =
vTi δLvi
vTi vi
, δvi =
n∑
j=1
hijvj (8)
where, hij =
v
T
j δLvi
vT
j
vj(λi−λj)
, (i 6= j). Therefore, we have
|δλi| ≤ ‖δL‖ (9)
3which implies that for any network, no matter the com-
munity structure is significant or not, the eigenvalues are
only related to the perturbation strength. In this way,
the eigenvalues are always stable [14]. (So, it is not nec-
essary to consider the stability of eigenvalues.)
Without loss of generality, we can let ai1 = aii = 0 for
i 6= 1. Then the comparative error of vi can be denoted
as
|δvi|
|vi|
≤‖ δL ‖
n∑
j 6=i,j=2
1
|λi − λj |
(10)
In Eq.10, ‖ δL ‖ is the perturbation strength and∑n
j 6=i,j=2
1
|λi−λj |
is the amplification coefficient which is
used to measure the stability of vi. Integrating the sta-
bility of λ2 to λc, we define R as the stability index of
space SSU.
R =
n∑
j=c+1
1
|λ¯− λj |
(11)
Of cause, R is an important index of the network which
can be used to measure the significance of community
structure.
B. Index of the Significance
Although R makes sense mathematically, it is not con-
venient to measure and further compare the significance
of different networks. In this section, we will define an
efficient index to measure the community structure sig-
nificance. Like the definition of temperature, if we know
the most significant and fuzzy stability values R, the ro-
bustness can be scaled into interval [0, 1] which will be
very intuitive to use.
What kind of network possess the most significant com-
munity structure? Suppose that the network size is n,
the average degree is k and the community number is c,
where c << n. To find the most significant community
structure is to solve the following optimization problem:


MinR =
n∑
i=c+1
1
λc+1 − λ¯
s.t.
n∑
i=1
λi = nk.
(12)
For the above optimization problem, we directly set
λ¯ = 0. By the Lagrange multiplier method, we ob-
tain that when λ¯ = 0, λc+1, λc+2, · · · , λn =
nk
n−c , R will
achieve it’s global minimum valueR = (n−c)
2
nk
≈ n
k
. λ¯ = 0
implies that there are no any connections among com-
munities and the network is not connected which is not
suitable for our basic assumption. But this kind of un-
connected network can be modified slightly to meet our
requirement. We can generate a network with c = n
k+1
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FIG. 1: a. The dependence of maximum h and community
number on artificial connected networks. Given a degree k,
each community is a completely connected subgraph with k+1
nodes. Among the communities there are c − 1 connections
making the whole network connected, where c is the number
of communities. From the plot we can see that the maximum
h is very close to 1. b. The dependence of λ2 to λc and
community size. In this plot, 2C, 3C, 5C denote that there
are 2,3 and 5 equal communities in the network respectively.
Each node has 20 expected links with its fellows with the same
community and 5 expected links with other communities. The
error bar denotes the standard deviation. We can see that the
standard deviation of λ2 to λc is small and it does not depend
on the size of community considerably.
communities, and each community, which is a completely
connected subgraph, contains k + 1 nodes. Among the c
communities there are only c−1, connections which guar-
antee that the whole network is connected. For this kind
of network, λ¯ ≈ 0, λc+1, λc+2, · · · , λn ≈ k + 1, and the
corresponding R will achieve the global minimum value
R ≈ n
k
, as shown in Fig. 1 a.
The spectra properties of complex network matrix have
been well studied [12, 13]. They throw a light on the uni-
versal properties of the eigenvalues’ distribution of ran-
dom spares matrices. We investigate the distribution of
eigenvalues for different community structures in both
homogeneous (passion) and heterogeneous (scale free) de-
gree distribution networks. The results show that the dis-
tribution of eigenvalues is mainly determined by the aver-
age degree and degree distribution, and does not relate to
the community structure considerably (as shown in Fig.
2). Moreover, for networks with different size and com-
munity structure, we investigate the most relavent eigen-
values λ2, λ3, · · · , λc, and we also find that they, staying,
depend only on the community structure and does not
related to the size of both community and network (as
shown in Fig. 1 b).
According to [12, 13], Eq. 11 and Fig.2, we have R ∝ n
strictly as shown in Fig. 3. From Fig. 3 we can see that,
for both homogeneous and heterogeneous degree distri-
bution, the great mass of eigenvalues λ are near the aver-
age degree, although the distribution of eigenvalues can
not be scaled by the average degree. We have conducted
many numerical experiments in both homogeneous and
heterogeneous networks and find that 1
R
∝ k holds well.
Therefor, given a network with robustness R = hn
k
, when
the community structure is more significant, h will be
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FIG. 2: The distribution of laplace matrix’s eigenvalues.
Community structure has no considerable impact on its eigen-
value’s distribution for both homogeneous and heterogeneous
networks. The eigenvalues’ distribution can be scaled by av-
erage degree for both homogeneous and heterogeneous net-
works. The relative width of this peak decreases with in-
creasing average degree, while other qualitative features are
the same.a. In homogeneous networks, each community is a
ER network. The legend c = 1 means that the network is a ER
network without communities. When c = 2, the two commu-
nities size is 100 and 900 respectively. When c = 3, there are 3
communities and the communities size is 100, 200, 700. c = 5,
all the community sizes are 200. We also test many other
community size distribution and the results are same (not
yet been shown here). b. We employ the LFR-benchmark
and the BA model to generate the heterogeneous network. In
the LFR-benchmark, we set the maximum degree as 50, and
the maximum and minimum community sizes is 50 and 20
respectively.
small. From the above analysis of the clearest commu-
nity structure in a large enough network, we have a lower
bound, which almost approaches 1. It is very hard to get
the h of a fuzziest community structure for that the con-
tinuous property of matrix spectra is very complicated.
So, to simplify the index, we define H = 1
h
= n
Rk
as the
significance of community structure and H is almost in
[0, 1] when network size is large enough.
II. RESULT
A. Artificial Networks
Let’s test the validity of our index. Firstly, we use
the classical GN benchmark presented by Girvens and
Newman [7]. Each network has n = 128 nodes that are
divided into 4 communities with 32 nodes each. Edges
between two nodes are introduced with different proba-
bilities which depend on whether the two nodes belong
to the same community or not. Each node has 〈kin〉 links
on average with its fellows in the same community, and
〈kout〉 links with the other communities, and we keep
〈kin〉 + 〈kout〉 = 16. As is well known, the communities
become fuzzier and thus more difficult to be identified
when kout increases. Hence, the significance of the com-
munity structure will also tend to be weaker and the R
index will decrease. The numerical experiments’ results
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FIG. 3: The relationship of R ∝ n
k
. From the four plots we
can see that R ∝ n
k
is almost validate. a. The dependence
of R on the network size n. Each community size is the same
and each node has 20 links to others in the same community
and 5 links to the outside nodes. c is the community num-
ber. b. The dependence of R and network size n in the LFR
benchmark. The average degree k = 20 and P (k) ∝ k2.5, the
maximum degree is 50, maximum and minimum community
size is 20, 50 respectively. c. The dependence of 1
R
and aver-
age degree k. For different network size n, each community
size are same. d. The dependence of 1
R
and average degree k
in the LFR benchmark.The maximum degree is 200 and max-
imum and minimum community size is 200, 100 respectively.
Average degree is 20 and P (k) ∝ k2.5.
are shown in Fig. 4. We can find that the index H works
well in the GN-benchmark. When community structure
is very clear, the H is very close to 1; when the network
is nearly a random one, the corresponding H is near to
0.3. Thus, we argue that for a given network when the
corresponding H is larger than 0.3, there exists commu-
nity structure. Moreover, the larger the H index is, the
more significant community structure will be.
We also test the index on the more challenging
LRF benchmark presented by Lancichinetti, Fortunato,
Radicchi [15]. In the LFR benchmark, each node is
given a degree took from a power law distribution with
an exponent γ, and the sizes of the communities are
took from a power law distribution with an exponent β.
Moreover, each node shares a fraction 1 − µ of its links
with other nodes of its community and a fraction µ with
other nodes in the network. µ is the mixing parameter.
The community structure significance can be adjusted
by the mixing parameter µ. The numerical results in the
LFR-benchmark are shown in Fig. 4. We can see that
H decreases with the augment of µ and H is indepen-
dent of the community size distribution. Moreover, when
the power law exponent of degree distribution becomes
larger, the community structure will be more significant.
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FIG. 4: The performance of H index in both GN-benchmark
and LFR-benchmark. In GN-benchmark, we can see that
H decrease with increasing of kout. When the community
structure is very clearH close to 1 very much, and the network
close to no community structure network H close to 0.3 which
implies that for a given network when H is less than 0.3 it is
not safe to say there exit significant community structure. In
LFR-benchmark, the average degree k = 20, maximum degree
is 50 and P (k) ∝ kγ . Maximum and minimum community
sizes are 50 and 20 respectively, more over Q(m) ∝ mβ where,
m denotes the community size. We can see that with the
increase of mix parameter µ, the H index decrease. When
µ ≥ 0.5 (no significant community) H is near 0.3 which is
similar with GN-benchmark.
That more homogenous the degree distribution is, the
more significant the community structure will be, when
other conditions are same.
B. Real-world Networks
Till now, we still haven’t discuss how to obtain the
optimal community number c. For many real-world net-
works, we don’t know the community number before cal-
culating the index value or partition. Many numerical
experiments (as shown in Fig. 5) support that the com-
munity structure will be most clearest when the commu-
nity number is the optimal c. So generally speaking, the
corresponding community number with the lowest R will
be the optimal c. Moreover, at the optimal c, the value of
λc+1−λc will be very large comparatively. So we also can
resort to the differences between λi and λi+1 to detect
the optimal c.
We apply the index to many real networks (see Tab.I
and detail information in supplementary). The data are
taken from the following references and web sites [16–24].
People usually classify the real networks into three cat-
egories: social networks (such as scientist collaborations
and friendships), biological networks (such as proteins in-
teraction networks and metabolic networks) and techno-
logical networks (such as Internet and the WWW). First,
we analyze several social networks, including Zachary
karate club network [16], dolphin network [17], collage
football network [4], Jazz network [20], scientists collab-
oration network [22] and so on. The results are very
similar to our previous work [11]. We find that the
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FIG. 5: The optimal community number. The rang opti-
mal c is about n
10
for all networks. From the plots a and
b we can find that on GN-benchmark, when c = 4 (pre-
determined community number) R achive lowest value and
the corresponding λc+1 − λc also achieve the largest value. c
and d The empirical results of Zachary karate club network,
College football network and Political books network. It was
found that Zachary karate club has 2 communities and Col-
lege football network has 12 communities. Form the plots we
can see that R achieve its lowest value when the community
numbers correspond the reality. The corresponding values of
λi+1 − λi also present reasonable phenomenons. For the Po-
litical books, we still don’t know how many communities, the
method shows that it has 3 communities.
Jazz community structure is the most significant one, the
Santa Fe scientists collaboration network and the Politi-
cal blogs network are insignificant comparatively. Gener-
ally speaking, the community structure is most notable
in social networks. Moreover, we analyze some biolog-
ical networks such as proteins interaction networks (E.
coli [23], Yeast [24] and H. Sapiens [23]), many metabolic
networks [24] and C.elegans neural network. We find that
in proteins interaction networks, E.coli is 0.14, H. Sapiens
0.21, and Yeast 0.40, which is high and different from the
previous results. In metabolic networks, the H index of
Aquifex aeolicus, Helicobacter pylori and Yersinia pestis
are all 0.36, which are consistent to previous works. But
for the C.elegans metabolic and neural network , signifi-
cance is 0.62, which is very high and different from pre-
vious work due to it is not easy to obtain the proper
community number c (see supplementary). The signifi-
cance of C.elegans neural is 0.57, which corresponds to
previous work well.
6TABLE I: The Rˆ and H indexes of some real networks. Rˆ in-
dexes is the robustness of community structure, which can be
obtain be perturbation (please see ref [11]). The table shows
the names of different real networks and the corresponding
index values.
network size Sˆ Rˆ H type
E.coli 1442, 5873 61.30 0.11 0.14
Yeast 1458, 1971 112.95 0.12 0.40 protein
H.Sapiens 693, 982 38.48 0.18 0.21
C.elegans metabolic 453, 2032 19.25 0.17 0.62
Aquifex aeolicus 1473, 3354 68.39 0.17 0.36
Helicobacter pylori 1341, 3087 62.76 0.17 0.36 metabolic
Yersinia pestis 1922, 4389 108.84 0.15 0.36
43 metabolic networks 1472, 3395 71.25 0.17 0.36
C.elegans neural 297, 2148 5.52 0.22 0.52 neural
Santa Fe scientists 118, 200 2.45 0.27 0.72
Zachary karate 34, 78 0.32 0.25 0.46
Dolphin 62, 159 2.07 0.24 0.42
College football 115, 613 1.67 0.34 0.79 social
Jazz 198, 2742 0.64 0.40 0.47
Email 1133,5452 27.35 0.19 0.42
Political blogs 1222, 19090 0.57 0.27 0.22
Political books 105, 441 1.63 0.31 0.32
III. CONCLUSION AND DISCUSSION
In this paper, an index to evaluate the significance
of community structure without knowing the commu-
nity structure is proposed. We transform the problem
of community structure significance into the problem of
the stability of eigenvalues and eigenvectors of the Lapla-
cian matrix. The index of community structure signif-
icance admits sound mathematical basis, which makes
the index is reliable. According to the index, the optimal
community number can also be obtained before partition,
which is nearly impossible for many partition algorithms.
Moreover, we apply the index to many real world net-
works, such as social networks, neural network, protein-
interaction networks and metabolic networks. We find
that in social networks, the significance of community
structure is usually high, C.elegans metabolic and neural
networks they are very hight, and in protein interaction
and some other metabolical, they are comparative low.
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