The Nordstrom-Robinson, Kerdock, and (slightly modified) Preparata codes are shown to be linear over Z4 , the integers mod 4 . The Kerdock and Preparata codes are duals over Z4 , and the Nordstrom-Robinson code is self-dual. All these codes are just extended cyclic codes over Z4 . This provides a simple definition for these codes and explains why their Hamming weight distributions are dual to each other. First-and second-order Reed-Muller codes are also linear codes over Z4 , but Hamming codes in general are not, nor is the Golay code.
Introduction
Some of the best-known examples of nonlinear binary error-correcting codes that are better than any linear codes are the Nordstrom-Robinson, Kerdock, and Preparata codes [Ke72, NR67, Pr68, MS77] . Besides their excellent errorcorrecting capabilities, these codes are remarkable because the Kerdock and Preparata codes are "formal duals", in the sense that although these codes are nonlinear, the weight distribution of one is the MacWilliams transform of the weight distribution of the other [MS77, Chapter 15] . The main unsolved question concerning these codes has always been whether they are duals in some more algebraic sense. Many authors have investigated these codes and have found that (except for the Nordstrom-Robinson code) they are not unique and, indeed, that large numbers of codes exist with the same weight distributions [BLW83, Ca89, Ka82, Ka82a, Ka83, VL83]. Kantor [Ka83] declares that the "apparent relationship between these [families of codes] is merely a coincidence".
Although this may be true for many versions of these codes, we will show that, when properly defined, Kerdock and Preparata codes are linear over Z4 (the integers mod 4) and that as Z4-codes they are duals. All these codes are, in fact, just extended cyclic codes.
The version of the Kerdock code that we use is the standard one, while our version of the Preparata code differs from the standard one in that it is not a subcode of the Hamming code but of a nonlinear code with the same weight distribution as the Hamming code. Since the new construction is so simple, we propose that this is the "correct" way to define these codes.
Kerdock and Preparata codes exist for all lengths n = 4m > 16 . At length 16 they coincide, giving the Nordstrom-Robinson code [NR67] . The Z4 version of the Nordstrom-Robinson code is the "octacode", a self-dual code of length 8 over Z4 that is obtained when the Leech lattice is decomposed into eight copies of the face-centered cubic lattice. This result was announced in [FST93] . (The octacode itself is described in [CS92, CS93] and §3.)
The very good nonlinear codes of minimal distance 8 discovered by Goethals [Go74, Go76] and the high minimal distance codes of Delsarte and Goethals [DG75] also have a simple description as codes over Z4 (see [HKCSS] ).
This work developed out of the discovery that four-valued sequences have excellent correlation properties [So89, Bo90, BHK92]) and was carried out independently by Hammons and Kumar [HK93] and (very slightly later) by the other three authors. Theorems 4-6 appear in Hammons's dissertation [Ha92] . In view of the considerable overlap we have now joined forces. This announcement is a compositum of our results, and full details will be given in [HKCSS] .
For undefined terminology from coding theory see [MS77] .
Codes over Z4
A quaternary linear code is an additive subgroup of U\ . Duality is defined with respect to the inner product a • b = a\b\ H-Y a"b" (mod 4). We define three maps from Z4 to Z2 by
Then we construct binary codes from quaternary codes using the map <j> '■ ^4 -* Ij\n given by 
Kerdock, Preparata and Nordstrom-Robinson codes
Let hj(X) € Z2[X] be a primitive irreducible polynomial of degree m. There is a unique monic polynomial h{X) € Z4[Z] of degree m such that h(X) = h2{X) (mod 2) and h(X) divides Xn -1 (mod 4), where n = 2m -1 [So89, Ya90] . Let g{X) be the reciprocal polynomial to (X"-l)/((X-l)h(X)).
Theorem 5. The cyclic code generated by g(X), extended by an overall parity check, is a quaternary code D of length 2m containing 4m+l words. For m odd > 3 the corresponding binary code K = <j>{D) is the Kerdock code of length 2m+l containing 22m+2 words and with minimal distance 2m -2(m-1'/2. The proof is by showing that D has a simple definition in terms of the relative trace function from Z4[<^] to Z4, where £ is a root of h{X) (cf. [Bo90, BHK92] ), and in this form it agrees with the definition of the Kerdock code given in [MS77, . Theorem 6. The cyclic code generated by h(X), extended by an overall parity check, is a quaternary code D1 dual to D. For m odd > 3 the corresponding binary code P -(pi.D^) has length 2m+1, contains 2k words, k = 2m+1 -2m -2, has minimal distance 6, and has the same weight enumerator as the Preparata code.
P is the Z4-dual of K, both codes are distance invariant, and the weight distribution of one is the MacWilliams transform of the weight distribution of the other.
For example when m = 5 , we may take 5 25 h(X) = J2hlXi, g(X) = ^giXi, i=o /=o where h0... and g0... are 323001 and 11120122010303133013212213. In this case the linear span of P has minimal distance 2, which shows that P is strictly different from Preparata's original construction [Pr68] , for which the linear span is the extended Hamming code.
There is a distance-regular graph [BCN89] defined on cosets of our Preparata code which may be of some combinatorial interest.
In the case m = 3, both P and K become the Nordstrom-Robinson code [NR67] , and the quaternary code D = D^-is the octacode. The latter may be defined as the extended cyclic code generated by h(X) = X3 + 3X2 + 2X + 3 or as the unique quaternary self-dual code of length 8 which has the property that its binary image has minimal distance 6 [CS93] or as the "glue code" used to construct the Leech lattice from a direct sum of eight copies of the face-centered cubic lattice Aj, (note that Aj/A3 s Z4) [CS92, Chapter 24].
Theorem 7 [FST93] . The Nordstrom-Robinson code is the binary image of the octacode.
