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Аннотация 
Рассмотрена возможность применения сверточной нейронной сети для оценки коммер-
ческой ценности цифровых изображений. Исследовалось влияние на обучение нейронной 
сети различных условий подготовки образцов, алгоритмов оптимизаторов, количества пик-
селей в образцах, размеров обучающей выборки, цветовых схем, качества сжатия и других 
фотометрических параметров. Показано, что благодаря предложенной предварительной 
подготовке данных, оптимальному выбору архитектуры и гиперпараметров нейросети уда-
лось добиться точности классификации не менее 98 %. 
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Введение 
С развитием медиапространства и социальных се-
тей всё большее внимание уделяется составлению 
рейтингов контента сети Интернет [1, 2]. Существует 
множество работ, посвящённых оценке популярности 
изображений и видео с помощью современных про-
граммных средств. Весьма распространённым являет-
ся направление оценки параметров качества изобра-
жений, результатом которого может стать как отбор 
наиболее привлекательных для среднего пользовате-
ля изображений, так и создание автоматизированных 
фильтров для обработки изображений с использова-
нием оптимальных параметров, полученных в резуль-
тате обучения [3 – 8]. 
Известен ряд работ по обучению нейронных сетей 
(НС) для отбора изображений по их эстетической при-
влекательности. Для этого используются статистиче-
ские параметры изображения по различным каналам 
(RGB, HSV), цветовые гистограммы, гистограммы 
градаций серого, гистограммы ориентированных гра-
диентов, комплексные векторные параметры (напри-
мер, вектор Фишера), анализируются различные неод-
нородности и специфические области изображений с 
помощью SIFT и т.д. Изображению присваивается 
рейтинг, представляющий собой суперпозицию боль-
шого количества различных параметров [4 – 13], каж-
дый из которых обладает своим собственным весовым 
коэффициентом [4, 9]. Важным моментом является 
учёт «шумовых» характеристик в рассматриваемых 
распределениях, а также способ их отсечения. 
Для выработки чётких критериев отсечения и 
уточнения результатов выборки сужают по тематиче-
ским направлениям, представленным в виде тэгов 
(tags) [10 – 11]. Причём тэги могут присваиваться, ис-
ходя из анализа самого изображения с помощью ал-
горитмов распознавания [14, 15]. Такое уточнение 
может позволить уменьшить входное разрешение ис-
следуемых образцов, что важно и удобно при анализе 
изображений на различных Интернет-ресурсах, ис-
пользующих т.н. превью (preview) – уменьшенные 
для предпросмотра изображения. Глубокое обучение 
для оценки коммерческой составляющей продукции 
также используется в различных отраслях. В случае с 
изображениями обучение НС может происходить с 
помощью анализа самих изображений, однако в ряде 
случаев для обучения требуется вводить набор пара-
метров или атрибутов коммерческого продукта, не 
всегда очевидным образом связанных с его изначаль-
ными характеристиками. Например, при оценке по-
пулярности фильмов при обучении используется ан-
нотация, написанная зачастую на самой ранней ста-
дии съёмок фильма [16], и даже пользовательские об-
зоры, а не только оценки [17]. В случае с предсказа-
нием коммерческого успеха одежды тип магазина, 
где исследуемая одежда продается, входит как пара-
метр со значительным весовым коэффициентом [18]. 
Различные параметры могут входить в рейтинг с раз-
личными весовыми коэффициентами, поэтому для 
выявления этих фактов при обучении, как правило, 
необходима максимально большая выборка. Пара-
метры для обучения могут как являться, так и не яв-
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ляться частью неотъемлемых характеристик товара 
для исследуемых товарных категорий. 
Таким образом, решающее влияние на эффектив-
ность обучения и, как следствие, его применение для 
анализа конкретных характеристик зависит от соче-
тания подбора обучающей выборки, исследуемой вы-
борки, выбора интересующих (значимых) параметров 
и области применимости модели. 
Учитывая субъективность оценки эстетический 
привлекательности тех или иных изображений, мож-
но сформулировать задачу изучения возможности 
применения алгоритмов глубокого обучения для раз-
деления изображений на классы с точки зрения их 
коммерческой ценности. Для удобства выбрана би-
нарная модель с определённым порогом продаж. 
Коммерческая ценность определяется количеством 
продаж в фотобанках, которые фиксируют и показы-
вают эту статистику. 
Существует ряд коммерческих проектов, направ-
ленных на оценку эстетической ценности изображе-
ний и видео, некоторые из которых доступны онлайн 
[19, 20]. К сожалению, для таких решений, как прави-
ло, отсутствуют описания архитектуры используемых 
ими нейросетей. Кроме того, коммерческая ценность 
и эстетический рейтинг изображений на основе, 
например, результатов, полученных из социальных 
сетей, могут не совпадать. 
Авторам данной статьи не удалось заручиться 
поддержкой администраций ряда фотобанков для 
проведения широкомасштабного исследования и обу-
чения по выборке с большим количеством изображе-
ний и разных авторов. Тем более интересным с точки 
зрения реального применения является создание ме-
тода, позволяющего классифицировать изображения 
с невысоким разрешением и по небольшой выборке 
работ одного автора. 
Практическая задача такого метода состоит в сле-
дующем: обученная нейронная сеть (НС) может дать 
конкретную оценку коммерческого потенциала, 
весьма субъективного и неочевидного критерия, на 
который влияют много неучтённых факторов, что 
позволит на основе конкретных данных корректиро-
вать маркетинговые стратегии и технологии продаж. 
Для анализа коммерческой ценности фотографий 
была сформирована выборка из 400 снимков, из ко-
торых 200 снимков хорошо продавались (имели более 
200 продаж на фотостоках), а 200 снимков плохо, с 
максимальным размером 600×400 пикселей, цветовой 
моделью RGB, форматом файлов JPEG и JPEG2000. 
Уровень коммерческой ценности определялся авто-
ром фотографий. 
В результате правильного выбора архитектуры, 
алгоритмов обучения и гиперпараметров НС удалось 
разделить изображения по двум указанным выше 
классам с точностью не менее 98 % в рамках столь 
малой выборки. 
Предварительная подготовка изображений 
Полученные изображения имели различные пара-
метры, и поэтому на первом этапе обработки они бы-
ли приведены к одному размеру, цветовой модели и 
формату файлов. Использовались программные воз-
можности MATLAB и средства пакетной обработки 
изображений программы Photoshop.  
После получения положительных результатов 
уверенного разделения исходных фотографий на два 
класса было изучено, как на точность классификации 
влияют технические параметры снимка: размеры, 
цветовая модель, качество сжатия JPEG и другие фо-
тометрические параметры. Для этого анализирова-
лись снимки различных размеров: 400×600, 200×300, 
100×150, 67×100, 50×75, 40×60, 33×50, 27×40, 20×30, 
17×25, 13×20, 10×15, 8×12, 7×10, 4×6 пикселей – при 
нормальных значениях яркости, насыщенности и 
максимальном качестве JPEG. Также для изображе-
ния размером 100×150 пикселей была исследована 
классификация при различных уровнях яркости (0, 
0,25, 0,50, 0,75, 1,00), насыщенности (0, 0,25, 0,50, 
0,75, 1,00), цветового тона (0, 0,25, 0,50, 0,75, 1,00), 
качества сжатия JPEG (0, 3, 6, 9, 12). Следует отме-
тить, что изменение величины яркости, насыщенно-
сти или цветового тона происходило при неизменно-
сти других параметров. Для изображения размером 
400×600 изучалась классификация четырёх цветовых 
пространств: CMYK, LAB, HSV, GRAY. Для цвето-
вых пространств CMYK и LAB использовался фор-
мат файла JPEG2000. 
Условия обучения НС 
В качестве функции потерь была использована 
кросс-энтропия, которая часто применяется при обу-
чении НС, т.к. даёт очень большие градиентные зна-
чения, что особенно ценно для градиентного спуска 
[22]. В MATLAB эта функция потерь представлена в 
виде [21]: 
 ln( ) (1 ) ln(1 )
M
i i i i
i
J d y d y     , 
где yi – выход НС, di – значения меток, М – количе-
ство образцов. 
Обучение проводилось при различном соотноше-
нии количества фото, которые случайным образом 
отбирались для обучения и тестирования НС. Эти со-
отношения равнялись: 0,9, 0,8, 0,7, 0,6, 0,5 и 0,2. 
В связи с тем, что при запуске НС на обучение 
каждый раз заново инициализируются начальные 
значения весов и смещений, а также распределение 
фото для обучения и тестирования определялось слу-
чайным образом, результаты каждого расчёта немно-
го отличаются друг от друга. Поэтому все расчёты 
проводились при десятикратной повторности и затем 
усреднялись. Результаты усреднения точности клас-
сификации при десятикратной повторности отлича-
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лись от результатов стократной повторности не более 
половины процента. 
Для оптимального выбора архитектуры, алгорит-
мов обучения и гиперпараметров системы глубокого 
обучения рассчитывалась точность классификации, а 
также анализировались образцы, неправильно отне-
сённые к 1-му или 2-му классам на этапах обучения и 
тестирования (рис. 1). 
 
Рис. 1. Архитектура свёрточной НС, используемой  
для классификации изображений 
Предварительная подготовка данных и програм-
мирование свёрточной нейронной сети осуществля-
лось посредством математического пакета MATLAB, 
Deep Learning Toolbox. 
Подготовка данных 
Первоначально исходные фотографии, согласно 
условиям работы свёрточной сети с изображениями, 
были помещены в две папки, которые имели услов-
ные названия GOOD и TECH. В связи с ограничен-
ным количеством изображений для повышения точ-
ности классификации и избегания переобучения ис-
пользовалась предусмотренная в MATLAB операция 
генерации дополнительных данных путём их случай-
ной трансформации. Наличие функции im-
ageDataAugmenter позволило проводить каждый цикл 
обучения на относительно новых данных. Порождён-
ные данные не сохранялись и тем самым оставляли 
исходные данные без изменений. Для наших изобра-
жений наиболее эффективным было: поворот относи-
тельно центра изображения в пределах от –5 до +5 
градусов, сдвиг вправо и налево не более 5 пикселей, 
смещение по горизонтали и вертикали в интервале от 
–5 до +5 пикселей. Применение оператора порожде-
ния новых данных позволило повысить точность 
классификации с 75 % до 99 %, что явилось суще-
ственным вкладом в достижение высокой точности. 
Дополнительные трансформации типа отражения, по-
ворота вокруг вертикальной и горизонтальной оси 
практически не влияли на точность классификации. 
Программное обеспечение 
НС состояла из слоя ввода изображения, трёх 
свёрточных блоков, полносвязанного слоя, слоя при-
менения функции softmax и выходного слоя непо-
средственно классификации.  
Первый слой обеспечивал ввод матрицы, соответ-
ствующей изображению, а также нормализацию дан-
ных. Каждый их трёх свёрточных блоков состоял из 
5 слоёв: двухмерного свёрточного слоя, слоя пакет-
ной (batch) нормализации, relu слоя, слоя нормализа-
ции crossChannel и слоя maxPooling. Наша сеть для 
первого слоя имела 15 фильтров размером 5×5 пиксе-
лей каждый. Для последующих свёрточных слоёв 
размер фильтра оставался постоянным, а число филь-
тров для второго и третьего слоёв равнялось соответ-
ственно 75 и 150. Шаг сдвига фильтра равнялся од-
ному пикселю. Дополнение пространственных разме-
ров для всех свёрточных слоёв также равно 1 пиксе-
лю. Слой пакетной нормализации, как и другие слои 
нормализации, обеспечивает повышение скорости 
обучения сети и понижение влияния больших значе-
ний весов. Слой функции активации relu, стандарт-
ный практически для всех свёрточных сетей, необхо-
дим для отсечения отрицательных значений. Выбор 
максимального значения веса для каждого фильтра 
(слой maxPooling) не только значительно понижает 
размер матрицы весов, но и способствует выделению 
более информативных признаков. 
Полносвязанный слой, слой softmax и выходной 
слой обеспечивают необходимые преобразования 
значений весов и смещений, получаемых от третьего 
свёрточного блока, и вычисляют уровень кросс-
энтропийных потерь для осуществления классифика-
ции. В полносвязанном слое указывается количество 
классов, равное двум. 
Подготовка к обучению сети 
После определения архитектуры нейронной сети 
были подобраны параметры, определяющие процесс 
обучения. В качестве алгоритма оптимизации 
наилучшие значения точности классификации пока-
зал метод адаптивной оценки момента ADAM [22]. 
Для работы оптимизатора необходимо задать размер 
мини-партии (подмножества обучающей матрицы). 
Максимальное количество эпох не превышало 75. 
Хорошие результаты классификации были получены 
при MiniBatchSize = 30. В качестве начальной скоро-
сти обучения была выбрана величина 0,0001, которая 
через 25 эпох понижалась в 10 раз. Для понижения 
вероятности переобучения значение параметра регу-
ляризации задавалось равным 0,001. Приведённые 
значения гиперпараметров получены методом сеточ-
ного поиска [23]. Типичные графики процесса обуче-
ния приведены на рис. 2 и 3. На этапе подготовки се-
ти к обучению также фиксировалось подключение 
графического процессора. 
Оценка качества работы нейронной сети проводи-
лась на тестовой выборке, т.е. на образцах, которые 
не участвовали в обучении. Расчёт точности класси-
фикации проводился по формуле [23]: 
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  , 
где A – точность классификации в процентах; nT – 
число снимков, правильно отнесенных к тому или 
иному классу; Ntest – количество снимков в тестовой 
выборке. 
 
Рис. 2. Изменение точности в зависимости от числа эпох. 
Сплошной линией показана точность для обучения, 
пунктирной – для тестирования 
 
Рис. 3. Изменение функции потерь во время обучения. 
Сплошной линией показаны потери для обучения, 
пунктирной – для тестирования 
Обучение и тестирование НС проходило на ком-
пьютере следующей конфигурации: Intel i7-7700 
3,6 GHz, 32 GB DDR4, SSD Samsung 970 Pro 512 GB, 
Win 10 64. Для ускорения расчётов использовалась 
графическая карта NVIDIA GTX 1080Ti, фреймбуфер 
11 GB GDDR5X, 3584 NVIDIA CUDA Cores, архитек-
тура GPU Pascal. Среднее время одной эпохи обуче-
ния в зависимости от размеров снимков изменялось 
от 10 до 75 секунд. 
Результаты 
Значения точности приведены в процентах по ре-
зультатам классификации фотографий тестовой вы-
борки. На рис. 4 и 5 представлены фотографии, отно-
сящиеся к разным классам, с точки зрения коммерче-
ской успешности, которые использовались для обу-
чения. С учётом композиционной схожести изобра-
жений выбор покупателей неочевиден. Интересно, 
что онлайн-сервис Everypixel aesthetics [20] присвоил 
оценку указанным изображениям противоположно 
фактическим значениям продаж, а сервис [19] произ-
вёл распознавание образов и присвоил каждому из 
них более высокую оценку в случае рис. 3, однако 
интегральная оценка в данном сервисе недоступна. 
 
Рис. 4. Пример коммерчески успешной фотографии 
(GOOD) 
 
Рис. 5. Пример фотографии, не являющейся  
коммерчески успешной (TECH) 
Значения насыщенности, яркости и сдвига цвето-
вого тона приведены в относительных единицах. За 
единицу принято соответствующее значение кон-
кретного снимка. Значения компрессии JPEG соот-
ветствуют условным единицам Photoshop. Размеры 
снимков в таблицах представлены в пикселях, первое 
число отражает число строк, второе – число столбцов. 
Табл. 1. Влияние на точность классификации соотношения 
количества фото в выборках для обучения и тестирования 
Соотношение 0,9 0,8 0,7 0,6 0,5 0,25 
Точность 100,0 100,0 99,6 99,7 99,5 99,3 
Таким образом, даже при небольшой выборке НС 
показывает высокую точность классификации. 
Табл. 2. Влияние на точность классификации цветовой модели 
Цветовая 
модель RGB CMYK LAB HSV GRAY 
Точность 100,0 100,0 99,5 99,4 99,4 
Изменение цветовой модели не влияет на точность 
классификации. 
Также оценивалось влияние на точность класси-
фикации компоненты цветовой модели HSV.  
Применение методов глубокого обучения для оценки степени коммерческой ценности визуальных объектов  Ефремцев В.Г. и др. 
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Табл. 3. Влияние на точность классификации 
насыщенности цвета (Saturation) 
Насыщенность 0 0,25 0,50 0,75 1,00 
Точность 99,2 99,5 99,5 99,5 100,0 
Точность классификации не изменяется при изме-
нении насыщенности цвета. Результат при насыщен-
ности цвета, равный нулю, соответствует результату 
для цветовой модели GRAY. 
Табл. 4. Влияние на точность классификации яркости 
(Value или Brightness) 
Яркость 0 0,25 0,50 0,75 1,00 
Точность 99,5 99,6 99,4 99,6 100,0 
Изменение яркости практически не влияет на точ-
ность классификации. 
Табл. 5. Влияние на точность классификации  
сдвига цветового тона (Hue) 
Контрастность 0 0,25 0,50 0,75 1,00 
Точность 99,6 99,6 99,7 99,5 100,0 
Сдвиг цветового тона не приводит к изменению 
точности классификации. 
Табл. 6. Влияние на точность классификации  
степени компрессии JPEG 
Cтепень  
компрессии 0 3 6 9 12 
Точность 99,8 99,5 99,8 99,6 100,0 
Влияние на точность классификации степени ком-
прессии JPEG практически не достоверно. 
Заметное уменьшение точности классификации 
начинается с размера снимка 20×30, т.е. площади 
снимка, равной 600 пикселям (рис. 6). 
Выводы 
Продемонстрировано успешное использование 
свёрточных нейросетей для оценки коммерческой 
успешности разножанровых фотографий из подборки 
одного автора, состоящей всего из 400 изображений 
для обучения и теста, что не противоречит методам 
глубокого обучения [23, 25]. Кроме того, описанный 
метод основан на анализе самих изображений и не 
привязан к сопутствующей информации из социаль-
ных сетей и фотобанков, кроме количества покупок 
каждого конкретного изображения. 
Полученные результаты показывают, что при оп-
тимальном выборе архитектуры, алгоритмов обуче-
ния и гиперпараметров системы глубокого обучения 
показывают высокую эффективность использования 
для оценки степени коммерческой значимости фото-
графий вплоть до уменьшенных изображений разме-
ром 20×30 пикселей с точностью не хуже 98 %. 
Продемонстрированный алгоритм будет полезен при 
разработке маркетинговых стратегий и технологий про-
даж, и в особенности для облегчения труда фотографов 
по обработке отснятого материала. В силу специфики 
архитектуры сети и сформулированной задачи, он пока-
зывает большую результативность, нежели некоторые 
коммерческие проекты в открытом доступе [19, 20], что 
говорит о необходимости различать подходы для оцен-
ки коммерческой и социальной популярности. 
 
Рис. 6. Зависимость точности классификации  
от площади изображения 
Высокая точность классификации, по всей видимо-
сти, обусловлена репрезентативностью выборок и ка-
чеством признаков, которыми эти образцы обладают. 
Благодаря применению обученной на описанной 
выше выборке нейросети, вновь размещённые на 
фотостоках фотографии за 8 месяцев имеют показа-
тели продаж до 20 % выше среднего по предыдущей 
подборке. 
При минимальной доработке данную систему 
можно использовать для решения других задач, при-
меняя для дообучения соответствующие наборы гра-
фических данных. 
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