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D Two main approaches have been followed in the literature to give a se- 
mantics to non-Horn databases. The first one is based on considering the 
set of rules composing the programs as inference rules and interpreting the 
negation in the body as failure to prove. The other approach is based 
on the so-called closed-world assumption, and its objective is to define a 
stronger notion of consequence from a theory than the classical one where, 
very roughly, negative information can be inferred whenever its positive 
counterpart cannot be deduced from the theory. In this work, we gener- 
alize the semantics for negation in logic programs, putting together the 
constructive nature of the rule-based deductive databases with the syntax- 
independence of the closed-world reasoning rules. These generalized se- 
mantics are shown to be a well-motivated and well-founded alternative to 
closed-world assumptions since they enjoy nice semantic and computational 
properties. a 
1. INTRODUCTION 
The area of rule-based (or deductive) databases has been very active in recent years. 
In particular, most of the work has concentrated on the semantics of negation and 
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disjunction in deductive databases. 
Two main approaches have been followed in the literature. The first one is 
based on considering the set of rules composing the programs as inference rules 
and interpreting the negation in the body as failure to prove. Along these lines 
are the works on stable model semantics [12] and well-founded semantics [35]. The 
other approach is based on the so-called closed-world assumption, first introduced 
by Reiter [28], and its objective is to define a stronger notion of consequence from 
a theory than the classical one where, very roughly, negative information can be 
inferred whenever its positive counterpart cannot be deduced from the theory. 
These two approaches are strictly related, both being based on the idea of treat- 
ing negation as failure-to-prove and semantically relying on the idea of minimal 
models. The main difference, however, is the interpretation of rules as inference 
rules in the first approach, a notion which is not present in the second one. 
To be more concrete, let P be the program {(a ~-- b A not c)}. In deductive 
databases, this is usually interpreted as an inference rule which allows a to be 
derived when we can prove b and we cannot prove c. However, if we rewrite P 
as disjunctive rules, we obtain the disjunctive theory T = {(a V c ~-- b)} where 
there is no reason to consider it as an inference rule to prove a rather than an 
inference rule to prove c. While T can be seen as a declarative specification, P
also contains some information on how this piece of information should be used. 
Namely, the syntactic form of P suggests that the information should be used as a 
computational mechanism to prove a. 
In this work, we introduce a new treatment of disjunction in deductive databases 
that interprets disjunction as a (nondeterministic) hoice within all possible non- 
disjunctive readings. More precisely, we interpret propositional disjunctive rules 
as inference rules, where no specific atom is the conclusion, but rather all the 
positive ones are the possible conclusions. In the above example, the disjunctive 
rule {(a V c ~-- b)} is interpreted as an inference rule with two possible readings, 
either {(a ~-- b A not c)) or {(c ~-- b A not a)}; hence, it contains at the same 
time a computational mechanism to prove a and one to prove c. The resulting 
semantics does obviously depend on the underlying semantics for negation in rule- 
based databases. We show a construction which is parametric w. r. t. the underlying 
semantics, and then we focus on specific semantics. In particular, we generalize the 
stable model [12] and the supported model semantics [1]. 
Surprisingly enough, the generalized versions of the stable model and supported 
model semantics differ significantly from the various forms of closed-world reasoning 
presented in the literature, thus proving that the differences are not only due to 
the syntactic presentation of the database, but also to a different interpretation of 
negation. 
In particular, our analysis shows that these generalized semantics are a well- 
motivated and well-founded alternative to closed-world assumptions since they en- 
joy nice semantic and computational properties. As a matter of fact, the proposed 
semantics are not only intuitive, but also computationally less demanding than 
reasoning under the closed-world assumption. 
One might object that the syntactic form is relevant and it carries important 
information. We do not refute this point: We agree that syntax is (sometimes) 
important. To this end, we show how our framework can be further generalized to 
handle disjunctive databases which allow disjunction in the head of the rule as well 
as negation in the body. We then compare it with various semantics for disjunctive 
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databases such as Gelfond and Lifschitz's Answer Sets [13]. 
The paper is organized as follows. In Section 2, we give some preliminaries, re- 
calling previous results relevant o our work, while Section 3 contains the definition 
of the generalized versions of the semantics for negation. In Section 4, these new 
semantics are compared, from both a semantic and a computational point of view, 
with some of the best known forms of closed-world reasoning. These semantics are 
then generalized to handle disjunctive databases in Section 5. Finally, in Section 
6, we draw some conclusions and discuss open problems. 
2. PREL IMINARIES  
Throughout his paper, we restrict our attention to propositional languages. To 
this end, we assume that programs are built using letters from an alphabet L. The 
extension of our analysis to first-order programs is straightforward. A disjunctive 
database (DDB) is a set of rules r of the form 
al  V . . . V an  e-- bl A ""  A bm A not  el A . . . A not  ek 
wherea l , . . . ,an ,b l , . . . ,bm,c l , . . . ,ek  are propositional letters inL .  a lV - . -Va~ 
is called the head (denoted by head(r)) and bl A -.. A bn A not el A ...  A not cm 
is the body (body(r)) of the rule. We use a distinguished operator (not) to denote 
nonclassical negation, while -- denotes classical negation. 
We refer to DDB which do not have negation (not) in the body of the rules 
as positive disjunctive databases (PDDB), while DDB which have a single atom in 
the head (i.e., n = 1) are logic programs (LP). Finally, logic programs which do 
not have negation (not) in the body of the rules are positive logic programs (PLP). 
Without loss of generality, we assume that no literal can appear twice in the head 
or in the body. 
An interpretation I is a subset of L (i.e., the set of letters evaluated to true). 
An interpretation I satisfies a rule r of the above form iff either satisfies the head 
(i.e., there exists an ai E I (1 < i < n)) or it does not satisfy the body (i.e., there 
exists ac j  E I (1 _< j _< k) or there exists a bz ~ I (1 < l < m)). A model M 
of a program P is an interpretation which satisfies all rules of P. Satisfaction of 
classical formulae, i.e., those not containing not, is defined as usual. 
Rules with an empty head are called negative clauses. Where not otherwise 
specified, we assume that disjunctive databases do not contain negative clauses. 
Under this assumption, disjunctive databases are always satisfiable. 
Among all the models of a DDB P, a special rote is played by its minimal models. 
Given one of its models M, we say that M is minimal iff there exists no other model 
M '  of P such that M '  C M. 
Several semantics have been proposed in the literature to assign a meaning to 
logic programs with negation in the body. Here, we briefly review some of the most 
important ones. 
The supported models semantics has been introduced by Apt et el. in [1]. The 
idea behind this semantics is very simple and appealing: Every interesting model 
of a logic program should support itself. This idea is captured by the following 
definition: 
Definition 2.1. Let P be a logic program and M one of its models, We say that. M 
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is a supported model of P iff V1 E M there exists a program clause 1 ~-- b] A • - • A 
bn A not cl A . . .  A not Cm in P such that M ~ bl A • • - A bn A -~cl A • • - A ~am. 
The requirement of a model to be supported seems a very reasonable constraint, 
but it has been criticized as too weak. For example, it may be the case that a 
model is supported, but it is not minimal. 
Furthermore, the supported model semantics does not always agree with the clas- 
sical least Herbrand model semantics of van Emden and Kowalski [34] for positive 
logic programs. Let P = {(a *-- b), (b ~-- a)}, the minimal Herbrand model is 
M = { }, while this is not the only supported model since N = {a, b} is also 
supported. 
For this reason, most of the semantics proposed afterwards require models to be 
supported, but also to satisfy further requirements. 
This is the case of the stable model semantics proposed by Gelfond and Lifschitz 
in [12]. The definition of stability is given through a fixpoint construction. To this 
end, they define a function GL(P, M), which has as input a program P and an 
interpretation M and returns an interpretation through the following steps: 
1. delete all rules of P which have a negative literal not c in their body with 
cEM;  
2. delete all negative literals in the bodies of the remaining rules; 
3. compute the minimal model of the obtained program. 
Notice that the logic program obtained after the first two steps does not contain 
negative literals in the body; hence, it has a unique minimal model. The definition 
of stable model is the following: 
Definition 2.2. Let P be a logic program and M an interpretation. M is a stable 
model of P iff M = GL(P, M). 
As shown by Gelfond and Lifschitz in [12], stable models are always models of 
P which are at the same time minimal and supported. 
A different but related way of handling negation in non-Horn databases i via the 
closed-world assumption. The closed-world assumption (CWA), first introduced 
by Reiter in [28] in its simplest form, consists in assuming that all the positive 
knowledge we have of the world is stored in the database, and everything else 
should be regarded as false. 
After the formulation of Reiter, many other authors have proposed more complex 
forms of closed-world assumptions. The most important contributions are the Gen- 
eralized CWA (GCWA) proposed by Minker in [21] and further refined by Yahya 
and Henschen in the Extended Generalized CWA (EGCWA) [36]. The most general 
form of CWA is the Extended CWA (ECWA) introduced by Gelfond et al. in [15]. 
The semantics of the above systems relies on the notion of minimal model. While 
the CWA implicitly assumes the existence of a unique minimal model (otherwise, 
it yields an inconsistent theory), reasoning under the EGCWA is equivalent o 
reasoning w.r.t, the set of all minimal models. That is, EGCWA(T)  F- ~ iff c~ is 
true in all minimal models of T, where T and c~ are propositional formulae. 
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2.1. Computational Complexity 
Throughout the paper, we refer to the standard notation in complexity theory. In 
particular, pA (NpA) corresponds to the class of decision problems that are solved 
in polynomial time by deterministic (nondeterministic) Turing machines using an 
oracle for A in polynomial time (for a much more detailed presentation, we refer 
the reader to [16]). All the problems we analyze reside in the polynomial hierar- 
chy, introduced by Stockmeyer in [32], that is the analog of the Kleene arithmetic 
hierarchy. The classes Ep, i i p, and Ap of the polynomial hierarchy are defined by 
and for k>O,  
~]P+I NPZ;'  P P AP = Psi" l i k+ l  ~ CO~k+l '  k+ l  
Notice that A p = P, EP = NP, and II p = conP. Moreover, EP = NpNP, that 
is, the class of problems olvable in nondeterministic polynomial time on a Turing 
machine that uses for free an oracle for NP. The class II p, often mentioned in the 
paper, is the complementary class of EP. 
The computational complexity of reasoning with stable and supported models 
has been analyzed by Marek and ~uszczyfiski in [19, 20], where they show that: 
• deciding whether a logic program has a stable (supported) model is an NP- 
complete problem; 
• deciding whether a formula is true in at least one stable (supported) model 
of a logic program is an NP-complete problem; 
• deciding whether a formula is true in all the stable (supported) models of a 
logic program is a coNP-complete problem. 
The computational complexity of the closed-world rules has been very well ana- 
lyzed in recent years; see the work of Cadoli and Lenzerini [5] and Eiter and Gottlob 
[9, 10]. In particular, Eiter and Gottlob have shown in [10] that, given a conjunctive 
normal form (CNF) formula T and a clause a, deciding whether EGCWA(T)  F- a 
holds is a IIP-complete problem. For a more detailed analysis of the complexity of 
the various forms of closed-world reasoning as well as the semantics for negation 
we refer the reader to the survey by Cadoli and Schaerf [6]. 
3. WEAKLY-STABLE AND WEAKLY-SUPPORTED MODELS 
In this section, we provide a new interpretation for disjunction generalizing the 
semantics for negation in logic programming. The new semantics are defined over 
positive disjunctive databases (PDDBs), where no negation is present in the body 
of the rules. The proposed construction to give a semantics to disjunction is para- 
metric w.r.t, the underlying semantics for negation and is based on the idea of 
interpreting disjunction as (nondeterministic) choice. 
Some notation is now introduced. Given a positive disjunctive rule d of tile form 
c1 V ' . .VCk  ~--bl A . . .Abm 
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we denote with prog(d) the set of rules {rill < i < k}, where ri is 
ci e-  bl A • • • A brn A not c 1 A • " • /k not ci-1 A not ci+l A .  • • A not ca. 
To any PDDB T, we can now associate a set of logic programs which can be 
obtained from it, which we denote as prog(T) .  
Definit ion 3.1. Let T be a PDDB. prog(T)  = {P IP  is a logic program and for 
each disjunctive rule d E T there exists a corresponding rule r E P such that 
r C prog(d)}. 
Notice that the size of the set prog(T)  can be exponential in the size of T. An 
example is now in order. 
Example 3.1. Let T = {(a V b ~-- c), (c V d ~- a A b)}. The set prog(T)  contains 
the four programs /)1 = {(a *-- cA not b),(c ~-- aAb  A not d)}, P2 = {(a ~- 
cA not b),(d ~-- a A b A not c)}, P3 = {(b +-- cA not a) , (c  ~-- a A b A not d)}, and 
P4 = {(b*-- cA not a),(d ~- a A b A not c)}. 
Given a PDDB T, it is clearly the case that all the programs P E prog(T) ,  and 
also T itself, have the same set of models and of minimal models. 
We can now introduce the notion of strong equivalence between logic programs. 
Definit ion 3.2. Let P1 and P2 be two logic programs. P1 and P2 are strongly 
equivalent iff there exists a disjunctive database T such that both P1 and P2 are 
programs of T (i.e., P1, P2 E prog(T)) .  
Obviously, two programs may be classically equivalent, but not strongly equiv- 
alent. For example, let P1 = {(a ~-- not b), (a ~-- b)} and P2 = {(a), (b *- b)}. P1 
and P2 are classically, but not strongly equivalent. 
We can now introduce the definition of weakly-stable model of a PDDB. 
Definit ion 3.3. M is a weakly-stable model of a PDDB T i f f  it is a stable model 
of a logic program P which belongs to prog(T) .  
For example, the formula a V b V c admits the three weakly-stable models {a}, 
{b}, and {c} which are the unique stable models of the three logic programs {(a *- 
not b A not c)}, {(b ~-- not a A not c)}, and {(c ~- not a A not b)}, respectively. 
In the following, we denote with A/t~st(T) the set of weakly-stable models of 
a PDDB T, and with A4min(T)  the set of its minimal models. Furthermore, we 
denote with T ~,~i~ a the fact that a is true in all minimal models of T, and with 
T ~wst a the fact that a is true in all weakly-stable models of T. There is one 
trivial relation between weakly-stable and minimal models: 
Observation 3.1. For any PDDB T, .h4~,~t(T) C_ .Mm,,(T).  
It  immediately follows from the fact that any stable model is also a minimal 
model, hence, any model in Ad~t(T )  will also belong to Adm~(T).  The following 
result is more surprising; in fact, in general the containment is strict. That  is: 
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Observation 3.2. There exists a PDDB T such that  J~4wst(T) c .£4mm(T). 
We show an example of such a 7'. Let T~ = {(q ~ p), (p ~- q), (pVqVr)} .  :It has 
two minimal models M1 = {r}, and M2 = {p, q}, but it has only one weakly-stable 
model, namely, M1. 
Observation 3.1 has one important consequence: 
Observation 3.3. For any PDDB T and any formula c~, T ~mm c~ implies T ,~,,.~t 
6t. 
We can therefore say that  the weakly-stable model semantics is stronger than the 
minimal model semantics or, more precisely, tile set of formulae true in all weakly- 
stable models is a (strict) superset of the fonnulae true in all minimal models. 
As we have shown, the weakly-stable model semantics is stronger (i.e., admits 
fewer models) than the minimal model semantics; it is now interesting to analyze 
the weak version of other semantics and compare them with the minimal model 
semantics. To this end, we now introduce the definition of weakly-supported model. 
Definition 3@ M is a weakly-supported model of a PDDB T iff it is a supported 
model of a program P which belongs to prog(T). 
For example, the PDDB {(a V b ~- c), (c ~-- b), (a V c)} admits the two ~eakly- 
supported models M1 = {a}, and M2 = {b,c}. In fact, {(a ~- c A not b),(c ~-- 
b), (c ~-- not a)} has no supported models, {(a ~ cA not b), (c ~ b), (a ~- not c)} 
has M1, {(b ~-- cA  not a),(c~-- b),(a ~ not c)} has M1, and M2, while {(b ~-- 
c A not a), (c ~-- b), (c ~- not a)} has M2 as a supported model. 
In the following, we denote with A4 ...... (T) the set of weakly-supported models 
of a PDDB T, and with T ~ c~ the fact that ~t is true in all weakly-supported 
model of T. The relation between weakly-supported and minimal models is the 
following: 
Theorem 3.1. For any PDDB T, 3A~(T)  D JMm,~(T). 
PROOF. It follows from Theorem 3.3 (presented afterwards) and ~he fact that any 
nfinimal model M of a PDDB Tnmst  satisfy that  V1 ~ M there exists a rule 
r = 1 V c~ ~- /3 E T, where a is a disjunction and /~ is a conjunction, such that 
M ~: c~ ~--/3. In fact, assume that there exists an l E M such that no rules satisfy 
the above requirement, then M - {/} is also a model of T, and hence M is not 
minimal. 
In some cases, the containment is strict. That is: 
Observation 3.~. There exists a PDDB T such that A4,o~(T)  D AJ~,~,~(T). 
We show an example of such aT .  Let 7;  = {(q ~- p), (p ~-- q)}. It has one 
minimal model M1 = {}, but it has two weakly-supported models, namely, M1, 
and M2 = {p, q}. 
Theorem 3.1 has one important consequence: 
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Observation 3.5. For any PDDB T, and a, T ~ws~ (~ implies T ~m~n a. 
We can therefore say that the weakly-supported model semantics i  weaker (i.e., 
it admits more models) than the minimal model semantics. 
3.1. Model Checking 
The definitions 3 and 4 of weakly-stable and weakly-supported models do not 
provide any (reasonable) procedure to check whether a model is weakly-stable 
(or weakly-supported) since it requires that all the stable (supported) models of 
all the programs in prog(T) are computed. 
At first glance, it seems that the complexity of checking whether a given model M 
of a PDDB T is weakly-stable (or weakly-supported) is an NP-hard problem, since 
it requires guessing a program P C prog(T) and checking whether M is a stable 
(supported) model of P. Model checking for stable and supported model semantics 
is easily shown to be a polynomial-time problem; therefore, model checking for 
weakly-stable and weakly-supported model semantics is in NP. 
Fortunately, model checking for weakly-stable and weakly-supported model se- 
mantics turns out to be in P. Let us first focus on the weakly-stable model semantics. 
We show how we can check whether a model is weakly-stable without explicitly 
computing all the stable models of all the programs in prog(T). To this end, we 
define a function GLG(T, M) which, given a PDDB T and an interpretation M, 
returns an interpretation. This function is computed through the following three 
steps: 
1. Delete all clauses of T which contain at least two literals of the head belonging 
to M; 
2. Delete in all clauses of T the literals in the head which do not belong to M; 
3. Compute the minimal model of the obtained theory (if it exists). 
Notice that the result of the first two steps is always a Horn theory, but not 
necessarily a definite one. Intuitively, the first step deletes all disjunctive rules 
that cannot be used to derive new facts independently of how they are written 
as program rules. It is obvious that these operations can be computed in time 
polynomial in the size of T and M. 
In order to simplify the presentation of the proofs, we will use some notational 
conventions. We introduce functions to denote the result of the first two steps 
of the functions GL and GLG. Given a logic program P, a PDDB T, and an 
interpretation M: 
1. F(P, M) = the result of applying the first two steps of the function GL to P 
and M; 
2. G(T, M) = the result of applying the first two steps of the function GLG to 
T and M; 
3. MIN(P) = the minimal model of P if it exists and is unique, undefined 
otherwise. 
We now show that the fixed points of the function GLG(T, M) are exactly the 
weakly-stable models. 
NEGATION AND MIN IMAL ITY  IN D IS JUNCTIVE  DBs 71 
Theorem 3.2. Let T be a PDDB and M a model. M is a weakly-stable model of 
T i f f  GLG(T, M) = M. 
PROOF. (~:==) Let P be the program obtained from T where in any rule containing 
a literal of M in the head this is kept in the head and all the others are moved to 
the body. If no literals of M appear in the head of the rule, then keep one, chosen 
at random, in the head and move the others in the body. If we now apply the 
Gelfond-Lifsehitz transformation to P and M, we obtain F(P, M). If we compare 
F(P, M) and G(T, M), it is clear that they have the same number of rules and 
are both Horn. In fact, if a rule in T is eliminated by step 1, it contains in the 
head two positive literals cl and c2 of M. Therefore, the corresponding rule in P 
contains at least one negative literal in the body @1 or c2) and it is eliminated too. 
Moreover, a literal in the head of T is eliminated if the negative literal in. the body 
of the corresponding rule of P is eliminated. The only difference between F(P, M) 
and G(T, M) is due to the presence of rules with only one literal of M in the head. 
In fact, this literal is not deleted by step 2 of GL, while it is deleted by the step 
2 of GLG. Hence, there are definite clauses in F(P, M) whose correspondent in
G(T, M) is not definite. 
By definition, M is the minimal model of G(T, M). We now show that M is also 
the minimal model of F(P, M). All the definite clauses of G(T, M) also belong to 
F(P, M), and for any negative clause c = not bl V ... V not bk of G(T, M), there 
is a correspondent program clause p = 1 ~ bl A ... A bk in F(P, M). Obviously, 
M is also a model of F(P, M). Notice that 1 ¢ M because otherwise it would also 
appear in c. Hence, M is also the minimal model of F(P, M) because any' other 
model needs to contain additional positive literals. 
(~)  Let P be a program in prog(T ) and M one of its stable modets. As 
shown in the above proof, the only difference between F(P, M) and G(T, M) is 
that in F(P,M), there are definite clauses whose correspondent in G(T,M) is 
not definite. Let p = l ~-- bl A .-. A bk be one of these program clauses and 
c = not bl V ... V not bk be the corresponding one. We have shown above 
that l ~ M; therefore, 3hi(1 < i < k) such that b~ ~ M, and as a consequence, 
M ~ not bt V . . .V  not bk. Hence, M is also a model of G(T, M) and it is its 
minimum one. [] 
This characterization of weakly-stable models allows us to generalize the se- 
mantics to also handle PDDB with negative clauses. Notice that the presence of 
negative clauses no longer guarantees the satisfiability of PDDBs. 
An immediate consequence of Theorem 3.2 is the following corollary: 
Corollary 3.1. Given a PDDB T and an interpretation M, checking whether M is 
a weakly-stable model of T can be done in polynomial time. 
We now turn our attention to the weakly-supported model semantics. Also for 
this semantics, we show that we can decide whether a model is a weakly-supported 
model of a given PDDB T in polynomial-time, without explicitly computing all the 
supported models of all the programs in prog(T). 
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Theorem 3.3. M is a weakly-supported model of a PDDB T i f f  M ~ T and Vl ~ M 
there exists a disjunctive rule r = l V c] V • .. V Ck *-- bl A • .. A bm C T such that 
M V=cl v . . .  VCk ~--bl A-. -  A bin. 
PROOF. ~ It trivially follows from the definition of supported model. 
~,' Let P be the program obtained from T where for all literals 1 E M keep l as 
the head and put all other literals in the body of the rule r such that l E head(r) 
and M V= r - {l}. This can always be done since all these clauses must be distinct. 
It  is clearly the case that M is a supported model of P. [] 
Using this characterization, we can also define the weakly-supported semantics 
for PDDBs with negative clauses. 
An immediate consequence of Theorem 3.3 is the following corollary: 
Corollary 3.2. Given a PDDB T and an interpretation M, checking whether M is 
a weakly-supported model of T can be done in polynomial time. 
The characterizations of weakly-stable and weakly-supported models given by 
Theorems 3.3 and 3.2 give us insights in understanding differences and similarities 
between these two classes of models. Using the above mentioned results, we can 
show that, while in general the set of weakly-stable models is strictly contained in 
the set of weakly-supported ones, there are cases where the two coincide. 
Theorem 3.4. Let T be a PDDB where each rule has an empty body, then Ad~st (T) 
= A4min(T) = Mwsu(T).  
PROOF. We show that any weakly-supported model M of T is also weakly-stable. 
For any 1 6 M~ let c(l) = l V a be the rule such that M ~: a. Hence~ all literals in 
do not belong to M and~ therefore~ G(c~ M) = l because all the literals of ~ are 
deleted. Thus~ M = MIN(G(T ,M) )  itself. [] 
4. CLOSED-WORLD REASONING 
The closed-world assumption (CWA)  introduced by Reiter in [28] aims at formally 
capturing the intuitive idea that a database is a complete description of which 
positive facts are true of the world, and hence, that every fact which is not a 
consequence of the database must be regarded as false. More precisely, given a 
positive disjunctive database T, CWA(T)  = TU {~a[a is an atom and T b/a}. It is 
well known that the CWA cannot handle indefinite information; in fact, CWA(T)  
is consistent iff T has a unique minimal model. 
A more elaborate form of closed-world assumption is the Extended Generalized 
CWA (EGCWA)  introduced by Yahya and Henschen in [36], that slightly general- 
izes the Generalized CWA (GCWA)  defined by Minker in [21]. Semantically, the 
EGCWA is defined as follows: 
EGCW A(T) = {ala is a propositional formula true in all 
minimal models of T} 
The proof-theoretic definition is the following one: EGCWA(T)  = T O {-~KIK is 
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a formula free for negation} where a formula K is free for negation iff there is no 
positive disjunction B for which 
1. TtKVBand 
2. T y B. 
An important feature of the EGCWA is that. whenever T is consistent, so is 
EGCWA(T). 
Another variant of the CWA that is related to our work is the Weak Generalized 
CWA (WGCWA) introduced by Rajasekar et al. in [27], and the related Possible 
Model Semantics (PMS) introduced by Sakama in [30]. For a formal definition, 
we refer the reader to the cited papers. 
We now show that the semantics introduced in the previous section can also 
be seen as interesting closed-world assumptions. In order to make the comparisons 
easier, we will denote with WST(T) the set of formulae true in all the weakly-stabie 
models of T and with WSU(T) the set of formulae true in all the weakly-supported 
models of T. 
There are two main properties that, in our opinion, closed-world rules should 
satisfy; and these are syntax-independence and consistency preservation. 
Definition 4.1. [syntax-independence] Let X be a closed-world rule, TI and T2 
be two PDDB. We say that X is independent of syntax when two classically 
equivalent PDDB have the same set of consequences, i.e., ]= Tr = Tz implies 
X(Tr) = X(T2). 
Definitzon 4.2. [consistency preservation] Let X be a closed-world rule and T a 
PDDB. We say that X preserves consistency when a consistent PDDB has a 
consistent set of consequences, i.e., T is satisfiable iff X(T) is satisfiable. 
It is well known that both CWA and EGCWA satisfy syntax-independence; it 
is probably less known that WGCWA does not satisfy it. We show an example of 
this; let Tl = {(a V b + c),(b), (c)} and T: = {(b), (c)}. It holds that ]= Tl z Tz, 
but WGCWA(T1) # WGCWA(T2j. In fact, la $4 WGCWA(Tl), while ~(1. E 
WGCWA(T2). 
On the other hand, both EGCWA and WGCWA satisfy consistency preserva- 
tion, while CWA does not. 
At first glance, it may seem that both WST and WSU strongly rely on the 
syntactic form of the database and, t,hus, they cannot satisfy syntax-independence. 
On the other hand, it is also well known that both a stable and supported modei 
do not exist for all programs, and hence it may be the case that their weak version 
also may not always admit models. 
We first take into account the weakly-stable model semantics. Unfortunately, 
consistency preservation does not hold for the weakly-stable model semantics. 
Theorem 4.1. WST does NOT satisfy consistency preservation. 
PROOF. Let T = {(u - b), (0 - a)! (a V b)}. Notice that T is consistent,, in 
fact, the interpretation M = {a, b} satisfies T, but neither of the two programs 
Pl = {(a - b),(b +- a), (a - not h)} nor P2 = {(u - b), (b + a), (b - not u)} 
belonging to prog(T) admits stable models. c? 
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As a consequence of the above proof, we also have that: 
Corollary 4.1. WST does NOT satisfy syntax-independence. 
In fact, let 271 = {a, b}; we have that 271 is classically equivalent o T, but 
WST(T1) is consistent, while WST(T)  is inconsistent. However, we can prove that 
WST satisfies the following, slightly weaker, property: 
Definition 4.3. [consistent syntax-independence] L t X be a closed-world rule, T1 
and T2 be two PDDB. We say that X is independent of syntax in the absence of 
inconsistency when two classically equivalent PDDB, that are consistent under 
X, have the same set of consequences, i.e., whenever X(T1) and X(T2) are 
consistent, it holds that ~ T1 = 2"2 implies X(T1) = X(T2). 
In fact, we have the following result: 
Theorem 4.2. WST satisfies consistent syntax-independence. 
PROOF. The proof of this theorem relies on the following two lemmata: 
Lemma4.1. Le tT  be aPDDB, r = (c~--/3) and r I=  (aVc~' ~- -SA~' )  two of 
its rules, where a, a I are disjunctions and 8, 8 1 are conjunctions. We have that 
A4wst(T) =- Adwst(T-{r l}  ) (i.e., deleting subsumed clauses does not change the 
set of weakly-stable models). 
PROOF. Let r be 7 U {(a ~- 8)}, T '  = T U {(a V cd ~-- 8 A 8')}, and M be an 
interpretation. We show that M is a weakly-stable model of T iff it is a weakly- 
stable model of T'.  We have two possibilities: either G(a  V c~' ~-/3 A 8', M) = ~ or 
not. In the first case, G(T, M) = G(T', M); hence the thesis. Otherwise, we have 
that G(~ V a' ~- 8 A 8 I, M) E G(T', M), but also G(c~ +- 13, M) E G(T', M). Since 
G(c~ V c~ 1 ~/3  A 8', M) is subsumed by G(a  ~--/3, M) and subsumed clauses do not 
affect the minimum model, we have that F(G(T, M)) = F(G(T I, M)). [] 
Lemma 4.2. Let T be a PDDB such that M~st(T)  # O, rl = (ol V p +-- ~f), and 
r2 = (8 ~-- P A 3) be two rules of T and r3 = (a V t3 ~- ~ A 5), where p is a 
letter, a and t3 are disjunctions, and ~/ and 5 are conjunctions. We have that 
.h/[wst(T ) = .h/[wst(T U {r3}) (i.e., adding resolvents does not change the set of 
weakly-stable models). 
PROOF.  Let T ---- { (~Vp +-- hi), (~ ~- pA6)}  UTo, T '  ---- TU{(c~V8 ~-- VAS)} ,  and 
M be a model ofT.  We want to show that F(G(T ,M))  = M if fF(G(T',  M)) = M. 
If G(c~ V/3 +-- ~/A 5, M) = ~, then G(T, M) = G(T', M) so we assume the contrary. 
If both G(a  V p ~-- 7, M) # 0 and G(8 +- p A 5, M) # 0, then G(~ V/3 ~ "7 A 6, M) 
is clearly redundant and does not contribute to the minimum model. Since G(8 +- 
p A 5, M) cannot be the empty set, we have that G(c~ V p ~- % M) = 0. Therefore, 
p E M and ~ contains exactly one literal of M. 
In this case, G(T, M) = {(8' ~-- P A 3)} U G(To, M) and G(T', M) = {(c~' v 8'  ~- 
7A5)} UG(T, M) where (~' and 8'  are a and 8 without all the literals not belonging 
to M. Notice that M satisfies atV81 ~-- 7A5 since it satisfies 8 ~-- pA5 and p E M. 
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Since M is the minimum model of G(T, M) and it satisfies a '  V fl' ~-- 7 A & then 
it is also the minimum model of G(T', M). [] 
It is well known (see, for example, [aa]) that the set T '  of prime implicates of a 
CNF formula T can be computed by repeatedly resolving pairs of clauses, adding 
the result to the set, and removing subsumed clauses. By Lemmata 4.1 and 4.2, 
we have that any PDDB T admitting weakly-stable models is equivalent to the set 
T '  of its prime implicates. Since classically equivalent PDDBs have the same set of 
prime implicates, the thesis follows. [] 
This result is a welcome surprise. Even though the definition of a weakly-stable 
model relies on syntactical manipulation of rules, it captures a strictly semantic 
notion, which is not influenced by the syntactic presentation of the databases. Let 
us look again at the example where ~ = {(a V b ~-- c), (b), (c)} and T2 = {(b), (c)}. 
There are two programs P1, P2 E prog(T1), P1 = {(a ~-- c A not b), (b), (c)} and 
P2 = {(b ~- c A not a), (b), (c)}. Both admit the unique stable model M = {b, c}, 
which is also the unique stable model of T2. 
In the previous section, we have proven that the set of weakly-stable models is 
contained in the set of the minimal ones; hence, for any PDDB T, it holds that 
WST(T)  2 EGCWA(T) .  It is interesting to intuitively characterize the set of 
formulae in WST(T)  \ EGCWA(T)  in order to better understand their differences 
in the treatment of negation. 
The differences are clearer if we look at the set of models rather than the set of 
consequences. We argue that the set A4m~n(T) \ A/I~,t(T) contains models which 
cannot be interpreted as reasonable according to any possible reading of the clauses 
as inference rules. Let us return to the PDDB Ta = {(q ~- p), (p ~- q), (p V q V 7-)} 
of Section 2, which has two minimal models M1 = {r} and M2 = {p, q}, but one 
weakly-stable model, namely, MI. In fact, only M1 can be constructed interpreting 
the clauses as inference rules. 
So far, we have shown the properties of weakly-stable semantics; we now take 
into account he weakly-supported model semantics (WSU).  
Theorem 4.3. WSU satisfies syntax-independence. 
PROOF. The proof of this theorem relies on the following two lemmata: 
Lemma 4.3. Let T be a PDDB, r -- ((~ ~-- /3), and r' = (c~ V a' +-- /3 A /3') two of 
its rules, where (~, ~' are disjunctions and/3, /3' are conjunctions. We have that 
A/l~o~t(T) = ~A~, t (T -{r '}  ) (i.e., deleting subsumed clauses does not change, the 
set of weakly-stable models). 
PROOF. Let T be ~y tO {(c~ ~-/3)} and T'  = T U {(c~ V a '  +--/3 A ~')}. Notice that 
T and T '  have the same set of models. Any weakly-supported model of T is also 
a weakly-supported model of T' ,  in order to also show the converse, assume that 
there exists a weakly-supported model M of T'  that is not supported in T. Fhis 
implies that there exists a literal l E M that is supported by c~ v a '  +---/3 A/3' and 
not supported by a ~-- /3. Therefore, 1 c c~' and M ~ c~ V c~' - {l} ,-- /3 A/3'. As 
a consequence, we have that M ~: a ~- ~, and this implies that M g: T. Since 
M g: T implies that M g: T' ,  we have a contradiction, [] 
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Lemma ~.~. Let T be a PDDB, rl = (c~Vp ~-- 7) and r2 = (/3 +--- pA(5) be two rules 
of T, and ra = (c~ V/3 +-- 7 A (5), where p is a letter, a and /3 are disjunctions, 
and "y and (5 are conjunctions. We have that 2~wst (T )  = J~4wst(T U {r3} ) (i.e., 
adding resolvents does not change the set of weakly-supported models). 
PROOF. Let T = {(a V P ~ "Y), (/3 ~ p A (5)} U To and T' = T U {(a V/3 ~ 7 A (5)}. 
Obviously, a model weakly-supported for T is also weakly-supported for T'; we 
need to show that no new supported literals are in T'. Assume that a V/3 +--- 7 A (5 
supports a literal l, that is, 1 E a U/3 and M ~ (a U/3 - {l}) +-- 7 A (5. 
Assume that 1 E a; thus, M ~: a - {l} ~-- 7 and M ~/3  *-- (5. Since M I=/3 ~- 
pA (5, this implies p ¢ M, from which it follows that M ~: (c~ Vp - {l}) ~-- 7. Thus, 
1 is also supported by a V p ,--- 7. 
Assume that l C /3; thus, M ~ /3 -  {l} +-- (5 and M ~ a *-- 7- Since M 
c~Vp+-- 7, we have that p e M; hence, M ~ ( /3 -{ l}  ~--pA(5). Thus, l i s  also 
supported by/3 ~- p A (5. 
It is well known (see, for example, [33]) that the set T'  of prime implicates of a 
CNF formula T can be computed by repeatedly resolving pairs of clauses, adding 
the result to the set, and removing subsumed clauses. By Lemmata 4.3 and 4.4, 
we have that any PDDB T is equivalent to the set T' of its prime implicates. Since 
classically equivalent PDDBs have the same set of prime implicates, the thesis 
follows. 
As an immediate consequence of Observation 3.1, we also obtain that: 
Observation 4.1. WSU satisfies consistency preservation. 
In fact, a PDDB has always a minimal model (remember that it is satisfiable), 
and the set of weakly-supported models is a superset of the set of minimM mod- 
els. Observation 4.1 can be used to provide a meaning to programs which do not 
have any supported model. In fact, given a program P, it may be the case that 
P does not admit any supported model; in this case, the whole program is mean- 
ingless from a semantic point of view. By virtue of Theorem 4.1 and the fact 
that PDDB are (classically) consistent, we are assured that there exists a strongly 
equivalent program P '  that admits at least one supported model and, hence, is 
semantically meaningful. To this end, it may also be of interest o define a notion 
of distance between strongly equivalent programs uch that a program P not ad- 
mitting supported models may be substituted by the closest strongly equivalent P '  
which admits supported models. This issue deserves further investigation. 
Notice that the same property does not hold for the weakly-stable model seman- 
tics since it does not enjoy consistency preservation. 
So far, there is little we know about which class of models is captured by the 
weakly-supported semantics. W'e have proven in the last section that weakly- 
supported models are a superset of the minimM models; we now show that there is 
a very interesting characterization f this set of models. 
Given all interpretation M = {a l . . .  ak}, let I S (M)  = {NIN  = M - {a~}, 1 _< 
i < k} be the set of all interpretations which are immediately smaller than M, that 
is, they contain exactly one literal less than M. We introduce a weaker notion of 
minimality, local minimality. 
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Definition ~.~. Let T be a PDDB and M be a model of T. M is locally minimal 
iff ~N E IS (M)  such that  N I= T. 
This set coincides with the set of weakly-supported models, as stated by the 
following theorem: 
Theorem ~.~. Let T be a PDDB and M an interpretation. M is a locally mznzmal 
model of T i f f  M is a weakly-supported model of T. 
PROOF. It follows from the proof of Theorem 3.3. In fact, a model M = {a l , - . ,  
a.r~} is weakly-supported iff for any ai(1 < i _< n) there is a distinct rule r(a~) c T 
such that  M ~: r(a~) - {a~}. 
If this is the case, M is locally minimal because by removing a literal a~ 
from M, what we obtain is no longer a model since it will not satisfy r(a,~). 
On the other hand, assume that this is not the case. Hence, there exists a 
l i tera la j  ~ M such that  for any rule r E T, we have that  M ~ r -  {aj}. Tlms, 
M {aj} is also a model of T, and therefore M is not locally minimal. [] 
This characterization gives us an easy way to understand the differences between 
minimal models and weakly-supported ones. These two sets coincide whenever a 
model can be reduced, through a sequence of models, to a minimal one by removing 
one literal at the time. While this condition is not satisfied in general, it may be 
worth investigating classes of PDDB which sat is~ it. 
The WGCWA is based on a syntactic onstruction which is close in spirit to our 
idea of weakly-stable and weakly-supported models. Let us now analyze in some 
detail their relations. 
First of all, we want to point out that  WGCWA does not satisfy syntax- 
independence, while WST and WSU do satisfy it. 
Rajasekar et al. have shown in [27] that  EGCWA D WGCWA;  thus, it is also 
the case that  WST D WGCWA.  The relation between WSU and WGCWA is 
more complex. 
Observation g.2. Let T be a PDDB. We have that neither WSU(T)  c 
WGCWA(T)  nor WGCWA(T)  c_ WSU(T) .  
Let T1 = {(a ~-- b),(b *--- a)} and :/) = {(avb  ~- c),c,b}. \Ve have that  
.a e WCCWA(T~) and ~o, ~ WSU(T1), while ~a ¢ WCCWA(T2),  while ~,~ 
WSU(T2). 
Summariz ing the above results, we have presented two new semantics for posb;ive 
disjunctive databases that  are complete (and unsound) or sound (and incomplete) 
.~v.r.t. the minimal model semantics. Both are semantically motivated and have 
solid grounds in the semantics for negation as failure of deductive databases. 
It is interesting to decide whether there exists a semantics for negation whose 
weak generalization corresponds to the minimal model semantics. We show that  
such a semantics exists, and is precisely the pos i t i v i s t i c  model semantics intro- 
duc.ed by Bidoit and Hull in [3, 4]. We recall that  a model is positivistic if and only 
if it is at the same time a minimal and a supported model. In the same style of 
Definitions 3 and 4, we can define the set of weakly-positivistic models of PDDBs. 
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Definition 4.5. M is a weakly-positivistic model of a PDDB T i f f  it is a positivistic 
model of a logic program P which belongs to prog(T). 
Using the above definition, we can prove the following result: 
Theorem 4.5. For any PDDB T, the set o] minimal models of T coincides with 
the set of weakly-positivistic models of T. 
PROOF. By definition, a positivistic model is always minimal; hence, it is clearly 
the case that the set of weakly-positivistic models is contained in the set of minimal 
models. The reverse containment follows from Theorem 3.1. [] 
4.1. Complexity of WST and WSU 
We have argued that the weakly-stable model semantics is intuitive and seman- 
tically grounded. There is at least one aspect in which this semantics is clearly 
superior to the minimal model semantics (EGCWA),  and this is computational 
complexity. 
The computational complexity of reasoning under EGCWA has been discussed 
in the previous section. Eiter and Gottlob in [10] have shown that the problem of 
deciding whether a formula a is true in all minimal models of a CNF theory T (i.e., 
EGCWA(T)  k ~) is a HP-complete problem. In [31], we slightly refine this result 
to show that hardness holds even if T is a PDDB (without negative clauses). This 
same result has been independently obtained by Eiter and Gottlob in [9]. We now 
analyze the computational complexity of reasoning under the weakly-stable model 
semantics. 
Theorem 4.6. Let T be a PDDB. Deciding whether aformula ~ is true in at least 
one weakly-stable model of T is an NP-complete problem, and deciding whether 
a formula ~ is true in all the weakly-stable models of T is a coNP-complete 
problem. 
PROOF. To decide whether a formula c~ is true in at least one weakly-stable model 
of T, guess an interpretation M, check if it is a weakly-stable model, and M ~ c~. 
Since both model checking (see Corollary 3.2) and M ~ a can be decided in 
polynomial time, the problem is in NP. Hardness is proven via a reduction to the 
problem of deciding whether a formula is true in at least one minimal model of a 
theory composed of rules with empty bodies. This problem has been proven NP- 
complete by Cadoli and Lenzerini n [5]. As shown by Theorem 3.4, for this class of 
formulae, the set of weakly-stable, minimal, and weakly-supported models coincide; 
hence, the result follows. 
The problem of deciding whether a formula a is true in all weakly-stable models 
is equivMent o deciding whether it is not the case that -~a is true in at least one 
weakly-stable model. Hence, it is in the complementary complexity class coNP- 
complete. [] 
Computationally, weakly-stable model semantics is an appeMing alternative to 
minimal model semantics because it does not add complexity on top of the classical 
entailment relation. 
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We now analyze the computational complexity of reasoning under the weakly- 
supported model semantics. 
Theorem ~. Z Let T be a PDDB. Deciding whether a formula c~ is true in at ,!east 
one weakly-supported model of T is an NP-complete problem, and deciding whet- 
her a formula c~ is true in all the weakly-supported models of T is a coNP- 
complete problem. 
PROOF. To decide whether a formula c~ is true in at least one weakly-supported 
model of T, guess an interpretation M, check if M is a weakly-supported model, 
and M ~ c~. Since both model checking (see Corollary 3.2) and M ~ c~ can be 
decided in polynomial time, this shows that the problem is in NP. Hardness follows 
from the proof of Theorem 4.6. 
The problem of deciding whether a formula ~ is true in all weakly-supported 
models is equivalent o deciding whether it is not the case that ~ct is true !in at, 
least one weakly-supported model. Hence, it is in the complementary complexity 
class coNP-complete. U 
This is good news since reasoning w.r.t, the set of weakly-supported models is 
not harder than reasoning w.r.t, the set of all models. 
As it turns out, both semantics are easier to compute than the minimal model se- 
mantics and are, therefore, more computationally appealing. For what concerns the 
weakly-positivistic model semantics, reasoning w.r.t, the set of weakly-positivistic 
models is as hard as reasoning w.r.t, the set of minimal models. It is worth 
mentioning that reasoning with positivistic models is by itself a highly intractable 
problem; in fact, in Ial], we have proven that deciding whether a formula is true in 
all positivistic models of a program is a Fl~-complete problem. 
We want to remark that the weak version of all three semantics presented has 
the same computational complexity of the original one. For example, both deciding 
whether a formula is true in all supported models and in all weakly-supported 
models are coNP-complete problems. We do not know if this is true for all semantics 
of negation. An important open problem is deciding whether a weak version of the 
well-founded semantics (or of the tie-breaking semantics; see [23]) has polynomial- 
time complexity. This issue is further discussed in the conclusions. 
5. D IS JUNCTIVE  DATABASES 
As already stated in the Introduction, the main objection to our proposal consists 
of the claim that the syntax is important, and it should be possible to write infor- 
mation in a general format specifying when syntax should be taken into account. 
To this end, we show how both forms of rules can be integrated. When we only 
want to use the information in one specific way, we write it down in the form of 
program rules, while indefinite information is represented as positive disjunctive 
rules. These two forms can be put together obtaining a disjunctive database T, 
that is, a set of rules of the form 
c l  V . . . V Ck * - -  a l  A . . . A an  A not  b l  A . . . A not  b in .  
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The set prog(T) is now defined as the set of all logic programs that can be obtained 
by rewriting the disjunctive rules as rules with only one literal in the head, where 
the literal is one of cl,. • •, ck. The reading of a disjunctive rule is then the following: 
a disjunctive rule is an inference rule where any of the literals in the head can be 
the conclusion. 
Definition 5.1. Given a disjunctive database T, the set of its weakly-stable models 
is A//~t = {M]M is a stable model of P and P E prog(T)}. 
This definition contains as a special case the stable model semantics. In fact, 
when all the rules contain one single literal in the head, the set of weakly-stable 
models coincides with the set of stable models. 
Some of the properties een in the previous sections of weakly-stable models of 
PDDBs now carry on to DDBs, but not all of them. In particular, we have that: 
• For any DDB T, .h/lwst(T ) C J~min(T) (cf. Observation 3.1) 
• There exists a PDDB T such that J~wst(T) C fldrnin(T) (cf. Observation 
3.2). 
It is still possible to decide whether a model is weakly-stable without explicitly 
computing all the stable models of all the programs in prog(T). 
To this end, we define a function GLG2(T, M)  which, given a DDB T and an 
interpretation M, returns an interpretation. This function is computed through 
the following five steps: 
1. Delete all rules of T which have a negative literal not c in their body with 
ccM;  
2. Delete all rules of T which contain (at least) two literals of the head belonging 
to M; 
3. Delete all negative literals in the bodies of the remaining rules; 
4. Delete all literals not belonging to M in the heads of the remaining rules; 
5. Compute the minimal model of the obtained theory (if it exists). 
Notice that the result of the first four steps is always a Horn theory, but not 
necessarily a definite one. Intuitively, the first two steps delete all disjunctive rules 
that cannot be used to derive new facts independently of how they are written as 
program rules. Furthermore, notice that these operations can be computed in time 
polynomial in the size of T and M. 
The fixed points of this function are exactly the weakly-stable models. 
Theorem 5.1. Let T be a DDB and M a model. M is a weakly-stable model of T 
iff GLG2(T, M) = M. 
PROOF.  The proof goes along the same lines of the proof of Theorem 3.3. In fact, 
we can use the exact same construction of the program P and obtain the same 
properties. [] 
Furthermore, reasoning with weakly-stable models of disjunctive databases has 
the same complexity of reasoning with positive disjunctive databases: 
Theorem 5.2. Let T be a DDB. Deciding whether a formula ~ is true in at least 
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one weakly-stable model of T is an NP-complete problem, and deciding whether 
a formula c~ is true in all the weakly-stable models of T is a coNP-complete 
problem. 
PROOF. Since stable models are a special case of weakly-stable models, hardness 
immediately follows from the results of Marek and Truszczyhski [20]. Membership 
in NP of the first problem is a consequence of Theorem 5.1 and the fact that 
GLG2(T ,  M)  can be computed in time polynomial in the size of T and M. [] 
Since disjunctive databases take into account he syntactic presentation of fornm- 
lae, both properties of syntax-independence and consistency preservation no longer 
hold. 
We now consider the weakly-supported model semantics. 
Definit ion 5.2. Given a disjunctiw~ database T, the set of its weakly-supported 
models is A4w~ = {M[M is a supported model of P and P E Frog(T)}.  
In this generalization, only few of the properties een in the previous sections of 
weakly-supported models of PDDBs now carry on to DDBs. In particular, we have 
that it is no longer the case that the set of weakly-supported models is a superset 
of the set of minimal models. This is an immediate consequence of the fact that the 
set of weakly-supported models coincides with the set of supported models when T 
is a logic program. 
The characterization of weakly-supported models continues to hold with minor 
changes; in fact, it is still possible to decide whether a model is weakly-supported 
without explicitly computing all the supported models of all the programs in 
prog(T) .  
Theorem 5.3. M is a weakly-supported model of  a DDB T i f f  M ~ T and Vl ~- M 
there exists a disjunctive rule r = l V Cl V - . .  V ck ~- al A .  • • A an A not bl A . . .  A 
not bm ~ T such that M ~: c1 V ' '  • V C k V bl V .  •. V bm ~-- al A . . .  A a,~. 
PROOF. The same proof of Theorem 3.3 applies to this case as well. [] 
Furthermore, reasoning with weakly-supported models of disjunctive databases 
has the same complexity of reasoning with positive disjunctive databases: 
Theorem 5.~. Let T be a DDB. Deciding whether a formula ~ is true in at least one 
weakly-supported model of T is an NP-complete problem, and deciding whether 
a formula c~ is true in all the weakly-supported models of T is a coNP-complete 
problem. 
PROOF. Since supported models are a special case of weakly-supported models, 
hardness immediately follows from the results of Marek and Truszczyfiski !120]. 
Membership in NP of the first problem is a consequence of Theorem 5.3. [3 
Since disjunctive databases take into account he syntactic presentation of for- 
mulae, in this case, both properties of syntax-independence and consistency preser- 
ration no longer hold. 
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The field of disjunctive databases has been very active in recent years. We do not 
have the space here to mention all relevant proposals, so that we only mention the 
most relevant ones. Jack Minker and his group provided many interesting semantics 
for disjunction; for a careful analysis, we refer the reader to [18, 11, 22]. Notice, 
however, that their approach is radically different from the one adopted in this 
section. 
Closer to our approach are the various extensions of the semantics for negation in 
logic programs to deal with disjunctive databases. In particular, the stable model 
semantics has been extended by Przymusinski in [26] and by Gelfond and Lifschitz 
in [13]. Gelfond and Lifschitz in [13] have defined the notion of answer set to 
extended isjunctive databases which allow for two kinds of negation, classical and 
negation as failure. To make the comparison easier, we restrict our attention to 
disjunctive databases. 
Given a positive disjunctive database T, an answer set for T is any minimal 
model M such that for each disjunctive rule cl V -.- V ck ~-- al A . . .  A an in T, if 
a l , . . .  ,an are in M, then for some i = 1,. . .  ,k, we have that c~ E M. 
Suppose T is a DDB and M an interpretation; then Gelfond and Lifschitz define 
T M to be the PDDB obtained from T by deleting 
1. all rules of T which have a negative literal not c in their body with c E M; 
2. all negative literals in the bodies of the remaining rules. 
Notice that T M is a PDDB, so its answer sets are defined. If M is one of the answer 
sets of T M, then M is an answer set for T. 
An equivalent definition, in the case of DDBs, has been given by Przymusinski 
in [26], where he also defines an extension of the well-founded semantics. 
How do answer sets relate to weakly-stable and weakly-supported models? For 
a given DDB T, both answer sets and weakly-stable models are a subset of its 
minimal models, but when T is a PDDB, the answer sets are exactly the minimal 
models of T, while the weakly-stable models are a (generally) strict subset of them. 
More precisely, we can prove the following result: 
Theorem 5.5. Let T be a DDB;  then any weakly-stable model of T is also an 
answer set of T. 
PROOF. We know that a model M is a weakly-stable model of T i f f  M = GLG2(T ,  
M). Since the function GLG2 consists of simplifying T using the four rules 1-4 
in any order, we can decide to apply rules 1 and 3 beforehand, while 2 and 4 
can be applied afterwards. The result of applying rules 1 and 3 is exactly TM; 
therefore, M = GLG2(TM,M) .  Hence, M is a weakly stable model of T M and, as 
a consequence, it is also a minimal model of T M. That is, M is an answer set for 
T. [] 
The converse obviously does not hold as argued above. A dual relation holds 
between answer sets and weakly-supported models. 
Theorem 5.6. Let T be a DDB;  then any answer set o f t  is also a weakly-supported 
model of T. 
PROOF. Let M be an answer set for T. By definition, M is also a minimal model 
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of TM; as a consequence, we have that for all l E M, there exists a clause c = 
l v a +-/3 + in T M such that/3 + only contains positive literals and M ~: a ~-/3 +. 
Since all clauses of T M have a correspondent clause in T which also (possibly) 
contains negative literals in the body, it follows that for all l c M, there exists a 
clause c = l V a ~-/~+ A ~3- in T, and this clause c ~ is such that t3- C_ M. As a 
consequence, we have that M ~: a ~- j3 + A/3-. The latter property implies that 
M is a weakly-supported model of T. [] 
Computational complexity is once again in favor of weakly-stable and weakly- 
supported model semantics w.r.t, other semantics. Eiter and Gottlob in [8] show 
that reasoning with answer sets is a Fig-complete problem. Furthermore, the same 
authors in [9] also give the same complexity results for (partial) disjunctive stable 
models, perfect model semantics, and stationary semantics, introduced by Przy- 
musinski n [26], [24], and [25], respectively. An alternative and interesting proposal 
to handle disjunction in DDBs is presented by Gelfond et al. in [14]. 
6. CONCLUSIONS AND OPEN PROBLEMS 
In this paper, we have discussed three important issues. 
1. Ever since Przymusinski's Perfect model semantics [24], it is commonplace in
logic programming to see the syntax as a preference criterion to choose the 
canonical models between the set of all "admissible" models. This is explicit 
in the perfect model semantics, but is also implicit in any other semantics 
for negation. If by admissible models we mean the set of all models obtained 
as canonical models of possible syntactic rewritings of a positive disjunctive 
database into a logic program, it turns out that this set is different for any 
semantics and is, in general, also different from the set of all models and the 
set of minimal models. 
2. These admissible sets for stable and supported model semantics, called weakly- 
stable and weakly-supported models in the paper, are then compared with 
the closed-world rules. We have shown that the weakly-supported model se- 
mantics represents a "robust" closed-world assumptions since it enjoys both 
syntax-independence and consistency preservation, while the weakly-stable 
model semantics enjoys a slightly restricted form of syntax independence. 
Furthermore, these two semantics have an intuitive reading and are computa- 
tionally simpler than most of the closed-world rules presented in the literature. 
3. The same ideas are further generalized to give a semantics to disjunctive 
databases where both disjunction in the head and negation in the body are 
allowed. These semantics are then compared with other semantics for dis- 
junctive databases showing, once again, their intuitive properties and compu- 
tational advantages. 
The proposed framework clarifies some issues on negation in disjunctive data- 
bases, but its analysis is far from being exhaustive and there is a long list of open 
problems left. Here, we just mention the most relevant ones. 
1. Give a proof-theoretic characterization of both WST and WSU in the style 
of EGCWA.  
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2. Related to the previous problem, is it possible to introduce fixed and variable 
predicates in the definition of WST and WSU in the style of the ECWA? 
3. In [29], Sacc£ and Zaniolo show how the stable model semantics can be used 
to declaratively specify the behavior of the choice operator introduced by 
Krishnamurthy and Naqvi in [17]. We are currently investigating the feasi- 
bility of using weakly-stable models to specify generalized choice operators. 
4. Examine for which class of disjunctive databases WST and WSU are polyno- 
mially tractable. One direction that may be promising is using Ben-Eliyhau 
and Dechter's [2] idea of translation of disjunctive databases into propositional 
calculus. 
The above problems, and many others, are important, but there is one problem 
that deserves our attention. 
As already remarked at the end of Section 4, the stable, supported, and pos- 
itivistic model semantics have the same computational complexity of their weak 
version. It is of obvious interest o understand whether this also holds for the weak 
version of polynomially tractable semantics uch as the well-founded semantics. 
A related problem is the following one: 
Given a disjunctive database T, decide whether there exists a program P E 
prog(T) such that P is stratified. 
The class of stratified programs is the only class of programs where there is 
a general agreement on the intended meaning. Hence, within all the programs 
P E prog(T), the stratified ones are more interesting than the others. Notice, 
however, that there may be no stratified programs in prog(T). Let T = {(a V b ~- 
c), (a V c ~-- b), (b V c ~-- a)}l; there is 11o program P • prog(T) such that P is 
stratified. 
This problem has been, very recently, shown to be NP-complete by Dix et al. in 
[7]. This implies that reasoning under a weak version of the perfect model semantics 
is also NP-hard. 
I am indebted to many persons for their help. I thank Marco Cadoli, Marta Cialdea, Maurizio 
Lenzerini, and Fiora Pirri for helpful discussions on the content of this paper. Luigia Carlucci 
Aiello and Andrea Schaerf proofread earlier versions and suggested improvements. I am grateful 
to Georg Cottlob for sending me his most recent results. 
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