Abstract. We know the fact that there are no real hypersurfaces with parallel Ricci tensors in a nonflat complex space form (cf. [5] ).
Typical examples of real hypersurfaces in CPn are homogeneous ones which are orbits under subgroups of PU(n + 1). The complete classification of them was obtained by Takagi [10] as follows:
(AI) a hyperplane CPn-l, where 0 < r < i, (A2) a totally geodesic CPk (1 s k s n -2), where 0 < r < i, (B) a complex quadrie Qn-l, where 0 < r <~, (C) CPl x CP(n-ll/2, where 0 < r < ~ and n ;;::: 5 is odd, (D) a complex Grassmann G2,SC, where 0 < r < ~ and n = 9, (E) a Hermitian symmetric space SO(10)/U(5), where 0 < r < ~ and n = 15.
Also Berndt [1] classified all Hopf real hypersurfaces in CHn with constant principal curvatures as follows:
THEOREM B [1] . Let Let V and S be the Levi-Civita connection and the Ricci tensor of M, respectively. There are many studies about Ricci tensors of real hypersurfaces (cf. [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] ). Very important fact is that there are no real hypersurfaces with parallel Ricci tensors S (that is, V xS = 0 for each vector field X tangent to M) in Mn(c), c::/= 0, n;;::: 3 (cf. [5] ). Especially, there exist no Einstein real hypersurfaces M in Mn(c), c::/= 0, n;;::: 3. So, it is natural to investigate real hypersurfaces M by using some conditions (on the derivatives of S) which are weaker than V S = O.
Recently, the first author, Hwang and Kim proved the following theorem:
THEOREM 0. The authors would like to express their sincere gratitude to the referee for his valuable comments.
Preliminaries
Let M be a real hypersurface immersed in a complex space form (Mn(c), G) with almost complex structure J and the Kahler metric G of constant holomorphic sectional curvature c, and let C be a unit normal vector field on 
for any vector fields X, Y and Z on M, where R denotes the Riemannian curvature tensor of M. We shall denote the Ricci tensor of type (1,1) by S. Then it follows from (1.6) that
where h = trace A. Further, using (1.5), we obtain
where I is the identity map.
To write our formulas in convention forms, we denote a = I7(A~), f3 = I7(A2~), p.2 = f3 -a 2 and VI by the gradient vector field of a function I on M. In the following, we use the same terminology and notation as above unless otherwise stated.
If we put U = Ve~, then U is orthogonal to the structure vector field ~. Then it is, using (1.3) and (1.5), seen that
Now, differentiating (1.10) covariantly along M and using (104) and (1.5), we find (1.12) which enables us to obtain
because of (1.7). From (1.12) we also have
where we have used (1.3), (1.5) and (1.11).
If A~ -g(Ae, e)e =I-0, then we can put
(1.14)
where W is a unit vector field orthogonal to ~. Then from (1.10) it is seen that U = p,pW and hence g(U, U) = p2, and W is also orthogonal to U. Thus, we see, making use of (1.5), that
(1.16)
Real Hypersurfaces Satisfying
Let M be a real hypersurface of a nonfiat complex space form Mn(c). If it satisfies then we have by (1.8)
where we have put g(S~, e) = (1,
In what follows we assume that p =I-0 on M, that is, ~ is not a principal curvature vector field and we put n = {p E M I p(p) =I-O}. Then n is an open subset of M, and from now on we discuss our arguments on n.
From (1.15) and (2.2), we see that (2.4) and hence (2.5) because of p =I-O. Now, differentiating (2.4) covariantly along n, we find
By taking the inner product with W in the last equation, we obtain
since W is a unit vector field orthogonal to ~. We also have by applying ~ to (2.6)
where we have used (1.16), which together with the Codazzi equation
Replacing X by c; in (2.6) and taking account of (2.10), we find
(2.11)
By the way, from r/JU = -f,lW we have
Replacing X by c; in this and using (1.10) and (1.14), we get which implies
From the last equations, it follows that 
where we have defined an I-form u by u(X) = g(U,X) for any vector field X. If we replace X by /1W to the both sides of (2.17) and take account of (1.13), (2.4), (2.5), (2.8) and (2.9), then we obtain
Using (1.15), the equation (2.16) can be written as
Thus, replacing X by a~ + /1W in this and making use of (1.5), (1.13), (1.15) and (2.7)-(2.9), we find
(2.19) 
where we have used (1.5) and (2.4). If we replace Y by Wand make use of (2.7) and (2.9), then we find
because of Ji ¥= O.
In the following we assume that () is constant on M and then p -ha = constant. In this case we notice here that the following fact:
In fact, if not, then we have h = a and hence p -a 2 = constant, because () = constant. Thus (3.2) implies Wh = Wa = 0 and hence
Further, (2.14) and (2.18) turns out respectively to
It is, using (3.3)-(3.5), verified that a ¥= 0 on this set. Combining (3.3) with (3.5), we see that
and thus AU = vU because of a ¥= 0, where we have put
(3.7)
From this and (3.3), we obtain 
(3.14)
Because of (3.2) and (3.10), we see that
which together with (3.10) and (3.11) gives
Making use of (3.13) and (3.15), we have from (3.14) On the other hand, we have from (3.13)
where we have used (3.10), or using (3.11) and (3.14),
(3.18)
If we take the inner product ~ with this and make use of (1.15) and (2.2), then we obtain Substituting (3.18) into (3.17) and taking account of (3.16), we find
Applying A to both sides of this and using (3.10) and (3.15), we have 
(3.26)
If we take account of (3.23)-(3.26), then (3.14) turns out to be On the other hand, we have from (3.13) h 2 AU +~hU = (a -h)(~h)A~ + (a -2h)(Wh)AW + cVh because of (3.24)-(3.26). Comparing with the last two equations, it follows that 3 
(h 2 -c)AU+"4 c(a-h)
Applying this by hA and making use of (2.2), (2.5) and (3.23), we find
which together with (3.15) and (3.23)-(3.25) implies that
Furthermore, using (2.2) PROOF. As in the proof of Lemma 3.1, it ·is sufficient to show that the following two cases:
Case 1: By taking the inner product with ( in (3.14) , we obtain From (3.19) we have
Using (3.24), (3.30) and (3.31), we are led to So, on the set of points satisfying 25ha + l4e -3a 2 #-0,
On account of Remark 3.1 and (3.30), we deduce that
Further, from (3.12), we get Wa = 0 since f-l #-O. 
From this we have -2ee'
A U = AU) A = -=--::-:c-;--~--;-;-::----:---,------:-;;-:-
Therefore we are led to the following equation by (3.l0): If 4c' + h 2 =1= 0, then from (3.34) we have
Differentiating both sides of (3.35), we obtain
By taking the inner products with ~ in (3.14), we obtain
(3.37)
By our assumption (3.19) is reduced to Using (3.36) and (3.37), we obtain
Making use of (3.35), we have from (3.38) and (3.39)
From (3.36) we have
From (3.40) and (3.41) we obtain 
4)
where we define e by e = (4P -4ha + h 2 + C)A + ~ca -2ch.
From (3.11) and Lemma 3.2, we have c;P = O. Therefore it is seen, using On the other hand, using (1.15) and AU = AU, the equation (1.14) turns out to be 
Because of Lemma 3.1 and (4.2), we see, using (4.9), that Combining last two equations with (3.2) and (3.11), we obtain
Thus (2.18) with AU = 0 and (4.7) implies
(4.14)
Substituting (4.12) and (4.13) in the right-hand side of (4.14), we are led to
Combining this with (4.12) and (4.13), we have
Since h -a i= 0, we have a = o. By (4.6), we obtain This is a contradiction. We have thus proved the lemma. 
