We study the recovery of piecewise constant functions of finite bounded variation (BV) from their image under a linear partial differential operator with unknown boundary conditions. It is shown that minimizing the total variation (TV) semi-norm subject to the associated PDE-constraints yields perfect reconstruction up to a global constant under a mild geometric assumption on the jump set of the function to reconstruct. The proof bases on establishing a structural result about the jump set associated with BV-solutions of the homogeneous PDE. Furthermore, we show that the geometric assumption is satisfied up to a negligible set of orthonormal transformations. The results are then applied to Quantitative Susceptibility Mapping (QSM) which can be formulated as solving a two-dimensional wave equation with unknown boundary conditions. This yields in particular that total variation regularization is able to reconstruct piecewise constant susceptibility distributions, explaining the high-quality results obtained with TV-based techniques for QSM.
Introduction
We investigate how it is possible to solve a linear partial differential equation in a domain lacking boundary conditions but with the a-priori knowledge that the desired solution is a piecewise constant function of bounded variation, i.e., the gradient is "sparse" in a certain sense. To make the problem precise, let d ≥ 1 be a spatial dimension, let α = (α 1 , . . . , α d ) denote a multi-index in N d and let A be the linear differential operator of order k ≥ 0 according to
where (a α ) α is a family of constant real coefficients such that a α = 0 for an |α| = k. Further, let Ω ⊂ R d be a bounded domain and ψ a distribution in Ω. We assume that there exists an unknown piecewise constant function χ ∈ BV(Ω) which satisfies Aχ = ψ in the distributional sense and aim at finding χ given ψ.
For that purpose, we consider solutions of the minimization problem min χ∈BV (Ω) TV(χ) subject to Aχ = ψ.
As this is a convex problem (minimization of a convex functional on a convex constraint set), it is accessible regarding both analysis and numerical solution. The intuition behind this approach is the following. As A is a linear differential operator, the constraint set is given by {χ + u : u ∈ BV(Ω), Au = 0}. The exact solution χ is piecewise constant and of bounded variation meaning that its gradient vanishes up to a set of finite (d − 1)-dimensional Hausdorff measure, i.e., is "sparse". The gradient of a solution u ∈ BV(Ω) of the homogeneous equation Au = 0 now can be expected to possess enough structure to make it distinguishable from ∇χ in terms of giving an increase of the TV functional when added to χ. The aim of this paper is to show that this is indeed true under generic geometrical assumptions on the interfaces of χ.
The main result about the minimization problem (P) recovering χ (possibly up to a global constant) is stated as Theorem 3.5. It relies on the following auxiliary result on the structure of the singularities that can occur for u ∈ BV(Ω) such that Au = 0. Introducing the homogeneous polynomial P with degree k in ξ 1 , . . . , ξ d according to
it holds that u satisfies
where J u is the jump set of u, ν u is its measure-theoretic normal vector and H d−1 is the (d − 1)-dimensional Hausdorff measure, see Theorem 3.3. This may be interpreted as a generalization of the notion of wavefront in BV where the wavefront is supported in J u in the spatial domain and in the direction of ν u in the frequency domain. With these notions, the condition for perfect reconstruction (up to a global constant) in Theorem 3.5 then reads as the geometrical condition
For a given piecewise constant χ ∈ BV(Ω), this condition is generic with respect to orthonormal transformations, or, more precisely, it is satisfied for χ•Q where Q ∈ O d (R), i.e, in the orthogonal group, up to a Lebesgue null set in O d (R), see Theorem 3.4. Thus, in view of the Haar probability measure on O d (R), the perfect recovery property holds almost surely.
To demonstrate the practical relevance of these results, we also discuss the application to Quantitative Susceptibility Mapping (QSM), a recently established Magnetic Resonance Imaging (MRI) technique which aims at providing the spatial susceptibility distribution χ of tissues inside the human body [1] . The quantitative determination of magnetic susceptibility is an important issue to characterize diseased tissue. For instance, neurodegenerative diseases such as Alzheimer's or Parkinson's cause deposits of iron, which are very responsive to magnetic fields [2] . QSM is made possible by considering the phase of the measured complex-valued MR image which corresponds, up to a factor, to the field inhomogeneity b 0 caused by the susceptibility distribution χ. The latter obeys the convolution relation χ * δ = b 0 , where δ is the component of the magnetic dipole kernel along the main magnetic field. The problem can, however, also be written in terms of the two-dimensional wave equation
where Ω ⊂ R 3 corresponds to the region of interest, ∆ is the Laplacian in R 3 and the wave operator with the main magnetic field axis z as time and the two transversal axes x and y as spatial variables:
The problem is ill-posed in the sense that the lack of boundary conditions leads to a nonuniqueness of solutions that becomes apparent in terms of artifacts. Recently developed singlestep reconstruction algorithms for QSM [3, 4] aim at resolving this non-uniqueness by employing regularizing functionals that allow for edges such as TV or the total generalized variation (TGV) of order 2 [5] . In this context, TV-regularization for the noise-free case corresponds exactly to a problem of type (P). The perfect reconstruction property established in this paper thus implies that such an approach is able to generically reconstruct piecewise constant susceptibility distributions and might explain the surprising efficiency of TV-regularization for this application. The minimization problem (P) can be interpreted as an optimization problem with partial differential equations. Research on the latter is currently a very active branch of applied mathematics and there is a vast amount of literature available [6, 7, 8, 9] . However, using the total variation as a penalty term in this context seems to be addressed only recently and only few works are available today. Indeed, to the best knowledge of the authors, this is the first time that perfect reconstruction properties are discussed for PDE-constrained TV-minimization. These types of results are nevertheless closely connected with the theory of compressed sensing [10] : There, minimizing, in finite dimensions, some sparsifying functional (typically the 1-norm) subject to affine linear constraints allows for perfect reconstruction provided that the solution is sparse, i.e., only a few coefficients are non-zero. In this context, the maximal number of non-zero coefficients for which this can be guaranteed is associated with the so-called restricted isometry property (RIP) for the linear operator associated with the affine linear constraint. For many types of random matrices, the probability for the latter turns out to be overwhelming.
Let us point out similarities and differences between the perfect reconstruction properties in compressed sensing and this paper. In the present paper, the sparsifying functional is the total variation semi-norm rather than the 1-norm and the piecewise constancy assumption corresponds to a sparsity assumption in the continuous setting. Indeed, in the discrete setting, results concerning perfect reconstruction by minimizing a discrete TV-functional are also available [10, 11] . However, to the best knowledge of the authors, there are no such results for the continuous setting considered in this paper. Nevertheless, while compressed sensing is mainly studied in the finitedimensional setting, there are works dealing with perfect reconstruction in infinite-dimensional spaces, such as spaces associated with representations in a wavelets basis or a frame [12, 13, 14] or spaces of Radon measures [15, 16] . Furthermore, the RIP in compressed sensing, which is a structural assumption, can be connected with the assumption that the linear constraints in this paper are a partial differential equation. For the latter, however, the concept of sparsity does not play a role for the perfect reconstruction result, but rather a geometrical assumption on the data to recover. Nevertheless, similarities still arise in the point that perfect reconstruction is very likely -a fact which is reflected in this paper by the genericity of the geometrical assumption and by the overwhelming probability of certain random matrices having the RIP in compressed sensing.
Finally, let us comment on the two auxiliary theorems leading to the perfect reconstruction result which are also interesting on their own. First, Theorem 3.3 can be interpreted as a statement about the structure of wavefronts associated with the homogeneous PDE Au = 0. Such wavefronts, i.e., singularities of the solutions of PDEs, are extensively studied throughout the literature. In this context, there are different notions of singularities such as the classical and the Sobolev sense [17] . As already mentioned, this work refers to singularities in BV, i.e., jump singularities in the measure-theoretic sense. During the writing of this manuscript, the authors became aware of a recent similar result concerning singularities in the measure sense, i.e., measures that are singular with respect to the Lebesgue measure [18, Theorem 1.1]. It can be expected that Theorem 3.3 follows from this result, however, as the latter deals with the jump part of BV functions (and not its Cantor part), the proof which is presented here is significantly simpler and more direct. Furthermore, Theorem 3.4 might be interpreted as a result on how normal vectors associated with the jump set of a BV-function are distributed. Its proof utilizes elementary measure theory and real algebraic geometry [19] , the latter as the critical set of normal directions {ξ ∈ S d−1 : P (ξ) = 0} defines a (semi-) algebraic set. The result is mainly owed to the specific structure of semi-algebraic sets, exploiting the fact that such sets can always be decomposed into a finite number of smooth manifolds, each with a fixed dimension.
The paper is organized as follows. Section 2 is devoted to the introduction of some results on BV-functions we utilize in the course of the paper. In Section 3, we introduce our TV-minimization model for the recovery of piecewise constant functions and its adapted functional setting. We briefly verify that the associated minimization problem is well-posed. Then, we prove our main result: the perfect reconstruction property for piecewise constant functions in BV. As announced, we need to two auxiliary results. Section 4 is devoted to prove the first one which deals with the localization of the jump set for functions in BV which are in the kernel of the wave operator. Eventually, Section 5 is devoted to the proof of the second one which establishes that the geometric condition that is sufficient for perfect reconstruction is generic with respect to rotations of a fixed BV-function. We present the application to QSM in Section 6 while conclusions and an outlook is given in Section 7.
Preliminaries
Throughout this paper, we assume that Ω ⊂ R d , d ≥ 1 is a bounded Lipschitz domain, i.e., a non-empty, open, connected and bounded set with Lipschitz boundary.
The following collects the basic results about functions of bounded variation we will need in order to prove the prefect reconstruction property, the monograph [20] might serve as a detailed reference for these results. We adopt the following notations: B ε (x) denotes the ball with center x ∈ R d and radius ε > 0, for any ν 
The total variation of u is defined by the total mass of Du and is denoted by TV(u) = Du M . For u ∈ BV(Ω), the derivative of Du satisfies the following decomposition (see [20, Section 3.9] )
where ∇u is the density of Du with respect to the Lebesgue measure, J u is the jump set which is the collection of points x ∈ Ω for which there exist lower and upper approximate limits u − (x) < u + (x) and a measure-theoretic normal vector ν u (x) such that
and D c u is the Cantor part. At almost any point of its jump set, a function in BV satisfies the following blow-up result.
where the right-hand side is defined and u x,ε (y) = 0 else. Then, for
when ε goes to 0 + and its limit ω x is given by
Proof. We fix x ∈ J u , R > 0 and aim at proving the result in BV(B R (0)). For ε > 0 sufficiently small, the function u x,ε is determined in B R (0) by evaluation of u in Ω. Writing ν = ν u (x) we haveˆB
Moreover, the values |Du x,ε | B R (0) are bounded as ε → 0 + . To see this, note that for
so by the definition of the total variation measure,
The usual subsequence argument then gives the stated weak-convergence as ε → 0 + , proving the lemma.
The perfect reconstruction property
In this section we study the minimization problem (P) and prove its ability to provide perfect reconstruction for piecewise constant functions of bounded variation after stating two auxiliary theorems that are proven in Sections 4 and 5. In the following, A is a linear differential operator of order k ≥ 0 with constant coefficients:
The formal adjoint is given by
By definition of the distributional derivative, Aχ = ψ holds for χ ∈ BV(Ω) in the distributional sense if and only ifˆΩ
where D(Ω) is the space of test functions on Ω. Minimizing the total variation subject to this constraint, i.e., solving problem (P), amounts to
The problem is well-posed if the constraint set is non-empty.
Proposition 3.1. Let ψ be a distribution in Ω such that there is a χ ∈ BV(Ω) with Aχ = ψ in the distributional sense. Then, the minimization problem (P) admits a solution with finite total variation.
Proof. Obviously, the functional in (3.2) admits finite values, so let (χ n ) n be a minimizing sequence for TV satisfying the linear constraints in BV(Ω). We setχ n = χ n − m n , where m n is the mean value of χ n in Ω. First, suppose that a 0 = 0. Then, eachχ n satisfies also Aχ n = ψ in the distributional sense and (χ n ) n is still a minimizing sequence for TV. According to the Poincaré inequality for functions of bounded variation [20, Theorem 3 .50], the sequence (χ n ) n is bounded in L 1 (Ω) and thus, it is also bounded in BV(Ω). So, we may extract a subsequence, still denoted by (χ n ) n , which is weak-convergent to some χ ∈ BV(Ω). As TV is sequentially lower semi-continuous with respect to its weak-topology, we get
In particular, (χ n ) n converges in L 1 (Ω), so passing to the limit for ϕ ∈ D(Ω) giveŝ
so Aχ = ψ in the distributional sense which implies that χ is indeed a solution of (P). Finally, let us discuss the case a 0 = 0. We may choose a test function ϕ ∈ D(Ω) such that
Analogous to the case a 0 = 0, one gets that the sequence (χ n ) n is bounded in BV(Ω), so by the above identity, the sequence (m n ) n is bounded. Hence, (χ n ) n is bounded in BV(Ω) and the arguments for the case a 0 = 0 applied to (χ n ) n instead of (χ n ) n yield the result.
Next, let us define the class of functions which should be recovered by minimizing (P). We say that a χ ∈ BV(Ω) is piecewise constant if it essentially admits discrete values, i.e., there is a null-set E such that χ(Ω \ E) is discrete. For piecewise constant χ, the jump set J χ corresponds exactly to (confer [21, Section 5.9, Theorem 1])
i.e., the union of all interfaces between the constant regions of χ. The Coarea formula for BVfunctions [20, Theorem 3 .40] then yields that |Dχ|(Ω \ J χ ) = 0, i.e., Dχ only admits a jump part.
The perfect reconstruction property will be obtained under a geometric assumption on the jump set J χ . For the purpose of stating this assumption, consider, for ξ ∈ R d ,
Definition 3.2. We say that χ ∈ BV(Ω) is regular for P if we have
Otherwise, χ is singular for P . Moreover, a u ∈ BV(Ω) is called purely singular for P , if
For piecewise constant χ, one could alternatively define regularity for P via the characteristic functions of the sublevel sets 1 {χ<t} . However, as the respective normals coincide H d−1 -almost everywhere, χ is regular for P if and only if 1 {χ<t} is regular for P for each t ∈ R.
With the notions of regularity and pure singularity for P , we can state the first auxiliary theorem which is proven in Section 4. In order to establish the perfect reconstruction property, we assume that the data ψ = Aχ is coming from a piecewise constant function χ that is regular for P . While this is not satisfied for general piecewise constant functions, it is still generic in the sense that fixing χ and varying Q ∈ O d (R), the transformed function χ • Q will almost surely be regular for P . The latter statement will be made precise in the following.
Recall that one can define Lebesgue null sets on an n-dimensional smooth manifold M as follows:
As the latter is also a compact Lie group, it is moreover natural to consider the Haar probability measure, i.e., the regular Borel probability measure that is invariant to the group's (left) action. For such groups, the Haar probability measure is always a volume form [22] and hence, Haar null sets and Lebesgue null sets coincide. The Haar probability measure on O d (R) can be interpreted as a random choice in O d (R) without giving preference to any direction. Thus, if a property holds in O d (R) up to a Lebesgue null set, then this property is true almost surely. Now, for χ ∈ BV(Ω) and Q ∈ O d (R), the transformed function χ • Q belongs to BV Q −1 (Ω) . Regarding the regularity with respect to P , we have the following result which is the second auxiliary theorem.
The proof can be found in Section 5. Now, we use Theorem 3.3 to establish that one can not improve the TV semi-norm of a piecewise constant function under the assumption of regularity of the solution. This leads to a perfect reconstruction property as follows.
Theorem 3.5. Let χ ∈ BV(Ω) be piecewise constant and regular for P and let ψ = Aχ. Then, χ is a solution of (P), i.e., we have Proof. First, we prove that H d−1 (J u ∩ J χ ) = 0 for any u ∈ BV(Ω) with Au = 0. According to [20, Theorem 3 .78], J u (resp. J χ ) is a countable H d−1 -rectifiable set oriented by ν u (resp. ν χ ). The existence result of traces for BV functions on interior rectifiable sets [20, Theorem 3.77] gives
where
Further, according to Theorem 3.3 and the homogeneity of P , we have P ±ν u (x) = 0 for H d−1 -almost every x ∈ J u . So, we deduce that
In view of the decomposition (2.1) of Du, J χ is a null set for both L d and |D c u|,
These two equalities imply that
So, the inequality (3.4) follows immediately and equality holds if and only if TV(u) = 0, that is, if and only if u is a constant. If a 0 = 0, then Au = 0 moreover implies that this constant is zero, i.e., u = 0.
We refer to Section 6 to the application of this theorem to perfect reconstruction of piecewise constant susceptibility distributions in Quantitative Susceptibility Mapping.
We conclude this section with a brief discussion of possible generalizations of Theorem 3.5 to total generalized variation (TGV) of order 2. The latter is a penalty functional that incorporates also the second-order information of a function while maintaining its ability to admit jump discontinuities. While the original definition is as a dual functional [5] , it can also be written in a primal form as follows (see [23, 24] ):
where λ 0 , λ 1 are positive constants and BD(Ω) denotes the space of vector fields of bounded deformation, i.e., the collection of all
it holds that BGV 2 λ (Ω) = BV(Ω) (see again [23, 24] ). One can moreover show that TGV [24] ). Inspecting the proof of Proposition 3.1, one sees that these properties are sufficient to prove existence of solutions of
under the same assumptions as Proposition 3.1. However, it is not clear whether an analogous version of the perfect reconstruction property holds.
The following aims at giving a positive answer for a very special class of true data χ ∈ BV(Ω). Suppose that χ is piecewise constant and such that TGV 2 λ (χ) = λ 1 TV(χ). Nontrivial χ with that property exist, such as, for instance, characteristic functions of C 1,1 -sets in Ω (see [5, Proposition 3.11] ). Now, if χ is moreover regular for P and u ∈ BV(Ω) satisfies Au = 0, then we still get that |Du|(J χ ) = 0 and |Dχ|(Ω \ J χ ) = 0 as argued in the proof of Theorem 3.5. Therefore, for v ∈ BD(Ω) arbitrary,
Minimizing over all v ∈ BD(Ω) and using that TGV
for all u ∈ BV(Ω) with Au = 0 with equality if and only if TGV 2 λ (u) = 0, i.e., u is linear-affine in Ω. This means that we are able to recover, via TGV 2 λ -minimization, the data χ up to linear-affine functions that satisfy the homogeneous PDE. Observe, however, that the assumptions on χ are quite strong.
The pure singularity of BV-solutions of the PDE
This section is devoted to the proof of Theorem 3.3, i.e., the statement that whenever u ∈ BV(Ω) satisfies Au = 0 in the weak sense for A according to (3.1), then u is purely singular for P or, in other words, for H d−1 -almost every x ∈ J u , it holds that P ν u (x) = 0.
Proof of Theorem 3.3. First, note that the case k = 0 is trivial: In this case, Au = 0 implies u = 0, so there is nothing to show.
Therefore, assume k ≥ 1. According to Lemma 2.1, for
and aim at testing with ϕ ε . As u ∈ BV(Ω) is a solution of Au = 0 in the distributional sense, we get that
Let us examine the limit of each integral as ε → 0 + .
To prove this, we apply Leibniz's derivation rule in order to get
where each coefficient c β depends only on α andν. For ε small enough, a change of variables yieldsˆΩ
is bounded with compact support. Claim 1 then follows by letting ε → 0 + and observing that ε k−|α| → 0. Claim 2. If |α| = k, then we have with Hν = {y ∈ R d : y ·ν = 0} that
To prove this, choose i such that α i = 0, denote by α = (α 1 , . . . , α i−1 , α i − 1, α i+1 , . . . , α d ) and apply again Leibniz's derivation rule in order to get
where each c β now only depends on α andν. Denoting by D i u the i-th component of Du, we obtain, using weak differentiation,
Moreover, as ε → 0 + , the weak-convergence of
Using this and the change-of-coordinates identity (2.2) for the first integral in (4.2) implies that
and that for each β < α the corresponding integral obeys
since (ν · y) = 0 for y ∈ Hν and k − 1 − |β| > 0. Hence, Claim 2 follows from sending (4.2) to the limit as ε → 0 + . According to Claims 1 and 2, when ε → 0 + , the equality (4.1) gives
By the above choice ofx, this is true for H d−1 -almost everyx ∈ J u .
Genericity of regularity with respect to orthogonal transforms
This section is devoted to the proof of Theorem 3.4 which will be done using real algebraic geometry. We will briefly introduce the relevant results from real algebraic geometry and refer to the literature for further details, for instance, [19] .
we denote by Z(S) the following subset of R d : 
In order to prepare for the proof, let χ ∈ BV(Ω) and Q ∈ O d (R) be given. Then, as straightforward computations show, χ • Q ∈ BV(Q −1 (Ω)) with jump set J χ•Q = Q −1 (J χ ) and normal
We are therefore interested in orthogonal transformations Q for which P •Q −1 vanishes on certain sets. We first prove the following
Lemma 5.2. Let P be a non-zero homogeneous polynomial in
Proof. We first establish the following property:
To see that this is true, letξ
the result is obvious, otherwise, as ε < 1, we have Q −1 ξ = ±ξ. So, we can assume without loss of generality that {Q −1 ξ,ξ} are linearly independent. Let Π be the plane in R d spanned by {Q −1 ξ,ξ} and R ∈ O d (R) be the rotation that maps RQ −1 ξ =ξ and is the identity on Π ⊥ . We set Q = QR −1 and denote by θ ∈ R be an angle of rotation associated with R, such that by construction we have
By the choice ofξ, we get in particular that 2(1 − cos θ) < ε/ √ 2. Moreover, we have
So, we deduce that Q − Q < ε. Now, for ξ ∈ S d−1 the relation P (Q T ξ) = 0 is algebraic with respect to Q ∈ R d×d . Moreover, and by homogeneity, on the whole cone generated by this set. As the latter is non-empty, open and since P is a polynomial, we deduce that P = 0, which is a contradiction. So, we have proved that for each i we have dim 
Then, the statement of the theorem can be deduced as follows: According to [20, Theorem 3 .78], the jump set J χ is countably H d−1 -rectifiable, i.e., up to a H d−1 -null set, the countable union of compact sets K with finite H d−1 -measure and associated normal ν = ν χ | K . Setting S as the union of all the corresponding S K,ν still yields an at most countable set. Now, if
The set on the left-hand side are exactly the Q ∈ O d (R d ) for which χ is singular for P • Q −1 . The latter is, however, equivalent to χ • Q being singular for P , see (5.1). By Lemma 5.2, each P ξ is a Lebesgue null set and so is the the countable union over all ξ ∈ S. Thus, the Q ∈ O d (R d ) for which χ • Q is singular for P are Lebesgue-negligible and the statement of the theorem follows. Now, in order to establish (5.2), we construct the set S K,ν according to the following algorithm:
For each i ∈ I, choose S i at most countable and dense in V i ;
end end end We will see that the while-loop always terminates after finitely many steps. Moreover, the for-loop for n has to be interpreted as a recursion updating S K,ν for each n and taking the countable union afterwards. In particular, the resulting S K,ν will be at most countable.
Considering S K,ν at the end of each step in the outermost loop for j = 0, . . . , d − 2, we claim that
This claim will be verified via finite induction. Suppose that (C 0 ), . . ., (C j−1 ) are true. Fix n ≥ 1 and denote by V r the set V in the r-th step of the while-loop. We aim at showing that for 1 ≤ r < s, it holds that
For that purpose, observe that for j = 0, the 0-dimensional semi-algebraic set V r is a finite union of points. Thus, at the s-th step of the In any case, H d−1 ν −1 (V r ∩ V s ) = 0 holds for any distinct r and s such that we deduce that the following additivity property holds true:
As by construction, we have for each r that
∞, the sum must be finite and hence, the while-loop must terminate. Finally, regarding S K,ν at the end of step j of the outermost loop, the statement (C j ) is true: Choosing a semi-algebraic V ⊂ S d−1 with dim H V = j and such that H d−1 ν −1 (V ) = c > 0, we fix n such that c ≥ 1/n. After the while-loop terminated for this n, we have W = ∅, so it follows that V ∩ S K,ν = ∅, which establishes the induction step.
With (C d−2 ) being true, we may apply it to the algebraic set
Consequently, there is a ξ ∈ S K,ν with P (Q −1 ξ) = 0, so Q ∈ P ξ . This establishes (5.2), so the proof is complete.
Application to Quantitative Susceptibility Mapping
As already mentioned in the introduction, Quantitative Susceptibility Mapping (QSM) is a recent Magnetic Resonance Imaging (MRI) technique which aims at providing the spatial susceptibility distribution χ of tissues inside the human body. With MRI, one is able to measure the magnetic field inhomogeneity b 0 along the direction of the main magnetic field. This inhomogeneity is caused by the susceptibility distribution χ. Maxwell's equation and MR Physics [25] lead to the following relation for χ and b 0 :
where F is the Fourier transform in R 3 . This equation can be viewed as the Fourier transform of the following partial differential equation
where ∆ is the Laplacian in R 3 and is a certain wave operator, where the coordinates x, y (associated with axes transversal to the main magnetic field) correspond to the space and the z-coordinate (whose axis is aligned with the main magnetic field) corresponds to the time:
Usually, QSM does not base on solving (6.2). Instead, the problem is reformulated as a deconvolution problem as a result of the following formal derivation. Starting from (6.1), we divide 
Using the relation F(δ)F(χ) = F(δ * χ), the equation (6.1) becomes
The function δ is called the magnetic dipole kernel and the equation (6.3) explains why QSM reconstruction is usually regarded as a deconvolution problem [26, 1] . However, despite of its theoretical simplicity, this approach suffers from several drawbacks. First, the equation χ * δ = b 0 makes sense only for data which are given in the whole space R 3 , while in practice, b 0 is only known on a bounded domain Ω ⊂ R 3 . This is due to the fact that MRI measurements of the field inhomogeneity b 0 can only be performed in a region of interest where proton spins may be excited by radio-frequency pulses, which is basically only inside parts of the body (usually the brain in case of QSM). A second default of this approach is due to the fact that the Fourier-transformed kernelδ vanishes on the critical cone
As a consequence, deconvolution via division byδ in Fourier space is an operation which is well-defined only for functions that are factorizable byδ, i.e., for functions whose Fourier transforms vanish in a accurate way on the cone C. Thus, if the measurement b 0 is perturbed by some additional noise, this leads to an amplification of noise phenomenon, an ill-posedness effect which is typical for deconvolution problems. In this case, the dominant part of the amplified noise's Fourier transform is supported on the critical cone C, which means that this part satisfies the homogeneous wave equation associated with in R 3 , resulting in characteristic streaking artifacts, see Figure 6 .1 for a numerical example.
These drawbacks are well-known in the QSM literature and there is a plethora of methods dealing with each of the above difficulties. First, the fact that b 0 is only known on the bounded region of interest Ω is accounted for by performing background field correction, i.e., estimating and eliminating all contributions of χ outside of Ω from b 0 . There are several ways of doing this, we refer to the review article [27] for an overview. Second, the ill-posedness of the deconvolution is dealt with by employing regularization. Along classical linear approaches, Tikhonov regularization with TV penalties can be found in the literature [28] . Recently, approaches for QSM were proposed that perform these two tasks simultaneously by solving a single minimization problem [3, 29] . These approaches also employ minimization involving TV or TGV 2 λ and turn out to be very robust as well as computationally efficient, allowing in particular for fast MR acquisition schemes with typically low signal-to-noise ratio. The underlying idea of the latter single-step techniques for QSM is not to solve the deconvolution problem (6.3) in R 3 but rather to employ (6.2) which can naturally be restricted to a bounded Ω where the data b 0 is given. However, at this point, the underlying model for QSM does not provide boundary conditions, so a susceptibility distribution χ can only be recovered up to solutions u of the wave equation u = 0. In order to single out a meaningful solution, we employ a-priori assumptions on the true data χ. Within image processing, it is nowadays well-accepted that χ ∈ BV(Ω) is a suitable image prior [30, 31] . In this context, one often assumes that χ is piecewise constant and in consequence possessing a low total variation. This naturally leads to the minimization problem
This is exactly a problem of structure (P) with A = and ψ = −∆b 0 . So we may apply Theorem 3.5 and get that χ can exactly be recovered up to a constant almost surely with respect to rotations (and mirrored rotations) in R 3 . The latter can be interpreted as follows: For a fixed piecewise constant χ, the regularity for P with P (ξ) = 2ξ 2 z − ξ 2 x − ξ 2 y yields a condition on the structure of the interfaces of the susceptibility distribution that may or may not be satisfied (see Figure 6 .2). However, performing a QSM measurement in the MR scanner, one will actually acquire data from randomly distributed slightly rotated versions of χ when performing repeated measurements, giving almost surely regular true data and, consequently, perfect reconstruction. We can thus summarize: Theorem 6.1. For b 0 generated by a piecewise constant susceptibility distribution χ ∈ BV(Ω), the QSM method (6.4) recovers χ up to a constant almost surely with respect to rotations.
As discussed at the end of Section 3, this is still true if TV is replaced with TGV 2 λ under more restrictive assumptions on χ, a fact that justifies, at least in a specific situation, also the use of total generalized variation for QSM as it is done in [3, 4] .
As the above model assumes noise-free measurements, let us finally comment on how noise can be incorporated into the model. Denoting by b 0 the true data and by η ∈ L 2 (Ω) the noise in the measurement, plugging in the noisy datab 0 = b 0 + η into the QSM equation (6.2) yields χ + ∆η = −∆b 0 .
We now have to estimate, in the variational approach, η in addition to χ. Usually, the noise (which can be seen to be the discrepancy of the above equation) is measured in the squared L 2 -norm which has to be balanced against TV in terms of a regularization parameter λ > 0, leading to the following Tikhonov regularization approach for QSM: can be found in [3] . Note that the analogy of (6.4) and compressed sensing discussed in the introduction can be extended to (6.5): In compressed sensing, minimizing a Tikhonov functional consisting of the 2-norm of the discrepancy and the sparsifying norm is also the most common way for sparse recovery from noisy data [10] . In this situation, the perfect reconstruction property does no longer hold, however, stability of the reconstruction with precise error bounds can still be established. Whether an analogous result holds for (6.5) or, more generally, for the corresponding modification of (P), is currently an open question and direction of future research.
Conclusions and outlook
As we have seen, TV-minimization is indeed able to recover piecewise constant functions, at least when subjected to linear PDE constraints. Moreover, we were discussing the application to QSM, justifying the use of TV-minimization methods for the reconstruction of susceptibility maps in MRI.
There are several possible directions of further research and some open problems. First of all, throughout the paper, we were assuming exact measurements which is reflected in the constraint Aχ = ψ. However, in practice, one has to assume that ψ contains noise. In this context, a model for the regularity of the noise is important. For instance, as we were discussing for the QSM application at the end of Section 6, the noise on ψ could be the Laplacian of an L 2 -function, implying some negative Sobolev regularity. This would lead to variational problems of the type Another open question is related to minimizing with respect to TGV 2 λ instead of TV in order to recover χ, an approach that was discussed at the end of Section 3, see (3.6) . Indeed, minimizers still exist and for particular piecewise constants functions, the perfect reconstruction property is valid. However, TGV 2 λ is in particular a suitable model for piecewise affine functions, so it would be of interest to investigate whether perfect reconstruction analogous to Theorem 3.5 may be established for this class of functions. We expect that the proof of Theorem 3.5 has to be modified accordingly, which involves the study of higher-order jump singularities of solutions of Au = 0 as well as the structure of optimal v in the minimum representation (3.5) for TGV 2 λ . An alternative approach in this direction would be to examine perfect reconstruction via TV 2 -minimization for piecewise affine functions χ ∈ BV 2 (Ω), i.e., without jump singularities. Results in that direction can be expected to be beneficial for the TGV 2 λ -case. Finally, it might be possible to extend the main result of this paper to stochastic coefficients for the operator A, i.e., considering (a α ) α as random variables with a certain distribution. This would lead to a generalization of considering χ•Q with the orthogonal transform Q being random and asking whether perfect reconstruction can be achieved. One would then expect an analogous statement to Theorem 3.4, for instance, that the regularity assumption of a fixed piecewise constant χ with respect to P (which is now random) is satisfied almost surely or with high probability.
