A basic problem of proteomics is identifying the subcellular locations of a protein. One factor making the problem more complicated is that some proteins may simultaneously exist in two or more than two subcellular locations. To improve multisite prediction quality, it is necessary to use effective feature extraction methods. Here, we developed a new feature extraction method based on the pK value and frequencies of amino acids to represent a protein as a real values vector. Using this novel feature extraction method, the multilabel k-nearest neighbors (ML-KNN) algorithm and setting different weights into different attributes' ML-KNN, known as wML-KNN, were employed to predict multiplex protein subcellular locations. The best overall accuracy rate on dataset S1 from the predictor of Virus-mPLoc was 59.92 and 86.04% on dataset S2 from Gpos-mPLoc, respectively.
INTRODUCTION
Basic biology has shown that a cell is a highly ordered structure whose interior is subdivided into many organelles such as the nucleus, cell wall, ribosomes, mitochondria, and Golgi apparatus, among others, which are collectively referred to as the subcellular location. These subcellular structures in the cell form a large dynamic system. Proteins are among the most important materials in the cell. Proteins and other macromolecules are synthesized, transferred, and activated to function inside this system (Du and Xu, 2013) . Protein subcellular locations are also closely related to metabolic pathways, signal transduction, and biological processes, and they play a crucial role in therapeutic target discovery, drug design, and biological research. Knowledge of the subcellular locations of proteins can provide key hints and useful insight into revealing their functions, improving the understanding of the intricate pathways regulating biological processes at the cellular level (Lin et al., 2013) . Proteins in cells play very important roles, but can only work normally in specific subcellular locations. Protein subcellular localization is closely linked with function. Proper localization of a protein is a precondition for cell function (Qu et al., 2013) .
However, experimental approaches are typically time-consuming, tedious, and costly, and they may lack reproducibility. Particularly, these conventional experiment-based techniques cannot keep pace with the increasing number of novel protein sequences generated using high-throughput next-generation sequencing. Thus, the development of computational methods for the timely and effective identification of newly discovered protein subcellular locations is critical. Over the past two decades, numerous theoretical and computational methods have been developed to predict protein subcellular locations (Zhang et al., 2013) .
In this study, we developed a new feature extraction method based on the pK value and frequencies of amino acids to represent a protein as a real values vector. Based on this novel feature extraction method, the multi-label k-nearest neighbors (ML-KNN) algorithm and setting different weights into different attributes' ML-KNN, known as wML-KNN, were employed to predict multiplex protein subcellular locations. Next, several different performance measures for multilabel classifications were used to evaluate this algorithm.
MATERIAL AND METHODS

Dataset
We employed the benchmark dataset S1 for Virus-mPLoc (Chou and Cai, 2005) in this study. This dataset contains both single-site and multisite proteins and was established for viral proteins. It includes 252 locative protein sequences, classified into 6 subcellular locations. Among the 207 different proteins, 165 belong to one subcellular location, 39 to two locations, 3 to three locations, and none to four or more locations. None of the proteins showed ≥25% sequence identity to any other protein in the same subset except viral capsid. The number of proteins in different subcellular locations for dataset S1 is listed in Table 1 , which can be downloaded from the website http://www.csbio.sjtu.edu.cn/bioinf/virus-multi/Data.htm.
We used the benchmark dataset S2 for Gpos-mPloc (Su et al., 2005) in this study. This dataset contains both single-site and multisite proteins and is dedicated to Gram-positive bacteria. It includes 523 Gram-positive bacterial protein sequences, classified into 4 subcellular locations. Among the 519 different proteins, 515 belong to one location and 4 to two locations.
None of the proteins show ≥25% sequence identity to any other protein in the same subset (subcellular location). The number of proteins in different subcellular locations for dataset S2 is listed in Table 2 ; this dataset can be downloaded from the website http://www.csbio.sjtu. edu.cn/bioinf/Gpos-multi/Data.htm. 
New feature extraction method
The 20 amino acids can be divided into four groups (Pánek et al., 2005) , which use the letters L, B, W, and P, respectively, where L includes strong hydrophilic amino acids, B includes strong hydrophobic amino acids, W includes weak hydrophilic or hydrophobic amino acids, and P, G, and C have relatively unique properties, which are divided into a class using the letter P. The information for classification is listed in Table 2 . For example, a sequence of protein {MERIKELRDLMSQG} can be converted to {BLLBLLBLLBBWLP} as shown in Table 3 . Table 3 . Classification of amino acids.
The amino acid type is mainly determined by its side chain R. Different amino acid sequences have different structures and perform different functions. The pK value represents the dissociation constant of the amino acid. A smaller pK value is indicates greater disintegration, where pK a1 and pK a2 (Shen and Chou, 2008) represent the dissociation constants of -COOH and -NH in an α carbon atom. This study used the dissociation constant pK a2 .
Define pK i (i = 1, 2, …, 20) to represent the pK value of 20 amino acids according to R, D, E, N, Q, K, H, L, I, V, A, M, F, S, Y, T, W, P, G, and C in order (Chen and Li, 2007) , with pK values at 25°C shown in Table 4 . The value of pK i (i = L, B, P, W) can be indirectly expressed as
where L L represents the number of amino acids in class L, L B represents the number of amino acids in class B, L W represents the number of amino acids in class W, and L P represents the number of amino acids in class P.
Any two-letter combination, such as LL, PW, and so on, can form the 16-dimensonal feature vector, as shown in Table 5 . 
Each element of the 36 dimensional vector was composed of two parts of the product. One was based on the pK value and the other was based on the relative frequency.
Algorithm
ML-KNN (Zhang and Zhou, 2007 ) is a simple non-parametric multilabel classifier that uses the k-nearest neighbor algorithm for statistics of the category tag information of neighbor samples and exploits the principle of maximum posterior probability to infer the no example of label set. Let D = {(x i , Y i ) | 1 ≤ i ≤ p} be the multilabel training set and let x be the no example. Suppose that N(x) represents the set of knn of x discerned in the training set. For the j -th category of y i , the ML-KNN algorithm will calculate the following statistics,
where C j expresses the number of neighbors when x belongs to the N(x) class, H j represents this event for x containing the category of y i , and P(H j | C j ) denotes the posterior probability established for H j when N(x) includes the number samples of C j with a category label y i . A multi-label classifier is required and can be expressed as:
The formula shows that the posterior probability P(H j | C j ) is greater than ( | ) j j P H C ¬ , the mark y i belongs to the example of x. The function based on Bayes' theorem can be rewritten as:
However, objectively uneven training set results in relatively low accuracy. To overcome this limitation, an attribute weighted-based improving algorithm was proposed (Shen and Bai, 2008) . The weighted factor w t is defined as:
where AvgNum refers to the average number of samples in different categories and Num(C t ) refers to the C t class containing the number of samples. In the ML-KNN algorithm, the prior probability is weighted and referred to as wML-KNN.
Evaluation functions
Supposing a multi-label test set χ = {(x i , X i ) | 1 ≤ i ≤ n}, based on the notations in Section 4, the following widely used multi-label evaluation measurements (Schapire and Singer, 2000; Zhang, 2009; Huang and Yuan, 2013) :
Hamming loss:
∆ represents the symmetric difference between two data sets. Hamming loss is used to evaluate how many times an instance-label pair is classified falsely. A lower hamming_loss value indicates better performance. 

Coverage is used to evaluate how far we must go down the list of labels in order to cover all proper labels of the instance on the average. A lower coverage value indicates better performance.
Average precision is used to evaluate the average fraction of labels ranked above a particular label X c ∈ , which actually are in X. A larger value of average precision value indicates better performance.
Absolute-true (Chou et al., 2012) : Table 6 . Results of each evaluation criterion for two different algorithms on dataset S1 using our new feature extraction method. Table 7 . Results of each evaluation criterion for two different algorithms on dataset S1 using PseAAC as feature extraction method. 

The evaluation index is used to show the proportion of predicted labels consistent with the real tag set. A large absolute-true value indicates better performance.
RESULTS
In this study, in order to enhance the accuracy of prediction of multiplex protein subcellular localization, we adopted a new feature extraction method to compare the results of ML-KNN and wML-KNN in datasets S1 and S2. A large number of experiments showed that when k had a value of 1, the system showed the highest accuracy. The best experimental results for each metric are shown in Tables 6-9. To demonstrate that the feature extraction method is superior to previous methods, we adopted PseAAC as a representative former method to extract features for comparison with the new method. As shown in the following tables, for each evaluation criterion, downward arrow indicates that lower values are preferred, while upward arrow indicates that larger values are preferred. As shown in Tables 6-7, the new feature extraction method performed better on all evaluation measurements compared to when PseAAC was adopted as the feature extraction method.
As shown in Tables 8-9 , the new feature extraction method performed better for every evaluation measurement compared to PseAAC as the feature extraction method. Tables 6 and 8 show that the datasets S1 and S2 achieved the best performance for every evaluation metric. As shown in Tables 6-9, the wML-KNN algorithm showed superior performance compared to ML-KNN for four different evaluation criteria using the same dataset and same feature extraction method, and thus best performance for each criterion is presented in the rightmost section.
As shown in Table 10 , the new feature extraction method showed superior performance, achieving 57.94 and 64.24% accuracy for the ML-KNN algorithm and 59.92 and 86.81% accuracy rates for the wML-KNN algorithm. The best performance for each measurement was better than those shown in Tables 6 and 8 . PseAAC showed 54.76 and 62.25% accuracy for the ML-KNN algorithm and 57.14 and 83.37% accuracy rates for the wML-KNN algorithm. Thus, the novel feature extraction method is useful for extracting the characteristics of proteins to improve the accuracy of predictions of protein subcellular locations.
CONCLUSIONS
Predicting protein subcellular locations is a challenging and complex problem, particularly when the system contains some proteins with both single and multiplex site proteins. In this study, using a new feature extraction method, we obtained a higher accuracy rate for dataset S1 from the predictor of Virus-mPLoc and for dataset S2 from Gpos-mPLoc. Based on this novel feature extraction representation, when wML-KNN was adopted, better results were obtained than when the ML-KNN algorithm was used.
Overall, the new feature extraction method can extract the comprehensive characteristics of proteins, which can achieve the best performance for different datasets in every criteria compared to previous feature extraction methods and some feature fusion methods. Thus, better performance using other novel feature extraction methods should be further explored. Our future studies will focus on multisite protein subcellular localization.
