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ON FINITE RANK DEFORMATIONS OF WIGNER MATRICES
II: DELOCALIZED PERTURBATIONS
DAVID RENFREW AND ALEXANDER SOSHNIKOV
Abstract. We study the distribution of the outliers in the spectrum of finite
rank deformations of Wigner random matrices. We assume that the matrix
entries have finite fourth moment and extend the results by Capitaine, Donati-
Martin, and Fe´ral for perturbations whose eigenvectors are delocalized.
1. Introduction
In this paper we continue the study of the eigenvalues of finite rank deforma-
tions to Wigner random matrices, extending the results of [44] to a larger class of
perturbations.
Let XN :=
1√
N
WN be a random Wigner real symmetric (Hermitian) matrix. In
the real symmetric case, we assume that the entries
(WN )jk, 1 ≤ j ≤ k ≤ N,
are independent random variables such that the off-diagonal entries satisfy
E[(WN )jk] = 0, V[(WN )jk] = σ
2, 1 ≤ j < k ≤ N, m4 := sup
j 6=k,N
E[(WN )
4
jk] <∞,
(1.1)
and the Lindeberg type condition for the fourth moments takes place,
LN(ǫ)→ 0, as N →∞, ∀ǫ > 0, (1.2)
where
LN(ǫ) =
1
N2
∑
1≤i<j≤N
E
(
|(WN )ij |41{|(WN)ij |≥ǫN1/4}
)
. (1.3)
Here and throughout the paper, Eξ denotes the mathematical expectation and Vξ
the variance of a random variable ξ. In addition, we assume that the diagonal entries
satisfy
E[(WN )ii] = 0, 1 ≤ i ≤ N, σ21 := sup
i,N
E[(WN )
2
ii] <∞, (1.4)
lN (ǫ)→ 0, as N →∞, ∀ǫ > 0, where (1.5)
lN (ǫ) =
1
N
∑
1≤i≤N
E
(
|(WN )ii|21{|(WN)ii|≥ǫ√N}
)
. (1.6)
We note that (1.2) and (1.5) are satisfied if there exist an ǫ > 0 such that
sup
i6=j,N
E[(WN )
4+ǫ
ij ] <∞, sup
i,N
E[(WN )
2+ǫ
ii ] <∞. (1.7)
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If the off-diagonal elements (WN )jk are identically distributed Gaussian and the
diagonal elements (WN )ii are also identically distributed Gaussian with twice the
variance of the off-diagonal elements then WN is said to belong to the Gaussian
Orthogonal Ensemble (GOE).
In the Hermitian case, we assume that the entries
Re(WN )jk, Im(WN )jk, 1 ≤ j < k ≤ N, (WN )ii, 1 ≤ i ≤ N,
are independent random variables such that the off-diagonal entries satisfy
ERe(WN )jk = E Im(WN )jk = 0, 1 ≤ j < k ≤ N, (1.8)
VRe(WN )jk = V Im(WN )jk =
σ2
2
, 1 ≤ j < k ≤ N, m4 := sup
j 6=k,N
E|(WN )jk|4 <∞,
(1.9)
and the Lindeberg type condition (1.2) for the fourth moments of the off-diagonal
entries takes place. In addition, we assume that the diagonal entries satisfy
E(WN )ii = 0, 1 ≤ i ≤ N, σ21 := sup
i,N
E|(WN )ii|2 <∞, (1.10)
and the Lindeberg type condition (1.5) for the second moments of the diagonal
entries takes place.
If the real and imaginary parts of the off-diagonal elements (WN )jk are indepen-
dent identically distributed Gaussian random variables and the diagonal elements
(WN )ii are also identically distributed Gaussian random variables with twice the
variance of the real part of the off-diagonal entries then WN is said to belong to
the Gaussian Unitary Ensemble (GUE).
We refer the reader to [1], [2], [9], and [39] for basic results about standard real
symmetric and Hermitian Wigner matrices. In particular, the Wigner semicircle law
states that the empirical distribution of the eigenvalues of XN =
1√
N
WN converges
as N → ∞ to the nonrandom limiting probability distribution µsc, known as the
semicircle distribution, whose density with respect to the Lebesgue measure is given
by
dµsc
dx
(x) :=
1
2πσ2
√
4σ2 − x21[−2σ,2σ](x). (1.11)
The Stieltjes transform of the semicircle distribution
gσ(z) :=
∫
dµsc(x)
z − x =
z −√z2 − 4σ2
2σ2
, z ∈ C\[−2σ, 2σ]. (1.12)
is the solution to
σ2g2σ(z)− zgσ(z) + 1 = 0 (1.13)
that decays to 0 as z →∞.
We consider the spectrum of 1√
N
WN + AN = XN + AN where AN is a de-
terministic real symmetric (Hermitian) matrix of fixed finite rank r. Spectral
properties of finite rank perturbations of Wigner matrices have been studied ex-
tensively since the pioneering paper [25] by Fu¨redi and Komlo´s who considered
(AN )ij =
c√
N
, 1 ≤ i, j ≤ N, which corresponds to the case of a Wigner matrix
with non-centered entries having mathematical expectation c, where c is a fixed
non-zero real number. It was shown that the largest eigenvalue of XN + AN is
asymptotically normal with mathematical expectation c
√
N + σ
2
c
√
N
and variance
2σ2
N in the real symmetric case and
σ2
N in the Hermitian case.
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The more mathematically challenging case when c = θ√
N
was studied in [42] (in
the GUE case) and [24] (for arbitrary Hermitian Wigner matrices with symmetrical
sub-Gaussian marginal distribution). In particular, it was shown that there is a
phase transition at θ = σ. For θ > σ the spectrum of XN + AN has one outlier
which is asymptotically normal with mathematical expectation ρ = θ + σ
2
θ and
variance σ
2(θ2−σ2)
θ2N . For 0 < θ < σ, the largest eigenvalue of XN +AN fluctuates on
the scale N−2/3 around 2σ, and has Tracy-Widom distribution in the limit. Large
deviations for the outlier in the Gaussian case were studied by Maida in [38].
The case of arbitrary finite rank perturbations has been considered by Pe´che´
([42]) for a GUE matrix and by several other authors for real symmetric and Her-
mitian Wigner random matrices (see e.g. [17], [18], [19], [10], [11], [12], [44], [32]
and references therein). We also refer the reader to [7], [8], [14], and [15] for re-
lated results for unitary and orthogonal ensembles of random matrices. Finally, we
note several results about the outliers in the spectrum of spiked sample covariance
random matrices ([30], [5], [41], [6]) and non-Hermitian random matrices ([50]).
Let us denote the ordered eigenvalues of AN by θ1 > . . . > θJ . The multiplicity
of θj is fixed and denoted by kj , 1 ≤ j ≤ J . We assume that both the eigenvalues
of AN and their multiplicities are independent of N. Let j0 be such that θj0 = 0.
Thus, AN has j0−1 distinct positive eigenvalues (not counting multiplicities). The
ordered eigenvalues of XN +AN are denoted λ1 ≥ . . . ≥ λN . Our first theorem is:
Theorem 1.1 ([17], [44]). Let XN =
1√
N
WN be a random real symmetric (Her-
mitian) Wigner matrix defined in (1.1-1.6) (respectively (1.8-1.10)). Let AN be a
deterministic real symmetric (Hermitian) matrix of fixed finite rank r as above. Let
J+σ (resp. J−σ) be the number of j’s such that θj > σ (resp. θj < −σ) and let
ρθj = ρj := θj +
σ2
θj
. (1.14)
Then the following holds:
(a) For 1 ≤ j ≤ J+σ, 1 ≤ i ≤ kj , λk1+...+kj−1+i → ρj ,
(b) λk1+...+kJ+σ+1 → 2σ,
(c) λk1+...+kJ−J
−σ
→ −2σ,
(d) For j ≥ J − J−σ + 1, 1 ≤ i ≤ kj , λk1+...+kj−1+i → ρj .
The convergence in (a)-(d) is in probability.
In [17], Capitaine, Donati-Martin, and Fe´ral consider Wigner matrices with i.i.d.
entries whose marginal distribution of the matrix entries of WN is symmetric and
satisfies a Poincare´ inequality (1.15). Under these conditions they show that the
convergence in Theorem 1.1 takes place almost surely. We recall that a probability
measure P on RM satisfies a Poincare´ inequality with constant υ > 0 if, for all
continuously differentiable functions f : RM → C,
VP(f) = EP
(|f(x) − EP(f(x))|2) ≤ 1
υ
EP[|∇f(x)|2]. (1.15)
It is known that a probability distribution satisfying the Poincare´ inequality (1.15)
has a subexponential tail (see e.g. [1]).
In [44], we consider Wigner matrices with five finite moments for the off diagonal
entries and three finite moments for the diagonal entries. Using the standard trun-
cation argument (see the appendix of this paper) these conditions can be weakened
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to those in (1.1-1.6) (respectively (1.8-1.10)). In this paper we will cite theorems
from [44] assuming the conditions (1.1-1.6) (respectively (1.8-1.10)) without further
comment.
The fluctuations of the outlying eigenvalues around ρθj have been studied in [18],
[44], and [32]. These fluctuations are dependent on the form of the perturbation.
In particular, additional assumptions on the eigenvectors of AN are required for a
distributional limit to exist and the limiting distribution of the (properly rescaled)
outliers depends on the localized/delocalized nature of the eigenvectors of AN cor-
responding to θj .
In [18], the authors consider two regimes:
Case A (“The eigenvectors don’t spread out”)
The orthonormal eigenvectors of AN corresponding to θj are spanned by a finite
number Kj of canonical basis vectors of C
N (without loss of generality we can
assume those canonical vectors to be e1, . . . , eKj ), and the (non-zero) coordinates
of these eigenvectors are independent of N for all sufficiently large N.
Case B (“The eigenvectors are delocalized”)
The l∞ norm of every orthonormal eigenvector of AN corresponding to θj goes
to zero as N →∞.
We denote by k+σ := k1 + . . .+ kJ+σ the number of positive eigenvalues of AN
bigger than σ (counting with multiplicities) and by k ≥ k+σ the minimal number
of canonical basis vectors e1, . . . , eN of C
N required to span all the eigenvectors
corresponding to the eigenvalues θ1, . . . , θJ+σ .
Let us denote
cθj :=
θ2j
θ2j − σ2
. (1.16)
The following theorem concerning fluctuations in case A was proved for symmet-
ric marginal distribution satisfying the Poincare´ inequality in [18]. It was extended
to the assumptions (1.1-1.6) (respectively (1.8-1.10)) in [44].
Theorem 1.2 (Theorem 1.3 in [44]). Let XN =
1√
N
WN be a random real sym-
metric (Hermitian) Wigner matrix defined in (1.1-1.6) (respectively (1.8-1.10)). In
Case A, the kj-dimensional vector(
cθj
√
N(λk1+...+kj−1+i − ρj), i = 1, . . . , kj
)
converges in distribution to the distribution of the ordered eigenvalues of the kj×kj
random matrix Vj defined as
Vj := U
∗
j (Wj +Hj)Uj , (1.17)
where Wj is a Wigner random matrix of size Kj with the same marginal distribu-
tion of the matrix entries as WN , Hj is a centered Hermitian Gaussian matrix of
size Kj, independent of Wj , with independent entries Hst, 1 ≤ s ≤ t ≤ Kj, with
the variance of the entries given by
E(H2ss) =
(
m4 − (4− β)σ2
θ2j
)
+
2
β
σ4
θ2j − σ2
, s = 1, . . . ,Kj, (1.18)
E(|Hst|2) = σ
4
θ2j − σ2
, 1 ≤ s < t ≤ Kj, (1.19)
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and Uj is a Kj × kj such that the (Kj-dimensional) columns of Uj are written
from the first Kj coordinates of the orthonormal eigenvectors corresponding to θj .
The next theorem deals with the Case B and is this paper’s main result. Before
stating the theorem we define the matrix of third moments on the off-diagonal by
(M3)ij := µ3,ij(1− δij), (1.20)
where µ3,ij := E[|Wij |2Wij ].
Theorem 1.3. LetXN =
1√
N
WN be a random real symmetric (Hermitian) Wigner
matrix defined in (1.1-1.6) (respectively (1.8-1.10)). Let u1N , . . . ,u
kj
N be a set of or-
thogonal eigenvectors of AN with eigenvalue θj. In Case B, the difference between
the kj-dimensional vector(
cθj
√
N(λk1+...+kj−1+i − ρj), i = 1, . . . , kj
)
and the vector formed by the (ordered) eigenvalues of a kj×kj GOE (GUE) matrix
with the variance of the matrix entries given by
θ2jσ
2
θ2j−σ2
plus a deterministic matrix
with lpth entry (1 ≤ l, p ≤ kj) given by 1θ2N (ulN )∗M3upN converges to zero in
probability.
The proof of Theorem 1.3 is in Section 4.
Theorem 1.3 was originally proved in [18] under additional technical assumptions
that the entries are i.i.d., their marginal distribution is symmetric and satisfies the
Poincare´ inequality, and k = o(
√
N), where we recall that k is the minimal number
of canonical basis vectors e1, . . . , eN of C
N required to span all the eigenvectors
corresponding to the eigenvalues bigger than σ. In [32], Knowles and Yin prove
Theorem 1.3 provided θj is a simple eigenvalue. It should be noted that Knowles
and Yin allow the non-zero eigenvalues of AN to depend on N as long
||θj | − 2σ| ≥ φC1N−1/3, min
j 6=i
|θj − θi| ≥ φC1N−1/2(|θi| − 2σ|)−1/2,
where φ := (logN)log logN , and C1 is a positive constant. In their approach,
Knowles and Yin need an additional technical assumption, namely they require
that the marginal distributions of the entries of WN are uniformly sub-Gaussian,
in a sense that
P(|(WN )ij | ≥ x) ≤ d−1 exp(−xd)
for some d > 0. After this paper was posted online, Knowles and Yin extended
their results to arbitrary deterministic matrices with bounded norm and fixed rank
in [34].
In addition to the results mentioned above, Knowles and Yin prove the univer-
sality of the limit distribution of the largest “sticking” eigenvalues of XN +AN ,
i.e. the eigenvalues that correspond to |θj | < σ (see Theorem 2.7 in [32]). In
other words, they prove that the limit distribution of the 1st, 2nd, 3rd, etc largest
“sticking” eigenvalues of XN +AN (i.e. λk+σ1, λk+σ+2, λk+σ+3, etc) coincides with
the limit distribution of the 1st, 2nd, 3rd, etc largest eigenvalues of XN . We recall
that k+σ denotes the number of the eigenvalues of AN greater than σ (counting
with multiplicities). In the Gaussian case, the limiting distribution of the largest
eigenvalues of a GUE (GOE) random matrix was first studied by Tracy and Widom
in [53] and [54]. It is now known as the Tracy-Widom distribution. For the results
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about local universality in non-perturbed Wigner matrices we refer the reader to
[29], [21], [23], [52], [51], [33], [48], and references therein. In the case of random
AN the universality of the distribution of “sticking” eigenvalues was proved by
Benaych-Georges, Guionnet, and Maida in [11].
The first step in proving Theorem 1.3 is to use Proposition 1.1 to associate the
fluctuations of the eigenvalues outside of the support of the semicircle law with
quadratic forms of the resolvent of the unperturbed Wigner matrix, given by
RN (z) := (zIN −XN )−1.
Let us denote by
〈u, v〉 :=
N∑
i=1
uivi, (1.21)
the standard scalar product in CN and by
‖u‖ =
√
〈u, u〉
the induced norm on CN .
Proposition 1.1 (Proposition 1.1 in [44]). Let θj be an eigenvalue of AN that is
greater in magnitude than σ and let u1N , . . . ,u
kj
N be an orthonormal set of eigenvec-
tors of AN associated with θj. Let Ξ
j
N be the kj × kj matrix with entries
Ξjlp :=
√
N
(〈ulN ,RN(ρj)upN 〉 − gσ(ρj)δlp) = √N (〈ulN ,RN(ρj)upN 〉 − 1θj δlp
)
.
(1.22)
Let y1 ≥ . . . ≥ ykj be the ordered eigenvalues of the matrix ΞjN . Then
√
N(λk1+...+kj−1+i − ρj) +
1
g′σ(ρj)
yi → 0, i = 1, . . . , kj , (1.23)
in probability.
Remark 1.1. A simple computation gives
gσ(ρj) =
1
θj
, − 1
g′σ(ρj)
= θ2j − σ2. (1.24)
In the second step of proving Theorem 1.3, we truncate and remove the diagonal
terms, defining
(ŴN )ij := (WN )ij(1 − δij)1{(WN )ij≤N1/4} − E(WN )ij(1− δij)1{(WN )ij≤N1/4},
(1.25)
X̂N :=
1√
N
ŴN , and R̂N (z) := (zIN − X̂N )−1 for z ∈ C. Our goal is to compute
the centering, E〈ulN , R̂N(z)upN 〉, which in general, is dependent on the form of the
vectors. Define
(M̂3)ij := µ̂3,ij(1− δij), (1.26)
where µ̂3,ij := E[|Ŵij |2Ŵij ].
In the appendix (Section 5.1) we show that the difference
√
N(〈uN , R̂N(z)vN 〉 − 〈uN ,RN(z)vN 〉)
goes to zero in probability. It is therefore sufficient to use E[〈uN , R̂N(z)vN 〉] as the
centering for 〈uN ,RN (z)vN 〉 when proving distributional conference (see proof of
Theorem 1.3).
FINITE RANK DEFORMATIONS 7
Theorem 1.4. LetXN =
1√
N
WN be a random real symmetric (Hermitian) Wigner
matrix defined in (1.1-1.6) (respectively (1.8-1.10)) and X̂N , R̂N are the matrices
defined after (1.25). Let uN ,vN be N -dimensional unit vectors.
√
N
[
E〈uN , R̂N (z)vN 〉 − gσ(z)〈uN ,vN 〉
]
=
1
N
g4σ(z)〈uN , M̂3vN 〉+O
(
P12(| Im(z)−1)(|z|+ 1)√
N
)
,
(1.27)
uniformly on C \ R, where P12 is a polynomial of degree 12 with fixed positive
coefficients.
Remark 1.2. Since ‖M̂3‖ = O(N), we have 1N 〈uN , M̂3vN 〉 = O(1). Furthermore,
if ‖uN‖1 or ‖vN‖1 is o(
√
N) then 1N 〈uN , M̂3vN 〉 = o(1). In addition, since
µ̂3,ij − µ3,ij = O(N−1/4) uniformly in i, j, it follows that
1
N
〈uN , M̂3vN 〉 − 1
N
〈uN ,M3vN 〉 = O(N−1/4). (1.28)
The proof of Theorem 1.4 is in Section 2.
In the final step we compute the joint asymptotic distribution of the matrix
entries of ΞjN . Before stating the theorem we introduce the notation
Π(z1, z2) :=
(
−gσ(z1)gσ(z2) + gσ(z1)gσ(z2)
1− σ2gσ(z1)gσ(z2)
)
(1.29)
Theorem 1.5. LetXN =
1√
N
WN be a random real symmetric (Hermitian) Wigner
matrix defined in (1.1-1.6) (respectively (1.8-1.10)). Let u1N , . . . ,u
m
N be a sequence
of mutually orthogonal N dimensional unit vectors such that ‖ulN‖∞ → 0 for
l = 1, . . . ,m as N →∞. Let GN (z) be the m×m matrix defined by:
(GN (z))lp :=
√
N
(
〈ulN , R̂N (z)upN 〉 − E〈ulN , R̂N(z)upN 〉
)
. (1.30)
The matrix valued function GN (z) converges in finite dimensional distributions to
the m×m matrix-valued random field, Γ(z) with independent, centered, Gaussian
entries with covariance given by:
E[Re(Γlp(z1))Re(Γlp(z2))] =
ρ
4
(Π(z1, z2) + Π(z1, z2)) +
1
4
(Π(z1, z2) + Π(z1, z2))
+
δlp
4
(ρ(Π(z1, z2) + Π(z1, z2)) + Π(z1, z2) + Π(z1, z2))
E[Re(Γlp(z1)) Im(Γlp(z2))] =
ρ
4i
(Π(z1, z2)−Π(z1, z2)) + 1
4
(−Π(z1, z2) + Π(z1, z2))
+
δlp
4i
(ρ(−Π(z1, z2) + Π(z1, z2)) + Π(z1, z2)−Π(z1, z2))
E[Im(Γlp(z1)) Im(Γlp(z2))] =
−ρ
4
(Π(z1, z2) + Π(z1, z2)) +
1
4
(−Π(z1, z2)−Π(z1, z2))
+
−δlp
4
(ρ(−Π(z1, z2)−Π(z1, z2)) + Π(z1, z2) + Π(z1, z2))
for l ≤ p and Γlp(z) = Γpl(z) for l > p. Where ρ = 1 if WN is real symmetric and
ρ = 0 if WN is Hermitian.
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Remark 1.3. The result of the above theorem about Gaussian fluctuation of (GN (z))lp
can be extended to the case when either ‖ulN‖∞ → 0 or ‖upN‖∞ → 0. See Lemma
3.1.
For the recent results on the fluctuations of the matrix entries of regular functions
of Wigner matrices, we refer the reader to [35], [43], [40], [36], [3], and [37]. Theorem
1.5 was proved in [3] in the one vector case, assuming that the third moment of the
matrix entries vanishes. We outline the proof of Theorem 1.5 in Section 3, showing
that the arguments of [3] can be adapted.
Finally, we extend the result of Theorem 1.5 to a sufficiently large class of regular
test functions. Consider the space Hs consisting of the functions f : R → R that
satisfy
‖f‖2s :=
∫
R
(1 + |k|)2s|fˆ(k)|2dk <∞, (1.31)
where fˆ(k) is the Fourier transform
fˆ(k) =
1√
2π
∫
R
e−ikxf(x)dx.
Theorem 1.6. LetXN =
1√
N
WN be a random real symmetric (Hermitian) Wigner
matrix defined in (1.1-1.6) (respectively (1.8-1.10)). Let u1N , . . . ,u
m
N be a sequence
of mutually orthogonal N dimensional unit vectors such that ‖ulN‖∞ → 0 for
l = 1, . . . ,m as N → ∞. Finally, let f : R → R belong to Hs for some s > 4.
Denote
YN,lp(f) :=
√
N
(
〈ulN , f(XN )upN 〉 − E〈ulN , f(X̂N )upN 〉
)
, (1.32)
1 ≤ l, p ≤ k.
Then the joint distribution of {YN,lp, 1 ≤ l ≤ p ≤ m}, converges as N → ∞ to
the distribution of independent centered normal random variables with the variance
1 + δlp
2β
∫ 2σ
−2σ
∫ 2σ
−2σ
(f(x)− f(y))2 1
4π2σ4
√
4σ2 − x2
√
4σ2 − y2dxdy, (1.33)
where β = 1 in the real symmetric case and β = 2 in the Hermitian case.
In addition, if f has a sufficiently large number of derivatives (13 is enough) and
compact support,
E〈ulN , f(X̂N )upN 〉 = δlp
∫ 2σ
−2σ
f(x)
1
2πσ2
√
4σ2 − x2dx (1.34)
+N−3/2〈ulN ,M3upN 〉
∫ 2σ
−2σ
f(x)(2xσ−4 + x3σ−6)
1
2πσ2
√
4σ2 − x2dx+O(N−1).
(1.35)
Remark 1.4. One can extend (1.34-1.35) to f satisfying ‖f‖13,1,+ <∞, where
‖f‖n,1,+ := max
(∫ +∞
−∞
(|x|+ 1)
∣∣∣∣dlfdxl (x)
∣∣∣∣ dx, 0 ≤ l ≤ n) . (1.36)
Remark 1.5. Under the additional strong technical assumptions that the matrix
entries of WN are i.i.d. and logE exp(t(WN )11) and E exp(t|(WN )11|) are entire
functions, the first part of the result of Theorem 1.6 follows from Theorem 5.1 in
[37].
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In Section 2 we compute the centering for 〈uN , R̂N (z)vN 〉 = u∗NR̂N(z)vN . The
fluctuation results (Theorems 1.5 and 1.6) are established in Section 3. In Section
4 these results are put together to prove Theorem 1.3. Finally Section 5 contains
technical arguments for Section 2 as well reductions on the matrix ensemble under
consideration.
2. Expectation of quadratic forms of the resolvent
In this section, we prove Theorem 1.4. We will suppress dependence on N and
z when possible.
We begin by refining previous estimates on the expectation of the entries of the
resolvent. In [43] and [40], we proved the following result
Proposition 2.1 (Proposition 3.1 [43]). Let XN =
1√
N
WN be a random real
symmetric (Hermitian) Wigner matrix and RN(z) = (zIN −XN )−1 where z ∈ C.
Then
ERii(z) = gσ(z) +O
(
1
| Im z|6N
)
, (2.1)
ERij(z) = O
(
1
| Im z|5N
)
, 1 ≤ i 6= j ≤ N, (2.2)
VRij(z) = O
(
1
| Im z|6N
)
, 1 ≤ i, j ≤ N, (2.3)
uniformly on bounded subsets of C \ R.
In addition, if
sup
i6=j,N
E[|(WN )ij |5] ≤ ∞, sup
i,N
E[|(WN )ii|3] ≤ ∞,
then
ERij(z) = O
(
1
| Im z|9N3/2
)
, 1 ≤ i 6= j ≤ N, (2.4)
uniformly on bounded subsets of C \ R.
Using Lemma 5.1 and Section 8.3 of [3] we set the diagonal entries of WN to
0 and truncate the off-diagonal elements at N1/4ǫN for some ǫN → 0 as N → ∞
without changing the limiting distribution of
√
Nu∗NRN(z)vN . We note that [3]
concerns the i.i.d. case but our assumption (1.3) is the averaged version of (8.18)
from [3] and is sufficient for the proof. We also note that the truncation will change
the second and third moments of the entries of WN but this error is neglectable
and will not be mentioned again. The estimate (2.4) is improved in the following
theorem:
Proposition 2.2. Let XN =
1√
N
WN be a random real symmetric (Hermitian)
Wigner matrix defined in (1.1-1.6) (respectively (1.8-1.10)), and (ŴN )ij = (WN )ij(1−
δij)1{(WN )ij≤N1/4}−E[(WN )ij(1−δij)1{(WN )ij≤N1/4}] and R̂N(z) = (zIN−X̂N )−1
where z ∈ C. Then for i 6= j:
E[R̂ij(z)] =
µ̂3,ij
N3/2
g4σ(z) +O
(
P12(| Im(z)|−1)
N2
)
(2.5)
uniformly on bounded subsets of C \ R. Where µ̂3,ij = E[|Ŵij |2Ŵij ].
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Equation (2.5) establishes Theorem 1.4 by computing E[u∗NR̂N (z)vN ] for unit
vectors uN and vN .
The proof in the real case is below, the complex case follows similarly.
Proof. For notational convenience we set XN = X̂N and RN (z) = R̂N (z). The
proof of this theorem is similar to the proof of equation (2.4) in [43] but also uses
the estimates established in Proposition 2.1 of [43] to refine the error terms. The
following estimates will be useful:∑
k
|Rik|2 ≤ ‖RN‖2 ≤ 1| Im z|2 ,
∑
k
|Rik| ≤
√
N
| Im z| , and |Rpq| ≤
1
| Im z| , (2.6)
In dealing with resolvents, we will use the resolvent identity
(zI −A2)−1 = (zI −A1)−1 − (zI −A1)−1(A1 −A2)(zI −A2)−1 (2.7)
which holds for all z ∈ C where (zI −A1) and (zI −A2) are invertible.
In addition, we will use the decoupling formula (see for example [31]): for any
real-valued random variable, ξ, with p+ 2 finite moments and φ a complex-valued
function with p+ 1 continuous and bounded derivatives
E(ξϕ(ξ)) =
p∑
a=0
κa+1
a!
E(ϕ(a)(ξ)) + ǫ (2.8)
where κa are the cumulants of ξ and ǫ ≤ C supt |ϕ(p+1)(t)|E(|ξ|p+2), C depends
only on p. We will use the notation κa,ij for the a
th cumulant of the (ij)− th entry
of WN .
The resolvent identity (2.7), R12 = z
−1∑
kX1kRk2, and decoupling formula
(2.8) give
zE[R12] = σ
2
E[R12trN (RN )] +
σ2
N
E[(R2N )12] (2.9)
+
1
2N3/2
∑
k
κ3,1k
(
4E[R12R1kRkk] + 2E[R11RkkRk2] + 2E[R
2
1kR2k]
)
+ rN
Where rN contains the 3 ≤ a ≤ 6 terms from the decoupling formula (2.8) and the
error from truncating at p = 6 in the decoupling formula. Additionally, since we
have set Xii = 0 for 1 ≤ i ≤ N we need to add and subtract 2σ2N E[R11R12]. To ease
notation, we also add and subtract
22a−1κa+1,12
N(a+1)/2
E[R12R
a
11]. This term allows future
summations to be over all k. Using (2.3), (2.6) and the Cauchy-Schwarz inequality
we see these additionally added terms are O(N−2). In the future, when using the
decoupling formula we will not mention the error from the diagonal terms.
To estimate the error terms we use Lemma 9.2 of [19], which states:
E[R12trN (RN)]− E[R12]E[trN (RN )] = O
(
P8(| Im(z)|−1)
N2
)
.
Since the assumptions in Lemma 9.2 are more restrictive than this paper a few
words are needed to justify use of this lemma. Its proof follows by applying the
resolvent identity, (2.7), to R12 and then apply the decoupling formula, (2.8), to∑
k E[R1kXk2]E[trN (RN (z)] and to
∑
k E[R1kXk2trN (RN (z)]. Then E[R12trN (RN )]−
E[R12]E[trN (RN)] is estimated in a similar manner to the proof of Lemma 2.1.
Lemma 9.2 assumes the distribution of the matrix entries satisfy a the Poincare´
inequality (1.15) and are symmetric. The Poincare´ inequality assumption gives
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a bound on the variance of the trace and also implies that all moments of the
distribution of the matrix entries are finite. To bound the variance of the trace we
can instead use Lemma 2 of [45] which states
V(trN (RN (z))) = O
(
P4(| Im(z)|−1)
N2
)
.
Even though the result of Lemma 2 in [45] was stated under the assumption that
both the off-diagonal and the diagonal matrix entries have finite fourth moment,
the actual proof holds under the assumptions (1.1-1.6) in the real symmetric case
and (1.8-1.10) in the Hermitian case [46].
Because the entries ofWN have been truncated the a
th moment for a > 4 grows
no faster than N (a−4)/4, this bound combined with estimates (2.2) and (2.3) allow
the higher order error terms in the decoupling formula to be bounded. The proof
is lengthy but straight forward and very similar to proof of Lemma 2.1.
Since we do not assume the distribution is symmetric, the third moment might
not vanish, but the third cumulant terms in the decoupling formula can be esti-
mated exactly the same as the fourth cumulant terms in [19], after noting that the
summation over k will contribute at most a factor of N1/2 instead of N as in the
fourth cumulant term.
Furthermore, part (ii) of the Theorem 3.2 in [43] with f(x) = 1/(z− x)2 implies
σ2
N
E[(RN (z)
2)12] = O
(
P8(| Im(z)|−1)
N2
)
The following lemma will help bound the third cumulant terms of (2.9). It is an
improvement of [44], where the Cauchy-Schwarz inequality was used to give an error
bound O(N−3/2).
Lemma 2.1.
1
N3/2
E[
∑
k
κ3,1k(R12R1kRkk +Rk2R11Rkk + R2kR
2
1k)] (2.10)
=
1
N3/2
∑
k
κ3,1k(E[R12]E[R1kRkk] + E[Rk2]E[R11Rkk] + E[R2k]E[R
2
1k]) +O
(
P9(| Im(z)|−1)
N2
)
,
where κ3,ij denotes the third cumulant of the (ij)-th entry of WN .
The proof is in the appendix. Applying (2.4) to the right side of the equation in
Lemma 2.1 and using uniform boundedness of the κ3,1k’s we obtain
1
2N3/2
∑
k
κ3,1k
(
4E[R12R1kRkk] + 2E[R11RkkRk2] + 2E[R
2
1kR2k]
)
=
κ3,12
N3/2
E[R22]E[R11R22] +O
(
P11(| Im(z)|−1)
N2
)
.
This concludes the estimates for the third cumulant terms of (2.9). The fourth
cumulant terms in (2.9) are:
1
3!N2
E
[∑
k
κ4,1k(18R11R1kRkkRk2 + 6R11(Rkk)
2R12 + 18(R1k)
2RkkR12 + 6(R1k)
3Rk2)
]
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Each of these terms except the second one are shown to be O(P4(| Im(z)|−1)N−2)
in [44]. The arguments in Lemma 2.1 and estimate (2.2) gives the bound
1
N2
∑
k
E[R11(Rkk)
2R12] =
1
N2
∑
k
E[R11(Rkk)
2]E[R12] + O
(
P10(| Im(z)|−1)
N2
)
= O
(
P10(| Im(z)|−1)
N2
)
Similarly, using that E[|Wij |4+a] ≤ Na/4E[|Wij |4] and a lengthy but straightfor-
ward calculation the fifth cumulant terms are bounded by O
(
P11(| Im(z)|−1)
N9/4
)
. The
sixth cumulant terms can be bounded using the Cauchy-Schwarz inequality. For
example:
N1/2
N3
∑
k
E[R3kkR
2
11R12] =
N1/2
N3
∑
k
E[R3kkR
2
11]E[R12] +O
( | Im(z)|−8
N2
)
= O
(
P10(| Im(z)|−1)
N2
)
Finally, the seventh cumulant term is O(P7(| Im(z)|−1)N−9/4) and the truncation
term is the sum of N terms each bounded by O(P8| Im(z)|−1)N−3).
Now we continue the study of the leading order terms of Eq. (2.9).
zE[R12(z)] = σ
2
E[R12(z)]E[trN (RN (z))] +
κ3,12
N3/2
E[R22]E[R11R22]] +O
(
P11(| Im(z)|−1)
N2
)
Then by the Cauchy-Schwarz inequality and (2.3)
κ3,12
N3/2
E[R11R22] =
κ3,12
N3/2
E[R11]E[R22] +O
(
P6(| Im(z)|−1)
N5/2
)
=
κ3,12
N3/2
E[trN (RN(z))]
2 +O
(
P6(| Im(z)|−1)
N5/2
)
Therefore,(
z − σ2E[trN (RN (z))]
)
E[R12(z)] =
κ3,12
N3/2
E[trN (RN (z))]
3 +O
(
P11(| Im(z)|−1)
N2
)
This implies (see e.g. [44]) that
E[R12(z)] =
κ3,12
N3/2
g4σ(z) +O
(
P12(| Im(z)|−1)
N2
)
The proof is completed. 
Now we use Proposition 2.2 to prove Theorem 1.4.
Proof of Theorem 1.4. Let uN and vN be unit vectors in C
N . Using (2.1) and
(2.5),
E[u∗NRN (z)vN ] =
∑
i
E[Rii(z)]uivi +
N∑
i,j=1
i6=j
E[Rij(z)]uivj
= gσ(z)δlp +
g4σ(z)
N3/2
u∗NM3(z)vN +O(P12(| Im(z)−1)N−1)
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Furthermore, if ‖uN‖1 = o(
√
N) or ‖vN‖1 = o(
√
N) then∣∣∣∣ 1N3/2u∗NM3(z)vN
∣∣∣∣ ≤ maxi6=j |µ3,ij |N3/2 ∑
i6=j
|uivj | ≤ maxi6=j |µ3,ij |‖uN‖1‖vN‖1
N3/2
= o(N−1/2)

Remark 2.1. If for all 1 ≤ i, j ≤ N , µ3,ij = µ3 ∈ R then
1
N3/2
u∗NM3(z)vN =
µ3
N3/2
 N∑
i=1
ui
N∑
j=1
vj −
∑
i
uivi

=
µ3
N1/2
(u∗N1N)(1
∗
NvN )− o(N−1/2)
Where 1N =
1√
N
(1, . . . , 1).
3. Fluctuations of bilinear forms
This section is devoted to the proofs of Theorems 1.5 and 1.6. As in Section
2, for notation convenience we set XN = X̂N and RN(z) = R̂N (z). Recall that
Proposition 1.1 implies that Theorem 1.5 gives the fluctuations of the outlying
eigenvalues. Our argument follows the proof of Theorem 3.1 of [3]. We outline the
proof, showing that the theorem holds in the more general case.
In order to compute the limiting distribution of quadratic forms it is useful to
represent sums as Riemann sums of certain integrals. In order to effectively make
this representation it is useful to permute the elements of the unit vectors. Permut-
ing the entries of unit vectors is equivalent to conjugating our Wigner matrix by
a permutation matrix. The matrix obtained from WN by conjugation by permu-
tation matrices is again a Wigner random matrix satisfying the same hypotheses
as WN . In order to show a good permutation of the unit vectors exist we show
that Lemma 3.1 of [3] can be extended to the case of multiple bilinear forms (see
Corollary 3.1).
Theorem 3.1 ([49] see Theorem 1 of [26]). Let {vi}Ni=1 be a finite family of vectors
in Rm of size N . The elements of vi are denoted v
l
i for 1 ≤ l ≤ m. Assume that
vli ≤ c for all i, l and
∑N
i=1 vi = 0. Then there exist a permutation π ∈ SN and
some universal constant Km depending only on m, such that∥∥∥∥∥∥
⌊Nt⌋∑
i=1
vπi
∥∥∥∥∥∥
∞
≤ cKm
for all 0 ≤ t ≤ 1, where ‖v‖∞ = max1≤l≤m |vl| for v = (v1, v2, . . . , vm).
We also have the following corollary.
Corollary 3.1. Let u1, . . . ,uk be a set of orthonormal vectors in CN . There exist
a constant C, depending only on k, and a permutation π ∈ SN such that∣∣∣∣∣∣
⌊tN⌋∑
i=1
ulπiu
p
πi −
1
N
δlp
∣∣∣∣∣∣ ≤ Cmaxl,k|ulk|
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Proof. For each N , consider the family {vi}Ni=1 such that vi ∈ Rk
2
with entries
|uli|2 − 1N for 1 ≤ l ≤ k, Re(uliupi ) and Im(uliupi ) for 1 ≤ l < p ≤ k. Note that for
1 ≤ q ≤ k2 and 1 ≤ i ≤ N , vqi ≤ maxl,k|ulk|.
Then by Theorem 3.1 there exists a permutation such that∣∣∣∣∣∣
⌊tN⌋∑
k=1
ulπku
p
πk −
1
N
δlp
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
⌊tN⌋∑
k=1
Re(ulπku
p
πk −
1
N
δlp)
∣∣∣∣∣∣+
∣∣∣∣∣∣
⌊tN⌋∑
k=1
Im(ulπku
p
πk)
∣∣∣∣∣∣
≤ 2
∥∥∥∥∥∥
⌊tN⌋∑
k=1
vπk
∥∥∥∥∥∥
∞
≤ 2Kk2maxl,k|ulk|

Now we show that the arguments of [3] can be extended to the case of multiple
bilinear forms. The first step is to write entries of GN (z) as a martingale difference
sequence. After estimating error terms the martingale central limit theorem is used.
The bulk of the proof will be devoted to computing the covariance of the limiting
Gaussian distribution.
Proof of Theorem 1.5. Recall that Gpl(z) =
√
N(up∗NRN (z)u
l
N −E[up∗NRN(z)ulN ]).
By the symmetry of GN (z) we prove the limiting joint distribution for Gpl(z) for
1 ≤ p ≤ l ≤ m. By the Crame´r-Wold theorem it is sufficient to study arbitrary
linear combinations of the real and imaginary parts of the matrix elements of GN .
So we consider:
∑
1≤l≤p≤m
n∑
h=1
Re(ap,l,h)Re(Gpl(zp,l,h)) + Im(ap,l,h) Im(Gpl(zp,l,h)) (3.1)
for arbitrary complex numbers ap,l,h. We begin by decomposing Gpl(z) into a
martingale difference sequence:
Gpl(z) =
√
N
N∑
k=1
(Ek−1 − Ek)up∗NRN(z)ulN
where Ek is conditional expectation given Wij for k < i, j ≤ N and EN is E.
In order to show that the limiting distribution of (3.1) is Gaussian we use the
following central limit theorem for martingale difference sequences [13].
Theorem 3.2. (Theorem 35.12 in [13]) For each N , let YNk be a martingale dif-
ference sequence with respect to Fn,1,Fn,2, . . .. Let
σ2Nk = E[Y
2
Nk|Fn,k−1]. (3.2)
Suppose that as N goes to infinity
∞∑
k=1
σ2Nk →P σ2 > 0 (3.3)
and
∞∑
k=1
E[Y 2NkI|YNk|≥ǫ]→ 0 (3.4)
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for each ǫ > 0. Then
∞∑
k=1
YNk →D N(0, σ2) (3.5)
Before we continue with the proof we introduce some notation. We use ej to
denote the jth canonical unit vector and wk to denote the k
th column of the matrix
XN =
1√
N
WN and w
(k)
j denote the j
th column of the matrix XN with the k
th
entry set to zero. Similarly, by R
(k)
N (resp. R
(jk)
N ) we denote resolvent of XN −
ekw
∗
k − wke′k (resp. XN − ekw∗k − wke′k − ejw∗j − wje′j). Finally ulk is the kth
entry of the vector ulN . We use oP (1) for terms that converge to zero in probability
as N →∞.
For the reader’s convenience we contrast our notation with that of [3]. They
use −A−1 (resp. −A−1k , −A−1jk ) for RN (z) (resp. R(k)N (z), R(jk)N (z)). Their unit
vectors are denoted xN and yN instead of u
i
N . The vector wj with the k
th element
set to 0 is denoted wjk instead of our w
(k)
j . Finally the Stieltjes transform of the
semi-circle law is denoted s(z) instead of gσ(z).
The first observation to be made is that (Ek−1 − Ek)R(k)N (z) = 0 so it can
be subtracted from the martingale decomposition of Gpl(z). Then the resolvent
identity, (2.7), is used to compare RN(z) and R
(k)
N (z), leading to
Gpl(z) =
√
N
N∑
k=1
(Ek−1 − Ek)up∗NRN (z)(wke′k + ekw∗k)R(k)N ulN
Then RN(z) can be further expanded by twice applying the identity (see for
example [3] Eq. 2.3)
(B+ uv∗)−1 = B−1 − B
−1uv∗B−1
1 + v∗B−1u
(3.6)
for any invertible matrix B and vectors u,v. With (u,v) = (ek,wk) and B =
z −XN and then (wk, ek) and B = z − (XN − ekw∗k). We remind the reader that
Xii = 0 for 1 ≤ i ≤ N .
This leads to
Gpl(z) =
√
N
∑
k
(Ek−1−Ek) 1
z −w∗kR(k)N wk
(ulku
p∗
NR
(k)
N wk−ulkup∗k +upkw∗kR(k)N ulN+up∗NR(k)N wkw∗kR(k)N ulN )
Checking the estimates in [3] from Eq. (4.1) - (4.4) leads to
Gpl(zp,l,h) =
√
Ngσ(zp,l,h)
N∑
k=1
Ek−1[(ζ
p,l
k (zp,l,h) + ψ
p,l
k (zp,l,h) + η
p,l
k (zp,l,h)] + oP (1)
where:
ζp,lk (z) := u
l
ku
p∗
NR
(k)
N (z)wk and ψ
p,l
k (z) := u
p
kw
∗
kR
(k)
N (z)u
l
N
ηp,lk (z) := w
∗
kR
(k)
N (z)u
l
Nu
p∗
NR
(k)
N (z)wk −
1
N
(up∗N
(
R
(k)
N (z)
)2
ulN +
upku
l
k
z2
)
It is easily checked that (3.1) satisfies condition (3.4). The following lemma
considers approximations of the variance terms in (3.3) and computes the limits
of these approximations. The sketch of its proof will take the majority of the
remainder of this section.
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Lemma 3.1. Let upN , u
q
N , u
r
N , and u
l
N be unit N -dimensional vectors such that
any two vectors from this group are either orthogonal or the same. In addition,
let us assume that the ‖‖∞ norm of at least one vector in each pair ulN ,upN and
u
q
N ,u
r
N goes to zero as N →∞. Then the following holds
N
N∑
k=1
Ek[Ek−1[ζ
p,l
k (z1)]Ek−1[ζ
q,r
k (z2)]] = ρ
N∑
k=1
σ2gσ(z1)gσ(z2)u
l
ku
r
k
∑
j>k u
p
ju
q
j
1− σ2N−kN gσ(z1)gσ(z2)
+ oP (1)
(3.7)
N
N∑
k=1
Ek[Ek−1[ψ
p,l
k (z1)]Ek−1[ψ
q,r
k (z2)]] = ρ
N∑
k=1
σ2gσ(z1)gσ(z2)u
p
ku
q
k
∑
j>k u
l
ju
r
j
1− σ2N−kN gσ(z1)gσ(z2)
+ oP (1)
(3.8)
N
N∑
k=1
Ek[Ek−1[ψ
p,l
k (z1)]Ek−1[ζ
q,r
k (z2)]] =
N∑
k=1
σ2gσ(z1)gσ(z2)u
p
ku
r
k
∑
j>k u
q
ju
l
j
1− σ2N−kN gσ(z1)gσ(z2)
+ oP (1)
(3.9)
N
N∑
k=1
Ek[Ek−1[ζ
p,l
k (z1)]Ek−1[ψ
q,r
k (z2)]] =
N∑
k=1
σ2gσ(z1)gσ(z2)u
l
ku
q
k
∑
j>k u
p
ju
r
j
1− σ2N−kN gσ(z1)gσ(z2)
+ oP (1)
(3.10)
N
N∑
k=1
Ek[Ek−1[η
p,l
k (z1)]Ek−1[η
q,r
k (z2)]] = (3.11)
ρ
N
N∑
k=1
σ4g2σ(z1)g
2
σ(z2)
∑
i>k u
p
i u
q
i
∑
j>k u
l
ju
r
j
(1 − N−kN σ2gσ(z1)gσ(z2))2
+
1
N
N∑
k=1
σ4g2σ(z1)g
2
σ(z2)
∑
i>k u
p
i u
r
i
∑
j>k u
q
ju
l
j
(1− N−kN σ2gσ(z1)gσ(z2))2
+ oP (1)
N
N∑
k=1
Ek[Ek−1[ζ
p,l
k (z1)]Ek−1[η
p,l
k (z2)]] + Ek−1[ψ
p,l
k (z1)]Ek−1[η
p,l
k (z2)]] (3.12)
+ Ek−1[η
p,l
k (z1)]Ek−1[ζ
p,l
k (z2)] + Ek−1[η
p,l
k (z1)]Ek−1[ψ
p,l
k (z2)] = oP (1),
where oP (1) stands for terms that converge to zero in probability as N →∞.
Additionally, as N →∞
N∑
k=1
2σ2gσ(z1)gσ(z2)u
p
ku
r
k
∑
j>k u
q
ju
l
j
1− σ2N−kN gσ(z1)gσ(z2)
+
1
N
N∑
k=1
σ4g2σ(z1)g
2
σ(z2)
∑
i>k u
p
i u
r
i
∑
j>k u
q
ju
l
j
(1− N−kN σ2gσ(z1)gσ(z2))2
→ δprδql
(
−1 + 1
1− σ2gσ(z1)gσ(z2)
)
. (3.13)
Proof. We begin by proving (3.7).
NEk[Ek−1[ulku
p∗
NR
(k)(z1)wk]Ek−1[urku
q∗
NR
(k)(z2)wk]]
= NEk[(u
l
ku
p∗
N Ek−1[R
(k)(z1)]Ikwk)(w
′
kIkEk−1[R
(k)(z2)
T ]uqNu
r
k)]
= σ2ρulku
r
ku
p∗
N Ek−1[R
(k)(z1)]IkEk−1[R(k)(z2)]u
q
N
Here Ik :=
∑
j≥k eje
′
j , and ρ = 1 if XN is real and 0 is XN is complex.
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We then apply the following approximation and its conjugate, from [3], to
u
p∗
N Ek−1[R
(k)(z1)]IkEk−1[R(k)(z2)]u
q
N :
e′jR
(k)
N (z)uN = gσ(z)(uj +w
k∗
j R
(jk)
N (z)uN ) + oP (1) (3.14)
After this approximation is applied, it is shown in [3] between Eq. (4.9) and Eq.
(4.15) that the cross terms are oP (1). Their analysis carries over directly leading
to
u
p∗
N Ek−1[R
(k)(z1)]IkEk−1[R(k)(z2)]u
q
N (3.15)
= gσ(z1)gσ(z2)
∑
j>k
(
upju
q
j + u
p∗
N Ek−1[R
(jk)(z1)w
(k)
j ]Ek−1[w
(k)∗
j R
(jk)(z2)]u
q
N
)
+ oP (1)
= gσ(z1)gσ(z2)
∑
j>k
(
upju
q
j + u
p∗
N Ek−1[R
(jk)(z1)]Ikw
(k)
j w
(k)∗
j IkEk−1[R
(jk)(z2)]u
q
N
)
+ oP (1)
= gσ(z1)gσ(z2)
∑
j>k
(
upju
q
j +
σ2
N
u
p∗
N Ek−1[R
(jk)(z1)]IkEk−1[R(jk)(z2)]u
q
N
)
+ op(1)
(3.16)
where on the last line, Lemma 8.2 of [3] is used to show that Ikw
(k)
j w
(k)∗
j Ik can be
approximated byN−1Ik. Then from Eq. (4.16) to Eq. (4.23) it shown thatR(jk)(z)
can be replaced with R(k)(z) by applying (3.6) twice and using the Cauchy-Schwarz
inequality on the error terms. Leading to
u
p∗
N Ek−1[R
(k)(z1)]IkEk−1[R(k)(z2)]u
q
N (3.17)
=gσ(z1)gσ(z2)
∑
j>k
upju
q
j +
(N − k)σ2
N
u
p∗
N Ek−1[R
(k)(z1)]IkEk−1[R(k)(z2)]u
q
N
+ op(1)
Solving for up∗N Ek−1[R
(k)(z1)]IkEk−1[R(k)(z2)]u
q
N , multiplying by u
l
ku
r
k and sum-
ming over k gives
∑
k
ulku
r
ku
p∗
N Ek−1[R
(k)(z1)]IkEk−1[R(k)(z2)]u
q
N =
∑
k
ulku
r
k
gσ(z1)gσ(z2)
∑
j>k u
p
ju
q
j
1− N−kN σ2gσ(z1)gσ(z2)
+oP (1)
(3.18)
The proofs of (3.8)-(3.10) follow similarly.
The proof of (3.11) follows [3] from Eq. (4.24) to Eq. (4.32).
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NEk[Ek−1[η
p,l
k (z1)]Ek−1[η
q,r
k (z2)]]
= NEk[Ek−1[w∗kR
(k)(z1)u
l
Nu
p∗
NR
(k)(z1)wk − 1
N
(up∗NR
(k)2(z1)u
l
N + u
p
ku
l
k/z
2
1)]
Ek−1[w∗kR
(k)(z2)u
r
Nu
q∗
NR
(k)(z2)wk − 1
N
(uq∗NR
(k)2(z2)u
r
N + u
q
ku
r
k/z
2
2)]]
=
1
N
σ4
∑
i,j>k
e′iEk−1[R
(k)(z1)u
l
Nu
p∗
NR
(k)(z1)]eje
′
jEk−1[R
(k)(z2)u
r
Nu
q∗
NR
(k)(z2)]ei
+
ρ
N
σ4
∑
i,j>k
e′iEk−1[R
(k)(z1)u
l
Nu
p∗
NR
(k)(z1)]eje
′
iEk−1[R
(k)(z2)u
r
Nu
q∗
NR
(k)(z2)]ej
+
∑
j>k
E[|Wjk |4]− (2 + ρ)σ4
N
e′jEk−1[R
(k)(z1)u
l
Nu
p∗
NR
(k)(z1)]eje
′
jEk−1[R
(k)(z2)u
r
Nu
q∗
NR
(k)(z2)]ej
When summed over k the final term is shown to be oP (1) in [3]. Using the uniform
bound on E[|Wjk |4] the proof in [3] also holds in this case. We apply (3.14) and its
conjugate as before to the first term, the second term follows similarly. As before
the cross terms are shown to be error terms in [3].
∑
i,j>k
e′iEk−1[R
(k)(z1)u
l
Nu
p∗
NR
(k)(z1)]eje
′
jEk−1[R
(k)(z2)u
r
Nu
q∗
NR
(k)(z2)]ei
= gσ(z1)gσ(z2)
∑
i,j>k
(
e′iEk−1[R
(k)(z1)u
l
N (u
p
j + u
p∗
NR
(jk)(z1)w
(k)
j )]
Ek−1[(urj +w
(k)∗
j R
(jk)(z2)u
r
N )u
q∗
NR
(k)(z2)]ei
)
+ oP (1)
= gσ(z1)gσ(z2)
∑
i,j>k
(
urju
p
jeiEk−1[R
(k)(z1)u
l
N ]Ek−1[u
q∗
NR
(k)(z2)]ei
+ e′iEk−1[R
(k)(z1)u
l
Nu
p∗
NR
(jk)(z1)]Ikw
(k)
j w
(k)∗
j IkEk−1[R
(jk)(z2)u
r
Nu
q∗
NR
(k)(z2)]ei
)
+ oP (1)
Then Lemma 8.2 of [3] can be used to replace Ikw
(k)
j w
(k)∗
j Ik with N
−1Ik and
that R(jk)(z) can be replaced by R(k)(z) by applying (3.6) twice and using the
Cauchy-Schwarz inequality on the error terms. This leads to
= gσ(z1)gσ(z2)
∑
i,j>k
(
urju
p
je
′
iEk−1[R
(k)(z1)u
l
N ]Ek−1[u
q∗
NR
(k)(z2)]ei
+
σ2
N
e′iEk−1[R
(k)(z1)u
l
Nu
p∗
NR
(k)(z1)]IkEk−1[R(k)(z2)urNu
q∗
NR
(k)(z2)]ei
)
+ oP (1)
= gσ(z1)gσ(z2)
∑
j>k
urju
p
jEk−1[u
q∗
NR
(k)(z2)]IkEk−1[R(k)(z1)ulN ]
+
N − k
N
σ2
∑
i,j>k
e′iEk−1[R
(k)(z1)u
l
Nu
p∗
NR
(k)(z1)]eje
′
jEk−1[R
(k)(z2)u
r
Nu
q∗
NR
(k)(z2)]ei
+ oP (1)
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In the last line, the first term is gσ(z1)gσ(z2)
∑
j>k u
r
ju
p
j times (3.15) and the
second term is gσ(z1)gσ(z2)σ
2(N − k)/N times the original expression. Solving for
the original expression completes the proof of (3.11).
The remaining terms, (3.12), contain one η and one ψ or ζ. Each term goes to
zero in probability, for example:∣∣∣∣∣∑
k
Ek[Ek−1[ζ
p,l
k (z1)]Ek−1[η
p,l
k (z2)]]
∣∣∣∣∣
=
∣∣∣∣∣∣
∑
k
∑
j>k
E[|Wjk |2Wjk]√
N
Ek[u
l
ku
p∗
N Ek−1[R
(k)
N (z1)]eje
′
jEk−1[R
(k)
N (z2)u
l
Nu
p∗
NR
(k)
N (z2)]ej ]
∣∣∣∣∣∣
≤ C√
N
max
j
|up∗N Ek−1[R(k)N (z1)]ej |
∑
k
ulk‖Ek−1[R(k)N (z2)ulN‖‖up∗NR(k)N (z2)]‖
Which goes to zero because maxj |up∗N Ek−1[R(k)N (z1)]ej | = oP (1) as shown in [3]
Eq. (4.31). The other terms are similar.
This completes the proof of the first part of the lemma. We now turn to com-
puting the limit of the sums in (3.13).
We begin with the case where the ‖‖∞ norm of all vectors goes to zero, and
assume that the elements of each vector {ul}1≤l≤k have been permuted by a per-
mutation given in Corollary 3.1. Permuting the entries of each vector {ul}1≤l≤k is
equivalent to conjugating WN by a permutation matrix, which returns a Wigner
random matrix.
If uqN 6= ulN then by orthogonality and Corollary 3.1, |
∑
j>k u
q
ju
l
j| ≤ Kmmaxi,a |uai |.
Using the Cauchy-Schwarz inequality shows that the first term in (3.13) is bounded
by∑
k
upku
r
k
∑
j>k u
q
ju
l
j
1− N−kN σ2gσ(z1)gσ(z2)
≤ Kmmax
i,a
|uai |
∑
k
|upkurk| ≤ Kmmaxi,a |u
a
i |‖upN‖‖urN‖
A similar argument works to bound the second term of (3.13).
If uqN = u
l
N but u
p
N 6= urN then we use the following summation by parts formula
to bound the sum.
N∑
k=1
gkfk = f1
N∑
k=1
gk +
N−1∑
k=1
(fk+1 − fk)
N∑
j=k+1
gj
The formula is applied with gk = u
p
ku
r
k and fk =
∑
j>k |uqj |2
1−N−kN σ2gσ(z1)gσ(z2)
. Using the
estimate∣∣∣∣∣
∑
j>k+1 |uqj |2
1− N−k−1N σ2gσ(z1)gσ(z2)
−
∑
j>k |uqj |2
1− N−kN σ2gσ(z1)gσ(z2)
∣∣∣∣∣
=
1
1− N−k−1N σ2gσ(z1)gσ(z2)
∣∣∣∣∣∣|uqk|2 −
∑
j>k
|uqj |2σ2
gσ(z1)gσ(z2)
N − (N − k)σ2gσ(z1)gσ(z2)
∣∣∣∣∣∣
≤ C|uqk|2 +
C
N
∑
j>k
|uqj |2
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with the summation by parts formula gives:∣∣∣∣∣∑
k
upku
r
k
∑
j>k |uqj |2
1− N−kN σ2gσ(z1)gσ(z2)
∣∣∣∣∣
≤
∣∣∣∣∣
∑
j>1 |uqj |2
1− N−1N σ2gσ(z1)gσ(z2)
Kmmax
i,a
|uai |
∣∣∣∣∣+
∣∣∣∣∣∣
N−1∑
k=1
C|uqk|2 +
C
N
N−1∑
k=1
∑
j>k
|uqj |2
∣∣∣∣∣∣Kmmaxi,a |uai |
The right side of the last inequality goes to zero in the limit. The above arguments
can be adapted to the case when the ‖‖∞ norm of at least one of the vectors in
each pair ulN ,u
p
N and u
q
N ,u
r
N goes to zero as N →∞.
Returning to the case where the ‖‖∞ norm of all the vectors converges to zero.
If p = r and q = l then as N → ∞ the Riemann sums converge to the following
integrals.
N∑
k=1
σ2gσ(z1)gσ(z2)|upk|2
∑
j>k |uqj |2
1− σ2N−kN gσ(z1)gσ(z2)
→
∫ 1
0
σ2(1− t)gσ(z1)gσ(z2)
1− σ2(1− t)gσ(z1)gσ(z2)dt
1
N
N∑
k=1
σ4g2σ(z1)g
2
σ(z2)
∑
i>k |upi |2
∑
j>k |uqj |2
(1− N−kN σ2gσ(z1)gσ(z2))2
→
∫ 1
0
(σ2gσ(z1)gσ(z2)(1− t))2
(1− (1 − t)σ2gσ(z1)gσ(z2))2
Computing the integrals proves the lemma.
Now we consider the case |upk|2 =
∑r
i=1 δkai(N)bi for some finite r with
∑
bi = 1
then this sum can also be computed.
σ2gσ(z1)gσ(z2)
(
N∑
k=1
|upk|2
∑
j>k |uqj |2
1− σ2N−kN gσ(z1)gσ(z2)
+
N∑
k=1
|uqk|2
∑
j>k |upj |2
1− σ2N−kN gσ(z1)gσ(z2)
)
+
1
N
N∑
k=1
σ4g2σ(z1)g
2
σ(z2)
∑
i>k |upi |2
∑
j>k |uqj |2
(1− N−kN σ2gσ(z1)gσ(z2))2
=
r∑
i=1
bi
(
σ2gσ(z1)gσ(z2)
(
1− ai/N
1− σ2gσ(z1)gσ(z2)(1 − ai/N) +
ai∑
k=1
1/N
1− σ2gσ(z1)gσ(z2)(1 − k/N)
)
+
1
N
ai∑
k=1
σ4g2σ(z1)g
2
σ(z2)(1− k/N)
(1− (1 − k/n)σ2gσ(z1)gσ(z2))2
)
The sequence ai(N)/N does not necessarily converge, but it is bounded. Let A be
a sub-sequential limit. Along this subsequence, the above term converges to
→
r∑
i=1
biσ
2gσ(z1)gσ(z2)
(
1−A
1− σ2gσ(z1)gσ(z2)(1 −A) +
∫ A
0
dt
1− σ2gσ(z1)gσ(z2)(1− t)
)
+
∫ A
0
σ4g2σ(z1)g
2
σ(z2)(1 − t)
(1− (1− t)σ2gσ(z1)gσ(z2))2 .
Computing the integrals shows that the term is independent of A.
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Furthermore we can consider arbitrary up. We begin by permuting the entries
so they are non-increasing. Then there exist some M such that for all m > M ,
upm → 0. By linearity the above analysis can be applied to the part which goes
to zero and the part which does not separately and then combined for the desired
result.

Now we conclude the proof of Theorem 1.5 by noting that Lemma 3.1 along with
the martingale central limit (Theorem 3.2) implies that centered (3.1) converges in
distribution to a Gaussian random variable with variance:
∑
lphh′
Re(alph)
2
Re(alph′)
2
ρ(Π(zlph, zlph′) + Π(zlph, zlph′)) + (Π(zlph, zlph′ ) + Π(zlph, zlph′))
+ δlp(ρ(Π(zlph, zlph′) + Π(zlph, zlph′)) + (Π(zlph, zlph′) + Π(zlph, zlph′)))
Re(alph)
2
Im(alph′)
2
ρ(Π(zlph, zlph′)−Π(zlph, zlph′) + (−Π(zlph, zlph′) + Π(zlph, zlph′))
+ δlp(ρ(−Π(zlph, zlph′) + Π(zlph, zlph′)) + (Π(zlph, zlph′)−Π(zlph, zlph′)))
Im(alph)
2
Im(alph′)
2
ρ(Π(zlph, zlph′) + Π(zlph, zlph′)) + (−Π(zlph, zlph′)−Π(zlph, zlph′))
+ δlp(ρ(−Π(zlph, zlph′)−Π(zlph, zlph′)) + (Π(zlph, zlph′) + Π(zlph, zlph′)))
Recall that Π(z1, z2) was defined in (1.29). The proof of Theorem 1.5 is complete.

Now, we turn our attention to Theorem 1.6.
Proof of Theorem 1.6. Denote
‖f‖n,1 := max
(∫ +∞
−∞
∣∣∣∣dlfdxl (x)
∣∣∣∣ dx, 0 ≤ l ≤ n) . (3.19)
If ‖f‖5,1 < ∞, the Gaussian fluctuations for the entries in (1.32) follows from
Theorem 1.5, and the bound
V
(〈ulN , f(XN )upN 〉) ≤ Const‖f‖5,1N (3.20)
(equation (1.33) in Theorem 1.6 in [44]) by a standard approximation argument
(see e.g. the last three paragraphs in Section 4 of [40]). It should be noted that
(3.20) follows from the bound (2.4) in Proposition 2.1 in [44], i.e.
V
(〈ulN ,RN(z)upN 〉) = O(P8(| Im z|−1)N
)
(3.21)
by applying Helffer-Sjo¨strand functional calculus ([28], [20]). To prove Gaussian
fluctuation for an arbitrary function f ∈ Hs with s > 4, one has to strengthen
(3.21) and use
V
(〈ulN ,RN(z)upN 〉) = O( (E‖RN(z)‖2)P6(| Im z|−1)N
)
+O
(
(E‖RN (z)‖3/2)P6(| Im z|−1)
N
)
(3.22)
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by repeating the steps of Proposition 3.2 in [40]. One then applies Proposition 2.2
in [40] (see also Proposition 2 in [47] or Proposition 1 in [45]) to prove that
V
(〈ulN , f(XN )upN 〉) ≤ Consts ‖f‖sN . (3.23)
The Gaussian fluctuation then follows by a standard approximation argument as
before. The estimate of the mathematical expectation of 〈ulN , f(X̂N )upN 〉 follows
by applying Theorem 1.4 and the Helffer-Sjo¨strand functional calculus. Theorem
1.6 is proven. 
4. Proof of the Theorem 1.3
Proof of Theorem 1.3. We begin with |θj | > σ an eigenvalue of AN with multi-
plicity kj , the orthonormal eigenvectors of AN corresponding to θj are labeled
u1N , . . . ,u
kj
N . Following Theorem 1.5, G
j
N (z) is the kj × kj matrix with entries
(GjN (z))pl =
√
N(up∗N R̂N(z)u
l
N − E[up∗N R̂N (z)ulN ])
By Proposition 1.1, the fluctuations of the eigenvalues can be expressed in terms
of the fluctuations of the eigenvalues of ΞjN . Then using the definition of Ξ
j
N , the
estimate on
√
N((〈ulN ,RN (z)upN 〉 − 〈ulN , R̂N(z)upN 〉) and Theorem 1.4 leads to:
Ξjlm =
√
N(〈ulN ,RN(z)upN 〉 −
1
θj
δlp)
=
√
N((〈ulN ,RN(z)upN 〉 − 〈ulN , R̂N (z)upN 〉) + (〈ulN , R̂N (z)upN〉 − E[〈ulN , R̂N(z)upN 〉])
+ (E[〈ulN , R̂N(z)upN 〉]−
1
θj
δlp))
=
√
N(〈ulN , R̂N(z)upN 〉 − E[〈ulN , R̂N (z)upN 〉]) +
√
N(E[〈ulN , R̂N(z)upN 〉]−
1
θj
δlp)
+
√
N(〈ulN ,RN (z)upN 〉 − 〈ulN , R̂N(z)upN 〉)
= GjN (ρj)lm +
1
θ4N
ul∗NM3u
m
N + oP (1),
where
√
N(〈ulN ,RN (z)upN 〉 − 〈ulN , R̂N(z)upN 〉) = oP (1) follows from Lemma 2.1 of
[40] and Lemma 5.1 in the Appendix. By Theorem 1.5, GjN (z) converges weakly in
finite dimensional distributions to the kj×kj matrix valued random field Γ(z) with
independent centered entries that are Gaussian. Since the difference betweenGjN (z)
and Ξj converges to a constant in probability, Ξj converges in finite dimensional
distributions to Γ(z) plus that constant. All that is left to check is that entries
have the announced variance.
First note that:
Π(ρj , ρj) =
(
g(ρj)
2 − g′(ρj)
)
=
(
− 1
θ2
+
1
θ2 − σ2
)
(
−θ
2 + σ2 − θ2
θ2(θ2 − σ2)
)
=
(
σ2
θ2(θ2 − σ2)
)
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So we conclude:
lim
N→∞
E[Re(Γlp(z1))Re(Γlp(z2))] =
(δlp + 1)(ρ+ 1)
2
(
σ2
θ2(θ2 − σ2)
)
lim
N→∞
E[Re(Γlp(z1)) Im(Γlp(z2))] = 0
lim
N→∞
E[Im(Γlp(z1)) Im(Γlp(z2))] =
(1− δlp)(1 − ρ)
2
(
σ2
θ2(θ2 − σ2)
)
Multiplying by (cθ/g
′
σ(ρ))
2 =
(
θ2
θ2−σ2
)2
(θ2 − σ2)2 gives the desired variance.

5. Appendix
Proof of Lemma 2.1. We will prove the first estimate, at the end of the proof
we note that the other two estimates can be proved similarly. We apply the
resolvent identity (2.7) and decoupling formula (2.8) to
∑
k E[R12R1kRkk] and∑
k E[R12]E[R1kRkk]. After estimating error terms we study the difference of∑
k E[R12R1kRkk] and
∑
k E[R12]E[R1kRkk].
z
∑
k
E[R12R1kRkk] = E[
∑
l,k
X1lRl2R1kRkk] (5.1)
In the decoupling formula, (2.8), the second cumulant term is
=
σ2
N
∑
k
E[((R2N )12 +Tr(RN )R12)R1kRkk + (R
2
N )2kR11Rkk + (R
2
N )12R1kRkk
+ (R2N )2kR1kRk1 + (R
2
N )2kR1kR1k]
=
σ2
N
∑
k
E[Tr(RN)R12R1kRkk] +O
( | Im(z)|−4
N1/2
)
We used (2.6) to estimate the error.
Each of the third cumulant terms will have 3 l’s and 3 k’s in the matrix subscripts.
For example:
1
N3/2
∑
k,l
κ3,1lRllE[R11Rl2R1kRkk] =
1
N3/2
E[
∑
l
κ3,1lRllR11Rl2
∑
k
R1kRkk].
Using (2.6) the absolute value of this term is bounded by O
(
| Im(z)|−5
N1/2
)
. All the
third cumulant terms can be bounded in the same manner except:∣∣∣∣∣∣ 1N3/2
∑
k,l
κ3,1lRllR12R11RlkRkk
∣∣∣∣∣∣ ≤
∣∣∣∣ KN3/2R12R11R(D)N RNR(D)N
∣∣∣∣
≤ K
N3/2
| Im(z)|−2‖R(D)N ‖‖RN‖‖R(D)N ‖ = O
( | Im(z)|−5
N1/2
)
,
where R(D) is the N-dimensional vector with R
(D)
i = Rii.
The fourth cumulant terms are of the form∣∣∣∣∣∣ 1N2
∑
l,k
κ4,1lRkaR∗∗R∗∗R∗∗R∗∗R∗∗
∣∣∣∣∣∣ ≤ K| Im(z)|
−5
N
∑
k
|Rka| = O
( | Im(z)|−6
N1/2
)
,
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where a ∈ {1, 2, l}. A similar argument works for the fifth cumulant terms, using
that κ5,1l ≤ constN1/4.
Finally the truncation term is the sum ofN2 terms, each bounded by | Im(z)|−8N−5/2.
Applying the above estimates to (5.1) leads to:
z
∑
k
E[R12R1kRkk] = σ
2
∑
k
E[trN (RN)R12R1kRkk] +O
(
P8(| Im(z)|−1)
N1/2
)
.
(5.2)
Now we apply the resolvent identity (2.7) to the other term of interest.
z
∑
k
E[R12]E[R1kRkk] =
∑
k
E[R12]E[Rkkδk1 +
∑
l
X1lRlkRkk].
Before applying the decoupling formula note that by (2.2)
|E[R12]E[R11]| ≤ P6(| Im(z)|
−1)
N
The second cumulant term is:
σ2
N
∑
l,k
E[R12]E[(Rl1Rlk +RllR1k)Rkk +Rlk(Rk1Rlk +RklR1k)]
=
σ2
N
∑
k
E[R12]E[Tr(RN )R1kRkk] +O
( | Im(z)|−4
N1/2
)
The higher order terms can be bounded as before leading to:
z
∑
k
E[R12]E[R1kRkk] = σ
2
∑
k
E[R12]E[trN (RN )R1kRkk] +O
(
P8(| Im(z)|−1)
N1/2
)
(5.3)
Taking the difference of (5.2) and (5.3) and subtracting
∑
k σ
2E[trN (R)]E[R1kRkk(R12−
E[R12])] from both sides of the equation leads to:
(z − σ2E[trN (RN )])
∑
k
E[R1kRkk(R12 − E[R12])]
= σ2
∑
k
E[trN (RN )R12R1kRkk]− σ2
∑
k
E[R12]E[trN (RN )R1kRkk]
− σ2E[trN (RN)]
∑
k
E[R1kRkk(R12 − E[R12])] +O
(
P8(| Im(z)|−1)
N1/2
)
= σ2
∑
k
E[(trN (RN )− E[trN (RN )])R1kRkk(R12 − E[R12])] +O
(
P8(| Im(z)|−1)
N1/2
)
Therefore,
|(z − σ2E[trN (RN )])
∑
k
E[R12(R1kRkk − E[R1kRkk])]|
≤ σ2
∑
k
| Im(z)|−2V(R12)1/2V(trN (RN ))1/2 +O
(
P8(| Im(z)|−1)
N1/2
)
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which implies
|
∑
k
E[R12(R1kRkk − E[R1kRkk])]| ≤ P9(| Im(z)|
−1)
N1/2
,
where we use the bound |(z − σ2E[trN (RN )])−1| ≤ | Im(z)|−1.
The second estimate is proved in the same manner, beginning with the resolvent
identity (2.7) zRk2 = (δk2 +
∑
lRklXl2).
Similarly, to study
∑
k E[R2kR
2
1k] we apply the resolvent identity (2.7) z
∑
k R2kR
2
1k =
R212+
∑
l,kX2lRlkR
2
1k and to study
∑
k E[R2k]E[R
2
1k] we apply z
∑
k E[R2k]E[R
2
1k] =
E[R2k]E[
∑
l,kX1lRlkR1k] + E[
1
zR21]E[R11] and proceed as in the proof of (2.10)

5.1. Removal of Diagonal Terms. In this section we truncate the entries ofWN
and remove the diagonal elements that are not relevant in the limiting distribution
of u∗NRN(z)vN . In this procedure we will consider arbitrary unit vectors uN and
vN in order to change the assumption of five finite moments to the optimal four
finite moments in [44]. Because conjugating a Wigner matrix by a permutation
matrix gives a Wigner matrix we can without loss of generality assume that there
exist some finite m such that the entries of uN and vN that do not go to zero are in
the first m <∞ coordinates for all N . In what follows we will set all the diagonal
elements Wii for i > m equal to zero.
We note that the results [44] show that the diagonal entries of WN cannot be
removed without effecting the limiting distribution if the ‖‖∞ of uN and vN do not
go to zero.
We begin by noting that Lemma 2.1 of [40] allows us to replaceWN with another
Wigner matrix whose first 2 moments match but its entries are bounded by ǫN
√
N
for some ǫN that goes to 0. For the remainder of the section we assume that we
are working with the new matrix.
Lemma 5.1. Let XN =
1√
N
WN be a random real symmetric (Hermitian) Wigner
matrix defined in (1.1-1.6) (respectively (1.8-1.10)). Let uN ,vN be a sequence of
orthogonal N dimensional unit vectors such that (uN )i, (vN )i → 0 for all i > m
and some m <∞. Let diagm(XN ) be the diagonal matrix such that diagm(XN )ii =
(XN )ii for i > m and 0 otherwise and R̂N (z) := (zIN − (XN − diagm(XN )))−1
√
N(u∗NRN (z)vN − u∗NR̂N(z)vN )→P 0.
Proof. Let ǫ > 0. We begin by noting that by Proposition 2.1 of [40] the event
Ω := {XN
∣∣‖XN‖ < 2σ+ ǫ} has measure going to one as N →∞. So it is sufficient
to prove convergence on this event.
Then using the resolvent identity
√
N(u∗NRN (z)vN − u∗NR̂N(z)vN ) =
√
N(u∗NRN(z)diagm(XN )R̂N(z)vN )
=
∑
i>m
(
u∗NR(z)
)
i
Wii
(
R̂(z)vN
)
i
Let Ω′ := {XN
∣∣‖XN − diagm(XN )‖ < 2σ+ ǫ+ ǫN} and note that Ω ⊆ Ω′. The set
Ω′ is useful because the resolvent RiiN (x) (defined below) for real x > 2σ + ǫ + ǫN
is bounded by (x − (2σ + ǫ+ ǫN ))−1.
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We now show the above term goes to zero in L2.
E
∣∣∣∣∣∑
i>m
(
u∗NR(z)
)
i
Wii
(
R̂(z)vN
)
i
∣∣∣∣∣
2
1{Ω}
 ≤ E
∣∣∣∣∣∑
i>m
(
u∗NR(z)
)
i
Wii
(
R̂(z)vN
)
i
∣∣∣∣∣
2
1{Ω′}

=
∑
i>m
E
[∣∣∣(u∗NR(z))
i
Wii
(
R̂(z)vN
)
i
∣∣∣2 1{Ω′}] (5.4)
+
∑
i6=j>m
E
[((
u∗NR(z)
)
i
Wii
(
R̂(z)vN
)
i
)((
v∗NR̂(z)
)
j
Wjj
(
R(z)uN
)
j
)
1{Ω′}
]
(5.5)
Let R
(ii)
N (z) = (zIN − (XN − eiXiie′i))−1. Applying (3.6) gives
RN (z)ei = (zIN − (XN − eiXiie′i)− eiXiie′i)−1ei
= R
(ii)
N (z)ei(1−Xii(e′iR(ii)N (z)ei))−1
Let βi := (1−Xii(e′iR(ii)N (z)ei))−1.
We bound (5.4) by:∑
i>m
E[|(u∗NR(z))iWii(R̂(z)vN )i|21{Ω′}]
=
∑
i>m
E[|(u∗NR(ii)(z))iWii(R̂(z)vN )iβi|21{Ω′}]
=
∑
i>m
E[W 2ii]E[|(u∗NR(ii)(z))i(R̂(z)vN )i|21{Ω′}] (5.6)
− E[|(u∗NR(ii)(z))iWii(R̂(z)vN )i|2(1− |βi|2)1{Ω′} ] (5.7)
The first part of this equation (5.6) is bounded by∑
i>m
E[W 2ii]E[|(u∗NR(ii)(z))i(R̂(z)vN )i|21{Ω′}]
≤ max
i
E[W 2ii]
∑
i>m
∑
k>m
E[|(u∗NR(ii)(z))iR̂ikvk|21{Ω′}] +
∑
k≤m
E[|(u∗NR(ii)(z))iR̂ikvk|21{Ω′}]

≤ C
(
max
k>m
|vk|2
∑
k>m
E[|(u∗NR(ii)(z)Im+1R̂(z))k|21{Ω′}] + Cmmax
k≤m
E[max
i>m
|R̂ikvk|21{Ω′}]
)
The first term of this term converges to zero because vk → 0 for all k > m. The
second term converges to zero because the E[maxi6=kR̂ik1{Ω′}] converges to zero,
indeed starting from the following identity for an off-diagonal resolvent entry (see
for example [23])
R̂ik = R̂iiR̂
(i)
kk(Xik +w
∗
i R̂
(ik)wk)
Let ǫ˜ > 0. Using E[w∗i R̂
(ik)wk] = 0 and Markov’s inequality gives that
P(|w∗i R̂(ik)wk| > ǫ˜) ≤
E[|w∗i R̂(ik)wk|4]
ǫ˜4
≤ ǫN
Nǫ˜4
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then using the crude bound on R̂ii
P(maxi>m|R̂ik| > ǫ˜) ≤ P(maxi>mC|Xik +w∗i R̂(ik)wk| > ǫ˜)
≤ C(P(maxi>mC|Xik| > ǫ˜) +NP(C|w∗1R̂(1k)wk| > ǫ˜))
→ 0.
Along with the fact that |R̂ik(z)|1{Ω′} is bounded shows that E[maxi>mR̂ik1{Ω′}]
goes to zero and hence (5.4) goes to zero as N →∞.
The second term (5.7) converges to zero because:
(1− βi)1{Ω′} =
XiiR
(ii)
ii (z)
1−XiiR(ii)ii (z)
1{Ω′} ≤ KǫN (5.8)
and the sum over the rest of the terms is bounded.
To bound the cross terms in (5.5), we begin by defining R
(ii,jj)
N (z) := (zIN −
(XN − e′iXiiei − e′jXjjej))−1 and βj,i := (1 − Xjj(e′jR(ii,jj)N (z)ej))−1. Applying
(3.6) twice leads to
RN (z)ei = R
(ii)
N (z)eiβi
= βi
(
R
(ii,jj)
N (z)ei −XjjR(ii,jj)N (z)e′jejR(ii,jj)N (z)eiβj,i
)
Applying this expansion to (5.5):∑
i6=j>m
E[((u∗NR(z))iWii(R̂(z)vN )i)((v
∗
N R̂(z))jWjj(R(z)uN )j)1{Ω′}]
=
∑
i6=j>m
E[βi
(
u∗NR
(ii,jj)
N (z)ei −Xjju∗NR(ii,jj)N (z)eje′jR(ii,jj)N (z)eiβj,i
)
Wii(R̂(z)vN )i(
(v∗N R̂(z))jWjj(R
(jj)(z)uN )j
)
1{Ω′}]
=
∑
i6=j>m
E
[
βi
( (
u∗NR
(ii,jj)
N (z)
)
i
Wii
(
R̂(z)vN
)
i
(v∗N R̂(z))jWjj(R
(jj)(z)uN )j
−Xjj
(
u∗NR
(ii,jj)
N (z)
)
j
R
(ii,jj)
ji (z)βj,iWii(R̂(z)vN )i
(
v∗N R̂N(z)
)
j
Wjj(R
(jj)(z)uN )j
)
1{Ω′}
]
The first term is estimated by:∑
i6=j>m
E
[
βi
(
u∗NR
(ii,jj)
N (z)
)
i
Wii
(
R̂(z)vN
)
i
(
v∗NR
(jj)
N (z)
)
j
Wjj
(
R̂(z)uN
)
j
1{Ω′}
]
=
∑
i6=j>m
E[Wjj ]E
[(
u∗NR
(ii,jj)
N (z)
)
i
Wii
(
R̂(z)vN
)
i
(
v∗NR
(jj)
N (z)
)
j
(
R̂(z)uN
)
j
1{Ω′}
]
+
∑
i6=j>m
E
[
(1− βi)
(
u∗NR
(ii,jj)
N (z)
)
i
Wii
(
R̂(z)vN
)
i
(
v∗NR
(jj)
N (z)
)
j
Wjj
(
R̂(z)uN
)
j
1{Ω′}
]
The first term is zero because E[Wjj ] = 0 and the second converges to zero using
(5.8).
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The second term is estimated by∣∣∣∣∣∣
∑
i6=j>m
E
[
βiXjj
(
u∗NR
(ii,jj)
N (z)
)
j
R
(ii,jj)
ji (z)βj,iWii(R̂(z)vN )i
(
v∗NR
(jj)
N (z)
)
j
Wjj(R̂(z)uN )j1{Ω′}
]∣∣∣∣∣∣ ≤∣∣∣∣∣∣E
 1√
N
∑
i>m
βiWii(R̂(z)vN )i
∑
j 6=i>m
Wjj
(
u∗NR
(ii,jj)
N (z)
)
j
R
(ii,jj)
ji (z)βj,i
(
v∗NR
(jj)
N (z)
)
j
Wjj(R̂(z)uN )j1{Ω′}
∣∣∣∣∣∣
Then we proceed as before, using (5.8) to replace βi with 1 and then using inde-
pendence of Wii and that its expectation is 0.

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