Abstract. The hard square lattice gas model on a square lattice is known to undergo a continuous phase transition from a low density fluid-like phase to high density phase with columnar or smectic order. We estimate the critical activity z c by calculating, within an approximation scheme, the interfacial tension between two differently ordered columnar phases, and then setting it to zero. The approximation scheme allows for the ordered phases to have multiple defects and the interface between the ordered phases to have overhangs. We estimate z c = 105.35, which is in good agreement with existing Monte Carlo simulation results of z c ≈ 97.5, and is an improvement over earlier best estimates of z c = 54.87 and z c = 135.63.
Introduction
The study of entropy driven transitions in the 2 × 2 hard square lattice gas model, or equivalently the 2-NN model in which a particle excludes the nearest and next-nearest neighbor from being occupied by another particle, has a long history dating back to the 1950s [1] [2] [3] [4] [5] [6] [7] . The hard square model is known to undergo a continuous transition from a disordered fluid-like phase to an ordered phase with columnar order as the density ρ or activity z is increased. The best numerical estimates for the critical behavior, obtained from large scale Monte Carlo simulations, are critical activity z c ≈ 97.5, critical density ρ c ≈ 0.932, and critical exponents belonging to the Ashkin Teller universality class with critical exponents ν ≈ 0.92, β/ν = 1/8 and γ/ν = 7/4 [8] [9] [10] [11] . Unlike the hard hexagon model [12] , the hard square model is not exactly solvable. Different analytic and rigorous methods have been used to estimate the critical parameters over the last few decades [2, [13] [14] [15] [16] [17] [18] [19] [20] . The estimates for z c and ρ c obtained from different methods are summarized in table 1. Analytical approaches like high density expansion [2, 14] , Florytype approximations [19] , density functional theory [15, 16] , etc., result in estimates that underestimate the critical activity by more than a factor of 7. Calculations based on estimating the interfacial tension [17, 18] between two ordered phases have been more successful. By utilizing the mapping of the hard square model to the antiferromagnetic Ising model with next nearest neighbor interactions, a fairly good estimate z c = 135.63, that overestimates the critical activity, was obtained, but it is not clear how this approach may be extended [17] . In a recent paper [18] , we introduced a systematic way of determining the interfacial tension as an expansion in number of defects in the perfectly ordered phase. While including a single defect improves the estimates for the critical parameters (z c = 52.49), the calculation of the two-defect contribution appears to be too difficult to carry out. We also estimated the effect of introducing overhangs of height one in the interface for defect-free phases (z c = 54.87). However, it is not clear how defects and overhangs may be combined in a single calculation. In this paper, we determine the interfacial tension using a pairwise approximation, similar to that used in liquid state theory. This approximation scheme allows us to take into account multiple defects as well as overhangs. By determining the activity at which this interfacial tension vanishes, we estimate z c = 105.35, in reasonable agreement with numerical results (z c ≈ 97.5), and which is a significant improvement over earlier estimates.
The hard square model on the square lattice has been studied in different contexts. It is the prototypical model to study phases with columnar, smectic or layered order in which translational invariance in broken in some but not all the directions. Examples of systems showing such ordered phases include liquid crystals [21] , adsorbed atoms or molecules on metal surfaces [22] [23] [24] [25] [26] , etc. Columnar phases have also been of recent interest in different hard core lattice gas models. The hard rectangle gas shows a nematic-columnar phase transition, in addition to isotropic-nematic and columnarsublattice transitions [27, 28] . Of these, in the limit of infinite aspect ratio, only the nematic-columnar transition survives at a finite packing density [29, 30] . Generalized In this paper models consisting of a mixture of hard squares and dimers [9] or interacting dimers [31] also show a columnar phase. The presence of a columnar phase has also been shown to result in the k-NN model, in which the excluded volume of a particle is made up of its first k next nearest neighbors, undergoing multiple entropy driven phase transitions with increasing density [32, 33] . The study of columnar phases has also been of recent interest in quantum spin systems [11, [34] [35] [36] [37] . The hard square system has also found application in modeling adsorption [22, 23] , in combinatorial problems and tilings [38] [39] [40] , and has been the the subject of recent direct experiments [41, 42] . The remainder of the paper is organized as follows. In section 2, we define the model precisely and outline the steps in the calculation of the interfacial tension between two ordered columnar phases. The calculation involves determining the eigenvalue of a transfer matrix T , which is computed in section 3. In section 4 the different quantities determining the largest eigenvalue of T are computed by calculating exactly the partition function of hard squares on tracks made up of 2 and 4 rows with appropriate boundary conditions. The results for the interfacial tension are obtained in section 5. We end with a summary and discussion in section 6.
Model and Outline of Calculation
Consider a square lattice of size N x × N y . The sites may be occupied by particles that are hard squares of size 2 × 2. The squares interact through only excluded volume interaction i.e. two squares can not overlap but may touch each other. We associate an activity z to each square.
At low activities z or equivalently at low densities ρ, the system is in a disordered phase. For activities larger than critical value z c , the system is in a broken-symmetry phase with columnar order, which we define more precisely below. Let the lower left corner of a square be denoted as its head. In the columnar phase, the heads preferentially (a) (b) Figure 1 . Snapshot of a equilibrated configuration of system of hard squares with activity z = 110.0, corresponding ρ ≈ 0.937. These parameters correspond to the system being in an ordered phase. A square is colored blue or green depending on whether its head (bottom left point) is in even or odd (a) row and (b) column. The dominance of one color in (a) implies that the system is a row-ordered phase. The snapshot was generated using Monte Carlo simulation using the cluster algorithm introduced in [43, 44] .
occupy even or odd rows with all columns being equally occupied, or preferentially occupy even or odd columns with all rows being equally occupied. An example of a row-ordered phase is shown in figure 1 . The snapshot of a equilibrated configuration is shown in two different representations. When the squares are colored according to whether their heads are in even or odd rows [see figure 1(a)], one color is predominantly seen. However, when the same configuration is colored according to whether the heads of the squares are in even or odd columns [see figure 1(b)], then both colors appear in roughly equal proportion. There are clearly 4 ordered phases possible.
The aim of this paper is to estimate the critical activity z c and critical density ρ c separating the disordered phase from the ordered columnar phase. To do so, we determine, within an approximation scheme, the interfacial tension σ(z) between two differently ordered columnar phase and equate it to zero to obtain the transition point. Consider boundary conditions where the left edge of the square lattice is fixed to the occupied by squares with heads in even row and the right edge is fixed to be occupied by squares in odd row. For large z, this choice of boundary condition ensures that there is an interface running from top to bottom separating a left phase or domain constituted of squares predominantly in even rows from a right phase or domain constituted of squares predominantly in odd rows. A schematic diagram of the interface is shown in figure 2 . We will refer to the two phases as left and right phases or domains from now on. Let Z (0) be the partition functions of the system without an interface and Z (I) be the partition function when an interface I is present. The interfacial tension σ(z) is 0000 0000 0000 0000 0000 0000 0000 0000 defined as
As the interactions between the squares are only excluded volume interactions, the partition function in the presence of an interface may be written as a product of partition function of the left and right phases, i.e.
where
R denote the partition functions of the left and right phases in the presence of an interface I. It is not possible to determine Z
In what follows, we calculate these partition functions within certain approximations.
First, we assume that the interface between the left and right phases is a directed walk from top to bottom, ie the interface does not have any upward steps. We define the position of the interface to be the right boundary of the rightmost squares of the left phase. The interface is denoted by η i as shown in figure 2. We also define ξ i to the left most position that a square in the right phase may occupy on row i, as shown in figure 2 . Clearly,
Given an interface, we compute the partition function within an approximation. The simplest approximation is it to write the partition function as a product of partition functions of tracks of width two, corresponding to two consecutive rows. This approximation has the drawback that the ordered left and right phases do not have any defects, where the squares of wrong type i.e. odd squares in left or even phase and even squares in the right or odd phase will be called defects (denoted by yellow in figure 2 ). The calculation of interfacial tension then reduces to the special case of zero-defects of [18] . The simplest approximation that allows defects to be present is the pairwise approximation, where the partition function is written as a product of N y /2 partition functions of tracks of width four, made up of four consecutive rows. We write
where ω 2 ( 1 , 2 ) is the partition function of a track of width 4 where first two rows are of length 1 and third and fourth rows of length 2 , and L( ) is the partition function of a track of width 2 where both rows have length . The superscripts (L) and (R) denote left and right phases. The choice of the denominator is motivated by the fact that in the absence of defects,
. In this case, the overall partition function should reduce to a product over L's, and the choice of the denominator ensures this. The partition functions for the left and right phases are different, and also not the same as the partition function of the system without an interface, because the presence of the interface imposes introduces constraints on the positioning of squares near the interface. The constraints are as follows. For the left partition function ω (L) 2 ( 1 , 2 ), there must be even squares (non-defects) present whose right edges are aligned with the position of the interface in both sets of two rows each corresponding to 1 and 2 . This is because the position of the interface has been defined as the right edge of the rightmost square of the left phase. For the right partition function ω (L) 2 ( 1 , 2 ), the constraint is that there must at least one odd square (non-defect) between the interface and the left-most defect square. Otherwise, the interface can be redefined to include the defect square into the left phase. In addition, there is the question of whether defects can be placed between 1 and 2 for the left and right phases. Placing defects here is equivalent to allowing the interface to have overhangs. To prevent overcounting, we will disallow such defects for the left phase, but allow them for the right phase. Equivalently, a defect in the left phase may be placed only in the region to the left of min( 1 , 2 ), and a defect in the right phase can be placed to the right of min(
It is convenient to shift to a notation where (see figure 3 )
Then, the partition function Z (L) , Z (R) and Z (0) may be rewritten as
(b) For large , the partition functions Ω 2 and L diverge exponentially with the system size. We define
and
Note that we have used the same exponential factor for all Ω 2 (as well as for all L), since the free energy is independent of constraints arising from the boundary conditions. It is easy to determine a
and a
in terms of a 1 . In the left domain, for a track of width 2, the constraint is that the rightmost square must touch the interface. This means that
1 . In the right domain, defects cannot be present in a track of width 2, and hence there are no constraints, implying that
Using the asymptotic forms for the partition functions, the partition functions of the left [see (8) ] and right [see (9) ] phases may be rewritten as
Using the relations 2 min(m, n) = m + n − |m − n| and 2 max(m, n) = m + n + |m − n|, taking product of Z (L) and Z (R) and simplifying, we obtain
Likewise, the partition function of the system without an interface [see (10) ] may be written for large N x as
Knowing the partition functions (21) and (22), the interfacial tension in (1) may be expressed in terms of a's, λ 1 and λ 2 as
We note that all arguments are in terms of differences between consecutive η i 's or ξ i 's. It is therefore convenient to introduce new variables
In terms of these new variables, it is straightforward to derive
where θ(x) is the Heaviside step function defined as θ(x) = 1 for x ≥ 0 and θ(x) = 0 for x < 0. In terms of these new variables η i , the interfacial tension (23) may be rewritten as
where the sum over η i varies from −∞ to +∞. The summation over η i is not straightforward to do as they are not independent due to terms coupling η i and η i+1 . To do the sum, we define an infinite dimensional transfer matrix T with coefficients
Let Λ 2 be the largest eigenvalue of the transfer matrix T . For large N y , we may then write (26) as
At the transition point, σ vanishes, and the critical activity z c therefore satisfies the relation λ
where Λ 2 depends on a
2 . These unknown parameters are calculated exactly in section 3 and section 4.
Calculation of Eigenvalue of T
In this section, we determine the largest eigenvalue of the transfer matrix T with components as defined in (27) . Let the largest eigenvalue of T be denoted by Λ 2 corresponding to an eigenvector Ψ with components ψ i , i = −∞, . . . , ∞. In component form, the eigenvalue equation is
Substituting for T from (27), we obtain
First consider the case for i ≥ 0. Equation (31) may be re-written as
Since ψ 0 = 1, from (33) with i = 0, we immediately obtain the eigenvalue Λ 2 to be
with components of the eigenvector being
Now, consider the case i < 0. In terms of ψ i , (32) may be written as
Substituting ψ j for j ≥ 0, from (36), we obtain
where, the function F (i) is defined as
The solution to (38) 
which is consistent with (35) , and
Equation (35), (36), and (41) 2 (∆), it is convenient to define three quantities
Solving for β in (34) and (35) by substituting for ψ i from (41) and (36) respectively, we obtain
Equating (45) and (46) to eliminate β, we find that Λ 2 satisfies the quadratic equation
whose largest root is
The largest eigenvalue may be further simplified using
After simplification we get the largest eigenvalue
with k 3 as in (44) and k as in (50). 
Calculation of Partition Functions of Tracks

Partition function of track of width 2
In this section, we determine the asymptotic behavior of the partition function L( ) of a track of width 2 and length [the shape of the track is shown in figure 3(b) ]. We define the generating function
where the power of √ y is the number of sites present in the system. The recursion relation obeyed by G 1 (y) is shown diagrammatically in figure 4 and can be written as
which may be solved to give
Let y 1 be the smallest root of the denominator 1 − y − zy 2 of (54), i.e.
By finding the coefficient of y for large , it is straightforward to obtain
Partition functions for tracks of width 4
In this section we determine the partition functions of tracks of width 4 without any constraints. The shape of a generic track of width 4 is characterized by parameters and ∆, and is shown in figure 3 (a) . Calculating these partition functions will allow us to determine a 2 (∆) as defined in (11). Consider the following generating function.
where the power of √ y is the number of sites in the system. G 2 (y, 0) and G 2 (y, 1) obey simple recursion relations which are shown diagrammatically in figure 5 . In equation form, they are
where z D is the activity associated with each defect square. These relations are easily solved to give
Let y 2 be the smallest root of f (y) = 0. For very large , we may write Ω 2 ( , ∆) as
Calculating coefficient of y 2 +∆ , the prefactor a 2 (∆) for ∆ = 0, 1 is obtained to be We now consider ∆ ≥ 2. The recursion relation obeyed by Ω 2 ( , ∆) for ∆ ≥ 2 is shown diagrammatically in figure 6 , and may be written mathematically as
We define the generating function
Multiplying (67) by x ∆ and summing from 2 to ∞, we obtain a linear equation obeyed by F ( , x) which is easily solved to give
where Ω 2 ( , 0) and Ω 2 ( , 1) have already been determined [see (61), (62)]. F ( , x) has two simple poles at
Expanding the denominator about its two roots x ± , we determine Ω 2 ( , ∆) by calculating the coefficient of x ∆ . We obtain
In this section, we calculate the pre-factor a
2 (∆) that characterizes the asymptotic behavior of the partition function of track of width 4 [see (12) ] for the left phase. The left phase has the constraint that the right edge of the rightmost square must touch the interface [see discussion in the paragraph following (6) where the factor z 2 accounts for the two squares adjacent to interface. Once these two squares are placed the occupation of the rest of the track has no constraints and hence enumerated by Ω 2 ( − 2, ∆). Using (73), (12) and (63), for very large we obtain
where a 2 (∆) is given in (71).
Calculation for a (R) 2 (∆)
In this section, we calculate a (R) 2 (∆) for ∆ ≥ 0, as defined in (13) . Consider the track labeled by (ξ i , ξ i+1 ) [see figure 2 ]. The constraint on the right phase is that a defect is allowed to be present only to to the right of min(ξ i , ξ i+1 ) and there must be at least one non-defect square present to its left [see discussion in the paragraph following (6) figure 7 and may be written as
Using the asymptotic expressions for the partition functions as given in (11) and (13), we obtain two linear equations for a 
Now consider ∆ ≥ 2. The recursion relation obeyed by Ω
2 ( , ∆) for ∆ ≥ 2 may be written as Ω where Ω 2 ( , ∆) is the partition function for a generalization of the shape for Ω
2 ( , 1) in the left hand side of figure 7 . The lack of the subscript (R) means that there are no constraints. The first term in the right hand side of (79) corresponds to placing vacancies in first column, and the second term to a non-defect square being placed. Ω (R) 2 ( , ∆ − 1) in the right hand side of (79) may be iterated further to yield
To solve (80), consider the generating function G 2 (y, ∆) defined as
where power of √ y gives total number of sites in the system. The diagrammatic representation of the recursion relation obeyed by G 2 (y, 1) is shown in figure 8 and may be written as
where z D is the activity associated with each defect, and G 2 (y, 0) and G 2 (y, 1) are as in (61) and (62). The generating function G 2 (y, 1) is then easily solved to give
For large the partition function may be written asymptotically as
Calculating the coefficient of y 2 +3/2 from (83) and using (84), we obtain the prefactor
Now calculate the partition function Ω 2 ( , ∆) for ∆ ≥ 2. The diagrammatic representation of the recursion relation obeyed by the partition function Ω 2 ( , ∆) for ∆ ≥ 2 is shown in figure 9 and may be written mathematically as
e Ω 2 (ℓ,∆ − 2) We define the generating function
Multiplying (86) by t ∆ and performing summation over ∆ from 2 to ∞, we obtain a linear equation obeyed by H( , t) which is solved to give
H( , t) has two simple poles determined by the roots of the quadratic equation
Expanding the denominator about t ± and calculating the coefficient of t ∆ , we get the expression for Ω 2 ( , ∆) and using (84) the prefactor is obtained to be
We now return to (80) and replace the partition functions Ω
2 ( , ∆) and Ω 2 ( , i) by their asymptotic forms given in (13) and (84) respectively, and do the summation over Ω 2 ( , i) from i = 0 to (∆ − 2), to obtain the prefactor where
Results
In this section we determine the interfacial tension σ(z) between two ordered phases as a function of the activity z. From (28), σ(z) may be written as
where Λ 2 , λ 1 , a 1 and a 2 (0) are as in (51), (57), and (65). Λ 2 depends on a
2 (∆) and a (R) 2 (∆), which in turn have been calculated in (74) and (92). We also set z D = z, where z D is the activity of a defect.
The variation of σ(z) with activity z is shown in figure 10 . It decreases monotonically with decreasing z and becomes zero at a finite value of z, which will be our estimate of the critical activity z c . We find that z c = 105.35 for the interface with overhangs. As a check for the calculation, we confirm that if we set z D = 0, then we obtain the results for the estimated z c in the absence of defects [18] . The result for z c compares well with the numerical estimate from Monte Carlo simulations of z c ≈ 97.5 [see table 1 ].
The occupied area fraction or density ρ may be calculated from the partition function Z (0) as:
where the factor 4 accounts for the area of a square. Substituting for Z (0) from (22), the density ρ in (94), in the thermodynamic limit N x → ∞, N y → ∞, reduces to
We thus obtain the critical density to be ρ c = 0.947. This estimate compare well with the Monte Carlo results of ρ c ≈ 0.932 [see table 1 ].
Conclusion
In this paper, we estimated the transition point of the disordered-columnar transition in in the hard square model by calculating the interfacial tension between two ordered phases within a pairwise approximation. This calculation allows for multiple defects to be present as well as the interface to have effective overhangs. We obtain the critical activity z c = 105.35 and critical density ρ c = 0.947, which agrees reasonably with the numerically obtained results of z c ≈ 97.5 and ρ c ≈ 0.932. Our estimate for the critical activity is a considerable improvement over earlier estimates based on many different approaches [see table 1 ].
We calculated the prefactor a (R) 2 (∆) by allowing defects to be present as overhangs [see section 4.4] . The calculation can be repeated when defects are present only in regions which do not correspond to overhangs. This corresponds to a defect in the right phase being present only to the right of max(ξ i , ξ i+1 ) [see figure 2 ]. This calculation leads to an estimate of z c = 43.28, which is about half the value of the numerical result of z c ≈ 97.5. The decrease in the value of z c on excluding overhangs is consistent with the fact that the entropy of the system with interface decreases while the entropy of the system without interface remains unchanged. We, thus, conclude that the presence of overhangs in the interface is important for the calculation of interfacial tension.
A similar analysis for determining the phase boundary may be done for other kind of systems, which show a transition from disordered to columnar ordered phase with increasing density. The mixture of hard squares and dimers [9] shows such a transition, and so does the system of (d × 2) hard rectangles [18, 29, 30] . It would be interesting to see whether the approximation scheme used in this paper is useful in obtaining reliable estimates for the phase boundaries in these problems.
