The distribution of points on a 2D domain influences the kinetics of its coverage when a growth law is attached at each point. This implies that the kinetics of space filling can be adopted as a descriptor of the degree of order of the initial point distribution. In this paper, the degree of order of an initial array of points has been changed following two paths: (i) from a regular square lattice, through increasing displacement assigned to each point, towards Poissonian disorder; (ii) from a Poissonian distribution, by introducing a hard core potential with increasing correlation lengths, towards a more ordered lattice. A linear growth law has been attached to the points of the initial array and the kinetics X(X e ), where X e is the extended coverage as defined in the Kolmogorov-Johnson-Mehl-Avrami model, has been monitored. The quantitative analysis has been performed by fitting the kinetics to an equation which we propose for the first time and which has proved to be, in fact, highly suitable for the purpose. The results demonstrate that the gross of variation from order to disorder is obtained for point displacements, u, of the order of a, the latter being the constant of a square lattice. Vice versa, the introduction of a correlation distance in a random distribution provokes at most an order limited to the first neighbors and no real order can ever be reached. Others descriptors have been investigated, all confirming our results. We also developed an analytical description based on the use of the f -functions, as have been defined by Van Kampen, up to the second order terms. Such a description has been shown to work well for u/a < 1 within an interval X e which depends on the value.
Introduction
Ubi non est ordo ibi est confusio or 'Where there is no order there is confusion'. Although this saying dates back to the 15th century, it is also frequently repeated nowadays. However, common sense would have it otherwise, there being many ways of classifying randomness [1] .
Indeed, the question of order made a comeback in thin film growth when the self-assembly of 'pseudo-atoms' or quantum dots (QDs) was discovered [2] , and nowadays the strict needs of technology require the QDs be arranged in perfect ordered arrays [3] .
We have tackled the issue of the transformation from an ordered arrangement of points towards their Poissonian distribution going across several intermediate states of randomness and, conversely, starting from a Poissonian distribution, thanks to the introduction of a hard core correlation, towards a 'certain' degree of order. To this end, we made use of different descriptors, highlighting analogies and differences between them. In particular, we stress the role of kinetics of filling of the domain where points lie, i.e. each point evolves into a disk which grows with a deterministic law x(t), the kinetics being given by: X(t) = | N 0 i=1 x i (t)|, where N 0 is the number of points.
Our points simulate, for example, nucleation centers in thin film growth, with the kinetics of disk evolution being nothing more than the kinetics of the fraction of the surface that is covered.
Two nucleation processes can be roughly envisaged: simultaneous and continuous. In the former, the nucleation rate is singular: it is a Dirac delta function; while the latter is characterized by a continuous function. Most of the experimental data regarding thin film growth are characterized by a fast nucleation rate, i.e. the nucleation is completed when the fractional surface coverage is only of few per cent. Accordingly, the nucleation rate can reasonably be considered as a Dirac delta function as we will keep to [4] .
We have studied the transition from a square array configuration of points (embedded in a host square lattice) to a Poisson distribution (PD). Moreover, starting from a PD of points, increasing spatial correlation through a hard core interaction, the behavior of the system has been investigated up to the jamming point. Incidentally, the latter is nothing less that the well-known random sequential adsorption (RSA) process [5] . These processes have been characterized mainly through the kinetics of fractional surface coverage, although other morphological descriptors, such as the distribution of the Voronoi tessellation, and the pair distribution function thereof, have been monitored. Finally, we have put into one to one correspondence the range of potential interactions of RSA and the parameter = u/a, with a being the lattice space and u the point displacement, which describes the degree of disorder which alters the array's regularity.
Results and discussion

From order to disorder
When a certain number of points is selected in space (of any dimension, here 2D) following some stochastic rules and each point is allowed to grow according to a deterministic temporal law, the space-filling kinetics is one of the possible quantities of interest. It is a well-established fact that if the stochastic process for selecting points is Poissonian, the kinetics of space filling is given by the Kolmogorov-Johnson-Mehl-Avrami (KJMA) formula [6] [7] [8] 
where X e is known, after Avrami, as extended covered space. As far as equation (1) is concerned, it is worth noting that, even in the case of the simultaneous nucleation, as considered here, limits in its applicability linked to the island shape exist. In particular, in the case of anisotropic growth (i.e. islands are not disks) with random spatial distribution and random orientation of the nuclei, equation (1) does not hold owing to the blocking effect [9] . Nonetheless, in the case of convex shape equation (1) holds provided the orientation of all the islands is the same. In the case of concave islands the blocking effect is always operative and equation (1) does not work anymore. By choosing ρ points simultaneously, if x(t) is the growth law, then X e (t) = ρx(t) in equation (1) . We recall that equation (1) is based on the Poisson process. Let us consider, for example, disks. At running time t all disks will have radius r(t). A generical point of the space, say Q, will not be transformed if no disks overlap it, conversely no points will lie in a circle of radius r(t) centered at Q. As the point Q is randomly chosen, the chance that no point belongs to the circle is e −ρπ r 2 , which, on the other hand, is the fraction of untransformed space. Introducing a spatial correlation among points, the simplicity of equation (1) is lost because the extended covered space is expressed through a series of correlation functions. In particular, on the basis of the theory developed in [10] , recently we proposed the following kinetic equation [11] 
where γ (x) =
f is a measure of the degree of spatial correlation (see below) and χ (x) is the Heaviside function.
Another quantity of interest, which we will discuss below, is the distribution function of the cells as a consequence of Voronoi tessellation at t = 0. A Poissonian process gives rise to a Voronoi tessellation of which Kiang provided the analytical formula for describing the tessera distribution size in 1D [12] . By empirical extension, the same formula has been used for dimensions higher than one. It is the standardized gamma distribution
where α = 3.5-3.6. Thus, equations (1) and (3) characterize the Poissonian distribution of points in space.
As far as equation (3) is concerned, being empirical in nature, it continues to be used, although its suitability gradually vanishes as the degree of correlation increases. It is a fact that spatial correlation induces (in the initial distribution of points) a certain degree of order, but it is also intuitive that the degree of order has a limit. In fact, this limit has to do with the RSA, according to which there is a maximum coverage of the space when one tries to cover it with 'D-spheres'. Concerning the question under discussion, the D-sphere is the disk (disk = 2-sphere) of correlation attached to each point. On the opposite side of the problem, there is a perfectly ordered distribution of points, i.e. a perfect lattice. The equations (1) and (3), in the case of square islands 3 , become very simple, in this case, respectively
where δ is the Dirac delta function. There is a simple and powerful way to write equation (4), namely
On the basis of equation (6), it is convenient to introduce a family of functions, that, as we will see, due to their versatility, will prove extremely useful for reproducing the kinetics of growth; they are
Thanks to these, equations (1) and (6) become respectively X = g 1 (X e ) and X = g ∞ (X e ). Increasing the disorder of the guest lattice and increasing the order of an initially PD of points, one covers two opposite paths that are asymmetric on the basis of what has been said above. In the following, we present a detailed study of these two paths in relation to the kinetics of coverage and the Voronoi tessellation of the initial spatial distribution of points. Although we confine our study to the 2D case, extension to higher dimensions is straightforward.
Let us start from a square lattice of points, in which a is the lattice constant, embedded into a host denser square lattice whose lattice constant is b. Each point can be moved in a random direction of a quantity = 2u/a equal for all points, where u = mb is the absolute displacement, a = nb and n, m ∈ N. Once the lattice has been disordered, we monitored the kinetics of coverage as a consequence of a constant growth law for the side of the square attached to each point (sometimes also called seed). In the following, we refer to these kinetics as order-disorder (OD). We also performed computer simulations by increasing the spatial correlation among nuclei starting from the PD, i.e. complete disorder. In particular, the interaction is modeled in the framework of the hard disk potential and, to this end, we introduce the quantity f = ξ 2 N 0 M 2 = ρξ 2 as a measure of the correlation degree. In this equation ξ is the range of the hard core potential, M is the linear size of the lattice, and N 0 and ρ are the number and the density of points, respectively. Incidentally, we recall that the f parameter, apart from a factor π , is the same constant which we named * in our previous papers [11, 13] . Moreover, it must be clear that a spatial distribution of points with the same f provides the same distribution of Voronoi tessellation. In the following, we refer to these kinetics as disorder-order (DO).
We have worked out many simulations as a function of and f quantities, and the kinetics are encompassed between g 1 and g ∞ .
To fit the simulated kinetics, we adopted an empirical approach (a posteriori a right choice). We have surmised that every kinetics was encompassed between g k and g k+1 , in accordance with the following linear combination of gs functions: Moreover, the value of k has been determined, a priori, by a trial and error procedure, in such a way that the sole fit parameter, c, was 0 ≤ c ≤ 1. The latter condition, it is important to stress, is satisfied only by a single k value.
To be clear, the linear combination (c, k)(X e ) densely covers the fraction of space included between the two curve equations (1) and (6) (yellow area, (top) in figure 1(a) ) when X e ∈ R, c ∈ [0, 1] and k ∈ N. The purple (bottom) area is the difference between complete order and Poissonian kinetics (see figure 1(a) ). Fits are very good indeed, and in figure 1 we report some OD (panel (b)) and DO (panel (c)) X(X e ) kinetics with relative statistical data. The differences between the kinetics and the g 1 (X e ) function, i.e. the kinetics of the random case, have been computed together with its integral over the whole kinetics: 1) ]dX e . The value k associated with the given kinetics has been determined by the linear combination k = ck + (1 − c)(k + 1) = k + (1 − c). In the case OD and DO transitions this descriptor is plotted as a function of and f , respectively.
In the spirit of the present method, we therefore determined the behavior of the c and k variables as a function of the displacement parameter (OD transition). The results are shown in figures 2(a) and (b), respectively. In the inset of figure 2(a) , the discontinuity at ≈ 0.7 is shown. Please note that other discontinuities are present but cannot be put in evidence because of the lack of lattice resolution. In figure 2 (b) the whole curve k versus is displayed with the best fit, using a power law. The behavior of the curve is well described by the power law k −1 ∝ −1.3 . As a matter of fact, k = 1 can be rewritten as k P , where P stands for Poisson (i.e. complete disorder), while is a quantity related to the degree of order ( = 0 perfect lattice, → ∞ Poissonian disorder). Thus, ≈ ( k − k P ) −ω , which is very similar to the behavior of the order parameter at the critical point in phase transitions; in other words ω plays the role of a critical exponent.
The behavior of c and k as a function of correlation degree, f , for the analytical kinetics equation (2), has also been studied (DO transition). The result is displayed in figure 3 , where c(f ) and k (f ) are shown in panel (a) and (b), respectively. We stress that at f ∼ = 0.44 and f ∼ = 0.64 the system undergoes a sharp transition in the c and k values, which is accompanied by a discontinuity of the derivative of the k function. Therefore, a 'kinetic' correspondence between OD and DO transitions can easily be established by using both δ (c,k) and k descriptors. The results are displayed in figure 4: panel (a), f versus ; panel (b), δ (c,k) versus . In figure 4 (b) the OD and DO kinetics are represented as solid and open symbols, respectively. Figure 4 (b) clearly shows the limit of ordering of the DO path connected to the hard core correlation. In fact, the hard core system cannot 'climb' the k versus curve above the point located at ≈ 0.5, namely, the limit of the jamming point. In other words, for the DO road the kinetic region characterized by δ (c,k) > 0.41 is inaccessible to the system. The corresponding kinetics show a strong non-linear behavior of versus f according to the power law f ∝ −1.55 ( figure 4(a) ).
The correspondence between and f kinetics is also highlighted through the number of connections C that each nucleus makes after the first impingement event at the end of the transformation, i.e. X = 1. The graph is computed at X = 1, and C ranges between C( → 0) = 4 (complete order) and C( → ∞) = 6 (complete disorder). Typical graphs are reported in figure 5 (a) for = 0 and 0.125 and the PD. The behavior of the quantityC = (C − 4)/2 as a function of is reported in figure 5 (b) and indicates that for f values below the jamming point ( figure 4(a) ) the number of connections is equal to C = 6 for both DO and OD roads. The behavior of this quantity matchesC = 1 − exp(− /L), with L = 0.0788. We stress that 5L = 0.394 is close to the equivalent displacement at the jamming point, i.e. C = 6 in the whole region of spanned by the DO route. Let us consider in more detail and in the framework of the approach presented here, the DO transition. As anticipated above, in previous papers we have studied the kinetics of transformation for hard disk interaction, by employing the correlation function approach [14] . The results of the computation actually lead to the approximate analytical expression equation (2) which is found to describe the kinetics fairly well.
The distribution functions, W(s), of the Voronoi tessellation have also been analyzed as a function of , where s = v/ v and v is the cell size. These distributions have been fitted using the function W(s) = As h exp(−(s−β) 2 /σ ), which has been chosen only because it returns very good fits, i.e. no special physical interpretation can be attached to it, at least in the present state of analysis. This analysis is aimed at determining the entropy of the system of points, referred to as the distribution equation (3), through the definition
The H quantity is displayed in figure 6 as a function of . It is continuous with its derivative (no cuspids are present). The entropy, as for the others descriptors, shows a substantial variation within 0 < < 1/2. In figure 7 the pair correlation functions (PCFs) are displayed for both OD (panel (a)) and DO (panel (b)) evolution. The OD transition is evidenced by the progressive blurring of the PCF structures. Coherently with the behavior of the entropy, within ≈ 1/2 the system displays a high degree of disorder. On the other hand, by increasing the correlation length among points (DO transition), the PCFs show the appearance and development of the peak related to the first neighbors which, obviously, is located at ξ . No other peaks appear up to the maximum value of the correlation length (it is related to the jamming point); the system is still disordered in agreement with the indications provided by the connections at X = 1 i.e. C.
Growth on ordered lattices: analytical model
In this section we describe the growth by means of the analytical expression for the uncovered surface, Q, in terms of n-dot distribution functions. In particular this expression, using the formalism of [15] , reads
where R is the radius of the nucleus, f m is the m-dot distribution function (or m-dot density function) and the integration domain, , is the circle of radius R. Let us apply this expression to the growth on an ordered square lattice by taking into account terms up to m = 2. For a regular lattice the two-dot distribution function is
where ρ is the number density of lattice points and R i denotes the lattice vectors. From the equation above, one notes that the pair distribution function is given byf = 1 ρ i δ((r 1 − r 2 ) − R i ), which is related to the conditional probability of finding a dot at r 2 given a dot at r 1 . Equation (11) in (10) leads to the following second order term
where r 1 , θ are the coordinates of r 1 , and the extreme of integration is equal to η(r 1 , ψ) = −r 1 cos ψ + R 2 − r 2 1 sin 2 ψ.
A drawing which defines and evidences the used variables is depicted in figure 8(a) . ) ). In the OD system the intensity of the peaks of the next neighbors is distinguishable up to about = 0.5 while, as far as the DO transition is concerned, the correlation function is that typical of a hard disk potential. For a Poissonian system the PCF is constant. Using polar coordinates for r, δ(r
where ψ i , R i are the coordinates of R i . The integral equation (13) is therefore different from zero provided η i = η(r 1 , ψ i ) > R i , namely the dots at r 1 and r 2 have to both be within the domain. It is apparent that for R < a/2 the integral vanishes and X = X e . On the other hand, for R > 1 2 a the contribution of the f 2 containing terms is different from zero. It is instructive to carry out the computation for
2 a where only next neighbor dots have to be considered in the integral. In particular, for a given ψ i value (i.e. for a given next neighbor), the integral over the location of the first dot (in figure 8(a) the red dot located at r 1 ) is given by the overlap area, A , between two disks at relative distance a ( figure 8(b) ). For the square lattice one gets
where A = 2R 2 (arccos(
. By using equation (10) the fractional coverage eventually becomes
where X e = πR 2 a 2 , ρ = 1/a 2 and p = π 4 were used. For p = X e /2 the fractional coverage is one. Equation (15) is the exact solution of the kinetics.
We now go on to discuss the case of a slightly disordered array according to the process presented above (section 2.1). The analysis is confined to the two-dot contribution in equation (10) . By denoting withˆ i the displacement versor of the ith dot, the second order term of equation (10) (16) where r is the relative distance between the dots. A sketch of the configuration of two nearest neighboring dots is depicted in figure 9 . By employing polar coordinates the relative distance reads
where θ is the polar angle ofˆ 1 and cos ϕ =ˆ 1ˆ 2 . Moreover, owing to the stochastic nature ofˆ s, equation (16) also has to be averaged over these orientations, i.e. over ϕ and θ variables. Accordingly, at a given value of the relative distance the contribution of each delta function in equation (16) is just equal to the A term already computed for the ordered lattice,
2 ). The Figure 9 . Sketch of a partially disordered lattice evidencing the variables employed in the analytical computation. The vector defines the normalized displacement of the dot from its location in the ordered lattice, where the θ angle is a random variable, while | | is the same for all points.
probability density function for a couple of dots with orientationˆ 1 andˆ 2 is constant and it is given by 1 (2π) 2 . The overall contribution of the two-dot distribution function therefore reads One notices that, for R ≤ a 2 − u, equation (10) gives X = X e , while for
2 − u only terms containing two-dot density functions contribute to the series. In this case, equation (19) gives the whole correction to the extended surface. Numerical results based on the analytical approach (equation (19)) are presented in figure 10 . An explanatory note is also in order. In the first part of the article that led to equation (6) square nuclei are considered, while, for the sake of simplicity, the analytical computation has been performed for disks. Thus, the differences around X = 1 between the analytical computation and the simulation for = 0.03 are due to the difference between the square and circle shapes. Furthermore, the condition above on the contribution of second order terms depends upon both nucleus shape and displacement degree . The larger the narrower the range of validity of the approximation (i.e. the series truncation up to f 2 -functions) (figure 10). With reference to the role of the shape, we point out that, as far as the kinetic X(X e ) is concerned, the difference between squares and disks is at most 2% if evaluated using the integral criterion. Moreover, it can be easily shown that, for an ordered system of disks (equation (15)), X disks (X e ) = (c, 5), with c = 0.125 44 to be compared with X squares (X e ) = (1, ∞). Finally, moving from order to disorder, the difference between the two shapes is expected to decrease and to vanish at Poissonian disorder.
Conclusions
We studied the kinetics of coverage of a 2D domain starting from a distribution of points to which a linear growth law is attached. The initial disposition of the points ranges from a regular (a square lattice) up to a Poissonian array. Also the opposite route has been pursued, introducing a hard core correlation distance among points. The almost perfect fits of kinetics, performed with a new set of equations, allowed us to follow in great detail the transition. By proceeding from order to disorder there is a rapid increase of disorder, let us say, within the constant of the square lattice or less, and then it slowly progresses towards the Poissonian disorder. On the other hand, by going from disorder to order, although the kinetics change, they can be described by, at most, (c, 3), while the perfect order is (1, ∞) and Poissonian is (1, 1) . The system, in fact, is basically disordered (C = 6), hard core correlation can only introduce an order at first neighbors and, at a given density, the value of ξ has a geometrical limit known as the jamming point which does not permit the correlation to be increased at will. A theoretical model based on the use of f -functions has been elaborated which permits us to explain the kinetics of growth for < 1. The model takes into account the sole contribution of the f 1 and f 2 f -functions; thus, the range of its validity ( X e ) worsens if increases. Two last considerations are worth mentioning. (i) In a real system, where the growth is governed by the diffusion of monomers, the diffusion length imposes a correlation degree among nuclei. By modeling diffusion length through a hard core correlation, a distribution of points will never reach complete order.
(ii) Our model does not include both the nucleation stage and a pre-existing size distribution of nuclei. Furthermore, the number of island fluctuations, due to the growth, is neglected. These effects could appreciably modify the size distribution function of islands depending on the growth law [16] [17] [18] .
