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Abstract
In this paper, we study a new matrix theory based on non-BPS D-instantons in
type IIA string theory and D-instanton - anti D-instanton system in type IIB string
theory, which we call K-matrix theory. The theory correctly incorporates the creation
and annihilation processes of D-branes. The configurations of the theory are identified
with spectral triples, which are the noncommutative generalization of Riemannian ge-
ometry a´ la Connes, and they represent the geometry on the world-volume of higher
dimensional D-branes. Remarkably, the configurations of D-branes in the K-matrix
theory are naturally classified by a K-theoretical version of homology group, called K-
homology. Furthermore, we argue that the K-homology correctly classifies the D-brane
configurations from a geometrical point of view. We also construct the boundary states
corresponding to the configurations of the K-matrix theory, and explicitly show that
they represent the higher dimensional D-branes.
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1 Introduction
The recent development of non-BPS systems shows that it is essential to incorporate
the creation and annihilation process of non-BPS D-branes or D-brane - anti D-brane
pairs in string theory. For example, as shown in [1], there are some examples that
D-branes wrapped on non-trivial cycles decay through the creation and annihilation
process. In fact, taking these process into account, D-brane charges are successfully
classified by K-theory [2], which shows that (co)homology groups are no longer basic
tools for the classification of topologically stable configurations of D-branes. It also
suggests that the usual description of RR-fields as differential forms is, in general,
insufficient to correctly describe the background of string theory [3]. Therefore, it
seems to be very important to find a non-perturbative formulation of string theory, in
which the creation and annihilation process of D-branes is correctly incorporated, as
in the second quantization of field theory.
The K-theory structure of the theory appears most naturally in the world-volume
gauge theory of space-time filling brane systems, i.e. non-BPS D9-brane system in type
IIA string theory [4] and D9-D9 system in type IIB string theory [2]. However, since
the ten dimensional gauge theories are non-renormalizable, it is hard to consider this
kind of theory as a fundamental theory. So, lower dimensional systems are preferable
for our purpose. One of the most interesting possibilities is the lowest dimensional
case, namely matrix theory. The matrix formulations of type II string theory or M-
theory are proposed in [5, 6, 7] etc. However, the K-theory structure is not clear in
the framework of these matrix theories. One of the reasons is that the matrix model
of [5], for example, is formulated as the theory of infinite number of D-particles, which
corresponds to the infinite momentum frame in M-theory and there are no anti D-
particles. Similarly, K-theory structure of the IIB matrix theory [6] should be realized
in a completely different way from the D9-D9 system since it is not based on the
D-D system.
In this paper, we propose a new type of matrix theory based on non-BPS D-
instantons in type IIA theory and D-instanton - anti D-instanton system in type IIB
theory. If one prefer Minkowski space-time rather than Euclidean one, it could be more
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interesting to consider matrix theories based on D-particle - anti D-particle system in
type IIA theory and non-BPS D-particles in type IIB theory. But, since the formula-
tion of the latter is quite analogous to the former, we mainly deal with the former for
simplicity.
It is tempting to consider such matrix theory as the fundamental theory of covariant
type II string theory. Unfortunately, however, we do not know the precise form of the
action of the theory. We leave the attempt to give a precise formulation and the
argument about the consistency of the theory as future problems. Nevertheless, as
we will see in the following sections, it is possible to analyze the topologically stable
configurations of the theory. The configurations of the theory can be interpreted as
the higher dimensional D-branes, and we will show in section 4 that they are classified
by a K-homology group, which is a dual of K-theory group. Therefore, the theory
successfully recovers the K-theory structure. For this reason, we would like to refer to
these matrix theories as K-matrix theory.
At first sight, it seems to be strange that the K-homology naturally appears in the K-
matrix theory instead of the K-theory. However, it turns out that the configurations of
the K-matrix theory represent the world-volume of D-branes, which should be classified
by some kinds of homology theory. The K-homology carries not only the information
of cycles but also that of gauge bundles on them. Hence the K-homology is a natural
candidate for the classification of D-brane configurations.
In the formulation of matrix theories, geometry does not play an important role,
since the world-volume manifold is just a set of zero dimensional points. There are
no non-trivial topology, metric, gauge bundle, and so on. Instead, the algebra among
the matrix variables becomes important. In the K-matrix theory, the size of the ma-
trix variables are infinity from the beginning, so that arbitrary numbers of non-BPS
D-instantons or D-instanton - anti D-instanton pairs can be created. Therefore, the
matrices should be thought of as linear operators acting on an infinite dimensional
Hilbert space. One of the interesting features in the K-matrix theory is that the ge-
ometric information is hidden in this operator algebra. In fact, it is well-known that
there is a one-to-one correspondence between operator algebras and topological spaces.
More precisely, the *-isomorphism classes of commutative C∗-algebras are in one-to-one
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correspondence with the homeomorphism classes of locally compact Hausdorff spaces.
Here, a C∗-algebra is a norm closed self-adjoint subalgebra of the bounded operator
algebra B(H) for some Hilbert space H. This fact is the starting point of the noncom-
mutative geometry. Remarkably, the variables in the K-matrix theory have a direct
interpretation in terms of the noncommutative geometry. We will argue in section
3 that these variables define a spectral triple, which is introduced by Connes to de-
fine a noncommutative generalization of the Riemannian geometry [8], and explain
that the spectral triples represent the configurations of D-branes, that is, the geome-
try represented by a spectral triple is nothing but the world-volume geometry of the
corresponding D-branes.
The K-homology is defined as equivalence classes of the spectral triples under some
equivalence relations. The equivalence relations also have physical interpretations, that
is, continuous deformation (homotopy equivalence), gauge equivalence and creation
and annihilation of non-BPS D-instantons or D-instanton - anti D-instanton pairs.
These observations suggest that the D-brane configurations in the K-matrix theory
are classified by the K-homology groups. We also have a topological description of
K-homology, which enables us to interpret the classification in terms of geometry of
the D-brane world-volume. We will explain these facts in detail in section 4.
We also analyze these facts using boundary state approach of D-branes along the line
with the work of [9], in which boundary states of higher dimensional D-branes are con-
structed from the boundary states of noncommutative configurations of D-instantons
in bosonic string theory. We can formally construct a boundary state corresponding
to each configuration of the K-matrix theory. One of the merits of this approach is
that we can avoid the ambiguity in the action of the K-matrix theory. Actually, this
approach is closely related to the BSFT approach and we can implicitly use the BSFT
action by analyzing the boundary states. Thanks to this fact, as we will see in section
5, we can explicitly show that a canonical choice of the spectral triples represents a
higher dimensional D-brane. In other words, we can explicitly see how the operators in
the K-matrix theory represent the geometry of D-branes using string theory. This gives
another viewpoint for our proposal that D-branes are represented by spectral triples,
and also for the correspondence between operator algebras and topological spaces.
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The paper is organized as follows. In section 2, we outline the basic structure of the
K-matrix theory, and explain how the configurations with finite action can be expressed.
Section 3 deals with the geometric interpretation of the configurations. We explain that
they are related to the spectral triples and interpreted as the configurations of higher
dimensional D-branes. In section 4, we claim that the D-brane configurations in the K-
matrix theory are classified by K-homology. Some comments on the generalization to
the higher dimensional cases are made in section 4.5 from the viewpoint of KK-theory.
We also discuss that the Chern-Simons terms are given by the Chern character of the K-
homology. Section 5 is devoted to the boundary state approach. We will construct the
boundary states of higher dimensional D-branes from the boundary state of non-BPS D-
instantons with tachyon condensation. Note also that the calculation performed in this
section provides an efficient way to obtain the correct tensions and RR-charges of D-
branes made via tachyon condensation. Finally, we make some speculative discussions
in section 6.
2 K-matrix theory
2.1 Type IIA K-matrix theory
In type IIA string theory, the lowest dimensional D-brane is the non-BPS D-instanton.
In order to obtain the exact action of the theory explicitly, we may need powerful
symmetries such as supersymmetry, conformal symmetry, etc. The nonlinearly realized
supersymmetry with 32 supercharges, which is based on the idea that the vacuum with
a non-BPS D-brane belongs to the spontaneously broken phase of the supersymmetry
[10, 11], may be strong enough to determine the action, as calculated in [12] up to some
order. Up to now, however, we do not know how to write down the action of the theory
exactly. Nevertheless, as we will see, we can extract some topological information of the
theory, on which we mainly focus in this paper, without knowing the detailed structure
of the theory.
Let us summarize the main ingredients of the non-BPS D-instanton theory. The
gauge group of the theory with N non-BPS D-instantons is U(N). The bosonic part
consists of ten scalar fields Φµ (µ = 0, . . . , 9) and a tachyon T . They are self-adjoint
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(Hermitian) matrices and belong to the adjoint representation of the gauge group. 1
The important point is that in order to incorporate creation and annihilation of the
non-BPS D-instantons, we must take the limit N = ∞, so that arbitrary numbers of
non-BPS D-instantons can be created. Therefore, the vector space, on which matrices
Φµ and T are represented, is an infinite dimensional vector space. We assume that
this vector space is a Hilbert space H. This Hilbert space should be separable, i.e.
it has countably many orthonormal basis, since there is a one-to-one correspondence
between the basis of H and the Chan-Paton indices of non-BPS D-instanton. Note
that since every infinite dimensional separable Hilbert space is isomorphic to l2(N), we
can uniquely associate the Hilbert space H with the Chan-Paton indices of the non-
BPS D-instantons up to isomorphism. Then Φµ and T are regarded as linear operators
acting on the Hilbert space H.
The action is basically obtained through the dimensional reduction of the non-BPS
D9-brane action. The kinetic terms and the tachyon potential are roughly given as
S(T,Φµ) ∼ Tr
(
e−T
2
[Φµ,Φν ]2 + e−T
2
[Φµ, T ]2 + e−T
2
+ · · ·
)
. (2.1)
Actually, using the boundary string field theory [13, 14, 15, 16], the action for non-BPS
D-instantons [12, 17, 13] is calculated as
S = −
√
2T−1Tr
(
e−
1
4
T 2
√
det(δµν − i[Φµ,Φν ])F
[
1
4π
Gµν [Φµ, T ][Φν , T ]
])
, (2.2)
where Gµν ≡
(
1
1−i[Φµ,Φν ]
)(µν)
and F [x] ≡ 4xx(Γ(x))2
2Γ(2x)
= 1 + 2(log 2)x + O(x2). Here,
(µν) indicates the symmetrization. Though the action is not exact, i.e. the higher
commutator terms are neglected, the action (2.2) may be a rather good starting point
to consider the non-BPS D-branes. In fact, the action successfully describes the tachyon
condensation and contains the Dirac-Born-Inferd type action.
From this it is reasonable to expect that the full action has the form (2.1) and then
the action is roughly estimated by the following inequality.
|S(T,Φµ)| ≤ Tr e−T 2
(
‖ [Φµ,Φν ] ‖2 + ‖ [Φµ, T ] ‖2 +1
)
+ · · · , (2.3)
1 Throughout this paper, we only consider the tachyons and massless modes. Massive modes are
considered to be integrated out or neglected.
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where ‖ · ‖ is the operator norm. In order to obtain configurations with finite action,
it seems to be natural to require
Tr e−T
2
<∞, ‖ [Φµ,Φν ] ‖<∞, ‖ [Φµ, T ] ‖<∞, (2.4)
that is, [Φµ,Φν ] and [Φµ, T ] are bounded operators for µ, ν = 0, 1, . . . , 9, and e−T
2
is
traceclass.
In particular, the first condition in (2.4) implies that the tachyon T is not a bounded
operator. To see this fact, let {λn} be the set of eigenvalues of the operator T . In order
for the potential Tr e−T
2
to be finite, each eigenvalue should have finite multiplicity,
and |λn| → ∞ as n→∞. Since the norm of an operator is larger than or equal to its
largest eigenvalue, the norm of T diverges to infinity.
To avoid this infinity, it may be convenient to use the bounded operator
Tb =
T√
1 + T 2
(2.5)
normalized such that T 2b = 1 is the minimum of the potential. In this normalization,
the eigenvalues of T 2b accumulates to 1 in order to obtain a finite energy configuration.
In other words, we require T 2b − 1 to be a compact operator. Here an operator K on
H is said to be compact if it has an expansion
K =
∑
n≥0
µn |ψn 〉 〈φn | , (2.6)
where, µn → 0 as n→∞, {ψn}n∈N and {φn}n∈N are orthonormal sets.
Similarly, the requirement that [Φµ, T ] (µ = 0, 1, . . . , 9) are bounded operators im-
plies that [Φµ, Tb] are compact operators. This condition is analogous to the condition
DµT (x)→ 0 at infinity in usual field theory. Therefore we should, at least, require the
self-adjoint bounded operator Tb to satisfy the conditions
T 2b − 1 ∈ K(H), [Φµ, Tb] ∈ K(H), (µ = 0, 1, . . . , 9), (2.7)
where K(H) denotes the set of compact operators on H.
Strictly speaking, we don’t know whether these conditions for the operators Φµ and
T are necessary nor sufficient ones for the finiteness of the action, since we don’t know
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the exact action of the theory. In the following sections, we will see that our proposal is
highly plausible. They beautifully fit the mathematical framework of noncommutative
geometry and K-homology. We will also examine some examples and see how they
work.
2.2 Type IIB K-matrix theory
The argument in the previous subsection can also be applied to type IIB string theory.
There are BPS D-instantons in type IIB string theory, and the matrix theory related to
the D-instantons is constructed in [6]. In order to incorporate creation and annihilation
of D-instanton - anti D-instanton pairs in the theory, we should add degrees of freedom
of the anti D-instantons. Thus the matrix theory we consider here is based on the
D-instanton - anti D-instanton system. The world-point theory of N D-instantons and
M anti D-instantons has U(N)×U(M) gauge symmetry. There are ten pairs of scalar
fields Φµ, Φ
µ
(µ = 0, . . . , 9) and a tachyon field T . Φµ, Φ
µ
and T are in (adjoint,1),
(1,adjoint) and (N,M) representation of the gauge group U(N)×U(M), respectively.
We take both N and M to be infinity. The Chan-Paton Hilbert space should
be Z2-graded as Ĥ = H(0) ⊕ H(1), where the basis of H(0) and H(1) is in one-to-one
correspondence with the D-instantons and the anti D-instantons, respectively. The
scalar fields Φµ and Φ
µ
are operators acting on H(0) and H(1), respectively, while the
tachyon T is an operator from H(0) to H(1).
As discussed in the previous subsection, there are some constraints on these oper-
ators, which are analogous to (2.4) and (2.7) for the IIA K-matrix theory. If we use
the normalized tachyon field Tb, such that the minimum of the potential is given by
T ∗b Tb = TbT
∗
b = 1, the same argument as in (2.7) implies that Tb should be an element
of B(H(0),H(1)), bounded linear operators from H(0) to H(1), which satisfies
T ∗b Tb − 1 ∈ K(H(0)), TbT ∗b − 1 ∈ K(H(1)), (2.8)
TbΦ
µ − ΦµTb ∈ K(H(0),H(1)), (µ = 0, 1, . . . , 9). (2.9)
Here K(H(0),H(1)) denotes the set of compact operators from H(0) to H(1). The condi-
tions (2.8) and (2.9) are again expected from the finiteness of the potential and kinetic
terms of the tachyon, respectively.
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We can rewrite these conditions just like (2.7) as
F̂ 2 − 1 ∈ K(Ĥ), [Φ̂µ, F̂ ] ∈ K(Ĥ), (µ = 0, 1, . . . , 9), (2.10)
where Φ̂µ = diag(Φµ,Φ
µ
) and F̂ =
(
T ∗b
Tb
)
.
Note that there are certain similarities between this IIB K-matrix theory and the
model of [18] which is based on the gauge theory on two points. Actually, the D-
D pair in the K-matrix theory represents the discrete two points and the tachyon T
corresponds to the Higgs field in [18, 8], though the precise action is not exactly the
same.
2.3 Chern-Simons terms and D-brane configurations
Although we don’t have the exact action for the K-matrix theory, we can use some
exact results from the calculation in BSFT [13, 15, 16]. In particular, Chern-Simons
terms are known exactly, at least in the case that the RR-fields are constant. (See
[19, 15] for the comments on the corrections.)
Let us briefly review the Chern-Simons terms in the action of N non-BPS D-
instantons in type IIA string theory. First we introduce fermions ψµ1 , ψ
µ
2 (µ = 0, . . . , 9),
which represent SO(10, 10) gamma matrices, satisfying the anti-commutation relations
{ψµ1 , ψν2} = δµν , {ψµ1 , ψν1} = {ψµ2 , ψν2} = 0. (2.11)
Then the Chern-Simons term obtained in [16] can be written as
SCS = SymTrNTr2
(
σ1Trψ
(
ĈeZ
2
))
(2.12)
= SymTrNTr2
(
σ1Trψ
(
Ĉe(−T
2+ 1
2
[Φµ,Φν ]ψµ
2
ψν
2
+i[Φµ,T ]ψµ
2
σ1)
))
, (2.13)
where
iZ = −iΦµψµ2 + Tσ1, (2.14)
Ĉ =
∑
n
Cµ1···µn(Φ)ψ
µ1
1 · · ·ψµn1 . (2.15)
Note that σ1 =
(
1
1
)
also behaves as a fermion.
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Here Z is regarded as a 2× 2 matrix, whose components are also matrices, and Tr2
denotes the trace of the 2 × 2 matrices. TrN is the trace over the U(N) gauge indices
and Trψ stands for the trace over the SO(10, 10) gamma matrices. The symbol Sym in
(2.13) means that we expand Ĉ in the power series of Φµ and then symmetrize them
with T 2, [T,Φµ], [Φµ,Φν ]. We can show that the CS-term (2.13) is invariant under the
gauge transformation of the RR-fields C → C + dΛ, generalizing the proof in [20] for
the CS-term of BPS D-branes including Myers’ terms [21]. See Appendix A for the
detail.
Taking the formal limit N → ∞, we obtain the Chern-Simons term for the IIA
K-matrix theory. The trace TrN is replaced by the trace TrH over the Hilbert space H.
Let us consider a simple situation such that Cµ1...µn = const. (n : odd) is the only
non-zero RR-field, and [Φµ,Φν ] = 0 for ∀µ, ν. Then, using the formula
eA+B = eA +
∫ 1
0
dt e(1−t)ABetA
+
∫ 1
0
dt1
∫ t1
0
dt2 e
(1−t1)ABe(t1−t2)ABet2A + · · · , (2.16)
we can rewrite (2.13) as
SCS = Cµ1...µn
∫
0≤tn≤···≤t1≤1
dt1 · · ·dtn ×
TrH
(
e−(1−t1)T
2
[T,Φµ1 ]e−(t1−t2)T
2 · · · [T,Φµn ]e−tnT 2
)
. (2.17)
Ho¨lder’s inequality on the integrand in (2.17) implies that
|SCS| ≤ 1
n!
|Cµ1...µn |TrH
(
e−T
2
) n∏
k=1
‖ [T,Φµk ] ‖ . (2.18)
Thus the CS-term is finite for the operators satisfying (2.4). In general, the CS-term
of a D-brane is estimated as |SCS| ∼ |Cµ1...µn |V , where V is the volume of the world-
volume. Actually, as we will see soon, TrH
(
e−T
2
)
is proportional to the volume, and
the first condition in (2.4), which is called the θ-summability condition, is related to
the compactness of the world-volume. Thus, it could be relaxed if we allow the infinite
volume configurations.
Let us explain these facts in an explicit example, that is the D-brane solution given
in [22]. We consider the Chan-Paton Hilbert space H = L2(R2m+1) ⊗ S, where S is
10
2m dimensional vector space of SO(2m + 1) spinors. The D(2m)-brane configuration
is given by
T = uD = u
2m∑
α=0
p̂α ⊗ γα, (2.19)
Φα = x̂α ⊗ 1 (α = 0, · · · , 2m), Φi = 0 (i = 2m+ 1, · · · , 9), (2.20)
where x̂α is defined by multiplication of xα and p̂α = −i∂/∂xα is a differential operator,
both acting on L2(R2m+1). Note that the tachyon field T is a Dirac operator D up to
normalization. It can be shown that this becomes an exact BPS D(2m)-brane solution
if we take u → ∞, although this configuration with finite u still represents a D(2m)-
brane. Inserting this configuration into the Chern-Simons term (2.17) with n = 2m+1,
we obtain
SCS = u
2m+1C01···2mTrH
(
e−u
2D2
)
. (2.21)
We can evaluated TrH
(
e−u
2D2
)
as
TrH
(
e−u
2D2
)
= 2m
∫
d2m+1k 〈k|e−u2k2|k〉 (2.22)
=
µ2m
u2m+1
∫
d2m+1x, (2.23)
where µ2m = 1/(2
m+1
√
π
2m+1
) is a numerical constant.
Therefore the trace of the operator e−u
2D2 is proportional to the volume factor
∫
dx
and diverges for the infinite volume case. In this paper, we will tacitly compactify the
space-time and consider θ-summable family of tachyon operators in order to avoid this
divergence.
It is worthwhile to mention that the SCS does not depend on the parameter u as
expected, and the coefficient µ2m gives the correct value of the coupling between the
D(2m)-brane and the RR (2m+ 1)-form field [22].
3 Spectral triples and D-branes
In section 2, we explained the possible configurations of the K-matrix theory in purely
analytic language. In this section, we claim that these configurations correspond to
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the configurations of various D-branes embedded in the space-time, and explain how to
extract geometric information out of the operators Φµ and T introduced in section 2.1.
In particular, as we will see in this section, each configuration in the K-matrix theory
defines a spectral triple, which is the analytic analog of the Riemannian manifold, and
we can use the techniques developed in noncommutative geometry.
3.1 Topology and algebra of D-branes
Let Â be the algebra generated by the operators Φµ for a configuration in the IIA
K-matrix theory. Note that Â is an involutive algebra of operators acting on a Hilbert
space H, since it is equipped with a star-operation (Hermitian conjugation). When Â
is a subalgebra of the bounded operator algebra B(H) for the Hilbert space H, Â can
be thought of as a C∗-algebra by taking the completion. 1
Let us first consider the case that Â is a commutative C∗-algebra. The Gel’fand-
Naimark theorem states that every commutative C∗-algebra is of the form C0(M), i.e.
the space of continuous complex functions on some locally compact Hausdorff space
M , vanishing at infinity. (IfM is compact, C0(M) is equal to C(M) which is the space
of continuous complex functions on M . ) Note that the norm of an element of C(M)
is defined by its supremum value, and hence there are unbounded elements in C(M) if
M is not compact.
Moreover, it is known that the category of commutative C∗-algebras is in one-to-
one correspondence with the category of topological spaces (locally compact Hausdorff
spaces). A point x ∈ M on the space M corresponds to a character of Â, which is a
*-homomorphism φx : Â = C0(M) → C. Suppose that Â is generated by mutually
commuting operators Φµ (µ = 0, 1, . . . , 9), the character φx of Â is given by picking up
one of the elements x from the joint spectrum of (Φ0,Φ1, . . . ,Φ9). This agrees with the
standard interpretation that the eigenvalues of the matrix Φµ represents the position
of the non-BPS D-instantons along the space-time coordinate xµ. When the spectrum
of (Φ0,Φ1, . . . ,Φ9) agrees with the manifoldM embedded in R10, we can say thatM is
paved with non-BPS D-instantons. Therefore, the topological space M is interpreted
1 A C∗-algebra is a norm closed self-adjoint subalgebra of the bounded operator algebra B(H) for
some Hilbert space H.
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as the world-volume of higher dimensional objects made from infinite number of non-
BPS D-instantons. Actually, as it will become clear in the next section, M is identified
with the world-volume of higher dimensional D-branes.
One major problem for this interpretation is that Φµ are not necessarily bounded
operators and the algebra generated by Φµ may not be a C∗-algebra. For example, if
we take H = L2(Rn) and Φµ = x̂µ (µ = 1, . . . , n), which is the multiplication operator
Φµ : f(x) ∈ H → xµf(x), the spectrum of Φµ is not bounded and hence Φµ is an
unbounded operator. This happens when we consider the D-branes with non-compact
world-volume. One way to avoid this problem is to compactify the manifold Rn to
Sn. We can achieve this by replacing H = L2(Rn) with H = L2(Sn) and let Â be the
algebra generated by Φµ = x̂µ (µ = 0, . . . , n) with a relation
∑n
µ=0(Φ
µ)2 = R2, that
is Â = C(Sn). Another way is to restrict ourselves to the subalgebra whose elements
are of the form f(Φµ) with some cut off function f ∈ C0(Rn), and set Â = C0(Rn).
With these modification, we assume that Â consists of bounded operators and makes
a C∗-algebra.
Another problem, which is a common issue in matrix theories, is that the interpre-
tation that the spectrum of Φµ represent the coordinate of xµ axis seems to be possible
only when the manifold has a global coordinate system (x0, x1, . . . , x9) , (or its quotient
such as torus, orbifolds and so on). It is not clear how to describe the theory when the
background manifold is topologically non-trivial. An ad hoc resolution for this prob-
lem is obtained by formally embedding the manifold to a higher dimensional Euclidean
space RN (N ≥ 10) and introducing Φµ (µ = 0, . . . , N − 1) as the scalar field corre-
sponding to the fluctuation of xµ direction, which are subjected to some constraints
representing the embedded manifold. More sophisticated description of the K-matrix
theory in general background will be discussed elsewhere [23]. (See also [24, 25, 26].)
3.2 Spectral triples
In the last subsection, we saw that the C∗-algebra Â corresponds to a topological space
M , which is interpreted as the world-volume of D-branes. Then, what is the geometric
interpretation of the tachyon operator T ? In this subsection, we claim that the triple
(H, Â, T ) can be interpreted as the spectral triple, which is the basic ingredient for
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noncommutative generalization of Riemannian geometry [8]. In fact, the operator T
gives the unit length scale of the manifold M and the infinitesimal line element ds in
Riemannian geometry is identified with the operator 1/|T |. Another significance of the
operator T is that its homotopy class represents the K-homology class of the manifold,
which will be discussed in section 4.
Let us consider the triple (H, Â, T ), where Â is a C∗-algebra generated by Φµ acting
on the Chan-Paton Hilbert space H, and T is the (unbounded) tachyon operator, which
is a self-adjoint operator on H. We assume here that Â is unital, i.e. Â ∋ idH, for
simplicity. For the commutative case, this means that we consider the C∗-algebra
Â = C0(M) = C(M) with compact space M . Note that if the topological space M is
non-compact, C0(M) is not unital, since the constant function with value 1 is not an
element of C0(M).
Let us consider here the following conditions.
(T − λ)−1 ∈ K(H) for ∀λ ∈/R, [â, T ] ∈ B(H) for ∀â ∈ Â. (3.1)
The triple (H, Â, T ) satisfying these conditions is called a spectral triple [8]. (See also
[27, 28].) The former condition in (3.1) means that T has a real discrete spectrum
made of eigenvalues {λn ∈ R} with finite multiplicity such that |λn| → ∞ as n→∞.
This is what we expect from the finiteness of the tachyon potential, as we explained in
section 2.1. The latter one in (3.1) is nothing but the third condition in (2.4), which is
required from the finiteness of the tachyon kinetic term. Therefore the triple (H, Â, T )
defined by a configuration of the K-matrix theory makes a spectral triple.
In general, we require a regularity hypothesis on spectral triples (H, Â, T ) by re-
placing Â with a dense involutive subalgebra of the C∗-algebra Â 1. For example, we
take Â = C∞(M) instead of C(M) for the commutative cases.
A basic example of the spectral triple, which is called the canonical triple, is given
by (H, Â, T ) = (L2(M,S), C∞(M), D). Here M is a closed Riemannian spin manifold
2, L2(M,S) is the Hilbert space of square integrable sections of the spinor bundle onM ,
and D is the Dirac operator associated with the Levi-Civita connection of the metric.
1This subalgebra is generated by elements â ∈ Â such that â and [T, â] are in the domain of δk,
where δ(f) = [|T |, f ] is the derivation of the operator f ∈ B(H).
2One can also construct a canonical triple over a spinc manifold, by adding a U(1) gauge connection.
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This is essentially nothing but the D-brane configurations considered in section 2.3
for the case M = R2m+1, though we assumed M to be compact and could be curved
here. Here, we take u = 1 for the normalization of the tachyon in (2.19), so that
‖ [Φµ, T ] ‖= 1. As explained in the previous subsection, a point x of M is given by the
character φx of Â = C(M), and xµ = φx(Φµ) for the flat M = Rn case. Therefore the
distance between two points x1, x2 ∈ Rn is given by |~x1−~x2| = |φx1(~Φ)−φx2(~Φ)|, where
~x1 = (x
1
1, . . . , x
n
1 ) etc. Then, it is not hard to imagine that this can be generalized as
d(φ1, φ2) = sup
a∈Â
{
|φ1(a)− φ2(a)|
∣∣∣ ‖ [T, a] ‖≤ 1 } , (3.2)
where φi (i = 1, 2) are linear functions φi : Â → C such that φi(a∗a) ≥ 0 for ∀a ∈ Â
and normalized as φi(1) = 1. Such functions as φi are called states and the distance
d(φ1, φ2) between two states in an arbitrary spectral triple is defined by this formula.
It is known that this agrees with the geodesic distance between two points for the
canonical triples, when we take φi as characters that represent the two points. (See for
example [8, 28]).
In this way, the operator T carries information about the metric on the world-
volume of the D-brane. More explicitly, for the canonical triple, the asymptotic expan-
sion of the heat kernel of T 2 at small t is known as [29]
TrH
(
e−t T
2
)
∼ 2
[n/2]
(4πt)n/2
∫
M
dnx
√
g
(
1 +
t
12
R +O(t2)
)
, (3.3)
from which we can measure the volume of the world-volume, integral of the mean
curvature and so on. Note that the first term in the expansion is used in (2.23) to
derive the CS-term of the D-brane.
Note that the metric defined in (3.2) is, in general, different from the usual metric
of the D-brane induced from the background metric via the embedding, since the met-
ric defined by the tachyon operator depends on the scale of the tachyon condensation.
Namely, the unit length is defined by the scale of the tachyon condensation. Any-
way, the action of the higher dimensional D-brane represented by the spectral triple
(H, Â, T ), should be written covariantly using the world-volume metric defined by the
tachyon, which is analogous to the covariant Polyakov action in string theory.
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Let us next explain the fact that information of the dimension of the D-brane world-
volume is also hidden in the spectrum of T . As we can see in the expansion (3.3), the
dimension n of the space M can be read from the power of t in the right hand side.
More generally, the notion of dimension of a spectral triple is replaced by dimension
spectrum which is a subset Σ ⊂ C of the singularities of the analytic function 1 [30, 8]
ζT (z) = TrH(|T |−z). (3.4)
It is easy to show that it gives the dimension n for the expansion (3.3), as expected,
using the Mellin transform
TrH(|T |−z) = 1
Γ(z/2)
∫ ∞
0
tz/2−1TrH(e
−tT 2)dt. (3.5)
Interestingly, there are some examples that the dimension defined above does not take
an integer value [8, 31]. It would be interesting if a fractal D-brane is realized in the
K-matrix theory.
Now we discuss the diffeomorphism of the spectral triples. In [8], the diffeomorphism
of the geometry represented by the spectral triple and the local gauge transformation
on it are discussed. Then in the K-matrix theory, these may be realized in the spectral
triples which represent the world-volume of the D-branes. Actually, a subset of the
unitary operators in B(H) can be interpreted as {local gauge transf. × diffeo.} in the
explicit examples of D-brane configurations with commutative world-volumes. Let us
explain this below.
A configuration of curved N D(2m)-branes with the U(N) gauge field is given by
Φµ = fµ(xˆi) (i = 0, . . . , 2m)
T =
1
2
{
γaeia(xˆ),
(
pˆi + w
ab
i (xˆ)γab + Ai(xˆ)
)}
, (3.6)
where [xˆi, xˆj ] = 0, [xˆi, pˆj ] = iδ
i
j and {γa, γb} = 2ηab. Here we think that Ai(xˆ) is the
U(N) gauge field, fµ(xˆ) is the embedding function, eia(xˆ) are vielbein and w
ab
i (xˆ) is the
spin connection constructed from them. Remember that the configurations of the the-
ory should be physically identified with each other by the unitary transformations, since
1More precisely, the dimension spectrum is the singularities of ζb(z) = TrH(b|T |−z) where b is an
element of the algebra generated by δk(â), δk([T, â]) with â ∈ Â.
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they are the gauge transformation of the underlying non-BPS D-instantons. However
it is difficult to obtain the usual geometric picture for the transformed configurations,
if Φµ in the transformed configuration depend on pˆi, γi or N × N matrices. Then in
order to interpret the transformations in terms of the usual geometric picture, we will
consider the unitary operators u = eiH , where
H = λ(xˆ, γi) +
1
2
{pˆi, ǫi(xˆ)}, (3.7)
ǫi is an identity as an N ×N matrix, and λ is an N ×N matrix valued function.
Since these operators form a subgroup and the action of the K-matrix theory is
invariant under these transformations, we can in principle obtain an action for the
D(2m)-branes, which is invariant under these transformations, by evaluating the action
of the K-matrix theory including all the fluctuations around the configuration (3.6).
However, the fields on the N D(2m)-branes in (3.6) do not include all the fluctuations.
Indeed, there are the n-form fields associated to the γi1 · · · γin, for example, and the
transformation using λ(xˆ, γi) includes the n-form gauge transformation.
Here we consider the fields in (3.6) only and the transformations generated by (3.7)
with λ = λ(xˆ) because these transformations form a subgroup and act consistently on
these fields. Then the transformation using u = exp(iλ(xˆ)) corresponds to the local
gauge transformation since uΦµu−1 = Φµ and uTu−1 = γaeia(xˆ)
(
pˆi + wi(xˆ) + A
λ
i (xˆ)
)
,
where Aλi = uAiu
−1 − iu∂iu−1. The transformation using ud = exp(i12{pˆi, ǫi(xˆ)})
corresponds to the diffeomorphism of the world-volume of the D(2m)-branes. For
simplicity we assume that ǫi is infinitesimal. Then we can verify that udΦ
µu−1d =
fµ(yˆ(xˆ)) and udTu
−1
d =
1
2
{
γae′ia(xˆ),
(
pˆi + w
′ab
i (xˆ)γab + A
′
i(xˆ)
)}
, where we set yˆi =
xˆi + ǫi(xˆ) and
e′ia =
∂xˆi
∂yˆj
eja(yˆ(xˆ)), pˆi = −i
∂
∂xˆi
, w′abi =
∂yˆj
∂xˆi
wabj (yˆ(xˆ)), A
′
i =
∂yˆj
∂xˆi
Aj(yˆ(xˆ)). (3.8)
Therefore the world-volume theory of the D(2m)-branes, which is the K-matrix
action evaluated by (3.6), has the invariance under the diffeomorphism and local gauge
transformation. Indeed, the large metric expansion of the K-matrix action is a Polyakov
type action
S ∼
∫
dx2m+1
√
g
(
1 + 2 log 2Gµν∂if
µ∂jf
νgij + · · ·
)
, (3.9)
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where gij = eiaη
abejb is the world-volume metric and Gµν = ηµν is the background
metric.
In the case of noncommutative D-brane configuration, we may also be able to give
an interpretation to the unitary transformation as {local gauge transf. × diffeo.} as
above.
3.3 Embedding of D-branes
The spectral triples considered in the previous subsection represent the geometry of
the world-volume of D-branes, and we did not specify the space-time manifold in which
the D-branes are embedded. In this subsection, we fix a space-time manifold X , and
explain how to describe D-branes embedded in X in the algebraic description. We will
use this set up for the classification of D-branes in the next section.
Let us recall the correspondence between the category of topological spaces (locally
compact Hausdorff spaces) and the category of algebras (C∗-algebra). (See for example
[27].)
Topology ↔ Algebra : commutative case
topological space X ↔ C∗-algebra A : C0(X)
compact ↔ unital : C0(X) = C(X) ∋ 1
proper map ϕ :M → X ↔ *-homomorphism : ϕ∗ : C0(X)→ C0(M)
homeomorphism ↔ automorphism :
open subset U ⊂ X ↔ ideal : JX−U
closed subset V ⊂ X ↔ quotient algebra : C0(X)/JV
Here the ideal JV associated with a closed subset V ⊂ X is defined as JV = { f ∈
C0(X) | f |V = 0 }. The proper map ϕ is a continuous map such that the inverse image
ϕ−1(K) of any compact subset K in X is compact. In other words, roughly speaking,
ϕ maps infinity to infinity. Note that ϕ∗f = f ◦ ϕ for a function f ∈ C0(X) may not
vanish at infinity, if ϕ is not a proper map.
Let us consider a D-brane world-volume M embedded in the space-time manifold
X . Let A = C0(X) and Â = C0(M) be the algebra corresponding to X and M
respectively. Since M is a closed subset of X and does not have a boundary except
infinity, the inclusion map i :M → X should be a proper map. Therefore the inclusion
map induces a *-homomorphism i∗ : A → Â ≃ A/JM . The ideal JM is the kernel of
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i∗ by definition. The generalization to the noncommutative cases is straightforward.
Let A be the C∗-algebra that corresponds to the space-time manifold, which could be
noncommutative. In order to obtain an algebra Â corresponding to the world-volume of
the D-brane embedded in the space-time, we choose a *-homomorphism φ : A → B(H)
and set Â = Imageφ ∼= A/ kerφ. For example, suppose that the space-time algebra is
A = C(X), where X is a compact subset ofRN , and a *-homomorphism φ : A → B(H)
is given, Â is defined as the algebra generated by Φµ = φ(xµ), where (x0, . . . , xN−1) is
the coordinate of RN .
As emphasized in [32], we do not apriori have the notion of space-time manifold in
matrix theory. As an example, consider the IIA K-matrix theory formulated in the flat
R10 background. The eigenvalues of the scalar field Φµ represent the positions of the
non-BPS D-instantons in xµ direction of the R10. However, there are configurations
that Φµ are mutually noncommutative and they cannot be simultaneously diagonalized.
In such cases, we cannot say that the non-BPS D-instantons live in the R10 space-time.
But, it is still interesting to consider the possible configurations of D-branes em-
bedded in a fixed space-time manifold using the framework of the matrix theory. For
instance, if we are only interested in the commutative D-branes embedded in R10, it is
reasonable to fix the space-time algebra asA = C0(R10) and consider only the D-branes
represented by the algebra Â = Imageφ for some *-homomorphism φ : A → B(H).
Note that, in this case, we can never obtain D-brane configurations with noncommu-
tative world-volume algebra Â as the image of φ, since A = C0(R10) is commutative
and the map φ is homomorphism.
In the next section, we will first fix a C∗-algebra A, which we call the space-
time algebra, and classify the stable D-brane configurations which are embedded in
the space-time represented by A. Then, D-branes embedded in the space-time are
represented by the spectral triples (H, Â, T ), where Â is given by Â = Imageφ, using
a *-homomorphism φ : A → B(H). In other words, such D-branes are obtained
by a triple (H, φ, T ), which is called an (unbounded) Fredholm module. Therefore,
the classification of D-brane configurations are obtained by classifying the Fredholm
modules, which we will demonstrate in the next section.
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4 D-branes and K-homology
4.1 Classification of D-brane configurations
The D-brane charge is classified by K-theory group K1(X) (K0(X)) in type IIA (IIB)
string theory [2, 4]. So, at first sight, one might think that the D-brane configurations
in the K-matrix theory should be naturally classified by the algebraic K-theory K1(A)
(K0(A)), since they are isomorphic to the topological K-theory Ki(X) = Ki(C(X))
when A = C(X). However, it turns out that this is not the correct answer. Let us
explain this fact shortly. 1
The charge of D-branes is usually defined by the behavior of RR-fields. There-
fore, it should be classified by cohomology theory. Actually, K-theory is a kind of
refined cohomology theory. In particular, it behaves as a contravariant functor from
the category of topological spaces to the category of Abelian groups. This means that
a diffeomorphism φ : X → X ′ induces a pull-back map
φ∗ : Ki(X ′)→ Ki(X). (4.1)
On the other hand, when we construct D-branes in the K-matrix theory with
A = C(X), the D-brane solutions represent cycles of X which correspond to the
world-volume of the D-branes. Hence, they should be classified by homology theory,
which is Poincare dual to the cohomology theory and transforms covariantly under the
diffeomorphism φ.
There is a group called K-homology Ki(X) = K
i(C(X)), which is dual to the K-
theory group Ki(X) = Ki(C(X)) in the sense that it has a natural pairing with the
K-theory group,
Ki(X)×Ki(X)→ Z. (4.2)
Accordingly, the K-homology Ki(X) is a homological object, which is preferable to our
purpose. In the next subsection, we claim that the K-homology K1(A) (K0(A)) is
the group which classifies the D-brane configurations in the type IIA (IIB) K-matrix
theory. (See also [34, 33, 35].)
1A similar argument is given in [33].
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4.2 Analytic K-homology
There are several ways to define the K-homology. (See, for example, [36, 37, 39].) One
of them is the definition of the K-homology using Fredholm operators. We can also
define it in terms of manifolds and vector bundles when the algebra A is commutative.
As we will see in this subsection, the former have a direct physical interpretation in the
K-matrix theory, since our formulation is based on the operator algebra. The latter
topological approach is useful to relate the elements of K-homology to world-volume
configurations of D-branes, and will be discussed in the next subsection.
First we fix the space-time C∗-algebra A. We assume A to be unital for simplicity.
As explained in section 3.3, the D-branes embedded in the fixed space-time algebra A
are obtained by the Fredholm modules. A Fredholm module over an algebra A is a
triple (H, φ, F ), where
• H is a separable Hilbert space,
• φ : A → B(H) is a *-homomorphism,
• F is a self adjoint operator in B(H), which satisfies
F 2 − 1 ∈ K(H), [F, φ(a)] ∈ K(H) for ∀a ∈ A. (4.3)
As explained in section 3.3, a Fredholm module (H, φ, F ) describes a configurations of
the IIA K-matrix theory. H is identified as a space of Chan-Paton indices of the non-
BPS D-instantons, the *-homomorphism φ specifies the world-volume Â = Image φ
of the D-branes embedded in the space-time algebra A, and the operator F is the
normalized tachyon field Tb. The condition (4.3) is nothing but the condition (2.7),
which is required from the finiteness of the action.
We also define a degenerate Fredholm module which is a Fredholm module satisfying
F 2−1 = [F, φ(a)] = 0. This corresponds to virtual non-BPS D-instantons that would be
annihilated by the tachyon condensation. The sum of two Fredholm modules (Hi, φi, Fi)
(i = 0, 1) are defined by the direct sum (H0 ⊕H1, φ0 ⊕ φ1, F0 ⊕ F1).
Two Fredholm modules (Hi, φi, Fi) (i = 0, 1) are said to be unitary equivalent when
there is a unitary operator in B(H0,H1) intertwining φi and Fi. They are operator
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homotopic if H0 = H1, φ0 = φ1 and there is a norm continuous path between F0 and
F1. We define an equivalence relation ∼ on Fredholm modules generated by unitary
equivalence, addition of degenerate elements and operator homotopy of (H, φ, F ). Then
K-homology K1(A) is defined as the set of equivalence classes of the Fredholm modules
under the equivalence relation ∼.
These equivalence relations have nice physical interpretations. The unitary equiva-
lence is nothing but the gauge equivalence, addition of the degenerate elements means
the addition of non-BPS D-instantons that would be annihilated by the tachyon con-
densation, and the operator homotopy is just a continuous deformation of the tachyon
configuration. One could also consider the continuous deformation of H and φ, though
it is known that the equivalence class is unchanged [37]. Therefore the equivalence
relations considered above is physically enough for the classification of the configura-
tions.
The K-homology which classifies the D-brane configurations in the IIB K-matrix
theory is K0(A). It can be defined in a similar way. In this case, a Fredholm module
over an algebra A is a 5-tuple (H(0),H(1), φ0, φ1, F ), where
• H(i) are separable Hilbert spaces (i = 0, 1),
• φi : A → B(H(i)) are *-homomorphisms (i = 0, 1),
• F is an operator in B(H(0),H(1)), which satisfies
F ∗F − 1 ∈ K(H(0)), FF ∗ − 1 ∈ K(H(1)), (4.4)
Fφ0(a)− φ1(a)F ∈ K(H(0),H(1)) for ∀a ∈ A. (4.5)
This Fredholm module (H(0),H(1), φ0, φ1, F ) describes the configurations of the IIB
K-matrix theory in an analogous way as above. H(0) andH(1) corresponds to the Chan-
Paton indices of D-instantons and anti D-instantons, respectively. The *-homomorphisms
φ0 and φ1 is used to obtain the configurations that D-instantons and anti D-instantons
are settled inside the space-time manifold in the same way as explained in section 3.3
for non-BPS D-instantons. F is again the normalized tachyon field Tb. Then, (4.4) and
(4.5) are the conditions corresponding to (2.8) and (2.9), respectively.
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The degenerate Fredholm module is defined as the 5-tuple (H(0),H(1), φ0, φ1, F )
with H(0) = H(1), φ0 = φ1 and F = idH is the identity operator of H ≡ H(0) = H(1).
The K-homology K0(A) is defined as the set of equivalence classes of the Fredholm
module. The equivalence relations of the Fredholm modules are again generated by
unitary equivalence, addition of degenerate elements and the operator homotopy.
We can also rewrite these conditions in terms of the Z2 graded Hilbert space Ĥ =
H(0) ⊕H(1). The conditions (4.4) and (4.5) can be expressed as
F̂ 2 − 1 ∈ K(Ĥ), [φ̂(a), F̂ ] ∈ K(Ĥ), for ∀a ∈ A, (4.6)
where φ̂(a) = diag(φ0(a), φ1(a)) and F̂ =
(
F ∗
F
)
.
When A = C(X), where X is a compact manifold, there is a surjective map from
K0(C(X)) = K0(X) to Z,
Index : K0(X)→ Z. (4.7)
This map is defined by taking the index of the Fredholm operator F ,
Index ((H(0),H(1), φ0, φ1, F )) ≡ IndexF. (4.8)
The index of a Fredholm operator is invariant under operator homotopy and the map
(4.7) is well defined. Recall that F is the tachyon field of the IIB K-matrix theory and
gives a map from D-instanton Chan-Paton Hilbert spaceH(0) to anti D-instanton Chan-
Paton Hilbert space H(1). The basis of KerF and CokerF correspond to the Chan-
Paton indices for the D-instantons and anti D-instantons which are not annihilated
by the tachyon condensation, respectively. Therefore the integer IndexF = KerF −
CokerF is interpreted as the total number of D-instantons. Note that we can realize
the configurations with any numbers of D-instantons in the K-matrix theory. This is
one of the advantage of the K-matrix theory in contrast to the other matrix theories.
Let us examine A = C(Sn) case as a basic example. K-homology groups for this
algebra are known as
K0(S
n) =
{
Z⊕ Z (n : even)
Z (n : odd),
K1(S
n) =
{
0 (n : even)
Z (n : odd).
(4.9)
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These results are consistent with what we expect from the homology group of Sn.
Sn has non-trivial homology for H0(S
n) = Z and Hn(S
n) = Z, and hence the only
topologically non-trivial D-branes wrapped on Sn are expected to be D-instantons and
D(n−1)-branes. Here n should be odd (even) in type IIA (IIB) string theory to obtain
a stable D-branes wrapped on Sn. Since we always have the Z factor corresponding to
the D-instantons, it is convenient to consider the reduced K-homology group, defined
as the kernel of the index map (4.7), or equivalently replacing C(Sn) with A = C0(Rn).
K0(R
n) =
{
Z (n : even)
0 (n : odd),
K1(R
n) =
{
0 (n : even)
Z (n : odd).
(4.10)
Here Ki(R
n) denote Ki(C0(R
n)). In this case, since the D-instantons can be kicked off
to infinity, the Z factor corresponding to the D-instanton number is dropped. Therefore
we could say that the flat Dp-brane is classified by K1(R
p+1) (K0(R
p+1)) in the IIA
(IIB) K-matrix theory.
Note that in the K-theory classification of D-brane charges [2], Ki(R9−p) 1 is the
group which classifies the charge of the flat Dp-branes considered above. The space
R9−p is the dual of Rp+1 in the space-time R10. This comes from the fact that K-theory
of X classifies the D-brane charge defined by RR-fields on X , while K-homology of X
classifies the world-volume of the D-brane embedded in the space-time manifold X ,
and they are related by Poincare´ duality.
In general, for a n-dimensional compact manifold X , the K-theory groups and the
K-homology groups are related by
Ki(X) ≃ Kn−i(X), (4.11)
where the subscript i and the superscript n− i are understood modulo 2. This isomor-
phism is the K-theory lift of the Poincare´ duality
Hi(X ;Z) ≃ Hn−i(X ;Z). (4.12)
The isomorphism (4.11) is also reasonable from the physical point of view. For example,
in type IIA string theory, K1(X) classifies the D-brane constructed by non-BPS D-
instanton system and Kn−1(X) classifies the D-brane constructed by non-BPS D(n−
1Here Ki(Rn) denotes the reduced K-theory group of Sn, K˜i(Sn) [38].
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1)-brane system when n is even, or D(n − 1)-brane - anti D(n − 1)-brane system
when n is odd. The spectrum of the D-branes should not depend on how they are
constructed, and hence K1(X) and K
n−1(X) should be isomorphic. We will generalize
this discussion in section 4.5.
4.3 Topological K-homology
When the algebraA is commutative, we have a topological definition of the K-homology,
which is isomorphic to the analytic one given in the previous subsection. (See [36, 34,
39].) In this case, we can assume A = C0(X) without any loss of generality. Here X
can be any locally compact Hausdorff space, but, for simplicity, we assume that X is
a closed (i.e. compact without boundaries) smooth manifold in this subsection.
A K-cycle on X is defined to be a triple (M,E, ϕ), where M is a compact Spinc
manifold without boundary, E is a complex vector bundle onM , and ϕ is a continuous
map from M to X . Note that we don’t require the manifold M to be connected, and
the rank of E may be different on different connected components of M . Therefore,
the disjoint union (M0, E0, ϕ0) ∪ (M1, E1, ϕ1) of two K-cycles (Mi, Ei, ϕi) (i = 0, 1) is
again a K-cycle.
The (topological) K-homology Ktop∗ (X) = K
∗
top(C(X)) is the set of equivalence
classes of the K-cycles. The equivalence relations are generated by the following
(a)sim(c):
(a) Bordism
(M0, E0, ϕ0) ∼ (M1, E1, ϕ1) if there exists a triple (W,E, ϕ), such that (∂W,E|∂W , ϕ|∂W )
is isomorphic to the disjoint union (M0, E0, ϕ0)∪(−M1, E1, ϕ1). HereW is a com-
pact Spinc manifold with boundary, E is a complex vector bundle on W , ϕ is
a continuous map from W to X , and −M1 denotes M1 with the reversed Spinc
structure.
(b) Direct sum
(M,E1 ⊕E2, ϕ) ∼ (M,E1, ϕ) ∪ (M,E2, ϕ)
(c) Vector bundle modification
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(M,E, ϕ) ∼ (M̂, Ĥ ⊗ ρ∗(E), ϕ ◦ ρ), where M̂ is a sphere bundle on M whose
fiber Sp is an even dimensional sphere, ρ is the projection M̂ → M and Ĥ is a
vector bundle on M̂ , such that for each p ∈M the restriction of Ĥ to Sp = ρ−1(p)
is the generator of K˜(Sp) = Z. (See [36] §10 for the explicit construction.)
The sum of two elements in the K-homology is defined by the disjoint union, and
it can be shown that Ktop∗ (X) is an Abelian group. K
top
∗ (X) is a direct sum of two
subgroups Ktopi (X) (i = 0, 1),
Ktop∗ (X) = K
top
0 (X)⊕Ktop1 (X), (4.13)
where Ktop0 (X) (K
top
1 (X)) consists of the elements given by the K-cycles (M,E, ϕ) with
each component of M even (odd) dimensional.
It is natural to interpret the K-cycle (M,E, ϕ) as the world-volume of the D-brane
as proposed in [34]. M is interpreted as the world-volume of the D-brane with Chan-
Paton bundle E on it and ϕ determines the embedding of the D-brane to the space-time
X . The requirement that M is equipped with a Spinc structure is consistent with the
fact that D-branes cannot wrap on a cycle without any Spinc structures [40, 41, 2, 42].
The topological K-homology Ktop1 (X) (K
top
0 (X)) defined above nicely classifies the
stable D-brane configurations in type IIA (IIB) string theory. The equivalence relation
(a) is the deformations of the world-volume of the D-brane together with the gauge
bundle on it, the relation (b) represents the process of the gauge symmetry enhance-
ment for coincident D-branes. The relation (c) is the descent relation of the D-branes,
namely it means that we should identify a spherical D-brane with a non-trivial gauge
bundle on it with a lower dimensional D-brane. Let us explain this fact in a little more
detail. The Spinc manifold M̂ and the vector bundle Ĥ are constructed as follows.
Let H be a Spinc vector bundle on M with 2n dimensional fibers, and B(H) be the
unit ball bundle of H . The boundary of B(H) is a unit sphere bundle S(H) on M ,
whose fiber is 2n− 1 dimensional sphere. M̂ is defined by gluing two copies of B(H),
denoted by B(H)+ and B(H)−, by the identity map of S(H). Thus, M̂ is a sphere
bundle on M with 2n dimensional sphere as its fiber, and is also a Spinc manifold.
B(H)+ and B(H)− are regarded as the world-volume of a D(2n+p)-brane and an anti
D(2n+ p)-brane, respectively, where p = dimM − 1. Gluing them together, M̂ can be
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thought of as the world-volume of a spherical D(2n+ p)-brane, wrapped on 2n dimen-
sional sphere. Since the fiber of the Spinc vector bundle H is even dimensional, we can
define two spinor bundles H±, labeled by chirality, on M associated to H . Let S± be
the pull-backs of H± to H , using the projection H → M . We associate S+ and S− as
the Chan-Paton vector bundle on the D(2n + p)-brane and the anti D(2n+ p)-brane,
respectively. We restrict the base H of S± to B(H)± and denote them by S±|B(H)± .
The vector bundle Ĥ on M̂ is constructed by gluing S+|B(H)+ and S−|B(H)− by the
transition function g on S(H). The transition function g is defined by
g(x, v) = vµγ
µ, (4.14)
where x ∈ M , v is unit vector of the 2n dimensional vector space, which is the element
of the fiber of S(H) at the point x, and γµ is the SO(2n) gamma matrices restricted
on the space of positive chirality spinors. The transition function is interpreted as
the tachyon field created by the open string stretched between the D(2n + p)-brane
and the anti D(2n + p)-brane, and this tachyon configuration (4.14) induces a unit
Dp-brane charge [2]. Therefore, this configuration should be physically identified with
Dp-brane world-volume characterized by (M,E, ϕ). This is the physical meaning of
the equivalence relation (c).
As mentioned above, one can show that the topological K-homology is isomor-
phic to the analytic K-homology, which we described in the previous subsection. The
isomorphism
µi : K
top
i (X)
∼→ Ki(X) (i = 0, 1) (4.15)
is given as follows. To be specific, we will explain the i = 1 case. Let (M,E, ϕ)
be an element of Ktop1 (X). Since M is an odd dimensional closed Spin
c manifold,
we can define a spin bundle S associated to the spinor representation of the Spinc
group. Γ(S ⊗ E) denotes the space of smooth sections of the vector bundle S ⊗ E
on M . We can define a Dirac operator D on Γ(S ⊗ E) by choosing a connection on
the bundle S ⊗ E as usual. Γ(S ⊗ E) is equipped with an inner product, and the
Hilbert space H = L2(M,S⊗E) is defined by the completion of Γ(S⊗E) with respect
to the inner product. The Dirac operator D can be thought of as an (unbounded)
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operator on H. The representation φ : C(X)→ B(H) is defined by the multiplication
of the function φ(f) ≡ f ◦ ϕ for each function f ∈ C(X). Thus, we have obtained an
unbounded Fredholm module (H, φ,D). It can be shown that this defines an element
of the K-homology K1(X) irrespective of the choice of the connection on S ⊗ E, and
furthermore, it gives a well-defined map from Ktop1 (X) to K1(X), which turns out to
be an isomorphism.
As we have seen in section 2.3, the tachyon operator for the D-brane solution in [22]
is nothing but a Dirac operator acting on a spin bundle onM = R2m+1. Therefore this
D-brane configuration in the K-matrix theory corresponds to the element of topological
K-homology with M = R2m+1 and E = I (trivial line bundle), which is interpreted
as a D(2m)-brane extending along R2m+1 with trivial Chan-Paton bundle. This is
exactly what we expect from the calculation of the tension and the Chern-Simons
term [22]. The isomorphism (4.15) suggests that we can always obtain a world-volume
interpretation for each configuration in the K-matrix theory. Since we have a clear
geometrical interpretation of the D-brane configurations in the topological K-homology,
it provides a convincing evidence for our proposal that the D-brane configurations in
the K-matrix theory is classified by the (analytic) K-homology.
4.4 Chern character and Chern-Simons terms
In the K-theory description of D-branes, a D-brane is constructed as the gauge con-
figuration on non-BPS D9-brane system (type IIA) or D9-D9 system (type IIB), and
the D-brane charge is classified by the K-theory groups K∗(X) [2, 4]. But when we
are not interested in the torsion part of the K-theory groups, it is enough to use the
cohomology group H∗(X) to classify the D-brane charges, and we can read them from
the Chern-Simons terms.
In order to write down the Chern-Simons term, the Chern character plays a crucial
role [43]. Namely, the Chern character induces isomorphisms
ch : K0(X)⊗Q ∼→ Heven(X ;Q), (4.16)
ch : K1(X)⊗Q ∼→ Hodd(X ;Q), (4.17)
between the K-theory groups tensored by Q and the cohomology groups. Using these
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maps the Chern-Simons term for the world-volume theory of D9-branes (in the flat
background) can be written as
SCS =
∫
X
C ∧ ch(x), (4.18)
where C is the formal sum of RR-fields and x is an element of K∗(X). The Chern char-
acter ch(x) can be explicitly written in terms of superconnections [44]. For example,
in type IIA string theory, the relevant superconnection is defined by
iA =
(
iA T
T iA
)
= iA⊗ I2 + T ⊗ σ1, (4.19)
F = dA− iA2 = i
(
F − T 2 DT
DT F − T 2
)
, (4.20)
where T is the tachyon and A is the gauge field on the world-volume of the non-BPS
D9-brane. Using these variables, (4.18) becomes [15, 16]
SCS =
∫
X
C ∧ TrN
(
Tr2
(
σ1eF
))
. (4.21)
In this formula, one can easily show that TrNTr2σ
1eF is a closed form, which ensures
the invariance under the gauge transformation C → C + dΛ.
What is the counterpart of this in the K-homology? There is a theorem analogous
to (4.16) and (4.17), which claims that the K-homology group is isomorphic to the
ordinary homology group if it is tensored by Q [36]:
ch. : K0(X)⊗Q ∼→ Heven(X ;Q), (4.22)
ch. : K1(X)⊗Q ∼→ Hodd(X ;Q). (4.23)
Here the element (M,E, ϕ) ∈ K∗(X) of topological K-homology is mapped to
ch.(M,E, ϕ) = ϕ∗(ch(E) ∪ Td(TM) ∩ [M ]). (4.24)
Since the homology group in (4.22) and (4.23) classifies the world-volume cycle of the
D-brane which corresponds to the element (M,E, ϕ) of the K-homology, the Chern-
Simons term should be written by integrating C over the cycle (4.24). Hence we obtain
SCS =
∫
M
ϕ∗C ∧ ch(E) ∧ Td(TM), (4.25)
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which agrees with the Chern-Simons term for a D-brane of world-volumeM with Chan-
Paton bundle E, dropping the factor that comes from the background curvature on X
[45, 43]. This is again consistent with the interpretation that M is the world-volume
of the brane and E is the Chan-Paton bundle on it.
On the other hand, we have an analytic description of the K-homology group. How
can we define the Chern character in this formulation and relate it to the Chern-Simons
terms? To answer this question, note that we can rewrite the Chern-Simons term for
the IIA K-matrix theory (2.17) as
SCS =
∑
n
Ψ2n+1 (Cµ1···µn , x
µ1 , · · · , xµn) , (4.26)
where
Ψ2n+1(a
0, a1, · · · , a2n+1) =
∫∑
si=1,si≥0
ds0 · · ·ds2n ×
TrH
(
φ(a0)e−s0T
2
[T, φ(a1)]e−s1T
2 · · · [T, φ(a2n+1)]e−s2n+1T 2
)
, (4.27)
and ai ∈ A. Ψ = (Ψ2n+1) is known as (odd) JLO cocycle [46] associated with the
unbounded Fredholm module (H, φ, T ). This is a Chern character of the K-homology
K1(A) that takes value in the entire cyclic cohomology HE∗(A). (See [8].) In this case,
the JLO cocycle has similar role as the usual Chern character or superconnection. The
JLO formula (4.27) can also be used in the case that A is noncommutative. It seems
to be quite natural that the CS-term for the D-brane in noncommutative manifold is
also obtained from the Chern character of the K-homology. However, it is not clear in
the above formula how to incorporate the Myers’ terms [21] and the RR-fields which
are not restricted to be constant.
4.5 KK-theory
In this subsection, we will leave the K-matrix theory for a while and deal with the
classification of D-branes in a slightly more general context. Let us consider the field
theory of higher dimensional D-branes as a fundamental theory instead of D-instantons,
to be precise, the non-BPS Dp-brane system or Dp-Dp system in type II string theory.
As for the K-matrix theory, we can classify possible stable configurations of the theory
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and claim that in this case the appropriate group is KK-theory, which is a generalization
of both K-theory and K-homology. We will also see that this classification is in fact
equivalent to that of K-matrix theory in a simple example.
Let (A,B) be a pair of C∗-algebras. 1 The KK-group KK(A,B) is an Abelian
group associated with (A,B), which is covariant in B and contravariant in A. Roughly
speaking, it is defined by equivalence classes of Hilbert (A,B)-bimodules, called Kas-
parov modules. 2 There is a natural Abelian group structure on KK(A,B) induced
by the direct sum of Kasparov modules. More generally, KKn(A,B) is defined by
KK(A,B⊗Cn), where Cn is the complex Clifford algebra of Rn.
Although there are various expressions for Kasparov modules, the Fredholm picture
of KK(A,B), in which the tachyon operator T carries almost all non-trivial informa-
tion, is the appropriate one for us.
In precise, an odd Kasparov module in the Fredholm picture is defined by a triple
(HB, φ, T ), where
• HB = B∞ is a Hilbert space over B,
• φ : A→ B(HB) is a *-homomorphism,
• T is a self-adjoint operator in B(HB) such that
T 2 − 1, [T, φ(a)] ∈ K(HB) = B ⊗K for ∀a ∈ A. (4.28)
Note the similarity in the case of K-homology. Since HB is a family of Hilbert spaces on
the (possibly noncommutative) space B, a triple (HB, φ, T ) is also a family of Fredholm
modules on the space B. Of course, for B = C (one point space) it reduces to the (odd)
Fredholm module described in section 4.2. The elements of KK1(A,B) are homotopy
equivalence classes of odd Kasparov modules, with the similar equivalence relations as
those used in the definition of K-homology in section 4.2.
An even Kasparov module (H(0)B ⊕ H(1)B , φ(0) ⊕ φ(1), F̂ ) is defined by almost the
same condition above, except that it has Z2 grading given by a standard self-adjoint
1Here we assume that both A and B are unital.
2For notations used here and mathematical details, see [37, 8].
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involution operator γ. Namely, in the matrix form one has
ĤB =
( H(0)B
H(1)B
)
, γ =
(
1 0
0 −1
)
, φ̂ =
(
φ(0) 0
0 φ(1)
)
, F̂ =
(
0 T ∗
T 0
)
. (4.29)
The equivalence classes of even Kasparov modules define KK(A,B) = KK0(A,B).
Note that odd Kasparov modules are also described by the matrix form as above with
φ(0) = φ(1) and T = T ∗, which is equivalent to φ = I2 ⊗ φ(0) and F = σ1 ⊗ T , using
generators {I2, σ1} of C1. In fact, one can show that KK1(A,B) is isomorphic to
KK(A,B ⊗C1).
This set-up fits nicely to the classification of D-branes made from the non-BPS
Dp-brane or Dp-Dp system with p + 1 dimensional world-volume B. Stable D-brane
configurations made out of the non-BPS Dp-brane and embedded in transverse space
A are classified by KK1(A,B), and that of Dp-Dp system are classified by KK0(A,B).
This picture is clearer when the whole space-time is a product space A ⊗ B. For the
sake of simplicity, let us explain the physical interpretation of KK1(A,B) using the
non-BPS Dp-brane system. Let C(X) = C(N) ⊗ C(M) be a 10 dimensional space-
time, where B = C(M) is a p+1 dimensional world-volume of non-BPS Dp-branes with
coordinates xα (α = 0, 1, · · · , p), and A = C(N) is a 9−p dimensional space transverse
to M with coordinates yi (i = p+1, · · · , 9). Then HB is the Chan-Paton bundle on M
with (infinite) dimensional Hilbert spaces as fibers. The *-homomorphism φ is given by
φ(yi) = Φi(x) where Φi(x) are the 9−p scalar fields on the non-BPS Dp-branes wrapped
on M , and the operator T = Tb(x) is the (normalized) tachyon field. They fit into odd
Kasparov modules in the Fredholm picture and lead KK1(A,B). KK0(A,B) is quite
analogous. In this case Z2 grading corresponds to Chan-Paton indices of Dp-branes and
Dp-branes. This construction generalizes the K-theory classification of D-brane charges
as well as the K-homology classification of D-brane configurations given in section 4.2.
In particular, it agrees with the Fredholm picture of K-theory used in [34, 47] for the
p = 9 case.
Note that a configuration can be expanded in i-th direction and localized in α-
th direction at the same time. For example, if a tachyon field is roughly given by
T ∼ piγi + xαγα, it represents such a configuration.
In the Fredholm picture above we do not care about gauge fields, since any bundle of
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infinite dimensional separable Hilbert spaces is known to be trivial and the tachyon field
carries the topological information instead of it. There is, however, another interesting
description of Kasparov modules, the unbounded version of the Fredholm picture, which
is the analog of the spectral-triple description for K-matrix theory. In this picture gauge
fields can be incorporated through superconnection Z = 1⊗∇+ σ1 ⊗ T [8].
In summary, we claim that the classification based on non-BPS Dp-brane system
corresponds toKK1(A,B) and that based on Dp-Dp system corresponds toKK(A,B).
We summarize basic properties for KK-theory [37, 8]:
• KK(A,B) includes both (algebraic) K-theory and (analytic) K-homology:
KK(C, B) = K0(B), KK(A,C) = K
0(A). (4.30)
• There is a bilinear associative intersection product, called Kasparov product: for
any C∗-algebras A1, A2, B1, B2,
KK(A1, B1 ⊗D)⊗D KK(D ⊗ A2, B2)→ KK(A1 ⊗ A2, B1 ⊗ B2), (4.31)
which is essentially given by the inner tensor product of two bimodules. This
especially makes KK(A,A) a ring with unit element 1A.
• Periodicity: for n even,
KKn(A,B) := KK(A,B ⊗Cn) ≃ KK(A,B), (4.32)
so only KK(A,B) and KK1(A,B) are independent.
• Duality: assume that there are two elements α ∈ KK(A⊗B,C), β ∈ KK(C, A⊗
B) such that β ⊗A α = 1B ∈ KK(B,B), β ⊗B α = 1A ∈ KK(A,A). Then it
follows that for any pair (D,E) of C∗-algebras the maps
⊗Aα : KK(D,A⊗E)→ KK(D ⊗ B,E), (4.33)
⊗Bα : KK(D,B ⊗ E)→ KK(D ⊗ A,E) (4.34)
are isomorphisms (with inverse β⊗B and β⊗A, respectively). Such a pair A and
B are called K-dual of each other. In particular, for D = E = C it gives Poincare
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duality between K-theory and K-homology:
K∗(A) ≃ K∗(B), K∗(B) ≃ K∗(A). (4.35)
A simple example of this is given for A = B = C(M), where M is a compact
Spinc manifold. In this case, α ∈ KKn(C(M) ⊗ C(M),C) (n = dimM mod 2)
is known as the Dirac K-cycle [M ] and gives isomorphism (4.33).
Since non-BPS Dp-branes or Dp-Dp system considered above are also (unstable)
configurations constructed in the K-matrix theory, the classification of D-branes built
from non-BPS Dp-branes or Dp-Dp system should be related to that built from the
K-matrix theory. This is shown by the isomorphism (4.33). For example, take the
Dirac K-cycle α ∈ KKn(C(M) ⊗ C(M),C) with n = dimM (mod 2) and set D =
C(N), E = C. Then, it gives the following isomorphism
KKi+n(C(N), C(M)) ≃ KKi(C(N ×M),C), (4.36)
where i + n and i are understood mod 2. This isomorphism (4.36) generalizes the
isomorphism between K-theory and K-homology (4.11). For the case i = 0, the right
hand side of (4.36) is the group which classifies the D-branes in IIB K-matrix theory.
On the other hand, the left hand side is the group which classifies the D-branes made
from non-BPS Dp-branes (for n = odd) or Dp-Dp system (for n = even) wrapped on
M . Analogous relations for type IIA string theory holds. This means that various
descriptions give the same result as expected.
The KK-theory unifies various constructions of D-branes via tachyon condensation.
It would be useful to analyze some duality transformations, such as T-duality. We will
come back to this issue elsewhere.
5 Boundary states and spectral triples
Given a configuration (H, {Φµ}, T ) in the K-matrix theory, we can construct, at least
formally, a (off-shell) boundary state that corresponds to it. There are many applica-
tions for this approach. The boundary state can be used to evaluate the BSFT action
and calculate the tension and RR-charge of the D-brane represented by the spectral
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triple. Moreover, we can explicitly see how the spectral triples represent higher dimen-
sional D-branes in an analogous way that is given in [9, 48] for bosonic string theory.
This section is devoted to explain these results and give another viewpoint for our pro-
posal that D-branes are represented by spectral triples. To be specific, we will examine
the boundary states for type IIA non-BPS D-instantons, though the generalization to
the other cases is straightforward.
5.1 Boundary states
In this section, we review in some detail the boundary state approach for D-branes.
The boundary state ( See [49] for a review.) of the non-BPS D-instanton in type
IIA string theory is given by∣∣∣ D̂(−1) 〉 = 1√
2
(|D; + 〉NS − |D;−〉NS) . (5.1)
Here |D;±〉NS are boundary states which satisfy Dirichlet boundary condition for all
directions and NS-fermions with ± spin structure. They can be expressed as 1
|D;±〉NS = |x = 0 〉 | θ = 0;±〉NS , (5.2)
using coherent states
|x 〉 = exp
( ∞∑
m=1
(
−1
2
x−mxm − a†ma˜†m + a†mxm + x−ma˜†m
))
|x0 〉 , (5.3)
| θ;±〉NS = exp
(∑
r>0
(
−1
2
θ−rθr ± iψ†rψ˜†r + ψ†rθr ∓ iθ−rψ˜†r
))
| 0 〉NS , (5.4)
where
aµm = iα
µ
m/
√
m, aµ−m = a
µ†
m = −iαµ−m/
√
m, (m > 0). (5.5)
These are eigen states of operators Xµ(σ) and Θµ±(σ) defined as
Xµ(σ) = x̂µ0 +
∑
m6=0
1√
|m|
(aµme
−imσ + a˜µme
imσ), (5.6)
Θµ±(σ) = ψ
µ(σ)± iψ˜µ(σ) =∑
r
(ψµr e
−irσ ± iψ˜µr eirσ), (5.7)
1We will omit the ghost part of the boundary states, which do not play an important role in our
analysis.
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and satisfy
Xµ(σ) |x 〉 = xµ(σ) |x 〉 , (5.8)
Θµ±(σ) | θ;±〉 = θµ(σ) | θ;±〉 , (5.9)
∫
[dx] |x 〉 〈x | = 1, (5.10)∫
[dθ] | θ;±〉 〈 θ;± | = 1, (5.11)
where
xµ(σ) = xµ0 +
∑
m6=0
1√
|m|
xµme
−imσ, θµ(σ) =
∑
r
θµr e
−irσ. (5.12)
The boundary state for the Neumann boundary condition is obtained by integrating
these coherent states as
|N ;±〉NS =
∫
[dx][dθ] |x 〉 | θ;±〉NS (5.13)
= e+
∑∞
m=1
a†ma˜
†
m∓
∑
r>0
iψ†rψ˜
†
r | 0 〉NS . (5.14)
Here the ground state is the zero momentum state
∫ dx0√
2pi
|x0 〉 = | 0 〉.
In fact, one can easily check that this state satisfies the Neumann boundary condi-
tion,
0 =
∫
[dx][dθ]
δ
iδxµ(σ)
|x 〉 | θ;±〉 (5.15)
=
∫
[dx][dθ]
δ
iδxµ(σ)
ei
∫
dσ′Pν(σ′)xν(σ′) |x = 0 〉 | θ;±〉 (5.16)
= Pµ(σ) |N ;±〉 , (5.17)
where Pµ(σ) is the momentum operator conjugate to X
µ.
Pµ(σ) =
1
2
∞∑
m=−∞
(
αmµ e
−imσ + α˜mµ e
imσ
)
. (5.18)
Therefore the boundary states for a Dp-brane stretched along xα (α = 0, 1, . . . , p)
axes and located at xi = 0 (i = p + 1, . . . , 9) are linear combinations of the following
states.
|Bp;±〉 =
∫
[dxα][dθα]
∣∣∣xα, xi = 0 〉 ∣∣∣ θα, θi = 0;± 〉 . (5.19)
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We can similarly construct the boundary states in RR-sector. In this case, however,
we should be careful about the fermion zero mode. The coherent state for the RR-
fermion operator Θ±(σ) is
| θ;±〉RR = exp
( ∞∑
n=1
(
−1
2
θ−nθn ± iψ†nψ˜†n + ψ†nθn ∓ iθ−nψ˜†n
))
ei
1
2
(ψ0∓iψ˜0)θ0 |D;±〉(0)RR ,
(5.20)
where |D;±〉(0)RR is the ground state defined as follows.
Let us define the zero mode operators
ψµ± =
1√
2
(ψµ0 ± iψ˜µ0 ), (5.21)
which satisfy the following anti-commutation relations
{ψµ+, ψν−} = δµν , {ψµ+, ψν+} = {ψµ−, ψν−} = 0. (5.22)
These are nothing but the anti-commutation relations of SO(10, 10) gamma matrices
which we encountered in (2.11). So we can regard ψ± as SO(10, 10) gamma matrices.
|D;±〉(0)RR is one of the states which belong to the irreducible representation of the
gamma matrices, and satisfies the the Dirichlet boundary condition
ψµ± |D;±〉(0)RR = 0. (5.23)
Similarly, the Neumann boundary condition implies
ψµ∓ |N ;±〉(0)RR = 0, (5.24)
and hence the ground state with a mixed boundary condition as (5.19) should satisfy
ψα∓ |Bp;±〉(0)RR = 0 (α = 0, 1, . . . , p), (5.25)
ψi± |Bp;±〉(0)RR = 0 (i = p+ 1, . . . , 9). (5.26)
They are constructed by acting ψµ− on |D; + 〉(0)RR as
|Bp; + 〉(0)RR =
p∏
α=0
ψα− |D; + 〉(0)RR , (5.27)
|Bp;−〉(0)RR =
p∏
α=0
ψα+
9∏
i=p+1
ψi− |Bp; + 〉(0)RR , (5.28)
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up to phase factor. We fix the phase difference among |Bp;±〉(0)RR by these relations.
Then one can easily show that they satisfy
(−1)F |Bp;±〉NS = − |Bp;∓〉NS , (5.29)
(−1)F˜ |Bp;±〉NS = − |Bp;∓〉NS , (5.30)
(−1)F |Bp;±〉RR = |Bp;∓〉RR , (5.31)
(−1)F˜ |Bp;±〉RR = (−1)p+1 |Bp;∓〉RR , (5.32)
where F (F˜ ) is the world-sheet left (right) moving fermion number operator. Note that
(−1)F and (−1)F˜ act as
(−1)F =
p∏
µ=0
(ψµ+ + ψ
µ
−), (5.33)
(−1)F˜ =
p∏
µ=0
(ψµ+ − ψµ−) (5.34)
on the RR ground states.
The linear combinations that survive after GSO projection are the boundary states
of non-BPS Dp-branes with odd (even) p∣∣∣ D̂p 〉 = 1√
2
(|Bp; + 〉NS − |Bp;−〉NS) , (5.35)
and BPS Dp-branes with even (odd) p
|Dp 〉 = 1
2
(|Bp; + 〉NS − |Bp;−〉NS + |Bp; + 〉RR + |Bp;−〉RR) , (5.36)
in type IIA (IIB) string theory.
When we turn on the tachyon fields, gauge fields and so on, the boundary states
|Bp;±〉 are modified as
|Bp;±〉Sb =
∫
[dxα][dθα] e−Sb(x,θ)
∣∣∣xα, xi = 0 〉 ∣∣∣ θα, θi = 0;± 〉 (5.37)
= e−Sb(X,Θ±) |Bp;±〉 , (5.38)
where Sb(X,Θ) is the boundary interaction. The boundary interaction for non-BPS
D9-branes in type IIA string theory is given in [13, 15, 16] as
e−Sb(X,Θ) =
∫
[dηI ] exp
{∮
dσ
(
1
4
η˙IηI +
2m∑
k=0
1
2k!
(M1 −M20 )I1···IkηI1 · · · ηIk
)}
, (5.39)
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where η˙ = ∂ση and
M0 =
(
iAµ(X) Θ
µ T (X)
T (X) iAµ(X) Θ
µ
)
, (5.40)
M1 =
(
iAµ(X)X˙
µ + i∂νAµ(X) Θ
νΘµ ∂µT (X) Θ
µ
∂µT (X) Θ
µ iAµ(X)X˙
µ + i∂νAµ(X) Θ
νΘµ
)
,(5.41)
M1 −M20 =
(
iAµX˙
µ − T 2 + i
2
FνµΘ
νΘµ DµT Θ
µ
DµT Θ
µ iAµX˙
µ − T 2 + i
2
FνµΘ
νΘµ
)
. (5.42)
Here we assume thatM0 andM1 are 2
m×2m matrices, andM I1···Ik stand for coefficients
with respect to the following expansion of a 2m × 2m matrix M
M =
2m∑
k=0
1
2k!
M I1···IkγI1···Ik , (5.43)
where γI1···Ik are the skew-symmetric products of SO(2m) gamma matrices γI .
The boundary interaction for non-BPS D-instantons can be obtained by replacing
Aµ → Φµ, (5.44)
Fνµ → i[Φν ,Φµ], (5.45)
DµT → i[Φµ, T ], (5.46)
X˙µ → 2P µ, (5.47)
Θµ± → Θµ∓ =: −2iΠµ±, (5.48)
where P µ and Πµ± are canonical momentum conjugate to X
µ and Θµ± respectively. Thus
we obtain the boundary interaction (5.39) with
M1 −M20 =
(
iΦµP
µ − T 2 − 1
2
[Φν ,Φµ] Π
νΠµ [Φµ, T ] Π
µ
[Φµ, T ] Π
µ iΦµP
µ − T 2 − 1
2
[Φν ,Φµ] Π
νΠµ
)
.(5.49)
Here we rescaled 2Φµ → Φµ to avoid factor 2 appearing everywhere.
In the case that Φµ and T are operators acting on an infinite dimensional Hilbert
space H, we cannot assume that M0 and M1 are 2m × 2m matrices. Instead, we treat
these as 2 × 2 matrices with operator coefficients. Namely, expanding M1 −M20 with
respect to I2 =
(
1
1
)
and σ1 =
(
1
1
)
as
M1 −M20 =
(
iΦµP
µ − T 2 − 1
2
[Φν ,Φµ] Π
νΠµ
)
I2 + ([ΦµT ] Π
µ) σ1, (5.50)
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we obtain the boundary interaction
e−Sb(P,Π) =
∫
[dη] TrHP exp
{∮
dσ
(
1
4
η˙η + iΦµP
µ − T 2 − 1
2
[Φν ,Φµ] Π
νΠµ + [ΦµT ] Π
µη
)}
.
(5.51)
In this equation, we should take the path ordered trace TrHP on the Hilbert space H,
which corresponds to integrating out the rest of ηI (except for η) in the formula (5.39).
Collecting all these together, the boundary state for non-BPS D-instantons with
the boundary interaction is given as
∣∣∣ D̂(−1) 〉
Sb
= PP˜+ e
−Sb(P,Π+) |D; + 〉NS + PP˜− e−Sb(P,Π+) |D; + 〉RR , (5.52)
where P = 1
2
(1 + (−1)F ) and P˜± = 12(1± (−1)F˜ ) are GSO projection operators.
It is important to note that unlike the non-BPS D-instanton state without boundary
interaction (5.1), the RR-sector may not be projected out, since the boundary inter-
action carries the fermion zero modes. Let us check that the boundary state (5.52)
becomes (5.1) when the boundary interaction is turned off, i.e. T = Φµ = 0. In this
case, the boundary interaction for RR-sector vanishes since the zero mode of η is not
saturated in the η integral. The boundary interaction for NS-sector becomes
e−Sb(P,Π)/(TrH 1) =
∫
[dη] e
∮
dσ( 14 η˙η) =
∫ ∏
r>0
dηrdη−r e
(pirηrη−r) (5.53)
=
∏
r=1/2,1/3,...
πr (5.54)
=
√
2. (5.55)
Here we used ζ-function regularization (see Appendix B) in the last step. 1 Note that
the factor (TrH 1) represents that we have infinite number of non-BPS D-instantons
when T = 0. Then, using (5.55), (5.29) and (5.30), (5.1) is reproduced from (5.52).
5.2 Tachyon condensation
In the last subsection, we constructed the boundary state (5.52) with the boundary
interaction (5.51), which corresponds to the D-brane represented by the configuration
1This formula is obtained by indirect argument in [2] and used to explain the tension of non-BPS
D-branes.
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(H, {Φµ}, T ). Let us demonstrate here that the boundary state corresponding to the
configuration given by (2.19) and (2.20) is equivalent to the boundary state of a Dp-
brane (p: even).
Inserting the configuration
T = u
p∑
α=0
p̂α ⊗ γα (5.56)
Φα = x̂α ⊗ 1 (α = 0, · · · , p), Φi = 0 (i = p+ 1, · · · , 9), (5.57)
into (5.49), we obtain
M1 −M20 =
(
ix̂αP
α − u2p̂2α iuγαΠα
iuγαΠ
α ix̂αP
α − u2p̂2α
)
(5.58)
= (ix̂αP
α − u2p̂2α)I + (iuΠα)Γα, (5.59)
where Γα =
(
γα
γα
)
are SO(p + 2) gamma matrices. Then the boundary interaction
becomes
e−Sb(P,Π) =
∫
[dηα] TrHP exp
{∮
dσ
(
1
4
η˙αηα + ix̂αP
α − u2p̂2α + iuΠαηα
)}
(5.60)
=
∫
[dηα] e
∮
dσ( 14 η˙
αηα+iuΠαηα)TrHP e
−
∮
dσH(p̂,x̂), (5.61)
where we defined H(p̂, x̂) = u2p̂2α− ix̂αP α. H(p̂, x̂) can be thought of as a Hamiltonian
of a point particle with a kinetic term u2p̂2α and a potential term −ix̂αP α. We can
rewrite (5.61) in terms of the path integral formulation using the standard formula
TrHP e
−
∫
dσH(p̂,x̂) =
∫
[dx]e−
∫
dσL(x˙,x). (5.62)
Thus we obtain
e−Sb(P,Π) =
∫
[dxα][dηα] exp
{∮
dσ
(
1
4
η˙αηα − x˙
2
α
4u2
+ ixαP
α + iuΠαηα
)}
(5.63)
=
∫
[dxα][udθα] exp
{∮
dσ
(
− 1
4u2
(x˙2α + θ
αθ˙α) + ixαP
α + iΠαθα
)}
,
(5.64)
where θα = uηα.
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The boundary state of NS-sector is
e−Sb(P,Π±) |D;±〉NS (5.65)
=
∫
[dxα][udθα] exp
{∮
dσ
(
− 1
4u2
(x˙2α + θ
αθ˙α) + ixαP
α + iΠα±θ
α
)}
|x = 0 〉 | θ = 0;±〉NS
(5.66)
=
∫
[dxα][udθα] exp
{∮
dσ
(
− 1
4u2
(x˙2α + θ
αθ˙α)
)} ∣∣∣xα, xi = 0 〉 ∣∣∣ θα, θi = 0;± 〉
NS
(5.67)
→
∫
[dxα][dθα]
∣∣∣ xα, xi = 0 〉 ∣∣∣ θα, θi = 0;± 〉
NS
(as u→∞) (5.68)
= |Bp;±〉NS . (5.69)
In (5.68), we used a ζ-function regularization trick
∏
r=1/2,3/2,...
u2 = 1, (5.70)
and took a naive limit. Let us justify (5.68) using oscillator expansion and ζ-function
regularization. First, we consider the bosonic part. We adopt the p = 0 case for
simplicity. ∫
[dx] exp
(
−
∮
dσ
x˙2
4u2
)
|x 〉 (5.71)
=
∫
dx0
∞∏
n=1
(∫
dx−ndxn e
− n
2u2
x−nxn− 12x−nxn−a
†
na˜
†
n+a
†
nxn+x−na˜
†
n
)
| x0 〉 (5.72)
=
uΓ(u2)√
2π
e
−
∑∞
n=1
(
1− 2
1+n/u2
)
a†na˜
†
n | 0 〉 . (5.73)
We used the ζ-function regularization to obtain (5.73) (see Appendix B).
Similarly the fermionic part can also be calculated.∫
[udθ] exp
(
−
∮
dσ
θθ˙
4u2
)
| θ;±〉NS (5.74)
=
∞∏
r>0
(∫
u2dθ−rdθr e
− r
2u2
θ−rθr− 12θ−rθr±iψ
†
rψ˜
†
r+ψ
†
rθr∓iθ−rψ˜†r
)
| 0 〉NS (5.75)
=
√
2π
Γ
(
u2 + 1
2
)e±∑∞r>0
(
1− 2
1+r/u2
)
iψ†rψ˜
†
r | 0 〉NS . (5.76)
Combining (5.73) and (5.76) together, we obtain
e−Sb(P,Π±) |D;±〉NS (5.77)
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=
uΓ(u2)
Γ(u2 + 1
2
)
e
−
∑∞
n=1
(
1− 2
1+n/u2
)
a†na˜
†
n±
∑∞
r>0
(
1− 2
1+r/u2
)
iψ†rψ˜
†
r | 0 〉NS (5.78)
→ |B0;±〉NS (as u→∞), (5.79)
which actually agrees with the previous estimation (5.69). This calculation is precisely
analogous to that given in [15, 50, 51]. In fact the coefficient uΓ(u
2)
Γ(u2+1/2)
= 4
u2Γ(u2)2
2
√
piΓ(2u2)
in
(5.78) is exactly the same as the factor which plays a crucial role to obtain the exact
D-brane tension in BSFT [13, 15, 16].
For the RR-sector, note that
[udθ] = udθ0
∞∏
n=1
u2dθ−ndθn = dθ0
∞∏
n=1
dθ−ndθn, (5.80)
where we again used the ζ-function trick
∞∏
n=1
u2 = u2ζ(0) = u−1. (5.81)
Thus the same argument as in (5.68) implies that
e−Sb(P,Π±) |D;±〉RR → |Bp;±〉RR (as u→∞). (5.82)
More careful analysis with the ζ-function regularization as above can also be per-
formed analogously.∫
[udθ] exp
(
−
∮
dσ
θθ˙
4u2
)
| θ;±〉RR (5.83)
=
∞∏
n=1
(∫
u2dθ−ndθn e
− n
2u2
θ−nθn− 12θ−nθn±iψ
†
nψ˜
†
n+ψ
†
nθn∓iθ−nψ˜†n
) ∫
udθ0 e
iΠ0±θ0 |D;±〉(0)RR
(5.84)
=
√
2π
uΓ(u2)
e
±
∑∞
n=1
(
1− 2
1+n/u2
)
iψ†nψ˜
†
n |B0;±〉(0)RR , (5.85)
where we used the relation (5.27) for the ground state. The coefficient exactly cancels
that in bosonic part (5.73), as expected from the quantization of the RR-charge, and
we obtain
e−Sb(P,Π±) |D;±〉RR (5.86)
= e
−
∑∞
n=1
(
1− 2
1+n/u2
)
a†na˜
†
n±
∑∞
n=1
(
1− 2
1+n/u2
)
iψ†nψ˜
†
n |B0;±〉(0)RR (5.87)
→ |B0;±〉RR (as u→∞). (5.88)
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Finally, (5.69) and (5.82) imply that the boundary state of non-BPS D-instantons
with the boundary interactions (5.52) is exactly equal to the boundary state of BPS
Dp-brane (5.36) in the limit u→∞,
∣∣∣ D̂(−1) 〉
Sb
→ |Dp 〉 (as u→∞), (5.89)
as promised.
What can we learn from this example? The boundary states we reviewed in the
last subsection, such as (5.19), are constructed from the geometric information of the
D-branes. Namely, we first decided how the world-volume of the D-brane is embedded
in the space-time, and arranged a suitable coherent state to construct the D-brane
boundary state. On the other hand, as we have seen, D-brane configurations are
represented by analytic data (H, {Φµ}, T ) , i.e. the spectral triple, in the K-matrix
theory. We can construct the D-brane boundary state corresponding to each triple
(H, {Φµ}, T ) as given in (5.51) and (5.52). In this subsection, we have shown, using
an explicit example, that these two constructions are actually equivalent. This is
the stringy realization of the isomorphism (4.15) between topological K-homology and
analytic one. The key relation is (5.62), which translates the analytic data (in the
operator formalism) into the geometric one (in the path integral). It is interesting
to note that the Hilbert space H, which is interpreted as the space of Chan-Paton
indices of non-BPS D-instantons, is translated into the Hilbert space of the quantum
mechanics of the boundary degrees of freedom defined by the path integral in the right
hand side of (5.62). The analogous statement has been observed in noncommutative
geometry [9, 48], but our analysis shows that this correspondence is also realized even
in the commutative cases.
6 Conclusions and Discussions
In this paper, we studied the matrix theory based on non-BPS D-instantons in type IIA
string theory and D-instanton - anti D-instanton system in type IIB string theory, which
we called K-matrix theory. The configurations with finite action are identified with
spectral triples, and the geometry represented by the spectral triples are interpreted as
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the geometry on the world-volume of higher dimensional D-branes. Furthermore, we
claimed that the configurations of D-branes in the K-matrix theory are classified by K-
homology. We also constructed the boundary states corresponding to the configurations
of the K-matrix theory, and explicitly showed that the canonical triples represent higher
dimensional D-branes.
It would be interesting to investigate the relation between our proposal that D-
branes are represented by the spectral triples and the description of D-branes as objects
of the derived category of coherent sheaves [52, 53]. Actually, they are closely related.
In fact, an element of K-homology group in algebraic geometry can be obtained by an
object of the derived category of coherent sheaves [52]. Here, K-homology group in
algebraic geometry, denoted K ′0(X), is defined as the Grothendieck group of coherent
algebraic sheaves on algebraic variety X . One can define a natural map [36]
α : K ′0(X)→ Ktop0 (X), (6.1)
though this is not isomorphic in general. The reason that α fails to be isomorphic
can be understood from the fact that Ktop0 (X) does not respect holomorphic structure,
while K ′0(X) does. See [36, 52] for more detail.
There are many important issues, which we left for the future study. First of all, we
have not made an argument about the consistency of the theory as a quantum theory.
Since the variables in the theory are operators acting on an infinite dimensional Hilbert
space, it is not clear that all the physical quantities remain finite. The action of the
theory should be determined, to a certain extent, by the consistency of the theory.
Similarly, we were not careful about the choice of the space-time manifold X . Since a
consistent background should be a solution of the equations of motion of supergravity,
there should be some restrictions for the choice. Some related arguments about the
formulation of the general matrix theories in curved backgrounds can be found in
[24, 25, 54].
In addition, in section 3.3 and section 4, we chose the space-time algebra A inde-
pendent of the choice of the background, in which the K-matrix theory is supposed
to be formulated. We do not know the precise relation between the closed string
background and the space-time algebra we can choose. In particular, there are many
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D-brane configurations that are not included in the space-time represented by the fixed
algebra. For example, we do have noncommutative D-brane configurations, even if the
background is commutative. In the classification of stable D-brane configurations, we
classified the D-brane configurations embedded in a fixed space-time manifold. There
might be a possibility that the D-branes decay through going ‘outside’ the space-time
that we fixed.
The appearance of the closed strings in the K-matrix theory is also a very interesting
subject. If the theory consistently formulate the type II string theory, there should
be closed strings. Unfortunately, K-homology is not powerful enough to classify the
fundamental strings and NS5-branes, and we failed to incorporate these objects into
the classification. See [55] for the recent related work.
One of the interesting features of the K-matrix theory in contrast to other matrix
theories is that we can construct arbitrary numbers of the D-branes. Even the config-
uration with ‘nothing’ is also included as a configuration of the theory. This fact may
have interesting applications to the formulation of M-theory. In the BFSS matrix the-
ory [5], the number N of the D-particles are fixed to a finite or infinite value. Therefore,
it can only represent M-theory with fixed momentum along the light-like or eleventh
direction. On the other hand, in the K-matrix theory (based on infinite number of
either non-BPS D-instantons or D0-D0 pairs), there are no such restrictions, and it is
quite easy to construct a configuration with arbitrary numbers of D-particles and anti
D-particles. Therefore the K-matrix theory could provide a much wider framework to
study M-theory.
There is another intriguing structure of the IIA K-matrix theory based on non-BPS
D-instantons, which is the same structure observed in [4] for the world-volume theory
of non-BPS D9-branes. Recall that the bosonic part of the K-matrix theory consists
of ten scalars Φµ (µ = 0, 1, . . . , 9) and one tachyon T , which transforms as 10 ⊕ 1
representation under the ten dimensional Lorentz transformation. The fermions in the
theory are χL and χR, which belong to left and right handed spinor representations of
the Lorentz group, respectively. They coincide with the ten dimensional decomposition
of the vector and spinor representations of eleven dimensional Lorentz group! Of course,
it is hard to consider the tachyon as the scalar Φ10 which corresponds to the eleventh
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direction, since eleven dimensional Lorentz symmetry is broken explicitly. It would
be interesting, if this fact should be a clue to a formulation of M-theory with explicit
eleven dimensional Lorentz symmetry.
Although there is a possibility that the fields Φµ and T are sufficient to describe the
whole things, the precise action of the K-matrix theory may be given by the boundary
or cubic string field theory of the infinitely many non-BPS D-instantons. In such
cases, infinitely many matrices or operators should be considered, and we might have
to generalize the choice of the triples (H, Â, T ), which represent the configurations.
We hope to come back to these problems in later publication.
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A Chern-Simons term of N non-BPS D-instantons
In this Appendix A, we prove the topological invariance of CS-term of N non-BPS
D-instantons, namely the invariance of the CS-term under C → C + dΛ. First we
define
C(x) =
∫
dkeikxC(k), (A.1)
and
J(k) = Tr2
(
σ1TrN
(
eikΦ+Z
2
))
, (A.2)
where
iZ = −iΦµψµ2 + Tσ1, (A.3)
C(x) =
∑
n:odd
Cµ1···µn(x)ψ
µ1
1 · · ·ψµn1 , (A.4)
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as defined in (2.14), (2.15). Note that n is odd here.
Then we can rewrite the CS-term of N non-BPS D-instantons (2.13) as
SCS = Trψ
(∫
dk C(k)J(k)
)
. (A.5)
In order to show that the CS-term is invariant under the gauge transformation C →
C + dΛ, it is sufficient to check that the CS-term vanishes if we take C(k) = klΛ(k)ψ
l
1.
where Λ(k) = Λi1···in−1ψ
i1
1 · · ·ψin−11 . This condition is indeed satisfied as
SCS = Trψ
(∫
dkΛ(k)klψ
l
1J(k)
)
= Trψ
(∫
dkΛ(k)
1
2
{klψl1, J(k)}
)
= −Tr2
(
σ1Trψ
(∫
dkΛ(k)SymTrN
(
[kΦ, Z]eikΦ+Z
2
)))
= iTr2
(
σ1Trψ
(∫
dkΛ(k)TrN
(
[eikΦ+Z
2
, Z]
)))
= 0, (A.6)
where Sym means symmetrization w.r.t. [kΦ, Z] and (ikΦ + Z2). Thus we have con-
firmed the invariance of the CS-term under the gauge transformation of the RR-fields.
Though we demonstrated the calculation for the CS-term of N non-BPS D-instanton,
it is straightforward to generalize to other systems. In particular, this proof is also
applicable for the CS-terms for the BPS D-branes, which has been shown in [20]. It
provides a more simple and general proof for the invariance of CS-term under the gauge
transformation.
Since the CS-term is a linear functional of C(x), it should be written as SCS =∫
X C(x)I(x), where I(x) = I
1(x) + I2(x) + · · · and I i is a i-form determined from Φ
and T through (2.13).1 Using this form, the invariance under C → C + dΛ implies
that I(x) is closed form, i.e. it defines a cohomology class of X . Therefore we find that
any configuration of Φ and T determines a cohomology class which is nothing but the
RR-charge of the configuration.
1 Here we assume a smoothness of the configuration.
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B ζ-function regularization
We summarize the zeta-function regularization formulae used in section 5. (See also
[15].)
∏
r=1/2,3/2,···
A = exp
(
logA
∞∑
n=1
(n+ 1/2)−s
) ∣∣∣∣∣
s=0
= Aζ(0,1/2) = 1 (B.1)
∞∏
n=1
A = exp
(
logA
∞∑
n=1
n−s
) ∣∣∣∣∣
s=0
= Aζ(0) = A−1/2 (B.2)
∞∏
n=1
(n+ a)−1 = exp
(
d
ds
∞∑
n=1
(n+ a)−s
) ∣∣∣∣∣
s=0
(B.3)
= exp
(
d
ds
(
ζ(s, a)− a−s
)) ∣∣∣∣∣
s=0
=
Γ(a+ 1)√
2π
(B.4)
∏
r=1/2,3/2,···
r =
√
2π
Γ(1/2)
=
√
2 (B.5)
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