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Abstract
In this paper we will present a goal-oriented mesh adaption for the DLR TAU code,
together with first applications of the procedure to simple inviscid, 2D flow around
airfoils. This improvement to the existing mesh adaption already available in the TAU
code allows us to produce improved computational meshes that providemore accurate
predictions for selected functionals of the flow solution such as drag or lift — in fact,
for any for which the necessary adjoint solution can be computed.
After a short introduction to the problem at hand, we show the mathematical foun-
dation of the method and its derivation. Next is a section on the implementation of
the procedure into the DLR TAU code, followed by results of mesh refinement studies
done with the new method and comparisons to global and the default feature (gradi-
ent) based adaption strategies. Lastly, we present our conclusions and discuss further
work to improve the method and its implementation.
Contents
1 Introduction 1
2 Mathematical Background 3
3 Implementation in the DLR TAU Code 8
4 Results 11
4.1 FLOWer – Structured Meshes . . . . . . . . . . . . . . . . . . . . . . . . . 11
4.2 TAU – Unstructured Meshes . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2.1 Subsonic Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2.2 Transsonic Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5 Conclusion 18
5.1 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Acknowledgements 20
Bibliography 21
i
1 Introduction
Today’s computational fluid dynamics (CFD) solvers are used to solve problems of
ever increasing size and complexity, with many industrial partners relying more and
more on the predictions of their computations and less on actual testing until later
development stages are reached.
A big improvement for complex configurations — although not the “panacea” it may
once have been touted as — was the introduction of unstructured methods, which al-
low the cumbersome and time-consuming process of mesh generation for such compu-
tations to be largely automated. This was thought to reduce the reliance on experienced
users for setting up such complicated computations. Unfortunately, the quality of the
computational mesh is still directly related to the accuracy of the result1. The quality
of the mesh is in turn often dependent on the experience of the user with similar flow
configurations as it is usually not clear a prioriwhere dominant flow features will occur,
and even whether they will have an impact on the outcome of the computation.
To remedy this and produce meshes that resolve each of the flow phenomena of inter-
est, local mesh adaption was introduced (for examples in the DLR Tau code see [1]).
This procedure takes an existing computational mesh and a flow solution thereon2 to
produce a new mesh that will in some sense yield a better result for the observed flow
topology, usually by inserting additional points in “regions of interest” and sometimes
removing points where they are not needed or moving existing points to improve ele-
ment quality.
In order to isolate these regions, a so-called adaption indicator or sensor is computed for
each point in the mesh to obtain a measure of the local mesh quality3. This is a non-
trivial process as mesh quality is not a purely local phenomenon because it depends
on how the flow solver itself operates — for example the size of the stencil of the
scheme, the exact nature of its gradient computations, or the flux functions used all
influence how accurate a solver can be on a particular mesh. For this reason, almost
all mesh adaption indicators resort to computing gradients of the solution variables
with the notion being that mesh regions where large changes in the solution occur (e.g.
shocks / discontinuities) have a strong impact on the quality of the result. In a sense,
this is certainly true as by Godunov’s theorem such regions can only exhibit 1st order
1Or in some non-trivial cases, whether a result could be obtained at all as a low quality mesh has a
high impact on the robustness of the solver.
2As opposed to more dynamic methods that modify the mesh during the solver iteration itself and
not as a separate post-process, for example [23].
3The quality of a mesh is not only dependent on the density of points, but also on the elements
that are constructed out of them, but we presuppose that a good mesh adaption will produce adequate
elements for the solver.
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accuracy and as such, increased spatial resolution will improve the resolution of those
discontinuities.
Unfortunately, the existence of such strong shocks can lead to a problemwhere most—
if not all — of the added points during mesh adaption are spent over-resolving shocks
all the while neglecting either weaker shocks or under-resolving smooth solution ar-
eas which nevertheless can have a larger impact on the accuracy of the computation,
depending on how the “accuracy” is measured. This can result in solutions whose
inaccuracy is amplified by the repeated application of local mesh refinement based on
such a gradient-based indicator — a clear contradiction to the common opinion that
using more points will always give a better solution.
In fact, most of the time it is not necessary for a solution to contain equally accurate
results over the whole domain (which is also one of the reasons why constructing an
accurate and efficient mesh is hard) as the main interest in many computations is the
prediction of key performance functionals, such as the drag (CD) or lift (CL) coeffi-
cient of transport aircraft configurations for example. But not each point of the grid
contributes equally to the evaluation of these functionals, and that can be used to our
advantage. By using the so-called adjoint equation to obtain information about where
discretization errors in the solution have an impact on the actual functional of interest,
one can reliably identify regions of the mesh for adaption for a given target functional.
Obtaining an estimate of the discretization error itself is a challenge of its own because
if it were known we would know the exact solution to the problem.
Another advantage of the described approach to mesh adaption based on a target func-
tional is that it — by its very construction — allows for an estimate of the remaining
error in the functional for the current solution. This is very useful for measuring the
reliability or conversely the uncertainty of a computation (as investigated among oth-
ers in the NODESIM-CFD [17] or MUNA [15] projects), and thus can used to terminate
a solver / mesh adaption cycle once the desired accuracy in the target functional is
reached.
In the remainder of this paper, we show the mathematical foundation of the method
and its derivation, followed by a section on the implementation of the procedure into
the DLR TAU code. Then we show results of mesh refinement studies done with the
new method and comparisons to global and the default feature (gradient) based adap-
tion strategies. Lastly, we present our conclusions and discuss further work to improve
the method and its implementation.
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2 Mathematical Background
The approach to goal-based adaption for finite volumemethods described herein stems
from the error correction approach to integral functionals with the dual (or adjoint)
problem (which is already very popular in the context of gradient-based optimization,
see for example [6]) as shown by Pierce and Giles [8] [19]. While they mention uses of
the correction term as an adaptation indicator in passing, their focus lies in achieving
higher-order convergence as measured by the error in the functional of choice.
Venditti and Darmofal [21] [22] then develop a correction and mesh refinement strat-
egy for unstructured finite volume methods using a discrete adjoint solution. Their
correction term is analogous to Pierce and Giles’ adjoint correction term [20], but intro-
duced by a slightly different argument. It is derived via a Taylor series expansion on a
coarse mesh to an embedded fine mesh where then terms are approximated to avoid
computations on the fine mesh altogether — except for a residual evaluation.
We will give a compact derivation of the procedure as described by Venditti and Dar-
mofal [22] and as such will mostly adhere to their naming conventions, these being
• U – (Converged) flow solution of the Euler or Reynolds-averaged Navier-Stokes
equations.
• R – Residual operator, i.e. to which degree the argument fails to solve the dis-
cretized equations.
• I – Target functional (of the solution U ), such as aerodynamic drag CD or lift CL.
• Ψ – (Converged) solution of the dual (or adjoint) problem, with boundary condi-
tions as imposed by the choice of target functional I .
• H , h – Used as super- and subscripts and refer to meshes on which particular
operations have been carried out. H is a “coarse” mesh and h is an embedded
“fine” mesh.
• L, J – Interpolation or prolongation operators formoving values betweenmeshes,
often used implicitly when both mesh-subscripts are used (e.g. XHh = L
H
h XH).
We depart from a Taylor-series expansion of the functional I on the fine grid based on
the coarse-grid solution:
Ih(Uh) = Ih(U
H
h ) +
∂Ih
∂Uh
∣∣∣∣
UHh
(Uh − UHh ) + · · · (2.1)
3
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Similarly, we can expand the residual on the fine mesh
Rh(Uh) = Rh(U
H
h ) +
∂Rh
∂Uh
∣∣∣∣
UHh
(Uh − UHh ) + · · ·
If we now truncate the above series and isolate terms, we obtain(
∂Rh
∂Uh
∣∣∣∣
UHh
)−1
(Rh(Uh)−Rh(UHh )) ≈ (Uh − UHh ).
By its very definition and the postulate the we deal with converged solutionsRh(Uh) =
0 for a givenUh1. If we use this fact, then the previous expansion of the residual reduces
to
−
(
∂Rh
∂Uh
∣∣∣∣
UHh
)−1
Rh(U
H
h ) ≈ (Uh − UHh ). (2.2)
If we now substitute Equation 2.2 into Equation 2.1 one obtains
Ih(Uh) ≈ Ih(UHh )−
∂Ih
∂Uh
∣∣∣∣
UHh
(
∂Rh
∂Uh
∣∣∣∣
UHh
)−1
Rh(U
H
h ).
At this point, we introduce the adjoint variable Ψwith a definition as follows
(
Ψh|UHh
)T
=
∂Ih
∂Uh
∣∣∣∣
UHh
(
∂Rh
∂Uh
∣∣∣∣
UHh
)−1
(2.3)
⇔
(
Ψh|UHh
)T ( ∂Rh
∂Uh
∣∣∣∣
UHh
)
=
∂Ih
∂Uh
∣∣∣∣
UHh
(2.4)
⇔
(
∂Rh
∂Uh
∣∣∣∣
UHh
)T
Ψh|UHh =
(
∂Ih
∂Uh
∣∣∣∣
UHh
)T
(2.5)
based UHh , i.e. the primal coarse grid solution interpolated to the fine mesh, with the
adjoint computation taking place on the fine level. This definition of the dual problem
is analogous to the one used in the optimization context (see for example Gauger [6])
— except for the particular form of the primal solution (usually U instead of the UHh
used here) — and can be solved with exactly the same solver and boundary conditions
that have been developed in the optimization context.
So as long as Equation 2.5 holds true, we have
Ih(Uh) ≈ Ih(UHh )−
(
Ψh|UHh
)T
Rh(U
H
h ), (2.6)
which is an approximation of the sought-after functional evaluation from a fine-mesh
solution based on a coarse-mesh solution interpolated to the fine gridminus a correction
1As an aside, for a given converged coarse-grid solution UH we have RH(UH) = 0 but Rh(LHh UH) 6=
0. Instead of using a finer mesh to create a residual of higher accuracy, one could also use a consis-
tent residual operator with a higher order of accuracy than the one used to solve for U to gage this
discretization error.
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term. As written above, this correction term incorporates a solution for Ψ on the fine
mesh, which we would like to avoid as the solution of the adjoint problem is very
roughly about half as expensive as the solution U of the original problem so we could
just have solved U on the fine mesh to start with. Thus we used following ansatz of
replacing the fine-mesh adjoint with an interpolated adjoint from the coarse grid:
Ψh|UHh ≈ L
H
h ΨH |UH = ΨHh , (2.7)
where LHh is a prolongation operator from the coarse grid H to the fine grid h. This
is a sensible approximation because the adjoint solution is smooth where the primal
solution exhibits discontinuities (Giles [7]). The smooth regions in the adjoint solution
are well-predicted by the interpolation operator, and these regions are also the ones
that coincide with large residuals (e.g. across discontinuities in the primal solution),
which in turn make a significant contribution to the correction term. When we now
apply this approximation to Equation 2.6 and write UHh as J
H
h UH (with J
H
h being a
similar prolongation operator), we arrive at
Ih(Uh) ≈ IHh (JHh UH)− (LHh ΨH)TRh(IHh Uh) (2.8)
for which ΨH has to satisfy the traditional adjoint equation of(
∂RH
∂UH
)T
ΨH =
(
∂IH
∂UH
)T
. (2.9)
The correction term in Equation 2.8 forms the basis of our mesh adaption indicator.
It is made up of many individual contributions, one from each of the points in the
computational mesh (of the form shown in Equation 2.10) and as such we can use
these point-wise contributions to identify regions in the grid where refinement would
have a non-negligible impact on the target functional, while the sum over all these
individual terms for all mesh points yields the correction term itself.
Another way of looking at the correction term in a more colloquial manner concen-
trates on the two components that make up each point-wise contribution. For the so-
lution at a given mesh point i (expressed in primitive variables) this contribution boils
down to
Ψ|i · R|i = Ψρ|i Rρ|i + Ψu|i Ru|i + Ψv|i Rv|i + · · · (2.10)
Individually, the residualR obtained from the finemesh can be seen as ameasure of the
discretization error on the original mesh (i.e. where a fine mesh would result in a large
update to the solution) whereas the adjoint solution Ψ relates that to the sensitivity
of the target functional I to changes in the solution. This viewpoint led to the name
of “dual-weighted residual (DWR)” method in the Finite Element (e.g. Becker and
Rannacher [2]) and Discontinuous Galerkin (e.g. Hartmann [9] and Houston [10] [11])
community, where constructing residual operators of varying order is comparatively
easy.
Figure 2.1 serves as a demonstrative example illustrating the individual components
that make up the adaption indicator (respective to Equation 2.10) for a supersonic flow
case. The functional of interest for this case is the pressure at the tip of the profile.
The adjoint solution clearly shows which parts of the flow field can have an influence
124-2007/1
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(a) Adjoint solution (first component) (b) Residual (first component)
(c) Adaption indicator and pressure con-
tours
(d) Adapted mesh overlaid over the sensor
Figure 2.1: An example illustrating the individual components of the adaption sensor
(NACA0012 withM∞ = 1.5 and α = 1.0◦).
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on the pressure at the tip; and as expected they are nearly all upstream of it, fanning
out as the distance increases. The residual is very large at the strong shock — across
which it is also changes sign— and approaches zero everywhere else. Their point-wise
inner product is then the adaption indicator, which for this case only refines those parts
across the shock (and the region leading up to it) that are in front of the tip, as those
are the only points that have an influence on the pressure there.
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3 Implementation in the DLR TAU
Code
The DLR TAU code [5] is a second order space and time1 accurate cell-vertex finite-
volume code working on hybrid unstructured meshes. The overall process-chain that
has been implemented works as follows:
1. We compute a (fully converged) solution of the original configuration. For the
purposes of this paper, the central scheme with an implicit LUSGS solver [3] was
used, but the procedure is completely independent of the solver itself so any of
the existing options in the TAU code can be used with no modification to the
adaption (as long as the same solver is used for the residual evaluation).
2. Based on this solution, we obtain the matching discrete adjoint solution as de-
scribed in [4]. Again, the procedure is not tied a particular adjoint implemen-
tation and could equally well use the continuous adjoint implementation that is
available in the code for Euler computations.
3. In order to obtain the fine-mesh residual needed, the original mesh is globally
refined and the solution from the first step is linearly interpolated onto the new
mesh.
4. The (non-zero) residual of the coarse solution interpolated onto the fine mesh
is calculated. This is essentially a single iteration of the solver-loop to sum all
the fluxes across each of the faces and yields information on where a finer mesh
would modify the original flow solution.
5. The volume-weighted residuals are summed from the fine mesh back to the orig-
inal mesh, as that is where the adaption indicator is needed. This means that
the residual contributions from the dual cells that were added for the embed-
ded fine mesh are distributed back to their coarse parent cell (see Figure 3.2). A
positive side effect of evaluating the indicator on the coarse mesh is that the ad-
joint solution does not need to be interpolated to the fine mesh. Also, no residual
smoothing as proposed by Mu¨ller and Giles [14] was done as the residuals did
not exhibit a checkerboard pattern, most likely due the different nature of the
residual evaluation.
6. The actual adaption indicator i whose magnitude is used to select elements for
refinement is calculated point-wise as ΨT · R, where Ψ is the adjoint solution
1Although the time accuracy can also be third order if requested.
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vector and R is the residual vector at the point. This is currently performed in an
external Python script with a thin layer called netcdfdic on top of the NetCDF-
interface [16] used by the TAU code. The script performs the sensor evaluation
given the primal, adjoint and residual pval-files as arguments.
7. Finally, we use TAU’s mesh adaption facility [1] to refine the edges where either
endpoints’ |i| ≥ σ t|g | where σ is the standard deviation of the local indicators /
errors i, t is the prescribed uncertainty one wants to achieve in the functional
and g is the “global error estimate” which is simply
∑
i; similar to the limits
used by Kim and Nakahashi [12] with a = 1.
The relevant processes and their inputs, outputs and dependencies are shown in Figure
3.1. A feature-based adaption only needs the left-most components from the diagram,
i.e. an initial grid with a flow solution is used with the adaption to produce an adapted
grid. While the overhead in terms of added complexity is large, most of it uses existing
— and thus well-tested — functionality.
TAU Adjoint
Adjoint Solution
Globally Refined Grid
TAU Residual
Fine ResidualAdaptation
Residual
AdaptationInitial Grid Flow Solution
Adaptation
Adapted Grid
Figure 3.1: Flow chart of steps currently involved in the proposed adaption mechanism.
Note that most of the steps are necessary to produce a fine-mesh (and thus non-zero)
residual of the coarse grid solution for the estimation of the discretization error.
The global refinement of the mesh that is used to produce the residual (i.e. howmuch a
finer mesh would change each point in the solution — a measure of the discretization
error) uses a slightly modified version of the normal TAU adaption module, where
all edges are forcibly bisected. Unfortunately, the TAU adaption can not currently re-
fine hexahedral sublayers (which are usually used for resolving the boundary layer
in Navier-Stokes computations). This stems from the fact that the TAU adaption em-
ploys automatic y+ adaption to redistribute the points there. Nevertheless, work is
under way to remove this restriction. Simple trials on such hybrid Navier-Stokes grids
seem to suggest that the sensor computation procedure itself works when one ignores
the structured parts of the mesh — although this of course makes the correction term
incorrect. . .
124-2007/1
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For facilitating the evaluation of the sensor a new data-structure was introduced that
specifically tracks edge bisections with parent-child relationships through the refine-
ment and derefinement process. This allows us to use the normal derefinement proce-
dure of the TAU adaption tool to restrict the sensor from the globally refined mesh h
to the original mesh H in a mode where for each point that exists in h but not in H we
distribute 1/2 of its value to each of the parent edge’s endpoints. That this holds true
for volume-weighted values can be seen in Figure 3.2 as all of the dual cell’s volume is
accounted for and redistributed correctly back to the original mesh points.
(a) Original Mesh (b) Globally Refined Mesh
Figure 3.2: The left-hand side shows two dual cells cells and the accompanying primal
mesh. On the right-hand side, the primal mesh has been globally refined, and one can
see that by distributing 1/2 of each newly added vertex’ dual volume to the endpoints of
the parent edge that it bisects, we account completely for the original volume as shown
in white.
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4 Results
In this section we will present and discuss results obtained with the aforementioned
methodology. First, the block-structuredDLR FLOWer code—part of theMEGAFLOW
initiative [13] — was used to verify the integrity of the correction term and the vari-
ous approximations contained therein, as its continuous adjoint implementation was
already stabilized at the time this work was begun.
After the adjoint mode became available in the TAU solver, the implementation for the
target functional-based sensor was migrated and modified to work in an unstructured
mesh context, which is much more suited to automatic mesh adaption by construction.
4.1 FLOWer – Structured Meshes
We used the FLOWer code to conduct global refinement studies to verify the correct-
ness and the applicability of the functional correction in our infrastructure. As a first
test case the inviscid subsonic flow around the NACA0012 airfoil at M∞ = 0.63 and
α = 2.0◦ was considered. In this case the theoretical drag coefficient CD is zero since
the flow is inviscid and has no shocks. For numerical solutions this exact value cannot
be obtained in practice due to the discretization error and the numerical dissipation
introduced by the numerical method. However, the finer the mesh is, the closer the
approximate value of CD should be to zero.
Table 4.1 shows the number of cells for 4 different mesh levels for this NACA0012
case. These were obtained by global refinement. Here, one increase in level implies
the application of one global mesh refinement. With this set of refined meshes a mesh
consistency study for the adjoint based error estimator was performed. Results of this
investigation are shown in Table 4.2 and Figure 4.1.
Level 1 768 x 256 = 196,608 cells
Level 2 384 x 128 = 49,152 cells
Level 3 192 x 64 = 12,288 cells
Level 4 96 x 32 = 3,072 cells
Table 4.1: Cell numbers for different mesh levels (NACA 0012,M∞ = 0.63 and α = 2.0◦).
It can be seen in Table 4.2 (and correspondingly Figure 4.1) that the finer the mesh level
H is, the better the correction term ΨHh · Rh(UHh ) agrees with the difference CD(UHh ) −
CD(Uh) that it approximates. This lets us conclude that this is valid approximation
11
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Level 4 – 3 3 – 2 2 – 1
CD(U
H
h ) 0.0036637 0.0009747 0.0004667
CD(Uh) 0.0009919 0.0004889 0.0004019
CD(U
H
h )− CD(Uh) 0.0026718 0.0004858 0.0000648
Ψh|UHh ·Rh(U
H
h ) 0.0018453 0.0004051 0.0000788
ΨHh ·Rh(UHh ) 0.0009619 0.0002830 0.0000505
Table 4.2: Drag coefficients and adjoint-based error estimates / correction terms with
varying degrees of approximation for different mesh levels. Level 4 – 3 means that H
refers to mesh level 4 and h to mesh level 3 and so on (NACA 0012, M∞ = 0.63 and
α = 2.0◦).
because it converges towards the actual difference between CD(UHh ) and CD(Uh) as the
meshes become progressively finer.
Mesh Level
0
0.0005
0.001
0.0015
0.002
0.0025
0.003
CD(uhH)-CD(uh)
(Ψh)TRh(uhH)
(ΨhH)TRh(uhH)
3-24-3 2-1
Figure 4.1: Plot of two variations of the functional correction term, one using an adjoint
solution computed on the coarse mesh (based on UH ) with the other computed on the
fine mesh (based on UHh ); compared to the value both terms are approximating, namely
CD(UHh )− CD(Uh).
Furthermore, when looking at the individual contributions to the correction term from
each point (for usage as an adaption indicator) in Figure 4.2 and the difference between
computing the respective adjoint solution on the coarse grid (i.e. LHh ΨH |UH ) and the
fine grid (i.e. Ψh|UHh ), it is evident that the error is an order of magnitude smaller
than the contributions to the correction term themselves, which again validates the
simplification of using the coarse mesh adjoint solution, although this of course makes
the correction less accurate — but not invalid — as seen in Figure 4.1.
124-2007/1
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x
y
-0.04 -0.02 0 0.02
-0.04
-0.02
0
0.02
0.0005
0.00045
0.0004
0.00035
0.0003
0.00025
0.0002
0.00015
1E-04
5E-05
0
-5E-05
-0.0001
-0.00015
-0.0002
-0.00025
-0.0003
(a) Pointwise correction term (coarse ad-
joint)
x
y
-0.04 -0.02 0 0.02
-0.04
-0.02
0
0.02
7E-05
6E-05
5E-05
4E-05
3E-05
2E-05
1E-05
0
-1E-05
-2E-05
-3E-05
-4E-05
-5E-05
(b) Error in approximation
Figure 4.2: Magnified view of the nose-region of the NACA 0012 profile showing the
point-wise values making up the correction term (left) as well as the error incurred by
computing the adjoint solution on the coarse mesh (right). Note the difference in magni-
tude.
4.2 TAU – Unstructured Meshes
We have used the above-mentioned process for grid refinement studies on an Euler
NACA0012 airfoil in 2D under differing flow conditions. Comparisons are made with
global mesh refinement, which is also used to estimate the “exact” value of the func-
tional via Richardson extrapolation, as well as the default feature-based adaption al-
ready available in TAU. The data-points for global refinement and the default feature-
based adaptation were taken from an earlier mesh refinement study conducted by R.
Dwight.
The feature-based adaptation was set up to introduce approximately 30% more points
into the mesh at each adaptation step, whereas the goal-oriented procedure flagged
as many elements of the mesh for refinement as it deemed necessary to achieve the
prescribed error tolerance. This amount was usually well in excess of that produced
by the feature-based adaptation, but as the goal-based adaption is more costly in terms
of computational effort (as the adjoint solution has to be computed as well), this need
not be a disadvantage as long as themesh that is produced yieldsmore accurate results.
4.2.1 Subsonic Flow
The first test-case was the symmetric flow around the NACA0012 profile atM∞ = 0.5
and an angle of attack of α = 0.0◦ and it used drag (CD) as the target functional for the
adjoint computation (and thus the functional correction / mesh adaption procedure).
Similarly to the FLOWer test-case, the exact value of the drag is 0, due to completely
subsonic inviscid flow. The result of the mesh adaption study can be seen in Figure 4.3,
124-2007/1
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where the goal-based approach was used with three different values of t.
Mesh Points
D
ra
g
104 105 106 107 108
-0.0001
-5E-05
0
5E-05
1E-04
0.00015
0.0002
0.00025
0.0003
Global Refinement
Feature-based
Goal-based 0.000001
Goal-based 0.000001 (corrected)
Goal-based 0.00001
Goal-based 0.00001 (corrected)
Goal-based 0.0001
Goal-based 0.0001 (corrected)
Figure 4.3: Convergence history for repeated solver / adaption cycles for different refine-
ment strategies, including the correction term as dashed line (NACA 0012, M∞ = 0.5 and
α = 0.0◦).
One can see that for this case essentially any refinement will reduce the error in the
functional compared to the exact value. As expected, the different error thresholds for
the goal-oriented refinement strategy modify the number of elements (or more accu-
rately edges — as the TAU adaption tool is based on edge splitting) introduced during
each adaption cycle, where a lower error threshold (i.e. a higher required accuracy)
results in more refinement during a single adaption step.
The goal-oriented strategy does not improve on the already good results the feature-
based adaption provides, in fact it even performs very slightly worse; although one
has to remember that all of this take place in the space of a single drag count. This state
of affairs can be improved significantly when we use the correction term as introduced
beforehand, which comes at no extra cost provided we are already computing the goal-
oriented adaption indicator. Using this correction factor, the new adaption strategy
provides consistently better results than the default gradient sensor. For the largest
given error threshold of t = 0.0001, a single adaption cycle is enough to achieve a
result that is accurate enough — which the procedure realizes after evaluating and
applying the correction term on the second mesh — and self-terminates.
The grid in Figure 4.4 is the result after three mesh adaptions given the very low error
tolerance of t = 0.000001. One can see that the whole region around the profile has
been almost uniformly refined, suggesting that the error is very evenly distributed over
the whole computational domain.
124-2007/1
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X
Z
-1 0 1 2
-1
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Figure 4.4: Part of the grid near the profile after the third adaption cycle for t = 0.000001
(NACA 0012,M∞ = 0.5 and α = 0.0◦).
4.2.2 Transsonic Flow
Figure 4.5 shows a series of mesh refinements for the NACA0012 airfoil atM∞ = 0.85
and α = 2.0◦. The horizontal black line represents the “correct” value of the lift coeffi-
cient as obtained from the globally refined meshes by Richardson extrapolation. This
transonic case exhibits two shocks, a stronger one on the upper side and a weaker one
on the lower side. The goal-oriented adaptation is performed to produce a mesh that
increases accuracy of the lift coefficient CL of the profile for different error tolerances t.
This tolerance essentially increases or decreases the sensitivity of the adaption process
and thus somewhat dictates the amount of the new points introduced. If one wants
to achieve a very accurate end-result, even regions with a relatively small adaption in-
dicator magnitude will be refined in order to meet the required tolerance whereas as
these regions will be left as they are when only lower accuracy is desired.
In this particular case, the default feature-based adaptation produces rather erratic re-
sults and even seems to diverge from the “exact” value of CL. We suspect this is the
case due to the large gradients across the upper shock, which make the grid adaption
spend every last bit of its allocated point budget there and thus neglecting other flow
features such as the weaker shock and the trailing edge that also have an impact on the
lift.
The goal-oriented adaptation gives very good results for all tolerances (although none
of them has achieved a mesh on which g < t yet, but that may be due to the rather
small tolerances chosen). After three adaptation steps all meshes provide a lift coeffi-
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Figure 4.5: Lift convergence for different adaption indicators (NACA0012 withM∞ = 0.85
and α = 2.0◦).
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Figure 4.6: Grid after the three goal-oriented adaptions with t = 0.001 (NACA0012 with
M∞ = 0.85 and α = 2.0◦).
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cient that is within 0.0003 of the exact value, whereas as the overall best result1 from
10 feature-based adaptations is off by 0.002 and getting worse. Somewhat surprisingly,
the mesh with the lowest requested accuracy yields the best results — at least for the
first two adaptation cycles. This is probably due to the fact that the adaption with a
higher requested accuracy also refines many areas which only become relevant in the
later adaption cycles from a functional accuracy standpoint, while the adaption for the
lower requested accuracy is able to ignore these completely because it never needs to
resolve these smaller error contributions to reach its target accuracy.
The final mesh after the third adaptation for t = 0.001 can be seen in Figure 4.6. Eas-
ily visible are the two well-resolved shocks but the whole nose region as well as the
trailing edge are also refined to provide a more accurate lift coefficient.
1Which is usually not known as the exact value is not available. . .
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5 Conclusion
We have shown the reasoning behind and implementation details of the goal-oriented
mesh adaption approach in the unstructured DLR TAU solver, as well as a consistency
study using the structured FLOWer code. Encouraging results have been presented for
inviscid 2D flows on triangular meshes around the NACA 0012 profile for a variety of
flow conditions.
For the very simple subsonic case the additional expenditure for evaluating the adjoint
solution and computing the fine-mesh residual does offer enough of an in improve-
ment (taking the more accurate functional prediction afforded by the correction term
into account) compared to the normal gradient-based approach. That said, this is a
case where literally any refinement will improve the result as measured by the drag’s
proximity to 0.
The advantages of the approach become evident for more complex flows such as the
transonic test-case presented, where the feature-based adaption process diverges from
the correct lift value. This is a very real problem for users, who expect mesh adaption
to improve their results and not make themworse, especially as the real or correct value
is not known beforehand so that any prediction is as good or as bad as any other —
but with more weight given to any result produced on a mesh with more points. This
fallacy is clearly shown here as well as how the adaption based on a target functional
alleviates the problem.
The interpretation of the magnitude of the correction term as a measure of the remain-
ing uncertainty in a CFD solution gives users an idea of the reliability of the results
they have produced andwhether further adaption cycles are warranted or whether the
obtained solution is good enough. This becomes increasingly important as the faster
development cycles in the aerospace industry require reliable results from simulations
while deferring actual testing to the nearly finished design.
5.1 Further Work
Nevertheless, further improvements and validation of the method are necessary. Dur-
ing analysis of the results for the transonic test-case it became evident that the correc-
tion term did not actually improve the estimate of the lift. Although the corrected val-
ues also seem converge to the assumed exact lift obtained via Richardson extrapolation
from the globally refinedmeshes, on each individual grid the uncorrected aerodynamic
coefficient was slightly closer to the “exact” value than the “improved” estimate.
We suspect this may be due to the way we currently evaluate the correction term. In
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order to carry out most operations on the coarse grid and to reduce the number of in-
terpolations carried out, we compute the term as ΨH(LhHRh(U
H
h )) instead of the more
involving LhH((L
H
h ΨH)Rh(U
H
h )). Work on implementing the alternative is currently on-
going to eliminate this potential source of inaccuracy.
Then we will verify the goal-oriented approach on larger 3D computations, as well
as Navier-Stokes problems — as soon as the TAU adaption module is able to refine
hexahedral layers in hybrid meshes so that we can obtain the higher order residual
RH(U
H
h ). Progress in this regard is being made [18] but a fully functioning version is
not yet available.
Another focus is the selection of proper limits for which elements to refine in each step
to ensure a prescribed accuracy. Multiple adaptations based on the same evaluation of
the indicator (where areas with large i are refined twice for example) can also help to
improve the method’s cost per accuracy metric.
A further area for improvement is the complex process needed for evaluating the sen-
sor itself. We intend to look at ways of simplifying this overhead; the best alterna-
tive would probably be a way of obtaining a higher order residual as a measure of
discretization error on the coarse mesh and thus eliminating the need for a global refine-
ment step if methods can be found to accurately evaluate the correction term andmesh
adaption indicator solely on the original grid.
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