We consider the problem of reconstructing the variance R(O) of a zero mean stationary Gaussian process observed through a zero memory nonlinearity f(x), from the knowledge of f and the first two moments of the output process. The reconstruction is shown to be feasible for certain interval windows, convex nonlinearities :a~discontinuous ',<1;., unimodal nonlinearities. The paper is the completion of the investigation begun in Cambanis and Masry (1978) where the reconstruction of the normaZized covariance R(t)/R(O) was considered.
. INTRODUCTION
Let X = {X t , _00 < t < oo} be a real stationary Gaussian processes with zero mean and continuous covariance function R(t). We observe the stationary process Y = {f(X t ), _00 < t < oo}, where f is a real Borel measurable function on the real line. We are concerned with the reconstruction of the covariance function R(t), _00 < t < 00, from the knowledge of the nonlinearity f, the mean and the correlation function of the "output" process Y.
In Cambanis and Masry (1978) , which will be referred to as CM(1978) in the -~following, we have presented procedures by which the no~alized covariance function :~~~is reconstructed from the correlation function C(t) for broad classes of nonlinearities f. The purpose of this brief paper is to complete the investigation of the problem under consideration by providing procedures for the reconstruction of the varianae R(O) from the knowledge of f and the first two moments k = 1,2 , of the output process Y.
In Section 2 we study some properties of moments of functions of Gaussian random variables, which form the basis for the reconstruction of RCO) given in Section 3. The reconstruction of R(O) is shown (Theorems I and 2, Section 3)
to be feasible for certain interval windows, convex or concave nonlinearities as well as certain discontinuous unimodal nonlinearities. Section 4 provides a discussion relating the results of this paper with those of CM(1978) and indicating the classes of nonlinearities for which the reconstruction of R(t), _00 < t < oo,from C(t), _00 < t < 00, and~l is feasible.
SOME MOMENT PROPERTIES OF FUNCTIONS OF GAUSSIAN RANDOM VARIABLES
In this section we study the moment of a function of a Gaussian random variable with zero mean as a function of its variance, i.e. o < a < 00,
where k is a positive integer and~is a Gaussian random variable with zero mean, 
If f(x) is of bounded variation on each finite interval, determines a a-finite signed measure df on (-00,00) and is such that 
Since a¢(x;a)/aa is continuous, it follows that ¢(x;a) is absolutely continuous in a on any closed and finite subinterval of (0, 00) 
a (i) For all _00 < a < b < 00 we have by (2) and integration by parts
Under the conditions (C2) and (C3), letting a { _00. b t 00 and using the dominated convergence theorem in (6) , we obtain
and the result follows by (5). Note that if x fk-l(x) df(x)~0 on (_00.00) (or 20) then conditions (Cl) and (C2) imply (C3): Let a { _00. b t 00 in (6) and use the monotone convergence theorem. 
-00 dx ax x where the last equality follows by (2). As in part (i), integrating by parts we have for all _00 < a < b < 00 ,
-e
Under the conditions (C4) and (CS), letting a~_00, b t 00 and using the dominated convergence theorem we obtain
and the result follows by (7) . Note again that if d 2 f k(x)/dx 2~0 a.e. on 2) The limiting conditions (C2) and (CS) may be deleted under appropriate unifo~m continuity assumption as follows. We first note that if g(x) E L I (dx) and g(x) is uniformly continuous on (_00,00), then lim g(x) = O. Thus, if
Ixlf (x) is uniformly continuous on (_00,00) then (C2) follows from the integrability condition (CI). Similarly, if fk-l(x)fl(x) is uniformly continuous on (-00,00) then (CS) follows from the first integrability condition in (C4).
3) The limiting condition (C2) (respectively (CS)) may be deleted when f(x) (respectively fl(x) has a polynomial growth OClx\n) or exponential growth O(exp(alx,B)), a > 0, 0 < B < 2, as Ixl~00 4) All the conditions (CI) -(CS) are satisfied in case the nonlinearity
The case where f is an interval window function, f(x) = l(a,b)(x), is of particular practical importance. We have,
is strictly monotonic on (0,00) if and only if the interval (a, b) has anyone of the following forms ea) (-00, b), 
(see Figure 1) . We also have that a 3 (o,r) is strictly decreasing in 0 with
where <p is the distribution function of the standard normal density -4It
¢(x) = ¢(x;l).
(i) When _00 = a < b < 00, b~0, we have ml(a) = <p(b/a) and
is strictly positive or negative on (0,00) as b < 0 or b > 0; and similarly when _00 < a < b = +00, a 1 o. When -00 < a < b < 00 we have I < x < 00, by
Throughout this section X is a real stationary Gaussian process with zero mean and continuous covariance function R(t). We consider the problem of determining the variance R(O) when we know the nonlinearity f and either the first moment~l or the second moment~2 of the output process Y = {f(X t ), _00 < t < oo}. We have Since f is known, so is of course the function~(o),O > 0, and our problem is knowing~l or~2 to find conditions on f under which R(O) can be recovered.
Propositions 1 and 2 of Section 2 provide a number of such conditions on f.
It is convenient at this point to exclude those f's for which the output moments~k provide no information whatever on the input variance. Specifically, we exclude the cases where -A We also introduce the following terminology which will facilitate the statement of the main Theorem. A real function f on the real line is called g-unimodal (g for generalized) if for some a E (_00,00), f is nondecreasing on 19) (-oo,a) and nonincreasing on (a,oo), or vice versa. The number a is then called a mode of f. Note that the mode need not be an extremum of f; and that unimodal functions in the usual sense (i.e., continuous functions which are strictly increasing on (-oo,a] and strictly decreasing on [a,oo), or vice versa) are g-unimodal. Note also that f is g-unimodal with mode a if and only if f has bounded variation on each finite interval and lx -a) df(x) > 0 on (-00,00) (or. 2 0 on (-00,00)).
A function f is called c-unimodal if it has a first derivative f' which is absolutely continuous on each finite interval and f"(x)~0 a.e. on (_00,00), or f"(x) < 0 a.e. on (-00,00 (ii) is shown similarly so that under the assumptions (C6) -lC9) and the c-unimodality of fk we have that Proposition l(ii) is applicable and (ii) c) (a,b), wherc-oo < a < 0 < b < 00 and a" b. 
THE RECONSTRUCTION OF THE COVARIANCE R(t).
Throughout this section X is a real stationary Gaussian process with zero mean and continuous covaraince function R(t). Combining the results of Section 3 which provide the reconstruction of the variance R(O), with the results of CM (1978) which provide the reconstruction of the normalized convariance function
, we obtain the reconstruction of the covariance function R(t) of the input process from the knowledge of the nonlinearity f and the first moment and correlation function of the output process. This is accomplished for the following classes of nonlinearities. Here, for simplicity, we omit the integrabilityand the asymptotic conditions on the nonlinearity f lsuch as (C6) and (C7)); these can be easily traced through the indicated theorems of this paper and the earlier one CM(1978).
1. Monotonic nonlinearities. The relevant theorems are Theorem 2 of CM(1978) and Theorem I of this paper. When f(x) is monotonic (possibly discontinuous) such that f 2 (x) is either g-unimodal with mode zero or c-unimodal, then every covariance function R(t), _00 < t < 00 , can be reconstructed from the correlation function C(t) of the output process Y = {f(X t ), _00 < t < oo}
Included here are smooth limiters, half-wave vth-law devices with v > 0, fullwave odd vth-law devices with v > 0 (for definitions see Thomas (1969) ), odd quantizers and companders (see Taub and Schilling (1971) ). the term H 2 should be present. This condition can be weakened to "the term H 2k for some k>l should be present" as discussed in the remark preceeding Theorem 6 of CM(1978) .
3. General nonlinearities. The relevant theorems here are Theorem 6 of CM(1978) and Theorem 1 of this paper. When f(x) satisfies the condition stated in Theorem 6 of CM (1978) (which is the analogue of (12) for non-even functions) and for k=l or 2, fk(x) is either g-unimodal with mode zero or c-unimodal, then covariance functions R(t) satisfying the smoothness conditions at certain negative level crossings stated in Theorem 6 of CM(1978) , can be reconstructed from the correlation function C(t) of the output process when k=2, and from the output correlation function and its first moment when k=l.
4. Interval windows. The relevant theorems here are Theorem 1 of CM(1978) and Theorem 2 of this paper. Arbitrary covariance functions R(t) can be reconstructed from the output correlation function C(t) for the following infinite interval window nonlinearities: We consider the problem of reconstructing the variance R(O) of a zero mean stationary Gaussian process observed through a zero memory nonlinearity f(x), from the knOWledge of f and the first two moments of the output process. The reconstruction is shown to be feasible for certain interval windows, convex nonlinearities and discontinuous unimodal nonlinearities. The paper is the completion of the investigation begun in Cambanis and Masry (1978) where the reconstruction of the normalized covariance R(t)/R(O) was considered.
