A partition of a given set is said to be uniform if all the partition classes have the same cardinality. In this paper,we will introduce the concepts of rooted n-lattice path and rooted cyclic permutation and prove some fundamental theorems concerning the actions of rooted cyclic permutations on rooted lattice n-paths. The main results we obtained have important applications in finding new uniform partitions. Many uniform partitions of combinatorial structures are special cases or consequence of our main theorems.
Introduction
Let N be the set of natural numbers and R the set of real numbers. An n-lattice path is a sequence L of two-dimensional vectors
where (x i , y i ) ∈ N × R for every i. Let a 0 = 0, s 0 = 0, and
then L corresponds to the following sequence of points (a 0 , s 0 )(a 1 , s 1 ) · · · (a n , s n ).
We call (a n , s n ) the end point of L. Let These problems have been studied by several authors and partial results obtained. In the case of s n = 0, Spitzer [24] gave sufficient conditions for P(L) = M(L) = {0, 1, · · · , n − 1} . Proposition 1.3 (Spitzer combinatorial lemma, [24] ) Let L = (x i , y i ) n i=1 be an n-lattice path. If s n = 0 and no other partial sum of distinct elements vanishes, then
be an n-lattice path with s n = 1, where y i is integer for any i ∈ {1, 2, · · · , n}. Raney [23] discovered a fact: there exists a unique cyclic permutation L i of L such that p(L i ) = n. Narayana [21] gave sufficient conditions for P(L) = {1, 2, · · · , n}. Graham and Knuth's book [12] introduced a simple geometric argument of the results obtained by Raney. This geometric argument yields P(L) = M(L) = {1, 2, · · · , n}. [12] ) Let L = (x i , y i ) n i=1 be an n-lattice path. If y i is integer for any i ∈ {1, 2, · · · , n} and s n = 1, then
Proposition 1.4 (Graham and Knuth
Recently, Huang, Ma and Yeh [14] solved Problem 1.1 and Problem 1.2 completely. [14] ) Let L = (x i , y i ) n i=1 be an n-lattice path with end point (a n , s n ). 
Theorem 1.5 (Huang, Ma and Yeh
be two n-lattice paths. If
Hence, the sets M(L) and P(L) are independent of the x-coordinates x i , i ∈ {1, 2, · · · , n}.
To generalize Theorem 1.5, we introduce the concept of rooted lattice paths as follows. 
is an n-lattice path, and
where
For the convenience of later use,we introduce the following notations:
In general, when s n > 0, we always have
and when s n ≤ 0, we always have
It is natural to consider the following two problems: Problem 1.8 For s n > 0, determine necessary and sufficient conditions for
Problem 1.9 For s n ≤ 0, determine necessary and sufficient conditions for
In this paper, we will solve Problem 1.8 and Problem 1.9 completely by proving the following theorems:
be an n-lattice path with end point (a n , s n ) and j 0 = m(L).
be an n-lattice path with end point (a n , s n ). A partition of a given set is called uniform if all partition classes have the same cardinality. Many uniform partitions of combinatorial structures are consequences of Theorem 1.10 and Theorem 1.11. This theorem was proved by several authors using different methods [5-8; 16; 18; 20-22] . It can also be proved by using Theorem 1.11 (2) .
Use S n to denote the set of all the permutations on the set {1, 2, · · · , n}. We write permutations of S n in the form σ = (σ (1)
and
As applications of Theorem 1.10 and Theorem 1.11, we will give uniform partitions of S T (L) and S H (L).
The rest of this paper is organized as follows. In Section 2, we study properties of rooted cyclic permutations of n-lattice paths and prove our main theorems. In Section 3, we use our main theorems in the section 2 to give uniform partitions of the sets S T (L) and S H (L).
Rooted cyclic permutations of lattice paths
In this section, we study properties of rooted cyclic permutations of lattice paths and prove our main theorems.
be an n-lattice path with end point (a n , s n ). Then
Similarly, we can prove that |T (L)| = a n .
be an n-lattice path with end point (a n , s n ) and
and for any t ∈ {j 0 , j 0 + 1, · · · , i − 1} we have
Assume that there is an index t ∈ {i, i + 1, · · · , n − 1} such that
a contradiction. Thus, we have
Proof. Clearly, we have m(L j 0 +1 ; 0) = a n . Let
Assume that A = ∅ and lett = min A. Thent + 1 ≤ j 0 . We consider the lattice path Lt +1 . Sincē t ∈ A, we have
and for any i ∈ {j 0 , j 0 + 1, · · · , n} we have
and for any t ∈ {j 0 , j 0 + 1, · · · , n} we have
Assume that there is an index t ∈ {1, 2, · · · , i − 1} such that
For any t ∈ {1, 2, · · · , i − 1}, we have
Note that
Assume that A \ {n} = ∅ and lett = max(A \ {n}). Clearly j 0 + 1 ≤t ≤ n − 1. We consider the lattice path Lt +1 .
and for any i ∈ {j 0 + 1, · · · ,t} we have
Hence m(Lt +1 , 0) = 0, a contradiction.
Hence, for any i ∈ {j 0 + 2, · · · , n}, we have
Combining Theorem 2.4 and Theorem 2.8 gives the proof of Theorem 1.10.
with end point (a n , s n ), we define a linear order ≺ L on the set {1, 2, · · · , n} by the following rules:
Note that π(L) can also be viewed as a bijection from the set {1, 2, · · · , n} to itself.
be an n-lattice path with end points (a n , s n ) and π(L) the linear order on the set {1, 2, · · · , n} with respect to 
Case II. s i = s t and i > t.
We have y t+1 + · · · + y i = 0 and 
Case II. s t = s i and t > i.
Clearly, s t − s i = y i+1 + · · · + y t = 0. Thus, we have
be an n-lattice path with end point (a n , s n ). For s n > 0, P T (L) = {1, 2, · · · , a n } if and only if s j − s i / ∈ (0, s n ) for i and j satisfying 1 ≤ i < j ≤ n, where (0, s n ) denotes the set of all real numbers y satisfying 0 < y < s n .
Proof. Let π(L) be the linear order on the set {1, 2, · · · , n} with respect to ≺ L . Suppose 
and t ∈ P (L πk+1 ). By Lemma 2.10, we get
Hence P T (L) = {1, 2, · · · , a n }, a contradiction.
be an n-lattice path with end point (a n , s n ) and π(L) the linear order on the set {1, 2, · · · , n} with respect to 
Case II. s t = s i and t > i. 
be an n-lattice path with end point (a n , s n ). For Proof. Let π(L) be the linear order on the set {1, 2, · · · , n} with respect to ≺ L . Suppose 
Note thatk ≤ n − 1 and
Hence P T (L) = {0, 1, · · · , a n − 1}, a contradiction. Combining Theorem 2.11 and Theorem 2.13 gives the proof of Theorem 1.11. By Theorem 1.10 and Theorem 1.11, we obtain the following corollaries:
be an n-lattice path with end point (a n , s n ).
be an n-lattice path with end point (a n , 1).
be an n-lattice path. Then a n = n and we must have
Thus, Theorem 1.5 is a corollary of the main theorems of this paper.
Applications of main theorems
Andersen [2] first proved the following fundamental theorem in the fluctuation theory:
for any i ∈ {0, 1, · · · , n}.
Feller [11] called this result the Equivalence Principle and gave a simpler proof. This result is mentioned by Spitzer [24] . Baxter [3] obtained this result by bijection method. In [4] , Brandt generalized the Equivalence Principle. Hobby and Pyke in [13] and Altschul in [1] gave bijection proofs for the generalization of Brandt. Note that the sets N i (L) and W i (L) are independent of the x-coordinates x i for any i ∈ {1, 2, · · · , n} by their definitions. Let
Using Baxter's bijection method [3] , we can obtain the following results.
be an n-lattice path with end point (a n , s n ). Then we have
for any i ∈ {0, 1, · · · , a n }.
Proof. Baxter's bijection φ = φ L : S n → S n is defined as follows: for any σ ∈ S n , suppose that
Similarly, we can prove that |S T (L)| = (n − 1)!a n . A partition of a given set is called uniform if all partition classes have the same cardinality. Many uniform partitions of combinatorial structures are consequences of Theorem 1.10 and Theorem 1.11. As applications of Theorem 1.10 and Theorem 1.11, we give uniform partitions of S T (L) and S H (L).
Let σ, τ ∈ S n . We say that σ and τ are cyclically equivalent, denoted by σ ∼ τ , if there is an index i ∈ {1, 2, · · · , n} such that
Then we have the following lemma:
Furthermore, for any i ∈ {0, 1, · · · , a n }, Let
be an n-lattice path with end point (a n , s n ). Suppose s n > 0 and
Then for any nonempty proper subset I of {1, 2, · · · , n}, we have
It is well known that there are at least one element
Assume that there exists a nonempty proper subset I of {1, 2, · · · , n} such that 0 < i∈I
where i j+k ∈ B for every k ∈ {1, 2, · · · , b}. Let σ be a permutation in S n such that
Let σ be a permutation in S n such that
be an n-lattice path with end point (a n , s n ). Suppose s n > 0. Then for any i ∈ {1, 2, · · · , a n }, the necessary and sufficient conditions for
For any a pair [σ, j] ∈ S H (L), by Theorems 2.4, every set EQ H (σ, j) contains exactly one pair
By Lemma 3.5, we have
for any nonempty proper subset I of {1, 2, · · · , n}.
As a consequence of Theorem 3.6,we have proved the following theorem:
be an n-lattice path with end point (a n , s n ). Suppose
for any i ∈ {1, 2, · · · , a n − 1}.
be an n-lattice path with end point (a n , s n ) . Suppose s n ≤ 0 and
Then we have
Assume that there exists a nonempty proper subset
be an n-lattice path with end point (a n , s n ). Suppose s n ≤ 0. Then for any i ∈ {0, 1, · · · , a n − 1}, the necessary and sufficient conditions for Similar to the proofs of Theorem 3.6 and Theorem 3.9, Chung-Feller Theorem proved by using Theorem 1.11 (2) . Theorem 3.11 (Chung and Feller [11] ) Let D be the set of (2n + 1)-lattice paths L = (1, y 1 )(1, y 2 ) · · · (1, y 2n+1 ) such that s 2n+1 = 1 and y i ∈ {1, −1} for all i ∈ {1, 2, · · · , 2n + 1}. Let One also attempted to generalize Chung-Feller Theorem for finding uniformly partition of other combinatorial structures. Huq [15] developed generalized versions of this theorem for lattice paths. Eu, Liu and Yeh [10] proved this Theorem by using the Taylor expansions of generating functions and gave a refinement of this theorem. Eu, Fu and Yeh [9] gave a strengthening of this Theorem and a weighted version for Schröder paths. Liu, Wang and Yeh [17] introduced the function of Chung-Feller type for a generating function of a combinatorial structure. Ma and Yeh [19] gave a combinatorial interpretation of the function of Chung-Feller type for a generating function of three classes of different lattice paths.
Moreover, Woan [25] presented another uniform partition of the set D. Theorem 3.12 and Theorem 3.13 can be proved by using Theorem 1.10(1) and methods similar to those in the proofs of Theorem 3.6 and Theorem 3.9.
