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Abstract
We produce an algorithm that is optimal with respect to both space and execution time to generate
all the lozenge (or domino) tilings of a hole-free, general-shape domain given as input.
We first recall some useful results, namely the distributive lattice structure of the space of tilings
and Thurston’s algorithm for constructing a particular tiling. We then describe our algorithm and
study its complexity.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Previous works about domino and lozenge tilings
In this paper, we focus on tilings of finite regions of the square or triangular lattice with
dominoes (i.e., 2 × 1 rectangles) or lozenges (i.e., union of two equilateral triangles of
unit side sharing a whole side). These examples are of particular importance in theoretical
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S. Desreux, E. Rémila / Journal of Discrete Algorithms 4 (2006) 168–180 169physics, where a domino (or a lozenge) is seen as a dimer, a diatomic molecule (as the
molecule of dihydrogen) and each tiling is a possible state of a solid, or a fluid.
During the last ten years, a lot of advancements have been done about tiling algorithms.
Especially, Thurston [16], using works by Conway and Lagarias [4], introduced the height
function of a tiling. With this tool, Thurston exhibited an algorithm which, given a hole-free
domain as input, yields a tiling of the domain (or indicates that there is no tiling).
Height functions are a very powerful tool in tiling study. Some strong results have been
obtained about structural aspects. Let us define the space of tilings of a domain D as the
graph whose vertices are the tilings of D and in which two tilings are linked if one can pass
from one to the other by an elementary, local transformation (called flip) involving only
two tiles covering a 2 × 2 square in the case of dominoes, three tiles covering a hexagon
of unit side in the case of lozenges. A central result is that the edges in the space of tilings
can easily be directed in such a way that the resulting graph is the covering relation of a
distributive lattice ([3], see [15] for details; some extensions can be found in [14] and [8]).
The structural results above have some algorithmic applications. They have been used by
Luby, Randall and Sinclair [13] to obtain a rapidly mixing monotonic Markov process to
sample tilings uniformly at random.
1.2. The result
Let us consider a standard 8 × 8 chessboard and 32 standard dominoes, as in the games.
We know by Kasteleyn’s formula [12] that there are exactly 12 988 816 different domino
tilings of the chessboard. Yet, Kasteleyn’s formula does not offer a single clue as to how
one could really generate these tilings. How could one do this efficiently? What if one
used an m × n rectangle instead of a chessboard? Or any simply connected domain in
the square grid? What if the underlying grid is not square but triangular? This problem
is an example of listing problem. Listing problems are a well-studied class of problems in
algorithmic combinatorics (see for example [9]). They are motivated by the design of useful
algorithms and the understanding of combinatorial structures. In our specific problem, it
can also be motivated by the research of a tiling satisfying some very specific constraints
(due, for example, to an application to nanotechnology). If one has no idea of a way to
solve the problem, then one can at least try successively all the tilings. Thus we need a
listing algorithm to ensure that all the possibilities have been tested.
In a previous work, Desreux [7] gave an exhaustive generation algorithm, i.e., an al-
gorithm which yields (and does not necessarily store) a sequence whose elements are the
lozenge tilings of a given domain. Unfortunately, the time and space complexities of this
algorithm cannot be considered satisfying: the time for execution is cubic in the number
of tilings of the domain, and the space necessary is quadratic. In the present paper, we
improve the result above by using a new approach which unifies the cases of lozenge and
domino tilings. Moreover, we claim that our algorithm is optimal in the following senses.
For time complexity: the waiting time (i.e., the maximal time between the production of
two successive tilings) is linear in the size of the domain, which corresponds to the time
needed to write a tiling. Since the number of tilings is usually exponential in the size of
the domain, our approach yields a total execution time that is also usually exponential. For
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tiling” requires only the knowledge of the current tiling.
Let us compare our algorithm with another approach, introduced by researchers espe-
cially interested in random sampling, which is a very challenging problem on its own in
tiling theory. We know that random sampling algorithms can be transformed into gen-
eration algorithms by successively exploring all the possible random choices. The time
complexity of the generation algorithm thus obtained is the one of the random sampling
algorithm times the number of tilings. There are two classical random sampling algorithms
for tilings. The algorithm from Luby, Randall and Sinclair [13] has a time complexity of
O(n4), where n denotes the size of the domain. The algorithm from Wilson [17] uses a
divide-and-conquer strategy, first pairing the cells of a separator of the domain, and has
a time complexity of O(n3/2). In contrast, our algorithm has a time complexity of O(n).
Moreover, as they stand, these random sampling algorithms would require more than one
tiling in memory to produce the next one. It is therefore pertinent to study generation prob-
lems with specific tools.
2. Background
2.1. Tiles
The plane is endowed with either the square or triangular regular lattice whose cells are
colored black and white as on a chessboard. This induces a direction on the edges of the
lattice: they are directed clockwise around white cells and (consequently) counterclockwise
around black cells. A domain or region is a finite and simply connected union of cells of
the lattice. The boundary of a domain D will be denoted by ∂D.
A lozenge (resp. domino) is a union of two cells of the triangular (resp. square) grid
sharing an edge, which is called the central axis of the lozenge (resp. domino). This yields
two possible shapes for dominoes (vertical or horizontal) and three shapes for lozenges.
A domino tile (resp. lozenge tile) is a domino (resp. lozenge) of either shape. A tiling of a
domain is a set of tiles that cover the whole area with neither gap nor overlap.
2.2. Height functions
The height functions, introduced by Thurston [16] and independently in statistical
physics (see [1] for a review), subsequently studied and generalized by several authors
[2,7,14,15], are a very powerful tool to study tilings. A lozenge tiling T of a domain D
can be encoded by a height function hT defined as follows: fix an origin vertex O on the
boundary of D and set hT (O) = 0; if (v, v′) is a directed edge such that the line seg-
ment [v;v′] is the central axis of a lozenge of T , then hT (v′) = hT (v) − 2; otherwise,
hT (v
′) = hT (v)+ 1. This definition is coherent since it is coherent for each triangle and D
is simply connected. Similarly, for dominoes, hT (v′) = hT (v) − 3 if [v;v′] is the central
axis of a domino, hT (v′) = hT (v) + 1 otherwise.
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Height functions encode tilings: only one such function is associated to a tiling and
a tiling can be reconstructed from a height function by drawing only the edges whose
endpoints have a height difference of 1.
2.3. Lattice structure
Let (T ,T ′) be a pair of tilings of D. We say that T  T ′ if hT (v)  hT ′(v) for each
vertex v of D. The functions hinf(T ,T ′) = min(hT ,hT ′) and hsup(T ,T ′) = max(hT ,hT ′) are
themselves height functions that encode tilings [7,15], which implies that the set of the
tilings of D has a structure of distributive lattice (see for instance [6] for an introduction
to lattice theory).
2.4. Flips
Let v be a vertex in the interior of D such that all the directed edges ending in v are
central axes of lozenges (resp. dominoes) in a tiling T . A flip is the replacement of these
three lozenges (resp. two dominoes) by three lozenges (resp. two dominoes) whose central
axis are edges starting in v. A flip transforms a local minimum of the height function into
a local maximum. See Fig. 1.
A new tiling Tflip is thus obtained; T and Tflip are comparable for the order defined
above. More generally, T  T ′ if and only if there exists an increasing sequence (T =
T0, T1, . . . , Tp = T ′) of tilings such that ∀ 0  i < p, Ti+1 is deduced from Ti by a flip.
As a corollary we have the flip connectivity: given any pair (T ,T ′) of tilings of D, one can
pass from T to T ′ by a sequence of flips and, more precisely, the minimal number of flips
to pass from T to T ′ is
∑
v |hT (v) − hT ′(v)|/λ, where λ = 3 for lozenges and λ = 4 for
dominoes.
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There exists a minimal tiling whose corresponding height function has no local maxi-
mum except on the boundary of D; indeed, a downward flip could otherwise be performed
on the local maximum, yielding a new minimal tiling. From this property one deduces a
linear algorithm which constructs the minimal tiling if D can be tiled, or proves that D is
not tileable [16].
First, a vertex on ∂D must be selected and given an arbitrary height, usually 0. Then the
heights of all the vertices on the boundary of D follow and they have the same height in all
the tilings of D. Since the local maxima of the height function must lie on ∂D, let us select
one such vertex and place tiles that cover it. There is only one way to proceed without
introducing a local maximum in the interior of D. One can apply the same procedure to
the remaining domain and a tiling is thus built if at all possible.
This tiling is the minimal element of the lattice of the tilings of D. A symmetric con-
struction yields its maximal element, in which the height function has no local minimum
except on the boundary of D.
3. Generalized Thurston algorithm
Thurston’s algorithm allows one to construct a particular tiling of a domain D, using
the fact that there exists a tiling whose height function has no local maximum except on
∂D. But ordinary tilings do have height functions which admit local maxima in the interior
of D: is there a way to generalize Thurston’s algorithm so that it can construct any tiling
of D?
We will first reinterpret Thurston’s algorithm with Birkhoff’s representation theorem for
finite distributive lattices, then exhibit a generalized version and finally give an example.
3.1. Link with Birkhoff’s representation theorem
Let T denote any tiling of a fixed domain D. Let V denote the set of vertices in the
interior of D and S ⊂ V the set of vertices on which the height function hT reaches a
local maximum. A downward flip can be applied on any element of S but on no element of
V \ S. Therefore, T is a minimal tiling with respect to the heights on the vertices in S. In
order to characterize T , it is enough to know hT (v) for every v ∈ S. In lattice terms, T is
the infimum of all the tilings of D which have fixed values on the elements of S.
What does the set S represent? First, let us suppose that S contains only one vertex v.
Then T can be obtained by an upward flip from only one other tiling, namely the one
obtained by applying a downward flip on v in T . This property defines a meet-irreducible
element of the lattice of the tilings of D. If S contains more than one vertex, it can be
viewed as a collection of meet-irreducible elements. Birkhoff’s representation theorem
(see for instance [6]) allows us to formalize this idea:
Birkhoff’s representation theorem. Any finite distributive lattice is isomorphic to the
lattice of the ideals of the order of its meet-irreducible elements.
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irreducible elements. These admit a simple characterization in the case of tilings: a tiling
is a meet-irreducible element of the lattice if and only if its height function admits exactly
one local maximum in the interior of D.
From this point of view, the minimal element of the lattice, which is precisely the tiling
constructed by Thurston’s algorithm, corresponds to the empty ideal.
3.2. Generalized algorithm
We now undertake to construct any tiling of D using Thurston’s idea to cover vertices
so that no local maximum of the height function can appear.
A meet-irreducible element of the lattice of the tilings of D is characterized by a unique
pair (v,h(v)) where v is the only vertex in the interior of D on which the height function
admits a local maximum and h(v) is the value of this local maximum.
Let S be a set of vertices in the interior of D. We denote by S a set constituted by pairs
(v,h(v)) where v ∈ S and h(v) is any number. According to Birkhoff’s theorem, any tiling
of D is characterized by a set S. Our definition also allows sets S which correspond to no
tiling because h may vary too rapidly along an edge. We now suppose that S is a fixed set
such that there exists at least one tiling characterized by it.
If there exists at least one tiling whose height function coincides with h(v) for all v ∈ S,
then there exists a smallest such tiling: it is the infimum of the tilings satisfying this prop-
erty. In particular, the height function of this smallest tiling, let us note it TS , can’t have a
local maximum outside S, since this would otherwise contradict the minimality of TS . We
can therefore apply Thurston’s idea in order to construct this tiling:
Generalized Thurston algorithm.
Input: A domain D, a vertex v of ∂D whose height is 0, a subset S of the vertices in the
interior of D and for each v ∈ S, an integer h(v).
Initialization: Compute the height function on ∂D. If a vertex receives two distinct heights,
then D is not tileable.
Repeat: Let v ∈ ∂D ∪ S be a vertex on which the height function admits a global maxi-
mum. Place a tile whose frontier covers v in the only way that does not create another
local maximum of the height function. Remove v from D and update ∂D.
Until: D is tiled or one of its vertices was given two different heights, in which case D is
not tileable.
Let us analyze the algorithm. As is usually done ([5] for example), we use the RAM
model to study the complexity. As the original version of Thurston, this algorithm uses
each cell of the domain only once so it is linear in the size of D. The space required is the
one needed to store a height function, which is |D| integers, i.e., |D| ln |D| bits, where |D|
denotes the number of cells of D.
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Fig. 3. Generalized Thurston algorithm: step 2.
3.3. Example
Let us illustrate the former algorithm with an example in the case of dominoes. Our
domain D is a 6 × 4 chessboard (see Fig. 2); the vertex at the center of D has height 5. As
in the case of Thurston’s original algorithm, one can fix arbitrarily the height of one vertex
on ∂D and then compute the heights of all the vertices on ∂D. Moreover, it is equivalent
to proceed one tile at a time or to proceed in one step for all the tiles covering a vertex of
maximal height.
Initially, the height function admits a global maximum at the center of the domain.
This vertex must be covered by two dominoes, which can be either vertical or horizontal.
The latter case would yield a vertex having a height greater than 5 so the former is the
only possibility, otherwise we would construct a tiling satisfying the conditions but that is
not minimal in this respect. We thus add two vertical dominoes and we update the height
function on their boundaries.
The maximal value of the height function is now 4 (see Fig. 3). The geometry of the
domain compels us to add horizontal dominoes, but let us forget geometry and trust the
algorithm. We can either add two vertical dominoes or one horizontal one. The former
case would attempt to add a new local maximum, so only the latter is admissible. We thus
add two horizontal dominoes, as shown in Fig. 4.
In the last step, we process simultaneously all the vertices of height 3, with the same
reasoning as above, and we obtain a complete tiling of D (see Fig. 5).
We see that the height function of the tiling thus constructed has no local maximum
except on the boundary and the center of D; it is thus the smallest tiling satisfying the
initial requirements.
If the conditions given initially had not corresponded to a tiling, a vertex would have
been given two different heights.
S. Desreux, E. Rémila / Journal of Discrete Algorithms 4 (2006) 168–180 175Fig. 4. Generalized Thurston algorithm: step 3.
Fig. 5. Generalized Thurston algorithm: step 4.
4. Encoding of a tiling by a word
In order to generate all the tilings of a domain, a natural idea is to encode tilings by
words and then to provide a way to find the successor of an element in the lexicographic
order. In this section, we examine a way to encode tilings by words; the next section will
provide a successor function.
Since height functions encode tilings, it suffices to fix an arbitrary order on the vertices
of D (any order will do) to obtain an encoding of the tilings by words. This encoding
follows closely the height functions and is therefore very natural.
We will use a slightly different construction, although the one mentioned above does
work: instead of the height function, we use a normalized height function, defined as fol-
lows:
H(v) = h(v) − hmin(v)
λ
where h(v) is the value of the height function on the vertex v, hmin is the height function
of the minimal tiling and λ is a normalization parameter, equal to 3 in the case of lozenges
and to 4 in the case of dominoes. This simple homography has two advantages: first, it
unifies the description of tilings by lozenges and by dominoes; second, the normalized
height is closely connected to flips. Indeed, H(v) is the number of times a flip has been
applied to v in any upward path going from the minimal tiling to the tiling considered. And,
of course, there is a one-to-one correspondence between height functions and normalized
height functions.
Moreover, it is convenient to represent a tiling by the word:
μ(T ) = H(v1) · H(v2) · · ·H(vp)
where vi denotes the ith vertex in the order chosen.
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Fig. 7. Construction of the encoding of a tiling.
Fig. 8. The word associated with the tiling of Fig. 6.
We now give an example. Let us consider the domain of Fig. 6, on which we have added
an arbitrary order on the inner vertices.
The normalized heights can be easily computed, but in the case of lozenges they can
also be read directly on the drawing. Indeed, since the lozenge group is isomorphic to Z
[16], the result of a flip is, visually, to add a cube. Take for instance vertex 16: one cube has
been added when starting from the minimal tiling of the domain, so its normalized height
is 1.
In Fig. 7, we have represented the normalized heights against the vertices’ numbers.
The dots correspond to the phase of the tiling of Fig. 6. The vertical segments correspond
to the values that the normalized heights of a vertex can take in a tiling. Its maximal value
can be computed with Thurston’s original algorithm in the maximal tiling version.
For this example, this yields the following word as shown in Fig. 8.
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We have seen how to encode a tiling by a word. Since the lexicographic order is a
linear extension of the lattice structure, generating all the tilings of a domain amounts to
exhibiting a successor function.
5.1. Successor of a word
Let w be an encoding of a tiling T of D. The successor of w in the lexicographic order
need not encode a tiling itself. We call the successor of w, and we will denote it by s(w),
the smallest of the words greater than w which encode a tiling. We will show how to
construct it in two steps.
Since tilings are connected by flips, there exists a series of tilings going from w to s(w).
Since s(w) is minimal, the series must contain exactly one upward flip. The first step is
thus to determine the local minima of the height function associated with w and to select
the right-most position of the corresponding vertices in w. Applying one upward flip yields
a word w′ which differs from w on only one position, let us call it i0:{
w′[i0] = w[i0] + 1
w′[i] = w[i] for i = i0.
w′ is greater than w but it may be greater than s(w). Consider for instance the example
of Fig. 6 again. An upward flip can be performed on vertex 18, which yields s(w). At the
next iteration, however, the right-most candidate is 12. If an upward flip is performed on
this vertex, one obtains a tiling that is greater than s(s(w)) since a downward flip could be
performed on 18.
The second step in finding the successor lies in the use of the generalized Thurston
algorithm. Suppose an upward flip has been performed (starting from w) on the vertex
i0, yielding a word w′. The successor of w has the same values as w′ on positions 1 to i0
included, but possibly smaller ones for positions > i0. It is indeed the smallest of the words
that coincide with w′ on the positions 1 to i0.
We use the generalized algorithm by feeding it the heights already computed for the
vertices 1 to i0 and letting it compute all the remaining ones. At least one tiling exists
under these conditions (the one associated with w′) so the algorithm effectively yields a
tiling, which has all the desired properties.
As an example, consider Fig. 6 (encoded by w) and suppose an upward flip has been
performed on 18 and 12. We know the values of the normalized heights of s(s(w)) for
vertices 1 to 12, as shown in Fig. 9.
In order to use the generalized algorithm, we start with values as shown in Fig. 10.
The generalized algorithm yields the tiling of Fig. 11. Once read, we obtain s(s(w)) (see
Fig. 12).
We can now summarize the process in an algorithm:
Fig. 9. The first coordinates of s(s(w)).
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Fig. 11. Result of the generalized Thurston algorithm.
Fig. 12. s(s(w)).
Successor algorithm.
Input: A tileable domain D, a numbering function from the set V of the inner vertices of
D to 1; |V |, the minimal tiling of D and a word w coding a tiling T of D.
Step 1: Compute the height function associated with T by using the normalized heights.
Step 2: For i from |V | down-to 1, examine whether vertex i is a local minimum of the
height function; stop when such a vertex i0 has been found. If no vertex is found, w
encodes the maximal tiling.
Step 3: The first coordinates of s(w) are:
s(w)[i] = w[i] for 1 i < i0
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Step 4: Use the generalized Thurston algorithm in order to find the smallest tiling bearing
the heights of s(w) for i = 1 to i0.
Step 5: Encode the tiling obtained at step 4 by a word, which is s(w).
Output: s(w).
Let us analyze this algorithm. We denote by |D| the number of vertices in D. Steps 1, 2,
3 and 5 require O(|D|) operations; step 4 uses the generalized Thurston algorithm, which
also runs in O(|D|) time, so the execution time is O(|D|) and the algorithm is linear. The
space required is O(|D| ln |D|) bits, which is the space needed to store a height function.
5.2. Exhaustive generation
Since the successor function preserves the lexicographic order, generating all the tilings
of D amounts to recursively calling it:
Generation algorithm.
Input: A domain D.
Initialization: Compute the minimal tiling of D with Thurston’s algorithm; stop if D is
not tileable. Number the vertices of D. Encode the minimal tiling by a word w.
Current step: w ← Successor(w) and decode w to obtain a tiling, until the Successor
function does not produce a word.
Output: the tilings of D.
Let us analyze the algorithm (recall that we use the RAM model). For the initialization
step, it is well known (and, moreover, it is a particular case of our generalization) that
Thurston’s algorithm runs in O(|D|) times units and needs O(|D| ln |D|) bits. The time and
space complexity are mainly controlled by the current step. Since the Successor function
requires O(|D|) operations, the time complexity of the generation algorithm is O(|D|)
times the number of tilings. In order to evaluate the space complexity, it is legitimate to
suppose that each tiling is discarded as soon as its successor is generated since it is not
used afterward. The space complexity is thus the size to encode a tiling: O(|D|) integers,
or O(|D| ln |D|) bits. This is a large improvement of the previous result, described in [7].
One can remark that the encoding of a tiling by a word, the successor function and the
generalization of Thurston’s algorithm can also be used to generate more than the tilings
of D: indeed, all the characteristic elements of the lattice, as the meet-irreducible elements
and their order, or the arcs of the covering relation. It is interesting to compare this approach
with the previous works about listing on general lattices (see [10] and [11]).
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