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ABSTRACT 
A u x u (0,l) matrix M is said to be r-indecomposable if every i X j submatrix 
of zeros satisfies i + j < u - r. This concept is a natural generalization of Hall 
matrices (O-indecomposable) and fully indecomposable matrices (l-indecomposable). 
Letting 6(M) denote the largest r such that M is r-indecomposable, our aim is to 
compute 6(M) for matrices having constant row and column sums k. In this case it is 
known that 0 Q i3( M) < k - 1. Our principal result is that certain “highly regular” 
matrices (incidence matrices of symmetric designs and partial A-geometries) must 
have 6(M) = k - 1. This leads us to conjecture that the same conclusion holds for 
the more general class of (incidence matrices of) bipartite distance-regular graphs. 
l. INTRODUCTION 
Let M be a u X o (0,l) matrix. We say that M is r-decomposable if 
there is an i X j submatrix of zeros with i + j = v + 1 - T; otherwise M is 
called r-indecomposable. Note that we always assume that the submatrices 
are non vacuous, i.e., i > 1 and j > 1. Set 6(M) = min{v - 1, T}, where r 
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is the largest integer such that M is r-indecomposable; this is the degree of 
indecomposability of M. The reason for the “min”’ in the definition is 
that the o X u all-ones matrix Jo is r-indecomposable for all r; but it is 
convenient to set S(lD) = 0 - 1. 
Certain special cases have received considerable attention. For example, 
the incidence matrix of a set system is 0-indecomposable if and only if the 
system satisfies Hall’s condition for the existence of an SDR [4, $1.2; 11, 94.5; 
16, Chapter 111. Also, I-indecomposable matrices, usually called fully inde- 
composable matrices, have been studied in depth [4, $4.21. The degree of 
indecomposability is a useful tool in several areas, such as permanents [15, 
Chapter 31, Markov chains [lo], and factorizations of Boolean matrices [5]. A 
related concept has been studied in graph theory, what Lo&z and Plummer 
[14, p. 191 call th e surplus of a bipartite graph. Note that measures of 
indecomposability can be defined for rectangular matrices (e.g. [7]), but here 
we shall focus attention on square (0,l) matrices; indeed, we shall examine a 
rather restricted subclass. 
Let A”, denote the set of v X u (0, 1) matrices with row and column sums 
k. Any M in At has 6(M) > 0; this is a well-known result [4, p. lo]. Also, 
6(M) < k - 1, since M contains a 1 X (u - k) submatrix of zeros. It is not 
hard to find examples with S(M) = 0; for example, any M in A”, having a 
k X k submatrix of ones has this property. It is perhaps more interesting to 
look for (classes of) examples with 6(M) = k - 1. We will show that 
(0, k, A) designs satisfy S = k - 1. Recall that a (symmetric or square) 
(0, k, A) design is a member of A: such that every two distinct rows overlap 
in A 1’s. (It follows that, dually, any two distinct columns overlap in A 1’s. 
Lander [12] is a good general reference.) Our main result is that 6(M) = 
k - 1 holds for a more general type of design; the precise definition is given 
in Section 2. In the concluding Section 3 we will raise a natural conjecture 
stemming from this result, and discuss some related problems on the vertex 
connectivity of highly regular graphs. 
2. INDECOMPOSABILITY OF PARTIAL A-GEOMETRIES 
Following Cameron and Drake [6] (see also [2, $1.7]), define a partial 
A-geometry with nexus e as a system of v k-element subsets B,, . . . , B, of a 
v-element set V, such that every point lies on k blocks Bi, and 
(i) any two distinct points lie in 0 or A blocks, and dually any two distinct 
blocks meet in 0 or A points; 
(ii) for any non incident point-block pair (x, B), there exist exactly e 
blocks containing x and meeting B. 
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Here it is assumed that 1 Q e < k and 1 < A < k. Usually e z k is also 
assumed, but it is convenient for us to allow e = k. We will refer to such a 
system as a (0, k, A, e) design. Note that the case e = k is the same thing as a 
(0, k, A) design. Th e incidence matrix M of the geometry is defined bv 
M,, = 1 if the ith point lies on the jth block (in some fixed enumeration of’ 
points and blocks), and Mi, = 0 otherwise. Obviously M is in A”,. 
THEOREM 2.1. The incidence matrix M of any (c, k, A, e> design satisfies 
6(M) = k - 1. 
The proof will be broken up into several stages. From the definition of 
indecomposability, what we wish to show is that any non vacuous i X j 
submatrix of zeros of M satisfies i + j < v - k + 1. We may assume that the 
zero submatrix occurs in the upper left-hand corner of M, since the design 
property is unchanged by arbitrary row and column permutations: 
i u -i 
M= i 
[ 
0 A . 
o-i B c 1 
(1) 
LEMMA 2.2. In the situation of (11, 
constant row sums k and row overlaps 
inequality holds: 
and assuming only that A has 
at most A, then the following 
ik2 
’ -j ’ k + A(i _ 1). (2) 
Proof. This occurs, in hypergraph language, as Exercise 13.13 (with 
solution) in Lovisz [13], and so we omit the proof. 
In the case of (v, k, A, e) designs, the hypotheses of the lemma hold for 
both A and Bt in (l), so that (2) holds, as does the dual inequality 
v-i> 
jk2 
k + A(j - 1) ’ 
Now it is easy to check that the right-hand side of (2) is greater than or 
equal to i + k - 1 if and only if i A < (k - 1Xk - A). Thus in this case 
u - j > i + k - 1, or i + j < v - k + 1 so that the condition for (k - I>- 
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indecomposability is verified for “thin” zero submatrices, i.e. whenever i or j 
is less than or equal to (k - 1Xk - Al/h. In order to handle the “thick” 
cases, we will first prove the following. 
PROPOSITION 2.3. For any i X j zero submatrix in a (v, k, A, e> design, 
he(v - i)(v -j) < k3(v - i -j). (4 
Proof. Let 0,. denote the rth row vector of the matrix D. Our proof of 
(4) will consist in estimating in two ways the quantity 
N:= i i A;C,, (5) 
r=l s=i+l 
where A and C are as in (l), and x * y is the standard inner product of x and 
y. On the one hand, clearly 
v-j 
N = c h,(k -h,), 
t=1 
(6) 
where h, is the number of l’s in the tth column of A. Using Cauchy’s 
inequality and the obvious identity C, h, = ik, we deduce that 
N <ik2 - 
i2k2 k’i(v - i -j) 
-= 
v-j v-j . (7) 
Next, to get a lower bound on N, define a graph H on the row indices of 
M, where r and r ’ are joined iff the corresponding rows of M meet in A 
spots. Clearly N = Af, where f is the number of edges of H with one end in 
z = {1,2,. . .) i) and the other end outside 1. For the number of edges in 
such an edge cut, there is the general estimate 
i(v - i) 
fae v (8) 
valid for any graph H, where 8 is the second smallest eigenvalue of the 
Laplacian (cf. [l, Lemma 2.11; their result is even more general, and (8) 
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above is the special case p = 1 of their lemma). In our specialized problem 
H is in fact strongly regular, which makes 8 easy to compute. The answer is 
0 = eu/k; this can be obtained readily from the information in [6] (note that 
for a d-regular graph, the eigenvalues of the Laplacian are d - A, where A 
ranges over the eigenvalues of the usual adjacency matrix). Hence from (7), 
(8), 0 = ev/k and N = Af one easily obtains (4). ??
Instead of (41, we found it slightly more convenient to work with the 
equivalent inequality 
Aeij < k[k - h + A(k - e)](u -i -j), (9) 
which follows from (4), the identity 
(k - l)(k - A) 
he (10) 
(cf. [6]), and a bit of calculation. 
Our aim now is to prove Theorem 2.1, by assuming the existence of an 
i X j submatrix of zeros with i + j > u - k + 2 and deriving a contradiction 
to (9). Unfortunately, (9) is not strong enough to do the whole job on its own; 
we feel that an illustration is helpful at this stage. Let A = e = 1; the designs 
are called generalized quadrangles in this case, and have been studied 
extensively[17]. Here(g) reduces to g < 2k(k - l)(u - i -j). If S(M) = r, 
then there is an i X j zero submatrix with i + j = tz - r. Hence ij > 
o - T - 1; from this, together with the previous inequality and some calcula- 
tion, one finds that r > k/Z. This falls short of the hoped-for r > k - 1; the 
trouble is that (9) is too weak to handle the case of thin zero submatrices. 
Fortunately Lemma 2.2 handles the thin case; recall that this means that i or 
j is less than or equal to (k - 1Xk - A)/A = k(k - 1)/h - k + 1. In the 
case e = k [symmetric (u, k, A) designs] we have v = k(k - 1)/A + 1. Since 
evidently i < v - k = k(k - 1)/A - k + 1, we are automatically in the thin 
case. Thus Lemma 2.2 already covers Theorem 2.1 in the case e = k, and in 
the sequel we may assume that e < k - 1. 
To finish the proof of Theorem 2.1, assume that M is (k - l)- 
decomposable, i.e. i + j = u - k + 2. As just explained, it suffices to con- 
sider the thick case, i.e., when i and j are both greater than or equal to 
1 + w, where w := (k - l)(k - A)/A. Hence 9 = i(u - k + 2 - i) > 
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(1 + WXU - k + 1 - w), and from (9) we obtain 
Ae(1 + W)(U - k + 1 - W) < k[k - A + k(A - e)](k - 2). (11) 
Note from (10) that kw = e(u - k), and so he(1 + w)(u - k - w) = 
Aw(w + l)(k - e). Hence if we subtract he(1 + w) from both sides of (11) 
we get 
Aw(w + l)(k - e) < k(k - 2)[k - A + A(k -e)] - Ae(1 + w). (12) 
We now set r := k/A. Canceling A on both sides of (12) and isolating e 
gives 
e[ w2 - 1 - rA( rh - 2)] > k{w2 + w - (rh - 2)( rh + r - l)}, (13) 
and since w = (r - 1XrA - l), a quick calculation yields {w’ + w - 
(rh - 2)(rA + r - 1)) - [w’ - 1 - rA(rA - 211 = r. Hence (13) can be 
transformed to 
0 3 (k - e)(w” + w - (rh - 2)(rA + r - l)} + er 
= (k - e)r{(r - 2)rA(rA - 2) + r - I} + er. (14) 
Neumaier has shown (cf. [2, p. 181) that r is a positive integer greater 
than or equal to 2. Thus (14) gi ves the contradiction 0 > 0. This completes 
the proof of Theorem 2.1. 
3. CONCLUDING REMARKS 
Given a u X u (0, 1) matrix M, let G(M) be the associated bigraph on 2u 
vertices: G(M) has vertices rl,. . . , r,, cl,. . . , c, with r, joined to cj iff 
Mij = 1. It is known (cf. [2, 91.71) that if M is the incidence matrix of a 
(u, k, A, e) design then G(M) is distance-regular of diameter at most four, 
and conversely. [The case A = k is the degenerate diameter-two case 
G(M) = K,,,; and if A < k, e = k, i.e. symmetric designs, then G(M) has 
diameter three.] Thus it is natural to conjecture the following. 
CONJECTURE 3.1. Let M E Ak,. lf G(M) is distance-regular then 
6(M) = k - 1. 
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It is easy to show that if M is an r-indecomposable square (0, 1) matrix 
with r > 1, then G(M) is (r + I)-connected. Thus if Conjecture 3.1 is true, 
then every bipartite distance-regular graph has connectivity equal to its 
valency; our Theorem 2.1 settles this for diameter at most four. It is a 
“well-known” conjecture that every distance-regular graph has connectivity 
equal to its valency. The author has not located an explicit statement of this in 
the literature. However, Brouwer and Mesner [3] have proved it for diameter 
two (strongly regular graphs). Also, Godsil [B] has conjectured that every 
connected member of an association scheme (in particular, every distance- 
regular graph) has edge connectivity equal to its valency. There are a number 
of interesting problems and results concerning connectivity of highly regular 
graphs, in various senses; see for example [9] for the definitive result on 
Cayley digraphs. 
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