




















Prof. Dr. Steffen Weißmantel
Zweitprüfer:







Püschel, Thomas: Charakterisierung räumlicher Dispersionseigenschaften ultrakurzer Laserpul-





Die vorliegende Arbeit beschäftigt sich mit der Vermessung räumlich lateraler Unterschiede
der Dispersion räumlich ausgedehnter ultrakurzer Laserpulse. Die Zielstellung ist etwaige Un-
terschiede zu charakterisieren. Hierfür wir die Methode der fouriertransformierten spektralen
Interferometrie evaluiert, angepasst und experimentell angewendet. Anhand von gemessenen
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Hochleistungslaseranlagen für Untersuchungen im Bereich der Plasmaphysik und der
Laser-Teilchen-Beschleunigung basieren auf der Erzeugung, Verstärkung und Fokussie-
rung ultrakurzer Laserpulse. Diese Laserpulse müssen möglichst exakt charakterisiert
und kontrolliert werden. Hierfür ist insbesondere ein genaues Verständnis ihrer räumlich
und zeitlich verkoppelten Eigenschaften notwendig. Eine solche Hochleistungslaseranla-
ge ist das Draco-Lasersystem am Helmholtz-Zentrum Dresden-Rossendorf. Mit einer
Pulsspitzenleistung bis zu einem Petawatt (1015 Watt) wird dieser momentan weltweit ein-
zigartige Laser zur Forschung im Bereich der Laser-Teilchen-Beschleunigung eingesetzt.
Insbesondere die Bestimmung und Kontrolle der räumlich-spektralen Eigenschaften sind
von zentraler Bedeutung, da diese insbesondere die Bedingungen im Fokus bestimmen
und damit kritische Auswirkungen auf die Plasmaeigenschaften und die Beschleunigung
haben. Moderne Laseranlage, wie beispielsweise das oben genannte Draco-System,
bestehen aus verschiedenen kaskadierten Verstärkeranlagen und Optiken zur Strahl-
führung und Anpassung. Beim aktuellen Stand der Technik ist ein genaues und tieferes
Verständnis der räumlich-spektral-dispersiven Wirkung dieser Systeme auf die einzelnen
Bereiche des Strahlquerschnittes eines Laserpulses von Nöten.
1.1 Problemstellung
Zur Strahlführung ultrakurzer Laserpulse kommen neben Spiegel auch refraktive optische
Elemente (Linsen) tragend zum Einsatz, um beispielsweise Strahlquerschnittsgrößen
auf die jeweiligen Verstärkerstufen anzupassen, oder aber auch den Strahl zu fokus-
sieren. Da ultrakurze Laserpulse intrinsisch eine Bandbreite an Frequenzen besitzen,
unterliegen sie bei der Transmission durch refraktive optische Elemente der Dispersion.
Die Dispersion wirkt sich auf die zeitlichen, bzw. spektralen Eigenschaften (spektrale,
bzw. zeitliche Phase) ultrakurzer Laserpulsen aus. Vor allem bei der Strahlaufweitung
mit refraktiven Teleskopen, kommt es somit zu einer Verkopplung räumlicher und zeit-
licher Veränderungen der Laserpulse; infolge der Anwendung realer Linsen kommt es
zu räumlich unterschiedlichen spektralen (zeitlichen) Phasen der Laserpulse. Diese
Veränderungen sind innerhalb des Strahldurchmessers des Laserpulses nicht konstant,
sondern je nach betrachtetem Ort im Strahldurchmesser unterschiedlich. So kann bei-
spielsweise die Pulsdauer entlang der lateralen Ausdehnung des Strahldurchmessers
variieren oder die Pulsfront verkippt sein. Die räumlich unterschiedliche Dispersion wel-
che besipielsweise von refraktiven Teleskopen hervorgerufen wird kann nicht durch die
übliche Kombination von Gitter-Kompressoren und -Streckern kompensiert werden, da
diese gleichmäßig auf den gesamte Strahlqueschnitt eines Laserpulses wirken. Um ge-
eignete Strategien zur Gegenwirkung zu entwickeln, ist zunächst eine genaue Kenntnis




Ziel der Arbeit ist es auf Basis der fouriertransformierten spektralen Interferometrie (FTSI)
einen Messaufbau zu entwickeln, der die räumliche Dispersion ultrakurzer Laserpulse
durch refraktive optische Elemente messen kann. Dazu werden zu Beginn Simulationen
zur FTSI mit Matlab durchgeführt, mit dem Ziel, Probleme in der FTSI ausfindig zu ma-
chen und Lösungen zu entwickeln. Auf der Basis der Ergebnisse der Simulationen wird
ein FTSI-Algorithmus in Matlab umgesetzt, um Messungen der räumlichen Dispersion
auszuwerten. Der FTSI-Algorithmus soll hierbei durch Berechnung der spektralen Pha-
sendifferenz die Taylorkoeffizienten, zwischen einem Referenzpuls und einem Messpuls,
ermitteln. Indem die Dispersion von Glasproben unterschiedlicher Materialdicke bestimmt
wird, wird die Zuverlässigkeit des in Matlab umgesetzten FTSI-Algorithmus unter bekann-
ten Bedingungen festgestellt. Im Anschluss soll die Messung der räumlichen Dispersion
eines durch Teleskope aufgeweiteten Laserpulses mit unterschiedlichen Bedingungen
ermittelt werden. Am Ende der Untersuchungen werden die Ergebnisse dokumentiert
und eine Zusammenfassung erstellt. Zusätzlich wird ein kurzer Ausblick auf zukünftige
Anwendungen gegeben.
Das Übergeordnete Ziel ist in naher Zukunft ein Messverfahren zur Verfügung zu ha-




Im ersten Teil dieses Kapitels, wird ein kurzer Überblick zur Theorie ultrakurzer Laserpulse
gegeben. Dabei wird eine mathematische Beschreibung im Zeit- und Frequenzbereich
durchgeführt. Die Auswirkungen der spektraler Phase auf die zeitlicher Pulsform werden
erläutert und ein Überblick zur Dispersion ultrakurzer Laserpulse beim Durchgang durch
transparente Medien gegeben. Im zweiten Teil wird das Grundprinzip und der allgemeine
Algorithmus der Fourier-Transformierten spektralen Interferometrie (FTSI) erklärt. Des
Weiteren wird auf die Rekonstruktion der spektralen Phase und des zeitabhängigen
elektrischen Feldes eingegangen.
2.1 Theorie ultrakurzer Laserpulse
2.1.1 Mathematische Beschreibung im Zeitbereich
Um ein einfache mathematische Beschreibung eines ultrakurzer Laserpuls im Zeitbereich
zu erhalten, wird zunächst die räumliche Abhängigkeit vernachlässigt. Demnach ist der
Laserpuls an einem festen Ort im Raum positioniert. Als weitere Vereinfachung, wird
die Polarisation der elektrischen Feldstärke als linear angenommen. Damit lässt sich die
zeitabhängige elektrische Feldstärke E(t) mit dem Ansatz
E(t) = A(t) · cos[Φ(t)] (2.1)
beschreiben. Φ(t) beschreibt die zeitliche Phase während A(t) die zeitabhängige Ampli-
tude oder Einhüllende ist (siehe Abb. 2.1 a). Jedem Laserpuls kann eine Pulsdauer ∆t
zugeordnet werden. Diese ist als die Halbwertsbreite oder Full With at Half Maximum
(FWHM) der zeitabhängigen Intensität I(t) definiert. Wobei die Intensität proportional
zum Quadrat der zeitlichen Amplitude ist.
I(t) ∝ A(t)2 (2.2)
Die zeitliche Phase Φ(t) lässt sich in der folgenden Form darstellen [4]:
Φ(t) =Φ0+ωz · t+Φa(t). (2.3)
Φ0 ist die absolute Phase, ωz die zentrale Kreisfrequenz oder Zentralfrequenz des
Laserpulses und Φa(t) ist eine zeitabhängige additive Phasenfunktion in Form einer



































(a) Puls im Zeitbereich


















































Abb. 2.1: Darstellung eines ultrakurzen Laserpulses im Zeitbereich chirpfrei (a), mit positivem
linearen Chirp (b) und mit negativem linearen Chirp (c).
Diese setzt sich aus zwei Summanden zusammen, der zentralen Kreisfrequenz ωz
und der zeitlichen Ableitung der additiven Phasenfunktion. Letzterer beschreibt dabei
eine zeitliche Änderung der Frequenz des Laserpulses. Dieser Effekt wird als Chirp
bezeichnet. Steigt die Momentanfrequenz in Abhängigkeit der Zeit an, spricht man von
einem positiven Chirp (up chirp), umgekehrt von einem negativen Chirp (down chirp). Ein
Chirp tritt nur auf, wennΦa(t)mindestens quadratisch von der Zeit abhängt und demnach
die zeitliche Ableitung eine lineare Funktion ist. Ist dies nicht der Fall, ist der Laserpuls als
chirpfrei zu bezeichnen. Die Ordnung des Chirp hängt von der Ordnung der Polynome in
der additiven Phase ab. Also ergibt ein quadratische Zeitabhängigkeit der additiven Phase
einen linearen Chirp, eine kubische Zeitabhängigkeit einen quadratischen Chirp usw....
Daraus folgt, dass die Form der additiven Phase große Auswirkungen auf den zeitlichen
Verlauf der elektrischen Feldstärke E(t) hat. Des Weitern ist ein gechirpter Laserpuls
nicht mehr Bandbreiten- oder Fourierlimitiert, d.h. die Pulsdauer ist bei gegebenem
Pulsspektrum nicht mehr minimal (siehe Abschnitt 2.1.3). [4]
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2.1.2 Mathematische Beschreibung im Frequenzbereich











F(ω)e jωt dω (2.6)
auf die mathematische Beschreibung ultrakurzer Laserpulse, wird ein Transformations-
paar gebildet. Anhand dessen lässt sich das zeitabhängige elektrischen Feld E(t) in ein












E˜(ω)e jωt dω. (2.8)
Ist E(t) ein reeles elek. Feld, dann gilt:
E˜(ω) = E∗(−ω) (2.9)
Demnach ist der Teil mit den positiven oder den negativen Frequenzen vollkommen aus-
reichend, um den Laserpuls vollständig zu charakterisieren. Diese Teile des Spektrums
werden in der Literatur oft als Analytisches Signal bezeichnet und wie folgt definiert:
E˜+(ω) = E˜(ω) für ω ≥ 0 (2.10)
0 für ω < 0.
In gleicher Weise gilt für den negativen Teil:
E˜−(ω) = E˜(ω) für ω < 0 (2.11)
0 für ω ≥ 0.
E˜+(ω) ist das komplex wobei E˜−(ω) das konjugiert komplexe analytische Signal ist. Der
Zusammenhang zwischen dem reelen elektrische Feld E(t) und dem analytischen Signal












Für eine einfache mathematische Beschreibung des Laserpulses im Frequenzbereich
kann der folgende Ausdruck verwendet werden:
E˜+(ω) = |E˜+(ω)| · e− jΦ(ω). (2.13)
|E˜+(ω)| wird als spektrale Amplitude und Φ(ω) als spektrale Phase bezeichnet. Dem-
zufolge ergibt sich eine Analogie zur Darstellung im Zeitbereich. In beiden Fällen lässt
sich das elektr. Feld durch Amplitude und Phase beschreiben. Die spektrale Intensität
I(ω) ist proportional dem Betragsquadrat von E˜+(ω).
I(ω) ∝ |E˜+(ω)|2 (2.14)
Wie bei der zeitlichen Phase Φ(t) lässt sich auch die spektrale Phase Φ(ω) zerlegen.
Dazu wird diese in eine Taylorreihe um die Zentralfrequenz des Laserpulses ωz entwickelt.
Danach ergibt sich:




·φ3(ωz) · (ω−ωz)3+ ... (2.15)
Demnach besteht die spektrale Phase aus einem konstanten, einem linearen und hö-
heren nichtlinearen Anteilen. Die Bedeutung und die Wirkung der einzelnen Anteile auf
den Laserpuls im Frequenz- sowie im Zeitbereich wird im Abschnitt 2.1.4 ausführlich
behandelt. [4]
2.1.3 Zeit-Bandbreite-Produkt
Die mathematische Multiplikation der zeitlichen FWHM-Pulsdauer ∆t eines Laserpulses
mit der spektralen FWHM-Bandbreite ∆ω , ergibt das sogenannte Zeit-Bandbreiten-
Produkt. Es lässt Aussagen über die Qualität eines bestehenden Chirp zu. Resultierend
aus der Unschärferelation kann die Dauer des Pulses einen bestimmten Wert bei gege-
benem Spektrum nicht unterschreiten und umgekehrt. Für das Zeit-Bandbreiten-Produkt
gilt also stets:
∆ω ·∆t ≥ p (2.16)
Das theoretische Minimum des Produktes ist für verschiedene Pulsformen unterschied-
lich, wobei es jeweils den chirpfreien Fall wiedergibt. Die Fourier-Limits p für ausgewählte
Pulsformen sind der nachfolgenden Tabelle zu entnehmen.[4]






Pulse, deren Zeit-Bandbreiten-Produkte dem theoretischen Minimum entsprechen, d.h.
deren zeitliche und spektrale Phasen höchstens linear von der Zeit oder Frequenz
abhängen, werden als fourier-limitiert oder auch bandbreitenbegrenzt bezeichnet.
2.1.4 Auswirkung der spektralen Phase auf die zeitliche Pulsform
Im vorangegangenen Abschnitt wurde die spektrale Phase in eine Taylorreihe entwickelt
(2.15). Dabei kommt den Taylorkoeffizienten eine besondere Bedeutung zu. φ0 beschreibt
die absolute Phase. Sie verschiebt das zeitliche elektrische Feld zum Maximum der
Einhüllenden (Abb. 2.2). Die absolute Phase ist in den meisten Fällen nicht weiter von
Bedeutung, da sie keine Auswirkung auf die Bestimmung linearer optischer Spektren
besitzt. Bei einem Impuls mit vielen optischen Zyklen fällt eine Änderung der absoluten
Phase außerdem kaum ins Gewicht. Bei einem Impuls mit nur wenigen Schwingungen
ist jedoch die absolute Phase entscheidend für die Form des Feldes.








































(a) Puls im Frequenzbereich

























(b) Puls im Zeitbereich



























(c) E-Feld im Zeitbereich
Abb. 2.2: Puls mit einer Pulsdauer von 30 fs und einer absoluten Phase von −2 rad
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φ1 ist die Gruppenverzögerung GD (engl. Group Delay). Diese bewirkt eine lineare
Änderung der spektralen Phase. Durch die Fourier-Transformation führt diese lineare
Änderung zu einer Verschiebung des Pulsmaximums im Zeitbereich (Abb. 2.3).
















































(a) Puls im Frequenzbereich

























(b) Puls im Zeitbereich



























(c) E-Feld im Zeitbereich
Abb. 2.3: Puls mit einer Pulsdauer von 30 fs und einem GD von 500 fs
φ2 wird als Gruppengeschwindigkeitsdispersion GVD (engl. Group Velocity Dispersion)
bezeichnet. Die Veränderung der GVD hat zwei Auswirkungen. Auf der einen Seite
verbreitert sie die zeitliche Einhüllende des Pulses, was zu einer Erhöhung der Pulsdauer
führt. Das Ausmaß der Pulsverbreiterung ist von der ursprünglichen Pulsdauer des Pulses
abhängig. Denn bei einem konstanten GVD wird ein kürzerer Puls stärker verbreitert als
ein Längerer. Auf der anderen Seite ändert sie die zeitliche Phase, wobei die Form der
Einhüllenden (z.B. Gaußform) bestehen bleibt. Bei näherer Betrachtung der zeitlichen
Phase ist zu sehen, dass ein GVD den additiven Phasentherm Φa(t), aus (2.3), eine
quadratische Abhängigkeit auferlegt. Daraus folgt, dass die Momentanfrequenz ωM(t),
aus (2.4), sich linear mit der Zeit ändert. Das bedeutet der Puls erfährt einen linearen
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Chirp. Wie in Abschnitt 3.1.1 bereits beschrieben, erhält der Puls bei positivem GVD
einen up-chirp und bei negativem GVD ein down-chirp. In Abb. 2.4 ist der Sachverhalt
des positiven Chrip dargestellt.











































(a) Puls im Frequenzbereich



























(b) Puls im Zeitbereich



























(c) E-Feld im Zeitbereich
Abb. 2.4: Puls mit einer Pulsdauer von 30 fs und einem GVD von 800 fs2 verbreiter auf ca. 56 fs
φ3 ist die Dispersion dritter Ordnung TOD (engl. Third Order Dispersion). Aufgrund
dieses Terms erhält die zeitliche Phase einen kubischen Anteil. Daraus folgt für die
Momentanfrequenz ωM(t) eine quadratische Abhängigkeit. Darum wird die Dispersion
dritter Ordung auch als quadratischer Chirp bezeichnet. Durch den quadratische Chirp
bekommt der zeitliche Puls, in Abhängigkeit des Vorzeichens von TOD, neben dem
Hauptpuls noch zusätzliche Nebenmaxima. Die Anzahl und die höhe der zusätzlichen
Nebenmaxima ist abhängig von der Größe der TOD.
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(a) Puls im Frequenzbereich



























(b) Puls im Zeitbereich



























(c) E-Feld im Zeitbereich
Abb. 2.5: Puls mit einer Pulsdauer von 30 fs und einem TOD von 20000 fs3
2.1.5 Dispersion durch transparente Medien
Durchquert ein ultrakurzer Laserpuls ein transparentes Medium der Länge L mit einem
Brechungsindex n(ω), so erhält die spektrale Phase einen vom Medium verursachten
additiven Anteil φM(ω). Diese Funktion wird als spektrale Transferfunktion bezeichnet





k(ω) ist dabei die Wellenzahl in Abhängigkeit von der Kreisfrequenz. Die Transferfunk-
tion kann mit der Taylorreihenentwicklung der spektralen Phase gleichgesetzt werden.
Demnach sind die Taylorkoeffizienten darin enthalten. Diese können durch die Bildung
der Ableitungen nach ω berechnet werden. Dadurch ergeben sich folgende zusammen-
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hänge:





















































Mit Hilfe der Ableitungen lassen sich für jedes transparente Medium die Taylorkoeffizien-
ten GD, GVD, TOD usw. bestimmen.
Für eine theoretische Berechnung der spektralen Transferfunktion ist die Kenntnis des
Brechungsindex n(λ ) erforderlich. Um die Funktion des Brechungsindexes in Abhängig-










Die Sellmeierkoeffizient B und C sind für sehr viele in der Optik eingesetzten Materialien
bekannt und können der Literatur oder aus Datenblättern der Hersteller entnommen
werden.
2.2 Fourier-Transformierte spektrale Interferometrie
(FTSI)
2.2.1 Grundprinzip
Die Fourier-Transformierte spektrale Interferometrie ist ein Verfahren zur Bestimmung der
spektralen Phasendifferenz ∆Φ(ω) zweier zeitlich versetzter ultrakurzer Laserpulse, aus
dem fouriertransformierten, experimentell gewonnenen, spektralen Interferogramm. Dazu
wird ein ultrakurzer Laserpuls beispielsweise in einem Mach-Zehnder-Interferometer in
einen Mess- und einen Referenzpuls aufgeteilt (siehe Abb. 2.6). Der Messpuls durchläuft
ein Transparentes Medium, das die spektrale Phase Φ(ω) des Messpulses um ein ∆Φ
im Vergleich zur spektralen Phase des Referenzpulses ändert. Danach werden beide
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Laserpulse spektral zu Interferenz gebracht, wobei der Messpuls zum Referenzpuls








































Abb. 2.6: Prinzipskizze zur Generierung des spektralen Interferogramms
Um aus dem gemessenen spektralen Interferogramm die spektrale Phasendifferenz zu
erhalten wird wie in Abb. 2.7 zu sehen vorgegangen.




























































































Interferogramm Interferogramm im Zeitbereich spektrale Phasendierenz




Abb. 2.7: FTSI-Algorithmus zur Gewinnung der spektralen Phasendifferenz
Das spektrale Interferogramm lässt sich über die Gleichung in Abb. 2.7 beschreiben. In
ihr sind zwei Summanden enthalten. Der erste Summand ist ein konstanter Anteil DC(ω),
während der zweite Summand AC(ω) die spektrale Interferenz beschreibt, in der die
spektrale Phasendifferenz ∆Φ enthalten ist. Durch die inverse Fourier-Transformation
(IFFT) in den Zeitbereich wird der DC-Teil vom AC-Teil getrennt. Und bei +τ bzw.
−τ lokalisiert. Durch die Separation der Anteile kann der AC-Teil an der Stelle +τ
über eine Fensterfunktion herausgefiltert werden. Der gefilterte AC-Teil wird über die
Fouriertransformation zurück in den Frequenzbereich transformiert. Durch anschließende
Berechnung des Argumentes ergibt sich die spektrale Phasendifferenz ∆Φ(ω).
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2.2.2 Allgemeine mathematische Beschreibung des
FTSI-Algorithmus
Bildung des spektralen Interferogramms
Gegeben sind die zeitabhängigen elektr. Felder eines unbekannten Laserpulses E(t)
und eines bekannten Referenzpulses E0(t). Die zugehörigen Fourier-Transformierten






In einem klassischen Interferenzexperiment werden die beiden Felder mit einer zeitlichen
Verschiebung von τ kollinear zusammengeführt und in einem Spektrometer analysiert.
Das im Spektrometer entstandene spektrale Interferogramm ist in Abb. 2.8 dargestellt
und hat die folgende mathematisch Form:
I(ω) = |E˜0(ω)+ E˜(ω)exp [ jωτ] |2 (2.23)
= |E˜0(ω)|2+ |E˜(ω)|2+ E˜∗0(ω)E˜(ω)exp [ jωτ]+ E˜0(ω)E˜∗(ω)exp [−iωτ] (2.24)
Dabei steht ∗ für komplex konjugierte Werte. Die letzten beiden Summanden bilden den
Interferenzanteil der Gleichung. Dieser kann mit cos(∆Φ(ω)+ωτ) verglichen werden.
























Abb. 2.8: Spektrales Interferogramm zweier gaußförmiger Femtosekundenlaserpulse mit einer
Zentralfrequenz von 375THz und einer Zeitverzögerung von τ = 500 fs.
Um die Phasendifferenz zu Isolieren wird eine Substitution mit f (ω) durchgeführt.
f (ω) = E˜∗0(ω)E˜(ω) = |E˜∗0(ω)E˜(ω)| · exp [ j∆Φ(ω)] (2.25)
Die Gleichung (2.24) ändert sich damit zu:
I(ω) = |E˜0(ω)|2+ |E˜(ω)|2+ f (ω)exp [ jωτ]+ f ∗(ω)exp [− jωτ] . (2.26)
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Die gesuchte spektrale Phasendifferenz ist nun das Argument von f (ω) bzw. f ∗(ω).
∆Φ(ω) = arg [ f (ω)] =−arg [ f ∗(ω)] (2.27)
Interferogramm im Fourierraum und Filterung der Phasendifferenz
Um die spektrale Phasendifferenz aus dem Interferogramm zu extrahieren muss es
invers Fourier-Transformiert werden.
I(t) = FT−1 [I(ω)] = FT−1
[|E˜0(ω)|2+ |E˜(ω)|2]+ f (t− τ)+ f ∗(−t− τ) (2.28)
Durch die Transformation wird eine komplexe achsensymmetrische Funktion im Zeitbe-
reich gebildet I(t). Der Realteil dieser Funktion ist in Abb. 2.9 dargestellt. Die Summanden
f (t−τ) und f ∗(−t−τ) aus (2.28) können nun den beiden entstandenen Seitenbändern
zugeordnet werden.


























































(b) Betrag im Zeitbereich
Abb. 2.9: Realteil und Betrag des transformierten Interferogramms im Zeitbereich
Diese beiden Funktionen bilden das analytische Signal analog zu (2.10) und (2.11)
und sind zeitlich um τ bzw. −τ verschoben. Um die spektrale Phasendifferenz zu
bekommen, muss nur eine dieser Funktionen herausgefiltert werden, da in beiden die
gleiche Information enthalten ist (siehe Abschnitt 2.1.3). An dieser Stelle wird sich für
das positive analytische Signal f (t− τ) entschieden. Dazu wird die gesamte komplexe
Funktion I(t) mit einer Fensterfunktion multipliziert.
S(t) =Θ(t) · I(t) =Θ(t) ·FT−1 [I(ω)] . (2.29)
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Abb. 2.10: Betrag des transformierten Interferogramms im Zeitbereich mit Fensterfunktion
Als Fensterfunktion soll an dieser Stelle eine Supergaus Θ(t) verwendet werden (siehe
Abb. 2.10). Prinzipiell können auch andere Fensterfunktionen verwendet werden, die
allerdings auch unterschiedliche Wirkungen haben können.
Rekonstruktion der spektralen Phasendifferenz
Für die Berechnung der spektralen Phasendifferenz muss (2.29) zurück in den Frequenz-
bereich transformiert werden. Dadurch ergibt sich der folgende Ausdruck:
S(ω) = FT [S(t)] = FT
[
Θ(t) ·FT−1 [I(ω)]] . (2.30)
Dieser kann jetzt gleichgesetzt werden mit dem vorletzten Summanden aus (2.26).
S(ω) = FT
[
Θ(t) ·FT−1 [I(ω)]]= f (ω)exp [ jωτ] (2.31)
f (ω) kann jetzt mit (2.25) ersetzt werden.
S(ω) = f (ω)exp [ jωτ] = |E˜∗0(ω)E˜(ω)| · exp [ j(∆Φ(ω)+ωτ)] (2.32)
Die spektrale Phasendifferenz ∆Φ(ω) ist jetzt im Argument von S(ω) enthalten und muss
entsprechend herausgelöst werden. Dazu wird das Argument berechnet.
arg [S(ω)] = ∆Φ(ω)+ωτ (2.33)
Die spektrale Phasendifferenz lässt sich nun durch einfaches subtrahieren des linearen
Phasenterm ωτ bestimmen.
∆Φ(ω) = ∆Φ(ω)+ωτ−ωτ (2.34)
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Berechnung der Taylorkoeffizinten der spektralen Phasendifferenz
Die spektrale Phasendifferenz kann wie in (2.15) als Taylorreihe, um den Entwicklings-
punkt der Zentralfrequenz ωz, entwickelt werden.





·∆TOD(ωz) · [ω−ωz]3+ ... (2.35)
Die Taylorkoeffizienten werden jeweils als Differenz zwischen Mess- und Referenzpuls
angegeben, da die spektrale Phasendifferenz die Grundlage ist. Die Berechnung der














Rekonstruktion des elektrischen Feldes und des Laserpulses
Zur Rekonstruktion des unbekannten elekt. Feldes E(t) muss das elekt. Feld des Refe-
renzpulses bekannt bzw. vollständig charakterisiert sein. Das unbekannte elekt. Feld im
Frequenzraum ergibt sich durch Division des Ausdrucks S(ω) mit dem fouriertransfor-
mierten elekt. Feld des Referenzpulses und des linearen Phasenterms.
E˜(ω) =
S(ω)
E˜∗0(ω) · exp [ jωτ]
=
f (ω) · exp [ jωτ]
E˜∗0(ω) · exp [ jωτ]
(2.39)
Die Fourier-Transformation von E˜(ω) ergibt das komplexe zeitabhängige elekt. Feld des
unbekannten Pulses, wobei nur der Realteil von Interesse ist, der das zeitabhängige








Der Laserpuls bzw. die Laserpulsform lässt sich durch Berechnung der Intensität im
Zeitbereich darstellen.[2][5]
I(t) ∝ |E(t)|2 (2.41)
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3 Simulation des FTSI-Algorithmus zur
Extraktion der spektralen Phasendifferenz
In diesem Kapitel werden verschiedene Varianten zur Extraktion der spektralen Phasedif-
ferenz aus spektralen Interferogrammen durch Simulationen in Matlab untersucht und
diskutiert. Es wird die Eignung der einzelnen Methoden geprüft und für den praktischen
Einsatz bewertet. Des Weiteren wird der Einfluss des Rauschens sowie die Verwendung
der Fensterfunktion auf die Extraktion der Spektralen Phasendifferenz beschrieben. Auf
Basis der hier gewonnenen Erkenntnise, werden die erfolgversprechendsten Methoden
in einem FTSI-Algorithmus für die nachfolgenden Experimente umgesetzt.
3.1 Charakteristika der Simulation
Das mit Matlab umgesetzte Simulationsprogramm, erzeugt ein spektrales Interferogramm
aus der Interferenz eines Mess- und eines Referenzpulses mit einer gaußförmigen In-
tensitätsverteilung im Spektralbereich (siehe Abb. 3.1). Die spektrale FWHM-Bandbreite
∆ω beider Pulse ist identisch und berechnet sich über das Zeit-Bandbreite-Produkt
bei einstellbarer FWHM-Pulsdauer. Die zentrale Wellenlänge bzw. Frequenz liegt bei
800nm oder 375THz. Die spektrale Phase des Messpulses ist bis zur dritten Ordnung
variabel einstellbar, während die des Referenzpulses konstant Null ist. Die zeitliche
Verschiebung τ der Pulse zueinander ist ebenfalls in einem Bereich von Null bis Zehn
Pikosekunden einstellbar. Für die durchgeführten Fourier-Transformationen wird die
Fast-Fourier-Transformation (FFT) bzw. die inverse Fast-Fourier-Transformation (IFFT)
basierend auf dem Algorithmus von Cooley-Tukey verwendet.


















































Abb. 3.1: Spektrum (a) und Interferogramm (b) des Mess- und Referenzpulses
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3.2 Varianten zur Extraktion der spektralen
Phasendifferenz
Prinzipiell wird die Extraktion der spektralen Phasendifferenz nach dem im Abschnitt 2.2.2
beschriebenem allgemeinen Algorithmus durchgeführt. Dennoch existieren verschiedene
Vorgehensweisen innerhalb dieses Algorithmus. Die in den folgenden Unterpunkten
untersuchten Varianten befassen sich mit dem Problem der nicht äquidistanten Fre-
quenzabstände der Datenpunkte, die nach der Aufnahme des Interferogramms mit einem
Spektrometer entstehen. Bevor näher auf das Problem eingegangen wird, muss kurz
erläutert werden, wie ein Spektrometer die gemessenen Wellenlängen den einzelnen
Pixeln zuordnet. Dafür wird eine Kalibrierung des Spektrometers mit einer Lichtquelle
durchgeführt, die spezifische Emissionslinien mit bekannten Wellenlänge besitzt. Durch
die Beugung oder Dispersion im Spektrometer werden die Emissionslinien der Lichtquelle
auf der Detektorebene an einer bestimmten Position x abgebildet. x ist dabei einfach
die Nummer eines Pixels in der Detektorebene. Es kann also jeder Emissionslinie ein
Pixel zugeordnet werden. Da allerdings nur einzelne Emissionslinien zugeordnet werden
können, müssen alle dazwischen liegenden Wellenlängen über ein Polynomfit vierter
oder fünfter Ordnung berechnet werden. Diese Polynomfunktion wird Kalibrierfunktion
der Wellenlänge genannt.
λ (x) =C0+C1x+C2x2+C3x3+C4x4+ ... (3.1)
Mit C werden die Koeffizienten von (3.1) bezeichnet.













Diese Funktion wird als Kalibrierfunktion bezeichnet. Die Folge dieser Kalibrierfunkti-
on sind nicht äquidistante Frequenzabstände der Datenpunkte des Aufgenommenen
Interferogramms. Die in der Kalibrierfunktion ω(x) enthaltenen Nichtlinearitäten verur-
sachen Probleme bei der Extraktion der spektralen Phasendifferenz. In den folgenden
Abschnitten werden die Varianten untersucht, die die Auswirkungen der Nichtlinearitäten
aufzeigen und auf unterschiedliche Weise entgegenwirken.
3.2.1 Direkte Transformation
Bei der Methode der direkten Transformation des Interferogramms, werden die Daten-
punkte direkt über die FFT transformiert. Als Resultat ergibt sich eine Verbreiterung
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des zu extrahierenden Interferenzanteils f (t− τ) bzw. f ∗(−t− τ) in Abhängigkeit von τ .
In Abb. 3.2 ist der Betrag des transformierten Interferogamms für vier unterschiedliche
Werte von τ dargestellt.




















τ = 1 ps τ = 2 ps τ = 5 ps τ = 7 ps
Abb. 3.2: Betrag des direkt fourier-transformierten Interferogamm mit unterschiedlichem Werten
für τ
Die auftretende Verbreiterung ist eine direkte Folge der Kalibrierfunktion ω(x).Zur Erklä-
rung dieses Phänomens, muss die Gleichung des Interferogramms (2.26) in Abhängigkeit
von ω(x) betrachtet werden.
I(ω(x)) = |E˜0(ω(x))|2+ |E˜(ω(x))|2+ f (ω(x))exp [ jω(x)τ]
+ f ∗(ω(x))exp [− jω(x)τ] (3.4)
Es ist ersichtlich, dass die von τ abhängigen Größen die Argumente der Exponential-
funktionen sind. Durch Einsetzen der Kalibrierfunktion in das Argument ergibt sich:
exp [− jω(x)τ] = exp[− j(ω0τ+α1τx+α2τx2+α3τx3...)] (3.5)







Die im Argument enthaltenen nichtlinearen Anteile bewirken eine künstliche Änderung
der spektralen Phase bzw. erzeugen einen künstlichen Chirp. Aufgrund dessen muss sich
die Form des Interferenzanteils f (t− τ) bzw. f ∗(−t− τ) im Zeitbereich ändern. Die Ver-
breiterung in Abb. 3.2 ist demnach auf den quadratischen Anteil in der Kalibrierfunktion
zurückzuführen, der einen quadratischen Chirp im Zeitbereich bewirkt. Im Bezug auf die
Extraktion der spektralen Phasendifferenz, ergibt sich nach der Fensterung, Rücktrans-
formation und Abzug des linearen Phasenterms ein falsche spektrale Phasendifferenz.
Dieser Fehler vergrößert sich, wie die Verbreiterung, in Abhängigkeit von τ . In Abb. 3.3 ist
der Fehler graphisch dargestellt. Die parabolische Form der spektralen Phasendifferenz
ist direkt auf den quadratische Anteil, der für die Verbreiterung sorgt, zurückzuführen.
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∆Φ bei τ = 1 ps ∆Φ bei τ = 3 ps ∆Φ bei τ = 5 ps ∆Φ bei τ = 7 ps
Abb. 3.3: Spektrale Phasendifferenz ∆Φ bei unterschiedlichen Werten für τ bei einer Simulierten
spektralen Phasendifferenz von 0 rad
Dennoch ist es möglich auch mit dieser Variante die korrekte spektrale Phasendifferenz
zu bestimmen. Die Voraussetzung dafür ist die genaue Kenntnis der Kalibrierfunktion.
Denn anstatt zur Berechnung der spektralen Phasendifferenz den linearen Phasenterm
ωτ zu subtrahieren (siehe (2.34)), wird stattdessen das Produkt aus Kalibrierfunktion
und der zeitlichen verschiebung der Laserpulse ω(x)τ subtrahiert.
∆Φ(ω) = ∆Φ(ω)+ω(x)τ−ω(x)τ (3.7)
Die künstlich erzeugten Anteile der spektralen Phasendifferenz werden dadurch kom-
plett entfernt. Das ist auch der Grund für die notwendige und genaue Kenntnis der
Kalibrierfunktion bei der Verwendung dieses Verfahrens.[1]
3.2.2 Lineare Interpolation
Bei dieser Variante werden die Datenpunkte mit nicht äquidistanten Frequenzabständen
des Interferogramms auf Datenpunkte mit äquidistanten Frequenzabständen interpo-
liert. Dies wird vor der FFT durch die Interpolation mit einer kubischen Splinefunktion
bewerkstelligt. Dadurch werden die nichtlinearen Anteile der Kalibrierfunktion entfernt.
Nach der FFT tritt keine Verbreiterung mehr in Abhängigkeit von τ auf (siehe Abb. 3.4).
Stattdessen ergeben sich Peaks gleicher Breite.
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τ = 1 ps τ = 3 ps τ = 5 ps τ = 7 ps
Abb. 3.4: Betrag des linear interpolierten Interferogramm nach Fourier-Transformation bei unter-
schiedlichen Werten von τ
Dadurch lässt sich die Phasendifferenz einfach nach dem allgemeinen Algorithmus aus
Abschnitt 2.2.2 berechnen. Der Nachteil dieser Variante, ist der ebenfalls in Abb. 3.4 zu
sehende Anstieg des Hintergrundes in Abhängigkeit von τ . Für kleine Werte von τ ergibt
sich ein zu vernachlässigender Fehler bei der Berechnung von ∆Φ(ω). Wohingegen
beim großem τ der Hintergrund um mehrere Größenordnungen steigt und damit ein
parasitären Effekt hat bzw. ein zusätzliches Rauschen einbringt. Bei der Berechnung der
Phasendifferenz treten dadurch Abweichungen auf die sich nicht kompensieren lassen
(siehe Abb. 3.5).



























∆Φ bei τ = 1 ps ∆Φ bei τ = 3 ps ∆Φ bei τ = 5 ps ∆Φ bei τ = 7 ps
Abb. 3.5: Spektrale Phasendifferenz ∆Φ bei unterschiedlichen Werten für τ bei einer Simulierten
spektralen Phasendifferenz mit einer GVD von 10 fs2
Der Grund für das Ansteigen des Hintergrundes sind Fehler, die bei der Interpolation
der Daten entstehen [1]. Der Fehler N(ω) ist grob proportional zu τ2 und kann wie folgt
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angegeben werden [1]:











wobei ωmin und ωmax die minimale und maximale Kreisfrequenz der Bandbreite des
Laserpulses ist.
3.2.3 Zero-Padding Interpolation
Mit der Zero-Padding Methode, wird das Interferogramm zuerst direkt Fourier-Transformiert.
Im Zeitbereich wird eine Verlängerung des Signals vorgenommen indem zusätzliche Da-
tenpunkte mit dem Wert Null angefügt werden. Durch anschließende Rücktransformation
in den Frequenzbereich und Bildung des Betrags, zeigt das Interferogramm eine höhe-
re Anzahl an Datenpunkten. Aufgrund des verlängerten Signals im Zeitbereich, steigt
die Abtastfrequenz bei der Rücktransformation in den Frequenzbereich. Dies resultiert
in einer höheren Auflösung bzw. einer höheren Anzahl an Datenpunkten. Das Signal
sollte mindestens auf 4 ·N oder 8 ·N verlängert werden, um einen ausreichend guten
Effekt zu erzielen, wobei N die Anzahl der Datenpunkte des Interferogramms ist. Das
so erhaltene Interferogramm wird zusätzlich mit einem kubischen Spline äquidistante
Frequenzabstände interpoliert und anschließend in den Zeitbereich transformiert.



















τ = 1 ps τ = 3 ps τ = 5 ps τ = 7 ps
Abb. 3.6: Betrag des fouriertransformierten Interferogramms nach Zero-Padding und linearer
Interpolation bei unterschiedlichen Werten von τ
In Abb. 3.6 ist aufgrund der linearen Interpolation keine Verbreiterung des Interferenzan-
teils mehr vorhanden. Zudem wird durch das vorhergehende Zero-Padding der von τ
abhängige Fehler bei der linearen Interpolation nahezu komplett beseitigt. Das Heißt, der
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stärker werdende Hintergrund aus Abb. 3.4 verschwindet. Damit erlaubt diese Methode,
auch für größere Werte von τ , eine akkurate Extraktion der spektralen Phasendifferenz.


























∆Φ bei τ = 1 ps ∆Φ bei τ = 3 ps ∆Φ bei τ = 5 ps ∆Φ bei τ = 7 ps
Abb. 3.7: Spektrale Phasendifferenz ∆Φ bei unterschiedlichen Werten für τ bei einer Simulierten
spektralen Phasendifferenz mit einer GVD von 10 fs2
3.3 Fensterfunktion
Um den Interfernezanteil aus dem fouriertransformierten Interferogramm zu extrahieren
wird eine Fensterfunktion verwendet. Da es eine Vielzahl unterschiedlicher Fensterfunk-
tionen gibt, ist die Auswahl einer geeigneten nicht direkt ersichtlich. Es gilt dabei eine
große Menge an Eigenschaften zu betrachten, die die verschiedenen Fensterfunktionen
auszeichnen. Da eine separate Untersuchung der geeigneter Fensterfunktionen im Rah-
men dieser Arbeit nicht möglich war, wird auf Erfahrungswerte aus der Arbeit von [3]
zurückgegriffen. [3] verwendete zur Extraktion des Interferenzanteil eine Supergaußfunk-
tion. Da sie sich für diese Art der Anwendung bewehrt hat.









τ ist dabei der zeitliche Pulsversatz, ∆ε die zeitliche FWHM-Breite und n die Ordnung
des Supergaußes. Zur Extraktion des Interferenzanteils wird der Mittelpunkt der Funktion
in τ gelegt, da sich an dieser Stelle das Maximum des Interferenzanteils im fourier-
transformierten Interferogramm befindet. Die FWHM-Breite der Fensterfunktion ist von
entscheidender Bedeutung. Sie muss so gewählt werden das sie den kompletten In-
terferenzanteil einschließt. Wird sie zu klein gewählt gehen wichtige Informationen der
spektralen Phasendifferenz verloren, was zu Fehlern in der Bestimmung der Taylorkoeffi-
zienten führt. In Anlehnung daran wird die FWHM-Breite der Fensterfunktion in dieser
Arbeit immer auf das doppelte des zeitlichen Abstandes zwischen dem Maximum des
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Interferenzanteils und dem Minimum zwischen dem Gleichanteil und dem Maximum des
Interferenzanteils eingestellt (siehe Abb. 3.8).
Zeit in ps
























Abb. 3.8: Position und Breite der Supergaußfunktion im fouriertransformierten spektralen Interfe-
rogramm
3.4 Einfluss des Rauschens auf die spektrale
Phasendifferenz
3.4.1 Theoretische Grundlagen
Die Aufnahme eines Interferogramms mit einem Spektrometer, ist prinzipiell immer mit
einem weißen Rauschen überlagert. Das Rauschen resultiert aus dem Dunkelstrom
der CCD-Pixels und aus dem Johnsen-Nyquist-Rauschen in den elektronischen Schalt-
kreisen des Spektrometers. Zur Charakterisierung des Rauschens in Spektrometern






Der Einfluss des Rauschens auf die Spektrale Phasendifferenz lässt sich mathematisch
beschreiben, indem ein frequenzabhängiges Rauschen N(ω) zu der spektralen Intensität
I(ω) des Interferogamms addiert wird.
I(ω)+N(ω) = |E˜0(ω)|2+ |E˜(ω)|2+ f (ω)exp [ jωτ]
+ f ∗(ω)exp [− jωτ]+N(ω) (3.12)
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Nach der Fourier-Transformation in den Zeitbereich wird der Interferenzanteil f (t− τ)
nach dem FTSI-Algorithmus mit der Fensterfunktion Θ(t) multipliziert. Da das Rauschen
im Zeitbereich N(t) den Interferenzanteil überlagert, wird es ebenso mit der Fensterfunk-
tion multipliziert.
S′(t) = f (t− τ) ·Θ(t)+N(t) ·Θ(t) (3.13)
Die Rücktransformation in den Frequenzbereich, abzüglich des linearen Phasenteils
exp(iωτ), ergibt
S′(ω) = f (ω)+N′(ω) (3.14)
= a(ω) · exp(i∆Φ)+b(ω) · exp(iθ), (3.15)
wobei a(ω) die spektrale Amplitude, b(ω) die spektrale Amplitude des Rauschens und
θ(ω) die spektrale Phase des Rauschens ist. Die aufgrund des Rauschens veränderte





= arg [a(ω) · exp(i∆Φ(ω))+b(ω) · exp(iθ(ω))] (3.16)
Daraus folgt, dass die spektrale Phase des Rauschens θ(ω) und die spektralen Amplitu-
den a(ω) und b(ω) Einfluss auf die extrahierte spektrale Phasendifferenz haben. Das
Verhältnis der spektralen Amplituden a(ω) und b(ω) kann als SNR verstanden werden.
Damit hat das SNR ebenfalls einen direkten Einfluss auf die extrahierte spektrale Pha-
sendifferenz. Das SNR von kommerziellen Spektrometern liegt in einem Bereich von ca.
300:1 bis 20000:1.[1][3]
3.4.2 Auswirkung des SNR auf die spektrale Phasendifferenz
Um die Auswirkungen des Rauschens auf die spektrale Phasendifferenz zu untersuchen,
wurde das Interferogramm mit einem weißen Rauschen überlagert. Dabei wurde das
SNR über drei Größenordnungen variiert. Die Simulierte spektrale Phasendifferenz hatte
eine eingestellte GVD von 10 fs2 und eine TOD von 50 fs3.
Die Abb. 3.9 zeigt den Betrag der transformierten Interferogramme bei unterschiedlichem
SNR. Es ist zu erkennen, dass mit einer Abnahme des SNR das Hintergrundrauschen
zunimmt. Die Folge dieses Anstiegs auf eine spektrale Phasendifferenz die nur GVD bzw.
TOD aufweist, ist in Abb. 3.10 und Abb. 3.11 dargestellt. Bei einem SNR von 1000:1 ist in
beiden Abbildungen eine Modulation der spektralen Phasendifferenz erkennbar, die mit
steigendem Abstand zur Zentralfrequenz eine Vergrößerung der Amplitude entwickelt.
Der Grund für die erhöhte Amplitude bei den niedrigeren und höheren Frequenzen ist
auf die Intensitätsverteilung des Spektrums aus Abb. 3.1 (a) zurückzuführen. Da die
spektrale Intensität bei den niedrigeren und höheren Frequenzen deutlich geringer ist
als bei der Zentralfrequenz, sinkt das SNR weiter ab. Dies führt zu einer Erhöhung
der Amplituden. Die spektrale Phasendifferenz, die nur mit GVD beaufschlagt ist, zeigt
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bei höherem SNR keine Modulationen mehr. Bei TOD treten erst ab einem SNR von
10000:1 keine Modulationen mehr auf. Demnach reagieren die höheren Ordnungen der
spektralen Phasendifferenz empfindlicher auf das SNR als die GVD.



















SNR = 105 SNR = 104 SNR = 103 SNR = 102
Abb. 3.9: Betrag des Transformierten Interferogramms bei unterschiedlichem SNR
































SNR = 100000 SNR = 10000 SNR = 1000 SNR = 100
Abb. 3.10: Betrag des transformierten Interferogramms bei unterschiedlichem SNR und einer
GVD von 10 fs2
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SNR=100000 SNR=10000 SNR=1000 SNR=100
Abb. 3.11: Betrag des transformierten Interferogramms bei unterschiedlichem SNR und einer
TOD von 50 fs3
3.5 Zusammenfassung und Schlussfolgerung
Die durchgeführten Simulationen konnten die Unterschiede zwischen den Verfahren der
direkten Transformation, der linearen Interpolation und der Zero-Padding Interpolation
zeigen. Die direkte Transformation bewirkte eine Verbreiterung des Interferenzanteils
im Zeitbereich aufgrund des künstlichen Chirps, der durch die Kalibrierfunktion des
Spektrometers hervorgerufen wird. Dadurch besitzt die extrahierte spektrale Phasen-
differenz einen Fehler, der sich mit ansteigendem τ vergrößert und für eine Erhöhung
des quadratischen Anteils sorgt. Durch genaue Kenntnis der Kalibrierfunktion wäre es
dennoch möglich mit der Methode der direkten Transformation die korrekte spektrale Pha-
sendifferenz zu ermitteln. Da die Bestimmung der genauen Kalibrierfunktion in der Praxis
schwierig ist, kommt sie nicht zur Anwendung. Die lineare Interpolation wird ebenfalls
ausgeschlossen. Sie löst zwar das Problem der Verbreiterung, das durch die Kalibrier-
funktion verursacht wird, generiert aber ihrerseits ein Ansteigen des Hintergrundes bzw.
Rauschens mit steigendem τ . Für die Extraktion der spektralen Phasendifferenz eignet
sich die Methode der Zero-Padding Interpolation am besten, da sie die Nachteile der
beiden anderen Methoden nicht hat. Es ist in Abhängigkeit von τ immer eine Extraktion
der spektralen Phasendifferenz möglich. Aus diesem Grund wird diese Variante der
Zero-Padding Interpolation auch in den folgenden Experimenten verwendet. Als Fens-
terfunktion wurde die Supergaußfunktion gewählt, da damit bereits gute Erfahrungen
in anderen Arbeiten gemacht wurden. Der Einfluss des Rauschens auf die spektrale
Phasendifferenz ist direkt mit dem SNR verknüpft. Ein SNR kleiner 1000:1 sorgt für Modu-
lationen in der spektralen Phasendifferenz und damit zu Fehlern. Die Fehler Beeinflussen
vor allem die höheren Ordnungen über GVD. Zur Kompensation der Modulationen wird
die spektrale Phasendifferenz durch einen Fit mit einem Polynom höherer Ordnung
angenähert. Anhand der Ergebnisse der Simulation wurde der FTSI-Algorithmus nach
den besten Methoden in Matlab umgesetzt (siehe Anhang A).
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Abb. 4.1: Skizze des experimentellen Aufbaus
In dem experimentellen Aufbau Abb. 4.1, erzeugt ein Ti:Sapphire-Oszillator, der Firma
Femtolasers vom Typ Synergy, Laserpulse mit einer FWHM-Pulsdauer ∆t von ca. 10 fs,
einer Pulswiederholfrequenz fp von 75MHz und einer Pulsenergie Ep von ca. 7nJ bei
einer zentralen Wellenlänge von 800nm und einer FWHM-Bandbreite von ca. 100nm.
Jeder Laserpuls wird an einem, im 45Grad Winkel angebrachten, 50:50 Strahlteiler, in
einen Mess- und einen Referenzpuls aufgeteilt. Der Referenzpuls wird vom Strahlteiler
transmittiert und über den Faserkoppler FK2 in eine polarisationserhaltende optische
Faser eingekoppelt. Der Messpuls wird an einem Silberspiegel um 90Grad reflektiert und
trifft anschließend senkrecht auf eine planparallele transparente Glasprobe aus Fused
Silica. Nach der Durchquerung der Glasprobe wird der Messpuls über den Faserkoppler
FK1, ebenfalls in eine polarisationserhaltende Faser eingekoppelt. Beide Fasern sind
Teil eines faseroptischen Kopplers der Firma Gould Fiber Optics. Der Mess- und der
Referenzpuls werden über den faseroptischen Koppler in eine Faser überführt und in
ein Gitterspektrometer der Firma Avantes (siehe Anhang B) spektral zur Interferenz
gebracht.
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4.2 Ermittlung der spektral Phasendifferenz des
experimentellen Aufbaus
4.2.1 Methode
Zu Beginn der Erprobung des FTSI-Algorithmus, musste festgestellt werden, wie groß
die erzeugte spektrale Phasendifferenz der unveränderlichen Komponenten des expe-
rimentellen Aufbaus ist. Zu diesem Zweck wurde die Glasprobe aus Abb. 4.1 vorerst
entfernt. Im Anschluss wurden Interferogramme bei unterschiedlichen Werten von τ
aufgenommen. Dafür wurde die Weglängendifferenz ∆z zwischen dem Mess- und dem
Referenzpuls durch eine Verschiebung von FK2 in Strahlrichtung, in Schritten von 150 µm
über einen Bereich von ca. −900 µm bis 900 µm verändert. Für τ ergeben sich damit
insgesamt zwölf Werte in einem Bereich von ca. −3ps bis 3ps. Zu jedem eingestellten
Wert von ∆z wurden zehn Interferogramme aufgenommen, wobei jedes Interferogramm
aus dem arithmetischen Mittel von zweitausend Einzelmessungen gebildet wurde. Die
Integrationszeit des Spektrometers betrug bei den Einzelmessungen jeweils 1ms. Über
die aufgenommenen Interferogramme wurde anschließend die spektrale Phasendifferenz
berechnet. Dafür wurden die Datenpunkte der Interferogramme in Matlab geladen und
der entwickelte FTSI-Algorithmus angewandt. Der Algorithmus benutzt die Variante der
Zero-Padding Interpolation und verwendete eine Supergaußfunktion zehnter Ordnung
zur Fensterung. Nach Erhalt der spektralen Phasendifferenz kam ein Polynom vierter
Ordnung als Fitfunktion der spektralen Phasendifferenz zur Anwendung. Die Ergeb-
nisse für ∆GVD und ∆TOD wurden durch die Berechnung der Taylorkoeffizienten der
Fitfunktion für eine zentrale Frequenz von 375THz ermittelt. ∆GVD und ∆TOD sind
anschließend graphisch in Abhängigkeit von τ dargestellt wurden. Mit einem linearen
Fit von ∆GVD und ∆TOD lässt sich der Wert der Dispersion für den Experimentellen
Aufbau in Abhängigkeit von τ ermitteln.
4.2.2 Ergebnisse und Diskussion
Die Auswertung der Interferogramme über den FTSI-Algorithmus ergab den in Abb. 4.2
und Abb. 4.3 dargestellten Zusammenhang. Beide Taylorkoeffizienten zeigen eine direkte
Proportionalität zu τ im untersuchten Bereich. Der lineare Fit der Ergebnisse ergibt die
beiden Gleichungen für ∆GVD und ∆TOD des experimentellen Aufbaus in Abhängigkeit
von τ .
∆GVD1 = ∆GVDex.A.(τ) =−0.0019 1fs(τ)+296.51 fs
2 (4.1)
∆TOD1 = ∆TODex.A.(τ) =−0.0217 1fs(τ)+197.23 fs
3 (4.2)
4 Erprobung des entwickelten FTSI-Algorithmus unter definierten Bedingungen 31























Abb. 4.2: Ermittelter Wert des experimentellen Aufbaus für ∆GVD in Abhängigkeit von τ





















Abb. 4.3: Ermittelter Wert des experimentellen Aufbaus für ∆TOD in Abhängigkeit von τ
Die Abhängigkeit der Taylorkoeffizienten von τ ist auf Unzulänglichkeiten bei der Kalibrie-
rung des Spektrometers zurückzuführen. Nach [1] wird dieses Verhalten damit erklärt,
dass die Frequenz ω bei der Zuordnung im Spektrometer mit einem Fehler behaftet
ist.
ω = ωReal+ e(ωReal) (4.3)
ωReal ist dabei die reale Frequenz der Photonen und e(ωReal) der Frequenzfehler. Da-
durch ändert sich (2.33) in:
arg [S(ωReal+ e(ωReal))] = ∆Φ(ωReal+ e(ωReal))+(ωReal+ e(ωReal))τ (4.4)
Um die spektrale Phasendifferenz zu erhalten muss der von τ abhängige lineare Teil
subtrahiert werden (vergleiche Abschnitt 2.2.2). Das entfernen des linearen Teils be-
rücksichtigt allerdings nicht e(ωReal) · τ . Das Heißt, die spektrale Phasendifferenz besitzt
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einen von τ abhängigen linearen Fehler. Dieser bewirkt die in Abb. 4.2 und Abb. 4.3 zu
sehende lineare Abhängigkeit von ∆GVD und ∆TOD. Aufgrund des genannten Zusam-
menhangs, muss im Vorfeld die Funktionen für ∆GVD und ∆TOD in Abhängigkeit von τ
des experimentellen Aufbaus unbedingt ermittelt werden. Diese Funktionen werden im
weiteren Verlauf der Arbeit als Fehlerfunktionen bezeichnet.
4.3 Ermittlung der spektralen Transferfunktion der
Glasproben
4.3.1 Methode
Um feststellen zu können ob der entwickelte FTSI-Algorithmus zuverlässige Ergebnisse
liefert, wurden Interferogramme aufgenommen bei denen sich jeweils eine planparallele
Glasprobe aus Fused Silica mit unterschiedlicher Materialdicke im Strahlengang des
Messpulses befand. Die Materialdicke der Glasproben wurde im Vorfeld mit einer Bü-
gelmessschraube gemessen. Die Genauigkeit der Messung lag bei ±1µm. Aufgrund
der bekannten Glasart, konnten die Sellmeierkoeffizienten aus dem Datenblatt des Glas-
herstellers entnommen werden. Über die Sellmeiergleichung lies sich anschließend der
wellenlängenabhängige Brechungsindex berechnen. Dadurch konnte die Dispersion bzw.
die spektralen Transferfunktion der Glasprobe φGlas(ω) mit Gleichung (2.17) berechnet
werden. Das Heißt, die theoretischen Werte für die GVD und TOD der Glasproben bei
einer Frequenz von 375THz sind bekannt (siehe Abschnitt 2.1.5). Daraus folgt, dass sich
die im Experiment erwartete spektrale Phasendifferenz aus der Summe der spektralen
Phasendifferenz des experimentellen Aufbaus und der spektralen Transferfunktion der
Glasprobe zusammensetzt.
∆Φ(ω) = ∆Φex.A.(ω,τ)+φGlas(ω) (4.5)
Demnach ergibt sich φGlas aus der Differenz der ermittelten spektralen Phasendifferenz
∆Φ(ω) und der spektralen Phasendifferenz des experimentellen Aufbaus ∆Φex.A.(ω,τ).
φGlas(ω) = ∆Φ(ω)−∆Φex.A.(ω,τ) (4.6)
Diese Gleichung lässt sich für die Werte GVD und TOD der Glasproben verändern. Für
GVD gilt:
GVDGlas(ω) = ∆GVD(ω)−∆GVDex.A.(ω,τ) (4.7)
analog gilt für TOD:
TODGlas(ω) = ∆TOD(ω)−∆TODex.A.(ω,τ) (4.8)
Um festzustellen ob der entwickelte FTSI-Algorithmus zuverlässig funktioniert, wurde
φGlas(ω) für unterschiedlich dicke Glasproben ermittelt und mit der theoretisch berechne-
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ten verglichen.
4.3.2 Ergebnisse und Diskussion
Die über den FTSI-Algorithmus ermittelten Taylorkoeffizienten GVDGlas und TODGlas
für die unterschiedlich Materialdicken der Glasproben sind in Abb. 4.4 und Abb. 4.5
dargestellt. Die Ergebnisse für die GVD zeigen eine sehr gute Übereinstimmung mit der
roten Geraden, die die theoretisch berechneten Werte darstellt. Ein Vergleich der theore-
tischen berechneten Geraden mit dem linearen Fit, zeigt im Anstieg eine Abweichung
von 0.08 fs2/mm und eine Nullpunktverschiebung von 2.76 fs2.
Theorie : GVDGlas(d) = 36.16
fs2
mm























Abb. 4.4: GVD der Glasproben aus Fused Silica bei verschiedenen Materialdicken
Aus den Messwerten für die TOD der Glasproben ist eine größere Abweichung von der
Theorie, als bei der GVD ersichtlich. Ein erneuter Vergleich der theoretisch berechneten
Werte mit dem linearen Fit, ergibt im Anstieg eine Abweichung von 0.19 fs2/mm und eine
Nullpunktfehler von 21.4 fs3.
Theorie : GVDGlas(d) = 27.70
fs2
mm
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Abb. 4.5: TOD der Glasproben aus Fused Silica bei verschiedenen Materialdicken
Die über den FTSI-Algorithmus ermittelte GVD und TOD der Glasproben weisen beide
eine Abweichung im Anstieg sowie einen Nullpunktfehler auf. Um die Ursache für dieses
Verhalten zu erklären, muss die Abweichung im Anstieg und der Nullpunktfehler separat
betrachtet werden. Die Abweichung im Anstieg ist den Ergebnissen zu folge nicht auf
Fehler im FTSI-Algorithmus zurückzuführen. Der Grund ist eher die auftretende Streuung
der ermittelten Werte. Die Streuung selbst wird durch das Rauschen des Spektrometers
bei der Aufnahme der Interferogramme verursacht. Da das Rauschen, wie in Abschnitt
3.4 beschrieben, weniger Auswirkungen auf die GVD als auf die TOD hat, lässt sich damit
die größere Streuung der Messwerte bei TOD im Vergleich zu GVD erklären. Demnach
kann durch die Wahl eines Spektrometers mit einem höheren SNR die Streuung der
Messwerte und damit die Abweichung im Anstieg vermutlich weiter reduziert werden.
Für die Vorliegende Arbeit ist diese Abweichung in einem akzeptablen Bereich.
Als Ursache für den Nullpunktfehler wird angenommen, dass der Frequenzfehler e(ωReal)
dafür verantwortlich ist. Denn die spektrale Transferfunktion der Glasprobe wird auch
durch den Frequenzfehler beeinflusst. Unter Berücksichtigung des Frequenzfehlers
ändert sich Gleichung (4.6) in die folgende Form.
φGlas(ωReal+ e(ωReal)) = ∆Φ(ωReal+ e(ωReal))−∆Φex.A.(ωReal+ e(ωReal),τ) (4.9)
Um den Einfluss des Frequenzfehlers auf die GVD und TOD der Glasprobe zu ver-
deutlichen, wird φGlas(ωReal+ e(ωReal)) in eine Taylorreihe um die Zentralfrequenz ωz
entwickelt.
Daraus folgt, dass die Werte für GVD und TOD der Glasproben nicht wie gewollt für
die Zentralfrequenz ωz bestimmt werden, sonder für eine Frequenz ω = ωz+ e(ωReal).
Aufgrund dieser Verschiebung der Frequenz, ergibt sich der Nullpunktfehler. Demnach
muss nach der Ermittlung der GVD und der TOD durch den FTSI-Algorithmus der
Nullpunktfehler vom Ergebnis subtrahiert werden, um die GVD und TOD für die Zentral-
frequenz zu erhalten. In Abb. 4.6 und Abb. 4.7 sind die Ergebnisse der GVD und TOD
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der Glasproben ohne Nullpunktfehler im Vergleich zur Theorie dargestellt. Des Weiteren
kann Aufgrund der Ergebnisse gesagt werden, dass der entwickelte FTSI-Algorithmus
zuverlässig funktioniert.

































Abb. 4.6: Ergenisse der GVD ohne Nullpunktfehler im Vergleich zu Theorie




























Abb. 4.7: Ergenisse der TOD ohne Nullpunktfehler im Vergleich zu Theorie
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4.4 Zusammenfassung
In den durchgeführten Versuchen konnte gezeigt werden, dass der entwickelte FTSI-
Algorithmus zuverlässig arbeitet und die spektrale Phasendifferenz bzw. die Taylorkoeffi-
zienten GVD und TOD der Glasproben mit einer hoher Genauigkeit ermittelt. Es zeigte
sich, dass zur korrekten Ermittlung der GVD und der TOD im Vorfeld die Fehlerfunktion
ermittelt werden muss, da der Frequenzfehler des Spektrometers in Abhängigkeit von
τ eine lineare Änderung der GVD und der TOD verursacht. Zudem wirkte sich der Fre-
quenzfehler in Form eines Nullpunktfehlers auf die GVD und TOD aus, da es zu einer
Frequenzverschiebung der Zentralfrequenz kommt. Die Auswirkungen betreffen die TOD
stärker als die GVD, da die Frequenzverschiebung mit der dritten Potenz auf die TOD
und nur mit der zweiten Potenz auf die GVD wirkt.
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5 Charakterisierung räumlicher





















Abb. 5.1: Skizze des experimentellen Aufbaus
Der verwendete experimentelle Aufbau basiert auf einer zweistufigen Strahlaufweitung
bestehend aus einem Galilei- und einem Kepler-Teleskop sowie einer Anordnung zur
Aufnahme der spektralen Interferometrie. Als Laserquelle kommt der in Abschnitt 4.1
verwendet Ti:Saphir-Oszillator zum Einsatz. Ausgehend von der Laserquelle wird die
ersten Stufe der Strahlaufweitung durch das Galilei-Teleskop realisiert. Die Eintrittslin-
se (Linse 1) ist eine Plankonkavlinse mit einem Durchmesser von 25mm und einer
Brennweite f = 58mm bei einer Wellenlänge von 800nm. Die Austrittslinse (Linse 2)
ist eine Plankonvexlinse mit 50mm Durchmesser und einer Brennweite f = 682mm
bei einer Wellenlänge von 800nm. Beide Linsen sind aus BK7 gefertigt und generieren
eine Vergrößerung des Strahldurchmessers von 10:1. Die zweite Stufe bildet das Kepler-
Teleskop. Als Eintrittslinse (Linse 3) können wahlweise zwei Plankonvexlinsen mit einem
Durchmesser von 25mm, aber unterschiedlicher Brennweiten verwendet werden. Zur
Auswahl steht eine Brennweite mit f = 75mm und f = 50mm bei 800nm Wellenlänge.
Diese Linsen bestehen ebenfalls aus dem Material BK7. Die Austrittslinse (Linse 4) ist
auch eine Plankonvexlinse. Sie hat einen Durchmesser von 200 mm, eine Brennweite
f = 1500mm und besteht aus Corning 5F. Das Verhältnis der Strahlaufweitung des
Kepler-Teleskops ist damit Wahlweise 20:1 für f = 75mm oder 30:1 bei f = 50mm. Im
Anschluss an das Kepler-Teleskop befindet sich der Aufbau zur Generierung der spektra-
len Interferometrie. Er besteht aus den beiden Faserkopplern FK1 und FK2. FK1 ist über
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einen Lineartisch mit einer Positionsgenauigkeit von 10 µm in einer Raumdimension x
senkrecht zur Strahlrichtung variabel positionierbar, wären FK2 eine feste Position besitzt.
Zusätzlich kann FK1 in Strahlrichtung um die Weglängendifferenz ∆z verschoben werden.
Über die Faserkoppler werden an räumlich festgelegten Punkten Anteile aus dem aufge-
weiteten Laserstrahl in eine polarisationserhaltende optische Faser eingekoppelt. Die
beiden Fasern werden anschließend über einen faseroptischen Koppler zu einer Faser
vereinigt. Diese Faser ist mit dem Spektrometer aus Abschnitt 4.1 verbunden. Der experi-
mentelle Aufbau verfügt zusätzlich über einen zweiten Strahlengang. Dieser beginnt mit
der Ausgliederung eines Teils des Hauptstrahl zwischen der Laserquelle und dem Galilei-
Teleskop über einen Keil aus Fused Silica mit einen Keilwinkel von 5 Grad. Der zweite
Strahlengang endet am Faserkoppler FK3. FK3 ist als alternative zu FK2 angelegt, d.h.
die Faser an FK2 kann an FK3 angekoppelt werden. Diese Variierbarkeit ist in Abb. 5.1
durch die farbigen Fasern veranschaulicht. Aufgrund der Variation der Faserkoppler und
der Linse 3 wurden drei unterschiedliche Konfigurationen des experimentellen Aufbaus
vorgesehen. In Tabelle 5.1 sind die verwendeten Konfiguration aufgeführt.
Tab. 5.1: Konfigurationen der experimentellen Aufbaus
Konfiguration Brennweite Linse 3 Verwendete Faserkoppler Referenz
1 f = 75mm FK1 und FK2 intern
2 f = 75mm FK1 und FK3 extern
3 f = 50mm FK1 und FK2 intern
Die Strahlumlenkung im gesamten Aufbau wird mit Hilfe von hochreflektierenden Silber-
spiegeln umgesetzt.
5.2 Methoden
5.2.1 Grundprinzip zur Ermittlung räumlicher Dispersion
Die Ermittlung der räumlichen Unterschiede in der Dispersion des in Abb. 5.1 dargestell-
ten aufgeweiteten Laserstrahls, beruht darauf, dass an unterschiedlichen räumlichen
Positionen die spektrale Phasendifferenz mittels der FTSI festgestellt wird. Dazu wur-
den die Faserkoppler FK1 und FK2, wie in Abb. 5.2 ersichtlich, im Strahl angeordnet.
FK2 besitzt dabei eine feste Position auf der x-Achse in der x-y-Ebene, während FK1
unterschiedliche Positionen entlang der x-Richtung, ausgehend vom Strahlzentrum zum
Strahlrand, in der x-y-Ebene anfahren kann.
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Abb. 5.2: Prinzipskizze der Messvorgangs
Dadurch lassen sich zu jeder eingestellten Position von FK1 Interferogramme aufnehmen,
aus denen die spektralen Phasendifferenzen ∆Φ1...∆Φn mit Hilfe des entwickelten FTSI-
Algorithmus bestimmen werden können ( siehe Abb. 5.3). Die jeweiligen spektralen
Phasendifferenzen beziehen sich immer auf die Position von FK2. Den FK2 koppelt den
Referenzpuls in die Faser ein und wird deshalb als interne Referenz bezeichnet.
Abb. 5.3: Prinzipskizze der Messungvorgangs mit den erhaltenen spektralen Phasendifferenzen
Da die Messung nur lateral entlang eine Linie vom Strahlzentrum zum Strahlrand abläuft,
ist es sinnvoll die Unterschiede in den spektralen Phasendifferenzen ∆Φ1,1...∆Φn,1
zwischen den angefahrenen Positionen von FK1 zu bestimmen bzw. die zugehörigen
Taylorkoeffizienten ∆GVD1,1...∆GVDn,1 und ∆TOD1,1...∆TODn,1 zu ermitteln. Um dies
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∆Φn,1 = ∆Φn−∆Φ1 (5.1)
Diese Gleichungen lassen sich für die Taylorkoeffizienten auflösen. Damit ist es möglich
die Werte für ∆GVD1,1...∆GVDn,1 und ∆TOD1,1...∆TODn,1 zu berechnen.
∆GVDn,1 = ∆GVDn−∆GVD1 (5.2)
∆TODn,1 = ∆TODn−∆TOD1 (5.3)
∆GVD1 und ∆TOD1 sind von besonderer Bedeutung. Denn hierbei handelt es sich um
die Fehlerfunktionen in Abhängigkeit von τ . Das heißt, die spektrale Phasendifferenz
zwischen der Position von FK2 und dem Strahlzentrum muss für verschiedene Werte
von τ aufgenommen werden. Dies ist sehr wichtig, denn um die ∆GVDn und ∆TODn
korrekt zu bestimmen, muss die Fehlerfunktion ∆GVDex.A.(τ)und ∆GVDex.A.(τ) des
experimentellen Aufbaus bekannt sein. Der Grund ist die Änderung von τ für die einzel-
nen Positionen von FK1, da die einzelnen Strahlanteile unterschiedliche Materialdicken
durchlaufen.
∆GVD1 = ∆GVDex.A.(τ) (5.4)
∆TOD1 = ∆TODex.A.(τ) (5.5)
5.2.2 Vorgehen bei der Ermittlung der spektralen
Phasendifferenzen und der Taylorkoeffizienten
Nach der Einrichtung der jeweils zu untersuchenden Konfiguration aus Tab. 5.1, wurde
der Durchmesser der Lochblende immer so eingestellt, dass der Laserstrahl nach der
Linse 4 einen Strahldurchmesser von 110mm hat. Der Faserkoppler FK1 ist zu Beginn
der Untersuchung im Strahlzentrum bei x= 0mm positioniert. Für diese Position ist in
einem ersten Schritt die Fehlerfunktion ∆GVDex.A.(τ) und ∆TODex.A.(τ) für den expe-
rimentellen Aufbau ermittelt wurden. Dazu wurde die Weglängendifferenz ∆z von ca.
150 µm bis 950 µm in ca. 150 µm Schritten variiert. Dadurch ergaben sich zehn Werte
für τ in einem Bereich von ca. 0.5 ps bis 3.5 ps. Über den FTSI-Algorithmus wurden die
spektralen Phasendifferenzen und die Taylorkoeffizienten ∆GVD und ∆TOD bei einer
Frequenz von 375 THz ermittelt. Anhand der ermittelten Taylorkoeffizienten wurden,
mittels eines linearen Fits, die Fehlerfunktionen ∆GVDex.A.(τ) und ∆TODex.A.(τ) be-
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stimmt. Anschließend wurden Interferogramme an verschiedenen Positionen von FK1
aufgenommen. Die Position wurde ausgehend vom Strahlzentrum in äquidistanten Ab-
ständen von 2.5mm auf einer Strecke von x= 0mm bis x= 50mm angeordnet. Da sich
τ für jede angefahrene Position ausgehend vom Strahlzentrum verringert, wurde ∆z im
Strahlzentrum auf ca. 950 µm gestellt. Das entspricht einem zeitlichen Pulsversatz von
τ = 3 ps. Der Grund dafür ist, dass τ nicht zu klein werden darf und somit der Interferenz-
teil des fouriertransformierten Interferogramms nicht mehr ordentlich separiert werden
kann. Über die Interferogramme der einzelnen Positionen wurden mit Hilfe des FTSI-
Algorithmus die spektralen Phasendifferenzen ∆Φ1,1...∆Φn,1 bzw. die Taylorkoeffizienten
∆GVD1,1...∆GVDn,1 und ∆TOD1,1...∆TODn,1 bestimmt und anschließend dargestellt.
Dieses Vorgehen ist bei allen Konfiguration auf die gleiche Weise abgelaufen. Für die
Messung mit externer Referenz wurde nur die optische Faser von FK2 an FK3 ange-
schlossen.
5.3 Ergebnisse und Diskussion
5.3.1 Konfiguration 1
Um die Unterschiede in der räumlichen Dispersion für die Konfiguration 1 zu bestimmen,
wurden zuerst die Fehlerfunktionen ∆GVDex.A.(τ) und ∆TODex.A.(τ) bestimmt. Die
ermittelten Werte für ∆GVD und ∆TOD in Abhängigkeit von τ sind in Abb. 5.4 und in
Abb. 5.5 dargestellt. Die Fehlerfunktionen ∆GVDex.A.(τ) und ∆TODex.A.(τ) ergeben sich
aus dem linearen Fit der Werte.
∆GVD1 = ∆GVDex.A.(τ) =−0.0031 1fs(τ)+80.98 fs
2 (5.6)
∆TOD1 = ∆TODex.A.(τ) =−0.0050 1fs(τ)+178.21 fs
3 (5.7)



















Abb. 5.4: Ermittelte Werte der ∆GVD und Fehlerfunktion der Konfiguration 1
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Abb. 5.5: Ermittelte Werte der ∆GVD und Fehlerfunktion der Konfiguration 1
Bei der Betrachtung der ermittelten Werte für ∆GVD und ∆TOD fällt sofort auf, dass die
Werte für ∆TOD eine größere Abweichungen vom dem linearen Fit haben, als die Werte
für ∆GVD. Die Streuung der Werte um den prinzipiell lineare Fit (Vgl. Abschnitt 4.2.2)
deuten auf eine größere Ungenauigkeit bei der Ermittlung der ∆TOD hin.
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Abb. 5.6: Ermittelte Werte der ∆GVD für die Konfiguration 1
Die Ergebnisse der räumlichen Bestimmung für ∆GVD sind in Abb. 5.6 dargestellt. Die
einzelnen Werte ergeben mit zunehmendem Abstand vom Strahlzentrum einen nähe-
rungsweise sphärischen Verlauf. Der Unterschied zwischen dem Strahlzentrum und dem
Strahlrand liegt bei rund 60 fs2. Daraus folgt, dass der Strahlanteil des Laserpuls im
Strahlzentrum eine höhere Pulsdauer besitzt als der Strahlanteil am Strahlrand, da eine
höhere GVD den Laserpuls im Zeitbereich verbreitert (vergl. ).
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Die Ursache für die Unterschiede der GVD ist auf die verwendeten Linsen im experimen-
tellen Aufbau zurückzuführen.
Abgesehen von Linse 1 sind alle anderen Linsen plankonvex. Demzufolge besitzt das
Zentrum dieser Linsen eine größere Materialdicke als der Randbereich. Die Abnahme der
Materialdicke zum Rand hin wird dabei über den Krümmungsradius bestimmt. Bedingt
durch die Aufweitung des Laserstrahls legen die Strahlanteile im Strahlzentrum eine
signifikant längere Strecke im Linsenmaterial zurück, als die Strahlanteile am Strahlrand.
Entsprechend des Unterschieds der spektralen Transferfunktion zwischen Strahlzentrum
und Strahlrand der Linse unterscheiden sich die spektralen Phasendifferenzen zwischen
Strahlzentrum und Strahlrand.
Die ∆GVD ist für die Strahlanteile im Strahlzentrum größer als am Strahlrand. Der
näherungsweise sphärische Verlauf der Werte von ∆GVD geht auf die Abnahme der
Materialdicke der Linsen mit dem Krümmungsradius zurück. In Abb. 5.6 ist des weite-
ren der theoretisch berechnete Verlauf der ∆GVD eingetragen. Die ermittelten Werte
weichen mit zunehmendem Abstand vom Strahlzentrum immer weiter von der Theorie
ab. Eine Erklärung für diese Abweichung sind Unzulänglichkeiten im Versuchsaufbau,
wie die Winkelverkippung der Linsen zur Strahlausbreitungsrichtung. Dadurch ändert
sich der Einfallswinkel der Laserstrahlung auf die Grenzfläche der Linsen wodurch der
Brechungswinkel verändert wird und damit der zurückgelegte Weg im Linsenmaterial
verlängert oder verkürzt wird.
Abstand vom Strahlzentrum in mm

























Abb. 5.7: Ermittelte Werte der ∆TOD für die Konfiguration 1
In Abb. 5.7 sind die ermittelten Werte für ∆TOD dargestellt. Die Abbildung zeigt, dass
die bestimmten Werte eine große Streuung besitzen. Im Vergleich zu ∆GVD ist kein
eindeutiger sphärischer Verlauf über den Messbereich zu erkennen, obwohl dieser
auch hier zu erwarten gewesen wäre, was sich anhand der theoretisch berechneten
Ergebnisse (rote Kurve) zeigt. Die Ergebnisse wurden dennoch mit einem quadratischen
Fit bewertet. Dieser Fit kann an dieser Stelle, aufgrund der Streuung der Daten, nur als
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Trendlinie angesehen werden. Die Trendlinie zeigt, dass die ∆TOD mit zunehmendem
Abstand vom Strahlzentrum zum Strahlrand abfällt. Dieses Ergebnis stimmt mit dem
erwarteten Verhalten überein. Demzufolge kann mit dem verwendeten Versuchsaufbau
keine genaue Ermittlung der Werte für die ∆TOD durchgeführt werden, aber es ist eine
Aussage über das prinzipielle räumliche Verhalten möglich. Die beobachtete Streuung
der Ergebnisse ∆TOD wird durch mehrere Faktoren hervorgerufen. Der erste Faktor ist
das dem Interferogramm überlagerte Rauschen. In Abb. 5.8 ist das fouriertransformierte
Interferogram bei einem Abstand vom Strahlzentrum von 22,5mm dargestellt.





















Abb. 5.8: Fouriertransformiertes Interferogramm für einen Abstand von 22.5mm vom Strahlzen-
trum
Darin ist das Grundrauschen zu sehen. Es liegt bei ca. 10−4. Damit liegt das SNR im
Vergleich mit den Simulationen zum Rauschen aus Abb. 3.9 bei ca. 500:1. Dies stimmt
in guter Näherung mit dem angegebenen SNR des Spektrometers (300:1) überein. Die
Simulation zeigte, dass bei diesem SNR die spektrale Phasendifferenz Modulationen
aufweist, die die Streuung der ermittelten Werte für ∆TOD erklärt. Zudem ist in Abb. 5.8
bei ca. 2,1 ps ein Nebenmaxima im Rauschen zu erkennen, was sich zusätzlich negativ
auf das SNR auswirkt und die große Abweichung des Wertes der ∆TOD erklären könnte.
Denn im Vergleich mit dem Wert bei einem Abstand von 25mm vom Strahlzentrum,
der näher an der Theorie liegt, zeigt sich kein Nebenmaxima im fouriertransformierten
Interferogramm (Abb. 5.9). Zur Verbesserung des SNR und damit der Messbarkeit der
TOD ist ein Spektrometer mit einem besseren SNR empfehlenswert.
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Abb. 5.9: Fouriertransformiertes Interferogramm für einen Abstand von 25mm vom Strahlzentrum
Ein weiterer Aspekt der zur Streuung der ∆TOD führen könnte, betrifft die optische
Faser die an FK1 angekoppelt ist. Durch die Bewegung von FK1 bewegt sich auch die
optische Faser. Dies führt zu geringfügigen Änderungen der Biegeradien der Faser.
Diese Änderungen induzieren lokale Spannungen in den Biegestellen. Die Spannungen
verursachen minimale Variationen des Brechungsindex des Fasermaterials. Aufgrund
dessen verändert sich die spektrale Transferfunktion der Faser. Dadurch wird die ermit-
telte spektrale Phasendifferenz auch geringfügig verändert und führt deshalb auch zu
einer Variation von ∆TOD und auch ∆GVD. Wie groß dieser Effekt ist wurde im Rahmen
dieser Arbeit nicht untersucht.
Ein letzter Faktor, der die Streuung der Werte beeinflusst, sind Turbulenzen der Luft im
Raum den der Laserpuls durchquert. Durch die Strahlaufweitung legen die Strahlanteile,
die durch die Faserkoppler entnommen werden, räumlich getrennte Wege zurück. Im
experimentellen Aufbau sind dies mehrere Meter. Auf diesem Weg können Turbulenzen
in der Luft die Strahlanteile unterschiedlich beeinflussen. Denn die Turbulenzen verur-
sachen geringe Dichteunterschiede der Luft wodurch wiederum der Brechungsindex
der Luft geringfügig variiert. Dadurch wird auch die spektrale Transferfunktion der Luft
verändert und damit die spektrale Phasendifferenz. Der Einfluss der Turbulenzen konnte
auch bei der Aufnahme der Interferogramme beobachtet werden. Die Interferogramme
zeigten keine statische Modulation, wie es ideal der Fall wäre sondern die Modulation
schwankte in einem sehr geringen Frequenzbereich. Diese Schwankungen sind darauf
zurückzuführen, das die Turbulenzen ,aufgrund der genannten Gründe, geringe Änderun-
gen im zurückgelegten optischen Weg der einzelnen Strahlanteile bewirken und deshalb
τ nicht konstant ist.
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5.3.2 Konfiguration 2
Um festzustellen, ob sich unter Verwendung der externen Referenz andere Ergebnisse
für ∆TOD und auch ∆GVD zeigen, wurde Konfiguration zwei verwendet. Da sich der
experimentelle Aufbau geändert hat, wurde zu Beginn erneut die Fehlerfunktionen
ermittelt. Die Ergebnisse der Werte für ∆GVD und ∆TOD sind in Abb. 5.10 und Abb. 5.11
aufgezeigt. Aus dem linearen Fit ergaben sich die folgenden Fehlerfunktionen.
∆GVD1 = ∆GVDex.A.(τ) =−0.0031 1fs(τ)+1290.45 fs
2 (5.8)
∆TOD1 = ∆TODex.A.(τ) =−0.0050 1fs(τ)+878.24 fs
3 (5.9)
Im Gegensatz zu den Fehlerfunktionen der Konfiguration 1 ist das Absolutglied in (5.5)
und (5.6) weitaus größer. Der Grund ist, dass die spektrale Phasendifferenz zwischen
dem externen Referenzpuls und dem internen Messpuls in dieser Konfiguration, den
Dispersionsunterschied über alle Linse im experimentellen Aufbau räumlich erfasst.
















Abb. 5.10: Ermittelte Werte der ∆GVD und Fehlerfunktion der Konfiguration 2
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Abb. 5.11: Ermittelte Werte der ∆TOD und Fehlerfunktion der Konfiguration 2
Die Ergebnisse für räumlichen Unterschiede in ∆GVD sind in Abb. 5.12 im direkten
Vergleich mit den Ergebnissen aus Konfiguration 1 dargestellt. Es zeigt sich eine sehr gute
Übereinstimmung mit den Werten der ∆GVD aus den Messungen mit interner Referenz.
Der Verlauf vom Strahlzentrum zum Strahlrand hat nahezu das gleiche Verhalten und
die Abweichung zur Theorie, die aus der Winkelverkippung der Linsen hervorgeht, ist
ebenfalls identisch. Zudem beschreiben die gemessenen Werte von Konfiguration 1 und
2 ähnliche Verläufe im Vergleich zum Fit. Diese ähnlichen Abweichungen sind nicht auf
statistische Streuungen der Messungen zurück zuführen, sondern finden ihre Ursache
in anderen systematischen Effekten. Mögliche Erklärungen sind zum einen, dass der
Silberspiegel, der zwischen den beiden Teleskopstufen
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Theorie
Abb. 5.12: Vergleich der Ergebnisse der ∆GVD zwischen interner und externer Referenz
angebracht ist, an verschiedenen Stellen der Oberfläche, unterschiedliche Verände-
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rungen in der GVD der Strahlanteile verursachen kann. Zum Anderen verursacht die
Lochblende zwischen den Teleskopstufen Beugungsringe, deren Auswirkungen sich in
dem Abgebildeten Verhalten zeigen können.
Die ermittelten Werte der ∆TOD sind in Abb. 5.13 ebenso im Vergleich zu den be-
stimmten Werten aus der Messung mit interner Referenz dargestellt. Es zeigt sich ein
ähnliches Verhalten, wie bei der Messung mit interner Referenz. Die Streuung der Werte
ist sehr groß, sodass der Fit wiederum nur als Trendlinie interpretiert werden kann. Der
Trend betätigt den in der Theorie zu erwartenden Verlauf, im Bezug auf die Zunahme der
∆TOD. Die Streuung der Werte zwischen den Konfigurationen ist in etwa Vergleichbar.
Aus diesem Grund liefern beide Konfiguration sehr ähnliche Ergebnisse.
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Abb. 5.13: Vergleich der Ergebnisse der ∆TOD zwischen interner und externer Referenz
Der Vergleich der ermittelten Ergebnisse für die ∆GVD und ∆TOD der beiden Konfigura-
tion führt zu dem Schluss, dass beide Varianten zur Bestimmung der Unterschiede in
der räumlichen Dispersion ultrakurzer Laserpulse geeignet sind. Wobei die Variante mit
interner Referenz bevorzugt wird, da dafür kein zusätzlicher Strahlengang zum Abgriff
eins Referenzpulses notwendig ist.
5.3.3 Konfiguration 3
Mit der Konfiguration 3 sollte festgestellt werden, ob Änderung im räumlichen Verhalten
der Dispersion im Vergleich zu Konfiguration 1 bestimmbar sind. Die Messung erfolg-
te dabei mit interner Referenz. Im ersten Schritt wurde erneut die Fehlerfunktionen
des geänderten Aufbaus ermittelt. Abb. 5.14 und Abb. 5.18 stellen die bestimmten Er-
gebnisse der ∆GVD und ∆TOD für die Fehlerfunktionen dar. Im Folgenden sind die
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Fehlerfunktionen des linearen Fits beschrieben.
∆GVD1 = ∆GVDex.A.(τ) =−0.0031 1fs(τ)+92.45 fs
2 (5.10)
∆TOD1 = ∆TODex.A.(τ) =−0.0052 1fs(τ)+184.53 fs
3 (5.11)
Beide Fehlerfunktionen besitzen ein größeres Absolutglied im Vergleich zu Konfiguration1.
Anhand dessen lässt sich bereits sagen, dass eine Veränderung im Versuchsaufbau
stattgefunden hat.





















Abb. 5.14: Ermittelte Werte der ∆GVD und Fehlerfunktion der Konfiguration 3


















Abb. 5.15: Ermittelte Werte der ∆TOD und Fehlerfunktion der Konfiguration 3
Die ∆GVD der Konfiguration 3 zeigt wieder einen näherungsweise sphärischen Verlauf.
Im Bezug zur Theorie ist ebenfalls wieder eine zunehmende Abweichung mit Zunehmen-
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dem Abstand zum Strahlzentrum feststellbar. Dies ist wiederum auf die Winkelverkippung
der einzelnen Linsen zurückzuführen. Die Differenz der ∆GVD zwischen Strahlzentrum
und einem Abstand von 50mm beträgt ca. 63fs2. Im Vergleich zur Konfiguration 1 ist sie
um 3 fs2 größer.
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Abb. 5.16: Ermittelte Werte der ∆GVD für die Konfiguration 3
Im direkten Vergleich der Konfiguration 1 mit der Konfiguration 3 (Abb. 5.17) ist ein kleiner
aber deutlichen Unterschied im Verlauf der ∆GVD zu erkennen. Der Werte der ∆GVD in
Konfiguration 3 ist im Strahlzentrum größer, als bei Konfiguration 1. Mit zunehmendem
Abstand zum Strahlzentrum fällt die ∆GVD strenger ab als die Vergleichswerte.
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Abb. 5.17: Vergleich der Ergebnisse der ∆GVD zwischen Konfiguration 1 und 3
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Der Grund dafür ist der kleinere Krümmungsradius der Linse 3 mit 50mm Brennweite.
Der größere Wert im Strahlzentrum begründet sich in der größeren Materialdicke im
Linsenzentrum der Linse 3, die in der Konfiguration 3 zum Einsatz kam.
Anhand des Vergleichs in Abb. 5.17 kann nachgewiesen werden, dass das Messverfahren
zur Ermittlung der ∆GVD gut funktioniert und Unterschiede in der räumlichen Dispersion
klar sichtbar sind.
Für die ∆TOD der Konfiguration 3 ergeben sich die in Abb. 5.18 dargestellten Werte. Wie
bei den vorhergehenden Untersuchungen, kann aufgrund der Streuung der ermittelten
Werte keine konkrete Aussage zum Verlauf der ∆TOD gemacht werden. lediglich der
Trend ist durch den quadratischen Fit bestimmbar. Dieser bestätigt die Theorie erneut
in dem Sinne, dass die ∆TOD mit zunehmendem Abstand vom Strahlzentrum kleinen
wird. Im Vergleich der ∆TOD der Konfiguration 1 mit Konfiguration 2 ist festzustellen,
dass anhand der ∆TOD keine Unterscheidung der Konfigurationen möglich ist, da die
auftretende Streuung der Werte eine genaue aussage zu den unterschieden unmöglich
macht.
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Abb. 5.18: Ermittelte Werte der ∆TOD für die Konfiguration 3
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5.4 Zusammenfassung
Anhand der Ergebnisse konnte gezeigt werden, dass die Ermittlung der ∆GVD mit inter-
ner und externer Referenz sehr gut funktioniert. Über den gemessenen Raumbereich
ergibt sich ein klarer Verlauf, der den Einfluss der Linsen aufzeigt. Eine Änderung der
Brennweite von Linse 3 konnte ebenso anhand der Werte für die ∆GVD nachgewiesen
werden. Die ∆TOD kann weder mit interner noch mit externer Referenz genau bestimmt
werden, da die Streuung der ermittelten Werte keine exakten Ergebnisse zulässt. Die
Streuung ist hauptsächlich auf das Rauschen zurückzuführen, das die Interferogramme
überlagert. Durch Verwendung eines Spektrometers mit einem SNR größer als 1000:1
ist möglicherweise eine exaktere Bestimmung der ∆TOD möglich. Dennoch konnte das
theoretische Verhalten der ∆TOD mit zunehmenden Abstand zum Strahlzentrum durch
den Trend bestätigt werden. Eine Unterscheidung der ∆TOD zwischen den Konfiguratio-
nen 1 und 3 war ebenfalls nicht möglich. Die Versuch haben aber gezeigt, das die interne
und die externe Referenz gleiche Ergebnisse liefern. Dennoch ist es von Vorteil die
interne Referenz zu nutzen, da der zusätzliche Aufwand zur Generierung der externen
Referenz entfällt. Das Messverfahren ist aufgrund der genannten Tatsachen gut geeignet,
um die Unterschiede die in der räumlich Dispersion zu bestimmen.
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6 Zusammenfassung und Ausblick
Das Hauptziel dieser Arbeit bestand darin einen Messaufbau und Algortithmus zu entwi-
ckeln, der die räumlichen Unterschiede der Dispersion im Strahlquerschnitt ultrakurzer
Laserpulse auf Basis der fouriertransformierten spektralen Interferometrie (FTSI) ermit-
telt. Zu diesem Zweck wurden im Rahmen dieser Arbeit zunächst Simulationen zur FTSI
durchgeführt, um Störfaktoren sowie die besten Methoden zur Extraktion der spektralen
Phasendifferenz und der Taylorkoeffizienten ∆GVD und ∆TOD zu ermitteln. Anhand
der Simulationen konnte gezeigt werden, dass die beste Methode zur Extraktion der
spektralen Phasendifferenz die Zero-Padding-Interpolation ist. Da diese Methode im
Vergleich zur linearen Interpolation kein zusätzliches Rauschen mit ansteigendem τ
generiert. Des Weiteren wird kein künstlicher Chirp erzeugt, im Gegensatz zur Methode
der direkten Transformation. Weiterhin konnte gezeigt werden, dass sich das simulierte
Rauschen auf die spektrale Phasendifferenz bzw. auf die Taylorkoeffizienten negativ
auswirkt. Dabei spielt die SNR des Spektrometers eine zentralle Rolle. Bei einem SNR
von unter 1000:1 werden die Auswirkungen auf die spektrale Phasendifferenz in Form
von Modulation sichtbar. Zudem konnte festgestellt werden, dass sich das SNR stärker
auf die ∆TOD auswirkt als auf die ∆GVD. Dies stellt eine wichtige Aussage im Hinblick
auf zukünftige Messungen, bzw. deren Bewertung dar.
Anhand der Simulationen konnte ein FTSI-Algorithmus in Matlab umgesetzt werden, der
die spektrale Phasendifferenz und die Taylorkoeffizienten berechnet. Um sicher zu stellen,
dass der FTSI-Algorithmus die spektrale Phasendifferenz und vor allen die Taylorkoeffi-
zient korrekt bestimmt, wurden die Taylorkoeffizienten der spektralen Transferfunktion
von Glasproben unterschiedlicher Materialdicke untersucht, und damit der entwickelte
Algorithmus verifiziert. Die Ergebnisse demonstrierten eine sehr gute Übereinstimmung
mit den theoretischen Werten der GVD und der TOD der verwendeten Glasproben. Es
wurde dabei festgestellt, dass das Spektrometer einen von τ abhängigen linear Fehler,
infolge der Kalibrierungenauigkeit des Spektrometers, in der GVD und TOD generiert,
der bei der Ermittlung der spektralen Phasendifferenz bzw. der Taylorkoeffizienten zu
einer Abweichung führt. Deshalb musste, und muss zukünftig, diese Fehlerfunktion im
Vorfeld jeder Messung ermittelt werden, um genauest mögliche Ergebnisse zu erhalten.
Im Anschluss daran wurde ein Messaufbau zur Feststellung der Unterschiede in der
räumlichen Dispersion des Strahlquerschnitts eines Laserpulses umgesetzt. Dazu wur-
de der Strahlquerschnitt des Laserpulses durch einen zweistufigen Teleskopaufbau
aufgeweitet und mittels externer und interner Referenz die lateralen Unterschiede der Di-
spersion vermessen. Die Ergebnisse zeigen, dass die Ermittlung der ∆GVD mit interner
und externer Referenz sehr gut funktioniert. Über den gemessenen Raumbereich ergibt
sich eine klare Abhängigkeit der ∆GVD in Abhängigkeit der Geometrie der Linsen. Die
∆TOD kann weder mit interner noch mit externer Referenz exakt bestimmt werden, da
die Werte aufgrund der oben genannten Ursachen streuen. Aus diesem Grund lässt sich
nur ein Trend der ∆TOD über den gemessenen Raumbereich bestimmen. Hauptursache
dieser Streuung ist das Rauschen, welches die gemessenen Interferogramme überlagert.
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Das aus den Messungen abgeleitete SNR lag bei ca. 500:1. In den Simulation konnte de-
monstriert werden, dass ein SNR in dieser Größenordung großen Einfluss auf die ∆TOD
hat und die Streuung erklärt. Für zukünftige Messungen ist deshalb ein Spektrometer
mit einem SNR von 1000:1 oder höher zu verwenden.
Zukünftige Messungen sollen am realen Strahl des Hochleistungslasers Draco durchge-
führt werden. Hierbei ist insbesondere erst einmal die klare Bestimmung der lateralen
Unterschiede der GVD über den Strahlquerschnitt der Laserpulse relevant. Der hierfür
entwickelte Algorithmus und die Messaufbauten haben sich im Rahmen dieser Arbeit als
dafür geeignet erwiesen. Dies gilt es als nächsten Schritt durchzuführen.
A FTSI-Algorithmus Matlabcode i








8 %% Lade Daten
9 clc;
10 eval(['name=''Dateipfad' [int2str(i)] '.mat''']);
11 load(name);
12 disp('Contents of workspace after loading file:');
13 % whos;
14 %% Funktionen und Konstanten
15
16 Nw = length((Messung(:,1))); % Samplingrate
17 lambda0 = 800; % Zentrale Wellenlänge
18 c = 299.792458; % Lichtgeschwindigkeit (nm/fs)
19 w0=2.*pi.*(c/lambda0); % Zentrale Kreisfrequenz
20 q=10000; % Bereichsfilter für das Interferogramm in Pixel
21 b1=10350; % Fensterbreite Phasenfilter FWHM in Pixel
22 b2=20; % Gau ß fenster Potenz (1 = 2. Potenz, 2 = 4.Potenz,....)




27 % Einheitentransformation nm <−−> rad/fs
28 chng_rng = @(x) 2*pi*c./x;
29
30 % Gauss Funktion:
31 % x = Co−ordinate
32 % x0 = Centre
33 % dx = FWHM
34 % = sqrt(2*log(2))*sigma_xh
35 % n = Order (normal = 1)
36 gauss1D = @(x, x0, dx, n) exp((−log(2)*...
37 (2*(x−x0)/dx).^(2*abs(floor(n)))));
38
39 %% Intensitaet und Frequenz des Spektrogramms übergeben
40 % Übergabe der Messwerte des Interferogramm
41 Z1 = Messung(:,2)';
42 % Wellenlaenge in nm




47 % positionsgitter für omega
ii A FTSI-Algorithmus Matlabcode
48 x=1:1:2048;
49 % minimale Wellenlänge in nm
50 lambda_min = min(Wellenlaenge);
51 % maximale Wellenlänge in nm
52 lambda_max = max(Wellenlaenge);
53 % Schrittweite der Wellenlänge in nm
54 dlambda = (lambda_max−lambda_min)/(Nw−1);
55 % Vektor der Wellenlänge in nm





61 % Vektor der Kreisfrequenz in rad/fs
62 omega = chng_rng(Wellenlaenge);
63 omega1=spline(Wellenlaenge,omega,lambda);
64 omega5=interp(omega,8);
65 % maximale Kreisfrequenz in rad/fs
66 omega_max = max(omega);
67 minimale Kreisfrequenz in rad/fs
68 omega_min = min(omega); %
69 domega = (omega_max−omega_min)/(Nw−1);
70 % Schrittweite der Kreisfrequenz in rad/fs
71 omega_lin = (0:Nw−1)'*domega + omega_min;
72 % lineares Frequenzgitter in rad/fs
73 domega1 = (omega_max−omega_min)/(256*Nw−1);
74 % Schrittweite der Kreisfrequenz in rad/fs
75 omega_lin1 = (0:256*Nw−1)'*domega1 + omega_min;
76 domega2 = (omega_max−omega_min)/(16*Nw−1);
77 % Schrittweite der Kreisfrequenz in rad/fs
78 omega_lin2 = (0:16*Nw−1)'*domega2 + omega_min;
79 Frequenz=omega'./(2.*pi); % Frequenz in 1/fs


















98 % maximale Kreisfrequenz in rad/fs
99 omega_max1=max(omegax1);
A FTSI-Algorithmus Matlabcode iii
100 % minimale Kreisfrequenz in rad/fs
101 omega_min1=min(omegax1);
102 % Schrittweite der Kreisfrequenz
103 domegax=(omega_max1−omega_min1)/(32*Nw−1);







111 % maximale Kreisfrequenz in rad/fs
112 omega_max2=max(omegaxX);
113 % minimale Kreisfrequenz in rad/fs
114 omega_min2=min(omegaxX);
115 % Schrittweite der Kreisfrequenz
116 domegaxX=(omega_max2−omega_min2)/(32*Nw−1);




121 % An dieser Stelle wird der Zeitbereich für die
122 % Fourier−Transformation berechnet
123 df=domegaxX/(2*pi); % Frequenzschritte
124 Fs=omega_max1./(2*pi); % max. Frequenz
125 T=1/df; % Periodendauer
126 dt0=1/(Nw*df);
127 dt=1/Fs;
128 dt1=7.172; % Zeitschritte
129 t=linspace(−T/2,T/2,10*Nw);% Zeitverktor in fs
130 t0=linspace(−T/2,T/2,l*Nw);% Zeitverktor in fs
131













145 %% Inverse Fourier−Transformation des Interferogramms
146 % in den Zeitbereich
147 It =ifftshift(ifft((Z13),l*Nw));
148
149 %% Positionsbestimmung und Normierung
150
151 % Maximum des Interferogramm im Zeitbereich wird
iv A FTSI-Algorithmus Matlabcode




156 % Sucht nach maximum in und der Position im
157 % Array (Phaseninformation)
158 start1 =l*Nw/2+1000; stopp1 = l*Nw;
159 [val, pos] = max(abs(It(start1:stopp1)));
160 pos = pos+start1−1;
161
162 start2 =l*Nw/2−10000; stopp2 = l*Nw/2+10000;
163 [val2, pos2] = max(abs(It(start2:stopp2)));
164 pos2 = pos2+start2−1;
165
166 start3 =l*Nw/2; stopp3 = pos;
167 AA=(envelope(abs(It(start3:stopp3))));
168 [val31, pos31]=min(envelope(abs(It(535000:555000))));
169 [val3, pos3] = min(sgolayfilt...
170 ((envelope(abs(It(start3:stopp3)))),3,81));
171 pos3 = pos3+start3−1;
172
173 start5 =l*Nw/2; stopp5 = pos3;
174 [val5, pos5] = min(sgolayfilt...
175 ((envelope(abs(It(start5:stopp5)))),3,81));
176 pos5 = pos5+start5−1;
177
178 start4 =pos; stopp4 = pos+(pos−pos2)*(3/3);
179 [val4, pos4] = min(abs(It(start4:stopp4)));
180 pos4 = pos4+start4−1;
181
182 %% Fensterfunktion zur Filterung der Phaseninformationen
183
184 % Generierung eines linearen Pixelgitters für die
185 % Fensterfunktion
186 pxls1=1:1:l*Nw;
187 % Gau ß fenster für Filterung Phaseninformationen
188 ft1 = 1*gauss1D(pxls1, pos,(pos4−pos3)/2,20);
189
190 %% Multiplikation der Fensterfunktion
191
192 % Fensterung der Phaseninformationen durch multiplikation des
193 % Interferogramms im Zeitbereich mit der Fensterfunktion
194 R1=It.*ft1';
195
196 %% FFT (Rücktransformation in Frequenzbereich)
197
198 % FFT Phaseninformationen in den Frequenzbereich
199 Iwf1 = (fft(fftshift(R1)));
200 Iwf21 = Iwf1(1:32768);
201 %% Phasenrekonstruktion und Berechnung von GD, GVD und TOD
202
203 % Zentrum des Array zur begrenzung des Interferogrammbereichs
A FTSI-Algorithmus Matlabcode v
204 poso= 13558;





210 % Berechnung der spektralen Phase und Entfernung (Glättung) der
211 % Phasensprünge mit unwrap
212 theta0 = unwrap(angle(Iwf21));%−PDPHASEref';
213






220 % Ableitung der spektralen Phase um GD zu erhalten
221 FX0 = gradient(k,omegax_lin(poso1:poso2)−w0);







229 % Ableitung von FX0 um GVD zu bekommen
230 FX1 = gradient(k0,omegax_lin(poso1:poso2)−w0);
231 [g1,S1,mu1]=polyfit(omegax_lin(poso1:poso2)−w0,FX1,2);
232 k1=polyval(g1,omegax_lin(poso1:poso2)−w0,S1,mu1);
233 % Berechnung von GVD aus FX1
234 GVD = round(spline(omegax_lin(poso1:poso2),FX1,w0),2);
235
236 % Ableitung von FX1 um TOD zu bekommen
237 FX2 = gradient(k1,omegax_lin(poso1:poso2)−w0);
238 [g2,S2,mu2]=polyfit(omegax_lin(poso1:poso2)−w0,FX2,1);
239 k2=polyval(g2,omegax_lin(poso1:poso2)−w0,S2,mu2);
240 % Berechnung von TOD aus FX2
241 TOD = round((spline(omegax_lin(poso1:poso2),FX2,w0)),1);
242
243 % Berechnung des linearer Phasenterms der spektralen Phase
244 u1= GD.*(omegax_lin(poso1:poso2)−w0);
245




























273 %% Plot der Simulation
274 % pxls2=linspace(1,32*2048,32*2048);
275 % pxls3=linspace(1,4*256*2048,4*256*2048);




280 % ylabel('spek. Intensität');
281 % grid on;
282 %
283 % % Plot des fouriertransformierten Interferogramm
284 % figure(2)
285 % semilogy((t0/2)*1e−3,(abs(It))/max(abs(It)),t0/2*1e−3,(ft1));
286 % title('Fouriertransformierte des Spektrums und Fensterfunktion');
287 % xlabel('Zeit in Femtosekunden');
288 % ylabel('Intensität norm.');
289 % xlim([(3*GD*1e−3) −(3*GD*1e−3)]);
290 % legend('I(t)','Fensterfunktion','Location','northwest');
291 % grid on;
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AvaSpec-ULS2048L StarLine 
Versatile Fiber-optic Spectrometer
A close cousin to the AvaSpec-ULS2048 
but with larger pixels, is the AvaSpec-
ULS2048L. It provides enhanced sensitiv-
ity at an affordable price. The AvaSpec-
ULS2048L has pixels that are almost four 
times higher than those in the AvaSpec-
ULS2048. It gives you a better signal to 
noise ratio and 40% less dark noise.
Options include a deep-UV detector coat-
ing, for better performance in the deep-
UV-range, a detector collection lens to 
enhance sensitivity in the 200-1100 nm 
range and order-sorting filter to reduce 2nd 
order effects. Furthermore, the AvaSpec-
ULS2048L is available with a wide range of 
slit sizes, gratings and fiber-optic entrance 
connectors. 
The AvaSpec-2048L is also available in 
dual or multi-channel versions (up to 10 
spectrometers), where all spectra are taken 
simultaneously. 
Connection to your PC is handled via USB2-
connection, delivering a scan every 1.8 mil-
li-seconds. Integration time can be as short 
as 1.05 milliseconds up to a maximum of 10 
minutes. It comes complete with AvaSoft-
Basic software, USB cable and an extensive 
manual, including a quick start guide in 
four languages.
Technical Data
Optical Bench ULS Symmetrical Czerny-Turner, 75 mm focal length
Wavelength range 200-1100 nm
Resolution 0.06 –20 nm, depending on configuration (see table)
Stray-light 0.16-0.28%, depending on the grating
Sensitivity 470,000 counts/μW per ms integration time
Detector CCD linear array, 2048 pixels
Signal/Noise 300:1
AD converter 16-bit, 2 MHz
Integration time 1.05 ms – 10 minutes
Interface
USB 2.0 high-speed, 480 Mbps
RS-232, 115.200 bps




Digital IO HD-26 connector, 2 Analog in, 2 Analog out, 3 Digital in, 12 Digital out, trigger, sync.
Power supply
Default USB power, 350 mA
Or with SPU2 external 12VDC, 150 mA
Dimensions, weight 175 x 110 x 44 mm (1 channel), 716 grams 
AvaSpec-ULS2048L
Add flexibility 
to your spectrometer with 
the Replaceable Slit (-RS) option
viii
C Datenblatt Fused Silica ix
Anhang C: Datenblatt Fused Silica
6
Properties of Lithosil®
nd = 1.45843 vd = 67.83 nF – nC = 0.00676
ne = 1.46004 ve = 67.68 nF’ – nC’ = 0.00680
For further technical information please see Lit: 8,9,10!
06004_Fused_Silica_RZ3.qxd  21.06.2006  13:50 Uhr  Seite 6
x
D Datenblatt BK7 xi
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