Treating the fermionic ground state problem as a constrained stochastic optimization problem, a formalism for fermionic quantum Monte Carlo is developed that makes no reference to a trial wavefunction. Exchange symmetry is enforced by nonlocal terms appearing in the Green's function corresponding to a new kind of walker propagation. Complemented by a treatment of diffusion that encourages the formation of a stochastic nodal surface, an extension to many fermion systems is proposed. The method is shown to give a stable fermionic ground state for harmonic systems and the Lithium and Beryllium atoms.
Treating the fermionic ground state problem as a constrained stochastic optimization problem, a formalism for fermionic quantum Monte Carlo is developed that makes no reference to a trial wavefunction. Exchange symmetry is enforced by nonlocal terms appearing in the Green's function corresponding to a new kind of walker propagation. Complemented by a treatment of diffusion that encourages the formation of a stochastic nodal surface, an extension to many fermion systems is proposed. The method is shown to give a stable fermionic ground state for harmonic systems and the Lithium and Beryllium atoms.
Quantum Monte Carlo (QMC) methods have provided some of the most important results in computational physics [1] and remain amongst the most accurate methods available for calculating ground state properties of quantum systems [2] . However, for certain systems, QMC suffers from the so-called fermion sign problem, the general solution to which has been shown to be NP-hard [3] . We focus on the specific case of diffusion Monte Carlo (DMC) [2, 4, 5] as applied to electronic systems. Here, the sign problem arises due to fermionic exchange symmetry dividing the wavefunction into regions of different signs, known as nodal pockets, separated by a nodal surface. The resulting structure of alternating signs leads to difficulties sampling the wavefunction using probabilistic methods. It is conjectured that the presence of manybody correlation in electronic systems leads to the minimal case of only two nodal pockets [6] , which may make the electronic problem more tractable than the general case.
The most popular approach to combat the sign problem in DMC is known as the fixed-node approximation, developed in the early 80s [7, 8] , whereby the nodal surface is fixed to that of some trial wavefunction, which must be known a priori. Instead, we develop a formalism of fermionic DMC that makes no reference to a trial wavefunction. We start by formulating the fermionic problem for N particles in d dimensions as the following constrained optimization problem:
Find arg min |ψ ψ| H |ψ such that ψ |ψ = 1 (Normalization) (1) x |ψ = − P i x |ψ (Antisymmetry) (2)
where P is the set of identical-fermion exchanges. Introducing the Lagrange multipliers E T and µ i (x) this is * mjh261@cam.ac.uk equivalent to extremizing the Lagrangian (3) with respect to ψ, ψ * , E T and the µ i (x)'s. We note that L can be written as
allowing us to define an effective Hamiltonian H X . Extremization of L with respect to ψ and ψ * [9] leads to
From Eq. 2 we see that the term in square brackets vanishes at the extremum of L, leading to the Schrödinger equation Hψ = E T ψ. This allows us to identify E T as the fermionic ground state energy. To perform the extremization we propagate the imaginary time (τ = it) Scrödinger equation for H X ,
which can be written in integral form as
dx .
(7) Following traditional DMC, we sample our wavefunction with a discrete set of walkers, each representing a particular point in configuration space x i and carrying a corresponding weight w i : 
Writing H = T + V , where T is the kinetic energy operator and V is the (local) many-body potential, allows us to define the well-known [2] potential and diffusive parts of the Green's function
For sufficiently small timesteps δτ 1, our full Green's function can then be written [9] as
with
We note that if we were to neglect the antisymmetric constraint, we would recover the Green's function of traditional DMC. The multiplicative parts of the Green's function can be treated as different propagation stages (see Fig. 1 ). The part arising from the fermionic constraint is labelled G X . It can be applied to a walker at x with weight w by carrying out the fermionic exchange {x → P i x , w → −w} with probability X i (x ). These non-local exchange moves enforce the antisymmetry of the wavefunction by allowing walkers sampling one nodal pocket to stochastically switch to sampling any symmetry-related nodal pocket. The tiling theorem [10] then implies that any walker can access and contribute weight to all nodal pockets. As a result, rather than each walker simply representing a contribution to the wavefunction at a particular point in configuration space, it now represents an antisymmetrized contribution to all symmetry-related points in configuration space.
For simplicity, in our implementation we choose the probabilities X i (x ) and N (x ) so that each of the exchange moves (including no exchange) are equiprobable. We are free to make this choice because the action of H X on antisymmetric wavefunctions is independent of the µ i (x)'s, allowing us to choose their values freely without affecting the fermionic ground state.
To maximise the effectiveness of the exchange moves, we also consider how best to apply the other parts of the Green's function. The diffusive part of the Green's function applied to a set of walkers leads to the diffused wavefunction
as shown in Fig. 2 for two opposite-sign walkers. If we represent this new wavefunction as a combination of walkers with weights ±1 with configurations sampled from the distributions P ± (x) respectively, we must have
In traditional DMC each walker diffuses independently by an amount sampled from G D , resulting in
A drawback of this scheme when applied to signed walkers is that it allows +ve walkers to move into a region where ψ D is -ve, and vice versa, as can be seen from the overlap of P + (x) and P − (x) in Fig. 3(a) . This prohibits the emergence of well-separated regions of +ve and -ve walkers, corresponding to nodal pockets. Without stable nodal pockets, the walkers end up sampling the bosonic ground state with a randomly fluctuating sign. This is known as bosonic collapse and arises in a simmilar fashion to the exponentially decaying signal-to-noise ratio in so-called release-node DMC [11] . An example is shown in Fig. 4 (a) for a system of three non-interacting fermions in a harmonic well.
To avoid bosonic collapse, one particular sign of walker should dominate at each point in configuration space. Typically this sign is chosen according to the fixed-node approximation as being equal to that of the trial wavefunction. We instead derive a propagation scheme that encourages the formation of a stochastic nodal surface which, in contrast to fixed-node DMC, is free to vary and minimize the energy. In order to encourage the formation of a nodal surface, we seek the form of P ± (x) that maximizes the expected separation [12] of +ve and -ve walkers, given by
This is equivalent to extremizing
with respect to S 2 ± (x) ≡ P ± (x) (introduced to ensure P ± (x) ≥ 0) and the Lagrange multiplier field λ(x) which 
These distributions have no overlap, as can be seen in Fig.  3 (b). Applying this scheme to the same system of three non-interacting fermions in a harmonic well results in the wavefunction shown in Fig. 4 (b). Comparing to Fig. 4 (d) we see that the analytic nodal surface is reproduced. This scheme is equivalent [9] to diffusing the walkers in the traditional way followed by the corrective weight update
are effective weight cancellation functions, also shown in Fig. 3 . In certain limits, this scheme leads to cancellation-based schemes proposed in the past [9, 13, 14] . For a fixed number of walkers, the average walkerwalker separation increases exponentially with the dimenensionality of configuration space. This allows the +ve and Beryllium atom (Bottom) as a function of the effective timestep δτ eff used to define the stochastic nodal surface. For each value of δτ eff , the energy was obtained from a simulation of 10 5 walkers for 10 5 iterations with δτ = 10 −3 atomic units. The green line is at the fermionic energy obtained from a Hylleraas expansion [15] . In order to include the exchange contribution to the energy we have used the growth estimator of the energy [9], leading to the relatively large energy fluctuations shown.
and -ve walkers more space to slip past one another and induce the bosonic collapse of the wavefunction. However, this can be remedied by artificially increasing the effective range of the walker's influence over the nodal surface. We can achieve this by introducing an effective timestep δτ eff , used to define a nodal surface from the corresponding diffused wavefunction:
This method serves as a general alternative to the fixed node approximation. We can see how increasing δτ eff takes us from the bosonic to the fermionic ground state of a Lithium atom and a Beryllium atom in figure 5 . We note that the resulting fermionic ground state is stable as τ → ∞, in contrast with transient methods such as release-node DMC. The insights gained from this work suggest that it is the strictly local influence of a DMC walker that is the limiting factor in describing antisymmetric wavefunctions. However, the method outlined in this work is just one of many possible methods to extend DMC walkers to contain non-local information. A natural extension to exchange-moves is to treat each walker as a set of symmetry-related points in configuration space, rather than just a single configuration. This corresponds to the following modification to the representation of a DMC walker:
where E is the set of all identical-particle exchanges (bosonic, including the identity, and fermionic) in the system. In the atomic and simple-harmonic systems that we have tried, this method works as well as or better than the exchange-moves scheme. However, evaluating the exponential number of terms in sums of the form appearing in Eq. 21 becomes the bottleneck. If these sums can be evaluated quickly (either analytically, or approximately) then the exponential amount of additional non-local information contained within this representation may prove invaluable in tackling the sign problem. It may also be beneficial to drop the delta-function representation altogether and explore the possibilities arising from representing walkers as different antisymmetrized functions.
We hope that methods based on the constrainedoptimization formalism of DMC introduced in this work will enable studies to improve the understanding of nodal surfaces in electronic wavefunctions. In particular, we hope that comparison between the nodal surfaces obtained using this method and those derived using approximate methods will inform improvements to trial wavefunction generation. We also plan to apply this method to the study of exchange and correlation in periodic systems, with the ultimate goal of generating exchangecorrelation functionals for DFT calculations that do not depend on a choice of trial wavefunction at the DMC level. An open-source C++ implementation of the methods in this work is available [16] . We look for extrema of
with respect to variation of ψ and ψ * . Variations in ψ * are straightforward
Variations in ψ are more involved
We can shift the kinetic term to instead operate on ψ * by using integration by parts twice:
where we have assumed that ψ → 0 as |x| → ∞ to cancel the boundary terms. We can also act with permutation operators to the left within the integral because
Putting this together we can write
(27) where the permutation operators act to the right. Note that µ i now appears after the permutation operators. If we assume µ i is symmetric with respect to permutations then we can pull it back through the permeation operators and write
B. Derivation of the Green's function of HX
For small timesteps, we derive the form of the Green's function
Substituting our expression for H X we have (writing H = T + V where T is the kinetic energy operator and V is the potential)
(30) For small timesteps δτ we can expand this as
Assuming V is a local potential (i.e V = V (x)) then this may be written as
The first part of this expression embodies the walkers preference towards lower effective-potential configurations, we shall denote it as
It is clear to see that G V is small when V is large, corresponding to a preference for making moves to configurations with lower potential energy. Eq. 32 can be further dissected by once again expanding for small timesteps
(34) Defining additionally the well-known diffusive Green's function
(35) Our Green's function can be written in more compact form as
Noting that
And that, because P i corresponds to exchanging identical particles,
We can finally write the Green's function as
(39) Where P i now acts on unprimed coordinates. Because µ i (x) appears in H x as µ i (x)(P i + 1), the action of H X on antisymmetric wavefunctions is independent of the µ i (x)'s.
C. Derivation of optimal propagation scheme
In order to encourage the formation of nodal pockets, we seek the form of P ± (x) that maximizes the expected separation of +ve and -ve walkers, given by
with respect to S 2 ± (x) = P ± (x) (to ensure P ± (x) ≥ 0) and the Lagrange multiplier λ(x) which enforces the constraint ψ D (x) = P + (x)−P − (x). Extremization of S leads to Adding these equations gives
a contradiction. This means that at most one of S 2 + (y) = P + (x) and S 2 − (y) = P − (x) is non-zero (i.e the distributions of +ve walkers and -ve walkers are mutually exclusive). Combined with the condition ψ D (x) = P + (x) − P − (x), we must have
Note that this derivation does not depend on the form of ψ D (x).
D. Derivation of cancellation functions
In order to actually sample from the distribution given in Eqs. 47 and 48 we split ψ D (x) into +ve and -ve contributions
and
This allows us to interpret f ± (x) as a weight cancellation function. In certain limits, this function leads to cancellation-based schemes proposed in the past [9, 13, 14] . The prefactor of f ± (x) in Eq. 50 is simply the diffused wavefunction for the corresponding sign, ψ ± (x). This means we can diffuse a walker with weight w from x → y normally according to G D (y, x, δτ ) so long as we then apply the weight update
Where we evaluate ψ ± (x, τ + δτ ) directly via Eq. 49.
II. IMPLEMENTATION DETAILS

A. Population control
The fermionic ground state energy is given by E T , which serves as the Lagrange multiplier associated with normalization. In DMC, the normalization condition is met by keeping the total weight of walkers, W (τ ) = i |w i (τ )|, roughly constant. The expected total weight after propagation from τ to τ + δτ is given by
(53) Separating this into contributions from different parts of the Green's function we have
where w i(XV D) (τ ) is the weight of walker i after the exchange, potential and diffusion parts of the Green's function have been applied. We keep the total weight roughly constant by requiring
This is known as the growth estimator of the energy and is not typically used in DMC [2] . We use this estimator because it automatically includes contributions from each part of the Green's function, using only knowledge of the weights. In particular, it includes the contribution that arises from the (non-local) exchange moves, which would otherwise be difficult to evaluate [17] .
As is typical in DMC, after modifying the weights according to each part of the Green's function, we treat them with a birth-death algorithm. This algorithm is designed to stop a single walker (usually in a low-potential region) simply accumulating all of the weight and exponentially dominating over the rest. In our implementation a walker with weight w i is replaced with |w i | + u walkers, each with weight sign(w i ). Here u is a uniform random number ∈ [0, 1] and · is the floor function. This procedure leaves W unchanged, whilst preventing individual weights from becoming too small or large.
a. Population explosion In atomic systems, timestep error can lead to a walker diffusing too close to the diverging electron-nuclear attraction and obtaining a correspondingly divergent weight. This is known as a population explosion. We mitigate this outcome by defining a maximum walker weight w max and reverting any DMC iteration where max(|w i |) > w max . We also apply a softened version of the coulomb interaction of the form
for r s 1.
B. Optimizations to diffusion scheme
Because G D is a local object, ψ ± (x) is dominated by the walkers that are nearby, allowing approximation of ψ ± (x) by only considering the k nearest-neighbouring walkers, leading to the algorithm described in Ref. [13] . Taking k = 1 corresponds to replacing ψ D (x) wavefunction with the Voronoi wavefunction:
An example of this wavefunction for two non-interacting fermions in a 1D harmonic oscillator is shown in Fig. 6 . In order to actually obtain a speedup via this method, an implementation of a quick nearest-neighbour lookup (such as a k-d tree) would be required. This is because the evaluation of min |x − x i | is of the same complexity as the evaluation of ψ ± (x).
C. Approximate walker cancellation schemes
We derive several approximate pairwise cancellation schemes, whereby the weight of the i th walker is scaled according to
where
and f c (x i , x j , δτ ) is a pairwise cancellation function obeying the limits
In the following sections we consider different forms of f c . We note that the weights of each walker after propagation and branching are either +1 or -1. As a result, we need not concern ourselves with how to cancel walkers with unequal magnitudes.
Integrated weight cancellation
From our propagated DMC wavefunction (see main text), we can see that for two walkers at positions x 1 , x 2 with weights +1, −1 the resulting weight distribution after propagation is
Because of the sign difference, the resulting integrated weight of these walkers after propagation will be less than 2;
Applied to the diffusive part of the propagation, the total weight after diffusion should be
(64) Where N = (2πτ ) −D/2 is the normalization factor for the diffusive Green's function (D is the dimensionality of configuration space). The integrand is shown along the x 2 − x 1 direction in figure 7(a). Defining y = x − (x1 + x2)/2 and d = (x2 − x1)/2 this reads
(65) We may now rotate our coordinates to z = U y where U T U = 1 and U d = e 1 |d| (i.e define the new coordinate system so that d is parallel to the z 1 axis). Using also the fact that |U T z − d| = |U (U T z − d)| = |z − U d| we have
(a) The propagation of two nearby, opposite sign walkers The term within the modulus operation in Eq. 66 is positive when z 1 < 0 and negative when z 1 > 0. This allows us to split up the integral as
(67) Evaluating these integrals in terms of the error function, we obtain
We see that as |d| → ∞, W D → 2; we maintain the full weight of both walkers. As |d| → 0, W D → 0 and the walkers annihilate one another. This allows us to define the integrated-weight (IW) cancellation function (shown in figure 8 ) 
Green's function overlap cancellation
Another way of thinking about the cancellation of walkers is to consider how much the Green's functions of walkers with different signs overlap. The overlap of the diffusive part of two walkers Green's functions is given by
((x − x 1 ) 2 + (x − x 2 ) 2 ) = exp − (x 1 − x 2 ) 2 4δτ exp − y 2 δτ dy = (δτ π) D/2 exp − (x 1 − x 2 ) 2 4δτ (70) where D is the dimensionality of configuration space and to get the second to last line we completed the square in the exponent and defined y = x − (x 1 + x 2 )/2. Clearly this overlap is maximal when x 1 = x 2 , in which case walkers of opposite sign should cancel completely, and approaches zero as |x 1 − x 2 | → ∞, in which case no cancellation should occur. This provides us with the Green's-function-overlap (GFO) cancellation function (also shown in figure 8 )
From Fig. 8 we see that this form of cancellation is typically of longer range than that of IW cancellation. This means that GFO is potentially a more useful approximate method for high-dimensional systems.
Separation correction
We consider once again the diffusive propagation of two nearby walkers of opposite signs at x 1 and x 2 . From figure 7(b) we see that the expected separation of propagated +ve and -ve walkers is larger than the original separation of x 1 and x 2 . This would not be the case if we were to sample moves from the Green's function of each walker individually. Following a similar approach used in section II C 1, the expected separation is given by
For large separations the walkers do not influence one another and we have S ± → 2|d| = |x 1 − x 2 | as |d| → ∞, but when the walkers are near to one another S ± > |x 1 −x 2 | To account for this we update each opposite-sign walker pair according to
