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POLYNOMIAL PARTITIONING FOR A SET OF VARIETIES
LARRY GUTH
Abstract. Given a set Γ of low-degree k-dimensional varieties in Rn, we prove that for any
D ≥ 1, there is a non-zero polynomial P of degree at most D so that each component of Rn \Z(P )
intersects O(Dk−n|Γ|) varieties of Γ.
Recently polynomial partitioning has become a valuable technique in incidence geometry. In
particular the following partitioning theorem has had some important applications.
Theorem 0.1. (Theorem 4.1 in [GK]) If X is a finite set of points in Rn and D ≥ 1, then there
is a non-zero polynomial P of degree at most D so that each component of Rn \ Z(P ) contains at
most CnD
−n|X | points of X.
This theorem is a kind of equidistribution result. Milnor [M] and Thom [T] proved that Rn\Z(P )
has at most CnD
n connected components (see also Theorem 0.2 below). If all the points of X
were in Rn \ Z(P ), then the conclusion of Theorem 0.1 would imply that the points were roughly
equidistributed among the components of Rn \ Z(P ). It is important to note, however, that some
or all of the points of X are allowed to lie in Z(P ). For example, if X is a large set of points in a
hyperplane in Rn, then Z(P ) could be that hyperplane.
Katz and the author used Theorem 0.1 in [GK] to study the incidence geometry of lines in
R
3, leading to new bounds for the distinct distance problem in the plane. In [KMS], Kaplan,
Matous˘ek, and Sharir used it to reprove several classical theorems in incidence geometry, including
the Szemere´di-Trotter theorem. In [ST], Solymosi and Tao used it to study the incidence geometry
of k-planes in Rn. Theorem 0.1 has been applied to other problems in incidence geometry by Sharir,
Sheffer, and Zahl [SSZ], by Sharir and Solomon [SS], by Kaplan, Matous˘ek, Safernova´, and Sharir
[KMSS], and by Zahl [Z].
In this paper, we consider a generalization of Theorem 0.1. Instead of a finite set of points
X , we consider a finite set of algebraic varieties. For example, we may consider a set of lines, a
set of k-planes, a set of circles, etc. I don’t have any immediate applications of this generalized
partitioning theorem, but because of the many recent applications of Theorem 0.1, I hope that this
generalization will also be useful in incidence geometry.
Suppose that Γ is a set of k-dimensional varieties in Rn. We would like to partition Rn with
a degree D polynomial P so that each component of Rn \ Z(P ) intersects only a small number
of the varieties of Γ. As a starting point, we consider a single variety γ, and we ask how many
components of Rn \ Z(P ) the variety γ can intersect. This question was studied by Barone and
Basu [BB]. Solymosi and Tao gave a nice exposition of a less precise result in the appendix of their
paper [ST].
Theorem 0.2. (Theorem A2 in [ST]) Suppose γ is a k-dimensional variety in Rn defined by m
polynomial equations pj(x) = 0 each of degree at most d. If P is a polynomial of degree at most D,
then γ intersects at most C(d,m, n)Dk different components of Rn \ Z(P ).
(Remark. For the definition of a k-dimensional variety, see Section 4 of [ST].)
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Suppose that P was a degree D polynomial and that Rn \ Z(P ) consisted of ∼ Dn cells and
that each cell intersected the same number of varieties γ ∈ Γ. Then Theorem 0.2 would imply that
each connected component of Rn \Z(P ) intersected at most C(d,m, n)Dk−n|Γ| varieties γ ∈ Γ. We
prove that there is a polynomial P of degree at most D that obeys this bound.
Theorem 0.3. Suppose Γ is a set of k-dimensional varieties in Rn, each defined by at most m
polynomial equations of degree at most d. For any D ≥ 1, there is a non-zero polynomial P of degree
at most D, so that each connected component of Rn \ Z(P ) intersects at most C(d,m, n)Dk−n|Γ|
varieties γ ∈ Γ.
Let us sketch the proof of Theorem 0.1 and explain the new difficulty that comes up in proving
Theorem 0.3. To prove Theorem 0.1, we find a sequence of polynomials P1, P2, etc. The final
polynomial P will be the product
∏
j Pj . We choose P1 to bisect X : in other words, we choose
P1 so that (at most) half of the points of X lie in {P1 > 0} and (at most) half of the points of
X lie in {P1 < 0}. Then we choose P2 to bisect each of these sets. In other words, P2 bisects
the set {x ∈ X |P1(x) > 0} and the set {x ∈ X |P1(x) < 0}. The sign conditions of P1 and P2
determine four regions, and each region contains at most a quarter of the points of X . At each
step, we can find the polynomial Pj by the Stone-Tukey ham sandwich theorem [ST] which gives a
good estimate for the degree of Pj . The Stone-Tukey ham sandwich theorem in turn follows from
the Borsuk-Ulam theorem.
Suppose that we take this approach to try to prove Theorem 0.3. Josh Zahl pointed out to me
the following issue. Recall that Γ is a set of k-dimensional varieties. For concreteness, suppose that
Γ is a set of 100 lines. We first try to choose a polynomial P1 so that the number of lines of Γ that
enter {P1 > 0} is equal to the number of varieties of Γ that enter {P1 < 0}. We could do something
close to this with the ham sandwich theorem. Notice that a line may enter both regions, or it may
lie in one region. So it could happen that 50 of the 100 lines enter each region, or it could happen
that all 100 lines enter each region, or anything in between. This issue isn’t a problem on the first
step, but it will become a problem when we try to choose P2.
Let Γ+ ⊂ Γ be the set of lines of Γ that enter {P1 > 0} and let Γ− ⊂ Γ be the set of lines that
enter {P1 < 0}. Suppose for this example that |Γ+| = |Γ−| = 80. Next we try to choose P2 to
“bisect” Γ+ and Γ−. In other words, we want the number of lines of Γ+ that enter {P2 > 0} to be
equal to the number of lines of Γ+ that enter {P2 < 0}, and similarly for Γ−. We define Γ++ ⊂ Γ+
to be the set of lines of Γ that enter the region {P1 > 0, P2 > 0}, we define Γ+− ⊂ Γ+ to be the set
of lines of Γ that enters the region {P1 > 0, P2 < 0}, and similarly we define Γ−+,Γ−− ⊂ Γ−. If
P2 bisects Γ+ and Γ−, then we get |Γ++| = |Γ+−| and |Γ−+| = |Γ−−|. But now the following issue
arises. If |Γ+| = |Γ−| = 80, it may happen that |Γ++| = |Γ+−| = 40 and |Γ−+| = |Γ−−| = 80. The
four sets of lines are not equal!
To explain our approach to Theorem 0.3, suppose we just wanted to choose two polynomials
P1, P2 so that |Γ++| = |Γ+−| = |Γ−+| = |Γ−−|. Instead of choosing P1 and then P2, we simultane-
ously look for polynomials P1, P2 so that the following three equations hold:
|Γ++|+ |Γ+−| = |Γ−−|+ |Γ−+|,
|Γ++|+ |Γ−+| = |Γ−−|+ |Γ+−|,
|Γ++|+ |Γ−−| = |Γ−+|+ |Γ+−|.
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We can find polynomials P1, P2 that obey (a continuous approximation of) these equations by using
a cousin of the Borsuk-Ulam theorem. These three equations then imply that |Γ++| = |Γ+−| =
|Γ−+| = |Γ−−|. The cousin of the Borsuk-Ulam theorem that we use is new in the sense that it has
not been written down before, but it follows from standard arguments in topology.
In Section 1, we state the cousin of the Borsuk-Ulam theorem that we need. In Section 2 we give
an outline of the proof of our main theorem. In Section 3, we give the full proof. In Section 4, we
prove the cousin of the Borsuk-Ulam theorem stated in Section 1.
Acknowledgements. I would like to thank Josh Zahl for interesting conversations related to
this paper. I would also like to thank the referee for some helpful suggestions.
1. A variation of the Borsuk-Ulam theorem
Theorems 0.1 and 0.3 use topological arguments. Theorem 0.1 has a short proof using the Stone-
Tukey ham sandwich theorem ([StTu]), which in turn follows from the Borsuk-Ulam theorem. Our
proof of Theorem 0.3 uses a cousin of the Borsuk-Ulam theorem.
For context, we recall the Borsuk-Ulam theorem (cf. Chapter 2.6 of [GP]).
Theorem 1.1. Suppose that f : Sn → Rn is a continuous map obeying the antipodal condition
f(−x) = −f(x). Then there is a point x ∈ Sn where f(x) = 0.
To state our cousin of the Borsuk-Ulam theorem, we need some definitions.
Let Xs =
∏s
j=1 S
2j−1 . We note that DimXs = 2
s − 1. We write a point x ∈ Xs as (x1, ..., xs)
with xj ∈ S
2j−1 . We define the coordinate-flipping operation Flj : Xs → Xs by changing the sign
of the jth coordinate:
Flj(x1, ..., xj−1, xj , xj+1, ..., xs) = (x1, ..., xj−1,−xj , xj+1, ..., xs).
For each v ∈ Zs2\{0}, suppose that fv : Xs → R is a continuous function that obeys the following
antipodal-type condition:
(1) fv(Fljx) = (−1)
vjfv(x) for all j = 1, ..., s.
Note that we have 2s − 1 functions fv : Xs → R. The dimension of Xs is also 2
s − 1.
Theorem 1.2. If fv : Xs → R are continuous functions that obey equation 1 for each v ∈ Z
s
2 \ {0},
then there exists a point x ∈ Xs where fv(x) = 0 for all v ∈ Z
s
2 \ {0}.
We prove Theorem 1.2 in Section 4. First, we explain how to use Theorem 1.2 to prove our main
result, Theorem 0.3.
2. Outline of the proof of the partitioning theorem
Let PolyD(R
n) be the vector space of polynomials on Rn with degree at most D. For fixed
n, DimPolyD(R
n) ∼n D
n. For each j, we choose Dj so that DimPolyDj (R
n) > 2j−1. We have
Dj . 2
j/n.
We pick a subspace of PolyDj (R
n) with dimension 2j−1+1, and we identify S2
j−1
with the unit
sphere in this subspace. In this way we get an embedding
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Xs ⊂
s∏
j=1
PolyDj (R
n).
We let D =
∑
j Dj . 2
s/n.
If ~P = (P1, ..., Ps) ∈ Xs ⊂
∏s
j=1 PolyDj (R
n), then for any w ∈ Zs2, we define the cell
O(~P ,w) := {x ∈ Rn| SignPj(x) = (−1)
wj for all j ∈ [1, ..., s]}.
Note that Pprod =
∏s
j=1 Pj has degree at most D. We see that R
n \ Z(Pprod) is the disjoint
union of the cells O(~P ,w). The number of w ∈ Zs2 is 2
s ∼ Dn. For a good choice of ~P ∈ Xs, we
will show that each of these cells does not intersect too many varieties of Γ.
Recall that Γ is a finite set of k-dimensional varieties. For γ ∈ Γ, we let Iγ(~P ,w) be the indicator
function:
Iγ(~P ,w) = 1 if O(~P ,w) ∩ γ is non-empty;
Iγ(~P ,w) = 0 if O(~P ,w) ∩ γ is empty.
Note that
∑
γ∈Γ I
γ(~P ,w) is the number of varieties γ ∈ Γ that intersect O(~P ,w).
Define Gv(~P ) as follows:
Gv(~P ) :=
∑
w∈Zs2,w·v=0
∑
γ∈Γ
Iγ(~P ,w)−
∑
w∈Zs2,w·v=1
∑
γ∈Γ
Iγ(~P ,w).
The function Gv obeys the antipodal-type condition in equation 1: Gv(Flj ~P ) = (−1)
vjGv(~P ).
The functions Gv : Xs → R are not continuous: the problem is that the indicator function I
γ(~P ,w)
is not continuous in ~P . Therefore, Theorem 1.2 does not apply to Gv. Nevertheless, to get a feel
for the proof, let us pretend for a moment that Gv was continuous. Then Theorem 1.2 would imply
that there exists ~P ∈ Xs so that Gv(~P ) = 0 for all v ∈ Z
s
2 \ {0}. Then a short calculation would
show that
∑
γ∈Γ I
γ(~P ,w) is independent of w. (This calculation is explained in Lemma 3.2 below.)
In other words, each of the 2s cells O(~P ,w) would intersect the same number of varieties γ ∈ Γ.
Since each variety γ can enter at most C(d,m, n)Dk cells, the number of varieties intersecting each
cell would be at most 2−sC(d,m, n)Dk|Γ| ≤ CnC(d,m, n)D
k−n|Γ|. This would prove Theorem 0.3.
The fact remains that Gv : Xs → R is not continuous. We will consider continuous approxima-
tions of Gv.
3. Continuous approximation
We will define Iγδ (
~P ,w) for each δ > 0. The functions Iδ are a continuous approximation of the
indicator function Iγ(~P ,w). More precisely, we will define Iδ with the following properties.
Lemma 3.1. For each δ > 0, γ ∈ Γ, w ∈ Zs2, and
~P ∈ Xs, we will define I
γ
δ (
~P ,w) ∈ R with the
following properties.
(1) For each δ > 0, w ∈ Zs2 and γ ∈ Γ, I
γ
δ (
~P ,w) is continuous in ~P ∈ Xs.
(2) 0 ≤ Iγδ (
~P ,w) ≤ 1.
(3) If γ ∩O(~P ,w) is empty, then Iγδ (
~P ,w) = 0.
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(4) If δi → 0 and ~Pi → ~P in Xs and γ ∩O(~P ,w) is non-empty, then
lim
i→∞
Iγδi(
~Pi, w) = 1.
In other words, Iγ(~P ,w) ≤ lim infi→∞ I
γ
δi
(~Pi, w).
Using this Lemma, we finish the proof of Theorem 0.3. Then we define Iγδ (
~P ,w) and prove
Lemma 3.1.
First we define a continuous version of Gv, replacing the indicator I with the continuous version
Iδ:
fδ,v(~P ) :=
∑
w∈Zs2,w·v=0
∑
γ∈Γ
Iγδ (
~P ,w)−
∑
w∈Zs2,w·v=1
∑
γ∈Γ
Iγδ (
~P ,w).
Since Iδ is continuous in ~P ∈ Xs, it follows that each function fδ,v : Xs → R is continuous. More-
over, each function obeys the antipodal-type condition 1: fδ,v(Flj ~P ) = (−1)
vjfδ,v(~P ). Therefore,
for each δ > 0, Theorem 1.2 implies that there is a ~Pδ ∈ Xs so that fδ,v(~Pδ) = 0 for all v ∈ Z
s
2 \{0}.
Lemma 3.2. For ~Pδ as above,
∑
γ∈Γ I
γ
δ (
~Pδ, w) is constant in w ∈ Z
s
2.
Proof. Let u be a non-zero vector in Zs2. We will show that∑
γ∈Γ
Iγδ (
~Pδ, u) =
∑
γ∈Γ
Iγδ (
~Pδ, 0).
We know that fδ,v(~Pδ) = 0 for all non-zero v ∈ Z
s
2. For each v ∈ Z
s
2 \ {0}, we have:∑
w∈Zs2,w·v=0
∑
γ∈Γ
Iγδ (
~Pδ, w) =
∑
w∈Zs2,w·v=1
∑
γ∈Γ
Iγδ (
~Pδ, w).
We sum this equation over the set of v ∈ Zs2 obeying v · u = 1. There are 2
s−1 such v, and they
are each non-zero. So we get:
∑
v·u=1

 ∑
w∈Zs2,w·v=0
∑
γ∈Γ
Iγδ (
~Pδ, w)

 = ∑
v·u=1

 ∑
w∈Zs2,w·v=1
∑
γ∈Γ
Iγδ (
~Pδ, w)

 .
To simplify the sum, we define N0(w) to be the number of v with v · u = 1 and v · w = 0. We
define N1(w) to be the number of v with v · u = 1 and v · w = 1. With this language, the sum
becomes:
∑
w∈Zs2
N0(w)
∑
γ∈Γ
Iγδ (
~Pδ, w) =
∑
w∈Zs2
N1(w)
∑
γ∈Γ
Iγδ (
~Pδ, w).
Next we evaluate N0(w) and N1(w), which makes the formula much simpler. Recall that N0(w)
is the number of solutions v to the equations v · u = 1 and v · w = 0. Similarly, N1(w) is the
number of solutions v to the equations v · u = 1 and v ·w = 1. First, N0(0) = 2
s−1 and N1(0) = 0.
Second, N0(u) = 0, and N1(u) = 2
s−1. Finally, if w is not equal to 0 or u, then w, u are linearly
independent, and so N0(w) = N1(w) = 2
s−2. Subtracting the terms in common on both sides and
dividing by 2s−1, the last equation reduces to:
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∑
γ∈Γ
Iγδ (
~Pδ, 0) =
∑
γ∈Γ
Iγδ (
~Pδ , u).

By Property 3 of Lemma 3.1, we know that if γ ∩ O(P,w) is empty, then Iγδ (
~P ,w) = 0. Also,
by Proposition 0.2 each variety γ enters at most C(d,m, n)Dk of the cells O(Pδ , w). Therefore, for
any ~P ∈ Xs, ∑
w∈Zs2
∑
γ∈Γ
Iγδ (
~P ,w) ≤ C(d,m, n)Dk|Γ|.
By Lemma 3.2,
∑
γ∈Γ I
γ
δ (
~Pδ, w) is independent of w, and so for each w ∈ Z
s
2,∑
γ∈Γ
Iγδ (
~P ,w) ≤ 2−sC(d,m, n)Dk|Γ| ≤ CnC(d,m, n)D
k−n|Γ|.
Since Xs is compact, there is a subsequence of ~Pδ that converges to a limit ~P as δ → 0. By
Property 4 of Lemma 3.1, we know that for each γ ∈ Γ and w ∈ Zs2,
Iγ(~P ,w) ≤ lim inf
δ→0
Iγδ (
~Pδ, w).
Summing over γ ∈ Γ, we see that for each w ∈ Zs2,∑
γ∈Γ
Iγ(~P ,w) ≤ lim inf
δ→0
∑
γ∈Γ
Iγδ (
~Pδ, w) ≤ CnC(d,m, n)D
k−n|Γ|.
In other words, each cell O(~P ,w) intersects at most CnC(d,m, n)D
k−n|Γ| varieties γ ∈ Γ. This is
the conclusion of Theorem 0.3. It only remains to construct the continuous approximation Iγδ (
~P ,w)
and check the four properties in Lemma 3.1.
3.1. Constructing Iδ. For each ǫ > 0 we define a continuous function ηǫ : R→ R so that
• If t ≤ ǫ, ηǫ(t) = 0.
• If t ≥ 2ǫ, ηǫ(t) = 1.
• For all t ∈ R, 0 ≤ ηǫ(t) ≤ 1.
Next we define functions ǫ(δ) and R(δ) so that as δ → 0, ǫ(δ)→ 0 slowly, and R(δ)→∞ slowly.
We will make this more precise below.
We write Nδγ for the δ-neighborhood of γ, and (P1, ..., Ps) for the components of ~P .
Now we can define Iγδ (
~P ,w):
Iγδ (
~P ,w) = ηǫ
(∫
Nδγ∩O(~P ,w)∩BR
ηǫ(min |Pi|)δ
−n
)
.
Since ηǫ is a continuous function, the integrand is continuous in ~P ∈ Xs. The domain of
integration is also continuous, in the sense that if ~Pi → ~P , then the volume of the symmetric
difference of O(~Pi, w) ∩BR and O(~P ,w) ∩BR goes to zero. Therefore, the integral is a continuous
function of ~P , and so Iγδ (
~P ,w) is a continuous function of ~P ∈ Xs.
Since 0 ≤ ηǫ(y) ≤ 1, it follows immediately that 0 ≤ I
γ
δ (
~P ,w) ≤ 1.
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Now we consider Property 3. Suppose that γ ∩ O(~P ,w) is empty. If we choose ǫ(δ) and R(δ)
carefully, then we will show that on the domain of integration Nδγ ∩O(~P ,w)∩BR(δ), min |Pi| ≤ ǫ,
and so ηǫ(min |Pi|) = 0. This will show that the integral is zero and so I
γ
δ (
~P ,w) = 0.
Let x ∈ Nδγ ∩ O(~P ,w) ∩ BR(δ). There must be another point x¯ ∈ γ with |x − x¯| ≤ δ. Since
γ∩O(~P ,w) is empty, there must be some i so that SignPi(x¯) 6= SignPi(x). (To be precise, we mean
that either Pi(x¯) = 0 and Pi(x) 6= 0, or else Pi(x¯) and Pi(x) are both non-zero and have opposite
signs.) Therefore, there must be a point y on the closed segment from x to x¯ where Pi(y) = 0.
Now we choose ǫ(δ)→ 0 and R(δ)→∞ slowly enough that
max
Q∈Xs
max
x∈BR(δ)+1
|∇Q(x)|δ < ǫ(δ).
In particular, along the segment from y to x, we see that |∇Pi|δ < ǫ. Since the segment has
length at most δ, and since Pi(y) = 0, we see that |Pi(x)| ≤ ǫ as desired. This proves Property 3.
Now we consider Property 4. Suppose that O(~P ,w) contains a point q ∈ γ. Consider a sequence
of numbers δ → 0. Suppose that as δ → 0, ~Pδ → ~P in Xs. For all δ sufficiently small, the following
things happen. The ball Bδ(q) ⊂ O(~Pδ , w). On Bδ(q), min |Pi| ≥ c > 0 for some constant c > 0.
On Bδ(q), min |Pδ,i| ≥ c/2 > 0. So on Bδ(q), ηǫ(min |Pδ,i|) = 1. The ball BR(δ) contains Bδ(q).
And so ∫
Nδγ∩O(~Pδ,w)∩BR
ηǫ(min |Pδ,i|)δ
−n ≥ c′ > 0.
Therefore, Iγδ (
~Pδ, w) = 1 for all δ sufficiently small. This proves Property 4 and finishes the
proof of Lemma 3.1.
4. Proof of Theorem 1.2
In this section, we prove Theorem 1.2, the topological input to our argument. Theorem 1.2
is a cousin of the Borsuk-Ulam theorem, and we will adapt one of the standard proofs of the
Borsuk-Ulam theorem.
The following topology theorem, due to Brouwer, is the main tool in the proof.
Theorem 4.1. (Brouwer 1909) Suppose that XN is a compact N -dimensional possibly with bound-
ary. Suppose that f, g : X → RN are smooth functions which agree on the boundary ∂X. Suppose
that f and g do not vanish on ∂X, and suppose that 0 is a regular value for both f and g. Then
#f−1(0) = #g−1(0) modulo 2.
Here we write #f−1(0) for the number of points in the set f−1(0). Part of the conclusion of the
theorem is that this number is always finite.
The proof of Theorem 4.1 can be found in Milnor’s introduction to differential topology [M2].
The result appears as the Homotopy Lemma on page 21 of [M2]. The result is stated there for
the case that X has no boundary, but the proof applies word for word to our setting: X has a
boundary, f and g agree on the boundary, and f and g don’t vanish on the boundary. The book
[M2] is a very readable and engaging introduction to the subject.
Let us recall the definition of a regular value. For any x ∈ X , the derivative dfx is a linear map
from the tangent space TxX to R
N . A point y ∈ RN is a regular point if, for every x ∈ f−1(y),
dfx is surjective. Here is a simple example to illustrate the definition. If f : [−1, 1]→ R is the map
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f(x) = x2, then dfx : R→ R is the linear map dfx(v) = 2xv. The map dfx is surjective if and only
if x 6= 0. Now f(0) = 0, and so 0 is not a regular value of f , but every other y ∈ R is a regular
value of f . We remark that if f−1(y) is empty, then y is a regular value of f .
Now let us try to give a little intuition for this theorem by considering low-dimensional examples.
Suppose that f, g : [−1, 1]→ R with boundary values f(±1) = g(±1) = 1. Suppose that f is simply
the function 1. The function f does not vanish at all and so #f−1(0) = 0. Now let g be the
function ax2 + (1 − a) for some constant c. If a < 1, then #g−1(0) = 0 = #f−1(0). If a > 1, then
#g−1(0) = 2. In this case, #f−1(0) is not equal to #g−1(0), but they are equal modulo 2. Now
consider the case a = 1. In this case, #g−1(0) is 1, which does not agree with #f−1(0) modulo 2.
But if a = 1, then g(x) = x2 is the function we considered in the last paragraph. In this case, 0 is
not a regular value of g, and so the Theorem does not apply. The problem is that the graph of the
function g is tangent to the x-axis at x = 0 instead of crossing the x-axis. When we say that 0 is
a regular value of g, we rule out this problem with tangency. Hopefully this discussion gives some
intuition for the role of regular values in the Theorem.
Another basic point about regular values is that non-regular values are rare. Sard’s theorem
states that for a smooth map f : X → RN , almost every y ∈ RN is a regular value. (See Chapter
2 of [M2].) Similarly, any smooth map f : X → RN can be slightly perturbed to a map f˜ so that
0 is a regular value of f˜ (see Section 2.3 of [GP]).
The 1-dimensional case of Theorem 4.1 is more elementary than the general case - it follows from
the intermediate value theorem. Brouwer had the important insight that the same statement holds
for any dimension N . He used this insight to prove some important results in topology, including
the Brouwer fixed point theorem and the topological invariance of dimension.
Here is a simple corollary of Theorem 4.1, which is related to Theorem 1.2. Suppose that X
is the closed unit ball B¯N (1), and suppose that g : X → RN is the identity. Suppose that f is a
smooth map that agrees with g on ∂BN (1). Then it follows from the Theorem that f vanishes at
some point in BN . Indeed, suppose that f−1(0) was empty. Then 0 would be a regular value of
both f and g. But #f−1(0) = 0, and #g−1(0) = 1. This contradiction shows that f must vanish
somewhere in the unit ball. The proof of Theorem 1.2 is based on a similar argument, but instead
of using the boundary condition f |∂X = g, we instead use Condition 1.
Now we begin the proof of Theorem 1.2. Let us recall the setup. Recall that X is the product
of spheres X =
∏s
j=1 S
2j−1 . We note that DimX = N = 2s − 1. We write a point x ∈ X as
(x1, ..., xs) with xj ∈ S
2j−1 . We define the coordinate-flipping operation Flj : X → X by changing
the sign of the jth coordinate:
Flj(x1, ..., xj−1, xj , xj+1, ..., xs) = (x1, ..., xj−1,−xj , xj+1, ..., xs).
For each v ∈ Zs2 \{0}, suppose that fv : X → R is a continuous function that obeys the following
antipodal-type condition 1:
fv(Fljx) = (−1)
vjfv(x) for all j = 1, ..., s. (1)
Note that we have N = 2s − 1 functions fv : X → R. We let f : X → R
N be the function with
coordinates fv. We want to conclude that f
−1(0) is non-empty.
We will construct below a smooth function g : X → RN obeying Condition 1, so that 0 is a
regular value of g, and so that #g−1(0) = 2s. The number 2s here has to do with the symme-
tries coming from Condition 1: if g obeys Condition 1 and g(x1, ..., xs) = 0, then it follows that
g(±x1,±x2, ...,±xs) = 0.
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Suppose that H ⊂ X is a product of (closed) hemispheres. If Hj is a hemisphere of S
2j−1 , then
H =
∏s
j=1Hj . If x = (x1, ..., xs) ∈ X , and we consider the 2
s points (±x1, ...,±xs), then as long
as none of these points lie on ∂H , exactly one of them lies in H . So if f obeys Condition 1, and if
f−1(0) ∩ ∂H is empty, then
#f−1(0) = 2s#(f−1(0) ∩H).
In particular, for a generic H ⊂ X , #(g−1(0) ∩H) = 1.
To see how Theorem 4.1 is relevant, suppose that h : X → RN is a smooth function obeying
Condition 1 and so that 0 is a regular value of h, and so that h = g on ∂H . By Theorem 4.1,
#(h−1(0) ∩ H) is odd, and so #h−1(0) is an odd multiple of 2s. In particular, h−1(0) is not
empty. Now not every function f obeying Condition 1 agrees with g on ∂H , but using Theorem
4.1 repeatedly, we can prove Theorem 1.2.
So let us suppose that f : X → RN is a continuous function obeying Condition 1, and suppose
that f−1(0) is empty. We can approximate f by a smooth function f1 : X → R
N which still obeys
Condition 1 and f−11 (0) is still empty. Since f
−1
1 (0) is empty, 0 is a regular value of f1.
We will find a sequence of Hi and maps fi : X → R
N so that
(1) Each Hi is a product of hemispheres as described above.
(2) fi+1 agrees with fi on ∂Hi.
(3) Each fi obeys Condition 1.
(4) 0 is a regular value of each fi, and the function fi does not vanish on ∂Hi.
(5) For some large i, fi = g.
Applying Theorem 4.1, we see that #(f−1i (0) ∩Hi) = #(f
−1
i+1(0) ∩Hi) modulo 2. Therefore,
#f−1i (0)
2s
=
#f−1i+1(0)
2s
modulo 2.
Since #g−1(0) = 2s, we see that #f−11 (0) is an odd multiple of 2
s, and in particular f−11 (0) is not
empty.
To finish the proof, it remains to construct the maps fi, and to construct the map g. Constructing
the maps fi is straightforward. We know that f
−1
i (0) is a finite set. Pick a product of hemispheres
Hi so that ∂Hi does not intersect f
−1
i (0). Now we define fi+1 on Hi as follows. We define open
sets ∂Hi ⊂ U1 ⊂ U2 ⊂ Hi, where U2 is a small neighborhood of ∂Hi. We let fi+1 agree with g
on Hi \ U2, and we let it agree with fi on U1. On the region U2 \ U1, we define fi+1 in a smooth
way so that 0 is a regular value of fi+1. (It is always possible to do this. In fact, given any smooth
extension fi+1,0, we can always slightly perturb fi+1,0 in a small neighborhood of U2 \ U1 so that
0 will become a regular value – cf. the Extension Theorem on page 72 of [GP].) We have now
defined fi+1 on Hi. Since fi+1 = fi on a neighborhood of ∂Hi, fi+1 obeys Condition 1 on ∂Hi.
Therefore, we can extend fi+1 to all of X in a way that obeys Condition 1. We have now defined
fi+1 and we see that it has properties 1-4. Also fi+1 agrees with g except on a small neighborhood
of H1 ∩H2 ∩ ... ∩Hi. For a large value of i, we can arrange that H1 ∩H2 ∩ ... ∩Hi is empty, and
so fi+1 = g.
It just remains to construct the function g : X → R2
s
−1. We need g to be a smooth function
obeying the antipodal condition 1 and so that:
• g vanishes at exactly 2s points of x.
• At each point x where g vanishes, dgx : TxXs → R
2s−1 is surjective.
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A point x ∈ Xs has the form x = (x1, ..., xs) with xj ∈ S
2j−1 ⊂ R2
j−1+1. For each j, we will
choose coordinates on R2
j−1+1. We will write g in those coordinates. Our function g will have the
form:
gv(x) =
∏
j:vj=1
(one of the coordinates of xj).
This form guarantees that gv(Fljx) = (−1)
vjgv(x).
Here is a choice of coordinates that allows us to make a clean analysis of the situation. For each
j = 1, ..., s, let tj be one of the coordinates on R
2j−1+1. We still have to give names to 2j−1 other
coordinates on R2
j−1+1. For each v ∈ Zs2 \ {0}, let j(v) := max{j|vj = 1}. For each v ∈ Z
s
2 \ {0},
let xv be a coordinate on R
2j−1+1. There are 2j−1 different v ∈ Zs2 \ {0} with j(v) = j, so we get
2j−1 coordinates on R2
j−1+1.
For example, if s = 3, then the coordinates are as follows.
When j = 1, the coordinates on R2
1−1+1 = R2 are t1 and x(1,0,0).
When j = 2, the coordinates on R2
2−1+1 = R3 are t2 and x(0,1,0) and x(1,1,0).
When j = 3, the coordinates on R2
3−1+1 = R5 are t2 and x(0,0,1),x(1,0,1), x(0,1,1), and x(1,1,1).
With these coordinates, we can define gv:
(2) gv(x) = xv

 ∏
j:vj=1 and j<j(v)
tj

 .
We claim that if gv(x) = 0 for all v ∈ Z
s
2 \ {0}, then xv = 0 for all v, and tj 6= 0 for all j.
We prove this by induction on j, starting with j = 1. For j = 1, we have two coordinates on
R
2j−1+1 = R2. These are t1, and xe1 where e1 = (1, 0, ..., 0) ∈ Z
s
2. Now ge1(x) = xe1 = 0. Since
xe1 = 0 and (t1, xe1) ∈ S
1, we have t1 6= 0. This proves the case j = 1, giving the base case for
the induction. Suppose that xv = 0 for all v with j(v) < j0, and tj 6= 0 for all j < j0. Next we
will prove that xv = 0 for all v with j(v) = j0. Suppose that j(v) = j0. By equation 2, we see that
gv(x) is equal to xv times a product of some tj ’s with j < j0. Since these tj ’s are all non-zero, we
have xv = 0. But now (tj0 , 0, ...., 0) ∈ S
2j−1 ⊂ R2
j−1+1, and so tj0 6= 0.
So the set {x ∈ X |gv(x) = 0 for all v} is the set of points with coordinates tj = ±1 for all j and
xv = 0 for all v. The number of points in this set is 2
s.
Now we have to check that 0 is a regular value for g. Let p be a point of g−1(0). At the point
p, tj = ±1 for all j and xv = 0 for all v. The tangent space TpXs is the plane tj = 0 for all j.
This plane has coordinates xv. In these coordinates, the derivative of g has a very simple form. If
v 6= v′, then ∂gv∂xv′
= 0. If v = v′, then ∂gv∂xv′
=
∏
j:vj=1 and j<j(v)
tj = ±1. In short, the matrix dgp is
a diagonal matrix with diagonal entries ±1. Therefore, dgp is surjective, and so 0 is a regular value
of g.
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