We demonstrate that deep good-seeing VLT/HAWK-I K s images complemented with g+z-band photometry can yield a sensitivity for weak lensing studies of massive galaxy clusters at redshifts 0.7 z 1.1, which is almost identical to the sensitivity of HST/ACS mosaics of single-orbit depth. Key reasons for this good performance are the excellent image quality frequently achievable for K s imaging from the ground, a highly effective photometric selection of background galaxies, and a galaxy ellipticity dispersion that is noticeably lower than for optically observed high-redshift galaxy samples. Incorporating results from the 3D-HST and UltraVISTA surveys we also obtained a more accurate calibration of the source redshift distribution than previously achieved for similar optical weak lensing data sets. Here we studied the extremely massive galaxy cluster RCS2 J232727.7−020437 (z = 0.699), combining deep VLT/HAWK-I K s images (point spread function with a 0 . 35 full width at half maximum) with LBT/LBC photometry. The resulting weak lensing mass reconstruction suggests that the cluster consists of a single overdensity, which is detected with a peak significance of 10.1σ. We constrained the cluster mass to M 200c /(10 15 M ) = 2.06
Introduction
Light bundles from distant galaxies are distorted by the tidal gravitational field of foreground structures. These weak lensing distortions can be constrained statistically from the observed shapes of background galaxies, providing information about the differential projected mass distribution of the foreground objects, free of assumptions about their dynamical state (e.g. Bartelmann & Schneider 2001) . To conduct such measurements, sufficiently unbiased estimates of galaxy shapes have to be obtained, corBased on observations conducted with the ESO Very Large Telescope, the Large Binocular Telescope, and the NASA/ESA Hubble Space Telescope, as detailed in the acknowledgements.
rected for the impact of the image point spread function (PSF). This is only possible if the observed galaxy images are sufficiently resolved, as the blurring PSF otherwise erases the shape information. Weak lensing observations therefore benefit from good image quality, which boosts the number density of sufficiently resolved galaxies and thus the signal-to-noise ratio, while simultaneously reducing the required level of PSF corrections and therefore systematic uncertainties (e.g. Massey et al. 2013) .
For studies targeting more distant lenses it is vital to employ deep observations with superb image quality to measure the shapes of the typically faint and small distant background galaxies carrying the signal. In red optical filters, queue-scheduled ground-based observations from the best sites achieve a stellar * 0 . 10) can be achieved with the Hubble Space Telescope (HST), which has been used to probe the weak lensing signatures out to significantly higher redshifts when targeting galaxies (Leauthaud et al. 2012) , galaxy clusters (e.g. Jee et al. 2011; Schrabback et al. 2018, S18 henceforth) , or the statistical properties of the large-scale structure itself Schrabback et al. 2010 ). However, HST has a relatively small field of view of 3 .3 × 3 .3 for its ACS/WFC detector, raising the need for time-consuming mosaics in order to cover a wider area on the sky. In particular, studies that aim to obtain accurate weak lensing mass measurements for massive galaxy clusters at moderately high redshifts (0.7 z 1.1) have so far required mosaic ACS images to probe the lensing signal out to approximately the cluster virial radius (e.g. S18; Jee et al. 2009; Thölken et al. 2018) .
In this paper we demonstrate that deep ground-based imaging obtained in the HAWK-I K s filter (1.98µm λ 2.30µm) under good seeing conditions can provide a viable alternative to mosaic HST observations for moderately deep weak lensing measurements. The observational set-up we describe provides several advantages for weak lensing studies. First, for an 8 m class telescope and typical conditions, the measured atmospheric PSF FWHM is reduced by 40% at such long wavelengths compared to the V band (Martinez et al. 2010) . As a result, delivered image qualities of FWHM * 0 . 3-0 . 4 are achieved in K s in good conditions without having to request the very best seeing quantile. While not quite reaching an HST-like resolution, this still provides a major advantage for weak lensing measurements compared to optical seeing-limited observations. The second advantage is the efficiency of selecting distant background sources in K (or K s )-detected galaxy samples, using the "BzK selection" technique (Daddi et al. 2004) with observations taken in only three bands. As a third advantage, excellent deep reference samples selected in the near-infrared (NIR) have recently become available to infer the redshift distribution of the weak lensing source galaxies, including photometric redshifts from UltraV-ISTA (McCracken et al. 2012; Muzzin et al. 2013; Muzzin et al. in prep.) and HST slitless spectroscopy from the 3D-HST programme (Momcheva et al. 2016) . Finally, at z ∼ 2 K s imaging probes the light distribution of the smoother stellar component exhibiting lower shape noise, an advantage over optical imaging, which mostly maps the clumpy distribution of star forming regions seen at rest-frame UV wavelengths.
In this study we analyse new deep VLT/HAWK-I K s observations of the galaxy cluster RCS2 J232727.7−020437 (hereafter: RCS2 J2327; z = 0.699, Sharon et al. 2015) discovered in the Second Red-Sequence Cluster Survey (RCS2; Gilbank et al. 2011) . Optical, Sunyaev-Zel'dovich, X-ray, dynamical, strong lensing, and initial weak lensing measurements of the cluster are consistent with an extremely high mass of M 200c 2-3 × 10 15 M Sharon et al. 2015; Buddendiek et al. 2015; Hoag et al. 2015) , where M ∆c indicates the mass within the sphere containing an average density that exceeds the critical density of the Universe at the cluster redshift by a factor ∆. Hence, this is one of the most massive clusters known at a comparable or higher redshift. King et al. (2002) presented the first and previously only weak lensing analysis based on shape measurements in K s images. Their analysis targeting a massive low-redshift cluster is based on imaging obtained with SofI on the 3.6 m ESO-NTT with an image resolution of 0 . 73. Our analysis exploits much deeper K s imaging with a resolution that is better by a factor two, as needed for high-redshift weak lensing constraints. We explicitly compare the weak lensing performance achieved with these new K s data to the weak lensing analysis of galaxy clusters at similar redshift from S18. These authors employed 2 × 2 HST/ACS mosaics of single-orbit depth taken in the F606W filter for shape measurements, and a photometric source selection based on V 606 − I 814 colour to remove cluster galaxies and preferentially select distant background galaxies. This paper is organised as follows: We summarise relevant weak lensing theory and notation in Sect. 2. Sect. 3 describes the analysed data sets and data reduction. Sect. 4 provides details on the shape and colour measurements, the background selection, an estimation of the source redshift distribution, an analysis of the galaxy ellipticity dispersion, and a comparison to shear estimates from HST measurements. Sect. 5 presents the cluster mass reconstruction, the derived cluster mass constraints, and the comparison to previous studies of the cluster. We compare the weak lensing performance of the HAWK-I data and the previously employed ACS mosaics in Sect. 6 and conclude in Sect. 7.
Throughout this paper we assume a flat ΛCDM cosmology characterised through Ω m = 0.3, Ω Λ = 0.7, H 0 = 70 h 70 km s −1 and h 70 = 1, as approximately consistent with recent constraints from the cosmic microwave background (e.g. Hinshaw et al. 2013; Planck Collaboration et al. 2016) , unless explicitly stated otherwise. At the cluster redshift of z = 0.699, 1 on the sky corresponds to a physical separation of 7.141 kpc in this cosmology. All magnitudes are in the AB system.
Summary of relevant weak lensing theory
In the weak lensing regime, the gravitational lensing effect of a lens at redshift z l (assumed to be fixed here) onto the shape of a background galaxy at redshift z s and an observed position θ can be described through the anisotropic reduced shear
which is a rescaled version of the unobservable shear γ(θ, z s ), and the isotropic convergence
(see e.g. Bartelmann & Schneider 2001 for a general review and Hoekstra et al. 2013 for applications to clusters). The latter is defined as the ratio of the surface mass density Σ(θ) and the critical surface mass density
where c and G are the speed of light and the gravitational constant, respectively, while D l denotes the angular diameter distance to the lens. The geometric lensing efficiency
is defined in terms of the angular diameter distances from the observer to the source D s , and from the lens to the source D ls . Given that they are both computed from second-order derivatives of the lensing potential, the weak lensing shear γ and convergence κ are linked. The spatial distribution of the convergence can therefore be reconstructed from the shear field up to an integration constant (Kaiser & Squires 1993) , which represents the mass-sheet degeneracy (Schneider & Seitz 1995) .
Weak lensing shape measurement algorithms aim to obtain unbiased estimates of the complex galaxy ellipticity
In the idealised case of an object that has concentric elliptical isophotes with a constant position angle ϕ and constant ratios of the semi-major and semi-minor axes a and b, these are related to the ellipticity as | | = (a − b)/(a + b). The ellipticity transforms under weak reduced shears (|g| 1) as
(for the general case see Seitz & Schneider 1997; Bartelmann & Schneider 2001) . The intrinsic source ellipticity s is expected to have a random orientation, yielding an expectation value s = 0. Hence, ellipticity measurements provide noisy estimates for the local reduced shear, where the noise level is given by the dispersion
which has contributions from both the intrinsic ellipticity dispersion σ int = σ ( s ) of the galaxy sample 1 and measurement noise σ m (e.g. Leauthaud et al. 2007, S18) . Assuming dominant shape noise, the signal-to-noise ratio of the detection of the weak lensing reduced shear signal scales as
where n gal indicates the weak lensing source density on the sky and σ ,eff corresponds to the effective value of σ computed taking possible shape weights into account. The weak lensing signal-to-noise ratio also depends on the mass, mass distribution, and radial fitting range (e.g. Bartelmann & Schneider 2001) . Shape weights w i also need to be taken into account when computing β , where we employ magnitude-dependent weights
which are directly related to the expected noise in the reduced shear estimate for galaxy i. In this case the effective ellipticity dispersion for the sample from Eq. 8 becomes
For cluster weak lensing analyses it is useful to decompose the ellipticity (and likewise the reduced shear) into a tangential component carrying the signal
where φ denotes the azimuthal angle with respect to the cluster centre and the 45 degrees-rotated cross-component
The averaged tangential ellipticity profile provides an estimate for the tangential reduced shear profile g t (r) of the cluster, which we fit using model predictions from Wright & Brainerd (2000) that assume a spherical NFW density profile (Navarro et al. 1997) .
Data and data reduction
In our analysis we make use of high-resolution VLT/HAWK-I K s images for the weak lensing shape measurements, which we complement with LBT/LBC imaging for a colour selection. We additionally analyse overlapping HST/ACS data to cross-check the VLT/HAWK-I weak lensing constraints.
VLT/HAWK-I data
RCS2 J2327 was observed with VLT UT4 using HAWK-I under programme 087.A-0933 (PI: Schrabback). HAWK-I is a high-throughput NIR imager equipped with a 2 × 2 mosaic of 2048 × 2048 Rockwell HgCdTe MBE HAWAII 2 RG arrays, with a plate scale of 0 . 106 pixel −1 and a 7 .5 × 7 .5 field of view (see Kissler-Patig et al. 2008 , for details). Here we analyse K s band images observed using large dither steps to cover the ∼ 15 gaps between the detectors. In total, 326 × 80 s exposures were obtained (total exposure time 7.2h), some of which were repetitions because the seeing constraint (K s band image quality ≤ 0 . 4) was not fulfilled. Each 80 s exposure was constructed from 8 × 10 s internal sub-exposures to avoid background saturation, averaged using on-detector arithmetics.
The data were reduced using THELI (Erben et al. 2005; Schirmer 2013 ) following standard procedures, including dark subtraction and flat fielding. A dynamic two-pass background subtraction including object masking was employed to remove the sky background from individual exposures. The background models were calculated from a floating median of the eight closest images in time, corresponding to a time window of 13 − 15 minutes. An accurate astrometric reference catalogue is required to align the images on sky. The 2MASS catalogue has insufficient source density for this purpose, as RCS2 J2327 is located at high galactic latitude of −58
• . Thus, we first processed and co-added CFHT Megaprime i-band data (PI: H. Hoekstra), for which an astrometric calibration was possible using 2MASS thanks to the larger field of view. We then extracted a deep astrometric reference catalogue from the CFHT data, which was used both for the HAWK-I reduction and the reductions described in Sections 3.2 and 3.3. The astrometry for the HAWK-I data was determined by THELI via Scamp (Bertin 2006) . The relative positions of the detectors were accurately fixed using the dithered exposures and a fixed third-order distortion polynomial was used to describe the non-linear terms. In total, relative image registration is accurate to ∼ 1/10-th of a pixel, which is well sufficient for our shear analysis. Image co-addition and resampling in THELI was performed with SWarp (Bertin et al. 2002) , using a Lanczos3 kernel matched to the well-sampled PSF.
Given the variation in seeing we created two separate stacks. The first stack is generated from all exposures for photometric measurements, yielding a total integration time of 26.1 ks and a median stellar FWHM * = 0 . 40 as measured by SExtractor (Bertin & Arnouts 1996) . The second stack is used for the shape measurements. Here we exclude exposures with poorer image quality, yielding a shorter total integration time of 17.1 ks (4.8 h, or ∼ 7 h including overheads), but a better image quality with a median FWHM * = 0 . 35. To simplify the comparison to the weak lensing literature we also report the median stellar FLUX_RADIUS parameter from SExtractor r * f = 0 . 22 and the median stellar half-light radius from analyseldac (Erben et al. 2001) (Giallongo et al. 2008 ) and z-band observations obtained with LBC_RED. The data were reduced using THELI following standard procedures, yielding co-added total integration times of 2.4 ks in the g band and 3.0 ks in the z band.
HST/ACS data
To cross-check our HAWK-I shape measurements we also reduced and analysed HST/ACS observations (HST-GO 13177, PI: Bradač) of RCS2 J2327 conducted with the F814W filter as part of the Spitzer Ultra Faint SUrvey Program (Bradač et al. 2014 ). This includes a central pointing (integration time 5.6 ks) and four parallel fields (integration times 3.6-5.5 ks) that overlap with the outskirts of our HAWK-I observations. In order to generate a colour image we also processed central ACS observations conduced in the F435W filter (integration time 4.2 ks) as part of the HST-GO programme 10846 (PI: Gladders).
Following S18 we reduced these data employing the pixellevel correction for charge-transfer inefficiency from Massey et al. (2014) , the standard ACS calibration pipeline CALACS for further basic reduction steps, MultiDrizzle (Koekemoer et al. 2003) for the cosmic ray removal and stacking 2 , and scripts from Schrabback et al. (2010) for the image registration and optimisation of masks and weights.
Analysis

HAWK-I shape measurements
We detected objects with SExtractor and measure weak lensing shapes using the analyseldac (Erben et al. 2001) implementation of the KSB+ formalism (Kaiser et al. 1995; Luppino & Kaiser 1997; Hoekstra et al. 1998) as detailed in Schrabback et al. (2007) , employing the correction for multiplicative noise bias as a function of the analyseldac signal-to-noise ratio from Schrabback et al. (2010) . Analysing the measured shapes of stellar images in our K s best-seeing stack we find that the HAWK-I PSF is well behaved in the majority of the field of view with PSF polarisation amplitudes |e * | 0.05, where
is defined via weighted second-order brightness moments Q i j as detailed in Schrabback et al. (2007) . However, the PSF degrades noticeably towards lower y positions with larger stellar polarisations and half-light radii r * h as computed by analyseldac (see Figure 1 ). We find that the spatial variations of the KSB+ PSF parameters can be interpolated well using third-order polynomials combining stars from all chips. For the weak lensing analysis we required galaxies to be sufficiently resolved with halflight radii r h > 1.2r * h,mod (x, y), where r * h,mod (x, y) indicates the polynomial interpolation of the measured stellar half-light radii at the position of the galaxy. We selected galaxies with a flux Fig. 1 . Spatial variation of the PSF in our best-seeing stack of the HAWK-I K s observations of RCS2 J2327: Each whisker indicates the measured polarisation e * of a star, while the circle indicates its half-light radius r * h from analyseldac (see the reference whisker and circles at the top for the absolute scale). In this stack north is up and east is left, matching the orientation of the input frames (observations obtained with a default 0
• position angle).
signal-to-noise ratio defined via the auto flux from SExtractor of (S /N) flux = FLUX_AUTO/FLUXERR_AUTO > 10. Shape selections were also applied according to the trace of the "pre-seeing" shear polarisability tensor TrP g /2 > 0.1 and PSFcorrected ellipticity estimate | | < 1.4. We masked regions around bright foreground objects and reject galaxies that are flagged by SExtractor or analyseldac, for example owing to the presence of a nearby object. Prior to the photometric background selection our catalogue of galaxies with weak lensing shape estimates has a source number density of 45 arcmin −2 . Analysing ACS-like image simulations containing weak simulated shears (|g| < 0.06), Schrabback et al. (2010) estimated that the basic shape measurement algorithm also employed in this work leads to residual multiplicative shear biases |m| < 2%. However, these authors neither tested the performance in the stronger shear regime of clusters nor the sensitivity to the assumed input ellipticity distribution of galaxies, which can affect measured noise biases (Viola et al. 2014; Hoekstra et al. 2015) . We therefore conducted additional tests with new simulations created with galsim (Rowe et al. 2015) . The details of these tests will be described in Hernández-Martín et al. (in prep.) . For our current work, the most relevant result from these simulations is that multiplicative biases are limited to |m| 3% for reduced shears |g| < 0.2 and variations in the intrinsic ellipticity dispersion in the range 0.2 ≤ σ int ≤ 0.3. For stronger shear |g| < 0.4 biases are limited to |m| 5%, still without recalibration compared to the work from Schrabback et al. (2010) . Given that most of the weak lensing mass constraints for RCS2 J2327 originate from scales with |g| < 0.2, while the innermost radial bins that are included have |g| < 0.4 (see Sect. 5), we assume an intermediate 4% systematic uncertainty on the shear calibration for our systematic error budget. Based on the analysis from Hernández-Martín et al. (in prep.) we conclude that this shear calibration uncertainty results from a combination of limitations in the noise bias correction and a slight non-linear response of our KSB+ implementation for stronger shears, both of which can be fixed with a recalibration for potential future studies requiring a tighter systematic error control.
Photometry
For the HAWK-I K s data all photometric measurements were conducted on the stack derived from all available exposures (see Sect. 3.1). We homogenised the PSF between the VLT and LBT stacks using spatially varying kernels constructed using PSFEx (Bertin 2011) and measured colours between these PSFhomogenised images employing 2 . 0 diameter circular apertures. We used 2MASS (Skrutskie et al. 2006 ) K s magnitudes for the absolute photometric calibration of the HAWK-I data. For the g and z bands we initially estimated zero points with respect to K s using stellar locus regression. We then applied residual zeropoint offsets to optimise the overlap of the galaxy colour distributions in g − z versus z − K s colour space between our catalogue and the UltraVISTA-detected reference catalogue used to estimate the redshift distribution (see Sect. 4.3) 3 . Photometric errors were estimated from the flux fluctuations when placing apertures at random locations that do not contain detected objects. For the 2 . 0 diameter apertures we computed median 5σ limiting magnitudes 4 of (26.6, 25.9, 25.0) in the (g, z, K s ) bands. For the subsequent analysis we excluded regions near the edges of the HAWK-I mosaic and the LBT chip gaps as they have a significantly reduced depth in some of the bands. We also limited the subsequent analysis to galaxies with SExtractor "auto" magnitudes in the range 21 < K tot s < 24.2, given that brighter magnitude bins contain very few background galaxies, while the sample becomes highly incomplete at fainter magnitudes given the shape cuts (compare to the top panel of Fig. 2 ).
Reference samples to estimate the source redshift distribution
For unbiased mass measurements we have to accurately estimate the weighted-average geometric lensing efficiency β (see Eq. 4) of the selected source sample. Here, a photometric selection of the lensed background galaxies helps to increase the measurement sensitivity, while reducing systematic uncertainties arising from cluster member contamination. Similar to the strategy from S18 we employed a colour selection (see Sect. 4.4) that is designed to yield negligible residual contamination by cluster members and applied a consistent selection to well-calibrated reference data from deep fields to estimate the redshift distribution and β (see Sect. 4.5).
UltraVISTA reference catalogue
The UltraVISTA Survey (McCracken et al. 2012 ) has obtained very deep NIR imaging in the COSMOS field (Scoville et al.
Fig. 2. Top:
Histogram of the number of colour-selected galaxies in our HAWK-I weak lensing shape catalogue (covering a non-masked area of 52.4 arcmin 2 ) as a function of the total K s magnitude. Bottom: Fraction of colour-selected galaxies within the CANDELS/COSMOS 3D-HST grism area with a robust HST grism redshift or spectroscopic redshift as a function of the total K s magnitude from UltraVISTA.
2007
). By design the greatest depth is achieved in the "ultradeep" stripes (McCracken et al. 2012) , reaching a 5σ limiting K s magnitude in 2 . 0 apertures of 25.2 in the latest DR3 release, which exceeds even the depth of our HAWK-I imaging by 0.2 mag. COSMOS/UltraVISTA allows us to investigate galaxy colour and redshift distributions for our weak lensing analysis; the area of this survey (∼ 0.75 deg 2 ), which is 50 times larger than the HAWK-I field of view, greatly reduces uncertainties from sampling variance (see Sect. 4.5). In particular, we employed an updated version of the K s -selected photometric redshift catalogue from Muzzin et al. (2013) , which makes use of the deeper UltraVISTA DR3 data (see Muzzin et al. in prep. for details) . In addition to the PSF-matched aperture magnitudes in g, z, and K s used for colour measurements, we made use of the SExtractor "auto" magnitudes K tot s . For our study we limited the analysis to objects that are photometrically classified as galaxies, located in non-masked areas of the "ultra-deep" stripes, and that are not flagged as blends by SExtractor.
While our HAWK-I+LBC catalogue and the UltraVISTAdetected catalogue have the same median depth in g (within 0.05 mag), the UltraVISTA-detected catalogue is deeper by 0.2 mag in K s and shallower by 0.5 mag in z. We expect that the small difference in K s depth would be negligible for our analysis, but to further improve the matching in the source selection between the two catalogues, we added Gaussian noise to the UltraVISTA K tot s magnitudes to have identical limiting magnitudes; we also explicitly account for the incompleteness of the lensing catalogue when computing β in Sect. 4.5.1. The impact of differences in the noise in the colour measurement is investigated in Sect. 4.5.3.
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3D-HST reference catalogue
As a second reference data set to infer the source redshift distribution we employed redshifts computed by the 3D-HST team for galaxies in the CANDELS (Grogin et al. 2011; Koekemoer et al. 2011 ) area within the COSMOS field. This includes HST/NIRselected photometric redshifts based on a total of 44 different photometric data sets (Skelton et al. 2014 ) and "grism"-redshift estimates from WFC3/IR slitless spectroscopy (Momcheva et al. 2016 ), where we also include ground-based spectroscopic redshifts compiled in the 3D-HST catalogue. Given the deeper NIR photometry and the deep grism spectra, these redshifts are expected to be highly robust, allowing us to conduct important cross-checks for our analysis. After applying our magnitude and colour selection (explained in Sect. 4.4) we find that 99.4% of the galaxies in the UltraVISTA-detected catalogue within the area covered by the grism spectra have a match in the 3D-HST catalogue 5 . The bottom panel of Fig. 2 shows the fraction of these galaxies that have a spectroscopic redshift or a 3D-HST grism redshift classified as robust by Momcheva et al. (2016) as a function of K tot s from UltraVISTA. Most galaxies at K tot s 23 have a grism/spec-z, but this fraction drops at fainter magnitudes because of a combination of the magnitude limit [JH] < 24 employed by Momcheva et al. (2016) , who used a J + H band stack for detection and selection, and increased incompleteness at fainter magnitudes due to contamination by other objects. Nevertheless, when accounting for the K tot s distribution of our HAWK-I data and taking lensing weights into account (see Sect. 4.8), we find that effectively 71% of the relevant galaxies in the 3D-HST grism area have a robust grism/spec-z. For comparison, the corresponding fraction amounts to only 21% for optically selected weak lensing source galaxies as employed in S18, Fig. 4 . Comparison of the best redshift estimate z best from 3D-HST and the peak photometric redshift z p in the UltraVISTA-detected catalogue for galaxies located in the area covered by the grism observations with 21 < K tot s < 24.2. Galaxies with a spectroscopic or grism redshift in the 3D-HST catalogue are indicated as filled circles, while the galaxies having a photometric redshift in the 3D-HST catalogue only are shown as open circles. Black symbols correspond to galaxies passing our colour selection, while red symbols show galaxies removed by the colour selection. The blue line shows the one-to-one relation.
with shape measurements from ACS F606W data of single-orbit depth and a full-depth V 606 − I 814 colour selection. Given the much higher fraction of grism/spec-z in the current study, we have to rely less on the accuracy of photometric redshift reference samples, leading to lower systematic uncertainties in the lensing analysis from the calibration of the redshift distribution (see Sect. 4.5.3 ). For our analysis we define a "best" redshift z best from the 3D-HST catalogue, which is the spectroscopic or grism redshift of a galaxy when available and its photometric redshift otherwise. Skelton et al. (2014) also provided HST/WFC3-measured H-band size estimates of CANDELS galaxies, allowing us to check if the galaxy size selection applied in our HAWK-I analysis has a relevant impact on the estimation of the redshift distribution. Fig. 3 shows the distribution of the intrinsic flux ra-
f,PSF , defined via the flux radius parameter of the galaxies and stars from SExtractor, for the colourselected CANDELS galaxies as a function of K tot s . This shows that ∼ 99.4% of the galaxies are sufficiently resolved for shape measurements at the resolution of our HAWK-I data (limit illustrated as horizontal line in Fig. 3) . As a result, the application of the size selection has a negligible impact on the estimated average geometric lensing efficiency. However, we stress that many of the galaxies are only slightly more extended than required for the shape analysis (see Fig. 3 ). We therefore recommend that similar programmes in the future do not relax the seeing requirements, compared to our study, in order to not suffer from a reduced weak lensing source density. Tim Schrabback et al.: HAWK-I K s weak lensing analysis of RCS2 J232727.7−020437. 
.5] employed in our analysis. The left panel shows a random 50% fraction of the galaxies in the CAN-DELS/COSMOS 3D-HST grism area, with colours and symbols indicating various ranges in the best redshift estimate from 3D-HST. The right panel shows the galaxies passing the shape selection in our catalogue for RCS2 J2327. The excess of galaxies around g − z 3 and z − K s 1 corresponds to the cluster red sequence, which is efficiently removed from our background sample, along with bluer cluster members located near g − z 1.2 and z − K s 0.3.
Redshift comparison
We compared the 3D-HST z best redshifts to the peak photometric redshifts z p from the UltraVISTA-detected catalogue in Fig. 4 . While most galaxies closely follow the one-to-one relation 6 , there are some noticeable systematic features visible. Here we focus on those galaxies that pass our colour selection shown in black. In particular, galaxies close to the one-to-one relation with 1.4 z best 2.2 appear to have a peak photometric redshift z p in the UltraVISTA-detected catalogue that is slightly biased high on average. For galaxies with 2.2 z best 3.4 this bias disappears for the galaxies close to the one-to-one relation, but there is a noticeable fraction of outliers with a z p biased low, in some cases catastrophically with z p 0.4. Given that these biases are in opposite directions, their impact partially cancels when computing the average geometric lensing efficiency (see Sect. 4.5).
Indications for similar outliers have already been noted by Schrabback et al. (2010) and S18. In particular, S18 compare 3D-HST photo-zs to extremely deep photometric and grism redshifts available in the HUDF. While S18 conclude that the 3D-HST photo-zs are biased low in this case, this is not in contradiction with our results given that the S18 analysis is based on blue optically selected samples, which are on average significantly fainter in the NIR compared to the galaxies studied here. We interpret the various results such that a noticeable fraction of catastrophic redshift outliers, in the form of high-z galaxies incorrectly assigned a low photo-z, can be present even if NIR photometry is available, unless that has a high signal-to-noise 6 When defining catastrophic redshift outliers as ∆z = |z best − z p | > 1, 5.5% of the colour-selected galaxies shown in Fig. 4 are catastrophic redshift outliers. Excluding these catastrophic outliers, the redshift scatter of the remaining galaxies can be quantified via the root mean square r.m.s.(∆z/[1 + z best ]) = 0.07. ratio. We expect that accounting for this effect will also be relevant when calibrating redshift distributions for wide-area weak lensing surveys, for example employing the approach from Masters et al. (2017) . As the catastrophic outliers lead to a bimodality of the colour-redshift relation, highly complete spectroscopic redshift measurements will be needed in the relevant parts of colour-colour space to adequately map out this bimodality.
Colour selection
The left panel of Fig. 5 shows the distribution of resolved galaxies with 21 < K tot s < 24.2 within the CANDELS/COSMOS 3D-HST grism area in g − z versus z − K s colour space, with different symbols indicating different ranges in z best . The solid lines indicate our colour selection scheme, where we select background galaxies that have
This selection is similar to the BzK s selection introduced by Daddi et al. (2004) , but is slightly more conservative for the exclusion of galaxies around the cluster redshift. It is highly effective in selecting most of the background galaxies at z best > 1.4, while efficiently removing galaxies at z best < 1.1 (see Fig. 6 ). In particular, 98.1% of the colour-selected galaxies are in the background at z best > 1.1. At the same time, 98.9% of the galaxies in the parent catalogue at relevant cluster redshifts 0.6 < z best < 1.1 are removed by this colour selection, providing an efficient suppression of cluster member contamination. The right panel of Fig. 5 shows the distribution of galaxies in our HAWK-I+LBC shear catalogue in g − z versus z − K s colour space prior to the colour selection. In addition to the galaxy populations visible in the UltraVISTA-detected cata-A&A proofs: manuscript no. 31730 Fig. 6 . Histogram of the best 3D-HST redshift estimate for sufficiently resolved galaxies with 21 < K tot s < 24.2 within the CAN-DELS/COSMOS 3D-HST grism area, split between galaxies selected and removed by our gzK s selection. The dash-dotted curve shows the geometric lensing efficiency β as a function of source redshift.
logue, this prominently displays the population of cluster redsequence galaxies around g − z 3 and z − K s 1.
Average geometric lensing efficiency
Best estimate
For the mass measurements we need to estimate the weightedaverage geometric lensing efficiency (see Eq. 4) of our source sample. We started with the colour-and size-selected galaxies in the 3D-HST grism area and computed β i from the 3D-HST z best redshifts in magnitude bins of width 0.4 mag within 21 < K tot s < 24.2, taking the K tot s -dependent shape weights into account (see Sect. 4.8) . We then computed a joint estimate β grism−area 3D−HST = i β i j(i) w j / i j(i) w j = 0.501 according to the shape weights w j of the galaxies in magnitude bin i in our HAWK-I catalogue. This procedure accounts for the greater incompleteness of the HAWK-I catalogue given the lensing S /N cut.
We quantified and minimised the impact of sampling variance using the UltraVISTA-detected catalogue. For this we employed the same colour selection and weighting scheme as for the 3D-HST catalogue, but this time we used the peak photometric redshift z p and dropped the size selection due to the lack of HST NIR-measured sizes in COSMOS outside the CANDELS footprint. We then computed estimates both for the full UltraVISTA ultra-deep area ( β full UltraVISTA = 0.470) and the 3D-HST grism area ( β grism−area UltraVISTA = 0.490). The latter covers the same area that was used for the analysis employing the 3D-HST z best redshifts. Accordingly, the ratio r sys = β grism−area UltraVISTA / β grism−area 3D−HST = 0.978 provides us with a correction factor r −1 sys to account for the impact of the systematic redshift errors in the UltraVISTA-detected catalogue discussed in Sect. 4.3.3. This can be combined with the estimate from the full UltraVISTA ultra-deep area, which suffers less from sampling variance, to obtain our best estimate of the cosmic mean geometric lensing efficiency given our selection criteria of β cor = β full UltraVISTA /r sys = 0.481.
Line-of-sight variations and β
2
The redshift distribution within the sky patch covered by our HAWK-I observation likely deviates from the cosmic mean distribution because of sampling variance. To obtain an estimate for this effect we placed 12 tiles of the same area widely distributed over the area of the UltraVISTA ultra-deep stripes. From the variation between the β estimates computed from these tiles, we estimated a relative uncertainty of ∆ β / β = 2.2% for our analysis (for a single cluster 7 ) arising from line-of-sight variations in the redshift distribution.
We accounted for the impact of the finite width of the source redshift distribution in the lensing analysis following Hoekstra et al. (2000) , for which we also require an estimate of the weighted β 2 = 0.237, which we computed based on the 3D-HST z best redshifts (given the z p outliers), but rescaled with the factor β full UltraVISTA / β grism−area UltraVISTA 2 to account for the impact of sampling variance.
Systematic uncertainties
The 3D-HST-derived β estimates are expected to be highly robust, as they are mostly based on accurate grism or spectroscopic redshifts (to ∼ 71% when accounting for our weighting scheme, see Sect. 4.3.2). However, we cannot fully exclude the possibility that the ∼ 29% contribution from 3D-HST photo-z may introduce systematic uncertainties because of photo-z biases. To obtain an approximate estimate for this uncertainty, we recomputed β grism−area 3D−HST using the 3D-HST photometric redshifts for all galaxies, hence using 100% photo-z information instead of 29%. This leads to a very small relative increase in β by 0.4%. The expected systematic uncertainty associated with the use of ∼ 29% photo-z uncertainty, on the one hand, would be lower than this number given the smaller fraction of employed photo-zs, but, on the other hand, would be larger given that these galaxies are typically fainter. Considering both aspects, we expect that 0.4% likely corresponds to a reasonably realistic estimate of the resulting residual uncertainty.
Additional systematic biases in β may arise from mismatches in the photometric calibration or matching of noise properties. To quantify the impact of the former, we tested the sensitivity to systematic errors in the colour measurements. We find that a systematic error in g − z or z − K s colour of 0.1 mag, which provides a conservative estimate for the uncertainty in the colour calibration, leads to a relative bias in β of only 0.5%.
The matching of noise properties is complicated by the fact that our HAWK-I+LBC observations are slightly shallower in the K s band than the reference catalogue, but deeper in the z band (see Sect. 4.3.1). Hence, we cannot simply add noise to the colours in the reference catalogue as performed for K tot s . How-7 A potential future scaling relation analysis that incorporates observations from a large number of clusters would have a systematic uncertainty arising from line-of-sight variations in the redshift distribution that is approximately reduced by a factor 1/ √ 12 0.29, assuming large-scale structure at high redshifts is sufficiently uncorrelated between the 12 tiles. ever, since the colour selection already achieves an excellent selection of background galaxies at the depth of the UltraVISTAdetected catalogue (Fig. 6) , we expect that this is also the case for colour estimates with slightly higher signal-to-noise ratio. In order to roughly estimate the sensitivity of our analysis to noise in the colour measurements, we randomly added Gaussian scatter corresponding to a depth difference of 0.3 mag separately to the g, z, and K s fluxes of the UltraVISTA-detected catalogue, finding that this leads to relative changes in β of +0.0%, −0.2%, and −0.1%, respectively. Biases at these levels are completely negligible compared to the statistical uncertainties of our study. Added in quadrature, the systematic errors for the β estimate identified in this subsection amount to 0.7%.
Choice of centre
For our weak lensing shear profile analysis we have to adopt a centre. This should match the position of the centre of the projected mass distribution as best as possible to minimise miscentring uncertainties (see e.g. Schrabback et al. 2018) . For RCS2 J2327 the centre of the inner projected mass distribution is very well constrained by strong gravitational lensing to a location 1 . 17 +0 . 47 −0 . 24 east and 7 . 42
north from the brightest cluster galaxy (BCG), in the direction towards the second brightest cluster galaxy (Sharon et al. 2015) . This very small positional uncertainty is completely negligible for weak lensing studies (e.g. compare to von der Linden et al. 2014). We therefore fix the centre position for our analysis to the best-fitting centre position of the strong lensing analysis from Sharon et al. (2015) at (α, δ) = (351.865351, −2.074863) deg.
Number density profile
As shown in Sect. 4.4 our colour selection is expected to lead to a negligible residual contamination by cluster galaxies in the source sample. As a consistency check for this, we investigated the radial source number density profile. Because of the central concentration of cluster galaxies, a substantial residual contamination would be detectable as an increase in the source density towards the centre. For our catalogue we do not detect such a central increase. As shown in Fig. 7 , the source density profile is approximately flat for radii r 0.6 Mpc with a global mean density of 9.8 arcmin −2 . Further into the cluster core the observed source density drops (see Fig. 7 ). We suspect that this may be due to a combination of two effects. First, we cannot detect faint background galaxies behind or close to a bright foreground cluster galaxy. In order to account for this effect at least approximately, we used a bright objects mask for the sky area calculation (already taken into account in Fig. 7 , causing a ∼ 7% correction in the inner bins together with the manual masks). We created this by running SExtractor with a high object detection threshold of 200 pixels exceeding the background by 1.5σ and then used the "objects" check image as a mask. However, as this mask neither accounts for fainter cluster members nor the outer wings of galaxy light profiles or the impact of intra-cluster light, it likely still leads to an underestimation of the inner source density.
Second, we suspect that lensing magnification may also lead to a net depletion in the density of faint sources. This has the largest impact in the stronger magnification regime of cluster cores (see e.g. Fort et al. 1997) . Assuming source counts described by a power law and sources at a single redshift, magnification leads to a net depletion in the source counts if the slope of the logarithmic cumulative number counts is shallow,
(e.g. Broadhurst et al. 1995; Mayen & Soucail 2000) . We computed this slope for the colour-selected UltraVISTA-detected catalogue around m = K tot s 24 mag, yielding s = 0.32 ± 0.02 assuming negligible incompleteness, which is indeed consistent with an expected depletion. Making the same simplifying assumptions we plot the expected source density profile resulting from magnification as solid blue curve in Fig. 7 , employing the best-fit NFW density profile from our reduced shear profile fit (see Sect. 5.2). This indicates that magnification alone likely cannot explain the very low source density at r 0.45 Mpc, but that additional effects, such as the limitations in the bright objects mask may dominate. In addition, it may just be that the line of sight behind the core of RCS2 J2327 is noticeably underdense. In this respect, the error bars shown in Fig. 7 assume Poisson source counts but ignore spatial clustering, which underestimates the true uncertainty and therefore overestimates the significance of the data point, as especially relevant at small radii.
Shape noise and shape weights
At fixed redshift, fainter sources tend to result in more noisy shear estimates than bright sources, for two reasons. First, the higher measurement noise leads to more noisy ellipticity measurements. Second, as shown by S18, in optically selected samArticle number, page 9 of 17 A&A proofs: manuscript no. 31730 Fig. 8 . Dispersion of the cross-ellipticity component with respect to the cluster centre computed in bins of K tot s including all lensing and colourselected galaxies with a projected separation r > 700 kpc from the cluster centre. The solid line shows our approximate fit that is used to define shape weights.
ples the dispersion of the intrinsic source ellipticity increases at faint magnitudes, further increasing the noise in the shear estimate. As we show below and discuss in Sect. 6, the K s imaging yields shape estimates for high-z galaxies with a lower measured ellipticity dispersion, indicating a lower intrinsic ellipticity dispersion than for optical high-z samples.
To account for the more noisy shear estimates at faint magnitudes, S18 employed an empirical weighting scheme according to the ellipticity dispersion measured in non-cluster fields as a function of magnitude. Given the presence of a massive cluster, which significantly shears the background galaxy images, we cannot directly apply the same approach here. However, as the cluster lensing signature primarily affects the tangential ellipticity component t with respect to the cluster centre, but not the cross-component × , we can use the measured dispersion of the cross-ellipticity component σ ,× = σ( × ) as a function of K tot s (shown in Fig. 8 ) to define the weighting scheme. We find that σ ,× (K 
We expect that this increase is mostly caused by measurement noise, but we cannot exclude a possible contribution from an increase in the intrinsic ellipticity dispersion at faint magnitudes. We use w K
as shape weight. The K s -measured ellipticity dispersion is significantly lower than what has been found by S18 for galaxies at similar redshifts with a largely identical shape measurement pipeline Fig. 12 ) and introduces the gap at intermediate radii.
analysing optical HST/ACS images of approximately singleorbit depth. At a relatively bright magnitude V 606,auto = 25, where the contribution from measurement noise is small, S18 estimate σ = 0.306 for a V 606 − I 814 < 0.3 colour-selected sample. This is significantly larger than the K s -measured σ at bright magnitudes (Eq. 16).
Comparison to HST/ACS weak lensing shear estimates
To cross-check our HAWK-I shear estimates we compared these to measurements from overlapping HST/ACS observations (see Sect. 3.3). For the ACS catalogue generation we employed the same basic KSB+ implementation as for the HAWK-I shape measurements (see Sect. 4.1), but additionally included the principal component PSF interpolation from Schrabback et al. (2010) (building on Jarvis & Jain 2004 ) and the PSF model calibration and shape weighting scheme from S18. For the central ACS pointing, the weak lensing catalogue generation has also been described in Hoag et al. (2015) .
When comparing shape measurements obtained with different resolution and/or in different band passes, a direct comparison of ellipticity estimates is not an adequate metric, as the spatial distribution of the light emission may not be identical and different effective radial weight functions are used. This is underlined by the indications we find for a significantly lower intrinsic ellipticity dispersion for the analysis based on K s imaging com- Fig. 10 . RGB colour image of the central 4 × 4 of RCS2 J2327 created from the VLT/HAWK-I K s best-seeing stack and the HST/ACS F814W and F435W images. The contours indicate the weak lensing convergence reconstruction starting at κ 0 = 0.04 in steps of ∆κ = 0.04 with the peak indicated by the white hexagon. The magenta star, red square, and cyan circle indicate the locations of the BCG, the peak in the X-ray emission, and the strong lensing centre from Sharon et al. (2015) , respectively. pared to ACS optical imaging (see Sect. 4.8) . Nevertheless, what should be consistent is the estimated reduced tangential cluster shear profile when a matched catalogue with identical weights is used. This is shown in Fig. 9 , where we employ the HAWK-I+LBC colour selection and uniform weights for the galaxies in the matched HAWK-I and ACS ellipticity catalogue. As the difference in the reduced shear estimates g t HAWK−I − g t ACS is consistent with zero, we conclude that the HAWK-I and ACS measurements are fully consistent within the current statistical uncertainty.
Cluster weak lensing results
Mass reconstruction
We reconstructed the convergence (κ) distribution of RCS2 J2327 on a grid, using an improved version of the Kaiser & Squires (1993) formalism, which applies a Wiener filter as described in McInnes et al. (2009) and Simon et al. (2009) , and as further detailed in S18. Given the mass-sheet degeneracy we cannot constrain the average convergence in the field of view. We fixed it to zero, which is adequate for large fields of view, but likely leads to an underestimation for our data. This uncertainty is however not a concern for our analysis as we use the mass reconstruction only for illustration and consistency checks regarding the location of the cluster centre. Given the high cluster mass we apply an iterative reduced-shear correction (e.g. Seitz & Schneider 1996) based on the κ distribution from the previous iteration. Fig. 10 shows contours of the resulting reconstruction starting at κ 0 = 0.04 in steps of ∆κ = 0.04, with a peak value κ max = 0.347.
To estimate the peak significance we apply the same reconstruction algorithm to noise catalogues generated by randomising the ellipticity phases. Dividing the reconstruction from the real data through the r.m.s. image of the noise reconstructions we estimate a 10.1σ peak significance. In Fig. 10 the contours are overlaid on an RGB colour image based on the HAWK-I K s and the ACS F814W and F435W images, with indications of the BCG, as well as the strong lensing centre and the peak of the X-ray emission from Sharon et al. (2015) . The peak of the weak lensing κ-reconstruction at (α, δ) peak = (351.86594, −2.07626) deg is constrained to (∆α, ∆δ) peak = (3 . 2, 5 . 7) as estimated by bootstrapping the source catalogue, making it consistent with the locations of the BCG, X-ray centre, and strong lensing centre (see also Fig. 11 ) within ∼ 1σ.
Reduced shear profile analysis and mass constraints
Weak lensing measurements can provide non-parametric estimates of projected cluster masses via the aperture mass statistic (e.g. Hoekstra et al. 2015) if the lensing signal is measured well beyond the cluster virial radius. As the HAWK-I field of view does not provide such a large radial coverage for RCS2 J2327, we instead have to rely on model fits of the cluster tangential reduced shear profile to constrain the cluster mass. This effectively breaks the mass-sheet degeneracy discussed in Sect. 5.1. In practise, such idealised mass sheets are related to correlated and uncorrelated large-scale structure projections. The net impact of such projections for weak lensing mass estimates is additional scatter, as computed and discussed below.
We show the tangential reduced shear profile of RCS2 J2327 as a function of separation from the strong lensing centre 8 (see Sect. 4.6) as estimated from our HAWK-I+LBT catalogue in (2015) based on deep CFHT weak lensing measurements, scaled to the same β and excluding points at small radii that are not included in their fit. Sharon et al. (2015) also incorporate measurements at larger radii that are not shown here. Fig. 12 . We fit these data using reduced shear profile predictions from Wright & Brainerd (2000) assuming a spherical NFW density profile (Navarro et al. 1997) . We only consider radii in the range 500 kpc < r < 1.6 Mpc. At smaller radii the measured tangential reduced shear exceeds the regime tested in the weak lensing image simulations (see Sect. 4.1). At larger scales the azimuthal coverage gets increasingly incomplete.
The weak lensing data alone cannot constrain the cluster concentration c 200c sufficiently well, which is why we revert to results from numerical simulations. Using a suit of simulations, Diemer & Kravtsov (2015) provided a well-calibrated prescription to compute the expected mean halo concentration as a function of mass, which would be adequate for a general cluster. However, the X-ray analysis from Sharon et al. (2015) indicated that RCS2 J2327 is a fairly relaxed cluster, which is why, on average, a higher concentration should be expected than for a general cluster. Neto et al. (2007) investigated the difference in structural parameters for relaxed versus general simulated dark matter haloes at redshift z = 0. They find that haloes at the mass-scale of RCS2 J2327 have on average larger median concentrations compared to general haloes by a factor 1.16. Assuming that this factor also holds at higher redshifts, we conducted a two-step fit for RCS2 J2327: first, we fit the data assuming the concentration-mass relation from Diemer & Kravtsov (2015) , yielding a best-fit cluster mass that corresponds to a mean c 200c,D15 = 4.4. Based on the results from Neto et al. (2007) we then repeated the fit assuming a larger concentration biased high (e.g. Dietrich et al. 2012) . However, this would likely be a minor effect given our very high-significance detection. 
taking the same sources of uncertainty into account. The sensitivity to the uncertainty in the concentration is lower for M 500c (3% relative uncertainty) than for M 200c (5% relative uncertainty). While the weak lensing data cannot constrain the radii corresponding to the considered overdensities ∆ separately, we list the best-fitting values r 200c = 2.03 Mpc and r 500c = 1.34 Mpc given the assumed concentration to simplify possible mass comparisons in future studies.
Our assumptions regarding the concentration-mass relation are also consistent with recent findings from the CLASH project (Postman et al. 2012) . In particular, the constraints derived by Umetsu et al. (2016) on the concentration-mass relation of massive clusters using combined strong lensing, weak lensing, and magnification measurements are fully consistent with the Diemer & Kravtsov (2015) relation, which we use as a basis to estimate the mean concentration for a general cluster population as function of mass and redshift. Meneghetti et al. (2014) found a higher average concentration for simulated clusters with regular X-ray morphologies resembling a subset of the CLASH clusters, similar to the results from Neto et al. (2007) for relaxed haloes. While most CLASH clusters are at significantly lower redshifts compared to RCS2 J2327, limiting a direct comparison, there are two CLASH clusters with a similar or higher redshift (MACS J0744+39 and CL J1226+3332). For these clusters Merten et al. (2015) estimated concentrations c 200c = 4.1 ± 1.0 and c 200c = 4.0 ± 0.9, respectively, in reasonable agreement with the simulation-based priors assumed in our analysis.
For a pure lensing signal the 45 degrees-rotated crosscomponent, shown as the open circles in Fig. 12 , should be consistent with zero. The measured signal appears to be slightly negative, with a significance at the 1.9σ level when all data points at r > 1 Mpc are considered. This could possibly indicate the presence of residual systematics, for example from incomplete PSF anisotropy correction, which is typically referred to as additive shape measurement bias. While our employed basic KSB+ implementation was among the methods with the lowest additive biases in the blind test analysis from Heymans et al. (2006) , there are simplifying assumptions in the KSB+ approach that may break down for complex PSFs (e.g. Kaiser 2000) . As a sensitivity test to investigate if this can have a significant impact on our analysis, we artificially doubled the level of the PSF anisotropy correction. This reduces the significance of the negative cross-component to 1.1σ, but has only a very minor +2.7% impact on the estimated cluster mass. Compared to the statistical Sharon et al. (2015) , showing various estimates for the enclosed spherical mass of RCS2 J2327 as function of radius. The stars-shaped data points show our weak lensing measurements, recomputed for Ω m = 0.27 and Ω Λ = 0.73 as assumed by Sharon et al. (2015) . The thick (thin) error bars correspond to our combined statistical and systematic uncertainty without (with) including an additional ∼ 20% intrinsic scatter from cluster triaxiality and correlated large-scale structure. The green squares show SZ mass estimates from Hasselfield et al. (2013) . The other mass measurements are described in Sharon et al. (2015) and were derived from Magellan spectroscopic, Chandra X-ray, SZA Sunyaev-Zel'dovich, and CFHT wide-field weak lensing observations, as well as richness measurements, where points with dashed error bars indicate extrapolated results. The shaded grey region shows the 1σ range of spherical NFW mass profiles Sharon et al. (2015) fit to the spherical mass estimates indicated with thick circles.
uncertainty we conclude that possible PSF anisotropy residuals are therefore of no concern for our current study. Potential future investigations with larger samples will be able to test for possible residual systematics with a higher sensitivity. If detected, such analyses could revert to alternative shape estimation techniques, which do not rely on simplifying assumptions regarding the PSF (e.g. Melchior et al. 2011) . −0.27 (stat.) ± 0.12(sys.) is fully consistent with this previous measurement, but provides a constraint that is three times tighter. The major increase in sensitivity is also visible in Fig. 12 , where the estimated tangential reduced shear profiles of the two studies scaled to the same β are compared. While the CFHT results are noisier, they agree well for scales 1 Mpc r 1.7 Mpc. However, at smaller radii the rescaled estimate from Sharon et al. (2015) is significantly lower than our estimated reduced shear profile. This may be a consequence of the colour selection scheme employed in Sharon et al. (2015) , which yields only a partial removal of cluster galaxies and therefore needs to be complemented with a contamination correction, thereby introducing additional uncertainties especially at smaller radii. Sharon et al. (2015) also included measurements at larger radii, which are not probed by our HAWK-I observations. We can also compare our weak lensing cluster mass constraints with mass estimates derived by Sharon et al. (2015) and Hasselfield et al. (2013) using other techniques. In particular, we compare to SZ and dynamical mass estimates, as they probe the cluster mass distribution at similar scales as the weak lensing signal. The dynamical mass constraints tend to be higher, for example M 200c /(10 15 M ) = 2.9
Comparison to results from previous studies
+1.0 −0.7 from a caustics analysis, but are still consistent with our measurements. There is a noticeable spread in the SZ-derived mass constraints for the cluster. Sharon et al. (2015) estimated a mass M 500c /(10 15 M ) = 0.85 ± 0.11 based on scaling relations from Andersson et al. (2011) or M 500c /(10 15 M ) = 0.89 ± 0.08 when employing the method from Mroczkowski (2011) . Hasselfield et al. (2013) obtained a similar mass estimate M 500c /(10 15 M ) = 0.94 ± 0.15 when assuming universal pressure profiles, but higher masses when assuming other scaling relations or models, for example M 500c /(10 15 M ) = 1.49 ± 0.30 based on dynamical masses from Sifón et al. (2013) . Our derived constraint M 500c /(10 15 M ) = 1.52
−0.17 (stat.) ± 0.09(sys.), when assuming the same cosmology as Sharon et al. 2015 , agrees well with the latter SZ results. We note that our mass constraint assumes a spherical NFW mass model. Cluster triaxiality and correlated large-scale structure can introduce an additional 20% intrinsic scatter in comparison to the 3D halo mass (compare e.g. Becker & Kravtsov 2011) . Likewise, there is intrinsic scatter between the 3D halo mass and SZ-inferred mass estimates. Fig. 13 compares our results to the mass estimates from Sharon et al. (2015) and Hasselfield et al. (2013) , where we show error bars for our constraints both with and without including intrinsic scatter.
Our analysis confirms that RCS2 J2327 is one of the most massive clusters known in the z 0.7 Universe. Its largest rival is likely ACT-CL J0102−4915 (Menanteau et al. 2012) , for which existing weak lensing measurements indicate a possibly higher mass, but here the uncertainties are increased because of the complex merger geometry (compare S18; Jee et al. 2014 ). Comparing our improved mass constraints for RCS2 J2327 with the analysis from Buddendiek et al. (2015) we conclude that the existence of RCS2 J2327 does not pose a significant challenge to standard ΛCDM predictions.
Weak lensing performance: HAWK-I versus ACS
A primary goal of this study is to investigate whether our experimental set-up, which employs shape measurements in highresolution ground-based K s images and a g − z versus z − K s colour selection, can provide a viable alternative to mosaic HST observations for the weak lensing analysis of massive galaxy clusters at moderately high redshifts. For this we compare our results to the study from S18, as summarised in Table 1 . In their work, S18 measured shapes in 2 × 2 ACS F606W mosaics with single-orbit depth per pointing using the same underlying KSB+ implementation employed here. These authors applied a V 606 − I 814 < 0.3 colour selection (for clusters at 0.6 z l 1.0). Here we consider only the case of adequately deep data for the colour selection as provided e.g. by the ACS F814W imaging in S18. While the ACS background-selected source density is higher by a factor 1.85, this advantage is almost completely cancelled by the larger σ ,eff and slightly lower β for the ACS catalogue (quoted numbers assume a cluster at z l = 0.7), yielding very similar weak lensing sensitivity factors f (see Eq. 8) with f HAWK−I / f ACS = 0.95. Hence, our HAWK-I+LBC set-up provides a nearly identical weak lensing sensitivity as the ACS set-up employed by S18.
An important reason for the good performance of the HAWK-I+LBC set-up is given by the lower effective ellipticity dispersion σ ,eff found for the colour-selected HAWK-I shear catalogue (see Sect. 4.8) . In part this may be due to differences in the selected galaxy populations. But even for galaxies that would be included in both the HAWK-I and the ACS selection schemes we expect that the K s -based shape measurements yield a lower intrinsic ellipticity dispersion as they primarily probe the smoother and typically rounder stellar component. In contrast, probing rest-frame UV wavelengths, the optical ACS imaging primarily shows clumpy star-forming regions, yielding more irregular shapes with a larger ellipticity dispersion. For illustration we compare the HAWK-I K s images for some of the galaxies in our weak lensing catalogue to their counter parts in ACS F814W images in Fig. 14. For example, the second but last galaxy shown in rows three and four exhibits a small light-emitting region in the ACS image likely constituting a compact star-forming region, which is spatially offset compared to the centre of the stellar light distribution visible in the K s image.
In addition to the statistical performance we also have to compare the systematic uncertainties associated with both approaches, which is particularly relevant when considering future studies of larger samples. For this we ignore mass modelling uncertainties, as they are essentially identical for both approaches given the similar radial coverage, and given that they can be improved via simulations (e.g. see the discussion in S18). Residual shape measurement biases are in principle expected to be lower for the ACS-based analysis given the higher resolution (e.g. Massey et al. 2013 ). However, we expect that shape measurement biases will not be a limiting systematic for the analysis of future large weak lensing follow-up programmes of massive high-z clusters. Any such programme that is realistically conceivable in the next few years will have statistical uncertainties at the several per cent level, which is why systematic error control at the ∼ 1% level suffices (see also Köhlinger et al. 2015) . With advanced shape measurement techniques, this level of accuracy has already been demonstrated for cosmic shear measurements (e.g. Fenech Conti et al. 2017) , while Bernstein et al. (2016) even achieve a further order of magnitude improvement on simplified simulations. Additionally, Hoekstra et al. (2015 Hoekstra et al. ( , 2017 demonstrate how image simulations can be employed to calibrate shape measurement techniques for the impact of real survey effects for next generation cosmic shear experiments. What is currently still missing is the calibration of shape measurement algorithms in the stronger shear regime of clusters (see e.g. LSST Dark Energy Science Collaboration 2012), but such efforts are already well underway (e.g. Hernández-Martín et al. in prep.) .
This leaves the final and most relevant source of systematic uncertainty, which is the calibration of the source redshift distribution and estimation of β . Combining the various relevant contributors to this uncertainty in S18, the current systematic uncertainty on β amounts to ∼ 2.6% for the ACS-based analysis. For comparison, the systematic effects considered in Sect. 4.5.3 yield a smaller combined systematic uncertainty on β for the HAWK-I-based analysis of ∼ 0.7%. One of the reasons for this low systematic uncertainty is the availability of NIR-selected reference samples with deep high-quality redshift information. In particular in the 3D-HST reference sample effectively ∼ 71% of the colour-selected galaxies at the relevant HAWK-I+LBC analysis S18-like ACS analysis (with full-depth colour selection) Shapes from (total duration) VLT/HAWK-I K s ( 7 h) HST/ACS F606W 2 × 2 mosaic (4 orbits 6.3 h) For colours (total duration) LBT/LBC g + z ( 2 h) HST/ACS F814W mosaic ( 6.3 h) or 8m-class i band ( 2 h) Notes. -1 : This corresponds to the F814W/i-band imaging that would be needed to apply the colour selection for the full depth of the shape catalogue to reach the source density n gal . 2 : S18 reach this average source density for a colour selection including F814W imaging and clusters at z l ≤ 1.0. At higher cluster redshifts a more stringent colour selection reduces the source density. depth have a spectroscopic or HST/WFC3 grism redshift when taking our source magnitude distribution and weights into account (see Sect. 4.3.2) . Comparably deep and complete spectroscopic reference samples do not yet exist for the deep optically selected ACS weak lensing data sets (but samples are increasing, see e.g. Le Fèvre et al. 2015) . In S18 a significant contribution to the systematic uncertainty related to the β estimate comes from the correction for catastrophic redshift outliers. These incorrectly scatter from the high-z source population into a low-z contamination sample, which cannot be removed with the colour selection scheme from S18. The gzK s selection applied in our current study does not suffer from such a low-z contamination, and is therefore affected less by catastrophic redshift outliers.
There are further advantages of the HAWK-I+LBC-based analysis. The chosen default colour selection scheme can be applied out to a higher maximum cluster redshift z l,max = 1.1 (instead of z l = 1.0 for the V 606 − I 814 < 0.3 ACS colour selection scheme), which can possibly be extended to z l,max 1.2-1.3 (instead of z l = 1.15 for the ACS-based analysis) with more stringent colour selection criteria (compare Figures 5 and 6 ). The HAWK-I+LBC-based colour selection also yields a better sup-
