Conventional online education platforms implement a combination of static and PTZ (Pan-Tilt-Zoom) cameras which are not only costly but also require operators and high computational power. In this paper, we establish a real-time face tracking system based on a single PTZ camera with automatic operation as a cost effective solution. The proposed system takes into account the camera movement and network delays in the tracking algorithm design while maintaining cost and flexibility in practical implementation.
INTRODUCTION
Over the past 10 years, students taking online courses continue to expand at a larger rate compared to the growth of overall enrollments in higher education [1] . Distance education not only broadens the audience to students in remote locations to access courses at their own convenient time but also encourages participation and interaction which is vital to the effectiveness of education [2] . However, limitations of current online educational systems are subject to costly hardware equipment due to implementing multiple cameras [3, 4, 5, 6, 7] , high computational power to process complex algorithms or protocols [6] , and operators to control the camera [8] .
The key component used within conventional tracking systems is the object/face detection technique that enables object tracking based on a combination of static and PTZ cameras. Kang et al. [9] use a mosaic technique to detect objects based on intensity values but requires multiple cameras and algorithms to constantly update or substitute with pre-defined images of the entire field of view. Amnuaykanjanasin et al. [10] determine the face within the input image by implementing background subtraction and estimate the 3-dimensional position but the technique is not accurate enough to identically track object movements. Varcheie and Bilodeau [5] apply motion detection, region sampling, and color appearance, but low frame rate and large displacements in the image plane are needed for successful tracking. In other cases, systems in [11, 12] introduce real-time face detection with a separate tracking algorithm based on an object detector from OpenCV.org but encounter movement delay due to camera and network delays and loses faces due to a narrow field of view.
Our proposed system targets to reduce the required cost with minimal and universal hardware components and eliminates the need of a separate operator. The focus of attention regarding performance are 1) the reaction time of the camera being short enough to continuously keep pace with the targeted subject in real-time, 2) the motion of the camera being at most equivalent with an actual person operating the camera with a smooth and natural motion, and 3) the performance of the system to be competitive compared to conventional systems.
PRELIMINARIES 2.1. Framework
Prior to establishing the proposed system, the functionality of real-time tracking has been verified by realizing existing methods and algorithms based on the object/face detection technique. Fig. 1 depicts the framework of the system comprised with preliminary components, where detection and tracking is performed based on a single PTZ camera and a computer unit. 
Hardware requirements
A UV83 PTZ conference camera is locally connected to the computer through a cable which has an 8-pin mini DIN port and a DB9 serial communication port on each end. RS232 is adapted as the communication protocol due to the advantage of transmitting and receiving data simultaneously. The video capture card, embedded with a TW6816 chip, is installed within the computer unit to receive the CVBS video image format from the PTZ camera in the form of a bit stream. Although the CVBS signal is the lowest quality video format which also suffers from cross color artifacts, it is the most commonly used analog video interface which is capable of connecting most consumer video equipment.
Software requirements
The software application is programmed in C++ with Microsoft Visual Studio.
Detection process
The detection process consists of a series of steps to perform detection on each frame as shown in Fig. 2 . The process takes advantage of the face detector provided by the OpenCV library [13] commonly known as the Viola-Jones face detector [14] or the Haar classifier [15] . A classifier is initially loaded which contains information of the Haar features used for detection while each frame is acquired from the memory and stored in a matrix format. Image preprocessing transforms the input image in RGB color to a grey scaled image which improves the accuracy of detection by reducing the impact of unconstrained illumination and histogram equalization, ideally, maps the initial distribution of intensity values to a uniform distribution to create a balanced histogram. Feature extraction and selection applies the classifier and identifies the most likely match of the face within the input image using Haar features which are a combination of black and white rectangles. Among the classifiers distributed by the OpenCV library, existing research [16] indicates that the haarcascade_frontalface_alt2 classifier produces the most promising result regarding processing speed and accuracy.
Tracking algorithm
For each frame, the tracking algorithm initially updates the current position and the projection size of the face within the display screen. The PTZ camera shifts to position the subject in the center region with the panning/tilting features and maintains the projection size of the subject according to the defined range with the zooming feature as depicted in Fig. 3 . The methodology depicted in Fig. 3 solely focuses on the signal flow regarding the tracking algorithm.
The algorithm initiates tracking only when there is one center point which is equivalent with one face detected within the FOV (Field of View); no tracking action is taken for the current frame if more than one faces are detected. The center point of the face is used as reference to track the subject by calculating half the width and half the height of the rectangular box placed over the face. Similarly, the zooming feature accesses the width or height to calculate the projection size. Whilst existing algorithms implement eight directions [17] to control the camera movement, our proposed system only processes left, right, up, and down to reduce complexity. 
PTZ camera controller
Each movement of the camera is controlled by a command in the form of a single packet consisting of 3 to 16 bytes. To ensure each command is properly transmitted and executed, an ACK (Acknowledgement) signal is transmitted back to the controller as shown in Fig. 4 . In the case of executing more than two commands, the command queue is possible to overflow and eventually ignore later commands unless the ACK signal is transmitted back to the controller in a timely manner [18] . 
PROPOSED SYSTEM 3.1. Framework
The proposed system is developed to be part of online education platforms as shown in Fig. 5 . While retaining the framework established with the preliminary components in Fig. 1 , we introduce an encoder to process high definition images.
Hardware requirements
A BLM-500BH IP PTZ camera is used to distribute access through the internet in place of the preliminary camera, UV83 PTZ conference camera, where the specifications are compared in Table 1 .
A DB9 to USB cable is integrated to not only utilize the USB port as an additional connection option but also preserve the DB9 serial communication port while maintaining the RS232 communication protocol. Essentially, the DB9 to USB cable is acts as a convertor to connect to the preliminary 8-pin mini DIN to DB9 cable.
To support HD-SDI and HDMI high definition video images, the IP71 encoder is introduced to the proposed system. The encoder is embedded within a LeC200 multiinterface encoding video capture system which compresses the video image format received from the camera and transmits the video bit stream to the computer. A video decoder associated within the software application decompresses the bit stream in order to perform detection and tracking. 
Software requirements 3.3.1. Connection
Contrast to the preliminary system in Fig. 1 , access to the input video image sequences is obtained through an Ethernet cable with a distinguished UDP (User datagram protocol) address paired with an IP address in real-time. UDP is preferred over the commonly used TCP (Transmission control protocol) to provide fast transmission speed due to the absence of error correction and flow control [19] .
Video decoder
To decode the compressed stream of the input video images, the open source VLC player library is implemented as a basis. The video decoder initially reads the container format and passes it through the decoders to decompress the stream transmitted from the encoding video capture system then performs the detection process for each frame.
Detection process
The proposed system includes an additional upper body detector to the initial face detector to increase the detection rate. The upper body detector does not require access to the full frontal view of the face as the face detector, which increases the possibility of detection when the face detector fails. To secure the speed of detection, head&shoulder detection is performed only when the face detector fails in a frame rather than processing both detectors simultaneously.
Tracking algorithm
The tracking algorithm of the proposed system improves the preliminary algorithm by modifying the center region of the display screen and the desired projection size according to the choice of the input video image resolution. Rather than fixed at a particular size, the center region and the desired projection size changes accordingly as the resolution of the input video image is chosen between 640x360 or 1280x720 pixels.
The speed of each movement is adjusted as well by comparing the difference between the current and previous position of the subject. The speed of each movement increases when the difference of consecutive center points is larger than a certain degree and decreases back to the default speed in any other case.
In situations where detection fails by losing the subject while zoomed in, the camera gradually zooms out from the current state to search the premises. This methodology resolves the situation of losing the subject with a narrow field of view.
SYSTEM TEST RESULTS AND DISCUSSIONS
The system comprised with preliminary components has been tested on a desktop with an Intel Core 2 Duo 3.16 GHz processor. Each camera movement was processed in approximately 50ms and at an average frame rate of 22 frames per second with frames of 720x576 pixels. Our proposed system has been evaluated on a laptop with an Intel Core i5 2.5 GHz processor. The performance improved by processing each camera movement in approximately 25ms and operating at an average frame rate of 25 frames per second as shown in Table 2 . Both systems proposed in this paper are compared with conventional systems [6, 7, 20, 21, 22, 23] in Table 3 which concentrates on the performance using minimal equipment as intended. The proposed system which accompanies a single PTZ camera with moderate computational power, performs detection and tracking on HD video images in realtime at approximately 25 frames per second.
The performance of the additional upper body detector is demonstrated in Fig. 6 . The proposed system continues to successfully track the subject with the additional detector included as the face detector fails without the full frontal view of the face. A lecture is in session as a demonstration in Fig. 7 , where the instructor is free to walk in any direction and speed in front of the blackboard. The tracking algorithm updates the position and controls the camera according to the movement of the subject in real-time. Whenever the face is positioned in the center region, the zooming feature changes the size of the projection of the face to the intended one. As the system instantly loses the subject, the camera progressively zooms out from the current state to search the premises. Eventually, the zooming feature returns to the default state and tracking is re-initiated by detecting the subject again.
The proposed system expanded the connection availability options by integrating the USB port but still preserved the DB9 serial communication port as a connection option. In addition, the software application of the proposed system deliberated on the capability of processing video image formats from low quality formats such as CVBS to high definition SDI as well. Finally, an upper body detector was included to assist the initial face detector to improve the detection rate when the full frontal view of the face was not available. 
CONCLUSION
A configuration of an automatic real-time face tracking system is proposed in this paper. The proposed system is considered as a cost-effective solution for online education platforms which performs competitively compared to costly conventional systems. The main contribution of this paper are the low-cost and flexibility in implementation, namely, mobility. Simulation results show that the proposed system minimizes the reaction time of the camera regarding movement to provide a smooth and natural motion regarding the transition between movements.
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