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Abstract
A harmonic surface mapping algorithm (HSMA) is presented for accurately solving the linearized
Poisson–Boltzmann equation for a dielectric sphere immersed in electrolytes. By introducing an
auxiliary spherical surface, we formulate the electrostatic reaction potential into the sum of image
charges and a local spherical harmonic expansion. Green’s second identity is further used to
transform the local expansion into an integral on the auxiliary surface. Finally, we apply the
Fibonacci integration scheme to discretize the surface integral, which again becomes a sum of
discrete image charges. Combined with the fast multipole method, our algorithm allows fast and
accurate simulation for a dielectric sphere immersed in electrolytes. We demonstrate the accuracy
and efficiency of our algorithm through a few concrete numerical examples. We also examine
the challenging case of a source charge very close to the dielectric interface, where the method
still converges very well owing to the analytical resolving of singularity with the image charges.
Thus, our method provides an attractive way for large-scale simulations of charged particles in
electrolytes.
∗Electronic address: zecheng@umich.edu
†Electronic address: xuzl@sjtu.edu.cn
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I. INTRODUCTION
Electrostatic effect is ubiquitous in nature, and have caught much attention in theo-
retical and numerical investigations of charged biomolecular systems [1–3]. Specifically,
accurate representation of the electrolyte solvent is essential for modeling and simulations
of biomolecules, which have aroused widespread concern up to the present [4–10].
The explicit solvent model [11, 12], where the solvent is represented explicitly with dis-
crete ions and water molecules, provides accurate description of the solvent. However, its
application becomes limited due to the expensive computational cost. The implicit sol-
vent model [13–16] replaces the atomic details of the solvent with a dielectric continuum, by
taking the so-called mean-field approximation of the electrolyte solvent. Such model can dra-
matically save the computational cost, but the detailed electrostatic interaction between the
water molecules/ions and the biomolecule is ignored. An alternative that taking advantage
of both models is the hybrid explicit/implicit model [17, 18]. The hybrid model introduces a
spherical cavity which encloses the biomolecule together with its nearby surrounding solvent.
Inside the spherical cavity, both the solute and solvent are modeled explicitly, while in the
bulk region away from the biomolecule, the solvent is treated implicitly using the linearized
Poisson–Boltzmann (LPB) equation [19–22]. The hybrid model can accurately model the
solvent-solute interaction near the bimolecular surface, and also significantly reduce the de-
gree of freedom in molecular simulations. However, after introducing the spherical cavity,
one needs to numerically solve for the reaction potential inside the cavity due to the implicit
solvent outside. Thus for the hybrid model, it is very important to improve the performance
in solving the LPB equation in the presence of a dielectric spherical interface.
To solve the reaction potential for such hybrid model, several methods have been pro-
posed. Kirkwood derived the analytical solution of the reaction potential, i.e., the Kirk-
wood series expansion [23, 24]. However, for large-scale simulations, the performance of
this method is not satisfactory due to the slow convergence of the series when ions are
close to the interface. A more efficient approach is to combine the analytical image charge
method [25, 26] with the fast multipole method (FMM) [27–30]: a high-order accurate image
charge method has been developed over recent years [31, 32], which has been successfully
applied to multi-scale Monte Carlo simulations of monovalent electrolyte [33].
In this paper, we extend a recently proposed new method, namely, the harmonic surface
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mapping algorithm (HSMA) [35] for solving the LPB equation for a dielectric sphere in elec-
trolytes. The HSMA has recently been proposed for fast Coulomb summation, but not yet
applied in the hybrid model. The idea of the HSMA is to transform the Kirkwood expansion
solution into a surface integral on an auxiliary surface. Applying the high-order Fibonacci
integration scheme, the surface integral will be discretized into a sum of image charges.
Further combined with FMM, the reaction potential can be calculated both accurately and
efficiently with O(N) complexity. Our numerical results demonstrate that the HSMA can
achieve much higher accuracy than the Kirkwood series expansion given the same truncated
expansion order p. We also examine the challenging case of a source charge very close to
the dielectric interface, where the HSMA still converges very well owing to the analytical
resolving of singularity with the image charges. Thus we expect the HSMA to be a very
useful tool in large-scale simulations of physical/biological systems under the hybrid model.
The rest of the paper is organized as follows. We describe the model and derivation of the
HSMA in Sec. II. The resulting algorithm, its computational complexity and error analysis
are summarized in Sec. III. Then numerical results are given in Sec. IV, where the accuracy
and efficiency performance are demonstrated through a few concrete examples. Finally, our
conclusion and future works are summarized in Sec. V.
II. METHOD
A. Model and mathematical formulations
Consider a set of N point sources locating at xi = (ri, θi, φi) inside a spherical domain
Ω1 ∈ R3, each carrying charge qi, while the outside solvent domain Ω2 is modeled as a
dielectric continuum, as is illustrated in Fig. 1. Then for the hybrid model, the electrostatic
potential at x = (r, θ, φ) satisfies
−∇ · ε1∇Φ1(x) = 4pi
N∑
i=1
qiδ(x− xi), in Ω1, (1)
−∇2Φ2(x) + κ2Φ2(x) = 0, in Ω2, (2)
where Φ1(x) and Φ2(x) are the electrostatic potential in Ω1 and Ω2, which satisfy the elec-
trostatic interface conditions at ∂Ω1:
Φ1 = Φ2, ε1
∂Φ1
∂r
= ε2
∂Φ2
∂r
, for x ∈ ∂Ω1. (3)
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FIG. 1: 2D schematic illustration for a dielectric sphere immersed in an electrolyte. Ω1 is
the inside domain of the dielectric sphere, which contains explicit source charges. Ω2 is the
exterior domain, where the solvent is described as a dielectric continuum. The dashed
surface ∂Ωτ is an auxiliary surface enclosing Ω1. In the HSMA, the reaction potential due
to the continuum solvent outside ∂Ωτ is represented by point/dipole images locating on it.
Note that ε1, ε2 are the dielectric constants in Ω1 and Ω2, respectively. κ is the inverse Debye
length, κ = (4pilB
∑
j λjz
2
j )
1/2, where index j runs over all the ion species, and λj and zj are
the bulk concentration and valence of the jth ion species. lB is the solvent Bjerrum length,
lB = 7.14A˚ for water at room temperature. The far-field boundary condition is Φ2 → 0 as
r →∞.
B. Kirkwood series expansion revisited
We first revisit the Kirkwood series expansion [23, 24] for solving Eqs. (1)–(3). The
potential Φ1 inside Ω1 can be written as the sum of two contributions,
Φ1(x) = ΦCoul(x) + ΦRF(x), (4)
where ΦCoul is the Coulomb potential due to the point source charges,
ΦCoul(x) =
N∑
i=1
qi
4piε1|x− xi| . (5)
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One can further expand the Coulomb potential using spherical harmonics [36], obtaining
the following expression for ΦCoul:
ΦCoul(x) =
N∑
i=1
∞∑
n=0
n∑
m=−n
qi
(2n+ 1)ε1
rn<
rn+1>
Y m∗n (θi, φi)Y
m
n (θ, φ), (6)
where r<(r>) is the smaller (larger) value between ri and r, and Y
m
n (θ, φ) is the spherical
harmonic function of degree n and order m. Note that the superscript * denotes complex
conjugate. The second contribution ΦRF is the reaction potential due to the exterior contin-
uum solvent. Since ΦRF is a harmonic function, it can also be expanded in terms of spherical
harmonics,
ΦRF(x) =
∞∑
n=0
n∑
m=−n
Amn r
nY mn (θ, φ), (7)
where Amn are the undetermined expansion coefficients.
Analogously, the potential Φ2 in the exterior region Ω2 can also be expanded as,
Φ2(x) =
∞∑
n=0
n∑
m=−n
Bmn kn(κr)Y
m
n (θ, φ), (8)
where Bmn are unknown coefficients and kn(·) is the modified spherical Hankel function of
order n, defined as [37]:
kn(µ) =
pie−µ
2µ
n∑
l=0
(n+ l)!
l!(n− l)!
1
(2µ)l
. (9)
Now since both Φ1 and Φ2 are expanded using spherical harmonics, we can further substi-
tute Eqs. (4)–(8) into the interface conditions Eq. (3) to solve for the unknown coefficients
Amn and B
m
n . By the orthogonality of the spherical harmonics, we obtain the following
expressions for Amn and B
m
n ,
Amn (µ) =
ε(n+ 1)Sn(µ) + 1
εnSn(µ)− 1
N∑
i=1
qi
(2n+ 1)ε1R
Y m∗n (θi, φi)
rnK,i
, (10)
Bmn (µ) =
ε(2n+ 1)
εnkn(µ)− µk′n(µ)
N∑
i=1
qi
(2n+ 1)ε1R
(ri
R
)n
Y m∗n (θi, φi), (11)
where rK,i is the so-called Kelvin image point, defined as rK,i = (R/ri)
2xi, and ε = ε1/ε2,
µ = κR and Sn(µ) =
kn(µ)
µk′n(µ)
.
Finally, it is worth noting that Sn(µ) has the following asymptotic approximations, as
µ→∞ [32, 38],
Sn(µ) = − 1
n+ 1 + µ
+O( 1
µ2
), µ→∞, (12)
5
and as µ→ 0,
Sn(µ) = − 1
n+ 1 + µ
+O(µ), µ→ 0, (13)
thus the formula gives correct leading-order asymptotics for both low and high concentrations
of the electrolytes. With the asymptotic formulas, the reaction potential can be further
simplified into an image charge expression, which will be described in Sec. II C.
C. Image charge representation
In this section, we derive an image charge representation for the reaction potential. First,
consider the expansion coefficients of Amn (µ) in Eq. (10), denoted here as Mn(µ):
Mn(µ) =
ε(n+ 1)Sn(µ) + 1
εnSn(µ)− 1 . (14)
By substituting the asymptotic formula (i.e. Eq. (12)) into Eq. (14), Mn(µ) can be decom-
posed into three parts:
Mn(µ) = γ +
δ¯
n+ σ
+ M̂n(µ), (15)
where
γ =
ε− 1
ε+ 1
, σ =
1 + µ
1 + ε
, δ¯ = γ(1− σ)− µ
1 + ε
, (16)
and
M̂n(µ) = Mn(µ)− γ − δ¯
n+ σ
. (17)
Note that M̂n(µ) consists of higher-order terms in the asymptotic expansion, which vanishes
as n→∞.
Next, substitute Eq. (15) into Eqs. (7) and (10), and further apply the following identity,
δ¯
n+ σ
= rn+σK,i
ˆ ∞
rK,i
δ¯
xn+σ+1
dx, (18)
which is valid for all n > 0 with σ > 0. We arrive at the following expression for the reaction
potential ΦRF as the sum of Kelvin images, line image densities, and a spherical harmonic
expansion which can be regarded as a higher-order correction term:
ΦRF(x) =
N∑
i=1
qiγrK,i
4piε1R|x− rK,i|︸ ︷︷ ︸
Kelvin images
+
N∑
i=1
ˆ ∞
rK,i
qiδ¯ (t/rK,i)
−σ
4piε1R|x− t|dt︸ ︷︷ ︸
Line image densities
6
+
N∑
i=1
∞∑
n=0
n∑
m=−n
qi
(2n+ 1)ε1R
(
r
rK,i
)n
M̂n(µ)Y
m∗
n (θi, φi)Y
m
n (θ, φ)︸ ︷︷ ︸
Higher-order correction term
. (19)
In [32], numerical results show that just keeping the first two leading-order terms can ap-
proximate the reaction potential accurately when the source charges are not very close to
the dielectric interface. In this work, we aim to keep the third correction term, which will
allow us to obtain high-order accuracy even when source charges are close to the interface.
And since direct calculation of the correction term is very time consuming, we introduce the
harmonic surface mapping technique below to further simplify it as a sum of images.
D. Harmonic surface mapping
The harmonic surface mapping algorithm is a recently proposed fast algorithm [35] for
solving the Poisson equation with either periodic/non-periodic boundary conditions. But it
has not yet been applied to such hybrid model, where one needs to solve the LPB equation
and there exists a spherical dielectric interface.
Now let us introduce the auxiliary spherical surface ∂Ωτ . As was shown in Fig. 1, it is
concentric with ∂Ω1 and encloses the whole interior domain Ω1. The radius of the auxiliary
surface is Rτ = (1+τ)R, note that R is the radius of Ω1 and we have an adjustable parameter
τ > 0 (practically setting the value of τ will be discussed in Sec. IV). Then the line image
integral can be divided as ˆ ∞
rK,i
=
ˆ Rτ
rK,i
+
ˆ ∞
Rτ
. (20)
We use the trapezoidal rule to approximate the first line integral on [rK,i, Rτ ], then the
quadrature weight assigned at the Kelvin point rK,i is δ¯
(Rτ−rK,i)
2
qi
R
. Note that its location
overlaps with the original Kelvin image, so we just modify the original Kelvin image and
obtain the new Kelvin image magnitude
qK,i =
qi
R
[
γrK,i + δ¯
(Rτ − rK,i)
2
]
. (21)
The other trapezoidal point at Rτ and the numerical discretization error can be both ab-
sorbed into the correction term, thus we define the modified harmonic coefficient M̂
′
n(µ),
M̂
′
n(µ) = Mn(µ)− γ − δ¯
(Rτ − rK,i)
2rK,i
. (22)
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Then the reaction potential ΦRF can be rewritten as,
ΦRF(x) =
N∑
i=1
qK,i
4piε1|x− rK,i| +
N∑
i=1
∞∑
n=0
n∑
m=−n
qiM̂
′
n(µ)
(2n+ 1)ε1R
(
r
rK,i
)n
Y m∗n (θi, φi)Y
m
n (θ, φ).
(23)
It worths noting that though the trapezoidal rule is used to obtain the modified Kelvin image
magnitude qK,i, the above expression for ΦRF is still exact. However, directly calculating the
second correction term in Eq. (23) will again be time consuming, so we discuss below how
to handle it computationally through the HSMA approach.
We first define the correction term in Eq. (23) (truncated at order p) as
Φcorr(x) ≈
p∑
n=0
n∑
m=−n
Âmn r
nY mn (θ, φ), (24)
where
Âmn =
N∑
i=1
qiM̂
′
n(µ)
(2n+ 1)ε1R
Y m∗n (θi, φi)
rnK,i
. (25)
Through the Green’s second identity [35] and the fact that Φcorr is a harmonic function, one
can convert Φcorr into a surface integral on the auxiliary surface ∂Ωτ ,
Φcorr(x) =
‹
∂Ωτ
[
G(x,y)
∂Φcorr(y)
∂νy
− Φcorr(y)∂G(x,y)
∂νy
]
dSy, (26)
where G(x,y) = 1
4pi|x−y| is the Green’s function for Poisson equation in free space and νy
is the unit outward normal vector at y. We further use the central difference scheme to
approximate ∂G
∂νy
in Eq. (26), i.e.,
∂G
∂νy
≈ 1
∆y
[G(x,y+)−G(x,y−)], (27)
where y± = (y ± ∆y/2, θ, φ) and ∆y is the central difference step size. Then Φcorr(x) can
be expressed as the sum of three surface integrals,
Φcorr(x) ≈
‹
∂Ωτ
∂yΦcorr(y)
4pi|x− y| dSy +
‹
∂Ω−τ
Φcorr(y)/4y
4pi|x− y−| dSy −
‹
∂Ω+τ
Φcorr(y)/4y
4pi|x− y+| dSy. (28)
The first term represents a surface charge density, while the second and third terms are
essential a central difference approximation for a surface dipole density. It worths noting
that since x ∈ Ω1 while y ∈ ∂Ωτ , all three integrands in Eq. (28) are non-singular. Thus
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the Fibonacci numerical integration scheme [39] can be applied, which achieves O(N−6τ )
convergence for Nτ discretized grid points.
Suppose f(y) is a non-singular integrand, the Fibonacci integration method discretizes
the surface integral over f(y) on a sphere ∂Ωτ as
‹
∂Ωτ
f(y)dSy ≈ 2piR
2
τ
F2
F2∑
j=0
[1 + cos(pizj)][f(y2j+1) + f(y2j+2)], (29)
where zj = (−1 + 2j/F2), y2j+1 = (Rτ , arccos(zj + sin(pizj)/pi), pijF1/F2), y2j+2 =
(Rτ , arccos(zj + sin(pizj)/pi), pi + pijF1/F2), and F1 < F2 are two successive Fibonacci num-
bers. Therefore, after discretization using the Fibonacci integration scheme, Eq. (28) can
be approximated by a sum of discrete images located on Ωτ and Ω
±
τ , i.e.,
Φcorr(x) ≈
Nτ∑
j=1
q¯j
|y¯j − x| , (30)
where Nτ = 6(F2 + 1) is the total number of images, and q¯j, y¯j are the charge and location
from the Fibonacci numerical integration. Notably, Nτ is independent from the total number
of sources N . Finally, we substitute Eq. (30) to the reaction potential Eq. (23) and combine
it with the Kelvin images, then obtain a simple expression for ΦRF as a Coulomb sum of
N +Nτ image charges, i.e.,
ΦRF(x) ≈
N+Nτ∑
j=1
Qj
|Yj − x| , (31)
where Qj = qK,j, Yj = rK,j for j = 1, . . . , N , and Qj = q¯j, Yj = y¯j for j = N +1, . . . , N +Nτ .
III. ALGORITHM, COMPLEXITY AND ERROR ANALYSIS
The harmonic surface mapping algorithm steps and its computational complexity are
summarized in Algorithm 1.
The numerical error of HSMA comes from three parts. (a). The p-th order truncation
error of the spherical harmonic expansion in Eq. (23). An error estimation for this part
was given in [40], i.e., if truncated at order p, the truncation error Etrunc ∼ O
(
1
1+τ
)p
;
(b). The discretization error from the central difference in Eq. (27) for calculating ∂G/∂νy,
Ediff ∼ O(∆y2); (c). The Fibonacci numerical integration error, EFibo ∼ O(N−6τ ). In practice,
we find that the truncation error from part (a) is the dominant part, as long as a reasonable
9
Algorithm 1 Harmonic surface mapping algorithm
Require: Spherical harmonic expansion truncated order p, dielectric constants ε1,2 and inverse
Debye length κ for the electrolyte, dielectric sphere radius R, auxiliary surface radius Rτ =
(1 + τ)R, source charge locations ri and charge magnitudes qi for i = 1, . . . , N .
1: Construct 2p Gauss-Legendre quadrature nodes along θ direction and 2p equi-spaced weights
along φ direction on ∂Ω1, which will be used for the spherical harmonic transform.
2: Use FMM to calculate the potential generated by the source charges at the quadrature nodes
on ∂Ω1. This step has complexity O(N + p2).
3: Discrete spherical harmonic transformation is performed to obtain the spherical harmonic ex-
pansion coefficients Âmn (µ). This step requires O(Np3) operations.
4: Generate the Kelvin image charges qK , rK,i, i = 1, . . . , N inside Ωτ and the Fibonacci integra-
tion points and weights Qj , Rj , j = 1, . . . , Nτ on ∂Ωτ . This step has complexity O(N +Nτp2).
5: Use FMM to evaluate the electrostatic potential/field at source charge locations. This step
costs O(N +Nτ ).
∆y and Nτ is chosen, the errors from part (b) and (c) are minor. However, it worths noting
that given the same truncation order p, the HSMA can achieve better accuracy than merely
using the Kirkwood series, due to the fact that the numerical singularity is mainly caused
by the Kelvin images, which has been handled here analytically. We will show numerical
evidence in Sec. IV.
IV. NUMERICAL RESULTS
In this section, we test the performance of the HSMA in terms of both accuracy and
efficiency. In all the calculations, we fix R = 1, µ = 5, ε1 = 2 and ε2 = 80, and vary
the parameters τ and p to check the accuracy. Since the error from the central difference
is minor, we take the step size to be ∆y = 10−5Rτ . And we take the results from the
Kirkwood series truncated at sufficient large p (for the worst case here we take p = 201) as
the reference solution.
10
A. Accuracy tests
We test the accuracy of the HSMA by considering a unit source charge inside the spherical
dielectric interface. Suppose a unit point source locating at xs = (rs, θs, φs), we consider the
error in its self energy, the self energy Eself is defined as
Eself =
1
2
ΦRF(xs,xs). (32)
We first investigate the error dependence on the adjustable parameter τ . In Fig. 2 (a), we
show the numerical error in Eself as a function of the source charge location rs with τ = 0.05,
0.1 and 0.15, while fixing p = 30 and F2 = 1597. We observe that for rs ranging from 0
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FIG. 2: (a) Absolute errors of the self energy as a function of source charge position rs for
τ = 0.05, 0.1 and 0.15, we fix p = 30 and F2 = 1597. (b) Absolute errors of the self energy
as a function of truncated order p for τ = 0.05, 0.1 and 0.15 with rs = 0.9, we fix
F2 = 6765.
to 0.95, the error is not very sensitive about the value of τ . As expected, we see that the
error increases a few orders of magnitudes as the charge approaches the interface. But even
when rs = 0.95, the HSMA can still obtain absolute error ∼ 10−4. In Fig. 2 (b), we also
test the error in Eself as a function of the truncated order p for the same set of values for τ .
Consistently, we find that for p ranging from 10 to 65, the error does not change much for
different τ values. And as expected, the error decays exponentially as a function of p, e.g.,
the method exhibits spectral convergence in p. As a result, in the following numerical tests,
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we will fix τ = 0.1.
We now move to the error dependence on the truncation order p and the Fibonacci
number F2 used in the numerical integration. Here we will focus on a challenging case by
taking rs = 0.95, i.e., the charge is very close to the interface. The results are shown in
Fig. 3. First, we observe that for different values of p, the error converges very soon as F2
F2
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FIG. 3: Absolute error in the self energy as a function of the Fibonacci number F2, with
truncation order p ranging from 15 to 65. We fix the charge location to be rs = 0.95 and
τ = 0.1.
increases due to the high-order convergence of the Fibonacci integration scheme, e.g., for the
case p = 65, the error saturates if we take F2 ≥ 6765. Second, as long as we use sufficient
large value for F2, the magnitude of the saturated error is decided by the truncation order
p we choose. For the case rs = 0.95, if one wants to achieve 5-digits accuracy, then we need
to choose p ∼ 55. Finally, we also compare the HSMA with the original Kirkwood series
solution with the same truncation order p. As is shown in Fig. 4, we observe that HSMA
can obtain much better accuracy than the Kirkwood series expansion with the same value
of p. For example, HSMA with p = 20 achieves even better accuracy than the Kirkwood
series with p = 40 over the whole range of rs ∈ [0.9, 0.98]. Moreover, by choosing p = 20 for
HSMA, it is guaranteed that the absolute error remains less than 10−2, while the Kirkwood
series can not achieve the same goal even if we take p = 60. Thus the HSMA has a clear
12
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FIG. 4: Absolute errors in the self energy as a function of the source charge location
rs ∈ [0.9, 0.98] with different values of p, results from both HSMA and Kirkwood series
expansion are shown for comparison. Here we fix F2 = 1597.
advantage in terms of accuracy compared with the Kirkwood series approach.
B. CPU time tests
Here we test the CPU time performance of our method for a large number of source
charges inside the dielectric sphere. We use FMM (the software package FMM3DLIB [41])
to accelerate the pairwise Coulomb summations, with the FMM precision fixed to be 10−6.
The timing results are obtained on a 64-core workstation(4 AMD operation Processors Model
6272, 2.1 GHz with 16 cores each), and we use 32 cores for each run. The parameters of
the HSMA are chosen to be τ = 0.1, p = 20, F1 = 987 and F2 = 1597. As was tested
in Sec. IV A, the parameters chosen here are sufficient to obtain numerical error less than
10−5 if rs < 0.93R. In the numerical tests here, we randomly generate N source charges
inside the dielectric sphere, with N ranging from 103 to 106, and we calculate the reaction
potential of the system. As is shown in Fig. 5, We find that HSMA accelerated by FMM
can achieve linear O(N) scaling. And compare with the direct sum, the break-even is
around N = 1000. For large-scale simulations, say if the system contains 106 source charges,
the CPU time of the HSMA accelerated by FMM is 24s, while with direct sum the cost
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becomes 8.9×104s. Thus the FMM-accelerated HSMA can be very attractive for large-scale
simulations of charged particles immersed in electrolytes.
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FIG. 5: CPU time for calculating the reaction potential of N random generated point
charges, with N ranging from 103 to 106. The results of HSMA both with and without
FMM acceleration are shown here for comparison. The parameters of HSMA chosen here
are τ = 0.1, P = 20, F2 = 1597.
V. CONCLUSION
In conclusion, we have developed the harmonic surface mapping algorithm for calculating
the reaction potential of a dielectric sphere immersed in electrolytes. Starting from the
Kirkwood series solution, we first use the asymptotic expansion to rewrite the reaction
potential into the sum of Kelvin images, line images and an extra correction term. Then an
auxiliary surface is introduced, by using the Green’s second identity, we are able to transform
the correction term into an integral on the auxiliary surface. Further combined with the
Fibonacci integration scheme, we are finally able to rewrite the reaction potential into a
simple Coulomb sum of image charges, which can be further accelerated by FMM in large-
scale simulations to achieve linear scaling. Numerical tests demonstrate that HSMA can
achieve much better accuracy comparing with the Kirkwood series solution. Particularly,
even when a source charge is very close to the dielectric interface, the HSMA can still
14
obtain ∼ 4 digits accuracy with moderate value of p, owing to the analytical resolving of
singularity with the image charge expression. Thus the HSMA can be a useful tool for
large-scale simulations of charged systems under the hybrid model.
In the future, we plan to implement the HSMA on GPUs to speed up its performance.
Another goal is to implement the method in Molecular Dynamics simulations of charged
many-body systems. And we are also interested in the application of the HSMA method in
the study of relevant physical/biological systems.
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