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Abstract
We study learning problems in which the underlying class is a bounded subset of Lp
and the target Y belongs to Lp. Previously, minimax sample complexity estimates were
known under such boundedness assumptions only when p = ∞. We present a sharp
sample complexity estimate that holds for any p > 4. It is based on a learning procedure
that is suited for heavy-tailed problems.
1 Introduction
In the standard learning scenario one is given a class of functions F , defined on a probability
space (Ω, µ). Faced with an unknown random variable Y , the learner’s goal is to find some
function that approximates Y almost as well as the best choice in F . More accurately, let f∗
be a best approximation of Y in F in the L2(µ) sense; that is, if X is distributed according
to underlying measure µ then
f∗ ∈ argminf∈FE(f(X)− Y )2,
with the expectation taken with respect to the joint distribution of X and Y . We assume
throughout this note that such a minimizer exists, though it need not be unique.
In a more statistical language, (f(X) − Y )2 is the price one pays for predicting f(X)
instead of Y , and f∗ is a function in F that minimizes the “average cost”. Hence, the learner
is looking for some function f ∈ L2(µ) such that
E(f(X)− Y )2 ≤ E(f∗(X) − Y )2 + ε = inf
h∈F
E(h(X)− Y )2 + ε, (1.1)
where ε is the wanted accuracy.
What makes the problem of identifying such a function a difficult task is the limited
information the learner has: not only is Y unknown, but also the learner has no access to
the underlying measure µ (i.e., to the distribution of X). Instead of having access to X and
Y , the learner is given a random sample, (Xi, Yi)
N
i=1 selected independently according to the
joint distribution (X,Y ). Using that sample, the learner has to produce a suitable function
f ∈ L2(µ). Naturally, finding a suitable function for every sample is unrealistic, and the best
one can hope for is to be able to use most of the samples to generate a good approximation.
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Definition 1.1. Given a fixed sample size N , a learning procedure is a mapping ΨN : (Ω ×
R)N → L2(µ). Setting fˆ = ΨN
(
(Xi, Yi)
N
i=1
)
, the procedure performs with accuracy ε and
confidence 1− δ if, with probability at least 1− δ over the samples (Xi, Yi)Ni=1, the conditional
expectation satisfies that
E
((
fˆ(X) − Y
)2
|(Xi, Yi)Ni=1
)
≤ E(f∗(X) − Y )2 + ε.
A learning procedure is proper if fˆ ∈ F , and it is unrestricted if it allowed to select functions
outside F .
In what follows we associate a learning problem with a triplet (F,X, Y ) and one should
keep in mind that out of the three only F is known to the learner, whereas both X and
Y are fixed but unknown. Also, at times we abuse notation by writing f instead of f(X),
and by omitting the identity of the underlying probability space. For example, ‖f − h‖2L2 =
E(f − h)2(X), while ‖Y − f‖2L2 = E(f(X) − Y )2. Finally, throughout this note absolute
constants are denoted by c, c1, ... etc. Their values may change from line to line. We denote
A . B if there is an absolute constant c such that A ≤ cB.
Learning problems of this flavour have been studied extensively over the last 50 years or
so, and we refer the reader to the books [4, 1, 5] for a survey of their history. Nowadays
it is well understood that the most obvious choice of a learning procedure, Empirical Risk
Minimization (ERM), in which one selects fˆ ∈ F that best fits the data,
fˆ = argminf∈F
1
N
N∑
i=1
(f(Xi)− Yi)2 ,
is, in general, a poor choice.
There are two fundamental reasons behind the sub-optimality of ERM. Firstly, unless the
triplet (F,X, Y ) satisfies some convexity condition, the performance of any proper learning
procedure will be far from optimal (see, e.g., the discussion in [9, 11]). As it happens,
the convexity condition in question is satisfied in many interesting situations. Two such
instances are when F is convex and (X,Y ) is arbitrary (of course, under the assumption that
F ⊂ L2(µ)); and when X and F ⊂ L2(µ) are arbitrary and Y is independent additive noise,
i.e., Y = f0(X) +W for some f0 ∈ F and W ∈ L2 that is mean-zero and independent of X.
While the convexity condition may appear to be a rather minimal obstruction—many
interesting examples do satisfy it—the second source of ERM’s shortcoming is endemic: ERM
fails even if the convexity condition is satisfied unless the random variables involved, namely
Y and {f(X) : f ∈ F}, are extremely light-tailed. In a heavier-tailed scenario, a typical
sample (Xi, Yi)
N
i=1 contains a nontrivial number of outliers, and those outliers send ERM
looking in the wrong part of F 1.
The starting point of this note is a well-known result in Statistical Learning Theory, in
which the situation seems highly favourable: the class F is convex and all class members and
the target Y are bounded in L∞ by the same constant M . In particular, the two obstacles
for using ERM are out of the way.
1Let us mention that a similar phenomenon occurs in mean estimation problems, in which selecting the
empirical mean of the random sample is a suboptimal guess of the true mean (see, for example, [8] and the
survey [7] for more details).
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To formulate the result let us introduce the following notation: given a fixed triplet
(F,X, Y ), the excess risk functional associated with a function f is
Lf (X,Y ) = (f(X)− Y )2 − (f∗(X) − Y )2,
and, if fˆ is the outcome of the learning procedure, set
ELfˆ = E
((
fˆ(X)− Y
)2
|(Xi, Yi)Ni=1
)
− E(f∗(X)− Y )2.
Consider the triplet (F,X, Y ), where F is convex and
sup
f∈F
‖f‖L∞ ≤M, ‖Y ‖L∞ ≤M.
Let
N0(r, κ) = min
{
N ∈ N : E sup
f∈F, ‖f−f∗‖L2≤r
∣∣∣∣∣ 1N
N∑
i=1
εi(f − f∗)(Xi)
∣∣∣∣∣ ≤ κ r
2
M
}
,
where (εi)
N
i=1 are independent, symmetric, {−1, 1}-valued random variables that are in-
dependent of (Xi)
N
i=1, and the expectation is taken with respect to both (Xi)
N
i=1 and
(εi)
N
i=1.
Theorem 1.2. [2, 5] There exist absolute constants c0 and c1 for which the following
holds. Let ε and δ be the wanted accuracy and confidence parameters and let
N ≥ c0
(
N0(
√
ε, c1) +
M2
ε
log
(
2
δ
))
.
Then ERM, upon receiving a sample (Xi, Yi)
N
i=1 returns fˆ ∈ F such that
ELfˆ ≤ ε with probability at least 1− δ.
The question we focus on here is whether Theorem 1.2 can be extended in two significant
directions: firstly, whether the assumption that both F and Y are bounded in L∞ can be
relaxed to other Lp spaces; and secondly, whether the convexity assumption can be removed
completely. We show that the answer to both questions is positive, as long as p > 4.
1.1 The difficulty of learning in Lp
The proof of Theorem 1.2 relies heavily on the fact that all random variables involved are
uniformly bounded in L∞. It allows one to use two crucial tools: Talagrand’s concentration
inequality for an empirical process indexed by a bounded subset of L∞ ([13], see also the book
[3]), and the contraction inequality for Bernoulli processes [6]. Both are no longer valid when
one departs from a bounded scenario and considers the significantly weaker assumption—that
for some p > 4,
F ⊂MB(Lp(µ)) = {f : ‖f‖Lp ≤M} and ‖Y ‖Lp ≤M.
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Firstly, in such a situation one cannot hope to have sufficient concentration of empirical means
around the true ones, and the analysis of the learning procedure has to be based on other
methods. Secondly, and more significantly, the difficulty is not only technical, as the learning
procedure itself has to be reconsidered: ERM has absolutely no chance of success under such
weak assumptions—even if F happens to be convex. The random variables involved can be
heavy-tailed and the typical sample will contain many outliers, “confusing” ERM.
Thanks to the recent progress in [9, 11] there are procedures, proper and unrestricted,
that perform well in heavy-tailed situations. These procedures are based on some properties
of the triplet, most notably that class members satisfy a uniform small-ball condition or a
uniform integrability condition in the following sense:
Definition 1.3. A function f satisfies a small-ball condition with constants κ > 0 and 0 <
γ < 1 if
Pr(|f |(X) ≥ κ‖f‖L2) ≥ γ, (1.2)
It satisfies a (Γ, ξ) integrability condition for Γ > 0 and 0 < ξ < 1 if
Ef21{|f |≥Γ‖f‖L2} ≤ ξ‖f‖
2
L2 . (1.3)
A class F ⊂ L2(µ) satisfies each one of the two conditions uniformly if (1.2) or (1.3) hold
with the same constants for any f = u− v, where u, v ∈ F ∪ {0}.
Intuitively, the role of the small-ball condition is to ensure that when ‖f−h‖L2 is nontriv-
ial, that fact is exhibited by the values (|f − h|(Xi))Ni=1, allowing one to distinguish whether
two functions are close or not based on the given sample.
Clearly, the integrability condition means that the contribution to ‖f‖L2 of the set {|f | ≥
Γ‖f‖L2} is not “too big”. It is straightforward to verify that a (Γ, ξ) integrability condition
is formally stronger than the small-ball condition (for the right constants).
Unfortunately, these two uniform conditions, which play a crucial role in the results of
[11], do not hold even when F consists of functions bounded almost surely by M , let alone
when F is merely a bounded subset of Lp for some fixed p > 4.
Example 1.4. Let 0 < r < M . Consider the function f which satisfies that Pr(f = M) =
r2/M2 and otherwise f = 0. Then ‖f‖L2 = r and ‖f‖Lp =M .
For any 0 < κ < M/r = ‖f‖L∞/‖f‖L2 , (1.2) holds only for γ = ‖f‖2L2/‖f‖2L∞ ; whereas
in (1.3) Γ has to be at least ‖f‖L∞/‖f‖L2 for any 0 < ξ < 1.
Example 1.4 implies that the arguments used in [11] to deal with classes of heavy-tailed
functions fail in a bounded scenario: F need not satisfy a nontrivial uniform small-ball condi-
tion or a nontrivial uniform integrability condition. Clearly, the situation is even worse when
F is a bounded subset of Lp for some 4 < p <∞.
1.2 The main result
As noted previously, once one departs from a light-tailed scenario, using ERM is out of the
question. Therefore, the learning procedure that is used in what follows is closer in nature
to the one from [11]. At the same time, because triplets (F,X, Y ) need not satisfy (1.2) or
(1.3), the procedure from [11] has to changed, as does some of the analysis.
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Let us introduce some additional notation. Let D be the unit ball in L2(µ) and set
rD = {f : ‖f‖L2 ≤ r}. For a class U and a fixed function h set
star(U, h) = {λu+ (1 − λ)h : 0 ≤ λ ≤ 1, u ∈ U} .
Thus, star(U, h) is the star-shaped hull of U and h: the union of all intervals of the form [u, h]
for u ∈ U . Let
Uh,r = star(U − h, 0) ∩ rD = {w = λ(u− h) : u ∈ U, 0 ≤ λ ≤ 1, ‖w‖L2 ≤ r},
and set
U¯ =
U + U
2
=
{
u+ v
2
: u, v ∈ U
}
.
Next, for a class U and h ∈ U let
r∗
Q
(U, h, κ) = inf
{
r > 0 : E sup
v∈Uh,r
∣∣∣∣∣ 1N
N∑
i=1
εiv(Xi)
∣∣∣∣∣ ≤ κr
}
. (1.4)
In a similar fashion, for the triplet (U,X, Y ) let
r∗
M
(U, h, κ) = inf
{
r > 0 : E sup
v∈Uh,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiv(Xi)
∣∣∣∣∣ ≤ κr2
}
, (1.5)
where u∗ ∈ argminu∈UE(u(X) − Y )2 and ξi = u∗(Xi)− Yi.
In both (1.4) and (1.5), the natural choice is h = u∗, and the fixed points (1.4) and (1.5)
capture the “critical level” associated with a given triplet, around u∗. The meaning of that
critical level is simple: by the star-shape property of star(U, h), the sets Uh,r become “richer”
the smaller r is. As a result, the fixed point r
Q
and is the smallest radius r for which the
oscillation of the random process in question is not too big: for example, if r ≥ r∗
Q
(U, h, κ), the
oscillation of Uh,r in (1.4) is at most κr, while if r < r
∗
Q
(U, h, κ) the reverse inequality holds.
A similar phenomenon holds for the oscillation in (1.5). Therefore, when r ≥ max{r∗
Q
, r∗
M
}
one has sufficient control on the two oscillations, and that is used to control the quadratic
(corresponding to Q) and multiplier (corresponding to M) components of the excess loss
functional (see the discussion in [10, 9, 11] for more details).
Here, just as in Theorem 1.2, it is more convenient to use the notion of sample complexity:
given wanted accuracy and confidence parameters ε and δ, the sample complexity is the
smallest sample size that is required to ensure that the procedure performs with the wanted
accuracy and confidence.
Let us define the “sample complexity” versions of (1.4) and (1.5): for a triplet (U,X, Y ),
set
N
Q
(U, r, κ) = min
{
N ∈ N : E sup
v∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiv(Xi)
∣∣∣∣∣ ≤ κr
}
, (1.6)
and
N
M
(U, r, κ) = min
{
N ∈ N : E sup
v∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiv(Xi)
∣∣∣∣∣ ≤ κr2
}
. (1.7)
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Again, thanks to the star-shape property, it is straightforward to verify that if
N ≥ 2max{N
Q
(U, r, κ1), NM(U, r, κ2)}
then
E sup
v∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiv(Xi)
∣∣∣∣∣ ≤ κ1r and E supv∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiv(Xi)
∣∣∣∣∣ ≤ κ2r2.
To put these conditions in some perspective, let us reformulate Theorem 1.2 using N
Q
and N
M
:
Theorem 1.5. There are absolute constants c1 and c2 for which the following holds. Let
F ⊂ MB(L∞) be a convex class and assume that ‖Y ‖L∞ ≤ M . Given ε > 0 and 0 < δ < 1,
set κ1 = c1
√
ε/M and κ2 = c2. If
N ≥ 2max{N
Q
(F,
√
ε, κ1), NM(F,
√
ε, κ2)}+ c3M
2
ε
log
(
2
δ
)
(1.8)
then ERM returns fˆ which satisfies that
ELfˆ ≤ ε with probability at least 1− δ.
The reason that this is indeed a reformulation of Theorem 1.2 is one of the key features
of an empirical process indexed by a bounded subset of L∞: the contraction inequality for
Bernoulli processes, which implies that since ‖f∗(X)− Y ‖L∞ ≤ 2M , one has that
E sup
v∈Ff∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiv(Xi)
∣∣∣∣∣ ≤ 2ME supv∈Ff∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiv(Xi)
∣∣∣∣∣ .
As a result, N
Q
(F,
√
ε, κ1) dominates NM(U,
√
ε, κ2) and the latter can be omitted from the
sample complexity estimate.
Remark 1.6. It is important to stress that while Theorem 1.2 is optimal in the minimax
sense, it does not mean that its outcome is optimal for any triplet (F,X, Y ) that belongs to
the bounded framework. Rather, minimax optimality means that there are cases in which (1.8)
matches (up to a multiplicative absolute constant) a lower bound. It does not rule out that a
smaller sample size could suffice under some additional assumptions on the triplet.
Before formulating the main result, let us see what one can hope for, taking into account
that the estimate in Theorem 1.2 is minimax optimal.
Example 1.7. Let f : Ω → {0,K} which satisfies Pr(f = K) = r2/K2 for the choice
K = Mp/(p−2)/r2/(p−2). Then ‖f‖L2 = r and ‖f‖Lp = M . Thus, there are classes of
functions F ⊂M(B(Lp(µ))) which also satisfy that for every r > 0
F ∩ rS(L2) ⊂
{
f : ‖f‖L∞ =
Mp/(p−2)
r2/(p−2)
}
.
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Based on Theorem 1.2 and using the (level-dependent) L∞ estimate of K(r) = M
p/(p−2)
r2/(p−2) the
fixed point condition in Theorem 1.2 becomes
E sup
v∈Ff∗,√ε
∣∣∣∣∣ 1N
N∑
i=1
εiv(Xi)
∣∣∣∣∣ ≤ εK(√ε) = √ε ·
(√
ε
M
) p
p−2
, (1.9)
and the corresponding sample complexity term is
N
Q
(
F,
√
ε,
(√
ε
M
) p
p−2
)
.
Moreover, the term in the sample complexity estimate that depends on the confidence param-
eter δ becomes
K2(
√
ε)
ε
log
(
2
δ
)
=
(
M2
ε
) p
p−2
log
(
2
δ
)
. (1.10)
Equations (1.9) and (1.10) represent the best one could hope for when considering only
very special classes that are bounded in Lp, and which have “level sets” that are well bounded
in L∞. It is somewhat surprising that these conditions, together with the fixed point condition
(1.7) actually suffice for addressing any learning problem associated with a triplet (F,X, Y ),
consisting of F ⊂ MB(Lp(µ)) and ‖Y ‖Lp ≤ M , and without assuming that F needs to be
convex.
Theorem 1.8. There exist absolute constants c0, c1, c2 and c3 for which the following holds.
Let p > 4, and consider a triplet (F,X, Y ) such that F ⊂ MB(Lp(µ)) and ‖Y ‖Lp ≤ M .
There is a procedure fˆ that receives as data the wanted accuracy and confidence parameters ε
and δ, the values M and p, and a sample (Xi, Yi)
N
i=1.
• If F is convex then fˆ is proper. Let
N0 = c0
(
2max
{
N
Q
(
F,
√
ε, c1
(√
ε
M
) p
p−2
)
, N
M
(F,
√
ε, c2)
}
+
(
M2
ε
) p
p−2
log
(
2
δ
))
,
and if N ≥ N0 then
ELfˆ ≤ c3ε with probability at least 1− δ.
• For a general class F , fˆ is unrestricted. Let U be the collection of all subsets of F¯ =
(F + F )/2 that contain f∗. Let
N0 = c0
(
sup
U∈U
max
{
N
Q
(
U,
√
ε, c1
(√
ε
M
) p
p−2
)
, N
M
(U,
√
ε, c2)
}
+
(
M2
ε
) p
p−2
log
(
2
δ
))
,
where the supermum is taken oven all triplets {(U,X, Y ) : U ∈ U}. If N ≥ N0 then
ELfˆ ≤ c3ε with probability at least 1− δ.
Remark 1.9. A version of Theorem 1.8 holds for any p > 2, but the true situation when
p ∈ (2, 4] is far from clear. In that range one requires an additional restrictive assumption
and a slightly different procedure—see Remark 5.3 for more information.
The question of the optimal estimate in the range (2, 4] is left for future study.
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The first part of Theorem 1.8 is a direct extension of Theorem 1.2, as can be seen by
taking p → ∞. At the same time, the procedure is totally different: ERM has no chance of
success in this heavy-tailed situation.
The second part of Theorem 1.8 looks strange at a first glance, but its nature will become
clear once the procedure is described in more detail (see Section 2, below). Roughly put, the
procedure has two stages: first, it uses the first half of the given sample to select a (data-
dependent) subset of F1 ⊂ F , which has some useful features—among which, it contains f∗.
Then, the same procedure is performed using the second half of the sample in F¯1 = (F1+F1)/2,
resulting in F2 ⊂ F¯1; fˆ is chosen as any element in F2. One can show that the success of the
procedure is guaranteed with the wanted accuracy and confidence once the sample is large
enough to “deal with” the triplet (F,X, Y ) and then with the triplet (F¯1,X, Y ). However, F¯1
is, in itself, random, and there is no way in which one may pre-determine its identity. The one
known feature of F1 is that it contains f
∗, and thus, a natural way of ensuring that the given
sample is large enough is by taking the largest sample size that is needed for the procedure
to “deal with” an arbitrary subset of F¯ that contains f∗.
2 The procedure
The procedure is based on a modification of the one introduced in [11] with some significant
modifications. It receives as input the wanted accuracy and confidence parameters ε and δ;
the value of p; the uniform bound on the Lp norms of the random variables involved which
is denoted by M ; and a sample (Xi, Yi)
4N
i=1. It also receives tuning parameters θ1, ..., θ4 that
have to be specified in advance, and turn out to be well-chosen absolute constants.
The sample is split to three sub-samples of cardinality N , and set
m = θ1
(
M2
ε
) p
p−2
and n =
N
m
, (2.1)
where without loss of generality one assumes that bothm and n are integers. Each sub-sample
of cardinality N is split to blocks I1, ..., In, each one of cardinality m.
The reason behind this choice will be made clear in what follows. Note that if
N &
(
M2
ε
) p
p−2
log
(
2
δ
)
(2.2)
then n & log(2/δ), and indeed, the probability estimate we establish will be 1− exp(−cn) for
an absolute constant c.
The first component in the procedure, denoted by P1, is a distance oracle, whose goal is
to give “educated guesses” of distances ‖f − h‖L2 between any two class members. Formally,
given (Xi)
N
i=1, for any f, h ∈ F¯ = (F + F )/2 and 1 ≤ j ≤ n put
µj(f, h) =
∣∣∣∣∣∣
1√
m
∑
i∈Ij
εi(f − h)(Xi)
∣∣∣∣∣∣ ,
where (εi)
N
i=1 are independent, symmetric, {−1, 1}-valued random variables that are indepen-
dent of (Xi)
N
i=1. Set
P1(f, h) = Med (µ1(f, h), ..., µn(f, h))
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to be a median of the values (µj(f, h))
n
j=1.
The second component of the procedure, P2, receives as data the output of P1, an inde-
pendent sample of cardinality N and H ⊂ F¯ . Consider the triplet (H,X, Y ) and for h, f ∈ H,
and 1 ≤ j ≤ n let
Bh,f(j) =
1
m
∑
i∈Ij
(h(Xi)− Yi)2 − 1
m
∑
i∈Ij
(f(Xi)− Yi)2.
Definition 2.1. Set r2 = ε to be the wanted accuracy. Define f ≻ h if, for more than n/2 of
the blocks Ij , one has{
Bh,f(j) ≥ −θ2r2 when P1(h, f) ≤ θ4r, or
Bh,f(j) ≥ −θ3P21 (h, f) when P1(h, f) > θ4r.
(2.3)
Let
P2(H) = {f ∈ H : f ≻ h for every h ∈ H} . (2.4)
With the two components in place, the learning procedure is:
(1) Use the first part of the sample, (Xi)
N
i=1 to obtain the set of values {P1(h, f) : h, f ∈
F}.
(2) With the values {P1(h, f) : h, f ∈ F}, the sample (Xi, Yi)2Ni=N+1 and F as input, use
P2 to generate the class F1 = P2(F ).
(3) Repeat (1) and (2) for F¯1 = (F1 + F1)/2: use the two halves of (Xi, Yi)
4N
i=2N+1 to
first generate {P1(h, f) : h, f ∈ F¯1} and then F2 = P2(F¯1).
(4) Select fˆ to be any function in F2.
The claim of Theorem 1.8 is that if N ≥ N0 one has that
ELfˆ . ε with probability at least 1− δ.
Remark 2.2. The main novelty in the procedure is the distance oracle P1, which is different
from the one used in [11]. The distance oracle from [11] need not perform well when all that
is known is that F is a bounded subset of Lp(µ).
Most of the groundwork necessary for proving Theorem 1.8 was carried out in [11, 12].
Most notably, it was shown in [11] that ensuring this type of learning procedure performs well
can be done by verifying certain features of natural random processes indexed by subsets of
F¯—as we now describe.
2.1 Properties of P1
Definition 2.3. A triplet (H,X, Y ) satisfies (♣) with constants α < 1, β > 1, 0 < δ < 1 and
r > 0 if the following holds. Setting h∗ ∈ argminh∈HE(h(X) − Y )2, there is an event A′ of
probability at least 1− δ/4 on which, for any h ∈ H one has
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• If P1(h, h∗) ≥ βr then β−1P1(h, h∗) ≤ ‖h− h∗‖L2 ≤ α−1P1(h, h∗).
• If P1(h, h∗) < βr then ‖h − h∗‖L2 ≤ (β/α)r.
Property (♣) implies that on a large event, A′, if P1(h, h∗) is large enough then it is a
two-sided isomorphic estimate of ‖h− h∗‖L2 ; and otherwise, h and h∗ are relatively close.
2.2 Properties of P2
The quadratic and multiplier components of the squared excess loss play a key role in the
study of P2. Note that for a partition I1, ..., In of {1, ..., N} one has that∑
i∈IJ
(h(Xi)− Yi)2 − (h∗(Xi)− Yi)2 =
∑
i∈I
(h− h∗)2(Xi) + 2
∑
i∈Ij
(h∗(Xi)− Yi)(h− h∗)(Xi),
and set
Qh,h∗(j) =
1
m
∑
i∈I
(h− h∗)2(Xi) and Mh,h∗(j) = 2
m
∑
i∈Ij
(h∗(Xi)− Yi)(h− h∗)(Xi).
Definition 2.4. The triplet (H,X, Y ) satisfies (♦), (♥) and (♠) with constants γ > 0,
0 < ν < 1, r > 0 and 0 < δ < 1, if the following holds. There is an event A′′ of probability at
least 1− δ/4, on which, for every h ∈ H,
• If ‖h− h∗‖L2 ≥ r then on more than n/2 of the blocks Ij,
(♦) Qh,h∗(j) ≥ (1− ν)‖h − h∗‖2L2 and
(♥) Mh,h∗ − EMh,h∗ ≥ −ν‖h− h∗‖2L2 .
• If ‖h− h∗‖L2 ≤ (β/α)r then on more than n/2 of the blocks
(♠) |Mh,h∗(j) − EMh,h∗| ≤ γr2.
Finally,
Definition 2.5. A triplet (F,X, Y ) is called suitable with constants α,β,γ, δ, ν and r if for
every subset H ⊂ F¯ that contains f∗, the triplet (H,X, Y ) satisfies (♣) with constants α, β,
δ and r, and (♦), (♥), (♠) with constants γ, ν, r and δ.
In other words, ifH ⊂ F¯ contains f∗, then on an event with probability at least 1−δ/2, the
triplet (H,X, Y ) satisfies (♣), (♦), (♥) and (♠) with the same constants α, β, γ, ν, δ and r.
To simplify notation we avoid repeating this long list of constants in what follows, and just use
the term “suitable” instead. Having said that, the list of constants should not be intimidating.
As we show in what follows, in the context we focus on here, i.e., when F ⊂ MB(Lp) and
‖Y ‖Lp ≤M , the constants α, β, γ and ν turn out to be just absolute constants, and the two
that really matter are the accuracy parameter ε = r2 and the confidence parameter δ.
With those definitions in place, let us select the tuning parameters θ2, θ3 and θ4 accord-
ingly, by stating how they depend on α, β, γ and ν. One may select
θ2 =
β2
α2
+ γ; θ3 =
2ν
α2
; θ4 = β,
and the following fact was established in [11]:
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Theorem 2.6. There exists an absolute constant c for which the following holds. Let (F,X, Y )
be a suitable triplet. Set
ρ = 2ν
(
1 +
β2
α2
)
and r¯ =
√
2
(
γ +
β2
α2
)1/2
r. (2.5)
If ρ ≤ 1/18 then the procedure fˆ satisfies that with probability at least 1− δ,
ELfˆ ≤ cr¯2.
Invoking Theorem 2.6, Theorem 1.8 can be established once one shows that if F ⊂
MB(Lp) and ‖Y ‖Lp ≤ M , then the triplet (F,X, Y ) is suitable for r =
√
ε and δ; α, β,
γ and ν are absolute constants; and the resulting ρ from (2.5) which satisfies that ρ ≤ 1/18.
Also, one has to specify the final tuning parameter θ1 which will also be an absolute constant.
Let us now explore the types of estimates one should establish when verifying (♣) and
(♦). As we explain in what follows, (♥) and (♠) are based on a different argument (see
Section 5).
3 Towards (♣) and (♦): Three features of a random variable
Recall that the properties (♣) and (♦) are of a similar flavour: “guesses” of the L2 norm
of differences of class members that are valid uniformly. Thus, as a first step, let us study
simpler versions of the two properties: consider a single random variable W . To establish
(♣) one has to be able to “guess” ‖W‖L2 in an isomorphic way from a sample W1, ...WN ,
and for (♦) one has to obtain an almost isometric lower bound on ‖W‖2L2 using a majority
vote of the empirical means m−1
∑
i∈Ij W
2
i . Of course, one has to keep in mind even when
considering a single random variable that (♣) and (♦) have to be established uniformly in a
class.
The basic phenomenon behind (♣) and (♦) is that a sample can only “see” events that
are nontrivial. For example, if W is a random variable and
Pr (α‖W‖L2 ≤ |W | ≤ β‖W‖L2) ≥ δ,
then with very high probability—at least 1 − 2 exp(−cδN), more than δN/2 of the sample
points W1, ...,WN satisfy that
|Wi| ∈ [α‖W‖L2 , β‖W‖L2 ] .
One can easily ensure that Pr(|W | ≤ β‖W‖L2) is large by invoking Chebyshev’s inequality
and taking β sufficiently large. However, the lower estimate depends onW satisfying a small-
ball condition: not too much “weight” is assigned close to 0 (see Definition 1.3). Since the
small-ball condition is an intrinsic property of the random variable, one has no control on the
values of the small-ball constants κ and δ. At times, that lack of flexibility is restrictive, as
one would like δ to be close to 1 with κ sufficiently far from 0.
One example of a random variable that has such a good small-ball behaviour is a centred
gaussian random variable g: it satisfies that for any η > 0,
Pr (|g| ≤ cη‖g‖L2) ≤ η
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where c is a suitable absolute constant.
As it happens, the proof of (♣) calls for the creation of a gaussian-like behaviour (at least
for every η ≥ η0 for a constant η0 that can be made as small as one wishes). The obvious
solution, using that 1√
m
∑m
i=1Wi is “close” to a gaussian (a Berry-Esseen type argument),
is only effective when W satisfies some norm equivalence. Unfortunately, in the context of
learning in Lp no useful norm equivalence exists, and example 1.4 shows how bad the situation
can be in such a case.
At the same time, the proof of (♦) requires one to show that, with high probability,
m−1
∑m
i=1W
2
i is an almost isometric lower bound on ‖W‖L2 . And, since there is a need for a
uniform estimate in a class, it turns out that one has to ask for a little more: that the lower
bound is stable under perturbations:
Definition 3.1. [12] A random variable W satisfies a stable lower bound with parameters
(ν, ℓ, k) for a sample size m if the following holds. Let W1, ...,Wm be independent copies of
W . Then with probability at least 1− 2 exp(−k), for any J ⊂ {1, ...,m}, |J | ≤ ℓ one has that
1
m
∑
i∈Jc
W 2i ≥ (1− ν)‖W‖2L2 .
The goal of this section is to show that both properties—a gaussian-like small-ball be-
haviour and a stable lower bound, can be established using an integrability condition: recall
that the random variable W satisfies a (Γ, ξ) integrability condition if
EW 21{|W |≥Γ‖W‖L2} ≤ ξEW
2.
Theorem 3.2. There exist absolute constants c0, c1, c2 and c3 for which the following holds.
Let W ∈ L2 that satisfies a (Γ, ξ) integrability estimate for some 0 < ξ ≤ 1/100.
(1) For every integer m, W satisfies a stable lower bound with parameters (3ξ, ℓ, κ) for
ℓ = c0m
ξ
Γ2
, and k = c1m
ξ2
Γ2
.
(2) If 0 < η0 < 1 and mη
2
0 ≥ c2max{1,Γ2}, then for η ≥ η0,
Pr
(∣∣∣∣∣ 1√m
m∑
i=1
εiWi
∣∣∣∣∣ ≤ c3η‖W‖L2
)
≤ η,
where (εi)
m
i=1 are independent, symmetric, {−1, 1}-valued random variables that are
independent of W1, ...,Wm.
Theorem 3.2 is useful in the context of learning in Lp because of the following simple
observation:
Lemma 3.3. Let p > 2. Every W ∈ Lp satisfies a (Γ, ξ) integrability condition for
Γ =
(‖W‖Lp
‖W‖L2
) p
p−2
·
(
1
ξ
) 1
p−2
.
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Proof. Let 2r = p and set r′ be the conjugate index of r. Then,
EW 21{|W |≥Γ‖W‖L2} ≤
(
EW 2r
)1/r
Pr
1
r′ (|W | ≥ Γ‖W‖L2) ,
and
Pr
1
r′ (|W | ≥ Γ‖W‖L2) ≤
( ‖W‖Lp
Γ‖W‖L2
)p−2
.
The proof of the first part of Theorem 3.2 can be found in [12]. For the sake of complete-
ness, let us sketch it.
Proof of Theorem 3.2, part (1)—sketch. Consider the ‘cutoff’ level M = Γ‖W‖L2 and
set U =W1{|W |≤M}. The integrability condition implies that EU2 ≥ (1− ξ)EW 2. Therefore,
it suffices to show that with high probability,
1
m
m∑
i=1
U2i ≥ (1− ξ)EU2, (3.1)
and that for every J ⊂ {1, ...,m}, |J | ≤ ℓ,
1
m
∑
j∈J
U2j ≤ ξEU2; (3.2)
indeed, the combination of the two implies that
1
m
∑
j∈Jc
W 2i ≥
1
m
∑
j∈Jc
U2i ≥ (1− 2ξ)EU2 ≥ (1− 3ξ)EW 2.
Equation (3.2) is straightforward with the choice of ℓ, recalling that ξ < 1/100 and that
‖U‖L∞ ≤ Γ‖W‖L2 ≤
Γ
1− ξ ‖U‖L2 .
As for (3.1), since ‖U‖L∞ ≤M it follows from Bernstein’s inequality that
Pr
(∣∣∣∣∣ 1m
m∑
i=1
Ui − EU2
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
−cmmin
{
t2
M2EU2
,
t
M2
})
,
and the wanted estimate on k is evident by setting t = ξEU2.
The argument necessary for establishing the second part of Theorem 3.2 is based on
Esseen’s inequality.
Theorem 3.4. There exists an absolute constant c for which the following holds. Let X be a
random variable and set FX to be its characteristic function. Then for every r > 0,
sup
x∈R
Pr (|X − x0| ≤ r) ≤ cr
∫ 1/r
−1/r
|FX(t)|dt.
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Proof of Theorem 3.2—part 2. Let X = 1√
m
∑m
i=1 εiWi. Since εW is symmetric and ε is
independent of W ,
FX(t) =
(
E exp
(
it
(
εW√
m
)))m
=
(
E
(
cos
(
tW√
m
)))m
.
Fix t > 0 in a range that is specified in what follows. Set z = 1/2t and consider
cos
(
tW√
m
)
= cos
(
W
2z
√
m
)
1{|W |≤√mz} + cos
(
W
2z
√
m
)
1{|W |>√mz} ≡ (1) + (2).
To estimate E(1), observe that by the Taylor expansion of cos(x),
cos
(
W
2z
√
m
)
1{|W |≤√mz} =

1− W 2
8z2m
+
∞∑
j=2
(−1)j
(
W
2z
√
m
)2j 1
(2j)!


1{|W |≤√mz}.
If |W/√m| > z then (1) = 0; otherwise |W/(2z√m)| ≤ 1/2 and let aj = (W/2z
√
m)2j ·
(1/(2j)!). Clearly, (aj)j≥2 is nonnegative and decreasing, and in particular∣∣∣∣∣∣
∞∑
j=2
(−1)j
(
W
2z
√
m
)2j 1
(2j)!
∣∣∣∣∣∣ ≤ a2 =
W 4
96z4m2
≤ W
2
48z2m
,
using once again that |W/(2z√m)| ≤ 1/2. Therefore, pointwise,
(1) =
(
1− W
2
8z2m
(1 +△)
)
1{|W |≤√mz},
with | △ | ≤ 1/12 almost surely, implying that (1) is nonnegative. Thus,
0 ≤ (1) ≤ 1− W
2
6z2m
(
1− 1{|W |>√mz}
)
and
E(1) ≤ 1− 1
6z2m
(
EW 2 − EW 21{|W |>z√m}
)
≤ 1− 1
6
EW 2
z2m
· (1− ξ),
where the last inequality follows from the integrability condition as long as
z
√
m
‖W‖L2
≥ Γ. (3.3)
At the same time, again if (3.3) holds, one has that
E
∣∣∣∣cos
(
W
2z
√
m
)
1{|W |>√mz}
∣∣∣∣ ≤ Pr (|W | > √mz)
=Pr
(
|W |1{|W |>√mz} >
√
mz
)
≤ EW
2
1{|W |>√mz}
z2m
≤ ξEW
2
z2m
.
Therefore, recalling that ξ ≤ 1/100 and that t = 1/2z,∣∣∣∣E cos
(
W
2z2
√
m
)∣∣∣∣ ≤ 1− EW 2z2m
(
1
6
(1− ξ)− ξ
)
≤ 1− EW
2
8z2m
= 1− t
2EW 2
2m
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provided that
m ≥ c0t2EW 2 (3.4)
and in which case,
|FX(t)| ≤
(
1− t
2EW 2
2m
)m
≤ exp(−c1t2EW 2),
for suitable absolute constants c0 and c1.
Now let us consider r = η‖W‖L2 , implying that integration in Esseen’s inequality (The-
orem 3.4) takes place in
[
− 1η‖W‖L2 ,
1
η‖W‖L2
]
. Therefore, |t| ≤ 1/η‖W‖L2 , (3.3) holds if
η2m & Γ2 and (3.4) is verified if η2m & 1. By the lower bound on m in the assumption, the
estimate on |FX(t)| holds for every t in the interval [−1/r, 1/r], and by Esseen’s Theorem and
a change of variables,
Pr (|X| ≤ η‖W‖L2) ≤ cr
∫
[−1/r,1/r]
exp(−c0t2EW 2)dt ≤ c2η,
as claimed.
4 Towards (♣) and (♦) — Uniform estimates
For a function h ∈ L2(µ) denote by Γ(h, ξ) the integrability constant
Γ(h, ξ) = inf
{
Γ : Eh21{|h|≥Γ‖h‖L2} ≤ ξEh
2
}
,
and observe that for every h, Γ(h, ξ) ≥ 1− ξ; in particular, Γ(h, 1/100) ≥ 1/2.
Let H ⊂ L2(µ) be a class of functions that is star-shaped around 0 and set Γ(r) that
satisfies
sup
u∈(H−H)∩rS(L2)
Γ(u, 1/100) ≤ Γ(r),
where throughout this note, rS(L2) = {f : ‖f‖L2 = r}.
Remark 4.1. The star-shape property of H implies that the sets {h/‖h‖L2 : ‖h‖L2 = r}
become larger the smaller r is. Thus, one may assume that Γ(r) is decreasing. Moreover, let
us stress that there need not be a uniform estimate on Γ(r); it may deteriorate as r goes to 0.
Before formulating the wanted uniform estimate, one requires an additional preliminary
result: a Sudakov type bound. To that end, let M(H, εD) be the maximal cardinality of a
subset of H that is ε-separated with respect to the L2(µ) norm.
Theorem 4.2. [12] For any 0 < θ ≤ 1/2 and η > 0 there is a constant c(θ, η) for which the
following holds: let r > 0 and set
sup
u∈(H−H)∩θrS(L2)
Γ(u, 1/100) ≤ Γ.
If
logM(H ∩ rS(L2), θrD) ≥ η N
Γ2
then
E sup
h∈H∩rS(L2)
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi)
∣∣∣∣∣ ≥ c(θ, η) rΓ .
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In the case that interests us, both θ and η turn out to be just absolute constants, and
therefore so is c(θ, η). As a result, for any given values of θ and η, the fact that
E sup
h∈H∩rD
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi)
∣∣∣∣∣ ≤ c(θ, η)2 rΓ , (4.1)
implies that
logM(H ∩ rS(L2), θrD) ≤ η N
Γ2
.
Example 4.3. Let H ⊂MB(Lp(µ)). Then H −H ⊂ 2MB(Lp(µ)), and any u ∈ (H −H)∩
θrS(L2) satisfies a (Γ, 1/100) integrability condition for Γ = c(M/θr)
p/(p−2). In particular,
given 0 < θ < 1/2 and η > 0, if
E sup
h∈H∩rS(L2)
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi)
∣∣∣∣∣ ≤ c(θ, η)2 · r
(
θr
M
) p
p−2
,
one has that
logM (H ∩ rS(L2), θrD) ≤ N
(
θr
M
) 2p
p−2
.
4.1 (♣)—an L2 norm oracle
As is the case throughout this section, let H ⊂ L2(µ) be star-shaped around 0. For r > 0, let
Γ(r) be a decreasing function which satisfies that
sup
u∈(H−H)∩rS(L2)
Γ(u, 1/100) ≤ Γ(r).
Consider absolute constants c0 and c1 < 1 and fix r > 0 such that
E sup
h∈H∩rD
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi)
∣∣∣∣∣ ≤ c0 rΓ2(c1r) . (4.2)
Set
Γ(r) . m . Γ(c1r) and n =
N
m
,
let σ = (Xi)
N
i=1 and set I1, ..., In to be a partition of {1, ..., N} to blocks of cardinality m. Put
µj(h) =
∣∣∣∣∣∣
1√
m
∑
i∈Ij
εih(Xi)
∣∣∣∣∣∣ , j = 1, ..., n,
and define
Ψ(h, σ) = Med {µ1(h), ..., µn(h)}
to be a median of (µj(h))
n
i=1.
Theorem 4.4. There are absolute constants c, c′, c′′, α and β such that the following holds.
Let H be star-shaped around 0 and let r satisfy (4.2). Then with probability at least 1 −
2 exp(−cn) ≥ 1− 2 exp(−c′N/Γ2(c′′r)), for every h ∈ H one has that
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• If Ψ(h, σ) > βr then β−1Ψ(h, σ) ≤ ‖h‖L2 ≤ α−1Ψ(h, σ).
• If Ψ(h, σ) ≤ βr then ‖h‖L2 ≤ (β/α)r.
Remark 4.5. In the context of a distance oracle, given a triplet (U,X, Y ), set H = star(U −
u∗, 0). Thus, a norm oracle for H can be used to estimate the L2(µ) distances between
functions in U and u∗, as the learning procedure requires.
The first step in the proof of Theorem 4.4 is a simple observation:
Lemma 4.6. Assume that there are constants c and C, r > 0 and an event A on which one
has that
(1) If ‖h‖L2 > r then c‖h‖L2 ≤ Ψ(h, σ) ≤ C‖h‖L2 .
(2) If ‖h‖L2 ≤ r then Ψ(h, σ) ≤ Cr.
Then on the event A, Ψ satisfies the assertion of Theorem 4.4 with constants α = c and
β = C.
Proof. Let σ ∈ A. If Ψ(h, σ) > Cr then by (2), ‖h‖L2 > r; hence, by (1),
C−1Ψ(h, σ) ≤ ‖h‖L2 ≤ c−1Ψ(h, σ). (4.3)
Otherwise, Ψ(h, σ) ≤ Cr. If, in addition, ‖h‖L2 > r, then, again, it follows from (4.3) that
‖h‖L2 ≤ c−1Ψ(h, σ) ≤ (C/c)r. And if ‖h‖L2 ≤ r then in particular ‖h‖L2 ≤ (C/c)r, as
claimed.
Proof of Theorem 4.4. The proof follows by showing that with probability at least 1 −
2 exp(−c0n), for every h ∈ H, Ψ(h, σ) satisfies properties (1) and (2) of Lemma 4.6, and for
the stated value of r. The probability estimate is evident because n = N/m and using the
upper bound on the choice of m.
Fix h ∈ H ∩ rS(L2) and recall that
µj(h) =
∣∣∣∣∣∣
1√
m
∑
i∈Ij
εih(Xi)
∣∣∣∣∣∣ , j = 1, ..., n.
Thus, (µj(h))
n
j=1 are n independent copies of Y =
∣∣m−1/2∑mi=1 εih(Xi)∣∣. Clearly, EY 2 =
Eh2 = r2. Moreover, by the second part of Theorem 3.2 for η0 = 0.01, it follows that if
m ≥ c1max{1,Γ2(r)} ≥ c′1Γ2(r), then
Pr (|Y | ≥ c2‖h‖L2) ≥ 0.99,
for an absolute constant c2. The upper estimate on |Y | is an immediate outcome of Cheby-
shev’s inequality, implying that there is an absolute constant c3 such that
Pr (|Y | ∈ [c2‖h‖L2 , c3‖h‖L2 ]) ≥ 0.98.
Hence, by a binomial estimate, with probability at least 1− 2 exp(−c4n)
|{j : µj(h) ∈ [c2‖h‖L2 , c3‖h‖L2 ]}| ≥ 0.97n.
17
Now let V ⊂ H ∩rS(L2) be a maximal separated set of cardinality exp(c4n/2) and denote
its mesh width by ρ. For every h ∈ H ∩ rS(L2) let πh be the nearest point to h in V with
respect to the L2(µ) norm. Let us show that with high probability,
(∗) = sup
h∈H∩rS(L2)
|{j : |µj(h)− µj(πh)| ≤ (c2/2)r}| ≤ 0.03n. (4.4)
In that case, for any h ∈ H ∩ rS(L2), for at least 0.94n indices j,
c2
2
‖h‖L2 ≤ µj(h) ≤
(
c3 +
c2
2
)
‖h‖L2 .
To establish (4.4), note that by linearity
|µj(h)− µj(πh)| =
∣∣∣∣∣∣
1√
m
∑
i∈Ij
εi(h− πh)(Xi)
∣∣∣∣∣∣ = |µj(h− πh)| ,
and the random variable
Z = sup
h∈H∩rS(L2)
n∑
j=1
1{|µj(h−πh)|≥c2r/2}
concentrates well around its mean. Indeed, by the bounded differences inequality (see, e.g.
[3]), with probability at least 1− 2 exp(−c5n),
Z ≤ EZ + 0.01n.
To control EZ, note that
EZ ≤ 2
c2r
E sup
h∈H∩rS(L2)
n∑
j=1


∣∣∣∣∣∣
1√
m
∑
i∈Ij
εi(h− πh)(Xi)
∣∣∣∣∣∣− E
∣∣∣∣∣∣
1√
m
∑
i∈Ij
εi(h− πh)(Xi)
∣∣∣∣∣∣


+
2n
c2r
E
∣∣∣∣∣ 1√m
m∑
i=1
εi(h− πh)(Xi)
∣∣∣∣∣ = (1) + (2).
Clearly,
(2) ≤ 2n
c2r
‖h− πh‖L2 ≤
2nρ
c2r
≤ 0.01n
provided that ρ ≤ c6r for a suitable absolute constant c6. Thus, to ensure that the constraint
on the cardinality of V is satisfied, one has to verify that
logM (H ∩ rS(L2), c6r) ≤ c4
2
n =
c4
2
N
m
. (4.5)
Moreover, by a standard symmetrization and contraction argument, with (ε′j) that are
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independent of (εi)
N
i=1,
E sup
h∈H∩rS(L2)
∣∣∣∣∣∣
n∑
j=1


∣∣∣∣∣∣
1√
m
∑
i∈Ij
εi(h− πh)(Xi)
∣∣∣∣∣∣− E
∣∣∣∣∣∣
1√
m
∑
i∈Ij
εi(h− πh)(Xi)
∣∣∣∣∣∣


∣∣∣∣∣∣
≤2E sup
h∈H∩rS(L2)
∣∣∣∣∣∣
n∑
j=1
ε′j ·
∣∣∣∣∣∣
1√
m
∑
i∈Ij
εi(h− πh)(Xi)
∣∣∣∣∣∣
∣∣∣∣∣∣
≤2E sup
h∈H∩rS(L2)
∣∣∣∣∣∣
n∑
j=1
εj ·

 1√
m
∑
i∈Ij
εi(h− πh)(Xi)


∣∣∣∣∣∣
≤ 4√
m
E sup
h∈H∩rS(L2)
∣∣∣∣∣
N∑
i=1
εi(h− πh)(Xi)
∣∣∣∣∣ = (3),
and one has to ensure that (3) ≤ c8rn. Therefore, by the triangle inequality it suffices that
E sup
h∈H∩rD
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi)
∣∣∣∣∣ ≤ c9 r√m. (4.6)
Recall Theorem 4.2 and its notation. Set θ = c6, and thus, to use Theorem 4.2, one
requires that
c4
2
· N
m
≥ ηN
Γ2(θr)
,
i.e., that m . η−1Γ2(θr) and that
E sup
h∈H∩rD
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi)
∣∣∣∣∣ ≤ c(θ, η) rΓ2(θr) .
Therefore, fix η to be an absolute constant, set c10 = c(θ, η) and c11 =
1
2 min{c9
√
η, c10}.
Recall that θ = c6. It follows from Theorem 4.2 and the fact that H is star-shaped around 0
that if r satisfies that
E sup
h∈H∩rD
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi)
∣∣∣∣∣ ≤ c11 rΓ2(c6r) ,
then both (4.5) and (4.6) hold for that value or r.
Hence, with probability at least
1− 2 exp(−c5n) ≥ 1− 2 exp(−c′N/Γ2(c′′r)),
one has that Ψ(h, σ) ∼ ‖h‖L2 for any h ∈ H ∩ rS(L2). By homogeneity and the fact that
H is star-shaped around 0, the same holds for any h ∈ H which satisfies that ‖h‖L2 ≥ r, as
required.
Finally, the case ‖h‖L2 ≤ r, in which only an upper estimate is required, can be verified
using a similar argument to the one used in H ∩ rS(L2)—namely, by showing that with high
probability,
sup
h∈H∩rD
n∑
j=1
1{|µj(h)|≥cr} ≤ 0.94n.
We omit the details of the proof.
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Let us formulate the estimate for (♣) in the learning procedure, which is an immediate
outcome of Theorem 4.4, by setting H = star(U − u∗, 0) and recalling that when U ⊂
MB(Lp(µ)) one may take Γ(r) = c(M/r)
p/(p−2) for a suitable absolute constant c.
Corollary 4.7. There are absolute constants c0, c1, α and β for which the following
holds.
Let (U,X, Y ) be a triplet where U ⊂MB(Lp(µ)). Set r > 0 such that
E sup
u∈Uf∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiu(Xi)
∣∣∣∣∣ ≤ c0r
( r
M
) p
p−2
, (4.7)
where, as always, Uu∗,r = star(U − u∗, 0) ∩ rD. Consider Ψ as in Theorem 4.4 for
m ∼ (M2/r2)p/(p−2). Then with probability at least 1 − 2 exp(−c1N(r2/M2)p/(p−2)), for
every u ∈ U one has
• If Ψ(u− u∗, σ) > βr then β−1Ψ(u− u∗, σ) ≤ ‖u− u∗‖L2 ≤ α−1Ψ(u− u∗, σ);
• If Ψ(u− u∗, σ) ≤ βr then ‖u− u∗‖L2 ≤ (β/α)r.
In particular, if N0 is as in Theorem 1.8 and N ≥ N0, then r =
√
ε satisfies (4.7) and
1− 2 exp(−c1N(r2/M2)p/(p−2)) ≥ 1− δ/4. Thus, (♣) holds for any such triplet for α and
β that are absolute constants.
Remark 4.8. Thanks to Theorem 4.4, the constants α and β used in the learning procedure
are just well-chosen absolute constants. Using the notation of Theorem 2.6, all one has to
ensure is that ν is sufficiently small to imply that
ρ = 2ν
(
1 +
β2
α2
)
≤ 1
18
.
Thus, ν is simply an absolute constant.
4.2 (♦) — An almost isometric lower bound
Recall that H is star-shaped around 0. Consider a function Γ(r, ξ) which satisfies that
sup
u∈(H−H)∩rS(L2)
Γ(u, ξ) ≤ Γ(r, ξ)
and is decreasing as a function of r for any fixed ξ and decreasing in ξ for any fixed r.
Property (♦) calls for a uniform, almost isometric lower bound on
1
m
∑
i∈Ij
h2(Xi)
that holds for most blocks Ij. The wanted estimate is based on the “moreover” part of
Theorem 3.1 from [12], with the choice of η = 0.01 in its formulation there.
Theorem 4.9. There exist absolute constants c0, c1, c2 and c3 for which the following holds.
Let H be star-shaped around 0, fix 0 < ξ < 1 and let r > 0 such that
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(1) Every h ∈ H ∩ rS(L2) satisfies a stable lower bound with parameters (ξ/2, ℓ, k), for
k ≥ c0.
(2) E supu∈H∩rD
∣∣∣ 1N ∑Ni=1 εiu(Xi)∣∣∣ ≤ c1ξr ·min
{√
ℓ
m ,
√
k
m
}
.
(3) If h1, h2 ∈ H ∩ rS and ‖h1 − h2‖L2 ≥ c2ξr then h1 − h2 satisfies a stable lower bound
with parameters (1/2, ℓ, k).
Then with probability at least
1− 2 exp
(
−c3N min
{
ℓ
m
,
k
m
})
one has that
inf
{h∈H : ‖h‖L2≥r}
∣∣∣∣∣∣

j : 1m
∑
i∈Ij
h2(Xi) ≥ (1− ξ)‖h‖2L2


∣∣∣∣∣∣ ≥ 0.99n.
Since 0 ∈ H (the set H is star-shaped around 0) and (H − H) ∩ rS(L2) satisfies the
integrability condition, it is evident that the stable lower bound required for (1) in Theorem
4.9 holds for
ℓ = cm
ξ
Γ2(r, ξ/6)
and k = c′m
ξ2
Γ2(r, ξ/6)
.
At the same time, the stable lower bound required for (3) holds with constants
ℓ = c
m
Γ2(c′′ξr, 1/12)
and k = c′
m
Γ2(c′′ξr, 1/12)
,
with c, c′ and c′′ are absolute constants.
Set ξ = min{ν, 1/100}. By Remark 4.8, ν is just an absolute constant and therefore so is
ξ. By the monotonicity properties of Γ(r, ξ) one may set
ℓ = c0
m
Γ2(c1r, c2)
and k = c′0
m
Γ2(c′1r, c
′
2)
.
for well-chosen absolute constants. Thus, one has the following:
Theorem 4.10. There exist absolute constants c0, ..., c5 for which the following holds. Let r
satisfy that
E sup
h∈H∩rD
∣∣∣∣∣ 1N
N∑
i=1
εih(Xi).
∣∣∣∣∣ ≤ c0 rΓ2(c1r, c2) ,
Then with probability at least 1−2 exp(−c3N/Γ2(c4r, c5)), for every h ∈ H such that ‖h‖L2 ≥ r
one has ∣∣∣∣∣∣

j : 1m
∑
i∈Ij
h2(Xi) ≥ (1− ν)‖h‖2L2


∣∣∣∣∣∣ ≥ 0.99n, (4.8)
where ν is the absolute constant from Remark 4.8.
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Let us formulate the outcome of Theorem 4.10 in the context of learning in Lp, setting,
once again, H = star(U − u∗, 0) and recalling that since U ⊂ MB(Lp(µ)) one may set
Γ(r, ξ) = c(M/r)p/(p−2) · (1/ξ)1/(p−2).
Corollary 4.11. There are absolute constants c0 and c1 for which the following holds.
Let (U,X, Y ) be a triplet and assume that U ⊂ MB(Lp(µ)) for some p > 4. Set r such
that
E sup
u∈Uf∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiu(Xi)
∣∣∣∣∣ ≤ c0r
( r
M
) p
p−2
. (4.9)
Then with probability at least 1−2 exp(−c1N(r2/M2)p/(p−2)), if u ∈ U and ‖u−u∗‖L2 ≥ r
then ∣∣∣∣∣∣

j : 1m
∑
i∈Ij
(u− u∗)2(Xi) ≥ (1− ν)‖u− u∗‖2L2


∣∣∣∣∣∣ ≥ 0.99n,
where ν is the absolute constant from Remark 4.8.
In particular, if N0 is as in Theorem 1.8 and N ≥ N0 then r =
√
ε satisfies (4.9), and
the assertion of Corollary 4.11 holds with probability at least 1 − δ/4. Thus, every such
triplet satisfies (♦) as required.
5 (♥), (♠)— and the proof of Theorem 1.8
The final component in the proof of Theorem 1.8 is showing that (♥) and (♠) hold, by studying
the behaviour of the centred multiplier process. As it happens, the wanted estimate has been
established in [11], and we sketch the argument for the sake of completeness, modifying it to
fit the case when U ⊂MB(Lp(µ)) and ‖Y ‖Lp ≤M .
Recall that m is of the order of (M2/r2)p/(p−2). Given a triplet (U,X, Y ) let u∗ ∈
argminu∈U (u(X) − Y )2, set ξ = u∗(X) − Y , and in particular ‖ξ‖Lp ≤ 2M . Assume fur-
ther that r satisfies
E sup
u∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiu(Xi)
∣∣∣∣∣ ≤ c
( r
M
)p/(p−2)
r,
for a well-chosen absolute constant c.
The first observation is straightforward:
Lemma 5.1. Let p > 4 and assume that ‖ξ‖Lp , ‖h‖Lp ≤M . Then
‖ξh‖L2 ≤ cM
p
p−2‖h‖1−
2
p−2
L2
where c is an absolute constant.
Proof. Set 0 < α < 1 and observe that
|ξh|2 ≤ |h|2α(|h|2−2α|ξ|2) ≤ |h|2α(max{|h|, |ξ|})2(2+α) .
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Therefore, it suffices to estimate E|h|2α|u|2(2+α), where ‖u‖Lp ≤ 2M . Set α = (p− 4)/(p− 2),
q = (p−2)/2, and put q′ to be the conjugate index of q. Hence, q′ = (p−2)/(p−4), implying
that
E|h|2α|f |2(2+α) ≤ (E|h|2αq′)1/q′ · (E|f |2(2+α)q)1/q = ‖h‖2(1−2/(p−2))L2 (2M)2p/(p−2);
Hence,
(E|ξh|2)1/2 ≤ c‖h‖1−
2
p−2
L2
·M pp−2 ,
as claimed.
Next, recall that the parameters in (♥) and (♠) are ν—as in Remark 4.8, and γ. We show
in what follows that in fact, one may take γ = ν.
Recall that for a triplet (U,X, Y )
Mu,u∗(j) =
2
m
∑
i∈Ij
ξi(u− u∗)(Xi)
where ξi = (u
∗(Xi)− Yi).
Theorem 5.2. There exist absolute constants c0, c1 and c2 for which the following holds. Let
r satisfy that
E sup
u∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiu(Xi)
∣∣∣∣∣ ≤ c0r2. (5.1)
Then with probability at least 1− 2 exp(−c1n), for every u ∈ U
• if ‖u− u∗‖L2 ≥ r then
|Mu,u∗(j)− EMu,u∗| ≤ ν‖u− u∗‖2L2 for at least 0.99n indices j;
• if ‖u− u∗‖L2 ≤ r then
|Mu,u∗(j)− EMu,u∗| ≤ νr2 for at least 0.99n indices j.
Proof. For 1 ≤ j ≤ n and v ∈ L2(µ), let
Wv(j) =
2
m
∑
i∈Ij
(v(Xi)ξi − Ev(X)ξ) ,
which are all distributed as Wv.
It is enough to show that with high probability,
Z =
1
n
sup
v∈Uu∗,r
|{j : |Wv(j)| ≥ νr2}| ≤ 0.01. (5.2)
Indeed, the wanted estimate for ‖v‖L2 ≥ r follows by considering
v ∈ star(U − u∗, 0) ∩ rS(L2) ⊂ Uu∗,r
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and then invoking the star-shape property, combined with the fact that Wv is homogenous in
v. The estimate for ‖v‖L2 < r is immediate from (5.2).
Observe that by the bounded differences inequality (see, e.g., [3]), the random variable Z
concentrates well around its mean: with probability at least 1−2 exp(−c0n), Z ≤ EZ+0.001.
Next, note that
Z ≤ 1
νr2
sup
v∈Uu∗,r
1
n
n∑
j=1
|Wv(j)|
≤ 1
νr2
sup
v∈Uu∗,r
∣∣∣∣∣∣
1
n
n∑
j=1
|Wv(j)| − E|Wv(j)|
∣∣∣∣∣∣ +
1
νr2
sup
v∈Uu∗,r
E|Wv|,
and by a symmetrization and contraction argument,
EZ ≤ 2
νr2
E sup
v∈Uu∗,r
∣∣∣∣∣∣
1
n
n∑
j=1
εiWv(j)
∣∣∣∣∣∣ +
1
νr2
sup
v∈Uu∗,r
E|Wv|.
Using Lemma 5.1 one has that
E|Wv| ≤ 2
m
E

∑
i∈Ij
v2(Xi) · ξ2i


1/2
≤ 2‖ξv‖L2√
m
≤ c1M
p
p−2 r
1− 2
p−2
√
m
.
Therefore,
1
νr2
sup
v∈Uu∗,r
E|Wv| ≤ 1
ν
√
m
·
(
M
r
) p
p−2
≤ 0.001,
recalling that ν is an absolute constant and by the choice of m.
Finally, using that each Wv is mean-zero, a symmetrization argument shows that
E sup
v∈Uu∗,r
∣∣∣∣∣∣
1
n
n∑
j=1
εjWv(j)
∣∣∣∣∣∣ ≤ 4E supv∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiv(Xi)
∣∣∣∣∣ ,
implying that
EZ ≤ 8
νr2
E sup
u∈Ff∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiu(Xi)
∣∣∣∣∣ ≤ 0.001.
Indeed, the last inequality holds provided that
E sup
v∈Uu∗,r
∣∣∣∣∣ 1N
N∑
i=1
εiξiv(Xi)
∣∣∣∣∣ ≤ cr2 (5.3)
for a well-chosen constant c that depends only on ν—which is an absolute constant; therefore,
c is an absolute constant as well.
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The proof of Theorem 5.2 completes the proof of Theorem 1.8. To see that, let (F,X, Y )
be a triplet such that F ⊂ MB(Lp(µ)) and ‖Y ‖Lp ≤ M for some p > 4. Consider any
triplet (U,X, Y ) such that U ⊂ F¯ , and f∗ ∈ U , and let N ≥ N0 for N0 is as in Theorem 1.8.
Then (♥) and (♠) hold with ν and γ that are absolute constants; r = √ε satisfies (5.1); and
1− 2 exp(−c1n) ≥ 1− δ/4 as required.
Combining all the components it follows that any such triplet (F,X, Y ) is suitable in the
sense of Definition 2.5. Hence, by Theorem 2.6, ELfˆ ≤ cε with probability at least 1− δ.
Remark 5.3. Lemma 5.1 is the only place in the proof in which the assumption that p > 4
is actually used. In all the other components it suffices that p > 2 (while keeping track of
the way the constants depend on p; they become unbounded as p approaches 2). To make the
proof work in the range p ∈ (2, 4] one has to ensure that if ‖u‖Lp , ‖ξ‖Lp ≤M then
E
(
1
m
m∑
i=1
u2(Xi)ξ
2
i
) 1
2
≤ Cφ(M, ‖u‖L2)
for some function φ (in the case p > 4 one may use φ(M, r) = cMp/(p−2)r1−2/(p−2)). The
identity of φ affects the choice of the m and therefore, the required sample complexity estimate.
Of course, that is merely a sufficient condition that makes this proof work. It is possible that
the outcome of Theorem 1.8 is still true even if this proof fails.
We leave the study of what happens in the range p ∈ (2, 4] to future work.
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