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Orthogonal frequency division multiplexing (OFDM) has become a popular modu-
lation method in high-speed wireless communications. By partitioning a wideband fading
channel into flat narrowband channels, OFDM is able to mitigate the detrimental effects
of multipath fading using a simple one-tap equalizer. However, in the time domain OFDM
signals suffer from large envelope variations, which are often characterized by the peak-to-
average ratio (PAR). High PAR signals, like OFDM, require that transmission amplifiers
operate at very low power efficiencies to avoid clipping.
In this thesis we review the most popular OFDM PAR-reduction techniques and demon-
strate that selected mapping (SLM) is a particularly promising reduction technique. In a
SLM system, an OFDM symbol is mapped to a set of quasi-independent equivalent symbols
and then the lowest-PAR symbol is selected for transmission. The tradeoff for PAR reduc-
tion in SLM is computational complexity as each mapping requires an additional inverse
fast fourier transform (IFFT) operation in the transmitter.
In additional to an overview of current SLM work, we present a thorough analysis of
SLM as well as several novel SLM proposals. First, we derive the closed-form expression
for the expected PAR in an SLM system. The expected PAR can be thought of as a metric
of PAR reduction capability. Second, we provide a power analysis of SLM to determine if
the computational power costs outweigh the power saved through PAR reduction. Through
this analysis, we show that SLM is capable of several Watts of net power savings when
used in a wireless transmission system. Third, we propose that a PAR threshold should
be set in SLM. Such thresholding leads to significant complexity decreases. Fourth, we
derive the maximum likelihood (ML) and maximum a posteriori (MAP) detection metrics
for blind SLM (BSLM) and threshold BSLM respectively. Lastly, we demonstrate that by
using monomial phase sequences in SLM blind phase sequence detection is possible with a
single FFT operation in the receiver.
xv
CHAPTER I
PEAK-TO-AVERAGE RATIO IN ORTHOGONAL
FREQUENCY DIVISION MULTIPLEXING
OFDM, first discussed in the mid-1960s [17] and later patented in 1970 [18], is a pop-
ular method of high-speed data transmission. Early on, OFDM’s main appeal was that
high-speed equalization was not necessary because data was sent in parallel on different
subcarriers. OFDM was also touted for its ability to fully use the available bandwidth,
combat impulsive noise and mitigate the effects of multipath fading.
In 1971 Weinstein and Ebert introduced the idea of using the discrete Fourier transform
in the modulation/demodulation process [66]. Prior to this breakthrough, OFDM systems
were prohibitively complex because arrays of sinusoidal generators and coherent demodu-
lators were necessary in the implementation. With special-purpose fast Fourier transform
(FFT) chips, the entire OFDM system could be implemented digitally.
More recently, OFDM has been implemented in mobile wideband data transmission
(IEEE 802.11a, Hiperlan II), high-bit-rate digital subscriber lines (HDSL), asymmetric dig-
ital subscriber lines (ADSL), very high-speed digital subscriber lines (VHDSL), digital audio
broadcasting (DAB), digital television and high-definition television (HDTV) [73]. It is also
the implemented for the IEEE 802.16 WiMAX [2] standard and its predecessor multicarrier
multipoint distribution service (MMDS).
Despite the widespread acceptance of OFDM, it has its drawbacks. One drawback is
that OFDM systems are not robust again carrier frequency estimation errors. Even small
carrier offsets destroy the orthogonality between the subcarriers causing drastic error rate
increases [49][55][6][41]. The second drawback is that OFDM signals suffer from large enve-
lope variations. Such variations are problematic because practical communication systems
are peak power limited. Thus, envelope peaks require a system to accommodate an instan-
taneous signal power that is larger than the signal average power, necessitating either low
1
operating power efficiencies or power amplifier (PA) saturation.
In this chapter, first we will provide an introduction to the details of OFDM. Next, we
will define the peak-to-average ratio (PAR) and discuss how the various OFDM parameters
affect it. Finally, we will provide a survey of PAR-reduction techniques that have been
proposed.
1.1 OFDM System
In an OFDM system, data is modulated in the frequency domain to N adjacent subcarriers.
These N subcarriers span a bandwidth of B Hz and are separated by a spacing of ∆f =






X[k] ej2π∆fkt/T , t ∈ [0, T ], (1)
where T = 1/∆f is the symbol period and {X[k]}N−1k=0 are the data symbols drawn from a
finite constellation.
In practice, the baseband modulation is done in the digital domain using an oversampled








NL n ∈ [0, NL− 1], (2)
where L is the oversampling factor. Notice that when L = 1 x[n] is the Nyquist-sampled
version of x(t). For notational convenience, define column vectors xL = {x[n/L]}NL−1n=0 and
X = {X[k]}N−1k=0 .
In order to avoid inter-symbol interference (ISI), OFDM systems append a cyclic prefix
(CP) to the time domain signal. The length of the CP is set to be at least the maximum
delay spread, Nτ , of the channels response, {h[n]}Nτ−1n=0 , where h[Nτ − 1] 6= 0. The CP
can be thought of as a buffer that shields the symbol of interest from being corrupted by
reflected versions of the previous symbol. A Nyquist-sampled OFDM symbol with a CP is
define by {xcp[n]}N−1n=−Nτ where
xcp[n] = x[N + n], n ∈ [−Nτ ,−1] (3)
xcp[n] = x[n], n ∈ [0, N − 1]. (4)
2
Using a CP in OFDM simplifies the receiver equalization considerably. First of all, it
allows OFDM symbols to be equalized one symbol at a time. Secondly, if the delay profile
is constant over the entire symbol period, then
y[n] = xcp[n] ∗ h[n], n ∈ [−Nτ , N + Nτ − 2] (5)
ynocp[n] = y[n], n ∈ [0, N − 1] (6)
= x[n] (∗)N h[n], (7)
where (∗)N is the N length circular convolution. It is well know from DSP theory that
FFT{x[n] (∗)N h[n]} = H[k]X[k]. Thus, if the channel response is known, the receiver can
generate
X[k] = FFT{ynocp[n]}/H[k] (8)
to recover the data. Figure 1 is a block diagram of an OFDM system. The serial input
bit stream is sent to a constellation encoder which outputs N parallel constellations point
representing the data. The IFFT of these N samples is used to create the OFDM discrete-
time symbol. The parallel time-domain samples are then converted to a serial stream and
the CP is added. next the sequence is upsampled, filter, converter to an analog signal, up
converted to the carrier frequency, amplified and transmitted. The received chain a mirror















































Figure 1: OFDM block diagram.
1.2 Envelope Variation Metrics
As was mentioned in the introduction, the power efficiency of a system suffers when signal
that have large envelope variations are used. There have been several metrics proposed that




E [|x|2]2 , (9)
where E[·] denotes the expected value. In [13] the author showed that ν2e is directly pro-
portional to the normalized mean squared error between a second-order nonlinear function
of x and a linear function of x. While ν2e is interesting for analysis, it has not proven to be
a useful metric for OFDM signals passing through peak-power limited devices.
Figure 2 is a plot of the complementary cumulative distribution function (CCDF) of
the envelope power of OFDM. The plot is for N = 16, 256, 1024. From the plot we can
see that the CCDF is almost constant. Because the plot is linear-log scale, the linearity
of the CCDF implies an exponential distribution. In fact, the large N becomes, the more
exponential the line becomes.
Intuitively, using some normalized measurement of the peak of a signal is appealing.
This is the idea behind the peak-to-average ratio discussed in the next section. However,
recently Lei, Li and Tang pointed out that in practical systems, signals are frequency clipped
to some low level even after envelope peaks have been minimized [38]. Accordingly, they
4























Figure 2: Envelope power CCDF of OFDM for N = 16, 256, 1024.
propose that the envelope variation of a signal be measured by the clipping noise power
generated at some clipping level.
1.3 Peak-to-Average Ratio
The most popular quantification metric of envelope variation is the peak-to-average ratio
(PAR)1. Rightfully so, as PAR captures the most important aspect of a signal that has to
pass through a peak-power limited device: the peak power.
The use of PAR in communications signals is a result of the use of PAR in radar appli-
cations. A radar system shares certain similarities with a communications system; namely,
they both have to transmit an amplified radio signal of a certain spectrum. For radar, the
spectrum shape is often the only signal constraint, which makes waveform shaping that
minimizes peaks a relatively straightforward problem. However, in an OFDM communi-
cation system there is the additional constraint that each subcarrier (Fourier coefficient of
the spectrum) is modulated with an information bearing complex number. This additional
degree of constraint significantly complicates the problem.
1PAR is alternately referred to as the PAPR (peak-to-average power ratio) and PMEPR (peak to mean




Define the PAR of an OFDM signal, x to be
PAR {x} = max |x|
2
E [|x|2] , (10)
where x and be any signal representation (critically sampled baseband, oversampled base-
band, continuous-time passband, etc.) defined over one symbol period. Because the denom-
inator of (10) is an expected value and, strictly speaking, not an “average,” it is true that
the term PAR is a bit of a misnomer. Despite this slight technical inaccuracy, PAR is the
most widely used term and we will keep with convention here. Also, note that the ensemble
average power and the expectation in the denominator of (10) only differs for non-constant
modulus constellations. Figure 3 is a plot of the PAR of x[n] for different N . It is obvious
that at all probability levels the PAR increases with N
























Figure 3: CCDF of the discrete-time PAR for various values of N .
In the discrete-time case, where only the Nyquist sampled analog signal is examined,
the cumulative distribution function (CDF) can be easily derived if certain assumptions
are made. First we assume that N , the number of subcarriers, is large enough so that the
discrete-time domain signal has an approximate complex Gaussian distribution [15]. It then
follows that the instantaneous power of the discrete-time domain samples is Chi-Squared
distributed. Therefore, for a given n = no, |x[no]|2 is χ2 distributed with two degrees of
6
freedom. So Pr[|x[no]|2 < γ] = 1 − e−σ2xγ . Furthermore, according to Theorem 4.4.1 of
[15], after the IFFT each discrete time sample can be treated as independent of all other
samples. With these two approximations, the probability that the power of at least one







= (1− e−σ2xγ)N . (11)
Finally, if E
[|x[n]|2] is normalized to unity, then the CCDF of the PAR is
Pr [PAR{x[n]} > γ] = 1− (1− e−γ)N . (12)
It is natural to wonder what PAR is of the most interest in an OFDM system. For
instance, when an engineer has to specify the dynamic range of the digital-to-analog con-
verter (DAC) in an OFDM system, the most important PAR measurement would be that
of the signal input to the DAC which is x[n/L]. On the other hand, the PA will have to be
designed around the PAR of the passband signal xpb(t) = <{x(t) ej2πfct}, where fc is the
carrier frequency. If fc >> B, which is the case in most practical systems, then

























PAR {xpb(t)} ≈ 2 PAR {x(t)} . (18)
Equation 12 is a very good approximation to the PAR distribution of x[n], but differs
but as much as one dB from the PAR distribution of x(t). There have been several attempts
to determine the distribution of x(t). The first came from [63], where is was claimed that
Pr [PAR{x(t)} > γ] ≈ 1− (1− e−γ)2.8N , (19)
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which is just a intuitive modification to the CCDF that resulted from the Gaussian approx-
imation in (12). Later in [23], a more theoretical analysis of the problem was done based on
level crossing probabilities of xpb(t), where the ratio fc/B was taken into account as well as
the power distribution of X[k]. They concluded that for fc >> B and a constant modulus
power distribution that





In [45], the authors present the approximation












, γ > r̄;




π, based on the level crossing rates of x(t). The authors further refine (21) for
large γ to





In order to test these approximations it is necessary to resort to digital signal theory
where it is known that as L → ∞, x[n/L] → x(t). It follows that the PAR of x[n/L]
approaches the PAR of x(t) for large L. Thus we should be able to approximate PAR{x(t)}
by running simulations on the oversampled signal x[n/L].
Figure 4 is a plot of each approximation to the PAR of x(t) as well as the PAR of x[n/L]
for L ∈ {1, 2, 4, 8}. From the plot we can see that the oversampled PAR is only slightly
larger than the Nyquist-sampled PAR. Additionally, the PAR for L = 4 is very close to the
L = 8 case, which is indistinguishable from larger Ls (not plotted). The approximations to
the continuous-time PAR are fairly tight, but they all appear to be upper bounds.
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Figure 4: CCDF of the PAR for L ∈ {1, 2, 4, 8}, N = 64 and the approximations in (12),
(19), (20), (21) and (22).
1.4 Conclusions
In this chapter we summarized the history of OFDM and demonstrated that it is a popular
communications technique. Despite its popularity, it suffers from large envelope variations.
Accordingly, we presented several envelope variation metrics and provided a thorough anal-




From Chapter 1, we know that OFDM is a promising high-speed communications technique.
However, it suffers from high PARs. In this chapter we will give an overview of PAR
reduction, including a survey of various PAR reduction techniques that have been presented
in the literature.
2.1 Early Applications
PAR reduction was first of interest for radar and speech synthesis applications. In radar,
PAR reduction was important because radar systems are peak-power limited just like com-
munications systems. In speech synthesis applications, peaky signals lead to a hard sound-
ing “computer” voice [57]. In simulating human speech this characteristic is not desirable1.
However, in both radar and speech synthesis, maintaining a certain spectral shape is of
interest. Therefore, PAR reductions in these fields can be done per spectral shape and
are specified by frequency-domain phase sequences. Some examples of low-PAR sequences
are the Newmann phase sequence, the Rudin-Shapiro phase sequences, and Galios phase
sequences. These phase sequences all produce low PAR time-domain sequences for a wide
variety of spectral masks. But this is not sufficient for OFDM where random data is modu-
lated in the frequency domain. As a matter of fact, it is impossible to find a phase sequence
that produces a globally low PAR for all data sequences.
Another difference between communications PAR reduction and radar of speech PAR
reduction is that communications systems, out of necessity, must occasionally distort or
clip signals that exceed some peak threshold. Because some sort of distortion will occur,
communications PAR reduction scheme are not limited to being distortionless.
1It is intriguing that the human body has also addressed the PAR reduction problem in the sense that
human speech is not as peaky as it could be given the audible spectrum.
10
2.2 Distortion Techniques
It is difficult to precisely sort PAR reduction schemes into distortion and distortionless
categories. Here, we consider schemes that introduce spectral regrowth to be distortion
techniques. Distortion techniques are the most straightforward PAR reduction methods. In
general, they do not require any side information to be sent which mean the data rate is
unchanged even after PAR reduction and they have low complexities compared to the dis-
tortionless techniques. However, the price paid for using a distortion technique is distortion
noise which adversely affects the error rate of the system. Furthermore, these techniques
distort the spectrum, which makes conforming to regulatory spectral masks difficult. This
spectrum distortion or “spectral regrowth” can be corrected by filtering, but the filtering
will likely regrow the peaks that were originally reduced. The problem can be thought of
as trying to plug two holes with only one plug. That is, the PAR can be reduced at the
expense of spectral regrowth or the spectral regrowth can be reduced at the expense of
PAR.
2.2.1 Clipping
The simplest distortion technique is clipping, where peaks above a certain threshold, γo,





x(t), |x(t)| ≤ γo;
γoe
j∠x(t), |x(t)| > γo,
(23)
If the clipping is too hard (i.e. γo is too small), then significant spectral regrowth will
occur. This phenomenon can be observed in Figure 5 and is treated theoretically in [48].
In addition to spectral regrowth, clipping an OFDM signal also introduces clipping noise
which increases error rates. While it is not strictly accurate, clipping noise can be thought
of as approximately independent additive gaussian noise [46][68], which leads to a simple




































Figure 5: Power spectral density of clipped OFDM symbols where N = 1024. The unclipped
case is presented along with clipping levels of {4, 6, 8} dB (σ2x = 1).
The expected clipping noise power can be approximated as the tail expectation of a χ2


















The symbol error rate (SER) for a QAM constellation for a clipped symbol in an AWGN














where Q(·) is the tail area of the normal distribution. Figure 6 is a plot of the symbol error
rate (SER) for different clipping levels. From the plot we can see that light clipping results
in only small increases in error rate.
It may initially be perplexing to think that the expected clipping noise power (and the
SER) are independent of N . Actually, it is not independent of N . From (26), the clipping
noise power depends on σ2x, which is a function of N . However, this is still not completely
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Figure 6: Approximate symbol error rate of clipped OFDM symbols for large N and M = 4.
The unclipped case is presented along with clipping levels of {4, 6, 8} dB (σ2x = 1).
settling because it means that the normalized clipping power is independent of N . One
may look back and see that the PAR, which is also normalized by σ2x grows with N (we
will show later that it is unbounded growth), which would seem to infer that the clipping
power would grow with N as well. But this is not the case. Remember that the PAR is a
measurement of the maximum peak (a rank statistic), whereas clipping noise power depends
on the probability density above the clipping level. The former increases with N , while the
latter is unaffected by N (according to our approximation).
It is common to see error-rate plots of PAR reduced signals, but rarely is any attempt
made to include the positive affects of the PAR decreases in the plot. We advocate plotting
the SER or BER versus the peak signal-to-noise power ratio (PSNR) so that the peak
reduction is taken into account. In Figure 7 the SER is plotted versus PSNR and we can
see that from this perspective 8dB clipping outperforms 10dB clipping.
There have been several proposals that aim at mitigating the spectral regrowth and
SER increases due to clipping. Notably, Kim and Stuber in [36] present an iterative receiver
design that tries to undo the clipping effect to increase the SER. The procedure is to take
the received clipped signal, x̃[n] and map it to constellation points so that X̂[k] is generated.
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Figure 7: Approximate symbol error rate presented versus the peak signal to noise power
ratio of clipped OFDM symbols for large N and M = 4.





x̃[n], |y[n]| ≤ γo;
y[n], |y[n]| > γo.
(28)
This technique was dubbed decision aided reconstruction (DAR) by the authors. A very
similar method is detailed in [60] called the iterative quasi-ML nonlinear distortion canceller.
2.2.2 Companding
Another distortion technique is companding. Companding is a composite word that com-
bines compress and expand. It was first used as a technique to expand the dynamic range
of DACs [35] and was later adopted as a perspective PAR reduction technique [65]. The
basic idea is to employ a compressing function, F(·), in the transmitter and apply it to
the OFDM symbol x so that F(x) is transmitted, where the range of F(x) is less than the
range of x. Three example companding functions are plotted in Figure 8. In the receiver,
the expanding function F−1(·) is applied to the received symbol y so that x̂ = F−1(y) ap-
proximates the original symbol. The drawback to companding is that when the received
symbol is expanded, so is any distortion from the channel, which means detection rates are






































(a) (b) (c) 
Figure 8: Three compressing functions. (a) is square root function, (b) is the µ-law function
[65] and (c) is a piece-wise linear function.
2.3 Distortionless Techniques
In this section we introduce distortionless PAR-reduction techniques. While none of these
reduction techniques introduce spectral regrowth, some of them do introduce additional
noise to the system thereby increasing the error rate. Other techniques require overhead
information bits to be sent along with the transmitted signal so that the receiver can reverse
the PAR reduction transformation and recover the data. This has the negative effect of
decreasing the useful data throughput.
2.3.1 Average-Power-Preserving Techniques
In an average-power-preserving technique, high PAR signals are mapped to low PAR signals
by rearranging the constellation points in a reverable way such that the average power of
the signal is not increased. In general, average power increases are detrimental to system
performance.
One could reasonably argue that requiring the transmission of side-information increases
the average signal power compared to the unreduced signal, but a semantic line has to be
drawn somewhere. So, for our purposes, techniques requiring side information that do not
otherwise increase the average power of a signal are considered average-power preserving.
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2.3.1.1 Systematic Coding
Systematic coding PAR reduction techniques are based on the idea that there are a finite
number of low-PAR OFDM symbols. This number is obviously less than the number of
possible OFDM symbols. So with a data rate reduction, it is possible to “code” data
sequences to low-PAR sequences. The first attempt at this method was made by Popovic in
[50] where is was suggested to use binary Golay codes as frequency domain symbols. Golay
codes were already known to have low PARs [44], so the choice was natural. However,
the problem is that OFDM using QAM should be able to transmit 4N different sequence,
however, there are only N c, where c depend on N , unique binary golay sequences, thus the
coding rate would become impractically small for even small N .
A different approach to applying coding to PAR reduction was taken in [33]. There it
was suggested that an exhaustive search could be done over all the possible bit combinations
in order to find a set with acceptably low PAR. The problem is that the search space grows
exponentially with N (as does the memory required to store the code), so this technique is
not useful for large N either.
2.3.1.2 Selective Coding
Selective coding is a broad classification, which falls under the even broader class of PAR
reduction techniques that randomly create alternate symbol mappings to generate low-PAR
symbols. The distinction is that selected coding techniques implement some sort of coding
method to determine which mapping is used, and possibly, to recover corrupted data bits.
A data vector scrambling method was proposed in [14]. In the method scrambling (in-
terleaving) is preformed with a feedback shift register, such that different feedback patterns
were used to create independent mappings. For the receiver to detect how the data was
scrambled, a prefix label of several subcarriers must be inserted in the frequency domain
by the transmitter before scrambling. In the receiver, the possible feedback patterns are
tested and the one that most accurately restores the label is used.
In [16] the feedback idea was extended. The authors of that paper proposed that a
repeat accumulate code be used before the feedback register. Thus, the receiver could use a
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MAP decoder to determine the initial state of feedback register for the PAR reduced signal
without having to insert a prefix label.
More recently, in [62] an erasure coding method combined with PAR reduction was
proposed. In that method, the data from one OFDM symbol is block coded. After the
block code, redundancy has been introduced. Thus, they propose to use different erasure
patterns to generate OFDM symbols and select the one with the lowest PAR. Because the
data has been coded, it can still be recovered; however, the recovery is sensitive to the
structure of the erasure pattern. This method is interesting, but achieves only limited PAR
reduction because each of the erased candidate signals are highly correlated.
A PAR-reduction method that used a turbo coding scheme was presented in [4]. In that
scheme all combinations of a prefix of B bits are concatenated to the data vector before
turbo coding to create a number of candidate bit sequences. After the turbo encoder, each
of the 2B prefix bit combinations will create an approximately independent mapping. The
mapping with lowest PAR is selected for transmission. In the receiver, a turbo decoder is
used and the the prefix bits are simply discarded, as they carry no information. This scheme
can also be applied to low density parity check (LDPC) codes, that, like turbo codes, create
approximately independent output sequences even for high correlated input sequences. The
problem with these methods is that the complexity is very high and inserting bits before
encoding is expensive in terms of data rate sacrifice.
2.3.1.3 Partial Transmit Sequence
Partial Transmit Sequence (PTS) was introduced in [42] as a PAR reduction scheme. In
PTS, the frequency domain symbols, X, get partitioned into D disjoint blocks, {X(d)}D−1d=0





The end goal is to multiply each block by an optimized sequence of phase constants
{ejφ(d)}D−1d=0 , such that the PAR is reduced. It is assumed that the constants are drawn
from a finite set A, where |A| = P . The beauty of PTS is that this can be done in the time
17


















Therefore, the PAR can be checked without having to go back and forth between the time
and frequency domains (as is the case with SLM). Stated concisely, the goal of PTS is to
find {ejφ(d)}D−1d=0 according to
















PTS can be quite effective at reducing the PAR; however, the PAR reduction capability
depends on the size of D and P . Effectively, there PD “mappings” in a PTS scheme at the
cost of D IFFT operations2. But, as we will discuss in the next chapter, the mappings are
not even approximately independent, thus, the PAR of one mapping is correlated with the
PAR of another mapping. In terms of PAR reduction capability, this means that PTS falls
well short of a scheme (like SLM) that tests PD independent signal mappings.
Another difficulty for PTS is that side information that can distinguish PD different
mappings must be transmitted, which can take up to D log2 P bits. There have been
several proposed PTS side information schemes [31] [25] and all of the SLM blind detection
methods that we discuss in this thesis are also applicable. But there is still a sub-optimal
element to PTS where more mappings than necessary are being tried per PAR reduction
which leads to more side information than necessary being transmitted per PAR reduction.
A third difficultly in PTS is solving (31). One method is to randomly search the possible
combinations. And there have been several attempts at more elegant solutions [34][28][20].
But all of these methods increase the complexity of the system by some unspecified amount
making a PAR-to-complexity tradeoff analysis difficult.
In the next chapter we will discuss selected mapping (SLM) which is also an alternative
mapping technique. In fact, PTS and SLM are both generalizations of each other. That is,
SLM is PTS where, instead of blocks of subcarriers being rotated, each subcarrier is rotated
individually.
2These D IFFT operations are on mostly zero sequences, thus the complexity is not O(DN log N). Instead





Initially, it is intuitive to think that increasing the average power is a good thing, and it
may be if the increase goes towards enlarging the minimum distance between constellation
points. In that case the error rate will be decreased. However, all of these methods increase
the average power without changing the minimum distance of the constellation. The prob-
lem with this is illustrated in Figure 9, where a peak-power constraint of 4W is assumed.
In the top of the figure is a process for a average-power-preserving PAR technique. There,
the “scale signal” block does not actually to do anything because the constraint has al-
ready been met. On the other hand, for the average-power-increasing technique, after the
PAR reduction is done, the average power has increased. Since the PAR is a ratio of peak
to average power, the PAR contains only relative information about the peak power. In
a peak-power constraint system, the absolute peak power is of interest. The example in
Figure 9 demonstrates an average power increase of 10%, which, which after the peak is
scaled to meet the peak-power constraint means the effective signal power is 11.1 = 90.9% of
the effective signal power of a signal passing through a average-power-preserving reduction
technique. Small increases in average power may not be significant, but be wary of perspec-
tive PAR-reduction schemes that promise large PAR reductions at the cost of decreased
minimum distances. Interestingly, none of the papers in this area has examined the point
of diminishing return in the algorithms. That is, at what point does the average power
increase outpace the PAR reduction?
Another consideration with the power increasing systems is sidelobe enlargement. Ba-
sically, the power increase has to be placed somewhere in the bandwidth of the OFDM
system. If too much extra energy is placed in subcarriers at the edge of the OFDM band-
width, then the sidelobes will become larger and the system may no longer meet regulatory
spectral masks.
2.3.2.1 Tone Reservation
The idea behind tone reservation is to isolate energy used to cancel large peaks to a pre-










PAR = 6dBPAR = 6dBPAR = 9dB
Peak power = 4WPeak power = 4WPeak power = 8W
Ave. power = 1WAve. power = 1WAve. power = 1W
PAR = 6dBPAR = 6dBPAR = 9dB
Peak power = 4WPeak power = 4.4WPeak power = 8W
Ave. power = 1WAve. power = 1.1WAve. power = 1W
PAR reduction with average power increase:
PAR reduction with average power constant:
Figure 9: Illustration of the disadvantage of average power increasing PAR reduction meth-
ods.
to the data bearing tones. This orthogonality makes recovering the data trivial. Stated
mathematically, the transmitted signal is
x̃[n/L] = x[n/L] + c̃[n/L], (32)
where c[n/L] is the signal used to cancel large peaks. The indices of the tones reserved for





X[k], k ∈ B⊥;
C̃[k], k ∈ B.
(33)
In tone reservation the optimal values for the reserved tones are given by








While the problem is simple to explain, the solution is difficult. However, because it is a
minimization over convex (quadratic) constraints, it is solvable. Moreover, there is a large
amount of material on quadratically constrained problems [27].
Tone reservation was first introduced in [26]. In that paper, the authors implemented a
projection onto convex sets (POCS) method for solving (34). POCS is an active field with
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many applications like filter design, array signal processing, electron microscopy, speckle
interferometry, topography, spectral estimation, neural networks [21], and PAR reduction.
Basically, the idea is to find an element that exists in two sets. In POCS the element is found
through iterative projections from one set to the next. In the context of PAR reduction,
these two sets are x[n/L] with a peak below a certain threshold and a C[k] that is nonzero
only when k ∈ B. Practically, this is accomplished by the following steps
1. Clip x[n/L] to generate x[n/L]− ĉ[N/L].
2. Compute DFT{ĉ[N/L]} = Ĉ[k].
3. For k /∈ B set Ĉ[k] = 0.
4. Compute x[n/L] = IDFTL{X[k] + Ĉ[k]}.
5. If max |x[n/L]| is below threshold, quit. Otherwise goto step 1.
Later, Tellado and Cioffi discussed the idea of tone reservation [61] [60]. They provided
a detailed analysis of how to solve (34) as a linear programming problem that has an
exact solution (the POCS method is suboptimal). The linear programming solution can
be reached with complexity O[N log N ]. They also detailed a (suboptimal) gradient search
method in [60] with complexity O[N ].
While promising, tone reservation has serval shortcomings. First is that data rate is
necessarily decreased because some tone are used strictly for PAR reduction. In some static
channels this is an acceptable condition because some subcarriers are known to have such a
low SNR that no information would be transmitted on them anyway. The second problem
is the difficulty of selecting which tones to reserve. This problem has not been well-studied,
but the choice of tones is known to have a large affect on the PAR reduction capability.
A random search over all the possible sets, B, would greatly increase the complexity of
tone reservation. Often the tones have to be chosen contiguously because fades often affect
contiguous sets of subcarriers. These contiguous sets of tones are known to have bad PAR
reduction abilities. The third issue is a tradeoff between the number of reserved tones and
the average power increase due to tone reservation. The more tones that are reserved the
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less power needs to be allocated to PAR reduction. On other hand, more reserved tones
mean more unused bandwidth that could be data bearing.
2.3.2.2 Tone Injection
Motivated by the data rate loss of tone reservation, Tellado introduced tone injection [60]. In
tone injection, the constellation is enlarged to include S times as many points as the original
constellation. The extra constellation points are generated by shifting copies of the original
constellation. Figure 10 illustrates the possible positions for a QSPK constellation for tone
injection when S = 9. That is, there are 8 alternative representations for each constellation
point. If necessary, S could be made larger by extending the replication pattern over more
of the signal plane. The constellations are separated by distance p where for an M-QAM




Figure 10: QPSK constellation extended for tone injection (S = 8).
Tone injection works by moving constellation points from the original constellation to
one of its corresponding points in the extended constellation. If done properly, this rear-
rangement will lead to a PAR reduction. The clever trick is that the receiver can recover
which constellation point an received extended point corresponds to by taking the modulo
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Table 1: Maximum PAR reduction in 64QAM with N = 64. The original PAR is assumed
to be 15dB (10−7). Reproduced from [60]
B ρ = 1 ρ = 1.125 ρ = 1.25
1 1 dB 1.1 dB 1.3 dB
2 2.2 dB 2.5 dB 2.8 dB
3 3.5 dB 4 dB 4.6 dB
4 5 dB 6 dB 7 dB
p of the in-phase and quadrature-phase components of the received signal. Thus, no side in-
formation is necessary to recover the original signal from the PAR reduced signal. However,
it is obvious that any extension of the constellation will increase the average power.
There are two degrees of freedom in tone injection. The first is, which tones are allowed
to be extended. The second is, how much extension is allowed (how large S can be).
If the indices of the extended tones are in the set B and |B| = B then there are (NB
)
SB
possible combinations, which is a prohibitively large space to search randomly. But a POCS
algorithm can be implemented in tone injection as it was described for tone reservation. The
only difference is that the projection points in the frequency domain are constrained to one
of S points instead of being able to take on any complex value. This method does not have
good PAR reduction capability and the complexity can get very large. In [60] presented a
maximum PAR reduction analysis where it was assumed that at best the peak power could
be reduced by power used in constellation extension. This assumption is very optimistic
because in reality, only a fraction of the increase power will go to peak reduction. In some
cases a reduction of one peak could lead to another larger peak elsewhere. Table 1 is a





and is a measurement of the spacing between shifted constellations. The larger ρ is, the
more the average power will increase.
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2.3.2.3 Active Constellation Extension
Active Constellation Extension (ACE) was proposed in [37] as a PAR reduction technique.
It is similar to tone injection in that an extended constellation is used to cancel time domain
peaks. The difference is in how the constellation is extended. Figure 11 illustrate the regions
that constellations points can be extended. Notice that, like tone injection, ACE does not
explicitly decrease the minimum distance (though, effectively, it does under a peak power
constraint system). That is, the constellation points are only allowed in regions of the signal
plane that are further from any other points. In order to find the extension points, the same
methods used for tone reservation can be employed. Which is either POCS or a gradient
search algorithm.
a) b)
Figure 11: Constellation extensions possible in ACE. Plot a) is for QPSK and b) is for
16-QAM.
2.4 Conclusions
In this chapter we provided an overview of the different PAR reduction techniques. All of
these techniques can be though of as a mapping from one signal representation to another
that has a lower PAR. For the distortion techniques this mapping causes information to be
lost when the mapping is reversed. For some of the distortionless techniques, the mappings
were a result of a deterministic solution (e.g. Tellado’s tone reservation [60] and some of the
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coding techniques [50][33][44]). Others generated mappings according to some structured
search (gradient, POCS) so that each successive mapping was guaranteed to have a lower
PAR than the mapping from a previous iteration (e.g. tone reservation [26], tone injection
[60], ACE [37] and some forms of PTS [34][28][20]). Finally, the last group of distortionless
methods randomly searched over a set of candidate mappings to select for PAR (SLM
[7], selected coding techniques [62], some forms of PTS [42], and Jayalath’s interleaving
technique [29]). This type of random searching PAR reduction method was studied in the




Selected mapping (SLM) is a specific scheme for PAR reduction that was introduced in [7].
But, the idea of mapping a signal to different, but equivalent, signal representations is very
general and has been applied in several different forms for OFDM.
One such scheme was detailed in [38], where a method based on selected clipping was
introduced. The idea was to create different signal representations of an OFDM symbol,
but instead of selection being based on PAR, their scheme selects based on the amount of
clipping noise a signal would generated for a given clipping level.
Another selection scheme was presented in [56] that selects OFDM symbols based on
the amount of maximum amount of inter-carrier interference (ICI) they may create. This
sounds curious at first because we know that ICI is created from carrier offsets in the
receiver. But in [56], the authors showed that SLM could be used to minimize the maximum
peak interference-to-carrier ratio (PICR) in the receiver, where PICR is a measure of the
worst-case ICI.
3.1 Selected Mapping for PAR Reduction
The paper that coined the term “selected mapping” was written by Bauml, Fischer and
Huber in 1996 [7]. However, similar ideas were published at almost the same time in [40]
and [24]. SLM takes advantage of the fact that the PAR of an OFDM signal is very sensitive
to phase shifts in the frequency-domain data. PAR reduction is achieved by multiplying
independent phase sequences to the original data and determining the PAR of each phase
sequence/data combination. The combination with the lowest PAR is transmitted. In
other words, the data sequence X is element-wise phased by D N -length phase sequences,
{φ[k](d)}N−1k=0 = φ(d), where d is an integer such that d ∈ [0, D − 1]. After phasing, the D
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candidate frequency-domain sequences are given by
X(d) = X ◦ ejφ(d) , (36)
where ◦ is element-wise multiplication. We assume that φ(0) = 0 ∀ k so that X(0) = X.
Define the D candidate time-domain OFDM symbols x(d)L = IDFTL{X(d)}. Note
that all of the candidate symbols carry the same information. In order to achieve a PAR
reduction, the symbol with the lowest PAR is transmitted. We define
d̃ = arg min
0≤d<D
PAR{x(d)L }. (37)
Here, there is a choice of what oversampling factor should be used when selecting the
minimum PAR signal. Ideally, L would be chosen large. However, as L grows so does the
computational complexity of SLM. On the other hand, if L is too small, then peaks may
regrow after oversampling. That is, d̃ may not be the same for every L.
3.1.1 Recovery of X in SLM
With d̃, the transmitted signal is x(d̃). In the receiver, X can be recovered with
X = DFT{x(d̃)} ◦ e−jφ(d̃) (38)
= X ◦ ejφ(d̃) ◦ e−jφ(d̃) (39)
= X. (40)
To recover X, it is necessary for the receiver to have a table of all φ(d) and some way of
determining d̃. Determining d̃ can be done with dlog2 De bits of side information or, as we
advocate in Chapter 6, blindly without any side information.
One clever solution to the side information problem was presented in [29], where it was
proposed that subcarrier interleaving be used to create different candidate signals in SLM
(instead of phase rotations). In that case, several subcarriers need to be reserved for side
information. With knowledge of which subcarriers have the side information, the receiver
can recover it and de-interleave the data. The problem is that interleaving does not create




Ideally, a SLM scheme will create D independent mappings of a discrete-time domain signal
xL. If we assume that each mapping is independent of all other mappings, then the CCDF
of the PAR in a SLM scheme is simply
Pr
[






(PAR{x(d)L } > γ)
]
(41)
= Pr [PAR{xL} > γ]D . (42)







1− (1− e−γ)N]D . (43)
Figure 12 is a plot of the theoretical PAR CCDF curves for a critically sampled OFDM
symbol where N = 64. From the plot, we can see that large PAR reductions are possible
with SLM. Figure 13 is a plot that illustrates the affect over sampling has on SLM. In
the plot, the PAR CCDF curves are plotted for the critically-sampled OFDM symbol and
for the L = 4 OFDM symbol. Also plotted are the PAR CCDFs when SLM (D = 5) is
used to reduce the PAR. We can see that the PAR reduction for both cases is about the
same at all probability levels. Finally, the PAR CCDF for an OFDM symbol that had
been selected based on the Nyquist-samples, but had been oversampled back to L = 4 after
selection is plotted. In a more perfect world this curve would exactly correspond with the
D = 5, L = 4 CCDF, meaning that nothing is lost by applying SLM to the L = 1 OFDM
symbols. However, the plot confirms that a certain amount of peak regrowth can occur
when the critically-sampled symbol is used for selection.
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Figure 12: PAR CCDF of SLM for N = 64, L = 1 and D = 1, 2, 10, 100.
























Figure 13: PAR CCDF of SLM for N = 64, L = 1, 4 and D = 1, 5. There is also a CCDF
of the 4 times oversampled D = 5, L = 1 signals, which is a measure of the PAR regrowth
from selecting on the critically sample values.
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3.2 SLM Complexity
From Figure 12 it is obvious that SLM has significant PAR reduction capabilities. However,
this reduction is not free. The most significant costs are the D− 1 additional IDFT opera-
tions, and the D − 1 N -length phase multiplications. These complexities can be mitigated
slightly by using the inverse fast fourier transform (IFFT) in place of the IDFT and by
using binary phase sequences so that all of the phase multiplications are just sign changes.
Further complexity reductions can be made by implementing our proposed threshold SLM
scheme that is described in Chapter 5.
In [39] a method was proposed that reduced the complexity of SLM. Recall that the
IFFT algorithm works by using R = log2 N stages of radix-2 decimation of the input
sequence X. Let us denote the output after the rth stage by IFFT (r){X}. The idea in [39]
was to generate an intermediate IFFT of the data sequence, IFFT (ro){X}, and phase that
sequence by phase vectors to create IFFT (ro){X}◦ejφ(d) . This is a reduction in complexity
because only R − ro IFFT stages need to be calculated in order to determine the PAR of













There results show that for N = 211 they can use ro = 6 without a noticeable reduction
in PAR performance. This corresponds to a computational savings of 50%. This scheme
is really just a reformulation of PTS with a random instead of structured search. But by
putting in the context of SLM, the authors were able to make meaningful complexity-to-
PAR tradeoffs.
3.3 Optimality Condition
SLM can be thought of as a method that randomly searches the “PAR space,” where each
phase mapping can be thought of as a one sampling from the PAR space. Intuitively, we
would like to have independent “samples” in order to have the best chance of finding a low
PAR. In [47] an attempt was made to find the determine the optimal type of phase sequences.
By optimal, we mean the set of phase sequences that minimize the PAR CCDF. In that
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paper, random, complementary Golay, Walsh-Hadamard, Shapiro-Rudin and orthogonal
spreading variable factor (OVSF) sequences were all compared in the context of an SLM
system. Through simulation, it was determined that the random sequences performed the
best.
In [71], the problem of determining optimal phase sequences was also studied. From an
intuitive perspective, it makes sense that in order to minimize the PAR, an SLM system
should test independent mappings of x. However, it was shown rigorously that x(m) and
x(l 6=m) cannot be independent because they have X in common. More specifically, they
showed rigorously that the forth order cumulant
cum
[
x(m), (x(m))∗,x(l 6=m), (x(l 6=m))∗
]
6= 0, (45)
which means that the mappings are mutually dependent.
However, if the following three conditions are met, then the second order cumulant,




2. X is i.i.d.
3. φ(d)k is i.i.d ∀ d > 0, k.
There are many phase distributions that satisfy E[ejφ
(d)
] = 0 (i.e. uniform on [0, 2π) or
uniform discrete on {0, π}). Furthermore, it was also shown in [71] that if these conditions
are not met, then the PAR CCDF will not be minimized. Figure 14 is an illustration of
how E[ejφ
(d)
] 6= 0 is detrimental to PAR reduction. The simulation parameters for the plot
are N = 64 and D = 5 for the lower two curves. From the plot, it is obvious that when
E[ejφ
(d)
] = 0, the PAR CCDF is much better than when E[ejφ
(d)
] = π/2− 1 + j 6= 0.
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D=5, φ ~ [0,2π]
D=5, φ ~ [0,π/2]
D=1
Figure 14: PAR CCDF of SLM for N = 64, L = 1 and D = 1, 5. For upper D = 5
curve φ(d)k ∼ [0, π/2] so E[ejφ
(d)




3.4 Expected PAR Reduction
One measure of interest that we presented in [8] is the expected PAR in SLM. The result is
surprisingly simple. From (43), we can determine that the CDF of the PAR of a discrete-
time SLM signal is
FPAR(x) = 1−
[
1− (1− e−x)N]D . (46)
The probability density function (PDF) is simply the derivative of the CDF,
fPAR(x) =
[









x · fPAR(x)dx. (48)









( kN + p)
. (49)
Equation (49) shows that there is a simple closed form expression for the expectation
of the PAR of a SLM signal for any N and D. The D = 1 case corresponds to expectation
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Table 2: The PAR value corresponding to various Ds for different Ns.
E[PAR] (dB)
N D = 1 (no SLM) D = 2 D = 10 D = 30
64 6.76 6.08 5.04 4.55
128 7.35 6.76 5.88 5.48
256 7.87 7.35 6.59 6.25
512 8.34 7.87 7.20 6.91
1024 8.76 8.34 7.74 7.48










which is the N th harmonic number.
This is an interesting result when taken in light of the commonly-cited worst-case PAR
for a given N , which assumes all of the subcarriers are the same symbol. In that case
PAR = N . Equation 50 reveals that the E[PAR] increases much slower than linearly; in
fact, even for N = 227, E[PAR] is only 12.8 dB. Table 1 gives several examples of E[PAR].
Figure 15 is a plot of the sample average PAR (µ̂) versus the theoretical E[PAR] for
OFDM signals where the frequency domain symbols were taken from the 16PSK or 16QAM
constellations. It shows that the theoretical E[PAR] is very close to the sample estimates
even for small N . This result is important as a way of verifying that the errors associated
with the commonly made assumptions are very small. Figure 16 is a plot theoretical trend



























Figure 15: The sample means versus the theoretical E[PAR] when Xk is taken from 16PSK
or 16QAM. 30,000 OFDM blocks were used to obtain the sample mean estimates.

























Figure 16: Theoretical trend of the expected PAR versus N for D = 1, 2, 4, 32.
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3.5 Conclusions
In this chapter we have presented the selected mapping PAR reduction method. It was
demonstrated that large PAR reduction are possible with SLM. The complexity of SLM
was presented as well as an analysis of the loss of PAR reduction performance due to
selection with the critically sample OFDM symbol. Additionally, a summary of the SLM
optimality conditions from [71] was given. Finally, the expected PAR value in SLM was
derived and analyzed.
3.6 Derivation of E[PAR]





The integral above yields a messy result because the lower limit is one, which is due to the
fact that PAR ≥ 1. However, as N →∞ the lower limit on the expectation integral can be
changed from one to zero. In practice, altering the limits of the integral, even for N = 20,
only yields an error of 10−5. And for practical values, where N ≥ 64, the error is less than
10−11. It is also important to note that the complex Gaussian assumption made in deriving





















[(1− x) kN − 1] (54)
the expectation integral becomes an integration by parts problem. Let’s define two func-
tions, R and G in order to use simpler expressions:











[(1− x) kN − 1].
(55)
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Now the indefinite expectation integral, (53), becomes
∫
xD−1 ln[1− (1− x) 1N ]dx
= xD R(x,N)− (D − 1)
∫




If we move the middle term on the right hand side of (56) to the left hand side, we have
D
∫
xD−1 ln[1− (1− x) 1N ]dx = xD R(x,N)− (D − 1)
∫
xD−2G(x,N)dx. (57)
The left over integral can also be done with integration by parts. The result is
D
∫
























which we define as Υ(x,N,D). Therefore,
E[PAR] = Υ(0, N, D)−Υ(1, N, D). (59)
After simplification, Υ(1, N, D) becomes














(D − l). (60)







. Thus, Υ(1, N, D) is the alternating sum of a
binomial series which is 0 ∀ N and D:












Therefore the expectation of the PAR is Υ(0, N, D). Observe that all terms of (58) in the













NET POWER SAVINGS IN SELECTED MAPPING
As was outlined in Chapter 1, there has been alot of attention devoted to reducing the PAR
in OFDM. Accordingly, it is important to provide an analysis of the power savings that
result from PAR reductions. A net power savings analysis must include all additional power
resources that a PAR reduction scheme uses. This includes any additional computational
complexity beyond the requirements of traditional OFDM. Additional complexity requires
both time and, more importantly, power consumption in the processor. Therefore, it is
also important to analyze the computational power costs of implementing a PAR reduction
scheme in order to determine if the power costs from the processor outweigh the power
saved by peak reduction1.
4.1 Introduction
In a practical system, prior to transmission, the OFDM signals are sent through a PA which
is always peak-power limited. If |x(t)|2 is larger than the saturation point of the PA at any
time t, then x(t) will be clipped. Clipping is a type of signal distortion, which results in
decoding errors at the receiver or, equivalently, an increased BER (see Section 2.2.1). PAR
is critically important to practical ODFM system design because it can be used as a measure
of the clipping probability. In our analysis we assume that the OFDM system must provide
a fixed clipping probability, which approximately corresponds to a fixed BER.
In [45] it was demonstrated that the complementary cumulative distribution function
(CCDF) of the PAR of a continuous-time OFDM signal x(t) can be expressed as









which agrees with simulations for N ≥ 64. From (63) we can find the PAR as a function of
1This chapter was published in [10] and is a result of a collaboration with G. Tong Zhou
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Table 3: The PAR value corresponding to various probability-of-clipping levels for different
Ns.
PAR (dB)
N 64 128 256 512 1024
p = 10−2 9.97 10.3 10.6 10.8 11.1
p = 10−3 10.9 11.2 11.4 11.6 11.8
p = 10−4 11.7 11.9 12.1 12.3 12.5
p = 10−5 12.3 12.5 12.7 12.8 13.0
p = 10−6 12.9 13.1 13.2 13.4 13.5











where W is Lambert’s W-function given by the inverse of f(W ) = WeW [67]. Table 3
summarizes several PAR values for various p.
As we can see from Table 4.1, PAR(p) has a strong dependence on the probability of
clipping. Therefore, we must choose a probability of clipping that is reasonable in practical
applications in order to obtain meaningful power savings results. In [60] there is a thorough
treatment of how clipping leads to increased BER and spectral regrowth. Obviously we
would like to minimize the BER, but in a practical system the spectral regrowth must also
be kept to a minimum to prevent adjacent channel interference.
It is important to note that the probability-of-clipping levels are given as the probability
that any part of an OFDM symbol is clipped, where each OFDM symbol contains N data
symbols. It may be intuitive to think there is a trivial relationship between the probability
of clipping and the BER; however, the relationship is quite complicated. This is because
the receiver performs a FT operation on the clipped frame and the effects of the clipping
propagate to all data symbols in the frame. In [60], Tellado explored the SER/clipping
relationship and found that the BER is actually a strong function of the size of the symbol
constellation. That is, for the same probability of clipping, a constellation with 4QAM
would incur fewer symbol errors than 256QAM.
Because BER constraints vary according to application and there are many variables
involved in relating a probability-of-clipping level to a BER, in this paper we will assume
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that a probability-of-clipping level of 10−4 is reasonable.
4.2 Power Amplifier Efficiency
For simplicity, let us consider Class A PAs which are the most linear. They consume a
constant amount of power, PDC , regardless of the input power. The PA efficiency, η, is
defined as the portion of PDC that is delivered to the load; i.e., η = Pout,ave/PDC [22].
For a given OFDM signal, we need to adjust the average input power so that the peaks
of the signal are rarely clipped. That is, we will have to apply an input backoff (IBO) to
the signal prior to amplification. The amount of the IBO directly relates to both the PAR
and η: large PARs lead to increased IBO and reduced η. With the probability of clipping
analysis from the previous section we can define the IBO as equal to the PAR for a certain
probability of clipping. Class A PAs have a maximum η of 50% [22]. We shall assume an
ideal linear model [22] for the PA, meaning that linear amplification is achieved up to the





For an OFDM signal with 128 subcarriers, in order to guarantee that no more than 1
in 10,000 frames are clipped, we have to apply an IBO that is equivalent to the PAR at
the 10−4 probability level. From Table 2, the corresponding PAR = 11.9dB (15.5). Thus,
to amplify a 128-carrier OFDM signal with a Class A PA under the constraint that the
clipping probability should not exceed 10−4, the PA efficiency becomes η = 0.5/PAR =
0.5/15.5 = 3.2%. Such a low power efficiency is a strong motivation for us to pursue PAR
reduction. With a Class A PA, every 3dB of PAR reduction translates into doubling of the
PA efficiency.
For the following power savings analysis we will assume that a fixed Pout,ave is required
for the system and that the transmission PA can be re-biased according to any PAR change.
So for any PAR reduction, the PA will produce the same Pout,ave as before the reduction,
but the PDC will be lowered, leaving a power savings. Figure 17 is a graphical illustration












Figure 17: PA response before and after PAR reduction. The left plot shows how the power
efficiency varies with PAR.
characteristic prior to PAR reduction. In this case Pout,ave = 1W , Pout,max,1 = Psat = 12W
and, for a Class A PA, PDC = 2Psat = 24W . If Pout,ave is held constant, and the PAR is
reduced from 12 to 6, then Pout,max,2 = Psat = 6W and PDC = 2Psat = 12W . Therefore,
a PAR reduction from 12 (10.8dB) to 6 (7.8dB) (-3dB change) resulted in a 12W power
savings.





Substituting (65) into (66), we infer that any power saving from one efficiency to another,
η1 → η2, can be expressed by
Psavings = PDC,1 − PDC,2
= 2Pout,ave(PAR1 − PAR2), (67)
Several promising methods currently being developed that increase PA η without PAR
reduction include adaptive biasing, linear amplification using non-linear components (LINC),
feedforward or predistortion linearization, and the Doherty amplifier [22]. However, all of
these methods involve hardware implementations that can be expensive. Alternatively,
power savings can be achieved with PAR reduction methods that are implemented in soft-
ware. To calculate the power savings as the result of a PAR reduction algorithm, we simply
substitute Pout,ave and the PAR difference (in linear scale) into (67).
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4.3 Power Savings Through Selected Mapping
As outlined in Chapter 3, SLM has emerged as a promising way to reduce the PAR of
OFDM signals. SLM takes advantage of the fact that the PAR of an OFDM signal is
very sensitive to phase shifts in the frequency-domain data. PAR reduction is achieved
by multiplying independent phase sequences with the original data and determining the
PAR of each phase sequence/data combination. The combination with the lowest PAR is
transmitted. In [69] it was demonstrated that the side information in SLM does not need to
be transmitted, but, can instead be blindly detected at the receiver with negligible increase
in BER . The only cost of SLM is in additional processing. Because the PAR of each of
D phase sequence/data combinations must be found, D additional IFFTs are needed at
the transmitter, which translates to increased processor power consumption. Furthermore,
D phase sequences must be stored or generated on demand, and either option will incur
additional power consumption. This section will concentrate on power savings that result
for SLM’s PAR reduction capabilities.

























Figure 18: CCDF for SLM where N = 256 and D = 1, 2, 5, 10.
The CCDF of a SLM signal is simple if we assume that each of the D time-domain signals
tested are independent of the other generated signals. This assumption is not strictly valid
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Table 4: For N = 256, the PAR value (in dB and linear scales) corresponding to the 10−4
probability-of-clipping level for different Ds. The savings gain, Gs, equals twice the PAR
reduction amount (in linear scale)
D PAR (dB) PAR Gs
1 (no SLM) 12.1 16.2 0
2 10.6 11.5 9.5
3 9.9 9.8 12.8
4 9.5 8.9 14.5
5 9.2 8.3 15.6
10 8.6 7.2 17.9
because all D of the generated signals have the original frequency-domain data in common.
Nevertheless, the resulting approximation is very close to simulation results. With the
independence assumption, the probability of clipping becomes











From Figure 18 it is obvious that SLM can achieve substantial PAR reductions. The inverse













where W is Lambert’s W-function given by the inverse of f(W ) = WeW [?]. Let us
define the savings gain, Gs as the ratio of power saved to the average output power, i.e.,
Gs = Psave/Pout,ave. From 67, we infer that
Gs = 2(PAR1 − PAR2). (70)
Table 4 gives several PAR and Gs values of the SLM case over the no SLM (D = 1) case
assuming N = 256 and p = 10−4. It is evident from Table ?? that SLM can achieve
significant PAR reductions and power savings, even for small D.
In order to determine practical power savings, it is important to examine an appropriate
range of Pout,ave. To gain some perspective, consider that the Federal Communications
Commission (FCC),which is the regulatory body for wireless communications in the United
States, specifies that the effective isotropic radiated power (EIRP) be no more than 4 watts
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in the unlicensed ISM and UNII bands [1]. Since this Figure is the EIRP, it includes antenna
gain, Ga, which can be assumed to be between 2dB (1.6) and 8 dB (6.3) for portable devices
[54]. The PAR also comes into consideration because 4 watts is the maximum EIRP, so
Pout,ave is a factor of PAR lower than Pout,max = Pout,avePAR. Therefore, assuming a





it is appropriate to assume that the transmitting PA must produce 63mW ≤ Pout,ave ≤
250mW . SLM becomes more attractive as Pout,ave becomes larger.
Through evaluation we have found that Psavings in equation (67) is independent of the
value of N for N < 225. This means that the difference between two PARs from (69)
with different Ns is constant for N < 225. Figure 19 is a plot of the power saved through
SLM for a Class A PA. Note that the power savings is on the order of several Watts for
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Figure 19: Power saving of SLM at different Ns and Ds and Pout,aves.
Pout,ave > 110mW .
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Table 5: Relevant data for the TI C55x DSP [3].
Current/Processor cycle/Second 0.33 mA/MHz
Supply voltage 12.6 V
Processor frequency 200 MHz
Cycles/256-point FFT 4786
Cycles/Radix 2 FFT core 5
Overhead cycles/FFT 306
Cycles/N -point FFT 306 + 5N2 log2(
N
2 )
Cycles/D-length minimum-index search 17 + D/2




4.4 Power Costs of Selected Mapping
As was mentioned in the last section, SLM does consume additional processing power. It is
only reasonable to consider whether the processer power consumption outweighs the power
savings from PAR reduction. For this purpose we will consider Texas Instrument’s C55x
series DSPs in all computation comparisons. Table 5 summarizes the relevant data for the
TI C55x DSP which can be found in [3]. Table 6 summarizes the processing power required
for FFTs of different lengths.








Thus, the energy consumption per length of FFT/IFFT, assuming the length is a power of
two, is
Energy/point = 415.8 pWscycle
[












For comparison purposes it is assumed that the PA and the DSP work for the same
amount of time. This way they can be compared in terms of power consumption instead of
energy consumption.
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Table 6: Power consumption for different FFT lengths, N .



















































































Figure 20: Blind SLM OFDM block diagram. Each part of the system that requires pro-
cessor resources is labelled with a letter, (A) through (G).
As can been seen in Figure 20, the Nyquist-sampled Blind SLM (BSLM) transmitted
signal is x̃[n], which is defined according to
d̃ = arg min0≤d≤D−1PAR{IDFT (Xk ejφ
(d)
k )},
x̃[n] = IDFT (Xk ejφ
(d̃)
k ), (74)
where D is the number of phase mappings tested, {φ(d)k }D−1d=0 are the phase sequences (it
is assumed that φ(0)k = 0,∀ k) , {Xk}N−1k=0 is the frequency domain data, and N is number
of subcarriers. Then, according to Figure 20, at the transmitter, BSLM incurs additional
processing requirements at points (A), (B), and (C).
In order to analyze the computational requirements for BSLM we will examine the
implementation presented in [69]. In [69] it was shown that with φ(d)k = ad k
3, where ad
is a constant, excellent PAR reduction performance can be achieved with the benefit of a
simplistic formula for generating φ(d)k .
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In Figure 20, (A) corresponds to the phase sequence creation and multiplication. For
this analysis we will consider that the each phase sequence is generated on demand; thus
3N multiplies are necessary for each sequence (ad k ·k2). Also, because the data is complex,
(D − 1) · N complex multiplies are necessary at (A). It could be assumed that the phase
sequences, {{ejadk3}N−1k=0 }D−1d=0 , are stored in a look-up table instead of being generated on
demand. However, it is very difficult to quantify the memory power usage that results from
storing the sequences. (B) corresponds to the D IFFTs that are necessary in order to find
the PAR of each mapping, which is D − 1 more than are necessary in traditional OFDM
operation. Finally, (C) corresponds to the process of selecting the mapping with minimum
PAR. This involves a N -length maximum value search to find the PAR of each mapping
and a D-length minimum index search to determine and select the mapping with the lowest
PAR.
At the receiver, the first block, (D), is a FFT which is necessary in any OFDM system.
At (E), the receiver must multiply D − 1 inverse phase sequences by {Yk}N−1k=0 . As in the
transmitter, the receiver is assumed to have created the phase sequences on demand with
3N multiplies. At (F), the receiver must perform a minimum-distance maximum-likelihood
(ML) decoding to determine which of the constellation points, {Cm}Q−1m=0, that each point,
k, of each mappings, d, of {{Y dk }N−1k=0 }D−1d=0 corresponds to. To find the square distance, D,
between any two points requires 3 additions and 2 multiplies. Therefore, (F) requires a
total of 3N · Q additions, 2N · Q multiplies and N Q-length minimum-index searches for
each mapping. In BSLM it is also necessary to identify which phase sequence was used in
transmission. This is done at (G). Since {ad}D−1d=0 is taken from a known set, we can define
the set of square distances, {D(ad)k }N−1k=0 , between Yk and the optimal constellation points






over 0 ≤ d ≤ D−1. Therefore, (G) requires N ·D additions and a D-length minimum-index
search.
Table 7 summarizes the additional operations necessary for BSLM.
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Table 7: Additional operations necessary in BSLM for constellation size Q, data length N ,
and D cubic phase sequences.
Operation Transmitter Reciever
IFFT D − 1 0
Multiplies 3N(D − 1) 2NQ(D − 1)
+3N(D − 1)
Complex Multiplies N(D − 1) N(D − 1)
Additions 0 3NQ(D − 1)
+ND
D-length min-index search 0 1
Q-length min-index search 0 N(D − 1)
N -length max-value search 0 D
Figure 21 is a plot of the power consumed by BSLM for various D, N with Q = 16.
Note that the power consumption is on the order of tens of µW , whereas the savings was
on the order of Watts. Obviously BSLM is capable of producing a large net power savings.
This savings is quantified in Figure 22, which is based on a probability of clipping of 10−4.
From the plot we can see that by employing only one additional phase mapping, D = 2, a
1 W power savings can be achieved for Pout,ave = 110 mW. Note that from Table 2 and eq.
(6) we see that the PDC = 2Pout,ave16.2 = 3.6 W before PAR reduction for Pout,ave = 110
mW, so a 1W savings (D = 2) corresponds to a reduction in the DC power by 28%. It
is also important to notice that the power savings curves level off for large D, which is a
result of the diminishing PAR reduction capability of SLM as D grows. Finally, we can see
that the minuscule power cost of SLM is far less than the power saved.
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Figure 21: Power consumed by BSLM for various D, N with Q = 16.
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Figure 22: Net power saving of blind-detection SLM at different Ns and Ds and Pout,aves
for a probability of clipping of 10−4.
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4.5 Conclusions
In this chapter we have detailed our analysis of the net power savings when SLM is used to
reduce the PAR of OFDM signals. It has been well established that PAR reduction leads to
power savings, and we were able to quantify this savings in terms of real-world devices. We
also accounted for the computational power consumption that occurs in the implementation
of SLM.
We found that the net power savings is directly proportional to the desired average out-
put power, Pout,ave, and is highly dependent on the clipping probability level. Accordingly,
we determined realistic values for each parameter. Pout,ave is on the order of 100mW , while
10−4 is an acceptable clipping probability. With these parameters the net power savings is




The idea of thresholding the PAR of a SLM system was first mentioned in [29]. However,
that work dealt with an interleaving SLM method and thresholding the PAR was only
mentioned in passing without any analysis. Threshold PAR was as it is presented here was
originally developed in [8] in the context of reducing the computational complexity of SLM.
In [12] it was noted that thresholding the PAR in SLM can lead to better blind detection
rates, which was rigorously studied in [9].
5.1 Preliminaries
Let us consider a practical transmission system and the role that PAR reduction plays in
it. We consider the case where the power amplifier (PA) is not adaptively biased, which
means that the system is designed with a certain constant clipping threshold. For example,
class A amplifiers require a bias power that is twice the clipping threshold [22].
The goal of PAR reduction is to increase power efficiency while keeping the probability
of clipping at an acceptably low level. Clipping needs to be minimized because it is a
distorting operation that increases the error rate. Accordingly, let us quantify clipping in a
transmission system by two parameters: the (power) clipping level, γo, and the probability
of clipping, Pr(PAR> γo) (assume the average power is normalized to one). For instance,
a system with γo = 7dB that is able to tolerate at most 1 clipped OFDM symbol in 10,000
would have Pr(PAR> γo) , p = 10−4.
Because the PA is not adaptively biased the power efficiency of the system is determined
exclusively by the average symbol power (E[|x[n]|2]) and the bias point of the PA, neither of
which is changed dynamically. The point is, that once the system is designed for a certain
PAR, any further PAR reduction is pointless.
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Figure 23: Different CCDFs that all pass through the point (7dB, 10−4). We show that in
a practical system designed for a probability of clipping of 10−4 and clipping level of 7dB,
these curves all have the same power efficiency performance.
Figure 23 is an illustration of this concept through the complementary cumulative distri-
bution function (CCDF) curves. Notice that all of the curves pass through the point (7dB,
10−4), but they all correspond to different distributions. For a system designed around
these parameters (γo = 7dB, p = 10−4), each of the curves has the same power efficiency
and clipping probability. Therefore, if some modification that increases the blind detection
rate also changes the shape of the CCDF from one curve to another in Figure 23, the system
will not be sacrificing any PAR reduction performance.
The consequence of all of this analysis is that a SLM system only has to test phase
sequences until a signal with a PAR< γo is found. It is possible that further phase mappings
could produce an even lower PAR signal, but we just established that any further PAR
reduction will not further improve the power efficiency for a given PA with a fixed bias and
probability of clipping. It is also possible that after Dmax mappings the PAR is still larger
than the clipping level. In this case the signal is simply sent despite the fact that it will
be clipped in the PA. Note, however, that Dmax is chosen to ensure that the probability of
clipping is kept to the specified level.
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It has been shown in Chapter 3 that the CCDF of the PAR in a Nyquist sampled OFDM
symbol is
Pr(PARSLM > γ) =
[
1− (1− e−γ)N]D, (76)
where N is the number of subcarriers and D is the number of independent phase mappings.
For future brevity we will define
ΓN , (1− e−γ)N (77)
ΓNo , (1− e−γo)N . (78)
If the SLM process stops when PAR< γo then we can solve for Dmax to guarantee that
Pr(PAR> γo) ≤ p.








where dae is the “ceil” operation that returns the smallest integer greater than or equal to
a.
In some systems it may be more appropriate to design a system around the number of
mappings Dmax. This is the case when the application cannot tolerate additional computa-
tional time that extra mappings would contribute. If we choose the probability of clipping





and if γo is the dependent variable, then
γo = − ln
[
1− (1− eln(p)/Dmax)1/N]. (82)
In other words, there are three system parameters, (p, γo, Dmax), any two of which determine
the third. Figures 24 and 25 illustrate this concept. Figure 24 shows several CCDFs where
γo and p are specified and determine the value of Dmax. Figure 25 shows several CCDFs
where Dmax and p are specified and determine the value of γo.
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PAR CCDFs for p=10 −6
D=148 D=1 D=2 D=3 D=9 
Figure 24: Different CCDFs for γo = {6, 8, 10, 12}dB and p = 10−6. For each (γo, p)
combination, the CCDF for traditional (solid line) as well as orderer testing (dashed line)
SLM is plotted. N = 128.










































Figure 25: Different CCDFs for Dmax = 10 and p = {10−2, 10−4, 10−6}. N = 128.
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5.2 Threshold SLM CCDF
In deriving the CCDF of a threshold SLM OFDM symbol we were enlighten by [52]. In
threshold SLM additional phase mappings are tried only if the PAR threshold, γo has not
been met by one of the previous mappings. Thus if the dtho mapping is being tested, then
the d ∈ [0, do − 1] mapping all lead to PARs above the threshold. Stated mathematically,











Now we have to sum over all of the possible dos to get
Pr[PAR(x(d̃)) ≤ γ] =
Dmax−1∑
do=0















If Dmax mappings have been tried and the PAR is still above γo then the CCDF curve is
the same as SLM with Dmax mappings. Thus the CCDF of the PAR of a threshold SLM
system is









)Dmax , γ ≤ γo;
(1− ΓN )Dmax , γ > γo.
(88)
5.3 Mean, Variance Distribution of D
The expectation of the number, D, of independent phase sequences needed to guarantee
that a given ODFM symbol has a PAR less than some level γo. This is important in
practical applications because the transmission PA is peak-power limited, which translates
to a fixed clipping level; therefore, there is no reason to further reduce the PAR of an
OFDM symbol if its PAR is already low enough to avoid clipping [22]. Accordingly, any
practical implementation of SLM would have some threshold PAR, γo, where once the signal
PAR is below this level, the signal is sent without any further phase mapping. Thus, we
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Figure 26: CCDF for N = 128 for various Ds. The vertical line represents the PAR value
at which we guarantee no clipping occurs.
are interested in an expression for the expected number of phase mappings necessary to
guarantee a certain PAR.
Figure 26 shows the PAR CCDF for D ∈ [1, 5, 10, 30]. The plot shows that for a
γo of 7dB there is a 70% chance that it will be necessary to use SLM to avoid clipping.
Accordingly, there is a 30% chance that we will need D > 5. With this understanding the
distribution comes easily. If Dmax and γo are known, the probability of selecting the dth
mapping becomes









, 0 ≤ d < Dmax,
(
1− ΓNo
)Dmax , d = Dmax.
(89)
Because the mappings are performed in the same order every time, the expression in (89)
is the probability that the dth phase sequence was used in transmission [8]. We will show in
the next chapter how this analysis leads to an improved sequence detection performance.
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) D = 1 
D = 2 
D = 150 
D = 10 
E[D] = 1.6 E[D] = 40.1 
Figure 27: CCDF of the PAR for D = 1, 2, 10, 150. Also plotted the CCDFs for E[D] = 1.6
and E[D] = 40.1. These two CCDFs interesse the CCDF for D = 10 and D = 150 at 5dB
and 7dB, respectively.










and the variance in the number of mapping becomes







)d − Γ−2No (92)
= Γ−2No (1− ΓNo ). (93)
Figure 27 is a plot that demonstrates how a threshold SLM used much fewer mappings to
achieve the same PAR reduction. From the plot, SLM would take 150 mapping to achieve
a 5dB PAR at the 10−5 level. However, the expected number of mappings is only 40.1.
Several values for the mean and standard deviation are listed in Table 8. Notice for this
none threshold case, thus, these clipping levels are guaranteed at any probability level.
Let us explore the ratio of D to the expected D as the clipping level is lowered to a
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Table 8: Several values for the mean and standard deviation in the number of mapping in
a SLM system. N = 64.

























p = 10−3 
p = 10−4 
Figure 28: D/E[D] versus the clipping level, γo. The plot is for p = 10−4, 10−3 and
N = 64, 128, 256.











where the expression for D is taken from (80). This limit represents the factor by which the
computational complexity of SLM is reduced by implementing a PAR threshold. Figure 28
is an illustration of how quickly this limit is reached for different symbol lengths. the limit
is reached much sooner for larger N . Also, several values of the limit are tabulated in Table
9.
Obviously, a practical system would not be able to evaluate for an infinite number of Ds.
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Table 9: Limiting factor of computational saving by implementing a PAR threshold.
p 10−2 10−3 10−4 10−5 10−6
lim DE[D] 4.61 6.91 9.21 11.51 13.82
Instead, a practical system would implement some type of threshold SLM. The expected











= Γ−No [1− (1− ΓNo )Dmax ].
(96)
In [53] a queuing scheme was presented for threshold SLM called dynamic SLM (DSLM).
The scheme worked by putting a queue before and after the SLM mechanism. The output
queue keeps the frequency of the sent symbols constant, while the input queue is a waiting
area for symbols that have yet to be mapped. If the queues are chosen long enough then
the expected number of mappings in DSLM approaches the limit set by (90).
5.4 Conclusions
In this chapter we presented threshold SLM which has a lower complexity than traditional
SLM. We developed this idea by examining how a practical transmission PA is affected by
PAR reduction. Next, we derived the PAR CCDF in a threshold SLM system. Finally,
we derived the expected number of mapping required for SLM and demonstrated that in
threshold SLM the only the E[D] mappings are used on average, which is much less than




Blind SLM (BSLM) refers to a SLM system where the phase sequence that was used in the
transmitter to minimized the PAR, φd̃, is detected in the receiver without side information.
It is assumed that both the transmitter and receiver have a table of all possible phase
mappings.
In this chapter will survey the BSLM methods that are in the literature. And then
we will derive the maximum a posteriori (MAP) detection criterion, which is applicable to
the threshold SLM described in Chapter 5. The MAP criterion is a general form of the
maximum likelihood (ML) criterion that is applicable regular SLM.
6.1 Introduction
BSLM is appealing because side information transmission requires valuable bandwidth that
could be used for sending useful information. Also, sending and recovering side information
is not trivial. Simply reserving several subcarriers for side information and modulating these
carriers after PAR reduction would not work. As was emphasized in the Chapter 2, the PAR
is very sensitive to the data modulated on the subcarriers. Therefore, by modifying the data
after PAR reduction, it is likely that peak regrowth will occur [31]. If the side information
is added prior to the phase mappings, in order to avoid the peak regrowth problem, then
recovering the side information becomes a non-trivial matter. However, there have been
several side information assisted methods proposed, which were outlined in Section 3.1.1.
There have been several other methods that attempt to integrate non-explicit side in-
formation, coding and SLM. We refer to these as data rate reducing methods [16]. There
is also a very clever method that integrates channel estimation and blind phase sequence
detection [19] that we will explore. Finally, in [9] we present a BSLM technique that uses
structured phase mappings to facilitate detection, which will be detailed in Chapter 7.
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6.2 Blind SLM with Channel Estimation
Define a block fading channel to be one where the each successive OFDM symbol experiences
a different channel response. In block fading channels it is necessary to somehow acquire the
channel state information (CSI) so that the effect of the channel can be removed (according
to (8)) and the error rate can be decreased. One promising way to acquire CSI is by
inserting evenly spaced pilot tones in the frequency domain. This method is known as pilot
tone assisted modulation (PTAM) [43].
In [19] it was demonstrated that PTAM’s estimation ability was not affected by cyclic
shifts of the pilot tones. That is, as long as the tones were equally spaced, PTSM worked
well. It was also pointed out that the pilot tone have significantly more power in them
than the information bearing tones. Thus, the pilot tones could be used as markers where
they could be used to represent information. In the BSLM case, that information tells the
receiver which phase mapping was used for PAR reduction. In [19] this method was dubbed
blind selected pilot tone modulation (BSPTM). In Figure 29 there is an illustration of the
frequency domain in BSPTM. Here the N = 15 and D = 2. The variable τ represents the
offset of the first pilot tone from the zeroth subcarrier. It is important to realize that τ does
not change when a phase vector is applied. Also, the receiver can detect τ with a simple
comb correlator. Once τ is detected, the receiver will be able to dephase the received signal
and recover the data. Moreover, the receiver can also use the pilot tones to recover the CSI,
as it would in a normal PTAM OFDM scheme.
In [19], the authors showed that BSPTM has excellent detection rates. However, there
is still room for other blind detection methods. One reason is that BSPTM can only
distinguish between as many mapping as there are possible shifts. In the example from
Figure 29, D can be at most 5. For larger D, BSPTM may have to be integrated with other
methods. The second reason is that not all channel experience block fading. For static
and even semi-static channels pilot tones would only be sent occasionally. For the symbols
without pilot tones other BSLM detection methods need to be developed.
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Figure 29: Example frequency domain for BSPTM with D = 2 and N = 15. The pilot
tones are in red and contain more power that the information-bearing tone in blue.
6.3 Optimal BSLM Detection
In [30] a ML BSLM receiver was introduced without proof. In [9] we able to show that
that receiver was actually a suboptimal ML receiver. In this section we will present our
results from [9] and derive the MAP receiver for the threshold BSLM technique presented
in Chapter 5.
6.3.1 Preliminaries
For sequence detection in BSLM it is assumed that both the transmitter and receiver have
the set of possible phase sequences. The basic idea is that the receiver takes an IDFT of
the received baseband signal and then uses its set of phase sequences along with some sort
of metric to determine which sequence the transmitter used.
Traditionally, it is assumed that the receiver “derotates” the received symbols (as in (38))
and compares each derotation to the symbol constellation C. However, it is convenient in
the derivation of the detection metric to use a different, but equivalent, method.
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Instead of derotating the received frequency-domain signal, assume that the received sig-
nal is compared to a rotated constellation. We will denote a rotated constellation sequence
by C(d) = {C(d)[k]}N−1k=0 , C · ejϕ
(d̃)
. Notice that the constellation varies with k because the
phase sequence varies with k. In other words, the receiver has to determine which of the D
constellation sequences was used for transmission. Once the constellation is known for each
subcarrier (i.e. the constellation sequence is known), then classic decoding methods can be
used to determine what data was sent.
6.3.2 Maximum a posteriori Probability Detection
In the following we assume an AWGN channel and an i.i.d. data sequence X. With these
assumptions, the maximum a posteriori (MAP) probability of detection is the maximum
of the probability that the dth constellation sequence, C(d), was used in transmission given
the received sequence, R. Stated mathematically,











Note that the denominator in (97) is irrelevant because it does not depend on the maximiza-
tion parameter d. If we had used the conventional derotation receiver, then the denominator
would have a d dependence and would have to be included in the formulation of the metric.
In an AWGN channel the joint conditional probability density function (pdf),












q [k]‖2/No , (99)
where No/2 is the noise power, {ĉ(d)q [k] ∈ C(d)[k]}N−1k=0 , and ‖ · ‖ represents the Euclidean
distance in the complex plane. We can substitute Pr(d) for Pr[C(d)] and fR|C(d)(r) for
Pr[R|C(d)] in (98) to obtain









q [k]‖2/No , (100)
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where Pr(d) is given in (89). Notice we were able to leave out the constant terms in fR|C(d)(r)
because of the arg max operation.
In [30] it was claimed that the optimal maximum likelihood (ML) sequence detection
metric (given that the sequences are equally likely and the information modulated on each







‖r[k]− ĉ(d)q [k]‖. (101)
In actuality that optimal ML metric is



































‖r[k]− ĉ(d)q [k]‖, (103)
which is true because the constellation point used in the transmitter, ĉ(d̃)q̃ [k], dominates the
sum over Q on the left hand side of (103). This approximation is very convenient because it
significantly reduces the computational complexity of the metric. Using this approximation,
the suboptimal MAP (AMAP) criterion becomes












where Pr(d) is given in (89). Also, we will refer to






‖r[k]− ĉ(d)q [k]‖2 (105)
as the suboptimal MAP metric.
The expression in (104) requires D times as many ‖ · ‖2 operations as non-SLM ML
decoding. Unlike standard ML decoding, a minimum operation is necessary instead of
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an argument minimum operation. Also, implementing the argument maximum operation
with a threshold, while intuitively appealing, will result in a significant detection error rate
(DER) increase. We will examine this effect in the next section.
6.3.3 Error Rate Analysis
The distribution of the metric G(d)(R) in an AWGN channel is complicated by the minimum
operation. Instead of it being a simple non-central χ2 (NCCS) random variable with 2N
degrees of freedom, it is a more complicated distribution. However, for practical values of
N and for large signal-to-noise ratios (SNRs) the distribution of G is closely approximated
by the NCCS distribution. Note that when d = d̃ the distribution approaches central χ2
(CCS). Additionally, the two distributions of G(d)(R) and G(d̃)(R) are not independent
because they share the same additive noise. There exists a bivariate non-central χ2 pdf and
it is given in [58]. With this pdf, f
G(d),G(d̃)
(x, y), the phase sequence detection error rate


















Despite the simplicity of (106) and (107), there is a complication, which is that the pdf
given in [58] is not amenable to numeric integration.
As an alternative, we propose to approximate f
G(d),G(d̃)
(x, y) with a bivariate Gaussian
random variable. This method can be justified by the multivariate central limit theorem





























however, since this has to be integrated numerically, it is preferable to find an expression













2π(1− ρ sin(2θ)) dθ, (109)
where ∆µ = |µx − µy|.
Next, we have to find an expression for the means, variances and covariances for each D,
N , and γo. Our approach is to ignore the minimum operation in the metric to derive these
statistical measures and then use simulation results that implement the minimum operation
to refine the analytical expressions.
We need to find the statistical properties of the metric when d = d̃ and when d 6= d̃.
For a Q-ary PSK constellation with constellation points at angles {φq}Q−1q=0 and magnitude
√
Es we have










+ ln[Pr(D = d)] (110)






















E[G(d̃)] =−N + ln[Pr(D = d̃)] (112)
V ar[G(d̃)] =N (113)
Cov[G(d̃), G(d)] =N. (114)
where the phase angles in the phase mappings are uniformly distributed on [0, 2π) (see
appendix for details). These equations are appealing because they can be expressed in a
relatively simple closed form. On the other hand, they are of limited use in that they are
only applicable to PSK constellations. DSL systems use very large QAM constellations [59]
which are not amenable to the the sort of closed form analysis we were able to provide for
PSK constellations.
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Using the Gaussian error rate approximation on statistical measures derived through
simulations is far easier and less time consuming than full simulations. This is because
we only have to run one simulation per constellation for a range of SNRs. Because mean,
variance and covariance are linear in N , it is straightforward to extrapolate these measures
for any N . Furthermore, any change in Dmax just changes the means for the metric by
a known value and adds an extra term to the summation in (107). Accordingly, we have
provided the best-fit lines for the statistical measures in Table 10.






+ 0.0581EsNo + 0.53
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Cov[X, Y ] 0.29
64-QAM
∆µ ln[cosh(0.022EsNo )]




+ 0.023EsNo + 0.195





Cov[X, Y ] 0.21
256-QAM
∆µ ln[cosh(0.00904EsNo )]




+ 0.026EsNo + 0.085





Cov[X, Y ] 0.18
Figure 30 is a plot of the DER using the Gaussian approximation and the parameters
from Table 1. There is a curve for each constellation and for the ML and MAP metrics.
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The PAR reduction parameters used for the plot are N = 512, γo = 10 dB, p = 10−7 and
Dmax = 5 which is a 3.5 dB PAR reduction. The plot shows that by using the MAP metric,
we can achieve an order of magnitude improvement in the DER. Note that this improvement
is gained with negligible complexity increase (Dmax extra additions). Figure 31 is a DER
plot with parameters N = 1024, γo = 9 dB, p = 10−7 and Dmax = 14, which is a 4.5 dB
PAR reduction. The plot shows that the DER is lower even though more mappings were
used, which is due to the increase in the number of subcarriers. The effect of N on the
DER is illustrated more clearly in Figure 32 where the DER with Eb/No = 7 dB is plotted
against N . We can see that the DER decreases exponentially with N when the number of
mappings is held constant.
Figure 33 is a plot of the bit error rate (BER) in an AWGN channel with a hard limiter
10 dB above the average signal power. The plot illustrates how different coding gains can
affect the BER in a BSLM system. For the uncoded case the BER is dominated by errors
in constellation point detection which means that the ML and MAP curves coincide. The
OFDM without SLM curve is higher because of clipping errors incurred by the hard limiter.
When a coding gain of 6 dB is used we can see a distinct difference between the three curves.
Specifically, we can see that the MAP criterion has about a 0.8 dB advantage over the ML
criterion at the 10−6 BER level.
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Figure 30: Plot parameters: N = 512, γo = 10 dB, p = 10−7 and Dmax = 5. The
DER is plotted versus the bit energy to noise ratio for different constellations. For each
constellation, the DER for the suboptimal ML (starred) and MAP (line) detection methods
are plotted.






























Figure 31: Plot parameters: N = 1024, γo = 9 dB, p = 10−7 and Dmax = 14. The
DER is plotted versus the bit energy to noise ratio for different constellations. For each
constellation, the DER for the suboptimal ML (starred) and MAP (line) detection methods
are plotted.
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Figure 32: Plot parameters: Eb/No = 7 dB and Dmax = 5. The DER is plotted versus the
number of subcarriers, N .






















MAP            
ML             
0 dB coding  
        gain 
6 dB coding  
        gain 
Figure 33: Bit error rate plot for BSLM in an AWGN channel with a hard limiter and
4-QAM modulation. The leftmost set of lines correspond to a system with a 6 dB coding
gain, while the lines on the right correspond to the uncoded case. For each case there is
a plot of BER for the unmodified OFDM, detection with the ML criterion, and detection
with the MAP criterion. Plot parameters: N = 64, γo = 10 dB, p = 10−7 and Dmax = 3.
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6.4 Conclusions
In this chapter we have presented an outline of several BSLM detection techniques that are
in the literature. Additionally, we derived the MAP criterion for detecting phase sequences
in BSLM. In deriving this MAP criterion it was necessary to define several details about the
how the transmitter and receiver operate. Specifically, the transmitter only uses as many
mappings as necessary to get below the clipping level (i.e. threshold SLM is used), and the
receiver compares the received symbols to a rotated constellation. The first specification
ensures that each mapping has a different probability, while the second allows for a simplified
MAP metric.
6.5 Derivation of the Mean, Variance and Covariance of
G(d) in PSK Constellations
Here we assume an AWGN channel and a PSK constellation with constellation points at
angles {φq}Q−1q=0 . First define the noise pdf to be







Now, when the incorrect constellation is used in the metric (i.e. d 6= d̃) and the possible
mapped phase angles are uniformly distributed on [0, 2π), we can view the transmitted
points as being uniformly distributed on [0, 2π) with power of Es. Thus, to calculate the
expected value of G(d 6=d̃) we must find the expected squared distance between the constel-
lation points,
√
Es{cos(φq)+ sin(φq)}Q−1q=0 , and a point that is uniformly distributed around
the circle with modulus
√
Es that has been corrupted with additive noise. Additionally, we
have to add ln[Pr(d)] to the mean because it is a MAP metric. Finally, notice in (105) that
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(cos(θ)− cos(φq))2 + (sin(θ)− sin(φq))2dθ
+ ln[Pr(D = d)]










+ ln[Pr(D = d)]. (116)
When d 6= d̃ the variance can be calculated by










































































When d = d̃ the calculations are much easier because it is just the mean and variance of a











gX,Y (x, y)dxdx + ln[Pr(d̃)]
=−N + ln[Pr(d̃)] (118)











V ar[G(d̃)] =N. (119)
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Lastly, the covariance between G(d̃) and G(d) is

































Cov[G(d̃), G(d)] =N. (120)
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CHAPTER VII
MONOMIAL PHASE SEQUENCES FOR BLIND
SELECTED MAPPING DETECTION
In the previous chapter we presented several blind SLM detection methods, including the
optimal MAP detection. In this chapter we will present work from [11], where it was
demonstrated that monomial phase sequences can be detected with the complexity of a
single FFT in the receiver. This is a significant improvement of MAP detection which has a
complexity proportional to the number of mappings. Of course, there is a tradeoff in BER
for this complexity improvement that will have to be considered before implementation.
7.1 Monomial Phase Sequence SLM
It has been shown in [69] that it is possible to use phase sequences of the form φ(d)k = α
(d)kp ≡
((α(d)kp))2π1 in SLM and still achieve almost optimal PAR-reduction performance. Here
α(d) is some constant. The idea is that for p > 1, φ(d)k ∼ U [0, 2π), thus the independence
condition that E[ejφ
(d)
k ] = 0 is (approximately) satisfied.
However, ((α(d)kp))2π must also be (approximately) i.i.d. across all ds and ks. In other
words, ((α(d)kp))2π needs to be aperiodic in both k and d. The simplest way to guarantee
aperiodicity is to set α so that it is not a multiple of π. It is possible to achieve near optimum
PAR reduction performance, even when α is a multiple of π, by making the period α(d)kp
mod 2π in k larger than N and making the period in d larger than D.
Figure 34 is a plot that compares the PAR reduction capability of monomial phase
sequences to randomly generated phase sequences. In the plot QPSK is used for modulation,
N = 64, D = 10, the monomial exponents are p = 2, 3, α(d) is chosen according to the
description in the next section, and the random phase sequence is uniformly distributed:
φ ∼ U(0, 2π]. The CCDF for each phase sequence is plotted for the Nyquist-sampled case
1((·))N represents the modulo N of teh argument
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(L = 1) as well as the L = 4 case. The plot shows that all three phase sequences have
virtually identical PAR-reduction performance for either oversampling factor. The p = 2
case has a slightly larger CCDF tail than the other mappings, but this should be a negligible
difference in most applications.
7.2 Blind Detection of Monomial Phase Sequences
If the phase sequences are monomials in k and we have some way to nullify the data, then
detecting α(d̃) or, equivalently, d̃, becomes a polynomial phase estimation problem. This
problem has been well studied in the context of doppler radar and wireless communications
applications.






























Figure 34: CCDF of SLM and monomial SLM, with N = 64 and D = 10 phase mappings.
Both, the L = 1 and L = 4 cases are plotted.
If a M-PSK constellation is used, and the received frequency domain signal, Y (d̃)k , is
raised to the M th power, then the effect of the data is nullified. For instance, if Xk is
drawn from a QPSK constellation ({−1, 1,−j, j}), then X4k = 1 regardless of which QPSK
constellation point is used. In general, for M-PSK and monomial phase sequences, we have
(Y (d̃)k )
M = ejMα
(d̃)kp , Wk. (121)
Here, Wk is a monomial phase complex exponential of order p. The peaks of power spectrum
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can be used to estimate the α parameter. To do this, a signal that is a complex exponential
with linear (or affine) phase in k, with α as one of the factors of the linear coefficient must










The DFT of the product WkW ∗k−1, where k ∈ [1, N − 1], has a peak at the sample closest
to (N−1)4α
(d̃)

















where q ∈ [p−1, N −1]. For convenience, assume that Vq is zero-padded so that it is length













is an unbiased estimator when Wk is in the presence of additive white noise [70]. Also,
notice that the Nyquist-sampled DFT is used to estimate α. Traditionally, in polynomial
phase detection problems, it is necessary to find a precise estimate for the polynomial
phase coefficients, which is done with an oversampled DFT and interpolation methods [72].
However, in the context of blind SLM detection, there are a finite number (D << N)
of possible coefficients. Thus, using an oversampled DFT would increase the complexity
without increasing the detection performance.
The right hand side (RHS) of (126) is π times a rational number. In the interest of
detecting α(d) it is natural to want to choose multiples of N M p!2π for α
(d) so that α̂(d̃) will
fall neatly into the DFT grid. However, in the interest of minimizing the PAR, α(d) needs
to satisfy a contradictory condition. As mentioned in Section IV, φ(d)k mod 2π needs to


















which is undesirable because because it makes partitioning the DFT beams into D equal-
sized equiprobable bins impossible.
In order to strike a balance between PAR-reduction performance and detection capa-
bility, we propose that {α(d)}D−1d=0 = 6.3 dD M p! . In this case, the DFT grid can be partitioned






















where ((·))N represent the modulo N of the argument.
7.3 Simulations
Figure 35 is a plot of the d̃-detection error rate (DER) of the monomial SLM for BPSK
and QPSK constellations and D = 10. When QPSK is used the received signal has to be
raised to the forth power according to (121), as opposed to the second power for BPSK. In
an AWGN channel the additional squaring causes the DER for QPSK to be higher that the
DER for BPSK.



















Figure 35: Detection error rate (DER) of blindly detected monomial SLM for D = 10 with
BPSK and QPSK constellations.
Figure 36 is a plot of the bit error rate (BER) for blindly detected monomial SLM.
76
In order to adequately compare the BER of a high-PAR signal to the BER of a PAR-
reduced signal it is appropriate to examine the the traditional SNR multiplied by the PAR
at some probability level .We refer to this SNR measure as the peak signal to noise ratio
(PSNR). Here, we chose Pr(PAR > γ) = 10−3, which means for L = 4, γSLM ≈ 7.5 and
γnoSLM ≈ 10.9.



















Figure 36: BER of blindly detected monomial SLM when QPSK is used compared to BER
of QPSK OFDM with no SLM.
7.4 Conclusions
In this chapter we have presented a method for blind detection monomial phase sequences
in a SLM OFDM system. We were able to show that a second-order monomial phase
sequence allows excellent detection performance, while achieving near-optimal PAR reduc-
tions. When taken as a whole, a blindly detected monomial SLM OFDM system exhibits a
significant BER improvement over non-SLM OFDM.
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CHAPTER VIII
CONTRIBUTIONS AND FUTURE WORK
8.1 Contributions of this Thesis
In this thesis we have given an overview PAR reduction schemes with an emphasis on SLM
in OFDM communications systems. Included in this overview, were several novel proposals
for improved SLM systems. The list below summarizes the contributions of this thesis.
• We analyzed the PAR in SLM and in OFDM and were able to show that the expected
PAR of OFDM or SLM can be expressed in a closed form expression.
• We demonstrated that SLM is capable of a large (several Watts) net power savings
through a rigorous computational complexity analysis of a wireless communications
system.
• We presented threshold SLM, which is less computationally complex than traditional
SLM. We were able to quantify this reduction in complexity by deriving the expected
number of mappings required for a threshold SLM system.
• We derived the optimal MAP and ML receivers and were able to show that a previously
claimed optimal ML receiver ([30]) was, in fact, suboptimal.
• We demonstrated that by using monomial phase sequences, SLM receivers could per-
form blind phase sequence detection at a very low computational cost.
8.2 Future Work
Despite all of the attention that PAR reduction has garnered, it remains a fruit field of
research. Below we list possible research topics related to the content of this thesis.
• As detailed in Section 3.1.2, selecting the minimum PAR sequence based from the
Nyquist-sampled symbols results in some peak regrowth after oversampling. On the
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other hand, basing selection on the oversampled symbols incurs additional computa-
tional costs. Thus, we feel that a thorough analysis of this tradeoff is in order so that
the optimal balance can be determined.
• In [38] an interesting variation on SLM was proposed, where selection was based on
the clipping noise power instead of PAR. We feel that this can be an extremely fruitful
line of research. And currently, we are in the process of deriving the clipping noise
power CCDF of OFDM symbols.
• In addition to the clipping noise power CCDF, almost all of the analysis from this the-
sis can be applied to the clipping noise selection scheme in [38]. Such as the expected
clipping noise power in terms of the number of mappings, blind sequence detection
performance analysis (which is complicated by the clipping) and the expected number
of mappings to achieve a clipping noise power at a certain probability level.
• Finally, With the clipping noise CCDF, it should be possible to give a concrete analysis
of the spectral regrowth cause by a clipping noise selection scheme.
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