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1 Introduction
Forecasting stock market movements constitutes the dream for any investor and has policy implications as well. This
quest of the holy grail by investors, and policy makers' interest in it, requires one to rst determine the factors that
are at the origin of these uctuations. For return predictability, various macro-economic factors which presage the
economic conditions have been proposed. For example, interest rate, ination, default premium, aggregate output,
money stocks, unemployment rate, consumption level, etc. are but a few them (see, e.g., Pesaran and Timmermann
(1995); Rapach et al. (2005); Chen (2009) and references therein). Other nancial variables like size and value
factors, accounting ratios, sales growth, etc. have also been proposed (Cochrane (2008a) and references therein).
However whereas some, for example Rapach et al. (2005) and Cochrane (2008b), nd support for return predictabil-
ity, the others, e.g., Goyal and Welch (2003, 2008) and Chen (2009), do not. A related strand of literature focuses
on predicting the direction of the stock returns as it exhibits a larger degree of dependence over time, see e.g.,
Pesaran and Timmermann (1994); Christoersen and Diebold (2006); Anatolyev and Gospordinov (2010); Nyberg
(2011).
This paper however does not propose to predict the stock market returns nor the direction thereof but rather the
periods of price decrease (bears) and increase (bulls) on the stock market. This forecasting exercise presents a major
interest to both investors and policy makers. Prices during bear periods are generally depressed while there is an
upsurge during the bulls. An ages old golden rule on stock market is: buy low, sell high. In this spirit, by forecasting
the bear or bull periods, investors can exploit protable opportunities by optimally timing their portfolios. Or,
as Candelon et al. (2008) put it, duration of stock market cycle is the natural time horizon for \single-cycle" or
\short-term" investor. For \multi-cycle" or \long-term" investor, this contains useful information for portfolio re-
balancing. Moreover, active portfolio managers can utilize this information for placing directional bets. Shen (2003)
nd that at times when share prices deviate from fundamentals, timing of the portfolio re-balancing can accrue
returns in excess of the benchmark portfolio, even after accounting for transaction costs. Resnick and Shoesmith
(2002) also nd that using home country yield spread, investors can nd protable market timing opportunities.
From policy perspective, the changes on stock market have also been said to precede the changes in business
cycles ( Lamdin (2003)). Borio and Lowe (2002) have therefore advocated a policy response to contain asset price
imbalances to maintain nancial stability. Particularly, as noted by Candelon et al. (2008), bullish market induces
large amounts of loan collateral - especially in poor regulatory environment- which increases the demand and goods
price ination. Therefore, a shift from bullish to bearish trend can cause widespread liquidity problems leading
to credit crunch in nancial markets. The central bank, which is also entrusted with the task of maintaining and
ensuring nancial stability, can use knowledge about such uctuations on the stock market as an Early Warning
Signal (EWS). From scal policy perspective, for example, taxing capital gains provides revenue for the government.
The knowledge of state of the stock market would therefore incite government to lower tax rate on capital gains in
order to boost domestic as well foreign portfolio investment, hence stimulating the economic growth as well as its
revenues.
In this paper, therefore, we focus on the prediction of bulls and bears on the United States stock market.
Specically, we consider forecasting bears on the stock market given its import for investors and policy makers. In
order to extract these stock market cycles we use both parametric as well as non-parametric approaches. In the
parametric approach, we extract ltered probabilities of bear states via a two-state Markov-switching model (MSM)
using the changes in (log) aggregate stock market price index, S&P 500. Non-parametrically, we subject the same
market index to Bry and Boschan (1971) (BB) algorithm and obtain an indicator series showing periods of bulls
and bears. We then venture to explain the ltered probabilities via linear predictive regressions and the indicator
series via non-linear binary choice models (BCM), using various macro-nancial series as explanatory variables.
Incidentally, we apply both the static as well as dynamic versions of BCM. In particular, we employ the dynamic
versions of BCM proposed in Kauppi and Saikkonen (2008).
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Our work closely resembles to that of Chen (2009). However, we deviate in a number of ways. First, unlike
Chen (2009), our focus is the dynamic rather than static version of the BCM as it adequately captures the stylized
facts of the stock market cycles, i.e., the persistence and asymmetries. This is the rst attempt, as far as we know,
of predicting the monthly bear market states with macro-nancial variables using Dynamic Autoregressive Binary
Choice models of Kauppi and Saikkonen (2008). Second, not only the probit, as in Chen (2009), we also forecast bear
conditions via the (dynamic) logit as well as Markov-switching models, augmented with macro-nancial variables
as exogenous. We are thus able to compare the forecasting performance not only across the linear (predictive
regressions) and non-linear (BCM and MSM) models but also between the three most widely used models within
the non-linear category (i.e., Probit, Logit and MSM). Besides using an eclectic battery of forecast evaluation
metrics, we also compare this forecast performance of dierent nested and non-nested models via tests proposed
in Clark and West (2007) and Diebold and Mariano (1995), respectively. Third, the sample period is extended to
contain the recent global stock market downturn caused by the crisis in subprime mortgage sector in the United
States. Fourth, we demonstrate the economic signicance of our exercise by forming various active trading strategies
on the stock market.
Our results show that various extensions of simple probit and logit models which introduce the dynamics are
a useful value addition in terms of both in- and out-of-sample t. Formal tests of equal predictive ability of such
nested models via the Clark and West (2007) show that all the macro-nancial variables reveal predictive content,
albeit at varied horizons, when accounted for persistence and asymmetries. This is in contrast to the linear, static
probit or logit and Markov-switching models where few variables are seen to have predictive ability. Across the
non-nested models, the Diebold and Mariano (1995) test statistic shows no perceptible dierence in forecasting
ability between logit and probit, except when asymmetries are introduced in the model. In that case, probit turns
out to outperform the logit. Diebold and Mariano (1995) test also shows that binary choice models with and
without dynamics generally perform better than Markov-switching model. However, under all evaluation criteria,
the dynamic binary model which accounts for the persistence of the market states outperforms the other nested
and non-nested models. Policy makers can thus use the dynamic binary model as a useful early warning tool.
Furthermore, economically also, the results from active trading strategies strongly favor the market timing and
active re-balancing as these accrue higher gains to the investors relative a passive strategy. It also has implications
for the risk management and hedging.
As regards the macro-nancial variables, dierent models favor dierent variables. However, by and large, the
5- & 10-year term spreads, ination, growth in Industrial Production, broad money and Fed rate stand out in all
or most of the static as well as dynamic specications. The dynamic model containing lagged dependent variable
perhaps provides a parsimonious set consisting of money supply, funds rate and the exchange rate - with two term
spreads turning out to be marginally signicant. We also note that this dynamic specication is heavily inuenced
by the persistence term, due to which, in the wake of recent turbulence in the nancial markets, money supply and
Fed rate dominate over the term spreads and ination. However, the empirical return pattern from dierent active
portfolios strategies suggests that the two term spreads, ination and broad money outperform the others, which
seems to make economic as well as intuitive sense. The trading strategies therefore examine the robustness of our
prediction exercise in the sense of Pesaran and Timmermann (1995).
The rest of the paper is organized as follows. Sections 2-4 describe the econometric methodology used and is
succeeded by section 5 where we rst briey discuss the data and then present and evaluate the empirical results.
Section 6 gives the economic signicance of the exercise and section 7 concludes.
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2 Dating Bulls and Bears
Since we are interested in predicting the bear and bull periods on the United States stock market, we rst need
to identify these states. However, as noted by Candelon et al. (2008), there is no consensus in the literature on
the denition of these states of market. For our purpose, we take denitions by Chauvet and Potter (2000) and
Sperandeo (1994). The former dene bulls and bears as periods of generally increasing and decreasing market
prices. The later on the other hand terms a long-term (months to years) upward price movement characterized
by a series of higher intermediate (weeks to months) highs interrupted by a series of higher intermediate lows as
bull market whereas a long-term downtrend trend characterized by lower intermediate lows interrupted by lower
intermediate highs as bear. These denitions are appealing in both simplicity and depth. Moreover, their focus on
the extreme movements makes them a good choice for our purpose since we consider only the two states, bulls and
bears. Furthermore, these are also in line with the business cycle literature that considers two states of recessions
and expansions. Specically, these are consistent with Burns (1946) denition of business cycles that focuses on
the turning point in the sample path of the time series. The denitions also take care of the intermediate price falls
and rises during the bull and bear strings.
Once the concept of stock market bulls and bears is claried, the next step consists in dating them. Two
approaches, i.e. a parametric and non-parametric, exist.
2.1 Parametric Dating - Markov Switching Model
Parametric dating method is based on Markov-switching model (MSM), introduced in economics by Hamilton
(1989). Hamilton and Lin (1996); Maheu and McCurdy (2000) and Chen (2009) use this approach for stock market
to identify bulls and bear regimes in order to study the volatility dynamics and make portfolio decisions.
Let rt represent the return on stock market index, calculated as the logarithmic change of the price index, Yt,
i.e., rt = 100  log(Yt=Yt 1). Let st = i denote one of the two states of the variable, i.e., bear (st = 1) or bull
(st = 0) market. Then a two-state Markov-switching model, where both mean st and variance-covariance 
st vary
with state st, is given by,
rt = st + "t; "t  i:i:d: N (0;
st): (1)
The state variable st is assumed to be governed by rst order Markov chain process whose xed transition
probabilities, pij , are given by:
Pfst = jjst 1 = ig = pij 8i; j = 0; 1: (2)
In particular, p11 = Pfst = 1jst 1 = 1g denotes the probability of starting in a bear state and ending up in the
same state and p00 = Pfst = 0jst 1 = 0g similarly is the probability of bull state given that previous state was also
a bull. The persistence of a regime can be hence calculated as 1=(1  p11) for bear market and 1=(1  p00) in case
of bull state.
The parameters and the probabilities are estimated via maximum likelihood. For further analysis in the rest
of the paper, we consider ltered probabilities, which represents the inference about the state variable, st, given
information upto time t, i.e., Pr(st = ijrt).
2.2 Non-parametric Approach - Bry-Boschan Algorithm
The non-parametric approach largely revolves around the algorithm developed by Bry and Boschan (1971). It was
originally developed for and applied to detection of business cycles, in particular for quantitatively replicating the
contractions and expansions determined by National Bureau of Economic Research (NBER). Applications of this
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algorithm, or variants thereof, to stock market include e.g., Edwards et al. (2003); Pagan and Sossounov (2003);
Candelon et al. (2008) and Chen (2009). This computer program recognizes the patterns in the time series and
detaches these patterns according to a sequence of rules and locates the turning points (peaks and troughs) in the
series.
Pagan and Sossounov (2003) note that the nature of asset prices is suciently dierent from real quantities so
that some modications in the original Bry-Boschan algorithm are in order. In particular, we do not smooth the
series as this will entail a sucient loss of information by eliminating the outliers which are essential features of bull
and bear periods. Furthermore, this will impose an articial structure on the data series. Other censoring criteria
are as follows:
- Following Candelon et al. (2008), we set a window of six months length.
- Following Pagan and Sossounov (2003), ensure that the complete cycle lasts for sixteen months. However, we
reduce phase duration to at least three months. This enables us to capture the 20% rise/fall - a threshold
commonly employed in the nancial press and has also been used by Pagan and Sossounov (2003)1.
- Ensure that peaks and troughs alternate.
- In case of multiple peaks or troughs, we choose highest of the peaks and lowest of the troughs.
- Eliminate peaks or troughs within three months of beginning and end of the series.
With these guiding principles, the location of turning points amounts to identifying local maxima or minima
within a window of six months. Precisely, the turning point would be a peak at time t if, yt 6; :::; yt 1 < yt >
yt+1; :::; yt+6 and a trough if, yt 6; :::; yt 1 > yt < yt+1; :::; yt+6. Periods from peak to trough are marked as bear
while those from trough to peak as bull.
3 Models to predict bears
Once the bear periods are dened, the ultimate goal of our paper, i.e. their predictability, can be set up.
3.1 Linear Predictive Regressions
The linear model complemented with exogenous macro-nancial variables (xt) constitutes the simplest predictive
regression model:
P0;t+k(st = ijrt) = + xt + ut+k 8ut  N (0; 2); (3)
where P0 is the ltered probability of bear from Markov-switching model (1).
3.2 Binary Choice Models
Binary choice models assume that bulls and bears on the stock market can be modeled by a binary St variable, i.e.
the market is in either a bull (St = 0) or a bear (St = 1) state. The applications of simple probit model for predicting
bears on the stock market in order to time the portfolio re-balancing include, e.g., Resnick and Shoesmith (2002);
Chen (2009). In this study, however, we also apply a dynamic specications, proposed in Kauppi and Saikkonen
(2008), and use (individually) a battery of macroeconomic variables to forecast the bear market.
1Furthermore, as suggested by Lunde and Timmermann (2004) we also tried detecting the peaks and troughs without any restriction
on the phase duration but the results were not dierent.
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The theoretical relationship between St and macro-variable xt, in its simplest form, can be expressed as:
St+k = + xt + "t+k: (4)
We are interested in predicting the probability of bear condition on market, given the information about the
macro-variable xt, St 1 and parameter set  = (; ) i.e.,
P (St+k = 1jxt;) = F (xt; ); (5)
where F (:) is any known function. There are many choices for F (:), but we shall consider the two commonly
used, viz., standard normal, (z), and logistic, (z), distributions leading to Probit and Logit models, respectively.
If we let t =  + xt, and pt denotes the probability of observing a bear state (St = 1) at time t, then St,
being dichotomous, follows a Binomial distribution with conditional expected value equal to pt.
Formally, let Ft = f(Ss; xs); s < tg be the information set available at time t. Then, StjFt 1  B(pt),
conditioned on Ft 1. Assuming that t = F 1(pt),
Et 1(St) = Pt 1(t > "t) = Pt 1(St = 1) = F (t) = pt: (6)
Dynamics can be introduced in the process t in four ways:
1) That periods of rise and fall of prices on stock market are persistent is an stylized fact (e.g., Guidolin and Timmermann
(2005) and Candelon et al. (2008)). In terms of our denition of bulls and bears that is based on movements of
stock prices, this means that these states would also be persistent. Therefore, adding lagged values of St would be
useful. The resulting specication then is:
t = +
rX
j=1
xt jj +
qX
j=1
St jj : (7)
2) Sequel to the reasoning in 1) above is the addition of lagged values of t, which would add extra explanatory
power to the right hand side. Although knowledge of lagged S gives connotation of general state of the stock
market, knowledge of lagged , which should account for all the information, implies the severity of the situation.
Guidolin and Timmermann (2005) conclude for the UK stock and bond markets that in the short run the perceived
state probability has a large eect on the optimal asset allocation. With this addition, t dynamics becomes:
t = +
rX
j=1
xt j +
qX
j=1
St jj +
pX
j=1
t jj : (8)
3) The behavior of many of the macro-variables has been noted to be asymmetric during dierent phases
of business cycle (Neftci (1984); Hamilton (1989)). For example, interest rate, output, unemployment shocks are
more severe during recessions than in the expansionary periods and so is the impact of monetary policy during the
two phases. Therefore, the behavior of these variables is essentially inuenced by the lagged state of the economy.
Given that stock market is forward looking and that changes on stock market precede the changes in the real sector,
adding the interaction of lagged macro-variable xt 1 and lagged St 1 would add richness to the relationship. With
this augmentation, the model becomes:
t = +
rX
j=1
xt j +
qX
j=1
St jj +
pX
j=1
t jj + St 1:xt 1: (9)
4) Related to 3) above, as knowledge of pt 1 conveys the message about the severity of the state, an interaction
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of pt 1, rather than St 1, with xt 1 may also be useful.
For estimation of parameters in aforementioned specications, we rely on the method of maximum likelihood
(ML). This method is the most widely used for estimation of non-linear models, although Chauvet and Potter
(2001) use Bayesian approach. The latter approach is computationally demanding whereas ML is mathematically
more amenable, easy to apply and, formally, asymptotically ecient and consistent. Also, ML estimators have
minimum variance in the class consistent and asymptotically normally distributed estimators.
Let  = (; ; ; ; ) be the vector of parameters, then the relevant log likelihood function to be maximized is,
l(jS) =
TX
t=1
(St logF (t()) + (1  St) log[1  F (t())]); (10)
where t() is given by right hand side of (4), (7), (8) or (9). In case specications (8) or (9) is used, t needs to
be initialized. Following Kauppi and Saikkonen (2008), we use unconditional mean of t. That is, if p = q = r = 1,
0 = (1 S + 1x+  Sx)=(1  1).
3.3 Markov-switching Regressions
Apart from extracting the ltered probabilities via (3), it is also possible to estimate and lter out the state
probabilities via a Markov-switching regression as follows:
rt = st + stxt + "t; "t  i:i:d: N (0;
st): (11)
where the estimation of the state probabilities now depends not only on the regimes and regime dependent
volatility but also the exogenous regressors xt, which in our case represent the macro-nancial variables. The
estimation is carried out as described in section (2.1), except that (st) is now replaced by the right hand side
of (11), zt = (st; xt 1; rt 1) and  = (0; 1; 0; 1;
0;
1; p00; p11). We use this specication to extract bear
probabilities and compare these with the probabilities generated by the binary choice models (BCM), described in
section (3.2). Furthermore, since estimation/forecast of bear probabilities from BCM spans over multiple horizons,
we need comparable probabilities from model (11) as well. We achieve this as in (12), which is the probability of
observing at least one bear market over next k periods. (see Candelon et al. (2012))
P (st+1:::t+k = 1jzt) = 1  P (st+1:::t+k = 0jzt)
= 1  [(p10pk 100 P (st = 1jzt)) + (pk00P (st = 0jzt))]: (12)
4 Evaluating the Models
4.1 In-sample Inference
In order to assess the predictive power of the macro-variables as well as the model, we rely on traditional evaluation
strategy. In linear models we test the parameter signicance via t-test while for binary choice and markov-switching
regression models respectively, theWald and z  tests are employed. For Wald-test, an heteroskedasticity and auto-
correlation consistent (HAC) robust covariance estimator for parameters is employed. As to goodness of t of the
model, the R2 for linear and pseudo- R2 proposed by Estrella (1998) is used for binary models. Furthermore, in
non-linear models, we also employ likelihood value and Akaike and Bayesian Information Criteria (AIC & BIC) as
suggested by Greene (2008).
7
4.2 Out-of-sample evaluation
To help guard against the curse of having mined the data, as conventional wisdom holds, we also consider out-of-
sample test for predictability. For linear models we use Clark and West (2007) test. For non-linear models, we use a
battery of test statistics proposed by Candelon et al. (2012). These include the Quadratic Probability Score (QPS),
Log Probability Score (LPS), Kuiper's Score (KS), Pietra Index (PI), Bayesian Error Rate (ER) and Area Under
ROC (Receiver Operating Curve) (AUC). (see Candelon et al. (2012) for description of these metrics). Incidentally,
KS, AUC and PI have positive orientation meaning that a higher value implies a better t, while QPS, LPS and
ER are negatively oriented.
4.3 Forecast comparison of models
For the nested models, we focus on the conventional criterion of minimum Mean Squared Prediction Error (MSPE).
Usually, a parsimonious (restricted) model under the null hypothesis is compared with a larger one that nests the
null model. Then naturally a model with lower MSPE is favored. Clark and West (2007) maintain that under the
null that parsimonious model generates the data, the larger model introduces noise into its forecasts by estimating
parameters whose population values are zero resulting in a smaller MSPE for the parsimonious model. Thus,
Clark and West (2007) propose an adjustment to the MSPE by subtracting the sample average of the squared
dierence between the forecasts from parsimonious and large models from the MSPE of larger model. They also
report that MSPE-adj has more power than the extant tests. We therefore use MSPE-adj to compare out-of-sample
predictability of competing nested models.
For model (3), we consider the restricted (nested) and the unrestricted models as under:
P0;t+k(st = ijrt) = 1 + e1;t+k; (13)
P0;t+k(st = ijrt) = 2 + xt + e2;t+k: (14)
We then divide the total sample (T ) into two portions, i.e., in-sample, Q, and out-of-sample, R. Forecasts can
be made either by a rolling or a recursive scheme. We use the latter scheme, which makes it possible to use full set
of available information up to the time the forecast is made.
Let P^ 10;t+k and P^
2
0;t+k be the k-step ahead forecasts from models (13) and (14) with corresponding forecast errors
of e^1;t+k and e^2;t+k, respectively. Let f^t+k = e^
2
1;t+k   [e^22;t+k   (P^ 10;t+k   P^ 20;t+k)2] be the adjusted MSPE with the
corresponding sample average of f = R 1
PT
t=R f^t+k. Let also VMSPE be the variance of MSPE-adjusted. Then
MSPE-adj statistic s given by:
MSPE-adj =
p
R f=
p
VMSPE : (15)
The MSPE-adj follows asymptotically the normal distribution, therefore, the usual decision criterion applies.
Moreover, this is the test for equal predictive ability of two models with an alternative favoring the unrestricted
model hence a rejection will lead conclusion that the larger model has lower MSPE and exhibits better predictive
content.
We also perform the Clark and West (2007) test for the probit and logit models where the simple static model
of the form (5) is compared with the dynamic specications (7), (8) and (9) or variants thereof.
Diebold and Mariano (1995) proposes a test for equal predictive accuracy of forecasts from competing non-nested
models. Let eit and ejt be the forecast errors (loss) from two forecasts y^it and y^jt for yt. Let an arbitrary loss
function corresponding to the forecasts be g(eit) and g(ejt) respectively. Let also d = g(eit)   g(ejt) be the loss
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dierential, assumed to be co-variance stationary, short memory and asymptotically normally distributed. Then the
null of equal predictive accuracy implies that E[dt] = 0 and the DM test statistic, which has asymptotic standard
normal distribution, is given by:
DM1 =
dq
2f^d(0)=T
; (16)
where d is the mean loss dierential and the denominator denotes the standard deviation of d, with f^d(0)
being its estimate of the spectral density at frequency 0, i.e., 2f^d(0) =
PT 1
= (T 1) 1(

S(T ) )^d(), where ^d() =
(1=T )
PT
t=j j+1(dt   d)(dt j j   d) and S(T ) is the truncation lag. We calculate the consistent estimate of the long
run variance of d as in Newey and West (1987). However, rather than letting the truncation lag depend on sample
size, we let it correspond to the forecast horizon as suggested by Diebold and Mariano (1995).
Selecting the loss function, g(:), to be quadratic, we carry out pair-wise tests of dierent specications of Logit
and Probit models as well as with the Markov-switching regression (11) for varied forecast horizons. Incidentally,
the alternative hypothesis for the test is that the rst model performs better than the second.
5 Empirical Results
5.1 Data
The data pertains to the United States economy. We attempt to explain the uctuations on the stock market, using
monthly S&P 500 index, from 1957:M1 to 2011:M12, with macro-nancial variables. The S&P 500 index has been
extracted from the IMF's International Financial Statistics (IFS) via Thomson Datastream.
Drawing on the existing literature, our choice of macro-nancial variables follows the theoretical, economic and
intuitive relation that the stock market uctuations have with the nancial and real sectors of the economy as
well as those that serve as a proxy for the forces that drive the price levels on the market. The macro-nancial
variables we consider therefore are: 10 and 5 year term spreads (i.e., the dierence between the short term rate on
3-month maturity treasury bill and 10- & 5-year treasury constant maturity rates); growth rates (log dierences) for
consumer price index, narrow money (M1), broad money (M2) and industrial production; and changes (dierences)
of Federal Funds, unemployment and nominal eective exchange rates. These variables, also at monthly frequency,
are obtained from Federal Reserve Economic Data (FRED-II) via Federal Reserve Bank of St. Louis website2.
Furthermore, all macro-nancial variables also cover period 1957:M1-2011M12 except M1 & M2 and Exchange
Rates which are for the periods 1959:M1-2011:M12 and 1975:M1-2011:M12, respectively.
5.2 Linear Predictive Regression Models
We rst discuss the in-sample results. Panel A of table 1 reports the results from two regression models: i) a
linear model of stock market returns with drift () and ii) a Markov-switching model where both drift (st) and
variance (st) dependent on state of the stock market. The switching regime model seems better than the linear
model as judged from the value of likelihood function. It is clear that latter model is better than the former in
having a higher likelihood value. The log likelihood ratio is too large to be statistically insignicant3. As would be
expected, mean returns are lower (even negative 0.989%) in bear periods while higher (positive 1.064) during bulls.
Furthermore, the risk becomes higher (1=6.183) during stock market downturns and lower (0=3.175) during the
2http://research.stlouisfed.org/fred2/
3Although plagued by nuisance parameter thus making conventional LR test inapplicable, the LR statistic is way higher than the
empirical critical values reported by Garcia (1998).
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upturns. That volatility is non-constant during upturns and downturns on the stock market is a stylized fact of
stock market returns (see Maheu and McCurdy (2000); Cunado et al. (2008) and refernces therein). Moreover, the
boom period lasts longer than busts. On average, a boom persists for seventeen ([1=(1   0:942)] = 17) months
whereas a bust lasts seven ([1=(1 0:845)] = 7) months . This is also in agreement with the nding in the literature
(see e.g., Gonzalez et al. (2005); Chen (2009)).
Table 1 about here
Having estimated the Markov-switching model, we lter the probabilities of bear state (st = 1) at time t, using
the information available at that time. Figure 1 shows these probabilities. There seem to be quite a few spikes. If
a threshold of 50% is used, market turmoil when the S&P 500 index dips, are captured quite well. However, the
signals tramsitted by these probabilities are non-synchronous to the actual dips in the index.
Figure 1 about here
On the basis of ltered probabilities, we then move on to explain the uctuations therein with macro-nancial
variables via predictive regression (3). Panel B of table 1 reports the results from this regression for predictability
over 1, 3 and 12 months horizons (k)4. Only ination turn out to be signicant predictor for at all horizons.
As to the other variables, 5-year term spread, industrial production growth, narrow money (M1), and changes in
unemployment and fund rates show predictability at short horizons5, while two term spreads and broad money
supply growth (M2) reveal forecast ability at longer horizons. One noteworthy thing is that although predictability
can be inferred from the signicance level of the parameter estimates, the amount of variation explained by all
variables, R2, is hardly impressive - the maximum being 6%. The results suggest that the United States stock
market is quite sensitive to the news about the changes in ination rate as well as interest rates. A positive
relationship of the interest rate spreads6 and ination with the onset of bear conditions on the stock market is
quite intuitive and expected of a developed market like United States. In fact yield spread has empirically been
found to be quite strong and consistent forecaster for the recessions (see for example Estrella and Mishkin (1998);
Chauvet and Potter (2001); Kauppi and Saikkonen (2008)). Therefore its signicance for the stock market busts
seems quite obvious. Theoretically also, since equity prices reect the discounted future cash ows, the expected
return plays a vital role in determinations of the direction of change in prices. A rising term spread would imply
higher longer term rates and the market's expected rate would accordingly increase to match the movement. This
would in turn put downward pressure on the prices. A persistent term spread rise would thus be a harbinger of
bear conditions on the stock market. Furthermore, the ination being added premium in the interest rate - Fisher
relation - should have same consequences (see e.g., Bordo et al. (2008)). Recently, Rapach et al. (2005) also report
the similar results for spreads and ination in case of return predictability in the US market. They nd that
ination is signicant over all horizons, however, the spread does not show predictability for the longer horizons
in their specication. For other variables, the results are also similar. Regarding the signicance of ination,
Rapach et al. (2005); Chen (2009) argue that supply shocks seem to be important for the United States. It may
also be mentioned that while Fama (1981); Geske and Roll (1983) found a negative relation between stock market
returns and ination, the market uctuations in our empirical exercise are however expectedly positively related.
4We actually estimated predictive regression model, as well as subsequent models, for 1, 3, 6, 12 and 24 month horizons. However,
in the interest of space we report results for only 1, 3 and 12 horizons. Nonetheless, to give an idea about which variables are signicant
predictor at what horizon (k), we summarize the results for all k and for all models in table 7. Therefore, to get better understanding
of the predictive behavior of the macro-nancial variables, tables 1 & 3-6 may be read in conjunction with table 7. Detailed results can
be requested from the authors.
5To set the stage, short, medium and long term/horizons are with respect to our considered forecast horizons. Specically, we term
1 & 3 months as short, 6 as medium and 12 & 24 months as long term.
6Just to recap, please note that we have dened the spreads as the dierence between the 3-month treasury rate and the 5 & 10
years rate on government securities.
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In order to test the out-of-sample predictability of macro-nancial variables in (3), we conduct the adjusted
Mean Squared Prediction Error (MSPE-adj) test for nested models proposed in Clark and West (2007). In our
case, we compare the forecasting power of a parsimonious model (13) with a more general model (14), which nests
the latter. Recall that this is a test for equality of predictive errors from both models with the alternative favoring
the unrestricted model. The column captioned CW in Panel B of table 1 provides the results. While the MSPE-adj
test generally corroborates the results from predictive regression (3), except for narrow money and exchange rate,
all the variables show usefulness to forecast bear conditions nearly for all horizons.
5.3 Binary Choice Models
Estimation of the binary choice models (BCM), requires a series of bull and bear periods in the form of an in-
dicator (0=1) variable. We achieve this by rst subjecting the aggregate US stock market index, S&P 500, to
Bry and Boschan (1971) algorithm, thereby identifying the turning points. We then label periods from peak to
trough as bear, St = 1, and periods from trough to peak as bull, St = 0. We thus obtain a series over the period
of estimation indicating the bear and bull market states. Figure 2 plots this indicator variable alongside the S&P
500 index. The algorithm successfully captures the dips in the index from 1957M1 to 2011M12. Furthermore, our
identied bear phases largely conform to those obtained by Pagan and Sossounov (2003) and Gonzalez et al. (2005)
over their respective periods of estimation.
Figure 2 about here
In section 5.2 we discussed the results of linear regression of the ltered probabilities from Markov-switching
model on the macro-variables. We observed that although some variables could explain the variation, however, the
overall t of the model (R2) was quite low. In this section, we report and discuss the results from binary choice
models (BCM), both in- and out-of-sample, in an attempt to see whether simple BCMs or inclusion of dynamics
therein pays o.
The BCMs are in essence nonlinear models and we expect it to discern some hidden non-linearities in the data
which the simple linear model could not have detected. Our estimation results revolve around the specications (7),
(8) and (9) and/or combinations thereof. Our benchmark model is a simple binary model, Pt k(St = 1) = F (t),
where t is of the form (17) with xt k denoting the macro-nancial variable used to forecast k periods ahead.
t = + xt k (17)
We start by looking at the in-sample results of benchmark model (17). Table 2 displays the results in case
of probit model7 for forecast horizons 1, 3 and 12 months8. In this as well as in all the subsequent tables giving
estimation results from various Probit models, we report the parameter estimate(s) excluding constant, the Wald
test p value that ^ = 0, the pseudo-R2, AIC and BIC for in-sample t. For out-of-sample evaluation, we report
the quadratic probability, log probability and Kuiper's scores, Pietra index, error rate and area under ROC. The
empirical results from simple probit model (17) in table 2 are a bit dierent from those of linear regression model
(3) in table 1. In terms of Wald test p value, besides ination the two term spreads and the ination are now
signicant predictors for all horizons. Additionally, industrial production and exchange rate are useful for short
horizons whereas the broad money supply (M2) and changes in unemployment rate give better t for medium and
longer horizons, respectively. Out-of-sample statistics also support the in-sample t. Interestingly, nothing is gained
7We estimated Logit model as well, but the results are not included to conserve space.
8As with linear regressions, we also carried out estimation and prediction for 1, 3, 6, 12 and 24 month horizons. But due to space
constraints we only report results for 1, 3 and 12 month horizons. Detailed results are available from the authors upon request. However,
summary results are reported in table 7
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even in terms of either in-sample t, as pseudo R2 is still quite low for all models (max of 4%). For out-of-sample,
for example, KS is close to zero and AUC is hardly over 0.5, showing random nature of forecasts.9. We, therefore,
progressively move on to include dynamics in model (17).
Tables 2 about here
Our rst inclusion is the lagged market state indicator (St q). For probit, we report in table 3 the results from
model (7) with rst lag of St
10. The t increases quite dramatically to approximately 76% and the two information
criteria also signifcantly improve. For all the variables and at all horizons, the lagged bear market indicator turns
out to be highly signicant. The downside, though, is that the macro-nancial variables loose their predictive
power, with exception of the two measures of money supply (M1 & M2), Fed funds rate and exchange rate, which
are signicant for short horizons. Broad money supply and exchange rate show signicance for medium horizons
while no variable turns out to be signicant for longer horizons. The results from this model convey two messages:
rst, that the lagged bear market indicator is signicant at all horizons irrespective of macro-nancial variable used,
strongly points to the fact that stock market regimes are autocorrelated and hence persistent! Once this fact is
taken care of, the explanatory power of the model increases sharply. Second, since our data sample contains the
episode of recent global economic upheaval due to turmoil in the subprime mortgage market in the US, signicance
of money supply as well as fed funds rate points to the eectiveness of the quantitative easings (QEs) as well as
response of the market towards changes in the policy interest rate by the US Federal Reserve (see e.g., Lothian
(2009)). A closer look at the behavior of money supply growth reveals that whereas during the previous bear
periods its growth declined or inched up moderately, the level of growth during past three episodes (2000-2002,
2007-2009 and 2011) has been very pronounced, especially during the two recent downturns. This latter surge
coincides with the QEs. Furthermore, since the model strongly refelects the persistence and we use the most recent
one, i.e., St 1, it is also intuitive that the funds rate is signicant. Its signicance implies market's response to
Fed's commitment to keep the rates depressed - hence the eectiveness of monetary policy. The upside then is that
this model adequately captures the state dependnce and provides a parsimonious set of exogenous variables to focus
on. But, does this mean that term spread and ination are no longer useful? Perhaps not! rst, the two spreads
are still signicant though marginally at 10% level. Second, theoretically, it can be argued that an expansion in
money supply is expected to lead to a lower real rate of interest in the short run. However, in the long run the
rate would increase if premium due to ination is expected to rise. Thus slope of the yield curve should imply
the expected market conditions. However, during the current crisis the Fed both increased the money supply as
well as reduced its policy rate, while at the same time it asserted its commitment to price stability. This, coupled
with the fact that the market was dry of liquidity, resulted in the expectations about spread and ination being
subdued. Furthermore, as the model emphasizes more on the persistence and state contingency, the news about
money supply and policy rate dominated.
Regarding the out-of-sample results, surprisingly, the statistics from all criteria is approximately the same. This
may be due to the fact that the lagged dependent variable as an explanatory element possibly overrides the other
exogenous variables.
Tables 3 about here
Encouraged by the statistical evidence for persistence of market conditions, we now test whether the perceived
past beliefs (probability) of market uctuations, t, have any impact. We already argued that t implies the sense
of severity of the regime. Therefore, inclusion of lagged autoregressive term may add value to the forecast ability.
9The results in case of logit model for this specication as well as the latter dynamic specications are essentially the same in terms
of signicance and other model considerations and, therefore, are not reported in the interest of space.
10We also tested higher lags but no perceptible gain in terms of t or likelihood value was observed. In some instances, , even
deterioration was observed
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Table (4) gives the results for probit from specication where St 1 is replaced by the autoregressive term, t 1.
Interestingly, all the macro-variables now bear forecast ability for varied horizons - i.e., some useful for short horizon
while the others for the medium and long ones. The results support the assertion that it is the perception and
anticipation about the market conditions that move the price levels induced by, inter alia, the changes in macro-
economic conditions as implied by various macro-nancial variables. The broad money growth turns out to be
signicant in this specication as well, but now for all horizons. This coupled with the Fed rate possibly points to
the response to monetary policy by the market. The nominal eective exchange rate is also positive and signicant
for all horizons. The empirical relationship between stock market and exchange rates is however contentious.
Ajayi et al. (1998); Roll (1992) report positive relationship while Nieh and Lee (2001) nd no signicant long run
or short run relationship for the United States. The out-of-sample results correspond to those of in-sample ones,
although not as better. In some case the value of AUC statistic around 0.5 shows random nature of forecast from
the model, similar to the static probit.
Tables 4 about here
Our nal inclusion is the lagged interaction term of the explanatory and the dependent variables, i.e., xt p:St q.
We consider the rst lag of the interaction term, i.e., p = q = 1. The results are reported in table 5. Both spreads
show predictability for all k's, while ination, growths in industrial production and money supply again turn out
to be signicant for either short or long of the considered horizons. The change in unemployment is signicant and
negative at middle of the considered horizons (not reported in the table). This may point to the asymmetric response
of this variable which is a well documented (see e.g. Boyd et al. (2005)). On downside, the value of pseudo-R2 drops
and those of information criteria increases compared with specication with St 1 (see table 3). However, there is
still an impressive improvement compared with both the static as well as the autoregressive probit specications
(see tables 2 and 4). That the interaction term also remains signicant alongside the exogenous macro-nancial
variables, again point to the regime persistence and the state contingency of the dierent economic variables. The
out-of-sample t, compared with the in-sample results, is stronger for those variable which are signicant in-sample.
For example, for industrial production the R2 is just 3% but the AUC is 62%. Same goes for two term spreads
and ination. This may be due to the fact that since interaction terms captures the asymmetric content of the
explanatory variable, this iformation also turns out to be useful for out-of-sample forecasting.
Tables 5 about here
5.4 Markov-switching regression model
Finally, in this sub-section, we discuss the estimation results from a Markov-switching model where we extract
the state probabilities from the S&P 500 returns conditioned on an exogenous macro-nancial variable (see model
(11)). The results are reported in table 6. The 10-year spread shows marginal signicance (at 10%) for the bear
state, possibly showing sensitivity and ability of the it to imply bad times. Unemployment, funds rate and the
nominal exchange rate are signicant for the bull state only. None of the variables, under this specication, is able
to predict both states. Although the t of the model as judged from the likelihood and AIC, BIC values is not much
impressive, the results point to the asymmetric nature of some variables. This could imply that 10-year spread
is a useful indicator for the bear markets, whereas the information content of unemployment, funds and exchange
rates show import for the rising market conditions. Another implication from the general conditional insignicance
of these macro-nancial variables is the potential diculty of return predictability using these variables - since the
dependent variable is the market returns (see model 11). On the other hand, state-contingent nature of some other
variables point to their usefulness in predicting the direction of the market.
Table 6 about here
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For the out-of-sample evaluation, we again use same criteria as in binary choice models. These statistics are
reported in last six columns of table 6. Although the out-of-sample statistics for macro-variables support those in
in-sample, the best out-of-sample performance is by the growth in industrial production. QPS, LPS and ER have
comparatively lower values for industrial production, at same time it has higher PI and AUC value. This is intuitive
as generally the growth in industrial production - a proxy for output level - has implications for the state of the
economy, and hence for the stock market. Generally, the out-of-sample results for Markov-switching model (11) are
not encouraging when compared with the binary choice models.
5.5 Comparison of forecasts
In this section, we compare the inter- as well as intra-model forecasting ability of dierent models. We report results
from Clark and West (2007) test for nested models and Diebold and Mariano (1995) test for non-nested models.
Panel A of table 8 reports the results of equal forecast ability between simple static model of the form (17) and
various dynamic specications for Probit model. In line with the out-of-sample results, dynamic specications with
lagged term, St 1, always, and interaction term, generally, stand out. Although not as better, the autoregressive
specication also outperforms the static model. The results are similar for logit as can be ascertained from Panel
B of the table. This clearly demonstrates that augmenting the static model with additional dynamics is a value
addition.
Table 8 about here
For the non-nested models, we rst compare the probit and logit models across dierent specications and
horizons. Columns 2-5 of table 9 show that we cannot reject the null of equal predictive performance of two models,
except for the interactive dynamic model (XZ). In case of model XZ, except for industrial production, Fed funds
and exchange rates, the probit outperforms the logit.
Table 9 about here
The results for forecast comparison of binary response models with Markov-switching regressions in table 9
convincingly reject the equal accuracy null in case of dynamic probit and logit models (XY). However, for other
specications, we fail to reject the null at short horizons for some variables, whereas for longer horizons the null
hypothesis is again rejected, except in case of exchange rate where these models perform as good as the Markov-
switching model. This shows that excepting a few variables at short horizons, binary response models outperform
the Markov-switching model. Birchenhall et al. (1999) and Candelon et al. (2012), in dierent settings, also nd
that logit model performs better than Markov-switching specication.
Overall, the macro-nancial variables oer a useful set of variables to forecast the upturns and the downturns
on the stock market. Table 7 summarizes the results. Except in dynamic probit and Markov-switching models,
term spreads, ination, industrial production and unemployment stand out to be signicant predictors in other
specications. Nevertheless, the dynamic probit model oers a parsimonious set of variables where money supply,
funds rate and exchange rate turn out to be useful11. This model also provides an impressive t in-sample as well
as out-of-sample forecast ability versus all other models.
6 Why Predict Bear Market?
Signicant as it is from the monetary policy and nancial market regulation perspective, as a last step in this
exercise, we show the utility of predicting the bear market conditions for the investors, which are generally the
11One can argue for that matter that Markov-switching model oers a more parsimonious set of macro-nancial indicators than the
dynamic probit model. However, recall that these variables are signicant for one state of the market, i.e., the bull state (see table 6).
The dynamic probit on the other hand oers a set of variables which are signicant alongside the signicant lagged state variable.
14
largest consumers of such market reports. We form three active trading strategies and compare their performance
with the buy-and-hold strategy - henceforth passive strategy. In each strategy we start with an investment of one
dollar in December 197912 until the end of our sample period, i.e., December 2011. To be close to reality, using
each of the four Probit models (X, XY, XZ and XP) and each macro-nancial variable, we recursively forecast
one month ahead probability of bear market based on the information available at the time of estimation. For
example, to forecast for January 1980, we use information upto December 1979; for February 1980 we use data upto
January 1980 and so on, such that the information set gets bigger as we move on. We then compare this forecast
probability with three thresholds () viz., 40%, 50% and 70% to decide whether the market is in a bear or bull
state. Specically, if the forecast probability is greater than or equal to the threshold, we term the market to be
in bear state and go on to active re-balancing following each strategy. The thresholds,  , may be thought of as a
spectrum representing the risk-averse and risk-seeking investors.
Our rst strategy, as in Pesaran and Timmermann (1995) and Chen (2009), is to invest all in 1-year treasury
bond13 if a given model with a certain macro-nancial variable predicts bear conditions one month ahead otherwise
invest all in S&P500 index. This switching strategy would be ideal for the institutional investors, e.g., pension
funds, who would like to exploit the market expectations while at the same time prefer to trade in liquid securities.
The second strategy is to capitalize on the information about forecasted bear conditions and go short when market
is predicted to enter bear state and stay long otherwise. This long/short strategy is hedge funds' favorite and is
exploited by around 40% funds (Fung and Hsieh (2011)). Finally, the third strategy is for those (possibly individual)
investors who want to trade judiciously on the stock market by following the market movements. The strategy is
to buy when the model forecasts a trough and sell when the market is at the peak. This means that investors are
in the market in normal or bull conditions but are out of market in turbulent times. This ternd-following strategy
is the implementation of buy-low-sell-high, an ages old golden rule on the stock market14 (Dai et al. (2010)).
Incidentally, one of the criticism on such active strategies is that these do not account for transaction costs. To
address this concern, we take a transaction cost of 50 basis points when trading in stocks while the cost for bonds is
10 basis points (Pesaran and Timmermann (1995); Balduzzi and Lynch (1999); Han et al. (2011); Pollin and Heintz
(2011)). Furthermore, in the long/short strategy, the costs are 100 basis points for going short as this is often costly
(see Diether et al. (2009) and references therein)15.
The results of the exercises are reported in table 10. Panel A of the table shows the monthly compound return
from passive strategy as well as return from a similar strategy when investing in a 1-year treasury security. The
former will form our benchmark for comparing the returns accrued from an active re-balancing via each of the above
strategies. The results from the active trading strategies are given in panel B of the table.
Table 10 about here
First, looking at the strategies, the rst one dominates the other two in terms of returns and is followed by
long-short, while third strategy pays the lowest. This is intuitive as in the rst strategy one would (almost) always
be grabbing positive returns both during the up-states of the market from the rising stock prices as well during the
down-states from the treasury investment. That's why it makes sense for the pension funds who always want to keep
their portfolio liquid while at the same time strive for higher returns. In the other two strategies, the returns from
12The starting point is arbitrary. We just wanted to have enough observations to make rst forecast.
13One year rate corresponds to the average duration of the bear market as implied by the Bry-Boschan algorithm
14For this last startegy, we assume that the investor has a current account with some discount broker who acts only when advised by
the investor. Furthermore, the funds remain with the broker and earn zero interest. Of course the idea is that zero return is preferrable
over the negative return during the down turns! This assumption makes this active staregy comparable with the passive buy-and-hold
one.
15Please note that our long/short strategy is not market-neutral. Besides, we also assume that (i) the proceeds from the short-sell
remain with the broker, (ii) the proceeds do not earn any interest from the broker, and (iii) the margin is settled when the short position
is closed. As reported by Boehmer et al. (2008), short-selling is mostly employed by institutional investors (72% versus 2% individuals),
the assumptions theerfore are likely to hold.
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the long/short strategy could have been marred by both higher transaction costs as well as the possible forecast
misses, which weigh heavily on the overall return. The third strategy's return is obviously reduced by intermediate
no investment episodes during the bear market. Even in this case the performance of the strategy is generally
better than the buy and hold strategy. Active strategies have also been found to accrue positive (abnormal) returns
by, e.g., Cohen et al. (2007) and Diether et al. (2009) (for short-selling) and Pesaran and Timmermann (1995);
Marquering and Verbeek (2004) (for other related strategies).
Second, in terms of models, the strategies based on the dynamic model, XY, predominantly fetch superior
returns, followed by the interactive dynamic, XZ, autoregressive, XP, and simple probit, X, models respectively.
The identical returns for all the probability cut-os from XY model should not be surprising. The model, because
of its dynamics carries the persistence and predicts generally in the lowest or highest percentile of unit probability
interval. This can also be ascertained from gure 4.
Third, it is also interesting to see the return pattern oered by dierent macro-nancial variables. The forecasts
based on leading indicators like term spreads, ination and money supply yield better results, even in static probit.
The performance of other variables varies across models as well as the thresholds used, the exception being the
dynamic model (XY). Interestingly, the exchange rate, which turned out to be signicant in the model XY, does
not provide as better results. One explanation could be its ambiguous behavior reported in the literature - i.e.,
both its positive as well as negative relationship with the stock market (see e.g., Ajayi et al. (1998); Nieh and Lee
(2001)) - resulting in unstable forecasting pattern over dierent sample periods and leading to depressed returns.
Now that the active strategies based on forecasts from the dynamic Probit models consistently and convincingly
outperform the passive strategy, it has also implications for the risk management and hedging. Especially, in the
options market one can utilize the forecasts to either write contra-trend options or hedge ones portfolio against the
possible price declines during the market downturn. For example, besides following one of the strategies, writing
an out-of-money covered call when the market is expected to enter bear state would earn extra premium.
The main message from the results is: the active re-balancing based on forecasts from probit models with
dynamics yields higher returns compared with the buy-and-hold strategy. Especially, the forecasts based on leading
indicators like trem spreads, ination and money supply yield better results. A threshold of 40% provides optimal
results.
7 Conclusion
In this paper we attempt to predict the bear conditions on the US stock market via both linear as well as non-
linear techniques using macro-nancial variables. We consider forecasting techniques that include linear predictive
regressions, static and dynamic binary choice models as well as Markov-switching model. We extract the bulls
and bears episodes using both parametric (Markov-switching) as well as non-parametric (Bry and Boschan (1971))
techniques and then explain these with aforementioned models using a set of macro-nancial variables. We evaluate
the in- and out-of-sample estimation results by a variety of metrics and compare the forecasting performance of
various model specications.
Our results show that various extensions of simple probit and logit models which introduce the dynamics
are a useful value addition in terms of both in- and out-of-sample t. In contrast to the linear model and
simple probit/logit models, all the macro-nancial variables reveal predictive content, albeit at varied horizons,
when accounted for persistence and/or asymmetries through introduction of dynamics. This is tested by the
Clark and West (2007) test of equal predictive ability of nested models. As to the tests across the non-nested
models via Diebold and Mariano (1995) statistic, the logit and probit does not show perceptible dierence in fore-
casting except when asymmetries are introduced in the model. In that case, probit turns out to outperform the
logit. Diebold and Mariano (1995) test also shows that binary choice models with and without dynamics generally
16
perform better than Markov-switching model.
The 10- and 5-year term spreads, ination, industrial production, money supply and funds rate turn out to be
signicant at dierent forecast horizons in static as well as various dynamic specications of binary response models.
However, the dynamic binary model, which exploits the persistence of market states, provides money supply, Fed
funds rate and exchange rate as signicant explanatory variables. Nonetheless, when read with the results from
empirical performance of the macro-nancial variables in formation of active portfolios, two term spreads, ination
and money supply turn out to be a useful parsimonious set.
Finally, the results show that binary choice models with dynamics can be a useful tool for forecasting the stock
market movements and hence can be utilized by policy makers as well as investors. It can be used by the regulators
as an early warning tool. For the investors, the economic signicance and utility has been demonstrated via dierent
market-timing strategies. The results also have implications for risk management and hedging.
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Figure 1: Filtered Probabilities for Bear Market from Markov Switching Model (right scale)
and S&P 500 Index (left scale) - Sample period 1957:M1-2011M12
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Figure 2: Bear Market Indicators as determined via Bry-Boschan Algorithm (left scale) and S&P
500 Index (right scale) - Sample period 1957:M1-2011M12
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Figure 3: Recursive parameter estimates for 10-year Spread, Industrial Production, Broad Money
(M2) and Fed Funds rate from models X, XY, XZ and XP - 2007M1 to 2011M12
0
.
2
.
4
.
6
.
8
1
1980m1 1990m1 2000m1 2010m1
dt
BB DUM X
0
.
2
.
4
.
6
.
8
1
1980m1 1990m1 2000m1 2010m1
dt
BB DUM XY
0
.
2
.
4
.
6
.
8
1
1980m1 1990m1 2000m1 2010m1
dt
BB DUM XZ
0
.
2
.
4
.
6
.
8
1
1980m1 1990m1 2000m1 2010m1
dt
BB DUM XP
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B Tables
Table 1: Results from Linear and Markov-switching models
Panel A: Linear and Markov-switching models
Linear model: rt = + "t Markov-switching model: rt = st + st"t
  loglik 1 0 1 0 p11 p00 Loglik
0.506 2.076 -1898 -0.989 1.064 6.183 3.175 0.845 0.942 -1255
(3.02) (24.28) (-1.08) (5.06) (4.94) (6.07) (10.20) (36.98)
Panel B: Predictive Regressions - In- and out-of- sample results
k ^ p-val R2 CW ^ p-val R2 CW
Term Spread (3M-10Y) Term Spread (3M-5Y)
1 0.008 0.353 0.001 0.003 0.018 0.093 0.004 0.009
3 0.014 0.088 0.004 0.000 0.023 0.030 0.007 0.004
12 0.046 0.000 0.046 0.000 0.066 0.000 0.059 0.000
Inflation Ind. Prod. - Growth
1 0.171 0.000 0.027 0.000 -0.070 0.000 0.053 0.000
3 0.201 0.000 0.038 0.000 -0.053 0.000 0.030 0.000
12 0.110 0.006 0.011 0.005 -0.001 0.910 0.000 0.028
Nar Money - Growth Brd Money - Growth
1 0.038 0.015 0.009 0.059 0.045 0.129 0.004 0.003
3 0.022 0.157 0.003 0.051 0.015 0.606 0.000 0.001
12 0.003 0.845 0.000 0.911 0.012 0.691 0.000 0.121
Unemp. Rate - Change Fed. F Rate - Change
1 0.351 0.000 0.064 0.000 -0.048 0.012 0.010 0.003
3 0.284 0.000 0.042 0.000 -0.017 0.375 0.001 0.038
12 0.048 0.375 0.001 0.010 -0.014 0.476 0.001 0.092
Exch. Rate - Change
1 0.000 0.953 0.000 0.182
3 -0.001 0.938 0.000 0.234
12 -0.003 0.602 0.001 0.988
Notes: 1. Panel A: t-statistic in parenthesis. 2. Panel B: Predictive regression, P0;t+k(st = 1jrt) =
+xt+ut+k, where P0;t+k(st = 0jrt) are the ltered probabilities from Markov-switching model. 3.
CW is the Clark-West (2007) test for forecast equality of restricted, P0;t+k(st = 0jrt) = 1+e1;t+k,
and unrestricted, P0;t+k(st = 0jrt) = 2 + xt + e2;t+k, models, respectively. 4. Bold entries
indicate signicance at 5% or below level. 6. All estimation results for period 1957:M1-2011M12
except for M1 & M2 (1959:M1-2011:M12) and Exchange Rates (1975:M1-2011:M12).
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Table 2: Probit: In- and out-of-sample: Model Pt k(St = 1) = (+ xt k)
In-sample Out-of-sample
k ^ R2 AIC BIC QPS LPS KS PI ER AUC
Term Spread (3M-10Y)
1 0.153 0.020 381.8 386.2 0.388 0.576 0.006 0.044 0.269 0.571
0.000
3 0.169 0.024 379.7 384.2 0.387 0.575 0.015 0.057 0.263 0.590
0.000
12 0.210 0.036 368.2 372.7 0.379 0.565 0.040 0.048 0.256 0.597
0.000
Term Spread (3M-5Y)
1 0.160 0.014 383.9 388.4 0.391 0.580 0.000 0.034 0.269 0.560
0.004
3 0.192 0.019 381.4 385.9 0.390 0.577 0.011 0.047 0.268 0.571
0.000
12 0.249 0.033 369.4 373.9 0.380 0.567 0.040 0.056 0.258 0.598
0.000
Inflation
1 0.686 0.018 382.2 386.7 0.390 0.578 0.012 0.059 0.272 0.581
0.001
3 0.557 0.012 383.6 388.1 0.393 0.582 -0.004 0.046 0.274 0.579
0.006
12 0.409 0.006 377.6 382.0 0.392 0.580 0.000 0.022 0.269 0.525
0.045
Ind. Prod. - Growth
1 -0.171 0.013 383.8 388.3 0.391 0.580 0.007 0.056 0.272 0.573
0.014
3 -0.037 0.001 387.2 391.7 0.398 0.587 0.000 0.001 0.274 0.498
0.560
12 0.092 0.004 378.5 383.0 0.393 0.582 0.000 0.027 0.270 0.544
0.140
Nar. Money - Growth
1 0.075 0.002 375.0 379.5 0.399 0.588 0.000 0.008 0.270 0.501
0.351
3 0.030 0.000 374.8 379.3 0.400 0.590 0.000 0.002 0.277 0.500
0.689
12 0.149 0.005 364.5 369.0 0.393 0.582 0.004 0.032 0.271 0.556
0.076
Brd. Money - Growth
1 0.255 0.005 374.0 378.5 0.398 0.587 0.000 0.021 0.273 0.519
0.087
3 0.210 0.003 373.9 378.3 0.399 0.588 0.000 0.019 0.277 0.520
0.161
12 0.815 0.044 352.4 356.8 0.377 0.562 0.019 0.059 0.250 0.629
0.000
Unemp. Rate - Change.
1 0.427 0.004 386.8 391.3 0.396 0.585 0.000 0.027 0.274 0.535
0.135
3 0.073 0.000 387.4 391.9 0.398 0.588 0.000 0.000 0.274 0.500
0.809
12 -0.262 0.001 379.2 383.7 0.394 0.583 0.000 0.003 0.270 0.506
0.252
Fed. F Rate - Change.
1 0.132 0.003 387.2 391.6 0.396 0.585 0.000 0.025 0.264 0.516
0.227
3 0.188 0.006 385.6 390.1 0.395 0.585 0.000 0.033 0.265 0.541
0.106
12 0.107 0.002 378.9 383.4 0.393 0.583 0.000 0.018 0.263 0.520
0.401
Exch. Rate - Chg.
1 0.058 0.006 235.7 239.8 0.345 0.529 0.000 0.028 0.224 0.536
0.097
3 0.080 0.012 234.1 238.1 0.345 0.527 0.000 0.034 0.225 0.572
0.020
12 0.041 0.003 233.6 237.7 0.353 0.537 0.000 0.024 0.230 0.524
0.219
Note: 1. Wald Test p-value below ^. 2. Bold entries show signicance at 5% or below. 3.
Ranges of dierent statistics: R2 = [0,1], LPS = [0,1), QPS = [0,2], KS = [0,1], Pietra Index
(PI) = [-0.354, 0.354], ER (Error Rate) = [0,1] and AUC (Area Under ROC Curve) = [0.5,1).
4. KS, AUC and PI have positive orientation meaning that a higher value implies a better t,
while QPS, LPS and ER are negatively oriented. 5. Estimation period: 1957:M1 - 2011M12
except M1 & M2 (1959:M1-2011:M12) and NEER (1975:M1-2011:M12).
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Table 3: Probit: In- and out-of-sample: Model Pt k(St = 1) = (+ xt k + St 1)
^ In-sample Out-of-sample
k xt k St 1 R2 AIC BIC QPS LPS KS PI ER AUC
Term Spread (3M-10Y)
1 0.120 3.240 0.754 119.9 126.6 0.085 0.177 0.885 0.313 0.046 0.946
0.082 0.000
3 0.087 3.227 0.752 120.5 127.3 0.086 0.179 0.885 0.313 0.046 0.944
0.160 0.000
12 0.047 3.236 0.753 117.1 123.8 0.084 0.176 0.888 0.314 0.045 0.943
0.541 0.000
Term Spread (3M-5Y)
1 0.148 3.248 0.754 120.0 126.7 0.085 0.178 0.885 0.313 0.046 0.946
0.084 0.000
3 0.114 3.232 0.752 120.5 127.2 0.086 0.179 0.885 0.313 0.046 0.943
0.120 0.000
12 0.034 3.244 0.752 117.2 124.0 0.084 0.176 0.888 0.314 0.045 0.944
0.708 0.000
Inflation
1 0.134 3.235 0.751 121.2 128.0 0.086 0.180 0.885 0.313 0.046 0.943
0.696 0.000
3 0.123 3.235 0.751 121.2 127.9 0.086 0.180 0.885 0.313 0.046 0.943
0.692 0.000
12 0.393 3.293 0.760 114.1 120.8 0.082 0.172 0.890 0.315 0.043 0.949
0.275 0.000
Ind. Prod. - Growth
1 0.036 3.255 0.751 121.2 128.0 0.086 0.180 0.885 0.313 0.046 0.942
0.719 0.000
3 0.158 3.292 0.754 120.0 126.7 0.086 0.178 0.885 0.313 0.046 0.945
0.102 0.000
12 0.065 3.288 0.759 114.6 121.3 0.082 0.173 0.890 0.315 0.043 0.945
0.509 0.000
Nar. Money - Growth
1 0.230 3.316 0.763 113.1 119.8 0.083 0.174 0.889 0.314 0.044 0.946
0.036 0.000
3 -0.109 3.294 0.761 113.9 120.6 0.083 0.175 0.889 0.315 0.043 0.946
0.410 0.000
12 0.053 3.286 0.760 110.3 116.9 0.082 0.172 0.892 0.316 0.042 0.947
0.720 0.000
Brd. Money - Growth
1 0.508 3.321 0.765 112.4 119.0 0.083 0.172 0.889 0.314 0.044 0.949
0.023 0.000
3 0.023 3.275 0.760 114.4 121.0 0.084 0.176 0.889 0.314 0.044 0.945
0.892 0.000
12 0.453 3.260 0.764 108.9 115.5 0.081 0.170 0.892 0.315 0.043 0.947
0.069 0.000
Unemp. Rate - Change.
1 -0.355 3.265 0.751 121.0 127.7 0.086 0.179 0.885 0.313 0.046 0.945
0.334 0.000
3 -0.560 3.267 0.752 120.6 127.3 0.086 0.179 0.885 0.313 0.046 0.941
0.174 0.000
12 -0.342 3.294 0.759 114.6 121.3 0.082 0.172 0.890 0.315 0.043 0.945
0.437 0.000
Fed. F Rate - Change
1 0.385 3.307 0.758 118.4 125.2 0.085 0.175 0.885 0.314 0.046 0.944
0.010 0.000
3 0.053 3.238 0.751 121.2 127.9 0.086 0.180 0.885 0.313 0.046 0.942
0.669 0.000
12 0.091 3.292 0.759 114.6 121.3 0.082 0.173 0.890 0.315 0.043 0.945
0.488 0.000
Exch. Rate - Change
1 0.021 3.384 0.742 68.7 74.8 0.069 0.149 0.896 0.317 0.036 0.948
0.717 0.000
3 0.141 3.471 0.753 66.3 72.4 0.067 0.144 0.896 0.317 0.036 0.950
0.029 0.000
12 0.008 3.373 0.744 68.5 74.6 0.070 0.152 0.895 0.316 0.037 0.948
0.903 0.000
Note: 1. Wald Test p-value below ^. 2. Bold entries show signicance at 5% or below. 3.
Ranges of dierent statistics: R2 = [0,1], LPS = [0,1), QPS = [0,2], KS = [0,1], Pietra Index (PI)
= [-0.354,0.354], ER (Error Rate) = [0,1] and AUC (Area Under ROC Curve) = [0.5,1). 4. KS,
AUC and PI have positive orientation meaning that a higher value implies a better t, while QPS,
LPS and ER are negatively oriented. 5. Estimation period: 1957:M1-2011M12 except M1 & M2
(1959:M1-2011:M12) and NEER (1975:M1-2011:M12).
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Table 4: Probit: In- and out-of-sample: Model Pt k(St = 1) = (+ xt k + t 1)
^ In-sample Out-of-sample
k xt k t 1 R2 AIC BIC QPS LPS KS PI ER AUC
Term Spread (3M-10Y)
1 0.020 0.980 0.127 347.2 353.9 0.348 0.522 0.149 0.151 0.253 0.726
0.000 0.000
3 0.021 0.979 0.128 346.2 352.9 0.349 0.522 0.131 0.157 0.259 0.731
0.000 0.000
12 0.231 -0.104 0.036 369.2 375.9 0.379 0.565 0.034 0.046 0.258 0.600
0.109 0.877
Term Spread (3M-5Y)
1 0.026 0.984 0.140 342.8 349.5 0.345 0.515 0.165 0.147 0.244 0.735
0.000 0.000
3 0.027 0.983 0.141 341.9 348.6 0.346 0.516 0.145 0.145 0.251 0.736
0.000 0.000
12 0.344 -0.400 0.033 370.2 376.9 0.379 0.567 0.029 0.054 0.258 0.605
0.216 0.734
Inflation
1 0.526 0.322 0.019 382.8 389.5 0.390 0.577 0.012 0.062 0.274 0.588
0.027 0.251
3 0.432 0.297 0.012 384.5 391.2 0.393 0.581 -0.002 0.043 0.274 0.576
0.258 0.660
12 0.058 0.932 0.015 375.9 382.6 0.388 0.576 0.000 0.041 0.252 0.565
0.004 0.000
Ind. Prod. - Growth
1 -0.164 0.095 0.013 384.8 391.5 0.391 0.580 0.009 0.064 0.272 0.588
0.026 0.749
3 -0.042 -0.399 0.001 388.2 394.9 0.398 0.587 0 0.006 0.274 0.505
0.527 0.716
12 0.076 0.734 0.011 377.0 383.7 0.390 0.578 0.000 0.050 0.261 0.561
Nar. Money - Growth
1 0.045 0.853 0.006 374.7 381.4 0.398 0.587 0.000 0.032 0.274 0.529
0.072 0.000
3 0.047 0.843 0.005 374.2 380.9 0.399 0.588 0.000 0.021 0.277 0.526
0.072 0.000
12 0.145 0.141 0.002 366.4 373.1 0.393 0.582 0.004 0.026 0.271 0.554
0.077 0.695
Brd. Money - Growth
1 0.105 0.945 0.057 358.2 364.9 0.377 0.560 0.056 0.077 0.265 0.646
0.000 0.000
3 0.129 0.934 0.064 355.5 362.1 0.375 0.558 0.103 0.074 0.253 0.650
0.000 0.000
12 0.270 0.830 0.064 347.1 353.8 0.368 0.551 0.105 0.104 0.254 0.648
0.002 0.000
Unemp. Rate - Change
1 0.403 0.175 0.004 387.9 394.6 0.396 0.585 0.000 0.032 0.274 0.537
0.134 0.447
3 0.092 -0.312 0.000 388.4 395.1 0.398 0.587 0.000 0.000 0.274 0.500
0.739 0.510
12 -0.262 0.467 0.002 379.9 386.6 0.394 0.583 0.000 0.009 0.270 0.517
0.240 0.065
Fed. F Rate - Change
1 0.138 0.988 0.078 363.2 370.0 0.361 0.547 0.194 0.093 0.233 0.654
0.000 0.000
3 0.128 0.988 0.068 365.9 372.6 0.367 0.553 0.123 0.090 0.248 0.645
0.000 0.000
12 0.086 0.804 0.005 378.9 385.6 0.391 0.581 0 0.034 0.256 0.519
0.347 0.023
Exch. Rate - Change
1 0.037 0.969 0.072 222.1 228.3 0.323 0.496 -0.032 0.123 0.224 0.687
0.000 0.000
3 0.039 0.962 0.067 222.8 228.9 0.325 0.499 -0.023 0.123 0.225 0.689
0.000 0.000
12 0.040 0.935 0.044 225.7 231.8 0.339 0.517 -0.006 0.091 0.229 0.653
0.001 0.000
Note: 1. Wald Test p-value below ^. 2. Bold entries show signicance at 5% or below. 3.
Ranges of dierent statistics: R2 = [0,1], LPS = [0,1), QPS = [0,2], KS = [0,1], Pietra Index (PI)
= [-0.354,0.354], ER (Error Rate) = [0,1] and AUC (Area Under ROC Curve) = [0.5,1). 4. KS,
AUC and PI have positive orientation meaning that a higher value implies a better t, while QPS,
LPS and ER are negatively oriented. 5. Estimation period: 1957:M1-2011M12 except M1 & M2
(1959:M1-2011:M12) and NEER (1975:M1-2011:M12).
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Table 5: Probit: In- and out-of-sample: Model Pt k(St = 1) = (+ xt k + xt 1:St 1)
^ In-sample Out-of-sample
k xt k xt 1:St 1 R2 AIC BIC QPS LPS KS PI ER AUC
Term Spread (3M-10Y)
1 0.781 -1.274 0.426 243.8 250.5 0.221 0.365 0.527 0.244 0.135 0.875
0.000 0.000
3 0.584 -1.049 0.374 261.9 268.6 0.232 0.394 0.530 0.232 0.140 0.873
0.000 0.000
12 0.293 -0.750 0.276 289.6 296.3 0.257 0.442 0.453 0.203 0.142 0.804
0.000 0.000
Term Spread (3M-5Y)
1 0.966 -1.609 0.444 237.1 243.8 0.211 0.355 0.603 0.248 0.123 0.875
0.000 0.000
3 0.685 -1.290 0.383 258.7 265.5 0.224 0.389 0.575 0.240 0.129 0.874
0.000 0.000
12 0.325 -0.956 0.291 284.4 291.1 0.243 0.434 0.472 0.237 0.117 0.817
0.000 0.000
Inflation
1 -2.806 7.203 0.538 203.0 209.7 0.156 0.304 0.726 0.275 0.079 0.894
0.001 0.000
3 -1.041 6.094 0.485 222.1 228.8 0.174 0.334 0.638 0.276 0.076 0.898
0.006 0.000
12 -0.504 5.755 0.474 220.8 227.5 0.173 0.337 0.659 0.276 0.073 0.892
0.111 0.000
Ind. Prod. - Growth
1 -0.347 0.381 0.029 379.5 386.3 0.391 0.572 -0.020 0.138 0.274 0.616
0.000 0.006
3 -0.041 0.042 0.001 388.1 394.9 0.398 0.587 0 0.011 0.273 0.500
0.543 0.730
12 0.090 0.071 0.005 379.2 385.9 0.392 0.581 0.000 0.044 0.266 0.540
0.148 0.585
Nar. Money - Growth
1 -1.028 2.263 0.245 297.2 303.8 0.282 0.464 0.356 0.195 0.174 0.816
0.000 0.000
3 0.020 1.375 0.153 327.0 333.7 0.295 0.513 0.313 0.242 0.098 0.777
0.828 0.005
12 0.165 1.460 0.173 312.5 319.2 0.280 0.497 0.337 0.236 0.104 0.813
0.134 0.007
Brd. Money - Growth
1 -1.458 5.265 0.623 166.2 172.92 0.132 0.257 0.745 0.293 0.065 0.927
0.000 0.000
3 -0.280 4.984 0.579 182.3 188.9 0.145 0.284 0.692 0.299 0.055 0.914
0.175 0.000
12 0.252 4.903 0.590 172.8 179.5 0.139 0.273 0.698 0.301 0.055 0.923
0.209 0.000
Unemp. Rate - Change
1 0.073 0.822 0.007 386.7 393.5 0.392 0.583 0.000 0.081 0.216 0.480
0.356 0.161
3 -0.069 0.918 0.007 386.1 392.8 0.392 0.584 0.000 0.112 0.192 0.524
0.969 0.265
12 -0.269 0.770 0.006 378.6 385.3 0.390 0.581 0.000 0.086 0.219 0.540
0.282 0.194
Fed. F Rate - Change
1 0.138 -0.010 0.003 388.2 394.9 0.396 0.585 0.000 0.019 0.271 0.513
0.389 0.939
3 0.190 0.133 0.007 386.2 392.9 0.394 0.584 0.006 0.051 0.259 0.529
0.108 0.482
12 0.150 0.201 0.005 379.0 385.7 0.391 0.581 0.006 0.048 0.244 0.501
0.265 0.301
Ecch. Rate - Change
1 0.051 0.021 0.006 236.7 242.8 0.345 0.529 0.000 0.053 0.219 0.551
0.060 0.818
3 0.078 0.065 0.014 234.5 240.6 0.343 0.526 0.000 0.043 0.218 0.572
0.024 0.452
12 0.040 0.070 0.006 233.89 239.9 0.350 0.536 0 0.048 0.213 0.534
0.217 0.415
Note: 1. Wald Test p-value below ^. 2. Bold entries show signicance at 5% or below. 3. Ranges of dier-
ent statistics: R2 = [0,1], LPS = [0,1), QPS = [0,2], KS = [0,1], Pietra Index (PI) = [-0.354,0.354], ER (Error
Rate) = [0,1] and AUC (Area Under ROC Curve) = [0.5,1). 4. KS, AUC and PI have positive orientation
meaning that a higher value implies a better t, while QPS, LPS and ER are negatively oriented. 5. Esti-
mation period: 1957:M1-2011M12 except M1 & M2 (1959:M1-2011:M12) and NEER (1975:M1-2011:M12).
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Table 8: Clark-West (2007) Test for equal MSPE - Probit & Logit: Static (X) versus Dynamic Specifications
Dynamic Specifications
k XY XZ XP XY XZ XP XY XZ XP
Panel A: Probit
Term Spread (3M-10Y) Term Spread (3M-5Y) Inflation
1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.253
3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.414
12 0.000 0.000 0.224 0.000 0.000 0.255 0.000 0.000 0.014
Ind. Prod. - Growth Nar. Money - Growth Nar. Money - Growth
1 0.000 0.104 0.511 0.000 0.000 0.102 0.000 0.000 0.000
3 0.000 0.321 0.417 0.000 0.000 0.055 0.000 0.000 0.000
12 0.000 0.195 0.010 0.000 0.000 0.386 0.000 0.000 0.000
Unemp. Rate - Change Fed Funds Rate - Chg. NEER Index - Change
1 0.000 0.004 0.390 0.000 0.819 0.000 0.000 0.051 0.000
3 0.000 0.011 0.386 0.000 0.163 0.000 0.000 0.101 0.000
12 0.000 0.029 0.221 0.000 0.116 0.105 0.000 0.111 0.000
Panel B: Logit
Term Spread (3m-10Y) Term Spread (3M-5Y) Inflation
1 0.000 0.000 0.000 0.000 0.000 0.029 0.000 0.000 0.272
3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.440
12 0.000 0.000 0.229 0.000 0.000 0.262 0.000 0.000 0.014
Ind. Prod. - Growth Nar. Money - Growth Brd. Money - Growth
1 0.000 0.162 0.542 0.000 0.000 0.119 0.000 0.000 0.000
3 0.000 0.294 0.414 0.000 0.000 0.059 0.000 0.000 0.000
12 0.000 0.152 0.009 0.000 0.000 0.409 0.000 0.000 0.000
Unemp. - Change Fed. F Rate - Change Exch. Rate - Change
1 0.000 0.001 0.390 0.000 0.115 0.000 0.000 0.028 0.000
3 0.000 0.004 0.386 0.000 0.129 0.000 0.000 0.060 0.000
12 0.000 0.014 0.221 0.000 0.105 0.119 0.000 0.067 0.000
Notes: 1. X: t =  + xt k. 2. XY: t =  + xt k + St 1. 3. XZ: t =  +
xt k + xt 1:St 1. 4. XP: t =  + xt k + t 1. 5. CW Test H0 : Equal MSPE
v/s H1 : Dynamic specication performs better than static (x). 6. p-values with bold entries
indicating signicance at 5% or below.
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Table 9: Diebold-Mariano (1995) Test for equality of forecasts
Probit vs Logit Probit vs MSReg Logit vs MSReg
X XY XZ XP X XY XZ XP X XY XZ XP
Term Spread (3M-10Y)
1 0.071 0.909 0.001 0.426 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 0.362 0.524 0.004 0.487 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
12 0.443 0.741 0.005 0.445 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Term Spread (3M-5Y)
1 0.151 0.693 0.000 0.000 0.200 0.000 0.000 0.000 0.196 0.000 0.000 0.602
3 0.460 0.508 0.000 0.400 0.009 0.000 0.000 0.000 0.009 0.000 0.000 0.000
12 0.356 0.981 0.000 0.388 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Inflation
1 0.966 0.972 0.000 0.519 0.027 0.000 0.000 0.025 0.027 0.000 0.000 0.025
3 0.720 0.807 0.000 0.854 0.007 0.000 0.000 0.007 0.007 0.000 0.000 0.007
12 0.710 0.980 0.001 0.583 0.002 0.000 0.000 0.002 0.002 0.000 0.000 0.002
Ind. Prod. - Growth
1 0.333 0.812 0.352 0.340 0.298 0.000 0.300 0.296 0.308 0.000 0.289 0.305
3 0.799 0.490 0.625 0.760 0.011 0.000 0.011 0.011 0.011 0.000 0.011 0.011
12 0.955 0.650 0.455 0.530 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Nar. Money - Growth
1 0.460 0.559 0.000 0.598 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 0.968 0.394 0.000 0.753 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
12 0.593 0.591 0.000 0.911 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Brd. Money - Growth
1 0.460 0.658 0.000 0.824 0.054 0.000 0.000 0.004 0.054 0.000 0.000 0.005
3 0.860 0.531 0.003 0.888 0.012 0.000 0.000 0.003 0.012 0.000 0.000 0.003
12 0.707 0.585 0.042 0.917 0.001 0.000 0.000 0.000 0.001 0.000 0.000 0.000
Unemp. Rate - Change
1 0.807 0.559 0.010 0.806 0.255 0.000 0.407 0.255 0.255 0.000 0.519 0.255
3 0.930 0.849 0.055 1.000 0.121 0.000 0.063 0.121 0.121 0.000 0.049 0.121
12 0.814 0.735 0.218 0.898 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Fed. Fund Rate - Change
1 0.350 0.275 0.234 0.000 0.531 0.000 0.533 0.016 0.526 0.000 0.517 0.784
3 0.393 0.773 0.281 0.450 0.017 0.000 0.016 0.001 0.016 0.000 0.016 0.001
12 0.392 0.614 0.342 0.419 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Exch. Rate - Change
1 0.589 0.865 0.076 0.172 0.468 0.000 0.433 0.063 0.467 0.000 0.365 0.069
3 0.504 0.139 0.202 0.513 0.358 0.000 0.294 0.165 0.359 0.000 0.261 0.175
12 0.714 0.965 0.247 0.353 0.083 0.000 0.073 0.045 0.083 0.000 0.068 0.046
Notes: 1. X: t =  + xt k. 2. XY: t =  + xt k + St 1. 3. XZ: t =  + xt k + xt 1:St 1. 4. XP:
t =  + xt k + t 1. 5. DM test H0 : equal predictive accuracy of model-I and model-II v=s H1 : model-I performs
better than model-II. 6. p-values reported with bold entries signicant at 5% or below.
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