Une classe d'espaces pr\'ehomog\`enes de type parabolique faiblement
  sph\'eriques by Muller, Iris
ar
X
iv
:0
81
0.
31
48
v1
  [
ma
th.
RT
]  
17
 O
ct 
20
08
Une lasse d'espaes préhomogènes de type parabolique faiblement sphériques
Iris MULLER
Institut de Reherhe Mathématique Avanée (IRMA)
Université Louis Pasteur et CNRS (UMR 7501)
Résumé
Pour les algèbres de Lie absolument simples, de dimension nies, de rang au moins
2, dénies sur un orps loal de aratéristique 0 et admettant une graduation : g =
g
−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2, donnée par un élément H0 tel que 2H0 soit simple, on dénit
(à 2 exeptions près) des sous-groupes paraboliques P, inlus dans le groupe des auto-
morphismes de g et entralisant H0, dont l'ation sur g1 et g−1 est géométriquement
préhomogène. On étudie la struture de es espaes préhomogènes. On montre que les
fontions Zétas assoiées aux invariants relatifs fondamentaux de P dénis sur g1 et g−1
admettent des prolongements méromorphes qui vérient des équations fontionnelles abs-
traites et on donne le alul expliite des oeients des équations fontionnelles, des
polynmes de Bernstein assoiés aux invariants relatifs fondamentaux de P dans le as
arhimédien, par une méthode de desente à des entralisateurs de paires d'algèbres de
Lie de type sl2 qui ommutent.
Cei généralise des résultats bien onnus lorsque g2 = {0}.
Introdution
Comme il est dit dans [Sa 6℄, un problème intéressant en analyse et en théorie des nombres
est le suivant : étant donnés 2 polynomes homogènes P et P ∗ en n variables de degré d à o-
eients réels, trouver des onditions an que la transformée de Fourier de |P (x)|s, s étant
un nombre omplexe, vérie l'égalité
̂|P (x)|s = fateur gamma.|P ∗(x)|−s−nd au sens des dis-
tributions.
Il est bien onnu qu'une réponse à ette question est donnée par la théorie des espaes
vetoriels préhomogènes dûe à Mikio Sato et introduite dans les années 1960 ([Sa℄, première
version publiée en 1970 en Japonais) et dont une lassiation a été obtenue par M.Sato et
T.Kimura ([Sa-Ki℄).
Par la suite ette théorie a onnu de grands développements et dans de nombreuses dire-
tions.
Dans e travail, on s'intéresse aux fontions zétas loales assoiées à l'ation préhomogène
de ertains sous-groupes paraboliques ei dans le adre des préhomogènes de type parabo-
lique.
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1. Les préhomogènes onsidérés sont de type parabolique" ([Ru 2℄,[Ru 3℄), plus préisé-
ment soit g une algèbre de Lie absolument simple de dimension nie, dénie sur un orps loal
de aratéristique zéro que l'on note F, on suppose que g est munie d'une graduation :
g = ⊕i∈Zgi
où les gi sont des sous-espaes vetoriels de g vériant la ondition :
[gi, gj] ⊂ gi+j ∀i, j ∈ Z.
Les dérivations de g étant intérieures, il existe un unique élément appartenant à g0 qui
dénit la graduation, on le note H0 et on a :
∀i ∈ Z gi = {x ∈ g | [H0, x] = ix}.
Soit G le entralisateur de H0 dans le sous-groupe Aut0(g) ([Bou 2℄) des automorphismes de
g. Ce groupe opère sur haque espae vetoriel gi, i ∈ Z, mais on onsidère l'ation de G sur
g1 et la représentation orrespondante est notée de manière innitésimale : (g0, g1,H0) ou
(g0, g1).
Les sous-espaes vetoriels g1 et g−1 sont mis en dualité à l'aide de la forme de Killing de
g d'où (G, g−1) est la représentation ontragrédiente de (G, g1).
D'après un résultat de E.B.Vinberg ([Vi℄), es représentations sont géométriquement pré-
homogènes e qui signie que G possède une orbite ouverte dans g1 muni de la topologie de
Zariski, ei lorsqu'on se plae sur une lture algébrique de F, et le nombre d'orbites de G
dans g±1 est ni.
Ainsi (g0, g1) est une F-forme d'un espae préhomogène, appelé de type parabolique, en ef-
fet la sous-algèbre ⊕i≥0gi est une sous-algèbre parabolique de g dont le radial nilpotent est la
sous-algèbre : ⊕i≥1gi et la sous-algèbre rédutive g0 est l'algèbre de Lie du groupe G ([Ru 2℄).
Lorsque la graduation est ourte, 'est à dire telle que g = g−1 ⊕ g0 ⊕ g1, le préhomogène est
dit detype ommutatif" (ar g1 est une algèbre ommutative).
L'intérêt des préhomogènes de type paraboliques réside dans la présene de l'algèbre simple
g qui ontient à la fois l'algèbre de Lie du groupe G et l'espae g1 de la représentation, permet-
tant ainsi l'étude et l'expression des résultats en termes de la struture de g (f. par exemple
les travaux de N. Bopp et H. Rubenthaler dans [Bo-Ru 2℄).
Ainsi une desription possible des orbites de G dans g1 est réalisée à l'aide d'une version
≪graduée≫ des sl2−triplets. On rappelle qu'un sl2−triplet est un triplet non nul (x, h, y)
vériant les relations de ommutation suivantes :
[x, y] = −h, [h, x] = 2x, [h, y] = −2y ([Bou 2]).
Par une généralisation du théorème de Jaobson-Morozov, il est bien onnu que pour tout x
non nul de g1, il existe h et y appartenant respetivement à g0 et à g−1 tels que (x, h, y) soit
un sl2−triplet.
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Dénition Un élément h de g est dit 1-simple si il existe un sl2-triplet (x, h, y) tel que x
(resp. y) soit dans g1 (resp. g−1) . Un tel sl2−triplet est appelé 1-adapté.
Soit a une sous-algèbre abélienne déployée maximale de g ontenant H0, on note ∆ le
système de raines orrespondant. Ce dernier est également gradué par H0 :
∆i = {λ ∈ ∆ | λ(H0) = i}.
On hoisit un ordre sur ∆ pour lequel les raines appartenant à ∪i>0∆i soient positives, soit
Σ une base de ∆ et Σi = Σ ∩∆i, i ∈ Z, on adopte la notation lassique (∆,Σ−Σ0) (ou bien
(∆, λ0) lorsque Σ−Σ0 = {λ0}) pour désigner le préhomogène (g0, g1) ([Ru 2℄), le préhomogène
(g0, g1) sera dit déployé lorsque g est déployée.
Les préhomogènes de type parabolique absolument irrédutibles, 'est à dire pour lesquels
g1 est un g0−module absolument irrédutible, sont réguliers ([Sa-Ki℄) si et seulement si 2H0
est 1-simple ([Ru 2℄). Dans es onditions, on peut supposer que g1 et g−1 engendrent g, e
que l'on fera systématiquement ainsi le préhomogène sera de type (∆, λ0), il existe ([Ru 2℄)
un polynome déni sur g1, relativement invariant par G et de degré minimal, que l'on note F,
tel que :
{x ∈ g1 admettant 2H0 pour élément 1-simple} = {x ∈ g1 | F (x) 6= 0}.
Il existe un aratère χ de G tel que :
∀g ∈ G, ∀x ∈ g1 : F (gx) = χ(g)F (x) (1)
et toute fration rationnelle dénie sur g1 vériant une relation analogue à (1) est (à une
onstante multipliative près) une puissane entière de F. L'invariant relatif F, qui lui aussi
est déni à une onstante près, est dit fondamental et l'ensemble de ses zéros est le lieu sin-
gulier noté S.
On a exatement la même situation sur le préhomogène dual, (G, g−1), l'invariant relatif
fondamental sera noté F ∗ et son lieu singulier S∗.
Soient :
O1, ..., Oℓ les orbites de G dans g1 − S et O∗1 , ..., O∗ℓ les orbites de G dans g−1 − S∗,
ω un aratère unitaire de F∗, π = ω| |s, ave s ∈ C, un aratère de F∗,
Pour f appartenant à S(g1), l'espae de Shwartz de g1 et g appartenant à S(g−1), on
appelle fontions zétas loales les expressions :
ZOi(f ;π) =
∫
Oi
f(x)π(F (x))dx , ZO∗i (g;π) =
∫
O∗i
g(x)π(F ∗(x))dx
qui onvergent pour partie réelle de s assez grand, elles admettent un prolongement méro-
morphe sur C et il existe des fontions méromorphes (en s), notées aO∗i ,Oj(π), telles que pour
i = 1, ..., ℓ et f appartenant à S(g1) on ait :
ZO∗i (f̂ ;π) =
∑
j=1,...,ℓ
aO∗i ,Oj(π)ZOi(f ;π
−1| |−N ) ave N = dim(g1)
degré de F
([Sa-Sh], [Sh 1], [Ig 5]).
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Dans le as réel, les fontions aO∗i ,Oj ont une forme partiulière ([Sh 1℄). Elles ont été al-
ulées dans un grand nombre de as (dans le as ommutatif et dans le adre des algèbres de
Jordan [Sa-Fa℄, f. les travaux de M.Muro, par exemple [Muro 2℄ , [Muro 3℄ , [K-M℄, par des
tehniques de miro-analyse ). Dans le as p-adique, l'étude fondamentale est dûe à I.J.Igusa
(f. les travaux ités et en partiulier [Ig 11℄ et [Ig 12℄ pour un panorama) et à ses élèves (par
ex. [Ro℄).
Rappelons très brièvement que l'étude des fontions zétas globales qui sont dénies :
- soit à partir de la situation dérite i-dessus mais en prenant omme orps F un orps
de nombres, la fontion zéta est alors elle obtenue par extension sur les adèles de F, son
prolongement méromorphe vérie également une équation fontionnelle (f. par exemple :
appendie de [Mars℄, [Ra-S℄, [Wr℄, [Ig 6℄, [K-K℄, [Mu 5℄, [Sai 2℄, [Sai 3℄),
- soit à partir de la situation réelle et de séries de Dirihlet assoiées à des réseaux GZ-
stable dans g1 (f. par exemple [Sa-Sh℄ , [Sh 1℄, [Sh 2℄, [Sa 1℄, [Sa 2℄),
est nettement plus diile et qu'il est regrettable que toute la bibliographie que nous donnons
à titre indiatif soit non exhaustive.
Dans le as partiulier des préhomogènes ommutatifs pour lesquels l'algèbre g n'est pas
de rang 1, il existe (au moins) un sous-groupe parabolique P de G dont l'ation sur g±1
est enore géométriquement préhomogène ([M-R-S ℄). Lorsque le sous-groupe parabolique est
minimal parmi eux-i, les invariants relatifs fondamentaux orrespondants, notés F1, ..., Fp
sur g1 et F
∗
1 , ..., F
∗
p sur g−1 donnent à nouveau des fontions zétas à multi-indie qui vérient
également des équations fontionnelles analogue aux préédentes, es résultats, qui se trouvent
déjà dans [Sh 2℄, sont dûs dans le as réel à N.Bopp et H.Rubenthaler ([Bo-Ru 2℄) ainsi qu'à
J.Faraut et A.Koranyi lorsque le sous-groupe parabolique est minimal ([Fa-Ko℄), et e dans le
adre des algèbres de Jordan, et à Y.Hironaka dans ertains as p-adiques ([H 1℄).
Dans ette situation ommutative uniquement, haque orbite ouverte, Oi, i = 1, ..., ℓ, est la
réalisation d'un espae symétrique G/Hi. Dans [Bo-Ru 2℄, N.Bopp et H.Rubenthaler ont gé-
néralisés les travaux de R.Godement et H.Jaquet ([Go-Ja℄) en assoiant des fontions zétas
loales à des veteurs distributions Hi−invariants assoiés à la même représentation sphérique
minimale de G et ont établis les équations fontionnelles orrespondantes.
Lorsque le parabolique est minimal, les fontions sphériques et les problèmes assoiés ont
été largement étudiés par J.Faraut et A.Koranyi ([Fa-Ko℄) dans le adre des algèbres de Jordan
et Y.Hironaka dans ertains as p-adiques.
Dans le as réel, J.L. Cler a réussi à généraliser ertains résultats préédents à une lasse
plus large de préhomogènes non ommutatifs à l'aide des représentations d'algèbres de Jordan
([Cl℄).
2. Dans e travail, on se propose de donner une situation analogue au as ommutatif 'est
à dire dénir pour haque préhomogène de type parabolique absolument irrédutible régulier
(f.1.) de graduation au plus 5 'est à dire
g = g−2 ⊕ g−1 ⊕ g0 ⊕ g1 ⊕ g2
de rang au moins 2 dont l'invariant relatif fondamental n'est pas une forme quadratique (i.e.
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degré(F ) > 2) et qui n'est pas de type G2, (au moins) un sous-groupe parabolique standard,
P, dont l'ation est préhomogène au sens préédent.
Désignant par F1, ..., Fp = F,F
∗
1 , ..., F
∗
p = F
∗
les invariants relatifs fondamentaux de (P, g1)
et (P, g−1) rangés dans un ordre roissant" (essentiellement haque Fi apparait omme la
restrition de Fi+1), on montre lassiquement que la fontion zéta loale à multi-indie assoiée
vérie une équation fontionnelle. On dénit des normalisations ohérentes ave ette situation
et on montre que les oeients loaux (ainsi que les polynmes de Bernstein assoiés dans
le as arhimédien) s'obtiennent par desente sur des préhomogènes onstruits à partir de
entralisateurs de paires de sl2-triplets 1-adaptés qui ommutent.
La méthode utilisée onvient sur F sans distintion (arhimédien ou p-adique), elle est
élémentaire (déomposition des invariants relatifs fondamentaux et des mesures) et généralise
elle du as ommutatif ([Mu 1℄)
1
.
Il se peut qu'il y ait un lien ave ertaines déompositions des invariants relatifs fonda-
mentaux onsidérées par A.L.Mortajine ([Mo℄) ainsi que par F.Sato ([Sa 6℄).
(∆, λ0) étant le diagramme de Dynkin gradué assoié au préhomogène (g0, g1), on note
(∆, λ0) le diagramme de Dynkin gradué assoié au préhomogène déployé sur une extension
onvenable de F et admettant (g0, g1) omme F−forme.
Dans le as p-adique, les résultats obtenus montrent le lien entre les ples des oeients
aO∗,O(| |s1 , ..., | |sp) et ertaines raines du polynome de Bernstein assoié à F dans le prého-
mogène déployé réel de même type (∆, λ0).
Ainsi dans le as omplexe, on obtient le résultat attendu, 'est à dire que si on note :
F (∂)(
p∏
i=1
F ∗sii ) = bg,P (s1, ..., sp)(
p−1∏
i=1
F ∗sii )F
∗sp−1
p (s1, ..., sp) ∈ Cp,
alors (à 2 exeptions près) on a
bg,Pt(s1, ..., sp) =
p∏
ℓ=1
(dp−ℓ+1−dp−ℓ∏
j=1
(sℓ + ...+ sp + λℓ,j)
)
et si on dénit sur F, arhimédien ou p-adique, pour toute appliation polynomiale B de la
forme :
B(s1, ..., sp) =
∏
1≤j≤r
(a1,js1 + ...+ ap,jsp + qj) ave ai,j ∈ Z,
et pour tout aratère π de (F∗)p, π = (π1, ..., πp) :
ρ′B(π) = ρ
′
B(π1, ..., πp) =
r∏
j=1
ρ′(π
a1,j
1 ....π
ap,j
p | |qj+1)
ave ρ′(π1) = π1(−1)ρ(π1), ρ étant le oeient obtenu par J.Tate ([Ta℄) dans l'équation
fontionnelle assoiée à la fontion zéta sur F (dans e as F (x) = x et les valeurs expliites
de ρ sont rappelées dans le §3.6.1) alors pour f dans S(g1) on a :
(A) Z∗(fˆ ;π) = ρ′bg,Pt
(π)Z(f ;π∗| |−N1p) ave π∗ = (πp−1, ..., π1, (
∏
1≤i≤p
πi)
−1) et 1p = (0, ..., 0, 1).
1
Ces résultats ont été partiellement exposés aux Journées Préhomogènes Frano-Japonaises organisées par
F.Sato-P.Kaplan-A.L.Mortajine à Tokyo en 1999
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On applique la méthode de desente pour le sous-groupe parabolique P0, minimal parmi
les sous-groupes paraboliques onsidérés (à l'exeption d'un as qui ne semble pas signiatif)
ei nous onduit à onsidérer suessivement le as ommutatif (f.tableaux 1 et 2), les as
lassiques sympletiques (n◦13 de la lassiation de [Sa-Ki℄ ave par exemple Trig(2k) ×
Sp(n − 2k), ave 6k ≤ 2n, opérant sur les matries à 2k lignes et 2n − 4k olonnes ainsi
que les diérentes F formes) et orthogonaux (n◦15 de la lassiation de [Sa-Ki℄, ave par
exemple Trig(k) × SO(m), opérant sur les matries à k lignes et m olonnes ainsi que les
diérentes F formes ave quelques hypothèses tehniques supplémentaires) (f.tableau 2) puis
les as exeptionnels" ayant g2 de dimension 1
((∆, α0) de type (F4, α1) ou (E6, α2) ou (E7, α1) ou (E8, α8) ave les formes EIII, EVI et EIX
lorsqu'elles existent, f.les n◦14, 5, 23, 29 de la lassiation de [Sa-Ki℄),
puis les F−formes de (E7, α6) (n◦20 de la lassiation de [Sa-Ki℄), le type déployé (E7, α2)
(n◦6 de la lassiation de [Sa-Ki℄) et pour nir les F−formes de (E8, α1) (n◦24 de la lassi-
ation de [Sa-Ki℄) (f.tableau 3).
Pour éviter d'avoir à déterminer les orbites de P0 dans le lieu non singulier de g1 et g−1, on a
préféré introduire pour u = (u1, ..., up) ∈ (F∗/F∗2)p les ouverts (éventuellement vides) :
Ou = {x ∈ g1 | F1(x)...Fi(x)F∗2 = u1...ui , i = 1, ..., p}
O∗u = {x ∈ g−1 | F ∗1 (x)...F ∗i (x)F∗2 = up...up−i+1 , i = 1, ..., p}
ainsi que les fontions zétas orrespondantes, notées simplement Zu et Z
∗
u, alors il existe des
fontions méromorphes (au sens préédent), av,u(π) telles que
(B) Z∗u(fˆ ;π) =
∑
v∈(F∗/F∗2)p
av,u(π)Zv(f ;π
∗| |−N1p),
elles sont déterminées expliitement puisque la méthode de desente ramène les aluls à des
as bien onnus (rang 1 et on applique [Ta℄ , [Go-Ja℄, ou bien au as d'une forme quadratique
[Ra-S℄).
Cependant la struture partiulière de F∗/F∗2 dans le as p−adique nous a onduit à intro-
duire ertaines sommes qui ont été alulées uniquement lorsque la aratéristique résiduelle
est diérente de 2 e qui explique ette restrition haque fois que l'on utilise les résultats de
[Ra-S℄ (f.3.6.2).
Ce résultat subsiste dans les as exeptionnels pour le préhomogène (G, g±1) (e sont les
dénitions i-dessus ave p = 1), et dans le as (E7, α2) réel ou p-adique de aratéristique
résiduelle diérente de 2, on obtient l'équation :
Z∗(F(f); ω˜b| |s) = C(s)B(ω˜b, s)Z(f ; ω˜b| |−s−5) ave :
C(s) = |2|−4s−10
F
ρ(| |2s+4)ρ(| |2s+7) , B(ω˜b, s) = ρ′(ω˜b| |s+1)ρ′(ω˜b| |s+3)ρ′(ω˜b| |s+5)
ω˜x désignant, pour x ∈ F∗/F∗2, le aratère de F∗/F∗2 déni par le symbole de Hilbert
(ω˜x(y) = (x, y)).
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De plus, lorsque les raines de bg,P0(0, .., s) sont entières, on a également l'unique équation
fontionnelle :
π = (π1, ..., πp) , Z
∗(fˆ ;π) = Cρ′bg,Pt
(π′0π)Z(f ;π
∗π0| |−N1p)
ave π0 = π
′
0 = Id à l'exeption de l'unique as ommutatif (∆, λ0) = (A2p−1, αp) et
(∆, λ0) = (Cp, αp) dans les notations des planhes de [Bou 1℄ (as des matries hermitiennes)
pour lequel
{
π0 = (1, ..., 1, ω˜δp−1 ),
π′0 = (ω˜δ, ..., ω˜δ , 1),
, F[
√
δ] étant l'extension sur laquelle g se déploie,
et C = 1 lorsque g est déployée ou de type exeptionnel, sinon
C =

(α(1)α(−δ)) p(p−1)2 lorsque π′0 6= 1,
(1)np dans le as CII ((∆, λ0) = (Cn, α2p) et (∆, λ0) = (Cℓ, αp))
(−1) p(p−1)2 dans le as DIII ((∆, λ0) = (D2p, α2p), (∆, λ0) = (Cp, αp))
(−1)p(k−1) dans le as AII ((∆, λ0) = (A2kp−1, αpk) et (∆, λ0) = (A2p−1, αp)).
(résultat onnu partiellement).
3. Indiquons brièvement le ontenu de haque partie.
• Dans la setion 1 on motive le hoix du parabolique partiulier que l'on onsidère et que
l'on introduit de manière inhabituelle, à partir de ertains éléments 1-simples ompatibles "
ave la graduation de départ.
Dans la situation générale graduée, f. §1. ave g semi-simple, où l'on suppose 2H0 1-
simple, à tout élément 1-simple, h, on assoie la sous-algèbre parabolique : p(h) = ⊕i≥0Ei(h)
de partie nilpotente n(h) = ⊕i>0Ei(h), ave Ei(h) = {x ∈ g1|[h, x] = ix} pour i entier. Alors
lorsque h 6= 2H0 et n(2H0) ⊂ n(h), 2H0 − h est également 1-simple et exp(ad(n(2H0 − h) ∩
g0)(E
′
2(h)∩g1⊕E2(2H0−h)∩g1) est un ouvert de Zariski de g1, ave E′2(h) = {x ∈ g|(x, h, )
se omplète en un sl2-triplet } (lemme 1.1.1).
Un tel élément h est dit 1-simple spéial. Lorsque h et 2H0 − h sont 1-simples spéiaux,
on dit que h est 1-simple très spéial. Ces éléments très spéiaux sont assoiés à des gra-
duations ourtes et aux situations irrédutibles, en eet si le préhomogène de départ est
absolument irrédutible, alors gi = {0} pour |i| ≥ 3 (lemme 1.2.2) et le préhomogène assoié
(E0(h)∩g0), E2(h)∩g1, h2 ) est enore absolument irrédutible régulier (lemme 1.2.1) ainsi que
le préhomogène obtenu en prenant le entralisateur d'un sl2-triplet 1-adapté onstruit ave h
et muni de la graduation induite par ad(H0) à quelques exeptions près (prop.1.2.4).
On vérie ensuite que sous les hypothèses énonées dans 2., un tel élément 1-simple très
spéial existe toujours (§1.3).
Dans le §1.4 on introduit la lasse des préhomogènes étudiés, H1, ...Hp sont p éléments
1-simples très spéiaux de a de somme 2H0, t = ⊕pi=1FHi, ∆R(t) les restritions non nulles
des raines de ∆ à t muni de l'ordre :
λ ≻ 0 ⇔ λ(Hk) > 0 ave k = sup{j , λ(Hj) 6= 0} ,
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alors p(H1, ...,Hp) = E0(t) ⊕ nt, ave nt = ⊕λ≻0,λ∈∆0gλ, est une sous-algèbre parabolique de
sous-groupe parabolique assoié : Pt = Gt.Nt, ave Nt = exp(ad(nt)), Gt étant le entralisa-
teur de t dans G; un tel sous-groupe parabolique (que l'on prendra standard) est appelé trés
spéial.
La situation est analogue au as ommutatif puisqu'on a les propriétés suivantes.
Pour k = 1, ..., p − 1, soient hk =
∑
1≤j≤kHj et Fk l'invariant relatif fondamental du pré-
homogène absolument irrédutible régulier (E0(hk) ∩ g0, E2(hk) ∩ g1), 12hk) que l'on étend
naturellement à g1; on note Fp l'invariant relatif fondamental du préhomogène (g0, g1).
On a la situation duale ave pour k = 1, ..., p−1, F ∗p−k l'invariant relatif fondamental du prého-
mogène absolument irrédutible régulier (E0(hk)∩g0, E0(hk)∩g−1),H0− 12hk) que l'on étend
naturellement à g−1; on note F
∗
p l'invariant relatif fondamental du préhomogène (g0, g−1).
Alors F1, ..., Fp (resp. F
∗
1 , ..., F
∗
p ) sont relativement invariants par P (H1, ...,Hp) de aratères
assoiés χk, k = 1, ..., p (resp. χp−kχ
−1
p , k = 1, ..., p en posant χ0 = 1) et sont les invariants
relatifs fondamentaux de l'ation de P (H1, ...,Hp) sur g1 (resp.g−1) (prop.1.4.5, lemme 1.4.7).
Les orbites de P (H1, ...,Hp) dans g”1 = {x ∈ g1 |
∏p
i=1 Fi(x) 6= 0} sont les orbites de Gt dans
Wt = {
∑p
i=1 xi | [xi, xj ] = 0 pour i, j = 1, ..., p et xi ∈ E′2(Hi) ∩ g1}, la situation est similaire
dans g−1 (lemme 1.4.4).
Le sous-groupe parabolique trés spéial P (Hp, ...,H1)(= θP (H1, ...,Hp)θ
−1
ave θ =
∏p
i=1 θHi(−1)
déni dans l'introdution du §1) est assoié à l'ordre inverse et donne lieu à la même situation,
pour k = 1, ..., p − 1 :
• Pp−k est l'invariant relatif fondamental du préhomogène absolument irrédutible régulier
(E0(hk) ∩ g0, E0(hk) ∩ g1,H0 − 12hk)), que l'on étend naturellement à g1,
• P ∗k elui du préhomogène (E0(hk)∩g0, E−2(hk)∩g−1, 12hk), que l'on étend naturellement
à g−1.
Alors pour 1 ≤ k ≤ p − 1, x ∈ E2(hk) ∩ g1 et y ∈ E0(hk) ∩ g1 qui ommutent on a
Fp(x + y) = Fk(x)Pp−k(y) (à 2 exeptions près pour lesquelles il faut rajouter une puis-
sane) (lemme 1.4.7).
• Dans la setion 2, étant donné un préhomogène (g0, g1) absolument irrédutible et régu-
lier et Pt un sous-groupe parabolique standard très spéial, situation du §1.4 dont on reprend
les notations, on établit essentiellement le :
Théorème 2.1.1
1. Pt a un nombre ni d'orbites dans g1 et g−1.
2. Soient SPt = {x ∈ g1 |
∏
1≤i≤p Fi(x) = 0} et S∗Pt = {x ∈ g−1 |
∏
1≤i≤p F
∗
i (x) = 0}.
Pour tout élément x de SPt (resp. S
∗
Pt
), il existe i ∈ {1, ..., p} tel que χi/((Pt)x)0 6= 1
(resp. (χ∗i (/(Pt)x)
0 6= 1).
Ce théorème établit les onditions susantes d'existene des équations fontionnelles lorsque
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F est un orps p-adique (théorème kp de [Sa 3℄).
La démonstration de e théorème est faite par desente, en se ramenant à des entralisa-
teurs d'algèbres de type sl2 et est ommenée dans le §2.1.
Elle néessite une forme relativement simple des représentants des orbites de Pt dans SPt
obtenue par des onsidérations as par as. Ainsi on termine la démonstration du théorème
2.1.1 as par as mais ei nous amène également à obtenir une lassiation des sous-groupes
paraboliques standards très spéiaux et l'on retrouve ainsi ertains exemples bien onnus.
Le §2.2 ontient quelques lemmes tehniques généraux utiles pour les simpliations nales
des représentants des orbites de Pt dans SPt .
Le as ommutatif (g2 = {0}) est traité dans le §2.3, on y établit également que :
Proposition 2.3.1 Soit N = exp(ad(⊕α∈∆+0 g
α)).
Pour tout élément x de g1 (resp. g−1), il existe un ensemble S de raines fortement orthogo-
nales de ∆1 (resp. ∆−1) telles que N.x ∩ (⊕µ∈Sgµ) 6= ∅.
Lemme 2.3.2
1. Il existe un unique ensemble maximal ordonné de raines fortement orthogonales (longues)
de ∆1, λ1, ..., λn, telles que le sous-groupe parabolique
P0 = P (hλ1 , ..., hλn ) soit standard.
2. Soit Pt un sous-groupe parabolique standard alors Pt ⊃ P0 et il existe p, 2 ≤ p ≤ n,
et des entiers : l0 = 0 < 1 ≤ l1 < ... < lp = n tels que Pt = P (H1, ...,Hp) ave
Hi =
∑
li−1+1≤j≤li
hλj pour i = 1, ..., p.
Les as lassiques sont traités dans le §2.4.
Introduisons les notations des planhes de II,III et IV de [Bou 1℄, ∆ est de type Bn, BCn, Cn
ou Dn et λ0 = αk = ǫk − ǫk+1 alors ∆1 = {ǫi ± ǫj | 1 ≤ i ≤ k < j ≤ n , ǫi, 1 ≤ i ≤ k} ∩∆.
Soient : p0 =
{
k
2 lorsque g est déployée de type Cn,
k sinon
et pour i = 1, ..., p0 :
Hi =
{
2(h2ǫk−2i+1 + h2ǫk−2i+2) lorsque g est déployée de type Cn,
hǫk−i+1 sinon.
Lorsque 2k ≤ n, on introduit également H ′1 =
∑k
i=1 hǫi−ǫ2k−i+1 et H
′
2 =
∑k
i=1 hǫi+ǫ2k−i+1 .
Les sous-groupes paraboliques P0 = P (H1, ...,Hp0) et P
′
0 = P (H
′
1,H
′
2) sont des sous-groupes
paraboliques standards très spéiaux et si P = P (H1, ...,Hp) est un sous-groupe parabolique
standard très spéial alors
• soit P = P ′0 et 2k ≤ n,
• soit P ⊃ P0, k ≥ 2 et il existe des entiers : lp+1 = 0 < lp < ... < l2 < l1 = k tels que
Hi =
∑
li+1+1≤j≤li
hǫj pour i = 1, ..., p (prop.2.4.3).
Les as exeptionnels non ommutatifs sont traités dans le §2.5 et dans tous es as il y a un
unique sous-groupe parabolique standard très spéial, P (H1,H2) (f.tableau 3).
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Lorsque g2 n'est pas de dimension 1, H2 = 2hα˜, α˜ étant la plus grande raine de ∆.
P (H1,H2) est un sous-groupe parabolique maximal de G à l'exeption du as (E6, α2) pour
lequel Σ0 − Σt = {α1, α6} et dans les autres as, on a :
Σ− Σt =

{α1, α4} lorsque ∆ = F4,
{α1, α6} lorsque ∆ = E7 et Σ1 ⊂ {α1, α6},
{α1, α8} lorsque ∆ = E8,
{α1, α2} dans le as (E7, α2).
De plus, lorsque (∆, λ0) est de type (E6, α2), (E7, α1), (E8, α8), pour tout élément x de g1 il
existe y dans P (H1,H2).x et 4 raines fortement orthogonales β1, ..., β4, tels que le support de
y omprenne au plus 4 raines appartenant à {α˜ − β1, βi, 1 = 1, ..., 4} et dans le as (F4, α1)
il faut y adjoindre l'ensemble {α˜ − λ1, 12(λ1 + λ3), 12(λ2 + λ4)}. Ces 4 as orrespondent à g2
de dimension 1.
• La setion 3 est onsarée aux résultats lassiques sur les fontions Zéta assoiées aux
préhomogènes absolument irrédutibles et réguliers (Pt = P (H1, ...,Hp), g±1) e qui impose
des normalisations :
• de la forme de Killing B (3.1, B˜ = − degré deFp
2B(H0,H0)
.B),
• des mesures de Haar de g1 et g−1(3.2),
• des invariants relatifs fondamentaux F1,...,Fp, F ∗1 , ...,F ∗p (3.3).
Dans le as arhimédien , on introduit les opérateurs diérentiels Fk(∂), F
∗
k (∂), k = 1, ..., p
ainsi que les polynmes de Bernstein assoiés bk et b
∗
k, k = 1, ..., p :
pour s = (s1, ..., sp) ∈ Cp et F s =
∏
1≤i≤p F
si
i , F
∗s =
∏
1≤i≤p F
∗si
i , on a :
Fk(∂)(F
∗s) = bk(s)F
∗s−1p+1p−k , F ∗k (∂)(F
s) = b∗k(s)F
s−1p+1p−k ,
ave 10 = (0, ...,0) et 1j étant le veteur de Rp dont toutes les oordonnées sont nulles sauf la
jème qui vaut 1, ave un aménagement pour 2 exeptions (lemme 3.4.2). On pose bg,Pt := bp.
Lorsque k est diérent de p, omme dans le as ommutatif ([R-S℄), on établit que bk(s1, ..., sp)
est proportionnel au polynme de Bernstein, bU,P (H1,...,Hk)(sp−k+1, ..., sp), U étant le entrali-
sateur d'une algèbre de type sl2 telle que U1 ⊂ E2(hk) ∩ g1 et (U0,U1) admet Fk/U1 omme
invariant relatif fondamental (ainsi que la propriété analogue pour b∗k) (prop.3.4.4).
Le théorème 2.1.1 ainsi que les propriétés de Fk(∂) et F
∗
k (∂), pour k = 1, ..., p, dans le as
arhimédien, permettent d'obtenir le prolongement analytique et l'existene des équations
fontionnelles des fontions zétas assoiées à (P (H1, ...,Hp), g±1) (th.3.5.2 qui s'appuie sur
[Sa 3℄,[Bo-Ru 1℄,[Bo-Ru 2℄, f. également le lemme 3.5.3 pour l'indépendane des oeients).
En appliation immédiate, pour k stritement inférieur à p, on obtient bg,Pt omme produit
des 2 polynmes de bernstein,
bU,P (H1,...,Hk)(sp−k+1, ..., sp) et bU′,P (Hk+1,...,Hp)(s1, ..., sp−k−1,
∑
p−k≤i≤p si + rk),
U′ étant à nouveau le entralisateur d'une algèbre de type sl2 telle que U
′
1 ⊂ E0(hk)∩ g1 et rk
étant un nombre rationnel expliitement déni à partir de dimensions (prop.3.7.3).
On rappelle dans le §3.6 les 2 exemples fondamentaux utilisés ultérieurement :
• lorsque g1 est de dimension 1, résultat dû à J.Tate([Ta℄) faisant intervenir les fateurs
ρ′(π) et ρ′(π;x), π ∈ F̂∗ et x ∈ F∗/F∗2,
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• lorsque l'invariant relatif fondamental de (g0, g1) est une forme quadratique F , les ré-
sultats de [Ra-S℄) ont été reexprimés (th.3.6.5, notamment le 5)) et font intervenir les fa-
teurs Aaπ1,π2(v, u, δ), π1 et π2 ∈ F̂∗, (v, u) ∈ (F∗/F∗2)2, δ = (−1)[N ]dis(F ) (B du lemme
3.6.4,f.également lemmes 3.6.7 et 3.6.8).
• Dans la setion 4 on établit une déomposition des mesures sur g1 et g−1 adaptée" à
l'ation du sous-groupe parabolique P (hk, 2H0 − hk) et par onséquent aux invariants relatifs
Fk et F
∗
p−k, k étant un entier xé tel que 1 ≤ k ≤ p − 1, (th.4.3.3) et qui s'exprime à l'aide
des mesures Ghk -invariante à gauhe sur
Wk = {x+ y | x ∈ E2(hk) ∩ g1 , y ∈ E0(hk) ∩ g1 , [x, y] = 0, F (x+ y) 6= 0} et
W ∗k = {x′ + y′ | x′ ∈ E−2(hk) ∩ g−1 , y′ ∈ E0(hk) ∩ g−1 , [x′, y′] = 0, F ∗(x′ + y′) 6= 0}
(orollaires 4.4.2 et 4.4.3).
Ave ette déomposition, la transformation de Fourier se déompose en 2 transformations de
Fourier partielles (th.4.3.5 dans lequel intervient le résultat de A.Weil, [We℄, sur la transfor-
mation de Fourier d'un aratère quadratique, f.lemme 4.2.3).
Ces résultats imposent des normalisations préises des mesures sur les sous-espaes vetoriels
Ei(hk) ∩ Ej(2H0 − hk) (§4.2).
• Dans la setion 5 on applique les résultats de la setion 4 au alul des oeients de
l'équation fontionnelle vériée par les fontions Zétas. On obtient ainsi une relation expliite
les exprimant à partir de eux assoiés à des préhomogènes onstruits ave des entralisateurs
d'algèbres de Lie de type sl2 (prop.5.1.1).
Cei donne l'équation (A) du as omplexe (th.5.2.2 et remarque 5.2.3).
On établit également, sous ertaines onditions vériées dans la plupart des as, une re-
lation permettant le alul expliite des oeients av,u (f.relation (B) de l'introdution)
(prop.5.3.2).
Cette setion se termine par l'étude de 2 exemples réels partiulièrement simples puisque
la desente fait apparaitre 2 formes quadratiques anisotropes dont les résultats sont onnus
((E6, α2), E6 étant de type III et (E7, α1) ave E7 de type VII, prop.5.3.3).
Les setions suivantes sont les appliations des résultats de la setion 5. Dans haque as on
détermine les polynmes de Bernstein, les oeients de l'équation fontionnelle à multi-indie
('est à dire assoiée aux invariants relatifs fondamentaux F1, ..., Fp, F
∗
1 , ...F
∗
p ) et de l'équation
fontionnelle simple ('est à dire assoiée aux aux 2 invariants relatifs fondamentaux F,F ∗),
la méthode employée fait apparaitre es oeients sous forme de somme de produits de
oeients d' équations fontionnelles assoiées à des préhomogènes de rang plus petit e qui
impose :
- la onnaissane assez préise de la struture et des résultats pour es derniers,
- la simpliation de es sommes lorsqu'on passe à l'équation fontionnelle simple et qui
est obtenue en utilisant les résultats du §3.6.2.
Cei est illustré dans les :
• setion 6 qui traite du as ommutatif (f.tableaux 1 et 2) ave le sous-groupe parabo-
lique P0, ainsi qu'un approfondissement du as sympletique" ommutatif (i.e. ∆ = Cn) dans
le as p-adique de aratéristique résiduelle diérente de 2,
11
• setion 7 qui traite des as lassiques (f.tableau 2) ave l'ation du sous-groupe para-
bolique P0. Une attention partiulière a été donnée au as orthogonal BDI, malheureusement
les résultats sont inomplets dans le as DIII p-adique,
• setion 8 qui traite des as exeptionnels (f.tableau 3) dont l'étude est emboitée.
• L'appendie 1 ontient un résultat élémentaire sur le rang du entralisateur d'un sl2-
triplet. Ce résultat est utilisé dans l'étude de (E7, α6).
• Appendie 2 : Dans le as ommutatif ou bien, lorsque g2 est de dimension 1 et g de
rang au moins 4, on exprime les mesures sur S et S∗, invariantes par le noyau de χ à l'aide de
la fontion Zéta provenant d'un préhomogène inlus dans elui de départ (prop.1). Elles sont
relativement invariantes par un sous-groupe d'indie ni de G et tempérées.
Cette desription permet dans le as ommutatif, lorsque d est pair, le alul expliite de la
transformée de Fourier de es mesures pour les fontions de S(g1 − S) en appliquant les §4.3
et 6.2.
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1 Une lasse d'espaes préhomogènes de type parabolique fai-
blement sphérique
On introduit les préhomogènes de type paraboliques onsidérés dans e travail de manière
inhabituelle, à partir de l'ation de sous-groupes paraboliques assoiés à des éléments 1-simples
ayant de bonnes propriétés relativement à la graduation de g et qui nous semblent être une
généralisation du as ommutatif.
Dans e hapitre, sauf mention du ontraire, on suppose que g est une algèbre de Lie dénie
sur F, semi-simple, de dimension nie et graduée :
g = ⊕i∈Zgi ([gi, gj ] ⊂ gi+j),
on note H0, l'élément appartenant à g0, qui dénit la graduation et on suppose que 2H0 est
1-simple, par onséquent g1 et g−1 engendrent g.
Certains résultats sont vrais sur un orps de aratéristique 0.
Soit a une sous-algèbre abélienne déployée maximale de g ontenant H0, on note ∆ le
système de raines orrespondant qui est également gradué par H0 :
∆i = {λ ∈ ∆ | λ(H0) = i}.
On hoisit un ordre sur ∆ ompatible ave la graduation, 'est à dire que ∪i>0∆i ⊂ ∆+, Σ
étant un ensemble de raines simples, le préhomogène est de type (∆,Σ1 = Σ ∩∆1).
Introduisons quelques notations supplémentaires :
1. On note B la forme de Killing de g.
2. F est une lture algébrique de F et les éléments orrespondants sont notés ave une
barre, par exemple g = g⊗
F
F.
h désigne une sous-algèbre de Cartan de g ontenant a, ∆ le système de raines de (g, h)
muni de l'ordre habituel et, lorsque ∆ est irrédutible, on note ω˜ la plus grande raine .
(∆,Σ1) sera le diagramme de Dynkin gradué du préhomogène (g0, g1) et par abus éga-
lement du préhomogène ((g ⊗E F)0, (g ⊗E F)1), E étant une extension galoisienne de F
pour laquelle l'algèbre g⊗E F est déployable.
G est le entralisateur de H0 dans le groupe Aut0(g) des automorphismes de g qui sont
élémentaires sur F.
3. Lorsque ∆ est irrédutible, la plus grande raine du système de raines réduit assoié à
∆ est notée α˜.
4. Si c est une sous-algèbre de g, on dénit ci = c ∩ gi.
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5. Soit c une sous-algèbre de g, rédutive dans g alors le entralisateur de c dans g, noté
E0(c), est une algèbre rédutive dans g ([Bou 2℄) dont on note [E0(c), E0(c)] sa partie
semi-simple.
Lorsque H0 est un élément de la sous-algèbre c + E0(c), c est graduée : c = ⊕i∈Zci,
E0(c) l'est également par ad(H0) et son entre est inlus dans g0 d'où l'algèbre dérivée
[E0(c), E0(c)] est également graduée : [E0(c), E0(c)] = ⊕i∈Z[E0(c), E0(c)]i et de plus
pour i non nul on a [E0(c), E0(c)]i ⊂ E0(c)i; soit U(c) l'algèbre engendrée par E0(c)±i
pour i ≥ 1, on a U(c)±i = E0(c)±i pour i ≥ 1. U(c) étant un [E0(c), E0(c)]−module,
U(c) est un idéal de [E0(c), E0(c)] don U(c) est une algèbre de Lie semi-simple graduée :
U(c) = ⊕i∈ZU(c)i de préhomogène assoié : (U(c)0,U(c)1) ave la onvention habituelle
lorsque (U(c)±1) engendre une algèbre semi-simple que U(c) soit ette algèbre engendrée.
Lorsque c = FH, on le note également (E0(H)0, E0(H)1).
6. P (gˇ) désigne l'ensemble {u ∈ g0 | ad(u) est diagonalisable à valeurs propres entières},
pour i ∈ Z on note Ei(u) = {x ∈ g |[u, x] = ix} et pour t ∈ F∗, hu(t) est l'élément de G
orrespondant ('est à dire déni pour i ∈ Z par hu(t)/Ei(u) = tiidEi(u)).
7. Lorsque (x, h, y) est un sl2−triplet on rappelle que H0 − h2 ∈ E0(Fx + Fh + Fy), que
E0(Fx + Fh + Fy) = E0(Fx + Fh) et que l'élément y est determiné de manière unique
par x et h, y est noté parfois x−1.
θx,h(t) (ou bien simplement θx(t) lorsqu'il n'y a pas d'ambiguité ou θh(t)) désigne l'au-
tomorphisme élémentaire :
t ∈ F∗ exp(ad(tx))exp(ad(t−1y)exp(ad(tx)) (alors hh(t) = θx,h(t)θx,h(−1)).
Notons que B(2H0−h, 2H0) = B(2H0−h, 2H0−h) ar B(2H0−h, h) = B(θx,h(t)(2H0−
h), θx,h(t)(h)) = −B(2H0 − h, h).
8. Lorsque α ∈ ∆, gα est le sous-espae radiiel orrespondant et hα la o-raine ; on note
simplement hα(t) (resp.θα) l'élément hhα(t) (resp.θhα(−1)) et on rappelle que θα(gβ) =
gsα(β) pour toute raine β de ∆.
1.1 Élément 1-simple (très) spéial
On ommene par motiver les dénitions sur les éléments 1-simples par un lemme.
A un élément h 1-simple, on peut assoier les sous-algèbres paraboliques de g et g0 :
p(h) = ⊕i≥0Ei(h) = E0(h)⊕ n(h) , p0(h) = p(h) ∩ g0
P (h) = Ghexp(ad(⊕i≥1Ei(h)∩g0) le sous-groupe parabolique deG d'algèbre de Lie p0(h), ainsi
que le préhomogène (E0(h) ∩ g0, E2(h) ∩ g1, h2 ) onstruit ave l'algèbre rédutive ⊕i∈ZE2i(h)
dont le entre est inlus dans E0(h) ∩ g0.
On note πh la projetion de g1 sur E2(h) ∩ g1 parallèlement à ⊕i 6=2Ei(h) ∩ g1.
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Lemme 1.1.1 1. Soit h un élément 1-simple distint de 2H0 tel que n(2H0) ⊂ p(h) alors
la sous-variété
W˜h = {x+ y ∈ E′2(h) ∩ g1 ⊕ E0(h) ∩ g1 | [x, y] = 0}
renontre g′1 'est à dire que 2H0 − h est aussi 1-simple et W˜h ∩ g′1 = W˜h ∩ W˜2H0−h.
2. Si n(2H0) ⊂ p(h) ∩ p(2H0 − h) alors P (h) et P (2H0 − h) ont une orbite dense dans g′1
et g′−1.
3. L'appliation Ψ dénie sur n0(2H0 − h) × W˜h par Ψ(A,w) = exp(ad(A)w) est un ho-
méomorphisme (diéomorphisme dans le as réel) sur un ouvert de Zariski de g1 et
Ψ(n0(2H0 − h)×Wh) = Ψ(n0(2H0 − h)× W˜h) ∩ g′1 ave Wh = W˜h ∩ W˜2H0−h.
4. Soit x ∈ E′2(h) ∩ g1 alors π−1h (x) renontre Ψ(n0(2H0 − h)× (π−1h (x) ∩ W˜h)).
Démonstration:
1. Soit x + y un élément de W˜h, s la sous-algèbre engendrée par x, h, x
−1, z un élément
non singulier du préhomogène (U(s)0,U(s)1). Il sut de vérier que ad(x + z) est une
surjetion de g0 sur g1.
Soit p0 le plus grand entier tel que le sous-espae Ep0(h)∩g1 ne soit pas réduit à {0}, on
vérie alors aisément que pour tout y dans g1, l'équation [X,x+ z] = y a au moins une
solution dans E = ⊕i=p0−2i=−2 E−i(h)∩g0, en utilisant les propriétés usuelles des sl2−triplets
ainsi que la déomposition : E0(h) = [x,E−2(h)] ⊕ E0(s).
Complétons z en un sl2−triplet 1−adapté, (z, u, v), au sens du préhomogène (U(s)0,U(s)1),
en raison des relations de ommutation le triplet (z + x, h + u, v + x−1) est enore un
sl2−triplet 1−adapté d'où h+ u = 2H0.
2. Remarquons que les onditions imposées donnent l'égalité :
g1 = ⊕i≥0,2−i≥0Ei(h) ∩ E2−i(2H0 − h) d'où E ⊂ n0(2H0 − h).
Il sut d'appliquer le résultat démontré en 1) pour montrer que P (2H0−h) a une orbite
dense dans g′1. Comme h et 2H0−h ont le même rle, P (h) a également une orbite dense
dans g′1.
3. Pour le dernier point, résolvons l'équation :
Ψ(A1 +A2, x+ y) = x2 + x0 + x1 ave x+ y ∈ W˜h , Ai ∈ E−i(h) ∩ g0 , i = 1, 2
et x2 + x0 + x1 ∈ E′2(h) ∩ g1 ⊕ E0(h) ∩ g1 ⊕ E1(h) ∩ g1, par l'hypothèse :
Ψ(A, x+ y) = x+ [A1, x] + (y +
1
2
ad(A1)
2(x) + [A2, x])
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Ainsi il sut de résoudre les équations :
x = x2 , [A1, x] = x1 , y = x0 − 1
2
ad(A1)
2(x)− [A2, x] et [y, x] = 0.
Notons que :
[x2, ad(A1)
2(x2)] = [x2, [A1, x1]] = −[x2, [x1, A1]] = −[x1, [x2, A1]] = [x1, x1] = 0,
ar ad(x1) et ad(x2) ommutent (E−3(h) ∩ g−1 = {0} et est en bijetion par ad(x2)3
ave E3(h) ∩ g2).
On obtient :
A1 = [x
−1
2 , x1] , A2 =
1
2
[x−12 , x0] , x = x2 , y = x0−
1
2
(ad(x1))
2(x−12 )+
1
2
ad(x−12 )ad(x2)(x0).

Dénition 1.1.2 1. Un élément h, 1-simple, tel que n(2H0) ⊂ p(h) est appelé 1-simple
spéial.
2. Un élément h tel que h et 2H0 − h sont 1-simples spéiaux est appelé très spéial.
Remarque 1.1.3 1. h est 1-simple spéial ⇔ le spetre de ad(h)/g1 est inlus dans N.
2. h est 1-simple très spéial ⇔ {0, 2} ⊂ le spetre de ad(h)/g1 ⊂ {0, 1, 2}.
3. Lorsque gi = {0} pour i ≥ 3, h est 1-simple spéial ⇔ le spetre de ad(h)/g2 est inlus
dans 2Z. En partiulier, dans les préhomogènes ommutatifs (très réguliers) tous les
éléments 1-simples (distints de 2H0) sont (très) spéiaux.
On montre que les éléments 1-simples très spéiaux n'apparaissent que dans des graduations
ourtes et induisent une onservation" des propriétés initiales.
1.2 Quelques propriétés
Lemme 1.2.1 Lorsque :
1. (g0, g1,H0) est un espae préhomogène absolument irrédutible et régulier,
2. H ∈ a est un élément 1-simple spéial distint de 2H0,
Le préhomogène (E0(H)0, E0(H)1,H0 − H2 ) est également absolument irrédutible et régulier
et si χH désigne le aratère assoié à l'invariant relatif fondamental (de degré dH) on a pour
u ∈ P (gˇ) et ommutant à H :
χH(hu(t)) = t
a
ave a = dH .
2B(u, 2H0 −H)
B(2H0 −H, 2H0 −H) .
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Démonstration: Comme l'ensemble : {α ∈ ∆0 | α(H) ≥ 0} est une partie parabolique de
∆0, il existe un ordre pour lequel ∆
+
0 ⊂ {α ∈ ∆0 | α(H) ≥ 0} et ∆+ = ∆+0 ∪i≥1 ∆i. Soit
Σ = Σ0 ∪Σ1 les raines simples orrespondantes alors Σ1 = {β0} et β0(H) = 0 (en eet dans
le as ontraire on a E0(H)∩ g1 = {0} e qui est absurde d'après le le lemme préédent) d'où
l'égalité {α ∈ ∆±1 | α(H) = 0} = ∆±1 ∩ (⊕{α∈Σ | α(H)=0}Fα) ainsi le système de raines
assoié à (U(FH),U(FH) ∩ a) est donné par la omposante onnexe (notée ∆H) ontenant
β0 du système de raines ∆ ∩ (⊕{α∈Σ | α(H)=0}Fα) e qui montre l'irrédutibilité ainsi que
l'absolue irrédutibilité puisque ette démonstration onvient également sur F.
Pour le 2ème point, il sut de le vérier dans le as déployé 'est à dire lorsque a est une
sous-algèbre de Cartan et pour u ∈ a. Notons Σ0(H) les raines simples de ∆H appartenant
à ∆0. On a :
a = Z⊕ F(2H0 −H)⊕{α∈Σ0(H)} Fhα,
Z étant le entre de E0(H), d'où la déomposition de u :
u = z + b(H0 − H
2
) +
∑
α∈Σ0(H)
xαhα , z ∈ Z , b ∈ F ,∀α ∈ Σ0(H) : xα ∈ F.
Or ∀α ∈ (∆H)0 on a∑
µ∈(∆H )1
n(µ, α) =
∑
µ∈(∆H )1
n(sα(µ), α) = −
∑
µ∈(∆H )1
n(µ, α) don
∑
µ∈(∆H )1
n(µ, α) = 0
d'où : ∑
µ∈(∆H )1
µ(u) = b.dim(E0(H) ∩ g1) ave b = 2 B(u, 2H0 −H)
B(2H0 −H, 2H0 −H) ,
ar B(z,H0 − H2 ) = 0 (2H0 − H ∈ [E0(H), E0(H)] par le lemme 1.1.1) ; or χH(g)κ =
det(g/E0(H)∩g1)
2
ave κ = 2
dim(E0(H)∩g1)
dH
∈ N∗ d'où le résultat. On peut noter que dH .b
est entier. 
Lemme 1.2.2 On suppose que le PV (g0, g1,H0) est 1-irréduible (i.e. il admet un unique
invariant relatif fondamental) et admet un élément 1-simple très spéial alors gp = {0} pour
|p| ≥ 3.
Démonstration: Soit (x,H, y) un sl2-triplet 1-adapté tel que H soit 1-simple très spéial.
1) Soient 1 ≤ j < i, rappelons que les diérents sous-espaes E±i(H)∩E±j(2H0−H) sont
en bijetion, orH est 1-simple spéial don E−i(H)∩Ej(2H0−H) = {0} d'où Ei(H)∩Ej(2H0−
H) = {0}; omme 2H0 −H est également 1-simple spéial on a Ei(H) ∩ Ej(2H0 −H) = {0}
pour i 6= j ≥ 1.
Soit p ≥ 3 alors Ep(H) ∩ Ep(2H0 − H) = [x,Ep−2(H) ∩ Ep(2H0 − H)] = {0} d'où gp =
E2p(H)∩ gp⊕E0(H)∩ gp lorsque H et 2H0−H sont 1-simples spéiaux, don E0(H)∩ gp et
E2p(H) ∩ gp sont des g0-modules.
Notons que si E2p(H) ∩ gp 6= {0} (resp.E0(H) ∩ gp 6= {0}) le polynome obtenu en prenant
le déterminant de l'appliation (ad(πH(x))
2p : E−2p(H) ∩ g−p 7→ E2p(H) ∩ gp identié ave
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le dual de E−2p(H) ∩ g−p par B (idem ave ad(π2H0−H(x))2p : E−2p(2H0 − H) ∩ g−p 7→
E2p(2H0 − H) ∩ gp) est un polynome déni sur g1, relativement invariant par G et qui ne
s'annule pas sur E′2(H) ∩ g1 (resp.E′0(H) ∩ g1).
2) Rappelons que l'unique invariant relatif fondamental s'annule exatement sur le omplémen-
taire de g′1 ar 2H0 est 1-simple d'où gp = {0} pour p ≥ 3 par 1) i-dessus. 
Remarque 1.2.3 1. Sous les hypothèses du lemme préédent, g se déompose très simple-
ment :
g0 = ⊕−2≤i≤2Ei(H) ∩ g0 , g1 = ⊕0≤i≤2Ei(H) ∩ g1 , g2 = ⊕0≤i≤2E2i(H) ∩ g2.
Lorsque g1 est un g0-module irrédutible, le sous-espae E1(H) ∩ g0 ⊕ E2(H) ∩ g0 n'est
pas réduit à {0}.
2. Lorsque gi = {0} pour |i| ≥ 3, pour tout élément 1-simple, h, on aura E−i(h)∩ g1 = {0}
pour i ≥ 2.
Proposition 1.2.4 Soient g une algèbre absolument simple telle que (g0, g1) est 1-irrédutible,
s la sous-algèbre engendrée par un sl2−triplet 1-adapté dont l'élément 1-simple est très spé-
ial alors le préhomogène (U(s)0,U(s)1) est également 1-irrédutible à l'exeption d'un unique
élément 1-simple très spéial (à l'ation de G près) lorsque (g0, g1) est de type orthogonal
(B3n, α2n) ou (D3n+2, α2n+1) (n ≥ 1).
Démonstration: 0) Lorsque g2 = {0}, le résultat déoule du lemme 1.2.1 puisque U(s) =
U(FH), H désignant l'élément 1-simple du sl2-triplet.
1) Lorsque g2 6= {0}, n'ayant pas de démonstration à priori, on se propose de déterminer,
à l'ation de G près, tous les éléments 1-simples très spéiaux pour haque système de ra-
ines irrédutible gradué apparaissant dans ette démonstration, 'est à dire déterminer les
diagrammes à poids assoiés à un élément H ∈ a vériant l'ensemble des propriétés suivantes :
i) ∀α ∈ Σ, α(H) ≥ 0;
ii) ∀α ∈ ∆1, α(H) ≤ 2;
iii) ∀α ∈ ∆2, α(H) ∈ {0, 2, 4};
iv) {α ∈ ∆1, α(H) = 2} 6= ∅;
v) (E0(H)0, E0(H)1) est un préhomogène très régulier
('est à dire que 2H0−H est 1- simple), et d'indiquer dans haque as l'élément x0 ∈ g1 d'un
sl2−triplet 1−adapté orrespondant : (x0,H, x−10 ).
Le diagramme de Dynkin de U(FH) est alors donné par la réunion des omposantes onnexes
de {α ∈ Σ | α(H) = 0} ontenant au moins une raine de Σ1; on note (∆H ,ΣH) le diagramme
de Dynkin gradué du PV (E0(H)0, E0(H)1).
Comme il sut de faire la démonstration sur une lture algébrique de F et que g3 = {0} par le
lemme préédent, la lassiation des PV 1-irrédutibles établie dans [Ru 2℄ nous indique qu'ils
sont tous très réguliers et qu'ils sont tous irrédutibles à l'exeption du as non ommutatif de
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système de raines gradué de type : (A2p+q−1, {αp, αp+q}) ave q > p ≥ 1; lorsque Σ1 ontient
une seule raine, la liste des diagrammes gradués assoiés est donnée par la table 1 de [Ru 2℄,
elle-i permet également de donner les degrés des invariants relatifs fondamentaux (utilisés
ultérieurement).
s étant l'algèbre engendrée par {x0,H, x−10 }, on vérie dans haque as que le préhomogène :
(U(s)0, U(s)1) est 1-irrédutible soit :
• en déterminant le diagramme gradué assoié en alulant diretement le sous-espae
U(s)1,
• soit en vériant que le entre de (U(FH)0)θ, ave θ = θH(−1), est de dimension 1
e qui implique que le entre de U(s)0 est également de dimension 1 don le préhomogène
(U(s)0,U(s)1) est absolument irrédutible régulier.
En eet on onsidère l'algèbre rédutive U(FH)θ = {u ∈ U(FH) | θ(u) = u}, en utilisant la
déomposition de g en s-modules irrédutibles (sahant que gi = {0} pour |i| ≥ 3), on vérie
que
U(FH)θ = U(s)⊕ I ave I = ad(y0)2(E4(H) ∩ g2) ∩ U(FH) ⊂ g0 ,
ainsi U(s)±i = (U(FH)θ)±i sont des (U(FH)θ)0−modules pour i ≥ 1 or ils engendrent U(s) d'où
U(s) est un idéal de U(FH)θ. Comme la restrition de B à U(FH)θ ×U(FH)θ et à U(s)×U(s)
est non dégénérée et que I est l'orthogonal de U(s) pour B, I est également un idéal de U(FH)θ
d'où [U(s),I] = 0 don le entre de U(s)0 est inlus dans le entre de (U(FH)θ)0 = (U(FH)0)θ.
Lorsque la déomposition de U(FH)0 en idéaux simples est de la forme :
U(FH)0 = Z ⊕i∈I (L(i) ⊕ θ(L(i))), Z étant le entre de U(FH)0,
L(i), θ(L(i)), i ∈ I, étant les idéaux simples non ommutatifs, on vérie aisément à l'aide de la
ommutativité que le entre de (U(FH)θ)0 est donné par les points xes de θ dans Z.
2) Le as An ave omme diagramme gradué : (A2p+q−1, {αp, αp+q}) ave q > p ≥ 1.
∆H est soit onnexe, soit se ompose de deux omposantes onnexes.
α) Lorsque ∆H est onnexe on a Σ1 ⊂ ΣH don par v) il existe r ave 1 ≤ r ≤ p − 1, tel
que ΣH = {αj , p− r + 1 ≤ j ≤ p+ q + r − 1} et αp−r(H) = αp+q+r(H) = 2 en raison de iv)
et de iii), de plus αj(H) = 0 pour j 6= p− r, p + q + r par ii) d'où :
x0 =
p−r∑
i=1
(Xβi +Xγi) , H = 2
p−r∑
i=1
Hβi+γi , βi =
p+i−1∑
j=i
αj et γi =
2p+q−i∑
j=p+i
αj.
Le alul de U(s)1 donne :
E0(s)1 = ⊕α∈(∆′)1gα ave ∆′ = {ǫi− ǫj, i, j ∈ {p− r+1, ..., p, 2p− r+1, ..., p+ q+ r, i 6= j} },
don un système de raines simples du préhomogène (U(s)0,U(s)1) est donné par :
Σs = {β , αm ave p− r + 1 ≤ m ≤ p− 1 ou bien 2p− r + 1 ≤ m ≤ p+ q + r − 1}
ave β =
∑
p≤j≤2p−r αj et Σs ∩∆1 = {β, αp+q}.
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Ainsi le préhomogène (U(s)0,U(s)1) est de type (A2r+(q−p+r)−1, {αr, αq−p+2r}).
β) Dans le seond as, le diagramme de Dynkin de (U(FH)0,U(FH)1) a deux omposantes
onnexes.
Par v), on a néessairement ΣH = {αj ave 1 ≤ j ≤ 2p − 1 ou bien q + 1 ≤ j ≤ 2p + q − 1}
don 2p ≤ q et :
αj(H) =

0 pour j 6= 2p , j 6= q
2 pour j = 2p = q
1 pour j = 2p 6= q ou bien j = q 6= 2p,
x0 =
p∑
i=1
(Xµi +Xνi), H =
p∑
i=1
(hµi + hνi), µi =
p+q−i∑
j=i
αj et νi =
p+q+i−1∑
j=p+i
αj
(2p raines orthogonales : θ =
∏
1≤i≤p(θµiθνi)).
Soit l(1) (resp.l(2)) l'algèbre (simple) engendrée par X±αi , i = 1, ..., p−1 (resp.p+1, ..., 2p−1),
la déomposition de U(FH)0 en idéaux simples est donnée par :
U(FH)0 = l
(1) ⊕ l(2) ⊕ θl(1) ⊕ θl(2) ⊕ Z , Z = FH1 ⊕ FθH1, H1 =
p∑
i=1
hǫi−ǫ2p−i+1 ,
Z étant de dimension 2, Zθ est de dimension 1 don engendré par 2H0 −H.
3) Les as lassiques restants : Bn, Cn,Dn.
Rappelons la desription du système de raines gradué des as lassiques Bn, BCn, Cn,Dn
ave Σ1 = {αk} tel que 1 ≤ k ≤ n− 1 pour Cn (resp. n− 2 pour Dn) :
∆+0 = {ǫi − ǫj , 1 ≤ i < j ≤ k , k + 1 ≤ i < j ≤ n , ǫl , ǫl + ǫm , k + 1 ≤ l ≤ m ≤ n} ∩∆
∆1 = {ǫi ± ǫj , 1 ≤ i ≤ k < j ≤ n , ǫi , 1 ≤ i ≤ k} ∩∆
∆2 = {ǫi + ǫj , 1 ≤ i ≤ j ≤ k} ∩∆
(notations des planhes II,III,IV de [Bou 1℄).
Dans le as déployé et régulier, k est pair pour Cn, 3k ≤ 2n dans les as Cn et Dn et 3k ≤ 2n+1
dans le as Bn.
L'invariant relatif fondamental, F, est de degré 2k dans le as orthogonal (i.e. Bn ou Dn) et
de degré k dans le as Cn, de plus :
N =
dim(g1)
degré de F
=

n− k + 12 dans le as Bn,
n− k dans le as Dn,
2(n − k) dan le as Cn.
Soient p =

n dans le as Bn,
n− 1 dans le as Cn,
n− 2 dans le as Dn
et δ =
{ ∑
j>p αj lorsque p < n,
0 sinon.
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Pour j = 1, ..., p − 1, γj =
∑
1≤l≤j αl + 2
∑
j+1≤l≤p αl + δ = ǫ1 + ǫj+1 est une raine de ∆1
(resp.∆2) lorsque j ≥ k (resp.j < k) ainsi les seuls diagrammes à poids possibles sont de deux
types.
α) Il existe une valeur j omprise entre 1 et k − 1 telle que αj(H) 6= 0. On peut toujours
supposer que αl(H) = 0 pour 1 ≤ l ≤ j − 1, en prenant une valeur minimale de j.
En onsidérant les valeurs γl(H), on vérie que αl(H) = 0 pour l ≥ j + 1 et que αj(H) = 2.
Dans e as le PV irrédutible et régulier : (U(FH)0,U(FH)1) a un diagramme gradué (Rn−j, αk−j)
analogue à elui d'origine (i.e. R = B ou D dans le as orthogonal et R = C dans le as Cn)
d'où j est pair dans le as Cn ( [Ru 2℄).
Soit j0 = [
j
2 ], on a pour j ≥ 2 :
H = 2(
∑
1≤i≤j0
hβi+δi) +H1 , x0 =
∑
1≤i≤j0
(Xβi +Xδi) +X1
ave βi = ǫ2i−1 + ǫn−i+1 et δi = ǫ2i − ǫn−i+1 pour 1 ≤ i ≤ j0.
H1 = X1 = 0 si j est pair et sinon
H1 =
{
hǫj dans le as Bn,
hǫj−ǫn−j0 + hǫj+ǫn−j0 dans le as Dn,
et X1 =
{
Xǫj dans le as Bn,
Xǫj−ǫn−j0 +Xǫj+ǫn−j0 dans le as Dn,
Le as j = 1 se réduit à : x0 = X1 et H = H1.
Le alul de U(s)1 donne :
U(s)1 = ⊕α∈∆′1gα ⊕ B
ave
∆′1 =

{±ǫi ± ǫq, j + 1 ≤ i 6= q ≤ n− j0 , ±ǫi , ±2ǫi, j + 1 ≤ i ≤ n− j0} ∩∆1 lorsque j est pair,
{±ǫi ± ǫq, j + 1 ≤ i 6= q ≤ n− j0} ∩∆1 lorsque j est impair et ∆ = Bn,
{±ǫi ± ǫq, j + 1 ≤ i 6= q ≤ n− j0 − 1} ∩∆1 lorsque j est impair et ∆ = Dn
et
B =
{ {0} lorsque ∆ = Bn ou Cn et lorsque ∆ = Dn ave j = 2j0,
⊕j+1≤l≤kFXl ave Xl = [Xǫj+ǫn−j0 −Xǫj−ǫn−j0 ,Xǫl−ǫj ] lorsque ∆ = Dn et j = 2j0 + 1.
Les résultats sont analogues pour U(s)−1 d'où le système de raines du préhomogène (U(s)0,U(s)1)
est du type suivant :

(Dn−j0−j , αk−j) lorsque ∆ = Bn et j = 2j0 + 1 ou bien ∆ = Dn et j = 2j0 ,
(Bn−j0−j , αk−j) lorsque ∆ = Bn et j = 2j0
(Bn−j0−j−1, αk−j) lorsque ∆ = Dn et j = 2j0 + 1
(Cn−j0−j , αk−j) lorsque ∆ = Cn,
A l'exeption des 2 as :
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• (D3n+2, α2n+1) et j = 2n don (E0(H)0, E0(H)1) est de type (Dn+2, α1),
• (B3n, α2n) et j = 2n− 1 don (E0(H)0, E0(H)1) est de type (Bn+1, α1),
pour lesquels on a A1 ⊕A1.
Dans tous les as, on a N = N(H) =
dim(E0(H)1)
degré de l'invariant relatif fondamental
.
β) Pour l = 1, ..., k − 1 on a αl(H) = 0, on note j + 1 le premier indie pour lequel
αj+1(H) 6= 0, dans e as ΣH = {αm, 1 ≤ m ≤ j} d'où (∆H ,ΣH) est de type (Aj , αk), et en
raison de la régularité (v)) on a j = 2k − 1 d'où 2H0 −H =
∑
1≤i≤k hµi ave µi = ǫi − ǫk+i
or 2H0 =
∑
1≤i≤k(hµi + hνi) ave νi = ǫi + ǫk+i don
H =
∑
1≤i≤k
hνi , x0 =
∑
1≤i≤k
Xνi (k tds de type A1 : θ =
∏
1≤i≤k
θνi).
On proède exatement omme dans 2) β). Soit l l'algèbre (simple) engendrée par X±αi , i =
1, ..., k − 1; la déomposition de U(FH)0 en idéaux simples est donnée par :
U(FH)0 = l⊕ θl⊕ Z , Z = F(2H0 −H)
d'où le résultat.
On peut noter que le degré de l'invariant relatif fondamental du préhomogène ommutatif :
(E0(H)0, E0(H)1) est de degré k, il en est de même pour le préhomogène (U(s)0, (U(s)1) dans
le as orthogonal par orthogonalité des raines µi, i = 1, ..., k. Dans le as Cn, le alul de
U(s)1 permet de vérier que le préhomogène (U(s)0, (U(s)1) est de type (Dk, αk) don l'inva-
riant relatif fondamental est de degré
k
2
. Notons que H et 2H0−H sont dans la même orbite
de G.
) Les as exeptionnels : f.la démonstration du lemme suivant. 
1.3 Existene
Lemme 1.3.1 Un préhomogène (g0, g1) absolument irrédutible et régulier de type exeption-
nel (i.e. ∆ est de type exeptionnel) tel que g3 = {0} admet toujours un élément 1-simple très
spéial sauf dans les as suivants :
1. ∆ = G2
2. (∆,Σ1) = (F4, {α4}) et g est déployé.
Démonstration: On la fait as par as et lorsque ∆2 est non vide don le oeient de
l'unique raine de Σ1 dans la déomposition de α˜ suivant Σ prend la valeur 2, e qui donne la
liste suivante des préhomogènes onernés par le lemme :
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(G2, α2); (F4, αi), i = 1 ou 4; (E6, αi), i 6= 1, 4, 6; (E7, αi), i ∈ {1, 2, 6}; (E8, αi), i = 1 ou 8.
(notations : planhes de [Bou 1℄).
Lorsque ∆ est de type Ei, i ∈ {6, 7, 8}, l'algèbre g est déployée (f.tables de [Ve℄ et [Wa℄) don
pour ∆ = E6 on a Σ1 = {α2} par régularité (f.table 1 de [Ru 2℄).
Les éléments très spéiaux sont les éléments H 6= 2H0, 1−simples, dont le spetre de ad(H)/g2
ne omprend que des valeurs paires 'est à dire tels que α(H) ∈ 2N pour tout α ∈ ∆2.
1) Le as (E7, α6).
Posons : β1 = α6, β2 = α2 + α3 + 2(α4 + α5) + α6, β3 = α5 + α6 + α7.
Les représentants des orbites 1-simples sont donnés par :
Pour i = 1, 2, 3 :
i∑
j=1
hβj , 2hα˜, 2hα˜ + hβ1 , hβ1 + hβ3 , 2hα˜ + hβ1 + hβ3 , 2H0,
(par exemple prop.2.6 de [Mu 2℄)
mais seul H = 2hα˜ onvient d'où le diagramme de Dynkin gradué du PV : (U(FH)0,U(FH)1)
est de type (D6, α2) et on vérie failement que 2H0 −H et H sont dans la même orbite de
G.
On peut noter que l'invariant relatif fondamental de e préhomogène est de degré 4 omme
elui de départ.
On termine la démonstration de la proposition préédente.
Un sl2−triplet 1-adapté, (x0,H, y0), est alors donné par :
x0 = Xγ1 +Xγ2 ave γ1 =
∑
1≤i≤7
αi + α4 + α5, γ2 =
∑
1≤i≤6
αi + α3 + α4.
Le alul donne :
U(s)1 = ⊕α∈(∆′)1gα ave ∆′ = (⊕1≤i≤3Zδi ⊕ Zα2 ⊕ Zα4) ∩∆, et
δ1 = α5 + α6, δ2 = α6 + α7, δ3 = α3 + α4 + α5.
On vérie aisément que le diagramme de Dynkin gradué assoié au préhomogène : (U(s)0,U(s)1),
est donné par (∆′,Σ1 = {δ1, δ2}) et que Σ = {δ1, α4, α2, δ3, δ2} est un système de raines
simples de ∆′. Le préhomogène (U(s)0,U(s)1) est de type (A5, {α1, α5}), il n'est pas irrédu-
tible mais est 1-irrédutible et son invariant relatif fondamental est de degré 2.
2) Dans tous les autres as, il existe p raines orthogonales de ∆1 : λ1, ..., λp, telles que∑
1≤i≤p hλi = 2H0, et pour tout élément 1-simple, h, il existe un sous-ensemble I de {1, ..., p}
tel que h et
∑
i∈I hλi soient dans la même orbite de G ([Mu 2℄,proposition 6.6 et orollaire 4.6).
Les raines λ1, ..., λp, sont toujours fortement orthogonales et l'invariant relatif fondamental
est de degré p à l'exeption de l'unique as où ∆ = F4 et Σ1 = {α4}.
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Les valeurs possibles de p sont les suivantes :
a) p = 2 alors ∆ = G2 et on a 3 orbites 1-simples de représentants : 2H0, hλ1 , hλ2 ave λ1 = α1
et λ2 = 2α1 + α1 mais α˜(hλ1) = 1 don il n'existe auun élément 1-simple très spéial.
b) p = 4 mais alors ω = 12(
∑
1≤i≤4 λi) est une raine de ∆2.
Les représentants des orbites 1-simples sont à prendre parmi : Hi =
∑
1≤j≤i hλj , i = 1, ..., 4;
omme ω(Hi) = i, H2 est le seul élément 1-simple très spéial (à l'ation de G près) lorsque
(∆,Σ1) 6= (F4, α4).
Dans le as (F4, α4), il onvient de distinguer le as où g est déployée (seuls H1 et H4 sont
1-simples) du as où g ne l'est pas.
Dans e dernier as la onsultation des F-formes des algèbres absolument simples ([Ve℄,[Wa℄)
donne omme diagramme de Dynkin gradué possibles pour (g0, g1) la liste suivante :
• (E8, α1) (F = R) don (g0, g1) est un PV presque ommutatif au sens de [Mu 2℄ d'où H2
est 1-simple (dernière remarque de [Mu 2℄) et 'est l'unique élément 1-simple très spéial (à
l'ation de G près).
• (E7, α6) ave la F-forme EVI (notation des tables de [Wa℄).
Il est faile de vérier que la plus grande raine ω˜ de ∆ est une F-raine d'où 2hω˜ ∈ g don
est 1-simple très spéial pour le préhomogène : (g0, g1) et on a H2 = 2hω˜.
Dorénavant {λ1, ..., λp} est la haine anonique de raines ([Mu 2℄, la liste expliite de {λ1, ..., λp}
et une desription omplète de∆2 à l'aide des (λi)1≤i≤p sont données dans les tables de [Mu 4℄).
En regardant les diverses valeurs β(H), β ∈ ∆2 et H dérivant les représentants des orbites
1-simples, on obtient :
) p = 7 alors (∆,Σ1) = (E7, α2), seuls 2 représentants onviennent : H = hλ1 +hλ2 + hλ3
et 2H0 −H = hλ4 + hλ5 + hλ6 + hλ7 = 2hα˜.
d) p = 8 alors (∆,Σ1) = (E8, α1), seul H =
∑
1≤j≤4 hλj = 2hω est 1-simple très spéial.
On termine la démonstration de la proposition préédente.
Dans tous es as, H est de la forme : H =
∑
i∈I hλi , un sl2-triplet 1-adapté, noté (x0,H, y0),
est alors donné par :
x0 =
∑
i∈I
Xλi , y0 =
∑
i∈I
X−λi .
(U(FH)0,U(FH)1) (resp.(U(s)0,U(s)1)) est un PV quasi ommutatif qui admet {λi, i /∈ I}
omme système orthogonal maximal (démonstration du lemme 3.2 de [Mu 4℄).
Comme (U(FH)0,U(FH)1) est irrédutible (lemme 1.2.1) on a en appliquant la démonstration
de la partie 2) de la prop.5.1.1 de [Mu 2℄ (vériation immédiate) :
∀i 6= j /∈ I , ∃k 6= l tels que : (k et l ∈ I) ou (k et l /∈ I) et ω = 1
2
(λi + λj + λk + λl) ∈ ∆2,
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don le préhomogène (U(s)0,U(s)1) est également irrédutible (2) de la prop.5.1.1 de [Mu 2℄ :
lorsque k, l ∈ I on notera que uω = [X−λk ,Xω]− [X−λl ,Xω] ∈ E1(hi) ∩ E1(hj) ∩ U(s)1).
Notons que l' invariant relatif fondamental du préhomogène (U(F)0,U(F)1) est de degré p-
ardinal(I) omme elui du préhomogène (U(s)0,U(s)1). 
Le lemme préédent se omplète par :
Proposition 1.3.2 Soit g soit une algèbre absolument simple engendrée par g0 et g±1, qui
n'est pas de rang 1, ni de type G2 et telle que
1. gp = {0} pour |p| ≥ 3
2. (g0, g1) a un unique invariant relatif fondamental de degré plus grand que deux
alors il existe des éléments 1-simples très spéiaux appartenant à a de somme 2H0 et 2H0 est
1-simple.
Démonstration: 1) 2H0 est 1-simple par onsultation des tables de [Ru 2℄.
2) Il sut d'exhiber un élément 1-simple très spéial lorsque ∆2 est non vide.
a) Lorsque ∆ est de type exeptionnel, ela résulte du lemme préédent puisque l'invariant
relatif fondamental est une forme quadratique lorsque g est une algèbre déployée de type F4
munie de la graduation induite par α4, e qui est exlu dans l'énoné.
b) Dans les diérents as lassiques Bn, BCn, Cn (resp. Dn ave n ≥ 4) et Σ1 = {αk} (resp.
2 ≤ k ≤ n − 2), le résultat est évident pour les as déployés par la démonstration de la pro-
position 1.2.4 et sinon on applique le lemme 2.4.2.
) ∆ est de type An don Σ1 = {αp, αq}.
Comme ∆ est simplement laé, α˜ est la somme de deux raines, α et β de ∆1 dont la diérene
n'est pas une raine don 2hα˜ est 1-simple e qui termine la démonstration lorsque H0 et hα˜ ne
sont pas proportionnels. Sinon Σ1 est omposé des raines simples reliées à α˜ dans le graphe
de Dynkin omplété don p = 1 et q = n.
Par onsultation des tables de [Ve℄, [Wa℄, on vérie que ∆ est également de type Am puis
par la lassiation de Rubenthaler (prop.3.3.7 de [Ru 2℄) on obtient que n ≥ 3; l'élément
H = hα1 + hαn est 1-simple puisque les raines α1 et αn de ∆1 sont fortement orthogonales
et ∀α ∈ ∆1 on a α(H) ∈ {0, 1, 2} et H 6= 2H0. 
1.4 Une lasse de préhomogènes faiblement sphériques
Les résultats des paragraphes préédents nous amènent à onsidérer les préhomogènes de type
paraboliques ayant les propriétés suivantes :
1. g est une algèbre absolument simple engendrée par g±1,
2. (g0, g1,H0) est un PV absolument irrédutible et régulier,
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3. il existe des éléments 1-simples très spéiaux appartenant à a de somme 2H0.
Ce sont les préhomogène (g0, g1) absolument irrédutibles, réguliers qui ne sont pas de rang
1, ni de type G2 ou (F4, α4) déployé et pour lesquels gp = {0} pour |p| ≥ 3.
Notons H1, ...,Hp les éléments 1-simples très spéiaux appartenant à a de somme 2H0, t la
sous-algèbre qu'is engendrent, ∆R(t) les restritions, qui sont non nulles, des raines de ∆ à t
que l'on munit de l'ordre suivant :
λ ≻ 0 ⇔ λ(Hk) > 0 ave k = sup{j , λ(Hj) 6= 0} ,
Pt le sous-groupe parabolique de G assoié à t ave et ordre : Pt = Gt.Nt ave Nt =
exp(ad(nt)), nt = ⊕λ≻0,λ∈∆0gλ et Gt est le entralisateur de t dans G.
Soit pt = E0(t) ⊕ nt, on rappelle que E0(t) = t0 ⊕ m, t0 = ∩λ∈∆0|λ/t=0Kerλ est le entre
de E0(t) et m(= E
′
0(t)) est l'orthogonal de t
0
dans E0(t) pour la forme de Killing, et que
pt = t
0 ⊕m⊕ nt est la déomposition de Langlands de la sous-algèbre parabolique pt.
Dans ette situation, on a une déomposition partiulièrement simple :
pt = E0(t) ⊕1≤i<j≤p (Ei,j−1,1 ⊕ Ei,j−2,2)
ave Ei,ja,b = {x ∈ g | [Hq, x] = 0 pour q 6= i, j et [Hi, x] = ax, [Hj, x] = bx} et on notera
Pt = P (H1, ...,Hp) lorsqu'on désire mettre en évidene l'ordre assoié.
Remarque 1.4.1 1. t est unique (à l'ation de G près) et est de dimension 2 dans les as
exeptionnels non ommutatifs (démonstration du lemme 1.3.1).
2. Lorsque t est inlus dans l'algèbre de Lie engendrée par g±2, Gt ontient le sous-groupe
distingué H, entralisateur de g2 dans G ainsi Pt est un sous-groupe parabolique prove-
nant du groupe quotient Γ = G/H.
3. Puisque tout sous-groupe parabolique est onjugué à un sous groupe parabolique standard,
étant donné l'ordre xé à priori dans ∆ tel que ∆1 ⊂ ∆+, il existe des éléments 1-simples
très spéiaux, H ′1, ...,H
′
p, tels que λ ≻ 0 ⇔ λ > 0 et λ/t′ 6= 0, t′ étant la sous-algèbre
engendrée par H ′1, ...,H
′
p.
Soit Σt′ = {α ∈ Σ | α/t′ = 0} et < Σt′ > le système de raines engendré par Σt′ , alors
Σt′ ⊂ Σ0 et
{λ ∈ ∆0 | λ/t′ = 0} =< Σt′ > , {λ ∈ ∆0 | λ ≻ 0} = ∆+0 − < Σt′ >,
t′0 = ∩λ∈Σt′Kerλ
et a pour dimension le nombre d'éléments de Σ1 − Σt′ .
Dénition 1.4.2 Les sous-groupes paraboliques onstruits à partir d'éléments 1-simples très
spéiaux qui ommutent et de somme 2H0 sont appelés paraboliques très spéiaux.
29
Pour k = 1, ..., p − 1, soient hk = H1 + ... +Hk, U+(k) = U(F(2H0 − hk)) et Fk un invariant
relatif fondamental du préhomogène
(U+(k)0,U
+(k)1) = (E0(hk) ∩ g0, E2(hk) ∩ g1)
gradué par ad(hk2 ), soient U
−(p − k) = U(F(hk)) et F ∗p−k un invariant relatif fondamental du
préhomogène
(U−(p− k))0,U−(p− k))−1) = (E0(hk) ∩ g0, E0(hk) ∩ g−1)
gradué par ad(H0− hk2 ), es 2 préhomogènes sont absolument irrédutibles par le lemme 1.2.1.
On prolonge Fk sur g1 et F
∗
p−k sur g−1 en onservant la même notation, grâe au hoix naturel
des supplémentaires : ⊕i 6=2Ei(hk) ∩ g1 dans g1 et ⊕i 6=0Ei(hk) ∩ g−1 dans g−1.
On note χk (resp.χ
∗
k) le aratère assoié à Fk (resp.F
∗
k ) que l'on étend sur Pt par χk(gn) =
χk(g˜), g˜ désignant la restrition de g à U(F(2H0 − hk)).
On notera également F = Fp et χ = χp (resp. F
∗ = F ∗p et χ
∗ = χ∗p), on pose : χ0 = χ
∗
0 = 1,
h0 = 0 et hp = 2H0.
On a alors les inlusions suivantes :
U+(1)1 ⊂ U+(2)1 ⊂ ... ⊂ U+(p)1 = g1 et U−(1)−1 ⊂ U−(2)−1 ⊂ ... ⊂ U−(p)−1 = g−1.
Ces polynomes généralisent la notion de mineurs prinipaux pour une matrie arrée et ont
été largement étudiés notamment lorsque le préhomogène est ommutatif (f. l'introdution
ainsi que les travaux de H.Rubenthaler et G.Shimann, et Y.Angely et).
Lemme 1.4.3 Les polynomes Fk, k = 1, ..., p (resp.F
∗
k ) sont relativements invariants par Pt
de aratère χk (resp.χ
∗
k).
Démonstration: Pour k = 1, ..., p, Fk (resp. F
∗
k ) est relativement invariant par Gt de
aratère χk (resp.χ
∗
k) ar Gt entralise hk.
Il sut de montrer l'invariane par Nt pour k = 1, ..., p − 1, e qui se fait simplement par
réurrene sur p. Vérions-le sur g1.
Soit B = U(FHp); tout élément x de g1 se déompose suivant ad(Hp) :
x = x2 + x1 + x0, xi ∈ Ei(Hp) ∩ g1, don Fk(x) = FBk (x0), k = 1, ..., p − 1,
FBk désignant l'extension de l'invariant fondamental du préhomogène (U(F(2H0 − Hk))0,
U(F(2H0 −Hk))1) à B1.
Or Nt = N1.N2 ave Ni = exp(ad(ni)), i = 1, 2, n1 = ⊕{λ∈∆0 |λ≻0,λ(Hp)=0}gλ ⊂ B0 et n2 =
⊕{λ∈∆0 |λ(Hp)>0}gλ ([Sel℄) d'où :
Fk(nx) = F
B
k (n1x0) = F
B
k (x0) = Fk(x), n = n1n2,
en utilisant l'hypothèse de réurrene. 
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Les préhomogène duaux, obtenus à l'aide de la forme de Killing, orrespondent aux sous-
espaes vetoriels :
U+(k)1
∗
= E−2(hk) ∩ g−1 = E0(Hp + ...+Hk+1) ∩ g−1 ,
U−(p− k)−1∗ = E0(hk) ∩ g1 = E2(Hp + ...+Hk+1) ∩ g1 ,
ils sont don assoiés à l'indexation Hp, ...,H1 d'où les invariants relatifs orrespondants
prolongés sur g−1 et g1, que l'on note P
∗
k pour U
+(k)∗1 et Pp−k pour U
−(k)∗−1, sont rela-
tivement invariants sous l'ation du parabolique opposé à Pt : P
−
t = GtN
−
t ave N
−
t =
exp(ad(⊕−λ≻0,λ∈∆0gλ)).
Le lemme suivant est une généralisation du lemme de Gauss qui énone qu'une matrie sy-
métrique dont tous les mineurs prinipaux sont non nuls peut être diagonalisée à l'aide d'une
matrie triangulaire, es dernières étant remplaées par Pt.
Lemme 1.4.4 Soit Wt = {x1 + ... + xp , xi ∈ E′2(Hi) ∩ g1 , [xi, xj ] = 0 , i, j = 1, ..., p}
et g”1 = {x ∈ g1 | tel que
∏
1≤k≤p Fk(x) 6= 0} alors Gt opère dans Wt ave un nombre ni
d'orbites et les représentants des orbites de Gt dans Wt sont également des représentants des
orbites de Pt dans g”1.
On a le même résultat ave g”−1 et W
∗
t = {y1 + ... + yp , yi ∈ E′−2(Hi) ∩ g−1 , [yi, yj] =
0 , i, j = 1, ..., p}
Démonstration: La première assertion est évidente puisque Gt a un nombre ni d'orbites
dans ⊕1≤i≤pE2(hi) ∩ g1 ([Vi℄) et opère sur Wt.
Pour la seonde assertion, on vérie queNt.Wt = g”1 par réurrene sur p, le as p = 2 résultant
du lemme 1.1.1. On suppose que p ≥ 3 et on reprend les notations de la démonstration du
lemme préédent.
Par réurrene on a :
B”1 = {x ∈ B1 | tel que
∏
1≤k≤p−1
FBk (x) 6= 0} = N1.WB (1)
ave WB = {x1 + ...+ xp−1 , xi ∈ E′2(Hi) ∩ g1 , [xi, xj ] = 0 , i, j = 1, ..., p − 1}.
Par le lemme 1.1.1 appliqué à h = H1 + ... +Hp−1, pour x ∈ g”1, il existe n ∈ N2, y ∈ B′1 et
xp ∈ E′2(Hp) ∩ g1 tels que [y, xp] = 0 et x = n(y + xp).
Or pour k = 1, ..., p − 1 on a Fk(x) = FBk (y) don y ∈ B”1 et par (1) ∃n1 ∈ N1 et z ∈ WB
tels que y = n1z d'où x = n(n1z + xp) = nn1(z + n
−1
1 xp) = nn1(z + xp) et z + xp ∈Wt.
Pour nir, soit z ∈ Wt, il sut de noter que l'équation nz ∈ Wt, ave n ∈ Nt admet omme
seules solutions le entralisateur de z dans Nt. 
Proposition 1.4.5 1. L'ation de Pt dans g1 (resp.g−1) est géométriquement préhomo-
gène et F1, ..., Fp (resp.F
∗
1 , ..., F
∗
p ) en sont les invariants relatifs fondamentaux.
2. On suppose que F = C.
SoitM = ∩1≤k≤pKerχk, l'anneau C[g1]M des polynmes dénis sur g1 qui sontM−invariants
est égal à l'anneau C[F1, ..., Fp].
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Démonstration: On proède omme dans la proposition 7.4 de [Mu 4℄ . 
Remarque 1.4.6 1. Pour x ∈ g”1, l'orbite G.x est faiblement sphérique au sens de [Sa 4℄
et (G,Gx, Pt) est un triplet sphérique (i.e. Pt a une orbite Zariski-ouverte dans G.x).
2. Dans le as réel (i.e. F = R), soit θ une involution de Cartan de g telle que θ/a = −Id.
Lorsqu'il existe x ∈ Wt tel que (x, 2H0, θ(x)) soit un sl2-triplet, soit θx = θx,2H0(−1)
l'involution assoiée alors θx et θ ommutent et la sous-algèbre parabolique pt est θxθ-
stable minimale au sens de Van den Ban puisqu'on peut prendre un ordre sur ∆0 pour
lequel :
{λ ∈ ∆0 | λ ≻ 0} ⊂ ∆+0 .
Rappelons que :
• Une ondition susante pour que Wt,θ = {x ∈Wt | (x, 2H0, θ(x) soit 1 sl2-triplet } 6= ∅
est l'existene de raines fortement orthogonales : {λ1, ..., λn} de ∆1 et d'une partition
I1, ..., Ip de {1, ..., n} telles que Hi =
∑
j∈Ii
hλj pour i = 1, ..., p (f.lemme 1.17,1 p.18
de [Bo-Ru 2℄), ette ondition est toujours vériée dans le as ommutatif (f. lemme
2.3.2).
• Lorsque le préhomogène est ommutatif on a Gθx = Gx (prop.4.4.5 p.146 de [Ru 3℄) .
Ce résultat est en général faux lorsque le préhomogène n'est pas ommutatif.
Par exemple, lorsque le sous-espae vetoriel U = Ker(adx : g2 7→ g3) n'est pas réduit à
{0} (e qui est toujours notre as lorsque g2 6= {0} puisque U = g2) le sous-espae veto-
riel V = ad(x−1)2(U) est inlus dans (g0)θx = {z ∈ g0 | θx(z) = z} ar les éléments non
nuls de U sont primitifs de poids 4 mais l'appliation ad(x−1)4 : g2 7→ g−2 est injetive.
3. Lorsque t est une sous-algèbre de l'algèbre de Lie engendrée par g±2, e qui est tou-
jours possible dans les as lassiques (i.e. (g0, g1) de type (Bn ou Cn ou Dn, αk) ave
2 ≤ k < n), le sous-groupe parabolique P ′t , projetion de Pt sur Γ = G/H (f.2. de
la remarque 1.4.1), est un sous-groupe parabolique de Γ. Les invariants relatifs fonda-
mentaux F1, ..., Fp, peuvent être obtenus à partir des invariants relatifs fondamentaux
assoiés à un préhomogène de type ommutatif (f.les travaux de A.Mortajine dans [Mo℄
notamment le iii) du théorème 4.1.1), également à partir des représentations d'algèbres
de Jordan (f.[Cl℄ et dans e as H est ompat).
Dans le as omplexe par exemple, Γ opère sur C[g1]M ave multipliité 1 lorsque t a
pour dimension le rang de Γ (e qui est toujours possible f.prop.2.4.3), on retrouve le
théorème 4.2.2 de [Mo℄ en appliquant la même démonstration que dans le théorème 5.3.1
de [Ru 3℄.
Les diérents invariants relatifs fondamentaux et les aratères orrespondants vérient enore
les relations bien onnues dans le as des préhomogène ommutatifs :
Lemme 1.4.7 Pour k = 1, ..., p on a : χ∗p−k = χk.χ
−1
p en tant que aratères de Ghk , et pour
x ∈ E2(hk)∩g1 et y ∈ E0(hk)∩g1 qui ommutent, Fp(x+y) est proportionnel à Fk(x)Pp−k(y),
à l'exeption
1. du as (∆,Σ1) = (Cn, αk) ave t = F(
∑
1≤i≤k hǫi−ǫk+i) + F(
∑
1≤i≤k hǫi+ǫk+i),
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2. des F−formes du as exeptionnel (E7, α6)
où les relations deviennent : χ∗1 = χ
−2
2 .χ1 et F
2
2 (x + y) est proportionnel à F1(x)P1(y) pour
x ∈ E2(h1) ∩ g1 et y ∈ E0(h1) ∩ g1 qui ommutent.
Démonstration: 1) Pour k = 1, ..., p − 1, soient dk le degré de Fk, d′k elui de Pp−k et
pi,j(hk) la dimension du sous-espae : Ei,j(hk) = Ei(hk) ∩Ej(2H0 − hk).
Introduisons également les rationnels suivants :
N =
dim(g1)
dp
, mk =
1
Ndk
(p2,0(hk) +
p1,1(hk)
2
) , m′k =
1
Nd′k
(p0,2(hk) +
p1,1(hk)
2
) ,
don mkdk +m
′
kd
′
k = dp.
Par uniité des invariants relatifs fondamentaux , on a pour (i, j) 6= (0, 0) et g ∈ Ghk :
(det(g/Ei,j (hk))
2 = χk(g)
ipi,j (hk)
dk ψ(g)
jpi,j (hk)
d′
k , ψ étant le aratère assoié à Pp−k
don on obtient :
(det(g/g1)
2 = χk(g)
2Nmk .ψ(g)2Nm
′
k = χ(g)2N (1)
d'où pour x ∈ E2(hk)∩g1 et y ∈ E0(hk)∩g1 tels que [x, y] = 0, F (x+y)2N et Fk(x)2NmkPp−k(y)2Nm′k
sont proportionnels puisque dans le as algébriquement los l'ensemble {x+y | x ∈ E′2(hk)∩g1 ,
y ∈ E′0(hk) ∩ g1 | [x, y] = 0} est inlus dans une seule orbite de Ghk .
2) Par dualité (f. théorème 1.4.1 p.17 de [Ru 3℄) on a : χ∗p = χ
−1
p et ψ = (χ
∗
p−k)
−1.
3) a) Lorsque mk = m
′
k = 1 la démonstration est terminée. Cela onvient dans les as
lassiques non ités dans le lemme (f. démonstration de la prop.1.2.4 puisque dans es as
p1,1(hk) = 0).
b) Dans les as restants, lorsque dk + d
′
k = dp (2) et que dk (resp.d
′
k) est le degré de l'in-
variant relatif fondamental du préhomogène absolument irrédutible : (U(s)0,U(s)1), s étant
la tds engendrée par le sl2−triplet (y, 2H0 − hk, y−1) (resp.(x, hk, x−1)) ainsi Fk (resp. Pp−k)
est également l'invariant relatif fondamental du préhomogène : (U(s)0,U(s)1) par onséquent,
pour (x, y) ∈ {x + y ∈ E2(hk) ∩ g1 ⊕ E′0(hk) ∩ g1 | [x, y] = 0}, il existe un entier n et une
fontion, notée c, tels que F (x + y) = c(y)Fnk (x) d'où n = mk don mk ∈ N∗, de même
m′k ∈ N∗, d'où par la relation (2) on a mk = m′k = 1 et on applique a) (3).
) Il reste les as énumérés dans le lemme et pour lesquels on a d2 = d1 = d
′
1, le alul
donne m1 = m
′
1 =
1
2 (f.démonstration de la prop. 1.2.4 et du lemme 1.3.1). 
Remarque 1.4.8 Les préhomogènes introduits dans e paragraphe vérient une propriété de
desente que l'on peut énoner ainsi.
• ∀k = 1, ..., p − 1, l'algèbre U+(k) a les mêmes propriétés que g :
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1. elle est absolument simple engendrée par U+(k)±1,
2. (U+(k)0,U
+(k)1,
hk
2 ) est un PV absolument irrédutible et régulier,
3. lorsque k ≥ 2, (H1, ...,Hk) sont des éléments 1-simples très spéiaux de la sous-algèbre
déployée maximale, a ∩ U+(k), et de somme hk.
F1, ..., Fk sont les invariants relatifs fondamentaux du PV : (P
U+(k)(H1, ...,Hk),U
+(k)1), P
U+(k)(H1, ...,Hk)
étant le sous-groupe parabolique de Ghk assoié à H1, ...,Hk (ave et ordre), il est donné par :
PU
+(k)(H1, ...,Hk) = { Gt pour k = 1Gtexp(ad(⊕1≤i<j≤k(Ei,j(−1, 1) ⊕ Ei,j(−2, 2)) )) pour k ≥ 2
et on a : PU
+(k)(H1, ...,Hk) ⊂ P (H1, ...,Hp)hk .
• Soit (x,H1, x−1) un sl2-triplet et s l'algèbre qu'il engendre alors :
1. (U(s)0,U(s)1,H0 − H12 ) est 1-irrédutible et absolument irrédutible régulier pour p ≥ 3,
lorsqu'on supposera de plus dans le as orthogonal : (g0, g1) de type{
(Dn, αk) que 3k ≤ 2n− 2,
(Bn, αk) que 3k ≤ 2n− 1.
Notons que dans e as, lorsque (U(s)0,U(s)1) est enore de type orthogonal, alors il
vérie les mêmes onditions (f.démonstration de la prop.1.2.4).
2. Pour p ≥ 3, H2, ...,Hp sont des éléments 1-simples très spéiaux de somme 2H0 − H1
appartenant à une sous-algèbre abélienne déployée de U(s).
Le sous-groupe parabolique de GU(s) assoié à H2, ...,Hp, noté P
U(s)(H2, ...,Hp), vérie :
PU(s)(H2, ...,Hp) =
{
(Gt)x pour p = 2,
(Gt)xexp(ad(⊕2≤i<j≤p(Ei,j(−1, 1) ⊕ Ei,j(−2, 2)) )) pour p ≥ 3
et on a : PU(s)(H2, ...,Hp) ⊂ P (H1, ...,Hp)s.
F2, ..., Fk sont des invariants relatifs du PV : (P
U(s)(H2, ...,Hp),U(s)1), fondamentaux lorsque
p ≥ 3.
Dans le but de montrer l'existene d'équations fontionnelles pour les fontions Zétas as-
soiées à un sous-groupe parabolique très spéial, P, dans le as p−adique ei à l'aide du
théorème kp de F.Sato (p.477 de [Sa 3℄), on ommene par établir les propriétés néessaires
portant sur les orbites singulières de P .
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2 Un résultat sur les orbites des paraboliques très spéiaux
2.1 Le résultat
Les notations sont elles du paragraphe 1.4.
Soient SPt = {x ∈ g1 |
∏
1≤i≤p Fi(x) = 0} (resp. S∗Pt = {x ∈ g−1 |
∏
1≤i≤p F
∗
i (x) = 0}), et
N = exp(ad(⊕α∈∆+0 g
α)).
Théorème 2.1.1 1. Pt a un nombre ni d'orbites dans g1 et g−1.
2. Pour tout x ∈ SPt (resp. S∗Pt) il existe i ∈ {1, ..., p} tel que χi/((Pt)x)0 6= 1 (resp.
(χ∗i (/(Pt)x)
0 6= 1).
Il a déjà été établi pour quelques exemples de préhomogène ommutatifs (f.[Sa 3℄ et [H 2℄).
Démonstration: Par réurrene sur la dimension de t mais on remplae le point 2) par :
2.1.2 Pour tout x ∈ SPt (resp. S∗Pt ) il existe z ∈ Pe.x et u ∈ P (gˇ), ommutant à z et à t, tel
que B(u, .)/t 6= 0, Pe étant le groupe engendré par N et hv(t) pour v ∈ P (gˇ) et t ∈ F∗.
qui implique 2), en eet soit i0 =inf{i ∈ {1, ..., p} | B(u,Hi) 6= 0}, l'élément hu(t) ∈ (Pz)0 et
vérie χi0(hu(t)) = t
a
ave a 6= 0 (f. lemme 1.2.1).
On note Pt = P (H1, ...,Hp).
Lorsque p = 1, on a Pt = G et le résultat est évident (pour 2.1.2 f.6. des notations).
Soit x non nul appartenant à g1 que l'on déompose suivant ad(H1) : x = x2 + x1 + x0 ave
xi ∈ Ei(H1) ∩ g1 pour i = 0, 1, 2.
1) Lorsque x2 admet H1 omme élément 1-simple (i.e. F1(x) 6= 0), il existe g ∈ N tel que
x′ = g(x) = x2 + y0 ave y0 ∈ U(s)1, s étant l'algèbre (rédutive dans g) engendrée par le
sl2-triplet onstruit ave x2 et H1 (lemme 1.1.1).
Le point 1) déoule de l'hypothèse de réurrene appliquée au préhomogène : (U(s)0,U(s)1)
ave le parabolique assoié à (H2, ...,Hp) (f.remarque 1.4.8).
Lorsque Fi(x) = 0, on a F1(x2)F
U(s)
i−1 (y0) = 0 (lemme 1.4.7 appliqué au préhomogène :
(U+(i)0,U
+(i)1) et le résultat déoule à nouveau de l'hypothèse de réurrene appliquée au
préhomogène : (U(s)0,U(s)1) ave le parabolique assoié à (H2, ...,Hp).
Notons que f.P ( ˇU(s)) ⊂ P (gˇ), f étant l'indie de onnexion du système de raines de U(s).
2) Lorsque F1(x) = 0, on montre le théorème as par as suivant le type de système de
raines dans les paragraphes qui suivent en omettant le as x1 = x2 = 0 puisque le point 1)
déoule de l'hypothèse de réurrene appliquée au préhomogène : (U(FH1)0, (U(FH1)1) ave
le parabolique assoié à H2, ...,Hp et u = H1 onvient pour le point 2).
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Notons qu'il sut de prouver 1) pour tous les paraboliques très spéiaux et minimaux pour
l'inlusion, à l'ation de G près, ei dans le as algébriquement los ar F est un F-orps
(théorème 5, hapitre III,paragraphe 4.4 de [Serre℄).
Les résultats pour g−1 s'obtiennent de manière analogue et la démonstration est omise. 
La démonstration restante onsiste à onstruire des représentants plus simples des éléments
de SPt (f.2.1.2) et pour ei on regroupe quelques résultats tehniques dans le paragraphe
suivant avant d'eetuer la vériation as par as.
2.2 Lemmes tehniques (F est de aratéristique 0)
Soit x ∈ g1, on note s(x) = {µ | Xµ 6= 0}, x =
∑
µ∈∆1
Xµ désignant la déomposition de x
suivant les sous-espaes radiiels.
Lemme 2.2.1 Soit (g0, g1) un préhomogène pour lequel gi = {0} pour |i| ≥ 3.
Soit x non nul dans g1, tel que s(x) ontienne une raine µ0 de ∆1, longue dans ∆1 et de
hauteur minimale parmi les raines de s(x) alors il existe au plus une raine µ1 ∈ ∆1 telle que
• n(µ0, µ1) = −1
• N.x ∩ (gµ0 ⊕ gµ1 ⊕ E0(hµ0) ∩ g1 ) 6= ∅.
Démonstration: Soit β une raine longue dans ∆1, on rappelle que E2(hβ) ∩ g1 = gβ et
que pour α ∈ ∆0 on a α+ β ∈ ∆ ⇔ n(α, β) < 0.
1) Prenons g = exp(ad(A)), ave A =
∑
µ∈s(x) | n(µ,µ0)=1
Xµ−µ0 ,Xµ−µ0 hoisi tel que
[Xµ−µ0 ,Xµ0 ] = −Xµ, on vérie failement que s(y) ⊂ {µ ∈ ∆1 | n(µ, µ0) ≤ 0} ∪ {µ0} ave
y = g(x).
2) Soit s−1 = {µ ∈ s(y) | n(µ, µ0) = −1} et µ ∈ s−1. Comme ∆3 = ∅, la onsidération
de la µ-haine dénie par µ0 permet de montrer que toutes les raines de s−1 sont également
longues dans ∆1; de plus soit µ
′ ∈ s−1, omme µ0 + µ + µ′ /∈ ∆ on a 0 ≤ n(µ0 + µ, µ′) =
n(µ0, µ
′) + n(µ, µ′) d'où n(µ, µ′) ≥ 1.
Lorsque s−1 a au moins 2 éléments, soit µ1 la raine de hauteur minimale de s−1 et soit
g′ = exp(ad(B)) ave B =
∑
µ∈s−1−µ1
Xµ−µ1 ,Xµ−µ1 hoisi tel que [Xµ−µ1 ,Xµ1 ] = −Xµ, alors
g′(y) ∈ gµ0 ⊕ gµ1 ⊕ E0(hµ0) ∩ g1. 
Indiquons deux résultats élémentaires lorsque (g0, g1) un préhomogène pour lequel gi = {0}
pour |i| ≥ 3.
Dans les 2 lemmes qui suivent, H1, ...,Hp sont simplements des éléments de a et on note
toujours t = ⊕1≤i≤pFHj.
N(H1, ...,Hp) est le sous-groupe engendré par ⊕{α∈∆0|α≻0}gα, ave {α ≻ 0⇔ α(Hj0) < 0} et
j0 =inf{j|α(Hj) 6= 0} et Pe(H1, ...,Hp) désigne le groupe engendré par exp(ad(A)), A élément
nilpotent de g0 ommutant à t ou bien A ∈ ⊕{α∈∆0|α≻0}gα.
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Lemme 2.2.2 Soit (x, h, x−1) un sl2−triplet tel que :
1. h et t ommutent,
2. x ∈ E2(H1) ∩ g1
pour i ∈ Z soient yi ∈ Ei(h)∩E0(H1)∩g1 alors x+y−1+y0 ∈ N(H1, ...,Hp)(x+
∑
i∈Z yi)
et N(H1, ...,Hp)(x+
∑
i∈Z yi)∩ (x+ y−1+U(s)1) 6= ∅, s étant l'algèbre engendrée par x, h, x−1
et H1.
Démonstration: Comme : E−i(h) ∩ g1 = {0} pour i ≥ 2, on a y =
∑
i∈Z yi = y−1 + y0 +∑
i≥1 yi , or pour i ≥ 1 il existe Ai ∈ Ei−2(h) ∩ E−2(H1) ∩ g0 tel que [Ai, x2] = −yi d'où
exp(ad(
∑
i≥1Ai))(x2 + y) = x2 +
∑
i≥1[Ai, x2] + y = x2 + y−1 + y0.
Comme [x, y0] ∈ E2(h)∩E0(H1−h)∩g2, il existe A ∈ E−2(h)∩E0(H1−h)∩g0 ⊂ E−2(H1)∩
g0(⊂ ⊕α∈∆+0 g
α
) tel que ad(x)2(A) = [x, y0] et on a exp(ad(A))(x + y−1 + y0) = x+ y−1 + y
′
0
ave y′0 = [A, x] + y0 d'où [x, y
′
0] = 0. 
On ontinue à simplier les représentants des orbites :
Lemme 2.2.3 Soient (x, h, x−1) et (y, h′, y−1) 2 sl2−triplets tels que
1. h, h' et t ommutent,
2. x ∈ E2(H1) ∩ g1 et y ∈ E0(H1) ∩ E−1(h) ∩ g1,
3. ⊕i≥2E−i(H1 − h) ∩ g1 = {0}.
et soit z ∈ E0(h)∩E0(H1)∩g1 tel que [[z, y−1], t] = 0 alors Pe(H1, ...,Hp)(x+y+z+E2(H1)∩
E3(h) ∩ g1) renontre x+ y + E0(H1) ∩ E0(h) ∩ E0(h′) ∩ g1 + E2(H1) ∩E3(h) ∩ g1.
Démonstration: Comme [y,E−1(h
′) ∩E0(h) ∩ g1] ⊂ E−1(h) ∩ g2 = {0} et que pour i ≥ 2
on a ad(y−1)i(Ei(h
′)∩E0(h) ∩ g1) ⊂ E−i(h′) ∩Ei(h) ∩ g1−i = {0}, z admet la déomposition
suivante relativement à ad(h′) : z = z0 + z1 ave zi ∈ Ei(h′) ∩ E0(H1) ∩ E0(h) ∩ g1 pour
i = 0, 1.
Soit v ∈ E2(H1) ∩ E3(h) ∩ g1 et soit A = [z1, y−1], alors [A, t] = 0 d'où exp(ad(A)) ∈
Pe(H1, ...,Hp) et [A, y] = −z1 don exp(ad(A))(x+y+z+v) = x+y+z0+[A, z0]+ 12 [A, z1]+
([A, x] + v) par 3).
On termine en appliquant la démonstration du lemme préédent puisque
[A, x] + v ∈ E2(H1) ∩ E3(h) ∩ g1 , [A, z0] + 1
2
[A, z1] ∈ E0(H1) ∩ E1(h) ∩ g1
et que [E−2(H1) ∩ E−1(h) ∩ g0, E0(H1) ∩ E1(h) ∩ g1 ⊕ E2(H1) ∩ E3(h) ∩ g1] = {0} par 3).
Remarque : L'hypothèse 3) du lemme est vériée lorsque H1−h est 1-simple et [[z, y−1], t] = 0
pour p = 2.
Ce dernier lemme utilise des desriptions faites ultérieurement.
Lemme 2.2.4 Soient P (H1, ...,Hp) un sous-groupe parabolique standard très spéial , S =
{λ1, ..., λq} q(≥ 1) raines fortement orthogonales de ∆1, longues dans ∆1, telles que λi(H1) =
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2 pour i = 1, ..., q et soit ∆−1(h) = {µ ∈ ∆1 | µ(H1) = 0 et µ(h) = −1} 6= ∅ ave h =∑
1≤i≤q hλi 6= H1.
Pour x2 de support S et y ∈ E0(H1) ∩ g1, il existe r(≤ q) raines fortement orthogonales,
µ1, ..., µr , de ∆−1(h) telles que pour i = 1, ..., r on a n(µi, λi) = −1 (à la numérotation des λi
près) et Pe(H1, ...,Hp)(x2 + y) ∩ (⊕1≤j≤qgλj ⊕1≤i≤r gµi ⊕ E0(H1) ∩ E0(h) ∩ g1) 6= ∅
(pour p ≥ 3 : Pe(H1, ...,Hp)(x2 + y) ∩ (x2 ⊕1≤i≤r gµi ⊕E0(H1) ∩ E0(h) ∩ g1) 6= ∅).
Démonstration: D'après le lemme 2.2.1, on peut supposer que y = y−1 + y0 ave yi ∈
Ei(h) ∩E0(H1) ∩ g1 pour i = −1, 0 et y−1 6= 0.
Comme E1(hλ1) ∩ E−1(h) ∩ g1 ⊂ E−2(hλ2 + ...+ hλq ) ∩ g1 = {0}(f.2) de la remarque 1.2.3)
on a :
∆−1(h) = ∪1≤i≤q∆−1(hλi) ave
∆−1(hλi) = {µ ∈ ∆1 | µ(H1) = 0 , n(µ, λi) = −1 , n(µ, λj) = 0 pour 1 ≤ j 6= i ≤ q},
par onséquent, en proédant omme dans la démonstration du lemme 2.2.1 et en hangeant
éventuellement l'indexation des λi, i ≥ 2, on peut supposer qu'il existe γ1 ∈ ∆−1(hλ1) tel que :
y−1 = Xγ1 + z0 ave z0 ∈ E0(hλ1) ∩E−1(h) ∩ E0(H1) ∩ g1.
Lorsque q = 1, la démonstration est terminée.
Pour q ≥ 2 et z0 6= 0, on ontinue la rédution en déomposant z0 relativement à ad(hλ2) :
z0 = t−1 + t0 , ti ∈ E0(hλ1) ∩ Ei(hλ2) ∩ E−1(h) ∩ E0(H1) ∩ g1 , i = −1, 0,
et on peut supposer que t−1 6= 0 en hangeant éventuellement l'indexation des λi, i ≥ 2.
Pour γ ∈ s(t−1) on a n(γ, γ1) ∈ {0, 1} et soit a =Min{n(γ, γ1), γ ∈ s(t−1)}, prenons γ2 de
hauteur minimale dans A = {γ ∈ s(t−1) | n(γ, γ1) = a}.
Pour γ ∈ s(t−1)−{γ2} et α ∈ {λi, i = 1, ..., q, γ1, γ′ ∈ s(t−1)−{γ2}}, γ − γ2 +α 6∈ ∆ puisque
n(γ − γ2, α) ≥ 0 et que α est longue dans ∆1; notons que gγ−γ2 normalise les sous-espaes
V = E0(h) ∩ E0(H1) ∩ g1 et W = E0(hλ1) ∩E0(hλ2) ∩ E−1(h) ∩ E0(H1) ∩ g1.
Ainsi :
• Lorsque p = 2, on fait opérer exp(ad(⊕γ∈s(t−1)−γ2gγ−γ2))(⊂ Gt) pour se ramener à
t−1 = Xγ2 .
• • Lorsque p ≥ 3, ∆ est de type lassique Bn, Cn, BCn,Dn ave Σ1 = {αk}. On a k ≤ n−1
dans les as B,C ou BC et k ≤ n− 2 dans le as D ar ∆−1(h) 6= ∅.
On reprend les notations du as lassique (§2.4).
Par la proposition 2.4.3, il existe : l1, ..., lp tels que lp+1 = 0 < lp < ... < l2 < l1 = k tels que
Hi =
∑
li+1+1≤j≤li
hǫj pour i = 1, ..., p. Ainsi, pour j = 1, ..., q, il existe pj ∈ {l2 + 1, ..., k} et
qj ∈ {k + 1, ..., n} tels que λj = ǫpj − (±)ǫqj , et
{λ ∈ ∆1 | λ(H1) = 0, λ(hλi) = −1} = {ǫm + (±)ǫqi , 1 ≤ m ≤ l2}.
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Si ∆−1(hλi) 6= ∅, on a qj 6= qi pour 1 ≤ j 6= i ≤ q don par orthogonalité des raines λj on a
pj 6= pi (d'où λj−λi2 /∈ ∆) pour 1 ≤ j 6= i ≤ q.
On fait opérer exp(ad(⊕γ∈A−γ2gγ−γ2))(⊂ N) pour se ramener à t−1 = Xγ2 + u.
Lorsque u 6= 0, u ∈ ⊕γ∈Bgγ , ave B = {γ ∈ s(t−1) | n(γ, γ1) = 1} 6= ∅ et n(γ2, γ1) = 0; il
existe m1 ≤ l2 tel que γ1 = ǫm1 + (±)ǫq1 don B = {δ = ǫm1 + (±)ǫq2} d'où δ − γ1 s'annule
sur t.
Prenons B ∈ gδ−γ1 tel que [B,Xγ1 ] = −u et C ∈ gµ ave µ = δ − γ1 + λ2 − λ1 tel que
[C, x2] = −[B,x2] et soit g = exp(ad(C))exp(ad(B))(∈ Gt) alors
g(x2 + y) = x2 +Xγ1 +Xγ2 + t0 + y
′
0 , t0 ∈W,y′0 ∈ V
ar gδ−γ1 ommute à ⊕1≤i 6=2≤qgλi⊕gγ2⊕gδ⊕W et normalise V, que gµ ommute à ⊕2≤i≤qgλi⊕
gµ+λ1 ⊕ gγ1 ⊕ gγ2 ⊕W et normalise V.
On peut don toujours supposer que t−1 = Xγ2 .  de • •
On revient au as général. Lorsque q = 2 la démonstration est nie.
Remarquons que, lorsque n(γ2, γ1) = 1, on peut supposer que γ2−γ1 ∈ ∆+0 (en hangeant l'in-
dexation des λi) et en proédant omme i-dessus, il existe g ∈ exp(ad(gν))exp(ad(gγ2−γ1))(⊂
Pe(H1, ...,Hp) ave ν = γ2− γ1+λ2−λ1, tel que g(x2 + y) = x′2+Xγ1 + t0+ y′0, ave t0 ∈W,
y′0 ∈ V et {λi, i = 1, 3, ..., q} ⊂ s(x′2) ⊂ {λi, i = 1, ..., q} ar E2(hλ2) ∩ g1 = gλ2 .
Lorsque γ2 − γ1 6= λ1 − λ2
2
on a s(x′2) = s(x2).
Lorsque q ≥ 3 :
• Dans les as lassiques, on ontinue la démonstration par réurrene sur q, exatement
omme ela a déjà été fait, dans le as P (H1, ...,Hp) ité i-dessus et dans l'unique as restant
P ′0 (f.prop.2.4.3).
• • Dans les as exeptionnels, dont la desription est rappelée dans le §2.5, on a toujours
q ≤ 3. De plus, lorsque q = 3, ∆ est simplement laé, g est déployée et H1−
∑
1≤i≤3 hλi = hλ4 ,
λ4 étant une raine de ∆1 orthogonale aux raines de S.
Dans les notations préédentes, soit γ ∈ s(t−1), omme n(γ, λ4) = 1 on a γ + λ2 − λ4 ∈ ∆1
or γ1 + λ1 ∈ ∆2 don n(γ1 + λ1, γ + λ2 − λ4) = n(γ1, γ) − n(γ1, λ4) = n(γ1, γ) − 1 ≥ 0 d'où
n(γ1, γ) = 1. Ainsi dans e as on se ramène toujours à t−1 = 0 'est à dire que r = 1. 
2.3 Le as ommutatif (g2 = {0})
Dans tout e paragraphe on suppose que g2 = {0}.
Proposition 2.3.1 (F de aratéristique 0) Pour tout x ∈ g1 (resp. g−1), il existe un ensemble
S de raines fortement orthogonales de ∆1 (resp. ∆−1) telles que N.x ∩ (⊕µ∈Sgµ) 6= ∅.
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Démonstration: Par réurrene sur le rang de ∆, le as de rang 1 étant évident.
Soit µ0 une raine de hauteur minimale de s(x). Lorsque µ0 est longue dans ∆1, on applique le
lemme 2.2.1 puis l'hypothèse de réurrene au préhomogène ((U(Fhµ0)0, (U(Fhµ0)1), lorsqu'on
prend pour sous-algèbre déployée maximale : a ∩ U(Fhµ0) et pour ordre sur ∆⊥µ0 = {α ∈
∆|(α, µ0) = 0} qui est le système de raines assoié, l'ordre de ∆ 'est à dire que (∆⊥µ0)+ =
{α ∈ ∆+|(α, µ0) = 0}, e qui termine la démonstration du as simplement laé.
Lorsqu'il existe une raine µ ∈ ∆1 telle que s(x) ⊂ µ⊥, il sut également d'appliquer l'hypo-
thèse de réurrene au préhomogène ((U(Fhµ)0, (U(Fhµ)1).
Dans les as restants, µ0 est ourte et par lassiation le préhomogène a pour système de
raines gradué soit
1. (Cn, αn) alors ∆1 = {ǫi + ǫj, i, j = 1, ..., n} d'où 2ǫn /∈ s(x) et s(x) ∩ {ǫi + ǫn, i =
1, ..., n−1} 6= ∅. Soit i0 = sup{i | ǫi+ ǫn ∈ s(x)}, à l'aide d'un élément onvenable, g, de
exp(ad(⊕1≤i≤i0−1gǫi−ǫi0 )), on peut se ramener à s(g(x)) ⊂ {ǫi0 + ǫn, ǫi+ ǫj , 1 ≤ i ≤ j <
n}; omme ad(Xǫi0+ǫn) est une surjetion de ⊕1≤i≤n−1gǫi−ǫn(⊂ ⊕i=−1,0Ei(hǫi0+ǫn)) sur
⊕1≤i≤n−1gǫi+ǫi0 , on peut se ramener au as où s(g(x)) ⊂ {ǫi0 + ǫn, ǫi + ǫj , i, j 6= i0, n}
et on applique l'hypothèse de réurrene à l'élément y = g(x) − Xǫi0+ǫn dans le PV :
(U(s)0,U(s)1) ave s = Fh2ǫi0 ⊕ Fh2ǫn .
2. (Bn, α1) alors ∆1 = {ǫ1, ǫ1 ± ǫj, j = 2, ..., n} d'où µ0 = ǫ1 et s(x) = {ǫ1, ǫ1 + ǫj, j =
2, ..., n}.
Comme ad(Xǫ1) est une surjetion de E0(hǫ1)∩g0 sur E2(hǫ1)∩g1, à l'aide d'un élément
onvenable de exp(ad(⊕2≤j≤ngǫj)), noté g, on a s(g(x)) = {ǫ1}. 
Préisons la forme des sous-groupes paraboliques dans le as ommutatif :
Lemme 2.3.2 1. Il existe un unique ensemble maximal ordonné de raines fortement or-
thogonales (longues) de ∆1, λ1, ..., λn, telles que le sous-groupe parabolique
P0 = P (hλ1 , ..., hλn ) soit standard.
2. Soit Pt un sous-groupe parabolique standard alors Pt ⊃ P0 et il existe p, 2 ≤ p ≤ n,
et des entiers : l0 = 0 < 1 ≤ l1 < ... < lp = n tels que Pt = P (H1, ...,Hp) ave
Hi =
∑
li−1+1≤j≤li
hλj pour i = 1, ..., p.
Démonstration: On rappelle qu'un sous-groupe parabolique P (H1, ...,Hp), ave
t = ⊕1≤i≤pFHi ⊂ a, est standard si {λ ∈ ∆0 |λ ≻ 0} = {λ ∈ ∆+0 |λ/t 6= 0} (f.3) de la
remarque 1.4.1).
1) Il est bien onnu (par exemple lemme 6.3 de [Mu 2℄) qu'un ensemble maximal de raines
fortement orthogonales de ∆1 peut être onstruit de manière anonique par orthogonalisations
suessives en prenant λ1 l'unique raine simple de Σ1 puis λ2 l'unique raine simple de
∆(1) = {λ ∈ ∆| n(λ, λ1) = 0} muni de l'ordre ∆(1)+ = ∆(1) ∩ ∆+ et qui appartient à
∆1, puis λ3 l'unique raine simple de ∆
(2) = {λ ∈ ∆(1)| n(λ, λ2) = 0} muni de l'ordre
∆(2)+ = ∆(2) ∩ ∆+ et qui appartient à ∆1, et. jusqu'à épuisement des raines. L'ensemble
{λ1, ..., λn} ainsi onstruit est un ensemble maximal de raines fortement orthogonales de ∆1
don
∑
1≤i≤n hλi = 2H0.
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Soit α ∈ ∆+0 ne s'annulant pas sur t0 = ⊕1≤i≤nFhλi alors par la onstrution préédente
il existe (i, j) tels que 1 ≤ i < j ≤ n et n(α, λj) = −1 = −n(α, λi) don P0 = P (hλn , ..., hλ1)
est un sous-groupe parabolique standard.
Soit {µ1, ..., µn} un ensemble maximal de raines fortement orthogonales de ∆1 tel que
le sous-groupe parabolique P1 = P (hµ1 , ..., hµn ) soit standard, P0 et P1 sont onjugués par
Aut0(g, a)H0 puisqu'il existe w ∈W0, qui est le groupe de Weyl de ∆0, tel que pour i = 1, ..., n
on ait w(µi) = λn−i+1 (par exemple, prop.4.4,2) de [Mu 2℄ ave l'irrédutibilité de (g0, g1)).
Comme P0 et P1 sont onjugués et standards, ils sont égaux d'où l'élément g, antéédent
de w dans Aut0(g, a)H0 , appartient à P1 ∩ Aut0(g, a)H0 don pour i = 1, ..., n il existe ui ∈
⊕{α∈∆+0 |α≻0}g
α
tels que g(hµi ) = hµi + ui = hλn−i+1 d'où g(hµi) = hµi = hλn−i+1 .
2) Pour i = 1, ..., p, le préhomogène (E0(Hi) ∩ g0, E2(Hi) ∩ g1, Hi2 ) est ommutatif et
Hi est 1-simple ; il admet ∆
′(i) = {α ∈ ∆ | α(Hj) = 0 pour 1 ≤ j 6= i ≤ p} omme
système de raines lorsqu'on prend pour sous-algèbre déployée maximale a ∩ s, ave s =
⊕1≤j 6=i≤pFHj, on munit ∆′(i) de l'ordre induit par ∆, alors il existe un ensemble maximal
de raines fortement orthogonales de ∆
′(i)
1 : {µ(i)1 , ..., µ(i)ni }, tel que le sous-groupe parabolique
orrespondant P (h
µ
(i)
1
, ..., h
µ
(i)
ni
) soit standard et on a Hi =
∑
1≤j≤ni
h
µ
(i)
j
.
{µ(i)j , 1 ≤ i ≤ p, 1 ≤ j ≤ ni} est alors un ensemble maximal de raines fortement orthogo-
nales de ∆1 (prop.4.4,1) de [Mu 2℄).
Soit l0 = 0 et pour i = 1, ..., p, li = n1 + ... + ni (don lp = n par maximalité), pour
li−1 + 1 ≤ j ≤ li on pose µj = µ(i)j−li−1 alors {µ1, ..., µn} est un ensemble maximal ordonné de
raines fortement orthogonales de ∆1 et il est faile de vérier que le sous-groupe parabolique
P (hµ1 , ..., hµn ) est standard pour ∆
+
0 ar haque P (hµ(i)1
, ..., h
µ
(i)
ni
) est standard pour ∆
′(i)+
0 et
P (H1, ...,Hp) est standard pour ∆
+
0 . 
Remarque 2.3.3 Soient t0 = ⊕1≤i≤nFhλj et (t0)0 = ∩λ∈∆⊥0 Kerλ ave ∆
⊥
0 = ∩1≤i≤n{λ ∈
∆0 | n(λ, λi) = 0} alors t0 ⊂ (t0)0 ⊂ a et il est faile de vérier par des onsidérations as
par as que que t0 = (t0)
0
dans tous les as sauf (A2n−1, αn) pour lequel (t0)
0 = a et t0 est de
dimension n.
Le sous-groupe parabolique P0 est un sous-groupe parabolique minimal uniquement dans les 3
as : (A2n−1, αn), (B2, α1) et (Cn, αn).
Démonstration de 2.1.2 dans le as ommutatif :
Le point 1) déoule de la proposition préédente puisque les raines de S sont linéairement
indépendantes.
On suppose que le sous-groupe parabolique Pt est standard et on reprend les notations du
lemme préédent.
Terminons la démonstration du point 2) lorsque la déomposition de x ∈ g1 relativement à
ad(H1) est : x = x2 + x1 + x0 ave F1(x) = 0.
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Comme le PV : (U(F(2H0 −H1))0,U(F(2H0 −H1))1) est ommutatif, on peut supposer que
s(x2) ⊂ S1 = {λj , 1 ≤ j ≤ l1} (prop. 5.2.2, [Mu 2℄, les éléments de U(F(2H0 −H1))0 utilisés
ommutent à t) et lorsque x2 6= 0, soit h =
∑
λ∈s(x2)
hλ.
Lorsque x2 6= 0, la déomposition de x1 relativement à ad(h) est de la forme : x1 = y0 + y1
ave yi ∈ Ei(h) ∩ E1−i(H1 − h) ∩ g1, i = 0, 1, à l'aide de exp(ad(E−1(h) ∩ E0(H1 − h) ∩ g0))
on peut toujours supposer que y1 = 0 ainsi y0 + x0 ∈ U(s)1 ave s = ⊕λ∈s(x2)Fhλ.
La proposition 2.3.1 appliquée au préhomogène ommutatif : (U(s)0,U(s)1) permet de supposer
que s(x) = {µ1, ..., µk}, les raines µ1, ..., µk étant fortement orthogonales et telles que {µ ∈
s(x) | µ(H1) = 2} ⊂ S1, rappelons que {µ ∈ s(x) | µ(H1) = 2} 6= S1.
Ce résultat est enore vrai lorsque x2 = 0.
Pour toute raine α de ∆1, la quantité
∑
1≤i≤k n(α, µi) ∈ {0, 1, 2}, puisqu'elle représente une
valeur propre de adh/g1, h étant l'élément 1-simple h =
∑
1≤i≤k hµi . On rappelle également
que
B(hα,H1) =
1
2
∑
1≤i≤l1
n(λj, α)B(hλj , hλj ) =
1
2
B(hλ1 , hλ1)(
∑
1≤i≤l1
n(λj, α)).
Soient λ ∈ S1 − s(x) et a =
∑
1≤i≤k n(λ, µi), examinons les diérents as :
1. Lorsque a = 0, l'élément u = hλ ∈ ∩1≤i≤kKerµi et vérie B(u,H1) 6= 0.
2. Lorsque a = 1, n(λ, µ1) = 1 et n(λ, µi) = 0 pour i ≥ 2 (à l'indexation près), don
µ1(H1) = 1 et omme la raine λ est longue on a n(µ1, λ) = 1 d'où u = 2hλ − hµ1 ∈
∩1≤i≤kKerµi et vérie B(u,H1) 6= 0.
3. Lorsque a = 2, on a soit
• n(λ, µ1) = n(λ, µ2) = 1 et n(λ, µi) = 0 pour i ≥ 3 (à l'indexation près) don, omme
préédemment, u = 2hλ − hµ1 − hµ2 ∈ ∩1≤i≤kKerµi et vérie B(u,H1) 6= 0,
soit
• n(λ, µ1) = 2 et n(λ, µi) = 0 pour i ≥ 2 (à l'indexation près) d'où µ1(H1) = 1. Or
µ1(2H0) =
∑
1≤j≤n n(µ1, λj) = 2 don il existe un unique j > l1 tel que n(µ1, λj) = 1
d'où n(λj , µ1) = 2 ar les raines λj et λ ont la même longueur par onséquent n(λj, µi) =
0 pour i ≥ 2 d'où u = hλ − hλj ∈ ∩1≤i≤kKerµi et B(u,H1) = B(hλ,H1) 6= 0.

2.4 Les as lassiques
Ce sont les as (Rn, αk) ave R = B,BC,C ou D.
Les desriptions de ∆0,∆1 et ∆2 sont données dans la démonstration de la proposition 1.2.4,
3) b) (dont on reprend les notations) ei lorsque k ≤ n− 1 dans le as Cn et k ≤ n− 2 dans
le as Dn), en partiulier :
∆1 = {ǫi ± ǫj | 1 ≤ i ≤ k < j ≤ n , ǫi, 1 ≤ i ≤ k} ∩∆ , ∆2 = {ǫi + ǫj | 1 ≤ i ≤ j ≤ k} ∩∆.
Notons que dans le as ∆ = Dn, la desription i-dessus pour k = n − 1 orrespond à la
graduation donnée par Σ1 = {αn−1, αn}.
Les préhomogènes ommutatifs orrespondent aux as (Bn, α1), (Cn, αn) et (Dn, αk) ave
k ∈ {1, n − 1, n}.
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Proposition 2.4.1 Dans le as algébriquement los, soit (g0, g1) un préhomogène de type
(Rn,Σ1) ave :
1. Σ1 = {αk} lorsque R = Bn,
2. Σ1 = {αk} ave k ≤ n− 1 lorsque R = Cn,
3. Σ1 = {αk} ave k ≤ n− 2 ou bien Σ1 = {αn−1, αn} lorsque R = Dn.
Pour tout x ∈ g1 (resp. g−1), il existe un ensemble S de raines linéairement indépendantes de
∆1 (resp. ∆−1) telles que Pe(hǫk , ..., hǫ1).x ∩ (⊕µ∈Sgµ) 6= ∅ et S ontient au plus une raine
ourte qui est orthogonale aux autres raines de S.
Démonstration: Il sut de la faire lorsque Σ1 = {αk} ave k ≤ n − 1 ar le as
(Dn, {αn−1, αn}) provient du lemme 2.2.1 (S a au plus 3 raines) et le as (Bn, αn) étant
évident, il est omis (S a au plus une seule raine).
On proède par réurrene sur le rang de ∆, les as (Bn, α1) et (Dn, α1) déoulent de la
prop.2.3.1, les as (C2, α1) et (D4, α2) de e qui suit.
On suppose don la proposition vériée pour les systèmes de raines lassiques de rang ≤ n−1,
et on notera ∆(i) = {α ∈ ∆ | α(hǫi) = 0} et plus généralement ∆(i,j,...) = {α ∈ ∆ | α(hǫi) =
α(hǫj ) = ... = 0}, e sont des systèmes de raines gradués, ∆(i,..) = ∪−2≤j≤2∆(i,..) ∩∆j, et de
même type.
Soit u ∈ g1. Lorsque s(u) ⊂ ∆(k)1 (don k ≥ 2), u est dans un PV donné par un système de
raines gradué de type (Rn−1,Σ1 = {αk−1} ), sauf dans le as (D4, α2) où Σ1 = {α2, α3}, le
résultat déoule de l'hypothèse de réurrene et pour (D4, α2) du lemme 2.2.1.
Lorsque s(u) n'est pas inlus dans ∆
(k)
1 , soit A = {ǫk ± ǫj, j ≥ k + 1} ∩ s(u).
1) Si A est vide alors ǫk ∈ s(u) et ∆ = Bn ave k < n, il existe v ∈ exp(ad(⊕1≤i≤k−1gǫi−ǫk))u
tel que v = v1 + v2 ave s(v1) = {ǫk} et s(v2) ⊂ ∆(k)1 ∩ Dn et on onlut en appliquant
l'hypothèse de réurrene à v2 dans ∆
(k)
1 ∩Dn.
2) Lorsque A est non vide et en utilisant le groupe de Weyl assoié à ∆∩ (⊕nk+1Zǫj), on peut
supposer que αk ∈ A puis que s(u) ⊂ {ǫk ± ǫk+1, ǫl + ǫk+1} ∪∆(k,k+1)1 en appliquant le lemme
2.2.1, ainsi u = u1 + u2 ave s(u1) ⊂ {ǫk ± ǫk+1, ǫl + ǫk+1} et s(u2) ⊂ ∆(k,k+1)1 , ∆(k,k+1) est
un système de raines gradué de type (Rn−2, αk−1) à l'exeption de l'unique as (Dn, αn−2)
pour lequel il est de type (Dn−2, {αn−2, αn−3}).
La démonstration est terminée lorsque k = 1 ou k = n− 1 ar ∆(k,k+1) = ∅.
Examinons les diérentes situations lorsque 2 ≤ k ≤ n− 2 :
a) s(u1) ⊂ {ǫk ± ǫk+1}, on onlut en appliquant l'hypothèse de réurrene à u2.
b) s(u1) = {ǫk − ǫk+1, ǫl + ǫk+1}, alors u1 = x+ y ave s(x) = ǫk − ǫk+1, s(y) = ǫl + ǫk+1,
on applique le lemme 2.2.3 ave (x, h = hǫk−ǫk+1 , x
−1), (y, h′ = hǫl+ǫk+1 , y
−1) et z = u2 ainsi
toutes les hypothèses du lemme 2.2.3 sont vériées et on peut se ramener au as où s(z) ⊂
∆
(l,k,k+1)
1 , puis appliquer l'hypothèse de réurrene à z lorsque ∆
(l,k,k+1)
1 6= ∅ (∆(l,k,k+1)1 = ∅
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dans le as (D4, α2)).
) s(u1) = {ǫk ± ǫk+1, ǫl + ǫk+1},
i) R = C
Il existe v ∈ exp(ad(g2ǫk+1))u tel que s(v) ⊂ {ǫk − ǫk+1, ǫl+ ǫk+1} ∪∆(k,k+1)1 et on est ramené
à b).
ii) R = B
Il existe v ∈ exp(ad(gǫk+1))u tel que ǫk ∈ s(v) ⊂ ∆(k,k+1)1 ∪{ǫk−ǫk+1, ǫk, ǫi+ǫk+1, i = 1, ..., k−
1}, puis w ∈ exp(ad(g−ǫk+1))v tel que ǫk ∈ s(w) ⊂ {ǫk, ǫi ± ǫk+1, i = 1, ..., k − 1} ∩∆(k,k+1)1
et nalement z ∈ ∏1≤i≤k−1 exp(ad(gǫi−ǫk))w tel que s(z) ⊂ {ǫk} ∪∆(k)1 ∩Dn et on applique
l'hypothèse de réurrene à ∆(k) ∩Dn.
ii) R = D
Notons u = X + y, ave s(X) = {ǫk − ǫk+1, ǫk + ǫk+1} et y ∈ E0(hǫk) ∩ g1.
Comme (X,hǫk ) se omplète en un sl2-triplet 1-adapté : (X,hǫk , X
−1 = X−ǫk+ǫk+1+X−ǫk−ǫk+1),
on peut supposer que y ∈ U(s)1, s étant l'algèbre engendrée par {X, hǫk , X−1} (lemme 2.2.2).
Or
U(s)1 = ⊕µ∈∆(k,k+1)1 g
µ ⊕1≤i≤k−1 FXΛi ave
XΛi = [X−ǫk+ǫk+1 −X−ǫk−ǫk+1,Xǫi+ǫk ] ∈ gǫi−ǫk+1 ⊕ gǫi+ǫk+1 ,
il est faile de vérier que h∩U(s) = ⊕1≤i≤n,i 6=k,k+1Fhǫi est une sous-algèbre de Cartan de U(s)
et que (U(s)0,U(s)1) est de type (Bn−2, αk−1), les raines longues appartiennent à ∆
(k,k+1)
et
on peut prendre omme raines simples : α1, ..., αk−2, β = αk−1 +αk +αk+1, αk+2, ..., αn−1 et
Λn, qui est la restrition de ǫn à h ∩ U(s).
Appliquons l'hypothèse de réurrene à z : il existe g tel que gz =
∑
µ∈S Xµ, S ensemble de
raines linéairement indépendantes. Si toutes les raines de S sont longues, la démonstration
est terminée, sinon il existe une seule raine ourte Λi, les autres étant longues, linéairement
indépendantes et orthogonales à Λi d'où
g(X + z) = X1 +
∑
µ∈S−Λi
Xµ ave X1 = Xǫk−ǫk+1 +Xǫk+ǫk+1 +XΛi .
Il reste à réduire l'élément X1 à l'aide de exp(ad(g
ǫi−ǫk)).
Cei termine la démonstration du as (D4, α2) et de la proposition. 
Avant de déterminer les sous-groupes paraboliques standards très spéiaux, notons :
Lemme 2.4.2 Soit (g0, g1) un préhomogène absolument irrédutible régulier de type lassique
(Rn, αk) (1 ≤ k ≤ n− 1 lorsque R=C et 1 ≤ k ≤ n− 2 lorsque R=D) alors hǫ1 est 1-simple à
l'exeption du as lassique déployé R=C.
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Démonstration: Comme hǫ1 = hǫ1−ǫn + hǫ1+ǫn , hǫ1 est 1-simple dans tous les as sauf
peut-être R = C. Dans e dernier as on a hǫ1 = 2hα˜ et il est aisé de vérier que 2hα˜ n'est pas
1-simple dans le as déployé (par exemple le préhomogène (U(Fhǫ1)0,U(Fhǫ1)1) est de type
(Cn−1, αk−1) qui n'est pas régulier ar k − 1 est impair).
Lorsque g n'est pas déployée, on note hα la o-raine assoiée à la raine α ∈ ∆.
Par lassiation des diagrammes ([Ve℄,[Wa℄), les types possibles sont :
i) (∆, α0) = (C2n, α2k) de diagramme de Satake :
• ◦ • . . . . . . ◦ •< ◦
ii) (∆, α0) = (D2n, α2k) :
• ◦ • . . . . . . ◦ • ◦
◦
•
iii) ∆ = E7 et Σ1 = {α1} ou Σ1 = {α6}, F = R et le diagramme de Satake est :
◦ • •
•
• ◦ ◦
Dans tous les as, il existe une raine γ ∈ ∆2 telle que 2hα˜ = 2hγ , γ est la somme de deux
raines, α et β, de ∆1 dont la diérene n'est pas une raine, ainsi (Xα +Xβ , 2hα˜, 2(X−α +
X−β)) est un sl2−triplet 1 adapté (tds prinipale de type A2) au sens du préhomogène :
(g0, g1) d'où 2hα˜ est également 1-simple au sens du PV : (g0, g1).
γ est la plus grande raine de ∆ pour ii) et iii) et γ = α1 + 2(
∑2n−1
i=2 αi) + α2n dans le as i).

Dorénavant, dans tout e , le préhomogène (g0, g1) vérie les hypothèses du lemme 2.4.2, e
qui permet de dénir :
p0 =
{
k
2 dans le as R = C ave g déployée ,
k sinon
et pour i = 1, ..., p0 :
Hi =
{
2(h2ǫk−2i+1 + h2ǫk−2i+2) dans le as R = C ave g déployée ,
hǫk−i+1 sinon.
Le sous-groupe parabolique P0 = P (H1, ...,Hp0) est alors un sous-groupe parabolique stan-
dard très spéial.
Lorsque 2k ≤ n, soient H ′1 =
∑k
i=1 hǫi−ǫ2k−i+1 et H
′
2 =
∑k
i=1 hǫi+ǫ2k−i+1 , alors P
′
0 = P (H
′
1,H
′
2)
est également un sous-groupe parabolique standard très spéial.
Soit t0 = ⊕p0i=1FHi (resp t′0 = FH ′1 ⊕ FH ′2) alors Σt0 = {αi, i ≥ k + 1} dans tous les as sauf
le as Cn déployé pour lequel Σt0 = {αi, i ≥ k+1, α2j−1, 1 ≤ j ≤ k2} (Σ−Σt′0 = {αk, α2k}) et
(t0)
0 = t0 (resp (t
′
0)
0 = t′0).
P0 est un sous-groupe parabolique minimal dans les as (Rn, αn) ave R = B ou BC.
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Proposition 2.4.3 Soit (g0, g1) un préhomogène absolument irrédutible régulier de type
lassique (Rn, αk), R = B,C,BC ou D (1 ≤ k ≤ n− 1 lorsque R=C et 1 ≤ k ≤ n− 2 lorsque
R=D)et soit P = P (H1, ...,Hp) un sous-groupe parabolique standard très spéial alors
• soit P = P ′0 et 2k ≤ n,
• soit P ⊃ P0, k ≥ 2 et il existe des entiers : lp+1 = 0 < lp < ... < l2 < l1 = k tels que
Hi =
∑
li+1+1≤j≤li
hǫj pour i = 1, ..., p.
Démonstration: Bien que g ne soit pas déployée en général et de la même manière que
dans le 3) de la proposition 1.2.4, la onsidération du diagramme à poids assoié à Hp donne
2 as possibles :
Premier as : il existe j > k tel que αj(Hp) 6= 0 et αl(Hp) = 0 pour 1 ≤ l ≤ j − 1.
Comme (U(FHp)0,U(FHp)1) est un préhomogène de type (Aj−1, αk), il est ommutatif et
gradué par 2H0 − Hp qui est 1-simple dans e préhomogène don j = 2k d'où Hp = H ′2.
Lorsque p ≥ 3, dans e préhomogène le parabolique assoié à H1, ...,Hp−1 est standard don
par le lemme 2.3.2, il existe i ∈ {1, ..., k − 1} tel que H1 =
∑
1≤j≤i hǫk−j+1−ǫk+j e qui est
absurde (ǫ1 + ǫk+1(H1) = −1) d'où p = 2 et H1 = H ′1.
Deuxième as : il existe une unique valeur j , 1 ≤ j < k telle que αj(Hp) = 2 don
k ≥ 2 et Hp =
∑
1≤i≤j hǫi e qui termine la démonstration dans le as p = 2. Lorsque p ≥ 3,
(U(FHp)0,U(FHp)1) est un préhomogène de même type : (Rn−j , αk−j) et dans e préhomogène
le parabolique assoié à H1, ...,Hp−1 est standard mais il n'est pas de type P
′
0 qui est assoié
à H ′1 = hǫj+1−ǫ2k−j + ... + hǫk−ǫk+1 (resp.H
′
2 = hǫj+1+ǫ2k−j + ... + hǫk+ǫk+1) ar H
′
1 et H
′
2 ne
sont pas 1-simples spéiaux don on est à nouveau dans le 2ème as et on obtient le résultat
par réurrene sur n. 
Fin de la démonstration du théorème 2.1.1.
1) Le point 1 déoule du §2.5. lorsque ∆ est de type exeptionnel et lorsque ∆ est de type las-
sique ela résulte de la proposition 2.4.1 pour P0 et des résultats de [Hi-Ro℄ pour P
′
0 puisque
le parabolique assoié aux raines {αi, i 6= k, 2k , 1 ≤ i ≤ n} est de longueur ≤ 4 don opère
ave un nombre ni d'orbites dans son radial unipotent.
2) On omet la vériation pour P ′0 et on termine la démonstration de 2.1.2 dans les as
lassiques pour les sous-groupes paraboliques Pt ⊃ P0, dont la desription gure dans la
proposition 2.4.3.
Soit x ∈ g1, sa déomposition relativement à ad(H1) est de la forme x = x2 + x0, on suppose
don que x2 est non nul et que F1(x) = 0.
A l'ation de Pt près, et à l'aide de la desription de ∆1 et de ∆2, on peut supposer que
(x2,H, x
−1
2 ) est un sl2−triplet ave omme formes possibles de H (prop.2.5 de [Mu 2℄) :
(1) : H =
∑
l2+1≤i≤l
hǫi +
∑
1≤j≤q hγj ave γj = ǫl+j + ǫk+j ou bien γj = ǫl+j − ǫk+j e
que l'on note γj = ǫl+j + (±ǫk+j), ou bien
(2) : H =
∑
1≤j≤q hγj ave l = l2 et on a : l + q ≤ k, ou bien
(3) : H =
∑
l2+1≤i≤l
hǫi ave l < k.
On peut toujours supposer que x0 = y−1 + y0 ave yi ∈ Ei(H) ∩ E0(H1) ∩ g1 ( lemme 2.2.2).
i) Lorsque y−1 = 0, u = H1 −H ommute à x et vérie B(u,H1) 6= 0.
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ii) Lorsque y−1 6= 0, don H est de la forme (1) ou (2), posons h =
∑
1≤j≤q hγj , h est 1-simple
ar les q raines γj sont fortement orhogonales.
Or : E2(H) ∩ g1 = E2(H − h) ∩ g1 ⊕ E2(h) ∩ g1 ave :
E2(H − h) ∩ g1 = (⊕l2+1≤i≤l,j≥k+q+1gǫi±ǫj ⊕ gǫi) ∩ g1 , E2(h) ∩ g1 = ⊕1≤i,j≤qgǫl+i+(±ǫk+j)
et de même pour E−2(H − h) ∩ g−1, ainsi E2(H − h) ∩ g1 ⊕E−2(H − h) ∩ g−1 ommute ave
E2(h) ∩ g1 ⊕ E−2(h) ∩ g−1.
Or le préhomogène : (U((2H0 − h)F)0,U((2H0 − h)F)1 = E2(h) ∩ g1), est ommutatif, gradué
par
h
2 et régulier d'où, à l'ation de Aute(U((2H0 − h)F)0) près, qui entralise t + Fh + FH
(prop.5.2.2,[Mu 2℄), on peut supposer que x2 = X1 + X2 ave X1 ∈ E2(H − h) ∩ g1 et
X2 =
∑
1≤j≤qXγj .
Soit s = ⊕l2+1≤i≤lFhǫi dans le as (1) (resp.s = {0} dans le as (2)) on vérie que :
E−1(H) ∩ g1 ∪ E0(H) ∩ g1 ⊂ U(s)1
don X2 + y−1 + y0 ∈ U(s)1.
Dans le as (1), le préhomogène : (U(s)0,U(s)1) est de type lassique ave pour système de
raines gradué : ∆′i = ∆
(l2+1,...,l)
i et le sous-groupe parabolique P (H
′
1, ...,Hp) ave H
′
1 =∑
l+1≤i≤k hǫi est un sous-groupe parabolique standard.
On se plae dans le préhomogène : (P (H ′1, ...,Hp),U(s)1) (ave H
′
1 = H1 dans le as (2)) et
soit t′ = FH ′1 ⊕pi=2 FHi.
En appliquant le lemme 2.2.4 à X2+ y−1+ y0 on peut supposer que s(y−1) = {µ1, ..., µr} ave
1 ≤ r ≤ q et µi = ǫpi − (±ǫk+i), les pi étant tous distints et inférieurs ou égaux à l2, mais
alors
[[E0(H
′
1) ∩E0(h) ∩ U(s)1,⊕1≤i≤rg−µi ], t′]] = 0
don par le lemme 2.2.3 on peut supposer que s(y0) ⊂ {ǫi ± ǫj, ǫi, 1 ≤ i ≤ l2 , i 6= p1, ...pr,
l + q + 1 ≤ j ≤ n} ∩∆1.
L'élément u = hǫp1 + (±hǫk+1) − hǫl+1 ommute à x = X1 +
∑q
j=1Xγj +
∑r
j=1Xµj + y0 et
vérie B(u,H1) 6= 0. 
2.5 Les as exeptionnels non ommutatifs
2.5.1 Généralités
La liste des diagrammes de Dynkin gradués orrespondants a été établie dans la démonstration
du lemme 1.3.1 et est donnée par :
1. (F4, α1), (E6, α2), (E7, α1), (E8, α8) pour lesquels g2 est de dimension 1,
2. (F4, α4) et g est non déployée (e qui orrespond à des F-formes de 3), 4) et 5)),
3. (E7, α6),
4. (E7, α2),
5. (E8, α1).
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Rappelons que g est déployée dans les as Ei, i = 6, 7, 8 et notons que H0 est proportionnel à∑
ω∈∆2
hω (puisque elui-i est non nul et est dans le entre de g0).
Lemme 2.5.1 Il y a un unique sous-groupe parabolique standard très spéial, P (H1,H2).
Lorsque dim(g2) ≥ 2, H2 = 2hα˜ et t est une sous-algèbre de l'algèbre de Lie engendrée par
g±2.
P (H1,H2) est un sous-groupe parabolique maximal de G à l'exeption du as (E6, α2) pour
lequel Σ0 − Σt = {α1, α6}.
Remarque 2.5.2 Préisément :
Σ− Σt =

{α1, α4} lorsque ∆ = F4,
{α1, α6} lorsque ∆ = E7 et Σ1 ⊂ {α1, α6},
{α1, α8} lorsque ∆ = E8,
{α1, α2} dans le as (E7, α2).
Démonstration: L'uniité résulte de la démonstration du lemme 1.3.1 puisqu'il y a toujours
un unique sous-groupe parabolique très spéial (à onjugaison près) sauf pour (E7, α2) mais
alors l'un des 2 éléments très spéiaux est donné par 2hα˜.
Comme 2hα˜ est toujours 1-simple spéial pour E7 et E8 lorsque dim(g2) ≥ 2, il en est de
même pour leur formes réelles ar α˜ est une raine réelle don H2 = 2hα˜ lorsque dim(g2) ≥ 2.
Comme P (H1,H2) est un sous-groupe parabolique standard, Σt = {α ∈ Σ0|α(H2) = 0}
et lorsque H2 = 2hα˜, on détermine immédiatement Σt à partir du diagramme de Dynkin
omplété (f.planhes V à VIII de [BO 1℄).
Lorsque dim(g2) = 1, soit Σ1 = {λ1}, par orthogonalisations suessives ave onservation
de l'ordre de ∆, on onstruit {λ2, λ3, λ4}, ainsi on a 4 raines orthogonales, longues dans ∆1
et de somme 2H0 (f.le as ommutatif ainsi que 6.4 à 6.6 de [[Mu 4℄) ; pour α ∈ Σ0 on a
soit n(α, λi) = 0 pour i = 1, ..., 4 soit n(α, λi0) < 0, ave i0 =inf{i|n(α, λi) 6= 0} don le
sous-groupe parabolique P (hλ1 + hλ2 , hλ3 + hλ4) est standard ; par uniité H2 = hλ3 + hλ4
d'où Σt = {α ∈ Σ0 | n(α, λ1) < 0 et n(α, λ2 > 0} ∪ {α ∈ Σ0 | n(α, λ1) = n(α, λ2 = 0} et on le
détermine dans haque as à l'aide du tableau II de [Mu 4℄. Les résultats sont reportés dans
la remarque i-dessus. 
Rappelons qu'il existe ℓ, valeur rappelée dans haque as, raines orthogonales de ∆1 et
longues dans ∆1 (longues dans ∆ à l'exeption du as (F4, α4)), notées λ1, ..., λℓ, telles que
H1 =
∑
1≤i≤ℓ hλi . Ainsi le préhomogène : (E2(H1) ∩ g0, E2(H1) ∩ g1) est dans tous les
aspresque-ommutatif" ([Mu 2℄ prop.6.6 et dernière remarque) d'où tout élément non nul
x ∈ E2(H1) ∩ g1 est dans la GH1-orbite d'un élément de la forme :
x =
∑
1≤i≤q
Xλi , 1 ≤ q ≤ ℓ ave Xλi ∈ gλi − 0 et [Xλi ,Xλj ] = 0 pour 1 ≤ i < j ≤ q,
ave ℓ =

2 dans les as (F4, α1), (E6, α2), (E7, α1), (E8, α8),
ainsi que (F4, α4) lorsque g est non déployée,
3 dans le as (E7, α2),
4 dans les as (E7, α6) et (E8, α1).
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2.5.2 Les as exeptionnels pour lesquels g2 est de dimension 1
On reprend les notations du lemme 1.3.1 et on rappelle que : g1 = E2(H1) ∩ g1 ⊕ E1(H1) ∩
g1 ⊕ E0(H1) ∩ g1 et ∆2 = {α˜ = 12(
∑
1≤i≤4 λi)} ave Σ1 = {λ1} et que :
Rappel 2.5.3 Soient βi, 1 ≤ i ≤ 4, 4 raines orthogonales de ∆1, don longues et de somme
2α˜.
1) Soient x = Xβ1 +Xα˜−β1 , alors F (x) 6= 0 et pour (s, t) ∈ F2.
Il existe A ∈ gα˜−β2−β4 tel que [A,Xα˜−β1 ] = tXβ3 , B ∈ gα˜−β2−β3 tel que [B,Xα˜−β1 ] = sXβ4 et
C ∈ gα˜−β1−β2 tel que [C,Xβ1 ] = −[B, tXβ3 ], posons g = exp(ad(C))exp(ad(B))exp(ad(A)),
on a g(x) = Xβ1 +Xα˜−β1 + tXβ3 + sXβ4 .
g ∈ Pe(H1,H2) lorsque β2(H1) = 2.
2) Soit x ∈ g1 tel que : s(x) = {α˜ − β1, β1, β2, β3} (resp.s(x) = {α˜ − β1, βi, 1 ≤ i ≤ 4}), il
existe g ∈ exp(ad(gα˜−β2−β3))exp(ad(gα˜−β1−β3))exp(ad(gα˜−β1−β2)) tel que :
s(g(x)) = {βi, i = 1, ..., 4} (resp. s(g(x)) ⊂ {βi, i = 1, 2, 3, 4}).
([Mu 3℄, démonstration du lemme 2.3.1).
g ∈ Pe(H1,H2) lorsque β1(H1) = 2 et β4(H1) = 0 ou bien lorsque βi(H1) = 1 pour i = 1, ..., 4.
Rappel 2.5.4 ∀σ ∈ S4 il existe w ∈W0 tel que w(λi) = λσ(i) pour i = 1, ..., 4.
(f.remarque du §2.2 [Mu 3℄ ar pour tout σ ∈ S4 on a ∩i=1,2E1(hσ(λi))∩j=3,4E0(hσ(λj )) 6= {0})
Fin de la démonstration du théorème 2.1.1.
Soit x ∈ g1.
Premier as : x a une omposante non nulle suivant E2(H1) ∩ g1.
A l'ation de GH1-près on peut supposer que λ1 ∈ s(x) et que x ∈ gλ1 ⊕ gα˜−λ1 ⊕E0(hλ1)∩ g1
(lemme 2.2.1) ; omme le préhomogène (E0(hλ1) ∩ g0, E0(hλ1) ∩ g1) est ommutatif, lorsque
s(x)/{α˜ − λ1, λ1} est non vide, on peut supposer que s(x)/{α˜ − λ1, λ1} ⊂ S, S étant un
ensemble de raines orthogonales entre elles et à λ1 telles que
∑
µ∈S µ+ λ1 = 2α˜ (proposition
2.3.1) don
∑
µ∈S µ = λ2 + λ3 + λ4. Comme :
E1(H1) ∩ g1 = ⊕σ∈IE0(hσ(λ1)) ∩ E1(hσ(λ2)) ∩ E1(hσ(λ3)) ∩ E0(hσ(λ4))
ave I = {1, (1, 2), (3, 4), (1, 2)(3, 4)}, l'ensemble S1 = {µ ∈ S | n(µ, λ2) = 0} est non vide, en
eet si S1 = ∅ alors pour µ ∈ S on a n(µ, λ2) = 1 don S = {µ1, µ2} d'où l'une des 2 valeurs :
n(µ1, λi) + n(µ2, λi), i = 3, 4, est diérente de 2 e qui est absurde.
A l'aide de Ghλ1 ∩Ghλ2 on peut se ramener à S1 = {λ4} ou bien S1 = {λ3, λ4}.
• Lorsque λ2 ∈ s(x), don F1(x) 6= 0, on a S = {λi, i = 2, 3, 4} et s(x) ⊂ {α˜ − λ1, λi, i =
1, ..., 4}. A l'aide du rappel 2.5.3, on peut supposer que s(x) ⊂ {λ1, α˜− λ1, λ2} ou que s(x) =
{λi, i = 1, ..., 4} ou que s(x) ⊂ {λi, i = 1, 2, 3}.
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Lorsque s(x) ⊂ {λi, i = 1, 2, 3}, l'élément u = hλ4 entralise x et vérie B(u,H2) 6= 0, dans
les autres as F (x) 6= 0 (f.rappel 2.5.3,1)).
• Lorsque λ2 /∈ s(x), don F1(x) = 0, il existe µ2 et µ3 ∈ S tels que n(µ2, λ2) = n(µ3, λ2) = 1
don S1 = {λ4} et n(µi, λj) = 1 pour i, j = 2, 3.
L'élément u = hλ2 − hλ3 entralise x et vérie B(u,H1) 6= 0.
De plus, si on note β1 = λ1, β2 = µ2, β3 = µ3, β4 = λ4, alors on peut supposer que
s(x) ⊂ {β1, α˜− β1, βj , βk} ou bien que s(x) ⊂ {βj , i = 1, ..., 4} en appliquant le rappel 2.5.3
Deuxième as : x n'a pas de omposante suivant E2(H1) ∩ g1.
Lorsque x ∈ E1(H1) ∩ g1, H1 −H2 entralise x et vérie B(H1 −H2,H1) 6= 0.
a) Le as simplement laé
En appliquant le lemme 2.2.1 on peut supposer que x ∈ gµ1 ⊕ gα˜−µ1 ⊕ E0(hµ1) ∩ g1, or le
préhomogène (E0(hµ1) ∩ g0, E0(hµ1) ∩ g1) est ommutatif , on peut don supposer omme
préédemment que µ1 ∈ s(x) ⊂ {µ1, α˜ − µ1, µ2, µ3, µ4}, les raines µi, i = 1, ..., 4, étant
orthogonales de somme 2α˜, et que ∀β ∈ s(x) on a β(H1) ≤ 1.
i) s(x) a inq raines
Comme 2α˜(H1) = 4 =
∑4
i=1 µi(H1), on a µi(H1) = 1 pour i = 1, ..., 4 d'où x ∈ E1(H1) ∩ g1,
et on applique le 2) du rappel 2.5.3 aux raines βi = µi, i = 1, ..., 4.
ii) s(x) a au plus 4 raines don elles sont linéairement indépendantes.
Seul le as où ∃i tel que µi(H1) = 2 est à onsidérer mais alors µi /∈ s(x) et lorsque
{µ1, α˜ − µ1} ⊂ s(x), par le 1) du rappel 2.5.3 appliqué aux raines βi = µi, 1 ≤ i ≤ 4, il
existe y ∈ Px tel que s(y) = {α˜ − µ1, µ1} d'où y ∈ E1(H1) ∩ g1.
b) Le as restant : (F4, α1).
Rappelons que ∆1 = {α˜− λi , 1 ≤ i ≤ 4, 12(λi + λj) , 1 ≤ i, j ≤ 4}.
A l'aide de GH1 on peut supposer que {λ ∈ s(x) | λ(H1) = 0} ⊂ {λ3, λ4} d'où s(x) ⊂
{λ3, λ4, 12(λi + λj), i ∈ {1, 2} , j ∈ {3, 4} }.
Lorsque s(x) ontient des raines ourtes, on peut supposer que 12 (λ1 + λ3) ∈ s(x) (f.rappel
2.5.4) et que
1
2(λ2 + λ3) /∈ s(x) (on utilise exp(ad(g
1
2
(λ2−λ1) ); de même on peut supposer que
1
2(λ2 + λ4) ou
1
2(λ1 + λ4) n'est pas dans s(x) (sinon on fait agir exp(ad(g
1
2
(λ1−λ2)) ). On a
ainsi 2 as :
iii) ) s(x) ⊂ {λ3, λ4, 12(λ1 + λ3), 12(λ1 + λ4)} et hλ2 onvient.
Comme x ∈ E0(hλ2) ∩ g1 et que le préhomogène (E0(hλ2 ∩ g0, E0(hλ2 ∩ g1) est ommutatif,
on termine en appliquant la proposition 2.3.1.
iv)
1
2(λ1 + λ3),
1
2 (λ2 + λ4)} ⊂ s(x) ⊂ {λ3, λ4, 12(λ1 + λ3), 12(λ2 + λ4)}
L'ation de exp(ad(g
1
2
(λ3−λ1))) permet de se ramener à α˜ − λ1 ∈ s(x) ⊂ {α˜ − λ1, λ4, 12(λ1 +
λ3),
1
2(λ2 + λ4)} puis ave un élément approprié de exp(ad(gα˜−λ2−λ3)) on arrive à s(x) ⊂
{α˜−λ1, 12(λ1+λ3), 12(λ2+λ4)} (3 raines linéairement indépendantes) et h 12 (λ2−λ4) onvient.

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On a également établi :
Proposition 2.5.5 Dans les as (E6, α2), (E7, α1), (E8, α8), soit x ∈ g1 il existe y ∈ Pe(H1,H2).x
et un ensemble de 4 raines fortement orthogonales β1, ..., β4, tels que s(y) omprenne au plus
4 raines appartenant à {α˜ − β1, βi, 1 = 1, ..., 4} et dans le as (F4, α1) il faut y adjoindre
l'ensemble {α˜ − λ1, 12(λ1 + λ3), 12(λ2 + λ4)}.
2.5.3 Démonstration du théorème 2.1.1 dans les as exeptionnels restants
On rappelle que g1 = E2(H1) ∩ g1 ⊕ E0(H1) ∩ g1.
Il reste à onsidérer les éléments du type x = x2+x0, ave x0 non nul appartenant à E0(H1)∩g1
et
x2 =
∑
1≤j≤q
Xλj ave [Xλi ,Xλj ] = 0 pour 1 ≤ i < j ≤ q et 1 ≤ q ≤ ℓ− 1
Ainsi (x2, h =
∑
1≤j≤q hλj ) se omplète en un sl2-triplet noté (x2, h, x
−1
2 ) et on peut sup-
poser que la déomposition de x0 relativement à adh est de la forme : x0 = y + z ave
y ∈ E−1(h) ∩E0(H1) ∩ E2(H2) et z ∈ E0(h) ∩ E0(H1) ∩ E2(H2) (lemme 2.2.2).
1) Lorsque y = 0
On peut supposer que z ∈ U(s)1, s étant l'algèbre (rédutive dans g) engendrée par x2, h, x−12
et H1 (lemme 2.2.2) et le préhomogène : (U(s)0,U(s)1) a un nombre ni d'orbites ; l'élément
u = H1− h ommute à x et vérie B(u,H1) 6= 0 e qui termine la démonstration dans e as.
2) Lorsque y 6= 0
a) Le as (F4, α4) non déployé
Les raines de ∆1 sont toutes ourtes et il existe 4 raines orthogonales, {λi}1≤i≤4, telles que :∑
1≤i≤4
hλi = 2H0 , H1 = hλ1 + hλ2 , µ =
1
2
(λ1 + λ2 + λ3 + λ4) ∈ ∆2
∆1 = {λi , µ − λi 1 ≤ i ≤ 4 } , ∆2 = {λi + λj , 1 ≤ i < j ≤ 4 , µ }.
Nous avons don : x2 = Xλ1 , y = Xµ−λ1 et on peut supposer z = 0 en appliquant le lemme
2.2.3 puisque
E3(h) ∩ g1 = {0} et E0(h) ∩ E0(H1) ∩ E0(hµ−λ1) = {0}.
L'élément u = hλ2 − hλ3 entralise x et vérie B(u,H1) 6= 0.
b) Dans tous les autres as, g est déployée, ∆ est simplement laé, les raines λi, 1 ≤ i ≤ ℓ
sont fortement orthogonales et 1 ≤ q ≤ 3 don E3(h) ∩ E2(H1) ∩ g1 = {0} sauf pour q = 3
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mais alors ℓ = 4 et E3(h) ∩ E2(H1) ∩ g1 = gβ ave β = 12 (
∑
1≤i≤3 λi − λ4).
Par la démonstration du lemme 2.2.4 on peut supposer que soit :
i) y = Xγ1 ave γ1 ∈ ∆1 tel que γ1(H1) = 0, γ1(h) = n(γ1, λ1) = −1,
soit :
ii) q = 2 et y = Xγ1 + Xγ2 ave γ1 et γ2 ∈ ∆1 tels que γ1(H1) = γ2(H1) = n(γ1, γ2) =
n(γ2, λ1) = n(γ1, λ2) = 0 et n(γ1, λ1) = n(γ2, λ2) = −1.
On omplète y en 1 sl2-triplet : (y, h
′, y−1) (h′ = hγ1 dans le as i) et h
′ = hγ1 + hγ2 dans le
as ii)) don :
iii) On peut supposer que z = z0 + v ave z0 ∈ E0(h) ∩ E0(h′) ∩ E0(H1) ∩ g1 et v ∈
E3(h) ∩ E2(H1) ∩ g1 puisque H1 − h est 1-simple et p = 2 (lemme 2.2.3 et sa remarque).
• Lorsque q = 1 ou bien y = Xγ1 +Xγ2 (don x2 = Xλ1 +Xλ2) on a x2 ∈ E−1(h′) ∩ g1 don
on peut supposer que z0 ∈ U(s)1, (vrai pour z0 lorsque q = 1 et pour q = 2 f. démonstration
du lemme 2.2.2) s étant l'algèbre (rédutive dans g) engendrée par H1 et les deux sl2-triplets
(x2, h, x
−1
2 ) et (y−1, h
′, y−1−1), e qui donne le nombre ni d'orbites.
Dans les deux as l'élément u = −3H1 + 4h+ 2h′ ommute à x et vérie B(u,H1) 6= 0.
Il reste don les as suivants :
• Lorsque q ≥ 2 et y−1 = Xγ1 , on réduit enore z0 + v relativement à ad(hλ1).
Soit δ ∈ s(z0), omme n(δ, λ1 + γ1) = n(δ, λ1) ≥ 0 ar ∆3 = ∅, on a z0 = w0 + w1 ave
wi ∈ Ei(hλ1)∩E0(h)∩E0(h′)∩E0(H1)∩ g1 pour i = 0, 1 don il existe A ∈ ⊕δ∈s(w1)gδ−λ1 (⊂
E−1(hλ1) ∩E−2(h) ∩ E1(h′) ∩ E−2(H1) ∩ g0) tel que [A,Xλ1 ] = −w1 d'où
x′ = exp(ad(A))(x) = x2 +Xγ1 + w0 + [A, v] + [A,
∑
2≤i≤q
Xλi ] + v.
On supprime l'élément [A, v] ∈ E1(h) ∩ E0(H1) ∩ g1 à l'aide d'un élément onvenable de
exp(ad(E−1(h) ∩E−2(H1) ∩ g0)). Comme [A,
∑
2≤i≤qXλi ] ∈ E1(h′) ∩E0(H1) ∩E0(h) ∩ g1, à
l'aide du lemme 2.2.2 on peut supposer que x′ = x2+Xγ1+w0+v
′
ave v′ ∈ E2(H1)∩E3(h)∩g1.
Lorsque v′ 6= 0, don q = 3, on supprime v′ à l'aide de exp(ad(gβ−λ1) dont la restrition à
E0(hλ1)∩E0(hλ4))∩E0(H1)∩ g1 est l'identité, e qui donne nalement : x” = x2+Xγ1 +w0.
Or w0 ∈ U(s′)1, s′ étant l'algèbre (rédutive dans g) engendrée par H1−h, hγ1 , hλ1 et h−hλ1 ,
don on en déduit le nombre ni d'orbites de Pt dans g1.
L'élément u = 3(H1 − h) − 2hγ1 − hλ1 ommute ave x” et vérie B(u,H1) = (3(l − q) −
1)B(hλ1 , hλ1) 6= 0. 
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3 Fontions Zétas assoiées
A l'aide des travaux de [Bo-Ru 2℄, de [Sa 3℄ et du théorème 2.1.1, il est faile d'établir l'exis-
tene d'une équation fontionnelle abstraite vériée par la fontion Zéta loale assoiée au
préhomogène (Pt, g1) dénit dans le 1.4 et 'est l'objet de e paragraphe.
La plupart des démonstrations sont analogues à elles faites dans le as ommutatif réel
([Bo-Ru 2℄).
On reprend toutes les hypothèses du 1.4, 'est à dire :
1. g est une algèbre absolument simple engendrée par g±1,
2. (g0, g1,H0) est un préhomogène absolument irrédutible et régulier,
3. Pt = P (H1, ...,Hp) est un sous-groupe parabolique très spéial lorsque p ≥ 2 et pour
p = 1 on pose P (2H0) = G.
On ommene par préiser quelques normalisations usuelles avant d'établir l'existene de
l'équation fontionnelle abstraite vériée par les fontions Zétas.
3.1 Normalisation de la forme de Killing
On onvient de poser B˜ = cB (ave c réel dans le as omplexe) et on hoisira dans les appli-
ations c = −(degré de Fp)
2B(H0,H0)
, e qui orrespond à une normalisation de la forme de Killing de
g indépendante du hoix de Pt.
Soit τ un aratère de F qui dénit la transformation de Fourier des fontions de S(F), espae
de Shwartz de F :
1. τ est un aratère d'ordre ν lorsque F est un orps P-adique ;
2. τ(x) = e2iπx dans le as réel
3. τ(z) = e2iπ(z+z) dans le as omplexe.
La transformation de Fourier F d'une fontion f ∈ S(g1) est alors la fontion F(f) ∈ S(g−1)
dénie par :
F(f)(y) =
∫
g1
f(x)τ(B˜(x, y))dx y ∈ g−1.
La transformation de Fourier inverse d'une fontion g ∈ S(g−1) est donnée par :
F(g)(x) =
∫
g−1
τ(B˜(x, y))g(y)dy x ∈ g1.
Si U est une algèbre de Lie semi-simple graduée , on note BU la forme de Killing assoiée ; la
transformation de Fourier est alors dénie par le aratère :
τU = τ ◦ (B˜U)
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3.2 Normalisation des mesures de g1 et g−1
Pour x ∈ F, |x|F (noté également |x|) désigne la valeur absolue de x 'est à dire :
lorsque F = C : |x|C = xx , lorsque F = R : |x|R = max(x,−x).
Lorsque F est un orps P-adique, on note q sa aratéristique résiduelle, O l'anneau des entiers
de F, P l'unique idéal maximal de O et π un générateur de P alors x se déompose : x = πnu,
u ∈ O (n =ordre de x) et |x|F = q−n.
On munit une fois pour toute F d'une mesure autoduale pour τ.
On rappelle que lorsque F = C , on onsidère les strutures d'espaes vetoriels réels de g1 et
g−1.
On note Φ l'appliation dénie sur g′1 qui à x assoie x
−1
l'unique élément de g′−1 tel que
(x, 2H0, x
−1) soit un sl2-triplet ([x
−1, x] = 2H0), Φ ommute à l'ation de G et on normalise
les polynomes irrédutibles fondamentaux des préhomogènes : (G, g1) et (G, g−1) par :
F ∗(Φ(x)) =
1
F (x)
(N1).
Pour x ∈ g′1, notons θx = θx(−1) (f.dénition 7, introdution du §1) et rappelons que θx est
une involution de g qui vérie θx(x) = Φ(x) = x
−1.
Comme θgx = g◦θx◦g−1, det(θx/g1) est une appliation rationnelle relativement invariante par
G (de aratère assoié (det(g/g−1)
2
) il existe une onstante c telle que det(θx/g1) = cF (x)
−2N
ave N =
dim(g1)
degré de F
.
Notons que pour x0 ∈ g′1, on a Gx0 = Gx−10 et θx0 éhange l'orbite G.x0 dans g1 ave l'orbite
G.x−10 dans g−1 ar l'appliation Θx0 dénie pour g ∈ G par : Θx0(g) = θx0 .g.θ−1x0 , est un
automorphisme de G.
Pour x ∈ g1, l'appliation polynomiale F ∗(θx0(x)) est non identiquement nulle, relativement
invariante par G don par la normalisation (N1) on a F ∗(θx0(x)) =
F (x)
F (x0)2
(3).
Lemme 3.2.1 Il existe une unique mesure de Haar, dx, sur g1 et une unique mesure de Haar,
dy, sur g−1 telles que :
(1) F ◦ F = IdS(g1).
(2) ∀f ∈ L1(g−1) et ∀x0 ∈ g′1 on a
∫
g1
f(θx0(x))dx = |F (x0)|2N .
∫
g−1
f(y)dy.
Pour g ∈ L1(g′−1) et ∀x0 ∈ g′1 on a
∫
g1
g(θx0(x))|F (x)|−Ndx =
∫
g−1
g(y)|F ∗(y)|−Ndy.
Démonstration: Munissons g1 et g−1 de deux bases : B et B
∗, duales pour B˜, et soient
dBx et dB∗y les mesures de Haar orrespondantes alors il existe une onstante positive λ telle
que dx = λdBx don par la propriété de dualité demandée dans (1) on a dy =
1
λdB∗y puisque
F est muni d'une mesure de Haar autoduale pour τ, et par hangement de variable on a :∫
g1
f(θx0(x))dx =
λ2
|c| .|F (x0)|
2N .
∫
g−1
f(y)dy d'où λ =
√
|c|(= |det(θx0/g1)|
1
2 |F (x0)|N )
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par (2) et (3). 
On munit g1 et g−1 des mesures uniques dénies dans le lemme 3.2.1.
Pour x0 ∈ g′1, G/Gx0 est muni de la mesure G−invariante qui vérie pour f ∈ CC(G.x0) :∫
g1
f(x)|F (x)|−Ndx =
∫
G/Gx0
f(gx0)dg˙ (N2)
puisque |F (x)|−Ndx est une mesure G-invariante.
Notons que les mesures G−invariantes |F ∗(y)|−Ndy et |F (x)|−Ndx sont indépendantes du
hoix de B et de la normalisation de F mais la mesure dx dépend de l'invariant relatif hoisi
dans l'égalité (2) du lemme préédent, on dira que la mesure est normalisée à l'aide de F et
ei sera préisé à haque fois.
Ave la normalisation des mesures imposées par les 4 onditions : (N1), (N2) et (1) et (2) du
lemme 3.2.1, on a les propriétés suivantes :
Lemme 3.2.2 Pour f ∈ S(g′−1) on a les relations suivantes :
1. Si σ est une involution de g telle que :
σ(H0) = −H0 et {x ∈ g1|(x, 2H0, σ(x)) est un sl2-triplet } 6= ∅ alors :∫
g1
f ◦ σ(x)|F (x)|−Ndx = ∫
g−1
f(y)|F ∗(y)|−Ndy.
2.
∫
G/G
x
−1
0
f(gx0
−1)dg˙ =
∫
G.x0−1
f(y)|F ∗(y)|−Ndy.
3.
∫
g1
f ◦ Φ(x)|F (x)|−Ndx = ∫
g−1
f(y)|F ∗(y)|−Ndy.
Démonstration: 1) Soit x0 tel que (x0, 2H0, σ(x0)) soit un sl2-triplet alors :∫
g1
f ◦ σ(x)|F (x)|−Ndx =
∫
g1
f ◦ (σθx0)(θx0(x))|F (x)|−Ndx =
∫
g−1
f(σθx0(y))|F ∗(y)|−Ndy,
par le lemme préédent, d'où le résultat par hangement de variable ar σθx0 est une involution
de g−1 puisque σ et θx0 ommutent.
2) Soit :
A =
∫
G/G
x
−1
0
f(gx−10 )dg˙ =
∫
G/Gx0
f(gθx0(x0))dg˙ =
∫
G/Gx0
f ◦ θx0(Θx0(g)x0)dg˙ ,
Comme Θ2x0 est un automorphisme intérieur de G et que G est unimodulaire, on a :
A =
∫
G/Gx0
f ◦ θx0(gx0)dg˙ =
∫
g1
1G.x−10
(θx0(x))f ◦ θx0(x)|F (x)|−Ndx par (N2)
A =
∫
G.x−10
f(y)|F ∗(y)|−Ndy par le lemme préédent.
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3) Soit {x1, ..., xm} un ensemble de représentants des orbites de G dans g′1 et soit :
B =
∫
g1
f ◦ Φ(x)|F (x)|−Ndx =
m∑
i=1
∫
G.xi
f ◦ Φ(x)|F (x)|−Ndx =
m∑
i=1
∫
G/Gxi
f(g−1x−1i )dg˙,
don par le hangement de variable : g → g−1 et en appliquant le résultat préédent, on
obtient :
B =
m∑
i=1
∫
G/G
x
−1
i
f(gx−1i )dg˙ =
m∑
i=1
∫
G.x−1i
f(y)|F ∗(y)|−Ndy =
∫
g−1
f(y)|F ∗(y)|−Ndy.
3.3 Normalisation des invariants relatifs fondamentaux
On rappelle les diérents préhomogènes qui interviennent :
1. (Pt, g1) ave les invariants relatifs fondamentaux F1, ..., Fp et le préhomogène dual :
(Pt, g−1) pour lequel les invariants relatifs fondamentaux sont donnés par F
∗
1 , ..., F
∗
p
(Pt = P (H1, ...,Hp)),
2. (Pt
−, g1) ave les invariants relatifs fondamentaux P1, ..., Pp et le préhomogène dual :
(Pt
−, g−1) pour lequel les invariants relatifs fondamentaux sont donnés par P
∗
1 , ..., P
∗
p
(Pt
− = P (Hp, ...,H1)).
On normalise tous les invariants assoiés à l'ation du parabolique opposé à partir des inva-
riants assoiés à Pt.
De manière préise, étant donné F1, ..., Fp, on hoisira P1, ..., Pk, normalisés de façon que pour
k = 1, ..., p, x ∈ E2(hk) ∩ g1, y ∈ E0(hk) ∩ g1 qui ommutent on ait :
( Fp(x+ y) )
1
mk = Fk(x)Pp−k(y) (R1)
ave mk = 1 à l'exeption des F-formes de (E7, α6) et du as lassique (Cn, αk) ave le para-
bolique P ′0 pour lesquels mk =
1
2 (f.lemme 1.4.7).
Cei détermine la normalisation des invariants relatifs fondamentaux attahés au préhomogène
dual" en posant pour z ∈ g−1, pour k = 1, ..., p − 1 et pour x ∈ E′0(hp−k) ∩ g−1 (resp.y ∈
E′−2(hp−k) ∩ g−1) :
F ∗(z) =
1
F (z−1)
, F ∗k (x) =
1
Pk(x−1)
(resp. P ∗p−k(y) =
1
Fp−k(y−1)
) (R2) ,
qui orrespond simplement à la normalisation (N1) pour haque préhomogène (U+(k)0,U
+(k)1)
ave son dual" et pour haque préhomogène (U−(k)0,U
−(k)1) ave son dual".
On aura don également les relations :
( F ∗p (x+ y) )
1
mk = F ∗k (x)P
∗
p−k(y) (R3)
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lorsque x et y ommutent.
Réiproquement, la donnée de F ∗1 , ..., F
∗
p , dénit également tous les autres invariants relatifs
fondamentaux à partir des relations imposées (R3) et R(2) qui impliqueront la relation (R1).
Une façon d'obtenir ette normalisation onsiste à hoisir un élément X0 =
∑
1≤i≤pXi ∈Wt,
puis de normaliser tous les polynomes en posant :
k = 1, ..., p : Fk(X0) = F
∗
k (Φ(X0)) = 1 , k = 1, ..., p − 1 : Pk(X0) = P ∗k (Φ(X0)) = 1.
Dans le as omplexe on xe un système de Chevalley (Xα)α∈∆ alors g = gR ⊗R C,
gR =
∑
α∈∆ Rhα⊕α∈∆ (RXα⊕RX−α) étant l'algèbre simple réelle onstruite ave le système
de Chevalley préédent.
On hoisira toujours les invariants relatifs fondamentaux, F1, ..., Fp, réels sur gR, e qui est
toujours possible puisque eux-i sont les extensions à g1 des invariants relatifs fondamentaux
des préhomogènes irrédutibles (U+(k)0,U
+(k)1) et que es préhomogènes sont dénis sur R
puisque hk ∈ gR pour k = 1, ..., p (lemme 1.1 p.135 de [Sa-Sh℄).
Ainsi Wt,R = {x ∈Wt | Fk(x) ∈ R∗ pour k = 1, ..., p} 6= ∅.
Soit x la onjugaison sur g assoiée à gR, on a alors pour x ∈ g1 et y ∈ g−1, Fk(x) = Fk(x) et
F ∗k (y) = F
∗
k (y) pour k = 1, ..., p.
3.4 Le as arhimédien
Dans les as réels et omplexes et pour k = 1, ..., p, on dénit les opérateurs diérentiels usuels
(f.par exemple [Sa-Sh℄, [Fa-Ko℄) :
1. Fk(∂) est l'opérateur diérentiel à oeients onstants déni sur g−1 par Fk(∂)e
eB(x,y) =
Fk(x)e
eB(x,y)
et F ∗k (∂) elui déni sur g1 par F
∗
k (∂)e
eB(x,y) = F ∗k (y)e
eB(x,y), ave x ∈ g1 et
y ∈ g−1.
2. Lorsque F = C, Fk(∂) est l'opérateur diérentiel à oeients onstants déni sur
g−1 par Fk(∂)e
eB(x,y) = Fk(x)e
eB(x,y)
et F ∗k (∂) elui déni sur g1 par F
∗
k (∂)e
eB(x,y) =
F ∗k (y)e
eB(x,y), ave x ∈ g1 et y ∈ g−1.
Notons α1, ...αNdp les raines de∆1 et F (
∑
1≤i≤Ndp
xiXαi ) =
∑
n=(n1,...,nNdp)
an
∏
1≤i≤Ndp
xnii
l'expression de Fk dans un système de Chevalley de g alors :
Fk(∂) =
∑
n=(n1,...,nNdp)
an
∏
1≤i≤Ndp
cnii
∏
1≤i≤Ndp
(
∂
∂xi
)ni et
Fk(∂) =
∑
n=(n1,...,nNdp)
an
∏
1≤i≤Ndp
cnii
∏
1≤i≤Ndp
(
∂
∂xi
)ni ,
ci étant le nombre réel ci = B˜(Xαi ,X−αi), en prenant la base duale dans g−1 relativement
à B˜.
ℓ désignant la représentation régulière gauhe de Pt sur C
∞(g±1) : ∀p ∈ Pt l(p)f)(x) =
f(p−1x), on a pour k = 1, ..., p :
∀p ∈ Pt : ℓ(p) ◦ Fk(∂) = χk(p)−1Fk(∂) ◦ ℓ(p) et ℓ(p) ◦ F ∗k (∂) = χ∗k(p)−1F ∗k (∂) ◦ ℓ(p) (∗).
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On rappelle également leur ation sur la transformation de Fourier :
Lemme 3.4.1 1.- Soit f ∈ S(g1), pour m > 0 et k = 1, ..., p, on a :
F((Fk)
m.f) = (2iπ)−mdkFk(∂)
m(Ff) , F( F ∗k (∂)
mf ) = (−2iπ)md′p−k (F ∗k )m.Ff ,
2.- Lorsque F = C on a également :
F((Fk)
m.f) = (2iπ)−mdkFk(∂)
m(Ff) , F( F ∗k (∂)
mf ) = (−2iπ)md′p−k (F ∗k )m.Ff .
dk étant le degré de Fk et d
′
p−k elui de F
∗
k .
Soit s = (s1, ..., sp) ∈ Cp, on pose F s =
∏
1≤i≤p F
si
i , F
∗s =
∏
1≤i≤p F
∗
i
si , |F |s =∏1≤i≤p |Fi|siF
et |F ∗|s =∏1≤i≤p |F ∗i |Fsi .
ω−1 est le aratère signe déni sur R∗ par ω−1(x) =
x
|x| , x ∈ R∗.
Lemme 3.4.2 1.- Pour k = 1, ..., p il existe des polynomes bk et b
∗
k ∈ R[s] tels que
Fk(∂)F
∗s = bk(s)F
∗s−1p+1p−k
et F ∗k (∂)F
s = b∗k(s)F
s−1p+1p−k ,
à l'exeption des formes réelles de (E7, α6) et du as lassique (Cn, αk) ave le parabolique P
′
0
pour lesquels p = 2 et les relations pour k = 1 deviennent :
F1(∂)F
∗s = b1(s)F
∗s1+1
1 F
∗s2−2
2 et F
∗
1 (∂)F
s = b∗1(s)F
s1+1
1 F
s2−2
2 .
2.- Lorsque F = C on a également pour k = 1, ..., p :
Fk(∂)F ∗
s
= bk(s)F ∗
s−1p+1p−k
et F ∗k (∂)F
s
= b∗k(s)F
s−1p+1p−k ,
Fk(∂)Fk(∂)|F ∗|s = bk(s)2|F ∗|s−1p+1p−k et F ∗k (∂)F ∗k (∂)|F |s = b∗k(s)2|F |s−1p+1p−k ,
à l'exeption des formes réelles de (E7, α6) et du as lassique (Cn, αk) ave le parabolique P
′
0
pour lesquels p = 2 et les relations pour k = 1 deviennent :
F1(∂)F ∗
s
= b1(s)F1
∗s1+1F2
∗s2−2
et F ∗1 (∂)F
s
= b∗1(s)F1
s1+1F2
s2−2,
F1(∂)F1(∂)|F ∗|s = b1(s)2|F1|C∗s1+1|F2|C∗s2−2 et F ∗1 (∂)F ∗1 (∂)|F |s = b∗1(s)2|F1|Cs1+1|F2|Cs2−2.
3.- Lorsque F = R on a également pour k = 1, ..., p :
Fk(∂)|F ∗|s = bk(s)ω−1(F ∗p .F ∗p−k)|F ∗|s−1p+1p−k et F ∗k (∂)|F |s = b∗k(s)ω−1(Fp.Fp−k)|F |s−1p+1p−k ,
à l'exeption des formes réelles de (E7, α6) et du as lassique (Cn, αk) ave le parabolique P
′
0
pour lesquels p = 2 et les relations pour k = 1 deviennent :
F1(∂)|F ∗|s = b1(s)ω−1(F ∗1 )|F1|R∗s1+1|F2|R∗s2−2 et F ∗1 (∂)|F |s = b∗1(s)ω−1(F1)|F1|Rs1+1|F2|Rs2−2.
(1l désignant l'élément de Np dont toutes les omposantes sont nulles à l'exeption de la l-ième
qui vaut 1 et 10 ayant toutes les omposantes nulles).
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Démonstration: 1. Donnons-la dans le as général pour la première égalité. Par la relation
(*) et le lemme 1.4.7, Fk(∂)F
∗s
et F ∗s−1p+1p−k sont relativement invariants par ℓ de même
aratère don pour s ∈ Zp ils sont proportionnels d'après la proposition 1.4.5, ainsi il existe
fk : Zp → C telle que ∀s ∈ Zp on ait : Fk(∂)F ∗s = fk(s)F ∗s−1p+1p−k . Soit D le domaine
de dénition de F ∗s; pour x ∈ D et s ∈ Cp posons bk,x(s) = (Fk(∂)F
∗s)(x)
F ∗s−1p+1p−k(x)
, alors bk,x ∈
C∞(D)[s] et vérie ∀n ∈ Zp : bk,x(n) = fk(n) don bk,x est indépendant de x, et à oeients
réels puisque Fk et F
∗
k sont à oeients réels pour k = 1, ..., p.
2 et 3. déoulent de 1. 
Remarque 3.4.3 Les polynomes bk et b
∗
k, k = 1, ..., p, ne dépendent pas de la normalisation
de F1, ..., Fp mais dépendent de B˜ (qui les dénit à un fateur multipliatif près).
On a bk(s1, ..., sp−1, 0) = 0 puisque Fk(∂)F
∗s
est un polynome pour s ∈ Np.
Pour s ∈ C on note bg(s) = bp(0, ..., s) le polynome de Bernstein obtenu à partir de de l'ation
de Fp(∂) sur Fp
∗s
'est à dire elui assoié au préhomogène : (G, g1) (et appelé usuel) et pour
s ∈ Cp soit bg,Pt(s) = bp(s1, ..., sp) le polynome de Bernstein obtenu à partir de l'ation de
Fp(∂) sur
∏
1≤i≤p Fi
∗si
dans le préhomogène (Pt, g1).
Dans le but de montrer que les polynomes bg,Pt sont des produits de polynomes de Bernstein
usuels assoiés à ertains préhomogènes (provenant de entralisateurs d'algèbres de type sl2),
on relie les polynomes bk à ertains polynomes de type “bg,Pt” dans la proposition qui suit.
Pour ei on introduit les notations suivantes :
Soient :
1. X0 =
∑
1≤i≤pXi ∈Wt, X ′ =
∑
1≤i≤kXi la projetion de X0 sur U
+(k)1 = E2(hk)∩g1 et
X =
∑
k+1≤i≤pXi la projetion de X0 sur U
−(p−k)1 = E0(hk)∩g1, ave 1 ≤ k ≤ p−1,
2. Y ′ la projetion de X−10 sur U
+(k)−1 = E−2(hk) ∩ g−1 et Y la projetion de X−10 sur
U−(p− k)−1 = E0(hk) ∩ g−1,
3. s′k l'algèbre engendrée par X
′
et Y ′ et sp−k l'algèbre engendrée par X et Y ,
4. U = U(sp−k) ⊂ U+(k) et U′ = U(s′k) ⊂ U−(p− k).
5. Ak =
B˜(hk, hk)
B˜U(hk, hk)
et Bk =
B˜(2H0 − hk, 2H0 − hk)
B˜U(2H0 − hk, 2H0 − hk)
alors B˜/U = AkB˜U et B˜/U
′ =
BkB˜U′ lorsque U et U
′
sont absolument irrédutibles e qui est toujours vérié lorsqu'on
suppose que dans le as orthogonal (g0, g1) on a la ondition 3k ≤ 2n − 2 pour le type
(∆, λ0) = (Dn, αk) et 3k ≤ 2n − 1 pour le type (∆, λ0) = (Bn, αk).
On note le lieu non singulier" des préhomogènes assoiés à l'ation de sous-groupes parabo-
liques par ” par exemple g1” = g1 − SPt et g−1” = g−1 − S∗Pt .
Alors on a :
Proposition 3.4.4
bk(s1, ..., sp) = A
−dk
k .bU,P (H1,...,Hk)(sp−k+1, ..., sp)
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b∗p−k(s1, ..., sp) = B
−d′
k
k .b
∗
U′,P (Hk+1,...,Hp)
(sk+1, ..., sp)
à l'exeption des R−formes du as exeptionnel (E7, α6) et du as lassique (Cn, αk) ave le
parabolique P ′0 pour lesquels les relations deviennent :
b1(s1, s2) = A
−d1
1 bU(s2)bU(s2 − 1) , b∗1(s1, s2) = B−d
′
1
1 b
∗
U′(s2)b
∗
U′(s2 − 1),
en ajoutant dans le as orthogonal la ondition : 3k ≤ 2n− 2 pour le type (∆, λ0) = (Dn, αk)
et 3k ≤ 2n− 1 pour le type (∆, λ0) = (Bn, αk).
Démonstration: On adapte une démonstration faite dans le as ommutatif (f.lemme 5.6
dans [R-S℄) : soit V l'espae ane suivant :
V = Y + U+(k)−1 = Y + E−2(hk) ∩ g−1 (Y =
∑
k+1≤i≤p
X−1i ),
pour f ∈ C∞(g−1”), on dénit Rf ∈ C∞(U+(k)−1”) par Rf = f(Y + .), il est faile de vérier
que :
(Fk(∂)f)/V = (Fk/E2(hk)∩g1)(∂)(Rf )
La dérivation étant dénie relativement à la restrition de B˜ à U+(k); ainsi il sut de aluler
F ∗s/V .
Or
V = Y + U−1 + [Y,E−2(hk) ∩ g0] = exp(ad(E−2(hk) ∩ g0)(Y + U−1) ⊂ Nt(V ′)
ave V ′ = Y + U−1 don F
∗s/V = F
∗s/V ′ d'où, par orthogonalité des diérents sous-espaes
relativement à B˜, on a
(Fk/E2(hk)∩g1)(∂)(F
∗s/V ) = (Fk/U1)(∂)(F
∗s/V ′),
La dérivation étant dénie relativement à la restrition de B˜ à U.
En dehors des formes réelles du as exeptionnel (E7, α6) et du as lassique (Cn, αk) ave le
parabolique P ′0, les invariants relatifs fondamentaux du préhomogène (P (H1, ...,Hk),U1) sont
donnés pour i = 1, ..., k par la restrition de Fi à U1, que l'on note Gi.
Comme on a pour u ∈ E2(hj) ∩ U1 et v ∈ E0(hj) ∩ U1 qui ommutent (lemme 1.4.7) :
Fp(X + u+ v) = Fk(u+ v)Pp−k(X) = Fj(u)Pp−j(X + v) (X =
∑
k+1≤i≤p
Xi),
on en déduit tous les invariants relatifs normalisés e qui donne pour j = 1, ..., k − 1 :
PUk−j(v) =
Pp−j(X + v)
Pp−k(X)
d'où G∗j =
F ∗p−k+j(Y + . )
F ∗p−k(Y )
pour j = 1, ..., k don
pour y ∈ U−1 on a F ∗j (Y + y) =
{
F ∗j (Y ) pour j = 1..., p − k,
G∗j−(p−k)(y).F
∗
p−k(Y ) pour j = p− k + 1, ..., p.
Ainsi il existe une onstante C (expliite ) telle que :
∏
1≤i≤p F
∗si(Y+y) = C
∏
1≤i≤kG
∗sp−k+i
i (y)
d'où le résultat en tenant ompte du fait que Fk(∂)f)/U = A
−dk
k Gk(∂)f.
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Pour les 2 as restants on a p = 2 et on prend ommes invariants relatifs fondamentaux
G = F2(X + . ) don G
∗ = F ∗2 (Y + . ) d'où
(F ∗s11 F
∗s2
2 )(Y + . ) = F
∗s1
1 (Y )G
∗s2 , F1 =
G2
P1(X)
= F ∗1 (Y )G
2
don
(F1/U1)(∂) = A
−d1
1 F
∗
1 (Y )G(∂)
2.
La démonstration est analogue pour b∗p−k. 
3.5 Fontions Zétas : dénition et équations fontionnelles abstraites
Suivant F.Sato ([Sa 3℄) et J.I.Igusa ([Ig 5℄,[Ig 12℄), au préhomogène (Pt, g1) et à son dual"
sont assoiés des fontions Zétas loales dont on rappelle la dénition.
On note Ω(F∗p) le groupe des aratères ontinus de F∗p 'est à dire que π = (ω, s) ∈ Ω(F∗p) si
π = (π1, ..., πp), π1, ..., πp étant des aratères ontinus de F∗, ils sont dénis pour i = 1, ..., p
par πi(x) = ωi(x)|x|Fsi , si ∈ C, ωi étant un aratère unitaire de {x ∈ F | |x|F = 1} dans le as
arhimédien et ωi étant un aratère unitaire de F∗ dans le as p−adique, ω = (ω1, ..., ωp) ∈ F̂∗p
et s = (s1, ..., sp) ∈ Cp.
Pour x = (x1, ..., xp) ∈ F∗p on a π(x) =
∏
1≤i≤p πi(xi), ω(x) =
∏
1≤i≤p ωi(xi) et |x|s =∏
1≤i≤p |xi|siF .
On note ℜ(π) = ℜ(s) = inf1≤i≤pℜ(si).
Dans le as réel (ou dans le as p−adique), pour a ∈ F∗ on note ω˜a le aratère (d'ordre 2) de
F∗ (trivial sur F∗2) déni par ω˜a(x) = (x, a) ((., .) symbole de Hilbert).
Dénition 3.5.1 Soit π = (ω, s) ∈ Ω(F∗p). Pour f ∈ S(g1) et g ∈ S(g−1), les fontions Zétas
loales des préhomogènes (Pt, g1) et (Pt, g−1) sont dénies pour toute orbite O de Pt dans g”1
et toute orbite O∗ de Pt dans g”−1 par :
ZO(f ;π) = ZO(f ;ω, s) =
∫
O
f(x)π(F (x)) dx , Z∗O∗(g;π) = Z
∗
O∗(g;ω, s) =
∫
O∗
g(y)π(F ∗(y)) dy.
On pose
Z(f ;π) = Z(f ;ω, s) =
∫
g1
f(x)π(F (x))dx , Z∗(g;π) = Z∗(g;ω, s) =
∫
g−1
g(y)π(F ∗(y))dy .
Lorsque F = R, on dénit de même les fontions Zétas assoiées aux orbites de (Pt)R dans
g”1 et g”−1, ave (Pt)R = (Gt)R.Nt, (Gt)R étant la omposante onnexe réelle de Gt.
Notons par * l'involution de Ω(F∗p) et de Cp dénie par :
π∗ = (π1, ..., πp)
∗ = (πp−1, ..., π1, (π1...πp)
−1),
s∗ = (s1, ..., sp)
∗ = (sp−1, ..., s1,−(s1 + ...+ sp).
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à l'exeption des F-formes du as exeptionnel (E7, α6) et du as lassique (Cn, αk) ave le
parabolique P ′0 pour lesquels les relations deviennent :
(π1, π2)
∗ = (π1, (π
2
1π2)
−1) , s∗ = (s1, s2)
∗ = (s1,−(2s1 + s2)).
Théorème 3.5.2 Equation fontionnelle abstraite
Pour f ∈ S(g1) et ω ∈ F̂∗p les intégrales ZO(f ;ω, s) et Z∗O∗(F(f);ω, s) onvergent pour
Re(s) ≥ 0, se prolongent en des fontions méromorphes sur Cp.
De plus il existe des fontions méromorphes aO∗,O(ω, ) et a
∗
O,O∗(ω, ) telles que l'on ait pour
toute orbite O∗ de Pt (resp.(Pt)R) dans g”−1 :
Z∗O∗(F(f);ω, s) =
∑
orbites O de Pt dans g”1
aO∗,O(ω, s)ZO(f ;ω
∗, s∗ −N1p)
et pour toute orbite O de Pt (resp.(Pt)R) dans g”1 :
ZO(f ;ω, s) =
∑
orbites O∗ de Pt dans g”−1
a∗O,O∗(ω, s)Z
∗
O∗(F(f);ω
∗, s∗ −N1p) ) .
(N = dim(g1)
degré de F )
Démonstration: Lorsque p = 1, on a simplement la fontion Zéta du préhomogène :
(g0, g1) et les résultats sont dus à [Sa-Sh℄ dans le as arhimédien et à J.I.Igusa [Ig 5℄ dans le
as p−adique.
Lorsque p ≥ 2 :
1. Dans le as p−adique,on applique le théorème kp de [Sa 3℄ et on utilise notamment le
théorème 2.1.1.
2. Dans le as omplexe, on proède omme dans 3 de [Bo-Ru 1℄ ; on utilise notamment
les lemmes 3.4.1 et 3.4.2 qui impliquent pour k = 1, ..., p :
f ∈ S(g1) Z∗O∗(F(Fkf);ω, s) = (−2iπ)dkbk(s)Z∗O∗(F(f);ω, s − 1p + 1p−k)
ave l'aménagement onvenable lorsque k = 1 pour les deux exeptions.
3. Dans le as réel, on proède omme dans le §5.2 de [Bo-Ru 2℄ soit ave le groupe Pt soit
ave sa omposante onnexe, (Pt)R, et omme dans le as omplexe on utilise notamment
les lemmes 3.4.1 et 3.4.2.
On peut noter qu'il est inutile d'introduire le aratère ω˜−1 lorsqu'on onsidère les fon-
tions zétas assoiées à (Pt)R.

Les oeients des équations fontionnelles sont indépendants des normalisations.
En eet soient F ′1 = a1F1, ..., F
′
p = apFp, une autre famille d'invariants relatifs fondamentaux
du préhomogène (Pt, g1), on note les fontions Zétas assoiées par Z
′
et Z ′∗, F′ la transforma-
tion de Fourier assoiée et les oeients de l'équation fontionnelle par a′O∗,O.
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Pour u = (u1, ..., up) ∈
(
F∗/F∗2)p on dénit les ouverts (éventuellement vides) :
Ou = {x ∈ g1 | F1(x)F∗2 = u1 , F2(x)F∗2 = u1u2 , ..., Fp(x)F∗2 = u1...up},
O∗u = {x ∈ g−1 | F ∗1 (x)F∗2 = up , F ∗2 (x)F∗2 = up−1up , ..., F ∗p (x)F∗2 = up...u1}.
Ainsi que les analogues pour les invariants F ′i , i = 1, ..., p, que l'on note O
′
u et O
′∗
u .
On dénit également les fontions Zétas assoiées, pour f ∈ S(g1) (resp.h ∈ S(g−1)) :
Zu(f ;ω) = Z(f1Ou;ω) (resp.Z
∗
u(h;ω) = Z
∗(h1O∗u ;ω) ) .
Z ′u(f ;ω) = Z
′(f1O′u;ω) (resp.Z
′∗
u (h;ω) = Z
′∗(h1O′∗u ;ω) ) .
Lemme 3.5.3 Soit π ∈ (̂F∗)p alors :
1. a′O∗,O(π) = aO∗,O(π).
2. On exlut les F−formes du as exeptionnel (E7, α6) ainsi que le as lassique (Cn, αk)
ave le parabolique P ′0.
i) On suppose que pour tout u, v ∈ (F∗/F∗2)p il existe un oeient av,u(π) tel que pour
tout f ∈ S(g1) on ait l'équation fontionnelle :
Z∗v (F(f);π) =
∑
u∈(F∗/F∗2)p
av,u(π)Zu(f ;π
∗| |−N1p)
alors on a l'équation fontionnelle :
Z ′∗v (F
′(f);π) =
∑
u∈(F∗/F∗2)p
av′,u′(π)Z
′
u(f ;π
∗| |−N1p),
w = (w1, ..., wp) ∈ F∗/F∗2 → w′ = (w′1, ..., w′p) ∈ F∗/F∗2 déni par w′i = ai−1aiwi.
ii) On suppose que pour tout π ∈ (̂F∗)p il existe un oeient A(π) tel que pour tout
f ∈ S(g1) on ait l'équation fontionnelle :
Z∗(F(f);π) = A(π)Z(f ;π∗| |−N1p)
alors on a les équations fontionnelles :
a) Z ′∗(F(f);π) = A(π)Z ′(f ;π∗| |−N1p).
b) Z ′∗v (F
′(f);π) =
∑
u∈(F∗/F∗2)p a
′
v,u(π)Z
′
u(f ;π
∗| |−N1p) ave
a′v,u(π) =
1
fp
∑
(b1,...,bp)∈
(
F∗/F∗2
)p
( ∏
1≤i≤p
(bi, upvp...up−i+1vp−i+1)
)
A(π(ω˜b1 , ..., ω˜bp)).
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Démonstration: Soient B = (ei)1≤i≤m une base de g1 et B
∗ = (e∗i )1≤i≤m la base duale
pour B˜ alors pour Re(π) > 0
Z(f ;π) = λ
∫
Fm
f(
∑
1≤i≤m
xiei)
∏
1≤j≤p
πj(Fj(
∑
1≤i≤m
xiei))dx1...dxm
ave λ = |(det (θx0/g1) )B
∗
B |
1
2 |Fp(x0)|N .
Soient B′ = (e′i)1≤i≤m une autre base de g1 et B
′∗ = (e′∗i )1≤i≤m la base duale pour B˜ alors
pour Re(π) > 0
Z ′(f ;π) = λ′
∫
Fm
f(
∑
1≤i≤m
x′ie
′
i)
∏
1≤j≤p
πj(F
′
j(
∑
1≤i≤m
x′ie
′
i))dx
′
1...dx
′
m
ave λ′ = |ap|N |(det (θx0/g1) )B
′∗
B′ |
1
2 |Fp(x0)|N = |ap|N |det(P )|λ, P étant la matrie de passage
de B à B′ don par prolongement méromorphe :
Z ′(f ;π) = |ap|N
∏
1≤j≤p
πj(aj) Z(f ;π) , Z
′
O(f ;π) = |ap|N
∏
1≤j≤p
πj(aj) ZO(f ;π) ,
Z ′u(f ;π) = |ap|N
∏
1≤j≤p
πj(aj) Zu′(f ;π).
Pour f ∈ S(g1) et z ∈ g−1 on a F′(f)(z) = |ap|NF(f)(z).
Par le hoix de la normalisation des invariants relatifs fondamentaux (f.§3.3) on a pour
j = 1, ..., p, F ′∗j = cjF
∗
j ave cj =
ap−j
ap
, don par la normalisation des mesures du §3.2 on a
pour g ∈ S(g−1) :
Z ′∗(g;π) = |ap|−N
∏
1≤j≤p
πj(cj) Z
∗(g;π) , Z ′∗O∗(g;π) = |ap|−N
∏
1≤j≤p
πj(cj) Z
∗
O∗(g;π) ,
Z ′∗u (g;π) = |ap|−N
∏
1≤j≤p
πj(cj) Z
∗
u′(g;π),
d'où le résultat de 1. et 2 i),ii)a).
Pour 2)ii),b) soit f le ardinal de
(
F∗/F∗2
)
.
Pour v ∈ (F∗/F∗2)p, h ∈ S(g−1) et Re(π) > 0 on a :
Z∗v (h; π) =
1
fp
∑
(b1,...,bp)∈
(
F∗/F∗2
)p
( ∏
1≤i≤p
(bi, vp...vp−i+1)
)
Z∗(h;π.(ω˜b1 , ..., ω˜bp)) .
Par prolongement méromorphe, ette égalité est vraie pour tout aratère π don, en appli-
quant l'équation fontionnelle abstraite à Z∗(F(f);π.(ω˜b1 , ..., ω˜bp)), on obtient :
Z ′∗v (F(f);π) =
∑
u∈(F∗/F∗2)p
a′v,u(π)Z
′
u(f ;π
∗| |−N1p)
ave a′v,u(π) =
1
fp
∑
(b1,...,bp)∈
(
F∗/F∗2
)p
( ∏
1≤i≤p
(bi, upvp...up−i+1vp−i+1)
)
A(π(ω˜b1 , ..., ω˜bp)). 
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Remarque 3.5.4
1. Plus généralement, soit g′ une algèbre de Lie isomorphe à g, notons T l'isomorphisme de g
sur g′, onsidérons le préhomogène (P (H ′1, ...,H
′
p), g
′
1) ave H
′
i = T (Hi) pour i = 1, ..., p)
et B˜g(H0,H0) = B˜g′(H
′
0,H
′
0), alors pour toute orbite O de P (H1, ...,Hp) dans g”1 et
toute orbite O∗ de P (H1, ...,Hp) dans g”−1 on a :
ag
′
T (O∗),T (O) = a
g
O∗,O.
2. Lorsque p ≥ 2, et en exluant les 2 exeptions du lemme 3.5.7, l'équation fontionnelle
admet une ériture plus simple en utilisant les onventions usuelles (f.[Fa-Ko℄, [Cl℄,
[H 1℄) que l'on rappelle.
On dénit pour π = (π1, ..., πp) ∈ Ω(F∗p), i(π) = (πp, ..., π1) et π˜ = (π1π−12 , ..., πp−1π−1p , πp)
ainsi que l'analogue sur Cp :
pour s = (s1, ..., sp) s˜ = (s1 − s2, ..., sp−1 − sp, sp) , i(s) = (sp, ..., s1),
alors (π˜)∗ = i˜(π)
−1
, (s˜)∗ = −i˜(s) et l'équation fontionnelle s'érit simplement lorsqu'on
pose :
Z˜O( ;π) = ZO( , π˜) , Z˜
∗( ;π) = Z∗( ; π˜) alors
Z˜∗O∗(F(f);π) =
∑
orbites O de Pt dans g”1
a˜O∗,O(π)Z˜O(f ; i(π)
−1| |−N1p) ,
Z˜O(f ; π) =
∑
orbites O∗ de Pt dans g”−1
a˜∗O,O∗(π)Z˜O∗(F(f); i(π)
−1| |−N1p)
ave a˜O∗,O(π) = aO∗,O(π˜) et a˜
∗
O,O∗(π) = a
∗
O,O∗(π˜).
De plus, par le hoix de la normalisation des invariants relatifs fondamentaux, on a la
formule habituelle :
∀x ∈ g”1 π˜(F ∗)(x−1) = i˜(π)
−1
(F )(x).
Dans le as arhimédien, pour s = (s1, ..., sp) ∈ Cp on pose omme dans [Fa-Ko℄ :
Fs = F
s˜ = F s1−s21 ...F
sp−1−sp
p−1 .F
sp
p , (F
∗)s = (F
∗)s˜ alors F ∗s (x
−1) = F−i(s)(x)
et pour m = (m1, ...,mp) ∈ Np tel que m1 ≥ m2 ≥ ... ≥ mp ≥ 0 = mp+1 soient
Fm(∂) = (F1(∂))
m1−m2 ...(Fp(∂))
mp
et F ∗m(∂) = (F
∗
1 (∂))
m1−m2 ...(F ∗p (∂))
mp , alors on a
les relations habituelles :
F ∗m(∂)Fs = Bm(s)Fs−i(m) et Fm(∂)F
∗
s = B
∗
m(s)F
∗
s−i(m)
ave Bm(s) =
∏
{k=1,...,p|mk>mk+1}
[
mk−1∏
j=mk+1
b˜k(s1, ..., sp − j) ] et b˜k(s) = bk(s˜),
ave B∗m(s) =
∏
{k=1,...,p|mk>mk+1}
[
mk−1∏
j=mk+1
b˜∗k(s1, ..., sp − j) ] et b˜∗k(s) = b∗k(s˜)
par appliation du lemme 3.4.2 et de la proposition 3.4.4.
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3.6 Deux exemples fondamentaux
Le alul des oeients apparaissant dans l'équation vériée par les fontions Zétas as-
soiées aux préhomogènes (Pt, g1) (ou bien (G, g1)) se fera par desente en se ramenant à des
préhomogènes de dimensions plus petites dont les invariants relatifs fondamentaux ont des
degrés plus petits.
Dans e paragraphe on rappelle 2 exemples utilisés ultérieurement, ils orrespondent aux as
où l'invariant relatif fondamental de (G, g1) est de degré 1 ou 2.
On rappelle également que pour la fontion Zéta de (G, g1) (resp.(G, g−1) ave un seul inva-
riant relatif fondamental F (resp. F ∗) on a simplement lorsque :
ω ∈ F̂ et s ∈ C, u ∈ F∗/F∗2, f ∈ S(g1) et g ∈ S(g−1) :
Zu(f ;ω, s) = Z(f1{x∈g1|F (x)F∗2=u;ω, s) =
1
|F∗/F∗2|
∑
a∈F∗/F∗2
ω˜a(u)Z(f ; ω˜a.ω, s) ,
Z∗u(g;ω, s) = Z(g1{x∈g−11|F ∗(x)F∗2=u};ω, s) =
1
|F∗/F∗2|
∑
a∈F∗/F∗2
ω˜a(u)Z
∗(g; ω˜a.ω, s) ,
|F∗/F∗2| = ardinal de F∗/F∗2.
3.6.1 g1 est de dimension 1
C'est l'exemple le plus simple de préhomogène : elui assoié à l'ation de Gl1(F) sur F,
'est à dire au as où g est une algèbre déployée de rang 1 :
g = FXα ⊕ Fhα ⊕ FX−α
(Xα, hα,X−α) étant un sl2-triplet, alors H0 =
1
2hα et, ainsi qui'il est dit dans le §3.1, la
normalisation hoisie est :
B˜g(Xα,X−α) = 1(= −2B˜g(H0,H0)) an que ∀(x, y) ∈ F×F on ait τ(B˜g(xXα, yX−α)) = τ(xy).
On rappelle que la mesure de Haar hoisie sur F est autoduale pour F.
Théorème 3.6.1 (Tate [Ta℄ p.319) Soit f ∈ S(F), Z(f ;ω, s) = ∫
F
f(x)ω(x)|x|sdx admet un
prolongement méromorphe à C et satisfait à l'équation fontionnelle :
Z(F(f);ω, s) = ω(−1)ρ(ω, s + 1)Z(f ;ω−1,−s− 1).
On rappelle que les oeients ρ, plus préisément ω(−1)ρ(ω, s) = ω(−1)ρ(ω| |s) (appelés
également ΓF(ω| |s) (f.[Sa 3℄) ou bω(s) (f.[Ig 3℄) ou Γ(ω| |s) dans le as p-adique (f.[Sa-Ta℄)
sont donnés par :
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1. Dans le as omplexe : pour m ∈ Z soit ωm(t) = ( t√
|t|C
)m, on a :
ωm(−1)ρ(ωm, s) = i|m|R(2π)1−2s
Γ(s+ |m|R2 )
Γ(1− s+ |m|R2 )
.
2. Dans le as réel on a :
ρ(ω˜1, s) = π
−s+ 1
2
Γ( s2)
Γ(1−s2 )
= 2.(2π)−sΓ(s) cos(πs2 )
ω˜−1(−1)ρ(ω˜−1, s) = iπ−s+ 12
Γ(1+s2 )
Γ(1− s2)
= 2i.(2π)−sΓ(s) sin(πs2 ) ,
e que l'on peut érire en utilisant la onvention
√
1 = 1 et
√−1 = i :
ω˜a(−1)ρ(ω˜a, s) = 2.(2π)−sΓ(s)
√
ω˜a(−1) cos(π
2
(s+
ω˜a(−1)− 1
2
)).
3. Lorsque F est un orps P-adique de aratéristique résiduelle q, on a
ρ(ω˜1, s) = q
ν(s− 1
2
) 1− qs−1
1− q−s et ρ(ω, s) = q
ν(s− 1
2
)Cωq
m(ω)(s−1/2)
si ω est un aratère de
O∗ = {x ∈ F | |x|F = 1} ramié de degré m(ω) ≥ 1, prolongé sur F∗ en posant ω(π) = 1;
Cω est une somme de Gauss (Cω−1 .Cω = ω(−1)).
Dénition 3.6.2 1. On pose ρ′(ω, s) := ω(−1)ρ(ω, s).
2. Pour x ∈ F∗/F∗2, on dénit : :
ρ(ω, s;x) = ρ(ω| |s;x) := 1|F∗/(F∗)2|
∑
y∈F∗/(F∗)2
(x, y)ρ(ωω˜y| |s).
Dans les notations de F.Sato ([Sa 3℄) on a : ρ′(ω, s) = ΓF(ω, s) et ρ(ω, s;x) = ω(−1)ΓF(ω, s;−x).
Pour b et x ∈ F∗/F∗2, on a ρ(ωω˜b, s;x) = ω˜b(x)ρ(ω, s;x) et
∑
x∈F∗/F∗2(x, δ)ρ(ω, s;xb) =
ρ(ωω˜δ, s)(b, δ).
Dans le as P−adique, on a : ρ(ω, s;x) = qm(ω)(s− 12 )ρ(ω, 12 ;x) lorsque m(ω) > 1.
Alors du théorème préédent on déduit que :
Corollaire 3.6.3 Pour v ∈ F∗/F∗2 et f ∈ S(F), Zv(f ;ω, s) admet un prolongement méro-
morphe à C et satisfait aux équations fontionnelles :
Zv(F(f);ω, s) =
∑
u∈F∗/F∗2
ω(−1)ρ(ω, s + 1;−uv)Zu(f ;ω−1,−s− 1),
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Zv(f ;ω, s) =
∑
u∈F∗/F∗2
ρ(ω, s+ 1;uv)Zu(F(f);ω
−1,−s− 1).
Pour v,w ∈ F∗/F∗2, on a l'égalité :
∑
u∈F∗/F∗2
ρ(ω, s+ 1;u)ρ(ω−1,−s;−uvw) =
{
ω(−1) si v = w
0 sinon.
3.6.2 L'invariant relatif fondamental est une forme quadratique
La fontion Zéta assoiée à une forme quadratique non dégénérée a été étudiée par Rallis et
Shimann [Ra-S℄) ; ils ont, entre autre, établi les équations fontionnelles. On redonne elles
assoiées à notre situation.
Rappelons que, suivant A.Weil, à un aratère quadratique, τ◦φ, φ étant une forme quadratique
non dégénérée dénie sur un espae vetoriel de dimension m, on assoie un nombre omplexe
γ(τ ◦ φ), de module 1. Ave le hoix de τ on a :
1. F = C : γ(τ ◦ φ) = 1,
2. F = R : γ(τ ◦ φ) = eiπ4 (p−q), (p, q) étant la signature de φ,
3. F P-adique : γ(τ ◦ φ) = α(1)m−1α(D)h, D et h étant respetivement le disriminant et
l'invariant de Hasse de φ.
On peut noter que la formule γ(τ ◦ φ) = α(1)m−1α(D)h, est vériée également sur C et
sur R.
Pour t ∈ F∗, l'appliation γτ◦φ(t) = γ(τ ◦ (tφ)) dénit une appliation de F∗/F∗2 dans C∗.
On note α l'appliation assoiée à φ(x) = x2, x ∈ F, et αt = 1|F∗/F∗2|
∑
b∈F∗/(F∗)2
α(b)(t, b) pour
t ∈ F∗/(F∗)2.
On rappelle que :
α(1)α(xy) = α(x)α(y)(x, y) x, y ∈ F∗/F∗2 ([Ra-S]),
et on regroupe par ommodité dans le lemme suivant quelques résultats élémentaires utilisés
partiellement pour simplier les oeients de ertaines équations fontionnelles.
Lemme 3.6.4 A) Pour π ∈ F̂∗ on pose :
h(π) :=
∑
t∈F∗/(F∗)2
α(t)ρ(π; t) (resp. h(s) = h(| |s) , s ∈ C)
alors pour u, c, δ ∈ F∗/(F∗)2 on a :∑
t∈F∗/(F∗)2
αt (t, u)ρ(πω˜t) =
∑
b∈F∗/(F∗)2
α(bu)ρ(π; b) =
α(u)
α(1)
h(πω˜u),
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∑
b∈F∗/(F∗)2
α(bu)(b, δ)ρ(π; bc) = (c, δ)
α(uc)
α(1)
h(πω˜ucδ) .
B) Pour a ∈ {0, 1}, π1, π2 ∈ F̂∗ et u, v, δ ∈ F∗/(F∗)2 on pose :
Aaπ1,π2(u, v, δ) :=
∑
t∈F∗/(F∗)2
(δ, t) α(t)a ρ(π1; tu) ρ(π2; tv)(= A
a
π2,π1(v, u, δ)) ,
ω ∈ F̂∗ Aaω,s1,s2 = Aaω| |s1 ,ω| |s2 (u, v, δ) , Aas1,s2 = Aa| |s1 ,| |s2 (u, v, δ).
On a les égalités suivantes pour b ∈ F∗/(F∗)2 :
1) Aaπ1ω˜b,π2ω˜b(u, v, δ) = (b, uv)A
a
π1,π2(u, v, δ) ,
2) A0π1,π2(bu, bv, δ) = (b, δ)A
0
π1,π2(u, v, δ) ,
3) α(bδ)A1π1 ,π2(u, v, bδ) = α(δ)A
1
π1,π2(bu, bv, δ) ,
4)
∑
u∈F∗/F∗2 ω˜b(u)A
0
π1,π2(u, v, δ) = (v, δb)ρ(π1ω˜b)ρ(π2ω˜δb) ,
5)
∑
u∈F∗/F∗2 ω˜b(u)A
1
π1,π2(u, v, δ) = (v, δb)
α(v)
α(1)
ρ(π1ω˜b)h(π2ω˜δbv)
6) A1π1,π2(u, v, δ) = (v, δ)
α(v)
α(1)
1
|F∗/(F∗)2|
∑
b∈F∗/F∗2
(b, uv)ρ(π1ω˜b)h(π2ω˜bvδ).
Démonstration: A) On utilise les dénitions :
A =
∑
t∈F∗/(F∗)2 αt (t, u)ρ(πω˜t) =
∑
b∈F∗/(F∗)2 α(b)ρ(π;ub) =
∑
c∈F∗/(F∗)2 α(uc)ρ(π; c)
= α(u)α(1)
∑
c∈F∗/(F∗)2 α(c)(u, c)ρ(π; c) =
α(u)
α(1)
∑
c∈F∗/(F∗)2
α(c)ρ(πω˜u; c) =
α(u)
α(1)
h(πω˜u).
B =
∑
b∈F∗/(F∗)2 α(bu)(b, δ)ρ(π; bc) =
∑
b∈F∗/(F∗)2 α(bcu)(bc, δ)ρ(π; b)
=
α(1)
α(δ)
(u, δ)
∑
b∈F∗/(F∗)2
α(bcuδ)ρ(π; b) =
α(ucδ)
α(δ)
(u, δ)h(πω˜ucδ) = (c, δ)
α(uc)
α(1)
h(πω˜ucδ) .
B) 1)2)3) sont immédiats.
Pour 4) et 5) on rempae Aa par sa valeur d'où :
Sb(a) =
∑
u∈F∗/F∗2
ωb(u)A
a
π1,π2(u, v, δ) = ρ(π1ω˜b)
∑
t∈F∗/F∗2
(t, δb)α(t)aρ(π2; tv)
= ρ(π1ω˜b)(v, δb)
∑
t∈F∗/F∗2
α(t)aρ(π2ω˜δb; tv) = ρ(π1ω˜b)(v, δb)
∑
t∈F∗/F∗2
α(vt)aρ(π2ω˜δb; t)
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or
∑
t∈F∗/F∗2
α(vt)aρ(π2ω˜δb; t) =

ρ(π2ω˜δb) si a = 0
α(v)
α(1)
∑
t∈F∗/F∗2 α(t)ρ(π2ω˜δvb; t) =
α(v)
α(1)
h(π2ω˜δvb) si a = 1.
6) se déduit de 5) puisque
1
|F∗/(F∗)2|Sb(1) est le oeient de la fontion f( ) = A
1
π1,π2( , v, δ)
dans la base {ω˜b, b ∈ F∗/(F∗)2} des fontions dénies sur F∗/(F∗)2. 
Théorème 3.6.5 (Rallis-Shimann) On suppose que g est simple, que (g0, g1) est 1-irrédutible,
que 2H0 est 1-simple et que l'invariant relatif fondamental, F, est une forme quadratique de
disriminant D.
Soient N = 12dim(g1), C = B˜(H0,H0), γτ◦F =
∑
a∈F∗/F∗2 βa(F )ω˜a et δ = (−1)[N ]D.
1)
Z∗(F(f);ω, s)
ω(C)−2|C|−2s−N
F
= ρ(ω, s + 1)
∑
a∈F∗/F∗2
βa(F )(a,−1)ρ(ωω˜a, s+N)Z(f ; ω˜aω−1,−s−N).
2) Lorsque N est un entier, on a :
Z∗(F(f);ω, s)
ω(C)−2|C|−2s−N
F
= ρ(ω, s+ 1)γ(τ ◦ F )ρ(ωω˜δ, s +N)Z(f ; ω−1ω˜δ,−s−N).
3) Lorsque N n'est pas un entier, on a :
Z∗(F(f);ω, s)
ω(C)−2|C|−2s−N
F
=
α(−1)
α(δ)
γ(τ ◦ F )ρ(ω, s+1)
∑
u∈F (g1)∗/F∗2
α(δu)h(ωω˜δu| |s+N )Zu(f ; ω−1,−s−N).
4) Lorsque F = R et F est anisotrope, Z∗(F(f); s) = AN (s)Z(f ;−s−N), ave
AN (s) = −2|C|−2s−NR (2π)−2s−N−1Γ(s+ 1)Γ(s +N) sin(πs).
5) Pour v ∈ F (g1)∗/F∗2 on a :
Z∗v (F(f);ω, s) = ω(C)
−2|C|−N−2s
F
∑
u∈F (g1)∗/F∗2
a(F )v,u (ω, s)Zu(f ; ω
−1,−s−N),
Zv(f ;ω, s) = ω(C)
2|C|N+2s
F
∑
u∈F (g1)∗/F∗2
a(F )v,u (ω, s)Z
∗
u(F(f); ω
−1,−s−N) ave
a
(F )
v,u (ω, s) =
∑
t∈F/F∗2 γτ◦F (t)ρ(ω, s + 1; tv)ρ(ω, s +N ; tu)
= α(−1)aN γ(τ ◦ F )AaNω,s+1,s+N (v, u, δ) , aN =
{
0 si N ∈ N,
1 si N /∈ N.
6) Pour u, v ∈ F (g1)∗/F∗2 on a :∑
w∈F (g1)∗/F∗2
a(F )v,w(ω, s)a
(F )
w,u(ω
−1,−s−N) = δu,v,
∑
w∈F (g1)∗/F∗2
AaNω,s+1,s+N(v,w, δ)A
aN
ω−1 ,−s−N+1,−s
(w, u, δ) = α(−1)2aN γ(τ ◦ F )2δu,v.
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Démonstration: 1) Elle onsiste simplement à exprimer les résultats de [Ra-S℄ dans nos
notations.
Soit E un espae vetoriel de dimension n, F une forme quadratique dénie sur E non dégé-
nérée,
β(x, y) = F (x+ y)− F (x)− F (y) , x, y ∈ E
la forme bilinéaire symétrique assoiée, induisant un isomorphisme linéaire entre E et E∗ déni
par :
f ∈ S(E) : fˆ(x) =
∫
E
f(y)τ(β(x, y))dF y , x ∈ E ,
dFx étant la mesure de Haar de E autoduale orrespondante :∫
E
fˆ(y)τ(−β(x, y))dF y = f(x), x ∈ E .
Si on pose pour ω| |s aratère ontinu de F∗ :
f ∈ S(E) : Z ′f (ω, s) =
∫
E
f(x)ω(F (x))|F (x)|s−n2 dFx
on a le théorème 2.13 p.521 de [Ra-S℄ :
Z ′f (ω, s) = ρ(ω, s −
n
2
+ 1)
∑
a∈F∗/F∗2
βa(F )ω˜a(−1)ρ(ωω˜a, s)Z ′fˆ (ω˜aω−1,−s+
n
2
).
Ii E = g1, dx étant la mesure de Haar de g1 normalisée par F au sens du 3.2 il existe une
onstante µ telle que dFx = µdx.
Comme 2H0 est 1-simple, F est non dégénérée et on note Ψ l'isomorphisme de g1 dans g−1
déni par
x, y ∈ g1 B˜(x,Ψ(y)) = β(x, y) ,
alors pour f ∈ S(g1) et x ∈ g1 on a
fˆ(x) = µ(Ff)(Ψ(x)) , f(x) = µ
∫
g1
(Ff)(Ψ(y))τ(B˜(−x,Ψ(y)))dF y.
On reprend les notations et les résultats de la démonstration du lemme 3.2.1.
Soit B une base de g1, B
∗
la base duale dans g−1 pour B˜, omme :∫
g1
g(Ψ(x))dFx = µλ
2|det(Ψ)|−1
F
∫
g−1
g(y)dy ave dx = λdBx,
on a :
f = µ2λ2|det(Ψ)|−1
F
F(Ff) = µ2λ2|det(Ψ)|−1
F
f d'où µ =
√|det(Ψ)|F
λ
et pour g ∈ S(g−1) on a
∫
g−1
g(y)dy = µ
∫
g1
g(Ψ(x))dF x.
Comme ∀x ∈ g1 et g ∈ G on a Ψ(gx) = χ(g) g.Ψ(x), le polynome F ∗ ◦ Ψ est relativement
invariant par G don il existe une onstante non nulle, notée α, telle que F ∗ ◦ Ψ = αF. Il
est faile de vérier que α est indépendant de la normalisation de F et par onséquent de la
F-forme g onsidérée.
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Soit x0 ∈ g′1, on a pour tout x ∈ g1, 1αF ∗(Ψ(x)) = F (x) = F ∗(θx0(x)).F (x0)2 par (3) du 3.2
don les 2 formes quadratiques F (x0)
2.F ∗ ◦ θx0 et 1αF ∗ ◦ Ψ sont égales d'où elles ont même
disriminant don
α−2Ndet(Ψ)2 = det(θx0/g1)
2F (x0)
4N
or λ = |det(θx0/g1)|
1
2
F
|F (x0)|NF d'où µ = |α|
N
2
F
.
Il reste à déterminer α. Comme [Ψ(x), x] est dans le entre de g0 (prop.1.1.10 [Ru 2℄), il est
proportionnel à H0 lorsque g1 est un g0 module absolument simple. On vérie que ei est
également vrai dans l'unique as restant puisqu'on peut supposer que l'algèbre g est déployée
et qui est, vu les hypothèses, de type (An, {α1, αn}) ( [Ru 2℄,propositions 3.3.7 et 3.3.8).
Ainsi Ψ(x) = − 1CF (x)Φ(x) pour x ∈ g′1 don F ∗(Ψ(x)) =
1
C2
F (x) et α = 1
C2
.
On applique le théorème 2.13 de [Ra-S℄ en notant que pour f ∈ S(g1), on a :
Z∗(F(f);ω, s) = ω(C)−2|C|−2s
F
Z ′
fˆ
(ω, s +N) et Z ′f (ω, s) =)|C|−NF Z(f ; ω, s −N).
2) De l'égalité :
(∗) γτ◦F (t) = γ(τ ◦ F )ω˜δ(t)
(
α(t)α(−1)
)aN
([Ra-S]),
on déduit que :
βa(F ) =
{
0 si a 6= δ
γ(τ ◦ F ) si a = δ, lorsque aN = 0
et pour a ∈ F∗ :
βa(F ) = α(−1)γ(τ ◦ F ) 1|F∗/(F∗)2|
∑
y∈F∗/(F∗)2
(y, aδ)α(y) = α(−1)γ(τ ◦ F )αaδ pour aN = 1.
Comme γ(τ ◦ F ) = γτ◦F (−1) = γ(τ ◦ F )(δ,−1)(α(−1))2aN , on a :
βa(F ) =
{
0 si a 6= δ
γ(τ ◦ F )(δ,−1) si a = δ, lorsque aN = 0
d'où 2) et lorsque aN = 1 :
βa(F ) = α(−1)γ(τ ◦ F )(a,−1) 1|F∗/(F∗)2|
∑
y∈F∗/(F∗)2
(y, aδ)α(y)
d'où 3) en utilisant le A) du lemme 3.6.4.
5) On a :
a(F )v,u (ω, s) =
1
|F∗/F∗2|
∑
a,b∈(F/F∗2)2
(a, uv)(b,−u) βb(F ) ρ(ωω˜a| |s+1)ρ(ωω˜ab| |s+N )
or βb(F ) =
1
|F∗/F∗2|
∑
t∈F∗/F∗2
(b, t)γτ◦F (t) don βb(F ) =
(b,−1)
|F∗/F∗2|
∑
t∈F∗/F∗2
(b, t)γτ◦F (t) d'où la
1ère égalité et la seonde résulte de la relation (*) appliquée à la 1ère égalité. 
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Remarque 3.6.6 1) Lorsque F = R on a bg(s) = b∗g(s) =
1
C2
s(s+N − 1).
En eet il sut de onsidérer une base B = {ei, 1 ≤ i ≤ 2N} de g1 dans laquelle
F (
∑
1≤i≤2N
xiei) =
∑
1≤i≤2N
aix
2
i ;
dans la base de g−1, duale pour B˜, et notée (e
∗
i )1≤i≤2N , on aura :
Ψ(
∑
1≤i≤2N
xiei) = 2
∑
1≤i≤2N
aixie
∗
i d'où F
∗(
∑
1≤i≤2N
yie
∗
i ) =
1
4C2
∑
1≤i≤2N
y2i
ai
par le alul préédent. 
2) Rappelons que le oeient est indépendant de la normalisation de F 'est à dire que
pour u et v éléments de F (g1)
∗/(F∗)2 et t ∈ F∗ on a : a(tF )tv,tu = a(F )v,u .
3) i) Dans le as réel, on a pour x = ±1 : ρ(ω˜±1, s;x) = ω˜±1(x)(2π)−sΓ(s)e−ixπ2 s et pour
u, v = ±1 : m ∈ N :
Aas1,s2(u, v, (−1)m) = 2.(2π)−(s1+s2)Γ(s1)Γ(s2) im cos
π
2
(s1u+ s2v +m− a
2
).
ii) Dans le as p−adique, lorsque la aratéristique résiduelle est diérente de 2, on note ǫ
un élément de O∗ − (O∗)2, alors {1, ǫ, π, ǫπ} est un ensemble de représentants dans F∗ de
F∗/(F∗)2.
Soit C0 la onstante dénie par :
C0 =
∫
|x|=q
τ(x) χ0(x)|x|− 12dx
χ0 étant l'unique aratère non trivial de O
∗
tel que m(χ0) = 1, on a C
2
0 = (π,−1) = (−1q )
(symbole de Jaobi) et
Γ(χ0| |s) = C0qs−
1
2 = χ0(−1)ρ(χ0| |s) = (π,−1)ρ(χ0| |s) ( [Sa-Ta℄).
Soient s0 ∈ C déni par |π|s0 = (π,−1) et s1 ∈ C déni par |π|s1 = −1, on a :
ρ(ω˜π| |s) = ρ(χ0| |s+s0) = C0qs−
1
2 , ρ(ω˜ǫπ| |s) = ρ(ω˜π| |s+s1) = −C0qs−
1
2 ,
ρ(ω˜ǫ| |s) = ρ(| |s+s1) = 1 + q
s−1
1 + q−s
et α(1) = α(ǫ) = 1, α(π) = C0 = −α(ǫπ) (prop.4-1 p.537 de [Ra-S℄)
d'où α1 = αǫ =
1
2 et απ = −αǫπ = 12C0(π,−1).
Pour s ∈ C soit f(s) = q− 12 (qs − q−s), alors :
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Lemme 3.6.7 F est un orps p-adique de aratéristique résiduelle diérente de 2 et τ est
d'ordre 0 alors :
A) Pour u ∈ F∗/F∗2 et s ∈ C on a :
α(u)h(ω˜u| |s) = 1 + ω˜ǫ(u)
2
[(u, π)q
s−
1
2 +
1− q−1
1− q−2s ]−
1− ω˜ǫ(u)
2
.
qs−1 − q−s
1− q−2s .
B) Pour a ∈ {0, 1} et u, v, δ ∈ F∗/F∗2 on a :
2(1− q−2s1)(1 − q−2s2)Aas1,s2(u, v, δ)
=
∑
ǫ1,ǫ2,ǫ3∈{−1,1}
P a,ǫ1,ǫ2,ǫ3s1,s2 (u, v, δ)
1 + ǫ1 ω˜ǫ(u)
2
.
1 + ǫ2ω˜ǫ(v)
2
.
1 + ǫ3ω˜ǫ(δ)
2
ave :
1. P 0,1,1,1s1,s2 (1, x, y) = (1− q−1)2 + ω˜π(y)f(s1 − 12)f(s2 − 12) + ω˜π(−xy)f(s1)f(s2),
2. P 0,1,−1,1s1,s2 (1, x, y) = −(1− q−1).
(
f(s2 − 12) + ω˜π(y)f(s1 − 12 )
)
,
3. P 0,1,1,−1s1,s2 (1, x, y) = −C0ω˜π(−y) .
(
f(s1)f(s2 − 12) + ω˜π(x)f(s2)f(s1 − 12)
)
,
4. P 0,1,−1,−1s1,s2 (1, x, y) = C0(1− q−1).
(
f(s2)ω˜π(x) + ω˜π(−y)f(s1)
)
,
5. P 1,1,1,1s1,s2 (x, y, 1) = (1− q−1)2 −
(
ω˜π(x)f(s1)f(s2 − 12) + ω˜π(y)f(s1 − 12 )f(s2)
)
,
6. P 1,−1,−1,1s1,s2 (x, y, 1) = f(s1 − 12)f(s2 − 12) + ω˜π(−xy)f(s1)f(s2),
7. P 1,1,−1,1s1,s2 (x, y, 1) = (1− q−1).
(
ω˜π(x)f(s1)− f(s2 − 12 )
)
,
8. P 1,−1,1,1s1,s2 (x, y, 1) = (1− q−1).
(
ω˜π(y)f(s2)− f(s1 − 12 )
)
.
Démonstration: Elle résulte d'un simple alul et des résultats de 3.6.4. 
Pour s ∈ C, posons f+(s) = q− 12 (qs + q−s) et
A1s1,s2(x, y, 1) = 2(1 − q−2s1)(1 − q−2s2)P (x, y),
Le alul expliite donne don :
1. Lorsque x, y ∈ {1, ǫ} :
P (x, y) =

(1− q−1)2 − 2q− 12 f+(s1 + s2 − 12)(π, x) + (π, x)(1 + q−1)f+(s2 − s1) lorsque x = y,
(1− q−1)2 + (π, y)(1 − q−1)f(s2 − s1) lorsque x 6= y.
2. Lorsque x ∈ {π, ǫπ} et y ∈ {1, ǫ} :
P (x, y) = (1− q−1)
(
(π, y)f(s2)− f(s1 − 1
2
)
)
.
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3. Lorsque x ∈ {1, ǫ} et y ∈ {π, ǫπ} :
P (x, y) = (1 − q−1)
(
(π, x)f(s1)− f(s2 − 1
2
)
)
.
4. Lorsque x, y ∈ {π, ǫπ} : P (x, y) =
−q− 12 f+(s2−s1)
(
1+(π,−xy)
)
+
(
1+(π,−xy)q−1
)
q−
1
2
(
(π,−xy)qs1+s2− 12+q−(s1+s2− 12 )
)
.
Notons également que :
Lemme 3.6.8 Dans le as réel ou p-adique de aratéristique résiduelle diérente de 2 ave
τ d'ordre 0, on a :
1. A1
s,s+ 1
2
(1, x, 1) = 0 pour x 6= 1 et
A1
s,s+ 1
2
(1, 1, 1) = |2|−2s+
1
2
F
ρ(| |2s) = h(ω˜u| |s)ρ(ω˜u| |s+ 12 ) pour u ∈ F∗/F∗2.
2. h(ω˜u| |s) = |2|−2s+
1
2
F
ω˜u(−1)ρ(ω˜u| |−s+ 12 )ρ(| |2s) pour u ∈ F∗/F∗2.
Démonstration: 1) Résulte d'un simple alul à l'aide de la formule expliite dans le
as réel (et on utilise la formule de dupliation de Legendre) et dans le as p-adique de
aratéristique résiduelle diérente de 2 (relation B)5, du lemme 3.6.7).
On vérie que la fontion dénie par :
x ∈ F∗/F∗2 f(x) = h(ω˜x| |s)ρ(ω˜x| |s+ 12 )
est onstante, soit en eetuant le alul diretement, soit par la relation 5)B du lemme 3.6.4
puisque
1
|F∗/F∗2|
∑
x∈F∗/F∗2
ω˜x(a)f(x) = A
1
s+ 1
2
,s
(a, 1, 1) = A1
s,s+ 1
2
(1, a, 1) = 0 pour a 6= 1
don f(x) = f(1).
La dernière égalité s'obtient ave l'identité ρ(ω˜u| |s+ 12 )ρ(ω˜u| |−s+ 12 ) = ω˜u(−1). 
Remarques :
1) Au vu du lemme 3.6.8, il semble inutile d'introduire la fontion h(π) (ii quotient de
fontions ρ de Tate) mais je ne sais pas si e résultat subsiste en aratéristique résiduelle
diérente de 2 lorsque F est un orps p−adique.
2) Par le 5) du théorème 3.6.5, les valeurs prises par A1
s,s+ 1
2
( , , 1) sont les les oeients
de l'équation fontionnelle de la fontion Zêta assoiée à une forme quadratique isotrope de
disriminant −1, as traité dans [Da-Wr℄, malheureusement nos résultats (B) du lemme 3.6.7)
ne sont pas en aord ave les résultats de la proposition 2.5 de [Da-Wr℄.
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3.7 Appliation au as arhimédien
L'équation fontionnelle abstraite permet de déterminer le polynome bg,Pt , et par onsé-
quent tous les polynomes bk, k = 1, ..., p, par desente.
O étant une orbite de P dans g”1 et O
∗
étant une orbite de Pt dans g”−1, les opérateurs
diérentiels introduits au 3.4 permettent lassiquement de déterminer la forme des oeients
aO,O∗. Ce oeient est noté simplement a(ωm, s) dans le as omplexe puisque g”1 (resp.
g”−1) est une seule orbite.
Lemme 3.7.1 On suppose que p ≥ 1. ∀s ∈ Cp et k = 1, ..., p :
1. Dans le as omplexe, soit a(s) = a(ω0, s) :
a(s) = (2iπ)−2dk
(
bk(s)
)2
a(s− 1mk 1p + 1p−k)
= (2iπ)−2d
′
p−k
(
b∗k(s
∗ − 1p−k − (N − 1)1p)
)2
a(s− 1k).
2. Dans le as réel :
aO∗,O(ω˜±1; s) = (−2iπ)−dkbk(s)aO∗,O(ω˜±1ω˜1p−1ω˜
1p−k
−1 ; s− 1mk 1p + 1p−k)
= (2iπ)−d
′
p−kb∗k(s
∗ − 1p−k − (N − 1)1p)aO∗,O(ω˜±1ω˜1k−1; s− 1k).
mk = 1 à l'exeption du as lassique (Cn, αk) ave le parabolique P
′
0 et des formes de (E7, α6)
pour lesquels
1
m1
= 2 (et k = 1).
Démonstration: Pour établir e résultat "lassique," dans le as réel on alule de 2
manières Z∗O∗(F(Fkf);ω, s) et Z
∗
O∗(F(F
∗
k (∂)f);ωω˜
1k
−1, s − 1k).
Pour Z∗O∗(F(Fkf);ω, s), on applique d'une part le théorème 3.5.2, d'autre part on applique
d'abord le lemme 3.4.1 à F(Fkf) puis une intégration par partie suivie du lemme 3.4.2 et pour
nir à nouveau le théorème 3.5.2.
Pour Z∗O∗(F(F
∗
k (∂)f);ωω˜
1k
−1, s−1k), on applique d'une part le lemme 3.4.1 à F(F ∗k (∂)) puis
le théorème 3.5.2, d'autre part on applique d'abord le théorème 3.5.2 puis une intégration par
partie suivie du lemme 3.4.2.
Dans le as omplexe, on proède de même ave Z∗(F(|Fk|Cf); s) et Z∗(F(F ∗k (∂)F ∗k (∂)f); s−
1k). 
En prenant k = p puis en appliquant à 2 reprises (ave s onvenable") le lemme 3.7.1, on en
déduit :
Lemme 3.7.2 1. Dans le as omplexe :
Pour p ≥ 1 on a : bp(s)2 = b∗p(s∗ − (N − 1)1p)2.
Pour p ≥ 2 et k = 1, .., p − 1 on a : bp(s)2 = bk(s)2b∗p−k(s∗ − (N − 1)1p)2,
à l'exeption des formes de (E7, α6) et du as lassique (Cn, αk) ave le parabolique P
′
0
pour lesquels on a :
(
b2(s)b2(s− 12)
)2
=
(
b1(s)b
∗
1(s
∗ − (N − 2)12)
)2
.
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2. Dans le as réel :
Pour p ≥ 1 on a : bp(s) = (−1)db∗p(s∗ − (N − 1)1p).
Pour p ≥ 2 et k = 1, .., p − 1 on a : bp(s) = bk(s)(−1)d′k b∗p−k(s∗ − (N − 1)1p),
à l'exeption des formes de (E7, α6) et du as lassique (Cn, αk) ave le parabolique P
′
0
pour lesquels on a : b2(s)b2(s− 12) = b1(s)b∗1(s∗ − (N − 2)12).
Ave les notations de la proposition 3.4.4, on obtient :
Proposition 3.7.3 On suppose que p ≥ 2. Soient b = bg,P (H1,..,Hp), P1 et P2 les sous-groupes
paraboliques assoiés respetivement à H1, ..,Hk dans Aut(U) et à Hk+1, ..,Hp dans Aut(U
′).
On a :
b(s1, ..., sp) = A
−dk
k B
−d′
k
k bU,P1(sp−k+1, ..., sp)bU′,P2(s1, ..., sp−k−1,
∑
p−k≤i≤p
si + rk)
ave rk =
p1+2p2
2d′
k
et pour i = 1, 2 : pi =dim(Ei(hk) ∩ gi),
à l'exeption du as lassique (Cn, αk) ave le parabolique P
′
0 et des formes de (E7, α6) pour
lesquelles on a :
b(s1, s2) = ± C4. s2(s2 + 3)(2s1 + s2 + 4)(2s1 + s2 + 7) ave C = 2
B˜(H0,H0)
.
Démonstration: 1) Dans le as réel, on applique les lemmes 3.7.2 et 3.4.4.
Soit NU′ la onstante assoiée au préhomogène (U
′
0,U
′
1), dans les notations du lemme 1.4.7 et
ave ette démonstration on a :
N =
2p0,2 + p1
2d′km
′
k
= (
p1
2d′k
+
dim(U′) + p2
d′k
)
1
m′k
=
rk
m′k
+NU′ don N −NU′ = rk
m′k
.
Lorsque dk + d
′
k = dp, la relation (3) de la démonstration du lemme 1.4.7 nous donne m
′
k = 1
d'où le résultat.
Sinon on est dans l'un des 2 as ités dans la proposition et k = 1 ave m′1 =
1
2 , d1 = d
′
1 = d
et on a :
b2(s1, s2)b2(s1, s2 − 1) = (A1B1)−d1bU(s2)bU(s2 − 1)bU′(2s1 + s2 + 2r1 − 1)bU′(2s1 + s2 + 2r1).
Dans le as des formes réelles de (E7, α6), les invariants relatifs fondamentaux des préhomo-
gènes (U0,U1) et (U
′
0,U
′
1) sont des formes quadratiques et on applique la remarque 3.6.3 en
notant que N = 4r1 = 8.
2) Dans le as omplexe, on applique le résultat du as réel ((gR)0, (gR)1) ave le sous-groupe
parabolique assoié àH1, ...,Hp ar les 2 préhomogènes ont les mêmes polynomes de Bernstein.

Remarque 3.7.4 :
1. On ne donne pas le résultat lorsque le préhomogène est de type (Cn, αk) ave l'ation
du sous-groupe parabolique P ′0 ar e résultat ne sera pas utilisé ultérieurement ; lorsque
l'algèbre est déployée, don k est pair, b(s1, s2) est proportionnel à :
k
2
−1∏
j=0
(
(s2 + 2j)(2s1 + s2 + 2n− 2k − 1− 2j)
)
.
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Dans le as (E7, α6), ave la normalisation C = 1, on établira que b(s1, s2) est unitaire
(f orollaire 8.1.5).
2. A l'exeption des as indiqués dans la proposition 3.7.3, on a immédiatement par réur-
rene l'existene, pour ℓ = 1, ..., p, de nombres rationnels positifs, λℓ,j, j = 1, ..., dp−ℓ+1−
dp−ℓ, ave d0 = 0, tels que b(s1, ..., sp) soit proportionnel à :
p∏
ℓ=1
(dp−ℓ+1−dp−ℓ∏
j=1
(sℓ + ...+ sp + λℓ,j)
)
.
Si on note λgℓ,j eux assoiés au préhomogène (Pt, g1) alors on a la formule de réurrene
suivante :
λgℓ,j =
{ λU′ℓ,j + rk ℓ = 1, ..., p − k
λUℓ−p+k,j ℓ = p− k + 1, ..., p.
b(s1, ..., sp) sera donné expliitement dans haque as lorsque le sous-groupe parabolique
est maximal parmi les sous-groupes paraboliques très spéiaux.
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4 Déomposition des mesures sur g1 et g−1 et appliation
Dans le as arhimédien, on a montré que le polynome de Bernstein, bg,Pt , assoié au
préhomogène (Pt, g±1) est un produit de 2 polynomes de Bernstein assoiés à 2 préhomogènes
de rang plus petits (f.prop.3.7.3). Il en est de même, sous une forme plus élaborée faisant
intervenir les orbites, pour les oeients de l'équation fontionnelle vériée par la fontion
Zéta (f.§ 5).
Pour obtenir e type de résultat, on se propose de déomposer les mesures de Haar sur g±1
sous l'ation du radial unipotent du sous-groupe parabolique assoié à tk = Fhk ⊕ FH0, ave
1 ≤ k ≤ p − 1, de donner la déomposition orrespondante sur la transformation de Fourier
ainsi que l'expression de la mesure relativement invariante par Ghk sur Whk (f.lemme 1.1.1).
Ces résultats généralisent eux obtenus antérieurement dans le as ommutatif ([Mu 1℄) et
utilisés dans [Bo-Ru 2℄ (th.4.28).
4.1 Notations
Pour i, j ∈ Z soit Ei,j = Ei,j(hk) = Ei(hk) ∩ Ej(2H0 − hk) et pi,j sa dimension, notée égale-
ment pi lorsque i = j (pi := pi,i).
On note : E′2,0 = {x ∈ E2,0 | (x, hk) se omplète en un sl2-triplet 1-adapté } et E′0,2 = {x ∈
E0,2 | (x, 2H0 − hk) se omplète en un sl2-triplet 1-adapté }.
On rappelle que :
Wk := Whk = {x+ y | x ∈ E′2,0, y ∈ E′0,2, [x, y] = 0}
et on note :
nk := ntk = E−1,1 ⊕ E−2,2 , Nk := Ntk = exp(ad(nk)).
Lorsque x+ y ∈ Wk, soit θx := θx,hk(−1), θy := θy,2H0−hk(−1) et θx+y := θx+y,2H0(−1) alors
θx+y = θx.θy = θy.θx est une bijetion de Ei,j sur E−i,−j donnée par :
θx/E−1,±1 = −ad(x)/E−1,±1 , θx/E1,±1 = −ad(x−1)/E1,±1 , θ2x/Ei,j = (−1)i.Id
θx/E−2,±2 =
1
2
ad(x)2/E−2,±2 , θx/E2,±2 =
1
2
ad(x−1)2/E2,±2
ave des relations analogues pour θy.
Dénition 4.1.1 Pour x+ y ∈Wk, soit Fx,y la restrition de B˜(θx+y( ), ) à E−1,1 ×E−1,1,
Qx,y la forme quadratique assoiée, pour A,B ∈ E−1,1 on a :
Fx,y(A,B) = B˜([x, [y
−1, A]], B) , Qx,y(A) =
1
2
Fx,y(A,A) =
1
2
B˜((ad(A)2(x), y−1),
et γk(x, y) la onstante assoiée au aratère quadratique τ ◦ Qx,y lorsque E1,1 6= {0}, et
γk(x, y) = 1 sinon.
γk( , ) est onstante sur les orbites de Ghk dans Whk .
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Dénition 4.1.2 V étant un sous-espae vetoriel de g et V ∗ son dual dans g pour B˜, on
note FV (resp.FV ) la transformation de Fourier dénie sur V par la la restrition de τ ◦ B˜
(resp.τ ◦ B˜) à V × V ∗
4.2 Mesures sur les sous espaes Ei,j et E−i,−j pour (i, j) 6= (0, 0)
Lemme 4.2.1 Pour (i, j) 6= (0, 0) il existe une unique mesure de Haar sur Ei,j et une unique
mesure de Haar sur E−i,−j, notées dx, telles que :
1. FE−i,−j ◦ FEi,j = FE−i,−j ◦ FEi,j = IdEi,j
2. Pour tout x+ y ∈Wk et f ∈ L1(E−i,−j) on a :∫
Ei,j
f(θx+y(z)) dz = |Fk(x)|
ipi,j
dk |Pp−k(y)|
jpi,j
d′
k
∫
E−i,−j
f(u) du.
Démonstration: Omise ar elle est analogue à elle du lemme 3.2.1 en se rappelant
que |det(θx+y/Ei,j)| 12 |Fk(x)|
ipi,j
2dk |Pp−k(y)|
jpi,j
2d′
k
est une onstante (f.démonstration du lemme
1.4.7) ; dans une base B de Ei,j (don E−i,−j est muni de la base B
∗
duale pour B˜) elle a
pour expression dz = λBdBz ave :
λB = |det( θx+y : Ei,j(B)→ E−i,−j(B∗) )|
1
2 |Fk(x)|
ipi,j
2dk |Pp−k(y)|
jpi,j
2d′
k
(et
1
λB
dB∗z sur E−i,−j). 
Dorénavant haque sous-espae Ei,j pour (i, j) 6= (0, 0) est muni de ette unique mesure de
Haar et ave ette normalisation on a les lemmes suivants :
Lemme 4.2.2 Soient (i, j) 6= (0, 0) et g ∈ L1(Ei,j).
1. Pour x ∈ E′2,0 et y ∈ E′0,2, on a :∫
Ei,j
g(u) du = |Fk(x)|
ipi,j
dk
∫
E−i,j
g(θx(z)) dz = |Pp−k(y)|
jpi,j
d′
k
∫
Ei,−j
g(θy(z)) dz.
2. Soit σ une involution de g telle que σ(hk) = −hk, σ(H0) = −H0 et on suppose que
Wk,σ = {z ∈Wk | σ(x) = Φ(x)} 6= ∅, alors∫
E−i,−j
g(σ(v)) dv = |Fk(x)|
−ipi,j
dk |Pp−k(y)|
−jpi,j
d′
k
∫
Ei,j
g(u) du ave x+ y ∈Wk,σ.
Démonstration: 1) Soit x ∈ E′2,0, on le omplète par un élément z ∈ E′0,2 de telle manière
que x+ z ∈Wk et on munit :
• Ei,j d'une base B et E−i,−j de la base B∗, duale de B pour B˜,
• E−i,j de la base B′ = θx(B) don θx(B∗) est la base duale de Ei,−j pour B˜.
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Par le hoix des bases, on a :
|det( θx+y : Ei,j(B)→ E−i,−j(B∗) )| = |det( θx+y : E−i,j(θx(B))→ Ei,−j(θx(B∗)) )| ,
don
λB
λB′
= |Fk(x)|
ipi,j
dk
d'où la première égalité. On proède de même pour la seonde égalité.
2) Soit x+ y ∈Wk,σ, alors σ et θx+y ommutent don θ = σθx+y est une bijetion de Ei,j
pour laquelle θ2 = (−1)i+jIdEi,j don :∫
Ei,j
g(θ(v)) dv =
∫
Ei,j
g(v) dv =
∫
Ei,j
g ◦ σ(θx+y(v)) dv
d'où le résultat. Notons que |Fk(x)|
−ipi,j
dk |Pp−k(y)|
−jpi,j
d′
k
est onstant sur Wk,σ et sa valeur
dépend de la normalisation hoisie pour les invariants relatifs Fk et Fp. 
Lemme 4.2.3 On suppose que E−1,1 6= {0}. Soit x + y ∈ Wk, pour u ∈ L1(E−1,1) et
FE−1,1(u) ∈ L1(E1,−1) on a :∫
E−1,1
τ
(
Qx,y(A)
)
FE−1,1(u)
(
θx+y(A)
)
dA = C(x, y)
∫
E−1,1
τ
(
Qx,y(A)
)
u(A)dA
ave
C(x, y) = γk(x, y)|Fk(x)|−
p1
2dk |Pp−k(y)|
p1
2d′
k .
Démonstration: C'est le résultat onernant la transformation de Fourier d'un aratère
quadratique, dû à A.Weil ([We℄) traduit dans notre situation. Rappelons-le brièvement : E
étant un espae vetoriel de dimension nie sur F et Q une forme quadratique non dégénérée
sur E, on note F (A,B) = Q(A+B)−Q(A)−Q(B) la forme bilinéaire assoiée , alors τ ◦Q
est un aratère quadratique non dégénéré du groupe additif E et on l'égalité :∫
E
τ(Q(A))u(A)dA = γ−1(τ ◦Q) | ρ | 12
∫
E
τ(Q(A))u∗(ρ(A))dA
lorsque u et u∗ sont intégrables , ave
u∗
(
ρ(A)
)
=
∫
E
u(B)τ
(
F (A,B)
)
dB
ρ étant l' isomorphisme symétrique assoié à Q de E sur E∗ et |ρ| est dénie par∫
E∗
g(u)du = |ρ|
∫
E
g(ρ(A))dA
les mesures de Haar sur E et E∗ étant duales.
Dans notre situation E = E−1,1, E
∗
est identié à E1,−1 à l'aide de B˜, Q := Qx,y don
F := Fx,y et ρ := θx+y/E−1,1 don u
∗ = FE−1,1(u) et par le hoix des mesures sur E−1,1 et
E1,−1 ainsi que le lemme 4.2.1 on a |ρ|−1 = |Fk(x)|
−p1
dk |Pp−k(y)|
p1
d′
k . 
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Lemme 4.2.4∫
g1
f(x) dx =
∫ ∫ ∫
E2,0×E0,2×E1,1
f(x+ y + z) dx dy dz ,∫
g−1
g(y) dy =
∫ ∫ ∫
E−2,0×E0,−2×E−1,−1
g(x+ y + z) dx dy dz .
Démonstration: Pour f ∈ L1(g1) et g ∈ L1(g−1) on pose∫
g1
f(x) d′x :=
∫ ∫ ∫
E2,0×E0,2×E1,1
f(x+ y + z) dx dy dz ,∫
g−1
g(y) d′y :=
∫ ∫ ∫
E−2,0×E0,−2×E−1,−1
g(x+ y + z) dx dy dz .
Il sut de vérier les 2 hypothèses du lemme 3.2.1, e qui se fait immédiatement :
• pour la transformation de Fourier ave f(x+ y + z) = f1(x)f2(y)f3(z)
• en prenant x+ y ∈Wk et en appliquant le lemme 4.2.1 e qui donne le résultat puisque
|Fk(x)|2Nmk |Pp−k(y)|2Nmk = |F (x+ y)|2N ave Nmk =
p1
2 + p2,0
dk
=
p1
2 + p0,2
d′k
(dém. du lemme 1.4.7). 
Indiquons le dernier hoix de mesures néessaire pour établir le théorème 4.3.3 :
Dénition 4.2.5 Soit x ∈ E′2(hk) ∩ g1 (resp.y ∈ E′2(2H0 − hk) ∩ g1) et s la sous-algèbre
engendrée par le sl2-triplet (x, hk, x
−1) (resp.(y, 2H0 − hk, y−1), on munit U(s)±1 des uniques
mesures vériant :
1. FU(s)−1 ◦ FU(s)1 = IdU(s)1
2. Pour tout x0 ∈ U′(s)1 et f ∈ L1(U(s)−1) on a :∫
U(s)1
f(θx0(z)) dz = |Pp−k(x0)|
p0,2−p2
d′
k
∫
U(s)−1
f(u) du
(resp. = |Fk(x0)|
p2,0−p2
dk
∫
U(s)−1
f(u) du).
'est à dire que B˜U(s) = B˜/U(s) et les mesures sont adaptées à la restrition de Pp−k (resp.Fk)
à U(s)1.
Ce hoix est ohérent ave le lemme 4.2.1 puisque U(s)±1 = (E0,±2)x = (E0,±2)x−1 = E0,±2
(resp.(E±2,0)y = (E±2,0)y−1 = E0,±2) lorsque le préhomogène est ommutatif.
Ave e hoix et dans les notations de ette dénition on a :
Lemme 4.2.6 1. Soit x ∈ E′2,0, pour f ∈ L1(E0,2) et g ∈ L1(E0,−2) on a :∫
E0,2
f(z)dz = |2|
p2
2
F
|Fk(x)|
p2
dk
∫ ∫
(u,v)∈E−2,2×(E0,2)x
f([x, u] + v)dudv∫
E0,−2
g(z)dz = |2|
p2
2
F
|P ∗k (x−1)|
p2
d′
p−k
∫ ∫
(u,v)∈E2,−2×(E0,−2)x
f([x−1, u] + v)dudv.
2. Soit y ∈ E′0,2, pour f ∈ L1(E2,0) et g ∈ L1(E−2,0) on a :∫
E2,0
f(z)dz = |2|
p2
2
F
|Pp−k(y)|
p2
d′
k
∫ ∫
(u,v)∈E2,−2×(E2,0)y
f([y, u] + v)dudv∫
E−2,0
g(z)dz = |2|
p2
2
F
|F ∗p−k(y−1)|
p2
d′
k
∫ ∫
(u,v)∈E−2,2×(E−2,0)y
f([y−1, u] + v)dudv.
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Démonstration: 1) On a :
E0,2 = [x,E−2,2]⊕ (E0,2)x et E0,−2 = [x−1, E2,−2]⊕ (E0,−2)x .
Soient (fi)1≤i≤p2 et (f
∗
i )1≤i≤p2 2 bases de E−2,2 et E2,−2, duales pour B˜, alors ([x, fi])1≤i≤p2
et (12 [x
−1, f∗i ])1≤i≤p2 sont 2 bases de [x,E−2,2] et [x
−1, E2,−2], duales pour B˜, on les omplète
par 2 bases de (E0,±2)x duales pour B˜.
Notons λ, λ2 et λx les onstantes assoiées aux mesures dénies sur E0,2, E−2,2 par le
lemme 4.2.1 et sur (E0,2)x par la dénition 4.2.5, ei ave les bases duales indiquées , il sut
de aluler C = λλ2.λx 'est à dire (f. démonstration du lemme 3.2.1 pour (E0,2)x et du lemme
4.2.1 pour E0,2 et E−2,2) :
C = |det(θx+y/E0,2)| 12 |det(θx+y/E−2,2)|− 12 |det(θy/(E0,2)x)|− 12 |Fk(x)|
p2
dk
= |det(θx+y/[x,E−2,2])| 12 |det(θx+y/E−2,2)|− 12 |Fk(x)|
p2
dk
= |2|
p2
2
F
|Fk(x)|
p2
dk
d'où le résultat.
2) Idem 
4.3 Déomposition des mesures sur g1 et g−1
Dénition 4.3.1 1. Pour f appartenant à L1(g1), x dans E
′
2,0 et y dans E0,2, on pose :
Sf (x+ y) = |2|
p2
2
F
|Fk(x)|md
′
k
F
∫
nk
f(ead(A)(x+ y)) dA
Tf (x+ y) =
{ |Fk(x)| p12dkF ∫E−1,1 f(ead(A)(x+ y))dA si E−1,1 6= {0}
f(x+ y) si E−1,1 = {0}.
ave m =
rk
dk
=
p1
2 + p2
dkd
′
k
.
2. Pour g appartenant à L1(g−1), x
′
dans E−2,0 et y
′
dans E′0,−2, soit
S∗g (x
′ + y′) = |2|
p2
2
F
|F ∗p−k(y′)|mdkF
∫
nk
g(ead(A)(x′ + y′)) dA
T ∗g (x
′ + y′) =
{ |F ∗p−k(y′)| p12d′kF ∫E−1,1 g(ead(A)(x′ + y′))dA si E−1,1 6= {0}
g(x′ + y′) si E−1,1 = {0}.
nk étant muni de la mesure produit.
Remarque 4.3.2 Les normalisations de Sf , S
∗
g , Tf et T
∗
g sont dûes au lemme 4.2.3.
Soient A1 ∈ E−1,1, A2 ∈ E−2,2, x ∈ E′2,0, y ∈ E0,2, x′ ∈ E−2,0, y′ ∈ E′0,−2, on a (f.
démonstration du lemme 1.1.1) :
exp(ad(A1+A2))(x+ y) = x+[A1+A2, x]+ y+
1
2
ad(A1)
2(x) = exp(ad(A1)(x+[A2, x]+ y) ,
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exp(ad(A1+A2))(x
′+y′) = x′+[A1+A2, y
′]+y′+
1
2
ad(A1)
2(y′) = exp(ad(A1)(x
′+[A2, y
′]+y′) ,
don :
Sf (x+ y) = |2|
p2
2
F
|Fk(x)|
p2
dk
F
∫
E−2,2
Tf (x+ [A, x] + y) dA
S∗g(x
′ + y′) = |2|
p2
2
F
|F ∗p−k(y′)|
p2
d′
k
F
∫
E−2,2
T ∗g (x
′ + [A, y′] + y′) dA .
Théorème 4.3.3 1. Pour f dans L1(g1) on a :∫
g1
f(x)dx =
∫ ∫
E2,0×E0,2
Tf (x+ y)|Fk(x)|
p1
2dk dxdy
=
∫
E2,0
|Fk(x)|
p1
2dk (
∫
(E0,2)x
Sf (x+ y) dy ) dx .
2. Pour g dans L1(g−1) :∫
g−1
g(x)dx =
∫ ∫
E−2,0×E0,−2
T ∗g (x
′ + y′) | F ∗p−k(y′) |
p1
2d′
k dx′dy′
=
∫
E0,−2
|F ∗p−k(y′)|
p1
2d′
k (
∫
(E−2,0)y′
S∗g(x
′ + y′) dx′ ) dy′.
Démonstration: Par le lemme 4.2.4 on a∫
g1
f(x) dx =
∫ ∫
E2,0×E0,2
(∫
E1,1
f(x+y+z) dz
)
dxdy =
∫ ∫
E′2,0×E0,2
(∫
E1,1
f(x+y+z) dz
)
dxdy
Or pour x ∈ E′2,0 on a par le 1. du lemme 4.2.2 :∫
E1,1
f(x+ y + z) dz = |Fk(x)|
p1
dk
∫
E−1,1
f(x+ y + θx(A)) dA don∫
g1
f(x) dx =
∫ ∫
E′2,0×E0,2
(
|Fk(x)|
p1
dk
∫
E−1,1
f(x+ y + θx(A)) dA
)
dxdy
=
∫
E′2,0
(∫
E0,2
(
|Fk(x)|
p1
dk
∫
E−1,1
f(x+ y + [A, x] dA
)
dy
)
dx.
D'où la première égalité du 1. est obtenue en eetuant la translation y → y + 12ad(A)2(x)
et pour l'autre égalité de 1., on applique le lemme 4.2.6 et la remarque 4.3.2 à la première
égalité.
On proède de même pour 2. 
Remarque 4.3.4 Soit f dans L1(g1) (resp. g ∈ L1(g−1)), Tf (resp.T ∗g ) est déni presque
partout et |Fk(x)|
p1
2dk Tf (x + y) (resp.F
∗
p−k(y
′)
p1
2d′
k T ∗g (x
′ + y′)) est intégrable sur E2,0 × E0,2
(resp.E−2,0 × E0,−2) muni de la mesure produit.
Théorème 4.3.5 Soit f ∈ S(g1) alors :
1. FE0,2
(
Tf (x+ . )
)
(y′) = F(E0,2)x
(
Sf (x+ . )
)
(y′) lorsque [x, y′] = 0.
2. Pour x′ ∈ E−2,0 et y′ ∈ E′0,−2 tels que [x′, y′] = 0 on a :
S∗
F(f)(x
′ + y′) = F(E2,0)y′
(
γk(x , y
′−1).FE0,2(Tf (x+ . ))(y
′)
)
(x′).
Démonstration: 1. Résulte du lemme 4.2.6 et de la remarque 4.3.2.
2. Soient C ∈ nk : C = C1 + C2, ave Ci ∈ E−i,i, x′ ∈ E−2,0, y′ ∈ E′0,−2 et
(1) = F(f)(exp(adC(x′ + y′)))
=
∫ ∫ ∫
xi∈Ei,2−i,i=0,1,2
f(x2 + x1 + x0)τ(B˜((exp(adC)(x
′ + y′), x2 + x1 + x0))dx2dx1dx0
par le lemme 4.2.4, alors par orthogonalité et en utilisant le théorème de Fubini, on a :
(1) =
∫ ∫
xi∈Ei,2−i,i=1,2
FE0,2
(
f(x2 + x1 + •)
)
(y′)τ(B˜
(
x2, x
′ + 12ad(C1)
2(y′) + [C2, y
′]
)
).
τ(B˜
(
x1, [C1, y
′]
)
)dx2dx1
=
∫
E1,1
(2)τ(B˜
(
x1, [C1, y
′]
)
) dx1 ave :
(2) =
∫
E2,0
FE0,2
(
f(x2 + x1 + •)
)
(y′)τ(B˜
(
x2, x
′ + 12ad(C1)
2(y′) + [C2, y
′]
)
)dx2.
On applique le lemme 4.2.6 à E2,0 ave y
′−1
d'où :
(2) = |2| p22 |F ∗p−k(y′)|
−
p2
d′
k
∫ ∫
(u,v)∈E2,−2×(E2,0)y′
FE0,2( f([y
′−1, u] + v + x1 + •) )(y′)(3)dudv
ave
(3) = τ(B˜([y′−1, u] + v, x′ + 12ad(C1)
2(y′) + [C2, y
′])
(3) = τ(B˜(v, x′ + 12ad(C1)
2(y′)).τ(B˜(u,−2C2 + 12 [ad(C1)2(y′), y′−1])) lorsque [x′, y′] = 0
par orthogonalité.
Don, lorsque [x′, y′] = 0, on a en appliquant le théorème de Fubini :
(2) = |2| p22 |F ∗p−k(y′)|
−
p2
d′
k
∫
(E2,0)y′
FE2,−2(g(•, v, x1))(−2C2 + 12 [ad(C1)2(y′), y′−1]).
τ(B˜(v, x′ + 12ad(C1)
2(y′))dv.
ave g(u, v, x1) = FE0,2( f([y
′−1, u] + v + x1 + •) )(y′).
Comme f ∈ S(g1) et que y′ est xé dans E′0,−2, on a g ∈ S(E2,−2 × (E2,0)y′ ×E1,1).
On a à évaluer :
(4) = S∗
Ff(x
′ + y′)
= |2| p22 |F ∗p−k(y′)|mdk
∫
E−1,1
(
∫
E−2,2
(1) dC2 ) dC1
= |2| p22 |F ∗p−k(y′)|mdk .
∫
E−1,1
(5) dC1 ave
(5) =
∫
E−2,2
(
∫
E1,1
(2)τ(B˜(x1, [C1, y
′])) dx1 ) dC2
= |2| p22 |F ∗p−k(y′)|
−
p2
d′
k .∫
E−2,2
( ∫
E1,1
(∫
(E2,0)y′
FE2,−2( g(•, v, x1) )(−2C2 + 12 [ad(C1)2(y′), y′−1])
τ(B˜(v, x′ + 12ad(C1)
2(y′)) dv
)
τ(B˜(x1, [C1, y
′])) dx1
)
dC2 ,
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mais ette intégrale onverge absolument don on peut appliquer le théorème de Fubini d'où :
(5) =
∫
(E2,0)y′
τ(B˜(v, x′ + 12ad(C1)
2(y′)) (
∫
E1,1
(6)τ(B˜(x1, [C1, y
′])) dx1 ) dv ave
(6) = |2| p22 |F ∗p−k(y′)|
−
p2
d′
k
∫
E−2,2
FE2,−2( g(•, v, x1) )(−2C2 + 12 [ad(C1)2(y′), y′−1]) dC2
= |2|− p22 |F ∗p−k(y′)|
−
p2
d′
k .g(0, v, x1)
= |2|− p22 |F ∗p−k(y′)|
−
p2
d′
k .FE0,2(f(v + x1 + •)(y′)
Ainsi l'intégration suivant le sous-espae E−2,2 est "annulée" par "double transformation de
Fourier". Il reste enore à simplier l'intégration suivant le sous-espae E−1,1 à l'aide du lemme
4.2.3.
Nous avons :
(4) = S∗
Ff (x
′ + y′)
= |2| p22 |F ∗p−k(y′)|mdk .∫
E−1,1
(
∫
(E2,0)y′
τ(B˜(v, x′ + 12ad(C1)
2(y′)) h(C1, v) dv ) dC1 ,
ave h(C1, v) =
∫
E1,1
(6)τ(B˜(x1, [C1, y
′])) dx1
= |2|− p22 |F ∗p−k(y′)|
−
p2
d′
k .FE1,1
(
FE0,2(f(v + x1 + .))(y
′)
)
([C1, y
′]) ,
Comme f ∈ S(g1) et que y′ est xé dans E′0,2, on a h ∈ S(E−1,1 × (E2,0)y′) don l'intégrale
double gurant dans (4) onverge absolument et on utilise à nouveau le théorème de Fubini
d'où :
(4) = F(E2,0)y′ (h1)(x
′) et pour v ∈ (E′2,0)y′
h1(v) = |F ∗p−k(y′)|
p1
2d′
k
∫
E−1,1
τ ◦Qv,y′−1(C1) (
∫
E1,1
g(0, v, x1).τ(B˜(x1, [C1, y
′])) dx1 )dC1
= |F ∗p−k(y′)|
p1
2d′
k |Fk(v)|
p1
dk .
∫
E−1,1
τ(Qv,y′−1(C1))(
∫
E−1,1
u(A)τ(−Fv,y′−1(C1, A))dA)dC1 ,
ave u(A) = g(0, v, [A, v]), en appliquant le 1. du lemme 4.2.2 à E1,1 ave θv.
D'où :
h1(v) = |Fk(v)|
p1
dk |F ∗p−k(y′)|
p1
2d′
k .
∫
E−1,1
τ(Qv,y′−1(C1))(
∫
E−1,1
u(A)τ(Fv,y′−1 (C1, A))dA)dC1
= |Fk(v)|
p1
dk |F ∗p−k(y′)|
p1
2d′
k .
∫
E−1,1
τ(Qv,y′−1(C1))FE−1,1(u)(θv+y′−1(C1))dC1
= γk(v, y
′−1) k(v) ave :
k(v) = |Fk(v)|
p1
2dk
∫
E−1,1
τ(−Qv,y′−1(C1) )u(C1)dC1 ,
par appliation du lemme 4.2.3.
Or :
k(v) = |Fk(v)|
p1
2dk .
∫
E−1,1 τ(−Qv,y′(A))FE0,2(f(v + [A, v] + •))(y′)dA
= |Fk(v)|
p1
2dk .
∫
E−1,1
(∫
E0,2
f(v + [A, v] + y)τ(B˜(y, y′))τ(−Qv,y′−1(A))dy
)
dA
= |Fk(v)|
p1
2dk .
∫
E−1,1
(∫
E0,2
f(exp(adA)(v + y))τ(B˜(y, y′))dy
)
dA
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et omme il y a onvergene absolue, on peut intervertir l'ordre des intégrations d'où :
k(v) = |Fk(v)|
p1
2dk .
∫
E0,2
(∫
E−1,1
f(exp(adA)(v + y))dA
)
τ(B˜(y, y′))dy
= FE0,2(Tf (v + .))(y
′). 
Remarque 4.3.6 1. Lorsque E2,2 = {0}, on a la forme simple du as ommutatif.
2. Le théorème est enore vrai sans irrédutibilité mais ave quelques aménagements.
3. Soit U un ouvert de {x ∈ g1 | Fk(x)F (x) 6= 0} et f ∈ C∞C (U) alors pour y ∈ E′0,−2 xé la
fontion γk( , y
−1)FE0,2(Tf (x+ ))(y) ∈ C∞C ((E′2,0)y) (f.lemme 1.1.1 et (E′2,0)y est une
réunion nie de (Ghk)y-orbites ouvertes).
Plus généralemnt, si V un ouvert de {x ∈ g1 |
∏
1≤i≤k Fi(x)F (x) 6= 0} et f ∈ C∞C (V )
alors pour y ∈ E′0,−2 xé la fontion γk( , y−1)FE0,2(Tf (x+ ))(y) ∈ C∞C ((E′′2,0)y) (f.lemme
1.1.1 et (E′′2,0)y est une réunion nie de P (H1, ...,Hk)y-orbites ouvertes).
Les résultats obtenus dans le théorèmes 4.3.3 sont reliés à l'ation de Ghk sur les sous-variétés :
W˜k = {x+ y |x ∈ E′2,0 , y ∈ E0,2 , [x, y] = 0} et Wk = {z ∈ W˜k | Fk(z)Fp(z) 6= 0}
W˜ ∗k = {x′ + y′ |x′ ∈ E−2,0, y′ ∈ E′0,−2, [x′, y′] = 0} et W ∗k = {z ∈ W˜ ∗k | F ∗p−k(z)F ∗p (z) 6= 0}.
4.4 Expression des mesures Ghk invariantes sur Wk et W
∗
k
Wk et W
∗
k sont des réunions nies de Ghk−orbites et on a :
Proposition 4.4.1 Soit x1 + y1 ∈ Wk, l'orbite U = Ghk .(x1 + y1) est ouverte dans W˜k. Elle
est munie d'une mesure λ, Ghk-invariante et ∀f ∈ L1(U, λ) on a :
∫
U f dλ =
∫
Ghk .x1
|Fk(x)|−
p2,0
dk (
∫
Ghk,x.(g.y1)
f(x+ y) |Pp−k(y)|
−
p0,2−p2
d′
k . dy ) dx
=
∫
Ghk .y1
|Pp−k(y)|
−
p0,2
d′
k (
∫
Ghk,y .(g
′.x1)
f(x+ y) |Fk(x)|−
p2,0−p2
dk dx ) dy
g (resp. g′) étant un élément de Ghk tel que x = g(x1). (resp. y = g
′(y1)) .
Les mesures sont hoisies suivant le §4.2.
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Démonstration: 1) L'espae tangent en (x, y) à Wk est donné par :
T(x,y)(Wk) = {(u, v) ∈ E2,0 × E0,2 , tels que [x, v] + [u, y] = 0}
Comme x1 + y1 ∈ Wk ⊂ g′1 on a ad(x1 + y1)(g0) = g1 et E0,0 =Ker(adx1)∩Ker(ady1) ∩
E0,0⊕ad(x1)ad(y1)(E−2,−2) don dim(g0)− dim(g1) = dim(Ker(ad(x1 + y1)/g0) =
dim(Ker(adx1)∩Ker(ady1)/E0,0)+p1+p2 d'où dim(E0,0)-dim(Ker(adx1)∩Ker(ady1)∩E0,0) =
p2,0 + p0,2 − p2 ainsi l'appliation de E0,0 dans T(x1,y1)(Wk) donnée par A → [A, x1 + y1] est
surjetive, don l'appliation de Ghk dans Wk donnée par g → g(x1+ y1) est submersive don
ouverte d'où l'orbite U est ouverte dans Wk par onséquent elle est loalement fermée dans
l'espae vetoriel topologique E2,0+E0,2 et homéomorphe à Gh1/G1 , G1 étant le entralisateur
de x1 + y1 dans Ghk (proposition 6, §5, n◦3, hapitre IX de [Bou 4℄.
2) On utilise les résultats sur les mesures quasi-invariantes sur les espaes homogènes.
Ghk , Ghk ,x1 , Ghk ,y1 , G1 sont des groupes rédutifs ar e sont les entralisateurs dans Aut0(g)
des sous-algèbres suivantes, toutes rédutives dans g :
F.H0⊕F.hk , s1 = F.hk⊕F.H0⊕F.x1⊕F.x−11 , s2 = F.H0⊕F.hk⊕F.y1⊕F.y−11 , s = s1+s2
ainsi e sont des groupes unimodulaires
2
d'où sur Ghk/G1 on a une mesure Ghk invariante
à gauhe, unique à une onstante multipliative près (orollaire 2, §2 n◦6 Int, hap.VII de
[Bou 3℄), e qui démontre le premier point.
L'expression des deux déompositions qui suivent proviennent des inlusions :
G1 ⊂ Ghk,x1 ⊂ Ghk G1 ⊂ Ghk ,y1 ⊂ Ghk
et des déompositions orrespondantes des mesures.
Soit f ∈ L1(U) alors k(g˙) = f(g(x1 + y1)) ∈ L1(Ghk/G1), Ghk/G1 étant muni de la mesure
invariante à gauhe dg˙, k1(g˙
′) =
∫
Ghk,x1/G1
f(g′g”(x1+y1))dg˙” ∈ L1(Ghk/Ghk ,x1), Ghk/Ghk ,x1
étant muni de la mesure invariante à gauhe dg˙′, et on a :∫
Ghk/G1
k(g˙)dg˙ =
∫
Ghk/Ghk,x1
dg˙′
(∫
Ghk,x1/G1
f(g′g”(x1 + y1))dg˙”
)
(a) du orollaire 1, n
◦8, 2, hap VII, [Bou 3℄).
Posons x = g′x1, alors :∫
Ghk,x1/G1
f(g′g”(x1 + y1))dg˙” =
∫
Ghk,x1/G1
f(x+ g′g”g′−1(g′y1))dg˙”
=
∫
Ghk,x/g
′G1g′−1
f(x+ g”(g′y1))dg˙”
=
∫
Ghk,x.(g
′.y1)
f(x+ y) |Pp−k(y)|
−
p0,2−p2,2
d′
k dy ,
par uniité (à une onstante multipliative près) de la mesure invariante sur Ghk,x1/G1, la
dernière égalité est obtenue par onsidération du préhomogène ((E0,0)x, E0,2)x) (f.(N2) §3.2).
2 G étant un sous-groupe algébrique rédutif deGlp(F), sa omposante onnexe algébrique, G0, est le produit
d'un groupe ommutatif inlus dans le entre et du groupe dérivé, l'intersetion des 2 étant un sous-groupe
ni ([B-T℄,prop.2.2 p.63), don G0 est unimodulaire ( [Bou 3℄,Intégration,hap.7, §2, n◦9 prop. 14) d'où G l'est
aussi ar le groupe quotient de G par G0 est ni (b) prop.10, §2, n◦7,même réf. et [Ch℄,hap.2,§3, n◦3, th.2).
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De même : ∫
Ghk/Ghk,x1
k1(g˙
′)dg˙′ =
∫
Ghkx1
k1(π
−1(g˙′))|Fk(x)|−
p2,0
dk dx ,
π étant la projetion anonique de Ghk sur Ghk/Ghk,x1 , par uniité (à une onstante mul-
tipliative près) de la mesure invariante sur Ghk/Ghk ,x1 et en onsidérant du préhomogène
(E0,0, E2,2). On obtient ainsi la première égalité.
On obtient la deuxième relation en onsidérant les sous-groupes G1 et Ghk ,y1 de Ghk .
3) Il reste à donner la valeur de la onstante apparaissant dans la deuxième formule, e
qui déoule d'un simple alul d'intégrales.
L'orbite U∗ = Ghk(x
−1
1 + y
−1
1 ) est également munie d'une mesure Ghk -invariante (à une
onstante multipliative près) que l'on peut dénir par∫
U∗
fdλ∗ =
∫
U
f ◦ Φdλ.
Lorsque h ∈ CK(U) et g ∈ CK(nk), on dénit la fontion E(h, g) ∈ CK({x ∈ g1|Fp(x)Fk(x) 6=
0}) par :
E(h, g)(Ψ(A, x, y)) = E(h, g)(exp(ad(A)(x + y)) = h(x+ y).g(A).
On a la même appliation, notée E∗ , lorsque k ∈ CK(U∗) et g ∈ CK(nk) et E∗(k, g) ∈ CK({x ∈
g−1|F ∗p (x)F ∗p−k(x) 6= 0}) (f. lemme 1.1.1) et on a :
E(k ◦ Φ, g) = E∗(k, g) ◦Φ ,
SE(h,g)/U = |2|
p2
2 C(g)|Fk(x)|md′kh ave C(g) =
∫
nk
g(u)du.
Soient r1 = p2,0 − p2, r2 = p0,2 − p2 rappelons que :
mk =
p1
2 + p2,0
Ndk
=
p1
2 + p0,2
Nd′k
, m =
p1
2 + p2
dkd
′
k
, d := dp = mk(dk + d
′
k)
et que pour x+ y ∈Wk : |F (x+ y)| =
(
|Fk(x)||Pp−k(y)|
)mk
.
Par le 1) du théorème 4.3.3 et en raison du support de h, on a :∫
g1
E(h, g)(x)|F (x)|−
r2
mkd
′
k .|Fk(x)|−
md
mk dx = |2| p22 C(g)
∫
U
hdλ .
On suppose C(g) non nul alors pour k ∈ S(U∗) on a :∫
U∗ kdλ
∗ =
∫
U k ◦Φdλ
= |2|− p22 C(g)−1 ∫
g1
E(k ◦Φ, g)(x)|F (x)|−
r2
mkd
′
k .|Fk(x)|−
md
mk dx
= |2|− p22 C(g)−1 ∫
g−1
E∗(k, g)(y)|F ∗(y)|−
r1
mkdk |F ∗p−k|
−md
mk dy
en utilisant le 3) du lemme 3.2.2 ainsi que les relations suivantes pour x ∈ {x ∈ g1|Fp(x) 6= 0}
et y ∈ {x ∈ g−1|F ∗p (y)F ∗p−k(y) 6= 0} (f.(R2) §3.3) :
F ∗ ◦ Φ(x) = F (x)−1 |Fk ◦Φ−1(y)|mk = |F ∗(y)|−1.|F ∗p−k(y)|mk .
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Par le 2) du théorème 4.3.3 et par le hoix du support de k, on obtient :∫
U∗
kdλ∗ =
∫
Ghk .y
−1
1
|F ∗p−k(y′)|
−
p0,2
d′
k
(∫
Ghk,y′
.(g.x−11 )
k(x′ + y′)|P ∗k (x′)|−
r1
dk dx′
)
dy′.
D'où ∫
U hdλ =
∫
U∗ h ◦ Φ−1dλ∗
=
∫
Ghk .y
−1
1
|F ∗p−k(y′)|
−
p0,2
d′
k (
∫
Ghk,y′
.(g.x−11 )
h(x′−1 + y′−1)|P ∗k (x′)|
−
r1
dk dx′)dy′
=
∫
Ghk .y1
|Pp−k(y′)|
−
p0,2
d′
k (
∫
Ghk,y .(g.x1)
h(x+ y)|Fk(x)|−
r1
dk dx)dy
par le hoix des mesures adaptées à Fk et Pp−k dans la dénition 4.2.5 (f.3) du lemme 3.2.2
ainsi que (R2) du §3.3).

On en déduit les résultats suivants :
Corollaire 4.4.2 Wk et W
∗
k sont munis de mesures Ghk-invariantes : dλ et dλ
∗.
1. Pour f ∈ L1(Wk) on a :
∫
Wk
f dλ =
∫
E′2,0
|Fk(x)|−
p2,0
dk
( ∫
(E′0,2)x
f(x+ y) |Pp−k(y)|
−
p0,2−p2
d′
k dy
)
dx
=
∫
E′0,2
|Pp−k(y)|
−
p0,2
d′
k
( ∫
(E′2,0)y
f(x+ y) |Fk(x)|−
p2,0−p2
dk dx
)
dy
2. Pour g ∈ L1(W ∗k ) on a :∫
W ∗
k
g dλ∗ =
∫
E′−2,0
|P ∗k (x)|
−
p2,0
dk
( ∫
(E′0,−2)x
g(x+ y) |F ∗p−k(y)|
−
p0,2−p2
d′
k dy
)
dx
=
∫
E′0,−2
|F ∗p−k(y)|
−
p0,2
d′
k
( ∫
(E′−2,0)y
g(x+ y) |P ∗k (x)|
−
p2,0−p2
dk dx
)
dy
3. Les résultats sont analogues sur :
W ′k = {x+y |x ∈ E′2,0 , y ∈ E′0,−2 , [x, y] = 0} , {x+y |x ∈ E′−2,0 , y ∈ E′0,2 , [x, y] = 0}.
Le théorème 4.3.3 devient :
Corollaire 4.4.3 1. Soit f dans L1(g1), Sf est déni presque partout sur (Wk, dλ) et
|Fk( )|mdk |F ( )|
p0,2−p2
mkd
′
k Sf est intégrable sur (Wk, dλ) et on a :
∫
g1
f(x)dx =
∫
Wk
|Fk(u)|mdk |F (u)|
p0,2−p2
mkd
′
k Sf (u)dλ(u) ,
Z(f ;π) =
∫
Wk
|Fk(u)|mdk |F (u)|
p0,2−p2
mkd
′
k π(F (u))Sf (u)dλ(u) pour ℜ(π) > 0.
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Soit O une orbite ouverte de Pt dans g1 alors :
ZO(f ;π) =
∫
O∩Wk
|Fk(u)|mdk |F (u)|
p0,2−p2
mkd
′
k π(F (u))Sf (u)dλ(u) pour ℜ(π) > 0.
2. Soit g dans L1(g−1), S
∗
g est déni presque partout sur (W
∗
k , dλ
∗) et |F ∗p−k( )|md
′
k |F ∗( )|
p2,0−p2
mkdk S∗g
est intégrable sur (W ∗k , dλ
∗) et on a :∫
g−1
g(x)dx =
∫
W ∗
k
|F ∗p−k(u)|md
′
k |F ∗(u)|
p2,0−p2
mkdk S∗g (u)dλ
∗(u)
Z∗(g;π) =
∫
W ∗
k
|F ∗p−k(u)|md
′
k |F ∗(u)|
p2,0−p2
mkdk π(F ∗(u))S∗g (u)dλ
∗(u) pour ℜ(π) > 0.
Soit O∗ une orbite ouverte de Pt dans g−1 alors :
Z∗O∗(g;π) =
∫
O∗∩W ∗
k
|F ∗p−k(u)|md
′
k |F ∗(u)|
p2,0−p2
mkdk π(F ∗(u))S∗g (u)dλ
∗(u) pour ℜ(π) > 0.
Soient :
Nk,0 = exp
(
ad(nk,0)
)
ave nk,0 = ⊕k+1≤i<j≤p(Ei,j(−1, 1) ⊕ Ei,j(−2, 2)) ,
Nk,2 = exp
(
ad(nk,2)
)
ave nk,2 = ⊕1≤i<j≤k(Ei,j(−1, 1) ⊕Ei,j(−2, 2)) ,
omme nk,0 et nk,2 ommutent, il en est de même pour Nk,0 et Nk,2.
Nk,0 entralise E±2,0 et Nk,2 entralise E0,±2.
xi, ti, i = 0 ou 2 sont des éléments de Ei,2−i et yi, zi, i = 0 ou −2 sont des éléments de Ei,−2−i.
Remarque 4.4.4 1. Soit O une orbite ouverte de Pt dans g1 et t2 + t0 ∈ O ∩Wk alors
O ∩Wk = GtNk,0Nk,2.(t2 + t0) et
x2 + x0 ∈ O ∩Wk ⇔ x2 ∈ GtNk,2t2 et x0 ∈
(
Gt
)
x2
Nk,0(gt0) , ave x2 = gt2.
2. Soit O∗ une orbite ouverte de Pt dans g−1 et z−2 + z0 ∈ O∗ ∩W ∗k alors O∗ ∩W ∗k =
GtNk,0Nk,2.(z−2 + z0) et
y−2 + y0 ∈ O∗ ∩W ∗k ⇔ y0 ∈ GtNk,0z0 et y−2 ∈
(
Gt
)
y0
Nk,2(g
′z−2) , ave y0 = g
′z0.
3. Soit t2 + z0 ∈ W ′k alors x2 + x0 ∈ GtNk,0Nk,2.(t2 + z0) ⇔ x2 ∈ GtNk,2t2 et x0 ∈(
Gt
)
x2
Nk,0(gz0) ave x2 = gt2 ⇔ x0 ∈ GtNk,0z0 et x2 ∈
(
Gt
)
x0
Nk,2(g
′t2) ave x0 = g
′z0.
En eet dans le préhomogène faiblement sphérique (GtNk,2, E2,0), l'orbite ontenant x2 ren-
ontre Wt′ ave t
′ = ⊕1≤i≤kFHi et soit x′2 = gn.x2 ∈ Wt′ , ave g ∈ Gt et n ∈ Nk,2. Dans
le préhomogène faiblement sphérique ((Gt)x′2Nk,0, (E0,2)x′2), l'orbite ontenant gnx0 = gx0
renontre Wt” ave t” = ⊕k+1≤i≤pFHi don il existe g′ ∈ (Gt)x′2Nk,0 tel que g′gx0 ∈Wt” d'où
g′gn(x2 + x0) ∈ Wt. On proède de même pour t0 + t2 : il existe g” ∈ GtNk,0Nk,2 tel que
g”(t0 + t2) ∈Wt; omme g”(t0 + t2) et g′gn(x2 + x0) sont dans Wt et dans la même orbite de
Pt, ils sont dans la même orbite de Gt par le lemme 1.4.4 d'où 1.
Il en est de même pour 2.
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5 Appliation aux fontions Zétas
5.1 Les oeients de l'équation fontionnelle
On utilise les déompositions établies dans le §4 relativement à ad(hk) pour obtenir les
oeients de l'équation fontionnelle vériée par les fontions Zétas par appliation à 2
reprises des équations fontionnelles assoiées à des entralisateurs de sl2-triplets.
Les notations sont elles du §4.
Soit O∗ une orbite de Pt dans g”−1, prenons z ∈ O∗ ∩W ∗k et soit z = z−2 + z0 sa déom-
position suivant ad(hk), zi ∈ Ei(hk) ∩ g−1.
On désigne par ti, i = 1, ..., l un ensemble de représentants des orbites de (Gt)z0Nk,2 dans
(E”2,0)z0 , et pour haque ti : {ti,j, j = 1, ..., pi} est un ensemble de représentants des orbites
de (Gt)tiNk,0 dans (E”0,2)ti .
Comme ti+ti,j et ti+ti,k, j 6= k, ne sont pas dans la même orbite de Pt dans g1 (f.remarque
4.4.4), pour haque orbite O de Pt dans g”1 et haque ti il existe au plus une valeur j telle que
Pt(ti + ti,j) = O, lorsqu'elle existe on notera ti(O) l'élément orrespondant et IO,O∗ = {i | ∃j
tel que ti + ti,j ∈ O}, sinon IO,O∗ = ∅.
Lorsque IO,O∗ 6= ∅, {ti, i ∈ IO,O∗} est un ensemble de représentants des orbites de
(Gt)z0Nk,2 dans l'ouvert non vide (πhk(O))z0 (notation du lemme 1.1.1) et on a le shéma
suivant pour les diérents représentants :
Pour O∗ : z−2 + z0 ∈ W ∗k ∩O∗,
Pour O : ti + ti(0) ∈ Wk ∩O,
ave : z−2 et ti ommutant ave le sl2 − triplet : (z−10 , 2H0 − hk, z0),
et : z0 et ti(0) ommutant ave le sl2 − triplet : (ti, hk, t−1i )
ainsi que : ti + z
−1
0 ∈Wk.
La transformation de Fourier étant dénie à partir de la restrition de B˜, les diérents oe-
ients de l'équation fontionnelle de la Fontion Zéta sont alors reliés par une relation donnée
la proposition 5.1.1.
Notations préliminaires :
• a(z0)z−2,ti désigne le oeient assoié aux orbites ((Gt)z0Nk,2.z−2 et (Gt)z0Nk,2.ti dans le
préhomogène : (Gt)z0Nk,2, (E2,0)z0) et le préhomogène dual ((Gt)z0Nk,2, (E−2,0)z0),
• a(ti)z0,ti(O) désigne le oeient assoié aux orbites ((Gt)tiNk,0.z0 et (Gt)tiNk,0.ti(O) dans le
préhomogène : ((Gt)tiNk,0, (E0,2)ti) et le préhomogène dual ((Gt)tiNk,0, (E0,−2)ti).
Proposition 5.1.1 Lorsque IO,O∗ = ∅ on a aO∗,O(π) = 0 et sinon
aO∗,O(π) =
∑
i∈IO,O∗
a
(z0)
z−2,ti
(πp−k+1, ..., πp).γk(ti, z
−1
0 ).a
(ti)
z0,ti(O)
(π1, ..., πp−k−1, π
1
mk
p−k
∏
p−k+1≤j≤p
πj| |
rk
mk )
92
(rk =
p2 +
p1
2
d′k
et mk = 1 sauf lorsque (∆, λ0) est une F-forme de (E7, α6) ou bien de type
(Cn, αk) ave t = t
′
0, dans e as p = 2, k = 1 et m1 =
1
2)
Démonstration: Soit f ∈ C∞c (O) et π un aratère tel que Re(π) > 0.
Comme Re(π) > 0, Z∗O∗(F(f);π) est donné sous forme intégrale don par appliation du 2.
du orollaire 4.4.3 on a :
Z∗O∗(F(f);π) =
∫
O∗∩W ∗
k
|F ∗p−k(u)|md
′
k |F ∗p (u)|
p2,0−p2
mkdk π(F ∗(u))S∗
F(f)(u)dλ
∗(u)
=
∫
O(z0)
|F ∗p−k(y′))|
md′
k
−
p0,2
d′
k I(y′)dy′ ave
I(y′) =
∫
O′ S
∗
F(f)(x
′ + y′)π(F ∗(x′ + y′))|P ∗k (x′)|
−
p2,0−p2
dk |F ∗p (x′ + y′)|
p2,0−p2
mkdk dx′
ave m =
rk
dk
, en appliquant le 2 du orollaire 4.4.2, ave O(z0) = GtNk,0.z0 et O
′ =
(Gt)y′Nk,2(gz−2) ⊂ (E−2,0)y′ , g étant un élément de Gt.Nk,0 tel que gz0 = y′ (f.2.remarque
4.4.4).
1) On suppose que (∆, λ0) n'est pas une F-forme de (E7, α6) et que t 6= t′0 lorsque (∆, λ0)
est de type (Cn, αk) 'est à dire qu'on suppose que mk = 1.
Le préhomogène faiblement sphérique ((Gt)y′ .Nk,2, (E2,0)y′) est muni des invariants relatifs
fondamentaux Gj , restritions de Fj , pour j = 1, ..., k, don les invariants relatifs fondamen-
taux du préhomogène ((Gt)y′ .Nk,2, (E−2,0)y′) sont donnés par :
j = 1, ..., k , x′ ∈ (E−2,0)y′ : G∗j (x′) =
F ∗p−k+j(x
′ + y′)
F ∗p−k(y
′)
(f.démonstration de la proposition 3.4.4) don P ∗k = G
∗
k et :∏
1≤i≤p
πi(F
∗
i (x
′ + y′)) =
∏
1≤i≤p−k−1
πi(F
∗
i (y
′))(
∏
p−k≤i≤p
πi)(F
∗
p−k(y
′))
∏
1≤j≤k
πp−k+j(G
∗
j (x
′)),
soient C(y′) =
∏i=p−k−1
i=1 πi(F
∗
i (y
′))(
∏i=p
i=p−k πi)(F
∗
p−k(y
′)) et π′ = (πp−k+1, ..., πp) alors :
I(y′) = C(y′)|F ∗p−k(y′)|
p2,0−p2
dk Z∗O′(S
∗
F(f)( +y
′);π′) ,
Z∗O′ étant la fontion Zéta assoiée à l'orbite O
′
du préhomogène ((Gt)y′ .Nk,2, (E−2,0)y′).
Posons hf (x, y
′) = FE0,2(Tf (x+ ))(y
′), alors pour y′ xé hf ( , y
′) ∈ C∞C ((E”2,0)y′) (f.3.remarque
4.3.6) et pour i = 1, ..., l notons Oi = (Gt)y′Nk,2.g(ti), alors par le théorème 4.3.5 on a :
S∗
F(f)(x
′ + y′) = F(E2,0)y′ (γk( , y
′−1)hf ( , y
′) )(x′)
=
∑
1≤i≤l γk(ti, z
−1
0 )F(E2,0)y′ (1Oi .hf ( , y
′) )(x′) d'où
|F ∗p−k(y′))|
md′
k
−
p0,2
d′
k I(y′) =
∑
1≤i≤l γk(ti, z
−1
0 )C(y
′)|F ∗p−k(y′)|
p1
2d′
k Ii(y
′) ave
Ii(y
′) = Z∗O′( F(E2,0)y′ (1Oi .hf ( , y
′)) ;π′),
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en utilisant l'égalité :
p1
2 + p2,0
dk
=
p1
2 + p0,2
d′k
(dém. du lemme 1.4.7).
On applique l'équation fontionnelle dans le préhomogène faiblement sphérique ((Gt)y′ .Nk,2,
(E2,0)y′) ainsi que 1. de la remarque 3.5.4 puisque les algèbres de Lie U(Fy
′ ⊕ F(2H0 − hk)⊕
Fy′−1) et U(Fz0 ⊕ F(2H0 − hk)⊕ Fz−10 ) sont isomorphes, l'isomorphisme étant donné par un
élément de Gt.Nk,0 qui entralise ⊕1≤i≤kFHi, e qui donne :
Z∗O′( F(E2,0)y′ (1Oi .hf ( , y
′)) ;π′) = a
(z0)
z−2,ti
(π′)ZOi(hf ( , y
′);π′∗| |−
p2,0−p2
dk
1k).
Comme hf ( , y
′) ∈ C∞C ((E”2,0)y′) on a :
ZOi(hf ( , y
′);π′∗| |−
p2,0−p2
dk ) =
∫
Oi
hf (x, y
′)π′∗(G(x))|Gk(x)|−
p2,0−p2
dk dx
d'où :
Z∗O∗(F(f);π) =
∑
1≤i≤l
γk(ti, z
−1
0 )a
(z0)
z−2,ti
(π′)Ji
ave :
Ji =
∫
O(z0)
|F ∗p−k(y′))|
p1
2d′
k C(y′)
(∫
Oi
hf (x, y
′)π′∗(G(x))|Fk(x)|−
p2,0−p2
dk dx
)
dy′ ,
et on a :
π′∗(G(x)) =
j=k−1∏
j=1
πp−j(Fj(x))
( p∏
p−k+1
πj
)−1
(Fk(x)).
Soit V = Gt.Nk,0.Nk,2(ti + z0), V est ouvert dans W
′
k et x+ y
′ ∈ V ⇔ y′ ∈ O(z0) et x ∈ Oi
⇔ x ∈ Gt.Nk,2.ti (noté O(ti)) et y′ ∈ (Gt)x.Nk,0(g′z0) ave x = g′ti (f.remarque 4.4.4) et qui
sera notée O(x). Soit g la fontion mesurable sur W ′k dénie par :
g(x+ y′) = hf (x, y
′)π′∗(G(x))C(y′)|F ∗p−k(y′)|
p1
2 +p0,2
d′
k 1V (x+ y
′),
alors par le 3. du orollaire 4.4.2 et de la remarque 4.4.4 on a :∫
W ′
k
gdλ′ =
∫
O(ti)
π′∗(G(x))|Fk(x)|−
p2,0
dk
(∫
O(x)
hf (x, y
′)C(y′)|F ∗p−k(y′)|mdkdy′
)
dx .
Comme f ∈ C∞C (O), Tf ∈ C∞C (Wk) don Tf ∈ S(Wk) et est à support ompat dans E”2,0
don relativement à la variable x, omme Re(π) > 0 l' intégrale double i-dessus onverge
absolument d'où g ∈ L1(W ′k) et Ji =
∫
W ′
k
gdλ′.
On onsidère maintenant les préhomogènes faiblement sphériques : (Gt)x.Nk,0, (E0,±2)x,H0−
hk
2 ) (x = g
′.ti). ((Gt)xNk,0, (E0,−2)x) est muni des invariants relatifs fondamentaux provenant
du préhomogène : (Pt, g1) donnés par la restrition de F
∗
1 , .., F
∗
p−k et notés H
∗
1 , ...,H
∗
p−k.
Posons π” = (π1, ..., πp−k−1,
∏j=p
j=p−k πj| |mdk) et soit :
D(x) =
∫
O(x) hf (x, y
′)C(y′)|F ∗p−k(y′)|mdkdy′
=
∫
O(x) F(E0,2)x(Sf (x+ ))(y
′)π”(H∗(y′))dy′ (1 du th.4.3.5)
= Z∗O(x)(F(E0,2)x(Sf (x+ ));π”)
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On applique à nouveau l'équation fontionnelle dans e préhomogène faiblement sphérique
en tenant ompte du 1. de la remarque 3.5.4 (onjugaison par g′ ∈ GtNk,2 qui entralise
⊕pj=k+1FHi) don :
D(x) =
∑
j a
(ti)
z0,ti,j
(π”)Zi,j(x) ave
Zi,j(x) = ZO(x,tij )(Sf (x+ );π”
∗| |−
p0,2−p2
d′
k
1p−k
) et
O(x, tij ) = (Gt)x.Nk,0(g
′ti,j).
Comme le préhomogène (Gt)x.Nk,0, (E0,−2)x,H0 − hk2 ) est muni des invariants relatifs fonda-
mentaux H∗j , restrition de F
∗
j , j = 1, ..., p − k, les invariants relatifs fondamentaux assoiés
dans le préhomogène (Gt)x.Nk,0, (E0,2)x,H0− hk2 ) sont donnés par Hj(y) =
Fj+k(x+ y)
Fk(x)
pour
j = 1, ..., p − k (f.§3.3).
Comme f ∈ C∞C (O), Sf ∈ C∞C (Wk) don Zi,j(x) est donné par l'intégrale :
Zi,j(x) =
∫
O(x,ti,j)
Sf (x+y)(
∏
1≤i≤p
πi)
−1(Fp(x+y))(
∏
p−k≤i≤p
πi)(Fk(x))
∏
k+1≤j≤p−1
(πp−j(Fj(x+y)).
( |Fk(x)|
|Fp(x+ y)|
)mdk+ p0,2−p2d′
k
dy
d'où
Ji =
∑
j
a
(ti)
z0,tij
(π”)
∫
Wk∩Pt(ti+ti,j)
Sf (u)π
∗(F (u))|Fp(u)|−N |Fk(u)|mdk |Fp(u)|
p0,2−p2
mkd
′
k dλ(u)
puisque N =
p1
2 + p0,2
d′k
(dém.du lemme 1.4.7) don :
Ji =
∑
j a
(ti)
z0,ti,j
(π”)ZPt(ti+ti,j)(f ;π
∗| |−N1p) (1. orollaire 4.4.3)
=
{
a
(ti)
z0,ti(O)
(π”)ZO(f ;π
∗| |−N1p) lorsque i ∈ I(O,O∗)
0 sinon
par le hoix du support de f, d'où le résultat d'abord pour ℜ(π) > 0 puis en général par
prolongement méromorphe.
2) Dans les 2 as restants on a p = 2 don k = 1 et m1 = m
′
1 =
1
2 .
Lorsque y′ ∈ E′0,−2, le préhomogène (GH1)y′ , (E2,0)y′) est munit de l'invariant relatif fonda-
mental G(x) = F (x + y′−1) don G∗(x′) = F ∗(x′ + y′); de même pour x ∈ E′2,0, le prého-
mogène (GH1)x, (E0,2)x) est muni de l'invariant relatif fondamental H(y) = F (x + y) don
H∗(y′) = F ∗(x−1 + y′).
On reprend les aluls préédents, en prenant garde que les mesures données dans les théorème
4.3.3,4.3.5 et dans le §4.4 sont données pour F1 restreint à (E2,0)y′ et P1 restreint à (E0,2)x
e qui apporte à haque fois une onstante lorsqu'on remplae les fontions Zéta relatives à
(E2,0)y′ et à (E0,2)x par leurs valeurs mais e qui n'est pas le as pour elles du dual (om-
pensation ave la transformation de Fourier). 
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Remarque 5.1.2 De la même manière on détermine a∗O,O∗(π) en prenant x = x2 + x0 ∈
Wk ∩ O (xi ∈ Ei(hk) ∩ g1) puis un ensemble de représentants des orbites de (Gt)x2 dans
(E”0,−2)x2 , noté {ui} et pour haque ui un ensemble de représentants des orbites de (Gt)ui
dans (E”−2,0)ui , noté (ui,j)1≤j≤ri . On pose I
∗
O,O∗ = {i | ∃j tel que ui,j + ui ∈ O∗} et lorsque
I∗O,O∗ 6= ∅ soit ui(O∗) l'unique représentant tel que ui(O∗) + ui ∈W ∗k ∩O∗.
Alors :
• lorsque I∗O,O∗ = ∅ on a a∗O,O∗(π) = 0 et sinon
• a∗O,O∗(π) =
∑
i∈IO,O∗
a∗(x2)x0,ui (πk+1, ..., πp)γ
−1
k (x2, u
−1
i )a
∗(ui)
x2,ui(O∗)
(π1, ..., πk−1, π
1
mk
k
∏
k+1≤j≤p
πj| |
md′
k
mk )
5.2 Le as omplexe
Dans les notations du paragraphe préédent, lorsque F = C les préhomogènes ont tous une
seule orbite non singulière et γk ≡ 1 don la proposition 5.1.1 donne :
Corollaire 5.2.1 F = C
a(π) = aU(πp−k+1, ..., πp)a
U′(π1, ..., πp−k−1, π
1
mk
p−k
∏
p−k+1≤j≤p
πj| |
rk
mk ) ,
ave U := U(s), s étant l'algèbre engendré par z0 et z
−1
0 , U
′ := U(s′), s′ étant l'algèbre engendré
par z−2 et z
−1
−2 et a
U, aU
′
étant les oeients orrespondant pour les fontions Zétas assoiées.
Par onséquent on relie lassiquement le polynome de Bernstein au oeient de l'équation
fontionnelle, résultat déjà établi pour quelques as (f. [Bo-Ru 2℄, [Fa-Ko℄, [Cl℄,...).
Théorème 5.2.2 1. On suppose que (∆, λ0) est une F-forme de (E7, α6) ou bien que
(∆, λ0) est de type (Cn, αk) ave t = t
′
0, et soit
bg,Pt(s1, s2) = C
d1
2∏
j=1
(
(s2 + λ2,j)(2s1 + s2 + λ1,j)
)
le polynome de Bernstein du préhomogène (Pt, g1), alors il existe une onstante D telle
que :
a(ωq1 .| |s1 , ωq2 .| |s2) = D
d1
2∏
j=1
(
ρ′(ωq2 ; s2 + λ2,j + 1)ρ
′(ω2q1ωq2 ; 2s1 + s2 + λ1,j + 1)
)
.
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2. Dans tous les autres as, soit
bg,Pt(s1, ..., sp) = C
p∏
ℓ=1
(dp−ℓ+1−dp−ℓ∏
j=1
(sℓ + ...+ sp + λℓ,j)
)
le polynome de Bernstein du préhomogène (Pt, g1), alors il existe une onstante D telle
que :
a(ωq1 .| |s1 , ..., ωqp .| |sp) = D
p∏
ℓ=1
(dp−ℓ+1−dp−ℓ∏
j=1
ρ′(ωℓ....ωp; sℓ + ...+ sp + λℓ,j + 1)
)
.
Démonstration: Par réurrene sur p.
Pour p = 1 ela déoule du théorème 2 de J.I.Igusa [Ig 5℄ et pour p ≥ 2 on applique le orollaire
5.2.1 ainsi que la remarque 3.7.4 et la proposition 3.7.3.
Pour éviter d'utiliser le théorème 2 de J.I.Igusa, on aurait pu ommener par montrer le
théorème pour les paraboliques très spéiaux minimaux en utilisant les résultats des 2 exemples
fondamentaux. 
Remarque 5.2.3 A l'aide des résultats des setions suivantes, on vérie qu'ave les normali-
sations hoisies on a :
C = D = 1 (1).
'est à dire que dans la notation suivante :
A toute appliation polynomiale b : Cp 7→ C, b(s1, ..., sp) =
∏
1≤j≤q(a1,js1 + ...+ ap,jsp + aj),
les ar,j, étant entiers lorsque r = 1, ..., p et j = 1, ..., q et les oeients aj rationnels pour
j = 1, ..., q,
et tout aratère ontinu π = (π1, ..., πp) de (Fˆ∗)p, on assoie la quantité :
ρ′b(π) =
∏
1≤j≤q
ρ′(π
a1,j
1 ...π
ap,j
p | |aj+1),
ρ′(π1) = π1(−1)ρ(π1) étant le oeient de Tate (f.3.6.1) alors on a :
a(π) = ρ′bg,Pt
(π).
Démonstration: En eet, à l'exeption de l'unique as (Cn, αk), k pair, ave le sous-groupe
parabolique Pt′0 , (1) sera vérié dans les setions qui suivent pour tous les préhomogènes
(Pt, g±1) lorsque le sous-groupe parabolique standard très spéial est maximal parmi eux-i
don (1) est vérié pour tous les sous-groupes paraboliques standards très spéiaux (puisque
ela orrespond à ertaines valeurs nulles de si1 , ...) sauf dans le as (Cn, αk), k pair, ave le
sous-groupe parabolique Pt′0 .
Mais dans e dernier as 2H0 = H1+H2, H1 et H2 étant dans la même orbite de Aut(g) (f.3)
β de la démonstration de la prop.1.2.4) don
B˜(
H1
2
,
H1
2
) =
1
4
B˜(H1,H1) =
1
2
B˜(H0,H0) = −degré(F2)
4
.
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Or les préhomogènes (U0,U1) et (U
′
0,U
′
1) sont des préhomogènes ommutatifs de type (Dk, αk)
et les invariants relatifs fondamentaux sont de degré
degré(F2)
2
=
k
2
(même ref. qu'avant)
ainsi les normalisations sont ohérentes ave la desente et les oeients de la prop.3.7.3
valent 1 (A1 = B1 = 1) don C = ±1 et par la proposition 5.1.1 et le th.6.2.1 ii) on a
a(π1, π2) = ρ
′
B(π1, π2) ave bg,Pt(s1, s2) = C.B(s1, s2).
Il reste à vérier que C = 1. Pour ei on onsidère la même situation sur R 'est à dire le
préhomogène ((gR)0, (gR)±1) pour lequel on a enore a(π1, π2) = ρ
′
B(π1, π2), le oeient ρ
′
étant ette fois-i le oeient de Tate réel, mais alors par le 2) du lemme 3.7.1 on a :
b(s1, s2) = (−2
√−1π)k (a(| |
s1 , | |s2)
(a(| |s1 , ω˜−1| |s2−1) =
(−2√−1π)k
(2
√−1π)k B(s1, s2) = B(s1, s2).

La détermination des orbites pouvant s'avérer diile notamment dans la proposition 5.1.1
(f.par exemple §8.2.3 et 8.2.4) et au vu des résultats du orollaire 3.6.3 et du théorème 3.6.5,
on termine e paragraphe par une situation partiulièrement simple.
5.3 Un as partiulier
Dans e paragraphe, on suppose que (∆, λ0) n'est pas une F-forme de (E7, α6) et que t 6= t′0
lorsque (∆, λ0) est de type (Cn, αk) 'est à dire qu'on suppose que mk = 1.
On note par H un sous-groupe partiulier de F∗ ontenant F∗2 :
• soit H := F∗2,
• soit H ontient haque χi(Gt) pour i = 1, ..., p,
Pour u = (u1, ..., up) ∈
(
F∗/H
)p
on dénit les ouverts (éventuellement vides) :
Ou = {x ∈ g1 | F1(x)H = u1 , F2(x)H = u1u2 , ..., Fp(x)H = u1...up },
(noté également Ou1,...,up)
O∗u = {x ∈ g−1 | F ∗1 (x)H = up , F ∗2 (x)H = up−1up , ..., F ∗p (x)H = up...u1 }
(noté également O∗u1,...,up).
On a :
x ∈ Ou ⇔ x−1 ∈ O∗u.
Chaque Ou (resp.O
∗
u) est invariant par (∩1≤i≤pKerχi)Nt.
On dénit également les fontions Zétas assoiées, pour f ∈ S(g1) (resp.h ∈ S(g−1)) :
Zu(f ;ω) = Z(f1Ou;ω) (resp.Z
∗
u(h;ω) = Z
∗(h1O∗u ;ω) ) .
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Soit x ∈Wk et x = x2+x0 sa déomposition relativement à ad(hk), on suppose que γk(x2, x0)
(qui ne dépend que de la Ghk−orbite de x) est indépendant du hoix de x ∈ Ou1,...,up et on
pose : γ˜k(u1, u2, ..., up) = γ˜k(u) := γk(x2, x0).
Proposition 5.3.1 Soit w ∈ (F∗/H)p.
Lorsque W ∗k ∩ O∗w 6= ∅, soit z = z0 + z−2 ∈ W ∗k ∩O∗w, on note s l'algèbre engendrée par z0 et
z−10 , s
′
elle engendrée par z−2 et z
−1
−2 , U := U(s) et U
′ := U(s′).
On suppose que :
1. Pour tout π′ ∈ Ω((F∗)k) et ∀(u, v) ∈ (F∗/H)k×(F∗/H)k il existe une onstante b(wk+1,...,wp)v,u (π′)
telle que dans le préhomogène faiblement sphérique : ((Gt)z0Nk,2,U±1) on a les équations
fontionnelles suivantes pour tout π′ ∈ Ω((F∗)k) et ∀v ∈ (F∗/H)k :
Z∗v (F(f);π
′) =
∑
u∈
(
F∗/H
)k b(wk+1,...,wp)v,u (π′)Zu(f ;π′∗| |−
p2,0−p2
dk
1k) , ∀f ∈ S(U1),
ave b
(wk+1,...,wp)
v,u = 0 si l'un des deux ouverts est vide.
(u est assoié aux valeurs des invariants relatifs fondamentaux F1, ..., Fk)
2. Pour tout π” ∈ Ω((F∗)p−k) et ∀(u′, v′) ∈ (F∗/H)p−k× (F∗/H)p−k il existe une onstante
c
(w1,...,wk)
v′,u′ (π”) telle que dans le préhomogène faiblement sphérique : ((Gt)z−2Nk,0,U
′
±1) on
a les équations fontionnelles suivantes pour tout π” ∈ Ω((F∗)p−k) et ∀v′ ∈ (F∗/H)p−k :
Z∗v′(F(g);π”) =
∑
u′∈
(
F∗/H
)p−k c(w1,...,wk)v′,u′ (π”)Zu′(g;π”∗| |−
p0,2−p2
d′
k
1p−k
) , ∀g ∈ S(U′1) ,
ave c
(w1,...,wk)
v′,u′ = 0 si l'un des deux ouverts est vide.
(v′ est assoié aux valeurs des invariants relatifs fondamentaux F ∗1 , ..., F
∗
p−k)
alors pour π ∈ Ω((F∗)p) et ∀(F∗/H) ∈ Dp et ∀h ∈ S(g1) on a :
Z∗v (F(h);π) =
∑
u∈
(
F∗/H
)p dv,u(π)Zu(h;π∗| |−N1p) ave
dv,u(π) = γ˜k(u1, ..., uk, vk+1, ..., vp)b
(vk+1,...,vp)
(v1,...,vk),(u1,...,uk)
(π′).c
(u1,...,uk)
(vk+1,...,vp),(uk+1,...,up)
(π”)
lorsque u = (u1, ..., up) et v = (v1, ..., vp),
ave π′ = (πp−k+1, ..., πp) et π” = (π1, ..., πp−k−1,
∏
p−k≤j≤p πj | |rk).
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Démonstration: 1) On reprend brièvement la démonstration de la proposition 5.1 mais
relativement aux ouverts Ou et O
∗
v .
Prenons u, v ∈ (F∗/H)p tels que Ou et O∗v soient non vide, f ∈ C∞C (Ou) et Re(π) > 0.
Posons u′ = (uk+1, ..., up), u” = (u1, ..., uk) et v
′ = (vk+1, ..., vp), v” = (v1, ..., vk), on a :
Z∗v (F(f);π) =
∫
E0,−2∩O∗v′
C(y′)|F ∗p−k(y′)|
p1
2d′
k Z∗v”(F(E2,0)y′ (γk( , y
′−1)hf ( , y
′) ;π′)dy′ ,
par l'hypothèse faite sur γ on a :
F(E2,0)y′
( γk( , y
′−1)hf ( , y
′) ) =
∑
w∈
(
F∗/H
)k γ˜k(w, v′)F(E2,0)y′ (1Owhf ( , y′) )
don on a également :
Z∗v”(F(E2,0)y′ (γk( , y
′−1)hf ( , y
′) ;π′) =
∑
w∈
(
F∗/H
)k γ˜k(w, v′)Z∗v”(F(E2,0)y′ (1Owhf ( , y′) ;π′)
et par l'hypothèse 1 :
Z∗v”(F(E2,0)y′ (γk( , y
′−1)hf ( , y
′) ;π′) =
∑
w∈
(
F∗/H
)k γ˜k(w, v′)b(v
′)
v”,w(π
′)Zw(hf ( , y
′);π′∗| |−
p2,0−p2
dk
1k)
don :
Z∗v (Ff ;π) =
∑
w∈
(
F∗/H
)k γ˜k(w, v′)b(v
′)
v”,w(π
′)Iw avec
Iw =
∫
E0,−2∩O∗v′
C(y′)|F ∗p−k(y′)|
p1
2d′
k Zw(hf ( , y
′);π′∗| |−
p2,0−p2
dk
1k)dy′
=
∫
E2,0∩Ow
Z∗v′(F(E0,2)x(Sf (x+ ));π”).|Fk(x)|
−
p2,0
dk π′∗(G(x))dx
=
∑
w′∈
(
F∗/H
)p−k c(w)v′,w′(π”)
∫
E2,0∩Ow
Zw′(Sf (x+ );π”
∗| |−
p0,2−p2
d′
k
1p−k
).|Fk(x)|−
p2,0
dk π′∗(G(x))dx
en utilisant l'hypothèse 2. d'où :
Iw =
∑
w′∈
(
F∗/H
)p−k c(w)v′,w′(π”)Z(w,w′)(f ;π| |−N1p) = c(u”)v′,u′(π”)Zu(f ;π| |−N1p)
par hoix du support de f, don :
Z∗v (Ff ;π) = γ˜k(u”, v
′)b
(v′)
v”,u”(π
′)c
(u”)
v′,u′(π”)Zu(f ;π| |−N1p).
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Ainsi ∀f ∈ C∞c (Ou) et Re(π) > 0, on a :
Z∗v (fˆ ;π) = dv,u(π)Zu(f ;π
∗| |−N1p) ,
et dv,u = 0 lorsque Ou ou O
∗
v sont vides (puisque Ou = ∅ ⇔ Ou” = ∅ ou Ou′ = ∅ et idem
pour O∗v).
2) Lorsque H ontient haque χi(Pt) pour i = 1, ..., p, les ouverts non vides Ou (resp. O∗u)
sont réunion de Pt−orbites dans g′′1 (resp. g′′−1) don pour Re(π) > 0 et O ⊂ Ou on a :
dv,u(π) =
∑
{O∗ | O∗⊂O∗v}
aO∗,O(π), par prolongement méromorphe, ette égalité est vraie pour
tout aratère π don
∑
{O∗ | O∗⊂O∗v}
aO∗,O(π) est indépendante de l'orbite O ⊂ Ou d'où le
résultat.
3) Lorsque H = F∗2, pour v ∈ (F∗/F∗2)p, h ∈ S(g−1) et Re(π) > 0 on a :
Z∗v (h; π) =
1
|F∗/F∗2|p
∑
(a1,...,ap)∈
(
F∗/F∗2
)p
( ∏
1≤i≤p
(ai, vp...vp−i+1)
)
Z∗(h;π.(ω˜a1 , ..., ω˜ap)) .
Par prolongement méromorphe, ette égalité est vraie pour tout aratère π don, en appli-
quant l'équation fontionnelle abstraite à Z∗(F(f);π.(ω˜a1 , ..., ω˜ap)), on montre qu'il existe une
fontion méromorphe en π dépendant de l'orbite O, de u et de v, notée αO,π(u, v), telle que
∀f ∈ S(g1) :
Z∗v (F(f);π)) =
∑
{u∈(F∗/F∗2)p , orbites O | O∩Ou 6=∅}
αO,π(u, v) Z(f1O∩Ou;π
∗.| |−N1p).
Or, pour f ∈ C∞C (O ∩Ou) et Re(π) > 0, on a :
αO,π(u, v) = dv,u(π)
don par prolongement méromorphe, ette égalité est vraie pour tout aratère π don αO,π(u, v)
est indépendant de l'orbite O renontrant Ou d'où le résultat. 
Remarque 5.3.2 1. Lorsque Ou est inlus dans une seule orbite de Pt dans g”1, pour u
et v dans Dp, on dit que u ∼ v ⇔ Ou et Ov sont dans la même orbite de Pt (e qui est
équivalent à O∗u et O
∗
v sont dans la même orbite de Pt) alors ∀f ∈ S(g1), π ∈ Ω((F∗)p)
et pour toute orbite O∗de Pt dans g”−1, on a :
Z∗O∗(F(f);π) =
∑
{O|O orbites de Pt dans g”1}
AO∗,O(π)ZO(f ;π
∗| |−N1p) ave
AO∗,O(π) =
∑
{w∈
(
F∗/H
)p
,w∼v}
γ˜k(u1, ..., uk , wk+1, ..., wp)b
(wk+1,...,wp)
(w1,...,wk),(u1,...,uk)
(π′)c
(u1,...,uk)
(wk+1,...,wp),(uk+1,...,up)
(π”)
u = (u1, ..., up), v = (v1, ..., vp) hoisis tels que Ou ⊂ O et O∗v ⊂ O∗ (mais quelonques).
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2. Lorsque H = F∗, on normalise les invariants F1, ..., Fp de telle manière qu'ils repré-
sentent tous 1 alors ∀f ∈ S(g1) on a :
Z∗(F(f);π) = A(π)Z(f ;π∗| |−N1p) ave
A(π) = γ˜k(1, ..., 1)b
(1,...,1)
(1,...,1),(1,...,1)(π
′)c
(1,...,1)
(1,...,1),(1,...,1)(π”) .
Terminons par les 2 exemples réels suivants pour lesquels l'invariant relatif fondamental F est
de degré 4 don B˜(H0,H0) = −2 :
• (E6, α2) de type III réel 'est à dire que g est une algèbre de Lie de rang 2 et de diagramme
de Satake de type EIII, (g0, g1) est de type (E6, α2), don (g0, g1) est de type (BC2, λ1) :
 ✠ ❅❘
◦ • •
⊚
• ◦
(λ1 est la restrition de α2 et λ2 de α1 et également de α6)
• (E7, α1) de type EVII réel 'est à dire que g est une algèbre de Lie de rang 3 et de
diagramme de Satake de type EVII, (g0, g1) est de type (E7, α1), don (g0, g1) est de type
(C3, λ1) :
⊚ • •
•
• ◦ ◦
(λ1 est la restrition de α1, λ2 de α5 et λ3 de α6)
Dans les 2 as le sous-groupe parabolique standard très spéial est donné par P = P (H1,H2)
ave H1 = hλ1 et H2 = 2H0 −H1 = hµ; H1 et H2 sont dans la même orbite de G.
Indiquons également les diérents sous-espaes qui interviennent ainsi que leurs dimensions :
g2 = E2,2 = g
eλ
est de dimension 1, λ˜ étant la plus grande raine ; E1,1 = g
λ1+λ2
est de dimen-
sion 4d, gλ1 de dimension d+ 2 d'où g1 est de dimension 8 + 6d.
Type réel EIII EVII
µ λ1 + 2λ2 λ1 + 2λ2 + λ3
λ˜ 2(λ1 + λ2) 2(λ1 + λ2) + λ3
d 2 4
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La restrition de l'invariant relatif fondamental F1 (resp. P1) à U(RH2)1 = gλ1 (resp. à
U(RH1)1 = gµ est don une forme quadratique anisotrope (haque U(RHi), i = 1, 2, est de
rang 1).
Proposition 5.3.3 1. b1(s1, s2) = s2(s2 +
1 + d
2
) , b2(s1, s2) = s2(s2 +
1 + d
2
)(s1 + s2 +
2d+ 1
2
)(s1 + s2 +
3d+ 2
2
).
2. P a une seule orbite dans g”1.
3. Soient (s1, s2) ∈ (̂C)2, f ∈ S(g1) alors :
Z∗(Ff ; (s1, s2)) = Cd(s1, s2) sin(πs2) cos(π(s1 + s2))Z(f ; (s1,−s1 − s2 − 3
2
d− 2) ave
Cd(s1, s2) = 4(2π)
−2s1−4s2−3d−6Γ(s2 + 1)Γ(s2 +
d+ 3
2
).
Γ(s1 + s2 +
2d+ 3
2
)Γ(s1 + s2 +
3
2
d+ 2).
Démonstration: 1) Dûe à la normalisation de B˜.
2) Soit x et x′ 2 éléments de Wt, déomposons x = x2 + x0 et x
′ = x′2 + x
′
0 ave xi
et x′i ∈ Ei(H1) ∩ g1, alors x2 et x′2 sont dans la même orbite de Int(U(RH1)0) ar l'algèbre
U(RH1) est de rang 1 et le préhomogène (U(RH1)0,U(RH1)1) est ommutatif (f.par exemple
démonstration de 6.1.7) don on peut supposer que x2 = x
′
2 ensuite on proède de même ave
x0 et x
′
0 dans le préhomogène ommutatif ((Ux2)0, (Ux2)1) ave Ux2 := U(Rx2⊕RH2⊕Rx−12 ).
3) On applique le 4) du théorème 3.6.5 ainsi que la proposition 5.3.1 ave H = R∗.
Soit x ∈Wt, x = x2+x0 ave xi ∈ Ei(H1)∩g1 alors on a vu que −x2+x0 et x2+x0 sont dans
la même orbite de GH1 , don la forme quadratique dénie sur E−1,−1 par B˜(ad( )
2(x2), x0)
est de type (2d, 2d) d'où γ1(x2, x0) = 1. 
Remarques : 1) Cette proposition est bien onnue lorsque s1 = 0 ([Muro 2℄).
2) La situation n'est plus aussi simple pour les autres formes qui seront traitées dans la
setion 8.2 (prop.8.2.6, f.également prop. 8.2.11).
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6 Le as ommutatif
Dans ette setion, on traite les équations fontionnelles des préhomogènes de type om-
mutatifs, bien que es résultats soient onnus en grande partie, omme ela a été rappelé dans
l'introdution, an de les exprimer dans nos notations et normalisations pour une utilisation
ultérieure (f. §8.3 qui traite du as exeptionnel (E7, α2) et remarque 5.2.3).
Notation : φ étant une forme quadratique non dégénérée, on note simplement γ(φ) la
onstante γ(τ ◦ φ) (f.§3.6.2).
6.1 Struture
6.1.1 Rappels
On onsidère le sous-groupe parabolique très spéial standard déni dans le lemme 2.3.2,
P0 = P (hλ1 , ..., hλn), {λn, ..., λ1} étant l'ensemble maximal anonique de raines orthogonales
de ∆1 (l'ordre est inversé).
On rappelle que le système de raines obtenu à partir des restritions non nulles de ∆ à
t0 = ⊕1≤i≤nFhλi est de type Cn, qu'il existe une algèbre déployée, notée g˜, admettant t0
omme sous-algèbre de Cartan (prop.2.2.1 [Mu 3℄) et que :
B˜ = − dnB
2B(H0,H0)
(= − 2d1B
B(hλi , hλi)
),
(dn = nd1 lemme 6.1.4) ainsi pour toute raine longue α de ∆ on a B˜(Xα,X−α) = d1.
Pour i 6= j, soit Ei,ju,v = {x ∈ g | [hλi , x] = ux , [hλj , x] = vx , [hλk , x] = 0 pour
1 ≤ k 6= i, j ≤ n} le sous espae assoié à la raine uλi + vλj
2
de R (u, v = ±1).
Proposition 6.1.1 1. Pour 1 ≤ k 6= r ≤ n, Ek,r1,1 6= {0} et il existe un élément de Aute(g0),
gk,r dont la restrition à ⊕1≤i≤ngλi soit une involution qui se réduise à l'identité sur
⊕1≤i 6=k,r≤ngλi et gk,r(gλk) = gλr .
2. Il existe un système de Chevalley , (Xµ, hµ,X−µ)µ∈R, de (g˜, t0) tel que toutes les formes
quadratiques fλi−λj
2
dénies sur Ei,j−1,1 par fλi−λj
2
(A) = 12B˜(ad(A)
2(Xλi),X−λj ) sont
équivalentes et représentent d1.
3. Dans le as réel, on peut supposer de plus que Θ(Xλi) = X−λi , i = 1, ..., n, Θ étant une
involution de Cartan telle que Θ/a = −id.
4. Pour toute orbite non réduite à {0} de G dans g1, il existe j ∈ {1, ..., n} telle que ette
orbite renontre ⊕1≤i≤j(gλi − {0}).
Démonstration: 1)-2) C'est la démonstration de la prop.4.1.1 [Mu 3℄) qui onvient égale-
ment lorsque dim(gλi) > 1 pour i = 1, ..., n (f.également la démonstration du 1) du lemme
6.1.7).
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3) Lorsque F = R on a [Θ(Xλi),Xλi ] = cihλi ave ci = B˜(Θ(Xλi),Xλi) > 0 don
(
1√
ci
Xλi , hλi ,Θ(
1√
ci
Xλi))
est enore un sl2-triplet d'où le résultat (f.lemme 1.1.7 de [Bo-Ru 2℄).
4) est une onséquene de la prop.5.2.2 de [Mu 2℄ et du 1) de ette proposition. 
On normalise les invariants relatifs fondamentaux par :
i = 1, ..., n : Fi(
∑
1≤j≤n
Xλj ) = 1 don F
∗
i (
∑
1≤j≤n
X−λj ) = 1 pour i = 1, ..., n.
On note E := E1,2−1,1, f := fλ1−λ2
2
, d est la dimension ommune des sous-espaes Ei,j±1,±1, et
δ := (−1)[ d2 ].disriminant de f.
On rappelle que :
g = g−1 ⊕ g0 ⊕ g1
g−1 = ⊕1≤i≤ng−λi ⊕1≤i<j≤n Ei,j−1,−1
g1 = ⊕1≤i≤ngλi ⊕1≤i<j≤n Ei,j1,1
g0 = E(0) ⊕1≤i<j≤n
(
Ei,j−1,1 ⊕ Ei,j1,−1
)
E(0) = ∩1≤i≤nE0(hλi) .
En raison des relations de ommutation :
Wt0 = ⊕1≤i≤n (gλi − {0}) (resp. W ∗t0 = ⊕1≤i≤n (g−λi − {0}) )
et F/Wt0 =
∏
1≤i≤nGi (resp.F
∗/W ∗t0 =
∏
1≤i≤nG
∗
i ), Gi étant l'invariant relatif fondamental
du préhomogène (E0(hλi) ∩ g0, gλi) normalisé par Gi(Xλi) = 1 don G∗i , invariant relatif fon-
damental du préhomogène dual, vérie G∗i (X−λi) = 1 (G1 = F1 et F
∗
1 = G
∗
n).
Dénition 6.1.2 Le préhomogène (g0, g1) est dit presque déployé si les sous-espaes radiiels
gλr , r = 1, ..., n sont de dimension 1.
Lorsque
λ2−λ1
2 ∈ ∆, f0 est la restrition de f à g
λ2−λ1
2
et e est la dimension de g
λ2−λ1
2
, on
rappelle que :
Lemme 6.1.3 1. f représente d1.
2. g est de rang n ⇔ f est anisotrope.
3. Lorsque (g0, g1) est presque déployé :
i) f ∼ f0 ⊕ f1, f0 est anisotrope et f1 est hyperbolique.
ii) Lorsque n ≥ 2, F2 ∼ −f⊕ la forme hyperbolique à deux variables.
iii) Lorsque e = 0 ou bien e = d, f et af, a ∈ F∗, sont équivalentes ⇔ a est un élément
de f(E)∗ à l'exeption du as d = 3 lorsque F est un orps p−adique.
iv) f(E)∗ ⊂ ∩1≤i≤n−1χi(P0).
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Démonstration: 1. résulte du 2. de la prop.6.1.1.
2. résulte de la démonstration du 2) du lemme 4.1.3 de [Mu 3℄.
3.i) Ce résultat, bien onnu dans le as réel (lemme 2-22 p.49, [Bo-Ru 2℄), résulte d'un simple
alul puisque pour µ ∈ ∆−1,1 = {µ ∈ ∆ |n(µ, λ2) = −n(µ, λ1) = 1} on a µ′ = −(µ+λ1−λ2) ∈
∆−1,1 or :
sµ(λ1)(hλ2) = (λ1 − n(λ1, µ)µ)(hλ2) = −n(λ1, µ) ≤ 2,
et l'égalité : n(λ1, µ) = −2⇒ sµ(λ1) = λ2 don µ = λ2−λ12 est une raine ourte, ainsi :
∆−1,1 =
{
{µi , µ′i := −(µi + λ1 − λ2), i = 1, ..., l1} si e = 0
{λ2−λ12 , µi , µ′i := −(µi + λ1 − λ2), i = 1, ..., l1} si e > 0,
les raines {µi , µ′i, i = 1, ..., l1} ayant même longueur que λ1.
Par dualité de la forme de Killing, on a pour A0 ∈ g
λ2−λ1
2
et xi, yi ∈ F, i = 1, ..., l1 :
f(
l1∑
i=1
(xiXµi + yiXµ′i) +A0) = f(A0) +
l1∑
i=1
xiyiB˜([Xµi ,Xλ1 ], ([Xµ′i ,X−λ2 ]),
Tout A ∈ gλ2−λ12 − {0} se omplète en 1 sl2-triplet (A,hλ2 − hλ1 , B), B ∈ g
λ1−λ2
2 − {0},
don ad(A)2 est une bijetion de gλ1 sur gλ2 qui sont de dimension 1 d'où ∃x ∈ F∗ tel que
ad(A)2(Xλ1) = xXλ2 et f(A) =
x
2 6= 0.
3.ii) Soit x = a1Xλ1+a2Xλ2+y, y ∈ E1,11,1 , a2 6= 0, alors par le alul habituel (f.démonstration
du lemme 1.1.1) :
x = exp(ad(A))(a1Xλ1 + bXλ2) ave b = a2 −
B(ad(y)2(X−λ1 ,X−λ2)
2a1B(Xλ2 ,X−λ2)
,
don ave les normalisations hoisies :
F2(x) = a1b = a1a2 − f(θXλ1 (1)(y)).
3)iii) Comme f ∼ f1 ou bien f ∼ f0, 3.iii) est évident dans le as réel puisque f0 est dénie
positive et dans le as p−adique ar alors d ≤ 4 et f représente 1.
3. iv) résulte de la démonstration du 1) du lemme 4.1.3 de [Mu 3℄. 
Lemme 6.1.4 Soit d = 2
dim(g1)− dn
(dn − 1)dn alors :
d = (d1)
2d , N =
dim(g1)
dn
=
d
2
(nd1 − 1) + 1 et dk = kd1 pour k = 1, ..., n.
Démonstration: 1) Comme tous les sous-espaes gλj , j = 1, ..., n, sont onjugués et qu'ils
ommutent, la relation sur les degrés des invariants s'établit par réurrene sur n (f.lemme
1.4.7).
2) Lorsque (g0, g1) est quasi-déployé, Fk est de degré k pour k = 1, ..., n (prop.3.2 de
[Mu 3℄) don d1 = 1 et d = d.
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3) Lorsque dim(gλ1) > 1, sur une extension algébrique onvenable de dimension nie de
F, notée E, g := g⊗F E est déployée, on a alors les égalités suivantes :
dn = nd1
dim(gλ1) = d1 +
(d1 − 1)d1
2
d
dim(g1) = dn +
(dn − 1)dn
2
d
dim(g1) = ndim(g
λ1) +
(n − 1)n
2
d d'où le résultat. 
Pour des raisons de normalisations, on redonne le résultat suivant déjà onnu ([Fa-Ko℄,[Bo-Ru 2℄) :
Lemme 6.1.5 F = R : le polynme de Bernstein assoié à (P0, g1) est donné par :
(s1, ...sn) ∈ Cn : b(s1, ...sn) =
n−1∏
k=0
d1−1∏
j=0
( ∑
n−k≤i≤n
si +
d
2
(j + d1k)
)
.
Démonstration: On applique la proposition 3.7.3 en notant que par le hoix de la norma-
lisation de B on a :
k = 1, ..., n B˜(
∑
1≤i≤k
hλi ,
∑
1≤i≤k
hλi) = −2dk,
et on a d1 = 1 ou 2 don pour (s1, ...sn) ∈ Cn on a :
b(s1, ...sn) = (C
−d1)n
n−1∏
k=0
d1−1∏
j=0
( ∑
n−k≤i≤n
si +
d
2
(j + d1k)
)
ave :
• lorsque d1 = 1, C = B˜(Xλ1 ,X−λi) = 1
• lorsque d1 = 2 , C = B˜(hλ12 ,
hλ1
2 ) = −1 (remarque 3.6.6). 
Remarque 6.1.6 Rappelons la terminologie utilisée dans [Bo-Ru 2℄), on dit que :
• (g0, g1) est de type I lorsqu'il est presque déployé et f est anisotrope ⇔ rang(g) = dn.
On a don e = d et d ≤ 4 dans le as p−adique.
• (g0, g1) est de type II lorsqu'il est presque déployé et f est isotrope ⇔ rang(g) > dn.
On a don γ(f) = γ(f0), e < d et g est déployée ⇔ e ≤ 1 (démonstration du lemme 6.1.3).
e = 0 lorsque n ≥ 3 (f. tableau 1).
• (g0, g1) est de type III lorsqu'il n'est pas presque déployé ⇔ rang(g) < dn.
Pour u ∈ (F∗/F∗2)n, Ou et O∗u ont été dénis dans le §3.5.
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6.1.2 Le type III
Par les tables de [Wa℄ et [Ve℄ (f. également le tableau 1 et les tables de [Bo-Ru 2℄p.222-
224), les as possibles, en dehors du as où g est de rang 1, sont :
i) (∆, α0) = (A2nm−1, αnm) et (∆, λ0) = (A2n−1, αn) ave m ≥ 2
ii) (∆, α0) = (C2n, α2n) et (∆, λ0) = (Cn, αn).
Les démonstrations sont faites as par as ainsi dans le as ii) lorsque F est un orps P-
adique, on supposera la aratéristique résiduelle diérente de 2, pour des raisons tehniques.
Lemme 6.1.7 Soit x0 ∈ gλ1 , on suppose que l'appliation de E dans gλ2 dénie par ad(A)2(x0)
est surjetive alors :
1. Les orbites de G et de Ker(χn) dans g1 − g′1 sont les mêmes et ont pour représentants :
0,
∑
1≤j≤iXλj , i = 1, .., n − 1.
2. Dans le préhomogène (U(Fhλn)0,U(Fhλn)1), (Aut0(U(Fhλn))hn−1 a n orbites de représen-
tants : 0,
∑
1≤j≤iXλj , i = 1, .., n−1 et P⊕1≤j≤n−1Fhλj a une seule orbite dans U(Fhλn)1”.
Démonstration: 1) Tout élément A ∈ Ek,r−1,1 pour lequel il existe x ∈ gλk tel que ad(A)2(x) 6=
0 se omplète en un sl2-triplet (A,hλr − hλk , B) ave B ∈ Ek,r1,−1(f. démonstration du lemme
2.2.2 de [Mu 3℄) par onséquent l'automorphisme élémentaire :
gA = expad(B)expad(A)expad(B).gk,r ∈ Gt0
se réduit à l'identité sur ⊕1≤j≤n,j 6=k,rgλj , sur gλj (resp. gλk) à 12ad(A)2 ◦ gk,r (resp. 12ad(B)2 ◦
gk,r).
2) Soit x ∈ g1 − g′1, on peut supposer que x =
∑
1≤i≤j xi, xi ∈ gλi − {0} (4 prop.6.1.1).
Soit i ∈ {1, ..., j}, par 1) il existe Ai ∈ Ei,n1,−1 et une involution gAi ∈ Gt0 ∩ Ge réduite à
l'identité sur ⊕1≤k≤n−1,k 6=igλk telle que gAi(x) =
∑
1≤k≤j,k 6=i xk + Xλi puisque l'appliation
est surjetive d'où 1. et 2. puisque la restrition des gAi à U(Fhλn) est dans Aut0(U(Fhλn)).
Proposition 6.1.8 1. Dans le as réel ou bien dans le as P-adique lorsque (∆, α0) =
(A2nm−1, αnm) et (∆, λ0) = (A2n−1, αn) ave m ≥ 2, P0 a une seule orbite dans g”1 et
G a n + 1 orbites dans g1 de représentants : 0,
∑
1≤j≤iXλj , i = 1, .., n. Les orbites de
Ker(χn) dans g1 − g′1 sont les mêmes que elles de G.
2. Lorsque F est un orps P-adique et que (∆, α0) = (C2n, α2n) et (∆, λ0) = (Cn, αn), G a
trois orbites dans g′1 lorsque n = 1 et pour n ≥ 2 il y a quatre orbites en bijetion ave
F∗/F∗2.
Les orbites de P0 dans g”1 (resp.g”−1) sont données par Ou (resp.O
∗
u) ave u dérivant
(F1(g
λ1 − {0})/F∗2)n.
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Démonstration: 1) Lorsque g est de rang 1, on montre que Ker(χ1) agit transitivement
sur {x ∈ g1|F1(x) = u}, u ∈ F∗ étant représenté par F1.
a) Lorsque F1 est une forme quadratique (don anisotrope), on sait que SO(P ) agit transi-
tivement sur {x ∈ g1/P (x) = t}. Soit U le sous-groupe algébrique onnexe de Aut(g), d'algèbre
de Lie g′0 = [g0, g0], alors U ⊂ (Kerχ1)0.
On onsidère l'appliation de restrition, notée f, de U dans O(P ), qui à g de U assoie la
restrition de g à g1. f étant ontinue , f(U) est un sous-groupe onnexe de O(P ) don un
sous-groupe de SO(P ) , omme le noyau de f est réduit à l'identité , on a :
dim L(U) = dim L(f(U)) = dim g′0
Il sut don de vérier que
(1) dim g′0 = dim (L(SO(P )))
pour avoir f(U) = SO(P ), ainsi tout élément de SO(P ) se prolonge en un élément de Aut0(g)
normalisant g1 , don par dualité , il normalise également g−1, et par engendrement également
g. Ainsi tout élément de SO(P ) se prolonge en un élément de Ker(χ1).
Notons que lorsque F = R, U est un groupe ompat don f(U) également ainsi f(U) est
un sous-groupe analytique ompat de SO(P ), don f(U) est un sous-groupe algébrique de
SO(P ) ayant la même algèbre de Lie don f(U) = SO(P ).
Or
dim (L(SO(P ))) =
dim(g1)(dim(g1)− 1)
2
La vériation de (1) est immédiate à l'aide des tables de [Wa℄, [Ve℄ et du tableau 1, en eet les
diagrammes de Satake orrespondants aux as absolument irrédutibles, ommutatifs, de F-
rang un, très réguliers, ayant un invariant relatif fondamental de degré deux, sont les suivants :
• ⊚ • dim g′0 = 6 , dim g1 = 4,
⊚ • • . . . . . .• •> • dim (g′0) = (n − 1)(2n − 1) , dim(g1) = 2n− 1,
⊚ • • . . . . . .• • •
•
• dim (g′0) = (n− 1)(2n − 3) , dim(g1) = 2(n − 1),
⊚ > • dim (g′0) =dim (g1) = 3.
b) Lorsque F1 n'est pas une forme quadratique , g est isomorphe à sl2(D), D étant
une algèbre à division et F est un orps p-adique.
Donnons une brève desription de (g0, g1) lorsque g s'identie à sl2n(D). Ce as est le même
que sl2n(F). On a
H0 =
(
In On
0n −In
)
g1 = {
(
0n An
0n 0n
)
ave An ∈Mn×n(D)} g−1 = {
(
0n 0n
Bn 0n
)
ave Bn ∈Mn×n(D)}
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U(F(2H0−hλn−i+1) est l'ensemble des matries ayant tous ses éléments nuls sauf eux dont les
indies des lignes et des olonnes appartiennent à l'ensemble {n−i+1, n+i}. E est l'ensemble
des matries ayant tous ses éléments nuls sauf elui situé sur la n − 1 ligne et n olonne ou
bien elui situé sur la n+ 1 ligne et n+ 2 olonne.
Dans le as n = 1, g1 s'identie à D, l'invariant est alors donné par la norme de D, notée N,
G s'identie à D∗ × D∗ opérant par x → axb−1. U ontient {x ∈ D / N(x) = 1} qui opère
transitivement sur l'ensemble {x ∈ D / N(x) = t}, t ∈ F∗. Notons qu'ii G a deux orbites dans
g1.  du rang 1.
2) Évident dans le as réel puisque χi(Gt0) = R
∗+
et Fi(x) ≥ 0 pour i = 1, ..., n, de
plus Gt0 (resp. Ker(χn)) opère transitivement sur ⊕1≤i≤jgλi − 0 (resp. lorsquej < n) par 1)
et toute G− orbite non réduite à {0} renontre ⊕1≤i≤jgλi − 0.
3) Pour le as sl2n(D), D étant une algèbre à division.
Vérions que l'hypothèse du lemme 6.1.6 est vériée et pour ei on peut supposer n = 2.
On a :
E = {A =

(
0 0
a 0
)
0
0
(
0 0
b 0
)
 a, b ∈ D}
et pour x˜ =
 0 ( 0 x0 0
)
0 0

on a ad(A)2(x˜) =
 0 ( 0 02axb 0
)
0 0

ainsi ette applia-
tion est surjetive sur gλ2 lorsque x est non nul. On peut appliquer au préhomogène (g0, g1)
le 1) du lemme 6.1.6.
Comme on peut toujours plonger sl2n(D) dans sl2n+2(D) de la manière suivante :
A→ A˜ =
 0 ... 0. A .
0 ... 0
 .
On peut appliquer au préhomogène (g0, g1) le 2) du lemme 6.1.6.
Notons que dans le as p-adique, χi(G) = F∗ pour i = 1, ..., n ar la norme est surjetive sur F.
4) Le as (C2n, α2n) non déployé
La démonstration se trouve dans le §6.1.3.
6.1.3 Le as (C2n, α2n) de type III
Le as traité orrespond au diagramme de Satake suivant : • ◦ • . . . . . . ◦ •<⊚
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Lorsque F est un orps loal non arhimédien, on suppose la aratéristique résiduelle
diérente de 2.
• La desription du as (Cl, αl) déployé
g s'identie à l'ensemble des matries de la forme :
(
A B
C D
)
où A,B,C,D sont des ma-
tries arrées d'ordre l telles que D = −tA,B et C sont symétriques.(f.N.Jaobson,Lie Alge-
bras,Intersiene,1962)
La forme de Killing est donnée par la relation suivante :B(U, V ) = (2l + 2)trae(U.V )
2H0 est alors donné par : 2H0 =
(
Il 0l
0l −Il
)
, Ol étant la matrie arrée d'ordre l dont tous
les oeients sont nuls et Il la matrie arrée d'ordre l dont tous les oeients sont nuls
sauf eux situés sur la première diagonale qui sont égaux à 1
Un alul faile donne :
g1 = {
(
0l U
0l 0l
)
U =t U ∈Ml,l} g−1 = {
(
0l 0l
Ul 0l
)
U =t U ∈Ml,l}
On identie ainsi g1 et g−1 à l'espae des matries symétriques ayant l lignes.
L'ation de Aut(g)H0 = Aut0(g)H0 ([Bou 2℄, hapitre 8, n
◦3, orollaire 2) (resp.Ge) s'identie
à l'ation de l'ensemble des matries :
{g =
(
A 0l
0l µ
tA−1
)
ave µ ∈ F∗ A inversible} (resp : µ = 1 et det(A) = 1)
agissant par la onjugaison usuelle , e qui donne ave les notations i-dessus :
g(U) = µ−1AU(tA)
on a ainsi, modulo l'ation du entre, l'ation usuelle de Gll(F) sur les matries symétriques.
a peut être hoisi omme l'ensemble des matries diagonales de g, et P0 orrespond aux élé-
ments g pour lesquels la matrie A est triangulaire supérieure.
Pour X ∈Ml,l,Xi désigne la matrie tronquée à i, lignes et i olonnes obtenues en onservant
les lignes et les olonnes omprises entre l − i+ 1 et l.
Les invariants relatifs fondamentaux (non normalisés) et les aratères assoiés sont alors
donnés par :
Fi(U) = det(Ui) χ(g) = µ
−l(det(Ai))
2.
• La desription du as (C2n, α2n) de type III
Soit E l'extension galoisienne sur laquelle g se déploie , on a E = F(
√
ǫ), ǫ étant une unité qui
n'est pas un arré ([Ve℄).
On note par x la onjugaison de x dans E et (., .) le symbole de Hilbert déni sur F∗ × F∗.
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Si on identie g⊗F E à l'espae des matries donné préédemment, g s'identie alors à
{X ∈ g⊗F E / TXT−1 = X} ave
T =
(
J 0l
0l
tJ
)
, J =

Iβ 0 0
0 Iβ 0
... ... ...
0 ...0 Iβ
 , Iβ = ( 0 β1 0
)
ave (β, ǫ) = −1.
On peut remarquer que J2 = βId.
En partiulier g1 (resp.g−1) s'identie à l'espae des matries symétriques de M2n,2n(E) véri-
ant la relation
JU = U(tJ) (resp. (tJ)U = UJ )
On note ave un E en indie, tous les groupes préédents provenants de g⊗F E.
Comme g±1 engendrent g, on a
GE ∩Aut(g) = {g ∈ GE /g(g1) ⊂ g1}
et son ation s'identie à l'ation des matries
{g =
(
A 0l
0l µ
tA−1
)
ave µ ∈ F∗ , JA = ±AJ A inversible}
agissant sur g1 (resp.g−1) après identiation matriielle par :
g(U) = µ−1AU(tA) (resp. g(U) = µtA−1UA−1 ).
Notons que
G˜2n(E) = {A ∈ G2n(E) JA = ±AJ} = G1∪
√
ǫG1 avec G1 = {A ∈ G2n(E) JA = AJ}.
Donnons la desription de haque hλn−i+1 , 1 ≤ i ≤ n, ils sont représentés par les matries
hλn−i+1 = (h
(i)
k,l)
ave
h
(i)
k,l = 0 si k 6= l ou si k = l /∈ {2i− 1, 2i, 2(n + i)− 1, 2(n + i)}
h
(i)
2i−1,2i−1 = h
(i)
2i,2i = 1 = −h(i)2(n+i)−1,2(n+i)−1 = −h
(i)
2(n+i),2(n+i).
La sous-algèbre U(F(2H0− hλn−i+1) orrespond aux matries U (i) de g dont tous les éléments
uk,l sont nuls , sauf eux tels que k et l appartiennent à l'ensemble {2i − 1, 2i, 2(n + i) −
1, 2(n+ i)}. Les sous-espaes gλn−i+1 ( resp.g−λn−i+1) orrespondants sont les matries U (i) de
g1 dont tous les éléments uk,l sont nuls , sauf eux tels que k et l appartiennent à l'ensemble
{2i − 1, 2i} ( resp. {2(n + i) − 1, 2(n + i)}). En partiulier, l'ériture sous forme de matries
(2, 2) donne
pour gλi : D = {Xa,b =
(
βa b
b a
)
ave a ∈ E b ∈ F}
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pour g−λi : D′ = {Ya,b =
(
a b
b βa
)
ave a ∈ E b ∈ F}
On a :
det(Xa,b) = aaβ − b2 = (x2 − ǫy2)β − b2 a = x+
√
ǫy, x, y ∈ F
e qui donne lorsque F = R (ǫ = β = −1) : det(Xa,b) = −(x2 + y2 + b2).
La normalisation des invariants relatifs fondamentaux dépend du hoix du sl2-triplet de base :
(Xλ1 , hλ1 ,X−λ1). Dans et exemple on onvient de prendre :
Xλ1 orrespond à X0,1 alors X−λ1 orrespond à Y0,−1
ainsi à l'identiation matriielle près :
FU(F(2H0−hλ1))
(Xa,b) = −det(Xa,b) et F ∗U(F(2H0−hλ1))(Ya,b) = −det(Ya,b)
'est à dire que l'un des oeients de la forme quadratique anisotrope à 3 variables et réduite
sous forme de arrés, est un arré alors ǫ = −disriminant(F1).
Gt0 orrespond aux matries dont les éléments A sont de la forme : A =

A1 0 0
0 A2 0
... ... ...
0 ...0 An
 ,
(resp. P0 orrespond aux matries dont les éléments A sont de la forme :A =

A1 ∗ ∗
0 A2 ∗
... ... ...
0 ...0 An
 )
les matries Ai,i = 1, ..., n, ayant 2 lignes et 2 olonnes.
Tout élément de G˜2∩G1 s'étend en un élément de Gt0 ∩G1 entralisant ⊕1≤j≤n,j 6=igλjpuisque
toute matrie inversible à 2 lignes et 2 olonnes vériant l'égalité IβA = AIβ s'étend en un
élément A˜ par :
A→ A˜ =

I2 0 ... ... 0
... ... ... ... ...
0 ... A ... 0
... ... ... ... ...
... ... ... ... I2
 .
Desription omplète du as (C4, α4) :
g = {

A1 A3 B1 B3
A4 A2
tB3 B2
C1 C3 −tA1 −tA4
tC3 C2 −tA3 −tA2
 , Ai, Bi, Ci, B,C ∈M2,2(E) ave :
B1 , B2 , C1 , C2 symétriques et :
1 ≤ i ≤ 4 : IβAi = AiIβ , 1 ≤ j ≤ 3 : IβBj = Bj(tIβ) et (tIβ)Cj = CjIβ }
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gλ1 ( resp.g−λ1) orrespond au sous-ensemble préédent dont tous les éléments sont nuls sauf
peut-être B2 ( resp. C2). U(F(h1) (resp. U(F(h2) ) orrespond au sous-ensemble préédent dont
tous les éléments sont nuls sauf peut-être eux qui portent un indie 1 ( resp. 2). E = E1,2−1,1
orrespond à l'ensemble des matries représenté par A3.
L'ation de E sur gλ1 dénie par 12ad( )
2
est représentée matriiellement par B1 := A3B2(
tA3)
lorsque l'élément de E est représenté par A3, elui de g
λ1
par B2 et elui de g
λ2
par B1.
Pour x ∈ gλ1 , y ∈ g−λ2 , la forme quadratique fx,y est donnée dans la desription des matries
i-dessus par :
X ∈ D Y ∈ D′ A ∈ H fX,Y (A) = cste.Trae(AX(tA)Y )
ave H = {
(
a βb
b a
)
a, b ∈ E} = G1 ∪ {
(
0 0
0 0
)
.
• On rappelle que les orbites du as de rang 1, (C2, α2), sont en bijetion ave F1(gλ1 −
0)/F∗2.
Lorsque F est un orps P-adique, les représentants de F1(gλ1−0)/F∗2 ontiennent {1, β, ǫβ}, il
y a égalité lorsque la aratéristique résiduelle est diérente de 2 et X0,1, X1,0, Xα,0 (resp.Y0,1,
Y1,0, Yα,0), ave αα = ǫ, sont des représentants des orbites non réduites à 0 dans D (resp. D′).
De plus, omme le produit de deux éléments de F1(g
λ1 − 0)/F∗2 dérit F∗/F∗2, Fi dérit F∗
pour i ≥ 2.
Lorsque deux matries X et X ′ de D vérient l'égalité det(X) ≡ det(X ′) (modulo F∗2), il
existe A dans G˜2(E)∩G1 tel que gX(tg) = X ′ puisque X et ǫX sont dans la même G1−orbite
et que X et X ′ sont dans la même G˜2(E) (f. le as de rang 1).
Soit x ∈ Ou supposé non vide, alors il existe g ∈ N0 et xi ∈ gλi , i = 1, ..., n, tels que x =
g(
∑
1≤i≤n xi) et Gi(xi) ≡ ui (mod(F∗2)) pour i = 1, ..., n, don haque ui ∈ Gi(gλi)∗/F∗2 =
F1(g
λ1)∗/F∗2 (toutes les formes quadratiques Gi sont équivalentes à F1 par onstrution) d'où
Ou est une seule P0-orbite par le résultat de rang 1 rappelé i-dessus et pare que haque
χi(P0) = F∗2.
• Fin de la démonstration du 2. de la proposition 6.1.7
Elle se fait par réurrene sur n, le as n = 1 étant rappelé i-dessus.Les orbites de G et de
G1 sont don les mêmes. On peut toujours supposer que x et x
′
appartiennent à ⊕1≤i≤n(gλi−0)
et on note Xi (resp.X
′
i ) les diérentes omposantes. On a :
(−1)nFn(x) =
∏
1≤i≤n
det(Xi) ≡ (−1)nFn(x′) =
∏
1≤i≤n
det(X ′i) (F
∗2)
Notons {ǫi , i = 1, 2, 3} = Image(F1)/F∗2 et soient ni (resp. n′i) le nombre de omposantes
Xk ( resp. X
′
k ) de x (resp. de x
′
) telles que det(Xk) ≡ −ǫi (F∗2) ( res. det(X ′k) ≡ −ǫi (F∗2)).
Comme on a supposé que la aratéristique résiduelle est diérente de 2, et que n1+n2+n3 =
n′1 + n
′
2 + n
′
3 = n, on obtient pour tout i : ni ≡ n′i (modulo 2) , ainsi on a deux as :
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a) il existe i tel que ni ≡ n′i ≡ 1, il sut alors d'appliquer le résultat du as n− 1, ar on
peut toujours supposer que X1 = X
′
1 ( f. 1)prop.6.1.1).
b) Pour tout i, on a ni ≡ n′i ≡ 0. Il reste alors à montrer que deux éléments de la forme(
X 02
02 X
)
et
(
Y 02
02 Y
)
sont dans la même orbite lorsque det(X) det(Y ) n'est pas un arré, e qui termine la dé-
monstration du as n = 2. Il sut ensuite d'appliquer l'hypothèse de réurrene pour le as
n− 2.
Démonstration du as n = 2 :
i) Considérons le polynome du seond degré, à oeient dans F, déni par
l(u, v) = det(uX − Y )− v2 det(X) u, v ∈ F
On peut l'érire
l(u, v) = det(X)(u2 − v2) + 2udet(X)C(X,Y ) + det(Y )
= det(X)(u +C(X,Y ))2 − v2 det(X) + det(Y )− det(X)C(X,Y )2
Comme la forme quadratique u2 − v2 est isotrope , elle représente F d'où il existe un ouple
(u, v) tel que l(u, v) = 0.
Soit (u, v) tel que det(uX − Y ) = v2 det(X), néessairement uv 6= 0 ar X et Y ne sont pas
dans la même orbite ainsi il existe un élément B de G˜L2(E) ∩G1 tel que
Y = uX +B(uX)(tB).
ii) Soit A la matrie de M4,4(E) dénie par :
A =
(
Id2 B
−X(tB)X−1 Id2
)
alors :
A
(
uX 02
02 uX
)
tA =
(
Y 02
02 Y
′
)
ave Y ′ 6= 02
don detA 6= 0 et det(Y ) ≡ det(Y ′) (F∗2), on vérie failement que A est un élément de
G˜4(E) ∩G1. 
• Indiquons également les aratéristiques de fx,y :
Lemme 6.1.9 La lasse d'équivalene de fX,Y ,X ∈ D − 0, Y ∈ D′ − 0, ne dépend que de
l'orbite de X dans D et de l'orbite de Y dans D′ et fX,Y a pour disriminant un.
Lorsque F = R, f ∼ fX,Y a pour signature (2,2).
Lorsque F est un orps P-adique de aratéristique résiduelle diérente de deux, l'invariant
de Hasse de fX,Y vaut −(δ1,det(X).det(Y ) ).(− det(X),− det(Y ) ) = γ(fX,Y ), ave δ1 =
−dis(F1).
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Démonstration: Il sut de faire la démonstration pour la forme quadratique
fX,Y (A) = cTrae(AX(
tA)Y ) c 6= 0 A ∈ H
Un alul immédiat donne fBXtB,tCY C(A) = fX,Y (CAB) d'où la première assertion.
Le disriminant (noté "dis") de ette forme quadratique est un polynome en X et Y, rela-
tivement invariant don à Y ( resp. X) xé, 'est un invariant relatif de gλ1 (resp. g−λ2 )
d'où
dis(fX,Y ) = cste.(det(X))
p.(det(Y ))q
Comme
dis(tfX,Y ) = dis(ftX,Y ) = dis(fX,tY ) = t
4
dis(fX,Y )
on a p = q = 2 ainsi fX,Y a un disriminant onstant qu'il reste à aluler.
Rappelons que par normalisation, la forme quadratique anisotrope F1 est équivalente à X
2 +
aY 2 + bZ2 ave dis(F1) ≡ ab ≡ −ǫ.
Prenons X = X0,1 et Y = Y0,1, le alul donne :
fX0,1,Y0,1(A) = 2cste(aa+ βbb) ave A =
(
a βb
b a
)
d'où le disriminant de fX,Y vaut 1.
1) Lorsque F = R, f ∼ fX,Y a pour signature (2, 2).
2) Lorsque F est un orps P-adique de aratéristique résiduelle diérente de deux, on a
γ(fX,Y ) = hX,Y , hX,Y désignant l'invariant de Hasse de fX,Y , il y a seulement deux lasses
d'équivalene de telles formes quadratiques selon qu'elle représente 0 (alors hX,Y = 1) ou non
(alors hX,Y = −1) ([O'M℄).
Soit h′(X,Y ) = −(ǫ,det(X) det(Y ) ).(− det(X),− det(Y ) ), on vérie que hX,Y = h′(X,Y )
dans haque as.
On a
h′(Xd,0, Yd,0) = −(−βdd,−βdd) = −(−βdd,−1) = −(βdd,−1)
et fXd,0,Yd,0(A) = βddf1(a) + f1(βdb) avec f1(a) = f1(a1 +
√
ǫa2) = a
2 + a2 = 2(a21 + ǫa
2
2)
d'où fXd,0,Yd,0 représente 0 si et seulement si il existe a dans E
∗
tel que −βddf1(a) soit
représenté par f1 'est à dire que
hXd,0,Yd,0 = (−βdd,−ǫ) = −(βdd,−1)
pare que la aratéristique résiduelle est diérente de 2 ( rappelons que dans e as (−1,−1) =
(ǫ,−1) = 1).
On a :
fXα,0,Y1,0(A) = βf2(a) + f2(βb) (resp. fX1,0,Yα,0(A) = βf2(a) + f2(βb) )
ave f2(a) = αa
2 +αa2. Après rédution de f2, le alul diret donne hXα,0,Y1,0 = hX1,0,Yα,0 =
(β,−1) = h′(Xα,0, Y1,0) et
fXd,0,Y0,1(A) = 2β(dab + dab) (resp. fX0,1,Yd,1(A) = 2β(adb+ adb) )
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s'annule pour a = d = 1 et b =
√
ǫ don hXd,0,Y0,1 = hX0,1,Yd,0 = 1 = h
′(Xd,0, Y0,1). 
Remarque : La onstante γI(k),J(r) donnée dans le ii) p.498 de la note aux CRAS Paris
(I.Muller- Déomposition orbitale des espaes préhomogènes réguliers de type parabolique
ommutatif et appliation, t.303, Série I, n
◦11, 1986, p.495-498) est erronée puisqu'elle est don-
née par γ(fX,Y ) don dans les notations de ette note on a γI(k),J(r) = −(−D, aI(k)aJ(r))(aI(k), aJ(r)).
6.1.4 Calul de γk
Pour x dans gλ1 −{0}, y dans g−λ2−{0}, on onsidère la forme quadratique dénie sur E par
fx,y(A) =
1
2
B˜(ad(A)2(x), y),
et pour u, v ∈ F1(gλ1 − {0}), soit γ˜(u, v) := γ(fx,y), ave F1(x) = u et G∗2(y) = v, e qui
est bien déni puisque Gt0 opère transitivement sur {x ∈ Wt0 |Fi(x) ≡ u1...ui (F∗2) , i =
1, ..., n}, (u1, ..., un) ∈ F∗n (f.démonstration de la prop.6.1.7).
Lemme 6.1.10 1. Pour le type I ave d ≡ 0 mod(4), ou bien le type II ave e = 0, ou bien
le type III on a δ = 1.
2. Dans le as réel on a :
γ(f) :=
{
1 pour le type III et le type II ave e = 0,
(−1) d4 pour le type I ave d ≡ 0 mod(4).
et dans le as p−adique, γ(f) = −1 pour le type III (Cn) et pour le type I ave d = 4.
3.
γ˜(u, v) =
{
γ(f) pour le type III réel et le type III (An),
−(δ1, uv)(u, v) pour le type III (Cn) p− adique.
Pour les types I et II :
γ˜(u, v) = γ(uvf) = γ(uvf0) = γ(uvF2) =
{
1 pour le type II ave e = 0,
(δ, uv)γ(f) pour le type I ave d pair.
4. Soient k, 1 ≤ k ≤ n− 1, x = x2 + x0 ∈ O(u1,...,un) ave xi ∈ Ei(hk) ∩ g1 alors
γk(x2, x0) =

γ(f)k(n−k) pour le type II ave e = 0, le type III réel et le type III (An),
γ(u1u2f0) pour le type II ave e > 0,
∏
1≤i≤k,k+1≤j≤n γ(uiujf) pour le type I,
(δ, Fk(x2))
n)(δ, Fk(x2)F
∗
n−k(x
−1
0 ))
kγ(f)k(n−k) pour le type I ave d pair,
(−1)k(n−k)(δ1, Fk(x2)n−kF ∗n−k(x−10 )k)(Fk(x2), F ∗n−k(x−10 ))
pour le type III (Cn) p− adique.
.
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Démonstration: 1) Pour le type III (Cn) on applique le lemme 6.1.9.
2) Lorsque tfx,y ∼ fx,y ∀t ∈ F∗, on a d pair et γ(tfx,y) = γ(fx,y) = ((−1) d2dis(fx,y), t)γ(fx,y)
∀t ∈ F∗, don (−1) d2dis(fx,y) ≡ 1 ≡ δ (mod(F∗2)).
Cette situation se produit :
• Dans le type III (An) ou bien le type III réel (f.démonstration 2)3) de la prop.6.1.8 et
le lemme 6.1.9), de plus fx,y ∼ f.
• Dans le type II ave e = 0 (i)3) du lemme 6.1.3) alors γ(f) = 1 (f.remarque 6.1.6) et
fx,y ∼ f.
• Dans le as p−adique de type I ave d ≡ 0 (mod(4)) ar alors d = 4 don f représente
F∗ et tf ∼ f ∀t ∈ F∗ (3) du lemme 6.1.3) d'où γ(f) = −1 [O'M℄.
3) Les autres résultats proviennent de la dualité pour la forme de Killing. 
6.2 Equations fontionnelles
On applique la proposition 5.3.1 dont les hypothèses sont vériées par le lemme 6.1.10
puisque g1 est ommutative.
6.2.1 Le as transitif
Théorème 6.2.1 Pour les types :
i) I ave d = 4 dans le as P−adique,
ii) II ave e = 0,
iii) III réel,
iv) III (An) p−adique
1) Alors P0 (resp.G) a une seule orbite dans g”1 et g”−1 (resp.g
′
1 et g
′
−1) et
χ1(P0) = ... = χn(P0) = F1(g
λ1)∗ =
{
R∗+ pour le type III réel,
F∗ dans tous les autres as.
2) ∀f ∈ S(g1) et π = (π1, ..., πn) ∈ (F̂∗)n on a :
Z∗(F(f);π) = a(π)Z(f ;π∗| |−N1n) ave a(π) = γ(f)n(n−1)2
∏
1≤j≤n
a(1)(πj ...πn| |
d
2d1
(n−j)+1
)
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et a(1)(π1) =

ρ′(π1) pour i) et ii),
−2(2π)−2s− d8−2Γ(s+ 1)Γ(s + d8 + 1) sin πs pour le type III réel ave π1 = | |s,
(−1)d1−1∏0≤j≤d1−1 ρ′(π1| |j) pour le type III (An) p− adique.
Démonstration: 1) C'est la proposition 6.1.8 dans les as III réel, alors Fi(g1) ≥ 0 pour
i = 1, ..., n, et III (An) p−adique pour lequel Fi(g1) = F pour i = 1, ..., n, puisque la norme
d'une algèbre à division est surjetive sur F.
Dans les autres as, les préhomogène sont presque déployés et on a f(E)∗ = F∗ = χi(Gt0)
pour i = 1, ..., n.
En eet, (g0, g1) apparait dans le tableau 3 de [Mu 3℄, à l'exeption du as où (g0, g1) est de
type (Dn, α1) ave g déployée (type II ave e = 0 et n = 2).
Lorsque (g0, g1) est de type (Dn, α1) ave g déployée, soit t ∈ F∗ et φ l'homomorphisme de
∆ dans F∗ déni par φ(α1) = φ(αn)−1 = t, φ(αi) = 1 pour 2 ≤ i ≤ n − 1, il se prolonge en
l'élément gφ ∈ Gt0 déni par gφ/gµ = φ(µ)Id/gµ.
Dans les autres as il existe un préhomogène ommutatif : (g˜0, g˜1, H˜0, t˜0 = ⊕1≤i≤n+1Fh eλi),
tel que g = U(Fheλn+1) et H˜0 = H0 +
heλn+1
2
(f.prop 4.2.1 de [Mu 3℄) et on applique le 2.du
lemme 6.1.7 ainsi que le lemme 6.1.3,iv.
2) Par réurrene sur n, le as n = 1 étant onnu puisqu'il est soit donné par l'équation fon-
tionnelle de Tate dans les as I et II (ave B˜(Xλ1 ,X−λ1) = 1), dans le as III réel 'est l'équa-
tion fontionnelle vériée par une forme quadratique dénie positive (ave B˜(
hλ1
2
,
hλ1
2
) = −1)
et dans le as III (An) p−adique, elle est dùe à Jaquet-Godement [Go-Ja℄ ; on applique ensuite
la proposition 5.3.1 ave H = F∗ et γk = γ(f)k(n−k) (lemme 6.1.10). 
Remarque : γ(f) = ±1, γ(f) =
{
−1 dans le as i,
1 dans les as ii) et iii)
(démonstration du lemme
6.1.10), on n'a pas herhé sa valeur dans le as iv).
6.2.2 Le as non transitif
Pour u = (u1, ..., un) ∈ (F∗/F∗2)n on note :
p(u)j :=
{
1 pour j = 0
u1...uj pour j = 1, ..., n
, p(u) := p(u)n et h(u) =
∏
1≤i<j≤n
(ui, uj).
Théorème 6.2.2 Pour les types :
i) I réel et I p− adique ave d ≤ 3 (alors d1 = 1),
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ii) II ave e > 0 (alors d1 = 1 et n = 2),
iii) III (C2n, α2n) p−adique de aratéristique résiduelle diérente de 2 (alors d = 2d1 = 4),
On a ∀f ∈ S(g1) et π = (π1, ..., πn) ∈ (F̂∗)n (π˜ = (π1π−12 , ..., πn)) :
1. (v1, ..., vn) ∈ (F1(gλ1)∗/F∗2)n :
Z∗v (F(f); π˜) =
∑
u=(u1,...,un)∈(F1(gλ1 )∗/F∗2)n
a˜(n)v,u(π) Zu(f ; (π˜)
∗| |−N1n) ave :
a˜
(n)
v,u(π) = Λn(v, u)
∏
1≤i≤nC(πn−i+1| |
d
2d1
(i−1)+1
; vi, ui) ave Λ1(v, u) = 1 et pour n ≥ 2
Λn(v, u) =

∏
1≤i<j≤n γ(uivjf) dans les as i) et ii),
(−1)n(n−1)2 γ(F1)n
(∏
1≤i<j≤n(δ1, uivj).(ui, vj)
)
dans le as iii),
C(π; v, u) =

π(−1)ρ(π;−uv) dans les as i) et ii),
A1
π,π| |
1
2
(v, u, δ1) dans le as iii).
2. Dans les as i) et ii) ave d est pair :
Z∗(F(f);π) = B(π)Z(f ; (πn−1, ..., π1,
( ∏
1≤i≤n
πi
)−1
.ω˜n−1δ .| |−N ) ave :
B(π) = γ(f)
n(n−1)
2
∏
1≤j≤n
ρ′(πn−j+1...πn.ω˜
j−1
δ | |
d
2
(j−1)+1).
3. Dans les as i) ave d = 1, on a :
Z∗(F(f); π˜) = Cn
∏
1≤i≤n
πi(−1)
∑
u∈(F∗/F∗2)n
ǫ(u) .˜b(n)u (π) Zu(f ; (π˜)
∗| |−n+12 )1n) ave :
b˜(n)u (π) = ρ(πn| |)
∏
1≤j≤[n−1
2
]
ρ(πn−2j| |j+1ω˜(−1)jp(u)2j )
∏
1≤j≤[n
2
]
h(πn−2j+1| |j+ 12 ω˜(−1)jp(u)2j )
et :
• lorsque F est un orps p− adique, soit pn =
{
1 si n est pair ,
0 sinon ,
alors :
Cn = (−1,−1)[n2 ]α(1)[n2 ]+
(n−1)n
2
−(n−1)2 , ǫ(u) = (p(u),−1)[n2 ]h(u)nα(p(u))pn
• lorsque F = R, soit q(u) le nombre de omposantes négatives de u, alors :
Cn = e
−iπ
4
( (n−1)n
2
+[n
2
]) , ǫ(u) = i(n−1)q(u)(−1)[ q(u)2 ].
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4. Dans le as iii) ave πi = ω˜ai | |si , i = 1, ..., n on a :
Z∗(F(f); π˜) = Dn
∑
u∈(F1(gλ1 )∗/F∗2)n
(δ1, p(u))
n .α(p(u)) .c˜(n)u (π) Zu(f ; (π˜)
∗| |−(n+ 12 )1n) ave :
Dn = γ(F1)
n(−1)n(n−1)2
c˜
(n)
u (π) =
∏
1≤i≤n ρ(πn−i+1| |iω˜p(δ1u)i−1)h(πn−i+1| |i+
1
2 ω˜p(δ1u)i) et
p(δ1u)i =
{
1 si i = 0
δ1
iu1...ui si i ≥ 1.
5. Dans les as i) et ii) ave n = 2 et d impair, les orbites de P0 dans g”1 (resp.g”−1) sont
en bijetion ave F∗/(F∗)2 et données par :
w ∈ F∗/(F∗)2 : O′w = ∪u∈F∗/(F∗)2O(u,wu) (resp. O∗
′
w = ∪u∈F∗/(F∗)2O∗(u,wu))
et ∀f ∈ S(g1) et π = (π1, π2) ∈ F̂∗
2
(π˜ = (π1π
−1
2 , π2)) :
Z∗
O∗′v
(F(f); π˜) =
∑
u∈(F∗/F∗2)
a˜′v,u(π1, π2) ZO′u(f ; (π˜)
∗| |−N1n) ave :
a˜′v,u(π1, π2) = α(−1)γ(F2)(π1.π2)(−1)A1
π2| |,π1| |
d
2+1
(v, u, δ2) , δ2 = (−1)[ d2+1]dis(F2).
Démonstration: 1) On proède par réurrene sur n en appliquant la proposition 5.3.1
ave H = F∗2 et γk donné dans le lemme 6.1.10 ; le as n = 1 est rappelé dans le orollaire
3.6.3 et le théorème 3.6.5.
2) Lorsque d est pair, le résultat provient du alul de
∑
v∈(F∗/F∗2)n Z
∗
v (F(f);π) en appliquant
1) ainsi que la relation γ(tf) = (δ, t)γ(f).
3) On a pour j ≥ 2 :∏
1≤i≤j−1
α(uivj) = γ(vj(⊕1≤i≤j−1uiX2i )) = (zj−1, vj)(α(vj)α(−1))pjγj−1(u)
ave :
γj(u) = γ(⊕1≤i≤juiX2i ) =
∏
1≤i≤j
α(ui) , zj =
{
1 si j = 0
(−1)[ j2 ]u1...uj pour j = 1, ..., n ,
,
pj =
{
1 si j est pair,
0 si j est impair
don
a˜(n)v,u(π) =
∏
1≤j≤n
πj(−1)
∏
1≤j≤n−1
γj(u)
∏
1≤j≤n
Cj(u, vj)
ave
Cj(u, vj) = (zj−1, vj)(α(vj)α(−1))pjρ(πn−j+1| |
j+1
2 ;−ujvj)
121
or
∑
vj∈F∗/F∗2
Cj(u, vj) = (zj−1,−uj)(α(−uj)α(−1)2)pj .
{
ρ(πn−j+1| |
j+1
2 ω˜zj−1) si j est impair,
h(πn−j+1| |
j+1
2 ω˜zj) si j est pair,
(f.3.6.2 et 3.6.4) d'où∑
v∈(F∗/F∗2)n a˜
(n)
v,u(π) =
∏
1≤j≤n πj(−1)
∏
1≤j≤n−1 γj(u)
∏
1≤j≤n(
∑
vj∈F∗/F∗2
Cj(u, vj))
=
∏
1≤j≤n πj(−1)˜b(n)u (π)
∏
2≤j≤n γj−1(u)(zj−1,−uj)(α(−uj)α(−1)2)pj
=
∏
1≤j≤n πj(−1)˜b(n)u (π)
∏
2≤j≤n γ(−uj(⊕1≤i≤j−1uiX2i )α(−1)pj .
Or :
γ(uj(⊕1≤i≤j−1uiX2i ) =
∏
1≤i≤j−1
α(uiuj) = α(−1)j−1α(uj)j−1(uj , p(u)j−1)
∏
1≤i≤j−1
α(ui),
don ∑
v∈(F∗/F∗2)n
a˜(n)v,u(π) = b˜
(n)
u (π)α(1)
n(n−1)
2
−[n
2
]h(u)γn(u)
n−1 ∏
1≤j≤n
πj(−1),
Il ne reste plus qu'à exprimer γn(u) suivant le orps F (f.3.6.2).
4) On a F1(g
λ1)∗ = F∗ − δ1F∗2 et
α(δ1)A
1
ω˜a| |s, ω˜a| |
s+12
(δ1, u, δ1) = (a, uδ1)A
1
s,s+ 1
2
(1, uδ1, 1) = 0 pour uδ1 6= 1
(lemme 3.6.4,B)1 et 3) et 1) du lemme 3.6.8) don on applique 1) en sommant sur {v ∈
(F∗/F∗2)n} omme préédemment or :
Λn(v, u) = C(u)
∏
1≤j≤n
(vj , p(δ1u)j−1) , ave C(u) = Dn.(δ1,
∏
1≤i≤n
un−ii ),
don ∑
v∈(F∗/F∗2)n
a˜(n)v,u(π) = C(u)
∏
1≤j≤n
Cj,
ave
Cj =
∑
v∈F∗/F∗2(v, p(δ1u)j−1)A
1
πn−j+1| |j ,πn−j+1| |
j+12
(v, uj , δ1)
= (uj, δ1p(δ1u)j−1)α(uj)ρ(πn−j+1| |j ω˜p(δ1u)j−1)h(πn−j+1| |j+
1
2 ω˜p(δ1u)j )
(B)5),lemme 3.6.4).
On termine en notant que :∏
1≤i≤n
α(ui) = γ(⊕1≤i≤nuiX2i ) = α(1)n−1α(p(u))h(u) [Ra-S].
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5) On a χ2(P0) = F∗2 (prop.3.2,ii)[Mu 3℄) et χ1(P0) = F∗ d'où les P0-orbites dans g”±1.
Le reste déoule des égalités suivantes : δ2 = −δ, γ(f) = γ(F2) (ii) du lemme 6.1.3) et
a˜′v,u(π1, π2) =
∑
v1∈F∗/F∗2
a˜
(2)
(v1,vv1),(u1,uu1)
(π1, π2). 
Remarque :
1) Ce théorème donne les oeients des équations fontionnelles vériées par la fontion
Zéta assoiée à l'ation de P0 puisque haque Ou (resp. O
∗
u) ave u ∈ (F1(gλ1)∗/F∗2)n, est une
seule P0− orbite dans le as iii).
Dans le as non transitif ave n ≥ 3 (donnés dans i), les orbites dépendent de la parité de n.
Pour éviter ette distintion, on onsidère le sous-groupe P ′0 = G
′
0.N0 de P0 ave G
′
0 := {g ∈
Gt0 |χi(g) ∈ f(E)∗, i = 1, ..., n} , alors, à l'exeption du as d = 2 lorsque F est un orps
P−adique, haque Ou (resp. O∗u) ave u ∈ (F∗/F∗2)n, est une seule P ′0−orbite.
Lorsque F est un orps P−adique et d = 2, les P ′0-orbites sont données par :
O′ǫ = ∪u∈(ǫ)Ou (resp.O∗
′
ǫ = ∪u∈(ǫ)O∗u) ave
ǫ = (ǫ1, ..., ǫn) ∈ {−1, 1}n et (ǫ) = {u ∈ (F∗/F∗2)n, (δ, ui) = ǫi, i = 1, ..., n},
et ∀f ∈ S(g1) et π = (π1, ..., πn) ∈ (F̂∗)n (π˜ = (π1π−12 , ..., πn)) on a :
Z∗
O∗
′
ǫ′
(F(f); π˜) =
∑
ǫ∈{−1,1}n
b˜
(n)
ǫ′,ǫ(π) ZOǫ(f ; (π˜)
∗| |−N1n) ave :
b˜
(n)
ǫ′,ǫ(π) = (α(δ))
n(n−1)
2 s(ǫ′, ǫ)
n∏
i=1
Cδ(πn−i+1| |i; ǫ′iǫi) ,
s(ǫ′, ǫ) =
n∏
i=1
(ǫ′i)
i−1(ǫi)
n−i ∈ {−1, 1} et Cδ(π; t) = 1
2
(ρ′(π) + tρ′(πω˜δ)), t ∈ C
lorsque ǫ = (ǫ1, ..., ǫn) , ǫ
′ = (ǫ′1, ..., ǫ
′
n)
et la aratéristique résiduelle de F est diérente de 2.
2) On retrouve également les oeients des équations fontionnelles vériées par la fon-
tion Zéta assoiée à l'ation de G.
• Dans le as p-adique, lorsque d = 2 et f est anisotrope, G a une seule orbite dans g′1
lorsque n est impair et pour n pair , les orbites sont séparées par les valeurs de (δ, Fn(x)) pour
x ∈ g′1.
Pour ǫ = ±1 et f ∈ S(g1) (resp. g ∈ S(g−1) posons Zǫ(f ;π) = Z(fI{u∈F∗/F∗2 | (δ,u)=ǫ}(Fn(x));π)
(resp. Z∗ǫ (f ;π) = Z ∗ (gI{u∈F∗/F∗2 | (δ,u)=ǫ}(F ∗n(x));π) alors il est immédiat que pour ǫ′ = ±1
on a :
Z∗ǫ′(F(f);π) =
∑
ǫ=±1
aǫ′,ǫ(π)Zǫ(f ;π
−1| : |−N) ave aǫ′,ǫ(π) = ǫ
n−1
2
(B(π) + ǫǫ′B(πω˜δ))
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et B(π) = γ(f)
n(n−1)
2
∏
1≤j≤n ρ
′(πω˜j−1δ | |j) (2) théorème 6.2.2).
On peut remarquer que aǫ′,ǫ(ω˜δπ) = ǫ.ǫ
′.aǫ′,ǫ(π).
Revenant au as général, soient O et O∗ deux orbites de G dans g′1 et g
′
−1 alors O et O
∗
ontiennent des orbites Ou et O
∗
u de P0 dans g”1 et pour tout h ∈ S(g−1) et π ∈ F̂∗ on a
Z∗O∗(h;π) =
∑
v|O∗v⊂O
∗ Z∗v (h; (id, ..., π)).
• Une première solution onsiste à aluler∑
v|O∗v⊂O
∗
a˜(n)v,u(π, ..., π)
et à vérier que ette quantité est indépendante du hoix de u tel que Ou ⊂ O, e qui prouve
à nouveau l'existene de l'équation fontionnelle.
Cei s'avère diile à vérier et a été fait dans le as réel (f.lemme 5.40 de [Bo-Ru 2℄).
• Une seonde solution onsiste à onsidérer une orbite Ou de P0 dans g”1 telle que Ou ⊂ O
et à prendref ∈ S(Ou) telle que Z(f ;ω| |s) = Zu(f ; (id, ..., ω| |s)) ne soit pas identiquement
nulle et de omparer les 2 équations fontionnelles, e qui donne :
Z∗O∗(Ff ;π) = aO∗,O(π)Z(f ;π
−1| |−N )
=
∑
v|O∗v⊂O
∗ Z∗v (Ff ; (id, ..., π))
= (
∑
v|O∗v⊂O
∗ a˜
(n)
v,u(π, ..., π) Z(f ;π−1| |−N ) d'où
aO∗,O(π) =
∑
v|O∗v⊂O
∗ a˜
(n)
v,u(π, ..., π)
don ette somme est indépendante du hoix de u tel que Ou ⊂ O.
On indique uniquement les résultats dans le as p-adique (Cnαn) de type I (i.e.g est déployé)
ou III (i.e.(g0, g1) n'est pas presque déployé).
• Dans le as déployé, don d = 1, ave n ≥ 3, n = 2ℓ ou n = 2ℓ+ 1, soient :
X1 =
∑
1≤i≤n−1Xλi + (−1)ℓXλn , Y1 =
∑
1≤i≤n−1X−λi + (−1)ℓX−λn ,
X−1 =
∑
1≤i≤n−3Xλi + wXλn−2 + ww
′Xλn−1 + (−1)ℓw′Xλn ,
Y−1 =
∑
1≤i≤n−3X−λi +
1
wX−λn−2 +
1
ww′Xλn−1 + (−1)ℓ 1w′X−λn ,
w et w′ étant 2 éléments xés dans F∗ tels que (w′, w(−1)ℓ+1) = −(w,−1).
a) n = 2ℓ
Pour u ∈ F∗/F∗2, soient
O′u = {x ∈ g1|F (x) ∈ (−1)ℓu F∗2} , O′∗u = {x ∈ g−1|F ∗(x) ∈ (−1)ℓu F∗2},
O′1,ǫ = G(Xǫ) , O
′∗
1,ǫ = G(Yǫ) , ǫ = ±1,
alors O′1,1 ∪O′1,−1 = O′1 et O′∗1,1 ∪O′∗1,−1 = O′∗1 .
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Les orbites de G dans g′1 (resp.g
′
−1) sont données par :
O′1,1, O
′
1,−1, Ou0 , u0 ∈ F∗ − F∗2/F∗2 (resp. O′∗1,1, O′∗1,−1, O′∗u0 , u0 ∈ F∗ − F∗2/F∗2)
et
∪u∈(F∗/F∗2)n|p(u)=(−1)ℓu0Ou ⊂ O′u0 (resp. ∪u∈(F∗/F∗2)n|p(u)=(−1)ℓu0 O∗u ⊂ O′∗u0) lorsque u0 6= 1,
∪u∈(F∗/F∗2)n|p(u)=(−1)ℓ,h(u)=ǫOu ⊂ O′1,ǫ (resp. ∪u∈(F∗/F∗2)n|p(u)=(−1)ℓ,h(u)=ǫO∗u ⊂ O′∗1,ǫ) ave ǫ = ±1.
b) n = 2ℓ+ 1
G a 2 orbites dans g′1 (resp.g
′
−1) : O
′
ǫ = G(Xǫ) (resp.O
′∗
ǫ = G(Yǫ)) ave ǫ = ±1 et
∪u∈(F∗/F∗2)n|(p(u),(−1)ℓ)h(u)=ǫOu ⊂ O′ǫ (resp. ∪u∈(F∗/F∗2)n|(p(u),(−1)ℓ)h(u)=ǫO∗u ⊂ O′∗ǫ ) ave ǫ = ±1.
Dans les deux as (pair et impair), on a :
aO′∗,O′(π)∏
1≤i≤n−1 α(ui)
n−i
= π(−1)nα(−1)[n2 ]
∑
v∈S(O′∗)
∏
1≤j≤n
α(vj)
pj((−1)[ j−12 ]p(u)j−1, vj)ρ(π| |
j+1
2 ;−vjuj),
ave :
S(O′∗ǫ′ ) = {v ∈ (F∗/F∗2)n|(p(v), (−1)ℓ)h(v) = ǫ′} lorsque n est impair,
et lorsque n est pair :
S(O′∗1,ǫ) = {v ∈ (F∗/F∗2)n|p(v) = (−1)ℓ, h(v) = ǫ},
S(O′∗v0) = {v ∈ (F∗/F∗2)n|p(v) = (−1)ℓv0} v0 6= 1 ,
Dans les deux as (pair et impair), Ou ⊂ O′ quelonque.
Dans le as impair, on peut hoisir u = (1, ..., (−1)ℓ) pour O′1 et u = (1..., w,ww′ , w′(−1)ℓ)
pour O′−1.
Dans le as pair, on peut hoisir u = (1..., w,ww′ , w′(−1)ℓ) pour O′1,−1, u = (1, ..., u0(−1)ℓ)
pour O′u0 et O
′
1,1 lorsque u0 = 1.
On n'a pas herhé à simplier es sommes.
Lorsque la aratéristique résiduelle est diérente de 2, on donne aO′∗1 ,O′(s) + aO′∗−1,O′(s) dans
le as n impair et aO′∗v ,O′(s) lorsque v 6= 1 ainsi que aO′∗1,−1,O′(s)+aO′∗1,1,O′(s) dans le as n pair.
Dans le as n impair, on introduit les ouverts de g1, O
′
u0,ǫ = O
′
ǫ ∩ {x ∈ g1|F (x) ∈ u0F∗2},
(resp.de g−1, O
′∗
u0,ǫ = O
′∗
ǫ ∩ {x ∈ g−1|F ∗(x) ∈ u0F∗2}), ǫ = ±1 ainsi que les fontions Zéta
assoiées : Zu0,ǫ(f ; ) = Z(f1O′u0,ǫ
; ).
On a ∪{u∈(F∗/F∗2)n|p(u)=u0,h(u)=(u0,−1)ℓǫ}Ou ⊂ O′u0,ǫ.
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•Dans le as sympletique ommutatif de type non déployé, i.e. (g0, g1) est de type (Cn, αn)
ave n pair et (g0, g1) est de type (Cn
2
, αn
2
) ave n ≥ 4, F étant un orps p−adique de ara-
téristique résiduelle diérente de 2.
Les orbites de G dans g′1 (resp.g
′
−1) sont données par :
O′u = {x ∈ g1|F (x) ∈ uF∗2} (resp.O′∗u = {x ∈ g−1|F ∗(x) ∈ uF∗2}), u ∈ F∗/F∗2
et
∪
u′∈(Im(F1)∗/F∗2)
n
2 |p(u′)=u
Ou′ ⊂ O′u (resp. ∪u′∈(Im(F1)∗/F∗2)n2 n|p(u′)=u O
∗
u′ ⊂ O′∗u ).
Dénition 6.2.3 F est réel ou bien p−adique.
Pour s ∈ C et pour n ∈ N, soit :
f1(s) = 1 , fn+1(s) = |2|F−2ns−n(n+1)−
n
2
∏
1≤j≤n
ρ(| |2s+2j+1) , n ≥ 1.
Lorsque F est un orps p−adique de aratéristique résiduelle diérente de 2, on a :
fn+1(s) = (−1)nqn(2s+n+1)
∏
1≤j≤n
1− q−2(s+j)
1− q−2(s+j)−1 , n ≥ 1.
Proposition 6.2.4 Cas sympletique ommutatif de rang ≥ 2, sur un orps p−adique de a-
ratéristique résiduelle diérente de 2, i.e. (g0, g1) est de type (Cn, αn) et (g0, g1) est soit de
type (Cn, αn) (don de type I) soit de type (Cn
2
, αn
2
) (don de type III ave n pair).
Soient a ∈ F∗/F∗2, s ∈ C alors pour f ∈ S(g1) on a :
1. Lorsque n est pair :
a)
Z∗(F(f); ω˜a, s)
fn
2
(s)
= Knρ(ω˜a, s+1)
∑
u∈F∗/F∗2
(u, δ1)
n
2 α(u)h(ω˜
aδ
n
2
1 u
| |s+n+12 ) Zu(f ; ω˜a,−s−n+ 1
2
)
ave :
δ1 = −disriminant de
{
F2 lorsque g est déployée (i.e. de type I),
F1 lorsque g est non déployée (i.e. de type III),
δ1 = −1 lorsque g est déployée,
Kn =

1 lorsque g est déployée (type I),
(
γ(F1)
n
2 (−1)n(n−2)8 lorsque g est non déployée (de type III).
b) Pour v ∈ F∗/F∗2 on a :
Z∗v (F(f); s) = Knfn2 (s)
∑
u∈F∗/F∗2
A1
s+1,s+n+1
2
(v, u, δ1
n
2 )Zu(f ;−s− n+ 1
2
).
126
2. Lorsque n est impair, don g est déployée (i.e. de type I) :
Z∗(F(f); ω˜a, s)
f[n
2
](s)
= ρ(ω˜a, s+1)(a,−1)( ZO′1(f ; ω˜a,−s−
n+ 1
2
)−ZO′−1(f ; ω˜a,−s−
n+ 1
2
)).
Pour v ∈ F∗/F∗2 on a :
Z∗v (F(f); s) = f[n2 ](s)
∑
u∈F∗/F∗2,ǫ=±1
ǫρ(s+ 1;−uv)Zu,ǫ(f ;−s− n+ 1
2
).
Démonstration: • Dans le as déployé, on applique le 3) du théorème 6.2.2 ave π =
(π1, ..., π1) et π1 = ω˜a| |s alors Cn = 1 et pour u ∈ (F∗/F∗2)n on a
ǫ(u) = (p(u),−1)[n2 ]h(u)nα(p(u)pn
et :
b˜
(n)
u (π) = ρ(π1| |)
∏
1≤j≤[n−1
2
] ρ(π1| |j+1ω˜(−1)jp(u)2j )
∏
1≤j≤[n
2
] h(π1| |j+
1
2 ω˜(−1)jp(u)2j )
= ρ(π1| |)f[n
2
](s).
{
1 lorsque n est impair,
h(π1| |n+12 ω˜(−1)n2 p(u)) lorsque n est pair,
(lemme 3.6.8).
Lorsque n est pair, ǫ(u)˜b
(n)
u (π) ne dépend que de p(u), don en sommant sur les {u ∈
(F∗/F∗2)n|p(u) = u0} ave u0 dérivant F∗/F∗2, en obtient le premier résultat.
Comme on a ∀v ∈ F∗/F∗2 :
Z∗v (h; s) =
1
|F∗/F∗2|
∑
b∈F∗/F∗2
(b, v)Z∗(h; ω˜b, s)
et que ∀a ∈ F∗/F∗2 :
Z∗(F(f); ω˜a, s) =
∑
u∈F∗/F∗2
Bu(ω˜a, s)Zu(f ; ω˜a,−s− n+ 1
2
),
on a : ∀v ∈ F∗/F∗2 on a :
Z∗v (F(f); s) =
∑
u∈F∗/F∗2
Av,u(s)Zu(f ;−s− n+ 1
2
),
ave
Av,u(s) =
1
|F∗/F∗2|
∑
b∈F∗/F∗2
ω˜b(uv)Bu(ω˜b, s)
d'où le seond résultat en appliquant 6,B du lemme 3.6.4..
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Lorsque n est impair, ǫ(u)˜b
(n)
u (π) ne dépend que de (p(u),−1)[n2 ]h(u), don en sommant sur
les {u ∈ (F∗/F∗2)n|(p(u),−1)[n2 ]h(u) = ǫ} ave ǫ = ±1, en obtient le premier résultat e qui
implique le seond résultat omme i-dessus.
• Dans le as non déployé, on applique le 4) du théorème 6.2.2 en remplaçant n par n2 ,
ave π = (π1, ..., π1) et π1 = ω˜a| |s alors pour u ∈ (F1(gλ1)∗/F∗2)n on a :
c˜
(n
2
)
u (π) =
∏
1≤i≤n
2
ρ(π1| |iω˜p(δ1u)i−1)h(π1| |i+
1
2 ω˜p(δ1u)i)
= ρ(π1| |)h(π1| |n+12 ω˜
δ
n
2
1 p(u)
)
∏
1≤i≤n
2
−1 ρ(π1| |i+1ω˜p(δ1u)i)h(π1| |i+
1
2 ω˜p(δ1u)i)
= ρ(π1| |)h(π1| |n+12 ω˜
δ
n
2
1 p(u)
)fn
2
(s),
(lemme 3.6.8) ainsi c˜
(n
2
)
u (π) ne dépend que de p(u) d'où le résultat et on termine omme dans
le as déployé pair. 
Remarque 6.2.5 Les oeients obtenus dans le as n pair (1) de la proposition 6.2.4) sont
à omparer à eux assoiés à une forme quadratique dénie sur un espae vetoriel de dimen-
sion n+ 1 et de disriminant (−δ1)n2 .
Posons n = 2ℓ, les valeurs expliites :
K2ℓ
2
α(−δ1)ℓ(−1)ℓ−1q(ℓ−1)(2s+ℓ)gℓ(s)P 1,ǫ1,ǫ2,1s+1,s+l+ 1
2
(δℓ1v, δ
ℓ
1u, 1),
ave g1(s) =
1
(1− q−2(s+1))(1 − q−2(s+3)) et pour ℓ ≥ 2 :
gℓ(s) =
qℓ(s)
rℓ(s)
, rℓ(s) =
ℓ∏
j=1
(1− q−2(s+j)−1) , qℓ(s) =
{
1 si ℓ = 2∏ℓ−1
j=2(1− q−2(s+j)) si ℓ ≥ 3
sont données dans le lemme 3.6.7 (B).
On rappelle que les raines du polynome de Bernstein assoié au préhomogène de type (C2ℓ, αℓ)
sont données par : {− j2 , j = 0, ..., 2ℓ − 1} don les ples de gℓ, qui sont simples et donnés par
{−(j+ 12)+ik πln q , 1 ≤ j ≤ ℓ, k ∈ Z}, pour ℓ ≥ 2, ne font intervenir que les raines non entières
du polynome de Bernstein.
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7 Les as lassiques
Dans e paragraphe, on détermine les polynmes de Bernstein ainsi que les oeients de
l'équation fontionnelle assoiée au préhomogène (P0, g1), P0 étant le sous-groupe parabolique
standard très spéial déni dans le §2.4, (f.§7.1.2) par la méthode de desente.
Les résultats obtenus sont omplets dans le as sympletique, presque omplets dans les
as orthogonaux BI,DI (§7.3) et DIII réel (1) du th.7.4.4). Le as DIII p−adique est inomplet
puisqu'on suppose ertaines onditions restritives (2) du th.7.4.4) et que l'on est inapable
d'en déduire les résultats pour (G, g1).
Notation : φ étant une forme quadratique non dégénérée, on note simplement γ(φ) la
onstante γ(τ ◦ φ) (f.§3.6.2).
7.1 Généralités
7.1.1 Desription des as lassiques onsidérés
Les as lassiques orrespondent aux préhomogènes obtenus à partir d'une algèbre simple g
de type Bn, Cn ou Dn (notée Rn) munie d'une graduation de type (Rn, αk) ave :
• 1 ≤ 3k ≤ 2n− 2 et k pair dans le as Cn,
• 1 ≤ 3k ≤ 2n− 2 dans le as Dn,
• 1 ≤ 3k ≤ 2n− 1 dans le as Bn,
es onditions plus restritives que la ondition pour que 2H0 soit 1- simple ([Ru 3℄,Table I
p.137) sont dûes au hoix du sous-groupe parabolique standard très spéial.
Dans les notations des planhes de [Bou 1℄, le système de raines assoié à g, noté ∆, est donné
par :
• Rn := Bn : ∆ = {ǫi ± ǫj , 1 ≤ i 6= j ≤ n , ǫi , 1 ≤ i ≤ n},
• Rn := Cn : ∆ = {ǫi ± ǫj , 1 ≤ i 6= j ≤ n , 2ǫi , 1 ≤ i ≤ n},
• Rn := Dn : ∆ = {ǫi ± ǫj , 1 ≤ i 6= j ≤ n},
et :
• ∆1 = {ǫi ± ǫj , ǫi , 1 ≤ i ≤ k < j ≤ n } ∩∆,
• ∆2 = {ǫi + ǫj , 1 ≤ i ≤ j ≤ k } ∩∆.
g étant une F-forme de g onvenable (i.e. H0 ∈ g), (g0, g1) est également de type lassique :
(Rm, λp) ave R = B,C,BC ou D. Plus préisément :
1. (g0, g1) est de type BI, ou BI(n, k) ou Bm(n, k) lorsque le diagramme de Satake de g est
de la forme :
◦ ◦ ◦ . . . . . ◦ • . . . . . • •> • (diagrammes BI de [Wa℄)
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α1..... .....αm..... .....αn
i.e. (g0, g) est de type (Bn, αk) et (g0, g1) est de type (Bm, λk) ave k ≤ m ≤ n, g est de
rang m et g est déployée lorsque m = n.
Lorsque R = B, on a toujours (g0, g1) de type BI(n, k) par lassiation.
2. (g0, g1) est de type DI, ou DI(n, k) ou Dm(n, k) lorsque le diagramme de Satake de g
est de la forme :
◦ ◦ ◦ . . . ◦ • . . . • •
•
•
α1..... .....αm..... .....αn
ou bien toutes les raines du diagramme de Satake sont blanhes (éhées ou non) (dia-
grammes DI de [Wa℄).
i.e. (g0, g) est de type (Dn, αk) et (g0, g1) est de type (Dn, αk) lorsque g est déployée et
sinon de type (Bm, αk) ave k ≤ m < n, m étant le rang de g.
Les as BI ou DI sont appelés "type I".
3. (g0, g1) est de type CII lorsque g n'est pas déployée don le diagramme de Satake de g
est de la forme :
• ◦ • . . . . . . ⊚ . . . . . . ◦ •< ◦
ainsi que toutes les variantes ((diagrammes CII de [Wa℄).
i.e. (g0, g1) est de type (Cn, α2p), i.e. k = 2p, et (g0, g1) est de type (Cm, αp) ou
(BCm, αp).
4. (g0, g1) est de type DIII ou DIII(n,p) lorsque le diagramme de Satake de g est de la forme :
• ◦ • . . . . . . ◦ • ◦
◦
•
ainsi que toutes les variantes (diagrammes DIII de [Wa℄).
i.e. (g0, g1) est de type (Dn, α2p) et (g0, g1) est de type (Cm, αp) (lorsque n est pair) ou
(BCm, αp) (lorsque n est impair).
Dans le as p-adique, on ne onsidèrera pas l'unique forme de D2q+1 de diagramme de
Satake :
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• ◦ • . . . . . . • ◦ •
•
• ([Ve℄)
et pour laquelle rg(g) = n−32 = q − 1, ainsi on aura toujours m = [n2 ].
On supposera également que n − 3p ≥ 4 dans le as réel et que n − 3p ≥ 2 ave n − p
impair dans le as p-adique.
On note le système de raines assoié à g de la manière suivante :
∆ = {ǫi ± ǫj , 1 ≤ i 6= j ≤ m , ǫi , 2ǫi , 1 ≤ i ≤ m} ∩∆ ⊇ {ǫi ± ǫj , 1 ≤ i 6= j ≤ m}.
Dans le as orthogonal, i.e.(Rn, αk) ave R = B ou D, on a g2 = {0} lorsque k = 1 (as
ommutatif), g2 est de dimension 1 lorsque k = 2 et pour k ≥ 3 les diérentes formes de g se
séparent simplement puisque :
Lemme 7.1.1 Soit (g0, g1) un préhomogène de type (Rn, αk) ave
i) Pour R=C : 2 ≤ k ≤ n− 1,
ii) Pour R=D : 3 ≤ k ≤ n− 2,
et soit g˜ l'algèbre engendrée par g±2, alors :
1. g est de type I ⇔ rg(g˜) = k.
2. g est de type CII ⇔ rg(g˜) = k2 .
3. g est de type DIII ⇔ rg(g˜) = k2 et r(g) = [n2 ].
Démonstration: D'après la desription de ∆2, il est faile de vérier que : {ǫi− ǫi+1 , 1 ≤
i ≤ k − 1, µ} ave :
• µ = ǫk−1 + ǫk dans le as orthogonal ar k ≥ 3,
• µ = 2ǫk dans le as sympletique ar k ≥ 2,
est un ensemble de raines simples de g˜, on en déduit le diagramme de Satake de g˜ à partir
du diagramme de Satake de g, d'où le résultat. 
7.1.2 Sous-groupe parabolique standard très spéial et préhomogène assoié
On onsidère le sous-groupe parabolique P (H1, ...,Hp0) = P0 donné dans le §2.4 'est à dire
que :
• Lorsque g est déployée de type Cn : Hp0−j+1 = 2hǫ2j−1+ǫ2j pour j = 1, ..., p0 = k2 ,
• dans tous les autres as : Hp−j+1 = hǫj pour j = 1, ..., p0 = p ,
e qui donne dans les as BI ou DI : Hp−j+1 = hǫj et pour les as CII et DIII : Hp−j+1 =
2hǫ2j−1+ǫ2j .
On peut noter que ∀σ ∈ Sp0 ,∃gσ ∈ G tel que ∀j = 1, ..., p0 on a gσ(Hj) = Hσ(j).
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Les desriptions de ∆1 et ∆2 donnent les déompositions suivantes partiulièrement simples :
• g1 = ⊕1≤j≤p0E2(Hj) ∩ g1
• g2 = ⊕1≤j≤p0E4(Hj) ∩ g2 ⊕1≤i<j≤p0 E2(Hi) ∩ E2(Hj) .
(7.1)
Soit :
d0 = dimension de E2(Hi)∩E2(Hj) pour i 6= j =
{
1 pour les types BI ou DI ,
4 pour tous les autres as (i.e C ou DIII),
et on a :
dim(E4(Hj) ∩ g2 =

0 pour les types BI ou DI ,
1 pour le type DIII,
3 pour les types CI et CII.
On rappelle que :
Lemme 7.1.2 Pour j = 1, ..., p0 on a degré de (Fj) = d
′.j ave d′ =
{
4 dans le as DIII,
2 sinon.
Démonstration: Il est bien onnu par lassiation ([Ru 3℄,table I) que l'invariant relatif
fondamental de (g0, g1) est de degré 2k dans les as orthogonaux (Bn ou Dn, αk) et dans le
as sympletique (Cn, α2k). Comme le préhomogène (E0(H1) ∩ g0, E1(H1) ∩ g1) est de type :
i) (B ou D,αk−1) lorsque R = B ou D,
ii) (C,α2(k−1)) lorsque R = C,
(par exemple démonstration de la proposition 1.2.4), on a le résultat par réurrene sur p0.
On rappelle également que :
• N := dim(g1)
dp0
=

2(n− k) lorsque (g0, g1) est de type (Cn, αk),
n− k lorsque (g0, g1) est de type (Dn, αk),
n− k + 1
2
lorsque (g0, g1) est de type (Bn, αk).
• B˜ = −dp0B
2B(H0,H0)
don B˜(Hj ,Hj) = −2d′ pour j = 1, ..., p0.
Les oeients des équations fontionnelles vériées par les fontions Zétas sont des sommes
et produits de oeients analogues assoiés aux préhomogènes obtenus à partir de entrali-
sateurs de tds, es derniers ont la même struture que le préhomogène de départ, en eet :
Proposition 7.1.3 On suppose que p0 ≥ 2.
Soit X ∈ Wt0 , s l'algèbre engendrée par les projetions de X sur E2(Hi) ∩ g1 et de X−1
sur E−2(Hi) ∩ g−1, U = U(s) alors (U0,U1) est de même type que (g0, g1), plus préisément :
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1) Lorsque (g0, g1) est de type (Cn, α2p), (U0,U1) est de type (Cn−3, α2(p−1)) et U est déployé
(resp.de type CII) ⇔ g est déployé (resp.de type CII).
2) (U0,U1) est de type BI(n-2,k-1) (resp.DI(n-1,k-1)) lorsque (g0, g1) est de type DI(n,k)
(resp.BI(n,k) ave n ≥ 5).
3) (U0,U1) est de type DIII(n-3,p-1) et rang (U) = [
n−3
2 ] lorsque (g0, g1) est de type
DIII(n,p) ave p ≥ 3 et rang(g) = [n2 ].
Démonstration: Puisque tous les Hi, i = 1, ..., p0 sont G-onjugués, il sut de le vérier
pour Hp0 .
Par la démonstration de la proposition 1.2.4, (U0,U1) est de type :
i) (Dn−1, αk−1) lorsque (g0, g1) est de type BI(n, k),
ii) (Bn−2, αk−1) lorsque (g0, g1) est de type DI(n, k),
iii) (Dn−3, α2(p−1)) dans le as DIII(n, p),
iv) (Cn−3, α2(p−1))) dans les as sympletiques.
e qui termine la démonstration dans le as ii) et dans le as i) ave k pair.
Il est faile de vérier que le diagramme de Dynkin de U(FHp0) est donné par :
αk
◦ . . . . . . . .◦ ⊚ ◦ . . . . . . . . ◦ ...... ave
αℓ αk−1 αk+1
ℓ =
{
3 dans le as de type III ou le as sympletique
2 sinon.
don U(FHp0) est de même type que g et rg(U(FHp0)) =
{
rg(g)− 2 dans le as CI,
rg(g)− 1 dans les autres as .
Il en est de même pour le préhomogène (U(FHp0)0,U(FHp0)1).
Soit L l'algèbre de Lie engendrée par U2 et U−2, omme :
U±2 = U(FHp0)±2 ,
On a :
• pour g de type BI : rg(L) = k − 1 lorsque k − 1 ≥ 3 (lemme 7.1.1 appliqué au pré-
homogène (U(FHp0)0,U(FHp0)1)) don U est de type I dans le as i) ave k ≥ 5 et impair
(lemme 7.1.1).
Lorsque n ≥ 5 et k = 3, P (H1,H2) est un sous-groupe parabolique très spéial de (U0,U1).
Soit (x,H1, x
−1) un sl2−triplet du préhomogène (U0,U1), le préhomogène (U′0,U′1), déni par
le entralisateur dans U du sl2−triplet préédent, est de type (Bn−3, α1) puisque (U0,U1) est
de type (Dn−1, α2).
Or les préhomogènes : (g′0, g
′
1) de type DIII(n−1, 1) admettent un seul sous-groupe parabolique
très spéial standard non trivial donné par P ′0 (prop. 2.4.3) mais alors, soient z ∈ E′2(H ′1)∩g′1,
s′ l'algèbre engendrée par z, H ′1 et z
−1, le préhomogène (U(s′)0,U(s
′)1) est de type (A3, α2)
(f.par exemple la démonstration du lemme 7.4.1).
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Par onséquent, (U0,U1) est de type I.
• pour g de type CII (resp.DIII) : rg(L) = p− 1 (lemme 7.1.1 appliqué au préhomogène
(U(FHp0)0,U(FHp0)1)) don U est de type CII (resp.DIII ar p ≥ 3) par le lemme 7.1.1.
Il reste à vérier que rg(U) ≥ [n−32 ] dans le as DIII(n,p) lorsque n est pair.
On peut supposer que X ∈ gǫ1−ǫp+1⊕gǫ1+ǫp+1 (f.§2.4) ainsi ⊕2≤i≤p,n
2
≥j≥p+2g
ǫi±ǫj ⊂ U1 (resp.
⊕2≤i≤p,n
2
≥j≥p+2g
−ǫi±ǫj ⊂ U−1) don rg(U) ≥ rg(g)− 2 = n2 − 2 d'où le résultat. 
Pour terminer e paragraphe de généralités, on redonne les polynomes de Bernstein dans le as
réel dans notre normalisation, bien qu'ils soient déjà onnus (f. travaux de [Cl℄, notamment
le théorème 1).
Pour x réel, on note Bx le polynome : Bx(s) = s(s+ x), alors :
Proposition 7.1.4 F = R
Lorsque (g0, g1) est de type (Rn, αk) et que F1 est de degré 2 (i.e. à l'exeption du as
DIII), on a pour j = 1, ..., p0 :
bj(s1, ..., sp0) = b
∗
j(s1, ..., sp0) =
j−1∏
ℓ=0
B
N−(p0−1)
d0
2
−1
(
∑
p0−ℓ≤i≤p0
si +
d0
2
ℓ).
Démonstration: Par réurrene sur p0 (don sur k), le as p0 = 1 résultant de la remarque
3.6.6, 1) puisque F1 est une forme quadratique et que B˜(
H1
2 ,
H1
2 ) = −1.
On suppose la proposition vériée pour les préhomogènes : (P0, g1) de type (Rm, αq) ave
1 ≤ q ≤ k − 1.
Lorsque le préhomogène : (P0, g1) est de type (Rn, αk), soit X ∈ Wt0 , Ir ⊂ {1, ..., p0} de
ardinal p0− r ave 1 ≤ r ≤ p0− 1, sr l'algèbre engendrée par les projetions de X et de X−1
sur E2(
∑
i∈Ir
Hi) ∩ g1 et E−2(
∑
i∈Ir
Hi) ∩ g−1, on a :
dim(U(sr)1)
2r
=
dim(g1)
p0
.r − d0r(p0 − r)
2r
=
dim(g1)
2p0
− (p0 − r)d0
2
,
don les quantités qui suivent ont toutes la même valeur indépendamment de r :
dim(U(sr)1)
2r
− (r − 1)d0
2
− 1 = N − (p0 − 1)d0
2
− 1 (∗) .
Pour j = 1, ..., p0 − 1, on applique la proposition 3.4.4 et l'hypothèse de réurrene, d'où la
formule donnant bj en appliquant (*) ainsi que l'égalité bj = b
∗
j .
Pour le alul de bp0 on applique 3.7.3 ave H1, ...,Hp0−1 et Hp0 , il est faile de vérier que la
onstante rp0−1 = (p0 − 1)d02 et on applique (*).
Pour b∗p0 on a :
b∗p0(s) = bp0(s
∗ − (N − 1)1p0) (lemme 3.7.2)
= b1(s
∗ − (N − 1)1p0) b∗p0−1(s) (lemme 3.7.2)
= b∗1(s
∗ − (N − 1)1p0) bp0−1(s) (vériation préédente)
= bp0(s) (lemme 3.7.2). 
Remarque : Le alul de N − (p0 − 1)d02 − 1 dans haque as donne :
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a) Dans le as sympletique, on a k = 2p0 don N − (p0 − 1)d02 − 1 = 2(n − 3p) + 1.
b) Dans le as orthogonal de type I, on a k = p0 donN−(p0−1)d02 −1 =
2n− 3k
2
+
δ − 1
2
,
ave δ = 0 dans le as D et 1 dans le as B.
Ainsi si on dénit les onstantes suivantes :
pC = qC = 1 , pD = pB =
1
2
= −qD , qB = 0 ,
notée pR et qR lorsque R = B,C on a :
bj(s1, ..., sp0) = b
∗
j(s1, ..., sp0) =
j−1∏
ℓ=0
BpR(2n−3k)+qR (
∑
p0−ℓ≤i≤p0
si +
d0
2
ℓ).
Proposition 7.1.5 Lorsque (g1, g0) est de type DIII(n,p), on a pour j = 1, ..., p :
bj(s1, ..., sp) = b
∗
j(s1, ..., sp) =
j−1∏
ℓ=0
Bn−3p− 1
2
(
∑
p−ℓ≤i≤p
si + ℓ)Bn−3p− 1
2
(
∑
p−ℓ≤i≤p
si + ℓ+
1
2
).
Démonstration: (g0, g1) est de type (Dn, α2p) et omme les polynomes de Bernstein ne
dépendent pas de la forme réelle hoisie mais des invariants relatifs et de la normalisation
hoisie pour B, on onsidère les polynomes obtenus dans la proposition 7.1.4 pour les formes
de type I en notant que les normalisations sont les mêmes.
Pour j = 1, ..., p, soient :
b′2j(s1, ..., s2p) =
2j−1∏
ℓ=0
Bn−3p− 1
2
(
∑
2p−ℓ≤i≤2p
si +
1
2
ℓ) ,
alors on a les égalités suivantes :
bj(s1, ..., sp) = b
′
2j(0, s1, ..., 0, sp) et bj
∗(s1, ..., sp) = b
′
2j
∗
(0, s1, ..., 0, sp)
d'où le résultat. 
7.2 Le as sympletique
Dans e paragraphe, g est une algèbre de Lie simple de type Cn ave n ≥ 3, (g0, g1) est de type
(Cn, α2p) ave 1 ≤ p ≤ n− 2
3
(f.n◦13 de la lassiation de [Sa-Ki℄) et g est soit déployée
(type CI) soit de type CII.
Dans les as réels et omplexe, ils ont été étudiés par J.L Cler dans le adre des représentations
d'algèbres de Jordan et dans le as p-adique, C.L.Pan a déterminé expliitement la fontion
ZL assoiée à l'invariant relatif fondamental.
Le proédé de desente s'appuie sur les résultats du as p = 1 donnés dans le théorème 3.6.5
e qui néessite le résultat suivant :
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Lemme 7.2.1 Cas p = 1
On suppose que (g0, g1) est de type (Cn, α2) (n ≥ 3) alors F a pour disriminant 1 et
γ(F ) = 1 dans le as déployé et (−1)n sinon.
Démonstration: 1) Dans le as déployé, on a :
g1 = ⊕3≤j≤n ( gǫ1±ǫj ⊕ gǫ2±ǫj ) ,
et omme F (x) 6= 0 ⇔ (x, 2H0) se omplète en un sl2-triplet, il existe des onstantes non
nulles : ai, bi, i = 1, ..., n − 2 telles que :
F (
∑
1≤i≤n−2
(xiXǫ1−ǫi+2 + yiXǫ2+ǫi+2 + ziXǫ1+ǫi+2 + tiXǫ2−ǫi+2) =
∑
1≤i≤n−2
(aixiyi + biziti)
d'où le résultat.
2) On rappelle que g = g ⊗F E est dénie sur l'extension E = F[
√
ǫ]; le diagramme de
Satake de g, qui est de rang q, est donné par :
• ◦ • . . . . . ◦ • . . . . . • •> •
α1... ....α2q
Soit σ la onjugaison assoiée, un élément x ∈ g1 s'érit :
x =
∑
1≤i≤2q(xiXǫ1−ǫi+2 + xi σ(Xǫ1−ǫi+2) + yiXǫ1+ǫi+2 + yi σ(Xǫ1+ǫi+2))
+
∑
1≤i≤n−2q ( ziXǫ1−ǫi+2q + zi σ(Xǫ1−ǫi+2q) + tiXǫ1+ǫi+2q + ti σ(Xǫ1+ǫi+2q ) ) ,
ave xi, yi, zi, ti ∈ E.
En tenant ompte des relations suivantes :
• F (σ(x)) = F (x),
• σ(ǫ1 ± ǫ2i+2) = ǫ2 ± ǫ2i+1 et σ(ǫ1 ± ǫ2i+1) = ǫ2 ± ǫ2i+2 pour i = 1, ..., q − 1,
• σ(ǫ1 + ǫj) = ǫ2 − ǫj et σ(ǫ1 − ǫj) = ǫ2 + ǫj pour j = 2q + 1, ..., n,
il est immédiat que F est de la forme :
F (x) =
∑
1≤i≤q−1 ( ci x2i y2i−1 + ci x2i y2i−1 + di x2i−1 y2i + di x2i−1 y2i )
+
∑
1≤j≤n−2q ( fj zjzj + gj tjtj ) , ci, di ∈ E∗ , fj, gj ∈ F∗.
Ainsi F est la somme direte de q− 1 formes quadratiques Q1 de la forme Q1(x1, x2, y1, y2) =
x y+x y ave x = x1+
√
ǫ x2 et y = y1+
√
ǫ y2, Q1 a pour disriminant 1 et γ(Q1) = 1, et de
n−2q formes quadratiques Qj de la forme Qj(z1, z2, t1, t2) = fj z z+ gj tt ave z = z1+
√
ǫ z2
et t = t1 +
√
ǫ t2, qui sont de disriminant 1 également.
Soit j xé et soit l l'algèbre engendrée par g±(ǫ1±ǫj) et g±(ǫ2±ǫj), l est σ−stable et l = l ∩ σ(l)
est de rang 1, de diagramme de Satake :
• ◦ < •
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Qj est un invariant relatif fondamental du préhomogène : (l∩g0, l∩g1) don Qj est anisotrope
d'où γ(Qj) = −1 dans le as réel et h(Qj) = −(−1,−1) = −α(1)4 dans le as p-adique ar le
disriminant de Qj est 1 don γ(Qj) = −1.
Ainsi F a pour disriminant 1 et γ(F ) = (−1)n−2q = (−1)n. 
On rappelle que :
bg,P0(s1, ..., sp) =
p−1∏
ℓ=0
(
(
p∑
p−ℓ
si + 2ℓ) .(
p∑
p−ℓ
si + 2n− 6p+ 2ℓ+ 1)
)
,
et que pour π = (π1, ..., πp) ∈ (F̂∗)p
ρbg,P0 (π) =
p−1∏
l=0
ρ (πp−l...πp| |2l+1)ρ (πp−l...πp| |2(l+n−3p+1)).
Les fateurs ρ ont été expliités dans le §3.6.
Théorème 7.2.2 On suppose que (g0, g1) est de type (Cn, α2p) et soit f ∈ S(g1), alors pour
∀f ∈ S(g1) et π ∈ (F̂∗)p on a :
Z∗(fˆ ;π) = γnpρbg,P0 (π)Z(f ;π
∗| |−2(n−2p)1p)
ave γn = γ(F1), γ = 1 (resp.γ = −1) lorsque g est déployé (resp.de type CII).
Démonstration: On proède par réurrene sur p.
Le as p = 1 déoule du 2) du théorème 3.6.5, du lemme 7.2.1 et de la normalisation hoisie
puisque dans e as g1 est de dimension 4(n − 2) et F1 de disriminant 1..
On suppose le théorème vérié lorsque (g0, g1) est de type (Cm, α2(p−1)).
Lorsque (g0, g1) est de type (Cn, α2p), on applique la proposition 5.3.1 ave H = F
∗
et k =
1, puisque toutes les hypothèses de ette proposition sont vériées. En eet, en reprenant
les notations de la proposition 5.3.1 et z ∈ W ∗t0 , soient zi (resp.z−1i ) les projetions de z
sur E−2(Hi) ∩ g−1 (resp.sur E2(Hi) ∩ g1) et si l'algèbre engendrée par zi et z−1i alors U =
∩2≤i≤p U(si) or U(sp) est de même type que g (prop. 7.1.3) don, par ette même proposition,
il en est de même pour U, omme (U0,U1) est de type (Cn−3(p−1), α2), on a pour π1 ∈ F̂∗ :
b(π1) = γ
n−3p+3ρ(π1| |)ρ(π1| |2(n−3p+1)).
(U′0,U′1) est de type (Cn−3, α2(p−1)) et U
′
est déployée (resp. de type CII) lorsque g l'est
(prop.7.1.3), don par réurrene pour (π1, ..., πp−1) ∈ (F̂∗)p−1 :
c(π1, ..., πp−1) = γ
(n−3)(p−1)
∏
0≤l≤p−2
ρ (πp−1−l...πp−1| |2l+1)ρ (πp−1−l...πp−1| |2(l+n−3p+1)).
Notons que r1 = 2 (f. relation 7.1)). 
Remarques
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1. Dans le as réel non déployé, le théorème a été établi dans un adre plus général par J-L
Cler (théorème 2 de [Cl℄).
2. Dans le as sympletique déployé, on peut montrer que g”1 est une seule orbite pour P0
à l'aide du théorème de Witt.
3. On ne donne pas toutes les équations fontionnelles qui se déduisent du théorème 7.2.2
pour G et Fp en prenant π1 = ... = πp−1 = id (f.§6).
7.3 Les as orthogonaux de type I
(g0, g1) est de type BI(n, k) ou DI(n, k) ave l'hypothèse supplémentaire 3k ≤ 2(n − 1) + δ,
et P0 = P (H1, ...,Hk).
Rappelons que δ =
{
0 dans le as DI(n,k),
1 dans le as BI(n,k).
On proède omme dans le as sympletique en ramenant le alul des oeients de l'équa-
tion fontionnelle à eux assoiés aux formes quadratiques sous-jaentes, e qui néessite dans
et exemple quelques hoix supplémentaires.
7.3.1 Normalisation des invariants relatifs
Les sous-espaes radiiels : g±ǫi±ǫj pour 1 ≤ i < j ≤ k, sont de dimension 1 et engendrent
une algèbre de Lie simple de type Dk que l'on munit d'un système de Chevalley, (Xα), tel que
les oeients orrespondants vérient les onditions :
Soit i < j et ℓ 6= i, j alors Nǫi−ǫj ,ǫj±ǫℓ =
{
−1 si i < ℓ < j
1 sinon.
.
Un tel système existe ([Bou 2℄,hap.VIII,§13, n◦4), on dit qu'il est D−adapté.Dans es ondi-
tions on a :
Lemme 7.3.1 1. Nǫi−ǫj ,±ǫℓ−ǫi =
{
1 si i < ℓ < j ou j < i < ℓ ou ℓ < j < i,
−1 si ℓ < i < j ou i < j < ℓ ou j < ℓ < i.
2. Pour 1 ≤ i < j ≤ k, soit θi,j = θXǫi−ǫj ,hǫi−ǫj (−1), alors pour ℓ 6= i, j et s, t = ±1, on a :
θi,j(Xsǫi−tǫℓ) = −Nǫi−ǫj ,ǫℓ−ǫiXsǫj−tǫℓ .
Démonstration: 1) Lorsque i < j on a :
Nǫi−ǫj,±ǫℓ−ǫi = −N−ǫi+ǫj ,±ǫℓ−ǫj = −Nǫi−ǫj ,ǫj∓ǫℓ,
((3) du lemme 4 et proposition 7,§2, n◦4, hap.VIII,[Bou 2℄) et lorsque i > j on a :
Nǫi−ǫj ,±ǫℓ−ǫi = Nǫj−ǫi,ǫi∓ǫℓ ,
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or le système est (D) adapté d'où le résultat.
2) C'est un simple alul, en remarquant que Nǫi−ǫj ,ǫℓ−ǫi = Nǫi−ǫj,±ǫℓ−ǫi . 
On rappelle que Hi = hǫk−i+1 pour i = 1, ..., k et ave la normalisation hoisie, on a pour toute
raine α = ±ǫi ± ǫj, ave 1 ≤ i < j ≤ k, B˜(Xα,X−α) = 1.
On dénit les formes quadratiques suivantes pour i = 1, ..., k :
x ∈ E2(Hi) ∩ g1 Gi(x) = b

B˜(ad(x)2(X−ǫ1−ǫk−i+1),Xǫ1−ǫk−i+1) pour 1 ≤ i ≤ k − 1,
B˜(ad(x)2(X−ǫ1−ǫ2),X−ǫ1+ǫ2) pour i = k
ave b ∈ F∗.
Pour i = 1, ..., k, Gi représente l'invariant relatif fondamental du préhomogène ommutatif
régulier :
(U(⊕1≤j 6=i≤kFHj)0,U(⊕1≤j 6=i≤kFHj)1 = E2(Hi) ∩ g1),
'est une forme quadratique non dégénérée et relativement invariante par ∩1≤i≤kGHi .
Toutes es formes quadratiques sont équivalentes, en eet :
Lemme 7.3.2 Pour 1 ≤ i < j ≤ k on a Gk−i+1 ◦ θi,j = Gk−j+1.
Démonstration: Pour i ≥ 2 ou bien i = 1 et j ≥ 3, le alul donne :
θi,j(X±ǫ1−ǫi) = −Nǫi−ǫj ,ǫ1−ǫiX±ǫ1−ǫj = X±ǫ1−ǫj (lemme 7.3.1)
et pour i = 1 et j = 2 on a θ1,2(X−ǫ1+ǫ2) = Xǫ1−ǫ2 et θ1,2(X−ǫ1−ǫ2) = X−ǫ1−ǫ2 . 
Remarques :
1) Le hangement de système de Chevalley D−adapté a pour onséquene de multiplier
toutes les formes quadratiques par une même onstante dénie à F∗2 près.
En eet, soit X ′α un autre système de Chevalley D−adapté alors il existe une appliation t
du système de raines Dk dans F∗ telle que X ′α = t(α)Xα. Comme les oeients N.,. sont les
mêmes pour les deux systèmes de Chevalley, t est un morphisme du Z-module assoié à Dk et
t(ǫ1 − ǫi)t(−ǫ1 − ǫi)t(ǫ1 − ǫ2)−1t(−ǫ1 − ǫ2)−1 ∈ F∗2 pour i = 2, ..., k.
2) On rappelle que dim(gǫ1) = 2(n −m) + δ.
• Lorsque F = R, on hoisit la onstante b telle que G1 soit de signature (p, q) ave p ≥ q.
• Dans le as BI, lorsque F est un orps p-adique, on hoisit la onstante b telle que
disriminant(G1) = (−1)n−m dans un soui de simpliation des oeients de l'équation
fontionnelle (f.§7.3.4).
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Les invariants F1, F2, ..., Fk sont normalisés par la ondition :
pour x =
∑
1≤j≤k
xj ∈Wt0 Fi(x) =
∏
1≤j≤i
Gj(xj) ,
il est alors aisé de vérier que :
pour y =
∑
1≤j≤k
yj ∈W ∗t0 F ∗i (y) =
∏
k−i+1≤j≤k
G∗j (yj) .
Indiquons la nature de la forme quadratique Gi et de sa restrition aux entralisateurs de tds.
Lemme 7.3.3 G1 ∼ Ga ⊕ G˜1, Ga = G1/gǫ1 est une forme quadratique anisotrope, G˜1 étant
hyperbolique.
Cas réel : G1 a pour signature (p0, q0) ave q0 = m − k et p0 = 2n − m − k + δ ; on a :
N =
p0 + q0
2
.
Démonstration: 1) Lorsquem = k, U(⊕2≤j≤kFHj) est de rang 1 don la forme quadratique
G1 est anisotrope, don dénie positive par normalisation dans le as réel.
2) Lorsque m > k, prenons un système de Chevalley D−adapté de l'algèbre simple de type
Dm dénie par {±ǫi± ǫj, 1 ≤ i < j ≤ m} et soit x ∈ E2(H1)∩ g1, x =
∑
k+1≤ℓ≤m(xℓXǫk−ǫℓ +
yℓXǫk+ǫℓ) + Y, Y ∈ gǫk , le alul donne :
G1(x) = 2bb
2
1(
∑
k+1≤ℓ≤m
xℓyℓ) +G1(Y ) ,
b21 étant la onstante provenant du système de Chevalley, or la restrition de G1 à g
ǫk
est
anisotrope don dénie positive par hoix de b dans le as réel d'où le résultat. 
Lorsque ∆ est de type Bn, on note Qa la lasse d'équivalene de la restrition d'une des formes
quadratiques Gk−i+1 à g
ǫi ; lorsque ∆ est de type Dn, on pose ∀t ∈ F∗ : γτ◦Qa(t) = 1 par ex-
tension.
Soit z ∈ E′2(H1) ∩ g1 = E′2(hǫk) ∩ g1 et U(z) = U(Fz ⊕ FH1 ⊕ Fz−1), alors pour i = 2, ..., k on
a dim(U
(z)
1 ∩ E2(Hi)) = dim(E2(Hi) ∩ g1)− 1 et :
Lemme 7.3.4 Pour i = 2, ..., k : Gi ∼ Gi/U(z)1 ∩E2(Hi) ⊕G1(z)X
2.
Démonstration: Pour i = 2, ..., k, on a : E2(Hi) ∩ g1 = U(z)1 ∩ E2(Hi) ⊕ Fv, ave v =
[z,X−ǫk+ǫk−i+1 ].
1) Lorsque k = 2 :
[v,X−ǫ1+ǫ2 ] = [[z,Xǫ1−ǫ2 ],X−ǫ1+ǫ2 ] = [z, [Xǫ1−ǫ2 ,X−ǫ1+ǫ2 ]] = −[z, hǫ1−ǫ2 ] = −z
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ar [z,X−ǫ1+ǫ2 ] = 0, don pour y ∈ U(z)1 ∩ E2(H2) on a :
[y, [v,X −ǫ1+ǫ2 ]] = −[y, z] = 0
d'où :
t ∈ F : G2(y + tv) = G2(y) + t2G2(v) = G2(y) + t2G1(z).
2) Lorsque k ≥ 3.
Pour i ≤ k − 1 :
[v,X±ǫ1−ǫk−i+1 ] = N−ǫk+ǫk−i+1,±ǫ1−ǫk−i+1 [z,X±ǫ1−ǫk ] = −[z,X±ǫ1−ǫk ]
(1),lemme 7.3.1) ar [z,X±ǫ1−ǫk−i+1 ] = 0 don Gi(v) = G1(z) et pour y ∈ U(z)1 ∩E2(Hi) on a :
[y, [v,X±ǫ1−ǫk−i+1 ]] = −[z, [y,X±ǫ1−ǫk ]] = 0,
d'où :
t ∈ F : Gi(y + tv) = Gi(y) + t2Gi(v) = Gi(y) + t2G1(z).
De même pour i = k on a :
[v,X−ǫ1±ǫ2 ] = Nǫ1−ǫk,−ǫ1±ǫ2 [z,X±ǫ2−ǫk ] = [z,X±ǫ2−ǫk ] (1), lemme 7.3.1)
don pour y ∈ U(z)1 ∩ E2(Hk) on a :
[y, [v,X−ǫ1±ǫk ]] = [z, [y,X±ǫ2−ǫk ]] = 0.
De plus :
Gk(v) = bB˜(ad(z)
2(Xǫ2−ǫk),X−ǫ2−ǫk) = bB˜(ad(z)
2(θ1,2(Xǫ1−ǫk)), θ1,2(X−ǫ1−ǫk)) = G1(z)
(2) du lemme 7.3.1) d'où le résultat. 
Remarque 7.3.5 dis(Gi/U(z)1 ∩E2(Hi)
) = G1(z).dis(G1) et pour t ∈ F∗ on a :
γ(tGi/U(z)1 ∩E2(Hi)
) = γ(tGi)α(−tG1(z)) = γ(tQa)α(−tG1(z)).
De la proposition 7.1.3, des 2 lemmes préédents, de leur démonstration et ave les normali-
sations hoisies, on déduit immédiatement le résultat suivant :
Lemme 7.3.6 Dans le as réel, prenons G1(z) = ±1 alors la restrition de G1 à U(z)1 ∩E2(Hi)
a pour signature (p0−G1(z) + 1
2
, q0− 1−G1(z)
2
) et U(z) a pour rang : rang (g)−1+G1(z)− 1
2
.
Remarque 7.3.7 Lorsque rang(g) ≥ 2k on a rang(U(z)) ≥ 2(k − 1).
En eet, omme m > k, on prend un système de Chevalley de l'algèbre simple de type Dm
dénie par {±ǫi ± ǫj, 1 ≤ i < j ≤ m} et on peut supposer que z = cXǫk−ǫk+1 + dXǫk+ǫk+1 (à
l'ation des automorphismes élémentaires près puisqu'on est dans un préhomogène ommutatif
régulier) don :
U
(z)
1 = ⊕1≤j≤k−1 gǫj ⊕1≤j≤k−1,k+2≤ℓ≤m gǫj±ǫℓ ⊕1≤j≤k−1 FYj ,
ave Yj = cXǫj−ǫk+1 − dXǫj+ǫk+1 . 
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7.3.2 Le résultat (3k ≤ 2(n− 1) + δ)
Pour u = (u1, ..., uk) ∈ (F/F∗2)k on rappelle que :
Ou = Ou1,...,uk = {x ∈ g1 | F1(x) ∈ u1F∗2 , F2(x) ∈ u1u2F∗2 , ..., Fk(x) ∈ u1...ukF∗2},
Ou ∩Wt0 = {x =
∑
1≤i≤k xi ∈Wt0 |Gi(xi) ∈ uiF∗2 pour i = 1, ..., k},
O∗u = O
∗
uk,...,u1
= {x ∈ g−1 | F ∗1 (x) ∈ ukF∗2 , F ∗2 (x) ∈ uk−1ukF∗2 , ..., F ∗k (x) ∈ uk...u1F∗2},
O∗u ∩W ∗t0 = {x =
∑
1≤i≤k xi ∈W ∗t0 | G∗i (xi) ∈ uiF∗2 pour i = 1, ..., k},
sont des ouverts (éventuellement vides) et que Zu(f ;π) = Z(f1Ou;π) (resp.Z
∗
u(h;π) = Z
∗(h1O∗u ;π))
pour f ∈ S(g1) (resp.h ∈ S(g−1).
Dans le as réel, on onvient de prendre u ∈ {−1, 1}k.
Lemme 7.3.8 1. Dans le as réel, Ou (resp.O
∗
u) est non vide ⇔ Max (−k, k − 2q0) ≤∑
1≤i≤k ui ≤Min (k, 2p0 − k).
2. Dans le as p-adique, lorsque 2n − 3k + δ ≥ 3, Ou (resp.O∗u) est non vide pour tout
u ∈ (F/F∗2)k.
3. Lorsque rang(g) ≥ 2k, ∀u ∈ (F∗/F∗2)k les ouverts Ou et O∗u sont non vides.
Démonstration: Dans les 3 as on proède par réurrene sur k, obtenue par desente.
a) Lorsque k = 1, le résultat est évident dans le as réel et dans le as p-adique puisque n ≥ 3
don g1 est de dimension ≥ 4 d'où F∗ ⊂ G1(g1) dans le as p-adique.
Pour 3), on note que G1 représente 0 par le lemme 7.3.3 (f sa démonstration).
b) On suppose le lemme vérié pour k − 1 ≥ 1.
) Lorsque k ≥ 2, Ou 6= ∅ ⇔ il existe z ∈ E′2(H1) ∩ g1 tel que G1(z) = u1 et OU
(z)
u2,...,uk
6= ∅
dans le préhomogène (U
(z)
0 ,U
(z)
1 ) utilisé dans le lemme 7.3.4.
G1 est une forme quadratique non dégénérée dénie sur un espae vetoriel de dimension
2(n − k) + δ et donnée dans le lemme 7.3.3, pour lequel on applique a).
Le préhomogène (U
(z)
0 ,U
(z)
1 ) est de type BI(n− 2, k− 1) ou DI(n− 1, k− 1) lorsque n ≥ 5, par
la proposition 7.1.3.
Comme 2n− 3k + δ = 2n′ − 3k′ + δ′, ave n′ = n− 2 + δ, k′ = k − 1 et δ′ = 1− δ, on onlut
par réurrene pour 2).
On proède de même dans le as réel en appliquant également le lemme 7.3.6.
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Pour 3), on applique la remarque 7.3.7 et l'hypothèse de réurrene au préhomogène (U
(z)
0 ,U
(z)
1 )
en notant que G1 représente 0.
Dans le as BI(n, k) ave n ≤ 4, on a k = 2 puisque k ≥ 2 et que 3k ≤ 2(n − 1) + δ ≤ 7 don
n = 4.
(U(z)0,U(z)1) est de type (A3, α2) qui est enore un préhomogène dont l'invariant relatif fonda-
mental est une forme quadratique non dégénérée dénie sur un espae vetoriel de dimension
4 d'où le résultat dans le as p-adique (2) et 3)).
Dans le as réel, on applique le lemme 7.3.6 pour 1).
Lorsque g est de rang≥ 4, g est déployée don G2 est de signature (3, 2) d'où G2/U(z)1 représente
0 par le lemme 7.3.6. 
Notations :
Pour (u, v) ∈ (F/F∗2)k, f appliation de F∗/F∗2 à valeur omplexe et π1, π2 ∈ F̂∗, on note :
A(f)v,u(π1;π2) =
∑
t∈F∗/F∗2
f(t)ρ(π1| |; tv)ρ(π1π2; tu).
On rappelle que N =
dim(g1)
2k
= n− k + δ
2
.
Théorème 7.3.9 g est de type DI ou BI(n,k) ave 3k ≤ 2(n− 1) + δ.
Soit v ∈ (F∗/F∗2)k tel que O∗v soit non vide, alors pour f ∈ S(g1) et π = (π1, ..., πk) ∈ (F̂∗)k
on a :
Z∗v (Ff ;π) =
∑
u∈(F∗/F∗2)k
av,u(π)Zu(f ; π
∗| |−N1k),
ave av,u(π) = 0 lorsque O
∗
v est vide et sinon :
av,u(π) =
∏
1≤ℓ≤k
A(fℓ)vℓ,uℓ(πk−ℓ+1....πk| |
1
2
(ℓ−1), | | 12 (2n−3k+δ+1)) , ave
fℓ(t) =

γ(tQa) lorsque k = 1
γ(tQa)
∏
2≤j≤k α(−tvj) lorsque ℓ = 1 et k ≥ 2,
γ(tQa)
∏
1≤i≤ℓ−1 α(−tui)
∏
ℓ+1≤j≤k α(−tvj) lorsque 2 ≤ ℓ ≤ k − 1,
γ(tQa)
∏
1≤i≤k−1 α(−tui) lorsque ℓ = k.
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Démonstration: On proède par réurrene sur k, le as k = 1 est donné dans le théorème
3.6.5,5), on notera que B˜(
H1
2
,
H1
2
) = −1.
On suppose le résultat vrai pour k − 1 ≥ 1.
Lorsque k ≥ 2, on applique la proposition 5.3.1, dont on reprend les notations, ave l'élément
1-simple H1 .
Soient w = (u1, v2, ..., vk) et z =
∑
1≤i≤k yi ∈ O∗w ∩W ∗t0 , ave yi ∈ E−2(Hi) ∩ g−1, i = 1, ..., k,
U = U(s) (resp.U′ = U(s′)), s (resp.s′) étant l'algèbre engendrée par z0 =
∑
2≤i≤k yi et
z−10 =
∑
2≤i≤k y
−1
i (resp.z−2 = y1 et z
−1
−2).
U′ est de type BI(n− 2, k − 1) ou DI(n− 1, k − 1) lorsque n ≥ 5, par la proposition 7.1.3. On
a 2(n′ − 1)− 3k′ + δ′ = 2(n − 1)− 3k + δ ≥ 1, ave n′ = n− 2 + δ, k′ = k − 1 et δ′ = 1− δ.
Dans le as BI(n, k) ave n ≤ 4, on a k = 2 en raison de la ondition imposée alors (U′0,U′1)
est de type (A3, α2) qui est enore un préhomogène dont l'invariant est une forme quadratique
non dégénérée.
Dans les 2 as, les oeients sont donnés par la relation :
c
(z−2)
(v2,...,vk),(u2,...,uk)
(π”) =
∏
1≤ℓ≤k−1
A
(f ′
ℓ
)
vℓ+1,uℓ+1(πk−ℓ....πk| |
ℓ
2 ; | | 12 (2n−3k+δ+1)),
ei en appliquant l'hypothèse de réurrene lorsque k ≥ 3 et pour k = 2 le théorème 3.6.5,5),
ave f ′ℓ(t) = fℓ+1(t) par la remarque 7.3.5 et par l'hypothèse de réurrene lorsque k ≥ 3.
U = ∩2≤i≤k U(Fyi ⊕ FHi ⊕ Fy−1i ) or U(Fyk ⊕ FHk ⊕ Fy−1k ) est de type DI(n − 1, k − 1) ou
BI(n − 2, k − 1) par la proposition 7.1.3 lorsque k ≥ 3, ou bien k = 2 mais alors, omme
i-dessus, l'invariant relatif fondamental est une forme quadratique non dégénérée.
Dans tous les as l'invariant relatif fondamental du préhomogène (U0,U1) est la restrition de
la forme quadratique non dégénérée G1 à U1 de dimension 2n− 3k+ δ+1(≥ 3) et pour t ∈ F∗
on a :
γ(tG1/U1) = γ(tG1)
∏
2≤i≤k
α(−tG∗i (yi))
en itérant la remarque 7.3.5 don
b(z0)v1,u1(π
′) = A(f1)v1,u1(πk; | |
1
2
(2n−3k+δ+1)),
on termine en appliquant la proposition 5.3.1. 
Lorsque πℓ = ω˜ǫℓ| |sℓ , ave ǫℓ ∈ F∗/F∗2, pour ℓ = 1, ..., k on a :
av,u(πkπ
−1
k−1, ..., π2π
−1
1 , π1) = (
∏k
ℓ=1(ǫℓ, uℓvℓ) )av,u(sk − sk−1, ..., s1) et
av,u(sk − sk−1, ..., s1) =
∏k
ℓ=1A
(fℓ)
vℓ,uℓ(| |sℓ+
1
2
(ℓ−1); | | 12 (2n−3k+δ+1)).
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7.3.3 Le as réel (p0 + q0 = 2n− 2k + δ)
On rappelle que g1 peut s'identier à Mk,p0+q0(R) et que pour ℓ = 1, ..., k Fℓ est alors
proportionnel à :
detℓ(AIp0,q0
tA) ave A ∈Mk,p0+q0(R) et Ip0,q0 =
(
1p0 0p0
0q0 −1q0
)
,
detℓ(X) étant le déterminant de la matrie tronquée Xℓ dénie pour ℓ = 1, ..., k par :
X = (xi,j)1≤i,j≤k alors Xℓ = (xi,j)k−ℓ+1≤i,j≤k .
Soient s1, ..., sk ∈ C on a :
av,u(sk − sk−1, ..., s1) = C(s1, ..., sk)a′v,u(p0,q0;k)(s1, ..., sk) ave :
C(s1, ..., sk) = 2
k. (2π)−k(
p0+q0+2
2
)(2π)−2(s1+...+sk) .
k∏
ℓ=1
Γ(sℓ+
ℓ+ 1
2
)Γ(sk−ℓ+1+
p0 + q0 − ℓ+ 1
2
)
a′v,u
(p0,q0;k)(s1, ..., sk) =
k∏
ℓ=1
cos(
π
4
. φ
(p0,q0;k)
ℓ (v, u; sℓ) , ave
φ
(p0,q0;k)
ℓ (v, u; sℓ) = 2(uℓ+vℓ) (sℓ+
ℓ
2
)+uℓ(p0+q0−k)+(q0−p0)+
∑
ℓ≤j≤k
vj+
{
0 lorsque ℓ = 1,∑
1≤i≤ℓ−1 ui lorsque ℓ ≥ 2.
noté également : a′v,u et φℓ(v, u; sℓ), lorsqu'il n'y a pas d'ambiguité.
Remarque 7.3.10 1. Comme φ
(p0,q0;k)
ℓ (−v,−u; sℓ) = −φ(q0,p0;k)ℓ (v, u; sℓ), on a :
a′−v,−u
(p0,q0;k)(s1, ..., sk) = a
′
v,u
(q0,p0;k)(s1, ..., sk) (R9).
2. Lorsque p0 ≥ k on a a′(1,...,1),(1,...,1)(s1, ..., sk) =
∏k
ℓ=1 cos(π(sℓ +
ℓ+ q0
2
)).
3. Dans le as partiulier où q0 = 0, e qui orrespond à g de rang k, g”1 = O(1,...,1) et
g”−1 = O
∗
(1,...,1) don pour f ∈ S(g1) et s = (s1, ..., sk) ∈ (C∗)k on obtient :
Z∗(Ff ; (sk−sk−1, ..., s2−s1, s1)) = C(s1, ..., sk)
k∏
ℓ=1
cos(πsℓ+
π
2
ℓ)Z(f ; s2−s1, ..., sk−sk−1,−sk−p0
2
),
qui n'est qu'un as très partiulier du théorème 3 de [Cl℄.
4. Pour u = (1, ..., 1,−1, ...,−1) ave u1 = ...up = 1 et up+1 = ... = uk = −1 on a :
a′u,u(s1, ..., sk) =
p∏
ℓ=1
cos π(sℓ +
ℓ+ q0 − q
2
)
k∏
ℓ=p+1
cos π(sℓ +
ℓ+ p0 − p
2
) ave q = k − p.
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La plupart de es oeients sont nuls, en eet pour u ∈ {−1, 1}k , soit p(u) (resp.
q(u)) le nombre de omposantes positives (resp. négatives) de u (p(u) − q(u) = ∑1≤i≤k ui,
p(u) + q(u) = k) alors :
Lemme 7.3.11 1. Soient u 6= v, on note i1, ..., ir , ave i1 < ... < ir, les indies pour
lesquels uij = −vij .
i) Lorsque p0 + q0 + k est pair : av,u = 0 pour r ≥ 2 et pour r = 1 on a av,u 6= 0 ⇔
p(v) + p0 est pair.
ii) Lorsque p0 + q0 + k est impair alors av,u 6= 0 ⇔ vij = (−1)p(v)+p0+j−1 pour
j = 1, ..., r.
2. av,u(s1, ..., sk) = 0 lorsque |p(u)− p(v)| ≥ 2.
Démonstration: Cela déoule simplement de la formule :
j = 1, ..., r : φij (v, u; sij ) = (uij − 1)p0 + (q0 − k)(uij + 1) + 2p(v) + 2αj
ave α1 = 0 et pour j ≥ 2 : αj =
∑
1≤ℓ≤j−1 uiℓ .
Comme p0, q0, p(v), αj sont entiers,
π
4φij ∈ π2Z; si uij = uij+1 pour une valeur j lorsque r ≥ 2,
on a alors :
φij+1 = φij + 2uij don cos(
π
4
φij (v, u; sij ) ) cos(
π
4
φij+1(v, u; sij ) ) = 0.
Ainsi il reste à regarder les as pour lesquels pour j = 1, ..., r − 1 on a uij+1 = −uij mais
alors φij+2 = φij don il sut de regarder φi1 et φi2 lorsque r ≥ 2 et φi1 lorsque r = 1 d'où le
résultat.
2) Se déduit simplement de 1). 
Remarques :
1) De la démonstration du lemme préédent, on déduit immédiatement a′v,u lorsqu'il est
non nul.
En eet, soit I = {i1, ..., ir} = {i | ui + vi = 0 }, on a :
a′v,u(s1, ..., sk) = B(I)
∏
1≤l≤k,l/∈I
cos(
π
2
[ (2sl+l)+(
1− vl
2
)p0+(
1 + vl
2
)(q0−k)+vlp(v)+vlCl(u) ] )
ave :
• Cl(u) = 0 si I = ∅ ou bien si l ≤ i1 sinon Cl(u) =
∑
{i∈I|1≤i≤l−1} ui,
• B(I) = 1 si I = ∅ et sinon B(I) = ( cos(π4φi1) )r−[
r
2
] ( cos(π4φi2) )
[ r
2
].
2) Notons que l'on retrouve les oeients de l'équation fontionnelle assoiée à F = Fk,
en eet il est lair que pour tout ouple d'entiers (p, q) tels que :
p+ q = k et vériant : Max(−k, k − 2q0) ≤ p− q ≤ Min(k, 2p0 − k) ,
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l'ensemble : Op,q = ∪p(u)=pOu (resp.O∗p,q = ∪p(u)=pO∗u) est inlus dans une seule orbite sous
l'ation de G.
Pour s ∈ C, posons :
a′(p′,q′);(p,q)
(p0,q0;k)(s) =
∑
v|p(v)=p′
a′v,u
(p0,q0;k)(s, ..., s) (R1)
ave u quelonque tel que p(u) = p (don q(u) = q) alors de manière lassique a′(p′,q′);(p,q)
(p0,q0;k)(s)
ne dépend pas du hoix de u (f.2) de la remarque qui suit le théorème 6.2.2) et on a :
a(p′,q′);(p,q)(| |s) = C(s, ..., s)a′(p′,q′);(p,q)(p0,q0;k)(s).
Les oeients a′(p′,q′);(p,q)
(p0,q0;k)(s) sont bien onnus, ils sont donnés dans le théorème A.1 de
[Sa 4℄ puisqu'on a a′(p′,q′);(p,q)
(p0,q0;k)(s) = C
(p,q)
(p′,q′)(Ip0,q0 ; s).
En eet, de manière immédiate, on peut noter que :
i) a′(p′,q′);(p,q)
(p0,q0;k)(s) = 0 si |p− p′| ≥ 2 (2) du lemme 7.3.11).
ii) a′(q′,p′);(q,p)
(q0,p0;k)(s) = a′(p′,q′);(p,q)
(p0,q0;k)(s) (1) remarque 7.3.10).
iii) Lorsque p0 ≥ k on a
a′(k,0);(k,0)
(p0,q0;k)(s) =
k∏
ℓ=1
cos π(s+
ℓ+ q0
2
) (2) remarque 7.3.10).
iv)
a′(p,q);(p,q)
(p0,q0;k)(s) =
∏p
ℓ=1 cos π(s+
ℓ+ q0 − q
2
)
k∏
ℓ=p+1
cos π(s+
ℓ+ p0 − p
2
)
= (−1)pq ∏qℓ=1 cos π(s+ ℓ+ p02 )
k∏
ℓ=q+1
cos π(s+
ℓ+ q0
2
),
lorsque q0− q ≡ p0− p (2) ou bien p0− p ≡ 0 (2) et q0− q ≡ 1 (2), par le 1) du lemme 7.3.11.
Cependant le alul général est fastidieux ar il fait apparaitre des sommes, il est alors plus
simple de noter que :
v)(
a′(1,0);(1,0)
(p0,q0;1)(s) a′(1,0);(0,1)
(p0,q0;1)(s)
a′(0,1);(1,0)
(p0,q0;1)(s) a′(0,1);(0,1)
(p0,q0;1)(s)
)
=
 cos π(s+ q0 + 12 ) sin πp02
sin
πq0
2
cos π(s+
p0 + 1
2
)
 .
vi) Comme :
φk(v, u)
(p0,q0;k)(s) = φ1(vk, uk)
(p′0,q
′
0;1)(s+
k − 1
2
) (R2)
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ave p′0 = p0−p(u)+ 1+uk2 et q′0 = q0−q(u)+ 1−uk2 (rappelons que p(u) ≤ p0 et que q(u) ≤ q0)
et que :
k−1∏
l=1
cos(
π
4
φl(v, u)
(p0,q0;k)(s) =
k−1∏
l=1
cos(
π
4
φl(v
′, u′)(p”0,q”0;k−1)(s) (R3)
ave u′ = (u1, ..., uk−1), v
′ = (v1, ..., vk−1), p”0 = p0 − 1+vk2 et q”0 = q0 − 1−vk2 ,
les oeients a′(p′,q′);(p,q)
(p0,q0;k)(s) vérient les relations de réurrene du lemme A.3 de [Sa 4℄,
relations de (A4) à (A7) qui proviennent des relations (R1), (R2), (R3).
Notons que (v) est la relation (A8), ii) est la relation (A9), iii) est le lemme A.4, i) le lemme
A.6 et iv) une partie du lemme A.8.
Ainsi on a bien l'égalité a′(p′,q′);(p,q)
(p0,q0;k)(s) = C
(p,q)
(p′,q′)(Ip0,q0 ; s), es derniers oeients étant
donnés dans le théorème A.1 de [Sa 4℄ et 'est l'établissement des formules de réurrene de
ette partie de [Sa 4℄ qui sont à l'origine de e travail.
Cependant la onstante C(s, ..., s) dière de la onstante donnée par F.Sato qui n'a pas de
fateur de la forme 2....
7.3.4 Le as p-adique
Posons r = 2n − 3k + δ et pour (s1, ..., sk) ∈ Ck, u, v ∈ (F∗/F∗2)k tels que Ou et O∗v soient
non vides :
a˜v,u(s) := av,u(sk − sk−1, ..., s2 − s1, s1)
=
∏k
ℓ=1A
(fℓ)
vℓ,uℓ(| |sℓ+
1
2
(ℓ−1), | | 12 (r+1)).
Le alul expliite donne :
a˜v,u(s) = α(−1)ka0 γ(Qa)k C(v, u)
∏
1≤ℓ≤k
Aa0
sℓ+
1
2
(ℓ+1),sℓ+
1
2
(r+ℓ)
(vℓ, uℓ, wℓδ
′
0)
ave δ′0 = (−1)[
k−δ
2
]δ0 et δ0 = (−1)n−m.disr(Qa), on rappelle que δ0 = 1 lorsque δ = 1 par
normalisation (§7.3.1) et lorsque δ = 0 pour m = n ou n−m = 2,
a0 =
{
0 lorsque k + δ ( i.e. r) est impair ,
1 lorsque k + δ ( i.e. r) est pair.
, C(v, u) =
∏
1≤i≤k
α(−ui)k−i α(−vi)i−1,
wℓ =

v2.....vk lorsque ℓ = 1,
u1.....uℓ−1.vℓ+1.....vk lorsque 2 ≤ ℓ ≤ k − 1,
u1......uk−1 lorsque ℓ = k.
Notons que dans e as :
bk(sk − sk−1, ..., s2 − s1, s1) =
∏
1≤ℓ≤k
(sℓ +
ℓ+ 1
2
− 1)(sℓ + ℓ+ r
2
− 1),
et que lorsque la aratéristique résiduelle de F est diérente de 2 :
(1− q−2(sℓ+ ℓ+12 ))(1 − q−2(sℓ+ ℓ+r2 ))Aa0
sℓ+
1
2
(ℓ+1),sℓ+
1
2
(r+ℓ)
(vℓ, uℓ, (−1)[
k−δ
2
]wℓδ0)
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est un polynome en sℓ dont les valeurs expliites sont données dans le lemme 3.6.7.
Classiquement, les oeients de l'équation fontionnelle assoiée à Fk s'obtiennent à partir
des oeients a˜v,u(s, ..., s).
Lorsque 2 ≤ 2k ≤ n, soit H = {s ∈ F∗|sQa ∼ Qa} (H = F∗2 lorsque δ = 1) et pour
u0 ∈ F∗/F∗2 et ǫ = ±1, soit S(u0, ǫ) = {u ∈ (F∗/F∗2)k | il existe t ∈ H vériant p(tu) = u0 et
h(tu) = ǫ} alors haque ∪u∈S(u0,ǫ)Ou est inlus dans une seule orbite de G dans g′1 (f.[Mu 4℄).
Comme dans le as ommutatif (§6), on n'eetue pas le alul des sommes orrespondantes
qui sont peu maniables, on se ontente de donner les sommes de oeients :
∑
o∗ aO∗,O lorsque
la aratéristique résiduelle de F est diérente de 2.
Lorsque r ≥ 3, Ou et O∗u sont non vides pour u ∈ (F∗/F∗2)k (lemme 7.3.8), déterminons alors
pour a ∈ F∗/F∗2 et s ∈ C :
b˜u(ω˜a| |s) = (a, p(u))
∑
v∈(F∗/F∗2)k a˜v,u(s, ..., s)(a, p(v))
= α(−1)ka0 γ(Qa)k
(∏
1≤i≤k α(ui)
)−k
(a, p(u))b′u(ω˜a| |s)
lorsque la aratéristique résiduelle de F est diérente de 2.
On rappelle les notations pour z = (z1, ..., zk) ∈ (F∗/F∗2)k :
p(z)i =
{
1 lorsque i = 0
z1...zi pour i = 1, ..., k,
et h(z)i =
{
1 lorsque i = 1∏k−1
j=1(zj+1, z1...zj) pour i = 1, ..., k
ainsi que p(z) := p(z)k et h(z) := h(z)k.
Proposition 7.3.12 Lorsque la aratéristique résiduelle de F est diérente de 2, k ≥ 2 et
r ≥ 3 on a :
b˜u(ω˜a| |s) = f[ k+1
2
](s)f[ k+δ+1
2
](s+
1
2
r − 1
1 + a0
)ρ(ω˜a| |s+1)γ(Qa)kBu(ω˜a| |s)
ave :
1. Lorsque r est impair (i.e. a0 = 0) :
i) Lorsque k est pair (don δ = 1 et δ0 = 1) :
Bu(ω˜a| |s) = h(u) α(p(u)) (p(u),−1)h(| |s+
1
2
(k+1)ω˜
a(−1)
k
2 p(u)
).
ii) Lorsque k est impair (don δ = 0) :
Bu(ω˜a| |s) = (p(u), δ0)ρ(| |s+ 12 (r+k)ω˜aδ0).
2. Lorsque r est pair (i.e. a0 = 1) :
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i) Lorsque k est pair (don δ = 0) : Bu(ω˜a| |s) = ((−1)k2 , aδ0)(a, p(u)).∑
x∈F∗/F∗2
α(x) (x, aδ0)h(| |s+ 12 (k+1)ω˜ax) A1s+ 1
2
(r+1),s+ 1
2
(r+k)
(x, (−1)k2 p(u), 1).
ii) Lorsque k est impair (don δ = 1 et δ0 = 1)
Bu(ω˜a| |s) = h(u)α(p(u)) h(| |s+
1
2
(r+1)ω˜
a(−1)
k−1
2 p(u)
).
Démonstration: On remplae haque Aa0
sℓ+
1
2
(ℓ+1),sℓ+
1
2
(r+ℓ)
(vℓ, uℓ, wℓδ
′
0) par sa valeur d'où :
k∏
ℓ=1
Aa0
sℓ+
1
2
(ℓ+1),sℓ+
1
2
(r+ℓ)
(vℓ, uℓ, wℓδ
′
0) =
k∏
ℓ=1
(
∑
tℓ∈F∗/F∗2
α(tℓ)
a0ρ(s+
1
2
(ℓ+1); tℓvℓ)ρ(s+
1
2
(r+ℓ); tℓuℓ)(wℓδ
′
0, tℓ) )
=
∑
t=(t1,...,tk)∈(F∗/F∗2)k
( k∏
ℓ=1
fℓ(tℓ, u)
)( k∏
ℓ=1
ρ(s +
1
2
(ℓ+ 1); tℓvℓ)
)( k∏
ℓ=2
(vℓ, p(t)ℓ−1)
)
ave
fℓ(tℓ, u) = α(tℓ)
a0ρ(s+
1
2
(r + ℓ); tℓuℓ)(tℓ, p(u)ℓ−1δ
′
0 )
don
b′u(ω˜a| |s) =
( ∏
1≤i≤k
α(ui)
i
) ∑
t=(t1,...,tk)∈(F∗/F∗2)k
( k∏
ℓ=1
fℓ(tℓ, u)
)
C(t, s)
ave :
C(t, s) =
∑
v∈(F∗/F∗2)k
(∏k
ℓ=1 ρ(s +
1
2 (ℓ+ 1); tℓvℓ)
)
(
∏k
ℓ=2 α(−vℓ)ℓ−1(vℓ, p(t)ℓ−1)
)
(a, p(v))
= ρ(ω˜a| |s+1)(t1, a)
∏k
ℓ=2Cℓ(t) ave
Cℓ(t) =
∑
vℓ∈F∗/F∗2
α(vℓ)
1−ℓ(vℓ, ap(t)ℓ−1)ρ(s+
1
2(ℓ+ 1); tℓvℓ).
Le alul donne (f.3.6.2 et 3.6.4,A) :
Cℓ(t) = α(1)
1−ℓ(tℓ, at
′
ℓ−1)

ρ(| |s+ 12 (ℓ+1)ω˜at′
ℓ−1
) lorsque ℓ est impair,
α(−tℓ)h(| |s+ 12 (ℓ+1)ω˜at′
ℓ
) lorsque ℓ est pair
en posant t′ℓ−1 = (−1)[
ℓ−1
2
]p(t)ℓ−1, d'où en réorganisant les produits : C(t, s)α(1)
k(k−1)
2 =
ρ(ω˜a| |s+1)h(t)
[ k
2
]∏
ℓ=1
α(−t2ℓ)
k∏
ℓ=1
(tℓ, a(−1)[
ℓ−1
2
]).
[ k
2
]∏
ℓ=1
h(| |s+ 12 (2ℓ+1)ω˜at′2ℓ)
[ k−1
2
]∏
ℓ=1
ρ(| |s+ 12 (2ℓ+2)ω˜at′2ℓ)
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don par le 1) du lemme 3.6.8 et la dénition 6.2.3 :
C(t, s)α(1)
k(k−1)
2 = ρ(ω˜a| |s+1)f[ k+1
2
](s) h(t)
[ k
2
]∏
ℓ=1
α(−t2ℓ)
k∏
ℓ=1
(tℓ, a(−1)[
ℓ−1
2
]).gk(t1...tk)
ave :
gk(x) =
{
1 lorsque k est impair
h(| |s+ 12 (k+1)ω˜
a(−1)
k
2 x
) lorsque k est pair.
Dorénavant on remplae α(1) par sa valeur : α(1) = 1 ainsi :
b′u(ω˜a| |s) = ρ(ω˜a| |s+1)f[ k+1
2
](s)cu(s)
ave :
cu(s) =
( ∏
1≤i≤k
α(ui)
i
) ∑
t=(t1,...,tk)∈(F∗/F∗2)k
q(t1, ..., tk)
( k∏
ℓ=1
ρ(s+
1
2
(r+ℓ); tℓuℓ)(tℓ, Uℓ−1)
)
gk(t1...tk)
en posant Uℓ = a(−1)[ ℓ2 ]p(u)ℓδ′0 pour ℓ = 0, ..., k.
Remplaçant h(t) par sa valeur, on a :
q(t1, ..., tk) = h(t)
[ k
2
]∏
ℓ=1
α(−t2ℓ)
k∏
ℓ=1
α(tℓ)
a0 =

∏ [k+1
2
]
ℓ=1 α(t2ℓ−1)α(−t1...tk) lorsque a0 = 0
∏ [k
2
]
ℓ=1 α(−t2ℓ)α(t1...tk) lorsque a0 = 1.
Lorsque k est impair, k = 2p+ 1 :
• lorsque a0 = 0 on a α(t2p+1)α(−t1...tk) = (t2p+1, t1...t2p)α(−t1...t2p), on somme d'abord
sur t2p+1 e qui donne après simpliation :
cu(s) =
( ∏
1≤i≤2p
α(ui)
i
) ∑
t=(t1,...,t2p)∈(F∗/F∗2)k
p∏
ℓ=1
α(t2ℓ−1)
( 2p∏
ℓ=1
ρ(s+
1
2
(r+ℓ); tℓuℓ)(tℓ, Uℓ−1)
)
g(t1...t2p)
ave : g(x) = α(−xu2p+1)(u2p+1, (−1)p+1U2p)ρ(| |s+ 12 (r+2p+1)ω˜xU2p);
• lorsque a0 = 1, on ommene par sommer sur t1 d'où :
cu(s) =
( ∏
2≤i≤2p+1
α(ui)
i
) ∑
t=(t2,...,t2p+1)∈(F∗/F∗2)k
p∏
ℓ=1
α(−t2ℓ)
(2p+1∏
ℓ=2
ρ(s+
1
2
(r+ℓ); tℓuℓ)(tℓ, Uℓ−1)
)
g(t2...t2p+1)
ave : g(x) = α(u1)α(u1x)(u1, aδ
′
0)h(| |s+
1
2
(r+1)ω˜xu1aδ′0).
Lorsque k est pair, k = 2p, on a à évaluer les quantités :
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• lorsque a0 = 0 :
cu(s) =
( ∏
1≤i≤2p
α(ui)
i
) ∑
t=(t1,...,t2p)∈(F∗/F∗2)k
p∏
ℓ=1
α(t2ℓ−1)
( 2p∏
ℓ=1
ρ(s+
1
2
(r+ℓ); tℓuℓ)(tℓ, Uℓ−1)
)
g(t1...t2p)
ave : g(x) = α(−x)h(| |s+ 12 (k+1)ω˜
a(−1)
k
2 x
).
• lorsque a0 = 1 :
cu(s) =
( ∏
1≤i≤2p
α(ui)
i
) ∑
t=(t1,...,t2p)∈(F∗/F∗2)k
p∏
ℓ=1
α(−t2ℓ)
( 2p∏
ℓ=1
ρ(s+
1
2
(r+ℓ); tℓuℓ)(tℓ, Uℓ−1)
)
g(t1...t2p)
ave : g(x) = α(x)h(| |s+ 12 (k+1)ω˜
a(−1)
k
2 x
) = α((−1)px)((−1)p, x)h(| |s+ 12 (k+1)ω˜
a(−1)
k
2 x
).
Lorsque a0 = 0, on obtient en appliquant le lemme 7.3.13, 3.6.8,1) et la dénition 6.2.3 :
cu(s) = fp+1(s+
1
2
r − 1) h(u)2p (p(u)2p,−aδ′0) g(p(u)2p)
ave :
δ′0 =
{
(−1)p−1 lorsque k = 2p et a0 = 0,
(−1)pδ0 lorsque k = 2p+ 1 et a0 = 0.
Lorsque a0 = 1, on obtient de même :
• k = 2p + 1 don δ = 1 et δ′0 = (−1)p :
cu(s) = fp+1(s +
1
2
(r − 1)) h(u)2p+1 (u2...u2p+1, aδ′0)
2p+1∏
i=2
α(ui) g(u2...u2p+1)
• k = 2p don δ = 0 et δ′0 = (−1)pδ0 :
cu(s) = fp(s +
1
2
(r − 1)) h(u) (p(u), aδ′0)
2p∏
i=1
α(ui)S(u)
ave :
S(u) =
∑
x∈F∗/F∗2
g((−1)px)S1(x) et
S1(x) =
1
4
∑
z∈F∗/F∗2(aδ
′
0z, (−1)pp(u)x) ρ(| |s+
1
2
(r+1)ω˜z) h(| |s+ 12 (r+2p)ω˜z(−1)pp(u))
= (aδ′0, (−1)pp(u)x) α(−(−1)pp(u))A1s+ 1
2
(r+1),s+ 1
2
(r+2p)
(x, (−1)pp(u), 1)
(lemme 3.6.4-B-6)) d'où en remplaçant g par sa valeur et en posant
cu(s) = f[ k+δ+1
2
](s+
1
2
r − 1
1 + a0
)c′u(s),
on a :
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• Lorsque r est impair (i.e. a0 = 0) :
c′u(s) = h(u) α(p(u)) (p(u), aδ
′
0) .
h(| |s+ 12 (k+1)ω˜
a(−1)
k
2 p(u)
) lorsque k est pair (don δ = 1 et δ0 = 1)
ρ(| |s+ 12 (r+k)ω˜aδ0) lorsque k est impair (don δ = 0)
• Lorsque r est pair (i.e. a0 = 1) :
i) Lorsque k est pair (don δ = 0) : c′u(s) = ((−1)
k
2 , aδ0p(u)).∑
x∈F∗/F∗2
α(x) (x, aδ0)h(| |s+ 12 (k+1)ω˜ax) A1s+ 1
2
(r+1),s+ 1
2
(r+k)
(x, (−1)k2 p(u), 1).
ii) Lorsque k est impair (don δ = 1 et δ0 = 1)
c′u(s) = (p(u), a(−1)
k+1
2 ) h(| |s+ 12 (r+1)ω˜
a(−1)
k−1
2 p(u)
),
et on remplae
∏
1≤i≤k α(ui)
−k =
{
(p(u), (−1)k2 ) lorsque k est pair,
h(u)α(p(u))(p(u), (−1)k+12 ) lorsque k est impair.

Remarque : Les aluls eetués dans ette proposition sont également vrais sur R en onser-
vant les fateurs α(1).
Lemme 7.3.13 Soient p ≥ 1, F : F∗/F∗2 → C et pour i = 1, ..., p soient ci, ui, vi, Ui, Vi ∈ F∗,
si, s
′
i ∈ C et
S =
∑
t1,...,tp,y1,...,yp∈F∗/F∗2
F (t1...tpy1...yp)
∏
1≤i≤p
α(ciyi)(yi, Vi)(ti, Ui)ρ(si; tiui)ρ(s
′
i; yivi),
alors
S = K
1
f
∑
z,x∈F∗/F∗2
(z, x) F (p(u)p(v)x)
∏
1≤i≤p
[ ρ(| |si ω˜zUi) h(| |s
′
iω˜zciviVi) ]
ave
K = α(1)−p
∏
1≤i≤p
α(civi)
∏
1≤i≤p
(ui, Ui)
∏
1≤i≤p
(vi, Vi)
p(u) =
∏
1≤i≤p ui, p(v) =
∏
1≤i≤p vi, f étant le ardinal de F
∗/F∗2.
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Démonstration: On hange la sommation en posant pour i = 1, ..., p : xi = t1...tiy1...yi
don ti = xi−1xiyi d'où :
A =
∑
x1,..xp,y1,...,yp∈F∗/F∗2
f(x1, ..., xp)
∏
1≤i≤p
[α(ciyi)ρ(si;xi−1xiyiui)ρ(s
′
i; yivi) (yi, UiVi) ]
ave
f(x1, ..., xp) = F (xp)
∏
1≤i≤p(xi−1xi, Ui) et x0 = 1,
= F (xp)
∏
1≤i≤p(xi, UiUi+1) ave Up+1 = 1
don :
A =
∑
x1,..xp∈F∗/F∗2
f(x1, ..., xp)g(x)
ave :
g(x) =
∑
y1,...,yp∈F∗/F∗2
∏
1≤i≤p α(ciyi)ρ(si;xi−1xiyiui)ρ(s
′
i; yivi) (yi, UiVi)
=
∏
1≤i≤p gi(x)
ave :
gi(x) =
∑
yi∈F∗/F∗2
α(ciyi)ρ(si;xi−1xiyiui)ρ(s
′
i; yivi) (yi, UiVi)
= (ci, UiVi)A
1
si,s′i
(xi−1xiciui, civi, UiVi)
= (vi, UiVi)
α(civi)
α(1)
1
f
∑
zi∈F∗/F∗2
(zi, xi−1xiuivi)ρ(| |si ω˜zi)h(| |s
′
i ω˜ziciviUiVi)
(B-6) du lemme 3.6.4) don :
g(x) = K(
1
f
)p
∑
z1,..zp∈F∗/F∗2
H(z1, ..., zp)
∏
1≤i≤p
(xi, zizi+1) et zp+1 = 1 ,
ave
K =
∏
1≤i≤p
[ (vi, UiVi)
α(civi)
α(1)
]
H(z1, ..., zp) =
∏
1≤i≤p
ρ(| |siω˜zi)h(| |s
′
iω˜ziciviUiVi)(zi, uivi)
don
A = K
∑
z1,..zp∈F∗/F∗2
H(z1, ..., zp)(
1
f
)p
∑
x1,..xp∈F
F (xp)(xp, zpUp)
∏
1≤i≤p−1
(xi, zizi+1UiUi+1)
= K
∑
z1,..zp∈F∗/F∗2
H(z1, ..., zp)
∏
1≤i≤p−1
[
1
f
∑
xi∈F
(xi, zizi+1UiUi+1) ](
1
f
∑
xp∈F∗/F∗2
F (xp)(xp, zpUp) )
don pour i = 1, ..., p on a : zi = z1U1Ui, on pose alors z = z1U1 d'où zi = zUi pour i = 1, ..., p
et on pose x = p(u)p(v)xp. 
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Remarque 7.3.14 1. La proposition 7.3.12 est également vériée pour k = 1 (f.th.3.6.5-
2) et 3), ii N =
r + 1
2
).
2. Dans le as DI(n, k) (i.e. δ = 0) ave 2n − 3k ≥ 3,les oeients Bu(ω˜a| |s) ne dé-
pendent que de p(u).
• Lorsque k est impair, on a une équation globale donnée par :
Z∗(Ff ; ω˜a| |s) = B(ω˜a| |s)Z(f ; ω˜aδ0 | |−s−n+k) ave
B(ω˜a| |s) = γ(Qa)kf k+1
2
(s)f k+1
2
(s+ n− 3
2
k − 1) ρ(ω˜a| |s+1)ρ(| |s+n−kω˜aδ0).
• Lorsque k est pair, on rappelle que pour u ∈ F∗/F∗2 Zu(f ;π) = Z(f1{x∈g′1 |F (x)∈uF∗/F∗2};π)
(resp.Z∗u(g;π) = Z(g1{y∈g′−1 |F ∗(x)∈uF∗/F∗2};π)) alors lassiquement (f.§6 prop.6.2.4 et
sa démonstration) on a pour tout v ∈ F∗/F∗2 :
Z∗v (Ff ; s) = γ(Qa)
kf k
2
(s)f k
2
(s+ n− 3
2
k − 1)
∑
u∈F∗/F∗2
Av,u(s)Zu(f ;−s− n+ k)
ave : Av,u(s) =
=
∑
x∈F∗/F∗2 A
1
s+1,s+ 1
2
(k+1)
((−1)k2 v, x, 1)((−1)k2x, δ0)A1s+ 1
2
(r+1),s+ 1
2
(r+k)
(x, (−1)k2u, 1),
=
∑
x∈F∗/F∗2 A
1
s+1,s+ 1
2
(k+1)
(v, x, (−1)k2 )(x, δ0)A1s+ 1
2
(r+1),s+ 1
2
(r+k)
(x, u, (−1)k2 ).
(r = 2n− 3k))
Si on désigne, pour s ∈ C, A(s) := (Av,u(s))v,u∈F∗/F∗2 la matrie "normalisée" des oef-
ients et As(x,m) := (A
am
2
s+1,s+m
2
(v, u, (−1)[m2 ]x))v,u∈F∗/F∗2 la matrie "normalisée" des
oeients assoiés à l'équation fontionnelle pour une forme quadratique de disrimi-
nant x sur un espae vetoriel de dimension m, on a :
A(s) = As(1, k + 1)DAs+ 1
2
(r−1)(1, k + 1),
D étant la matrie diagonale à 4 lignes et 4 olonnes de oeients diagonaux (x, δ0)x∈F∗/F∗2 .
3. Dans le as BI(n, k) (i.e. δ = 1) ave 2n − 3k ≥ 3 et k ≥ 3, les orbites de G dans g′1
sont indexées par I = {(u, ǫ)|u ∈ F∗/F∗2 et ǫ = ±1}, notons Zu,ǫ = ZOu,ǫ (resp. Z∗(u,ǫ))
alors
Z∗(Ff ; s) = C(s)ρ(| |s+1)γ(Qa)k
∑
(u,ǫ)∈S
A(u,ǫ)(s)Z(u,ǫ)(f ;−s− n+ k − 1) ave
C(s) = f[ k+1
2
](s)f[ k+2
2
](s+ n−
3
2
(k − 1)− 1
1 + a0
) ,
A(u,ǫ)(s) = ǫα(u)(u, (−1)k−1)h(| |s+
1
2
(b0+1)ω˜
(−1)[
k
2 ]u
)
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et b0 =
{
k lorsque k est pair,
r lorsque k est impair.
Il est faile d'établir omme dans 2) que pour v ∈ F∗/F∗2 on a :
Z∗(v,−1)(Ff ; s) + Z
∗
(v,1)(Ff ; s) = γ(Qa)
kC(s).∑
(u,ǫ)∈S
ǫ ((−1)[ k−12 ], u)A1
s+1,s+ 1
2
(b0+1)
(v, u, (−1)k2 ).Z(u,ǫ)(f ;−s− n+ k − 1).
7.4 Le as DIII
On rappelle que que (g0, g1) est de type (Dn, α2p) ave n ≥ 4 et 3p ≤ n, que g est de type
DIII don en partiulier on a rang(g) = [
n
2
] (noté m) et (g0, g1) est de type (Rm, λp) ave
R = C lorsque n est pair et BC lorsque n est impair (f.tableau 2).
On donne les résultats pour n − 3p ≥ 2 lorsque F est un orps p-adique et n − 3p ≥ 4
dans le as réel, hypothèses tehniques permettant la desente ave des préhomogènes de type
DIII (f. démonstration du lemme 7.4.3), plus restritives que la ondition pour que 2H0 soit
1-simple donnée par n − 3p ≥ 0; on suppose également dans le as p-adique que l'entier
n−p est impair, hypothèse tehnique simpliant les résultats, en eet dans le as n−p pair
il apparait un aratère diile à évaluer de manière intrinsèque (f.remarque 7.4.2,1)).
Pour k = 1, .., p, E4(Hk) = g
2ǫk
est de dimension 1 et on note Xk et Yk des générateurs de
E4(Hk) et E−4(Hk) tels que (Xk,
1
2
Hk, Yk) soient des sl2−triplets.
7.4.1 Le as p = 1
On rappelle que l'invariant relatif fondamental du préhomogène (g0, g1) est donné par :
F (x) =
2B(adx4(Y1), Y1)
B(H1,H1)
et que χ(G) ⊂ F∗2 (lemme 2.3,[Mu 4℄).
Comme F est de degré 4 et que l'on souhaite utiliser les résultats onnus sur les formes
quadratiques (théorème 3.6.5), l'étude du préhomogène : (g0, g1) se fait à travers l'étude du
préhomogène : (P ′, g1), P
′
étant le sous-groupe parabolique déni par H ′1 = hλ et H
′
2 = hµ,
ave λ = ǫ1 − ǫ2 et µ = ǫ1 + ǫ2 (dim(gλ) = 4), alors H ′1 +H ′2 = H1.
On note F ′1 et F
′
2 = F les invariants relatifs fondamentaux assoiés à P
′.
Lemme 7.4.1 1) F (g1) = F− F∗2.
156
2) Les orbites de G dans g′1 (resp.g
′
−1) sont données par Ou = {x ∈ g1 | F (x)F∗2 = u}
(resp.O∗u = {x ∈ g−1 | F ∗(x)F∗2 = u}) ave u ∈ F∗/F∗2 − 1.
3) Les orbites de P' dans g”1 (resp.g”−1) sont données par O
′
u = {x ∈ g1 | F1(x) 6=
0, F (x)F∗2 = u} (resp.O∗u = {x ∈ g−1 | F ∗1 (x) 6= 0 , F ∗(x)F∗2 = u}) ave u ∈ F∗/F∗2 − 1.
4) Soient u et v dans F∗/F∗2 − 1,
i) F = R
a−1,−1(s1, s2) = A 3
2
(s2)A 3
2
(s1 + s2 + n− 7
2
) = 4(2π)−2s1−4s2−2n+2.
Γ(s2 + 1)Γ(s2 +
3
2
)Γ(s1 + s2 + n− 2).Γ(s1 + s2 + n− 5
2
) (−1)n sin(πs2) cos π(s1 + s2).
ii) F est un orps p-adique, on suppose que n est pair alors av,u(ω1, ω2; s1, s2) =∑
w∈F∗/F∗2−1
A1
ω2,s2+1,s2+
3
2
(v,w, 1)A1
ω1ω2,s1+s2+n−
5
2
,s1+s2+n−2
(w, u, 1).
Démonstration: a) Soit x non nul dans g1, si s(x) = {ǫ1}, à l'aide de exp(ad(g−ǫ2)) on
peut se ramener à s(x) ∩ {ǫ1 ± ǫj, j ≥ 2} 6= ∅ puis que ǫ1 − ǫ2 ∈ s(x) don nalement que
ǫ1 − ǫ2 ∈ s(x) ⊂ {ǫ1 ± ǫ2} par le lemme 2.2.1.
Soit x ∈ g′1 (resp.g”1), il existe ainsi g ∈ G (resp.g ∈ P ′) tel que x = xλ+xµ ave xλ ∈ gλ−{0}
et xµ ∈ gµ − {0} qui ommutent d'où 2).
Le préhomogène ommutatif assoié à gλ est de rang 1 don son invariant relatif fondamental
est une forme quadratique anisotrope et le diagramme de Satake assoié est de type :
• ⊚ •
{x ∈ gλ | F1(x) 6= 0} est une seule orbite pourGH′1 ( f.§ 6) ainsi on peut supposer que F1(xλ) =
1 et on a F (xλ + xµ) = P1(xµ). Le préhomogène assoié à U(s), ave s = Fxλ + Fhλ + Fx
−1
λ ,
est également ommutatif de rang 1 et dim(U(s)1) = 3 don l'invariant relatif fondamental est
une forme quadratique anisotrope dénie sur un espae de dimension 3 d'où F (g1) = F−uF∗2,
−u étant le disriminant de la restrition de P1 à U(s)1 ([O'M℄) et le diagramme de Satake
assoié à (U(s)0,U(s)1) est de type :
⊚ <•
d'où 3) (f.§6 et 2).
b) Montrons que le disriminant de P1/U(s)1 vaut −1 d'où 1).
Soit E = F[
√
ǫ] une extension de dimension 2 de F sur laquelle g se déploie ([Ve℄), (Xα)α∈∆ une
base de Chevalley de gE = g⊗EF et σ l'antiautomorphisme de gE ayant g omme points xes.
On peut supposer que :
xλ = Xǫ2−ǫ3 + σ(Xǫ2−ǫ3) = Xǫ2−ǫ3 + pXǫ1−ǫ4
xµ = xXǫ2+ǫ3 + xσ(Xǫ2+ǫ3) + yXǫ1+ǫ3 + yσ(Xǫ1+ǫ3)
= xXǫ2+ǫ3 + xqXǫ1+ǫ4 + yXǫ1+ǫ3 + yrXǫ2+ǫ4 , x, y ∈ E.
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Prenons (e qui ne hange rien pour F ) Y1 = aX−ǫ1−ǫ2 ∈ g2, a étant un élément non nul de
E vériant la relation :
a
a
= pr
N1
N2
ave N1 = Nǫ1−ǫ4,ǫ2+ǫ4 , N2 = Nǫ2−ǫ3,ǫ1+ǫ3 .
La relation [xλ, xµ] = 0 se traduit par ay ∈
√
ǫF.
En utilisant les propriétés des oeients Nα,β ([Bou 2℄), hap.VIII,§2,n◦4, lemme 4 et prop.7
ainsi que l'ex. 4), on obtient :
ad(xλ)
2(Y1) = −2apN1N3X−ǫ3−ǫ4
ad(xµ)
2(Y1) = 2arN4N5 (xx
q
r N + yy) Xǫ3+ǫ4 ave N = ±1,
N3 = Nǫ2−ǫ3,−ǫ2−ǫ4 ,
N4 = Nǫ1+ǫ3,−ǫ1+ǫ4 ,
N5 = Nǫ2+ǫ4,−ǫ1−ǫ2 , d'où
F (xλ + xµ) =
a
a pr N1N3N4N5 (xx
q
r N aa+ ay ay)
= N2N3N4N5 (xx
q
r N aa+ ay ay) ,
le disriminant de ette forme quadratique vaut N2N3N4N5 = −(N2N5)2 = −1 ar Ni =
±1, 2 ≤ i ≤ 5 et on applique l'ex.4 aux raines :
α = ǫ2 − ǫ3 , β = −ǫ2 − ǫ4 , γ = ǫ1 + ǫ3 , δ = −ǫ1 + ǫ4
e qui donne N3N4 +Nγ,α.Nβ,δ = 0 or Nγ,α = −N2 et Nβ,δ = −N5.
) Il y a une seule lasse de formes quadratiques anisotropes dénies sur un espae vetoriel
de dimension 3 qui ne représentent pas 1, elles ont pour disriminant −1 et pour invariant de
Hasse −1 (dans le as réel et dans le as p-adique), soit G un représentant et a(G)v,u le oeient
assoié aux orbites Ou = {x|G(x)F∗2 = u} et O∗v = {x|G∗(x)F∗2 = v} donné dans le théorème
3.6.5 (dans le as réel et dans le as p-adique) :
a(G)v,u (ω, s) = −A1ω;s+1,s+ 3
2
(v, u, 1).
Pour aluler les oeients de l'équation fontionnelle assoiée au préhomogène (P ′, g1),
av,u(π1, π2) ave u, v ∈ F∗/F∗2 − 1, on applique la proposition 5.1.1 dont on reprend les nota-
tions.
Notons qu'ii B˜(
H′1
2 ,
H′1
2 ) = B˜(
H′2
2 ,
H′2
2 ) = −1.
Soient O′u et O
′∗
v deux orbites de P
′
resp. dans g”1 et g”−1, z = z0+ z−2 un représentant dans
O′v
∗
tel que F ′1
∗(z0) = 1 et P
′∗
1(z−2) = v alors :
(E2,0)z0 a pour invariant relatif fondamental la forme quadratique anisotrope F (...+z
−1
0 )/(E2,0)z0
qui ne représente pas 1, don les oeients orrespondants sont donnés par a
(G)
v,w(π2) ave
w ∈ F∗/F∗2 − 1, soit tw ∈ (E2,0)z0 tel que F (tw + z−10 ) = w alors (E0,2)tw a pour invariant
relatif fondamental la forme quadratique anisotrope F (tw+ ...)/(E0,2)tw qui ne représente pas
1, don le oeient orrespondant est donné par a
(G)
w,u(π1π2| |n− 72 ) ar :
• p2,2 = 1 et p1,1 = dim(g1)− 8
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• F (tw + z−10 ) = w et F (tw + tw(O′u) = u,
d'où :
av,u(π1, π2) =
∑
w∈F∗/F∗2−1
γ(tw, z
−1
0 )a
(G)
v,w(π2)a
(G)
w,u(π1.π2| |n−
7
2 )
d) Il reste à aluler γ(tw, z
−1
0 ) 'est à dire à onsidérer la forme quadratique Q(A) =
1
2B˜([tw, [z0, A]], A) déne sur E−1,1 = ⊕3≤j≤mgǫ2±ǫj ⊕ E ave E = {0} lorsque n est pair et
E = gǫ2 lorsque n est impair.
Soit A =
∑
3≤j≤m(Aj +Bj) + C ave Aj ∈ gǫ2−ǫj , Bj ∈ gǫ2+ǫj et C ∈ E.
En raison des relations d'orthogonalité de B˜ on a :
Q(A) =
∑
3≤j≤m
B˜([tw, [z0, Aj ]], Bj) +Q(C) .
Comme B˜([tw, [z0, g
ǫ2−ǫj ]], gǫ2+ǫj) est une forme bilinéaire non dégénérée, γ(Q) = 1 lorsque n
est pair et sinon γ(Q) = γ(Q1), Q1 étant la restrition de Q à E, espae vetoriel de dimension
4.
Soit t ∈ F∗, omme ttw+z−10 et tw+z−10 sont dans la même GH′1 orbite par 3), tQ1 et Q1 sont
équivalentes. Ainsi Q1 est de type (2, 2) dans le as réel et γ(Q1) = 1; dans le as p-adique Q1
a pour disriminant 1 et γ(Q1) = 1 si Q1 représente 0 et −1 sinon. 
Remarque 7.4.2 1. Lorsque F est un orps p-adique, on reprend les notations du b) de la
démonstration préédente ave la desription de gE donnée dans [Bou 2℄ (hap.VIII,§ 13,
n
◦4) et σ donné par σ(X) = TXT−1 ave
T =

Iβ 0 0...0 0
0 Iβ 0...0 0
. ... ... .
0 0 ...0 Iβ
 , Iβ = ( 0 β1 0
)
, β ∈ F∗ tel que (ǫ, β) = −1
alors av,u(ω1, ω2; s1, s2) =∑
w∈F∗/F∗2−1
(ǫ, w)n A1
ω2,s2+1,s2+
3
2
(v,w, 1)A1
ω1ω2,s1+s2+n−
5
2
,s1+s2+n−2
(w, u, 1),
lorsque n − 1 est impair, la matrie des oeients est simplement le produit des 2
matries des oeients des invariants relatifs fondamentaux des entralisateurs :
(av,u(ω1, ω2; s1, s2)v,u∈F∗/F∗2−1 = A
(G)(ω2| |s2).A(G)(ω1ω2| |s1+s2+n− 72 )
ave A(G)(ω| |s) = (a(G)v,u (ω| |s))v,u∈F∗/F∗2−1.
2. Dans le as réel, les polynomes de Bernstein assoiés au préhomogène (P ′, g1) s'ob-
tiennent à partir de la prop. 3.4.4 et de la remarque 3.6.6,1) e qui donne en raison de
la normalisation hoisie :
b1(s1, s2) = s2(s2 +
1
2
) et b2(s1, s2) = s2(s2 +
1
2
)(s1 + s2 + n− 7
2
)(s1 + s2 + n− 3).
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3. Les équations fontionnelles assoiées au préhomogène (G, g±1) sont données par :
• Dans le as réel :
Z∗(F(f); s) = a(n)(s)Z(f ;−s− n+ 2)
ave
a(n)(s) = 2(2π)−4s−2n+2Γ(s+ 1)Γ(s +
3
2
)Γ(s+ n− 2)Γ(s + n− 5
2
)(−1)n sin(2πs).
• Dans le as p-adique , lorsque n− 1 est impair, soit v ∈ F∗/F∗2 − 1 alors :
Z∗v (F(f); s) =
∑
u∈F∗/F∗2−1
a(n)v,u(s)Zu(f ;−s− n+ 2)
ave
a(n)v,u(s) =
∑
w∈F∗/F∗2−1
A1
s+1,s+ 3
2
(v,w, 1)A1
s+n− 5
2
,s+n−2
(w, u, 1).
7.4.2 Le as p ≥ 2
Pour k = 1, ..., p soit :
Gk(x) =
2B(adx4(Yk), Yk)
B(Hk,Hk)
, x ∈ E2(Hk) ∩ g1 .
Les invariants F1, F2, ..., Fp sont normalisés par la ondition :
pour x =
∑
1≤i≤p
xi ∈Wt0 Fk(x) =
∏
1≤i≤k
Gi(xi) ,
Il est alors aisé de vérier que :
pour y =
∑
1≤i≤p
yi ∈W ∗t0 F ∗k (y) =
∏
p−k+1≤i≤p
G∗i (yi) .
On a χk(P0) ⊂ F∗2 pour k = 1, ..., p.
Lemme 7.4.3 On suppose que n− 3p ≥ 2 lorsque F est un orps p-adique et que n− 3p ≥ 4
dans le as réel.
Soit X ∈ Wt0 , s l'algèbre engendrée par les projetions de X sur E2(Hi) ∩ g1 et de X−1 sur
E−2(Hi) ∩ g−1, U = U(s) alors (U0,U1) est de type (Dn−3, α2(p−1)) et U est de type DIII.
Démonstration: Il sut de vérier que U est de type DIII (f.démonstration du 1) du
lemme 7.1.3) ave p = 2 puisque pour p ≥ 3 on applique le lemme 7.1.3,3) et pour i = 1 ar
H1 et H2 sont dans a même orbite de G.
Comme U(FH2) est de type DIII (f.démonstration du lemme 7.1.3) on a G1(E2(H1) ∩ g1) ⊂
F− F∗2 (lemme 7.4.1) don G1(U1) ⊂ F− F∗2.
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Dans le as p-adique, on a n ≥ 8 par hypothèse don si U est de type DI alors G1(U1) = F par
le lemme 7.3.8, 2) e qui est absurde don U est de type DIII.
Dans le as réel, par la démonstration du lemme 7.4.1, on peut supposer queX ∈ gǫ1−ǫ2⊕gǫ1+ǫ2
don ⊕3≤i≤[n
2
]g
ǫi ⊂ U0 d'où rg(U) ≥ [n2 ] − 2 or par hypothèse n ≥ 10 dans le as réel d'où
rg(U) ≥ 3.
Supposons que U soit de type DI et vérions alors que G1(U1) = F e qui est absurde .
Il existe une onstante c telle que cG1/U1 soit de type (p0, q0) ave q0 ≥ 1 et p0 ≥ 5 (lemme
7.3.3) don Ou1,u2 6= ∅ pour 0 ≤ u1 + u2 ≤ 2 (lemme 7.3.8,1) d'où cG1(U1) = F. 
Soit u = (u1, ..., up) ∈ (F∗/F∗2 − 1)p, on rappelle que :
Ou = {x ∈ g1 | F1(x)F∗2 = u1 , F2(x)F∗2 = u1u2 , ..., Fp(x)F∗2 = u1...up }
O∗u = {x ∈ g−1 | F ∗1 (x)F∗2 = up , F ∗2 (x)F∗2 = up−1up , ..., F ∗p (x)F∗2 = up...u1 },
Les ouverts Ou (resp.O
∗
u) sont non vides et forment une partition de g”1 (resp.g”−1).
Théorème 7.4.4 On suppose que g est de type DIII et que (g0, g1) est de type (Dn, α2p).
1. Dans le as réel, on suppose que n− 3p ≥ 4, soit f ∈ S(g1), alors :
Z∗(fˆ ; s1, ..., sp) =
( ∏
0≤l≤p−1
a(n−3p+3)(sp−l + ...+ sp + l)
)
Z(f ; s∗ − (n− 2p)1p).
2. Dans le as p-adique, on suppose que n− 3p ≥ 2 et que n− p est impair.
Soit v ∈ (F∗/F∗2 − 1)p, alors pour f ∈ S(g1) on a :
Z∗v (fˆ ;π) =
∑
u∈(F∗/F∗2−1)p
av,u(s)Zu(f ; s
∗ − (n − 2p)1p),
ave av,u(s) =
∏
1≤ℓ≤p a
(n−3p+3)
vℓ,uℓ (sp−ℓ+1 + ...+ sp + ℓ− 1).
Démonstration: On proède par réurrene sur p, le as p = 1 ayant été fait dans le lemme
7.4.1. On suppose le résultat vérié lorsque (g0, g1) est de type (Dl, α2(p−1)) ave l−3(p−1) ≥ 4
dans le as réel (resp. l − 3(p − 1) ≥ 2 et l − (p − 1) impair dans le as p-adique) ave g de
type DIII.
Lorsque (g0, g1) est de type (Dn, α2p), ave n− 3p ≥ 4 dans le as réel (resp. n− 3 ≥ 2 et
n− p impair dans le as p-adique) ave g de type DIII, on applique la proposition 5.3.1, dont
on reprend les notations, ave k = 1.
Soient z = z0+z−2 ∈ O∗v∩W ∗t0 , U = U(s) (resp.U′ = U(s′)), s (resp.s′) étant l'algèbre engendrée
par z0 et z
−1
0 (resp.z2 et z
−1
2 ).
(U′0,U′1) est de type (Dn−3, α2(p−1)) et U
′
est de type DIII par le lemme 7.4.3, (U0,U1) est
de type (Dn−3p+3, α2) et U = ∩2≤i≤p U(Fyi ⊕ FHi ⊕ Fy−1i ), en déomposant z0 =
∑
2≤i≤p yi
et yi ∈ E2(Hi) ∩ g1, or U(Fyp ⊕ FHp ⊕ Fy−1p ) est de type DIII par le lemme 7.4.3 don par
réurrene U est également de type DIII.
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On applique la proposition 5.3.1 ave H = R∗ dans le as réel et H = F∗2 dans le as p-adique.

Remarque : Les sommes apparaissant dans le as p−adique semblent peu simpliables aussi
on ne donne auune autre relation onernant les oeients de l'équation fontionnelle asso-
iée à G ( as s1 = ... = sp−1 = 0 et sp = s).
162
8 Les as exeptionnels
Dans e paragraphe, on détermine les polynmes de Bernstein ainsi que les oeients de
l'équation fontionnelle assoiée aux préhomogènes (g0, g1) pour lesquels (g0, g1) est de type
exeptionnel, P (H1,H2) étant alors l'unique sous-groupe parabolique standard très spéial
assoié à ette situation (f.§2.5 et tableau 3).
8.1 Le as (E7, α6)
8.1.1 Généralités
Les préhomogènes onsidérés dans ette setion sont des F−formes de (E7, α6).
Ils sont partiulièrement simples à étudier pare que les invariants relatifs fondamentaux
des entralisateurs qui interviennent dans le alul des oeients de l'équation fontionnelle
sont des formes quadratiques sur un espae de dimension paire (8) et dont les aratéristiques
(disriminant et oeient γ) ne dépendent que du rang de g (f.prop.8.1.3).
Par lassiation ([Wa℄,[Ve℄), ils sont de trois types au plus de diagrammes de Satake
suivants :
1) Le as déployé :
◦ ◦ ◦
◦
◦ ⊚ ◦
2) Le as EVI :
◦ ◦ ◦
•
• ⊚ •
Le diagramme de Dynkin du préhomogène (g0, g1) est alors de type (F4, λ4) : ◦ ◦> ◦ ⊚
3) Le as EVII (alors F = R) :
◦ • •
•
• ⊚ ◦
Le diagramme de Dynkin du préhomogène (g0, g1) est alors de type (C3, λ2) : ◦ ⊚ < ◦
Dans les 3 as, le sous-groupe parabolique standard est donné par P (H1,H2) ave H2 =
2heα (f.démonstration du lemme 1.3.1) et H1 = 2(H0 − hα˜) = 2hβ , α˜ étant la plus grande
raine de ∆ et
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• β = 012221 dans le as déployé,
1
• β = 0122 dans le as EVI ('est la restrition de la raine préédente),
• β = 021 dans le as EVII ('est la restrition de la raine du as déployé).
On note (∆, λ0) le diagramme de Dynkin de (g0, g1) et Σ un ensemble de raines simples
de ∆ :
• dans le as déployé, Σ = {αi, 1 ≤ i ≤ 7} (notation de la planhe VI de [Bou 1℄),
• dans le as EVI, Σ = {λi, 1 ≤ i ≤ 4}, λi est la restrition de αi, i = 1, 2, λ3 est la
restrition de α4 et λ4 est la restrition de α6,
• dans le as EVII, Σ = {λi, 1 ≤ i ≤ 3}, λ1 est la restrition de α1, λ2 est la restrition de
α6 et λ3 est la restrition de α7.
H1 et H2 sont dans la même orbite de G.
L'algèbre simple E = U(FH2) (resp.F = U(FH1)) est graduée par
1
2
H1 (resp.
1
2
H2) et
• le préhomogène (E0, E1) (resp.(F0, F1)) est de type (D6, α2) dans le as déployé ,
• E (resp.F ) est de type DIII dans le as EVI,
• E (resp.F ) est de type DI dans le as EVII,
E (resp.F ) admet omme sous-algèbre abélienne déployée maximale h0 = ⊕λ∈Σ|n(eα,λ)=0Fhλ
(resp. h′0 = ⊕λ∈Σ|n(β,λ)=0Fhλ), de plus :
g1 = E1 ⊕ F1 g2 = geα ⊕ gβ ⊕ E2(H1) ∩ E2(H2)
geα et gβ sont de dimension 1, dim(E1) = dim(F1) = 2p2,2 = 16.
8.1.2 Préliminaires
Lemme 8.1.1 Soit x ∈ E′1 (resp.x ∈ F ′1) et Ux = U(Fx ⊕ FH1 ⊕ Fx−1) (resp.Ux = U(Fx ⊕
FH2 ⊕ Fx−1)) alors :
1. Dans le as déployé, rang(Ux) ≥ 3.
2. Dans les as EVI ou VII, rang(Ux) = rang(g)− 2.
Démonstration: 1) On rappelle que rang(Ux) ≤rang(g) − 2 (proposition,appendie 1) e
qui termine le as EVII et dans le as EVI on a l'inégalité rang(Ux) ≤ 2.
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2) Dans le as déployé, on eetue le alul de (Ux).
Comme (E0, E1) est de type (D6, α3) on peut supposer que x =
∑
1≤i≤4 aiXµi , ave
a1a2a3a4 6= 0 et
µ1 = α6 , µ2 = α5+α6+α7 , µ3 = α6+2α5+2α4+α2+α3 , µ4 = α7+α6+α5+2α4+α2+α3
don x−1 =
∑
1≤i≤4 a
−1
i X−µi (f. par exemple prop.6.6 de [Mu 2℄ et th.1 et tableau II de
[Mu 4℄).
Soient :
δ1 = α1 + β , δ2 = δ1 + α3 + α4 + α5 ,
X1 = a2[X−µ1 ,Xδ1 ]−a1[X−µ2 ,Xδ1 ] , h1 = hδ1−µ1+hδ1−µ2 , Y1 = a−12 [Xµ1 ,X−δ1 ]−a−11 [Xµ2 ,X−δ1 ] ,
X2 = a2[X−µ3 ,Xδ2 ]−a3[X−µ2 ,Xδ2 ] , h2 = hδ2−µ2+hδ2−µ3 , Y2 = a−12 [Xµ3 ,X−δ2 ]−a−13 [Xµ2 ,X−δ2 ] ,
omme les raines δ1 − µ1 et δ1 − µ2 (resp. δ2 − µ2 et δ2 − µ3) sont orthogonales, on vérie
failement que (Xi, hi, Yi), i = 1, 2, sont 2 sl2-triplets de l'algèbre Ux don Fheα⊕Fh1⊕Fh2 =
Fheα ⊕ Fhα2 ⊕ Fhα3 est une sous-algèbre abélienne déployée de Ux.
3) Dans le as EVI, dans une extension quadratique onvenable de F, F′ = F
√
a, g′ = g⊗FF′
est une algèbre déployée, notons σ la onjugaison assoiée".
Comme σ(µ1) = µ2 et σ(µ3) = µ4,
gλ4 = {xXµ1 + xk1Xµ2 | x ∈ F′} , gλ2+2λ3+λ4 = {yXµ3 + yk3Xµ4 | y ∈ F′}
ave σ(Xµ1) = k1Xµ2 et σ(Xµ3) = k3Xµ4 .
Notons également que σ(δ1) = δ1 don σ(Xδ1) = kXδ1 ave kk = 1.
Comme le préhomogène (E0, E1) est de type (C3, α1), on peut supposer que x ∈ E′1 ∩ (gλ4 ⊕
gλ2+2λ3+λ4) don s'érit sous la forme :
x = xXµ1 + xk1Xµ2 + yXµ3 + yk3Xµ4 , x, y ∈ F′ − {0}.
Soit t ∈ F′ − {0} tel que t
t
= −k1
k1
k et :
X1 = txk1[X−µ1 ,Xδ1 ]− xt[X−µ2 ,Xδ1 ] , Y1 =
1
txk1
[Xµ1 ,X−δ1 ]−
1
tx
[Xµ2 ,X−δ1 ] ,
alors σ(X1) = X1, σ(Y1) = Y1 et omme dans 2), (X1, h1 = hδ1−µ1 + hδ1−µ2 , Y1) est un
sl2-triplet-triplet qui ommute à (x,H1, x
−1) don Fheα ⊕ Fh1 est une sous-algèbre abélienne
déployée de Ux de dimension 2 or Ux est de rang inférieur ou égal à 2 d'où Ux est de rang 2.
Proposition 8.1.2 Soit x = x2 + x0 ∈ Wt ave xi ∈ Ei(H1) ∩ g1, alors les préhomogènes
((Uxi)0, (Uxi)1), i = 0 ou 2, sont des F-formes de (A5, {α1, α5}).
Dans les 2 as l'invariant relatif fondamental est une forme quadratique de disriminant 1
et d'invariant γ = 1 sauf dans le as EVI où il vaut −1.
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Démonstration: Les préhomogènes ((Uxi)0, (Uxi)1), i = 0 ou 2, sont des F-formes de
(A5, {α1, α5}) d'après la démonstration du lemme 1.3.1 (2)). Mais alors le rang de Uxi peut
prendre es valeurs dans {1, 2, 3, 5} par la proposition 8.1.3 don par le lemme 8.1.1 :
• le rang de Uxi vaut 3 ou 5 dans le as déployé d'où l'invariant γ(F ( +xi)/(Uxi)1)) = 1
par la proposition 8.1.3,
• le rang de Uxi vaut 2 dans le as EVI don γ(F ( +xi)/(Uxi)1)) = −1 par la proposition
8.1.3,
• le rang de Uxi vaut 1 dans le as EVII réel don γ(F ( +xi)/(Uxi)1)) = 1 par la proposi-
tion 8.1.3. 
Proposition 8.1.3 Soit (g0, g1) un préhomogène tel que (g0, g1) soit de type (A2n+1, {α1, α2n+1})
et soit p le rang de g alors p = 2n+1 ou bien 1 ≤ p ≤ n+1 et l'invariant relatif fondamental est
une forme quadratique F de disriminant 1 et d'invariant γ(F ) =
{
1 lorsque p = 2n+ 1,
(−1)n+1−p sinon .
Démonstration: On eetue le alul expliite de F dans haque as.
1) Le as déployé
Dans les notations de la planhe I de[Bou 1℄ et en prenant un système de Chevalley (Xα)α∈∆,
il sut de aluler B˜((adx)2(X−eα, (adx)
2(X−eα) pour x ∈ g1, α˜ étant la plus grande raine
de∆. Notons que dans e système de raines Nα,β ∈ {0,±1} et rappelons que B˜(Xα,X−α) = 1.
Erivons x =
∑2n+1
i=2 xiXǫ1−ǫi + yiXǫi−ǫ2n+2 alors :
adx(X−eα) =
∑2n+1
i=2 xiNiXǫ2n+2−ǫi + yiN
′
iXǫi−ǫ1 ave Ni = Nǫ1−ǫi,−eα et N
′
i = Nǫi−ǫ2n+2,−eα,
(adx)2(X−eα) =
∑
2≤i 6=j≤2n+1 xiyjAi,jXǫj−ǫi +H ave :
Ai,j = Nǫ1−ǫi,ǫj−ǫ1N
′
j +NiNǫj−ǫ2n+2,ǫ2n+2−ǫi et H = −(
∑2n+1
i=2 xiyi(N
′
ihǫ1−ǫi +Nihǫi−ǫ2n+2) ),
or :
Nǫ1−ǫi,ǫi−ǫ2n+2 = −Nǫi−ǫ1,eα = −Nǫ1−ǫi,−eα = −Ni et N ′i = −Neα,ǫ2n+2−ǫi = N−eα,ǫ1−ǫi = −Ni
(lemme 4(3), hap.VIII,§2, n◦4 [Bou 2℄) don
H =
∑2n+1
i=2 xiyiNi(hǫ1−ǫi − hǫi−ǫ2n+2 ) et Ai,j = −Nǫ1−ǫi,ǫj−ǫ1Nj +NiNǫj−ǫ2n+2,ǫ2n+2−ǫi .
Pour i 6= j, posons : α = ǫ1−ǫi, β = ǫj−ǫ1, γ = ǫ2n+2−ǫj, δ = ǫi−ǫ2n+2, alors α+β+γ+δ = 0
d'où :
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Nǫ1−ǫi,ǫj−ǫ1Nǫ2n+2−ǫj ,ǫi−ǫ2n+2+Nǫj−ǫ1,ǫ2n+2−ǫjNǫ1−ǫi,ǫi−ǫ2n+2 = 0 (exerie 4 p. 221, hap.VIII,§2
[Bou 2℄) don Nǫ2n+2−ǫj ,ǫi−ǫ2n+2 = −Nǫ1−ǫi,ǫj−ǫ1NjNi.
Ainsi Ai,j = −2NjNǫ1−ǫi,ǫj−ǫ1 et
B˜((adx)2(X−eα), (adx)
2(X−eα)) =
∑
2≤i 6=j≤2n+1
xiyjxjyiAi,jAj,i + B˜(H,H)
= −4
∑
2≤i 6=j≤2n+1
xiyjxjyiNiNj +
2n+1∑
i=2
xiyiNi((ǫi − ǫ2n+2)(H)− (ǫ1 − ǫi)(H) )
= −6( 2n+1∑
i=2
x2i y
2
i +
∑
2≤i 6=j≤2n+1
xiyjxjyiNiNj
)
= −6(
2n+1∑
i=2
xiyiNi)
2 ,
et nalement l'invariant relatif fondamental est une forme quadratique F (x) = c
∑2n+1
i=2 xiyiNi,
c ∈ F∗, par onséquent γ(F ) = 1 et disr(F ) = 1.
2) Le as de rang p ave g non déployéee.
Par lassiation, on ne peut avoir que le type AIII (tables de [Wa℄ et de [Ve℄) par onsé-
quent p ≤ n+1 et sur une extension quadratique onvenable F′ = F√a, g est déployée, notons
σ la "onjugaison assoiée" alors pour i = 1, ..., p−1 on a σ(αi) = α2n+2−i, σ(αi) = −αi pour
i = p+ 1, ..., 2n + 1− p lorsque p ≤ n et σ(αp) =
∑
p+1≤j≤2n+2−p αj d'où :
σ(Xǫ1−ǫi) = kiXǫ2n+3−i−ǫ2n+2 pour i = 1, ..., p, 2n+3− p, ..., 2n+1 et σ(Xǫ1−ǫi) = kiXǫi−ǫ2n+2
pour i = p+ 1, ..., 2n+ 2− p.
Comme σ(α˜) = α˜ on a σ(Xeα) = kXeα ave kk = 1 don pour i = 2, ..., p :
σ([Xǫ1−ǫi ,Xǫi−ǫ2n+2 ]) =
ki
k2n+3−i
N2n+3−iXeα = −NikXeα ⇒ ki = −k2n+3−ikN2n+3−iNi.
Soit x ∈ g1 déomposé omme dans 1) et vériant σ(x) = x, alors y2n+3−i = kixi pour
i = 2, ..., p, 2n+3− p, ..., 2n+1 et yi = kixi pour i = p+1, ..., 2n+2− p don il existe c ∈ F′
tel que
c
c
= −k et :
F (x) = c(
∑
2≤i≤p,2n+3−p≤i≤2n+1(xix2n+3−ikiN2n+3−i)) + Fa(x
′)
=
∑p
i=2(cxix2n+3−ikiN2n+3−i + cxix2n+3−ik2n+3−iNi) + Fa(x
′)
=
∑p
i=2(xizi + zixi) + Fa(x
′) ave zi = ckiN2n+3−ix2n+3−i
Fa(x
′) = 0 lorsque p = n+ 1 et lorsque p ≤ n on a :
Fa(x
′) =
∑
p+1≤i≤2n+2−p xixickiNi et x
′ =
∑
p+1≤i≤2n+2−p xiXǫi−ǫ2n+1 + xiσ(Xǫi−ǫ2n+1),
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don dis(F ) = 1 et γ(F ) = 1 lorsque p = n + 1 (pas de raines ompates) et sinon
γ(F ) = γ(Fa).
Soit b′ la F′-algèbre engendrée par X±(ǫ1−ǫp+1), X±(ǫ2n+1−p−ǫ2n+1), X±(ǫi−ǫi+1) pour i = p +
1, 2n+1−p. Elle est graduée par hα˜ qui appartient à b′ et le préhomogène (b′0, b′1) est de type
(A2(n+1−p)+1, {α1, α2(n+1−p)+1}).
Elle est σ-stable et la F-algèbre orrespondante, b = {x ∈ b′|σ(x) = x}, est alors de F−rang 1
et Fa est l'invariant relatif fondamental du préhomogène (b0, b1) don Fa est une forme qua-
dratique anisotrope sur un espae vetoriel de dimension 4(n+1−p) d'où γ(Fa) = (−1)n+1−p
dans le as réel et dans le as p−adique on a néessairement p = n et γ(Fa) = −1 par lassi-
ation des formes quadratiques. 
8.1.3 Le résultat
Théorème 8.1.4 Soient (π1, π2) ∈ (̂F∗)2, f ∈ S(g1) alors :
Z∗(Ff ; (π1, π2)) = A(π1, π2)Z(f ; (π1, π
−2
1 π
−1
2 | |−8) ave
A(π1, π2) = ρ(π2| |)ρ(π2| |4)ρ(π21π2| |5)ρ(π21π2| |8).
Démonstration: On reprend le alul de la proposition 5.1.1 ave les mêmes hypothèses
et notations.
On a :
Z∗(Ff ; (π1, π2)) =
∫
E0,−2
π1(F
∗
1 (y))Z
∗(F(E2,0)y′ (hf ( , y
′));π2)dy
′ .
La déomposition de la mesure est donnée relativement à la restrition de P ∗1 à (E−2,0)y′
et à F ∗1 (f.th.4.3.3 et 4.3.5) ependant dans le préhomogène ((Uy′−1)0, (Uy′−1)1) il est plus
ommode de prendre omme invariants relatifs fondamentaux :
G(x) = F (x+ y′−1) alors G∗(x) =
1
G(x′−1)
=
1
F (x+ y′−1)
= F ∗(x′ + y′) ,
rappelons que G est une forme quadratique sur un espae vetoriel de dimension 8, de disri-
minant 1 et d'invariant γ = ±1 suivant le type de g (indépendant de y′) (proposition 8.1.2).
Notons Z ′, Z ′∗ les fontions Zétas orrespondantes, fˆ la transformation de Fourier assoiée
alors :
Z∗(F(E2,0)y′ (hf ( , y
′));π2) = Z
′∗( ̂hf ( , y′);π2)
= γρ(π2| |)ρ(π2| |4)Z ′(hf ( , y′);π−12 | |−4) (2)théorème 3.6.5)
= c|F ∗1 (y′)|−2Z(hf ( , y′);π−12 | |−4) en posant c = γρ(π2| |)ρ(π2| |4)
d'où en permutant dans l'intégrale : :
Z∗(Ff ; (π1, π2)) = c
∫
E2,0
|F1(x)|−2
∫
(E0,−2)x
hf (x, y
′))π1(F
∗
1 (y
′))π′2(F (x+ y
′−1))dy′
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ave π′2 = π
′
2
−1| |−4, la déomposition de la mesure est donnée relativement à P ∗1 .
Comme avant, dans le préhomogène ((Ux)0, (Ux)1) il est plus ommode de prendre omme
invariants relatifs fondamentaux :
H(y) = F (x+ y) alors H∗(y′) =
1
H(y′−1)
=
1
F (x+ y′−1)
= F ∗(x−1 + y′) ,
H est une forme quadratique sur un espae vetoriel de dimension 8, de disriminant 1 et
d'invariant γ le même que le préédent (proposition 8.1.2) d'où ave les mêmes notations
qu'avant :∫
(E0,−2)x
hf (x, y
′))π1(F
∗
1 (y
′))π′2(F (x+ y
′−1))dy′ = π1(F1(x))Z
′∗( ̂Sf (x+ );π1
2π′2
−1
)
= γρ(π21π2| |5)ρ(π21π2| |8)π1(F1(x))Z ′(Sf (x+ );π−21 π−12 | |−8) (2)théorème 3.6.5)
= dπ1(F1(x))|F1(x)|2Z(Sf (x+ );π−21 π−12 | |−8) en posant d = γρ(π21π2| |5)ρ(π21π2| |8) ,
la déomposition dans Z est donnée relativement à la restrition de P1 à (Ux)1.
Cei nous donne :
Z∗(Ff ; (π1, π2)) = cd
∫
E2,0
π1(F1(x))(
∫
(E2,0)x
Sf (x+ y)π
′(F (x+ y))dy)dx = cd Z(f ; (π1, π
′))
(th.4.3.3) ave π′ = (π21π2)
−1| |−8. 
Corollaire 8.1.5 Dans le as réel, les polynomes de Bernstein sont donnés par :
b1(s1, s2) = s2(s2 + 3) , b2(s1, s2) = s2(s2 + 3)(2s1 + s2 + 4)(2s1 + s2 + 7).
Démonstration: Comme l'invariant relatif fondamental du préhomogène (g0, g1) est de
degré 4, par normalisation B˜(H0,H0) = −2 don B˜(Hi
2
,
Hi
2
) = −1 pour i = 1, 2 d'où b1 (1)
remarque 3.6.6) et b2 = ±s2(s2 + 3)(2s1 + s2 + 4)(2s1 + s2 + 7) (f.prop 3.7.3), il reste à
déterminer le signe e qui se fait à l'aide de la relation
b2(s1, s2) = (2π)
4 A((ω1, s1), (ω1, s2))
A((ω1, s1), (ω−1, s2 − 1))
(2) du lemme 3.7.1 pour k = 2). 
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8.2 g2 de dimension 1
8.2.1 Struture
Leur diagramme de Dynkin sont donnés par : (F4, α1), (E6, α2), (E7, α1), et (E8, α8).
Ils ont tous une struture ommune que l'on rappelle.
∆2 = {α˜}, soient λ1, λ2, λ3, λ4 4 raines orthogonales de ∆1 alors P = P (H1,H2) ave
H1 = hλ1 + hλ2 . Lorsque {λ1, λ2, λ3, λ4} est l'ensemble anonique de raines orthogonales de
∆1 obtenues par orthogonalisations suessives, P (H1,H2) est un sous-groupe parabolique
standard lorsque H1 = hλ1 + hλ2 .
Rappelons que 2H0 =
∑
1≤i≤4 hλi et qu'il existe une algèbre déployée, notée g˜, admettant
a = ⊕1≤i≤4Fhλi omme sous-algèbre de Cartan et le système de raines orrespondant, qui
est donné par :
R = {±λi ± λj
2
, 1 ≤ i 6= j ≤ 4 , ±λ1 ± λ2 ± λ3 ± λ4
2
, ±λi , 1 ≤ i ≤ 4 }
est de type F4.
On rappelle que B˜ = − 2B
B(H0,H0)
(= − 2B
B(hλi , hλi)
), ainsi B˜(H12 ,
H1
2 ) = −1 et pour toute
raine longue α de ∆ on a B˜(Xα,X−α) = 1.
Pour i 6= j soit Ei,ju,v = {x ∈ g | [hλi , x] = ux , [hλj , x] = vx , [hλk , x] = 0 pour
1 ≤ k 6= i, j ≤ 4}; la dimension ommune des sous-espaes Ei,j±1,±1 est notée d, on a
d ∈ {1, 2, 4, 8}, dim(g1) = 8 + 6d et r1 = d+ 12 .
On rappelle que ([Mu 3℄ , prop.4.1.1) :
Proposition 8.2.1 Il existe un système de Chevalley , (Xµ, hµ,X−µ)µ∈R, de g˜ tel que :
1. Pour 1 ≤ i 6= j ≤ 4, toutes les formes quadratiques fλi−λj
2
dénies sur Ei,j−1,1 par
fλi−λj
2
(A) = 12B˜(ad(A)
2(Xλi),X−λj ) sont équivalentes et représentent 1.
2. [X−λ1 , [X−λ2 , [X−λ3 , [X−λ4 ,Xα˜, ]]]] = X−α˜.
On note f = fλ1−λ2
2
alors :
Lemme 8.2.2 1. f représente 1.
2. Soit a ∈ F∗, f et af sont équivalentes ⇔ a est un élément de f(E1,1−1,1)∗.
3. g est de rang 4 ⇔ f est anisotrope.
4. f(E1,1−1,1)
∗ ⊂ χ1(P ).
5. χ(G) = F∗2.
170
Démonstration: Pour 1), 2), 3) f. le lemme 4.1.3 de [Mu 3℄ et pour 5) la proposition 3.2
de [Mu 3℄.
Pour 4) on rappelle que ∀x ∈ f(E1,1−1,1)∗ et 1 ≤ i < j ≤ 4, il existe une involution gi,j(x) ∈ Ge
telle que pour 1 ≤ k ≤ 4, on a :
gi,j(x)(hk) = hτ(k) , gi,j(x)(Xλk ) = fi,j,k(x)Xλτ(k) ,
ave fi,j,i(x) = x = fi,j,j(x)
−1
et fi,j,k(x) = 1 sinon, τ désignant la transposition (i, j), (dé-
monstration du lemme 2.2.2 de [Mu 3℄) d'où g′i,j(x) := gi,j(x)gi,j(1) ∈ ∩1≤i≤4Ghλi vérie
g′i,j(x)(Xλk) = fi,j,k(x)Xλk et χ1(g
′
2,3(x)) = x (f. la proposition suivante pour une formule
expliite de F1). 
Remarque 8.2.3 dis(f) ∈ F∗2 lorsque d = 1, 4 ou 8 (f.1) et 2) du lemme 8.2.2)
Pour x ∈ g1, soient : F (x) = 1
4!
B˜(ad(x)4(X−α˜),X−α˜) et F1(x) =
1
2B˜(ad(x)
2(X−α˜),X
′
α˜−λ1−λ2
),
ave X ′α˜−λi−λj = [X−λi , [X−λj ,Xα˜]] ave 1 ≤ i 6= j ≤ 4.
Proposition 8.2.4 1. F et F1 sont les invariants relatifs fondamentaux du préhomogène :
(P, g1) vériant : F (
∑
1≤i≤4Xλi) = F1(
∑
1≤i≤4Xλi) = 1.
2. χ1(P ) = f(E
1,1
−1,1)
∗.
3. Soit x ∈Wt, x = x2 + x0 ave xi ∈ Ei(H1) ∩ g1 alors :
• F1/(E2(H1)∩g1)x0 ∼ −P1(x0)X2 ⊕−f ⊕ Y 2 − Z2,
• P1/(E0(H1)∩g1)x2 ∼ −F1(x2)X2 ⊕−f ⊕ Y 2 − Z2,
• γ1(x2, x0) = (−F (x),−F1(x))d.
Démonstration: Pour tout x ∈ Wt, il existe g ∈ GH1 et (a1, ..., a4) ∈ (F∗)4 tels que gx =∑
1≤i≤4 aiXλi (lemme 7.3 de [Mu 4℄) don on démontre la proposition pour x =
∑
1≤i≤4 aiXλi .
1. En raison des diérentes relations de ommutation, on a :
ad(x)4(X−α˜) = 4! (
∏
1≤i≤4
ai) Xα˜ et ad(x)
2(X ′α˜−λ1−λ2) = 2a1a2 Xα˜
d'où 1.
2. De même on a :
ad(x)2(Xα˜−λ3−λ4) = 2a3a4 Xα˜
don P1(x) =
1
2B˜(ad(x)
2(X−α˜),X
′
α˜−λ3−λ4
)
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3. On a E2(H1)∩ g1 = FXλ1 ⊕FXλ2 ⊕FX ′α˜−λ3 ⊕FX ′α˜−λ4 ⊕E
1,2
1,1 , ave X
′
α˜−λi
= [X−λi ,Xα˜]
pour i = 1, ..., 4, don :
F1(X) = F1(A) + t1t2 + z1z2 lorsque X = t1Xλ1 + t2Xλ2 + z1X
′
α˜−λ3
+ z2X
′
α˜−λ4
+A.
Soit θ = θXλ1 ,hλ1(−1) et u ∈ E
1,2
−1,1, alors :
F1(θ
−1(u)) =
1
2
B˜(ad(u)2(θX−α˜), θX
′
α˜−λ1−λ2)
) = −1
2
B˜([u, θX−α˜], v) ave
v = [u, [Xλ1 , [X−λ2 , θXα˜]]] = [[[u,Xλ1 ],X−λ2 ], θ(Xα˜)]
en raison des relations de ommutation don :
F1(θ
−1(u)) =
1
2
B˜([[u, θ(X−α˜)], θ(Xα˜)], [[u,Xλ1 ],X−λ2 ])
= −1
2
B˜(u, [[u,Xλ1 ],X−λ2 ])
= −f(u).
Comme χ1(P )F1 ∼ F1 et que F1 ∼ −f⊕X2−Y 2+Z2−T 2, on vérie, dans le as réel et
le as p-adique, que χ1(P ) ⊂ f(E1,1−1,1)∗ lorsque f(E1,1−1,1)∗ 6= F∗ d'où χ1(P ) = f(E1,1−1,1)∗
en appliquant le lemme préédent.
4. On peut supposer que x0 = a3Xλ3 + a4Xλ4 et que x2 = a1Xλ1 + a2Xλ2 , un alul
immédiat donne :
(E2(H1) ∩ g1)x0 = FXλ1 ⊕ FXλ2 ⊕ F(a3X ′α˜−λ4 − a4X ′α˜−λ3)⊕ E1,21,1 ,
de même pour x2 d'où le résultat du 3).
5. On a :
E−1(H1) ∩E1(H2) = E1,3−1,1 ⊕ E1,4−1,1 ⊕ E2,3−1,1 ⊕ E2,3−1,1 .
Prenons omme préédemment x2 = a1Xλ1 + a2Xλ2 et x0 = a3Xλ3 + a4Xλ4 , alors :
Qx2,x0(
∑
i=1,2;j=3,4Ai,j) =
1
2 B˜([x2, [x
−1
0 ,
∑
i=1,2;j=3,4Ai,j]],
∑
i=1,2;j=3,4Ai,j)
=
∑
i=1,2;j=3,4
ai
aj
fλi−λj
2
(Ai,j) , ave Ai,j ∈ Ei,j−1,1 ,
d'où γ1(x2, x0) =
{
γ(f)4 si d est pair,
(−F (x),−F1(x)) si d = 1.
Pour d = 4 ou 8 on a γ(f) = ±1; pour d = 2 on a γ(f) = α(disc(f))α(1) d'où
γ(f)2 = (−1,−disc(f)) (f.2) lemme 8.2.2) 
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Lorsque F est arhimédien, les 2 polynomes de Bernstein s'obtiennent immédiatement en appli-
quant les propositions 3.4.4 et 3.7.3 puisque F1 et P1 sont des formes quadratiques (f.remarque
3.6.6) d'où :
Proposition 8.2.5
b1(s1, s2) = s2(s2 +
d+ 1
2
) et b2(s1, s2) = s2(s2 +
d+ 1
2
)(s1 + s2 + d+
1
2
)(s1 + s2 +
3d
2
+ 1).
8.2.2 Une première équation fontionnelle
On rappelle que pour u = (u1, u2) ∈ (F∗/F∗2)2 on dénit les ouverts (tous non vides) :
Ou = O(u1,u2) = {x ∈ g1 | F1(x)F∗2 = u1 , F2(x)F∗2 = u1u2}
O∗u = O
∗
(u1,u2)
= {x ∈ g−1 | F ∗1 (x)F∗2 = u2 , F ∗2 (x)F∗2 = u1u2}
ainsi que les fontions Zétas orrespondantes :
Zu(f ;ω) = Z(f1Ou;ω) pour f ∈ S(g1) et Z∗u(h;ω) = Z∗(h1O∗u ;ω) pour h ∈ S(g−1).
Soit (−1)[ d+32 ]c(f) le disriminant de la forme quadratique −f⊕X2−Y 2−Z2, alors c(f) = −1
sauf lorsque d = 2 ave f anisotrope.
Notons que pour d pair on a γ(f)2 = (−1,−c(f)).
(f.lemme 8.2.2 et démonstration de la proposition 8.2.4).
Alors :
Proposition 8.2.6 1. Lorsque F = C pour f ∈ S(g1), on a :
Z∗(F(f);ω, s) = ad(ω, s)Z
(
f ; (ω1, (ω1ω2)
−1); s1,−(s1 + s2 + 3
2
d+ 2)
)
ave :
ad(ω, s) = ρ
′(ω2; s2+1)ρ
′(ω2; s2+
d+ 3
2
)ρ′(ω1ω2; s1+s2+d+
3
2
)ρ′(ω1ω2; s1+s2+
3d
2
+2).
2. Dans les autres as, pour tout v = (v1, v2) dans (F∗/F∗2)2 et f ∈ S(g1), on a :
Z∗v (F(f); ω, s) =
∑
u∈(F∗/F∗2)2
dv,u(ω, s)Zu(f ; (ω1, (ω1ω2)
−1); s1,−(s1+s2+3
2
d+2) ) ave
• lorsque d est pair et u = (u1, u2) : dv,u(ω, s) = (−1, c(f)).(u1v2,−c(f))
A1
ω2,s2+1,s2+
d+3
2
(v1v2, u1v2, c(f))A
1
ω1ω2,s1+s2+d+
3
2
,s1+s2+
3d
2
+2
(u1v2, u1u2, c(f)).
• Pour d = 1 : dv,u(χ, s) =
α(−1) α(u1v2)A0ω2,s2+1,s2+2(v1, u1,−v2)A0ω1ω2,s1+s2+ 52 ,s1+s2+ 72 (v2, u2,−u1).
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Démonstration: On applique la proposition 5.3.1 dont toutes les hypothèses sont vériées
par le 3) de la proposition 8.2.4 ainsi que le théorème 3.6.5,5). 
Remarque 8.2.7 Dans le as réel, soient :
Cd(s) = 2.(2π)
−(2s+ d+5
2
)Γ(s+ 1)Γ(s+ d+32 ) , s ∈ C ,
Cd(s1, s2) = Cd(s2).Cd(s1 + s2 + d+
1
2) , s1, s2 ∈ C ,
= 4(2π)−(2s1+4s2+3d+6)Γ(s2 + 1)Γ(s2 +
d+3
2 )Γ(s1 + s2 + d+
3
2 )Γ(s1 + s2 +
3d
2 + 2) ,
et pour a, b, c réels :
φ(f)s (a, b, c) =
π
2
(
(a+ b)s+
d+ 1
2
a− cc(f)
2
)
alors pour u, v ∈ {−1, 1}2 et ω = Id on a :
dv,u(s1, s2)
Cd(s1, s2)
=

(−1) 1+u12 1+v22 cosφ(f)s2+1(u1, v1, 1 + v2). cosφ
(f)
s1+s2+
5
2
(u2, v2, 1 + u1) pour d = 1,
(u1v2,−c(f)) cos φ(f)s2+1(u1, v1, v2). cos φ
(f)
s1+s2+d+
3
2
(u2, v2, u1) pour d pair.
Indexons {−1, 1} × {−1, 1} := {a1 = (−1,−1), a2 = (−1, 1), a3 = (1,−1), a4 = (1, 1)} et
soit M(d, c(f)) la matrie à 4 lignes et 4 olonnes et à oeients réels dont le (i, j)−ème
oeient, noté Mi,j(d, c(f)), est donné par :
Mi,j(d, c(f)) =
dai,aj (s1, s2)
Cd(s1, s2)
,
alors on a :
• M(1,−1) =

− sinπs2 cos π(s1 + s2) 0 0 0
0 cos πs2 cos π(s1 + s2) 1 sin π(s1 + s2)
0 0 − sinπs2 sinπ(s1 + s2) − sinπs2
0 − cosπ(s1 + s2) − cos πs2 − cosπs2 sinπ(s1 + s2)

• Pour d = 4 ou 8, M(d,−1) =

sinπs2 cos π(s1 + s2) sinπs2 sinπ(s1 + s2) 0
0 − cos πs2 sinπ(s1 + s2) 0 0
0 0 − cos πs2 sinπ(s1 + s2) 0
0 sinπ(s1 + s2) sinπs2 sinπs2 cos π(s1 + s2)

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• M(2,−1) =

− cos πs2 sinπ(s1 + s2) 0 0 0
− sinπs2 sinπs2 cos π(s1 + s2) 0 sin π(s1 + s2)
sinπ(s1 + s2) 0 sin πs2 cos π(s1 + s2) − sinπs2
0 0 0 − cosπs2 sinπ(s1 + s2)

• M(2,1) =

sinπs2 cos π(s1 + s2) − sinπs2 − sinπ(s1 + s2) 0
0 cos πs2 sinπ(s1 + s2) 0 0
0 0 cos πs2 sinπ(s1 + s2) 0
0 − sinπ(s1 + s2) − sinπs2 sinπs2 cos π(s1 + s2)
 .
Dans les as réels et p−adique, indexons les éléments de F∗/F∗2 : F∗/F∗2 = {u1, ..., uℓ}, et
soit A(ω, s) la matrie à ℓ lignes et ℓ olonnes des oeients de l'équation fontionnelle
"normalisée" relative à la forme quadratique Qf = −f ⊕ X2 − Y 2 − Z2 lorsque d est pair
'est à dire :
A(ω, s) =
(
a
(Qf )
ui,uj(ω, s)
)
1≤i,j≤ℓ
= ǫ1
(
A1
ω,s+1,s+ d+3
2
(ui, uj , c(f))
)
1≤i,j≤ℓ
= ǫ2
(
A1
ω,s+1,s+ d+3
2
(c(f)ui, c(f)uj , 1)
)
1≤i,j≤ℓ
ave ǫ1 := α(1)
2(c(f),−1)γ(f) et ǫ2 =
{
(−1,−c(f)) lorsque d = 2
γ(f) lorsque d ∈ {4, 8} ,
(démonstration de la proposition 8.2.4), on a ǫ21 = (−1, c(f)) et ǫ22 = 1,
alors :
Proposition 8.2.8 On suppose que d est pair.
Pour u ∈ F∗/F∗2, et π ∈ ˆ(F∗)2 tel que ℜ(π) > 0, on pose :
• Ou = {x ∈ g1 tel que F2(x)(F∗)2 = u} et pour f ∈ S(g1) : Zu(f ;π) := Z(1Ouf ;π),
• O∗u = {x ∈ g−1 tel que F ∗2 (x)(F∗)2 = v} et pour g ∈ S(g−1) : Z∗u(g;π) := Z∗(1O∗ug;π),
alors Zu(f ;π) et Z
∗
u(g;π) admettent un prolongement méromorphe sur
ˆ(F∗)2 et on a : Z∗u1(F(f);ω, s)... ...
Z∗uℓ (F(f);ω, s)
 = B(ω, s)
 Zu1(f ;ω∗| |−(
3d
2
+2)12)
... ...
Zuℓ (f ;ω
∗| |−( 3d2 +2)12)

ave
B(ω, s) = A(ω2, s2).D.A(ω1ω2, s1 + s2 + d+
1
2
),
D étant la matrie diagonale : D = ((ui,−c(f)).δi,j)1≤i,j≤ℓ.
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Démonstration: Pour f ∈ S(g1), g ∈ S(g−1) et π ∈ ˆ(F∗)2 tel que ℜ(π) > 0, on a les
égalités :
Zu(f ;π) =
∑
w∈F∗/F∗2
Zw(1,u)(f ;π) , Z
∗
u(g;π) =
∑
w∈F∗/F∗2
Z∗w(1,u)(g;π) ,
e qui donne un prolongement méromorphe de Zu et Z
∗
u sur
ˆ(F∗)2.
On a lairement la relation :
u, v ∈ (F∗/F∗2)2 , w ∈ F∗/F∗2 : dv,w.u = dw.v,u don :∑
w∈F∗/F∗2
dw(1,v),u1(1,u) =
∑
w∈F∗/F∗2
d(1,v),wu1(1,u) =
∑
w∈F∗/F∗2
d(1,v),w(1,u) =
∑
w∈F∗/F∗2
dw(1,v),(1,u),
d'où
Z∗v (F(f);π) =
∑
v∈F∗/F∗2
av,u(π)Zu(f ;π
∗| |−( 3d2 +2)12) ave
av,u = (−1, c(f))
∑
w∈F∗/F∗2
A1
ω2,s2+1,s2+
d+3
2
(v,w, c(f))(w,−c(f))A1
ω1ω2,s1+s2+d+
3
2
,s1+s2+
3d
2
+2
(w, u, c(f)),
d'où le résultat.
Notons que l'on a également :
av,u =
∑
w∈F∗/F∗2 A
1
ω2,s2+1,s2+
d+3
2
(c(f)v, c(f)w, 1)(w,−c(f))A1
ω1ω2,s1+s2+d+
3
2
,s1+s2+
3d
2
+2
(c(f)w, c(f)u, 1)
=
∑
w∈F∗/F∗2 A
1
ω2,s2+1,s2+
d+3
2
(c(f)v,w, 1)(w,−c(f))A1
ω1ω2,s1+s2+d+
3
2
,s1+s2+
3d
2
+2
(w, c(f)u, 1).

Remarque 8.2.9 :
Soit A˜(ω, s) (resp.A˜(s)) la matrie à ℓ lignes et ℓ olonnes ayant omme oeient
A1
ω,s+1,s+ d+3
2
(ui, uj , 1) (resp.A
1
Id,s+1,s+ d+3
2
(ui, uj , 1)) sur la i−ème ligne et j− ème olonne,
alors :
 Z∗c(f)u1(F(f);ω, s)... ...
Z∗c(f)uℓ (F(f);ω, s)
 = B˜(ω, s)
 Zc(f)u1(f ;ω∗| |−(
3d
2
+2)12)
... ...
Zc(f)uℓ (f ;ω
∗| |−( 3d2 +2)12)
 .
ave
B˜(ω, s) = A˜(ω2, s2).D.A˜(ω1ω2, s1 + s2 + d+
1
2
).
• Dans le as réel :
On prend
R∗
R∗+
= {u1 = −1, u2 = 1}, pour ω = Id on a :
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A˜(s) = Cd(s)
(
sin(πs + π d4 ) cos π
d
4
− sinπ d4 − cos(πs+ π d4)
)
.
On pose B(s1, s2) := B(Id, (s1, s2)), alors :
Lorsque d = 2 et c(f) = −1 ('est à dire f isotrope) :
B(s1, s2) = C2(s1, s2)
(
sinπs2 cos π(s1 + s2) sinπ(s1 + s2)− sinπs2
0 − cos πs2 sinπ(s1 + s2)
)
,
et dans tous les autres as (d = 2 ave f anisotrope ou d = 4 ou d = 8) :
B(s1, s2) = Cd(s1, s2)
(
(−1) d2+1 cos πs2 sinπ(s1 + s2) 0
(−1) d2 (sinπs2 + sinπ(s1 + s2)) sinπs2 cos π(s1 + s2)
)
.
• Dans le as p-adique, de aratéristique résiduelle diérente de 2, la matrie A˜ est donnée
dans le lemme 3.6.7,B.
Contrairement au as d pair, lorsque d = 1 et F = R, on onstate que
∑
w∈F∗/F∗2 dw(1,v),u1(1,u)(s1, s2)
dépend également de u1 lorsque (s1, s2) dérit (C)2, ependant lorsque s1 = 0 on a :
Lemme 8.2.10 Cas d = 1.
Dans le as réel ou p-adique de aratéristique résiduelle diérente de 2, on a pour s ∈ C, u et
v dans F∗/F∗2 :∑
w∈F∗/F∗2
dw(1,v),u1(1,u)(0, s) = α(−1)2|2|F−2s−
7
2 ρ(| |2s+4)A1
s+1,s+ 7
2
(v, u,−1).
Démonstration: On exprime
f(u1) = α(−1)
∑
w∈F∗/F∗2 dw(1,v),u1(1,u)(0, s)
= α(−1) ∑w,t,y∈F∗/F∗2 α(u1vw) (−vw, t) (−u1, y).
ρ(s + 1; tw) ρ(s+ 2; tu1) ρ(s+
5
2 ; yvw) ρ(s+
7
2 ; yuu1)
On hange les sommations : y en yu1, t en tu1 et w en wu1v e qui donne :
f(u1) = α(−1)
∑
w,t,y∈F∗/F∗2
α(w)(−u1w, tu1)(−u1, yu1)ρ(s+1; tvw) ρ(s+2; t)ρ(s+5
2
; yw) ρ(s+
7
2
; yu)
ensuite on somme sur x = tyw, y, w d'où : α(1) f(u1) =∑
x∈F∗/F∗2
(−u1, x)
( ∑
y∈F∗/F∗2
ρ(s+1;xyv)ρ(s+
7
2
; yu)
( ∑
w∈F∗/F∗2
α(w)(w, xy)ρ(s+2;xyw)ρ(s+
5
2
; yw)
))
or ∑
w∈F∗/F∗2
α(w)(w, xy)ρ(s + 2;xyw)ρ(s +
5
2
; yw) = A1
s+2,s+ 5
2
(xy, y, xy)
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= α(−xy)α(1)A1
s+2,s+ 5
2
(1, x, 1) =
{
0 si x 6= 1,
α(−y)α(1)A1
s+2,s+ 5
2
(1, 1, 1) si x = 1
(lemme 3.6.8,C)) d'où :
f(u1) = A
1
s+2,s+ 5
2
(1, 1, 1)
∑
y∈F∗/F∗2
α(−y)ρ(s + 1; yv)ρ(s + 7
2
; yu)
= A1
s+2,s+ 5
2
(1, 1, 1)A1
s+1,s+ 7
2
(−v,−u, 1) = α(−1)2 |2|F−2s−
7
2 ρ(| |2s+4)A1
s+1,s+ 7
2
(v, u,−1).
(lemmes 3.6.4,B,3),3.6.8,1)) 
Rappelons que pour u ∈ F∗/F∗2 :
• O′u = {x ∈ g1|F (x)F∗2 = u} et Zu(f ;π) = Z(f1O′u ;π),
• O′∗u = {x ∈ g−1|F ∗(x)F∗2 = u}, et Z∗u(f ;π) = Z(f1O′∗u ;π),
alors la proposition 8.2.8 et le lemme 8.2.10 impliquent :
Proposition 8.2.11 On suppose que F = R ou bien que F est un orps p-adique de araté-
ristique résiduelle diérente de 2, alors
Pour tout f ∈ S(g1), s ∈ C et v ∈ F∗/F∗2 on a :
Z∗v (F(f); s) =
∑
u∈F∗/F∗2
av,u(s)Zu(f ;−s− 2− 3
2
d)
ave
av,u(s) = α(−1)2|2|F−2s−
7
2 ρ(| |2s+4)A1
s+1,s+ 7
2
(v, u,−1) lorsque d = 1,
av,u(s) =
∑
w∈F∗/F∗2 A
1
s+1,s+ d+3
2
(c(f)v,w, 1)(w,−c(f))A1
s+d+ 3
2
,s+ 3d
2
+2
(w, c(f)u, 1)
lorsque d est pair.
Remarque : Les oeients av,u(s), v et u ∈ F∗/F∗2, de la proposition sont les oeients
des équations fontionnelles assoiées à un invariant relatif fondamental de la forme :
FX(x) = B˜(adx
4(X),X), ave X ∈ g−2 \ {0}.
Lorsque d est pair, la onstante c(f) assoiée vaut toujours −1 sauf lorsque d = 2 mais
alors elle-i est égale au disriminant de l'une (quelonque) des formes quadratiques A ∈
Ei,j−1,1 → B˜(ad(A)2(x), y), ave x ∈ E2(hi) ∩ g1 \ {0}, y ∈ E−2(hj) ∩ g1 \ {0}, ou bien
B ∈ Ei,j1,1 → B˜(ad(B)2(z), y), ave z ∈ E−2(hi)∩g−1 \{0}, y ∈ E−2(hj)∩g−1 \{0}; c(f) 6= −1
⇔ g est de rang 4.
Les résultats expliites se déduisent de la remarque 8.2.9 en prenant (s1, s2) = (0, s).
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8.2.3 Orbites
Dans e paragraphe, on note D un ensemble de représentants dans F∗ de F∗/F∗2, D =
{−1, 1} dans le as réel. On onfond D et F∗/F∗2 'est à dire qu'un élément u ∈ D représente
soit u dans F∗ soit uF∗2 dans F∗/F∗2 suivant le ontexte mais il est noté u dans les 2 as.
Proposition 8.2.12 1. Lorsque f est isotrope, les orbites de G (resp.P ) dans g′1 (resp.g1”)
sont en bijetion ave F∗/F∗2 ; un ensemble de représentants est donnés dans les 2 as
par Xu =
∑
1≤i≤3Xλi + uXλ4 pour u ∈ D et P.Xu = ∪(a1,a2)∈(F∗/F∗2)2|a1a2=uF2Oa1,a2 .
2. Lorsque F = R et f est anisotrope :
i) Il y a 3 orbites de G dans g′1 de représentants :
X0 =
∑
1≤i≤4
Xλi , X1 = −Xλ1 +
∑
2≤i≤4
Xλi , X2 = −Xλ1 −Xλ2 +Xλ3 +Xλ4 .
ii) Il y a 5 orbites de P dans g′′1 de représentants :
X0 , X1 , X2 , X3 = Xλ1 +Xλ2 −Xλ3 +Xλ4 , X4 = −Xλ1 +Xλ2 −Xλ3 +Xλ4 .
3. Dans le as p-adique et f est anisotrope :
i) Les orbites de G dans g′1 sont en bijetion ave F
∗/F∗2 ; un ensemble de représentants
est donnés par Xu =
∑
1≤i≤3Xλi + uXλ4 pour u ∈ D.
ii) d = 2
Il y a 2||F∗/F∗2|| P-orbites données pour u ∈ D par :
P.Xu,±1 = {x ∈ g′′1 | F (x) ≡ u (F∗2) , (F1(x),−c(f)) = ±1}
ave Xu,1 = Xu et Xu,−1 = v0Xλ1 +Xλ2 +Xλ3 +
u
v0
Xλ4 , v0 ∈ D vériant (v0,−c(f)) =
−1.
4. Les résultats sont analogues dans g′−1 (resp. g”−1).
Démonstration: On utilise les résultats de [Mu 3℄ où gurent les G-orbites dans g′1 (o-
rollaire 4.3.3, orollaire 4.3.4 i)) d'où 3)i) et 1) ave f isotrope ; dans le as réel on rappelle
que X =
∑
1≤i≤4 aiXλi ∈ g′1 et Y =
∑
1≤i≤4 biXλi ∈ g′1 sont dans la même G−orbite ⇔ il
existe t ∈ R∗ tel que les formes quadratiques t(⊕1≤i≤4aif) et ⊕1≤i≤4bif soient équivalentes
d'où 2)i).
On rappelle également que χ(G) = F∗2 et que χ1(P ) = f(E)∗.
De plus, pour X =
∑
1≤i≤4 aiXλi tel que
∏
1≤i≤4 ai 6= 0 et pour tout t non nul représenté par
la forme quadratique a1f ⊕ a2f (resp.a3f ⊕ a4f ) il existe un automorphisme élémentaire gt
(resp.g′t) qui entralise H1 tel que :
gt(
∑
1≤i≤4 aiXλi) = tXλ1 +
a1a2
t
Xλ2 + a3Xλ3 + a4Xλ4
(resp. g′t(
∑
1≤i≤4 aiXλi) = a1Xλ1 + a2Xλ2 + tXλ3 +
a3a4
t
Xλ4 )
(f.démonstration 0) de la proposition 4.1.5 de [Mu 3℄).
Lorsque a1f ⊕ a2f (resp.a3f ⊕ a4f ) représente 1, on peut don toujours supposer que le
oeient de Xλ1 ou bien Xλ2 vaut 1 en utilisant g1,2(1) (resp. le oeient de Xλ3 ou bien
Xλ4 vaut 1 en utilisant g3,4(1)) (*).
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1. Lorsque f est isotrope, on vérie que ∪(a1,a2)∈(F∗/F∗2)2| a1a2=uF∗2Oa1,a2 = P.Xu en utili-
sant les éléments g′i,j(x) dénis dans la démonstration du 4) du lemme 8.2.2 ainsi que
hλi(t), i = 1, ..., 4 et t ∈ F∗, e qui termine la démonstration de 1).
2. Comme χ1(P ) = R∗+ dans le as réel, les éléments énumérés dans 2)ii) ne sont pas dans
la même P−orbite et tout élément de ⊕1≤i≤4R∗Xλi est dans la P−orbite de l'un des
élément énumérés dans 2)ii) par le résultat (*) et la multipliation par R∗.
3. Dans le as p-adique anisotrope ave d = 2.
Comme χ1(P ) = f(E)
∗ = {x ∈ F∗|(x,−c(f)) = 1} et χ(G) = F∗2, 2 éléments quel-
onques de {Xu,1,Xu,−1, u ∈ D} ne sont pas dans la même P−orbite.
Pour xy ∈ F∗ la forme quadratique xf ⊕ yf représente F∗ don par (*) toute P−orbite
dans g”1 a un représentant de la forme X = aXλ1 +Xλ2 +Xλ3 + bXλ4 , soit x ∈ {1, v0}
tel que (xa,−c(f)) = 1 alors g′1,4(
x
a
)X = xXλ1 +Xλ2 +Xλ3 +
ab
x
Xλ4 d'où 3iii).

Remarques :
1) Lorsque f est isotrope (don d est pair et c(f) = −1), les oeients de l'équation
fontionnelle de la fontion Zéta assoiée à l'ation de P sont eux de la proposition 8.2.8 : Z∗u1(F(f);ω, s)... ...
Z∗uℓ (F(f);ω, s)
 = B(ω, s)
 Zu1(f ;ω∗| |−(
3d
2
+2)12)
... ...
Zuℓ (f ;ω
∗| |−( 3d2 +2)12)

et B
(
(id, ω), (0, s)
)
est la matrie des oeients de l'équation fontionnelle de la fontion
Zéta assoiée à l'ation de G, e qui donne dans le as réel :
B(0, s) =
Cd(0, s)
2
(
(−1) d2+1 sin 2πs 0
2(1 + id) sinπs (−1) d2 sin 2πs
)
, (c(f) = −1) ,
e qui n'est pas en aord ave le résultat obtenu par M.Muro pour le oeient de la 2ème
ligne et 2ème olonne ([Muro 2℄ : M.Muro obtient la moitié de notre oeient).
2) Lorsque d = 1 dans le as p-adique, χ1(P ) = χ(G) = F∗2, on peut montrer que haque
Ou, u ∈ (F∗/F∗2)2, est exatement une P -orbite dans g′′1 lorsque u = (u1, u2) ave u1 6= u2 ou
bien u1 = u2 = −1, en utilisant la multipliation par F∗ et la propriété (*) de la démonstration
de 8.2.12 puisque Kerω˜−u1∪Kerω˜−u2 = F∗. De la même manière, on montre que pour u ∈ D
tel que −u 6∈ F∗2, on a :
O(u,u) = P (Xλ1 + uXλ2 +Xλ3 + uXλ4) ∪ P (vXλ1 + uvXλ2 +Xλ3 + uXλ4)
ave v ∈ D xé tel que (v,−u) = −1, mais je ne sais pas si O(u,u) est une seule P−orbite ou
bien la réunion de 2 P−orbites.
3) Dans le as p-adique, lorsque d = 2 et f est anisotrope, on a pour u ∈ F∗/F∗2
P.Xu,±1 = ∪{u1∈F∗/F∗2 | (u1,−c(f))=±1}O{(u1,u1u) , P.Yu,±1 = ∪{u2∈F∗/F∗2 | (u2,−c(f))=±1}O∗(u2u,u2)
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ave Yu,1 = uX−λ1 +
∑
1≤i≤4X−λi et Yu,−1 =
u
v0
X−λ1 +
∑
i=2,3X−λi + v0X−λ4 .
Il résulte de la proposition 8.2.6 que les oeients de l'équation fontionnelle de la fontion
Zéta assoiée à l'ation de P sont donnés par :
aP.Yv,ǫ′ ,P.Xu,ǫ =
∑
{w∈F∗/F∗2|(w,−c(f))=ǫǫ′}
d(v,1),(w,wu).
4) Dans le as p-adique, pour u et v dans F∗/F∗2 on a don :
av,u(π) := aG.X−1v ,G.Xu(π) =
∑
{w∈F∗/F∗2}
d(w,wv),(1,u)(Id, π).
Pour d pair, B(id, π) est la matrie des oeients de l'équation fontionnelle de la fontion
Zéta assoiée à l'ation de G, les résultats obtenus ne semblent pas simples.
Pour d = 1, en aratéristique résiduelle diérente de 2, on a simplement pour a ∈ F∗/F∗2
et s ∈ C :
av,u(ω˜a| |s) = (a, uv) 1− q
2s+3
1− q−2s−4 A
1
s+1,s+ 7
2
(−v,−u, 1),
(lemme 8.2.10) les oeients sont proportionnels à eux assoiés à une forme quadratique de
disriminant 1.
8.2.4 Le as réel de rang 4 (∆ = F4 et f est anisotrope)
On applique la proposition 5.1.1 dans laquelle apparait les oeients assoiés aux fontions
Zéta d'une forme quadratique qui est soit de signature (2, d + 1), soit de signature (1, d + 2)
(3) de la proposition 8.2.4), ette forme quadratique, notée Q dans e rappel, étant l'invariant
relatif fondamental d'un préhomogène absolument irrédutible régulier de type ommutatif.
On rappelle les résultats bien onnus suivants (f.par exemple [Bo-Ru 2℄), GR étant la om-
posante onnexe réelle de G :
• Lorsque la signature est (2, d+1), on fait opérer G = R∗×GR, il y a don 2 orbites de G
dans g′±1 : Ω1 = {x ∈ g1|Q(x) > 0} et Ω−1 = {x ∈ g1|Q(x) < 0} (idem Ω∗±1), les oeients
orrespondants sont notés C(s)a±1,±1(s), le premier indie orrespond à Ω
∗
±1 et le seond à
Ω±1, ave : (
a1,1(s) a1,−1(s)
a−1,1(s) a−1,−1(s)
)
=
( − cos π(s+ d2) 0
cos π d2 sinπs
)
.
(th.3.6.5,5)
• Lorsque la signature est (1, d + 2), on fait opérer GR, il y a don 3 orbites de GR dans
g′1 notées Ωi (idem dans g
′
−1 : Ωi
∗) ave i = 0, 1, 2 et :
{x ∈ g1|Q(x) > 0} = Ω0 ∪ Ω2 et Ω1 = {x ∈ g1|Q(x) < 0} (idem pour Ωi∗),
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les oeients orrespondants sont notés C(s)ǫi,j(s), le premier indie orrespond à Ωi
∗
et le
seond à Ωj, ave :
( ǫ0,0(s) ǫ0,1(s) ǫ0,2(s)
ǫ1,0(s) ǫ1,1(s) ǫ1,2(s)
ǫ2,0(s) ǫ2,1(s) ǫ2,2(s)
)
=
( ǫ(s+ d+32 ) 12 ǫ(−s− d+32 )
− sinπ d2 − cos πs − sinπ d2
ǫ(−s− d+32 ) 12 ǫ(s+ d+32 )
)
, ǫ(s) =
1
2
eiπs .
(f.par exemple la remarque 5.42 p.134 ave k + 1 = 2 de [Bo-Ru 2℄)
Motivées par la desription des orbites i-dessus et le mode de alul des oeients donné
dans la proposition 5.1.1, on note les orbites de P dans g”1 et g”−1 de la manière suivante :
Ωi,j et Ω
∗
i,j ave j ∈ {0, 1, 2} pour i = 0 et j ∈ {0, 1} pour i = 1. Plus préisément dans g”1 :
Ω0,1 = P.X3 = O(1,−1) , Ω1,0 = P.X1 = O(−1,1) , Ω1,1 = P.X4 = O(−1,−1).
Ω0,0 = P.X0 , Ω0,2 = P.X2 , O(1,1) = Ω0,0 ∪ Ω0,2.
Pour g”−1, soient :
Y0 =
∑
1≤i≤4X−λi , Y1 = −X−λ1 +
∑
2≤i≤4X−λi , Y2 = −X−λ1 − X−λ2 + X−λ3 + X−λ4 ,
Y3 = X−λ1 +X−λ2 −X−λ3 +X−λ4 et Y4 = −X−λ1 +X−λ2 −X−λ3 +X−λ4 ,
alors :
Ω∗0,1 = P.Y1 = O
∗
(−1,1) , Ω
∗
1,0 = P.Y3 = O
∗
(1,−1) , Ω
∗
1,1 = P.Y4 = O
∗
(−1,−1) ,
Ω∗0,0 = P.Y0 , Ω
∗
0,2 = P.Y2 , O
∗
(1,1) = Ω
∗
0,0 ∪ Ω∗0,2,
'est à dire que Ωi,j ⊂ O((−1)i,(−1)j) et Ω∗i,j ⊂ O∗((−1)j ,(−1)i).
Proposition 8.2.13
aΩ∗
j,k
,Ωq,ℓ(s1, s2) = Cd(s1, s2)A
Ω∗
j,k
Ωq,ℓ
(s1, s2) ,
A
Ω∗
j,k
Ωq,ℓ
(s1, s2) ayant les valeurs suivantes :
A
Ω∗
j,k
Ω1,1
(s1, s2) =
{
(−1)d sinπs2 cos π(s1 + s2) pour k = j = 1
0 sinon
A
Ω∗1,1
Ωq,ℓ
(s1, s2) =
{ cos π d2 sinπ(s1 + s2) pour (q, l) = (0, 1)
cos π d2 sinπs2 pour (q, l) = (1, 0)
0 pour (q, l) = (0, 0) ou (q, l) = (0, 2).
Pour les autres valeurs :
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A
Ω∗
k,l
Ωi,j
Ω∗0,0 Ω
∗
0,2 Ω
∗
0,1 Ω
∗
1,0
Ω0,0
(−1)d
2 sinπ(s1 + 2s2) −12 sinπs1 1−(−1)
d
2 sinπ(s1 + s2)
(−1)d−1
2 sinπs2
Ω0,2 −12 sinπs1 (−1)
d
2 sinπ(s1 + 2s2)
1−(−1)d
2 sinπ(s1 + s2)
(−1)d−1
2 sinπs2
Ω0,1
(−1)d
2 sinπ(s2 +
d
2)
(−1)d
2 sinπ(s2 +
d
2)
1−(−1)d
2 (−1)d+1 cos π(s2 + d2)
. sinπ(s1 + s2)
Ω1,0
(−1)d
2
(−1)d
2 sinπ(s1 + s2 +
d
2) (−1)d+1 cos πs2 0
. sinπ(s1 + s2 +
d
2) . sinπ(s1 + s2 +
d
2)
Démonstration: On reprend les notations de la proposition 5.1.1 pour aluler le oe-
ient aΩq,ℓ,Ω∗j,k ave ℓ, k ∈ {0, 1, 2} lorsque q, j = 0 et ℓ, k ∈ {0, 1} lorsque q, j = 1.
Notons :
t0 = Xλ1 +Xλ2 , t1 = −X−λ1 +Xλ2 , t2 = −Xλ1 −Xλ2 ,
u0 = Xλ3 +Xλ4 , u1 = −Xλ3 +Xλ4 , u2 = −Xλ3 −Xλ4 .
Soit z = z−2 + z0 ∈ Ω∗j,k ∩ {Yi, i = 0, ..., 3}, alors z−2 = t−1k et z0 = u−1j . On a 2 as :
• j = 1 don F ∗1 (z0) < 0, alors γ1(ti, u1) = 1 et (GH1)u1 = R∗ × ((GH1)u1)R (puisque
c(−1)g3,4(1) ∈ (GH1)u1) don :
a
(u1)
z−2,ti
(s2) = Cd(s2)a(−1)k ,(−1)q (s2) .
IO,O∗ = {q} et tq(Ωq,ℓ) = uℓ.
• Soit j = 0 don F ∗1 (z0) > 0, z0 = u−10 et (GH1)z0 = ((GH1)z0)R (puisque t0+u0 et t2+u0
ne sont pas dans la même orbite de G) d'où
a
(u0)
z−2,ti
(s2) = Cd(s2)ǫk,i(s2).
Lorsque q = 1, on a IO,O∗ = {1}, t1(Ω1,ℓ) = uℓ et γ1(t1, z0) = 1.
Lorsque q = 0 on a γ1(t0, z0) = γ1(t2, z0) = (−1)d et IO,O∗ = {0, 2}; t0(Ω0,ℓ) = uℓ et
t2(Ω0,ℓ) =
{ u2 lorsque ℓ = 0
u0 lorsque ℓ = 2
u1 lorsque ℓ = 1
= u2−ℓ.
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Les résultats sont analogues pour le alul du oeient a
(ti)
z0,ti(Ωq,ℓ)
(s1+s2+d+
1
2) suivant que :
• q = 1 alors il vaut Cd(s1 + s2 + d+ 12)a(−1)j ,(−1)ℓ(s1 + s2 + d+ 12)
ou que
• q = 0 alors le oeient vaut Cd(s1 + s2 + d + 12 )ǫj,ℓ′(s1 + s2 + d + 12), ave ℓ′ = ℓ si
i = 0, 1 et ℓ′ = 2− ℓ si i = 2,
D'où aΩ∗
j,k
,Ωq,ℓ(s1, s2) = Cd(s1, s2)A
Ω∗
j,k
Ωq,ℓ
(s1, s2) ave :
A
Ω∗1,k
Ω1,ℓ
(s1, s2) = a(−1)k ,−1(s2)a−1,(−1)ℓ(s1 + s2 + d+
1
2),
A
Ω∗1,k
Ω0,ℓ
(s1, s2) = a(−1)k ,1(s2)ǫ1,ℓ(s1 + s2 + d+
1
2),
A
Ω∗0,k
Ω1,ℓ
(s1, s2) = ǫk,1(s2)a1,(−1)ℓ(s1 + s2 + d+
1
2),
A
Ω∗0,k
Ω0,ℓ
(s1, s2) = (−1)d
(
ǫk,0(s2)ǫ0,ℓ(s1 + s2 + d+
1
2 ) + ǫk,2(s2)ǫ0,2−ℓ(s1 + s2 + d+
1
2 )
)
. 
Remarque : Notons : Oi = G.Xi et O
∗
i = G.Yi pour i = 0, 1, 2, les orbites de G dans g
′
1 et g
′
−1
alors :
Ω0,0 = O0 ∩ g”1 ,Ω∗0,0 = O∗0 ∩ g”−1,
O2 ∩ g”1 = Ω0,2 ∪ Ω1,1 , O∗2 ∩ g”−1 = Ω∗0,2 ∪Ω∗1,1,
O1 ∩ g”1 = Ω0,1 ∪ Ω1,0 , O∗1 ∩ g”−1 = Ω∗0,1 ∪Ω∗1,0,
don aO∗i ,Oj(s) = Cd(0, s)Ai,j(s) , i, j = 0, 1, 2, ave :
A0,i(s) = A
Ω∗0,0
Ω0,i
(0, s) (= A
Ω∗0,0
Ω1,i−1
(0, s) si i ≥ 1)
A1,i(s) = A
Ω∗1,0
Ω0,i
(0, s) +A
Ω∗0,1
Ω0,i
(0, s) (= A
Ω∗1,0
Ω1,i−1
(0, s) +A
Ω∗0,1
Ω1,i−1
(0, s) si i ≥ 1)
A2,i(s) = A
Ω∗0,2
Ω0,i
(0, s) +A
Ω∗1,1
Ω0,i
(0, s) (= A
Ω∗0,2
Ω1,i−1
(0, s) +A
Ω∗1,1
Ω1,i−1
(0, s) si i ≥ 1)
d'où :  A2,2(s) A1,2(s) A0,2(s)A2,1(s) A1,1(s) A0,1(s)
A2,0(s) A1,0(s) A0,0(s)
 =

(−1)d
2 sin 2πs 0 0
(−1)d
2 sinπ(s+
d
2) + cos
πd
2 sinπs (−1)d+1 cos πs sinπ(s+ d2) (−1)
d
2 sinπ(s +
d
2)
0 0 (−1)
d
2 sin 2πs

e qui n'est pas en aord ave les résultats obtenu par M.Muro pour A2,1(s) et A0,1(s) (de
signe opposé dans ([Muro 2℄).
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Comme A1,0(s) = A1,2(s) = 0 et que A0,0(s)+A2,0(s) = A0,2(s)+A2,2(s), les fontions Zétas :
• Zu(f ;π) = Z(f1{x∈g1|uF (x)>0};π) pour f ∈ S(g1),
• Z∗u(g;π) = Z∗(g1{x∈g−1|uF ∗(x)>0};π) pour g ∈ S(g−1),
ave u = ±1, vérient l'équation fontionnelle suivante pour f ∈ S(g1) :(
Z∗−1(F(f); s)
Z∗1 (F(f); s)
)
= Cd(0, s)
(
(−1)d+1 cosπs sinπ(s+ d2) 0
(−1)d sinπ(s+ d2 ) + cos πd2 sinπs (−1)
d
2 sin 2πs
)
.
.
(
Z−1(f ;−s− 2− 3d2 )
Z1 (f ;−s− 2− 3d2 )
)
e qui est en aord dans le as d pair ave la proposition 8.2.8 lorsque s1 = 0 et s2 = s
(f.remarque 8.2.9) et ave le lemme 8.2.10 pour d = 1.
Dans les as exeptionnels restants, on se ontentera de donner les résultats minimaux
sans entrer dans le détail des P -orbites.
8.3 (E7, α2)
On note {λ1, ..., λ7} les 7 raines orthogonales obtenues anoniquement par orthogonalisa-
tions suessives à partir de λ1 = α2 (f.[Mu 4℄, tableau II pour une liste expliite et tableau
III pour une desription de ∆2), soient H1 :=
∑
1≤i≤3 hλi et H2 = 2H0 −H1, on a :∑
1≤i≤7
hλi = 2H0 ,H2 = 2heα , α˜ étant la plus grande raine de ∆.
P = P (H1,H2) est alors l'unique sous-groupe parabolique standard très spéial du préhomo-
gène et il est assoié à la partie Σ0 − {α1} de ∆0 qui est de type A5.
On xe dorénavant un système de Chevalley : (Xα, hα,X−α)α∈∆, de g tel que pour toute
raine ω ∈ ∆2 on ait :
[X−λi , [X−λj , [X−λk , [X−λl ,Xω]]]] = X−ω , ave ω =
1
2
(λi + λj + λk + λl) ,
dont l'existene est assurée par le orollaire 4.3 de [Mu 4℄.
F est l'invariant relatif fondamental du préhomogène normalisé par la ondition :
F (
∑
1≤i≤7
Xλi) = 1 et on a pour a1, ..., a7 ∈ F∗ : F (
∑
1≤i≤7
aiXλi) =
∏
1≤i≤8
ai.
On normalise B en posant B˜ = − 7B
2B(H0,H0)
(= − 2B
B(hλi , hλi)
), ainsi B˜(H12 ,
H1
2 ) = −
3
2
,
B˜(H22 ,
H2
2 ) = −2 et pour toute raine longue α de ∆ on a B˜(Xα,X−α) = 1.
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Rappelons que E1(H1) ∩ g1 = {0}, que g2 est de dimension 7 et que E2(H1) ∩ g2 est de
dimension 6 (f.tableau III de [Mu 4℄).
Proposition 8.3.1 1. Le préhomogène (E0(H1)∩ g0, E2(H1)∩ g1) est ommutatif de type
(D6, α6) et d'invariant relatif fondamental F1 normalisé par la ondition F1(
∑
1≤i≤3 aiXλi) =
a1a2a3.
2. Pour x ∈ g1 on a alors P1(x) = 14! B˜(adx4(X−ω,X−ω) ave ω =
1
2
∑
4≤i≤7
λi.
3. Soit x ∈Wt, x = x2 + x0 ave xi ∈ Ei(H1) ∩ g1 alors :
a) Le préhomogène ((E0(H1) ∩ g0)x0 , (E2(H1) ∩ g1)x0) est ommutatif presque déployé
de type :
(∆, λ0) =
{
(A5, α3) lorsque − P1(x0) ∈ F∗2
(C3, α3) sinon ,
et f ∼ X2 ⊕ P1(x0)Y 2.
b) Le préhomogène ((E0(H2) ∩ g0)x2 , (E2(H2) ∩ g1)x2) est de type (F4, α1).
Démonstration: 1) Cela résulte du diagramme de Dynkin omplété de E7.
2) Résulte des valeurs :
F (
∑
1≤i≤7
aiXλi) =
∏
1≤i≤8
ai, F1(
∑
1≤i≤3
aiXλi) =
∏
1≤i≤3
ai, P1(
∑
4≤i≤7
aiXλi) =
∏
4≤i≤8
ai.
3) Pour tout x ∈ Wt, il existe g ∈ GH1 et (a1, ..., a7) ∈ F∗ tels que gx =
∑
1≤i≤7 aiXλi
(lemme 7.3 de [Mu 4℄) don on fait la démonstration pour x2 =
∑
1≤i≤3 aiXλi et x0 =∑
4≤i≤7 aiXλi .
a) Le préhomogène ((E0(H1) ∩ g0)x0 , (E2(H1) ∩ g1)x0) est un préhomogène absolument
irrédutible régulier ommutatif.
Posons :
ω1,2 =
1
2
(λ1 + λ2 + λ4 + λ7) , ω
′
1,2 =
1
2
(λ1 + λ2 + λ5 + λ6),
ω1,3 =
1
2
(λ1 + λ3 + λ4 + λ6) , ω
′
1,3 =
1
2
(λ1 + λ3 + λ5 + λ7),
ω2,3 =
1
2
(λ2 + λ3 + λ4 + λ5) , ω
′
2,3 =
1
2
(λ2 + λ3 + λ6 + λ7).
Soient :
X1,2 = a7[X−λ4 ,Xω1,2 ]− a4[X−λ7 ,Xω1,2 ] , X ′1,2 = a6[X−λ5 ,Xω′1,2 ]− a5[X−λ6 ,Xω′1,2 ] ,
X1,3 = a6[X−λ4 ,Xω1,3 ]− a4[X−λ6 ,Xω1,3 ] , X ′1,3 = a7[X−λ5 ,Xω′1,3 ]− a5[X−λ7 ,Xω′1,3 ] ,
X2,3 = a5[X−λ4 ,Xω2,3 ]− a4[X−λ5 ,Xω2,3 ] , X ′2,3 = a7[X−λ6 ,Xω′2,3 ]− a6[X−λ7 ,Xω′2,3 ] ,
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alors (E2(H1)∩ g1)x0 = ⊕1≤i≤3gλi ⊕1≤i<j≤3 (FXi,j ⊕ FX ′i,j) don le préhomogène est presque
déployé (i.e. d1 = 1) ave d = 2 d'où par lassiation, e préhomogène est de type (A5, α3)
lorsque la forme quadratique f ′ i-dessous est isotrope et sinon il est de type (C3, α3) (f.tableau
1).
Soit f ′ la forme quadratique :
f ′(u, v) = 12B˜(ad(uX1,2 + vX
′
1,2)
2(X−λ1),X−λ2)
= −12B˜([uX1,2 + vX ′1,2,X−λ1 ], [uX1,2 + vX ′1,2,X−λ2 ])
= u2a4a7 + v
2a5a6 ,
f ′ est isotrope ⇔ P1(x0) ≡ −1 (mod F∗2).
b) Comme dans a) on obtient :
(E4(H2)∩g2)x2 = geα , (E2(H2)∩g1)x2 = ⊕4≤i≤7gλi⊕1≤i<j≤3(FYi,j⊕FY ′i,j)⊕4≤i≤7F[X−λi ,Xeα]
ave
Yi,j = aj[X−λi ,Xωi,j ]− ai[X−λj ,Xωi,j ] , Y ′i,j = aj [X−λi ,Xω′i,j ]− ai[X−λj ,Xω′i,j ] .
En raison des dimensions de (E4(H2)∩g2)x2 et de (E2(H2)∩g1)x2 , le préhomogène ((E0(H2)∩
g0)x2 , (E2(H2)∩g1)x2) est de type (F4, α1) (f. §7.1 et 8.2) et l'invariant assoié est la restrition
de P1 à E2(H2) ∩ g1)x2 . 
Lorsque F est arhimédien, les 2 polynomes de Bernstein s'obtiennent immédiatement en
appliquant les propositions 3.4.4 et 3.7.3 (ainsi que le lemme 6.1.5 et la proposition 8.2.5)
d'où :
Proposition 8.3.2 Les polynomes de Bernstein du préhomogène de type (E7, α2) sont donnés
par :
b1(s1, s2) = s2(s2 + 1)(s2 + 2) et
b2(s1, s2) = s2(s2 + 1)(s2 + 2)(s1 + s2 +
3
2 )(s1 + s2 +
5
2)(s1 + s2 + 3)(s1 + s2 + 4).
Remarque : b2(0, s) est le polynome de Bernstein usuel.
On rappelle que pour u = (u1, u2) ∈ (F∗/F∗2)2 on dénit les ouverts (tous non vides) :
Ou = O(u1,u2) = {x ∈ g1 | F1(x)F∗2 = u1 , F2(x)F∗2 = u1u2)}
O∗u = O
∗
(u1,u2)
= {x ∈ g−1 | F ∗1 (x)F∗2 = u2 , F ∗2 (x)F∗2 = u1u2}
ainsi que les fontions Zétas orrespondantes :
Zu(f ;ω) = Z(f1Ou;ω) pour f ∈ S(g1) et Z∗u(h;ω) = Z∗(h1O∗u ;ω) pour h ∈ S(g−1).
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Proposition 8.3.3 1. Lorsque F = C pour f ∈ S(g1), on a :
Z∗(F(f); (ω1, ω2), (s1, s2)) = A(ω2, s2)B(ω1ω2, s1+s2+
3
2
)Z
(
f ; (ω1, (ω1ω2)
−1); s1,−(s1+s2+5)
)
ave :
A(ω, s) = ρ′(ω; s + 1)ρ′(ω; s+ 2)ρ′(ω; s + 3)
B(ω, s) = ρ′(ω; s + 1)ρ′(ω; s+ 2)ρ′(ω; s+
5
2
)ρ′(ω; s +
7
2
).
2. Dans le as réel ou bien lorsque F est un orps p−adique de aratéristique résiduelle
diérente de 2, on a pour tout v = (v1, v2) dans (F∗/F∗2)2 et f ∈ S(g1) :
Z∗v (F(f); (s1, s2)) = |2|
−2(s1+s2)−
13
2
F
ρ(| |2(s1+s2)+7)
∑
u∈(F∗/F∗2)2
dv,u(s)Zu(f ; (s1,−(s1+s2+5) )
ave u = (u1, u2) et v = (v1, v2) et :
dv,u(s) = A
1
s1+s2+
5
2
,s1+s2+5
(1, v2u2,−v2) 1f
∑
a∈F∗/F∗2(a,−u1v1)
∏3
ℓ=1 ρ(ω˜a(ω˜−v2)
ℓ−1| |s2+ℓ).
Démonstration: On applique la proposition 5.3.1 dont toutes les hypothèses sont vériées.
En eet et dans les notations de la proposition 5.3.1, pour z = z0 + z−2 ∈ O∗v1,v2 on a
b(v2)v1,u1(s) =
(
α(1)α(v2)
)3
(−v2,−1) 1
f
∑
a∈F∗/F∗2
(a,−u1v1)
3∏
ℓ=1
ρ(ω˜a(ω˜−v2)
ℓ−1| |s+ℓ)
en appliquant la proposition 8.3.1, le 2) des théorèmes 6.2.2 et 6.1.2.1 ainsi que le lemme
3.5.3,ii)b) et
c(w1)v2,u2(s) = α(−1)2|2|
−2s− 7
2
F
ρ(| |2s+4)A1
s+1,s+ 7
2
(v2, u2,−1)
(prop.8.2.11 ave d = 1).
On termine en notant que : α(1)α(v2)
3(−v2,−1) = α(−1)α(v2) puis que
α(−1)α(v2)(v2, u2,−1) = A1s+1,s+ 7
2
(1, v2u2,−v2)
(relation 3), lemme 3.6.4,B)). 
Proposition 8.3.4 Dans le as réel ou le as p-adique de aratéristique résiduelle diérente
de 2 on a :
1. Soit v ∈ F∗/F∗2, alors :
Z∗F ∗1 F ∗2 F∗2=v
(F(f); (s1, s2)) = K(s1, s2)
∑
u∈F∗/F∗2
Dv,u(s1, s2)ZF1F2F∗2=u(f ; (s1,−(s1+s2+5) )
ave :
K(s1, s2) = |2|−2(s1+s2)−
13
2
F
ρ(| |2(s1+s2)+7)ρ(| |s2+1)ρ(| |s2+3) ,
Dv,u(s1, s2) = A
1
s1+s2+
5
2
,s1+s2+5
(1, vu,−v)ρ(ω˜−v | |s2+2).
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2. Soit b ∈ F∗/F∗2 et s ∈ C, dans le préhomogène (G, g±1) on a l'équation fontionnelle :
Z∗(F(f); (ω˜b, s)) = C(s)B(ω˜b, s)Z(f ; (ω˜b,−s− 5) )
ave :
C(s) = |2|−4s−10
F
ρ(| |2s+4)ρ(| |2s+7) ,
B(ω˜b, s) = ρ
′(ω˜b| |s+1)ρ′(ω˜b| |s+3)ρ′(ω˜b| |s+5).
Démonstration: 1) Résulte d'un simple alul.
2) Calulons :
Bu1,u2(s) = (b, u1u2)
∑
(v1,v2)∈(F∗/F∗2)2
d(v1,v2),(u1,u2)(0, s) (b, v1v2).
En sommant selon v1 on obtient :
Bu1,u2(s) = ρ(ω˜b| |s+1)ρ(ω˜b| |s+3)B′u1,u2(s)
ave :
B′u1,u2(s) = (b,−u2)
∑
v2∈F∗/F∗2
A1
s+ 5
2
,s+5
(1, u2v2,−v2)ρ(ω˜−bv2 | |s+2)(b, v2)
d'où :
B′u1,u2(s) =
∑
v2,t∈F∗/F∗2
(b,−u2v2)α(t)ρ(| |s+ 52 ; t)ρ(| |s+5; tu2v2)(t,−v2)ρ(ω˜−bv2 | |s+2)
= 1f
∑
z,v2,t∈F∗/F∗2
(z, tu2v2)ρ(ω˜z| |s+5)(b,−u2v2)α(t)(t,−v2)ρ(| |s+ 52 ; t)ρ(ω˜−bv2 | |s+2)
or : ∑
t∈F∗/F∗2
α(t)(t,−zv2)ρ(| |s+
5
2 ; t) = h(| |s+ 52 ω˜−zv2)
(lemme 3.6.4,A) puis :
f(z) = 1f
∑
v2∈F∗/F∗2
h(| |s+ 52 ω˜−zv2)(v2, bz)ρ(ω˜−bv2 | |s+2)
= 1f
∑
v2∈F∗/F∗2
h(| |s+ 52 ω˜bzv2)(−bv2, bz)ρ(ω˜v2 | |s+2)
= (−b, z) α(1)
α(zb)
A1
s+2,s+ 5
2
(1, zb, 1)
(lemme 3.6.4,B)6) don f(z) = 0 pour z 6= b (lemme 3.6.7,C) et nalement :
B′u1,u2(s) = A
1
s+2,s+ 5
2
(1, 1, 1)ρ(ω˜b| |s+5)(b,−1)
On termine à l'aide du lemme 3.6.8. 
Remarque 8.3.5
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1) Dans le as réel, en n'utilisant pas la formule de dupliation de Legendre,on a également :
C(s)B(ω˜b, s) = D(s).D(b, s) ave
D(s) = 8.2π−(7s+21)Γ(s+ 1)Γ(s + 2)Γ(s +
5
2
)Γ(s+ 3)Γ(s +
7
2
)Γ(s + 4)Γ(s + 5) sin(2πs)
D(b, s) =

(
sin(
πs
2
)
)3
lorsque b = 1,
√−1
(
cos(
πs
2
)
)3
lorsque b = −1,
ainsi on retrouve bien (à une onstante et une puissane de 2π près) un des résultats de
M.Muro ([Muro 1℄), on rappelle que les aluls expliites des oeients assoiés à l'équation
fontionnelle du préhomogène (G, g±1) ont été faits par M.Muro (alul miro-loal).
Notons que les ouverts O±1,±1 ne orrespondent pas du tout à la desription de g
′′
1 en
P−orbites et pas plus à la desription de g′1 en G-orbites, par exemple
∑
1≤i≤7Xλi n'appar-
tient pas à G(
∑
1≤i≤6Xλi −Xλ7) = G(
∑
1≤i≤3Xλi −Xλ4 −Xλ5 +Xλ6 +Xλ7) ([Mu 4℄).
2) Dans le as p-adique, G a une seule orbite dans g′1.
Lorsque la aratéristique résiduelle est diérente de 2, e as a été étudié par I.J.Igusa, il
a notamment alulé expliitement la fontion Zéta assoiée à l'indiatrie d'un réseau L
onvenable" de g1 ([Ig 7℄) alors on vérie que
Z(1L; s)
Z(1L;−s− 5) = C(s)B(Id, s).
8.4 (E8, α1)
8.4.1 Le as déployé
Ce as est tout à fait semblable au as préédent : (E7, α2).
On note {λ1, ..., λ8} les 8 raines orthogonales obtenues anoniquement par orthogonalisa-
tions suessives à partir de λ1 = α1 (f.[Mu 4℄ pour une liste expliite) alors :∑
1≤i≤8
hλi = 2H0 ,
les raines de ∆2 sont de la forme
1
2 (λi+λj+λk+λl) , ave 1 ≤ i < j ≤ 4 et k = i+4, l = j+4,
notée ωi,j, ou bien k = i
′ + 4, l = j′ + 4, et notée ω′i,j, ave {i, i′, j, j′} = {1, 2, 3, 4} ainsi que
ω = 12
∑
1≤i≤4 λi et α˜ =
1
2
∑
5≤i≤8 λi qui est la plus grande raine de ∆.
P = P (H1,H2), ave H2 = 2heα =
∑
5≤i≤8 hλi et H1 = 2hω =
∑
1≤i≤4 hλi est l'unique sous-
groupe parabolique standard très spéial du préhomogène, e sous-groupe parabolique est
assoié à la partie Σ0 − {α8} de ∆0 qui est de type D7.
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Dans ette situation on a simplement E1(H1) ∩ g1 = {0}.
On xe dorénavant un système de Chevalley : (Xα, hα,X−α)α∈∆, de g tel que pour toute
raine ω ∈ ∆2 on ait :
[X−λi , [X−λj , [X−λk , [X−λl ,Xω]]]] = X−ω , ave ω =
1
2
(λi + λj + λk + λl) ,
dont l'existene est assurée par le orollaire 4.3 de [Mu 4℄.
On rappelle que l'invariant relatif fondamental, F , est de degré 8, on le normalise par la
ondition :
F (
∑
1≤i≤8
Xλi) = 1 et on a pour a1, ..., a8 ∈ F∗ : F (
∑
1≤i≤8
aiXλi) =
∏
1≤i≤8
ai ,
et que B˜ = − 4B
B(H0,H0)
(= − 2B
B(hλi , hλi)
), ainsi B˜(H12 ,
H1
2 ) = −2 et pour toute raine α de
∆ on a B˜(Xα,X−α) = 1.
Proposition 8.4.1 1. Le préhomogène (E0(H1) ∩ g0, E2(H1) ∩ g1) est de type (E7, α1) et
d'invariant relatif fondamental F1(x) =
1
4! B˜(adx
4(X−ω,X−ω).
2. Pour x ∈ g1 on a P1(x) = 14! B˜(adx4(X−eα,X−eα).
3. Soit x ∈Wt, x = x2 + x0 ave xi ∈ Ei(H1) ∩ g1 alors :
a) Le préhomogène ((E0(H1) ∩ g0)x0 , (E2(H1) ∩ g1)x0) est de type :
(∆, λ0) =
{
(E6, α2) lorsque − P1(x0) ∈ F∗2
(F4, α1) sinon ,
et c(f) ≡ P1(x0) (mod. F∗2).
b) Le préhomogène ((E0(H2) ∩ g0)x2 , (E2(H2) ∩ g1)x2) est de type :
(∆, λ0) =
{
(E6, α2) lorsque − F1(x2) ∈ F∗2
(F4, α1) sinon ,
et c(f) ≡ F1(x2) (mod. F∗2).
Démonstration: 1) Cela résulte du diagramme de Dynkin omplété de E8.
2) H1 et H2 sont dans la même orbite de G, il sut d'appliquer le 1) de la proposition 8.2.4.
3) Pour tout x ∈ Wt, il existe g ∈ GH1 et (a1, ..., a8) ∈ F∗ tels que gx =
∑
1≤i≤8 aiXλi
(lemme 7.3 de [Mu 4℄) don on fait la démonstration pour x2 =
∑
1≤i≤4 aiXλi et x0 =∑
5≤i≤8 aiXλi .
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a) Le préhomogène ((E0(H1) ∩ g0)x0 , (E2(H1) ∩ g1)x0) est un préhomogène absolument
irrédutible régulier quasi-ommutatif presque déployé pour lequel (E4(H1) ∩ g2)x0 est de
dimension 1 or on a :
(E2(H1) ∩ g1)x0 = ⊕1≤i≤4gλi ⊕1≤i<j≤4 (FXi,j ⊕ FX ′i,j)⊕1≤i≤4 [X−λi ,Xω] ave
Xi,j = a4+j[X−λ4+i ,Xωi,j ]− a4+i[X−λ4+j ,Xωi,j ] ,
X ′i,j = a4+j′ [X−λ4+i′ ,Xω′i,j ]− a4+i′ [X−λ4+j′ ,Xω′i,j ] , {i, i′, j, j′} = {1, ..., 4},
don, par lassiation, e préhomogène est de type (R,λ0) = (F4, α1) ave d = 2 don de
type (∆, λ0) = (E6, α2) lorsque f est isotrope et (F4, α1) sinon (f.3),lemme 8.2.2) ainsi il
sut de onsidérer la forme quadratique :
f ′(u, v) = 12B˜(ad(uX1,2 + vX
′
1,2)
2(X−λ1),X−λ2)
= −12B˜([uX1,2 + vX ′1,2,X−λ1 ], [uX1,2 + vX ′1,2,X−λ2 ])
= c(u2a5a6 + v
2a7a8) ,
c étant une onstante non nulle, f ′ est isotrope ⇔ P1(x0) ≡ −1 (mod F∗2).
b) Idem que pour a) 
Lorsque F est arhimédien, les 2 polynomes de Bernstein s'obtiennent immédiatement en
appliquant les propositions 3.4.4 et 3.7.3 (ainsi que 8.2.5) d'où :
Proposition 8.4.2 Soit B(s) = s(s + 32)(s +
5
2)(s + 4) le polynome de Bernstein du prého-
mogène de type (E6, α2) alors :
b1(s1, s2) = B(s2) et b2(s1, s2) = B(s2)B(s1 + s2 + 3).
On rappelle que pour u = (u1, u2) ∈ (F∗/F∗2)2 on dénit les ouverts (tous non vides) :
Ou = O(u1,u2) = {x ∈ g1 | F1(x)F∗2 = u1 , F2(x)F∗2 = u1u2)}
O∗u = O
∗
(u1,u2)
= {x ∈ g−1 | F ∗1 (x)F∗2 = u2 , F ∗2 (x)F∗2 = u1u2}
ainsi que les fontions Zétas orrespondantes :
Zu(f ;ω) = Z(f1Ou;ω) pour f ∈ S(g1) et Z∗u(h;ω) = Z∗(h1O∗u ;ω) pour h ∈ S(g−1).
Pour u, v, w ∈ F∗/F∗2, ω ∈ Fˆ∗ et s ∈ C posons :
Bv,u,w(ω, s) =
∑
t∈F∗/F∗2
A1
ω,s+1,s+ 5
2
(wv, t, 1)(t,−w)A1
ω,s+ 7
2
,s+5
(t, wu, 1) ,
(f. 8.2.8 et sa démonstration ainsi que la prop.8.4.1). Alors :
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Proposition 8.4.3 1. Lorsque F = C pour f ∈ S(g1), on a :
Z∗(F(f); (ω1, ω2), (s1, s2)) = a2(ω2, s2)a2(ω1ω2, s1+s2+3)Z
(
f ; (ω1, (ω1ω2)
−1); s1,−(s1+s2+8)
)
ave :
a2(ω, s) = ρ
′(ω; s + 1)ρ′(ω; s+
5
2
)ρ′(ω; s+
7
2
)ρ′(ω; s + 5).
2. Lorsque F = R ou bien F est un orps p-adique de aratéristique résiduelle diérente
de 2, pour tout v = (v1, v2) dans (F∗/F∗2)2 et f ∈ S(g1), on a :
Z∗v (F(f); (ω1, ω2), (s1, s2)) =
∑
u∈(F∗/F∗2)2
dv,u(ω, s)Zu(f ; (ω1, (ω1ω2)
−1); s1,−(s1+s2+8) ) ave
u = (u1, u2) : dv,u(ω, s) = Bv1,u1,v2(ω2, s2)Bv2,u2,u1(ω1.ω2, s1 + s2 + 3).
Démonstration: On applique la proposition 5.3.1 dont toutes les hypothèses sont vériées
par les propositions 8.2.11 et 8.4.1, puisque c(f) ≡ P1(x0) (resp. c(f) ≡ F1(x2)) dans le pré-
homogène ((E0(H1)∩ g0)x0 , (E2(H1)∩ g1)x0) (resp.((E0(H1)∩ g0)x0 , (E2(H1)∩ g1)x0)) et que
r1 = 3. On notera que la restrition de F1 (resp. P1) à (E2(H1)∩g1)x0) (resp. (E2(H2)∩g1)x2)
est l'invariant relatif fondamental utilisé dans le paragraphe 8.2 (f. 1) de la proposition 8.2.4)
à un oeient multipliatif près appartenant à F∗2 e qui est sans inidene (f.lemme 3.5.3).
Remarque 8.4.4
1) Dans le as réel, posons :
u1 = −1 et u2 = 1 alors pour u = ±1, Bui,uj ,u(s) = Bi,j(u, s), Bi,j(u, s), étant le i, j−ème
oeient de la matrie :
1
2
C2(0, s)
(
sin 2πs 0
−2(1 + u) sinπs u sin 2πs
)
(prop.8.2.11)
Soient a1 = (−1,−1), a2 = (−1, 1), a3 = (1,−1), a4 = (1, 1) et soitD(s1, s2) =
(
Di,j(s1, s2)
)
1≤i≤j≤4
la matrie :

sin 2πs2 sin 2π(s1 + s2) 0 0 0
0 − sin 2πs2 sin 2π(s1 + s2) 0 0
0 0 − sin 2πs2 sin 2π(s1 + s2) 0
0 4 sin πs2 sin 2π(s1 + s2) 4 sin 2πs2 sinπ(s1 + s2) sin 2πs2 sin 2π(s1 + s2)

alors :
dai,aj (s1, s2) =
1
4
C2(0, s2)C2(0, s1 + s2 + 3)Di,j(s1, s2).
On a :
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da1,a1(s1, s2) + da4,a1(s1, s2) = da1,a4(s1, s2) + da4,a4(s1, s2)
da2,a1(s1, s2) + da3,a1(s1, s2) = da2,a4(s1, s2) + da3,a4(s1, s2) = 0
da2,a2(s1, s2) + da3,a2(s1, s2) = da2,a3(s1, s2) + da3,a3(s1, s2)
mais da1,a2(s1, s2) + da4,a2(s1, s2) 6= da1,a3(s1, s2) + da4,a3(s1, s2) pour s1 6= 0 don on n'a pas
l'analogue de la proposition 8.2.8 pour (s1, s2) ∈ C2.
Lorsque F est un orps p-adique, les expressions analogues semblent ompliquées.
Cependant lorsque s1 = 0, on a enore les équations fontionnelles habituelles. Pour u ∈
F∗/F∗2, et s ∈ C tel que ℜ(s) > 0, on pose :
• Ou = {x ∈ g1 tel que F2(x)F∗2 = u} et pour f ∈ S(g1) : Zu(f ; s) := Z(1Ouf ; s),
• O∗u = {x ∈ g−1 tel que F ∗2 (x)F∗2 = u} et pour g ∈ S(g−1) : Z∗u(g; s) := Z∗(1O∗ug; s),
alors Zu(f ; s) et Z
∗
u(g; s) admettent un prolongement méromorphe sur C et si F
∗/F∗2 =
{u1, ..., uℓ}, on a :
Proposition 8.4.5 Dans le as réel ou bien dans le as p-adique ave aratéristique résiduelle
diérente de 2, pour tout f ∈ S(g1) et s ∈ C on a :
( Z∗u1(F(f); s)
....
Z∗uℓ(F(f); s)
)
= f(s)A′(s).A′(s+
11
2
)
( Zu1(f ;−s− 8)
....
Zuℓ(f ;−s− 8)
)
.
ave
f(s) = |2|F−4s−16ρ(| |2s+7)ρ(| |2s+10),
et
A′(s) =
(
A1
s+1,s+ 5
2
(ui, uj , 1)
)
1≤i,j≤ℓ
s ∈ C
est la matrie des oeients assoiés à une forme quadratique de disriminant 1 sur un espae
de dimension 5.
Démonstration: Les oeients, av,u(s), pour u, v ∈ F∗/F∗2, sont donnés par (prop.8.4.3,2)) :
av,u(s) =
∑
v1∈F∗/F∗2
d(v1,vv1),(u1,u1u)(0, s) ave u1 ∈ F∗/F∗2,
=
∑
v1∈F∗/F∗2
Bv1,u1,vv1(s)Bvv1,uu1,u1(s + 3)
=
∑
t1,t2∈F∗/F∗2
A(t1, t2)
ave A(t1, t2) =
∑
v1∈F∗/F∗2
A1
s+1,s+ 5
2
(v, t1, 1)(t1,−vv1)A1s+ 7
2
,s+5
(t1, vv1u1, 1)A
1
s+4,s+ 11
2
(u1vv1, t2, 1)(t2,−u1)A1s+ 13
2
,s+8
(t2, u, 1)
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= (t1,−v)(t2,−u1)A1s+1,s+ 5
2
(v, t1, 1)A
1
s+ 13
2
,s+8
(t2, u, 1).A
′(t1, t2)
ave A′(t1, t2) =
∑
w1,w2∈F∗/F∗2
A(t1, t2, w1, w2)α(w1)α(w2)ρ(s+
7
2 ; t1w1)ρ(s+
11
2 ; t2w2) et
A(t1, t2, w1, w2) =
∑
v1∈F∗/F∗2
(v1, t1)ρ(s + 5;w1vv1u1)ρ(s+ 4;w2u1v1v)
=
∑
v1∈F∗/F∗2
(v1w1w2u1v, t1)ρ(s + 5;w2v1)ρ(s+ 4;w1v1)
don :
A′(t1, t2) = (u1v, t1)
∑
v1∈F∗/F∗2
(v1, t1) (
∑
w1∈F∗/F∗2
α(w1)(w1, t1)ρ(s +
7
2
; t1w1)ρ(s + 4;w1v1).
(
∑
w2∈F∗/F∗2
α(w2)(w2, t1)ρ(s + 5;w2v1)ρ(s+
11
2
; t2w2)
= (u1v, t1)
∑
v1∈F∗/F∗2
(v1, t1) A
1
s+ 7
2
,s+4
(t1, v1, t1)A
1
s+5,s+ 11
2
(v1, t2, t1)
= (u1v, t1)
∑
v1∈F∗/F∗2
(v1, t1)α(1)
2α(−t1)2A1s+ 7
2
,s+4
(1, t1v1, 1)A
1
s+5,s+ 11
2
(t1v1, t1t2, 1)
A′(t1, t2) =
{
(u1v, t1)A
1
s+ 7
2
,s+4
(1, 1, 1)A1
s+5,s+ 11
2
(1, 1, 1) pour t1 = t2
0 pour t1 6= t2
(lemme 3.6.8,1)), d'où :
av,u(s) =
∑
t∈F∗/F∗2
A(t, t) = f(s)
∑
t∈F∗/F∗2
A1
s+1,s+ 5
2
(v, t, 1)A1
s+ 13
2
,s+8
(t, u, 1)
ave :
f(s) = A1
s+ 7
2
,s+4
(1, 1, 1)A1
s+5,s+ 11
2
(1, 1, 1) = |2|F−4s−16ρ(| |2s+7)ρ(| |2s+10). 
Remarque 8.4.6 1) Les orbites de G dans g±1 sont données dans le théorème 2 de [Mu 4℄.
2) Dans le as p-adique.
Les orbites de G dans g′1 (resp.g
′
−1) sont données par O
′
u (resp. O
′∗u) pour u ∈ F∗/F∗2.
Lorsque la aratéristique résiduelle est diérente de 2, ℓ = 4 et la proposition 8.3.5 donne les
oeients de l'équation fontionnelle assoiée au préhomogène (G, g±1).
On a alors :
f(s) =
(1− q2s+6)(1− q2s+9)
(1− q−2s−7)(1 − q−2s−10) .
3) Dans le as réel, la proposition préédente donne :(
Z∗−1(F(f); s)
Z∗1 (F(f); s)
)
=
1
4
C2(0, s)C2(0, s + 3)E(s)
(
Z−1(f ;−s− 8)
Z1 (f ;−s− 8)
)
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ave
E(s) =
( − sin2 2πs 0
4 sinπs sin 2πs sin2 2πs
)
e qui n'est pas en aord ave les résultats obtenus par Muro ([Muro 1℄).
(Pour mémoire :
1
4C2(0, s)C2(0, s + 3) =
4(2π)−8(s+
9
2
)Γ(s+ 1)Γ(s+
5
2
)Γ(s+
7
2
)Γ(s + 5) Γ(s+ 4)Γ(s+
11
2
)Γ(s +
13
2
)Γ(s + 8))
G a 3 orbites dans g′1 (resp.g
′
−1) :
O1 = G.(
∑
1≤i≤8
Xλi) ∪G.(
∑
1≤i≤6
Xλi −Xλ7 −Xλ8) , O−1 = G.(
∑
1≤i≤7
Xλi −Xλ7).
Si l'on veut déterminer les oeients de l'équation fontionnelle assoiée aux orbites, il faut
proéder de manière analogue au paragraphe 8.2.4 e que ne sera pas fait ii.
8.4.2 Le as réel non déployé
Dans e paragraphe, on onsidère la forme EIX de E8 plus préisément g est de type E8
et g est de de type F4, les préhomogènes orrespondants sont les suivants :
• (g0, g1) est de type (E8, α1),
• (g0, g1) est de type (F4, λ4),
et les diagrammes de Satake et de Dynkin sont :
⊚ • •
•
• ◦ ◦ ◦ ◦ ◦ > ◦ ⊚
(λ1 est la restrition de α8, λ2 est la restrition de α7, λ3 est la restrition de α6, λ4 est la
restrition de α1)
Comme ω et α˜ sont des raines réelles, le sous-groupe parabolique standard est le même
que dans le as déployé, il est donné par P (H1,H2) ave H1 = 2hω et H2 = 2heα qui sont dans
la même orbite de G.
L'algèbre simple E = U(RH2) (resp. F = U(RH1)) est graduée par
1
2
H1 (resp.
1
2
H2) et son
diagramme de Satake est de type EVII, le diagramme de Dynkin du préhomogène (E0, E1)
(resp. (F0, F1)) est de type (C3, λ1), il est obtenu en prenant simplement ∆ ∩ (⊕i=2,3,4Zλi).
Cei donne une situation très simple ar :
Lemme 8.4.7 Soit x ∈ E′1 (resp.x ∈ F ′1) et Ux = U(Fx ⊕ FH2 ⊕ Fx−1) (resp.Ux = U(Fx ⊕
FH1 ⊕ Fx−1)) alors Ux est de rang 2 et de type EIII et le préhomogène ((Ux)0, (Ux)1) est de
type (BC2, λ1).
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Démonstration: Par la proposition 8.4.1, le omplexié de ((Ux)0, (Ux)1) est de type
(E6, α2) et par la proposition de l'appendie 1, Ux est de rang inférieur ou égal à 2 don
Ux est de type EIII par lassiation (tables de [Wa℄) d'où le préhomogène ((Ux)0, (Ux)1) est
de type (BC2, λ1).

On en déduit :
Proposition 8.4.8 1. P a une seule orbite dans g”1.
2. Soient (s1, s2) ∈ (̂C)2, f ∈ S(g1) alors :
Z∗(Ff ; (s1, s2)) = C(s1, s2) sin(2πs2) sin(2π(s1 + s2))Z(f ; (s1,−s1 − s2 − 8) ave
C(s1, s2) = 4(2π)
−(4s1+8s2+36)Γ(s2 + 1)Γ(s2 +
5
2
).Γ(s2 +
7
2
)Γ(s2 + 5)Γ(s1 + s2 + 4)
.Γ(s1 + s2 +
11
2
)Γ(s1 + s2 +
13
2
)Γ(s1 + s2 + 8).
Démonstration: On proède omme dans la démonstration de la proposition 5.3.3 que
l'on applique ave s1 = 0 (as d = 2) ainsi que la proposition 5.3.1 ave H = R∗. 
Remarque : Cette proposition est bien onnue lorsque s1 = 0 ([Muro 1℄).
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Appendie 1
On indique un résultat sur le rang du entralisateur assoié à un sl2-triplet dont l'élément
simple est donné par 2hα, hα étant la o-raine de la raine longue α dans un système de
raines irrédutible et réduit.
Ce résultat permet de simplier les aluls en "petit rang".
On ommene par un premier lemme :
Lemme 1 Soit ∆ un système de raines irrédutible et réduit , on note :
• Σ une base de ∆,
• α˜ la plus grande raine de ∆ pour l'ordre induit par Σ,
• Σ′ = {α ∈ Σ | n(α, α˜) = 0}.
Soit γ une raine de ∆ vériant n(γ, α˜) = 1 alors il existe au moins une raine α de Σ′
(qui est non vide) telle que la quantité n(γ, α) soit non nulle.
Démonstration: Comme α˜− γ est une raine, γ est positive.
1) Dans le as An et dans les notations de la planhe 1 de [Bou 1℄ :
α˜ = ǫ1 − ǫn+1, Σ′ = {αi = ǫi − ǫi+1, i = 2, .., n − 1} et :
γ = ǫ1 − ǫi+1, ave i = 1, ..., n− 1 ou bien γ = ǫi − ǫn+1, ave i = 2, ..., n et dans les 2 as
n(γ, αi) 6= 0 pour 1 = 2, ..., n − 1; n(ǫ1 − ǫ2, α2) 6= 0 et n(ǫn − ǫn+1, αn−1) 6= 0.
2) Dans les as restants, Σ−Σ′ = {α0} et γ−α0 est une ombinaison linéaire (à oeients
positifs ou nuls) d'éléments de Σ′.
Proédons par l'absurde et supposons que γ soit orthogonale aux raines de Σ′ alors (γ, γ) =
(γ, α0) don n(α0, γ) = 2 d'où γ est une raine ourte positive orthogonale à Σ
′
et ∆ n'est
pas simplement laé.
Il est faile de vérier as par as (dans les notations des planhes de [Bou 1℄) que 'est ab-
surde, en eet :
a) ∆ = G2 : alors γ = ǫi − ǫ3 ave i = 1 ou 2 et Σ′ = {α1} = {ǫ1 − ǫ2}.
b) ∆ = F4 : alors γ = ǫi, i = 1, 2, 3, 4, ou bien γ =
1
2
(±ǫ1 ± ǫ2 ± ǫ3 ± ǫ4) et
Σ′ = {ǫ3 − ǫ4, ǫ4, 1
2
(ǫ1 − ǫ2 − ǫ3 − ǫ4)}.
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) ∆ = Bn : alors α˜ = ǫ1 + ǫ2, γ = ǫi, i = 1, 2 et Σ
′ = {α1 = ǫ1 − ǫ2, αi, 3 ≤ i ≤ n}.
d) ∆ = Cn : alors α˜ = 2ǫ1, γ = ǫ1 ± ǫi, i = 2, ..., n et
Σ′ = {αi = ǫi − ǫi+1, 2 ≤ i ≤ n− 1, αn = 2ǫn}. 
Lemme 2 Soit ∆ un système de raines irrédutible et réduit, α et γ 2 raines de ∆ telles
que :
i) n(γ, α) = 1,
ii) α est une raine longue
alors il existe au moins une raine δ telle que n(γ, δ) 6= 0 et n(δ, α) = 0.
Démonstration: Soit Σ une base de ∆ et α˜ la plus grande raine de ∆ pour l'ordre induit
par Σ, alors α et α˜ ont même longueur don sont dans la même orbite du groupe de Weyl W
et il sut d'appliquer le lemme préédent. 
Proposition Soit g une algèbre de Lie simple, a une sous-algèbre abélienne déployée maximale
de g, α une raine longue de ∆, le système de raines de (g, a) que l'on suppose réduit.
(x, 2hα, y) étant un sl2-triplet, on appelle Ux l'algèbre dérivée du entralisateur dans g de
l'algèbre Fx⊕ Fhα ⊕ Fy, alors :
rang de(Ux) ≤ rang de (g)− 2 .
Démonstration: Soit E le entralisateur de hα dans g alors :
E = c⊕ E′ ,
c étant le entre de E et ontenant hα et E
′
étant l'algèbre dérivée de E.
Soit ∆′ = {β ∈ ∆ | n(α, β) = 0} alors a′ =∑β∈∆′ Fhβ est une sous-algèbre abélienne déployée
maximale de E′, omme Ux ⊂ E′ on a rang(Ux) ≤rang(E′) =dim(a′) ≤rang(g)− 1.
Si rang(Ux) ≤rang(g)− 2, la démonstration est terminée.
Dans le as ontraire on a rang(Ux) =rang(g)− 1 =dim(a′).
Alors, soit ax une sous-algèbre abélienne déployée maximale de Ux, ax ⊕ Fhα et a sont 2
sous-algèbres abéliennes déployées maximales de g ontenant hα don il existe un élément g
dans Aut(g)hα tel que g(ax ⊕ Fhα) = a d'où (g(x), 2hα , g(y)) est enore un sl2-triplet (d'où
g(x) ∈ ⊕{γ|n(γ,α)=1}gγ) et l'algèbre g(Ux) = Ug(x), admet g(ax) omme sous-algèbre abélienne
déployée maximale mais g(ax) ⊂ a ∩ E′ = a′ don g(ax) = a′ d'où [g(x), a′] = 0 e qui est
absurde par le lemme préédent 
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Appendie 2
Remarques sur les mesures relativement invariantes sur les orbites singulières
1. Conditions susantes
Dans e paragraphe, on donne des onditions susantes d'existene des mesures relative-
ment invariantes sur le lieu singulier et tempérées.
Les hypothèses de e paragraphe sont les suivantes : F est un orps loal de aratéritique 0
et on suppose que (g0, g1) est un préhomogène tel que :
(1) g1 est un g0-module absolument simple,
(2) 2H0 est 1-simple.
On onsidère un sl2-triplet 1-adapté : (x0, h, y0) non générique, 'est à dire que h 6= 2H0,
et on suppose que les propriétés supplémentaires suivantes sont vériées :
(3) le préhomogène (U(Fh′)0,U(Fh′)1,
h
2
) admet un unique invariant relatif fondamen-
tal ave h′ = 2H0 − h,
(4) h′ est 1-simple et le préhomogène (U(Fh)0,U(Fh)1) admet un unique invariant
relatif fondamental.
Par les hypothèses (1),(2),(3),(4) les préhomogènes (g0, g1), (U(Fh′)0,U(Fh′)1) et (U(Fh)0,U(Fh)1)
admettent des invariants relatifs fondamentaux non onstants que l'on note respetivement :
F,Fh, Fh′ et χ, χh, χh′ seront les aratères assoiés ; on note m,mh,mh′ les degrés respetifs
des polynmes.
Pour (i, j) ∈ Z, on désigne par Ei,j le sous-espae vetoriel :
Ei,j = Ei(h) ∩ Ej(h′) = {x ∈ g | [h, x] = ix et [h′, x] = jx }
et pi,j est sa dimension (notons que : p±i,±j = pi,j).
Soit p0 = sup{i ≥ 0 / gi 6= {0}}.
H est la omposante onnexe du noyau de χ, Hh (resp.Hx0) est le entralisateur de h
(resp.x0) dans H, Nh est le sous groupe exp(ad(⊕i≥1Ei(h)∩ g0)), Ph est le sous-groupe para-
bolique Hh.Nh et il est bien onnu que
Hx0 = (Hh)x0 .Nx0 ⊂ Ph ⊂ H.
∆Ph désigne le module du sous-goupe Ph lorsqu'il est muni d'une mesure de Haar invariante
à gauhe et notée dp.
Lemme 1 ∆−1Ph = |χh|r ave r =
∑p0
i=0 ipi,i
mh
.
pdim(gp)
trae(ad(h′)/gp)
ave 1 ≤ p ≤ p0.
2) Hx0 est unimodulaire.
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Démonstration: 1) Montrons que pour tout ouple (i, j) ∈ Z×Z, (i, j) 6= (0, 0) et g ∈ Gh
on a :
(a) det(g/Ei,j )
2 = χh(g)
ipi,j
mh χh′(g)
jpi,j
m
h′ .
La démonstration est standard (f.lemme 1.4.7) et repose sur les hypothèses (3) et (4).
Supposons i ≥ 1, pour x ∈ E2,0 l'appliation dénie par :
(adx)i E−i,j → Ei,j
est bijetive en x0, à l'invariant relatif det(ad(x)
i/E−i,j ) est assoié le aratère : det(g/Ei,j ).det(g
−1/E−i,j )
don par l'hypothèse (3), elui-i est une puissane de χh(g). Le oeient se alule simple-
ment à l'aide de l'élément hh(t) qui opère sur haque Ei,j par l'homothétie de rapport t
i
e
qui donne :
(b) det(g/Ei,j ).det(g
−1/E−i,j ) = χh(g)
ipi,j
mh .
Si i ≤ −1, par dualité donnée par B on a :
det(g/Ei,j ) = det(g
−1/E−i,−j )
ainsi la relation (b) est vériée pour i 6= 0.
On proède de même ave l'hypothèse (4) d'où
(c) pour j 6= 0 det(g/Ei,j ).det(g−1/Ei,−j ) = χh′(g)
jpi,j
m
h′ ,
ainsi de (b) et () on déduit la relation (a).
Exatement de manière analogue, en raison des hypothèses (1) et (2), on a pour 1 ≤ p ≤ p0 :
(d) pour g ∈ G (det(g/gp)2 = χ(g)P ave P =
2pdim(gp)
m
D'après (a) on a pour g ∈ Gh :
χh(g)
Mhχh′(g)
Mh′ = χ(g)P ave Mh =
trae(ad(h)/gp)
mh
Mh′ =
trae(ad(h′)/gp)
mh′
d'où Mh 6= 0,Mh′ 6= 0 et la relation :
(e) pour i 6= 0 et g ∈ Gh (det(g/Ei,j ))2Mh′ = χh(g)Mi,jχ(g)
jpi,j
m
h′
P
ave Mi,j =
pi,j
mhmh′
(iMh′mh′ − jMhmh).
2) On a ∆Ph(Nh) = 1 et pour g ∈ Hh :
∆Ph
−1(g) = |∏p0i=1 det(g/Ei,−i) |
= | χh(g) |r en utilisant la relation (e) et le fait que χ(H) = 1.
3) Vérions que Hx0 est unimodulaire. Pour ei il sut (omme pour Ph) de aluler pour
g ∈ Hh,x0 la quantité :
p0∏
i=1
| det(g/(Ei,−i)x0 | .
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Comme g ∈ Hh,x0 on a χh(g) = 1 don pour tout i 6= 0 on a
| det(g/Ei,j ) |= 1.
Or pour i ≥ 1 on a [x0, Ei,−i] = E2+i,−i et gx0 = x0 don
1 =| det(g/Ei,−i) |=| det(g/(Ei,−i)x0 ) | . | det(g/E2+i,−i) |=| det(g/(Ei,−i)x0 ) | . 
Ainsi il existe sur l'espae homogène Ph/Hx0 une mesure non nulle, relativement invariante à
gauhe par Ph, de multipliateur ∆
−1
Ph
et unique à une onstante multipliative près ( [Bou 3℄,
hap.7, théorème 3,§2,n◦6), notée dp˙.
Lemme 2 On suppose que :
l′(h) =
p0∑
i=1
ipi,i − (
∑
i≥2
ipi,2−i) + (
∑
i≥2
pi,2−i).
trae(ad(h)/gp0 )
p0dim(gp0)
≥ 0,
alors pour f ∈ S(g1) et g ∈ G
ψf (g) =
∫
Ph/Hx0
f(gg′x0)∆
−1
Ph
(g′)dg˙′
onverge absolument et vérie pour tout p ∈ Ph et g ∈ G
ψf (gp) = ∆Ph(p)ψf (g).
Démonstration: Il sut de montrer la onvergene absolue, la relation d'invariane étant
évidente.
On onsidère l'ation du groupe Ph sur l'espae vetoriel :
E = E2(h) ∩ g1 ⊕ E′ ave E′ = ⊕i≥3Ei(h) ∩ g1
Un alul faile montre que :
Ph.x0 = Hh.x0 ⊕ E′
Ainsi pour la topologie induite par F sur E, Ph.x0 est une orbite ouverte de E, de même Ph
est un sous-groupe fermé du groupe des automorphismes d'espae vetoriel de g, muni de la
topologie naturelle induite par F. Pour ette topologie Ph opère ontinuement, est un groupe
loalement ompat, dénombrable à l'inni don Ph/Hx0 est homéomorphe à l'orbite Ph.x0
([Bou 4℄, hapitre IX, prop.6,§5, n◦3).
On onsidère sur E la mesure Ph-invariante donnée par∫
E
f(x) | Fh(projection(x)/E2(h)∩g1 |−δ dx
dx étant la mesure sur E invariante par translation, projetion(x)/E2(h)∩g1" représentant la
omposante de x suivant E2(h) ∩ g1. En eet le hangement de variable fait apparaitre la
quantité ∏
i≥2
| det(g)/Ei,2−i |−1=| χh(g) |−δ
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ave pour 1 ≤ p ≤ p0 :
δ =
pdim(gp)
mh(trace(ad(h′)/gp)
.[trace(ad(h)/E)− dim(E)
pdim(gp)
trace(ad(h)/gp )]
(relation (e) de la démonstration du lemme 1).
En raison de l'homéomorphisme et de l'uniité (à une onstante multipliative près) de la
mesure Ph invariante sur Ph/Phx0 on a :
ψf (g) =
∫
Ph.x0
f(x) | Fh(projection(x)/E2(h)∩g1) |r−δ dx
d'où ette dernière intégrale onverge pour f ∈ S(g1) lorsque r − δ ≥ 0 d'où la ondition
puisque trae(ad(h′)/gp0 > 0. 
On proède omme dans [Ra-S℄. H est un groupe semi-simple, onnexe pour la topologie
de Zariski don H est unimodulaire. Sur l'espae CK(H) des fontions à support ompat, on
onsidère la mesure de Haar µ; par la proposition 3 de [Bou 3℄ (hap.VII,§2, n◦1) il existe une
forme linéaire positive, non nulle, H-invariante à gauhe, relativement bornée, notée ν, dénie
sur l'ensemble C des fontions ontinues dénies sur H à valeur dans C telles que
∀g ∈ H , ∀p ∈ Ph f(gp) = ∆Ph(p)f(g)
(rappelons que H/Ph est ompat pour la topologie induite par F)
Lemme 3 On suppose que l′(h) ≥ 0 et pour f ∈ S(g1) on pose :
νx0(f) = ν(ψf ) alors
1) νx0 est une mesure positive, tempérée sur g1, invariante par H et de support H.x0 que l'on
peut érire sous la forme
νx0(f) =
∫ ∫
Vh×Ph.x0
f(v.w) | Fh(projection(w)/E2(h)∩g1) |l(h) dvdw
ave Vh = exp(⊕i≥1E−i(h) ∩ g0, Vh est muni d'une mesure de Haar dv et :
l(h) =
p0dim(gp0)
mhtrae(adh′/gp0 )
. l′(h).
2) Lorsque H.x0 = G
′.x0, G
′
étant un sous-groupe ouvert de G ontenant Kerχ, νx0 est
relativement invariante par G′ de aratère | χ |−α ave
α =
p0dim(gp0)
m(trace(ad(h′)/gp0 )
.[
∑
i≥1
ipi,i −
∑
i≥1
ip2+i,−i] (1 ≤ p ≤ p0) .
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Démonstration: 1) Comme :
[g0, g0] = (⊕i≥1E−i(h) ∩ g0)⊕ ([g0, g0] ∩ E0(h)) ⊕ (⊕i≥1Ei(h) ∩ g0)
et que ⊕i≥1E−i(h) ∩ g0 est l'algèbre de Lie du groupe algébrique onnexe Vh et [g0, g0] ∩
E0(h)⊕i≥1Ei(h)∩ g0 elle du groupe algébrique onnexe Ph, par la proposition 4 du hapitre
VI, §2 p.373 de [Ch℄ on a H = Vh.Ph à un ensemble de mesure nulle près et on peut don
érire pour toute fontion f : H 7→ C ontinue à support ompat :∫
H
f(h)dh =
∫ ∫
V×Ph
f(v.p)∆−1Ph (p)dvdp = ν(
∫
Ph
f(g.p)∆−1Ph (p)dp)
([Bou 4℄, §2, n◦9,prop.3, n◦2, prop.3) d'où la forme donnée pour νx0 .
2) Soit g0 appartenant à G
′, on pose ν ′(f) = νx0(f(g0.)) alors ν
′
est enore une mesure
positive H invariante de même support que νx0 , elle lui est don proportionnelle. En raison
des hypothèses (1) et (2), on peut supposer que g1 et g−1 engendrent g, ainsi le entre de g0
est de dimension un. Il sut don de aluler le aratère sur les homothéties c(t), t ∈ F∗. 
Lorsque h est 1-simple très spéial, (3) et (4) sont alors vériés, ependant l′(h) < 0 en général
sauf dans des as orthogonaux très partiuliers ou bien :
Lemme 4 Soit h un élément 1-simple très spéial alors l′(h) ≥ 0 lorsque :
• g2 = {0},
• Lorsque l'invariant relatif fondamental est de degré 4 et g est de type exeptionnel.
Démonstration: Comme la ondition porte sur des dimensions, il sut de faire la véri-
ation lorsque g est déployée.
1) Lorsque g2 = {0}, on reprend les notations du §6.1.1. On peut supposer que h =∑
1≤i≤p hλi ave 1 ≤ p ≤ n− 1 d'où :
d1 = 1 , p2,2 = 0 , p1,1 = p(n− p)d , p2,0 = p+ p(p− 1)d
2
, dim(g1) = n+ n(n− 1)d
2
don l′(h) =
2p(n − p)
n
((n− p+ 1)d
2
− 1) ≥ 2p(n− p)
n
(d− 1) ≥ 0.
2) Lorsque l'invariant relatif fondamental est de degré 4 et g est de type exeptionnel (don
distint de G2 par le hoix de h), par lassiation on a soit g2 de dimension 1 et e as sera
fait dans la proposition suivante, soit (g0, g1) est de type (E7, α6) (f.tableau 3) mais alors :
p1,1 = 0 , p2,0 =
dim(g1)
2
= 2p2,2 = 16 , p4,0 = p0,4 = 1 (f.§8.1.1)) d'où l′(h) = 0. 
Proposition 1 Soit (g0, g1) un préhomogène tel que :
1) g1 est un g0−module absolument simple,
2) 2H0 est 1-simple et
soit
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5) g2 = {0},
soit
6) g est de type exeptionnel distint de G2 et g2 est de dimension 1,
alors pour tout sl2-triplet 1-adapté, (x0, h, y0) ave h 6= 2H0, il existe une mesure positive,
tempérée, invariante par H et de support H.x0 (resp. H.y0).
Pour tout f ∈ S(g1) (resp. f ∈ S(g−1)), on peut l'érire :
νx0(f) =
∫
Vh
[
∫
Hh.x0
f(v.z) | Fh(z) |l(h) dz]dv
( resp. ν∗y0(f) =
∫
Nh
[
∫
Hh.y
f(n.z) | F ∗h (z) |l(h) dz]dn )
ave Vh = exp(⊕i≥1E−i(h) ∩ g0) (resp. Nh = exp(⊕i≥1Ei(h) ∩ g0)) muni d'une mesure de
Haar dv (resp. dn)
Hh étant le entralisateur de h dans H et Fh (resp. F
∗
h ) étant le polynome déni par Fh(projetion
de x sur E2(h) ∩ g1) (resp. F ∗h (projetion de y sur E−2(h) ∩ g−1) et :
l(h) = (1− B˜(2H0 − h,H0))d2 − 1 dans le as ommutatif,
l(h) = (1− B˜(2H0 − h,H0))d2 +

1 lorsque B˜(h,H0) = −1,
−1 lorsque B˜(h,H0) = −2,
0 lorsque B˜(h,H0) = −3
lorsque dim(g2) = 1.
Démonstration: Il sut de faire le alul dans le as où g est déployée.
1) Dans le as ommutatif (i.e. 1)2)5)), tout h 1-simple distint de 2H0 est 1-simple très spé-
ial (remarque 1.1.3) et on applique le lemme préédent en notant que pour h =
∑
1≤i≤p hλi
on a l(h) = (n− p+ 1)d2 − 1 et B˜(h,H0) = −p.
2) Dans les as vériant 1)2)6), e qui orrespond à la desription donnée au §8.2.1 que
l'on reprend ii, on peut supposer que h =
∑
1≤i≤p hλi ave 1 ≤ p ≤ 3.
On rappelle que 2H0 =
∑
1≤i≤4 hλi et que pour tout i, j distints et ompris entre 1 et 4,
il existe un élément du groupe de Weyl de ∆0 qui permute les raines λi et λj don les
propriétés 3) et 4) sont automatiquement vériées puisque les préhomogènes sont absolument
irrédutibles et on a p = −B˜(h,H0).
Il reste à vérier que la quantité l(h) est positive e qui se fait à l'aide des déompositions
données en 8.2.1 
Remarques : 1) Lorsque le préhomogène est de type (G2, α2) déployé, on a l(h) < 0 pour
tout h 1-simple distint de 2H0 don la mesure relativement invariante dont le support est
inlus dans g1 − g′1 ne prend pas ette forme simple (f. la distribution Σ1 de [Sh 1℄).
2) Lorsque les hypothèses de la proposition 1 sont satisfaites, on peut vérier que l'appli-
ation :
g1 7→ Q
x →
{
B(h,H0), (x, h, y) étant un sl2-triplet 1-adapté,
0 lorsque x = 0,
205
est semi-ontinue inférieurement.
De plus on peut montrer que pour tout x0 ∈ g1 on a :
G.x0 = {0} ∪G.x0 ∪u∈IG.u , H.x0 = {0} ∪H.x0 ∪u∈I′ H.u ,
ave I = {u ∈ g1 | pour lesquels il existe 2 sl2-triplets 1-adaptés qui ommutent (u, h, v) et
(u′, h′, v′) tels que u + u′ ∈ G.x0} et pour I′ on a la même dénition mais ave u + u′ et x0
dans la même orbite de H.
Dans le as p-adique, on peut vérier lassiquement (f.théorème 2.3 de [Ru 1℄) que les me-
sures νx, x dérivant un ensemble de représentants des orbites de H dans g1− g′1 est une base
des distributions H- invariantes de support inlus dans g1 − g′1 lorsqu'on pose ν0(f) = f(0).
3) Soit G′ =

{g ∈ G | χ(g) ∈ f(E)∗} dans le as ommutatif de type I
( f. remarque §6.1.6) pour la dénition),
G dans tous las autres as,
alors H.x0 = G
′.x0 (th.4.3.2 et remarque 2) du th.4.2.3 de [Mu 3℄ et §6.1.2 pour le type III
ommutatif) don les mesures νx0 et ν
∗
x0 sont relativement invariantes par G
′
de aratère
assoié respetivement |χ|α et |χ|−α ave α = −B˜(h,H0)d2 dans le as ommutatif et
α = −B˜(h,H0)d2 +
{
1 lorsque B˜(h,H0) = −3,
1
2 sinon
.
2 Une appliation aux mesures singulières dans le as ommutatif ave d pair
On reprend toutes les notations du §6 et on donne la dénition suivante de rang :
Dénition Soit (x, h, y) un sl2-triplet 1-adapté, on appelle rang de x ", rang de h "et rang
de y " la quantité r(h) = − B˜(h,H0)
d1
.
On pose r(0) = 0.
Soit (x0, h, y0) un sl2-triplet 1-adapté assoié à une orbite de rang p ave 1 ≤ p ≤ n− 1, alors
on a (à l'ation de G près) :
2H0 =
∑
1≤i≤n
hλi , 2H0 − h =
n−p∑
i=1
hi , h =
n∑
i=n−p+1
hi ,
la proposition 1 permet d'érire les mesures sur les orbites singulières de la manière suivante :
∀f ∈ S(g1) νx0(f) = Z(p)O (T hf ( .+ 0),
d
2
− 1)
∀f ∈ S(g−1) ν∗y0(f) = Z
∗(n−p)
O∗ (T
∗(2H0−h)
f (0 + .),
d
2
− 1)
où T hf désigne la transformation introduite dans le §4.3 sur S(g1) pour le ouple d'éléments
1-simples : (h, 2H0 − h), et T ∗(2H0−h) est la transformation introduite dans le §4.3 sur S(g−1)
pour le ouple d'éléments 1-simples : (2H0 − h, h)
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Z(p) (resp. Z∗(n−p) ) étant les fontions Zéta du préhomogène (Hh, E2(h)∩g1) (resp.(Hh, E−2(h)∩
g−1) ), O = Hh.x0 et O
∗ = Hh.y0, les normalisations des mesures étant hoisies en onordane
ave le §4.
Le théorème 4.3.5 et les théorèmes 6.2.1 et 6.2.2 permettent d'établir une généralisation du
lemme 4.2 de [Sa-Sh℄ lorsque
d
2 ≥ 0.
Proposition 2 On suppose d pair.
Soit f une fontion de Shwartz de support inlus dans g′1 = {x ∈ g1 F (x) 6= 0} alors :
ν∗y0(fˆ) = K.Cpω˜δn−p+1(F
∗
h (y0))
∫
g1
f(x)ω˜δp(F (x))|F (x)|−
d
2
pd1dx ave
Cp = γ(f)
np+
p(p−1)
2
p−1∏
j=0
b(ω˜δj+1 | |
d
2
(1+jd1))
b(π) étant déni par
a) Lorsque le rang sépare les orbites de G dans g1 (alors δ = 1) ou bien lorsque F est
un orps P-adique ou bien lorsque n = 2 :
b(ω| |s) = a(1)(ω| |s) (def.th.6.2.1)
b) Lorsque F = R et f est anisotrope (δ = (−1)d/2, γ(f) = (√−1)d/2) :
b(ω˜±1| |s) = ρ(| |s;−1) = (
√−1
2π
)s. Γ(s)
K étant la onstante dénie par
i) Lorsque le rang sépare les orbites de G dans g1 : K=1
ii) Lorsque F = R et f est anisotrope :
K = 2
1+(−1)n
2 Crp
r désignant le nombre de omposantes positives d'un représentant de Hh.y0∩⊕n−p+1≤j≤ng−λj .
iii) Lorsque F est un orps p-adique et f est anisotrope (as d = d = 2) on a
K =
{
1 lorsque n est pair et p impair
1
2 sinon.
Démonstration: 1) Soit f une fontion de Shwartz de support inlus dans g′1 = {x ∈
g1 F (x) 6= 0}, montrons que :
ν∗y0(fˆ) =
∑
{O orbites de G′ dans g′1}
aO
∫
O
f(x) | F (x) |− d2pk dx ave
G′ = {g ∈ G | χ(g) ∈ f(E)∗} et
aO = aHh.y0,O′(ω˜δn−p ;
d
2
− 1)γ(f)p(n−p)(δp, F (x)).(δn, Fh(x)),
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x étant un élément de O ∩ ⊕1≤i≤ngλi , O′ étant une orbite de Hh dans E2(h) ∩ g1 ontenant
la projetion de x sur E2(h) ∩ g1.
Soit fg la fontion dénie par fg(x) = f(gx), omme :
ν∗y0(fˆg) = ν
∗
y0(fˆg) | χ(g) |−N= ν∗y0(fˆ) | χ(g) |−N+
d
2
pd1
ave N =
dim(g1)
degré(F )
=
d
2
(nd1 − 1) + 1,
si f est une fontion à support dans l'orbite ouverte O de G′ dans g1, on a pour une onstante
onvenable :
ν∗y0(fˆ) = aO
∫
O
f(x) | F (x) |− d2pd1 dx
Il sut de aluler la onstante aO. Or par dénition de ν
∗
y0 et par le 2) du théorème 4.3.5 on
a pour z ∈ E−2(h) ∩ g−1 :
ν∗y0(fˆ) =
∫
Hh.y0
| F ∗h (z) |
d
2
−1 [
∫
E0(h)∩g1
γ(x, z)F2(T
(2H0−h)
f (x+ ))(z)dx] dz
et :
γ(x, z) = γ(f)p(n−p)(δp, F2H0−h(x))(δ
n−p, F ∗h (z))
(lemme 6.1.10 ar d est pair).
Pour simplier les aluls, prenons f à support dans un ouvert Ou, u = (u1, ..., un) ∈
(F∗/F∗2)n, tel que Ou ⊂ O; omme on a supposé d ≥ 2, on peut appliquer le théorème
de Fubini ainsi :
ν∗y0(fˆ) =
∫
E0(h)∩g1
[
∫
Hh.y0
γ(x, z) | F ∗h (z) |
d
2
−1 F2(T
(2H0−h)
f (x+ ))(z)dz] dx
= γ(f)p(n−p).
∫
E0(h)∩g1
ω˜δp(F2H0−h(x)).
(∫
Hh.y0
| F ∗h (z) |
d
2
−1 ω˜δn−p(F
∗
h (z))F2(T
(2H0−h)
f ((x+ ))(z)dz
)
dx.
On applique ensuite l'équation fontionnelle au préhomogène (Hh, E−2(h)∩ g−1) ave les sl2-
triplets hp+1, ..., hn e qui donne :
ν∗y0(fˆ) = γ(f)
p(n−p)
∑
O′
aHh.y0,O′(ω˜δn−p ;
d
2
− 1).
∫
E0(h)∩g1
∫
O′
T
(2H0−h)
f (x, y)ω˜δp(F2H0−h(x))ω˜δn−p(Fh(y)) | Fh(y) |−
d
2
pd1 dxdy.
En raison du support hoisi pour f, ette somme se simplie et donne :
ν∗y0(fˆ) = aO
∫
Ou
f(x) | F (x) |− d2pd1 dx ave
aO = γ(f)
p(n−p). ω˜δp(
∏
1≤i≤n
ui). ω˜δn(un−p+1...un).aHh.y0,O′(ω˜δn−p ;
d
2
− 1),
O′ étant l'orbite de Hh dans E2(h) ∩ g1 ontenant Ou”, ave u” = (un−p+1, ..., un), d'où le
résultat.
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2) Il ne reste plus qu'à évaluer le oeient aHh.y0,O′(ω˜δn−p ;
d
2 − 1) e qui onduit à des
résultats simples en raison de la valeur très partiulière de
d
2 − 1.
a) Dans le as transitif pour G, alors le rang sépare les orbites de G dans g1, e qui orres-
pond aux types II ave e = 0, III réel, III An en p-adique et I (d = 4 en p-adique), G = G
′
et Hh a également une seule orbite ouverte dans E2(h) ∩ g1, (resp. dans E−2(h) ∩ g−1 ) on
applique alors le théorème 6.2.1. Notons que dans e as γ = ±1 et δ = 1 (1) du lemme 6.1.10).
b) Il reste le as de type I et II ave e > 0 (alors d1 = 1 et n = 2).
Notons que pour :
i) n pair, on a G = G′ et les orbites de Hh dans E2(h) ∩ g1 (resp.dans E−2(h) ∩ g−1)
sont elles du préhomogène (U(F(2H0− h)0,U(F(2H0− h)1), e qui termine le as II ar alors
Hh a une seule orbite ouverte dans E2(h) ∩ g1, (resp. dans E−2(h) ∩ g−1 ) don :
aHh.y0,O′(ω˜δn−p ;
d
2
− 1) = ρ′(ω˜δ| |
d
2 ) d'où aO = γ(f). ω˜δ(u1u2).ρ
′(ω˜δ| |
d
2 ).
ii) n impair, on a G′ 6= G,∑1≤i≤n aixi et∑1≤i≤n bixi sont dans la même orbite de G′ si
et seulement si les formes quadratiques fa = ⊕1≤i≤naif et f b = ⊕1≤i≤nbif sont équivalentes
ainsi que l'analogue pour le préhomogène (U(F(2H0 − h)0,U(F(2H0 − h)1).
Il reste deux situations possibles :
α) Le as p-adique restant qui orrespond à d = d = 2 et δ 6= 1 (f est anisotrope).
Lorsque n est pair et p est impair, il y a également une seule orbite ouverte de Hh dans
U(Fh′)±1 et aHh.y0,O′(ω˜δn−p ; 0) = γ(f)
p(n−p)+
p(p−1)
2
∏
1≤j≤p ρ
′(ω˜δj | |j) (2) du th.6.2.2).
Dans les as restants :
aǫ′,ǫ(ω˜δn−p) = (ǫ
′.ǫ)n−paǫ′,ǫ(Id)
= 12γ(f)
p(p−1)
2 (ǫ′.ǫ)n−p . ǫp−1
(∏
1≤j≤p ρ
′(ω˜δj−1 | |j) + ǫ′.ǫ
∏
1≤j≤p ρ
′(ω˜δj | |j)
)
= 12γ(f)
p(p−1)
2 (ǫ′)n−p+1.ǫn
∏
1≤j≤p ρ
′(ω˜δj | |j),
puisque ρ′(| |) = 0 (f. §6.2.2, remarque), d'où en remplaçant ǫ = ω˜δ(un−p+1...un) et ǫ′ =
(δ, F ∗h (y0)) on a :
aO =
1
2
γ(f)p(n−p)+
p(p−1)
2 ω˜δp(F (x))ω˜δn−p+1(F
∗
h (y0))
∏
1≤j≤p
ρ′(ω˜δj | |j) pour x ∈ Ou.
β) Le as réel alors f est dénie positive, δ = (−1)d/2 et γ(f) = (√−1)d/2.
Par le 1) du théorème 6.2.2, on doit évaluer la quantité aO = γ(f)
p(n−p)+ p(p−1)
2 ω˜δp(
∏
1≤i≤n ui).b
ave :
b =
∑
{w∈{−1,1}p | O∗w⊂Hh.y0}
(δ,
∏
1≤j≤p
un−p+jn−p+j . w
j−1
n−p+j)
∏
1≤j≤p
ρ′(ω˜δn−p | |j
d
2 ;−un−p+jwn−p+j).
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Or pour s ∈ C, ρ′(ω˜±1| |s;x) = ω˜±1(−x)ρ(| |s;x) (f.formule donnée en 3) de la remarque
3.6.6) don :
b = (δn−p+1, F ∗h (y0))
∑
{w∈{−1,1}p | O∗w⊂Hh.y0}
∏
1≤j≤p
((−1)j d2 , un−p+j. wn−p+j) ρ(| |j
d
2 ;−un−p+jwn−p+j),
De plus pour n ∈ N∗, il est immédiat que ρ(| |n;x) = ((−1)n,−x)ρ(| |n;−1) (vériation sur
la formule expliite) d'où (on rappelle que d est pair) :
b = (δn−p+1, F ∗h (y0))
∏
1≤j≤p
ρ(| |j d2 ;−1)|{w ∈ {−1, 1}p | O∗w ⊂ Hh.y0}|.
Soit (p − r, r), 0 ≤ r ≤ p, la signature de la forme quadratique assoiée à un représentant de
l'orbite de y0 alors :
• si n est impair, l'orbite de Hh.y0 est aratérisée par la signature don
{w ∈ {−1, 1}p | O∗w ⊂ Hh.y0} = {w ∈ {−1, 1}p ayant r oordonnées −1 et p− r oordonnées
1} don |{w ∈ {−1, 1}p | O∗w ⊂ Hh.y0}| = Crp .
• si n est pair, Hh ontient l'homothétie de rapport −1 don l'orbite de Hh.y0 est araté-
risée par la signature (p − r, r) ou bien (r, p − r) don |{w ∈ {−1, 1}p | O∗w ⊂ Hh.y0}| = 2Crp .

Remarques :
Lorsque le rang sépare les orbites de G dans g±1, on onvient de poser pour 1 ≤ p ≤ n − 1 :
νp := νx pour x ∈ g1 de rang p et ν∗p := ν∗y pour y ∈ g−1 de rang p.
1) Lorsque d = d et f(E)∗ = F∗ on a Cp =
∏p
j=1 ρ(| |
jd
2 ) e qui donne :
Cp =

0 lorsque d = 2,
p∏
j=1
(
1− q d2 j−1
1− q− d2 j
) dans le as p− adique ave d = 4 ou 8,
2p(−1) d8p(p+1)(2π)− d4p(p+1).∏pj=1 Γ(j.d2 ) dans le as réel ave d = 4 ou 8.
Lorsque d = 2, H.Rubenthaler a montré que ν̂∗p est proportionnelle à νn−p ([Ru 1℄).
2) Lorsque d = d et f(E)∗ 6= F∗ on a :
i) dans le as P−adique :
KCp = K.(δ, (−1)p(p+1)/2).γ(f)np+
p(p−1)
2 .
[ p
2
]∏
j=1
1− q2j−1
1− q−2j
[ p+1
2
]∏
j=1
ρ(ω˜δ| |2j−1) .
ii) dans le as réel lorsque f est dénie positive :
KCp = 2
1+(−1)n .(2π)−
d
4
p(p+1).(
√−1) d2np.(
p∏
j=1
Γ(j.
d
2
) ).Crp
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lorsque d = 2, au oeient 21+(−1)
n
.2np−
p(p+1)
2
près, on retrouve le résultat du lemme 4.2 de
[Sa-Sh℄.
3) Lorsque F est un orps p-adique, on peut montrer que ν̂∗p est proportionnelle à Z( ; | |−
d
2
p)
pour p = 1, ..., n − 1 lorsque d = 4 ou d = 8.
4) Lorsque d = 2 et d1 ≥ 2, on a enore Cp = 0 dans le as réel (il apparait le
oeient sin(πd) = 0) et dans le as p-adique puisqu'il apparait le fateur a(1)(| |) =
(−1)d1−1∏1≤j≤d1 ρ(| |j) = 0.
La proportionalité entre ν̂∗p et νn−p est enore vraie dans le as réel (orollaire à la proposition
IV-15 de [Ra℄).
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Tableau 1
Liste des préhomogènes de type parabolique absolument irrédutibles, réguliers et ommuta-
tifs à laquelle il onvient d'ajouter les as BI(n,1) et DI(n,1) du tableau 2.
Le numéro indiqué entre parenthèse est elui qui lui orrespond dans la lassiation de Sato-
Kimura ([Sa-Ki℄,§7, table I p.144).
(∆, λ0) Diagramme de Satake de g⊗F F d d1 n e Type
(Cn, αn)
❡ ❡♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ❡
❅ ❡❥
 ❡
✻
❄♣♣♣♣♣♣♣♣♣❡
✻
❄❡
✻
❄ 2 1 n 2 I
(Cn, αn) • ◦ • . . . . . . ◦ • ◦
⊚
• 4 1 n 4 I
(Cn, αn) ◦ ◦ . . . . . . . . . . . . . . . ◦ ◦<⊚ 1 1 n 1 I
(2)
(C3, α3) ◦ • •
•
• ◦ ⊚ 8 1 3 8 I
as réel uniquement
(A2n−1, αn) ◦ ◦ . . . . ◦ ⊚ ◦. . . . ◦ ◦ 2 1 n 0 II
⊂ (1)
(D2n, α2n) ◦ ◦ ◦ . . . . . . . . ◦ ◦ ◦
⊚
◦ 4 1 n 0 II
(3)
(E7, α7) ◦ ◦ ◦
◦
◦ ◦ ⊚ 8 1 3 0 II
(27)
(A2n−1, αn) •... ◦ •...........• ⊚ •........◦ ... • 2 m n 0 III
(∆, α0) = (A2nm−1, αnm) et m = 2 dans le as réel
(Cn, αn) • ◦ . . . . . . . . . . . . . . . ◦ •<⊚ 1 2 n 4 III
d = d.d21 et dn = nd1
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Tableau 2
Liste des préhomogènes de type parabolique absolument irrédutibles, réguliers de type las-
sique de la setion 7.
Le numéro indiqué entre parenthèse est elui qui lui orrespond dans la lassiation de Sato-
Kimura ([Sa-Ki℄,§7, table I p.144).
Type (∆, α0) (∆, λ0) Diagramme de Satake de g⊗F F Conditions
BI(n,k) (Bn, αk) (Bm, λk) ◦ ◦ ◦ . . ◦ • . . • •> • k ≤ m ≤ n
(15) α1..... .....αm..... .....αn 1 ≤ 3k ≤ 2n− 1
DI(n,k) (Dn, αk) (Dn, αk) ❞ ❞♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ❞
❅ ❞
 
❞
1 ≤ 3k ≤ 2n− 2
(15)
(Bm, λk) ◦ ◦ ◦ . . . ◦ • . . . • •
•
• k ≤ m ≤ n
α1..... .....αm..... .....αn
❞ ❞♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ❞
❅ ❞
 
❞
❄
✻(Bn−1, λk) k ≤ n− 2
CI (Cn, α2p) (Cn, α2p) ◦ ◦ ◦ . . . . . . ⊚ . . . . . . ◦ ◦< ◦ 1 ≤ 3p ≤ n− 1
(13)
CII (Cn, α2p) (Cn
2
, αp) • ◦ • . . . . . . ⊚ . . . . . . ◦ •< ◦ 1 ≤ 3p ≤ n− 1
(BCm, λp) • ◦ • . . . . . . ⊚ . . . . . . • •< • p ≤ m
as réel
DIII (Dn, α2p) (Cm, λp) • ◦ • . . . . . . ◦ • ◦
◦
• n pair
(BCm, λp) • ◦ • . . . . . . • ◦ •
◦
◦
 ✒✠
n impair
m = [
n
2
] R : n− 3p ≥ 4
p-adique : n− 3p ≥ 2 et n− p impair
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Tableau 3
Liste des préhomogènes de type parabolique absolument irrédutibles, réguliers de type ex-
eptionnels, i.e.g est de type exeptionnel, de la setion 8 et les 2 exemples réels du §5.3.2.
Le numéro indiqué entre parenthèse est elui qui lui orrespond dans la lassiation de Sato-
Kimura ([Sa-Ki℄,§7, table I p.144).
ΣP = {µ ∈ Σ0 | µ/t 6= 0}, le degré" désigne le degré de l'invariant relatif fondamental.
(∆, α0) (∆, λ0) Diagramme de Satake Conditions type de g dim(g2) degré ΣP
⊚↔ α0 ,  ↔ ΣP
(E7, α6) (E7, α6)  ◦ ◦
◦
◦ ⊚ ◦ 10 4 α1
(20)
(E7, α6) (F4, λ4)  ◦ ◦
•
• ⊚ • EVI 10 4 λ1
(E7, α6) (C3, λ2)  • •
•
• ⊚ ◦ F = R EVII 10 4 λ1
(E7, α2) (E7, α2)  ◦ ◦
⊚
◦ ◦ ◦ 7 7 α1
(6)
(E8, α1) (E8, α1) ⊚ ◦ ◦
◦
◦ ◦ ◦  14 8 α8
(24)
(E8, α1) (F4, λ4) ⊚ • •
•
• ◦ ◦  F = R EIX 14 8 λ1
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(∆, α0) (∆, λ0) Diagramme de Satake Conditions type de g dim(g2) degré ΣP
⊚↔ α0 ,  ↔ ΣP
(F4, α1) (F4, α1) ⊚ ◦ > ◦  1 (d=1) 4 α4
(14)
(E6, α2) (E6, α2)  ◦ ◦
⊚
◦  1 (d=2) 4 α1, α6
(5)
 ✠ ❅❘ ✠ ❅❘
(E6, α2) (F4, λ1)  ◦ ◦
⊚
◦  EII 1 (d=2) 4 λ4
 ✠ ❅❘
(E6, α2) (BC2, λ1)  • •
⊚
•  F = R EIII 1 4 λ2
(§5.3)
(E7, α1) (E7, α1) ⊚ ◦ ◦
◦
◦  ◦ 1 (d=4) 4 α6
(23)
(E7, α1) (F4, λ1) ⊚ ◦ ◦
•
•  • EVI 1(d=4) 4 λ4
(E7, α1) (C3, λ1) ⊚ • •
•
•  ◦ F = R EVII 1 4 λ2
(§5.3)
(E8, α8) (E8, α8)  ◦ ◦
◦
◦ ◦ ◦ ⊚ 1 (d=8) 4 α1
(29)
(E8, α8) (F4, λ1)  • •
•
• ◦ ◦ ⊚ F = R EIX 1 (d=8) 4 λ4
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