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UNIQUENESS AND BLOW–UP FOR THE NOISY VISCOUS DYADIC
MODEL
MARCO ROMITO
ABSTRACT. We consider the dyadic model with viscosity and additive Gauss-
ian noise as a simplified version of the stochastic Navier–Stokes equations, with
the purpose of studying uniqueness and emergence of singularities. We prove
path–wise uniqueness and absence of blow–up in the intermediate intensity
of the non–linearity, morally corresponding to the 3D case, and blow–up for
stronger intensity. Moreover, blow–up happens with probability one for regu-
lar initial data.
1. INTRODUCTION
Motivations. Uniqueness is a problem with many facet for PDEs and different
problems may require different approaches. When turning to stochastic PDEs,
the problem acquires new levels of complexity, as uniqueness for stochastic pro-
cesses can be understood in different ways (path–wise, in law, etc.). There are
several recent result on this topic (see for instance [25] for a review).
A prototypical example of PDE without uniqueness are the Navier–Stokes
equations, where the issue of uniqueness is mixed with the issue of regularity
and emergence of singularities (see [22]). The analysis of the stochastic ver-
sion of the equations has also received a lot of attention, and in recent years, by
means of a clever way to solve the Kolmogorov equation, Da Prato and Debuss-
che [13] (see also [19]) have shown existence of Markov families of solutions to
the problem, proving that such Markov families admit, under suitable assump-
tions on the noise, a unique invariant measure, with exponential convergence
rate [38]. In [26, 28] similar results have been obtained with a completely differ-
ent method, based on the Krylov selection method [35]. Related results can be
found in [27, 14, 24, 40, 43, 41, 44, 42, 1].
The two methods apply equally well in more general situations (as done for
instance in [8]). The purpose of this paper is to analyse, with a view on unique-
ness and emergence of blow–up, a much simpler infinite dimensional stochastic
equation which anyway retains most of the characteristics of the original prob-
lem and which makes the methods of [13] and [28] applicable. To understand
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which system could provide a good candidate, the essential point is to identify
the non–linearity. If we look at the Navier–Stokes non–linearity on the torus
with periodic boundary conditions, we have in Fourier variables,
(u · ∇)u = i
∑
k∈Z3,k6=0
( ∑
l+m=k, l,m6=0
(ul ·m)um
)
eik·x,
that is, the kth mode interacts with almost every other mode. The most rea-
sonable simplification is to reduce the complexity of the interaction to a finite
number of modes, while keeping the orthogonality property (which gives the
conservation of energy), and the simplest is the nearest neighbour interaction.
This is the dyadic model.
The dyadic model. The dyadic model has been introduced in [29, 33] as a
model of the interaction of the energy of an inviscid fluid among different pack-
ets of wave–modes (shells). It has been lately studied in [34, 46, 12, 6, 4] and in
the inviscid and stochastically forced case in [5, 9, 3]).
The viscous version has been studied in [30, 10, 11], and in particular [10]
proves blow–up of positive solutions for the problemwith non–linearity of strong
intensity, and later in [7] the authors prove well–posedness and convergence to
the inviscid limit, again for positive solutions, with non–linearity of intensity of
“Navier–Stokes” type.
In this paper we study the dyadic model with additive noise,
(1.1) dXn =
(
−νλ2nXn + λ
β
n−1X
2
n−1 − λ
β
nXnXn+1
)
dt+ σn dWn, n > 1,
where λ = 2, λn = λn and X0 ≡ 0. The dispersion coefficients satisfy suitable
assumptions (see Assumption 2.1) and the parameter β measures the relative
intensity of the non–linearity with respect to the linear term.
The non–linear term formally satisfies the following property,
∞∑
n=1
Xn
(
λn−1X
2
n−1 − λ
β
nXnXn+1
)
= 0,
providing an a–priori bound of X = (Xn)n>1 in ℓ2(R) which is independent of
β. On the other hand the linear term and the non–linear term are roughly of the
same size if
λ2nXn ≈ λβnX2n  λβ−2n Xn ≈ O(1),
which is the essential reason why local strong solutions exist when the initial
condition decays at least as λ−(β−2)n (see Theorem 2.4). If β 6 2 this is always
true due to the ℓ2 bound explained above, and in fact [10] proves that the non–
rndom problem has a unique global solution. The same method also works in
the noisy case and it is straightforward to prove path–wise uniqueness in the
case β 6 2.
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By a scaling argument (see for instance [10]), one can “morally” identify the
dyadic model with the Navier–Stokes equations when β ≈ 5
2
. In [7] well–
posedness is proved in a range which includes the value 5
2
, but only for positive
solutions (positivity is preserved by the unforced dynamics). It is clear that, as
is, positivity is broken by the random perturbation.
Main results. This paper contains a thorough analysis of the case β > 2, which
can be roughly summarised in the table below.
β 6 2 2 < β 6 3 β > 3
blow–up NO NO⋆ YES
uniqueness YES YES ?
We prove path–wise uniqueness (Theorem 4.1) in the range β ∈ (2, 3] by
decomposing the solution in a quasi–positive component and a residual term.
Quasi–positivity (see Section 3) is preserved by the system as long as the ran-
dom perturbation is not too strong (the meaning of this will be explained be-
low). Under the same conditions the residual term is small and provides a lower
bound for the solution.
The quasi–positivity, together with the invariant area argument of [7], implies
smoothness of the solution (Theorem 4.2), where by smoothness we mean that
(λγnXn)n>1 is bounded for every γ. This result holds for β ∈ (2,βc), where
βc ∈ (2, 3] is the value idenfied in [7].
When β > 3 we use an idea of [10], which only works for positive solu-
tions, together with quasi–positivity, to identify a set of initial conditions which
leads to blow–up with positive probability (Theorem 6.1). While there are al-
ready cases where emergence of blow–up is proved, as for instance [16, 17] for
the Schrödinger equation, [37, 36, 21] for the nonlinear heat equation (there is
also [23], but their result is essentially one dimensional and no ideas for infi-
nite dimensional systems are involved), such results essentially prove only that
blow–up occurs with positive probability.
Our main result on blow–up for the dyadic model, Theorem 6.2, states that
blow–up occurs with full probability, as long as the initial condition satisfies
λαnXn(0) = O(1) for some α > β − 2. This is optimal since it corresponds to the
condition which ensures the existence of a local smooth solution, as remarked
before. Essentially we prove that the λ−(β−2)n –decay is transient.
It remains open to understand uniqueness for β > 3, since blow–up rules out
the use of smooth solutions, making path–wise uniqueness an harder problem.
Uniqueness in law may still be achievable.
Methods. Our results are essentially based on the four following ideas, intro-
duced in this paper to analyse the model.
4 M. ROMITO
Quasi–positivity. As already mentioned, the deterministic dynamics preserves
positivity and an external forcing in principle destroys this. We prove that a
negative lower bound can still be proved under the condition that the random
perturbation is not too big (in a sense clarified in the next idea) and the negative
part of the initial condition is small. This cannot be true for general initial states,
and in fact we require this to be true only for the modes Xn(0) of the initial
condition corresponding to n large enough.
Irrelevance of the perturbation. The deterministic results of [10, 7] are not directly
applicable due to the presence of the random term, responsible of the loss of
positivity. Quasi–positivity works with a small perturbation and in general the
random perturbation does not stay small.
We recover smallness in two ways, equally effective: on the one hand we do
not need to have a small effect of the perturbation for every component, but
only for large enough modes (in the duality frequency/wavelength this would
correspond to small scales). On the other hand, due to viscosity, the effect of
the randomness can be quantified in terms of regularity (i. e. decay in terms of
powers of λn) and, roughly speaking, if the effect is finite with respect to some
decay, then it is small with respect to any weaker decay.
Contraction of the negative components. In order to prove that blow–up happens
with full probability, the above ideas are not sufficient, as they only insure that it
happens with positive probability. We give a stronger form of quasi–positivity
(Lemma 6.4), namely that the negative parts of the solution become smaller in
a finite time, depending only on the size of the initial condition in H and on the
size of the random perturbation.
Recurrence. We use the contraction of negative components to identify an event,
spanning a time interval, thus an event for trajectories, that leads to a set where
blow–up occurs. An argument of recurrence for these sets finally shows that
blow–up has full probability. We remark that recurrence is not at all obvious,
since for β > 3 the energy estimate is not strong enough to provide existence of
a stationary solution with standard methods for dissipative stochastic PDEs.
Structure of the paper. Section 2 contains the basic definitions and assump-
tions, as well as the different notions of solution that will be used, together
with some existence results. In Section 3 we show the control on negative com-
ponents, which the basic result on which the paper is structured. Uniqueness
and well–posedness are then proved in Section 4 for the intermediate range
2 < β 6 3. Section 5 contains some preliminary and general considerations
on the blow–up time. These considerations are used in Section 6 to first iden-
tify events that lead to blow–up, then to prove that such sets are, conditional
to the absence of blow–up, recurrent and hence that blow–up occurs with full
probability.
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2. PRELIMINARY RESULTS AND DEFINITIONS
We start by stating the assumptions on the strength of the noise we shall con-
sider.
Assumption 2.1. The sequence (σn)n>1 of non–negative real numbers satisfies
the following assumption of regularity: there is α0 ∈ R such that
(2.1) sup
n>1
(
λα0n σn
)
<∞.
We shall see that, in order to ensure existence of solutions for problem (1.1),
we need to impose a restriction on the possible values of α0, depending on the
value of the parameter β.
Assumption 2.2. If β is the parameter of problem (1.1), then the number α0 of
Assumption 2.1 above satisfies
(2.2) α0 > max
{
1
2
(β− 3),β− 3
}
2.1. Notations. Set λ = 2 and λn = λn. For every α ∈ R denote by Vα the
(Hilbert) space
Vα = {(xn)n>1 :
∞∑
n=1
(λαnxn)
2 <∞},
with scalar product 〈·, ·〉α and norm ‖ · ‖α given by
〈x,y〉α =
∞∑
n=1
λ2αn xnyn, ‖x‖α =
( ∞∑
n=1
(λαnxn)
2
)
.
Set in particular H = V0 and V = V1.
Let Ωβ = C([0,∞);V−β) and define on Ωβ the canonical process (ξt)t>0 de-
fined as ξt(ω) = ω(t), t > 0. Define on Ωβ the canonical filtration (Bt)t>0
where Bt is the Borel σ–field of C([0, t];V−β).
2.2. Definitions of solution. We turn to the definition of solution. We shall
consider first strong solutions, which are unique, regular but defined on a (pos-
sibly) random interval. Then we will consider weak solutions (in three different
flavours).
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2.2.1. Strong solutions. We first state the definition of local strong solution.
Definition 2.3 (Strong solution). Let W be an Hilbert sub–space of H. Given a
probability space (Ω,F ,P) and a cylindrical Wiener process (Wt,Ft)t>0 on H,
a strong solution inWwith initial condition x ∈W is a pair (X(·; x), τWx ) such that
τWx is a stopping time with P[τ
W
x > 0] = 1,
X(·; x) is a process defined on [0, τWx )with P˜[X(0, x) = x] = 1,
X(·; x) is continuous with values inW for t < τWx ,
‖X(t; x)‖W →∞ as t ↑ τWx , P˜–a. s.,
X(·; x) is solution of (1.1) on [0, τWx ).
The strong solution turns out to be a Markov process (and even a strong
Markov process, but we do not need this fact here) in the following sense (see
[31] for further details). SetW ′ = W ∪ {B}, where the terminal state B is an iso-
lated point. Define the setW(W ′) of all paths ω : [0,∞) → W ′ such that there
exists a time ζ(ω) ∈ [0,∞]withω continuous with values inW on [0, ζ(ω)) and
ω(t) = B for t > ζ(ω). The strong solution defined above can be extended
as a process in [0,∞) with values in W ′ in a canonical way, achieving value B
for t > τWx . We say that the strong solution is Markov when the process on the
extended state spaceW ′ is a Markov process.
Theorem 2.4. Let β > 2 and assume (2.1), (2.2). Let α ∈ (β − 2,α0 + 1), then for
every x ∈ Vα there exists a strong solution (X(·; x), ταx ) with initial condition x.
Moreover, the solution is unique in the sense that if (X(·; x), τx) and (X ′(·; x), τ ′x)
are two solutions, then P[τx = τ ′x] = 1 and X(·; x) = X ′(·; x) for t < τx.
Finally, the process (X(·; x))x∈Vα is Markov, in the sense given above.
Proof. Existence and uniqueness are essentially based on the same ideas of [42,
Theorem 5.1], but with simpler estimates, we give a sketch of their proof be-
cause we will use some of the definitions we introduce later. Let χ ∈ C∞([0,∞))
be decreasing and such that χ(u) = 1 for u 6 1 and χ(u) = 0 for u > 2, and
consider the problem
(2.3) dXRn = −νλ
2
nX
R
n dt+χR(‖XR‖α)
(
λβn−1(X
R
n−1)
2− λβnX
R
nX
R
n+1
)
dt+σn dWn.
The problem has a (path–wise) unique global solution for every x ∈ Vα, which
is continuous in time with values in Vα. Given x ∈ Vα, define τα,Rx as the first
time twhen ‖XR(t)‖α = R, then ταx = supR>0 τα,Rx and the strong solution X(t; x)
coincides with XR(t; x) for t 6 τα,Rx . By uniqueness the definition makes sense.
Markovianity follows by the Markovianity of each XR. 
We notice that by path–wise uniqueness, if x ∈ Vα, then ταx = τα ′x for every
α ′ ∈ (β− 2,α).
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2.2.2. Weak martingale solutions. The fact that the blow–up time ταx associated to
a strong solution may (or may not) be infinite is the main topic of discussion
of the paper. In order to have global solutions in the general case we state a
weaker definition of solution.
Definition 2.5 (weak martingale solution). Given x ∈ H, a probability measure
P onΩβ is a weak martingale solution of problem (1.1) with initial condition x if
1. for every n > 1, the process
Mnt = ξn(t) − ξn(0) +
∫ t
0
(
νλ2nξn(s) − λ
β
n−1ξ
2
n−1 + λ
β
nξnξn+1
)
ds,
defined through the canonical process ξ, is a continuous square integrable
martingale with quadratic variation σ2n (hence in particular a Brownian
motion if σn 6= 0),
2. P[ξ(0) = x] = 1.
It can be easily seen that this is equivalent to the standard definition of mar-
tingale solution (a proof is given for instance in [24] for the Navier–Stokes equa-
tions, but can be easily adapted to this problem).
Clearly both definition, of strong andweak solution, extend straightforwardly
respectively to initial F0–measurable random variables and to initial distribu-
tions on H.
It turns out (see Theorem 2.9 below) that the strong solution represents the
unique local solution, thus all weak solutions with the same initial condition
coincide with it up to the blow–up time ταx , if we require that weak solutions
satisfy an additional property. Before stating the property, we need a few defi-
nitions for preparation.
Let P be a weak martingale solution and define for each n such that σn 6= 0
the process Wn = 1σnMn (and choose a Wn independent from all the other
if σn = 0). Under P the (Wn)n>1 are independent standard one–dimensional
Brownian motions and the sequence defined as
Zn(t) = σn
(
Wn(t) − νλ
2
n
∫ t
0
e−νλ
2
n(t−s)Wn(s)ds
)
solves the following system,
(2.4)
{
dZn + νλ
2
nZn dt = σn dWn,
Zn(0) = 0,
n > 1.
Moreover, if Y = ξ− Z, where ξ is the canonical process onΩβ, thus a solution
(in the sense of Definition 2.5) of (1.1) under P, then P–a. s.,
(2.5) Y˙n + νλ2nYn = λ
β
n−1(Yn−1 + Zn−1)
2 − λβn(Yn + Zn)(Yn+1 + Zn+1).
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Define Gt as
Gt(y, z) = ‖y(t)‖2H + 2ν
∫ t
0
‖y(s)‖2V ds −
− 2
∫ t
0
( ∞∑
n=1
λβn
(
yn + zn)(yn+1zn − ynzn+1
))
ds,
it is easy to see (using the lemma below) that Gt(Y,Z) is finite if Y ∈ L∞loc(0,∞;H)∩
L2loc(0,∞;V) and Assumptions 2.1, 2.2 hold, and is jointly measurable in the
variables (t,y, z) (see [8, 41] for a related problem). We first give a regularity
result for Z, which is standard (see [15])
Lemma 2.6. Assume (2.1) with α0 ∈ R. Given α < α0 + 1, then almost surely
Z ∈ C([0, T ];Vα) for every T > 0. Moreover, for every ǫ ∈ (0, 1], with ǫ < α0+1−α,
there are c2.6-1.ǫ > 0 and c2.6-2.ǫ > 0, such that for every T > 0,
E
[
exp
(c2.6-2.ǫ
Tǫ
sup
[0,T ]
‖Z(t)‖2α
)]
6 c2.6-1.ǫ.
Definition 2.7 (energy martingale solution). Aweakmartingale solution Pwith
initial condition x is an energymartingale solution if
1. P[Y ∈ L∞loc(0,∞;H) ∩ L2loc([0,∞);V)] = 1, where Y = ξ − Z and Z is the
solution to (2.4) associated to P,
2. there is a set TP ⊂ (0,∞) of null Lebesgue measure such that for every
s 6∈ TP and every t > s,
P[Gt(Y,Z) 6 Gs(Y,Z)] = 1.
Remark 2.8. Assume (2.1) with α0 > 0. As in [26, 27] one can consider an al-
ternative definition where the almost sure energy inequality is replaced by the
supermartingale condition given as follows:
P[L∞(0,∞;H) ∩ L2(0,∞;V)] = 1,
for everym > 1 the process
Emt = ‖ξ(t)‖2mH + 2mν
∫ t
0
‖ξ(s)‖2m−2H ‖ξ(s)‖21 ds −m(2m− 1)σ2
∫ t
0
‖ξ(s)‖2m−2H ds
is an almost sure supermartingale, that is there is a set TP ⊂ (0,∞) of null
Lebesgue measure such that for every s 6∈ TP and every t > s,
E
P[Emt |Bs] 6 E
m
s ,
where σ2 =
∑
n σ
2
n.
Given α > β− 2 and R > 0, define the following random times onΩβ,
(2.6) τα∞ = inf{t > 0 : ‖ω(t)‖α =∞}, τα,R∞ = inf{t > 0 : ‖ω(t)‖α > R},
with the understanding that each random time is∞ if the set is empty.
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Theorem 2.9. Let β > 2 and assume (2.1), (2.2).
For every x ∈ H there exists at least one energy martingale solution Px.
If α ∈ (β − 2, 1 + α0), x ∈ Vα and Px is an energy martingale solution with
initial condition x, then ταx = τ
α∞ under Px and for every t > 0,
ξs = X(s; x), s 6 t, Px − a.s. on {ταx > t},
where (X(·; x), ταx ) is the strong solution with initial condition x defined onΩβ.
There exists at least one family (Px)x∈H of energy martingale solutions satisfying
the almost sure Markov property, namely for every x ∈ H and every bounded
measurable φ : H→ R,
E
Px
[
φ(ξt)|Bs] = E
Pω(s)[φ(ξt−s)], Px − a.s.,
for almost every s > 0 (including 0) and for all t > s.
Proof. The proof of the first fact can be done as in [2]. The proofs of the other
two facts are entirely similar to those of Theorem 2.1 of [41] and Theorem 3.6 of
[42] and we refer to these reference for further details. 
A natural way to prove existence of weak solution (and in fact this is the way
it is done in [2]) is to use finite dimensional approximations, namely, consider
for each N > 1 the solution (X(N)n )16n6N to the following finite dimensional
system,
(2.7)


X˙
(N)
1 = −νλ
2
1X
(N)
1 − λ
β
1 X
(N)
1 X
(N)
2 + σ1 dW1,
. . . ,
X˙
(N)
n = −νλ
2
nX
(N)
n + λ
β
n−1(X
(N)
n−1)
2 − λβnX
(N)
n X
(N)
n+1 + σn dWn,
. . . ,
X˙
(N)
N = −νλ
2
NX
(N)
N + λ
β
N−1(X
(N)
N−1)
2 + σN dWN,
Given x ∈ H, let P(N)x be the probability distribution on Ωβ of the solution of
the above system with initial condition x(N) = (x1, x2, . . . , xN).
Definition 2.10 (Galerkin martingale solution). Given x ∈ H, a Galerkinmartin-
gale solution is any limit point inΩβ of the sequence (P
(N)
x )N>1.
It is easy to verify (it is indeed the proof of existence in Theorem 2.9 and we
refer to [2] for details in a similar problem) that Galerkin martingale solutions
are energymartingale solutions.
Remark 2.11. The results stated in this section are essentially independent of the
structure of the non–linear part and are only based on the fact that that the non–
linearity is polynomial and at each mode involves only a finite number of other
modes.
The results of the rest of the paper are on the other hand strongly based on
the structure of the non–linear part. Besides the physical motivations of [29],
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from the point of view of studying a simplified version of Navier–Stokes, there
are several possibilities for nearest–neighbour interaction amongmodes. One can
write [34] any nearest–neighbour non–linearity as
X˙n = −νλ
2
nXn + (a1B
1
n(X) + a2B
2
n(X)),
where B1n is the one corresponding to the dyadic model andB
2
n(x) = λ
β
n+1x
2
n+1−
λβnxn−1xn. In [34] the authors notice that the inviscid problemwith non–linearity
B2n is well–posed. Hence the dyadic model is the difficult, hence the most mean-
ingful, part of any nearest–neighbour non–linearity.
3. CONTROL OF THE NEGATIVE COMPONENTS
Given β > 2, α ∈ R and c0 > 0, consider the solution Z of (2.4) and define the
following process,
(3.1) Nα,c0(t) = min
{
m > 1 : |Zn(s)| 6 c0νλ
−α
n−1 for s ∈ [0, t] and n > m
}
,
with Nα,c0(t) =∞ if the set is empty.
Lemma 3.1 (Moments of Nα,c0). Given β > 2, assume (2.1) and let α < α0 + 1.
Then for every γ ∈ (0,α0 + 1 − α) and ǫ ∈ (0, 1], with ǫ < α0 + 1 − α − γ, there
are two numbers c3.1-1 > 0 and c3.1-2 > 0, depending only on ǫ, γ and α0, such that for
every t > 0 and n > 1,
P[Nα,c0(t) > n] 6 c3.1-1 e
−c3.1-2
c0ν
tǫ
λ
γ
n .
In particular,
E
[
e
λ
γ
Nα,c0 (t)
]
<∞,
and P[Nα,c0(t) = n] > 0 for every n > 1.
Proof. For n > 1,
{Nα,c0(t) 6 n} =
{
sup
k>n
sup
[0,t]
λαk−1|Zk(s)| 6 c0ν
}
,
hence if γ < α0 + 1− α and k > n,
sup
[0,t]
λαk−1|Zk(s)| 6 λ
−γ
n−1 sup
[0,t]
‖Z(s)‖α+γ,
and therefore by Chebychev’s inequality and Lemma 2.6,
P[Nα,c0(t) > n] 6 P
[
sup
[0,t]
‖Z(s)‖α+γ > c0νλγn−1
]
6 c2.6-1.ǫ e
−c2.6-2.ǫ
c0ν
tǫ
λ
γ
n−1,
for every ǫ ∈ (0, 1] with ǫ < α0 + 1 − α − γ. The double–exponential moment
follows easily from this estimate.
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We finally prove that P[Nα,c0(t) = n] > 0. We prove it for n = 1, all other
cases follow similarly. By independence,
P[Nα,c0(t) = 1] = exp
(
−
∞∑
n=1
− log P
[
sup
[0,t]
λαk−1|Zk(s)| 6 c0ν
])
and it is sufficient to show that the series above is convergent. By (2.1),
P
[
sup
[0,t]
λαk−1|Zk(s)| 6 c0ν
]
> P
[
sup
[0,t]
|ζ(λ2ns)| 6 2
αc0νλ
α0+1−α
n
]
,
where ζ is the solution of the one–dimensional SDE dζ + νζdt = dW, with
ζ(0) = 0, and the conclusion follows by the fact that α < 1 + α0 and standard
tail estimates on the one–dimensional Ornstein–Uhlenbeck process (see for in-
stance [20]). 
The lemma below is the crucial result of the paper. To formulate its statement,
we introduce the finite dimensional approximations of the problem. Consider
problem (2.5) and, for an integer N > 1, the finite dimensional approximations
of (2.5),
(3.2)


Y˙
(N)
1 = −νλ
2
1Y
(N)
1 − λ
β
1 X
(N)
1 X
(N)
2 ,
. . . ,
Y˙
(N)
n = −νλ
2
nY
(N)
n + λ
β
n−1(X
(N)
n−1)
2 − λβnX
(N)
n X
(N)
n+1,
. . . ,
Y˙
(N)
N = −νλ
2
NY
(N)
N + λ
β
N−1(X
(N)
N−1)
2,
where for n = 1, . . . ,N we have set X(N)n = Y
(N)
n + Zn. It is easy to verify that
the above SDE admits a unique global solution.
Lemma 3.2 (Main lemma). Let β > 2 and assume (2.1), (2.2). Let α ∈ [β−2, 1+α0)
and consider C0 > 0, a0 > 0 and n0 > 1 such that
(3.3) c0 6 a0 and c0 <
√
a0
(
λ
1
2
(α+2−β)
n0 −
√
a0
)
.
Given T > 0, let N > 1 and assume that λαn−1X
(N)
n (0) > −a0ν for all n = n0, . . . ,N.
If N > Nα,c0(T), then Y
(N)
n (t) > −a0νλ
−α
n−1 for all t ∈ [0, T ] and all n > n0 ∨
Nα,c0(T).
Proof. For simplicity we drop in this proof the superscript (N). We can first as-
sume that λαn−1Yn(0) > −νa0 for n > n0, . . . ,N (the equality will be included
by continuity), then the same is true in a neighbourhood of t = 0. Let t0 > 0 be
the first time when at least for one n, λαn−1Yn(t0) = −νa0. Let n > n0∨Nα,c0(T)
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be one of such indices, then
Y˙n(t0) > −νλ
2
nYn(t0) − λ
β
n(Yn(t0) + Zn(t0))(Yn+1(t0) + Zn+1(t0))
> a0ν
2λ2λ2−αn−1 + λ
β
n
(
a0νλ
−α
n−1 − Zn(t0)
)
(Yn+1(t0) + Zn+1(t0))
> a0ν
2λ2λ2−αn−1 − λ
β
n
(
a0νλ
−α
n−1 − Zn(t0)
)
(Yn+1(t0) + Zn+1(t0))−
since νa0λ−αn−1 − Zn(t0) > 0 for n > Nα,c0(T), and where x− = max(−x, 0).
We also know that Yn+1(t0) > −a0νλ−αn , hence Yn+1(t0) + Zn+1(t0) > −ν(a0 +
c0)λ
−α
n and so (Yn+1(t0) +Zn+1(t0))− 6 ν(a0+ c0)λ
−α
n . We also have a0νλ
−α
n−1−
Zn(t0) 6 ν(a0 + c0)λ
−α
n−1, so in conclusion
Y˙n(t0) > ν
2λ2λ2−αn−1
(
a0 − λ
β−2−α
n (a0 + c0)
2
)
> 0
and the lemma is proved. 
The next theorem is based on Lemma 3.2 and shows that the process can
explode only in the positive area.
Theorem 3.3. Given β > 2, assume (2.1) and (2.2). Let α ∈ (β − 2,α0 + 1) and
x ∈ Vα, and let (X(·; x), ταx ) be the strong solution in Vα with initial condition x. Then
for every T > 0 and p > 1,
E
[
sup
n>1
sup
t∈[0,T∧ταx ]
(
λαn−1
(
Xn(t)
)
−
)p]
<∞.
In particular,
inf
n>1
inf
t∈[0,ταx∧T ]
λαn−1Xn > −∞, P–a. s.
Proof. Fix x ∈ Vα and T > 0, and set a0 = 14 and c0 = 16 , so that condition (3.3)
holds for any n0. Next, choose n0 > 1 as the smallest integer such that λαn−1xn >
−1
4
ν for all n > n0. With the choice c0 = 16 , set Zα,T = {Nα, 16 (T) <∞}, which by
Lemma 3.1 is an event of probability one.
Lemma 3.2 implies that on {ταx > T },
Yn(t) > −
1
4
νλ−αn−1, for n > n0 ∨Nα, 1
6
(T).
Indeed, we can set x(N) = (x1, . . . , xN) and notice that on the event {ταx > T },
problem (2.5) has a unique solution, hence for everyN the solution of (3.2) with
initial condition x(N) converges to the solution of (2.5) with initial condition x
(where the convergence is component–wise uniform in time on [0, T ]).
Let N1 = n0 ∨ Nα, 1
6
(T), it is clear that N1 has the same finite moments of
Nα, 1
6
(T), moreover on {ταx > T },
λαn−1Xn(t) >
{
−λαN1−1 supt∈[0,T ] ‖X(t)‖H, n < N1,
− 5
12
ν n > N1,
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for every n > 1, and so
sup
n>1
sup
t∈[0,T ]
λαn−1
(
Xn(t)
)
−
6
5
12
ν+ λαN1−1 sup
t∈[0,T ]
‖X(t)‖H
From Lemma 3.1 and the fact that E[sup[0,T ] ‖X(t)‖pH] is finite for every p > 1,
the estimate in the statement of the theorem readily follows. 
Remark 3.4. Given an initial condition x ∈ Vα, if we set
ταx,± = sup{t : supn>1λ
α
n(Xn)± <∞},
then ταx = min(τ
α
x,+, τ
α
x,−), and the previous theorem essentially states that τ
α
x =
ταx,+.
Corollary 3.5. Given β > 2, assume (2.1) and (2.2). Given α ∈ (β − 2,α0 + 1) and
x ∈ Vα, assume additionally either that problem (2.5), with initial condition x, admits
a unique solution, for almost every possible value assumed by Z, or that we are dealing
with a Galerkin solution starting in x. Then for every T > 0 and p > 1,
E
[
sup
n>1
sup
t∈[0,T ]
(
λαn−1
(
Xn(t)
)
−
)p]
<∞.
In particular,
inf
n>1
inf
t∈[0,T ]
λαn−1Xn > −∞, P–a. s.
Proof. We simply notice that in the proof of the theorem above we have used the
piece of information ταx > T only to ensure that problem (2.5) admits a unique
solution.
On the other hand, if we are dealing with a Galerkin solution, then up to a
sub–sequence we still have component–wise uniform convergence in time. 
4. UNIQUENESS AND REGULARITY FOR 2 < β 6 5
2
In this section we prove two results, the first concerning path–wise unique-
ness, the second concerning regularity (absence of blow–up), which are essen-
tially extensions of the corresponding results for the case without noise. The ex-
tension is made possible bymeans of the control of negative components shown
in Section 3. The path–wise uniqueness result below is restricted to Galerkin so-
lutions (see Definition 2.10).
Theorem 4.1 (Path–wise uniqueness). Let β ∈ (2, 3] and assume that (2.1), (2.2)
hold. Let X(0) ∈ Vβ−2, then there exists a (path–wise) unique solution of (1.1) with
initial condition X(0), in the class of Galerkin martingale solutions.
Wedo not know if there is uniqueness in some larger class (energymartingale
solutions or weak martingale solutions), neither we know if a Galerkin martin-
gale solution may develop blow–up. By slightly restricting the range of values
of β, we do actually have an improvement over the previous result.
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Theorem 4.2 (Smoothness). There exists βc ∈ (52 , 3] such that the following state-
ment holds true. Assume that (2.1), (2.2) hold and let β ∈ (2,βc) and α ∈ (β− 2, 1+
α0), then for every x ∈ Vα, ταx =∞. In particular, path–wise uniqueness holds in the
class of energy martingale solutions.
4.1. The proof of Theorem 4.1. The proof is based on the idea in [7, Proposition
3.2] which builds up on a result in [4]. Both results are proved for positive
solutions (and no noise).
Proof of Theorem 4.1. It is sufficient to show uniqueness on any finite time inter-
val, so we fix an arbitrary T > 0 and show that there is only one solution on
[0, T ]. We will use Lemma 3.2 with c0 = 16 and a0 =
1
4
(so that (3.3) holds for any
n0). In fact, since a Galerkin martingale solution is the component–wise limit of
finite dimensional approximations, the bounds of the lemma remain stable in
the limit to the infinite dimensional system.
Since X(0) ∈ Vβ−2, we know that there is n0 > 1 such that λβ−2n Xn(0) > −14ν.
We set N0 = 1+ n0 ∨Nβ−2, 1
6
(T).
Let X1, X2 two solutions with the same given initial condition X1(0) = X2(0) =
X(0). By Lemma 3.2 we know that Xin(t) > Zn(t)−
1
4
νλ2−βn−1 for n > N0, t ∈ [0, T ]
and i = 1, 2. Set now
An = X
1
n − X
2
n, Bn =
1
2
νλ2−βn−1 − 2Zn
and
ψℓ(t) =
N0−1∑
n=1
A2n
λn
, ψh,N(t) =
N∑
N0
A2n
λn
, ψN(t) = ψℓ(t) + ψh,N(t),
and notice that X1n+X
1
n+Bn > 0 if t ∈ [0, T ] and n > N0. A simple computation
shows that
A˙n = −νλ
2
nAn + λ
β
n−1(X
1
n−1 + X
2
n−1)An−1 +
−
1
2
λβn
[
(X1n + X
2
n)An+1 + (X
1
n+1 + X
2
n+1)An
]
,
hence forN > N0,
d
dt
ψh,N + 2ν
N∑
n=N0
λnA
2
n = −
N∑
n=N0
λβ−1n (X
1
n+1 + X
2
n+1)A
2
n +
− λβ−1N (X
1
N + X
2
N)ANAN+1 + λ
β−1
N0−1
(X1N0−1 + X
2
N0−1
)AN0−1AN0 =
= 1 + 2
N
+ 3
N0
.
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For the first term we notice that Bn+1 6 56νλ
2−β
n , hence
1 6
N∑
n=N0
λβ−1n Bn+1A
2
n 6 ν
N∑
n=N0
λnA
2
n.
For the second term,
∞∑
N=1
∫T
0
2N dt 6 sup
[0,T ]
‖X1 + X2‖H
∫T
0
‖A‖21
2
(β−1)
ds,
and the quantity on the right–hand side is a. s. finite since by (2.1) Z is a. s. in
C([0, T ];Vγ) for every γ < 1 + α0 (hence for γ = 12(β − 1)), and since by Defini-
tion 2.7, V ∈ L2([0, T ];V) (and 1
2
(β− 1) 6 1). This implies that a. s.
∫T
0
2
N
dt→ 0
asN→∞.
Likewise (recall that X10 = X
2
0 = 0),
d
dt
ψℓ 6 −
N0−1∑
n=1
λβ−1n (X
1
n+1 +X
2
n+1)A
2
n− 3N0 6 λ
β
N0−1
(
sup
[0,T ]
‖X1 +X2‖H
)
ψℓ− 3N0 ,
and in conclusion
d
dt
ψN 6 λ
β
N0−1
(
sup
[0,T ]
‖X1 + X2‖H
)
ψℓ + 2N.
Integrate in time (recall that ψN(0) = 0) and take the limit asN ↑∞,
ψ(t) 6 λβN0−1
(
sup
[0,T ]
‖X1 + X2‖H
) ∫ t
0
ψ(s)ds
whereψN ↑ ψ andψ(t) = ‖A(t)‖2− 1
2
. Since the term λβN0−1
(
sup[0,T ] ‖X1+X2‖H
)
is
a. s. finite, by Gronwall’s lemma it follows that a. s. A(t) = 0 for all t ∈ [0, T ]. 
4.2. The proof of Theorem 4.2. We start by giving a minimal requirement for
smoothness of solutions to (1.1) which is analogous to the criterion developed
in the noise–less case (see [7]).
Given T > 0 define the subspace KT ofΩβ as
KT =
{
ω ∈ Ωβ : lim
n
(
max
t∈[0,T ]
λβ−2n |ωn(t)|
)
= 0
}
.
Clearly L∞(0, T ;Vα) ⊂ KT for all α > β− 2.
Proposition 4.3. Under the assumptions of Theorem 4.2, let x ∈ Vα. If Px is an energy
martingale solution (Definition 2.7) with initial condition x and τα∞ is the random time
defined in (2.6), then for every T > 0,
{τα∞ > T } = KT , under Px.
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Proof. Fix α ∈ (β − 2,α0 + 1), x ∈ Vα and an energy martingale solution Px
starting at x, and let τα∞ be the random time defined in (2.6). Assume τα∞(ω) > T ,
then there is R0 > ‖x‖α such that τα,R0∞ (ω) > T , where τα,R0∞ is also defined in
(2.6). In particular ‖ξt(ω)‖α 6 R0 for t ∈ [0, T ]. Hence
λβ−2n max
[0,T ]
|ξn(t,ω)| 6 λ
β−2−α
n max
[0,T ]
|λαnξn(t,ω)| 6
6 λβ−2−αn sup
[0,T ]
‖ξt(ω)‖α 6 R0λβ−2−αn
andω ∈ KT .
Vice versa, assume that ω ∈ KT and choose a decreasing sequence (Mn)n>1
such that Mn ↓ 0 and λβ−2n max[0,T ] |ξn(t)| 6 Mn. Set un = λαnξn and mn =
max[0,T ] |un(t)|, then
|un(t)| 6 |un(0)|+ λ
α
n|Zn(t)|+Mn−1λ
2
n
∫ t
0
e−νλ
2
n(t−s)
(
λα−2|un−1|+ λ
2−β|un|
)
ds
6 |un(0)|+
(
sup
[0,T ]
λαn|Zn(t)|
)
+
1
ν
λα−2Mn−1mn−1 +
1
ν
λ2−βMn−1mn
and in conclusion(
1−
1
ν
λ2−βMn−1
)
mn 6 |un(0)|+
(
sup
[0,T ]
λαn|Zn(t)|
)
+
1
ν
λα−2Mn−1mn−1.
For n large enough we have that
Mn−1 6
ν
2λ2−β + 2λα−2
and
λα−2Mn−1
ν− λ2−βMn−1
6
1
2
,
and in particular
(
1− 1
ν
λ2−βMn−1
)
> 1
2
, hence
mn 6 An +
1
2
mn−1
whereAn = 2λαn|xn|+2
(
sup[0,T ] λ
α
n|Zn(t)|
)
. By Lemma 2.6 (applied to an α ′ > α)
we have
∑
nA
2
n <∞with probability 1, since∑A2n 6 c(‖x‖2α+ sup[0,T ] ‖Z‖2α ′).
Moreover
m2n 6 A
2
n +
1
4
m2n−1 +Anmn−1 6
3
2
A2n +
3
4
m2n−1,
and by solving the recursive inequality we get
∑
nm
2
n <∞, which in particular
implies that τα∞(ω) > T . 
In order to prove Theorem 4.2, we essentially prove that, given a smooth x
and T > 0, there is a solution Px starting at x that satisfies Px[KT ] = 1, and hence
is the unique solution.
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Proof of Theorem 4.2. Fix α ∈ (β − 2,α0 + 1), x ∈ Vα, T > 0 and an energy mar-
tingale solution Px starting at x, and let τα∞ be the random time defined in (2.6).
Without loss of generality we can assume that Px is a Galerkin solution (see
Definition 2.10). Indeed, by Theorem 2.9 the random time τα∞ coincides a. s.
with the lifespan ταx of the strong solution with the same initial condition x, and
the probability of the event {τx∞} does not depend on Px, but only on the strong
solution.
Since Px is a Galerkin solution, there are (x(Nk),P(Nk))k∈N such that x(Nk) →
x in H and P(Nk) ⇀ Px in Ωβ, and for each k, P(Nk) is the solution of (2.7),
with dimension Nk and initial condition x(Nk). By definition we also have that
x
(Nk)
n = xn for n 6 Nk.
By a standard argument (Skorokhod’s theorem) there are a common proba-
bility space (Ω˜, F˜ , P˜) and random variables X(Nk), X on Ω˜ with distributions
P
(Nk), Px respectively, such that, in particular, X
(Nk)
n → Xn, P˜–a. s., uniformly
on [0, T ] for all n > 1 and all T > 0.
Let ǫ > 0 be small enough such that α > β − 2+ 2ǫ and 6 − 2β− 3ǫ > 0. We
will use Lemma 3.2 with a0 < 12 (to be chosen later in the proof) and c0 =
1
3
a0.
Let n be the smallest integer such that λαn−1|xn| 6 a0ν for all n > n, and set
N0 = n∨Nβ−2+2ǫ,c0(T).
For each integer n0 > 1 and realM > 0 define the sets
AM(n0) =
{
sup
[0,T ]
(
|X
(Nk)
n0−1
| + |X(Nk)n0 |
)
6M for all k such that Nk > n0
}
,
Notice that P˜
[⋃
M>0AM(n0)
]
= 1 since X(Nk)n → Xn uniformly, P˜–a. s., for all
n > 1, hence
P˜
[ ⋃
n0>1, M>0
(
{N0 = n0} ∩AM(n0)
)]
= 1.
Fix n0 > 1, M > 0 and N > n0, then everything boils down to prove that
KT happens on {N0 = n0} ∩ AM(n0) for (X(Nk)n )n06n6Nk uniformly in k. In
the following we work path–wise for ω ∈ {N0 = n0} ∩ AM(n0) and we aim
to use the method in [7], which is based on proving that the area shown in
Figure 1 is invariant for the dynamics of the (suitably rescaled) solution. In [7]
the area A in the picture is defined for β 6 5
2
with the values c = λ−(6−2β−3ǫ),
g(x) = min(mx + θ, 1), h(x) = c(max(x − δ, 0)/(1 − δ))λ
2
, δ = 1
10
, θ = 3
5
and
m = 3
4
. To deal with the random perturbation we shall need to slightly modify
the set A, in particular we will replace the border delimited by h(x) with a new
function hη (see (4.6)).
First we define the re–scaling. Let ǫn = νλ−2ǫn−1 and{
un = λ
ǫ
n(λ
β−2
n Y
(Nk)
n + a0ǫn),
vn = λ
ǫ
n(a0ǫn − λ
β−2
n Zn),
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Un
Un+1
θ
c
δ
1
1
A
~n1
~n2
~n3
~n4
~n5
~n6
g(x)
h(x) (or hη(x))
FIGURE 1. The invariant area.
then we know by Lemma 3.2 that
(4.1)
{
un > 0,
2
3
a0λ
ǫ
nǫn 6 vn 6
5
3
a0λ
ǫ
nǫn
for all n0 6 n 6 Nk.
We have that
u˙n = λ
2−ǫ
n
[
−νλǫnun + a0νλ
2ǫ
n ǫn + λ
β−4+2ǫ(un−1 − vn−1)
2 +
− λ2−β−ǫ(un − vn)(un+1 − vn+1)
]
.
Define δ0 > 0 as
1
δ0
= max
{1
δ
, λβ−2+ǫn0 M+ 2a0λ
ǫ
n0
ǫn0−1, sup
n>n0
λǫn(λ
β−2
n xn + 2a0ǫn)
}
and replace un with Un(t) = δ20un(δ0t). It turns out that Un(0) 6 δ0 6 δ for all
n > n0 andmax[0,T ]Un0−1 6 δ0 6 δ and max[0,T ]Un0 6 δ0 6 δ, since
|Un0 | 6 δ
2
0λ
ǫ
n
(
λβ−2n0 |X
(Nk)
n0
|+ a0ǫn0 + λ
β−2
n0
|Zn0 |
)
6 δ20
(
λβ−2+ǫn0 M+ 2a0λ
ǫ
n0
ǫn0
)
6 δ
(and similarly for Un0−1). Moreover the Un satisfy
U˙n = λ
2−ǫ
n
[
δ30P
0
n(U,V) + δ0P
1
n(U,V) +
1
δ0
λβ−4+2ǫP2n(U,V)
]
,
where
P0n = a0νλ
2ǫ
n ǫn + λ
β−4+2ǫV2n−1 − λ
2−β−ǫVnVn+1,
P1n = −νλ
ǫ
nUn − 2λ
β−4+2ǫVn−1Un−1 + λ
2−β−ǫ(Vn+1Un + VnUn+1),
P2n = U
2
n−1 − λ
6−2β−3ǫUnUn+1,
and Vn(t) = vn(δ0t).
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We proceed now as in [7] and consider for each n > n0 the coupled systems
in (Un,Un+1),
(4.2)
d
dt
(
Un
Un+1
)
= λ2−ǫn
(
δ30B
0
n + δ0B
1
n +
1
δ0
λβ−4+2ǫB2n
)
where
Bin =
(
Pin
λ2−ǫPin+1
)
, i = 0, 1, 2,
The goal is to prove that (Un(t))n>n0 is uniformly bounded in n and t. Indeed,
we will show that 0 6 Un(t) 6 1 for all n ∈ {n0, . . . ,Nk}, which in turns implies
that
−λǫnǫn 6 λ
β−2+ǫ
n Y
(Nk)
n 6
1
δ20
.
for all n ∈ {n0, . . . ,Nk} and all t ∈ [0, T ]. Since Y(Nk)n → Yn uniformly on [0, T ]
for each n, the same bound holds for the limit Y and, due to Lemma 2.6, X ∈ KT .
It remains to show that Un 6 1, and to this end we show that each pair
(Un(t),Un+1(t)), for n > n0, remains in A (as it is already in the interior of A
at time t = 0 by the choice of δ0). This will be again a dynamical system proof
and it is enough to prove that the vector field in (4.2) which gives (U˙n, U˙n+1)
points inwards on the boundary of A, or equivalently that the scalar product of
the vector fields with the normal inwards is positive.
We make two preliminary remarks: first there is nothing to prove for the two
pieces of boundary corresponding to the normal vectors ~n1 and ~n6, as this is
essentially already ensured by Lemma 3.2, and second that since A is convex it
is also possible to check that the product of each of the three vector fields B0n,
B1n andB
2
n separately is positive.
The vector field B1. We will use (4.1), that U 6 1 in A and that ǫn is non–
increasing. We will obtain lower bounds that are positive if the number a0 is
chosen small enough (with size depending only on the constants m, β and ǫ,
but not onM, n0 or δ0).
On the border with normal ~n2 = (g ′, 1) = (m,−1) we have Un ∈ [0, 1−θm ] and
Un+1 = mUn + θ, hence λ2Un+1 −mUn > λ2θ and
(4.3)
B1n · ~n2 = mP1n − λ2−ǫP1n+1
> νλǫn(λ
2Un+1 −mUn) − 4a0(mλ
β−4+ǫ + λ4−β)λǫnǫn−1
> λǫn
(
νλ2θ− a0c(m,β, ǫ)ǫn−1
)
On the border with normal ~n3 = (0,−1)we have Un+1 = 1, hence
(4.4) B1n · ~n3 = −λ2−ǫP1n+1 > λ2−ǫλǫn+1(ν− 4a0λ2−βǫn+1)
Similarly, on the border with normal ~n4 = (−1, 0)we have Un = 1, hence
(4.5) B1n · ~n4 = −P1n > λǫn(ν− 4a0λ2−βǫn).
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Finally we consider the border with normal ~n5. Prior to this we give the precise
definition of this piece of the boundary. For η ∈ (0, 1) define ϕη(x) =
(
(x −
η)/(1− η)
)λ2
, x ∈ [η, 1], and notice that ϕη is positive, increasing, convex and
xϕ ′η − λ
2ϕη >
λ2η
1− η
(δ− η
1− η
)λ2−1
> 0.
In [7] it was used h(x) = cϕδ(x). Here we consider
(4.6) hη(x) =
c
1−ϕη(δ)
(
ϕη(x) −ϕη(δ)
)
, x ∈ [δ, 1],
with η < δ and we notice that hη is positive, increasing, convex, hη(δ) = 0,
hη(1) = c and hη → h in C1([δ, 1]) as η ↑ δ. Moreover,
xh ′η − λ
2hη >
cλ2δ
1−ϕη(δ)
(δ− η)λ
2−1
(1− η)λ
2 = cδ−η > 0.
With this inequality in hands, we proceed with the estimate of B1n · ~n5. On the
border with normal ~n5 = (−h ′η(Un), 1)we haveUn ∈ [δ, 1] andUn+1 = hη(Un),
hence
(4.7)
B1n · ~n5 = λ2−ǫP1n+1 − h ′η(Un)P1n
> λǫn
[
ν
(
h ′η(Un)Un − λ
2hη(Un)
)
− 4a0λ
β−2+ǫǫn − 4a0λ
2−β−ǫh ′(Un)ǫn
]
> λǫn
(
νcδ−η − a0c(β, ǫ, δ)ǫn
)
,
since h ′η 6 cλ
2/(1− 2δ).
The vector field B2. The fact that B2n · ~n3 and B2n · ~n4 are positive follows im-
mediately from [7], since in those computations the boundary function h is not
involved. As it regards B2n · ~n2 and B2n · ~n5, it is easy to see that they are both
continuous functions of h and h ′ and with the values of the parameters cho-
sen in [7] (as well as here), both scalar products have positive minima. Hence
the same is true if we replace h with hη, for η small enough, since hη → h in
C1([δ, 1]).
The vector fieldB0. Using (4.1) we have that
|P0n| 6 a0νλ
2ǫ
n ǫn + λ
β−4+2ǫV2n−1 + λ
2−β−ǫVnVn+1
6 λǫn
[
a0νλ
ǫ
nǫn + 4a
2
0(λ
β−4 + λ2−β)λǫnǫ
2
n−1
]
and the quantity above can be made a small fraction of λǫn if a0 is small enough.
This ensures that togetherB1n andB
0
n point inward, since the lower bounds for
B1n in formulae (4.3), (4.4), (4.5), (4.7) are strictly positive and independent of n,
for a suitable choice of a0 (up to the common multiplicative factor λǫn).
The proof we have given (due to the choice of the numbers m, θ, δ) works
for β 6 5
2
, hence we can consider βc slightly larger than 52 . A larger value of βc
may be considered (see [7, Remark 2.2]). 
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5. THE BLOW–UP TIME
In this section we analyse with more details the blow–up time introduced
in Definition 2.3. We give some general results which hold beyond the dyadic
model (1.1) under examination and which will be used in the next section to
prove that blow–up happens with probability 1. Example 5.6 shows that the
fact that blow–up happens almost surely is a property that in general depends
on the structure of the drift and hence strongly motivates our analysis.
Thus, consider the local strong solution (X(·; x), τx)x∈W of a stochastic equa-
tion (in finite or infinite dimension) on the state spaceW, whereW is a separable
Hilbert space. By comparing with our case, we assume that
P[τx > 0] = 1 for all x ∈W,
X(·; x) is continuous for t < τx with values inW,
X(·; x) is themaximal local solution, namely either τx =∞ or ‖X(t; x)‖W →∞ as t ↑∞, P–a. s.,
(X(·; x), τx)x∈W is Markov (in the sense given in Theorem 2.4),
all martingale solutions coincide with the strong solution up to the blow–
up time τx.
The last statement plainly implies that the occurrence of blow–up is an intrinsic
property of the local strong solution and does not depend in an essential way
from weak solutions.
Define for x ∈W and t > 0,
♭(t, x) = P[τx > t],
then we know that ♭(0, x) = 1 and ♭(·, x) is non–increasing. Set
♭(x) = inf
t>0
♭(t, x) = P[τx =∞].
We prove a dichotomy for the supremum of ♭, namely this quantity is either
equal to 0 or to 1.
Lemma 5.1. Consider the family of processes (X, τ) on W as above. If there is x0 ∈W
such that P[τx0 =∞] > 0, then
sup
x∈W
P[τx =∞] = 1
Proof. By the Markov property,
♭(t+ s, x) = P[τx > t+ s] = E[1{τx>t}♭(s,X(t; x))]
and in the limit as s ↑∞, by monotone convergence,
(5.1) ♭(x) = E[1{τx>t}♭(X(t; x))].
Set c = sup ♭(x), then by the above formula,
♭(x0) = E[1{τx0>t}♭(X(t; x0))] 6 cE[1{τx0>t}] = c♭(t, x0),
and, as t ↑∞, we get ♭(x0) 6 c♭(x0), that is c > 1, hence c = 1. 
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Remark 5.2. If we have the additional information that there is x0 ∈W such that
♭(x0) = 1, then something more can be said. Indeed, 1{τx0>t} = 1 almost surely,
and, using again formula (5.1),
E[♭(X(t; x0))] = E[1{τx0>t}♭(X(t; x0))] = ♭(x0) = 1,
hence ♭(X(t; x0)) = 1, almost surely for every t > 0. This is very close to prove
that ♭ ≡ 0, and in fact [28, Theorem 6.8] proves, although with a completely
different approach, that under the assumptions of
(suitable) strong Feller regularity,
conditional irreducibility, namely for every x ∈W, t > 0 and every open set
A inW, P[X(t; x) ∈ A, τx > t] > 0,
♭(x0) = 1 implies that ♭ ≡ 1 onW.
Proposition 5.3. Consider the family (X, τ) of processes as above. Assume that, given
x ∈ W, there are a closed set B∞ ⊂ W with non–empty interior and three numbers
p0 ∈ (0, 1), T0 > 0 and T1 > 0 such that
P[σx,T1B∞ =∞, τx =∞] = 0,
P[τy 6 T0] > p0 for every y ∈ B∞,
where the (discrete) hitting time σx,T1B∞ of B∞, starting from x, is defined as
σx,T1B∞ = min{k > 0 : X(kT1; x) ∈ B∞},
and σx,T1B∞ =∞ if the set is empty. Then
P[τx <∞] > p0
1+ p0
.
Remark 5.4. The first condition in the above proposition can be interpreted as a
conditional recurrence: knowing that the solution does not explode, it will visit
B∞ in a finite time with probability 1.
Proof. The first assumption says that P[σx,T1B∞ > n, τx > n] ↓ 0 as n → ∞. If
P[τx = ∞] = 0, then P[τx < ∞] = 1 > p01+p0 and there is nothing to prove. If
on the other hand P[τx = ∞] > 0, then P[τx > n] > 0 for all n > 1 and, since
P[τx > n] ↓ P[τx =∞] as n→∞, we have that
P[σ
x,T1
B∞ 6 n|τx > n] = 1−
P[σ
x,T1
B∞ > n, τx > n]
P[τx > n]
−→ 1, n→∞.
For n > 1,
P[τx > n+ T0] 6 P[τx > n+ T0, σ
x,T1
B∞ 6 n] + P[σ
x,T1
B∞ > n].
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The strong solution is Markov, hence
P[τx > n+ T0, σ
x,T1
B∞ 6 n] =
n∑
k=0
P[τx > n+ T0, σ
x,T1
B∞ = k]
6 (1− p0)P[σ
x,T1
B∞ 6 n].
In conclusion
P[τx > n + T0] 6 (1− p0)P[σ
x,T1
B∞ 6 n] + P[σ
x,T1
B∞ > n]
= 1− p0P[σ
x,T1
B∞ 6 n]
6 1− p0P[σ
x,T1
B∞ 6 n|τx > n]P[τx > n]
and in the limit as n→∞,
P[τx =∞] 6 1− p0P[τx =∞],
that is Px[τx =∞] 6 11+p0 . 
Corollary 5.5. Assume that there are p0 ∈ (0, 1), T0 > 0 and B∞ ⊂ W such that the
assumptions of the previous proposition hold for every x ∈W (the time T1 may depend
on x). Then for every x ∈W,
P[τx <∞] = 1.
Proof. The previous proposition yields
sup
x∈W
P[τx =∞] 6 1
1+ p0
< 1,
hence the dichotomy of Lemma 5.1 immediately implies that P[τx <∞] = 1 for
every x ∈W. 
Example 5.6. Herewe analyse a simple one dimensional example that shows that
the fact that blow–up occurs with full probability does depend on the structure
of the drift. We remark that the one dimensional case is fully understood (see
for instance [32]), our proofs below are elementary and mimic the proofs of the
next section.
Consider the one–dimensional SDEs
dX = fi(X)dt+ dW, i = 1, 2,
with initial condition X(0) = x ∈ R, where
f1(x) =
{
x2, x > 0,
x, x < 0,
f2(x) =
{
x2, x > 0,
−x, x < 0.
It is easy to see (using the Feller test, see for instance [32, Proposition 5.22])
that with the drift f1 the blow–up function ♭ defined in the proof of Lemma 5.1
verifies 0 < ♭(x) < 1, while with the drift f2 the blow–up function is ♭(x) ≡ 0.
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In view of the results proved above and the analysis of the next section (see
Theorem 6.1), we observe that
with both drifts f1, f2 and with B∞ = {x > 1}, there are p0 ∈ (0, 1) and
T0 > 0 such that P[τx 6 T0] > p0 for all x ∈ B∞ (in other words, the second
assumption of Proposition 5.3 holds),
the first assumption of Proposition 5.3 holds for f2 but not for f1,
in both cases E
[
sup[0,T ](Xn)
p
−
]
<∞ for all T > 0 and p > 1.
We give an elementary proof of the first statement, which is modeled on the
proof which will be used in the next section for the blow–up of the infinite–
dimensional problem (1.1). Given an initial condition x ∈ [1,∞), we prove that
P
[{
sup
t∈[0,2]
|Wt| 6
1
4
}
∩ {τx > 2}
]
= 0.
Indeed, set Yt = Xt −Wt, so that Y0 = x and
dY = dX− dW = (Y +W)2,
in particular Yt > 1. On the event {supt∈[0,2] |Wt| 6
1
4
},
Y˙ > Y2 − 2|W|Y > Y(Y −
1
2
) >
1
2
Y2,
hence by comparison Yt (and hence Xt) explodes before time 2x 6 2.
6. BLOW–UP FOR β > 3
In this section we first prove that there are sets in the state space which lead
to a blow–up with positive probability. The underlying idea is to use again
Lemma 3.2 to adapt the estimates of [10], which work only for positive solu-
tions.
In the second part of the section we show that such sets are achieved with full
probability when the blow–up time is conditioned to be infinite. The general
result of the previous section immediately implies that blow–up occurs with
full probability
6.1. Blow–up with positive probability. Given α > β−2, p ∈ (0,β−3), a0 > 0
andM0 > 0, define the set
(6.1) B∞(α,p,a0,M0) = {x ∈ Vα : ‖x‖p >M0 and inf
n>1
(
λβ−2n−1xn
)
> −νa0}.
Wewill show that for suitable values of a0 andM0 there is a positive probability
that the process solution of (1.1) with initial condition in the above set blows up
in finite time.
Theorem 6.1. Let β > 3 and assume (2.1) and (2.2). Given α ∈ (β − 2,α0 + 1),
p ∈ (0,β − 3), and a0 ∈ (0, 14 ], there exist p0 > 0, T0 > 0 and M0 > 0 such that
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for each x ∈ B∞(α,p,a0,M0) and for every energy martingale weak solution Px with
initial condition x,
Px[τ
α∞ 6 T0] > p0.
Proof. Choose c0 > 0 such that c0 6 a0 and c0 6
√
a0(1−
√
a0), and consider the
random integerNα,c0(T0) defined in (3.1), where the value of T0 will be specified
at the end of the proof. Set
p0 = Px[Nα,c0(T0) = 1],
we remark that p0 > 0 by Lemma 3.1 and its value depends only on the distri-
bution of the solution of (2.4), thus is independent from the martingale solution
Px. The theorem will be proved if we show that
(6.2) Px[τα∞ > T0, Nα,c0(T0) = 1] = 0,
indeed
Px[τ
α∞ 6 T0] = 1− Px[τα∞ 6 T0, Nα,c0(T0) > 1] > 1− Px[Nα,c0(T0) > 1] = p0.
We proceed with the proof of (6.2) and we work path–wise on the event
Ω(α, T0) = {τ
α∞ > T0} ∩ {Nα,c0(T0) = 1}.
Let Z be the solution of (2.4) and Y = X − Z the solution of (2.5). On the event
{τα∞ > T0} (2.5) has a unique solution on [0, T0], and on the event {Nα,c0(T0) = 1}
we have that λβ−2n−1|Zn(t)| 6 c0 for every t ∈ [0, T0] and every n > 1. Set
ηn = Xn − Zn + a0νλ
2−β
n−1,
then by this position η = (ηn)n>1 satisfies the system{
η˙n = −νλ
2
nηn + a0ν
2λ2λ4−βn−1 + λ
β
n−1X
2
n−1 − λ
β
nXnXn+1,
ηn(0) = Xn(0) + a0νλ
2−β
n−1.
n > 1
Moreover, by Lemma 3.2 (applied with the values of a0 and c0 we have fixed),
it turns out that ηn(t;ω) > 0 for each t ∈ [0, T0], n > 1 andω ∈ Ω(α, T0).
Fix a number b > 0, which will be specified later in formula (6.4), then
d
dt
(
η2n + bηnηn+1
)
= −2νλ2nη
2
n − bν(1+ λ
2)λ2nηnηn+1
+ a0λ
2ν2(2+ bλ4−β)λ4−βn−1ηn + a0bλ
2ν2λ4−βn−1ηn+1
+ 2λβn−1X
2
n−1ηn + bλ
β
n−1X
2
n−1ηn+1 + bλ
β
nX
2
nηn
− 2λβnXnXn+1ηn − bλ
β
nXnXn+1ηn+1 − bλ
β
n+1ηnXn+1Xn+2
= 1 + 2 + 3 + 4 .
By the choice of a0 and c0, we have that (a0 + c0)2 6 a0, hence
2 > λ2ν2(a0 + c0)
2(2+ bλ4−β)λ4−βn−1ηn + bλ
2ν2(a0 + c0)
2λ4−βn−1ηn+1.
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The third term on the right–hand side of the formula above can be estimated
from below using Young’s inequality as
3 > 2λβn−1X
2
n−1ηn + bλ
β
nX
2
nηn
>
[
(1+ λ−2p)λβn−1η
2
n−1ηn − 4ν
2(a0 + c0)
2λ
2β+2p−4
λ2p − 1
λ4−βn−1ηn
]
+ b
[
λβnη
3
n − 2λ
β−2ν(a0 + c0)λ
2
nη
2
n
]
since Xn = ηn − (a0νλ
2−β
n−1 − Zn) and 0 6 (a0νλ
2−β
n−1 − Zn) 6 ν(a0 + c0)λ
2−β
n−1.
Likewise, the fourth term can be estimated from below as
4 > −2λβnη
2
nηn+1 − bλ
β
nηnη
2
n+1 − bλ
β
n+1ηnηn+1ηn+2
− ν2(a0 + c0)
2(2λ2 + bλ6−β)λ4−βn−1ηn − bλ
2ν2(a0 + c0)
2λ4−βn−1ηn+1,
where we have dropped the positive terms, using again the fact that (a0νλ
2−β
n−1−
Zn) > 0. The three above estimates together yield
d
dt
(
η2n + bηnηn+1
)
+ 2νλ2nη
2
n + bν(1+ λ
2)λ2nηnηn+1 > An + Bn + Cn,
where
An = bλ
β
nη
3
n + (1+ λ
−2p)λβn−1η
2
n−1ηn − 2λ
β
nη
2
nηn+1 − bλ
β
nηnη
2
n+1
− bλβn+1ηnηn+1ηn+2,
Bn = −2bλ
β−2ν(a0 + c0)λ
2
nη
2
n,
Cn = −4ν
2(a0 + c0)
2λ
2β+2p−4
λ2p − 1
λ4−βn−1ηn.
By using Young’s inequality in the same way as [10],
(6.3)
An > bλ
β
nη
3
n + (1+ λ
−2p)λβn−1η
2
n−1ηn − 2λ
β
nη
2
nηn+1 −
1
2
bλβn
(
η2nηn+1 + η
3
n+1
)
−
1
4
bλβn+1
(
2η2nηn+1 + η
2
n+1ηn+2 + η
3
n+2
)
= bλβnη
3
n −
1
2
bλβnη
3
n+1 −
1
4
bλβn+1η
3
n+2 + (1+ λ
−2p)λβn−1η
2
n−1ηn
−
(
2+
1
2
b+
1
2
λβb
)
λβnη
2
nηn+1 −
1
4
bλβn+1η
2
n+1ηn+2
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Summing up the above estimates yields
d
dt
[ ∞∑
n=1
λ2pn
(
η2n + bηnηn+1
)]
+ 2ν‖η‖21+p +
+ bν(1+ λ2)
∞∑
n=1
λ2+2pn ηnηn+1 >
∞∑
n=1
λ2pn (An + Bn + Cn).
By using (6.3) and shifting the summation index we have
∞∑
n=1
λ2pn An > b
(
1−
1
2
λ−(β+2p) −
1
4
λ−(β+4p)
) ∞∑
n=1
λβ+2pn η
3
n
+
[
λ2p − 1− b
(1
2
+
1
2
λβ +
1
4
λ−2p
)] ∞∑
n=1
λβ+2pn η
2
nηn+1
= k1
∞∑
n=1
λβ+2pn η
3
n,
where we have chosen b so that
(6.4) λ2p − 1− b
(1
2
+
1
2
λβ +
1
4
λ−2p
)
= 0.
The other two terms are simple, indeed
∞∑
n=1
λ2pn Bn = −2bλ
β−2ν(a0 + c0)
∞∑
n=1
λ2+2pn η
2
n = −k2‖η‖21+p,
and, by the Cauchy–Schwarz inequality,
∞∑
n=1
λ2pn Cn = −4ν
2(a0 + c0)
2λ
3β+2p−8
λ2p − 1
∞∑
n=1
λ3−β+pn (λ
1+p
n ηn)
> −4ν2(a0 + c0)
2λ
3β+2p−8
λ2p − 1
(
λ2(3−β+p) − 1
)− 1
2‖η‖1+p
= −k3‖η‖1+p,
we have used the fact that p < β− 3. Since on the other hand
2ν‖η‖21+p + bν(1+ λ2)
∞∑
n=1
λ2+2pn ηnηn+1 6 ν
(
2+ b(1+ λ2)λ−1−p
)‖η‖21+p
= k4‖η‖21+p,
and
‖η‖21+p =
∞∑
n=1
(
λ
1
3
(β+2p)
n ηn
)2
λ
− 2
3
(β−3−p)
n 6
( 1
k5
∞∑
n=1
λβ+2pn η
3
n
) 2
3
,
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all the estimates obtained so far together yield
H˙+ k4ψ > k1k5ψ
3
2 − k2ψ− k3
√
ψ,
where
H(t) =
∞∑
n=1
λ2pn
(
η2n + bηnηn+1
)
, ψ(t) = ‖η‖21+p.
Finally, H 6 (1 + bλ−p)ψ = k6ψ, and it is easy to show by a simple argument
(following for instance the one in [10]) that if
H(0) > M20 :=
k6
k1k5
(
k4 + k2 +
√
(k4 + k2)2 + 2k1k3k5
)
and T0 >
4k
3
2
6
k1k5
√
H(0)
,
the solution of the differential inequality given above for H becomes infinite
before time T0. 
6.2. Ineluctable occurrence of the blow–up. The theorem in the previous sec-
tion has shown that if the initial condition is not too negative and the noise is not
too strong, so that the the process is not kicked away from the quasi–positive
area, then the deterministic dynamics dominates and the process explodes. In
this section we show that the sets that lead to blow–up are conditionally recur-
rent, in the sense of Proposition 5.3 (see Remark 5.4).
Theorem 6.2. Let β > 3 and assume (2.1) and (2.2). Assume moreover that the set
{n > 1 : σn 6= 0} is non–empty. Given α ∈ (β − 2, 1 + α0), for every x ∈ Vα and
every energy martingale solution Px with initial condition x,
Px[τ
α∞ <∞] = 1.
Before proving the theorem, we need a few preliminary results. Our strat-
egy is to use Corollary 5.5 to prove that blow–up happens with full probability.
Hence we need to prove that sets (6.1) satisfy the assumptions of the corollary.
The idea is to find conditions on the size of the solution in H and on the struc-
ture of the perturbation, so that the system is led to a set (6.1). Lemma 6.4 shows
that the negative part of the solution becomes small, while Lemma 6.5 shows
that the size of the solution becomes large. Finally, Lemma 6.6 shows that the
conditions found happen with full probability, conditional to the absence of
blow–up.
We need a slight improvement of Lemma 3.2. That lemma showed that if
the noise is small from mode Nα,c0(T) on, and if the initial condition is not
too negative from mode n0 on, then the system is not too negative from mode
max(n0,Nα,c0(T)) on. In the next lemma we show that after a short time, which
depends only on the size of the initial condition in H, modes becomes not too
negative and the above result holds from mode Nα,c0(T) on, regardless of the
value of n0.
UNIQUENESS AND BLOW–UP FOR THE NOISY VISCOUS DYADIC MODEL 29
We prove the result on the event {Nα,c0(T) = 1}, because the control of the H
norm, given in the next lemma, is simpler.
Lemma 6.3. Let β > 3 and assume (2.1) and (2.2). There exists c6.3 > 0 such that for
α ∈ (β− 2, 1+ α0), for every x ∈ Vα, every energy martingale solution Px starting at
x, every T > 0 and every c0 > 0 with 4c0(1+ λβ−3) 6 1,
sup
[0,T ]
‖X(t)‖H 6 ‖x‖H + c6.3ν,
Px–a. s. on the event {τα∞ > T } ∩ {Nβ−2,c0(T) = 1}.
Proof. As already remarked, since we work on {τα∞ > T }, problem (2.5) has a
unique solution, so we can work directly on Y (the rigorous proof proceeds
through Galerkin approximations). We know that λβ−2n |Zn(t)| 6 c0ν for t ∈
[0, T ] and n > 1, hence
d
dt
‖Y‖2H + 2ν‖Y‖21 6 2
∞∑
n=1
λβn(YnYn+1Zn + Yn+1Z
2
n − Y
2
nZn+1 − YnZnZn+1)
6 2c0ν(1+ λ
β−3)‖Y‖21 + 2c20ν2
λβ−2
λβ−3 − 1
‖Y‖1
6 4c0ν(1+ λ
β−3)‖Y‖21 +
λ2β−4
2(λβ−3 − 1)
c30ν
3.
Using the assumption on c0 and the fact that ‖Y‖1 > λ‖Y‖H, we finally obtain
d
dt
‖Y‖2H + νλ2‖Y‖2H 6 k0c30ν3,
where the value of k0 follows from the inequality above and depends only on
β. By integrating the differential inequality, we get
‖Y(t)‖2H 6 ‖x‖2H +
k0
λ2
c30ν
2, t ∈ [0, T ],
and in conclusion for t ∈ [0, T ],
‖X(t)‖H 6 ‖Y(t)‖H + ‖Z(t)‖H 6 ‖x‖H +
(√
k0λ
−1 + (1− λ4−2β)−
1
2
)
ν,
where we have used the fact that c0 6 1. 
Lemma 6.4 (Contraction of the negative components). Let β > 3 and assume (2.1)
and (2.2). For everyM > 0, a0 ∈ (0, 14 ] and c0 < a0, with 4c0(1 + λβ−3) 6 1, there
exists TM > 0 such that for every x ∈ Vα, with α ∈ (β − 2, 1 + α0) and ‖x‖H 6 M,
and every energy martingale solution Px,
inf
n>1
(
λβ−2n−1Xn(TM)
)
> −(a0 + c0)ν,
Px–a. s. on the event {τα∞ > TM} ∩ {Nβ−2,c0(TM) = 1}.
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Proof. Let n0 be the first integer such that infn>n0 λ
β−2
n xn > −a0ν. By the choice
of c0 and a0, we know that c0 <
√
a0(1 −
√
a0), hence Lemma 3.2 implies that
λβ−2n Yn(t) > −a0ν holds for every t ∈ [0, TM] and every n > n0. If n0 = 1 there
is nothing to prove, so we consider the case n0 > 1.
The idea here is to show that the negative part of the mode n0 − 1 becomes
closer to 0within a time Tn0−1. After this time, again by Lemma 3.2, the negative
part of the mode n0−1 stays small, and we can apply the same contraction idea
on the negative part of the component n0 − 2, which then will become small as
well within a time Tn0−2, and so on. The sequence of time intervals turns out to
be summable and dependent only on the size of the initial condition in H.
By these considerations it is sufficient to prove the following statement:
given n > 1, if we know that for a time t0 > 0,
sup
k>1
sup
[t0,T ]
λβ−2k−1 |Zk| 6 c0ν and sup
[t0,T ]
λβ−2n (Yn+1)− 6 a0ν
then at time t0 + Tn, where
Tn(‖x‖H, c0,a0) = 2
ν
(β− 2) log λ
n− 1
λ2n
+
2
ν
λ−2n log
(
1∨
‖x‖H + c6.3ν
(a0 − c0)ν
)
,
we have that
Yn(t0 + Tn) > −a0νλ
2−β
n−1.
Before proving the claim, we notice that
∑
n Tn <∞, hence we can choose
TM =
∞∑
n=1
Tn(M, c0,a0).
We conclude the proof of the lemma by showing the above claim. Set
ηn = Yn + c0νλ
2−β
n−1,
then Xn = ηn − (c0νλ
2−β
n−1 − Zn) and
η˙n = −νλ
2
nηn + c0ν
2λ2λ4−βn−1 + λ
β
n−1X
2
n−1 − λ
β
nXnXn+1
> −(νλ2n + λ
β
nXn+1)ηn + c0ν
2λ2λ4−βn−1 + λ
β
n(c0νλ
2−β
n−1 − Zn)Xn+1
> −(νλ2n + λ
β
nXn+1)ηn + c0ν
2λ2λ4−βn−1 − λ
β
n(c0νλ
2−β
n−1 − Zn)(Xn+1)−.
By the assumption of the claim, (Xn+1)− 6 (a0+c0)νλ2−βn and (c0νλ
2−β
n−1−Zn) 6
2c0νλ
2−β
n−1, hence
η˙n > −(νλ
2
n + λ
β
nXn+1)ηn + c0λ
2ν2
(
1− 2(a0 + c0)
)
λ4−βn−1
> −(νλ2n + λ
β
nXn+1)ηn,
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which implies that for t > t0,
ηn(t) > ηn(t0) exp
(
−
∫ t
t0
(νλ2n + λ
β
nXn+1)ds
)
>
> −(ηn(t0))− exp
(
−
∫ t
t0
(νλ2n + λ
β
nXn+1)ds
)
> −(ηn(t0))− e
− 1
2
νλ2n(t−t0),
since, using the fact that a0 + c0 6 12 ,
νλ2n + λ
β
nXn+1 > νλ
2
n − ν(a0 + c0)λ
2
n = νλ
2
n
(
1− (a0 + c0)
)
>
1
2
νλ2n.
Finally, by Lemma 6.3,
(ηn(t0))− 6 (Yn(t0))− 6 |Yn(t0)| 6 ‖Y(t0)‖H 6 ‖x‖H + c6.3ν,
and it is elementary now to check that at time t0 + Tn,
Yn(t0 + Tn) = ηn(t0 + Tn) − c0νλ
2−β
n−1 >
> −(‖x‖H + c6.3) e− 12νλ2nTn −c0νλ2−βn−1 > −a0νλ2−βn ,
which concludes the proof of the claim. 
In order to show that the hitting time for sets like (6.1), where there is a uni-
form estimate on the probability of blow–up, is finite, we also need to ensure
that the size of the solution is large enough, while being not too negative.
At this stage the noise is crucial, although one randomly perturbed compo-
nent is enough for our purposes. The underlying ideas of the following lemma
come from control theory, although we do not need sophisticated results like
[45, 39], because a quick and strong impulse turns out to be sufficient.
Lemma 6.5 (Expansion in H). Under the assumptions of Theorem 6.2, let m be the
smallest element of the set {n > 1 : σn 6= 0}. GivenM1 > 0,M2 > 0, and a0,a ′0, c0 >
0 such that c0 < a0 < a ′0 <
1
4
and c0 + a0 < a ′0, for every X(0) ∈ Vα, with
‖X(0)‖H 6 M1 and infn>1 λβ−2n−1Xn(0) > −a0ν, there exists T > 0, whose value
depends onM1,M2, c0, a0, a ′0 andm, such that
λβ−2n−1Xn(t) > −(a
′
0 + c0)ν for every n > 1 and t ∈ [0, T ],
‖X(T)‖H >M2,
on the event
{τα∞ > TM}∩ {sup
[0,T ]
λβ−2n−1|Zn(t)| 6 c0ν for n 6= m}∩ {sup
[0,T ]
λβ−2m−1|Zm(t)−ψ(t)| 6 c0ν},
where ψ : [0, T ] → R is an non–decreasing continuous function such that ψ(0) = 0
and ψ(T) large enough depending on the above given data (its value is given in the
proof).
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Proof. We work on the event given in the statement of the proof.
Step 1: estimate inH. Wefirst give an estimate ofX inH. Set ψ˜ = sup[0,T ] ‖Zm‖H 6
ψ(T) + c0ν, then
d
dt
‖Y‖2H + 2ν‖Y‖21 6 2
∞∑
n=1
λβnXn(ZnYn+1 − YnZn+1)
6 2
∞∑
n=1
λβn
(
|ZnYnYn+1| + Z
2
n|Yn+1|+ |Zn+1|Y
2
n + |ZnZn+1Yn|
)
+ 2λβm−1
(
|Zm|Y
2
m−1 + |Zm−1ZmYm−1|
)
+ 2λβm
(
||ZmYmYm+1 + Z
2
m|Ym+1|+ |ZmZm+1Ym|
)
6 4c0ν(1+ λ
β−3)‖Y‖21 + k0c30ν3
+ λβm(2ψ˜
2 + 4ψ˜+ 4c0νλ
β−3ψ˜)(1+ ‖Y‖2H)
6 ν‖Y‖21 + k0ν3 + 16λβm(1+ ν)(1+ ψ˜2)(1+ ‖Y‖2H),
where we have estimated the terms without Zm as in Lemma 6.3 (the constant
k0 is the same of that lemma) and the terms with Zm bounding the compo-
nents of Y with ‖Y‖H. If k1 = k0ν3, k2 = 16λβm(1+ν) andM3(T ,ψ(T))2 = (M21+
k1/k2) exp
(
k2T(1+ψ˜
2)
)
, it follows fromGronwall’s lemma that sup[0,T ] ‖Y(t)‖2H 6
M3(T ,ψ(T))
2. Since on the given event we have that ‖Z(t)‖H 6 λ2−β(λ2−β −
1)−1 + c0ν+ψ(T) for every t ∈ [0, T ], we finally have that
sup
[0,T ]
‖X(t)‖H 6 c0ν+ λ
2−β
λ2−β − 1
+ ψ(T) +
(
M1 +
√
k1
k2
)
ek2T(1+(ψ(T)+c0ν)
2)
=: M4(T ,ψ(T))
Step 2: Large size at time T . Using the previous estimate we have
Xm(t) = e
−νλ2mt Xm(0) + Zm(t) +
∫ t
0
e−νλ
2
m(t−s)
(
λβm−1X
2
m−1 − λ
β
mXmXm+1
)
ds
> −a0νλ
2−β
m−1 +
(
ψ(t) − c0νλ
2−β
m−1
)
− λβmt sup
[0,T ]
‖X‖2H,
hence for t = T we have
Xm(T) > ψ(T) − ν− λ
β
mM4(T ,ψ(T))T .
We can choose ψ(T) = M2 + 2ν and notice thatM4(T ,M2 + 2ν)T → 0 as T ↓ 0,
hence we can choose T small enough so that λβmM4(T ,ψ(T))T 6 ν, to obtain
Xm(T) >M2 and in conclusion ‖X(T)‖H >M2.
Step 3: Bound from below for n = m. The choice of ψ(T) and the computation in
the above step yield
λβ−2m−1Xm(t) > −(a0 + c0)ν− λ
2−βM4(T ,M2 + 2ν)λ
2β−2
m T ,
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since ψ is non–negative. By assumption we have that a0 + c0 < a ′0, hence,
possibly fixing a smaller value of T than the one chosen in the previous step, we
can ensure that Xm has −a ′0νλ
2−β
m−1 as lower bound on [0, T ].
Step 4: Bound from below forn 6= m. Ifn > m, the proof proceeds as in Lemma 3.2,
since Xm appears in the system of equations for (Yn)n>m only through the
positive term λβmX
2
m in the equation for the (m + 1)
th component (and since
c0 <
√
a ′0(1−
√
a ′0) by the choice of c0, a
′
0).
If n < m, the proof follows by finite induction. Indeed, the lower bound is
true for n = m by the previous step. Next we prove that if λ2−βn Yn+1(t) > −a
′
0ν
for all t ∈ [0, T ], then λ2−βn−1Yn > −a ′0ν. We prove this similarly to the proof of
Lemma 6.4. Indeed, set ηn = Yn + a ′0νλ
2−β
n−1, then using only that λ
β−2
n−1|Zn(t)| 6
c0ν and (Xn+1(t))− 6 (a ′0 + c0)νλ
2−β
n for t ∈ [0, T ],
η˙n > −(νλ
2
n + λ
β
nXn+1)ηn + a
′
0ν
2λβ−2λ4−βn − λ
β
n(a
′
0νλ
2−β
n−1 − Zn)(Xn+1)−
> −(νλ2n + λ
β
nXn+1)ηn + νλ
β−2
(
a ′0 − (a
′
0 + c0)
2
)
λ4−βn
> −(νλ2n + λ
β
nXn+1)ηn,
since c0 < a ′0 <
1
4
, hence c0 <
√
a ′0(1 −
√
a ′0). The fact that ηn(0) > 0 implies
that ηn(t) > 0. 
Lemma 6.4 and Lemma 6.5 suggest how to have a well-behaved noise, namely
a random perturbation that leads the system from a ball in H to a pre–blow–up
set (6.1). Let c0 > 0, t0 > 0, Tc > 0, Te > 0 and ψ : [0, Te]→ R be a non–negative
non–increasing function, and define the event
N(t0; c0, Tc, Te,ψ) = Nc(c0, t0, Tc) ∩Ne(c0, t0 + Tc, Te,ψ)
where
Nc(c0, t0, Tc) =
{
λβ−2n−1|Z
c
n(t)| 6 c0ν for all n > 1 and t ∈ [t0, t0 + Tc]
}
and
Ne(c0, t0 + Tc, Te,ψ) =
{
sup
[t0+Tc,t0+Tc+Te]
λβ−2m−1|Z
e
m(t) − ψt0+Tc(t)| 6 c0ν,
λβ−2n−1|Z
e
n(t)| 6 c0ν for all n 6=m and t ∈ [t0 + Tc, t0 + Tc + Te]
}
,
ψs : [s, s+ Te]→ R is defined for s > 0 as ψs(t) = ψ(t− s), for t ∈ [s, s+ Te],m
is the smallest integer of the set {n : σn 6= 0}, and for every n > 1,
Zcn(t) = σn
∫ t
t0
e−νλ
2
n(t−t0) dWn, t ∈ [t0, t0 + Tc],
Zen(t) = σn
∫ t
t0+Tc
e−νλ
2
n(t−t0−Tc) dWn, t ∈ [t0 + Tc, t0 + Tc + Te].
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Given a weakmartingale solution Px with initial condition x, the following facts
are straightforward:
Nc(c0, t0, Tc) and Ne(c0, t0 + Tc, Te,ψ) are independent,
they both have positive probability (Lemma 3.1 ensures that Nc has posi-
tive probability and the same methods can be used for Ne),
the value of their probability is independent of t0,
if t0, Tc, Te and t ′0 are given such that t0+Tc+Te 6 t
′
0, thenN(t0; c0, Tc, Te,ψ)
and N(t ′0; c0, Tc, Te,ψ) are independent.
The basic idea for the proof of Theorem 6.2 is to show that a pre–blow–up
set (6.1) is recurrent for the system, knowing that there is no blow–up. Since
a well-behaved randomness leads the system from a ball in H to a pre–blow–up
set, it is sufficient to show that the fact that the system hits a ball in H, of some
radius, and afterwards the randomness is well-behaved happens with probability
one.
Lemma 6.6. Let β > 3, assume (2.1) and (2.2) and consider α ∈ (β−2,α0+1). There
exists c6.6 > 0 such that ifM > 0, Tc > 0, Te > 0, c0 > 0, and ψ : [0, Te] → R is a
non–decreasing and non–negative function and
c6.6
M2
+ e−νλ
2(Tc+Te) < 1,
then for every x ∈ Vα and every energy martingale solution Px starting at x,
Px
[
{τα∞ =∞} ∩ ⋂
k>1
(
{‖X(kT)‖H 6M} ∩N(kT ; c0, Tc, Te,ψ)
)c]
= 0,
where T = Tc + Te.
Proof. We first obtain a quantitative estimate on the return time in balls of H
of the Markov process XR(·; x), solution of problem (2.3) with initial condition
x ∈ Vα, which has been introduced in the proof of Theorem 2.4, and then get the
same estimate for the strong solution. This will allow us to prove the lemma.
Step 1. It is straightforward to prove by Itô’s formula (applied to ‖XR(t; x)‖2H)
and Gronwall’s lemma that
(6.5) E[‖XR(t; x)‖2H] 6 ‖x‖2H e−2νλ
2t+c6.6,
where c6.6 = (2νλ2)−1
∑∞
n=1 σ
2
n, and where the last series is convergent due to
(2.1) and to the assumption α0 > β− 3.
Step 2. We use the previous estimate to show that
(6.6) P
[‖XR(kT ; x)‖H >M for k = 1, . . . ,n] 6 (e−νλ2T +c6.6
M2
)n−1
.
We proceed for instance as in [18, Lemma III.2.4], we detail the proof for the
sake of completeness. Define, for k integer, Ck = {‖XR(kT ; x)‖H > M} and
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Bk =
⋂k
j=0 Cj, and set αk = E[1Bk‖XR(kT ; x)‖2H] and pk = P[Bk]. By the Markov
property, Chebychev’s inequality and (6.5),
P[Ck+1|FkT ] 6
1
M2
e−νλ
2T ‖XR(kT ; x)‖2H +
c6.6
M2
,
hence
pk+1 = E
[
1BkP[Ck+1|FkT ]
]
6
1
M2
e−νλ
2T αk +
c6.6
M2
pk.
On the other hand, by integrating (6.5) on Bk, we get
αk+1 6 E[1Bk‖XR((k+ 1)T ; x)‖2H] 6 e−νλ
2T αk + c6.6pk
If (α˜k)k∈N and (p˜k)k∈N are the solutions to the recurrence system{
α˜k+1 = e
−νλ2T α˜k + c6.6p˜k,
p˜k+1 =
1
M2
e−νλ
2T α˜k +
c6.6
M2
p˜k,
k > 1,
with p˜1 = p1 and α˜1 = α1, then αk 6 α˜k and pk 6 p˜k for all k > 1 and (6.6)
easily follows, since α˜k =M2p˜k for k > 2.
Step 3. By the previous step,
P[‖X(kT ; x)‖H >M, k = 1, . . . ,n, ταx =∞]
6 lim
R↑∞P[‖X(kT ; x)‖H >M, k = 1, . . . ,n, τα,Rx > nT ]
= lim
R↑∞P[‖XR(kT ; x)‖H >M, k = 1, . . . ,n, τα,Rx > nT ]
6 lim sup
R↑∞ P[‖X
R(kT ; x)‖H >M, k = 1, . . . ,n]
6
(
e−νλ
2T +
c6.6
M2
)n−1
,
since ταx = supR>0 τ
α,R
x . Hence, if we define the (discrete) hitting time K1 =
min{k > 0 : ‖X(kT ; x)||H 6 M} of the ball BM(0) in H (and K1 = ∞ if the
set is empty), then K1 < ∞ on the event {ταx = ∞}. Likewise, define the se-
quence of (discrete) return times K2 = min{k > K1 : ‖X(kT ; x)||H 6 M}, . . . ,
Kj = min{k > Kj−1 : ‖X(kT ; x)||H 6 M}, . . . , with the understanding that a re-
turn time is infinite if the corresponding set is empty (this in particular happens
if some previous return time is already infinite). The previous step immediately
implies that Kj <∞ for each j > 1 on the event {ταx =∞}.
Step 4. Consider for k > 1 the events Nk = N(kT ; c0, Tc, Te,ψ). By the consid-
erations we have stated above, we know that P[Nk] is constant in k, and we set
p = P[Nk]. Moreover, by the choice of T , it turns out that N1,N2, . . . ,Nk, . . . are
all independent. Set N∞ = ∅ and define the time
L0 = min{j > 1 : 1NKj = 1},
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and L0 =∞ if the set is empty. Notice that if L0 is finite, then ‖X(KL0T ; x)‖H 6M
and the random perturbation is well-behaved in the time interval [KL0T ,KL0T +
Tc + Te]. Hence the lemma is proved if we show that
(6.7) P[L0 =∞, ταx =∞] = 0.
Step 5. Given an integer ℓ > 1, we have that
P[L0 > ℓ, τ
α
x =∞] = P[NcK1 ∩ . . .NcKℓ ∩ {ταx =∞}]
=
∞∑
k1=1
· · ·
∞∑
kℓ=kℓ−1+1
P[Sℓ(k1, . . . , kl) ∩ {ταx =∞}],
where we have set
Sℓ(k1, . . . , kℓ) = N
c
K1
∩ . . .NcKℓ ∩ {K1 = k1, . . . ,Kℓ = kℓ}.
Notice that Sℓ(k1, . . . , kℓ) ∈ F(kℓ+1)T , hence by the Markov property,
P[Sℓ(k1, . . . , kl) ∩ {ταx > (kℓ + 1)T }]
= E
[
1Sℓ−1(k1,...,kℓ−1)1{ταx>(kℓ−1+1)T}
1{Kℓ=kℓ}P[N
c
kℓ
∩ {ταX(kℓT ;x) > T }|FkℓT ]
]
6 (1− p)P[Sℓ−1(k1, . . . , kℓ−1) ∩ {ταx > (kℓ−1 + 1)T } ∩ {Kℓ = kℓ}].
By summing up over kℓ, we have
∞∑
kℓ=kℓ−1+1
P[Sℓ(k1, . . . , kℓ) ∩ {ταx > (kℓ + 1)T }] 6
6 (1− p)P[Sℓ−1(k1, . . . , kℓ−1) ∩ {ταx > (kℓ−1 + 1)T }]
and the iteration of this argument finally yields
P[L0 > ℓ, τ
α
x =∞] 6 (1− p)ℓ,
hence the claim (6.7). 
We have all the ingredients to complete the proof of the main theorem of this
section.
Proof of Theorem 6.2. Fix α ∈ (β − 2, 1 + α0), p ∈ (0,β − 3) and a0 ∈ (0, 14 ], and
consider the values p0 > 0, andM0 > 0 given by Theorem 6.1. In view of Corol-
lary 5.5, it is enough to prove that the (sampled) arrival time to B∞(α,p,a0,M0)
is finite on the event {ταx = ∞}, for all x ∈ Vα. To prove this, by virtue of
Lemma 6.6, it is sufficient to prove that there areM, Tc, Te, c0 > 0 and a function
ψ as in the statement of the lemma such that e−νλ
2Tc + c6.6
M2
< 1 and
(6.8)
‖X(t0; x)‖H 6M
N(t0; c0, Tc, Te,ψ)
}
⇒ X(t0 + Tc + Te; x) ∈ B∞(α,p,a0,M0).
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Indeed, the left–hand side of the above implication happens almost surely on
{ταx <∞} for some integer k such that t0 = k(Tc+Te), hence the right–hand side
happens with the same probability and P[σx,Tc+TeB∞ =∞, τ∞x =∞] = 0.
We conclude with the proof of (6.8). We first notice that in Lemma 6.4, the
larger we chooseM, the larger is the time Tc we get, hence we apply Lemma 6.4
with a0 = 18a0, c0 < min{
1
8
a0, (4(1 + λ
β−3))−1} andM > 0 large enough so that
the time Tc whose existence is ensured by the lemma satisfies e−νλ
2Tc + c6.6
M2
< 1.
Moreover we know that
infn>1
(
λβ−2n−1Xn(t0 + Tc)
)
> −(a0 + c0)ν > −
1
4
a0ν on the event {ταx =∞} ∩Nc(c0, t0, Tc),
‖X(t0 + Tc)‖H 6 ‖X(t0)‖H + c6.3ν 6M+ c6.3ν,
where the second statement follows from Lemma 6.3. We apply then Lemma 6.5
withM1 =M+c6.3ν,M2 =M0, a0 = 14a0, a
′
0 = 2a0 and c0 as above, hence there
is Te > 0 such that
infn>1
(
λβ−2n−1Xn(t0 + Tc + Te)
)
> −(a ′0 + c0)ν > −a0ν on the event {τ
α
x =∞} ∩Ne(c0, t0 + Tc, Te,ψ),
‖X(t0 + Tc + Te)‖p > λp‖X(t0 + Tc + Te)‖H >M0,
that is X(t0 + Tc + Te) ∈ B∞(α,p,a0,M0). 
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