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0. INTRODUCTION 
In this paper we establish an explicit bound on the location of the scat- 
tering frequencies associated with a potential in three dimensions. Since the 
scattering frequencies are a readily observed quantity in the study of wave 
phenomena, the importance of relating their location in the complex plane 
to properties of the disturbance is immediate. In particular, the bound 
provided here yields an upper bound on the rate of decay of waves for a 
fixed observer as time evolves. 
Consider the wave equation in three dimensions, 
u,, - Au + qu = 0, (0.1) 
where q is a bounded, real potential. A complex number 0 is a sattering fre- 
quency if (0.1) admits an outgoing solution of the form e’%(x). Outgoing 
means that u satisfies the Sommerlield radiation condition. The scattering 
frequencies are also referred to as resonances or poles. Solutions of (0.1) 
which have nice, finite-energy initial data have an asymptotic expansion 
U- Cl e ‘~‘ui(x) which is valid for fixed x as t tends to infinity. This is called 
the near-field expansion. 
This paper will show that under suitable conditions on the potential q, 
there exists ,E, > 0 such that Im g 3 Z,. Thus every scattering eigensolution 
e%(x) decays at least as rapidly as e-rzo, and therefore all solutions of the 
perturbed wave equation decay at least that rapidly. Further, there is 
another constant Z, > C,, such that the scattering frequencies c with 
C0 < Im c < 2, are discrete and have a finite number of associated eigen- 
solutions. Under slightly more stringent conditions on q, we show that 
Z,=CKl. 
In proving the positive result that Z,, > 0, we had to assume that the 
potential q was small relative to the radius of the support or the rate of 
decay. Naturally, one questions the reason for such a condition. Numerical 
evidence in the paper by Wei, Majda, and Strauss [9] shows that for a 
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nonnegative potential which is constant on a ball and zero elsewhere, the 
imaginary part of the scattering poles decreases continuously as the 
amplitude of the potential increases. For special potentials one can 
construct solutions and compute the frequencies, e.g., a potential which 
equals a positive constant on a ball and vanishes outside of it. As the 
height of the potential increases, the poles approach either the poles of the 
obstacle scattering problem for the exterior of the ball or the eigenvalues 
of the operator on the interior of the ball. The poles are found by matching 
solutions of the interior and exterior problems along the boundary sphere. 
While there should be no restriction on the height of the potential if it has 
sufficient decay, the Hilbert-Schmidt norm employed in the proof is too 
crude to extract the necessary information. 
The result extends to time-periodic potentials as well. Cooper, Perla- 
Menzala, and Strauss showed in [l] that for time-periodic potentials with 
compact support in the space variables the scattering frequencies were 
discrete in C and Im oj + co. Moreover, they showed that the frequencies 
depend continuously on the potential. While their goal is different, we 
apply the same basic method of investigating an integral operator, showing 
it is compact and analytic, and applying a general result of Steinberg [ 121, 
There are a number of results which show that certain regions in C are 
pole-free. Lax and Phillips show in [7] that if q has compact support and 
is merely‘ measurable, then the scattering frequencies are discrete and 
Im c > a + b log I CJ] where a, b are real and b > 0. An explicit lower bound 
for Im c is not provided, but one may be obtained indirectly through 
examination of the local evolution semigroup Z(t), i.e., if llZ( T)/( = a < i 
for some T> 0, then Im c 3 ( -log a)/T. This is clear since 0 is a scattering 
frequency if io is an eigenvalue of the infinitesimal generator of Z(r). No 
specific bounds on Ij Z( t) jl are given relative to the potential 4. The numeri- 
cal evidence in [9] is a computation on Z(t). Goodhue shows in [5] that 
if q has compact support and is also a Gevrey type, then the scattering fre- 
quencies are bounded by an algebraic curve Im cr > a + b 1~11 OL with M, b > 0. 
It is important to note that the hypothesis that q has compact support is 
critical, The proofs of these results employ a decomposition of the semi- 
group Z(t), part of which restricts the waves to compact sets and allows 
one to analyze the differentiability of Z(r). 
There seem to be more results of this type for obstacles than for potentials. 
In [S] Morawetz found bounds for non-trapping obstacles. The bound for 
a star-shaped obstacle is especially neat; Im (T > I/Gp, where p is the radius 
of the obstacle. This paper contains a simple adaptation of Morawetz’s 
technique for compactly supported potentials and a straightforward exten- 
sion for potentials which satisfy a decay condition. Ralston obtains a 
stronger result for star-shaped obstacles in [lo]. His technique is to study 
the scattering matrix itself, and his result of Im CJ 3 l/p is sometimes harp. 
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Recently, Fernandez and Lavine [3] used techniques imilar to those of 
Morawetz and the author to obtain bounds on poles for compactly sup- 
ported potentials and non-trapping obstacles. This bound is also explicit, 
but it depends on the real part of the frequency. However, as (Re 01 --* co, 
the bound is similar to the one obtained in this paper, and the assumptions 
on the potential are of a similar type as well. 
The author would like acknowledge Walter Strauss for introducing him 
to scattering theory and for both suggesting and discussing the problem in 
this paper. 
1. PRELIMINARIES 
Consider the reduced inhomogeneous wave equation in R3 
Av+a2v=g. (1.1) 
If g satisfies reasonable decay conditions, the solution to (1.1) which 
satisfies the outgoing Sommerfeld radiation condition is given by the 
integral 
That is, v=S; *g, where S; = -(47rI~I)-~exp(-ioIxl) is the out- 
going fundamental solution of the operator (d + 02Z). The incoming 
fundamental solution is S,+ = - (47cI.~I)-’ exp( +ioIxl). (See [ll].) Thus 
U(X)-e-‘“‘/r as (XI =r -+ XJ. Alternatively, one can define outgoing 
dynamically. We say that u is the outgoing solution of the inhomogeneous 
wave equation 
u,, - Au = erorg 
if U,(t-S) u(s) -+O as s+ co, where u(t) is the data pair (u(t), ur(t)> and 
U,(t) is the operator which maps initial data to data at time t. The limit 
is taken in the Frechet space of data with locally finite energy (see [2]). 
Note that by the variation of parameters formula we have 
u(t)= U,(t-s)“(s)-jSI &,(t-T){o, ezuTg) dT. 
s 
Solving the wave equation by spherical means (see [4]), we see that the 
outgoing solution is u(t) = erGr{v, iaa}, where v = S; * g. 
Now consider the reduced wave equation in R3 with a potential q(x) 
Au + g2v = qu. (1.2) 
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The potential is a function of space variables x E R3 alone, and lq(x)/ d 
Be-“‘“’ for some positive constants a and B. 
DEFINITION 1.1. We say that [r E C is a scattering frequency associated 
to the potential q if CJ admits an outgoing solution to (1.2) 
By an outgoing solution we mean that u satisfies the Sommerfeld radiation 
condition. So an outgoing solution of (1.2) satisfies the integral equation 
and c(x) - ePrvr/r as 1x1 = r -+ CG. 
2. THE INTEGRAL OPERATOR 
Suppose that /q(x)\ d Be- “xl for some a, B> 0. Let Q(x) be function 
such that Iq(x)l < Q(x) < BePUIX’. Let H, be the Hilbert space of square 
integrable functions on R3 with the weighted measure Q(x) d-x. Then any 
function L’ which satisfies the Sommerfeld condition for (T, with Im (T -=z a/2, 
will be in H,. We can thus redefine Eq. (1.3) as an eigenvalue problem for 
an operator on H,. Define the operator A(a, q): H, -+ H, by 
Thus u is an outgoing solution of (1.3) in H, if and only if 
u = A(o, q) u, 
i.e., v is an eigenvector of A(o, q) with eigenvalue 1. And the set of 
scattering frequencies are the values of Q for which 1 is an eigenvalue of the 
operator A(o, q). 
THEOREM 2.1. If \q(x)l d Be-CI’Xi for some a, B > 0, then there are 
explicit constants C, and Z;, , a/2 < C, and Z,, < C,, such that the following 
three statements hold: 
(i) There are no scattering frequencies in the half-plane Im z < C,. 
(ii) The scattering frequencies in the strip C, < Im z < Z, are discrete. 
(iii) For each scattering frequency in the strip, the set of scattering 
eigensolutions is finite dimewional. 
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In particular, if a’jB> 2, then C, > i(l7 - ZB) > 0, atld the scattering 
frequencies are bounded away from the real axis, i.e., there is a pole-free 
strip. 
ProoJ: We shall show that the operator A(o, q) is compact for 
Ima<C, and that lIA(cr, q)[l< 1 for Tm cr<E,. Since the kernel of A(a, q) 
is entire, A(o, q) is an analytic family of compact operators on the half- 
plane Im (T < C,, and [I- A(a, q)] is invertible for Im c -CC,. Statements 
(i), (ii), and (iii) follow immediately from Steinberg’s Theorem [12]. 
First we show that A(c, q) is compact. In fact we show that it is 
Hilbert-Schmidt, i.e., convolution by S;(x) is Hilbert-Schmidt in H,. Let 
K = Im c and assume that c > 2~ > 0. 
e2K’x-yy( Q(x) dx Q(y) dy 
> 
m 00 
<B2 
f 0 0 -cc 
4B2 
=(a-2K)4<m. 
While the region above the real axis, rc > 0, is of primary interest, a simple 
adjustment of the calculation yields the following bound on llA(g, q)/l for 
the entire half plane K < a/2. 
if O<K>~ 
2 
II40, 4)112 d if y<K<O,and 
if ~<-a. 
4 
So A(a, q) is Hilbert-Schmidt for all 0 with Im 0 -C a/2; thus L’, 2 a/2. If 
K < -B2/a3, [I- A(a, q)] is invertible; so Z, 2 -B2/a3. But if a”/B > 2, 
then [I- A(o, q)] is invertible if K -C $(a - @); so Co > f(a - a) > 0. 
COROLLARY 2.2. 
a/B > &/2. 
rf Iq(x)l ,< Be-O’“l’, then Z, = CC and L’, > 0 whenever 
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ProoJ: As before, the integral is clearly finite for K < 0, but we can show 
that Z:, = co by showing that it is finite for all K. The estimate on the 
integral yields a pole-free strip when a/B > &/2, 
Suppose that K > 0. 
where F(x) = (e2x’/2)[(n/2) + xx2 + e-“‘x ,+/%I. Note that F(x) is strictly 
increasing for all x > 0, and that F(0) = n/4. 
We conclude that A(o, q) is Hilbert-Schmidt for all values of r~, i.e., that 
zlr = m.,f al/B’ > 71/4, then IIA(o_, q)ll < 1 whenever K < ~~F~‘(a2/B2). So 
a/B > J7r/2 implies that C, > ,/aF-‘(a’/B’) > 0. 
COROLLARY 2.3. If \q(x)l f B and q(x) = 0 whenever x < p, then C, = cc 
and C, > (1/4p) log(3/2B2p4) > 0 if B’p” -c 312. 
Pro05 
B’ 
6--- s s 1637~~ ~yI<p 
1 e2K III 
lI1<zp lx12 
d-x dy = 5 B’p”G(‘t~p), 
where 
i 
l(ex- 1) if xf0 
G(x)= x 
1 if x =O. 
Note that G(x) is strictly increasing and 1 d G(x) <e”. 
We conclude that A(o, q) is Hilbert-Schmidt for all values of c’, i.e., 
C, = cc. And if B2p4 < 312, then G-l(3/2B’p4) is defined, and K c (1/4p) 
G-‘(3/2B2p4) implies that \IA(o, q)l] c 1. Thus ,X0 B (1/4p) G-‘(3/2B2p’) 3 
(1,‘4p) log(3/2B2p4) > 0. 
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3. TIME-PERIODIC POTENTIALS 
Consider the wave equation with a potential 4(x, t), which depends on 
time and space variables t and x E R3. 
u,, -Au + 4(x, t)u = 0. (3.1) 
We shall assume that q satisfies the following two properties: 
(a) Periodicity: q is time-periodic; i.e., for some T, q(x, t + T) = 
q(x, t), for all t and x. 
(b) Decay: )q(x, t)/ ,< Q(x) ,< Be-“‘“‘, where a, B> 0. 
DEFINITION 3.1. We say that 0 E C is a scattering frequency associated 
to the potential q(x, t) if c admits a solution u(x, t) to (3.1) such that 
(1) u(x, t) is outgoing and 
(2) e -‘%(x, t) is time-periodic with period T. 
The definition of outgoing is the dynamic one given in Section 1. In par- 
ticular, if the x-support of q(x, t) is contained in the set 1x1 <pp, and the 
solution continued as a solution of the wave equation for time t > 0, then 
the solution vanishes on a forward cone (XI < t-p. 
Consider the functions r(x, t) of the defined on R3 x R such that 
u(x, t + T) = r(x, t). Let X be the Hilbert space of such functions which are 
square integrable on the slab R3 x (0, T) with the weighted measure 
Q(x) ds dt. The norm in X is given by 
We define the operator &(a, q): X-t X by 
f 
-e-icTll-yI 
= R’ 4nIx-l’l q(Y,t-lx-Yl)~(Y,t-lx-Yl)~~‘, 
where the [U,,(s) f] r is the first coordinate of the data pair. Since q and ri 
are T-periodic, it follows that .&(e, q)u is T-periodic. 
PROPOSITION 3.2. J&‘(o, q) is compact operator on X for all 0 with 
Im d < a/2. 
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Proof. Define the operator &(g, q, R) on X by 
The following calculation shows that &(G, q, R) converges uniformly to 
,d(rJ, q) as R -+ CTj: 
rr P 
< J J 
1 
+-J’q( y, t) o( y, t) dy ’ Q(x) dx dt 
0 R3 II’ I,,j2R4~1~--1?1 e 
6 e ‘“‘“-“Q(y) Q(x) dxdy Ilull; 
> 
6 c(~, a, B, lIuil; jr s2e(2K-Qn)s d
By the definition of &(cJ, q, R), we are only integrating over a ball of 
radius R; so it is only necessary to consider functions which have x-support 
on that ball, or equivalently, potentials which have x-support on that ball. 
Define X, to be the Hilbert space obtained by the restriction of X to the 
cylinder {(x, t) E R3 x (0, T) : 1x1 f R). 
It was proved by Cooper, Perla-Menzala, and Strauss in [ 11, that the 
operator JX!‘(B, q, R) is compact on the Hilbert space X,, for each value of 
R, 0 < R < co. Then the compactness of &(g, q, R) as an operator on X is 
summarized by the commutative diagram 
x s'(o.9.R) + x 
x 
I T 
E 
XR d(u, 9. R)IxR + xR 
where rr is the restriction of X to the cylinder and E is the natural extension 
of [&(o, q, R)u](x) for 1x1 > R. 
The machine is in place to apply Steinberg’s Theorem as in Section 2. 
THEOREM 3.3. If lq(x, t)l < Q(x) B Be-“‘” for s’ome a, B > 0, then there 
are explicit constants Z, and Z, , 0 < Z, and Z, < .Z, , such that the 
following three statements hold: 
(i) There are no scattering frequencies in the half-plane Im z < Co. 
(ii) The scattering frequencies in the strip Co d Im z < C, are discrete. 
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(iii) For each scattering frequency in the strip, the set of scattering 
eigensolutions is finite dimensional. 
If a’/B < 2, then C, 2 +(a - &B) > 0, and there is a pole-free strip above 
the real axis. 
Proof 
146 4)v12 d (J 
e2K’x-Ly’Q( y) dJ 
83 167~” Ix - 1’1’ > 
X 
(J 
R3 Q(y)lv(t- l--A VII’ dv 
So, using this and Fubini’s Theorem, 
I C-@‘d(c, qbl(x, t)12 Q(x) dx- 
> 
dt 
T 
< J [J 0 R3 > 
X (J Q(v) MY, t-Ix-y1)12d~~ Q(x)dx dt R’ 1 1 
ii (J 1 < RI R3 167~~(x-y(~ e2”‘x-y’Q(y) Q(x) dy dx llv/$ > 1 
Just as in the time-independent case, the double integral in the estimate 
of I~zz?(o, q)ll converges if K = Im cr < a/2. And if B is relatively small 
compared to a, we know that [I--&(@, q)] is invertible for Im g<Co, 
where Z. > 0. In particular, if a2/B < 2, then Co 3 f(a - &) > 0. 
4. THE ENERGY ESTIMATE’ METHOD 
Once again we consider the reduced wave equation 
Av+a2v-qv=O, (4.1) 
where XER~, aE C, q(x) is a C’ function, and lq(x)l <Be-“‘“‘. The object 
is to show that, for some constant c > 0, Eq. (4.1) admits no outgoing solu- 
tions unless Im a 3 c as in the previous sections. In the following sections 
we can relax the conditions on a and B at the cost of a less explicit lower 
bound. The method employed here was introduced by Morawetz in [8] to 
prove the same result for star-shaped obstacles. The basic idea is LO 
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establish an integral identity which can be exploited through energy 
estimates. The first step is to establish the identity and state the results for 
the bound Im cr > c > 0. Before proving the results, Section 5 discusses the 
hypotheses on the potential. Section 6 sets up the estimates, and the proof 
is reduced to three lemmas. The lemmas are simple for potentials of 
compact support, and that case is treated separately in Section 7. Section 8 
proves the three lemmas for potentials of unbounded support. 
Suppose that u is an outgoing solution of Eq. (4.1). Then u satisfies the 
integral equation 
The function u thus satisfies the Sommerfeld radiation condition, 
--IoI.X 
u(x)=0 ( ) e (x( as 1x1 3 0~‘. 
(4.2) 
Define a new function W(X) = L’(X) eirrr, where I’ = js/. Then W(X) e’U(rPr) is 
an outgoing solution of the perturbed wave equation u,, - Au + qu = 0. And 
since u satisfies (4.3), w - l/r, and VW - l/r2 as r -+ XI. From (4.1) we 
derive the equation 
AW = y ( YW), + qw. 
Multiply both sides of this differential equation by (YM?), and integrate over 
R3. Integrating by parts yields 
Let D(R3) be the completion of Cr(R3) under the norm (1. /ID defined by 
II~IID = ( jR3 IVdl’ q. 
Let 9 be the set of potentials q such that for some E > 0 
for all 4 eD(R3). The class of potentials 9 is similar to the set of star- 
shaped obstacles studied by Morawetz in [S]. 
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PROPOSITION 4.1. Suppose that q = 0 whenever 1x1 > p. <f v is an 
outgoing solution of (4.1), and if w(x) = u(x) erUr, then 
PROPOSITION 4.2. Suppose that q satisfies the conditions that /q(x)1 < 
Be-“‘“’ and that Iqr(x)/ d B’e-“I”‘, for some positive constants a, B, and B’, 
and is sphericallMv synmetric. Then, if D is an outgoing solution of (4.1) and 
w(x) = v(x) e’“‘, there is a constant K> 0, depending on a, B, and B’, such 
that 
We note there that the condition that q is spherically symmetric can be 
weakened to conditions on the decay of qe, the angular derivatives of q. 
This is apparent in the proof of Lemma 6.1 in Section 8. 
THEOREM 4.3. Suppose that qE9 and satisfies the conditions af either 
Proposition 4.1 or Proposition 4.2. Then, for some E > 0, (4.1) admits an 
outgoing solution onlv if Im c Z c/4K. lj’ q satisfies the conditions of 
Proposition 4.1, then K = p. 
ProoJ The theorem follows easily from Eq. (4.4), the propositions, and 
the hypotheses on q. 
The real work in providing a lower bound for the imaginary part of the 
scattering frequencies is contained in the proof of the propositions. For the 
moment, we postpone the proof so that we may investigate the class of 
potentials in 9. 
5. THE CLASS OF POTENTIALS 9' 
One can show that the potential q is in 9 if one makes additional 
assumptions about q. The first set of assumptions consists of simple 
pointwise bounds on q, but one may assume integral bounds as well. Just 
as in the previous sections, all bounds imply that the absolute size of the 
potential must be small relative to the radius of the support of q or the rate 
of decay of q as r+ cx). 
(1) (rq), d 0: This condition is directly analogous to the condition 
that an obstacle be star-shaped as given by Morawetz. It would allow us 
to simply ignore one term of the integral identity (4.4). However, it is 
unsatisfactory assumption to make here, since it would cause 4 to have a 
singularity at the origin of the order of l/r or worse. 
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(2j (~q)r<(1-E)/4?: The well-known inequality for functions 
defined on R3, 1 lfj2/4r2 d-x < j lVf\ 2 d. x immediately implies the result. 
(3) Suppose that q(x) = 0 whenever 1x1 > p, and that (rq),< 2/p’: 
a similar inequality to the previous one, Sir, GP \fi2 dx < p2/2 s IVfl’ dx, 
implies the result. 
(4) The Sobolev imbedding theorem yields an integral condition on 
q. In particular, we have D(R3) c L6(R3); so by an application of Hiilder’s 
inequality, 
(5) The following integral condition is motivated by potentials of the 
form q(r) = Be-“” for y B 1. For such a potential, there exists some number 
c such that (rq), <O for all r > c. Suppose that (rq),> 0 on the interval 
[0, c] and (t-q), d 0 on (c, a). Claim: Jg r(rq), dr < 1 implies that q satisfies 
the hypothesis of the theorem. The proof of this claim is as follows: Assume 
that f~ Cz(R3). Then 
f(x) = -1,: $( r G) dr. 
By applying the Schwarz lemma, 
Let o = x/lx\ and 1x1 = R. Multiply both sides of this equation by R’ 
(Rq(R)),, integrate o over S2, and integrate R over [0, c]. 
j; jszf~Rw) R’(Rqh dw dRG (j; R(Rq), dR)(jR3 lV.i2 dx). 
This proves the claim. 
EXAMPLES. (1) Suppose that q has support in the ball 1x1 < p. Let the 
constant B = sup,,, <p (r-q),. Then by item (3) above, we see that if 
B < 2/p’, then the theorem holds. And the result is that Im u > (2 - Bp2)/8p. 
For the potential q = Bxp, where xp is a smooth approximation to the 
characteristic function on the ball of radius p, we have (rq),x B on the 
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ball. Thus the height B is restricted by B-c 2/p2. Item (2) above would 
impose the condition that B< 1/4p2. 
(2) Suppose that y(r) = Be-“““. By resealing s= al/y, we see that 
(rq), < 1/4r2 is the same as a”“?/B > 4s2(1 - y.9’) eP”‘. The supremum of the 
term on the left occurs at 9’ = (y + 3 - \/m)/2y. This value of s 
may be substituted into the inequality. Consider the cases m which y is 1 
and 2. When y = 1, we require that a2/B> 8(5$-- 7) e(J’-“. Compare 
this to a’fB> 2 from Section 2; 8(5$- 7) < 417 < 2. When y = 2, we 
require that a/B > 4(fi - 4) e(~~-‘)‘~. Compare this to a/B > &/2 from 
Section 2; 4(Jii - 4) < l/2 < &/2. 
(3) Suppose that q(r) = Be-““. Then (rq), = B(l - ayr)‘) e-Or’, which 
is positive on the interval [0, (ay)-‘lY) and negative on ( (ay)-m’/‘, co). So 
we can apply the claim from item (5) above. Again by resealing, 
1: r(q), dr = j’““-“’ Br( 1 - ayr - ) eenrr dr 
0 
The cases in which y equals 1 or 2 we can compute directly. F( 1) = 
(3 - e)/e, and F(2) = (2 -&)/2&. Thus, for I’= 1, the hypothesis is 
satisfied if a2/B > (3 - e)/e. While for 1’ = 2, the hypothesis is satisfied if 
afB>(2-&)/2&. 
For other values of y, F can be expanded in a series whose terms have 
alternating sign. Thus F(y) can be approximated easily: 
F(y)=-+ z q(s) y-“. 
n-o . 
6. THE DILATION IDENTITY 
In order to prove the proposition, it is necessary to look more closely at 
the quantity (l/r) I(rw),12. We start the proof of the proposition by 
expanding and rearranging terms of (l/r) 1 (rw),l. 
= r ) IV,] ’ + Re( @Iv,) + 
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Integrating both sides over the ball (11 Q T yields 
(6.1) 
To analyze the above expression, we note that the function U(x, t) 
defined by U(x, t) = W(X) e’““-” is an outgoing solution of the perturbed 
wave equation. Furthermore, W, = U,(x, 1x1) + U,(x, 1x1) is the directional 
derivative of U along the ray whose endpoint is at the origin and which lies 
in the cone I’ = t. 
In particular, if the potential is compactly supported, the function 
,,,fx) ,-d-r, solves the wave equation for 1x1> p. And if the scatterer is 
removed at t = p, the resulting solution of the wave equation for t > p 
equals U on the set {(x, t): 1x1> t and t 3 p> and vanishes in the cone 
{ 1x1 < t - 2p ). More generally, we shall consider the solution of the wave 
equation with data on the cone given by the function W(X). 
It is a time-honored principle that the invariance of a differential equa- 
tion under a group action gives rise to a conservation law or integral. This 
idea is attributed to E. Noether (1918) and is elaborated by Strauss in [13] 
for wave equations. 
The invariance of the wave equation under dilation is expressed by the 
identity 
Re(x .VU + tii, + U)(zc,,- du) 
=div -~x!u,J’-Re(x.V~-tu,+u)Vu~~xlVui2 
L 1 
+$ Re(x.Vu+LT)U~+~t(lV111L+1z~~/2) . 
I 
(4.2) 
The right-hand side is a pure divergence. The identity is derived from the 
invariance of the Laplacian under dilation (see [133). The multiplier 
(x .Vu + tu, + 24) contains the directional derivative (x .V + t 8,) which is 
tangential to all rays which have the origin as their endpoint, a light ray 
being a special type. 
Let a, be the domain in R3 x R bounded by the two cones r = t and 
r = 2T- t for all T> 0. Denote these boundary surfaces by \JT. and A7., 
respectively. Let u be any solution of the classical wave equation, and then 
substitute u into (6.2). The left side is zero. Integrate over QT and apply the 
divergence theorem to obtain 
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J”Tfi L [rlu, + u,12 + Re U(u, + u,)] dK, 
(6.3 j 
where dK, and dK, denote the hypersurface measures on the cones VT 
and & respectively. 
The whole idea is this: if u(x, t) = W(X) on (t = 1x1>, then 
=$ VT s [~.l~~+~,J’+ReIr(u,+u,)ldK,. (6.4) 
Together Eqs. (6.3) and (6.4) yield the limit 
s R3 [r lw,) 2 + Re IW,.] dx 
= lim s 7--m VT 
$ [~l~~+~,J’+Reu(u,+z(,)]dK, 
2 
+ (t-r) ~l~~t--~(,.l’+Reu(u,-u,) dK,. 1 
The following lemmas will complete the proof of Propositions 4.1 and 4.2: 
LEMMA 6.1. 
1(t+r)(IV~12-IU,12)dK, =O. 
LEMMA 6.2. 
lim ‘j 
7--m 2 AT J 
Reii(u,-u,)dK, = -jR3$(flw12)rdr. 
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LEMMA 6.3. (a) Q-q(x) = 0 u&never 1x1 > p, then 
(b) Zf q satisfies the conditions of Proposition 4.2, then there is a 
constant K = K(a, B, B’) > 0 such that 
Iur-u,(‘dKA $Kj’ IVwl”dx. 
RZ 
To prove these lemmas we need to construct u explicitly. Let U(X, tj be 
the outgoing solution of the inhomogeneous wave equation 
u,,-Au=h(x, t) Er 
-q(x) u(x) erg’ if Ixl>t 
o 
if /xl < t. 
Since u satisfies (6.1), u(x, t) =duf~(x) for (xl B t. And since (u(r), u,(tj> = 
e’“‘u(l. io) for all t<O and eru’u{ 1, io) is outgoing, we know that U(X, tj is 
outgoing as well. 
More explicitly, we have the integral equation for U, 
u(x, t) = j’ 
- K 
= 
J -- m 
1 
4n(t-s) s 
- e’““q( y) u( y) dS(Jj) ds 
pisx; = I-S 
where [u,(tjfll is . the first component of U,(t)5 and /z(s) is the 
inhomogeneous term above. But the double integral can be written as a 
single integral over a subset of R3, 
L-~,O-~)(O, W)l, ds 
where R= R( f’; x, t) = Ix- ~1 + 1~1 -t. For fixed values of x and t, the 
level sets of R = R, are ellipsoids of revolution with foci at 0 and x and 
with a major axis of length R, + r. Note that R 20 for all ~7 whenever 
Ix/ > t, and (6.5) reduces to u(x, t) =e’%(x) by (4.2). In particular, 
u(x, 1x1 j = eiu’xlu(x) = w(x). 
505,‘99;1-9 
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7. WHEN THE POTENTIAL HAS COMPACT SUPPORT 
Suppose that q(x) = 0 whenever 1x1 > p. By inspecting (6.5) it is clear 
that u vanishes in the cone r < t - 2~. This is the key factor in proving the 
lemmas in this section. The argument is the same as that made by 
Morawetz, and the geometry is even a bit simpler. 
Proof of Lemma 6.3(a). Since the function u vanishes in the cone 
r < t - 2p, the integrand over l\= has support in the annular strip 
t - 2p < r < t. On this strip 4 (t - r) d p. So 
s 
1(t-r)I*,-uU,12dKA <jATpJu,-uu,12dK,. 
A,2 
By the usual energy estimates 
where V*u denotes the derivatives of u in the surface V7. But we know the 
data for u on V7 is just ~$7; hence 
1 
Jz AT2 
j l(t-r)lu,-u,.J’dK, ~pj~crIV~~12~~<pj~,IV~~~12d*. 
Proof of Lemma 6.2. Since the function u vanishes in the cone 
r<t-2p, we can bound s,,T )~1~dK,, by j,,T(uI-uT12dK,. 
An integration by parts over Ar yields 
jArReii(u,-u,)dK,= -jab,r;l.12dS+ jAT;lui2dK,. 
Using the support of u again, r 3 T- 2~; so we see that l/r + 0 as T + coo; 
so the second term vanishes in the limit. 
Evaluating the term on the boundary of Ar, gives 
s r=t=T $I2 dS 
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Hence, 
proving Lemma 6.2. 
Proof of Lemma 6.1. The terms T(( IVul’ - Iz~,./~) consist of tangential 
derivatives in the angular directions ~,/r. The function ug is also a solution 
of the wave equation and vanishes on the same forward cone as U. Thus if 
fAr (u/~ dK,, is bounded, so is fAl- (~~1’ dK, . Then we can use the factor 
l/r’. On the intersection of the support of u and the set /jr, l/r’- l/T’. 
It follows that the integral of T( \Vuj’ - (u,\‘) over ,yT vanishes as T + x. 
8. WHEN THE POTENTIAL HAS UNBOUNDED SUPPORT 
One common element of these three lemmas is the surface of integration 
AT. This surface can be parametrized along the characteristics. This 
parametrization will be more convenient to use than the standard 
Euclidean coordinates in some of the later calculations: 
The angular coordinates 8 = x/r remain unchanged. On the surface I\,-, the 
variable < is constant; i.e., AT= { (5, 9, 0): t = T, 0 9 4 < T). The surface 
measure dK A is given by $( T - 11)’ dq de, 
We now prove the lemmas. 
Proof of Lemma 6.1. We have to estimate the integral of ( /Vzdj’ - ju,J ‘), 
which can be rewritten as (uJ’,/?. If 14 is spherically symmetric, then ug = 0. 
If not, then, by the spherical symmetry of both the potential 9 and the cone 
r= t, and from (6.5) 
because rotation in 6 is the same as the rotation of the data in the opposite 
direction, -6. The Schwarz inequality implies that 
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The second factor contains Iw~(J))I*// y(*, which is less than JVW(J~)~” 
pointwise; so 
141 < Be --aJxi, 
s (lu~~1~/1~~1 2, & < 1 IVw12 4~. By the hypothesis on q, namely 
we know that ) ~‘1 *q( >I) is bounded, and 
Therefore, [llg12 = 0( 1x(- 2e-2K’r+Ix’)). And hence 
= s f TTluslZd~d8. BE.9 0 
We split this last integral into two pieces. If p < T/2 and T is large, 
the asymptotic condition implies that, for some constant C, TJu,JZ< 
CTe -4”v/(T- rl)* < 4Ce-m4kv/T. 
This is even simpler when q = 0 for Ix/ > p because u vanishes for II> p. 
Then Tlu,l’< CTed4”“/(T- q)‘< CTe-4”‘1/(T-p)2. The upper limit of 
integration is just p. 
If T/2 d n < T, then 
This concludes the proof of Lemma 6.1. 
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Proof of Lemma 6.2. Under the change of coordinates, 
and after integration by parts 
The second term is almost the same as the term in the previous lemma 
except that now we have 1~11~ instead of lu,l’. But since jR3 )n~I~(d~/lxI~)< 
4 IR3 IVNJI’ dx, it is clear that the second term tends to zero by the same 
arguments as for Lemma 6.1. 
The term evaluated on the boundary of AT, is rewritten using the fact 
that u = KJ on the boundary Vr; 
Hence, 
lim 41 Reii(u,-uu,)dK, = -i 
T+m J2 AT 
A(glr+~/‘) dx. 
R3 r i- 
Proof of Lemma 6.3(b). Choose p > 0. We divide the integral into those 
parts for which 0 < q < p and p < q < T. On the first part, as for the case 
of compact support, since 4 (t - r) = v < p, 
For the remaining portion of the cone, where q > p, there is substantially 
more work involved. We shall refer to the explicit formula (6.5) to find the 
bounds on Iu,- u,./’ in terms of both j IVMJI dx and functions of 11. The 
resulting integral can be computed to yield the second set of terms in the 
lemma. 
From Eq. (6.5) we have 
(6.5’) 
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Recall that R = Ix- y( + IyI - t. By an application of the divergence 
theorem, 
- q( 4’) lV( y) eraR 
471 Ix - j'l 
x ia 
I( 
l+;,lx_~i)+;ll”r~,!)dY 
xx 7 Y Y 
( 
x.(x-y) 
4(Y) 4 Y) 
+Ls 41-I 
l+lxlIx-yl 1 
fi KzO 72x j' 
( 
l+j'.(y-x) lwds(y)3 
14’1 IY-Xl > 
(8.1) 
where dS( y) is the surface element on {R = O}. 
We can parametrize the surface with the coordinates (s, 0), where 
s = (.lc . JP)//x~ 1y/ and 0 now denotes the remaining angle. This will cause no 
confusion, since this is the only sense in which 8 shall be used henceforth. 
Thus, - 1 <S $1, and 0 < 8 < 2x. The surface element is given by 
ds( y) = (t’ - I4 2)(tZ + I4 z - 2.a 1x1 P2 & & 
4(1-s/xl)3 
We would like to remove the term with the factor of io from this expres- 
sion since its appearance in the fundamental identity (4.4) would render the 
identity nearly useless. In order to eliminate this factor, we simply multiply 
and divide by aR/a ( y( and then integrate by parts. 
We must note that 
-= 1 +Y-(Y-X) aR t2- l-d2 
ai44 IJ'jjy--x)>t' 
on the region {R aO>, which, since q Zp or t-r > 2p, means dR/dI yI is 
bounded away from 0. For simplicity, we define the angles CI and j3 by 
x.(x-y) 
cos a = (xl (x - 1’1 
cos p=Y-(Y-“) 
14’1 IY-4’ 
These cosines appear regularly in the following computation. 
Now for the integration by parts, we use the formula SD g’. Vf = 
JaoE.n’-j, f div 2, where f = -eeVR, and let 
+ Y 4(J’)w(Y)(l+cos~) 
g=j347rjx-yJ (1+cosfi). 
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Then we obtain the integral for the io piece of Eq. (8.1), 
ioe -lgR( 1 + cos /I) 
q( y) w(y) (1 + cos ‘X) 
47rIx-yy( (l+cosfi) 4 
Thus we have completed the goal of removing the factor o from the expres- 
sion for 24, - U, in (8.1). We shall presently reconstruct he expression which 
will now replace (8.1). But first, recall that the final goal is to estimate the 
integral of ) U, - z4,I 2 over the surface /j =. The following expression consists 
of seven integral terms. Let each of these integrals be referred to as 
I,, I,, II, . . . . 16. By squaring each individually and applying the Schwartz 
inequality appropriately, we complete the estimate. 
So, we have replaced (8.1) by the monstrous looking equation 
Ii, - l.4, = J3s q(y) brJ(y) (1 +cos @) R=O4~jX--‘) (l+cosp)“2 ds(.v) 
- s e R30 
- 
s 
e 
R&O 
- e 
To complete the proof of Lemma 6.3, it is necessary to estimate each of 
these seven terms paying particular attention to what happens to each as 
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T+ CG. The analysis of each integral is roughly 
substantially from the others. 
We begin with I,: 
the same. Only I, differs 
By the Schwarz inequality, 
For the first factor we calculate 
By applying Schwarz to this, we get 
and thus 
so, 
For the remaining factor we change variables from (s, 0) to (r, 0) as 
follows: 
r= (~71 = t’- 1x12 
2(t-s(xl) 
drJ~2-l~I~h & 
2(t-slxl)’ 
2rt+jx12-tZ 
S= 
2r 1x1 
SE -l*r=f=IXI 
2 
s=lor=%=T 
2 
A POLE-FREE STRIP FOR SCATTERING 135 
Making this change and noting that the integrand is independent of 6? 
1 2n .I 
5 J 
4( Y12 (1 +cos$ 
t 87~ o -1 IX-y121J~l (1 +cos& 
x(t2-~xl”)4(t2+lx12-2stIxi)dSd~ 
16(t-sl~l)~ 
1 T 
=-s 
q2(r) r3T( T- T)l 
2n r, q(T-?1)3(T+ty-)2 
do 
’ 
but since (T- r)/( T+ r~ - Y) is decreasing on the interval [q, 7’1, we have 
1 
s 
T q?(r) r3T( T- ry 
SC q i](T-r/)3(T+q-r)2 
dr 
1 B2e p2uq 
-% qT(T- yl) 
4a3q3 + 6a’q2 + 6ay + 3 
8a4 
This expression is well behaved except for values of q near 0 and T. 
However, in the grand scheme of things this is no cause for alarm because 
we will not be integrating IZo12 but qlZo12(T-q)2, where (T-rl)’ comes 
from the surface measure on AT, and the PZ is the factor i( t - r). 
The general approach to the integrals I, through I, consists of an 
application of the Schwarz lemma in order to write each integral in the 
form: 
The functions F, are given by the following equations: 
IA 
F,=JB’ Ix-y12. 
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F =4BZIy12 l+cosa 2 
--( 
4B7y12 Ix- )‘I + ‘XI -S’J” 2 
5 Ix--y12 1+cos/? ) =F&:Yl+ (y, -sex,) 
7 (1 +~)2(IJ,I - Ix-J4 - 14)’ 
F6=4B2’JJl- (‘x--y’+ lyl -slxl)2 . 
We can estimate these terms in two groups. Consider F, first. The mini- 
mum value of ( y in the domain (R >O} is v]. We have chosen q > p. If 
p>2/a, then sup,,, (),12e-a’-“‘<y12em~aq. This, together with the fact that 
infR a o Ix - y1 2 = q”, yields 
t2e 
sup ‘J’ 
--oh 
RTO ‘x-y12 Ge-“q. 
Therefore, 1 I, ) 2 6 4B2e mnq. 
For j 3 2, each F,(x, y) is essentially an algebraic function of x and y 
which has no singularities on the domain {R > 0} when q 3 p > 0. Thus, 
the exponential term e-“I.“’ dominates the decay of the first factor of IZ,l’. 
If we choose p large enough, the supremum of e-‘I-“I<,(x, y) occurs at the 
vertex of the ellipsoid {R =O> where )y( = ‘I. To this end, it suffices that 
the derivative of e- oiy’Fl with respect to s is strictly negative on the level 
surfaces of R, and that e-alJ”Fi decreases with 1~7) along the ray in {R = 0} 
where s = -1. Take F3 for example. Using (s, 13) coordinates on the surface 
{R=O}, 
d e-""2- lx'9/4(r-s'1') (12- Ix,‘) (1 -s)(t+ Ix/)’ 
=z 2(t-slxl) 2(t-S’-XI) 
=e pa(t?L Ix'2)/4(t-s'.x') G’- I-d2)(t+ Ixl’) 
8(t-sl,~l)~ 
X -2(t-six/)+31x1(1-S) 
a(t2- [xl’) 11 2(t-s/xl) . 
On the ellipsoid, [6 - a(12 - Ixl’)/2(t--sjxl)] = 6- aJy\. So, if 6/a < p < 
(~1, then (d/ds) ,/m < 0. And thus 
sup e+lYIFj(x, y) < 4f12q2ePoq. 
R>O 
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For F, and F4 it suffices that p 2 2/a to obtain a similar result. F, can be 
split into factors. The factor l/lx - yJ has supremum l/q. The other factor 
is dominated by F3. F6 is seen to be dominated by F, too once we rewrite 
it as 
F ~4BZ/p(?(1+~)2~I)‘/-I.x-~l-l~l~2 
6 
(Ix--y/ + )yl -slxl)2 
( 
Ix-y1 + Ix.1 -sly) * 
=jB2M2 lx-y4’( +(4’1 --sj.x( . ! 
So, for q 3 p 3 6/a, 
IU,-z11,/2<7 i jq2 
J=o 
We know that JRaO e’“Rq(jj)/(4n2 Jx - y”) L$ =e-“““Q((T- q)-‘). So, 
<p 1 l3 lVw12dx+228n: 
X 
T B2(T- r) e-2Q’l 
,i 
4a3rj3 + 6a2y2 $6aq + 3 
P 27cT 8a” > 
+ C(a)[22B2 + 16B’q’ + 4Bf2q2] ,~e-‘“f’“‘q dq 
I 
x JR3 lVw12 dx d [p + C(p, a, B, B’)] lR3 lVw12 dx. 
This completes the proof part (b) of Lemma 6.3. The constant K 
in the statement of Lemma 6.3 and Proposition 4.2 is given by K= 
[p + C(p, a, B, B’)]. Since we are free to choose any p > 6/a, we choose the 
value of p which minimizes K, and thereby maximizes Im o > 8/4K. i 
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