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Abstract
In this paper we address two questions about the synchronization of coupled oscillators in the Ku-
ramoto model with all-to-all coupling. In the first part we use some classical results in convex geometry
to prove bounds on the size of the frequency set supporting the existence of stable, phase locked solutions
and show that the set of such frequencies can be expressed by a seminorm which we call the Kuramoto
norm. In the second part we use some ideas from extreme order statistics to compute upper and lower
bounds on the probability of synchronization for very general frequency distributions. We do so by com-
puting exactly the limiting extreme value distribution of a quantity that is equivalent to the Kuramoto
norm.
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1 Introduction
In this paper we consider the Kuramoto model of coupled oscillators with homogeneous coupling, i.e. the
system of equations typically posed in the form
d
dt
θi = ωi +
K
N
N∑
j=1
sin(θj − θi). (1.1)
The vector ω = (ω1, . . . , ωN ) is called the frequency vector. The topic of interest in this paper is the geom-
etry of the set of frequency vectors for which (1.1) supports stable completely phase-locked solutions. By
rescaling the frequency vector we can set the coupling coefficient to unity, and so the equation we study in
this paper is
d
dt
θi = ωi +
N∑
j=1
sin(θj − θi). (1.2)
There has been a great deal of interest in developing both necessary and sufficient analytical conditions
for the existence of a stable phase-locked state [1–5, 7, 8, 10–19, 21–23, 25–32, 36, 37, 39–44]. We are inspired
here by two particular prior results in the literature. The first is a sufficient condition for phase locking due
to Dorfler and Bullo [16] that say that (in this scaling) a sufficient condition for full phase-locking is that
max
i,j
(ωi − ωj) < N. (1.3)
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(a) Convex Region Ω and points
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(c) Convex Region Ω and
necessary condition QR.
Figure 1: A convex Region Ω and set of boundary points R together with the resulting necessary and
sufficient conditions.
The second result is due to Chopra and Spong [8] , and says that a necessary condition for full phase-locking
is that
max
i,j
(ωi − ωj) < 1
8
√
2
(√
32 + (N − 2)2 + 3(N − 2)
)√
16 + (N − 2)
√
32 + (N − 2)2 − (N − 2)2. (1.4)
Remark 1.1. We note that maxi,j(ωi−ωj) = maxi,j |ωi − ωj |, and so we can think of the quantities in the last two
equations as a kind of mean-adjusted version of the L∞ norm. However, as the reader will see below, it is useful to
write this without the absolute values when we interpret the geometry of these stable sets.
In this paper we use some ideas from convex geometry to better understand the geometry of the set
of frequencies supporting stable phase-locking. The basic observation is as follows: suppose that we have
a bounded convex region Ω along with R, a set of points on the boundary ∂Ω. From such a collection of
points we can construct two polytopes. The first polytope, which is inscribed in Ω and which we denote
PR, is the convex hull of the points in R. Since the points in R lie on the boundary of a convex region this is
a polytope with vertices given by the points inR, and this polytope is contained in Ω. The second polytope,
which circumscribes Ω and which we denote QR, is constructed by taking the intersection over all points in
x ∈ R of the supporting half-space to Ω at x ∈ R, and thus this polytope contains Ω.
An example of these constructions is illustrated in Figure 1 (a–c). Figure 1 (a) depicts a convex region
Ω together with a collection of points R lying on the boundary of the region. Figure 1 (b) shows PR and
Figure 1 (c) depicts QR — note that PR is inscribed inside Ω and QR circumscribes Ω.
We will give constructions for several different sets of points R together with the polytopes PR, QR,
with each collection of points implying a sufficient (PR) and necessary (QR) condition for the existence of a
phase-locked solution. We also show that these conditions can be expressed in terms of some norm of the
frequency vector ω. We want to stress an important point here: the description of a polytope in terms of a
norm can have significant advantages over its combinatorial description; in particular, it is in many cases
much more computationally efficient to check whether it contains a particular vector.
The Dorfler–Bullo sufficient condition (1.3) and the Chopra–Spong necessary condition (1.4) each corre-
spond to different choices of point sets R, and so our construction gives two new conditions, a necessary
condition which is dual to the Dorfler–Bullo sufficient condition, and a sufficient condition that is dual
to the Chopra–Spong necessary condition. These conditions can each be expressed as some norm of the
frequency vector ω.
We also show how to combine two sufficient (resp. necessary) conditions to get a new condition that is
strictly better in the sense that it contains both sufficient conditions (resp. is contained in the intersection of
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both necessary conditions). This procedure allows us to establish new conditions that are better than any
existing in the literature.
2 Convex geometry and the size of the stable phase-locked region
2.1 Background and Previous Results
Throughout this paper we consider the Kuramoto model mentioned in the introduction:
dθi
dt
= ωi +
N∑
j=1
sin(θj − θi), i = 1, . . . , N. (1.2)
Definition 2.1. Let RN0 = {x ∈ RN :
∑n
i=1 xi = 0}. Then DN = {ω ∈ RN0 : (1.2) has a stable fixed point}.
The study ofDN is the central goal of this paper. Due to the antisymmetry of the nonlinear term, the sum∑n
i=1 θi precesses around the unit circle with velocity ω =
∑N
i=1 ωi. We can always work in the co-rotating
frame (i.e. shift by average frequency ω/N ) and assume without loss of generality that ω = 0. Conversely,
if ω 6= 0 then (1.2) will not have a fixed point, but it can have a stable configuration that precesses around
the circle with rate ω.
In previous work the following lemma was established:
Lemma 2.2. A stationary configuration of oscillators is stable if and only if the following two conditions are met:
1. The quantities κj :=
∑
i cos(θj − θi) > 0 for all j;
2. The quantity τ :=
∑
j (
∑
i cos(θj − θi))−1 < 2.
If these conditions are met the configuration is orbitally stable, with a single zero eigenvalue arising from the rotational
invariance and N − 1 eigenvalues which are strictly negative.
Remark 2.3. This was Lemma 2.4 in [6]. The authors also used this characterization of DN to show that it was
convex.
It also straightforward to see that DN satisfies the following additional properties:
• If ω is sufficiently small then ω ∈ DN . This follows from an implicit function argument in a neighbor-
hood of ω = 0: if ω = 0, then θ = 0 is an orbitally stable fixed point;
• If ω ∈ DN then −ω ∈ DN . This follows from the fact that the Kuramoto model is invariant under the
transformation θ 7→ −θ, ω 7→ −ω.
We now state a classical result (see e.g. [38, Corollary 1.10]:
Theorem 2.4. If B ⊂ RN has the following properties:
1. B is open and convex;
2. B is balanced or symmetric: x ∈ B implies that −x ∈ B;
3. B is absorbing: for every x there exists a λ > 0 such that λx ∈ B;
then B is the open unit ball of some seminorm. In fact, one can be a bit more explicit: if we define
‖x‖ = inf{λ ∈ (0,∞) : λ−1x ∈ K}
then ‖x‖ is that seminorm.
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Thus there exists some semi-norm ‖ · ‖Kur with the property that
DN =
{
ω :
∑
i
ωi = 0 ∧ ‖ω‖Kur < 1
}
.
It seems unlikely that this norm can be expressed in a simple form in terms of ω. However, [6] gave
constructions for several polytopes that are contained in DN , giving sufficient conditions for stability. In
this section we will show that these polytopes can be realized as the units balls for various norms, and that
these norms can be expressed explicitly in terms of ω. More importantly we show how, given two necessary
or sufficient conditions for stable phase-locking we can combine them to produce a better such condition.
2.2 Constructing Boundary Points
We begin by giving constructions for several sets of frequency vectors that lie on the boundary of the phase-
locked region, as well as the corresponding configurations of oscillators. To motivate these constructions
we first note that the frequencies of a phase-locked state can be determined from the configuration angles
θi via
ωi = −
∑
j
sin(θj − θi).
This follows from setting the righthand side of 1.2 to zero, and we can consider this as giving a map between
phase-locked configurations θ and phase-locked frequenciesω. The Jacobian of the vector field is then given
by J = −∇θω. Then one has the obvious identity
∇θ‖ω‖2 = −2Jω.
Therefore any critical point of ‖ω‖2, the squared length of the frequency vector, with respect to the con-
figuration θ, gives a frequency vector ω that lies in the kernel of the Jacobian. These critical points are
candidates for points on the boundary of the stably phase-locked region, since at any point on the bound-
ary the Jacobian necessarily has a kernel of dimension two or higher. In practice we will not try to find
critical points with respect to all possible configurations, but will instead find critical points with respect to
certain submanifolds of very symmetric configurations. One must then, of course, check that these are in
fact critical points of the full problem. With this in mind we present two families of special configurations
that will be important in this paper.
We will find it necessary to consider vectors with repeated terms below, and in various permutations,
so we use the following notation:
Notation 2.5. When we write the vector (a(k), b(l), c(m))t, we mean the (column) vector in Rk+l+m with coefficients
(a, a, . . . , a︸ ︷︷ ︸
k times
, b, b, . . . , b︸ ︷︷ ︸
l times
, , c, c, . . . , c︸ ︷︷ ︸
m times
)t,
and similarly for more or fewer terms. Given a vector x ∈ Rn, we define Sym(x) as the set of all vectors that can be
obtained from x by permuting its coefficients. In particular, the set Sym(a(k), b(l), c(m)) is the set of all vectors with
exactly k entries equal to a, l entries equal to b, and m entries equal to c.
Definition 2.6. For each 1 ≤ k ≤ N , let vk = ((N − k)(k), (−k)(N−k)) and define
RDBN :=
N⋃
k=1
Sym(vk).
In other words, RDBN is the set of all vectors in Rn with k entries equal to (N − k) and (N − k) entries equal to −k.
Note that RDBN ⊆ RN0 .
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Definition 2.7. Let z = (1,−1, 0, 0, . . . , 0) and define
τN := max
ϕ∈R
[(N − 2) sin(ϕ) + sin(2ϕ)] (2.1)
Then
RCSN := Sym(τNz),
that is to say, elements of RCSN are those vectors with one entry equal to τN , one entry equal to −τN , and the rest zero.
Proposition 2.8.
∣∣RDBN ∣∣ = 2N − 2 and ∣∣RCSN ∣∣ = N(N − 1).
Proof. Counting RCSN is easier: choose one index to be positive and one to be negative, and there are clearly
N(N − 1) such choices.
For RDBN , note that each vector is determined by the set of entries that are positive, but we cannot have
all entries positive or have all entries negative. Therefore the number of elements of RDBN is the number of
nonempty proper subsets of {1, 2, . . . , N}. ˜
We call the constant τN the Chopra-Spong constant and it may be checked that RCSN is simply the rescal-
ing of the root vectors in the A∗N lattice. With some computation [6, 8], we can compute τN exactly and
asymptotically:
τN =
1
16
√
2
(√
32 + (N − 2)2 + 3(N − 2)
)√
16 + (N − 2)
√
32 + (N − 2)2 − (N − 2)2
≈ (N − 2) +O(N−1) N  1.
In particular, the exact formula will be useful in some computations below.
We can now state the following proposition, which is that both of these special sets of configurations
are always contained in the boundary of the set of configurations that give rise to stable solutions, i.e. are
always bifurcation points for (1.2):
Proposition 2.9. We have RDBN ⊆ ∂DN and RCSN ⊆ ∂DN .
First we consider RDBN . A relatively straightforward computation (for details see Bronski, DeVille and
Park [6]) that these configurations are fixed points of the of the Kuramoto flow, and that they lie on the
boundary of the region of stability: the Jacobian has a two dimensional kernel spanned by (1, 1, 1, . . . , 1)t
and ω.
Now for RCSN . These points were originally constructed by Chopra and Spong [8] in the construction of
a sharp necessary condition and later, from a somewhat different point of view, by Bronski, DeVille and
Park [6]. The basic idea is to find the configuration admitting the largest possible frequency difference: that
is to say maximizing the quantity
ωi − ωj = 2 sin(θi − θj) +
∑
k
(sin(θk − θj)− sin(θk − θi))
over all θ. By an application of Lagrange multipliers, we see that a maximizing configuration must have
the form θi = ϕ, θj = −ϕ, θk = 0, and maximizing ϕ gives τN . We can check directly that this configuration
is a fixed point, and that the Jacobian is positive semi-definite with a two dimensional kernel spanned by
(1, 1, 1, . . . , 1)t and ω and this is therefore a stable phase-locked solution (see [19, 29]).
Remark 2.10. We will show later in this paper that the sufficient condition implied by this set of pointsRDBN is exactly
Dorfler–Bullo condition
max
i,j
(ωi − ωj) ≤ N.
There is a complementary necessary condition, also expressible in terms of some explicit norm of the frequency vector
ω that we will compute later in the paper.
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One way to think about these configurations is via symmetry. Since all oscillators are identical the phase locked
region must be invariant under the symmetry group SN×S2 consisting of all permutations of the coordinates together
with ω 7→ −ω. In particular if ω lies on the boundary of the phase-locked region then any permutation of ω must lie
on the boundary of the phase-locked region. For fixed |S| = σ these frequency vectors represent configurations that
are invariant under the subgroup Sσ × SN−σ of permutations fixing S. If one takes j oscillators to be at angle ϕ
and N − j oscillators to be at angle 0 then the corresponding frequency for which this is a fixed point is given by
ω = sin(ϕ)((N − j)j , (−j)N−j)t. The length of this vector has a critical point at ϕ = pi2 . With a bit of extra work
one can check that this critical point with respect to a subset configurations actually lies in the kernel of J.
Remark 2.11. The points in RCSN are precisely the vertices of the (rescaled) Voronoi cell for the AN root lattice – see
the text of Conway and Sloane [9] for details.
Another interpretation of these configurations is as follows: one can think of maximizing ‖ω‖22 over the subset of
configurations that are invariant under SN−2: there are N − 2 oscillators at the origin, one oscillator at angle ϕ and
one at angle−ϕ. The ω corresponding to this configuration is of the form ω = ((N−2) sinϕ+sin 2ϕ)(1,−1, 0N−2)t.
Maximizing the length of this vector over ϕ leads to the Chopra-Spong constant.
We can further generalize the Chopra-Spong calculation to define a family of sets of points on the bound-
ary of the phase-locked region.
Definition 2.12. Let RCSN,j consist of all permutations of the vector
τN,j · (1(j), (−1)(j), 0(N−2j))t,
where the constant τN,j is defined as
τN,j = max
ϕ
[(N − 2j) sinϕ+ j sin 2ϕ].
These frequencies represent configurations of the following form: There are N − 2j oscillators at angle
zero, j oscillators that lead this group by angle ϕ∗, where ϕ∗ is the argument that maximizes the quantity
τN,j , and j oscillators which trail this group by angle −ϕ∗. It may be verified that the constant τN,j can be
computed explicitly as
τN,j =
(√
36j2 − 4jN +N2 − 6j + 3N
)√
−2
√
36j2 − 4jN +N2 + N
(√
36j2−4jN+N2−N
)
j + 12j + 4N
16
√
2j
,
and that the case j = 1 reduces to the Chopra-Spong constant.
2.3 The PR and QR polytopes
As outlined in the introduction given any set of points R on the boundary of the phase-locked region Ω we
can define two polytopes PR and QR. In this section we construct the polytopes P and Q corresponding to
a general collection of points R and give some examples for the sets RDBN and R
CS
N .
Definition 2.13. Given any collection of points R ∈ ∂Ω we can define two polytopes PR, QR. The polytope PR is
defined as the convex hull of the points in R or, equivalently, as the convex polytope having the points of R as vertices.
The polytope QR is defined as follows: given a point x ∈ R define the supporting half-space Hx as the closed half-
space containing the origin whose boundary ∂Hx has normal vector x. Let QR be the intersection of these supporting
half-spaces
QR =
⋂
x∈R
Hx
Note that it is clear that if Ω is convex then we have the inclusions
PR ⊆ Ω ⊆ QR.
We remark that convexity of the phase-locked region is only known for the the case of equally weighted all-to-all
coupling.
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Remark 2.14. We now give a few examples, but one note on visualization. For any given N , we can represent
RCSN , R
DB
N as living in RN−1 after we have chosen a basis for RN0 . We will make the following choices below: for any
N and 1 ≤ i ≤ N , we define
wN,k = ((1)
(k), (−k)(1), (0)(N−k−1))t,
and let uN,k = wN,k/ ‖wN,k‖`2 . As an example, we will represent a generic vector in R40 by
x

1/
√
2
−1√2
0
0
+ y

1/
√
6
1/
√
6
−2√6
0
+ z

1/
√
12
1
√
12
1
√
12
−3√12

Example 2.15. For N = 3 the set RDB3 consists of the six vectors
±
 2−1
−1
 ,±
 −12
−1
 ,±
 −1−1
2

while the set RCS3 consists of the six vectors
±τ3
 1−1
0
 ,±τ3
 10
−1
 ,±τ3
 01
−1
 ,
where the Chopra-Spong constant is τ3 =
(3+
√
33)
√
15+
√
33
16
√
2
≈ 1.76017. In this case PRDB3 , QRDB3 , PRCS3 , QRCS3 , are all
regular hexagons of side lengths
√
6, 2
√
2, τ3
√
2, τ3
2
√
6
3 respectively. PRDB3 andQRCS3 are oriented the same way, as are
QRDB3 and PRCS3 , and the two pairs are offset from one another by
pi
6 . One can get some sense of the tightness of these
inclusions by computing the areas of these hexagons. We have |PRDB3 | = 9
√
3 ≈ 15.5885, |QRDB3 | = 12
√
3 ≈ 20.7846,
|PRCS3 | = 3
√
3(τ3)
2 ≈ 16.0987 and |QRCS3 | = 4
√
3(τ3)
2 ≈ 21.4649. Since the P polytopes are contained in the phase-
locked region and the Q polytopes contain the phase-locked region this gives us upper and lower bounds on the true
area of 20.78 and 16.09 respectively. We note that while the Chopra-Spong points give the better inner approximation
and the RDB3 points give the better outer approximation in terms of area there are regions which are contained in one
which are not contained in the other. (See Figure 2.)
In the caseN = 3, the associated two dimensional polyhedra are always hexagons. This is a bit mislead-
ing, since the higher dimensional polytopes are much richer. We get a glimpse of this when we consider
N = 4.
Example 2.16. For N = 4 the set RDB4 consists of the fourteen vectors given by all permutations of
±

3
−1
−1
−1
 ,

2
2
−2
−2

The set RCS4 consists of the twelve vectors given by all permutations of
τ4

1
−1
0
0

where the Chopra–Spong constant is τ4 = 3
√
3
2 . The polytope PRDB4 is a rhombic dodecahedron (V = 14, E = 24, F =
12) with edge length 2
√
3 and volume 128. The polytope QRDB4 is a truncated octahedron (V = 24, E = 36, F = 14)
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conditions defined by RDB3
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(b) The necessary (black) and sufficient (red)
conditions defined byRCS3
Figure 2: The phase-locked region and the necessary and sufficient conditions definedg to the points RDB3
and RCS3
with edge length 2
√
2 and volume 256. The polytope PRCS4 is a cuboctahedron (V = 12, E = 24, F = 14) with
edge length τCS4
√
2 = 3
√
6
2 and volume
135
√
3
2 ≈ 117. The polytope QRCS4 is a rhombic dodecahedron with the same
orientation as PRDB4 . The polytope QRCS4 has volume 162
√
3 ≈ 280.6. The volume of the actual phase-locked region is
approximately 210, via numerical integration.
The inscribed polyhedra P are depicted in Figures 3a and 3b. It is clear from the graphs that these figures are dual
- the vertices of one are (up to scaling) the perpendiculars to the faces of the other. One can also see that, while the
volume of the inscribed rhombic dodecahedron is somewhat larger than that of the inscribed cuboctahedron the two are
not strictly comparable - there are points in each set that are not contained in the other.
Similarly the circumscribed polyhedra are depicted in Figures 4a and 4b. Again we see that the volume of the
circumscribed rhombic dodecahedron (the polytope whose normals are given by the Chopra-Spong points) has a some-
what larger volume than that of the circumscribed truncated octahedron, but again there are points in each set which
are not contained in the other.
Finally we conclude this section by giving the volumes of these polyhedra as a function of n. This will
be useful since it gives some sense of which conditions are in some sense the best – the best necessary
condition (Q) is the one with the smallest volume, while the best sufficient condition (P ) is the one with the
largest volume.
Proposition 2.17. If VolN−1(P ) denotes the (N − 1) dimensional Lebesgue volume of a polytope P ⊆ RN0 then the
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(a) The phase-locked region and inscribed
rhombic dodecahedron PRDB4
(b) The phase-locked region and inscribed
cuboctahedron PRCS4
Figure 3: The phase-locked region and the sufficient conditions corresponding to the points RDB4 and R
CS
4 .
The defining points are marked.
(a) The phase-locked region and circumscribed
rhombic dodecahedron QRDB4
(b) The phase-locked region and circumscribed
truncated octahedron QRCS4
Figure 4: The phase-locked region and the necessary conditions corresponding to the points RDB4 and R
CS
4 .
The defining points are marked.
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polytopes considered here have the following volumes.
VolN−1(PRDBN ) = N
N− 12
VolN−1(QRDBN ) = 2
N−1NN−
3
2
VolN−1(QRCSN ) = N
N− 12
(
2τN
N
)N−1
≈ e−22N−1NN− 12 (1 +O(N−1))
VolN−1(PRCSN ) =
√
N(2(N − 1))!
((N − 1)!)3 (τN )
N−1 ≈ 2
2N− 32
2pi
√
N
eN−2(1 +O(N−1))
In particular, we have asymptotic bounds for the volume of DN :
VolN−1(PRCSN ) ≤ VolN−1(PRDBN ) ≤ VolN−1(DN ) ≤ VolN−1(QRDBN ) ≤ VolN−1(QRCSN ).
Numerically we have found that this order seems to hold for all N ≥ 4.
Proof. All of these except the last are computed in Conway and Sloane, as they are up to scaling the volumes
of the Voronoi cells of AN−1 and A∗N−1. We compute the volume of the last in an appendix, using the
combinatorial results of Postnikov [33]. ˜
Note that for large n the polytope PRCSN has substantially smaller volume than the polytope PRDBN . This
makes a certain amount of intuitive sense: one expects that having a larger frequency difference leads to the
loss of phase-locking, so one expects that norm should behave like an L∞ norm. While the polytope PRDBn
is the unit ball of a norm that is closely related to the L∞ norm the polytope (PRCSn is the unit ball of a norm
related to the L1 norm. Thus it is perhaps not surprising that the estimate it gives is quite conservative:
For a “random” vector in Rn the L∞ norm is smaller than the L1 norm by a factor of roughly N . Similarly
here we see that the volume of the L1-like ball is smaller than the volume of the L∞-like ball by a factor of
NN−1. We do, however, stress again that neither polytope is completely contained within the other.
3 Natural Norms and Merging Polytopes
In the last section given a collection R of points on the boundary of the phase-locked region we defined
two polytopes PR and QR which were contained in and contained the stable region respectively. Given a
combinatorial description of a polytope it is not always easy to decide if a given point is contained in the
polytope, so our goal in this section is to express these polytopes as the unit balls of certain norms. From
these representations it will be relatively straightforward to check if any given frequency vector lies in the
polytope.
We will also show how to “add” collections of points: given two sets of pointsR andR′ on the boundary
of the phase-locked region we show how to relate PR∪R′ to PR and PR′ , and likewise QR∪R′ .
To begin with we start with the following lemma.
Lemma 3.1. Given a polytope QR containing the origin defined as the intersection of a collection of half-spaces Hx
with normal vectors x ∈ R. If the set R has the property that x ∈ R ⇐⇒ −x ∈ R then QR is the unit ball of some
(semi-)norm ‖ · ‖QR
QR = {y ∈ Rn|‖y‖Q(R) ≤ 1}
where the semi-norm ‖ · ‖Q(R) is defined as follows
‖y‖QR = max
x∈R
〈y, x〉
〈x, x〉 .
If the number of linearly independent vectors in R is at least N then the semi-norm is actually a norm.
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Proof. The half-spaces containing the polytope QR are defined by
〈y, x〉
〈x, x〉 ≤ 1.
so the set of all y such that maxx∈R
〈y,x〉
〈x,x〉 ≤ 1 is clearly equivalent to the polytope QR, and so it remains only
to check that this defines a norm. First note that ‖0‖QR = 0 by definition. Now let α > 0. It is clear that
arg max
x∈R
〈αy, x〉
〈x, x〉 = arg maxx∈R
α 〈y, x〉
〈x, x〉
by scaling, and thus ‖αy‖QR = α ‖y‖QR . Now, if α < 0, then note that
〈αy,−x〉
〈−x,−x〉 =
〈(−α)y, x〉
〈x, x〉 ,
(and −x ∈ R ⇐⇒ x ∈ R by assumption) and thus ‖αy‖QR = −α ‖y‖QR . Putting these two together gives
‖αy‖QR = |α| ‖y‖QR ,
so the homogeneity property holds.
We also compute
‖y + y′‖QR = maxx∈R
〈y + y′, x〉
〈x, x〉 = maxx∈R
( 〈αy, x〉
〈x, x〉 +
〈αy, x〉
〈x, x〉
)
≤ max
x∈R
〈αy, x〉
〈x, x〉 +maxx∈R
〈αy′, x〉
〈x, x〉 = ‖y‖QR +‖y
′‖QR ,
so the triangle inequality holds. If there are at least N independent vectors in R then R contains a basis so
if y is non-zero there is at least one element of R with a non-zero projection on y, and hence at least one
element with a positive projection on y. ˜
Lemma 3.2. Given two collections of boundary points we have that
QR∪R′ = QR ∩QR′
and
‖ · ‖QR∪R′ = max(‖ · ‖QR , ‖ · ‖QR′ )
Proof. This follows immediately from the definition of QR. ˜
Next we consider the case of the P polytopes. In general, the characterization of the norm in terms
of the vertices does not seem to be as nice as the characterization of the norm in terms of the normals to
the supporting half-spaces, but for very special polytopes (permutahedra) a classical result of Rado gives a
characterization.
Theorem 3.3 (Rado [34]). Consider the permutahedron given by all convex combinations of permutations of a vector
v. We can assume that the coordinates of v are ordered v1 ≥ v2 ≥ . . . vn−1 ≥ vn. Given an arbitrary vector x the
vector is in the permutahedron if and only if all permutations of x are in the permutahedron, so we can assume without
loss of generality that x is ordered the same way. Then x is in the permutahedron if and only if the inequalities
k∑
j=1
xj ≤
k∑
j=1
vj ∀k ∈ 1 . . . n− 1
and the equality
n∑
j=1
xj =
n∑
j=1
vj .
hold.
11
The polyhedra formed by RCSN,j are all permutahedra and this theorem will enable us to define a norm
whose unit ball is PRCSN,j . As PRDBN is not a permutahedron, we will need a slightly different approach to
determine the associated norm. To do so, we will need a more general result. Once we have constructed
PR it remains to show how to combine collections of points - in other words how to relate PR∪R′ to PR and
PR′ . It is clear from the definition of PR as the convex hull of the points in R that we have
PR∪R′ = Conv(PR, PR′)
where Conv(A,B) denotes the convex hull of A ∪ B. On the level of the norms this can be expressed as
follows:
Proposition 3.4. Let R and R′ be any collection of points such that the convex hulls PR and PR′ are balanced,
symmetric, and absorbing. Then at the level of norms we have that the norm corresponding to PR∪R′ is given by the
infimal convolution of the norms corresponding to PR and PR′ :
‖y‖PR∪R′ = infx
(‖x‖PR + ‖y − x‖PR′ ) .
Proof. By definition, PR = Conv(R) and PR′ = Conv(R′). Since each polytopes are balanced, symmetric,
and absorbing, for each there are associated norms ‖ · ‖PR and ‖ · ‖PR′ such that the polytopes are the unit
balls under the associated norms.
Suppose y can be expressed as a convex combination y = αv+ (1−α)v′, where v and v′ are elements of
PR and P ′R, respectively. Then we have that, by choosing x = αv,
‖y‖PR∪R′ = infx
(‖x‖PR + ‖y − x‖PR′ ) ≤ α‖v‖PR + (1− α)‖v′‖PR′ ≤ 1.
Therefore Conv(R∪R′) ⊂ BPR∪R′ the unit ball under the infimal convolution norm. Conversely, if y ∈ PR∪R′
then there exists x such that ‖x‖PR + ‖y − x‖PR′ < 1. Then, assuming that neither x nor y − x is the zero
vector we have y = ‖x‖PR x‖x‖PR + ‖y − x‖PR′
y−x
‖y−x‖P
R′
and thus y is a convex combination of vectors in PR
and PR′ . ˜
Proposition 3.5. The polytopes PRDBN , PRCSN , PRCSN,j , QRDBN , QRCSN , QRCSN,j can be defined in terms of the following
norms:
PRDBN = {y | ymax − ymin ≤ N}
PRCSN = {y | ‖y‖1 ≤ 2τN}
PRCSN,j =
{
y
∣∣∣∣ max(‖y‖1j , 2‖y‖∞
)
≤ 2τN,j
}
QRDBN =
{
y
∣∣∣∣ maxk∈{1...N−1} max|S|=k
∑
l∈S yl
k(N − k) ≤ 1
}
QRCSN = {y | ymax − ymin ≤ 2τN}
QRCSN,j =
{
y
∣∣∣∣∣
j∑
l=1
ymax,l −
j∑
l=1
ymin,l ≤ 2τN,j
}
In the last case the norm is given by the sum of the largest j elements minus the sum of the smallest j elements. This
is only defined for 2j ≤ N.
Proof. Throughout the proofs when considering the points RCSN R
CS
N,j it will be more convenient to scale out
the factor of τN,j and work with vectors with integer entries.
Case 1: PRDBN
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The set of verticesRDBN of this polytope is given by all permutations of the vector ((N−j)j (−j)N−j)t for
some j ∈ (1 . . . N). It is clear that maxi,j(vi− vj) = N for any vector in this set. From the triangle inequality
it is clear that for any convex linear combination of such vectors w we have that maxi,j(wi − wj) ≤ N.
So the polytope includes the ball maxi,j(wi − wj) ≤ N. If we show that every point on the boundary of
the polytope has maxi,j(wi − wj) = N , then it follows that the polytope given by convex combinations of
vertices is exactly the ball of radius N : maxi,j(wi − wj) ≤ N. .
The polytope with vertices RDBN has N(N − 1) faces Fk,l with 1 ≤ k 6= l ≤ N , which we describe now.
Choose k, l, and define R˜ to be the subset of vectors in RDBN such that the k
th component is positive and the
lth component is negative. It is easy to see that if w is any convex combination of the vectors in R˜ then
• Component k is the largest positive component (possibly not unique.)
• Component l is the most negative component (possibly not unique.)
• maxij(wi − wj) = N.
To see that this is a face note that all of the vectors in R˜, and thus any convex combination of them, lie in the
plane w · (ek − el) = N , and that adding any positive multiple of the vector ek − el to w results in a vector
that has maxij(wi − wj) > N and thus is not in the polytope.
Alternatively one can also use the fact that (ek − el) is the normal to the face together with Lemma 3.1.
Case 2: PRCSN
We show that the set of all convex combinations of permutations of the vector (1 − 1 0N−2)t is
contained in and contains the L1 unit ball {y ∈ RN0 | ‖ y ‖1 ≤ 2}. The result then follows from scaling.
The first direction is easy: the vectors (1 − 1 0N−2)t all have L1 norm equal to 2, and thus any convex
combination will have L1 norm less than or equal to 2, so the polytope is contained in the L1 ball of radius
2.
To see the other direction we give an explicit “greedy” algorithm to decompose any vector in the ball of
radius 2 into a convex combination of vectors of the given form. We can assume without loss of generality
that the given vector hasL1 norm equal to 2. Given a vector v with ‖v‖1 = β we define i to be the component
of v with the smallest non-zero magnitude. (If there are multiple such components any one can be chosen).
Let j be any component with the opposite sign of component i. Consider the new vector v ± |vi|(ei − ej),
where the sign is chosen so that the ith components cancel. It is easy to see that this operation has the
following properties.
• It zeroes out component i.
• It decreases the magnitude of component j. Component j may be zero but it cannot change sign.
• It decreases the L1 norm by exactly 2|vi|.
• It leaves the remaining components unchanged.
It is easy to see that this algorithm terminates in at most N − 1 steps. Since the initial L1 norm is 2 and
the decrease in the L1 norm at each step is twice the coefficient the coefficients sum to 1. Thus every vector
with L1 length 2 is expressible as a convex combination of the basis vectors and lies in the closed polytope.
Since the polytope is contained in and contains the L1 ball of radius 2 the two must be the same.
Case 3: PRCSN,j
This follows more or less directly from Rado’s theorem. In our case v is the vector
v = (1 1 1 . . . 1︸ ︷︷ ︸
j terms
0 0 0 . . . 0︸ ︷︷ ︸
N−2j terms
−1 − 1 − 1 . . .− 1︸ ︷︷ ︸
j terms
)t
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and the permutahedron is given by the set of vectors y which satisfy the following set of inequalities.
y1 ≤ 1
y1 + y2 ≤ 2
y1 + y2 + y3 ≤ 3
...
y1 + y2 + . . .+ yj ≤ j
y1 + y2 + . . .+ yj+1 ≤ j
y1 + y2 + . . .+ yj+2 ≤ j
...
y1 + y2 + . . .+ yN−j ≤ j
y1 + y2 + . . .+ yN−j+1 ≤ j − 1
...
y1 + y2 + . . .+ yN−2 ≤ 2
y1 + y2 + . . .+ yN−1 ≤ 1
The first inequality implies that the largest entry is less than or equal to 1. The last inequality (together with
the condition that
∑
yi = 0 ) implies that −yN ≤ 1. These together imply that ‖y‖∞ ≤ 1. Next we note that
2(j−1) of these inequalities are redundant: given that the first inequality holds it follows from the ordering
of the yi that the second through the jth must also hold. The remaining N − 2j inequalities are of the same
form,
k∑
i=1
yi ≤ j k ∈ (j + 1, N − j − 1).
The sum
∑k
i=1 yi is going to be maximized by some k
∗ (possibly non-unique) and the inequalities hold if
and only if the inequality holds for this value of k. The sum is obviously maximized when the summation
contains all of the positive terms and none of the negative terms (and the disposition of any zero terms does
not matter). Since the terms yi sum to zero the sum of the positive terms is equal to minus the sum of the
negative terms, and thus each is equal to 12
∑
i |yi|. Thus all of the inequalities above can be reduced to two
conditions
‖y‖∞ ≤ 1
‖y‖1 ≤ 2j.
Thus the polytope is defined by the condition
max
(
2‖y‖∞, 1
j
‖y‖1
)
≤ 2.
In the case j = 1 it is easy to see that, since we are working on mean zero space
∑
i yi = 0 we have that
‖ · ‖1 ≥ 2‖ · ‖∞ and thus ‖y‖N,1 = ‖y‖L1 , as we saw before.
Case 4: QRDBN
In this case the normals to the faces of the polytope are given by all permutations of all vectors of the
form (ij (−j)i)t for i ∈ {1 . . . N − 1} and j = N − i. (Recall Notation 2.5.) From the rearrangement
inequality we can assume that that the entries of y and the entries of the normal vector are both arranged
in decreasing order. Then Lemma 3.1 implies
max
i
j
∑i
l=1 yl − i
∑N
l=i+1 yl
ijN
≤ 1
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Note that the vector y has mean zero and thus
∑N
l=i+1 yl = −
∑i
l=1 yl. Thus we have
max
i
j
∑j
l=1 yl − i
∑N
l=k+1 yl
ijN
≤ 1
max
i
(i+ j)
∑k
l=1 yl
ijN
≤ 1
max
i
∑i
l=1 yl
ij
≤ 1
Case 5: QRCSN
In this case the normal vectors to the faces of the polytope are given by all permutations of τN (+1 −
1 0N−2)t. From Lemma 3.1 it follows that the polytope is defined by
max
i,j
τN (yi − yj)
2τ2N
≤ 1
ymax − ymin ≤ 2τN
Case 6: QRCSN,j In this case the result follows simply from Lemma 3.1. It is clear that the quotient
〈y,x〉
〈x,x〉
is maximized when the j components of x equal to +1 correspond to the j largest components of y, and
likewise the j components of x equal to −1 correspond to the j smallest components of y.
˜
Remark 3.6. It is worth remarking that the polytopes PRCSN , PRDBN , QRCSN , QRDBN are connected to theAN−1 root lattices
and the dual lattices A∗N−1. The polytopes PRDBN and QRCSN are (up to scaling) the Voronoi cells of the AN−1 lattice.
PRCSN is (again up to scaling) the unit ball of the dual norm to the norm defining PRDBN and QRCSN . It is easy to check
that the dual norm to the norm ymax−ymin (in the space of mean zero vectors!) is one half the standard L1 norm (again
in the space of mean zero vectors). Finally QRDBN is the Voronoi cell of the dual lattice A
∗
N−1. We refer the interested
reader to the text of Conway and Sloane for details [9].
Having derived these norm conditions, we can proceed to combine them as outlined earlier in the sec-
tion.
Example 3.7 (An improved necessary condition.). As previously discussed the QRCSN polytope leads to the neces-
sary condition for synchronization
ymax − ymin ≤ 2τN ,
as originally derived by Chopra-Spong. Analogously the QRDBN polytope leads to a dual necessary condition for syn-
chronization
max
k∈{1...N−1}
max
|S|=k
∑
l∈S yl
k(N − k) ≤ 1.
As discussed in the earlier example for N = 4 these conditions reduce to a rhombic dodecahedron of volume 256 and a
truncated octahedron of volume 162
√
3 ≈ 280.6. One can trivially combine these necessary conditions: the improved
neccessary condition being that both of these conditions must hold. This gives a new, smaller polyhedron containing
the phase-locked region. Since this region is defined by a collection of linear inequalities it is elementary, although
tedious, to compute the volume. A symbolic computation using Mathematica gives the volume of the intersection of
these figures as (126
√
3− 210)
√
7− 4√3 + 3642√3− 6074 ≈ 236.34, as compared with a volume of approximately
210 for the exact phase-locking region. The resulting polytope is illustrated in Figure 5, and takes the form on an
octahedron whose edges have been chamfered and whose vertices have been truncated. The resulting figure has 26
faces (14 normals from RDB3 and 12 normals from RCS3 : 12 rectangular faces from chamfering the edges, 8 hexagonal
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Figure 5: The phase-locked region and circum-
scribed polytope Q(RDB4 ) ∩Q(RCS4 )
Figure 6: The phase-locked region and inscribed
polytope P (RCS4 ∪RDB4 )
faces coming from the original faces of the octahedron,and 6 octagonal faces from truncating the vertices. Similarly we
also give the improved sufficient condition for phase-locking
inf
z
(
zmax − zmin
N
+
‖y − z‖1
2τN
)
≤ 1.
The polytope satisfying these conditions is shown in Figure 6. It results from applying Conway’s kis operation to
the rhombic dodecahedron – raising a pyramid on each rhombic face. We have not computed the volume analytically
but numerical integration gives the volume as 166.28. Compare this with 128 for the rhombic dodecahedron and
135
√
3
2 ≈ 116.913 for the cuboctahedron.
4 Phase-locking probabilities and Extreme Value Statistics
In this section we give upper and lower bounds on the probability that the Kuramoto model admits a
stable, phase-locked solution. In particular we assume that the frequencies ωi are independent identically
distributed random variables, and that the cumulative distribution function P (x) of the ωi satisfies some
mild technical hypotheses listed below. We no longer assume that
∑
i ωi = 0, but rather assume (without
loss of generality) that the frequency distribution has no mean, E(ωi) = 0. Unlike previous sections we will
work in a modified mean-field scaling
dθi
dt
= ωi + γ
aN
N
N∑
j=1
sin(θj − θi)
where aN is to be defined, and will be related to the tail probability of the ωi.
Hypotheses 4.1. We assume that the cumulative distribution function P (x) = P(ωi ≤ x) satisfies the following
hypotheses:
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• The distribution P (x) has a density p(x) = P ′(x) with p(x) = p(−x)
• There exists some x0 such that p(x) > 0 and p′(x) exists for x ∈ (−∞, x0) ∪ (x0,∞)
• The limits limx→∞ ddx
(
1−P (x)
p(x)
)
= 0 and limx→−∞ ddx
(
P (x)
p(x)
)
= 0 hold.
The hypothesis p(x) = p(−x) is not really necessary: all that is really required is that the limit distri-
butions for maxi ωi and mini ωi are both of Gumbel type, but assuming symmetry about the mean saves
us from making all of the required hypotheses twice. Some examples of distributions satisfying these hy-
potheses are
• The Gaussian distribution.
• The (two-sided) exponential distribution: P (x) = 12
∫ x
−∞ e
−|x|dx
An example of a distribution for which the above hypotheses would not hold is any distribution with
very broad tails. The Cauchy distribution, for example, falls into a different extreme value class and would
have a limiting distribution different from the Gumbel distribution. We also define the following quantities:
Definition 4.2.
aN = inf {x|(1− P (x)) ≤ 1
N
} (4.1)
bN =
1
1− P (aN )
∫ ∞
aN
(1− P (y))dy (4.2)
Our first result gives the limiting distribution of the range semi-norm maxi,j(ωi−ωj) for any independent
and identically distributed frequencies ωi satisfying the above hypotheses. This is a known result in the
extreme value distribution literature – see for instance section 1.8.2 of the text of Kotz and Nadarajah [24] –
but it is worth giving an overview of the proof here.
Proposition 4.3. Suppose that ωi are independent, identically distributed random variables whose cumulative dis-
tribution function satisfies the above hypotheses. Then the limiting distribution of the range is given by
lim
N→∞
P
(
max
i,j
(ωi − ωj) ≤ aN + bNx
)
= 2e−
x
2K1(2e
− x2 )
where K1(x) is the modified Bessel function of the second kind of order 1.
Proof. This essentially follows from some standard facts about order statistics and a little bit of calculation.
Under the hypotheses above it is known that the limiting distribution of the largest and smallest ωi are
given by the Gumbel distribution
lim
N→∞
P
(
max
i
ωi ≤ aN + bNx
)
= e−e
−x
lim
N→∞
P
(
min
i
ωi ≥ −(aN + bNx)
)
= e−e
−x
and that these quantities are asymptotically independently distributed [20, Corollary 1.4]. Therefore the
quantity wmax−wmin has asymptotic density given by the convolution of the densities above. It is relatively
straightforward to check that ∫ ∞
−∞
e−e
−y d
dy
(
e−e
−(x−y))
dy = 2e−
x
2K1(2e
− x2 ),
giving the cumulative distribution function as 2e−
x
2K1(2e
− x2 ), where K1(·) is the modified Bessel function
of the second kind. The evaluation of the integral follows from known integral identities for the Bessel
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functions: see, for instance, identity 3.471.9 in the tables of Gradshteyn and Ryzhik [35], which is equivalent
to the above integral after the substitution w = e−x. This gives the extreme value distribution of the range
norm as
lim
n→∞P
(
max
i
ωi −min
j
ωj ≤ 2an + bnx
)
= 2e−
x
2K1(2e
− x2 ) (4.3)
for symmetric distributions in the basin of attraction of the Gumbel distribution. ˜
From here it is easy to prove the main theorem
Theorem 4.4. Suppose that the frequencies ωi are independent and identically distributed according to the hypotheses
above, and that limN→∞ bNaN = 0. Consider the Kuramoto model in the scaling
dθi
dt
= ωi + γ
aN
N
∑
j
sin(θj − θi).
If we let PSync(γ,N) denote the probability that there exists a stable phase-locked solution to the Kuramoto model
then we have the following asymptotics
PSync(γ,N)→
{
0 γ < 1
1 γ > 2
Proof. We know that the stable phase-locked region DN satisfies the inclusions
{ω|max
ij
(ωi − ωj) < γaN} ⊂ DN ⊂ {ω|max
ij
(ωi − ωj) < 2γaN .}
The second follows from the easy estimate
ωi − ωj = γaN
N
N∑
k=1
sin(θi − θk)− γaN
N
N∑
k=1
sin(θj − θk)
|ωi − ωj | ≤ 2γaN
and is slightly weaker than the Chopra-Spong condition, but has the same leading order asymptotics. Given
that the frequencies ωi are independent and identically distributed and satisfy the hypotheses of being in
the basin of attraction of the Gumbell distribution it follows that
P(max
ij
ωi − ωj < γaN ) ≤ PSync(γ,N) ≤ P(max
ij
ωi − ωj < 2γaN ) (4.4)
It follows from the asymptotics in equation (4.3) that for γ > 2 the left-hand side of equation ( 4.4) tends
to 1 as N → ∞ while for γ < 1 the righthand side tends to 0 as N → ∞. To see the latter choose any
δ > 0 and x such that 2e−
x
2K1(2e
− x2 ) = δ. We have that limN→∞ P(maxij ωi − ωj) < 2aN + bNx) = δ.
Noting that if γ < 1 then 2γaN < 2aN + bNx for N sufficiently large tells us that for γ < 1 we have
lim supN→∞ P(maxij ωi − ωj < 2γaN ) < δ. Since δ is arbitrary we have that limN→∞ P(maxij ωi − ωj <
2γaN ) = 0. The former follows similarly. ˜
Note that the exact scaling under which one finds a non-trivial limit depends on aN , and thus on the tails
of the distribution of the frequencies ωi. This is not surprising, since it is the largest frequency differences
that pose an obstacle to full synchronization.
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5 Conclusions
We have given a unified treatment of necessary and sufficient conditions on the frequency vector ω for the
existence of a stably phase-locked solution to the Kuramoto system. This construction gives a necessary
condition that is dual to the well-known Dorfler-Bullo sufficient condition, and likewise a sufficient condi-
tion dual to the Chopra-Spong necessary condition. Both of these conditions are new, and the first is (for
four or more oscillators) a sharper condition than previously known conditions in the sense of the (n − 1)
dimensional Euclidean volume. Moreover we have shown how to combine two norm estimates to get a
new estimate that is better than either one. This construction gives us further new conditions that improve
on those in the literature; the sufficient condition strictly contains the Dorfler-Bullo sufficient condition and
the necessary condition is strictly contained in the Chopra-Spong necessary condition.
We also established a probabilistic phase-locking result for very general distributions of natural frequen-
cies. We used the fact that the range semi-norm is equivalent to the Kuramoto semi-norm, along with some
known facts about the limiting distribution of extreme value statistics to prove the following dichotomy: for
coupling strengths below a certain threshold complete phase-locking occurs with probability zero, while
above a (different) threshold complete phase-locking occurs with probability one. This is a substantial
generalization of the results of Bronski, DeVille and Park [6].
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A Derivation of the volume formula
In this section we outline the derivation of the volume of the polytope P (RCSn ). We will compute the volume
of the unit permutathedron whose vertices are all permutations of (1, 0 . . . , 0,−1) – the volume of P (RCSn )
will obviously be τn−1n times the volume of the unit permutahedron. Postnikov [33] has given several
formulae for the (N − 1)-volume of a permutahedron– the polyhedron whose vertices are given by all
permutations of (x1, x2, . . . , xN ) which clearly lies in the N − 1 dimensional hyperplane in RN given by∑
xi = constant. Of these formulae perhaps the most straightforward to apply in this instance is Theorem
3.2, which expresses the volume of the permutahedron Pn(x1, x2, . . . , xn) as a polynomial in xi :
Vol(Pn) =
∑
(−1)|Ic1c2...cn |Dn(Ic1c2...cn)
xc11
c1!
xc22
c2!
. . .
xcnn
cn!
. (A.1)
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Here the sum is over all sequences of non-negative integers ci such that
∑
ci = n − 1, I is a certain set of
integers i ∈ {1, 2, . . . n−1} to be defined shortly, andDn(I) is the number of permutations with descent set I .
In particular given a sequence {ci}ni=1 with
∑
ci = n−1 one first defines a sequence  ∈ {−1, 1}2(n−1) by the
following rule: each ci in the original sequence contributes to  ci “1”’s followed by a single−1, with the last
−1 being deleted. For instance (c1, c2, c3, c4) = (2, 0, 0, 1) gives  = (1, 1,−1,−1,−1, 1). The set Ic1c2...cn is
defined to be {i ∈ {1, 2 . . . , n−1}|∑2i−1j=1 j < 0}. FinallyDn(I) is defined to be the number of permutations
having descent set I , where the descent set of a permutation σ ∈ Sn is {i ∈ {1, 2 . . . n− 1|σ(i) > σ(i+ 1)}.
Formula (A.1) is particularly nice in our case since we have x1 = 1, xn = −1 and the remaining xj = 0.
Thus the only terms that contribute are those where c1 = j and cn = (n− 1− j), with the remaining ck = 0,
for j ∈ {0, 1, . . . , n}. The sequence  consists of j 1’s, followed by (n − 1) −1’s, followed by (n − j − 1)
1’s. The set Ij00...0(n−j−1) is clearly {(j + 1), (j + 2), . . . (n − 1)}. Next we need to count the number of
permutations of {1 . . . n} that have descent set {(j + 1), (j + 2), . . . (n − 1)} – in other words permutations
that are increasing up to (j + 1) and decreasing after. It is not hard to see that there are
(
n−1
j
)
. To see this
note that the largest element, n, must occur at position j + 1. One can choose j elements from {1 . . . n− 1}
to occur in the first j positions. They must, of course, be in increasing order with the remaining n − 1 − j
elements in the last n− j − 1 positions in decreasing order. This gives
Vol(Pn(1, 0, . . . , 0,−1)) =
n−1∑
j=0
(n− 1)!
j!j!(n− 1− j)!(n− 1− j)! (A.2)
=
1
(n− 1)!
n−1∑
j=0
(
n− 1
j
)2
(A.3)
=
1
(n− 1)!
(
2(n− 1)
n− 1
)
, (A.4)
where the last line follows from the well-known combinatorial identity
∑n
j=0
(
n
j
)2
=
(
2n
n
)
.
There is a minor additional multiplicative factor to consider: the Postnikov result is normalized so that
the volume of a fundamental cell of the lattice is one (equivalently it is the volume of the projection of
the polytope p(Pn), where p : (t1, t2, . . . , tn) 7→ (t1, t2, . . . , tn−1). The generators of the lattice are v1 =
(1, 0, . . . , 0,−1), v2 = (0, 1, 0 . . . 0,−1), . . . , vn−1 = (0, . . . , 0, 1,−1). The usual Euclidean (n − 1)-volume of
the fundamental cell is given by
√
det(G) where G is the Gram matrix Gij = vi · vj . It is easy to see that,
given the generators above the Gram matrix is
Gij =
{
2 i = j i, j ∈ 1 . . . (n− 1)
1 i 6= j i, j ∈ 1 . . . (n− 1)
It is also easy to see that det(G) = n (The eigenvalues are 1, with multiplicity (n−2) and nwith multiplicity
1.) Thus it follows that
Vol(PRCSn ) =
√
n
(n− 1)!
(
2(n− 1)
(n− 1)
)
τn−1n .
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