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Dipolar Bose-Einstein condensates have recently attracted much attention in the world of quantum
many body experiments. While the theoretical principles behind these experiments are typically
supported by numerical simulations, the application of optimal control algorithms could potentially
open up entirely new possibilities. As a proof of concept, we demonstrate that the formation
process of a single dipolar droplet state could be dramatically accelerated using advanced concepts
of optimal control. More specifically, our optimization is based on a multilevel B-spline method
reducing the number of required cost function evaluations and hence significantly reducing the
numerical effort. Moreover, our strategy allows to consider box constraints on the control inputs
in a concise and efficient way. To further improve the overall efficiency, we show how to evaluate
the dipolar interaction potential in the generalized Gross-Pitaevskii equation without sacrificing the
spectral convergence rate of the underlying time-splitting spectral method.
I. INTRODUCTION
Optimal control has meanwhile become a widely
used method for the efficient and robust manipula-
tion of quantum systems in various applications [1–4]
and, as such, is expected to play a key role in many
emerging quantum technologies like sensing or com-
puting [5–7]. There is also particular interest in the
optimization of the intricate processes in complex
quantum many-body systems [8, 9]. In this context,
the feasibility of optimal control algorithms has been
experimentally demonstrated for lattice systems and
Bose-Einstein condensates [10, 11].
The first numerical simulation demonstrating that
optimal control provides an efficient way to realize
the transfer of a Bose-Einstein condensate (BEC) to
a desired target state was presented in a pioneering
work by Hohenester et al [8]. Mathematical aspects
and computational improvements have been pub-
lished shortly thereafter in [12], with numerical im-
plementations freely available [13]. While early stud-
ies [14], [15], [16], [17] focussed on low-dimensional
BECs to limit the computational costs, optimal con-
trol of the full three-dimensional Gross-Pitaevskii
equation (GPE) was presented in [18]. Moreover, the
original approach was generalized to include multi-
ple control inputs. In the meantime, various com-
putational and technical aspects, as well as different
numerical methods have been considered in the lit-
erature. These considerations are not limited to nu-
merical simulations but have also been successfully
∗ jfmennemann@gmx.de
applied in real physical experiments [10, 11, 19].
In the present work we go beyond the isotropic
contact interactions typically found in such BECs
and study the dynamics in BECs with long-range,
anisotropic dipolar interactions [20–23]. Moreover,
we also go beyond the 3D mean-field treatment and
include the Lee-Huang-Yang beyond mean-field cor-
rection, which has been shown to lead to the emer-
gence of new and unexpected states of matter, in-
cluding self-bound quantum droplets [24–26] and
self-organized striped states [27].
As a proof of concept, we consider the formation
of a self-bound dipolar droplet state. In particular,
we demonstrate that the single droplet formation
process studied in [24] can be significantly acceler-
ated using efficient numerical methods in combina-
tion with advanced concepts of optimal control.
Our numerical simulations exploit two novel and ef-
fective innovations: First, we show how to solve the
generalized GPE describing BECs including dipo-
lar interactions and the Lee-Huang-Yang mean-field
correction. More precisely, we show how to apply
the popular and highly efficient time-splitting spec-
tral (split-step Fourier) method without sacrificing
the spectral convergence rate with respect to the dis-
cretization of the spatial operators. Second, we turn
the underlying infinite dimensional control problem
into a finite-dimensional nonlinear optimization task
using a B-spline control vector parameterization. In
this context, we also develop a multilevel refinement
strategy to enhance the speed of convergence of the
underlying optimization algorithm.
Optimal control of systems governed by ordinary
or partial differential equations has a long history
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in mathematics, science and technology [28–30]. In
order to classify and understand the approach pro-
posed in this article it is useful to give a short review
on the two predominant methods frequently found
in the literature of quantum optimal control, and in
particular, in the field of BEC experiments.
The first approach is based on a reduced cost func-
tional
Jˆ1(u) = J1(ψu, u), (1)
where J1(ψ, u) is a suitably selected cost func-
tional describing the optimal control problem and
u : [0, T ] → R denotes a given control input. Fur-
thermore, ψu denotes the time-evolution of the wave
function corresponding to a solution of the state
equation using u as the control input. In the con-
text of BEC experiments, the state equation would
be given by the GPE. The state equation is consid-
ered to be a constraint to the optimization problem.
Using the calculus of variations an additional adjoint
equation is derived which allows for an efficient com-
putation of the gradient of Jˆ1 needed to improve the
given control input u. Until then, no numerical ap-
proximations are involved. Finally, the state and
adjoint equation are solved using suitable numerical
discretizations. From a mathematical point of view,
this approach appears to be very elegant, however,
the derivation and discretization of an additional ad-
joint equation is a highly non-trivial task and must
be repeated whenever the state equation or the cost
functional is modified. Moreover, one should bear
in mind that the numerical solution of the adjoint
equation is typically more expensive than the solu-
tion of the state equation, see, e.g., [18].
In the second approach, the reduced cost func-
tional (1) is replaced by a reduced cost function
Jˆ2(c) = J2(ψc, c) (2)
with c = [c1, . . . , cK ] being a vector collecting the K
coefficients of a suitable control vector parameteri-
zation (CVP). As an example, we consider a simple
sum of sines parameterization
u(c, t) = u0 +(uT −u0)t/T +
K∑
k=1
ck sin(kpit/T ), (3)
where
u0 = u(t = 0), uT = u(t = T ) (4)
denote the initial and the final conditions of the
control input, respectively. The first argument of
J2(ψc, c) denotes the time evolution of the wave
function corresponding to a solution of the GPE
using u(c, t) as the control input. It should be
noted that Jˆ1 in (1) is a functional, whereas Jˆ2
in (2) is a function. Therefore, the previously
infinite-dimensional optimal control problem has
been mapped to a finite-dimensional nonlinear Pro-
gram (NLP) which can be solved using various nu-
merical methods like the popular Nelder-Mead algo-
rithm [31].
With these preconditions CVP methods are easy to
implement as the only requirement is a solver for the
forward problem, i.e., a numerical method to solve
the given differential or partial differential equation.
Not surprisingly, CVP methods are frequently ap-
plied in classical optimal control applications and
have been used long before they were applied to
quantum optimal control problems, see, e.g., [32–
34].
A CVP method based on a randomized Fourier ba-
sis is proposed as a general and versatile quantum
optimal control technique in [35, 36]. However, like
most randomized algorithms, the proposed method
converges extremely slowly as was demonstrated re-
cently in an extensive benchmark problem [37]. In
fact, the simple ansatz in (3) seems to be more ef-
ficient and could be easily applied in a multistart
optimization procedure to explore the space of pos-
sible solutions in a more rigorous way.
Often, a surprisingly small number of coefficients K
is sufficient to obtain a high-quality solution of the
underlying control problem. However, in some quan-
tum control applications [37] the number of coeffi-
cients needed to approximate pulses of very small
duration can easily exceed K ≈ 20. For such large
values of K, derivative-free methods like the Nelder-
Mead algorithm are known to be less efficient.
In principle, the gradient of the reduced cost func-
tion (2) with respect to the coefficients c can always
be approximated using simple finite difference for-
mulas. To this end, the forward problem needs to
be solved at least K + 1 times. More efficient meth-
ods to compute the gradient are presented in [12]
and [37] for a CVP based on Chebyshev polynomi-
als and a sum of sines ansatz, respectively. Gener-
ally speaking, the approach is not limited to a spe-
cific CVP, however, it also requires the derivation
and discretization of an additional adjoint equation.
Once a numerical method to evaluate the gradient
is available, the NLP can be solved using most ef-
fective implementations of quasi-Newton algorithms
(BFGS) or sequential quadratic programming (SQP)
methods [38].
While the CVP defined in Eqn. (3) works well in the
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context of unconstrained optimization problems, it
results in suboptimal solutions if the control input
is subject to constraints
ulb ≤ u(c, t) ≤ uub, t ∈ [0, T ] (5)
naturally present in realistic control applications.
This applies in particular if the control horizon T
is chosen to be small. The reason for this is that,
as the T becomes smaller, the corresponding opti-
mal control tends to switch from one extreme to the
other. In minimum-time problems the correspond-
ing control is referred to as a bang-bang solution.
In our application, we are not aiming at solving a
minimum-time optimal control problem. However,
we will choose the time horizon T small enough that
the effect of the constraints (5) starts to play an
important role. More precisely, we will see that the
control inputs resemble bang-bang solutions, i.e., the
lower and upper bounds become active for time in-
tervals of non-vanishing lengths. We would like to
add that these kind of controls cannot be obtained
using the simple ansatz given in Eqn. (3) as this
would require an infinite number of sine waves K.
As an alternative, we propose to parameterize the
control input by a superposition of B-spline basis
functions [39]. As a result of their compact sup-
port, B-spline basis functions represent a much more
favorable ansatz with respect to Eqn. (5). More-
over, Dirichlet boundary conditions (4) can be im-
plemented easily and B-spline basis functions are
ideally suited for multiresolution function approxi-
mations. In fact, we will demonstrate that a mul-
tilevel refinement strategy can significantly improve
the convergence of the overall optimization proce-
dure.
The paper is organized as follows: Section II cov-
ers the generalized GPE, the phase diagram of a
trapped dipolar Bose gas and all relevant physical
parameters. In the first part of Section III, we re-
view the time-splitting spectral method (TSSM) fre-
quently used to solve the ordinary GPE. Moreover,
we introduce the notation concerning the spatial and
temporal discretizations and explain why the TSSM
can be easily applied to the generalized GPE as well.
The second part of Section III is devoted to spec-
trally accurate numerical methods for the evaluation
of the dipolar interaction potential. In Section IV,
we introduce the multilevel B-spline method which
is finally applied to the dipolar droplet formation
process in Section V.
II. GENERALIZED GROSS-PITAEVSKII
EQUATION
Our considerations are based on the description of
dipolar Bose-Einstein condensates given by the gen-
eralized Gross-Pitaevskii equation [24]
ı~
∂ψ(r, t)
∂t
=
[
− ~
2∇2
2m
+ Vext(r, t) + g(t)|ψ(r, t)|2
+ Φ(r, t) + γqf(t)|ψ(r, t)|3 − ı~L3
2
|ψ(r, t)|4
]
ψ(r, t),
(6)
where ψ is the condensate wave function with initial
state ψ0 = ψ(t = 0). The density of the initial state
is assumed to be normalized to the number of atoms
N0 = ‖ψ0‖2. Furthermore, the contact interaction
strength is given by g = 4pias~2/m, where as de-
notes the s-wave scattering length and m the mass
of the atoms. In the numerical simulations below,
the external potential
Vext(r, t) =
1
2
mω2ρ(t)(x
2 + y2) +
1
2
mω2z(t)z
2 (7)
is a function of the radial and longitudinal trapping
frequencies ωρ and ωz, which can vary with time and
are considered to be freely adjustable parameters.
Dipole-dipole interactions are taken into account via
the dipolar interaction potential
Φ(r, t) =
µ0µ
2
4pi
∫
R3
U(r − r′)|ψ(r′, t)|2 dr′, (8a)
where µ is the magnetic moment of the considered
atoms, µ0 is the vacuum permeability and
U(r) =
1− 3 cos2 θ
r3
, (8b)
with r = (x2 + y2 + z2)1/2. Moreover, θ de-
notes the angle between r and the polarization axis
n = (n1, n2, n3)
> which is assumed to be normal-
ized, i.e., (n21 +n
2
2 +n
3
3)
1/2 = 1. Within a local den-
sity approximation [40] the correction term γqf |ψ|3
is used to include the effect of quantum fluctuations
[24, 25, 40, 41]. The prefactor
γqf =
32
3
g
√
a3s
pi
(
1 +
3
2
a2dd
a2s
)
(9)
depends on the dipolar length add = mµ0µ
2/(12pi~2)
[42]. Finally, three-body loss processes are taken
into account by the term −(ı~L3/2)|ψ|4 with L3 be-
ing the loss coefficient.
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FIG. 1. Phase diagram of a trapped dipolar Bose gas as
a function of scattering length as and trap aspect ratio λ
[24, 25, 41]. The system is initially a Bose-Einstein con-
densate. A linear decrease of as (solid arrow) smoothly
transforms this condensate into a stable dipolar droplet.
However, to avoid excitations of the droplet this tra-
jectory needs to be followed adiabatically, resulting in
significant three-body atom loss. In this work we com-
pute much faster optimal trajectories (indicated by the
dashed arrow), which use both as and λ as control pa-
rameters, while avoiding a bistable region in the phase
diagram where both BEC and droplet solutions coexist.
The validity of this approximation has previously
been checked using Monte-Carlo simulations [43].
The effect of quantum fluctuations is usually very
small, however it can be dramatically enhanced
when the mean-field contributions of contact and
dipolar interactions nearly cancel. This is the case,
for example, during the collapse following a motional
instability of the system [41].
The resulting phase diagram for the system is
schematically shown in Fig. 1 [24]. For high scat-
tering length as the system is a dipolar BEC, for
low as it forms a single stable quantum droplet.
Above a critical aspect ratio λc ∼ 1.87 the system
is bistable [44]. Lowering as into this bistable re-
gion triggers a motional instability that leads to the
formation of arrays containing several droplets.
Our aim is to optimize the self-bound dipolar droplet
formation process presented in [24]. This work
proposed to linearly decrease the scattering length,
which - for appropriate trap aspect ratios - connects
the BEC and the self-bound droplet by a smooth
crossover. This is followed by a linear decrease of
the trap frequencies to turn off the trapping poten-
tial and reveal the self-bound nature of the droplet.
However, adiabatically following such a linear tra-
jectory requires a long timescale and thus leads to
non-negligible atom loss. Alternatively, fast linear
ramps typically lead to unwanted excitations. As we
will show in the following, optimal control can help
with both these problems, preparing droplets with-
out observable excitations on very short timescales.
Like in [24] we consider 164Dy atoms. We there-
fore choose m = 163.93 u, µ = 9.93µB and L3 =
1.2×10−41 m6s−1, with u the atomic mass unit. Ini-
tially, N0 = 104 atoms are trapped in the harmonic
potential at t = 0. Furthermore, as, ωρ and ωz are
considered to be control inputs which are subject to
the initial and final conditions
as(t = 0) = as,i, as(t = T ) = as,f , (10a)
ωρ(t = 0) = ωρ,i, ωρ(t = T ) = ωρ,f , (10b)
ωz(t = 0) = ωz,i, ωz(t = T ) = ωz,f (10c)
as well as the constraints
albs ≤ as(t) ≤ aubs , (11a)
ωlbρ ≤ ωρ(t) ≤ ωubρ , (11b)
ωlbz ≤ ωz(t) ≤ ωubz (11c)
for t ∈ [0, T ] where T denotes the final time of the
optimal control problem considered below. All re-
maining parameters of Eqn. (10) and Eqn. (11) are
summarized as follows:
as,i = 130 a0, as,f = 80 a0,
albs = 80 a0, a
ub
s = 130 a0,
ωρ,i = 2pi × 70 Hz, ωρ,f = 2pi × 0 Hz,
ωlbρ = 2pi × 0 Hz, ωubρ = 2pi × 318.3 Hz,
ωz,i = 2pi × 52.5 Hz, ωz,f = 2pi × 0 Hz,
ωlbz = 2pi × 0 Hz, ωubz = 2pi × 318.3 Hz.
In experiments as, ωρ and ωz can be changed using
a Feshbach resonance and the laser intensities of the
trapping lasers, respectively. The initial value of as
in [24] is given by as,i = 130 a0, which is linearly
decreased to as,f = 80 a0. In our optimization we re-
strict ourselves to this range of scattering lengths to
take into account the fact that Feshbach resonances
in lanthanide atoms are typically very narrow and
their distribution highly complex [21]. In contrast
to alkali atoms the s-wave scattering length can thus
only be tuned over a limited range, which has to be
taken into account in the control sequence.
Moreover, we also choose the same initial configu-
ration as in [24] for the external confinement po-
tential at time t = 0, i.e., ωρ,i = 2pi × 70 Hz and
ωz,i = λωρ,i with λ = 0.75 being the trap aspect
ratio. As for the scattering length we include limits
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for these trapping frequencies, which are bounded
by the available laser power in experiments. Since
we are aiming at creating a self-bound droplet state,
the external potential is required to vanish at t = T
and thus ωρ,f = ωz,f = 0. In all our calculations, the
polarization axis of the dipoles is aligned with the
positive z-direction, i.e., n = (0, 0, 1)>.
III. NUMERICAL DISCRETIZATION
A. Time-Splitting Spectral Method
Our strategy to solve the optimal control prob-
lem considered in Section V requires hundreds of
simulations of the generalized GPE (6). A vari-
ety of numerical methods is described in the liter-
ature to compute the time-evolution of nonlinear
Schro¨dinger equations. The most straightforward
way is to first discretize the spatial operators us-
ing finite difference approximations and then to ap-
ply explicit Runge-Kutta methods (like the classi-
cal Runge-Kutta method of order four) to integrate
the resulting system of ordinary differential equa-
tions in time. While this approach is simple to im-
plement, very small time step sizes are needed to
ensure numerical stability [45]. Much larger time
step sizes can be used if the time-integration is based
on implicit methods. A proven method in the con-
text of quantum dynamical simulations is the Crank-
Nicolson scheme, see e.g. [46]. This latter approach
represents an excellent choice in one spatial dimen-
sion, however, in two or three spatial dimensions sig-
nificant computational resources are needed to solve
the corresponding linear systems of equations. Fi-
nally, an efficient and frequently used method to
compute the time-evolution of the classical GPE is
the time-splitting spectral (TSSM) method [46–48].
We recall that the most frequently used implementa-
tion of the TSSM is based on the Strang time split-
ting [46], i.e.,
ψ(tn+1) ≈ e−ıB+4t/2e−ıA4te−ıB−4t/2ψ(tn) (12a)
with the operators
A = −~∇2/(2m), B± = Veff/~ (12b)
and the effective potential energy
Veff = Vext + g|ψ±n |2. (12c)
Moreover, tn = n4t with4t being the time step size
and n = 0, ..., N such that N4t = T . According to
(12a), the nth time step consists of three sub-steps.
First, we solve
ı~∂tψ = (Vext + g|ψ(tn)|2)ψ (13)
for a duration of 4t/2 using ψ−n = ψ(tn) as initial
value. The result is used as initial value for the free
Schro¨dinger equation
ı~∂tψ = −~2∇2/(2m)ψ, (14)
which is then solved for a duration of 4t; the result
is ψ+n . Finally, ı~∂tψ = (Vext + g|ψ+n |2)ψ is solved
again with initial value ψ+n , again for a duration of
4t/2. The result of the third sub-step is taken as
approximation of ψ(tn+1).
The spatial discretization is based on the grid points
xj = −Lx/2 + jx4x, yj = −Ly/2 + jy4y and
zj = −Lz/2 + jz4z with 4x = Lx/Jx, 4y = Ly/Jy
and4z = Lz/Jz. The parameters Lx, Ly and Lz are
chosen sufficiently large such that the wavefunction
is compactly supported within the computational
domain
Ω = [−Lx/2, Lx/2]× [−Ly/2, Ly/2]× [−Lz/2, Lz/2].
(15)
Moreover, jx = 0, ..., Jx − 1, jy = 0, ..., Jy − 1,
jz = 0, ..., Jz − 1 and J = JxJyJz denotes the to-
tal number of spatial grid points.
In a numerical implementation the solution of (13)
requires a pointwise evaluation of the exponential
function on a real valued array as well as a point-
wise multiplication of a real and a complex valued
array. The free Schro¨dinger equation (14) can eas-
ily be solved in Fourier space and the numerical
implementation requires the application of two dis-
crete Fourier transforms (forward and inverse) and a
pointwise multiplication of two complex valued ar-
rays, see e.g. [46]. For the sake of numerical effi-
ciency, the discrete Fourier transforms are computed
using the Fast Fourier Transform (FFT) and hence
the numerical costs of a single time step are of order
O(J log J).
The TSSM outlined above (Strang splitting) is of
second order in time. Moreover, the spatial deriva-
tives in the free Schro¨dinger equation are discretized
with spectral accuracy, meaning that the numeri-
cal error corresponding to the discretization of the
Laplacian operator decreases at an exponential rate
with respect to the number of spatial grid points.
It should be noted that these convergence rates are
based on the assumption that the initial wave func-
tion and the external confinement potential are suf-
ficiently smooth. However, in most experimentally
relevant simulation scenarios these assumptions are
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satisfied and thus the number of spatial grid points
can be reduced drastically in comparison with finite
difference approximations. Moreover, the TSSM
allows for the application of large time step sizes
4t and as a result the total number of time steps
needed to compute the time evolution of the GPE
is significantly lower than in the case of the above-
mentioned explicit time-integration methods. To
summarize, the TSSM represents a very efficient nu-
merical method for the solution of the GPE.
In the following, we show that the TSSM can also
easily be applied to the generalized GPE in (6). To
this end, we only need to substitute the effective
potential energy in (12c) by
Veff = Vext + g|ψ±n |2 + Φ±n + γqf |ψ±n |3 −
ı~L3
2
|ψ±n |4
(16)
with Φ±n being defined in analogy to (8a) using ψ
±
n
instead of ψ. The terms γqf |ψ±|3 and −i~L3/2 |ψ±|4
can be included at almost no additional numerical
costs. However, the evaluation of Φ in (8a) is a non-
trivial task if we want to conserve the spectral con-
vergence rate of the TSSM with respect to the dis-
cretization of the spatial operators.
B. Evaluation of the Dipolar Interaction
Potential
A simple way to evaluate the dipolar interaction po-
tential Φ is based on the convolution theorem which
yields
Φ =
(
µ0µ
2/(4pi)
)F−1[F [U ]F [ρ]],
where F denotes the Fourier transform and ρ is the
density ρ = |ψ|2. In a numerical implementation U
and ρ are replaced by their discrete representations
corresponding to the numerical grid of the computa-
tional domain Ω. Moreover, all Fourier transforms
are implemented using FFTs in combination with
a zero-padding strategy. Due to the singularity of
U(r) at r = (0, 0, 0)> the accuracy of the approxi-
mation is of second order with respect to the number
of spatial grid points J .
To find a discretization of the dipolar interaction
potential that converges at an exponential rate, we
first apply the same transformation that has been
employed in [49]. More precisely, we make use of
the fact that (8b) can be written (in the sense of
distributions) as
U(r) = −4pi
3
δ(r)− ∂nn
(
1
|r|
)
, (17)
where ∂n = n · ∇ = n1∂x + n2∂y + n3∂z and ∂nn =
∂n∂n. Plugging (17) into (8a) yields
Φ(r, t) = −µ0µ
2
3
|ψ(r, t)|2
− µ0µ
2
4pi
∫
R3
∂nn
(
1
|r − r′|
)
|ψ(r′, t)|2 dr′
or
Φ(r, t) = −gdd|ψ(r, t)|2 − 3gdd∂nnϕ(r, t),
where gdd = 4pi~2add/m = µ0µ2/3 and
ϕ(r, t) =
∫
R3
u(r − r′)|ψ(r′, t)|2 dr′ (18a)
with the new kernel
u(r) =
1
4pi|r| . (18b)
The normal derivative operator ∂nn can be evalu-
ated using spectral differentiation (at the cost of two
additional FFTs of size J = JxJyJz). Consequently,
the only remaining difficulty is the computation of
the convolution in (18), which however is a ubiqui-
tous problem in computational physics and scientific
computing in general. In fact, the solution of (18) is
equivalent to the solution of the free-space Poisson
equation
∆ϕ(r, t) = −|ψ(r, t)|2, lim
|r|→∞
ϕ(r, t) = 0. (19)
A variety of efficient numerical methods has been de-
veloped to solve the Poisson equation in unbounded
domains [50–57]. While most of them are based on
formulation (18) it is also possible to employ (19)
directly. This strategy is used by the authors of
[49] in the context of numerical simulations of dipo-
lar Bose-Einstein condensates. By replacing the far-
field boundary condition in (19) with a homogeneous
Dirichlet boundary condition on the boundary of the
computational domain, the Poisson equation can be
solved easily using a sine pseudospectral method.
The method avoids the application of zero-padding.
However, since the potential ϕ in (19) is known to
decay slowly, an extremely large computational do-
main is needed to keep the modeling error small.
A highly efficient numerical method for the eval-
uation of nonlocal potentials, including the 3D
Coulomb potential (18), has been presented re-
cently [55, 57]. The method is based on a Gaussian-
sum approximation of the singular convolution ker-
nel (combined with a Taylor expansion of the den-
sity) and it has been shown that for sufficiently
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smooth right hand sides (densities) the numerical
error decreases at an exponential rate with respect
to the number of spatial grid points J . Apart from a
relatively expensive precomputation, the most time-
consuming part of the method is the application of
several FFTs in combination with a zero-padding
strategy.
Another spectrally accurate algorithm was presented
almost simultaneously in [56], motivated by the
truncation technique of [58, 59]. The implemen-
tation of the latter method is much simpler but
involves a very memory-intensive precomputation.
However, in our application these limitations are not
an issue which is why we employ the second algo-
rithm. The second algorithm is based on the obser-
vation that the solution of (18) is indistinguishable
from the solution of
ϕ(r, t) =
∫
R3
uL(r − r′)|ψ(r′, t)|2 dr′ (20a)
where
uL(r) = u(r) rect
( |r|
2L
)
(20b)
with the characteristic function
rect(x) =
{
1 for |x| < 1/2
0 for |x| > 1/2
and L =
√
L2x + L
2
y + L
2
z. Since uL is a compactly
supported function the Paley-Wiener theorem im-
plies that its Fourier transform
uˆL(s) = F
[
uL
]
(s) = 2
( sin(L|s|/2)
|s|
)2
is an entire function [56] (and thus C∞). Application
of the convolution theorem to (20) yields
ϕ = F−1
[
F [uL]F [ρ]
]
which is the starting point for the numerical dis-
cretization. However, since uˆL is a highly oscillatory
function, the complexity of the algorithm signifi-
cantly increases. More precisely, uˆL needs to be sam-
pled using a four-fold sampling rate, which finally
requires the application of FFTs of size 4Jx4Jy4Jz.
Fortunately, these complications only concern the
precomputation phase. During normal operation the
algorithm requires the application of two FFTs (for-
ward and inverse) of size 2Jx2Jy2Jz and hence the
algorithm is of the same complexity as the simple
strategy presented at the very beginning of this sec-
tion.
All considerations in [56] are based on the assump-
tion that Ω is a unit box with an aspect ratio
ζ = max(Lx, Ly, Lz)/min(Lx, Ly, Lz)
equal to one. In the application considered below the
aspect ratio of the computational domain is given
by ζ = 2. By means of numerical experiments using
gaussian density distributions and their known an-
alytical solutions we found that the algorithm still
converges exponentially fast if the aspect ratio re-
mains smaller than approximately ζ / 2.75. Fur-
thermore, we found that for even larger aspect ra-
tios, the sampling rate in the precomputation phase
needs to be increased (six-fold sampling rate for
2.75 / ζ / 4.5).
IV. MULTILEVEL B-SPLINE METHOD
For the reasons stated in the introduction, we pro-
pose to parameterize the control inputs using B-
spline functions
u(c, t) =
K∑
k=1
ckNk,p(t), (21)
where Bk,p denotes the kth B-spline basis function
of polynomial order p. Given a nondecreasing knot
vector Ξ = {ξ1, ξ2, . . . , ξK+p+1} the K basis func-
tions are defined recursively by means of the Cox-de
Boor recursion formula [39, 60]
Nk,p(ξ) =
ξ − ξk
ξk+p − ξkNk,p−1(ξ)
+
ξk+p+1 − ξ
ξk+p+1 − ξk+1Nk+1,p−1(ξ)
with
Nk,0(ξ) =
{
1, if ξk ≤ ξ < ξk+1,
0, otherwise
being piecewise constant functions.
In the simulations below, we employ cubic B-spline
functions, i.e., we set p = 3. Moreover, our optimiza-
tion algorithm is based on the uniform knot vectors
Ξ1 = {0, 0, 0, 0, T, T, T, T}, (22a)
Ξ2 = {0, 0, 0, 0, T/2, T, T, T, T}, (22b)
Ξ3 = {0, 0, 0, 0, T/4, 2T/4, 3T/4, T, T, T, T} (22c)
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and
Ξ4 = {0, 0, 0, 0, T/8, 2T/8, 3T/8, 4T/8,
5T/8, 6T/8, 7T/8, T, T, T, T} (22d)
corresponding to four different levels of refinement.
These knot vectors are said to be open since the first
and last knot values appear p + 1 times. Most ap-
plications of B-spline basis functions are based on
open knot vectors. This is due to the fact that ba-
sis functions formed from open knot vectors are in-
terpolatory at the ends of the interval [ξ1, ξK+p+1]
which makes it very simple to implement Dirichlet
boundary conditions like the ones given in Eqn. (4).
0
0.5
1a)
0
0.5
1b)
u
(2)
final = u
(3)
start
0 T/2 T
−1
0
1c)
FIG. 2. Illustration of the B-spline refinement pro-
cess. a) B-spline basis functions corresponding to the
knot vector Ξ2 defined in Eqn. (22b). b) B-spline basis
functions corresponding to the knot vector Ξ3 defined
in Eqn. (22c). Dark vertical lines represent the interior
knots of the knot vectors. c) Representation of one and
the same function using the B-spline basis functions of
the second and third B-spline level, respectively. The
final solution u
(2)
final of the optimal control problem corre-
sponding to the second B-spline level serves as an initial
guess u
(3)
start for the optimal control problem in the third
B-spline level.
The B-spline basis functions corresponding to the
knot vectors Ξ2 and Ξ3 are shown in Fig. 2 a) and
Fig. 2 b), respectively. Furthermore, Fig. 2 c) shows
a given control input using two representations
u
(2)
final(t) =
K(2)∑
k=1
c
(2)
k N
(2)
k,p(t), (23a)
u
(3)
start(t) =
K(3)∑
k=1
c
(3)
k N
(3)
k,p(t) (23b)
corresponding to the basis functions of the second
and third B-spline level, respectively. These two rep-
resentations of a single control input illustrate the
basic idea behind the multilevel B-spline method.
Instead of solving the optimal control problem us-
ing the finest refinement level directly, it is often
more promising to solve the optimization problem
using a coarse representation of the control input
first. Subsequently the solution will be used as an
initial guess for the optimal control problem in the
next refinement level. In Eqn. (23a), the solution
of the optimization problem corresponding to the
second B-spline level is represented using K(2) coef-
ficients c
(2)
1 , . . . , c
(2)
K(2)
. The same function is repre-
sented in Eqn. (23b) using K(3) > K(2) coefficients
corresponding to the knot vector Ξ3. However, the
coefficients c
(3)
1 , . . . , c
(3)
K(3)
do not represent an opti-
mal solution with respect to the third B-spline level.
Rather, they serve as an excellent initial guess which
will speed up the solution of the next optimization
problem significantly.
The solution corresponding to the previous B-spline
level can be represented exactly by means of the new
basis functions if the knots of the old knot vector are
contained in the new knot vector. An efficient nu-
merical method to determine the coefficients in the
new basis is called knot insertion [61]. Alternatively,
we may determine the coefficients of the next level
c
(`+1)
1 , . . . , c
(`+1)
K(`+1)
by solving a linear system corre-
sponding to the equations
K(`+1)∑
k=1
c
(`+1)
k N
(`+1)
k,p (ξˆm) =
K(`)∑
k=1
c
(`)
k N
(`)
k,p(ξˆm)
for m = 1, . . . ,K(`+1) with ξˆm being the Greville
points [60, 62] of the knot vector Ξ`+1.
V. APPLICATION TO THE DIPOLAR
DROPLET FORMATION PROCESS
The numerical methods introduced in Section II, III
and IV will now be applied to optimize the self-
bound dipolar droplet formation process.
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A. Parameterization, Constraints and Cost
Function
As mentioned in Section II, the control inputs are
given by the s-wave scattering length as and the
trap frequencies ωρ and ωz. While the system is
initially a Bose-Einstein condensate, we are aiming
to find optimal trajectories of as, ωρ and ωz which
will smoothly transform this condensate into a sin-
gle dipolar droplet. The final droplet is stable in
the sense that it will exist even after the external
potential Vext has been set to zero at final time T .
To this end, the physical control inputs
as(t) = as,i + (as,f − as,i) u1(t), (24a)
ωρ(t) = ωρ,i + (ωρ,f − ωρ,i)u2(t), (24b)
ωz(t) = ωz,i + (ωz,f − ωz,i)u3(t) (24c)
are parameterized using three individual B-splines
u1(t), u2(t) and u3(t) with t ∈ [0, T ]. The initial
and final values of as, ωρ and ωz in Eqn. (10) are
taken into account using
u1(t = 0) = 0, u1(t = T ) = 1, (25a)
u2(t = 0) = 0, u2(t = T ) = 1, (25b)
u3(t = 0) = 0, u3(t = T ) = 1. (25c)
As discussed at the end of Section II, we limit the
allowed ranges of the control inputs
albs ≤ as ≤ aubs , ωlbρ ≤ ωρ ≤ ωubρ , ωlbz ≤ ωz ≤ ωubz ,
which can be easily translated to equivalent con-
straints for the B-spline functions
ulb1 ≤ u1 ≤ uub1 , (26a)
ulb2 ≤ u2 ≤ uub2 , (26b)
ulb3 ≤ u3 ≤ uub3 . (26c)
Each of these three B-spline functions are uniquely
defined by the basis functions correponding to the
knot vectors (22) and the coefficients
c
(`)
1 =
[
c
(`)
1,1, c
(`)
1,2, . . . , c
(`)
1,K`−1, c
(`)
1,K`
]
,
c
(`)
2 =
[
c
(`)
2,1, c
(`)
2,2, . . . , c
(`)
2,K`−1, c
(`)
2,K`
]
,
c
(`)
3 =
[
c
(`)
3,1, c
(`)
3,2, . . . , c
(`)
3,K`−1, c
(`)
3,K`
]
,
where ` denotes the level of refinement and K` is the
number of B-spline basis functions. An important
feature of B-spline functions is called the convex hull
property [39], which implies that we can implement
the constraints (26) by simply replacing u1, u2 and
u3 with the corresponding coefficients
ulb1 ≤ c(`)1 ≤ uub1 , (27a)
ulb2 ≤ c(`)2 ≤ uub2 , (27b)
ulb3 ≤ c(`)3 ≤ uub3 . (27c)
For a given knot vector Ξ` of dimension s` we have
K` = s` − (p + 1) basis functions, see, e.g., Fig. 2.
However, as a result of Eqn. (25), the coefficients
c
(`)
1,1 = c
(`)
2,1 = c
(`)
3,1 = 0, c
(`)
1,K`
= c
(`)
2,K`
= c
(`)
3,K`
= 1
are already fixed. Therefore, the unknown variables
of the `th optimization problem are given by
c(`) =
[
c
(`)
1,2, . . . , c
(`)
1,K`−1,c
(`)
2,2, . . . , c
(`)
2,K`−1,
c
(`)
3,2, . . . , c
(`)
3,K`−1
]
.
(28)
It can be easily verified that the total number of
unknown coefficients in the `th B-spline level is given
by 6, 9, 15 and 27, respectively.
For the cost function we chose
J (ψ(T )) = (N0 − |〈ψd, ψ(T )〉|)2 (29)
with ψ(T ) being implicitly dependent on the coef-
ficients c(`). Furthermore, ψd denotes the desired
single droplet state. In this context, it should be
noted that the densities of the initial and desired
states ψ0 and ψd are normalized to the same num-
ber of particles N0. Furthermore, the norm of ψ(T )
is strictly smaller than the norm of ψd, which is a di-
rect consequence of the three-body loss term in the
generalized GPE (6).
The effect of the three-body loss term is noticeable
during the whole time evolution. Initially, the effect
might be small as the density of the initial state is
comparatively low. However, as soon as the wave-
function comes close to the target state ψd, a signif-
icant number of atoms will inevitably get lost. Re-
gardless of how we select the control inputs, it is
therefore impossible to make all atoms contribute to
the desired droplet state at final time T . Nonethe-
less, we will see that our optimization algorithm will
find solutions minimizing the effect of the three-body
loss term such that almost all particles of the initial
condensate will be transferred to the desired single
droplet state.
The final optimal control problem in the `th level of
refinement will be solved using an advanced imple-
mentation of the SQP method, which allows to take
into account the box constraints (27) in a highly
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efficient way. Alternatively, the given constrained
optimization problem could be reformulated as an
unconstrained optimization problem. To this end,
the cost function (29) would have to be extended by
additional penalty terms explicitly depending on the
coefficients c(`).
B. Implementation Details
The numerical methods presented above have been
implemented in Matlab R2018a on a powerful work-
station computer. The most time-consuming part
in our optimization strategy is the numerical solu-
tion of the generalized Gross-Pitaevskii equation (6).
Just like for the ordinary GPE [18], the computa-
tions can be accelerated significantly by means of a
powerful graphics processing unit (GPU). More pre-
cisely, we employ a NVIDIA Quadro GV100 (32GB
HBM2 GPU Memory) being able to deliver more
than 7.4 TFLOPS of double precision floating-point
(FP64) performance.
The numerical solution of the generalized GPE is
based on the time-splitting spectral method (TSSM)
using a spectrally accurate algorithm to evaluate the
dipolar interaction potential (8) as outlined in Sec-
tion III. In order to take into account the elongated
shape of the desired droplet state, we choose the
side lengths of the computational domain (15) to be
Lx = 12µm, Ly = 12µm and Lz = 24µm. Our
highly accurate implementation of the TSSM con-
verges at an exponential rate with respect to the
number of spatial grid points Jx, Jy and Jz. In
fact, we employ two sets of discretization parame-
ters. The first set is characterized by the spatial
discretization parameters Jx = 72, Jy = 72, Jz = 64
and a time step size of 4t = 0.005 ms. This rather
coarse discretization will be used to solve the gener-
alized GPE in the optimization process. As a cross
check we will employ a second set of discretization
parameters given by Jx = 2 × 72, Jy = 2 × 72,
Jz = 2× 64 and a time step size of 4t = 0.0025 ms.
In fact, the graphs of all physical quantities pre-
sented in the next section correspond to numeri-
cal simulations using the second set of parameters.
However, the graphs are indistinguishable from the
ones obtained with the set of coarse discretization
parameters.
Our aim is to prepare a self-bound dipolar droplet
state on a very short time scale of T = 2 ms corre-
sponding to one-tenth of the duration of the piece-
wise linear ramps employed in [24]. Accordingly,
only N = 400 (N = 800) time steps are needed to
compute the wave function ψ(T ) at final time T . As
a result of the small number of required spatial grid
points J = JxJyJz and time steps N , the computa-
tional time to compute ψ(T ), and hence to evaluate
(29), is less than four seconds in case of the coarse
discretization and much shorter than a minute in
case of the fine discretization. It seems that the
potential of the above mentioned GPU is not fully
exploited with the first set of discretization parame-
ters. Therefore, the solution times corresponding to
the second set of discretization parameters are sig-
nificantly shorter than expected from a purely com-
putational complexity based point of view.
Before starting our optimization algorithm we need
to compute the initial state ψ0 and the desired state
ψd. As in the case of the ordinary GPE, these
states can be computed using imaginary time prop-
agation [63], i.e., the time step 4t in our implemen-
tation of the TSSM is replaced by −i4t and the
density of the wave function is normalized to the
number of desired atoms after every time step.
C. Results
In accordance with Eqn. (28), the initial point of
the NLP corresponding to the first B-spline level is
given by a 6-dimensional coefficient vector c
(1)
0 . The
coefficients are chosen such that the corresponding
control inputs as, ωρ and ωz are simple linear ramps.
First, we study the convergence history of our op-
timization algorithm. To this end, we consider the
best cost function value
J ∗k = min
r=1,...,k
Jr
among the first k cost function evaluations of the un-
derlying SQP method. The normalized convergence
history is depicted in Fig. 3 for two different opti-
mization strategies. For normalization we employ
the cost function value corresponding to the case
where all control inputs are given by simple linear
ramps.
In the first strategy, we employ the original mul-
tilevel B-spline approach outlined in Section IV. In
this context, it should be noted that we employ 15 it-
erations of the SQP method before triggering a new
B-spline refinement operation. However, the max-
imum number of iterations in the fourth B-spline
level is set to infinity and the optimization is stopped
after 2500 cost function evaluations. The corre-
sponding convergence history is shown in Fig. 3 as
a black solid line.
Alternatively, we can start the optimization algo-
rithm using the fourth level of refinement right from
10
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FIG. 3. Normalized convergence history corresponding
to two different optimization strategies. Solid black line:
multilevel B-spline optimization using level 1, 2, 3 and
4. Broken blue line: direct optimization using the finest
B-spline parameterization (level 4) only.
the beginning. The initial point of the SQP algo-
rithm is given by a 27-dimensional coefficient vec-
tor c
(4)
0 . As before, the coefficients are chosen such
that the corresponding control inputs are simple lin-
ear ramps. The resulting convergence history is de-
picted as a broken blue line in Fig. 3.
By comparing the results of both strategies it is clear
that the multilevel B-Spline approach is far superior
to the approach in which the finest B-spline parame-
terization is used right from the beginning. The suc-
cessive refinement strategy prevents the optimiza-
tion algorithm from getting stuck in one of the many
very unfavorable local minima existing in a high-
dimensional parameter space. In fact, the multilevel
B-spline optimization method exhibits some similar-
ities with multigrid preconditioning techniques fre-
quently applied in numerical linear algebra problems
such as elliptic partial differential equations [64].
The time evolution of the control inputs as, ωρ, ωz
and the corresponding (normalized) cost function as
a result of the multilevel B-spline optimization pro-
cess is shown in Fig. 4 a)–d). It can be seen that
J (ψ(T )) decreases with increasing B-spline level and
that the optimized control inputs are able to remain
on their respective upper or lower bounds for time
intervals of non-vanishing lengths. This particular
behavior is a result of the compact support of the
B-spline basis functions and could not be obtained
by more simple control vector parameterizations like
the sum of sines ansatz given in Eqn. (3) or Fourier
type parameterizations in general.
As an example, we apply the parameterization in
Eqn. (3) using K = 9 sine functions for each of the
three controls as, ωρ and ωz. In contrast to the
multilevel B-spline method, the box constraints on
the control inputs cannot be easily transferred to
the corresponding coefficients ck, k = 1, . . . ,K. We
therefore resort to quadratic penalty functions sanc-
tioning the squares of the constraint violations [38].
Since the SQP algorithm does not perform well for
the given unconstrained optimization problem, we
apply the Nelder-Mead algorithm using 2500 cost
function evaluations as a stopping criterion. Fur-
thermore, the initial guess c0 ∈ R27 corresponds to
linear ramps, meaning that all coefficients of the ini-
tial control vector are set to zero. The numerical
results of this alternative optimization strategy are
depicted in Fig. 4 e)–h). As can be seen from Fig. 4
e), the lower bound of the control input as becomes
active only at one or two isolated points in time.
Moreover, Fig. 4 h) shows that the corresponding
final value of the objective function is almost two
orders of magnitude larger than the final value cor-
responding to the multilevel B-spline method.
The above reported numerical results turned out to
be stable with respect to variations of the initial
guess used to initialize the sum of sines and mul-
tilevel B-spline optimization algorithms. More pre-
cisely, having tested a dozen of randomly selected
initial conditions we always found that the final cost
function value of the multilevel B-spline method was
about two orders of magnitude smaller than the cor-
responding value of the sum of sines approach.
No reduction of the cost function value J (ψ(T ))
can be observed in the case where the control in-
puts are given by simple linear ramps, see Fig. 4
h). In fact, much larger final times T are needed to
observe a significant improvement. However, with
increasing T more and more particles are lost as a
result of the three-body loss term in the general-
ized Gross-Pitaevskii equation (6). For that reason,
and in strong contrast to most quantum control ap-
plications, the final desired state cannot be reached
by adiabatically changing the control inputs. Fi-
nally, we would like to stress that the three-body
loss term is of crucial importance for a realistic de-
scription of dipolar Bose-Einstein condensates and
hence cannot be omitted. This is true in particu-
lar if the final state comes close to the desired state
which is characterized by a much higher peak density
than the initial state. In this context it is important
to remember that the three-body loss term in the
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FIG. 4. a)–d) Time evolution of the control inputs as, ωρ, ωz and the corresponding (normalized) cost function as
a result of the multilevel B-spline optimization process. Thin horizontal lines indicate the relevant lower and upper
bounds of the control inputs. e)–h) Time evolution of another three realizations of the control inputs and their
corresponding cost function.
generalized GPE (6) is proportional to |ψ|4.
Several snapshots of the density at y ≡ 0 and z ≡ 0
are depicted in Fig. 5 and Fig. 6, respectively. They
illustrate the time evolution of the density at vari-
ous times after the final time T . In the simulations
we set as(t) = as,f , ωρ(t) = ωρ,f and ωz(t) = ωz,f
for t ≥ T . The density corresponding to the opti-
mized control inputs can be clearly identified as the
density of a stable self-bound dipolar droplet state.
In contrast, shape and amplitude of the density cor-
responding to the linearly decreasing control inputs
show very strong oscillations.
These oscillations become even more obvious if we
consider the time evolution of the peak density as
shown in Fig. 7 a). Moreover, it is interesting to
note, that the optimization algorithm finds control
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FIG. 5. Time evolution of the density at y ≡ 0 using the optimized controls a) and the linear controls b) at various
times after the final time T . The actual computational domain is given by Ω = [−6µm, 6µm] × [−6µm, 6µm] ×
[−12µm, 12µm].
inputs which keep the peak density low until shortly
before the end of the optimization at T = 2 ms. In
this way the effect of the three-body loss term is min-
imized and less than 100 atoms are lost during the
preparation of the self-bound dipolar droplet state.
This corresponds to more than 99% of the initial
atoms contributing to the desired final state. How-
ever, due to the high density of the final state, the
effect of the three-body loss term becomes even more
relevant for t > T as can be seen from Fig. 7 b). In
case of the linear ramps, the effect of the three-body
loss term is rather small, which can be explained by
the comparatively small peak (and average) density
which deviates strongly from the density of the tar-
get state ψd.
To investigate the above mentioned effect in more
detail we take a look at Fig. 7 c) showing the time
evolution of the number of atoms in the cylindrical
domain
Z = {(x, y, z) ∈ Ω ∣∣ √x2 + y2 ≤ 0.75µm,
|z| ≤ 7.5µm}. (30)
The parameters in (30) are chosen such that the den-
sity of the desired droplet state is closely surrounded.
As expected, almost all atoms of the initial state are
transferred to Z for the case of the optimized con-
trol inputs. However, in case of the linear ramps,
strong fluctuations of the density cause the atoms
to get distributed over the whole computational do-
main Ω. While the overall loss of atoms as a result
of the three-body loss term is small, a comparatively
small fraction of these atoms actually contributes to
the desired self-bound droplet state.
With regard to real-world quantum experiments it is
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times after the final time T . The actual computational domain is given by Ω = [−6µm, 6µm] × [−6µm, 6µm] ×
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important to characterize the stability of the control
trajectories found by the optimization algorithm.
In this context, we consider the optimized B-spline
functions u1, u2 und u3 in combination with small
perturbations of the initial and final values
a˜s,i = 1.03 as,i,
a˜s,f = 0.97 as,f ,
ω˜ρ,i = 1.03ωρ,i,
ω˜z,i = 0.97ωz,i
in Eqn. (24). The result is a systematic perturbation
of the control inputs over the whole time interval
[0, T ]. With these modifications we model pertur-
bations typically occurring in experiments, be it un-
certainties in the interaction strength or in the atom
number. Additionally, we add white Gaussian noise
to the control inputs to model fluctuations, e.g. in
the magnetic fields to control the scattering length.
The variance of the individual noise signals is given
by σ2 with a standard deviation of σ = 0.03. More-
over, the noise signals are scaled with the maximum
values of the control inputs, see Fig. 4 e)–g). How-
ever, the main instability in BEC experiments is the
number of particles N0 trapped in the potential at
t = 0. This effect is taken into account by artifi-
cially lowering N0 by 10 percent, which is a typical
value reached in experiments. In other words, the
initial state of the perturbed simulation is recalcu-
lated using N˜0 = 9000 particles, whereas the com-
putations of the multilevel B-spline method where
based on the assumption that initially N0 = 10000
particles are trapped in the quadratic potential at
t = 0. Despite these relatively strong perturbations,
we still observe a remarkable reduction of the ob-
jective function value at final time T , see Fig. 4 h).
The time evolution of the corresponding observables
is shown in Fig. 7 along with the results of the pre-
vious simulations. While the effect of the perturba-
tions is clearly visible, the outcome of the numerical
experiment remains largely the same.
VI. CONCLUSION AND OUTLOOK
We have introduced advanced numerical methods for
the optimization of the self-bound dipolar droplet
formation process. By means of a multilevel B-spline
control vector parameterization we were able to dra-
matically speed up the transfer of a given Bose-
Einstein condensate to this exotic quantum object.
Moreover, it has been seen that the optimized con-
trol inputs minimize the effect of the three-body loss
term in the generalized GPE and hence almost all
atoms of the initial state could be transferred to the
desired state at final time T . In order to reduce
the overall numerical costs we have also shown how
to evaluate the dipolar interaction potential using
recently introduced spectrally accurate algorithms.
Our considerations are not limited to the formation
of a single self-bound dipolar droplet state. Rather,
we are convinced that the presented algorithms can
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directly be applied to many other interesting param-
eter regimes, e.g. to efficiently realize the elusive
supersolid state of matter [27, 65].
VII. ACKNOWLEDGEMENT
We thank Matthias Wenzel for discussions. This
project has received funding from the European
Union’s Horizon 2020 research and innovation pro-
gramme under the Marie Sk lodowska-Curie grant
agreement No. 746525. TL acknowledges finan-
cial support by the Baden-Wu¨rttemberg Stiftung
through the Eliteprogramme for Postdocs. LE
acknowledges support from the Austrian Science
Foundation (FWF) under grant No. P31140-N32
(project ’ROAM’). JFM acknowledges support from
the Austrian Science Foundation (FWF) under grant
No. P32033, (“Numerik fu¨r Vielteilchenphysik und
Single-Shot Bilder”). NJM acknowledges support
from the Austrian Science Foundation (FWF) under
grant No. F65 (SFB “Complexity in PDEs”) and
grant No. W1245 (DK ”Nonlinear PDEs”). JFM
and NJM acknowledge the Wiener Wissenschafts-
und TechnologieFonds (WWTF) project No. MA16-
066 (“SEQUEX”).
[1] J.-S. Li, J. Ruths, T.-Y. Yu, H. Arthanari, G. Wag-
ner, Optimal pulse design in quantum control: A
unified computational method, Proceedings of the
National Academy of Sciences 108 (5) (2011) 1879–
1884. arXiv:http://www.pnas.org/content/108/
5/1879.full.pdf, doi:10.1073/pnas.1009797108.
15
URL http://www.pnas.org/content/108/5/1879
[2] S. J. Glaser, U. Boscain, T. Calarco, C. P.
Koch, W. Ko¨ckenberger, R. Kosloff, I. Kuprov,
B. Luy, S. Schirmer, T. Schulte-Herbru¨ggen,
D. Sugny, F. K. Wilhelm, Training schro¨dinger’s
cat: quantum optimal control, The Euro-
pean Physical Journal D 69 (12) (2015) 279.
doi:10.1140/epjd/e2015-60464-1.
URL https://doi.org/10.1140/epjd/
e2015-60464-1
[3] M. H. Goerz, F. Motzoi, K. B. Whaley, C. P. Koch,
Charting the circuit qed design landscape using
optimal control theory, npj Quantum Information
3 (1) (2017) 37.
URL https://doi.org/10.1038/
s41534-017-0036-0
[4] S. Machnes, E. Asse´mat, D. Tannor, F. K.
Wilhelm, Tunable, flexible, and efficient op-
timization of control pulses for practical
qubits, Phys. Rev. Lett. 120 (2018) 150401.
doi:10.1103/PhysRevLett.120.150401.
URL https://link.aps.org/doi/10.1103/
PhysRevLett.120.150401
[5] G. Waldherr, Y. Wang, S. Zaiser, M. Jamali,
T. Schulte-Herbru¨ggen, H. Abe, T. Ohshima,
J. Isoya, J. F. Du, P. Neumann, J. Wrachtrup,
Quantum error correction in a solid-state hybrid
spin register, Nature 506 (2014) 204–207.
[6] F. Dolde, V. Bergholm, Y. Wang, I. Jakobi,
B. Naydenov, S. Pezzagna, J. Meijer, F. Jelezko,
P. Neumann, T. Schulte-Herbru¨ggen, J. Biamonte,
J. Wrachtrup, High-fidelity spin entanglement using
optimal control, Nature Communications 5 (2014)
3371 EP –.
URL http://dx.doi.org/10.1038/ncomms4371
[7] T. No¨bauer, A. Angerer, B. Bartels, M. Trupke,
S. Rotter, J. Schmiedmayer, F. Mintert,
J. Majer, Smooth optimal quantum con-
trol for robust solid-state spin magnetom-
etry, Phys. Rev. Lett. 115 (2015) 190801.
doi:10.1103/PhysRevLett.115.190801.
URL https://link.aps.org/doi/10.1103/
PhysRevLett.115.190801
[8] U. Hohenester, P. K. Rekdal, A. Borz`ı,
J. Schmiedmayer, Optimal quantum control
of Bose-Einstein condensates in magnetic mi-
crotraps, Phys. Rev. A 75 (2007) 023602.
doi:10.1103/PhysRevA.75.023602.
URL https://link.aps.org/doi/10.1103/
PhysRevA.75.023602
[9] P. Doria, T. Calarco, S. Montangero, Optimal
control technique for many-body quantum dy-
namics, Phys. Rev. Lett. 106 (2011) 190501.
doi:10.1103/PhysRevLett.106.190501.
URL https://link.aps.org/doi/10.1103/
PhysRevLett.106.190501
[10] R. Bu¨cker, J. Grond, S. Manz, T. Berrada, T. Betz,
C. Koller, U. Hohenester, T. Schumm, A. Per-
rin, J. Schmiedmayer, Twin-atom beams, Nature
Physics 7 (2011) 608 EP –.
URL http://dx.doi.org/10.1038/nphys1992
[11] S. van Frank, M. Bonneau, J. Schmiedmayer,
S. Hild, C. Gross, M. Cheneau, I. Bloch, T. Pichler,
A. Negretti, T. Calarco, S. Montangero, Optimal
control of complex atomic quantum systems, Scien-
tific Reports 6 (2016) 34187 EP –.
URL http://dx.doi.org/10.1038/srep34187
[12] G. von Winckel, A. Borzi, Computational tech-
niques for a quantum control problem with H1-cost,
Inverse Problems 24 (3) (2008) 034007.
[13] U. Hohenester, OCTBEC–A Matlab toolbox for
optimal quantum control of Bose-Einstein conden-
sates, Computer Physics Communications 185 (1)
(2014) 194 – 216.
[14] J. Grond, G. von Winckel, J. Schmiedmayer, U. Ho-
henester, Optimal control of number squeezing in
trapped bose-einstein condensates, Physical Review
A 80 (5) (2009) 053625.
[15] G. Ja¨ger, U. Hohenester, Optimal quantum con-
trol of Bose-Einstein condensates in magnetic mi-
crotraps: Consideration of filter effects, Phys. Rev.
A 88 (2013) 035601.
[16] R. Bu¨cker, T. Berrada, S. van Frank, J.-F. Schaff,
T. Schumm, J. Schmiedmayer, G. Ja¨ger, J. Grond,
U. Hohenester, Vibrational state inversion of a bose-
einstein condensate: optimal control and state to-
mography, Journal of Physics B: Atomic, Molecular
and Optical Physics 46 (10) (2013) 104012.
[17] G. Ja¨ger, D. M. Reich, M. H. Goerz, C. P. Koch,
U. Hohenester, Optimal quantum control of Bose-
Einstein condensates in magnetic microtraps: Com-
parison of gradient-ascent-pulse-engineering and
Krotov optimization schemes, Phys. Rev. A 90
(2014) 033628.
[18] J.-F. Mennemann, D. Matthes, R.-M. Weisha¨upl,
T. Langen, Optimal control of Bose-Einstein
condensates in three dimensions, New Journal of
Physics 17 (11) (2015) 113027.
URL http://stacks.iop.org/1367-2630/17/i=
11/a=113027
[19] S. van Frank, A. Negretti, T. Berrada, R. Bu¨cker,
S. Montangero, J.-F. Schaff, T. Schumm,
T. Calarco, J. Schmiedmayer, Interferometry with
non-classical motional states of a Bose-Einstein
condensate, Nature communications 5.
[20] T. Lahaye, J. Metz, B. Fro¨hlich, T. Koch, M. Meis-
ter, A. Griesmaier, T. Pfau, H. Saito, Y. Kawaguchi,
M. Ueda, D-Wave Collapse and Explosion of a
Dipolar Bose-Einstein Condensate, Phys. Rev. Lett.
101 (8) (2008) 080401. doi:10.1103/PhysRevLett.
101.080401.
[21] T. Maier, H. Kadau, M. Schmitt, M. Wenzel,
I. Ferrier-Barbut, T. Pfau, A. Frisch, S. Baier,
K. Aikawa, L. Chomaz, M. J. Mark, F. Ferlaino,
C. Makrides, E. Tiesinga, A. Petrov, S. Ko-
tochigova, Emergence of chaotic scattering in
ultracold er and dy, Phys. Rev. X 5 (2015) 041029.
doi:10.1103/PhysRevX.5.041029.
16
URL https://link.aps.org/doi/10.1103/
PhysRevX.5.041029
[22] S. Baier, M. J. Mark, D. Petter, K. Aikawa,
L. Chomaz, Z. Cai, M. Baranov, P. Zoller, F. Fer-
laino, Extended Bose-Hubbard models with ultra-
cold magnetic atoms, Science 352 (6282) (2016)
201–205. arXiv:http://science.sciencemag.org/
content/352/6282/201.full.pdf, doi:10.1126/
science.aac9812.
URL http://science.sciencemag.org/content/
352/6282/201
[23] L. Chomaz, R. M. W. van Bijnen, D. Petter,
G. Faraoni, S. Baier, J. H. Becher, M. J. Mark,
F. Wa¨chtler, L. Santos, F. Ferlaino, Observation of
roton mode population in a dipolar quantum gas,
Nature Physics.
URL https://doi.org/10.1038/
s41567-018-0054-7
[24] D. Baillie, R. M. Wilson, R. N. Bisset, P. B. Blakie,
Self-bound dipolar droplet: A localized matter
wave in free space, Phys. Rev. A 94 (2016) 021602.
doi:10.1103/PhysRevA.94.021602.
URL https://link.aps.org/doi/10.1103/
PhysRevA.94.021602
[25] M. Schmitt, M. Wenzel, F. Bo¨ttcher, I. Ferrier-
Barbut, T. Pfau, Self-bound droplets of a dilute
magnetic quantum liquid, Nature 539 (2016) 259–
262.
URL http://dx.doi.org/10.1038/nature20126
[26] L. Chomaz, S. Baier, D. Petter, M. J. Mark,
F. Wa¨chtler, L. Santos, F. Ferlaino, Quantum-
fluctuation-driven crossover from a dilute Bose-
Einstein condensate to a macrodroplet in a dipolar
quantum fluid, Phys. Rev. X 6 (2016) 041039.
doi:10.1103/PhysRevX.6.041039.
URL https://link.aps.org/doi/10.1103/
PhysRevX.6.041039
[27] M. Wenzel, F. Bo¨ttcher, T. Langen, I. Ferrier-
Barbut, T. Pfau, Striped states in a many-body
system of tilted dipoles, Phys. Rev. A 96 (2017)
053630. doi:10.1103/PhysRevA.96.053630.
URL https://link.aps.org/doi/10.1103/
PhysRevA.96.053630
[28] J. Lions, Optimal control of systems governed
by partial differential equations, Grundlehren der
mathematischen Wissenschaften, Springer-Verlag,
1971.
URL https://books.google.de/books?id=
1TYgWwbmFGMC
[29] F. Tro¨ltzsch, Optimal control of partial differen-
tial equations: Theory, methods and applications,
Graduate Studies in Mathematics, 112, American
Mathematical Society, Providence, Rhode Island,
2010.
[30] M. Gerdts, Optimal Control of ODEs and DAEs,
De Gruyter, Berlin, Boston, 2011.
URL https://www.degruyter.com/view/product/
119403
[31] J. A. Nelder, R. Mead, A simplex method for func-
tion minimization, Computer Journal 7 (1965) 308–
313.
[32] D. Kraft, On converting optimal control problems
into nonlinear programming problems, in: K. Schit-
tkowski (Ed.), Computational Mathematical Pro-
gramming, Vol. 15, Springer, Berlin, Heidelberg,
1985, pp. 261–280.
[33] M. Schlegel, K. Stockmann, T. Binder, W. Mar-
quardt, Dynamic optimization using adaptive con-
trol vector parameterization, Computers & Chemi-
cal Engineering 29 (2005) 1731–1751.
[34] H. Hadiyanto, D. Esveld, R. Boom, G. van Straten,
A. van Boxtel, Control vector parameterization
with sensitivity based refinement applied to baking
optimization, Food and Bioproducts Processing
86 (2) (2008) 130–141, eCCE-6. doi:https:
//doi.org/10.1016/j.fbp.2008.03.007.
URL http://www.sciencedirect.com/science/
article/pii/S096030850800028X
[35] T. Caneva, T. Calarco, S. Montangero,
Chopped random-basis quantum optimiza-
tion, Phys. Rev. A 84 (2011) 022326.
doi:10.1103/PhysRevA.84.022326.
URL https://link.aps.org/doi/10.1103/
PhysRevA.84.022326
[36] N. Rach, M. M. Mu¨ller, T. Calarco, S. Mon-
tangero, Dressing the chopped-random-basis
optimization: A bandwidth-limited access to the
trap-free landscape, Phys. Rev. A 92 (2015) 062343.
doi:10.1103/PhysRevA.92.062343.
URL https://link.aps.org/doi/10.1103/
PhysRevA.92.062343
[37] J. J. W. H. Sørensen, M. O. Aranburu, T. Heinzel,
J. F. Sherson, Quantum optimal control in a
chopped basis: Applications in control of Bose-
Einstein condensates, Phys. Rev. A 98 (2018)
022119. doi:10.1103/PhysRevA.98.022119.
URL https://link.aps.org/doi/10.1103/
PhysRevA.98.022119
[38] J. Nocedal, S. J. Wright, Numerical Optimization,
2nd Edition, Springer, New York, NY, USA, 2006.
[39] C. d. Boor, A Practical Guide to Splines, Springer
Verlag, New York, 1978.
[40] A. R. P. Lima, A. Pelster, Quantum fluctuations in
dipolar Bose gases, Phys. Rev. A 84 (2011) 041604.
doi:10.1103/PhysRevA.84.041604.
URL https://link.aps.org/doi/10.1103/
PhysRevA.84.041604
[41] F. Wa¨chtler, L. Santos, Quantum filaments in
dipolar Bose-Einstein condensates, Phys. Rev. A 93
(2016) 061603. doi:10.1103/PhysRevA.93.061603.
URL https://link.aps.org/doi/10.1103/
PhysRevA.93.061603
[42] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein,
T. Pfau, The physics of dipolar bosonic quantum
gases, Reports on Progress in Physics 72 (12)
(2009) 126401.
URL http://stacks.iop.org/0034-4885/72/i=
17
12/a=126401
[43] H. Saito, Path-integral Monte Carlo study on a
droplet of a dipolar Bose-Einstein condensate stabi-
lized by quantum fluctuation, Journal of the Phys-
ical Society of Japan 85 (5) (2016) 053001. arXiv:
https://doi.org/10.7566/JPSJ.85.053001, doi:
10.7566/JPSJ.85.053001.
URL https://doi.org/10.7566/JPSJ.85.053001
[44] I. Ferrier-Barbut, M. Wenzel, M. Schmitt,
F. Bo¨ttcher, T. Pfau, Onset of a modulational
instability in trapped dipolar bose-einstein
condensates, Phys. Rev. A 97 (2018) 011604.
doi:10.1103/PhysRevA.97.011604.
URL https://link.aps.org/doi/10.1103/
PhysRevA.97.011604
[45] R. M. Caplan, R. Carretero-Gonza´lez, Numerical
stability of explicit Runge-Kutta finite-difference
schemes for the nonlinear Schro¨dinger equation, Ap-
plied Numerical Mathematics 71 (2013) 24–40.
[46] W. Bao, D. Jaksch, P. A. Markowich, Numerical
solution of the Gross-Pitaevskii equation for Bose-
Einstein condensation, Journal of Computational
Physics 187 (1) (2003) 318–342. doi:https:
//doi.org/10.1016/S0021-9991(03)00102-5.
URL http://www.sciencedirect.com/science/
article/pii/S0021999103001025
[47] W. Bao, S. Jin, P. A. Markowich, Numeri-
cal Study of Time-Splitting Spectral Discretiza-
tions of Nonlinear Schro¨dinger Equations in the
Semiclassical Regimes, SIAM Journal on Scientific
Computing 25 (1) (2003) 27–64. doi:10.1137/
S1064827501393253.
[48] M. Thalhammer, M. Caliari, C. Neuhauser, High-
order time-splitting Hermite and Fourier spectral
methods, Journal of Computational Physics 228 (3)
(2009) 822 – 832. doi:http://dx.doi.org/10.
1016/j.jcp.2008.10.008.
[49] W. Bao, Y. Cai, H. Wang, Efficient numerical
methods for computing ground states and dynam-
ics of dipolar Bose–Einstein condensates, Journal
of Computational Physics 229 (20) (2010) 7874
– 7892. doi:http://dx.doi.org/10.1016/j.jcp.
2010.07.001.
[50] F. Ethridge, L. Greengard, A New Fast-Multipole
Accelerated Poisson Solver in Two Dimensions,
SIAM Journal on Scientific Computing 23 (3) (2001)
741–760. doi:10.1137/S1064827500369967.
[51] J. Aguilar, Y. Chen, High-order corrected trape-
zoidal quadrature rules for the Coulomb potential
in three dimensions, Computers & Mathematics
with Applications 49 (4) (2005) 625 – 631. doi:
https://doi.org/10.1016/j.camwa.2004.01.018.
URL http://www.sciencedirect.com/science/
article/pii/S0898122105000556
[52] H. Langstron, L. Greengard, D. Zorin, A free-space
adaptive FMM-based PDE solver in three dimen-
sions, Commun. Appl. Math. Comput. Sci. 6 (1)
(2011) 79–122.
[53] M. M. Hejlesen, J. T. Rasmussen, P. Chatelain, J. H.
Walther, A high order solver for the unbounded
Poisson equation, Journal of Computational Physics
252 (2013) 458 – 467. doi:http://dx.doi.org/10.
1016/j.jcp.2013.05.050.
[54] D. Malhotra, G. Biros, PVFMM: A Parallel Ker-
nel Independent FMM for Particle and Volume Po-
tentials, Communications in Computational Physics
18 (2015) 808–830. doi:10.4208/cicp.020215.
150515sw.
[55] L. Exl, N. J. Mauser, Y. Zhang, Accurate and
efficient computation of nonlocal potentials based
on Gaussian-sum approximation, Journal of Com-
putational Physics 327 (2016) 629–642. doi:https:
//doi.org/10.1016/j.jcp.2016.09.045.
URL http://www.sciencedirect.com/science/
article/pii/S0021999116304661
[56] F. Vico, L. Greengard, M. Ferrando, Fast convolu-
tion with free-space Green’s functions, Journal of
Computational Physics 323 (2016) 191 – 203. doi:
http://dx.doi.org/10.1016/j.jcp.2016.07.028.
[57] L. Exl, A GPU accelerated and error-controlled
solver for the unbounded Poisson equation in
three dimensions, Computer Physics Commu-
nications 221 (2017) 352–357. doi:https:
//doi.org/10.1016/j.cpc.2017.08.014.
URL http://www.sciencedirect.com/science/
article/pii/S0010465517302606
[58] L. Fu¨sti-Molnar, P. Pulay, Accurate molecular inte-
grals and energies using combined plane wave and
gaussian basis sets in molecular electronic structure
theory, The Journal of Chemical Physics 116 (18)
(2002) 7795–7805. arXiv:https://doi.org/10.
1063/1.1467901, doi:10.1063/1.1467901.
URL https://doi.org/10.1063/1.1467901
[59] S. Ronen, D. C. E. Bortolotti, J. L. Bohn, Bo-
goliubov modes of a dipolar condensate in a
cylindrical trap, Phys. Rev. A 74 (2006) 013623.
doi:10.1103/PhysRevA.74.013623.
URL https://link.aps.org/doi/10.1103/
PhysRevA.74.013623
[60] J. A. Cottrell, T. J. R. Hughes, Y. Bazilevs, Isoge-
ometric Analysis: Toward Integration of CAD and
FEA, 1st Edition, Wiley Publishing, 2009.
[61] H. Prautzsch, W. Boehm, M. Paluszny, Bezier and
B-Spline Techniques, Springer-Verlag, Berlin, Hei-
delberg, 2002.
[62] R. W. Johnson, Higher order B-spline collocation
at the Greville abscissae, Applied Numerical
Mathematics 52 (1) (2005) 63–75. doi:https:
//doi.org/10.1016/j.apnum.2004.04.002.
URL http://www.sciencedirect.com/science/
article/pii/S016892740400073X
[63] M. L. Chiofalo, S. Succi, M. P. Tosi, Ground state
of trapped interacting Bose-Einstein condensates by
an explicit imaginary-time algorithm, Phys. Rev. E
62 (2000) 7438–7444. doi:10.1103/PhysRevE.62.
7438.
18
[64] W. Hackbusch, Multi-Grid Methods and Ap-
plications, Springer Series in Computational
Mathematics, Springer Berlin Heidelberg, 2013.
URL https://books.google.de/books?id=
jJ36CAAAQBAJ
[65] L. Tanzi, E. Lucioni, F. Fama`, J. Catani, A. Fioretti,
C. Gabbanini, G. Modugno, Observation of stable
stripes in a dipolar quantum gas, arXiv preprint
arXiv:1811.02613.
19
