Abstract The solution, x, of the linear system of equations Ax ≈ b arising from the discretization of an ill-posed integral equation with a square integrable kernel H(s, t) is considered. The Tikhonov regularized solution x(λ) is found as the minimizer of square integrable kernels. The resulting approximation of the integral equation permits examination of the properties of the regularized solution x(λ) independent of the sample size of the data. We prove that estimation of the regularization parameter can be obtained by consistently down sampling the data and the system matrix, leading to solutions of coarse to fine grained resolution. Hence, the estimate of λ for a large problem may be found by downsampling to a smaller problem, or to a set of smaller problems, effectively moving the costly estimate of the regularization parameter to the coarse representation of the problem. Moreover, the full singular value decomposition for the fine scale system is replaced by a number of dominant terms which is determined from the coarse resolution system, again reducing the computational cost. Numerical results illustrate the theory and demonstrate the practicality of the approach for regularization parameter estimation using generalized cross validation, unbiased predictive risk estimation and the discrepancy principle applied for both the system of equations, and the augmented system of equations.
Notation
We first review the notation that is adopted throughout the paper. All variables in boldface x, b, etc. refer to vectors, with scalar entries e.g. x i distinguished from columns of a matrix U given by u i . The proofs require the use of multiple resolutions for discretizing the functions. Any variable with a superscript (n) relates to that variable for a discretization with n points, or an expansion with n terms. In general λ is a regularization parameter, A is a system matrix derived from kernel H, the unknown source function is f (t), samples of function g(s) are assumed, and for any function f ,f i indicates the i th Galerkin coefficient of the function. For arbitrary vector y we denote y ∼ N (y 0 , C) to indicate that y is a random vector following a multivariate normal distribution with expected value, E(y) = y 0 and covariance matrix C. L 2 (Ω) denotes the linear space of square integrable functions on Ω. The weighted norm is given by
For scalar k the power x k indicates the component wise power for each component of vector x. We also reserve ζ 2 for the variance of white noise data.
Background Material

Approximating the Singular Value Expansion
Suppose {φ j (t)} ∞ j=1 and {ψ i (s)} ∞ i=1 are orthonormal bases (ONB) for L 2 (Ω t ) and L 2 (Ω s ), respectively, such that
The Galerkin method as a general discretization scheme for computing eigensystems was introduced in [2, Section 3.8], and extended as described in Algorithm 1 for computing the SVE in [10] .
Algorithm 1 Galerkin Method for Approximating the SVE [10]
Input: ONB {φ j (t)} n j=1 and {ψ i (s)} n i=1 , and kernel function H(s, t).
1: Calculate the kernel matrix A (n) with entries (a (n) ij ) a (n) ij =: ψ i (s), H(s, t), φ j (t) =
Ωs Ω t ψ i (s)H(s, t)φ j (t)dt ds, i, j = 1 : n. (2.2) 2: Compute the SVD, A (n) = U (n) Σ (n) (V (n) ) T , where U (n) and V (n) are orthogonal,
3: Defineũ 
Here
which follows from Theorem 2.1 and the definitions in (2.3). Therefore, regularizing through the introduction of filter factors q (n)
Reg (t) =:
yields an approximate regularized solution of the continuous function [10] . Practically, we suppose
i ) for regularization parameter λ (n) and desire to find a suitable choice for λ (n) such that solution f Reg (t) is square integrable. Equivalently, from (2.7), square integrability translates to the requirement that for vector k with entries k i = q
When L is invertible we may solve with respect to the transformation y = Lx for the system with matrix AL −1 , hence mapping the basis for the solution. Often, however, L is chosen as a noninvertible smoothing operator, say approximating a derivative operator. This case is not considered here, requiring extensions of the generalized singular value decomposition (GSVD) instead of the SVD. In (2.14) x 0 constrains the solution to be close to x 0 . For the ADP it is assumed that E(x) = x 0 , for the solution, x, considered as a stochastic variable. Assuming W is positive definite, withÃ = W 1/2 A andb = W 1/2 (b − Ax 0 ),
When W = C −1 the noise in b is whitened and (2.10)-(2.12) apply with ζ 2 = 1. We assume from here on that L is diagonal and invertible, and only consider (2.8) in the remaining discussion concerning the numerical implementation. We note that we do still need to assess whether this left and right preconditioning of the original system matrix A, by W 1/2 on the left or L −1 on the right, resp., has an impact on the square integrability of the modified kernel and will discuss this in section 3.1.
Practically, it is useful to truncate the expansion for x Reg (λ) at the numerical rank of the matrix A, dependent on the machine precision, effectively removing from (2.9) terms dependent on the smallest singular values, those which are not resolved due to the numerical precision of the software environment.
This is equivalent to taking the filter factors q(λ, σ i ) = 0 for small σ i . Typically, these coefficients would be filtered out by the appropriate choice of λ, but for the purposes of our analysis it is helpful to determine the i for which the coefficient becomes zero with respect to the machine precision, and introduce the concept of numerical rank.
Definition 2.1 (Numerical Rank) We define the numerical rank with respect to a given precision to be p = {max i :
Because of the ordering of the singular values, and defining q(λ, σ i ) = 0 for i > p so that the last n − p terms are removed, (2.9) is replaced by the truncated solution
e.g. [11, 27] . Consequently, functionals (2.10)-(2.13) are modified. For example, in (2.11) we obtain
In this case the analysis still finds
. For the UPRE functional the truncation simply introduces constant terms which can thus be ignored in the minimization. We obtain the truncated expressions
Observe that the GCV apparently needs the coefficients β i for all i, regardless of choice of p. On the other hand for orthogonal U and given b of length n we note
Thus indeed the GCV can be evaluated without a complete SVD for the system of size n.
As to the choice of the analysis of these methods, and exclusion of other regularization parameter selection techniques, we note that there are numerous techniques that can be applied. We did not choose to discuss the well-known L-curve, e.g. [12] . There the techniques for analysis are somewhat different, requiring the analysis of the curvature of the L-curve. Vogel [29] did consider the L-curve, however with less positive results. In particular, he found that the L-curve either becomes flat with increasing n, or gives a value that does not lead to mean square convergence of the error. Thus here we have chosen to consider the particular selection methods and ignore for now the L-curve. To apply regularization parameter selection techniques practically in the context of the SVE-SVD relation, we first examine the determination of the numerical rank p for the set of system matrices {A (n) } with increasing n and the square integrability of the kernel H(s, t) under the variable mappings that correspond to the left and right preconditioning of the matrix A.
Theoretical Results
Square integrability of the weighted kernel
The theoretical justification for using an estimate of the regularization parameter λ obtained from a down sampled set of data, and appropriately down sampled kernel matrix, relies primarily on the results on the SVE-SVD relationship discussed in Theorem 2.1. But as noted for (2.14) it is important to discuss the impact of the left and right preconditioning of the matrix A which results from replacing A
For diagonal matrices W and L it is immediate that premultiplication by is a sampling of a function c(s) = 0, by C SPD, and L the sampling of a function (t) = 0, by the invertibility of L. The kernel is replaced by a weighted rational kernelH(s, t) = H(s, t)/(c(s) (t)).
Theorem 3.1 For bounded functions c(s) > c 0 > 0 and | (t)| > 0 > 0 defined on Ω s and Ω t respectively, the square integrability of the weighted kernelH(s, t) = H(s, t)/(c(s) (t)) defined on Ω s ×Ω t follows from the square integrability of H on the same domain.
Proof. The proof is immediate from
We have thus determined that we may use the relation between the SVE and the SVD for the left and right preconditioned kernel,H. Furthermore, data g(s) and source function f (t) are mapped accordingly without impacting the analysis, i.e. we have the mapped sourcef (t) = (t)f (t) and mapped datag = g(s)/c(s).
3. 
and
But now by square integrability ||H|| 2 < ∞, so the expression is a convergent series. Thus, by Cauchy's criterion the tail end of the sum converges to zero with n.
Practically we suppose the discrete system in (2.5) is constructed using different basis functions for each choice of n, and that a (n) ij are calculated using a quadrature rule. Then Proposition 1 may not immediately apply due to quadrature error. But, for the theory, we assume ∆ In relating the numerical rank p (n) across resolutions it is helpful to establish a few basic results, the first two of which effectively appear in [10] .
Proof. By Theorem 2.1 statements 1 and 2, it is immediate that lim
Proof. By Theorem 2.1 statement 4, lim
Lemma 3.3 For all i and n, σ
Proof. From Theorem 2.1 statement 2, and using the ordering of {σ
Reindexing and subtracting
To relate the convergence between continuous and discrete spectra, we introduce the parameter which arises in the Definition 2.1 of the numerical rank and depends on the machine precision. values µ i are distinct. Let P ∈ Z + such that µ P > and µ P +1 ≤ , for small positive , then lim
Proof. First note that because
and there exists n
Convergence of λ (n)
We define regularization parameter λ (n) to be the estimate of the regularization parameter with resolution n, and λ * to be the estimate for regularizing the continuous solution (1.3). Now, to assist in the analysis we introduce some notation for functionals that occur repeatedly in the formulation. Specifically, the regularization functionals (2.15)-(2.18) are expressible in terms of the common multivariable function
where we have defined the vectors z, 1, w and a ∈ R p , with w i = q(λ, a i ) and 1 i = 1. With the appropriate identification of the terms in η we obtain,
Equivalent continuous functionals are obtained for effective continuous rank p * as in Theorem 3.2, by defining z i =ĝ i , and a i = µ i . For example, the limiting GCV is
To relate the continuous and discrete functionals, note immediately the continuity of w with respect to a and λ, and hence of η with respect to a, z and λ. Moreover, using Lemma 3.1 and Theorem 2.1 statement 1 for µ i , and Lemma 3.2 forĝ i , we introduce
Lemma 3.4 (Convergence of η) Suppose n > n * such that Theorem 3.2 holds, and in (3.2) and (3.3)
i , and |δ
Proof. The proof is immediate by the continuity of η and w.
For ease of notation we introducez to be vector z truncated to length p * .
Theorem 3.3 (Convergence of λ (n) ) Suppose n > n * such that Theorem 3.2 holds, and in (3.2) and
i , and |δ (n) i | < |ĝ i |, respectively. Assume λ (n) and λ * are given by one of the following cases:
Then, in each case, lim
Proof. The result follows by Lemma 3.4 immediately for the MDP, ADP and UPRE functionals. For the GCV we note in addition that lim i→∞ (β
2 is bounded and independent of λ.
Practical Implementation
Our interest, as noted, is the solution of the integral equation (1.1) rather than the generation of an approximation to the SVE for the kernel H(s, t). We carefully describe the stages of the algorithm which lead to the determination of the solution of the large scale problem, using the regularization parameter estimated using only the coarse resolution system of equations. In the following we generally assume that the data g(s) is provided at a discrete set of points, {s
[10], and is contaminated by noise vector e, where e ∼ N (0,
We also assume that the approximation of f (t) is required at N points {t
.
The downsampled system
To apply the algorithm with respect to different resolutions we have to first identify the sampling, i.e.
we pick the coarse level resolution n < N such that it is possible to find a sampling {s
, with
for some ı ∈ ι for index set ι. For example if n = N/2 then we may take every second sampled point at the fine resolution for the downsampled data so that ι = {1, 3, . . . , N − 1}. The samples are ordered s
N and yield the sampling vector with entries g
We now use the indicator functions, normalized to length 1, given by
Then, defining step size ds
with the equivalent definitions in t, and such that the sample points are at the mid points of each non-overlapping interval,
Thus, in (2.5), with the assumption that the integral over Ω s
uses the mid point rule, we obtain the
The function f (t) is defined similarly, for indicator basis functions φ
Then, again assuming the mid point rule, the approximation to the kernel matrix is given by
For the resolution-based algorithm A (N ) is required and can be also calculated using (4.5). Thus A (n)
can be obtained by sampling and scaling A (N ) , i.e. by extracting rows and columns with the correct scaling,
We note that the impact of the quadrature error in the calculation of these elements, which tends to 0 with n, is ignored in the analysis.
We have demonstrated, therefore, that the computational cost for determining the matrix for the coarse grain resolution A (n) is negligible compared to the cost for determining the kernel matrix A (N )
which would be required independent of any coarse-fine resolution arguments. 1 Further, in obtaining the sampling {s (n)
i }, it is appropriate to define a sampling interval such that ı = 1 : : N , yielding non-overlapping intervals. When the sampling is completely uniform, with all of ds
i , and
, where α depends only on the ratios between the number of points at each resolution.
Given matrices A (n) and A (N ) , the goal is now to determine the numerical rank p (N ) and regularization parameter λ (N ) only using the SVD of A (n) . Then, using the first p (N ) terms of the SVD for A (N ) , calculated for example using for example svds(A (N ) , p (N ) ) in Matlab, and thus not requiring the full SVD for A (N ) , approximations at the original fine resolution are given by
4.2 Determination of the numerical rank Theorem 3.2 suggests that the numerical rank estimation introduces an additional significant parameter for the determination of p (n) . First we note that this parameter is not the machine precision for floating point arithmetic ε float e.g. 2.2204e − 16 in Matlab 2014b. While does depend on float it also depends on the numerical spectrum of A (N ) and is easily estimated using the singular values for A (n) . In particular, is only relevant in determining the effective numerical rank of the problem, so as to determine the truncation of the SVD. We illustrate this for the numerical examples in section 5, demonstrating the convergence of the singular values and consequent estimation of p (n) .
Determination of the regularization parameter
It remains to more carefully consider the estimation of the regularization parameter given the provided data. Suppose, for now, that the measured data has been whitened via weighting of the sample vector yieldingg =: ζW 1/2 g, where W is the inverse covariance matrix for the noise vector e, and ζ 2 is the mean of the variance in each measurement. Likewise, then, the kernel matrix A (N ) is replaced bỹ
. We maintain the parameter ζ in the analysis just to emphasize its usage in the formulae in section 2.2 for estimating the regularization parameter. The weighted noise vectorẽ = 
for whicĥ
Hence the noise level now depends on n and we cannot immediately apply the convergence results, Theorem 3.3, for (2.15)-(2.17) because the variance of the noise in each system depends on n. We recall again that the GCV estimator is independent of ζ 2 and no further discussion is needed.
It is immediate by (2.8) that if we introduce scaling of the kernel matrix and the right hand side data by constant µ then
On the other hand, suppose that we find the regularization parameterλ (n) using variance ζ (m) 2 instead of ζ (n) 2 then this corresponds to scaling the data by µ = ζ (m) /ζ (n) yielding a solution with regularization parameter
We note that this result also follows by considering the expansion for the solution (2.9), and by the uniqueness of the SVD [8], at least with respect to the singular values and of the singular vectors up to their signs. Thus to apply the convergence results for (2.15)-(2.17) we calculateλ (n) using ζ to find the solution using (4.7). For clarification the steps are described in Algorithm 2.
Algorithm 2 Galerkin Method to obtain regularized solution of (1.1)
Input: whitened data {g(sı)} N ı=1 , whitened kernel function H(s, t) and precision . 1: Pick the coarse level resolution n < N such that it is possible to find a sampling {g(s
for some index set ι, with ordering s
, e.g. using (4.2) and (4.4).
3: Calculate the right hand side vector b (n) using (4.3).
4: Calculate A (N ) with entries (a (N ) ij ) using (4.5).
5: Calculate matrix A (n) by sampling from A (N ) using (4.6).
8: Findλ (n) using regularization parameter estimation by one of MDP, ADP, UPRE or GCV, using ζ (n) 2 .
9:
Output: the regularized solution (4.7) for resolution N using β (N ) and σ (N ) .
Some advantages of the coarse to fine resolution argument are apparent. For example, suppose that λ (N ) is found directly by the UPRE. When N is large, ds (n) is small, the noise in the coefficients goes to zero, forcing ζ 2 = 0, so that in the minimization the residual function dominates the filter terms. For the ADP and MDP the right hand side also tends to zero with ds (n) → 0, forcing the filter terms identically to 1, i.e. to no filtering, which is consistent with the noise in the expansion coefficients going to 0. Noise due to the data sampling is effectively ignored at the high resolution, but is accounted for at the lower resolution.
We illustrate the theoretical discussions in section 3 with problem gravity from the Regularization toolbox
[13], for which
This problem has the advantage that we can explicitly determine (∆ (n) ) 2 and the parameter dependence due to d introduces problems of ill-posedness increasing with d.
Illustration of the SVE-SVD relation
To investigate the convergence of (∆ (n) ) 2 → 0 we use
Thus H is square integrable. 
In Figure 5 .1(a) we show the convergence of | ∆ (n) 2 | with n for problem sizes n = 100, . . . , 1000, with both d = 0.25 and d = 0.5. It is worth noting that calculation of this estimate with the midpoint rule generates convergence of the estimate, but due to quadrature error the numerical calculation of
F still converges to H 2 , but from above rather than from below H 2 . For the exact calculation, shown in We note that in these, and subsequent figures, the markers and colors are consistently determined by resolution n. 
Illustrating convergence of the functionals
We illustrate in are weighted by the noise in the measurements of g(s), i.e. corresponding to whitening the system by the inverse square root of the covariance matrix of the measured noise in the data. We pick a constant value of ζ 2 to verify the convergence of the functionals for constant ζ 2 as discussed in section 3.
Here, for the MDP, ADP and UPRE ζ 2 = ds (50) , i.e. the noise at the coarsest resolution of the problem.
The UPRE and GCV functionals converge independent of n, while the MDP and ADP are clearly more sensitive to the correct choice of ζ 2 with n. On the other hand, the UPRE and GCV functionals become increasingly flat with decreasing λ suggesting that the determination of the minimum will be difficult. One can see that the MDP suggests a larger regularization parameter, with this choice of τ , for each n, ie at the correct variance in each case. Now one more clearly sees the movement of the MDP and ADP curves to the left, corresponding to λ (n) → 0 with n, indicative of ζ 2 = ds (n) also converging to 0 with n. On the other hand, the plots for the UPRE and the GCV show that the residual term dominates in each case, so that the curves exhibit the same convergence shown in Figure 5 .2, further emphasizing the potential difficult of minimizing the functionals at low noise levels. Still, the UPRE in Figure 5 .2 indicates a greater evidence of a minimum in the given range. It should be noted that the plots for the GCV are independent of the choice of the variance.
The vertical lines in each case indicate the location of the regularization parameter with n, calculated using the scaling argument in (4.8), but imposing a fixed variance, e.g. ζ (50) 2 for all n to findλ (n) . In this case λ (N ) decreases with n, since it is calculated for decreasing variance ζ (n) 2 with n, as ds (n) → 0.
For the GCV the vertical lines indicate the regularization parameters chosen for each n, rather than from n = 50 scaled to larger n. The locations of λ (n) for the MDP give quite good estimates for the locations of the minima of the relevant functions, but the ADP estimates tend to be larger than would be suggested by the minima, and hence that there may be less under-smoothing when calculated from the case with n = 50. The difficulty with estimating a good minimum for the GCV is evident. One should expect that λ (n) tends to the left with increasing n, but this characteristic is not always observed, indeed no monotonicity in λ (n) is found. With the GCV the terms using β
for i > p * converge to 0, because these coefficients represent the less dominant spectral coefficients in the expansion for g(s), the dominant energy is maintained in the first p * terms, independent of n. Additionally, this means that with ζ 2 → 0, the UPRE and GCV functionals are both minimizing the residual only scaled by a different constant term, and finding λ (n) directly with ζ 2 = ds (n) effectively minimizes the residual and may lead to undersmoothing in the solution. We note that determining the correct tolerance for finding the minimum of the ADP and MDP, formulated as minimization of the distance from the right hand side, is a limiting factor of both ADP and MDP methods.
Numerical Experiments
We present a selection of results using Algorithm 2 to demonstrate its use for problems with differing characteristics. First we look further at problem gravity with two different levels of conditioning as determined by d = 0.25 and d = 0.50. We also show the results using gravity for a discontinuous source.
Note that for gravity the spectrum decays very quickly. In contrast, problem deriv2, also from [13], has a very slowly decaying spectrum. Finally, therefore, we illustrate simulations for high noise and deriv2.
The presented results are illustrative of our experiments with other samples, noise levels and problems and are given to verify the approach. for all n to findλ (n) .
Problem gravity
We consider a problem of size N = 3000 for the discretization of (5. We note that the estimate for p * which is approximated by p (n) may not be stable initially for small n, thus potentially leading to different estimates of the regularization parameter to use for λ (N ) , when estimated using different values for n, ie different samplings. Although one may theoretically chose to determine p * for any given , here we present results corresponding to = 10 −15 , which as can be seen from Figure 5 .1 is effectively the point at which the singular values for i > p * are contaminated by numerical noise. In all cases the regularization parameter at resolution n is calculated by each of the regularization parameter estimation methods, MDP, ADP, UPRE and GCV using ζ 2 = ds (n) . The estimate with the GCV is independent of the given ζ 2 . Given λ (n) the fine solution using 3000 points is calculated using (4.8) and the dominant p * = p (n) components of the SVD for the matrix A (N ) .
We first illustrate in Figure 6 .2 the solutions for a single arbitrarily chosen noise vector. All solutions are calculated using 3000 points, but for clarity in the plots the solutions are plotted using just 50 points.
Any solution which has an amplitude greater than 3 is also omitted from the plots, in order that the plots are not cluttered by the high oscillatory behavior of the severely unstable solutions. Solutions with less severe instability are also evident as moderate oscillations around the true solutions. Note that the actual amplitude of the exact solution is less than 1.5. In each case the individual legends indicate which solutions are plotted. The most immediate observation is that no one single method is perfect for all n, but this is not at all surprising; methods for estimating regularization parameters are not foolproof and it would be deceptive to indicate otherwise. The success of any given method depends on the specific given right hand side data. An example of this is shown in the case with .10% noise and d = 0.50 for which In all cases the regularization parameter is found at the given n and used to provide the regularization parameter for N = 3000, e.g. we find the regularization parameter with n = 50, 100, 200, 500, 1000, 1500 and 3000 and then produce the solution at 3000 points with this regularization parameter. The solution found using N = 3000 is illustrated to demonstrate the quality of the solutions obtained for n < 3000. To compare solutions, they are all plotted at indices 30 to 2970 at increments of 60 for the solution of length 3000. for resolution with 3000 points using the regularization parameter calculated using n = 50, 100, 200, 500, 1000, 1500 and 3000 points, using ζ 2 = ds (n) in the estimation of λ (n) . The minimum average relative error by each method for n < 3000 in bold face. for resolution with 3000 points using the regularization parameter calculated using n = 50, 100, 200, 500, 1000, 1500 and 3000 points, using ζ 2 = ds (n) . The minimum average relative error by each method for n < 3000 in bold face. for resolution with 3000 points using the regularization parameter calculated using n = 50, 100, 200, 500, 1000, 1500 and 3000 points, using ζ 2 = ds (n) .The minimum average relative error by each method for n < 3000 in bold face. Overall the GCV is generally less robust. In all cases the approaches can be more robust for estimat-ing λ (N ) when obtained from subsampling. Examination of the obtained regularization parameters, not shown here, also confirms that the GCV obtained results show greater variability, even though it should be noted that we use an expensive approach with sampling across 1000 choices of λ in the given range and then seek the minimum around the minimal value found using Matlab function fminbnd.
Piecewise constant solution
It is well-known that regularization parameter estimation is more challenging for non smooth solutions, namely for those for which the exact spectral coefficients do not decay quickly to 0. The contamination of spectral coefficients associated with higher frequencies in the basis, i.e. the vectors v i for larger i, limits the ability to accurately resolve discontinuities in the solutions, and alternative regularizing norms are required, e.g. total variation, iterative regularization etc, e.g. is also square integrable, see Figure 6 .4(a), H(s, t) 2 = 1/90, where H(s, t) is defined on [0, 1] for both variables and H(s, t) = s(t − 1) for s < t and H(s, t) = t(s − 1), otherwise. For this example we look at problem sizes 750, 1000, 1200, 1500, 2000, 3000 and 6000. It is evident from Figure 6 .4(b) that we cannot completely capture the spectrum for N = 6000 by using smaller n; although as n increases the spectral values closely follow spectral components for N = 6000, for almost all terms obtained. Picking a numerical rank is now relevant, and will exclude terms from the N = 6000 expansion. We illustrate solutions obtained for 10% and 25% noise as shown in Figures 6.4 (c)-6.4(d) for exact source f (t) = t for t < 0.5 and f (t) = (1 − t), otherwise. The solutions obtained using UPRE and GCV for different numerical ranks, decreasing from 10 −5 to 10 −8 , corresponding to p (N ) approximately 100, 320, 1020
and 3750, are given in Figures 6.5-6.6 for the two noise levels. Although the spectrum decays slowly, the Picard plots, Figure 6 .4(e)-6.4(f), show that noise enters the solution quickly for small indices, thus demonstrating that it is sufficient to use low rank, when using a single parameter estimation technique.
Should one use a multi-parameter regularization one may be able to account for different windows in the spectrum, as presented in recent literature, [5, 20, 21] . (a) UPRE for deriv2 decreasing numerical rank (b) GCV for deriv2 decreasing numerical rank and solutions reconstructed for N = 6000, using ζ 2 = ds (n) . The four subplots for each method indicate solutions with decreasing numerical rank for from 10 −5 to 10 −8 .
Conclusions and Future Work
We have verified that the theoretical relationship between the continuous SVE for a square integrable kernel and the SVD of the discretization of an integral equation using the Galerkin method can be exploited in the context of efficient regularization parameter selection in solving an ill-posed inverse problem.
Analysis of the regularization techniques demonstrates convergence of the regularization parameter with increasing resolution for the discretization of the integral equation using the Galerkin approach. By finding the regularization parameter for a coarse representation of the system, the cost of finding the regularization parameter is negligible as compared to the solution of a fine scale problem. Moreover, exploiting numerical rank, which is approximately preserved across resolutions for a sufficiently sampled high resolution system, mitigates the need to find the singular value decomposition for the high resolution system. Effectively, the solution of the fine scale problem is found by projection to a coarser scale space for the solution, on which the dominant singular properties of the high resolution system are preserved.
This provides a valid alternative to applying a Krylov iterative technique for the solution of the system of equations, which also uses projection to a smaller space that effectively also preserves the singular 
