ABSTRACT We present a theory of enzymatic hydrogen transfer in which hydrogen tunneling is mediated by thermal fluctuations of the enzyme's active site. These fluctuations greatly increase the tunneling rate by shortening the distance the hydrogen must tunnel. The average tunneling distance is shown to decrease when heavier isotopes are substituted for the hydrogen or when the temperature is increased, leading to kinetic isotope effects (KIEs) -defined as the factor by which the reaction slows down when isotopically substituted substrates are used-that need be no larger than KlEs for nontunneling mechanisms. Within (2) found that the bovine serum amine oxidase (BSAO, EC 1.4.3.6) system exhibited hydrogen tunneling, observing, among other things, KIEs whose size (a hydrogen/tritium KIE greater than 50 at 50C) could not be accounted for by classical kinetics. These results are certainly exciting in terms of strategies for catalysis and enzyme structure/function relationships, and they come at a time when sophisticated calculational tools (3, 4) are shedding light on hydrogen tunneling in systems of small molecules (5-8).
INTRODUCTION
In 1989, Cha et al. (1) announced that hydrogen (We use hydrogen as a generic term for protons, hydrogens, and hydrides; most ofthe issues we discuss here are independent ofwhich electronic species is involved.) is transferred by means of quantum tunneling in the yeast alcohol dehydrogenase (EC 1. 1. 1. 1 ) reaction. Their evidence consisted of anomalies in the relationship between the hydrogen/tritium and deuterium/tritium KIEs that could not be explained by classical kinetics. Later that year Grant and Klinman (2) found that the bovine serum amine oxidase (BSAO, EC 1.4.3.6) system exhibited hydrogen tunneling, observing, among other things, KIEs whose size (a hydrogen/tritium KIE greater than 50 at 50C) could not be accounted for by classical kinetics. These results are certainly exciting in terms of strategies for catalysis and enzyme structure/function relationships, and they come at a time when sophisticated calculational tools (3, 4) are shedding light on hydrogen tunneling in systems of small molecules (5) (6) (7) (8) .
Unfortunately, the sheer size and complexity of enzymes makes direct application of most tunneling rate theories completely impractical. Moreover, no quantitative interpretation of the KIE data referred to above has been successful until now. Our goal in this paper is to bridge the gap between the chemical physics of hydrogen tunneling and the molecular complexity of biochemical systems. We do this first by emphasizing the importance of vibrational coupling to the tunneling event, an issue which has not been properly addressed in previous KIE calculations, and then by incorporating such coupling into a semi-empirical model which correctly predicts the The dynamics oflarge molecules is usually studied using only classical mechanics, partly because quantum simulations are intractable, and partly because of the widespread assumption that quantum mechanics can usually be ignored when discussing the dynamics of biomolecular systems. The recent experiments cited above certainly contradict that assumption, and in fact other examples of quantum dynamics in biological systems have been around for many years. The example which is most relevant to our problem is electron transfer.
In electron transfer reactions, including the primary events of photosynthesis, it is well established that the quantum dynamics of the transferred electron is crucial for understanding reaction rates; i.e., the electron tunnels (9, 10) . In some electron transfer processes, it is also likely that the quantum character of atomic motion at the donor and acceptor sites plays a role in determining temperature and driving force dependencies of reaction rates, even at room temperature (11) (12) (13) (14) . Atomic tunneling may also be important in the dynamics of reactions at very low temperatures, as in ligand binding to heme proteins ( 15) . Aside from these examples, however, it is widely believed that the molecular dynamics relevant to the determination of reaction rates in proteins are overwhelmingly classical ( 16, 17) .
tunneling is significant in transfer reactions at room temperature ( 18, 19) , and much work has been devoted to developing useful and reliable methods for calculating such quantum effects ( 3, 20, 21 ) . In contrast, most discussions of condensed phase hydrogen transfer assume that the reaction proceeds by classical activation of the hydrogen over a barrier, often with some small corrections for tunneling ( 19) . The idea that the hydrogen tunnels from its ground state after some thermal motion of the enzyme or solvent was originally proposed long ago (22, 23) , but was met with strong resistance ( 19) . Tunneling of hydrogen from its ground state in condensed phase reactions has been supported by theoretical calculations in the context of at least one previous model (24) , but these calculations did not lead to any convincing link with experiments. Other attempts to calculate measurable quantities starting from this idea (23) lead to predictions which have been refuted by experiment (2, 16) . Earlier (25), we showed that models for groundstate hydrogen tunneling which treat the thermal fluctuations more realistically give results that qualitatively agree with experiment. This conclusion was reached independently by other authors (26) . In this paper, we show that among simple models, ground state tunneling models with fluctuations are the best candidates for many reactions. We proceed to introduce a "saddlepoint" calculation leading to a simple formula; we find that this formula gives a very convincing fit to experimental data which has not been fit by any other model.
Discussions of enzymatic hydrogen transfer most often assume that the hydrogen's motion is (at least approximately) classical ( 16, 17, 27) , with two experimental facts being used to justify this view.
(a) When deuterons or tritons are substituted for the hydrogen the rate of transfer is typically slower by a factor roughly consistent with a classical (nontunneling) theory. This ratio of rate constants, called a kinetic isotope effect (KIE), is not nearly as large as what might naively be expected for a tunneling process.
(b) Transfer rates and KIEs are temperature dependent, in agreement with the standard, nontunneling theory. In contrast, static tunneling models suggest that rates and KIEs should be independent of temperature (23) . The experimental findings cited above, which seem to imply hydrogen tunneling, have motivated us to study several simple dynamical models for enzymatic hydrogen transfer in the hope of understanding the relative importance of classical and quantum transfer processes.
Before attempting to model any data, we will emphasize two main points which we believe are crucial to any discussion of enzymatic hydrogen transfer. The first is that comparison of quantum vibrational energy scales for the transferred hydrogen with typical classical energy scales, such as the activation energy, indicates that the reactive dynamics cannot be "classical" in any rigorous sense. The second is that thermal fluctuations in the structure of the enzyme active site have an enormous effect on the probability of tunneling, qualitatively changing the predicted rates, temperature dependencies, and isotope effects. While thermal motions have been included in previous models for hydrogen tunneling (24, 22, 23) , these models missed the significance of protein motions for KIE experiments. We find that when the softness ofthe protein is taken into account by averaging over fluctuations of the size known to occur in proteins (28, 29) , observations a and b can easily be accounted for. Moreover, these ideas lead to a quantitative theory of "vibrationally enhanced tunneling" from which we can derive a simple KIE expression capable of fitting the BSAO data in detail.
Vibrational "enhancement" versus "assistance"
In the case of electron transfer, the term "vibrationally assisted tunneling" usually refers to vibrations assisting the tunneling by modulating the relative energies of the initial and final state, allowing the tunneling event to occur when the states are of equal energy. As we discuss below, this same phenomenon is likely to take place in hydrogen transfer reactions, but our focus will be on another sort ofvibrational coupling in which the vibrations enhance the tunneling rate by making the tunneling distance shorter (and/or the barrier height lower), thereby increasing the tunneling probability. This "vibrational enhancement" has been discussed in the context ofelectron transfer (30) , but it plays a much more important role in the case of hydrogen transfer due to the hydrogen's larger mass and hence shorter penetration length. In particular, "vibrational enhancement" plays a crucial role in determining KIE's because the penetration length is isotope dependent.
"Classical" theory of KIEs
The theory which is generally used as the starting point for understanding KIE experiments asserts that the KIE arises from the larger quantum zero-point energy of the lighter isotope (27 
Here V(x) is the potential energy barrier between reactant and product states ofthe hydrogen, and the limits of integration are the turning points at the entrance and exit of the barrier where the potential energy equals the energy ofthe incident particle: V(a) = V(b) = E. Eqs. 3 and 4 imply that the tunneling probability decays exponentially with a (spatially varying) penetration length of h /2 2m(V -E). This barrier penetration probability is associated with a coupling or matrix element A between the initial and final states on either side of the barrier given in the WKB approximation by,
The action S is the same as before, and A0 can also be calculated.
In the simplest cases (e.g., Fermi's Golden Rule [291) the rate for a reaction which proceeds by tunneling will just be proportional to the barrier penetration probability, i.e., Only by assuming very short transfer distances can reasonable isotope effects be obtained, and it can be argued that the distances required are so short as to be energetically forbidden ( 19 ) . Moreover, the KIE in Eq. 7 is independent of temperature, which also contradicts experiment.
Tunneling through a fluctuating barrier When fluctuations are taken into account, the theory of hydrogen transfer by tunneling changes dramatically. As the protein undergoes low frequency, "breathing" vibrations, the active site is distorted so that the distance the hydrogen must tunnel changes. When (8) This expression is correct for a rectangular barrier of height Veff, and will actually allow us to calculate correct KIEs for a large class of potential surfaces, as discussed below. Our other temporary simplification is that we treat the protein's influence on 1 as that of a harmonic spring, which means the energy associated with deforming the protein to achieve some value of1 is given by U = IK(l -4eq)2, where l c , , is the equilibrium value of 1, and K is the stiffness which resists changes in 1. It is essential that U, the energy the system has when the transfer distance is 1, not be confused with V(x), the additional energy the system would have ifthe hydrogen were at the position x. In fact, the hydrogen's motion must be treated quantum mechanically, and the hydrogen can tunnel through the barrier V(x) without changing the energy of the system at all. For the purposes of ground state tunneling, V(x) is relevant only in that it defines the barrier shape for which S is to be calculated (Eq. 4) for each 1, while U( 1) defines the energy needed to obtain a given 1. ' We have omitted the E from Eq. 4 . This is justified (assuming V(x) is always measured relative to the bottom ofthe initial well) for tunneling from the lowest states since their energy is proportional to h which is assumed small in WKB. Rewriting the tunneling matrix element with Sof this form can be done rigorously, resulting in a AO that is somewhat complicated, but having a known mass dependence of m-'14 (34, 35) .
We will assume that at each 1 there is a well-defined tunneling rate proportional to the barrier penetration probability, and that the overall rate constant can be obtained by averaging this tunneling rate over the thermal distribution of protein configurations (values of 1). This averaging procedure has been shown to be a useful way of calculating rates (36) and is justified whenever the dynamics of 1 can be described classically (37) , provided the Boltzmann distribution is not significantly upset by the reaction dynamics, as we discuss below. (See "Some further questions" below.) The overall rate for ground state tunneling, then, is
Here, as stated earlier, we include only the contribution from the ground state ofthe C-H stretch. One could add terms to include excited states labeled by positive integers n, where each term would by multiplied by a factor e-n`w/kBT and would have Veff replaced by Veff -nhw.
As we shall discuss below, it is quite reasonable to believe that such terms will make only a small contribution to the rate at biological temperatures.
The integrand of Eq. 9 is a Gaussian curve whose peak (or "saddle" point) has been displaced along to the position 1. The general case Eq. 13 can qualitatively describe the BSAO data, and the fit can be improved by incorporating the logarithmic "prefactor" term discussed below. Quantitatively, however, the fit still leaves room for improvement (i.e., x2 is six standard deviations too big). We therefore, make a natural generalization of Eq. 9 which enables us to produce a quantitatively convincing fit to the data. The rectangular-barrier model above assumes that the action S depends linearly on 1 and that the energy associated with distorting the protein, which we will refer to as U, is quadratic in 1. For many different models it turns out that the average rate analogous to Eq. is dominated by a small region ofconfigurations 1 near 4s, so that only the behavior of U and S near 4s is relevant. This implies that the results of our rectangular barrier calculation will be correct for some large set of models in which the barrier need not be at all square, so long as the barrier changes its shape as 1 changes in such a way that S(l) can be approximated as linear near 4s. We can generalize this by expanding both Sand U to second order in the neighborhood of 4: S(l I) = S(4S) + S'(ls)(l /s) + 2S"(4)( Is)2 + U(l Is) = U(4s) + U'(ls)(ls ) + IU"(ls)(l -s)2 + * (15) This expansion allows an accurate evaluation ofthe thermally averaged tunneling rate for a wide range of functions S and U; in particular, U need not be a harmonic function of t. Furthermore, although it is convenient to think of as the width of the barrier, this need not be the case. To consider an unphysical example, imagine a system in which the width of the barrier remained absolutely fixed, but the height fluctuated. Then, 1 would represent the displacement of whatever coordinate was responsible for the height fluctuations, and have nothing to do with the barrier width, but the various derivatives ofS and U with respect to 1 The integral in Eq. 9 is still Gaussian and yields 2(2S' + fUlU)2 in k xr -2S -f3U+ 2(2S"'+ flU") + 2 In (AO) -In (2S" + U"), ( 17) where the variables U, S, and their derivatives are all to be evaluated at the dominant configuration, 4, which is determined by (2S' + f0oU') I=It = 0, ( 18) 00 being the reciprocal of some reference temperature (20) \ flU"
flu"I which is the same as the "simple model" result we had earlier, except that we now include the logarithmic term that comes from AO. In the opposite limit, 2"» > 3U", we obtain ln (KIE)= -ln (m) 4
This limit is actually more natural, in that U involves distorting the protein and therefore might be expected to vary over longer length scales than S, which involves moving just the hydrogen. In this limit, the theory has only two adjustable parameters, S and S,21S,. In BSAO the absolute magnitude of the isotope effects is larger than one expects classically, suggesting that tunneling is important. There are also large differences in activation energy among the different isotopes, which is inconsistent with ground state tunneling through a static barrier, and could not be accounted for within the usual models for "tunneling corrections" (2) . Also, the Schaad-Swain relation (Eq. 2) holds for this system (2) , contrary to what the tunnel correction theory predicts.
In Fig. we show the data of reference 2 and the curves generated using a x2 fit ofthe two free parameters in Eq. 21 . The quality of the fit is statistically indistinguishable from a four parameter (two slopes, two intercepts) Arrhenius fit. In fact, x2 is slightly better for our two parameter fit than for the four parameter fit, which means that the slight curvature that our model predicts is reflected in the data, but not at a statistically significant level.
As Eq. 21 implies that an Arrhenius plot of the KIE should show a specific amount of curvature, it is of obvious interest to discuss whether this curvature can be con-3.0 3.2 3.4 1ff in K-1 x103 3.6 FIGURE I Grant and Klinman's experimental data on the BSAO system ( 18) , plotted with our fit from Eq. 21. The upper set ofdata are the H to T rate ratios at different temperatures; the lower set are the D to T ratios. The two curves were generated using the same values of the free parameters, S0 and S,21 S'. The values are given in Eq. 22. Although the lines appear straight, they are actually parabolas centered at l/T= 0. firmed experimentally. If the one-sigma error bars on H/T KIE in BSAO were reduced to one per cent over the existing range oftemperatures, the curvature ofln (KIE) in Eq. 21 would be distinguishable from a pure Arrhenius relation by two standard deviations. Such small error bars are not unrealistic (in fact, they have been achieved in some of the existing data). Unfortunately, Eq. 21 is not the only way of fitting the existing data; good fits can be achieved using Eq. 19 with values of U"/S" anywhere from 0 to 0.35. The curvature of ln (KIE) at U"/S" = 0.35 is only one-tenth of what it is in Eq. 21, and therefore can only be detected with error bars of 0.1 %. While 0.1 % may be unattainable, any improvement of the error bars would put stronger constraints on U"/S", and it may well be that the true value of U"/S" would imply a measurable curvature.
The parameters we obtained by fitting the data to Eq. (28, 29) . The Morse potentials are not intended as a realistic potential surface. Indeed, differentiating the action with respect to the separation of the two minima leads to a value for SQ2/ h S" of -20 instead of 4. In trying to find a simple potential surface which could incorporate both of our free parameters, we noticed that in Eq. 22, S,21S, _ 2 S. This relation will be satisfied whenever S oc 12. For a square barrier of fixed height, we know S oc 1, but for any barrier whose height scales as its width squared, S oc 12 will hold. Such is the case for a parabolic barrier whose imaginary frequency is held fixed as its width fluctuates, or for a quartic double well, V(X) = -mw2(x2 -2x4/12) (23) This potential will achieve the values found in Eq. 22 provided wolS2H = 500 cm-' A2. Choosing cot to be 1, 200 (9, 39, 26) . Since this component ofthe activation energy depends on the driving force for the reaction but not on the mass, the rate will exhibit an isotope effect independent of driving force. Alternatively, if the energy level fluctuations are too small to allow degeneracy, one should observe potentially large changes of KIE with driving force. As in the case ofelectron transfer ( 11 ), studies ofdriving force dependencies for rates and KTEs in a homologous series of substrates will be critical in deciding which dynamical picture is relevant.
Coherence
The possibility of tunneling between states localized on opposite sides of a barrier leads, by itself, only to coherent oscillations of the hydrogen back and forth between the two wells. Coupling to other degrees of freedom in the environment destroys this coherence and leads to a well-defined rate oftransfer (40) . We have assumed that this destruction of coherence is fast compared to the frequency of coherent tunneling oscillations, so that the coherent mixing cannot progress to any significant extent before it is interrupted. Under these conditions, the Golden Rule (41 ) is applicable, and there is a well-defined rate proportional to the tunneling probability at each protein configuration, 1; this is similar to the nonadiabatic limit of electron transfer theory (9, 42) . In the opposite limit, coherent mixing is so rapid (or the coherence time so long) that one should really treat the tunneling nonperturbatively, diagonalizing the Hamiltonian at each value of 1. This is the analog of the Born-Oppenheimer approximation for molecular electronic structure and corresponds to the true adiabatic limit of electron transfer theory. We feel that this situation is unlikely in a protein environment, although essentially this approach has been taken for hydrogen transfer between small molecules (21) . "Adiabaticity" Let us imagine that coherence is destroyed rapidly, resulting in a well-defined rate at each 1, but that motions along 1 itself are very slow. In this limit the Boltzmann distribution of 1 is not maintained, and the rate at which the protein can diffuse into and out ofthe critical configurations near 4. will at least partly control the observed reaction rate. This is reminiscent of "adiabatic" electron transfer in polar solvents, where the observed rate is proportional to the dielectric relaxation rate, not the electron tunneling probability (43) . ("Adiabatic" here means that the rate is independent of the electronic matrix element, not that one can calculate the rate using the Born-Oppenheimer approximation.) If we adopt a strict analogy with the electron transfer problem, the rate becomes independent of the tunneling probability and hence (approximately) independent of isotope, despite the fact that the reaction proceeds purely by tunneling! The rates will depend, however, on the time scales characterizing the motion along 1, which with some luck will be affected by changes in the solution viscosity; this would cause viscosity dependent rates, as in Kramers' classic discussion (44) . In fact, the analogy with electron transfer is incomplete, since the dominant configuration 4 . is isotope dependent, leading to an interplay between the dynamics along and the dynamics of the tunneling event itself. This suggests that not just the rates, but the isotope effects themselves are viscosity-dependent in this regime. This would provide an unambiguous signature of the interactions between protein motions and the dynamics of the hydrogen transfer event.
Secondary isotope effects Another approach to the study ofhydrogen transfer reactions is to examine the kinetic effects ofisotopic substitutions at sites other than the transferred atom or ion. We have been able to give a relatively simple and general discussion precisely because we ignore such effects; it is only when a single particle tunnels that the tunneling probability depends on mass in a simple way. If the transfer is accompanied by significant displacements ofa second hydrogen and the frequency ofthe secondary coordinate is comparable to the frequency of the primary, then there is no general formula for the dependence of the tunneling probability on the mass ofeither hydrogen. Arguments based on "effective mass" or corrections to the activation energy based on changes in zero-point energy are only valid if there is a clear separation of vibrational frequencies (45) . Obviously, if the secondary effects are substantial, the calculations presented here for the primary KIE will be incorrect; fortunately for BSAO the secondary KIEs are around 1.2, compared to -50 for the primary. The situation is very different in the case of YADH ( 1), where an analysis of two dimensional tunneling seems essential. The theory will simplify once again ifthe second atom is always much heavier than the transferred atom, which suggests that "4C isotope effects will be very informative, especially if coupled with spectroscopic studies ofthe relevant vibrational modes in the substrate.
Concluding remarks
In the last decade there has been an enormous increase in our knowledge about protein dynamics, and there have been persistent hints from the electron transfer literature that quantum effects can contribute to the control of biochemical reaction rates even at room temperature. Despite these advances, most current descriptions of enzyme mechanism involve relatively static, classical pictures. We have argued here that such pictures are wrong for most hydrogen transfer reactions. Quantum energy scales are comparable to observed activation energies, so that no truly classical approximation can be valid. Quantum tunneling is so sensitive to transfer distance that realistic structural fluctuations at the active site have an enormous qualitative effect on the transfer rate and on the relative importance of classical and quantum transfer mechanisms. These arguments lead to a family of models for "vibrationally enhanced tunneling," within which we have found a simple two-parameter description of recent isotope effect experiments on bovine serum amine oxidase. Unlike BSAO, most enzyme-catalyzed reactions exhibit KIEs which fall within the range required by classical theories. Nonetheless, the comparison of vibrational quanta with observed activation energies suggests that even in these cases a classical description is unlikely to be theoretically consistent even if it does explain some aspects ofthe data. It is, thus, particularly interesting that vibrationally enhanced tunneling can produce tunneling KIEs in the same range as those expected for a classical over-the-barrier reaction.
We have shown that the usual reasons for rejecting tunneling as a significant factor in enzymatic hydrogen transfer are wrong. Whether vibrationally enhanced tunneling proves to be a generally applicable scenario for hydrogen transfer remains to be seen. Our KIE expression, though not incorporating all possible complications we discussed, appears to be a useful starting point for interpreting the KIE's. In particular it shows that the sizes of the KIEs are insufficient to distinguish tunneling from non-tunneling kinetics, and demonstrates the value of the temperature dependence of the KlEs in this regard.
