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In this paper, we deal with the Cauchy problem of elliptic operators. Through the use of
a single-layer potential function, we devise a numerical method for approximating the
solution of the Cauchy problem of elliptic operators, which are well known to be highly ill-
posed in nature. The method is based on the denseness of single-layer potential functions.
Convergence and stability estimates are then given with some examples for numerical
verification on the efficiency of the proposed method. It has been observed that the use
of more Cauchy data will greatly improve the accuracy of the approximate solutions.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The Cauchy problems arise in many areas of science, such as wave propagation, vibration, electromagnetic scattering
[1–4], nondestructive testing [5–8], geophysics [9], cardiology [10–12]. For the Cauchy problems, the boundary conditions
are incomplete, which will lead to some inverse problems. It is well known that they are ill-posed, i.e. the solutions do
not depend continuously on Cauchy data and a small perturbation in the data may result in large change in the solution
[13–15]. There are some numerical methods in the literature to solve the Cauchy problem of the elliptic equations. In [16],
the author gave a numerical method of the Cauchy problem for Laplace equation by using the single-layer potential function
and jump relations, and discussed about the decay rate for singular values of Laplacian via singular value decomposition.
Themomentmethod and the boundary particlemethod can be found in [17,18].We refer toMarin et al. [4,19], Jin and Zheng
[20,21], Marin and Lesnic [22], Wei et al. [23] for the alternating iterative boundary element method, the conjugate gradient
boundary element method, the boundary knot method, and the method of fundamental solutions.
The main purpose of this paper is to provide a simple and effective numerical method for solving Cauchy problems of
elliptic equations. Themain idea is to approximate the solution of Cauchy problems by some single-layer potential function,
which is a solution of elliptic equation
∆vg + k2vg = 0, in Rd, (1)
of the form
vg(x) :=

∂B
Φ(x, y)g(y)ds(y), x ∈ B, (2)
where B is a Lipschitz domain, k ≥ 0, d = 2, 3 and g ∈ L2(∂B),Φ(x, y) is the fundamental solution. Here, for k = 0
Φ(x, y) =

1
2π
ln|x− y|, d = 2,
− 1
4π |x− y| , d = 3,
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for k > 0
Φ(x, y) =

i
4
H10 (k|x− y|), d = 2,
e−ik|x−y|
4π |x− y| , d = 3.
Sometimes, we call ∂B a fictitious boundary, and it can be set by ourselves. In addition, ∂B is independent of ∂D. So our
numerical calculation is simple for implementation. A fictitious boundary ∂B off-setting from the real boundary will make
Φ(x, y) have no singular points in D. Thus we can make the approximate solution vg(x) smooth enough. With the idea
in mind, we derive two integral equations about kernel g on the specified boundary, which can be solved by regularization
methods. Then the data of the solution on the unspecified boundary can be achieved by simple calculation of the single-layer
potential function.
We emphasize that our algorithm can be easily implemented. Only two first kind integral equations need to be solved.
By computing the values of the single-layer potential function, we can achieve the numerical approximation of the solution
not only on the unspecified boundary but also in thewhole domain. The corresponding error estimates can be given directly.
The outline of this paper is as follows. In Section 2, we present the single-layer potential approximate solution to
the Cauchy problem, and two integral equations about the kernel function. In Section 3, we solve the integral equations
by Tikhonov regularization method with Morozov principle, and analyze the convergence and stability. Finally, several
numerical examples are included to show the effectiveness of our method.
2. Single-layer potential function approximation
Let D ⊂ Rd(d = 2, 3) be a bounded and simply connected domain with regular boundary, Γ is a portion of the boundary
∂D.
Without loss of generality, we assume that Γ is connected. Consider the following Cauchy problem: given Cauchy data
fD and fN on Γ , find u onΣ = ∂D \ Γ , such that u satisfies
∆u+ k2u = 0, in D, (3)
u = fD, on Γ , (4)
∂u
∂n
= fN , on Γ , (5)
where n is the unit normal to the boundary ∂D directed into the exterior of D and the wave number k ≥ 0. In practice, we
make the assumption on the measured data that fD ∈ H1(Γ ) and fN ∈ L2(Γ ), and suppose that the Cauchy problem has a
unique solution u in H3/2(D) [17,24,25].
Under above assumptions, the solution u can be approximated by some single-layer potential function.
Theorem 2.1. Let u ∈ H3/2(D) satisfy the elliptic equation. B, D are bounded and connected domains with D ⊂ B such that B \D
is connected and ∂D ∈ C2, then for every ε > 0, there exists a single-layer potential function vψ of the form
vψ (x) :=

∂B
Φ(x, y)ψ(y)ds(y), x ∈ B (6)
for some ψ ∈ L2(∂B), such that
∥vψ − u∥H1(D) ≤ ε, (7)
and
∥vψ − u∥L2(∂D) +
∂vψ∂n − ∂u∂n

L2(∂D)
≤ ε. (8)
Proof. Let f˜ = ∂u
∂n + iu on ∂D. From the assumptions, it is easy to see that f˜ ∈ L2(∂D) and u ∈ H1(D) is the solution to the
variational problem
D
[∇u · ∇w − k2uw]dx+ i

∂D
uwds =

∂D
f˜wds, ∀w ∈ H1(D).
It is sufficient to prove that the traces ∂vg
∂n + ivg on ∂D are dense in L2(∂D). Let ϕ ∈ L2(∂D) satisfies
∂D
ϕ

∂vg
∂n
+ ivg

ds(x) = 0,
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for all g ∈ L2(B). Then, by substituting the form of vg and interchanging the orders of integration we have
∂B
g(y)

∂D
ϕ(x)

∂Φ(x, y)
∂n(x)
+ iΦ(x, y)

ds(x)

ds(y) = 0,
for all g ∈ L2(B), and thus
∂D
ϕ(x)

∂Φ(x, y)
∂n(x)
+ iΦ(x, y)

ds(x) = 0, y ∈ ∂B.
This means the single- and double-layer potential
ω(y) =

∂D
ϕ(x)

∂Φ(x, y)
∂n(x)
+ iΦ(x, y)

ds(x) = 0, y ∈ ∂B.
Therefore, the potential ω solves the boundary value problem in the exterior of B with homogeneous Dirichlet boundary
conditions on ∂B. In the case k > 0, it satisfies the Sommerfeld radiation condition and has to vanish in the exterior of B. In
the case k = 0, for d = 3, we observe that ω(y) = O(1/R) and ∇ω(y) = O(1/R2) for |y| = R −→ ∞. The uniqueness of
the exterior boundary value problem for Laplace equation yields that ω vanishes in the exterior of B. So for k ≥ 0 a unique
continuation argument yields that ω vanishes in the exterior of D. From the jump relation, we have
ω+ − ω− = ϕ, ∂ω+
∂ν
− ∂ω−
∂ν
= −iϕ, on ∂D
and thus, because the traces from the exterior vanish,
∂ω−
∂ν
+ iω− = 0, on ∂D.
This yields that ω vanishes in D and thus also ϕ.
In the case k = 0, for d = 2, we can get the similar result.
Now, from the denseness we know that for any ε > 0, there exists a single-layer potential functionvψ of the form (6) for
some ψ ∈ L2(∂D), such that∂vψ∂n + ivψ −f

L2(∂D)
≤ ε.
Then the estimate (7) follows from the interior regularity results of the elliptic equation. From the trace theorem and (7), it
can be seen that
∥vψ − u∥L2(∂D) ≤ ∥vψ − u∥H1/2(∂D)
≤ γ ∥vψ − u∥H1(D)
≤ γ ε, (9)
where γ > 0 depends only on k and D. And, by triangle inequality, we have that∂vψ∂n − ∂u∂n

L2(∂D)
≤
∂vψ∂n + ivψ − f˜

L2(∂D)
+ ∥vψ − u∥L2(∂D)
≤ (γ + 1)ε. (10)
The inequalities (9) and (10) imply the estimate (8). 
Remark 2.1. From Theorem 2.1, we know that if ψ (any one of the kernel functions) is approximated, then we can get the
approximation of vψ . And therefore u can be achieved. Our aim here is to get the numerical approximation of ψ .
To this end, we define the trace operatorN : L2(∂B)→ L2(Γ )× L2(Γ ) by
N g(x) :=


∂B
Φ(x, y)g(y)ds(y)
∂
∂nx

∂B
Φ(x, y)g(y)ds(y)
 , x ∈ Γ . (11)
Then, the following property of the operatorN holds.
Theorem 2.2. The operator N : L2(∂B)→ L2(Γ )× L2(Γ ) defined by (11) is compact and injective.
Y. Sun et al. / J. Math. Anal. Appl. 395 (2012) 164–174 167
Proof. From the embedding theorem, we know that the operator N is compact. Next, let N g = 0. It means that there
exists a single-layer potential function vg such that vg |Γ = 0 and ∂vg∂n

Γ
= 0. From Green’s formula and the analyticity of
the single-layer potential functions, it can be seen that vg = 0 in B. For the case k = 0, we can easily get g = 0; for the case
k > 0, from the radiation condition and the Rellich lemma, we can get vg = 0 in Rd/B, thus from the jump relation, g = 0.
Therefore the operatorN is injective. 
From Theorem 2.1, we know that vψ will approximate the solution u, so Nψ ≈ f on Γ , thus we will take the place of
Nψ ≈ f by the following integral equations
N φ(x) = f (x), x ∈ Γ , (12)
where f = (fD, fN)T ∈ L2(Γ ) × L2(Γ ), and function φ will approximate the kernel function ψ . And then the single-layer
potential function vφ defined by
vφ(x) :=

∂B
Φ(x, y)φ(y)ds(y), x ∈ Rd,
will be the approximation of vψ , and therefore of the solution u.
Remark 2.2. In general, Eq. (12) is not solvable since we cannot assume that the Cauchy data f , especially the measured
noisy data f δ , are in the rangeN (L2(∂B)) ofN . Therefore, we will solve Eq. (12) by some regularization method in the next
section, and then give the error estimate.
3. A regularization method for solving the integral equations
In this section, we will use Tikhonov regularization method with Morozov discrepancy principle to solve the integral
system (12), and then give the error estimates and convergence results. Due to the ill-posedness, we need to consider the
perturbed equations
N φδ = f δ. (13)
Here f δ ∈ L2(Γ )× L2(Γ ) are measured noisy data satisfying
∥f − f δ∥L2(Γ )×L2(Γ ) ≤ δ,
where f δ = ∥f ∥L2(Γ )×L2(Γ ) × noise. Tikhonov regularization of integral system (12) is to solve the following equation
αφδα +N ∗N φδα = N ∗f δ.
By introducing the regularization operator
Rα := (αI +N ∗N )−1N ∗, for α > 0,
we can achieve the regularized solution φδα = Rα f δ of Eq. (13). We choose the regularization parameter α by Morozov
discrepancy principle, and then we have the following result.
Theorem 3.1. Let ε be sufficiently small positive constant and δ + ε < ∥f δ∥L2(Γ )×L2(Γ ). Let the Tikhonov solution φδα(δ) satisfy
∥N φδα(δ) − f δ∥L2(Γ )×L2(Γ ) = δ + ε for all δ ∈ (0, δ0), and ψ = N ∗z ∈ N ∗(L2(Γ )× L2(Γ )) with ∥z∥L2(Γ )×L2(Γ ) ≤ E. Thenφδα(δ) − ψL2(∂B) ≤ 2(δ + ε)E. (14)
Here ψ ∈ L2(∂B) is the kernel of some single-layer potential function vψ which satisfies the approximation properties
in Theorem 2.1.
Proof. From Theorem 2.1, for every ε > 0 there exists some ψ ∈ L2(∂B) such that
∥Nψ − f ∥L2(Γ )×L2(Γ ) ≤ ε.
This means that ψ satisfies the equations
Nψ(x) = fε(x), x ∈ Γ ,
for some fε ∈ L2(Γ )× L2(Γ )with ∥fε − f ∥L2(Γ )×L2(Γ ) ≤ ε. Further, we have
∥fε − f δ∥L2(Γ )×L2(Γ ) ≤ ∥f − f δ∥L2(Γ )×L2(Γ ) + ∥fε − f ∥L2(Γ )×L2(Γ )
≤ δ + ε,
and thus ∥fε − f δ∥L2(Γ )×L2(Γ ) ≤ δ + ε ≤ ∥f δ∥L2(Γ )×L2(Γ ). Now, the statement follows directly from Theorem 2.17
in [26]. 
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Remark 3.1. From Theorem 2.1, it can be seen that for ε > 0 the kernel function ψ is not unique. In Theorem 3.1, any one
of the kernel functions can be chosen. One can prove that for two different kernel functions ψ1 and ψ2, the same estimate
(14) can be derived.
From Theorem 3.1, the approximation of the kernel function is achieved. Now, define the single-layer potential function
vφδ
α(δ)
of the form
vφδ
α(δ)
(x) :=

∂B
Φ(x, y)φδα(δ)(y)ds(y), x ∈ D.
Then we have the following main result in this paper.
Theorem 3.2. Let the assumptions in Theorem 3.1 hold. Thenvφδ
α(δ)
− u

H1(D)
≤ C1(δ + ε) 12 . (15)
Moreover, the following estimate on boundaryΣ holdsvφδ
α(δ)
− u

L2(Σ)
+
∂vφδα(δ)∂n − ∂u∂n

L2(Σ)
≤ C2(δ + ε) 12 . (16)
The positive constant C1 and C2 depend only on k,D, B and E.
Proof. From the Cauchy–Schwarz inequality, for any x ∈ D, we havevφδ
α(δ)
− vψ

(x)
 = 
∂B
Φ(x, y)

φδα(δ) − ψ

(y)ds(y)

≤ C φδα(δ) − ψL2(∂B) ,∇ vφδ
α(δ)
− vψ

(x)
 = 
∂B
∇Φ(x, y) φδα(δ) − ψ (y)ds(y)
≤ C ′ φδα(δ) − ψL2(∂B) ,
where C = supx∈D¯ ∥Φ(x, y)∥L2(∂B), C ′ = supx∈D¯ ∥∇Φ(x, y)∥L2(∂B). This yieldsvφδ
α(δ)
− vψ

H1(D)
≤ C ′′ φδα(δ) − ψL2(∂B) .
By using the triangle inequality, (7) and (14), we get the estimate (15). Similarly, from (8) and (14) we have∂vφδα(δ)∂n − ∂u∂n

L2(Σ)
≤ C3(δ + ε) 12 .
From the trace theorem and (15), we know thatvφδ
α(δ)
− u

L2(Σ)
≤
vφδ
α(δ)
− u

H1/2(Σ)
≤ C4(δ + ε) 12 .
The inequalities imply the estimate (16). 
4. Numerical examples
In this section,we report some examples ofR2 to demonstrate the competitiveness of our algorithm. The implementation
of the algorithm is based on the MATLAB software. Since ε can be any positive constant, we make the assumption ε ≤ 10−8
which makes ε negligible compared with the discretization errors.
In the first two examples, the unit disc Ω = {(x1, x2)|x21 + x22 < 1}, Γ (Θ) = {x ∈ ∂Ω|0 < θ(x) < Θ} and Σ1 ={(x1, x2)| − 1 ≤ x1 ≤ 1, x2 = 0}, where θ(x) is the polar angle of x and Θ is a specified angle, and we choose ∂B =
{(x1, x2)|x21+x22 = 4}. In the figures, we denote by f and d the function values and the normal derivative values, respectively.
Example 1. Consider the case in which the exact solution to the Helmholtz equation is u(x) = 1
2k2
sin(
√
2kx2)(ekx1+ e−kx1).
In this example, we observe the effect of the noise andΘ on the numerical solution.
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Table 1
Regularization parameter α and errors for Example 1 with k = 3.
Noise α
vφδα − uL2(Σ)
∂nvφδα−∂nu

L2(Σ)
∥∂nu∥L2(Σ)
0 1.5× 10−17 1.5× 10−7 5.7× 10−7
0.001 1.5× 10−7 4.5× 10−3 8.3× 10−3
0.01 8.2× 10−6 3.7× 10−3 8.1× 10−3
0.03 3.3× 10−5 1.3× 10−2 1.7× 10−2
Table 2
Regularization parameter α and errors for Example 1 with k = 5.
Noise α
vφδα − uL2(Σ)
∂nvφδα−∂nu

L2(Σ)
∥∂nu∥L2(Σ)
0 6.1× 10−16 6.7× 10−6 7.6× 10−6
0.001 1.1× 10−8 2.4× 10−2 1.8× 10−2
0.01 9.9× 10−7 5.3× 10−2 4.2× 10−2
0.03 4.3× 10−3 8.0× 10−2 5.1× 10−2
Fig. 1.1. The exact solution and the numerical solution onΣ with k = 3.
Fig. 1.2. The exact solution and the numerical solution onΣ with k = 5.
First, take Γ = Γ (π), Σ = Σ1, Tables 1 and 2 give the regularization parameters α chosen by Morozov discrepancy
principle, and present the corresponding L2 errors and relative L2 errors for the approximation of u and ∂u
∂n on boundaryΣ .
Visually, Figs. 1.1 and 1.2 show the numerical solution for different wave number with different levels of noise. From the
figures and tables, it can be seen that the numerical solution is a stable approximation to the exact solution, and should be
noted that the numerical solution converges to the exact solution as the level of noise decreases.
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Fig. 1.3. The exact solution and the numerical solution onΣ1 with k = 3, 1% noise.
Fig. 1.4. The exact solution and the numerical solution onΣ1 with k = 5, 1% noise.
Fig. 1.5. The exact solution and the numerical solution onΣ1 with k = 3, 5% noise.
Next, we observe the effect ofΘ onΣ1. Figs. 1.3–1.6 show the numerical solution with differentΘ and noise. From these
figures, we can see that the numerical solution is a stable approximation whenΘ is larger.
Example 2. Consider that the exact solution is u(x) = x3−3xy2+e2y sin(2x)−ex cos y to Laplace equation. In this example,
we also observe the effect of noise on the numerical solution onΣ1 with variousΘ .
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Fig. 1.6. The exact solution and the numerical solution onΣ1 with k = 5, 5% noise.
Fig. 2.1. The exact solution and the numerical solution onΣ1 withΘ = π/2.
Fig. 2.2. The exact solution and the numerical solution onΣ1 withΘ = π .
Tables 3 and 4 give the regularization parameters α chosen by Morozov discrepancy principle, and present the
corresponding L2 errors and relative L2 errors for the approximation of u and ∂u
∂n on boundary Σ1. Visually, Figs. 2.1 and
2.2 show the numerical solution with differentΘ and different levels of noise. From the figures and the tables it also can be
seen that the numerical solution is a stable approximation to the exact solution, and that the numerical solution converges
to the exact solution as the level of noise decreases.
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Table 3
Regularization parameterα and errors for Example 2withΘ = π/2.
Noise α
v
φδα
−u

L2(Σ1)
∥u∥L2(Σ1)
∂nvφδα−∂nu

L2(Σ1)
∥∂nu∥L2(Σ1)
0 1.5× 10−16 6.0× 10−3 1.0× 10−2
0.01 2.3× 10−5 1.0× 10−1 1.7× 10−1
0.03 1.3× 10−4 4.6× 10−1 2.6× 10−1
0.05 3.3× 10−4 6.7× 10−1 4.0× 10−1
Table 4
Regularization parameter α and errors for Example 2 withΘ = π .
Noise α
v
φδα
−u

L2(Σ1)
∥u∥L2(Σ1)
∂nvφδα−∂nu

L2(Σ1)
∥∂nu∥L2(Σ1)
0 9.7× 10−16 5.6× 10−8 4.0× 10−7
0.01 7.3× 10−5 2.2× 10−2 5.2× 10−2
0.03 2.8× 10−4 4.6× 10−2 8.2× 10−2
0.05 5.2× 10−4 6.6× 10−2 1.1× 10−1
Fig. 3.1. The exact solution and the numerical solution onΣ with k=3.
Example 3. We consider the case in which the exact solution to the Cauchy problem of the Helmholtz equation is u(x) =
eikx2 . D is a non-convex kite-shaped with boundary ∂D described by the parametric representation
x(t) = (0.2 cos t + 0.13 cos 2t − 0.13, 0.3 sin t), 0 ≤ t ≤ 2π.
Let Γ = {x(t)|0 ≤ t ≤ π}, andΣ = {x(t)|π < t ≤ 2π}.
In this example, we choose ∂B = (cos t + 0.65 cos 2t − 0.65, 1.5 sin t), and observe the effect of noise on the numerical
solution. Figs. 3.1 and 3.2 show the numerical simulation results on the real part.
Example 4. Consider the case in which the exact solutions to the Cauchy problem of Laplace equation are u1(x) =
0.5 ln[(x1+ 1)2+ x22] and u2(x) = x31− 3x1x22+ e2x2 sin(2x1)− ex1 cos x2. Let D = {(x1, x2)|(x1− 0.5)2+ x22 < 0.52, x2 > 0},
Γ = {(x1, x2)|(x1 − 0.5)2 + x22 = 0.52, x2 ≥ 0} and Σ = ∂D \ Γ = {(x1, x2)|0 ≤ x1 ≤ 1, x2 = 0}, ∂B = {(x1, x2)|x21 +
x22 = 2.25}.
Figs. 4.1 and 4.2 show the numerical simulation results for u1 and u2, respectively.
5. Conclusions
In this paper, we study the application of the single-layer potential function to solve Cauchy problems of two elliptic
operators based on Tikhonov regularization method with Morozov discrepancy principle. Convergence and stability are
analyzed with a suitable choice of a regularization method. The method does not require interior or surface meshing which
makes it extremely attractive for solving problems under complicated boundary, and the function value at any point can
be achieved in the domain. The proposed method is more stable with more Cauchy data, and the numerical method for
the problem of the Helmholtz equation is sensitive about the wave number. The numerical examples indicate that the
effectiveness of the numerical solution depends on the domain and the wave number.
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Fig. 3.2. The exact solution and the numerical solution onΣ with k=5.
Fig. 4.1. The exact solution and the numerical solution onΣ .
Fig. 4.2. The exact solution and the numerical solution onΣ .
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