Abstract-We analyze an aloha type access protocol where users have local interactions. We establish that the fluid model of the system workload satisfies a differential equation. We exhibit a sufficient condition on the stability of this differential equation and deduce a sufficient condition for the stability of the protocol. We discuss the necessary condition.
I. INTRODUCTION AND STABILITY RESULT A. A Spatial ALOHA
We consider a random spatial service system governed by an ALOHA-type algorithm. More precisely, time is slotted, during each time slot n a random number (, of users arrive in the system, and at each slot every user in the system requires service (transmission) with a certain probability (transmission probability) independently of all others. Usually a sequence {(n} is assumed to be i.i.d.
The ALOHA multi-access algorithm was first proposed by Abramson [1] . The slotted scheme was introduced by Roberts [15] . We consider the latter setting. In the conventional slotted ALOHA model, there is one server. If, at the beginning of a time slot n, a total number W, of users in the system is known, each of them asks for service (transmission) with probability w independently of the other users. If two or more users require transmissions simultaneously, then transmissions collide, the users stay in the system and try to transmit later. All service times are equal to 1, and the server is always free at the beginning of any time slot. It is easy to show that for this system the maximum throughput is equal to e-1. Further, the Markov chain {W,} is positive recurrent if Ej1 < e-1 and transient if Et1 > e-1.
When information on the numbers W, of users is unavailable, various decentralised adaptive algorithms have been introduced and studied. Algorithms of this type use information on what occurred in the previous time slot: either conflict or successful service or an empty session. More precisely, let Bn be the number of users trying to transmit at time n. In decentralised algorithms, there are only values of min{Bn, 2} available at time n + 1. For such a system, under independence and exponential moment assumptions for (,n Hajek [11] proved that Etn < e-1 -0.37 is necessary and sufficient for the existence of a stable algorithm. Mikhailov [14] generalised this result by weakening the exponential moment assumption to the requirement that only the second moment needs to exist, while Foss [9] generalised it further by dropping this as well as the independence assumption. We also refer to Ephremides and Hajek [6] for a survey which includes, in particular, results in this direction.
These analysis ignore the network's spatial diversity and, in particular, the fact that there may be only partial interaction between users, depending on the distance between them. A development of random access protocols for wireless networks has created a new need of theoretical results on the stability and performance of such protocols when spatial interaction between the sources is taken into account.
In this work, a new model is presented, which captures the main feature of wireless networks: the spatial reuse of a common communication channel. This feature brings a new conceptual difficulty into the analysis of the stability of random access protocols. Here we consider only spatial centralised schemes, the study of decentralised ones is a subject of our future research.
The remainder of this note is organised as follows. The end of this introduction is devoted to the description of the model and the statement of our main stability result. In Section II we prove that fluid limits of the workload in the system satisfy a differential equation. Section III is devoted to the proof of our main stability result. In Section IV we present a result on rates of convergence to the stable regime of the system. In Section V we conclude with an interesting and somewhat surprising result on behaviour of the solutions to the differential equation satisfied by fluid limits. such that (i,j) E l}, that is the set of vertices at a maximum distance of 1 from the point i in the graph. We will restrict ourselves here to the case when Vi, = V for all i = 1, ..., K.
We introduce the following service system with spatial (neighborhood) interactions associated with the graph 9. We assume that time is slotted, i.e., arrivals and services may occur only at times n = 1, 2,.... Suppose that there are service stations at each point of 5. The arrival process is denoted by A = (A(n)),GN, where A(n) C NK is the number of users arriving at time n at each vertex. We suppose that (A(n)) is an i.i.d. sequence. We also suppose that EAi(n) = A > 0 for every i = 1,..., K.
Let W(n) E R+ be the workload at time n in the system, that is, Wi(n) is the number of users at vertex i at time n. At time n, a user at vertex i requires service independently of the others with probability 1/ Z:jcv Wj (n). This user receives service if he is the only user requiring service in Vi at time n.
We suppose that all service times are equal to 1 and that any user leaves the system immediately upon service completion.
Let Ni(n) be the number of users requiring service at time n at vertex i. Ni (n) is a binomial random variable with parameters (Wir(n),, 1jw3)) and (Ni(n)),I < i < K are independent variables conditioned on W(n). W is clearly an irreducible Markov chain on NK.
To explicitly show the dependence of W(n) on the initial condition W(0) = x, we may sometimes write WX(n).
If xi > 0, the i-th component of drift vector is given by the following expression:
mechanism hints that the diagonal A = {x C RK: X, = x2... = XK} is attractive.
If the workload is on the diagonal: W(0) = ci where c C N*, we obtain:
Hence, as c tends to infinity, the drift vector converges to (A e 1-'/V)l.
So finally, we end up with the conjecture that if A < e V, the Markov chain W is ergodic. This conjecture is clearly true for the fully isolated graph and the complete graphs.
The reasons that led to this conjecture appear to be wrong (as will be seen in Section V, in general the diagonal is not attractive). However, the conjecture itself is true and we can formulate our main stability result that will be proved in Section III. 
We re-write the expression for the drift vector in the A General Properties following way:
In what follows, we endow RK with the L1-norm: 
In particular Gi is homogeneous of order 0, i.
Gi(x) for any c > 0.
C. Stability Result We first explain the intuition hidden behind th The access protocol favours an equilibrium of in the network: assume that the workload at no( larger than the workload in its neighbouring noc Oi (x) will be close to 1, whereas for all the nc j (x) will be close to 0. Thus the workload at will tend to get closer to the workload at node i.
x) To simplify the notation, for t C R+, we set W(t) 1 ' W(Ftl). (ii) Function z is Lipschitz with the constant K max{A, 1 } where A = i=1A K Proof of Lemma 1 (i) One can obtain the proof of this assertion by following the lines of the proof of [3] , Theorem 4.1 or [17] , Theorem 7.1. Formally, the proofs of the mentioned theorems are given for multi-class networks. However, as pointed out in [10] , the tightness of such families holds under weaker conditions (see [10] , Assumption 2.19).
(ii) Since Gi is bounded by 1:
where Vk is the total number of arrivals at time k. Sequence {Vk}kcN consists of i.i.d. random variables with EVk = KA.
By the law of large numbers, the result now follows if we let n -> oo. Corollary 1: The trajectories of fluid limits are self-similar. More precisely, for any fluid limit z and for any u > 0 such that P( z(u) > 0) > 0, the random process {z(t), t > 0} with conditional distribution P(z(t).) p ( zu+t) z(U) is also a fluid limit on the set z(u) > 0.
This result may be obtained by following the lines of the proof of Stolyar [17] , Lemma 6.1. However, the same remark as the one given in the proof of Lemma 1, (i) applies here.
Definition 2: We say that the fluid model is stable if there exists a deterministic time to and c > 0, such that for all fluid limits z satisfying z(O) = 1, z(t) < E for t > to a.s. [3] or Stolyar [17] which are given for multi-class networks.
By Lemma 2, Theorem 1 can be restated as:
Theorem 2: If A < e1/V, the fluid model is stable.
C. Fluid Limit Evolution Equation
In what follows we write foj(t) = Oi(z(t)) =`(t) Theorem 3: Take any fluid limit z. Assume for all i, ZjeV, zj(t) > 0. If t > 0, zi has a derivative at point t and a right derivative at 0 if t = 0. Moreover, for t > 0: -E/ j (t) zi (t) = A-oi(t)e jE Vi A -Gi(zi(t)). (1) For t = 0 this equation holds with the right derivative.
Under the assumptions of the Theorem, this differential equation admits a unique solution, thus all the converging subsequences of (Xf) converge toward the same deterministic -llimit. as n ->oc.
It remains to find the limit of the first term in equation (3 Let n > no, pick 0 < s < a and fix c < a, then for n large enough, Wix (k) < EcXn + Ai(0, k), Wjx(k) > ax1Xn_ k and: In this Section we first present the proof of our main stability result and then formulate its generalisation. Recall that here we deal with the symmetric case. We start with the proof of the stability. Due to Theorem 2 it is enough to prove that there exists a deterministic time to such that for all fluid limits z satisfying z(0) = 1, z(t) = 0 for t > to a.s. Yi(t) = A -Wi(t) er-cvi Oj (t)) ) = n V. (10) nd (10 .Ok (t) e-E i C Vk .oj (t) 
