Abstract-Superconducting magnets can exhibit training quenches during successive powering to reaching nominal performance. The slip-stick motion of the conductors is considered to be one of the mechanisms of training. In this paper, we present a simple quantitative model where the training is described as a discrete dynamical system matching the equilibrium between the energy margin of the superconducting cable and the frictional energy released during the conductor motion. The model can be explicitly solved in the linearized case, showing that the short sample limit is reached via a power law. Training phenomena have a large random component. A large set of data of the large hadron collider magnet tests is postprocessed according to previously defined methods to extract an average training curve for dipoles and quadrupoles. These curves show the asymptotic power law predicted by the model. The curves are then fit through the model, which has two free parameters. The model shows good agreement over a large range, but it fails to describe the very initial part of the training.
conductor motions on the order of micrometers can generate enough energy to drive the cable normal [3] - [5] . The motion is induced by the electromagnetic forces.
According to a phenomenological model based on frictional motion, one has slip-stick mechanism, i.e., during powering the coil's first slips against the support structure, releasing energy, and quenching the magnet, and then, it is kept (sticks) by friction in a new more stable position that can withstand higher electromagnetic forces. Hence, during successive powering, quench will occur at higher currents. The first aim of this paper is to translate this intuitive idea into a model to give a quantitative result about how the asymptotic performance is reached during training.
These kinds of phenomena have a large random component, i.e., training of a single magnet looks far from being a regular curve, particularly when it is fast (see Fig. 1 ). Some magnets can take a few quenches to reach nominal operating conditions, whereas others have no quench at all, both being built to the same design. A large statistical sample of identical magnets should allow deriving from experimental data the elements of an average behavior. This behavior is invisible on a single magnet, as it is swamped by the random part. Here, we single out an average training behavior from experimental data, where we take advantage of the large set relative to the large hadron collider (LHC) production, i.e., four homogeneous sets of about 400 magnets each, built by the same manufacturer [three lots of main dipoles (MB) and one of main quadrupoles (MQ)]. Postprocessing of the experimental data provides an average training for every lot and singles out regular patterns.
The second aim of this paper is the comparison between the training patterns found with the model and the average behavior extracted from the LHC data.
1051-8223/$26.00 © 2011 IEEE Fig. 2 . Data of the previous figure reordered by the current, i.e., this plot represents the training of a string of magnets. 
II. POSTPROCESSING OF THE TRAINING CURVES OF THE MAIN LHC MAGNETS
Training data are usually plotted magnet by magnet (see Fig. 1 ). In our case, the large number of magnets allows presenting the training performance with cumulated plots, as proposed in [6] . In this plot, the whole set of same-design magnets is put together, reordering the quenches according to the current (see Fig. 2 ). The curve represents the training of the whole set of magnets as if they were powered in series, assuming no interaction between magnets and no detraining. The number of quenches is finally divided by the number of magnets; this curve gives a probability of quenching at a given current level (see Fig. 3 ).
The set of data we use consists of four lots of about 400 magnets each. The production of the 1232 LHC dipoles (plus 46 spares) was shared between three firms; the magnets were built according to the same design, with components provided by the European Organization for Nuclear Research (CERN), and tooling specific to each firm. The 392 quadrupoles, being less numerous than the dipoles, were produced by the same firm. Each magnet was tested at CERN at the operational temperature of 1.9 K and trained up to a current value ranging from 12 to 12.8 kA, corresponding to 85%-95% of the maximal performance.
Postprocessing takes into account that not all magnets were trained up to the same current during the tests [7] , i.e., depending on the production rate, dipoles were required to reach 12, 12.25, or 12.85 kA [8] , and therefore, our sample contains less and less magnets when the current approaches the short sample limit [7] . In Fig. 4 , we have shown the average training of a typical magnet of each firm extracted through the whole set of training data. It is interesting to note that in this plot, the number of quench takes noninteger values, i.e., it becomes a probability of quenching. For instance, the quadrupoles and Firm1 dipoles take 0.5 quenches to reach 11.8 kA; this means that having N magnets, in average, they will reach 11.8 kA with N/2 quenches. Evidently, some of them will not quench, others will require one quench, and a few of them will require more than one, but the average is 0.5 quenches. This representation shows that the average training curve is extremely regular, as already observed in [6] . It is very tempting to fit this regular curve with a function [9] , [10] , but here, we aim at proposing a fit based on the physical description of the effect.
III. SIMPLIFIED MODEL OF THE SLIP-STICK MOTION

A. Frictional Energy
During powering of the magnet, electromagnetic forces push on the coil (see Fig. 5 ). When the friction between the coil and the collar does not withstand the increasing forces, the coil quickly slips making sounds (creaks, cracks, and groans [11] ); voltage spikes also occur. These spikes can be recorded [12] . Many observers have recorded the sounds and generally found a progressive increase in their amplitude and rate of incidence up to the point at which the magnet quenches [11] . We define E f as the energy released during a spike, i.e., a movement Δx of the coil. Following [13] , we observe that the coil pushes toward the collars because of the radial component of the forces, whereas the displacement at the pole Δx of the coil is related to the tangential component (see Fig. 5 ). Assuming a linear relation between force and displacement, Δx is proportional to force, i.e., to the square of the current. Released energy E f is proportional to Δx times the friction, and the friction is proportional to the radial force, i.e., to the square of the current. Therefore, E f is proportional to the fourth power of the current. The energy margin is the maximum energy that can be tolerated by the cable, still leading to a recovery. We assume that as long as the dissipated energy remains below the energy margin, there is no quench and that a quench occurs at I 1 as soon as the dissipated energy is larger than the margin. In the next powering, we assume that the frictional energy has been released up to the current I 1 of the previous quench, i.e.,
where α is a free parameter of the model. This agrees with the well-known experimental observation that spike activities appear only beyond the maximum current reached in the magnet at the previous quench [14] (Kaiser effect [15] , [16] ).
When the energy margin is equal to the new frictional energy, we will have the second quench at I 2 , and so on (see Fig. 6 ). This way, we have built a simple dynamical system that provides a model for the training. When powering from I n to I n+1 , the corresponding movement Δx is split in several small movements that take place everywhere in the magnet during the ramp. Each movement is not able to quench the magnet since the energy is lower than the margin; this gives rise to the spikes and sounds. It is assumed that there is at least one position in the magnet where the coil is totally blocked over the whole range [I n , I n+1 ] and where all the frictional energy is released at once at I n+1 , quenching the magnet.
B. Energy Margin
Energy margin E m is obtained by a numerical model taking into account the energy balance of the cable constituents [17] , i.e., the superconducting strands, the helium filling the interstices among them, and the polyimide electrical insulation. The longitudinal cable dimension is neglected, but particular care is paid to the definition of the transient heat transfer between strands and helium, representing the mechanism that confers stability. This heat transfer model takes into account the different helium phases, i.e., He-II below the lambda temperature, He-I until saturation, nucleate boiling preceding the film boiling formation, and finally a completely gaseous phase. Transient perturbation is modeled by a square heating waveform, uniform over the cross section. The considered heating time is 0.5 ms [18] . Because of the fast heat deposition time, the mechanism of the He-II heat transfer between the cable and the surrounding helium bath through the insulation channels does not have a significant impact on the cable stability and can therefore be neglected. The calculations refer to the most critical cable, i.e., the one located in the higher field region.
The energy margin curve obtained with the described model is reported in Fig. 6 . It is worth noting that the helium contribution to stability is larger at low currents, where smaller Joule heating and the larger temperature margin lead to a long time (on the order of 0.1 s) the system takes to decide whether to quench or not. Meanwhile, helium can behave as a good thermal sink, increasing its temperature and going through all the mentioned phases. For high-current levels, the decision time is on the order of the heating time. The helium temperature before the thermal runaway starts is below saturation; therefore, it does not even enter the boiling phases and its contribution to stability is rather limited. At the highest currents, helium does not even reach the lambda transition. Hence, the cable cannot take advantage of the corresponding peak of specific heat; this justifies the change of slope that can be observed in Fig. 6 .
C. Linear Model
When the current gets closer to the short sample limit, the energy margin is a linear decreasing function of I that vanishes at the short sample current I = I ss (see Fig. 7 ), which is defined as where β is a free parameter. Moreover, the frictional energy becomes linear because ΔI becomes small, i.e.,
and the whole model can be explicitly solved as
where
On the other hand, equivalently
The aforementioned expression simply means that the difference between the quench current and the short sample current tends to zero with a power law. The ratio α/β gives the speed of training. For instance, if α/β = 1, one gains half of the gap to the short sample current at each quench, i.e., if the first quench is at 80% of the short sample, one will have I 2 /I ss = 0.9, I 3 /I ss = 0.95, I 4 /I ss = 0.975, and so on (see Fig. 8 ).
If α/β = 3, the speed is slower, and one gains one quarter of the gap to the short sample at each quench, i.e., I 2 /I ss = 0.85, I 3 /I ss = 0.8875, and so on. In general, we gain 1/(1 + α/β) of the gap to the short sample current after every quench. This behavior implies that in a semilog scale, the training curves are linear with respect to the quench number n, i.e.,
IV. MODEL VERSUS MEASUREMENTS The linear approximation above provides a very simple tool to check our model versus experimental data; for a large number of quenches, training curves should be linear on this scale. The plot for one set of the LHC data is shown in Fig. 9 , showing that the asymptotic linear behavior is confirmed. The initial part of the training has a larger curvature, i.e., the training starts at lower current values and trains faster than the linear model. This is particularly evident for rare quenches in the initial part (quench probability smaller than 0.5, i.e., the first quench of the worst half of the magnets). Using the complete model for the energy margin and adding the nonlinearity to the frictional energy, according to (1), we push the training curve in the right direction with respect to the experimental data; the early training is better fitted but not enough (see Figs. 9-13 ). For instance, in Fig. 10 , the fit begins around 0.8 quenches per magnet instead of 1.6 quenches per magnet for the linear model. Therefore, the model accounts for a significant fraction of the training curve, but it fails in the initial part. One has to also point out that the model assumes that quenches are located in the higher field region; this is not always the case, since quenches can be distributed in different parts of the coil.
The model has two free parameters, i.e., the initial quench current I 1 and the speed α/β. While it does not seem to be justified from the physical point of view, it is tempting to consider modifying the model by freeing the exponent of the frictional energy. With this approach, one can indeed obtain a better fit, as shown in the Appendix. 
V. CONCLUSION
The large amount of magnets built for the LHC provides a unique opportunity to study training in superconducting magnets. In this paper, we have used a method to build cumulative training curves of a set of homogeneous magnets, extracting an average behavior. We then constructed a hypersimplified model based on the equilibrium between the energy margin and the energy dissipated by friction taking as a hypothesis slip-stick motion. An interesting feature of this model is that it gives an explicit expression for the training curves in their asymptotic regime, i.e., for a large number of quenches; the short sample current is approached via a power law in the number of quenches [see (6) ]. The model has two free parameters, i.e., the initial quench and the speed of training, which is related to the frictional energy and to the energy margin. Experimental data of four different sets of about 400 LHC magnets each (three sets of dipoles and one set of quadrupoles) confirm this power law. The initial part of the training does not fit with the model, the training being faster than expected.
APPENDIX
Here, we consider a model with a frictional energy having a free exponent p, i.e., The comparison to experimental data shows remarkable agreement with exponents ranging from 10 to 20 (see Figs. 14-17 ). Since we do not see any physical justification for these large exponents, we consider this feature more of a curiosity than a fact. Anyway, it is rather striking to see a threeparameter curve fitting the experimental data so precisely.
