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Two equivalence theorems of different kinds of optimal
control problems for Schro¨dinger equations
Yubiao Zhang∗
Abstract
This paper builds up two equivalence theorems for different kinds of optimal con-
trol problems of internally controlled Schro¨dinger equations. The first one concerns
with the equivalence of the minimal norm and the minimal time control problems.
(The minimal time control problems are also called the first type of optimal time
control problems.) The targets of the aforementioned two kinds of problems are
the origin of the state space. The second one deals with the equivalence of three
optimal control problems which are optimal target control problems, optimal norm
control problems and the second type of optimal time control problems. These two
theorems were estabilished for heat equations in [18] and [17] respectively.
Key words. optimal controls, minimal time, minimal norm, optimal distance, op-
timal time, optimal norm, Schro¨dinger equations
AMS Subject Classifications. 35Q93, 93C20
1 Introduction
We begin with introducing the minimal time and the minimal norm control problems.
Let Ω ⊆ Rn be a bounded domain with a C∞ boundary ∂Ω. Let ω ⊂ Ω be an open
and nonempty subset satisfying the geometric control condition provided in [1]. Write χω
∗School of Mathematics and Statistics, Wuhan University, Wuhan, 430072, China. Email:
yubiao
¯
zhang@whu.edu.cn
1
for the characteristic function of ω. Write L2(Ω) for the space L2(Ω;C). Consider the
following two Schro¨dinger equations:

∂ty + i∆y = χωu in Ω× R
+,
y = 0 on ∂Ω × R+,
y(0) = y0 in Ω
(1.1)
and 

∂ty + i∆y = χωv in Ω× (0, T ),
y = 0 on ∂Ω × (0, T ),
y(0) = y0 in Ω.
(1.2)
Here, y0 ∈ L
2(Ω), T > 0 and controls u(·) and v(·) are taken from L∞(R+;L2(Ω)) and
L∞((0, T );L2(Ω)) respectively. Denote by y(·; u) and y(·; v) the solutions to (1.1) and
(1.2) respectively. Throughout this paper, write 〈·, ·〉 and ‖ · ‖ for the usual inner product
and the norm in L2(Ω) respectively. We would like to mention that when ω satisfies the
geometric control condition, Schro¨dinger equations have the L∞−exact controllability in
any time interval by combining Theorem 4.4 in [3] and Proposition 2.1 in [5].
Given T > 0 and M > 0, we define two admissible control sets:
UM , {u ∈ L
∞(R+;L2(Ω)); ‖u(t)‖ ≤M a.e. t ∈ R+ and ∃s > 0 s.t. y(s; u) = 0};
VT , {v ∈ L
∞((0, T );L2(Ω)); y(T ; v) = 0}.
Since the Schro¨dinger equation has the L∞-exact controllability, the set VT is non-empty;
and meanwhile it follows from Theorem 3.1 in [13] that the set UM is non-empty. Now,
the minimal time and the minimal norm problems associated with M and T respectively
are as follows:
(TOCP )M : TM , inf{s; u ∈ UM and y(s; u) = 0};
(NOCP )T : MT , inf{‖v‖L∞((0,T );L2(Ω)); v ∈ VT}.
The above two problems have the same target {0} ∈ L2(Ω). The numbers TM andMT are
called accordingly the minimal time and the minimal norm to (TOCP )M and (NOCP )T .
A control u∗ ∈ UM is called an optimal control to (TOCP )M if y(TM ; u
∗) = 0, while a
control v∗ ∈ VT is called an optimal control to (NOCP )T if ‖v
∗‖L∞((0,T );L2(Ω)) =MT . For
the existence of the optimal controls to both (TOCP )M and (NOCP )T , see Theorem 3.3
in [13] and Lemma 2.1 in section 2.
Next, we will introduce other three different optimal control problems. Fix a T > 0.
Consider the following Schro¨dinger equation:

∂ty + i∆y = χωχ(τ,T )u in Ω× (0, T ),
y = 0 on ∂Ω × (0, T ),
y(0) = y0 in Ω,
(1.3)
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where y0 ∈ L
2(Ω), τ ∈ [0, T ), u ∈ L∞((0, T );L2(Ω)), and χ(τ,T ) is the characteristic
function of (τ, T ). Denote by y(·;χ(τ,T )u, y0) the solution to Equation (1.3). Let zd ∈
L2(Ω) verify
rT , ‖y(T ; 0, y0)− zd‖ > 0. (1.4)
Define the following target sets:
B(zd, r) , {z ∈ L
2(Ω); ‖z − zd‖ ≤ r}, r ≥ 0.
When M ≥ 0, τ ∈ [0, T ) and r > 0, we set up three admissible control sets:
UM,τ , {u ∈ L
∞((0, T );L2(Ω)); ‖u(t)‖ ≤M, a.e. t ∈ (τ, T )};
VM,r , {u; ∃τ ∈ [0, T ) s.t. u ∈ UM,τ and y(T ;χ(τ,T )u, y0) ∈ B(zd, r)};
Wτ,r , {u ∈ L
∞((0, T );L2(Ω)); y(T ;χ(τ,T )u, y0) ∈ B(zd, r)}.
Notice that the above sets may be empty. We will focus ourself on the cases where they
are not empty. These cases correspond to some parameters M , τ and r, and will be
discussed in Section 3. When u ∈ VM,r, we let
τM,r(u) , sup{τ ∈ [0, T ); y(T ;χ(τ,T )u, y0) ∈ B(zd, r)}.
Now, we define optimal target control problems, second type of optimal time control
problems and optimal norm control problems as follows:
(OP )M,τ : r(M, τ) , inf{‖y(T ;χ(τ,T )u, y0)− zd‖; u ∈ UM,τ}, when UM,τ 6= ∅;
(TP )M,r: τ(M, r) , sup{τM,r(u); u ∈ VM,r}, when VM,r 6= ∅;
(NP )τ,r: M(τ, r) , inf{‖χ(τ,T )u‖L∞((0,T );L2(Ω)); u ∈ Wτ,r}, when Wτ,r 6= ∅.
The values r(M, τ), τ(M, r) and M(τ, r) are called the optimal distance, the optimal
time and the optimal norm to (OP )M,τ , (TP )M,r and (NP )τ,r respectively. Furthermore, a
control u∗∈ UM,τ , satisfying ‖y(T ;χ(τ,T )u
∗, y0)−zd‖ = r(M, τ), is called an optimal control
to (OP )M,τ ; a control u∗∈ VM,r, satisfying y(T ;χ(τ(M,r),T )u
∗, y0) ∈ B(zd, r), is called an
optimal control to (TP )M,r; and a control u∗∈ Wτ,r, satisfying ‖χ(τ,T )u
∗‖L∞((0,T );L2(Ω)) =
M(τ, r), is called an optimal control to (NP )τ,r.
In the studies of the equivalence of these three optimal control problems, we need that
the optimal distance r(M, τ) is positive. To ensure it, we need impose that M ∈ [0,M τ ).
Here M τ is a function of τ defined by
M τ = inf{‖χ(τ,T )u‖L∞((0,T );L2(Ω)); u ∈ S
τ} for all τ ∈ [0, T ), (1.5)
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where
Sτ = {u ∈ L∞((0, T );L2(Ω)), y(T ;χ(τ,T )u, y0) = zd}.
By the L∞-exact controllability of Schro¨dinger equations, each Sτ , with τ ∈ [0, T ), is
non-empty.
The first main result of this paper is stated as follows.
Theorem 1.1. Let y0 6= 0, M > 0 and T > 0. The optimal control to (TOCP )M when
restricted in (0, TM) is an optimal control to (NOCP )TM ; while the optimal control to
(NOCP )T when extended by zero outside (0, T ) is an optimal control to (TOCP )MT .
Theorem 1.1 builds up an equivalence between the minimal time and the minimal
norm control problems. Such an equivalence for heat equations has been established
in [18]. From [18], it is sufficient to hold the equivalence when one has (i) the L∞-
null controllability in any small interval and with the control bounded by C(T,Ω, ω)‖y0‖
(where C(T,Ω, ω) is a positive constant depending only on T , Ω and ω); (ii) the existence
of optimal controls to minimal time and norm control problems; and (iii) the bang-
bang property of the minimal time control problems. Fortunately, these conditions hold
for Schro¨dinger equations. In fact, the condition (i) follows from Theorem 4.4 in [3]
and Proposition 2.1 in [5] ; the condition (ii) follows from (i), Theorem 3.3 in [13] and
Lemma 2.1 in section 2; and (iii) follows from Proposition 4.4 in [5]. Thus we can prove
Theorem 1.1 by a very similar way as that in the proof of Theorem 1.1 in [18].
The second main result of this paper is as follows:
Theorem 1.2. If r ∈ (0, rT ) where rT is given by (1.4), and (τ,M) ∈ [0, T ) × (0,M
τ )
where M τ is given by (1.5), then
(i) the problems (OP )M,τ , (TP )M,r(M,τ) and (NP )τ,r(M,τ) have the same optimal control;
(ii) the problems (NP )τ,r, (OP )M(τ,r),τ and (TP )M(τ,r),r have the same optimal control.
If M > 0 and r ∈ [r(M, 0), rT ) ∩ (0, rT ), then it holds that
(iii) the problems (TP )M,r, (NP )τ(M,r),r and (OP )M,τ(M,r) have the same optimal control.
Theorem 1.2 establishes an equivalence among three optimal control problems (OP )M,τ ,
(TP )M,r and (NP )τ,r. A similar equivalence for heat equations has been built up in [17].
From [17], we see that the condition that the optimal distance is positive plays a key
role to derive the equivalence. To guarantee this condition, the authors in [17] imposed
the assumption that the target zd is not in the attainable set of the controlled system.
This assumption is natural for heat equations since the heat flow has the smooth effective
property. However, one cannot impose this assumption on Schro¨dinger equations since
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Schro¨dinger equations have the L∞-exact controllability. We pass this barrier by some
properties of the function M τ , τ ∈ [0, T ) (see subsection 3.2).
About works on the exact controllability for Schro¨dinger equations, we would like
quote the papers [3, 4, 9, 10, 14, 20] and the references therein. For time optimal control
problems, it deserves to mention the papers [2, 5, 6, 7, 8, 11, 12, 13, 15, 16, 19] and the
reference therein.
The rest of the paper is organized as follows: Section 2 presents the proof of Theorem
1.1 and some properties of the function M τ . Section 3 provides some properties of three
optimal control problems (OP )M,τ , (TP )M,r and (NP )τ,r and proves Theorem 1.2.
2 Equivalence of (TOCP )M and (NOCP )T
First of all, it follows from Theorem 3.3 in [13] that the problem (TOCP )M , with
M > 0, has optimal controls. And according to Proposition 4.4 in [5], we know (TOCP )M
holds bang-bang property and has the unique optimal control. The existence of optimal
controls to (NOCP )T is stated as follows:
Lemma 2.1. Let T > 0. Then the problem (NOCP )T has optimal controls.
Proof. According to the definition of MT , there is a sequence {un} ⊂ VT such that
y(T ; un) = 0 and ‖un‖L∞(R+;L2(Ω)) → MT .
Since {un} is bounded, we can find a subsequence {unk} ⊂ {un} and u˜ ∈ L
∞(R+;L2(Ω))
such that
unk → u˜ weakly star in L
∞(R+;L2(Ω)).
This implies that
‖u˜‖L∞(R+;L2(Ω)) ≤ lim inf
k→∞
‖unk‖L∞(R+;L2(Ω)) = MT
and
y(T ; unk)→ y(T ; u˜) weakly star in L
2(Ω).
Hence y(T ; u˜) = 0. From the above, we know u˜ is an optimal control to (NOCP )T .
For simplicity, we write the maps M → TM and T →MT as TM and MT respectively.
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Lemma 2.2. Let y0 6= 0. Then the map TM : R
+ −→ R+ is strictly monotonically
decreasing and continuous. Besides, it holds that lim
M→0+
TM = ∞ and lim
M→∞
TM = 0.
Furthermore, it stands that
T = TMT for each T ∈ R
+, (2.1)
M = MTM for each M ∈ R
+. (2.2)
Consequently, the inverse of the map TM is the map MT .
Proof. We organize the proof by several steps.
Step 1. The map TM is strictly monotonically decreasing.
Let 0 < M1 < M2. We claim that TM1 > TM2 . Otherwise, we could have that
TM1 ≤ TM2. Thus, when u1 is the optimal control to (TOCP )M1, the control u˜ , χ(0,TM1 )u1
is an optimal control to (TOCP )M2. Hence, it holds that
y(TM2; u˜) = y(TM1; u˜) = 0 and ‖u˜‖L∞(R+;L2(Ω)) ≤M1 < M2.
By the bang-bang property of (TOCP )M2 (see Proposition 4.4 in [5]), it follows that
‖u˜‖L∞(R+;L2(Ω)) =M2, which leads to a contradiction.
Step 2. The map TM is right-continuous.
Let M1 > M2 > · · · > Mn > · · · > M > 0 and lim
n→∞
Mn = M . It suffices to show
lim
n→∞
TMn = TM . If it did not hold, then by the strictly decreasing monotonicity of the
map TM , we would have that lim
n→∞
TMn = TM − δ for some δ > 0. Clearly, the optimal
control un to (TOCP )Mn satisfies that y(TMn; un) = 0 and ‖un‖L∞(R+;L2(Ω)) ≤ Mn ≤ M1
for n ∈ N+. Thus, there exist a subsequence {unk} ⊂ {un} and u˜ ∈ L
∞(R+;L2(Ω)) such
that
χ(0,TMnk )
unk → u˜ weakly star in L
∞(R+;L2(Ω)).
Then we have
y(TM − δ;χ(0,TMnk )
unk)→ y(TM − δ; u˜) weakly in L
2(Ω)
and
‖u˜‖L∞(R+;L2(Ω)) ≤ lim inf
k→∞
‖unk‖L∞(R+;L2(Ω)) =M.
So ‖y(TM − δ; u˜)‖ ≤ lim inf
k→∞
‖y(TM − δ;χ(0,TMnk )
unk)‖ = 0. This contradicts with the
optimality of TM .
Step 3. The map TM is left-continuous.
6
Let 0 < M1 < M2 < · · · < Mn < · · · < M and lim
n→∞
Mn = M . We claim that
lim
n→∞
TMn = TM . Otherwise, by the strictly monotonicity of the map TM , we would have
that lim
n→∞
TMn = TM + δ for some δ > 0. Then it holds that
TMn > TM + δ, n = 1, 2, · · · . (2.3)
Denote by u∗(·) and y∗(·) the optimal control and optimal state to (TOCP )M respectively.
For each n ∈ N+, we define
wn(t) =
Mn
M
χ(0,TM )(t)u
∗(t), t ∈ [0, T ] and zn(t) =
Mn
M
y∗(t), t ∈ R+.
It is clear that 

∂tzn + i∆zn = χωwn in Ω× R
+,
zn = 0 on ∂Ω× R
+,
zn(0) =
Mn
M
y0, zn(TM) = 0 in Ω
and
‖wn‖L∞(R+;L2(Ω)) ≤Mn for n ∈ N
+.
Consider the following equation:


∂tpn + i∆pn = χωχ(TM ,TM+δ)w
′
n in Ω× R
+,
pn = 0 on ∂Ω × R
+,
pn(0) = (1−
Mn
M
)y0 in Ω.
By the L∞−exact controllability for Schro¨dinger equations, there exists a positive constant
C(TM , δ) such that for each n, there is a control w
′′
n satisfying
‖w′′n‖L∞(R+;L2(Ω)) ≤ C(TM , δ)(1−
Mn
M
)‖y0‖
and
pn(TM + δ) = 0.
Then we can find an n0 ∈ N
+ such that
C(TM , δ)(1−
Mn
M
)‖y0‖ ≤Mn, when n ≥ n0.
Set
u˜n0 = χ(0,TM )wn0 + χ(TM ,TM+δ)w
′′
n0
over R+.
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Clearly,
‖u˜n0‖L∞(R+;L2(Ω)) ≤Mn0
and
y(·; u˜n0) = zn0(·;wn0) + pn0(·;w
′′
n0
) and y(TM + δ; u˜n0) = 0.
Hence, u˜n0 ∈ UMn0 and TMn0 ≤ TM + δ. These contradict to (2.3).
Step 4. It holds that lim
M→0+
TM =∞.
If this didn’t stand, then, according to the monotonicity of the map TM , we would
have that when M > 0, TM < T0 for some positive number T0 > 0. Let {Mn} ⊂ R
+ be a
sequence satisfying lim
n→∞
Mn = 0. Write un for an optimal control to (TOCP )Mn. Then
we have
‖un‖L∞(R+;L2(Ω)) ≤Mn < M0 for some M0 > 0 and all n ∈ N
+.
From these, there exist a subsequence {unk} ⊂ {un} and u˜ ∈ L
∞(R+;L2(Ω)) such that
χ(0,TMnk )
unk → u˜ weakly star in L
∞(R+;L2(Ω)). (2.4)
So it follows that
‖u˜‖L∞(R+;L2(Ω)) ≤ lim inf
k→∞
‖unk‖L∞(R+;L2(Ω)) ≤ lim inf
k→∞
Mnk = 0.
This implies that u˜ = 0. On the other hand, by (2.4) and the fact that TM < T0, we get
y(T0;χ(0,TMnk )
unk)→ y(T0; u˜) weakly in L
2(Ω).
So ‖y(T0; u˜)‖ ≤ lim inf
k→∞
‖y(T0;χ(0,TMnk )
unk)‖. This, along with the fact that y(TMnk ; unk) =
0, indicates that y(T0; u˜) = 0, namely, y(T0; 0) = 0, which contradicts to the assumption
that y0 6= 0.
Step 5. lim
M→∞
TM = 0.
If it didn’t hold, then by the monotonicity of the map TM , we could have that
lim
M→∞
TM > 2T0 for some T0 > 0. This, together with the monotonicity of TM , yields
that TM > T0 when M > 0. According to the L
∞-exact controllability for Scho¨dinger
equations, there exist a constant C(T0) and a control uˆ with ‖uˆ‖L∞(R+;L2(Ω)) ≤ C(T0)‖y0‖
such that y(T0; uˆ) = 0. Thus, by the definition of the minimal time TM , we have that
TM ≤ T0 when M > C(T0)‖y0‖. This contradicts to the assumption that lim
M→∞
TM > 2T0.
Step 6. TMT = T for T ∈ R
+.
Let T > 0 and v1 be an optimal control to (NOCP )T (see Lemma 2.1). Then we have
y(T ; v1) = 0 and ‖v1‖L∞((0,T );L2(Ω)) = MT .
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We extend v1 over R
+ by setting it to be zero over (T,∞), and denote this extension by
v˜1. It is clear that v˜1 ∈ UMT . Then according to the definition of the optimal time TMT
to (TOCP )MT , it holds that TMT ≤ T . We claim that TMT = T . Seeking for a contradic-
tion, we could assume that TMT < T . Then by the strictly deceasing monotonicity and
continuity of the map TM , there would be a positive number M1 with 0 < M1 < MT such
that TM1 = T . We denote by u2 the optimal control to (TOCP )M1. Then it holds that
y(T ; u2) = 0 and ‖u2‖L∞(R+;L2(Ω)) ≤M1.
Clearly u2|(0,T ) ∈ VT and M1 < MT . These contradict with the optimality of MT to
(NOCP )T .
Step 7. MTM = M when M ∈ R
+.
Let 0 < M < ∞. Using the fact TMT = T for every T > 0 in step 6 and setting
T = TM , we have TMTM = TM since TM > 0. Then by the strictly monotonicity of the
map TM , it must hold that MTM =M .
Now, we prove Theorem 1.1.
Proof of Theorem 1.1. Let M > 0 and u1 be an optimal control to (TOCP )M . Then it
holds that
y(TM ; u1) = 0 and ‖u1‖L∞(R+;L2(Ω)) ≤M. (2.5)
So u1|(0,TM ) ∈ VTM . By (2.5) and the fact that M = MTM
(
see (2.2)
)
, we have
y(TM ; u1|(0,TM )) = 0 and
∥∥u1|(0,TM )∥∥L∞((0,TM );L2(Ω)) ≤M =MTM .
Then the control u1|(0,TM ) is an optimal control to (NOCP )TM .
Let T > 0 and v2 be an optimal control to (NOCP )T . Then one can deduce that
y(T ; v2) = 0 and ‖v2‖L∞((0,T );L2(Ω)) = MT . (2.6)
Extend v2 over R
+ by setting it to be zero outside (0, T ) and denote this extension by v˜2.
Then we have v˜2 ∈ UMT . By (2.6) and the fact that TMT = T
(
see (2.1)
)
, we obtain that
y(TMT ; v˜2) = y(T ; v˜2) = 0 and ‖v˜2‖L∞(R+;L2(Ω)) = MT .
Thus, the control v˜2 is an optimal control to (TOCP )MT .
3 Equivalence of three optimal control problems
In this section, we fix T > 0 and simply write ‖ · ‖∞ for the norm of L
∞((0, T );L2(Ω)).
9
3.1 Properties of the function τ →M τ , τ ∈ [0, T )
Recall that the function M τ is defined by (1.5). Then for each τ ∈ [0, T ), M τ gives the
following optimal norm control problem (NP )τ,0:
M τ = inf{‖χ(τ,T )u‖L∞((0,T );L2(Ω)); u ∈ L
∞((0, T );L2(Ω)), y(T ;χ(τ,T )u, y0) = zd},
where y(·;χ(τ,T )u, y0) satisfies Equation (1.3) with initial data y0.
Set zd′ = zd− y(T ; 0, y0). Since rT = ‖y(T ; 0, y0)− zd‖ > 0, it holds that zd′ 6= 0. Clearly,
the problem (NP )τ,0 is equivalent to the following problem:
M τ1 , inf{‖χ(τ,T )u‖L∞((0,T );L2(Ω)); u ∈ L
∞((0, T );L2(Ω)), y(T ;χ(τ,T )u, 0) = zd′},
where y(·;χ(τ,T )u, 0) satisfies Equation (1.3) where y0 = 0. One can easily check that
M τ1 =M
τ . We define
z¯(t) = y(T − t;χ(0,T−τ)u(T − t), 0) and v¯(t) = −u¯(T − t), t ∈ [0, T ].
It is clear that 

∂tz + i∆z = χωχ(0,T−τ)v in Ω× (0, T ),
z = 0 on ∂Ω× (0, T ),
z(0) = zd′ , z(T − τ) = 0 in Ω.
(3.1)
Then, the problem (NP )τ,0 equals to the problem:
M τ2 , inf{‖v‖L∞((0,T−τ);L2(Ω)); v ∈ L
∞((0, T );L2(Ω)), z(T ;χ(0,T−τ)v, zd′) = 0},
where z(t;χ(0,T−τ)v, zd′) verifies Equation (3.1). In summary, we conclude that the func-
tions M τ and M τ2 are the same.
Lemma 3.1. Let τ ∈ [0, T ). The map τ −→M τ is strictly monotonically increasing and
continuous from [0, T ) to [M0,∞). Moreover, it holds that lim
τ→T−
M τ =∞.
Proof. First of all, we have
M τ = M τ2 , τ ∈ [0, T ).
One can easily check that
M τ2 = MT−τ , τ ∈ [0, T ).
Thus, the map τ → M τ , τ ∈ [0, T ) is the same as the map τ → MT−τ , τ ∈ [0, T ) . This,
along with lemma 2.2, gives the desired properties of the map M τ .
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3.2 Equivalence between the optimal and norm target problems
We begin with studying the properties of the optimal target problem (OP )M,τ .
Lemma 3.2. Let M τ be defined by (1.5). Suppose that (τ,M) ∈ [0, T )× [0,M τ ). Then,
(i) (OP )M,τ has optimal controls; (ii) r(M, τ) > 0; (iii) u∗ is an optimal control to
(OP )M,τ if and only if u∗ ∈ UM,τ satisfies the maximal condition
Re
∫ T
0
〈χ(τ,T )(t)χωϕ
∗(t), u∗(t)〉dt = max
v(·)∈UM,τ
Re
∫ T
0
〈χ(τ,T )(t)χωϕ
∗(t), v(t)〉dt, (3.2)
where ϕ∗ is the solution to the adjoint equation


∂tϕ
∗ − i∆ϕ∗ = 0 in Ω× (0, T ),
ϕ∗ = 0 on ∂Ω× (0, T ),
ϕ∗(T ) = −(y∗(T )− zd) in Ω
(3.3)
and y∗ solves Equation (1.3)


∂ty
∗ + i∆y∗ = χωχ(τ,T )u
∗ in Ω× (0, T ),
y∗ = 0 on ∂Ω × (0, T ),
y∗(0) = y0 in Ω.
(3.4)
Proof. (i) According to the definition of r(M, τ), we have
r(M, τ) = inf
u∈UM,τ
‖y(T ;χ(τ,T )u, y0)− zd‖.
Then there is a sequence {un} ⊂ UM,τ such that
‖y(T ;χ(τ,T )un, y0)− zd‖ → r(M, τ) as n→∞. (3.5)
On the other hand, it holds that ‖χ(τ,T )un‖∞ ≤ M . So there exist a subsequence {unk} ⊂
{un} and u˜ ∈ L
∞((0, T );L2(Ω)) such that
χ(τ,T )unk → u˜ weakly star in L
∞((0, T );L2(Ω)) (3.6)
and
‖u˜‖∞ ≤ lim inf
k→∞
‖χ(τ,T )unk‖∞ ≤M.
Thus, it holds that u˜ ∈ UM,τ . By (3.6), we can deduce that
y(T ;χ(τ,T )unk , y0))→ y(T ;χ(τ,T )u˜, y0)) weakly in L
2(Ω).
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This, together with (3.5) and the definition of r(M, τ), indicates that
r(M, τ) ≤ ‖y(T ;χ(τ,T )u˜, y0))− zd‖ ≤ lim inf
k→∞
‖y(T ;χ(τ,T )unk , y0))− zd‖ = r(M, τ).
From this and the fact that u˜ ∈ UM,τ , it follows that u˜ is an optimal control to (OP )
M,τ .
(ii) According to (i), there is a control u ∈ L∞((0, T );L2(Ω)) such that
‖y(T ;χ(τ,T )u, y0)− zd‖ = r(M, τ) and ‖χ(τ,T )u‖∞ ≤M.
If r(M, τ) = 0, then by the definition of M τ , we can obtain that ‖χ(τ,T )u‖∞ ≥M
τ . So it
contradicts to the assumption that M ∈ [0,M τ ).
(iii) For every u˜, u ∈ UM,τ and ε > 0, set uε = (1 − ε)u˜ + εu. Write y˜(t) =
y(t;χ(τ,T )u˜, y0), y(t) = y(t;χ(τ,T )u, y0) and yε(t) = y(t;χ(τ,T )uε, y0), respectively. It is
clear that
‖yε(T )− zd‖
2 − ‖y˜(T )− zd‖
2
= ε2
∥∥∥∥
∫ T
0
e−i∆(T−t)χ(τ,T )χω(u− u˜)dt
∥∥∥∥
2
+2ε
(
Re
∫ T
0
〈e−i∆(T−t)χ(τ,T )χω(u− u˜), y˜(T )− zd〉dt
)
= ε2
∥∥∥∥
∫ T
0
e−i∆(T−t)χ(τ,T )χω(u− u˜)dt
∥∥∥∥
2
+2ε
(
Re
∫ T
0
〈(u˜− u), χ(τ,T )χωe
i∆(T−t)(−(y˜(T )− zd))〉dt
)
. (3.7)
Let u∗ be an optimal control to (OP )M,τ . Taking u˜ = u∗ in (3.7), we obtain that
Re
∫ T
0
〈(u∗ − u), χ(τ,T )χωe
i∆(T−t)(−(y∗(T )− zd))〉dt ≥ 0 for all u ∈ UM,τ .
This implies that
Re
∫ T
0
〈χ(τ,T )(t)χωϕ
∗(t), u∗(t)〉dt = max
v(·)∈UM,τ
Re
∫ T
0
〈χ(τ,T )(t)χωϕ
∗(t), v(t)〉dt,
where ϕ∗ and y∗ satisfy the equations (3.3) and (3.4) respectively.
Conversely, for every u ∈ UM,τ and ε > 0, we suppose that u˜ ∈ UM,τ satisfies (3.2). Set
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uε = (1− ε)u˜+ εu. Then by (3.7) and (3.2), one can easily obtain that
‖yε(T )− zd‖
2 − ‖y˜(T )− zd‖
2
= ε2
∥∥∥∥
∫ T
0
e−i∆(T−t)χ(τ,T )χω(u− u˜)dt
∥∥∥∥
2
+2ε
(
Re
∫ T
0
〈(u˜− u), χ(τ,T )χωe
i∆(T−t)(−(y˜(T )− zd))〉dt
)
≥ 0.
Taking ε = 1 in the above, we get
‖y(T )− zd‖
2 − ‖y˜(T )− zd‖
2 ≥ 0 for every u ∈ UM,τ .
This shows that u˜ is an optimal control to (OP )M,τ .
Remark 3.3. (a) The conclusion (i) in Lemma 3.2 holds for all M ≥ 0, in particular,
for the case where M ≥ M τ ;
(b) When we get rid of the assumption that M < M τ , a control u ∈ UM,τ satisfying the
maximal condition (3.2) must be an optimal control to (OP )M,τ . This can be deduced from
(3.7). In other words, the result (iii) in Lemma 3.2 still stands without the assumption
that M < M τ . This can be observed from the proof of (iii). However, to have the
conclusion (ii) in Lemma 3.2, we necessarily need the assumption that 0 ≤M < M τ .
Lemma 3.4. Let (τ,M) ∈ [0, T )× [0,M τ ). Then it holds that
(i) u∗ is an optimal control to (OP )M,τ if and only if u∗ ∈ L∞((0, T );L2(Ω)) satisfies
u∗(t) =M
χωϕ
∗(t)
‖χωϕ∗(t)‖
for a.e. t ∈ (τ, T ), (3.8)
where ϕ∗ and y∗ satisfies Equation (3.3) and Equation (3.4) respectively;
(ii) (OP )M,τ has the bang − bang property, i.e., every optimal control u∗ holds that
‖u∗(t)‖ = M for a.e. t ∈ (τ, T );
(iii) (OP )M,τ has the unique optimal control, in the sense of that every two optimal
controls u1 and u2 to (OP )
M,τ hold that u1(t) = u2(t) for a.e. t ∈ (τ, T ).
Proof. (i) One can easily check that (3.2) is equivalent to
Re〈χωϕ
∗(t), u∗(t)〉 = max
v∈L2(Ω),‖v‖≤M
Re〈χωϕ
∗(t), v〉 for a.e. t ∈ (τ, T ). (3.9)
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For each v ∈ L2(Ω) with ‖v‖ ≤ M , we set v1 = v · sgn(〈χωϕ
∗(t), v〉). Clearly, ‖v1‖ ≤ M .
We replace v by v1 in (3.9) to get
Re〈χωϕ
∗(t), u∗(t)〉 = max
v∈L2(Ω),‖v‖≤M
|〈χωϕ
∗(t), v〉| for a.e. t ∈ (τ, T ).
By the above identity and the fact that ‖u∗(t)‖ ≤ M for a.e. t ∈ (τ, T ), we can find that
Im〈χωϕ
∗(t), u∗(t)〉 = 0 and
〈χωϕ
∗(t), u∗(t)〉 = max
v∈L2(Ω),‖v‖≤M
|〈χωϕ
∗(t), v〉| for a.e. t ∈ (τ, T ). (3.10)
On the other hand, because ϕ∗(T ) = −(y∗(T )− zd) 6= 0 (see (ii) in Lemma 3.2) and the
unique continuation of Scho¨dinger equations (see Lemma 4.1 and Lemma 4.3 in [5]), we
get
χωϕ
∗(t) 6= 0 for a.e. t ∈ (τ, T ).
From this and (3.10), one can easily deduce that
u∗(t) =M
χωϕ
∗(t)
‖χωϕ∗(t)‖
for a.e. t ∈ (τ, T ).
(ii) follows from (i) at once.
(iii) Let u1 and u2 be two optimal controls to (OP )
M,τ . Clearly, the control u1+u2
2
is
also an optimal control to this problem. From the bang-bang property of (OP )M,τ , we
have
‖u1(t)‖ = ‖u2(t)‖ =
∥∥∥∥u1(t) + u2(t)2
∥∥∥∥ =M for a.e. t ∈ (τ, T ). (3.11)
According to the parallelogram law and (3.11), it holds that
∥∥∥∥u1(t)− u2(t)2
∥∥∥∥
2
=
1
2
(‖u1(t)‖
2 + ‖u2(t)‖
2)−
∥∥∥∥u1(t) + u2(t)2
∥∥∥∥
2
≤
1
2
(M2 +M2)−M2 = 0 for a.e. t ∈ (τ, T ).
So we have u1(t) = u2(t) for a.e. t ∈ (τ, T ). This completes the proof.
Next, we study the existence of optimal control to the problem (NP )τ,r.
Lemma 3.5. Let τ ∈ [0, T ) and r ∈ [0,∞). Then the optimal norm problem (NP )τ,r has
optimal controls and it holds that M(τ, r) ≤M τ . Moreover, M(τ, r) > 0 when r < rT .
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Proof. We first notice the non-emptiness of the admissible control setWτ,r, since the L
∞-
null controllability for Scho¨dinger equations holds under the assumption that ω satisfies
the geometric control condition.
Next, according to the definition of M(τ, r) to (NP )τ,r, we have
M(τ, r) = inf
u∈Wτ,r
{‖χ(τ,T )u‖∞; y(T ;χ(τ,T )u, y0) ∈ B(zd, r)}.
From this, there is a sequence {un} ⊂ Wτ,r such that
‖y(T ;χ(τ,T )un, y0)− zd‖ ≤ r and lim
n→∞
‖χ(τ,T )un‖∞ = M(τ, r). (3.12)
Then there exist a subsequence {unk} ⊂ {un} and u˜ ∈ L
∞((0, T );L2(Ω)) such that
χ(τ,T )unk −→ u˜ weakly star in L
∞((0, T );L2(Ω)) (3.13)
and
‖u˜‖∞ ≤ lim inf
k→∞
‖χ(τ,T )unk‖∞ ≤M(τ, r). (3.14)
By (3.13), we have
y(T ;χ(τ,T )unk , y0)→ y(T ;χ(τ,T )u˜, y0) weakly in L
2(Ω).
From this and (3.12), we have
‖y(T ;χ(τ,T )u˜, y0)− zd‖ ≤ lim inf
k→∞
‖y(T ;χ(τ,T )unk , y0)− zd‖ ≤ r.
This, together with (3.14), indicates that u˜ is an optimal control to (NP )τ,r.
Furthermore, by the definition ofM τ and the existence of optimal controls to (NP )τ,0,
there is a control uˆ ∈ L∞((0, T );L2(Ω)) such that
y(T ;χ(τ,T )uˆ, y0) = zd and ‖χ(τ,T )uˆ‖∞ = M
τ . (3.15)
From the first equality above, we know that uˆ ∈ Wτ,r. This, along with (3.15) and the
optimality of M(τ, r), implies that M(τ, r) ≤M τ .
Finally, we are going to show that M(τ, r) > 0 when r < rT . Seeking for a contra-
diction, we could suppose that M(τ, r) = 0 for some r < rT . Then the optimal control
uτ to (NP )
τ,r would satisfy that uτ = 0 and ‖y(T ;χ(τ,T )uτ , y0)− zd‖ ≤ r. Thus, it holds
that ‖y(T ;χ(τ,T )uτ , y0) − zd‖ = ‖y(T ; 0, y0) − zd‖ = rT > r (see (1.4)), which leads to a
contradiction.
Remark 3.6. In fact, when r > 0, the conclusion that M(τ, r) ≤M τ in Lemma 3.5 can
be improved to that M(τ, r) < M τ . This will be proved in Lemma 3.7 and will be used
later.
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Lemma 3.7. Let τ ∈ [0, T ). The map r(·, τ) : [0,M τ ) −→ (0, rT ] is strictly monotonically
decreasing and Lipschitz continuous and verifies that r(0, τ) = rT and lim
M→Mτ
r(M, τ) = 0.
Then M(τ, r) < M τ when r > 0. Besides, it holds that
r = r(M(τ, r), τ) when r ∈ (0, rT ] (3.16)
and
M =M(τ, r(M, τ)) when M ∈ [0,M τ ). (3.17)
Consequently, the inverse of the map r(·, τ) is the map M(τ, ·).
Proof. We carry out the proof by several steps.
Step 1. The map r(·, τ) is strictly monotonically decreasing.
Let 0 ≤ M1 < M2 < M
τ . We claim that r(M1, τ) > r(M2, τ). Otherwise, we would
have that r(M1, τ) ≤ r(M2, τ). Then by the Lemma 3.2, there is an optimal control
u∗ ∈ UM1,τ to (OP )
M1,τ such that
‖y(T ;χ(τ,T )u
∗, y0)− zd‖ = r(M1, τ) ≤ r(M2, τ) and ‖χ(τ,T )u
∗‖∞ ≤M1 < M2.
So u∗ is also an optimal control to (OP )M2,τ . On the other hand, by the bang-bang
property of (OP )M2,τ (see (ii) in Lemma 3.4), it holds that ‖χ(τ,T )u
∗(t)‖ = M2 for a.e.
t ∈ (τ, T ). This contradicts to the facts that u∗ ∈ UM1,τ and M2 > M1.
Step 2. The map r(·, τ) is Lipschitz continuous.
Let 0 ≤ M1 < M2 < M
τ . Let uˆ ∈ UM2,τ be the optimal control to (OP )
M2,τ . Then we
have
r(M2, τ) =
∥∥∥∥e−i∆Ty0 +
∫ T
τ
e−i∆(T−t)χωuˆdt− zd
∥∥∥∥
≥
∥∥∥∥e−i∆Ty0 +
∫ T
τ
e−i∆(T−t)χω
M1
M2
uˆdt− zd
∥∥∥∥− M2 −M1M2
∥∥∥∥
∫ T
τ
e−i∆(T−t)χωuˆdt
∥∥∥∥ .
It follows from the fact that M1
M2
uˆ ∈ UM1,τ and the optimality of r(M1, τ) that
∥∥∥∥e−i∆Ty0 +
∫ T
τ
e−i∆(T−t)χω
M1
M2
uˆdt− zd
∥∥∥∥ ≥ r(M1, τ).
It is clear that ∥∥∥∥
∫ T
τ
e−i∆(T−t)χωuˆdt
∥∥∥∥ ≤M2(T − τ).
Combining the above three estimates, we obtain that
r(M2, τ) > r(M1, τ)− (M2 −M1)(T − τ).
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This, together with the fact that r(M2, τ) < r(M1, τ) (see Step 1), indicates that
|r(M1, τ)− r(M2, τ)| ≤ (T − τ)|M1 −M2|.
Step 3. r(0, τ) = rT and lim
M→Mτ
r(M, τ) = 0.
First, according to the definition of rT (see (1.4)), it is obvious that r(0, τ) = rT .
Next, let 0 ≤ M < M τ . By using the definition of M τ and Lemma 3.5, we see that
there is a control u¯ ∈ L∞((0, T );L2(Ω)) such that
y(T ;χ(τ,T )u¯, y0) = zd and ‖χ(τ,T )u¯‖∞ = M
τ .
Since M
Mτ
u¯ ∈ UM,τ , by the definition of r(M, τ), we get
r(M, τ) ≤ ‖y(T ;χ(τ,T )
M
M τ
u¯, y0)− zd‖
≤
∥∥∥∥
(
e−i∆Ty0 +
∫ T
τ
e−i∆(T−t)χω
M
M τ
u¯dt
)
−
(
e−i∆Ty0 +
∫ T
τ
e−i∆(T−t)χωu¯dt
)∥∥∥∥
≤
|M −M τ |
M τ
(M τ |T − τ |) ≤ |T − τ ||M −M τ |.
So it holds that lim
M→Mτ
r(M, τ) = 0.
Step 4. It holds that M(τ, r) < M τ when r > 0.
Let r > 0 and r0 , min(r, rT ). According to the strictly monotonicity and continuity
of the map r(·, τ) and the fact that r0 ∈ (0, rT ], we can find a number M0 ∈ [0,M
τ ) and
an optimal control u0 ∈ UM0,τ to (OP )
M0,τ such that r0 = r(M0, τ) and
‖y(T ;χ(τ,T )u
0, y0)− zd‖ = r(M0, τ) = r
0 ≤ r. (3.18)
From the above, we see that the control u0 ∈ Wτ,r
⋂
UM0,τ . This, along with the optimality
of M(τ, r), yields that
M(τ, r) ≤ ‖χ(τ,T )u
0‖∞ ≤ M0 < M
τ for r > 0.
Step 5. It holds that r = r(M(τ, r), τ), r ∈ (0, rT ].
Let 0 < r ≤ rT . An optimal control u1 to (NP )
τ,r verifies that
‖y(T ;χ(τ,T )u1, y0)− zd‖ ≤ r and ‖χ(τ,T )u1‖∞ = M(τ, r).
From these and the definition of r(M(τ, r), τ), we can deduce that r ≥ r(M(τ, r), τ).
Then we claim that r = r(M(τ, r), τ). Otherwise, we would get that r > r(M(τ, r), τ).
Using the fact that M(τ, r) < M τ (see Step 4) and the fact that the map r(·, τ) is
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strictly monotonically decreasing and continuous whenM ∈ [0,M τ ), we can find a number
M1 ∈ [0,M
τ ) such that r = r(M1, τ) withM1 < M(τ, r). Then there is an optimal control
u2 to (OP )
M1,τ such that
‖y(T ;χ(τ,T )u2, y0)− zd‖ = r(M1, τ) = r and ‖χ(τ,T )u2‖∞ ≤M1 < M(τ, r).
This contradicts to the optimality of M(τ, r).
Step 6. M = M(τ, r(M, τ)), 0 ≤M < M τ .
Let 0 ≤ M < M τ . Then it holds that r(M, τ) > 0 (see (ii) in Lemma 3.2) and
M(τ, r(M, τ)) < M τ (see Step 4). Set r = r(M, τ). Since r = r(M(τ, r), τ) with r ∈
(0, rT ] (see Step 5), we have
r(M, τ) = r(M(τ, r(M, τ)), τ) for every M ∈ [0,M τ ).
This, combined with the strictly monotonicity of r(·, τ), implies that M = M(τ, r(M, τ))
for every M ∈ [0,M τ ).
Proposition 3.8. (i) When τ ∈ [0, T ) and 0 ≤M < Mτ , the optimal control to (OP )
M,τ
is also an optimal control to (NP )τ,r(M,τ); (ii) When τ ∈ [0, T ) and r ∈ (0, rT ], the optimal
control to (NP )τ,r is also an optimal control to (OP )M(τ,r),τ ; (iii) When τ ∈ [0, T ) and
r ∈ (0, rT ], (NP )
τ,r holds the bang-bang property and has the unique optimal control.
Proof. (i) The optimal control u1 to (OP )
M,τ satisfies that ‖y(T ;χ(τ,T )u1, y0) − zd‖ =
r(M, τ) and ‖χ(τ,T )u1‖∞ ≤ M . From these and (3.17), u1 is also an optimal control to
(NP )τ,r(M,τ); (ii) The optimal control u2 to (NP )
τ,r verifies that ‖y(T ;χ(τ,T )u2, y0)−zd‖ ≤
r and ‖χ(τ,T )u2‖∞ = M(τ, r). From these and (3.16), u2 is also an optimal control to
(OP )M(τ,r),τ ; (iii) follows from (ii) and Lemma 3.4.
3.3 Equivalence between the optimal time and norm problems
The following lemma guarantees the existence of optimal control to (TP )M,r.
Lemma 3.9. Let r ∈ (0, rT ) and M ∈ [M(0, r),∞). Then (TP )
M,r has optimal controls.
Moreover, it holds that τ(M, r) < T .
Proof. By Lemma 3.5, (NP )0,r has an optimal control u∗ ∈ W0,r with ‖u
∗‖∞ = M(0, r) ≤
M such that y(T ; u∗, y0) ∈ B(zd, r). From these and the fact that VM(0,r),r ⊂ VM,r, it
follows that VM,r 6= ∅.
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For each u ∈ VM,r, we claim that τM,r(u) can be reached. For the purpose, we take
a sequence {tn} ⊂ [0, T ), with lim
n→∞
tn = τM,r(u), such that y(T ;χ(tn,T )u, y0) ∈ B(zd, r).
Clearly,
χ(tn,T )u→ χ(τM,r(u),T )u strongly in L
2((0, T );L2(Ω)).
This implies that
y(T ;χ(tn,T )u, y0)→ y(T ;χ(τM,r(u),T )u, y0) strongly in L
2(Ω).
This implies that y(T ;χ(τM,r(u),T )u, y0) ∈ B(zd, r).
Next, by the definition of τ(M, r), there is a sequence {un} ⊂ VM,r such that
τM,r(un)→ τ(M, r).
Since {un} is bounded, we can find a subsequence {unk} ⊂ {un} and a control u˜ ∈
L∞((0, T );L2(Ω)) such that
χ(τM,r(unk ),T )unk −→ χ(τ(M,r),T )u˜ weakly star in L
∞((0, T );L2(Ω)).
Hence
y(T ;χ(τM,r(unk ),T )unk , y0)→ y(T ;χ(τ(M,r),T )u˜, y0) weakly in L
2(Ω)
and
‖χ(τ(M,r),T )u˜‖∞ ≤ lim inf
k→∞
‖χ(τM,r(unk ),T )unk‖ ≤M.
So y(T ;χ(τ(M,r),T )u˜, y0) ∈ B(zd, r) and u˜ ∈ VM,r. Thus, u˜ is an optimal control to (TP )
M,r.
Finally, the inequality that τ(M, r) < T follows from the fact that r < rT .
Lemma 3.10. Let r ∈ (0, rT ). The map M(·, r) : [0, T ) −→ [M(0, r),∞) is strictly
monotonically increasing and continuous with lim
τ→T
M(τ, r) =∞. Moreover,
M =M(τ(M, r), r) for every M ≥M(0, r), (3.19)
and
τ = τ(M(τ, r), r) for every τ ∈ [0, T ). (3.20)
Consequently, the inverse of the map M(·, r) is the map τ(·, r).
Proof. We carry out the proof by several steps.
Step 1. The map M(·, r) is strictly monotonically increasing.
Let 0 ≤ τ1 < τ2 < T . We are going to show that M(τ1, r) < M(τ2, r). Seeking for a
contradiction, we could suppose that M(τ1, r) ≥ M(τ2, r). Then the optimal control u
∗
to (NP )τ2,r would satisfy that
‖χ(τ2,T )u
∗‖∞ = M(τ2, r) ≤M(τ1, r).
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Meanwhile, it is clear that
χ(τ2,T )u
∗ ∈ Wτ2,r ⊂ Wτ1,r.
Now the above two results imply that χ(τ2,T )u
∗ is also an optimal control to (NP )τ1,r. Since
χ(τ2,T )u
∗(t) = 0 for a.e. t ∈ (τ1, τ2) and because τ1 < τ2, , we are led to a contradiction to
the bang-bang property of (NP )τ1,r (see (iii) in Proposition 3.8).
Step 2. The map M(·, r) is left-continuous.
Let 0 ≤ τ1 < τ2 < · · · < τn < · · · < τ < T and lim
n→∞
τn = τ . It suffices to show that
lim
n→∞
M(τn, r) = M(τ, r). (3.21)
If (3.21) did not hold, then by the strictly increasing monotonicity of the map M(·, r), we
could have
lim
n→∞
M(τn, r) =M(τ, r)− δ for some δ > 0. (3.22)
The optimal control un to (NP )
τn,r satisfies that
‖χ(τn,T )un‖∞ = M(τn, r) < M(τ, r) and y(T ;χ(τn,T )un, y0) ∈ B(zd, r). (3.23)
Since {un} is bounded and lim
n→∞
τn = τ , we can find a subsequence {unk} ⊂ {un} and a
control u˜ ∈ L∞((0, T );L2(Ω)) such that
χ(τnk ,T )unk → χ(τ,T )u˜ weakly star in L
∞((0, T );L2(Ω)). (3.24)
This, along with the first fact in (3.23) and (3.22), indicates that
‖χ(τ,T )u˜‖∞ ≤ lim inf
k→∞
‖χ(τnk ,T )unk‖∞ ≤ lim infk→∞
M(τnk , r) ≤M(τ, r)− δ. (3.25)
Meanwhile, by (3.24), one can easily show that
y(T ;χ(τnk ,T )unk , y0)→ y(T ;χ(τ,T )u˜, y0) weakly in L
2(Ω).
This, together with the second fact in (3.23), yields that
‖y(T ;χ(τ,T )u˜, y0)− zd‖ ≤ lim inf
k→∞
‖y(T ;χ(τnk ,T )unk , y0)− zd‖ ≤ r. (3.26)
From (3.26), we see that u˜ ∈ Wτ,r. Then, by the optimality of M(τ, r), we must have
that
‖χ(τ,T )u˜‖∞ ≥M(τ, r),
which contradicts to (3.25). Hence, (3.21) holds.
Step 3. The map M(·, r) is right-continuous.
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Let 0 ≤ τ < · · · < τn < · · · < τ2 < τ1 < T and lim
n→∞
τn = τ . It suffices to show that
lim
n→∞
M(τn, r) = M(τ, r). (3.27)
Seeking for a contradiction, we suppose that (3.27) did not hold. Then by the strictly
increasing monotonically of the map M(·, r), we would have that
lim
n→∞
M(τn, r) = M(τ, r) + δ for some δ > 0. (3.28)
Let un and yn be the optimal control and the optimal state to (NP )
τn,r with n ∈ N+. Then
by Proposition 3.8 and the optimality of (OP )M(τn,r),τn , we see that for all u ∈ UM(τn,r),τn,
0 < r = r(M(τn, r), τn) = ‖y(T ;χ(τn,T )un, y0)− zd‖ ≤ ‖y(T ;χ(τn,T )u, y0)− zd‖. (3.29)
Because ‖χ(τn,T )un‖∞ = M(τn, r) ≤ M(τ1, r), we can find a subsequence {unk} ⊂ {un}
and a control u˜ ∈ L∞((0, T );L2(Ω)) such that
χ(τnk ,T )unk −→ u˜ weakly star in L
∞((0, T );L2(Ω)).
This implies that
ynk(T )→ y(T ;χ(τ,T )u˜, y0) weakly in L
2(Ω) (3.30)
and
‖χ(τ,T )u˜‖∞ ≤ lim inf
k→∞
‖χ(τnk ,T )unk‖∞ ≤ lim infk→∞
M(τnk , r) =M(τ, r) + δ. (3.31)
Here, we used (3.28). Meanwhile, it is clear that
M(τnk , r)
M(τ, r) + δ
χ(τnk ,T )v ∈ UM(τnk ,r),τnk for each v ∈ UM(τ,r)+δ,τ . (3.32)
It follows from (3.32) and (3.29) that
0 < r ≤
∥∥∥y(T ; M(τnk , r)
M(τ, r) + δ
χ(τnk ,T )v, y0)− zd
∥∥∥ for all v ∈ UM(τ,r)+δ,τ and all k ∈ N.
Sending k →∞ in the above, we get
r ≤ ‖y(T ;χ(τ,T )v, y0)− zd‖ for all v ∈ UM(τ,r)+δ,τ . (3.33)
On the other hand, it follows from (3.30) that
‖y(T ;χ(τ,T )u˜, y0)− zd‖ ≤ lim inf
k→∞
‖ynk(T )− zd‖ = r > 0.
21
This, along with (3.31) and (3.33), indicates that
0 < r = ‖y(T ;χ(τ,T )u˜, y0)− zd‖ ≤ ‖y(T ;χ(τ,T )v, y0)− zd‖ for all v ∈ UM(τ,r)+δ,τ . (3.34)
By (3.34) and (3.31), we see that u˜ is an optimal control to (OP )M(τ,r)+δ,τ and
r(M(τ, r) + δ, τ) = r > 0. (3.35)
Clearly, it holds that
M(τ, r) + δ < M τ , (3.36)
for otherwise we could have that r(M(τ, r) + δ, τ) = 0, which contradicts to (3.35).
Now, (3.36) and the facts that r(M(τ, r)+ δ, τ) = r and r(M(τ, r), τ) = r (see (3.16)),
leads to a contradiction to the strictly monotonicity of r(·, τ). Hence, (3.27) stands.
Step 4. lim
τ→T
M(τ, r) =∞, when r ∈ (0, rT ).
If it didn’t hold, we could have that lim
τ→T
M(τ, r) ≤ N0 for some N0 > 0. We set
{τn} ⊂ [0, T ) and lim
n→∞
τn = T . Let un be the optimal control to (NP )
τn,r for n ∈ N+.
Since {un} is bounded in L
∞((0, T );L2(Ω)), there is a subsequence of {un}, still denoted
in the same way, such that
χ(τn,T )un → 0 weakly star in L
∞((0, T );L2(Ω)),
from which, it follows that
y(T ;χ(τn,T )un, y0)→ y(T ; 0, y0) weakly in L
2(Ω).
Hence, it holds that
rT = ‖y(T ; 0, y0)− zd‖ ≤ lim inf
n→∞
‖y(T ;χ(τn,T )un, y0)− zd‖ ≤ r.
This contradicts to the fact that r < rT .
Step 5. M = M(τ(M, r), r) for every M ≥ M(0, r).
Let M ≥ M(0, r). According to Lemma 3.9, there is an optimal control u1 ∈ VM,r to
(TP )M,r such that
y(T ;χ(τ(M,r),T )u1, y0) ∈ B(zd, r) and ‖χ(τ(M,r),T )u1‖∞ ≤ M.
Hence, by the optimality of M(τ(M, r), r), we have M(τ(M, r), r) ≤ M . We claim that
M(τ(M, r), r) = M . Otherwise we could suppose that M(τ(M, r), r) < M . Then ac-
cording to the strictly increasing monotonicity and continuity of the map M(·, r), we can
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find a number τ1 ∈ (τ(M, r), T ) such that M(τ1, r) = M . Clearly, the optimal control
u2 ∈ Wτ1,r to (NP )
τ1,r satisfies that
y(T ;χ(τ1,T )u2, y0) ∈ B(zd, r) and ‖χ(τ1,T )u2‖∞ =M(τ1, r) =M.
Thus, it holds that u2 ∈ VM,r. This, combined with the fact that τ1 > τ(M, r), contradicts
to the optimality of τ(M, r).
Step 6. τ = τ(M(τ, r), r) for every τ ∈ [0, T ).
According to the increasing monotonicity of the mapM(·, r) and Lemma 3.9, we know
that M(τ, r) ≥M(0, r) and τ(M(τ, r), r) < T . Since
M = M(τ(M, r), r), when M ≥M(0, r) (see Step 5),
by taking M = M(τ, r) in the above, we obtain that M(τ, r) =M(τ(M(τ, r), r), r). From
this, the strictly monotonicity of the map M(·, r) and the fact that τ(M(τ, r), r) < T , we
have τ = τ(M(τ, r), r). This completes the proof.
Remark 3.11. (i) Paying attention to Lemma 3.9 where r ∈ (0, rT ), we see that M ≥
M(0, r) if an only if (TP )M,r has optimal controls. The sufficiency has been proved in
Lemma 3.9. Now we show the necessity. Let u∗ be an optimal control to (TP )M,r. Then
it holds that
y(T ;χ(τ(M,r),T )u
∗, y0) ∈ B(zd, r) and ‖χ(τ(M,r),T )u
∗‖∞ ≤ M.
From these and the optimality of M(τ(M, r), r), we have M(τ(M, r), r) ≤ M . This,
together with thatM(τ, r) is non-decreasing, indicates thatM(0, r) ≤M(τ(M, r), r) ≤M .
(ii) About the functionM τ (see (1.5)), we have thatM < M τ(M,r), when r ∈ (0, rT ). In
fact, according to Lemma 3.10 and the fact that M ≥M(0, r), one has that M = M(τ0, r)
for some τ0 ∈ [0, T ). By this and Lemma 3.5, we can find an optimal control u
∗ to
(NP )τ0,r with ‖χ(τ0,T )u
∗‖∞ = M(τ0, r) = M such that y(T ;χ(τ0,T )u
∗, y0) ∈ B(zd, r). Then
we have u∗ ∈ VM,r and hence τ0 ≤ τ(M, r). By Lemma 3.7 and Lemma 3.1, we conclude
that M =M(τ0, r) < M
τ0 ≤M τ(M,r).
(iii) Let A = {(M, r);M > 0, r ∈ [r(M, 0), rT ) ∩ (0, rT )} and B = {(M, r);M ≥
M(0, r), r ∈ (0, rT )}. Then it holds that A = B. Indeed, if (M, r) ∈ A, then by the
fact that r ≥ r(M, 0) and the fact that M(τ, ·) is non-increasing, we see that M(0, r) ≤
M(0, r(M, 0)). Using (i) in Remark 3.3, we can find an optimal control u∗ to (OP )M,0
such that ‖y(T ; u∗, y0) − zd‖ = r(M, 0) and ‖u
∗‖∞ ≤ M. From these and the optimality
of M(0, r(M, 0)), we see that M(0, r(M, 0)) ≤ M . This, combined with the fact that
M(0, r) ≤ M(0, r(M, 0)), indicates that M ≥ M(0, r). Hence A ⊂ B. Conversely, if
(M, r) ∈ B, then by the fact that that r ∈ (0, rT ), Lemma 3.5 and (3.16), it holds that
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M(0, r) > 0 and r = r(M(0, r), 0). These, together with the facts that M ≥ M(0, r) and
r(·, τ) is non-increasing, indicate that M ≥ M(0, r) > 0 and that r = r(M(0, r), 0) ≥
r(M, 0). From these, it follows that B ⊂ A.
Proposition 3.12. (i) When τ ∈ [0, T ) and r ∈ (0, rT ), the optimal control to (NP )
τ,r
is also an optimal control to (TP )M(τ,r),r; (ii) When (M, r) ∈ {(M, r);M > 0, r ∈
[r(M, 0), rT ) ∩ (0, rT )} or (M, r) ∈ {(M, r);M ≥ M(0, r), r ∈ (0, rT )}, the optimal con-
trol to (TP )M,r is also an optimal control to (NP )τ(M,r),r. Furthermore, (TP )M,r holds
bang-bang property and has the unique optimal control.
Proof. (i) The optimal control u1 to (NP )
τ,r satisfies that y(T ;χ(τ,T )u1, y0) ∈ B(zd, r)
and that ‖χ(τ,T )u1‖∞ =M(τ, r). From these and (3.20), we can deduce that u1 is also an
optimal control to (TP )M(τ,r),r; (ii) According to (iii) in Remark 3.11, an optimal control
u2 to (TP )
M,r verifies that y(T ;χ(τ(M,r),T )u2, y0) ∈ B(zd, r) and that ‖χ(τ(M,r),T )u2‖∞ ≤
M . By these and (3.19), we see that u2 is also an optimal control to (NP )
τ(M,r),r. Finally,
from (ii) and Proposition 3.8, one can easily obtain the bang-bang property and the
uniqueness for (TP )M,r.
3.4 Equivalence between three optimal control problems
Proof of Theorem 1.2. We start with introducing two notations: Write P1 = P2 for the
statement that problems P1 and P2 have the same optimal control; while P1 ⇒ P2 for the
statement that the optimal control to P1 is also an optimal control to P2. Hence, P1 = P2
if and only if P1 ⇒ P2 and P2 ⇒ P1.
We now organize the proof by three steps.
Step 1. When τ ∈ [0, T ) and 0 < M < M τ , (OP )M,τ = (TP )M,r(M,τ) = (NP )τ,r(M,τ).
By the definition of UM,0, every control u ∈ UM,τ satisfies that χ(τ,T )u ∈ UM,0. Then
we easily see that r(M, τ) ≥ r(M, 0). This, combined with the assumption, (ii) in Lemma
3.2 and Lemma 3.7, implies that
τ ∈ [0, T ), M ∈ (0,M τ ), r(M, τ) ∈ [r(M, 0), rT ) ∩ (0, rT ) (3.37)
and
M =M(τ, r(M, τ)), τ = τ(M(τ, r(M, τ)), r(M, τ)) = τ(M, r(M, τ)). (3.38)
Using Proposition 3.8 and (3.37), we have
(OP )M,τ ⇒ (NP )τ,r(M,τ) and (NP )τ,r(M,τ) ⇒ (OP )M(τ,r(M,τ)),τ .
Then it follows from (3.38) that (OP )M,τ = (NP )τ,r(M,τ). On the other hand, according
to Proposition 3.12, (3.37) and (3.38), we obtain that
(NP )τ,r(M,τ) ⇒ (TP )M(τ,r(M,τ)),r(M,τ)
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and
(TP )M(τ,r(M,τ)),r(M,τ) ⇒ (NP )τ(M(τ,r(M,τ)),r(M,τ)),r(M,τ).
These, together with (3.38) again, indicate that (NP )τ,r(M,τ) = (TP )M,r(M,τ).
Step 2. When τ ∈ [0, T ) and r ∈ (0, rT ), (NP )
τ,r = (OP )M(τ,r),τ = (TP )M(τ,r),r.
According to the assumption, Lemma 3.10, Lemma 3.5 and Lemma 3.7, we can con-
clude that
τ ∈ [0, T ), r ∈ (0, rT ), M(τ, r) ∈ [M(0, r),M
τ ) ∩ (0,M τ ) (3.39)
and
r = r(M(τ, r), τ), τ = τ(M(τ, r), r). (3.40)
By Proposition 3.8 and (3.39), we have that
(NP )τ,r ⇒ (OP )M(τ,r),τ and (OP )M(τ,r),τ ⇒ (NP )τ,r(M(τ,r),τ).
From these and (3.40) one can deduce that (NP )τ,r = (OP )M(τ,r),τ . On the other hand,
by Proposition 3.12 and (3.39), it holds that
(NP )τ,r ⇒ (TP )M(τ,r),r and (TP )M(τ,r),r ⇒ (NP )τ(M(τ,r),r),r.
These, along with (3.40), lead to that (NP )τ,r = (TP )M(τ,r),r.
Step 3. When M > 0 and r ∈ [r(M, 0), rT ) ∩ (0, rT ), (TP )
M,r = (NP )τ(M,r),r =
(OP )M,τ(M,r).
From the assumption, Lemma 3.9 and (ii) in Remark 3.11, we have
τ(M, r) ∈ [0, T ), r ∈ [r(M, 0), rT ) ∩ (0, rT ), 0 < M < M
τ(M,r) (3.41)
and
M = M(τ(M, r), r), r = r(M(τ(M, r), r), τ(M, r)) = r(M, τ(M, r)). (3.42)
By Proposition 3.12 and (3.41), we obtain that
(TP )M,r ⇒ (NP )τ(M,r),r and (NP )τ(M,r),r ⇒ (TP )M(τ(M,r),r),r.
From these and (3.42), it holds that (TP )M,r = (NP )τ(M,r),r. On the other hand, accord-
ing to Proposition 3.8, (3.41) and (3.42), we deduce that
(NP )τ(M,r),r ⇒ (OP )M(τ(M,r),r),τ(M,r)
and
(OP )M(τ(M,r),r),τ(M,r) ⇒ (NP )τ(M,r),r(M(τ(M,r),r),τ(M,r)).
From these and (3.42), one can obtain that (NP )τ(M,r),r = (OP )M,τ(M,r).
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