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ABSTRACT
Statistical Learning for Process Data
Zhi Wang
Computer-based tests facilitate the collection of problem-solving processes, also known
as process data. Response processes recorded in computer log files provide a new venue for
investigating and understanding human behaviors. This thesis focuses on the development
of statistical learning methods for process data and considers the following three problems.
The first problem is feature extraction. Response processes are noisy and of non-
standard formats. To exploit information in process data, we propose two generic meth-
ods that summarize response processes to vectors so that standard statistical tools such
as regression models are applicable. In Chapter 2, features are extracted using multidi-
mensional scaling and a pairwise dissimilarity measure of response processes. Chapter 3
utilizes autoencoder and recurrent neural network to explore the latent structure of pro-
cess data. For both methods, empirical studies show that the extracted features preserve
a substantial amount of information in the observed processes and have greater predictive
power for many variables than the traditional item responses.
The second problem is assessment based on process data. We present a statistical
procedure in Chapter 4 that incorporates process information to improve the latent trait
estimation of item response theory models. The procedure is data-driven and can be easily
implemented by means of regression models. Theoretical guarantee is established for the
mean squared error reduction. Application of this new process-data-based estimator to a
real dataset shows that it achieves higher reliability than the traditional item-response-
theory-based estimator.
The third problem is identification of problem-solving strategies for exploratory anal-
ysis. The approach presented in Chapter 5 segments individual process into a sequence
of more homogeneous subprocesses using action predictability. Each subprocess is associ-
ated with a subtask whereby long and complex response process can be transformed into
shorter and more interpretable subtask sequence. Using this approach, problem-solving
strategies can be visualized and compared among groups of respondents and process in-
formation can be decomposed for further analysis.
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Chapter 1
Introduction
Technological advances and changing demands for skills bring us new forms of assess-
ment and, as a result, larger and more complex data. Tests with handwritten solutions
scored by humans have been used since ancient times; the invention of bubble sheets en-
ables fast and accurate processing by mark recognition devices in large-scale assessments
and facilitates the development of item response theory (IRT; Lord & Novick, 1968; Rasch,
1960) models. Recently, computer-based interactive items have been introduced and in-
creasingly used for measuring skills related to problem solving in work and personal life.
With such items, individuals are asked to complete tasks in various computer simulated
environments and the entire human-computer interactive processes are recorded in log
files. More precisely, each item response not only contains an outcome indicating whether
or not the task is completed successfully, but also a sequence of ordered and time-stamped
actions (e.g. mouse clicks and keystrokes).
Prior to the emergence of process data, assessment relies on latent variable models
using response outcomes as the source of measurement information. The seminal Rasch
model (Rasch, 1960) is an example of unidimensional IRT model for binary responses.
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An individual’s response Yj to item j is driven by the person’s latent trait θ, with the
following specification,
P (Yj = 1|θ) = 1− P (Yj = 0|θ) =
eθ−bj
1 + eθ−bj
,
where bj is an item parameter indicating level of difficulty. Suppose J items are admin-
istered. Then, under the unidimensional assumption, Y1, . . . , YJ are conditionally inde-
pendent given θ, and the total score
J∑
j=1
Yj is a sufficient statistic for θ. Many extensions,
including Birnbaum’s two parameter logistic model (2PL; Birnbaum, 1968) and Bock’s
nominal response model (NRM; Darrell Bock, 1972), were subsequently developed. All
these models use the categorical Y ’s to make assessment of the latent θ.
To illustrate the generation and the format of process data in educational assessment,
a publicly available sample item1 is described below. This example resembles the Prob-
lem Solving in Technology-Rich Environments (PSTRE) items in the Programme for the
International Assessment of Adult Competencies (PIAAC), which will be discussed in the
case studies of later chapters. The opening page of the sample item, displayed in Figure
1.1, consists of two panels. In the left panel, test-takers can read task instructions or click
navigation buttons, while the right panel is the main medium for problem-solving. In this
item, the interface is a web browser showing a list of websites and the task is to identify
all the sites that do not require registration or a fee. Respondents can visit a website by
clicking its link. Figures 1.2 shows the web page corresponding to the second link. Detail
information regarding the website can be found by clicking on the “Learn More” button,
which redirects respondents to the web page in Figure 1.3. If a website is considered to
meet the requirements, it can be bookmarked by either using the menu item “Bookmark”
1Retrieved from https://piaac-logdata.tba-hosting.de
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Figure 1.1: Homepage of the sample item.
or clicking the bookmark icon in the tool bar. Suppose that a respondent completes the
task through the following steps: click on the first link, read the first website, go back
to the homepage, click on the second link, click on the “Learn More” button, go back to
the second link, and bookmark the website by clicking icon in the tool bar, then all these
actions would be recorded with time stamps to the log file in addition to the final response
outcome. The sequence “Start, Click_W1, Back, Click_W2, Click_Learn_More, Back,
Toolbar_Bookmark, Next” constitutes a response process. Besides web browser, PIAAC
PSTRE items also include other commonly seen information and communication tech-
nology interfaces such as email client and spreadsheet. A detailed description of process
3
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Figure 1.2: Website in the second link (“Job Links”) of the homepage (Figure 1.1).
data from PIAAC 2012 will be given in Chapter 2 (Section 2.4.1).
Process data give details on how a task is solved and contain more comprehensive
information about individuals than traditional outcome data. In addition, they become
much easier to collect than those from handwritten solutions due to the increasing use
of problem-solving items in computer-based tests. Therefore, process data provide great
opportunities for better understanding of individuals in educational and cognitive assess-
ments. In general, process data exist in many fields: in e-commerce, the online shopping
history of customers; in sports, the movement of players collected by sensors. Statisti-
cal learning of such data could lead to personalized recommendations in e-commerce or
4
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Figure 1.3: Web page after clicking “Learn More” on the “Job Links” website (Figure 1.2).
predictions in sports. Therefore, although this thesis only discusses applications in edu-
cational measurements, the proposed methods can be potentially used in other scenarios
where process data are available.
For analyzing traditional item responses that are often dichotomous (correct/incorrect)
or polytomous (partial credits), IRT models have gained great prominence with many ap-
plications including the National Assessment of Education Progress (NAEP), the Scholas-
tic Aptitude Test (SAT), and the Graduate Record Examination (GRE). The study of
process data, however, is at a more preliminary stage. To what extent process informa-
tion is useful for educational and cognitive assessments and how to systematically make
5
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full use of such information are largely unknown. Exploration of process data has been
hindered by the lack of effective statistical tools.
This thesis focuses on the following three problems of process data and discusses sta-
tistical learning methods to address these problems. 1) Do process data contain additional
information compared to traditional outcome data, and how to construct features that
preserve the information? 2) How can we improve assessment accuracy using process
data? 3) Are there any structures in process data that may help us investigate and
understand problem-solving behaviors?
The analysis of process data is challenging for several reasons. First, the data are high
dimensional sequences in a nonstandard format. Each process is a sequence of categorical
variables and its length varies across observations. As a result, classical models for tradi-
tional item responses such as IRT models or cognitive diagnosis models (Rupp, Templin,
& Henson, 2010) are not directly applicable to process data. Although some models have
been extended to incorporate item response time (Klein Entink, Fox, & van der Linden,
2009; Zhan, Jiao, & Liao, 2018), similar extensions to response processes are difficult.
Second, signals from behavioral patterns in response processes are often attenuated by a
large amount of noisy actions. For instance, the lagged correlations of action occurrences
are often close to zero, that is, response processes behave like white noise from an autore-
gressive process viewpoint. The noise brings challenges to the extraction of signals and
to the identification of participants’ problem solving strategies. Third, computer-based
assessments cover a large amount of items with various human-computer interfaces and
required tasks. Hence, it is expensive to perform confirmatory analysis for each scenario
then verify it empirically. To handle process data from a rich variety of items, there is
a need to develop statistical methods that require less item-specific information and are
easier to scale up.
6
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Chapters 2 and 3 aim at extracting useful information from process data and dis-
cuss two different methods that compress response processes into standard numerical
vectors2. These automated feature extraction methods facilitate the analysis of response
processes through regression models and do not require prior knowledge of specific items
or human-computer interaction patterns. In Chapter 2, features are extracted using the
multidimensional scaling technique. The discrepancy between two response processes is
quantified through a dissimilarity measure that accommodates categorical data, various
process lengths and the order of actions. Chapter 3 utilizes a sequence-to-sequence autoen-
coder for exploratory analysis of the latent structure of process data. In both chapters, we
use a prediction procedure to examine the extracted features and find that they preserve
a substantial amount of information in the process and have reasonable interpretability.
Furthermore, the work shows that process data contain more information than classical
binary item responses in the predictions of many variables.
In Chapter 4, we study the problem of latent trait estimation with process data. The
proposed procedure is generic in that it can refine estimators constructed from response
outcomes by means of features extracted from response processes. Using regressions as
building bricks, the method is data-driven and easy to implement. The major improve-
ment of measurement accuracy comes from the removal of conditional variance. Our
theoretical results and simulation studies show that the new process-data-based estima-
tor can achieve a reduction in mean squared error. We also examine the improvement
in assessment reliability on PIAAC data. Compared to the IRT-based estimator, empiri-
cal results indicate that the process-data-based estimator achieves higher reliability with
fewer items.
2The two feature extraction methods are implemented in R package ProcData available at http://
CRAN.R-project.org/package=ProcData.
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Chapter 5 attempts to identify problem-solving strategies by analyzing the structure
of process data from a subtask viewpoint. The proposed procedure segments a lengthy
individual process into a sequence of short subprocesses to achieve complexity reduction,
easy clustering and meaningful interpretation. Each subprocess is considered as actions
performed on a subtask. The segmentation is based on sequential action predictability
using a parsimonious predictive model combined with the Shannon entropy. In the case
study, we demonstrate exploratory analysis based on the proposed approach, including
the visualization and comparison of problem solving strategies and the decomposition of
process information.
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Chapter 2
Feature Extraction via
Multidimensional Scaling 1
2.1 Introduction
In this chapter, we discuss how to extract useful information of individuals from their
response processes. Latent variable or latent class models have been used in the literature
(Lord & Novick, 1968; Rupp et al., 2010) to summarize item responses. These existing
models, however, do not apply to process data due to their non-standard formats. Some
recent work on process data analysis such as Greiff, Niepel, Scherer, and Martin (2016)
and Kroehne and Goldhammer (2018) first summarized response processes into several
variables according to domain knowledge and then investigated their relationship with
other variables of interest using standard statistical methods. The design of these sum-
mary variables is usually item-specific and thus hard to generalize. He and von Davier
1This chapter is adapted from an accepted manuscript of an article published in Psychometrika, June
2020, available online: https://doi.org/10.1007/s11336-020-09708-3
9
CHAPTER 2. FEATURE EXTRACTION VIA MULTIDIMENSIONAL SCALING
(2015, 2016) adopted the concept of n-grams from natural language processing to explore
the association between action sequence patterns and traditional responses. Although the
procedure of extracting n-gram features is generic, the selected sequence patterns depend
on the coding of log files and are often of limited capacity since only consecutive actions
are considered.
We propose a generic method to extract informative variables from process data and
illustrate it via simulation studies and a case study on the 14 PSTRE items in PIAAC
2012. These items cover a range of human-computer interfaces and vary widely in many
aspects including the content of problem-solving tasks and their overall difficulty levels.
Therefore, identifying important actions and patterns manually is time consuming and
requires extra work if coding is changed. The proposed method does not rely on prior
knowledge of items and is applicable essentially to all response processes.
The basic technique of our proposed method is the multidimensional scaling (MDS;
Borg & Groenen, 2005; Kruskal, 1964). It constructs features based on the relative dif-
ferences among individuals. Though numerous variants of MDS exist, their common goal
is to locate objects in a vector space according to their pairwise dissimilarities in such
a way that similar objects are close together, while less similar objects are far apart.
MDS has been used for data visualization and dimension reduction in cognitive diagnosis,
test analysis, and many other areas of psychometrics (Karni & Levin, 1972; Meyer &
Reynolds, 2018; Shoben, 1983; Skager, Schultz, & Klein, 1966; Subkoviak, 1975). In the
context of process data analysis, if the differences between two processes can be properly
summarized by a dissimilarity measure, then the coordinates obtained from MDS can be
treated as features storing information of the original processes. With a proper rotation,
each feature describes the variation of certain ability or behavior pattern among the group
of respondents.
10
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We use a prediction procedure to demonstrate that response processes contain more
information than traditional item responses. We denote the features extracted from re-
sponse processes by x. For each response process, there is a binary outcome, denoted by
r, indicating whether the respondent has successfully accomplished the task. To compare
the information contained in x and r, we adopt a third variable, denoted by y (such as
numeracy score, literacy score, etc.), and inspect the prediction of y based on r and that
based on x. In the empirical analysis of PSTRE in PIAAC, we find that the predic-
tion based on x outperforms that based on r for a wide range of y variables including
assessment scores, basic demographic variables, and some background variables.
The rest of this chapter is organized as follows. In Section 2.2, we introduce a dissim-
ilarity measure for action sequences and describe the proposed feature extraction proce-
dure. A simulation study is presented in Section 2.3 to demonstrate the procedure and
how the latent structure of action sequences are reflected in extracted features. In Section
2.4, we show through a case study of PIAAC PSTRE item response processes that fea-
tures extracted from process data contain much richer information than binary responses.
Section 2.5 includes some discussions on dissimilarity measures and computation of MDS.
2.2 Feature Extraction via Multidimensional Scaling
Throughout this thesis, we use the following notations. Let A = {a1, . . . , aM} denote
the set of possible actions for an item, where M is the number of distinct actions. A
response process is a sequence of actions s = (s1, . . . , sT ) where each si is an action in
A and T is the process length, .i.e., the total number of steps that a respondent took
to solve the problem. An action in A may appear multiple times or never appear in s.
We observe the response processes of N participants and use subscript to index different
11
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observations: s1, . . . , sN . The process length also varies among individuals; we use Ti
to denote the length of si. The heterogeneous length of response processes for the same
item is one of the technical difficulties in process data analysis. In what follows, we
describe a procedure that transforms the response processes with heterogeneous length to
homogeneous-dimension vectors that may be used for standard analysis.
The core of the procedure is MDS, which has been widely used as a data visualization
and dimension reduction tool in many fields including psychometrics (Takane, 2006). The
goal of MDS is to locate objects in a vector space according to their pairwise dissimilarities
in such a way that similar objects are close together, while dissimilar objects are far apart.
We begin the discussion with a description of a dissimilarity measure between discrete
action sequences. This measure is key to the subsequent application of multidimensional
scaling and it summarizes the variation among response processes. An appropriate dis-
similarity measure should accommodate three characteristics of response processes. First,
process data is a collection of discrete processes on which arithmetic calculation can not
be performed. Second, processes from different respondents are of very different lengths.
Third, the order of actions matters. Although the order of actions may not affect the
final outcome of the task, it can reflect respondents’ problem solving strategies and other
useful information.
Based on these considerations, we adopt the following dissimilarity measure called
ordering-based sequence similarity (OSS; Gómez-Alonso & Valls, 2008). Let si = (si1, . . . , siTi)
and sj = (sj1, . . . , sjTj) be two action sequences. Define the dissimilarity between si and
sj as
d(si, sj) =
f(si, sj) + g(si, sj)
Ti + Tj
, (2.1)
where f(si, sj) quantifies the dissimilarity among the actions that appear in both si and
sj and g(si, sj) is the count of actions appearing in only one of si and sj.
12
CHAPTER 2. FEATURE EXTRACTION VIA MULTIDIMENSIONAL SCALING
We now provide the precise definition of f and g. For an action a ∈ A, let sa be a
sequence consisting of chronologically ordered positions of a in sequence s. The length
of sa, T a, is the number of times that a appears in s. We use sa(k) to denote the kth
element of sa, namely, the position of the kth appearance of a in s. For two sequences si
and sj, let Cij denote the set of actions that appear in both si and sj and Uij denote the
set of actions that appear in si but not in sj. Then f(si, sj) and g(si, sj) are defined as
f(si, sj) =
∑
a∈Cij
∑Kaij
k=1 |sai (k)− saj (k)|
max{Ti, Tj}
, (2.2)
and
g(si, sj) =
∑
a∈Uij
T ai +
∑
a∈Uji
T aj , (2.3)
where Kaij = min(T ai , T aj ).
We use a simple example to demonstrate how the dissimilarity is calculated. Consider
a set of four possible actions A = {X, Y, Z,W} and two sequences, s1 = (X, Y,X, Y, Z)
and s2 = (W,X, Y,W ). Since X and Y appear in both sequences, C12 = {X, Y }. Action
X appears in s1 at positions 1 and 3 and appears in s2 at position 2, so sX1 = (1, 3)
and sX2 = (2). The difference between s1 and s2 in the appearance of X is |1 − 2| = 1.
Similarly, we can find sY1 = (2, 4), sY2 = (3) and the difference in the appearance of Y
is |2 − 3| = 1. Therefore, f(s1, s2) = (|1 − 2| + |2 − 3|)/5 = 0.4. Since U21 = {W} and
U12 = {Z} withW appearing twice in s2 and Z appearing once in s1, g(s1, s2) = 2+1 = 3.
According to (2.1), d(s1, s2) = (0.4 + 3)/9 = 0.38.
The calculation of the dissimilarity described in (2.1) does not require inputs of infor-
mative behavior patterns or the meaning of each action. This is crucial for our automated
feature extraction procedure at the exploratory stage of the analysis.
For action sequences s1, . . . , sN , let an N × N symmetric matrix D = (dij) denote
13
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their dissimilarity matrix, where dij = d(si, sj) measures the dissimilarity between si and
sj, i, j = 1, . . . , N . Higher dissimilarities indicate larger differences and the dissimilarity
between two identical objects is zero, namely, dii = 0 for i = 1, . . . , N . MDS maps
each action sequence to a latent vector x in the K-dimensional Euclidean space RK
such that they govern the dissimilarities. Mathematically, applying MDS to objects with
dissimilarity matrix D essentially minimizes
∑
i<j
(dij − ‖xi − xj‖)2 (2.4)
with respect to X = (x1, . . . ,xN)>, where xi ∈ RK is the latent vector of si in RK
and ‖xi − xj‖ =
√
(xi − xj)>(xi − xj). Many algorithms have been proposed to solve
the optimization problem. For instance, we can use stochastic gradient descent (Robbins
& Monro, 1951) or the BFGS method (Broyden, 1970; Fletcher, 1970; Goldfarb, 1970;
Shanno, 1970) to minimize (2.4). We will discuss more about computation in Section
2.5.2.
Combining the calculation of dissimilarity matrix and MDS, we present the feature
extraction procedure for process data.
Procedure 1 (Feature extraction for process data).
1. Compute the dissimilarity matrix D of N action sequences s1, s2, . . . , sN by calcu-
lating the pairwise dissimilarities dij, 1 ≤ i, j ≤ N according to (2.1), (2.2) and
(2.3).
2. Obtain K raw features x̃1, . . . , x̃K by minimizing (2.4).
3. Obtain K principal features x1, . . . ,xK by performing principal component analysis
(PCA) on the K raw features.
14
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Procedure 1 extracts features with homogeneous dimension from action sequences
with heterogeneous length. These features have a standard form and, as we will show in
the simulation and case study, contain compressed information of the original processes.
Therefore, they can be easily incorporated as a surrogate of the action sequences in well-
developed statistical models such as (generalized) linear models to study how process data
reflect respondents’ latent traits and how they are related to other quantities of interest.
We will demonstrate how these can be achieved in the next two sections.
Principal component analysis is performed in Step 3 of Procedure 1 mainly for seeking
feature interpretations. As we will show in the case study, the first several principal
features usually have clear interpretations, although the feature extraction procedure does
not take into account the meaning of actions.
Procedure 1 requires the specification of K, the number of features to be extracted.
If K is too small, there are not enough features to characterize the variation of action
sequences, leading to substantial information loss in extracted features. On the other
hand, if K is too large, some features can be redundant and can cause overfitting and
instability in subsequent analyses. A suitable K can be chosen by m-fold cross-validation.
We randomly split the N(N − 1)/2 pairwise dissimilarities into m disjoint subsets. For
each candidate value of K and each subset of dissimilarities, we perform MDS using
the rest of dissimilarities and calculating the discrepancy between the estimated and true
dissimilarities for the subset. The value of K that produces the smallest total discrepancy
amongm subsets is chosen as the number of features to be extracted. This cross-validation
procedure is summarized in Procedure 2.
We conclude this section with a remark on the random split in Step 2 of Procedure
2. To guarantee that the validation loss V (K) is computable, each Ω(−q) must include at
least one index pair involving i for i = 1, . . . , N . A random split of Ω can violate this
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requirement but with only a slim chance if N is moderately large. For implementation,
one can check the requirement after generating a random split. If it is violated, simply
repeat the generation and checking steps until an appropriate split is obtained.
Procedure 2 (Choose K by cross-validation).
1. Randomly split Ω = {(i, j) : i < j; i, j = 1, . . . , N} intom disjoint subsets Ω1,Ω2, . . . ,Ωm.
2. For each candidate value of K and each q in {1, 2, . . . ,m}, obtain x(K,q)i , i = 1, . . . , N ,
by minimizing ∑
(i,j)∈Ω(−q)
(dij − ‖xi − xj‖)2
with respect to x1, . . . ,xN , where Ω(−q) = Ω \ Ωq.
3. For each candidate value of K, calculate
V (K) =
m∑
q=1
∑
(i,j)∈Ωq
(
dij − ‖x(K,q)i − x(K,q)j ‖
)2
.
4. Choose K that produces the smallest V (K).
2.3 Simulations
2.3.1 Data Generation
Twenty-six possible actions (M = 26) are considered in our simulations. Each possible
action is denoted by an upper-case English letter, namely, A = {A, B, . . . , Z} with a1 = A
and aM = Z. We use A and Z to denote the start and the end of an item. As a result,
each action sequence starts with A and ends with Z.
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The action sequences used in this section are generated from a Markov model, which
is characterized by a probability transition matrix P = (pij)1≤i,j≤M , whose element in the
ith row and jth column is the probability that the next action is aj given the current
action is ai, i.e., P (st+1 = aj | st = ai) = pij. Because of the special roles of A and Z,
the first element in each row of P is zero and all the elements in the last row except for
the last one are zeros. Therefore, the Markov model for generating action sequences is
determined by the (M − 1) × (M − 1) submatrix in the upper right corner of P. We
call this submatrix the core matrix of P and denote it by P̃. The probability transition
matrices used in our simulation study are randomly generated. The way in which they
are generated will be explained in detail in the experiment settings. Given a probability
transition matrix P, we generate an action sequence by starting from A and sampling the
subsequent actions according to P until Z appears.
2.3.2 Experiment Settings
We consider two strategies for generating action sequences. With strategy I, a set of
N action sequences are generated from the previous Markov model under two different
transition matrices, N/2 sequences for each matrix. Action sequences generated from this
strategy have a latent group structure. Sequences generated from the same transition
matrix form a group and tend to be similar. The two probability transition matrices, P(1)
and P(2), are randomly generated. More specifically, P(g) is generated by first constructing
an (M − 1)× (M − 1) matrices U(g) = (u(g)ij )1≤i,j≤M−1 for g = 1, 2. The elements of U(g)
are generated independently from a uniform distribution on interval [−10, 10]. Then
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P̃(g) = (p̃
(g)
ij )1≤i,j≤M−1, the core matrix of P(g), is computed from U(g) by
p̃
(g)
ij =
exp(u
(g)
ij )∑M−1
l=1 exp(u
(g)
il )
. (2.5)
In strategy II, each of N action sequences is generated from a unique probability transition
matrix. To construct these matrices, we first obtain a uniform matrix U as in strategy I.
Then we draw N independent samples, θ(1), . . . , θ(N), from N(0, 4) and compute the core
matrix P̃(i) for the ith sequence according to
p̃
(i)
jk =
exp(θ(i)ujk)∑M−1
l=1 exp(θ
(i)ujl)
. (2.6)
With this strategy, sequences with similar θ resemble each other. In other words, θ serves
as a continuous latent variable determining the characteristics of the sequences.
We consider three choices of N , 200, 500, and 1000. For each strategy and each choice
of N , we generate 100 sets of action sequences and extract features according to Procedure
1. The number of features to be extracted are chosen by five-fold cross-validation described
in Procedure 2.
To show that extracted features retain the information in action sequences, we de-
rive several variables from action sequences for each dataset and examine how well these
derived variables can be predicted from the extracted features. Good prediction perfor-
mances indicate that a significant amount of information in action sequences is preserved
in extracted features. The derived variables are indicators describing whether an action
or an action pair appears in a sequence. We say an action pair (ai, aj) appears in a se-
quence if both actions appear in the sequence and action aj is immediately after action
ai. For example, in sequence “A, B, D, Z”, both action B and action pair (B, D) appears.
Although both B and Z appear and Z appears later than B, they are not contiguous in
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the sequence. Therefore, action pair (B, Z) does not appear in the sequence. We do not
consider indicators for actions and action pairs that appears fewer than 0.05N times or
more than 0.95N times in a dataset. We use the extracted features and a logistic re-
gression model to predict the derived variables. For each data set, N sequences are split
into training and test sets in the ratio of 4:1. The logistic regression model is fit on the
training set for each derived variable and its prediction performance is evaluated on the
test set. The average prediction accuracy and the worst prediction accuracy among all
the derived variables are recorded for each dataset.
To inspect the ability of the extracted features in unveiling the latent structures in
action sequences, we build a logistic regression model on the extracted features to identify
the group structure for datasets generated from strategy I and a linear regression model of
θ on the extracted features for datasets generated from strategy II. The models are fitted
on the training set. The logistic model of group identity is evaluated by the prediction
accuracy on the test set while the linear regression model of θ is evaluated by out-of-
sample R2 (OSR2), the square of the correlation between the predicted and true values.
As an analogy to the in-sample R2 in linear regression, a higher OSR2 indicates a better
prediction performance.
2.3.3 Results
Figures 2.1 and 2.2 display the results for datasets generated by strategies I and II,
respectively. The left and middle panels of both figures present the average and worst
prediction accuracy for derived variables. Under all the settings, for almost all datasets,
the averaged prediction accuracy is greater than 0.85 and the worst prediction accuracy
is greater than 0.6. These results demonstrate that the derived variables can be predicted
well and imply that a significant amount of information in action sequences is compressed
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Figure 2.1: Simulation results for datasets generated from strategy I.
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Figure 2.2: Simulation results for datasets generated from strategy II.
into the extracted features.
The right panel of Figure 2.1 presents the prediction accuracy for group identity. For
most of the datasets, the prediction accuracy is higher than 0.9, indicating that group
structures in action sequences can be identified very accurately by extracted features.
The right panel of Figure 2.2 gives the OSR2 for predicting θ. It reflects that continuous
latent characteristics in action sequences can be captured well by features extracted from
Procedure 1 as the correlation between the predicted and true values is higher than 0.7
for most of the datasets.
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Figure 2.3: First two principal features for one dataset with 1000 sequences generated
from strategy I (left) or strategy II (right). The data points in the right panel are colored
according to the value of the latent variable θ.
To take a closer look at how the extracted features reveal the latent structure of action
sequences, in Figure 2.3, we plot the first two principal features for one dataset of 1000
sequences under each strategy. For the dataset generated from strategy I (left panel of
Figure 2.3), the group structure is clearly shown in the figure and the two groups can
be roughly separated by a horizontal line at zero. The data shown in the right panel of
Figure 2.3 are generated from strategy II. It is evident that sequences located closer have
similar latent characteristics.
2.4 Case Study
2.4.1 Data Description
PIAAC is a survey conducted by the Organization for Economic Co-operation and
Development (OECD) to measure the cognitive and workplace skills of adults around
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the world. The first cycle of PIAAC in 2012 assessed three cognitive skills: literacy,
numeracy, and PSTRE, which refers to using digital technology, communication tools
and networks to acquire and evaluate information, communicate with others and perform
practical tasks (OECD, 2012). Successful completion of PSTRE tasks thus requires both
problem-solving skills and familiarity with digital environments. The PIAAC survey also
contains background questionnaires on demographic and labor-market characteristics of
respondents.
The log file data are available for 17 countries that participated in PIAAC 2012:
Austria, Belgium, Denmark, Estonia, Finland, France, Germany, Ireland, Italy, Korea,
Netherlands, Norway, Poland, Slovak Republic, Spain, the United Kingdom, and the
United States. The survey includes 14 PSTRE items and 38,914 respondents in total.
Each person responded to all or a subset of the 14 items and each item2 has around
25,700 respondents. There are 3,673 respondents who answered all 14 items and 12,501
respondents who answered all 13 items except U21 in the dataset. Altogether, there
are 342,755 respondent-item pairs. Both the response process and the response outcome
(dichotomous or polytomous) were recorded for each pair.
The 14 PSTRE items in PIAAC 2012 vary in content, task complexity and difficulty.
Some basic descriptive statistics of the items are summarized in Table 2.1, where N
denotes the number of respondents, M is the number of possible actions, T̄ stands for
the average sequence length and Correct % is the percentage of fully correct responses.
The original final outcomes for some items are polytomous. We simplify them into binary
outcomes with the fully corrected responses labeled as 1 and all others as 0. There are
three types of interaction environments, email client, spreadsheet, and web browser. Some
2The exception is item U21, in which the process data from some countries are not released as their
request; see Table 2.1 for detail.
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items such as U01a and U01b have a single environment while some items such as U02
and U23 involve multiple environments. U06a is the simplest item in terms of number of
possible actions and average response length, but only about one fourth of the participants
answered it correctly. Items U02 and U04a are the most difficult items—only around 13%
of the respondents correctly completed the given tasks. The tasks in these two items
are relatively complicated—there are a few hundred or even over one thousand possible
actions and more than 40 actions are needed to finish the task. The variety of items
necessitates automatic methods to extract features from process data.
Table 2.1: Descriptive statistics of PIAAC PSTRE items.
ID Description N M T̄ Correct %
U01a Party Invitations - Can/Cannot Come 25780 234 24.4 58.1
U01b Party Invitations - Accommodations 25739 270 52.5 50.6
U02 Meeting Rooms 25825 361 59.7 13.1
U03a CD Tally 25758 387 14.5 41.3
U04a Class Attendance 25671 1659 47.9 13.8
U06a Sprained Ankle - Site Evaluation Table 25764 47 10.6 25.1
U06b Sprained Ankle - Reliable/Trustworthy Site 25739 127 16.0 48.9
U07 Digital Photography Book Purchase 25749 156 18.5 47.8
U11b Locate E-mail - File 3 E-mails 25798 160 29.5 22.4
U16 Reply All 25783 271 93.2 59.4
U19a Club Membership - Member ID 25884 530 27.8 67.9
U19b Club Membership - Eligibility for Club President 25866 580 22.7 48.5
U21 Tickets 7606 252 23.4 38.2
U23 Lamp Return 25793 337 30.1 36.0
Note: N = number of respondents; M = number of possible actions; T̄ = average sequence
length; Correct % = percentage of correct responses.
2.4.2 Feature Interpretation
We extract features for each of the 14 items by Procedure 1. The number of features
is chosen from {10, 20, . . . , 100} by five-fold cross-validation and the selected number for
each item is given in the second column of Table 2.2.
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Many of the principal features, especially the first several ones, have clear interpre-
tations. We find the interpretation of a feature by examining the characteristics of the
action sequences corresponding to the two extremes of the feature and then confirm it by
calculating the correlation between the feature and a variable constructed according to
the interpretation. Table 2.2 lists the interpretation of the first three principal features
for each item.
The first principal feature of each item usually indicates attentiveness. An inattentive
respondent often tries to skip a task directly or submits an answer by guessing randomly
without meaningful interactions with the simulated environment, while an attentive re-
spondent usually takes more actions to understand and to complete the task by exploring
the environment. Therefore, attentiveness of a respondent can be reflected by the length
of observed process. In Table 2.2, the numbers in the parentheses after the interpretation
of the first principal feature of each item give the absolute value of the correlation between
the first principal feature and the logarithm of the process length.
Some other features reveal whether the respondent understands the requirements of
items. For example, item U11b requires respondents to classify emails in the “Save” folder.
The second feature of U11b reflects whether the respondent works on the correct folder.
Similarly, item U01b requires creating a new folder. The second feature of this item is
related to whether this requirement is followed. There are also features related to respon-
dents’ information and computer technology skills. Examples include the second feature
of U03a, indicating whether sorting or searching tools are used, and the second feature
of U04a, reflecting whether window split is used to avoid frequent switching between
windows.
The feature space of the respondents with correct responses is usually very different
from that of the respondents with incorrect responses. As an illustration, the first two
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Table 2.2: Interpretation of first three principal features.
Item K Feature Interpretation
U01a 60
1 Attentiveness in item response process (0.49)
2 Intensity of mail and folder viewing actions
3 Intensity of mail moving actions
U01b 70
1 Attentiveness in item response process (0.75)
2 Intensity of creating new folders actions
3 Intensity of mail moving actions
U02 90
1 Attentiveness in item response process (0.71)
2 Intensity of mail moving actions
3 Intensity of mail viewing actions
U03a 90
1 Attentiveness in item response process (0.74)
2 Intensity of search and sort actions
3 Times of answer submission
U04a 100
1 Attentiveness in item response process (0.86)
2 Intensity of switching environments
3 Intensity of arranging tables actions
U06a 70
1 Attentiveness in item response process (0.68)
2 Intensity of clicking radio buttons
3 Chance of classifying a website as useful
U06b 30
1 Attentiveness in item response process (0.77)
2 Intensity of selecting answers
3 Intensity of choosing website 2 against choosing website 4
U07 60
1 Attentiveness in item response process (0.82)
2 Intensity of actions related to website 6
3 Intensity of actions related to website 3
U11b 60
1 Attentiveness in item response process (0.60)
2 Intensity of actions related to email in save folder
3 Intensity of mail moving actions
U16 70
1 Attentiveness in item response process (0.65)
2 Intensity of “Other_Keypress”
3 Intensity of email viewing against email replying
U19a 90
1 Attentiveness in item response process (0.78)
2 Intensity of typing emails
3 Intensity of ticking and clicking email environment button
U19b 60
1 Attentiveness in item response process (0.76)
2 Intensity of sorting actions
3 Number of checked boxes
U21 30
1 Attentiveness in item response process (0.64)
2 Intensity of making reservations
3 Number of games selected
U23 50
1 Attentiveness in item response process (0.67)
2 Click customer service against clicking not needed links
3 Obtain Authorization number or not
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principal features of U01b are plotted in Figure 2.4 for the two groups of respondents
separately. Note that we perform PCA before dividing the respondents into correct and
incorrect groups. Thus the feature spaces presented in the two panels can be compared.
As the figure shows, the distributions of the principal components are very different for
these two groups. The non-oval shape of the clouds suggests that the feature space is
highly non-linear. Furthermore, the variance of the incorrect group is much larger than
that of the correct group suggesting that the incorrect group is much more heterogeneous.
The main reason is that there are more ways to solve the problem incorrectly than do it
correctly. Item U01b requires the respondents to create a new folder and to move some
emails to the new folder. Among the incorrect respondents, some moved emails but didn’t
create a new folder while some created a new folder but didn’t move the emails correctly.
There are also some respondents who didn’t respond seriously—they took fewer than
five actions before moving to the next item. As shown in the right panel of Figure 2.4,
respondents with similar behaviors are located close to each other in the feature space.
2.4.3 Reconstruction of Derived Variables
In this subsection, we demonstrate that the extracted features preserve a substantial
amount of information of the action sequences by showing that some key variables derived
directly from the action sequences can be accurately reconstructed from the features.
Derived variables are binary variables indicating whether certain actions or patterns
appear in the action sequences. For the example item described in Chapter 1, whether
the first link is clicked is a derived variable. Item response outcomes (correct or incorrect)
can also be treated as derived variables since they are entirely determined by the action
sequences. In PIAAC data, besides the item response outcomes, 79 derived variables are
recorded for the 14 PSTRE items. These variables were derived during item development
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Figure 2.4: Scatterplots of the first two principal features of item U01b stratified by
response outcomes.
to better track whether the test takers follow the predefined strategies. For instance, in
the email-related environment (e.g., U01a), a binary variable is defined for each email to
indicate whether the respondent opened the email. The following experiment examines
how well the 93 (79 + 14) derived variables can be reconstructed from the MDS features by
predicting the derived variables from the extracted features. A higher prediction accuracy
indicates the variable can be reconstructed accurately.
For a given item, let Y denote a generic binary derived variable and x be a vector of
principal features extracted from its response process. We consider the logistic regression
model for each derived variable
log
(
p
1− p
)
= η>β, (2.7)
where p is the probability of Y = 1 and η> = (1,x>). For each derived variable, the
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respondents with the variable are randomly divided into a training set and test set in the
ratio 4:1. The logistic regression model (2.7) is fit on the training set and the value of
derived variable in the test set is predicted as 1 if the fitted probability is greater than
0.5, and 0 otherwise. The prediction performance is evaluated by prediction accuracy.
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Figure 2.5: Barplot of the prediction accuracy of item response outcomes.
Figure 2.5 shows the prediction accuracy for response outcomes of the 14 items. We
observe that the extracted features lose little information about response outcomes, with
the prediction accuracy close to 1 for many items. Figure 2.6 presents a histogram to
summarize results for all the 93 derived variables. For most of these variables, the model
constructed from the extracted features has more than 90% accuracy. This result confirms
that the features extracted by Procedure 1 is a comprehensive summary of the response
processes.
Given that the features contain information about action sequences, a natural ques-
tion is whether these features are useful for assessing respondents’ competency and un-
derstanding their behaviors. We will try to answer this question in the remainder of this
section.
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Figure 2.6: Histogram of the prediction accuracy of derived variables.
2.4.4 Cross-Item Outcome Prediction
In this section, we explore if the features obtained from the process data of one item
are helpful to predict the outcomes of another item. Intuitively, if the extracted features
characterize the behavioral patterns and/or intellectual levels of respondents, which affect
their performance in general, then these features should be able to tell more about whether
the respondents can answer other items correctly than a single binary outcome.
Let Yj denote the outcome of item j and xj ∈ RKj denote the features extracted from
item j, j = 1, . . . , 14. We model the relation between the outcome of item j and the
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outcome and features of item j′ 6= j by a logistic regression
log
(
pj
1− pj
)
= η>j′β, (2.8)
where pj is the probability of Yj = 1 and ηj′ is a vector of covariates of item j′. If
process data are not taken into account, only Yj′ provides information about Yj and
η>j′ = (1, Yj′). In this case, available information for telling the outcome of item j is very
limited, especially when the correct rate of item j′ is close to 0 or 1. If process data are
collected, then the features extracted according to Procedure 1 provide another source of
information and we could use η>j′ = (1, Yj′ ,x>j′ , Yj′x>j′) as the covariates from item j′. Note
that the interaction term Yj′x>j′ is included to increase the flexibility of the model. We
call a model the baseline model if it only incorporates the outcome in ηj′ and the process
model if it utilizes the features extracted from process data.
Given that we want to model the outcome of item j based on the information pro-
vided in item j′, respondents who answered both items are randomly split into training,
validation, and test sets in the ratio 4:1:1. Both the baseline model and the process model
are fit on the training set. To avoid overfitting, we add L2 penalties on the coefficients
of process model and fit the model on the training set for a grid of penalty parameters.
The fitted process model with the penalty parameter that produces the highest prediction
accuracy on the validation set is chosen to compare with the baseline model. The predic-
tion accuracy of the process model for all combinations of j and j′ is plotted against that
of the corresponding baseline model in the left panel of Figure 2.7. For most of the item
pairs, the prediction accuracy is improved when the features extracted from process data
are utilized, implying that the information in the process data is helpful in predicting the
performance of respondents.
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Figure 2.7: Left: Prediction accuracy of the process model against the baseline model;
Middle: Prediction accuracy of the process model against the baseline model for re-
spondents who answered the predictor item correctly; Right: Prediction accuracy of the
process model against the baseline model for respondents who answered the predictor
item incorrectly.
To take a closer look at the results, the middle and right panels of Figure 2.7 compare
prediction accuracy separately for those who answered item j′ correctly and incorrectly.
The improvement in prediction accuracy is more obvious for the “incorrect” group. The
main reason is that the action sequences corresponding to the incorrect responses usually
provide more information about the respondents. There are often more ways to answer
a question incorrectly than correctly. An incorrect response may be the consequence of
misunderstanding the item requirements or lack of basic computer skills. It may also
result from the respondents’ carelessness or inattentiveness. These varieties are reflected
in the response processes, and thus, in the extracted features. As an illustration, the
histograms of the first principal feature of item U01a stratified by the respondents’ out-
comes of U01a and U01b are plotted in Figure 2.8. In the U01a incorrect group, there is
a significant difference in the feature distributions for those who answered U01b correctly
and incorrectly, while the two distributions are almost identical in the U01a correct group.
Recall that the first principal feature describes the respondents’ attentiveness. Among
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the respondents who answer U01a incorrectly, those with lower feature values lack atten-
tiveness. By including the features in the model, we are able to identify them and know
that they are unlikely to answer U01b and other items correctly.
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Figure 2.8: Histograms of the first principal feature of item U01a stratified by the out-
comes of U01a and U01b.
2.4.5 Score Prediction
The 14 interactive items in PIAAC were designed to study the PSTRE skills. The
respondents’ competency in literacy and numeracy were measured using items designed
specifically for these two scales. We will show in this subsection that the process data
from problem-solving items can cast light on respondents’ proficiency in other scales. Let
Z denote the score of a specific scale. We consider a linear model to explore the relation
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between Z and problem-solving items
Z = η>β + ε, (2.9)
where ε is a Gaussian random noise and η is a vector of predictors related to one or more
problem-solving items and will be specified later.
Score Prediction Using a Single Item
In the first experiment, we model the scores based on the information provided in
a single item. In the model that only incorporates the binary outcome, namely the
baseline model, the linear predictor is η> = (1, Yj). In the process model, we use η> =
(1, Yj,x
T
j , Yjx
>
j ). For each of the 14 problem-solving items, the respondents are randomly
split into training, validation and test sets in the ratio 4:1:1. Both the baseline and the
process model are fitted on the training set for literacy and numeracy scores separately.
To avoid overfitting, L2 penalties are placed on the coefficients in the process model for
a grid of penalty parameters. The penalty parameter that produces the best prediction
performance on the validation set is selected to obtain the final estimated process model.
The prediction performance is evaluated by OSR2.
The left panel of Figure 2.9 presents the OSR2 of the baseline model and the process
model for all combinations of score and item. For both literacy and numeracy scores,
including information from process data is beneficial to score prediction. Although the
problem-solving items are not designed to measure numeracy and literacy in PIAAC,
process data can provide information leading to substantial improvements in these two
scales.
The right panel of Figure 2.9 presents OSR2 of the process model stratified by the
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Figure 2.9: Left: OSR2 of the baseline and process model on the test set. Right: OSR2
of the process model stratified by response outcomes.
outcome of an item. Similar to the outcome prediction in the previous subsection, the
prediction performance for the respondents who answered an item incorrectly is usually
much better than that for those who answered correctly since action sequences corre-
sponding to incorrect answers often have more information than those corresponding to
correct answers.
Score Prediction Using Multiple Items
In the second experiment, we will examine how the improvement in score prediction
brought by process data changes as the number of the items incorporated in the analysis
increases. We only consider the 12,501 respondents who responded to all 13 problem-
solving items (and U21 is excluded due to its small sample size) in this experiment.
Among these respondents, two thirds are randomly assigned to the training set, and the
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remaining one third are evenly split into a validation set and a test set. For each score, two
models, a baseline model and a process model, are considered for a given set of items. For
the baseline model, the linear predictor consists of the binary outcomes of the available
items. For the process model, in addition to the binary outcomes, the linear predictor
includes the extracted features for each available item. Let Sm = {j1, . . . , jm} be a set
containing the indices of the items to be incorporated, where m denotes the number of
indices in the set and ranges from 1 to 13 in our analysis. Then the linear predictor
of the baseline model is η> = (1, Yj1 , . . . , Yjm), while the linear predictor of the process
model is η> = (1, Yj1 , . . . , Yjm ,xj1 , . . . ,xjm) where xj ∈ RKj is the features for item j and
Kj is the latent dimension given by Table 2.2. The set of available items is determined
by forward Akaike information criterion (AIC) selection of the outcomes on the training
set. Specifically, for a given m, Sm contains the items whose outcomes are the first m
outcomes selected by the forward AIC selection among all 13 outcomes Y1, . . . , Y13. For
a given score, a sequence of baseline models and the process models are fitted on the
training set. Similar to the previous subsection, L2 penalty is added on the coefficients of
the process models to avoid overfitting, and the penalty parameter is selected based on
the OSR2 on the validation set.
Figure 2.10 presents the OSR2 of the baseline model and the selected process model on
the test set. Regardless of the number of items available, the process model outperforms
the baseline model in both literacy and numeracy score prediction. The improvements
are substantial especially when the number of items is small. The OSR2 of the process
model with only 6 items is comparable to the OSR2 of the baseline model with all 13
items. In the process of completing the task in the problem-solving item, respondents
need to comprehend the item description and provided materials, so the outcomes and
the action sequences of problem-solving items can reflect respondents’ literacy competency
35
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Figure 2.10: OSR2 of the baseline and process model with various number of items.
to some extent. Our experiment shows that process data can provide more information
than binary outcomes. Properly incorporating process data in analysis can exploit the
information from items more efficiently.
2.5 Discussions
2.5.1 Dissimilarity Measures
The dissimilarity measure used in previous sections is just one of the possible choices.
Other choices such as Levenshtein distance (Levenshtein, 1966) and optimal symbol align-
ment distance (Herranz, Nin, & Sole, 2011) can also be used and similar observations can
be made as shown below in Figure 2.11.
To compare the prediction performance of features extracted from different dissimi-
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larity measures, we compute the Levenshtein distance matrix of the action sequences for
each item and extract features using Procedure 1 with the same dimension K as in Table
2.2. With these newly extracted features, we repeat the experiment of score prediction
using multiple items. All settings are the same as those in Section 2.4.5. A comparison
of the score prediction performance is presented in Figure 2.11. Although the OSR2s for
the Levenshtein distance features are lower than those for the OSS features, they are still
higher than those from the baseline model and the general trend of OSR2 as the number
of items increases is similar.
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Figure 2.11: Comparison of score prediction for features extracted based on different
dissimilarity measures. “OSS” stands for the ordering-based sequence similarity and “LV”
stands for the Levenshtein distance.
The OSS measure has an advantage in computational efficiency. For a pair of sequences
with length T1 and T2, the Levenshtein distance measure can be computed by dynamic
programming with time complexity O(T1T2). The time complexity for calculating the
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OSS measure is O(T1 + T2).
2.5.2 Computation of MDS
Given the dissimilarity function d, the solution to (2.4) is approximated by performing
an eigenvalue decomposition of the matrix−1
2
JD(2)J where J = I− 1
n
1>1 and D(2) = (d2ij).
This is called classical MDS. The computational complexity of the algorithm is O(n3),
which is very expensive if the number of processes N is large. Moreover, the N × N
dissimilarity matrix D consumes a large amount of memory. Paradis (2018) proposed an
algorithm to perform MDS for a large N . This algorithm first chooses a small subset Ω0
of the objects and obtains x̂i, i ∈ Ω0 by performing classical MDS on this subset. Then
it minimizes
F (xi) =
∑
j∈Ω0
(dij − ‖xi − x̂j‖)2
by the BFGS method (Broyden, 1970; Fletcher, 1970; Goldfarb, 1970; Shanno, 1970) for
each i ∈ Ω0. In this way, only the dissimilarities for O(Nn) pairs of objects are calculated
where n is the subset size and the eigenvalue decomposition for a large matrix is avoided.
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Feature Extraction via Action Sequence
Autoencoder 1
3.1 Introduction
In this chapter, we present a second method to extract features from process data.
Similar to MDS discussed in Chapter 2, this method does not rely on prior knowledge of
items or the coding of log files. Therefore, it is applicable to a wide range of process data
with little item-specific processing effort.
The main component of the proposed feature extraction method is an autoencoder
(Goodfellow, Bengio, & Courville, 2016, Chapter 14). It is a class of artificial neural
networks that tries to reproduce the input in its output. Autoencoders are often used
for dimension reduction (Hinton & Salakhutdinov, 2006) and data denoising (Vincent,
1This chapter is adapted from an accepted manuscript of an article published in British Journal
of Mathematical and Statistical Psychology, May 2020, available online: https://doi.org/10.1111/
bmsp.12203
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AUTOENCODER
Larochelle, Bengio, & Manzagol, 2008) in pattern recognition, computer vision, and many
other machine learning applications (Deng et al., 2010; Li, Luong, & Jurafsky, 2015; Lu,
Tsao, Matsuda, & Hori, 2013; Yousefi-Azar, Varadharajan, Hamey, & Tupakula, 2017).
They first map the input to a low-dimensional vector, from which they then try to recon-
struct the input. Once a good autoencoder is found for a dataset, the low-dimensional
vector contains comprehensive information of the original data and thus can be used as
features summarizing the response processes.
Due to the flexibility of computer simulations and the wide diversity of human be-
haviors, response processes are often very noisy. Figure 3.1 presents the one-step and
two-step lagged correlation of the response processes from one of the PSTRE items in
PIAAC 2012. The lagged correlation matrix is analogous to the autocorrelation function
of time series (Brockwell & Davis, 2016). A positive (negative) element of the one-step
lagged correlation matrix indicates that the action in the corresponding column tend to
(does not tend to) appear one step after the action in the corresponding row. The ele-
ments in the two-step lagged correlation matrix can be interpreted similarly. As most of
the elements in the two matrices are close to zero, there is no clear correlation between
two actions appearing consecutively or one-step away. Thus if we use models taking into
account only short-term dependence to analyze process data, for instance, autoregressive
models or moving average models, we will find that the response process is largely ran-
dom noise with no structure. The autoencoder that we discuss in this chapter takes into
account the long-term dependence and reduces the large amount of noise in process data.
With the proposed method, we extract features from process data of each PSTRE
items in PIAAC 2012 and explore the feature space. We show that the extracted features
from response processes contain more information than the traditional item responses.
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CHAPTER 3. FEATURE EXTRACTION VIA ACTION SEQUENCE
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Figure 3.1: One-step (left) and two-step (right) lagged correlation of the response pro-
cesses from item U06b of PIAAC 2012.
We find that the prediction of many variables, including literacy and numeracy scores
and a variety of background variables, can be considerably improved once the process
features are incorporated. The results from autoencoders are also compared with other
feature extraction methods like MDS and n-grams.
Neural networks have been used for analyzing educational data recently. Piech et al.
(2015) and Wang, Sy, Liu, and Piech (2017) applied recurrent neural networks to knowl-
edge tracing and showed that their deep knowledge tracing models can predict students’
performance on the next exercise from their exercise trajectories more accurately than
other traditional methods. Bosch and Paquette (2017) discussed several neural network
architectures that can be used for analyzing interaction log data. They extracted fea-
tures for detecting student boredom through modeling the relations of student behaviors
in two time intervals. The log file data used there were aggregated into a more regu-
lar form. Ding, Yang, Yeung, and Pong (2019) also studied the problem of extracting
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features from student’s learning process using autoencoders. The learning processes con-
sidered there have a fixed number of steps and the data in each step were preprocessed
into fixed-dimensional raw features.
The rest of the chapter is organized as follows. In Section 3.2, we introduce the ac-
tion sequence autoencoder and the feature extraction procedure for process data. The
proposed procedure is applied to simulated processes in Section 3.3 to demonstrate how
extracted features reveal the latent structure in response processes. Section 3.4 presents
a case study of process data from PSTRE items of PIAAC to show that the extracted au-
toencoder features contain more information than traditional responses. Some discussions
on supervised learning are made in Section 3.5.
3.2 Feature Extraction via Action Sequence Autoen-
coder
A response process s can be equivalently represented as a T × M binary matrix
S = (Stj) whose t-th row gives the dummy variable representation of the action at time
step t. More specifically, Stj being one indicates the t-th action of the sequence is action
aj. There is one and only one element being one in each row. All other elements are
zeros. In the rest of this chapter, S is used interchangeably with s for referring to an
action sequence.
The length of a response process is likely to vary widely across respondents. As a re-
sult, the matrix representation of response processes from different respondents will have
different number of rows. For a set of N processes, s1, . . . , sN (equivalently, S1, . . . ,SN),
the length of si (the number of rows in Si) is denoted by Ti, for i = 1, . . . , N . The main
motivation of developing a feature extraction method for process data is to compress the
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nonstandard data with varying dimension into homogeneous dimension vectors to facili-
tate subsequent standard statistical analysis. In the remaining of this section, we describe
a feature extraction method built on a type of neural networks called autoencoder. We
start the description by a brief introduction to the structure and the working mechanism
of a generic autoencoder in Section 3.2.1. In Section 3.2.2, we introduce recurrent neural
networks, a type of neural networks that are often used to process sequential information
in data. In Section 3.2.3, we put together the pieces to construct an autoencoder that is
suitable for extracting features from action sequences in process data.
3.2.1 Autoencoder
The main component of our feature extraction method is an autoencoder (Goodfellow
et al., 2016, Chapter 14). It is a type of artificial neural networks whose output tries to
reproduce the input. A trivial solution to this task is to link the input and the output
through an identity function, but it provides little insight about the data. Autoencoders
employ special structures in the mapping from the input to the output so that nontriv-
ial reconstructions are formed to unveil the underlying low-dimensional structure. As
illustrated in Figure 3.2, an autoencoder consists of two components, an encoder φ and
a decoder ψ. The encoder φ transforms a complex and high-dimensional input s into a
low-dimensional vector θ. Then the decoder ψ reconstructs the input from θ. Since the
low-dimensional vector is in a standard and simpler format and contains adequate infor-
mation to restore the original data, autoencoders are often used for dimension reduction
and feature extraction.
The encoder and the decoder are often specified as a family of functions, φη and ψξ,
respectively, where η and ξ are parameters to be estimated by minimizing the discrepancy
between the inputs and the outputs of the autoencoder. To be more specific, let ŝi =
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   
s ŝθ
Figure 3.2: Structure of an autoencoder.
ψξ(φη(si)) denote the output for input si, i = 1, . . . , N . The parameters η and ξ are
estimated by minimizing
F (η, ξ) =
N∑
i=1
L(si, ŝi), (3.1)
where L is a loss function measuring the difference between the reconstructed data ŝi and
the original data si. Once estimates η̂ and ξ̂ are obtained, the latent representation or
the features of an action sequence s can be computed by θ = φη̂(s).
To make an analogue to the IRT models or other latent variable models, one may con-
sider θ, the output of the encoder φ, to be an estimator of the latent variables based on the
responses and the decoder ψ to be the item response function that specifies the response
distribution corresponding to a latent vector. For the IRT model, the estimator and the
item response function are often coherent in the sense that the estimator is determined
by the item response function. For autoencoder, both φ and ψ are parameterized and
estimated based on the data. There is no coherence guarantee between them. This is one
of the theoretical drawbacks of autoencoder. Nonetheless, we hope that the parametric
families for φ and ψ are flexible enough such that they can be consistently estimated with
large samples and thus approximate coherence is automatically achieved.
Based on the above discussion, a crucial step in the application of autoencoders is to
specify an encoder and a decoder that are suitable for the data to be compressed. In the
remainder of this section, we will describe an autoencoder that performs well for response
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processes.
3.2.2 Recurrent Neural Network
Input
Output
Hidden 
State m0 m1 m2 · · ·
x1 x2 xT
mT
yTy1 y2
Figure 3.3: Structure of RNNs.
To facilitate the presentation, we first provide a brief introduction to the recurrent
neural networks (RNNs), a pivotal component of the encoder and the decoder of the
action sequence autoencoder.
RNNs form a class of artificial neural networks that deal with sequences. Unlike
traditional artificial neural networks such as multi-layer feed-forward networks (Patterson
& Gibson, 2017, Chapter 2) that treat an input as a simple vector, RNNs have a special
structure to utilize the sequential information in data. As depicted in Figure 3.3, the
basic structure of RNNs has three components: inputs, hidden states, and outputs, each
of which is a multivariate time series. The inputs x1, . . . ,xT are K-dimensional vectors.
The hidden statesm1, . . . ,mT are also K-dimensional and can be viewed as the memory
that helps process the input information sequentially. The hidden state evolves as the
input evolves. Each mt summarizes what has happened up to time t by integrating the
current information xt with the previous memory mt−1, that is, mt is a function of xt
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and mt−1
mt = f(xt,mt−1), (3.2)
for t = 1, . . . , T . The initial hidden statem0 is often set to be the zero-vector. To extract
from memory the information that is useful for subsequent tasks, a K-dimensional output
vector yt is produced as a function of the hidden state mt at each time step t,
yt = g(mt). (3.3)
Both f and g are often specified as a parametric family of functions with parameters to
be estimated from data.
To summarize, an RNN makes use of the current input xt and a summary of previ-
ous information mt−1 to produce an updated summary information mt, which in turn
produces an output yt at each time step t. An RNN is not a probabilistic model. It
does not specify the probability distribution of the input xt or the output yt given the
hidden statemt. It is essentially a deterministic nonlinear function that takes a sequence
of vectors and outputs another sequence of vectors. Each output vector summarizes the
useful information in the input vectors up to the current time step. We will write the
function induced by an RNN as R(·;γ) where γ collects the parameters in f and g. Let-
ting X = (x1, . . . ,xT )> and Y = (y1, . . . ,yT )> respectively denote the inputs and the
outputs of the RNN, we have Y = R(X;γ). We use a subscript t of R to denote the
output vector at time step t, that is, yt = Rt(X;γ).
RNNs can process sequences of different lengths. Note that the functions f and g in
(3.2) and (3.3) are the same across time steps. Therefore, the total number of parameters
for an RNN does not depend on the number of the time steps.
Various choices of f and g have been proposed to compute the hidden states and
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the outputs. Two most widely used ones are the long-short-term-memory (LSTM) unit
(Hochreiter & Schmidhuber, 1997) and the gate recurrent unit (GRU) (Cho et al., 2014).
They are designed to mitigate the vanishing or exploding gradient problem of a basic
RNN (Bengio, Simard, & Frasconi, 1994). We will also use the two designs in the RNN
component of our action sequence autoencoder. Structures of the LSTM unit and the
GRU are described below.
LSTM unit. In an LSTM unit, the hidden state mt consists of two components, ct
and ht, storing long-term and short-term memory, respectively, of the sequence up to the
current step. The long-term memory ct is often called the cell state of the unit. The
LSTM unit computes the hidden states and outputs in time step t as follows
zt = σ(q1 +W1xt +U1ht−1),
rt = σ(q2 +W2xt +U2ht−1),
c̃t = tanh(q3 +W3xt +U3ht−1),
ct = zt ? ct−1 + rt ? c̃t,
vt = σ(q4 +W4xt +U4ht−1),
ht = vt ? tanh(ct),
yt = ht,
where ? denotes element-wise multiplication and qi,Wi,Ui, i = 1, 2, 3, 4, are parameters.
Both σ(x) = 1/{1+exp(−x)} and tanh(x) = {exp(x)−exp(−x)}/{exp(x)+exp(−x)} are
element-wise activation functions. The relationship among the components in the above
formula is illustrated in Figure 3.4. Receiving the hidden state from the previous step
mt−1 = (ct−1,ht−1) and the current input xt, the LSTM unit forgets obsolete information
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Figure 3.4: Structure of the LSTM unit.
in the previous long-term memory and combines the remaining (zt ? ct−1) with the useful
information (rt ? c̃t) from the new input and previous short-term memory to form the
updated long-term memory ct. As zt controls what should be forgot in the long-term
memory, it is often called the forget gate. The candidate cell state c̃t summaries infor-
mation in the previous short-term memory ht−1 and the new input xt. The so-called
input gate, rt, determines which part of this new information should be added into the
long-term memory. Once the long-term memory is updated, the LSTM unit selects in-
formation that is useful in the short term from the updated long-term memory with the
help of the output gate vt. The selected information then forms the updated short-term
memory ht and is used as the output yt of the unit.
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GRU. Using the notation in Section 3.2.2, the GRU computes the hidden states and
outputs in time step t as follows
zt = σ(q1 +W1xt +U1mt−1),
rt = σ(q2 +W2xt +U2mt−1),
m̃t = tanh(q3 +W3xt +U3(rt ?mt−1)),
mt = (1− zt) ?mt−1 + zt ? m̃t,
yt = mt,
where ? denotes element-wise multiplication and qi,Wi,Ui, i = 1, 2, 3, are parameters.
Both σ(x) = 1/{1+exp(−x)} and tanh(x) = {exp(x)−exp(−x)}/{exp(x)+exp(−x)} are
element-wise activation functions. The structure stated in the above formula is illustrated
in Figure 3.5. The procedure of updating the hidden state in the GRU is simpler than
that in the LSTM unit. In the GRU, a candidate hidden state m̃t is first computed by
combining information in the input xt and the previous hidden state mt−1. Notice that
not all the information inmt−1 is used to construct m̃t−1. Only the relevant information
selected by the reset gate rt is incorporated. The updated hidden state mt is a convex
combination of the previous hidden state mt−1 and the candidate hidden state m̃t. The
weight zt is called the update gate as it controls how much new information (m̃t) should
be integrated in mt. The output of the GRU is the same as the updated hidden state.
3.2.3 Action Sequence Autoencoder
The action sequence autoencoder used for extracting features from process data takes
a sequence of actions as the input process and outputs a reconstructed sequence. The
diagram in Figure 3.6 illustrates the structure of the action sequence autoencoder. In
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convex 
comb.
Figure 3.5: Structure of the GRU.
what follows, we elaborate the encoding and the decoding mechanism.
Encoder. The encoder of the action sequence autoencoder takes a sequence of actions
and outputs a K-dimensional vector as a compressed summary of the input action se-
quence. Working with action sequences directly is often challenging because of the cate-
gorical nature of the actions. To overcome the obstacle, we associate each action ai in the
action pool A with a K-dimensional latent vector ei that will be estimated based on data.
These latent vectors describe the attributes of actions and will be used to summarize in-
formation in the action sequences through arithmetic operations. The method of mapping
categorical variables to continuous latent attributes is often called the embedding method.
It is widely used in machine learning applications such as neural machine translation and
knowledge graph completion (Bengio, Ducharme, Vincent, & Jauvin, 2003; Kraft, Jain,
& Rush, 2016; Mikolov, Sutskever, Chen, Corrado, & Dean, 2013).
The first operation of our encoder is to transform the input sequence s = (s1, . . . , sT )
into a corresponding sequence of latent vectors (ei1 , . . . , eiT ) where it is the index of the
action in A at time step t, that is, st = ait for t = 1, . . . , T . With the binary matrix
representation S of action sequence s, the embedding step of the encoder is simply a
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Figure 3.6: Structure of action sequence autoencoders. The bottom row gives the value
range of each component, where ∆M−1 = {(p1, . . . , pM) :
∑M
i=1 pi = 1, pi ≥ 0, i =
1, . . . ,M}.
matrix multiplication X = SE where E = (e1, . . . , eM)> is an M ×K matrix whose i-th
row is the latent vector for action ai and the rows of X = (ei1 , . . . , eiT )> form the latent
vector sequence corresponding to the original action sequence s.
Given the latent vector sequence, the encoder uses an RNN to summarize the informa-
tion. Since our goal is to compress the entire response process into a single K-dimensional
vector, only the last output vector of the RNN is kept to serve as a summary of infor-
mation. Therefore, the output of the encoder, i.e., the latent representation of the input
sequence, is θ = RT (X;γE).
To summarize, the encoder of our action sequence autoencoder is
φη(S) = RT (SE;γE), (3.4)
where η represents all the parameters including the embedding matrix E and the parame-
ter vector γE of the encoder RNN. The encoding procedure consists of the following three
steps.
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1. An observed action sequence is transformed into a sequence of latent vectors by the
embedding method: X = SE.
2. The latent vector sequence is processed by the encoder RNN to obtain another
sequence of vectorsR(X;γE) = (θ1, . . . ,θT )> where θt = Rt(X;γE) for t = 1, . . . , T .
3. The last output of the RNN is kept as the latent representation, namely, θ = θT .
Each of the three steps corresponds to an arrow in the encoder part of Figure 3.6.
Decoder. The decoder of the action sequence autoencoder reconstructs an action se-
quence s, or equivalently, its binary matrix representation S, from θ. First, a different
RNN is used to expand the latent representation θ into a sequence of vectors, each of which
contains the information of the action at the corresponding time step. As θ is the only
information available for the reconstruction, the input of the decoder RNN is the same θ
for each of the T time steps. Writing it in a matrix form, the input of the decoder RNN is
1Tθ
> where 1T is the T -dimensional vector of ones. After the decoder RNN’s processing,
we obtain a sequence of K-dimensional vectors Y = (y1, . . . ,yT )> = R(1Tθ>;γD). Each
yt contains the information for the action taken at time step t.
Recall that each row of S is the dummy variable representation of the action at a
particular time. Each row essentially specifies a degenerate categorical distribution on A,
with the action that is actually taken having probability one and all the other actions
having probability zero. With this observation, the task of restoring the action at step t
becomes constructing the probability distribution of the action taken at step t from yt.
The multinomial logit model (MLM) can be used in the decoder to achieve this. To be
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more specific, the probability of taking action aj at time t is
Ŝtj =

exp(bj+y
>
t βj)
1+
∑M−1
k=1 exp(bk+y
>
t βk)
if j = 1, . . . ,M − 1;
1
1+
∑M−1
k=1 exp(bk+y
>
t βk)
if j = M,
(3.5)
where bj and βj are parameters to be estimated. Note that the parameters in (3.5) do
not depend on t. That is, the decoder uses the same MLM to compute the probability
distribution of st from yt for t = 1, . . . , T . As a result, the reconstructed sequence is
Ŝ = (Ŝtj) and the decoder can be written as
ψξ(θ) = MLM(R(1Tθ>;γD)), (3.6)
where the parameter vector ξ consists of the parameter vector γD in the decoder RNN
and bj,βj, j = 1, . . . ,M − 1.
If we have an ideal autoencoder that reconstructs the input perfectly, the probability
distribution specified by (Ŝt1, . . . , ŜtM) will concentrate all its probability mass on the
action that is actually taken. In practice, it is very unlikely to construct such perfect
autoencoders. Usually, every action in the action set A will be assigned a positive proba-
bility in the reconstructed probability distribution. For a given set of response processes,
we want to manipulate the parameters in the encoder and the decoder so that the re-
constructed probability distribution concentrates as much probability mass on the actual
action as possible.
To summarize, as depicted in the decoder part of Figure 3.6, the decoding procedure
of the action sequence autoencoder consists of the following three steps.
1. The latent representation θ is replicated T times to form the T ×K matrix 1Tθ>.
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2. The decoder RNN takes 1Tθ> and outputs a sequence of vectors (y1, . . . ,yT ), each
element of which containing the information of the action at the corresponding step.
3. The probability distribution of st is computed according to the MLM from yt at
each time step t.
Loss function. In order to extract good features for a given set of response processes, we
need to construct an action sequence autoencoder that reconstructs the response processes
as well as possible. The discrepancy between an action sequence S and its reconstructed
version Ŝ can be measured by the following loss function
L(S, Ŝ) = − 1
T
T∑
t=1
M∑
j=1
Stj log(Ŝtj). (3.7)
Note that, for a given t, only one of St1, . . . , StM is non-zero. The loss function is smaller
if the distribution specified by (Ŝt1, . . . , ŜtM) is more concentrated on the action that is
actually taken at step t. The best action sequence autoencoder for describing a given set
of response processes is the one that minimizes the total reconstruction loss defined in
(3.1).
Notice that (3.7) is in the same form as the log-likelihood function of categorical dis-
tributions. By using this loss function, we implicitly define a probabilistic model for the
response processes. That is, given the latent representation θ, st follows a categorical dis-
tribution on A with probability vector (Ŝt1, . . . , ŜtM). The decoder of the action sequence
autoencoder specifies the functional form of the probability vector in terms of θ and ξ.
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3.2.4 Procedure
Based on the above discussion, we extract K features from N response processes
S1, . . . ,SN through the following procedure.
Procedure 3 (Feature extraction for process data).
1. Find a minimizer, (η̂, ξ̂), of the objective function F (η, ξ) =
∑N
i=1 L(Si, Ŝi) by
stochastic gradient descent through the following steps.
(a) Initialize the parameters η and ξ.
(b) Randomly generate i from {1, . . . , N} and update η and ξ with η−α∂L(Si,Ŝi)
∂η
and
ξ − α∂L(Si,Ŝi)
∂ξ
, respectively, where α is a predetermined small positive number.
(c) Repeat step (b) until convergence.
2. Calculate θ̃i = φη̂(Si), for i = 1, . . . , N . Each column of Θ̃ = (θ̃1, . . . , θ̃N)> is a
raw feature of the response processes.
3. Perform principal component analysis (PCA) on Θ̃. The principal components are
the K principal features of the response processes.
In Step 1, the optimization problem is solved by stochastic gradient descent (SGD)
(Robbins & Monro, 1951). In Step 1b, a fixed step size α is used for updating the
parameters. Data-dependent step sizes such as those proposed in Duchi, Hazan, and
Singer (2011), Zeiler (2012), and Kingma and Ba (2015) can be easily adapted for the
optimization problem.
Neural networks are often over-parametrized. To prevent overfitting, validation based
early stopping (Prechelt, 2012) is often used when estimating parameters of complicated
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neural networks such as our action sequence autoencoder. With this technique, the opti-
mization algorithm, in our case, SGD, is not run until convergence. A parameter value
that is obtained before convergence with good performance on the validation set is used
as an estimate of the minimizer. To perform early stopping, a dataset is split into a
training set and a validation set. A chosen optimization algorithm is performed only on
the training set for a number of epochs. An epoch consists of NT iterations, where NT
is the size of the training set. At the end of each epoch, the objective function is evalu-
ated on the validation set. The minimizer is approximated by parameters producing the
lowest validation loss. We adopt this technique when constructing the action sequence
autoencoder. The feature extraction procedure with validation-based early stopping is
summarized in Procedure 4.
Procedure 4 (Feature extraction with validation-based early stopping).
1. Find a minimizer, (η̂, ξ̂), of the objective function F (η, ξ) =
∑N
i=1 L(Si, Ŝi) by
stochastic gradient descent with validation-based early stopping through the following
steps.
(a) Randomly split {1, . . . , N} into a training index set ΩT of size NT and a vali-
dation index set ΩV of size NV .
(b) Initialize the parameters η and ξ and calculate FV1 =
∑
i∈ΩV L(Si, Ŝi).
(c) Randomly permute the indices in ΩT and denote the result as (i1, . . . , iNT ).
(d) For k = 1, . . . , NT , update η and ξ with η − α∂L(Sik ,Ŝik )∂η and ξ − α
∂L(Sik ,Ŝik )
∂ξ
,
respectively.
(e) Calculate FV2 =
∑
i∈ΩV L(Si, Ŝi). If FV2 is smaller than FV1, let η̂ = η and
ξ̂ = ξ and update FV1 with FV2.
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(f) Repeat steps (c), (d), and (e) for sufficiently many times.
2. Calculate θ̃i = φη̂(Si), for i = 1, . . . , N . Each column of Θ̃ = (θ̃1, . . . , θ̃N)> is a
raw feature of the response processes.
3. Perform principal component analysis (PCA) on Θ̃. The principal components are
the K principal features of the response processes.
The proposed feature extraction procedure requires the number of features to be ex-
tracted, K, as an input. In general, if K is too small, the action sequence autoencoder
does not have enough flexibility to capture the structure of the response processes. On
the other hand, if K is too big, the extracted features contain too much redundant infor-
mation, causing overfitting and instability in downstream analyses. We adopt the k-fold
cross-validation procedure (Stone, 1974) to choose a suitable K in the analyses presented
in Sections 3.3 and 3.4.
We perform principal component analysis (PCA) on the raw features in the last step of
the proposed feature extraction procedure to seek interpretations. No dimension reduction
is achieved in this step and we keep all the K principal components of the K raw features
θ̃ obtained in Step 2. As we will show in the case study, the first several principal features
usually have clear interpretations even if interpretability is not taken into account in the
feature extraction procedure.
Since the extracted features have a standard format, they can be easily incorporated in
(generalized) linear models and many other well-developed statistical procedures. As we
will show in the sequel, the extracted features contain a substantial amount of information
about the action sequences. They can be used as surrogates of the action sequences
to study how response processes are related to the respondents’ latent traits and other
quantities of interest.
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3.3 Simulations
3.3.1 Experiment Settings
In this section, we apply the proposed feature extraction method to simulated response
processes of an item with 26 possible actions. Each action in the item is denoted by an
upper-case English letter. In other words, we define A = {A,B, . . . ,Z}. All the sequences
used in the study start with A and end with Z, meaning that A and Z represent the start
and the end of an item, respectively.
In our simulation study, action sequences are generated from Markov chains. That
is, given the first t actions in a response process, s1, . . . , st, the distribution from which
st+1 is generated depends only on st. A Markov chain is determined by its probability
transition matrix P = (pij)1≤i,j≤M , where pij = P (st+1 = aj | st = ai). Because of the
special meaning of actions A and Z, there should not be transitions from other actions to
A and from Z to other actions. As a result, the probability transition matrices used in our
simulation study have the constraints that pi1 = 0 for i = 1, . . . ,M , and pMM = 1. To
construct a probability transition matrix, we only need to specify its elements in its upper
right (M − 1) × (M − 1) submatrix. Given a transition matrix P, we start a sequence
with A and generate all subsequent actions according to P until Z appears.
Two simulation scenarios are devised in our experiments to impose latent class struc-
tures in generated response processes. In Scenario I, two latent groups are formed by
generating action sequences from two different Markov chains. Let P1 and P2 denote the
probability transition matrices of the two chains. A set of N sequences are obtained by
generating N/2 sequences according to P1 and the remaining N/2 sequences according
to P2. Both P1 and P2 are randomly generated and then fixed to generate all sets of re-
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sponse processes. To generate P1 = (p
(1)
ij )1≤i,j≤M , we first construct an (M −1)× (M −1)
matrix U whose elements are independent samples from a uniform distribution on interval
[−10, 10]. Then the upper right (M − 1)× (M − 1) submatrix of P1 is computed from U
by
p
(1)
i+1,j =
exp(uij)∑M−1
l=1 exp(uil)
, i, j = 1, . . . ,M − 1. (3.8)
The transition matrix P2 is obtained similarly.
In Scenario II, half of the N action sequences in a set are generated from P1 as in
Scenario I. The other half is obtained by reversing the actions between A and Z in each
of the generated sequences. For example, if (A, B, C, Z) is a generated sequence, then
the corresponding reversed sequence is (A, C, B, Z). The two latent groups formed in this
scenario is more subtle than those in Scenario I as a sequence and its reversed version
cannot be distinguished by marginal counts of actions in A.
We consider three choices of N , 500, 1000, and 2000. One hundred sets of action
sequences are generated for each simulation scenario and each choice of N . Both the
LSTM unit and the GRU are considered for the recurrent unit in the autoencoder. For
each choice of the recurrent unit, the number of features to be extracted are chosen from
{10, 20, 30, 40, 50} by five-fold cross-validation. Once K is selected, Procedure 4 is applied
to each dataset. Adam (Kingma & Ba, 2015) optimizer is used for training action sequence
autoencoders with initial step size 10−3. The training algorithm is run for 50 epochs with
validation-based early stopping and 10% of the processes are randomly sampled as the
validation set.
We investigate the ability of the extracted features in preserving the information in
action sequences by examining their performance in reconstructing variables derived from
action sequences. The variables to be reconstructed are indicators of the appearance of
an action or an action pair in a sequence. Rare actions and action pairs that appear fewer
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than 0.05N times in a dataset are not taken into consideration. We model the relationship
between the indicators and the extracted features through logistic regression. For each
dataset, N sequences are split into training and test sets in the ratio of 4:1. A logistic
regression model is estimated for each indicator on the training set and its prediction
performance is evaluated on the test set by the proportion of correct prediction, i.e.,
prediction accuracy. The average prediction accuracy over all the considered indicators
are recorded for each dataset and each choice of the recurrent unit.
To study how well the extracted features unveil the latent group structures in response
processes, we build a logistic regression model to classify the action sequences according
to the extracted features. The training and test sets are split similarly as before and the
prediction accuracy on the test set is recorded for evaluation.
3.3.2 Results
Table 3.1: Mean (standard deviation) of prediction accuracy in the simulation study.
Scenario N Reconstruction Accuracy Group AccuracyLSTM GRU LSTM GRU
I
500 0.88 (0.005) 0.87 (0.006) 0.99 (0.010) 1.00 (0.007)
1000 0.90 (0.003) 0.90 (0.004) 0.99 (0.005) 0.99 (0.006)
2000 0.91 (0.002) 0.91 (0.003) 0.99 (0.005) 0.99 (0.005)
II
500 0.88 (0.006) 0.88 (0.006) 0.86 (0.033) 0.87 (0.031)
1000 0.90 (0.004) 0.91 (0.005) 0.86 (0.021) 0.86 (0.021)
2000 0.91 (0.002) 0.92 (0.003) 0.87 (0.027) 0.87 (0.016)
Table 3.1 reports the results of our simulation study. A few observations can be made
from Table 3.1. First, the accuracy for reconstructing the appearance of actions and action
pairs is high in both simulation scenarios, indicating that the extracted features preserve
a significant amount of information in the original action sequences. The reconstruction
accuracy is slightly improved as n increases. Including more action sequences can provide
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more information for estimating the autoencoder in Step 1 of Procedure 4 thus producing
better features. A larger sample size can also lead to a better fit of the logistic models
that relate features to derived variables. Both effects contribute to the improvement of
action and action pair reconstruction.
Second, in both simulation scenarios, the extracted features can distinguish the two
latent groups well. In Scenario I, the two groups can be separated almost perfectly. Since
the group difference in Scenario II is more subtle, the accuracy in classifying the two
groups is lower than that in Scenario I, but still more than 85% of the sequences can
be classified correctly. To further look at how the extracted features unveil the latent
structure of action sequences, we plot two principal features for one of the datasets with
2000 sequences for each scenario in Figure 3.7. The left panel presents the first two
principal features for Scenario I. The group structure is clearly shown and the two groups
can be roughly separated by a horizontal line at 0. The right panel of Figure 3.7 displays
the plot of the first and fourth principal features for Scenario II. Again the two groups
can be clearly separated.
Finally, the extracted features for the two choices of the recurrent unit in the action
sequence autoencoder are comparable in terms of both reconstruction and group structure
identification. A GRU has a simpler structure and fewer parameters than an LSTM unit
with the same latent dimension. In this sense, GRU is more efficient for our action
sequence modeling.
3.4 Case Study
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Figure 3.7: Left: scatterplot of the first two principal features for one dataset of 2000
sequences generated under scenario I. Right: scatterplot of principal features 1 and 4 for
one dataset of 2000 sequences generated under scenario II.
3.4.1 Feature Interpretation
We extract features from the response processes for each of the 14 items using the
proposed procedure. The number of features is chosen from {10, 20, . . . , 100} by five-fold
cross-validation. Adam algorithm is used for optimizing the object function in Step 1 of
Procedure 4. The initial step size is set as 10−4. The algorithm is run for 100 epochs
with validation based early stopping, where 10% of the processes are randomly sampled
to form the validation set for each item.
Although the proposed method does not utilize the meaning of the actions for feature
extraction, many of the principal features, especially the first several components, often
have practical meanings. To search for the interpretation of a feature, we first sort the
action sequences according to the value of the feature. Next, we examine the action
sequences with low and high feature values respectively and then construct a variable that
distinguish the high feature value and low feature value groups. Finally, we quantitatively
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confirm the interpretation by computing the correlation between the constructed variable
and the feature. A higher correlation indicates a more confident interpretation. We
use the first feature of U01a as an example to demonstrate how the procedure works.
After sorting the action sequences according to the feature value, we find that the action
sequences with the lowest feature values are often very short and that the action sequences
with the highest feature values are often long. This observation suggests that the first
feature of U01a is related to the length of a response process. Next, we compute the
logarithm of the sequence length for each process and find that its correlation with the
feature is 0.96, which confirms our conjecture. Using this procedure, we examined the
first five principal features of each item. A partial list of the feature interpretations we
found is given in Table 3.2.
Table 3.2: A partial list of feature interpretations by interface type. The last column gives
an example of the features with the interpretation. The correlation between the feature
and the constructed variable is included in the parentheses.
Interface Type Interpretation Example
Email Client
viewing emails and folders U01a-2 (0.88)
creating new folders U01b-2 (0.62)
moving emails U01b-3 (0.74)
Spreadsheet using sort U03a-2 (0.64)using search U19a-3 (0.64)
Web Browser clicking relevant links U06b-2 (0.84)clicking irrelevant links U23-3 (0.87)
All Interfaces
sequence length often the first feature (0.80–0.97)
using actions related to the task U23-4 (0.68)
switching working environments U04a-4 (0.72)
number of keystrokes U01a-4 (0.73)
The first or the second principal feature of each item usually corresponds to respon-
dents’ attentiveness. An inattentive respondent tends to move to the next item without
meaningful interactions with the computer environment. In contrast, an attentive respon-
dent typically tries to understand and to complete the task by exploring the environment.
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Thus attentiveness in response process can be reflected in the length of the process. We
call the principal feature that has the largest absolute correlation with the logarithm of
the process length the attentiveness feature. In our case, the attentiveness feature is the
second principal feature for item U06a and the first for all other items. For all the items,
the absolute correlation between the attentiveness feature and the logarithm of sequence
length is higher than 0.80.
3.4.2 Reconstruction of Derived Variables
We demonstrate in this subsection that the features extracted from the proposed
procedure retain a substantial amount of information of the response processes. To be
more specific, we show that various variables directly derived from the processes can be
reconstructed by the extracted features.
We define a derived variable as a binary variable indicating whether an action or a
combination of actions appears in the process. For example, whether the first dropdown
menu is set to “Photography” is a derived variable of the item described in the introduction.
The binary response outcome is also a derived variable since it is entirely determined by the
response process. In our data, 93 derived variables, including 14 item response outcomes,
are considered.
Similar to the simulation study, we examine how well the derived variables can be
reconstructed through a prediction procedure. We use logistic regression to model the
relation between a derived variable and the principal features of the corresponding item.
For each derived variable, 80% of the respondents are randomly sampled to form the
training set and the remaining 20% form the test set. We fit the model on the training
set and predict the derived variable for each respondent in the test set. Specifically,
the derived variable is predicted as 1 if the fitted probability is greater than 0.5 and 0
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Table 3.3: Distribution of the out-of-sample prediction accuracy for 93 derived variables.
Accuracy (0.80, 0.85] (0.85, 0.90] (0.90, 0.95] (0.95, 0.975] (0.975, 1.00]
Counts 3 4 25 16 45
otherwise. Prediction accuracy on the entire test set is calculated for evaluation.
As shown in Table 3.3, for all the derived variables, the prediction accuracy is higher
than 0.80. For 86 out of 93 variables, the accuracy is higher than 0.90. Forty five
variables are predicted nearly perfectly (prediction accuracy greater than 0.975). These
results manifest that the extracted features carry a significant amount of information in
the action sequences. We demonstrate in the remaining subsections that the extracted
features is useful for assessing respondents’ competency and behaviors.
3.4.3 Prediction Based on a Single Item
Item responses (both outcome and process) of an item reflect respondents’ latent traits,
which affect their overall performance in a test. Therefore, each item response should have
some predicting power of the responses of other items and the overall competency. Process
data contain more detailed information of respondents’ behaviors than a single binary
outcome. We expect that the prediction based on the response process is more accurate
than that solely based on the final outcome. In this subsection, we assess information in
the response processes of a single item via the prediction of the binary response outcomes
of other items as well as the literacy and numeracy scores.
Given the final outcome and the response process of an item, say item j, we model
their relation with the predicted variable by a generalized linear model
g(µ) = η>j β, (3.9)
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where µ is the expectation of the predicted variable, g is the link function, ηj is a vector of
covariates related to item j, which will be specified later, and β is the coefficient vector. If
the predicted variable is the binary outcome of item j′, g(µ) = log (µ/(1− µ)) is the logit
link and µ is the probability of answering the item correctly. If the predicted variable is
the literacy or numeracy score, g is the identity link and (3.9) becomes linear regression.
Let zj denote the binary outcome and let θj denote the features extracted from the
response process of item j. We consider two choices of ηj for a given predicted variable,
ηj = (1, zj)
> and ηj = (1, zj,θ>j , zjθ>j )>. The first choice only uses the binary outcome
for prediction. The second uses both the outcome and the response process. We call the
model with these two choices of covariates the baseline model and the process model,
respectively. It turns out that the information in the baseline model is very limited,
especially when the correct rate of item j is close to 0 or 1.
For a given predicted variable, two thirds of the available respondents are randomly
sampled to form the training set. The remaining one third are evenly split to form the
validation and the test set. Both the baseline model and the process model are fit on the
training set. We add L2 penalties on the coefficient vector β in the process model to avoid
overfitting. The penalty parameter is chosen by examining the prediction performance of
the resulting model on the validation set. Specifically, a process model is fitted for each
candidate value of the penalty parameter. The one that produces the best prediction
performance on the validation set is chosen as the final process model to compare with
the baseline model. The evaluation criterion is prediction accuracy for outcome prediction
and out-of-sample R2 (OSR2) for score prediction. OSR2 is defined to be the square of
the Pearson correlation between the predicted and true values. A higher OSR2 indicates
better prediction performance.
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Outcome Prediction Results
Figure 3.8 presents the results of outcome prediction. The plot in the left panel
gives the improvement in the out-of-sample prediction accuracy of the process model over
that of the baseline model for all item pairs. The entry in the i-th row and the j-th
column gives the result for predicting item j by item i. For many item pairs, adding the
features extracted from process data improves the prediction. To further examine the
improvements, for the task of predicting the outcome of item j by item i, we calculate
the prediction accuracy separately for the respondents who answered item i correctly
and for those who answered incorrectly. The improvements for these two groups are
plotted respectively in the middle and the right panels of Figure 3.8. The improvement
is more significant for the incorrect group in both the number of item pairs that have
improvement and the magnitude of the improvement. As we have shown previously in
Figure 2.4 using MDS features, the incorrect response processes are more diverse than the
correct ones, thus provide more information about the respondents. Misunderstanding the
item requirements and lack of basic computer skills often lead to an incorrect response.
Carelessness and inattentiveness are also possible causes of an incorrect answer. Therefore,
including these features in the model helps the prediction more for the incorrect group
than for the correct group.
Literacy and Numeracy Prediction Results
Literacy and numeracy score prediction results are displayed in Figure 3.9. In the
left panel, we plot the OSR2 of the process model against that of the baseline model.
For both literacy and numeracy, regardless of the item used for prediction, the process
model produces a higher OSR2 than the baseline model. Although the PSTRE items are
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Figure 3.8: Difference of the cross-item outcome prediction accuracy between the process
model and the baseline model.
not designed for measuring these two competencies, the response processes are helpful for
predicting the scores. To further examine the results, for each item-score pair, we again
group the respondents according to their item response outcome and calculate the OSR2
of the process model for the two groups separately. The OSR2 for the incorrect group
is plotted against that for the correct group in the right panel of Figure 3.9. Similar
to the outcome prediction, the prediction performance for the incorrect group is usually
much better than that for the correct group since action sequences corresponding to
incorrect answers are often more diverse and informative than those corresponding to
correct answers.
3.4.4 Prediction Based on Multiple Items
In this subsection, we examine how the improvement in prediction performance brought
by process data aggregates as more items are incorporated in the prediction. The vari-
ables of interest are age, gender, literacy/numeracy scores, and skill/ability/knowledge
levels of respondent’s occupation.
We only consider the 12,501 respondents who responded to 13 PSTRE items (excluding
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Figure 3.9: Left: OSR2 of the baseline and process model on the test set. Right: OSR2
of the process model for the correct and incorrect groups.
U21 whose sample size is small) in this experiment. The respondents are randomly split
into training, validation, and test sets in the ratio 4:1:1. Again, we consider model (3.9) for
prediction. The logit link, i.e., logistic regression, is used for gender prediction and linear
regression for other variables. In this experiment, the covariate vector η incorporates
information from multiple items. Given a predicted variable and a set of available items,
a baseline model and a process model are considered for each variable. For the baseline
model, η consists of only the final outcomes, while for the process model it also includes the
extracted latent features for each available item. Let Sm = {j1, . . . , jm} denote the set of
the indices of available items. The predictor for the baseline model is η = (1, zj1 , . . . , zjm)>
and that of the process model is η = (1, zj1 , . . . , zjm ,θj1 , . . . ,θjm)> where θj ∈ RKj is the
autoencoder features for item j and Kj is the corresponding latent dimension. We start
from an empty item set and add one item to the set at a time. That is, for a given predicted
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variable, a sequence of 13 baseline models and 13 process models are fitted. The order
of items being added to the model is determined by forward Akaike information criterion
(AIC) selection for the 13 outcomes on the training set. Specifically, for a given m, Sm
contains the items whose outcomes are the first m variables selected by the forward AIC
selection among all 13 outcomes. We use prediction accuracy as the evaluation criterion
for gender prediction and OSR2 for other variables.
Recently, n-grams, which are contiguous sequences of n actions appear in a set of
action sequences, have been used to look for action patterns that are closely related to
item responses (He & von Davier, 2016). We extract all unigrams (actions) and bigrams
(action pairs) that appears in more than 1% of the response processes and screen them by
the method proposed in He and von Davier (2016) for each item. The frequencies of the
selected n-grams in an action sequence can also be seen as features of response processes.
To compare the prediction performance of the autoencoder features and n-gram features,
we repeat the above experiment with θj replaced by the n-gram features for the prediction
of occupation related variables. Other settings are the same as aforementioned procedure.
Background Variable Prediction Results
Figure 3.10 presents the results for predicting age and gender. The baseline OSR2 for
predicting age stays at a low level when more items are added into the baseline model,
while in the process model the OSR2 increases with the number of items and it is about
twice as high as that of the baseline model when all 13 items are included. These results
show that respondents at different age behave differently in solving PSTRE items and
that the extracted features from response processes can reveal those differences. A closer
examination of the action sequences shows that younger respondents are more likely to
use drag and drop actions to move emails while older respondents tend to move emails
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Figure 3.10: Prediction results for age and gender.
by using email menu (left panel of Figure 3.11). Also, older respondents are less likely to
use “Search” in spreadsheet environment (right panel of Figure 3.11).
As for gender, the highest prediction accuracy of the baseline models is 0.57, which is
only 0.05 higher than the proportion of female respondents in the test set. The prediction
accuracy of the process model is almost always higher than that of the corresponding
baseline model and it exceeds 0.60 when all items are included. These observations imply
that female and male respondents have similar performance in PSTRE items in terms of
final outcomes, but there are some differences in their response processes. In our data,
male respondents are more likely to use sorting tools in spreadsheet environment as shown
in Table 3.4. The p-value for the χ2 test of independence between gender and whether
“Sort” is used is less than 10−8 for the three items with spreadsheet environment.
For the baseline model, the low accuracy or OSR2 for background variable prediction
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Figure 3.11: Left: Proportion of respondents moving emails by menu in different age
groups. Right: Proportion of respondents using “Search” in different age groups.
Table 3.4: Contingency tables of gender and whether “Sort” is used in item U03a, U19a,
and U19b.
Gender U03a U19a U19bYes No Yes No Yes No
Male 1596 4416 1291 4721 2515 3497
Female 1276 5213 1118 5371 2074 4415
is a positive message. The PSTRE items were designed to measure problem solving skills
and the low predicting power implies that the final outcomes are not influenced too much
by other factors like age or gender. On the other hand, the high predicting power of
process model suggests an important application of the features extracted from response
processes: removing differential item functioning (DIF). For example, if the young and
old groups do have different item response functions, then we can select features related
to age and condition on them to obtain the correct item response function.
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Literacy and Numeracy Prediction Results
In Figure 3.12, OSR2 for predicting literacy and numeracy scores is plotted against the
number of available items. We show the results of baseline model, and those of process
models based on autoencoder features in this chapter and MDS features in the previous
chapter. For both the process models and the baseline model, the prediction of literacy
and numeracy scores improves as responses from more items are available. Regardless of
the number of available items, the process models outperform the baseline model in both
literacy and numeracy score prediction, although their difference becomes smaller as the
the number of available items increases. Notice that the OSR2 of the autoencoder model
based on only two items is greater than that of the baseline model with four items. These
results imply that properly incorporating process data in data analysis can exploit the
information in items more efficiently and that the incorporation is especially beneficial
when a small number of items are available. Figure 3.12 also shows that the autoencoder
method achieves similar prediction performance as the MDS method discussed in Chapter
2.
The PSTRE item responses have some predicting power of literacy and numeracy. This
is not surprising as literacy and numeracy are related to the understanding of the PSTRE
item descriptions and materials. In our case study, PSTRE items are more related to
literacy than numeracy—the OSR2 of literacy score models is usually higher than that of
the corresponding numeracy score model. To achieve the same level of OSR2 as obtained
by the baseline model with all 13 items, the autoencoder model needs 7 items for literacy
prediction and 6 items for numeracy prediction.
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Figure 3.12: OSR2 of the baseline and process models with various number of items in
score prediction.
Occupation Prediction Results
Another interesting application of the extracted features from process data is the pre-
diction of various occupation-related levels. Based on those predictions, it is possible
to make personalized recommendations on occupation by comparing the profile obtained
from response processes and the requirements for different jobs. The background question-
naires in PIAAC adopt the International Standard Classification of Occupations (ISCO).
Respondents’ current occupations are recorded in the form of 4-digit ISCO codes. We
map these occupation codes to ratings on level of skills (S), knowledge (K) and abilities
(A) required for each job category. The mappings from each occupation to 120 different
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ratings are available on the O*Net database.2 We select 43 item-related occupation rat-
ings for study and try to predict them using the extracted features from the 13 PIAAC
items.
Figure 3.13 demonstrates the prediction results for the autoencoder model and the
baseline model. In contrast to the predictions of other background variables or scores
shown previously, the occupation rating variables are generally hard to predict and the
out-of-sample correlations between the predicted and the true ratings are low. Nonethe-
less, we can still observe substantial improvements when replacing the baseline model by
the process model.
To make a further comparison between different feature extraction methods, we demon-
strate the stepwise prediction results of MDS, autoencoder, and n-grams features, as well
as the baseline model for two particularly interesting kinds of ratings: skills in reading
comprehension and knowledge in computers and electronics. They are not only closely
related to the PSTRE items in PIAAC 2012, but also important factors for many occu-
pations. For reading comprehension, the autoencoder method outperforms all the others;
whereas for computers and electronics, the MDS method stands out. All three feature
extraction methods using the process data information can achieve higher out of sample
correlations than the baseline model.
3.5 Discussion: One-Step Supervised Learning
In Sections 3.4.3 and 3.4.4, the variables of interest are essentially predicted from
action sequences via a two-step approach. In the first step, features are extracted from
action sequences through fitting an action sequence autoencoder. In the second step,
2https://www.onetcenter.org/dictionary/20.1/excel/
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Figure 3.13: Out-of-sample correlations between the true occupation ratings and those
predicted by the baseline and process models.
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Figure 3.14: Out-of-sample correlations of the baseline and three process models with
various number of items.
linear models or generalized linear models are used to predict variables of interest from
the extracted features. In principle, one can also adopt a supervised learning approach
and make predictions directly from action sequences by building a neural network for
each variable to be predicted. The neural network takes an action sequence as input and
outputs the response variable. In this section, we explore the prediction performance of
the one-step supervised learning approach and compare it with the results obtained from
our two-step approach.
The neural network we use in the one-step approach consists of an embedding layer, an
RNN, and a feedforward network (FFN). Its architecture is depicted in Figure 3.15. The
embedding and RNN layers of this neural network resemble the encoder part in the action
sequence autoencoder. Instead of reconstructing the original sequence by a decoder, the
output vector of the RNN at the last time step is then fed into an FFN for the prediction
of target variable .
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or
Figure 3.15: Structure of the neural network used in the one-step prediction approach.
We use both the one-step and the two-step approach to predict respondents’ gender,
age, literacy score, and numeracy score from their action sequences in the PIAAC dataset.
In the two-step approach, 100 features are extracted and used for fitting (generalized)
linear models. In the one-step approach, we set K = 100 and use no hidden layer in FFN
to mimic the settings in the two-step approach. For each of the 14 items, respondents are
randomly split into training, validation, and test sets in the ratio 4:1:1. For each pair of
item and response variable, we fit the one-step neural network described above and the
generalized linear model in the two-step approach using the training and validation set,
then evaluate the prediction performance of the two approaches on the test set. When
applying the one-step approach, continuous target variables like age are preprocessed by
scaling to mean zero and standard deviation one before the training stage. The evaluation
criterion is the same as described in previous sections with results presented in Figure
3.16.
The prediction performances of the two approaches are comparable for most pairs of
item and target variable. In some cases like the prediction of age using U16’s action
sequences, the one-step supervised learning has substantially higher OSR2. Hence, it
is more appealing to use the one-step approach if prediction is our goal. On the other
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Figure 3.16: Comparison of the prediction performance of the one-step and two-step
approaches.
hand, the two-step approach is computationally more efficient for exploratory analysis.
Fitting models with RNN components is generally computationally expensive because of
its recurrent structure. With the feature extraction method, we only need to fit a single
model (the action sequence autoencoder) that involves RNNs, and then fit a (generalized)
linear model or a feed-forward neural network for each variable of interest. In the one-step
approach, however, we need to fit separate models for each response variable and each of
the models involves RNN.
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Chapter 4
Assessment Based on Process Data
4.1 Introduction
The main task of educational assessment is to provide reliable and valid estimates of
respondents’ abilities based on their responses to test items. Much of the effort in the
past decades focused on the item response theory (IRT) models with categorical responses,
such as Rasch model, 2PL model and NRM previously mentioned in Chapter 1. As shown
in Chapter 2 and 3, process data contain substantial information in addition to the final
outcomes. Appropriately incorporating such information will greatly improve assessment.
In this chapter, we discuss a method that improves measurement accuracy by using
the additional information in process data. The method refines the estimators based on
IRT models and produces more reliable scores. Theoretical guarantee is provided for
the reduction in mean squared error (MSE) of latent trait estimates under some mild
assumptions. Real data analysis shows that the process-incorporated scores have higher
reliability than the IRT-based scores.
The rest of the chapter is organized as follows. Section 4.2 describes the statistical
80
CHAPTER 4. ASSESSMENT BASED ON PROCESS DATA
formulation of the problem and the procedure for improving latent trait estimation. An
illustrative example for practical use and some theoretical results are also presented. In
Section 4.3, we conduct simulations to show how well the procedure performs over various
number of test takers and test items. Section 4.4 contains a case study on the PSTRE
assessment in PIAAC 2012 survey and compares the process-data-based estimator to the
traditional IRT-based estimator in several aspects.
4.2 Assessment Based on Process Data
4.2.1 Statistical Formulation
Consider an assessment of J items designed to measure a latent trait θ. For all items,
both the traditional response outcomes and the problem-solving processes are recorded.
An individual’s response outcomes are denoted as Y = (Y1, . . . , YJ), where Yj is a cate-
gorical variable indicating how well the task is completed. The response process of item
j is written as sj = (sj1, . . . , sjLj), where Lj is the total number of actions performed and
sjl is the lth action. In this chapter, we adopt a slightly different notation. The subscript
of sj stands for item index and the notation is generic for respondents. In addition, we
use Xj in this chapter to represent the numerical features extracted from sj and save θ
for the latent trait of interest instead.
Under the IRT framework (Lord, 1980), response outcomes Y are usually assumed
to be conditionally independent given θ and follow an item response function P (Yj =
yj|θ, ζj), where ζj is the parameter vector associated with item j. Commonly used la-
tent trait estimators include the maximum likelihood estimator (MLE), the expected a
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posteriori (EAP) and the Bayesian modal estimator (BME), specifically,
θ̂MLE = argmax
θ
J∑
j=1
log(P (Yj = yj|θ, ζj)),
θ̂EAP = E[θ|Y] and θ̂BME = argmax
θ
p(θ|Y),
where the posterior distribution p(θ|Y) ∝ p(θ)
J∏
j=1
P (Yj = yj|θ, ζj) and p(θ) is the prior
distribution. The unknown item parameters ζ1, . . . , ζJ can be inferred from Y by the
maximum marginal likelihood (Bock & Aitkin, 1981) method.
We refer to the IRT-based estimator as θ̂Y, which is a function of Y and serves as our
baseline estimator. The aim is to refine θ̂Y through a procedure that incorporates process
information. Since response processes are in a non-standard format, instead of working
directly with sj, we work with the extracted features Xj ∈ RKj . This can be achieved by
applying the feature extraction methods like MDS or autoencoder introduced in previous
chapters. For theoretical developments, we require that σ(Yj) ⊆ σ(Xj), where σ(·) denotes
the σ−algebra generated by the random variable. In other words, the produced features
Xj should preserve full information of the response outcome Yj. In practice, this condition
can be easily satisfied by adding Yj as an additional dimension of Xj.
4.2.2 Procedure
Let X = (X1, . . . ,XJ) denote the process features from all J items and X−j denote
the process features from J−1 items excluding item j. We can apply the same latent trait
estimation method that derives θ̂Y to any subset of {Y1, . . . , YJ}. In particular, let θ̂Yj be
the estimator derived from a single response outcome Yj. We propose a process-data-based
estimator θ̂X as follows.
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Procedure 5 (Construction of process-data-based estimator).
1. Regress θ̂Yj on X−j to obtain TX−j = E[θ̂Yj |X−j] for j = 1, . . . , J .
2. Regress θ̂Y on TX−j and Yj to obtain θ̂X−j = E[θ̂Y|TX−j , Yj] for j = 1, . . . , J .
3. Obtain θ̂X = 1J
∑J
j=1 θ̂X−j .
In practice, the explicit distributions of θ̂Yj |X−j and θ̂Y|TX−j , Yj are flexible. The two
conditional expectations, E[θ̂Yj |X−j] and E[θ̂Y|TX−j , Yj] in Procedure 5 can be estimated
using generalized linear models. Alternatively, deep neural networks can be fitted to
capture the nonlinear relationships. Although, J regressions are required for both steps,
the implementation can be easily paralleled to make it computationally efficient.
The rest of this section illustrates the proposed procedure under a specific setting.
Consider a test of J binary items administered to N respondents. For respondent i and
item j, let sij and Yij ∈ {0, 1} denote the response process and the response outcome,
respectively. Suppose that the response outcomes follow a 2PL model,
logit (P (Yij = 1|θi)) = aj(θi − bj). (4.1)
The following steps provide a roadmap to implement Procedure 5.
(1) IRT parameter estimation: Fit the 2PL model on the binary outcomes {Yij : i =
1, . . . , N, j = 1, . . . , J} to obtain the item parameter estimates {ζ̂j = (âj, b̂j) : j =
1, . . . , J} using the maximum marginal likelihood method.
(2) Process feature extraction: For each item j, extract features X1j, . . . ,XNj from the
problem-solving processes s1j, . . . , sNj. The MDS method in Chapter 2 or the action
sequence autoencoder in Chapter 3 can be used for this step.
83
CHAPTER 4. ASSESSMENT BASED ON PROCESS DATA
(3) Baseline latent trait estimation: We can choose from the commonly used estimators
mentioned in Section 4.2.1. For each respondent i and item j, get the single-item
estimate θ̂i,Yj based on Yij and ζ̂j. The baseline estimate θ̂i,Y is obtained based on
Yi = (Yi1, . . . , YiJ) and ζ̂ = (ζ̂1, . . . , ζ̂J).
(4) First conditional expectations: For each j, fit a regression θ̂Yj ∼ X−j on {(Xi(−j), θ̂i,Yj) :
i = 1, . . . , N} to approximate E[θ̂Yj |X−j] and calculate the fitted values {Ti,X−j : i =
1, . . . , N}. For example, we can use ridge regression (Hoerl & Kennard, 1970) with
shrinkage parameter selected by cross validation.
(5) Second conditional expectations: For the J regressions θ̂Y ∼ (TX−j , Yj), j = 1 . . . , J ,
one simple choice is ordinary least squares with (1, TX−j , Yj, TX−jYj) as covariates,
where TX−jYj is the interaction term.
(6) Averaging step: The average of the fitted values {θ̂i,X−j : j = 1, . . . , J} in step (5) is
the final process-data-based estimate θ̂i,X for respondent i.
4.2.3 Theoretical Analysis
The proposed procedure improves assessment accuracy under some assumptions pre-
sented below. The first assumption requires the conditional expectation of θ̂Yj given θ to
be monotone increasing.
A1. (Monotonicity assumption) mj(θ) = E
[
θ̂Yj |θ
]
is monotone in θ and has a finite
second moment.
Secondly, we assume that the response outcome of item j is correlated with individual’s
behaviors in other items only through the measured trait θ and not through other latent
or observed traits. Since process features include rich information about respondents in
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addition to θ, this local independence assumption requires Yj to be “good” in the sense
that no differential item functioning (DIF) occurs. For example, process features X−j
may well predict a respondent’s age, but Yj shall not differentiate young or old people as
long as they have the same level of θ.
A2. (Local independence assumption) Given latent trait θ, Yj and X−j are independent.
Finally, we impose the usual exponential family assumption on process features for tech-
nical development. The natural parameter ηj(θ) is assumed to be monotone so that there
is no identifiability issue for θ.
A3. (Exponential family assumption) The probability density function for features X−j
takes the following form
f(X−j|θ) = exp {ηj (θ)Tj(X−j)− Aj(θ)}hj(X−j), (4.2)
where Tj(X−j) is a sufficient statistic for θ and the natural parameter ηj (θ) is
monotone in θ with a finite second moment.
Theorem 1 shows that the first step of Procedure 5 summarizes extracted features to
a sufficient statistic.
Theorem 1. Under Assumptions A1–A3, TX−j is a sufficient statistic of X−j for θ.
To prove Theorem 1, we first establish the following lemma.
Lemma 1. Let X be a nonconstant random variable, and f(·) and g(·) be strictly in-
creasing functions. Suppose that f(X) and g(X) have finite second moments. Then
Cov (f(X), g(X)) > 0 .
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Proof of lemma 1. Let Y be an independent and identically distributed (i.i.d.) copy of
X. It is easy to verify the following identity
Cov (f(X), g(X)) =
1
2
E [(f(X)− f(Y )) (g(X)− g(Y ))] . (4.3)
Clearly, for any x and y, (f(x) − f(y))(g(x) − g(y)) ≥ 0, and “ =′′ holds if and only if
x = y. Since P (X 6= Y ) > 0, the right-hand side of equation (4.3) must be positive.
Proof of Theorem 1. By the local independence assumption (A2),
TX−j = E
[
θ̂Yj |X−j
]
= E
[
E
[
θ̂Yj |X−j, θ
]
|X−j
]
= E
[
E
[
θ̂Yj |θ
]
|X−j
]
= E [mj(θ)|X−j] .
Due to Assumption A3 (exponential family), the posterior distribution of θ given X−j
depends on X−j only through the sufficient statistic Tj(X−j). In fact,
TX−j = E [mj(θ)|X−j] = Gj(Tj(X−j)),
where Gj(t) = E [mj(θ)|Tj(X−j) = t]. Furthermore, by making use of the exponential
family form in Assumption A3 and the simple exchange of order of differentiation and
integration, we can show that
G′j(t) = Cov [mj(θ), ηj(θ)|Tj(X−j) = t] .
Since bothmj and ηj are strictly monotone, Lemma 1 implies that G′j(t) is strictly positive
or negative for all t and, therefore, Gj is strictly monotone. In other words, there is a
one-to-one mapping between TXj and Tj(X−j).
Based on the sufficiency of TX−j , we further show that θ̂X reduces the MSE of θ̂Y, as
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stated in Theorem 2. The proof of this result uses the Rao-Blackwell theorem (Blackwell,
1947; Casella & Berger, 2002) and also shows that every θ̂X−j produced by step 2 of the
procedure removes conditional variance and improves θ̂Y in terms of MSE.
Theorem 2. If assumptions A1-A3 hold for all J items, then
E[(θ̂X − θ)2|θ] ≤ E[(θ̂Y − θ)2|θ] for every θ. (4.4)
Proof of Theorem 2. From Theorem 1, we know that TX−j is a sufficient statistic of X−j
for each j. Since θ̂Y is a function of Y and σ(Y−j) ⊆ σ(X−j), the conditional distribution
θ̂Y|TX−j , Yj is free of θ. Therefore, we have E[θ̂Y|TX−j , Yj, θ] = E[θ̂Y|TX−j , Yj] = θ̂X−j . It
follows from the well-known Rao-Blackwell Theorem (Casella & Berger, 2002) that θ̂X−j
reduces the conditional variance and
E[(θ̂X−j − θ)2|θ] ≤ E[(θ̂Y − θ)2|θ]
holds for every j and θ. By Cauchy-Schwarz inequality, we get
E[(θ̂X − θ)2|θ] ≤ E[
1
J
J∑
j=1
(θ̂X−j − θ)2|θ] ≤ E[(θ̂Y − θ)2|θ].
Putting Theorem 2 in the measurement context, the MSE reduction of θ estimator
translates to the reduction of expected measurement error. The proposed approach can be
applied in practice to derive more reliable scores for individuals in assessments. By using
the procedure to incorporate process data, we are able to achieve comparable measurement
precision to traditional IRT-based scoring, but with fewer items. We will elaborate more
87
CHAPTER 4. ASSESSMENT BASED ON PROCESS DATA
on that in the case study of PIAAC 2012.
4.3 Simulations
In this section, we compare latent trait estimators on simulated item responses.
4.3.1 Experiment Settings
We generate respondents’ latent trait θ1, . . . , θN independently from standard normal
distribution. For respondent i and item j, the simulated response outcome Yij follows a
Rasch model,
logit (P (Yij = 1|θi)) = θi − bj. (4.5)
To generate the response process, we consider a Markov model and an action set of 26
English letters. The probability transition matrix is distinct for each respondent-item
pair and denoted as P(ij) = (p(ij)kl )1≤k,l≤M for the ith respondent and the jth item. Given
the probability transition matrix, we generate an action sequence by starting from A
and sampling the subsequent actions according to P(ij) until Z appears. The upper right
(M − 1)× (M − 1) submatrix of P(ij) is computed according to
p
(ij)
kl =
exp(θiu
(j)
kl )∑M−1
r=1 exp(θiu
(j)
kr )
, (4.6)
where (u(j)kl )1≤k,l≤M−1 are generated independently from a uniform distribution on interval
[−10, 10]. Other elements in P(ij) do not play a role in the generation of action sequence
and can be set as zeros.
Two experiments are devised to evaluate the effect of N and J . Experiment I considers
four different sizes of test takers: N = 200, 500, 1000 and 2000. The number of items J is
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fixed to three with difficulty parameters b1 = 0, b2 = 1, b3 = −1 in (4.5). For each value
of N , we simulate 100 independent datasets. In experiment II, we consider twenty items
and generate the difficulty parameter bj from a uniform distribution on [−1, 1] for each
item. Starting from two items, we add one more observed item for estimation in each step
until all twenty items are included. The number of sample size N is fixed to 2000.
MDS features are extracted from response processes with latent dimension K chosen
by five-fold cross-validation (Procedure 2) from candidate values 10, 20, . . . , 50. Following
the illustration in Section 4.2.2, we first estimate item parameters b1, b2, b3 by the max-
imum marginal likelihood method, then use response outcomes to calculate the baseline
EAP estimator θ̂Y as well as the posterior means θ̂Y1 , . . . , θ̂YM . Note that by using the
EAP estimator, we minimize the baseline MSE. A ridge regression is used for the first
conditional expectation E[θ̂Yj |X−j] and the shrinkage parameter is tuned to minimize de-
viance in five-fold cross-validation. For the second conditional expectation E[θ̂Y|TX−j , Yj],
we regress θ̂Y on (1, TX−j , Yj, TX−jYj) by ordinary least squares.
4.3.2 Results
The estimators θ̂Y and θ̂X are evaluated by two metrics: MSE and Kendall rank
correlation (τ ; Kendall, 1938). The MSE of an estimator θ̂ is calculated by
MSE(θ̂) =
1
N
N∑
i=1
(θ̂i − θi)2, (4.7)
where θ̂i is the estimate for the i-th respondent. We will compare the baseline MSE(θ̂Y)
with the process-data-based MSE(θ̂X). Using the simulated true θ’s, we can similarly
calculated Kendall’s τ for both estimators. In contrast to MSE, Kendall’s τ considers to
what degree the estimated rank aligns with the true rank of latent trait.
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Figure 4.1: Simulation results of experiment I.
As shown in Figure 4.1, the process-data-based estimator outperforms the IRT-based
estimators in terms of both MSE and Kendall’s τ . In each plot, there are 100 points
corresponding to results on 100 simulated datasets. When the number of samples is 200,
the MSE of process-data-based estimator is lower than that of baseline for the majority
of simulated datasets. With a larger sample size, the proposed procedure can achieve
smaller estimation error. In the subplots for MSE, we observe that most points lie above
the dashed line with only a few exceptions when N is 500. All 100 points lie above
the dashed line when N increases to 1000 or 2000. The Kendall’s τ of process-data-
based estimator is higher than that of baseline in all cases of the experiment and the
improvement becomes more substantial when N gets larger. As shown in the subplot
for N = 2000, Kendall’s τ can increase from around 0.45 to over 0.6 after applying the
procedure to incorporate process information.
Figure 4.2 displays results of experiment II. In the left panel, the MSEs of the process-
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Figure 4.2: Simulation results of experiment II.
data-based estimator (red line) stay below those of the IRT-based estimator (black line)
as the number of items increase from 2 to 20. Our procedure reduces the MSEs by over
a half. The improvement in Kendall’s τ is also consistent across different M as shown
in the right panel. For instance, when J = 7, Kendall’s τ rises from 0.5 to 0.7 after
the refinement. To take a closer look, we also plot results of step 2 in Procedure 5.
The orange line corresponds to maxJj=1 MSE(θ̂X−j) in the left panel and min
J
j=1 τ(θ̂X−j)
in the right panel, indicating the worst intermediate results among those leave-one-out
estimates. Similarly, the green lines represent the best intermediate results corresponding
to minJj=1 MSE(θ̂X−j) or maxJj=1 τ(θ̂X−j). These plots show that even the worst estimate
in the second step of the proposed procedure is better than the baseline estimate, as
predicted by our theoretical analysis. In addition, results of the final process-data-based
estimator in red are better than the best intermediate results in green, implying that
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averaging in the third step of the procedure can further reduce errors of the leave-one-out
estimates in the second step and contribute to the improvement of estimation.
4.4 Case Study
In this section , we evaluate the approach on the data collected from PIAAC PSTRE
items. The empirical analysis is guided by two overarching objectives. First, the process-
data-based latent trait estimates are compared with the traditional IRT-based estimates
in terms of reliability to empirically validate the theoretical results. Second, we examine
the performance and behavior patterns of those respondents for whom the two kinds of
latent trait estimates have large discrepancies.
4.4.1 Reliability of Estimators
Ideally, one would want to compare the process-data- and IRT-based estimators in
terms of their recovery of the true latent trait. However, respondents’ true θ’s are unknown
for empirical data. Therefore, the two estimators are instead compared on their agreement
with respondents’ performance on an external set of items that are designed to measure
the same latent trait. Specifically, the items are randomly split into two parts, I1 and I2.
The estimators are constructed using responses from the first item set I1. To evaluate
the estimators, we calculate the IRT-based estimator θ̃ using the response outcomes from
items in I2. Note that any estimator θ̂ obtained from I1 does not use information in I2
and θ̃ serves as an external criterion that replaces the unknown true θ for the evaluation
of θ̂. We substitute θ̃i for θi in (4.7) to calculate the MSE and similarly, the Kendall’s τ .
Unlike the true latent trait θ in simulation study, θ̃ might contain significant measurement
error due to the limited number of items available in real data. The correlation between
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θ̂ and θ̃ is hence attenuated by the reliability of θ̃, and the MSE of θ̂ with respect to θ̃
would also deviate from the true MSE. Hence, rather than interpreting evaluation results
as closeness to the true latent trait, they can instead be regarded as the split-half (I1
and I2) agreement of latent trait estimates. In other words, we evaluate according to
the strength of association between performance on current tasks θ̂ and performance on
similar future tasks θ̃. Lower MSE and higher Kendall’s τ indicate higher reliability.
The item responses used in the study are from 12,501 participants who responded to
the 13 PIAAC PSTRE items excluding U21. To examine the reliability of estimators
under different number of items, we apply the procedure to item sets of various sizes from
2 items to 6 items. For each size t = 2, . . . , 6, we randomly select 50 I1s of size t from(
13
t
)
possible combinations of items. The remaining 13 − t items constitutes set I2 for
evaluations. The proposed procedure is examined on each of the 50 partitions (I1, I2) for
each test length t. The estimators are constructed by following the illustrations in Section
4.2.2. In step (1), we fit the 2PL model when the number of items t ≥ 3 and the Rasch
model when t = 2 so that item parameters are identifiable. In step (2), process features are
extracted via action sequence autoencoder using the R package ProcData (Tang, Zhang,
Wang, Liu, & Ying, 2020) and X consists of the first 20 principle features of each item.
We adopt the EAP estimator with a standard normal prior for the baseline latent trait
estimation in step (3). Analogous to the simulation study, we fit a ridge regression on
autoencoder features with shrinkage parameters selected by five-fold cross-validation in
step (4) and ordinary least squares in step(5).
Figure 4.3 displays the MSEs of the IRT-based estimator θ̂Y and the process-data-
based estimator θ̂X when the number of items vary from 2 to 6. Each boxplot represents
the empirical distribution of MSE across the 50 random partitions (I1, I2) given the test
length t. We can observe that for all test lengths considered, the process-data-based
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estimator (red boxes) consistently demonstrates smaller MSEs than the baseline IRT-
based estimator (green boxes), indicating a higher agreement with the performance of
respondent on an external set of similar tasks. Our empirical findings are consistent with
the theoretical results on MSE reduction and show that the procedure can use fewer items
to achieve comparable results with traditional latent trait estimation. In particular, θ̂X
can achieve a lower MSE with only 3 items than θ̂Y with 6 items.
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Figure 4.3: Mean squared errors of process-data- and IRT-based latent trait estimates.
Results on Kendall’s τ presented in Figure 4.4 have more important practical meanings
and reflect the strength of associations between θ estimates in terms of relative ranking.
The process-data-based estimator achieves higher correlations with θ̃ than baseline for
all test lengths, suggesting that rankings of latent trait given by θ̂X are closer to the
rankings of respondents’ performance on an external set of items than those given by θ̂Y.
In addition, process-data-based estimators require fewer items to achieve a given level of
agreement. The Kendall’s τ of θ̂X with 3 items is higher than that of θ̂Y with 6 items.
By applying the proposed procedure, tests can be shortened without sacrificing mea-
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Figure 4.4: Kendall rank correlations of process-data- and IRT-based latent trait esti-
mates.
surement reliability. An example is interim/formative assessments during the learning
process. After every one or a few classes, the educators may want to learn how well
the students have mastered the recently taught contents. Administration of a long test
after each several classes can be very burdensome for students and may interrupt the
learning process. In such cases, a reliable latent trait estimate can be obtained if the
problem-solving processes to a few constructed response items are available.
Till now, we evaluate latent trait estimates by summarizing results over all respon-
dents. One may also be interested in how the proposed estimation method performs on
different groups of respondents. In particular, it is worth evaluating the two estimators θ̂X
and θ̂Y when they disagree on a respondent’s ranking. For each t = 2, . . . , 6 and partition
(I1, I2), we regress θ̂Y on θ̂X using ordinal least squares and calculate each individual’s
studentized residual. Respondents are then binned into 10 groups based on the deciles
of residuals, which reflect the relative difference in ranking between the two latent trait
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estimators. The two ends of the deciles contain individuals whose process-data- and IRT-
based latent trait estimates disagree the most in rankings. Individuals in the 1st decile
are ranked much lower by θ̂Y than by θ̂X, while individuals in the 10th decile are ranked
much higher by θ̂Y than by θ̂X. We calculate the MSEs for each of the ten groups and
present the results in Figure 4.5. When the two latent trait estimates mostly agree on
individuals’ rankings, the MSEs of θ̂Y and θ̂X are quite similar. However, when those
two estimates have large discrepancies, as shown in the boxes of the 1st, 2nd, 9th, and
10th deciles, process-data-based estimates can achieve much lower MSEs. Therefore, the
proposed procedure can correct latent trait estimates that are underestimated or overesti-
mated by IRT models and make them more aligned with individuals’ future performances
on similar tasks.
4.4.2 Empirical Interpretation
In the previous section, our empirical results show that the procedure leads to an
increase in reliability of latent trait estimation and the improvement is significant when
the process-data- and the IRT-based estimates disagree. In this section, we explore how
the disagreements are related to the respondents’ problem solving behaviors. In particular,
we look at the action sequences of individuals with the highest or the lowest studentized
residuals in the regression θ̂Y ∼ θ̂X.
Since our purpose in this section is interpretation instead of evaluation, we use all 13
items without partitioning to produce the estimates. For individuals in the bottom and
the top 10 of the studentized residuals, their response processes are visually examined.
Figure 4.6 shows the scatterplot of the latent trait estimates produced using response
processes (x-axis) and response outcomes (y-axis). Squares and triangles correspond to
individuals with the lowest and highest studentized residuals, respectively. All of the
96
CHAPTER 4. ASSESSMENT BASED ON PROCESS DATA
●
●
●
●
●
●
●
0.2
0.4
0.6
0.8
1.0
1 2 3 4 5 6 7 8 9 10
Decile of studentized residuals
M
S
E
Process
Baseline
Figure 4.5: Mean squared errors of process-data- and IRT-based latent trait estimates for
respondents in each residual decile of regression θ̂Y ∼ θ̂X.
ten individuals with the lowest studentized residuals have IRT-based estimates below 0.5.
In other words, their response outcomes are mostly incorrect. However, based on the
problem-solving processes, they are all placed in the region above 0.5. Below are some
patterns identified from those individuals’ response processes. We label respondents with
the lowest to the 10th lowest residuals by integers 1 to 10.
• Incomplete solution: The respondents performed most of the key steps for one or
more items but clicked “Next” to finish before reaching a credited response. For
example, U16 requires to send an email with key information to a list of recipients.
Respondent 4, 5, 7 and 8 opened the “Reply” window for drafting emails and typed
a message with the key information, but decided to proceed to the next question
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Figure 4.6: Scatterplot of process-data- and IRT-based latent trait estimates.
without sending out the email.
• Partial mastery: The respondents performed some key steps for one or more ques-
tions but missed the credited response. For example, U02 asks respondents to make
room reservations, respondents 1, 2, 3, 4, 5, 8 and 10 made a few room reservations
but did not find the optimal room assignment that minimizes time conflicts.
• Careless mistakes: The respondents demonstrated skills for completing the required
task but slipped due to carelessness. For example, item U11b requires to sort emails
in the “Save” folder, but respondents 1, 2, 3, 4 and 7 sorted emails in the default
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“Inbox” folder instead.
On the other side, for the ten individuals with the highest studentized residuals, their IRT-
based estimates are mostly above 0.5. Their process-data-based estimates, however, are
below 0.5. These individuals successfully completed questions but often with less efficient
methods. Sometimes, their response processes contain a large number of redundant steps
irrelevant to the task completion. For example, U19a requires respondents to identify
a particular row in a long spreadsheet and extract relevant information. An efficient
solution is to locate the row using “search”. However, seven among the ten respondents
visually inspected the entire spreadsheet to find out the answer and did not demonstrate
the usage of any tools in their response processes.
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Subtask Analysis of Process Data
5.1 Introduction
Most applications of process data analysis focus on one or several features in response
processes and explore its relationship with other variables of interest such as response
outcomes, response time, and respondents’ demographics. Little work has been done
to reveal the high-level problem-solving strategies of respondents. Identifying strategies
provides insights into respondents’ behaviors and helps design educational interventions
to improve their skills. Given a response process, identifying the strategy used for task
completion requires close examination of the process and a thorough understanding of the
item design. Therefore, it is time consuming to get an overall picture of the strategies
adopted by different respondents in a large set of response processes.
The major obstacle to developing analytical tools for identifying problem-solving
strategies is the great amount of variation and noise in response processes generated
by flexible simulated computer environments. As a result, there is often no easy-to-check
criterion for determining problem-solving strategies. In this chapter, we analyze problem-
100
CHAPTER 5. SUBTASK ANALYSIS OF PROCESS DATA
solving strategies in response processes through a subtasks point of view. A complex
problem-solving task can often be decomposed into several steps or subtasks to accom-
plish.
Figure 5.1 is a screenshot1 of the interface of a released item in PIAAC. The item de-
scription in the left panel instructs respondents to select music files from the spreadsheet
in the right panel for copying to a music player with 20 MB storage. The respondents
are required to select only jazz and rock music and to select as many files as possible. To
complete the task, one can sort the files in an ascending order of the file sizes by click-
ing the sort button in the toolbar and then select the first several files of genre jazz or
rock until the total size of selected files (indicated at the bottom of the interface) reaches
20 MB. Once finished, the respondent can move to the next item by clicking the right
arrow button at the bottom of the left panel. The response process is recorded in a log
file as a sequence of actions. Under the above-mentioned strategy, the action sequence
is “Start, Toolbar_Sort, Sort_A_2, Sort_OK, Menu_Edit, Menu_Help, Menu_Data,
Toolbar_Help, Toolbar_Save, Tick_9, Tick_12, Tick_19, Tick_13, Tick_14, Next”.
The subprocess “Toolbar_Sort, Sort_A_2, Sort_OK” is related to sorting the files. In
particular, action “Sort_A_2” means to sort the music files in an ascending order of the
values in the second column. After sorting, the respondent learns to select files and per-
forms “Menu_Edit, Menu_Help, Menu_Data, Toolbar_Help, Toolbar_Save” to explore
the interface. The final subprocess “Tick_9, Tick_12, Tick_19, Tick_13, Tick_14” is
related to selecting files. In this PIAAC example, three subtasks can be identified: SORT,
EXPLORE and SELECT. Their interpretations and the corresponding subprocesses are
summarized in Table 5.1. It is natural to decompose the total variation among response
1Retrieved from https://piaac-logdata.tba-hosting.de
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Figure 5.1: Screenshot of a sample item in PIAAC 2012.
processes into within subtask variation and between subtask variation. Moreover, un-
derstanding respondents’ problem-solving strategies through the sequences of subtasks
performed is much easier than the noisy and diverse responses processes.
A crucial step of identifying subtasks is to segment the observed process into a series
of subprocesses. However, the observed processes are not naturally segmented. Although
subtasks and strategies can be identified by domain experts based on their understanding
of the item design and human cognitive processes, such approach is time-consuming and
not scalable. In psychometrics, there are works on detecting the phase transitions of scale
scores or students’ test behaviors (Lee & von Davier, 2013; Shao, Li, & Cheng, 2016).
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Table 5.1: Subtasks of the sample item.
Subtask Description Subprocess example
SORT Rearrange spreadsheet by sorting Start, Toolbar_Sort, Sort_A_2, Sort_OK
EXPLORE Get familiar with interface Menu_Edit, Menu_Help, Menu_Data,Toolbar_Help, Toolbar_Save
SELECT Select files by ticking boxes Tick_9, Tick_12, Tick_19, Tick_13,Tick_14, Next
However, these methods are not applicable to our problem as 1) they were designed for
sequences of continuous scores or binary item responses instead of categorical time series
and 2) their aims are identifying the only or the first transition point instead of finding the
boundaries of multiple phases. Various segmentation methods for categorical sequences
have been proposed in other contexts, mostly for text segmentation and biological se-
quence segmentation (Boys & Henderson, 2004; Brants, Chen, & Tsochantaridis, 2002;
Braun & Müller, 1998; Choi, 2000; Hearst, 1994; Koshorek, Cohen, Mor, Rotman, & Be-
rant, 2018; Yamron, Carp, Gillick, Lowe, & Van Mulbregt, 1997). Among these methods,
hidden Markov models (HMMs; Baum & Petrie, 1966) is a popular tool for segmenting
categorical sequences – they have been used in various fields such as natural language pro-
cessing and bioinformatics (Boys & Henderson, 2004; Yamron et al., 1997). Most of other
methods were specially designed according to the characteristics of the data obtained from
the targeted application, making them inapplicable or unsuitable for segmenting response
processes. For example, the recently developed neural-network-based methods (Koshorek
et al., 2018) for text segmentation are supervised learning approaches requiring the labels
for segment boundaries which are unavailable in our case.
In this chapter, we propose a novel data-driven procedure to decompose each response
process into several subprocesses, whereby identifying the corresponding subtasks. The
procedure is motivated by observing that actions within a subtask are more predictable
than those at the transition between two subtasks. We first train an action prediction
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model that utilizes recurrent neural network (RNN; Bengio et al., 1994) to account for
the long-term dependence in action sequences. The predictability of an action is then
quantified by the entropy of its predictive distribution. If an action is highly predictable
(with low entropy), then it is likely to belong to the same subtask as the preceding
actions; if an action is not predictable (with high entropy), then it suggests a transition
to a different subtask. This predictability-based segmentation turns a long and highly
variable action sequence into a short and simple sequence of problem-solving subtasks
that are easy to visualize and analyze.
The performance of the proposed procedure is examined in both simulation and a
case study of the PSTRE items in PIAAC 2012. We demonstrate in the case study how
results produced by the procedure can be used for exploratory analysis. In particular,
an overview of the problem-solving strategies can be obtained from the visualization of
subtask sequences, whereas the original response process is hard to visualize. We also
examine the association between different subtasks performed and a variety of variables
such as response outcomes and response time. Through a prediction procedure, we show
the amount of information contained in the subtask sequence and each problem-solving
subtask for some target variables of interest.
The rest of this chapter is organized as follows. Section 5.2 describes the proposed
procedure for segmenting processes and identifying subtasks. In Section 5.3, we evaluate
the proposed method on simulated data. A case study of response processes from PIAAC
2012 is presented in Section 5.4.
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5.2 Subtask Analysis of Process Data
In this section, we develop a data-driven method to identify subtasks. The underlying
rationale is that the subtasks are usually simpler and their response processes are more
homogeneous. From a technical viewpoint, short-term action predictions are more accu-
rate within the same subtask than those at the transition between subtasks. Therefore, we
begin with an action predictive model, followed by the predictability-based segmentation
or subtask identification method.
Throughout this chapter, we use s1:t as an abbreviation of s1, . . . , st to denote the
actions up to time step t. The N observed response processes from the item are denoted
by S = {s(i) : i = 1, . . . , N}, where s(i) = (s(i)1 , . . . , s(i)Ti ) is the i-th observation.
5.2.1 Action Prediction Model
To begin with, we describe a model that forecasts respondents’ next action based on
actions that have been taken. It is a basic building block of the process segmentation
method.
Building an action prediction model requires specifying the conditional distribution
of st+1 given s1:t, p(st+1 | s1:t), for each possible t. The task is challenging because we
potentially need to model the action distribution on A for each combination of s1:t for
t = 1, . . . , Tmax − 1, where Tmax is the largest number of steps that a respondent could
take. As a result, the number of distributions to be characterized is of order MTmax . In
a complex problem-solving item, M is often a few hundred and Tmax can be as large as a
few thousand, producing an astronomical number of distributions to be characterized.
To obtain a parsimonious model, we first compress s1:t to a K-dimensional vector θt
for each t. Since the dimension of the compressed vector θt does not vary with t, we
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Figure 5.2: Structure of action prediction model.
can characterize p(st+1 | s1:t) by classic models for categorical variables with θt treated
as covariates. In this chapter, we use the well-known multinomial logistic model (MLM;
McCullagh & Nelder, 2018) for this aim. Namely, given θt, we assume
ptj = P (st+1 = aj | s1:t) =

exp(βj>θt+αj)
1+
∑M−1
i=1 exp(βi>θt+αi)
, j = 1, . . . ,M − 1;
1
1+
∑M−1
i=1 exp(βi>θt+αi)
, j = M,
(5.1)
where αj and βj, j = 1, . . . ,M are parameters in the MLM.
The key part of the action prediction model is to specify an appropriate function g,
characterized by parameters φ, such that the constructed θt = g(s1:t;φ) contains useful
information on the next action st+1. We construct g in two steps. In the first step,
an embedding method (Bengio et al., 2003; Kraft et al., 2016) is used to overcome the
modeling difficulties brought by the categorical nature of s1:t. In the second step, recurrent
neural network is used to recursively summarize s1:t into θt. Figure 5.2 summarizes the
structure of the prediction model. The details are described in the sequel.
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First, we associate each action aj with a K-dimensional vector ej, which can be
viewed as a continuous representation (embedding) of the categorical aj and are esti-
mated together with other parameters in the model. The response process s1:T is thereby
transformed into a sequence of vectors, x1, . . . ,xT , where xt is the embedding of st. Let
X = (x1, . . . ,xT )
> and E = (e1, . . . , eM)>. The embedding step, expressed by matrix
multiplication, is X = SE, where S is a T ×K binary matrix with (t, j)-th element being
1 if and only if st = aj.
Second, we recursively summarize the information in the embedding sequence x1, . . . ,xt
into θt through RNN. More specifically, θt is obtained by synthesizing the information
contained in the previous actions θt−1 with the current action embedding xt through a
function f ,
θt = f(θt−1,xt;γ), (5.2)
where θ0 is an initial value which may be set as a vector of zeros and γ is a vector of
parameters. The recursive nature of RNN enables us to account for long-term dependence
in response sequences.
The functional form of f is associated with a specific RNN structure and determines
how θt−1 and xt are synthesized. Various choices of f have been proposed in the liter-
ature. Among them, the long-short-term-memory (LSTM) unit (Hochreiter & Schmid-
huber, 1997) and the gated recurrent unit (GRU; Cho et al., 2014) are the most widely
used ones. Their structures are specially designed to mitigate the vanishing or exploding
gradient problem of basic RNN (Bengio et al., 1994). At the same time, their parametric
forms are flexible enough to characterize a wide range of complex sequences, and have
been successfully applied to various machine learning tasks that processing sequential in-
formation (Graves, Mohamed, & Hinton, 2013). In this chapter, we choose to use the GRU
for action prediction task as empirical studies have shown that the GRU often produces
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comparable results with the LSTM unit while being simpler and more computationally
efficient (Chung, Gülçehre, Cho, & Bengio, 2014). Details on the structures of the LSTM
unit and the GRU have been given previously in Chapter 3 (Section 3.2.2).
To summarize, we let Rt(X;γ) denote the resulting vector after applying the formula
in (5.2) t times to the row vectors in X and γ represent the parameters in the GRU.
According to the description above,
θt = g(s1:t;φ) = Rt(SE;γ),
where φ contains the elements of E and γ. Let η denote the vector that collects all
parameters in the action prediction model, namely, φ and the parameters in the MLM,
αj,βj, j = 1, . . . ,M − 1. Note that η does not depend on t; therefore, the number of
parameters used to characterize the entire sequence p(st+1 | s1:t), t ≥ 1, does not depend
on Tmax.
Likelihood function. For a set of observed response processes S = {s(i) : i = 1, . . . , N},
the log-likelihood function is l(η;S) = ∑Ni=1 l(η; s(i)), where
l(η; s(i)) =
Ti−1∑
t=1
log p(st+1 = s
(i)
t+1 | s1:t = s(i)1:t;η) =
Ti−1∑
t=1
M∑
j=1
δj(s
(i)
t+1) log p
(i)
tj , (5.3)
δj(s) is an indicator function for s ∈ A
δj(s) =
 1, if s = aj;0, if s 6= aj, (5.4)
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p
(i)
tj is obtained by replacing θt with θ
(i)
t = Rt(S(i)E;γ) in (5.1) and S(i) is the binary
matrix representation of s(i).
Parameter estimation. Ideally, the parameters in the action prediction model de-
scribed in Section 5.2.1 can be estimated by maximizing the log-likelihood function of
η defined in (5.3), or equivalently, by minimizing the negative log-likelihood function
L(η;S) = −l(η;S). Since the estimator η̂ = argminη L (η;S) does not have a closed
form, gradient-based stochastic approximation algorithms are often used to approximate
η̂ iteratively. More specifically, the algorithm starts from some initial value η(0). Let η(g)
denote the parameter value after g iterations, for g ≥ 1. In iteration g, we randomly
sample ig from {1, . . . , N} and update η according to
η(g) = η(g−1) − ξg∇L
(
η(g−1); s(ig)
)
, (5.5)
where ξg is the step size of the update and ∇L
(
η; s(i)
)
denote the gradient of L(η; s(i)).
Traditionally, the step size ξg is a predetermined decaying sequence. Several adaptive
methods such as AdaGrad (Duchi et al., 2011) and RmsProp (Tieleman & Hinton, 2012)
have also been proposed. These methods compute ξg from η(1), . . . ,η(g−1) and often
achieve faster convergence in practice. We use RmsProp in both synthetic and real data
analysis of this chapter.
Stopping rule. Theoretically, the algorithm should be run until the convergence of η,
that is, until the change of η between two consecutive iterations is below some threshold.
However, as models involving neural network are often overparameterized, running the
algorithm until convergence is often time-consuming and very likely leads to overfitting.
To avoid these issues, we terminate the algorithm according to an early stopping rule.
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To apply this rule, the set of observed processes S is randomly split into a training and
a validation set, denoted by Strain and Svalid, respectively. We perform the stochastic
approximation algorithm on the training set for a large enough number of iterations
while monitoring the performance of the estimated model on the validation set. More
specifically, in each iteration, s(ig) is sampled from Strain to update η. Every several
iterations, we evaluate L(η;Svalid) at the current value of η. The set of parameter values
with the lowest L(η;Svalid) is output as η̂. With this approach, we essentially terminate
the algorithm before the model overfits.
5.2.2 Sequence Segmentation
The action prediction model provides us, for each t, with a predictive (conditional)
probability density pt = (pt1, . . . , ptM). We do not use this model to actually predict
future actions but rather to assess the intrinsic uncertainty. To this end, we propose to
use the Shannon entropy (Cover & Thomas, 2006),
h(pt) = −
M∑
j=1
ptj log ptj, (5.6)
which is used in information theory to quantify the uncertainty of a distribution. For
instance, a point mass distribution has entropy equal to the minimum value zero, whereas
the maximum entropy is achieved at the uniform distribution.
Figure 5.3 presents an evolution of entropy process h = (h1, . . . , hT−1) of a response
process as a function of time t. As the figure shows, a response process usually starts at a
relatively high entropy since there is little information available in the first action. Then
the predictability of subsequent actions gradually increases and the entropy decreases
accordingly as a subtask begins. As the problem-solving process evolves, entropy rises to
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a relatively high level again, suggesting that the person has accomplished a subtask and
is about to explore the system for the next subtask. The entropy fluctuates several times
until the process reaches an end. The entropy process h consists of several U-shaped
curves, each of which corresponds to a subtask as marked in Figure 5.3. We observe that
the processes are often very predictable within the same subtask. On the other hand, when
a subtask is accomplished, it is generally more difficult to predict the subsequent actions
as there are usually several options and the test taker might take any of them at random.
This forms our basic understanding of a response process. Each U-shaped curve of the
entropy process corresponds to a subtask accomplishment. Our process segmentation
algorithm presented in the sequel partitions a response process through identifying the
U-shaped curves in the corresponding entropy process.
Based on the above understanding, we segment a response process in two steps. First,
we identify all local maxima of the corresponding entropy process h that are the potential
endpoints of U-shaped curves. Then, we filter the set of local maxima and keep those
that form “deep” U-shaped curves in the entropy process. A U-shaped curve is considered
to be deep if the entropy change within the curve is significant relative to the entropy
fluctuation in the entire sequence. Technically, a subsequence hi:j of h is called a U-curve
if
min{hi, hj} − min
i≤t≤j
ht ≥ λ
(
max
1≤t≤T−1
ht − min
1≤t≤T−1
ht
)
, (5.7)
where the quantity on the left side gives the entropy fluctuation within the curve, the
quantity in the parentheses on the right hand side is the entropy fluctuation in the en-
tire sequence, and λ ∈ [0, 1] controls the minimum relative depth of a U-shaped curve.
When λ = 0, any subprocess between two consecutive local maxima is a U-curve and the
sequence will be partitioned into a number of short subsequences. When λ = 1 and the
global maximum of h is unique, no subsequence of h is qualified as a U-curve and the
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Figure 5.3: An example of a segmented entropy process. The blue dots represent the local
maxima of the entropy process. The U-curves are identified by Algorithm 1 with λ = 0.5.
entire sequence is treated as a single subtask. With the above definition, the detailed
segmentation procedure is described in Algorithm 1.
Algorithm 1 (Sequence segmentation algorithm). Given λ, a response process s is seg-
mented as follows.
1. Set h0 = hT =∞ and L = R = ∅. Initialize i = 0, j = T .
2. Compute entropy process h = (h1, . . . , hT−1) based on the predictive model of s =
(s1, . . . , sT ).
3. Find D, the set of local maxima of h.
4. Filter D according to the following steps to keep the endpoints of U-curves.
(a) Find the smallest i′ ∈ D such that hi:i′ is U-curve. Add i′ to L and set i← i′.
(b) Repeat (4a) until i′ = T or no such i′ can be found.
(c) Find the largest j′ ∈ D such that hj′:j is U-curve. Add j′ to R and set j ← j′.
112
CHAPTER 5. SUBTASK ANALYSIS OF PROCESS DATA
(d) Repeat (4c) until j′ = 0 or no such j′ can be found.
5. Output L ∪R as the set of segmentations.
In Step 4, the local maxima set D is filtered from left to right in substeps (4a)–(4b)
and from right to left in substeps (4c)–(4d). When solving a problem, respondents may
explore in a wrong direction or take many actions repetitively before figuring out the next
subtask. In this case, the entropy process remains at a high level for a long period before
entering a new U-curve (Subtask EXPLORE in Figure 5.3). The bi-directional filtering is
used to identify the high-entropy subsequences between two U-curves as an exploratory
task. If the filtering is performed only in one direction, say from left to right, then the
subprocesses of EXPLORE and SELECT in Figure 5.3 will not be separated.
Algorithm 1 requires a pre-determined λ as input. If λ is too small, the processes will
be partitioned into small pieces while if λ is too large, the processes will be partitioned
coarsely. In both situations, the subprocesses are likely to be less interpretable. We
investigate the effect of λ on sequence segmentation in Section 5.3. The results show
that segmentation is robust to the choice of λ as long as it is away from 0 and 1. We
recommend to choose λ between 0.2 and 0.8. One can also try different values of λ and
select the one with the most interpretable results.
5.2.3 Subtask Identification
We describe in the subsection how each subprocess produced by Algorithm 1 can be
related to a subtask through clustering. Specifically, we convert each subprocess to a
fixed-dimensional real-valued vector and then apply a standard clustering algorithm such
as k-means (Arthur & Vassilvitskii, 2007; Forgy, 1965; MacQueen, 1967).
Recall that Algorithm 1 segments a response process s into L subprocesses at 0 = t0 <
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Figure 5.4: An example of subtask clustering.
t1 < . . . < tL = T . We associate the l-th subprocess s(tl−1+1):tl with an action frequency
profile zl = (zl1, . . . , zlM)>. The j-th element
zlj =
1
tl − tl−1
tl∑
t=tl−1+1
δj(st), 1 ≤ j ≤M, 1 ≤ l ≤ L, (5.8)
is the relative frequency of action aj in the subprocess and δj(·) is the indicator function de-
fined in (5.4). Therefore, zl is a probability vector satisfying 0 ≤ zlj ≤ 1, j = 1, . . . ,M and∑M
j=1 zlj = 1. For example, the subprocess “Start, Toolbar_Sort, Sort_A_2, Sort_OK”
has four actions and each action appears only once. Assuming that these four actions are
indexed as a1, . . . , a4 in A, then the action frequency profile would be
(
1
4
, 1
4
, 1
4
, 1
4
, 0, . . . , 0
)
.
For a set of response processes S = {s(i) : i = 1, . . . , N}, let z(i)l be the action
frequency profile associated with the l-th subprocess of the i-th response process s(i) and
Li be the number of subprocesses for s(i). We group similar subprocesses into Wc clusters
by k-means clustering on
{
z
(i)
l : i = 1, . . . , N, l = 1, . . . , Li
}
with the Hellinger distance.
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For two M -dimensional probability vectors p and q, their Hellinger distance is defined by
dH (p, q) =
√√√√ M∑
j=1
(√
pj −
√
qj
)2
. (5.9)
The number of clusters Wc can be selected by the elbow method (Thorndike, 1953), and
in practice, validated by cluster interpretations and prior knowledge of item subtasks.
We will discuss more about the selection of Wc in Section 5.3.5. After clustering, the
interpretation of a cluster can be found by examining the its overall action frequency
profile. Each cluster is then identified as a subtask of the whole problem based on those
interpretations. Figure 5.4 illustrates the subtask identification procedure with two re-
sponse processes s(1) and s(2), where s(1) is the previously mentioned example in the
introduction and s(2) is “Start, Toolbar_Help, Menu_Edit, Toolbar_Help, Menu_Data,
Toolbar_Sort, Sort_D_5, Sort_A_2, Sort_OK, Tick_9, Tick_19, Tick_14, Tick_12,
Tick_13, Tick_6, Untick_6, Next”. The second response process differs from the first
one in the order of subtasks as well as actions used within a subtask.
Our procedure associates each action st in a response process s with a subtask vt.
We call v = (v1, . . . , vT ) the state sequence. The subtask sequence q = (q1, . . . , qL)
consists of all transitions in v. Let G = {g1, . . . , gW} be the set of identified subtasks. In
the example illustrated by Figure 5.4, G = {EXPLORE, SELECT, SORT}. The subtask
sequence of s(1) is “SORT, EXPLORE, SELECT” and the subtask sequence of s(2) is
“EXPLORE, SORT, SELECT”. The subtask sequence is much shorter than the original
response process and have less but more informative variations. Hence, they are helpful
for visualizing and analyzing respondents’ problem-solving strategies. We will illustrate
it later with real data examples.
We conclude the section with a summary of the proposed subtask identification pro-
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cedure (SIP) in Procedure 6 below.
Procedure 6 (Subtask identification procedure).
1. (Prediction step) Fit an action predictive model and obtain the predictive distribu-
tions.
2. (Segmentation step) Partition the response process into multiple subprocesses based
on the corresponding entropy process according to Algorithm 1.
3. (Labeling step) Cluster the subprocesses according to their action frequency defined
in (5.8) and label the clusters as subtasks.
5.3 Simulations
5.3.1 Data Generation
We simulate response processes of a problem-solving item with four subtasks (W = 4)
and 26 possible actions (M = 26). The problem-solving subtasks are denoted by upper
case letters A, B, C, D and the actions are denoted by lower case letters. Namely,
G = {A,B,C,D} and A = {a, b, . . . , z}. To obtain a simulated response process, we first
generate a subtask sequence q = (q1, . . . , qL), where ql ∈ G, and then generate, for each l,
an action sequence s̃l as a subprocess in subtask ql. The full simulated response process
is then obtained by concatenating the L action sequences, namely, s = (s̃1, . . . , s̃L). The
intuition is that people usually think in the high level first, and then implement details of
their strategy. We mimic this hierarchy when generating data. Both the subtask sequence
q and the subprocesses s̃l, l = 1, . . . , L, are generated from Markov models with random
starting distributions, probability transition matrices, and sequence lengths.
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Subtask sequence generation. To generate the subtask sequence q, we first uniformly
sample the length of the subtask sequence L from {3, 4, 5, 6}. Given L, q = (q1, . . . , qL)
is generated from a Markov model with randomly generated starting distribution and
state transition matrix. More specifically, we create a vector u = (ui)i∈G and an R × R
matrix U = (uij)i,j∈G by sampling their elements from a uniform distribution on [0, 1].
The starting distribution π = (πi)i∈G and the probability transition matrix P = (pij)i,j∈G
are then computed by
πi = ui
/∑
j∈G
uj, pij =

0, j = i;
uij
/ ∑
k∈G,k 6=i
uik, j 6= i.
The first element q1 is generated according to π. The remaining elements are generated
iteratively based on the transition matrix.
Subprocess generation. For each subtask g ∈ G, we uniformly sample without re-
placement from A a sequence of six special actions a(g) =
(
a
(g)
1 , . . . , a
(g)
6
)
, which serves
as the standard solution to the subtask corresponding to subtask g. The actions not
included in a(g) are considered irrelevant for solving the subtask. Given the subtask label
ql = g, we generate the l-th action subsequence s̃ from a Markov model with the starting
distribution π(g) =
(
π
(g)
i
)
i∈A
and the probability transition matrix P (g) =
(
p
(g)
ij
)
i,j∈A
specified below. Let A(g) be a set of the actions in the standard solution a(g) except
for the last one a(g)6 . We generate actions in the subsequence until a
(g)
6 appears. First,
we generate a vector u(g) =
(
u
(g)
i
)
i∈A
and an M ×M matrix U (g) =
(
u
(g)
ij
)
i,j∈A
with
elements independently sampled from a uniform distribution on [0, 1]. Then we generate
a modified matrix Ũ (g) =
(
ũ
(g)
ij
)
i,j∈A
from U (g) to assign higher weights on A(g) and the
standard solution a(g). Let ψ be a random function on A such that ψ
(
a
(g)
i
)
= a
(g)
i+1 for
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a
(g)
i ∈ A(g) and ψ(a) is independently and uniformly sampled from A(g) for a ∈ A \ A(g).
By setting
π
(g)
i = u
(g)
i
/∑
j∈A
u
(g)
j , ũ
(g)
ij =
 100, j = ψ (i) ;u(g)ij , j 6= ψ (i) , p
(g)
ij = ũ
(g)
ij
/∑
k∈A
ũ
(g)
ik ,
we get the starting distribution π(g) and the probability transition matrix P (g) for gen-
erating action subsequences under subtask g. Hence, for each row indexed by action i,
element in column ψ(i) of P (g) is a special action and also the most likely action in the
next step. In particular, when i is a special action in A(g), ψ(i) is the next special action
in the standard solution a(g).
5.3.2 Experiment Settings
We generate 100 datasets, each of which contains N = 5000 response processes. For
each dataset, N action sequences are randomly partitioned into training (70%), validation
(15%) and test (15%) sets. We train the RNN model for 50 epochs with validation-based
early stopping. The latent dimension K is 20 and the learning rate of RmsProp optimizer
is 10−3. Nine values of λ, 0.1, 0.2, . . . , 0.9, are used in the segmentation step to examine
the sensitivity of subtask segmentation results to λ. For each λ value, the segmentation
algorithm is applied to all the processes in the dataset. In the labeling step, the number of
clusters is set to be the true number of subtasks W = 4. The samples in the training and
validation sets are used to perform the k-means clustering. The segmented subprocesses
in the test set are then assigned to the closest centroid under the Hellinger distance of
their action frequency profiles.
As a comparison, we also fit an HMM for each dataset. We choose HMMs for com-
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parison because it has been used in many fields such as natural language processing and
bioinformatics for segmentation (Yamron et al., 1997; Yoon, 2009). Under an HMM, the
distribution of st in a response process s is governed by the current state (subtask) vt
P (st = j | vt = w) = rwj, w = 1, . . . ,W, and j = 1, . . . ,M,
and the sequence v1, . . . , vT plays the role of hidden states and evolves according to a
first-order Markov chain
P (vt+1 = l | vt = w) = zwl, w, l = 1, . . . ,W.
The parameters in the HMM, namely the emission probabilities rwj’s and the transition
probabilities zwl’s, can be estimated by the Baum-Welch algorithm (Baum, Petrie, Soules,
& Weiss, 1970), which is a special case of the expectation-maximization (EM) algorithm
(Dempster, Laird, & Rubin, 1977). Given the estimated parameters, the most likely
hidden state sequence can be obtained by dynamic programming (Viterbi, 1967) and is
treated as the subtask sequence. The number of hidden states (subtasks) in HMM is also
set to be the true number of subtasks.
5.3.3 Evaluation Criteria
The evaluation criteria described below are used for both the simulated and real data
analysis. For notational simplicity, the superscript of the response process is omitted
when there is no ambiguity. Let v and v̂ be the true and the estimated state sequences,
respectively. We use T = {t : vt+1 6= vt, t < T} to denote the set of time immediately
before a transition. Similarly, we write T̂ = {t : v̂t+1 6= v̂t, t < T}. Hence, T ∩ T̂ rep-
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resents the set of correctly identified transition time and we define Precision and Recall
accordingly in Table 5.2. To further take into account the direction of the transitions,
we use T+ = {t : vt+1 6= vt, v̂t+1 6= v̂t, v̂t+1 = vt+1, t < T} to denote the set where both the
transition time and the label of the next subtask are correct. The precision and recall
corresponding to T+ are denoted by Precision+ and Recall+, respectively. The perfect
match (overlap) between v and v̂ is denoted by Overlap, and we write V = {t : vt = v̂t}.
The exact mathematical definitions (formulas) are given in Table 5.2.
Table 5.2: Five measures for comparing the estimated and the true state sequences.
Measures Formulas
Precision
∑
i∈Ω |T (i) ∩ T̂ (i)|/
∑
i∈Ω |T̂ (i)|
Recall
∑
i∈Ω |T (i) ∩ T̂ (i)|/
∑
i∈Ω |T (i)|
Precision+
∑
i∈Ω |T
(i)
+ |/
∑
i∈Ω |T̂ (i)|
Recall+
∑
i∈Ω |T
(i)
+ |/
∑
i∈Ω |T (i)|
Overlap
∑
i∈Ω |V(i)|/
∑
i∈Ω Ti
5.3.4 Results
Figure 5.5 summarizes the results for subtask identification. The five measures of
subtask estimation accuracy defined in Table 5.2 are plotted against the values of λ in the
left panel of the figure. When λ is small, Precision and Precision+ are relatively low since
the processes are overly segmented and unnecessary partitions are produced; when λ is
too large (greater than 0.8), Recall and Recall+ decrease since the action sequences are
under segmented and many subtasks are not captured. The performance is robust to the
choice of λ when its value stays away from 0 and 1. The right panel of Figure 5.5 displays
boxplots of the five measures for the estimated state sequences obtained from HMM on
the 100 datasets. The Precision, Precision+, Recall+, and Overlap are all below 0.6. The
Recall has a median around 0.5 and a wide spread. It is clear that the proposed SIP
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performs substantially better, noting that the vertical axes of the two panels are on the
same scale.
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Figure 5.5: Subtask identification accuracies under five different measures. Left: Mean
accuracies of SIP under five measures and threshold λ from 0.1 to 0.9. The standard
errors are shown by error bands. Right: Accuracies of HMM in boxplots.
5.3.5 Discussions
If the true subtasks are unknown, we can select the number of clusters from a group
of candidates by the elbow method (Thorndike, 1953). Figure 5.6 shows how the within-
cluster mean squared Hellinger distance decreases on one dataset when the number of
clusters Wc increases from 1 to 10. The “elbow” takes place at Wc = 4, which equals to
the true number of subtasks.
The distance curve is always piecewise linear and monotone decreasing. Using the
idea of elbow, we can select the number of clusters with the greatest percentage change
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Figure 5.6: Mean squared Hellinger distance to centroids under different number of clus-
ters
of slope, i.e. argmax
2≤i≤9
bi−bi+1
bi
, where bi is slope of the line segment between Wc = i − 1
and Wc = i on the curve. Table 5.3 shows the result over simulated datasets under
this selection criterion, where the true number of subtasks gets selected in 83% of the
simulations.
Table 5.3: The number of clusters selected over simulated datasets.
Wc 2 3 4 7 8 9
Simulations (%) 1 10 83 2 1 3
We also examine the effect of sample size, number of actions, and average process
length when one of these quantities is altered and the others are controlled in the data
generation process. In general, the accuracies would increase with the sample size or the
number of actions and would decrease with the average process length. In the previous
experiment, our setting is N = 5000 and M = 26. The average sequence length is
approximately 25. We evaluate the performance of SIP under different sample size N ,
number of possible actions M and average process length T with results shown in Table
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5.4, 5.5 and 5.6 respectively. All datasets are generated in the same way as described
in Section 5.3. When N increases, we have more observations for better estimation and
the accuracies increase accordingly. For larger M , the special actions used by different
subtasks are less likely to overlap. Hence, the identification of subtasks becomes easier
and the accuracies naturally increase withM . We modify ũ(g)ij = 100 to 50, 25 and 12.5 to
generate datasets with different T . Essentially, when T is large, the processes are noisier
with a lot of redundant steps. Consequently, the accuracies decrease with T .
Table 5.4: Effect of N when M = 26, λ = 0.3 are fixed and T ≈ 25.
N = 500 N = 1000 N = 2000 N = 5000
Precision 0.801 0.811 0.832 0.847
Recall 0.863 0.870 0.876 0.873
Precision+ 0.697 0.710 0.740 0.754
Recall+ 0.751 0.761 0.779 0.778
Overlap 0.882 0.891 0.907 0.911
Table 5.5: Effect of M when N = 2000, λ = 0.3 are fixed and T ≈ 25.
M = 10 M = 26 M = 50 M = 100
Precision 0.604 0.834 0.904 0.937
Recall 0.599 0.871 0.933 0.963
Precision+ 0.388 0.739 0.846 0.898
Recall+ 0.385 0.772 0.873 0.923
Overlap 0.619 0.904 0.951 0.972
Table 5.6: Effect of T when N = 2000, M = 26 and λ = 0.3 are fixed.
T=25.4 T=30.4 T=40.2 T=58.7
Precision 0.830 0.710 0.529 0.324
Recall 0.872 0.832 0.731 0.573
Precision+ 0.732 0.579 0.377 0.187
Recall+ 0.769 0.678 0.521 0.329
Overlap 0.904 0.839 0.724 0.575
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5.4 Case Study
In this section, we present a case study of the process data from PIAAC 2012. We
investigate the performance of SIP on PIAAC 2012 and demonstrate how the results can
be exploited to study respondents’ problem-solving strategies.
We apply SIP to the process data for all 14 items. Those response processes with
fewer than ten actions are excluded as short processes usually provide little information
of respondents’ problem-solving behaviors. The threshold λ in the segmentation step is
set to 0.3 for all the items. The number of clusters in the labeling step is determined by
the elbow method mentioned in Section 5.3.5. For each item, we randomly partition the
response processes into training (70%), validation (15%), and test (15%) sets, denoted by
Strain, Svalid, and Stest, respectively. The RNN-based action prediction model uses latent
dimension K = 20 and is trained for 50 epochs. Our procedure identifies meaningful
subtasks in nine (U01b, U02, U03a, U06a, U06b, U19a, U19b, U21, U23) of the 14 items.
The number of subtasks in each item varies from two to six. In Sections 5.4.2 – 5.4.4, we
present examples of how the identified subtask sequences help understand respondents’
problem-solving strategies and the information contained in different parts of the response
processes. Since problem-solving strategies are item-specific, we mainly present the results
from item U19a, a spreadsheet handling item, as an example. Additional results for U01b,
an email handling item, are included in Section 5.4.5.
5.4.1 Action Prediction Results
In this section, we show that the action prediction model in the first step of SIP can
characterize the progress of the response processes reasonably well. To evaluate the fitted
model, we compute Hit(Q) on the test set Stest for Q = 1, . . . , 5. The metric Hit(Q)
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calculates the proportion of correct predictions, and a prediction is counted as correct
if the true action is among the top Q actions with the highest predictive probabilities.
Performance of the proposed model (section 5.2.1) and the Markov model (MM) are
compared in Figure 5.7. Each boxplot is based on results across all 14 items. For the
RNN model, the medians of Hit(Q) are all above 0.6, which is high considering the large
number of possible actions. Moreover, the true action taken in the next step is very likely
to be among the five most probable actions given by the RNN model as the median of
Hit(5) is around 0.9 and the worst case is around 0.8. Figure 5.7 also shows that the RNN
model can achieve a higher prediction accuracy than the Markov model, indicating that
incorporating the long-term dependence is helpful for forecasting future actions.
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Figure 5.7: Hit(Q) of action prediction models.
125
CHAPTER 5. SUBTASK ANALYSIS OF PROCESS DATA
5.4.2 Subtask Visualization
The detailed action information in response processes makes process data an impor-
tant source for studying problem-solving behaviors. At the same time, the excessive
length of the processes and the high variability in the sequence elements make it difficult
to intuitively understand the problem-solving strategies through visualizing the original
processes. With SIP, a response process is simplified into a much shorter and less variable
subtask sequence while keeping the primary problem-solving steps. By visualizing these
subtask sequences, the similarities and differences among responses can be detected easily.
We demonstrate visualization in the following example of item U19a, where respon-
dents are asked to find out the ID number of a bike club member from a given spreadsheet
and then email it to the secretary. Using SIP, we identify five problem-solving subtasks
for item U19a. Figure 5.8 presents all subtask sequences with length no greater than
seven, corresponding to 97.5% of the responses. In the figure, subtasks are presented in
five distinct colors. A subtask sequence q of length L is displayed as a horizontal line
segment with L units in length. Each unit corresponds to a subtask in the sequence and
is colored accordingly. The line segments are then sorted and stacked vertically in the
dictionary order of the subtask sequences. With the help of the subtask analysis, we
can visualize the problem-solving steps used by all the respondents in a figure. This can
hardly be done if we only work with the original response processes which are much longer
and more variable.
With the visualized subtask sequences, we can get an overall picture of the problem-
solving strategies used by the respondents. As Figure 5.8 shows, the majority of the
respondents ended the response by sending email, whereas a small proportion of them
did not accomplish the subtask, leading to incomplete solutions. There are four basic
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Figure 5.8: Visualization of subtask sequences of item U19a.
strategies to find the name of the club member. One can either search the name of the
club member in the spreadsheet directly or sort the members in the spreadsheet according
to their names and then look up the target name to obtain the ID number. A small
proportion of respondents used both sorting and searching tools. Most of the respondents
who started the response process with subtask EXPLORE did not use any searching or
sorting tools, suggesting that they tended to look for the ID number by visually examining
the names one by one.
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5.4.3 Strategies Comparison
In this section, we use the subtask sequences obtained from SIP to explore the rela-
tionship between problem-solving strategies and the final outcome as well as the response
time in item U19a.
The overall percentage of correct responses (with process length at least ten) in U19a is
84.8%. We find that respondents can get the correct answer more easily with the SEARCH
strategy than the SORT strategy. There are 3,865 respondents who used searching tools
only and 91.6% of them solved the problem correctly. Among the 9,812 respondents who
used sorting tools only, the proportion of correct responses is 83.1%.
To compare the problem-solving efficiency of the two strategies, we plot the histograms
of the logarithm of the response time for the two groups in Figure 5.9. It shows that
respondents in the SEARCH group tend to use less time to finish the item than those in
the SORT group. To further look into the age effect, we display the joint kernel density
estimates of respondents’ age and response time for the two groups in Figure 5.10. The
marginal densities for age and response time are also shown by curves on the top and right
side of each plot. For a given age, the log response time in the SORT group tends to be
longer than that in the SEARCH group. We also observe that the marginal distribution
of age for the SORT group has a heavier tail than that for the SEARCH group, indicating
that elder respondents are more inclined to perform SORT than the younger ones. In
addition, the correlation between age and log response time is 0.277 for the SEARCH
group and 0.329 for the SORT group. The positive correlations suggest that the elder
generally spent more time when applying the same strategy.
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Figure 5.9: Histogram of response time of item U19a for strategies SORT and SEARCH.
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Figure 5.10: Density plots on response time of item U19a under two strategies.
5.4.4 Information Decomposition
Subtask sequences reflect respondents’ high-level problem-solving strategies and thus
carry more information than the traditional item responses. However, they also lose some
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information compared to the original response processes since detailed actions within each
subtask are ignored. Information in a response process can thus be decomposed into two
parts, information in the subtask sequence and information within each problem-solving
subtask.
To illustrate the decomposition, we use item U19a as an example and conduct an
experiment to predict the final outcome, literacy score, numeracy score and the age of
respondent from the information in the response processes. For each target variable, a
generalized linear model
g(E(Y )) = β0 + β
>x
is considered, where Y denotes the target response variable, g is the link function, and x
is a feature vector of the response processes. We use a logit link g(p) = log( p
1−p) for the
model of the binary outcome and the identity link g(x) = x for the models of other target
variables. To compare the information in the subtask sequence and within subtasks, four
different choices of the feature vector x are considered.
(i) The feature vector x only contains the binary outcome. We call it the baseline
model.
(ii) Subtask features are included in x in addition to the binary outcome. The subtask
features consist of indicators of whether a subtask appears in the estimated subtask
sequence q̂ and indicators of whether a transition between two different subtasks
has ever occurred.
(iii) Unigram and bigram features for the subprocesses of each subtask are included in x
in addition to the features used in choice (ii). In particular, we only consider those
unigrams and bigrams whose frequencies are higher than 0.1%. If subtask i exists
in q̂, then the feature for a unigram/bigram is 1 if the unigram/bigram appears in
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the subprocesses of subtask i and 0 otherwise. If subtask i does not appear in q̂, we
set all unigram and bigram features of that subtask to zero.
(iv) Unigram and bigram features for the response process are used in x in addition to
the binary outcomes. The feature corresponding to a unigram/bigram is 1 if the
unigram/bigram appears in the response process and 0 otherwise. Same as in choice
(iii), only unigrams and bigrams with frequency higher than 0.1% are considered.
When the target variable is binary outcome, we do not consider choice (i) and remove
binary outcome from the features in choices (ii)-(iv). To investigate the information
contained in a specific subtask i, we only consider respondents whose subtask sequences
contain i and extract unigram/bigram features from the corresponding subprocesses in
the same way as choice (iii).
The model is fitted on Strain∪Svalid for each choice of feature vector and the prediction
performance is evaluated on Stest. The evaluation criterion is the area under the ROC
curve (AUC) for binary outcome and the out-of-sample R2 (OSR2) for other variables.
To avoid overfitting, L2 penalties are placed on the coefficients for both the logistic and
the linear model. The penalty parameter is determined by five-fold cross-validation.
The prediction results are presented in Figure 5.11. A few observations can be made
from the figure. First, the subtask sequences contain more information about respon-
dents’ literacy, numeracy scores and age than the binary final outcome as the OSR2s
corresponding to subtask features are significantly higher than that of the baseline model.
Second, the amount of extra information provided by the detailed actions within subtasks
depends on the variable of interest. For the binary final outcome, the subtask sequence
carries only slightly less information than the original response process while for other
variables, including detailed actions within subtasks can significantly improve the predic-
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tion performance. Third, subtasks differ in the amount of information they can provide
on a given variable of interest. Subtask SORT is most informative for predicting liter-
acy and numeracy score, while subtask WRITE_EMAIL produces the highest OSR2 for
predicting age.
This information decomposition provides a structure of the response process and a
map of dependence between the response process and other characteristics. For example,
if one wants to have an item that accurately reflects respondents’ age, then including more
email handling subtasks should be considered. The decomposition can also suggest real
time intervention strategies. If a student cannot enter the subtask closely related to the
final outcome after some exploration or does not perform well in such subtasks, a hint
may be provided to help the student stay on the right track.
5.4.5 Additional Real Data Results
Subtask visualization for U01b. In U01b, respondents were asked to organize email
responses to a party invitation in an email client. New folders should be created to keep
track of the attendants’ accommodation needs. We divide the respondents of U01b into
two groups according to their final response outcomes and visualize the subtask sequences
for each group in Figure 5.12 as follows. There are about 12,000 respondents in the correct
group and about 7,000 respondents in the incorrect group. By visualizing their subtask
sequences, the difference in the problem-solving processes between the groups becomes
obvious: most of respondents in the incorrect group did not create new folders, which is
an essential step for successfully completing the task.
Information decomposition for U01b. Figure 5.11 shows the prediction results un-
der different features constructed from the subtask sequences and the original processes.
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Figure 5.11: OSR2 under four different choices of features for item U19a. The labels
Baseline, Subtask, Subtask+Subprocess and Process correspond to choice (i), (ii), (iii)
and (iv) respectively. Other labels in grey correspond to the identified subtasks of U19a.
The higher OSR2s of the subtask model than the baseline model indicates additional
information in subtask sequences about respondents’ literacy, numeracy scores and age
compared to the binary final outcome. For different target variables, the amount of in-
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Figure 5.12: Visualization of subtask sequences of item U01b.
formation in subtask sequences differs significantly. For the prediction of final outcome,
high-level information within subtask sequences can achieve AUC high than 0.8 whereas
for the prediction of age, detailed actions are much more useful. In the subtask level,
VIEW_DRAG_DROP is the most informative for predicting final outcome, literacy and
numeracy score, while subtask CREATE_VIEW_FOLDER produces the highest OSR2
for predicting age.
134
CHAPTER 5. SUBTASK ANALYSIS OF PROCESS DATA
Su
bt
as
k
Su
bt
as
k+
Su
bp
ro
ce
ss
Pr
oc
es
s
CR
EA
TE
_N
EW
_F
OL
DE
R
VI
EW
_T
OO
LB
AR
_M
OV
E
VI
EW
_D
RA
G_
DR
OP
0.00
0.25
0.50
0.75
1.00
AU
C
Outcome
Ba
se
lin
e
Su
bt
as
k
Su
bt
as
k+
Su
bp
ro
ce
ss
Pr
oc
es
s
CR
EA
TE
_N
EW
_F
OL
DE
R
VI
EW
_T
OO
LB
AR
_M
OV
E
VI
EW
_D
RA
G_
DR
OP
0.0
0.1
0.2
0.3
OS
R2
Literacy
Ba
se
lin
e
Su
bt
as
k
Su
bt
as
k+
Su
bp
ro
ce
ss
Pr
oc
es
s
CR
EA
TE
_N
EW
_F
OL
DE
R
VI
EW
_T
OO
LB
AR
_M
OV
E
VI
EW
_D
RA
G_
DR
OP
0.0
0.1
0.2
0.3
OS
R2
Numeracy
Ba
se
lin
e
Su
bt
as
k
Su
bt
as
k+
Su
bp
ro
ce
ss
Pr
oc
es
s
CR
EA
TE
_N
EW
_F
OL
DE
R
VI
EW
_T
OO
LB
AR
_M
OV
E
VI
EW
_D
RA
G_
DR
OP
0.00
0.05
0.10
0.15
OS
R2
Age
Figure 5.13: OSR2 under four different choices of features for item U01b. The labels
Baseline, Subtask, Subtask+Subprocess and Process correspond to choice (i), (ii), (iii)
and (iv) in Section 5.4.4 respectively. Other labels in grey correspond to the identified
subtasks of U01b.
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Concluding Remarks
In this thesis, we studied the problems of feature extraction, skill assessment, and
subtask identification in process data analysis. Statistical learning methods were discussed
and examined on the PIAAC 2012 data. We conclude the thesis by some remarks on
possible extensions and future directions of the current study.
For the problem of feature extraction, we presented two methods: MDS in Chapter
2 and autoencoder in Chapter 3. Both methods are able to extract informative and
interpretable variables from process data. As shown in the case study of PIAAC 2012
data, these two methods have comparable results in the prediction of variables such as
literacy, numeracy and occupation-related levels. However, we only considered the action
sequences in response processes. In process data, time stamps of actions are also available.
The time elapsed between two consecutive actions may provide additional information
about respondents, for instance, their familiarity with advanced tools and the reaction
time when new information is provided. The two feature extraction methods can be
generalized to incorporate response time sequences. For the MDS method, we can consider
a time-weighted version of the OSS measure to account for the difference in both action
sequences and time sequences. In this new dissimilarity measure, the sequence length is
replaced by the total response time, the action frequency is replaced by the total time
spent on that action, and the position of an action is measured by its time stamp instead of
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its order in the action sequence. For the autoencoder method, time sequence can be added
as an additional feature to the embedding layer of encoder and then reconstructed in the
output of decoder through a linear model. The loss function to be minimized consists of
two terms: the discrepancy between action sequences and the discrepancy between time
sequences.
We discussed the problem of assessing latent trait based on process data in Chapter 4.
Using extracted process features and regression models, the proposed procedure improves
measurement accuracy (reliability) of IRT-based estimates. In the current analysis, we
only considered assessment of a single latent trait. In many cases, multiple latent traits
are involved in test items and multivariate IRT models are often used to estimate them
simultaneously based on response outcomes. How to generalize the unidimensional re-
finement procedure to a multidimensional one is an interesting future direction. Another
question worth investigating is how to relax the local independence assumption in our
theoretical analysis.
Using the concept of action predictability, the approach in Chapter 5 transforms long
and complex response processes into shorter and more interpretable subtask sequences.
Subtask analysis decomposes variations in the observed response processes and makes it
easier to visualize and identify respondents’ problem-solving strategies. The proposed ap-
proach allows a great deal of flexibility which entails possible refinement and improvement.
First, there is no restriction on the action prediction model as long as it can characterize
the progress of the response processes reasonably well so that the unpredictability of an
action is not mainly due to lack of fit. For instance, we can consider high-order Markov
chains as an alternative to RNN, or add additional information such as the timestamps of
actions to further improve model fit. Second, we used the elbow method to determine the
number of clusters and thereby the number of subtasks in the labeling step. In practice,
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one can directly set a desired number of subtasks if such item design information is avail-
able. Third, error in the predictive distribution of actions is not taken into account when
computing entropies and performing segmentations in the current procedure. Developing
a coherent probabilistic model and statistical framework for error analysis is a potential
future direction.
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