Measures of reproducibility research has questioned using correlational methods as a measure of test-retest stability since correlation is a measure of relationship rather than agreement (Bland & Altman, 1986; Nevill, 1996 , Nevill, Lane, Kilgour, Bowes, & Whyte, 2001 Wilson & Batterham, 1999) .
For example, a perfect correlation (r = 1.00) can be found with no agreement, when measures are unstable. Consider the following example to illustrate this point. Scores taken from three participants at one point in time of 1,2, and 3 will correlate perfectly with scores recorded at a second point in time of 3, 4, and 5. Thus, researchers should also assess the agreement between scores.
It is important to acknowledge that the intra-class correlation (ICC) will remove this systematic bias. Nevertheless, the intra-class correlation, like Pearson correlation coefficient, will still be highly dependent on the range of observations. Consider the following hypothetical data as examples. In example 1, seventy-two participants responded to a single item on a 5-point Likert scale on two separate occasions. As Table 1 indicates, participants used the full-range of responses (1-5), with 40 participants reporting the same value (along the diagonal from top left to bottom right) and 32 participants disagreeing by  1 only. The
Pearson's and intra-class correlations between week 1 and week 2 scores were r = .88 and ICC = .93 respectively (both p < .001) with kappa = .44, p < .001, results that suggest acceptable reliability results (Anastasi & Urbina, 1997; Kline, 1993) .
_________________________
Insert Table 1 about here   _________________________   _________________________   Insert Table 2 Measures of reproducibility In example 2, participants were more homogeneous in their responses to the same item than participants in the first example. As Table 2 shows, participants recorded scores of only 2 or 3 on the same 5-point Likert scale, hence a far more restricted range of responses. As in example 1, Table 2 indicates the same number of participants (n = 40) responded identically to the item on the two occasions and the same number of participants (n = 32) differed by  1. However, the Pearson's and intra-class correlations between week 1 and week 2 scores were r = .11 and ICC = .20 (both p > .05) and Kappa = .11, p = .35, correlations suggesting poor stability.
In both examples, the test-retest differences are the same (40 participants having perfect agreement, 32 participants differing by a score of 1 from week 1 to week 2) indicating the same degree of stability for responses to the item by both groups of participants. However, an examination of the correlation coefficients suggested dramatically different conclusions. This would have led researchers to supporting erroneously the stability of the item in example 1 and refuting the stability in the second example. Thus, it is argued that it is important to also use methods that are independent of the range of scores such as test-retest differences in addition to tests of association.
Recent research has seen developments in methods to investigate test-retest stability. Schutz (1998) and Marsh (1993) have suggested that researchers use structural equation techniques to assess test-retest stability. Using this approach, it is possible to investigate a) the stability of the traits which are free from errors of measurement, b) the stability of the measurement errors, and c) systematic variances associated with the items that underlie the traits. Thus, the advocates of structural equation modeling believe they can address the concerns of correlational methods suggested above.
However, one major limitation to using structural equation modeling is the difficulty in obtaining appropriate data. Structural equation modeling requires large sample sizes Measures of reproducibility (Bentler, 1995) . It is suggested that there should be at least 10 participants per free parameter (Bentler, 1995; Tabachnick & Fidell, 1996) , thus even with small questionnaires comprising, for example, of just 10 items, sample sizes will need to be 200+. This issue is complicated as testing for reliability using structural equation modeling requires at least three test completions, with ideally at least four test completions. It should not be surprising that research using structural equation modeling has tended to use data that are relatively easy to access. For example, Marsh (1993) used Student Evaluations over an eight-year period as raw data and thus could draw on a database of one million test completions. Similarly, Schutz (1995) used baseball performance data compiled from official records. Hence, these datasets do not require participants to volunteer data on a regular basis. It should be noted that if a researcher wishes to assess reliability and stability separately, at least three assessments are needed for any method of quantification. Researchers who wish to use only two assessments (and for practical reasons that is all we can expect in many cases) should not expect to obtain independent indicators of stability and reliability.
Attrition is a limitation when conducting test-retest research that involves individuals completing self-report measures. This can present a difficult hurdle for researchers planning to investigate stability of self-report measures, particularly in the initial stages of scale development. Thus, even though the approach to assessing stability proposed by Marsh (1993) might be the most robust, difficulties in recruiting sufficient sample sizes and retaining participants for subsequent completions might have contributed to few researchers using it. Altman and Bland (1987) critically evaluated the use of structural equation modeling to assess stability. They argued that using structural equation modeling approaches to assess stability lead to researchers using 'unnecessarily complex statistical methods to solve simple problems ' (p. 225) . They emphasized that this can lead to interpretation issues and can mislead researchers. Altman and Bland (1987) suggested that structural equation There have been at least three other alternative approaches to using correlation (Schutz, 1998; Wilson & Batterham, 1999; Nevill et al., 2001 ). All methods require smaller sample sizes than structural equation modeling and require only two completions. The first by Schutz (1998) proposed using repeated measures multivariate analysis of variance to assess one component of stability, namely mean stability. MANOVA will account for differences in mean scores, but it is possible to have no significant differences between measurement occasions when the within-subject variation between test-retest differences is unacceptably large.
Second, Wilson and Batterham (1999) recommended an assessment based on the proportion of participants that record the same response on two separate occasions, referred to as the proportion of agreement (PA). The proportion of agreement does not require data to meet requirements of normal distribution. A key point from Wilson and Batterham's (1999) work is that stability statistics should be calculated for each item of the questionnaire separately. Tests of agreement tend to be conducted following item analysis techniques such as factor analysis. Recent researchers have argued that assessment of each item should provide a more rigorous investigation of test-retest stability (Wilson and Batterham, 1999; Nevill et al., 2001) . Calculating composite scores by summing items can mask individual item instability. Clearly, if each item is proposed to assess a theoretically stable construct, each item should demonstrate acceptable stability using a suitable criterion. If some items show poor test-retest stability scores, it would suggest that the underlying construct is unstable. Schutz (1994) argued that psychometric measures should be theory-driven, and thus item-analysis in terms of test-retest agreement should fulfill this aim. recommended that researchers should calculate the test-retest differences for each item rather than calculate factor scores. Nevill et al. (2001) suggested that a dispositional construct utilizing a five-point scale should show that the majority of participants (90%) should record differences within a referent value 1. They argued that some variation in test-retest difference scores was inevitable. They argued that it is important to acknowledge that completing a self-report scale requires participants to indicate their responses to a category, for instance report feeling 'not at all' (0), or 'very much so (4)'. Although there is some degree of continuity between responses, a likert scale yields only ordinal level data, i.e., not interval or ratio level data. Consequently, data should be treated using non-parametric methods.
A limitation of this approach is that the criterion for acceptability is arbitrary. The rationale for selecting a range of 1 is based on the notion that the use of self-report to assess target constructs suggests that some variation is inevitable. It should be noted that self-report measures provide estimates of psychological constructs and cannot be relied on as objective and observable scores (see Nisbett & Ross, 1980; Nisbett & Wilson, 1977) . For example, an individual might be genuinely unclear about what he/she is feeling. This assumption also forms part of the rationale for the use of correlation as it is proposed to be the true variance that reflects the reliability of measures, with error variance being attributed to random variation.
The aim of the study was to compare indices of stability using the Task and Ego in Sport Questionnaire (TEOSQ; Duda & Nicholls, 1992) . The TEOSQ was chosen because achievement motivation has been one of the most frequently researched constructs in the sport psychology literature and recently has featured in vociferous debate (see Duda & than problems related to items that are similarly worded on the Task subscale (see Chi & Duda, 1995) . To date there have been very few tests of the stability in terms of test-retest differences. Of available research, Duda (1992) reported a correlation of r= .75 for the Ego subscale and r = .68 for the Task between scores taken over a three-week period. She also reported a correlation of r = .72 for the Ego factor and a correlation of r = .71 for the Task factor for scores taken over the course of a season. A limitation of these studies is that testretest stability or reproducibility coefficients were not reported.
Given that the TEOSQ is proposed to assess a relatively stable construct, 90% or more of test-retest differences for each item should be within a reference value of  1. We also The sample size used in this study is commensurate with the sample size recommended (minimum N = 100) for assessing the reliability of psychometric questionnaires (Nevill et al., 2001 ).
Measure of Task and Ego Orientation in Sport Questionnaire
The TEOSQ (Duda & Nicholls, 1992 ) is an assessment of dispositional achievement goal orientations. The TEOSQ is a 13-item scale asking participants to respond to Task and Ego statements following from the stem "I feel successful in (soccer) when…". Each item is answered on a five-point scale. Task orientation is assessed by statements revolving around feelings of success derived from learning new skills, fun, trying hard, and practicing.
Assessments of ego orientation are based upon responses concerning doing better than friends, scoring most points / goals, and being the best.
Procedure
On registration, parents/guardian were asked to complete an informed consent form, allowing their child (ren) to participate in the study. Parents / guardians were informed that participation was voluntarily. No child was withdrawn following signing this agreement.
The TEOSQ was administered under standardized conditions on two separate occasions (test-retest), separated by 5 days. The initial test was completed at the beginning of a 5-day soccer camp. Players completed a 15-hour course of soccer instruction. The course comprised instructions sessions involving individual ball skills, soccer specific skills (e.g., passing, shooting, heading, dribbling, turning), game related activities, with a 'World Cup' tournament concluding each day.
The camp comprised an achievement condition in which players have an opportunity to demonstrate physical competence. Task orientation conditions included practices that emphasized self-referenced improvement. As practices were not performed in isolation, competence could be judged in terms of an ego orientation goal disposition. Whenever an and encouraged to score more goals next time this will be a task oriented practice if players try to beat their own score. However, an ego involving condition exists whereby Player A might view success in relation to how many more goals he scores than Player B, regardless of his own improvement from previous attempts. The study did not control for players discussing their achievements and therefore it is likely that ego orientated individuals will seek out information about the performance of others. This suggests that practices such as improving the number of goals being scored are as much ego as task involving.
We argue that the more important indication of stability can be derived from the proportion of test-retest differences within (1) as suggested by Nevill et al. (2001) . As this is a relatively new technique, some explanation is warranted. Agreement between the testretest measurements of the TEOSQ were quantified by calculating the differences between the responses recorded on two separate occasions for each item (Nevill et al., 2001) . Clearly, these differences will be discrete (ranging from -4 to +4) and will follow a binomial rather than a normal distribution (see Nevill et al., 2000) . Under such circumstances, Nevill et al. (2001) recommended adopting a non-parametric approach for assessing agreement of psychometric questionnaires, based on the methods originally proposed by Bland and Altman (1999) . Briefly, Nevill et al. recommended reporting the proportion of differences within the criterion range (1). The authors recommend that for each item to be stable, 90%
or more of the participants should record differences within this criterion range (1).
Systematic bias from test to retest was assessed using the non-parametric median sign test. Table 3 about here   _________________________ The mean, standard deviation, minimum and maximum test-retest differences, the intra-class and product-moment correlations, repeated measures MANOVA results, the percentage of participants with differences within (1), and the Median Sign Test results (the number of participants with differences above and below the median, 0) for each item of the TEOSQ are given in Table 3 . Results show that Ego items have a wider range of testretest differences as well as higher test-retest correlations. In contrast, most Task items have a relatively narrower range of test-retest scores and lower correlations. Further, comparing test-retest correlations having transformed correlations using Fisher Z r = ½ log (1 + r) -½ log (1-r) for Ego items with those of the Task items identified that Ego items showed a significantly stronger relationship (t = 1.87, p < .05). Test-retest correlations coefficients for the composite Ego factor was r = .68, p < .01. Test-retest correlations for the equivalent Task factor was r = .61, p < .01. Repeated measures MANOVA results indicated a significant difference in TEOSQ items over time (Wilks' lambda 13,199 = .78, p < .001, Partial Eta 2 = .22). Univariate results indicated that two Ego items significantly reduced (I am the only one who can do or play the skill and I can do better than my friends) and one increased (I'm the best). Four Task subscale items significantly increased (I learn a new skill and it makes me want to practice more; I learn something that is fun to do; I learn a new skill by trying hard; Something I learn makes me want to go and practice more).
Results demonstrate that all Ego items reported relatively poor stability statistics with test-retest scores within a range of  1 ranging from 82.7-86.9%. By contrast, all Task items show stable test-retest results with test-retest difference scores ranging from 92.5-99%. One An important feature of assessing stability is the detection of bias as it is possible for participants report an acceptable stability score but for all scores in one scale to change by  1. For example, if all participants report a test-retest increase of 1, this would show a systematic shift, but also would show acceptable stability coefficients in terms of a  1 criterion. A stable construct should show no systematic shift in scores. In the present study, results demonstrate that six items (see Table 3 ) had a systematic shift over the assessment period. Four Task items (2, 5, 10 and 12) increased significantly. In contrast, the systematic shift of the two Ego items (1 and 11) varied in direction. Item 1 declined significantly over the period of assessment, and item 11 significantly increased.
In summary, test-retest results show that Task items are relatively stable although it should be noted that four items showed a systematic positive shift in test-retest scores. In contrast, Ego items are unstable in terms of the significantly greater variation of test-retest differences.
Discussion
The present study investigated indexes used to assess test-retest stability. Recent research has suggested researchers use more rigorous methods to assess the validity and stability of their measures (Biddle et al., 2001; Schutz, 1998) . Researchers are obliged to investigate the validity of their measures and that the concept of stability of dispositional constructs has been under researched. If the construct is proposed to be stable, stability is (Schutz, 1994) . In the present study, we focus on the TEOSQ.
The range of indices to show reliability and stability contained in Table 3 Ego items with agreement values less than 90  1 are also the ones with the highest standard deviations. This shows the importance of examining the range of scores when investigating stability. In the present study, MANOVA results indicated no significant bias in Ego items but this may be due to the nature of test-retest differences being both relatively large and random.
Although Task items were relatively stable according the 90%  1 criterion, it is possible that the agreement could be a product of a restricted range in scores, with the majority of participants reporting either 4 or 5 on the Likert scale on both occasions. It is also possible for items to show acceptable agreement primarily due to a restricted range of responses. For example, item 13, 'I do my very best' was found to be stable, but it should be noted that all participants reported either a 4 or 5 (maximum) on both completions. We argue Measures of reproducibility that it is important to consider the range of test-retest differences. For example, it is possible for an item to have 90% agreement within  1, but with the remaining 10% showing extreme outliers (e.g.,  4). In this example, the median sign test might show no systematic bias. However, as the median sign test relies on rank differences, it would be unable to detect the effect of such extreme outliers. In this case, the use of MANOVA might be more appropriate as it takes the absolute variation in differences into account. In the present study, both MANOVA and the non-parametric median sign test indicated a significant shift in Task items.
We suggest that researchers interested in examining stability in the initial stages of test construction calculate test-retest differences for each item rather than calculating composite factor scores. Indeed a simple cross-tabulation of test-retest responses similar to tables 1 and 2 would be useful to assess the level of agreement along the diagonal and off-diagonal, to provide additional support and insight for the proposed 90% 1 criterion. A limitation of assessing stability of factor scores is that it is not possible to identify rogue items that behave differently to the others in the scale.
The proposal that 90% of test-retest scores for the TEOSQ scale in the present study should lie within a reference value of  1 was based on the notion that researchers should set a criterion that has the most practical value (Altman & Bland, 1987) . When investigating stability, researchers are interested in the magnitude and direction of test-retest differences (Bland & Altman, 1999) . Recent research has emphasized the value of using the size of the effect rather than significance (Biddle et al., 2001; Schutz & Gessaroli, 1993) . Interpretation of effect sizes has guidelines for interpretation rather than strict rules (Thomas & Nelson, 1996) . The 90% of test-retest scores within  1 criterion is clearly an arbitrary value and there are a number of factors that could influence the acceptable criterion used for each Measures of reproducibility study. However, it should be noted that items in the same scale should show similar stability and reliability values including percent agreement. Bland and Altman (1999) indicated that there are a number of factors that should be taken into accounting when considering whether a variable is reproducible. The first consideration is the extent to which the underlying construct is theoretically stable. A theoretically stable construct such as dispositional goal orientation (see Duda & Whitehead, 1998 ) should a show high percentage for test-retest agreement, with lower scores for less stable constructs such as psychological state variables. However, even with a theoretical stable construct, the number of choices available on the Likert scale will influence the percentage of test-retest agreement scores, and the greater the number of choices, the lower the percentage of agreement scores with the reference value  1 should be expected. In the present study, the categorical nature of a 1 to 5 Likert type scale used in the TEOSQ means that a participant can chose from one of five options, hence it is an ordinal scale, and therefore 90% of test-retest scores within  1 is acceptable.
An additional factor that can influence stability results is the interval over which data were measured can. Generally, stability coefficients reduce as the length of time increases (Anastasi & Urbina, 1997) . This relationship is influenced by whether there were changes in the environment that might bring about changes in the target construct. A short completion of time might not bring about stable results if there are a number of factors that could change the target construct. In the present study, test-retest completions were only one week apart with minimal environmental changes, and therefore it is reasonable to assume a 90%  1 criterion value.
The method proposed for the assessment of stability should be used to compliment existing methods of assessment rather than replace them, but we emphasize the importance clearly it assesses the degree of association or consistency between tests rather than the stability or reproducibility of test-retest scores. Correlation results cannot be solely relied upon as the range of scores heavily influences these, and this range can mask instability.
We suggest that the proportion of agreement method and traditional approaches could be used as a precursor to using structural equation modeling. Structural equation modeling can test for stability and association but is limited because it requires multiple measures and large samples. In the initial stages of test development, researchers are unlikely to invest such vast resources. Few researchers have used structural equation modeling to test for reliability and stability (Schutz, 1998) . Other researchers have emphasized the point that structural equation modeling provides highly complex results and that as a simple alternative approach to stability, researchers should report the magnitude and direction of test-retest differences (Altman & Bland, 1987) . Thus, although Marsh (1993) argued for at least three test-retest completions, given difficulties controlling the time before completions and factors that might influence the target, we argue two completions provide sufficient data to test stability especially in the initial stages of construct development.
Logically, a truly stable measure would show evidence of stability from two completions.
In summary, we recommend that when assessing the stability of self-report questionnaires, researchers should calculate the test-retest differences and report the proportion/percentage of participants with differences within a reference value, thought to be of no practical importance. In the case of relatively stable dispositional constructs utilizing a five point scale, we recommend that a reference value of 1 be adopted and argue that the majority of participants (90%) should record differences within this value. The percentage of participants within 1 will indicate what is an acceptable or unacceptable test-retest variation/stability for each item. However, researchers need to assess whether there has been 
