The purpose of this paper is to develop new hybrid admission decision prediction models by using Support Vector Machines (SVM) combined with a feature selection algorithm to investigate the effect of the predictor variables on the admission decision of a candidate to the School of of Physical Education and Sports at Cukurova University. Experiments have been conducted on the dataset, which contains data of participants who applied to the School in 2006. The dataset has been randomly split into training and test sets using 10-fold cross validation as well as different percentage ratios. The performance of the prediction models for the datasets has been assessed using classification accuracy, specificity, sensitivity, positive predictive value (PPV) and negative predictive value (NPV). The results show that a decrease in the number of predictor variables in the prediction models usually leads to a parallel decrease in classification accuracy.
Introduction
In order to admit a candidate to the School of Physical Education and Sports at Cukurova University ("http://besyo.cu.edu.tr", 2006) , the candidate has to be successful in the physical test applied at the School. There are two parts in the physical ability test. Each of these parts contains two tests. In the first part of the test, the vertical jump test as well as the coordination and skill test are applied. In the vertical jump test, the participant waits for resetting of timing mat with weight equally balanced on both feet. After the mat is arranged, the participant jumps vertically to reach the highest point he can and then the participant steps back on the mat. The score of the vertical jump test is calculated considering the time spent in the air. Figure 1 shows a typical example of the vertical jump test. The coordination and skill test has several steps. This test starts with a front somersault. Then, the participant gathers a ball, throws the ball up in the air and gets hold of the ball after passing across the horizontal barrier. After this step, the candidate jumps over the balance tool and tries to keep stability while moving. Back somersault follows these steps. The last part of the coordination and skill test consists of sliding down and jumping over the obstacles. The setup of the coordination and skill test is shown in Figure 2 .
In the second section, the participant undertakes the 30-meter dash and the 20-meter shuttle run tests. 30-meter dash test evaluates the participant's ability to quickly gain speed on 30 meters. This test contains running one maximum sprint over 30 meters. For the first step, one foot should be one step ahead. The front foot must be on the starting line. This position should be held for two seconds and movements are not permitted. Secondly, the shuttle run test is performed between two end points that are 20 meters apart. In the beginning, the speed of the participant is quite slow. As the test progresses, the speed of the participant is increased with every beep sound and the frequency of beeps is gradually increased. The test is completed when the participant gets two failures in consecutive.
A participant's admission decision is related with the participant's total scores from the physical ability test (PATS) together with his/her scores from National Student Selection Exam (NSSE) and National Student Placement Exam (NSPE), Grade Point Average (GPA) and specialization area at high 3 school. The overall score of a participant who graduated from a sports branch at high school is computed by Eq. (1)
Similarly, the overall score of a participant who graduated from a non-sports branch at high school is computed by Eq. (2)
Figure 2. Coordination and skill test
After the overall scores are calculated, the scores are arranged in descending order and a prespecified number of participants is admitted to the School ("http://besyo.cu.edu.tr/besyo/TR/OzelYetenekSinavi.aspx", 2006).
Developing admission decision prediction models has been an active reserach area for several years. İn this regard, there exist a few studies in literature (Abut, Akay, Turhan & Ozsert, 2015; Acikkar & Akay, 2008; Acikkar & Akay, 2009; Akay, Guler & Acikar, 2014) which have attempted to predict the admission decision of a candidate to the School of Physical Education and Sports of Cukurova University by using different machine learning methods. These methods included SVM, Multilayer Perceptron (MLP), Single Decision Tree, K-Means Clustering, Radial Basis Function Network and Logistic Regression. It has been shown that SVM models usually performed better than other prediction models. Ozsert-Yigit, G., Akay, M. F. & Alak, H. (2017 Feature selection is helpful in locating the discriminative features that are the most appropriate to predict the class. Feature selection is used in data mining and statistics. The basic approach of feature selection is to choose a subset of input variables by removing non-relevant features. Therefore, in the preprocessing step, it may be advantageous to pick the relevant and necessary features (Sun, Lou & Bao, 2011) .
There is only one study (Acikkar, Akay, Abut & Isoglu, 2014) in literature that uses machine learning methods combined with a feature selection algorithm to develop hybrid admission decision prediction models for the School of Physical Education and Sports at Cukurova University. In this study, MLP combined with a feature selection algorithm has been used to develop prediction models to predict the admission decision. As a feature selection algorithm, Relief-F has been selected. The results have shown that the model including all the predictor variables yielded the best classification accuracies, independent of which activation function has been used at the output layer.
Apparently, more research is required with the help of different machine learning methods combined with a feature selection algorithm. The purpose of this study is to investigate the effect of predictor variables on the admission decision by using SVM combined with a feature selection algorithm. More specifically, using the Relief-F feature selection algorithms, ranking of the predictor variables in the dataset has been calculated. Then, based on the ranking scores, several models have been developed by removing the predictor variable with the lowest score at a time. The performance of the prediction models has been assessed utilizing classification accuracy, specificity, sensitivity, PPV and NPV. The results show that a decrease in the number of predictor variables in the prediction models usually leads to a parallel decrease in classification accuracy.
The rest of the paper is structured as follows: Section 2 summarizes the dataset that is used in the current study. Section 3 gives details of the admission decision prediction models. Section 4 presents results and discussion. The last section, Section 5, concludes the paper.
Overview of the dataset
The dataset used in this study is provided from the School of Physical Education and Sports of Cukurova University. The dataset includes data of participants who applied to the school in 2006. The dataset contains nine predictor variables including gender, the scores from the NSSE and NSPE, GPA and the specialization area at high school, the scores from the coordination and skill test, vertical jump test, 30-meter dash test and 20-meter shuttle run test and two classes, which have the values 0 and 1, where 0 means "reject" and 1 is means "admit".
There are 143 participants (87 males and 56 females) in the dataset. Table 1 shows descriptive statistics of the dataset 
Prediction models
By using the Relief-F feature selection algorithm (Witten, Frank, & Hall, 2011) , ranking of the predictor variables has been calculated. Then, based on these ranking scores, several models have been developed by removing the predictor variable with the lowest score at a time. Table 2 shows the ranking of predictor variables based on their Relief-F scores and Table 3 shows the predictor variables in each admission decision prediction model.
The SVM is a state-of-the-art classifier which is widely utilized in many application areas due to its high accuracy (Jaganathan, Rajkumar, & Kuppuchamy, 2012; Xu, Lemischka & Ma'ayan, 2010; Young, Ridgway, Leung, Barnes & Ourselin, 2011) . The type of kernel function, kernel function parameters and the value of cost (C) are the major components that affect the quality and performance of a SVM model. İn this study, grid search technique has been used to find the optimal SVM parameter values and radial basis function (RBF) has been selected as the kernel. Grid search technique looks for values of every parameter using geometric steps across the search range. The values of C and gamma (γ) determine the performance of SVM based models. γ is an important parameter for the RBF kernel. To guarantee that the prediction models developed by using SVM is valid and can be generalized for making new predictions regarding new data, the dataset is partitioned into training and independent test sets via a 10-fold cross validation. For each value of (C, γ), 5-fold cross validation is conducted on the new training subset and root mean squared errors of each prediction are calculated. The (C, γ) pair that yields the lowest overall root mean squared error is chosen for training the train subset. The prediction model is developed after training subset is trained with the optimized values of C and γ. Lastly, the prediction model is used to estimate admission decision value in the test subset.
The values of the SVM parameters that have been used to develop the prediction models are given in Table 4 . 
Results and Discussion
The performance of the prediction models has been assessed using classification accuracy, specificity, sensitivity, PPV and NPV, the formulas of which are given in Eq. (3) TP is true positive (i.e. number of applicants admitted and correctly classified as "admitted" by the classifier), TN is true negative (i.e. number of applicants rejected and correctly classified as "rejected" by the classifier), FP is false positive (i.e. number of applicants rejected but wrongly classified as "admitted" by the classifier) and FN is false negative (i.e. number of applicants admitted but wrongly classified as "rejected" by the classifier). Table 5 through Table 9 show classification accuracies, specificities, sensitivities, PPV's and NPV's of the prediction models after applying various validation techniques. Figure 3 shows the average classification accuracies of prediction models.
Regarding the results obtained, the following discussions can be made:

The model including all predictor variables has the highest classification accuracy regardless of which validation technique has been utilized. In other words, the classification accuracy diminishes as the number of predictor variables decreases.
The classification accuracies obtained by Model 1, Model 2 and Model 3 are close to each other suggesting that the predictor variables GPA and specialization area have a negligible effect on the prediction of admission decision.
Observation of the classification accuracies of Model 4 and Model 5 suggests that gender plays a significant role for prediction of admission decision. Similarly, the observed decrease in classification accuracy from Model 8 to Model 9 reveals that NSPE markedly increases the classification accuracy.
The classification accuracies obtained by Model 6, Model 7 and Model 8 are approximately the same. This, in turn, indicates that the predictor variables NSSE and vertical jump test score have negligible effect on the prediction of admission decision
A decrease in the number of predictor variables in the prediction models usually leads to a parallel decrease in specificity, sensitivity, PPV and NPV. 
Conclusion
In this study, SVM combined with the Relief-F feature selection algorithm has been used to analyze the effects of the predictor variables on admission decision of a candidate to the School of Physical Education and Sports at Cukurova University. 10-fold cross validation and random percent splits of training/testing data have been used to ensure that the presented results are valid and can be used in making predictions within acceptable limits of accuracy regarding new data. The results show that gender and NSPE have remarkable effect on prediction of admission decision. On the other hand, the least effective predictor variables are GPA, specialization area, NSSE and vertical jump test score.
