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Abstract
Accurately predicting snow distribution and blowing snow conditions in the Arctic is 
critical to the design of ice road construction and maintenance as well as for predicting 
water supplies and runoff during snowmelt, estimating the cost o f snow removal, and 
forecasting tundra travel conditions. A current atmospheric model used by both the 
operational weather prediction and research communities is the Weather Research and 
Forecasting model. However, the built-in snow schemes in the model neglect 
redistribution of snow via wind, one o f the key processes in snow pack evolution. This 
study will involve three parts: (1) diagnostic o f the differences in the current snow 
schemes of the model, (2) evaluation o f the model’s snow schemes as compared to 
observational data, and (3) asynchronous coupling of the SnowTran-3D to model 
predictions using a simple algorithm. The approach provides a simple method for the 
prediction of snow distribution, improving the realism of current snow distribution 
models, and will be easily employable for both operational and research applications.
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1Chapter 1 General Overview and Methodology
1 Introduction
Off-road travel across the Alaskan North Slope tundra is required by the oil and gas 
industry for exploration, building ice roads, construction, and maintenance of facilities 
(Bader and Guimond 2004; National Research Council 2003). The understanding and 
prediction of snow transport and distribution characteristics are critical for basic research 
as well as for transportation safety, engineering design, and ecosystem preservation. For 
example, poor nutrient soils, permafrost, short growing season, and extreme cold winters 
create two predominant tundra types on the North Slope: tussock and sedge (Walker 
1999; Jorgenson and Heiner 2003; Jorgenson et al. 2009). Sedge-shrub tundra is a plant 
type with grass-like appearance and solid stems that are triangular in cross-section. 
Tussock tundra is a tufted plant type with many stems arising as a large dense cluster 
from the crown (Wielgolaski 1972). The fragile vegetation is easily scarred by physical 
disturbance of heavy equipment tracks and cat trains during seismic oil exploration. 
Furthermore, Arctic operations are high risk to both personnel safety and project 
cost/schedule impacts related to adverse driving conditions. The remoteness o f tundra 
operations increases the impact of even minor incidents. Under strong wind conditions, 
roads can quickly become covered in snowdrifts several feet deep. Finally, because 
industrial operations on the tundra are so remote, adverse driving conditions caused by 
blowing snow in subzero temperatures can quickly become deadly due to reduced 
visibility. A prediction tool that could better explain snow distribution would reduce the 
number of incidents and provide a higher degree of confidence to planners and designers 
for road and site design. Such a tool could also help with environmental approvals, 
reducing impacts of poorly designed roads, and possibly reduce "over designing" to 
cover unknowns.
2Design and construction of arctic ice roads and site development must consider the 
impacts to a variety of environmental variables. Examples would be short- and long-term 
impacts to vegetation, changes to permafrost and the soil active layer, groundwater and 
surface water impacts, etc. (a few of these factors are discussed in detail in the following 
paragraphs).
Snow plays a critical role in the climate, energy balance, and biology o f the Arctic. The 
Alaskan North Slope is typically blanketed with snow for nine months of the year 
(Shulski and Wendler 2007). Snow’s high albedo and low thermal conductivity affect the 
energy cycle while, as a source of meltwater, snow contributes to the hydrological cycle. 
An important influence on permafrost and active layer dynamics, the spatial and temporal 
patterns of snow vary considerably in the annual total snow depth, amount of moisture 
content, topography, vegetation, and the timing of seasonal snowfall events. This 
variation makes understanding snow’s influence difficult (Arctic Research Commission
2003). Snow depth maxima at the end o f the snow year are estimated at 35 cm and 70 cm, 
on average, for the coastal plain and foothills, respectively (Romanovsky et al. 2003). At 
the peak of the seasonal cycle, usually in May, the Arctic Ocean average snow depth is 
34 cm (Warren et al. 1999). End of winter snow depth and snow water equivalent average 
from 2006 to 2011 for mountain, foothills, and coastal plain varied from site to site in the 
eastern portion of the North Slope primarily due to wind events and had small differences 
among regions (Kane et al. 2012). Snow depth accumulation is influenced by the 
seasonal sea ice cycle o f the Arctic Ocean and storms from the Arctic Ocean contributed 
nearly half of this (Benson 1969). The annual accumulation of snowfall occurs in greatest 
amounts at the beginning and end of the season with warmer, wetter air, relatively to the 
diy core of winter (Bader and Guimond 2004). During 1966 to 2005 satellite observations 
for the Northern Hemisphere show that the snow covered area has decreased in extent for 
every month except November and December (Lemke et al. 2007). During the mid-
31960s to early 2000s, snowmelt in northern Alaska advanced by eight days (Stone et al. 
2002).
In the continental interiors of the North Slope near the Brooks Range, cold temperatures 
create relatively dry and light snow. For most of the season, snow on the ground has low 
water content and is wind packed into a firm crust (Colbeck et al. 1990). At the soil-snow 
interface, moisture and heat transfer from the active layer into and through the snow, 
create a depth hoar (Woo 1982). Variations in the relative percentages o f depth hoar and 
wind slab alter the bulk density o f shallow seasonal snow considerably.
In the Arctic coastal region, the snow tends to have a higher bulk density than the more 
protected foothills (Bilello 1957, 1984; Sturm and Benson 2004). The density of snow 
depends on the wind’s speed and duration (Gray and Male 1981). Initiated by wind 
action, densification of snow through time is influenced by condensation and melting. 
Increases in snow densities of twenty percent can result in decreases in the maximum 
temperature in the soil by 3.0°C, impacting snow surface temperature, active layer depth, 
and sensible and latent heat fluxes (Ling and Zhang 2006).
A combination of wind redistribution, precipitation, and heat fluxes generate layering. 
The type, solid or liquid, and timing o f precipitation during the winter season also 
contribute to layer generation. Varying in density, age, and thickness, three types o f snow 
layers dominate: hoar layers, ice layers, and wind cmst or slab. Hoar tends to be uniform 
over horizontal distances hundreds of times the height o f the snow depth while ice layers 
tend to be discontinuous over distances ten times the height of the snow depth and occur 
in vertical columns (Colbeck 1990). Layering varies in horizontal distance and thickness 
due to vegetation, topography, and redistribution by wind. Layering also impacts the flow 
of water vapor and meltwater from the surface to the ground. For example, upward flow 
of water vapor can be perturbed by a thin crust formed by freezing rain. In another 
example, downward flow of meltwater can be interrupted by a thick layer o f depth hoar,
4which may contribute to the mass o f the snow pack. Snow properties such as 
permeability, thermal conductivity, and structural strength modify density and grain sizes 
(Colbeck 1987). Water flows through snow routes over and around ice layers, changing 
the effective porosity and permeability of the snow (Yosida 1955). Layers with poor 
layer-to-layer connection or low density restrict the flow of heat conduction, vapor 
diffusion, and air convection, while layers with good layer-to-layer connection or high 
density have better flow. Formation of the layers influences the structural integrity o f the 
snowpack. For example, a large, thick wind slab over a weak layer on a slope potentially 
will creep, transmitting stress over distances many times the thickness o f the slab and 
causing failure and, potentially, an avalanche (Colbeck 1990). In addition, layers form 
through wind action.
Factors associated with the influence of snow on the ground thermal regime are timing of 
snowfall, surface albedo, emissivity and absorptivity, thermal conductivity, and latent 
heat of fusion. Early snowfall generates a warmer thermal regime in the top layer o f soil, 
which could cause later freeze up and create a thermal impediment throughout the rest of 
the season (Stieglitz et al. 2003; Romanovsky and Osterkamp 2000). Zhang et al. (1997) 
found the temperature o f the ground surface increased by 2 to 7°C with snow cover 
insulation. New snow with high albedo of greater than 0.95 (Wendler and Kelley 1988; 
Zhang et al. 1996) reduces surface temperature and absorption of solar energy. Low 
emissivity of snow increases outgoing longwave radiation, creating lower surface 
temperatures compared to exposed bare soil by 3.6 to 4.4°C. A function o f snow density, 
snow thermal conductivity ranges from 0.10 W m 'K ' 1 for fresh snow to 0.5 W m 'K ' 1 for 
wet snow, which is five to twenty times lower than mineral soils. Having a low thermal 
conductivity, and depending on thickness, timing, and duration of cover, snow can cause 
the soil surface temperature to be either higher or lower than air temperature through the 
prevention of thermal interaction between the air and the soil. For example, during the 
melt period, fusion of snow causes a large energy sink and decreases air temperatures,
5creating the potential for higher temperatures in soil than air (Zhang 2005). The fluxes of 
latent and sensible heat between the soil and snow depend upon on duration of melting, 
timing, accumulation, and physical properties of snow and surrounding vegetation, 
topography, and soil properties.
For the northern third of Alaska, the active layer lies above more than 600 meters of 
permafrost (Ferrians 1994). Proportional to summer air temperatures and a degree-day 
thawing index, active layer thickness increases from the Arctic coast to the foothills 
(Hinzman et al. 1991; Zhang et al. 1997). Annual permafrost temperatures at 20 m below 
ground surface (bgs) are generally higher in the foothills, which range from -4 to -5°C, 
because the cold season atmospheric temperature inversion is less strong than along the 
coast, which experience temperatures less than -7°C (Zhang et al. 1997; Weller and 
Holmgren 1974; Wendler et al. 1974). Permafrost temperatures at 20 m bgs over the last 
nine years have been relatively stable on the North Slope (Smith et al. 2010). In addition 
to presence or absence of permafrost, ground hardness, or cementation of soil when 
frozen, is also influenced by soil moisture, which contributes to the structural strength of 
ice and bonding within a soil matrix (Paolo et al. 2007). Unfrozen water in the soil 
provides a latent heat source, allowing for higher temperatures in the soil than would be 
without water. For example, bonding through soil moisture lasts until mid-winter for 
shallow lakes and throughout the winter for deeper lakes (Liston and Sturm 2003; Sturm 
et al. 1995, Jeffries et al. 1999).
Covering more than twenty-five percent o f the Arctic Coastal Plain and underlying the 
snowpack are shallow lakes (Sellman et al. 1975). Snow properties and conditions are 
altered over the lakes, relative to tundra. Less depth hoar, potentially lower water 
equivalent, and stronger thermal gradients than the surrounding tundra, the snow on 
frozen lakes has fewer layers and is easily affected by wind. Snow on lakes, which has 
lower snow water equivalent and is thinner, has less than half the thermal insulation o f 
tundra snow (Sturm et al. 1997). Impacted by snow, the lakes hydrologic balance depends
6on the timing of the snowfall and location of the redistributed snow. Frozen for eight 
months of the year, lakes’ ice thickness growth depends on the timing of the snowfall 
(Jeffries et al. 1996). For example, thinner, denser, wind-blown snow is a poor insulator, 
allowing for thicker ice to form. Precipitation early in the season over unfrozen or 
partially frozen lakes melts into the lake water and leads to reduction in snow availability 
for redistribution and sublimation. Drifting on lakes creates bare sections of ice, 
thickening the opposite bank of the prevailing wind and making the snow cover o f lakes 
bumpy and rough (Liston and Sturm 2003).
Wind action also affects snow cover over tundra. The tundra plain, with its short 
vegetation, creates an open wind fetch capable o f scouring ridges and windward slopes, 
and depositing onto the leeward slopes, causing non-uniform distribution of snow cover 
(Doesken and Judson 1996). Higher snow levels are collected in bushes than grasses and 
sedges, creating strong dependability between vegetation and terrain in determining snow 
retention. Redistributed snow accumulates predominately in valley bottoms and along 
depressions, or water tracks, on hill slopes (Kane et al. 1991). Accumulation is most 
pronounced where sustained strong winds from one direction act on loose snow and less 
pronounced for winds low in speed and constantly changing direction (Steppuhn 1976). 
Wind direction on the Arctic coastal plain is primarily in two directions with prevailing 
winds from the east and storm winds from the west (Conover 1960; Benson 1969; 
Wendler 1978). For the eastern portion of the North Slope, wind directions prevail in the 
northeast and southwest, varying in alternating terrain due to topographic channeling 
(Kane et al. 2012). During light wind events, loose, dry snow is readily transported 
(Liston and Sturm 1998). Condensation, melt, and vegetation may inhibit snow transport; 
however, in strong wind events even large slabs can be moved. Erosion dominates at 
ridge crests. The potential o f wind to transport snow can cause snow depth variation 
across the North Slope over short distances by factors of ten or more (Benson and Sturm
1993). Benson and Sturm (1993), through over thirty years of observations on northern
7Alaskan tundra snow, found roughly fifty percent o f all snowfall is eventually 
redistributed via wind. Pomeroy et al. (1993) on the Canadian prairies found 38-85 
percent of annual snowfall is redistributed by wind transport with the percentage 
increasing with wind speed. The relationship between wind and topography is a key 
contributor to the direction, speed, and amount of snow transport with vegetation depth 
and canopy being other important factors.
Wind transport o f snow occurs by three mechanisms: creep, saltation, and suspension 
(Table 1). Saltation transport determines the lower boundary conditions and degree of 
suspension transport. If turbulent motions in the atmospheric boundary layer (ABL) are 
sufficiently strong, some of the particles from the saltation layer may then be entrained 
into the suspension mode. In this situation, a balance between downward gravitational 
settling and upward turbulent diffusion leads to the suspension of blowing snow. 
Transport of snow near the surface is usually referred to as drifting snow while ‘blowing 
snow’ is snow lifted high (2 m or more) and blown about by wind. The wind speed 
sufficient to transport snow is determined by the threshold friction velocity or the 
velocity required to move a grain of snow from its stationary position. Movement o f the 
snow particles occurs when the drag force exerted on the surface by the wind exceeds the 
surface shear strength (Liston and Sturm 1998).
Table 1: Wind driven snow transport mechanisms.
Type______Motion Height_______ Windspeed
Creep Roll < 1 cm « 5  m/s
Saltation Bounce 1 cm - 10 cm 5 - 10 m/s
Saltation Bounce 10 cm-100 cm >10 m/s
Suspension Suspended lm-lOOm > lOm/s
Sublimation is also a snow re-distributor and moisture sink in the Arctic, either during 
saltation and suspension transport or exchanges of moisture with the atmosphere, though 
the moisture exchange occurs at a much slower rate than mass loss of transport (Liston
8and Sturm 1998). Estimating sublimation is essential for predicting moisture balance in 
the Arctic, and yet it is very difficult to measure accurately. The amount o f sublimation is 
a primarily estimated value from physical models ranging from 10 to 50 percent with 
extreme cases of complete removal through katabatic winds (Liston and Sturm 2002,
2004). Savelyev et al. (2006) described a Canadian Arctic Shelf study that showed high 
relative humidity with respect to ice creates low latent heat fluxes, indicating low levels 
o f sublimation of blowing snow. Hirashima et al. (2004) conducted a study in eastern 
Siberia of simulation versus observations, which approximated sublimation at 40 percent. 
Though the degree of sublimation differs by location and season, studies agree that 
sublimation is a function of air temperature, wind speed, humidity, solar radiation, and 
particle size (Lee 1975; Male 1980; Thorpe and Mason 1966).
Meteorological observations of the elements of the North Slope are few and lacking in 
longevity. Snow depth measurements are determined through manual probing, 
observations from a fixed marker, or automated recording such as through ultrasonic 
sensors (Lundberg and Halldin 2001). Snowfall measurements are achieved through 
precipitation gauges and snow trays and are often plagued with systematic errors from 
wind field distortion (Sevurk et al. 1989), drifting snow (World Meteorological 
Organization “WMO” 1994), and inaccurate daily totals (Goodison and Metcalfe 1988; 
Bakkeh0i et al. 1985). Calibration against the errors of trace precipitation, wetting loss, 
evaporation loss, and blowing snow were assessed in the WMO Solid Precipitation 
Measurement Inter-comparison (1985). The calibration was further refined for the Arctic 
(Yang et al. 1998; Yang and Ohata 2001; Bogdanova et al. 2002; Sugiura et al. 2003, 
2009) with thresholds for winds greater than 6 ms'1 (Sugiura et al. 2006) and efficiency 
under strong winds (Goodison et al. 1998).
Determined by the snow depth and soil temperature, the length of the winter tundra travel 
season (Figure 1) imposes a limitation on the annual industrial activity and has declined 
considerably over the last thirty years from 200 to 100 days. By compacting snow on the
9surface and changing snow thickness, tundra travel treatment can influence the soil 
moisture content, active layer depth (Bader and Guimond 2004), and plant distribution 
(Evans et al. 1989). Additionally, the original regulations governing tundra travel set 
minimums of six inches (15.24 cm) of snow and one foot (30.48 cm) o f frozen ground. 
Tundra travel regulations were further refined starting in 2002 to six inches (15.24 cm) of 
snow and -5°C soil temperature at one foot (30.48 cm) for the coastal plain and nine 
inches bgs (22.86 cm) snow depth and -5°C soil temperature at one foot bgs (30.48 cm) 
for the foothills (Schultz 2010).
Year
Figure 1: Alaskan North Slope winter exploration season length (blue) from 1985 to 2006 with
ice road season length (red) (Schultz 2010).
Predictions and information of snow conditions, such as a visibility or changing 
conditions report, would aid tundra travel and thereby improve industrial activities. 
However, the general short and sparse amount of historical observational data for 
temperature, snow depth, and precipitation and the complexity o f snow redistribution 
make prediction difficult. Using weather forecasts produced through a numerical model 
with a snow transport model, the snow depth and redistribution conditions potentially 
could be a tool to assist in the decision-making processes o f industry and land-managers.
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This study will involve three parts: (1) analysis of the differences in the current land 
surface model (LSM) snow schemes of the WRF model, (2) evaluation of the WRJF’s 
LSM snow schemes to observational data, and (3) asynchronous coupling o f the 
SnowTran-3D to WRF predictions using a simple algorithm.
2 Models
2.1 Weather Research Forecasting Model
The Weather Research and Forecasting (WRF; Skamarock et al. 2008) modeling system, 
a multi-agency effort, is a mesoscale model and data assimilation system. This system 
contains several land surface models, which update the state variables o f snow cover, soil 
temperature, and moisture, etc, and is suitable for a broad spectrum of applications across 
scales ranging from meters to thousands o f kilometers. This next-generation numerical 
weather prediction system consists of multiple dynamical cores, a three-dimensional 
variational data assimilation system, and a software architecture allowing for 
computational parallelism and system extensibility. Within WRF, there are four land 
surface models (Table 2). Two of the four land surface models (LSM) considered in this 
project are the community o f National Centers for Environmental Prediction, Oregon 
State University, Air Force, and Hydrologic Research Lab (NOAH, or commonly Noah) 
LSM (Chen and Dudhia 2001; Koren et al. 1999) and the Rapid Up-date Cycle (RUC) 
LSM (Smirnova et al. 2000).
Table 2: Land Surface Scheme Options in WRF (Skamarock et. al. 2008)
Scheme Vegetation
Processes
Soil Variables (Layers) Snow Scheme
5-layer N Temperature (5) none
Noah Y Temperature, Water+Ice, Water (4) 1-layer, fractional
RUC Y Temperature, Ice, Water+Ice (6) multi-layer
Pliem-Xiu Y Temperature, Moisture (2) input only
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2.1.1 Land Surface Models
The Noah LSM consists of one-layer of vegetation, fractional snow cover, and the soil 
variables o f temperature, water plus ice, and water in four layers. In the case of snow, the 
uppermost layer o f the soil is treated as a blend of snow and soil impacts. Noah LSM also 
considers sensible and latent heat fluxes to the boundary layer. Noah also includes a 
variable heat capacity, liquid density and liquid storage.
The RUC scheme consists of a one-layer vegetation scheme, a multilayer snow scheme, 
and a soil model that considers soil variables of temperature, ice, and water plus ice with 
a default of six layers and the possibility of up to nine. The RUC LSM snow properties 
offer varying snow density, liquid water in snow pack, snow depth, temperature- 
dependent albedo, melting schemes for the interfaces between the snow-atmosphere and 
snow-soil, and fractional snow cover with latent and sensible heat variables (Skamarock 
et al. 2008). Thus, both models include vegetation effects, frozen soil physics, canopy 
water effects, and fractional snow cover. Beyond the number of layers of soil, the models 
differ by the number of layers o f snow with RUC having a multiple layer snow with 
differing snow density and temperatures from internal values and Noah having a single 
layer with snow values from standard properties and tables (Baker and Kalnay 2008).
The Snow Model Intercomparison Project (SnowMIP 2001; Essery and Etchevers 2004; 
Etchevers et al. 2004) tabulated the snow processes of Noah and RUC, pointing out 
modeling parameters and characteristics. Differing in the number o f snow layers, RUC 
also has the snow properties of heat capacity and surface roughness varying in time. The 
snow albedo depends on snow depth and snow-free albedo in RUC and snow temperature 
and the amount of snow in Noah. However, in the WRF version used for this study, a 
fixed value is used for albedo in Noah. The snow cover fraction depends on snow depth 
in RUC and vegetation and snow amount in Noah. RUC has the capacity to freeze water 
within the snow pack, while Noah does not.
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2.2 SnowTran-3D
WRF’s two snow schemes neglect the redistribution of snow via wind. However, 
through the use of a blowing snow model such as the three-dimensional model 
SnowTran-3D (Liston and Sturm 1998; Liston et al. 2007), simulation o f the evolution of 
the snow depth over topographically varying terrain is possible. The processes o f wind- 
induced surface shear stress, wind flow forcing field, transport o f snow by turbulent 
suspension, transport of snow by saltation, accumulation and erosion o f snow at the snow 
surface, and sublimation of transported snow are the primary components of the 
SnowTran-3D model. The model’s initial conditions are determined by inputting 
spatially and temporally varying atmospheric variables o f wind speed and direction, air 
temperature, humidity, and precipitation, as well as static information about topography 
and vegetation type. Each grid has a single, predefined type of vegetation with assigned 
canopy height and snow-holding depth (Table 3). The assigned canopy height and snow 
holding depth determine snow available for snow transport.
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Table 3: Predefined vegetation types and associated snow-holding depths.
Class Description Example Snow-holding depth (m) LAI max/min
1 Forest Coniferous forest Spruce-fir/taiga/lodgepole 15.00 2.5/2.5
2 Forest Deciduous forest Aspen forest 12.00 2.5/0.5
3 Forest Mixed forest Aspen/spruce-fir/low taiga 14.00 2.5/1.5
4 Forest Scattered short-conifer P inyon-juniper 8.00 1.5/1.5
5 Forest Clearcut forest Stumps and regenerating 4.00 1.0/1.0
6 Shrub Mesic upland shrub D eeper soils, less rocky 0.50 -
7 Shrub Xeric upland shrub Rocky, windblown soils 0.25 -
8 Shrub Playa shrubland Greasewood, saltbush 1.00 -
9 Shrub Shrib wetland/riparian Willow along streams 1.75 -
10 Shrub Erect shrub tundra Arctic shrubland 0.65 -
11 Shrub Low shrub tundra Low to medium arctic shrubs 0.30 -
12 Grass Grassland rangeland Graminoids and forbs 0.15 -
13 Grass Subalpine meadow Meadows below tree line 0.25 -
14 Grass Tundra (nontussock) Alpine, high arctic 0.15 -
15 Grass Tundra (tussock) Graminoids and sw arf shrubs 0.20 -
16 Grass Prostrate shrub tundra Graminoid dominated 0.10 -
17 Grass Arctic gram, wetland Grassy wetlands, w et tundra 0.20 -
18 Bare Bare - 0.01 -
19 W ater Water/possibly frozen - 0.01 -
20 W ater Permanent snow/glacier - 0.01 -
21 Human Residential/urban - 0.01 -
22 Human Tall crops Com stubble 0.40 -
23 Human Short crops W heat stubble 0.25 -
A mass balance equation, the foundation of the SnowTran-3D, is used to depict the 
temporal variation of snow depth at each point within the simulation domain. Changes in 
snow depth are controlled by the following parameters, assuming transport by creeping 
and rolling is small:
1) Changes in horizontal mass-transport rates of saltation, Qsait (kg m f's'1)
2) Changes in horizontal mass-transport rates of turbulent-suspended snow, Qturb (kg 
m 'V 1)
3) Sublimation of transported snow particles, Qv (kg m 'V )
4) Water equivalent precipitation rate, P (m s '1)
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The equation for determining the temporal rate o f change o f snow depth is shown below 
(Eqn. 1). For each time-step and individual grid cell, the temporal rate o f change of snow 
depth, £ (m), is determined by a combination of summing the change of the rates o f mass- 
transport and constants ps (kg m'3) as snow density, pw (kg m'3) as water density, t (s) is 
time, and x (m) and y (m) are horizontal coordinates in the west-east and north-south 
directions.
dt p s P w P ~
dQsalt . dQmrb . ^Qsalt . ^Qturb
dx
• +
dx
+ -
dy dy +  Q v
(i)
In an equation formulated by Pomeroy and Gray (1990), Qsait is shown where the u* (ms' 
’) is the friction velocity, ^’(ms'1) is the threshold friction velocity, «*(ms ‘) is the non-
>3 0
erodible friction velocity, p (kgnT ) is the fluid density, and g (ms' ) is gravity (Eqn. 2).
0.68p  r • *2 * *2 *3l
Qscu=— r —
«  g (2)
For complete snow cover without exposed vegetation over plains, the non-erodible 
friction velocity is zero. Liston and Sturm (1998) added a factor to account for the 
overestimation of the saltation transport, Qsait max, where x* is the horizontal coordinate 
(Eqn. 3,4).
Q m m .sail max
Qsal,(X')=Q:salt max l -e x p
/
(3)
(4)
"N
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Qturb was formulated by Kind (1992), where cp is the volumetric concentration of 
suspended particles, z is the height of concentration, s is the settling velocity o f particles
Doorschot and Lehning (2002) showed saltation mass fluxes are much greater than those 
given by Pomeroy and Gray (1990). Liston and Sturm (1998) showed that the suspension
Doorschot and Lehning (2002); therefore, the combination of saltation and suspension 
transport allowed for comparable transportation output to that of Doorschot and Lehning 
(2002) (Eqn. 6).
3.1 Meteorological Data
Observational data across the North Slope were collected from National Weather Service 
(NWS) stations, University of Alaska Fairbanks Water Environmental Research Center 
(WERC) Bullen Hydrology Project Stations, WERC Umiat Corridor Project Stations, 
National Resource Conservation Service’s (NRCS) Snotel stations, the Remote automatic 
weather stations (RAWS) archived at the Western Regional Climate Center, and the 
United States Geological Survey (USGS) Water Resources Division and 
Hydrometeorological automated stations for a total of 17 sites (Table 4). The Alaskan
(assumed to be 0.3 m s'1), and the subscript r is a reference point (Eqn. 5).
(5)
transport for wind shear velocities greater than 0.4 ms' 1 dominated similar to the
(6)
3 Methodology
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North Slope domain was determined as north of Atigun pass (latitude 68°7.8’) and south 
of the Arctic Ocean (Figure 2).
Table 4: Locations of the seventeen weather stations with observational data.
Station OPS Latitude Longitude Elevation(m)
Accomplishment Creek WERC 68°24.696' 148°8.190' 1473
Barrow (Wiley Post) NWS 71°17' 156°46' 9
Bullen Point WERC 70°4.792' 146°49.166' 26
Colville Village (Nuiqsut) USGS 70°25' 150°24' 5
Imnaviat Creek NRCS/WERC 68°37' 149° 18' 930
Juniper WERC 69°4.57' 146°30.294' 1318
Lower Kadleroshilik River WERC 70°4.406' 147°39' 24
Kavik WERC 69°40.402' 146°54.034' 198
Northwest Kuparuk WERC 69°56.851’ 149°55.014' 124
North White Hills WERC 69°42.892' 149°28.227' 84
Ribdon WERC 68°38.548' 147°21.107' 1416
Sag-Ivishak WERC 69°12.933' 148°33.116' 431
South White Hills WERC 69°12.043' 149°33.508' 293
Upper Kadlershilik WERC 69°32.968' 147°56.505' 209
Upper Kuparuk WERC 68°38.408' 149°24.39' 774
Umiat Airfield RAWS 69°22.2' 152°8.166' 88
White Hills WERC 69°29.187' 149°49.284’ 293
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Figure 2: Alaskan North Slope domain and stations.
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For a majority of the observational data, the SR-50a ultrasonic snow depth sensors were 
used, which allowed continuous time monitoring without having to submit to manual 
collection in the extreme weather conditions. This technique measures the time it takes a 
pulse of sound to reflect off the snow surface and return back to the sensor and derives 
the distance from the sensor to the ground. The sensor field of view is a 22 degree cone 
from the sensor head. The return time of the pulse to the sensor is adjusted based on the 
measured ambient air temperature. The return pulse time decreases with the accumulation 
of snow.
A comparison test was conducted between the sensor and manual measurements o f total 
depth of snow at eighteen sites, including two in Alaska. Brazenec (2005) outfitted each 
site with three SR-50a sensors, providing redundancy, supporting quality assurance and 
quality control, and capturing spatial variance. Each site had a fabricated, flattened 
surface under the sensor to prevent biases created by uneven ground and/or irregular 
vegetation. Data analysis found typical results to be within one centimeter o f accuracy 
under the sensor and two centimeters of accuracy for an average of several nearby ground 
measurements (Brazenec 2005; Ryan et al. 2008). Discrepancies in data points were 
noted to be associated with intense snowfall, low-density snow crystals, presence o f 
blowing or drifting snow, high wind speeds, and uneven snow surface. For example, due 
to the high wind conditions creating scouring and drifts, spatial variability o f the snow 
cover causes underestimation of total snow depth on the ground by two centimeters 
(Ryan et al. 2008).
For the WERC remote sensors quality assurance and quality control, fieldwork and data 
processing are conducted on each site to ensure the sensor’s accuracy. The fieldwork 
includes measuring five distances under the sensor (four at 22 degrees and one directly 
underneath), the distance from the sensor to the snow surface, the temperature to ensure 
proper adjustment of the speed of sound, and noting any changes in angles or height o f 
the sensor. The raw data is further processed by validating the field acquired data with the
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sensor output, establishing baseline values to represent no snow, smoothing data when 
differences in adjacent data points are greater than 1.5 centimeters, and manually 
reviewing data for any erroneous values. Baseline values without adequate field data are 
difficult to establish when ground sensor height and angle alter due to freeze and thaw 
cycles and ground pulse time is reduced due to tussock, low shrub, and grass growth 
under the sensor. Differences of 1.5 centimeters or greater between points are replaced 
with the average of the following or previous five hours. In the case o f blowing snow 
events and extreme cold periods, a ten-hour average replaces the anomaly in the series. 
During abrupt ablation, accumulation, or combinations o f the two events, data is adjusted 
over a period of days. Other considerations to the sensor’s output include wildlife 
chewing the wires, poor calibration, and time between maintenance (Berezovskaya et al. 
2010).
3.2 Model Setup
3.2.1 WRF Domain and Parameterization
The WRF model domain encompasses the atmosphere above the North Slope with 
200x150 grid-points, using a horizontal grid increment of 4 km and 28 vertical 
atmospheric layers reaching to 50 hectopascal. The 1.0°xl.0° and 6 hour resolution 
National Centers for Environmental Protection Global Forecast System final (GFS) 
analysis datasets serve as initial and boundary conditions. Initial snow cover, snow 
depth, precipitation, wind speed and direction, and temperatures are interpolated from 
GFS analyses. The domain is centered at 70°N, 155°W, roughly the center of the North 
Slope.
The WRF model configuration, based on the work of Chigullapalli and Molders (2008), 
determine cloud physics, long wave radiation physics, short wave radiation physics, 
surface layer physics, boundary layer physics, surface-atmosphere interaction, and
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cumulus convection (Table 5). The Mellor-Yamada-Janjic (Janjic 1996, 2002) scheme 
runs in conjunction with the Eta Ferrier surface layer scheme to simulating near surface 
variables such as wind and mixing ratio (Baker et al. 2010). The Goddard scheme, with 
eleven spectral bands, represents diffuse and direct shortwave radiation (Chou and Suarez
1994).
The following WRF configuration was used for simulating five-day weather forecast: 
four five-day series in November 2007 and four five-day series in January-February 
2008. These sets of four five-day series simulate weather at the beginning and the middle 
o f the winter season. The dates are placed around precipitation events during a five-day 
period: without snowfall, snowfall occurring in the middle, snowfall occurring at the end, 
and snowfall occurring at the beginning (Table 6).
Table 5: Physics options and schemes used
 Parameterization_________________ Model____________
Microphysics Eta Ferrier
Longwave Radiation RRTM
Shortwave Radiation Goddard shortwave
Surface Layer Monin-Obukhov (Janjic)
Land Surface Model Unified Noah LSM 
RUC LSM
Planetary Boundary Layer Mellor-Yamada-Janjic
Cumulus Parameterization Modified Grell-Devenyi ensemble
Table 6: Five-day weather simulation periods
Precipitation Event November 2007. January-Fe >ruary 2008
Start End Start End
Without 11/24/2007 11/28/2007 1/7/2008 1/11/2008
At end 11/19/2007 11/23/2007 1/15/2008 1/19/2008
At beginning 11/23/2007 11/27/2007 1/22/2008 1/26/2008
Middle 11/21/2007 11/25/2007 2/19/2008 2/23/2008
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3.2.2 SnowTran-3D Boundary Conditions and Parameterization
The wind speed sufficient to transport snow is largely determined by the wind shear 
velocity on the surface, u* (m s1) which is determined by Eqn. 7.
K
" • = “ r K v ^ )  ( 7 )
where ur (m s1) is the wind speed at reference height, Zr (m), k is the von Karman’s 
constant (maximum 0.41 in light winds over open water and smooth land surfaces and 
minimum near 0.37 in stronger winds over forests and cities) (Frenzen and Vogel 1995), 
and zo is the surface roughness length, which is defined by Eqn. 8 and 9.
Z 0 =  F s Z 0 _snoW +  0  -  F s ) Z 0 _ Veg
p  = _ £ _  (9)
5 Cy
The depth-fraction of vegetation covered by snow, Fs, is determined through the depth of 
snow, £ (m), and the vegetation snow holding capacity, Cv. The snow and vegetation 
roughness length are user-defined constants established during model simulations (Liston 
and Sturm 1998).
In arctic, low-temperature conditions, the snow density, ps, and threshold, or friction, 
shear velocity are determined in the model to be constant temporally and spatially (Liston 
and Sturm 1998). Low temperatures, unlike temperatures near or at freezing, do not 
prevent surface snow drifting. Therefore, SnowTran-3D incorporates a snow density and 
threshold shear velocity that are dependent on temperature, TWb, and wind speed, Wt. The 
model SnowTran-3D depicts the snow density as two layers: a “soft” layer that stores 
mobile snow, pns, and a “hard” immobile underlying layer, pw. The hard layer accounts 
for the previously wind-transported snow that is generally harder to transport (Liston et
al. 2007). The threshold friction velocity, u»(, is determined through the following (Eqn. 
10-14):
u*t = 0.005exp(0.013ps) 
u*t = 0.10exp(0.00^ s.) 
where
Ps ~ Pns Pw
pm =50+\n{Twb-2K \< $-5
psw = 25.0kgnT^ + 25Q0&gm~3 {1.0 -  exp[-0.2/n.v"'1 (Wt — 5.0)]}
The air temperature-dependent new snow density, pns (kg m 3), is calculated utilizing 
Anderson (1976) and LaChapelle (1969). For wind speeds greater or equal to 5 ms"1, a 
wind-related density offset, psw (kg m"3), is added to the temperature-dependent density. 
The terrain-modified wind speed, Wt (m s1), is calculated by the product o f the station 
wind speed and a terrain-weighing factor. For comparison, snow density will also be 
defined as 280 kg nrf as in Liston and Strum (1998) for Arctic conditions.
Saltation is calculated using equations described in Section 2.2 of this chapter. For 
complete snow cover without exposed vegetation over plains of the North Slope, the non- 
erodible friction velocity is zero. Qsait(x*), Eqn. 3 of section 2.2, was applied where a 
boundary condition is set such that f =  x*=500 and p = 3.0; therefore, the saltation flux is 
equal to 95% of Qsait max (Liston and Sturm 1998). In Eqn. 5 and 6 o f Section 2.2, the 
particle settling velocity, s, is assumed to be 0.3 ms'1 (Schmidt 1982). In Eqn. 5 o f 
Section 2.2, the ratio of the suspended volume to the reference mass concentration is as 
follows (Kind 1992) (Eqn. 15):
300< ps <450 (10)
50</75 <300 ( i i )
(12)
Twb> 25816 ( 13)
(14)
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The saltation layer height, h* (m), is estimated according to Greeley and Iversen (1985) 
(Eqn. 16).
h. = 1.6 -“ *
2  g (16)
The horizontal particle velocity within the saltation layer, Up (m s1), was suggested as a 
constant with height by Pomeroy and Gray (1990) (Eqn. 17).
u p = 2.8 u ,t (17)
The saltation layer reference level mass concentration, 4>r (kg m'3), is defined by Eqn. 18.
a
h' up (18)
To focus on the redistribution of snow via wind, only the saltation and turbulent transfer 
will be considered for the rate o f change of snow depth equation from SnowTran-3D 
(Liston and Strum 1998). Sublimation is a key factor in transfer rates for snow on the 
North Slope. The sublimation removal will potentially cause a negative bias for 
simulations to observations. The purpose o f this study is to determine snow redistribution 
via wind; therefore, the sublimation transfer rate will be assumed to be zero to allow for 
the separation of wind transferred snow versus sublimated snow.
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Chapter 2 Evaluation of Modeling Output
1 Results
1.1 Observation to Simulation Evaluation
In order to compare the observations to the simulations of the Noah LSM and RUC LSM 
snow schemes, the difference (a), absolute difference (b), and absolute percentage 
difference (c) were taken at each time step. The means of the time step differences for 
each five day period are shown in the following equations where x, are the individual 
predictions and Xi,0bsare the observations (Eqn. 19-21).
a = xj -  xi>obs
b = |xi _ x i,obs|
c >  ~ X,o-bj *100
i^,obs
Comparison of the observation to simulation snow height showed a discrepancy between 
initial values (Figure 3). The majority o f the snow depths generated by the simulations 
showed an initial bias where these snow depths were greater than the observations. For 
example, there are extreme biases such as Accomplishment Creek with a simulation and 
observation difference o f 60 cm; whereas, most of the biases were roughly between 10 
and 20 cm. To achieve an understanding of the changing o f the snow depth without this 
initial bias—which comes from the forcing data (GFS) rather than WRF itself--the initial 
values of the snow depths o f the observations and simulations were subtracted from the 
rest o f the time series observations and simulations, respectively. Therefore, the snow 
depth with the initial bias is removed and, hereafter, simply referred to as the snow depth 
bias.
(19)
(20) 
(21)
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The time series mean differences, absolute differences, and absolute percentage 
differences of the snow depth bias for each five-day period are shown in (Figure 4 - 5 1 ) .  
For a point and pattern quantitative evaluation, average, difference, and the root mean 
square error (RMSE) were calculated hourly for temperature and wind speed and daily 
wind direction and snow depth bias (Table 7). Numbers shown in the table are the 
averages of the statistics calculated individually for each site from Table 4 for the five- 
day periods, utilizing Noah and RUC snow schemes. The range of the means is shown in 
the minimum and maximum values.
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November 2007 January-February 2008
Figure 3: Snow depth bias (cm) between the initial values in the simulations and the observation 
for precipitation events during the five-day periods.
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Figure 4: January-February temperature at 2m hourly means of the observation from simulation 
(sim-obs) differences for the events of precipitation.
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Figure 5: November temperature at 2m hourly means of the observation from simulation (sim- 
obs) differences for the events of precipitation.
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Figure 6: January-February temperature at 2m hourly means of the observation from simulation 
(sim-obs) absolute difference for the events of precipitation.
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Figure 7: November temperature at 2m hourly means of the observation from simulation (sim- 
obs) absolute difference for the events of precipitation.
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Figure 8: January-February temperature at 2m hourly means of the observation from simulation 
(sim-obs) absolute percentage difference for the events of precipitation.
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Figure 9: November temperature at 2m hourly means of the observation from simulation (sim- 
obs) absolute percentage difference for the events of precipitation.
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Figure 10: January-February wind speed hourly means of the observation from simulation (sim-
obs) difference for the events of precipitation.
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Figure 11: November wind speed hourly means of the observation from simulation (sim-obs)
difference for the events of precipitation.
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Figure 12: January-February wind speed hourly means of the observation from simulation (sim- 
obs) absolute difference for the events of precipitation.
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Figure 13: November wind speed hourly means of the observation from simulation (sim-obs) 
absolute difference for the events of precipitation.
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Figure 14: January-February wind speed hourly means of the observation from simulation (sim- 
obs) absolute percentage difference for the events of precipitation.
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Figure 15: November wind speed hourly means of the observation from simulation (sim-obs) 
absolute percentage difference for the events of precipitation.
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Figure 16: January-February snow height bias hourly means of observation from simulation (sim-
obs) difference for the events of precipitation.
a — Snow height bias (im)
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Figure 17: November snow height bias hourly means of observation from simulation (sim-obs)
difference for the events of precipitation.
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Figure 18: January-February snow depth bias hourly means of the observation from simulation 
(sim-obs) absolute difference for the events of precipitation.
10 1 5 20
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Figure 19: November snow depth bias hourly means of the observation from simulation (sim-obs) 
absolute difference for the events of precipitation.
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Figure 20: January-February snow depth bias hourly means of observation from simulation (sim- 
obs) absolute percentage difference for the events of precipitation.
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Figure 21: November snow depth bias hourly means of observation from simulation (sim-obs) 
absolute percentage difference for the events of precipitation.
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Figure 22: January-February wind direction hourly means of observation from simulation (sim-
obs) difference for the events of precipitation.
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Figure 23: November wind direction hourly means of observation from simulation (sim-
difference for the events of precipitation.
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Figure 24: January-February wind direction hourly means of the observation from simulation 
(sim-obs) absolute difference for the events precipitation.
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Figure 25: November wind direction hourly means of the observation from simulation (sim-obs) 
absolute difference for the events of precipitation.
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Figure 26: January-February wind direction hourly means of observation from simulation (sim- 
obs) absolute percentage difference for the events of precipitation.
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Figure 27: November wind direction hourly means of observation from simulation (sim-obs) 
absolute percentage difference for the events of precipitation.
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Figure 28: January-February temperature at 2m daily means of observation from simulation (sim-
obs) difference for the events of precipitation.
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Figure 29: November temperature at 2m daily means of observation from simulation (sim-obs)
difference for the events of precipitation.
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Figure 30: January-February temperature at 2m daily means of observation from simulation (sim- 
obs) absolute difference for the events of precipitation.
b -  Temperature (°C)
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Figure 31: November temperature at 2m daily means of observation from simulation (sim-obs) 
absolute difference for the events of precipitation.
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Figure 32: JanuaryOFebruary temperature at 2m daily means of observation from simulation (sim- 
obs) absolute percentage difference for the events of precipitation.
c — Temperature (°C)
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Figure 33: November temperature at 2m daily means of observation from simulation (sim-obs) 
absolute percentage difference for the events of precipitation.
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Figure 34: January-February wind speed daily means of observation from simulation (sim-obs)
difference for the events of precipitation.
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Figure 35: November wind speed daily means of observation from simulation (sim-obs) 
difference for the events of precipitation.
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Figure 36: January-February wind speed daily means of observation from simulation (sim-obs) 
absolute difference for the events of precipitation.
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Figure 37: November wind speed daily means of observation from simulation (sim-obs) absolute
difference for the events of precipitation.
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Figure 38: January-February wind speed daily means of observation from simulation (sim-obs)
absolute percentage difference for the events of precipitation.
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Figure 39: November wind speed daily means of observation from simulation (sim-obs) absolute 
percentage difference for the events of precipitation.
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Figure 40: January-February snow height bias means of m a x i m u m  observation from simulation 
(sim-obs) difference for the events of precipitation.
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Figure 41: November snow height bias means of maximum observation from simulation (sim- 
obs) difference for the events of precipitation.
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Figure 42: January-February snow depth bias means of maximum observation from simulation 
(sim-obs) absolute difference for the events of precipitation.
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Figure 43: November snow depth bias means of maximum observation from simulation (sim-obs) 
absolute difference for the events of precipitation.
10 1 5 20
b — Snow Depth Bias (cm)
M
idd
le 
Be
gin
nin
g 
En
din
g 
W
ith
ou
t
67
Noah RUC
" - - . • • _ — <
*®^1V IStPW is/AM(5ffvy 's^w I5 f fw 15ffW t*f>N
?r%/t
~-K.
W  . A  • • ,
S, | J |
' . . .
,6?v tsfSU^ -  i«»>w
1
^v,
?nji 
*0%l
’«9^ v
'<n*l
\ ■ #
>6?>w 15«f\v istfw
o r * . , .
\
«*%/ ^ 
'«8V^
A T
>5rw lafw 1*4Vi
Figure 44: January-February snow depth bias means of maximum observation from simulation 
(sim-obs) absolute percentage difference for the events of precipitation.
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Figure 45: November snow depth bias means of maximum observation from simulation (sim-obs) 
absolute percentage difference for the events of precipitation.
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Figure 46: January-February wind direction daily means of observation from simulation (sim- 
obs) difference for the events of precipitation.
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7igure 47: November wind direction daily means of observation from simulation (sim-obs)
difference for the events of precipitation.
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Figure 48: January-February wind direction daily means of observation from simulation (sim- 
obs) absolute difference for the events of precipitation.
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:igure 49: November wind direction daily means of observation from simulation (sim- 
absolute difference for the events of precipitation.
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Figure 50: Wind direction daily means of observation from simulation (sim-obs) absolute 
percentage difference for the events of precipitation.
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-igure 51: November wind direction daily means of observation from simulation (sim-obs) 
absolute percentage difference for the events of precipitation.
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Table 7: Performance statistics of Noah and RUC during the five-day periods compared with the 
observations. Numbers shown are the hourly averages of the statistics calculated individually for 
each site from Table 4. The range of the means is shown in the minimum (italics) and maximum 
(bold) values.
Average_________________ Difference______________ RMSE
Noah RUC Noah RUC Noah RUC
2m Temperature (K) Nov 24-2 8 261.49 261.66 -0.16 -0.29 1.02 0.86
Nov 19-23 260.37 260.55 2.57 2.44 0.55 0.54
Nov 23-27 262.67 262.49 1.01 1.38 1.30 1.19
Nov 21-25 264.64 264.50 1.19 1.34 0.94 0.92
255 269 256 269 -7 11 -7.1 11.1 0 3.77 0 3.68
Jan 7-11 239.05 240.18 -2.02 -3.08 1.03 0.84
Jan 15-19 248.95 248.96 1.66 1.62 1.22 1.18
Jan 22-26 249.78 250.55 -0.32 -1.05 0.77 0.60
Feb 19-23 260.15 261.00 -0.69 -1.44 1.06 0.89
235 264 238 264 -8.1 19.5 -8 19.5 0 7.15 0.1 4.2
Wind speed (m/s) Nov 24-28 4.67 5.04 -0.99 -1.34 0.32 0.32
Nov 19-23 3.93 4.28 -0.24 -0.57 0.66 0.71
Nov 23-27 5.20 5.56 -0.81 -1.14 0.48 0.53
Nov 21-25 5.16 5.57 -0.47 -0.87 0.46 0.46
1.5 13.7 1.8 12.7 -8.7 5.58 -8 4.75 0 2.04 0 1.84
Jan 7-11 2.05 2.09 -0.35 -0.42 0.17 0.16
Jan 15-19 3.87 4.18 -0.91 -1.20 0.44 0.38
Jan 22-26 6.11 6.39 -0.24 -0.52 0.40 0.40
Feb 19-23 3.96 4.13 0.56 0.37 0.12 0.16
0.7 11.1 0.8 10.5 -6.2 3.53 -5.7 3.01 0 135 0 1.46
Wind direction (°) Nov 24-28 118.10 120.93 27.19 24.60 14.30 16.13
Nov 19-23 149.78 150.41 -42.52 -42.94 11.33 11.78
Nov 23-27 131.56 136.75 3.31 -1.73 13.78 13.26
Nov 21-25 152.41 154.72 -30.82 -33.13 8.63 9.36
79 199 88 201 -138 138 -140 123 0 45.4 0.3 46.4
Jan 7-11 192.80 159.80 30.13 51.33 26.45 29.38
Jan 15-19 130.08 125.56 7.04 12.35 13.12 13.19
Jan 22-26 88.29 89.46 127.94 129.81 24.57 24.19
Feb 19-23 139.73 144.24 47.38 40.30 35.96 30.83
54 285 46 257 -173 171 -151 190 0.5 109 1.5 88
Snow depth bias (cm) No v 24-2 8 1.34 0.75 -1.58 -0.88 0.65 0.42
Nov 19-23 1.13 0.52 -0.27 0.36 0.68 0.48
Nov 23-27 1.26 0.80 -2.81 -2.19 1.28 1.08
Nov 21-25 0.82 0.77 -1.00 -0.82 1.44 1.13
-1.9 6.72 -1.3 3.64 -23 5.83 -20 536 0 12.2 0 10.1
Jan 7-11 2.70 1.10 -1.61 0.21 0.82 0.30
Jan 15-19 0.83 0.43 0.08 0.58 0.96 0.81
Jan 22-26 2.04 0.78 -1.76 -0.17 0.84 0.35
Feb 19-23 2.57 1.44 -1.93 -0.45 1.56 1.07
-0.1 6.16 -0.1 2.75 -5.5 5.97 -3.7 5.8 0 4.49 0 5.2
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Across the domain hourly comparisons o f snow bias, temperature, and wind speed and 
direction show overall few differences between the observed and simulated data. Snow 
depth bias hour-to-hour differences between the model and observations are small, being 
within less than five centimeters (5 cm) of each other. The average RSME value for all o f 
the events was 0.86 with RUC values lower than Noah and November generally lower 
than January events. The daily snow bias comparison shows that only observations o f 
Umiat near the middle of February and observations o f an event in Barrow in November 
to be significantly above 5 cm in difference. The Umiat February data has a considerable 
amount of noise (Figure 52), and therefore, was removed for the quantitative analysis. 
Barrow observations show a dramatic change (45 to 25 cm) in snow height and decrease 
in temperature after precipitation; therefore, the Barrow November beginning and middle 
precipitation event was removed from the statistical analysis. However, due to the 
dramatic wind event in late November, the Barrow beginning five-day period was chosen 
for the coupling with SnowTran-3D.
Snow Depth RAWS Umiat January-February (cm)
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Figure 52: Noise in the snow depth observations at Umiat.
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Exceptions where simulated snow depth exceeded greater than five centimeters o f the 
observed data included the November ‘without precipitation’ event at Accomplishment 
Creek and November ‘without precipitation’ event at White Hills. Both events have 
small differences in wind speeds between simulation and observation. Accomplishment 
Creek observations show little to no changes over five days in snow height, but 
simulations show a jump during the second day. A comparison of the White Hills 
observations with simulated snow depth shows both to be increasing in the later part of 
the five days. Each of the events has large differences in temperature from observation to 
simulation (Figure 53).
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Figure 53: Observation to simulation comparison of temperature during events that have greater
than 5 cm in snow depth bias difference.
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The spatial comparisons of the maximum snow depth simulation to observations have 
overall small differences. The November ‘beginning precipitation’ event for all stations, 
excluding Barrow, has differences of roughly 3 to 4 cm. In the quantitative analysis o f the 
simulation to the observations, the snow depth bias differences are within the accuracy 
error values (roughly 2 cm).
The comparisons o f the simulated and observed temperature show small average of 
differences with less than 0.3°C overall. The average RSME value for all o f the events 
was 0.93 with RUC values lower than Noah and November lower than January events. 
The spatial comparisons o f the temperatures that had the greatest maximum averages are 
the November ‘without precipitation’ event (10.8°C) and the ‘beginning precipitation’ 
events for White Hills (11°C) (Figure 54) and the ‘ending precipitation’ January event at 
Imnavait (19.5°C) (Figure 55). When comparing the observed and simulated data o f all 
the parameters for both Imnavait and White hills events, the difference is most 
pronounced for the temperature parameter. For example, the White Hills and Imnavait 
average differences in simulation minus observation for wind are less than 1 m/s and 2.4 
m/s, respectively. The White Hills and Imnavait average differences in simulation minus 
observation for snow depth are less than 0.89 cm and 1.5 cm, respectively. The White 
Hills events overestimate the drop in temperatures in the middle o f the five-day period 
during the night. The overestimation in the event’s decrease in temperature coincides 
with an observed sustained high wind event. The Imnavait simulation overestimates the 
temperature associated with a precipitation and high wind event.
Figure 54: White Hills’ temperature for simulation and observation
The spatial comparisons o f the wind speed and direction simulation to observations are 
relatively scattered; however, the absolute percentage differences are all low. The 
average RSME for wind speed values for all o f the events was 0.38 with Noah values 
lower than RUC and January lower than November events. The average RSME for wind 
direction values for all o f the events was 18.51 with Noah values lower than RUC and 
November lower than January events.
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Figure 55: Imnavait parameters for simulation and observation. Observed precipitation (green) is 
compared to the accumulative simulated precipitation (blue).
For temporal comparison, the simulated and observed data for snow depth bias, 
temperature, and wind speed were plotted against each other to determine correlation 
values (Figure 56-79). The snow depth plots are separated into groups by station- 
elevation, where stations are categorized into mountain where elevations are greater than 
200 m (elevation > 200 m), foothill where elevations are less than 200 m and greater than 
50 m (50 m < elevation < 200 m), and coastal where elevations are near sea level 
(elevation < 50 m).
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Figure 56: January Noah snow depth with bias removed scatter plots showing model predictions 
on the y-axis and observation data on the x-axis for each precipitation event: W-without and B- 
beginning. R2 are overall, mountain (blue), coastal (magenta), and foothills (green). The black
line is 1:1.
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Figure 57: January Noah snow depth with bias removed scatter plots showing model predictions 
on the y-axis and observation data on the x-axis for each precipitation event: E-ending and M- 
middle. R2 are overall, mountain (blue), coastal (magenta), and foothills (green). The black line is
1 : 1 .
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Figure 58: November Noah snow depth with initial bias removed scatter plots showing model 
predictions on the y-axis and observation data on the x-axis for each precipitation event: W- 
without and B-beginning. R2 are overall, mountain (blue), coastal (magenta), and foothills
(green). The black line is 1:1.
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Figure 59: November Noah snow depth with initial bias removed scatter plots showing model 
predictions on the y-axis and observation data on the x-axis for each precipitation event: E-ending 
and M-middle. R2 are overall, mountain (blue), coastal (magenta), and foothills (green). The
black line is 1:1.
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Figure 60: January RUC snow depth with bias removed scatter plots showing model predictions 
on the y-axis and observation data on the x-axis for each precipitation event: W-without and B- 
beginning. R2 are overall, mountain (blue), coastal (magenta), and foothills (green). The black
line is 1:1.
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Figure 61: January RUC snow depth with bias removed scatter plots showing model predictions 
on the y-axis and observation data on the x-axis for each precipitation event: E-ending and M- 
middle. R2 are overall, mountain (blue), coastal (magenta), and foothills (green). The black line is
1 : 1 .
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Figure 62: November RUC snow depth with initial bias removed scatter plots showing model 
predictions on the y-axis and observation data on the x-axis for each precipitation event: W- 
without and B-beginning. R2 are overall, mountain (blue), coastal (magenta), and foothills
(green). The black line is 1:1.
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Figure 63: November RUC snow depth with initial bias removed scatter plots showing model 
predictions on the y-axis and observation data on the x-axis for each precipitation event: E-ending 
and M-middle. R2 are overall, mountain (blue), coastal (magenta), and foothills (green). The
black line is 1:1.
WJ Observations (K)
♦ i» *.✓ -*u#. . *.
2 X0*-*= • * . • 'CO 280^“52 * r . ** * . r ; • • .
1
230
220
22# 230 240 280 200 27# 2#0
BJ Observations (K)
Figure 64: January Noah temperature at 2m scatter plots showing model predictions for all
stations on the y-axis and observation data on the x-axis for each precipitation event: W-without
and B-beginning. The black line is 1:1; the red is a trendline.
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Figure 65: January Noah temperature at 2m scatter plots showing model predictions for all
stations on the y-axis and observation data on the x-axis for each precipitation event: E-ending
and M-middle. The black line is 1:1; the red is a trendline.
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Figure 66: November Noah temperature at 2m scatter plots showing model predictions for all
stations on the y-axis and observation data on the x-axis for each precipitation event: W-without
and B-beginning. The black line is 1:1; the red is a trendline.
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Figure 67: November Noah temperature at 2m scatter plots showing model predictions for all
stations on the y-axis and observation data on the x-axis for each precipitation event: E-ending
and M-middle. The black line is 1:1; the red is a trendline.
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Figure 68: January RUC temperature at 2m scatter plots showing model predictions for all
stations on the y-axis and observation data on the x-axis for each precipitation event: W-without
and B-beginning. The black line is 1:1; the red is a trendline.
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Figure 69: January RUC temperature at 2m scatter plots showing model predictions for all
stations on the y-axis and observation data on the x-axis for each precipitation event: W-without,
E-ending, B-beginning, and M-middle. The black line is 1:1; the red is a trendline.
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Figure 70: November RUC temperature at 2m scatter plots showing model predictions for all 
stations on the y-axis and observation data on the x-axis for each precipitation event: W-without 
and B-beginning. The black line is 1:1; the red is a trendline.
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Figure 71: November RUC temperature at 2m scatter plots showing model predictions for all
stations on the y-axis and observation data on the x-axis for each precipitation event: E-ending
and M-middle. The black line is 1:1; the red is a trendline.
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Figure 72: January Noah wind speed scatter plots showing model predictions for ail stations on
the y-axis and observation data on the x-axis for each precipitation event: W-without and B-
beginning. The black line is 1:1; the red is a trendline.
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Figure 73: January Noah wind speed scatter plots showing model predictions for all stations on
the y-axis and observation data on the x-axis for each precipitation event: E-ending and M-
middle. The black line is 1:1; the red is a trendline.
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Figure 74: November Noah wind speed scatter plots showing model predictions for all stations on 
the y-axis and observation data on the x-axis for each precipitation event: W-without and B- 
beginning. The black line is 1:1; the red is a trendline.
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Figure 75: November Noah wind speed scatter plots showing model predictions for all stations on
the y-axis and observation data on the x-axis for each precipitation event: E-ending and M-
middle. The black line is 1:1; the red is a trendline.
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Figure 76: January RUC wind speed scatter plots showing model predictions for all stations on
the y-axis and observation data on the x-axis for each precipitation event: W-without and B-
beginning. The black line is 1:1; the red is a trendline.
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Figure 77: January RUC wind speed scatter plots showing model predictions for all stations on
the y-axis and observation data on the x-axis for each precipitation event: E-ending and M-
middle. The black line is l : l ; the red is a trendline.
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Figure 78: November RUC wind speed scatter plots showing model predictions for all stations on 
the y-axis and observation data on the x-axis for each precipitation event: W-without and B- 
beginning. The black line is 1:1; the red is a trendline.
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Figure 79: November RUC wind speed scatter plots showing model predictions for all stations on
the y-axis and observation data on the x-axis for each precipitation event: E-ending and M-
middle. The black line is 1:1; the red is a trendline.
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Hour-to-hour snow depth bias correlation values were relatively low (Table 8). Mountain 
station correlation values were in general higher during January events than the 
correlations values for the coastal and foothills stations. Coastal values were higher in 
November than in the mountains and foothills. Noah correlation values for the January 
precipitation events tended to be higher than RUC values; whereas, RUC correlation 
values are higher for November events.
Table 8: Correlation values for snow depth bias
Without
January
Noah
January
RUC
November
Noah
November
RUC
End
Overall
Mountains
Coastal
Foothills
0.17466
0.1244
0.39599
0.14569
0.17053
0.1403
0.39181
0.14346
0.0002898
0.32369
0.46509
0.043771
0.011775
0.35956
0.42647
0.12064
Overall 0.070676 0.06768 0.0006935 0.004316
Mountains 0.14857 0.12647 0.029662 0.047365
Coastal 0.16384 0.1726 0.18937 0.13504
Foothills 0.1223 0.13631 0.0014944 0.00079
Beginning
Overall 0.006814 0.004732 0.0006935 0.001847
Mountains 0.24263 0.18895 0.029662 0.24291
Coastal 0.049419 0.090268 0.18937 0.54215
Foothills 0.000663 0.0044846 0.0014944 0.041463
Middle
Overall 0.10552 0.15183 0.03169 0.02925
Mountains 0.56026 0.45433 0.065855 0.042992
Coastal 0.16839 0.15718 0.33864 0.09487
Foothills 0.084917 0.11359 0.0050739 0.008963
Hour-to-hour temperature correlation values for all stations were relatively high 
compared to snow depth bias for both Noah and RUC (Table 9). Linear relationships for 
RUC values, on average, are better than Noah values with January correlating better than 
November (Figure 64-Figure 70). In hour-to-hour wind speed, January correlation was 
better than November, and RUC correlation was better than Noah (Table 10).
1 0 6
Table 9: Correlation values for temperature
January 
Without Noah
January
RUC
November November 
Noah RUC
0.22685
End
0.26579 0.2142 0.28278
0.77875
Beginning
0.78724 0.5492 0.58623
0.74652
Middle
0.7291 0.5492 0.38762
0.64756 0.68185 0.37181 0.34991
Table 10: Correlation values for wind speed
January 
Without Noah
January
RUC
November November 
Noah RUC
0.001302
End
0.025106 0.074122 0.075486
0.13831
Beginning
0.15512 0.065576 0.098343
0.19553
Middle
0.2205 0.065576 0.057847
0.12447 0.14189 0.069172 0.090108
The five-day periods have relatively small differences in snow depth. However, the 
Barrow November ‘beginning precipitation’ event (Figure 80) experienced a roughly 20 
cm decrease in snow depth during the five-day period. Even with a high potential 
sublimation value of 50% of snowfall (Liston and Sturm 2002; 2004) this snow depth 
decrease is not explained. The difference in the simulation and observation of the Barrow 
event is shown as the maximum value o f the snow depth bias in Figure 3. Significant 
snow depth changes, such as Barrow during the November event, are usually associated 
with high wind speeds or change of direction of wind (Figure 81). The maximum wind 
speed during this event was greater than 10 m/s, indicating blowing snow during the 
snowfall. For each of the five-day periods, the high wind events were for the most part
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significantly reduced in the absence of a precipitation event (Table 11, Table 12). For the 
months prior to the event, wind direction values (Figure 82) for the observation station in 
the mountains are mostly toward the north-northeast. On the coast and foothills, the wind 
direction is mostly toward northeast-northwest. Barrow wind direction predominately 
occurs in the north-northeast for the five-day period.
t .. Snow depth 
SnowfaM
E  soO
0*— 
Oct 6
Time
Figure 80: Barrow snow depth and accumulation of precipitation comparison from the beginning 
of the snow season to end of February. The blue lines indicate snow depth and snowfall 
accumulation, and the black indicates the high potential sublimation value of 50% of snowfall
(Liston and Sturm 2002; 2004).
Figure 81: Barrow beginning November precipitation event with a dramatic change in snow depth 
parameters comparison of simulation to observation. Barrow temperature is recorded as minimum 
and maximum values. Observed precipitation (green) is compared to the accumulative simulated
precipitation (blue).
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Table 11: Number of hourly wind speed from meteorological observations greater or equal to 5
> 5ms 1 Acc BuU Imn Jun Kad Kav N W H N w K Rib Sag SWH Umi Uka Uku W hH Total
j a n w o 0 63 0 0 53 1 26 0 0 0 0 0 0 0 0 143
nov wo 86 50 20 35 34 18 16 0 36 39 40 0 0 11 46 431
jan end 32 37 19 10 23 16 16 10 22 19 16 4 6 0 38 268
nov end 34 89 34 15 88 22 42 0 22 4 0 0 0 19 17 386
jan_beg 55 89 36 29 87 70 65 88 44 68 60 24 58 0 74 847
n o v b e g 93 74 29 49 58 22 30 0 52 43 40 0 0 17 60 567
ja n m id 27 70 10 21 65 55 44 57 38 58 53 2 48 21 69 638
nov mid 56 102 37 40 95 25 51 0 54 38 28 0 0 28 45 599
Table 12: Number of hourly wind speed from meteorological observations greater or equal to 10 
ms'1.
> 10ms'1 Acc Bull Imn Jun K ad Kav N W H N w K Rib Sag SWH Umi Uka Uku WhH Total
j a n w o 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
nov wo 0 33 0 0 14 0 0 0 6 0 0 0 0 0 21 74
ja n e n d 0 0 0 5 0 0 6 0 13 9 8 0 0 0 7 48
nov end 0 66 0 0 55 0 4 0 0 0 0 0 0 0 10 135
jan beg 9 32 0 7 33 14 20 30 25 21 16 1 18 0 33 259
n o v b e g 0 57 0 0 36 0 0 0 6 0 0 0 0 0 29 128
ja n m id 0 45 0 0 43 9 4 24 8 1 1 0 12 0 26 173
nov mid 0 83 0 0 65 0 4 0 6 0 0 0 0 0 25 183
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Figure 82: Wind direction history for the stations on the coast from October to November (i,ii) 
and mountains and foothills October to January (iii,iv). Stations are categorized into mountains 
(foothills and coastal) by elevation greater (less) 200 meters. Each color bar is a station.
1.2 SnowTran-3D Algorithm
According to the Alaska Arctic Tundra Vegetation Map (Raynolds et al. 2006), the 
vegetation in Barrow is classified as a wetland. Therefore, the vegetation holding 
capacity, Cv, is 0.20 m, the vegetation roughness length, zo_veg, is 0.150 m, and the snow 
roughness length, zq snow, is 0.005 m (Liston and Sturm 1998). The WRF climate
I l l
simulations’ meteorological data, with the exception of the snow depth, was used for the 
calculation of the snow depth using the SnowTran-3D rate o f change of snow depth (Eqn. 
1). Meteorological data for Barrow during the five-day event show wind speeds greater 
than 5 m/s and temperatures of the five day event, the snow density was defined by Eqn. 
(12). For comparison, the snow density was also user-defined as 280 kgm , the average 
Arctic snow density (Liston and Strum 1998). Utilizing Eqn. (1) and (12) and model 
predictions, the rate of change in snow depth was calculated (Table 13 and 14). The 
calculated snow depth with the snow density comparison was compared to the observed 
snow depth (Figure 83).
1 1 2
Table 13: SnowTran-3D rate of change in snow depth equation utilizing simulated meteorological
data from Noah in three hour increments from 23 November to 27 November
p ps dQj/dx dQs/dy dQi/dx dQt/dy dC/dt
(m/s) (kg m'3) (kgm  1 s ')  (kg m ' s ') (kg m 1 s '1) (kgm ’’ s '1) (m/s)
0.00E+00 2.33E+02 -4.98E-02 6.45E-03 -1.51E-06 2.13E-04 4.63E-08
0.00E+00 1.52E+02 -1.23E-01 4.08E-03 8.23E-10 1.07E-04 1.95E-07
0.00E+00 1.90E+02 -3.19E-02 5.53E-03 1.06E-06 1.81E-04 3.45E-08
O.OOE+OO 2.18E+02 -1.56E-02 6.75E-03 1.95E-07 2.52E-04 9.82E-09
1.80E-08 2.27E+02 -8.23E-03 6.97E-03 -7.33E-07 2.62E-04 8.05E-08
8.99E-08 2.50E+02 -8.43E-03 8.73E-03 -1.09E-06 3.98E-04 3.58E-07
1.09E-07 2.53E+02 -7.71E-03 9.17E-03 -1.27E-06 4.43E-04 4.31E-07
1.13E-07 2.60E+02 -5.83E-03 9.29E-03 -1.98E-06 4.42E-04 4.31 E-07
2.26E-07 2.58E+02 -1.27E-02 9.01E-03 -4.96E-07 4.16E-04 8.78E-07
4.39E-07 2.46E+02 -1.28E-02 8.24E-03 -3.16E-07 3.57E-04 1.78E-06
5.48E-07 2.19E+02 -6.09E-03 6.28E-03 -1.08E-06 2.15E-04 2.49E-06
6.45E-07 2.22E+02 -9.06E-03 6.31E-03 -5.18E-07 2.16E-04 2.91 E-06
6.85E-07 2.26E+02 -2.11E-02 6.64E-03 4.61 E-07 2.38E-04 3.05E-06
8.11E-07 2.15E+02 -1.86E+00 6.18E-03 2.73E-09 2.13E-04 5.93E-06
9.36E-07 2.25E+02 -2.03E-01 6.86E-03 3.59E-10 2.57E-04 4.37E-06
9.76E-07 2.07E+02 -1.51E-02 5.90E-03 2.38E-07 1.97E-04 4.71 E-06
1.01E-06 1.80E+02 -6.26E-03 4.63E-03 -4.64E-07 1.28E-04 5.59E-06
1.04E-06 1.62E+02 -7.51E-03 4.26E-03 -1.01 E-07 1.14E-04 6.39E-06
1.10E-06 1.20E+02 -3.12E-02 3.13E-03 -1.04E-08 6.88E-05 9.24E-06
1.25E-06 1.11E+02 -1.61E-02 2.97E-03 6.70E-07 6.32E-05 1.13E-05
1.41E-06 7.77E+01 -1.73E-02 2.08E-03 -1.68E-08 3.29E-05 1.81E-05
1.54E-06 7.95E+01 -8.16E-03 1.69E-03 3.07E-07 2 .10E-05 1.93E-05
1.66E-06 8.16E+01 -3.74E-03 1.82E-03 -1.41 E-07 2.44E-05 2.04E-05
1.69E-06 7.50E+01 -2.14E-02 1.11E-03 -1.32E-08 9.62E-06 2.25E-05
1.69E-06 7.50E+01 -2.46E-02 1.45E-03 -8.33E-09 1.57E-05 2.26E-05
1.69E-06 7.50E+01 -2.51E-02 1.67E-03 -8.14E-09 2.03E-05 2.26E-05
1.69E-06 7.50E+01 -7.05E-03 1.35E-03 2.16E-07 1.33E-05 2.26E-05
1.69E-06 7.50E+01 -6.04E-03 1.69E-03 1.42E-07 2.05E-05 2.26E-05
1.70E-06 7.50E+01 -2.84E-03 1.25E-03 -3.89E-07 1.15E-05 2.26E-05
1.70E-06 7.50E+01 -1.20E-03 2.21E-03 -6.10E-07 3.60E-05 2.26E-05
1.70E-06 7.50E+01 -1.62E-03 1.21E-03 -7.37E-07 1.09E-05 2.26E-05
1.70E-06 7.50E+01 -1.43E-03 1.46E-03 -7.32E-07 1.52E-05 2.26E-05
1.70E-06 7.50E+01 -5.44E-03 6.82E-04 -8.00E-10 4.30E-06 2.26E-05
1.70E-06 7.50E+01 -2.17E-02 6.95E-04 -1.77E-08 4.41 E-06 2.27E-05
1.70E-06 7.50E+01 -5.58E-03 2.29E-04 -2.78E-08 1.06E-06 2.26E-05
1.70E-06 7.50E+01 -1.34E-03 -4.77E-04 -1.28E-06 -1.36E-06 2.26E-05
1.70E-06 7.50E+01 -3.79E-04 -9.98E-04 -8.91 E-07 -2.01 E-06 2.26E-05
1.70E-06 7.50E+01 -5.71E-04 -2.19E-03 -1.30E-06 -2.11 E-06 2.26E-05
1.70E-06 7.50E+01 -1.69E-03 -1.91E-03 -1.56E-06 -2.15E-06 2.26E-05
1.70E-06 7.50E+01 -1.94E-03 -7.60E-03 -2.01 E-06 -6.50E-07 2.27E-05
1.70E-06 7.50E+01 -1.08E-02 -3.20E-03 2.93E-07 -1.75E-06 2.27E-05
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Table 14: SnowTran-3D rate of change in snow depth equation utilizing simulated meteorological
data from RUC in three hour increments from 23 November to 27 November
p
(m/s)
ps
(kg m'3)
dQs/dx 
(kg m"1 s'")
dQ,/dy 
(kg m’1 s '1)
dQt/dx 
(kgm  1 s '1)
dQt/dy 
(kgm '1 s '1)
dC/dt
(m/s)
0.00E+00 2.33E+02 -4.98E-02 6.45E-03 -1.51E-06 2.13E-04 4.63 E-08
0.00E+00 1.87E+02 -2.00E-01 4.71 E-03 1.50E-09 1.28E-04 2.61 E-07
O.OOE+OO 2.22E+02 -2.64E-02 6 .10E-03 7.06E-07 1.97E-04 2.27E-08
O.OOE+OO 2.21E+02 -6.74E-03 6.47E-03 -9.73E-07 2.26E-04 4.52E-11
4.92E-08 2.17E+02 -4.1 IE-03 6.04E-03 -1.62E-06 1.96E-04 2.24E-07
1.37E-07 2.27E+02 -3.15E-03 6.99E-03 -2.00E-06 2.62E-04 5.97E-07
1.48E-07 2.33E+02 -3.82E-03 7.24E-03 -1.98E-06 2.77E-04 6.28E-07
1.55E-07 2.61E+02 -5.21E-03 9.11 E-03 -2.21E-06 4.20E-04 5.90E-07
2.95E-07 2.40E+02 -4.58E-03 7.66E-03 -1.92E-06 3.08E-04 1.22E-06
4.76E-07 2.40E+02 -6.12E-03 7.76E-03 -1.44E-06 3.19E-04 1.98E-06
5.73E-07 2.22E+02 -3.34E-03 6.54E-03 -1.86E-06 2.32E-04 2.57E-06
6.50E-07 2.09E+02 -2.87E-03 5.75E-03 -1.74E-06 1.84E-04 3.11E-06
6.92E-07 1.84E+02 -6.57E-03 4.79E-03 -4.52E-07 1.36E-04 3.75E-06
8.53E-07 1.67E+02 -1.16E-02 4.21 E-03 -2.12E-07 1.09E-04 5.10E-06
9.80E-07 1.72E+02 -8.02E-02 4.36E-03 -2.92E-09 1.16E-04 5.80E-06
1.01E-06 1.89E+02 -1.41E-02 5.03E-03 2.79E-07 1.48E-04 5.36E-06
1.05E-06 1.75E+02 -9.26E-03 4.57E-03 -9.14E-09 1.27E-04 5.99E-06
1.09E-06 1.78E+02 -1.65E-02 4.84E-03 4.68E-07 1.42E-04 6.15E-06
1.15E-06 1.34E+02 -7.22E-03 3.49E-03 -2.58E-07 8.19E-05 8.58E-06
1.29E-06 1.13E+02 -9.22E-03 2.99E-03 2.93E-07 6.38E-05 1.14E-05
1.43E-06 8.17E+01 -3.37E-03 2.19E-03 -1.71E-07 3.62E-05 1.75E-05
1.55E-06 8.13E+01 -1.62E-02 2.15E-03 -2.06E-08 3.51E-05 1.91E-05
1.67E-06 8.19E+01 -5.13E-03 1.95E-03 5.42E-08 2.83E-05 2.04E-05
1.69E-06 8.14E+01 -2.80E-03 1.14E-03 -5.65E-07 1.01E-05 2.08E-05
1.70E-06 7.82E+01 -5.63E-03 1.76E-03 -1.67E-07 2.29E-05 2.17E-05
1.70E-06 7.92E+01 -2.43E-02 1.16E-03 -1.03E-08 1.03E-05 2.15E-05
1.70E-06 8.05E+01 -1.06E-02 1.49E-03 4.53E-07 1.63E-05 2.1 IE-05
1.70E-06 8.33E+01 -8.98E-03 1.62E-03 3.48E-07 1.92E-05 2.04E-05
1.70E-06 7.76E+01 -4.08E-03 1.55E-03 -8.49E-08 1.79E-05 2.19E-05
1.70E-06 7.57E+01 -1.51E-03 1.65E-03 -6.16E-07 2.02E-05 2.24E-05
1.70E-06 7.50E+01 -2.52E-03 1.50E-03 -3.81E-07 1.67E-05 2.26E-05
1.70E-06 7.50E+01 -5.09E-03 1.74E-03 6.53E-08 2.25E-05 2.26E-05
1.70E-06 7.50E+01 -4.32E-02 1.15E-03 -1.02E-09 1.02E-05 2.27E-05
1.70E-06 7.50E+01 -5.19E-03 7.88E-04 -2.50E-07 5.45E-06 2.26E-05
1.70E-06 7.50E+01 -6.79E-03 2.28E-04 1.43E-07 1.06E-06 2.26E-05
1.70E-06 7.50E+01 -1.46E-03 4.44E-04 -9.33E-07 2.41E-06 2.26E-05
1.70E-06 7.50E+01 -5.42E-04 -2.37E-05 -9.31E-07 -9.24E-08 2.26E-05
1.70E-06 7.50E+01 -6.51E-04 -1.44E-03 -1.29E-06 -2.15E-06 2.26E-05
1.70E-06 7.50E+01 -6.86E-04 -1.57E-03 -1.34E-06 -2.16E-06 2.26E-05
1.70E-06 7.50E+01 -1.74E-03 -5.79E-03 -1.97E-06 -9.94E-07 2.26E-05
1.70E-06 7.50E+O1 -3.34E-03 -2.66E-03 -1.03E-06 -1.91E-06 2.26E-05
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Figure 83: SnowTran-3D rate of change equation utilized with Noah (dashed) and RUC (solid) 
simulated meteorological data with observational snow depth data (solid black) where snow 
density is defined by Eqn. (12) (blue) and user-defined at 280 kgm'3 (red).
2.0 Discussion
2.1 Observation to Simulation Evaluation
Initial bias between most o f the model outputs and observations became the first hurdle in 
comparing the results. Initial bias in snow depth for the events existed in patterns 
between stations and regions. Foothills and mountain values had higher simulated initial 
bias (15 to 30 cm) while coastal areas, with the exception of Barrow station, had lower 
simulated snow depths (0 to 8 cm). For example, Accomplishment Creek observational 
data had a 60 cm lower snow depth than simulation values. The imperfection of the initial 
conditions is largely dependent on the initialization dataset (GFS). WRF performance for 
the prediction of precipitation is found to be dependent on initialization (Jankov et al. 
2007; Etherton and Santos 2008). The removal of the initial bias assisted in the
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comparison of the simulated and observed results allowing for the evaluation to be 
focused on output, not the initial conditions.
The removal of the initial values from the time sets showed the simulation results and 
observations to have only a few centimeters o f variance. Taking into consideration the 
two centimeters of potential error in the sensors (Ryan et al. 2008), the values with the 
biases removed were quantitatively comparable. Exception only occurs during a 
dramatic change in snow depth in the observations, such as during the Barrow November 
event. The model’s inability to predict sudden drops in the snow level potentially could 
be an indication of the model’s inability to redistribute snow.
Performance analysis of the two land surface models shows minimal differences between 
the parameters snow depth bias, temperature, and wind speed. The RUC scheme tends to 
do perform better than Noah scheme in predicting temperature. The average, minimum, 
and maximum of the two models’ values are within the same order o f magnitude. RUC 
RMSE values are lower, and RUC correlation values are higher than Noah. The wind 
speed average differences of Noah are smaller than the RUC, and the RMSE, average, 
maximum, and minimum values are relatively the same for the two LSMs. The snow bias 
differences and RSME values are lower for RUC than Noah, but both failed to simulate 
the drop of snow depth in Barrow. Low magnitude differences between Noah and RUC 
and greater correlation in RUC were consistent with similar studies (Hines and Bromwich 
2008; Boone and Etchevers 2001).
Potential differences in the snow heights between the Noah and RUC scheme outputs 
could be related to layering and liquid water retention (SnowMIP 2001). The Noah 
scheme, which works with one snow layer only, can only accommodate one snowpack 
temperature. The RUC scheme works with five layers and is, therefore, able to create a 
snow temperature profile, allowing the interaction of snow and air to be better defined. 
The single layer models allow for only one temperature while multiple layer models 
generate a temperature gradient within the pack, further impacting the snow height where
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or when melting occurs. Single layer models cause the snow depth to be overestimated 
late in the snow season and snow density to be underestimated because it is fixed (Boone 
and Etchevers 2001). In the single layer snow model, higher snow water equivalent 
values are generated by high liquid water retention values, which could allow for higher 
snow depth values (Boone and Etchevers 2001). Therefore, the thermal construction of 
the snow in single layer models is limited to a specific thickness versus the whole depth.
The simulation versus observation spatial comparisons shows minimal differences in 
snow bias, wind speed and direction, and temperature. The snow depth bias differences 
are within the accuracy error values (roughly 2 cm). Simulated precipitation events 
within all the five-day periods generally overestimated increases in the snow depth. 
Inadequacy in solid precipitation event predictions was also found in the Mansell et al. 
(2006) study of fugitive windblown dust emissions. Average differences between 
simulated and observed temperatures were less than 0.3°C overall. The three exceptions 
o f greater than 0.3°C difference in temperature are the November ‘without precipitation’ 
and November ‘beginning precipitation’ events for White Hills and the ‘end 
precipitation’ snow event in the middle of winter at Imnavait. The White Hills exception 
overestimates the drop in temperature in the middle of the five-day period during the 
night. During relatively stable night conditions, the underestimating of temperature is 
consistent with other studies (de Meij et al. 2009, Henderson et al. 2007; Zepka and Pinto 
2010). Observational events with sustained periods o f strong winds following drops in 
temperatures are underestimated by the LSMs. Similar results were found in a Russian 
study (Vel’tishchev et al. 2011). Both LSMs tend to overestimate wind speed and 
underestimate temperatures (de Meij et al. 2009). Both LSMs show wind speed profiles 
as having low errors, less than 2.0 m s'1 (Gilliam et al. 2009).
2.2 SnowTran-3D
The result of utilizing the SnowTran-3D rate of snow depth change with the WRF model 
meteorological predictions shows the reduction in snow depth as seen in the observed
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snow depth in the middle of the five-day period in the ‘beginning precipitation’
November event in Barrow. The simulated sustained high winds in one direction allowed 
for considerable snow removal through transport, which was confirmed in the 
observational snow depth data; however, the snow depth reduction was not captured in 
the WRF simulation directly. To capture the snow reduction, the WRF simulated 
meteorological data was asynchronously coupled with the SnowTran-3D snow depth rate 
of change equation. Two snow densities were used for the snow depth rate o f change, one 
temperature and wind dependent and the other constant. The user-defined Arctic snow 
density is more appropriate for low temperatures and nearly constant surface-shear 
strength (Liston and Strum 1998). Therefore, for events in the middle o f winter, the 
constant snow density could be a more appropriate for the calculation of snow depth. For 
the Barrow November event, the equated snow density with dependency of wind speed 
and temperature mimicked the observational data well and was the better choice for the 
snow depth calculation.
The roughly 20 cm observed reduction in snow depth with the SnowTran-3D equation 
was reproduced by the simulation. The equation overestimated the amount of snow that 
was removed by roughly 4 centimeters. The significant drop in temperature at the end of 
the ‘beginning precipitation’ November event (20°C) potentially affected the 
determination o f the amount o f snow transported. There is also a slight lag in the equated 
snow depth. The slight lag in the equated snow depth reduction could be potentially 
explained with the inclusion of sublimation. More study and assimilation would be 
needed to verify these results by including additional historical snow transfer events to 
the model simulation and adding sublimation to the equation.
2.3 Climate Change
A warming climate has the potential to effect the North Slope building season by further 
reducing the access duration to the tundra. However, the oil and gas industry can use 
alternative techniques such as making thinner ice roads, while extending the winter work
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season without compromises to the tundra condition (Schultz 2010). This can be 
achieved by altering current ice road building practices to include using the earlier 
snowfall as pre-packing material, ice chips from shallow lakes, and breaking down heavy 
drill rigs into lighter weight pieces. Snow transport via wind, while temperature sensitive, 
will continue so long as very cold arctic winters persist.
3.0 Conclusion
Comparison of observations with model predictions indicates that the temporal and 
spatial characteristics generally were well modeled with exceptions of initial bias o f snow 
depth and overestimation of nocturnal temperature decreases. The initial bias in snow 
depth was most likely caused by the initialization dataset (GFS) rather than WRF itself. 
The temperature underestimations were likely dependent on the nocturnal stability 
conditions of the model and did not significantly influence snow depth predictions. The 
Noah LSM generally bettered the RUC LSM in predicting spatial characteristics for 
temperature, wind speed, and wind direction. The RUC LSM generally bettered the Noah 
LSM in predicting spatial characteristics for snow height bias. Magnitude differences 
between RUC and Noah LSM performance were low. The RUC LSM bettered Noah 
LSM in predicting all temporal characteristics. Model agreement with observations could 
be improved with higher temporal resolution, more meteorological data, and model 
improvements.
Regarding the historical snow transfer event, the application o f the WRF-simulated 
meteorological fields and SnowTran-3D rate of change of snow depth equation improved 
results o f the snow transport prediction significantly, especially when compared to the 
stand alone results of the WRF simulation.
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4.0 Statement
A snow transfer event prediction tool to assist in production and operations would be 
beneficial to arctic transportation. Further evaluation into the use o f SnowTran-3D and 
WRF with differing historical snow transfer events such as ablation or early season 
snowfall will potentially broaden the tool’s capability and utilization.
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