Interpolators-estimators that achieve zero training error-have attracted growing attention in machine learning, mainly because state-of-the art neural networks appear to be models of this type. In this paper, we study minimum 2 norm ("ridgeless") interpolation in high-dimensional least squares regression. We consider two different models for the feature distribution: a linear model, where the feature vectors xi ∈ R p are obtained by applying a linear transform to a vector of i.i.d. entries, xi = Σ 1/2 zi (with zi ∈ R p ); and a nonlinear model, where the feature vectors are obtained by passing the input through a random one-layer neural network, xi = ϕ(W zi) (with zi ∈ R d , W ∈ R p×d a matrix of i.i.d. entries, and ϕ an activation function acting componentwise on W zi). We recover-in a precise quantitative way-several phenomena that have been observed in large-scale neural networks and kernel machines, including the "double descent" behavior of the prediction risk, and the potential benefits of overparametrization. arXiv:1903.08560v2 [math.ST] 2 Apr 2019
Introduction
Modern deep learning models involve a huge number of parameters. In nearly all applications of these models, current practice suggests that we should design the network to be sufficiently complex so that the model (as trained, typically, by gradient descent) interpolates the data, i.e., achieves zero training error. Indeed, in a thought-provoking experiment, Zhang et al. (2016) showed that state-of-the-art deep neural network architectures can be trained to interpolate the data even when the actual labels are replaced by entirely random ones.
Despite their enormous complexity, deep neural networks are frequently seen to generalize well, in meaningful practical problems. At first sight, this seems to defy conventional statistical wisdom: interpolation (vanishing training error) is usually taken to be a proxy for overfitting or poor generalization (large gap between training and test error). In an insightful series of papers, Belkin et al. (2018b,c,a) pointed out that these concepts are, in general, distinct, and interpolation does not contradict generalization. For example, kernel ridge regression is a relatively well-understood setting in which interpolation can coexist with good generalization (Liang and Rakhlin, 2018) .
In this paper, we examine the prediction risk of minimum 2 norm or "ridgeless" least squares regression, under different models for the features. A skeptical reader might ask what least squares has to do with neural networks. To motivate our study, we appeal to line of work that draws concrete connections between these two frameworks (Jacot et al., 2018; Du et al., 2018b; Allen-Zhu et al., 2018; Du et al., 2018a) . Following Chizat and Bach (2018b) , consider a general nonlinear model y i = f (z i ; θ) that relates responses y i ∈ R and inputs z i ∈ R d , i = 1, . . . , n, in terms of a parameter vector θ ∈ R p (while we have in mind a neural network, the setting here is actually quite general). In some contexts, the number of parameters p is so large that training effectively changes each of them by a just small amount with respect to a random initialization θ 0 ∈ R p . It thus makes sense to linearize the model around θ 0 . Furthermore, supposing that the initialization is such that f (z; θ 0 ) ≈ 0, and letting θ = θ 0 + β, we obtain y i ≈ ∇ θ f (z i ; θ 0 ) T β, i = 1, . . . , n.
(1)
We are therefore led to consider a linear regression problem, with random features x i = ∇ θ f (z i ; θ 0 ), i = 1, . . . , n, of high-dimensionality (p much greater than n). Notice that the features are random because of the initialization. In this setting, many vectors β give rise to a model that interpolates the data. However, using gradient descent on the least squares objective for training yields a special interpolating parameterβ (having implicit regularity): the minimum 2 norm least squares solution. We consider two different models for the features.Min−norm LS, SNR=1 Min−norm LS, SNR=5 Min−norm LS, misspecified Optimal ridge, misspecified Linear feature model Nonlinear feature model Figure 1 : Asymptotic risk curves for the linear feature model, as a function of the limiting aspect ratio γ. The risks for min-norm least squares, when SNR = 1 and SNR = 5, are plotted in black and red, respectively. These two match for γ < 1 but differ for γ > 1. The null risks for SNR = 1 and SNR = 5 are marked by the dotted black and red lines, respectively. The risk in for misspecified case (with significant approximation bias), when SNR = 5, is plotted in green. The risk for optimally-tuned ridge regression, in the same misspecified setup, is plotted in blue. The points denote finite-sample risks, with n = 200, p = [γn], across various values of γ, computed from features X having i.i.d. N (0, 1) entries. Meanwhile, the "x" points mark finite-sample risks for a nonlinear feature model, with n = 200, d = 100, p = [γn], and X = ϕ(ZW T ), where Z has i.i.d. N (0, 1) entries, W has i.i.d. N (0, 1/d) entries, and ϕ(t) = a(|t| − b) is a "purely nonlinear" activation function, for constants a, b. The theory predicts that the nonlinear risk here should converge to that in the linear model case with p features (regardless of d). The general agreement between finite-sample and asymptotic risks is excellent, and the similarity between the linear and nonlinear cases is striking.
Points 3 through 5 are formally established for isotropic features, Σ = I, but qualitatively similar behavior can be seen for general Σ. Several of the arguments in this paper rely on more or less standard results in random matrix theory; even though the mathematics is standard, the insights, we believe, are new. An important distinction is the result for nonlinear models, which is not covered by existing literature. In this setting, we derive a new asymptotic result, which is of independent interest (see Theorem 8).
Intuition and implications
We discuss some intuition behind and implications of our results.
Bias and variance. The shape of the asymptotic risk curve for min-norm least squares is, of course, controlled by its components: bias and variance. In the overparametrized regime, the bias increases with γ, which is intuitive. When p > n, the min-norm least squares estimate of β is constrained to lie the row space of X, the training feature matrix. This is a subspace of dimension n lying in a feature space of dimension p. Thus as p increases, so does the bias, since this row space accounts for less and less of the ambient p-dimensional feature space.
Meanwhile, in the overparametrized regime, the variance decreases with γ. This may seem counterintuitive at first, because it says, in a sense, that the min-norm least squares estimator becomes more regularized as p grows. However, this too can be explained intuitively, as follows. As p grows, the minimum 2 norm least squares solution-i.e., the minimum 2 norm solution to the linear system Xb = y, for a training feature matrix X and response vector y-will generally have decreasing 2 norm. Why? Compare two such linear systems: in each, we are asking for the min-norm solution to a linear system with the same y, but in one instance we are given more columns in X, so we can generally decrease the components of b (by distributing them over more columns), and achieve a smaller 2 norm. This can in fact be formalized asymptotically, see Theorem 2.
Double descent. Recently, Spigler et al. (2018) and Belkin et al. (2018a) pointed out a fascinating empirical trend where, for popular methods like neural networks and random forests, we can see a second bias-variance tradeoff in the out-of-sample prediction risk, beyond the interpolation limit. The resulting risk curve resembles a W-shaped curve, which these authors call a "double descent" risk curve. Our results in this paper formally verify that the double descent phenomenon can occur even in the simple and fundamental case of least squares regression. The appearance of the second U-shape in the risk, past the interpolation boundary (γ = 1), is explained by the opposing behavior of bias and variance as γ grows, as we discussed above.
In the misspecified case, the variance still decreases with γ (for the same reasons), but interestingly, the bias can now also decrease with γ, provided γ is not too large (not too far past the interpolation boundary). The intuition here is that in a misspecified model, some part of the true regression function is always unaccounted for, and adding features generally improves our approximation capacity. Our results show that this double descent phenomenon can be even more pronounced in the misspecified case (depending on the strength of the approximation bias), and that the risk can attain its global minimum past the interpolation limit.
In-sample prediction risk. Our focus throughout this paper is out-of-sample prediction risk. It is reasonable to ask how the results would change if we instead look at in-sample prediction risk. In the data model (2), (3) we study, the in-sample prediction risk of the min-norm least squares estimatorβ is E[ Xβ − Xβ 2 2 /n | X] = σ 2 (p/n ∧ 1) (where we abbreviate a ∧ b = min{a, b}, and we are assuming that rank(X) = n ∧ p). The asymptotic in-sample prediction risk, as p/n → γ, is therefore just σ 2 (γ ∧ 1). This does not in of itself have an interesting behavior; it just ascends linearly in γ, and then becomes flat after γ = 1. Compare this to the much richer and more complex behavior exhibited by the limiting out-of-sample risk (see the curves in Figure 1 , or (8), (14) for the precise mathematical forms in the well-specified and misspecified settings, respectively): their behaviors could not be more different. This serves as an important reminder that the former (in-sample prediction risk) is not always a good proxy for the latter (out-of-sample prediction risk). Although much of classical regression theory is based on the former (e.g., optimism, effective degrees of freedom, and covariance penalties), the latter is more broadly relevant to practice.
Interpolation versus regularization. The min-norm least squares estimator can be seen as the limit of ridge regression as the tuning parameter tends to zero. It is also the convergence point of gradient descent run on the least squares loss. We would not in general expect the best-predicting ridge solution to be at the end of its regularization path. Our results, comparing min-norm least squares to optimally-tuned ridge regression, show that (asymptotically) this is never the case, and dramatically so near γ = 1. It is worth noting that early stopped gradient descent is known to be closely connected to ridge regularization, especially for least squares problems; in fact, the tight connection developed in Ali et al. (2019) suggests that optimally-stopped gradient descent will also often have better risk than min-norm least squares. In practice, of course, we would not have access to the optimal tuning parameter for ridge (optimal stopping for gradient descent), and we would rely on, e.g., cross-validation (CV). Will the CV-tuned ridge estimator (CV-stopped gradient descent) still outperform min-norm least squares? Empirical experiments suggest yes, but a formal analysis has not yet been pursued.
Historically, the debate between interpolation and regularization has been alive for the last 30 or so years. Support vector machines find maximum-margin decision boundaries, which often perform very well for problems where the Bayes error is close to zero. But for less-separated classification tasks, one needs to tune the cost parameter . Relatedly, in classification, it is common to run boosting until the training error is zero. Similar to the connection between gradient descent and 2 regularization, the boosting path is tied to 1 regularization Tibshirani, 2015) ; again, we now know that boosting can overfit, and the number of boosting iterations should be regarded as a tuning parameter.
Virtues of nonlinearity. Gradient descent is the method of choice in the deep learning community, where common practice is to run gradient descent until zero training error. Hence, heuristically, training a deep learning model with squared error loss by gradient descent is akin to finding the min-norm least squares solution in an adaptively-learned high-dimensional feature space. Turning to rigor, however, it is a priori unclear whether success in precisely analyzing the linear model setting should carry over to the nonlinear setting. Remarkably, under high-dimensional asymptotics with n, p, d → ∞, p/n → γ, and d/p → ψ, this turns out to be the case. Even more surprising, the relevant dimensionsto-samples ratio is given by p/n (not d/n): for "purely nonlinear" activations ϕ (these are activations whose linear component vanishes, with respect to a suitable inner product), the results from the linear model with p features remain asymptotically exact. In other words, each component x ij = ϕ((W x i ) j ) of the feature vector behaves "as if" it was independent from the others, even when d is much smaller than p.
Related work
The present work connects to and is motivated by the recent interest in interpolators in machine learning (Belkin et al., 2018b,a; Liang and Rakhlin, 2018; Belkin et al., 2018c; Geiger et al., 2019) Several auhors have argued that minimum 2 norm least squares regression captures the behavior of deep neural networks, at least in an early (lazy) training regime (Jacot et al., 2018; Du et al., 2018b,b; Allen-Zhu et al., 2018; Chizat and Bach, 2018b; Lee et al., 2019) . The connection between neural networks and kernel ridge regression arises when the number of hidden units diverges. The same limit was also studied (beyond the linearized regime) by Mei et al. (2018) ; Rotskoff and Vanden-Eijnden (2018); Sirignano and Spiliopoulos (2018) ; Chizat and Bach (2018a) .
For the linear model, our risk result in the general Σ case basically follows by taking a limit (as the ridge tuning parameter tends to zero) in the ridge regression result of Dobriban and Wager (2018) . For the Σ = I case, our analysis bears similarities to the ridge regression analysis of Dicker (2016) (though we manage to avoid the assumption of Gaussianity of the features, by invoking a local version of the Marchenko-Pastur theorem). Moreover, our discussion of min-norm least squares versus ridge regression is somewhat related to the "regimes of learning" problem studied by Liang and Srebro (2010) ; Dobriban and Wager (2018) .
For the nonlinear model, the random matrix theory literature is much sparser, and focuses on the related model of kernel random matrices, namely, symmetric matrices of the form K ij = ϕ(z T i z j ). El Karoui (2010) studied the spectrum of such matrices in a regime in which ϕ can be approximated by a linear function (for i = j) and hence the spectrum converges to a rescaled Marchenko-Pastur law. This approximation does not hold for the regime of interest here, which was studied instead by Cheng and Singer (2013) (who determined the limiting spectral distribution) and Fan and Montanari (2015) (who characterized the extreme eigenvalues). The resulting eigenvalue distribution is the free convolution of a semicircle and a Marchenko-Pastur law. In the current paper, we must consider asymmetric (rectangular) matrices x ij = ϕ(w T j x i ), whose singular value distribution was recently computed by Pennington and Worah (2017) , using the moment method. Unfortunately, the prediction variance does not depend uniquely on the singular values but also on the singular vectors of this matrix. We use the method of Cheng and Singer (2013) (applied to a suitable block-structured matrix) to address this point.
Outline
Section 2 provides important background. Sections 3-6 consider the linear model case, focusing on isotropic features, correlated features, misspecified models, and ridge regularization, respectively. Section 7 covers the nonlinear model case. Nearly all proofs are deferred until the appendix.
Preliminaries
We describe our setup and gather a number of important preliminary results.
Data model and risk
Assume we observe training data (
where the random draws across i = 1, . . . , n are independent. Here, P x is a distribution on R p such that E(x i ) = 0, Cov(x i ) = Σ, and P is a distribution on R such that E( i ) = 0, Var( i ) = σ 2 . We collect the responses in a vector y ∈ R n , and the features in a matrix X ∈ R n×p (with rows x i ∈ R p , i = 1, . . . , n). Consider a test point x 0 ∼ P x , independent of the training data. For an estimatorβ (a function of the training data X, y), we define its out-of-sample prediction risk (or simply, risk) as
Note that our definition of risk is conditional on X (as emphasized by our notation R X ). Note also that we have the bias-variance decomposition
Ridgeless least squares
Consider the minimum 2 norm (min-norm) least squares regression estimator, of y on X, defined bŷ
where (X T X) + denotes the Moore-Penrose pseudoinverse of X T X. Equivalently, we can writê
which justifies its name. An alternative name for (4) is the "ridgeless" least squares estimator, motivated by the fact that
whereβ λ denotes the ridge regression estimator,
which we can equivalently write asβ
When X has full column rank (equivalently, when X T X is invertible), the min-norm least squares estimator reduces tô β = (X T X) −1 X T y, the usual least squares estimator. When X has rank n, importantly, this estimator interpolates the training data: y i = x T iβ , for i = 1, . . . , n. Lastly, the following is a well-known fact that connects the min-norm least squares solution to gradient descent (as referenced in the introduction).
Proposition 1. Initialize β (0) = 0, and consider running gradient descent on the least squares loss, yielding iterates
where we take 0 < t ≤ 1/λ max (X T X) (and λ max (X T X) is the largest eigenvalue of X T X). Then lim k→∞ β (k) =β, the min-norm least squares solution in (4).
Proof. The choice of step size guarantees that β (k) converges to a least squares solution as k → ∞, call itβ. Note that β (k) , k = 1, 2, 3, . . . all lie in the row space of X; thereforeβ must also lie in the row space of X; and the min-norm least squares solutionβ is the unique least squares solution with this property.
Bias and variance
We recall expressions for the bias and variance of the min-norm least squares estimator, which are standard.
Lemma 1. Under the model (2), (3), the min-norm least squares estimator (4) has bias and variance
whereΣ = X T X/n is the (uncentered) sample covariance of X, and Π = I −Σ +Σ is the projection onto the null space of X.
Proof. As E(β|X) = (X T X) + X T Xβ =Σ +Σ β and Cov(β|X) = σ 2 (X T X) + X(X T X) + = σ 2Σ+ /n, the bias and variance expressions follow from plugging these into their respective definitions.
Underparametrized asymptotics
We consider an asymptotic setup where n, p → ∞, in such a way that p/n → γ ∈ (0, ∞). Recall that when γ < 1, we call the problem underparametrized; when γ > 1, we call it overparametrized. Here, we recall the risk of the min-norm least squares estimator in the underparametrized case. The rest of this paper focuses on the overparametrized case.
The following is a known result in random matrix theory, and can be found in Chapter 6 of Serdobolskii (2007), where the author traces it back to work by Girko and Serdobolskii from the 1990s through early 2000s. It can also be found in the wireless communications literature (albeit with minor changes in the presentation and conditions), see Chapter 4 of Tulino and Verdu (2004) , where it is traced back to work by Verdu, Tse, and others from the late 1990s through early 2000s. Before stating the result, we recall that for a symmetric matrix A ∈ R p×p , we define its spectral distribution as
. . , p are the eigenvalues of A. Theorem 1. Assume the model (2), (3), and assume x ∼ P x is of the form x = Σ 1/2 z, for a random vector z with i.i.d. entries that have zero mean, unit variance, and bounded 4th moment, and a deterministic positive definite matrix Σ. As n, p → ∞, assume that the spectral distribution F Σ converges weakly to a measure H. Then as n, p → ∞, such that p/n → γ < 1, the risk of the least squares estimator (4) satistifies, almost surely,
Proof. Recall the bias and variance results from Lemma 1. We may assume without a loss of generality that X T X is almost surely invertible 1 , therefore Π = 0 and B X (β; β) = 0. In addition, writing X = ZΣ 1/2 ,
where F Z T Z/n is the spectral measure of Z T Z/n. Now apply the Marchenko-Pastur theorem (Marchenko and Pastur, 1967; Silverstein, 1995) , which says that F Z T Z/n converges weakly, almost surely, to the Marchenko-Pastur law F γ (depending only on γ). By the Portmanteau theorem, weak convergence is equivalent to convergence in expectation of all bounded functions h, that are continuous except on a set of zero probability under the limiting measure. Defining h(s) = 1/s · 1{s ≥ a/2}, where a = (1 − √ γ) 2 , it follows that as n, p → ∞, almost surely,
Notice we have left the indicator out of the integral on the right-hand side, as the support of the Marchenko-Pastur law
By the Bai-Yin theorem (Bai and Yin, 1993) , the smallest eigenvalue of Z T Z/n is almost surely larger than a/2 for sufficiently large n, therefore the last display implies as n, p → ∞, almost surely,
It remains to compute the right-hand side above. This can be done in various ways. One approach is to recognize the right-hand side as the evaluation of the Stieltjes transform m(z) of Marchenko-Pastur law at z = 0. Fortunately, this has an explicit form (e.g., Lemma 3.11 in Bai and Silverstein 2010) , for real z > 0:
Since the limit as z → 0 + is indeterminate, we can use l'Hopital's rule to calculate:
Plugging this into (6) completes the proof.
Limiting 2 norm
Using the same asymptotic setup as Theorem 1, it is straightforward to compute the limiting (expected, squared) 2 norm of the min-norm least squares estimator, for both γ < 1 and γ > 1. (The asymptotic risk when γ > 1 is a more difficult calculation, and is the focus of the next two sections.)
Theorem 2. Assume the conditions of Theorem 1. Also assume that β 2 2 = r 2 for all n, p. Then as n, p → ∞, such that p/n → γ, the squared 2 norm of the min-norm least squares estimator (4) satisfies, almost surely,
The first term is just r 2 by assumption; when γ < 1, the limit of the second term was already computed in the proof of Theorem 1; and when γ > 1, it can be computed by using the fact that X T X and XX T have the same eigenvalues, see the proof of Lemma 3.
Isotropic features
For the next two sections, we focus on the limiting risk of the min-norm least squares estimator when γ > 1. In the overparametrized case, an important issue that we face is that of bias: B X (β; β) = β T ΠΣΠβ is generally nonzero, because Π is. We consider two approaches to analyze the limiting bias. We assume throughout that x ∼ P x takes the form x = Σ 1/2 z for a random vector z with i.i.d. entries that have zero mean and unit variance. In the first approach, considered in this section, we assume Σ = I, in which case the limiting bias is seen to depend only on β 2 2 . In the second, considered in Section 4, we allow Σ to be general but place an isotropic prior on β, in which case the limiting bias is seen to depend only on E β 2 2 .
Limiting bias
In the next lemma, we compute the asymptotic bias in for isotropic features, where we will see that it depends only on r 2 = β 2 2 . To give some intuition as to why this is true, consider the special case where X has i.i.d. entries from N (0, 1). By rotational invariance, for any orthogonal U ∈ R p×p , the distribution of X and XU is the same. Thus
Choosing U so that U β = re i , the ith standard basis vector, then averaging over i = 1, . . . , p, yields
As n, p → ∞ with p/n → γ > 1, we see that B X (β; β) → r 2 (1 − 1/γ), almost surely. As the next result shows, this is still true outside of the Gaussian case, provided the features are isotropic. The intuition is that an isotropic feature distribution, with i.i.d. components, will begin to look rotationally invariant in large samples, which is made precise by an isotropic local version of the Marchenko-Pastur theorem from Bloemendal et al. (2014) . The proof of the next result is deferred to Appendix A.1.
Lemma 2. Assume (2), (3), where x ∼ P x has i.i.d. entries with zero mean, unit variance, and bounded 4th moment. Assume that β 2 2 = r 2 for all n, p. Then for the min-norm least squares estimatorβ in (4), as n, p → ∞, such that p/n → γ > 1, its bias satisfies, almost surely,
Limiting variance
The next lemma computes the limiting variance for isotropic features. As in Theorem 1, the calculation is a more or less standard one of random matrix theory (in fact, our proof reduces the calculation to that from Theorem 1).
Lemma 3. Assume (2), (3), where x ∼ P x has i.i.d. entries with zero mean and unit variance. For the min-norm least squares estimatorβ in (4), as n, p → ∞, such that p/n → γ > 1, its variance satisfies, almost surely,
Proof. Recalling the expression for the bias from Lemma 1 (where now Σ = I), we have
. . , n are the nonzero eigenvalues of X T X/n. Let t i = λ i (XX T /p), i = 1, . . . , p denote the eigenvalues of XX T /p. Then we may write s i = (p/n)t i , i = 1, . . . , n, and
where F XX T /p is the spectral measure of XX T /p. Now as n/p → τ = 1/γ < 1, we are back precisely in the setting of Theorem 1, and by the same arguments, we may conclude that almost surely
completing the proof.
Limiting risk
Putting together Lemmas 2 and 3 leads to the following result for isotropic features.
Theorem 3. Assume the model (2), (3), where x ∼ P x has i.i.d. entries with zero mean, unit variance, and bounded 4th moment. Also assume that β 2 2 = r 2 for all n, p. Then for the min-norm least squares estimatorβ in (4), as n, p → ∞, such that p/n → γ > 1, it holds almost surely that
Now write R(γ) for the asymptotic risk of the min-norm least squares estimator, as a function of the aspect ratio γ ∈ (0, ∞). Putting together Theorems 1 and 3, we have in the isotropic case,
On (0, 1), there is no bias, and the variance increases with γ; on (1, ∞), the bias increases with γ, and the variance decreases with γ. Below we discuss some further interesting aspects of this curve. Let SNR = r 2 /σ 2 . Observe that the risk of the null estimatorβ = 0 is r 2 , which we hence call the null risk. The following facts are immediate from the form of the risk curve in (8). See Figure 2 for an accompanying plot when SNR varies from 1 to 5. 1. On (0, 1), the least squares risk R(γ) is better than the null risk if and only if γ < SNR SNR+1 . 2. On (1, ∞), when SNR ≤ 1, the min-norm least squares risk R(γ) is always worse than the null risk. Moreover, it is monotonically decreasing, and approaches the null risk (from above) as γ → ∞.
3. On (1, ∞), when SNR > 1, the min-norm least squares risk R(γ) beats the null risk if and only if γ > SNR SNR−1 . Further, it has a local minimum at γ = √ SNR √ SNR−1 , and approaches the null risk (from below) as γ → ∞.
Correlated features
We broaden the scope of our analysis from the last section, where we examined isotropic features. In this section, we take x ∼ P x to be of the form x = Σ 1/2 z, where z is a random vector with i.i.d. entries that have zero mean and unit variance, and Σ is arbitrary (but still deterministic and positive definite). To make the analysis (i.e, the bias calculation) tractable, we introduce a prior
We consider an integrated or Bayes risk,
where the expectation is over the prior in (9). We have the bias-variance decomposition
.
For the min-norm least squares estimator (4), its Bayes variance is as before, V X (β) = V X (β; β) = (σ 2 /n)tr(Σ + Σ), from Lemma (1) (because, as we can see, V X (β; β) does not actually depend on β). Its Bayes bias is computed next.
Bayes bias
With the prior (9) in place (in which, note, r 2 = E β 2 2 ), we have the following result for the Bayes bias Lemma 4. Under the prior (9), and data model (2), (3), the min-norm least squares estimator (4) has Bayes bias
Proof. Using trace rotation, we can rewrite the bias as B X (β; β) = tr(ββ T ΠΣΠ). Taking an expectation over β, and using trace rotation again, gives E[B X (β; β)] = (r 2 /p)tr(ΠΣ), which is the desired result.
Limiting risk
We compute the asymptotic risk for a general feature covariance Σ. Before stating the result, we recall that for a measure G supported on [0, ∞), we define its Stieltjes transform m G , any z ∈ C \ supp(G), by
The proof of the next result is found in Appendix A.2. The main work for calculating for the asymptotic risk here was in fact already done by Dobriban and Wager (2018) (who in turn used a key result on trace functionals involvingΣ, Σ from Ledoit and Peche 2011): these authors studied the asymptotic risk of ridge regression for general Σ, and the next result for min-norm least squares can be obtained by taking a limit in their result as the ridge parameter λ tends to zero (though some care is required in exchanging limits as n, p → ∞ and λ → 0 + ).
Theorem 4. Assume the prior (9), and data model (2), (3). Assume x ∼ P x is of the form x = Σ 1/2 z, for a random vector z with i.i.d. entries that have zero mean, unit variance, and bounded 12th moment, and a deterministic positive definite matrix Σ, with 0 < c ≤ λ min (Σ) ≤ λ max (Σ) ≤ C, for all n, p and constants c, C (where λ min (Σ), λ max (Σ) denote the smallest and largest eigenvalues of Σ, respectively). As n, p → ∞, assume that F Σ converges weakly to a measure H. For the min-norm least squares estimator (4), as n, p → ∞, with p/n → γ > 1, we have almost surely
where we abbreviate v = v F H,γ , the companion Stieltjes transform of the empirical spectral distribution F H,γ given by the Marchenko-Pastur theorem, and we write v for its derivative. Also, we write v(0) to denote v(0) = lim z→0 + v(−z), and likewise v (0) = lim z→0 + v (−z), which exist under our assumptions above.
It is not always possible to analytically evaluate v(0) or v (0). But when Σ = I, the companion Stieltjes transform is available in closed-form (41), and a tedious but straightforward calculation, deferred to Appendix A.3, shows that the asymptotic risk from Theorem 4 reduces to that from Theorem 3 (as it should). The next subsection generalizes this Σ = I result, by looking at covariance matrices with constant off-diagonals.
Equicorrelated features
As a corollary to Theorem 4, we consider a ρ-equicorrelation structure for Σ, for a constant ρ ∈ [0, 1), meaning that Σ ii = 1 for all i, and Σ ij = ρ for all i = j. Interestingly, we recover the same asymptotic form for the variance as in the Σ = I case, but the bias is affected-in fact, helped-by the presence of correlation. In the proof, deferred to Appendix A.4, we leverage the Silverstein equation (Silverstein, 1995) to derive an explicit form for the companion Stieltjes transform when Σ has ρ-equicorrelation structure (by relating it to the transform when Σ = I).
Corollary 1. Assume the conditions of Theorem 4, and moreover, assume Σ has ρ-equicorrelation structure for all n, p, and some ρ ∈ [0, 1). Then as n, p → ∞, with p/n → γ > 1, we have almost surely
Figure 9, deferred until Appendix A.5, displays asymptotic risk curves when Σ has equicorrelation structure, as ρ varies from 0 to 0.75. This same section in the appendix details the computation of the asymptotic risk when we have a ρ-autoregressive structure for Σ, for a constant ρ ∈ [0, 1), meaning that Σ ij = ρ |i−j| for all i, j. Figure 10 , also in Appendix A.5, displays the asymptotic risk curves in the autoregressive case, as ρ varies from 0 to 0.75.
We make one further point. Inspection of the asymptotic bias and variance curves individually (rather than the risk as a whole) reveals that in the autoregressive setting, both the bias and the variance depend on the correlation structure (cf. the equicorrelation setting in Corollary 1, where only the bias did). Figure 11 , in Appendix A.5, shows that the bias improves as ρ increases, and the variance worsens with as ρ increases.
Misspecified model
In this section, we consider a misspecified model, in which the regression function is still linear, but we observe only a subset of the features. Such a setting is more closely aligned with practical interest in interpolation: in many problems, we do not know the form of the regression function, and we generate features in order to improve our approximation capacity. Increasing the number of features past the point of interpolation (increasing γ past 1) can now decrease both bias and variance (i.e., not just the variance, as in the well-specified setting considered previously).
As such, the misspecified model setting also yields more interesting asymptotic comparisons between the γ < 1 and γ > 1 regimes. Recall that in Section 3.3, assuming isotropic features, we showed that when SNR > 1 the asymptotic risk can have a local minimum on (1, ∞). Of course, the risk function in (8) is globally minimized at γ = 0, which is a consequence of the fact that, in previous sections, we were assuming a well-specified linear model (3) at each γ, and trivially at γ = 0 there is no bias and no variance, and hence no risk. In a misspecified model, we will see that the story can be quite different, and the asymptotic risk can actually attain its global minimum on (1, ∞).
Data model and risk
Consider, instead of (2), (3), a data model
where as before the random draws across i = 1, . . . , n are independent. Here, we partition the features according to
We collect the features in a block matrix [ X W ] ∈ R n×(p+d) (which has rows (x i , w i ) ∈ R p+d , i = 1, . . . , n). We presume that X is observed but W is unobserved, and focus on the min-norm least squares estimator exactly as before in (4), from the regression of y on X (not the full feature matrix [ X W ]). Given a test point (x 0 , w 0 ) ∼ P x,w , and an estimatorβ (fit using X, y only, and not W ), we define its out-of-sample prediction risk as
Note that this definition is conditional on X, and we are integrating over the randomness not only in (the training errors), but in the unobserved features W , as well. The next lemma decomposes this notion of risk in a useful way.
Lemma 5. Under the misspecified model (10), (11), for any estimatorβ, we have
Proof. Simply add an subtract E(y 0 |x 0 ) inside the square in the definition of R X (β; β, θ), then expand, and note that the cross term can be written, conditional on x 0 , as
The first term R * X (β; β, θ) in the decomposition in Lemma 5 is the precisely the risk that we studied previously in the well-specified case, except that the response distribution has changed (due to the presence of the middle term in (11)). We call the second term M (β, θ) in Lemma 5 the misspecification bias. In general, computing R * X (β; β, θ) and M (β, θ) in finite-sample can be very difficult, owing to the potential complexities created by the middle term in (11). However, in some special cases-for example, when the observed and unobserved features are independent, or jointly Gaussian-we can precisely characterize the contribution of the middle term in (11) to the overall response distribution, and can then essentially leverage our previous results to characterize risk in the misspecified model setting. In what follows, we restrict our attention to the independence setting, for simplicity.
Isotropic features
When the observed and unobserved features are independent, P x,w = P x × P w , the middle term in (11) only adds a constant to the variance, and the analysis of R * X (β; β, θ) and M (β, θ) becomes tractable. Here, we make the additional simplifying assumption that (x, w) ∼ P x,w has i.i.d. entries with unit variance, which implies that Σ = I. (The case of independent features but general covariances Σ x , Σ w is similar, and we omit the details.) Therefore, we may write the response distribution in (11) as
. . , n, where δ i is independent of x i , having mean zero and variance σ 2 + θ 2 2 , for i = 1, . . . , n. Denote the total signal by r 2 = β 2 2 + θ 2 2 , and the fraction of the signal captured by the observed features by κ = β 2 2 /r 2 . Then R * X (β; β, θ) behaves exactly as we computed previously, for isotropic features in the well-specified setting (Theorem 1 for γ < 1, and Theorem 3 for γ > 1), after we make the substitutions:
Furthermore, we can easily calculate the misspecification bias:
. Putting these results together leads to the next conclusion.
Theorem 5. Assume the misspecified model (10), (11), and assume (x, w) ∼ P x,w has i.i.d. entries with zero mean, unit variance, and bounded 4th moment. Also assume that β 2 2 + θ 2 2 = r 2 and β 2 2 /r 2 = κ for all n, p. Then for the min-norm least squares estimatorβ in (4), as n, p → ∞, with p/n → γ, it holds almost surely that
We remark that, in the independence setting considered in Theorem 5, the dimension d of the unobserved feature space does not play any role, and the result only depends on the unobserved features via κ. Therefore, we may equally well take d = ∞ for all n, p (i.e., infinitely many unobserved features).
The components of the limiting risk from Theorem 5 are intuitive and can be interpreted as follows. The first term r 2 (1 − κ) is the misspecification bias (irreducible). The second term, which we deem as 0 for γ < 1 and r 2 κ(1 − 1/γ) for γ > 1, is the bias. The third term, r 2 (1 − κ)γ/(1 − γ) for γ < 1 and r 2 (1 − κ)/(γ − 1) for γ > 1, is what we call the misspecification variance: the inflation in variance due to unobserved features, when we take E(y 0 |x 0 ) to be the target of estimation. The last term, σ 2 γ/(1 − γ) for γ < 1 and σ 2 /(γ − 1) for γ > 1, is the variance itself.
Polynomial approximation bias
Since adding features should generally improve our approximation capacity, it is reasonable to model κ = κ(γ) as a decreasing function of γ. To get an idea of the possible shapes taken by the asymptotic risk curve from Theorem 5, we can inspect different regimes for the approximation bias, i.e., the rate at which 1 − κ(γ) → 0 as γ → ∞. For example, we may consider a polynomial decay for the approximation bias,
for some a > 0. In this case, the limiting risk in the isotropic setting, from Theorem 5, becomes
Compare (14) to the well-specified asymptotic risk (8). By taking a → ∞ in (14), we recover (8). But for small a > 0, the misspecified risk curve (14) can have some very different and interesting features. The next points summarize, and Figures 3 and 4 give accompanying plots are given in when SNR = 1 and 5, respectively. Recall that the null risk is r 2 , which comes from predicting with the null estimatorβ = 0.
1. On (0, 1), the least squares risk R a (γ) can only be better than the null risk if a > 1 + 1 SNR . Further, in this case, we have R a (γ) < r 2 if and only if γ < γ 0 , where γ 0 is the unique root of the polynomial (1 + x) −a + 1 + 1 SNR
x − 1 that lies in (0, SNR SNR+1 ). Finally, on ( SNR SNR+1 , 1), the least squares risk R a (γ) is always worse than the null risk, regardless of a > 0, and it is monotonically increasing.
On
(1, ∞), when SNR ≤ 1, the min-norm least squares risk R a (γ) is always worse than the null risk. Moreover, it is monotonically decreasing, and approaches the null risk (from above) as γ → ∞. (1, ∞) , when SNR > 1, the min-norm least squares risk R a (γ) can be better than the null risk for any a > 0, and in particular we have R a (γ) < r 2 if and only if γ < γ 0 , where γ 0 is the unique root of the polynomial
x that lies in ( SNR SNR−1 , ∞). Indeed, on (1, SNR SNR−1 ), the min-norm least squares risk R a (γ) is always worse than the null risk (regardless of a > 0), and it is monotonically decreasing. 4. When SNR > 1, for small enough a > 0, the global minimum of the min-norm least squares risk R a (γ) occurs after γ = 1. A sufficient but not necessary condition is a ≤ 1 + 1 SNR (because, from points 1 and 3 above, we see that in this case R a (γ) is always worse than null risk for γ < 1, but will be better than the null risk at some γ > 1). (14) for the min-norm least squares estimator in the misspecified case, when the approximation bias has polynomial decay as in (13), as a varies from 0.5 to 5. Here r 2 = 1 and σ 2 = 1, so SNR = 1. The null risk r 2 = 5 is marked as a dotted black line. The points denote finite-sample risks, with n = 200, p = [γn], across various values of γ, computed from features X having i.i.d. N (0, 1) entries. (14) for the min-norm least squares estimator in the misspecified case, when the approximation bias has polynomial decay as in (13), as a varies from 0.5 to 5. Here r 2 = 5 and σ 2 = 1, so SNR = 5. The null risk r 2 = 5 is marked as a dotted black line. The points are again finite-sample risks, with n = 200, p = [γn], across various values of γ.
We compare the limiting risks of min-norm least squares and ridge regression. For the case of isotropic features, the limiting risk of ridge regression is yet again a well-known calculation in random matrix theory, and can be found in Chapter 4 of Tulino and Verdu (2004) ; see also Dicker (2016) . A risk comparison for the case of correlated features is also possible, where we would rely on Dobriban and Wager (2018) for the ridge results, but we focus on the isotropic case for simplicity. We state the next result without proof, since the proof closely follows that of Theorem 6 for the well-specified part, and Theorem 5 for the misspecified part. Very similar (though not identical) results can be found in Dicker (2016); Dobriban and Wager (2018) , for the well-specified part.
Theorem 6. Assume the conditions of Theorem 3 (well-specified model). Then for each λ > 0, as n, p → ∞, such that p/n → γ ∈ (0, ∞), the ridge regression estimator (5) satisfies, almost surely,
where F γ is the Marchenko-Pastur law, and α = r 2 /(σ 2 γ). The limiting risk can be alternatively written as
where we abbreviate m = m Fγ for the Stieltjes transform of the Marchenko-Pastur law F γ . Furthermore, the limiting ridge risk is minimized at λ * = 1/α, in which case the optimal limiting risk can be written explicitly as
where we have used the closed-form for the Stieltjes transform of the Marchenko-Pastur law, see (7).
Finally, under the conditions of Theorem 5 (misspecified model), the limiting risk of ridge regression is as in the first two displays, and the optimal limiting risk is as in the third, after we make the substitutions in (12) and add r 2 (1 − κ), to each expression.
Figures 5 and 6 compare the risk curves of min-norm least squares to those from optimally-tuned ridge regression, in the well-specified and misspecified settings, respectively. There are two important points to make. The first is that optimally-tuned ridge regression is seen to have strictly better asymptotic risk throughout, regardless of r 2 , γ, κ. This should not be a surprise, as by definition optimal tuning should yield better risk than min-norm least squares, which is the special case given by λ → 0 + . Furthermore, optimally-tuned ridge regression will have better asymptotic risk in this setting than any linear estimator, which can be argued as follows. We consider the well-specified case, without a loss of generality (since the misspecified case can be transformed to the well-specified case after a suitable change of problem parameters, as explained in Section 5.2). The asymptotic risk of any linear estimator (assumed to be well-defined under the Marchenko-Pastur asymptotics model), when β 2 2 = r 2 for all n, p, is the same as the asymptotic Bayes risk when β is drawn from a spherical prior as in (9) for all n, p. Now specialize to the the case of a normal-normal pair for the likelihood and prior, where optimally-tuned ridge regression is the (unique) Bayes estimator, so it has Bayes risk better than all other estimators, including linear ones. As this holds for all n, p, it must also hold in the limit as n, p → ∞.
The second point is that, in the misspecified case, the limiting risk of optimally-tuned ridge regression appears to have a minimum around γ = 1, and this occurs closer and closer to γ = 1 as SNR grows. This behavior is interesting, especially because it is completely antipodal to that of the min-norm least squares risk, and leads us to very different suggestions for practical useage of feature generators like neural networks: in settings where we apply substantial 2 regularization (say, using CV-tuning to mimic optimal-tuning), it seems we want the complexity of the feature space to put us as close to the interpolation boundary (γ = 1) as possible.
Nonlinear model
We consider a nonlinear model for the features, which, as described in the introduction, is motivated by the linearized approximation (1) to neural networks. We observe data as in (2), (3), but now x i = ϕ(W z i ) ∈ R p , where z i ∈ R d has i.i.d. entries from N (0, 1), for i = 1, . . . , n. Also, W ∈ R p×d has i.i.d. entries from N (0, 1/d), and ϕ is an activation function acting componentwise. (from Theorem 6) as dashed lines, in the misspecified case, when the approximation bias has polynomial decay as in (13), with a = 2. Here r 2 varies from 1 to 5, and σ 2 = 1. The null risks are marked by the dotted lines.
Limiting variance
The next result characterizes the limiting prediction variance in the nonlinear setting.
Theorem 7. Assume the model (2), (3), where each x i = ϕ(W z i ) ∈ R p , for z i ∈ R d having i.i.d. entries from N (0, 1), W ∈ R p×d having i.i.d. entries from N (0, 1/d) (with W independent of z i ), and for ϕ an activation function that acts componentwise. Assume that E(x 4+c0 ij ) < ∞ for a constant c 0 > 0. Also, for G ∼ N (0, 1), assume the standardization conditions E[ϕ(G)] = 0 and E[ϕ(G) 2 ] = 1, and define
Then for the ridge regression estimatorβ λ in (5), as n, p, d → ∞, such that p/n → γ ∈ (0, ∞), d/n → ψ ∈ (0, ∞), the following ridgeless limits hold almost surely. For γ < 1:
and for γ > 1:
The proof of Theorem 7 is lengthy and will be sketched shortly. We remark that the results that we develop for this proof (in particular, Theorem 8) allow to characterize the limiting prediction variance of the ridge regression estimator β λ for any fixed λ > 0. We defer the details to future work. Figure 7 displays the asymptotic variance curve from Theorem 7 for four different activation functions:
where the constants a 1 , a 2 , b 2 , a 3 , b 3 are chosen to ensure the normalization conditions E[ϕ(G)] = 0, E[ϕ(G) 2 ] = 1, for G ∼ N (0, 1). The figure also shows the prediction variance as computed by simulation. We see that the agreement with the asymptotic limit is excellent.
Pure nonlinearity
A surprisingly simple result is obtained by specializing to the case c 1 = 0, which corresponds to a "purely nonlinear" activation, i.e., an activation that has vanishing projection onto the linear function in L 2 (R, µ G ) (where here and below µ G denotes the standard Gaussian measure).
Corollary 2. Assume the conditions of Theorem 7, and furthermore, assume that c 1 = 0. Then for γ > 1, the variance satisfies, almost surely,
Moreover, under the prior (9), the Bayes bias satisfies, almost surely In other words, Corollary 2 says that if ϕ is purely nonlinear, then the feature matrix X behaves "as if" it has i.i.d. entries, in that the asymptotic bias and variance are exactly as in the isotropic case, Theorem 3. This is true despite the fact that the actual dimension d of the input space can be significantly smaller than the number of features p. Figure 8 compares the asymptotic risk curve from Corollary 2 to that computed by simulation, using an activation function ϕ abs (t) = a(|t|−b), where a = π/(π − 2) and b = π/2 are chosen to ensure the standardization conditions. This activation function is purely nonlinear, i.e., it satisfies E[Gϕ abs (G)] = 0 for G ∼ N (0, 1), by symmetry. Again, the agreement between finite-sample and asymptotic risks is excellent. Notice in particular that, as predicted by the corollary, the risk depends only on p/n and not on d/n.
Proof outline for Theorem 7
Throughout the proof, we will consider a sequence of dimension parameters d, n, p → ∞, satisfying the conditions γ n ≡ p/n → γ and ψ n ≡ d/p → ψ. We shall index elements of such a sequence by n, and it is understood that d = d(n), p = p(n). To reduce notational overhead, we will generally drop the subscripts from γ · , ψ · , since they are clear from the context.
We denote by Q ∈ R p×p the Gram matrix of the weight vectors {w i } i≤n , with diagonal set to zero. Namely Q = (Q ij ) i,j≤p has entries
Let N = p + n and define the symmetric matrix A ∈ R N ×N with the following block structure:
We introduce the following resolvents (as usual, these are defined for (ξ) > 0 and by analytic continuation, whenever possible, for (z) = 0):
(Here and below C −1 ij ≡ (C −1 ) ij , and Tr S (C) ≡ i∈S C ii .) The equalities above follow by invariance of the distribution of A under permutations of [1, p] and [p + 1, p + n]. Whenever clear from the context, we will omit the arguments and write m 1,n = m 1,n (ξ, s, t), m 2,n = m 2,n (ξ, s, t).
The next theorem characterizes the asymptotics of m 1,n , m 2,n .
Theorem 8. Consider (ξ) > 0 or (ξ) = 0, (ξ) < 0, with s ≥ t ≥ 0. Let m 1 and m 2 solve the following fourth degree equations
Further m 1 , m 2 are uniquely determined by the condition of being analytic functions for (z) > 0, and being the unique solution of these equations with |m 1 (z, s, t)|, |m 1 (z, s, t)|, ≤ 1/ (z) for (z) > C (with C a sufficiently large constant). Then, in the proportional asymptotics d, n, p → ∞, we have (almost surely and in L 1 ) lim d,n,p→∞ M 1,n (ξ, s, t) = m 1 (ξ, s, t) ,
lim d,n,p→∞ M 2,n (ξ, s, t) = m 2 (ξ, s, t) .
The proof of this Theorem is deferred to Appendix B.1. As a corollary, we obtain the asymptotic Stieltjes transform of the eigenvalue distribution of Σ X . This confirms a result previously obtained by Pennington and Worah (2017) . We define
Corollary 3. Assume (z) > 0. Then S n (z) → s(z) almost surely and in L 1 , where s(z) is a nonrandom function defined uniquely by the following conditions: (i) z → s(z) is analytic for (z) > 0; (ii) For (z) > C a large enough constant (and (z 2 ) > 0), s(z 2 ) is the unique solution of the following set of equations, such that |s(z 2 )| < 1/ (z 2 ):
In particular, for c 1 = 0, s(z) = s M P (z) coincides with the Stieltjes transform for the Marchenko-Pastur distribution
We refer to Appendix B.3 for a proof of this corollary. The next lemma connects the above resolvents to the variance of min-norm regression.
Lemma 6. Let m 1 , m 2 be the asymptotic resolvents given in Theorem 8, and define
Then, for γ = 1, the following Taylor-Laurent expansion holds around ξ = 0:
with D j = D j (γ, ψ, c 1 ). Further, the following limit holds almost surely lim λ→0 lim d,n,p→∞
The proof of this lemma can be found in Appendix B.2. Theorem 7 follows by evaluating the formula of Lemma 6, by using the result of Theorem 8. We refer to Appendix B.4 for an outline.
We can apply this to A = X/ √ n, and rewrite the bias as
where in the second line we added and subtracted zI toΣ and simplified. For any z > 0 sufficiently small, Theorem 2.5 of Bloemendal et al. (2014) shows that for any δ > 0 and D > 0, there exists n 0 , p 0 such that for all n ≥ n 0 , p ≥ p 0 ,
where m denotes the Stieltjes transform of the Marchenko-Pastur law F γ . Two short remarks are in order. First, we are applying Theorem 2.5 of Bloemendal et al. (2014) to a case in which the argument to the resolvent functional has zero imaginary part; see Remark 2.7 in the paper by these authors. Second, their Theorem 2.5 explicitly requires x ∼ P x to have finite moments of all orders, but a simple truncation argument can be used to show that it suffices to have a finite 4th moment. Setting say = 0.5 and D = 2, the last display combined with the Borel-Cantelli lemma implies, as n, p → ∞, almost surely
where λ max (Σ) and λ + min (Σ) denote the largest and smallest nonzero eigenvalues, respectively, ofΣ, and the second inequality holds almost surely for large enough n, by the Bai-Yin theorem (Bai and Yin, 1993) . As its derivatives are bounded, the sequence f n , n = 1, 2, 3, . . . is equicontinuous, and by the Arzela-Ascoli theorem, we deduce that f n converges uniformly to its limit. By the Moore-Osgood theorem, we can exchange limits (as n, p → ∞ and z → 0 + ) and conclude from (33), (34) that as n, p → ∞, almost surely,
Finally, relying on the fact that the Stieltjes transform of the Marchenko-Pastur law has the explicit form in (7), we can compute the above limit:
A.2 Proof of Theorem 4
The asymptotic risk as stated in the theorem can be obtained by taking a limit as the ridge tuning parameter λ tends to zero in Theorem 2.1 in Dobriban and Wager (2018) . But some care must be taken in exchanging limits (as n, p → ∞ and λ → 0 + ) in order to formally conclude a limiting result for min-norm least squares. In what follows, we essentially reproduce the arguments of Dobriban and Wager (2018) , just because the way we decompose terms allows us to more easily manage the exchange of limits in the end. First we give a few notes on conditions. The assumption on finite 12th moments for the entries of z (where recall, x ∼ P x is of the form x = Σ 1/2 z) is needed to invoke a result of Ledoit and Peche 2011 on the convergence of trace functionals involvingΣ, Σ. The assumption of boundedness of λ min (Σ), λ max (Σ) is needed to exchange limits in the calculation of the asymptotic bias and variance. In particular, recalling that we have X = ZΣ 1/2 for a matrix Z with i.i.d. entries, the following facts are helpful:
where the second inequality in both lines holds almost surely for large enough n, by the Bai-Yin theorem (Bai and Yin, 1993) . The assumption of boundedness of λ min (Σ) is also sufficient to prove the existence of the limits v(0), v (0), via (35), which gives us a lower bound on the density dF + H,γ /ds, where F + H,γ is the positive part of the empirical spectral distribution (where the point mass at zero has been removed). Now we analyze the bias from Lemma 4. Applying the key pseudoinverse fact (32), with A = X/ √ n, we have
where in the second line we added and subtracted zI toΣ, and in the third line we expanded and simplified. For each z > 0, by Lemma 2 in Ledoit and Peche (2011) , as n, p → ∞, we have almost surely
where
Recall that we abbreviate v = v F H,γ for the companion Stieltjes transform of the empirical spectral distribution F H,γ given by the Marchenko-Pastur theorem, and we write v for its derivative. Let f n (z) = (1/p)ztr((Σ + zI) −1 Σ), and observe |f n (z)| ≤ λ max (Σ) ≤ C. Also, compute f n (z) = (1/p)tr((Σ + zI) −2Σ Σ), and note
where we have used (35), (36), which hold almost surely for large enough n. Boundedness of derivatives implies that f n , n = 1, 2, 3, . . . is equicontinuous, so by the Arzela-Ascoli theorem, it converges uniformly to its limit. Hence, we can take z → 0 + in (37), and by the Moore-Osgood theorem, we can exchange limits (as n, p → ∞ and z → 0 + ) to yield, almost surely
This gives the first part of the final result. Next we work on the variance from Lemma 1. We rewrite this as
In the second line we applied the pseudoinverse fact (32) twice, in the third line we added and subtracted zI toΣ, and in the last we simplified. For fixed z > 0, first trace term in the last line above has an asymptotic limit given by the Ledoit-Peche result. Furthermore, we can recognize the second trace term as the derivative of the first:
As argued in Dobriban and Wager (2018) , the function in question here g n (z) = tr((Σ + zI) −1 Σ) is bounded and analytic, thus we can use Vitali's theorem, which shows as n, p → ∞, almost surely,
Define h n (z) = (1/p)tr((Σ + zI) −2Σ Σ) (which is our earlier, more compact representation for the left-hand side above). Since g n = f n , we already have a uniform upper bound for |g n (z)|, as computed previously. Moreover, we compute g n (z) = −(2/p)tr((Σ + zI) −3Σ Σ), and
where we have again used (35), (36), which hold almost surely for sufficiently enough n. As before, boundedness of derivatives means that f n , n = 1, 2, 3, . . . is equicontinuous, and the Arzela-Ascoli theorem shows that this sequence converges uniformly to its limit. Therefore, we can take z → 0 + in (39), and by the Moore-Osgood theorem, we can exchange limits (as n, p → ∞ and z → 0 + ) to yield, almost surely,
This gives the second part of the final result, and adding together (38), (40) completes the proof.
A.3 Translating Theorem 4 for isotropic features
When Σ = I, the empirical spectral distribution is denoted F γ and called Marchenko-Pastur law. Recall that this has a closed-form Stieltjes transform, given in (7). A short calculation therefore leads to
The limit of v(−z) as z → 0 + is indeterminate, so we can use l'Hopital's rule to find
As the limit of v (−z) as z → 0 + is again indeterminate, we apply l'Hopital's rule once more, yielding
Finally, plugging (42) and (43) into the asymptotic risk expression from Theorem 4 gives
exactly as in Theorem 3, as claimed.
A.4 Proof of Corollary 1
Let H ρ denote the weak limit of F Σ , when Σ has ρ-equicorrelation structure for all n, p. A short calculation shows that such a matrix Σ has one eigenvalue value equal to 1 + (p − 1)ρ, and p − 1 eigenvalues equal to 1 − ρ. Thus the weak limit of its spectral measure is simply H ρ = 1 [1−ρ,∞) , i.e., dH ρ = δ 1−ρ , a point mass at 1 − ρ of probability one. We remark that the present case, strictly speaking, breaks the conditions that we assume in Theorem 4, because λ max (Σ) = 1 + (p − 1)ρ clearly diverges with p. However, by decomposing Σ = (1 − ρ)I + ρ11 T (where 1 denotes the vector of all 1s), and correspondingly decomposing the functions f n , g n , h n defined in the proof of Theorem 4, to handle the rank one part ρ11 T properly, we can ensure the appropriate boundedness conditions. Thus, the result in the theorem still holds when Σ has ρ-equicorrelation structure. Now denote by v ρ the companion Stieltjes transform of the empirical spectral distribution F Hρ,γ , to emphasize its dependence on ρ. Recall the Silverstein equation (44), which for the equicorrelation case, as dH ρ = δ 1−ρ , becomes
or equivalently,
We can hence recognize the relationship
where v 0 is the companion Stieltjes transform in the Σ = I case, the object of study in Appendix A.3. From the results for v 0 from (42) and (43), invoking the relationship in the above display, we have
Plugging these into the asymptotic risk expression from Theorem 4 gives
as claimed.
A.5 Autoregressive features
We consider a ρ-autoregressive structure for Σ, for a constant ρ ∈ [0, 1), meaning that Σ ij = ρ |i−j| for all i, j. In this case, it is not clear that a closed-form exists for v(0) or v (0). However, we can compute these numerically. In fact, the strategy we describe below applies to any situation in which we are able to perform numerical integration against dH, where H is the weak limit of the spectral measure F Σ of Σ.
The critical relationship that we use is the Silverstein equation (Silverstein, 1995) , which relates the companion
Taking
Therefore, we can use a simple univariate root-finding algorithm (like the bisection method) to solve for v(0) in (45).
With v(0) computed, we can compute v (0) by first differentiating (44) with respect to z (see Dobriban 2015) , and then taking z → 0 + , to yield
When Σ is of ρ-autoregressive form, it is known to have eigenvalues (Trench, 1999) :
This allows us to efficiently approximate an integral with respect to dH (e.g., by taking each θ i to be in the midpoint of its interval given above), solve for v(0) in (45), v (0) in (46), and evaluate the asymptotic risk as per Theorem 4. Figure 10 shows the results from using such a numerical scheme to evaluate the asymptotic risk, as ρ varies from 0 to 0.75.
B Proof for the nonlinear model B.1 Proof of Theorem 8
The proof follows the approach developed by Cheng and Singer (2013) to determine the asymptotic spectral measure of symmetric kernel random matrices. The latter is in turn inspired to the classical resolvent proof of the semicircle law for Wigner matrices, see Anderson et al. (2009) . The present calculation is somewhat longer because of the block structure of the matrix A, but does not present technical difficulties. We will therefore provide a proof outline, referring to Cheng and Singer (2013) for further detail.
Let µ d be the distribution of w, x when w ∼ N (0, I d /d), x ∼ N (0, I d ). By the central limit theorem µ d converges weakly to µ G (the standard Gaussian measure) as d → ∞. Further E{f ( w, x )} → f (z) µ G (dz) for any continuous function f , with |f (z)| ≤ C(1 + |z| C ) for some constan C. As shown in Cheng and Singer (2013) , we can construct the following orthogonal decomposition of the activation function ϕ in L 2 (R, µ d ):
This decomposition satisfies the following properties:
1. As mentioned, it is an orthogonal decomposition: xϕ ⊥ (x) µ d (dx) = 0. Further, by symmetry and the normalization assumption, x µ d (dx) = ϕ ⊥ (x) µ d (dx) = 0.
2. a 2 1,d → c 1 as d → ∞.
Finally, recall the following definitions for the random resolvents:
In the next section, we will summarize some basic facts about the resolvent m 1,n , m 2,n and their analyticity, and some concentration properties of M 1,n , M 2,n . We will then derive Eqs. (21) and (22). Thanks to the analyticity properties, we will assume throughout these derivations (ξ) ≥ C for C a large enough constant. Also, we will assume γ, ψ, ϕ to be fixed throughout, and will not explicitly point out the dependence with respect to these arguments.
B.1.1 Preliminaries
The functions m 1,n , m 2,n are Stieltjes transform of suitably defined probability measures on R, and therefore enjoy some important properties.
Lemma 7. Let C + = {z :
(z) > 0} be the upper half of the complex plane. The functions ξ → m 1,n (ξ), ξ → m 2,n (ξ) have the following properties:
(a) ξ ∈ C + , then |m 1,n |, |m 2,n | ≤ 1/ (ξ). Autoregressive bias γ Biasρ = 0 ρ = 0.25 ρ = 0.5 ρ = 0.75 0.1 0. 2 (b) m 1,n , m 2,n are analytic on C + and map C + into C + .
(c)
Let Ω ⊆ C + be a set with an accumulation point. If m a,n (ξ) → m a (ξ) for all ξ ∈ Ω, then m a (ξ) has a unique analytic continuation to C + and m a,n (ξ) → m a (ξ) for all ξ ∈ C + .
Proof. Consider, to be definite m 1,n . Denoting by (λ i ) i≤N , (v i ) i≤N , the eigenvalues and eigenvectors of A(n), we have
Where we defined the probability measure
Properties (a)-(c) are then standard consequences of m 1,n being a Stieltjes transform (see, for instance, Anderson et al.
) Lemma 8. Let W ∈ R N ×N be a symmetric positive-semidefinite matrix W 0, and denote by w i its i-th column, with the i-th entry set to 0. Let W (i) ≡ W − w i e T i − e i w T i , where e i is the i-th element of the canonical basis (in other words, W (i) is obtained from W by zeroing all elements in the i-th row and column except on the diagonal). Finally, let ξ ∈ C with (ξ) ≥ ξ 0 > 0 or (ξ) = 0 and (ξ) ≤ −ξ 0 < 0.
Then
Proof. Without loss of generality, we will assume i = N , and write
and R (N ) , rho (N ) the same quantities when W is replaced by W (N ) . Then, by Schur complement formula, it is immediate to get the formulae
Then, using the bounds given above,
Next consider ∆ S0 . Notice that
We will distinguish two cases.
Denoting by {λ i } i≤N the eigenvalues ofW * , we thus get
SinceW * is a rank-one deformation of W * , the eigenvaluesλ i interlace the λ i 's. Since both sets of eigenvalues are nonnegative, the difference above is upper bounded by the total variation of the function x → (x − ξ) −1 on R ≥0 which is equal to 1/ξ 0 . We thus get
Case II: ξ ∈ C, (ξ) ≥ ξ 0 > 0. Let P S0 : R N −1 × R N −1 the projector which zeroes the coordinates outside S 0 (i.e. P S0 = i∈S0 e i e T i ). Denote by (λ i , v i ) the eigenpairs of W * . Using Eq. (58), we get
Further
which implies that Eq. (62) also holds in this case. Using Eqs. (56) and (62) yields the desired claim.
Lemma 9. If (ξ) ≥ ξ 0 > 0, or (ξ) ≤ −ξ 0 < 0, with s ≥ t ≥ 0. Then there exists c 0 = c 0 (ξ 0 ) such that, for i ∈ {1, 2},
In particular, for (ξ) > 0, or (ξ) < 0, then |M i,n (ξ, s, t) − m i,n (ξ, s, t)| → 0 almost surely.
Proof. The proof is completely analogous to (Cheng and Singer, 2013, Lemma 2.4) , except that we use Azuma-Hoeffding instead of Burkholder's inequality. Consider M 1,n (ξ) (we omit the arguments s, t for the sake of simplicity). We construct the martingale
By Lemma 8 Z has bounded differences |Z − Z −1 | ≤ 3/ξ 0 , whence the claim (72) follows. The almost sure convergence of |M i,n (ξ, s, t) − m i,n (ξ, s, t)| → 0 is implied by Borel-Cantelli.
Lemma 10. Let F : C 2 → C 2 be the mapping (m 1 , m 2 ) → F (m 1 , m 2 ) defined by the right-hand side of Eqs. (22), (21), namely
Define D(r) = {z : |z| < r} to be the disk of radius r in the complex plane. Then, there exists r 0 > 0 such that, for any r, δ > 0 there exists ξ 0 = ξ 0 (s, t, r, δ) > 0 such that, if (ξ) > ξ 0 , then F maps D(r 0 ) × D(r 0 ) into D(r) × D(r) and further is Lipschitz continuous, with Lipschitz constant at most δ on that domain. In particular Eqs. (22), (21) admit a unique solution with |m 1 |, |m 2 | < r 0 for ξ > ξ 0 .
Proof. Setting m ≡ (m 1 , m 2 ), we note that F (m) = (−ξ + G(m)) −1 , where m → G(m) is L-Lipschitz continuous in a neighborhood of of 0, D(r 0 ) × D(r 0 ), with G(0) = (s, 0). We therefore have, for |m i | ≤ r 0 ,
whence |F i (m)| < r by taking ξ 0 large enough. Analogously
Again, the claim follows by taking ξ 0 large enough.
The next lemma allow to restrict ourselves to cases in which ϕ is polynomial with degree independent of n.
Lemma 11. Let ϕ A , ϕ B be two activation functions, and denote by m A 1,n , m A 2,n , m B 1,n , m B 2,n , denote the corresponding resolvents as defined above. Assume ξ to be such that either ξ ∈ R, ξ ≤ −ξ 0 < 0, or (ξ) ≥ ξ 0 > 0. Then there exists a constant C(ξ 0 ) such that, for all n large enough
Proof. The proof is essentially the same as for Lemma 4.4 in Cheng and Singer (2013) .
Lemma 12. Let m 1,n,p (ξ) and m 2,n,p (ξ) be the resolvent defined above where we made explicit the dependence upon the dimensions n, p. Assume ξ to be such that either ξ ∈ R, ξ ≤ −ξ 0 < 0, or (ξ) ≥ ξ 0 > 0. Then, there exist C = C(ξ 0 ) < ∞ such that m 1,n,p (ξ) − m 1,n−1,p (ξ) + m 1,n,p (ξ) − m 1,n,p−1 (ξ) ≤ C n ,
m 2,n,p (ξ) − m 2,n−1,p (ξ) + m 2,n,p (ξ) − m 2,n,p−1 (ξ) ≤ C n .
(Here d is understood to be the same in each case.)
Proof. This follows immediately from Lemma 8. Denote, with a slight abuse of notation, by A(n, p) the matrix in Eq. (16). Consider for instance the difference
where A * (n, p) is obtained from A(n, p) by zero-ing the last row and column. Lemma 8 then implied |m 1,n,p (ξ) − m 1,n,p−1 (ξ)| ≤ 3/ξ 0 . The other terms are treated analogously.
B.1.2 Derivation of Eqs. (21)
Throughout this appendix, we will assume (ξ) ≥ C a large enough constant. This is sufficient by Lemma 7.(c). Also, we can restrict ourselves to ϕ a fixed finite polynomial (independent of n). This is again sufficient by Lemma 11 (polynomials are dense in L 2 (R, µ G )).
We denote by A, m ∈ R N −1 the m-th column of A, with the m-th entry removed. By the Schur complement formula, we have
where A * ∈ R (N −1)×(N −1) is the submatrix comprising the first N − 1 rows and columns of A.
We let η a denote the projection of w a along z n , and byw a the orthogonal component. Namely we write
where w a , z n = 0. We further let X * ∈ R (n−1)×p denote the submatrix of X obtained by removing the last row. With these notations, we have
and
We next decompose
We therefore get
It is possible to show that E op ≤ ε n ≡ (log n) M /n 1/2 with probability at least 1 − O(n −1 ), where M is an absolute constant (this can be done as in Section 4.3, Step 2 of Cheng and Singer (2013) , using intermediate value theorem). Further ∆ is a rank-2 matrix that can be written as ∆ = U CU T , where U ∈ R (N −1)×2 and C ∈ R 2×2 are given by
Using Eq. (84), and Woodbury's formula, we get (writing for simplicity v = A ·,n+p
Note that, conditional on z n n , v is independent ofÃ * and has independent entries. Further its entries are independent with nE{v 2
By a concentration of measure argument (see, e.g., (Tao, 2012, Section 2.4 .3)), the same statement also holds with high probability
We next consider v T (Ã * − ξI N −1 ) −1 U . We decompose
Notice, that conditional on z n , the pairs {(v 1,i , v 2,i )} i≤p are mutually independent. Further nE{v 1,i v 2,i | z n } = E{a 1,d Gϕ ⊥ (G)} + O(ε n ) = O(ε n ). Finally, again conditionally on z n , η and u are independent. Therefore
By a concentration of measure argument, we also have
We next consider U T (Ã * − ξI N −1 ) −1 U . Since η and u are independent (and independent ofÃ * ) and zero mean, with dE{η 2 a } = 1, nE{u 2 j } = 1 + O(ε n ), we have
As in the previous case, this estimate also holds for U T (Ã * −ξI N −1 ) −1 U (not just its expectation) with high probability.
Substituting this in Eq. (100), we get
By using this together with Eqs. (104) and (109), we get
B.1.3 Derivation of Eqs. (22)
The derivation si analogous to the one in the previous section (notice that we will redefine some of the notations used in the last section), and hence we will only outline the main steps. Let A, m ∈ R N −1 be the m-th column of A, with the m-th entry removed, and B * ∈ R (N −1)×(N −1) be the submatrix obtained by removing the p-th column and p-th row from A. By the Schur complement formula, we have
where A * ∈ R (N −1)×(N −1) is the submatrix comprising the first N − 1 rows and columns of A. We decompose w a , 1 ≤ a ≤ p − 1, and z i , 1 ≤ i ≤ n into their components along w p , and the orthogonal complement:
where w a , w p = z i , w p = 0 (the factor √ n in the second expression is introduced for future convenience). With these notations, we have
We next decompose B * as follows
where we defined matrices Q * ,X, E 0 , E 1 with the following entries:
As in the previous section, it can be shown that E op ≤ ε n ≡ (log n) c / √ n (with c an absolute constant), and therefore Eq. (112) yields
Note that ∆ = U CU T , where U ∈ R (N −1)×2 and C ∈ R 2×2 take the same form as in Eq. (99). Hence, by Woodbury's formula and recalling the notation h = A ·,p w
We then proceed to compute the various terms on the right-hand side. The calculation is very similar to the one in the previous section, and we limit ourselves to reporting the results:
Substituting Eqs. (126) to (129) into Eq. (125), we get m 1,n = −ξ − s − t 2 ψ m 1,n − m 2,n + t 2 ψ −1 m 2 1,n (c 1 m 2,n − t) − 2tc 1 m 1,n m 2,n + c 2 1 m 1,n m 2 2,n
B.1.4 Completing the proof
Let ϕ L be a degree L = L(ε) polynomial such that E{|ϕ(G) − ϕ L (G)| 2 } ≤ ε 2 , for G ∼ N (0, 1). We will denote by m L n = (m L 1,n , m L 2,n ) the corresponding expected resolvents. Consider (ξ) ≥ C 0 a large enough constant. By Eqs. (111), (111), we have
By Lemma 7 and Lemma 10, taking C 0 sufficiently large, we can ensure that m L n ∈ D(r 0 ) × D(r 0 ), and that F maps D(r 0 ) × D(r 0 ) into D(r 0 /2) × D(r 0 /2), with Lipschitz constant at most 1/2. Letting m L denote the unique solution of m L = F (m L ), we have
whence m L n (ξ) → m L (ξ) for all (ξ) > C 0 . Since eps is arbitrary, and using Lemma 11, we get m 1,n (ξ) → m 1 (ξ), m 2,n (ξ) → m 2 (ξ) for all (ξ) > C 0 . By Lemma 7.(c), we have m 1,n (ξ) → m 1 (ξ), m 2,n (ξ) → m 2 (ξ) for all ξ ∈ C + . Finally, by Lemma 9, the almost sure convergence of Eqs. (23), (24) holds as well.
B.2 Proof of Lemma 6
We begin approximating the population covariance Σ = 1 n E{X T X|w} by Σ 0 ≡ I p + c 1 Q ∈ R p×p . Lemma 13. With the above definitions there exists a constant C such that P Σ − Σ 0 F ≥ (log n) C ≥ 1 − e −(log n) 2 /C , ,
Proof. First notice that
where s ij = w i , w j / w i w j . Let ϕ t (x) = α 1 (t)x + ϕ t,⊥ (x) be the orthogonal decomposition of ϕ t in L 2 (R, µ G ), and notice that α 1 (t) = α 1 (1)t, α 1 (1) 2 = c 1 . On the event G = {| w i − 1| ≤ ε n } (with ε n = (log n) c / √ n), we obtain
Therefore, on the same event (for a suitable constant C)
This implies Eq. (133) because with the stated probability we have w i ≤ 1 + ε n for all i and | w i , w j | ≤ ε n for all i = j. Equation (133) follows by the above, together with the remark that E( Σ − Σ 0 2+c0 F ) ≤ p C0 by the assumption that E(x 4+c0 ij ) < ∞.
We have V X (β λ ; β) − 1 n Tr ( Σ + λI) −2 ΣΣ 0 = 1 n Tr ( Σ + λI) −2 Σ(Σ − Σ 0 (142)
And therefore, by Lemma 13, we obtain lim n→∞ V X (β λ ; β) − 1 n Tr ( Σ + λI) −2 ΣΣ 0 = 0 ,
where the convergence takes place almost surely and in L 1 . Denote by (λ i ) i≤p , (v i ) i≤p the eigenvalues and eigenvectors of Σ. The following qualitative behavior can be extracted from the asymptotic of the Stieltjes transform as stated in Corollary 3.
Lemma 14. For any γ = 1, c 1 ∈ [0, 1), there exists ρ 0 > 0 such that the following happens. Let S + ≡ {i ∈ [p] : |λ i | > ρ 0 }, S − ≡ {i ∈ [p] : |λ i | ≤ ρ 0 }. Then, the following limits hold almost surely lim n→∞ 1 n |S + | = (γ ∨ 1) ,
(Here ⇒ denotes weak convergence of probability measures.)
Note that m n (ξ, s, t) ≡ γ m 1,n (ξ, s, t) + m 2,n (ξ, s, t) = 1 n ETr (A(n) − ξI N ) −1 .
Denote byΣ 0 the N × N matrix whose principal minor corresponding to the first p rows and columns is given by Σ 0 . By simple linear algebra (differentiation inside the integral is allowed for (ξ) > 0 by dominated convergence and by analyticity elsewhere), we get
Note that m n (ξ, x, c 1 x) → m(ξ, x, c 1 x) as n → ∞. Further, for (ξ) > 0 or (ξ) < 0, it it is immediate to show tha ∂ 2 x m n (ξ, x, c 1 x) is bounded in n (in a neighborhood of x = 0). Hence 
and therefore q(ξ) = lim n→∞ EQ n (ξ)
Q n (ξ) = 1 n Tr Σ + ξ 2 I p Σ − ξ 2 I p −2 Σ 0 (155)
Since the convergence of M n = γM n,1 + M n,2 (cf. Eq. (48)) is almost sure, we also have Q n (ξ) → q(ξ) almost surely. Define the probability measure on R ge0
Since Q n (ξ) → q(ξ), a weak convergence argument implies µ n ⇒ µ ∞ almost surely. Further, defining µ + n = 1 (ρ0,∞) µ n , µ − n = 1 [0,ρ0] µ n , Lemma 14 implies µ + n ⇒ µ + ∞ , µ − n ⇒ c 0 δ 0 , where µ + ∞ is a measure supported on [ρ 0 , ∞), with µ + ∞ ([ρ 0 , ∞)) = 1 − c. This in turns implies q(ξ) = γc ξ 2 + q + (ξ) , q + (ξ) = γ [ρ0,∞)
x + ξ 2 (x − ξ 2 ) 2 µ + ∞ (dx) ,
In particular, q + is analytic in a neighborhood of 0. This proves Eq. (30), with q + (0) = D 0 , γc = D −1 . Further, we have
On the other hand by Eq. (145)
Comparing the last two displays, we obtain our claim
B.3 Proof of Corollary 3
Throughout this section, set s = t = 0 (and drop these arguments for the various functions), and let M n (ξ) ≡ γM 1,n (ξ) + M 2,n (ξ), m n (ξ) ≡ γm 1,n (ξ) + m 2,n (ξ), m(ξ) = γm 1 (ξ) + m 2 (ξ). In this case we have
and therefore, a simple linear algebra calculation yields M n (z) = 2z γ S n (z 2 ) + 1 2 (γ − 1) 1 z 2 .
Therefore, Theorem 7 immediately implies S n (z 2 ) → s(z 2 ) (almost surely and in L 1 ), where m(z) = 2z γ s(z 2 ) + 1 2 (γ − 1) + 1 z 2 .
Equations (21) and (22) simplify for the case s = t = 0 (setting m j = m j (z, s = 0, t = 0)) to yield −zm 1 − m 1 m 2 + c 2 1 m 2 1 m 2 2 c 1 m 1 m 2 − ψ = 1 ,
−zm 2 − γm 1 m 2 + γc 2 1 m 2 1 m 2 2 c 1 m 1 m 2 − ψ = 1 .
Taking a linear combination of these two equations, we get −zm − 2γm 1 m 2 + 2γc 2 1 m 2 1 m 2 2 c 1 m 1 m 2 − ψ = 1 + γ . 
B.4 Proof of Theorem 7
We apply Lemma 6 with m j (ξ, s, t) defined as per Theorem 8. We start by noting that ∂ x m(ξ, x, c 1 x) x=0 = −∂ s m(ξ, s, t) s=t=0 − c 1 ∂ t m(ξ, s, t) s=t=0 .
We will prove the Taylor-Laurent expansions −∂ s m(ξ, s, t) s=t=0 = D −1,s ξ 2 + D 0,s + O(ξ 2 ) ,
−∂ t m(ξ, s, t) s=t=0 = D −1,t ξ 2 + D 0,t + O(ξ 2 ) ,
whence Eq. (30) follows with
Expressions for D 0,s , D 0,t will be given below, whence the result for D 0 follows.
B.4.1 Limit s, t → 0
The case s = t = 0 was already studied in Section B.3. Letting m (0) j (ξ) = m j (ξ, 0, 0), we define x(ξ) = m (0) 1 (ξ)m (0) 2 (ξ). We need to determine These can be expressed in terms of s(ξ 2 ) using corollary 3:
x(ξ) = s(ξ 2 )(γ − 1 + γξ 2 s(ξ 2 )) .
Equations (26), (27), (28) yield a fourth order algebraic equation. Studying its solution for ξ → 0, yields the following expansions (for γ = γ ∧ 1)
x 1 ≡ x 0 |γ − 1|(1 − 2r 0 + (r 2 0 /c 1 ))
,
as well as
B.4.2 Computation of ∂ s m
We obtain
B.4.3 Computation of ∂ t m
We denote the derivatives of m j (ξ, 0, t), j ∈ {1, 2}, with respect to t by ∂m 1 ∂t (ξ, 0, 0) = m 
By expanding (21), (22) for small t, we get the following expressions for u 1 = u 1 (x(ξ)), u 2 = u 2 (x(ξ)):
u 1 (x) = −q 3 (x)(1 + γq 2 (x))x −2 − q 2 (x)q 4 (x) (1 + q 1 (x))(1 + γq 1 (x))x −2 − γq 2 (x) 2 ,
u 2 (x) = −(1 + q 1 (x))q 4 (x) − γq 2 (x)q 3 (x) (1 + q 1 (x))(1 + γq 1 (x))x −2 − γq 2 (x) 2 ,
with porbability larger than 1 − 1/n 2 . Therefore, by Borel-Cantelli it is sufficient to estabilish the claim for B X (β λ ). By Corollary 3, for c 1 = 0, the empirical spectral distribution of Σ converges almost surely (in the weak topology) to the Marchenko-Pastur law µ M P . Hence (for (λ i ) i≤p the eigenvalues of Σ) lim n→∞ B X (β λ ) = r 2 lim n→∞ 1 p p i=1 λ 2 (λ + λ i ) 2 (198) = r 2 λ 2 (λ + x) 2 µ M P (dx) = r 2 λ 2 s (−λ) .
Hence the asymptotic bias is the same as in the linear model (for random isotropic features). The claim hence follows by the results of Section 5.2. Alternatively, we may simply recall that µ M P ({0}) = (1 − γ −1 ) + and use dominated convergence.
