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Abstract—MPEG digital video is becoming ubiquitous for
video storage and communications. It is often desirable to per-
form various video cassette recording (VCR) functions such as
backward playback in MPEG videos. However, the predictive
processing techniques employed in MPEG severely complicate
the backward-play operation. A straightforward implementa-
tion of backward playback is to transmit and decode the whole
group-of-picture (GOP), store all the decoded frames in the
decoder buffer, and play the decoded frames in reverse order.
This approach requires a significant buffer in the decoder, which
depends on the GOP size, to store the decoded frames. This
approach could not be possible in a severely constrained memory
requirement. Another alternative is to decode the GOP up to
the current frame to be displayed, and then go back to decode
the GOP again up to the next frame to be displayed. This ap-
proach does not need the huge buffer, but requires much higher
bandwidth of the network and complexity of the decoder. In this
paper, we propose a macroblock-based algorithm for an efficient
implementation of the MPEG video streaming system to provide
backward playback over a network with the minimal require-
ments on the network bandwidth and the decoder complexity. The
proposed algorithm classifies macroblocks in the requested frame
into backward macroblocks (BMBs) and forward/backward mac-
roblocks (FBMBs). Two macroblock-based techniques are used
to manipulate different types of macroblocks in the compressed
domain and the server then sends the processed macroblocks
to the client machine. For BMBs, a VLC-domain technique is
adopted to reduce the number of macroblocks that need to be
decoded by the decoder and the number of bits that need to be
sent over the network in the backward-play operation. We then
propose a newly mixed VLC/DCT-domain technique to handle
FBMBs in order to further reduce the computational complexity
of the decoder. With these compressed-domain techniques, the
proposed architecture only manipulates macroblocks either in
the VLC domain or the quantized DCT domain resulting in low
server complexity. Experimental results show that, as compared
to the conventional system, the new streaming system reduces
the required network bandwidth and the decoder complexity
significantly.
Index Terms—Compressed-domain processing, digital video cas-
sette recording, MPEG video, streaming video.
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I. INTRODUCTION
VIDEO streaming applications have received tremendousattention from both academia and industry in recent years
[1]–[6], mainly due to the emergence of efficient multimedia
compression and broadband networking technologies [7]–[10].
With the proliferation of online multimedia content, it is highly
desirable that video streaming systems should have the capa-
bility of providing fast and effective browsing. However, various
video coding standards nowadays [8]–[10] were developed pri-
marily for forward playback. In order to complete the transition
to digital video from its current analog state, the MPEG tech-
nology needs to encompass not just compression and streaming
methodologies but also a video-processing framework. This will
allow MPEG to be usable not just for the purposes of efficient
storage and transmission of digital videos, but also for systems
wherein the user needs to interact with the digital videos. A key
technique that enables fast and user-friendly browsing of video
content is to provide full video cassette recording (VCR) func-
tionality such as forward, backward, stop, pause, fast forward,
fast backward, and random access.
The predictive processing techniques employed in MPEG
[8]–[10] severely complicate the backward-play operations.
For uncompressed videos, the solution for backward playback
is just to reorder the video frame data in reverse order. The
simplicity of this solution relies on two properties: the data for
each video frame is self-contained and it is independent of its
placement in the data stream. These properties typically do not
hold true for MPEG video data because MPEG compression
uses predictive processing techniques that are not invariant
to changes in frame order. In other words, simply reversing
the order of the input frame data will not reverse the order
of the decoded video frames. For example, consider the case
with simple I-P structure of MPEG encoded sequence. If the
requested frame is an I-frame, the server only needs to send this
frame, and the decoder can decode it immediately. However, if
the requested frame is a P-frame, the server needs to send all
the P-frames from the previous nearest I-frame to this requested
frame. For example, consider the case as shown in Fig. 1.
Suppose frame is the starting point of backward playback.
Since the next frame to be displayed is frame , the server
sends frame 0 to frame from the MPEG video stream
in forward order. At the client side, frame 0 to frame
are decoded. However, they do not need to be displayed and
only frame should be displayed on the client’s screen.
Frame is then decoded and stored into the display buffer
so that this frame is displayed on the client’s screen. If the
1057-7149/$25.00 © 2007 IEEE
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Fig. 1. Example of backward playback.
Fig. 2. Bandwith requirement for sending the “Salesman” sequence over network with respect to the forward-play and backward-play operations.
decoder of the client side has huge buffer, it can store all the
decoded frames of the whole GOP and play the decoded frames
in the buffer backward. This approach is impractical when the
GOP size is large or the decoder has limited memory. Another
possible solution to implement the backward-play operation is
to send frame 0 to frame from the server and these frames
are decoded by the client again. This process continues until
the backward-play operation is stopped. Consider that when a
backward-play operation is requested, it always lasts for few
seconds or minutes. During the period of backward playback,
a large number of frames need to be sent over the network
and decoded by the client decoder. The impact of backward
playback on the decoding complexity and the network traffic is
depicted in Fig. 2 where the test video stream used for simula-
tion is “Salesman” sequence with a length of 200 frames. The
“Salesman” sequence is encoded at 1.5 Mb/s with a frame-rate
of 30 frames/s and the length of group-of-picture (GOP) is 15
with an I-P structure. The starting point of the backward-play
operation is at the end of the sequence. This figure shows
that the server needs to send an excessively large amount of
extra bits to the decoder to display one frame during backward
playback. Thus, a straightforward implementation of the back-
ward-play operation requires much higher network bandwidth
and decoder complexity as compared to those required for the
forward-play operation.
Recently, some works on the implementation of backward
playback for an MPEG compressed video in streaming appli-
cations have been introduced [11]–[14]. Chen and Kandlur
[11] suggested an approach of converting an incoming MPEG
bitstream with I-B-P structure into a local bitstream with
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I-B structure by performing a P-to-I frame conversion at the
client machine. This P-to-I frame conversion results in breaking
the interframe dependencies between the P-frames and the
I-frames. After the frame conversion and frame re-ordering, the
motion-vector reversing approach developed in [12] could be
used for backward playback of the new I-B stream. However,
this approach requires extra decoder complexity to perform
the P-to-I conversion and higher storage cost to store the local
bitstream in the client. Wee and Vasudev [13] described a
backward-play transcoder which is used to convert the I-P
frames into another I-P bitstream with reverse order. A method
of estimating the reverse motion vectors for the new I-P bit-
stream based on the forward motion vectors of the original I-P
bitstream as described in [12] is adopted to reduce the computa-
tional complexity of this transcoding process. The transcoding
process, however, still requires much computation and will
cause drift due to the motion vector approximation [13]. The
dual-bitstream approach [14] was recently proposed to store the
forward-encoded bitstream, as well as the backward-encoded
bitstream in the server to simplify the backward-play complexity
while maintaining the low network bandwidth requirement.
However, it approximately doubles the storage requirement
of the server.
In this paper, we will suggest some macroblock-based
solutions for providing efficient backward playback. By ex-
ploring the motion information of the compressed bitstream,
the proposed scheme can adaptively select the necessary mac-
roblocks, manipulate them in the compressed domain and send
the processed macroblocks to the client. Since the proposed
scheme mainly operates in the compressed domain, complete
decoding and encoding are not required in the server. Thus, an
additional processing requirement in the server can be mini-
mized. The organization of this paper is as follows. Section II
presents the proposed video streaming architecture with the
new macroblock-based techniques for backward playback. In
Section III, we show a technique which operates on the variable
length code (VLC) domain of the proposed macroblock-based
system. Section IV describes a mixed VLC/discrete cosine
transform (DCT) domain technique which can further enhance
the efficiency of the proposed system. Simulation results are
then presented in Section V. Finally, some concluding remarks
are provided in Section VI.
II. PROPOSED ARCHITECTURE USING
THE MACROBLOCK-BASED ALGORITHM FOR
BACKWARD PLAYBACK
In [15] and [16], we proposed macroblock-based techniques
for providing backward-play service of a video streaming
system with VCR support to reduce the requirements of the
decoder complexity and network traffic. In this paper, we
present a new macroblock-based video streaming architecture
which is an extended work of [15] and [16]. The architecture
of the proposed system is shown in Fig. 3. Consider that a
precompressed video stream using the MPEG-2 video coding
standard [9], [17] is stored in a storage device. Upon the client
request, the streaming server retrieves the compressed video
data from the storage device and the user can view the video
while the video is being streamed over the network. To support
VCR services, considerable functionality must be built into
the client machine which consists of an MPEG decoder and
an interface for VCR functionality. The use of the MPEG
decoder is to decode the incoming video stream and deliver it
to the client’s screen. The VCR interface then translates user
interactions from the remote control or keyboard to appropriate
signals for network transfer. It interprets the user commands
and forwards them to the decoder and the server for appropriate
actions.
In Fig. 3(a), there are a total of four switches , ,
, and in the server and the client machine. They are
used to enable various VCR operations. In the forward-play
operation, switches , , , and are connected
to , , , and , respectively, as illustrated in Table I.
In this mode, the proposed architecture is the same as the
conventional frame-based architecture. On the other hand, in
contrast to the frame-based scheme used in the conventional
architecture, a macroblock-based scheme is proposed for use
in the backward-play operation. The switch positions for the
backward-play mode are also shown in Table I, which will be
described in Sections III and IV. At the server side of Fig. 3(a),
motion vectors are extracted from the MPEG bitstream and a
macroblock selector utilizes these motion vectors to identify
two different types of macroblocks. Again, we use the example
in Fig. 1 for illustration. Let us assume that a user requests
a backward-play command at frame , the next frame to be
displayed is frame . Note that B-frames are not used as
references for later frames. It means they are not involved
in decoding other frames. For simplicity, but without loss
of generality, we focus our discussions on the case that the
MPEG bitstream contains I-and P-frames only. The situation in
macroblock level is depicted in Fig. 4. We assume that
represents the macroblock at the row and column of
frame (the next displayed frame). is defined as
a backward macroblock (BMB) if the macroblock in frame
having the same spatial position of , i.e. , is
coded without motion compensation (non-MC macroblock).
Otherwise, it is defined as a forward/backward macroblock
(FBMB). The reconstruction of BMBs in the backward direction
which is opposite to the encoding direction of the original
MPEG video stream will be described in detail later. BMBs
use only the MPEG data of the future frame while FBMBs
need the MPEG data from both the past and future frames. For
example, in Fig. 4, since the motion vector of , ,
is zero, it means that is a non-MC macroblock and
the macroblock selector classifies as a BMB. On the
other hand, since is coded with motion compensation
(MC-macroblock), is categorized as a FBMB. In this
paper, our scheme works at the level of macroblocks. Our
contributions are:
1) to adopt a VLC-domain technique for BMBs [15], [16]
in the proposed architecture;
2) todesignamixedVLC/DCT-domain techniqueforFBMBs.
Since the server will process each type of macroblock in the
compressed domain, complete decoding and encoding are not
required at the server and the increase in the computational
2172 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 16, NO. 9, SEPTEMBER 2007
Fig. 3. Proposed video streaming system with VCR functionality: (a) the overall architecture, and (b) illustration of the mixed VLC/DCT-domain technique for
FBMBs.
burden of the server is negligible. The advantages of the
proposed video streaming system, together with the details of
the novel techniques, are described in the following sections.
III. VLC-DOMAIN TECHNIQUES FOR BMBS
In motion-compensated prediction [8]–[10], the previously
decoded frame serves as the prediction for the current frame.
The difference between the predicted and the actual current
frame is the prediction error. The coded prediction error is
added to the prediction to obtain the final representation of the
current reconstructed frame. At the decoder of Fig. 3(a), each
macroblock in frame , , is reconstructed as
(1)
where represents the motion-compen-
sated macroblock of which is translated by the motion
vector in the reconstructed frame and
is the prediction error between and its motion-com-
pensated macroblock, . Frame is then
stored in the frame buffer (FB) since it is used for decoding
the subsequent frame during forward playback. When
a backward-play command is requested at frame , the next
frame to be displayed is frame . It means that all in
frame are requested. To reconstruct each , all the
related previous macroblocks in P-/I-frames need to be sent
over the network and decoded by the decoder in the conven-
tional video streaming system. It becomes impractical when
the GOP size is large. However, if is found to be a
BMB, its corresponding macroblock in frame , , is
coded without motion compensation. It means that the spatial
FU et al.: NEW ARCHITECTURE FOR MPEG VIDEO STREAMING SYSTEM 2173
TABLE I
SWITCH POSITIONS OF THE PROPOSED VIDEO STREAMING SYSTEM
Fig. 4. Definition of the BMB and the FBMB.
position of is the same as that of . Hence, for
this specific case, is equal to ,
and (1) can be rewritten as
(2)
where . Note that frame is stored in FB at the
client machine when a user issues the backward-play operation
at frame . In other words, pixels of are available at
the decoder. To reconstruct in the backward-play oper-
ation, (2) indicates that, for a BMB, the only data that the server
needs to send is the quantized DCT coefficients of . In the
following discussions, we will describe how to compute these
quantized DCT coefficients of from the existing MPEG
video stream in the server [15], [16].
By applying the DCT to and considering that the DCT
is an odd transform, we can find the DCT of in the DCT-
domain, as indicated in the following:
(3)
Then the quantized DCT coefficients of are given by
(4)
From (4), can be obtained by inverting the
sign of all DCT coefficients in , which can be
directly extracted from the MPEG video stream in the server.
is then transmitted to the client by switching
to . At the client side, as shown in Fig. 3(a), switch
is connected to so that all reconstructed BMBs are
stored in the backward frame buffer (backward-FB) which is an
additional frame buffer in the client machine for backward play-
back. The reconstructed BMBs stored in the backward-FB are
used for further composition of FBMBs. From the above deriva-
tion, we can conclude that the server and the client only need to
send and decode the prediction errors of one macroblock for
each BMB, respectively. For a real-world image sequence, the
block motion field is usually gentle, smooth, and varies slowly.
As a consequence, the distribution of motion vector is center
biased [18]–[20], as demonstrated by the typical examples as
shown in Table II which shows the distribution of BMB for
various sequences including “Claire,” “Grandma,” “Salesman,”
“Carphone,” “Foreman,” “Table Tennis,” and “Football.” These
sequences have been selected to emphasize different amount of
motion activities. It is clear that over 90% and 27% of the mac-
roblocks are classified as BMBs for sequences containing low
and high amount of motion activities respectively. By inverting
the sign of all DCT coefficients in the server, the sequence con-
taining more BMBs can alleviate the decoder complexity and
the network traffic significantly.
In the video streaming server, the sign inversion of DCT
coefficients requires additional variable length decoding and
re-encoding. To reduce the computational load of the server,
the newly quantized DCT coefficients can be
computed in the VLC domain [15], [16].
For encoding of the quantized DCT coefficients, they are ar-
ranged into a 1-D array following the zigzag scan order. This
scan order puts the low-frequency coefficients in front of the
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TABLE II
PERCENTAGE OF BMB FOR VARIOUS SEQUENCES
TABLE III
VLC TABLE FOR RUN-LEVEL COMBINATIONS. THE SIGN
BIT “s” “0” FOR POSITIVE AND “1” FOR NEGATIVE
high-frequency coefficients. Since visually weighted quantiza-
tion strongly deemphasizes higher spatial frequencies, only a
few lower-frequency coefficients are nonzero in a typical block.
Thus, the zigzag scan order puts the longest runs of zeros at the
end of the 1-D array such that the EOB (end-of-block) symbol
can efficiently code all of these trailing zero coefficients with
a single codeword. Typically, the EOB occurs well before the
midpoint of the array. Runs of zero coefficients also occur quite
frequently before the EOB. In this case, better coding efficiency
is obtained when codewords are defined by combining the run
of zero coefficients with the amplitude of the nonzero coeffi-
cient terminating the run. Each nonzero sequence of DCT co-
efficients is then coded in the RUN-LEVEL symbol structure
with different VLCs. RUN refers to the number of zero coeffi-
cients before the next nonzero coefficient; LEVEL refers to the
amplitude of the nonzero coefficient. Table III illustrates this.
The trailing bit of each VLC is the “s” bit which codes the sign
of the nonzero coefficient. If “s” is 0, the coefficient is positive;
otherwise, it is negative.
To convert from , the server
just parses the MPEG video bitstream and inverts all “s” bits
of VLCs in each BMB. On the other hand, RUN-LEVEL com-
binations that are not in the Table III are coded using a 6-bit
“Escape” code followed by a 6-bit fixed length code (FLC) for
RUN and a 12-bit FLC for LEVEL. The FLCs for RUN and
LEVEL are shown in Table IV. In this case, the 12-bit FLC for
LEVEL is converted into its 2’s complement. The bit manipu-
lation of VLCs in the BMB is summarized in Fig. 5. Since it is
not necessary to perform VLC encoding, motion compensation,
DCT, quantization, inverse DCT, inverse quantization and VLC
decoding in the server, the loading of the server is reduced sig-
nificantly.
IV. MIXED VLC/DCT-DOMAIN TECHNIQUE FOR FBMBS
For FBMBs, the situation is different. The bit manipulation
of VLCs mentioned in Section III cannot be directly applied
to FBMBs since is no longer equal to
and (2) does not hold true for FBMBs. In other words,
cannot be reconstructed from . To reconstruct
FBMBs of frame directly, the server will examine the
motion vectors in the MPEG video stream and all the related
macroblocks from the previous nearest I-frame to frame
should be transmitted and decoded. In Fig. 6, a situation in
which is a FBMB and its corresponding motion
vector is is illustrated. Two macroblocks (the shaded
macroblocks) in frame are required to act as references
for performing motion compensation of . These mac-
roblocks in frame further requires their corresponding
macroblocks in frame . This process continues until the
previous nearest I-frame. In this example, the server needs to
send seven macroblocks for from frame to frame
.
To further reduce the decoding complexity and network traffic
in processing FBMBs, we suggest exploring the redundancies
among the macroblocks that are required for the reconstruction
of FBMBs. Let us use Fig. 7 to give a clearer account of our
idea for reconstructing FBMBs. In Fig. 7, is a FBMB
whose pixels are divided into two regions. The macroblock en-
closed by the thick line in frame is the motion-compen-
sated macroblock of , . Pixels in
which overlap with belong to a
backward region (FBMB-BR). Otherwise, they are considered
as a forward region (FBMB-FR). In the following, we show that
the VLC-domain technique can still be used for FBMB-BRs
so that all pixels of a FBMB-BR would be backward recon-
structed from the future frame in order to reduce the decoder
and channel burdens. On the other hand, the pixels of the cor-
responding FBMB-FR are forward reconstructed from the past
frames. Section IV-A describes how the VLC-domain technique
can be applied to FBMB-BRs. Section IV-B presents a DCT-do-
main technique for the case of FBMB-FRs to further improve
the performance of the proposed video streaming system.
A. VLC-Domain Technique for FBMB-BR
The VLC-domain technique mentioned in Section III helps
to reduce both network traffic and decoder complexity. Besides,
this technique can also minimize the computational complexity
required for the server since it only processes macroblocks in
the VLC domain. In order to keep the benefits of the VLC-do-
main technique, we propose to process the MPEG bitstream as
much in the VLC domain as possible. Specifically, we propose
to reconstruct all pixels in each FBMB-BR in the VLC domain
according to the following formulation. For block motion-com-
pensated prediction, each macroblock in frame , , is
reconstructed by motion-compensated prediction and it is given
by (1), which can be rewritten as
(5)
where, . Note that pixel values of are
available at the decoder. Equation (5) implies that pixels in
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TABLE IV
FLC TABLE FOR RUNS AND LEVELS. IT IS USED FOLLOWING THE ESCAPE CODE OF A VLC
Fig. 5. Execution flow of the server during bit manipulation of VLCs in a BMB.
Fig. 6. Situation in which there is one FBMB in frame n   1.
the FBMB-BR can be reconstructed by only sending the sign
inversion of the quantized DCT coefficients of . Similar to
the technique used in BMBs, all these sign-inverted coefficients
can be generated in the VLC domain. In other words, the
pixels in the requested FBMB of frame overlapping with
(FBMB-BR) are computed from frame
, which is already stored in the client machine. This signifies
that the server only needs to send the prediction errors of one
macroblock to the client side for decoding the FBMB-BR.
We will now explain the significance of using the VLC-do-
main technique in the FBMB-BR. Let us refer to the example
in Fig. 6 again. We can see that seven macroblocks are required
for the reconstruction of . The situation gets worse
when the requested FBMB is far away from the previous nearest
I-frame. However, by applying the VLC-domain technique,
we find that only FBMB-FR of the requested FBMB needs
to be reconstructed from the referenced macroblocks in the
previous frames. This is illustrated in the example of Fig. 7. In
this example, only the shaded region of (FBMB-FR)
is reconstructed from the previous frames. In frame ,
only is actually required. Although another mac-
roblock is also covered by the motion-compensated
macroblock of , it is no longer required. The reason is
that the FBMB-BR of can be predicted from frame
which is available at the decoder. Similarly, in frame ,
only needs to be sent over the network and decoded
by the decoder. The necessary macroblocks used to reconstruct
can be reduced considerably. Altogether, instead of
sending seven macroblocks as depicted in Fig. 6, the server
needs to transmit only four macroblocks, including three mac-
roblocks from the previous frames and one macroblock from
frame for the FBMB-FR and FBMB-BR, respectively. If the
length of GOP is longer, the savings of the proposed technique
could be even larger.
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Fig. 7. Illustration of the FBMB-BR and the FBMB-FR.
Fig. 8. Direct addition of DCT coefficients for a FBMB-FR.
B. DCT-Domain Technique for FBMB-FR
We are now interested in obtaining pixels of each FBMB-FR
from the previous frames. To further enhance the efficiency
of the proposed system, we suggest using a technique of
direct addition of DCT coefficients for FBMB-FRs. This tech-
nique was originally designed for the frame-skipping video
transcoder which is mainly performed in the DCT domain to
achieve a transcoder with low complexity [21]–[23]. Let us
borrow this idea to reconstruct FBMB-FRs when one of related
macroblocks of the requested FBMB is coded without motion
compensation (non-MC macroblock) and further extend it to
alleviate the computational burden of the client decoder in the
backward-play operation.
Fig. 8 further extends the process of motion compensation to
frame of the example as shown in Fig. 7. Among those
referenced macroblocks of , is a non-MC mac-
roblock since its motion vector, , is equal to zero. In the
reconstruction process of , is needed. There-
fore, the decoder needs to decode the prediction errors
in frame , in frame , and so on. If pixels in
are used as reference for only, it is too wasteful
for the client machine to decode . Thus, in the proposed
scheme, the server employs the DCT-domain technique to com-
bine and in one single macroblock for the non-MC
macroblock. The required number of macroblocks which are de-
coded by the decoder is then reduced.
Now, let us formulate an efficient way to combine and
in the server for . When pixels in are
not decoded directly in the client machine, it means that the in-
coming quantized DCT coefficients of the prediction error from
the original video stream, , are no longer valid
because they refer to the pixels which are not stored in FB. The
server needs to compute the new motion vector and pre-
diction errors in the quantized DCT domain, ,
by using frame as a reference (see Fig. 8). Since
is zero, we have
(6)
One straightforward approach for computing
is to decode in the pixel do-
main, and the decoded macroblock is re-encoded by using
frame as a reference and can be written as
(7)
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Fig. 9. Using direct addition of DCT coefficients iteratively.
The decoding and re-encoding processes can create unde-
sirable complexity on the server and also the video quality of
the pixel-domain approach suffers from its intrinsic double-en-
coding process, which introduces additional degradation [21].
In the proposed video server, we employ a DCT-domain tech-
nique to compute the new . Using (1)
can be written as
(8)
If is coded without motion compensation, is
zero and is equal to . We can sim-
plify (8) into
(9)
Similarly
(10)
Substituting (10) into (9), we obtain
(11)
Using (8) and (11), the newly quantized DCT coefficients of
the prediction error between the current non-MC macroblock
and its corresponding reference macroblock in frame ,
, can be written as
(12)
Taking into account the linearity of DCT, (12) becomes
(13)
Note that, in general, quantization is not a linear operation
because of the integer truncation. However, and
are divisible by the quantizer step-size. Thus, we
obtain the final expression of by using frame
as a reference
(14)
Equation (14) implies that the newly quantized DCT coeffi-
cient can be computed in the quantized DCT
domain by adding and . Both
of them can be directly extracted from the MPEG video stream
in the server. Since it is not necessary to perform decoding
and re-encoding, the computational complexity required for
the server is limited. Instead of transmitting and decoding
and for , by using
the direct addition of DCT coefficients, the server only needs
to send and only one macroblock is required
to be decoded in the client machine. The DCT-domain tech-
nique can, thus, minimize the computational complexity of
the decoder. Furthermore, this DCT-domain technique can be
computed iteratively if is also equal to zero and pixels
in are used as reference for only, as depicted
in Fig. 9.
We will now examine the switch positions of the proposed
video streaming system when FBMBs are empolyed for the
backward-play operation. The internal switch is
employed to facilitate the use of the mixed VLC/DCT technique
for FBMBs, as depicted in Fig. 3(b). Owing to the adoption
of the VLC-domain technique, for processing FBMB-FRs,
switch is connected to and the switch
positions of , , and are the same as that of
BMBs, as shown in Table IV, so that all reconstructed pixels of
FBMB-BRs are stored in the backward-FB. To reconstruct the
FBMB-FR in frame , switches and in
the server is connected to and , respectively, when the
DCT-domain technique is adopted. The macroblock selector
then extracts all the related macroblocks from the previous
nearest I-frame to frame . These macroblocks may be
manipulated by the DCT-domain technique if non-MC mac-
roblocks exist and the combined macroblocks will be sent to
the client machine. In the client machine, all the switches are
open and the decoder decodes the necessary macroblocks in
the forward order from the previous nearest I-frame to frame
. All the decoded pixels in frame , which are referred
by FBMB-FRs in frame , are stored in FB. Afterward,
switches and are connected to and respec-
tively. The switch positions of the proposed video streaming
system are summarized in Table I. During decoding FBMB-FRs
in frame , the prediction error between each FBMB and
its corresponding motion-compensated macroblock is decoded.
Each reconstructed pixel in the FBMB-FR can be obtained by
adding its prediction error to its motion-compensated pixels
of frame in FB, as shown in Fig. 3. Meanwhile, pixels
of BMBs and FBMB-BRs stored in backward-FB are then
composed with the reconstructed pixels of FBMB-FRs to form
frame , which is the desired frame to be displayed in the
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TABLE V
DETAILED COMPARISONS AMONG BMB , BMB + FBMB , AND THE CONVENTIONAL SYSTEM
TABLE VI
PERFORMANCE IMPROVEMENTS OF BMB AND
BMB + FBMB , OVER THE CONVENTIONAL
SYSTEM IN TERMS OF THE NUMBER OF MACROBLOCKS
TO BE DECODED BY THE DECODER
backward-play operation. Frame is then stored in both
the display buffer and the frame buffer (FB). On the other hand,
frame stored in FB can be further used for reconstructing
BMBs and FBMB-BRs of the consequent frame, frame ,
in the backward-play operation.
V. SIMULATION RESULTS
Extensive computer simulations have been conducted to eval-
uate the performances of the proposed techniques including the
VLC-domain technique [15], [16] for BMBs and FBMB-BRs,
and the mixed VLC/DCT-domain technique for FBMB-FRs
when applied to the video streaming system with VCR support.
MPEG-2 encoder [17] was employed to encode various video
TABLE VII
PERFORMANCE IMPROVEMENTS OF BMB AND
BMB + FBMB , OVER THE CONVENTIONAL
SYSTEM IN TERMS OF THE NUMBER OF BITS TO BE SENT OVER THE NETWORK
sequences with different spatial resolutions and motion char-
acteristics. All the test sequences have a length of 195 frames.
“Claire,” “Grandma,” and “Carphone” are typical videophone
sequences in QCIF (176 144 pixels) format, which were en-
coded at different bitrates (64 Kb/s and 128 Kb/s). “Salesman,”
“Table Tennis” and “Football” in either CIF (352 288 pixels)
format or SIF(352 240 pixels) format were encoded at 1.5
Mb/s and 3.0 Mb/s. For all testing sequences, the frame-rate of
the video stream was 30 frames/s.
We have simulated the situation of the I-P structure with
. The starting point of the backward-play operation
is at the end of the sequence. Results of the simulations
are used to compare the performance of the conventional
video streaming system. Different techniques have been ap-
plied to our proposed streaming system, and let us call them
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Fig. 10. Performance of the conventional system and the proposed systems,BMB andBMB +FBMB , for the “Salesman” sequence encoded
at 3.0 Mb/s in the backward-play operation. (a) Number of macroblocks to be decoded by the decoder, and (b) number of bits to be sent over the network.
and .
uses the VLC-domain technique for BMBs [15], [16]. For
, we further identify two regions
in each FBMB and use the VLC-domain technique for the
FBMB-BR in order to achieve redundancy reduction for the
FBMB-FR. Besides, adopts the
DCT-domain technique to manipulate the FBMB-FR. Note
that, both and retain
the same reconstruction quality as that of the conventional
system since re-encoding is not necessary in the proposed
techniques. The detailed comparisons of the average number
of macroblocks to be decoded and bits to be sent are tabulated
in Table V. The average number of macroblocks sent for de-
coding is directly proportional to the decoder complexity. In
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Fig. 11. Performance of the conventional system and the proposed systems,BMB andBMB +FBMB , for the “Carphone” sequence encoded
at 128 Kb/s in the backward-play operation. (a) Number of macroblocks to be decoded by the decoder, and (b) number of bits to be sent over the network.
Table V, we show that outperforms the conventional
system in all sequences. The results are more noticeable for
the sequences “Claire,” “Grandma,” and “Salesman” as shown
in Tables VI and VII. The savings in terms of number of bits
to be sent over the network and macroblocks to be decoded
by the decoder is between 40%–75% for these sequences. It
is due to the reason that these sequences contain more BMBs
in which the technique of sign inversion can be employed. For
sequences containing high motion activities such as “Football,”
“Table Tennis,” “Foreman,” and “Carphone,” there are still
good savings in the range of about 20%–40%. To further
reduce the number of macroblocks to be decoded and bits to
be sent, can work with the mixed DCT/VLC-do-
main technique for FBMBs, .
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Tables V–VII show that, by applying the VLC-domain and
DCT-domain techniques to FBMB-BRs and FBMB-FRs,
respectively, produces further
savings in the range of both the number of macroblocks to be
decoded and bits to be sent as compared with that of .
Note that the number of macroblocks requested by the decoder
is kept constant at different bitrates, as shown in Table VI,
since the number of macroblocks to be decoded only depends
on the numbers of BMBs and non-MC FBMBs in the encoded
sequence during backward playback. In fact, the types of
macroblocks are computed based on the distribution of motion
vectors in the encoded sequence, which do not vary at different
encoded bitrates. On the other hand, it is significant to note that
the number of bits to be sent over the network can be reduced to
a certain extent for sequences encoded at high bitrate, as shown
in Table VII. The reason is that, at low bitrate, a considerable
percentage of DCT blocks have a significant amount of zero
elements. For direct addition of the DCT coefficients, all new
quantized DCT coefficients are obtained in the DCT domain
by adding two DCT coefficients, which are directly extracted
from the MPEG video stream in the server. If either one of the
DCT coefficients is zero, it does not save the bits required to
encode the combined DCT coefficients. Although the direction
addition of DCT coefficients can combine several macroblocks
into one and save the number of macroblocks to be sent, it
cannot achieve as much saving of bits as sending over the
network at low bitrate.
Figs. 10 and 11 show the frame-by-frame comparisons of
the required number of macroblocks decoded by the decoder
and bits transmitted over the network of the conventional
approach, and for the
“Salesman” and “Carphone” sequences in the backward-play
operation respectively. It is obvious that the proposed tech-
niques can achieve significant performance improvements in
terms of the decoder complexity and network traffic. In Figs. 10
and 11, they show that the required number of macroblocks and
bits at each last frame of GOPs of the conventional approach and
are the same since there is no interframe dependency
between the last frame of the current GOP and the first frame of
the next GOP, which is an I-frame. In this case, no BMB exists
in the last frame of the current GOP. Thus, the VLC-domain
technique cannot be applied in the last frame of each GOP.
However, can get some savings
of the last frame of the GOP in both the bits to be sent and
the macroblocks to be decoded due to the contribution of the
DCT-domain technique. For this frame, there is no BMB, all
the macroblocks are treated as FBMBs. When a non-MC mac-
roblock exists for reconstructing FBMB, the technique of direct
addition of DCT coefficients can combine several non-MC
macroblocks into one. The savings can then be achieved. This
is another improvement of over
as shown in Figs. 10 and 11.
We have also demonstrated the performance of the proposed
as , the length of the group, is
varied. Tables VIII and IX show the performance improvements
of the average number of macroblocks to be decoded and the av-
erage number of bits to be sent with different respectively. For
the conventional approach, if is large, the average number of
TABLE VIII
SAVING OF THE AVERAGE NUMBER OF MACROBLOCKS THAT
NEED TO BE DECODED OF BMB + FBMB
AS COMPARED WITH THE CONVENTIONAL SYSTEM FOR DIFFERENT L
TABLE IX
SAVING OF THE AVERAGE NUMBER OF BITS THAT
NEED TO BE SENT OF BMB + FBMB
AS COMPARED WITH THE CONVENTIONAL SYSTEM FOR DIFFERENT L
frames need to be transmitted and decoded for a requested frame
in the backward-play operation is increased, which induces sig-
nificant increase of decoding complexity and network traffic.
Tables VIII and IX also show that
has a better improvement in both decoder complexity and net-
work traffic for large . These further demonstrate the effect of
the proposed techniques when applied to the video streaming
system with VCR functionality.
VI. CONCLUSION
In this paper, we have proposed a new architecture for
implementing efficient backward-playback for the MPEG
video streaming system with VCR support. The proposed tech-
niques utilize the property of center-biased motion vectors in
real-world video sequences. With the motion information, the
video streaming server divides the macroblocks in the requested
frame into two different types—a BMB and a FBMB. Then
it processes them either in the VLC domain or DCT domain,
and sends the processed macroblocks to the client machine.
For BMBs, we have adopted a technique of sign inversion of
DCT coefficients, which is operated in the VLC domain, to
simplify the decoder complexity while maintaining low net-
work bandwidth requirement. For FBMBs, we have also shown
that some pixels can still be handled in the VLC domain while
the remaining pixels can be manipulated efficiently by using
direction addition of DCT coefficients, which is a DCT-domain
technique. This DCT-domain technique can further alleviate
the computational burden of the client decoder during backward
playback. Since BMBs and FBMBs are performed in the VLC
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domain and DCT domain only, it is not necessary to do de-
coding and re-encoding of the video streams in the server. This
reduces the computational complexity required for the server
significantly. Furthermore, since the process of re-encoding is
not required, the visual quality during backward playback will
be exactly the same as that of forward playback. All the points
related to our proposed scheme have been verified experimen-
tally. Our MPEG video streaming system provides remarkable
backward-play quality and is able to minimize the required
network bandwidth and decoder complexity significantly.
Besides, the proposed techniques are not restricted to back-
ward playback, they can also be beneficial to other VCR op-
erations when the GOP size is large. For instance, if the next
requested frame in random-access is in the same GOP and is far
away from the previous I-frame, frames between the requested
frame and the current displayed frame could be decoded in re-
verse order by using the proposed techniques in order to save
network traffic and decoder complexity. This further shows that
the results of our work will certainly be useful for the future de-
velopment of digital VCR.
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