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Abstract. We present the main concept and results of the p-regularity theory
(also known as p-factor analysis of nonlinear mappings) applied to nonlinear
optimization problems. The approach is based on the construction of p-factor
operator. The main result of this theory gives a detailed description of the
structure of the zero set of irregular nonlinear mappings. Applications include
a new numerical method for solving nonlinear optimization problems and p-
order necessary and sufficient optimality conditions. We substantiate the rate
of convergence of p-factor method.
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1. Introduction
Consider the following nonlinear constrained optimization problem
min φ(x), (1)
subject to
F (x) = 0, (2)
where F : Rn → Rm and F (x) = (f1(x), f2(x), · · · , fm(x))
T , φ : Rn → R,
F ∈ Cp+1(Rn), p ∈ N, φ ∈ C2(Rn) and at the solution x∗ we have ImF ′(x∗) 6= Rm.
The problem (1)–(2) is said to be regular at the solution x∗ if the Jacobian matrix
has a full rank, i.e.
rankF ′(x∗) = m. (3)
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In the case, when the Jacobian matrix F ′(x∗) is singular, the problem (1)–(2) is
said to be irregular (degenerate) at x∗, and the point x∗ is said to be a singular
(degenerate) solution to the problem. Most results on convergence properties of
methods for solving optimization problems presuppose the regularity assumption (3).
If the regularity assumption does not hold, these methods lose their high convergence
rate or simply become inapplicable for finding solutions.
Let us note that it was proved in [6] that essentially nonlinear problems (that
is, problems which cannot be equivalently reformulated as locally linear problems)
are equivalent to degenerate problems. Our aim is to describe some degenerate
optimization problems.
For a better illustration of the results derived in the paper, first we apply a
classical result to the degenerate optimization problem.
In the classical case, for the equation F (x) = 0 where the operator F ′(x∗) is non-
singular, the tangent cone T1M(x
∗) to the setM(x∗) = {x ∈ Uε(x
∗) |F (x) = F (x∗)}
at x∗ is equal to the kernel of F ′(x∗) (Lyusternik theorem). But in the degenerate
case, Lyusternik theorem is inapplicable for the description of the solution set. If
the operator F ′(x∗) is singular then it is possible that T1M(x
∗) 6= KerF ′(x∗). For
example, if F is given by F (x) = x21−x
2
2+ o(‖x‖
2) and x∗ = 0, then F ′(x∗) = 0 and
KerF ′(0) = 0. Hence KerF ′(0) 6= R2 = T1M(x
∗) =
{(
t
t
)
∪
(
t
−t
)
, t ∈ R
}
.
We observe the same phenomenon when we consider optimality conditions. In
the regular case we can apply the Lagrange theorem, which says that, if x∗ is the
minimum of φ(x) and F ′(x∗)Rn = Rm then there exists λ∗ ∈ Rm such that
φ′(x∗) = F ′(x∗)Tλ∗. But in the irregular case the Lagrange theorem may fail.
For example let us consider the problem of minimizing φ(x) = x21 + x3, subject
to F (x) =
(
x21 − x
2
2 + x
2
3
x21 − x
2
2 + x
2
3 + x2x3
)
=
(
0
0
)
, where x∗ = (0, 0, 0)T is a solution
point. Here φ′(x∗) =
 00
1
 and F ′(x∗) = ( 0 0 0
0 0 0
)
. Hence, we can note that
φ′(0) 6= F ′(0)Tλ.
Moreover, when we consider the numerical solution of the nonlinear equation of
the form (2) in the singular case, the properties of numerical methods may fail.
Example 1. Consider the following mapping F : R2 → R2
F (x) =
(
x1 + x2
x1x2
)
,
where x∗ = (0, 0)T is the solution of the equation F (x) = 0 and F ′(x∗) =
(
1 1
0 0
)
is singular at x∗.
Let us use the classical Newton method for solving this problem:
xk+1 = xk − {F
′(xk)}
−1F (xk), k = 0, 1, 2, 3, . . .
and let x0 = (x
0
1, x
0
2)
T , x0 ∈ Uε(0) (ε > 0 is sufficiently small number). Then for
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k = 1,
x1 =
1
x01 − x
0
2
(
−x01x
0
2
x01x
0
2
)
.
For x01 = x
0
2, the inverse matrix {F
′(x0)}
−1 does not exist and the Newton method
is inapplicable. But even though {F ′(x0)}
−1 exists for some x0, e.g. for
x0 = (t+ t
3, t)T , we have x1 =
(
− 1
t
− t
1
t
+ t
)
and ‖x1 − 0‖ ≈
1
t
→∞, when t→ 0. If
t = 10−5 then ‖x1 − 0‖ ≈ 10
5. Rejecting effect!
In the case when we would like to use the Newton method for unconditional op-
timization problems we also do not obtain satisfactory results. For example, we
consider the following problem
min
x∈R2
φ(x)
xk+1 = xk − {φ
′′(xk)}
−1φ′(xk),
where φ(x) = x21 + x
2
1x2 + x
4
2, and x
∗ = (0, 0)T .
At the initial point x0 = (x01, x02)
T , where x01 = x02
√
6(1 + x02), we have
φ′′(x0) =
(
2 + 2x02 2x02
√
6(1 + x02)
2x02
√
6(1 + x02) 12x
2
02
)
,
and det φ′′(x0) = 0, hence the inverse matrix {φ
′′(x0)}
−1 does not exist.
It shows that if the problem is irregular we can not use the classical methods
for solving it. We would like to show how to apply the so called p-regularity the-
ory to solve irregular problems. The construction of p-regularity introduced in [7,
8] gives new possibilities for description and investigation of the irregular solutions
of degenerate nonlinear optimization problems. One of the applications is that the
construction of p-factor-operator is used to create numerical methods for solving
degenerate optimization problems and to state p-order necessary and sufficient op-
timality conditions.
2. Elements of p-regularity theory
Let F ∈ Cp+1(Rn). For k-th order derivative F (k)(x∗) at x∗ ∈ Rn, the associated
k-form is denoted by
F (k)(x∗)[h]k = F (k)(x∗)[h, . . . , h].
Suppose that the space Y is decomposed into a direct sum
Y = Y1 ⊕ · · · ⊕ Yp, (4)
where Y1 = ImF
′(x∗), Z1 = Y. Let Z2 be closed complementary subspace to Y1 (we
assume that such closed complement exists), and let PZ2 : Y → Z2 be the projection
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operator onto Z2 along Y1. By Y2 we mean the closed linear span of the image of
the quadratic map PZ2F
(2)(x∗)[·]2. More generally, define inductively,
Yi = span ImPZiF
(i)(x∗)[·]i ⊆ Zi, i = 2, . . . , p− 1,
where Zi is a chosen closed complementary subspace for Y1⊕· · ·⊕Yi−1 with respect
to Y, i = 2, . . . , p and PZi : Y → Zi is the projection operator onto Zi along
Y1 ⊕ · · · ⊕ Yi−1 with respect to Y, i = 2, . . . , p. Finally, Yp = Zp. The order p is
chosen as the minimal number for which (4) holds. Let us define the following
mappings
Fi(x) = PYiF (x), Fi : X → Yi i = 1, . . . , p,
where PYi : Y → Yi is the projection operator onto Yi
along Y1 ⊕ · · · ⊕ Yi−1 ⊕ Yi+1 ⊕ · · · ⊕ Yp with respect to Y, i = 1, . . . , p.
Definition 1. The linear operator Ψp(h) ∈ L(X,Y1 ⊕ · · · ⊕ Yp), h ∈ X, h 6= 0
defined by
Ψp(h) = F
′
1(x
∗) + F ′′2 (x
∗)h+ · · ·+ F (p)p (x
∗)[h]p−1,
is called the p-factor operator at the point x∗.
Definition 2. We say that the mapping F is p-regular at x∗ along h, if
ImΨp(h) = Y.
Definition 3. We say that the mapping F is p-regular at x∗ if it is p-regular along
any h from the set
Hp(x
∗) =
p⋂
k=1
KerkF
(k)
k (x
∗) \ {0},
where
KerkF
(k)
k (x
∗) = {ξ ∈ X : F
(k)
k (x
∗)[ξ]k = 0}
is the k-kernel of the k-order mapping F
(k)
k (x
∗)[·]k.
Definition 4. We say the mapping F satisfies the normal condition of p-
regularity at x∗ with respect to h ∈ X such that ‖h‖ = 1, if F is p-regular at
x∗ along h = PHp(x∗) h, where h 6= 0.
Lemma 1. Let the mapping F be p-regular at x∗ and let rankF ′(x∗) < m. Then
Hp(x
∗) = {0} if and only if there exists a neighborhood U(x∗) such that the set
D = {x ∈ U(x∗) |F (x) = 0}
consists of the unique element x∗.
The proof of this lemma follows immediately from the generalization of the
Lyusternik theorem (see [8]), which asserts that the tangent cone T1M(x
∗) to the
set M(x∗) = {x ∈ U |F (x) = F (x∗)} at the point x∗ coincides with Hp(x
∗), i.e.,
T1M(x
∗) = Hp(x
∗).
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Remark 1. By virtue of Lemma 1, we consider the case Hp(x
∗) 6= {0}, because in
the other case the feasible set includes only one element.
The following result (see [2]) gives the necessary optimality conditions for degenerate
nonlinear optimization problems with equality constraints.
Theorem 1 (Necessary optimality conditions) (see [5]) Let x∗ ∈ Rn be a
local minimizer to (1)-(2), φ : U → R be twice continuously differentiable at x∗, and
F ∈ Cp+1(Rn). Assume that F is p-regular at x∗ along an element h∗ ∈ Hp(x
∗).
Then there exists λ∗ ∈ Rm such that
φ′(x∗)+(F ′(x∗)+P1F
′′(x∗)[h∗]+P2F
′′′(x∗)[h∗]2+...+Pp−1F
(p)(x∗)[h∗]p−1)T λ∗ = 0.
In the following theorem, we state the sufficient conditions for the optimality.
Introduce the p-factor Lagrange function as
Lp(x, h, λ) = ϕ(x) + 〈(P1F (x) + P2F
′(x)[h] + ...+ PpF
(p−1)(x)[h]p−1), λ〉
and
Lp(x, h, λ) = ϕ(x) + 〈(P1F (x) +
1
3
P2F
′(x)[h] + ...+
2
p(p+ 1)
PpF
(p−1)(x)[h]p−1), λ〉
Theorem 2 (Sufficient optimality conditions). Let φ ∈ C2(Rn), and F ∈
Cp+1(Rn,Rm). Assume that F is p-regular at x∗ along elements h ∈ Hp(x
∗).
If at the point x∗ there exists γ > 0 and multipliers λ∗(h) such that for all h ∈ Hp(x
∗)
L′px(x
∗, h, λ∗(h)) = 0,
and
〈L
′′
pxx(x
∗, h, λ∗(h))h, h〉 ≥ γ‖h‖2
then the point x∗ is a local minimizer to the problem (1)–(2).
3. Unconditional optimization. P -factor method
Throughout this section we consider optimization problems without constraints.
Basing on the p-factor operator construction we propose a new method for solving
the nonlinear equations
F (x) = 0, F : Rn → Rn
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where the matrix F ′(x∗) is singular at the solution point x∗.
Let Y1 = ImF
′(x∗), P¯1 = PY ⊥
1
,
Y2 = Im(F
′(x∗) + P¯1F
′′(x∗)h), P¯2 = PY ⊥
2
,
...
Yk+1 = Im(F
′(x∗) +
k∑
i=1
P¯iF
′′(x∗)h+
∑
i2>i1
i1,i2∈{1,k}
P¯i2 P¯i1F
(3)(x∗)[h]2 + · · ·
+
∑
ik>...>i1
i1,...,ik∈{1,k}
P¯ik ...P¯i1F
(k)(x∗)[h](k−1)), P¯k+1 = PY ⊥
k+1
, k = 2, . . . , p− 1.
Then the principal scheme of p-factor method is the following
xk+1 = xk − {F
′(xk) + P1F
′′(xk)h+ · · ·+ Pp−1F
(p)(xk)h
p−1}−1·
·(F (xk) + P1F
′(xk)h+ · · ·+ Pp−1F
(p−1)(xk)h
p−1), (5)
where P1 =
p−1∑
i=1
P¯i,
P2 =
∑
i2>i1
i1,i2∈{1,p−1}
P¯i2 P¯i1 ,
...
Pk+1 =
∑
ik>...>i1
i1,...,ik∈{1,p−1}
P¯ik ...P¯i1 , k = 2, . . . , p − 1, h is some fixed element, ‖h‖ = 1
and Pi, i = 1, . . . , p − 1 are matrices of orthoprojection such that in the solution
point x∗ we have
F (x∗) + P1F
′(x∗)h+ · · ·+ Pp−1F
(p−1)(x∗)hp−1 = 0 (6)
and the p-factor matrix
F ′(x∗) + P1F
′′(x∗)h+ · · ·+ Pp−1F
(p)(x∗)hp−1 (7)
is nonsingular (p-regular along h).
It means that P¯p = 0, Yp = R
n.
Consider the case p = 2 for our example 1
xk+1 = xk − {F
′(xk) + P1F
′′(xk)h}
−1 · (F (xk) + P1F
′(xk)h), (8)
where P1 is an ortoprojection onto Im(F
′(x∗))⊥ and element h (‖h‖ = 1) is such
that the 2-factor matrix
F ′(x∗) + P1F
′′(x∗)h (9)
is nonsingular at the solution point x∗ = 0 (2-regular along h).
Then the condition
F (0) + P1F
′(0)h = 0
will hold and we have to solve the following equation
F (x) + P1F
′(x)h = 0, (10)
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where by virtue of (9) x∗ = 0 is a locally unique solution.
Theorem 3. Let F ∈ Cp(Rn) and let there exist h, ‖h‖ = 1 such that the p-factor
matrix (7) is nonsingular.
Then for any x0 ∈ Uε(x
∗) (ε > 0 sufficiently small) for the scheme (5) the following
condition will be fulfilled:
‖xk+1 − x
∗‖ ≤ c‖xk − x
∗‖2, k = 0, 1, 2, . . . (11)
where c > 0 is a constant.
Proof. Let us note that (5) it is scheme of the classical Newton’s method for
solving the system of equations
F (x) + P1F
′(x)h+ ...+ Pp−1F
(p−1)(x)hp−1 = 0, (12)
and the point x∗ is a solution of the system (12). But under the assumption of
the p-regularity of the mapping F (x), the first derivative operator of the mapping
considered above evaluated at the point x∗ is nondegenerate. For the scheme (5), it
means that are fulfilled the classical Newton conditions on convergence and rate of
convergence (see [9]) then (11) holds.
Example 1. Let us consider the following problem
F (x) =
(
x1 + x2
x1x2
)
=
(
0
0
)
,
where x∗ = (0, 0)T and
F ′(0) =
(
1 1
0 0
)
is singular at the point x∗ = (0, 0)T .
The scheme of the 2-factor method is the following
xk+1 = xk − {F
′(xk) + P1F
′′(xk)h}
−1 · (F (xk) + P1F
′(xk)h), (13)
where P1 =
(
0 0
0 1
)
, h = (1,−1)T . Then after calculation
F ′(xk) + P1F
′′(xk)h =
(
1 1
x2k − 1 x
1
k + 1
)
and
xk+1 = xk −
(
1 1
x2k − 1 x
1
k + 1
)−1(
x1k + x
2
k
x1kx
2
k + x
2
k − x
1
k
)
=
=
(
1 1
x2k − 1 x
1
k + 1
)−1(
0
x1kx
2
k
)
.
It means that
‖xk+1 − 0‖ ≤ c‖xk − 0‖
2.
Publikacja objęta jest prawem autorskim. Wszelkie prawa zastrzeżone. Kopiowanie i rozpowszechnianie zabronione.  
Publikacja przeznaczona jedynie dla klientów indywidualnych. Zakaz rozpowszechniania i udostępniania w serwisach bibliotecznych
148
Example 2. Consider the following optimization problem
min
x∈R2
x21 + x
2
1x2 + x
4
2
F (x) = ϕ′(x) =
(
2x1 + 2x1x2
x21 + 4x
3
2
)
,
where x∗ = (0, 0)T , and F is 3-regular at x∗ along h = (1, 1)T .
F ′(0) + P1F
′′(0)h+ P2F
(3)(0)[h]2 = ϕ′′(0) + P1ϕ
(3)(0)h+ P2ϕ
(4)(0)[h]2
=
(
2 −11
2 11
)
– non singular!
Here P¯1 =
(
0 0
0 1
)
, P¯2 =
1
2
(
1 −1
−1 1
)
, P1 = P¯1 + P¯2 =
1
2
(
1 −1
−1 3
)
,
P2 = P¯2P¯1 =
1
2
(
0 −1
0 1
)
.
Consider the following 3-factor scheme
xk+1 = xk −
(
ϕ′′(0) + P1ϕ
(3)(0)[h] + P2ϕ
(4)(0)[h]2
)−1
·
·
(
ϕ′(xk) + P1ϕ
′′(xk)[h] + P2ϕ
(3)(xk)[h]
2
)
.
For the sake of simplicity and best illustration we use inverse matrix at the point 0
from which the convergence rate of the method can be derived.
Let
xk =
(
x1
x2
)
.
Then ‖xk+1 − 0‖ =
=
∥∥∥∥∥xk −
(
2 −11
2 11
)
−1 (
2x1 − 11x2 + 2x1x2 − 6x
2
2
2x1 + 11x2 + x
2
1 + 18x
2
2 + 4x
3
2
)∥∥∥∥∥ =
= 144
∥∥∥∥( 11x21 + 132x22 + 22x1x2 + 44x322x21 + 48x22 − 4x1x2 + 8x32
)∥∥∥∥ ≤
≤ 10‖xk − 0‖
2.
4. P -factor method for constrained optimization problems
In this section, we present so-called p-factor Lagrange method for solving the nonlin-
ear optimization problems with constraints given in the form F (x) = 0. The method
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is especially intended for degenerate problems where the Jacobian matrix F ′(x∗) is
singular at the solution x∗. As it is known, the classical method is inapplicable
for the degenerate optimization problems. Therefore, the main idea of the method
described in this section is to construct a new nonsingular system of equations based
on p-regularity theory. Under sufficient conditions for optimality the p-factor iter-
ative sequence constructed for solving this system converges to the solution of the
original nonlinear optimization problem with quadratic rate.
Let us introduce the notation z := ( xλ ) ∈ R
n+m, z∗ :=
(
x∗
λ∗
)
and define the
auxiliary mapping R : Rn+m → Rn+m by
R(z) = R(x, λ) =(
φ′(x) + (F ′(x) + P1F
′′(x)[h∗] + ...+ Pp−1F
(p)(x)[h∗]p−1)T λ
F (x) + P1F
′(x)[h∗] + ...+ Pp−1F
(p−1)(x)[h∗]p−1
)
. (14)
Then we obtain so-called p-factor Lagrange system of equations
R(z) = R(x, λ) = 0, (15)
where h∗ is defined in Definition 4, and let following inequality dist(h,Hp(x
∗)) ≤ ε
hold for sufficiently small ε > 0.
The first equality in this system is necessary condition for the optimality at the point
x∗ (see Theorem 1) while the second raw is the new mapping which is regular at the
point x∗, and (x∗, λ∗)T is a solution of this system.
Theorem 4. Let x∗ ∈ Rn be a local minimizer to (1)-(2), φ : U → R a mapping
twice continuously differentiable at x∗ and let F : Rn → Rm be (p + 1)-times con-
tinuously differentiable at Uε(x
∗). Moreover assume that F is p-regular at x∗ with
respect to h¯ and R′(z∗) is nonsingular. Then, the point z∗ =
(
x∗
λ∗
)
is a regular local
isolated solution of R(z) = 0.
Proof. Recall that the system (15) is a system of (n+m) equations in (n+m)
unknowns, and that the point z∗ is its solution. For the system (14) and under
assumptions of Theorem 4 the matrix R ′(z∗) is nonsingular. Hence (see [9]),
z∗ = (x∗, λ∗)T is a regular local solution to (1).
To solve the system (15) we use the p-factor Lagrange method, which is based on
the Newton‘s method:(
xk+1
λk+1
)
=
(
xk
λk
)
− {R′(xk, λk)}
−1
·
·
(
φ′(xk) + (F
′(xk) + P1F
′′(xk)[h
∗] + · · ·+ Pp−1F
(p)(xk)[h
∗]p−1)T λk
F (xk) + P1F
′(xk)[h
∗] + · · ·+ Pp−1F
(p−1)(xk)[h
∗]p−1
)
. (16)
The next corollary follows from Theorem 4.
Corollary 1. Let the assumptions of Theorem 4 be fulfilled, x0 ∈ Uε(x
∗) and
let λ0 ∈ Uε(λ
∗), where ε > 0 is a sufficiently small number. The sequence {xk},
generated by (16), converges to x∗ quadratically, ‖xk − x
∗‖ ≤ Cq2
k
, q < 1, C > 0,
k = 0, 1, 2, . . . .
Publikacja objęta jest prawem autorskim. Wszelkie prawa zastrzeżone. Kopiowanie i rozpowszechnianie zabronione.  
Publikacja przeznaczona jedynie dla klientów indywidualnych. Zakaz rozpowszechniania i udostępniania w serwisach bibliotecznych
150
Proof. By assumptions that matrix R′(z∗) is nonsingular (nondegenerate) at
the solution point of the system (15), then the convergence conditions of Newton
method are fulfilled. Taking into account the quadratic rate of convergence of New-
ton method and the properties of the mappings considered above, we infer that the
sequence {zk} = {(xk, λk)
T } converges to the point z∗ = (x∗, λ∗)T quadratically,
i.e.
‖zk − z
∗‖ ≤ C1q
2k , q < 1, C1 > 0, k = 0, 1, 2, . . . ,
where q = γ‖z0 − z∗‖, γ > 0. By virtue of
‖xk − x
∗‖ ≤ ‖xk − x
∗‖+ ‖λk − λ
∗‖ ≤ 2‖zk − z
∗‖, k = 0, 1, . . . ,
we have
‖xk − x
∗‖ ≤ 2C1q
2k , C1 > 0, k = 0, 1, . . .
Hence, the sequence {xk} converges to x
∗ quadratically.
Remark 2. In the method (16) element h∗ is given for better understanding of the
idea this method, but for a practical implementation we have to construct also the
element hk on each step of the iteration taking into account some additional assump-
tions.
The hereby mentioned procedure is described in [5].
Example 3. Consider the problem
x1 − x2 + x
2
1 → min
subject to F (x) = (x21 + x
2
2)(x2 − x1) + x1x
3
2 = 0. (17)
For this problem, we could not guarantee that the traditional methods converge to
the solution. Moreover
F ′(x, y) =
(
2x1x2−3x
2
1−x
2
2+x
3
2
x21+3x
2
2−2x1x2+3x1x
2
2
)
, F ′′(x, y) =
(
2x2−6x1 2x1−2x2+3x
2
2
2x1−2x2+3x
2
2 6x2−2x1+6x1x2
)
,
F ′′′(x)[h]3 = −6(h31 − h
2
1h2 + h1h
2
2 − h
3
2 − 3h1h
2
2x2 − h
3
2x1) = 0.
Hence at the point x∗
Ker3F ′′′(x∗) = {( tt ) and t 6= 0}.
We can assume that
h =
(
1
1
)
.
From the solution of the following system of equations
R(z) = R(x, λ) =
(
φ′(x) + λ(F ′(x) + P2F
′′′(x)[h]2)
F (x) + P2F
′′(x)[h]2
)
=
(
0
0
)
,
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namely from
R(z) =
 2x1 + 1 + λ(2x1x2 − 3x21 − x22 + x32 + 6x2 − 4)−1 + λ(x21 + 3x22 − 2x1x2 + 3x1x22 + 12x2 + 6x1 + 4)
(x21 + x
2
2)(x2 − x1) + x1x
3
2 + 6x
2
2 + 6x1x2 − 4x1 + 4x2
 =
=
 00
0

we obtain a locally unique point x∗ = (0, 0), λ∗ = 14 .
Then
R′(z) = 2 + 2λx2 − 6λx1 λ(2x1 − 2x2 + 3x22 + 6)λ(2x1 − 2x2 + 3x22 + 6) λ(6x2 − 2x1 + 6x1x2 + 12)
2x1x2 − 3x
2
1 − x
2
2 + x
3
2 + 6x2 − 4 x
2
1 + 3x
2
2 − 2x1x2 + 3x1x
2
2 + 12x2 + 6x1 + 4
.... 2x1x2 − 3x
2
1 − x
2
2 + x
3
2 + 6x2 − 4
... x21 + 3x
2
2 − 2x1x2 + 3x1x
2
2 + 12x2 + 6x1 + 4
... 0
 .
Now, substituting z∗ into R′(z) we infer that
R′(z∗) =
 2 1, 5 −41, 5 3 4
−4 4 0

is nonsingular. Applying Theorem 4, we conclude that z∗ is a regular local solution
of the considered problem.
5. General case
In order to simplify the idea of the p-factor Lagrange method in the scheme (5) we
have defined the element h at the point x∗. But now for practical implementation,
we have to construct the element hk on each iteration using some assumptions. In
this part of our paper, we present the method in which we can find an approximation
for hk as well.
Let h∗ = PHp(x∗)h, and let dist(h,Hp(x
∗)) ≤ ε hold. For defining h∗ let us
consider auxiliary problem in the following form
min
h∈Rn
‖h− h‖2 (18)
subject to
F ′(x)h+ P1F
′′(x)[h]2 + . . .+ Pp−1F
p(x)[h]p = 0.
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We denote the solution to this problem by h(x) := PHp(x)h .
Vector ν∗ ∈ Rm can be obtained from the equality
(h− h∗)− (F ′(x∗) + . . .+ Pp−1F
p(x∗)[h∗]p−1)T ν∗ = 0. (19)
We obtain this equality from Lagrange theorem applied to the problem (18) with
variable h.
Introduce the notations
z := (x, λ, ν, h)T ∈ Rn+2m, z∗ := (x∗, λ∗, ν∗, h∗)T ,
and define the mapping Γ : Rn+2m → Rn+2m, as follows
Γ(z) = Γ(x, λ, ν, h) =
φ′(x) + (F ′(x) + P1F
′′(x)[h] + · · ·+ Pp−1F
(p)(x)[h]p−1)T λ
F (x) + P1F
′(x)[h] + · · ·+ Pp−1F
(p−1)(x)[h]p−1
2(h− h)− (F ′(x) + · · ·+ Pp−1F
p(x)[h]p−1)T ν
F ′(x)h+ P1F
′′(x)[h]2 + · · ·+ Pp−1F
p(x)[h]p
 . (20)
Consider the system of equations Γ(z) = 0.
In this way we obtain system of n+2m equations with n+2m unknowns. The first
equation is the necessary optimality condition for degenerate problems, the second
one we can treat as a mapping, which is regular at the point x∗, the third is a system
of equations (19) and the last m equation constitues the system of constraints of
problem (18). Consider the p-factor Lagrange method, in the following form
xk+1
λk+1
νk+1
hk+1
 =

xk
λk
νk
hk
 − {Γ′(xk, λk, νk, hk)}−1 · Γ(xk, λk, νk, hk) (21)
which is equivalent to zk+1 = zk − {Γ
′(zk)}
−1 · Γ(zk) for k = 0, 1, ...
We introduce the following assumption, which is important for the differential
properties of the h(x). We need this assumption to guarantee the existences and the
uniqueness of the projection h on the set Hp(x
∗)( in our method on the set Hp(xk)),
which is important for the presented algorithm.
Assumption 1: The mapping F satisfies the normal condition of p-regularity at z∗
with respect to a given element h ∈ Rn, ‖h‖ = 1. Moreover, for some sufficiently
small ε > 0, the element h satisfies
dist(h,Hp(x
∗)) ≤ ε. (22)
Lemma 2. Suppose that Assumption 1 holds. Then there a exists sufficiently
small ε > 0 such that the mapping h(x) (defined above) is unique and continuously
differentiable in a neighborhood Uε(x
∗) of the point x∗. (This lemma is proved in
[5].)
Under the assumption 1 of Lemma 2 we have:
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Theorem 5. Let x∗ ∈ Rn be a local minimizer to (1)–(2), φ ∈ C2(Rn),
F ∈ Cp+1(Rm). Assume that F satisfies the normal condition of p-regularity at the
point z∗ with respect to h and let Assumption 1 hold, and assume that the matrix
Γ′(z) is nonsingular at z∗.
Then, for sufficiently small ε > 0, the point z∗ is a regular local isolated solution of
the system Γ(z) = 0. Moreover, the sequence {zk} defined by method (21) converges
to z∗ with quadratic rate, i.e. ‖zk+1 − z
∗‖ ≤ C‖zk − z
∗‖2, for k = 0, 1, ... where
C > 0 is an independent constant.
Corollary 2. Let (x0, y0) ∈ Uδ(x
∗, y∗), λ0 ∈ Uδ(λ
∗), h0 ∈ Uε(h
∗) and v0 ∈ Uδ(v
∗),
where δ > 0 is sufficiently small. If the matrix Γ′(z) is nonsingular at the point z∗
then the sequence {xk}, k = 1, 2, . . ., converges to x
∗ quadratically, i.e. ‖xk − x
∗‖ ≤
Cq2
k
, q < 1 and C > 0, k = 0, 1, ...
Example 4. Consider again the problem (17). But now let us use generalized
method (21) for its solution. We construct the new system of equations in the
following form
Γ(z) = Γ(x, λ, λ̂, h) =
φ′(x) + (F ′(x) + P1F
′′(x)[h] + ...+ Pp−1F
(p)(x)[h]p−1)T λ
F (x) + P1F
′(x)[h] + ...+ Pp−1F
(p−1)(x)[h]p−1
2(h− h)− (F̂ ′(x) + . . .+ Pp−1F
p(x)[h]p−1)T λ̂
F̂ ′(x)h
P1F
′′(x)[h]2
...
Pp−1F
p(x)[h]p

=

0
0
0
0
0
0
0

.
In this case, P1 = 0, P2 6= 0 and the previous system is reduced to the system
Γ(z) = Γ(x, λ, λ̂, h) =
φ′(x) + (F ′(x) + P2F
′′′(x)[h]2)T λ
F (x) + P2F
′′(x)[h]2
2(h− h)− (F̂ ′(x) + P2F
′′′(x)[h]2)T λ̂
P2F
′′′(x)[h]3
 =

0
0
0
0
 .
Then the system of equations Γ(z) = 0 becomes
2x1+1+λ(2x1x2−3x
2
1−x
2
2+x
3
2−6h
2
1+4h1h2−2h
2
2+6h
2
2x2)
−1+λ(x21+3x
2
2−2x1x2+3x1x
2
2+2h
2
1−4h1h2+6h
2
2+12x2h1h2+6x1h
2
2)
(x21+x
2
2)(x2−x1)+x1x
3
2+(2x2−6x1)h
2
1+(4x1−4x2+3x
2
2)h1h2+(6x2−2x1+6x1x2)h
2
2
2h1−2h1−λ̂(−6h
2
1+4h1h2−2h
2
2+6h
2
2x2)
2h2−2h2−λ̂(2h
2
1−4h1h2+6h
2
2+6h
2
2x1+12h1h2x2)
−6h31+6h
2
1h2−6h1h
2
2+6h
3
2+18h1h
2
2x2+6h
3
2x1
 =
 000
0
0
0
 .
Thus, z∗ =
(
x∗
λ∗
λ̂∗
h∗
)
is the solution of above-mentioned system, where
x∗ = ( 00 ), λ
∗ = 14 , λ̂
∗ = 110 and h
∗ = ( 11 ) .
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Now, substituting z∗ into Γ′(z∗) we get the matrix
Γ′(z∗) =
 2 1.5 −4 0 −2 01.5 3 4 0 0 2−4 4 0 0 0 0
0 −0.6 0 4 −1.2 0
−0.6 12 0 −4 0 −2.8
6 18 0 0 −12 12

which is nonsingular. Applying Theorem 5, we conclude that z∗ is a regular local
solution of (17).
Numerical results:
Applying the described method to the same problem (17) with the initial point
x0=
(
0,5
0,5
)
λ0=0,15
λ̂0=0,4
h0=
(
0,6
0,7
)
we obtain in 4-th iteration a good approximation of the solution point
x∗ = ( 00 ), λ
∗ = 14 , λ̂
∗ = 110 and h
∗ = ( 11 ) .
k=1

x1=
(
−0,0135
0,3356
)
λ1=0,3674
λ̂1=−0,2157
h1=
(
1,1851
1,0456
) k=2

x2=
(
0,0152
0,0232
)
λ2=0,2559
λ̂2=0,0649
h2=
(
1,0893
1,0807
) k=3

x3=
(
0,0009
0,0001
)
λ3=0,2524
λ̂3=0,0953
h3=
(
1,0013
1,0000
) k=4

x4=
(
0,0000
0,0000
)
λ4=0,2500
λ̂4=0,1000
h4=
(
1,0000
1,0000
)
For the problem considered above we could not use the classical methods for
example Newton‘s method because the first derivatives is degenerate F ′(x∗) = 0.
6. Identification of linear independent constraints algorithm
In this paper we consider methods for solving degenerate optimization problems in
which we use the same orthoprojectors like P1, P2, ..., Pm. But in practical imple-
mentation it is hard to construct this type of oprtoprojections, so in order to avoid
difficult calculations we construct new mapping F̂ (x) equivalent to the mapping
F (x). We assume for this mapping that the first r rows in the Jacobian matrix
F̂ ′(x∗) are linearly independent, and the others are equal to zero,
F̂ ′(x∗) =

f ′1(x
∗)
...
f ′r(x
∗)
0
...
0

. (23)
Any system of nonlinear equations can be transformed into a new one for which (23)
holds. This transformation is performed by multiplication of the original mapping
F (x) by the nondegenerate matrix, it means F (x) = 0⇐⇒ F̂ (x) = 0 (see [10]). So
under this transformation, the feasible set {x | F (x) = 0} does not change.
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Throughout this section we consider the algorithm in which we identify the con-
straints that are linearly independent at the solution point x∗ using information in
any given point x0 ∈ U(x
∗).
Let the mapping F ∈ Cp+1(Rn) be p- regular (p ≥ 2) at the point x∗. For suffi-
ciently small neighborhood U(x∗) we introduce two functions
ρ(x) = mini=1,··· ,m dist
(
f ′i(x), Span
(
f ′j(x), j ∈ {1, ...,m} \i
))
,
µ(x) = max
{
‖F (x)‖
1
p , ρ(x)
1
p−1
}
.
Here fi is the ith coordinate of vector function F and Span(a1, . . . , am) is a linear
span of vectors a1, . . . , am.
The following theorem describes the function µ(x).
Theorem 6. Let the mapping F ∈ Cp+1(Rn) be p-regular at the point x∗ and
F (x∗) = 0.
Then there exist ε > 0, C ′ > 0, C ′′ > 0, such that following inequality
C′‖x− x∗‖ ≤ µ(x) ≤ C′′‖x− x∗‖
1
p , x ∈ Uε(x
∗)
holds.
In order to obtain mappings as follows
F̂ (x) =

f1(x)
...
fr1(x)
f̂r1+1(x)
...
f̂m(x)
 (24)
we consider the method in which we identify the gradients f ′1(x), f
′
2(x), . . . , f
′
r1
(x)
that are linearly dependent at the solution point x∗.
To construct the method, we need the following lemma.
Lemma 3. Let for nonnegative functions g(x), µ(x) the following inequality be sat-
isfied:
|g1(x) − g2(x)| ≤ L‖x1 − x2‖, ∀x1, x2 ∈ Uδ(x
∗),
C′‖x− x∗‖ ≤ µ(x) ≤ C′′‖x− x∗‖
1
p , x ∈ Uδ(x
∗),
where L, δ, C′, C′′, are positive constants and C′′ ≥ C′, p ≥ 2.
Then there exists a sufficiently small ε > 0, such that one of the following con-
ditions holds:
1. ∀x ∈ Uε(x
∗) : g(x) ≤ µ(x)
1
2 and then g(x∗) = 0
or
2. ∀x ∈ Uε(x
∗) : g(x) > µ(x)
1
2 and then g(x∗) 6= 0.
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Remark 3. Under the assumptions of Lemma 3 there exists sufficiently small ε > 0
such that if for some element x ∈ Uε(x
∗) the following inequality g(x) ≤ µ(x)
1
2 holds
then for all x ∈ Uε(x
∗) we have g(x) ≤ µ(x)
1
2 , so equation g(x∗) = 0 is fulfilled.
Analogously, if for some element x ∈ Uε(x
∗) the following inequality g(x) > µ(x)
1
2
holds then for all x ∈ Uε(x
∗) we have g(x) > µ(x)
1
2 , so condition g(x∗) 6= 0 is
fulfilled.
Method for identification the constraints that are linearly independent
at the point x∗
For sufficiently small ε > 0, x ∈ Uε(x
∗), i ∈ {1, ...,m} and under the assumptions
of Lemma 3 and Remark 3 we consider two cases:
1. g(x) = ‖f ′i(x)‖ ≤ µ(x)
1
2
2. g(x) = ‖f ′i(x)‖ > µ(x)
1
2 .
(25)
In case 1 under Remark 3 we have f ′i(x
∗) = 0 and analogously in case 2 we have
that f ′i(x
∗) 6= 0.
Algorithm
Step 1. Applying the scheme (25) we identify the first vector which is nonzero.
At the beginning let this vector have index i1 and let the inequality ‖f
′
i1
(x)‖ > µ(x)
1
2
be fulfilled then the corresponding vector is nonzero f ′i1(x
∗) 6= 0.
Step 2. We identify the next vector which is nonzero for example f ′i2(x
∗) and
check the condition dist
(
f ′i2(x), Span
(
f ′i1(x)
))
> µ(x)
1
2 . If this condition holds in
Uε(x
∗) then, it means that the vectorsf ′i1(x
∗), f ′i2(x
∗) are linearly independent and
we go to step 3. But if this condition does not hold, it means the vector f ′i2(x
∗) is
a linear combination of the other vectors and we go again to the step 2.
Step 3. We identify the next vector which is nonzero for example f ′i3(x
∗) and
check the condition dist
(
f ′i3(x), Span
(
f ′i1(x), f
′
i2
(x)
))
> µ(x)
1
2 . If this condition
holds in Uε(x
∗) then, it means that the vector f ′i3(x
∗) is linearly independent of
the other vectors and we go to the next step. But if this condition does not hold,
it means the vector f ′i3(x
∗) is a linear combination of the other vectors and we go
again to the step 3.
Step s. We have f ′i1(x
∗), f ′i2(x
∗), ..., f ′is−1(x
∗) linearly independent vectors. Now
we again identify the vector which is nonzero for example f ′is(x
∗) and check the con-
dition dist
(
f ′i3(x), Span
(
f ′i1(x), f
′
i2
(x), ..., f ′is (x)
))
> µ(x)
1
2 . If this condition holds
in Uε(x
∗) then, it means that the vector f ′is(x
∗) is linearly independent of the other
vectors. But if this conditions does not hold, it means the vector f ′is(x
∗) is a linear
combination of the other vectors.
This algorithm stops when s = m.
In this way we obtain the mapping of the form (24) where f ′i1(x
∗) 6= 0, ..., f ′ir1
(x∗) 6=
0, are linearly independent but f ′ir1+1(x
∗) = 0, ..., f ′im(x
∗) = 0 are dependent. Anal-
ogously we procede with second derivatives.
Transformation of the original mapping F (x) to the mapping F̂ (x) has been
carried in order to simplify oprhoprojectors. But in the hereby paper we assumed
that mapping F (x) fulfills (23).
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Under this transformation for the mapping F̂ (x) in the case p = 2 we have the
following orthoprojections P1 =
 1 ... 1r1
0
...
0
 and P2 =
 0 ... 0
1r1+1
...
1m
 ,
which have simple structure.
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