In performing Bayesian analysis of a bonus-malus system (BMS) it is normal to choose a parametric structure, π 0 (λ), in the insurer's portfolio. According to Bayesian sensitivity analysis the structure function can be modelled by specifying a class Γ of priors instead of a single prior. In this paper, we examine the ranges of the relativities, i.e. δ π = E[λπ(λ|data)]/E[λπ(λ)], π ∈ Γ . We illustrate our method with data from [Astin Bulletin 10 (3) (1979) 274].
Introduction
The purpose of this paper is to illustrate notions and techniques for robust Bayesian analysis in problems typically arising in a bonus-malus system (BMS). BMS is a merit rating method that is widely used in automobile insurance, characterized by the fact that only the number of claims modifies the premium.
A model often used for experience rating in a BMS assumes that each individual risk has its own Poisson distribution for a number of claims, λ, assuming that the mean number of claims is distributed across individual policyholders according to a Gamma distribution (Coene and Doray, 1996; Corlier et al., 1979; Lemaire, 1979 Lemaire, , 1988 Lemaire, , 1998 .
It is usually difficult, and perhaps impossible, to quantify prior information by a single prior. Therefore, it is suggested that prior information is quantified through a class Γ of subjective plausible priors. The use of this method has received little attention in the context of actuarial models; Heilmann and Schröter (1987) and Gómez et al. (1999) are notable examples. Nevertheless they have never been studied in the context of a BMS.
Our approach is based on the assumption that the actuary is unwilling or unable to choose a functional form for the structure function π, but that he can restrict the possible priors to a class which is suitable for quantifying the actuary's uncertainty. Therefore it is of interest to examine how the relativities for priors in such a class behave.
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The class of priors considered here takes the form
where 0 ≤ ε ≤ 1, π 0 is a fixed prior and Q is a subset of P, the collection of all plausible priors on λ (λ is considered to be a realization of a parameter space Λ).
We present basic results to study the range of the relative quantity in the form
, π ∈ Γ ε , using Q 1 = {all probability distributions with the same mean as that of π 0 (λ)}, and Q 2 = {all distributions with the same mean as that of π 0 and unimodal posterior distribution with the same mode as that of π 0 (λ|data)}.
For both Q 1 and Q 2 , we determine the range of {δ π (data), π ∈ Γ ε }. This problem is reduced to one of finding extrema of the functions of one variable to be solved numerically, as we show in Proposition 1. The remainder of the paper is structured as follows. Section 2 describes the relative premium considered here. Section 3 provides technical results for our problem. Sections 4 and 5 contain some examples and a discussion of related work, respectively.
Calculation of relativities
In BMS it is usually assumed that the number of claims of each policy is Poisson distributed, i.e.
with a Gamma structure function
Consider a policyholder, drawn randomly from the insurance portfolio, who is observed to have the sequence of claims k 1 , k 2 , . . . , k t over t periods. We assume them to be independent and equidistributed. Lettingk
and the posterior distribution π 0 (λ|k) remains a Gamma distribution but now with the updated parameters Gamma (a+
. Lemaire (1979) defines a BMS by the relativities
Observe that the premium the policyholder has to pay if the initial premium (t = 0, k = 0) is 100.
If we use the above assumptions the relatives are
Other approximations to determine a BMS are possible: the standard deviation principle (Meng and Whitmore, 1999) , the expected value principle (Tremblay, 1992) , and the exponential utility principle (Lemaire, 1979 (Lemaire, , 1995 ; among others.
Sensitivity study
Analysis of the robustness of Bayesian models consists of replacing a given prior distribution by a class Γ of prior distributions and studying the oscillation of functions defined on the class of posterior distributions. A small variation leads to the conclusion of robust analysis and we say that the class Γ is robust.
Most of the robust Bayesian procedures have produced sensitivity measures of quantities which can be expressed in terms of posterior expectations (e.g. the mean, variance and probability of sets). Nevertheless, a significant difference appears in the actuarial context considered here. Expression (1) suggests that the relative premium can be expressed in terms of the ratio of a posterior expectation and a prior expectation. Appropriate techniques are considered to analyse the sensitivity of the premiums charged to changes in priors.
We use δ π (k) to denote the ratio of a relative quantity
Sivaganesan and Berger (1989), Gómez et al. (1999) among others look at the class Γ ε which is a contamination of π 0
where π 0 is a particular prior distribution, the prior that we would use in a Bayesian analysis with only one prior distribution. 0 ≤ ε ≤ 1 is fixed and Q is a class of plausible distributions whose members are denoted by q. With respect to the class Q, several possibilities can be taken into account. Since in a bonus-malus setting the mean is a natural concept, a first class applied to check local sensitivity to the prior is the class of all possible distributions with a common mean, i.e.
Q 1 = {all distributions with the same mean as that of π 0 (λ)}.
This class is interesting because it contains all distributions close to π 0 and, moreover, it is easy to handle. Nevertheless, it also contains some unrealistic distributions. On the other hand, a large range means that the results are meaningfully different, and then it does not matter which prior is chosen. In this case, a more realistic and smaller class should be considered. For instance, shape preferences for the prior might be expressed. Since the mode is a very intuitive statistical concept, the actuary who has a good statistical training should not have any problem in assessing the unimodality of the risk parameter and its numerical value, based on historical data. In fact, one way to express uncertainty about the prior is by specifying some moments of the parameter.
A natural choice is then the unimodality assumption, i.e.
Q 2 = {all distributions with the same mean as that of π 0 (λ) and unimodal posterior distributions with the same mode, λ 0 , as that of π 0 (λ|k)}.
Moreover, this class presents additional advantages over other similar classes (including classes of priors with specified moments): it is easy to elicit, contains as many plausible prior distributions as possible, and it is easy to use in terms of numerical computations, following the suggestions by Berger (1985) . Using Eq. (3), the marginal distribution ofk with respect to the prior π is
Computations of bounds of {δ π (k), π ∈ Γ i ε }, i = 1, 2, are calculated using the following propositions.
Proof. Simple calculations lead to δ π (k) with the following form
Now, proof follows by applying Lemma A.1 in Sivaganesan and Berger (1989) .
where
and R i (λ), i = 1, 2, as in Proposition 1.
Proof. The proof follows by representing a unimodal density as a mixture of uniforms (Lemma 3.2.1 in Sivaganesan and Berger, 1989) and applying Lemma A.1 in Sivaganesan and Berger (1989) .
In our Poisson-Gamma model, the range of δ π (k) over classes Γ i ε , i = 1, 2, is obtained by calculating extrema of functions
We denote the lower and upper bounds obtained from (4) and (5) by lb i and ub i for Q i , i = 1, 2. Thus, for each ε (fixed)
Nevertheless, BMSs are characterized by K + 1 classes with growing premium percentages, and the movements of the insured between the classes are given by transition rules depending on the number of claims made during 1 year. Therefore, the analytical bounds in (6) and (7) must be considered jointly with these BMS restrictions in order to ensure that the bounds from a Bayesian BMS are fair (i.e. coefficients for lower and upper bounds for k greater than zero is less than one). These comments must be considered in the construction of the bonus-malus tables for the bounds of loaded premiums and to ensure the increase of the bounds of the premium with respect to k and their decrease with respect to t (k fixed). For a bonus-malus table with entry (k, t) there are two types of movements:
• (k, t) → (k + 1, t + 1), then the upper and lower bounds are:
• (k, t) → (k, t + 1), then the upper and lower bounds are:
where x ∨ (∧)y represents max(min){x, y} for real numbers x, y; and UB, LB denote the upper and lower bounds, respectively.
Expressions (8) and (9) show the shape of the bonus-malus bounds as a function of the claim experience (k) and the number of years (t). With these transition rules, applied in a robust Bayesian scenario, we obtain the following chain of inclusions
In the same form as that of the standard Bayesian analysis given in (2), that is,
In fact, and in accordance with the definition of BM bounds in (8) and (9), we obtain
Numerical illustration
In this section, the results obtained in the preceding section are illustrated with an example from Lemaire (1979) . The observed distribution in Table 1 provides a fairly good fit, accepted by the χ 2 -test of goodness of fit.
The mean and variance of this distribution are 0.1011 and 0.1074, respectively. A good choice for the parameters of the structure function is a = 1.6049 and b = 15.8778.
Using Propositions 1 and 2 and expressions (8) and (9), we obtained the range of variation of the relative premium. We can measure the sensitivity of the answer by considering the range of the posterior expectation of δ π (k) when π varies over Γ ε , i.e.,
Range of
However, the sensitivity of the relative premiums is analysed here by the factor of relative sensitivity RS (Sivaganesan, 1991; Gómez et al., 1999) which is given by Table 1 Observed distribution (Lemaire, 1979) Tables 2 and 3 show the range of the relative premiums for various values of ε (0, 0.1 and 0.2). In these tables the infimum, supremum and RS factor are shown in this order. The particular situation for ε = 0 corresponds to that when no errors arise in the process of elicitation, i.e. we obtain the premium as in Eq. (2). The RS factor is particularly high in all of the cases considered here, i.e. we do not have robust results. However, with respect to the scenarios considered, the RS factor increases over ε and decreases when Q 2 is used (obviously, since Q 2 is a subclass of Q 1 ), then a considerable reduction is obtained with Q 2 , indicating that the effect of the unimodality assumption is relatively large.
It is clear that the robustness is achieved if and only if the sample informationk is approximately equal to 0.1011, the prior mean. In the other cases, the actuary must be very prudent in order to calculate the relative premiums. 
Extensions and conclusions
This paper describes the advantages of combining the most commonly used methods of robust Bayesian methodology and presents a practical situation in a BMS using the Poisson-Gamma model. We have combined standard and robust Bayesian tools to show how the choice of the prior can critically affect the relative premiums.
Obviously the approach used here can be applied to other distributions; for example, Meng and Whitmore (1999) use the negative binomial-Pareto model; Tremblay (1992) uses the Poisson-inverse Gaussian model.
In this paper we have used contamination classes which appear to be a natural method for processing the partial prior information usually arising in Bayesian BMS. The class with the same mean as that of a base (unique) prior is appropriated since it allows us to take into account prior information, which is very intuitive for practitioners. Other classes of prior could be considered. Conditions on a finite number of moments (first and second order moments, for instance) of the prior distribution can be used, following the works of Betrò et al. (1994) and Goutis (1994) , among others.
Another possible modification to this paper would be to change the ε-contamination class for the density bounded class with constant bandwidth. In this case the proposal is to use
where β is a density which would introduce restrictions on the tail behaviour of the priors in Γ (see Lavine, 1991 and Sivaganesan, 1994) .
Finally, the Bayesian approach considered here gives the actuary a range of variations of the relative premiums that he might use to solve competitive problems of the insurance company.
