In the field of hydrological prediction for medium-sized watersheds, characterized by complex orography and short response times, forecasts cannot rely only upon observed precipitation: predicted rainfall is in this case an essential input for hydrological models. However, the quality and reliability of deterministic numerical precipitation forecasts driving a hydrological model are often unsatisfactory, because uncertainty in Quantitative Precipitation Forecasts (QPFs) is considerable at the scales of interest for hydrological purposes. The uncertainty inherent in precipitation forecast can be accounted for better estimating the uncertainty associated with the flood forecast, in order to provide a more informative hydrological prediction. The methodology proposed and adopted in this work is based on a hydrological ensemble forecasting approach that uses multiple precipitation scenarios provided by different high-resolution numerical weather prediction models, driving the same hydrological model. In this way, the uncertainty associated with the meteorological forecasts can propagate into the hydrological models and be used in warnings and decision making procedures relying upon a probabilistic approach. In the framework of RISK AWARE, an INTERREG III B EU project, a detailed analysis of two cases of intense precipitation affecting the Reno river basin, a medium-sized catchment in northern Italy, has been performed. One case study has been performed using lateral boundary values derived from analysed fields, the other simulating a real time forecast, i.e. using forecasted boundary conditions. Four different meteorological models (Lokal Modell, RAMS, BOLAM and MOLOCH), operating at different horizontal resolutions, provide QPFs which are used to force the hydrological model. The discharge predictions are obtained by means of the physically based rainfall-runoff model TOPKAPI. The results provide examples of the uncertainties inherent in the QPF and show that the hydrological response of the Reno river basin, as simulated by the TOPKAPI model, is highly sensitive to the correct space-time localization of precipitation, even if the total amount of rainfall is, on average, well forecasted. The system seems able to provide useful information concerning the discharge peaks (amount and timing) for warning purposes.
Introduction

RISK AWARE (RISK Advanced Weather forecast system to Advice on Risk Events and management) is a European CADSES (Central Adriatic Danubian South-Eastern European Space) INTERREG III B (
rd phase, strand B, European Union) project, devoted to the prevention of geo-hydrological natural disasters and implementation of programmes for geo-hydrological hazard assessment and risk management. Many of the basins located in the area of interest of CADSES are medium-sized catchments (1000 to 10000 km 2 ), characterized by complex orography in which flash flood prone areas are situated. For such basins, the reliability and practical use of a flood forecasting system is tightly connected with the accuracy of precipitation forecasts, since the desired forecast lead time is longer than the concentration time of involved watersheds. Due to very short catchment response times, of the order of a few hours, the sole observed rainfall is not appropriate to drive hydrological models, not allowing for timely forecasts and adequate emergency planning. It is therefore necessary to find alternative forcing functions (Melone et al., 2005) . The required lead times span from several days ahead (for qualitative early warning) to 1-2 days (for flood warning and alarm) and down to a few hours for crisis management (Obled et al., 2004) . The additional gain in lead time can be achieved only by including precipitation information ahead of its occurrence. The use of Quantitative Precipitation Forecasts (QPFs) provided by Numerical Weather Prediction (NWP) models is, therefore, fundamental. In the past, large discrepancies existed in the spatial resolution of hydrological and meteorological models. While hydrological models preferably need a grid size of a few hundred meters (in areas with complex topography), until a few years ago most operational NWP models had a much coarser resolution (>10 km). Nowadays, due to the rapid progress in computing performance and atmospheric modelling, high-resolution numerical meteorological models run with grid resolution down to a few kilometres and are used to predict weather operationally at local scales. Therefore, the scale compatibility between atmospheric and hydrological models does not seem to represent any longer a serious problem for successful model coupling. In the recent past, this is reflected by numerous studies dealing with the coupling of NWP and hydrological models. These researches have aimed at supplying a useful support for flood forecasting using deterministic NWP rainfall forecasts (Todini, 1995; Butts, 2000; Gerlinger and Demuth, 2000; Ranzi et al., 2000; Bacchi and Ranzi, 2003; Benoit et al., 2003; Kunstmann and Stadler, 2003; Tomassetti et al., 2005) , or rather to use a coupled atmospheric-hydrological system as a validation tool for the atmospheric forecasts (Benoit et al., 2000; Jasper and Kaufmann, 2003) . All the above experiences show that, despite current limitations, such approach has a great potential in flood forecasting and impact assessments, representing an additional level of verification useful for the improvement of atmospheric models and water resource management. This methodology allows the authorities in charge of decision making to match the necessary lead times for risk management, providing operational flood warnings between one and four days in advance, depending on the size and orographic characteristics of the basin. Nowadays, most of the operational runoff forecasting systems are based on deterministic weather forecasts and therefore produce at one time only a single runoff prediction, without quantifying its uncertainty. In the context of an integrated modelling system, it is extremely important to clarify and understand the meaning of uncertainty and to establish and agree upon ways to measure and express it (Rossa, 2004) . Decision makers, final consignee of the forecasting procedure results, have realized the value of a forecast that includes the estimate of its uncertainty (Siccardi et al., 2005) . Flood forecasts with coupled meteorological-hydrological modelling systems comprise several sources of uncertainty, lying in the hydrological and meteorological models themselves and in the differences between the involved scales. However, for real-time forecasting, the error in rainfall prediction prevails on the other sources of uncertainty (Krzysztofowicz, 1999) . Uncertainties inherent in the meteorological forecast are due primarily to atmospheric instabilities which cause a rapid growth of the observation-analysis errors, tending to affect more adversely the smaller scales typical of medium-sized watersheds. Therefore, current deterministic QPFs still contain large uncertainties, a large fraction of these arising as the atmosphere is a chaotic system subject to intrinsic predictability limitations. As a consequence, deterministic meteorological models, even the high-resolution ones, cannot provide reliable quantitative rainfall forecasts to be used directly for flood forecasting purposes. Indeed, outcomes from hydrological models strongly depend on the space-time structure of atmospheric inputs such as precipitation. Consequently, errors in a storm track, area extent and amounts of precipitation readily translate into large errors in the computed hydrographs (Jasper et al., 2000) , substantially influencing the flood prediction. To cope and deal with the above uncertainties, in the last fifteen years the meteorological community has made a progressively larger use of the ensemble prediction technique, in order to add probabilistic information to the forecasts especially with respect to risk-related events Marsigli et al., 2001) . The aim of ensemble forecasting is to provide a more detailed scenario of possible future weather states, quantitatively consistent with known limitations in the system, such as uncertainties in the initial conditions and in the formulation of the forecast model. A more complete picture of what may happen, and how likely the various alternatives are, allows the user to better evaluate the risk and to make more informed decisions (Richardson, 2002) . Ensemble forecasting techniques are beginning to be applied to hydrological prediction. The scientific community has recognized the importance of dealing with uncertainty and has started to use this concept in hydrological modelling, adapting existing concepts of probabilistic forecast from atmospheric modelling to flood forecasting (Ferraris et al., 2002; Kwadijk, 2003; Siccardi et al., 2005) . In particular, Siccardi et al. (2005) affirm that when the basin response time corresponds to, or is less than, the social response time necessary for the implementation of measures of prevention, the flood forecasts should be based on proper hydro-meteorological ensembles. Ensemble prediction in hydrology offers a general approach to probabilistic prediction able to improve hydrological forecast accuracy (Schaake, 2004) . A recently launched international project (HEPEX, Hydrologic Ensemble Prediction EXperiment) is focusing on such approach, with the aim of meeting end-users' needs in order to implement decision making procedures (Hamill et al., 2005) . In the present study, an approach to ensemble prediction is proposed, based on precipitation scenarios generated using multiple meteorological models. Thus, the uncertainty deriving from the meteorological forecasts can be exploited by the hydrological model, propagating it into the hydrological forecast. It is important to specify that the uncertainty conveyed with the selected multi-model represents only that fraction of the meteorological uncertainty related to the model error and is (strongly) conditional on the considered meteorological models. In order to comprehensively quantify the meteorological uncertainty, one should also take into account the uncertainties in the initial and boundary conditions. The proposed methodology is implemented for two episodes of intense precipitation that have been selected as test cases in the framework of the RISK AWARE project. The ground effects of the precipitation events are evaluated in terms of streamflow evolution over the Reno river basin, a medium-sized catchment in the Emilia-Romagna Region in northern Italy (Fig. 1a) . The upstream portion of the Reno river watershed belongs to the north-eastern slopes of the northern Apennines (Fig. 1b) . The paper is structured as follows: a description of the case studies in terms of meteorological situations and corresponding ground effects, together with a description of the geographical region of interest, is presented in Section 2. Section 3 presents the meteorological and hydrological models. Results are discussed in Section 4, and concluding remarks are drawn in Section 5.
Description of the case studies
The first analysed case study, namely MAP-IOP 15 (Mesoscale Alpine Programme -Intensive Observation Period, Bougeault et al., 1999 ), 6-7 November 1999 , is an event of intense orographic cyclogenesis occurred south of the Alps. Several studies have already investigated different mesoscale aspects of this event, such as local heavy precipitation, PV streamer formation preceding the cut-off and intense Bora (Buzzi et al., 2003 and Liniger and Davies, 2003; Šahdan and Tudor, 2004) . By the morning of November 6, an intense cyclone was located over the North Sea, slowly moving eastward. The associated cold front, extending from Denmark to southern France, was approaching the Alps. During the following hours, the cold front progressed rapidly over the Alps, lee cyclogenesis occurred over the Gulf of Genoa, associated with the initiation of a cut-off low formation in the upper troposphere. Orographic precipitation affected the Alps, on the southern flank mainly during the pre-frontal phase. Heavy but relatively short-lived rain spells were observed over the central Po Valley, while mainly convective precipitation, associated with scattered thunderstorms embedded in the southerly flow that preceded the arrival of the cold front, affected the Veneto and Friuli prealpine areas. By early 7 November the lee cyclone further intensified over the Tyrrhenian Sea, while the cold air outbreak spread over northern Italy, favoured by a very strong north-easterly (Bora) wind over the northern Adriatic. In this stage, intense orographic precipitation occurred over the northern Apennines, causing local river flooding. Over this area precipitation persisted until the late morning of 7 November, reaching an amount of about 100 mm. The second case study occurred between 21 and 23 January 2003. This event was originated by the presence of an intense low pressure system located over the British Isles with an associated cold front extending from the North Sea to the Iberian Peninsula. The front and the upper level trough progressed eastward, affecting the western Mediterranean basins between January 21 and 22. During this phase, a shallow low pressure area developed over northern Italy. The observed amount of precipitation was not very large, due to the quite rapid eastward movement of the system. However, rainfall affected all the Alpine area and the northern Apennines, where it reached values close to 100 mm/24h. The Reno river basin has been studied by hydrologists in the past and subject to investigation in several European research projects (AFORISM, TELFLOOD, MUSIC 1 ) in order to analyse different issues related to the application of real time flood forecasting systems. This drainage basin, with a total length of 210 km, is the largest in the Emilia-Romagna Region, measuring 4930 km 2 . Slightly more than half of the area pertains to the mountain basin. The basin is divided into 43 sub-catchments (Fig.1a) . The mountainous part covers 1051 km 2 up to Chiusa di Casalecchio di Reno, where the river reaches a length of 84 km starting from its springs. Downstream is a foothill reach about 6 km long of particular hydraulic relevance, since it connects the mountain basin stream regime with the river regime of the leveed watercourse in the valley. Then, the valley reach conducts the waters (enclosed by high dikes) to its natural outlet in the Adriatic Sea, flowing along the plain for 120 km. In the valley reach, the transverse section of the Reno is up to about 150-180 m wide. The altitude of 44% of the area is below 50 m (Fig. 1b) , 51% is characterised by an altitude from 50 m up to 900 m, and the remaining 5 % is between 900 and 1825 m. The observational network includes several water level gauges, raingauges and temperature stations with a time step of 1 hour at least, suitable to describe the hydro-meteorological phenomena occurring over the catchment, which is characterized by a concentration time of about 8-10 hours at the Casalecchio Chiusa river section and about 25 hours when the flow propagates through the plain up to the outlet. In this work, the observed and simulated discharges are evaluated at Casalecchio Chiusa, the closure section of the mountainous basin (hereafter with "Reno river basin" we refer only to this upper zone of the entire watershed). At this river section, a flood event is so defined when the water level, recorded by the gauge station, reaches or overcomes the value of 0.8 m, corresponding to the warning threshold. From these climatological considerations, it appears that the two cases do not represent major floods for the basin of interest, but correspond to cases of intense, although not extreme, precipitation. They are suitable to test the meteohydrological coupling, in terms of response of the basin to meteorological inputs derived from numerical models.
The models
The multi-model precipitation forecasting system used in the present study is based on the application of the following meteorological limited area models:
-BOLAM and MOLOCH, implemented by the Institute of Atmospheric Sciences and Climate -National Research Council (ISAC -CNR), Bologna; -Lokal Model (LM), implemented by the Agenzia Regionale Prevenzione e AmbienteServizio Idro Meteorologico (ARPA-SIM), Emilia-Romagna Region; -RAMS, implemented by ISAC -CNR, Lecce Section.
1 All the models are non-hydrostatic, except for BOLAM, with horizontal resolution ranging between 2.8 and 11.2 km. The model integration domains are shown in Fig. 2 and details on the configurations are summarized in Table 1 . The largest domain (g1, Fig. 2 ), which covers approximately the central Mediterranean basin, represents the integration area for BOLAM and LM7 (LM -coarse resolution run). Higher resolution simulations, provided by one-way nesting of MOLOCH and LM2.8 (LM -high resolution) in BOLAM and LM7, respectively, are performed over an area covering northern Italy (g2, Fig.2 ). For RAMS, the integration domains are smaller due to the heavier computational resources required by the two-way nesting procedure. Low (RAMS11.2) and high (RAMS2.8) resolution simulations are carried out over the domains g1-R and g2-R (Fig. 2) , respectively. The forecast range is 48 hours for all the runs. Initial and boundary conditions are provided by ECMWF analyses or forecasts for all the models. For the first case study (MAP-IOP15), the ECMWF MAP-reanalysis (Keil and Cardinali, 2003) at 00 UTC, 6 November 1999, is used as initial condition, while the subsequent 6-hourly reanalysis fields are used as lateral boundary conditions. In order to increase the time resolution for boundary updating intermediate 3-hourly fields, provided by the ECMWF "4D-VAR trajectories", have been used as well. For the second case study (January 2003) , all the models are initialized using the 00 UTC, 21 January 2003 ECMWF analysis, while the boundary conditions are provided every 3 hours by the ECMWF operational model forecasts. In the latter case, therefore, a real time forecasting exercise is simulated.
BOLAM and MOLOCH
BOLAM is a primitive equation, sigma-coordinate, hydrostatic model, developed at ISAC. It uses wind components, potential temperature, specific humidity, surface pressure and five hydrometeors as dependent variables. Variables are distributed on a non-uniformly spaced Lorenz grid. The horizontal discretization uses geographical coordinates, with latitudinal rotation on an Arakawa Cgrid. The model implements a Weighted Average Flux (WAF, Billet and Toro, 1997) scheme for the three dimensional advection. A more detailed description of the dynamics and numerical schemes can be found in Davolio and Buzzi (2004) . Deep convection is parameterized, using the Kain-Fritsch (Kain, 2004) convective scheme. Different surface and boundary layer schemes can be used, based on the mixing length theory, with exchange coefficients computed as a function of the Richardson number, or based on the E-l approximation, in which turbulent kinetic energy (TKE) is predicted explicitly. Surface processes are described by water and energy balances in a three-layer ground model. The radiation is computed with a combined application of the Geleyn's scheme (Ritter and Geleyn, 1992) and the ECMWF scheme (Morcrette et al., 1998) . The orography is derived from the interpolation and smoothing of the 1-km resolution Global Land One-km Base Elevation (GLOBE) Digital Elevation Model (DEM). The BOLAM model is used operationally in different centres. MOLOCH is a non-hydrostatic model, developed at ISAC, that can be used for high-resolution simulations nested into the BOLAM domain, with lateral boundary values updated every hour. MOLOCH integrates the fully compressible set of equations on a lat-lon rotated, Arakawa C grid, with pressure, temperature, specific humidity, horizontal and vertical velocity components, TKE and four water species as prognostic variables. Terrain following vertical coordinates, which relax smoothly to horizontal surfaces away from the earth surface, are employed. The physical scheme consists in cloud and precipitation microphysics, sub-grid turbulence parameterization, a vegetated soil model, and a computation of atmospheric radiation processes. The microphysical scheme is based on the parameterizations proposed by Drofa and Malguzzi (2004) . The turbulence scheme is based on a E-l closure where the subgrid TKE is predicted. A four-layer soil model describes the evolution of water and heat fluxes, including vegetation effects. The computation of atmospheric radiation scheme is the same described above for BOLAM. The performance of the coupled modelling system has been already evaluated in a number of different heavy rain case studies Mariani et al., 2005) .
Lokal Modell
The Lokal Modell was originally developed at the DWD (Deutscher WetterDienst) (Steppeler et al., 2003) and it is currently developed and maintained by the COSMO Consortium (COnsortium for Small-scale Modelling), which involves Germany, Italy, Switzerland, Poland and Greece. LM is a non-hydrostatic model, based on the primitive equations describing fully compressible nonhydrostatic flow in a moist atmosphere, without any scale approximation. The basic equations are written in advection form and the continuity equation is written a by a prognostic equation for the perturbation pressure (i.e. the deviation of pressure from the reference state). The model equations are expressed with 5 prognostic variables: temperature, pressure, humidity, horizontal and vertical velocity components. They are solved numerically using the traditional finite difference method on a Arakawa-C grid. In the vertical, a terrain following hybrid sigma-type coordinate is used. The time integration is performed by using an explicit time-split integration scheme (leapfrog); an implicit scheme for the vertical propagation of sound waves is used. Horizontal fourth order diffusion and 3D divergence damping are also applied. The subgrid-scale physical processes described by parameterisation schemes are: radiation (Ritter-Geleyn, 1992 , scheme), surface turbulent fluxes and vertical diffusion, soil processes, subgrid-scale clouds, moist convection (Tiedtke, 1989 , mass-flux scheme), grid-scale clouds and precipitation. The microphysical scheme includes 5 hydrometeors, for which the prognostic equations are solved: cloud ice, cloud water, rain, snow, graupel. For a complete description of the model, the reader is referred to the COSMO web site (www.cosmo-model.org, mirror site on www.cscs.cosmo-model.ch). ARPA-SIM has been using LM as the operational forecast model since 2001; LM is run twice a day (at 00 UTC and 12 UTC) for 72 hours with a spatial horizontal resolution of 7 km and 35 layers in the vertical. The boundary conditions for LM are supplied by the global model of the DWD (oneway nesting) every hour. The initial condition is provided by a mesoscale data assimilation based on a nudging technique. For the RISK AWARE case studies, the model (version 3.9) has been run in a slightly different configuration, since the initial and boundary conditions for the 7 km runs have been supplied by the global model of ECMWF, as for the other models. The initial and boundary conditions for the 2.8 km runs have been provided by the 7 km one (one-way nesting). Graupel was not included as prognostic variable at the time of the experiments.
RAMS
RAMS (Regional Atmospheric Modeling System, version 4.3) is mainly implemented for simulations of mesoscale and synoptic scale circulations, but it can be configured for global simulations as well. It was developed by the Colorado State University and the Mission Research Corporation/Aster Division (Pielke et al., 1992) . At ISAC-CNR, Lecce, RAMS (version 4.3) has been used for research purposes, to reproduce sea breeze circulations, heavy rain events and as preprocessor for air pollutants transport and dispersion models. In the present study, the grid resolution is 11.2 km and 2.8 km for the coarser and the inner grids, respectively, in the two-way nesting run. For the nested run, outer grid forecasts provide two-way forcing for the inner domain. The basic equations are standard non-hydrostatic Reynolds averaged, fully compressible, primitive equations. The horizontal grid uses a rotated polar-stereographic projection that minimizes distortion in the centre of the domain. Grid points are staggered according to the standard C-grid. The vertical structure is based on 35 terrain-following levels, with the vertical resolution stretched from 70 m, near the ground, to 1000 m close to the top of the domain (16 km). Two advection schemes are used for time differencing: standard leapfrog-type schemes for the velocity components, forwardupstream schemes for scalar variables. The physical package of the model allows to choose among different parameterization schemes. In the present study, surface layer fluxes of heat, momentum and water vapour are computed with the scheme of Louis (Louis et al., 1982) , based on MoninObukhov similarity theory; the Mahrer and Pielke (1977) scheme is used to parameterize radiation; the turbulent diffusion is treated according to the Mellor-Yamada scheme. The simplified Kuo (1974) scheme is used for the parameterization of convection, but it has not been activated in the 2.8 km grid. The Land Ecosystem Atmosphere Feedback (LEAF) scheme (Walko et al., 2000) is used for soil-vegetation-atmosphere energy and moisture exchanges. The microphysics (Meyers et al., 1997) is based on the treatment of seven different microphysical species. The one-degree resolution global monthly climatological sea surface temperature, the global landuse data for RAMS at about 1 km resolution, the global USGS topography dataset at 30'' resolution are used as surface parameters.
The hydrological model
In this work, the hydrological model used to generate simulated discharges is the TOPKAPI (TOPographic Kinematic APproximation and Integration) model (Todini and Ciarapica, 2002) , a physically-based distributed rainfall-runoff model, evolved from a critical analysis of the ARNO model (Todini, 1996) and TOPMODEL (Beven et al., 1995) . It couples the kinematic approach with the topography of the catchment and transfers the rainfall-runoff processes into three 'structurally-similar' zero-dimensional non-linear reservoir equations. Such equations derive from the integration in space of the non-linear kinematic wave model: the first represents the drainage in the soil, the second represents the overland flow on saturated or impervious soils and the third represents the channel flow. The parameter values of the model are shown to be scale independent and obtainable from digital elevation maps (DEM), soil maps and vegetation or land-use maps in terms of slopes, soil permeabilities, topology and surface roughness. Land cover, soil properties and channel characteristics are assigned to each grid cell that represents a computational node for the mass and the momentum balances. The flow paths and slopes are evaluated from the DEM, according to a neighbourhood relationship based on the principle of minimum energy. The evapotranspiration is taken into account as water loss, subtracted from the soil water balance. This loss can be a known quantity, if available, or it can be calculated using temperature data and other topographic, geographic and climatic information. The snow accumulation and melting (snowmelt) component is driven by a radiation estimate based upon the air temperature measurements. The fundamental assumptions on which the model is based, are described below: -precipitation is assumed to be constant over the integration domain (namely the single cell), by means of suitable averaging and lumping operations of the local rainfall data; -all of the precipitation falling on the soil infiltrates into it, unless the soil is already saturated in a particular zone; this is equivalent to adopting as the sole mechanism for the formation of overland flow the saturation mechanism from below, also known as saturation excess or Dunne mechanism; -the slope of the water table is assumed to coincide with the slope of the ground; if the latter is very small (less than 0.01%), then it set to 0.01%. This constitutes the fundamental assumption of the approximation of the kinematic wave in the De Saint Venant equations, and it implies the adoption of a kinematic wave propagation model with regard to horizontal flow, or drainage, in the unsaturated area; -local transmissivity, like local horizontal flow, depends on the total water content of the soil, i.e. it depends on the integral of the water content profile in a vertical direction; -in the soil surface layer the saturated hydraulic conductivity is constant with depth and much larger than in deeper layers; -during the transition phase the variation of water content in time is constant in space. A detailed description of the model can be consulted in Liu and Todini (2002) . For the implementation of the model over the Reno river basin, the calibration and validation runs have been performed using the hourly meteo-hydrological dataset available from 1990 to 2000. Calibration did not use a curve fitting process: an initial estimate for the model parameter set was derived using values taken from the literature, then the parameter adjustment was performed according to a subjective analysis of the discharge simulation results. To provide an objective assessment of the rainfall-runoff model performances in the simulation of observed data, few efficiency criteria, such as the Nash-Sutcliffe efficiency (Nash and Sutcliffe, 1970) , the explained variance and the coefficient of determination, have been calculated for the calibration period: the corresponding results are summarized in Table 2 . These outcomes refer to hydrological simulations performed by feeding the TOPKAPI model with raingauge recordings spatially distributed by the Thiessen Polygons method.
Results
The November 1999 case study
For this case study, the limited area models are initialized with and forced (through the boundary conditions) by the MAP-reanalysis fields and not by operational forecasts. The use of MAPreanalysis reduces the forecast error growth but makes the hydro-meteorological model chain not representative of a real-time forecasting system; therefore, only the main results, concerning the hydrological simulations, will be presented here 2 . During the first half of 7 November, the strong north-easterly flow is responsible for heavy orographic rainfall over the northern Apennines, producing a remarkable raise of the level of some rivers. Figure 3 shows the observed discharge of the Reno river (blue dotted line), whose streamflow starts to increase in the early morning, reaching a peak of about 400-450 m 3 /s at around 12 UTC. This is the consequence of the precipitation observed over the Reno river basin during the night and early morning of 6-7 November, shown in Fig. 4 as averaged value over the whole catchment and accumulated every 6 hours. A discharge quite similar to the observed one (Fig. 3, red dashed line) , with a slight overestimation of the peak, is obtained by feeding the hydrological model with raingauge measurements. This calculated curve, instead of the observed discharge, will be used for comparison with the results derived from the meteorological models. In such a way, the systematic error of the hydrological model will not affect the comparison. The response of the hydrological model is quite different when it is forced by precipitation forecasts. The discharge ensemble does not provide a sufficient spread to include the calculated streamflow. All the simulations tend to produce an underestimated maximum discharge value with a quite remarkable delay, between 4 and 6 hours (Fig. 3) . This is due to the fact that all the meteorological model simulations are affected by a similar error both in terms of timing and amount of rainfall over the Reno river basin (Fig. 4) . In fact, the observations show increasing precipitation during the night, reaching a maximum intensity between 00 and 06 UTC, 7 November. The models strongly underestimate this intense precipitation period and forecast, 6 hours later, precipitation in excess. The main differences among the meteorological model results are outlined in the following. RAMS, both at low and high resolution, produces the most intense peak of precipitation, but forecasted with about a 6-hour delay period if compared with the observations. The analysis of the precipitation fields (not shown) clarifies the model behaviour: during the period of the observed maximum of precipitation, the area of intense RAMS-forecasted rainfall is located close to, but outside, the Reno river basin, and enters the basin only after 06 UTC of 7 November. This results in a delay in the forecast of the discharge peak. However, the streamflow increase is reproduced. The two runs of LM are quite similar in terms of amount of precipitation forecasted over the Reno river basin, but the hydrological forecasts are remarkably different. TOPKAPI forced by LM7 displays the best performance, but the results are worse when LM2.8 is employed. This is probably due to the different distribution of the rainfall over the river basin: the high resolution run tends to produce higher precipitation values, probably due to the steeper terrain being resolved, but over very limited areas, while the low resolution one distributes moderate rainfall over larger portion of the basin. Finally, both BOLAM and MOLOCH, when coupled with the hydrological model, produce an underestimate discharge peak, characterized by a delay of about 4 hour, very close to that obtained with LM2.8.
The January 2003 case study
In the case study presented here, the hydro-meteorological chain implementation is equivalent to a real-time forecasting system, since the mesoscale meteorological models are driven by global model forecasts and in turn they drive the hydrological model. Therefore, a detailed analysis of both meteorological and hydrological aspects is presented. The passage of the cold front produces rainfall starting from the morning of 21 January, but most of the precipitation affects the Reno river basin during the second part of the day, that is after 12 UTC. The discharge provided by the hydrological model fed with raingauge recordings, spatially distributed by the Thiessen Polygon method, shows a river flow increasing after 18 UTC (Fig. 5 , red dashed line). The maximum value of discharge (about 450 m 3 /s) is reached during the night, at approximately 03 UTC of 22 January. Then the flow decreases, as a consequence of the ending of the precipitation. The hydrological forecasts, based on meteorological model inputs, show a good agreement with the calculated discharge, since they correctly reproduce the timing of the discharge peak (Fig. 5 ). The discharge ensemble shows a wider spread with respect to the previous case study, but the calculated streamflow still lays outside the range of forecast scenarios. The discharge forecasts driven by BOLAM and RAMS precipitation data display an appreciable delay of about 4-5 hours. Moreover, these forecasts are also affected by a remarkable underestimation of the river flow. On the other hand, forcing the hydrological model with LM (both low and high horizontal resolution) and MOLOCH outputs produces a reliable discharge prediction, even if a slight underestimation is still present. All the forecasts tend to converge at the end of the period. The histograms in Fig. 6 show the 6-hour accumulated precipitation averaged over the Reno river basin. In this context, the observed value is obtained by averaging all the raingauge data available within the area. All the meteorological models underestimate the precipitation during the first 6-hour period, but in the following, especially after 12 UTC, when rainfall intensifies, there is a good agreement between the observations and MOLOCH or LM forecasts. Only the rainfall forecasted by BOLAM and RAMS tends to be systematically lower than the observations. All the models are able to correctly forecast the ending of the raining period, no rain being forecasted after midnight. Also the evolution of the hourly precipitation, averaged over the Reno river basin (Fig. 7) , confirms the good performance of MOLOCH and LM and the underestimation of the other models. Regarding the hydrological predictions (Fig. 5) obtained when RAMS and BOLAM data are used as input, the underestimation and delay of the discharge can be ascribed to the corresponding errors in the precipitation forecasts. On the other hand, LM and MOLOCH produce good precipitation forecasts (averaged over the basin), but the hydro-meteorological chain provide a result which is probably worse than expected, given the quality of the precipitation input. It seems therefore necessary to investigate in more detail the distribution of the rainfall over the watershed. Figure 8 shows the precipitation affecting the Reno river basin (the approximate localisation of the basin is displayed in Fig. 1 and in Fig. 9 as a black rectangle), according to the observations, interpolated by the Thiessen Polygon method, and to the different forecasts. Therefore these maps represent precisely the input fields (observations and meteorological forecasts) used by TOPKAPI for hydrological predictions.
During the whole day of 21 January, most of the precipitation affects the upper part of the basin, namely the southern mountainous area (Apennines), while over the lower part of the basin the precipitation is weaker. The rainfall intensity is weak during the first 12 hours, then increases remarkably after 12 UTC, reaching values of about 40 mm/6h. Both RAMS simulations display an underestimation of the precipitation during the first 12 hours, especially over the mountains, but reproduce quite well the second part of the event, both in terms of rainfall spatial distribution and intensity. Although the RAMS locally predicts intense rainfall, the area affected by the model heaviest precipitation is somehow smaller than observed, explaining the slight underestimation that comes out from the histograms (Fig. 6) . LM precipitation fields are very close to the observations for the whole 24-hour period. The distribution of the rainfall over the basin, as forecasted by the lower resolution run, LM7, is very similar to that observed. Only in the second phase of the episode, the predicted precipitation, localized over the upper part of the basin, affects a slightly smaller area than observed. The higher resolution run, LM2.8, produces a more detailed and intense pattern of rainfall, somewhere exceeding the observed values, but again the area affected by intense rainfall is larger in the interpolated observation fields. Although capturing the correct distribution of the rainfall over the Reno river basin, BOLAM precipitation forecast is affected by a clear underestimation during the entire period of interest. On the other hand, MOLOCH, which is driven by BOLAM, improves the forecast, even if with some errors in the rainfall distribution. In fact, the simulation reasonably agrees with the data for the first 12 hours, but, between 12 and 18 UTC, MOLOCH produces a wide area of intense precipitation, although lower than the observed maximum, over the middle part of the catchment. This feature can explain why the discharge based on MOLOCH data is worse than the LM2.8-based one, even if the rainfall amounts, averaged over the basin, are quite similar. These results prove that the hydrological response of a medium-sized catchment (like the Reno river basin), modelled by a distributed rainfall-runoff model like TOPKAPI, is highly dependent on the correct localization of the precipitation. It has to be taken into account that, while for the histogram in Fig. 6 the average is computed using raingauge measurements, the observational input for the hydrological model is obtained by applying the Thiessen Polygon method to raingauge data. This procedure could distribute the rainfall, especially for isolate measurements of intense precipitation typically located in mountainous region, over a too wide area, causing an unrealistic precipitation pattern over the basin and a possible overestimation of the total amount of rainfall. As evidenced by the histograms in Fig. 6 , the precipitation forecasts based on LM and MOLOCH are quite similar to the observations, but in terms of distribution of the precipitation over the basin (Fig. 8) all the models seem to underestimate the extension of the area of larger rainfall amounts. This outcome can explain the forecasted discharges (Fig. 5 ) lower than that computed from interpolated observations, even if the QPFs provide, on average, quite good results. The precipitation forecasts were also evaluated over a larger area than the Reno river basin, which is too small to provide a general view of the meteorological models' performance. This domain includes northern Apennines and part of the Po valley. All the available raingauge measurements are used for the comparison. The rainfall observed and forecasted over this larger area is shown in Fig. 9 where, despite the different appearance of the 7 maps, the comparison is facilitated by the use of a common colour scale and by the localisation of the Reno river basin. The observations (top panel) show two different areas of intense precipitation. The former is located over an orographic ridge (Alpi Apuane) close to the Ligurian sea, the latter over the Apennines between Tuscany and Emilia-Romagna Regions, affecting partially the Reno river basin. All the models forecast correctly the general rainfall pattern, producing precipitation fields characterized by an area of intense rainfall over the south-western part of the domain and a decreasing intensity moving towards north-northeast. In particular, among the three low resolution models (left column), BOLAM, LM7 and RAMS11.2, only the latter does not produce a clear maximum of precipitation close to the Ligurian sea, underestimating the observed rainfall intensity (20-30 mm/6h instead of about 50 mm/6h). The other two models present a good agreement with observations, although BOLAM slightly underestimates and LM7 slightly overestimates the precipitation maximum, forecasting peaks of about 42 and 60 mm/6h, respectively. On the other hand, BOLAM misses the second precipitation area (only 15-20 mm/6h against 30-40 mm/6h measured). The use of higher resolution models (right column) produces a more detailed precipitation field. LM2.8 forecast is similar to LM7, even if the rainfall intensity around the Reno river basin is increased, reaching values of more than 50 mm/6h, resulting in a realistic value of the precipitation peak over the upper basin but also leading, locally, to a slight overestimation. RAMS2.8 improves clearly with respect to the "parent run", recovering the area of intense rainfall in the south-western part of the domain (note that, in this case, no precipitation is plotted on the left side of the window, since the domain used for the simulation is smaller). This area of precipitation is correctly reproduced also by MOLOCH. At variance with the other models, MOLOCH produces an area of moderate rainfall (around 40 mm/6h) over the northern slopes of the Apennines, towards the plain, affecting also the middle part of the Reno river basin which does not seems to be detected by the observations.
Common considerations
For both selected cases, the discharge forecasts based on QPFs provided by the six meteorological models do not include the calculated discharge, resulting in an underestimation of the streamflow by the ensemble. However, we cannot conclude that the spread of the ensemble is not adequate in order to estimate the uncertainty associated with the discharge prediction in condition of not extreme streamflow over the concerned catchment. Indeed, the underestimation and the time-phase delay of the peak flow exhibited by the ensemble do not decrease the usefulness of the forecast for the aims of civil protection, since the order of magnitude of the event is well captured with a sufficient lead time and the delay is not crucial with respect to the considered time range. It is worth to point out that the global envelope of the forecasts provided by the proposed multimodel (i.e. the 100% confidence level envelope) conveys only a part of the total uncertainty in the forecasting process, in particular that fraction related to the meteorological model error. Moreover, the global envelope of possible outputs is (strongly) conditional on the considered meteorological models: different models may lead to (strongly) different envelopes. The one-way coupling atmospheric-hydrological model can be regarded as a complementary tool for the verification of QPF, since catchments can be seen as macro-raingauges with variable interception areas. The spatial integrating effect of a watershed filters out some of the spatial and temporal variability that complicate the point-by-point verifications that are more commonly used (Benoit et al., 2000) . However, it has to be taken into account that these analyses can be influenced by the deficiency of the hydrological simulation: for both the case studies the calculated curve is higher and wider than the observed one. This overestimation can be probably ascribed to both an inaccurate reproduction of the infiltration processes in the hydrological model, leading to an overestimation of precipitation available for runoff, and to the method employed to spatially distribute the observed precipitation (i.e. the Thiessen Polygon method) that can cause an overestimation of the total amount of rainfall over region scarcely covered with raingauges. Some further considerations about the meteorological model behaviour can be drawn. High and low resolution RAMS simulations are very similar in both cases, although RAMS2.8 improves the rainfall maxima in the second case study. This can be ascribed to the fact that RAMS is employing a two-way nesting procedure, hence the inner domain influences the outer one. Moreover, due to limited computational resources, RAMS integration domains, especially the inner one, are quite small. Therefore, it is not surprising that the high resolution forecast resembles the low resolution run. Although BOLAM and MOLOCH share a few common aspects, in both numerical (advection) and physical schemes (turbulence parameterization and radiation), and considering also that the MOLOCH run is one-way nested into the BOLAM domain, they are quite different in modelling dynamical and precipitation processes. In this study, MOLOCH provides systematically more reliable forecasts, improving QPF and discharge prediction. LM has displayed a good performance for both the case studies, but the high resolution run performed better only in the second case. The analysis of the coupled meteo-hydrological system points out the well known highly non-linear and complex relationship between rainfall within a catchment and runoff at its outlet. Fig. 10 shows the error associated with the forecasted precipitation volume over the selected catchment (x-axis) versus the error associated with the forecasted water volume at its closure section (y-axis). The errors are computed as follows:
where V stands for volume, f for forecasted and r for reference (the observed value for precipitation, the calculated discharge for water volume). In both panels, it comes out that a relatively small error in the total rainfall prediction can lead to an unrealistic simulated water volume. Also, in the 6-7 November 1999 case study, very different error values in terms of precipitation amount produce similar water volume underestimations.
Conclusions
For medium-sized basins (from one to ten thousands km 2 ) the use of observed precipitation values for hydrological predictions is not practical because of their dynamic runoff regimes with very quick responses. Since appropriate warnings with sufficient lead time can substantially mitigate the consequences of floods, it is important to develop reliable forecasting tools. In order to extend the lead time between warning and occurrence of a flood event, an accurate prediction of the hydrological responses in these catchments is only possible if hydrological models are coupled with NWP models, making optimal use of the predictive potential of both the atmospheric and the hydrological model schemes. In this work, a multi-model approach to the QPF problem has been attempted, in order to have a range of possible meteorological inputs to feed a hydrological model. This is a simple way to build an ensemble of discharge forecasts for a watershed, which enables to manage the flood alert from a probabilistic point of view. The estimation of the uncertainty associated with the meteorological prediction conveyed by the multi-model ensemble is exploited by the proposed meteo-hydrological modelling chain, providing an estimation of the uncertainty associated with the discharge prediction. The implementation of the proposed methodology is presented for two case studies, whose ground effects are evaluated over the Reno river basin, a medium-sized catchment in northern Italy: the 6-7 November 1999 (MAP-IOP 15) episode of intense orographic cyclogenesis, and the 21-22 January 2003 event, characterised by a shallow low pressure area. Six model runs have been performed, using four different meteorological limited-area models (LM, BOLAM, MOLOCH and RAMS), employed at different horizontal resolution. The discharge obtained using the observed precipitation to feed the TOPKAPI model (calculated discharge) is taken as reference for the streamflow predictions, under the assumption of a perfect hydrological model. An examination of the results in terms of ensemble of discharge suggests that, for the selected two cases, the spread of the ensemble over the catchment at hand is not sufficient to include the calculated discharge which, for both case studies, lies above the range of the ensemble forecast values, resulting in an underestimation of the events. In the evaluation of this result it should be pointed out that a certain influence can be ascribed to the method employed to spatially distribute the observed precipitation available over sparse points. The interpolation technique based on the Thiessen Polygon method could cause an unrealistic precipitation pattern over the basin, especially in the upper part of the catchment where raingauges are less dense, with a possible overestimation of the total amount of rainfall.
Despite the mentioned shortcomings, the range of ensemble forecast can be considered adequate to convey a quantification of the discharge forecast uncertainty, useful to provide civil protection authorities with informative knowledge in condition of not extreme streamflows for the Reno river basin. However, it is important to note that such uncertainty is only the fraction of the total uncertainty in the forecasting process related to the meteorological model error and is conditional on the selected meteorological models. A different point of view can be adopted by focusing on the performance of the single models instead of on the ensemble as a whole. Indeed, the one-way coupling between atmospheric and hydrological models represents a complementary tool to validate and interpret QPFs for the verification of NWP model performances. It has been underlined in the discussion of the results how the timing and distribution of the precipitation within the basin greatly influences the hydrological output. Hydrological forecasts are highly sensitive to space-time variability of the atmospheric inputs, especially when hydrological processes are simulated by a distributed rainfall-runoff model. In detail, two issues can be pointed out. In the first case study, the two runs of LM were similar in terms of the average precipitation amount forecasted over the Reno river basin. However, the hydrological forecasts were remarkably different, the lower resolution run being much better, due to the different distribution of the rainfall over the catchment. In this case, the tendency of the high resolution run is to produce higher precipitation values but over small areas, while the low resolution simulation distributes moderate rainfall over a larger portion of the basin. This penalises the increase of resolution. Therefore, for this case it is essential that the space-time structure of the precipitation forecast input provided by meteorological models gives a consistent representation of the space-time structure of the event. On the other hand, in the second case the best two discharge forecasts, provided by LM 2.8 and MOLOCH, exhibited a quite similar behaviour, in spite of the fact that the distributions of the precipitation within the basin were very different in the period of maximum precipitation. These considerations underline the concurrent effects of two basic factors: the non-linearity in hydrological processes and the role of the morphology of the basin that determines the time-space scale below which the variability of the rainfall field is dumped. The use of an ensemble of meteorological inputs seems to be a useful way to account for the uncertainty arising in the meteohydrological forecast chain, encompassing the non-linearity in rainfall-runoff processes. It is worth to mention that the obtained results might be affected by the filtering operated by the hydrological model, whose structure strongly affects the performances of the integrated real-time flood forecasting system. Testing different hydrological models might be the subject for future works. Concerning the use of high-resolution models for QPF purposes, the results appears to be somehow different from the expectation. For these case studies there is no general improvement neither in QPF, nor in the discharge forecasts when high-resolution meteorological models are employed. Although higher resolution provides a better description of the orography and small scale processes, as well as of the convective activity, it does not assure an increasing forecast accuracy. This behaviour has been already identified (Mass et al., 2002) : moving towards higher resolution does not guarantee a clear improvement of precipitation forecasts. However, it must be noted that the analyzed events are not characterized by deep convection or small scale phenomena, but they are dominated by synoptic scale forcing: a post frontal north-easterly flow, associated with a Mediterranean cyclone in the first case, a quick passage of a cold front and a large scale trough in the second case. Under these conditions, even a limited area model at intermediate horizontal resolution, without explicitly resolved convection, is able, in principle, to provide satisfactory forecasts.
In conclusion, the ensemble technique, even with all the limitations reported above, seems to be promising for operational use in the prediction of flood events and for warning purposes. The limitations due to the small number of the ensemble members and to the methods employed to generate their variability must be overcome: we can expect that a larger ensemble, for instance obtained by perturbing the initial and boundary conditions (Tibaldi et al., 2006) will improve the performance of the hydro-meteorological modelling system. Moreover, we expect that future improvements both in the hydrological and meteorological modelling will be able to make such kind of systems more reliable in the next few years. 
