Abstract-In this paper we address the extrinsic information transfer functions of inner decoders for a serially concatenated coding scheme. For the case of an AWGN channel, we give a universal proof for the fact that only inner encoders yielding an infinite output weight for a weight-one input sequence, such as recursive convolutional encoders, lead to perfect extrinsic information at the output of the corresponding SISO decoder. As an example we consider bit-interleaved coded modulation with iterative demapping (BICM-ID) and insert an additional recursive precoder prior to the mapping operation. Simulation results show that the proposed system does not suffer from an error floor and thus significantly outperforms BICM-ID systems that solely use mappings as inner encodings, even when they are optimized.
I. INTRODUCTION
It has been shown in [1] , for a serially concatenated coding scheme, that recursive inner encoders are preferable since they always lead to an interleaver gain, in contrast to nonrecursive or block encoders. A similar observation can be made by considering extrinsic information transfer functions [2] , [3] . If the sequence of information bits can be described as an independent and identically distributed (iid) random process, only recursive inner encoders can achieve an average mutual information of one between the information bits and the extrinsic soft-values if perfect a priori information is applied. This fact has been observed by many researchers and, in the case of two constituent encoders, is a necessary condition for the absence of an error floor.
As an example we consider bit-interleaved coded modulation with iterative demapping (BICM-ID) [4] . BICM [5] [6] [7] represents a serial concatenation of an outer encoder, an interleaver, and a mapper or modulator which maps groups of bits to complex waveforms prior to transmission over the channel. Since the inner encoder is a nonrecursive one, perfect extrinsic information can never be achieved, leading to an error floor even for moderately distorted channels. The achievable average extrinsic information with perfect a priori information for the demodulator depends on the mapping, where it has been shown, e.g. in [8] , that Gray mapping is unsuitable in order to obtain a significant gain from iterations. However, improved mappings have been given in [7] , [9] , [10] . In [11] , a general mapping optimization algorithm is proposed on the basis of maximizing the achievable extrinsic information at the SISO demapper output, or, alternatively, This work was partly supported by the German Research Foundation (DFG) under grant KL 1080/3-1, NSF grants CCR02-05310 and EEC-0203366, and NASA grant NNG05GH73G. minimizing the pairwise error probability. However, generally, a noticeable error floor is observed with all mappings, even when they are optimized.
As a main result of this paper we present a formal proof that only inner encoders producing an infinite output weight for a weight-one input sequence, such as recursive inner encoders, lead to perfect extrinsic information at the output of the corresponding SISO decoder. For the sake of simplicity we restrict ourselves to AWGN channels. In contrast to [12] , where only rate-1 convolutional codes are considered via an analysis of their state-space representation, our proof uses information theoretic considerations and universally holds for arbitrary code rates and inner encoders (not just convolutional ones). As an example, our findings are then applied to BICM-ID where, in order to eliminate the error floor associated with soft demapping, we propose to add an accumulator as a recursive precoder prior to the mapper. At the decoder, the demapper is then replaced by a SISO decoder working on the joint accumulator / mapper trellis. Simulation results for Graymapped 16-QAM show the performance gain of the proposed precoded BICM-ID scheme compared to those approaches that solely employ optimized mappings without precoding. A related approach has been discussed in [13] , where decoding is carried out by iterating between a turbo decoder and the demapper. While this approach theoretically also leads to perfect overall mutual information after the iterative decoder has converged in practice this depends on the error floor of the outer turbo code. Another drawback compared to our approach is the larger decoding complexity. 
II. SYSTEM MODEL FOR INNER ENCODING
is observed. Herein, σ transmitted energy per code bit, and N 0 the single-sided noise power spectral density. The a priori AWGN channel models the a priori information used at the inner constituent decoder in an iterative decoding scheme. At the output we observe the soft-bit sequence W = [W 1 , . . . , W , . . . , W N ], where w ∈ IR represents a soft-bit realization. The sequence
contains the corresponding a priori log-likelihood ratios (LLRs)
where the a priori channel pdf p(w |v ) is analogous to (1) . The SISO decoder employs the outputs of both the communication and the a priori channels for computing extrinsic a posteriori probabilities (APPs)
realizations of a priori LLRs with the -th element a i, excluded. The sequence E i contains the extrinsic LLRs and is defined as
and
(5) Denoting the mutual information between two RVs X and Y as I(X; Y ), we define the quantities
Herein, I Ai is defined as the average a priori information and denotes the average capacity of the a priori channel, whereas I Ei refers to the average extrinsic information. By defining a continuous mapping between a priori and extrinsic information as I Ei = T i (I Ai , E s /N 0 ), we obtain the inner extrinsic information transfer (EXIT) function or characteristic T i (·) for the SISO decoder. Here, T i (·) depends on both the capacity of the a priori and the communication channel, where the latter is characterized by the channel parameter E s /N 0 . As in (6), (7), both I Ao and I Eo can also be determined for the outer decoder. The mapping between I Ao and I Eo is then given as I Eo = T o (I Ao ), where T o (·) represents the EXIT function of the outer channel decoder. An EXIT chart can now be obtained by plotting the transfer functions T i/o for both constituent decoders on a single diagram, where the axes must be swapped for one of the constituent decoders. For further details about EXIT charts we refer to the corresponding literature (e.g., [2] , [3] , [8] , [14] ).
III. CONDITIONS FOR PERFECT INNER EXTRINSIC

INFORMATION
In the following we give a formal proof for the fact that an inner encoder producing an infinite output weight for a weight-one input sequence (e.g., a recursive convolutional encoder) is sufficient for achieving I Ei (I Ai = 1 bit) = 1 bit.
The average extrinsic information I Ei at the output of a general inner SISO decoder in a serially concatenated scheme can be expressed as
where H(V |E i, ) represents the conditional entropy of V given E i, . In (8) we assume, without loss of generality, that H(V ) = 1 bit for all ∈ {1, 2, . . . , N}.
In [14] , [15] it is shown that, for a SISO decoder emitting a posteriori probabilities (APPs), the mutual information I(V ; E i, ) can also be written as
We define the following information bit sequence real- 
Proof. Clearly, a weight-one information sequence v \ , y ), q ∈ {0, 1}, can be described by using Bayes' theorem and assuming equiprobable information sequences as follows:
For an AWGN channel the corresponding pdfs in (12) are given by
and p(y |v
Combining (12), (13) , and (14) yields the expression
We now consider the following three cases:
The exponential term in (15) can be rewritten as
. (16) Herein, α(Q) does not necessarily tend to zero. However, due to the fact that d ∈ {0, 2} and lim Q→∞ w(d /2) → ∞, where w(·) denotes the Hamming weight, it is clear that lim Q→∞ β(Q) = 0 in (16). But since |e 0 | < |e 1 |, the overall product α(Q) β(Q) in (16) tends to zero as well. Thus, from (15) we obtain for N → ∞, leading to Q → ∞ with Q = N/R for fixed R,
(ii) |e 0 | > |e 1 |: We exchange v (0) and v (0) →1 in the above derivation, where now
Analogously to the previous case, it can be shown from (15) that
\ , y ) = 1.
(iii) |e 0 | = |e 1 |: Here, we obtain
Note that for a given v (0) and v
→1 , this case occurs only for specific observations y lying on a (Q − 1)-dimensional hyperplane characterized by |e 0 | = |e 1 |.
We can now state the main result of this section in the following theorem. 1 + n, which are the same as in (11) . Using the result from Lemma 1, we conclude that either
for all information sequence realizations v ∈ V and any communication channel observation y . Inserting (17) into (10) and considering that lim x→0 x log x = 0 proves the theorem.
(Note that the case |e 0 | = |e 1 | in Lemma 1 need not be considered in the integration of (10) since the corresponding y are located on a singular hyperplane with respect to the function to be integrated.)
It is clear from the proof of Theorem 1 that the condition I Ei (I Ai = 1 bit) = 1 bit cannot be satisfied for inner coding schemes, where an information sequence weight of one generates a finite codeword weight. This holds for all block codes and non-recursive convolutional encoders, as well as for modulators or ISI channels. Hence, Theorem 1 provides an alternative explanation of the well-known fact that nonrecursive convolutional encoders should not be used as inner encoders in a serially concatenated coding scheme [1] .
IV. EXAMPLE: BICM WITH RECURSIVE PRECODING
As an example we consider a BICM-ID scheme with recursive precoding, where the corresponding encoder is shown in Fig. 2 . The binary input sequence B is applied to a rate-R o outer encoder C o generating the sequence C . After bit-interleaving using the permutation function π, we obtain V = [V 1 , . . . , V , . . . , V N ] = π(C ). In order to be able to achieve an average extrinsic information of I Ei = 1 bit, we insert an accumulator as a recursive precoder with generator polynomial g(D) = 1/(1 + D) before the mapping operation. The resulting sequence is denoted V . Alternatively, we may decompose V into M -bit symbols, resulting in the symbol vector I = [I 1 , . . . , I k , . . . , I L ], with N = ML, where k denotes the symbol-time instant. Each I k has a realization i k ∈ I in the finite alphabet I = {0, 1, . . . , 2 M − 1}. The i k are then mapped to signal points u k in the complex plane using the mapping function M : I → C, where u k is a realization of U k and U = [U 1 , . . . , U k , . . . , U L ]. Then U is transmitted over an AWGN channel with the parameter E s /N 0 . The received sequence Y at the output of the communication channel is then applied to the iterative decoder, which contains both an outer SISO decoder for encoder C o and an inner symbol-by-symbol SISO decoder working on the joint trellis for the accumulator / 2 M -ary mapper as constituent decoders. The trellis for the inner decoder has 2 M states, and each state s k−1 at time instant k − 1 has transitions to all states s k at time instant k, where 2 M −1 transitions per state always correspond to both the same input symbol i k ∈ I and output symbol i k ∈ I. An example is given for QPSK with M = 2 in Fig. 3 , where the state transitions are labeled i k /i k to indicate the input and output symbols. Decoding is carried out via a symbol-based BCJR algorithm [16] which computes the APPs P (I k = i k |y , P a (I k = i k |y )) given the a priori conditional probabilities P a (I k = i k |y ). Numerical results are obtained for an inner accumulator combined with Gray-mapped 16-QAM, where the outer encoder is a memory-1 recursive systematic convolutional (RSC) encoder with feedforward (g 1 ) and feedback (g r ) polynomials (g r , g 1 ) = (3, 2) 8 in octal form and a code rate of R o = 1/2. This system has an effective throughput of η = R o M = 2 bit/s/Hz. Fig. 4 shows the corresponding EXIT chart and some "snapshot" decoding trajectories for E s /N 0 = 7.5 dB. We observe that the EXIT characteristic for the combined inner accumulator / mapper achieves I Ei = 1 bit for perfect a priori information, as guaranteed by Theorem 1.
The bit error rate (BER) versus E b /N 0 curve, with E b = E s /η, is shown in Fig. 5 . Besides the proposed system, two BICM-ID systems employing optimized mapping without recursive precoding are also shown for comparison. The M16a mapping is proposed in [11] , where it was obtained by an optimization approach minimizing the difference 1 − I Ei (I Ai = 1 bit). In [7] the MSP mapping was suggested as a good trade-off between large I Ei for both zero and perfect a priori information. For both the proposed system and the M16a and MSP mappings, the (g r , g 1 ) = (3, 2) 8 outer RSC encoder is used. The BER was averaged over 1000 simulated transmissions for a blocklength of 20,000 information bits, and 20 iterations were allowed for the iterative decoder. It can be seen from Fig. 5 that, in contrast to both the MSP and M16a mappings, no error floor is observed for the joint accumulator / Gray mapper, where all simulated transmissions were observed as error-free for E b /N 0 > 4 dB. This confirms the fact that I Ei (I Ai = 1 bit) = 1 bit is a necessary condition for the absence of an error floor in this case. In particular, at a BER of 10 −6 , the joint accumulator / Gray mapper outperforms the M16a mapping by over 1 dB. This shows the advantage of the proposed scheme compared to using optimized mappings without recursive precoding. [11] and MSP [7] mappings for the 16-QAM constellation (outer (gr, g 1 ) = (3, 2) 8 RSC encoder, 1000 simulated transmissions, blocklength 20,000 information bits).
V. CONCLUSIONS
We have considered inner encoding in a serially concatenated coding scheme. For the corresponding decoder we have given a universal proof for the fact that an encoder that produces an infinite output weight for a weight-one input sequence (e.g., a recursive convolutional encoder) leads to perfect extrinsic information when perfect a priori information is available. As an example, we considered a BICM-ID scheme in which the SISO demapper does not achieve perfect extrinsic information even when optimized symbol mappings for the constellation points of the modulation are used. This leads to a noticeable error floor in the BER performance curve. We proposed adding an accumulator as a recursive precoder before the mapper along with Gray mapping, and at the receiver the demapper in the iterative decoder is replaced by a symbol-bysymbol SISO decoder on the joint accumulator / mapper trellis. Simulation results for a large number of channel realizations have not shown any error floor for the proposed scheme, in contrast to using optimized mappings without precoding. Finally, we note that the proposed scheme may further be optimized by choosing mappings other than Gray mapping.
