Abstract. This paper is concerned with optimal control of linear backward stochastic differential equations (BSDEs) with a quadratic cost criteria, or backward linear-quadratic (BLQ) control. The solution of this problem is obtained completely and explicitly by using an approach which is based primarily on the completion-of-squares technique. Two alternative, though equivalent, expressions for the optimal control are obtained. The first of these involves a pair of Riccati-type equations, an uncontrolled BSDE, and an uncontrolled forward stochastic differential equation (SDE), while the second is in terms of a Hamiltonian system. Contrary to the deterministic or stochastic forward case, the optimal control is no longer a feedback of the current state; rather, it is a feedback of the entire history of the state. A key step in our derivation is a proof of global solvability of the aforementioned Riccati equations. Although of independent interest, this issue has particular relevance to the BLQ problem since these Riccati equations play a central role in our solution. Last but not least, it is demonstrated that the optimal control obtained coincides with the solution of a certain forward linear-quadratic (LQ) problem. This, in turn, reveals the origin of the Riccati equations introduced.
Introduction. A backward stochastic differential equation (BSDE) is an
Ito stochastic differential equation (SDE) for which a random terminal condition on the state has been specified. The linear version of this type of equation was first introduced by Bismut [4] as the adjoint equation in the stochastic maximum principle (see also [3, 17, 20] ). General nonlinear BSDEs, introduced independently by Pardoux and Peng [16] and Duffie and Epstein [9] , have received considerable research attention in recent years due to their nice structure and wide applicability in a number of different areas, especially in mathematical finance (see, e.g., [7, 10, 11, 13, 15, 19] ). For example, the Black-Scholes formula for options pricing can be recovered via a system of forward-backward stochastic differential equations (FBSDEs). In this case, the random terminal condition is related to the price of the underlying stock at a given terminal date. Unlike a (forward) SDE, the solution of a BSDE is a pair of adapted processes (x(·), z(·)). The additional term z(·) may be interpreted as a riskadjustment factor and is required for the equation to have adapted solutions. This restriction of solutions to the class of adapted processes is necessary if the insights gained from the study of BSDEs are to be useful in applications. Adapted processes depend on past and present information but do not rely (clairvoyantly) on future knowledge. This is natural in virtually all applications; for example, the replicating portfolio for a contingent claim may depend at any particular time on past and present stock prices but not, quite naturally, on future stock prices. For recent accounts on BSDE theory and applications, the reader is referred to the books [15, 19] .
Since a BSDE is a well-defined dynamic system, it is very natural and appealing, first at the theoretical level, to consider the optimal control of the BSDE. As for applications, optimally controlled BSDEs promise to have a great potential. For example, an optimal control problem of a linear BSDE comes out in the process of solving a forward stochastic linear-quadratic (LQ) control problem in [6] . Moreover, controlled BSDEs are expected to have important applications in mathematical finance. For instance, a situation in which funds may be injected or withdrawn from the replication process of a contingent claim so as to achieve some other goal may be viewed quite naturally as an optimal BSDE control problem. However, the study on controlled BSDEs is quite lacking in literature. To our best knowledge there are only a few papers dealing with optimal control of BSDEs, including [18] and [8] , which establish local and global maximum principles, respectively, and [11] , in which a controlled BSDE with linear state drift is studied.
This paper is concerned with optimal control of a linear BSDE with a quadratic cost criteria, namely, a stochastic backward linear-quadratic (BLQ) problem. It is well known that LQ control is one of the most important classes of optimal control, and the solution of this problem has had a profound impact on many engineering applications. Stochastic forward LQ theory has been well established, especially with the recent development on the so-called indefinite stochastic LQ control [1, 5, 6, 14] . However, stochastic BLQ control remains an almost completely unexplored area. An attempt was made in [8] , where a special stochastic BLQ problem without state cost was considered. An optimal control was derived, using the maximum principle obtained in the paper, under the assumption that a certain SDE admits a solution. This SDE, while it resembles the Riccati equation, is not exactly of Riccati type since it is not symmetric, and its solvability is hard to verify in general.
The main contribution of this paper is a complete solution of a general BLQ problem. As it turns out, the optimal control can no longer be expressed as a linear feedback of the current state as in the deterministic or stochastic forward case. Rather, it depends, in general, on the entire past history of the state pair (x(·), z(·)). It will be shown that this dependence is linear, and explicit formulas for the optimal control and the optimal cost in terms of a pair of Riccati equations, a Lyapunov equation, an uncontrolled BSDE, and an uncontrolled SDE are established. The basic idea is to first establish a lower bound to the optimal cost via the completion-of-squares technique and then to construct a control that achieves exactly this lower bound. A key part of our derivation is a proof of existence and uniqueness of solutions of the Riccati equations mentioned above. Although this issue is one which has independent interest, the proof of global solvability presented in this paper has direct relevance to the BLQ problem since these Riccati equations play a central role in our analysis.
It is interesting to remark that our original approach to solving the BLQ problem was inspired by [15, 12] , where an (uncontrolled) BSDE is viewed as a controlled forward SDE. Extending this idea, we can show that the optimal control of the BLQ problem is the limit of a sequence of square integrable processes, obtained by solving a family of forward LQ problems. During this procedure, the key Riccati equations, along with other related equations, come out very naturally. What is more interesting is that once these equations are in place, one may forget about the forward formulation and limiting procedure, which is rather complicated, and instead use these equations directly along with the completion-of-squares technique to obtain the optimal control for the original BLQ problem. Nevertheless, the forward formulation still represents an alternative and insightful approach to the backward control problem, and for this reason, an outline of this procedure is also presented in this paper.
The outline of this paper is as follows. In section 2, we formulate the BLQ problem. In section 3, we present the main result of the paper (with its proof deferred to section 5). In addition, we compare the solution of the stochastic BLQ problem with that of the deterministic case. A key ingredient in our analysis is the existence and uniqueness of solutions of certain Riccati equations, an issue which is addressed in section 4. A proof of the main result is carried out in section 5. In section 6, we explain, in a rather informal way, the origin of the key Riccati equations, and we present an alternative approach to the BLQ problem. In particular, we show that the optimal BLQ control, established in section 3, coincides with the limit of the solutions of a family of forward LQ problems. Finally, section 7 concludes the paper.
Problem formulation.
We assume throughout that (Ω, F, {F} t≥0 , P ) is a given and fixed complete filtered probability space and that W (·) is a scalar-valued Brownian motion on this space. (Our assumption that W (·) is scalar-valued is for the sake of simplicity. No essential difficulties are encountered when extending our analysis to the case of vector-valued Brownian motions). In addition, we assume that F t is the augmentation of σ{W (s) 0 ≤ s ≤ t} by all the P -null sets of F.
Throughout this paper, we denote the set of symmetric n × n matrices with real elements by S n . If M ∈ S n is positive (semi)definite, we write M > (≥) 0. Let X be a given Hilbert space. The set of X-valued continuous functions is denoted
If f (·) has (P -almost surely (a.s.)) continuous sample paths and E sup t∈ [0, T ] 
. These definitions generalize in the obvious way to the case when f (·) is R n×m -or S n -valued. Finally, in cases where we are restricting ourselves to deterministic Borel measurable functions f : [0, T ] → R n , we shall drop the subscript F in the notation; for example,
where u(·) is the control process. The class of admissible controls for (2.1) is
Later, we shall state assumptions on the coefficients A(·), B(·), C(·), and the terminal condition ξ so as to guarantee the existence of a unique solution pair (
We refer to such a three-tuple (x(·), z(·); u(·)) as an admissible triple. The cost associated with an admissible triple (x(·), z(·); u(·)) is given by
3)
The BLQ control problem can be stated as follows:
Throughout this paper, we shall assume the following:
In particular, Assumption (A1) is sufficient to guarantee the existence of a unique solution pair (
3. Main result. Before we present the main result of the paper, which gives a complete solution to the above BLQ problem, let us see how one would solve the deterministic BLQ problem. This corresponds to ξ ∈ R n being deterministic, C = 0, S = 0, and an admissible class
The other parameters satisfy (A1), while the cost and dynamics are given by
respectively. By reversing time,
we obtain an equivalent forward LQ problem that can be solved using a standard (Riccati) approach (see, e.g., [19, Chapter 6, section 2] ). In particular, this gives us the following result. Proposition 3.1 (deterministic BLQ problem). The optimal cost and optimal feedback control for the deterministic BLQ problem are
respectively, where Z(·) is the unique solution of the Riccati equation
and x(·) is the unique solution of the differential equation
It is important to recognize that the above time reversal technique cannot be extended to the stochastic BLQ problem, (2.4), as it would destroy the adaptiveness which is essential in the model. In particular, a control obtained in this way will not, in general, be {F t } t≥0 -adapted and hence is not admissible.
It turns out that the solution to (2.4) is more involved. In the remainder of this section, we present two alternative expressions (which are later shown to be equivalent) for the solution of the optimal BLQ control. The first one is analogous to the solution to the deterministic BLQ problem just presented. It gives an explicit formula via a pair of Riccati equations, a Lyapunov equation, an uncontrolled BSDE, and an uncontrolled SDE.
First, consider the following Riccati-type equation:
The existence and uniqueness of a solution to this equation will be addressed in section 4; see Theorem 4.5. Letting Σ(·) be the solution to (3.4), we define the following equations:
The first equation (3.5) is again a Riccati-type equation. It is a generalization of the Riccati equation (3. 3) associated with the deterministic problem. The second equation is a Lyapunov equation, while the third is a linear BSDE. Based on the solutions Z(·) and (h(·), η(·)) to (3.5) and (3.7), respectively, we finally introduce
The existence and uniqueness of the solutions of (3.5)-(3.8) will be discussed in section 4. It should be noted that (3.4), (3.6), (3.7), and (3.8) play no role in the solution of the deterministic BLQ problem.
Theorem 3.2. The BLQ problem (2.4) is uniquely solvable. Moreover, the control
is optimal, where Z(·) and q(·) are the solutions of (3.5) and (3.8), respectively. The optimal state trajectory (x(·), z(·)) is the unique solution of the BSDE 10) and the optimal cost is (3.11) where N (·) is the unique solution of (3.6).
Remark 3.1. If we compare the two optimal controls, (3.2) and (3.9), for the deterministic and stochastic BLQ problems, respectively, we see that the latter involves an additional random nonhomogeneous term q(·). This addition disqualifies (3.9) from a feedback control of the current state, contrary to the deterministic BLQ (see Proposition 3.1) or stochastic forward LQ (see [5] ) cases. The reason is because q(·) depends on (h(·), η(·)), which in turn depends on ξ, the terminal condition of part of the state variable, x(·). This is one of the major distinctive features of the stochastic BLQ problem. On the other hand, when ξ is nonrandom, C = 0 and S = 0, the optimal control (3.9) reduces to the solution (3.2) of the deterministic problem. In this case, it is easy to see (by the uniqueness of the solutions of (3.7)) that η(t) ≡ 0. This implies, in turn, that q(t) ≡ 0, and hence the optimal control (3.9) agrees with the solution (3.2) of the deterministic problem. In addition, since
(see Proposition 4.8), it follows that N (T ) = Z(T ) and the optimal cost (3.11) reduces to (3.1) for the deterministic problem. Through the above comparison, we can also see that the fundamental difference between the solutions to the deterministic and stochastic BLQ problems lies in the introduction of (3.4). Although for the stochastic BLQ problem the optimal control is no longer a feedback of the current state, it is indeed a linear state feedback of the entire past history of the state process (x(·), z(·)). This conclusion is a consequence of the second form of the optimal control we will present, which is in terms of the Hamiltonian system:
dx(t) = {A(t)x(t) − B(t)R(t) −1 B(t) y(t) + C(t)z(t)}dt + z(t)dW (t),
x(T ) = ξ, (3.12)
dy(t) = {−A(t) y(t) − Q(t)x(t)}dt + {−C(t) y(t) − S(t)z(t)}dW (t),
Notice that the combination of (3.12)-(3.13) does not qualify as a conventional FBSDE as defined in, say, [19, 15] . The subtle difference is that the forward and backward variables in (3.12)-(3.13) are directly related at the initial time, while those in the FBSDE are related at the terminal time. Moreover, one cannot transform between these two types of equations by reversing the time, due to the required adaptiveness. In what follows, we shall refer to any three-tuple of processes
which satisfies (3.12)-(3.13) as a solution of the Hamiltonian system (3.12)-(3.13). Theorem 3.3. The Hamiltonian system (3.12)-(3.13) has a unique solution (x(·), z(·), y(·)). Moreover, the BLQ problem (2.4) is uniquely solvable with the optimal control
and (x(·), z(·)) as the corresponding optimal state process. The optimal cost is (3.11).
Remark 3.2. If (3.14) is optimal, then (3.12)-(3.13) are exactly the corresponding state equation and adjoint equation; see [8] . This is the reason why we call (3.12)-(3.13) the Hamiltonian system. Theorem 3.3 shows that the optimal control is linear in the process y(·). The following simple result further reveals that the optimal control is a linear feedback of the past and current values of the state process (x(·), z(·)).
Proposition 3.4. Let y(·) be the process obtained from the Hamiltonian system (3.12)-(3.13). Then
where Φ(·) is the unique solution of the matrix SDE
Proof. This is an immediate consequence of the variation-of-constant formula; see [19, p. 47, Theorem 6.14] .
Proofs of Theorems 3.2 and 3.3 are deferred to section 5.
Riccati equations.
Before proving the main result formulated in the previous section, in this section we first study the existence and uniqueness of solutions to (3.4)-(3.8), mainly focusing on the Riccati equations (3.4) and (3.5).
To start, let us first consider the two equations     Σ
(t) − A(t)Σ(t) − Σ(t)A(t) − Σ(t)Q(t)Σ(t) +B(t)R(t) −1 B(t) + C(t)Σ(t)(S(t)Σ(t)
where M is a given symmetric n × n matrix in (4.1) and a nonsingular symmetric n × n matrix in (4.2). It will be seen from what follows that (4.2) is introduced as a means of dealing with the solvability of (4.1). Proof. Suppose that Σ 1 (·), Σ 2 (·) ∈ C(0, T ; S n ) are two solutions of (4.1). Since Σ 1 (·) and Σ 2 (·) are continuous, it follows that ∆(·) := Σ 1 (·) − Σ 2 (·) is uniformly bounded. It is easy to show that ∆(·) is a solution of the equation
Integrating both sides of this equation from t to T , it follows from the uniform boundedness of ∆(·) and all the coefficients that there is a constant 0 < K < ∞ such that
Hence, by Gronwall's inequality, it follows that
Next we prove the existence of solutions to (4.1). We first consider the case when S = 0. In this case, the Riccati equations (4.1) and (4.2) become
(t)Σ(t) − Σ(t)A(t) + C(t)Σ(t)C(t) −Σ(t)Q(t)Σ(t) + B(t)R(t)
−1 B(t) = 0,
Consider first the case when Q(t) > 0 for almost every (a.e.) t ∈ [0, T ]. Then (4.3) is a standard Riccati equation (arising in deterministic LQ control) and is uniquely solvable with the solution Σ(·) > 0 (see, e.g., [2, 19] ). Suppose now that we have only Q(·) ≥ 0. Define
be the unique positive definite solution of (4.3) when Q is replaced by Q i . Note first that Σ i (·) is uniformly bounded. To see this, consider the Lyapunov equation
Σ (t) = A(t)Σ(t) +Σ(t)A(t) − C(t)Σ(t)C(t) − B(t)R(t)
−1 B(t) ,
Since (4.5) is a linear ordinary differential equation (ODE) with bounded coefficients, it follows that it has a unique solutionΣ(·) which is uniformly bounded. For any
It is easy to show that∆ i (·) is a solution of the Riccati equation
where
. This is again a standard Riccati equation which has a unique solution∆
is the unique solution of the Riccati equation
As before, ∆(·) is positive semidefinite, and hence
is a nondecreasing, uniformly bounded sequence of functions, it follows that there is a function Σ(·) (which is not necessarily continuous) such that
Σ(t) is symmetric, and Σ(t) > 0 for every t ∈ [0, T ]. Finally, we show that Σ(·) is continuous and is a solution of (4.3).
Observe first that by virtue of (4.3), the relation
follows from the bounded convergence theorem that
Therefore, Σ(·) ∈ C(0, T ; S n ) is a solution of (4.3), and Σ(·) > 0. Uniqueness follows from Proposition 4.1.
Case 2: M ≥ 0. In this case, the one difference, when applying the argument above, is that 
is a solution of (4.4). To prove uniqueness, let P i (·), i = 1, 2, be solutions of (4.4). Since (4.4) involves
−1 is a solution of (4.3), the uniqueness property of (4.3) implies that P 1 (·) = P 2 (·). Now we proceed to the general case when S ≥ 0. We begin by proving global solvability of the Riccati equation (4.2) when M > 0. The following notions, introduced in [5] , play an important role in our analysis. Let
For every K ∈K, the Riccati equation
is a standard Riccati equation which is uniquely solvable, with the solution P (·) > 0. Therefore, the mapping ψ :K → C(0, T ; S n ), where P = ψ(K) is the solution of (4.7) associated with K, is well defined. A sufficient condition for unique solvability of the Riccati equation (4.2) is the existence of K ∈K such that . To see that P (t) ≥P (t) > 0 for all t ∈ [0, T ], observe that x P (t)x is the optimal cost associated with the optimal control problem [5] 
while x P (t)x is the optimal cost associated with
(4.10)
Since S ≥ 0, it follows that x P (t)x ≥ x P (t)x for all (t, x) ∈ [0, T ] × R n , from which the result follows. 
it follows that 0 < P i (t) ≤ P j (t) for all i < j, and hence 0 < Σ j (t) ≤ Σ i (t). Therefore, Σ i (t) is a monotonically decreasing sequence that is bounded below and hence converges; that is,
On the other hand,
Hence it follows from the bounded convergence theorem that
so Σ(·) is a solution of (4.1). The above theorem implies, in particular, that (3.4) is uniquely solvable. Now we are in the position to prove the unique solvability of the Riccati equation (3.5) . 
(t) − Z(t)A(t) − A(t) Z(t) − Z(t) B(t)R(t) −1 B(t)

+C(t)Σ(t)(I + S(t)Σ(t))
We now show that (4.11) is a special case of the Riccati equation (4.1). To see this, let Σ i (·) and P i (·) denote the solutions of (4.1) and (4.2) when M = (1/i)I. Since
Σ(t)(I + S(t)Σ(t))
−1 = lim i↑∞ Σ i (t)(I + S(t)Σ i (t)) −1 = lim i↑∞ (S(t) + P i (t)) −1 ,
which implies, in particular, that B(t)R(t) −1 B(t) + C(t)Σ(t)(I + S(t)Σ(t)) −1 C(t) is symmetric, and
it follows that (4.11) is an equation of the form (4.1). Therefore, Theorem 4.5 applies, and (3.5) is uniquely solvable. Now we have proved the unique solvability of the two Riccati equations (3.4) and (3.5). The unique solvability of (3.7) and (3.8), with the solutions (h(·), Next let us study the asymptotic behavior of some equations with respect to the terminal condition of those equations, which is important in proving the main results, Theorems 3.2 and 3.3. Let M > 0 be a symmetric n × n matrix. Consider the following equations parameterized by M :     Ṗ
(t) + P (t)A(t) + A(t) P (t) −P (t)[B(t)R(t) −1 B(t) + C(t)(S(t) + P (t)) −1 C(t) ]P (t) + Q(t) = 0,
12)
    Σ (t) − A(t)Σ(t) − Σ(t)A(t) − Σ(t)Q(t)Σ(t) +B(t)R(t) −1 B(t) + C(t)Σ(t)(S(t)Σ(t) + I)
−1 C(t) = 0, Σ(T ) = M, (4.13)     
dh(t) = {(A(t) + Σ(t)Q(t))h(t) + C(t)(I + Σ(t)S(t)) −1 η(t)} dt +η(t) dW (t),
(4.14)
Notice that the Σ(·) appearing on the right-hand side of (4.14) is the solution to (4.13) which depends on M ; hence (4.14) and (3.7) are different. Proposition 4.7. Let M i (i ∈ Z + ) and M be symmetric, n × n, positive semidefinite matrices. Let Σ i (·), (h i (·), η i (·)) and Σ(·), (h(·), η(·)) be solutions of (4.13)-(4.14), corresponding to M i and M , respectively. If 
Since ∆ i (t) ≤ C, uniformly in i, it follows that
where K < ∞ is a constant independent of i. From Gronwall's inequality, it follows that
d(h(t) − h i (t)) = [(A(t) + Σ(t)Q(t))(h(t) − h i (t)) + C(t)(I + Σ(t)S(t))
−1 (η(t) − η i (t)) 
|(Σ(t) − Σ i (t))Q(t)h i (t) −C(t)(I + Σ(t)S(t)) −1 (Σ(t) − Σ i (t))S(t)(I + Σ i (t)S(t))
−1 η i (t)| 2 dt, ≤ K 2 Σ(·) − Σ i (·) 2 E T 0 (|h i (t)| 2 + |η i (t)| 2 ) dt for some constants K 1 , K 2 < ∞ (
Z(t)(I + Σ(t)Z(t)) −1 + (I + Z(t)Σ(t)) −1 Z(t)]. (4.15)
Proof. Case 1: H > 0. In this case Z(t) > 0 for every t ∈ [0, T ]; see Corollary 4.6. Therefore, Z(t)
−1 is well defined and (4.15) is equivalent to:
Thus it suffices to show that the right-hand side of (4.16) is a solution of (3.6). By evaluating
+B(t)R(t) −1 B(t) + C(t)Σ(t)(I + S(t)Σ(t))
is the solution of the ODE:
Finally, by evaluating
, it is easy to show that the right-hand side of (4.16) (and hence that of (4.15)) is a solution of (3.6).
Case 2: H ≥ 0. Let Z(·), Z i (·) (i ∈ Z + ) be the solutions of (3.5) corresponding to H and H i := H + (1/i)I > 0, respectively, where the Σ(·) in the coefficients of (3.5) is the solution to (3.4) . Let
It follows from Case 1 that N i (·) is the unique solution of the Lyapunov equation
On the other hand, we know from the continuity of solutions of linear ODEs with respect to initial conditions that N i (·) → N (·), where N (·) is the solution of the ODE (3.6). Therefore, to prove that N (·) has the representation (4.15), we need only show that Z i (·) → Z(·) since this will imply that the right-hand side of (4.17) converges to the right-hand side of (4.15). However, it follows from the fact that (3.5) is a special case of (3.4) (see the proof of Corollary 4.6) and the convergence properties of (3.4) (Proposition 4.7) that Z i (·) → Z(·) as i ↑ ∞. This proves our result.
Proofs of Theorems 3.2 and 3.3.
In this section we give proofs of the main results of the paper, Theorems 3.2 and 3.3. The basic idea is first to find a lower bound of the cost function (2.3) (see Lemma 5.1), and then to identify a control which achieves exactly this lower bound (see Proposition 5.3) .
To obtain a lower bound of (2.3), we use the completion-of-squares technique. Consider (4.12)-(4.14) parameterized by M > 0. It has been shown in section 4 that these three equations have unique solutions
Integrating both sides with respect to t and taking expectations, we arrive at
Adding (5.1) to the right-hand side of (2.3), we obtain (after some manipulation)
In deriving this expression, we have used the fact that Σ M (t) = P M (t) −1 together with the following simple relations:
for any u(·) ∈ U. Note that the right-hand side of (5.3) depends on Σ M (·) and (h M (·), η M (·)) (but does not depend on P M (·)). Therefore, it is well defined even when M = 0. Thus we have the following result.
Lemma 5.1. We have
where Σ(·) and (h(·), η(·)) are the solutions of (3.4) and (3.7), respectively.
Proof. Letting M → 0 in (5.3) and appealing to Proposition 4.7, we obtain the result.
Lemma 5.1 provides a lower bound on the cost function (2.3). Now we are to find a control that achieves this lower bound. To this end, recall the Hamiltonian system (3.12)-(3.13).
Proposition 5.2. The Hamiltonian system (3.12)-(3.13) has a unique solution (x(·), z(·), y(·)). Moreover, the following relations are satisfied:
x(t) = Σ(t)y(t) − h(t), z(t) = −Σ(t)(S(t)Σ(t) + I) −1 C(t) y(t) − (Σ(t)S(t) + I)
Proof. We begin by proving existence. Consider the following SDE:
dȳ(t) = [−(A(t) + Σ(t)Q(t)) ȳ(t) + Q(t)h(t)] dt
Since (5.6) is a linear SDE with bounded coefficients and square integrable nonhomogeneous terms, it follows that it has a unique solutionȳ(·). On the other hand, we can definex
By applying Ito's formula to (5.7), we obtain
z(t) := −(Σ(t)S(t) + I) −1 η(t) − Σ(t)(I + S(t)Σ(t))
into (5.8) and noting (from (5.7)) thatx(T ) = ξ, it follows that
dx(t) = [A(t)x(t) − B(t)R(t) −1 B(t) ȳ(t) + C(t)z(t)] dt +z(t) dW (t),
On the other hand, it follows from (5.9) that
−C(t) ȳ(t) − S(t)z(t) = S(t)(Σ(t)S(t) + I)
−1 η(t)
+[S(t)Σ(t) − (S(t)Σ(t) + I)](S(t)Σ(t) + I) −1 C(t) ȳ(t) = S(t)(Σ(t)S(t) + I) −1 η(t) − (S(t)Σ(t) + I) −1 C(t) ȳ(t). (5.11)
Finally, substituting (5.7) and (5.11) into (5.6) and noting (from (5.8)) the initial value ofx(0), it follows thatȳ(t) is a solution of the differential equation
dȳ(t) = {−A(t) ȳ(t) − Q(t)x(t)}dt + {−C(t) ȳ(t) − S(t)z(t)}dW (t),
That is, (x(·),z(·),ȳ(·)) is a solution of the system of equations (5.10), (5.12) and hence a solution of the Hamiltonian system (3.12)-(3.13). In addition, by virtue of (5.7), (5.8), and (5.9), the relations (5.5) are satisfied.
To prove uniqueness, suppose that (x 1 (·), z 1 (·), y 1 (·)) and (x 2 (·), z 2 (·), y 2 (·)) are solutions of (3.12)-(3.13). It follows that (
is a solution of the Hamiltonian system dx(t) = {A(t)x(t) − B(t)R(t) −1 B(t) y(t) + C(t)z(t)}dt + z(t)dW (t),
x(T ) = 0, (5.13)
dy(t) = {−A(t) y(t) − Q(t)x(t)}dt + {−C(t) y(t) − S(t)z(t)}dW (t),
By Ito's formula, we have
d{x(t) y(t)} = { − x(t) Q(t)x(t) − y(t) B(t)R(t) −1 B(t) y(t) − z(t) S(t)z(t)}dt
+ {· · · }dW (t).
Integrating both sides from 0 to T and taking expectations, we obtain
) Q(t)x(t) + y(t) B(t)R(t) −1 B(t) y(t) + z(t) S(t)z(t))dt.
Since H, Q(·), R(·), and S(·) are all positive semidefinite (see (A1)), it follows that
) Q(t)x(t) + y(t) B(t)R(t) −1 B(t) y(t) + z(t) S(t)z(t))dt = 0.
Finally, since R(·) > 0, it follows that
Substituting this into (5.13), it follows that (x(·), z(·)) is the solution of the linear BSDE: dx(t) = {A(t)x(t) + C(t)z(t)}dt + z(t)dW (t),
x(T ) = 0, and the uniqueness of solutions for linear BSDEs implies that (x(·), z(·)) ≡ 0. Substituting (x(·), z(·)) ≡ 0 into (5.14), it follows that y(·) is a solution of linear SDE
dy(t) = −A(t) y(t)dt − C(t) y(t)dW (t), y(0) = −Hx(0).
Hence it follows from the uniqueness again that y(·) ≡ 0. This proves our result. Remark 5.1.We have shown, in fact, that (x(·), z(·), y(·)) is the solution of the Hamiltonian system (3.12)-(3.13) if and only if y(·) is the solution of (5.6), x(·) is the solution of (5.8), and z(·) satisfies (5.9) . This means that we may use the Hamiltonian system (3.12)-(3.13) or (5.6), (5.8), and (5.9) interchangeably to describe the processes y(·), x(·), and z(·). This is an important observation which simplifies much of our subsequent analysis.
) be the solution of the Hamiltonian system (3.12)-(3.13), and let u(·) be given by
(t) y(t). (5.15)
Then (x(·), z(·)) is the solution of the BSDE (2.1) corresponding to (5.15) and
is the associated cost.
Proof. Let (x(·), z(·), y(·)) be the solution of the Hamiltonian system (3.12)-(3.13), and let u(·) be given by (5.15). It follows from Remark 5.1 that y(·) is also the unique solution of the SDE (5.6). Regarding y(·) in this way, it follows that (x(·), z(·)) (as determined from (3.12)-(3.13) ) is also the solution of BSDE (2.1) when u(·) is given by (5.15) .
To determine the cost associated with the control (5.15), we shall use the fact that y(·) is also the unique solution of the linear SDE (5.6). By Ito's formula, it can be shown that
Therefore,
On the other hand, the cost associated with the control (5.15) can be obtained by substituting (5.5) and (5.15) into (2.3). By doing this, we obtain
Hence it follows from (5.17) that
which is precisely the expression (5.16).
Proof of Theorem 3.3. The unique solvability of the Hamiltonian system (3.12)-(3.13) has been proved in Proposition 5.2. The optimality of (5.15) follows from the fact that the cost (5.16) associated with the control (5.15) is equal to a lower bound to the optimal cost; see Lemma 5.1. The expression (3.11) for the optimal cost can be obtained by applying Ito's formula to h(t) N (t)h(t). By doing this, we obtain the relation
This yields the optimal cost (3.11). Finally, we are able to conclude that the control (5.15) is unique because the BLQ problem (2. 
y(t) = −Z(t)x(t) − q(t). (5.19)
Proof. Let (x(·), z(·), y(·)) denote the solution of the Hamiltonian system (3.12)-(3.13). We have already shown that x(·) =x(·), wherex(·) is the solution of the SDE (5.8); see also Remark 5.1. Therefore, we can prove (5.19) by showing that 
y(t) = −Z(t)x(t) − q(t).
dq(t) = {−[A(t) + B(t)R(t) −1 B(t) Z(t) + C(t)(I + Σ(t)S(t)) −1 Σ(t)C(t) Z(t)] q(t) + Z(t)C(t)(I + Σ(t)S(t)) −1 η(t)}dt + {(Z(t) − S(t))(I + Σ(t)S(t)) −1 η(t) + (I + Z(t)Σ(t))(I + S(t)Σ(t)) −1 C(t) y(t)} dW (t),
(5.21) (Note that (3.8) and (5.21) differ only in their diffusion terms. It will be shown later that (3.8) and (5.21) have the same solution. In the meantime, however, it will be easier to work with (5.21)). Finally, by virtue of (5.5), y(·) is also the unique solution of the SDE     
dy(t) = {−A(t) y(t) − Q(t)x(t)} dt
+{S(t)(I + Σ(t)S(t)) −1 η(t) − (I + S(t)Σ(t)) −1 C(t) y(t)} dW (t),
With q(·) denoting the solution of (5.21), it is easy to show (using Ito's formula) that
d{y(t) + Z(t)x(t) + q(t)} = [A(t) + B(t)R(t) −1 B(t) Z(t) + C(t)(I + Σ(t)S(t)) −1 Σ(t)C(t) Z(t)]
×(y(t) + Z(t)x(t) + q(t)) dt,
Hence it follows from the uniqueness of solutions of linear SDEs that
where q(·) is the solution of (5.21). Finally, substituting (5.7) into (5.24), it is easy to show that Finally, it is important to recognize that the expressions for the optimal control, as presented in Theorems 3.3 and 3.2, are equivalent expressions of the same process; that is, this does not contradict the uniqueness of optimal controls for (2.4).
Origin of idea: Forward formulation.
In section 5, we obtained the solution of the BLQ problem (2.4) by showing that the control (3.14) or (3.9) achieves a lower bound to the cost function. In showing this result, (3.4)-(3.8), especially the Riccati equations (3.4) and (3.5), play a crucial role. In other words, once these equations are in place, then the whole derivation, albeit quite tedious, is essentially in the same spirit as the completion-of-squares technique commonly used in tackling forward LQ problems. However, the reader may be puzzled about how these (rather complicated) equations were obtained in the first place. This section serves to unfold the origin of those equations by presenting an alternative and intuitively appealing approach to the BLQ problem (2.4). The idea is basically inspired by [15, 12] , where an (uncontrolled) BSDE is regarded as a controlled forward SDE. Here we go one step further to show that the BLQ problem can also be viewed as a (constrained) forward LQ problem, and that the solution (5.15) of the BLQ problem and the relationships (5.5) coincide with the limiting solution of a sequence of unconstrained forward LQ problems. In this process, the Riccati equations (3.4) and (3.5), along with other related equations, come out very naturally. It should be noted that our aim in this section is to highlight the origin of (3.4)-(3.8) as well as (5.5), and hence the material in this section will be presented in an informal way. For this reason, certain convergence results required in this derivation, for example, are taken for granted, although they can be verified rigorously using standard techniques from stochastic analysis, the details of which are left to the interested reader. (As a matter of fact, the first version of this paper was written rigorously using the forward formulation, but then we went for the current version finding that the presentation would be much simpler once all the necessary equations were identified.) Finally, for the sake of notational convenience, we shall assume throughout this section that S = 0. The extension to the case S ≥ 0 can be obtained in a similar way.
Forward LQ problem. Consider the following SDE:
We assume throughout that x 0 ∈ R n and (u(·), v(·)) ∈Ū, wherē
The family of LQ problems, parameterized by i, is defined by 3) can be obtained by using a completion-of-squares approach via the Riccati equation studied in [5] . In particular, let P i (·) and (h i (·), η i (·)) be the unique solutions of the following equations:
Note that (6.5) is introduced to cope with the linear term E{ iξx(T )} in the terminal cost part of (6.2). Evaluating Σ i (t) :
(6.6) (The above explains the origin of the key equations (4.1), (4.2), and (4.14).) Applying Ito's formula to (x(t) + h i (t)) P i (t)(x(t) + h i (t)), it can be shown that
Adding this to the right-hand side of the cost (6.2), we obtain (after some manipulation) that
It is interesting to observe that the expression (6.7) for the cost of the forward LQ problem is similar to the expression (5.2) for the backwards LQ cost. Nevertheless, they are fundamentally different in that (u(·), v(·)) and x(0) are free to be chosen in (6.7), while x(0) and z(·) are uniquely determined in (5.2) once u(·) has been chosen. Clearly, the optimal cost for the forward LQ problem (6. 
t) = −R(t) −1 B(t) P i (t)(x i (t) + h i (t)), v i (t) = −Σ i (t)C(t) P i (t)(x i (t) + h i (t)) − η i (t), x
t) − B(t)R(t) −1 B(t) P i (t)(x i (t) + h i (t))
−C(t)P i (t) −1 C(t) P i (t)(x i (t) + h i (t)) − C(t)η i (t)} dt −{P i (t) −1 C(t) P i (t)(x i (t) + h i (t)) + η i (t)} dW (t), 
(t) = A(t)Σ(t) + Σ(t)A(t) − C(t)Σ(t)C(t) + Σ(t)Q(t)Σ(t) − B(t)R(t) −1 B(t) ,
Σ(T ) = 0, (6.17) 
Ṅ (t) + N (t)(A(t) + Σ(t)Q(t)) + (A(t) + Σ(t)Q(t)) N (t) − Q(t)
=
dh(t) = {(A(t) + Σ(t)Q(t))h(t) + C(t) η(t)} dt + η(t) dW (t),
dx(t) = {A(t)x(t) − B(t)R(t) −1 B(t) y(t) + C(t)(−Σ(t)C(t) y(t) − η(t))} dt
+{−Σ(t)C(t) y(t) − η(t)} dW (t),
x(0) = x 0 , (6.20)
dy(t) = {−(A(t) + Σ(t)Q(t)) y(t) + Q(t)h(t)} dt − C(t) y(t) dW (t), y(0) = H(Σ(0)H + I)
−1 h(0), (6.21) the second equality in (6.16) being obtained by using the identity (5.18). The Hamiltonian system (3.12)-(3.13) is obtained by substituting (6.15) into (6.20)-(6.21), together with the observation that
x(T ) = Σ(T )y(T ) − h(T ) = ξ.
The optimal control (3.14), the optimal cost (3.11), and the relations (5.5) are recovered in (6.15)-(6.16). Hence the solution of the optimal BLQ control problem (2.4) as outlined in Theorem 3.3 coincides with the limiting solution of a family (6.3) of forward LQ problems. Theorem 3.2 can be recovered simply by applying the transformation as outlined in Lemma 5.4.
On the other hand, it is not surprising that the forward approach recovers the solution of the BLQ problem. In particular, it is clear that if is equivalent to the BLQ problem (2.4). Moreover, the solution of (6.23) can be obtained by using a penalty function approach which coincides precisely with the unconstrained problem (6.3) . This provides an alternative approach to (2.4), which, as mentioned, was our original idea for solving the BLQ problem. The details are left to the interested readers.
(x(t) Q(t)x(t) + u(t) R(t)u(t)) dt ,
7. Conclusion. In this paper, the optimal control for the BLQ control problem is derived explicitly in terms of a pair of Riccati equations, a forward SDE, and a BSDE. Moreover, this optimal control coincides with the solution of a constrained forward LQ problem and is the limiting solution of a family of unconstrained forward LQ problems. A key part of our derivation is a proof of the existence and uniqueness of solutions of the Riccati equations. Although of independent interest, this proof of global solvability has direct relevance to the BLQ problem since the Riccati equations play a central role in the analysis.
An outstanding open problem to study is the BLQ problem where all the coefficients are random. In this case, the Riccati equations (3.4) and (3.5) both become (nonlinear) BSDEs (rather than ODEs as in this paper), the solvability of which is very challenging to prove.
