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Construction of Aeroengine fuel flow baseline Model based on Stacked Denoising Autoencoders
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Abstract: In order to overcome the shortcomings of traditional baseline model algorithm （such as Back Propagation），such as low
generalization ability，poor robustness and easy to fall into local optimal solution，a fuel flow baseline model of aeroengine based on Stacked
Denoising Autoencoders （SDAE）was established. The baseline model was trained and verified by using the real flight data of civil aviation
engine，and compared with the baseline model based on BP neural network. The results show that the fuel flow baseline model based on
SDAE has higher accuracy and stronger robustness.
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DBN）[7]、卷积神经网络 （Convolutional Neural Net-
works，CNN）[8] 以及循环神经网络 （Recurrent Neural
Networks，RNN）[9]等。其中自编码器在图像识别[10]、语
音识别[11]、自然语言处理[12]等领域已经广泛应用。堆叠
降噪自动编码器 （Stacked Denoising Autoen- coders，
SDAE）算法由 Vincent 在 2010 年提出[13]，是在自动编

























































T1 T2 T3 … T1300
F/(kg/s) 0.684 0.689 0.696 … 0.678
EGT/K 939.15 939.15 942.15 … 941.15
N1/% 81.1 81.0 81.5 … 80.9
N2/% 101 101 100 … 100
ALT/km 9.484 9.484 9.485 … 9.485
TAT/ K 259.80 259.77 259.73 … 260.62
VSV/（°） 71.34 72.24 71.94 … 70.98
Ma 0.814 0.815 0.813 … 0.814
P3/MPa 1.462 1.470 1.487 … 1.442
T3/K 760.05 760.65 761.95 … 763.95
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中常见的基础结构，是 1 种无监督的学习算法，主要
用于学习输入数据集压缩的抽象表达。基本的 AE 由











































再将训练好的网络固定去训练下 1 层 [16]，如图 3 所













中 700 组用作模型的训练集，300 组用作模型的验证
集，300 组用作模型的测试集。令
X=[EGT,N1,N2,ALT,TAT,Ma,VSV,P3,T3],Y=F （14）
利用深度学习开源框架 Keras 构建 BP（Back Propa-
图 2 DAE 结构



















































图 6 基于 BP 模型的燃油流量预测曲线
图 7 基于 SDAE 模型的燃油流量预测曲线
图 8 BP 模型预测误差百分比
图 9 SDAE 模型预测误差百分比
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gation）神经网络和 SDAE 模型。针对 2 种模型分别选
取一些不同的网络结构进行训练，记录验证集的均方




验证结果如图 4 所示。从图中可见，当 BP 网络结构为
（9，10，1），迭代次数为 750 次时，验证集的 MSE 最小。
同理，分别选取结构为（9，10，5，1）、（9，10，7，1）、
（9，7，4，1）、（9，8，5，1）的 SDAE 模型进行验证，其结
果如图 5 所示。当 SDAE 模型结构为（9，10，7，1），迭
代次数为 250 次时，验证集的 MSE 最小。
2.2 模型结果对比
对训练好的近似最优的 BP 模型和 SDAE 模型
在测试集上的 MSE 比较可知，BP 的 MSE 为 0.023，




BP 模型和 SDAE 模型的预测误差百分比分别如
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等级的高斯噪声，比较 BP 模型和 SDAE 模型在不同
噪声等级下的拟合精度。2 种模型抗噪声能力的比较
如图 10 所示。从图中可见，随着噪声等级的增加，2
种模型的 MSE 都在上升，但是 SDAE 模型的 MSE 上
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