Introduction
While the question is very natural on its own, it also arises naturally in the study of certain quasi-random properties of graphs. Indeed this was the original motivation of Janson and Sós [JS14] for asking and studying this question.
Given a number p ∈ (0, 1), roughly speaking, a graph sequence {G n } ∞ n=1 is called p-quasi-random if, in the limit, it behaves similar to the sequence of Erdös-Rényi random graphs G(|V (G n )|, p). W (x i , x j )dx 1 dx 2 · · · dx m .
We denote the integral in the right-hand side by t(F, W ). Conversely, for every graphon W , one can construct a graph sequence that converges to W in the above sense. Note that every p-quasi-random graph sequence converges to the constant graphon W = p, where here and in the sequel when we say two functions are equal, we mean they are equal almost everywhere. Hence, often with a bit of work, one can translate various characterizations of p-quasi-random graph sequences to statements asserting that the constant graphon p is the unique graphon that satisfies a certain condition. For example, Chung, Graham and Wilson [CGW89] showed that it suffices to require the condition of Definition 1.1 only for two graphs F = K 2 and F = C 4 . In the language of graph limits this corresponds to the fact that the graphon W = p is the unique graphon that satisfies t(K 2 , W ) = p and
It is not difficult to see that there is no single graph F such that t(W, F ) = p |E(F )| would imply W = p. As a substitute, Simonovits and Sós [SS97] , considered the hereditary versions of the subgraph counts, and showed that in fact for every fixed graph F , the condition N (F,
| is satisfied for all subsets U ⊆ V (G n ) if and only if the sequence {G n } ∞ n=1 is p-quasi-random. Here G n [U ] denotes the subgraph of G n induced on U . In the language of graph limits this is equivalent to saying that given a graph F with vertices {1, . . . , m}, the graphon W = p is the only graphon that satisfies
Yuster [Yus10] showed that given any α ∈ (0, 1) it suffices to require this condition only for A of measure α. Shapira [Sha08] , Yuster and Shapira [SY10] , and Janson and Sós [JS14] considered the condition
for all disjoint sets A 1 , . . . , A m ⊆ [m] of respective measures α 1 , . . . , α m . They studied the question that for which graphs F with vertex set {1, . . . , m} and sequences α 1 , . . . , α m ∈ (0, 1) with Following the notation of [JS14] , in this case, we say that P(F, α 1 , . . . , α m ) is a quasi-random property. Note that this is equivalent to Eq. (1) with 
Notations and Preliminary Results
For every natural number m, denote 
Generalized Walsh Expansion
Our proofs of Theorem 3.1 and Theorem 3.6 use the so called generalized Walsh expansion, which was first defined by Hoeffding in [Hoe48] (See also [ES81] ). 
We call a function F S satisfying Definition 2.1 (i) and (ii) a generalized Walsh function. It is not difficult to see that the generalized Walsh expansion is unique, and can be computed using the following formula
In the sequel, for the sake of brevity, we shall often drop the word "generalized" from the terms "generalized
Walsh expansion" and "generalized Walsh function".
Given an integrable function f :
,|S| k F S the projection of f to the first k "levels". The projections f =k , f k , f <k , and f >k are defined similarly.
Main Results
We are now ready to state our results formally. We start by proving our main theorem that characterizes all 
where
We prove Theorem 3.1 in Section 4. To prove the case where f is symmetric but (α 1 , . . . , α m ) = (1/m, . . . , 1/m) note that Theorem 3.1 (iii) and the symmetry of f imply that F S ≡ 0 for every S with |S| > 1. Finally Theorem 3.1 (ii) and the symmetry shows
Following the notation of [JS14] , we say that P(F, α 1 , . . . , α m ) is a quasi-random property if W = p is the unique
As it is noticed in [JS14] , Corollary 3.3 has the following consequence.
Corollary 3.4 ([JS14, Theorem 2.11]). Let F be a graph with vertex set {1, . . . , m} that contains at least one edge, and let 0 < p 1. Furthermore, let (α 1 , . . . , α m ) be a vector of positive numbers with
We call two vertices in a graph twins if they share the same neighbors (and thus there is no edge between them).
Next we use Theorem 3.1 to prove a theorem about graphs containing twin vertices. This in particular solves [JS14,
Problem 2.19] regarding quasi-random properties of stars by noting that stars with at least three vertices always contain twins.
Theorem 3.5. Let F be a graph containing twins, and let 0 < p 1, then P(F, α 1 , . . . , α m ) is a quasi-random property for all α 1 , . . . , α m ∈ (0, 1) with
Proof. The case α i < 1 follows from Corollary 3.4. It remains to establish the case 
We claim that for every S ⊆ [m − 2], F S∪{m−1,m} = 0 almost everywhere. Indeed since v m−1 , v m are twins, F S∪{m−1,m} is symmetric with respect to the two coordinates x m−1 and x m , on the other hand by Theorem 3.1 (iii), F S∪{m−1,m} is also anti-symmetric with respect to those coordinates. Hence F S∪{m−1,m} = 0 almost everywhere.
Fixing x 1 , . . . , x m−2 and integrating Eq. (7) with respect to x m−1 , x m ∈ [0, 1], we obtain that for almost every
Next we would like to replace the same value a for both x m−1 and x m in Eq. (7), and then integrate with respect to a. However since F S∪{m−1,m} = 0 only almost everywhere, we need to consider the limit instead. More precisely we deduce the following from Eq. (7) and the fact that F S∪{m−1,m} = 0 almost everywhere: For almost
F S (y) + F S∪{m−1} (y) + F S∪{m} (y).
Integrating this with respect to a, we obtain that for almost all
Hence (8) = (9) for almost all x [m−2] , and then the equality condition of Cauchy-Schwarz implies that (i,j)∈E(F )
does not depend on a for almost all 
Note that Theorem 3.6 (ii) means that in the Walsh expansion f = S⊆[m] F S , we have F S = 0 if |S| ∈ K(m, r, α)
and
. We shall not attempt to characterize the sets K(m, r, α). However we remark that these sets can contain more than one element, as for example, it is not difficult to see that K(6, 3, 
Proof Technique: Differentiation
In this short section we prove the main step used in the proofs of Theorem 3.1 and Theorem 3.6. First let us recall the following form of the Lebesgue differentiation theorem. 
for every i ∈ K, and A i (t) := A i for i ∈ K.
Now consider an integrable function f : [0, 1] m → C, and define
It follows from Lemma 3.8 that for almost every y ∈ Int(A K ) and z ∈ Int( i∈K A i ), we have
Let us introduce the notation
Further, suppose Y = (y 1 , . . . , y k ) and Z = (z 1 , . . . , z k ) where
Note that when g : [0, 1] m → C does not depend on the i-th coordinate, then ∂ i y,z g ≡ 0. Combining this and the fact that ∂ i y,z f does not depend on the i-th coordinate, we conclude that for any Walsh function F S , and any
Expanding this formula leads to the following lemma which is central to the proofs of both Theorem 3.1 and Theorem 3.6.
Lemma 3.9. Consider S, K ⊆ [m], and let F S : [0, 1] m → C depend only on the coordinates in S. Given any
In particular
In the sequel, ∂ Y,Z and ∂ y,z are respectively short forms for ∂ 
where x (i) := (x 1 , . . . , x m−1 , x i ) and S i := S \ {i} ∪ {m}.
We divide the proof into two sections of the "if" and the "only if" parts. Firstly we prove the following lemma which will be useful in both directions. Recall that
Lemma 4.1. Given any fixed 2 k m, assume that Theorem 3.1 (iii) and (iv) hold for all F S such that |S| = k, then for all α-partitions A 1 , . . . , A m , we have
Proof. Consider an α-partition A 1 , . . . , A m . For the given k, for any S ⊆ [m] with m ∈ S and |S| = k, since
where the last equality uses Theorem 3.1 (iv). 
Proof of Theorem
To prove the theorem we will use induction on |S| to show that F S satisfies Theorem 3.1 (iii) and (iv) for all S with |S| 2. Let k 2, and assume (iii) and (iv) hold for all F S such that k + 1 |S| m. By Lemma 4.1 we Note that for every sufficiently small t > 0, the sets A 1 (t), . . . , A m (t) defined as in Eq. (10), with y = y 1 and z = (y 1 ) σ , and any σ ∈ S m form an α-partition of [0, 1]. Hence by Eq. (13), we have F (t) = A1(t)×···×Am(t) f k = 0 for sufficiently small t. Consequently
with ∂ y1,σ f k and repeating the above argument we conclude that
for every σ ∈ S m , every α-partition A 1 , . . . , A m , and almost every set of points y 1 , . . . , .
Hence for almost every y 1 , . . . , y k ∈ [0, 1] m , we have [k]\{2}. In particular, the cardinalities of these two Bs are the same, hence these two terms are of the same sign.
To see the claim, observe that 2 appears twice as the column index in the k entries {y 12 , y 22 , y 33 , . . . , y kk }, and hence by the definition of w(t), we must have either w(1) = y 12 , w(2) = y 22 or w(1) = y 22 , w(2) = y 12 .
It is then easy to see that, by our choice of σ = (1 2 · · · k), the values for the remaining entries of w(t) are uniquely determined as w(t) = y tt , 3 t k. The permutation π and the set B are then determined accordingly. This shows the antisymmetry of F S with respect to the first two coordinates. The antisymmetry with respect to the other coordinates can be shown similarly. 
where w = w i,B,π ∈ [0, 1] Si is defined as
Hence for almost every y 1 , . . . , y k ∈ [0, 1] m , we have k i=0 π:Si
where w = w i,B,π ∈ [0, 1] Si is as above.
This time we fix the k variables y 11 , y 22 , . . . , y kk among the k ×m entries of Y. In Eq. (16), using the definition of ρ and a similar argument as for the previous claim, those terms containing exactly these k points as their coordinates are as follows:
• The term: (−1) k F S0 (y 11 , y 22 , . . . , y kk ), corresponding to (π(1), . . . , π(k)) = (1, . . . , k) and B = [k].
• For each 1 i k, there is one such term: (−1) k−i F Si (w) with
for j ∈ S i , corresponding to B = {i + 1, . . . , k}, and π defined as π(m) = 1, π(j) = j + 1 for 1 j i − 1, and π(j) = j for i + 1 j k. By antisymmetry of F Si ,
where for j ∈ S i , w ′ is defined as
Hence fixing y 11 , . . . , y kk and integrating with respect to the other (m − 1)k entries of Y, by Definition 2.1 (ii), Eq. (16) reduces to Theorem 3.1 (iv).
Theorem 3.1 (i) and (ii): Since (iii) and (iv) have been established, by Lemma 4.1 it can be easily seen that Eq. (14) is also true for k = 1. Consider 1 i < j m, and let σ = (i j) ∈ S m . By Lemma 3.9, Eq. (14) simplifies
for almost every y i , y j ∈ [0, 1]. Integrating with respect to y i , this reduces to
for almost all y j . This establishes Theorem 3.1 (ii). Now (i) follows from Theorem 3.1 (ii-iv).
Proof of Theorem 3.6
In this section we will prove Theorem 3.6. 
Since f is symmetric, the Walsh expansion f = S⊆[m] F S has the following structure. Every F S is symmetric with respect to the coordinates in S, and furthermore for every 0 k m and every S ⊆ [m] with |S| = k, we have
Note that
We conclude that
This verifies the "if" part of Theorem 3.6. It remains to prove the "only if" part.
Under the assumption of the theorem, we have ∂ y k ,z k · · · ∂ y1,z1 F = 0.
Claim 5.1. We have
Proof. The claim is an easy consequence of Lemma 3.9. By this lemma, ∂ y k ,z k · · · ∂ y1,z1 F T = 0 if |T | < k, and furthermore
where w = w B,π ∈ [0, 1] k defined as
which by the symmetry of F [k] simplifies to the desired
Note that in particular we have
Suppose for the sake of contradiction that the statement of the theorem is not true. Then there exists a largest 
Concluding Remarks
One of the main problems studied in the paper of Janson and Sós [JS14] is determining for which (F, α 1 , . . . , α m ), the property P(F, α 1 , . . . , α m ) is always (i.e. for every p ∈ (0, 1]) a quasi-random property. The only known example for which this is not the case is P(K 2 , 1 2 , 1 2 ). This fact was already observed by Chung and Graham in [CG92] . In the same paper, they also showed that P(K 2 , α, 1 − α) is a quasi-random property for every α ∈ (0, 1) \ { 1 2 }.
