We show that functions definable in power bounded T -convex fields have the (multidimensional) Jacobian property. Building on work of I. Halupczok, this implies that a certain notion of non-archimedean stratifications is available in such valued fields. From the existence of these stratifications, we derive some applications in an archimedean o-minimal setting. As a minor result, we also show that if T is power bounded, the theory of T -convex valued fields is b-minimal with centres.
Introduction
The present work has two interrelated aims in view. The first is to advance the study on definability in T -convex fields; in this respect this paper is in line with the work of L. van Dries and A. Lewenberg [3] [4] , the work of Y. Yin [14] and, in a slightly different character, with the work of R. Cluckers and F. Loeser on b-minimality [2] . The second aim is to make the non-archimedean stratifications introduced by I. Halupczok in [6] available in the context of power bounded T -convex fields. The latter aim touches on the study of singularities of definable sets.
Let L be a language containing the language L or := {+, ·, 0, 1, <} of ordered rings, and T a power bounded o-minimal L-theory extending RCF, the L or -theory of real closed fields. Assume that R is a model of T . A T -convex subring of R is a proper convex subring O R ⊆ R closed under all 0-definable continuous functions f : R −→ R. Such a subring is a valuation ring and thus we think of the pair (R, O R ) as a valued field. If M R is the maximal ideal of O R , we define RV := R × /(1 + M R ) ∪ {0}. RV \ {0} has a natural ordered group structure that can be extended conventionally to the whole of RV. We work with the two-sorted structure (R, RV), where R is seen as an L-structure, RV as a { * , 1, 0, <}-structure, and we connect the two sorts via the canonical map rv : R −→ RV (extended by rv(0) = 0 RV ). Although we mostly work in this two-sorted language, our main results make reference to a larger language consisting of the sort R as an Lstructure, plus all the imaginary sorts coming from RV, along with all the natural maps between these sorts and these sorts and R. We write (R, RV eq ) whenever we subscribe ourselves to the latter approach.
The attached valuation map on R is denoted by v and is extended to R n by v((x 1 , . . . , x n )) := min{v(x i ) | 1 ≤ i ≤ n}. Our first main result is the following.
Theorem 0.1. Any definable function in (R, RV eq ) has the Jacobian property. This is, if f : R n −→ R is definable in (R, RV eq ), then there exists a map χ : R n −→ S ⊆ RV eq definable in (R, RV eq ) such that if q ∈ S satisfies that dim(χ −1 (q)) = n, then there exists z ∈ R n \ {0} such
for all distinct x, x ′ ∈ χ −1 (q).
The main consequence of such result-and certainly the motivation for this research-is the following theorem, now a simple corollary of Theorem 0.1 and the work of I. Halupczok in [6] .
Theorem 0.2. Any definable map χ : R n −→ RV eq admits a t-stratification. In particular, definable sets in (R, RV eq ) admit t-stratifications.
Definability in power bounded T -convex fields
In this section we collect several results on definability. Most of these results are technical and are fundamental to our later work.
We start by giving more details on the languages used in this paper to study T -convex fields. The first language comes from the foundational work in [3] and [4] and corresponds to adding to L a unary predicate to be interpreted as a T -convex subring. This language is denoted by L convex , and the common L convex -theory of pairs (R, O), with O ⊆ R a T -convex subring of R, will be denoted as T convex . Models of T convex will be denoted as pairs (R, O R ).
Keeping the notation above, the second language corresponds to adding a new sort for RV := R × /(1+M R )∪{0}, where M R is the maximal ideal of O R . On this new sort we put the language of ordered groups L og := { * , 1, 0, <}. The operation * has the obvious interpretation on R × /(1+M R ) and is extended by putting 0 RV * ξ = 0 RV , for each ξ ∈ R × /(1 + M R ). The canonical map rv : R −→ RV, extended by rv(0) = 0 RV , is the only symbol connecting the two sorts. The order on RV is given such that ξ < RV ξ ′ if and only if rv −1 (ξ) < rv −1 (ξ ′ ), for all ξ, ξ ′ ∈ RV. This two-sorted language will be denoted by L RV . This approach is exploited in [14] , and we will in fact refer to that paper frequently. The common L RV -theory of T -convex fields is denoted by T RV .
For the language L RV , we may assume that on the sort RV we have a predicate for the residue field R of R. Incidentally, the residue map from O R to R is denoted by res and it is extended to O n R coordinate-wise. In addition, we think of the value group Γ ∞ as another sort and we consider both the valuation map on R, v : R −→ Γ ∞ and the valuation map on RV, v RV : RV −→ Γ ∞ as part of the language; by the way, these two maps are naturally extended to R n (see the introduction). These assumptions are no more than convenient.
Finally, the third language enriches L RV by considering all imaginary sorts on the sort RV, this is, we let RV eq be the union of all quotients of RV by 0-L RV -definable equivalence relations. For every such quotient, we add the associated canonical map from RV into it, and also any other natural map from R into it. The language will be denoted by L Hen . For example, on R n we define the relation x ∼ y if and only if either v(x − x ′ ) > v(x) or x = x ′ = 0. The quotient is denoted by RV (n) and the natural map R n −→ RV (n) will be denoted -under an innocuous abuse of notation-by rv. All the quotients RV (n) are then part of RV eq and the map(s) rv is added to the language. By T Hen we denote the common L Hen -theory of T -convex fields.
We remind the reader that throughout this paper we assume that T is power bounded, with the sole exception of Subsection 2.2. We now cite a few results on L RV -definability. For us, definable means definable with parameters. Nevertheless, we tend to be thoroughly precise on the parameters used. For instance, we will frequently write X is A-L RV -definable to mean that X is definable by an L RV -formula with parameters strictly from A. Theorem 1.1. The theory T RV admits quantifier elimination.
Proof. [14, Theorem 1.8] ; the proof reduces the result to the quantifier elimination of T convex and employs the Wilkie inequality. The latter is only available when T is power bounded, see [3, §5] .
It follows that each L RV -formula φ(x), with x a single field variable, is equivalent to a boolean combination of formulas of the form
The following proposition implies, among other consequences, that in both the field-sort and the RV-sort we have a working reasonable dimension theory. This fact is used freely later. Proposition 1.6. Let (R, O R ) be a model of T RV . Then, (a) the exchange principle holds in the field-sort R, i.e. for any tuples a, b of elements of R, b ∈ acl(a) \ acl(∅) implies that a ∈ acl(b);
(b) the exchange principle holds in the RV-sort.
Proof. The proof of [13, Proposition] works in this context.
The next result is of high importance since we want to keep a tight control on the use of parameters. The result is originally [14, Proposition] .
Proof. The result follows for n > 1 from the case n = 1 via induction. For n = 1, notice that if
, the exchange principle (in the field-sort) implies that b ∈ acl(a) for all b ∈ acl(a). Hence rv −1 (ξ) ⊆ acl(a). By compactness we deduce that rv −1 (ξ) is a finite set, which is absurd. Thus indeed, a ∈ acl(∅).
The conclusion follows by compactness.
Remark 1.9. The conclusion of Proposition 1.8 remains true for any L RV -definable function p : Ξ −→ R n , where Ξ ⊆ RV m , for all n, m ≥ 1.
Proof. If X is a singleton, the conclusion is trivial. Let X = {b 1 , . . . b m }. By considering b
b j we can assume that the average of X is 0. We can further assume that v is constant on X (otherwise, clearly rv is not constant on X and we can apply the upcoming argument). Suppose that v(X) = {α} for some α ∈ Γ. Under these conditions, we first claim that rv is not constant on X. This is proved by showing that there are b i = b j such that v(b i − b j ) = α. If such two elements did not exist, one would have
a contradiction. Thus, b i and b j exist and rv is not constant on X. For each ξ ∈ rv(X), 1 ≤ | rv −1 (ξ) ∩ X| < m. By induction, for some l ≥ 1 and for each ξ ∈ rv(X) there is a ξ-definable injection j ξ : rv
The rest of this subsection is to prove the following proposition. It provides an even more precise description of L RV -formulas. This description is crucial to obtain stratifications of one-dimensional sets. Proposition 1.11. For any given L RV -formula φ(x, a, η), where x is a (single) field variable, and a and η are tuples of elements of R and RV respectively, there exist a quantifier-free L RV -formula φ ′ (z, η ′ ), with z a tuple of RV variables and η ′ a tuple of elements of RV (and no extra parameters), and elements c 0 , . . . , c m ∈ R such that φ(x, a, η) is equivalent to φ
The strategy to prove this proposition is to start with a partition of the set X = φ(R, a, η) into finitely many intervals and v-discs. Working with the pieces of this partition, we pick the points c 0 , . . . , c m and the entries of η ′ in such a way that, at the end, whether x ∈ R is in X is completely determined by equalities and inequalities between the entries of η ′ and the values rv(x − c 0 ), . . . , rv(x − c m ). This is clearly enough to conclude the result.
When a piece of the partition is an interval we put the endpoints (or the unique element when a singleton) as points c i 's. When the piece is a v-disc more work is needed: we show that for each cut made by the disc, we can find an a-L RV -definable point d sufficiently close to the cut; rv(d) is then put as an entry of η ′ . Ensuring the appropriate definability of d above is the major difficulty. We solve this by using [14, Lemma] , which implies that every a-L RV -definable closed ball contains an a-L RV -definable point. We give a quick overview of the argument.
We fix a (sufficiently) saturated elementary extension (R * , RV * ) of (R, RV) (naturally, as L RVstructures). Other substructures of (R * , RV * ) will be denoted as simply M , N , . . . ; we also make use of the notation VF(M ) := M ∩ R * and RV(M ) := M ∩ RV * . Notice that being a substructure implies that rv(M ) := {rv(x) | x ∈ M } ⊆ RV(M ) and the strict containment could occur. When the equality holds, i.e. rv(M ) = RV(M ), we say that M is field-generated.
is the minimal L RV -substructure containing A; this is true because rv( A L ) will always be contained in any other L RV -structure with field-sort A L . Fact 1.13. The substructure M is an elementary substructure of (R * , RV * ) (i.e. a model of T RV ) if and only if it is field-generated and v(M ) = {0}.
Naturally, R * -along with its valuation ring O R * -is a saturated model of T convex . Furthermore, field-generated substructures of (R * , RV * ) correspond naturally to L convex -substructures of (R * , O R * ). Thus, arguments about L RV -morphisms between field-generated L RV -substructures can be reduced to facts about L convex -morphisms, and vice versa.
Notice that if there is an immediate L RV -isomorphism between M and N , then, necessarily, RV(M ) = RV(N ). Remark 1.15. For any two a, a ′ ∈ R * , there exists an immediate L RV -automorphism σ of (R * , RV * ) such that σ(a) = a ′ if and only if a and a ′ have the same type over RV * .
Proof. The implication from left to right is obvious. For the converse, let us assume that tp(a/RV
If M is a substructure and x ∈ R * ∪ RV * , M x denotes the set M ∪ {x}.
Proof. (Proof based on that of [14, Lemma ] ) Let σ be as in the statement; we then know that RV(M ) = RV(N ). Let ξ ∈ RV * \RV(M ) and a ∈ rv −1 (t). Since a is in an open ball entirely disjoint from M and N , we deduce that rv(a − c) = rv(a − σc) for all c ∈ RV(M ). By Proposition 1.16, there is an immediate L RV -isomorphism from M a to N a extending σ. By iterating this process over all ξ ∈ RV * \ RV(M ), we eventually obtain an immediate
By the quantifier elimination for T convex , σ ′ | R * can be extended to a full L convex -automorphism of R * . Putting this automorphism on the field-sort and keeping σ ′ on the RV-sort, we obtain the desired
e. the set of all elements of R * definable with an L-formula with parameters from VF(M ).
. By Lemma 1.16 and Corollary 1.17, there is an immediate L RV -automorphism σ of (R * , RV * ) fixing M and such that σ(a) = a ′ . Hence σ(B) = B, which contradicts the M -definability of B.
We finally write down the proof of Proposition 1.11.
Proof of Proposition 1.11. Let X := φ(R, a, η). Then X has a finite ({a} ∪ {η})-definable partition into intervals and v-discs. Let X 0 , . . . , X l be the sets of such a partition of X. The collection of points c i is given by all the endpoints of those X i that are intervals (or the sole element in X i when X i is a singleton). We also add 0 as one of the points c i . Incidentally, notice that each c i is in principle ({a} ∪ {η})-definable but, however, Proposition 1.7 ensures that each c i is in fact a-definable.
From the X i 's which are v-discs we will obtain the entries of η ′ . If X i is a v-disc, the left cut made by X i is given by A 1 = {y ∈ R | y < X i } and A 2 := {y ∈ R | ∃x ∈ X i (x < y)}. Let B be the smallest closed ball such that A i ∩ B = ∅ for i = 1, 2. Proposition 1.19 implies that there is a ({a} ∪ {η})-definable point b 0 in B -which by Proposition 1.7 is in fact a-definable. We put rv(b 0 ) as one of the entries of the tuple η ′ . The right cut of X i is treated similarly and gives us a point b 1 analogous to b 0 . We add rv(b 1 ) as an entry of the tuple η ′ too. We repeat this process for all such X i 's and, finally, 0 RV is also added to η ′ . The two paragraphs above describe how to choose the collection c 0 , . . . , c m ∈ R and the tuple η ′ of elements of RV. We now argue that for any x ∈ R, whether x belongs to X depends only on conditions between the values {rv(x − c i )} i≤m and the parameters η ′ . It is enough to ilustrate this for each of the possible shapes of the sets X i . If X i is the singleton {c j }, then x ∈ X i if and only if rv(x − c j ) = 0 RV ; if X i = (c j , c j+1 ), then x ∈ X i if and only if rv(x − c j ) > 0 RV and rv(x − c j+1 ) < 0 RV . Now suppose that X i is a v-disc and let b 0 and b 1 be the elements previously associated respectively to the left and right cut defined by X i . If both b 0 ∈ X i and b 1 ∈ X i , then x ∈ X i if and only if rv(b 0 ) ≤ rv(x) ≤ rv(b 1 ). If instead b 0 / ∈ X i and b 1 ∈ X i , then x ∈ X i if and only if rv(b 0 ) < rv(x) ≤ rv(b 1 ). The remaining two combinations are treated similarly.
We conclude that whether φ(x, a, η) holds is fully determined by a boolean combination of equations and inequalities between the values {rv(x−c i )} i≤m and the parameters η ′ . The statement of the proposition follows.
2 The Jacobian property and t-stratifications
Basic conditions for t-stratifications and b-minimality
Besides the Jacobian property, a few other basic conditions are employed in [6] to ensure the existence of t-stratifications. The following theorem establishes these.
Theorem 2.1. T Hen satisfies [6, Hypothesis 2.21 (1)-(3) and (4")]. This is, if (R, RV eq ) is a model of T Hen and A ⊆ R ∪ RV eq , then,
(2) every A-definable function g : RV −→ R has finite image; (3) for every A-definable set X ⊆ R there exists a finite A-definable set S 0 ⊆ R such that every ball B ⊆ R disjoint from S 0 is either contained in X or disjoint from X; 1 (a) ), . . . , rv(t m (a)), ξ, η)} where a and η are tuples of elements of R and RV, respectively, and φ is a quantifier-free L RV -formula in the language of the sort RV (see Convention 1.2). If we set η ′ := (rv(t 1 (a)), . . . , rv(t m (a))) ∈ RV m , then clearly Q definable in the sort RV by the formula φ(η ′ , z, η). (2) Set A 0 = A ∩ R and let η be a tuple of elements of RV such that g is (A 0 ∪ {η})-definable. The result follows from Proposition 1.8. (3) Le A 0 and η be as above. Assume that φ(x, a, η) is an L RV -formula defining X; by Proposition 1.11 there are an L RV -formula φ ′ (ξ, η) and c 0 , . . . , c m ∈ R such that the formula
defines X too. We claim that taking {c 0 , . . . , c m } to be the set S 0 is enough. Notice first that, in principle, S 0 is only (A 0 ∪ {η})-definable, but Proposition 1.7 ensures that S 0 is A 0 -definable (and thus A-definable as needed). Let B ⊆ R be a ball such that B ∩ S 0 = ∅ and B ∩ X = ∅; we need to show that then B ⊆ X. Consider the map ρ :
(4") Let A 0 and η be as before. By Proposition 1.5, there is an (A 0 ∪ {η})-definable map χ ′ : R −→ RV m for which the desired conclusion holds. Suppose that ϕ(x, y, z) is a formula with parameters in A 0 such that ϕ(x, y, η) defines χ ′ . Define the map χ
and then consider the canonical parameter p x . Since RV is stably embedded in (R, O R ), we can assume that p x is an element of RV eq . Hence the map χ : R −→ RV eq given by χ(x) = p x is an A-definable map. The result follows since every fibre of χ is contained in a fibre of χ ′ .
The notion of b-minimality with centres was introduced in [2, Section 6].
Theorem 2.2. T Hen is b-minimal with centres over (the sorts) RV eq . This is, if (R, RV eq ) is a model of T Hen and A ⊆ R ∪ RV eq , then
there is no definable surjection from any sort Q in RV eq to an open ball in R;
(b 3 ) for every X ⊆ R and A-definable function f : X −→ R there exists an A-definable function χ : X −→ RV eq such that for each q ∈ χ(X), f | χ −1 (q) is either injective or constant.
Proof. We only need to provide an argument for (b ′ 1 ). Let S 0 be the finite A-definable set obtained through Theorem 2.1 (3). We let χ : X −→ RV eq be given by χ(x) = rv(x − S 0 ) , for each x ∈ X. Then for any q ∈ χ(X), χ −1 (q) is either a singleton {s} with s ∈ S 0 or a maximal ball disjoint from S 0 . By compactness, the centre c :
is an open ball, where, say, q = χ(b), we have
From Theorem 2.2 we obtain a theorem on cell decomposition with centres ([2, Theorem 6.4]). . By the typical manoeuvre we can assume that χ is L RV -definable; then, by Lemma 1.8 the A-definable set S 0 := c(χ(X)) is finite. Let B ⊆ R be any ball disjoint from S 0 and suppose that B ∩ X = ∅. We want to show that B ⊆ X. First, we claim that for each x ∈ B, rv(x − c(χ(b))) = rv(b − c(χ(b))). If this fails, then there is x ∈ B such that v(b − c(χ(b))) ≥ v(x − b) and so c(χ(b)) ∈ B ∩ S 0 , a contradiction. To finish, notice that since
, and so the claim implies that
The Jacobian property for n ≥ 1
In this section we prove that the full Jacobian property holds for T Hen -keeping in mind the power boundedness of T . The proof is inspired by that of I. Halupczok of the Jacobian property for valued fields with analytic structure, [6, Subsection 5.3] . The strategy is as follows. We start an inductive argument on n. In the inductive step we assume that n ≥ 1 and that T Hen has the Jacobian property upto n − 1. By this assumption and Theorem 2.1, [6, Theorem 4.12] ensures that for any m ≤ n t-stratifications of definable maps R m −→ RV eq exist. If f : R n −→ R is an A-definable function where A ⊆ R ∪ RV eq , we obtain an A-definable map ρ : R n −→ RV eq such that on each fibre ρ −1 (q), f equals the restriction of an L-definable function, Jac(f ) exists and rv(Jac(f )) is constant. We then refine a t-stratification for ρ so that the fibres of its rainbow χ have a particular description. At the final step, a simple calculation is performed to show that f has the Jacobian property on each pertinent fibre of χ.
The following is an easy lemma, analogue of [6, Lemma 5.8], which allows us to eventually make the Jacobian property rest on properties of L-definable functions.
Proof. We may assume that g ′ (0) = 0, otherwise we can replace g by the function
. . , 1 Sn along with ρ are almost translation invariant in the direction of a d-dimensional subspace of R n . In condition (2) we say that the stratification S 0 , . . . S n reflects ρ. A t-stratifications of a set is a t-stratification of its characteristic map. The reader is referred to [6] for full details and to [7] for an accessible introduction to t-stratifications; since our focus here is on proving the Jacobian property, we limit ourselves to cite results from [6] where needed. We denote t-stratifications as (S i ) i≤n and, for each d ≤ n, we use S ≤d and S ≥d to denote S 0 ∪ · · · ∪ S d and S d ∪ · · · ∪ S n respectively.
We fix a set of parameters A ⊆ R ∪ RV eq and an A-definable set B 0 ⊆ R n . The rainbow of the t-stratification (S i ) i≤n of B 0 is the map B 0 −→ RV eq given by x −→ (x − S i ) i≤n . Observe that if (S i ) i≤n is A-definable, so is its rainbow. If V is a vector subspace of R n , a coordinate projection
The affine direction of X ⊆ R n is the subspace of R, denoted as affdir(X), generated by the set {res(x − y) | x, y ∈ X ∩ O n R }. By [6, Lemma 4.3], if C ⊆ S j is a fibre of the rainbow of the A-definable t-stratification (S i ) i≤n and π is an exhibition of affdir(C), then there is an A-definable map c : π(C) −→ R n−j such that C = graph(c). We keep this notation in the following definition.
Definition 2.5. Let (S i ) i≤n be a t-stratification (of B 0 ) and d ≤ n. We say that (S i ) i≤n has the property ( * ) d if for any j ≥ d and fibre C ⊆ S j of the rainbow of (S i ) i≤n , the corresponding function c : π(C) −→ R n−j is the restriction of an L-definable differentiable function to π(C).
When not specified otherwise, by (S i ) i≤n being a t-stratification we mean that (S i ) i≤n is a t-stratification of the fixed set B 0 . Lemma 2.6. Assume that T Hen has the Jacobian property upto n − 1. If the A-definable tstratification (S i ) i≤n has property ( * ) d+1 , then there is an A-definable t-stratification (S ′ i ) i≤n that respects (S i ) i≤n and has property ( * ) d .
Proof. Let C ⊆ S d be a fibre of the rainbow of (S i ) i≤n , π and c : π(C) −→ R n−d as above. By Proposition 1.3, there is a C -definable map χ π : π(C) −→ RV eq such that on any χ π -fibre c is the restriction of an L-definable differentiable function. By composing with π : C −→ π(C) we obtain a definable map C −→ RV eq . Now we do this for all exhibitions of affdir(C), obtaining a collection of maps. We let χ C : C −→ RV eq be the product of all these maps. Note that χ C is C -definable. We perform this construction for all the fibres of the rainbow of (S i ) i≤n contained in S d . Using that these fibres cover the whole of S d and a compactness argument, we obtain a single A-definable map χ : S d −→ RV eq such that for any C, π and c as above and fibre X ⊆ C of χ, the map c| π(X) equals the restriction of an L-definable differentiable function to π(X).
By Theorem 2.1, the assumption on T Hen in the hypothesis and [6, Theorem 4.12], there is an A-definable t-stratification (T i ) i≤n reflecting both (S i ) i≤n and χ. By [6, Theorem 4.20], setting S ′ ≤j := T ≤j for j < d and S ′ ≤j := S ≤j ∪ T ≤d−1 for j ≥ d, defines an A-definable t-stratification reflecting both (S i ) i≤n and χ and satisfying that S ′ j ⊆ S j whenever j ≥ d. We claim that (S ′ i ) i≤n has property ( * ) d .
Let C ′ ⊆ S ′ j be a fibre of the rainbow of (S ′ i ) i≤n , for some j ≥ d. Then there is a fibre C ⊆ S j of the rainbow of (S i ) i≤n , such that C ′ ⊆ C. It then follows that affdir(C ′ ) = affdir(C) and, if π is an exhibition of this subspace, the corresponding map c ′ : π(C ′ ) −→ R n−j is the restriction of the map c : π(C) −→ R n−j to π(C ′ ). If j > d, by property ( * ) d+1 for (S i ) i≤n , c is the restriction to π(C) of an L-definable differentiable function, which then obviously implies a similar conclusion for c ′ . If instead j = d, since (S ′ i ) i≤n reflects χ, χ is constant on C ′ and the construction of χ ensures that c ′ is the restriction to π(C ′ ) of an L-definable differentiable function.
Notice that by the proof above (S ′ i ) i≤n can be taken to be a refinement of (S i ) i≤n , i.e. for each
Remark 2.7. Under the same assumptions in the last lemma, for any A-definable t-stratification (S i ) i≤n there exists an A-definabe t-stratification (S ′ i ) i≤n reflecting and refining (S i ) i≤n for which, for any j ≤ n, fibre C ⊆ S ′ j of the rainbow of (S ′ i ) i≤n and exhibition π of affdir(C), the map c : π(C) −→ R n−j is the restriction of an L-definable differentiable map to π(C).
The 'almost' in almost translation invariant stands for the allowance of some rigid maps, which, after being applied, actualise translation invariability. These maps are bijections ϕ : X −→ Y , where X, Y ⊆ R n , such that rv(ϕ(x) − ϕ(y)) = rv(x − y) for all x, y ∈ X. Each such map is called a risometry between X and Y . A risometry ϕ : X −→ X respects a map ρ : X −→ RV eq if ρ • ϕ = ρ. GL n (O R ) stands for the set of n × n invertible matrices with entries from O R . Proposition 2.8. Assume that T Hen has the Jacobian property upto n − 1. Let (S i ) i≤n be an Adefinable t-stratification. Then there is an A-definable t-stratification (S (i) for every q ∈ π(C), there is a ball B q (regarded as a subset of
(ii) for any q, q ′ ∈ π(C), there is a definable risometry between B q and B q ′ respecting the rainbow of (S 
we denote this common space by V and let τ :
, there is at least 1-translatability of (S
. We now show that d ′ , λ ′ and π ′ as defined above satisfy the corresponding versions of conditions (i)-(iv). For notational simplicity we assume that π ′ is the projection to the first d ′ coordinates on R n (this is of course compatible with our previous assumption on π).
, and therefore the risometry from B π(q) to B π(q ′ ) restricts to a risometry from B ′ q to B ′ q ′ for all q, q ′ ∈ π(C); the risometry so defined fulfills condition (ii). Since π is an exhibition of tsp
have been established; we prove (iv) in the next paragraph.
Since affdir(C) is exhibited by π, the properties of (S ′ i ) i≤n imply that the functionc : π(C) −→ R n−d corresponding toC is the restriction of an L-definable differentiable function. Notice that by the choice ofC it is clear that π(C) = π(C); we use this fact without further comment below. Since
is L-definable and differentiable, and, using that h is so, it is easy to see that h ′ is bijective. To finish the proof we need to check that h ′ can be written as the composition of a risometry and a matrix in GL d ′ (O R ). By [6, Lemma 4.3] , the map (q, y) → (q,c(q) + y) from π(C) × R n−d to itself equals the composition of a risometry and a matrix in GL n (O R ). After composing with π ′ , we get that the map (q, y) → (q, τ (c(q)) + y) from π(C) × τ (rv −1 (ξ q )) to itself is the composition of a risometry and a matrix in GL d ′ (O R ). Finally, adding that h :
is already a composition of a risometry and a matrix in GL d (O R ), the required property of h ′ follows.
We finally prove the main result of the section-and of the paper.
Theorem 2.9. Any definable function in (R, RV eq ) has the Jacobian property. This is, if A ⊆ R ∪ RV eq , B 0 ⊆ R n and f : B 0 −→ R is A-definable in (R, RV eq ), then there exists an A-definable map χ : B 0 −→ S ⊆ RV eq such that if q ∈ S satisfies that dim(χ −1 (q)) = n, then there exists
Proof. This proof is based on the second part of the proof of [6, Proposition 5.12]. Properties of analytic functions used in that proof are substituted here by properties of L RV -and L-definable functions. We perform induction on n. The base case n = 0 is trivial. Suppose that n ≥ 1 and that, for any m ≤ n − 1, any definable function from R m into R has the Jacobian property. Let A, B 0 and f be as in the hypotheses. By the typical argument, we assume that f is L RV -definable. Let C 1 , . . . , C l be the L RV -definable partition of B 0 and f 1 , . . . , f l the respective L-definable functions given by Proposition 1.3. Let Jac(f j ) be the Jacobian of f j (which is at least defined on C j because f | Cj = f j | Cj ). In general, the local dimension of a set X at a point x ∈ X is defined as dim x (X) := min{dim(X ∩ D) | x ∈ D is an open ball}. In our context the following general property of dimension holds for any set X ⊆ R m : dim({x ∈ X | dim x (X) < dim(X)}) < dim(X) (see [5, Theorem 3.1] ). Hence, for each j ≤ l, {x ∈ C j | dim x (C j ) < dim(C j )} has dimension strictly less than dim(C j ), so we can assume that C j is of constant local dimension dim(C j ) (i.e. dim x (C j ) = dim(C j ) for each x ∈ C j ). From now on we assume that dim(C j ) = n (the only case we are interested in relation to the Jacobian property). After further refining the partition, we obtain an A-definable map ρ : X −→ RV eq for which each fibre is contained in a set C j and on any of its n-dimensional fibres, rv(Jac(f )) (= rv(Jac(f j ))) is constant.
By the inductive hypothesis and [6, Theorem 4.12], there exists an A-definable t-stratification reflecting ρ. From such stratification we obtain a t-stratification (S ′ i ) i≤n as in the statement of Proposition 2.8. Notice that the rainbow χ of (S ′ i ) i≤n refines the map ρ, so rv(Jac(f )) is defined and constant on any n-dimensional fibre of χ. Let C be an n-dimensional fibre of χ and B 1 , . . . , B n and h : B 1 ×· · ·×B n −→ C be as in Proposition 2.8. Fix ϕ a risometry and M a matrix in GL n (O R ) such that h = ϕ • M .
Let ξ be the (unique) value of rv(Jac(f )) on C. If ξ = 0, Jac(f | C )(x) = 0 for all x ∈ C and hence f is constant on C, leaving nothing to prove. Consequently, from now on we assume that ξ = 0 and pick z ∈ rv −1 (ξ). Let x, x ′ ∈ C be distinct. We use Lemma 2.4 and properties of h to show (2.1).
We define the function η :
, and hence
This implies that rv(Jac(θ)) is constant on O R , and it equals rv ((θ(t) − θ(t ′ ))/(t − t ′ )) for any distinct t, t ′ ∈ O R . In particular, by taking t = 1 and t ′ = 0, we deduce that
We set g := f • θ : O R −→ R. Then g is a definable diferentiable function and, by the chain rule,
Let r ∈ R be such that v(r) = v(Jac(f | C ))+v(Jac(θ)) and notice that then the function t −→ g(t)/r satisfies all the conditions of Lemma 2.4. Thus, for all distinct t, t
. By taking again t = 1 and t ′ = 0 we obtain,
By the choice of z, v(z) = v(Jac(f | C )) and by (2.2), v(Jac(θ)) = v(x − x ′ ). On the other hand,
Lastly, from (2.2) we have
Combining the last two inequalities proves (2.1).
We are now able to conclude that t-stratifications exists for any definable map B 0 −→ RV eq . We write an abstract version of this for later reference.
Corollary 2.10. Let φ be an L Hen -formula defining a map χ φ (R) : R n −→ RV eq in all models (R, RV eq ) of T Hen . Then there are L Hen -formulas ψ 0 , . . . , ψ n such that in each model (R, RV eq ) of T Hen , the family of sets (ψ i (R)) i≤n is a t-stratification reflecting χ φ (R). 
No t-stratifications under arbitrary T
The following example shows that the hypothesis of power boundedness of T is essential for the existence of t-stratifications.
Let T be a non-power bounded o-minimal theory expanding the L or -theory of real closed fields, and R one of its models. Let g : R 2 >0 −→ R be the function given by g(x, y) = x y . From the dichotomy in o-minimal theories (see [12] ) an exponential map 2 is definable in R. It follows that g is always L Hen -definable in any model (R, RV eq ) of T Hen .
Due to the growth-rate of exponential maps, for fixed a, b > 0, no risometry can simultaneously straighten both the sets { (a, y, g(a, y) ) | y ∈ R >0 } and {(b, y, g(b, y)) | y ∈ R >0 }. The following can be easily concluded.
Proposition 2.11. The graph of g above does not admit a t-stratification.
Thus, the main result in the last section-that t-stratifications exist for definable sets in models of T Hen whenever T is power bounded-is the sharpest we could have expected.
Applications

Application 1: Stratifications induced on tangent cones
If X ⊆ R n and p ∈ R n , the tangent cone of X at p is the set
The tangent cone equals the tangent space of X at p whenever the latter exists (i.e. when p is a regular point of X). Fix a set X and a point p as above. A t-stratification (S i ) i≤n of X induces a stratification of C p (X) given by the sets C p,0 := C p (S 0 ) and
In [11, Section 4] the following result was foreseen.
n , p is a point in R n , and (S i ) i≤n is a t-stratification of X, then the collection (C p,i ) i≤n constitutes a t-stratification of C p (X).
Proof. See the argument for [11, Theorem 4.1]. There, the result is conditional on the existence of tstratifications for definable sets in models of T Hen (reminder: we have not dropped the assumption of power boundedness of T ), but this has been proved in this work. Thus, the theorem holds without further assumptions.
L-definable t-stratifications
Corollary 2.10 states the existence of t-stratifications definable in the language L Hen . Here we will prove that for any given t-stratification (S i ) i≤n (say, of B 0 ) we can always find another t-stratification (S ′ i ) i≤n reflecting any map reflected by (S i ) i≤n and for which each set S
The next proposition-a version of [6, Proposition 6.2]-uses the following notion of dimension of formulas. (ii) for each L Hen -formula φ there is a formula φ ∆ ∈ ∆ such that φ → φ ∆ and dim(φ) = dim(φ ∆ ).
Also assume that (φ i ) i≤n is a tuple of L Hen -formulas defining a t-stratification in all models of T Hen . Then there exists a tuple of L Hen -formulas (ψ i ) i≤n that defines a t-stratification reflecting (φ i ) i≤n in all models of T Hen and such that, for each i ≤ n, ψ ≤i := ψ 0 ∨ · · · ∨ ψ i is equivalent to a formula in ∆.
Proof. Let (φ i ) i≤n be a tuple of formulas as in the hypotheses and pick formulas φ 
∆ ∧ ¬(φ ≤n ) and pick δ ∆ n ∈ ∆ as in (ii). Fix i < n and suppose that δ i+1 is defined already and that we have made a choice of δ ∆ i+1 too. We then set
This process defines the formulas δ i recursively, along with the formulas δ ∆ i , i ≤ n. Notice that dim(δ i ) ≤ d for all i ≤ n. If δ := i≤n δ i , then for any i ≤ n, the formula φ ≤i ∨ δ is equivalent to a disjunction of formulas in ∆ as indicated below. We use ≡ to denote logical equivalence. [6, Lemma 4 .20] tells us that setting
For the definition of the formulas φ * i we first fix a formula (ψ ≤i ) ∆ ∈ ∆ for each ψ ≤i as in (ii). Define
Clearly φ * ≤i ∈ ∆ and φ ′ ≤i → φ * ≤i for all i ≤ n. Finally, we only need to check that for each i ≤ n,
To prove this we show that the formula
holds for any i ≤ n. In such case (ψ i ) i≤n being a t-stratification and the properties of the formula This ends the proof of the claim.
We now aim to apply this proposition to the set ∆ of all L-formulas. Clearly such set ∆ satisfies Proposition 3.3 (i), while (ii) is deduced after showing that any L Hen -definable set is contain in an L-definable set of the same dimension. For this we digress slightly to talk about cell decomposition. We show that what we require holds for cells, the conclusion then clearly holds for any L Hen -definable set. As usual, we let (R, RV eq ) be a model of T Hen . We also work with the associated L RV -structure (R, RV).
We define two kinds of cells, the first coming from the o-minimal setting of R as an L-structure, and the second coming from the weakly o-minimality (on the first sort) of (R, RV).
Definition 3.4 (o-minimal cells
). An L-1-cell is simply an interval of R (allowing ±∞ as endpoints). An L-(n + 1)-cell is a subset C of R n+1 for which there is an L-n-cell C ′ ⊆ R n such that either (i) C = {(a, f (a)) ∈ R n+1 | a ∈ C ′ }, where f : R n −→ R is an L-definable function, or
(ii) C = {(a, b) ∈ R n+1 | a ∈ C ′ and f (a) < b < g(a)}, where f, g : R n −→ R are L-definable functions satisfying f (x) < g(x) for all x ∈ C ′ .
We say that X is a cell if it is an n-cell for some n ≥ 1.
The idea for the second kind of cells was first developed in [9, Subsection 4.2] , where a Cell Decomposition Theorem was proved for weakly o-minimal theories. Below R denotes the Dedekind completion of R as an ordered field. Similarly, we say that X is an L RV -cell if it is an L RV -n-cell for some n ≥ 1.
Notice that we do not expect the boundary functions to be continuous for any of the two kinds of cells defined above. In the case of L RV -cells this omission is needed for the following theorem. The following is a corollary of this theorem and Proposition 1.3. The following is a crucial result. Its proof makes clear why we did not insist on the continuity of the functions in the definition of (L-definable) cells. 
