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1. INTRODUCTION 
In 1957 Baskakov [3] introduced a sequence of linear positive operators 
(L,, I,“= 1, which are defined by 
(1.1) L,Cf(t);x)=(l +x)-” i Xk( 1 + x) - kf(Wn), 
k=O 
where XE [0, 00) andfe B[O, co), the class of functions bounded on [0, ~0). Iffis 
continuous on [O,!J] (b>O) he proved that lim,,, L,,cf(l); x)=f(x) uniformly 
on [O,b]. Later it was proved that for each n the operator L, is applicable to 
each fc:MTO, oo), the class of functions defined on [0, 00) for which IfI is 
bounded by some polynomial [6]. 
In 1979 a sequence of linear positive operators {A,}:= I was introduced in [7], 
where A, is defined on M[O, 00) by 
U-2) A,Cf(t);x)=(l-r,(x))” i 
k=O 
for x E [0, 00). {Q,},“= r is a sequence of positive numbers satisfying 
(1.3) lim n/e, = 0 n-m 
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and the function r,(n E N) is defined on [0, 00) by 
(1.4) T” (xl = 2~3 (x + cr, (x)) 
2e,(x + a,(x)) + n(n + 1) + V4e,n(n + 1)(x + an(x)) + n2(n + 1)2 
where the an’s have the following properties: 
(i) cv,(x)=o(l) (n-+oo; XE [O,m)), 
(ii) an(x)?0 (nE N; xE [0, oo)), 
(iii) an is continuous on [0, 00) (n E N). 
In [2] it is remarked that property (ii) can be replaced by 
(ii)’ a,(x) +x10. 
In this paper a relation between the operators A, and L, is studied. This 
relation is given in theorem 2. With the aid of this theorem some properties of 
(A,,};= r, already established in [2] or [7] without this theorem, are derived in 
the sequel. 
2. THE BASKAKOV OPERATORS 
In this section the Baskakov operators are studied more closely. The function 
e,,,: [0, GO)*[O, ao) is defined by e,(t) = tm (m E IN,). Clearly e,,, EM(O, oo), so L, 
is applicable to each e,. Theorem 1 gives explicit expressions for L,(e,(t); x) 
(m E tr+,). In the proof of this theorem use is made of the following 
LEMMA 1. Let s(n, m) and S(n, m) denote the Stirling numbers of the first and 
second kind respectively (cf. Riordan [5]). Let further 
m-1 
an= krIo(n+k) WE w. 
Then 
(i) (n), = i ( - l)m-ks(m, k)nk, 
k=l 
(ii) S(m, 1) = 1 (m E N), 
S(m,f)= y m;l ( ) S(i,f- 1) (mzlr2). i=l-1 
PROOF. (i) follows immediately from the relation 
m-l 
krIo (n - k) = ki* m4 w 
(see e.g. [5, p. 2021). 
(ii) The basic recurrence relation for the Stirling numbers of the second 
kind reads [5, p. 2261 
(2.1) S(m,I)=S(m-1,I-1)+IS(m-1,I) (fzl, mr2), 
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where by definition S(m, 0) = S(0, m) = 0 and S(1,l) = 1 and an immediate conse- 
quence is S(m, 1) = 1 for each m E N, giving the first part of (ii). 
Furthermore the identity 
lS(m, 1) = 
m-l m 
IO i=/-I i 
S(i,l- 1) (2511m) 
holds [5, p. 2041. From (2.1) it then follows that if m>lr2 
S(m,I)=S(m-1,/-l)+ S(i,l- l), 
which gives the second assertion of (ii) if m>l. In case m = 1 we proceed as 
follows. Because S(i,j) = 0 if i< j it follows from (2.1) that 
S(m,m)=S(m-l,m-l)=...=S(l,l)=l 
if m ~2 and thus the second statement of (ii) also holds if m = I. 
With the aid of lemma 1 and a result obtained in [2] the following theorem 
can be proved. 
THEOREM 1. For n, m E tN and XE [0, 00) the following relations hold: 
(0 MedO; x) = 1, 
m 
(ii) L,@,(t); x)= C nkorn 
&=I 
,ik ( - l)‘-%(l, k)S(m, l)x’. 
REMARK. Obviously a polynomial of degree m is mapped by L, onto a poly- 
nomial of degree m. Furthermore the constant term of L,(e,(t); x) equals zero 
if mll. 
PROOF. (i) is trivial. 
(ii) For n E N and m E No the function S,,, is defined on [0, 1) by 
In [2, pp. 13, 141 it is proved by induction that if m 11 
m-l 
(2.2) snmti)=(l -Y)-” c 
k=O 
where 
c C,-l,l?l= 1 MEW 
(2.3) 
I 
Ckm= i=?e, (my l)q,l-m+k,i Wkcm--2). 
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The constants ck, are uniquely determined by (2.3). Setting A@, I) = c,,,-/,,, it 
follows that 
A(m,l)=l (fnEtN), 
m-1 m-1 m40= c ( > A(i,l- 1) (2515:), i-l- I i 
which gives in view of lemma 1 part (ii) that the A(m, I) are exactly the Stirling 
numbers of the second kind. Using part (i) of lemma 1, formula (2.2) can thus 
be written as 
S,,(y)=(l-y)-” i ;: (-1)‘~%(l,k)nkS(m,I) -E 
( > 
I 
I=1 k=l 1-Y 
‘. 
k=l I=k 
Noting that 
L,(e,(t); x) = n- -( 1 -&Jk(& 
assertion (ii) of theorem 1 follows. 
Using theorem 1 and tables of the Stirling numbers of the first and second 
kind (e.g. [l, pp. 833-8351) it is easy to derive explicit expressions for the poly- 
nomials t,(e,,,(t); x). For m = 1,2,3,4 these expressions, which will be used in 
the sequel, read 
(2.4) Mel (0; -9 =x, 
(2.5) L,(e,(t);x)=x’++-(x2+x), 
(2.6) L.(e3(t);x)=x3++-(3x3+3x2)+-$(2x3+3x2+x), 
I L,(e.,(f);x)=~fl(6~+6x3)+-$(llx4+18x3+7x2) n (2.7) +1 (6ti+12x3+7x2+x). n3 
3. A RELATION BETWEEN A,, AND L, 
Between the operators A, and L,, defined in (1.2) and (1 .l) respectively, 
there exists a relation, which is given in the next theorem. 
THEOREM 2. Let x, C E [0, oo), g(t) = t2 + t, h(x) = +( - 1 + @G-l), 
a, (xl = $ (ncr,(x)-x) and e,>O (ntz N). 
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Then 
(3.1) 
PROOF. The proof is divided into three steps. 
1. The Baskakov operator L, is transformed into an equivalent operator 
Lt) by means of the transformation t-g(t) and x4/z(x). Lf) is then given by 
(3.2) n , n , . L’yfo). x) = L Cf(g(t))* h(x)) 
This transformation is allowed because f(g) E M[O, 03) (the function f(g) is 
defined by f(g)(t) =ji(g(t))) and h(x) L 0 if x L 0. With 
(3.3) h(x)= 
2x 
1 +h(x) 2x+1 +1/m 
= : r(x), 
it follows from (1.1) and (3.2) that 
m 
(3.4) LpCf(t); x) = (1 - 5(x))” c 
n+k-1 
k=O ( > k 
?(x)f(k(k + n)/n2). 
Comparing (3.4) with (1.2) it can be seen that Lt) is a special case of A,, namely 
with Q, = n2 and a,(x) =x/n. 
2. Let the operator LL2) be defined on M[O, 00) by 
(3.5) L9.m); x) =LP(f(E t); 2 x), 
where Q, > 0 (n E N). From (3.4) it follows that 
(3.6) r’Cr(r);x)=(l-~(~x)~~%(“+~-l)r~(~x)f(k(k+n)/e,), 
XE [O,CD). This is again a special case of (1.2) namely if r,,(x)=r((~,/n~) x) 
which is equivalent to o”(x) =x/n. Condition (1.3) may or may not be fulfilled. 
This condition is not necessary for the meaning of (3.6) but, as will turn out 
later, is needed for some approximation properties. 
3. The operator Lf’ is defined on M[O, 00) by means of 
(3.7) Lf’Cf@); x) = Li2’Cf(t); x+ a,(x)). 
With (3.3) and the fact that a,(x) = (n + 1))’ (no,(x) -x) it follows that 
5 $(x+&(x)) ( > ( =5 -&) (x+%(x)) > = G(X), 
7, being defined in (1.4). From (3.6) and (3.7) one then obtains 
L’3’Cf(t).x)=(l-? (x))” i n 9 n 
k=O 
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and comparing this with (1.2) it follows that Li3) = A,, (n E N). Combining this, 
(3.2), (3.5) and (3.7) the assertion of theorem 2 is proved. 
REMARK. Of course it is also possible to prove theorem 2 by writing out the 
right hand side of (3.1). 
~.THEFUNCTIONCLASSES~~,[O,W) 
A function f, defined on [0, oo), belongs to M[O, 00) if and only if /j(t) 1 I 
cA(1 + t”) for some constant A >0 and m E No. In order to get more infor- 
mation about the growth of f(t) as t+w the function classes M,[O, m) (~20) 
are defined by 
Man 00) = U-E MO, 03); WafE m2 ml), 
with wa(t) = (1 + ta)-l. 
LEMMA 2. Let fEM,[O, m), gEMBIO, oo), g(t) r0 on [0,03) and ~10. Then 
(9 f+gEMm,{Gp)[4 ah 
(ii) gy E Mpy[O, w), 
(iii) f(s) E M,B[Q 00). 
PROOF. (i) follows from the fact that M,[O, w)cM~[O, 00) if alp. 
(ii) If gEM,JO, co) it follows by definition that 
Is(t)1 qy+tfl) (tE[Q~)), 
where C, only depends on g and not on t. Thus if t E [0, l] 
IgYW I I C,‘<l + tPjy 
1 + thy 1 + thy I (2C,)V 
and if te [l, 00) 
IgYWl <CY (l+tPJy=cY 1 +-I_ y5(2c )Y 
I + tfly - g tfiy 
g 
( > tb 
g ' 
which gives 1 wsygY(t) I I (ZCJ, t E [0, m). This proves (ii). 
(iii) Because fe k&JO, 00) it follows that 
IfW)) I 
1 + g”(t) 
SCf, 
hence using part (ii) 
If(sW I 1 + g”(t) 
1 +tafl 
SC, ---@“Cf(l +~)aC,(l+2a~). 
Thus 1 was.f(g)(t) I I Cf (1 + 2aC$ (t rz [0, oo)), which proves (iii). 
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LTHEOPERATORSA, 
The next theorem gives expressions for A,(e,(t); x) (m = 0, 1,2), which were 
already proved in [2] and [7]. (In [2] a more general setting can be found.) 
However, in the proof stated here use is made of the Baskakov operators via 
theorems 1 and 2. In [2] and [7] the proof is more direct, without using these 
operators. 
THEOREM 3. Let the operators A, be defined by (1.2). Then 
(0 Me0W; -9 = 1, 
(ii) A,(ei(t);x)=~+fx~(x), 
(iii) A,(e,(r):x)=x2+2xan(x)+$+t x+o(a,(x)+ l/n+n/~,), if n-+03, 
XE [0, 00) fixed. n 
PROOF. (i) Theorem 2 and (i) of theorem 1 yield 
&@0(0; xl =L, e0W; h 
( ( 
3 (x+4&W 
>> 
=l. 
(ii) Writing h,(x) = h(.g,n-2(x+ a,,(x))) it follows from theorem 2, the line- 
arity of L,, from the fact that e,(P) = e,,(t) and (2.4), (2.5) that 
Because h = g- 1 (on [0, 00)) it is obvious that h2 + h = g(h) = el and thus 
A,(e,(t);x)=$ 
I 
5 (x+~~(x))+~ (x+=,(x)) 
I 
=x+ 5 (m&-x)++ 
( 
x+-$ (na,O--xl) =x+cw,(xh 
by definition of a,(x). Thus (ii) is proved. 
(iii) In what follows pii stands for a polynomial of degreej with coefficients 
not depending on n. Use of theorem 2, the linearity of L,, (2.9, (2.6) and (2.7) 
gives 
++:o+; (haOr)+h~(x))+~p,l(h,(x))) 
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I 
=s 
I 
(h;(x) + II,,(x))~ + + (6&(x) + Iz,(x))~ + h;(x) + h,(x)) 
=- ;; 
” 
(x+u.(x))~+; 6 5 (~+a,(x))~ 
+$(x+&l(x)) +Mx), >I 
where 
( 
P34Mx)) + $ P24&W 
> 
* 
With the definition of a,,(x) it then follows that 
(5-l) ~.(e,(t);x)=x~+2xa,(+~x~+~x+R,(x)+o(a,+I/n), 
as n+o3, x fixed. Now let q be any polynomial of degree 4, with coefficients not 
depending on n. Of course qeM4[0, 00). Because h EM+[O, a) it follows from 
part (iii) of lemma 2 that q(h) E A42[0, 00). Thus 
Jml(x))l = q(h) 2 (x+&l(x)) 
I ( >I ( 
‘q(h) l+$ (x+u.(xP), 
and as c*(h) does not depend on n one has q@,(x)) = 0(1 + &n4), if n-roe, x 
fixed. Because q is any polynomial of degree 4 it follows for the remainder 
R,(x) that if n --* 03 
RJx)=$O(l +&n4)=o(n/e,+ l/n) 
and this together with (5.1) proves part (iii) of theorem 3. 
REMARK. From (iii) of theorem 3 it can be seen why the choice of the sequence 
of positive numbers {Q,},“=, is restricted by condition (1.3). In fact, only then 
the relation limn+m A,(e2(t); x)=x2 holds. If lim,,+- an(x) =0 uniformly on an 
interval [0, b] (b>O), also limn+oo A,(e,(t); x) =xm (m = 0, 1,2) uniformly on 
[O,b]. By a well-known theorem of Korovkin [4, p. 141 the next theorem thus 
holds. 
THEOREM 4. IffE CIO, b] nB[O, 00) and if lim,,, CT,(X) = 0 uniformly on [0, b], 
then lirnn-,- A,(j(t); x) =f(x) uniformly on [0, b]. 
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It is also possible to prove the assertion of theorem 4 if fE CIO, 61 (lM[O, 03) 
(cf. [W 
6. USE OF A TCHEBYCHEFF-SYSTEM DIFFERENT FROM {eo, e,, e2} 
In this section the operator Lil) defined in (3.2) is considered more closely. In 
the proof of theorem 3 a.o. use was made of expressions for L,(e,(t);x) 
(m = 3,4). From this theorem it was possible to derive an approximation 
theorem for the sequence of operators {A,}:= i (theorem 4). Because L&” is a 
special case of A,, this theorem also holds for (L~l’},“=l. However, to establish 
such a theorem only for {J$‘},“=, the use of expressions for L,(e,(t); x) 
(m = 3,4) is not necessary. In order to show this a Tchebycheff-system different 
from {ee, el, e2} is used. By definition the system of functions {fe, f,, . . . , fm} 
continuous on the interval [a,b] is called a Tchebycheff-system of order m, if 
any polynomial F = C z,, a& has not more than m zeros in this interval unless 
ai= (i=O, 1, **.,m). 
LEMMA 3. The system {ee, h, el} is a Tchebycheff-system on [0, w). 
PROOF. If a, 6, CE IF? the equation se,,(t) + M(t) + ccl(t) = 0 implies c2t2 + 
+(2ac-cb+b2)1+a2-ab=O, which has at most two zeros on R unless 
a = b = c = 0. This proves the lemma. 
As h2(x) + h(x) =x it follows from (3.2), (2.4) and (2.5) that 
1 
L(‘)(eo(t); x) = 1 n 9 
(6.1) L(‘)(h(t)- x) = h(x) n , , 
L(‘)(el(t)*x)=x+x/n n , 9 
for all n E N and XE [0, 00). Note that all linear combinations of e. and h are 
fixed elements of .J$‘. The following theorem is well-known [4, p. 491. 
THEOREM 5 (Korovkin). Let {S,,}~=t be a sequence of linear positive 
operators and {fo,fi,f2} a Tchebycheff-system on [a, b]. Let $&(f); x) = 
=h(X)+fii,(X) (i=O, 1,2; nE IN). If lim,,, /.Iin(X)=O (i=O, 1,2) uniformly on 
[a, b], then lim,,, S,(j(t); x) =f(x) uniformly on [a, b] in case f is continuous 
on this interval. 
Applying theorem 5 to the sequence of operators {Lo’},“=, , for which by 
(6.1) the conditions of this theorem are satisfied on the interval [O, b] (b>O, 
arbitrary), it follows that Lf’Cf(t); x) tends to f(x) uniformly on [0,6] if 
fd[o,b] m[o,4. 
For A,, a Voronovskaja-type relation is given in [2, pp. 28-30,40,52]. Such a 
relation for Lf) is easily deduced from the well-known formula for the 
Baskakov operators [3] 
(6.2) 
x(1 +x) 
L,(f@); x) -for) = - 2n f”(x) + ow9, 
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if n+ m, where f E C2[0, b] (l B[O, 00). The term o(1 /n) is uniform in x on [0, b]. 
With (3.2) one has 
(6.3) Grl’wh xl -for) =LAAm; W) -fW 
For convenience let f, =f(g) and so f=fi (h). If f E C2[0, b] tlB[O, 03), then 
fi E C2[0, h(b)] flB[O, 03) and with (6.2) it follows from (6.3) that 
mm; xl -f(x) = M.l-l (t); W) -fi (WN 
= h(x)(; h(xQyh(X)) + 0(1/n) = ; f;@(x)) + 0(1/n), 
uniformly in h(x) on [0, h(b)]. Because f;(t) = (g’(t))2f”(g(t)) +g”(ty(g(t)) the 
following theorem holds: 
THEOREM 6. Let f E C2[0, b] n&O, m). Then 
L”‘Cf(t)*x)-f(x)=+fyx)+4X2+X n , 
n 
y-y(X) + 0(1/n) 
uniformly on [0, b]. 
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