following questions with respect to the structure of AC ratings: (a) to what extent does the 'true' model (i.e., the model that generated the data) actually appear to fit the data well? (b) to what extent can a model appear to fit the data well even though it is the wrong model? and (c) is model fit actually a useful empirical criterion for judging which model tested is most likely to hold in the population? Results suggest that the reliance on purely empirical criteria for determining which model best represents the underlying structure of assessment center ratings is potentially problematic: "true" models may not always appear as the models of best fit and conversely "false" models sometimes appear to offer better fit than the true models. Moreover, specific parameter estimates differ dramatically depending on the analytic framework in which they are estimated. Implications for the study of assessment center construct validity are discussed.
Over 20 years of research on the structure of assessment center (AC) post-exercise dimension ratings (PEDRs) has consistently indicated that PEDRs substantially reflect the effects of the exercises in which they were obtained and not cross-exercise stability in candidate behavior on the dimensions defined for the assessors (Lievens & Klimoski, 2001; Sackett & Tuzinski, 2001) . Three large-scale quantitative reviews have recently presented summaries of this literature. In the first, Lievens and Conway (2001) quantitatively summarized findings of 34 quasi-multitraitmultimethod (MTMM) studies of AC PEDR construct validity and concluded that PEDRs reflect approximately equal proportions of variance attributable to dimensions and exercises. Lievens and Conway's results were surprising in that they appeared to contradict the prevailing view that exercise factors are the primary source of variance in AC ratings. Lance, Lambert, Gewin, Lievens, and Conway (2004) , criticized Lievens and Conway's use of a correlated dimension-correlated uniqueness (CDCU) model for the analysis of MTMM data in general and assessment center ratings in particular. Lance et al. based their critique on the fact that the CDCU model has been shown, both algebraically (Lance, Noble & Scullen, 2002) and empirically (Conway, Lievens, Scullen, & Lance, 2004) to systematically overestimate trait factor loadings and trait correlations. Lance et al. reanalyzed the data reported by Lievens and Conway using a one dimension-correlated exercise model (1DCE), a model that they argued was theoretically more defensible than the CDCU model. Contrary to Lievens and Conway, but consistent with previous narrative reviews, Lance et al. found that exercise effects were roughly three times larger than dimension effects in AC PEDRs. Finally, in a third quantitative review of largely the same data, Bowler and Woehr (2004) analyzed a single, meta-analytically derived quasi-MTMM matrix of PEDRs. Using a modified 1 correlated dimension-correlated exercise (CDCE) model, Bowler and Woehr found that exercise effects were, on average, larger than dimension effects, but not to the extent that was found by Lance et al.
Herein lies the root of the problem we investigated in the present study. Although these three large-scale quantitative reviews were of much the same data, they reached different conclusions regarding the relative magnitude of exercise and dimension effects in AC PEDRs. Using a CDCU model, Lievens and Conway (2001) suggest that PEDRs reflect equal proportions of exercise and dimension effects. Using a 1DCE model Lance et al. (2004) concluded that exercise effects were much larger than performance dimension effects, while using a modified CDCE model, Bowler and Woehr (2004) found only slightly larger exercise effects than performance dimension effects. One clear difference across the three studies was the factor analytic model identified as the most appropriate theoretical model of AC ratings. Obviously, choice of analytic model can strongly affect the conclusions reached, but in any empirical study with real data which model is the correct (i.e., true population) model can never be known. However, in all studies using actual AC PEDR data it is unknown whether a CDCE model, a 1DCE model or some other model actually describes the correlational structure of AC PEDRs in the population (or whether the true model varies across studies).
Another problem in analyzing AC PEDR data is that some MTMM models have known limitations. For example, the CDCE model has long been known to suffer from empirical underidentification problems (Brannick & Spector, 1990; Kenny & Kashy, 1992) , and although the CDCU model is known to produce convergent solutions far more often than does the CDCE model (Marsh, 1989; Marsh & Bailey, 1991) it is also known to produce upwardly biased estimates of dimension correlations and factor loadings (Conway et al., 2004; Lance et al., 2002) . These problems led to the questions that we addressed in the present study. One limitation of sample data collected in applied settings is that the population factor structure and parameters can never be known. Thus, it is impossible to determine either the "correct" factor structure or whether bias in model parameter estimates has occurred. For these reasons, we conducted a Monte Carlo study to address the following questions with respect to assessment center ratings: (a) to what extent does the "true" model (i.e., the model that generated the data) actually appear to fit the data? (b) to what extent can a model appear to fit the data even though it is the "wrong" model? and (c) is model fit actually a useful empirical criterion for judging which model is most likely the population model?
Method

Population Models
We designed three population models with theoretical grounding in the AC literature. The first was a CDCE model, a model traditionally viewed as representing MTMM data in general and AC ratings in particular. Kenny and Kashy (1992) state that this model "is particularly attractive in that its structure directly corresponds to Campbell and Fiske's (1959) original conceptualization of the MTMM matrix" (p. 165). In this model PEDRs are a function of a set of conceptually distinct dimensions assessed in multiple exercises. Although conceptually distinct, dimensions are allowed to correlate, as are exercises. Consequently, we designed our population CDCE model to allow correlations among dimensions and exercises, but not with each other. This model can be written as PEDR ij = D i + E j + e ij , where D i refers to the ith performance dimension, E j refers to factors that influence PEDRs obtained in the jth exercise, and e ij refers to nonsystematic effects (e.g., measurement error).
The second population model was a 1DCE model. This model is motivated by the arguments that candidate AC performance is largely cross-situationally (i.e., cross-exercise) specific, but that a general performance factor also pervades across all PEDRs (see Lance, Foster, Gentry, & Thoresen 2004; Lance, Newbolt, Gatewood, Foster, French, & Smith, 2000) . This model can be written as PEDR ij = D + E j + e ij , where D refers to a general performance factor that influences all PEDRs, E j refers to exercise factors that influence PEDRs obtained in the jth exercise (the E j are assumed to be uncorrelated with D but correlated amongst one another), and e ij refers to nonsystematic effects (e.g., measurement error).
Finally, the third population model we consider is an "uncorrelated dimension-correlated exercise plus g" (UDCE+g) model. Motivated by Arthur, Woehr, and Maldegen's (2000) generalizability theory results this model can be written as PEDR ij = g + D i + E j + e ij , where g refers to a general performance factor that influences all PEDRs, D i refers to dimension specific factors that influence PEDRs of the ith dimension (the D i s are assumed to be uncorrelated with g and each other), E j refers to exercise factors that influence PEDRs obtained in the jth exercise (the E j are assumed to be uncorrelated with g and the Ds but correlated amongst one another), and e ij refers to nonsystematic effects (e.g., measurement error).
Selection of Model Parameters
We selected model parameters that were representative of those in previously reported studies on AC construct validity. We generated data for three exercises and five dimensions -these were the median numbers of exercises and dimensions in studies reported by Lievens and Conway (2001) , Lance et al. (2004), and Bowler (2004) . Sample size was set to n = 200, just larger than the mean (n =189) of the studies reported in these reviews. We also used summary findings from these reviews (summarized in Tables 2a through 2c . Using these population values, population correlation matrices were generated for the CDCE, 1DCE and UDCE+g models using Prelis 2.5 accompanying the LIRESL 8.51 program (Jöreskog & Sörbom, 1996) . For each of the three population models, we generated 500 sample replications of n = 200 each.
Data Analysis
We fit the CDCE, 1DCE and UDCE+g models to each dataset created, as they were the population models that generated the data. We also fit a CDCU model to each dataset, as it has become a popular alternative for the analysis of MTMM data (Scullen,1999) . 3 We fit these models to both the three population correlation matrices and the generated sample data using confirmatory factor analysis (CFA) via LISREL 8.51. For each condition we tabulated (a) whether the model converged (within 1000 iterations) and whether the solution was admissible (i.e., no standardized factor loadings or factor correlations greater than 1.00 in absolute value; no negative unique variances), (b) goodness-of-fit as indexed by the statistic, the standardized root mean squared residual (SRMSR), the root mean squared error of approximation (RMSEA), Bentler's (1990) comparative fit index (CFI), and the Tucker-Lewis Index (TLI; Hu & Bentler, 1999) , and (c) average parameter estimates for dimension and exercise factor loadings and correlations (where applicable for a given model). Table 3 shows results of fitting each of the four analytic models to the three population correlation matrices. Obviously, each analytic model fit its own population data perfectly. The 1DCE model was correctly rejected for the CDCE population data on the basis of the statistic and failure of the UDCE+g model to converge in an admissible solution indicated that it was also an implausible model for these data. However the CDCU model appeared to fit the CDCE data well, even though it was the wrong model.
Results
Population Data
For the 1DCE data, the CDCE model fit the data well and correctly estimated the dimension correlations at 1.00. Estimation problems with the UDCE+g model again indicated its implausibility for the 1DCE data but the CDCU model again appeared to fit the 1DCE data well, even though it was the wrong model.
The CDCE model fit the UDCE+g data well, but it (mis)estimated the correlations among all dimension at .67, the proportion of variance actually allocated to the g factor. The 1DCE model again was correctly rejected statistically as an incorrect model. However as before, the CDCU model appeared to fit the UDCE+g data well even though it was the wrong model. In summary, at the level of population data (a) each model fit its own data perfectly, of course, (b) there was always some indication (lack of model fit, convergence and admissibility problems, unusual parameter estimates) as to when the CDCE, 1DCE, and UDCE+g models were the incorrect models for the data analyzed, and (c) the CDCU model appeared to fit all three population correlation matrices quite well, even though it was the wrong model in each case.
Simulation Results
Simulation results for model convergence and admissibility are shown in Table 4 . All models achieved good convergence rates for all three population models, except the UDCE+g model which had relatively poor convergence rates even when it was the population model. Interestingly, although the UDCE+g model frequently did not converge within the allowed 1000 iterations, the solution (intermediate or final) was always admissible.
The 1DCE model also returned admissible solutions in every case. Also interesting was the fact that the CDCE model often reached convergent solutions but the solutions were frequently inadmissible. These results are symptomatic of known empirical underidentification problems inherent in the CDCE model (Brannick & Spector, 1990; Kenny & Kashy, 1992) . Surprisingly, the CDCU model returned relatively few admissible solutions for the CDCE data. Previous literature has shown that the CDCU model routinely returns convergent and admissible solutions for data generated by a CDCE model (e.g., Marsh & Bailey, 1991) . Visual inspection of representative output indicated that inadmissible solutions invariably resulted from dimension correlations estimated as greater than 1.00. These results are easily explained given that the corresponding dimension population correlations were relatively high to begin with and that the CDCU model tends to produce estimates of these correlations that are biased upward. The fact that no CDCU models returned admissible solutions for 1DCE data is similarly explained, as the correlations that are estimated for separate dimensions under the CDCU model are actually equal to 1.00 in the population model.
Results for model goodness-of-fit are shown in Table 5 . Tabled values reflect results only from models that converged to admissible solutions. One of the most disturbing aspects of these results is that, according to popularly reported and recommended overall goodness-of-fit indices (SRMSR, RMSEA, CFI, TLI), all models, even the wrong models, fit every data set well even according to more stringent standards recently recommended by Hu and Bentler (1998, 1999) . Although the CDCE model often failed to reach a proper solution when it was the true model (as is also shown in Table 4 ), it fit the data well when a proper solution was achieved. However, the CDCE model fit the UDCE+g data as well as it did the CDCE data when it converged to an admissible solution. The 1DCE model failed to converge in an admissible solution only once in 1500 samples, but mean statistics shown in Table 5 indicate that it would be appropriately rejected much of the time when it was the incorrect model. The UDCE+g model frequently experienced convergence problems, but when it did converge to an admissible solution model fit was quite good, even when it was the wrong model. The same could be said for the CDCU model, especially for the UDCE+g data where the CDCU converged in an admissible solution in 100% of the samples and demonstrated generally acceptable model fit Finally, mean parameter estimates for convergent and admissible solutions are shown in Table  6 . There are four primary findings here. First, when a convergent and admissible solution was obtained for the correct model, its model parameter estimates were quite accurate, as would be expected. Secondly, there was upward bias in the estimated dimension loadings and dimension correlations for the CDCU model, and this is consistent with previous literature (Conway et al., 2004; Lance et al., 2002) . This bias was most striking for UDCE+g generated data where the CDCU model returned a convergent and admissible solution 100% of the time, fit the data reasonably well (see Table 5 ), but provided very wrong parameter estimates. Third, despite the fact that the 1DCE model would often have been rejected statistically when it was the wrong model (see results in Table 5 ), it almost invariably converged to admissible solutions with reasonable looking parameter estimates. For CDCE data, the 1DCE model showed slight downward bias in estimated dimension factor loadings (estimated via the 1DCE model's g factor), exercise factor loadings, and exercise correlations. This bias worked to offset the correlations of 1.00 that are implicitly assumed under the 1DCE model.
Finally, the UDCE+g model performed appropriately poorly when it was the wrong model.
Discussion
We return to the three questions posed earlier.
First, to what extent do "correct" MTMM models (i.e., models that generate the data) actually appear to fit the data well? Of course, when fit to population data, they fit perfectly, but by tautology. However, when fit to sample data the answer is "it depends." By all criteria, including convergence to an admissible solution, adequate model fit, and accurate parameter estimates, the 1DCE model fit 1DCE sample data well. However, results for the CDCE and UDCE+g models tell different stories. Even when the CDCE model was the correct model it failed to converge in an admissible solution 39% of the time, though when it did, its model fit was good and parameter estimates were accurate. We attribute this finding to known empirical underidentification problems inherent to the CDCE model. The UDCE+g model experienced even more problems when it was the correct model. Less is know about this particular model, though we speculate that convergence problems resulted from difficulties in apportioning variance to the g and respective D i factors (see Quartetti & Mulaik, 1997 for a discussion of models of this type).
Second, we sought to determine the extent to which a model can appear to fit the data well even though it is the wrong model. Our analyses of the population correlation matrices presented a very clear case of how this can occur -the CDCU model appeared to fit each of the three population correlation matrices well, even though it was the wrong model. Our results from analyses of sample data indicated an equally alarming finding: So long as the model reached an admissible solution, popularly reported and often recommended overall goodness-of-fit indices (SRMSR, RMSEA, CFI, and TLI) indicated that all models fit the data well, regardless of which model generated the data. Of course other information such as convergence and admissibility of the solution, statistic for model fit, and unusual parameter estimates can help rule out implausible models. However, our results suggest that there may be situations in which researchers find themselves having to choose a best fitting model from amongst a set of models, all of which are wrong in the population. For example, results in Table 5 suggest that if the UDCE+g model were the correct model, it would not be an uncommon scenario to find that (a) the UDCE+g model itself did not converge in an admissible solution, (b) both the 1DCE and CDCU models did, and (c) having to choose between the 1DCE and CDCU models, the researcher selects the CDCU model (the wrong model, of course) on the basis of overall GFIs.
We answer our third question, "is model fit actually a useful empirical criterion for judging which model tested is most likely to hold in the population?" by paraphrasing a line from a Jimmy Buffett song, "...ambivalence, well yes and no." The "no" answer to this question is supported by our findings that incorrect models can appear to fit the data quite well. The "yes" answer is supported if one takes a broad perspective on what is meant by "model fit," examining the totality of evidence relating to model fit including model convergence, admissibility, statistical fit, rule of thumb fit, and reasonableness of parameter estimates: often times there will be some evidence that a model being fit is inconsistent with the data, but the particular type of evidence may differ from case to case. As such, the astute MTMM researcher must consider all the available evidence in choosing a particular model for the available data.
Obviously, the MTMM models studied here all had their strengths and weaknesses. Some, notably the CDCE and UDCE+g, often failed to fit the data (in terms of convergence and admissibility) when they should (i.e., when they were the population models). Others, notably the 1DCE and CDCU models, appeared to fit the data well when they should not have. But beyond these empirical findings, these models have their theoretical strengths and weaknesses as well. The CDCE model is the most faithful to Campbell and Fiske's (1959) original conceptualization of the MTMM matrix (Kenny & Kashy, 1992) and contains a number of sub-models as special cases (Widaman, 1985 (Widaman, , 1992 , but suffers know empirical underidentification problems (Brannick & Spector, 1990; Kenny & Kashy, 1992; Lance et al. 2002) . The 1DCE appears not to suffer empirical underidentification problems like the CDCE model, of which it is one special case, but the 1DCE model does not allow the specification of multiple dimension factors. The CDCU has been shown to be empirically robust (e.g., Marsh & Bailey, 1991; Marsh, Byrne, & Craven, 1992) , but (a) has also been shown to produce upwardly biased dimension correlations and factor loadings (Conway et al., 2004) , and (b) is atheoretical with respect to method effects (Lance et al., 2002) . Less is known about the UDCE+g model.
There are still other MTMM models that we did not consider here, including many of the CDCE sub-models discussed by Widaman (1985 Widaman ( , 1992 , Marsh and Hocevar's (1988) second-order CDCE model, Kenny and Kashy's (1992) fixed-method model that effect-codes method effects, Eid's (2000; Eid, Lischetzke, Nussbeck, & Trierweiler, 2003) first-and second-order CTC(M-1) models, and Browne's (1984) composite direct product model for interactive trait and method effects and related models (e.g., Dudgeon, 1994; Wothke, 1995) . Each of these models has its strengths and limitations as well. We did not study these models here because (a) it was simply beyond the intended scope of the present study and (b) none of them have been discussed seriously as a theoretically plausible model for AC data. However, it is surprising that after 45 years of MTMM research there is still no consensus on what constitutes an optimal analytic model. One novel approach to the analysis of MTMM data that we think may hold promise is a quasi-confirmatory factor analytic approach that involves Procrustes rotation of an unconstrained factor pattern matrix to a target matrix of a priori-specified trait and method factor loadings (Schweizer, 2003) . However, this approach too has its strengths (e.g., lack of convergence and admissibility problems, wide range of model structures) and weaknesses (unavailability of statistical tests or overall model goodness-of-fit indices). Surely research will continue on these alternative models.
Returning to the dilemma discussed early on in this article, how can we tell which MTMM model is most appropriate for AC PEDR data? Unfortunately, the present study's results suggest that this may not simply be an empirical question. That is, even comparisons among alternative models may not identify the most appropriate model and, even worse, may point to the wrong model for the data at hand.
What does this mean for the study of assessment center construct validity? First, our results highlight some limitations to confirmatory factor analytic studies of AC construct validity that were not previously apparent. Given the difficulty in determining the veridicality of the model being fit to AC PEDR data, parameter estimates presented by previous studies may be suspect. In essence, the extent to which these studies provide evidence of construct validity depends on the appropriateness of the model analyzed and the appropriateness of the underlying model is largely indeterminate. Far too many studies have simply analyzed assessment center rating data in the context of a general MTMM factor model. Far fewer studies have dealt with the conceptual appropriateness of the model with respect to AC ratings. AC construct validity is actually a far broader question than has been addressed by the MTMM studies to date -the internal structure of assessment center ratings is only one piece in the assessment center construct validity puzzle, but it is the piece that has received the most empirical scrutiny. In a recent review of the AC literature, Woehr and Arthur (2003) indicate that over the past 30 years at least 48 studies have examined the construct validity of AC ratings. The overwhelming majority of these (90%) examined the internal structure of AC ratings. However, a relatively small subset reported data based on the relationship of AC dimension ratings with non-ACbased measures of other constructs (a "nomological net" approach examining patterns of relationships relative to expectations). Results from these studies tended to provide evidence for both convergent and discriminant validity of AC ratings. Perhaps future research should be directed more at this approach and less at trying to force AC ratings into some form or an MTMM model.
In sum, results of the present study suggest that the reliance on purely empirical criteria for determining which model best represents the underlying structure of assessment center ratings is potentially problematic. Our results suggest that "true" models may not always appear as the models of best fit and conversely "false" models sometimes appear to offer better fit than the true models. Moreover, specific parameter estimates differ dramatically depending on the analytic framework in which they are estimated. It may well be that empirical evidence alone cannot answer questions regarding which model is true in the population. Our results highlight the importance of a strong conceptual basis for model selection and the subsequent interpretation of results. model for MTMM data: A simulationhonoring Donald W. . Hillsdale, NJ: Erlbaum. Footnotes 1 Bowler and Woehr found that they had to restrict the XX correlations among Dimension factors equal to zero in order to achieve a convergent and admissible solution.
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