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Abstract
Video conferencing is a popular application to connect people who are
geographically distant from each other. People in different parts of the world
use video conferencing, however many of them suffer from low bandwidth
availability. Since, video conferencing is a network intensive application, it is
not always possible to maintain the level of user satisfaction when the
available network bandwidth is low. In such situations, the large video frames
do not get through the network properly, causing the video to freeze or
become pixelated at the receiver end, which may also put audio and video out
of sync from each other. In this work, we have tried to come up with a
solution that will reduce the bandwidth requirement for a video conferencing
application, hence making it possible to sustain user experience in
low-bandwidth situations as well. We identify that for any video frame, there
are only some parts of it that are actually important to convey the activity
being performed in the video, and the rest of the frame is not very informative
to the viewer. We call these parts of the video regions of interest, and have
come up with five different techniques to identify such regions automatically
from a video frame. The basic idea is to reduce the size of each frame by
blurring all the pixels that are not part of the region of interest. All these
techniques are computationally intensive, and would increase the latency
greatly if performed at each frame. We have parallelized our algorithms so as
to reduce the running time of the algorithms making it possible to use the
solutions in real time. Experimental results show that our techniques can
reduce the bandwidth utilization by 42.4 %, which is a great improvement.
Also, we performed user studies which concluded that such partial-blurring
based on regions of interest does not affect the quality of video perceived by
the viewer, or his understanding of the video.
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1 Introduction
Multimedia environments are quite popular today and are being used in various
application scenarios, including video conferencing, gaming, video streaming, music
streaming and so on. With the widespread availability of internet, the use of all
these applications is growing exponentially, with more and more people streaming
their TV shows, increasing personal and business communications over video
conferencing, and the huge popularity of video games. The amount of all the
content generated in the field of multimedia systems is huge and is directly targeted
towards consumers.
Video conferencing is one of the most important and rapidly growing multimedia
applications, as it is making communication possible between people located in
different parts of the world. Almost all the software and hardware giants have video
conferencing softwares, Apple with FaceTime, Google with Hangouts, Facebook
with Messenger, Windows Live Messenger, and Skype. These softwares are freely
available to use, however there are other commercially available softwares like
FuzeBox, LifeSize etc, which have a high setup cost and high running cost. The
number of people using these softwares is huge and is constantly increasing, but
there are certain constraints of these systems, that become evident in a situation
where the network bandwidths are limited. This is the motivation behind this work,
which aims to provide the users with an amazing video conferencing experience even
when the internet connection is not very good.
1.1 Problem description
With the easy availability of internet almost everywhere, from homes to offices to
coffee shops, and with webcams present in every laptop, video conferencing
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applications have really become the means on communication today’s world swears
by. The access to free video-conferencing software removes all inhibitions for users
to start using it. We can easily see individuals using it to communicate with family
and friends living on the other end of the world, or employees working in different
locations of a corporate using it to hold virtual meetings over the internet. With
high-definition videos being transmitted in real-time, video conferencing softwares
have a humungous demand on the network bandwidth.
Although internet is becoming easily accessible in large parts of the world, the
network bandwidth in a large percentage of areas is not good enough to support
video transfer at rates that will ensure decent quality of video communication. This
problem is specially prevalent in developing nations, and even in developed nations,
the internet we get in coffee shops or other public places is not always sufficient to
support video communication.
Lower bandwidth is a hindrance for video conferencing because video frames that
are generated at the source (sender) are not able to reach the sink (receiver), in due
time. This causes one of the following problems to arise: frame freezing, frame
pixelation, increased latency between two consecutive video frames, irregular latency
i.e. high jitter and out of sync audio/video. All these make the video quality suffer,
and consequently, the user experience deteriorates significantly giving us unhappy
and unsatisfied customers.
In almost all the standard video conferencing applications, there is no way to
actually address these issues in an effective and responsible manner. The possible
steps that normally take place include reducing the size of each frame, dropping
some video packets over the network, and video frames transferred at a slower rate,
all of which invariably become a source of frustration for the user. There is, thus, a
need to come up with a solution which can maintain the quality of user experience
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even under such bandwidth constraints.
The bandwidth requirement (BReq) for video streaming can be calculated using the
following equation 1. Abbreviations used are given in Table 1.
BReq = FR× FS ×BPP × C × CR (1)
Table 1: Symbol table
Term Full form Units
FS Frame Size pixels
BPP bits per pixel bits/pixel
C Channels (R, G and B channels) -
CR Compression Ratio -
FR Frame Rate (frames per second) second−1
BReq Network Bandwidth Required bits ∗ second−1
The main aim of this work is to come up with a solution that will reduce the
bandwidth requirement without having to compromise the quality of user
experience. One major issue with the present techniques of video conferencing
solutions is that all the pixels in a frame are treated uniformly. Although in real-life
situations, it can be observed that often in a video frame, there are specific areas
that the receiver would be most interested in seeing. For example, while talking to
someone, the person on the other end might only be interested in looking at the face
of the speaker. This idea immediately follows from the gaming industry, where only
a region of a frame is rendered depending on user interaction, and is the major
motivation for the solution proposed here. These parts of the frame are called
Regions of Interest (referred to as ROI also in this work), and we aim to transfer at
least the pixels that belong to regions of interest at high quality.
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1.2 How did other people solve it
The most popular method to have an acceptable video conferencing solution, is to
negotiate the QoS parameters, and then work to attain the optimal operating point.
However, this is not a very sustainable solution, as the network bandwidth might
vary greatly, and then it would not be possible to even satisfy the negotiated lower
bounds of the QoS requirements, eventually compromising the quality of user
experience.
To maintain a consistent quality of experience over the entire period of video
conference, researchers have proposed various solutions to solve this problem, that
approach the problem in a different way. Daniel Simmons [20] proposed the concept
of inattentional blindness, where he suggested that when people look at a video,
their attention is usually focussed on only a part of the video, where most of the
activity is happening.
Wanmin Wu et. al. [22] proposed that activities being performed in a video can be
divided into two categories, (a) gross-motor activities, like dancing, which involve
large body movements; (b) fine-motor activities, like speaking, or object/tool
instructions, that involve finer body (e.g. only hand) movements. Using this
concept of categorizing videos, Wanmin et. al. proposed that a significant portion of
the video frame would not be important in either of the activities, more for
fine-motor activities, than gross-motor activities.
1.3 How do you solve the problem
Looking at both Daniel Simon’s and Wanmin Wu’s research, we found that in
general, the attention of a person watching a video is concentrated to only a part of
the screen, which can be considered to be more important. A similar concept has
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been used in gaming applications that also require huge video processing per frame.
Since, there is a lot of unimportant data per frame, they reduce the computational
complexity by introducing regions of interest to render only the non-redundant
information in successive video-frames.
We propose that activity based classification of videos in Wu’s research and regions
of interest formation in videos, from the gaming industry, could come together to
make video conferencing applications that are more resilient to network bandwidth
requirements. Forming regions of interest in a video, we could differentiate the
pixels in frame, depending on how a pixel is related to the activity being performed
in the video. If the pixel of a frame was related to the activity being performed in
the video, then it would be marked as primary, else it would be marked as
secondary. These primary pixels are usually present in clumps in the frame and are
what defines the regions of interest.
Thus, in a bandwidth constrained environment, we decided that it is possible to
send only the regions of interest at high quality and the rest of the frame could be
sent at low quality, without losing the context. We performed user studies to
confirm our idea that doing so doesn’t affect the quality of user experience
delivered. After experiments, we found that this method of forming regions of
interests to differentiating pixels, enables higher compression-ratio per frame, and
reduces the overall bandwidth-requirement for video-conferencing.
In this report we propose five different approaches to differentiate the pixels in a
video, and form regions of interest, based on the activities being performed in the
video. For these approaches, we have taken a blend of technologies from multimedia
systems, parallel programming1, and data mining, to find the most accurate region
1information about CUDA programming, parallel processing and GPU architecture is in the
appendix
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of interest, in real-time. Some of these approaches require some user input whereas
others can work without any effort from the users. The main aim is to be able to do
this in real time, and hence, we have used parallel processing techniques to speed up
the process.
1.4 Thesis contributions
The main contributions of this thesis is that we have identified a way which will
enable video-conferencing users to have a great, consistent experience and video
quality even when the network bandwidth is limited. We have achieved this by
identifying regions of interest in a video frame, which are defined by the activity
being performed in the video. Based on the movement in the video, it is possible to
identify regions which are the most interesting to a viewer. We have proposed five
different methods to enable easy and effective identification of ROIs in a video in
real time. This in turn, drastically reduces the bandwidth requirement for a
video-conferencing solution as only the ROIs are transferred in high quality and the
rest of the frame is sent at reduced quality. We have been able to achieve bandwidth
reductions of up to 42.4%, while maintaining the level of user satisfaction.
One of the proposed methods intensively uses data mining techniques to find the
ROIs, and is a novel use of clustering technologies in an unrelated area of
multimedia systems. We have used DBScan algorithm [10] to cluster together the
primary pixels in a frame. DBScan is a density-based clustering algorithm and is
able to identify clusters of arbitrary shape, and is a good fit in our situation, as we
want the identified region to be as close to the actual region of interest as possible,
and thus, will not have a fixed shape. Again, DBScan is a computationally
expensive algorithm, and it would not be normally possible to apply it in real time
on huge video frames. Thus, we have used parallelization techniques and reduced
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the run-time to obtain results in real-time.
Another contribution of this thesis is the psychophysical approach taken to make
sure that the user experience is maintained even after introducing ROIs and
selective blurring techniques in a video frame, to maintain smooth play out even at
lower bandwidths.
1.5 Thesis outline
In chapter 2 of the thesis we talk about related work, in this area. In chapter 3
layout the design of the entire system, mentioning the various techniques used to
find out the regions of interests in the video in real-time. In chapter 4, we explain
how the designs and models mentioned in the pervious chapter were implemented.
In chapter 5, we discuss the (user and lab) experiments to obtain data and verify
that the models and designs presented above were indeed correct. In chapter 6, we
conclude by discussing how this research should be taken ahead. These chapters are
followed by the reference section and the appendix section, which are important
pointers for the derivation of my work presented in this thesis.
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2 Related Work
Finding regions of interests (ROIs) in images has been the basis of various
applications in image processing. Torben et. al [9], refer to ROI as saliency
detection in images, however they compare salient regions from depth and color
matrix while understanding the influence of depth impressions in stereo videos.
Mohammad et. al [12] also look at a technique of reducing the network bandwidth
utilization, however they do not form any ROI to selectively stream parts of the
media, to increase QoE. Rufael et. al [16] have contributed by creating irregular
shaped meshes to reduce the rendering latency at the receiver. However, all the
irregular shaped meshes are treated with equal priority, which might not be true
always. Jingxi et. al [23] have also improved the QoE of 2D video conferencing by
increasing the buffer length at the receiver, therefore increase the network
bandwidth requirement. Work by Jiamin et. al [3] selectively de-animate videos, by
finding ROIs, with maximum movement, however they do not look at reducing the
network bandwidth utilization in a video streaming application. Also, Lining Yao
et. al [8] in their work Kinected Conference, try to address the issue of finding ROI,
however their goal is to create an interactive environment.
There has been significant work in terms of selecting regions of interest in a frame.
However most of the work had disadvantages in two categories: higher processing
time or less flexibility for the subscriber of the video to choose the region of interest.
In the paper by Richard P Schumeyer et. al. [18] the authors refer to sign language
in video conferencing. They select the regions of interests around arms and hands.
Since, hands and arms are most prominently used in this scenario. A flesh detection
algorithm was used to find the regions of interest. However, processing delays were
encountered during during periods of motion of the user.
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In another paper, by Yang Liu et. al. [15], the authors have used region-of-interest
(ROI) based bit allocation scheme to reduce the bandwidth usage in a
conversational video communication system. However the region of interest was
always taken to be the face of the user, which might not be the case always. Also,
the authors do not mention how video frames are being selectively blurred in
real-time. Object detection techniques used do not clearly specify how objects are
differentiated from one another, because often there are more than just one object
in most video frames.
Wen-Huang Chang et. al. [6], have proposed a technique of finding ROIs
automatically in videos, however the authors do not mention if such a method of
finding ROIs can be implemented in real-time or not. Also, it has been mentioned
that at max 3 regions of interests can be found in a video for user to focus on the
video, whereas no explanation has been given to support such a claim.
Most of the techniques as seen in the previous work has been either based on depth
based cameras, like Kinect, or dependent on face detection / flesh detection
algorithms. Such constraints make the present solutions non-scalable, and
impractical for a majority of the systems. Thus, to overcome these shortcomings, we
have proposed techniques that use parallel processing using GPUs and data-mining
algorithms, so that regions of interest could be formed from present available
hardware in real-time.
Motivation of this work is drawn from work of Daniel Simons [20] and Wanmin Wu
[22], who separately propose that a user does not concentrate on the entire video
frame, while performing an activity that requires attention. Daniel Simons [20]
refers to such a behavior as inattentional blindness, where the a video viewer
perceives and remembers only those objects and details that receive focused
attention. Similarly, Wanmin Wu et. al. [22] propose that every activity performed
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in a video, can be divided as a) gross-motor activities 2, and b) fine-motor activities
3. This division of videos helps us understand that video can indeed be divided into
two categories, dependent on the size of the regions of interest that can be formed,
i.e. 1) small regions of interest or 2) large regions of interest.
2Activities that occupy most of the video frame
3Activities that occupy only a small portion of the video frame
10
3 Design
Daniel Simons in ’99 carried out some psychological studies [4], which indicated that
a normal human brain4, might have inattentional blindness. In these studies, he
found out that when observers of a video were asked to perform an attention
demanding task, they would only focus on a part of the entire video frame, and
would ignore the rest of the video. In his famous gorilla experiment, nearly half the
viewers do not notice that a gorilla appears on the screen while they are busy
counting the number of times a ball is passed between the people in the video. So,
humans are generally not able to concentrate on the entire frame when watching a
video, and only focus at the portions where the most of the activity is happening.
The viewers observed only a small portion of the video frame, the size of about
100× 150 pixels, and were unaware of things happening in the other portions of the
video. We have used this concept to identify these regions where the user is
focussed. We call them regions of interest and use them to lower the bandwidth
requirement of transferring video frames over the network.
In all our discussions, we assume that a particular activity is being performed in
every video. For example, in a video-conferencing situation, this activity is most
commonly talking, and hence, we could intuitively say that the region of interest
would be the face of the speaker. Wanmin Wu in her paper, established that the
activities performed in tele-immersive systems can be broadly classified into two
categories: Gross-motor activities, and fine-motor activities. Gross-motor activities
are those activities that involve movements of large parts of body, for example,
dancing, where almost the entire body is moving. Fine-motor activities are this
activities that involve only small movements of limited parts of the body, for
4Who do not have AD / HD
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example, a person speaking or doing hand gestures to explain something. The
region of interest (ROI) represents the part of the video frame, that contains most
of the information being displayed, to achieve the goal in the activity. For
gross-motor activities, the ROI would cover a large part of the frame, whereas for
fine-motor activities, the ROI would be much smaller in size.
Thus a video can be divided into two parts: one contributing to achieve the goal of
the activity (contributing-part), and the other that doesn’t help to achieve the goal
of the activity (non-contributing-part). Using Simons’ theory, we understood that
video viewers, do not necessarily look at the non-contributing-part of the video, thus
we propose that, the non-contributing can be sent with lower resolution. The
contributing parts are actually the regions of interest, and are comprised of a subset
of all the pixels in a video frame.
In identifying the ROIs, we are differentiating the pixels in a video frame, so that
only the pixels belonging to the ROIs are important, and the others are not. The
basic idea is that the more significant pixels can then be sent in high quality,
whereas the less significant pixels could be sent in low quality5. In this work, this
has been achieved by partial blurring, where only the parts that don’t belong to
ROIs are blurred and the rest of the frame is kept intact. Doing this reduces the
number of bits required to represent the encoded frame, and hence reduces the
bandwidth required for the video conferencing application to work at a satisfactory
quality level.In this paper, we have presented a technique to identify the ROI in a
frame, before streaming the video over the network. To identify the ROI we have
taken a purely experimental approach, firstly classifying a video into one of the prior
mentioned activities and later forming ROIs depending on the activity being
performed by the user. This idea was tested on a video conferencing testbed, whose
5In a sender-receiver architecture over the internet
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architecture has been presented in Figure 1. Experimental results show that
network bandwidth required can be reduced to 42.4% of it’s standard value, for a
video containing fine-motor activity. For gross-motor activities, the required
bandwidth is reduced to nearly 62% of the standard value.
Understanding Simons [20] work, and to confirm that we could use this concept in
our work, we performed user studies to confirm that marking regions of interest in a
video would not affect the quality of user experience. To do this, we used three
videos, where the viewers were supposed to perform a task while watching the
video, like keeping track of a card when the presenter in the video is moving it
around. we introduced distractions in the background of each video, which were not
related to the task being performed by the observers. We then showed two different
versions of these videos to different groups of people. The first version didn’t have
ROI marked and the other one had ROI marked, and the non-ROI region had been
blurred out. We asked the two groups several questions to figure out their level of
satisfaction, and how easy it was to perform the task. It was interesting to see that
88% of the observers did not notice these distractions while doing the task,
supporting Simons’ theory of inattentional blindness, and confirmed that using our
method would not interfere with the satisfaction level of the users.
3.1 System architecture
Video conferencing solutions require two machines, the sender and the receiver to be
connected to each other over the network. This section describes how the sender can
send his/her video in real-time to the receiver, while being connected to the internet.
A video is a collection of pictures, and when lots of pictures are taken every second,
then they create a perception of movement. In a video, every picture is called a
video-frame, and for video conferencing, a set of frames are captured / second
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(called as FPS), to give the illusion of motion. Capturing videos using
video-cameras is a common place today. Video cameras connected to the internet
(web) are often called webcams. In this section we describe how video conferencing
works, using commodity webcams.
In a two-way video conferencing solution, there are two people, say A and B. Here
both (A and B) capture there own video, and send it over the internet, as well as,
they receive the video of the other. So, there are two sender-receiver pairs, where A
is the sender (of it’s own video) and the receiver (of B’s video), vice-versa for B.
To understand how the video is transmitted over the internet, lets analyze a
sender-receiver communication. Below is the design of the entire system, from
sender to receiver.
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Figure 1: Dual buffering is used at the receiver. Buffer A is copied to Buffer B before
a new frame is formed, using packets transferred over the internet, from the sender.
The video conferencing setup requires that the sender has a webcam, and both the
sender and receiver have internet connectivity, to communicate with each other.
Let’s say that video conferencing is initiated by the receiver and asks the sender to
send it’s own video to the receiver. In order to do that, the receiver and sender
create a network handshake, and negotiate the expectations while doing video
conferencing. These expectations are also called as the QoS parameters. These QoS
parameters depend on the available network bandwidth, the camera quality at the
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sender, the minimum video quality expectations by the receiver and the maximum
allowed quality of the video at the sender.
After these QoS parameters are negotiated, the sender starts capturing video frames
from the webcam on its own computer. These video frames are to be sent over the
internet to the receiver, but they are too big to be sent directly. Thus, the sender
splits these frames into smaller packets before being sent over the network. The
splitting of a video frame takes some time, during which the web camera captures
the next few frames. Thus, these frames are queue 6 in the sensors memory. All but
the oldest frame in the buffer just wait before they can be sent over the network,
however the oldest element of this queue is split into small packets that are sent
over the network to be received by the receiver. After being received by the receiver,
these packets need to be assembled together to form a complete frame, until then all
these packets are kept and accumulated in a buffer 7 in the computer memory. For
this setup, we have used a dual-buffering technique, where two buffers are kept in
the memory at a time. Such that, while a frame is being displayed, another frame is
formed (by collecting packets over the network to form a video frame). After the
frame is formed, by collecting packets from the network, it is ready to be displayed
to the receiver, and the frame that was being displayed till now, can be popped out
of the memory.
A video has a particular FPS 8, which means that every frame is shown for 1
FPS
seconds. This also means that every frame has ≤ 1
FPS
seconds to form the next
video frame, else the display would starve.
For our application, as discussed in the previous subsections, we find out regions of
6This queue is a temporary buffer, where video frames are stored before being sent over the
network
7temporary buffer
8FPS: Number of video frames displayed per second
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interests in a video, to reduce the required bandwidth for the video conferencing
solution. The regions of interest have to be formed at the sender side, before the
frame is split into multiple packets to be transmitted over the network. Hence, the
frames in the temporary buffer (or queue), are processed (i.e. finding out regions of
interest), before the video frame is split and transmitted as small packets, over the
internet, to the receiver.
According to our model, the regions of interest is found after applying an image
processing algorithm (discussed in section 4) on every frame that is in the
temporary buffer on the sender. The pixels 9 that do not belong to the ROI 10 pixels
were blurred, before being sent over the internet, however the pixels that belong to
the ROI were sent, as they were received from the webcam. The image processing
step of finding out ROIs has been discussed in the Figure 2, which presents a
flowchart of the steps that are being performed at the sender.
9A collection of pixels forms a frame.
10The ROI is a collection of pixels, that have a geometrical shape of a rectangle.
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Figure 2: Algorithm framework at the sender side
The blurring of pixels was done with the help of a GPU 11 to reduce the time
required to process each frame.
The flow chart in Figure 3 displays the sequence of steps that are being executed at
the receiver per frame.
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Figure 3: Steps at the receiver side
The design of the algorithms to find the regions of interest in a video, have been
11Refer Appendix-A for more details about parallel processing and using CUDA
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discussed in the following section. 12
3.2 Algorithm design for finding regions of interest
This section describes the design of the algorithms that are used to find the regions
of interest in a video conferencing application. The different approaches that we
have used to find ROIs have been discussed in separate sections below.
3.2.1 Approach I: Manual Selection of ROI
Using the system architecture of a video conferencing application, as described
above, we have seen that the receiver of the video doesn’t have much choice in
choosing the part of the video he/she wants to focus upon, i.e. the region of
interest. We propose that in a video conferencing setup, the receiver of the video
can / should be able to choose the part of the video he want to focus upon, in order
to focus on a smaller part of the video. This section can also be called as the region
of interest, for the receiver, chosen by the video receiving user.
We designed a system where the user, who is receiving the video can choose the
region of interest by drawing a rectangular box, directly on top of the video frame.
By drawing a box on top of the video frame, the receiver hence defines the
coordinates of the end points of the rectangular box. These coordinate points 13, are
then returned back to the sender, as the location of the region of interest, which is
used for selective blurring of every subsequent video frame.
If the user intends to change the ROI (manually selected rectangular box), then
he/she can re-draw the box with the help of a mouse interface, on top of the video
frame. This way, the receiver resends the coordinates of the ROI rectangular box,
12The regions of interest are formed at the sender side, because this way we can control the
required bandwidth before the video-frame is transmitted over the network.
13define coordinate points in a frame
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which are then updated at the sender side, and a new ROI is selected and sent in
high quality, whereas the pixels not belonging to the ROI are sent in low quality.
Figure 4: Manual Selection of region of interest
3.2.2 Approach II: Object Detection using OpenCV
The above method is good, because the user gives feedback to the sender about the
validity of the ROI. However, there are certain problems that arise in the above
algorithm. Firstly, the ROI has to be selected repeatedly, if the object inside the
ROI is moving in and out of the ROI repeatedly. Secondly, the user might not be
able to draw the most optimal size of the ROI, and thirdly, if there are more than
one ROIs then drawing them simultaneously can be a very complex task.
Thus, in this approach, we try using computer vision algorithms to find out regions
of interest automatically. Finding the objects in a video by using an object
detection algorithm (section 4), can list the number of objects in a video in each
frame. We consider every object in this approach to be a possible region of interest,
thus we mark every detected object as the ROI. As in the previous approach, pixels
outside the ROI were blurred and the pixels inside the ROI were sent as they were
received from the webcam.
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As we know, the object detection algorithm can be computationally expensive, thus,
we do not run the object detection on every frame, because it detects the same
object repeatedly when run every 1
FPS
second. This is a computational overhead,
because every object detection algorithm takes more than 1
FPS
seconds, thus, object
detection is done once every few frames, or a couple of times a second, to reduce the
computational overhead and still run smooth.
Figure 5: Automatic selection of objects using OpenCV
3.2.3 Approach III: Object detection using OpenCV and depth
information
The above method of selecting all the objects detected by the object detection
algorithm is not very accurate, because there are many objects in a video frame,
that might not be even important in the video conferencing application. Hence, we
consider another dimension of object detection, i.e. the depth information, the
distance from the camera to the object.
This is in lieu of the common practice of video conferencing applications that the
most important object is the one, which is the closest to the camera. Hence, using
depth information to find out the nearest object, we can only select this information
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at the sender side, and mark it as the ROI. This way, the objects in the background
would be marked as background, and be blurred like all other pixels not belonging
to the region of interest.
Figure 6: Disambiguation of objects using depth information from Kinect
3.2.4 Approach IV: Object detection using hardware acceleration
All the object detection algorithm we have discussed till now have no hardware
acceleration, i.e. without using any GPUs. This would increase the per-frame
processing time, which would slow down the video conferencing application, by
increasing the latency / jitter. Thus, we decided to include hardware acceleration
using GPU and introducing parallel processing to find objects in a frame. Distance
based classification of pixels was used in this approach, to differentiate pixels
belonging to ROI from the ones that do not belong to the ROI. Along with the
distance based classification, we integrate the edge detection algorithm to find the
nearest object by using a parallel processing.
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Figure 7: Object detection using edge-detection with GPU Acceleration
3.2.5 Approach V: ROI detection using DBScan, a Data Mining
approach
All the methods discussed till now for ROI detection have been either dependent on
the depth of the object, or have been manually selected by the user. However, we
wanted to design a method where the technique of ROI detection could be used
from 2D cameras, i.e. from our own computers / hardware and without additional
hardware, like kinect cameras. Also, we wanted a technique where the object
detection could be done automatically, with minimal or no human intervention.
Thus, we came up with the technique of integrating data mining algorithms with
multimedia system. Figure 8 shows how only the most important regions are
selected.
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Figure 8: ROI detection using DBScan, a data-mining approach
Here, we find the regions of interests in a particular video by finding the portions of
the entire video frame that shows maximum movement, assuming that the region of
interest would definitely move. This was implemented using a two round DBScan
algorithm. In the first round we formed clusters of pixels that showed maximum
movement, and in the second round we clubbed clusters of points that were very
close to each other. This algorithm also ran in real-time, hence it was usable for our
video conferencing application. Figure 9 also shows the similar concept again, but
with another video-frame.
Figure 9: ROI detection using DBScan, a data-mining approach
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3.3 Activity Classification and ROI
The concept of activity classification in a video was proposed by Wanmin Wu [22].
Thus, it can be inferred that people doing a video conference could be clubbed as
performing one of the two activities, a) gross-motor activity or b) fine-motor
activity. Wu classified activities like dancing, physiotherapy etc. as gross motor
activities, while activities that involved only hand, lips movement should be
classified as fine-motor activities.
After the ROI is selected, it is used to classify the activity in the video as a)gross
motor activity or b) fine motor activity, depending on the amount of movement and
the size of the object of interest in the video. We classify a particular video as
performing a gross motor activity or a fine motor activity, using the data-mining
technique described in the previous section to find the ROI.
Classifying a video as performing fine motor activity or gross motor activity can
thus be done using the data-mining technique described in the previous section ??.
This implies that the region of interest in a video is high for gross-motor activities
and low for fine-motor activities. The bandwidth, required for the video
conferencing application, is thus directly related to the ROI formed in the video.
Since, larger ROI means larger frame size, thus, we can clearly infer that the
bandwidth required (BReq) is related to ROI according to the equation below:
BReq ∝ 1
Size of ROI
(2)
There is an appreciable decrease in the network bandwidth requirements, for
fine-motor activities because they have a significantly smaller ROI. Thus, user
studies were carried out to make sure that the goal of the activity was not
diminished, while trying to reduce the network bandwidth requirements. Since the
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ultimate goal of the video conferencing solution is to deliver a satisfying experience
to the end-users, we believe that taking a more human-centric approach would be
beneficial. Similar questions have been asked for factors such as jitter [1],
audio-visual sync [21], latency [13], and frame rate [14] [2]. However, forming
regions of interest in video conferencing introduces a new dimension whose
perceptual impact is little understood. We evaluate the adaptation scheme of videos
with ROI formed, where all the pixels apart from ROI are blurred, and the
experimental results demonstrate that forming ROI in videos to reduce bandwidth
required for video conferencing solutions can be achieved without impairing the
perceived quality.
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4 Implementation
In this section we would explain the tools, libraries, plugins and methods used to
implement the designs that were explained in the previous sections.
Selection of ROI and post processing the video frame (i.e., selective blurring) is
computationally expensive, however from the design section we saw that all the
processing has for the video conferencing application has to be done in realtime.
Any video conferencing application demands realtime frame processing. Ideally this
time is around 40ms per frame, because for a smooth video play out the average
frame rate is around 25 FPS, i.e. 1
FPS
seconds per frame.
Ideally, each step of frame processing would take 60-80ms, which would reduce the
frame per seconds value to around 15 FPS. This video play out rate is also under
the acceptable limits, however this increases latency in the video conferencing
application. In order to restore the same video play out rate of 25 FPS, we use
parallel processing using hardware acceleration. This is possible because of the
NVIDIA graphics card, that was used to parallelize the video processing step, to
reduce the overall latency. Technical details of how the GPU reduces the processing
time per frame, can be seen in Appendix A.
In this section, we formally write down the algorithms, and describe the computer
systems that were used to achieve the goals of reducing network bandwidth
requirements, for a video conferencing application.
4.1 System description
The entire video conferencing solution was implemented in house using the python
programming language. Two systems were used to build a two-way video
conferencing solution. One of the system was a Apple’s MacBook Pro 13" retina
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display, however the other was Apple’s MacBook Pro 15" laptop with NVIDIA’s
graphics card for hardware acceleration.
The 13" MacBookPro was running with the following configuration, Intel i5 2.6GHz,
4th generation processors, with 8GB 1600 MHz DDR3 ram, Intel Iris graphics
processor with 1GB dedicated ram, running OSX 10.9 Maverics. However, the 15"
MacBookPro was running Ubuntu 12.10 Operating System, with Intel i7 2.4 GHz
2nd generation processor, with 4GB ram and NVIDIA 330M graphics card.
For all the methods, except method-4, where we use hardware acceleration, the
python programming language with version 2.7 was used, with OpenCV, numpy and
scipy integration. However, method-4 was implemented in the C programming
language, with CUDA support.
For python development, the following commands installed the required packages:
• Download and install macports,
• sudo port selfupdate
• sudo port install python27 py27− numpy py27− scipy
• sudo port install opencv + python27
• sudo port select −−set python python27
Following this, OpenCV packages could be used in python, from the terminal.
However, the development was done in the Eclipse IDE, thus plugins have to be
installed in the eclipse IDE. The PyDev package has to be installed to run python
code from eclipse IDE.
It can be installed from the eclipse→ Help→ Install new software→ Enter
repository location and find packages (www.pydev.org/update). Among the found
packages, the PyDev package was installed for eclipse. This method of installation
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of the PyDev requires an internet connection. However, there exist methods that do
not require an internet connection for this package, which have not been listed here.
For method-4, we installed the CUDA developer SDK from NVIDIA, for code
parallelization.
4.2 Algorithms
This section discusses the algorithms for the different approaches that were used to
get the ROIs in a frame. In the algorithms that have been explained below, the
receiver receives packets over the network, and assembles them into one frame. The
sender on the other hand takes frames from the webcam and puts them in the queue.
The item at the head of the queue is split into packets and sent over the network to
the receiver. The receiver collects these packets and forms a video-frame out of it.
So, in the bigger picture, the sender sends FPS frames per second to the receiver
and the receiver receives FPS frames per second. However, the due to low network
bandwidth, congestion or other network problems, the user experience can be
degraded. Thus, we use ROI detection techniques to reduce the effective bandwidth
required over the network. Below we present algorithms for finding out the ROI at
the sender side, while the video-frames are in a queue, before being sent to the
receiver.
4.2.1 Approach I: Manual Selection of ROI
As explained in section 3.2.1, the regions of interests can be found using the manual
box selection technique. Below, we formally present the algorithms. It should be
noted that all the three algorithms mentioned below are running as parallel threads.
The algorithm below, processes each frame that is stored in the bufferQueue, and
before it is sent to the senderQueue.
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Algorithm 1 Capture frames from webcam and put into queue
% Start video capture from webcam at the sender.
queueSize = 10 % constant video buffer size.
senderQueueSize = 1000 % for holding video packets, so that they don’t overflow.
bufferQueue = Queue(queueSize)
senderQueue = Queue(senderQueueSize)
capture = cv2.VideoCapture(0) % argument 0 connected camera
processAndSend = ProcessAndSend(bufferQueue, senderQueue)
processAndSend.start()
while ( True ) do returnValue, frame = capture.read()
if (frame != NULL) then
bufferQueue.put(frame)
end if
time.sleep(frameInterval)
end while
Algorithm 2 ProcessAndSend: Region of interest by manual box-selection
%Receiver draws a box in video. Coordinates of the box are sent back to sender.
%Pixels not belonging to ROI are blurred.
topLeftCorner = (x, y) % Received from the receiver
widthHeight = (w, h) % Received from the receiver
% Process every frame in the buffer queue
while ( ! bufferQueue.isEmpty() ) do
frame = bufferQueue.pop()
copyFrame = frame.Copy()
copyFrame = cv2.GaussianBlur(copyFrame)
selectedMatrix = cv.GetSubRect(frame, (topLeftCorner, widthHeight))
frame.setImageROI( copyFrame, (topLeftCorner, widthHeight))
cv.Copy(selMatrix, copyFrame)
cv.ResetImageROI(copyFrame)
cv.Copy(copyFrame, frame)
bottomRight = (topLeftCorner.x+w, topLeftCorner.y+h)
cv.Rectangle(frame, topLeftCorner, bottomRight, 255)
processedFrame = numpy.asarray(frame)
% Put frame in senderQueue, to be sent from sender to receiver.
senderQueue.push(processedFrame.Copy())
end while
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The algorithm below sends each processed-frame, obtained from the
ProcessAndSend algorithm, to the receiver. The frames are split into smaller
network packets before being sent over the network.
Algorithm 3 Send video frames over the network to the receiver from the sender
bufferQueue = Queue(bufferQueueSize)
senderQueue = Queue(senderQueueSize)
capture = cv2.VideoCapture(0) % argument 0 -> connected camera
processAndSend = ProcessAndSend(bufferQueue, senderQueue)
processAndSend.start()
while ( ! senderQueue.isEmpty() ) do
frame = senderQueue.pop()
% Split frame into small parts to be accommodated as a network packet.
frameArray[] = frame.split()
for i = 0 to frameArray.count() do
% Every packet that is formed from the frame is sent over the network.
sendPacketOverNetwork( frameArray[i] )
end for
end while
4.2.2 Approach II: Object Detection using OpenCV
As explained in section 3.2.2, the object section technique can also be used to find
the ROIs. As explained earlier, these objects can be found at the sender side, before
the frame is sent out to the receiver. The algorithm to capture the frame from the
webcam, which also includes the processing step (to find ROIs) has been mentioned
below, in algorithm 4.2.2.
The above algorithm also sends the processed frames in the senderQueue using the
algorithm mentioned in Approach 1, algorithm 3.
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Algorithm 4 ProcessAndSend: ROI by object detection, and selective blurring
%selectiveBlurring: Pixels not belonging to the ROI are blurred
frameCount = 0
while ( ! bufferQueue.isEmpty() ) do
% Process every frame in the buffer queue
frame = bufferQueue.pop()
if (frameCount % GOP 14 == 0) then
% Object detection algorithm.
objects[] = frame.DetectAllObjects()
frameCount += 1
end if
blurredFrame = cv2.GaussianBlur(frame.Copy())
for i = 0 to objects.count() do
topLeftCorner = objects[i].topLeftCorner()
widthHeight = objects[i].widthHeight()
selectedMatrix = cv.GetSubRect(frame, (topLeftCorner, widthHeight))
frame.setImageROI( blurredFrame, (topLeftCorner, widthHeight))
cv.Copy(selectedMatrix, blurredFrame)
cv.ResetImageROI(blurredFrame)
end for
cv.Copy(blurredFrame, frame)
processedFrame = numpy.asarray(frame)
senderQueue.push(processedFrame.Copy()) % Deep copy.
end while
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4.2.3 Approach III: Object detection using OpenCV and depth
information
As explained in section 3.2.3, this technique combines the object section technique
and depth information using Kinect cameras, to find the ROIs. Everything apart
from finding the ROI remains the same for approach 3, as compared to approach 2.
Algorithm 5 ProcessAndSend: ROI by nearest object detection using kinect camera
% Pixels not belonging to ROI are blurred.
frameCount = 0
while ( ! bufferQueue.isEmpty() ) do
% Process every frame in the buffer queue
frame = bufferQueue.pop()
if (frameCount % GOP == 0) then
objects[] = frame.DetectAllObjects()
frameCount += 1
end if
% Object with least average depth
selectedObject = findNearestObject( objects[] )
blurredFrame = cv2.GaussianBlur(frame.Copy())
topLeftCorner = selectedObject.topLeftCorner()
widthHeight = selectedObject.widthHeight()
selectedMatrix = cv.GetSubRect(frame, (topLeftCorner, widthHeight))
frame.setImageROI( blurredFrame, (topLeftCorner, widthHeight))
cv.Copy(selMatrix, blurredFrame)
cv.ResetImageROI(blurredFrame)
cv.Copy(blurredFrame, frame)
processedFrame = numpy.asarray(frame)
senderQueue.push(processedFrame.Copy())
end while
4.2.4 Approach IV: Region of interest selection using edge detection
and parallel processing.
In this section we describe the algorithm where we find the region of interest by
classifying pixels as near the camera or far from the camera. This technique again
uses the kinect camera, to find the depth of every pixel. The edge detection
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Algorithm 6 findNearestObject: Find the object that is the nearest to the camera
% Depth of all the objects in the matrix is noted from the depth matrix.
% ObjectArray is input.
minDepth = ∞
objectDimensions = (0, 0, 0, 0)
for (x, y, w, h) foreach object do
if if (averageDepth(x, y, w, h) < minDepth) then
minDepth = averageDepth(x, y, w, h)
objectDimensions = (x, y, w, h)
end if
end for
return objectDimensions
algorithm detects the edge of the objects using the depth matrix for every pixel. So,
we propose that if two adjacent pixels have significantly different depths, then those
two pixels form the boundary of the object, that is in the front (among the two
objects).
This analysis is done on each row of the video-frame 15, and in each row, the edge
detection algorithm is applied, separately. In every row of the depth matrix, the
average depth is calculated, from the depths of all the pixels in that row. Next, all
the pixels that have a depth less than the average depth (i.e. have a higher
probability of being the nearest object), are considered to be in the region of
interest.
This algorithm forms histograms on the RGB values for all the rows of pixels in
each frame. This is executed in parallel using the GPU, hence, there would be 480
threads executing in parallel, for each frame.
15By default the video-frame is assumed to be 640 X 480 pixels
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Algorithm 7 ProcessAndSend: ROI by edge-detection, depth cameras and parallel
processing
% Pixels not belonging to ROI are blurred.
frame = bufferQueue.pop()
editedRowsArray[] = executeInParallelForAllRows( frame )
editedFrame = [][]
rowNumber = 0
for editedRow foreach in editedRowsArray do
editedFrame[rowNumer] = editedRow
rowNumber += 1
end for
senderQueue.push(editedFrame.Copy()) % Deep copy.
Algorithm 8 ExecuteInParallelForAllRows
% Row is input.
maxDepth, minimumDepth = - ∞, ∞
max, min = findMaxMinInArray( inputRow )
for i = 0 in i < inputRow.size() do
if ( inputRow[i].depth > avg(min, max) ) then
inputRow[i].toBlur()
end if
end for
return inputRow
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4.2.5 Approach V: Using DBScan to find ROIs, a data-mining approach
for multimedia systems
In this algorithm, we introduce an approach, where the ROI detection can be done
without using additional hardware, i.e., kinect cameras. Here we find out pixels in
the frame that show the maximum movement, and mark them as the region of
interest. To obtain such pixels, we calculate the absolute difference of the RGB
values of any two consecutive frames, and the pixels that show any movement have
non-zero differences. These differences are summed up for a set of frames 16, and the
pixels that show the maximum movement among these GOP frames, can be called
as the region of interest.
This technique of finding out pixels in a frame, that show the maximum movement,
is equivalent of finding out the cluster of points in the sum of differences matrix,
that have the maximum numeric values. However, these points might be
discontinuous, thus we run a data-mining clustering algorithm, DBScan, to find the
cluster of such points that have the high numeric values. After running the
algorithm on realtime video, we found that these clusters were very near to each
other and their sizes were very small, whereas our requirements of a region of
interest is a contiguous region of points that show maximum movement. Thus, we
design a two step DBScan algorithm, to find the region of interest.
In the first step of the two step DBScan algorithm, we cluster the points in the
image matrix that show maximum movement, i.e., the points with large numeric
values. In the second step, we combine the nearby clusters into a larger cluster.
After that we find the contours on that image, to demarcate the regions of interest.
Since there are more than just one contour, we form the region of interest as the
contour with the maximum area.
16called GOP: group of pictures
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Running the DBScan algorithm is computationally expensive on large data, and has
a runtime complexity of O(n log n), where n is the number of pixels in a frame i.e.
640X480 pixels . However, we present a technique to run the DBScan like clustering
algorithm in O(n ∗ k) time, where k is  log n. Also, k is the size of the kernel
matrix in Gaussian Blur. It is important to see that by using hardware acceleration
for image blurring would reduce the runtime complexity to O(n).
Algorithm 9 ProcessAndSend: Region of interest using DBScan a data mining
approach
% (bufferQueue, arrayOfDiffFrames, frameNumber) are input parameters.
previousFrame = bufferQueue.pop()
presentFrame = bufferQueue.pop()
bufferQueue.push(presentFrame)
diff = differenceOfFrames( previousFrame, presentFrame )
arrayOfDiffFrames.append( diff )
frameNumber += 1
if (frameNumber == GOP) then
frameNumber = 0
%Sum of differences of RGB values at each pixel, for a set of GOP frames
sumOfDiff = sumOfFrames ( arrayOfDiffFrames )
gray = cv2.cvtColor(sumOfDiffs, rgb2gray)
% Clustering points by blurring and thresholding, on grayscale images
blur = cv2.GaussianBlur(gray, (k,k), 0)
ret,thresh = cv2.threshold(blur, imageThreshold, 255, binaryThreshold)
blur = cv2.GaussianBlur(thresh, (k,k), 0)
ret,thresh = cv2.threshold(blur, imageThreshold, 255, binaryThreshold)
contours, hierarchy = cv2.findContours(thresh)
end if
if len( contours ) > 0 then
% Blurring everything outside the contour region with maximum area.
contourWithMaxArea = contours.findContourWithMaxArea()
processedFrame = (selectiveBlur(presentFrame, contourWithMaxArea))
senderQueue.put(processedFrame, True, timeout)
end if
senderQueue.push(processedFrame.Copy()) % Deep copy.
All the above implemented algorithms were run in a video conferencing testbed,
that has been described in the experiments section, and the obtained results have
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been discussed there as well. Along with these algorithms, a psychophysical
approach was also used, by conducting user experiments in order to validate our
proposal of finding out ROIs in a video conferencing application and it’s impact on
user experience.
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5 Experiments
5.1 Lab experiments
5.1.1 Experimental Testbed
The video streaming testbed, was setup inside a lab, on two laptops connected via
LAN. The first laptop had 8GB Ram, Intel i5 processor, Intel Iris pro-graphics card
with 1GB dedicated ram, whereas the second computer had 4GB RAM, Intel i7
processors, NVIDIA 330M graphics card. Both the laptops were MacBook Pros
from Apple Inc, running OSX 10.9, Maverics, with a webcam with 2MP resolution,
frames of dimension, 640× 480.
Some, of the image processing algorithms were hardware accelerated using CUDA
and the speedup obtained because of using GPUs has also been presented.
Performance metrics for video conferencing like latency, jitter, packet size, and
network bandwidth utilization were measured for all the different ROI detection
approaches, while running the application for around 2 minutes. For all the
following graphs, a point on the X-axis represents a frame captured by the webcam,
and transmitted over the network from the sender to the receiver.
5.1.2 Results
We compared the hardware acceleration obtained by parallelizing the object
detection algorithm, and observed a huge difference in the running times because of
using parallelization techniques. Below we compare the object detection algorithm
using serial and parallel implementations. The serial implementation uses CPU
processing power only, whereas, parallel processing makes full use of the available
GPU processing power.
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Figure 10: Object detection in real-time using GPU Acceleration
It was observed that object detection using the serial implementation (in OpenCV)
on an average took 318ms, however the same task using parallelization algorithms
took only 50ms, with a speedup of around 6.4 times. Since the average time taken
for object detection was nearly 50ms, this image processing could be done every
frame, which would yield an acceptable frame rate, of around 20 frames per second,
for a decent video play out.
It was found that parallelization also gave a huge boost to the blurring algorithm.
After experiments it was found that the naive approach of blurring a frame, using
serial implementation took around 1458ms. However, using CUDA parallelism, the
same algorithm took around 28ms to blur every frame, giving a speedup of
approximately 47 to 50 times. The graph below shows the distribution and time
taken for some of the samples.
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Figure 11: Comparison of the image blurring technique (Serial Vs. Parallel)
Huge improvement in processing times were obtained by using parallelization
methods, for both ROI detection and selective blurring. The total processing time
came close to 100ms, which made per-frame processing, possible while maintaining
acceptable video play out. However, this reduced the FPS of the video being played
out at the receiver, however it was found to be under acceptable limits for user
experience, after performing user experiments. The network performance has been
analyzed and presented below in figure 12, for the video conferencing application
while comparing the various ROI detection algorithms.
It was observed that the DBScan algorithm for finding out regions of interest using
the data-mining approach, took significantly lesser time, and had a smoother video
play out, as compared to all other techniques. This can be attributed to the
processing time for each frame, via the DBScan algorithm. As seen below, the
average latency of the approach was nearly 34ms, and the average jitter < 10ms. It
is interesting to see that the average latency / jitter for the DBScan like algorithm
for images, ran with lower latency and lower jitter than the normal video
conferencing application.
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Figure 12: End-To-End Latency after using GPU acceleration
Figure 13: End-To-End Jitter after using GPU acceleration
The end-to-end latency includes the time to process each frame at the sender and
the time it takes to transfer the frame from the sender to the receiver and to be
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displayed at the receiver end. For the first approach, where no ROI is detected, the
average latency is around 35ms, but the bandwidth requirement is around 1.8MB/s.
In the box select algorithm, the average latency increased to 138ms, and for the
object detection algorithm, the average latency was close to 200 ms. However, as
the latency for the DBScan like algorithm is nearly 34ms.
The high value of latency for the object detection approach was because the object
detection algorithm took nearly 260ms per frame. Thus, clearly this algorithm could
not be executed every frame, as the rate at which the frames are being transferred
would be so low that it would ruin the quality of video at the receiver end, leading to
freezing video most of the times. After experimentation, it has been observed that a
latency of up to 80ms is acceptable for a video conferencing application. However,
in order to find the objects, the object detection algorithm was executed in parallel,
and every 10th frame. Using GPUs for object detection and selective blurring,
improved the performance of the application, as the end-to-end latency reduced to
nearly 138 ms per frame, and gave a smoother video play out at the receiver.
The bandwidth requirements for various approaches were also analyzed, using the
average packet sizes required to send the video frames, in these different approaches.
The comparison graphs in Figure 14 showed us that video packet sizes were most
favorable using the box-select technique. However, the object detection algorithm
reduced the packet size considerably to nearly 31, 274 bytes, whereas the
DBScan-like algorithm had video packet sizes periodically distributed over time.
This periodicity does not lead us to any inference, because it is related to the
content in the video, and the amount of motion in the video.
Although the video packet sizes in the DBScan algorithm were found to be large
some times, the average bandwidth requirement for this algorithm was reduced to
812Kb/s, as compared to the 1.8Mb/s in the earlier approaches.
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Figure 14: Comparison of the packet sizes
Similarly, Figure 13 shows the jitter experienced for the four techniques mentioned
above. It is very clear from the results that using both the box-select and the
hardware-accelerated object-detection techniques give significant reductions in jitter
at the receiver end. Using object-detection without the parallelization actually
increases the jitter even when compared to using no ROI detection, as we are
performing the processing at every tenth frame. So, the latency for every tenth
frame is manifold compared to the other nine frames, giving rise to a high jitter.
However, the DBScan algorithm has a more consistent video play out rate, leading
to lower jitter, and more consistent latency on a network, while performing video
conferencing.
From the above techniques, it was found that the packet sizes were reduced by using
ROI detection in all of the approaches by different amounts. More specifically, we
observed a reduction of 60%, 45.71%, 25.71% and 42.4% for the techniques
manual-boxing, object detection, object-detection-using-hardware-acceleration and
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ROI detection using DBScan, respectively. The required-bandwidth using GPU
acceleration has increased because the number of objects being detected in our
object detection after using GPU-acceleration is not very accurate. The DBScan
algorithm also measures more background, because of the changing lighting
conditions. So, a change in the lighting condition or movement of a shadow, also
contributes to some motion, and our algorithm tries to detect such objects also,
which shouldn’t be the case. The following equation explains how we can calculate
the bandwidth requirement for these approaches, as discussed earlier.
BWReq = FPS ∗ FrameSize ∗ Channels ∗ CompressRatio ∗Optimization (3)
The term optimization above refers to the percentage savings, because of the
selective blurring techniques.
5.2 User experiments
The main aim of these user studies was to test and confirm the major assumption
and hypothesis of this entire work, which is that if we show only the ROI in full
quality and blur out the rest of the part of a video frame, the quality of the video as
perceived by the viewer does not get affected and he still understands the activity
being performed in the video.
The source of this assumption is Daniel Simons’ [20] work, where he establishes that
human beings demonstrate inattentional blindness, which basically means that we
do not notice anything happening in our surroundings while being absorbed in the
inspection of something. In other words, focusing our attention on a certain object
may happen to such an extent that we cannot perceive other objects placed in the
peripheral parts of our visual field, although the light rays they emit arrive
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completely at the visual sphere of the cerebral cortex. Simply put, this means that
human brain can focus only on a small portion of a video frame at a time, and
hence, the rest of the frame becomes insignificant.
Our studies are based on his studies, and we want to test this corollary that we have
established from his work. We have users watch two versions of the same video, but
one with the partial blurring done based on ROIs, and one without it. We use three
videos, where two involve fine-motor activities, and one involves gross-motor
activities. The users are supposed to perform a task while watching the video, like
counting or keeping track of moving things. All these videos include distractions in
the background and we are trying to prove that even if they are not blurred out, the
user wouldn’t notice them, and hence, blurring them would not affect the user’s
satisfaction level.
5.2.1 Participants
We followed the ITU standard in conducting the experiment [12]. Eighteen adult
participants were recruited from the University, primarily graduate students in the
Department of Computer Science. All had normal or corrected vision. 12
participants were Asian, four were American and two were from Europe. The
sample consisted of 6 women (33.33%) and 12 men (66.67%).
5.2.2 Videos and Associated Tasks
For the user studies three videos were recorded, two for fine-motor activities and one
for a gross-motor activity.
For the first video, 4 students were asked to move around in a circle, while passing a
ball around. The observer of the video had to count the number of times the ball
was passed from one person to another. This task (task-1) was considered to be a
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gross-motor activity, because a major part of the body was moving while occupying
a large part of the frame.
In videos 2 & 3, a student was shuﬄing three cards around on a table & playing
with lego blocks, respectively. For both of these videos, the actual activity
happening in the video could be represented by a small region in the video frame,
hence fine-motor activity. The observer of the video in task-2 had to keep track of
one of the cards, and in task-3 they had to count the number of lego blocks used, in
the duration of the video. Representative photos can be seen in Figure 15.
Table 2 summarizes all the possible activities, tasks and regions of interest, for the
user experiments.
Table 2: Possible values for each parameter
Activity gross motor + Background activity
fine motor + Background activity
Task counting ball passes
tracking a card
counting lego blocks used
Region of Interest large ROI
small ROI
5.2.3 Distractions
Distractions were introduced in between the recordings of the video of every task.
For task-1, distraction-1 was a video that was played in the background while the 4
people were passing the ball around. Whereas for distraction-2, a 5th person was
introduced in the video, and he was asked to walk in the background. For task-2
(cards shuﬄing), distraction-1 was a video that was played in the background, while
the person was still shuﬄing the cards. Distraction-2 was when a second person put
a cap on his head, without coming into the video frame. Task-2 and Task-3 had the
same distractions.
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Figure 15: Figures of the three different activities and their corresponding figures
with selected ROI. In sequence, (a) Ball passing, (b) Cards shuﬄing, (c)Lego blocks
5.2.4 Procedures
For the user studies, subjects were presented with the videos from the three tasks-1,
2 & 3 , that is, ball-passing, cards-experiment, and the lego-experiment respectively.
Then, the same subject was shown videos from task-1, 2 and 3, that had a marked
ROI. The subjects were again asked to do the same task. Representative images for
these tasks can be seen in figure 15, in top and bottom row, respectively. Each
video was 30 seconds long and a gap of 10 seconds was given, between any two
consecutive videos presented to the subject.
In the questionnaires posed at the end of experiment, we asked if the distractions in
the video were observed by the subjects, in order to confirm Simon’s hypothesis of
inattentional blindness and to see if marking ROI affected their understanding of
the video.
5.2.5 Observations
62% of the subjects said that they were not distracted and didn’t notice any of the
distractions in the background. However, 27% of the participants did notice some
distractions in the background, but they were not able to tell exactly what
happened. Also, they were asked, if blurring the pixels that didn’t belong to the
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ROI interfere in doing the task for each video. The results compiled from their
answers are presented in the next section.
MOS17 of the video viewing experience (for all videos with marked ROI) has been
found as 4.42 on a scale of 5 18 with a std. dev. 0.52, and median 4.5. A high value
of mean opinion score, indicates that forming ROI in the video was not intrusive for
the subjects to achieve the goal of the activity. Also, it can be inferred that the
subjects were happy at the end of the user-study.
It should be noted that, a high MOS value can be attributed to the high percentage
of people with inattentional blindness. As noted above, nearly 88% i.e., (16 out of
18), and hence forming ROIs in a video frame was not found to be intrusive. The
results obtained also substantiate Simmons [20] study.
17Mean Opinion Score
18Where 5 stands for a video with no ROI
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6 Discussion
From the experiments performed as described in the previous section, we were able
to confirm that the technique of using partial blurring based on the detected ROIs
in a video frame, would drastically reduce the bandwidth requirement for video
conferencing, maintaining the quality of user experience at the same time.
In this section, we try to give a more concrete and mathematical representation of
the actual bandwidth reduction achieved in doing so. Once, we have detected the
ROI and performed partial blurring of the non-ROI part of the frame, we also
perform compression before sending the frame out on the network.
MJPEG encoding was taken as the encoding technique to minimize the end-to-end
latency while streaming videos. Although, H.264 compression would give a better
compression-ratio, but for the purpose of this project, we have used MJPEG
compression. This is because MPEG-4 and H.264, introduce buffering latency,
which is nonexistent in MJPEG encoding, since every frame is independently
encoded and transmitted over the network.
Under the present scenario, the network bandwidth requirement is given by:
BReq = FrameSize ∗ Channels ∗ CompressionRatio ∗ FrameRate (4)
BReq = (640 ∗ 480 ∗ 3 ∗ CompressionRatio ∗ 20) (5)
In the previous section, we saw the experimental results from the lab experiments
and user studies. To get a more holistic idea of the results, and how we can combine
the two, and understand how effective our techniques are in real scenarios, we
transferred the videos in the three tasks over the network.
Analysis of the network bandwidth requirement for all the three tasks indicate that
videos with a marked ROI would have two compression ratios, CR1 and CR2. CR1
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would be for the pixels that belong to the ROI, and CR2 would be for the pixels
that lie outside the ROI, in the same video frame. The relation between CR1 and
CR2 would be,
CR1 CR2
From Figure 15, it can be concluded that fine-motor activities would require a
smaller ROI, as compared to gross-motor activities. After experiments, it has been
found out that, task-1, task-2 & task-3 required 1120 Kb/s, 737.28 Kb/s and 816.2
Kb/s, respectively, showing that gross-motor activities would have a higher
bandwidth requirement than fine-motor activities.
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7 Conclusion
The paper presents a novel technique to compress videos by forming region of
interest (ROI) depending upon the activity being performed in the video, thereby,
reducing the network bandwidth used for video streaming. We have presented a
video conferencing application to increase the usability under low bandwidth
conditions. We decrease the bandwidth requirement by enabling selection of regions
of interest (ROI) in the frame and sending the pixels of ROI in high quality while
blurring the pixels outside ROI. We were able to reduce the frame size by 40%
compared to frame size without regions of interest.
To enable smooth streaming of videos, we have used GPU acceleration so that the
proposed processing can be performed at each frame to remove jitter, and freezing
frames. We were able to achieve significant speedup of 47 times in blurring
compared to serial implementation and around 7 times in object detection compared
to a similar object detection algorithm in OpenCV. This reduced the processing
time from 1.4 seconds to 30 ms for blurring and from 300 ms to 50 ms for object
detection, leading to an end-to-end latency of around 120 ms, which allows per
frame processing when the frames per second are reduced to an acceptable number.
Our DBScan like region of interest detection algorithm is a technique, where we
bring together data-mining techniques to multimedia systems to find out pixels in a
frame that contribute to movement of objects inside the frame. The implementation
of the algorithm has been improved because of the hardware parallelization, because
our version of DBScan uses repeated blurring and thresholding of the image frame,
in order to cluster points that contribute to motion inside the frame. It was found
that this algorithm ran while giving a network latency of at max 38ms per frame,
which is well inside the acceptable limit for a smooth video play out at the receiver.
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We believe our technique of forming regions of interest would increase the usability
of the application under conditions of low bandwidth and increase user engagement,
because users will probably concentrate more on the task at hand, rather than
distractions inside the video. User studies were also done to understand the quality
of user experience when partial blurring is done and the viewer saw these processed
video and compared them to the original video. We observed that the mean opinion
score (MOS) of 4.42 was obtained, on a scale of 5. This indicated very high user
satisfaction, and confirmed our theory that partial blurring wouldn’t affect user
interaction with the video.
7.1 Challenges
Video conferencing applications require the interval between two successive frames
be around 30ms (acceptable 100ms). Hence, efficient parallel algorithms were
implemented, to reduce processing time (blurring and object detection) to fall
within this acceptable interval. After object detection, we used depth information
from kinect camera to eliminate objects which were not of interest. However, both
those algorithms required additional hardware (new cameras), and the algorithms
did not run in real time. Thus, we implemented a more intuitive technique, which
was based on the concept that the region of interest in a video is the portion of the
video, with maximum movement.
7.2 Future Work
Better Object Detection algorithm We intend to develop a better object
detection algorithm that identifies the contour of the object more precisely.
This will narrow down the pixels of interest even more thereby reducing the
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frame size even more. However, this might increase processing time and there
might be a trade off we have to consider.
Extension to mobile devices This algorithm would be very useful in mobile
devices, which are heavily bandwidth constrained because lower network
capabilities.
Encoding Formats Extending the algorithm to encode video frames using
MPEG-4, H.264 encoding algorithms.
3D Video Applying the same techniques to 3D Tele-immersive systems, to reduce
the network bandwidth used.
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Appendix
Appendix A: Parallel Processing
In this section, we provide a brief background on GPU (Graphical Processor Unit)
computing explaining the architecture along with programming in CUDA. Until
recent years, GPUs were used only to render graphics. Today, GPUs are used to
achieve massive parallelism in computation and their usage is becoming more
commonplace to achieve high performance in applications.
GPU computing is the use of a GPU together with a CPU to accelerate
applications. GPU computing offers high performance by oﬄoading
compute-intensive portions of the application to the GPU, while the remainder of
the code still runs on the CPU. From a user’s perspective, applications simply run
significantly faster. CPU + GPU is a powerful combination because CPUs consist of
a few cores optimized for serial processing, while GPUs consist of thousands of
smaller, more efficient cores designed for parallel performance. Serial portions of the
code run on the CPU while parallel portions run on the GPU.
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Appendix B: GPU Architecture
Figure 16 shows the architecture of a modern CUDA-capable GPU. It is organized
into an array of highly threaded Streaming Multiprocessors (SMs). Two SMs form a
building block. Each SM has a number of streaming processors (SPs) that share
control logic and instruction cache. As an example GT200 supports 1024 threads
per SM, 240 SPs and up to about 30,000 threads per chip. These threads are
organized as grids and blocks with each grid having multiple blocks and each block
housing hundred of threads. There is a hierarchy of memories in a typical
CUDA-enabled GPU. Fig 17 shows the hierarchy. The GDDR DRAM is called
Global Memory (100s of cycles) and is the slowest. Constant Memory is read only
memory (1 cycle). These two memories are shared between all the threads of the
system. Shared Memory (1-2 cycles) is shared among all threads in one block and
Registers are thread specific memories and are the fastest.
Figure 16: Shared memory architecture
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Figure 17: Hierarchy in a GPU
Appendix C: CUDA programming
CUDA is the parallel computing platform and programming model created by
NVIDIA. With extensions to standard programming languages like C/C++,
programmers will be able to access CUDA platform on the GPU. Figure below
shows the typical flow of processing in CUDA.
A CUDA program consists of both CPU and GPU parts. The CPU called the host
initializes the execution environment setting up the number of threads, blocks and
copying data from host to GPU which is often called device. There is a special
function called kernel function which executes on the GPU with the parameters set.
The kernel is executed as a normal function call with parameters specified in Figure
18. Once the kernel finishes execution data is copied back from the device to host.
This project used the convolution algorithm implemented in CUDA. The more
interested reader can refer to the code samples provided by NVIDIA at their
developer website.
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Figure 18: Processing flow in CUDA
Figure 19: GPU kernel architecture
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