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INTRODUCTION 
The growth of the Internet only foreshadows what will happen with 
globally distributed information resources in the coming century. Coping 
with current problems of organization and retrieval using present-day tech-
nological solutions will not be enough for tomorrow's users . Some of the 
questions we discussed at this clinic include: 
• What interface, browsing, and navigation tools are on the drawing board 
or in prototype systems which may help to improve subject access? 
• Do the designers of digital library systems envision a role for more 
traditional library classification schemes and thesauri? If yes, how will 
they be made more visual and useful than they are now? If no, how will 
metadata and full text repositories be accessed and organized and what 
kinds of tools will provide term suggestion and representation of re-
lated concepts? 
• What new tools exist to create visual displays of vocabulary choices and 
term relationships to improve browsing and search negotiation in ei-
ther collections of full-text information or information surrogate files 
on the Internet, on CD-ROM, OPACs, and other information-search-
ing tools? 
• How will the new systems handle the Interspace where switching vo-
cabularies will be needed to access and search federated and 
unfederated repositories of full-text information in various languages? 
• Has the cognitive research and user modeling efforts produced some 
results which could impact subject access tool design? 
Speakers to address these issues have been drawn from various com-
munities of research and development here and in Europe: digital library 
developers , interface and visualization experts, bibliographic system ven-
dors, cognitive researchers, librarians, and information service providers. 
The 34th Annual Clinic on Library Applications of Data Processing: 
Visualizing Subject Access for 21st Century Information Resources was 
organized by co-chairs Pauline Atherton Cochrane and Eric H . Johnson 
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with sponsorship from the Graduate School of Library and Information 
Science at the University of Illinois at Urbana-Champaign (UIUC). It was 
held on the campus of UIUC at the Beckman Institute for Advanced Sci-
ence and Technology on 2-4 March 1997. Summaries of individual ses-
sions from the conference follow. Demonstrations were held on the sec-
ond evening of the conference and included IODyne, VIBE, the Digital 
Library Initiative, and UIUC imaging projects including the Museum Edu-
cational Site Licensing Project. 
The keynote address by Roland Hjerppe set the tone for the confer-
ence by emphasizing the various sensualizations besides visual that biblio-
graphic databases and similar representations can serve. Hitherto usually 
static visual presentations (in library catalogs, printed indexes, and else-
where) could now be facilitated by a range of new tools and techniques, but 
he warned that improvements are impeded by legacy metadata structures 
with individual static documents and a lack of methodologies for genera-
tion and description of dynamic document collections and subject vocabu-
laries. 
The next session emphasized the world of distributed repositories and 
difficulties surrounding subject access. Tamas Doszkocs and Raya Fidel 
presented papers which illustrated simultaneous searching and the need 
for information filtering. This was followed by two presentations which 
pitted full-text access systems against those with controlled vocabulary in-
dexing. Jessica Milstead emphasized the value of thesauri and David Dubin 
described the dimensions and discriminability possible if similarity rela-
tionships between documents could be visualized. 
To discern what we have learned from Cognitive Research projects, 
Nicholas]. Belkin and Bryce Allen reported on their own projects and on 
related exploratory research which is trying to determine the influence of 
spatial abilities on visualization and how displays can provide two-dimen-
sional cues for information seekers. 
Three presentations (by Eric H. Johnson, Diane Vizine-Goetz, and Ri-
chard Greenfield, respectively) reported on ongoing research and devel-
opment to improve library catalogs by means ofhypertextual thesaurus dis-
plays, classification schemes being enhanced to show linkages with other 
subject access systems, and new OPAC design which will contain appropri-
ate visualization techniques. 
Two researchers engaged in more automatic techniques, Bruce Schatz 
and Elizabeth Liddy, described the potential of natural language process-
ing and statistical information retrieval. As these techniques are used 
more and more on the globally distributed information resources avail-
able from the World Wide Web of repositories, it was important to place 
more traditional systems and these full-text access systems in the context 
of twenty-first century system developments. As vendors and developers 
of national and international systems are beginning to incorporate these 
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techniques in operational systems, we closed the last session by hearing 
from Joseph A. Busch about the Getty Information Institute tools for the 
a.k.a. project (handling a union list of artist names) and from Tina Feick 
about Blackwell 's Electronic Journal Navigator. 
Jeffrey C. Griffith took on the task of wrapping-up the conference from 
his perspective as a practitioner and manager of legislative information 
systems for the Congressional Research Service at the Library of Congress. 
He encouraged us all not to limit research to just current problems: "If we 
focus on just the collections that are accessible to our own institutions, we 
have made the bridge too short. We won't get to the twenty-first century. 
We've defined the box too small. We're not necessarily thinking big enough." 
But he also said that we should not underestimate the value of some of the 
enormous strides that have been made-many of which were talked about 
and exhibited at this conference. 
This volume represents and documents the presentations made at this 
conference only in part. So much of the presentations were live connec-
tions to the Internet and these parts of the conference are difficult to dupli-
cate in a linear text between two hard covers. We invite the reader to follow 
up on all the URLs given throughout these conference proceedings and 
join the wired world of information. 
The Graduate School of Library and Information Science is grateful for 
the support for the clinic we received from the Beckman Institute for 
Advanced Science and Technology where the conference was held. 
Pauline Atherton Cochrane and Eric H. Johnson 
Clinic Co-Chairs 
HYPosTA:I'IZING DATA CollECTIONs, 
EsPECIAlLY BmuoGRAPmc 
.ABSTRACTIONS, REPRESENTATIONS, SENSUAIJZATIONS, 
ADAPTATIONS / PERsoNAIJZATIONs, •.. 
Roland Hjerppe 
In one word, Leibnitz intellectualized phenomena, just as Locke, in 
his system of noogony (if I may be allowed to make use of such ex-
pressions), sensualized the conceptions of the understanding, that is 
to say, declared them to be nothing more than empirical or abstract 
conceptions of reflection. Instead of seeking in the understanding 
and sensibility two different sources of representations, which, how-
ever, can present us with objective judgments of things only in con-
junction, each of these great men recognized but one of these facu l-
ties, which, in their opinion, applied immediately to things in them-
selves, the other having no duty but that o f confusing or arranging 
the representations of the former. 
The Critique of Pure Reason by Immanuel Kant; 
http:/ / www.knuten.liu.se/ -bjoch509 / works/ kant/ cr _pure_reason. txt 
The universe is information and we are stationary in it, not three-
dimensional and not in space or time. The information fed to us we 
hypostatize into the phenomenal world. 
Philip K. Dick ("Valis") 
ABSTRACT 
Data, originating in abstractions of reali ties, and denoting selected 
aspects, at specific times and places, for particular purposes, are for stor-
age and/ or transfer made manifest through representations. Some of 
the representations also serve as sensualizations (presentations) or vice 
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versa. The use of computers is, however, based on a separation of repre-
sentation from presentation, necessitating and enabling intentional de-
signs of each, separately or conjointly. Every sensualization of a collection 
of data, be it as a list or as multimodal interaction, involves hypo-
statizations-i.e., treating or regarding concepts, ideas, etc. as distinct sub-
stances or realities. Such sensualizations, hitherto usually static visual pre-
sentations, have been based on, and employed, metaphors, with Carte-
sian analytic geometry as the dominant metaphraser. The sensualization 
of collections of bibliographic data for access to documents, although fa-
cilitated by a range of new tools and techniques, is impeded both by exist-
ing legacy meta-data structures that grew out of a focus on individual static 
documents and by the lack of methodologies for the generation and de-
scription of collections (documents or subjects) and their dynamics. 
INTRODUCTION 
The theme for this 34th Annual Clinic on Library Applications of 
Data Processing, Visualizing Subject Access for 21st Century Information 
Resources, is equivocal in several ways. There are at least two different 
interpretations possible for the first part-i.e., Imagining/ Envisioning 
Subject Access ... , and Visualization (as a means) for Subject Access. I 
have chosen the second interpretation as the basis for this discussion. 
Any presentation that appeals to our visual sense is of course a visualiza-
tion. Visualization is, however, customarily interpreted as a range of tech-
niques and/ or methods for alternative visual presentation of data sets. 
Alternative indicates that, instead of presenting a "raw" data set (usually 
numbers, as such-in the traditional form of tables or graphs-something 
else), an image or animation is presented. There has, naturally, to be 
some kind of correspondence between the data set and that which is pre-
sented. 
Visualization is, however, just one of the forms possible for alternative 
presentation . Instead of visualization, we could use auralization or 
tactilization. We could in fact appeal to any or several or all of our senses. 
There are categories of people for whom presentation types other than 
visual are important or even essential-e.g., people with visual impairments. 
Generalizing alternative presentation of information or data to in-
volve any, or several, of our senses leads to the term "sensualization." Sen-
sualization would then be the process of making something available to 
our senses that was not so before. Presentation switches, which are not 
generally available today, will probably be used in the near future to select 
the type of presentation-e.g., for a text whethe r it should be aural (by 
voice)or tactile (Braille) or visual (on screen/ paper). Hence the use of 
the word sensualization in the title of this presentation. 
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HYPOSTATIZATION? 
Definitions of the word hypostatization can be found in dictionaries , 
on the World Wide Web-e.g., Webster or Merriam-Webster: 
Webster (Hypertext Webster Interface, http:// gs213. sp. cs. emu. edu/prog/webster) 
definition for "hypostatize" 
hy*pos"ta*tize \hi-'pa:s-t*-. ti-z\ vt [ Gk hypostatos substantially 
existing, fr. hyphistasthai] 
:to construe [a conceptual entity] as a real existent: REIFY 
Merriam-Webster Dictionary (http://www. m-w.com/netdict. htm) 
Main Entry: hy•pos•ta•tize 
Pronunciation: hl-'pas-t&-"tlz 
Function: transitive verb 
Inflected Form (s): -tized; -tiz•ing 
Etymology: Greek hypostatos substantially existing, from hyphistasthai 
Date: 1829 
:to attribute real identity to (a concept) 
-hy•pos•ta•ti•za•tion 1-"pas-t&-t&-'zA-sh&n/ noun 
Hypostatization is thus the treatment or view of a concept or idea as a 
distinct substance or reality, as something existing and having an identity. 
Reification-to regard something abstract as a material thing-is a close 
synonym but with different connotations. Whereas HotBot, Alta Vista, and 
Infoseek returned (in February 1997) only ninety-six, eighty-nine, and 
seventy-seven matches for the search term "hypostatization," there are 
1,777, 1,724, and 1,032 matches returned for the term "reification." The 
term reification has a number of more specific uses; it is, for example, 
used in object orientation as the reverse of abstraction. 
The deeper issues of what is real , the nature of reality, and so on, 
which are discussed in the branch of philosophy called ontology, will not 
be delved into here. The position behind the discussion that follows is 
one of what might be called phenomenology-based naive realism-i.e., 
what we experience gives us direct access to reality. 
HYPOSTATIZATION, FALLACIES, AND METAPHORS 
In logic, the term "fallacy" is generally used for a form of technically 
incorrect argument-especially if the argument appears valid or convincing. 
A fallacy is thus a logical argument which looks correct, but which can be seen 
to be incorrect when examined more carefully. Overviews of the most com-
mon types of fallacies in argumentation and logic are available on the World 
Wide Web. 
Hypostatization is thus the fallacy of taking something which has only a 
conceptual or imaginary existence and treating it as if it were a simple con-
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crete reality. Hypostatizations are common. They occur all the time but are 
very rarely deliberate or intentional. Typical examples are utterances like: 
"History teaches us that...." "Science knows .... " "Medicine has found .... " 
Hypostatization is , however, not necessarily always an error, wrong, or 
undesirable. Philosophy, theology, and literary criticism are some of the 
areas in which the term hypostatization is used, not necessarily as a verdict 
of a fallacy, but, for example, as an indication of a reification. In Christian 
theology, the term hypostases are used for the three manifestations of 
God-the Trinity. 
Hypostatization can be regarded as a natural consequence of abstrac-
tion and is thus also closely related to metaphor as well as to cathexis-
i.e ., the investment of emotional significance in an activity, object, or idea. 
Why the concern with hypostatization? Simply put, visualization / sensual-
ization entails hypostatizations. 
HOW? 
A data set is, or can be regarded as, a representation of a reality originat-
ing in an abstraction of that reality. It denotes selected aspects, at specific 
times and places, for particular purposes. People engaged in conceptual 
modeling--e.g. , for databases-are continuously reminded of this. Data sets 
are for storage and/ or transfer made manifest through representations. Some 
of the representations also serve as sensualizations (presentations) or vice 
versa. Sensualizations are likewise (indirect) representations of data. 
DATA AND COMPUTERS 
The use of computers is, however, based on a separation of represen-
tation from presentation necessitating and enabling intentional designs 
of each separately or conjointly. The letter "a" has in the computer a 
specific representation of zeroes and ones, but on the screen the letter 
can have many different forms-e.g. , glyphs which are separate from the 
internal representation. Another representation is then, of course, needed 
to indicate which of the glyphs to use in each case. 
Every sensualization of a collection of data-be it as a list, table, or as 
multimodal interaction-involves hypostatizations-treating or regarding 
concepts, ideas, and so on as distinct substances or realities in order to 
make these presentations. 
MULTI-MODAL SENSUALIZATION 
Sensualization does not have to be uni-modal-i.e. , involving only 
one of the senses. Multi-modal sensualization involves several of the senses, 
either presenting the same data to several senses or different (related) 
data to each sense. 
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VIRTUAL REALITIES 
The ultimate in sensualization is probably virtual realities. The vir-
tual realities available today are still far from realistic, but that does not 
necessarily have to be the case. What is important is whether they func-
tion for the intended purpose, whether the "suspension of disbelief' by 
the user is accomplished. In virtual reality applications that are intended 
to visualize data, "all around you the dance of biz, information interact-
ing, data made flesh in the mazes of the black market" (from Neuromancer, 
my addition of italics), we thus get an inversion-i.e., we go from data as 
representation of reality to reality as representation of data. 
TRADING REALITIES 
Sensualization involves a trade: realities (invented/ designed) are used 
as/ for representations of realities (other). We start with a reality from 
which we get the data, then we take that data and use it to build another 
reality. One reality is traded for another to emphasize some aspects and 
to minimize or eliminate all others. In other words, we get metaphors 
built on hypostatization. 
WHY SHOULD WE SENSUALIZE? 
Sensualization is unavoidable: the indented list is a visualization as is 
layout and typography, paragraphs and sentences, punctuation, etc.; the 
analog thermometer is a visualization. The question is therefore not why 
we should do sensualization but rather when should we do what kind of 
sensualization? 
INFORMATION HIDING 
Why should we, as professional librarians and information specialists, 
be concerned with sensualization? The answer to that follows from the 
assertions that most databases and information systems are advanced ex-
ercises in information hiding and, hence, almost all OPACs are opaque. 
INFORMATION REVELATION 
A real library is designed for semi-direct acce ss, exploration and 
inspection, being in the collection , assisting in building a (mental) 
model of the collection. A library is thus transparent, revealing to the 
user in its midst its local content, and to the explorer its structure a nd 
design. That does not, however, imply th a t the proficient use of all 
libraries is self-evident. 
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TOOLS NEEDED 
What we need are tools that enable us to approach information re-
sources the same way we use libraries and other things in our everyday 
life-i.e., using our motor-perceptual capabilities and our experience of 
being in the world. 
We have, all of us, a very long training period-up to twenty years-
of being in the world and our society before we start making use of it. We 
need a very long training period. It is the most comprehensive education 
everyone gets, and it is adapted to, and develops, our motor-perceptual 
capabilities. How can we make use of that? The obvious claim here is that 
sensualization is one of the ways to capitalize on these capabilities that 
have been developed. 
INTERACTION: SENSUALIZATION-MANIPULATION 
Presentation (sensualization) is, nevertheless, not enough. Users also 
want to act/ react-in order to interact. We need to relate the representa-
tions and the modes of presentation to the modes of action and interaction. 
The modes of interaction are as important as the modes of sensualization. 
WHAT DO WE HAVE? 
The sensualizations and interactions we (can) provide are partly de-
pendent on the data sets available and their characteristics. 
THE BASES AND THEIR SHADOWS 
The bases, the starting points, for all the deliberations at this clinic 
are collections of objects. In our case, the primary objects are documents 
of various kinds; these include not only the physical books and serials but 
also the documents on the Internet. 
One of the things we do in libraries for each of the documents is to 
also generate a thin silhouette, a representation, a catalog record. Each 
collection thus has a shadow collection of representations. 
THE LIGHT SOURCE 
Shadows are cast on a background by a light source that illuminates 
the objects. The characteristics of the light source, its vantage point in 
relation to the objects, and the background determine the appearance of 
the shadow. 
Unfortunately, very little of an object's features, revealed by the illu-
mination, except the outline, remains in the shadow. Very little of the 
book remains in the catalog record. 
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WHAT CAN WE DO WITH A SHADOW COLLECTION? 
What can we then do with a collection of representations? The things 
that can be done with the book collections can be seen in any library. 
An Example-Top Lib 
TopLib was a demonstration system we did in 1990 to enable simple 
interactive visualizations of the contents of a library catalog or, rather, the 
distributions for some of the data in the records in a catalog database. A 
brief description of TopLib is available in Hjerrpe's ( 1992) "Database Vi-
sualization." 
TopLib Data 
The data we pulled out of the catalog, with the assistance of the li-
brary, were: ISBN/ ISSN, type of document, branch library code, classifica-
tion code (SAB), language code, country of publication code, year of pub-
lication, and year of acquisition. These are variables that have values that 
can easily be counted and that have a limited number of values-implying 
that they can be fit onto an axis, and which are meaningful to a librarian. 
The number of different author names or words in a title are too numer-
ous to be useful in the kind of presentation we wanted to provide. 
TopLib Visualizations 
The basic metaphor we used was a landscape seen from above and to 
the side; a topographic presentation in which height, the z-axis, always 
corresponds to frequency of occurrence, and the variables of the other 
two axes, x andy, depend on the interactive selections by the user from 
the variables available. 
The interesting part of this project is that when we showed the system 
to the librarians, they could see both their conceptions of the libraries 
verified and anomalies of which they were not aware. They would say: 
"Yes, that is how it is." and "I wonder about that thing over there. How can 
it be explained?" 
One of the most interesting things was that until then they had not 
thought about the collection in this multi-dimensional manner and that the 
tools were unavailable that provided an overview and the ability to analyze 
the collection easily from different points of view and zoom in on details. 
We included the ISBNs so that it should, in principle , be possible to 
zoom in on individual items and identify them. In practice, one would 
have needed to link from the ISBN to the library catalog to get the full 
details , and this was not implemented in the demonstration system. The 
point is that, with simple data extraction and simple visualization tech-
niques, it is possible to provide powerful tools for the analysis of collections. 
HYPOSTATIZING DATA COLLECTIONS 11 
WHAT ELSE DO WE HAVE? 
In addition to the shadow collection, we also have various SKOs (Sys-
tems for Knowledge Organization) , and Diane Vizine-Goetz will discuss 
this in her presentation. Others will talk about SKOs as mirrored in col-
lections-i.e., the instantiations of SKOs in collections and collections as 
seen through the lenses of SKOs. We also have structures, explicit and 
implicit, links/ relations, citations, URLs and structures generated by / from 
the links/ relations. 
The people working with citation analysis, bibliometrics, scient-
ometrics, and so on are, of course, making use of these structures and 
relations. So far, little has been done with these approaches considering 
the wealth of material on the Internet although proposals have been made. 
Structures provide a natural base for visualization through the gen-
eration of graphs. Some of the hypertext systems-NoteCards, giBIS, 
StorySpace, and Intermedia-had the capabilities to generate graphs and 
maps of the structures of a specific hypertext document, and the user 
could set several parameters for the generation of these graphs. 
NoteCards Browser Examples 
SKOs usually have a (more or less) hierarchical structure-sometimes 
a forest of small linked trees-and could thus be treated as a special case 
of structures for specific visualization purposes. One of the problems is 
that if the hypertext document is large then the overview will not fit on 
the screen. Some systems provide zoom-in and zoom-out operations and/ 
or scrolling windows, but scrolling windows are a nuisance, and an over-
view of a large network becomes cluttered and unreadable. One of the 
proposals to solve this problem is a dynamically changing fish-eye view of 
the structure. The details of the network are enlarged only in the imme-
diate neighborhood of the node that is currently displayed. The remain-
der of the network is filtered in some way to show only the important 
details. The lack of insight as to how to determine what is important for 
the overall structure is the main reason why most systems do not provide a 
fish-eye view. 
In discussing structures, it is important to make a distinction between 
micro and macro structures; in our case, for example, micro-structures 
being those internal to a document and macro-structures those of collec-
tions of documents. 
IS THERE ANYTHING LEFT? 
Is there anything left in terms of the da ta sets available to us for visu-
alization? So far we have not considered time . The discussion has implic-
itly been focused on static data sets. 
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Time 
Time is a dime nsion for everything we do, and all data have more or 
less explicit time attributes; they are created at specific times and pertain 
to situations at points or inte rvals in time. We could thus consider sensu-
alizing. Status at a specific time or the dynamics of evolution of a collec-
tion of documents, status at a specific time or the dynamics of evolutio n of 
an SKO, status at a specific time or the dynamics of evolution of struc-
tures, status at a specific time or the dynamics of evolution of. . . . 
EVOLUTION, STATIC PRESENTATION 
Some very simple examples (first done in 1991 and updated in 1993) 
of a static presentation of an evolution of a collection (of collections) with 
respect to specific terms (multi-media or multimedia) follow. 
Example 1. The evolution of the occurrence of the terms "multimedia" 
or "multi-media" in the set of databases available through Dialog. The 
databases are ordered according to their numbering by Dialog. 
Example 2. Same data as in Example 1 but with a logarithmic frequency 
scale to focus on the higher frequencies. 
Example 3. Same data as in Example 1 but with the databases ordered by 
frequency of occurrence. Note the "exponential" distributions in time 
and productivity. 
Example 4. Same data as in Example 1 but with the databases ordered by 
frequency of occurrence and with logarithmic frequency scale. 
EVOLUTION, DYNAMIC PRESENTATION 
A dynamic visualization is akin to an animation or a movie. A dynamic 
sensualization would h ence be akin to an experience in the correspond-
ing sensory domain , in the general multi-modal case to an experience of a 
reality-a virtual reality. 
Space 
Space is likewise a dimension for everything we do and all of our data 
also have more or less explicit associated spatial location attribu tes. They 
are created at specific times and pertain to objects at places or regions in 
space. 
Space is perhaps the most neglected of all dimensions in our area. 
Only recently have the approaches inherent in, and the capabili ties of, 
Geographical Information Systems (GIS) been considered. 
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Space-Time 
The travels through space-time of each physical book and each col-
lection forms a unique trajectory that intersects with other space-time tra-
jectories. Although SKOs also evolve, it is only the aggregate and indi-
vidual manifestations in physical objects that have been assigned classes/ 
terms that travel through space-time. 
Associated/ Related Data 
Space and time are, when they are not explicitly available, also ex-
amples of associated/ related data-data that we could get and/ or attach 
to the data we already have using some common denominator. 
Some of that associated/ related data that is available concerns the 
use and the users. There is also data available on the creation/ produc-
tion/ distribution and the creators/ producers/ distributors, and such data 
are already employed in, for example, scientometrics. 
Meta-data 
Finally, we have meta-data-data about the data-data structures, 
data about generation/ production, and so on of data, ownership, etc. We 
can, of course, also have meta-meta-data and so on. I want to stress here 
that very little has been done with respect to the use of meta-data in our 
domain. 
Users need meta-data to use data properly. We thus need to consider 
things such as how to present data structures. On the Internet, we see a 
renewed and growing interest in meta-data to get handles on the sprawl. 
ADAPTATIONS AND PERSONALIZATIONS 
Each approach to sensualization has to be adapted to the collections 
at hand and, conversely, each collection has also to be adapted to the 
approach chosen. There will therefore always be a need for adaptations 
of various kinds. 
On the Internet, we are no longer bound to the exact presentation 
determined by someone (an author I editor) prior to our reception of the 
material. We are ourselves, to some extent, in control of the presenta-
tions generated by our Internet browsers. We have a choice both of what 
to experience next (within the boundaries of what is available) and of 
some of the visual aspects such as the type face and its size. 
Personalization wi ll become more common. Sensualizations can be 
pre-determined, or under the control of the user, or usually a mixture. 
Too much personalization leads to communication problems. If I have 
one type of sensualization and the person I 'm talking with has or has had 
another type, then we will have difficulties in agreeing on what we are 
talking about. 
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INTERNET, LIBRARY CATALOGS, AND COLLECTION 
DESCRIPTION 
Through the Internet, we can access a large number oflibrary catalogs, 
but currently we do not provide any tools to users that could assist them in 
determining which library or which catalog to use for a specific purpose. 
How do we compare and sensualize the differences of, for example, 
the holdings of a large number oflibraries? How do we do it in a way that 
is relevant to "ordinary" users? The sensualization of collections of biblio-
graphic and related data is impeded by existing legacy meta-data struc-
tures that grew out of a focus on individual static documents and the lack 
of methodologies for the generation and description of collections (of 
documents, or SKOs, or structures, etc.) and their dynamics. 
We have AACR2 for the description of documents and SKOs for the 
description of their contents-what they are about-but we have nothing 
for describing collections, what they are about, and their evolution. 
Nothing is available today that could assist users in determining which 
collections to use for a specific purpose except very vague and general 
verbal statements. 
One of the main differences between our collections of documents and 
the actual documents is that "a library is a growing organism"--collections 
evolve and they are dynamic. That is, of course, the case also with the docu-
ments on the Internet. The documents we have handled until now have 
been static, and so we have been content with providing static descriptions. 
CONCLUSION 
How can we combine what we have with sensualizations? Many tools 
and methodologies are available. Much research is ongoing, here and in 
many other places, and we will hear about that during the rest of this 
conference. There is much that can be done and will be, but the impor-
tant questions (to me) are: What is useful? for whom? How do we deter-
mine that? How do we get it done? Do we do it? Will we have it done to us? 
What is needed in terms of systems? in terms of change of focus? How do 
we deliver it to the end user? 
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SIMULTANEOUS SEARClllNG OF 
DISTRIBUfED INFORMATION AND 
SUBJECT REPosiToRIEs oN 
THE WoRLD WmE WEB* 
Tamas E. Doszkocs 
ABSTRACT 
In this presenta tion , the full text of which is available on the World 
Wide Web (see <http:/ / sis.nlm.nih.gov/ - doszkocs/ dpc/ sldOOl.htm>), the 
author provides a historical perspective (from 1977 to date ) on the devel-
opment of subject repositories, some controlled, some free text, to aid 
information retrieval: 
• 1977 The Associative Interactive Dictionary 
• 1979 CITE: Computerized Information Transfer in English 
• 1984 CITE HILL: CITE+ ELHILL NL SEARCH ENGINE 
• 1986 Natural Language Processing in IR 
• 1990 Neural Networks in Informatio n Re trieval 
• 1992 AURA: An Associative Use r Retrieval Aid 
• 1994 WEBLINE: Virtual Hypertext Search 
• 1996 NLM Simultaneous Search Engine 
• 1997 TOXLINE Associative Thesaurus 
The potential of vocabulary switching across several repositories was 
demonstrated by the linkage of NLM's Internet Grateful Med and the 
UMLS Metathesaurus and the Pub Med Web site. 
* This article is exempt from U.S. Copyrigh t. 
THE RoLE oF SUBJECT AccEss IN 
INFORMATION FILTERING 
Raya Fidel and Michael Crandall 
ABSTRACT 
The sheer amount of electronic information makes filtering a vital 
component of contemporary information work. Field observations of 
managers and engineers at the Boeing Company who received filtered 
information about computer-related topics revealed criteria they used to 
select, and those they used to reject, documents within their subject inter-
est. Responses to a questionnaire indicated that some criteria are used 
more frequently and are more important than others. The few criteria 
that related to the subject matter of the documents were not limited to a 
subject domain. Other criteria addressed the form of the documents, 
their content, and writing style . In addition, some criteria were stable and 
somewhat objective and others were situational and subjective. An exami-
nation of these criteria shows that many of them could be used in filter-
ing, in addition to subject-based mechanisms, and that they might be par-
ticularly useful for systems with multiple sources because they can pro-
vide a useful filter that is not based on the subject domain. 
INTRODUCTION 
Electronic delivery of information from multiple sources, often covering 
a range of subjects, is becoming the norm. The sheer amount of informa-
tion available makes filtering a vital component of contemporary infor-
mation work. The essential role of filtering mechanisms has already been 
recognized by systems designers and developers who have proposed vari-
ous algorithms and interface agents for information filtering (e.g., Anick 
eta!., 1991; Maes, 1994; Shuldberg eta!., 1993; Yan & Garcia-Molina, 1994). 
As Belkin and Croft ( 1992) explain, filtering information differs from 
information retrieval (IR) for a search request in several ways. Filtering is 
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designed to deal with an incoming stream of unstructured, or 
semistructured, data and implies removing data, while IR deals with a search 
of a remote database with highly structured data and implies finding data. 
Further, filtering is based on individual or group profiles that may change 
in time but that typically represent continuing interests, whereas IR is 
based on a momentary information need. 
To filter information requires building a model of user's interests, or a 
filtering profile, which is based on the topics of interest to the user. Such 
models are difficult to build because of semantic and contextual complexities 
and because users' interests are constantly changing (Stadnyk & Kass, 1992) . 
It is important, therefore, to study the issues involved in filtering systems from 
the users' point of view. At the same time, it might be useful to look for more 
stable filtering criteria, possibly those that do not relate directly to the subject 
matter. Such criteria may prove particularly useful for systems with multiple 
sources that cover various subject domains. 
To date, very few user studies have been carried out (Gant, 1995). 
The study reported here examined users' perceptions of a filtering system 
in a real-life situation at a particular setting and with a single source of 
information. The study explored various aspects of filtering. Here we 
report on one aspect-i.e., those quality criteria users employed that did 
not relate directly to the topics in their filtering profile. 
The study was carried out at the Boeing Company in the Puget Sound 
area ofWashington. During 1991-93, the Technical Library worked with 
the publisher of the Gartner Group Reports and various Boeing user groups 
to establish a company-wide contract for the reports, which included elec-
tronic delivery of the text to any Boeing employee. 
During the study period, the reports were delivered to the company 
via the Internet each month and distributed throughout the Puget Sound 
area through two mechanisms. The first was an unfiltered bulletin-board 
type system using a Boeing internal variation of the Unix Newsgroup model, 
which enabled users to subscribe to the Gartner Group Reports and to other 
publications. The second mechanism allowed users to establish a subject 
profile (a model of their interests) through an intermediary librarian in 
the Technical Library. They then received only those reports which met 
their profile criteria via their e-mail system as ordinary mail messages. 
Profiles were developed and maintained using Verity's TOPIC informa-
tion filtering software. 
RESEARCH METHOD 
The study employed a variety of methods and instruments to investi-
gate the same process. It used a combination of qualitative and quantita-
tive methods, including data collection through observation, verbal pro-
tocols, questionnaires, and interviews. 
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The study had three phases. The first phase used observation of, and 
interviews with, selected users to determine the patterns of searching be-
havior, the factors perceived to be important for the selection of a filter-
ing method, and the elements of perceived satisfaction. During the sec-
ond phase, these data were analyzed and used to design a questionnaire 
that was administered to all users. The third phase included statistical 
analyses of the data that had been collected from the questionnaires and 
interviews that supported the interpretation of the statistical results. 
In the first phase, we observed a total of fifteen users, both engineers 
and managers, as they examined the reports they received on the 
Newsgroup or via e-mail. We observed a total of thirty-four sessions. Four 
of the participants received unfiltered information, and we observed each 
one only once. The other participants received filtered reports, and we 
observed most of them during three consecutive deliveries of the reports. 
Participants were asked first to explain why they looked for informa-
tion and then to think aloud as they viewed the information on the screen. 
At the end of each session, users evaluated the session and its results. At 
the end of the observation period, we interviewed each participant to con-
firm our interpretation of the individual's searching behavior and to fur-
ther investigate the reasons that led him or her to decide whether or not 
to filter the reports. All verbal protocols, think-aloud as well as interviews, 
were audio taped and transcribed. 
Participants were extremely cooperative. They were very generous 
with their time and answered questions in great detail. Most of them 
found it comfortable to think aloud while browsing the reports. Gener-
ally, they liked to explain what they did and the reasons behind their deci-
sions and actions. 
In the second phase, we analyzed the data from the transcribed ver-
bal protocols to identify the various factors that participants considered in 
the selection of filtering methods and in assessing their satisfaction. The 
analysis uncovered a host of quality criteria beyond the profiles' topics 
that the participants employed to determine whether or not a document 
was relevant. 
This analysis guided the development of a questionnaire that was dis-
tributed to all users to validate the observation arrived at in the previous 
phase and to collect additional data. After a pilot test, the questionnaire 
was administered online. We attached it to the beginning of the next de-
livery of the Gartner Group Reports for all users who received them through 
the library filte r and posted it twice on the newsgroup. The response rate 
from those users who received filtered information was 30 percent. How-
ever, because no list of the subscribers to the newsgroup was available , it 
could not be determined what the accurate response rate for this group 
was which comprised 15 percent of all the respondents. We received a 
total of eighty-three responses, and a ll were usable. The third phase of 
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the study included statistical analyses of the data collected through the 
questionnaires. 
QUALITY CRITERIA 
Like most filtering mechanisms, the one used by the study partici-
pants was based on profiles that expressed topics or subjects. Respon-
dents' profiles included words or phrases such as "computer security" or 
"client/ server" that might occur in the text of a report. The average pre-
cision ratio at the observation phase was 23 percent for filtered informa-
tion. This low figure suggested the need to look for additional criteria 
that could be used for filtering beyond topics or subjects. Supporting this 
approach were previous studies that were successful in identifying such 
criteria (e.g., Barry, 1994; Schamber, 1994), attempts at automatic recog-
nition of whether or not an article is empirical (Haas et al. , 1996), and the 
fact that the participants in the observation phase were highly articulate 
in expressing their reasons for accepting or rejecting reports. Thus, 
through the verbal protocols collected during the observation , we identi-
fied the criteria participants used to express the relevance of reports, and 
those they used to express the reasons a report was not relevant. 
RELEVANCE CRITERIA 
When participants in the observation phase examined a report on a 
topic of their interest, they still had to make a decision whether or not the 
report was relevant. They used various criteria as reasons for relevance. A 
report was considered relevant if one or more conditions were satisfied 
(see Figure l). 
• It was relevant to the Boeing Company 
• It was about a product or a service that related directly to a project the par-
ticipant was working on 
• It was about new concepts, products, or services 
• It was a case study 
• It had hard data 
• It displayed issues in a classified order and clearly (e.g. , in the form of a list) 
• It was written on a nontechnical level 
• It described industry trends or gave predictions 
• It was about a specific vendor, product, or service 
• It confirmed or validated what the participant already knew 
• It dealt with something the participant and his or her group had done 
• It included background information or gene ral information 
• It had information that helped the participant keep up to date about a prod-
uct with which he or she was familiar 
Figure 1. Criteria for Judging a Report Relevant 
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NONRELEVANCE CRITERIA 
Similarly, participants deemed reports on their topic as of nonrelevant 
interest using various criteria. A report was nonrelevant if one or more 
conditions were satisfied (see Figure 2). 
• It was not relevant or applicable to the Boeing Company 
• It was about something Boeing was already doing 
• The participant had no influence over the issues the report raised 
• The participant's group had already made a decision about the product or 
service that was addressed in the report 
• It was about a technology that was not h ere yet 
• It was completely nontechnical (e.g., about lawsuits or company analysis) 
• It was about specific vendors 
• It raised questions but gave no answers 
• It expressed opinions rather than presenting facts 
• The participant was not familiar with the product or the service the report 
was about 
• It did not te ll the participant anything he or she did not already know 
• It took too long to understand what the report was about 
• It was too basic or too general 
• It was too detailed or too technical 
Figure 2. Criteria for Judging a Report Nonrelevant 
CATEGORIES OF QUALI1Y CRITERIA 
These relevance and nonrelevance criteria could be viewed as factors 
to be used in addition to topics and subjects in filtering profiles. To ex-
plore the nature of these criteria, we examined the categories to which 
they belonged. We found that many criteria were attributes of the subject 
matter, and that these attributes were not limited to a subject domain. 
To demonstrate this, it is easiest to first identifY the categories that 
clearly do not relate to subject matter. Two categories that did not relate 
to the subject matter presented themselves immediately-i .e., style of writ-
ing and form or nature of a report. Two of the thirteen relevance criteria 
and four of the fourteen nonrelevant ones refer to issues of writing style. 
Some participants said they would read a report if it displayed issues clearly 
in a classified order (e.g., in the form of a list), or if it was written on a 
nontechnical level. To express writing style issues for deleting a report, 
participants said they would reject a report if it was completely nontechni-
cal, it took too long to understand what the report was about, it was too 
basic or too general, or it was too detailed or too technical. 
Similarly, three relevance criteria and two nonrelevance ones ad-
dressed the form or nature of a report. A report would be relevant to 
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some participants if it was a case study, it had hard data, or it included 
background information. Alternately, it might be rejected if it raised ques-
tions but gave no answers, or it expressed opinions rather then present-
ing facts . 
More than half of the quality criteria (eight of the thirteen relevant 
ones and eight of the fourteen nonrelevant ones) did not fit into these 
two categories. A close examination showed that they were all related, 
directly or indirectly, to the subject matter of a report. Consider, for ex-
ample, the statement that one would keep a report because it was relevant 
to Boeing. What is it about the report that was relevant to Boeing? Defi-
nitely not the writing style or the form. Clearly, the subject matter was 
relevant to the company. For instance , a report might be on a client/ 
server system that Boeing had already decided not to purchase . Another 
example is the case where a participant considered a report nonrelevant 
because she had no influence over the issues the report raised. Here 
again, the subject matter of the report played a central role in her deci-
sion to reject it. 
Generally speaking, all the criteria that did not address the writing 
style or the form of a report could be converted to statements of the form: 
"It was about. ... " As such, they all related to the subject matter of a 
report. Unlike the filter's topic , however, these relevance and nonrelevance 
criteria expressed attributes of the subject matter, whether subjective or 
objective, rather than the subject matter itself. Moreover, they were inde-
pendent of the subject matter itself and thus were not limited to a subject 
domain. This analysis showed, therefore, that in addition to topics and 
subjects, their attributes should be used for filtering information. 
THE VALUE OF THE QUALI1Y CRITERIA TO FILTERING 
Both sets of quality criteria include those that are situational, depend-
ing on the individual's knowledge and situation at a certain time, as well 
as general or more objective ones. Criteria that are situational, such as "it 
confirmed what I already know" or "I had no influence over the issue," 
could be applied when filtering is done by a program that is constantly 
and directly negotiating the screening profile with each user. To inte-
grate effectively such situational factors into filter construction would re-
quire a program with a learning mechanism and the use of artificial intel-
ligence techniques. 
On the other hand, the general and objective criteria, such as "it has 
hard data" or "it is about technology that is not here yet," could be inte-
grated into filtering systems already available to improve their filtering 
performance. To demonstrate how such criteria could be employed, we 
analyzed three groups of criteria: those that were opposites in each list, 
those that were common to both , and those that were unique to each list. 
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Criteria that were Opposites 
Criteria that appeared in both lists but in opposite directions might 
be considered strong indicators of relevance . These were attributes that 
caused respondents to conclude that a report was relevant, and the oppo-
site of the same attributes served as a reason for non relevance. These are 
presented in Figure 3. 
• It was relevant/nonrelevant to Boeing 
• It did/ did not present facts 
• The participant was familiar/ not familiar with the product 
• It did / did not have new information 
• It was written on a nontechnical/ too technical level 
Figure 3. Criteria that were Opposites 
These criteria are important indicators for relevance because their 
presence implies relevance and their absence nonrelevance. As such, they 
can be used in filtering and are adequate to use for individuals as well as 
for group filtering. The situational criteria informed us that participants 
were very focused in their selection. They rejected reports about unfamil-
iar products and decided to examine reports about familiar products. Simi-
larly, they rejected reports that included no new information and consid-
ered those with new information relevant. It is not advisable, however, to 
use the concept of "new information" as a relevance criteria because it is 
situational and relative as well. Two colleagues working on the same project, 
and with the same interests, experience, and knowledge, may disagree 
about whether or not a report includes new information. The criteria 
outlined here, however, suggest that a report that includes information 
never published before is likely to be of great relevance. 
Moving away from the situational criteria, the list provides three fac-
tors that can be used for screening reports. Filtering for the participants 
in this study should eliminate reports (or move them to the bottom of a 
ranked list) that are not relevant to Boeing, those that present no facts, 
and those that are very highly technical. Similarly, reports with high or 
immediate relevance to Boeing, those rich with data and facts, those that 
present absolutely new information , and those that are written on a non-
technical level should be at the top of a ranked display. 
CRITERIA COMMON TO BOTH 
Criteria common to both were criteria that some participants used to 
explain why a report was relevant but others used for exactly the opposite 
reason-to explain why a report was non relevant. These are presented in 
Figure 4. 
• 
• 
• 
• 
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It was nontechnical 
It was about a specific vendor 
The participant's group had made a decision about th e product 
It was basic or general 
Figure 4. Criteria Common to Both 
That is, some participants wanted to read reports because they were non-
technical, about a specific vendor, or basic and general, while others decided 
to delete them for the very same reasons. These criteria are important for 
indexing because they were used to determine the relevance of reports, but 
they cannot be used automatically for filtering aimed at the participants as a 
group. Unlike other criteria, they have no absolute re levance-related value 
because, for some participants, they indicated relevance and for others non-
relevance. If they were used for indexing, participants could have known 
ahead of time, before they read a report, whether it was nontechnical, about 
a specific vendor, or whether it was basic or general. Participants could then 
make a selection according to their individual inclinations. These attributes 
can be easily determined and assigned during the intellectual processing of 
the reports (e.g., writing the abstracts) , and thus improve the ease and effi-
ciency of filtering and browsing. 
UNIQUE CRITERIA 
Some criteria represented no overlap between relevance and 
nonrelevance so that some were unique in determining relevance and 
others in determining nonrelevance, as shown in Figures 5 and 6. 
• It displayed issues in a list form 
• It described industry trends 
• It confirmed or val idated what the participant already knew 
• It helped the participant keep up to d a te 
• It related directly to the participant's project 
Figure 5. Unique for Relevance 
• It was about something Boe ing was already doing 
• The participant had no influence about the issues raised 
• It was about a technology that was not here yet 
• It raised questions but gave no answers 
• It took too long to understand what the report was about 
Figure 6. U nique for Nonrelevance 
These unique criteria could be construed as an indication of prefer-
ences or a wish list. A user may read a report, for example, because it 
displays issues in a list form, but the same user would probably not reject 
all reports that had no lists. By itself, this would not be enough; reports 
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would have to have other negative attributes to cause the user to reject 
them. Similarly, users, for example, may decide to delete a report be-
cause they think they have no influence over the issues raised. But no 
participant claimed to read a report just because he or she had influence 
in the matter. Again, other attractive attributes would have had to play a 
role when a user decided to read a report. Despite their somewhat weaker 
status, respondents considered some of these unique criteria as highly 
important. This is discussed in the next section. 
While these unique attributes represent preferences rather than ab-
solute criteria, they do play a role in relevance judgment and, therefore, 
should be considered when profiles are constructed. These unique crite-
ria illuminate an important point-i.e., when constructing a filtering pro-
file, users should be asked to indicate both relevance and nonrelevance 
criteria. This conclusion is important for all feedback processes to deter-
mine relevance. Criteria for both relevance and nonrelevance need to be 
ascertained because one is not always the opposite of the other, and be-
cause at times it is easier for a user to determine why a document is rel-
evant and at other times it is easier to see why it is nonrelevant. 
TOP CRITERIA ACCORDING TO USERS' CHOICE 
During the observation, it became clear that some criteria were used 
more frequently than others, and that some were more important than 
others. In the questionnaire, we asked respondents to mark all the crite-
ria from the nonrelevant list they would use to delete a report in the area 
of their interest. We then queried them to indicate which three they used 
most frequently and which three they considered most important. Simi-
larly, we asked them to mark all the criteria from the relevance list that 
they would use to save or keep a report in the area of their interest and to 
indicate the top three in frequency and importance. 
While each criteria proved useful to at least some respondents, data 
analysis showed that some criteria were much more significant than oth-
ers. Further, when we compared the most popular criteria-i.e., those 
which the largest percentage of respondents reported employing, with 
those they ranked high in frequency of use and in importance-we found 
them to be the same. That is, the top criteria, measured according to 
• 
• 
• 
• 
• 
• 
It was about a product with which the participant was not familiar with 
It was about a technology not available 
It was about a specific vendor 
It was about something Boeing was already doing 
It was not relevant or applicable to the Boeing Company 
It included no information that was new to the participant 
Figure 7. Top Nonrelevance Criteria 
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• It was related directly to the respondent's project 
• It was about new concepts 
• It was about industry trends 
• It kept the respondent up to date 
• It had hard data 
• It was re levant to the Boeing Company 
Figure 8. Top Relevance Criteria 
popularity, were also rated by respondents as top in frequency of use and 
in importance. Figures 7 and 8 list these criteria in ranked order. 
An examination of the top criteria shows that most of these criteria, 
for nonrelevance as well as for re levance, are attributes of subject matte r. 
DISCUSSION 
Two measurements assessed the value of the quality criteria to filter-
ing. The first assumed that criteria in the relevance list that are the oppo-
sites of criteria in the non re levance list are the most promising crite ria for 
filtering (see Figure 3) . The second asked use rs to assess the weight of 
each relevance crite ria as well as each of the nonrelevance ones. This 
assessment generated the list of top criteria (see Figures 7 and 8). Three 
criteria of those are prominent because they were ranked highly by both 
measurements. These criteria are: 
• Whether or not a report was relevant to Boeing 
• Whether or not a report had new information 
• Whether or not the user was familiar with the product discussed in a 
report 
The study findings showed that the top criteria had distinct charac-
teristics. First, most of them were attributes of the subject matter, altho ugh 
participants in this study used these in addition to the topics of their inter-
est. These crite ria, however, were not limited to a specific subj ect do main 
because they could apply to any topic, from computer securi ty to client/ 
server systems. 
Second, about half of the top crite ria, and all of the pro minent three, 
were subjective or situatio nal and at times difficult to apply. Consider, for 
example, the prominent crite ria. First is the statement "I kept it because 
it was re levant to Boeing" or its mirror image "I rejected it because it was 
not relevant to Boeing." This might seem a stable and objective statement. 
One might even suggest that information filters for all Boeing employees 
should consider the mission statement of the company. In reality, how-
ever, there are no general standards about what is relevant or not relevant 
to Boeing. Participants used their own perception of the company's inte r-
ests when they used this criteria for relevance judgment. 
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Can such subjective criteria be considered when building a profile? 
In general , subjective criteria should not create any difficulties. After all , 
profiles are often built for an individual. The purpose is to integrate 
personal and subjective requirements and preferences. For this specific 
criteria, however, difficulties might arise when users are asked to provide 
comprehensive statements about their perception of what is relevant to 
Boeing. It is likely that they would be able to easily determine whether or 
not something is relevant to Boeing but would be unable to articulate the 
full range of considerations. Thus, to implement the strongest filtering 
criteria would require special investigative methods to elicit this informa-
tion from the user. 
The next prominent criterion is whether or not the information was 
new to the user. As mentioned earlier, this criterion is not only subjective 
and situational , it is relative as well. Important as it is, it is not stable and 
cannot be used as a filtering criterion, but only to recommend that re-
ports with entirely new information should be ranked at the top of the list 
for all users. It is interesting to note that, while novelty was considered an 
important factor, some respondents reported that they would consider a 
report relevant if it confirmed or validated what they already know. That 
is, reports might have been considered relevant by some even if they did 
not carry new information as long as they confirmed or validated what 
these respondents already knew. 
Third, users' choice of top quality criteria showed that the partici-
pants in the study were very focused on the tasks they had to perform. 
Not only did they reject reports that were not relevant to Boeing or that 
included no new information, they were interested in reports that related 
directly to their projects, kept them up to date, were not about products 
with which they were not familiar, or that were not about a technology 
that was not there yet. While this observation cannot be generalized to all 
users, it is plausible to assume that managers and engineers in other com-
panies would exhibit similar filtering behavior. Thus, this study recom-
mends that, in building filtering profiles in comparable environments, 
special attention be placed on considering subject attributes that are per-
sonal and subjective and that relate directly to the task at hand. 
CONCLUSION 
Our quest for stable filtering criteria for electronic delivery from 
multiple sources revealed that subject matter played a central role in fil-
te ring and on various levels: 
• Relevance judgments based on subject matter, and thus filtering crite-
ria, may present themselves in various ways. In addition to a straight-
forward statement of the topical relevance, other attributes of the sub-
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ject matter might be important for filtering. 
• Filtering criteria related to the subject matter can sometimes be ex-
pressed most effectively in a negative way, pointing to subject attributes 
that should not be present in re trieved documents. At times, users 
might consider such crite ria importan t. 
• In some contexts, use rs are like ly to conside r most important subject-
related filtering criteria that are subjective and situational. 
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THEsAURI IN A FULL-TEXT WoRLD 
Jessica L. Milstead 
ABSTRACT 
Despite early claims to the contrary, thesauri continue to find use as 
access tools for information in the full-text environment. Their mode of 
use is changing, but this change actually represents an expansion rather 
than a contraction of their utility. Thesauri and simi lar vocabulary tools 
can complement full-text access by aiding users in focusing their searches, 
by supplementing the linguistic analysis of the text search engine, and 
even by serving as one of the tools used by the linguistic engine for its 
analysis. While human indexing continues to be used for many databases, 
the trend is to increase the use of machine aids for this purpose. All 
machine-aided indexing (MAl) systems rely on thesauri as the basis for 
term selection. In the twenty-first century, the balance of effort between 
human and machine will change at both input and output, but thesauri 
will continue to play an important role for the foreseeable future. 
INTRODUCTION 
With the dramatic increase in avai lability of searchable full text-and 
the increasing availability of powerful engines for searching the text-it is 
reasonable to ask if there is any place left for thesauri in this new informa-
tion retrieval scenario. It is my thesis that there is a place for thesauri-or 
something like them-but that they must change in order to continue to 
be of value , and it is hard to predict just what the changes will be. 
First, it is important to define what is meant by the word "thesaurus" 
in this paper. Simple equivalence lists, the kind of"thesaurus" most often 
supported by text retrieval packages, are much too limited to be consid-
ered. Certainly equivalence lists are vital to effective information retrieval , 
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but these are not enough. They can only suggest other ways of expressing 
an idea which is already in the user's mind; they do not remind the user of 
related ideas that might be valuable in searching. 
A true thesaurus has equivalence relationships, but it also supports 
other kinds of relationships-such as genus-species-and provides navi-
gation assistance by means of scope notes and other aids. In other words, 
a thesaurus is a tool designed to aid users in finding their way around a 
vocabulary database. In addition to its primary use as an authority for the 
terms used in indexing the database , it offers reminders of terms the user 
might not even have considered. 
The ANSI/NISO standard for thesauri (NISO , 1994) provides the 
best available information on what thesauri should do and how they should 
be built, but it predates the explosion of full text and powerful search 
engines that we have recently seen , and it is not an adequate guide to 
future needs and potential. 
In order to set present-day thesauri in context, it is useful to look 
briefly at their history. The first thesauri were actually produced before 
electronic searching was widely available, but their full development coin-
cided with the growth of online bibliographic databases. The unitary terms 
of a thesaurus provide much greater flexibility in searching than a subject 
heading list, with its complexities of subdivision and inversion. Consider a 
subject heading: 
Automobile engines-Manufacturing 
Now consider one of the ways in which this complex concept might be 
indexed with a thesaurus: 
Automobiles 
Engines 
Manufacturing 
The specifics depend on the design of the particular thesaurus and, in 
particular, the extent to which it precoordinates the elements of a com-
plex concept. Regardless, the thesaurus indexing offers far greater search-
ing flexibility, though with a possible penalty in false retrievals. Whether 
based on an ANSI/NISO standard thesaurus or not, most databases today 
are indexed with thesaurus-type terms. The exception is some of the da-
tabases designed primarily for schools and public libraries, which use more 
complex terms, and typically based on Library of Congress subject head-
mgs. 
The earliest electronic files consisted only of titles, bibliographic de-
scriptions, and indexing; if you were lucky there were abstracts, but this 
was by no means to be taken for granted in the days when storage space 
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was a very precious commodity and acquiring anything in electronic form 
generally meant rekeying it. In this environment, indexing had to be of 
high quality if information was to be retrieved at all, hence the obvious 
need for thesauri . 
Today abstracts are practically universal, and it is beginning to seem 
as if all information is available in full text. However, this is not true, nor 
will it be true in the immediate future . (Retrieval of graphic images is not 
considered here, because image searching still relies so heavily on text 
captions or descriptions.) Vast numbers oflegacy documents remain, and 
converting these to searchable text is an expensive long-term proposition. 
Furthermore, many documents are still being produced in printed form 
only. 
Therefore, thesauri and indexing will continue to have a place-at 
least for awhile-in facilitating access to documents for which electronic 
text is not available. Their long-run value, however, depends on integra-
tion with full-text search. 
THESAURI AND SEARCH ENGINES 
Thesauri actually have a place at both ends of the information access 
process-i.e., at storage and at eventual retrieval. The universe of elec-
tronically accessible full text is so immense, and is growing so fast, that 
users need all the help they can get in accessing it. The explosive growth 
of Web search engines, with their rather primitive algorithms, has had 
some rather unfortunate effects, to my mind. Some of these engines ap-
pear to have been developed by people who saw a need, but who had not 
the vaguest idea that there was already a history of development of tools 
to fulfill similar needs. There is little evidence that these developers had 
ever used either Dialog or a library catalog. 
Not long ago, in a meeting of a national information society, a speaker 
gave an example of natural language retrieval of 92 citations from his 
database on the effect of alcohol on heart disease. A representative of a 
Web search engine countered with a report of carrying out a search using 
his engine on the Web and retrieving over 600,000 items. This speaker 
actually saw this 600,000 as better than 92. True, the 600,000 items were 
ranked (but so were the 92), but the speaker did not go on to show the 
relevance of the top ranked items to the query, or how many good items 
might actually have ranked so low that the user would never have looked 
at them. In fact, the audience was told nothing at all about how these 
600,000 citations were presented to the user. It was almost as if the num-
ber itself were intoxicating to the speaker. 
A distinction should be made among kinds of tools for facilitating 
access to full text on the basis of the a ttention they give to semantics. 
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Older, exact-match (Boolean) systems give no attention to semantics. 
Furthermore, they retrieve purely on the basis of the occurrence of the 
search word or phrase in the document. This means that search terms 
must appear in the text for the document to be retrieved-if a term ap-
pears in the text at all the document will be retrieved regardless of whether 
the term is important to the meaning of the document or not. 
Another approach relies on statistical information-co-occurrence of 
words in the document, frequency, etc. Natural language parsing may be 
included as well, but there is no concern with the meaning of the words. 
The fact that two words co-occur in a document means only that; it does 
not imply that there is any relationship between their meanings. 
Boolean and statistically based systems have been found to have com-
parable retrieval performance, but to produce very different retrieval sets. 
That is, searches of the same database using a Boolean engine and a statis-
tically based one often produce about the same number of relevant hits-
but there may be little overlap between the two sets of hits. 
Intelligent retrieval systems integrate statistical and semantic infor-
mation-as well as a full battery of linguistic techniques-to retrieve more 
useful results. Such a system may contain an extensive lexicon, not just of 
word meanings and equivalents but of word types and relationships. Text 
is parsed-to a greater or lesser extent depending on the system-and 
there are often tools for disambiguation of terms. Phrases rather than 
just single words can also be handled. The most powerful systems actually 
can determine syntactic or structural meaning, permitting them to re-
trieve a concept expressed in different words that are not actually in the 
lexicon. One of these systems is DR-LINK, discussed elsewhere in this 
volume. 
Any of these types of system can produce better results if controlled-
vocabulary indexing is present. The index terms can be weighted more 
heavily than the running text in either statistical or intelligent systems, 
causing documents which have been predetermined by human (or auto-
matic) analysis to be relevant to the query to rank more highly. In a Bool-
ean system, the chances of retrieving relevant documents that do not hap-
pen to contain the words of the search query are improved, though preci-
sion is not helped unless the search is specifically limited to controlled 
vocabulary terms. 
Searchers consistently state that they need indexed, searchable full 
text (Pritchard-Schoch, 1993). For some kinds of queries, statistical tech-
niques applied to the full text have been satisfactory, while others just 
cannot be answered satisfactorily without indexing. In general, searchers 
have not had much access to intelligent systems; when they do, it seems 
most likely that the presence of indexing will continue to improve the 
retrieval. 
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USE OF THESAURI IN SEARCHING 
In the traditional scenario, an indexer uses the thesaurus to select 
index terms for inclusion in the document record. Then the searcher, 
hopefully referring to the same thesaurus, selects terms which seem likely 
to produce relevant results and searches the indexing, retrieving on the 
basis of exact match . Even if the searcher has not referred to the thesau-
rLIS, she or he is aided by the indexing because, if the query words appear 
in the indexing, then all documents indexed with those words will be re-
trieved, whether the words happen to appear in the text or not. 
The basic design of thesauri to date, then, has been as indexing aids, 
with the expectation that searchers would be able to use these aids as a 
guide to searching. The notation used in term relationships is abstruse; 
the fact that "BT' and "NT' mean that two terms are related hierarchi-
cally is obvious only to specialists. Furthermore, database producers fre-
quently do not mount their thesauri on search systems. And if the thesau-
rus is mounted, the search system may not support the full range of navi-
gational information. In other words, the thesaurus is an indexing aid 
which we hope can also be used for searching, but we frequently haven't 
put much effort into making this use possible, let alone easy. 
It is easy to find evidence in the literature that thesauri are underused 
by searchers; this is probably due at least partly to the fact that the thesau-
rus for a database is unlikely to be readily available to searchers. Even 
without significant changes in the nature of the thesaurus itself, provision 
of a tool such as the IODyne thesaurus navigator, described in another 
paper in this volume, should increase searcher use substantially. Permit-
ting the searcher to switch seamlessly between navigating the thesaurus 
and searching the database can only improve access. 
An obvious way in which a thesaurus can be applied directly in re-
trieval is to use the relationships as a means of expanding the search. 
Research, however, has shown that these relationships must be used with 
caution. In general, expanding a search to include the narrower terms 
tends to improve recall without great sacrifice in precision. Expanding to 
include broader or related terms, while it does improve recall , typically 
has a significant negative impact on precision. 
In pragmatic terms, the purpose of distinguishing hierarchical rela-
tionships is to indicate to users everything that is a "kind" or "part" of the 
broader term, in order to facilitate making searches more inclusive. How-
ever, it is not known for certain that this is what users need or want-or to 
what extent they need it. We do not know how far up or down hierarchies 
it would be useful to go in expansion of searches; if a hierarchy is nine 
levels deep, would a user starting at the top really want to broaden the 
search all the way down or would stopping at an intermediate level be 
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preferable? On the other hand, limitation to a single level of expansion is 
probably not adequate. 
MAKING THESAURI MORE ACCESSIBLE TO SEARCHERS 
Over the years there have been proposals for end-user thesauri de-
signed specifically to facilitate searching. Bates (1986) and Anderson and 
Rowley (1992) have both made interesting proposals for development of 
such thesauri. The end-user thesaurus differs from a conventional thesau-
rus in two primary ways-its term inclusion and organization and its dis-
plays. It is designed to reflect and organize the total specialized vocabu-
lary of users in a field rather than to provide a limited list of authorized 
terms. It provides more information about the scope of terms, and its 
displays are designed around the way in which users approach informa-
tion. For instance, one design of Bates's used term clusters as a device to 
aid users in enriching their searches. These clusters were like the 
sublanguages of different specialist groups. Anderson proposed collect-
ing words and phrases from full text and organizing them to build the 
end-user thesaurus. 
The idea of end-user thesauri has not been widely accepted, probably 
for a number of reasons. Conventional thesauri are costly to develop and 
maintain; the additional access in an end-user thesaurus would be even 
more costly. Simultaneously, until recently there seems not to have been 
a real understanding on the part of system designers that simply making 
full text available-even with a powerful search engine-is not adequate. 
The more full text there is, the more help users need in navigating it. 
At the same time, users have certainly not been demanding richer 
thesauri, though I am aware of more than one instance where a major 
database producer was motivated by user demand to develop a conven-
tional thesaurus. If end users-particularly the more sophisticated ones-
were aware of the aid that better semantic tools could provide, they would 
demand them. Unfortunately, people generally do not miss what they 
have never had. 
CHANGES IN INDEXING 
Meanwhile , indexing is changing in a way that makes even greater 
demands on the thesaurus. As stated above, the traditional scenario is 
one in which the indexer consults a thesaurus as a source for terms to use 
in indexing. This work is repetitive, labor-intensive, and inherently in-
consistent. It places heavy demands on the indexer, who must remember 
all indexing rules and policies; when indexers must work outside their 
specialized area, they are handicapped by their suboptimal knowledge of 
the thesaurus in the new area. Few organizations to date have found a 
way to provide more than clerical aids to indexers. 
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For many years there have been a few systems using machine-aided 
indexing (MAl). In these older MAl systems, the text of titles and ab-
stracts is run against a rule base; when a rule is matched, the applicable 
thesaurus term is assigned to the document. The indexer reviews these 
candidate index terms, adding and deleting as appropriate. While their 
users have found that the systems increase indexer productivity signifi-
cantly, there has been no great move to MAl by other database producers 
in the twenty or more years that these systems have been in use. 
This lack of growth in use is probably due to the immense up-front 
cost of developing a rule-based MAl system. First, the system depends on 
availability of a well-developed thesaurus. Then it is necessary to develop 
rules for matching sequences of characters in text to produce indexing 
with a high degree of reliability. This rule base must continually be re-
fined and updated if it is to remain useful. While no published data exist, 
the rule base probably costs at least as much to develop and maintain as 
the thesaurus itself. 
Within the past few years, one MAl shell system has become commer-
cially available (Hiava & Hainebach, 1996), but it is still necessary to de-
velop the actual rule base. As an aside, it is worth noting that this system 
is actually multilingual-an aspect of indexing which may be expected to 
increase in importance in the future. 
The availability of powerful text analysis software is changing this sce-
nario dramatically. The same analysis used to provide good relevance-
ranked search results can be used to suggest candidate terms for indexing 
without manual development of a rule base. Instead, a substantial num-
ber of already-indexed documents is used to train the text analysis soft-
ware, which then assigns candidate index terms to the documents for in-
dexer review. Without human review, of course, the same scenario pro-
duces automatic indexing. 
MAl assumes a developed thesaurus, and ongoing maintenance and 
refinement of the term assignment criteria. It shifts much of the analysis 
effort away from review of individual documents to maintenance of the 
vocabulary and retraining of the system. Indexer productivity can be in-
creased significantly; it is known to have increased in the older rule-based 
machine-aided indexing systems. The shift from rule base development 
to more automatic training of the system will also make the process of 
MAl system development and maintenance less labor-intensive. In fact, 
none of the changes described have reduced the need for a thesaurus; if 
anything, they have increased the demands made on these tools and, as a 
result, are bringing more of their limitations to light. 
PROBLEMS OF THESAURUS DESIGN 
There are fundamental problems in the basic design of thesauri that 
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make them less than optimally useful for more powerful retrieval scenarios. 
There is no reason to expect that a tool designed for Boolean search on 
index terms will be optimized when full text is searched by a powerful 
engine. Unfortunately, the ways in which thesauri could be redesigned to 
be more useful are not immediately obvious. 
The number of kinds of relationships in the present design is limited 
-and yet even this specification of types is probably only of marginal di-
rect value to users. As indicated earlier, users do not necessarily recognize 
that "BT" and "NT" mean a relationship is hierarchical, and "Use" and 
"UF" mean the terms are equivalent, while "RT" means the relationship is 
something else-that something being unspecified. 
For a thesaurus developer, even deciding when a relationship is hier-
archical or part/ whole can be difficult. The determination is fairly easy 
when concrete objects (e.g., truck/ motor vehicle) are the issue. How-
ever, in a world where the same thing may be a "particle" (i.e., concrete) 
or a "wave" (not concrete), depending on how the observer happens to 
be looking at the thing at the moment, deciding whether something is a 
"thing" or a "process" may not only be difficult, it is likely to be futile . As 
an example, recently I encountered in building a thesaurus the problem 
of how to relate "Codons," the basic units of genetic information, and 
"Codon usage." This certainly sounded like a clear case of thing/ pro-
cess- i.e., RT-but it turned out that "Codon usage" was used in the field 
not for a process, but for studies of the types of codons being used. The-
saurus practice does not offer a good way to distinguish dictionary mean-
ings from actual use of terms in the literature. 
If the distinction between hierarchical and other relationships is that 
porous in fact, of how much value is it to users? The distinction is prob-
ably of significant value when it is clearly "things" or fairly concrete enti-
ties that are being related, but of much less value when the entities being 
related are less concrete. Yet, even for very abstract entities-processes 
and the like-we find ourselves wanting to say "these terms are very closely 
related, while these others, though less related, might still be useful for 
you." Obviously, weighting is involved here, but there is no way to build 
weighting into a standard thesaurus. 
At the same time, text analysis software theoretically can make use of 
much richer semantic analysis, not only of the relationships between terms, 
but of the kind of term-e.g., a process, thing, or property. Historically, 
this kind of analysis has been even more labor-intensive than that required 
to develop the relationships in a standard thesaurus. For instance, efforts 
such as the Cyc project have involved manual development of a knowl-
edge base that would permit automatic analysis. On the near horizon, 
though , are systems which will automate development of abstractions-
such as relationships among concepts. 
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Equivalence relationships grow out of the print paradigm, where ev-
erything had to be entered in a single place-i.e., it was not feasible to 
place a copy of the record under all equivalents of each term. If terms are 
truly equivalent, perhaps we should treat them as an "equivalence clus-
ter," so that including one of the terms in a query retrieves them all , ei-
ther automatica lly or at the user's option. 
Displaying the relationships of a thesaurus in print has always involved 
compromises. For instance, the typical alphabetical display can only show 
a single leve l of upward and downward hierarchical relationships. The-
sauri which include the full hierarchy of terms in the alphabetical display 
become much more voluminous. If the full hierarchical display is rel-
egated to a separate listing, it can be difficult in the alphabetical display to 
show where to enter the hierarchical listing to see the full hierarchy of the 
term. 
While e lectronic display of a thesaurus can ameliorate some of the 
limitations of the print display, making it possible , for instance, to switch 
back and forth between alphabetical and hierarchical display, the limita-
tions of the screen are substituted for the limitations of the printed page. 
The screen display does offer possibilities of flexibility and customization 
that simply are not possible in print, and it is to be hoped that the IODyne 
browser will turn out to be only the first of a new generation of tools 
which supports end-user thesaurus access in a friendly and powerful way. 
More and richer connections between thesaurus and text may be expected 
as the thesaurus becomes a resource for detecting relationships and refin-
ing searches. 
FUTURE OF THESAURI 
These tools, originally designed to facilitate consistent ana lysis of 
documents at input to an information retrieval system, are already well 
on their way to becoming vital retrieval tools as well. In fact, I antici-
pate that, in the near future, thesauri will be used more at retrieval 
than at input. They may work behind the scenes much of the time. 
While users should certainly have access to any available vocabulary 
aids if they want them, we need to design our interfaces so that users 
need not interact directly with the thesaurus to any greater extent than 
they wish or need to. 
Given all the problems and limitations indicated , how is it possible to 
remain positive about the need for continued use of thesauri? There are 
two fundamental reasons , one philosophical and one pragmatic: 
• Philosophically, just as thesauri built on subject heading lists , provid-
ing more structured relationships and terms better fitted to the cur-
• 
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rent searching environment, thesauri can be built on to develop vo-
cabulary tools that meet the needs of users in the search environment 
of the near future. 
Pragmatically, there is increasing evidence of a realization on the part 
of text analysis system developers of the need to include a semantic 
component in their software. Whether this semantic component is a 
formal ANSI / NISO standard thesaurus is not as important as the fact 
that a rich semantic tool-not just an equivalence list-is embedded 
in the system. 
A thesaurus can become the basis of a more extensive semantic network, 
providing information, not just on what terms are used in indexing, but 
on how they are used within the system. Most often a semantic network 
includes richer relationships than a thesaurus, but there is no reason not 
to build the less sophisticated system, using it as a resource when it be-
comes feasible to develop the more powerful system. 
On the retrieval side, the advent of intelligent information retrieval 
systems, like those discussed in these proceedings, changes the picture of 
indexing and therefore of thesauri. The question then arises: Which kinds 
of retrieval can best be left to the intelligent system, and which will be 
facilitated by indexing-and therefore by use of a thesaurus? This is a 
very important question, but I know of no attempts to answer it. The 
concentration has been on refining intelligent retrieval systems and dem-
onstrating their value. Yet, if we knew which kinds of information or que-
ries could be well served by a text retrieval system without human input or 
refinement, we would be free to improve productivity by concentrating 
human effort on the types of retrieval needs where it could really add 
value. 
Thesauri and intelligent retrieval systems can be complementary in 
another way: The thesaurus shows a variety of relationships among terms; 
these relationships can be used by the system to supplement its statistical 
and linguistic analyses. Conversely, by flagging phrases which do not match 
any of its existing criteria, the intelligent retrieval system can assist in the-
salll·us updating. 
SUMMARY 
Thesauri were developed to meet the needs of a different kind of 
retrieval system than the full-text systems which are available today. How-
ever, the basic concept of the thesaurus remains useful; the problems en-
countered have more to do with the implementation than with the con-
cept itself. More work is needed to assure that thesauri built in the future 
are optimally suited to the needs of full-text systems. 
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DIMENSIONS AND DISCRIMINABILITY 
THE RoLE oF CoNTROLLED VoCABuLARY IN 
VISUALIZING DocuMENT AssociATIONS 
David Dubin 
ABSTRACT 
Visualization interfaces can improve subject access by highlighting 
the inclusion of document representation components in similarity and 
discrimination relationships. Within a set of retrieved documents, what 
kinds of groupings can index terms and subject headings make explicit? 
The role of controlled vocabulary in classifying search output is exam-
ined. 
INTRODUCTION 
For many years, full-text retrieval and controlled vocabularies have 
been viewed as alternate approaches to subject access, each with strengths 
and weaknesses (Walker & Janes, 1993). In practice, though, it is com-
mon for searchers unfamiliar with a database's thesaurus to use both con-
trolled and uncontrolled terms in an iterative process of query reformula-
tion-i.e., having found one or more relevant documents using natural 
language, the searcher may select index terms or subject headings that 
have been assigned to those documents for the next query. 
One can consider the replacement of uncontrolled terms with con-
trolled terms in a query as simply a way of improving precision-i.e., search-
ing on a preferred term. Alternatively, one can view it as a process of 
revealing patterns of word usage in the collection, and as a change in the 
searcher's mental model of how terms are used. For example, if a searcher 
begins with a natural language query on "information AND systems AND 
management," he or she may eventually discover that among those docu-
ments retrieved, a distinct group discuss "information systems manage-
ment'' while another group discuss "management information systems." It 
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may happen that controlled descriptors discriminate precisely those docu-
ments using the terms in the sense intended by the searcher. Even if that 
is not the case, the searcher's improved understanding of term usage pat-
terns may inform query reformulation in other ways-e.g., suggesting terms 
to discard from or negate in the query. 
Traditional interfaces for document retrieval systems are not very help-
ful for conveying structure in a document database. Linear lists of docu-
ment titles do not show the query terms responsible for the successful 
match, nor do they reveal similarity relationships among the documents 
themselves. Within the last decade, however, a number of alternative out-
put displays have been proposed and implemented (Crouch & Korfhage, 
1990). Some of these tools (collectively referred to as visualization inter-
faces) plot iconic representations of documents in displays that reveal 
richer relationships than those shown by lists of titles . A searcher review-
ing documents with a visualization interface is better equipped to discrimi-
nate them into the kinds of topical clusters described in the previous para-
graph. However, constructing an informative picture of document and 
term relationships requires selecting appropriate document attributes. 
Any word or word stem occurring in the text of a document or as-
signed as a descriptor can be considered an attribute or characteristic of 
that document. Document attributes are represented in visualization in-
terfaces in any number of ways (e.g., axes in a scatter plot or nodes in a 
directed graph). Several interfaces represent document attributes (spe-
cifically terms) as reference points or foci in a projected multidimensional 
space of word frequencies. One such interface, VIBE, was developed at 
the University of Pittsburgh and at Molde College in Norway (Olsen et al., 
1993). VIBE represents terms with circular icons positioned freely in the 
display by the user. These reference points or POls (points of interest) 
can be individual terms, stems, complex queries, or any quantifiable docu-
ment attribute specified by the searcher or analyst. Documents in VIBE 
are represented by rectangular icons plotted as a weighted sum of the 
two-dimensional position vectors of the POI icons (Korfhage, 1997). The 
result of this plotting function (equivalent to the projection of document 
vectors onto the surface of a hypersphere in the city block metric) is to 
position documents closest to their dominant attributes (e.g., the most 
frequently occurring terms). Documents will also tend to be plotted clos-
est to those documents with similar ratios of attribute weights-the same 
variability which drives the cosine measure as an estimate of document 
relevance (Jones & Furnas, 1987). Although the projection of a multidi-
mensional space onto a two-dimensional display results in ambiguity for 
any particular VIBE display, ambiguities can be resolved through interac-
tive analysis-i.e., repositioning POI icons, applying color to them, and 
employing other functions of the software thereby allowing analysts to 
make correct inferences about the data being viewed. 
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A searcher's overall goal is the selection of documents deemed rel-
evant or interesting, and successful retrieval systems support that goal. 
For systems employing visualization interfaces such as VIBE, it is neces-
sary to focus not on how well a selection or ranking algorithm can pick the 
right documents, but on how well the display highlights structure that 
human searchers can exploit to make their own relevance judgments. If 
appropriate document attributes are identified, VIBE can support the clas-
sification of retrieved documents based on topical contrasts. 
Figures 1 and 2 show how VIBE can be used to uncover topical clus-
ters. The documents consist of 305 abstracts retrieved from the ERIC da-
tabase with the search term "mood." In Figure 1, 149 of those documents 
are seen to contain at least one of eleven descriptors. Lines connecting 
each descriptor to the documents containing it reveal co-occurrence pat-
terns that discriminate the linguistic and emotional senses of the word 
"mood." Strictly speaking, an eleven-dimensional space is being projected 
into a two-dimensional plane, but the existence of only one line between 
the two clusters reveals that the five-dimensional space of language terms 
is almost completely independent from the six-dimensional space defined 
by the emotion terms. 
In Figure 2, fifteen additional terms have been added to the VIBE 
display, and 207 of the 305 documents appear. Documents plotted close 
to the three terms placed in the upper left corner suggest a third cluster 
relating to human cognition. Since there is overlap between the cogni-
tion documents and those in the emotion cluster, further experimenta-
tion would be required to determine whether a separate cluster has been 
discovered. The term "art" co-occurs infrequently with the other twenty-
five terms in the display; it might be possible to discriminate a cluster of 
documents using "mood" in an artistic sense. 
Figure l. Term Co-Occurrence Patterns Reveal Two Senses of the Word "Mood" 
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What makes an attribute (such as a word or phrase) appropriate for 
discriminating meaningful cluste rs? There a re two kinds of criteria: struc-
tural and semantic. From a structural perspective, a descriptor must ap-
pear in, or apply to, a reasonable subset of the documents being classi-
fi ed . In any set of documents, there will be many terms that appear in o nly 
one or two of them-too few to represent any significant theme or trend. 
Similarly, there will always be terms that appear in (nearly) every docu-
ment; such terms have no discriminatory power at all. Discriminatory 
power of a te rm or phrase can be based on simple frequency, on measures 
of term co-occurrence, or on models borrowed from research on auto-
matic indexing (Salton, 1975) . Whatever the method chosen, some 
method of recommending reference points is necessary since people have 
difficulty predicting and recognizing strong discriminators (Dubin, 1996) . 
Document attributes serving as reference points in a visualization must 
be meaningful in the context of the searcher's interests or information 
need. It does little good to know that a significant number of documents 
can be described by the te rm "systems management" if the searcher does 
not recognize the significance or relevance of that phrase to the goal of 
the search . Selecting document attributes based on structural clues alone 
may produce trivial cluste rs. For example, if document representations 
include a date field that contains day of the week abbreviations, it is easy 
to partition any subset of records into seven nonoverlapping clusters. 
However, classification by day of the week is unlikely to be useful. 
There is, as yet, no evidence that controlled descriptors produce more 
structurally distinct document cluste rs than te rms drawn from titles, ab-
stracts, or the full text of documents: choice of term weighting model 
would likely have a lot to do with any such differences. But with respect to 
semantic criteria, controlled descriptors have several qualities that make 
them attractive reference points for document visualization. 
Subject headings and index terms are not merely codes denoting a con-
cept, but names. The stem "acquisit," extracted from the full text of articles, 
might do a fine job of discriminating a cluster of documents on the topic of 
collection development-indeed, it may be a better discriminator than the 
common terms "collectio n" and "development." But even if "acquisit" can 
be automatically distinguished from other terms based on its discriminatory 
power, a searcher or analyst must recognize that words like "acquisition" and 
"acquisitions" appear frequently in writings on collection development, and 
that a stemmer would remove the suffixes. Identifying the concept as a use-
ful reference point and interpreting the resulting display is much easier when 
the tag corresponds to the name of the concept (e.g., "collection develop-
ment" makes more sense than "acquisit"). 
Terms drawn from controlled vocabularies are often explicitly marked 
as such , or can be identified based on regularities in the formatting of the 
document. This makes identification of meaningful phrases much easie r. 
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There are statistical and syntactic techniques for the automatic extraction 
of noun phrases from natural language text (Salton, 1989), but no method 
is as straightforward as taking the entire string (phrase or single term ) 
from an index term or subject heading field. Several of the POls in fig-
ures I and 2 a re labeled with easily interpreted two- or three-word phrases. 
Finally, index te rms and subject headings are assigned to documents 
because a human being has identified an important concept in the writ-
ing. One can be reasonably confident that a document is included in a 
cluster based on a central topic rather than vagaries of the author's choice 
of words. Automatic indexing methods can work, and human indexers 
are not always consistent. However, controlled descriptors do at least re p-
resent one person's understanding of what the document is about. 
Electronic documents are more than undifferentiated strings of text. 
Manual indexing and classification represent sources of intelligence and 
information that can be exploited to create more effective document visu-
alizations. Where available, they can and should be used in combination 
with othe r information sources such as word frequencies, co-occurrence 
measures, structured markup tags, syntactic analysis, and domain-specific 
knowledge bases. 
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AN OVERVIEW OF RESULTS FROM 
RUTGERS' INVESTIGATIONS OF 
INTiffiAc~INFoRMATION 
RETRIEVAL* 
Nicholas ]. Belkin 
ABSTRACT 
Over the last four years, the Information Interaction Laboratory at 
Rutgers' School of Communication, Information and Library Studies has 
performed a series of investigations concerned with various aspects of 
people's in teractions with advanced information retrieval (IR) systems. 
We have been especially concerned with understanding not just what 
people do, and why, and with what effect, but also with what they would 
like to do, and how they attempt to accomplish it, and with what difficul-
ties. These investigations have led to some quite interesting conclusions 
about the nature and structure of people's interactions with information, 
about support for cooperative human-computer interaction in query re-
formulation, and about the value of visualization of search results for sup-
porting various forms of interaction with information. In this discussion, 
I give an overview of the research program and its projects, present repre-
sentative results from the projects, and discuss some implications of these 
results for support of subject searching in information retrieval systems. 
INTRODUCTION 
Researchers associated with the Information Interaction Laboratory 
at Rutgers' School of Communication , Information and Library Studies 
have been engaged in a program of research aimed at understanding and 
supporting the information-seeking behaviors of people in advanced in-
teractive information retrieval (IR) systems. This program had its roots in 
*Research supported in pan by a DARPA Equipme nt Grant, bv 1ST Cooperative Agree-
ment No. 70NANB5 H0050, and by TIPSTER Phase Ill Contract No. MDA904-96-C-1297 
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several earlier research projects. The first of these was a study led by N.J. 
Belkin and T. Saracevic on the design of third-generation Online Public 
Access Catalogs (OPACs) (Belkin eta!., 1990). This study intended to 
identify design principles for third-generation OPACs through an under-
standing of the intentions and behaviors of people as they interacted with 
information in a variety oflibraries. The results of this study included the 
development of a methodology for investigating goals, behaviors, and in-
tentions associated with interaction with information; classifications of 
behaviors and intentions in libraries; identification of some relationships 
among goals, behaviors, and intentions; and the beginnings of identifica-
tion and classification of a variety of so-called "information-seeking strate-
gies." 
The second "precursor" project was conducted in collaboration with 
the Information Retrieval Service of the European Space Agency (ESA/ 
IRS) . This project, as reported in Belkin and Marchetti ( 1990); Marchetti 
and Belkin ( 1992); and Belkin, Marchetti, and Cool ( 1993) , was concerned 
with the development of an interface to an existing commercial IR system 
that would support seamless movement from one kind of information seek-
ing strategy (ISS) to another-e.g., from browsing through a thesaurus to 
searching on a specified topic. This study combined the methods of cog-
nitive task analysis with support for multiple ISSs and introduced a classi-
fication of ISSs based on the four dimensions of user's goal, method of 
searching, mode of retrieval, and type of information interacted with. This 
work was based on previous research by both us and others on informa-
tion-seeking behavior, but its design was somewhat limited by the neces-
sity of implementation within an existing system framework. The results 
of this study included the identification and classification of multiple ISSs 
and the design and construction of an interface based explicitly on an 
analysis of information-seeking behavior that supported multiple ISSs. 
The third precursor project was conducted in collaboration with col-
leagues at the Gesellschaft fUr Mathematischen Datenverarbeitung Insti-
tute for Integrated Publication and Information Systems (GMD/ IPSI) 
(Belkin et a!., 1995). In this work, we built on our earlier studies de-
scribed above and combined these ideas with two other theoretical 
stances-dialogue-based interaction and case-based reasoning. The idea 
here was to develop a new system that would support user interaction with 
information through a set of structured dialogues, each of which was spe-
cific to a particular ISS in its general structure, and which would be linked 
to one another in order to support changes from one ISS to another ac-
cording to generalizations built from a library of cases of information-
seeking episodes. This project resulted in a prototype system, MERIT, 
which supported several different ISSs and structured changes among them 
in a mixed-initiative dialogue. 
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The common thread among these three projects was the attempt to 
understand and characterize the variety of people's interactions with in-
formation in a way that would be useful for the design of systems to 
support such interactions. Perhaps the most important results of these 
projects were the development of methods for the study of interactions 
with information and for the identification of the goals and intentions 
leading to different interactions; the initial attempts at characterizing ISSs 
according to a set of behavioral dimensions or facets (see Figure 1); and 
the establishment of principles for drawing relationships between differ-
ent ISSs and IR design features for supporting them. In particular, the 
dimensionalizing of ISSs led to the concept of a person moving about in a 
space of possible ISSs according to both planned and situated action. 
The results of the three projects described earlier have provided a 
basis for a long-term research program at Rutgers on the relationships 
between people's interactions with information (particularly, although not 
exclusively, their information-seeking behaviors); the goals associated with 
different interactions; and design specifications for IR systems. The goals 
of this research program are to develop highly interactive IR systems which 
are designed to respond to people 's characteristics, goals, intentions, and 
behaviors, in particular by appropriate and effective support of their in-
teractions with information. Although much of this program has been 
carried out within the framework of our participation in the Text Retrieval 
Conference (TREC) program's Interactive Track (see, for example, 
Harman, 1996), it has also included Ph.D. dissertations based on these 
data and projects supported by the National Institute for Standards and 
Technology (NIST) and the Defense Advanced Research Projects Agency 
(DARPA). In the following sections, I briefly describe a number of the 
specific projects that have been carried out in the course of this program 
and summarize some of their more important results. 
GENERAL STRUCTURE OF THE RESEARCH PROGRAM 
As mentioned earlier, we have been primarily working within, and 
extending, the TREC Interactive Track program (for a detailed descrip-
tion ofTREC, see, for example, Harman, 1996). Here, I give a brief sum-
mary of the general characteristics of this program to provide a context in 
which to interpret the description of our specific projects. 
TREC is a program for the comparative evaluation ofiR systems and 
their components. It is organized by NIST and is based on the DARPA-
funded TIPSTER (not an acronym) program of research in information 
retrieval and information extraction. One product of the TIPSTER pro-
gram was a so-called IR test collection. This provided the impetus for the 
TREC program, which is based on a (growing) test environment for IR 
systems, consisting of: a database of the full text of documents from a 
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ISSs Method Goal 
Sc s L 
I X X 
2 X X 
~ X X 
4 X X 
5 X 
6 X 
7 X 
8 X 
9 X X 
10 X X 
II X X 
12 X X 
13 X 
14 X 
15 X 
16 X 
Method: Sc=Scan; S=Search 
Goal: L=Learn; S=Selec t 
Mode: R=Recognize; S=Specify 
DIMENSIONS 
Mode 
s R 
X 
X 
X X 
X X 
X 
X 
X 
X 
X X 
X X 
X 
X 
Resource: !=Informatio n; M=Meta-information 
Resource 
s M 
X 
X 
X X 
X X 
X 
X 
X X 
X X 
X 
X 
X X 
X X 
X 
X 
X X 
X X 
Figure I. Dime nsio ns and Types o f Informatio n Seeking Strategies (ISSs) 
(Belkin eta!. , 1993, p . ~26) 
variety of information sources-e.g., The Federal Register, the Wall Streetjour·-
nal, the AP Newswire, US Patents, selected Ziff-Davis publicatio ns, the San 
j ose Mercury-News, the Financial Times, the Congressional Record, and som e 
sources in j apa nese, Spanish, and Chinese-which now amounts in total 
to over 1 millio n documents and a pproximately 4GB of data; a set of topic 
or information proble m descriptions growing at the ra te of 50 per year 
that at the moment total 300; and relevance judgme nts for as ma ny as 
3,000 docume nts for each of the topics. 
The general structure ofTREC is that groups that wish to participate 
in the program a re provided the test collectio n and are set several IR tasks 
that must be completed by all participants under a set of quite strict rules 
and under some specific time constraints. Having performed these tasks 
and submitted their results to NIST, the participants in each year's TREC 
meet at a small conference to present their results, to discuss them, to 
compare them with others, and to try to understand how vario us tech-
niques work in improving retrieval performance (or not) and why. TREC-
1 (the confe re nce) was he ld in autumn 1992 (the work reported at the 
conferen ce was carried out during the preceding nine mo nths); the pro-
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gram is now up to TREC-6 and has about sixty-five participating groups 
from all parts of the world. 
In the past several years, this general structure of TREC has evolved 
from requiring all participants to complete the same two tasks to the es-
tablishment of a number of different "tracks," each of which is concerned 
with some particular task or problem in IR. One such track is the "Inter-
active Track." The purpose of this track is to investigate the performance 
of interactive IR systems-i.e., systems in which the user of the system 
plays an active role. This poses especially difficult evaluation problems; so 
much of the work of the Interactive Track has been in trying to develop 
methods for characterizing, evaluating, and comparing interactive IR sys-
tems. Groups at Rutgers have participated in the Interactive Track at TREC 
conferences 3 to 6 and, in the project descriptions below, the various evalu-
ation measures and IR tasks that have been used at different times will be 
described in more detail. 
In the studies that we have done investigating interactive IR, we have 
used the In Query retrieval engine from the University of Massachusetts (Callan 
et al., 1992) as our basic IR system, modifYing and controlling various ele-
ments for different studies. InQuery is a best-match IR system based on a 
probabilistic inference network formalism that allows both structured and 
unstructured queries, does sophisticated automatic indexing, and supports a 
variety of retrieval features including relevance feedback. Its richness of ca-
pabilities and its flexibility have allowed us to conduct a variety of studies of 
information-seeking behavior in widely different contexts. 
The general progression of these studies has been from initial obser-
vational and descriptive studies of information-seeking behavior, to ex-
perimental and analytic studies in which we attempt to test the effect and 
effectiveness of various features and conditions. Each study follows the 
general pattern of having volunteer subjects participate in an experimen-
tal session in our Information Interaction Laboratory. These sessions be-
gin with the administration of a background questionnaire in which de-
mographic data and data about the subject's experience with IR systems 
of various types are elicited. This questionnaire is followed by an entry 
interview, in which data about the subject's previous experience, and other 
characteristics relevant to the goals of the specific study, are elicited and 
tape recorded. On completion of the interview, the subject is adminis-
tered a hands-on interactive tutorial in the particular IR system in which 
the searching will be done. This tutorial ranges in length from twenty-five 
to forty-five minutes and either includes a practice search on the system 
for the task that the subject will be asked to perform or uses an example 
task within the tutorial itself. After the tutorial , the su~ject is introduced 
to the searching task which he or she will be asked to perform. These 
tasks are all based on TREC topics but vary from study to study according 
to the TREC Interactive Track task that is set that year or according to 
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the experiment which we are running. The specific task is described in 
detail on a paper form that the subject is given at this time. The subject 
then performs the given IR task(s) and is instructed to "think aloud" dur-
ing the task performance. The entire search is automatically logged, and 
the thinking aloud is recorded on videotape along with a view of the moni-
tor. Mter the performance of each IR task-i.e., each individual search-
the subject is asked to fill out a "search evaluation form," which is a scaled 
self-report on the subject's knowledge of the topic and of various aspects 
of the subject's perception of difficulty of the task and success in the task. 
Each subject engages in at least two such searches (the number depends 
on the specific study). Mter the assigned tasks are completed, the subject 
is administered an exit interview, which elicits information about the 
subject's searching experience that is relevant to the specific study. This 
interview is tape recorded. The entire experimental session ranges in 
length from two to three hours. 
The questionnaire responses, the tape-recorded interviews, the think-
ing-aloud protocols, the search logs, and the subject's performance in the 
task (measured by the relevant TREC measures) are thus the basic data 
which we analyze in a variety of ways in order to understand and charac-
terize the nature of the person's information-seeking behavior and inter-
action within theIR system. Methods of analysis include content analysis, 
sequential analysis, standard descriptive statistics on the questionnaire data 
and on the log data, and inferential statistics relating various characteris-
tics of the interaction to one another and to performance. 
DESCRIPTIONS OF STUDIES IN THE RESEARCH PROGRAM 
TREC-2: Combining Evidence for Information Retrieval 
The first study that we conducted in the TREC research program was 
concerned not with interactive IR but rather with the issue of the effect of 
combining different query representations of the same information prob-
lem on IR performance. The results of this study, and a closely related 
pre-cursor, have been reported in Belkin, Cool, Croft, and Callan (1993); 
Belkin, Kantor, Cool, and Quatrain (1994); and Belkin, Kantor, Fox, and 
Shaw (1995). 
The reason for this study was to follow up on previous research (e.g., 
Saracevic & Kantor, 1988; Turtle & Croft, 1991) which had indicated that 
the combination of different representations (i.e., different queries) of 
the same information problem would lead to better IR performance than 
that achieved by any one of the representations alone. To investigate this 
issue, we designed a non-interactive study in which seventy-five volunteer 
expert searchers (that is, professional information scientists/ librarians who 
had been engaged in online searching for one or more years) were each 
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each asked to construct Boolean queries for five different TREC topics. 
There were seventy-five such topics consisting of a title, a one- or two-
sentence description of the topic, a two- or three-sentence narrative which 
defined conditions of relevance, and sometimes concepts and definitions 
associated with the topic. These topic descriptions were sent to the volun-
teers, who constructed the queries in their own time (but informing us of 
how much time they spent on each), according to the query language 
with which they were most familiar, and returned them to us by mail. The 
resulting queries (five different ones for each of the seventy-five topics) 
were translated by the experimenters into the In Query retrieval language, 
and then a series of experiments were run against the TREC databases 
with different levels of combination of the queries. 
The results of this study showed that combining these query repre-
sentations within the InQuery retrieval model led to increasing average 
performance according to the number of queries that were combined-
i.e., performance was best overall when all five queries for each topic were 
combined into a single query. This result has interesting implications for 
interactive IR, since it suggests that if IR systems encourage people to 
represent their information problems in alternative ways, performance 
will increase; it also suggests that if IR systems are designed to automati-
cally produce alternative query representations, performance will increase. 
An interesting result of a small experiment conducted during this study 
was that, if all of the operators (e.g., AND, OR, NOT, proximity) were 
removed from the combined queries-i .e., if the queries were changed 
from structured to unstructured or natural language-performance was 
somewhat better than that for the structured queries. This suggests that, 
at least for the best-match retrieval model underlying the In Query system, 
elaborately structured queries are not necessary to get good IR results. 
TREC-3: New Tools and Old Habits 
TREC-3 marked the first truly interactive IR study we carried out in this 
program. The results of this study are reported in Koenemann, Quatrain, 
Cool, and Belkin ( 1995) . The problem that we addressed in this study was to 
learn how people who were already expert in searching in conventional IR 
systems-i.e., exact-match systems-would understand, adopt, and adapt to 
IR systems which had quite different features. The rationale behind the study 
was that quite soon, operational systems based on new retrieval models, and 
incorporating such features as ranked output, relevance feedback, and un-
structured query input, would become quite common, but that very little was 
known about how people would understand and react to such features. Our 
assumption was that, in order to implement these kinds of features in the 
most effective ways, one would need such knowledge. 
In this study, we asked ten expert searchers (the sample population 
and expertise were defined as in our TREC-2 study) to perform five 
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different searches on our experimental system using the TREC routing 
task (this involved searching for documents on a specified topic in a par-
ticular database and, on the basis of the search, to construct a query which 
would be used as a routing or filtering query against a new database). 
This study was observational and descriptive in nature, and there was no 
attempt to control by, for instance, having each subject search on the same 
five topics. Rather, we grouped the fifty TREC topics into ten groups, 
each of which we tried to make as heterogeneous as possible in terms of 
domain and difficulty, and thus as much alike one another as possible, 
and assigned each group to one subject. The version of In Query that we 
used in this study allowed both structured and unstructured queries (and 
combinations of both), gave relevance-ranked output, and supported au-
tomatic relevance feedback. The database was, of course, full text, and 
the only form of indexing was statistically-based automatic indexing-i.e., 
no controlled vocabulary indexing. Because of the flexibility in the query 
language, searchers could choose to use their familiar structured-query 
methods or to use unstructured query input and the new features which 
supported query modification or any combination thereof. 
There were a number of interesting results which came from this study, 
including the fact that relevance feedback was used by almost every sub-
ject at least once, and that people were, overall, fairly effective in the new 
environment. But perhaps the most interesting results concerned the 
relationships between what we interpreted as the nature of the subjects' 
models of IR, their adoption or incorporation of new IR tools, and their 
performance in the task. In examining the subjects' searching behaviors, 
we found that some people, who had a great deal of experience in con-
ventional IR and who adapted the features of our version of InQuery to 
support their normal searching behaviors, had quite high performance. 
But some subjects, who had relatively little IR experience, and who adopted 
the new features to a large extent in new searching behaviors, also had 
high performance. But some other subjects, at a variety of levels of expe-
rience, charted an intermediate course, attempting to adapt aspects of 
the new features to support their normal searching behaviors; these people 
did relatively poorly in the task. These data led us to speculate that, al-
though people could indeed use the new features effectively with rela-
tively little training, their adoption of the new features, and their success 
in interaction, depended in some way on the nature and strength of their 
mental model of IR. These results led us directly to the study we did for 
TREC-4 and also to an experimental investigation of various implementa-
tions of relevance feedback, both of which were funded by NIST. 
TREC-4: Relevance Feedback and Ranking in Interactive IR 
Our participation in TREC-4 (Belkin et al. , 1996; Cool et al., 1996) 
was concerned with understanding how people 's mental models of IR af-
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feet their behaviors in new (to them) IR systems-i.e., we were trying to 
follow up on some implications of our TREC-3 study. In order to do this, 
we d esigned the study to obtain descriptions of people's "normal" search-
ing behavio rs (this would give us a representation of their mental models 
of IR) , and to g ive them a system with o nly a minimal number of new 
features that would not support normal exact-match searching behaviors. 
The version of In Query we used offered only unstructured query input, 
and its primary features we re relevance-ranked output of titles, display of 
the full text of any specified re trieved item , automatic relevance feed-
back, and the ability to save documents. We recruited fifty volunteer sub-
jects from a rathe r different population than previously in order to have a 
range of experience with IR systems represented. 
The task the subjects were given in this study was the TREC ad hoc 
task of retrieval of as many good documents as they could find within 
thirty minutes. Each subject did a practice search after the tutorial and 
two experimental searches. There were twenty-five topics in all, and they 
were distributed amo ng the subjects so that the re were four searches for 
each topic, each by a different subject. We could thus compare perfor-
mance between subjects on the same topics. 
In order to elicit data that could give us a way to characterize the 
subjects' mental models of IR, in the entrance interview, subjects were 
presented with an example information problem (a TREC topic of the 
sort that they would encounte r in the experime nt), and asked them: 
( 1) how they would go about planning a search on this topic in any IR 
system that they were familiar with; (2) what their initial query would be; 
(3) how they would d ecide if they had retrieved any good documents; 
( 4) what they would do if there were no good documents retrieved; and 
(5) how they would know they were finished with the task. 
Again, there were a number of inte resting results from this study, 
including several unexpected o nes. As a byproduct of our entrance inter-
view, we developed a classification of"normal" information-seeking strate-
gies in interactive IR, which both confirmed some previous work (espe-
cially Bates, 1979) and extended it. In particula r, we found evidence for 
previously unreported strategies based explicitly upon inte raction with 
the database as a whole, with retrieval results, and with the individual 
information objects. With respect to the mental model question, our pre-
liminary findings are that the confidence in , or strength of, the model is 
more predictive of successful performance than is degree of experience 
with IR systems, which was no t re lated to performance. Also, it was found 
that there were several patterns of adoption / adaptatio n that were related 
to strength of mental model. But perhaps the most inte resting finding of 
this study was that, although subjects uniformly found ranked output use-
fu l and although all subjects but two used relevance feedback-and all of 
those found some utility in relevance feedback-there were so me 
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consistent problems that people had in using these features. Most of these 
could be considered as communicative problems in that the concerns that 
were expressed had to do with the inability of the subject to communicate 
her / his intentions and problems accurately to the rest of the system ("the 
system doesn't seem to understand me"), with the system's inability to 
communicate its operations and behavior to the subject ("I don't under-
stand why it's doing this"), and with the lack of cooperation between sub-
ject and system ("I wish I could tell it what I mean or influence its behav-
ior more"). This result has led us to consider that, to make best-match, 
relevance feedback-based IR systems effective and usable, it will be neces-
sary to design them in ways which give the users in such systems more 
control over various operations, and which display, in more obvious ways 
than lists of titles, why it is that the system obtains the results that it does, 
and why it has operated in the way that it has. One specific implication of 
this work on system design is that negative relevance feedback could be 
important in interactive IR (Cool et al., 1996) . 
NIST: Understanding, Use, Usability, and Effectiveness 
of Relevance Feedback in Interactive IR 
In a doctoral dissertation project funded in part by NIST, Jurgen 
Koenemann (1996) (see also, Koenemann & Belkin, 1996) investigated, 
in an experimental setting, the effectiveness of relevance feedback in IR 
and the relative effectiveness of relevance feedback with different levels 
of user understanding and user control. Although there were several parts 
to this study, and although it was also connected to our TREC-4 study, only 
the experimental aspect will be discussed here. 
The experiment asked sixty-four novice (in IR) subjects to do one 
different TREC search task in each of two different versions of the Rutgers 
InQuery (RU-INQUERY) system. In total , there were four different ver-
sions of the system: (l) without relevance feedback (the control system); 
(2) with relevance feedback with neither control nor explanation of how 
relevance feedback works (the opaque system); (3) with relevance feed-
back with an explanation of its workings by both an initial tutorial and by 
the display of what terms were added to the subject's query through rel-
evance feedback (the transparent system); and (4) with both explanation 
of, and control over, relevance feedback through the tutorial and by pre-
senting the terms which the system would add through relevance feed-
back for the user to choose (the penetrable system) . All subjects did one 
search in the control system, and then subjects were randomly assigned to 
one of the four systems for their second search. The searches were on two 
different TREC topics , so all subjects searched the same topics. 
Several new and important results came from this experiment. This 
study demonstrated, for the first time, that relevance feedback is effective 
in interactive IR-i.e., performance in those systems which provided rei-
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evance feedback was significantly better than in the one which did not. 
Furthermore, the penetrable system, in which the subjects had explicit 
control over relevance feedback by choosing the terms which it would add 
to the query, performed consistently better than all other systems, both in 
terms of effectiveness (precision and recall) and in terms of effort required 
to reach a specific level of effectiveness. And finally, the penetrable system 
was consistently preferred over the control system to a greater degree than 
the other two relevance feedback systems. All this directly suggests not 
only that people can learn to use and understand relevance feedback ef-
fectively in a short period of time, but also that relevance feedback is most 
effective when the user can both understand and control how it works. 
TREC-5: The Understanding, Use, and Utility of 
Positive Relevance Feedback 
The next project in this program intended to build on the results of 
the TREC-4 and NIST projects described earlier. In particular, we intended 
to investigate, in an experimental setting, the use and effectiveness of 
systems with positive relevance feedback only versus those with positive 
and negative relevance feedback, and also to compare, in a more natural 
setting than in the NIST experiment, the effectiveness of user control of 
relevance feedback. This was all to be done in the framework of the TREG5 
Interactive Track experimental design , which had quite special character-
istics (see Harman, 1997, for details) . 
One of the problems that the TREC Interactive Track has faced is of 
comparability between systems at different sites. Another is the tension in 
interactive IR experimental design between trying to account for topic 
variability (e.g., by having many topics) and trying to account for searcher 
variability (e.g., by having many searchers or searches). The TREC-5 In-
teractive Track attempted to address these issues by proposing an investi-
gative design in which the IR task was limited to what was thought to be 
just one kind of IR problem (this was an attempt to control, to some ex-
tent, for topic variability). Twelve topics of this type were chosen (this was 
a compromise between lots of topics and lots of searchers), a new perfor-
mance measure specific to this task type was developed, and an experi-
mental design in which all searchers, at all sites, were to do the same tasks 
and topics in a single common control IR system, and then another set of 
common topics in the local experimental system (this was an attempt at 
comparability between systems). The specific experiment details are not 
too important here; it is sufficient to say that if at one site one wished to 
investigate the performance of one experimental system, that a single 
complete round of the design, which would allow some statistical infer-
ence, required twelve subjects each doing three searches in the control 
system and three searches in the experimental system. 
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For a variety of reasons, none of the participants in the TREC-5 Inter-
active Track was able to implement the specified investigative design. 
However, at Rutgers it was decided to follow the design model but without 
the control system which was unavailable. For a variety of reasons, we 
were unable to implement the systems with negative relevance feedback 
and user control of feedback which we had hoped to test. Therefore, we 
changed the foci of the study to some different issues. One was to study 
people's understanding of the task itself since it was unclear whether the 
task was realistic and understandable (it was intended to be analogous to 
a "keeping up to date" activity, the subjects being asked to find examples 
in the database of the different topics or aspects of some issue); another 
was whether the measure that was chosen was a good indicator of perfor-
mance and whether it was a feasible measure of performance; a third was 
to investigate the understanding, use, and utility of positive relevance feed-
back for this particular task; and the fourth was to investigate the range of 
performance by different searchers on the same task and by the same 
searchers on different tasks (an attempt at investigating the issues of 
searcher and task variability). 
The data from this study are still being analyzed; however, some pre-
liminary results are available. From a methodological point of view, we 
found that our subjects had no difficulty understanding the task and re-
lating it to some normal searching behaviors. However, the task itself was 
perceived as difficult to perform, requiring much interaction with, and 
interpretation of, documents after they had been retrieved. The measure 
that was developed, although it has some problems, seems suited to the 
task and appears to be a reasonable way to compare performance between 
subjects and between systems. But doing the necessary evaluation of docu-
ments with respect to this task is extremely time-intensive, and the under-
standing of the task by the evaluators and by the subjects is not always 
congruent. The experimental design itself seems to have worked, espe-
cially in terms of achieving homogenous distribution of topics in groups. 
In terms of performance within our system, we found that the sub-
jects can understand relevance feedback in this context, but that they 
cannot use it effectively in order to perform this task. Problems associ-
ated with control arose, as previously, but more important was the specific 
nature of positive relevance feedback that effectively supports people in 
finding more documents which are similar to the ones they like, but which 
does not support them in finding documents which are dissimilar- i.e. , 
treating a different aspect of the same topic. This finding suggests that 
specific different IR functionalities and features are required for support-
ing different kinds of IR tasks. For instance, negative relevance feedback , 
which supports people in indicating that they do not want to see more 
documents like this one, could be useful in this task. Or, given the nature 
of the problems that subjects had with this task, features which display in 
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a compact and understandable manner the presence of different topics 
within documents might best support this type of browsing. Finally, al-
though we had hoped that constraining the topics to a single task type 
would reduce variability, we found that there was quite high intra- and 
inter-searcher variability in performance, which we have been unable to 
relate to any of the other variables in the situation-e.g., subject knowl-
edge, experience, and general difficulty of topic. 
The results of the TREC-5 study have been largely suggestive rather 
than conclusive. The study results have led to acceptance of the general 
model of the TREC-5 experimental design , which we have adopted for 
the TREC-6 study, and they have confirmed that people can understand 
and use relevance feedback, and also that they have specific kinds of com-
munication and other problems with it which could be addressed by modi-
fying its implementation. This has led to designing the TREC-6 study 
explicitly to investigate user-controlled positive plus negative relevance 
feedback. Furthermore, these results suggest that different forms of visu-
alization or display of databases, search results, and individual documents 
are necessary for supporting different kinds ofiR tasks or, more generally, 
different kinds of interactions with information. These results are in con-
gruence with what we have been finding in the past, and also with a model 
of information retrieval as interaction with information, which is being 
used here as the basis for a longer-term project on highly adaptive IR 
systems. 
TIPSTER Phase III: Understanding and Supporting 
Multiple Information-Seeking Strategies 
In September 1996, we began work on a three-year project within the 
TIPSTER program, with the eventual goal of developing IR systems that 
can adapt, during the course of a single information-seeking episode, to 
support a variety of different information-seeking behaviors (or interac-
tions with information) . The project proposal and related documents are 
available on the home page for our project (http:/ / www.scils.rutgers.edu/ 
tipster3/ ). This project has several theoretical and empirical bases; I would 
like to discuss one briefly that is strongly related to the work that has been 
discussed above. 
There are a variety of ways to consider IR and interaction in IR. In 
general, the IR system has been considered as based on the fundamental 
processes of representation and comparison of texts and information prob-
lems, with the goal of retrieving relevant documents, and with other pro-
cesses such as judgment, interaction, and modification being supportive 
of the comparison and representation processes. An alternative view, which 
I have presented earlier (Belkin, 1993, 1996), is that a person's interac-
tion with information is the central process of IR, and that the other pro-
cesses-such as comparison and representation-can be construed as tools 
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for supporting effective interaction. Furthermore, accepting the idea of 
multiple ISSs, and therefore of multiple kinds of interactions with infor-
mation, and drawing upon results such as those represented by our pro-
gram of research in interactive IR, leads to the belief that different kinds 
of interaction will be best supported by different implementations of the 
various IR processes. Finally, based also on our results, in particular those 
from the TREC-4 project, we note that persons engage in multiple ISSs in 
the course of a single information-seeking episode (even if the system in 
which they are interacting is not terribly well suited to the support of the 
different ISSs). Taken together, these factors lead us to conceive of IR as 
represented in Figure 2. 
SITUATION 
COMPARISON 
USER 
goals, tasks, 
knowledge, 
problem, uses 
.------''------.!~REPRESENTATION) 
INTERACTION 
PRESENTATION 
____ ....%._ _ J_ VISUALIZATION) 
INFORMATION 
type, medium, 
mode, level 
Figure 2. Information Retrieval as Support for Interaction with Information 
(Belkin , 1996) 
The model of Figure 2 is meant to describe an information-seeking 
episode as it proceeds through time as a series of different kinds of inter-
actions between the searcher and various information objects; for each 
kind of interaction, a different combination of specific different imple-
mentations of each of theIR processes is chosen as being the best avail-
able for support of that interaction at that time. For example, the kinds 
of comparison, representation , and so on techniques that will best sup-
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port a person in interactions which are intended to learn about the con-
tents of a database will not be the same as those that support the person in 
browsing from one related item to another, nor will these be the same as 
those which will support the person in searching for some documents on 
a topic, or for evaluating documents with respect to an information prob-
lem, and so on. In the TIPSTER Phase III project, we will use this model 
as the basis for the system design and for research, which follows from, 
and extends, the projects described above in the relationships between 
peoples' goals, intentions, and situations; their interactions with informa-
tion resources and information objects; the sequences of such interac-
tions; and the combinations of IR techniques that will best support the 
various interactions. 
GENERAL RESULTS OF THE RESEARCH PROGRAM 
Although each of the projects described earlier has its own specific 
results, it is clear that these results also hang together in a coherent con-
text. To summarize, we can say that the following picture of interactive IR 
emerges from these results: 
• Having (and using) multiple representations of the information prob-
lem increases effectiveness. 
• People can understand and use new system features with reasonable 
effectiveness, depending on the strength of their model of IR. 
• Both ranked output and automatic relevance feedback are perceived 
as useful for certain tasks and can be used effectively. 
• Systems providing query expansion through relevance feedback are 
more effective than those which do not. 
• User understanding and control of relevance feedback leads to better 
performance and greater "satisfaction." 
• People have a wide variety of "normal" searching strategies, many of 
which depend explicitly on opportunistic interaction. 
• People would like more understanding and control of system features 
and would like some form of negative relevance feedback. 
• Support for user interaction with information-i.e., incorporating the 
user into the information system-is effective. 
• Evaluation of interactive IRis extremely difficult. 
IMPLICATIONS FOR SUBJECT SEARCHING 
In some ways, the results of our research program, as they refer to 
subject searching, are not terribly surprising, but it seems that, taken to-
gether, they have some rather important implications. For instance, it is 
clear from our results that searching for information (in particular, but 
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not exclusively through subject searching) is not only a highly complex 
task but also a highly interactive task. This suggests that subject searching 
might best be thought of as a series of interactions in which a variety of 
approaches are tried out, and in the course of which a variety of changes, 
both in the searcher and in the rest of the system which supports the 
searcher, take place. This may further suggest that systems to support 
subject searching be explicitly designed to support this kind of interac-
tion, taking advantage of techniques like relevance feedback to support 
the interactions. Since it seems that each type of interaction requires a 
different type of support, this suggests that support for subject searching 
be thought of as being not one activity or process but rather some semi-
structured sequence of several support features, each specific to some 
particular aspect of subject searching. 
Although the overall goal of an information-seeking episode may be 
topic-related-i.e. , having to do with subject searching-it is clear that 
interim interactions may be for quite different purposes. For instance, 
Cool (1997) has analyzed the thinking aloud data from the TREC-4 prac-
tice search and has identified a class of behaviors having to do with "situ-
ation assessment," and with goals needing to be met before effective topic-
related interaction can take place. Some such interim goals include the 
establishment of authority, attunement to the information and the re-
source, and understanding of norms of communication in the specific 
situation. Again, this suggests that support for subject searching will nec-
essarily include support for a variety of other activities, and that these will 
need to be considered in IR system design . 
These arguments, and the results on which they are based, suggest a 
particular structure for IR systems-i.e., IR systems should be construed 
as multi-party interactions in which the user and the other components of 
the system cooperate and collaborate as responsible actors in the system. 
For instance, it appears that relevance feedback or similar techniques can 
be understood as conversations between the user and the intermediary 
about how best to represent an information problem. As far as subject 
searching is concerned, the implications of this design concept are that 
all of the parties in the system need to collaborate actively in the process 
of the search. 
CONCLUSION 
In summary, through the research program at Rutgers on interactive 
IR, we have established, and to some extent fleshed out, a coherent view 
of interactive IR that can be built on and extended progressively to ad-
dress increasingly specific IR system design issues. In addition to this struc-
ture, I believe we are justified in drawing some conclusions about the na-
ture of interactive IR itself in terms of how we might think of IR and 
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about the design of IR systems. These include: 
• Interaction is the key to successful IR (and therefore to successful 
subject searching). 
• Because interaction is so important, so-called "intelligent agent" mod-
els, which attempt to distance the user from the information resources, 
are unlikely to work well in the general subject searching (and indeed 
IR) case. 
• Support for multiple ISSs within a single interaction will make subject 
searching more effective than just support for topic-related 
interaction (s). 
• Users are actors in the IR system, as are the other components of the 
system, and the IR system should be designed on this basis. 
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VISUALIZATION AND 
CoGNITIVE AslllTIEs 
Bryce L. Allen 
ABSTRACT 
The idea of obtaining subject access to information by being able to 
visualize an information space, and to navigate through that space toward 
useful or interesting information, is attractive and plausible. However, 
this approach to subject access requires additional cognitive processing 
associated with the interaction of cognitive facilities that deal with con-
cepts and those that deal with space. This additional cognitive processing 
may cause problems for users, particularly in dealing with the dimensions, 
the details, and the symbols of information space. Further, it seems likely 
that different cognitive abilities are associated with conceptual and spatial 
cognition. As a result, users who deal well with subject access using tradi-
tional conceptual approaches may experience difficulty in using visualiza-
tion and navigation. An experiment designed to investigate the effects of 
different cognitive abilities on the use of both conceptual and spatial rep-
resentations of information is outlined. 
INTRODUCTION 
It is difficult to ponder the current status and future development of 
subject access without considering visualization and navigation. The ba-
sic idea underlying visualization and navigation seems to make sense-
i.e., to allow users to examine an information space represented visually, 
then give them the capability to move from one part of that space to an-
other toward relevant, useful, or interesting information.1 The attractive-
ness of this idea is multifaceted. First, visualization and navigation mini-
mize the "vocabulary problem," because information is presented (at least 
in part) through spatial representations rather than through language. 
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When the use oflanguage is de-emphasized, it becomes less imperative to 
structure the dynamism and expressiveness of natural language into the-
sauri with their controlled vocabulary and limited semantic relations. Simi-
larly, the emphasis on browsing rather than searching, implicit in the visu-
alization/ navigation approach, reduces the dependence of information 
systems on the immensely flawed technology of Boolean searches. 
At the same time, visualization and navigation seem to make sense 
from the perspective of information science and technology. Visualiza-
tion of an information space is only possible if there are ways of structur-
ing that information space. Library and information science has devel-
oped many reasonable approaches to structuring information, ranging 
from the traditional hierarchical classifications of the nineteenth and early 
twentieth centuries, to the clustering techniques developed in 
bibliometrics, to the similarity matrices that form the foundation of the 
vector space approach to information retrieval. At a finer level, one can 
navigate within documents using document structures revealed through 
SGML or HTML. Navigation within a structured information space, re-
gardless of the structure used, is a form of direct manipulation and, as 
such, builds on the success of generations of graphical user interfaces. It 
follows that visualization/ navigation approaches to subject access build 
on the strengths of information science and of contemporary informa-
tion technology. The plausibility of the visualization-navigation approach 
to subject access should not, however, mask the genuine difficulties that 
underlie this approach. 
COGNITIVE FACILITIES 
One way of clarifying the nature of these difficulties is to draw upon 
the idea of cognitive facilities developed by Jackendoff (1992). The main 
point of this body of research in linguistics and cognitive science is that 
there are two separate cognitive facilities: one that deals with space and 
the objects that are encountered in space, and one that deals with lan-
guage and other symbols. These two separate facilities have separate ways 
of representing knowledge-i.e., spatial representation and conceptual 
representation. Through these separate facilities, people learn , under-
stand, and remember. But they do so in rather different ways. When a 
person looks around a room, he or she may see a door and remember 
where that door is. The spatial representation of the room that is created 
within the mind is good enough that if the lights go out, the individual 
may well be able to find his or her way to the door without difficulty. The 
other type of processing occurs when people perceive language. Typi-
cally, what gets created in the mind is a conceptual structure rather than a 
spatial structure. One can hear, or read, that a particular room has two 
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exits. This is perfectly clear and understandable, and understanding this 
statement does not produce the spatial representation that seeing the 
room does. 
Traditional approaches to information seeking and information re-
trieval have used primarily the conceptual facility of the mind. The visual-
ization-navigation approach seems to make use of the spatial facility of 
the mind. The question that must be addressed is whether this switch 
from a conceptual to a spatial approach in information retrieval poses 
special problems that must be addressed by the designers of information 
systems. 
Of course, it is impossible for the two cognitive facilities of the mind 
to be entirely separate. There are many instances in which people learn 
about, understand, and remember aspects of reality using both facilities. 
In other words, there are interactions between the conceptual and spatial 
representations of the mind. For example, we can talk about space. With 
care, one can give a detailed description of a physical space or an object 
that occupies space. This is not as simple as it sounds, because there are 
notorious ambiguities in spatial language. Consider, for example, the 
preposition "in" as it is used in phrases such as "There is a hole in the 
boat," "The boat is in the water," "He has a pipe in his mouth," "He has a 
strawberry in his mouth," and "The boss is not in." Similarly, making sense 
of language about space requires one to adopt a specific point of view. 
Suppose I tell John to put an object behind the curtain. There is no 
ambiguity as long as we are both on the same side of the curtain when I 
give the instruction. But if we are on opposite sides of the curtain, it is 
unclear whether I want the object placed behind the curtain from my 
point of view (i.e., on the same side as John) or behind the curtain from 
John's point ofview (i.e., on the same side as me). The conclusion to be 
drawn from this brief outline is that language about space is possible, but 
it poses problems that are only resolved with some effort. 
Another example of an interaction between conceptual and spatial 
representations is the use of language to create an imaginary space. By 
describing a space in detail, an author or a storyteller can make such a 
space seem as real as observed spaces. Whether it is Middle Earth, Hardy's 
Wessex, or Treasure Island, we are able to navigate around these spaces in 
our mind. It is possible for someone to give precise instructions for the 
journey from Hobbiton to Rivendell,just as one can give instructions for 
the trip from Champaign to Chicago. And, as Paivio (1990) has demon-
strated in an extensive body of research, this ability to encode informa-
tion presented conceptually as a spatial representation can facilitate learn-
ing and memory. The same information is encoded, and accordingly can 
be remembered, in two different ways-spatially and conceptually (Paivio, 
1990) . The use of spatial representations as an aid to learning and under-
standing also applies to the development of mental models (Johnson-Laird, 
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1983). These are spatial representations that allow us to ponder the rela-
tionships between conceptual structures, to solve problems and make in-
ferences, and to learn . For example, it is frequently easier to understand 
a topic if we make a diagram of the topic that shows the interrelationships 
of its component parts. Similarly, students who make concept maps of an 
area of study are better able to grasp the material to be learned (Rewey et 
a!., 1991; O'Donnell, 1993). In a somewhat different sense, the impor-
tance of mental models to information retrieval performance has been 
shown (Borgman, 1984; Marchionini & Liebscher, 1991). Mental models 
of the information retrieval process facilitate the movement from one phase 
of the process to another. 
The visualization-navigation approach to subject access requires that 
the spatial and conceptual facilities of the mind, and their corresponding 
spatial and conceptual structures, interact. Although there are many in-
stances in cognition in which this type of interaction occurs, the switch 
from a conceptual to a spatial approach to information retrieval may not 
be entirely without problems. At least three areas can be identified in 
which the interaction between spatial and conceptual facilities in infor-
mation visualization and navigation may cause problems-i.e., dimension-
ality, detail, and symbology. 
Dimensionality 
In the perception and understanding of objects in space, dimensions 
are important and are employed at a level of basic understanding that is 
virtually automatic. We know, when we look at objects, which end is up 
and which is down. We navigate to one side of a room or to the other 
knowing that the two directions are distinct and lead to different places. 
In another type of spatial navigation, the use of compass directions is im-
portant. From the naming of streets in a town or buildings on a campus 
to the development of a national grid of highways, compass directions 
present a clearly understood set of dimensions. However, in creating spa-
tial representations of conceptual structures, the dimensions may not rep-
resent anything in a clear and obvious manner. One way of making sense 
of dimensionality in information spaces is to employ a recognized concep-
tual dimension, then to align that dimension with a spatial dimension. 
Suppose the conceptual structure is hierarchical, from general to specific. 
There are different ways of aligning the conceptual dimension with a spa-
tial dimension. In tree structures, a higher position in the list indicates a 
more general term. In an indented list, a position closer to the left mar-
gin indicates a more general term. The spatial dimensions are applied 
arbitrarily to the conceptual dimension. However, information may be 
organized in ways that are not hierarchical. For example, in concept maps 
or "road maps" for a discipline, it is far from clear what dimensions might 
exist. There was, of course, a time in French history when the left was very 
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much to be distinguished from the right and the mountain from the plain. 
But this particular conversion of conceptual into spatial dimensions can 
hardly be generalized to other information spaces. And it is obvious that 
the problem of dimensionality becomes worse when we consider visualiza-
tion of, and navigation through, information spaces in three (or possibly 
even more) dimensions. 
Detail 
In the perception and understanding of objects in space, detail is 
continuous. For example, I view a building from a distance and perceive 
it as being round. As I approach, my perception gradually becomes clearer 
until I see that the building is actually octagonal. As I approach, I begin 
to see more clearly the shape and color of the individual bricks and, by 
using ever-increasing powers of magnification , I can obtain an ever more 
detailed understanding of the structure of the building. In information 
spaces, however, detail appears to be discontinuous. One can move from 
viewing the structure of a discipline from a bibliometric perspective to 
viewing the structure of a body ofliterature through citation links, to view-
ing the similarity of a group of retrieved documents revealed by their co-
sine similarities, to viewing the structure of a single document in its DTD, 
to an almost Masoretic attention to individual lexical or syntactic struc-
tures. These differe nt levels of detail seem to correspond to different 
objects rather than to differe nt views of the same object. This perception 
leads to the possibility that visualization and navigation through informa-
tion spaces may be limited in terms of how much one can zoom in and 
out. In fact, the amount of detail that any one information system can 
show may be limited by the discontinuous 'jumps" that occur in informa-
tion space. One can carry this speculation one step further by suggesting 
that there may need to be a series of "hyperspace" jumps that would lead 
the user from an overview of a discipline to the overview of a document 
set, then to the overview of a specific document, and ul timately to the 
details of lexical, syntactic, and semantic structures. 
Symbology 
Finally, the re is the problem of the nature of objects in information 
space. From the cognitive perspective, the smallest unit of conceptual 
meaning is the proposition . Propositions are combined into higher-level 
structures that represent meaning at the gist or summary level. It is pos-
sible to combine these summary understandings further through the cre-
ation of theories, schools of thought, or disciplines. The top level of con-
ceptual structures would be something like a general structure of knowl-
edge, with theories, schools of thought, and disciplines represented in 
their interrelationsh ips. In representing conceptual structures spatially, 
however, information system developers have typically not attempted to 
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provide symbolic analogs for these different conceptual levels but rather 
have relied on approximations for the conceptual structures. A proposi-
tion may be represented (inadequately) by a word or word stem. The gist 
or summary may be represented by an icon that looks like a document. A 
school of thought may be represented by the name of a prominent scholar. 
But there appears to be no approach to converting the elements of con-
ceptual space to spatial symbols that is self-evidently correct. There is an 
element of arbitrariness in the creation of spatial representatives of con-
ceptual entities that may act as a barrier to the smooth interaction be-
tween conceptual and spatial facilities, and thus present difficulties for 
the users of visualization / navigation systems for subject access. 
COGNITIVE ABILITIES 
A factor that further complicates the development and use of visual-
ization/ navigation approaches to subject access is the association of quite 
different cognitive abilities with the two different cognitive facilities. There 
are numerous anecdotes that can illustrate this split in cognitive abilities. 
Some individuals cannot read a map to find their way to a nearby town but 
can give and follow directions to that town. They are better at conceptual 
processing than at spatial processing. Similarly, some students learn bet-
ter than others when they use concept maps to diagram the area of study, 
while others learn better by perusing a conceptually structured textbook 
chapter. These differences in cognitive abilities can lead to preferences 
in learning, problem-solving, and reasoning. Other individual differences 
are found within each cognitive ability. An excellent review of the find-
ings of research into individual differences in dealing with spatial infor-
mation is presented injuhel (1990). 
It is apparent from information science research that cognitive abili-
ties influence information retrieval performance. Because the majority 
of this research has been conducted with traditional (i .e. , conceptual) 
approaches to information retrieval , the cognitive abilities that have been 
found to be associated with different levels of searching performance have 
been, for the most part, associated with conceptual processing. So, for 
example, it comes as no surprise that verbal comprehension, logical rea-
soning, or perceptual speed play a role in the quality of information ob-
tained from information systems that rely primarily on conceptual pro-
cessing and representation. But there has been one fascinating and rela-
tively consistent finding that falls outside this pattern. Numerous research-
ers have identified abilities in spatial scanning and spatial orientation as 
influencing information retrieval performance (Allen, 1992; Borgman, 
1989; Dumais & Schmitt, 1991; Greene eta!. , 1990; Vicente eta!. , 1987). 
It seems likely that this effect is caused by the use of rudimentary spatial 
devices in traditional information systems. For example, lists of concepts 
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can be provided in tree structures or indented lists, where the dimensions 
have a meaning that facilitates information retrieval. At an even more 
basic level, spatial cues have been used to identify data elements in data 
displays. The cognitive abilities of spatial orientation and spatial scan-
ning influence information retrieval performance because of simple spa-
tial elements in traditional information retrieval systems. It follows that, 
as we move to highly spatial approaches to information retrieval, such as 
those associated with visualization and navigation, differences in spatial 
abilities of users will have a substantial influence on how well they can use 
such systems. 
The main concern at this point, however, is that visualization-naviga-
tion approaches to subject access may work well for some users (i.e ., those 
who have higher levels of spatial abilities), while more traditional language-
based approaches to subject access may work well for other users (i.e., 
those who have higher levels of conceptual abilities). If this turns out to 
be true, then visualization and navigation will be helpful adjuncts to tradi-
tional conceptual approaches to subject access rather than replacing them. 
This will, in turn, mean that information systems will become more com-
plex. One can imagine a system with several different language-based 
approaches to subject searching and several different navigational ap-
proaches, with users being able to switch back and forth between these 
capabilities. There exists a limited amount of research that supports this 
understanding of the interaction of cognitive abilities with design features. 
Stanney and Salvendy ( 1995) showed that people with low levels of spatial 
ability could perform an information task as well as people with high lev-
els of spatial ability if they used an interface that compensated for their 
low levels of ability by the use of specific visual mediators. In contrast, 
other research (Seagull & Walker, 1992) failed to show any interaction 
between design features and visualization ability in a hierarchical search 
task. Clearly, much additional research is necessary to clarifY how cogni-
tive abilities interact with visualization / navigation features in information 
systems, and how information systems can use such features to enhance 
usability. 
It seems likely that individual differences in cognitive abilities will be 
most visible in the areas in which interaction between spatial and concep-
tual facilities presents problems-i.e., dimensions, details, and symbology. 
It would be possible to hypothesize, for example, that users who have lower 
levels of spatial abilities would have more difficulty in making sense of the 
arbitrary and unclear dimensions of spatial representations of informa-
tion spaces. Similarly, it seems possible that discontinuities in detail would 
prove more problematic for people whose high levels of spatial abilities 
has led them to expect smooth and continuous "zooming" from one level 
of detail to another. Finally, the arbitrary and unclear selection of spatial 
representations or symbols for conceptual elements may serve as a barrier 
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for some users . Indeed, users with high levels of the abilities associated 
with conceptual processing may resent the crude representations of the 
complex world of conceptual structures that are implied by icons and re-
lated symbols. 
At the same time, it is important to note that it is not just subject 
access that can be adapted to spatial and conceptual alternatives. In many 
traditional information systems, spatial cues are meaningful parts of the 
search process. In card catalogs, the call number was always found in the 
upper left corner of the card. In multi-window displays of bibliographic 
records, data elements are always displayed on the same part of the screen . 
These visual cues allow the user to direct his or her attention to specific 
places in which expected information can be found. Once again, it seems 
likely that these spatial cues will be of greater help to those with higher 
levels of spatial abilities . 
In research currently underway, experimentation with both concep-
tual and spatial approaches to information retrieval is being undertaken. 
The hypotheses tested in this research suggest that performance in infor-
mation retrieval is influenced by an interaction between design features 
that present information in spatial representations and spatial scanning 
abilities . Specifically, it is hypothesized that people with higher levels of 
spatial abilities will perform better searches than individuals with lower 
levels of spatial ability when the information retrieval system employs two-
dimensional presentations of information , and that people with lower lev-
els of spatial abilities will do better searches when they use a system that 
presents information in traditional linear, nonspatial forms. Following 
the speculation advanced above that different levels of perceptual speed 
are associated with different levels of conceptual processing, this research 
also focuses on hypotheses regarding perceptual speed. Specifically, it is 
hypothesized that people with higher levels of perceptual speed will do 
better searches than individuals with lower levels of perceptual speed when 
they use systems that present information in a traditional linear manner, 
and that people with lower levels of perceptual speed will do better searches 
when using an information system with visualization / navigation capabili-
ties. Finally, it is hypothesized that these effects will interact with the task 
situation in which the users are placed during information retrieval. This 
aspect of the research is exploratory in the sense that not enough is known 
about the nature of the interaction between individuals and their task 
situations to generate a specific hypothesis about this effect. 
EXPERIMENTAL DESIGN 
Clearly, the variables outlined in these hypotheses must be carefully 
operationalized and encapsulated within an expe rimental design if the 
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results are to be meaningful. The following sections outline the details of 
the experimental design . 
The Information Systems 
Four experimental systems were designed for use in this experiment. 
The Database 
A database of 668 bibliographic records was developed for use in this 
research by beginning with the topic of, "The effects of viewing television 
violence on aggressiveness in children." Previous research had identified 
three descriptors that were particularly relevant to this topic in the Wilson 
Reader's Guide database: Violence in Television, Aggressiveness in Chil-
dren , and Television and Children. All records indexed by these three 
descriptors were retrieved from a CD-ROM version of this database that 
covered a period of ten years of literature, 1983 to 1993. 
From the initial140 unique records retrieved by this strategy, an addi-
tional group of sixty-four descriptors was derived, representing all of the 
descriptors found in those records that were not personal or corporate 
names. Records indexed by these descriptors were retrieved from the 
same CD-ROM sources up to a maximum of ten records for each descrip-
tor. This process added an additional 528 unique records to the database. 
Since these records were derived by searching descriptors that were at 
most one semantic step away from the initial set of potentially relevant 
items, the records represent a fairly narrowly defined subset of the Reader's 
Guide database. Because of this relatively narrow definition, the database 
was identified in the information systems as the "Family Issues Database." 
All records contained a title, a source (i.e., journal, volume, page, 
date), and a list of subjects covered. Most records also contained an au-
thor (83 percent) and an abstract (88 percent). 
The Index 
The mechanism for retrieving records from this database is a list of 
subject headings. The 668 records contained a total of 466 unique sub-
ject headings, all of which represented topics rather than names. Of these 
headings, 95 (21 percent) consisted of single words, 190 ( 40 percent) 
were multiword phrases, and 181 (39 percent) were headings in combina-
tion with subheadings. An inverted index linked the list of subject head-
ings to the database of bibliographic records. 
The Word Map 
As a means of providing a spatially oriented approach to the subject 
heading index, a word map was created. All of the significant words from 
the subject headings were normalized by stemming, and the 100 most 
frequently occurring word roots formed the basis for a word / record ma-
trix in which the cells were frequencies of occurrence of the word in the 
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subject headings of the record. This matrix was reduced to a word/ word 
similarity matrix by calculating cosine similarity measures between words. 
This similarity matrix served as input to multidimensional scaling, which 
produced a two-dimensional word map. 
In those systems that used the word map, the map was presented in a 
scrollable window on the left side of the screen, and the list of subject 
headings in a scrollable window on the right side of the screen. The size 
of the word map was 1150 by 960 pixels, but the window through which 
the word map was viewed was 390 by 380 pixels. Accordingly, scrolling the 
word map in the window brought different portions of the map into view. 
Clicking on any word of the word map caused a box to be drawn around 
the word, and caused the subject heading list to scroll to a heading associ-
ated with that word. In most cases, the re was a simple alphabetical match. 
Clicking on a word in the word map caused the subject heading list to 
scroll to the first occurrence of a subject heading beginning with that 
word. In other cases, however, the words in the word map were not iden-
tical to the initial word of the subject headings. In such cases, clicking on 
a word in the word map caused the subject heading list to scroll to the first 
heading in the list that made use of that word. The word map is illus-
trated in Figure 1. 
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Data Presentation 
A multiwindow data presentation screen was developed in which each 
element of the bibliographic record appears in a separate window on the 
data presentation screen . This multiwindow display is illustrated in Fig-
ure 2. 
• File Edit Font Size Style 
~llli .... ---··- References 
SUBJECTS COUEREO : T I TLE : Pr i or abuse s to.:.es combo t reoc t i ons 
Post- trauma t i c stress d i sorder 
Child abuse 
Veterans / Psycho I ogy 
42 
AUTHOR : Bower , Bruce 
SOURCE : Sc i ence News v 14 1 p332 May 15 ' 92 
~BSTRACT : A study of U i e tnam veterans suggests tho t phys i co I or 
sexua I abuse dl.lr i ng ch i I dhood cou I d I eave psycho I og i co I wounds 
tho t i ncrease suscep t i b i I i ty to pest- trauma t i c stress d i sorder 
( PTSD >. At the American Psychiatric Association· s annua I meeting 
in Washington , 0 . C., J . Doug I as Bremner of the Veterans 
Administrati on Medical Center in West Haven, Connecticut, 
reported that abused individuals may ux:~ll off emotionally 
charged exper- iences and memories vi o di ssoc i oti on . After 
combo t, such peop I e may avo 1 d tal k 1 ng obou t trauma t i c 
experiences and may instead suffer frCffl persistent PTSD , which 
i nc: I udes such symptoms os n i gh tmC'fes , numb i ng of emo t i ons, 
pan i c i n response to events tho t ...:ec:a II the trauma , and sudden, 
angry outbursts . Bremner notes tho t the do to do not i mp I y tho t 
ch i I d abuse c:ouses combo t -re I o ted PTSD. Accord i ng to Joe G . 
Fogon of !.loiter Reed Army Medical Center, the findings indicate 
that child abuse con foster the I ink tetween dissociation and 
PTSO . 
............................................................................................... 
I Print this reference? I 0 Yes 0 No J[ NFHT JJ 
Figure 2. Multiwindow Display 
The Systems 
I[ SFRRCH ]I 
The presence or absence of the word map, and multiwindow or single-
window data presentation, formed the basis for the development of the 
four information systems. System 1 provided the most opportunity for 
spatial effects on learning. It used the word map, which presented pos-
sible search vocabulary in a two-dimensional manner. It also used the 
multiwindow record display, which associated specific data elements with 
specific screen locations. 
System 2 provided the least opportunity for spatial effects on learn-
ing. It presented the subject heading list without the word map as illus-
trated in Figure 3, allowing users to browse in a linear fashion up and 
down the alphabetical list. It also presented records in a single window in 
which data elements appeared in different locations depending on the 
length of the preceding data elements, as illustrated in Figure 4. 
74 
Ado 1 "ce nee 
Adoption and ado pled children 
Advel"ti.)i ng/New~paper 
Aged/Psychology 
Aqgressiveness in children 
AIDS (Disease) and children 
Americans/Canado/Cri me 
Amerlcan,/lcelerd 
Americans/W,.tern Europe 
Ani mallearni ng 
Ani rna 1 rights movement 
Animals in televi ~ion 
Animals/Habits and behavior 
Animals/Treatment 
Anti depressants 
Art and children 
Arts/Study and te~c hi ng 
Arts/Study and teochi ng/Aids and devices 
A•bestos industry/Suits and clai rns 
Amrtiveness ( P•ychology) in children 
At risk students 
Athlet" 
Athlet,./Nutrition 
Bryce L. Allen 
[Highlight neTerm you va nf,Theri press RITURNtosee referenCes: l l~._····---------
Figure 3. The Term List without the Word Map 
ii File Edit Font Size Style 
P96 
AUTHOR : Pr i tzker, Koren 
TITLE : Stars with pet causes 
SOURCE : Mc:Co II 's v 115 p 12, 92+ Augus t '88 
SUBJECTS COVERED : 
Anima I s/Treotment 
Actors and actresses 
References 
ABSTRACT: Some of Hol l ywood ' s most popular actresses, i nc l uding 
Betty White, Doris Day, Robyn Douglass, Lindsay Wagner , and 
Rue McClanahan, are devoted to c:hori table project$ that work 
to prevent the abuse and neg I ec: t of em i mo I s . One worthy new 
under tok i ng i s the Pur i no Pets for Peop I e Program , wh i ch 
matches senior citizens with home I ess dogs or cats and pays 
$100 to cover the adoption fee and the cost of in itial veter i nary 
care and spaying or neuter ing. 
***"'"'***********"'"'"'**"'"'*"'"'"'"'"'"'"'"' 
I 
!Print this reference? 0 Yes 0 No 
Figure 4. Single-Window Display 
S[RROI 
VISUALIZATION AND COGNITIVE ABILITIES 75 
Systems 3 and 4 provided the basis for separating the effects associ-
ated with word maps and multiwindow displays. System 3 used the word 
map and the single-window display, while System 4 used the multiwindow 
display but not the word map. 
Logging 
Built into each of the systems was an elaborate mechanism that logged 
the activities of searchers in a time-stamped log file. Each search term 
that was entered by a participant in the research, each word from the 
word list that was clicked, each subject heading from the subject heading 
list that was clicked, each subject heading that was selected, and each 
record that was viewed were recorded. Scrolling in both the word map 
and the term list was recorded. In addition, participants ' judgments about 
the usefulness of each record viewed were recorded by noting the deci-
sion whether or not to print each record viewed. 
Materials 
To prepare for the information search, participants read a short two-
page document describing some of the main findings of research into the 
effects of viewing television violence on aggressiveness in children. This 
document, abridged from a popular article on the topic, has been used in 
a variety of previous research projects and has been found to be easily 
read and understood by university students. 
Spatial scanning ability was tested using two pencil-and-paper tests 
derived from the Kit of Factor-Referenced Cognitive Tests (Ekstrom eta!., 
1976)-the Maze Tracing Speed Test and the Map Planning Test. Percep-
tual speed was tested with two tests from the same Kit-the Number Com-
parison Test and the Identical Pictures Test. 
Participants 
Eighty volunteer participants from the general student population of 
the University of Missouri participated in this research. They were paid a 
sum of $5 for their participation, which lasted on average about 45 min-
utes. 
Procedures 
Participants first read the stimulus article on the topic to be searched. 
They then completed the four tests of cogni tive abilities. Following the 
tests, they were given one of two sets of instructions. The first task condi-
tion was presented in the following instruction: 
A few minutes ago you read an article on a topic. Now, assume that 
you are working a te rm paper assignment for one of your classes, 
which requires you to complete a 10-page paper on this topic. To do 
this, you want to find additional information about the topic. You 
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will be searching an experimental information retrieval system to find 
a few good articles about the topic that you can include in your term 
paper. 
The second task condition was presented in the following instruction: 
A few minutes ago you read an a rticle on a topic. Now, assume that 
you have been asked to write an article in the student newspaper on 
this topic. To do this, you want to find additional information about 
the topic. You will be searching an experimental information re-
trieval system to find as many articles as you can about the topic so 
that you can write a well-informed article. 
Participants were then randomly assigned to one of the four informa-
tion systems and were given individualized instruction in the use of that 
system. This instruction was limited to details of the manipulation of the 
windows and search features and did not address questions about the topic 
being searched. 
Participants then searched the information system until they felt they 
had achieved their objective. Every time they viewed a bibliographic record, 
the system asked whether the user would like to print the record or not. 
In the instructional sessions, it was explained to participants that they 
would normally only print records that they felt would be useful to them. 
After completion of their search, participants completed a brief one-page 
questionnaire which asked them details about their knowledge of, and 
experience with, information retrieval, their knowledge of the topic, their 
satisfaction with their search, and any problems they experienced in us-
ing the information system. This questionnaire also asked participants for 
a self-assessment of conceptual learning that occurred during the search. 
Data Extraction and Analysis 
Following procedures established in previous research of this nature, 
bibliographic records selected for printing by more than half of the par-
ticipants who viewed the records were considered relevant to the topic 
being searched. From this basis of operational relevance, judgments and 
precision and recall measures for each search were calculated. In addi-
tion, the detailed time-stamped logs produced by the experimental infor-
mation systems formed the basis for the calculation of measures, such as 
the number of relevant records viewed per minute. These measures pro-
vided assessments of both quality and efficiency of the searches. 
Analysis of the data was accomplished by Analysis of Covariance, in 
which there were four independent variables: task (two levels), system 
used (four levels) , perceptual speed (covariant), and spatial scanning ability 
(covariant) . Where significant results from this analysis indicated the ap-
propriateness of doing so, the cognitive ability variables were dichotomized 
using a median split to provide for more detailed interpretation of results. 
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Preliminary Findings 
At the time of this writing, just over half of the data has been col-
lected. The number of observations does not permit assessment of the 
hypotheses presented above, but some of the preliminary findings from 
forty-three observations are of interest. The first point to be made is that 
participants in the experiment, who represent a cross-section of college 
students, are able to make use of the word map with no apparent diffi-
culty. The twenty-two students who have used retrieval systems employing 
the word map have scrolled over the word map for a distance of 2620 
pixels on average. This figure can be compared with the minimum dis-
tance that would have to be scrolled to obtain a complete view of the 
entire word map, which is 2370 pixels. It would appear that the participants 
of the experiment were working with the scrollable window so as to view a 
substantial portion of the word map. While using the word map, these 
participants also clicked on 6.6 of the displayed words (on average), thus 
employing the capabilities of the word map to select the desired subject 
terms. When the self-reported difficulty experienced in working with the 
information systems was compared for the two groups of students-the 
twenty-two who used the word map and the twenty-one who did not use 
the word map-no difference was found (Mann-Whitney U= 211.5, p> .6). 
A comparison of other search activities of the students shows that 
there was no difference between the students who used the word map and 
those who did not use the word map in terms of time spent in searching 
(t (41) = .73,p> .47), number of subject headings used (t (41) =.59,p> .55), 
or number of bibliographic records views ( t ( 41) = .95, p> .34). There was, 
however, a significant difference in the amount of browsing in the subject 
heading list that was accomplished by these two groups of participants. 
Students who used the word map browsed up and down in the subject 
heading list for a total of 83 lines (on average), while students who did not 
use the word map browsed in that list for in excess of 400 lines (on aver-
age). Since the subject heading list contained only 466 headings, it ap-
pears that students without the word map capability resorted to scanning 
large portions of the list. Those who had the word map, with its ability to 
move directly to subject headings of potential interest, found it less neces-
sary to do less browsing in the subject heading list (I (41) = 3.93, P< .001). 
One interpretation of this pattern of findings, that must await the collec-
tion and analysis of the remaining data before it can be confirmed, is that 
the word map is being used as an alte rnative access mechanism, replacing 
subject heading browsing with navigation through the word map. 
CONCLUSION 
The apparent attractiveness of visualization and navigation as subject 
access mechanisms creates a need for considerable research into the 
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usability of systems based on this technology. The theory of cognitive 
facilities suggests that one crucial area of research lies in the interaction 
between conceptual and spatial facilities and their respective cognitive 
structures. This interaction is central to the development of comprehen-
sible spatial maps that correspond to the conceptual structures of infor-
mation spaces. The existence of distinct cognitive abilities for conceptual 
and spatial processes further suggests that users may have different levels 
of success in using visualization and navigation as ways to find topics of 
interest. Preliminary experimental results suggest that spatial processing 
(in the form of word map browsing) can replace conceptual processing 
(the linear consideration of subject headings presented in a list), without 
affecting the amount and nature of the information retrieved. 
NOTE 
1 The re are many inventive applications o f this type o f subject access in information 
retrieval-too many to summarize he re. Reade rs may wish to examine re presentative 
examples such as Rogers et al. ( 1994), Wise et al. ( 1 99.~), Andrews ( 1995), or Hearst 
(1995) . 
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USING IODYNE: 
ILLUSTRATIONS AND ExAMPLES 
Eric H. Johnson 
OVERVIEW 
IODyne (pronounced "iodine") is an Internet client program that 
allows one to retrieve information from servers by dynamically combining 
information objects. Information objects are abstract representations of 
bibliographic data, typically titles (or title keywords) , author names, sub-
ject and classification identifiers, and full-text search terms. 
IODyne is being developed as part of a library research project, and 
so the emphasis on bibliographic data. The retrieval paradigm described 
here can be extended to other kinds of data as well. 
• 
• 
• 
• 
IODyne embodies several key ideas: 
simultaneous connection to, and querying of, multiple servers, regard-
less of the query language or protocol required by each; 
abstraction of commonly understood kinds of searches (title, author 
name, subject, etc.) from the particular representation of the searched 
data on the server. Regardless of the particular bibliographic server 
you are connected to, you always do the same kinds of searches in the 
same way; 
construction of searches as persistent, arbi trarily complex, storable, 
and recallable objects, rather than the end result of a series of steps 
that cannot be recalled; 
caching of search results in the client, as well as set combination (e.g., 
set union , inte rsection, and difference) of search results in the client 
(various kinds of client-server load-balancing optimizations are pos-
sible, doing some kinds of set combinations in the client and others in 
the server); 
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• normalized internal representation of abstract queries to facilitate set 
combination and other set-theoretic operations such as query subset 
recognition; 
• a modeless, visible, multiple-windowed user interface in which, rather 
than learning commands, you learn how information objects behave 
and how to manipulate information objects. You do information re-
trieval in IODyne by moving information objects among different in-
formation spaces and combining information objects in various ways 
in these spaces; 
• visual, navigable, and simultaneously viewable information spaces-
such as subject thesauri and classification schema-to facilitate search 
term suggestion. 
Underlying all these ideas is the desire for the best use of each computing 
resource involved in getting information from the source to the user. The 
client-server paradigm is a sound one, but the prevalent use of World Wide 
Web browsing software and server-side CCI binaries does little to use the 
power of client machines to their best advantage, particularly in the realm 
of information retrieval. We are now in the situation where the desktop 
computers commonly used for Web browsing, though they rival the capac-
ity and speed of the servers from which they retrieve information, are 
essentially being used as dumb terminals. Granted that much of this power 
goes toward supporting "nice" user environments and presenting multi-
media content, there is, however, much more that can be done by client 
machines to enhance the informational aspects of client-server interaction 
and take much of the query processing load off the server. 
As for the user interface, HTML forms provide only the barest level 
of interactivity for the user of an information retrieval system. Server-
intensive processing must occur between each stage of retrieval feedback 
to the user, not only to process the query but to generate the HTML re-
quired to display the results as well as the particular controls required for 
the next stage of query refinement. This is another artifact of the out-
dated host-terminal paradigm, where the host must compose the terminal's 
screen, which impinges on client-server interaction in WWW-based infor-
mation retrieval. Server administrators have enough to worry about with-
out also having to write and maintain code for user screens. 
The presentational power of desktop user environments, especially 
those which support drag-and-drop operations, allow for far higher levels 
of interactivity than is possible with HTML forms . For an information 
retrieval environment, a useful interface would allow you to literally "draw" 
queries on the screen, send any parts of these queries to any number of 
connected servers at any time, would give you different kinds of feedback 
in multiple windows, and so on. Though well within the capabilities of 
any currently available desktop PC, such an environment is all but impos-
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sible to implement in HTML, though with "frames" available in most Web 
browsers you might be able to do it in a limited and unsatisfactory modal 
sort of way. 
The HTIP protocol is another obstruction to good information retrieval 
interaction in that it imposes far too much overhead for the needs of query 
and relevance-feedback interchange. In such cases, connection-based client-
server communication, with lower-overhead protocols tailored to the needs 
of the particular kind of data exchanged, are far more desirable. 
None of this is to say that Web browsers have no place in an informa-
tion retrieval environment. Web browsers are fine for displaying docu-
ments once they have been located and for moving between documents 
in the browsing sort of way allowed by hypertext. This was the intent 
when Mosaic was first developed. In the interests of maintaining an open 
standard for digital library documents, the IODyne client will support both 
HTML and SGML displayers through CCI as well as other kinds of viewers 
applicable to particular collections being accessed. 
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IODyne toolbar. All menus and tool controls (for Keywords, Keyword in Context, and Concept Space) are here , as well as but-
tons for initiating searches. You use the Repositories men u to control connections to repositories . 
Search buttons. Each button displays a 
different search method window (in this 
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responding repository on or off. 
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Object Agency. Information objects, no matter 
where th ey reside, have agency. When you click 
on an informa tion object, it takes you to its home 
space and shows you where it lives in that infor-
mation space. When you drag an information 
object and drop it somewhere, it behaves in a way 
appropriate to where you drop it. 
• Sub1ect Searc h IN SPEC Thesaurus 1995 1!!!100£1 
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This example illustrates the agency of the information ob-
j ect Asynchronous transfer mode (an IN SPEC subject term). 
Whe n you click on an INSPEC subject term, it takes you to 
wh e re it lives in the INSPEC Thesaurus. When you drag a 
subject term (action indicated by thick gray arrow) and drop 
it on a search document, the subject term makes the search 
document retrieve records indexed by that subject term from 
the connected repositories. Other kinds of information 
objects (e.g., author, title , text) work the same way. 
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Search Documents. You construct queries on search documen ts, which you can 
save and open again just like documents in other applications. You can drag 
information objects from other wi ndows onto search documents (as well as be-
tween search documents). Using drag and drop editing, you can build arbitrarily 
complex query trees combining different types of information objects. Combi-
nation nodes can have more than two chi ldren, and any node can have multiple 
parents. Like simple queries, combination nodes have selection buttons. Select-
ing a combination node highlights the node, a ll of its children (transitive as well 
as direct} , and the branches connecting them. The short records displayed are 
for that selected combination of queries. 
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Keywords and Keyword in Context tools. As yo u type a search term, these floating tools 
(which you can modelessly turn on and offal any point during search term en try) give you 
feedback as to how many ite ms your search wi ll retrieve. 
Search by: ~ t& keywords 
Jnetworks 
r Match whole word 
.. 
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In this example, the word networks has been 
typed into the Title Search dialog The 
Keywords tool (left) shows that the word is in the 
database and 9 titles contain it. The Keyword in 
Context too l (below) shows the actual titles that 
contain the word. As you continue to type other 
words, the Keyword in Context tool culls the list 
to show you which items will be retneved by all 
the words you have typed. 
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The Keywords scrollbar has 
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you what part of the 
alphabet you will land in 
when you release the mouse 
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Creating search parameters. You can create search parameters in a number of ways. The simplest is to treat the search buttons on the 
IODyne tool bar as regular buttons: click on them and a search d ialog appears fo r you to enter your search term and select various options. 
m )( 
tJ O 
X 
r rMatch whole word 
In this example, clicking on the Title button brings up 
the Title Search dialog box. Here you can type your 
search parameters and select different ways to do your 
search. 
se.,ch by: 
tetwork~ 
r1 Match whole word 
Here the word networks has been typed into the Title 
Search dialog. Clicking on the Search button puts the 
search parameter and attributes (what kind of search it 
is. how to match the search term to the database fields, 
etc.) on to the search document as shown at right. 
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Although you can click on bunons in IODyne to open dialogs and do searches, IODyne supports other ways of using buttons. 
You saw in the example above how clicking on the Title button opens the Title search dialog with an e mpty search parameter 
field. You can drop an information object from another window onto the Title button (or any of the bu ttons on the IODyne 
toolbar) to open the search dialog with the content of the dropped object a lready entered as the search parameter. 
IX 
In this example, the subject term expert systems 
has been dragged and dropped on to the Title 
button of the IODyne toolbar. It responds by 
opening a Title Search dialog with the term expert 
systems already entered 
Seadlby. 
r Match whale phrase !.'I Match ao ptv...., 
Chronolo!ll': 
expert systems was introduced in 
January 1985. 
Prior to January 1985, items that would 
have been indexed under expert systems 
were indexed under 
artificial intelligence. 
After January 1989, knowledge based 
systems 
is used for some items. 
After January 1993, t~~-f~owing_terms 
!computer applications <l 
t> administrative data processing 
behavioural sciences computing 
t> CAD 
CAD/CAM 
complete computer programs 
computer aided analysis 
computerised control 
computerised instrumentation 
ineering computing 
v exp~rt systems 
aerospace expert systems 
diagnostic expert systems 
expert system shells 
intelligent design assistants 
medical expert systems 
handicapped aids 
t> humanities 
I> information science 
t> information systems 
,x 
You can then edit the term to suit your search and change any ofthe options in the 
dialog, exactly as if you had typed it yourself Here the s has been taken off the end of 
expert sys tems and the option to search for it as a phrase selected. Clicking on the 
Search button then puts the search on a search document and searches the connec ted 
repositories 
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Clicking on the Search button doesn 't always put the search on the search docume nt whe re you would like it. Fo r th is reaso n 
IODyne allows you to drag a Search button and drop it on the spot where you would like the search parame ters displayed . 
X 
In this example, the Search button has been dragged from the Title 
Search dialog and dropped exactly in place on the search document. 
[;10 
Ifthe default options of a search dialog suit you, you can bypass it 
entirely by dragging the button from the IODyne toolb ar, dropping 
tt on the search document, and typing the search parameters directly 
on the search document itself. In this example, the Title button has 
been dragged from the IODyne toolbar and dropped on to the search 
document. You would then type the title word or words for your 
search. Pres sing the Enter key then sends the search to the 
connec ted repos itories. 
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Using the Hold File. The hold file employs the metaphor of the index card fil e to help you store keywords, subject terms, and even 
entire bibliographic records. You can make a hold file part of a search document so that when you save it the hold file and the data 
in it becomes part of the saved document. 
m 
l!lllJg:~er networks; Inter 
Securij> ol data; Uni>c; 
~s~; 
Packet filemg; Cicuil gat-o; Applic 
x 
Internet; UNIX operatf-9 system; Netwak gA_,; TCP!lP protocol; 
JIO?W1*621!l. (Computer cOIM1UI'Iicatiom~ B6150M (Protocols~ 
C5620 (Computer""'-"' ard lechnique$); C6150J (Operatf-9 oystems}; 
C5630 (Networking eqUpmenl~ [56.1{) (Prolocois}; C6130S (Data SectJfity); 
• Sub1ecl Search INSPEC Thesaurus. 1995 11!1~£1 
~ 
telecommunication engineering education 
~ telecommunication equipment 
~ telecommunication links 
v telecommunication networks 
~ broadband networks 
v computer networks 
computer network management 
computer network reliability 
~omputer links 
intern~rking 
local area networks 
metropolitan area networks 
token networks 
~ wide area networks 
intelligent networks 
~ ISDN 
personal communication networks 
~ radio networks 
~ switching networks 
You can drag any information object you see anywhere to a hold file icon. In 
many cases you can drag a text selectton to the hold fi le as well . This example 
shows a number of information objects dropped into the hold file from a 
bibliographic record and a thesaurus (subject search) display The hold file 
automatically sorts the mformation objects into the appropriate part of the hold 
file, as described on the next page 
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Opening the hold file and using its contents. Open the hold file by clicking on it. 
X 
Note how the hold file window preserves the index card file 
metaphor. The tabs within the window describe the types of 
information objects in that part of the file and are clickable. 
When you click on a tab the window shows you the 
information objects of that type stored in the hold file At 
right the informatlon objects of type Title are displayed. 
The title Network firewalls tn the example at above nght corresponds to the article title dropped into the hold file in the example on the prev1ous 
page. Information objects of other types are under the other tabs . Seeing where the other information objects were dragged from, you should expect 
to see the following under the other tabs · 
. 
0 0 X 0 0 'X 0 0 X 
~Auth<x \(Subiec"(T ext "(Biblio \ 1/ Title YAutho!YSubje?t{Text "(Biblio \ / Title YAuthorYSubjecYText ~ 
Bellovin. S.lol . internetworking , computer secunty 
network operating systems multiple processor systems 
Protocols Network gateways 
I 
' ~ 
When you drag names appearing in the author field of a record into the hold file, it automatically files them under Author. Te rms 
you drag from subject fields or thesaurus displays are put under Subject. However, terms listed under used for in a thesaurus 
display are considered as Text since they are not preferred subject terms; this is the case for the term multiple processor systems. 
Terms dragged from miscellaneous parts of records such as text key phrases and selections from abstracts are also cons idered 
Text. The actual type ascribed to a given field displayed on a record is configured by the manager of the repository. 
The Biblio tab is for storing bibliographic records, described below. 
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Making local copies of hold files. You ca n make a local copy of the hold file dragging the hold file icon to a search 
document and dropping it there. 
IX 
Click on the hold file icon I 
to display the contents of ' 
the hold fi le. 
Store b ibliographic records in a hold file by dragging the headline entry 
to the hold file or its icon 
Information objects in a hold file behave the same way as when they are 
anywhere else. Clicking on a bibliographic record title opens the full 
bibliographic record, even when the repository from where the record 
came is not connected; clicking on a subject term opens a thesaurus 
display for that term You can also drag information objects in a hold file 
to other spaces. For example, dragging a subject term from the hold file 
to a search document performs a subject search on all connected 
repositories. 
• Search Document 1 111100 EJ 
0 Title stem word: networks 
@ Subject: computer networks 
r!.'ft11U.i 
Uls.I!EC :iQ.L •I!PQaiiD~Y- 13 hit.• lolow. 
la Porta. B-ISON: a technological discontinuity 
Digital signatures: are they legal for electronic 
Toward a national public key infrastructure 
Bellovin. work firewalls 
Sandhu. Access control: principle and practice 
Neuman. K.erberos: an authentication service for computer 
Voruganti. A global network management framework for the '90s 
Adam. J_F_ Media-intensive data communications in a 'desk-area' 
Scott. H_A_ T eleaction services: an overview 
Patrick. P_ Transaction-oriented applications via National ISDN 
Marcolini. Installation of a network and custom made software 
Nishio. M_ VideoExpress: a meta-service system for video on 
Mazur. Z. Models of a distributed information retrieval system based 
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OCLC INVESTIGATES UsiNG 
ClASSIFICATION Toou; TO 
ORGANIZE INTERNET DATA 
Diane Vizine-Goetz 
The knowledge structures that form traditional library classification 
schemes hold great potential for improving resource description and dis-
covery on the Internet and for organizing electronic document collec-
tions. The advantages of assigning subject tokens (classes) to documents 
from a scheme like the Dewey Decimal Classification (DDC) system are 
well documented and include: 
• providing subject-oriented browsing structures; 
• giving context to search terms; 
• enabling search refinement; 
• providing mechanisms for partitioning and manipulating results sets; 
and 
• enabling multilingual access. 
A look at the OCLC NetFirst database will help illustrate some of the ad-
vantages of a classified approach to information retrieval. Take, for ex-
ample, the browsing capability on NetFirst, which provides subject access 
to Internet-accessible resources using the hierarchical structure of the 
Dewey Decimal Classification. It allows users to click on subject categories 
(such as health, home, technology), topics (such as health and medicine), and 
subtopics (such as health, preventive medicine) to view records grouped by 
DDC numbers (see Figure la). 
With just three clicks of the mouse, a set of records numbering nearly 
14,000 is reduced to a more manageable set of 249 records (see Figure 
1 b). Further refinements in searching can be achieved by combining one 
or more terms with DDC topic categories. For instance, a Ne tFirst user 
interested in finding resources containing information about health con-
cerns for travelers can browse to the second level topic health and medicine 
under the category health, home, technology and then search for items in 
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96 Diane Vizine-Goetz 
this topic area about travel and tourism (see Figure 2a). Browsing and 
filtering the database records in this way (using the structure ofDDC but 
not its class numbers) enables users to retrieve relevant items that may 
not be as easily discovered using traditional keyword searching capabili-
ties. In this case, a keyword search for health and (travel or tourism) (see 
Figure 2b) retrieves 143 items; a similar search filtered by DDC topic area 
retrieves 25 items, with several potentially relevant items included on the 
first page of the results display. 
Another example will illustrate some additional benefits of including 
classification-based subject information in metadata records for electronic 
documents. Consider the phrase data mining, a relatively hot topic that 
refers to "the process of automatically extracting valid, useful, previously 
unknown and ultimately comprehensible information from large data-
bases." Although this terminology is not currently used in the Dewey Deci-
mal Classification, the DDC structure can be used to find relevant infor-
mation. To illustrate, when the keyword search data mining or (data and 
mining) is run against the NetFirst database, eight items are retrieved on 
topics ranging from industrial minerals and environmental geotechnology to 
artificial intelligence-databases and database management-software. The titles 
of the items are: 
1. Norsys Software Corporation 
2. Ceramic Consulting Group (CCC) 
3. Wyoming Technical Information Processing System (WYTIPS), Univer-
sity of Wyoming 
4. Colorado School of Mines (CSM) 
5. Advanced Visual Systems, SQL 
6. d.b. Express 
7. Artificial Intelligence Resources 
8. Neuralog 
The results of this search can be presented to show the broad DDC cat-
egories these records fall into, allowing a user to see the various contexts 
or meanings in which the search terms have been used: 
1. Computer software (1 item) 
2. Extractive industries (2 items) 
3. Geology, hydrology, meteorology (1 item) 
4. Information storage and retrieval systems (1 item) 
5. Management (1 item) 
6. Mining (2 items) 
Based on the previous definition of data mining, it can be determined that 
items in the first and fourth categories are potentially relevant. Further 
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search refinements can be enabled by generating information on related 
topics for DDC classes in relevant records. The NetFirst records for the 
items in categories one and four contain DDC class numbers 005.3 Com-
puter software, 005.13 Programming languages, 025.06 Information stor-
age and retrieval systems, and 006.3 Artificial intelligence. Using 006.3 as 
a starting point (see Figure 3), DDC's hierarchical structure can be used 
to generate coordinate topics and subtopics for use in query reformula-
tion and refinement. 
Despite the gains in searching and browsing that can result from us-
ing classification data for resource description and discovery, traditional 
classification schemes are often criticized and then dismissed as Internet 
organizing tools because of the relatively slow rate new concepts or vo-
cabularies-such as data mining-are assimilated into the systems. Sev-
eral OCLC-sponsored efforts are underway to improve this situation; two 
are Office of Research projects-one is ExTended Concept Trees (ETC 
Trees) and WordSmith and the other is an ongoing service of OCLC For-
est Press. In the latter, the Dewey editorial staff review newly approved 
Library of Congress Subject Headings (LCSH) and pair these with candi-
date DDC numbers. These new headings represent topics of current in-
terest not specifically mentioned in the latest edition of the DDC. The 
WordSmith project involves building a set of natural language parsing 
tools for use in OCLC research projects. WordSmith tools are being used 
to enhance the DDC with supplemental vocabulary from free text. 
ETC Trees is the major project devoted to expanding the Dewey knowl-
edge base. The goal of the project is to augment Dewey concept trees 
with supplemental vocabulary and to extend these structures through as-
sociations with other subject-oriented knowledge bases. Linking the DDC 
with other subject-access systems can provide: 
• useful index terms not found in terminology used in Dewey; 
• a mechanism for associating new topics with the classification; and 
• navigation and retrieval tools based on outlines of knowledge of other 
systems. 
The imported terminology and other associations are then combined 
with the Dewey knowledge base to automatically assign subjects to elec-
tronic documents. An example of a Dewey extended concept tree is shown 
in Figure 4. 
ExTended Concept Trees is largely directed toward exploiting tech-
nology to link subject-access systems like LCSH and the Library of Con-
gress Classification with the DDC. Linking is accomplished by mining 
WorldCat (the OCLC Online Union Catalog) and electronic versions of 
other subject access systems for relationships between subject-oriented 
data in these files and the Dewey knowledge structure. The techniques 
for making these associations include use of OCLC's Scorpion system. 
100 Diane Vizine-Goetz 
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Dewey ExTended 
Concept Tree 
Integration of DOC 
with Library of Congress 
Subject Headings 
001.942 
Unidenlilied flying objects 
(UFOS, fl~iilQ SatJCefS) 
Unidentified 
flying object:l 
{Sh 8!) 139676) 
llllidenlified \lying ObjeCIS 
Signlings aM e11oouotefli 
{$h 85 139679) 
Fi ure 4 
001.9~4 
Monsters ~M 
reiMed phencme,la 
Men in Dlack 
(Sh 96011191) 
Scorpion is a research prototype that employs a series of ranked retrieval 
databases built from the machine-readable version of DDC 21. The sys-
tem generates ranked lists of Dewey numbers that function as possible 
subject descriptors for documents. The Scorpion databases can be ac-
cessed via a Web interface that is capable of retrieving an electronic docu-
ment and generating a database query from its content. For example, 
when a Web document, in this case M.I.B. (MEN IN BLACK) by Linda 
Harvey, is processed by the Scorpion system, results like those shown in 
Figure 5 are produced. The highest ranked class assigned to this docu-
ment is 001.94 Mysteries (see Figure 6a). The Scorpion system record for 
this class number is shown in Figure 6b. The highlighted terms indicate 
matches between terminology in the input document and in the Scorpion 
classification records. Observe the "class here note" at the end of the 
record that instructs DDC users to apply this class number to items about 
nonastronomical extraterrestrial influences on earth. The two related class num-
bers-001.942 Unidentified flying objects (UFOs, Flying saucers) and 
001.944 Monsters and related phenomena-are also among the top twenty 
classes assigned by the system. This example illustrates the potential value 
of the Scorpion system to automatically generate subject-oriented metadata 
for electronic docum e nts. 
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Figure 6a 
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Display of data record for subject code rank 1 with weight 314.01 
Dewey Number 
001.94 
Caption (Heading) (EH) 
Mysteries 
Library of Congress Subject Heading(s) 
Devils Triangle Pentagon of Death Triangle of Death 
Upward Hierarchy (H IE) 
Oxx Generalities 
OOx Generalities 
001 Knowledge 
001.9 Controversial Knowledge 
Relative Index Term 
Atlantis, Bermuda Triangle, Earth-extraterrestria l influence, Enigmas , 
Legendary places-mysteries, Mysteries-unexplained phenomena. Pyramid power. 
Downward Hierarchy (HIL ) 
001.942 Unidentifiable flying objects (U FOs. Flying saucers) 
00 I. 944 Monsters and related phenomena 
External ID 
807-00-27 
Definition Notes (NDF) 
Reported phenomena not explained, not fully verified 
Class Here Note 
Class here nonastronomical extraterrestrial influences on earth 
Fi ure 6b 
Staying with the topic Men in Black, one additional example shows a 
technique being explored to affect automatic associations between the 
DDC knowledge base and other subject access systems. Since this topic 
corresponds to the LC subject heading Men in Black (UFO phenomenon), it 
is possible to generate a "concept record" for the topic from information 
in the OCLC Authority File (see Figure 7). 
An HTML version of the concept record is generated and then sent 
in turn to the Scorpion system for processing, with the following top three 
classifications being returned: 
Dewey Number 
001.942 
Caption (Heading) 
Unidentified flying objects (UFOs, Flying saucers) 
Psychokinesis 133.88 
001.94 Mysteries 
These and similar results are quite promising (the candidate DDC class 
paired with this heading by the Dewey editors is 001.942), but many re-
search questions remain: 
• 
• 
• 
How should information from discrete knowledge bases be integrated? 
What are the relationships among mapped concepts and how should 
they be coded? 
How can Scorpion results sets be post-processed to filter out spurious 
classes and collocate valid ones? 
In spite of these challenges, it is important to pursue research into 
automatic assignment of subjects from classification-grounded knowledge 
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bases, since this approach may play a critical role in providing conceptual 
structuring for large collections of electronic documents with mutable 
content. By including classification-based subject tokens in metadata 
records, many advanced browsing and retrieval capabilities can also be 
provided. 
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VISUALIZING DIGITAL LIBRARIEs 
Bob Zich 
Bibliography by Rich Greenfield 
INTRODUCTION 
Presenting digital information, navigation in search of it, and the tech-
niques employed by search engines to find it, have become intimately 
entwined. For these reasons, this discussion will roam beyond the narrow 
subject of effective visual presentation of search results and cover the closely 
related matters of navigation and searching. 
The discussion will first identify "ideal" features in the presentation 
of online search results. Next, it will survey presentation tools and/ or ser-
vices (especially those that use visualizing techniques) that now exist on 
the Web. Finally, it will report on searching/ navigation/ presentation tools 
of unusual promise . 
THE IDEAL 
The human mind employs all its senses and all available tools to seek 
out information and interpret it. Computer systems have typically pre-
sented search results in sensory modes that appeal only to a narrow por-
tion of the senses and the tools avai lable. Some obvious modes not often 
employed, for instance, a re color and sound. It would be effective to 
apply color to citations or portions of text so that, for example, red text 
would be "hot" (to signify high relevance) and blue "cold" (to signify low 
relevance). Alternatively (or in addition), as one moves the cursor over 
ci tations, pictures, or text of high relevance ranking, a deep euphonious 
tone could emerge from compute r speakers, which would shift to squawk-
ing when the cursor moved across low relevance matter. Possibly music 
could play adjusted for the age of the use r so that, for example, Mozart 
would herald, for the middle-aged, high relevance matter and heavy metal , 
low. 
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These more diverse marking techniques would continue to have value 
when the data were displayed in three-dimensional or virtual-reality modes, 
if only to reinforce what is portrayed through size or position. Indeed, 
the use of space, or spatial cues, to present data is itself another mode 
that has received minimal use. The presentation of search findings has 
been remarkably linear. "Telephone-book" presentation is still common 
on the Web, with the greatest advance being the still linear presentation 
of data by relevancy rather than alphabetic place. 
Even the traditional spatial and other cues of newspapers and card 
catalogs have been absent. Newspapers employ spatial conventions so 
that headlines in big type located in the upper right corner of the first 
page represent the most important stories. Card catalogs have chunks or 
segments of cards of a size instantly recognizable not by provision of an 
"unintuitive" number representing the number of hits but by the size of 
the file. Five inches of cards strike the mind instantly as meaning lots of 
"hits"-in fact, about 500. The labels on the drawers provide a rough and 
ready systematic precis of what authors or topics lie within. Red-topped 
cards in some catalogs are subject cards, words in all caps at the top of the 
card are subject headings, upper and lowercase words are titles. 
Search displays for online engines must create similar cues or cues 
better suited to the new medium-but that are similar to those used by 
the old technology-and are instantly and intuitively recognized by those 
familiar with the language of search and display. 
Searching for information on the Web suffers from two debilitating 
deficiencies-Web searching is shallow and narrow. It is shallow in that 
existing Web-wide search engines go only to what I will call first level docu-
ments-i.e., to documents that reside on servers in HTML. There is a 
world of additional information just beyond. I am referring to informa-
tion in library catalogs and other data files to which the Web offers entry. 
The Library of Congress catalog, for instance, is never searched by any of 
the Web-wide search engines. The millions of meticulously organized and 
rigorously authenticated bits of information that lie within it and are avail-
able go unexplored by these engines. The descriptions of the materials in 
digital form in the Library's American Memory program and those digital 
materials themselves-the pictures, sounds, and image-based text docu-
ments in their hundreds of thousands-do not appear in Web engine 
search results, nor do comparable materials and files from myriads of other 
institutions. Present search engines skim the surface of Web content. 
In addition, Web searches are narrow because they do not begin to 
exploit the resource that most human beings turn to first when they seek 
information-i.e., human colleagues who know more than they do or know 
different things. The Internet is rich in information about who knows 
what and how to reach them. 
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Some of the locator information is explicit, like directories of univer-
sity faculty and government agencies. For example, if you need to know 
about the Okefenokee Swamp, check Web-accessible directories that con-
tain information on limnologists at the University of Florida or in the 
Florida State Bureau of Swamps. Better yet, develop a Web search engine 
that moves be low the surface to locate the names and credentials of these 
people. Program the engine to list the names of these experts with their 
e-mail addresses and then array the information by the frequency they 
have provided material to the Web, compounded by the frequency that 
their material was viewed and cited. 
Additionally, devise a Web engine that would create comparable in-
formation from non-explicit sources, like Usenet exchanges and bulletin 
boards. Many experts (cranks, too, of course) have left a trail of informa-
tion in open sources on the Web. The information is there to be viewed, 
weighed, and leveraged for the use of those who need answers. 
I hasten to add that engines using Web citation analysis or other means 
to identify and rank experts in various fields must also include a means for 
securing appropriate permissions. At a minimum, everyone-experts and 
the general Web user-must have a technology to screen out unwanted 
e-mail. An industry might arise to support a system that provides tools, 
like those mentioned, to assist information seekers while respecting the 
rights of experts. 
Enlarged Web searching of this "ideal" kind creates the challenge of 
presenting large quantities of information in ways that do not confuse or 
overwhelm. To do so, every existing presentation tool and all the new 
ones suggested here must be brought to bear. 
So, to summarize, an ideal searching system will provide wide and 
deep access to Web information and display the resulting data in modes 
that employ some fundamentally new cues that use color, sound, and three-
dimensional visualizations (among other techniques) and other new cues 
inspired by traditional systems, like those employed in newspapers and 
card catalogs. 
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INFORMATION ANALYSIS IN THE NET 
THE INTERSPACE OF THE TwENTY-FIRST CENTURY 
Bruce R. Schatz 
This is going to be an odd discussion, and it is not just because I am 
kind of an odd person-although that is true-and not just because it was 
done at the last minute, but because what I am really going to do is talk 
about the future. The easiest way to talk about the future is to look for 
ways to do prediction, and the best way that I know to do that is to look at 
what is going on in the research area-i.e., to look at big research systems 
that are trying to show what things will be like in the distant future. "A 
long time" used to be fifteen or twenty years; these days, a long time is five 
or ten years because the world is just moving so much faster, but using 
whatever the research systems are doing now to predict what the world 
will be like in the future is still a good method. So I will be going through 
much technology very quickly, and you should not scrutinize any of the 
details but just see what the flow is and what the main idea is. 
First, the discussion will center around how prediction of technology 
trends has gone in the past. So the discussion will be about the evolution 
of the Net and where things are going, just very briefly, as well as about 
the evolution of the Net and where things are going by providing a his-
torical example. In fact, I am going to talk briefly about the "Telesophy" 
system and how the predictions worked in that case, then talk about what 
present research systems are like to provide an impression of what they 
will be like in the future. 
So, what is the state of the Net? Well, right now, even with this great 
excitement about 50 million users, the issue is primarily on access. Pres-
ently, we are really doing access, and if you look at something like Mosaic 
and are feeling very excited about it, remember that it is just suped-up 
FTP-i.e., it is fetching documents. It might be very streamlined but is 
not actually finding anything. You point to something and are able to get 
that very transparently. What you will see in the next wave is more like 
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• The Present: Access 
-The Net fetches documents 
• The Future: Organization 
-The Net searches repositories 
• The Millennium: Analysis 
-The Net correlates information 
From the Internet (data transmission) 
to the Interspace (information manipulation) 
Figure 1. Evolution of the Net 
111 
organization, which is what you are used to, being able to do a real search-
like what online retrieval systems have done in the commercial market, 
like Dialog, for a long time. To describe organization, you will usually hear 
phrases like "searching repositories" which is what the Digital Library 
projects are doing. 
Then consider the further future. The reason I am saying millen-
nium is because, if you think about it, the next millennium is only two 
years away, in the year 2000. Things will be very different then, and what 
will actually happen is that ordinary people will be able to solve real infor-
mation problems themselves, and you will see more about correlating in-
formation than doing searching. So the second part of this discussion is 
about what the future is going to be like-how you really are going to be 
able to do analysis. This prediction uses the coming research technology 
as a future projection. As a grand statement, you can say that we all will be 
moving from something like the Internet to something like the Interspace. 
Much more will be said about what the Interspace is and why you would 
want to call it that rather than call it the Internet. 
• The Internet as File Transfer 
• TCP / IP and FfP 
• Gopher and WAIS 
• Mosaic and WWW 
Fetch in the Net 
Figure 2. The Present: Access 
So here we are in the present. Access is basically file transfers (TCP I 
IP and ITP, Gopher and WAIS, Mosaic, and WWW) . Now Gopher and 
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Mosaic are things that did not even exist five years ago, and today there is, 
honestly, 50 million copies of Web browsers of different kinds. People are 
using them everyday to fetch transparently things that, in the past, people 
were unable to fetch, that only were available to the cognoscenti , so that is 
really fetching. 
• The Internet as Information Repository 
• SGML and document structure 
• Metadata and Depositing 
• A & I: Abstracting & Indexing 
Search in the Net 
Figure 3. The Future: Organization 
Then in Figure 3 is an outline of the kind of thing you wi ll see in, say, 
the next two or three years, and you are already starting to see with Internet 
search services. What you will observe is that you will be able to do a 
search, and there will be repositories where you can actually put informa-
tion. There are search engines that search in different ways and there are 
higher level directories that you will be able to use to find things around 
the Net. In the research domain, these are things like the digital li brary 
projects that were discussed before, but there is also very large commer-
cial activity in this area. Some of the issues again are: how you actually 
structure the documents (SGML is a tagging scheme where you indicate 
the fine-grain parts), how you record what is called metadata in the tech-
nical sense (you probably think of these fields as the bibliographic cita-
tions on the outside of the document) , and how you really go about doing 
indexing and such. 
• The Interspace as Concept Grouping 
• Community Repositories 
• Computer-Assisted Indexing 
• Vocabulary-Switched Retrieval 
Correlation in the Net 
Figure 4. The Mi llennium: Analysis 
So, the majority of this discussion is going to be about the distant 
future and not the immediate future. To provide an indication of what 
you should be thinking about-that which is going to happen in your 
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working lifetime-it will be possible to move beyond merely searching 
documents so that you are actually handling concepts and manipulating 
them. You will have repositories for groups and collections too small and 
informal to be handled by professional indexers, not like something for 
electrical engineers but down to the fine-grain community level-where a 
community might be ten people locally that have a karate club or a hun-
dred people around the country that have a karate club. 
In fact, this goes back to the plenary talk done earlier that mentioned 
a beautiful quote from a graduate student that said: "The Net is not about 
information, it 's about community, it's about sharing." That is going to be 
very true. The history of what the e lectronic medium for which the Net is 
used, a ll the way back to the videotex stage, shows that what people really 
want is to swap information and store particular things they care about, 
not access big centralized collections. So there wi ll be much capability for 
doing that swapping and, in order to do that, you need an underlying 
infrastructure which will do much more than is possible now and well 
beyond full-text search. So you will see things like support for domain 
experts who don't know enough about classification to enable them to do 
effective indexing. You will see support for being able to switch vocabu-
lary across subject domains, and I'll talk at length about what the technol-
ogy would be like for that, because there are already instances in the re-
search area of being able to show that functionality. 
• 1986 Telesophy prototype at Bellcore 
• 1989 Schatz advisor at NCSA 
• 1991 WCS prototype at Arizona 
• 1993 Mosaic developed at NCSA 
• 1994 1M users of Mosaic on the Net 
• 1995 Netscape worth $5B; 10M users 
• 1996 online services (AOL); 50M users 
research prototype __. mass commercial 
Figure 5. Information System Timeline 
The discussion will now turn to the historical-i.e. , how one might 
predict the future by using a set of examples that were developed by my-
se lf. I also know the subjects very we ll , and these examples are illustrative 
of what the prediction process is like. There is a ten-year period-that 
used to be a fifteen to twenty year period-from when you had a working 
prototype of something in the lab to when it was a $1 billion business and 
millions of people were using it. These days the time line is much shorter. 
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The period of time used here was ten years, and many people predicted it 
would be twenty or thirty and, in the future, it might even be five or less. 
So, this is basically a time line. Much will be said about what the telesophy 
prototype was so that one can contrast it ten yea rs later to what the Net 
has become because, for example, you are all probably very familiar with 
what Web browsers do. 
In I989, I became the Scientific Advisor at NCSA for information sys-
tems. Nobody knew what that was. They were doing very well with NCSA 
Tel net, but they had this idea, because of a very progressive director named 
Larry Smarr, that someday the Net would be a great source of valuable 
information for the scientific community-i.e ., there was this crazy fellow 
(me) who had done a big project on something revolutionary, so the pow-
ers that be thought I could show up occasionally and inspire the troops. 
Well , I had in the meantime moved on from Bellcore to the University of 
Arizona and, in 1991 , I produced this Worm Community System that I will 
say a few things about because it is a useful historical analogy. Then, in 
1993, after several attempts to reproduce telesophy on more of a mass 
scale, good enough underlying technology, which in this case was the World 
Wide Web, finally became available , and Mosaic was developed. Mosaic 
was a relatively small effort at first, then developed into something involv-
ing about ten to fifteen fu ll-time programmers. 
But then the world exploded. Look at the time line; this is what sur-
prised everybody: 1 million users the next year, 10 million users the next 
year, now there is a company that evolved from it worth $2 billion in essen-
tially eighteen months-this was Netscape. Most of the projections for 
1996, which you see is only ten years away from Telesophy, was that there 
will be 50 million users/ online searchers on the Net. Thus th is ten year 
time period is very striking because it is no longer an esoteric subject any-
more. So, now a little about what th ings were like ten years ago, and you 
will see that they actually were fairly good predictors of what was found 
ten years later, so then when the grand vision of things for the future is 
• vision of transparent knowledge manipulation 
• multimedia information retrieval 
• wide range of information sources 
• search across distributed repositories 
• grouping and sharing basic features 
• good performance and scalable architecture 
Distributed Access and Organization 
Figure 6. Te lesophy Syste m 
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explained, you might perhaps believe that there is some predictive value 
in what research systems are like. 
So, what do you really want? You want something that has all the 
world 's information in it, something you can browse around in, and that is 
all interconnected-but that sounds like science fiction. So, what you 
actually have now are things like this Telesophy system that will be de-
scribed shortly. How do you get from here to there? Well, you have to lay 
fibers, you have to harden the software, and you have to have more power-
ful machines. What happened is that the technology curves were much 
faster than anyone predicted-e.g., personal computers became cheaper 
much more quickly than people predicted, and network speeds became 
faster also much more quickly than people predicted. The software did 
not really get any better, but that is always true with software. 
Telesophy was to be the universal system between all the world's knowl-
edge and all the world's people. People are putting things in and getting 
things out, so that you can sit on the far end with your portal into informa-
tion space, go out over a switched network and get all the world's knowl-
edge, different types and different locations. So, basically, you can get 
anything from anywhere , and the system underneath hides everything. 
Telesophy is simi lar to telephony-"tele" means "at a distance" and "sophy" 
is "like wisdom or knowledge." Just as the telephone hides all the sound 
from places, the telesophy portal hides that you are getting all this knowl-
edge from other places and does not tell you what happens underneath. 
Well, there was this grand vision in a lengthy report I wrote about 
technological feasibility. I also built a prototype, and what impressed people 
most was that the Telesophy prototype actually demonstrated the vision 
with real technology and a real architecture. There the prototype was. It 
did multimedia information retrieval across real networks, and it had a 
wide range of different sources. You could actually put repositories in 
different places (what would now be called repositories) and search across 
all of them. It had ways of saving what you found, the results of searches, 
and storing these for use later. It ran pretty quickly and it allegedly scaled 
up. 
The prototype running in 1986 had about twenty sources that ranged 
from messages like wire services to citations like Inspec and MEDLIN£ to 
full text like magazine articles and movie reviews to library catalogs to a 
sampling of multimedia things like line graphics and color pictures and 
motion videos. You could sit at a workstation and search across all these 
sources for broad terms like "fiber." The system would then search all the 
sources (they were all carefully indexed), bring back in real-time the match-
ing items from each source , and you could manipulate them. First, the 
system would show a one-line description then, if you wanted more de-
tails, it would pull up a picture or the full text of an article. If there was a 
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• Community: 60 Bellcore users, 40 external sites 
• Environment: workstation network (C/ Unix on Suns) 
• Software: local object system, remote searching system 
• Type Transparency: text, graphics, images, video 
• Location Transparency: 20 servers (TCP / IP) 
• Scale Transparency: 300K units in information space 
• Sources: messages (news, newswire), citations (lnspec, 
Medline), full-text (magazines, reviews), catalogs (library, 
memos), pictorial (images, videos) 
• Networks: universal access within Bellcore Internet re-
sponse feels like library browsing (building & WAN) 
Figure 7. Telesophy Prototype 
link in that article to something e lse, you could just push a button, and it 
would jump to that link automatically. 
You could also make new information out of old. While you were 
searching, you could pull something from here and something from there 
and something from there, then combine them to create a new piece of 
information with some classification notation for later retrieval. So, for 
example, you could save a set of documents or pictures that you retrieved. 
It worked the same with pictures or videos. What I was going to demon-
strate with the 35mm slides-which were too dim because of their age-
was a slide of me sitting at my desk at Bellcore, searching all these sources, 
then pulling the camera back to show "yes, this is really my desk and it did 
have color pictures and it did have video, and it did have this session search-
ing, and it was actually working." 
The prototype was used every day for several years, and there was a 
limited number of other people besides myself that used it, but the prob-
lem was that it was sort of a "hero" experiment. It had fairly expensive 
workstation equipment, costing about $30,000. It relied strongly on hav-
ing a fast local network, which was very uncommon at that time. It was 
very hard to collect enough data in the right formats to actually search it, 
and even now when you try to run experiments, like in the Digital Library 
project, that still tends to be true. The reason that the prototype was 
impressive was that one could run the technology curves up and say "yes, 
if there really was a megabit fiber ne twork everywhere and you had a per-
sonal computer that was like a Sun workstation, then you could do the 
same thing from home." And the reason that this kind of technology took 
ten years to hit the mass market instead of twenty or thirty is that no one 
predicted how fast the hardware curves would go down. 
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The telesophy system was thus a good predictor of what the future 
would hold ten years later. In functionality it was a superset of what Web 
browsers are now, and it was actually fairly close to what Web browsers will 
be in one or two years, because it had ways of adding personal materials. 
The collaboration facilities are just starting to ente r the Inte rnet now, but 
we wi ll be there fairly soon. Te lesophy also had good search capabilities 
across multiple sources, at least straight full-text search , and this is just 
beginning to become the standard on the Net. 
I regret to say that what an earlier presenter said was exactly true. 
Bellcore felt that the future of electro nic information was video-o n-de-
mand, so they tho ught telesophy was an in teresting high-runner project, 
and they put money into it for a couple of years, but when it became a 
question of fishing or cutting bait, they decided to cut bait. Thus they 
chose not to invest a substantial amount of money into this and, in fact, 
they also passed up, d espite some serious discussion, a chance to patent 
the concept of information spaces because it was fe lt that a software patent 
was not defensibl e, and it was not going to be an important enough area. 
I have since had discussions that indicated they could have owned the 
Web-i.e., the Web would have been an infringeme nt of their patent. Sorry 
to say, that is just one of the corporate decisions. It would not have made 
me personally rich, and may have been just as well since Bell core probably 
would have clamped down on its propagation, and thus the Web would 
not have spread as quickly. Such stories often happe n in the history of 
technology. 
In the model of a telesophy system, the re was this thing called an 
information space, with real data down at the bottom, and these little 
packages, called information units, which were uniform across all the data 
in all the sources. Information units were object packages that had uni-
form formats that enabled the system to search across everything or group 
across anything. After a search, the filtered results could be bundled into 
a single informatio n unit that could be displayed and searched (sort of a 
knowledge region) even though it was actually a group of items of differ-
ent types in physically different places. 
So, in summary, what the Te lesophy system showed was that one could 
really do transpa rency of type and location . It d id not show scale in billi-
ons very well, but it certainly showed scale in millions. There were about 
a million-well , about 300,000 to 400,000-items in the whole space, and 
it was tuned and fast so that one would really get a one second response 
for a search and a ha lf-second response when you clicked and tried to 
follow a link. So the prototype also showed you could really do things fast 
like you were wandering through a libra ry. Much of the technology, much 
of the implementation effort, was attempting to make browsing a world-
wide electronic library at least as functional as a physical one. The proto-
type then tried to show some grander things which were more technical. 
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Figure 8. Towards the Interspace 
That is what happened in the past, and about ten years ago it was 
clear that Net browsing could be done and would be big and grand and 
many people would use it. Big and grand turned out to be ten years. So 
now the discussion will turn to what is going to happen ten years from 
now. The real question is, in the twenty-first century, what are there going 
to be 50 million or a 100 million copies of? 
My hypothesis, as you can probably tell, is that it is going to be what-
ever it is possible to be included in a large research system. So, the re-
maining discussion will be about what can actually be done if you do a 
grand hero experiment and then extrapolate for yourself with whatever 
kind of historical analogies you like as to whether that will happen and, if 
so, when? My belief is that it will be a $1 billion business in the early 
twenty-first century. And what is it? It is not Web fetching, which is just 
straight access, it is not library search, which is what you will see in the 
next few years when you can put up a big collection and actually search it. 
It is going to be correlation, analysis, coming in with a real problem and 
being able to look through numerous different sources and saying, "this 
thing here and this thing here combined in this certain way solves my 
problem." Some analogies of that from several projects will be provided 
in an attempt to give some concrete feeling, and then the technology wi ll 
be discussed. 
So I now will talk about cross-correlation, generic community systems, 
and spaces not networks. Those probably do not mean very much right 
now, but an attempt will be made to give enough examples so that you can 
get a feeling for what those concepts might actually mean. 
First of all , a little bit about WCS (Worm Community System). This is 
what I personally was working on in the five years that Mosaic was starting 
up. What that tried to do is, essentially, make a real telesophy system in a 
small area of molecular biology and see what was really involved. It was 
trying to build an e lectronic scientific community that had data and lit-
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Figure 10. Worm Community System 
erature both informal and formal. So it had real databases in biology and 
real literature. It also had bulletin boards- i.e ., informal information, 
like community newsletters and meetings. You would sit there in this single 
space and could search across everything to select desired information. 
T hen you could follow very fine grain lin ks so, if there was mention of a 
particular gene that you were looking for in an article, you could jump 
right to the corresponding item in the related database. You could also 
take a display of a database item and pass it into another program. 
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WCS tried to handle all the knowledge in this small community and 
wanted to be able to manipulate it, both taking it out and putting it in and 
passing it into programs. As mentioned earlier, it had basically all these 
functions. You could browse, search, navigate , follow links, or select part 
of a map or gene description and pass it into another program. In addi-
tion , you could, since it was a symmetric system, add anything that was 
supported within the system. You could add your own gene descriptions, 
make a link between your gene and this other gene, or do a submission on 
the fly to one of the main databases. 
So, essentially, information needs were handled within this single 
environment, and what happened over a five year period was that a work-
ing system was built and evolved. There were several hundred different 
users and about fifty different labs that were actually using this system, at 
least on a test basis. They used it mostly for information retrieval, but they 
also did some resource sharing. It did span all the connections and had 
very fine-grained editorial control. You could actually publish things . You 
could also keep them private for a while then move them out to the next 
level database. So, it also tried to capture the complete publishing cycle. 
Then basically what happened is what usually happens to research 
systems, which is that the good ideas were absorbed in a more popular-
ized fashion into other (low end) systems that were trying to appeal more 
to the masses, and the research system itself disappeared. So what hap-
pened in this particular case is the genome projects took over much of 
the nice graphical displays with the link following, and Mosaic and the 
Web browsers took over the fetching part across the Internet, and the 
Worm System disappeared. But it showed what was possible to do in han-
dling all the knowledge of a small-size community. 
USER LIBRARY PUBLISHER 
request reference repository 
CLIENT GATEWAY SERVER 
documents in a digital library 
Figure 11. Distributed Library Model 
So here is the second of two different metaphor types to explain what 
Interspace should be. The first was taking a whole community and han-
dling all the information in it a Ia WCS, and this second one is sort of what 
librarians really do-real libraries. 
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If you look at the digital library project or a physical library, usually 
you think of it as "here's a big repository and here's the user and they 
want to do a search in there." Well , that really is not what librarians do. 
What librarians do is, they know numerous sources and have a huge li-
brary with many books and from many sources, and there are many sources 
that they know are not physically in the library. Mostly what they are 
doing is serving as a reference , as Figure 11 shows in the middle as a 
gateway or reference. They are trying to solve a particular information 
problem for a user by routing them here and letting a user look at that, 
and routing them there and letting the user look at that, so that they are 
going th rough many different sources in a reference session trying to solve 
a problem by corre lating the parts. Well , digital libraries do not do that. 
They just do a straight search. But suppose that reference was now the 
most important thing. Suppose you could search and access and you can 
do organization, then you would want to do correlation. 
USER 
LIBRARY 
INDEXER 
PUBLISHER 
AUTHOR 
request 
reference 
classify 
quality 
generate 
• in future, Community Model emerges 
• users are authors, computers are publishers 
• Every user and machine performs Every role 
world of a billion repositories 
Figure 12. Publishing Cycle 
That is only part of the story because the other strong technological 
trend is that the publishing cycle is breaking down. It used to be "here is 
the big library and here is an author, and the big library sits on a big 
machine, it is a big server, and the author sits on a small machine, it is a 
little client, and occasionally the author is going to shoot something over 
to the library." Then there are many people that are accessing this big 
client, so it is big things and little things, with the little things being users 
and the big things being libraries. 
Well, that is not how the future will be. If you want a good illustra-
tion, let me just say that there were 100 million copies of Windows 95 in 
1996, and there will be a publish command in Windows 95 that will basi-
cally, as part of the operating system, take whatever object you are working 
122 Bruce R. Schatz 
on-like a spreadsheet or a word processing document-and place it on a 
Web site and index it. Thus every person will be able to easily publish 
things from their usual programs on the fly. Now it will not be refereed, it 
will not be a journal publication, but it will be somewhere. There will not 
be the current difficulties where you have to read a book that tells how to 
set up your publishing site. 
So, this whole cycle that goes from users to librarians who do refer-
ence to indexers who carefully classifY things to publishers who do the 
quality control for authors who generate the actual materials is going to 
break down completely. There will be individual computers and people 
who will do all those stages in different combinations, and the combina-
tions will vary. But every person is going to do publishing, every machine 
will too, and every person will do some combination of the stages of the 
publishing cycle. 
So, the Net of the future will have many levels of publications. You 
will have some personal documents. You will be the editor of a few small 
newsletters or clubs. You will be part of some professional societies, and 
each will have a professional letter or journal, because that is a big enough 
community that there will be sufficient numbers of people to be worth 
indexing in a more professional way. And so on to ever larger communities. 
The end result will be a world where there are a billion repositories 
(and a billion might be a small figure) . The ten-year projection is that 
there will be a billion personal computers, and each personal computer is 
going to have a couple of collections, so maybe 10 billion is a better fig-
ure, but a billion sounds like a big number. A billion is many more than 
the number of databases on Dialog. And a billion is a lot more than the 
number of sources you find in the index of all the databases, which is 
more like 10,000. This figure is a number that one can handle by just 
searching the descriptions in the index of databases. A billion is not a 
number like that. You need a completely different architecture to handle 
the world of a billion repositories. 
This is not, I should emphasize, science fiction . This is straight tech-
nology extrapolation. There will be a billion repositories and, if the sys-
tems are ready and if the people who know about information retrieval do 
something, then maybe people will be able to find things in the world of a 
billion repositories. If they do not, then it will be, not like the Web now 
where you can actually find something if you are sufficiently energetic, it 
will be like you are in the Library of Congress, in all the archives that are 
underground that you know are unsorted. There is no card catalog-
nothing. And you would like to find some information. What you are 
going to do is wander around at random and pass on the way some skel-
etons and occasionally hear somebody just before they die say, "oh, look 
over there in that catacomb and you might find something." 
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Figure 13. New Architectures 
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That is what is going to happen. And the question is, Can technology 
solve the problem? And I am going to say, since I am a revolutionary tech-
nologist type, that the answer is yes. And I am going to tell you about 
some technology that might solve the problem. So, let me just emphasize 
that fu ll-text search will not solve the problem and known semantic re-
trieval that works on 200 documents will not solve the problem. 
We are now into the speculative revolutionary area of this discussion. 
What is needed are new architectures for systems that actually do some-
thing about analyzing and cross-correlating from multiple sources, because 
the library model where you have a few big th ings is totally blown away. 
What you have is a community model where there are a billion reposito-
ries, and they are all different sizes. For example, there may be a reposi-
tory about cats. There is one about white cats; there is one about white 
cats with blue eyes that live in your neighborhood. And each repository is 
maintained by someone who is passionately interested in it. If you do not 
believe that there are such people, you have not used an electronic bulle-
tin board or browsed the Web recently, or gone into a clubroom and looked 
at all the newsletters. That is what people do, so you have to deal with that 
world. 
What will be described next is actually the backroom laboratory of 
the Digital Library project at Illinois and a lso the CAN which is a 
NASA information infrastructure project, and that is why it is being funded 
with high technology. But the funding agencies do not believe it is going 
to work. 
Well, the easy thing is doing navigation and grouping, and that is 
what you can see the Web starting to do-i.e., within the Web, one can use 
a path to many different sources, and there are beginning to be facilities 
to record the path itself so you can play it back later. This is part of the 
facility required for what Vannevar Bush called "trailblazing" in his Memex 
Paper-if you are familiar with that-and what librarians call pathfinding. 
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Figure 14. Navigation and Grouping 
For the full facility (well beyond what is currently available), one can 
edit the path so it says that you have been to different locations and the 
combined information is a valuable set. You also can do other groupings 
so you can do things that the telesophy system supports. For example, if 
you do a query, you can edit parts of it and save it as something you might 
wish to use later. One can make lists of interesting things that were found 
and were not even a path but just were gathered over time. And the 
reason to do that, first of all, is the convenience of having some way of 
recording things that were found in your searches because it is under-
stood that regular indexing is not going to work. So, this is like recording 
reference sessions in order to re-use parts of previous works. 
The second and most important reason for this type of searching is 
that paths are how a search should be done. While working with molecu-
lar biologists on WCS, after I had warmed them up over an appropriate 
number of years, they would tell me what they would really like. They 
would say, ''I'd like to say I'm working on my own little organism, and 
here's three genes that are really important and here's the section of the 
map that I care about and here's some sequences in that section and here's 
three papers that are very important for this gene function-find me a 
similar collection of genes and literature that are in some totally different 
organism that is much easier to experiment on so I can do the experi-
ment there, figure out what is important to do, and then go back to my 
more difficult but more interesting case." 
You see that this is a general facility-i.e., path matching as the basic 
retrieval. What you did was search through the Net and hit some th ings 
that were interesting, and you want to find other groupings, other paths, 
that are similar. That is not full-text search. That is not even graph match-
ing, although I basically described paths as graphs. It is some other kind 
of powerful semantic retrieval that nobody knows how to do. 
There is a way of doing this powerful semantic retrieval, and that 
will be discussed next. The task is to handle repositories at a very fine 
grain level. So, when I say "repository" here and talk about organized 
collections, I do not mean what the Digital Library project is doing, 
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Figure 15. Community Repositories 
which is making a collection for the IEEE journals. There are trained 
professionals who do that, and I do not really mean what WCS did-
what the Worm system did-which are things like specialty journals and 
things like the community newsletter for several hundred people-e.g., 
you and your neighbor with the cat who have a newsletter about the cats 
in the neighborhood . 
You and a small group form a community-e.g., I take my daughter 
to a music class on Saturday morning that has five other kids who are two 
years o ld and five other parents. That set of people has a common inter-
est-i.e., they would like to have a collection of their information on kid-
related topics that they could search, and I would wager that there are 
simi lar sets of five parents elsewhere who would also like to be able to 
access this collection. As one of those five parents, I am willing to spend a 
modest amount of time making a collection and doing some indexing, 
but I am not going to become a professional indexer like Inspec would 
hire in order to do electrical engineering. 
So, what you need is some way of really being able to do classification 
for small publishers and some way to use that classification to search across 
the collections at a deeper level. The collections will span numerous and 
different publishers, from really little to really big and from really low 
quality to really high quality. It is difficult to tell how the quality level 
might vary. The small ones might actually be more carefully done than 
the big ones, but the professionalism is different. So, how are you going 
to be able to search across all those collections? 
First an examination of what professional classifiers do now. Those 
are human indexers. They make a subject classification of the important 
terms in an area and indicate which terms are bigger and littler-this 
subject hierarchy is correct in some profound sense. The hierarchy rep-
resents the meaning of the subject area. However, the terms tend to be 
very general. For example, in the Worm Community System, we obtained 
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Figure 16. Indexing and Classification 
a copy of MeSH, which is a very well done thesaurus covering all biomedi-
cal research generated by the National Library of Medicine. We were all 
excited about it until it became clear that every article in the Worm litera-
ture-all 5,000 of them-had exactly the same MeSH terms. 
That was actually what started us down the path toward automatic 
indexing. It made us think that even for this collection-i.e ., a couple of 
hundred people so that it is a reasonable size community and not a couple 
of neighbors-that you needed better technology. So we started looking 
at co-occurrence matrixes that record the frequency of terms occurring 
together. This statistical technique goes down to the real words in the 
documents and can be done automatically but has nothing to do with 
meanings. It is a context of some kind, so it is relatively good at recalling 
things but not so good at being precise-i.e., the automatic technique is 
quite specific but not necessarily correct. 
Following up on this work from WCS, as part of the Illinois Digital 
Library project, we built an interactive interface to the indexes from both 
manual and automatic classification in e lectrical engineering. The manual 
classification was the real Inspec Thesaurus-10,000 terms carefully done 
by professional indexers. You can use a graphical interface to this classifi-
cation scheme to move up and down the subject hierarchy and then find 
desired words and use them for search terms. That is very helpful to see 
what the main categories are, but it is not very helpful for discovering the 
actual words appearing in recent papers because they just are not in the 
thesaurus. 
So, as before, we also generated an automatic classification scheme 
by gathering statistics of which terms occur together and how frequently. 
The interactive interface to this "concept space" suggests alternative terms 
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for which to search-i.e., given a word, it gives a list of other words that 
occur most commonly with that word in context. The context words are 
all intermingled-bigger, littler, useless, useful. 
This co-occurrence list is not meaning-a professional indexer would 
reject this completely (and they have when we talked to them)-but the 
context lists are practically useful as search suggestors. This is, in part, 
because the granularity is much finer-there are 100,000 terms from the 
same Inspec corpus (ten times more), so that you get not just "deductive 
databases" but a lso "Prolog" and "inference mechanisms," and partially 
because the system is interactive so that the users are perfectly happy to 
sort through the lists themselves deciding what is useful in exchange for 
getting the full range of potentially related words from the documents. 
What we found in molecular biology-in small experiments in mo-
lecular biology-is that the concept spaces are pretty good as memory 
joggers. The fact that you can also generate them automatically is really 
convenient because it means you can use these in cases that are inappro-
priate for professional indexers. I'm thinking about the cat example. You 
can get professional indexers to work on a repository for journal articles 
in electrical engineering but not on a repository for notes on the cats in 
your neighborhood. 
• automatic indexing of concepts 
-fmd context of phrases within documents 
-generates a concept space based on term frequency 
• useful for interactive searching 
-given a term, can suggest other terms 
-merging concept spaces supports vocabulary switching 
• concepts require supercomputing 
-concepts space for Inspec took 1 day on SGI Challenge 
-co-occurrence matrix for 400K abstracts 
Figure 17. Semantic Retrieval 
Now some further discussion about the automatic classification scheme 
since, if the manual one is there, you should definite ly use it. The auto-
matic classification techniques all are statistical correlations of the con-
text within documents. The particular one we are using is co-occurrence 
matrixes, which is only one of the one hundred ideas regarding how to do 
deeper semantic retrieval that have been in the information science lit-
erature since the 1960s (when I say "we" here, I mean my colleague 
Hsinchun Chen from the University of Arizona and myself). 
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But co-occurrence is one that is now computationally feasible if you 
have a supercomputer. For example, if you take the SCI Power Chal-
lenge, a high-end supercomputer at NCSA, and take a day of computer 
time, actually twenty-four hours, then you can compute a co-occurrence 
matrix of a real collection of 400,000 abstracts. That was not true in the 
1960s, and it has nothing to do with the algorithm being better, altho ugh 
it is tuned a little bit. It has to do with the fact that computers are enor-
mously faster and so some of these old deeper semantic techniques can 
actually do something real. Since techniques-like co-occurrence lists-
are useful as term suggestors, this might be a real break into semantic 
re trieval. 
There is no magic, no natural language parsing, no fragile domain 
rules. We have a lot of computational powe r, and we can look at the word 
frequencies ad nauseam. This is just a first attempt to develop deeper 
semantic retrieval. So, you get terms like "Ho rn Clauses," which is a really 
fine-grain technical term in deductive databases, and you get terms like 
names of people that write articles about deductive databases. In molecu-
lar biology, you get names of genes that occur commonly in articles about 
that particular concept, which is very helpful to users, especially since an 
indexer would never put the name of a gene in the MeSH thesaurus. So, 
much of the power of this particular technique is that it does not have any 
semantics in it at all-it just takes whatever words are the re . You hope 
that the re is some guilt by association, and that if two terms occur in the 
same context frequently then one is a good alte rnative for the other when 
doing a search . 
Now anothe r nice thing we did, we tried computing the co-occur-
rence matrix of several different collections because the Worm system was 
actually several diffe rent collections, in diffe rent orders-just because we 
were curious. We had done it in one order and the n we said , "does it 
make a diffe rence if you do it in the other order?" thinking it does not 
make any difference. And the answer is, the lists were completely differ-
ent. Then the first thing that occurred to me is that maybe the vocabulary 
problem could be solved. 
Now, that is not to say tha t the vocabulary problem is solved , but it 
should be explained that this is a small development against that. T he 
vocabulary problem is that you have the same concept in two different 
subject areas but the terms are different. So, in engineering for example, 
"fluid dynamics" is a term that occurs in many subject areas, but the words 
are completely different even though the concepts are similar. Could 
there be a system where you say: ''I'm a civil engineer who designs bridges. 
I'm interested in fluid dynamics to compute the structura l effects of wind 
currents o n lo ng structures. I think ocean engineers who design unde r-
sea cables do similar computations for the structural effects of water cur-
rents on lo ng structures. I want [the system ] to change my terms for 
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Figure 18. Vocabulary Switching 
talking about fluid dynamics into the ocean engineering terms and search 
the undersea cable literature as automatically as possible." 
Well, that is basically what vocabulary switching technique does. It 
allows one to make this fine-grain concept space, built on co-occurrence 
matrixes, for a very small collection, so you can do it for really small com-
munities. You can then, on the user end, say ''I'm in these three commu-
nities, that's what I know about, and I want to search these other three." 
Then the system will automatically in tersect the corresponding matrixes, 
which are just concept graphs, and let the user interactively switch the 
vocabulary from one space to another to facilitate the searching of the 
desired community repositories. 
It is possible to do these computations now with supercomputers. You 
should know, if you are not accustomed to them, that the significance of 
supercomputers is that they are good as time machines. It is well known 
from the technology curves of the past, which are probably too slow, that 
whatever speed a supercomputer runs now is what a $3,000 desktop ma-
chine will run in ten years. So the following experiments are a conserva-
tive estimate of what you will be able to do in ten years. 
So, here are two vocabulary switching experiments. This first one is 
actually going to appear in JASIS very shortly, and it did two areas of mo-
lecular biology: worms and flies. It had about 5,000 documents in each 
area and each took about ten hours of computation on a workstation. So, 
you could say, for example, "here's sperm about worms and sperm about 
flies" and it would list twenty-five terms. Ten of these would be the same, 
so you would ignore those and look at the different ones. 
Vocabulary switching is needed for this sperm example. It is known 
that worms have odd sperm-I happened on the Worm Community Sys-
tem to work with the world's expert on worm sperm. Worm sperm has 
little pseudopods and crawl like amoeba, while all other sperm in flies and 
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Figure 19. Switching Experiments 
everything else swim since they have these little flagella that wiggle. So, 
what you want to do is change all the crawling to swimming and change all 
the pseudopods to flagella. 
Well, if you look at these co-occurrence lists (for worms and for flies) 
and you look at the different terms, then sure enough, crawling and pseudo-
pod are on this end and swimming and flagella are on that end- this is 
not automatic. You have to realize that because in with those two good 
terms are ten ridiculous ones that are way too general, and ten of them 
were common, you ignore those-i.e., of the top twenty-five terms for 
sperm in worms and flies, about ten are common to both lists-about ten 
are useless, leaving only five as potentially useful. 
Returning to the original example in engineering, what this tech-
nique would do if it was fully automatic is it would say, "Oh, no problem, 
here's the three terms you really care about. They're these three relevant 
terms to you in undersea cables." That is not what it is able to do right 
now. What it is able to do right now is say, "Okay, here's the terms you 
want to search, and here's what you know about, and here's what you'd 
like to know about. Here's ten terms that you know, and here's ten terms 
that you don't know. Match them up yourself." 
And that is amazingly a great deal of help compared with nothing. 
With biologists, they are really fast at scanning through lists of potentia l 
terms and are very grateful to have a list of possibilities, because otherwise 
they are going to sit there and try words at random. The concept of space 
intersection is far from perfect or even correct, but it is much better than 
trying words at random. If you have ever been in a reference library, you 
know how bad people are at actually searching. 
So, encouraged by that, we tried a real experiment. We took 5 mil-
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lion abstracts from Compendex, which is an index covering all domains of 
engineering, and generated 1,000 spaces of roughly 5,000 abstracts each . 
Thus each space approximates a community repository of the same scale 
as the ones from actual communities in molecular biology, and the inter-
section of the spaces simulates an interspace across all of engineering. 
What we are actually going to do is d ivide Compendex by class codes so 
that the size of a space is a fairly fine-grain subject domain like bridges or 
highways. 
A simulation this large can only be run on a supercomputer. Even so, 
at about 1 I 4 hour per space on a machine like the Convex Exemplar, plus 
intersecting the spaces, this is still going to take about two weeks of com-
puter time. Fortunately, the newest and largest supercomputer that NCSA 
obtained is still in its testing phase, and I was able to persuade them that 
th is was an interesting application, so we are able to reserve the time to try 
this as a hero experiment. 
Then the question is, can you issue a query like "fluid dynamics" and 
really do useful interactive vocabulary switching? That is totally unproven, 
but it works much better than you would expect in molecular biology, 
where it really does do something. It is computationally feasible and it 
does something, and that is much more than not being computationally 
feasib le and not doing anything. 
• domain experts but classification amateurs 
-large community indexing is too general and too old 
-small community indexing is not consistent 
• useful for interactive subject classification 
-automatic suggestions for potential classifications 
-domain expert culls list from "controlled" vocabulary 
• semi-automatic support via concept spaces 
-concept dictionary of tag words from co-occurrence 
-tag frequency in documents determines classification 
Figure 20. Computer-Assisted Indexing 
The other side of all this is, can you also use concept spaces to help 
with indexing? Well , what is the problem with indexing? If you can get a 
professional indexer, they will do a good job for their broad subject area. 
That does solve the problem of electrical engineering, but it does not 
solve the problem of bridge swaying or neighborhood cats , which are too 
small a subject area to afford a professional indexer. And for these spe-
cialized repositories, the terminology in the professional subject indexes 
is too old and too general. 
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However, if you try to solve the indexing problem for specialized com-
munities by letting individual people from that community do indexing, 
you discover the value of using trained professionals. As many experi-
ments have shown, ordinary people have really wide variations in how 
they classify things. An ordinary person will not even assign the same 
terms to the same document twice, much less will two different people 
assign the same term to similar documents, which is what you want. Re-
member, all we can do is string matching underneath, so the indexing has 
to be precise and consistent. There is no magic here. · 
So, suppose you could have an automatic program that would suggest 
topics for classifying a document and then let a person correct the list? 
For example: "Here's twenty-five terms that this document should be about. 
Choose five from that list." The domain expert, who knows about bridges 
or worms or cats, can do that. They know the subject area and the mean-
ings of the terms, so if the system could suggest consistent terms to limit 
the variation, you would get an interactive indexing system that enables 
amateurs to approximate the quality of professionals. This ought to sound 
similar to the sort of solution that concept spaces provide for semantic 
retrieval. 
We are currently trying a set of experiments that basically provide a 
domain-independent version of the old 1980s technology that used to look 
through newspaper articles for the CIA and try to identify which ones are 
about revolutions. What these old systems did is use tag words. So they 
said: "Revolution has these ten words that commonly mean revolution 
and tank has these ten words and spaceflight has these ten words. This 
document mentions three words for revolution and one for spaceflight so 
it's about revolution." As you might imagine, they would get fooled quite 
a bit, but they would often be able to assign what topics documents were 
on and some of these were right while some were wrong. So they would 
say: "This article is about tanks and spaceflight," when it was about the 
Russian invasion of Hungary because it mentioned the word "satellite" a 
lot and satellite was a tag word for spaceflight. 
This concept identification technique relies on having a concept dic-
tionary giving the tag words. Well, the concept "space" really has that. It 
says: "Deductive databases-here are ten words that might be useful , that 
commonly occur with deductive databases, so if you see one of these, the 
document is probably about deductive databases." If you use the concept 
"space" as a concept dictionary and look at the words that commonly oc-
cur together as tag words, then you are able to make a suggestion list of 
which words could be used to classify the document, just like a profes-
sional indexer will choose some terms from a controlled vocabula ry like 
Inspec or MeSH. 
It is unproven what will happen with this. The experiments a re just 
starting, but the basic idea is sound in the sense that it is an automatically 
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generated controlled vocabulary specific to a particular topic, and the 
actual selection is done by a subject matter expert. 
So again, like all the things in this discussion, in the future part, this 
is something that is sensible, that might actually work, and even if you do 
not believe this one, it may be that some variation on this will allow the 
ability to do indexing. Remember, if you do not do fine-grain indexing, 
you will be unable to find anything in the world of a billion repositories. 
• every machine has its own information space 
• every machine has its own concept space 
• spaces for every user and every community 
• search is matching selected objects 
• relies on computer-assisted indexing 
• analysis is merging community spaces 
• vocabulary switch through graph intersect 
Figure 21. Applications Environment 
So, now it is time to discuss Interspace software very briefly. It is an 
applications environment built on top of the Internet, assuming that the 
Internet has evolved into a worldwide object-oriented operating system. 
Basically, it assumes that every community has an information space, ev-
ery information space has a corresponding concept space, and then the 
Interspace is the intersection of all these spaces. 
The environment for the Interspace supports searching and analysis. 
The searching is what I said before. You select a group of objects and the 
environment locates similar groups. Vocabulary switching is done auto-
matically. So, this is just a whole network information system that uses this 
vocabulary switching and concept spaces to try to do semantics at a fine-
grain level in order to handle community repositories. 
• objects -fine-grain manipulation 
• navigation & grouping -path recording 
• retrieval & classification -concept spaces 
• correlations -path matching via concept spaces 
• prototype in Smalltalk, CORBA, ObjectStore 
• application in digital libraries, GIS 
Figure 22. Inte rspace Prototype 
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This is actually what my lab at the U niversity of Illinois is doing-
building a prototype of the Interspace. Kevin Powell and I wrote an archi-
tecture document laying out all the parts of the environment, and my 
team is in the process of implementing the first full prototype. 
If you want a li ttle technical d etai l: it has objects, it does retrieval, it 
tries to do correlations. The prototype assumes a d istributed network of 
objects by using high-end software technology like Smalltalk and CORBA 
and is constructing an applications environment to handle the concept 
spaces and semantic retrieval. We are then going to try some sort of hard 
applications where there is much data and easy questions have hard an-
swers which require looking through lots of th ings to cross-correlate like 
digital libraries or geographical information systems. Over the next few 
years, we will be evolving the software and simulating the world of the 
Interspace, with spaces like the thousand community repositories in engi-
neering discussed earlier. 
• Beyond Search to Analysis 
• Cross-Correlating Information from many sources 
across the Net 
• The Net solves Problems 
• Every community has its own special library 
• Every community and every person does indexing!! 
Figure 23. The 21st Century: Analysis 
To summarize, the claim is that the twenty-first century is going to go 
beyond search and into a nalysis. And what analysis really is is cross-corre-
lating information from many sources. And then what you will be able to 
do is solve problems, not just find things at random. And in order to do 
this, what you need underneath is very fine-grain classification. That is 
the only known way of handling the world of a billion repositories. 
Wha t that means is that every community, large or small , has its own 
little digital library. The software does some computer-assisted indexing, 
and it h as some "semantic" retrieval that uses that indexing to try to do 
vocabulary switching, to try to do better kinds of search, so that there is 
more responsibility for some individuals to develop collections, but this 
also means that the average person might end up being sort of a libraria n. 
They might maintain a collection. They might do searches on an every-
day basis. 
So, what you need is to embed some of this highe r-end technology 
into the standard network software that ordinary people use in order to 
be able to do this new kind of functionality. This new functionality will 
happen . Commercial pressures will force this to happen. The real ques-
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tion in the world at large is: "Is the Interspace going to empower the indi-
vidual person so that they will be able to actually find things and solve 
their own problems and maintain their own collections, or is it going to be 
yet another new medium for providing more advertising to enrich the 
greedy evi l corporations?" 
everything goes in with transparent manipulation 
everyone gets credit with community sharing 
merging spaces from other communities: 
molecular biology 
(coli, yeast, worms, flies, mice, men) 
neuro biology 
(moths, mollusks, rats, cats, monkey, man) 
other sciences .. . 
other domains .. . 
Figure 24. Building the Interspace 
So, suppose this all works? Suppose it is ten years from now, and 
everyone has something that supports the Interspace technology on their 
desks and in their homes. A box that comes with the software environ-
ment built in and a plug into the Interspace. Just like a set-top box comes 
now with Netscape and a cable modem. Well, what that means is every-
thing in the world goes into this space: everybody can share to put things 
in , everybody can browse to get things out. Then what really begins is 
building the Interspace-i.e, creating all the individual community re-
positories, connecting all these individual spaces together. 
The most likely start will be in science and engineering, because those 
people are comparatively rich and they are the ones who have the high-
end technology. Just like the ARPAnet begat the Internet and govern-
ment-funded labs begat the Web, the same stages will happen with the 
Interspace. That is why I provided examples from high-end digital library 
research. 
The next thing to happen is to start merging individual community 
spaces such as those I have discussed in biology. For example, start with 
molecular biology (worms and flies to mice and men) and on to neurobi-
ology (rats and cats to monkey and man ) and on to other sciences and 
other subject domains. 
Well, there are regrets that I am not doing the Worm project any-
more, so I cannot say "today the Worm, tomorrow the World ," which is 
how I used to end talks. But what I have to say is that there will be a 
WorldNet whether one likes it or not. Every community, from really big 
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every community repository, 
large and small 
living in the Interspace of 
all the world's knowledge 
Figure 25. Building the WorldNet 
ones to really small ones, will have a nice collection. It will be indexed. 
There will be ways of accessing it and correlating it. So what you will begin 
to see is that there really will be an Interspace . 
This will be where people live. You see things now that say people live 
on the Net. Well , that is true of a few specialized people who are 
questionably human beings, a group of which I am a member, I am sorry 
to say. But this will be true for the average person. Just like television 
became ubiquitous, the Net is the world of ten years from now. So, you 
have to get ready for it and figure out what you can do to contribute to 
it-to make it help people by letting them get the information they need 
to solve their problems and being able to organize their own collections 
rather than hurting people in ways that can be easily imagined. 
The Nil is often referred to as the best technique for selling advertis-
ing for 500 channels of mud wrestling. Maybe now with the Web it has 
become the medium for selling advertising to access a million home pages 
of dogs barking. That is not, from a purely personal standpoint, the ap-
propriate use for such a far-reaching new medium. The vision of the 
pioneers was always education, not entertainment-the Net should be-
come the way that ordinary people solve their problems. This new re-
search technology might be the way toward that vision, toward the Inter-
space. 
NATURAL LANGUAGE PRocEssiNG 
FOR INFORMATION RETRIEVAL AND 
KNOWLEDGE DISCOVERY 
Elizabeth D. Liddy 
Natural Language Processing (NLP) is a powerful technology for the 
vital tasks of information retrieval (IR) and knowledge discovery (KD) 
which, in turn, feed the visualization systems of the present and future 
and enable knowledge workers to focus more of their time on the vital 
tasks of analysis and prediction. 
NATURAL LANGUAGE PROCESSING 
First, a definition of NLP. Natural language processing is a set of 
computational techniques for analyzing and representing naturally oc-
curring texts at one or more levels of linguistic analysis for the purpose of 
achieving human-like language processing for a range of tasks or applica-
tions. 
The goal of researchers and developers of NLP is to produce systems 
that process text of any type, the same way which we, as humans, do-
systems that take written or spoken text and extract what is meant at dif-
ferent levels at which meaning is conveyed in language. NLP is used for a 
wide range of tasks or applications. This discussion will focus on two par-
ticular tasks, namely information retrieval (IR) and knowledge discovery 
(KD) . 
Figure l shows the levels of language processing at which cognitive 
linguists hypothesize that humans understand or extract meaning. An 
interesting point to note is that, while meaning is frequently thought to 
be conveyed at the level of language represented as "semantics," the fo l-
lowing explanation will clarify how meaning is in fact conveyed and how 
we, as humans, extract meaning at every level of language, not just at the 
semantic level. 
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Synchronic Model of Language 
Praii'T'at.k 
DiKour!llr 
Semantic 
Syntadl<: 
Lak•l 
Figure I. Levels of Language at which Meaning is Conveyed 
• The morphological level has to do with the smallest units of meaning in 
language, namely morphemes-the smallest meaningful pieces of 
words. For example, the morpheme "ed" at the end of a verb tells you 
that the action took place in the past, not that it will take place in the 
future. Additionally, simple things like adding the morpheme "un" to 
"lawfully" drastically changes the meaning of the word. 
• The lexical level is concerned with linguistic processing at the word level 
and includes such processing as part-of-speech tagging. When humans 
hear or read a sentence, they determine whether a word that can func-
tion both as a verb and as a noun is either a verb or a noun in that 
particular sentence and knowing that helps them disambiguate the 
meaning of the word. 
• The syntactic level is where order and the arrangement of words within a 
sentence conveys meaning. For example, the sentence "Clinton beat 
Dole" contains the same words as "Dole beat Clinton," but the simple 
ordering of those words conveys a world of difference in meaning. 
• The semantic level is concerned with understanding the meaning of words 
within context-i.e., humans are able to unambiguously understand 
words when they hear them or read them in a sentence even though 
many words have multiple meanings. For example, in the English lan-
guage, the most commonly occurring verbs each have eleven mean-
ings (or senses) and the most frequently used nouns have nine senses, 
but humans can correctly select the one sense or meaning that is in-
tended by the author or speaker. 
• The discourse level is concerned with units of text larger than a sentence. 
Discourse is a newer area of linguistic applications, having begun as an 
area oflinguistic study in the 1970s. Discourse linguistics is concerned 
with the linguistic features that enable humans, for example, to under-
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stand the eighth sentence in a paragraph partly because of the mean-
ing they extracted from the first to seventh sentences. Discourse is also 
concerned with utilizing the fact that texts of a particular type (also 
known as a genre) have a predicable informational structure and that 
humans use this structure to infer meaning that is not explicitly con-
veyed at any of the other levels in the model. 
• The pragmatic level is concerned with the knowledge and meaning that 
we assign to text because of our world knowledge. For example, the 
phrase "Third World Countries" does not just mean those three words 
to a reader. Pragmatic knowledge brings in a lot of other understand-
ing, such as which are the Third World Countries and the general socio-
economic conditions in these countries. 
A further fact of interest is that the more exterior the level of processing 
(as shown in Figure 1), the larger the size of the unit being analyzed, 
ranging from a part of a word, to a word, to a sentence, to a paragraph, to 
full text. And as the size of the unit being analyzed increases, processing 
rules get less precise-i.e., there are fewer rules to rely on , just regulari-
ties. For example, there are precise rules about how to write a grammati-
cally correct sentence, however there are only regularities that explain 
how a newspaper article is written. And so natural language processing is 
more difficult to do at the more exterior levels as it is not simple rule 
writing as one would be able to do at the lower levels. This fact explains 
why many systems limit their language processing to the lower levels and 
most of them do not, in fact, include the higher levels-i.e ., real seman-
tic, discourse, and pragmatic processing. In conclusion, a full NLP system 
extracts meaning from text at all the levels of language at which humans 
extract meaning. 
INFORMATION RETRIEVAL 
The goal of information retrieval is to provide a user with documents 
that fulfill the user's information need. This involves system capabilities 
for indexing (how to represent the content of documents, including ap-
propriate weighting schemes); representing users' queries (including both 
the means provided to users to express their queries and the complexity 
of the internal representation of the query); matching algorithms to op-
timize true similarity between a query and relevant documents; techniques 
for effectively presenting retrieved results, including summarization across 
documents and visualization of results; and techniques for improving query 
results based on users' relevance assessments via relevance feedback. 
Current IR approaches can be classified as statistical (vector, probabi-
listic, inference, neural net) , linguistic (ranging from very simplistic word 
stemming to complex semantic processing) , or a combination of both 
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statistical and linguistic. Further explanation of how NLP is used for IRis 
presented in a later section on applications. 
KNOWLEDGE DISCOVERY 
Knowledge discovery is the area of research and development involved 
with the computational process of extracting useful information from 
massive volumes of digital data. The goal of KD is to map large quantities 
of low-level data into a more abstract form so that the patterns in the data 
can be explored and inferences drawn from them. KD provides a range 
of techniques and methodologies to extract knowledge automatically from 
these sources. 
NLP offers the field of knowledge discovery the ability to go beyond 
the limited information that is stored in structured or relational databases, 
which has been the source of data for knowledge discovery to date. 
However, most of the world's knowledge resides in free text form-that is, 
unstructured, naturally-occurring text such as encyclopedias, newspapers, 
textbooks, and so on-so NLP provides the means to process, annotate, 
and extract information from text to produce new resources for knowl-
edge discovery. 
/ 
Kno"iedge 
r----- Basn I ~ 
Cr~tc ----------~ Exploit 
I I 
/ 
NLP NLP 
.I 
Figure 2. Uses of NLP in Knowledge Discovery 
In fact, as seen in Figure 2, NLP is useful in two ways for KD. First, as 
stated earlier, it can be used to automatically create knowledge bases from 
free-form text using the extracts/ annotations that NLP does on the text. 
The knowledge bases constructed in this manner can then be manipu-
lated by a wide range of different statistical data mining systems. Or, sec-
ond, NLP can itself be used to exploit those knowledge bases. That is, 
NLP enables users to explore the knowledge stored in these databases 
simply by asking very straightforward queries. A Knowledge Discovery 
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System that uses NLP to extract fu ll meaning from a query can then do 
knowledge discovery at all the linguistic levels represented in the stored 
knowledge base. 
NLP FOR KNOWLEDGE PRODUCTS 
The full processing model that forms the basis of the various tech-
nologies described below consists of four steps (see Figure 3). That is, the 
system starts with raw text, performs NLP on it, and produces extractions 
that are then converted into a semantic representation for use in a 
knowledge product. 
/ / 
Knowledge 
Product / 
/ / 
Semantic 
Representation / 
/ / ~ 
Extractions 
/ 
~ 
,_ 
r.___Tex____..t ~ 
Figure 3. Steps in NLP for Knowledge Products 
Step one assumes naturally occurring free-flowing text such as newspaper 
or journal articles, books, reports, TV transcripts, and so on. The second 
step in the ladder is extraction. For instance , our DR-LINK Information 
Retrieval System does part-of-speech tagging, phrase and clause bracket-
ing, standardizing and categorizing of proper nouns into one of fifty-seven 
categories, and indicates parameters such as present, past, or future and 
distinguishes between fact and opinion. 
The third step is to map these extractions into a semantic 
representation. The semantic representation used in an application may 
be either a semantic net, frames, logic, conceptual graphs, or whatever 
best suits the requirements of the application. In our CHESS and KNOW-
IT Systems, we use concept-relation-concept triples. For example, in 
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• 03/ 01 / 95 
Robert Dole ___. 
___. 
___. 
___. 
• 03/ 21 / 95 
(AFFL) 
(AGE ) 
(ORGN) 
(IS_A) 
Elizabeth D. Liddy 
___. Senate 
___. 71 
___. Russell Kansas 
___. clear Republican Party front-runner 
Robert Dole ___. ( IS_A) ___. presidential candidate 
___. (AGNT) ___. seek 
___. (O~j) ___. repeal of assault-weapon ban 
• 03/ 23/ 95 
Robert Dole ___. (IS_A) ___. rival 
rival ___. (OBJ) ___. Phil Gramm 
Phil Gramm ___. (IS_A) ___. Senator 
___. (ORGN) ___. Texas 
Figure 4. Concept-Relation-Concept Triples from Newspaper Text 
CHESS, we build a chronological record of people, companies, and 
organizations from daily newspaper reports. Figure 4 shows the concept-
relation-concept triples from three newspaper excerpts about Robert Dole. 
The fourth level is the actual knowledge product that results from 
the three prior steps. So in our CHESS System, having extracted these 
concept-relation-concept triples regarding Robert Dole, CHESS then 
produces a semantic network for use in a product for browsing, explor-
ation, and knowledge discovery. 
NLP-BASED APPLICATIONS 
The section above provides a general model of what is done in various 
NLP-based information systems. Some processes are common to all the 
products while some products require a specific level of processing or a 
particular representation. In this section, the focus will be on how NLP 
is used in a few specific applications. 
DR-LINK 
DR-LINK (D_ocument Retrieval using LINguistic Knowledge) is a 
powerful full-NLP information retrieval system that encompasses all levels 
of language processing described earlier. We developed DR-LINK initially 
under the auspices of DARPA's TIPSTER Program followed by commercial 
development by TextWise, LLC, and Manning and Napier Information 
Services. DR-LINK is now commercially available and is used by 
government agencies, businesses, law firms , and other professional 
organizations. 
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In DR-LINK, documents and queries are processed through a series 
of modules in the system, each of which add another level of representa-
tion of the content by extracting and annotating meaning at the various 
levels oflanguage processing explained in the earlier sections. Briefly, the 
raw documents are part-of-speech tagged; the Subject Field Coder (which 
is explained in more detail in a late r section) produces a disambiguated 
semantic vector representation of the subject content of each document 
and query; the Text Structurer uses discourse linguistics to understand 
whether an event will occur in the future versus the past and can also 
distinguish fact from opinion; the Proper Noun Interpreter recognizes 
and categorizes all proper nouns into one of fifty-seven categories; and 
the Phraser is the module that creates the list of synonymous terms for 
the terms/ phrases in the text. 
Finally, an integrated matcher takes the ranking of each document as 
suggested by each module in the system and combines this evidence to 
produce a relevance ranked list of documents for the query. 
Query-137 
Document will report on the proposed building of a new or the expansion of an 
existing theme park by a U.S. corporation in the United States or overseas. 
DR-LINK Retrieved Document: 
Wall Streetjournal 
10/ 01 / 87 
Six Flags Corp announced plans to manage and operate an amusement park on 
Spain 's Costa del Sol. 
Scheduled to open in 1990, the park is intended to form part of a 107,000 acre 
to urism complex costi ng about $575 million. 
The company, a unit of closely he ld Wesray Capital Corp. of Morristown, NJ, said 
Spain is an ticipating an increase in tourism because of the 1992 Barcelona Olym-
pics and Seville World's Fair. 
Figure 5. Sample Query and Re levant Document Retrieved by DR-LINK 
Figure 5 shows a query and a document that DR-LINK found relevant. 
Note that there is no term match between the query and this document, 
and it is because of these multiple levels of processing of the document 
and of the query that DR-LINK is able to do such a human-like NL under-
standing match. 
INFORMATION EXTRACTION 
Information extraction, based on NLP, adds to the capabilities of IR 
applications. CHESS (CHronological information Extraction SyStem) is a 
144 Elizabeth D. Liddy 
system we have developed under Phase I and Phase II SBIRs from Rome 
Lab. CHESS extracts concepts and relations from newsfeeds, such as API, 
and automatically constructs complex in-depth historiographies that track 
people, companies, organizations, or other entities over time. The system 
does full NLP to extract concept-relation-concept triples and construct 
conceptual graphs. CHESS does information extraction (IE), but it also 
goes beyond IE. Given the fine level of processing and representation, 
CHESS can do something that is a bit beyond what systems that rely on co-
occurrence, or Boolean representation, or any type of statistical process-
ing can do. 
Tipster Query-93 Wall Street .Journal 
12/ 21 / 87 
What backing does the National Idaho Feud Finds NRA Under Fire-By Peter Wiley 
Rifle Association have? Document 
must describe or identify support- One issue in the feud involves a statement Mr. 
ers of the National Rifle Associa- Andrus made recently opposing legalization of 
tion (NRA), or its assets. machine-gun ownership, which is supported by 
the NRA. 
Fi re 6a Fi re 6b 
Figure 6c 
[Person: Mr. Andrus] 
t 
(Agent) 
t 
[Oppose] 4 (Object) 
t ___..... 
[Legalize] -..__. 
t 
(Object) 
t 
(Agent) 4 [Person:*] 
(Object) 4 [Machine-Gun Ownership] 
[Support] 4 (Agent) 4 [Organization: NRA] 
Figure 6. Query, Document, and Conceptual Representation in CHESS 
For example, given the TIPSTER que ry in Figure 6a, most humans 
would judge the document in Figure 6b as not relevant. But most systems, 
either because of co-occurrence or proximity measures or the type of 
matching that they do, would find this document to be relevant. How-
ever, given the fuller conceptual semantic representation produced by 
CHESS in Figure 6c, CHESS understands that Mr. Andrus is an agent who 
opposes the legalization of firearms which is supported by the NRA. So 
CHESS is able to tease that out and say: "No, this is not a relevant docu-
ment" much as human judges can. 
Figure 7 provides examples of the types of questions which CHESS, a 
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system that does NLP-based IE, could answer from knowledge that the 
system has automatically extracted from daily newsfeeds. Specifically, 
CHESS can do historical or chronological tracking of people over time-
recognizing and matching on relationships between two entities, such as 
the relationship between H. Ross Perot and the Democratic Party. But 
perhaps an even more powerful capability is that a user can start with 
queries that are about relationships in which the entities are not known, 
but the user wants to know which entities exist in particular relationships 
with each other. This is what is done in scenario analysis-it is much like 
defining a frame and asking what are the entities that have been observed 
in text to have the necessary characteristics to fill these slots in the frame . 
And in an emerging scenario, CHESS enables the user to make use of 
knowledge of certain events the system has tracked over time. The system 
can learn the set of events that lead to a particular outcome and then the 
user can ask whether these other entities are following that same track. 
This capability is very useful for government, for business, for competitive 
intelligence, or for anyone who is tracking anybody or anything. 
• Historical/Chronological 
- W'hen did H. Ross Perot resign from GM ? 
• Association Questions 
- W'hat is the relationship between H. Ross Perot and the Democratic Party? 
• Scenario Analysis 
-Which political figure with military connections is operating in an unstable, 
third world country? 
• Emerging Scenario Analysis 
- W'hat company is going to file for Chapter 11 ? 
Figure 7. Questions Which CHESS Will Aid in Answering 
Knowledge Discovery 
The next example of a knowledge product is the Know-It System, which 
broadens the CHESS Information Extraction work to knowledge discov-
ery by extending the use to which the automatically extracted concepts 
and relations are put. Know-It will use full NLP capabilities to build on-
tologies that represent the complex knowledge contained in source texts. 
With ontologies, because of their subsumption relations, one can make 
very powerful inferences from the knowledge stored in the ontology. 
The system will be provided with field manuals and, by doing natu-
ral language processing of them and using Know-It to automatically 
construct ontologies of different situations , the system will be able to 
compare dynamically a field report as it comes in on a certain situation 
which is represented as an event-based ontology in the pre-constructed 
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reference ontology to say where it differs. So a user would b e able to 
do retrospective analysis, or lessons learned, to review what the differ-
ence is in the ontologies that represent si tuations that were successful 
as compared to those that we re unsuccessfu l. 
Furthermore, Know-It will provide decision-making information sup-
port by producing to-the-point answers to users' questio ns and by permit-
ting them to test their hypotheses. Additionally, Know-It will enable col-
laboration by providing a ne tworked tool with multiple views of the knowl-
edge space at different levels of specificity and from multiple viewpoints. 
Information Abstraction 
The next knowledge product is information abstraction. For this we 
will look in more detail at one of the modules of DR-LINK, namely the 
Subject Field Code (SFC) module, which produces a weighted semantic 
vector representation of each document and query. The SFC representa-
tion fits somewhere between controlled vocabulary representation/ search-
ing and free-text representation/searching. The goal of the SFC vectors 
is to produce a summary level representation of the semantic content of a 
document, but not at either the automatically indexed individual term 
level or the manually assigned, controlled vocabulary level. The SFC vec-
tors provide an abstract level of representation by using a set of about 700 
subject codes and representing each document as a weighted vector across 
all of these codes. The most powerful aspect of these codes is that they 
handle both synonymy and polysemy, the two most difficult problems in 
NLP-synonymy-the fact that one concept can be represented by many 
terms-and polysemy-the fact that o ne term can represent many con-
cepts. The SFC module is able to handle these complexities because it 
disambiguates using the three sources of evidence that psycholinguists say 
that humans use when disambiguating. Furthermore, the SFC does not 
require human analysis or large training corpora. The system processes 
text across many domains, and it does it very quickly and automatically. 
Most NLP systems make use of a lexicon in which various types of 
informatio n are stored for each word or each sense of a word, such as 
part-of-speech, a definitio n , how to form the plural , and so o n. DR-LINK 
has a lexicon that contains the SFC for each sense of a word. So, for 
instance, if you looked up a common word such as "instrument," the sys-
tem would consult the lexicon and report that "instrument" has a medical 
sense, a hardware sense, a dental sense, a musical sense, and a general 
sense. The system would then disambiguate among the senses the same 
way that a human would. The system is able to disambiguate at almost a 
90 percent accuracy level for determining in a docume nt what the in-
tended sense (or SFC) was. So having done that, the system is able to 
create a weighted vector by simply normalizing freq uencies across the 
document. 
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CONCLUSION 
In conclusion, I will repeat something I heard said by Bob Futrelle 
from Northeastern University at one of the Digital Library Conferences 
and which makes good sense to me and that is: "For most IR systems, 
information is encrypted in natural language and NLP is the code breaker." 
Bun.niNG AND AccESSING 
VoCABUlARY REsoURcEs FOR 
NE1WORKED REsoURcE DiscoVERY 
AND NAVIGATION 
Joseph A. Busch 
GET1Y VOCABULARY RESOURCES OVERVIEW 
The Getty has a lengthy history in the research and development of 
thesauri and other structured vocabulary tools to make the use and ex-
change of electronic information easier. These tools include the Art & 
Architecture Thesaurus (1994) (AAT-a thesaurus of art-historical terminol-
ogy that reflects the "common usage" of scholars and catalogers); the Union 
List of Artist Names ( 1994) (ULAN-a database of artist and architect names 
in both standard and variant forms along with biographical and biblio-
graphic data); and the Thesaurus of Geographic Names ( TGN-a thesaurus 
of worldwide geographic names and related historical and other informa-
tion organized into hierarchies). Table 1 summarizes and compares the 
scope, coverage, and structure of the Getty vocabularies. 
TABLE 1. 
COMPARISO oF THE ScorE AND CoVERAGE oF GETIY VocABUlARIES 
Project Scope Coverage Sources Structure 
Art & European: late Visual art, Published 125,000 terms in 
Architecture antiquity- architec ture, 33 hie rarchies in 
Thesaurus American: and material 7 facets 
(AAT) European culture 
discovery-
Global: modern 
Union List of Global: Artists, Published and 200,000 
Artist Names a ntiquity- architects, unpublished clustered names 
(ULAN) present day e ngravers, (archival) 
Western- etc. 
oriented (now) 
Thesaurus of Global: current Geo-political Published and 300,000 names 
Geographic a nd historical place names unpublished in poly-
Names (TCN) (archival) hierarchies 
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The Art & Architecture Thesaurus, begun in the early 1980s, was in-
spired by new subject indexing tools being designed explicitly for online 
resources (such as Medical Subject Headings- MeSH) (National Library of 
Medicine, 1997), but the AAT has been unconstrained by the operating 
concerns of an abstracting and indexing service. Through an advisory and 
review process, headings and terms related to visual art, architecture, and 
material culture were culled from the Library of Congress Subject Headings 
(LCSH) (Library of Congress, 1996) and other existing lists, reorganized 
into hierarchies, filled in, and extended according to the ANSI/ISO stan-
dards for thesaurus construction (National Information Standards Orga-
nization, 1994). The first edition of the AATwas published in 1990 with 
supplements, electronic versions, and tools for browsing the AATfollow-
ing (Art & Architecture Thesaurus, 1994, 1990; Art & Architecture Thesaurus: 
Authority Reference Tool, 1994). TheAATnow contains approximately 125,000 
terms organized into thirty-three hierarchies in seven facets. New terms 
and change requests are submitted through a candidate term and com-
ment process; scope notes and related term links continue to be added by 
the AAT, and trained experts are working on projects to develop special-
ized terminology areas, such as conservation, and on a variety of transla-
tion projects. 
The Union List of Artist Names (ULAN) (1994) was created by cluster-
ing the artist and architect names from the authority files of nine Getty 
bibliographic, archival, and object record databases. The ULAN preferred 
or entry form was selected algorithmically based on the common practice 
among the contributor files with the Bibliography of the History of Art (BHA), 
the default (except for records to which the Getty Vocabulary Program 
made a specific research contribution). The clustering was done by merg-
ing the authority files, followed by research on each name (or name clus-
ter) in reference sources. The first edition of the ULAN containing about 
200,000 names was published in 1995 including an e lectronic edition and 
tools for browsing it (Union List of Artist Names: Authority Reference Tool, 1994). 
New names are submitted through a candidate process (sample MARC 
and tagged ASCII format data files avai lab le from : http: / I 
www.gii .getty.edu/ pub/ ulan/ ). 
The Thesaurus of Geographic Names ( TGN) was generated by merging 
authority files from Getty databases and several commercial sources (data 
files initially licensed from commercial sources are in the process of being 
replaced to ensure that the TGN can be freely distributed and enhanced 
in the future). While conventional geographical information system (GIS) 
databases contain geopolitical information that is based on a fixed point 
in time (usually the present), the TGN data structure holds instances of 
information about a location that are linked to a period of time. The TGN, 
which now contains about 300,000 geographic names, is available on the 
World Wide Web (http: / / www.gii.getty.edu/ tgn_browser/ ) . 
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While initially conceived as indexing tools, the Getty vocabularies were 
not designed specifically to support a particular operating index. They 
were designed to coordinate or map variant indexing practices across re-
sources. As summarized in Table 2, the vocabularies provide a clustering 
of variant or synonymous term or name forms, roles associated with the 
"term," as well as a mapping of the term forms in pre-coordinated phrases 
and strings as "found" or used in a variety of sources. The vocabularies 
also provide hierarchic (parent-child) and associative (related term/his-
torical) relationships which are useful in expressing a search statement. 
Examples of these relationships from each vocabulary are illustrated in 
Table 3. 
A.K.A.-A WEB SEARCH REDIRECTION TOOL 
The Getty has been exploring how vocabularies can be used to help 
generate search terms, particularly when searching across multiple data-
bases or in unfamiliar resources. An experimental search tool-a.k.a.-
can use the vocabularies to help generate queries against a collection of 
one or more of twenty-two databases and two Internet search engines-
AltaVista and Lycos (a public version of a.k.a., which includes four Getty 
databases, is accessible from the Gil home page [Getty Information Insti-
tute, 1997a]). Most of the databases that include bibliographic, archival, 
and museum object records are mounted locally as sets of text documents 
TABLE 2 
CoMPARISON OF THE GETTY VocABULARY DATA TYPES 
Data Types AAT ULAN TGN 
Entry term entry term entry name (deter- entry name (deter-
(determined by rules) mined by contributor) mined by contributor) 
Variants used for (UF), alternate, linguistic, historical, & linguistic, historical, & 
UK term, UK alt. orthographic variant(s) orthographic variant(s) 
Role facet, hierarchy role, nationality, place type(s), date(s) 
date(s) , & style / genre 
Source source term (s), source(s) consulted source(s) 
terms/names sources(s) (found/ not found) 
Links broader term ( BT), entity relationships current part, current 
related term (RT) (e.g., related to, whole, historical part, 
student of,influenced historical whole, 
by, etc) related to (RT) 
Notes scope note descriptive note descriptive note (e.g., 
historical gloss) 
Other history note(s) , coordinates 
indexing note 
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TABLE 3 
ExA~>tPLES OF TttE GETtY VocABULARY SYNDETIC RELATIONSHIPS 
Relationships 
Synonym Cluste-rs 
Roles 
Source Terms 
Hierarchy 
Associative 
AAT 
bergeres 
UF: barjaires; 
batjairs; bergere 
chairs; bergiers; 
bUairs; bujairs; 
butjair; bllljaires; 
burjairs; cabriole 
bergeres; fauteuils 
a panneaux; 
fauteuils en bergere 
bergeres 
Furnishings 
Hierarchy; 
Objects Facet 
ghost towns 
AVERY: Cities and 
town-Ruined, 
extinct, etc. 
LCSH: Cities and 
towns, Ruined, 
extinct, etc. 
RIBA: Villages: lost 
bergeres 
BT: armchairs 
SIB: elbow chairs .. , 
great chairs ... 
sinopie 
RT: frescoes 
ULAN 
Giambologna (Jean 
Boulogne) 
Bologna , Giovanni ; 
Bologna, Giovanni da; 
Bologna, Jean; 
Bologna,Jean de; 
Boulogne , de Jean; 
Giam bologna; Jean 
Boulogne; Jean de 
Bologne 
Giambologna (Jean 
Boulogne) 
(Flemish (Italian 
School), 1529-1608); 
(Flemish sculptor in 
ITA, 1529-1608); 
(I tali an artist, 1529-
1608); (Italian artist, 
c. 1524-I608); (Italian 
sculptor (b. in 
Netherlands), 1529-
1608); (Sculptor, 
goldsmith, 1529-1608) 
Giambologna (Jean 
Boulogne) 
Avery & Radcliffe, 
GIAMBOLOGNA ... 
(1978) ; Dhanens , 
JEAN BOULOGNE 
not currently 
applicable 
Giambologna (Jean 
Boulogne) 
student of Jacques 
Dubroeucq 
TGN 
Wien 
Vienna; Vienne; 
Vindobna 
(historical); 
Vindobona 
(historical); 
Vindomana 
(historical) ; Be( 
(historical) 
Wien 
inhabited place, city; 
national capital; 
state capital; river 
port; industrial 
center; 
transportation 
center; cultural 
center; educational 
center; episcopal 
see; noble residence 
(historical); 
municipium 
(historical) 
not applicable (all 
names in the 
database are fully 
incorporated) 
Wien 
current part: 
Schonbrunner 
Schlosspark 
current whole: Wien 
State 
historical part: 
Austro-Hungarian 
Empire 
Austro-H ungarian 
Empire 
ally of Germany 
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and searched using the WAIS (Wide Area Information Server) text search 
engine. Queries are made directly to several databases of full-text source 
materials from the University of Southern California-i.e., USC Ethnic 
Studies and Photo collections, one museum object record database from 
the Fowler Museum, and the AltaVista search engine. The vocabularies 
are mounted as a Sybase database. Searches can be executed directly, 
enhanced by searching AATor ULAN through a series of Web pages with 
automatically generated results displays, or automatically expanded with 
AATterms. When the search negotiation is completed, the final search is 
executed sequentially on the target databases, and the results from each 
one are presented as a separate set. 
Some examples of the kinds of user queries that can be answered 
using a.k.a. search negotiations are: (l) use the ULAN to look for informa-
tion about a Mexican painter named Siqueiros without knowing exactly 
how to spell his name; (2) use the AATto look for information about freso 
"underdrawings" without knowing the appropriate technical term; (3) use 
the ULAN to look for information about Georgia O'Keeffe (whose name 
is often misspelled as O'Keefe); (4) use the AATto look for information 
about a particular type of armchair without knowing the appropriate tech-
nical term; (5) use the AATto look for the technical name of "containers" 
often found in Egyptian tombs; or (6) use the ULAN to look for informa-
tion about a Greek sculptor named "Praxiteles" without knowing how to 
spell his name. 
WEBART -A VOCABULARY RESOURCE SEARCH 
AND BROWSING TOOL 
A problem the Getty has been facing is how to refresh and maintain 
the vocabulary tools. Like networked resources, these vocabulary tools are 
global in scope, that is to say, they are potentially infinite in terms of content 
depth and linguistic breadth. The Getty strategy has been to develop meth-
odologies and tools that will enable the extension of vocabularies through 
network-based infrastructures as part of an overall distributed database 
initiative known as DDI (Distributed Database Initiative) (available on the 
World Wide Web at: http: / / www.rlg.org/ strat/ projahip.html). 
The a.k.a. environment consists of two database infrastructure com-
ponents-the target databases and the vocabulary databases. Uncoupling 
the vocabulary databases from the a.k.a. application provides a convenient 
means of providing access to AAT, ULAN, and (in the future) TGN and 
may serve as a core architecture for a future vocabulary server. This appli-
cation, which is called We bART (or Web Authority Reference Tool ), will 
replace the previous DOS terminate and stay resident application used to 
distribute earlier electronic versions of the AAT and ULAN. The compo-
nents of the Getty's We bART tool are a Sybase database engine that holds 
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the vocabulary databases, a Web-interface to search it, and scripts to format 
the output in HTML. Hypertext links are also provided to Web pages 
containing instructions on use and other information about the 
vocabularies as well as a link to send comments to the vocabulary editor. 
We bART is now freely available at the Getty Information Institute ( 1997) 
Web site (http: / / www.rlg.org/ strat/projahip.html). 
The Research Libraries Group Art and Architecture Group members 
recently recommended that RLG develop the infrastructure for a vocabu-
lary server that includes some of the components envisioned below. The 
Canadian Heritage Information Network is also involved in developing 
such infrastructures. The replication of vocabulary server infrastructures 
is desirable but also raises record flow and vocabulary authentication is-
sues which are beyond the scope of this discussion. 
FUTURE VOCABULARY CONTRIBUTION ENVIRONMENT 
The vocabulary server needs to support network-based contributions 
of candidate terms to the various vocabularies. This would be accom-
plished through the implementation of a variety of registry services which 
may be limited to registered and authorized contributors. Contributions 
would automatically be posted to the vocabulary server database, graphi-
cally be identified as contributions (e.g., with a different color or font), 
and generate a transaction to a vocabulary maintenance system (the vo-
cabulary link registry and management tool) for authentication by the 
appropriate vocabulary editor. Applicable editorial rules (for scope, liter-
ary warrant, etc.) would be accessible by hypertext links from each regis-
try form. The following registry services, illustrated in Figure 1, are envi-
sioned in the vocabulary server infrastructure. 
-Add associative links. A registry mechanism would be provided to regis-
ter candidate associative links (related/ historical) terms and to "type" 
these links. The registry would be accessible from the full term record 
display. Source and target terms would automatically be validated. 
-Add equivalent links. A registry mechanism would be provided to regis-
ter and "type" synonym/ variants (including UF, ALT, source terms, 
historical variants, etc.) to an existing term. 
-Add notes. A registry mechanism would be provided to register and 
"type" notes (including scope and biographical notes, historical glosses, 
and so on) to an existing term. 
-Add links to other resources. A registry mechanism would be provided to 
enter links to network sources such as Web pages, images of objects, 
and so on to an existing term. This could provide a framework for an 
ART "Yahoo" or vocabulary resource for indexing art and culture on 
the Web. 
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SUBJECTS 
Sources 
Registry 
Figure l. An Architecture for Vocabulary Contribution 
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-Add a whole new subject. The response for searches which return no hits 
would include the option to collect candidate term information with a 
Web form. The form would validate that the candidate term was unique, 
that the broader term was in the thesaurus, and that all required fields 
in the form had been completed. The contributor would be identified 
automatically (e.g., by their e-mail address). 
ENDNOTE ON VOCABULARY SERVERS 
The vocabulary server architecture is based on a cooperative model 
to maintain and extend a public information utility through voluntary 
contributions. The weakness of this model is that generosity and consen-
sus do not necessarily lead to effective resources and efficient choices for 
application of effort. There are good arguments for taking a more ratio-
nal approach through the application of statistical analysis techniques on 
the art and culture domain (see Chen et a!., 1996; Schatz, 1995). For 
example, an analysis of the frequencies and rates of term co-occurrences 
in a corpus consisting of the title, abstract, and subject fields of art and 
architecture database records may be a promising method for identifYing 
those terms that do not yet already exist in the vocabulary repertoire (for 
example, see Buckland eta!., 1993, pp. 311-19). 
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ABSTRACT 
The role of the information intermediary is being profoundly affected 
by the emergence of digital and communications technologies-most es-
pecially by linking technologies such as the World Wide Web. New tech-
nologies are changing the role of the subscription agent, forcing them to 
look beyond administrative functions to added value service provision . 
For a subscription agent, this requires partnering with suppliers in new 
ways, partnering with customers in new ways, and linking with a wide vari-
ety of parties from technology developers to primary publishers, second-
ary publishers, to document delivery services to free access databases. The 
Net enables the internetworked business to be created. Blackwell 's is em-
bracing this challenge of providing new value in this digital economy. 
THE BIG PicTURE(sM) 
VISUAL BROWSING IN WEB AND NON-WEB DATABASES 
Gerry McKiernan 
"Where is the wisdom we have lost in knowledge? Wlure is the knowledge that 
we have lost in infomwtion ?" T.S. Eliot, The Rock ( 1934) pt. I 
ABSTRACT 
The Big Picture(sm): Visual Browsing in Web and non-Web Databases, The 
DPC'97 Edition, the full text of which is available only on the World Wide 
Web (see <http: / / www.public.iastate.edu/ -CYBERSTACKS/ DPC97.htm>), 
is a clearinghouse of selected projects, research, products, and services 
that describe or apply information visualization technologies for enhanc-
ing use and access to Web and selected non-Web databases. Selected sig-
nificant reports, papers, and articles are also provided for each profiled 
activity. The clearinghouse is arranged by the name of the university, 
corporation, or other organization with which the principal investigator 
of a project is affi liated. A general bibliography of applicable works is also 
provided. 
CoNFERENcE WRAP-UP 
Jeff Griffith 
Pauline Cochrane wants me to summarize these proceedings, and 
that is not going to be do-able . Well , I could read you my notes, but that 
would take too long. Related to that idea is a comment by Mark Twain. 
He once sent a very long manuscript to a publisher which was much longer 
than the publisher expected. He said, ''I'm sorry, but I was rushed and 
didn't have time to make it shorter." So, in that context, and because of 
the length of my notes, I will also be constrained by the time. 
First, a few observations. Think of these as random icons on a free 
floating window on which you can click. So we have the time dimension 
in there as well. You will have to visualize all these icons in your mind 's 
eye so that we have the visualization part in here. And there are no tran-
sitions provided, but that is the beauty of the Web and icons. Nobody has 
to tell you how you are getting from here to there; you just click and go. 
So we are going with a few random thoughts and see where we go by the 
time we are finished. 
I will begin with the usual disclaimer. The opinions expressed are 
mine and mine alone. They do not express the views of the Congres-
sional Research Service, the Library of Congress, the House of Represen-
tatives, or the U. S. Senate. 
I also had to p rovide some order to what I was going to present and 
provide some perspective. This is my perspective and, obviously, you all 
will have yours. Le t me just first discuss my perspective. Obviously, we all 
come to these things with our own thoughts. My perspective within the 
profession regarding all of this is that of a manager. Some view this level 
of the organization as be ing among the bottom-crawlers in the profes-
sion-i.e., we sit in between the creative people and the big folks who 
want things do ne and try to me rge those things. 
Related to this conference and my position as manager is what is 
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currently happening in the U.S. Congress. It has been decided to rebuild 
the entire legislative information system from top to bottom. They have 
asked the Congressional Research Service and the Library of Congress to 
help them with the aspect-of-retrieval piece of this while they go off and 
do the data creation and database management systems. We are currently 
using systems that have been in place for twenty years. So think about it as 
an opportunity to rebuild or design an entire new database retrieval sys-
tem for the Congress. It is exciting; it is also scary. This process is being 
done as a cooperative effort of the House and Senate. 
We have to decide how to get all this information prepared in formats 
that will allow us to provide adequate subject access. We also have to be 
worried about desktop systems and operating systems that exist on 10,000 
workstations. So, the problem is not just subject access, but the fact that 
everything is connected to everything else. These facts are mentioned to 
remind people that, as we advance the state of subject retrieval, we are 
doing it in an environment where a breakthrough in the lab can take, as 
Bruce Schatz suggests, a number of years. There is something called the 
"install base" which is a desktop with an operating system, and the time it 
takes to upgrade that, in a large environment, is not insignificant. Not to 
mention whether you have enough bandwidth to do all this, because there 
is always a shortage of bandwidth and it is always just slightly behind the 
curve. It is going to take Congress, as an example, four or five years to get 
the bandwidth necessary to be able to retrieve video in co~unction with 
the text of statements in the Congressional Record in order to search the 
text and then actually retrieve the speech that the member made on, for 
example, welfare reform. This is going to change the way they under-
stand what actually happened on the floor and the way historians under-
stand what happened there because it will change the nature of the knowl-
edge to which we have access or at least the dimensions. Then there is the 
problem of the year 2000 and the necessity of having to expedite the de-
velopment of systems-not to mention the need for security-while we 
make this mate rial accessible to as many as possible. 
User interfaces, novice/ expert users-all the wonderful subject-search-
ing algorithms in the world are nothing if the workstation is not up to 
speed and the user does not understand it from the interface point of 
view. The data, by the way, also has to be accurate, timely, and complete. 
For example, we must be sure that we do not miss that bill the Congres-
sional member introduced yesterday. He knows it is his bill ; he can find it. 
He does not care about subject access, but if you do not have this access, 
you do not have a job. And, by the way, to make the process even more 
complex, they are updating the bills on a daily basis. They are changing 
the versions of the bill , and they are moving pieces of bills from one to 
another. So, while we are dealing with subject access, we are not dealing 
with discrete docume nt entities. We are dealing with concepts or ideas or 
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provisions that are moving from bill to bill. So the idea of what an object 
is in here, I have to leave up to the concept of reality and representation. 
And, by the way, once they get some of these documents down on their 
desktop, there is a big file problem. How do they manage the I ,000 page 
omnibus reconciliation bill with which they have to deal that has the rel-
evant provision on page 823 of the bill? And then they must download 
just that section of that l ,000 page report. 
So subject access is certainly in the top ten areas of my concern, and 
intellectual property has been omitted, the issue of standards, and archives 
-i.e., how are we going to access this information in ten or twenty years 
because we are a library and we care about what did happen. All of which 
is to say that subject access, as important as it is, does not take place in a 
vacuum. But one of the reasons I was asked to do this summary was that I 
am a practitioner and not a researcher. I benefit enormously from the 
research that is going on, but I have to incorporate it into the real world. 
So, next a discussion of how to make use of what has been learned here. 
First, with regard to the collections, how do we represent the strengths 
of the repositories? How do we understand their weaknesses? How do we 
know where the best place is to locate that information? Forgive me for 
bringing you back to my examples, but that is my perspective. Just as an 
example of information that users might seek, you can imagine what folks 
are doing back in Washington right now wondering about how we got into 
the business of cloning sheep and what its implications are for human 
beings. There is a Presidential Commission, and there are at least two 
Congressional committees that are looking into this right now. There is 
currently not much in our database on the subject, so we must go out and 
find a few things in the "ideal" repository. Where is that ideal repository? 
I liked Tom Dozkocs's term. He has been working on this problem 
for the last twenty years, and I was fascinated by the fact that whatever he 
demonstrates is just the most recent problem that was described. His 
demonstration of access to the databases that are behind all of those Web 
pages, for example. 
The promise of classification in finding those targets is very fascinat-
ing research. I hope that this will continue because it looks very promis-
ing. Finding the right collections and targets (Tina Feick's presentation 
of Suzanne Wilson Higgins's paper) says that if some of the vendors are 
going to go to this level, does this become a new repository that we have to 
think about? And contrast that with what Bruce Schatz is talking about-
i.e., the micro-community repositories versus the ones that are being man-
aged by vendors who are handling the documents themselves on behalf of 
the publishers. We are going to be dealing with such an enormous range 
of organizations, and finding the appropriate repositories, in and of itself, 
is going to be absolutely extraordinary. So it is encouraging to see that 
there is research going on that will help us. 
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How do we represent what is in the document (wither, whether 
MARC)? We get into many religious battles over this thing. I think Roland 
Hjerppe ducked the question nicely, although he was the one who raised 
it in the first place. I was pleased to see that. Is it too little , too late, to do 
something? I can see this on both sides. People say, Well, we haven 't 
exploited what's already in the MARC record. Other folks are saying, 
Well the fact is that there is not enough information in there. The state-
ments are both true, but we must hurry if we are going to do something 
with that MARC record, because events are going to overtake us. The 
metadata is going to become imbedded in the source itself in some form 
or another, and the real challenge here is to ensure that it is done on a 
standard basis. Remember the contribution of MARC? We forget that we 
did not have any standards before MARC. We do not have many of those 
now. We do have some, but if we do not take advantage of this opportu-
nity at this moment to deal with standards, it is going to be a setback for 
all of us. Bruce Schatz 's time frame of bringing things out of the lab and 
into our offices is going to be set back because of things that were unan-
ticipated. Remember that everything is connected to everything else. But 
having said that, be assured that work is being done in the legislative branch 
to help them move from a DOS- (yes, I said DOS) based data creation 
system for the production of bills, the Congressional Record, reports, and 
hearings to something like SGML. This is one reason why I must retire to 
the research environment where they can say that they will have some-
thing in five or ten years-a time frame I prefer. 
I appreciated Jessica Milstead's comments that we need to make ex-
plicit all that we have learned through structured access, through the-
sauri, through the hundred years of the development of this profession 
before it was automated. We are actually beginning to develop a history. 
We can discuss ideas that we have had that are now coming back. This is 
a fascinating activity. But I have long felt, and it is good to see it begin-
ning to happen, that the infrastructure-the knowledge infrastructure 
that underlies what we do-is beginning to become more visible. It is 
becoming more explicit, and that is an extraordinary change. It is bring-
ing it, taking it out of the drawers of the card files and closets, and making 
it viewable to millions of people , and the opportunity is absolutely ex-
traordinary. Well, yes, the risks are great because they raise embarrassing 
questions. So the question is not, "Which tool?" but "Which tool for what 
purpose?" We do not have time when that AP wire is coming across 
somebody's desk to have somebody index that information. We must have 
the tools that do this indexing for them. So, let us not get into unneces-
sary arguments. Instead, let us discuss which tool is the appropriate activ-
ity for which thing. When those bills are done for the 104th Congress as 
they are now, we should be able to provide better subject access. But 
while they are live, we must do the best that we can so that one can find 
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them before Congress votes on them if you want to influence the process. 
This is not just an academic research exercise. Dollars get distributed. 
Events change. Programs rise and fall on the basis of this. 
So, is there a demand for better subject access? The problem is yes, 
but it is more of a felt, rather than an actua~ demand. You can see it 
because folks are exploring the Internet and getting enormous numbers 
of things from it. People generally are unaware of how to use the tools. 
They are unaware of what is wrong, although they do know something is 
wrong, but they do not know how to fix it. But the voices of the experts 
are not loud enough, and we currently do not have the retrieval tools yet 
to do the job. So we begin to see some of the possibilities-absolutely 
fascinating. David Dubin demonstrated some of these. I would like to see 
that kind of clustering in a more robust post-processing tool for users to 
analyze data as these are downloaded. I liked Eric Johnson's example 
very much. I would enjoy seeing if it will scale and work for l 0,000 legisla-
tive bills that are introduced that range from one page to a thousand 
pages. The examples were promising. I enjoyed the discussion on the 
use of the art thesauri on a very pragmatic basis to reach into existing and 
external collections, using those thesauri to take advantage of the entire 
syndetic apparatus. We forget, as we strive for the perfect tool, that there 
is an enormous untapped utilization of the tools that already exist, and 
those could be put to better use today. 
So why is it so difficult? Many reasons. The one that we forget, and I 
keep coming back to, is the user interface. Visualization is a part of that 
solution. But, as I think Nicholas Belkin pointed out, visualization is not 
the only solution and is not indiscriminately the solution. There are many 
solutions. But the question is not just subject access, but how the user 
understands that subject access. How is this made visible to the user? I 
had an interesting comment from Oracle Corporation. They did a brief-
ing for us on a new system. It is a system for performing semantic analysis. 
They are going to release a version of this, they say, in the next couple of 
months on a "popular" system on the Web which will do some of this 
profiling and filtering of news services-i.e., take it to the next stage. They 
said that designing the system and implementing the technology would 
require two to three months-designing the user interface alone took six 
months. They did not know how to do it so that the user could under-
stand how the system worked. So it is both a problem and a challenge. 
What do we know about the user? We do not know enough. More 
research is needed, and we do not entirely know all the things we think we 
know. One has to wonder how we think about things. I was astonished 
when Raya Fidel talked about 25 percent precision on the filtering system, 
and that was quite satisfactory-to the users. In fact, I asked her after the 
session, and she said the users had estimated the quantity of information 
they had actually received. What the users were getting and what they 
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thought they were getting was about the same percentage. So the users 
were tolerating a fairly high degree of noise from the system. Which means 
that the users are doing many things that we do not know about, and they 
are using these systems for multiple purposes. The point is that we do not 
know what they are doing. I have one theory that what they are using 
filtering services for is to ensure that they know what they know and that 
there are no surprises. Whereas, if everything you see is brand new, that is 
a threat. If it is only one article, you are okay. 
But there are a couple of things that we do know-i.e. , users want to 
be in control. I agree with Nicholas Belkin's thinking on this. It has been 
true for a long time. An example: we instituted a new search system, 
which was a wonderful search system, as part of our development effort 
for this legislative system. It does all kinds of things for you, but we found 
that we were spending substantial time explaining to the user what the 
thing was doing because folks do not like black boxes. They want to know 
what is going on, they want to be able to influence that process, and they 
want to be able to see how they got there. They want to be able to talk to 
the system and go back and forth. That is my observation. We like to 
think that we are helping the user by doing things for them without hav-
ing to bother them, and it is more bothersome when they do not know 
than when they do know. We will return to this-i.e., to the fact that they 
want to be in control. 
Next, the potential impact of cognitive differences-a totally untapped 
subject area. The implications are staggering. Do I have to design a dif-
ferent interface if Bryce Allen's research is right and somebody has high 
perceptual speed and somebody else has great visual scanning ability? Must 
we design two different interfaces for those people? How many measur-
able-reliably measurable-differences are there in cognitive styles for 
which we must account? 
I was struck by the mental models that came into this, and this is a 
whole other area that we know nothing about. What is your mental model 
of how the systems work, how strong is that model, and what is its influ-
ence on one's ability to understand how the system works? Again, I return 
to an example that Roland Hjerppe pointed out, and he may not have 
intended this as part of his presentation. When he showed the diagrams 
of the strengths of the collections, the librarians had a model of what it 
looked like and often agreed with the statistical results. Well, the librar-
ians had a model of what the collection was like. What models do users 
have of the systems with which they are working? We do not know, but we 
need to know because it influences the search process. 
This discussion was to be a summary of what I heard this morning. To 
that end, I will read you the notes that I made. Keep in mind that I am 
not a Pentium chip, and if I had the DR-LINK I guess I could do this 
faster, but it is just not embedded. Bruce Schatz is obviously involved with 
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wonderful things. I would predict that it is going to actually take him less 
time to get some of those things to the desktop than he is currently pre-
dicting, because there are partial solutions that folks will be willing to use 
and take advantage of now. He mentioned this himself. You cannot do 
that perfect translation of languages across vocabularies, but if you can 
get users into the two vocabularies and the professional can look at them, 
then the professional can make some of the judgments about, "Well, that's 
probably the close term" and then we rely on them (caveat emptor) to go 
check that terminology out-i.e., let them interact with the system. Which 
brings us back to the fact that the user wants to be in control. Let us use 
this as an opportunity to bring the systems to the desktop on the assump-
tion that users will do some things for themselves. 
Do not underestimate the value of some of the fundamental things 
that have gone on-i.e., fetching or just getting the document to the desk-
top. When we look back on this period twenty years from now, we will say, 
Oh, my. The real fundamental thing that happened was that folks could 
get it at the desktop, and the real risk is that if they cannot get it to the 
desktop then, as some speakers have said, it doesn 't exist. So there is a 
risk of implying that it is all there in electronic form, and you do not have 
to worry about anything else. As we build this legislative system, we will 
provide an easy command for ordering the things that exist only in paper 
documents so that one does not have to go too far to get the needed 
information. We want you to know that it is there and make it easy for you 
to get it. 
Natural language processing has to be an answer to some of these 
questions regarding access. It just looks like the answer. Pauline Cochrane 
will tell me where all the limits are, but we have not had the chance to 
discuss this. It is clearly fascinating. If you could do that kind of analy-
sis-specifying time and causality and relationships-on free text, on those 
documents that are all out there, there is clearly something that is very 
special. 
Now, there are other folks working in this area. Oracle's Context has 
a similar kind of capability. So there are a whole group of people working 
in these areas who are not librarians-i .e., not necessarily information 
specialists-working in these areas. So we need to be aware of those de-
velopments. 
As we do this research, we cannot afford to focus just on current prob-
lems. There are significant problems regarding access to library collec-
tions. But if we limit it to that range, as Bob Zich suggested, is the OPAC 
the gateway or the barricade? If we focus on just the collections that are 
accessible to just our own institutions (I do not think we do, but there is 
great risk that we do that), we have made the bridge too short. We will not 
get to the twenty-first century. We are not necessarily thinking big enough . 
The things discussed at this conference are encouraging, but we should 
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not be doing anything that is not going to be valid in ten years. 
Words are also visualizations. We forget that words are the original 
representations of the data that reflect the reality. Visualization options 
are out there. Some of these were wonderful. You know that there is 
something there, but you cannot get there without words. And so no 
matter what we are going to do, we have to keep that clearly in mind. 
Cognitive style versus information style of people is another matter to 
consider. The other side of that is, presumably, information has a pre-
ferred modality, a preferred style. What happens when your cognitive 
style does not match the kind of information you need or is presented? 
One begins to say it is a wonder any of us know anything. What we do 
know is that what we do not know and cannot comprehend is much greater 
than what we can comprehend, and what exists out there is barely com-
prehensible to any of us. We have to remember the cognitive style of the 
user, the user interface, and the preferred cognitive style of the informa-
tion. Users do not care but they will. We are hoping this is the case, 
otherwise, research will not get funded and we will be stuck with Boolean 
and word proximity. 
Some last words. The following points are just some of the things I 
gleaned from the conference and that you also heard. Take these ideas 
with you even if you remember nothing else. 
• 
• 
• 
• 
• 
THE LAST WORD(S) 
All OPACs are opaque . 
We make shadow collections, but the characteristics of the light that 
casts the shadow are very important. 
Is it real or is it Power Point? 
Are OPACs the gateway or the barricade? 
Users do not like it when they think the system is not paying attention . 
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