Abstract: This paper develops medium term electric load forecasting using neural networks, based on historical series of electric load, economic and demographic variables. The neural network chosen for this work is the Time Lagged Feedforward Network (TLFN), which combines conventional network topology (multilayer perceptron) with good handling of time dependencies by means of gamma memory. This is a versatile mechanism that generalizes the short term structures of memory, based on delays and recurrences. This scheme allows smaller adjustments without requiring changes in the general network structure. The neural model gave satisfactory results exceeding those obtained by classical statistical models like multiple linear regression.
Introduction
Electric load is one of the key variables for electric power companies, since it determines its main source of income, particularly in the case of distributors. According to the foreseen load, the company makes investments and decisions on buying energy from the generating companies, and planning for maintenance and expansion. It is therefore absolutely necessary to have some knowledge of future power load: electric power distributors require a tool that allows them to predict the load in order to support its management and make more efficient its planning formulation. Accurate prediction of electric load is difficult, because it is determined largely by variables that involve "uncertainty" and whose relation with the final load is not deduced directly. The load is also characterized as a nonlinear and nonstationary process that can undergo rapid changes due to weather, seasonal and macroeconomic variations. A large number of the classical prediction models are inappropriate for this modelling because of their requirement of linearity and seasonality. On the other hand, an important contribution of Artificial Neuronal Networks (ANN) is their elegant capacity for approaching arbitrary nonlinear functions, which makes them adequate for solving this kind of problem. This paper proposes a solution to the problem of predicting monthly electric loads (medium term) of low voltage and low installed power (BT1) customers of distributing companies in Chile, based on both historical load values and on the country's economic and demographic growth data. To solve this forecasting problem various neuronal network models were analyzed and applied to a real case with information from four electric distribution companies in the north of Chile. Different methodologies for forecasting time series in various areas were considered, particularly financial.
Background of the forecasting problem

Theoretical aspects of the forecast
In general, one problem of forecasting time series consists in predicting future values for a time series based on past information. Formally, the forecasting can be defined as the search for or synthesis of a function F, such that (Moro 2002 )
Forecasting electric load
In the case of the forecasting of electric load, some typologies must be considered, depending on the time interval involved (Gavrilas 2002) : long term (intervals of years, systems development planning); medium term (months to one year, maintenance and expansion planning); short term (one day to one week; for a balance between energy load and generation as an efficient way of controlling the system's operation and the electric market); and very short term (for example, ten minutes, for a balance between load and generation during shorter time intervals).
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Methods of analysis of input variables
Carrying out an analysis of input variables consists in studying the contribution of each variable to the result of the forecasting model. This is always useful in practice because it makes it possible to eliminate inputs with little information to describe the output or redundancy between the variables (Bishop, 1995) . The steps to be followed are:
• Determine all the candidate variables: based on what an expert in the area of the problem to be solved indicates or on what is stated in the literature.
• Determine linear correlations and statistical analysis: relations between the candidate variables and the output variable, and between themselves, and the behavior of the variable to be forecast is visualized. If there is no linear correlation between two variables, it does not mean that that there are no nonlinear correlations between them (Spiegel, 1997) .
Following that, what is mentioned by (Refenes et. al. 1997) can be used, which consists in:
• Building a model that captures the influence of time on the variable to be forecast and the most significant linear dependencies on exogenous variables: it implies identifying the temporal structure using univariate analysis of time series (Hagan & Behr 1997 ) (García & García 2002 ) and identifying exogenous influences using multiple linear regression.
• Capturing residual nonlinear dependencies: it is verified whether added value is produced by including additional variables which, even though they may have been rejected by previous linearity criteria, have nonlinear influence. It uses iterative search strategies (forward, backward) and selection criteria, using ANN as a tool.
Conceptual aspects of preprocessing
Although in theory all ANNs have arbitrary mapping capacities between sets of variables, it is convenient to normalize the data before carrying out the training, to compensate for the inevitable scaling and variability differences between the variables. The above can have a significant impact on the system's performance, so it has to be considered (Bishop 1995 3 Neuronal modelling of the problem
Selection of candidate variables
The a priori knowledge of the models determined the following candidate variables: historical electric loads, meteorological (temperature), macroeconomic (GDP, CPI, HSI (hourly salary index)) (Torche 1998) (Gavrilas 2002) , demographic (population, housing) (Instituto Nacional de Estadística (INE) 2002b), and referential (month of the year, kind of month) (Karady 2001 ).
Selection of input variables
The first phase of the selection method was applied to the candidate variables of the four companies by means of a linear model. An initial analysis was carried out (linear correlation and basic statistics to inspect the series). To determine the past load samples having the greatest influence on the present sample, autocorrelation and partial autocorrelation were used Based on the model obtained, exogenous variables were added (with a forward search strategy). Multiple linear regression was used, measuring the performance with the corrected determination coefficient, (R 2 ) (Pérez 2001), which the bigger it is, the 26 Danilo Bassi, Oscar Olivares better the quality of the regression. The exogenous variable that yields the largest R 2 in the corresponding iteration is chosen, provided the improvement achieved is equal to or better than 5% (improvement and value added criterion). The linear models obtained for each company are (with linear function g):
• Company A:
• Company B:
• Company C:
Where C (Load) corresponds to the electric load, and the other variables were defined in section 3.1. As can be seen, for the candidate variables to generate a single "universal and portable" model for the four companies that are studied, they have variable incidence in each case. A general model is developed that has as inputs the past loads and the exogenous variables having the largest linear impact.
• The "CPI" variable was excluded because it does not appear in the linear models. In spite of not appearing in the linear models, the "GDP" variable was not excluded because of a priori knowledge. The "Temperature" variable was excluded because even though it appears in one of the linear models, in general it has a low linear correlation with the load.
• For the input values, gamma memory was used in the input layer to reflect delay.
• In view of the delay with which BT1 customers react to changes in the macroeconomic and demographic variables, the Initial Neuronal Model assumes that the present load has at least one month of delay with respect to the exogenous variables.
Definition of training and test sets
The following sets of data are defined: 
Data preprocessing
This preprocessing consisted in depurating the available information both for training and for testing the ANN. It was applied to the defined candidate variables (section 3.1).
Construction of neuronal network for electric load forecasting by low voltage clients
Based on the selection of variables made, the network was modeled with short term memory mechanisms. A training and test were made separately for each company, but applying a general model to the four companies. It consisted in a focalized TLFN (FTLFN) with gamma memory mechanisms in the input layer, in view of its versatility. Since gamma is a unifying system of the two basic memory mechanisms (delay line and context PE), the use of their respective potential is not discarded a priori, since both can be seen as special cases of gamma memories. A hiden layer was used. It will be trained with Backpropagation (static BP with optimization method of descent along the gradient) (Freeman & Skapura 1993 ) (Martín del Brío & Sanz 2001), since it is a locally recurrent and focalized topology, and also because the µ values (for the gamma memory) will be fixed in an arbitrary but convenient manner, i.e. they will not be adapted, using the criterion of (Principe et al. 2000) . The training parametrs are: a momentum of value 0.7 and a "path size" of value 0.1 for the weights that connect the input layer with the hidden layer, and 0.01 for the weights that connect the hidden layer with the output layer (chosen on the basis of the initial tests). In the input layer there will be as many input neurons as there are input variables. The hidden layer is nonlinear, with a "hyperbolic tangent" activation function. The number of hidden neurons will be adjusted based on successive tests to optimize the model. The output layer was chosen to be linear. This layer has one neuron (since there is only one output, the load at instant t) and it will be connected to the hidden layer. The output (still normalized) will be postprocessed. Cross-validation was used to test the quality of learning and avoid overtraining. In this case the training is stopped if the mean square error (MSE) in the cross-validation set does not improve after 100 time-periods (Martín del Brío & Sanz 2001). If the condition is not fulfilled, every component will be submitted to the ANN a maximum of 1000 time-periods. The cross-validation was applied every five training time-periods to measure the corresponding error with a certain stability and avoid sudden oscillation biases. Since the initial weights are random, the results of the training can differ when carried out more than once. For that reason, the network will be trained five times, saving the best weight combination (minimum MSE). To assess the model's viability, a final evaluation is made with the test set. The forecast horizon will be one month (forecasting the following month noniteratively, so as not to carry over probable forecasting errors that may distort the results). Thus, for the training set, a forecast will be made for thirty five months. For the test set the forecast will be made for six months, all this with the forecast horizon mentioned earlier.
The forecast is always for the following month. For the training set with BP, the MSE will be calculated successively, defined as follows:
where P is the number of output neurons; N is the number of data set components; f orecast i j is component i output in output neuron j; desired i j is desired component i output in output neuron j.
Together with a good approximation, it is desirable for the ANN to give as a result an adequate correlation (absolute value between 0.5 and 1.0), thus reflecting the similarity in the shapes of the desired and forecast output curves. In this way, MSE, MAPE, MAE and correlation (r) will be measured for the cross-validation and test sets (Khotanzad & Abaye 1997) . The single Initial Neuronal Model proposed for the four companies is (with nonlinear h function (includes operations performed by gamma memory and ANN on inputs)):
In the initial model, greater memory depth M (greater number of samples) will be given to past loads and to the exogenous variable of highest linear impact (linear correlation) on the load. For the four companies, this variable was the population. Based on this and on the tests made, the values of for the gamma memories of the corresponding input neurons were fixed as shown in As definition of the model's requirements we have: cross-validation MSE and test less than 0.1; training MSE less than that of cross-validation; for the cross-validation and test the correlation must be greater than 0.5; for cross-validation and test MAPE must be less than 5%. The number of hidden layer neurons was adjusted making successive tests, getting an optimum number of five neurons.
The initial neuronal model is illustrated in figure 1 . When three output taps were used in the gamma memories, for the "resolution vs. memory depth" compromise, the optimum values shown in table 2 were obtained. The results were satisfactory. Also, the model (single) was portable in topology and µ values (fixed) for the four companies. The only difference is that of the final synaptic weights.
To depurate the initial neuronal model and get residual nonlinear relations of load with other candidate input variables not included so far, the following alternatives were tested: initial model adding "CPI;" initial model adding "Temperature;" initial model adding referential variable "Month of the Year;" initial model adding referential variable "Kind of Month;" and alteration of initial model using as basis the current samples of the exogenous variables. In each case, different combinations of µ were tried, but the results showed no improvement. This depuration attempt was made, in the first place, with a forward search strategy (see section 2.4). No improvement was obtained when either the backward strategy (Refenes et. al. 1997 ) was used or when variables were removed from the initial model. Therefore, the Final Neuronal Model is the same as the Initial Neuronal Model of equation 7. 
Multiple linear regression model for the case studied
This model makes an estimation of the dependent variable Y , given the values for a set of independent variables x i . The general model is given by (Pérez 2001) (Spiegel 1969) :
where the coefficients b i represent the effect of the explanatory variables x k on the independent variable; b 0 is a constant (or independent) term of the model, and u is the residue or error term of the model. When T observations are available in time, equation 9 can be written as follows:
where, t = 1, 2, 3, . . . , T .
A multiple linear regression model was constructed using as input the same variables of equation 7. That is, for this case the regression model is defined formally with a dependent variable: load(t); independent variables: load(t − 1), GDP(t − 1), HSI(t − 1), population(t − 1), housing(t − 1). When the regression is carried out, the coefficients of 
Comparative analysis with linear regression model
The results obtained with the neuronal model are compared below with those of the multiple linear regression model already defined. The mean absolute percent error (MAPE) of the sets representative of the ANN model and the regression model were compared. In this way, for each company:
• The MAPE of the regression model was calculated based on all the existing samples so as not to bias (avoid harming or favoring the results of this model) the results in particular samples.
• The MAPE of the neuronal model was calculated for the samples of the cross-validation and for the samples of the test set.
• The MAPE of the neuronal model does not consider the training set, because the network, due to the learning reinforcement itself and the constant error minimization, will produce an almost exact forecast, introducing considerable bias in the results and distorting the comparison. The previous comparison and its results show that the neuronal model developed was in general superior in accuracy to the regression model, except in specific cases in which the ANN had slight forecasting problems (Company C cross-validation and Company D test). The cross-validation of Company D shows a larger error, but with a slight difference compared to the regression. In the remaining cases the ANN approximation was better than that of the regression model. It may be concluded that the ANN, by using nonlinear relations that affect the electric load, can decrease the forecasting error, giving a better approximation of the variable that is being studied than the statistical model used.
Conclusions
This paper and its results show that the ANN represent a powerful tool for decision making in electric distribution companies. This is based on a methodological selection of variables, a prior study of the problem to be solved, and the processing that the ANN can make in the temporal aspect. In this respect, it was decided to construct the neuronal model based on a typology that potentiates the nonlinear static mapping capacity of conventional neuronal topologies (such as the multilayer perceptron), with the handling of time series by means of the "Time Lagged Feedforward Network" (TLFN). To implement it, a versatile memory mechanism (gamma memory) was used, which allows minor adjustments to be made without making changes in the network's general structure, and which generalizes the basic short term memory structures. As future development, forecasting the load of high voltage (AT) customers can be attempted. This is more sensitive to price changes and is more exposed to unexpected functional changes (for example, industry breakdowns) and changes in the macroeconomic variables. The results obtained fulfilled the main and specific objectives of the work, which implied having a reliable ANN model for predicting the monthly electric load of BT1 customers. Also, the ANN model had better accuracy than the classical statistical model used. All this means that the model constructed makes it possible to determine the medium term load with acceptable accuracy, as required by the electric distribution companies for the system's planning and expansion. The gamma networks are more versatile for modelling nonstationary time series. Handling of the feedback parameter gives the developer an additional element for adjusting the network, disregarding the increase or decrease of the neurons of the hidden layers, which often is ambiguous. Support by linear statistical techniques and time series is an important tool for selecting variables, making it possible to detect linear dependencies prior to the construction of the ANN, leading to focusing the test/error of such network on finding nonlinear dependencies, with a large part of the linear modelling already solved. The electric customer reacts with delay or inertia to changes in the macroeconomic variables, and the load reacts with inertia to changes in the demographic variables. It was shown that the present electric load has a delay of at least one month in its "reaction" to exogenous variables. From the above it is seen that if short term memory mechanisms were used for the neuronal modelling, the delays that must be considered should be handled carefully. Otherwise the training would not be useful.
