Abstract. This paper develops three DEA performance indicators for the purpose of performance ranking by using the distances to both the efficient frontier and the antiefficient frontier to enhance discrimination power of DEA analysis. The standard DEA models and the Inverted DEA models are used to identify the efficient and anti-efficient frontiers respectively. Important issues like possible intersections of the two frontiers are discussed. Empirical studies show that these indicators indeed have much more discrimination power than that of standard DEA models, and produce consistent ranks. 
Introduction
Data envelopment analysis (DEA) was first introduced by Charnes et al. (1978) , and has been widely used in performance or productivity evaluation. The main idea of the classic DEA is to first identify the production frontier on which the decision making units (DMUs) will be regarded as efficient. Then those DMUs not on the frontier will be compared with their peers on the frontier to estimate their efficiency scores. All the DMUs on the frontier are deemed to have the same level of performance and to represent the best practice. One of the main advantages of DEA is to allow the DMUs to have full freedom to select their weights, which are most favorable for their assessments to achieve the maximum efficiency score. This full flexibility of selecting weights is important in the identification of inefficient DMUs. However, this full flexibility may much reduce the discrimination power of DEA in the sense that there often exist too many DMUs on the frontier, which cannot be further ranked in the standard DEA models. When there are many input and output variables but only a few DMUs are available, decision makers (DMs) may find that all or most DMUs are efficient, and such results would be of little use for decision making. As Alder et al where n is the number of DMUs, m and s are the number of inputs and outputs. However, the rule above is sometimes violated in reality, because of small DMUs sample but many input and output variables. In such case, the standard DEA models are not as useful as expected.
Therefore, many researchers have sought to improve the discrimination capability of standard DEA models. Now there are three main areas in DEA literature: The first area requires preferential or prior information from relevant decision-makers to enhance the discrimination ability of DEA models. For example, some scholars have Furthermore, Banker and Chang (2006) reported that Andersen and Petersen's (1993) procedure using the super-efficiency scores for ranking efficient observations had poor performance.
Whilst each technique is useful in a specialist area, no one can be referred to as a complete solution to all problems. In this paper we explore another idea to enhance the discrimination power of DEA. People often have more than one reference point of view in judging DMUs. That is they do not just compare the DMUs with good references, but sometimes with bad references as well. In other words, on one hand a DMU is better if it is closer to the good references (or efficient frontier); on the other hand, it is also good if it is far from the bad references (or anti-efficient frontier). In this sense, the standard DEA models have just employed the best practice DMUs to construct the efficient frontier and haven't fully taken the advantage of the information implied in the data. The earliest work on anti-efficient frontier can be traced to "Inverted" DEA model proposed by Yamada et al. (1994 (Hwang and Yoon 1981) , and simply add them into the existing DMU set to carry out further DEA and Inverted DEA analysis using the extended data set. However, it may not be a wise idea because the Production Possibility Set (PPS) will be greatly changed in this case. Amirteimoori (2007) 1 employed the Inverted DEA models to define the anti-efficient frontier. Then he used slacks based DEA and Inverted models to measure the weighted L1-distances from DMU0 to both efficient and anti-efficient frontier. Finally, he defined a new combined efficiency measure based on the two distances to rank DMUs. However, since the efficiency scores of these DMUs on efficient frontier and anti-efficient frontier are 1 and -1 respectively, this combined efficiency measure is not able to improve discrimination power of DEA models either. Furthermore, there is no justification that the combined efficiency measure performs better than existing ones. Zhou et al. (2007) used the DEA model without explicit inputs (see, e.g., Meng et al. 2005 , Liu et al. 2011 to combine the efficient and anti-efficient measures to rank the DMUs. However we can easily verify that their approach cannot increase significantly the discrimination power of DEA models.
In this paper, we develop another DEA approach based on the idea of utilizing both good and bad frontiers to enhance discrimination power of DEA. The remainder of the paper is organized as follows: in Section 2, we discuss the approaches that can identify the anti-efficient frontier of DMUs. Furthermore, in this section, we introduce three composite performance indicators to combine the information from both best and worst viewpoints; In Section 3, we provide two empirical studies to illustrate the features of the indicators, and then we carry out simulation studies to examine the performance of our composite indicators in Section 4. Finally, conclusions and discussions are given in Section 5.
Ranking DMUs via both Efficient and Anti-efficient Frontiers
In this section we first outline our approach. For simplicity, we will illustrate the idea based on the radial measurement. Let The boundary of PPS is referred to as production technology or production frontier. 
where  is a non-Archimedean infinitesimal.
In theory, Banker (1993) provided a formal statistical foundation for DEA and argued that while the efficient frontier is biased below the true efficient frontier for a finite sample size, the bias goes zero for large samples. However when sample size is small, the estimated frontier could be far away from the true one so that the efficiency scores of DMUs are much higher than their true efficiency scores. For instance, many DMUs are on the estimated frontier and cannot be discriminated although some of them are in fact quite far from the true frontier.
The Main Ideas
To solve such a problem, one of the possibilities is to utilize information of antiefficient frontier. Anti-efficient frontier is the worst practice frontier constructed by worst practice DMUs. To identify anti-efficient frontier, we here simply treat the inputs and outputs of DMUs both as undesirable variables, and then use some DEA models with undesirable inputs and outputs. The idea is simple: if the inputs and outputs of DMUs are undesirable, one should maximize the inputs and minimize the outputs to find the efficient frontier. Using radial measurement and input orientation, this idea leads to the following Inverted DEA (CCR type) model: Based on the Inverted DEA models above, we can obtain the Anti-Production Possibility Set (APPS) as follows:  in model (4).
Theorem 1:
The optimal value of model (3) is the reciprocal of that of model (2). 
Hence if *  is the optimal solution of model (6), it is also the optimal solution of model (5) . And then it is also the optimal solution of model (2) . Hence the optimal value of Model (6) is the reciprocal of that of model (2).
If we let 1/
  , then model (6) can be written as model (3) that is the optimal value of model (3) is also the reciprocal of that of model (2).
Let us note that the dual model of model (2) respectively. Due to minimizing the ratio score, the Inverted DEA model (7) can be viewed to evaluate the performance of DMUs from the perspective of pessimism.
To illustrate the geometric meanings of the efficient and anti-efficient frontiers, we assume there are only two inputs and one output, and all of them are desirable. As Figure 1 shows, contrary to the DEA models using the best practice DMUs A, B, C and F to construct the efficient frontier, Inverted DEA model (2) employ the worst practice DMUs A, D, E and F to construct the anti-efficient frontier. Therefore, we can let the DMU being evaluated compare with virtual or real DMUs located on both efficient and anti-efficient frontiers. For instance, we can identify the peers G' and G'' of DMU G, which are separately located on efficient and anti-efficient frontiers. Then we can measure the distances from G to G' (or G") by using radial measurement OG'/OG (or OG"/OG). The larger OG'/OG, DMU G being evaluated is nearer to efficient frontier, and thus performs better. Meanwhile, the larger OG"/OG, DMU G is farther from the anti-efficient frontier, and thus performs better. As for these efficient DMUs A, B, C and F, A and F can be regarded worse than the other efficient DMUs on the efficient frontier as A and F are also on the anti-efficient frontier.
Therefore, by utilizing the anti-efficient frontier generated by the worst practice DMUs, we can obtain more information about performance of DMUs, and thus enhance power of discrimination for DEA analysis. In the following section, we will present three intuitive approaches based on the radial measurement to utilize this extra information in DEA analysis.
DEA Performance Indicators
There are various possible ways to utilize the information of both the efficient and anti-efficient frontiers. However, to examine such idea, here we only propose three intuitive approaches to aggregate the radial based efficiency score db are the distances to the good and bad frontiers respectively. However it is clear that these indicators will take the same values on the two frontiers so that it is impossible to produce a full rank for their performance. To this end we have to use different ideas.
In the first approach, we define a composite DEA indicator as
where  is the non-Archimedean infinitesimal. Hereinafter,
Naturally, people may argue it is more important to be close to the best frontier, and less important to be far from the worst frontier. Hence if people think the efficiency score * b h is overwhelmingly more important than anti-efficiency score * w h , then we can performs better than DMU2. Note that this index is almost the same as the standard DEA score except for those efficient DMUs.
In the second approach, we treat the two scores more equally and define another composite DEA indicator by combining the two as
Let us note that it may not be a good idea to directly use And if a DMU is on the efficient frontier but not on the anti-efficient frontier, then its score will be higher than 1/2, and thus it performs better than these DMUs located on both the efficient and anti-efficient frontiers.
As for CDI-I, 
That is the marginal increase in CDI-II remains constant with respect to efficiency score, but it is diminishing with respect to anti-efficiency score.
To have more equal roles for the two distances, we may adopt the third approach to define the "CDI-III" as In many scenarios, CDI-II and III are reasonable. For instance, suppose there are many homogeneous firms in one industry. Obviously, these firms on the anti-efficient frontier can be regarded as the firms with most inefficient operations (worst practices).
Therefore such firms have much more risks to be driven out of market than those firms far from anti-efficient frontier. Therefore, investors will favor those firms either on the efficient frontier (leading in some aspects) or far from the anti-efficient frontier (less possibility of falling into bankruptcy). Moreover, the results of the simulation experiments in Section 4 shows that CDI-II and III are more reliable measures than the single BCC model with respect to true efficiency if the sample size is small (less than 50).
Intersection of Efficient and Anti-Efficient Frontiers
From Figure 1 , we can imagine that sometimes the efficient and anti-efficient frontiers do meet. In fact this was quite normal -it means that a unit did very well in some aspects but poorly in others. This however may reduce the discrimination power of our method. In this section we will address this issue. We will discuss a sufficient condition in the appendix of this paper to ensure that the efficient and anti-efficient frontiers will not intersect so that we can make sure that our method is meaningful in a particular application. See Appendix A for details.
From Figure 1 , we can imagine that sometimes the efficient and anti-efficient frontiers do meet. In fact this was quite normal -it means that a unit did very well in some aspects but poorly in others. This however may reduce the discrimination power of our method. In this section we will address this issue. However in real applications, often there are DMUs that are on both the efficient and anti-efficient frontiers, as shown in the following examples. Table 1 as follows. We can see that Zhejiang Univ. is on both the efficient and anti-efficient frontiers.
Zhejiang Univ. is one of four best universities in China. The possible explanation of it's on the anti-efficient frontier is that it may have gone exceedingly to achieve its superiority in some areas, and this has brought some side effects. We can treat it as a normal DMU or a special unit. Here we provide two possible approaches: The first one is to treat it indifferently with other DMUs, i.e., we can use the performance indicators defined in Section 3 directly. In such a case the DMUs on both the efficient and antiefficient frontiers will have the same performance scores and cannot be discriminated.
The other one is to consider it as an outlier in the evaluation and treat it differently.
Therefore we apply the super anti-efficiency model to compute their anti-efficiencies.
Thus we have the following procedure to have a full ranking of DMUs:
Step The two possible solutions can be selected according to the practical needs whether a totally full ranking is needed.
Empirical Studies
In this section, we apply the three indicators to two empirical examples to show their discrimination abilities. It is concluded from the simulation analysis below that the above DEA indicators have better discrimination power when using the CCR antiefficiency DEA models. Thus we will always use the CCR anti-efficiency DEA models in our empirical studies.
As the first case, here we reconsider the Example 1 mentioned in Section 2.2. The efficiency and anti-efficiency scores of the universities in the input-oriented CCR model (1) and the Inverted CCR model (4) are shown in Table 1 . We can see that Zhejiang Univ. is on both the efficient and the anti-efficient frontiers. Following the analysis in Section 2.3, we will use both two possible treatments on this university.
Firstly, we will compute three performance indicators using its efficiency and antiefficiency directly. Secondly, we will use the super-anti-efficiency model (8) to compute its anti-efficiency. Following the procedure proposed in Subsection 2.3, we have the following steps to rank these universities.
Step 1: Compute the super-anti-efficiency of Zhejiang Univ. using the super-antiefficiency model (8) . We can see its super-anti-efficiency is 0.990.
Step 2: We also compute the three indicators. The results of the CCR model, and the CDI-I, II and III are illustrated respectively in Table 2 . The performance of SJTU, NJU, SEU and ZJU cannot be discriminated if we only rank the DMUs according to the efficiency scores of the CCR model, although we can easily have the full ranking of these DMUs by applying the CDI-I, II, and III. In summary, we can conclude that by utilizing the information of anti-efficient frontier, our indicators have increased the discrimination power of DEA models. We now discuss the main differences of the three indicators. It is clear that the CDI-I is most suitable for producing full ranks completely compliant with the classic DEA results. Essentially, the CDI-II and III are arithmetic and geometric means of the efficiency and antiefficiency scores respectively. Here we firstly visualize the two performance indicators.
Without loss of generality, we set the ranges of efficiency scores and anti-efficiency scores as [0, 1] and [1, 10] . Thus we have the following Figure 2 and 3, which can illustrate the features of these two indicators. Next, we apply the three performance indicators on another empirical example.
The data set of this example comes from Zhu (2003) , which is shown in Table 3 .
Furthermore, we compare the results with the results using the method proposed by Amirteimoori (2007) , which defined new combined efficiency measures based on the weighted L1-distances to both efficient and anti-efficient frontiers to rank DMUs. At first, we employ the input-oriented CCR model (1) and anti-efficient CCR model (4) to calculate the efficiency and anti-efficiency scores. Then we use the three DEA performance indicators. With the intention to find the characteristics and differences of these models, we ranked the DMUs according to the scores from the different models.
As shown in Table 4 , the ranks R1, R2, R3 and R4 are generated by the CCR efficiency score, CDI-I, CDI-II and CDI-III respectively. As shown in Table 5 , the Spearman's correlation coefficient of Rank 1 and Rank 2 is 0.950, which implies that the results form CCR and CDI-I are closely correlated as they are. Meanwhile, the CDI-II and III also show higher correlations.
It is clear that both the CCR and
If we would like to further rank the Wal-Mart and Nippon Life Insurance and have a full ranking of those companies, we can use follow the procedure proposed in Subsection 2.3. Therefore, we have the following results in Table 6 : From Table 6 we can see we have discriminate the two DMUs (Wal-Mart and Nippon Life Insurance) and have a full ranking of all DMUs.
Furthermore, we compare the above results in Table 6 with the results of the method proposed by Amirteimoori (2007) . The results are shown in the following Table 7 . From this table, we can see that, although Amirteimoori (2007) proposed interesting new combined efficiency measures based on the weighted L1-distances, there still are some drawbacks: (1) the new efficiency measure has low discrimination in the sense that it cannot rank fully the DMUs to be evaluated. For example, using the efficiency measure e , the scores of all efficient DMUs are 1 and the scores of all full-inefficient DMUs are all -1. (2) The super-efficiency measure se may suffer infeasibility problem. (3) The DMUs on the intersection of both efficient and anti-efficient frontiers are measured as -1 in either efficiency measure e or the super-efficiency measure se , i.e., the super-efficiency se in Amirteimoori (2007) cannot discriminate the full-in-efficient DMUs on anti-efficient frontier. 
Simulation Study
To further examine the effectiveness of our indicators, we design three Monte Carlo experiments in this section. In each experiment, we firstly generate data from a known data generating process as described in Section 4.1, and then conduct 2000 Monte Carlo trails.
Data Generating Process
Although traditionally DEA was regarded as non-statistical approach, Banker and Natarajan (2008) provided a coherent Data Generating Process (DGP) for the two-stage analysis based on DEA. Following the line of Banker and Natarajan (2008), we employ two similar data generating processes in our simulation study. At first, we assume that the inputs and output data of DMUs are generated from the true production function () x  and an error term  . The production function () x  is monotone increasing and concave with respect to inputs X. Thus, we can specify the following equation to relate the inputs vector X to a single output y:
Then we assume that the error term  is composed of a one-sided distributed technical inefficiency u and a two sided distributed random noise v , that is vu
The specification of error term  is analogous to composed error formulations in parametric stochastic frontier models.
In our study, the technical inefficiency u is drawn from a half normal distribution, 
Simulation Experiment I
Banker and Chang (2006) employed the following "shifted" Cobb-Douglas function in their simulation study: drawn randomly from independent uniform distributions on the interval [6, 16] .
Finally, we generate N observations for each Monte Carlo trial following the same procedures described in Section 4.2.
Simulation Experiment III
Banker and Natarajan (2008) used the following cubic polynomial to represent the production technology () x  : increasing and concave in range [1, 4] . Then we generate the input variables xi from independent uniform distributions over the interval [1, 4] independently.
Sample Size
To test the performance of our indicators, we carry out each type of simulation experiments separately as the samples vary from small to large. That is we consider a sample of size N, and for each of the three experiments, we repeatedly conduct the simulation experiment five times, but the sample size N takes any integer value on the intervals [5, 20] , [20, 50] , [50, 200] , and [200, 500] with equal probability respectively.
Then we run each simulation experiments for two thousand times independently.
Results of the Experiments
As the production function assumed above is concave, it seems very natural to apply the BCC model to estimate the production function. Hence, as for the anti-efficient frontier, we employ both the inverted CCR and BCC models to estimate the antiefficient frontiers for comparisons. The averages of Pearson and Spearman correlation coefficients of 2000 experiments are presented in Table 8 and 9. Note: 1. when N [5, 20] , among 2000 trials there are 23, 19 and 53 trials that all the DMUs generated are BCC efficient for three types of experiment respectively.
2. In Table 8 , CDI-II-B, CDI-III-B, CDI-II-C and CDI-III-C refer to the CDI-II and CDI-III based on the Inverted BCC and Inverted CCR model respectively. While in Table 9 , we only show the CDI-I, CDI-II, CDI-III based on inverted CCR model.
3. We also conducted another three simulation experiments, when the error term  only consists of technical inefficiency u . This specification of error term is adopted by Banker (1993) and Banker and Chang (2006) . And the simulation results are similar with what we have reported in Table 8 and 9.
As Table 8 Therefore, it is clear that the performance of our CDI is more satisfactory than that of BCC model, especially when the sample size is small (e.g. less than 20). These simulation results confirmed our arguments described in the beginning: for a small sample (No. of DMUs), the standard DEA models do not work well. In this case, additional information from anti-efficient frontier can increase the performance of DEA estimators.
Meanwhile, we find that the averages of correlation coefficients based on Inverted CCR are much higher than those based on Inverted BCC in all experiments. Actually, these results are not coincidence. It is more reliable to use anti-efficient CCR than antiefficient BCC, no matter whether the CCR or BCC model is employed to estimate the efficient frontier. To illustrate the difference between the two Inverted DEA models, we simply assume that there is only one input and output. The true efficient frontier and the frontiers generated by BCC, Inverted BCC and Inverted CCR are illustrated in Figure 4 . The anti-efficient BCC frontier is convex, while the true efficient frontier is concave. And this phenomenon may make the DMUs with extreme inputs become relatively closer to the anti-efficiency frontier regardless whether they are close to the true frontier or not. On the contrary, the anti-efficient frontier estimated by Inverted CCR model reduces this problem. Therefore, we can conclude that the frontier of the anti-efficient CCR should be more reliable.
As Figure 4 shows, the DMUs A, B, C and D are identified as DEA efficient by BCC model. However, they may have different true efficiency scores if the true efficient frontier is known. That is why we try to use the anti-efficient CCR frontier to discriminate these DMUs: given inputs X, the farther a DMU from the anti-efficient CCR frontier, the more likelihood it obtains a larger score of true efficiency. Therefore, anti-efficient frontier estimated by Inverted CCR model is able to provide us with very useful extra information to evaluate the performance of a DMU, especially when the sample is relatively small. However, as the sample size goes to infinite, the BCC frontier will be very close to the true efficient frontier (Banker 1993) . Then the additional information from anti-efficient frontier becomes less useful.
Finally, as Table 9 shows, the averages of Spearman correlation coefficients of CDI-I are higher than those of BCC model in all experiments. However, when sample size is small (e.g. less than 50), the averages of Spearman correlation coefficients of CDI-I is lower than those of CDI-II and III. Therefore, we can conclude that it is more plausible for us to use either CDI-II or III. But as sample size goes large, it is more suitable to employ CDI-I.
Conclusions
In summary, our study shows that it is plausible to consider both the efficient and anti-efficient frontiers in DEA analysis when there are many input and output variables, More specifically, to examine our research idea, we firstly constructed three intuitive DEA performance indicators based on the distances to both efficient and antiefficient frontier. In the two empirical examples, the empirical results show that our approach indeed increases discrimination power of DEA analysis. In the following simulation study, we further found that the averages of both Pearson and Spearman correlation coefficients between true efficiency and the three indicators are higher than those of true efficiency and efficiency scores estimated by the BCC model in all the experiments when sample size is less than 50. This performance gap is considerably large especially when the sample size is small (e.g. less than 20). Furthermore, we also found it is much better to employ Inverted CCR model to construct the performance indicators regardless which production technologies we assume. Finally, it is more plausible for us to use either CDI-II or III when sample is small. But as sample size goes large, it is more suitable to employ BCC model or CDI-I.
