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1 Introduction
Topological gauge theories were the first of the topological field theories to be
put forward. The two broad types of topological field theory were introduced
originally by Schwarz [1], to give a field theoretic description of the Ray-
Singer torsion [2], and by Witten [3], to give path integral representations of
the Donaldson polynomials [4].
Of the Schwarz type, only the Chern-Simons model of Witten has been
extensively analysed [5]. The non-Abelian generalizations of Schwarz’s origi-
nal actions, the so called BF models [6, 7] have been shown to have partition
functions which reduce to integrals over the moduli space of flat connections
with some power of the Ray-Singer torsion as the measure [6, 8]. Apart from
establishing that certain correlators calculate intersection numbers of sub-
manifolds there have been virtually no concrete calculations performed with
these theories [6, 9].
The Witten or cohomological type theories have suffered a similar fate.
The one exception here being two dimensional topological gravity [10] where
a wide range of interesting results have been obtained (see [11] for a recent
review). On the formal side, topological gauge theories, of Witten type, can
be associated with particular geometric structures on the space of connections
A modulo the group of gauge transformations G. A/G has a natural principle
bundle structure (the universal bundle of Atiyah and Singer [12]) and also
a natural Riemannian structure [13]-[15]. Hitherto, in cohomological gauge
theories, A/G has been considered from the principle bundle point of view
[16]-[20] and as a Riemannian manifold [21, 22]. For a general reference to,
both the Witten and Schwarz, topological theories see [23].
There is one more geometric structure that may be placed on A/G, un-
der ideal circumstances, and this particular aspect of the space is a meeting
ground for the Schwarz and Witten type theories. Depending on the under-
lying manifold M it may be possible to induce a symplectic structure on A.
This is indeed possible when M is Ka¨hler (though it need not be). Examples
include Riemann surfaces and complex Ka¨hler surfaces.
The topological field theories, that we will be concerned with, are a topo-
logical gauge theory of flat connections over Riemann surfaces and a topo-
logical gauge theory of instantons over four dimensional manifolds. It turns
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out that, in order to define the topological theory, one needs to ‘regularize’
the model to avoid problems with reducible connections. This regularization
amounts to considering instead Yang-Mills theory which, in the limit as the
gauge coupling e2 goes to zero, reduces to the topological theory [24, 25]. We
find ourselves in the interesting situation of studying a ‘physical’ theory in
order to extract topological information. Indeed most of the lectures are de-
voted to an evaluation of the path integrals of Yang-Mills theory on Riemann
surfaces.
Now, in their own right, gauge theories in two dimensions have for a long
time served as useful laboratories for testing ideas and gaining insight into
the properties of field theories in general. While classically Yang-Mills theory
on topologically non-trivial surfaces is well understood [26], very little effort
had gone into understanding quantum gauge theories on arbitrary Riemann
surfaces, the notable exception being in the context of lattice gauge theory
[27] which is based on previous work by Migdal [28] (see also [29]). In the
continuum quantum Yang-Mills theory on R2 was solved in [28, 30] and on
the cylinder in [31].
Here we study Yang-Mills theory from the path integral point of view.
In particular we will get general and explicit expressions for the partition
function and the correlation functions of (contractible and non-contractible)
Wilson loops on closed surfaces of any genus as well as for the kernels on
surfaces with any number of handles and boundaries. These expressions will
yield corresponding results for the topological theory in the limit. We will
not be able to fix overall constants in our formulae, these require a more
detailed analysis and/or input from another source. The method of calcula-
tion is based on published work with Matthias Blau [32]. An analogous, but
perhaps more mathematically rigorous, derivation of some of these results
may be found in the work of Fine [33]. There are also unpublished lectures
by P. Degiovanni [34] where a mixture of canonical quantization and the ax-
iomatic approach to topological field theories is used to get to these results.
A derivation in the spirit of [28, 27], was provided by Witten [24].
Perhaps the correct way of of deciding on the ‘type’ of topological field
theory one has in hand is with respect to which fixed point theorem applies
to it. Atiyah and Jefrey [35] have shown that the cohomological field theo-
ries, as they had been discussed, were naturally understood in terms of the
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Marhai-Quillen construction [36]. An introductory account of this point of
view, explaining how the zeros of a map are singled out, is given in [37]. On
the other hand, it had also been known that the path integral formulation
of index theorems [38] devolved to calculations of fixed points because of the
theorem of Duistermaat and Heckman [39]. It is this aspect of the two di-
mensional cohomological gauge theory that is stressed in [25]. Unfortunately,
there is no time to go into this side of things, except in passing.
I have taken this opportunity to prove some of the technical facts that
were passed over in [32] and also to include some previously unpublished
calculations [40]. Notation is by and large explained in appendix A.
2 Moduli Space Of Flat Connections And Topo-
logical Gauge Theory
Our basic concern in these notes is with the space of flat connections (gauge
fields) on a Riemann surface. We define this space on a general manifold M .
Pick a connected, compact gauge group G. A connection A on a G bundle
over M , or a gauge field on M , is said to be flat when its curvature tensor
FA vanishes,
FA = dA+
1
2
[A,A] = 0 . (2.1)
Flatness is preserved under gauge transformations A→ AU where
AU = U−1AU + U−1dU , (2.2)
as FA transforms to U
−1FAU . The moduli space of flat connectionsMF (M,G)
is the space of gauge inequivalent solutions to (2.1). This means that solu-
tions to (2.1) which are not related by a gauge transformation are taken to
be different points of MF (M,G). On the other hand, if two solutions to
(2.1) are related by a gauge transformation they are taken to be the same
point in MF (M,G), that is AU ≡ A.
There is another description of the moduli space which is useful. This is
in terms of representations of the fundamental group π1(M) of the manifold
M ,
MF (M,G) = Hom(π1, G)/G , (2.3)
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that is of equivalence classes of homomorphisms
ϕ : π1(M)→ G (2.4)
up to conjugation. π1(M) is made up of loops on the manifold M with
two loops identified if they can be smoothly deformed into each other. All
contractible loops are identified. π1(M) is a group under the composition of
loops with the identity element the contractible loops.
We can easily see half of (2.3). Given a flat connection A we can form
a map ϕγ by setting ϕγ(A) to be the holonomy (which is an element of the
group G) around a loop γ in M ,
ϕγ(A) = P exp
∫
γ
A , (2.5)
In physicists notation this is a Wilson loop. Recall that P stands for path
ordering
P exp
(∫ 1
0
f(t)dt
)
=
∞∑
n=0
∫ 1
0
dt1
∫ t1
0
dt2 . . .
∫ tn−1
0
dtn f(tn) . . . f(t1) . (2.6)
Under a gauge transformation (2.5) goes to
ϕ(AU) = U(0)−1ϕ(A)U(1) , (2.7)
so, as U(0) = U(1), gauge equivalent A’s give conjugation equivalent ϕ(A)’s.
We still need to show that the maps only depend on the homotopy class
of the loop γ. This is where flatness comes in; we have not used it yet. Add
to γ a small homotopically trivial loop δγ = ∂Γ (it is the boundary of some
disc Γ) then
ϕγ+δγ(A)− ϕγ(A)
=
∫ 1
0
dtP exp
(∫ t
0
Aµ
dγµ(s)
ds
ds
)
Aµ(t)
dδγµ(t)
dt
P exp
(∫ 1
t
Aµ
dγµ(s)
ds
ds
)
=
∫ 1
0
dtP exp
(∫ t
0
Aµ
dγµ(s)
ds
ds
)
Fνµ(t)
dγν(t)
dt
δγµ(t)P exp
(∫ 1
t
Aµ
dγµ(s)
ds
ds
)
= 0 . (2.8)
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The first equality follows from the variation of the definition of path ordering
(2.6), while the second arises on integrating by parts in t. We have just shown
that only the homotopy class of the loop γ is involved in the map ϕγ.
This establishes that each point inMF (M,G) gives an element inHom(π1(M),
G)/G. The proof of the converse, that each element in Hom(π1(M), G)/G
naturally defines a flat connection, makes use of the notions of covering man-
ifolds and associated bundles.
Dimension Of MF (Σg, G)
We now concentrate on compact Riemann surfaces of genus g, M = Σg,
and compact gauge group G. In this case it is known that MF (Σg, G) is
smooth except at singular points which arise at reducible connections. The
reducible connections will be defined shortly; a great deal of the formalism
developed is there to get around problems generated by these connections.
Now to a Riemann surface Σg there is a standard presentation of π1 in
terms of the 2g generators ai, bi, i = 1, . . . , g. One basis for these ‘homology’
cycles is displayed in figure 1. However, they are not independent generators.
To see this it is easiest to form the cut Riemann surface. One picks a point
P on the surface and then cuts from that point along a fundamental cycle
back to the point. This is repeated for the basis of cycles, the final result
being a cut Riemann surface. In figure 2 this process is shown for the torus
T 2. Figure 3, shows the homology basis for the genus 2 surface, and how the
basis is pulled to the point P and cut is shown in figure 4. Now the path
that is defined by the edge of the cut Riemann surface is generated by
a1b1a
−1
1 b
−1
1 . . . agbga
−1
g b
−1
g , (2.9)
but this path is contractible to a point in the interior of the cut Riemann
surface, so it is the trivial element in π1. We have the relation
a1b1a
−1
1 b
−1
1 . . . agbga
−1
g b
−1
g = 1 . (2.10)
It turns out that this is the only relation satisfied by the generators on the
Riemann surface.
The dimension of the moduli space for g > 1 and simple G may be
calculated from the information that we have at hand. The Hom part of
(2.3) asks for the possible assignment of group elements to generators. There
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are 2g dimG ways of doing this, but we must subtract off the one relation
(2.10), that is minus dimG and also the identification of conjugacy clases
implies that we ought to subtract another dimG. We have, therefore,
dimMF (Σg, G) = (2g − 2) dimG . (2.11)
When the manifold is the two sphere, g = 0, all loops are contractible so
π1(S
2) = id and MF (Σg, G) is one point, the trivial representation. This
means that up to gauge equivalence the only flat connection is the trivial
connection A = 0. For the torus, g = 1, the situation changes somewhat.
In this case the relation (2.10) is ab = ba so that a and b must commute.
The homomorphism must therefore ensure that when mapped into G their
images commute. Generically a and b can be represented, in this case, by
elements lying in the (same) Maximal torus T of G. The dimension is
dimMF (Σ1, G) = 2 dimT . (2.12)
Life is simplified when G = U(1). As everything in sight must commute,
the relation (2.10) is automatically satisfied and conjugation acts trivially.
We have dimMF (Σg, U(1)) = 2g.
Topological Gauge Theory
We would like to be able to get more information than just the dimen-
sion. Different types of topological field theories indeed give different sorts
of information about these moduli spaces. Let us define what we mean by a
topological field theory.
For the purposes of these lectures a topological field theory is a field
theory defined over some manifold M whose partition function is invariant
under smooth deformations of any metric one puts on M . In such a theory
it is possible to find correlation functions which enjoy the same property. A
topological gauge theory is a topological field theory which is also a gauge
theory. The correlation functions of interest in this case need to be not only
metric independent but also gauge invariant.
In the course of the lectures we will come across two types of topological
gauge theory. The first, known as a BF model, has a partition function
that equals the volume of MF (Σg, G). Due to the singularities of the mod-
uli space, we will need to generalise the discussion somewhat and consider
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Yang-Mills theory. The partition function for the Yang-mills theory will be
determined and in the topological limit we will be able to get a handle on
volMF (Σg, G). The second type of topological field theory that we come
across is known as a cohomological gauge theory. Considerations from this
theory show us that the volume we calculate is the symplectic volume of
MF (Σg, G). Correlation functions in the cohomological theory may be in-
terpreted in terms of intersection theory on the moduli space. We consider
only the dual point of view, that is as integration of differential forms over
MF (Σg, G).
3 BF Theory on a Riemann Surface
We are interested in the moduli space of flat connections MF (Σg, G) on a
Riemann surface of genus g and compact structure group G. In the previous
section we saw that this is the space of gauge inequivalent solutions to the
flatness condition
FA = 0 . (3.1)
A field theory that restricts one to this space is given by the path integral
[6, 7]
Z(Σg) =
∫
DφDA exp
(
1
4π2
∫
Σg
TriφFA
)
, (3.2)
where φ is an adjoint valued field. Traditionally the field φ here is denoted
by B and a glance at the partition function will explain the reason for the
name BF theory. We have broken with tradition in order to make a smooth
transition to the cohomological model. Formally, at least, on integrating out
φ the path integral gives the volume of the moduli space of flat connections
Z(Σg) =
∫
DAδ(FA)
= volMF (Σg, G) . (3.3)
As it stands this formula is far too implicit and we will have need to modify
it in making sense of the last equality. But first let us establish some formal
aspects of the theory.
(i) Gauge Invariance:
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The action in (3.2) is invariant under the gauge transformation (2.2)
combined with
φU = U−1φU . (3.4)
The infinitesimal form of the transformations are
δΛA = dAΛ, δΛφ = [φ,Λ] . (3.5)
In order to correctly specify the path integral, we will need to gauge fix.
The reason for this is that gauge invariant operators are constant on the
orbit of the group of gauge transformations. One gets an infinity as one
integrates over each orbit. It is this infinity that needs to be factored out.
Rather than integrating over A one wants to integrate over A/G. We use the
Fadeev-Popov method to pick the gauge and fix on
G(A) = 0 (3.6)
where G(A) could be, for example, dA0∗(A−A0) (where ∗ is the Hodge duality
operator with respect to some metric gµν on Σg and A0 is some prefered
connection) or, as we will be mostly working on the disc, G(A) = Ar. The
partition function is now
ZΣg =
∫
DADφDcDc¯Db exp
(
1
4π2
∫
Σg
TriφFA +
∫
Σg
Tr(ibG(A) + c¯
δG
δA
dAc)
)
.
(3.7)
The extra contributions to the action may be written as a BRST variation
Q
∫
Σg
Trc¯G(A) , (3.8)
with Q the BRST operator,
QA = dAc , Qc = −1
2
[c, c] ,
Qc¯ = ib , Qb = 0 . (3.9)
As usual one has traded overall gauge invariance for BRST invariance.
This is not quite as much of the group volume that can be factored out.
Elements h in G (that is constant maps h ∈ G) that form the centre of G,
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Z(G) do not act on A or φ. It is also possible factor out the number of
elements #Z(G) so that one should consider
1
#Z(G)
ZΣg , (3.10)
but this factor will generally be omitted.
(ii) Metric Independence:
At the level of (3.2), this is manifest, for the metric makes no appearance
at all there. However, upon gauge fixing, we have introduced an explicit
metric dependence in the action of (3.7). All of the explicit metric dependence
rests in G(A), so that, on varying (3.7) with respect to the metric, we find
δZΣg
δgµν
=
∫
Φ
eL(Φ)QTrc¯
δG(A)
δgµν
, (3.11)
where Φ is generic for all the fields and
L(Φ) =
1
4π2
∫
Σg
TriφFA +
∫
Σg
Tr(ibG(A) + c¯
δG
δA
dAc) . (3.12)
By the BRST invariance of the theory the right hand side of (3.11) vanishes,
whence the metric independence of the partition function is established (an
account of how one derives such a Ward identity is given in section 4). This
has all been rather formal. A more careful analysis, working with a reg-
ularized form of the theory, shows that indeed the theory remains metric
independent, substantiating the analysis we have made.
(iii) Relationship to the Ray-Singer Torsion:
Let us suppose that the only flat connection is isolated and call it A0.
Split the general connection A into A = A0 + Aq and take as the gauge
condition dA0 ∗Aq = 0. The path integral is∫
DAqδ(FA0+Aq) δ(dA0 ∗ Aq) det (dA0 ∗ dA0+Aq)
=
∫
DAqδ(dA0Aq) δ(dA0 ∗ Aq) det (dA0 ∗ dA0+Aq)
= det (dA0, dA0 ∗ )−1 det (dA0 ∗ dA0) , (3.13)
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where the last equality arises on noting that the two delta functions imply
Aq = 0, and the inverse determinant comes from extracting the operators
out of the delta function with the rule∫ +∞
−∞
dx1 . . .
∫ +∞
−∞
dxnδ(T (x)) = det (T (0))
−1 . (3.14)
Now the product of determinants is the Ray-Singer torsion. The torsion is
unity on an even dimensional manifold, a fact that is easy to prove using field
theoretic techniques [6], and we will do so for this case when we consider the
trivialising map. Path integral representations of the torsion were introduced
by Schwarz [1].
When the flat connections are not isolated the connection A0 will depend
on ‘moduli’ λ. The path integral must now include an integration over the
moduli parameters, but for any λ the product of determinants is still one, so
that we are again, formally, left with
∫
dλ = volMF (Σg, G) . (3.15)
Reducible Connections
So far we have concentrated on the flatness equation (2.1) which is one of
the equations of motion that is obtained from the action of (3.2). The other
equation of motion, obtained on varying the action with respect to the gauge
field is,
dAφ = 0 . (3.16)
Connections A for which there are non-zero solutions φ to (3.16) are called
reducible. Thinking of the φ as gauge parameters, then (3.16) is the state-
ment that there are some gauge transformations that act trivially on the
connection A. This means that MF (Σg, G) is not, in general, a manifold
as the quotienting out by the gauge group is not the same at each connec-
tion. Generically the connections are irreducible, and there will be isolated
reducible connections. M(Σg, G) is then at best an orbifold. Turning this
into a bona fide manifold is the process of ‘compactification’.
(3.16) clearly holds when the two conditions
dφ = 0 , [A, φ] = 0 , (3.17)
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are fullfilled. As an example consider the su(2) valued gauge field
A =
(
a
0
0
−a
)
, (3.18)
with the possible form of φ being(
b
0
0
−b
)
, (3.19)
with b a constant. The connection (3.18) and the scalar field (3.19) live in a
u(1) subalgebra of su(2). The SU(2) gauge field will be flat when a is flat
as a U(1) gauge field.
Reducible connections are a source of great difficulty in making sense
of topological field theories in general. The problem is that at a reducible
connection path integrals of the type (3.2) diverge. The reason for this is that
there are integrals to be performed over all the φ modes, but those modes
which satisfy (3.16) do not appear in the action and hence do not dampen
the integrals. For the reducible connection (3.18) there will be the undamped
integrals ∫ +∞
−∞
db =∞ . (3.20)
Yang-Mills Connections
In order to overcome the problems associated with reducible connections,
Witten has suggested a way of ‘thickening’ things out [24]. The idea is to
spread the delta function (3.2) into a Gaussian in a gauge invariant way. The
partition function is taken to be
ZΣg(e
2A(Σg)) =
∫
DADφ exp
(
1
4π2
∫
Σg
TriφFA +
e2
8π2
∫
Σg
Trφ ∗ φ
)
.
(3.21)
The ghosts and multiplier fields are implicit in this formula.
The dependence on the coupling e2 and the area of the surface A(Σg) =∫ ∗1 in the combination e2A(Σg) may be derived as follows. Scale the metric
by gµ,ν → λgµ,ν then the term∫
Σg
Trφ ∗ φ =
∫
Σg
√
detgTrφφ , (3.22)
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scales to
λ
∫
Σg
Trφ ∗ φ . (3.23)
This factor may be eliminated if we in turn send e2 to λ−1e2. Shortly we will
see the existence of a map that guarantees that the metric only enters as a
measure (there are no derivatives of it). The invariant combination is then
e2A(Σg).
For an arbitrary metric, with no loss of generality, the part of the action
e2
∫
Σg Trφ ∗ φ may be replaced with e2A(Σg)
∫
Σg Trφ ∗ φ where the metric
here has area fixed to unity,
∫
Σg ∗1 = 1. Because of this, we adopt the
following convention: in the the formulae obtained for the evaluation of the
path integral the combination e2A(Σg) will be denoted by ǫ, but also in the
action we set ǫ = e2.
This is a rewriting of the Yang-Mills path integral which makes the re-
lation to the topological theory of flat connections transparent. To see that
this is the same as the Yang-Mills partition function, perform the Gaussian
integration over the field φa with
∫ +∞
−∞
dx√
2π
exp (−e2x2/2 + ixy) = 1√
e2
exp (−y2/2e2) , (3.24)
to obtain
ZΣg(ǫ) =
∫
DA exp
(
+
1
8π2ǫ
∫
Σg
TrFA ∗ FA
)
. (3.25)
The original theory is obtained in the e2 → 0 limit (or in the limit A(Σg)→
0).
The minima of the new action in (3.21) are
FA = −ie2 ∗ φ , dAφ = 0, (3.26)
on combining the two one obtains the Yang-Mills equations
dA ∗ FA = 0 (3.27)
A gauge field satisfying (3.27) is said to be a Yang-Mills connection. The
solutions to (3.26) fall into two distinct classes. The first is that φ = 0 in
which case the connections are flat. At this point we see that there is a partial
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resolution of the problem facing us, for in this sector we now have no φ zero-
modes to worry about. This does not mean that the flat connections can not
be reducible. There may well be non-zero Lie algebra valued functions ϕ for
these connections such that dAϕ = 0. The equations tell us that these ϕ are
not proportional to FA. The second class has φ 6= 0 for which the connections
are not flat but are certainly reducible. As e2 → 0 these classes merge to
give back the complicated situation of flat connections of which most, but
not all, are irreducible.
To see that the action “regularizes” the contribution to the path integral
of elements of the isotropy subgroup of the group of gauge tansformations
consider the pair (3.18,3.19) and take a to be flat (choose the bundles so that
this is possible). Inserting these into the path integral (3.21) we see that up
to the volume of the flat u(1) connections we are left with an integral
∫ +∞
−∞
db√
2π
exp
(
− 1
4π2
ǫb2
)
=
√
2π2/ǫ , (3.28)
thus regularizing the infinity obtained on using the original path integral.
A Trivialising Map
There is no dynamics in pure Yang-Mills theory in two dimensions, even
at the quantum level, for there are no physical degrees of freedom associ-
ated with the gauge field2. Indeed we will present a map which eliminates
all (local) reference to the differential operators that are implicit in (3.21).
Explicitly the partition function is now
ZΣg (ǫ) =
∫
DADφDcDc¯Db exp
(
1
4π2
∫
Σ
TriφFA +
ǫ
8π2
∫
Σ
Trφ ∗ φ
+
∫
Σ
Tr(ibG(A) + c¯
δG
δA
dAc)
)
. (3.29)
The map that we have in mind is A→ (ξ, η) defined by [6, 8]
ξ(A) = FA ,
η(A) = G(A) , (3.30)
2In d dimensions the number of physical polarizations of a gauge boson is d− 2.
13
which has as its (inverse) Jacobian
J−1 = det
δ(ξ, η)
δA
= det(dA,
δG(A)
δA
) . (3.31)
Taking G(A) = dA0 ∗ (A−A0), we need to determine
det(dA, dA0∗) = detT . (3.32)
Here T may be thought of as the map
T : Ω1(Σg, LieG)→ Ω0(Σg, LieG)⊕ Ω0(Σg, LieG)
T (α) = (∗dAα, ∗dA0 ∗ α) . (3.33)
We can give a path integral representation of this as
detT =
∫
DσDσ¯Dα exp
(
iT r
∫
Σg
σdAα + σ¯dA0 ∗ α
)
, (3.34)
where σ and σ¯ are Lie algebra valued Grassmann odd functions, and here α
is a Lie algebra valued Grassmann odd one form. In order to get a handle
on the determinant we define
detǫT =
∫
DσDσ¯Dα exp
(
Tr
∫
Σg
iσdAα + iσ¯dA0 ∗ α +
ǫ
2
αα
)
=
∫
D(σ/ǫ)Dσ¯ exp
(
−Tr
∫
Σg
1
2ǫ
(dAσ + ∗dA0 σ¯) ∗ (dAσ + ∗dA0 σ¯)
)
=
∫
DσDσ¯ exp
(
−Tr
∫
Σg
1
2ǫ
(ǫdAσ + ∗dA0σ¯)(ǫdAσ + ∗dA0σ¯)
)
,(3.35)
with
detT ≡ det0T . (3.36)
Taking the limit ǫ→ 0 in (3.35) is straightforward
detT =
∫
DσDσ¯ exp
(
−Tr
∫
Σg
σ¯dA0 ∗ dAσ
)
, (3.37)
but this is precisely the ghost determinant. The Jacobian is then seen to
exactly cancel the determinant that arises from integrating out the Fadeev-
Popov ghosts (c, c¯). Other gauge choices may be dealt with in the same
14
manner. In passing we note that this definition of determinants is equivalent
to the definition in [1]. We have also established that the ratio of determi-
nants (3.13) that make up the Ray-Singer torsion is unity.
In this way the path integral seems to be
ZΣg(ǫ) =
∫
DφDξDηDb exp
(
1
4π2
∫
Σg
Triφξ +
ǫ
8π2
∫
Σg
Trφ ∗ φ+
∫
Σg
Tribη
)
,
(3.38)
which is formally one. This is not quite correct as we have not encoded the
global properties of the map into the path integral yet. The dependence on
ǫ factors, as in the second line of (3.35), if the number of modes of one of
the components of α and the number of modes of σ agree. These agree up
to global mismatches. An example is furnished by the reducible connections.
Here there will be σ and σ¯ zero modes making (3.35) ill defined. The deter-
minant will also be singular on the set where dAα = 0 and dA0 ∗α = 0 so that
det0T may vanish, that is, these modes are not weighted in the path integral.
If they lie on a compact space then they contribute a finite volume factor (as
we expect about flat connections), otherwise one needs to take expectation
values which explicitly damp the integrals.
For a surface with boundary, the boundary value of the connection needs
to be specified in (3.29). Consequently this data must be expressed in terms
of ξ and η in (3.38). For a surface without boundary there are also topological
constraints on FA and hence on ξ. In the following sections we will see how
to incorporate these global aspects of gauge theories on Riemann surfaces.
In any case, questions of global modes aside, we have established that
the metric enters only as a measure and consequently the coupling constant
indeed always appears in the combination e2A(Σg).
Observables
The natural topological observables in the BF theory defined by (3.2)
are Wilson loops around non-contractable cycles γ in some representation λ
of G
W [γ, λ] = TrλP exp
(∮
γ
A
)
, (3.39)
and Wilson points
W [x, λ, q] = Trλ exp (qφ(x)) . (3.40)
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These clearly do not depend on any metric and are gauge invariant. We can
show that the expectation values of products of these observables depend
only on the homotopy class of the cycles and not at all on the points (as long
as they do not touch each other). Note that
dW [x, λ, q] = Trλd exp (qφ(x))
= Trλ ( exp (qφ(x))qdφ )
= Trλ ( exp (qφ(x))qdAφ ) . (3.41)
The vacuum expectation value of W [x, λ] is written as
< W [x, λ] >=
∫
Φ
W [x, λ] exp
(
1
4π2
∫
Σ
TriφFA
)
, (3.42)
so that on differentiating with respect to the point x we find
d < W [x, λ] > =
∫
Φ
dW [x, λ] exp
(
1
4π2
∫
Σ
TriφFA
)
=
∫
Φ
Trλ ( exp (qφ(x))qdAφ ) exp
(
1
4π2
∫
Σ
TriφFA
)
=
∫
Φ
Trλ ( exp (qφ(x))q4iπ
2 δ
δA
) exp
(
1
4π2
∫
Σ
TriφFA
)
= 0 . (3.43)
In the last line we used the fact that the path integral over a total divergence
in function space is zero.
A similar exercise shows the homotopy invariance of < W [γ, λ] >. If we
vary γ by adding a small loop δγ = ∂Γ then we have
δ < W [γ, λ] >
=
∫
Φ
TrλP ( exp
(∮
γ
A
)
FAdΓ exp
(∮
γ
A
)
) exp
(
1
4π2
∫
Σg
TriφFA
)
= 0 . (3.44)
The last line follows on integrating over φ.
A general expectation value will have the form
<
m∏
i=1
n∏
j=1
W [γi, λi]W [xj , µj] >
=
∫
Φ
m∏
i=1
n∏
j=1
W [γi, λi]W [xj , µj] exp
(
1
4π2
∫
Σg
TriφFA
)
, (3.45)
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and will not depend on the deformations δγi or the points xk providing one
may organize for these never to intersect.
The Wilson points have an interesting consequence, in that they move us
away from flat connections. We represent the trace of the Wilson point in
terms of Grassmann anihilation η¯ and creation η operators,
Trλ exp (qφ) =< 0 | η¯i exp (qφaηmλamnη¯n)ηi | 0 > , (3.46)
with
{ηi, η¯j} = δij , {ηi, ηj} = 0 , {η¯i, η¯j} = 0 , (3.47)
and
< 0 | 0 >= 1 , η¯i | 0 >= 0 , < 0 | ηi = 0 . (3.48)
With this representation we see that (3.42) takes its values at
F aA(z) = qη
mλamnη¯
nδ2(z − x) , (3.49)
so that away from the point x the connection is flat but at the point it has
a curvature with delta function support. If there are more Wilson point
operators inserted into the path integral then the right hand side of (3.49)
becomes a sum
F aA(z) =
n∑
i=1
qi(ηi)
m(λi)
a
mn(η¯i)
nδ2(z − xi) . (3.50)
If one considers the expectation value of operators of the form exp (qφ(x))
then gauge invariance is lost at the point x. Calculations of this type corre-
spond to considering ‘pointed’ gauge transformations, that is those that do
not act at the prefered points and one talks of ‘marked’ Riemann surfaces.
4 Cohomological Field Theory
In this section we will give an explanation as to the “type” of volume being
calculated for MF (Σg, G). In order to do this we introduce the basic ideas
behind topological gauge theories of cohomological, or Witten, type. These
were originally proposed by Witten to give a field theoretic description of the
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Donaldson polynomials. These metric invariants are defined as cohomology
classes on the space of anti-self-dual instantons over a given four manifold.
The appropriate framework for discussing these ideas from the path integral
point of view is in terms of the universal bundle introduced by Atiyah and
Singer.
The set up is the following [12]. One takes P to be a principal G bundle
over a manifoldM , A the affine space of connections on P and G the group of
gauge transformations. There is a natural action of G on P ×A with no fixed
points so that P ×A is a principle bundle over (P ×A)/G = Q. There is also
a natural action of G on Q so that away from reducible connections (or for
G the pointed gauge group) Q is itself a principle G bundle over M ×A/G.
There is a bigrading of differential forms on M × A/G, a (p,q) form is a
p-form on M and a q-form on A/G.
In topological gauge theory a set of fields appear that naturally corre-
spond to geometric objects in the universal bundle. These are the gauge field
A (a (1, 0)-form), a Grassman odd, Lie-algebra valued, one form ψ (thought
of as a (1, 1)-form) and a Lie algebra valued, Grassmann even, zero form φ
(a (0, 2)-form). They are related by the BRST supersymetric transformation
rules,
δA = ψ , δψ = dAφ , δφ = 0 . (4.1)
If ψ is given a Grassmann charge of 1 then φ has charge 2 and these are their
form degrees on A/G. The geometrical interpretation is the following. δ is
viewed as the exterior derivative in the ‘vertical’ direction so that ψ is, by the
first equation, a curvature two form, a one form in the base manifold (hori-
zontal) direction and a one form vertically (this is why it is Grassmann odd).
φ is a curvature two form in the vertical direction. With this interpretation
the last two equations in (4.1) are Bianchi identities.
Conventional Formulation
We wish to model not the instanton moduli space but MF (Σg, G). In
order to do this we introduce the fields B, χ, φ¯ and η which are all Lie-
algebra valued zero forms. They are, however, Grassmann even, odd, even
and odd respectively. Their BRST transformation rules are
δχ = B , δB = [χ, φ] ,
δφ¯ = η , δη = [φ¯, φ] . (4.2)
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With these rules the BRST transformation on any field, Φ, satisfies
δ2Φ = LφΦ , (4.3)
with Lφ being a gauge transformation with gauge parameter φ.
The action is chosen to be [18, 41]
L = δ i
∫
Σg
Tr
(
χFA + φ¯dA ∗ ψ
)
= i
∫
Σg
Tr
(
BFA − χdAψ + ηdA ∗ ψ + φ¯dA ∗ dAφ+ φ¯{ψ, ∗ψ}
)
.(4.4)
As the integrand on the right hand side is gauge invariant, we see that the
application of δ once more vanishes, that is the action is BRST invariant.
This action seems appropriate for our needs as the integral over B yields a
delta function constraint onto the flat connections. That it defines a topo-
logical theory is not quite apparent, for the Hodge duality operator appears
explicitly. Let Z˜ be the path integral with this action. Then the metric
variation δg of Z˜ is
δgZ˜ =
∫
Φ
eLδgL
=
∫
Φ
eLδδg
∫
Σg
Tr
(
χFA + φ¯dA ∗ ψ
)
=
∫
Φ
δVg , (4.5)
the last line being a defining equation for Vg. The order of δ and δg is not
important as they commute (basically because the transformation rules (4.1)
and (4.2) do not involve the metric).
The last line may be shown to vanish in some generality. Consider the
vacuum expectation value of any operator O
∫
Φ
eL(Φ)O(Φ) . (4.6)
One may change integration variables Φ→ Φ+ δΦ and note that the action
satisfies L(Φ+ δΦ) = L(Φ) while also formally the path integral measure has
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the same property
∫
Φ+δΦ =
∫
Φ. In terms of the new variables the expectation
value is ∫
Φ
eL(Φ)O(Φ + δΦ) =
∫
Φ
eL(Φ) (O(Φ) + δO(Φ)) , (4.7)
from which we conclude that∫
Φ
eL(Φ)δO(Φ) = 0 . (4.8)
This is exactly what is required to set the last line of (4.5) to zero. Indeed,
replacing everywhere in this derivation δ with Q gives the Ward identity
needed to establish that (3.11) vanishes, as well.
The theory defined by L seems to be just what we want, a topological
field theory that lands on MF (Σg, G). However, the partition function Z˜
suffers greatly at the hands of the reducible connections. For, at a reducible
connection, there are zero modes for the B, χ, φ¯, η and φ fields!
A Formulation In Terms Of The Symplectic Geometry Of A/G
Witten has proposed a method for avoiding the problems associated with
the reducible connections [25]. In this approach there is no need to introduce
the fields B, χ, φ¯ or η at all. Rather, one begins with the supersymmetric
action
i
4π2
∫
Σg
Tr
(
φFA +
1
2
ψψ
)
, (4.9)
which is a simple generalization of (3.2). Note that the fields ψ have no
dynamics at all. Supersymmetry (4.1) fixes the relative coefficient of the two
terms. Just as for the action (3.2) there will be φ zero modes. One ‘thickens’
this action out as well to
L =
i
4π2
∫
Σg
Tr
(
φFA +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ , (4.10)
with corresponding path integral
ZΣg (ǫ) =
∫
DADφ exp
(
i
4π2
∫
Σg
Tr
(
φFA +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ
)
.
(4.11)
The exact relationship between the theories defined by (4.4) and (4.10) will
be given at the end of this section.
20
One of the important properties of the partition function associated with
the action (4.9) is that there is a canonical choice of measure. On making
a choice for DA we pick the same for Dψ; this is supersymmetry preserving
and the product DADψ does not depend on the choices made. Put another
way, if we send A→ λA then so as not to change the transformation rules (or
the relative coefficients in the action) we must also send ψ → λψ, and then
there is no net effect on the measure, DADψ → D(λA)D(λψ) = DADψ.
Let us now interpret the extra term 1
8π2
∫
Σg Trψψ as a symplectic form
on A. Recall that a symplectic form ω on a 2n-dimensional manifold is a
non-degenerate two form (detω 6= 0) which is closed (dω = 0). There is a
natural symplectic form on A which is inherited from the two manifold Σg.
If a and b are tangent vectors in A, that is a, b ∈ Ω1(Σg, LieG), then one
may construct the symplectic form
Ω(a, b) =
1
8π2
∫
Σg
Tr (a ∧ b) . (4.12)
That Ω( , ) is closed is obvious as it does not depend on the point A ∈ A
at which it is evaluated. Invertibility is also clear. We see directly that
1
8π2
∫
Σg Tr (ψ ∧ ψ) = Ω(ψ, ψ) represents the symplectic two form of A.
For a finite dimensional symplectic manifold M , of dimension 2m, an
integral analogous to (4.11)∫
M
d2mxd2mψ exp
(
1
2
ψµωµνψ
ν
)
=
∫
M
d2mxd2mψ
(1
2
ψ.ω.ψ)m
m!
=
∫
M
ωm
m!
, (4.13)
yields the symplectic volume of M .
We then have the immediate consequence that the partition function of
(4.9) (or the e2 → 0 limit of (4.11)) evaluates the symplectic volume of
MF (Σg, G).
Observables
There are three ‘obvious’ conditions that an observable O (a functional
of the fields) should satisfy in a topological gauge theory. These are gauge
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invariance, BRST invariance and metric independence. The third may be
relaxed as we will see later. There is still a fourth condition so as not to
get trivial observables. This is that O 6= δΘ for any globally defined Θ3.
For if O = δΘ then by (4.8) its expectation value vanishes. Indeed this tells
us that the observables must be BRST equivalence classes of gauge invariant
and metric independent functionals of the fields. Two observables O1 and O2
are BRST equivalent (and have the same expectation value) if O2 = O1+δΘ
for any globally defined Θ.
On the space Σg × A/G we have the exterior derivative d + δ and the
curvature form F + ψ + φ. There is also the Bianchi identity
(dA + δ)(FA + ψ + φ) = 0 , (4.14)
from which we may derive the equations
(d+ δ)Tr(FA + ψ + φ)
n = 0 . (4.15)
Let n = 2 and write
1
2
Tr(FA + ψ + φ)
2 =
4∑
i=0
Oi , (4.16)
where the Oi are i-forms with Grassmann grading (−1)(4−i) and are given by
O0 = 1
2
Tr(φφ) , O1 = Tr(ψφ) ,
O2 = Tr(FAφ+ 1
2
ψψ) , O3 = 1
2
Tr(FAψ) ,
O4 = 1
2
Tr(FAFA) . (4.17)
Expand the ‘descent’ equation (4.15) in terms of form degree and Grassmann
grading as
δO0 = 0 ,
δO1 = −dO0 ,
3A more detailed account of when observables are trivial or not may be found in
[19, 20, 23].
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δO2 = −dO1 ,
δO3 = −dO2 ,
δO4 = −dO3 ,
0 = −dO4 . (4.18)
The Oi are clearly gauge invariant and metric independent. The basic ob-
servables in the non-Abelian models on Σg are built from theOi for i = 0, 1, 2.
The first of these is O0(x) = 12Tr (φ(x)φ(x)) which is BRST invariant, not
BRST exact, but appears to depend on the point x at which it is evaluated.
Within the path integral this is not the case,
d
∫
Φ
eL Tr(φφ)(x)/2 = −
∫
Φ
eLδO1 = 0 . (4.19)
Likewise integrating O1 over a one cycle γ gives a BRST invariant observable
O1(γ) =
∫
γ
Tr(ψφ) , (4.20)
δ
∫
γ
Tr(ψφ) = −
∫
γ
dO0 = 0 . (4.21)
That the expectation value of
∫
γ Tr(ψφ) depends only on the homotopy class
of γ may be seen as follows. Add to γ a homotopically trivial piece δγ = ∂Γ,
then ∫
γ+δγ
Tr(ψφ)−
∫
γ
Tr(ψφ)
=
∫
δγ
Tr(ψφ)
=
∫
Γ
dTr(ψφ)
= −δ
∫
Γ
O2 . (4.22)
The third observable is the integral of O2 over the Riemann surface,∫
Σg
Tr(FAφ+
1
2
ψψ) , (4.23)
with BRST invariance established as for the other observables.
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The last observable is the supersymmetric action (4.9) itself! Indeed
taking into account that 1
2
Tr(φφ) is essentially independent of the point
where it is evaluated the thickening term in (4.10) is also essentially an
observable, ∫
Σg
1
2
Tr(φ ∗ φ) ∼ O0 . (4.24)
Observables In Terms Of The Partition Function
We now show how the expectation values of the observables are deter-
mined from the partition function
ZΣg(ǫ) =
∫
DADψDφ exp
(
i
4π2
∫
Σg
Tr
(
φF +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ
)
.
(4.25)
The first example is afforded by considering powers of O0,
<
k∏
i=1
1
4π2
O0(xi) >ǫ =
∫
DADψDφ exp
(
i
4π2
∫
Σg
Tr
(
φF +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ
)
.
k∏
i=1
1
8π2
Trφ2(xi) .(4.26)
In the path integral the position of Trφ2(xk) is immaterial so we may replace
this with
∫
Σg Trφ ∗ φ, using the measure with unit area. We find
<
k∏
i=1
1
4π2
O0(xi) >ǫ =
∫
DADψDφ exp
(
i
4π2
∫
Σg
Tr
(
φF +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ
)
.
(
1
8π2
∫
Σg
Trφ ∗ φ
)k
,(4.27)
which is
∂kZΣg (ǫ)
∂ǫk
. (4.28)
As a second example consider
<
n∏
i=1
1
4π2
O1(γi) >ǫ =
∫
DADψDφ exp
(
i
4π2
∫
Σg
Tr
(
φF +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ
)
.
n∏
i=1
1
4π2
∮
γi
Trφψ .(4 29)
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Here n must be even or this vanishes. The action is invariant under ψ → −ψ
while the integrand changes sign if n is odd. A simple way to perform this
integral is to introduce n anti-commuting variables ηi and consider instead
the partition function
ZΣg (ǫ, ηi) =
∫
DADψDφ exp
(
i
4π2
∫
Σg
Tr
(
φF +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ+ 1
4π2
n∑
i=1
ηi
∮
γi
Trφψ
)
. (4.30)
On differentiating this with respect to each of the ηi (in the order i = n to
i = 1) and then setting these Grassmann variables to zero one obtains (4.29).
Now we introduce De Rham currents J with the following properties∫
Σg
J(γi)Λ =
∮
γi
Λ , dJ = 0 (4.31)
for any one form Λ. One completes the square in (4.30) in the ψ field
ψ → ψ − i
n∑
i=1
ηiJ(γi)φ , (4.32)
to obtain
ZΣg(ǫ, ηi) =
∫
DADψDφ exp
(
i
4π2
∫
Σg
Tr
(
φF +
1
2
ψψ
)
+
ǫ
8π2
∫
Σg
Trφ ∗ φ− i
4π2
n∑
i<j
ηiηj
∫
Σg
J(γi)J(γj)Trφφ

 .(4.33)
The terms with i = j vanish as η2i = 0, so that there are no problems with
self intersections. The De Rham currents have delta function support onto
their associated cycles so that, for any zero form Ψ, (i 6= j)∫
Σg
J(γi)J(γj)Ψ =
∑
P∈γi∩γj
σ(P )Ψ(P ) , (4.34)
with P the points of intersection of γi and γj and σ(P ) (= ±1) the oriented
intersection number of γi and γj at P . This means that
1
4π2
n∑
i<j
ηiηj
∫
Σg
J(γi)J(γj)Trφφ
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=
1
4π2
n∑
i<j
ηiηjγijTrφ
2(P )
=
1
4π2
n∑
i<j
ηiηjγij
∫
Σg
Trφ ∗ φ , (4.35)
where we have used the fact that Trφ2 does not depend on the point at which
it is evaluated and γij = #(γi ∩ γj) is the matrix of oriented intersection
numbers. Putting all the pieces together we arrive at
ZΣg(ǫ, ηi) = ZΣg(ǫˆ) , (4.36)
with
ǫˆ = ǫ− 2∑
i<j
ηiηjγij . (4.37)
For n = 2 we obtain
<
1
4π2
O1(γ1) 1
4π2
O1(γ2) >ǫ = ∂
∂η1
∂
∂η2
ZΣg(ǫ− 2η1η2γ12)
= 2iγ12
∂
∂ǫ
ZΣg(ǫ) . (4.38)
Likewise for higher values of n the expectation values of 1
4π2
O1(γi) are ob-
tained on differentiating ZΣg (ǫ).
Clearly, expectation values of mixed products
<
k∏
i=1
1
4π2
O0(xi)
n∏
j=1
1
4π2
Oj(γ1) >ǫ , (4.39)
are similarly obtained.
Integration On Moduli Space
We have the observables and a way of computing them, at least in prin-
ciple, but what is lacking, however, is their interpretation. We should think
of the ψ’s as one-forms on A/G and the φ’s as two-forms on A/G. When
A/G is restricted toMF (Σg, G), ψ and φ should be thought of as a one-form
and a two-form on the moduli space respectively. This means that O0 is a
four-form on MF (Σg, G) while O1 is a three-form there.
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On any n dimensional manifold we may integrate an n-form without
the need to introduce a metric. The moduli space has dimension (for g >
1) (2g − 2)dimG so that any product of the observables as in (4.39) with
4k + 3n = (2g − 2)dimG is a form that may be integrated on MF (Σg, G).
On the other hand, once the constraint that FA = 0 has been imposed, the
path integral over A/G devolves to an integral over MF (Σg, G). In this way
(4.39) is seen to be the integral over MF (Σg, G) of a (2g − 2)dimG-form.
Let us denote with a hat the differential form that an observable corresponds
to. Then (4.39) takes the more suggestive form
<
k∏
i=1
1
4π2
O0(xi)
n∏
j=1
1
4π2
Oj(γ1) >ǫ=
∫
MF
k∏
i=1
1
4π2
Oˆ0(xi)
n∏
j=1
1
4π2
Oˆj(γ1) expΩ .
(4.40)
When 4k+3n = (2g− 2)dimG, the symplectic form makes no contribution.
However, if 4k + 3n = 2m < (2g − 2)dimG there will also be contributions
from the action to soak up the excess form-degree. On expanding the expo-
nential, the symplectic form Ω(ψ, ψ) raised to the power (g − 1)dimG −m
will survive the Grassmann integration.
We now know that we are calculating integrals of metric independent
differential forms on MF (Σg, G). What do such integrals correspond to?
They are naturally interpreted as intersection numbers on MF (Σg, G). An
explanation of the relationship between the differential form and intersection
viewpoints is provided in [23].
Relationship Between The Old And The New
The problem with the presence of B, χ, φ¯ and η zero modes is that the
theory, as it stands, is not defined. It is possible, however, to deal directly
with these modes. We add to the action a term that is supersymmetric and
that damps them. The new action is
L(t) = L+ tδ i
∫
Σg
Trχ ∗ φ¯
= i
∫
Σg
Tr
(
BFA − χdAψ + ηdA ∗ ψ + φ¯dA ∗ dAφ+ φ¯{ψ, ∗ψ}
)
+t i
∫
Σg
Tr
(
B ∗ φ¯− χ ∗ η
)
. (4.41)
By an argument that is similar to the proof of metric independence (4.5)-
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(4.8), the path integral defined by this action is independent of smooth vari-
ations of t. One must be careful, however, as the t→ 0 limit is not the same
as taking t = 0 directly precisely because of the presence of zero modes.
Integrating out the fields B, φ¯, χ and η generates a new action solely in
terms of the geometric fields,
L′(t) =
i
t
∫
Σg
Tr (∗FAdA ∗ dAφ+ ∗dA ∗ ψdAψ + FA{ψ, ∗ψ}) . (4.42)
The integral over φ lands us on the space of solutions to dA ∗ dA ∗ FA = 0,
but this equation is the same as the Yang-Mills equation dA ∗ FA = 0. One
proves this by considering
0 =
∫
Σg
TrFA ∗ dA ∗ dA ∗ FA
=
∫
Σg
Tr(dA ∗ FA) ∗ (dA ∗ FA) , (4.43)
the last line being the norm of dA ∗ FA, which vanishes. Hence dA ∗ FA = 0.
In passing to the new action we have moved away from just a description of
the flat connections, and find that all the Yang-Mills connections contribute.
Now suppose that we wish to compute the expectation value in this new
theory of
exp
(
i
4π2
∫
Σg
Tr(φF +
1
2
ψψ) +
ǫ
8π2
∫
Σg
Trφ ∗ φ
)
. (4.44)
The expectation value continues to be independent of t. We may, therefore,
set t = ∞ as the theory remains well defined for this value. This is the
correspondence we were looking for. The partition function of Yang-Mills
theory that we have been using (4.11) is, in terms of the original model,
the expectation value of (4.44). The expectation values of the observables
(4.26)-(4.38) are the same in the original theory as long as it is understood
that (4.44) is inserted.
5 U(1) Theory
First Chern Class
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U(1) bundles over a Riemann surface Σg are classified by their first Chern
class
c1 =
1
2π
∫
Σg
FA , (5.1)
which is an integer, say k, and for the Abelian theory FA = dA. The most fa-
miliar configuration that has a non vanishing first Chern class is the magnetic
monopole of Dirac. On S2, for example, we may consider a connection A+
on the northern hemisphere Hn and A− on the southern Hs. These ‘patch’
together, if on the equator, where they overlap, they agree up to a gauge
transformation. This means that on the equator there exists a ϕ such that
A+ = A− + dϕ . (5.2)
The Chern class may be expressed as
1
2π
∫
S2
FA =
1
2π
∫
Hn
dA+ +
∫
Hs
dA−
=
1
2π
∮
A+ − 1
2π
∮
A−
=
1
2π
∮
dϕ , (5.3)
with the relative sign appearing due to the opposite orientation of the circle
boundary of the northern and southern hemispheres. When, in local coordi-
nates, ϕ = kθ the first Chern class is k. Such a ϕ is allowed as it corresponds
to a periodic group element, exp (kiθ), with 0 ≤ θ < 2π.
On the Torus T 2 = S1 × S1 with local (angular) coordinates (σ1, σ2) the
gauge field
A =
m
2π
σ1dσ2 +
n
2π
σ2dσ1 , (5.4)
satisfies
k =
1
2π
∫
T 2
FA
=
1
4π2
∫
T 2
(m− n)dσ1dσ2
= m− n . (5.5)
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The gauge field is not periodic, but it is periodic up to a gauge transformation.
If we send σ1 → σ1 + 2π then
A(σ1 + 2π, σ2) = A(σ1, σ2) + e
imσ2ide−imσ2 , (5.6)
with a similar relationship for σ2 → σ2 + 2π. The gauge group elements are
globally defined.
Flat Connections
We have seen that the moduli space of flat U(1) connections on a genus g
surface,MF (Σg, U(1)), has dimension 2g. Indeed it is a 2g torusMF (Σg, U(1)) =
T 2g. Let us see how it comes out for genus zero and one.
For the sphere (g = 0) all loops are contractible and the only flat connec-
tion, up to gauge equivalence, is the trivial connection. The moduli space is
therefore a point. For the torus (g = 1) there are two possible non-trivial
holonomies. The corresponding flat gauge field has the form
A =
α1
2π
dσ1 +
α2
2π
dσ2 . (5.7)
But what are the ranges of α1 and α2? Note that we may still perform (single
valued) gauge transformations
A→ A+ e(im1σ1+im2σ2)ide(−im1σ1−im2σ2) , (5.8)
which corresponds to the shifts
αi → αi + 2πmi , (5.9)
for all integers mi. In other words the gauge inequivalent A have αi that live
on T 2. This then is the space MF (T 2, U(1)).
This correspondence between the holonomies of the flat gauge fields and
the points of MF (Σg, U(1)) can be made even more explicit. The local
coordinates of MF (Σg, U(1)) = T 2g are simply
(
∮
a1
A, . . . ,
∮
ag
A,
∮
b1
A, . . . ,
∮
bg
A) . (5.10)
In order to establish that the moduli space is a torus, in general, we would
need some more notions from the theory of Riemann surfaces, so we forgo
this.
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Maxwell Connections
These are defined to be the class of connections that satisfy the Maxwell
equation
d ∗ FA = 0 . (5.11)
In terms of the zero-form, fA = ∗FA, this equation becomes
dfA = 0 , (5.12)
which has as its solutions the harmonic functions fA ∈ H0(M,R). On a
compact manifold these are the constant functions, so that we find
FA = aω , (5.13)
where a is some constant and ω is a volume form normalised to unity. On a
bundle with first Chern class equal to k we have
FA = 2πkω . (5.14)
This last equation is equivalent to the original Maxwell equation, and when
k = 0, the Maxwell connections are flat. The connection (5.4) on T 2 is a
Maxwell connection.
The moduli space of Maxwell connections, MkM(Σg, U(1)) is the same as
the moduli space of flat connections, that is
MkM(Σg, U(1)) =MF (Σg, U(1)) , (5.15)
and as this correspondence holds for any k, we may supress it. To see that
this must be true, let Ak be any Maxwell connection satisfying (5.14). Then
all other connections on the (c1 = k) bundle are of the form
A = Ak +X , (5.16)
for some one from X. For A to also be a Maxwell connection X must satisfy
dX = 0 , (5.17)
which is the flatness equation and does not depend on k. Gauge inequivalent
X’s are the points of the moduli space MM(Σg, U(1)), but clearly are also
the points of MF (Σg, U(1)).
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There is a more geometric way of stating this. We have seen that, for flat
connections, we can form a map from π1(M) to G and, conversely, that these
maps, up to conjugation, characterise the moduli space of flat connections.
We can likewise show, that given Maxwell connections on any surface Σg, we
may form maps from π1(Σg) to G. Fix a Maxwell connection Ak. Then for
any Maxwell connection A, also with first Chern class equal to k, we can form
the required map ϕˆγ(A) = ϕγ(Ak)
−1ϕγ(A). We see that ϕˆγ(A) depends only
on the homotopy class of γ, for varying the path we get an area contribution
from ϕγ(Ak)
−1 that cancels that from ϕγ(A) (the area dependence may be
seen in the second last line of (2.8)).
5.1 Maxwell theory on compact closed surfaces
We take the classical action of Maxwell theory on a two-dimensional (ori-
entable) surface to be
L =
1
4π2
∫
Σg
iφFA − ǫ
8π2
∫
Σg
φ ∗ φ . (5.18)
The partition function of Maxwell theory in the topological sector with
monopole charge (first Chern class) k,
1
2π
∫
Σg
FA = k ,
is then
ZΣg(k, ǫ) =
∫
DADφ exp
(
1
4π2
∫
Σg
iφFA − ǫ
8π2
∫
Σg
φ ∗ φ
)
δ(
1
2π
∫
Σg
FA−k) .
(5.19)
This still needs to be gauge fixed, but we make use of the trivialising map
so we forgo the introduction of the fields associated with the gauge fixing
proceedure and pass directly to the partition function in the form
ZΣg(k, ǫ) =
∫
DξDφ exp
(
1
4π2
∫
Σg
iφξ − ǫ
8π2
∫
Σg
φ ∗ φ
)
δ(
1
2π
∫
Σg
ξ − k)
=
∫
Dξ exp
( −1
8π2ǫ
∫
Σg
ξ ∗ ξ
)
δ(
1
2π
∫
Σg
ξ − k) . (5.20)
32
Introducing a multiplier λ to represent the delta-function as
δ(
1
2π
∫
Σg
ξ − k) =
∫ +∞
−∞
dλ exp
(
iλ(
∫
Σg
ξ − 2πk)
)
,
the Gaussian integrals over ξ and λ are easily performed to give
ZΣg (k, ǫ) =
1√
2πǫ
exp
(−k2
2ǫ
)
. (5.21)
Note that ZΣg(k, ǫ) is independent of the genus of Σg.
Fixed point theorems
Apart from the universal factor 1/
√
2πǫ, which arises from the reducibil-
ity of the connections, the partition function (5.19) is given entirely by the
contribution at the Maxwell connection (5.14). That is, (5.21) may be re-
written as
ZΣg (k, ǫ) =
1√
2πǫ
exp (L(Ak)) . (5.22)
Furthermore, if we sum over the different topological sectors to calculate the
overall partition function we find
ZΣg (ǫ) =
∑
k
ZΣg(k, ǫ)
=
∑
k
1√
2πǫ
exp (L(Ak)) . (5.23)
These results are rather astounding. They tell us that the entire contribution
to the path integral comes simply from the values at the critical points of
the action. The critical points being the Maxwell connections.
Perhaps the importance of the result is overshadowed by its ‘obviousness’.
We have only had to perform Gaussian integrals and these are evaluated by
their equations of motion; in (3.24) this is x = y/e2, which, when substituted
back into the ‘action’ yields the exponent on the right hand side. But two
facts conspired to turn the problem into one of simple Gaussian integration.
The availability of a trivialising map and the fact that the Maxwell equations
become ‘algebraic’ (5.14). The conspiracy continues unabated in the non-
Abelian theory [25].
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For integrals over finite dimensional symplectic manifolds such reductions
to the fixed point set of the action (exponent) are explained in terms of the
fixed point theorems of Duistermaat and Heckman [39]. Witten has gener-
alised these theorems to the non-Abelian case and an infinite dimensional
setting (the manifold A). Quantum Maxwell theory furnishes a very simple
example of these ideas.
Reducible Connections And volM(Σg, U(1))
For the Abelian theory, reducible connections do not constitute a real
problem as all Abelian connections are reducible and in the same way. This
means that we may extract an overall contribution from the constant φ field,
∫ +∞
−∞
dϕ exp
(
− ǫ
8π2
ϕ2
)
=
2π
√
2π√
ǫ
. (5.24)
Dividing this out of the partition function ZΣg (k, ǫ) gives
ZˆΣg (k, ǫ) =
1
4π2
exp
(−k2
2ǫ
)
. (5.25)
Clearly as ǫ→ 0 this vanishes for all k except k = 0. This is consistent with
the fact that we should land on the flat connections in the limit.
For k = 0 at ǫ = 0 we have, tentatively,
ZˆΣg = volMF =
1
4π2
. (5.26)
This result should not be taken too seriously, as there are many factors that
we have not been able to fix uniquely (such as the normalization of the path
integral measure). These factors, however, will not be k dependent, and they
will have a smooth ǫ → 0 limit. Nevertheless we see that it is possible to
obtain a finite expression, and, in principle, with a more careful analysis, a
correct form for volMF .
Non Contribution Of Harmonic One-Forms
The reason for needing more care is that in one sense we have missed
the volume we are looking for altogether! The trivializing map is invertible
everywhere in field space (that is in A/G) outside a finite dimensional set,
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points of which are in one to one correspondence with the space of flat con-
nections. These are the fields X in (5.16) which satisfy (5.17) and are gauge
fixed d∗X = 0, so that they are harmonic one-forms. The partition function
(5.21) is then still to be multiplied by the volMF . The result for the parti-
tion function, up to a standard renormalization (see section 7), that we have
derived, is re-obtained in the next section. The standard renormalization
implies, that for genus g, the partition function has the form
ZΣg(k, ǫ) =
κ(2−2g)√
2πǫ
exp
(−k2
2ǫ
)
, (5.27)
for some κ. Clearly a different input is required to fix the constant.
Triviality Of Wilson Loops Along Homology Cycles
The harmonic forms also do not contribute to correlation functions of
operators which can be expressed in terms of ξ (= FA), and the volume of
the moduli space of flat connections will consequently drop out of normal-
ized correlation functions in this case as well. One may wonder, however,
what happens to correlation functions of operators which are sensitive to the
holonomies of the gauge fields along the homology cycles of Σg. The gauge
invariant observables of interest to us here are Wilson loops
exp
(
iα
∮
γ
A
)
along closed loops γ. If γ is homologically trivial then - by Stokes theorem -
the Wilson loop is expressible in terms of ξ and thus falls into the category
of operators already dealt with above. One may have some doubts on the
validity of Stoke’s theorem for connections on non-trivial bundles (k 6= 0) but
for kα ∈ Z Stoke’s theorem can indeed still be used in the exponent. This is
precisely analogous to the quantization condition in the WZW action, and
we will derive this condition below.
This leaves us with Wilson loops for homologically non-trivial γ, which
are indeed sensitive to the holonomies of A. In this case α has to be an
integer in order to define a gauge invariant operator (under the large gauge
transformations). With α ∈ Z, however, we find that the expectation value
〈exp
(
iα
∮
γ A
)
〉, as well as any correlator involving homologically non-trivial
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loops, is identically zero,
〈exp
(
iα
∮
γ
A
)
〉k = 0 for γ 6= ∂Γ , α 6= 0.
Thus the failure of the trivializing map in this case causes no distress. One
way of proving the vanishing of this expectation value is to note the fact that
the evaluation of the holonomy of one of the X is∫
dX exp
(
iα
∮
γ
X
)
∼
∫ 1
0
dθe2πiαθ = 0 α ∈ Z, α 6= 0 ,
as the moduli space is a torus.
Thus in the Abelian case this rules out homologically non-trivial Wilson
loops as interesting observables on closed surfaces.
A Quantization Condition And Contractible Loops
We now turn to the computation of correlators of any number of (possibly
intersecting and self-intersecting) contractible Wilson loops, starting with the
case of a single non-intersecting loop. The first thing to note is that on a
closed surface there is an intrinsic ambiguity in trying to write
∮
γ A =
∫
D ξ,
where A is a connection on a non-trivial bundle and ∂D = γ, as one could
equally well replace D by its complement Σg \D = −D′. Making a particular
choice now, we will have to inquire at the end under which circumstances
the result is independent of any such choice (and this will, as expected, give
rise to the quantization condition on α). Using the same representation for
the delta function as above and performing the Gaussian integrals one finds
that the normalized expectation value is
〈exp
(
iα
∫
D
ξ
)
〉k
≡ 1
ZΣg(k, ǫ)
∫
Dξ exp
(
− 1
8π2ǫ
∫
Σg
ξ ∗ ξ + iα
∫
D
ξ
)
δ(
1
2π
∫
Σg
ξ − k)
= exp
(
−2π2ǫα2 A(D)
A(Σg)
A(D′)
A(Σg)
)
exp
(
2πikα
A(D)
A(Σg)
)
. (5.28)
The first term is manifestly symmetric inD andD′ and if we compute instead
〈exp (−iα ∫D′ ξ)〉k we find that
〈exp
(
−iα
∫
D′
ξ
)
〉k = 〈exp
(
iα
∫
D
ξ
)
〉k exp (−2πikα) ,
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so that 〈exp
(
iα
∮
γ A
)
〉k can only be defined consistently if k = 0 or α =
n
k
, n ∈ Z. In the first case the structure group of the U(1) bundle can be
extended to R and α ∈ R labels the unitary representations of the universal
covering group R of U(1). In the second case α defines a representation of
a k-fold covering of U(1). The quantization condition on α has, like that of
the WZW model, a natural group theoretic and geometric explanation.
When considering loops with self-intersections or several intersecting loops
no substantially new features arise and the calculations can be done in much
the same way as that leading to (5.28). The result is that in the general
formula for the correlator of n intersecting but non-selfintersecting loops the
exponent in (5.28) is replaced by
−2π2ǫ
n∑
j=1
α2j
A(Dj)
A(Σ)
A(D′j)
A(Σ)
+ 2πikα
n∑
j=1
αj
A(Dj)
A(Σ)
+4π2ǫ
n∑
j=1
∑
i<j
αjαi
(
A(Dj)
A(Σ)
A(Di)
A(Σ)
−A(Dj ∩Di)
)
. (5.29)
Again it can be checked (with a little bit of algebra) that the result is in-
dependent of the choice of Dj or D
′
j provided that kαj ∈ Z. Moreover,
by regarding a self-intersecting loop as two touching but non-selfintersecting
loops with opposite orientations, equation (5.29) gives the general result for
the correlator of intersecting and self-intersecting loops on a closed surface
of any genus.
One curious observation is useful to keep in mind when checking if the
result (5.29) is sensible and correct. In flat space the figure eight loop and the
figure eight folded into itself give different results [30]. This is of course per-
fectly reasonable as the folding leads to points in the interior part of the loop
being surrounded twice by the loop so that (energy being proportional to the
flux squared) these points contribute to the path integral with the four-fold
weight of those surrounded by just one loop (something that is also reflected
in the quadratic composition law of (5.29)). On the two-sphere, however,
these two configurations are indistinguishable, whereas on the torus they are
again manifestly different, and one may wonder how the path integral man-
ages to take this into account. As it turns out the path integral automatically
gives a sensible answer. Indeed, by staring at a figure eight on the two-sphere
one can convince oneself that the process of folding (say) the upper loop into
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the lower is equivalent to going to the complement of the lower loop, and
(5.29) does not depend on whether we choose one interior of a loop or its
complement.
Wilson Points
The evaluation of expectation values of Wilson loops is also quite straight-
forward. The correlator
〈exp

 i
2π
∑
j
qjφ(xj)

〉k
=
1
ZΣg(k, ǫ)
∫
DξDφ exp
(
1
4π2
∫
Σg
iξφ− ǫ
8π2
∫
Σg
φ ∗ φ
+
i
2π
∑
j
∫
Σg
J(xj)φ

 δ( 1
2π
∫
Σg
ξ − k) , (5.30)
is easily evaluated by performing all the Gaussians, but may be obtained
directly by redefining ξ. Change variables according to (J(xi) is a two-form
De Rham current that fixes one to the point xi)
ξ → ξ − 2π∑
j
qjJ(xj) , (5.31)
which simply acts to get rid of the Wilson points in the exponent and shifts
k to k+
∑
j qj in the delta function, so that the sum must be an integer. We
find, therefore, that
〈exp

 i
2π
∑
j
qjφ(xj)

〉k = 1√
2πǫ
exp
(
−(k +
∑
j qj)
2
2ǫ
)
= ZΣg(k +
∑
j
qj , ǫ) . (5.32)
There are a few points that are worth special mention. The effect of
introducing the Wilson points is to make the theory behave as if it is on a
bundle of different Chern class. The correlation function does not depend on
the location of the Wilson points, a fact which is clear from the cohomological
field theory nature of the correlator but not so obvious from the Yang-Mills
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point of view. The expectation value of Wilson points with Wilson loops
on non-trivial homology cycles will vanish. The expectation value of Wilson
points with homologically trivial Wilson loops will reproduce (5.28) but with
the shift k → k +∑j qj . This last result comes from the fact that under the
shift (5.31)
exp
(
iα
∫
D
ξ
)
→ exp
(
iα
∫
D
ξ
)
exp

2πiα∑
j
∫
D
qjJ(xj)

 , (5.33)
and ∫
D
J(xj) = (±1, 0) , (5.34)
depending on whether the point xj ∈ D or not. In either case the second
exponential is unity, providing we take account of the fact that both α and∑
j qj are integers.
Topological Observables
As far as the Schwarz type topological observables are concerned, only
the partition function is non-trivial. We concentrate on the cohomological
observables. In the case of U(1) we may also take n = 1 in (4.15) so that the
integrals of ψ around the homology cycles are observables. Let us set
∮
ai
A = αi ,
∮
bi
A = βi , (5.35)
so that the flat coordinates of the torus T 2g are (αi, βi). Then∮
ai
ψ = dαi ,
∮
bi
ψ = dβi , (5.36)
where the exterior derivative d is that on T 2g (it is δ restricted to the torus).
While these observables are exact, they are not trivial as the coordinates
(αi, βi) are not globally defined. We have the following correspondence
〈
g∏
i=1
∮
ai
ψ
∮
bi
ψ〉 =
∫
T 2g
g∏
i=1
dαidβi . (5.37)
39
6 Field Theory On Manifolds With Bound-
ary
The path integral on a manifoldM , with boundary ∂M = B, requires bound-
ary conditions to be fixed on B. In this way the path integral becomes (for
each operator insertion in the interior of M) a functional of the fields on B,
which can be regarded as a state in the canonical Hilbert space of the theory
on B × R. While this procedure is of conceptual interest as it sets up the
correspondence between the path integral and operator formalisms of field
theory, it is generally of little practical use as the path integrals involved are
too complicated to be calculated directly. In certain cases symmetry argu-
ments may be invoked to determine the states uniquely (as in string theory
[42]) or up to a finite ambiguity (as in Chern-Simons theory [43]).
In the case of topological field theories it is possible to deduce certain
general properties of and relations between correlation functions. This is
in line with the axiomatic approach to topological field theory as proposed
by Atiyah [44]. For two dimensional Yang-Mills theory, which is almost
topological, depending only on the measure on the Riemann surface, and is
also a gauge theory, it turns out that it is possible to completely determine
the states. In turn one may use this information to evaluate the path integral
on any surface.
We proceed to explain the underlying ideas and then we reproduce the
results we have obtained for the U(1) theory using these techniques.
Boundary Data
When given a path integral to compute on a manifold with boundary,
one must specify some boundary configuration of the fields. In equations, we
have
ΨM(ϕ) =
∫
φ|B=ϕ
Dφ e−S(φ) . (6.1)
Of course not all boundary data may be specified. There will, depending on
the theory at hand, be certain restrictions.
For a gauge theory, it may be possible to demand that ΨM be gauge
invariant, or at least transform in some well specified way under gauge trans-
formations. To see this in practice, suppose that the action S(φ) is invariant
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under gauge transformations φ→ φg that are not the identity on the bound-
ary. Then we have
ΨM(ϕ) =
∫
φ|B=ϕ
Dφ exp−S(φ)
=
∫
φg |B=ϕ
Dφg exp−S(φg)
=
∫
φg |B=ϕ
Dφ exp−S(φ)
= ΨM(ϕ
g−1
B ) . (6.2)
The second equality is a change of variables of the dummy φ, the third follows
from the gauge invariance of the action and the presumed gauge invariance
of the path integral measure. In the fourth equality gB stands for the value
of the gauge parameter on the boundary.
This is the behaviour that two dimensional Yang-Mills theory exhibits.
An example where (6.2) does not hold is Chern-Simons theory. Here the
wavefunctions pick up a phase under gauge transformations and are properly
thought of as sections of certain bundles.
For manifolds with more boundary components, the partition function is
a functional of the data on each component of the boundary.
Glueing Manifolds Together
We want to see how to get at the partition function of a manifold by
glueing together two manifolds. For concreteness and ease of visualisation
consider the two sphere and put an imaginary line along the equator. The
path integral is an integral over all possible field configurations on the two
sphere. Pick some allowed configuration ϕ on the equator. We can think of
performing the path integral on the two sphere by integrating over all con-
figurations which are consistent with ϕ on the equator and then integrating
over all possible ϕ. As we integrate over the sphere, the path integral on
the southern hemisphere gives the partition function of the disc with bound-
ary data ϕ while the path integral on the northen hemisphere also gives the
partition function of the disc (with opposite orientation) and with boundary
data ϕ. We have deduced that
ZS2 =
∫
DϕΨD(ϕ)Ψ−D(ϕ) . (6.3)
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This generalises directly to arbitrary manifolds. If M is cut into two
manifolds M1 and M2 along B, then we have
ZM =
∫
DϕΨM1(ϕ)ΨM2(ϕ) . (6.4)
Note that we do not preclude M from having boundary or, equivalently, the
Mi from having more boundary components than just B.
6.1 Maxwell theory on surfaces with boundary
The Disc
The first thing we have to determine is the allowed boundary conditions.
If the resulting state is to be invariant under small gauge transformations
(i.e. satisfy Gauss’ law) the boundary conditions have to be chosen to be
gauge invariant. Now the only gauge invariant degree of freedom of a gauge
field on the circle ∂D is its holonomy θ ∈ R defined by
∮
∂D
A = 2πθ ,
and the only admissible boundary condition is therefore the specification of
θ. Computing the path integral with this boundary condition then amounts
to inserting δ(
∮
∂D A− 2πθ) into the path integral, that is
ΨD(θ, ǫ) =
∫
1
2π
∮
∂D
A=θ
DADφ eL
≡
∫
DADφ eL δ(
1
2π
∮
∂D
A− θ) . (6.5)
This form means that we may use the trivialising map again to simplify
matters
Ψ(θ, ǫ) =
∫
DξDφ eL δ(
1
2π
∫
D
ξ − θ) . (6.6)
A question that arises at this point is what type of delta function should
appear here? We saw before that there are large gauge transformations on
the circle due to π1(U(1)) = Z. These act on θ as θ → θ+ n, n ∈ Z, and we
can demand invariance under these transformations which would then render
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the wave function a periodic function of θ. This is accomplished by inserting
the periodic delta function δP (
∫
D ξ − 2πθ), defined by
δP (x) =
∑
n∈Z
δ(x+ 2πn) =
∑
n∈Z
e2πinx , (6.7)
into the path integral.
With these preparatory remarks in mind we calculate, with the standard
delta function,
Ψ(θ, ǫ) =
1√
2πǫ
exp
(
−θ
2
2ǫ
)
, (6.8)
and
ΨP (θ, ǫ) =
∑
n
exp
(
−2π2ǫn2
)
exp (2πinθ) , (6.9)
with the periodic delta function. ΨP is of the form
∑
n anχn(θ), where χn
is the character of the unitary irreducible charge n representation of U(1).
This is also the general form of the states of Yang-Mills theory on the disc.
The wavefunctions (6.8) and (6.9) are solutions to the heat (Schro¨dinger)
equation on the line and and circle repectively, with the initial condition
that they are delta functions. This is an expected relationship between the
path integral with boundary and the Schro¨dinger equation (see appendix C).
There is also an unexpected relationship between (6.8), (6.9) and modular
forms which is explained in part in [32].
Twisted States
It is well known that more generally states could carry a non-trivial uni-
tary representation of Z (i.e. change by a phase under θ → θ + n) labelled
by a parameter e2πiϑ ∈ U(1). This is the familiar phenomenon of vacuum
angles or ϑ-vacua in an embryonic setting.
In the twisted sectors one finds, instead of (6.9), the wave functions
Ψϑ(θ, ǫ) =
∑
n
exp
(
−2π2ǫ(n− ϑ)2
)
exp (2πi(n− ϑ)θ) (6.10)
with the characteristic property
Ψϑ(θ +m, ǫ) = exp (2πimϑ)Ψϑ(θ, ǫ) .
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All our calculations could equally well be carried out in one of the twisted
sectors of the theory but, as nothing is gained by this, we shall concentrate
on the invariant (ϑ = 0) sector in the following.
The Sphere
Write S2 = D1 ∪S1 (−D2) and decompose the delta function appearing
in (5.20) as
δ(
1
2π
∫
S2
ξ − k) =
∫ +∞
−∞
dθδ(
1
2π
∫
D
ξ − θ)δ( 1
2π
∫
D′
ξ − (θ − k)) . (6.11)
The two delta functions give rise to ΨD1(θ, ǫ1) and Ψ−D2(k−θ, ǫ2) respectively
(cf. (6.8)), so that the partition function ZS2(k, ǫ) (equation (5.21)) can be
obtained from the wave functions on the disc by
ZS2(k, ǫ) =
∫ +∞
−∞
dθΨD1(θ, ǫ1)Ψ−D2(k − θ, ǫ2) (6.12)
as can of course also be checked explicitly, with the help of the Poisson
summation formula
∑
n
e−4π
2n2t e2πinθ = (4πt)−
1
2
∑
n
e−(θ+n)
2/4t . (6.13)
One may wonder what the calculation of
∫ 1
0 dθΨ
P
D1
(θ, ǫ1)Ψ
P
−D2
(k − θ, ǫ2)
results in. Note that ΨP (k − θ) = ΨP (−θ) = ΨP (θ), so that the difference
among the topological sectors is washed out in ΨP and not unexpectedly one
then finds that∫ 1
0
dθΨPD1(θ, ǫ1)Ψ
P
−D2
(k − θ, ǫ2) =
∑
k
ZS2(k, ǫ) . (6.14)
Thus if one is only interested in results summed over all topological sectors (as
is frequently the case) ΨP is adequate, but to get a handle on the individual
sectors we need to use Ψ.
Kernels On Σg,n
Denote by Σg,n a genus g Riemann surface with n boundary components.
Also we denote the partition function on such a manifold by KΣg,n if we use
a standard delta function and by KPΣg,n when the periodic delta function is
44
used. The symbol ZΣg is reserved for the partition function of closed surfaces
(boundaryless).
From the derivation of (6.8) and (6.9), it is clear that they are valid not
only for the disc but more generally for a disc with an arbitrary number of
handles, i.e. for a surface Σg,1 surface. We thus have the general result
KΣg,1(θ, ǫ) = Ψ(θ, ǫ) ,
KPΣg,1(θ, ǫ) = Ψ
P (θ, ǫ) . (6.15)
The generalization to surfaces Σg,n with n > 1 boundaries is also straight-
forward. In that case we have to specify n holonomies θ1, . . . , θn. In the path
integral, for a manifold with n boundaries, when we change variables from
the gauge field to the field strength we find that
∫
Σg,n
ξ =
n∑
i=1
∮
γi
A , (6.16)
so that one must still integrate over (n − 1) gauge fields at the boundaries,
the nth being determined by the above relationship. We want to perform
the path integral ∫
DADφ eL
n∏
i=1
δ(
1
2π
∮
γi
A− θi) . (6.17)
We may use the trivialising map to pass to the variable ξ but this still
leaves the holonomies (6.17) to account for. We may interpret this in the
following way. On the manifold Σg,n, the gauge invariant degrees of freedom
of the gauge field are represented by the holonomies and the field strength,
subject to the one condition (6.16). On using the trivialising map, the path
integral measure goes over to
∫
DA→
∫
Dξ
n∏
i=1
D
(
1
2π
∮
γi
A
)
δ
(
1
2π
∫
D
ξ − 1
2π
n∑
i=1
∮
γi
A
)
. (6.18)
Integrating over the holonomies on the boundaries in (6.17) leaves us with
∫
Dξ eL δ(
1
2π
∫
Σg,n
ξ − (θ1 + . . .+ θn)) . (6.19)
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This is easily done and one finds
KΣg,n(θ1, . . . , θn, ǫ) = Ψ(θ1 + . . .+ θn, ǫ)
KPΣg,n(θ1, . . . , θn, ǫ) = Ψ
P (θ1 + . . .+ θn, ǫ) . (6.20)
Wilson Loops
In order to calculate the expectation value of a contractible Wilson loop
exp (iα
∮
γ A) on a surface Σg,n, denoted by
KΣg,n(θ1, . . . , θn, ǫ;α) , (6.21)
we need only know what the expectation value of the Wilson loop on the
boundary of a disc is. Let the expectation value of the Wilson loop on the
disc be denoted by
Ψ(θ, ǫ;α) . (6.22)
Then evidently
KΣg,n(θ1, . . . , θn, ǫ;α) =
∫ +∞
−∞
dθn+1KΣg,n+1(θ1, . . . , θn, θn+1, ǫ1)Ψ(θn+1, ǫ2;α) ,
(6.23)
with similar formulae in the case of the periodic kernels. It remains only to
determine Ψ(θ, ǫ;α). But this requires no calculation, for the boundary data
of the disc path integral fixes
∮
γ A = 2πθ, so we have
Ψ(θ, ǫ;α) = exp (2πiαθ)Ψ(θ, ǫ) . (6.24)
There are two cases for homologically non-trivial loops of charge m ∈ Z
on a surface Σg,n. The first has to do with such loops that can be pulled
‘off’. In this case simply attach a Wilson loop to one of the boundaries, then
convolute with a cylinder on that boundary to move the loop ‘inside’. These
manipulations give the result∫ +∞
−∞
dθKΣg,n,γ(θ1, . . . , θn−1, θ, ǫ1) exp (2πiαθ)KC(−θ, θn, ǫ2) . (6.25)
The second case is when the non-trivial loop cannot be pulled out of the
surface. In this case begin with the surface Σg−1,n+2 and put a Wilson loop
on one its boundaries, say the n + 1’th. The kernel for this is
KPΣg−1,n+2,γ(θ1, . . . , θn+2, ǫ;m) = exp (2πimθn+1)K
P
Σg,n+2
(θ1, . . . , θn+2, ǫ) .
(6.26)
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The result we are looking for is obtained by convoluting the n+ 1 boundary
component with the n+ 2, which lowers the boundary components by 2 but
raises the genus by 1 and at the same time introduces a non-contractible
Wilson loop into the surface. We get∫ 1
0
dθKPΣg−1,n+2,γ(θ1, . . . , θn, θ,−θ, ǫ;m)
=
∫ 1
0
dθ exp (2πimθn+1)K
P
Σg,n+2
(θ1, . . . , θn, θ,−θ, ǫ)
=
∫ 1
0
dθ exp (2πimθn+1)K
P
Σg,n(θ1, . . . , θn, ǫ)
= δm,0K
P
Σg,n(θ1, . . . , θn, ǫ) . (6.27)
This generalises the result that, for closed manifolds, non-trivial Wilson loops
have trivial expectation values (5.1).
Wilson Points
It is clear that the expectation value of Wilson points on an arbitrary
surface is obtained by convoluting surfaces with more boundaries with discs
that have the Wilson points in them. So for us the expectation value of some
Wilson points on the disc is adequate. The calculation is exactly the same
as for the closed surfaces in the previous section. We get for n such points
with charges qi
Ψ(θ +
n∑
i=1
qi, ǫ) . (6.28)
This result may be understood from the canonical quantization point of view.
φ is the canonical conjugate momentum to A, so its action on θ is by differ-
entiation, that is
iφθ = 2π . (6.29)
In terms of operators the expectation value of the Wilson points on the disc
takes the form
exp
(
n∑
i=1
i
2π
qiφ(xi)
)
Ψ(θ, ǫ)
= exp
(
n∑
i=1
qi
∂
∂θ
)
Ψ(θ, ǫ)
= Ψ(θ +
n∑
i=1
qi, ǫ) . (6.30)
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Consistency Checks
The next thing we check is the proper behaviour of the kernels KΣg,n
under the operation of glueing surfaces along boundaries. Again, in view of
(6.15) and (6.20), it is quite sufficient to check this in the particular case
of two cylinders C1 and C2 glued along a common boundary γ1 to form a
cylinder C with A(C) = A(C1) + A(C2), or ǫ = ǫ1 + ǫ2. Writing ∂C1 =
γ0 + γ1, ∂C2 = γ1 + γ2 one has ∂C = γ0+ γ2 = γ0 + γ1 − γ1 + γ2, so that we
expect KC to be given by
KC(θ1, θ2, ǫ) =
∫ +∞
−∞
dθKC1(θ1, θ, ǫ1)KC2(−θ, θ2, ǫ2) , (6.31)
and using (6.9) and (6.20) this can easily be verified explicitly. Mutatis
mutandis (6.31) is valid for the glueing of any two surfaces to form a surface
with n > 0 boundaries. It is also possible to consider the joining of two
boundaries of a surface, Σg,n+2 → Σg+1,n. In general this is described by
a formula similar to (6.31) (which we used in the calculation of expectation
values), but due to the linear and additive way in which the holonomies enter
into (6.20) in the Abelian case, this simply results in
KΣg+1,n(θ1, . . . , θn, ǫ) = KΣg,n+2(0, 0, θ1, . . . , θn, ǫ) , (6.32)
(and analogously for KP ).
Any other more complicated calculation can be reduced to a combination
of the three examples discussed above.
7 Partition Function In Yang-Mills Theory
For U(1) gauge theory, we were able to evaluate the partition function on an
arbitrary genus surface directly. The global information about the trivializing
map was straightforward to encode. For trivial bundles, this amounted to
the observation that
∫
Σg FA =
∫
Σg dA = 0, so that
∫
Σg ξ = 0. This is a
gauge invariant condition. For SU(n) bundles (or trivial U(n) bundles) we
would also expect a condition of the form
∫
Σg dA
a = 0 but this is clearly not
gauge invariant and it is far from obvious what one should take to be the
non-Abelian generalization of
∫
Σg FA = 0.
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On manifolds with boundary, however, all the information that was re-
quired of the trivialzing map, for the U(1) theory, had to do with gauge
invariant boundary data. By glueing manifolds with boundary together, it
was possible to arrive at the results for the compact closed manifolds. There
is a direct non-Abelian generalization of this. Indeed it is enough to know
the result for the disc so as to generate the results on arbitrary Riemann
surfaces, with or without boundary. Recall that identifying the sides of a cut
Riemann surface gives back the original Riemann surface. A cut Riemann
surface is just a disc.
In this section we restrict our attention to Lie groups which are compact,
connected and simply connected. All of the results obtained will be in terms
of group representation theory. The set of equivalence classes of irreducible
unitary representations of G is denoted by Gˆ. For λ ∈ Gˆ, we denote by
d(λ) the dimension of the representation, χλ the character (normalised by
χλ(1) = d(λ)) and by c2(λ) the quadratic Casimir invariant of λ. We use
various properties of the characters that are treated in detail in, for example,
[45, 46].
The Wave Function On The Disc
Let γ = ∂D be the boundary of a disc D (γ ∼ S1). Just as for the U(1)
theory, the only gauge invariant degree of freedom of a gauge field on the
circle is its holonomy. Choosing the boundary condition to be P exp (
∮
γ A) =
g1 ∈ G (modulo conjugation, i.e. gauge transformations of A), our task is to
compute the path integral
KD(g1, A(D)) ≡
∫
Φ
eL δ(Pe
∮
γ
A
, g1) . (7.1)
We need to specify the delta function that appears in (7.1) and which is
some delta function on the group G. There are two possibilities. The first is
to use the delta function of L2(G), given in the spectral representation by
δ˜(g, h) =
∑
λ∈Gˆ
d(λ)χλ(g
−1h) . (7.2)
With this choice of delta function, the path integral (7.1) is not manifestly
conjugation invariant but, as the result turns out to be, use of (7.2) is suffi-
cient for our present purposes. We can however build in conjugation invari-
ance from the outset by using the delta function δ(g, h) on the space L2(G)G
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of conjugation invariant functions (class functions),
δ(g, h) =
∑
λ∈Gˆ
χλ(g
−1)χλ(h) , (7.3)
related to δ˜(g, h) by
δ(g, h) =
∫
G
dg′δ˜(g, g′hg′−1) , (7.4)
as a consequence of the relation∫
dgχλ(xgyg
−1) = d(λ)−1χλ(x)χλ(y) . (7.5)
The group measure is normalised here so that the group volume is one∫
G
dg = 1 . (7.6)
Some consequences of changing this are explored later in this section.
In the case of surfaces with more than one boundary component, the use
of (7.3) actually becomes mandatory if one wants to work with the gauge
fixed path integral and retain conjugation invariance, as explained in [32].
So here we will use the second alternative, though for the disc both delta
functions lead to the same results.
The boundary data is given in terms of the gauge potential. We need
to specify it in terms of the field strength. Using the non-Abelian Stokes’
theorem, this is possible in general on the disc and is explained in appendix
B. The part we need is that the Schwinger-Fock gauge
xµAaµ = 0 , (7.7)
allows us to express the gauge field in terms of the field strength
Aaµ(x) =
∫ 1
0
ds sxνF aνµ(sx) . (7.8)
The trivializing map is available, with Ga(A) = xµAaµ, so that we obtain
KD(g1, ǫ)
=
∫
DξDφ exp
(
1
4π2
∫
Σg
iT rφξ +
ǫ
8π2
∫
Σg
Trφ ∗ φ
) ∑
λ∈Gˆ
χλ(g
−1)χλ(g1) ,(7.9)
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with g = P exp
(∫
γ A
)
and A expressed in terms of ξ through (7.8).
Let us now assemble the techniques that will go into computing (7.1).
It will be convenient to replace the path ordered exponential in (7.1) by a
quantum mechanics amplitude, namely
χλ
(
P exp
∮
γ
A
)
=
∫
DηDη¯ exp
(
i
∫ 1
0
dt[η¯i(t)η˙i(t)
−iAaµ(γ(t))γ˙µ(t)(η¯λaη)(t)]
)
η¯i(1)ηk(0)δik , (7.10)
where ηk and η¯k, k = 1, . . . , d(λ) are Grassmann variables (with the ob-
vious generalization to traces of the form χλ(Pe
∮
γ
A
g), g ∈ G) and where
(η¯λaη)(t) = η¯i(t)λaikη
k(t). A short proof of (7.10) uses the fact that the
fermion propagator in one dimension is
∫
DηDη¯ exp
(
i
∫ 1
0
dtη¯i(t)η˙i(t)
)
η¯i(s)ηj(0) = δijθ(s) .
Together with the change of variables
ηi(t) →
[
P exp (
∫ t
0
Aaµλ
aγ˙µds)
]
ij
ηj(t) ,
η¯i(t) → η¯j(t)
[
P exp (
∫ 0
t
Aaµλ
aγ˙µds)
]
ji
,
(path ordering is done from the lower end of the integral to the upper re-
gardless of which is greater) this can be seen to imply (7.10).
Using the Schwinger-Fock gauge allows us to write
∫ 1
0
dtAaµ(γ(t))
γµ(t)
dt
(η¯λaη)(t)
=
∫ 1
0
dt
∫ 1
0
dsξaνµsγ
ν dγ(t)
dt
(η¯λaη)(t)
=
∫ 1
0
dt
∫ 1
0
dsξaνµ
d(sγµ)
dt
d(sγν)
ds
(η¯λaη)(t)
=
∫
D
ξa(η¯λaη)(t) , (7.11)
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with the local polar coordinates on the disc given by sγ(t). To evaluate (7.9),
we first perform the Gaussian integrals,
∫
DξDφ exp
(
1
4π2
∫
D
iT rφξ +
ǫ
8π2
∫
D
Trφ ∗ φ− i
∫
D
ξa(η¯λaη)(t)
)
= exp
(
2π2ǫ
∫ 1
0
dt(η¯λaη)(t)(η¯λaη)(t)
)
, (7.12)
which then leaves us with the task of evaluating the fermionic integral
∫
DηDη¯ exp
(
i
∫ 1
0
dtη¯k(t)η˙k(t) + 2π2ǫ
∫ 1
0
dt(η¯λaη)(t)(η¯λaη)(t)
)
η¯i(1)ηk(0) .
In a direct calculation for the cylinder [32], one encounters a slight general-
ization of this, namely
∫
DηDη¯ exp
(∫ 1
0
dt[iη¯k(t)η˙k(t) + ρa(t)(η¯λaη)(t)]
+2π2ǫ
∫ 1
0
dt(η¯λaη)(t)(η¯λaη)(t)
)
η¯i(1)ηk(0) . (7.13)
These integrals can be calculated order by order in perturbation theory, but
in appendix D we have given a simple derivation of the result
(7.13) = exp
(
−2π2ǫc2(λ)
)
[P exp
(∫ 1
0
dtρ(t)
)
]ik . (7.14)
Combining this with (7.10) and (7.2) or (7.3), we finally arrive at the equation
for the kernel (wave function) on the disc (7.9),
KD(g1, ǫ) =
∑
λ∈Gˆ
d(λ)χλ(g1) exp
(
−2π2ǫc2(λ)
)
. (7.15)
The Two Sphere
KD can be used to compute the partition function of Yang-Mills theory
on S2 as well as expectation values of Wilson loops. Considering S2 as the
union of two discs,
S2 = D1 ∪γ D2 , ∂D1 = ∂(−D2) = γ ,
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we see that we can write ZS2 as
ZS2(ǫ) =
∫
G
dgKD1(g, ǫ1)KD2(g
−1, ǫ2) , (7.16)
(the inverse g−1 being due to the opposite orientation of ∂D2). That dg, up
to some overall constant, is the correct measure to use can be seen from the
change of variables A→ P exp ∫γ A on γ. Using the orthonormality∫
G
dgχλ(g)χµ(g) =
∫
G
dgχλ(g)χµ(g
−1) = δλ,µ (7.17)
of the characters this becomes
ZS2(ǫ) =
∑
λ∈Gˆ
d(λ)2 exp
(
−2π2ǫc2(λ)
)
, (7.18)
where ǫ = ǫ1 + ǫ2 (this is the statement that A(S
2) = A(D) + A(D′)).
We are now in a position to determine the correct constraint on the field
ξ that is needed so as to define the trivializing map directly on the sphere.
The required constraint can be deduced from inserting the definition (7.1) of
the kernel on the disc into (7.16). Doing this, one finds (the connection A
should again be thought of as being expressed in terms of ξ via (3.30))
ZS2(ǫ) =
∫
Dξ exp
(
+
1
8π2ǫ
∫
S2
Trξ ∗ ξ
)
δ
(
P exp (−
∮
∂D
A), P exp (−
∮
∂D′
A)
)
.
(7.19)
This constraint expresses the requirement that the holonomies of A along
∂D1 and ∂(−D2) are equal up to conjugation.
We should like to express this in a form which makes transparent what
the condition on ξ is. Via the non-Abelian Stokes’ theorem (details may be
found in appendix B), the path ordered exponential entering (7.19) can be
written as
P exp (−
∮
∂D1
A) = P exp (−
∫
D1
ξ) . (7.20)
We therefore obtain
ZS2(ǫ) =
∫
Dξe(+
1
8π2ǫ
∫
S2
Trξ∗ξ)δ
(
P exp (−
∫
D1
ξ)P exp (−
∫
D2
ξ)
)
.
(7.21)
53
The splitting of S2 into D1 and D2 is arbitrary here and for any other choice
of disc and complement this formula remains correct.
The Cylinder
With this example we come to the heart of the matter. It is possible
to quite straightforwardly, following closely the analysis for the disc, derive
from scratch the partition function for the cylinder C [32]. However, such a
direct approach is difficult to implement in the case of higher genus surfaces,
or for surfaces with more boundary components. For that reason we will
now give an evaluation of the partition function on the cylinder which is
based on nothing but the kernel for the disc (7.15) and the fact that KC
can depend only on the holonomies along the boundaries and the area A(C).
These considerations will be seen to generalize directly to any surface.
We deform the disc to a rectangle with the same area with edges a, b, c and
d, that is, we view it as the cut surface of the torus or of the cylinder. This
is as in figure 2, where c is the a−1 cycle and d is taken to be the b−1 cycle.
Write the holonomy g1 around the boundary of D as g1 = gagbgcgd (this is
possible as the holonomy is a path ordered exponential and can therefore be
written as the product of the group elements obtained from going along a,
then along b, etc.). Identifying the edges a and c (with opposite orientation)
now amounts to setting gc = g
−1
a and integrating. Figures 5a and 5b give two
ways of visualising this. Using (7.5) and (7.15), we find
KC(gb, gd, ǫ) =
∫
G
dgaKD(gagbg
−1
a gd, ǫ)
=
∫
G
dga
∑
λ∈Gˆ
d(λ)χλ(gagbg
−1
a gd) exp
(
−2π2ǫc2(λ)
)
=
∑
λ∈Gˆ
χλ(gb)χλ(gd) exp
(
−2π2ǫc2(λ)
)
, (7.22)
which agrees with the more simple minded approach in [32]. We should em-
phasise that this proceedure works, as Yang-Mills theory in two dimensions
is invariant under area preserving deformations.
There are a number of checks that can be made on this result. One
we mention here has to do with the axiomatic approach to topological field
theory. It is always possible to think of a genus g Riemann surface as a genus
g1 disc glued to one end of a cylinder and a genus g2 disc glued at the other
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end, with g = g1+ g2. Think of the discs as generating states in the physical
Hilbert space. The cylinder then has the interpretation of an inner product
between the ‘incoming’ genus g1 state and the ‘outgoing’ genus g2 state. In
the topological limit ǫ→ 0, (7.22) becomes
∑
λ∈Gˆ
χλ(gb)χλ(gd) , (7.23)
which is what we would expect. This simply says that the holonomies on the
left and right discs have to match up to conjugation. If we Fourier transform,
this is clear
Cnm =
∫
G
dgb
∫
G
dgdχ¯n(gb)χ¯m(gd)
∑
λ∈Gˆ
χλ(gb)χλ(gd)
= δnm . (7.24)
Another direct check of the method is to glue a disc to the d end of the
cylinder, which yields a disc, and to see if this reproduces the kernel for the
disc (7.15). This indeed occurs
∫
G
dgd
∑
µ
χµ(g
−1
d ) exp
(
−2π2ǫ1c2(µ)
) ∑
λ∈Gˆ
χλ(gb)χλ(gd) exp
(
−2π2ǫ2c2(λ)
)
=
∑
λ∈Gˆ
χλ(gb) exp
(
−2π2ǫc2(λ)
)
, (7.25)
with ǫ = ǫ1 + ǫ2. Other tests may be found in [32].
The Pants
Does the same method allow us to calculate the kernel for the ‘pair of
pants’ Σ0,3? Indeed it does. In figure 6 we have exhibited one possible cut
Riemann surface of the pants. Once more express the holonomy around
the boundary of the disc as the product of the holomies of the eight edges.
From the figure we see that it is enough, once we visualize the cylinder as
a rectangle (disc) with a hole as in figure 5, to identify the marked edges,
call them a and a−1, as above. Thus, to obtain KΣ0,3 , all we have to do is
calculate ∫
dgaKC(gag1g
−1
a g2, g3, ǫ) , (7.26)
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and, using (7.22) and (7.5), this becomes
KΣ0,3(g1, g2, g3, ǫ) =
∑
λ∈Gˆ
d(λ)−1χλ(g1)χλ(g2)χλ(g3) exp
(
−2π2ǫc2(λ)
)
.
(7.27)
Again one may check that glueing a disc to any of the ends reproduces the
kernel for the cylinder.
Extension To Σg,n
Knowing the kernel of the ‘pants’ and the rules for joining boundaries and
glueing surfaces it is now a simple matter to deduce from (7.27) the general
formulae
KΣg,n(g1, . . . , gn, ǫ) =
∑
λ∈Gˆ
d(λ)2−2g−nχλ(g1) . . . χλ(gn) exp
(
−2π2ǫc2(λ)
)
,
(7.28)
and
ZΣg(ǫ) =
∑
λ∈Gˆ
d(λ)2−2g exp
(
−2π2ǫc2(λ)
)
. (7.29)
It is rather remarkable that, in a sense, the basic building block of Yang-
Mills theory in two dimensions is not the kernel (7.27) of the ‘pants’ but
rather that of the disc (7.15). This can be understood as a consequence of
the fact that the theory is not only almost topological in the above sense but
also a gauge theory.
Note that in (7.28,7.29) the power of d(λ) is always the Euler number
2−2g−n of Σg,n. That it is precisely this function of g and n which appears
is of course no coincidence. Compatibility of (7.28,7.29) with the operations
of joining 2b boundaries of a surface Σg,n,
Σg,n → Σg+b,n−2b ,
and of glueing two surfaces Σg,n amd Σg′,n′ along b boundaries,
(Σg,n,Σg′,n′)→ Σg+g′+b−1,n+n′−2b ,
requires the putative power p(g, n) of d(λ) to satisfy
p(g, n) = p(g + b, n− 2b)
p(g, n) + p(g′, n′) = p(g + g′ + b− 1, n+ n′ − 2b) (7.30)
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and this fixes p(g, n) uniquely (up to a scale) to be p(g, n) = 2−2g−n. The
scale can then be determined by computing e.g. the kernel on the disc (7.15)
or the partition function of the two-sphere (7.18).
volM(Σg, SU(2))
We specialise to the case that the structure group is SU(2). Setting ǫ = 0,
in the partition function (7.29), we get
volM(Σg, SU(2)) ∼
∑
λ∈SU(2)
d(λ)2−2g . (7.31)
The irreducible representations of SU(2) are labeled by the positive integers
n and the dimension of the n’th unitary irreducible representation is n + 1.
There is a simple formula for
∞∑
n=0
(n+ 1)2−2g , (7.32)
obtained by passing to the Riemann zeta function
ζ(s) =
∞∑
n=1
n−s , Re(s) > 0 . (7.33)
Thus we are interested in ζ(2g − 2), which is related to the Bernoulli poly-
nomial B2g−2 by
ζ(2g − 2) = (2π)
2g−2
2(2g − 2)! | B2g−2 | , (7.34)
our tentative expression for the volume being
volM(Σg, SU(2)) ∼ ζ(2g − 2)
=
(2π)2g−2
2(2g − 2)! | B2g−2 | . (7.35)
This result is quite good. The volume of the moduli space is known, for
example by making use of Verlinde’s formula, and is
volM(Σg, SU(2)) = 2ζ(2g − 2)
(2π2)g−1
. (7.36)
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The factor of 2 discrepency between (7.35) and (7.36) is accounted for by
noting that the centre of SU(2) is Z2 which has order 2, this being one of
the factors we had previously mentioned but omitted to carry around. The
factor (2π2)g−1 has a partial explanation in terms of our inability to fix the
normalisation of the group integral used in the glueing rule. The exponent
g−1 is determined in this way but why it is 2π2 and not some other constant
is difficult to ascertain.
Standard Renormalizations
There are two obvious source of arbitrariness in our calculations, thus
far, which we would now like to control. They have the same source, namely,
that we are not sure of the normalisation of the path integral measure. The
first is that the wavefunction or kernel on the disc should be multiplied by
an arbitrary constant κ. The second is that we are also unable to fix the
correct group measure in our glueing rules, so let it be ρ times the one thus
far used.
We derive some consistency rules. If we glue two discs together, D1 and
D2, along one common edge to reproduce a new disc D, then the convolution
of the kernels on the two discs should give the kernel on the new disc. This is
the case for the kernel (7.15) with group volume normalised to unity. With
the new normalisations we would have,
κDKD(ǫ) = κD1κD2ρKD(ǫ) , (7.37)
which serves to fix the dependence of κ and ρ on the parameters that are
in the theory. If κ is area dependent, then it must be exponential, so set
κD = exp (v + bA(D)). Consistency is achieved if ρ = exp−v. If we demand
the scaling symmetry that relates the coupling constant to the area, then
bA(D) should be replaced by uǫ for some u. The net effect of this factor is
to multiply all of the previously derived kernels and partition functions by
exp uǫ. In the topological limit this term plays no role.
We would like to work out the dependence on exp v for arbitrary kernels.
The way we do this is to begin with the kernel on a surface of genus zero
with n boundaries, glue on a disc and demand it yields the kernel on the zero
genus surface with n−1 boundaries. It is not difficult to see that all of these
kernels are given by (7.28) with g = 0 multiplied by exp v. Higher genus
surfaces are obtained in the normal manner. Indeed for a closed manifold
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the result depends on the genus only and is exp v(2− 2g) times our previous
result (7.29).
The ability to redefine the theory, by the introduction of the parameters
u and v, may be viewed as the normal ambiguity one faces in using different
regularizations in any field theory. Changing the values of u and v amounts
to renormalization and Witten has dubbed these variations, ‘standard renor-
malizations’. The factor (2π2)1−g, for example, may be obtained on setting
v = 1
2
ln(2π2). These considerations show, that if we know the volume of the
moduli space of flat connections for one surface (with g ≥ 2), then all the
factors may be fixed. The Torus will not do, as exp v(2− 2g) = 1, while for
the sphere we run into ζ(−2) = 0.
7.1 Expectation values of Observables
For the case of the cohomological theories, with non-Abelian groups, we saw
that it is enough to know the partition function in order to evaluate the
observables of interest. So here we concentrate on the observables that are
intrinsic to the BF theory, namely Wilson loops and Wilson points. The
situation is quite unlike the Abelian case as here the Wilson loops are most
certainly not trivial.
With the general formula (7.28) for K(Σg,n) and the rules for glueing
surfaces and joining boundaries at our disposal, it is rather straightforward
to compute expectation values of Wilson loops (the generalization to correla-
tion functions of several non-intersecting loops being immediate). There are
three different types of non-selfintersecting loops to consider, contractible
(homotopically trivial) loops, non-contractible homologically trivial loops,
and homologically non-trivial loops. As it is really homology and not homo-
topy that matters, the first is actually a special case of the second type, but
for simplicity we will treat them separately.
Contractible Loops
Expectation values of contractible loops on a surface Σg can be computed
by glueing a disc Σ0,1 and a Σg,1 with a Wilson loop on the boundary. We
do the calculation for a Wilson loop on the two-sphere. We want to compute
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the expectation value
〈χµ
(
P exp (
∮
γ
A)
)
〉S2 . (7.38)
We split S2 along γ into two discs D1 and D2 and put a Wilson loop on the
boundary of D1 before glueing D1 and D2 together again. In equations this
amounts to computing
〈χµ
(
P exp (
∮
γ
A)
)
〉S2,ǫ =
∫
G
dgKD1(g, ǫ1)χµ(g)KD2(g
−1, ǫ2) . (7.39)
In order to calculate this we make use of one further property of characters,
namely that
χλ(g)χµ(g) = χλ⊗µ(g) ≡
∑
ρ∈λ⊗µ,ρ∈Gˆ
χρ(g) . (7.40)
Then we find
〈χµ
(
P exp (
∮
γ
A)
)
〉S2,ǫ =
∑
λ∈Gˆ
∑
ρ∈λ⊗µ
d(λ)d(ρ) exp
(
−2π2ǫ1c2(λ) − 2π2ǫ2c2(ρ)
)
(7.41)
for the unnormalized expectation value of a Wilson loop on S2.
To get the result on a general surface one replaces KD2 in (7.39) by
KΣg,1(ǫ). Using the multiplicative property (7.40) of characters we thus find
〈χµ
(
P exp (
∮
γ
A)
)
〉Σg,ǫ
=
∫
G
dgKD(g, ǫD)χµ(g)KΣg,1(g
−1, ǫΣg,1)
=
∑
λ∈Gˆ
∑
ρ∈λ⊗µ
d(λ)d(ρ)1−2g exp
(
−2π2(ǫDc2(λ) + ǫΣg,1c2(ρ))
)
. (7.42)
In the topological limit this is
∑
λ∈Gˆ
∑
ρ∈λ⊗µ
d(λ)d(ρ)1−2g , (7.43)
which because of the flatness condition should be d(µ) times the partition
function.
Non-contractible Homologically Trivial Loops
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These types of loops exist on surfaces of genus > 1 and cut a surface
Σg′+g into a Σg′,1 and a Σg,1. Thus the only difference to the example above
is that we have to replace D in (7.42) by Σg′,1. This gives the result
〈χµ(Pe
∮
γ
A
)〉Σg+g′
=
∑
λ∈Gˆ
∑
ρ∈λ⊗µ
d(λ)1−2g
′
d(ρ)1−2g exp
(
−2π2(ǫΣg′,1c2(λ) + ǫΣg,1c2(ρ))
)
,(7.44)
which reduces to (7.42) for g′ = 0.
Homologically Non-Trivial Loops
Not unexpectedly the formulae in this case turn out to be slightly more
complicated than (7.42,7.44). The required operation is now not that of
glueing two surfaces together but rather that of joining the two boundaries
of a Σg−1,2 with a loop in between. In equations this amounts to calculating
〈χµ
(
P exp (
∮
γ
A)
)
〉Σg,ǫ
=
∫
G
dg
∑
λ∈Gˆ
d(λ)2−2gχλ(g)χµ(g)χλ(g
−1) exp
(
−2π2ǫc2(λ)
)
=
∑
λ∈Gˆ
∑
ρ∈λ⊗µ
d(λ)2−2gδλρ exp
(
−2π2ǫc2(λ)
)
. (7.45)
This means that a representation λ ∈ Gˆ will only contribute to the sum
if it appears again in the decomposition of λ ⊗ µ. Let mµ(λ) denote the
multiplicity of λ in λ⊗ µ. Then
〈χµ
(
P exp (
∮
γ
A)
)
〉Σg,ǫ =
∑
λ∈Gˆ
d(λ)2−2gmµ(λ) exp
(
−2π2ǫc2(λ)
)
. (7.46)
For SU(2), two extreme cases are represented by choosing µ to be a half-
integer spin representation or the spin one representation. If µ is half-integer,
then for no value of λ will λ reappear in λ⊗ µ, so that we have the general
result that for a homologically non-trivial loop γ
〈χn+ 1
2
(
P exp (
∮
γ
A)
)
〉Σg,ǫ = 0 .
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On the other hand if µ = 1, then mµ(λ) = 1 ∀λ ∈ Gˆ and thus all represen-
tations will contribute to the sum in (7.46),
〈χµ=1
(
P exp (
∮
γ
A)
)
〉Σg,ǫ =
∑
λ∈Gˆ
d(λ)2−2g exp
(
−2π2ǫc2(λ)
)
= ZΣg(ǫ) . (7.47)
In the topological limit this gives back the volume of the moduli space.
The results of this section can of course also be used to calculate corre-
lation functions of several non-intersecting Wilson loops. The intersecting
case is more difficult but can be dealt with at the level of the fermionic path
integral representation (7.10).
Wilson Points
Let us work directly in the topological limit. In this case the position
of the Wilson points makes no difference to the result, so on the genus g
Riemann surface we may as well consider all Wilson points to lie in a disc.
We proceed in the by now familiar fashion. We calculate the insertion of the
Wilson points on the disc and then we glue this to Σg,1 to recover the result
on Σg. We content ourselves with one insertion. The general case is a simple
extension.
We wish to calculate∫
DξDφ exp
(
1
4π2
∫
D
iφξ
)
TrR exp (iqφ)
∑
λ∈Gˆ
χλ(g1)χλ(P exp (
∮
A)) ,
(7.48)
on the disc and to do it we use the fermionic representations of the Wilson
points (3.46). The integral over φ restricts ξ to satisfy (3.49), which tells us
that χλ(P exp
∮
A) does not depend on the loop. The path integral reduces
to
< 0 | η¯i ∑
λ∈Gˆ
χλ(g1)χλ(exp qη.R.η¯)ηi | 0 >
=
∑
λ∈Gˆ
χλ(g1)TrRTrλ exp (qR
a ⊗ λa) , (7.49)
and I leave it to the reader to disentangle this.
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8 Instantons on complex Ka¨hler surfaces
There are natural generalizations of the two dimensional theories that we
have considered. These involve the moduli spaces of Einstein-Hermitian
structures [47] and of semi-stable holomorphic bundles [48]. Here we will
content ourselves with a brief application to the moduli space of instantons
over four dimensional Ka¨hler manifolds (complex Ka¨hler surfaces).
Any two form Φ on an orientable four manifold may be decomposed into
its self-dual and anti-self-dual pieces
Φ+ =
1
2
(1 + ∗)Φ , Φ− = 1
2
(1− ∗)Φ , (8.1)
by virtue of the fact that ∗2 = 1 so that 1
2
(1 ± ∗) are projection operators.
Thus the space of two forms Ω2(M) decomposes as
Ω2(M) = Ω2+(M)⊕ Ω2−(M) . (8.2)
Extending this to Lie algebra valued forms we have the decomposition
Ω2(M,LieG) = Ω2+(M,LieG)⊕ Ω2−(M,LieG) . (8.3)
In terms of this decomposition, the curvature tensor FA of a connection on
a bundle over M may likewise be split and a connection is said to be anti-
self-dual (ASD) if
F+A = 0 . (8.4)
An ASD connection is an anti-instanton.
On a complex manifold there is a second decomposition of Ω2(M,LieG)
available,
Ω2(M,LieG) = Ω(2,0)(M,LieG)⊕Ω(1,1)(M,LieG)⊕Ω(0,2)(M,LieG) . (8.5)
The grading (i, j) refers to the holomorphic and anti-holomorphic degrees so
that, for example,
Fz1z2dz1dz2 ∈ Ω(2,0)(M,LieG) ,
Fz¯1z¯2dz¯1dz¯2 ∈ Ω(0,2)(M,LieG) ,
Fziz¯jdzidz¯j ∈ Ω(1,1)(M,LieG) . (8.6)
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Furthermore, if the manifold M is Ka¨hler then it comes complete with a
non-degenerate closed two form ω of type (1, 1) so that there is a further
refinement
Ω(1,1)(M,LieG) = Ω
(1,1)
0 (M,LieG)⊕ Ω0(M,LieG).ω , (8.7)
where Ω
(1,1)
0 (M,LieG) consists of the (1, 1) two forms that are pointwise
orthogonal to ω. Ω0(M,LieG).ω is meant to indicate the component of the
two form along the Ka¨hler form times the Ka¨hler form.
The complex decomposition and the duality decomposition of Ω2(M,LieG)
are related by
Ω2+(M,LieG) = Ω
(2,0)(M,LieG)⊕ Ω0(M,LieG).ω ⊕ Ω(0,2)(M,LieG) ,
Ω2−(M,LieG) = Ω
(1,1)
0 (M,LieG) . (8.8)
Anti-Instanton Moduli Space
The ASD connections using the Riemannian structure of the four manifold
are, as we have seen, compactly written in terms of one equation
F+A = 0 . (8.9)
In terms of the Ka¨hler structure of the manifold, the ASD connections are
specified by three equations, the first two being
F
(2,0)
A = 0 , F
(0,2)
A = 0 , (8.10)
while the third (FA, ω) = 0, is neatly written as
FAω = 0 =
1
2
(FA, ω)ω
2 . (8.11)
The space of connections that satisfy the equations (8.10) is denoted A(1,1).
Topological Field Theory For ASD Instantons
As FAω is a four-form, we may integrate it over the manifold. This
suggests that we take as an action the obvious generalization of the two
dimensional action namely
i
4π2
∫
M
Tr
(
φFAω +
1
2
ψψω
)
+
ǫ
8π2
∫
M
Trφ2ω2 , (8.12)
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where we have already included a term to take care of possible φ zero
modes. In order to impose the other two conditions (8.10), we need to in-
troduce two more Grassmann even fields B(2,0) ∈ Ω(2,0)(M,LieG), B(0,2) ∈
Ω(0,2)(M,LieG) and two Grassmann odd fields χ(2,0) ∈ Ω(2,0)(M,LieG), χ(0,2) ∈
Ω(0,2)(M,LieG). These are given the following transformation rules
δχ(2,0) = B(2,0) , δB(2,0) = [χ(2,0), φ] ,
δχ(0,2) = B(0,2) , δB(0,2) = [χ(0,2), φ] , (8.13)
so that δ continues to enjoy the property δ2Φ = LφΦ.
We add to the action the following δ exact term
δ
∫
M
Tr
(
χ(2,0)F
(0,2)
A + χ
(0,2)F
(2,0)
A
)
=
∫
M
Tr
(
B(2,0)F
(0,2)
A +B
(0,2)F
(2,0)
A
−χ(2,0)(dAψ)(0,2) + χ(0,2)(dAψ)(2,0)
)
. (8.14)
Integration over the fields B(2,0) and B(0,2) forces the gauge fields to sat-
isfy (8.10) so that the path integral over A is restricted to A(1,1). Likewise
integration over the χ forces the ψ to be tangents to A(1,1).
The path integral that we have is then an interesting mixture of two types
of topological field theories. These correspond to the two types of fixed point
theorems that are available. The first part of the action (8.12), just as in
the two dimensional theories, is a Duistermaat-Heckman type action. The
second term (8.14) is of the Matthai-Quillen form.
The analogy with the two dimensional version may be pushed further.
The critical points of (8.12), taking into account (8.10) are Yang-Mills con-
nections. We can see this by noting that on A(1,1), FAω is essentially F+A ,
so that on eliminating φ we produce an action which is, up to an additive
constant, the Yang-Mills action.
One more point worthy of note is the relationship between the theory
presented here and Donaldson theory (in Ka¨hler form). These are related to
each other in the same way as the old and new versions of the cohomological
field theory in two dimensions as described at the end of section 4.
Observables
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For the case at hand, we may generalise the descent equation (4.15) to
(d+ δ)Tr(FA + ψ + φ)
nωm = 0 , (8.15)
as ω is annihilated by both d and δ. The topological observables are (products
of) integrals over some cycles in M of Tr(FA + ψ + φ)
nωm, with the form of
appropriate degree picked out, which we write as
∫
γ
Tr(FA + ψ + φ)
nωm . (8.16)
But what does ‘topological’ in this case refer to? The theory described
by the combined action, (8.12) and (8.14), has an explicit dependence on
the Ka¨hler form ω as do the observables (8.16). However, in this setting,
the theory should depend not on ω but rather on its cohomological class
[ω] ∈ H(1,1)(M). This means that ω and ω+dK, with dK ∈ Ω(1,1)(M), should
lead to the same results for the ‘topological’ observables. The difference of
(8.16) evaluated with ω and evaluated with ω + dK is of the form
∫
γ
Tr(FA + ψ + φ)
ndX , (8.17)
for some X. Up to a sign this is
δ
∫
γ
Tr(FA + ψ + φ)
nX , (8.18)
so that the difference is BRST exact and vanishes in the path integral4. This
derivation goes half way to showing that the action only picks up δ exact
pieces, as we vary ω in its class, for (8.12) is exactly a combination of terms
of the type (8.16). As (8.14) is in any case δ exact we are done. This
establishes that the invariants will depend only on [ω].
There is the related issue of the dependence of the invariants and of the
action on the complex structure of M . An analysis of this issue is possible
along lines similar to that of the dependence on the (almost) complex struc-
ture for the action of the topological sigma models [49]. I will forgo this
here.
4 Notice that this derivation needs only that dK ∈ Ω2(M).
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Observables And The Partition Function
The simplest observable is the path integral, with action the sum of (8.12)
and (8.14). For simplicity, consider the case where H2A = 0, that is where
there are no zero modes at all of B, χ or φ. The B(2,0) and χ(2,0) integrals
give us
δ(F
(2,0)
A )δ((dAψ)
(2,0)) , (8.19)
which, off the zero set and around a prefered connection A0 ∈ A(1,1), A =
A0 + a, becomes
δ((dA0a)
(2,0))δ((dA0ψ)
(2,0)) = δ(a(2,0))δ(ψ(2,0)) . (8.20)
The determinants will exactly cancel (at the end of the day), up to a sign
which is not indicated. The sign, however, is irrelevant, for when we take into
account the (0, 2) contributions we will obtain the same sign which squares
to unity. The path integral is now over the (co-)tangent bundle of A(1,1),
with the action given by (8.12).
We may set ǫ = 0 with impunity and we do so. The partition function
is then equal to the symplectic volume of the moduli space. This establishes
that the simplest of Donaldsons invariants is not zero (indeed is positive).
In the remainder we relax slightly the condition that H2A = 0 and allow
for the “obstruction” space H2A to be made up entirely of H
0
Aω. In other
words, we allow for φ zero modes (reducible connections) but not for B or
χ zero modes. The B and χ fields may be integrated out as before and the
partition function of interest is
ZM(ǫ) =
∫
TA(1,1)
Dφ exp
(
i
4π2
∫
M
Tr(φFω +
1
2
ψψω) +
ǫ
8π2
∫
M
Trφ2ω2
)
.
(8.21)
We do not evaluate this partition function, but rather can express other
observables in terms of it. The easiest examples are the expectation values
of products of O0. One may follow line for line the steps in (4.26) and (4.27)
to obtain a formula in terms of the differentiation of the partition function
with respect to ǫ.
If we could follow the steps of the two dimensional theory to calculate
the partition function, we would be able to go a long way towards evaluating
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many of the Donaldson invariants of these moduli spaces. Unfortunately our
technology at the moment seems to be not up to this task. The boundaries of
four-manifolds being three-manifolds makes the specification of the boundary
data rather more involved. In this context the work of Donaldson on the
boundary value problem for Yang-Mills fields may be helpful [50].
A Conventions
Lie Algebra Valued Fields
When, in the text, a field φ is said to be Lie algebra valued this means
φ = φaTa , (A.1)
where the (anti-hermitian) Ta are generators of the Lie algebra. Commuta-
tors are Lie algebra brackets,
[Ta, Tb] = f
c
abTc , (A.2)
so that
dAλ = dλ+ [A, λ] = (dλ
a + fa bcA
bλc)Ta , (A.3)
and
FA = dA+
1
2
[A,A] = (dAa +
1
2
fa bcA
bAc)Ta . (A.4)
Local Coordinate Expressions
In the text differential form notation has been used. For those who prefer
explicit index notation, we give the correspondences here.
A zero-form is a function. Any one-form A has as a local expression
A = Aµdx
µ , (A.5)
while a two form B is
B = Bµν dx
µ dxν . (A.6)
The differentials dxµ anti-commute amongst themselves, so that only the
antisymmetric part of Bµν appears in (A.6). The differential d is
d = dxµ∂µ , (A.7)
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and squares to zero. With these rules we have
FA = dA+
1
2
[A,A]
= (∂µAν +
1
2
[Aµ, Aν ])dx
µdxν
=
1
2
Fµνdx
µdxν . (A.8)
The local gauge transformation, for the gauge field, becomes
δλA = dλ+ [A, λ] = Dµλdx
µ , (A.9)
with
Dµ = ∂µ + [Aµ, . (A.10)
Given a metric gµν on the manifold we also have the Hodge ∗ operator
that in n dimensions maps p-forms to (n− p)-forms. Its action is defined by
∗ (dxµ1 . . . dxµp) =
√
det g
(n− p)!ǫ
µ1...µp
µp+1...µndx
µp+1 . . . dxµn , (A.11)
where det g ≡ det gµν and the epsilon symbol with all the labels down is
the antisymmetric matrix density with entries (0, 1,−1) when any labels
are repeated, or they are in an even permutation, or an odd permutation,
respectively. For example, in two dimensions ǫ11 = ǫ22 = 0 and ǫ12 = −ǫ21 =
1. One raises the labels with the metric tensor, so that
ǫµ1...µn = det g ǫ
µ1...µp . (A.12)
The invariant volume element is
√
det gdxµ1 . . . dxµn which is often written
as
√
det gdnx.
The following are now easily derived∫
Σg
φ ∗ φ =
∫
Σg
√
det gd2xφ2(x)
∫
Σg
φFA =
∫
Σg
d2xφF12 . (A.13)
We also have, in two dimensions
∗ dA0 ∗ Aq = ∇µAµ , (A.14)
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where ∇µ is the covariant derivative in the metric sense, and also covariant
with respect to A0, while the Yang-Mills equations read
∗ dA ∗ FA = 1
2
∇µF µ νdxν . (A.15)
Instantons And The Symplectic Form
Let us fix on R4 the standard coordinates xµ, and on the complex 2-plane
the coordinates z1 = x1 + ix2, z2 = x3 + ix4. The (2, 0) and (0, 2) forms are
spanned by
dz1dz2 = (dx
1dx3 − dx2dx4) + i(dx1dx4 + dx2dx3) ,
dz¯1dz¯2 = (dx
1dx3 − dx2dx4)− i(dx1dx4 + dx2dx3) . (A.16)
The symplectic 2-form is
ω =
i
2
dz1dz¯1 +
i
2
dz2dz¯2 = dx
1dx2 + dx3dx4 . (A.17)
The self-dual two forms Φ satisfy
Φαβ =
1
2
ǫαβγδΦ
γδ , (A.18)
so that
Φ = 2Φ12(dx
1dx2 + dx3dx4) + 2Φ13(dx
1dx3 − dx2dx4) + 2Φ14(dx1dx4 + dx2dx3)
= iΦ12ω + (Φ13 − iΦ14)dz1dz2 + (Φ13 + iΦ14)dz¯1dz¯2 . (A.19)
This is the decomposition advertised in the text.
B Non-Abelian Stokes’ Theorem
In the following we are working on a contractible manifoldM of dimension m
or, equivalently, consider what follows to be performed on a single coordinate
neighbourhood, which is diffeomorphic to an open set in Rm. Given any
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gauge field (connection) A on a principle G bundle over M , there is a gauge
transformed connection AU = U−1AU + U−1dU such that
x.AU = 0 . (B.1)
This (Schwinger-Fock) gauge allows us to represent the gauge field A in
terms of the field strength (curvature) FA and the group element U . Equation
(B.1) serves as a definition of U . It is in terms of these quantities that the
non-Abelian Stokes’ theorem is stated.
Abelian Stokes’ Theorem
The integral around a loop γ of a connection A is, by Stokes’theorem,
equated with the integral over any surface Γ with boundary ∂Γ = γ of the
curvature FA = dA, ∫
γ
A =
∫
Γ
FA . (B.2)
Alternatively for Wilson loops this is
exp (
∫
γ
A) = exp (
∫
Γ
FA) , (B.3)
and it is this formula that generalises, in a gauge invariant way, to the non-
Abelian case.
Non-Abelian Stokes’ theorem
Before turning to this let us make one observation. WithinM the surface
Γ may be quite contorted. However by a suitable choice of local coordinate
functions it may be taken to be the unit disc in an R2 plane of Rm centred
at the origin. We work with these local coordinates.
As it is not, perhaps, apparent that one may specify any connection in
terms of its curvature and a group element (corresponding to the usual gauge
freedom) we show this first. We express AU in terms of FUA = F (A
U) =
U−1FAU ,
AUµ =
∫ 1
0
ds
d
ds
[AUµ (sx)s]
=
∫ 1
0
ds[sxν∂AUµ (sx)/∂(sx
ν) + AUµ (sx)]
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=
∫ 1
0
ds[sxν∂AUµ (sx)/∂(sx
ν)− sxµ∂AUν (sx)/∂(sxµ)]
=
∫ 1
0
dssxνFUνµ(sx) (B.4)
where
FUνµ(sx) =
∂
∂sxν
AUµ (sx)−
∂
∂sxµ
AUν (sx) + [A
U
ν (sx), A
U
µ (sx)] . (B.5)
The third line in (B.4) follows by differentiation of (B.1) at the point sx,
that is, AUµ (sx) + sx
ν∂AUν (sx)/∂(sx
µ) = 0, while the last line follows from
the fact that sxµ[AUµ (sx), A
U
ν (sx)] = 0. In terms of the original field we have
Aµ(x) = U(x)
∫ 1
0
ds sxνU−1(sx)Fνµ(sx)U(sx)U
−1(x)− ∂µU(x)U−1(x) ,
(B.6)
though this may be unedifying.
More interesting for us is the application of these ideas to the path ordered
exponential
P exp (
∮
γx
A) , (B.7)
around a (necessarily) contractible loop γ with prefered point x. The path
ordered exponentials for A and AU are related by
P exp (
∮
γx
AU ) = U−1(x)P exp (
∮
γx
A)U(x) , (B.8)
or
P exp (
∮
γx
A)
= U(x)P exp (
∮
γx
AU)U−1(x)
= U(x)P exp (
∮
γx
∫ 1
0
sγνU−1(sγ)Fνµ(sγ)U(sγ)dsdγ
µ)U−1(x) . (B.9)
The last equality is known as the non-Abelian Stokes’ theorem. This termi-
nology is justified by noting that in the Abelian case this equivalence reduces
to the usual Stokes’ theorem. Let us parameterise the boundary curve (unit
circle) by t. The local coordinates xµ restricted to the disc are given in terms
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of s and t by xµ = sγµ(t). The s coordinate is ‘radial’ while t is ‘angular’. In
this way we see that for Abelian groups, where path ordering is irrelevant (all
the matrices commute so their order is immaterial), the exponents appearing
in (B.9) may be equated as
∫
γ
A =
∮
Aµ(γ(t))dγ(t)
=
∮ ∫ 1
0
Fνµ(sγ(t))sγ
ν(t)
d
dt
γµ(t)dsdt
=
∮ ∫ 1
0
Fνµ(sγ(t))
d
dt
(sγµ(t))
d
ds
(sγν(t))dsdt
=
∫
Γ
FA . (B.10)
The gauge invariant version of the non-Abelian Stokes’ theorem is ob-
tained by taking the trace on both sides of (B.9)
TrP exp (
∮
γx
A) = TrP exp (
∮
γx
∫ 1
0
sγνU−1(sγ)Fνµ(sγ)U(sγ)dsdγ
µ)
= TrP exp
∫
Γ
FUA , (B.11)
with the second line defining what is meant by the surface ordered exponen-
tial.
Alternative derivations may be found in [51, 52].
C Laplacian on G and the Schro¨dinger equa-
tion on the disc
The Schro¨dinger equation that we are interested in is
[
∂
∂t
+
∮ δ
δA
.
δ
δA
]Ψ = 0 , (C.1)
where Ψ is gauge invariant and depends on A only through its holonomy on
the boundary of the disc and t represents some ‘evolution’ from the centre
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of the disc. We want to relate the solutions of (C.1) to the eigenfunctions of
the Laplacian on the group G. These are the characters of G,
∆Gχλ(g) = c2(λ)χλ(g) , (C.2)
where c2 is the quadratic Casimir of the representaion.
By the Peter-Weyl theorem Ψ must have the form
Ψ(g) =
∑
λ
aλχλ(g) , (C.3)
where the aλ are functions of t and
g = Pexp
∮
A . (C.4)
The A represent tangent space variables to the group elements, and, in par-
ticular, for those group elements of the form (C.4), the Laplacian at g is just
the flat (tangent space) Laplacian so that
∮
δ
δA
.
δ
δA
χλ(g) = c2(λ)χλ(g) . (C.5)
This may be obtained explicitly by noting
δ
δAa(x)
TrP exp (
∮
A) = TrPλa exp (
∮
x
A) , (C.6)
with the notation
∮
x indicating that the path begins at x.
The Schro¨dinger equation becomes (by orthogonality of the characters)
[
∂
∂t
+ c2(λ)]aλ = 0 , (C.7)
so that the most general solution is
Ψ(t, g) =
∑
λ
cλχλ(g) exp (−tc2(λ)) , (C.8)
with the cλ constants.
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D Path integral Representation ofWilson loops
In the text we introduced a path integral representation for the character of
the holonomy of the gauge field in a given representation λ of the structure
group. The solution of the following path integral was needed at various
points of the analysis
[Ψλ(ρ, ǫ)]
ij =
∫
DηDη¯ exp
(∫ 1
0
dt[iη¯k(t)η˙k(t) + ρa(t)(η¯λaη)(t)]
− ǫ
2
∫ 1
0
dt(η¯λaη)(t)(η¯λaη)(t)
)
η¯i(1)ηk(0) . (D.1)
Consider first the trace of this Ψλ(ρ, ǫ) = Ψλ(ρ, ǫ)
ijδij . We do not need to
evaluate the trace of (D.1). Rather we note that it satisfies the Schro¨dinger
equation (C.1) with the initial condition that it is the character
Ψλ(ρ, 0) = χλ(P exp
∮
ρ) . (D.2)
The solution, following our previous analysis, is thus
Ψλ(ρ, ǫ) = χλ(P exp
∮
ρ) exp (− ǫ
2
c2(λ)) . (D.3)
To see that Ψλ(ρ, ǫ) satisfies (C.1) (with t = ǫ/2) firstly differentiate (D.1)
with respect to ǫ/2 to obtain
∂
∂ǫ/2
Ψλ(ρ, ǫ) = 〈
∫ 1
0
dt(η¯λaη)(t)(η¯λaη)(t)〉
=
∮
δ2
δρ2
Ψλ(ρ, ǫ) , (D.4)
where 〈Z〉 means the insertion of the field Z in the path integral on the right
hand side of (D.1).
When considering the matrix elements Ψλ(ρ, ǫ)
ij, we use the same argu-
ment with the initial condition that at ǫ = 0 this is
Ψλ(ρ, 0)
ij = [P exp
∮
ρ]ij , (D.5)
to arrive at
Ψλ(ρ, ǫ)
ij = [P exp
∮
ρ]ij exp
(
− ǫ
2
c2(λ)
)
. (D.6)
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Figure Captions
Fig. 1 A genus g surface with a particular choice of the homology basis.
Fig. 2 The homology basis for the Torus with its associated cut surface.
Fig. 3 Homology basis for a genus 2 surface.
Fig. 4 The cut Riemann surface associated to the genus 2 surface.
Fig. 5a,b Two ways of seeing the identification of edges of a disc to form
a cylinder.
Fig. 6 A possible identification of the edges of a disc to obtain the pants.
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