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Abstract
Given a ﬁnite abelian group A, a subset  ⊆ A and an endomorphism  of A, the endo-Cayley
digraph GA(,) is deﬁned by taking A as the vertex set and making every vertex x adjacent to the
vertices (x)+ a with a ∈ . When A is cyclic and the set  is of the form = {e, e + h, . . . , e +
(d − 1)h}, the digraph G is called a consecutive digraph. In this paper we study the hamiltonicity
of endo-Cayley digraphs by using three approaches based on: line digraph, merging cycles and a
generalization of the factor group lemma. The results are applied to consecutive digraphs.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let A be a ﬁnite abelian group,  an endomorphism of A, and  a subset of A. The
endo-Cayley digraph GA(,), also called endo-circulant digraph, is the digraph whose
vertices are the elements of A, and whose arcs are the pairs (x,(x)+ a) with x ∈ A and
a ∈ . The elements in  are called colors, and an arc (x,(x)+ a) is said to be of color
a.
Work partially supported by the Ministerio de Ciencia y Tecnología under projects TIC 2001-2171 and
BFM2001-2340.
E-mail addresses: montserrat.maureso@upc.edu (M. Maureso), josep.m.brunat@upc.edu (J.M. Brunat).
0012-365X/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2004.05.020
M. Maureso, J.M. Brunat /Discrete Mathematics 299 (2005) 194–207 195
For instance, Cayley digraphs on ﬁnite abelian groups correspond to endo-Cayley di-
graphs with endomorphism = I , the identity mapping of A. Another class of endo-Cayley
digraphs is formed by the c-circulant digraphs studied by Mora, Serra, Fiol and others
[15–17,3]. They are deﬁned as follows: Let N be a positive integer,  a subset of ZN , and
c ∈ ZN . The c-circulant digraphGN(c,) is the digraphwhich hasZN as vertex set and the
pairs (x, cx+a)with a ∈  as arcs. Therefore, the digraphGN(c,) is the endo-Cayley di-
graphGA(,)withA=ZN , and the endomorphismdeﬁnedby(x)=cx.The c-circulant
digraphs with the set of colors of the form={e, e+1, e+2, . . . , e+d−1}=e+[0, d−1]
with e, d ∈ ZN are the consecutive-d digraphs G(d,N, c, e), widely studied by Du, Hsu,
Hwang et al. in the context of modeling interconnection networks, see [8] and the references
therein. An intermediate class between c-circulant digraphs and consecutive-d digraphs is
the class of consecutive digraphs. A consecutive digraph is a c-circulant digraphGN(c,)
with  = {e, e + h, e + 2h, . . . , e + (d − 1)h} = e + [0, d − 1]h, where e, h ∈ ZN and
the order of h is at least d. Consecutive digraphs were introduced in [1], where its chro-
matic automorphism groups were studied in the context of endo-Cayley digraphs. Other
properties of endo-Cayley digraphs were studied in [4,2,14]. In this paper we focus on the
hamiltonicity of endo-Cayley digraphs, particularly of consecutive digraphs. Recall that a
digraph is hamiltonian if it contains a spanning (directed) cycle; such a cycle is called a
hamiltonian cycle.
The paper is organized as follows: in the last part of this sectionwe recall some deﬁnitions
and summarize known results. In the next section we consider the line digraph technique,
which is based on the observation that if a digraph or multidigraph is eulerian, then its
line digraph is hamiltonian. First, we characterize the endo-Cayley digraphs which are line
digraphs and, for consecutive digraphs, the characterization is given in form of arithmetic
conditions on the parameters. Then, we apply the results to obtain sufﬁcient conditions for
hamiltonicity. In particular, it is shown that all consecutive digraphs GN(c,),  = e +
[0, d − 1]h, with (c,N)> 1 are hamiltonian.
Merging cycles is a method widely used in the study of hamiltonicity of consecutive-d
digraphs, for instance in [5,9]. In Section 3 we put the technique in the more general frame-
work of endo-Cayley digraphs. As a consequence, arithmetic conditions for hamiltonicity
of consecutive digraphs are obtained. For instance, it is shown that all consecutive digraphs
of degree d5 and (c,N)= 1 are hamiltonian.
In the last section it is shown that results such as the Factor Group Lemma and the Arc
Forcing Subgroup, usually presented in the context of Cayley digraphs on ﬁnite abelian
groups, can be proved for endo-Cayley digraphs.
A hamiltonian digraph must be strongly connected (or strong for short). We draw from
[4] the necessary and sufﬁcient conditions for an endo-Cayley digraph G = GA(,) to
be strong. The difference subgroup of G is the subgroup D=D(G) of A generated by the
elements i (b − a), where i0 and a, b ∈ . For i0, we deﬁne the endomorphisms
si() by
s0()= 0, si()= I + + 2 + · · · + i−1, i1.
Finally, let r = r() be the minimum positive integer such that r (A)= r+1(A).
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Theorem 1 (Brunat et al. [4]). LetG=GA(,)beanendo-Cayley digraph,with r=r(),
D=D(G). Let m be the index of r (D) in r (A). Pick a an element of . Then G is strong
if and only if the two following conditions hold:
(i) the set  contains a system of representatives of A/(A);
(ii) the set {si()(r (a)) : 0 im− 1} is a system of representatives of r (A)/r (D).
For c-circulant digraphsG=GN(c,),={a0, . . . , ad−1}, the conditions of Theorem 1
can be expressed in the following way [4,16]. Let g= (N, c),N ′ the maximum divisor of N
such that (N ′, c)= 1, s0= 0 and si(c)= 1+ c+ · · ·+ ci−1 for i1. The index m of r (D)
in r (A) is, in this case, m= (N ′, a1 − a0, . . . , ad−1 − a0). Then, G is strong if and only
if the following three conditions hold: (i)  contains all congruence classes modulo g; (ii)
(N ′, a0, . . . , ad−1)= 1; (iii) {si(c)modm: i ∈ [0,m− 1]}=Zm. In the case of consecutive
digraphs (ai=e+ih, i ∈ [0, d−1]),wehavem=(N ′, h) and (N ′, a0, . . . , ad−1)=(N ′, e, h).
Therefore a consecutive digraph is strong if and only if the three following conditions hold:
(C1)  contains all congruence classes modulo g = (N, c);
(C2) (N ′, e, h)= 1;
(C3) {si(c)modm : i ∈ [0,m− 1]} = Zm.
The difference subgroup D also gives the structure of an endo-Cayley digraph as a gen-
eralized cycle. Recall that a digraph is an m-generalized cycle, m> 1, if there exists a
partition V0, . . . , Vm−1 of the vertex set such that if (x, y) is an arc and x ∈ Vi , then
y ∈ Vi+1 (where the subscripts are taken modulo m). The sets Vi are called the stable
sets of the digraph. A digraph is said to be a generalized cycle if it is an m-generalized
cycle for some m> 1. A digraph is m-reachable if for every pair of vertices x, y there
exists a walk of exactly m arcs from x to y. A digraph is said to be equi-reachable if it is
m-reachable for some m. Fiol et al. [11] showed that a connected digraph is a generalized
cycle if and only if it is not equi-reachable. Theorem 12 in [4] characterizes endo-Cayley
digraphs which are generalized cycles. For an automorphism , this theorem gives the
following.
Proposition 2. Let G = GA(,) be a strong endo-Cayley digraph with  an automor-
phism, andD its difference subgroup. Ifm= |A : D|> 1, then G is an m-generalized cycle
and the stable sets are the cosets of D.
Actually, the index m = |A : D|> 1 is the maximum k such that GA(,) is a k-
generalized cycle.
In a consecutive digraph G = GN(c,),  = e + [0, d − 1]h and d2, the index of
the difference subgroup D is m = (N ′, h). Therefore, if G is strong, then it is a gener-
alized cycle if and only if (N ′, h)> 1. In particular, strong consecutive-d digraphs are
equireachable.
Finally, the following lemma gives the degrees of the vertices in an endo-Cayley
digraph.
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Lemma 3. Let G=GA(,) be an endo-Cayley digraph and d = ||. Then
(i) the outdegree of each vertex is d;
(ii) the indegree of a vertex x is |Ker|| ∩ (x + (A))|;
(iii) the digraph G is regular if and only if  contains d/|Ker| elements of each coset of
(A);
(iv) if  is an automorphism, then G is d-regular.
Proof. Statement (i) is clear. To see (ii), let −(x) be the set of vertices adjacent to x. First
note that the set −(x) is empty if and only if the intersection  ∩ (x + (A)) is empty.
Therefore,we can assume that |−(x)| = 0.Themapping−(x) → ∩(x+(A)), deﬁned
by y → x − (y), is onto. If y ∈ −(x), then the vertices in y + Ker are in −(x).
Moreover, two elements y, y′ ∈ −(x) have the same image if and only if y − y′ ∈ Ker.
We conclude that the indegree of x is
|−(x)| = |Ker|| ∩ (x + (A))|.
Parts (iii) and (iv) are direct consequences of (i) and (ii). 
2. The line digraph technique
An endo-Cayley digraph might have loops but has no multiple arcs. Therefore, in this
paper digraphs are allowed to have loops, but no multiple arcs. Digraphs with multiple arcs
and loops are referred to as multidigraphs.
The line digraph of a multidigraphM = (V ,E) is the digraph L(M) whose vertices are
the arcs ofM, and each vertex (x, y) is adjacent to the vertices of the form (y, z). A digraph
G is said to be a line digraph if G is isomorphic to L(M), for some multidigraph M. Note
that L(M) is a digraph even whenM is a multidigraph. There are many characterizations of
line digraphs, see Proposition 8.4 in [12]. Here we use the following: Let +(x) be the set
of vertices of a digraph adjacent from the vertex x. Then, a digraph G is a line digraph if and
only if for each pairs of vertices x, y, either +(x)∩+(y)=∅ or +(x)=+(y) holds.
Our ﬁrst goal is to express this condition for endo-Cayley digraphs in a more algebraic
way.
Let G=GA(,) be an endo-Cayley digraph. Deﬁne
(G)= {x ∈ A : +(x)= } = {x ∈ A : (x)+ = }.
It is easy to check that Ker(G)A, where  denotes the subgroup relation. We will
write  instead of (G) when the digraph G is clear from the context. With the above
notation, we have the inclusion a+() ⊆ ∩ (a+(A)) for all a ∈ . The next theorem
shows that equality holds if and only if GA(,) is a line digraph.
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Theorem 4. LetG=GA(,) be an endo-Cayley digraph. Then, the following statements
are equivalent:
(a) G is a line digraph;
(b) a + ()=  ∩ (a + (A)) for all a ∈ ;
(c) there exists a subgroup K of (A) such that a +K =  ∩ (a + (A)) for all a ∈ .
Proof. (a) ⇒ (b): Assume that G is a line digraph and let a′ ∈  ∩ (a + (A)). For
some z ∈ A, we have a′ = a + (z) ∈ +(0) ∩ +(z). Since G is a line digraph, we have
= +(0)= +(z)= (z)+ . Hence (z) ∈ (). It follows that a′ ∈ a + ().
(b) ⇒ (c): Take K = ().
(c) ⇒ (a): Assume that a +K =  ∩ (a + (A)) for all a ∈ . If +(x) ∩ +(y) = ∅,
then there exist a, a′ ∈  such that (x)+a=(y)+a′. This implies (x−y)+a=a′ ∈
∩ (a+(A))= a+K . Therefore (x − y) ∈ K . For all b ∈  we have b+(x − y) ∈
b + K ⊆ ; hence, there exists b′ ∈  such that b + (x) = b′ + (y). This means that
+(x)= +(y). Thus, G is a line digraph. 
The following corollaries give easy ways to construct endo-Cayley digraphs which are
line digraphs.
Corollary 5. Let G = GA(,) be an endo-Cayley digraph and suppose that  is an
automorphism. Then, G is a line digraph if and only if  is a coset of a subgroup of A.
Proof. If is an automorphism, then∩ (a+(A))=∩A= and condition (c) implies
the statement. 
Corollary 6. LetG=GA(,) be an endo-Cayley digraph. If  is a system of representa-
tives of A/(A), then G is a line digraph and =Ker. If G has no vertices with indegree
zero (in particular if G is strong), the converse also holds.
Proof. Suppose that  is a system of representatives of A/(A). By taking K = {0} in
Theorem 4 we obtain that G is a line digraph and that = Ker.
Conversely, given any x ∈ A, since there are no vertices with indegree zero, Lemma 3
implies  ∩ (x + (A)) = ∅. Then, there exists a ∈  such that x + (A) = a + (A).
Since G is a line digraph and ()= {0}, we have
 ∩ (x + (A))=  ∩ (a + (A))= a + ()= {a}.
Therefore,  is a system of representatives of A/(A). 
Corollary 7. Let G=GA(,) be an endo-Cayley digraph. If  is a subgroup of A, then
G is a line digraph.
Proof. Let a ∈  and a′ ∈ ∩(a+(A)). Then a′=a+(x) for some x ∈ A. Since is a
subgroup, we have(x) ∈  and(x) ∈ (). It follows that a′ ∈ a+(). Consequently,
G is a line digraph. 
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Mora et al. [16] gave the following necessary and sufﬁcient conditions for a c-circulant
digraph G=GN(c,) to be a line digraph. Let g = (c,N), and for k ∈ [0, g − 1], deﬁne
k = {a ∈  : a ≡ k (mod g)} and nk = |k|. Then G is a line digraph if and only if there
exists a divisor p of N such that
(i) nk is 0 or N/p for each k, and
(ii) if nk = 0, then k = {bk + p :  ∈ [0, nk − 1]}.
If A = ZN , (x) = cx and a ∈ , then k =  ∩ (a + (A)), when a ≡ kmod g. Since
the elements of k are congruent modulo p, it follows that g divides p and the subgroup of
ZN of order N/p is a subgroup of the subgroup of order N/g, which is (A). Therefore,
() = pZN and k = a + pZN . Hence, this characterization corresponds to the special
case of Theorem 4 when the group A is cyclic.
The next theorem characterizes those consecutive digraphs which are line digraphs.
Theorem 8. Let G = GN(c,),  = e + [d − 1]h, be a consecutive digraph, and let
g = (N, c). Then, G is a line digraph if and only if either dg/(g, h) or d =N/(N, h).
Proof. Let us ﬁrst determine the group ()= ((G)), where (x)= cx. We claim that
either ()= {0} or d = ord h (the order of h in the additive group ZN ) and, in this second
case, that ()= qZN , where q is the least common multiple of g and h.
The set of colors is=e+[0, d−1]h. The conditions(x)+= and(x)+−e=−e
are equivalent, so to determine () we can assume that = [0, d − 1]h.
Suppose that () = {0}, and let x ∈  be such that cx = 0. Then cx ∈ cx + [0, d −
1]h = [0, d − 1]h. Therefore, there exists i ∈ [1, d − 1] such that cx = ih. We have
dh− cx = dh− ih= (d − i)h ∈ [0, d − 1]h, hence dh ∈ cx + [0, d − 1]h= [0, d − 1]h.
As the order of h is greater or equal than d, this implies d = ord h.
Let y ∈ () = {0}. Then y = cx = ih for some x ∈  and i ∈ [0, d − 1]. Therefore
y ∈ cZN ∩ hZN = gZN ∩ hZN = qZN . Conversely, if y ∈ qZN = cZN ∩ hZN , then
y = cx ∈ hZN = [0, d − 1]h, and cx + [0, d − 1]h= [0, d − 1]h because cx belongs to the
subgroup [0, d − 1]h. Then y = cx ∈ (). Therefore, we conclude that ()= qZN .
Now we can prove the theorem. First assume that G is a line digraph. If () = {0},
then condition (b) of Theorem 4 gives that the elements in  belong to different classes
modulo g. Hence, for all 0 i < jd− 1, the elements ih and jh are not congruent modulo
g. Consequently, i and j are not congruent modulo g/(g, h). We conclude that dg/(g, h),
which is the ﬁrst condition. On the other hand, if () = {0}, then d = ord h= N/(N, h)
as seen before.
Conversely, if dg/(g, h) then two different elements in  are not congruent modulo
g. By taking K = {0} in statement (c) of Theorem 4, we see that G is a line digraph. If
d = N/(N, h), then [0, d − 1]h = hZN , () = qZN , and condition (b) of Theorem 4 is
easily checked. 
In particular, Theorem 8 implies that a consecutive-d digraph (the case h = 1) is a line
digraph if and only if dg or d =N .
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One way of proving that a strong digraph G is hamiltonian is to ﬁnd a regular and strong
spanning subdigraph G′, such that it is the line digraph of some multidigraph M. As G′ is
strong and regular,M is also strong and regular. HenceM is eulerian. ThereforeG′ =L(M)
is hamiltonian and G is also hamiltonian. Basically, this method is the one used in [10]
for studying which generalized De Bruijn digraphs are hamiltonian, and in [9] to show
that if (c,N)> 1, then a strong consecutive-d digraph G(d,N, c, a) is hamiltonian. More
generally, we have:
Proposition 9. Let G = GA(,) be an endo-Cayley digraph. If there exists a subset
′ ⊆  such that G′ =GA(,′) is a strong line digraph, then G is hamiltonian.
Proof. It is enough to show thatG′ is regular. Let x ∈ A. SinceG′ is strong, there exists an
a ∈ ′ such that x+(A)=a+(A). Moreover, we have ′ ∩ (a+(A))=a+((G′))
because G′ is a line digraph. Therefore, by Lemma 3, the indegree of x in G′ is
|Ker||′ ∩ (x + (A))| = |Ker||′ ∩ (a + (A))| = |Ker||((G′))|,
which is independent of x. Hence G′ is regular. 
For instance, for endo-Cayley digraphs of degree two such that is not an automorphism,
we have the following result.
Corollary 10. LetG=GA(, {a1, a2}) be a strong endo-Cayley digraph and assume that
 is not an automorphism. Then G is hamiltonian.
Proof. Wehave |A/(A)|2because is not an automorphism, and |A/(A)|2because
G is strong. Therefore ={a1, a2} is a system of representatives ofA/(A), and Corollary
6 implies that G is a line digraph. By Proposition 9, the digraph G is hamiltonian.

The line digraph technique applied to consecutive digraphs gives the following theorem.
Theorem 11. IfG=GN(c,), = e+ [0, d − 1]h, is a strong consecutive digraph with
(c,N)> 1, then G is hamiltonian.
Proof. For d = 1, the result is obvious. Assume d > 1. Since G is strong, the set  = e +
[0, d − 1]h contains a system of representatives modulo g= (c,N); hence dg. Note that
e + ih and e + jh are congruent modulo g if, and only if, i and j are congruent modulo
g/(g, h). As in  there are only g/(g, h) different representatives modulo g and the digraph
is strong, we have (g, h)= 1.
Take the subdigraphG′=GN(c,′)with′=e+[0, g−1]h. By Theorem 8, the digraph
G′ is a line digraph. To see thatG′ is strong it is enough to check that conditions (C1)–(C3)
of the ﬁrst section hold. By the choice of ′ condition (C1) holds. Since the values of N ′,
m = (N ′, h) and si(c) are the same in the digraphs G and G′, and conditions (C2) and
(C3) hold in G, these two conditions also hold in G′. Therefore G′ is a strong digraph. By
applying Proposition 9, we conclude that G is hamiltonian. 
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Taking h= 1 in the above theorem, we obtain that all strong consecutive-d digraphs with
(N, c)> 1 are hamiltonian, a result obtained by Du et al. [9].
An analogous statement to that of Theorem 11 for c-circulant digraphs does not hold. For
instance, the c-circulant digraphG=G30(2, {7, 10, 12}) is strong, with g= (30, 2)=2> 1,
but it is not hamiltonian. Note that there does not exist a subset ′ of  such that the digraph
G′ =GN(c,′) is a strong line digraph. Nevertheless, this obstruction disappears if  has
cardinality 2 (Corollary 10).
3. Merging cycles
A classical technique to obtain a hamiltonian cycle of a regular digraph G is to consider
a spanning union of edge disjoint cycles of G (called 1-factor), and to join these cycles by
using arcs of G. Here we use the ideas presented in [9,5] to merge cycles, together with the
structure of endo-Cayley digraphs as generalized cycles (Proposition 2).
In this section we give sufﬁcient conditions for hamiltonicity of endo-Cayley digraphs
GA(,), with  an automorphism, a cyclic difference subgroup and  containing a set
of the form e + [0, d − 1]h for some d3 (the case d = 2 will be considered in the next
section). Afterwards, we apply the conditions to consecutive digraphs.
Theorem 12. Let G =GA(,) be a strong endo-Cayley digraph, D the difference sub-
group of G andm= |A : D|. Assume  is an automorphism,D is a cyclic group generated
by an element h, and  contains a set of the form e + [0, d − 1]h.
(i) If d5, then G is hamiltonian.
(ii) If d = 4 and m= 1, then G is hamiltonian.
(iii) If d = 4, m> 1 and GA(, {e + h}) has at most one cycle of length m, then G is
hamiltonian.
(iv) If d = 3 and GA(, {e + h}) has at most m+ 1 cycles, then G is hamiltonian.
First, we shall prove cases (i) and (iv), and afterwards cases (ii) and (iii), which use a
different strategy. We denote by (x, y)ai the arc from x to y with color ai = e + ih.
Let n= ord h be the order of h, and assume nd. Let a ∈  and
zi = si()(a), i ∈ [0,m− 1]. (1)
From Theorem 1 it follows that the set Z = {z0, . . . , zm−1} is a system of representatives
of A/D.
Proof of (i) of Theorem 12. Let k be the number of cycles in F =GA(, {a2}). If k = 1,
then F is a hamiltonian cycle of G. Now assume k > 1 and take a = a2 in (1). If m = 1,
then D = A. If m> 1, then zi is adjacent to zi+1 through an arc of color a2; in this case,
all vertices in Z are in the same cycle of F. Moreover, the length of every cycle in G is a
multiple ofm and contains the same number of vertices from each coset ofD. Therefore, for
any value of m, it sufﬁces to build a cycle through all vertices inD to obtain a hamiltonian
cycle of G.










Let & be the minimum integer in [0, (n− 2)/2] such that y = 2&h and y′ = (2&+ 1)h
belong to two different cycles Cy and Cy′ of F. Let x and x′ be adjacent to y and y′ in F;
that is, we have the arcs (x, y)a2 and (x′, y′)a2 . It is easy to check that the arcs (x, y′)a3
and (x′, y)a1 are in G. Therefore, we can merge Cy and Cy′ in a single cycle by replacing
the arcs (x, y)a2 and (x′, y′)a2 by the arcs (x, y′)a3 and (x′, y)a1 , see Fig. 1. We get a new
1-factor F ′ with y and y′ in the same cycle. Next, take the minimum &′ ∈ [0, (n− 2)/2]
such that y = 2&′h and y′ = (2&′ + 1)h belong to two different cycles Cy and Cy′ of F ′.
As before, we can merge Cy and Cy′ in a single cycle. By repeating the process we get a
1-factor F1 such that each pair of vertices 2&h and (2&+ 1)h, with & ∈ [0, (n− 2)/2], lie
on the same cycle of F1.
Now take the minimum integer & of [1, (n−1)/2] such that y=2&h and y′ = (2&−1)h
belong to two different cycles Cy and Cy′ of F1. Let x and x′ be adjacent to y and y′,
respectively, in F1. The arc (x, y) can be of color a1 or a2, and the arc (x′, y′) can be of
color a2 or a3. We have four possibilities for the arcs (x, y) and (x′, y′):
• (x, y)a1 and (x′, y′)a2 . Then, replace them by (x′, y)a3 and (x, y′)a0 .• (x, y)a1 and (x′, y′)a3 . Then, replace them by (x′, y)a4 and (x, y′)a0 .• (x, y)a2 and (x′, y′)a2 . Then, replace them by (x′, y)a3 and (x, y′)a1 .• (x, y)a2 and (x′, y′)a3 . Then, replace them by (x′, y)a4 and (x, y′)a1 .
In any case, we merge the cycles Cy and Cy′ . We have a new 1-factor with y and y′ in the
same cycle.
As before, we repeat the process for each &′ ∈ [1, (n − 1)/2] such that y = 2&′h and
y′=(2&′−1)h are in different cycles of the current 1-factor, in order to obtain a new 1-factor
with y and y′ in the same cycle. In the last step a factor F2 with a unique cycle containing
all vertices of D is obtained. 
Proof of (iv) of Theorem 12. Let k be the number of cycles in F =GA(, {a1}). If k= 1,
then the digraph G is hamiltonian. Suppose k ∈ [2,m+ 1].
Ifm=1, take & ∈ [0, n−1] such that y=&h and y′ = (&+1)h belong to the two different
cycles in F. We can merge these two cycles by replacing the arcs (x, y)a1 and (x′, y′)a1 by
the arcs (x, y′)a2 and (x′, y)a0 . A hamiltonian cycle of G is obtained.
Assumem> 1. Since G is an m-generalized digraph, each cycle of F has length multiple
ofm and contains the same number of vertices of each coset ofD. We merge the k cycles of
F into one in k−1 steps. First, we select two vertices inD, y=&h and y′=(&+1)h, such that
M. Maureso, J.M. Brunat /Discrete Mathematics 299 (2005) 194–207 203
they belong to two different cycles in F. Second, we replace the arcs (x, y)a1 and (x′, y′)a1
by the arcs (x, y′)a2 and (x′, y)a0 in order to build a new 1-factor F1 ofGwith k−1 cycles.
In the step i ∈ [2, k− 1], we have a 1-factor Fi−1 with k− i+ 1 cycles. Take & ∈ [0, n− 1]
such that y=zi−1+&h and y′ =zi−1+ (&+1)h belong to different cycles in Fi−1. The arcs
to y, y′ in Fi−1 are (x, y)a1 and (x′, y′)a1 , both with color a1, because the vertices selected
to merge cycles in previous steps belong to the cosets D, z1 +D, . . . , zi−2 +D. Then, by
replacing the arcs (x, y)a1 and (x′, y′)a1 by the arcs (x, y′)a2 and (x′, y)a0 , we obtain a new
1-factor Fi of G with k − i cycles. Since k − 1 is less than or equal m, after k − 1 steps we
obtain the 1-factor Fk−1 which is a hamiltonian cycle of G. 
Now consider cases (ii) and (iii). We use here the technique presented in [5]. Consider
the 1-factor F1 =GA(, {a1}). If the vertices ih and (i + 1)h are not in the same cycle of
F1, we can merge the cycles deleting the arcs (x, ih)a1 and (x′, (i+ 1)h)a1 , and adding the
arcs (x, (i + 1)h)a2 and (x′, ih)a0 . We call this operation an interchange {i, i + 1}. Two
interchanges {i, i + 1} and {j, j + 1}, i < j , interfere only if j = i + 1. In this case we
perform the {i, i + 1} interchange ﬁrst, and after we replace the arcs (x, (i + 1)h)a2 and
(x′′, (i+2)h)a1 by the arcs (x, (i+2)h)a3 and (x′′, (i+1)h)a0 . This is called an interchange{i, i + 1, i + 2}. Interchanges for the 1-factor F2 = GA(, {a2}) are deﬁned analogously,
except that for the interchanges of three elements the largest pair is performed ﬁrst.
The goal is to ﬁnd a sequence of interchanges to obtain a hamiltonian cycle ofG. Lemma
2 in [5] gives the method.
Let  be a set and let X and Y be proper nonempty subgroups 2. We deﬁne a bipartite
graph B(X, Y )with vertex setX∪Y , and x ∈ X adjacent to y ∈ Y if and only if x∩y = ∅.
Lemma 13 (Chang et al. [5]). LetP= {P1, P2, . . . , Pp} be a partition of [0, n− 1] such
that at most one part has cardinality one. Then, there existsT={T1, T2, . . . , Tt },where the
sets Ti are disjoint consecutive subsets of [0, n− 1], with |Ti | ∈ {2, 3}, such that B(T,P)
is connected, and such that if n− 1 ∈ Ti for some i, then |Ti | = 2.
The sets inT are the interchanges needed to perform in order to obtain a unique cycle. But
it is possible that we get a hamiltonian cycle without need to perform all the interchanges.
Proof of (ii) of Theorem 12. Since m = 1, we have A =D = 〈h〉 = ZN and (x) = cx,
for some c ∈ Z. Let k be the number of cycles of the 1-factor F1 =GA(, {a1}). If k = 1,
then the cycle F1 is a hamiltonian cycle of G. Assume k > 1.
We claim that one of the two 1-factors F1 and F2 =GA(, {a2}) has at most one loop.
Indeed, if both of them have loops, the two equations
x = cx + e + h and x = cx + e + 2h
have solutions inZN . Thus (1−c,N) divides h. SinceA=〈h〉, the greatest common divisor
of N and h is 1. Then, (1− c,N)= 1, and F1 and F2 have exactly one loop. We conclude
that either F1 or F2 have at most one loop. Let F be such a factor. Let C1, C2, . . . , Ck be
the cycles of F and deﬁne the sets
Pi = {j : 0jn− 1 and Ci contains the vertex jh}, i ∈ [1, k]. (2)
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The set P = {P1, P2, . . . , Pk} satisﬁes the hypothesis of Lemma 13. Thus, there exists
a sequence of interchanges T such that the digraph B(T,P) is connected. Hence, G is
hamiltonian. 
Proof of (iii) of Theorem 12. Sincem> 1, G is an m-generalized cycle whose stable sets
are the cosets of the difference subgroup D. By Proposition 2, there are no loops in G and
every cycle has length multiple ofm and contains the same number of vertices of each coset
of D.
If F1 = GA(, {a1}) is a cycle in G, the digraph G is hamiltonian. Otherwise, let
C1, C2, . . . , Ck be the cycles of F1, and deﬁne the sets Pi , i ∈ [1, k], as in (2). These
sets have |Pi |> 1, except possibly one if there is one cycle of length m. Then, by applying
Lemma 13 to P = {P1, P2, . . . , Pk}, there exists a sequence of interchangesT such that
the digraph B(T,P) is connected. Then, G is hamiltonian. 
Conditions for the existence of hamiltonian cycles in statements (iii) and (iv) of Theorem
12 are sufﬁcient, but not necessary. For instance, take the consecutive digraphG=G15(1,)
with  = 2 + [0, 2] · 3. The digraph G is 3-regular with m = 3, and has the hamiltonian
cycle 0-2-4-6-8-13-5-10-12-14-7-9-11-13-0, but its 1-factorG15(1, {5}) has 5 cycles, which
exceedsm+1=4. Consider now the 4-regular digraphG′=G15(1,′)with′=2+[0, 3]·3.
The digraphG′ has m= 3, it is hamiltonian and its 1-factorG15(1, {5}) has more than one
cycle of length m, in fact, exactly 5.
Theorem 12 implies the following corollary for consecutive digraphs.
Corollary 14. Let G = GN(c,),  = e + [0, d − 1]h be a strong consecutive digraph
with (c,N)= 1, and let m= (N, h) and q = (1− c,N/(N, sm(c))).
(i) If d5, then G is hamiltonian.
(ii) If d = 4 and m= 1 then G is hamiltonian.
(iii) If d=4 andm> 1 and either e+h /∈ qZN or (1− cm,N)=m, then G is hamiltonian.
(iv) If d3 and m(m+ 1)N , then G is hamiltonian.
Proof. Statements (i) and (ii) are a direct consequence of parts (i) and (ii) of
Proposition 12.
For statement (iii) we have that the digraph G is an m-generalized cycle. Then, a vertex x
belongs to a cycle of lengthm of the 1-factorGN(c, {e+h}) if and only if cmx+ cm−1(e+
h)+ · · · + (e + h)= x, or equivalently
(1− cm)x = sm(c)(e + h). (3)
Since (1 − cm) = (1 − c)sm(c), Eq. (3) has a solution in ZN if and only if q = (1 −
c,N/(N, sm(c))) divides e+h. Therefore, if e+h /∈ qZN , thenGN(c, {e+h}) has no cycle
of length m. If e + h ∈ qZN , then the number of solutions of (3) in ZN is (1 − cm,N) =
m and there exists at most one cycle of length m. By applying Proposition 12(iii), G is
hamiltonian.
In statement (iv) the condition d3 impliesN3.Thenm is bigger than 1 andwe get that
the digraphG is a generalized cycle and all cycles have length multiple ofm. Therefore, the
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number k of cycles satisﬁes kN/mm+ 1. By applying Proposition 12(iv), the digraph
G is hamiltonian. 
4. Factor group lemma
The next results are related to the factor group lemma and the arc-forcing subgroup,
which are techniques that have been used for Cayley digraphs [6,13,18]. In this section we
restrict to the case where  is an automorphism of A.
Let G=GA(,) be an endo-Cayley digraph and let H be a -invariant subgroup of A
(i.e. (H) ⊆ H ). Let A¯ be the quotient group A/H and denote by x¯ the class of x ∈ A in
A¯. Let ¯ be the multiset ¯= {a¯ : a ∈ }. (¯ is a set if and only if the elements of  belong
to different cosets of H). The mapping ¯: A¯ → A¯ deﬁned by ¯(x¯)=(x) is a well-deﬁned
group homomorphism (sinceH is -invariant).We denote byGH the multidigraph that has
A¯ as vertex set, and whose arcs are the pairs(x¯,(x)+ a¯), for all x¯ ∈ A¯ and a¯ ∈ ¯. If ¯ is
a set, then GH is the endo-Cayley digraph GH =GA¯(¯, ¯).
Let G = GA(,) be an endo-Cayley digraph. If a1, a2, . . . , am ∈ , the sequence
a1a2 · · · am denotes the walk starting at vertex 0 and following the arcs with respective
colors a1, a2, . . . , am, that is, the walk
0, a1,(a1)+ a2,2(a1)+ (a2)+ a3, . . . ,m−1(a1)+ · · · + (am−1)+ am.
Moreover, if n is a positive integer, n ∗ a1 · · · am denotes the concatenation of n copies of
a1 · · · am.
Theorem 15 (Factor Group Lemma). LetG=GA(,) be an endo-Cayley digraph with
 an automorphism, and let H be a -invariant subgroup of A of order n and index m.
Suppose that a¯1a¯2 · · · a¯m, with a1, . . . , am ∈ , is a hamiltonian cycle in GH and that the
element h0 =∑mi=1 m−i (ai) satisﬁes
H = {sk(m)(h0) : k ∈ [0, n− 1]}. (4)
Then n ∗ a1a2 · · · am is a hamiltonian cycle of G.
Proof. After km+& steps in the walk n∗a1a2 · · · am, with & ∈ [0,m−1] and k ∈ [0, n−1],
we reach the vertex
sk(
m)(&(h0))+ (&)= &sk(m)(h0)+ (&),
where (&)= 0 if &= 0 and (&)=∑&i=1&−i (ai) if &1. We claim that these vertices are
all different: indeed, assume that for k, & and k′, &′ we reach the same vertex
&sk(
m)(h0)+ (&)= &′sk′(m)(h0)+ (&′).
The ﬁrst summand in each side belongs toH becauseH is a-invariant subgroup. By taking
classes modulo H, we get (&) = (&′). As a¯1a¯2 · · · a¯m is a hamiltonian cycle in GH , we
have &= &′. Therefore,
&sk(
m)(h0)= &′sk′(m)(h0).
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Since  is an automorphism, we have sk(m)(h0)= sk′(m)(h0). The vertices in H are in
bijective correspondence with the subscripts k. Hence k = k′.
Finally, the walk ends at the vertex 0: If for some in − 1 we have sr (m)(h0) =
si(
m)(h0) then imsn−i (m)(h0)= 0, and we obtain sn−i (m)(h0)= 0. By condition (4)
we must have i = 0, and the last vertex in the walk is 0. 
Let G = GA(,) be a strong endo-Cayley digraph with  an automorphism. The
difference subgroup D is a -invariant subgroup. Let n be the order of D and m its index
in A. By Proposition 2, the digraphGD is a cycle (a loop ifm= 1); hence it is hamiltonian.




D= {sk(m)(h0) : k ∈ [0, n− 1]}, (5)
then G is hamiltonian. For instance, consider the strong consecutive digraph
G=G72(17, {7, 11, 15}). We have h= 4 and m= (72, 4)= 4, hence G is a 4-generalized
cycle and the difference subgroupD is the subgroup 4Z72 generated by 4, which has order
18. Take a1=7, a2=15, a3=11 and a4=11.As the element h0=c3a1+c2a2+ca3+a4=44
is a generator of D, condition (5) is satisﬁed. Hence, G is hamiltonian.
Consider now the case  = I of a Cayley digraph on an abelian group A and take
 = {b1, . . . , bd}. In this case, the difference subgroup D is the subgroup generated by
the elements bi − b1, i ∈ [2, d]. If bi appears ni times in the sequence a1 · · · am, then
the expression of h0 becomes h0 = n1b1 + · · · + ndbd . Therefore, if G is strong (i.e., 
generates A), and for some nonnegative integers n1, . . . , nd with n1 + · · · + nd = m the
element h0 = n1b1 + · · · + ndbd generates D, then G is hamiltonian. This is a theorem of
Curran and Gallian [6, Theorem 3], which was discovered in the case of cyclic groups by
Zhang and Li [19].
The arc-forcing subgroup or Rankin’s subgroup ofG=GA(,) is the sub-groupR=
R(G) ofD generated by the elements −1(a1 − a2) where a1, a2 ∈ . By deﬁnition,D is
the smallest subgroup of A such that is -invariant and containsR. Then, ifD is cyclic, we
have(R) ⊆ R and we concludeR=D. In addition, if={b1, b2}, it is easy to check that
in every 1-regular spanning subdigraph of G, incident arcs from the vertices of the same
coset of 〈−1(b1−b2)〉 have the same color. Therefore, we have the following proposition:
Proposition 16 (Arc-forcing subgroup). LetG=GA(, {b1, b2}) be a strong endo-Cayley
digraph with  an automorphism of A. Assume that D is cyclic of order n and index m.
Then, G is hamiltonian if and only if there exists a sequence a1, a2, . . . , am, ai ∈ {b1, b2},
such that the element h0 =∑mi=1 m−i (ai) satisﬁes
D= {sk(m)(h0) : k ∈ [0, n− 1]}. (6)
Proof. ByProposition15, the condition is sufﬁcient.To see that it is necessary, leta1, . . . , am
the ﬁrst m colors of the hamiltonian cycle starting at the vertex 0. Since R = D and GD
is a cycle, the previous remark ensures that n ∗ a1 · · · am is a hamiltonian cycle of G. The
vertices in D are reached every m steps. Hence (6) holds. 
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In particular, if in Proposition 16we havem=1, thenA=D is cyclic, andG is hamiltonian
if, and only if, either GA(, {b1}) or GA(, {b2}) is hamiltonian. This result is proved in
[7] for consecutive-d digraphs and in [17] for c-circulant digraphs (all c-circulant digraphs
of degree two are consecutive).
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