Google Street View is a technology implemented in several Google services/applications (e.g. Google Maps, Google Earth) which provides the user, interested in viewing a particular location on the map, with panoramic images (represented in equi-rectangular projection) at street level. Generally, consecutive panoramas are acquired with an average distance of 5-10 m and can be compared to a traditional photogrammetric strip and, thus, processed to reconstruct portion of city at nearly zero cost. Most of the photogrammetric software packages available today implement spherical camera models and can directly process images in equi-rectangular projection. Although many authors provided in the past relevant works that involved the use of Google Street View imagery, mainly for 3D city model reconstruction, very few references can be found about the actual accuracy that can be obtained with such data. The goal of the present work is to present preliminary tests (at time of writing just three case studies has been analysed) about the accuracy and reliability of the 3D models obtained from Google Street View panoramas.
INTRODUCTION
Nowadays images and open data available on-line are constantly increasing. Literature provides many examples of public domain and free available images used for 3D reconstruction. For instance, 3D reconstruction can be obtained from generic touristic photos gathered from the web (Wahbeh et al., 2016) , frames extracted from videos (Condorelli and Rinaudo, 2018) , crowdsourcing images (Somogyi et al., 2016; Frahm et al., 2013) and so on. Among all the web images collections, service such as Google Street View represents a wide database of available images at street level (Anguelov et al., 2010) , freely available and continuously updated. It was launched in several cities in the United States in 2007 and today supplies a great amount of georeferenced panoramic images that cover many areas of the world, including cities and rural areas. Such a database can represent a great opportunity for several applications, spreading from quick 3D city models reconstruction (Cavallo, 2015; Torii et al., 2009; Micusik and Kosecka, 2009) , to historical documentation of urban areas, monitoring, reconstruction of lost building, forensic analyses (Abate et al., 2018) and so on. In this context, several works addressed the possibilities given by Google Street View imagery (Cavallo, 2015) but few have investigated metric applications and have evaluated accuracy of 3D models obtained by processing multiple Google Street View images referred to the same area. To record the actual dimensions of the space being photographed, Google vehicles are equipped also with laser scanners that measure up to 50 meters 180° in the front of the vehicle (Cumminis, 2012) . Generally, consecutive panoramas are acquired with an average distance of 5-10 m (Agarwal et al., 2015) and can be compared to a traditional photogrammetric strip and, thus, processed to reconstruct portion of city at nearly zero cost. The latest updates in many software solutions (e.g. PhotoScan by Agisoft, Pix4Dmapper by Pix4D, MicMac, etc.) have
GOOGLE STREET VIEW IMAGES
Google Street View is a technology implemented in several Google services/applications (e.g. Google Maps, Google Earth) which provides the user, interested in viewing a particular location on the map, with panoramic images at street level. From its introduction in 2007, data quality, location coverage and connected services has grown constantly with an ever increasing base of active (from 2012 users can provide panoramas acquired from a single spot and from 2017 can create their own street view route) and passive users. In recent years the location considered by the service has grown as well, including interior location of relevant monument/landmarks (e.g. the White House), museums, natural/recreational parks, and so on. From 2014 the platform allows to show (where available) panoramas acquired at different epochs, making the tool particularly useful to assess previous state of relevant features. Finally, in recent years (2017) , the equipment used for panorama acquisition has been improved with higher resolution cameras, the introduction of a laser scanner and with better GNSS (Global Navigation Satellite System) and Inertial Navigation Systems (INS) to evaluate the location and pose of every panorama. The equipment is usually mounted on vehicles (vans, cars, etc.) , but can also be used with tricycles, boats, snowmobiles, or inserted in backpacks and trolleys to allow the acquisition of the data in otherwise unreachable locations. Depending on the devices used to record panorama and navigation data, Google identifies two different products quality level: Street View ready and Street View ready Pro Grade products, with the latter considered providing a high degree of accuracy and image quality. As far as data access is concerned, several options can be considered, the simplest, but less customizable, being the use of web or desktop applications such as Google Maps or Google Earth. At the same time, Google provides public APIs (Application Programming Interface) for requesting panoramas and associated data/metadata of a given area. REST (Representational State Transfer) Street View Static API allows the transfer of data with standard HTTP (HyperText Transmission Protocol) requests, but the same operations can be performed with JavaScript commands using the Javascript google Map API. Several free and open source tools, based on both APIs, are available on the web for downloading and processing Streetview Panoramas, with different level of customization. In the present work an in-house developed code based on the REST API has been used. Panoramas are distributed in equi-rectangular projection with different level of resolutions ("zoom") ranging from 416x208 pixels (zoom = 0) to 13312x6656 (zoom = 5). Most of the photogrammetric software packages, nowadays, implement spherical camera models and can directly process images in equi-rectangular projection. However, especially for commercial software, it's usually hard to infer how exactly the Structure from Motion (SfM), Bundle Adjustment (BB) and dense image matching procedures are implemented. Even if image formation follows the same rules (central projection of object points) regardless of the projection used to represent image data, with equi-rectangular projection, beside actual perspective transformation, the images have an additional distortion effect. In particular, especially outside the central (equatorial) part of the image, image features are stretched along horizontal (latitude) direction. How this issue is tackled by the software is often omitted in user reference manual/user forum and is therefore unknown. Some authors (see for instance Barazzetti et al., 2014) showed that using a pin-hole based dataset might lead to better results than others where different projection, with stronger scale (usually anisotropic) variation, are used. Accessing Google Maps REST API, further information can be extracted and injected in the EXIF header of the images (GPS location, panorama orientation, associated depth map, etc.). The methodology used for the automatic download of the Google panoramas is summarized in Figure 1 . The developed application allows the user to specify a specific location expressed in WGS84 coordinates or with its corresponding PanoID (a unique alphanumeric string of character that identifies the Panorama image, that can be found inside the URL (Uniform Resource Locator) of the selected panorama) and automatically find all the neighbour panoramas. Otherwise, the user can specify a list of (WGS84) locations or PanoIDs (or panoramas URL) and the application downloads every single image. Subsequently, for each image, the application (1) sends an http request to download the information (metadata) associated with the selected panorama image. Such data is transferred with a JSON (JavaScript Object Notation) file which contains several information: time of acquisition, panorama location and orientation in WGS84 reference system, the maximum zoom (i.e. resolution) available for the panorama, and the depth map associated with the panorama image. At the same time image data is downloaded (2): the API requires that each single tile (the panorama is divided in tiles of 512x512 pixels) is requested separately; the total image is then composed by subsequent requests. Exterior orientation parameters, stored in the JSON metadata file, are written in the EXIF of each single panorama (3). Metadata are further processed (4) to extract depth data information: the data is optimized (compressed) for web transmission, and additional operations are required to obtain depth map representation of the scene acquired in the panorama (in-depth description of computation algorithm can be found in Cavallo, 2015) . The final depth map (512x256 values) can then be used to obtain a point cloud with associated RGB information coming from the panoramic image. It's worth noting that to limit the size of depth data stored in the JSON file, the scene is simplified in a set of planar region (the maximum allowed number of planes is 255), which approximate the spatial distribution of the points acquired by the laser scanning equipment. The available data should not be considered useful for accurate 3D reconstruction, but can provide some information about the approximate depth of the scene. At the end of the image download procedure, the equi-rectangular panoramas can be converted in pin-hole projection: the user specifies the area of the panorama that he wants to extract: since a spherical image span a 360°x180° Field of View (FOV), it cannot be entirely converted in a single planar pin-hole. The conversion is pretty straightforward: image data is resampled with the following procedure:
1. The object space reference system (XYZ) is rotated (X'Y'Z') so that its Z' axis passes through the (planar) image space ( ) of pin-hole model, and its X' and Y' axes are parallel respectively to the and axes; 2. The equi-rectangular image data (whose resolution is w x h pixel) is considered lying on a spherical surface (unit sphere): image coordinates (xy), are converted in longitude ( ) and latitude ( ) of the projected point on unit sphere:
(1)
Where 0 = /2 and 0 = ℎ/2 represent the center of the equirectangular image.
3. The generic point ( , ) casts a ray in object space which passes through the origin with the following parametric equation:
4. The rotation computed at point (1.) is applied to the parametric vector of eq. 3; 5. Considering a valid value for the parameter t (e.g. t = 1) the resulted array represents the homogenous coordinates of the corresponding point in image space equivalent to the point | 1|. If inverse transformation (from pin-hole to equi-rectangular image space) is required the same approach can be used:
6. The homogeneous coordinates of a generic pin-hole image points are considered (| 1|); 7. The homogeneous vector is normalized and represents the corresponding ray in (pin-hole) image space; 8. The array is transformed with the inverse of the rotation described in (1.). The resulting array (| |) represents the intersection between the casted ray and the unit sphere; 9. It's corresponding longitude and latitude on unit sphere can be easily computed:
10. Inverting eqs. (1) and (2) it's possible to derive image coordinate of the corresponding point in equirectangular image space. If exterior orientation (EO) parameters of the original panorama are known, it's quite simple to derive the corresponding EO parameters of the newly generated pin-hole (planar) image, considering that the centre of perspective is the same for the two projective models (i.e. camera centre is the same) and the rotation of the planar image space derives from the composition of the equi-rectangular pose and the rotation computed in the previous step (1.). At the same time, as far as interior orientation (IO) parameters are concerned, once the area to be extracted (selected by the user) is known, considering that, in the previous approach the pin-hole image plane is considered tangent to the unit sphere, principal distance (1 unit) and image plane size (depending on the choice of the user) can be easily computed. Usually spherical images are considered already corrected w.r.t. lens distortion. The whole procedure was automated with a Matlab code and an example of output is shown in Figure 2 . 
ACCURACY EVALUATION
To evaluate the accuracy of the photogrammetric models obtained processing images provided by Google Street View, different approaches have been tested. To grant result repeatability, the methodology described has been tested in three different case studies with different geometric characteristics: 1. a square (Piazza Duomo in Parma, Italy); 2. a street (via Cardinal Ferrari, on the south side of Parma Cathedral, Italy); 3. the internal courtyard of a palace (Costabili palace in Ferrara, Italy). For each of these case study, a reference dataset was available and was used to evaluate the accuracy of Google images models. Piazza Duomo and via Cardinal Ferrari were surveyed in 2017, integrating total station, GPS, terrestrial laser scanning (TLS) (Bruno and Roncella, 2018) . Palazzo Costabili, instead, was subject in 2015 to a topographic and high-resolution close range photogrammetry survey. To evaluate the accuracy, a first aspect considered was the effect that different ground control solutions have on images orientation and dense matching. Three different control solutions have been applied to each dataset analysed. 1.
"NO GPS" solution: in this case, images were oriented using only Ground Control Point (GCP) coordinates. The GPS coordinates of the camera centre position provided by Google were not used as observation in Bundle Block Adjustment (BBA). In this way the accuracy was evaluated without considering possible errors introduced by inaccurate GPS measurements. 2.
"GPS LW (Low Weight)" solution: the ground control was based only on the GPS coordinated of camera centre position provided by Google. No GCP were used. However, the camera centre positions were used in the stochastic model of BBA with a low weight, so as not to constrain too much the relative orientation solution between panoramas and act only as georeferencing. This was important to evaluate the internal coherence of the panoramas without inserting particular constraints to the block. 3.
"GPS HW (High Weight)" solution: also in this case the ground control was based only on GPS camera centre coordinates, without any GCP. Differently from the previous solution, such coordinates were used with a high weight in BBA. The aim was to evaluate the accuracy of the GPS measurements provided by Google and their consistency with the topographic reference dataset. In addition, the evaluation of how much the conversion from equi-rectangular to planar (pin-hole) projection model could improve image orientation and dense matching has been done. In particular, from each dataset the planar projections of some limited areas have been extracted and then processed applying the three different ground control solutions described before. Summarising, for each case study, six different processing tests have been done: using equi-rectangular or planar images and applying different ground control solutions (Figure 3 ). All data were processed with Agisoft Photoscan using the same processing pipeline. As far as image orientation is concerned, equi-rectangular images have been processed using spherical camera model, while planar images were oriented using the IO parameters estimated during the conversion process. The tie points extraction was performed working with images at the original size ("high quality accuracy" in Photoscan terminology) and using the following set of parameters to define the different control solution: Table 1 . Parameters used for orientation process.
Dense matching was performed using down-sampled images by factor of 2 ("high quality" in Photoscan terminology) to not overload the processing times. The Digital Surface Model (DSM) was generated setting the maximum number of polygons in the final mesh as 1/5 of the number of points in the previously generated dense point cloud ("high quality" in Photoscan terminology). The results were checked analysing the residuals on: -re-projections (tie point BBA residuals of collinearity equations), to evaluate the internal consistency of the photogrammetric block; -camera centres position residuals: in the solutions where (independent) GCP were used, camera centre residuals allowed to evaluate the accuracy of the GPS measurements; in the solutions where the ground control was based only on GPS camera centre coordinates, an evaluation of the internal consistency of the block is provided; -check points residuals, to estimate the accuracy of the final object reconstruction. Finally, the DSMs obtained from each dataset and from each processing pipeline were compared with the mesh surface model obtained by the high resolution survey just mentioned. The two dataset have been referred to the same reference system and a further alignment with ICP algorithm was performed to reduce possible residual systematic effects. 17 in the table below) , using both equirectangular and planar images. All equi-rectangular images have been processed to reconstruct the entire square, while only the cathedral façade was analysed with planar images. In particular, only panoramas located in front of the façade were converted in pin-hole projections. During the processing of equi-rectangular images, it has been observed that in some cases the automatic extraction of tie points is not optimal. In open spaces such as Piazza Duomo, a large part of the image frame shows sky or ground areas. If, on one hand matched ground features might be erroneous due to element repetition, on the other hand points matched in the sky represents elements at (nearly) infinite distance and can make the orientation solution unstable. A typical example of matched point in an outdoor spherical image is shown in Figure 5 , where relevant object features are not considered/matched or considered invalid (grey dots), while the vast majority of valid corresponding points are recognized in the sky. In this regard, masking the images excluding the areas that shows the sky, and identifying manually some tie points in the areas where object features are not matched, improved significantly panoramas orientation. Another problem observed during dense matching is that some parts of the image block are not registered correctly with other (maybe due to the limited number of corresponding tie points) producing relevant shifts between subset of dense points in the final cloud. Figure 6 shows this effect over three sides of the square.
RESULTS

Piazza Duomo case study
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Again, to reduce this relative misalignment, manual tie points identification have proven to be effective: tie points creates additional constraints between portions of the model, reducing shift and rotation effects that, otherwise, occur. On the basis of these considerations, in the equi-rectangular images presented in this paper the areas occupied by sky have been masked during feature extraction and manual tie points (used as GCP or CP) have been collimated. On the contrary, planar images are not affected by the above mentioned effects, probably because the most part of the image frames the object to reconstruct. For this reason, in the following case studies, planar images were not masked, but manual tie points have been collimated anyway and used as GCP or CP to check the orientation solution. Below, stats on collinearity equation residuals, check points error and DSM comparisons are provided. The analysis of camera centre and CP residuals shows the inconsistency between GPS and CP observations: the solutions where GPS control was used in BBA (regardless of the weight imposed) provided high CP RMS. No information is provided by Google on the GPS equipment used, nor on precisions and expected accuracy. Nevertheless, considering the acquisition environment (in most cases city centre with frequent satellite occlusions, multipath, etc.), remarkable variability in GPS accuracy is to be reasonably expected. Using the GCP, although the not optimal orientation solution introduces quite certainly some errors on the camera centre estimation, residuals on camera centre position can be used to evaluate the level of accuracy of GPS data (i.e. ca. 4÷6 meters).
Dataset
To check the effect of the different orientation solution on object reconstruction, some relevant distance/length on the object (e.g. the width and height of the main façade) has been measured manually on the image block and compared with known values. While with ground control points the photogrammetric measurements are consistent with the real lengths (i.e. few centimetres discrepancies have been observed), with GPS control the façade is significant oversized, with errors up to some meters. Re-projection residuals, as should be expected, are much lower in planar image datasets. Nevertheless, the analysis of CP residuals shows that, in this case study, the use of planar images instead of panoramas does not improve considerably the orientation solution, making the use of planar or equi-rectangular datasets comparable. As far as the dense matching is concerned, the comparison between the different approaches has been done considering only the main façade of the cathedral in order to have a common test field both for equi-rectangular and planar datasets. Nevertheless, only the DSM obtained using GCP control have been used for comparisons, because of the inconsistency of the model obtained using GPS control with real dimensions, as described above. In general, the DSMs obtained are very noisy, probably because of the low resolution of the images processed. The comparisons results show standard deviation values of about 20 cm for equirectangular dataset and 10 cm for planar ( Figure 7 and Table 6 ). In this context, thus, the use of planar images improves dense matching process and the quality of the model, halving the RSM values.
Equi-rect/planar Dataset Standard deviation [m]
Equi Table 6 . DSM comparison. 
Cardinal Ferrari street case study
Cardinal Ferrari street is a quite narrow street (10x100 m) located on the south side of the Cathedral of Parma. Also in this case the available datasets are three (2014, 2015 and 2016) composed of 10, 11, 11, images respectively, with an average base-length of 11 m. This case study represents the typical geometry of Google Street view image acquisition, where images are acquired along an approximate straight trajectory. This block geometry is particularly disadvantageous for image orientation, first of all because the camera centres are aligned, leaving one degree of freedom (rotation of image block around the direction of vehicle trajectory) hardly evaluable if only GPS camera station positions are used. In addition, due to the conformation of a road (narrow and long) the distance from the camera centre of the elements framed in the image is very variable. In particular, the elements on the street sides located in front of the camera are very close to the shooting point (so deformed in panoramas), the objects along the longitudinal development of the road have a high perspective distortion and, finally, the elements at the end of the street represent points almost at infinite distance. Therefore, between consecutive panoramas there are remarkable depth changes and the perspective distortion that affect the same element changes considerably. This jeopardizes image orientation and dense matching due to difficulties in finding features correspondences. In this case study, processing the three datasets (2014, 2015 and 2016) independently resulted in invalid image orientation or incomplete reconstruction of most of the elements during dense matching. Therefore, to entirely reconstruct the model, it was necessary to process the three datasets together, both in the case of equi-rectangular and planar images. In this case the baselengths (and perspective variations) between consecutive images have been reduced, improving the matching. Nevertheless, the dataset ("All GPS LW" in the table below), where no GCP have been used and the GPS control was used with a low weight, did not oriented regardless of tie point manual identification. The test using planar images has been made on two areas of the south side of the cathedral, using only the panoramas taken in front of these areas. Also, in this case, it was necessary to process together all the images belonging to different years. The use of planar projection, indeed, does not overcome the previous mentioned problems related to disadvantageous block geometry, since re-projection simply removes the deformations produced by spherical mapping.
On the contrary, pin-hole images allowed the orientation of all the datasets, regardless the different control solution adopted (Table 9) . Also in this case, the analysis of camera centre and CP residuals demonstrates the low consistency between GPS and GCP observations, even if it is higher than in Piazza Duomo case study. Despite the high residuals observed, all the models obtained have correct dimension (i.e. scale factor). Sampling relevant distances on the object but no significant discrepancies have been observed (differences with real lengths up to few centimetres). As far as the analysis of DSM is concerned, also in this case the reconstructed surface is rather noisy. All the models have been compared with the reference DSM obtained from laser scanning survey and no significant discrepancies have been noticed between the different processing approaches. All the control solutions (GCP, GPS LW, GPS HW) have been proven to be reliable, with residuals' standard deviations of ca. 10 cm. In particular, planar projection slightly improved DSM reconstruction (Table 11) . Table 11 . DSM comparison.
Costabili palace case study
Costabili palace is located in the city centre of Ferrara (Italy) and houses the National Archaeological Museum of Ferrara. It is a particular case study, since, due to the increasing interest of Google in documenting public/cultural sites, panoramas have been acquired also inside the palace, enabling a virtual tour of the Museum. The test presented here take into account only the images acquired in the internal courtyard ( Figure 9 ). It is a pedestrian area, so the acquisitions have been done by walking operators and not by a moving car. This acquisition method, reasonably has improved the GPS measurements accuracy, as it will be shown by the results provided below. Currently only one dataset is available: it dates to 2013 and is composed of 30 panoramas acquired with an average base-length of 3 m. Block geometry, conformation and site dimensions are advantageous: it is a small size (20x25 m) closed courtyard, avoiding the drawbacks related to acquisition along streets or in wide spaces, as seen in the previous examples. Images are arranged along the four sides of the courtyard perimeter, with a short base-length, which produce a high overlap between images. In addition, the shooting points are quite close to the building façades, thus buildings occupy the main part of the image frame, reducing the areas that show the sky. Nevertheless, for uniformity with the previous examples, also in this case the parts of the images that depicted the sky were masked. On the basis of these considerations, and as will be confirmed by the stats below, the expected accuracy should be higher than in previous case studies. Also in this case, the re-projection to planar has been applied only to limited parts inside the scene, i.e. the southern and the eastern façades ( Figure 9 ). The analysis of residuals demonstrates a good accuracy of the results: block internal coherence is very high with re-projection residuals of only 1 pixel and the stats on camera centre positions and check points show residuals of few centimetres (mean Check points RMS equal to 7 cm). In particular, GPS observations on camera centres position are consistent with GCP measurements, with residuals up to 14 cm (equi-rectangular) and up to 7 cm (planar). Using planar projections instead of equi-rectangular improves results in particular on orientation solution based on GPS control. In these cases the residuals can be halved. Using GCP control, instead, the use of planar o panoramic images is equivalent. The DSM analysis shows results in accordance with the ones relating to orientation. The average value of standard deviation is 4 cm and only the model processed using equi-rectangular images and high weight of the GPS control (GPS HW) has a higher standard deviation.
In general, the model surface is less noisy than the previous case study, probably thanks to the good overlap between panoramas and the high resolution of the object on the images. Table 16 . DSM comparison.
CONCLUSIONS
The research presented in this paper aimed to evaluate the accuracy of photogrammetric models obtained from Google
The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-2/W9, 2019 8th Intl. Workshop 3D-ARCH "3D Virtual Reconstruction and Visualization of Complex Architectures", 6-8 February 2019, Bergamo, Italy Street View images. The tests conducted on three case studies showed a great variability of results, connected to the geometric characteristics of the image block and to the accuracy of the GPS measurements. As far as the geometry is concerned, wide places and narrow streets present different obstacles: in wide spaces (such as squares), a large part of the equi-rectangular image shows the sky and, if not masked, many tie points could be matched on it, making the orientation solution unstable. In addition, the objects far from the shooting points have low resolution, leading to noisy DSM reconstruction. In this context, converting equi-rectangular images into pin-hole ones, framing only a restrict part of the scene, improves DSM reconstruction. In narrow streets, camera centres are generally aligned, introducing possible systematic rotations if only GPS camera station positions are used as ground control. Again, if the baselength of acquisition is high (ca. 10 m), consecutive panoramas are characterized by remarkable depth changes and perspective effects which make difficult to match corresponding feature. Using different datasets together (such as images acquired in different epochs) improves the solution: having more images, in many occasions more favourable base-lengths can be found. The quality of the GPS observations plays a very important role in the accuracy of the final 3d models. No information is provided by Google about precisions and accuracy, but in two of the three cases analysed it has proven to be quite inaccurate (up to few meters). In the Palazzo Costabili case study, instead, the residuals on camera centres GPS coordinates are ca. 25 cm (equirectangular) and ca. 6 cm (pin-hole). Anyway, the use of GPS observations as ground control is useful to improve the orientation solution convergence, providing initial camera centre positions. The use of Google Street View images has proven to be generally suitable for 3D reconstruction if high accurate model are not required. To improve accuracy and verify the quality of the solution obtained, the use of some GCP and CP is desirable.
