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Abstract
Piecewise constant denoising can be solved either by deterministic optimization approaches, based
on the Potts model, or by stochastic Bayesian procedures. The former lead to low computational time
but require the selection of a regularization parameter, whose value significantly impacts the achieved
solution, and whose automated selection remains an involved and challenging problem. Conversely, fully
Bayesian formalisms encapsulate the regularization parameter selection into hierarchical models, at the
price of high computational costs. This contribution proposes an operational strategy that combines
hierarchical Bayesian and Potts model formulations, with the double aim of automatically tuning the
regularization parameter and of maintaining computational efficiency. The proposed procedure relies on
formally connecting a Bayesian framework to a `2-Potts functional. Behaviors and performance for the
proposed piecewise constant denoising and regularization parameter tuning techniques are studied qual-
itatively and assessed quantitatively, and shown to compare favorably against those of a fully Bayesian
hierarchical procedure, both in accuracy and in computational load.
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1 Introduction
Piecewise constant denoising. Piecewise constant denoising (tightly related to change-point detection)
is of considerable potential interest in numerous signal processing applications including, e.g., econometrics
and biomedical analysis (see [1, 2], for an overview and [3] for an interesting application in biology). An
archetypal and most encountered in the literature formulation considers noisy observations as resulting from
the additive mixture of a piecewise constant signal x ∈ RN with a Gaussian noise  ∈ N (0, σ2IN )
y = x+ . (1)
Detecting change-points or denoising the piecewise constant information has been addressed by several
strategies, such as Cusum procedures [1], hierarchical Bayesian inference frameworks [4, 5], or functional
optimization formulations, involving either the `1-norm [6–10] or the `0-pseudo-norm of the first differences
of the signal [11–14].
This latter class frames the present contribution. Formally, it amounts to recovering the solution of a
`2-Potts model, namely,
x̂λ = arg min
x∈RN
1
2
‖y − x‖22 + λ‖Lx‖0, (2)
where L ∈ R(N−1)×N models the first difference operator, i.e., Lx = (xi+1 − xi)1≤i≤N−1, the `0-pseudo-
norm counts the non-zero elements in Lx, and λ > 0 denotes the regularization parameter which adjusts
the respective contributions of the data-fitting and penalization terms in the objective function.
Such a formulation however suffers from a major limitation: its actual solution depends drastically on the
regularization parameter λ. The challenging question of automatically estimating λ from data constitutes
the core issue addressed in the present contribution.
Related works. Bayesian hierarchical inference frameworks have received considerable interests for ad-
dressing change-point or piecewise denoising problems [4,5]. This mostly results from their ability to include
the hyperparameters within the Bayesian modeling and to jointly estimate them with the parameters of
interest. In return for this intrinsic flexibility, approximating the Bayesian estimators associated with this
hierarchical model generally requires the use of Markov chain Monte Carlo (MCMC) algorithms, which are
often known as excessively demanding in terms of computational burden.
Remaining in the class of deterministic functional minimization, the non-convexity of the objective func-
tion underlying (2) has sometimes been alleviated by a convex relaxation, i.e., the `0-pseudo-norm is replaced
by the `1-norm
x˜τ = arg min
x∈RN
1
2
‖y − x‖22 + τ‖Lx‖1. (3)
In essence, such an approach preserves the same intuition of piecewise constant denoising, at the price of
a shrinkage effect, but with the noticeable advantage of ensuring convexity of the resulting function to be
minimized (see, e.g., [8] for an intermediate solution where the penalization term is not convex but where
the global criterion stays convex). This ensures the convergence of the minimization algorithms [15–18] or
straightforward computations [19, 20]. The formulation proposed in (3) has received considerable interest,
because, besides the existence and performance of sound algorithmic resolution procedures, it can offer some
convenient ways to handle the automated tuning of the regularization parameter τ > 0. For instance, the
Stein unbiased risk estimate (SURE) [21, 22] aims at producing an unbiased estimator that minimizes the
mean squared error between x and x˜τ . While practically effective, implementing SURE requires the prior
knowledge of the variance σ2 of the residual error , often unavailable a priori (see, a contrario, [23, 24] for
hyperspectral denoising or image deconvolution involving frames where σ2 has been estimated). In [25], the
regularization parameter τ is selected according to an heuristic rule, namely τ = 0.25
√
Nσ, derived in [8].
Alternatively, again, the problem in (3) can be tackled within a fully Bayesian framework, relying on
the formulation of (3) as a statistical inference problem. Indeed, in the right-hand side of (3), the first
term can be straightforwardly associated with a negative log-likelihood function by assuming an additive
white Gaussian noise sequence , i.e., y|x is distributed according to the Gaussian distribution N (x, σ2IN ).
Further, the second term refers to a Laplace prior distribution for the first difference Lx of the unobserved
2
signal. Under such Bayesian modeling, the corresponding maximum a posteriori (MAP) criterion reads
maximize
x∈RN
{(
1
2piσ2
)N/2
e−
1
2σ2
‖y−x‖22 1
Z(τ/σ2)
e−
τ
σ2
‖Lx‖1
}
(4)
whose resolution leads to the solution (3) and where Z(τ/σ2) is the normalizing constant associated with
the prior distribution. Following a hierarchical strategy, the hyperparameters τ and σ2 could be included
into the Bayesian model to be jointly estimated with x. However, in the specific case of (3), the prior
distribution related to the penalization is not separable with respect to (w.r.t.) the individual components of
x: The partition function Z(τ/σ2) can hence not be expressed analytically. Therefore, estimating τ within a
hierarchical Bayesian framework would require either to choose a heuristic prior for τ as proposed in [26–28]
or to conduct intensive approximate Bayesian computations as in [29].
Goals, contributions and outline. Departing from the Bayesian interpretation of (3), the present con-
tribution chooses to stick to the original `2-Potts model (2). Capitalizing on efficient dynamic programming
algorithms [14, 30–33] which allow x̂λ to be recovered for a predefined value of λ, the main objective of
this work resides in the joint estimation of the denoised signal and the optimal hyperparameter λ, without
assuming any additional prior knowledge regarding the residual variance σ2. Formally, this problem can be
formulated as an extended counterpart of (2), i.e., a minimization procedure involving x, λ, and σ2 as stated
in what follows.
Problem 1.1 Let y ∈ RN and φ : R+ × R+ → R. The problem under consideration is1
minimize
x∈RN ,λ>0,σ2>0
1
2σ2
‖y − x‖22 +
λ
σ2
‖Lx‖0 + φ(λ, σ2). (5)
The main challenge for handling Problem 1.1 lies in the design of an appropriate function φ that leads to
a relevant penalization of the overall criterion w.r.t. the set of nuisance parameters (λ, σ2). To that end,
Section 2 provides a natural parametrization of x and a reformulation of Problem 1.1. In Section 3, a closed-
form expression of φ(·, ·) (cf. (28)) and an interpretation of λ will be derived from a relevant hierarchical
Bayesian inference framework. For this particular choice of the function φ(·, ·), Section 4 proposes an
efficient algorithmic strategy to approximate a solution of the Problem 1.1. In Section 5, the relevance
and performance of this procedure are qualitatively illustrated and quantitatively assessed, and shown to
compare favorably against the Markov chain Monte Carlo algorithm resulting from the hierarchical Bayesian
counterpart of (5), both in terms of accuracy and in computational load.
2 Problem parametrization
Following [4, 5, 34–36], piecewise constant signals x ∈ RN can be explicitly parametrized via change-point
locations r and amplitudes of piecewise constant segments µ. These reparametrizations are derived in
Sections 2.1 and 2.2. They are in turn used in Section 2.3 to bring Problem 1.1 in a form more amenable
for explicit connection to a hierarchical Bayesian model.
2.1 Change-point location parametrization r
To locate the time instants of the change-points in the denoised signal x, an indicator vector r =
(
ri
)
1≤i≤N ∈
{0, 1}N is introduced as follows
ri =
{
1, if there is a change-point at time instant i,
0, otherwise.
(6)
1Note that (5) could have been normalized differently without changing the minimization problem. A usual formulation
aims at multiplying all terms by σ2. For our study, formulation (5) is adopted for convenience.
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By convention, ri = 1 indicates that xi is the last sample belonging to the current segment, and thus that
xi+1 belongs to the next segment. Moreover, stating rN = 1 ensures that the number K of segments is equal
to the number of change-points, i.e., K =
∑N
i=1 ri.
For each segment index k ∈ {1, . . . ,K}, the set Rk ⊂ {1, . . . , N} is used to denote the set of time indices
associated with the k-th segment. In particular, it is worthy to note that Rk ∩ Rk′ = ∅ for k 6= k′ and
∪Kk=1Rk = {1, · · · , N}. Hereafter, the notation Kr will be adopted to emphasize the dependence of the
number K of segments on the indicator vector r, i.e., K = ‖r‖0.
2.2 Segment amplitude parametrization µ
The amplitudes of each segment of the piecewise constant signal can be encoded by introducing the vector
µ = (µk)1≤k≤Kr such that
(∀k ∈ {1, . . . ,Kr})(∀i ∈ Rk) xi = µk. (7)
2.3 Reformulation of Problem 1.1
In place of x, the parameter vector θ = {r,µ} will now be used to fully specify the piecewise constant signal
x. An important issue intrinsic to the `2-Potts model and thus to this formulation stems from the fact that
the unknown parameter θ belongs to the space
S = {{0, 1}N × RKr : Kr = {1, ..., N − 1}}
whose dimension is a priori unknown, as it depends on the number Kr of change-points. Moreover, this
parametrization leads to the following lemma.
Lemma 2.1 Let y ∈ RN and φ : R+ × R+ → R. Problem 1.1 is equivalent to
minimize
θ={r,µ}∈S
λ>0,σ2>0
1
2σ2
Kr∑
k=1
∑
i∈Rk
(yi − µk)2 + λ
σ2
(Kr − 1) + φ(λ, σ2) (8)
where (Rk)1≤k≤Kr is related to r as indicated in Section 2.1.
Indeed, the data fidelity term in the minimization Problem 1.1 can be equivalently written as
‖y − x‖2 =
Kr∑
k=1
∑
i∈Rk
(yi − xi)2 =
Kr∑
k=1
∑
i∈Rk
(yi − µk)2. (9)
Moreover, the penalization can be rewritten as
‖Lx‖0 = ‖r‖0 − 1 = Kr − 1. (10)
Lemma 2.1 implies that estimating the piecewise constant signal x can be equivalently formulated as
estimating the parameter vector θ.
3 Bayesian derivation of φ
Assisted by the reformulation of Problem 1.1 and a hierarchical Bayesian framework detailed in Section 3.1,
a relevant penalization function φ will be derived in Section 3.2.
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3.1 Hierarchical Bayesian model
In [4, 5], the problem of detecting change-points in a stationary sequence has been addressed following a
Bayesian inference procedure which aims at deriving the posterior distribution of the parameter vector θ
from the likelihood function associated with the observation model and the prior distributions chosen for the
unknown parameters. In what follows, a similar approach is proposed to produce a hierarchical Bayesian
model that can be tightly related to the Problem 1.1 under a joint MAP paradigm.
First, the noise samples (i)1≤i≤N are assumed to be independent and identically distributed (i.i.d.) zero
mean Gaussian variables with common but unknown variance σ2, i.e., |σ2 ∼ N (0, σ2IN). The resulting
joint likelihood function of the observations y given the piecewise constant model {r,µ} and the noise
variance σ2 reads
f
(
y|r,µ, σ2)= Kr∏
k=1
∏
i∈Rk
1√
2piσ2
exp
(
− (µk − yi)
2
2σ2
)
. (11)
Then to derive the posterior distribution, prior distributions are elected for the parameters r and µ,
assumed to be a priori independent. Following well-admitted choices such as those in [4, 5, 34, 35, 37], the
components ri of the indicator vector r are assumed to be a priori independent and identically distributed
(i.i.d.) according to a Bernoulli distribution of hyperparameter p
f(r|p) =
N−1∏
i=1
pri(1− p)1−ri = p
∑N−1
i=1 ri(1− p)(N−1−
∑N−1
i=1 ri) =
( p
1− p
)(Kr−1)
(1− p)(N−1). (12)
The prior independence between the indicator components ri (i = 1, . . . , N − 1) implicitly assumes that the
occurrence of a change at a given time index does not depend on the occurrence of change at any other time
index. Moreover, the hyperparameter p stands for the prior probability of occurrence of a change, which
is assumed to be independent of the location. Obviously, for particular applications, alternative and more
specific choices can be adopted relying, e.g., on hard constraints [38] or Markovian models [39], for instance
to prevent solutions composed of too short segments.
From a Bayesian perspective, a natural choice for f(µ|r) consists in electing independent conjugate
Gaussian prior distributions N (µ0, σ20) for the segment amplitudes µk (k = 1, . . . ,Kr), i.e.,
f(µ|r) =
Kr∏
k=1
1√
2piσ20
e
−(µk−µ0)2
2σ20 . (13)
Indeed, this set of conjugate priors ensures that the conditional posterior distributions of the segment am-
plitudes are still Gaussian distributions.
Moreover, within a hierarchical Bayesian paradigm, nuisance parameters, such as the noise variance, and
other hyperparameters defining the prior distributions can be included within the model to be estimated
jointly with θ [4,5]. In particular, to account for the absence of prior knowledge on the noise variance σ2, a
non-informative Jeffreys prior is assigned to σ2
f
(
σ2
) ∝ 1
σ2
. (14)
Proposed in [40], the use of this improper distribution has been widely advocated in the Bayesian literature
for its invariance under reparametrization [41, Chap. 3] (see also [35, 37]). Finally, as in [5, 35, 36, 39], a
conjugate Beta distribution B(α0, α1) is assigned to the unknown hyperparameter p, which is a natural
choice to model a (0, 1)-constrained parameter
f(p) =
Γ (α0 + α1)
Γ (α0) Γ (α1)
pα1−1(1− p)α0−1. (15)
Note that a wide variety of distribution shapes can be obtained by tuning the two hyperparameters α0 and α1,
while ensuring the parameter p belongs to the set (0, 1), as required since p stands for a probability [41, App.
A]. In particular, when the hyperparameters are selected as α0 = α1 = 1, the prior in (15) reduces to the
uniform distribution.
5
3.2 Joint MAP criterion
From the likelihood function (11) and prior and hyper-prior distributions (12)–(15) introduced above, the
joint posterior distribution reads
f(Θ|y) ∝ f (y|r,µ, σ2) f (µ|r) f(r|p)f(p)f (σ2) (16)
with Θ =
{
r,µ, σ2, p
}
. Deriving the Bayesian estimators, such as the minimum mean square error (MMSE)
and MAP estimators associated with this posterior distribution is not straightforward, mainly due to the
intrinsic combinatorial problem resulting from the dimension-varying parameter space {0, 1}N × RKr . In
particular, a MAP approach would consist in maximizing the joint posterior distribution (16), which can be
reformulated as the following minimization problem by taking the negative logarithm of (16).
Problem 3.1 Let y = (yi)1≤i≤N ∈ RN and let Φ =
{
α0, α1, σ
2
0
}
a set of hyperparameters. We aim to
minimize
Θ={r,µ,σ2,p}
1
2σ2
Kr∑
k=1
∑
i∈Rk
(yi − µk)2 + (Kr − 1)
(
log
(
1− p
p
)
+
1
2
log(2piσ20)
)
+
N
2
log(2piσ2)− (N − 1) log(1− p) + log σ2 − (α1 − 1) log p− (α0 − 1) log(1− p)
+
1
2σ20
Kr∑
k=1
(µk − µ0)2 + 1
2
log(2piσ20). (17)
Despite apparent differences in parametrization between Problem 1.1 and Problem 3.1, we prove hereafter
that both are equivalent for specific choices of λ and φ(·, ·).
Proposition 3.1 For σ20 large enough, Problem 1.1 with
λ = σ2
(
log
(
1− p
p
)
+
1
2
log(2piσ20)
)
(18)
and
φ(λ, σ2) =
N
2
log(2piσ2) + log(σ2)− λ
σ2
(N + α0 − 2) + N + α0 − 1
2
log(2piσ20)
+ (N + α0 + α1 − 3) log
(
1 + exp
( λ
σ2
− 1
2
log(2piσ20)
))
(19)
matches Problem 3.1.
The sketch of the proof consists in identifying the three terms of the expression in (8) in the crite-
rion (17): the data fidelity term (9), a term proportional to the regularization (10), and a third term
φ(λ, σ2) that is independent of the indicator vector r. Identification is possible under the condition that the
term 1
2σ20
∑Kr
k=1(µk − µ0)2 which explicitly depends on r through Kr can be neglected. Thus, choosing σ20
sufficiently large
1
2σ20
Kr∑
k=1
(µk − µ0)2  1
2
log(2piσ20), (20)
permits to equate Problem 1.1 and Problem 3.1 with the choices λ and φ(λ, σ2) as defined in Proposition 3.1.
As an illustration of its complex shape, Fig. 1 represents φ(λ, σ2) as function of λ and σ2.
Remark 1 The tuning of σ20 requires some discussion:
• As 1
2σ20
∑Kr
k=1(µk −µ0)2 is of the order of 12σ20Krσ
2
0 ≈ pN2 , a sufficient condition for (20) to hold reads:
pN
2
 1
2
log(2piσ20). (21)
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Figure 1: Illustration of φ(λ, σ2) for the hyperparameter setting α0 = α1 = 1 and 2piσ
2
0 = 10
4.
• However a careful examination of (17) and (18) also leads to conclude that parameter p actually controls
λ provided that log
(
1−p
p
)
is not totally neglectable when compared to 12 log(2piσ
2
0), thus implying an
upper bound of the form:
1
2
log(2piσ20) ≤ log
(1− p)
p
+ log ζ (22)
where ζ > 0 is an arbitrary constant, whose magnitude will be precisely addressed in Section 5.5.
The tuning of log(2piσ20), of paramount practical importance, is hence not intricate and will be further
discussed Section 5.5 from numerical experimentations.
4 Algorithmic solution
Thanks to Proposition 3.1, a function φ has been derived which allows the choice of the regularization
parameter λ to be penalized in Problem 1.1. In this section, an algorithmic solution is proposed to estimate
(x̂, λ̂, σ̂2), a solution of Problem 1.1.
An alternate minimization over x, λ and σ2 would not be efficient due to the non-convexity of the
underlying criterion. To partly alleviate this problem, we propose to estimate λ on a grid Λ. Therefore, a
candidate solution can be obtained by solving (∀λ ∈ Λ)
(x̂λ, σ̂
2
λ) ∈ Argmin
x∈RN ,σ2>0
F (x, λ, σ2)
with
F (x, λ, σ2) =
1
2σ2
‖y − x‖22 +
λ
σ2
‖Lx‖0 + φ(λ, σ2). (23)
The minimization over x does not depend on σ2, thus
x̂λ = arg min
x∈RN
1
2
‖y − x‖22 + λ‖Lx‖0, (24)
and we set
σ̂2λ =
‖y − x̂λ‖2
N − 1 . (25)
We finally select the triplet (x̂λ̂, λ̂, σ̂
2
λ̂
) such that
λ̂ = arg min
λ∈Λ
F (x̂λ, λ, σ̂
2
λ). (26)
Note that the provided estimation amounts to using the solution of (2) for different λ ∈ Λ to probe the
space (x, σ2) ∈ RN × R+. Therefore, the iterations of the proposed full algorithmic scheme (reported in
7
Algo. 1) are very succinct and the overall algorithm complexity mainly depends on the ability to solve (2)
efficiently for any λ ∈ Λ. In this work, we propose to resort to a dynamic programming algorithm developed
in [14, 31] that allows (24) to be solved exactly. We use its Pottslab implementation [32] augmented by a
pruning strategy [42].
Algorithm 1 Bayesian driven resolution of the `2-Potts model
Input: Observed signal y ∈ RN .
The predefined set of regularization parameters Λ.
Hyperparameters Φ =
{
α0, α1, σ
2
0
}
.
Iterations:
1: for λ ∈ Λ do
2: Compute x̂λ = arg min
x∈RN
1
2
‖y − x‖22 + λ‖Lx‖0.
3: Compute σ̂2λ = ‖y − x̂λ‖2/(N − 1).
4: end for
Output: Solution (x̂λ̂, λ̂, σ̂
2
λ̂
) with λ̂ = arg min
λ∈Λ
F (x̂λ, λ, σ̂
2
λ)
5 Automated selection of λ: Illustration and performance
5.1 Performance evaluation and hyperparameter settings
5.1.1 Synthetic data
The performance of the proposed automated selection of λ are illustrated and assessed using Monte Carlo
numerical simulation based on synthetic data y = x+ , where the noise  consists of i.i.d. samples drawn
from  ∼ N (0, σ2IN ), and the signal x is piecewise constant, with i.i.d. change-points, occurring with
probability p, and i.i.d. amplitudes drawn from a uniform distribution (on the interval [xmin, xmax]).
5.1.2 Performance quantification
Performance are quantified by the relative mean square error (MSE) and the Jaccard error. While the former
evaluates performance in the overall (shape and amplitude) estimation x̂ of x such that
MSE(x, x̂) =
‖x− x̂‖
‖x‖ ,
the latter focuses on the accuracy of change-point location estimation r. The Jaccard error between the true
change-point vector r and its estimate r̂ (both in {0, 1}N ), is defined as [43,44]
J(r, r̂) = 1−
∑N
i=1 min(ri, r̂i)∑
1≤i≤N
ri>0,r̂i>0
ri+r̂i
2
+
∑
1≤i≤N
r̂i=0
ri +
∑
1≤i≤N
ri=0
r̂i
. (27)
J(r, r̂) ranges from 0 when r = r̂, to 1, when r ∩ r̂ = ∅. The Jaccard error is a demanding measure:
when one half of non-zero values of two given binary sequences coincides while the other half does not, then
J(r, r̂) = 2/3.
In the present study, to account for the fact that a solution with a change point position mismatch by a
few time indices remains useful and of practical interest, the Jaccard error is computed between smoothed
versions r ∗ G and r̂ ∗ G of the true and estimated sequences r and r̂. The convolution kernel G is chosen
here as a Gaussian filter (with a stansdard deviation of 0.5) truncated to a 5-sample support.
Performance are averaged over 50 realizations, except for comparisons with the MCMC-approximated
Bayesian estimators (see Section 5.4) where only 20 realizations are used because of MCMC procedure’s high
computational cost.
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5.1.3 Hyperparameter setting
The prior probability p for change-point is chosen as a uniform distribution over (0, 1), obtained with hyper-
parameters set to α0 = α1 = 1. Indeed, for such a choice, the Beta distribution in (15) reduces to a uniform
distribution, hence leading to a non-informative prior for the change-point probability. This hyperparameter
setting leads to the following expression for the penalization function
φ(λ, σ2) = log(σ2)+
N
2
(
log(2piσ2)+log(2piσ20)
)
+(N−1)
(
log
(
1 + exp
( λ
σ2
− 1
2
log(2piσ20)
))
− λ
σ2
)
. (28)
Amplitudes µ for x are parametrized with σ20 , which according to Proposition 3.1 should be chosen large
enough. For the time being, we set 2piσ20 = 10
4, and further discuss the impact of this choice in Section 5.5.
5.1.4 Discretization of Λ
For practical purposes, we make use of a discretized subset Λ for λ (500 values equally spaced, in a log10-scale,
between 10−5 and 105). Note that in the toolbox associated with this work, an option is called λ−shooting
allowing to select the grid Λ according to the strategy introduced in [31].
5.2 Illustration of the principle of the automated tuning of λ.
Fig. 2 illustrates the principle of the automated selection of λ, under various scenarios, with different values
for p and different amplitude-to-noise-ratios2 (ANR) where ANR= xmax−xmin3σ .
For all scenarios, Fig. 2 shows that the automatically selected λ̂, obtained as the minimum of the devised
criterion F (cf. (23), vertical red line in bottom row), satisfactorily falls within the ranges of λ achieving
the MSE minimum (denoted ΛMSE and marked with vertical lines in the second row) or the minimum of
Jaccard error (denoted ΛJac and marked with vertical lines in the third row): λ̂ ∈ ΛMSE ∩ΛJac. In addition,
on the first row of Fig. 2, the corresponding solution x̂λ̂ (red) visually appears as a satisfactory estimator of
x (black), similar to the “oracle” solutions x̂λMSE (blue) and x̂λJac (green) that rely on a perfect knowledge
of the noise-free signal x. Solution x̂λ̂ indeed systematically benefits from lower relative MSE and Jaccard
error than x̂λ for any other λ. While, by construction, x̂λMSE and x̂λJac are identical for all λ within ΛMSE
or ΛJac, the automated selection procedure for λ yields interestingly a single global minimizer.
When ANR decreases, a closer inspection of Fig. 2 (left column) further shows that the supports of oracle
λ, ΛMSE and ΛJac are drastically shrinking, yet the automated selection of λ remains satisfactory even in
these more difficult contexts. The same holds when p increases (see Fig. 2, right column).
5.3 Estimation performance quantification
To assess and quantify estimation performance of λ̂ as functions of data parameters σ2, xmax − xmin, and p,
we have performed Monte Carlo simulations under various settings.
First, Fig. 3 reports estimation performance for λ̂ as a function of the ANR. It shows that the estimated
value λ̂ (red), averaged over Monte Carlo simulations, satisfactorily remains within the range of MSE/Jaccard
error oracle values for λ (dashed white lines) and tightly follows the average oracle values (solid white line).
This holds for different xmax−xmin. As p grows (cf. Fig. 3 from top to bottom), the oracle regions in dashed
white shrink, thus indicating that the selection of λ becomes more intricate when more segments are to be
detected. The proposed automated selection for λ still performs well in these more difficult situations. In
addition, it can also be observed that λ̂ depends, as expected, on σ (or equivalently on xmax − xmin) cf.
Fig. 3, from left to right.
Second, Fig. 4 focuses on the behavior of the estimated λ̂ as a function of σ, for different values of ANR.
Again, it shows satisfactory performance of λ̂ compared to the oracle λ. Incidently, it also very satisfactorily
2This measure allows amplitudes between successive segments to be compared w.r.t. to noise power. Since segment ampli-
tudes are drawn uniformly between xmin and xmax the average difference between successive segments is
xmax−xmin
3
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(a) ANR = 1, p = 0.01. (b) ANR = 2, p = 0.01. (c) ANR = 2, p = 0.015.
Figure 2: Illustration of the automated tuning of λ: Top: Data y to which are superimposed true signal x and
oracle signals x̂λMSE (blue) and x̂λJac (green) obtained for λMSE and λJac minimizing the MSE and the
Jaccard error, together with estimated x̂λ̂ (red) obtained from automated selection of λ. Second and third
lines: relative MSE and Jaccard error as functions of λ. Vertical lines locate λMSE and λJac. Bottom line:
Criterion F (cf. (23)) as a function of λ. Automatically selected λ̂ is indicated by vertical red lines and is
satisfactorily located in between the vertical lines indicating λMSE and λJac. (left) p = 0.01 and ANR = 1,
(middle) p = 0.01 and ANR = 2, (right) p = 0.15 and ANR = 2. For all configurations, xmax − xmin = 1.
reproduces the linear dependence of λ with σ2, which can be predicted from a mere dimensional analysis of
the `2-Potts model yielding:
λ ∼ σ
2
2p
. (29)
5.4 Comparison with state-of-the-art estimators
The proposed method has been compared to classical Bayesian estimators associated with the hierarchical
Bayesian model derived in Section 3.1 for which an MCMC procedure has been derived (cf. Appendix A).
The number of Monte Carlo iterations is fixed to TMC = 10
3 and the amplitude hyperprior parameters are
chosen as the mean of y for µ0 and σ
2
0 = v̂ar(y), where v̂ar(·) stands for the empirical variance.
In Fig. 5, estimation performance for the proposed procedure (solid red) are compared against MAP and
MMSE hierarchical Bayesian estimators, as functions of ANR. Overall, x̂λ̂ is equivalent to x̂MAP and x̂MMSE
in terms of MSE (first column) and Jaccard error (second column), while benefiting of significantly lower
computational costs. Interestingly, when p increases (large number of change-points), the larger the gain in
using the proposed procedure. This is also the case when the sample size N increases: For N = 104, the
MCMC approach takes more than an hour while the method we propose here provides a relevant solution
in a few minutes.
We further compared the performance of the proposed strategy with several classical parameter choice based
on information criteria such as AIC, SIC, AICC and SICC (see [45] for details about these criteria). Fig. 5
(solid blue) only reports the SICC-based solutions, which performed best among those four criteria. The
proposed solution always perform better. Further criteria can be encountered in [46–48]. Finally, we follow
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Figure 3: Estimation performance: RMSE and Jaccard error as functions of λ and ANR. The background
displays the relative MSE (left) or Jaccard error (right) w.r.t. λ and ANR. We superimpose in red the
estimate λ̂ (average over 50 realizations), as a function of the ANR, which is shown to satisfactorily remain
within the range of oracles λ, delimited by dashed white lines and to closely follow oracle Monte Carlo
average indicated by solid white lines (left: relative MSE, right: Jaccard error). From top to bottom:
p = 0.005, 0.010 and 0.015. From left to right: xmax − xmin = 0.1, 1, and 10.
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Figure 4: Estimation performance: RMSE and Jaccard error as functions of λ and σ. The background
displays the relative MSE (left) or Jaccard error (right) w.r.t. λ and σ. We superimpose in red the estimate
λ̂ (average over 50 realizations), as a function of log10 σ, which is shown to satisfactorily remain within
the range of oracles λ, delimited by dashed white lines and to closely follow oracle Monte Carlo average
indicated by solid white lines (left: relative MSE, right: Jaccard error). For each configuration p = 0.01
and from left to right: ANR = 1, 2 and 4. This illustrates that λ̂ leads to solutions with same performance
as oracle λ and highlights that λ̂ varies linearly with σ2, as expected.
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Figure 5: Comparison with state-of-the-art methods. For each configuration ANR = 2, xmax − xmin = 1 and
from top to bottom: p = 0.005, 0.010 and 0.015. From left to right: relative MSE, Jaccard error, execution
time and example of solutions. The proposed estimator (red) yields estimation performance comparable
to Bayesian estimators (green) while benefiting from significantly lower computational costs. Moreover, it
improves significantly the performance compared to SICC estimator (blue) for a similar computation cost.
The results obtained with λ = 0.25
√
Nσ̂2 is displayed in light blue.
the regularization parameter choice provided in [25] consisting in the heuristic rule τ = 0.25
√
Nσ derived
in [8] for the `1-penalized formulation. Invoking dimensionality arguments, this choice as been adapted
to λ = 0.25
√
Nσ2 for the `0-penalized formulation addressed in this work. One should note that this
parameter selection method relies on the perfect knowledge of the noise variance σ2, which is not the case
in the considered study framework. To provide fair comparisons, the performance of this heuristic rule has
been evaluated using an estimate of this variance, derived from the classical median estimator [49] which
is particularly suitable for piecewise constant signals. Again, the proposed method always lead to better
solutions.
5.5 Selection of hyperparameter σ20
We finally investigate the impact of the choice of the hyperparameter σ20 on the achieved solution, according
to the discussion in Remark 1. Fig. 6 displays λ̂ (red circle) as a function of σ20 , for different values of
xmax−xmin. It shows that using log 2piσ20 ∈ [0, 5] systematically leads to satisfactory estimates that minimize
the relative MSE (left) or Jaccard error (right). This clearly indicates that σ20 does not depend on data
dynamics (xmax− xmin), which is what is expected from a hyperparameter. Finally, to explore the potential
dependencies on p or ANR, we set xmax − xmin = 1. Fig. 7 shows that selecting any value of σ0 such that
log 2piσ20 ∈ [0, 5] leads to satisfactory estimates minimizing the relative MSE (left) or Jaccard error (right),
irrespectively of the actual values of p or of the ANR.
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Figure 6: Estimation performance: RMSE and Jaccard error as functions of λ and σ20. The background
displays the relative MSE (left) or Jaccard error (right) w.r.t. λ and σ20 . We superimpose in red the estimate
λ̂, which a priori explicitly depends on the choice of the hyperprior σ20 , is averaged over 50 realizations and
displayed in red as a function of 2piσ20 . From left to right: xmax − xmin = 0.1, 1 and 10. For each
configuration p = 0.01, ANR = 1. Choosing log 2piσ20 ∈ [0, 5] systematically leads to satisfactory estimates
minimizing the relative MSE (left) or Jaccard error (right).
6 Conclusions and perspectives
This contribution studied a change-point detection strategy based on the `2-Potts model, whose perfor-
mance depend crucially on the selection of a regularization parameter. Using an equivalence between a
variational formulation and a hierarchical Bayesian formulation of the change-point detection problem, the
present contribution proposed and assessed an efficient automated selection of this regularization parameter.
It shows that estimation performance of the proposed procedure (evaluated in terms of global MSE and
Jaccard error) match satisfactorily those achieved with oracle solutions. Moreover, when compared to fully
Bayesian strategies, the proposed procedure achieved equivalent performance at significantly lower compu-
tational costs. One of the advantages of the proposed approach is that it can be easily adapted to different
additive noise degradations. For instance, for the `1-Potts setup, that is the Laplacian noise assumption,
the likelihood (11) should be replaced by a Laplacian distribution with scale parameter σ and the step (25)
should be replaced by σ̂λ = ‖y − x̂λ‖/N to be consistent. One difficulty that can be encountered for this
kind of degradation is that we do not know the conjugate prior for the Laplace distribution. We have re-
cently studied a related issue in a conference paper [50]. Future work could also aim to extend the present
framework to Poisson noise.
A Bayesian estimators
The maximum a posteriori (MAP) or minimum mean squared error (MMSE) estimators associated with the
joint posterior f(Θ|y) in (16) can be approximated by using MCMC procedures that essentially rely on a
partially collapsed Gibbs sampler [51] similar to the algorithm derived in [5]. It consists in iteratively drawing
samples (denoted ·[t]) according to conditional posterior distributions that are associated with the joint poste-
rior (16). The resulting procedure, detailed in Algo. 2, provides a set of samples ϑ =
{
r[t],µ[t], σ2[t], p[t]
}TMC
t=1
that are asymptotically distributed according to (16). These samples can be used to approximate the MAP
and MMSE estimators of the parameters of interest [52]. The corresponding solutions are referred to as
x̂MAP and x̂MMSE in Section 5.4.
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Figure 7: Estimation performance: RMSE and Jaccard error as functions of λ and σ20. The background
displays the relative MSE (left) or Jaccard error (right) w.r.t. λ and σ20 . We superimpose in red the
estimate λ̂, which a priori explicitly depends on the choice of the hyperprior σ20 , is averaged over 50
realizations and displayed in red as a function of 2piσ20 . Choosing log 2piσ
2
0 ∈ [0, 5] leads to satisfactory
estimation performance independently of p and the ANR. For each configuration xmax − xmin = 1. From
top to bottom: p = 0.005, 0.010 and 0.015. From left to right: ANR = 1, 2 and 4.
Algorithm 2 Piecewise constant Bayesian denoising
Input: Observed signal y ∈ RN .
Hyperparameters Φ =
{
α0, α1, µ0, σ
2
0
}
.
Iterations:
1: for t = 1, . . . , TMC do
2: for i = 1, . . . , N − 1 do
3: Draw r
[t]
i ∼ f
(
ri|y, r\i, p, σ2, µ0, σ20
)
4: end for
5: for k = 1, . . . ,
∑N
i=1 r
[t]
i do
6: Draw µ
[t]
k ∼ f
(
µk|y, r, σ2, µ0, σ20
)
7: end for
8: Draw σ2[t] ∼ f (σ2|y, r,µ)
9: Draw p[t] ∼ f (p|r, α0, α1)
10: end for
Output: ϑ =
{
r[t],µ[t], σ2[t], p[t]
}TMC
t=1
, x̂MAP and x̂MMSE.
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