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The quench dynamics in type-I inversion symmetric Weyl semimetals (WSM) are explored in this
work which, due to the form of the Hamiltonian, may be readily extended to two-dimensional Chern
insulators. We analyze the role of equilibrium topological properties characterized by the Chern
number of the pre-quench ground state in dictating the non-equilibrium dynamics of the system,
specifically, the emergence of dynamical quantum phase transitions (DQPT). By investigating the
ground state fidelity, it is found that a change in the signed Chern number constitutes a sufficient but
not necessary condition for the occurrence of DQPTs. Depending on the ratio of the transverse and
longitudinal hopping parameters, DQPTs may also be observed for quenches lying entirely within the
initial Chern phase. Additionally, we analyze the zeros of the boundary partition function discovering
that while the zeros generally form two-dimensional structures resulting in one-dimensional critical
times, infinitesimal quenches may lead to one-dimensional zeros with zero-dimensional critical times
provided the quench distance scales appropriately with the system size. This is strikingly manifested
in the nature of non-analyticies of the dynamical free energy, revealing a logarithmic singularity.
In addition, following recent experimental advances in observing the dynamical Fisher zeros of the
Loschmidt overlap amplitude through azimuthal Bloch phase vortices by Bloch-state tomography,
we rigorously investigate the same in WSMs. Finally, we establish the relationship between the
dimension of the critical times and the presence of dynamical vortices, demonstrating that only one-
dimensional critical times arising from two-dimensional manifolds of zeros of the boundary partition
function lead to dynamical vortices.
I. INTRODUCTION
Non-equilibrium dynamics have garnered significant
attention due to experimental advances in cold atomic
systems1–8 and quantum simulators9,10, permitting the
realization of topological phases of matter via engineered
synthetic gauge fields11–13. Transcending the equilibrium
paradigm, systems driven into non-equilibrium show non-
analyticities in dynamical/temporal behavior of observ-
ables8,14–24. This phenomenon has been termed dynam-
ical quantum phase transition (DQPT) (see Refs. 25
and 26 for a review) and it has also recently been ex-
perimentally demonstrated in a variety of systems8,27–31.
Of particular interest is drawing the connections be-
tween non-equilibrium dynamics and equilibrium topol-
ogy which concerns itself with the classification of non-
interacting matter in equilibrium using topological in-
variants, wherein one aims to correlate the emergence of
DQPTs with changes in the topological invariants in non-
interacting two-band insulators18,32–37. With the rapid
progress in the field of topology in condensed matter
physics, topological properties are no longer limited to
gapped systems. For instance, Weyl semi-metals (WSM),
arising from split Dirac crossings due to the breaking of
inversion and/or time-reversal symmetries, have emerged
as the quintessential representative of gapless topologi-
cal systems38–42. Three dimensional WSM are topolog-
ically protected semi-metallic quantum states harboring
the elusive Weyl fermions in condensed matter systems as
low-energy excitations at the Weyl nodes. In reciprocal
space they can be seen as magnetic monopoles which act
as sources or sinks of Berry curvature. At the surfaces
of a WSM slab, this results in the emergence of topo-
logically protected chiral states called Fermi arcs, joining
the Weyl nodes of opposite chirality in the region where
Chern number equals one. Due to the rich Chern phase
structure in three dimensions and the consequent addi-
tional degree of freedom as well as the manifestation of
bulk topology in the surface Fermi arcs, WSMs provide
the perfect avenue to study the interplay between equi-
librium topology and DQPTs.
In this work, firstly, the bulk effects of quantum
quenches are analyzed by studying the role of topol-
ogy in governing the occurrence of DQPTs. We per-
form sudden quenches in type-I inversion symmetric sin-
gle WSMs43,44, studying the dynamics using the bound-
ary partition function which, for real times describes
the Loschmidt overlap (LO) amplitude as mentioned in
Eq. (4) and the corresponding discussion. It has been
shown earlier that for two-dimensional systems described
by the Chern number, a change in the magnitude of
the Chern number is a necessary condition to observe
a DQPT34,35 while, in Sec III we find that a change
in the signed Chern number constitutes a sufficient but
not necessary condition for the existence of pre-quench
state wavevectors which trigger DQPTs. We explain
this observation by relating the excitation probability
of the effective two level system, which must equal half
(infinite temperature) to trigger a DQPT35,45, to the
ground state fidelity across the topological phase tran-
sition. This treatment provides a window in the domain
of the quenched parameter where DQPTs occur, while
also highlighting the role of crossing Chern phase bound-
ar
X
iv
:1
81
2.
03
41
7v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  9
 D
ec
 20
18
2aries or equivalently encountering Weyl nodes along the
quench path. Moreover, studies on both integrable16,24
and non-integrable models46 have shown that the occur-
rence of DQPTs need not bear a direct correspondence
with equilibrium phase transitions. In this regard, we
show that in WSMs, DQPTs may also be observed for
quenches entirely lying in the initial Chern phase de-
pending on the ratio of the transverse and longitudi-
nal hopping parameters. We, therefore, provide a com-
prehensive characterization of the quench conditions for
observing DQPTs and the connections with the topo-
logical quantum critical point. Additionally, in Sec IV
we analyze the zeros of the boundary partition function
which are composed of multiple tails with each tail cor-
responding to a Chern phase boundary encountered in
the quench path. Consequently, the orientation of the
tails depend of the quench path as the number of imag-
inary axis intersections of the zeros forming the critical
times for DQPTs must match the number of Chern phase
boundaries crossed. The dimension of the tails and their
intersection with the imaginary axis (critical times for
DQPTs) are found to depend not only on the system di-
mension, but also on the quench parameters and quench
distance. An otherwise two-dimensional tail of zeros orig-
inating from the given quench forming a one-dimensional
critical time manifold, converts into a one-dimensional
tail with a zero-dimensional (point-like) critical time for
small quenches near the Chern phase boundares suitable
scaled with the system size. Clearly, it follows that the
nature of the non-analyticities of the free-energy, which
depend on the dimension of the critical times, evolve with
the quench protocol. Further, recent advances in experi-
mental techniques permit the real time observation of the
dynamical zeros of the LO in particular from the dynam-
ical free energy8 and using full time- and momentum-
space Bloch-state tomography27. Motivated by these, we
first study in the dynamical free energy non-analyticities
in Sec V, revealing the nature of non-analyticities at the
critical times. Subsequently, in Sec VI, following the
experimental observation27 of dynamical vortices in the
Bloch azimuthal phase of quenched states in the Haldane
model using Bloch-state tomography, we study and an-
alyze the same in WSM. We derive expressions for the
vorticity of the dynamical vortices and establish the re-
lation between the dimension of critical times and the
presence of dynamical vortices, discovering that only one
dimensional critical times arising from two-dimensional
manifolds of zeros of the boundary partition function lead
to dynamical vortices.
Lastly, the form of the Hamiltonian of type-I inversion
symmetric WSMs, as described in the following section,
permits a simple extension of the conclusions of this work
to two-dimensional Chern insulators in general.
II. MODEL
We consider the following two-band model for non-
interacting fermions with translation invariance of a type-
I inversion symmetric single WSM43,44 described by the
Hamiltonian,
H = 1
2
∑
x;s=1,2
c†x+as
[
itσs − t
′
2
σ3
]
cx +
bt′
2
∑
x
c†xcx
+
t
2
∑
x
c†x+a3cx + h.c.. (1)
which represents stacked Chern-insulator layers coupled
along the zˆ(s = 3)−direction43,47. Here c, c† denote the
fermion operators, σj are the Pauli matrices, t(t
′) denote
the hopping parameters, b is the control parameter being
quenched, and as are cubic-lattice unit vectors along the
direction indexed by s. In the momentum-space, this
Hamiltonian translates to H = ∑kH(k) = ∑k h(k) · σ
with,
hn = tsin(kn) (n = x, y)
hz = tcos(kz) +
t′
2
(b− cos (kx)− cos (ky)) (2)
Since the system is essentially constituted by layers of
Chern insulators, one for each value of kz, the con-
clusions of this work are applicable to Chern insula-
tors. The ground state of H is given by the product
state of the ground states at each momentum: |Ψ−〉 =∏
k |g(k)〉. The topology of the ground state of this
Hamiltonian is captured by the first Chern number C =
1
2pi
∫∫
BZ(kz)
dk h2h3
(
∂kxh× ∂kyh
)
, as shown in Fig. 1.
The Chern phase boundaries, beginning with the upper-
most one (as shown in Fig. 1) are located at the degen-
eracies given by (kx, ky) = (0, 0), (0,±pi) or (±pi, 0), and
(±pi,±pi), respectively. Accordingly, the boundaries are
described by cos(kz) =
2t′
t (−b) and cos(kz) = 2t
′
t (±2−b),
respectively.
We study the non-equilibrium real-time evolution and
DQPTs following a sudden quench of the parameter b as
described in (2), from bi to bf and thereby changing the
Hamiltonian fromHi(k) = hi(k)·σ toHf (k) = hf (k)·σ.
Due to the translational invariance, different momentums
are decoupled and are analyzed separately. At half fill-
ing, the system is prepared in the ground state (lower-
Bloch band) |Ψi(k)〉 = |g(k, bi)〉 of the initial Hamilto-
nian Hi(k). During the course of the quench, the eigen-
basis changes with the system parameters determining
the quench. For a sudden quench beginning with the ini-
tial ground state, the post-quench state is expressed as
|Ψi(k)〉 = |g(k, bi)〉 = uk|g(k, bf )〉 + vk|e(k, bf )〉, which
equals the pre-quench ground state (|Ψf (k)〉 = |Ψi(k)〉)
with a change of basis. We characterize the dynamics of
the system using the boundary partition function with
the boundary state being the pre-qench ground state,
3FIG. 1. Chern number phase diagram for the type-I inversion
symmetric single WSM lattice model (2). The equations of
the boundaries are obtained from the degeneracies beginning
with the uppermost one are cos(kz) =
t′
2t
(2 − b), cos(kz) =
t′
2t
(−b) and cos(kz) = t′2t (−2− b).
which is expressed as14,16,24,35,45,48
G(z) = 〈Ψi|e−zHf |Ψi〉 =
∏
k
〈Ψi(k)|e−zHf (k)|Ψi(k)〉
(3)
Now, the boundary partition function for each momen-
tum is given by,
G(z,k) = 〈Ψi(k)|e−zHf (k)|Ψi(k)〉
= |uk|2e+zhf (k) + |vk|2e−zhf (k)
=
(
(1− pk) + pke−2zhf (k)
)
ezhf (k) (4)
where pk = |vk|2 = 12
(
1− hi(k)hi(k) ·
hf (k)
hf (k)
)
denotes
the probability of excitation following the quench,
|uk|2 = 1 − |vk|2, and +(−)hf (k) is the energy of
|e(k, bf )〉
(|g(k, bf )〉) under Hf (k). Note that pk de-
pends on the quench protocol. For imaginary z =
it, the Loschmidt overlap (LO)14,16,24,35,45,48,49 ampli-
tude is obtained from Eq. (4) as G(it,k) = cos(thf ) +
i
(
hi·hf
hihf
)
sin(thf ). Thus, the real time zeros of the
boundary partition function or equivalently the zeros of
the LO are given by tn = (2n+1)
pi
2Ef (k∗)
, where pk∗ =
1
2 .
Analogous to the thermal free energy, the dynamical
partition function scales exponentially with the system
volume. Hence, one may define a dynamical free energy
for non-interacting fermions as,
f(z) = − lim
L→∞
1
Ld
ln(G(z))
= −
∫
dk
(2pi)3
ln
(
(1− pk) + pke−2zhf (k)
)
(5)
where the Ld is the system volume. DQPTs are there-
fore contingent upon the existence of purely imaginary
(real time) non-analyticities of the dynamical free en-
ergy8,14–16, corresponding to the zeros at critical times
of the LO. Now, the non-analyticities of the free energy,
or the zeros of the LO, are given by
zn =
1
2hf (k)
[
ln
(
pk
1− pk
)
+ ipi(2n+ 1)
]
(6)
which are obtained when35,45 there exist k = k∗ such
that pk∗ = 1/2. This condition defines the sectors in
momentum-space (k) where DQPTs may occur. Note
that the exact calculation of pk depends on the quenching
protocol.
III. CONDITIONS FOR DQPT
We calculate the excitation probabilities pk for the
WSM model (2) for the quench b = (bi → bf ) over the
entire two-dimensional Brillouin zone for different val-
ues of kz to determine the sectors yielding DQPTs. A
quench performed at a given value of kz = kz0 is deemed
as yielding a DQPT if there exists atleast one wavevec-
tor k(kz0) = (kx, ky, kz0) in the corresponding 2D Bril-
louin zone yielding a DQPT, i.e., pk(kz0 ) =
1
2 . Fig. 2
shows these sectors as a function of kz and bf for differ-
ent values of bi, revealing the role of equilibrium topology.
We present four quenches which capture the physics ad-
equately. It is clear from all the panels of Fig. 2 that
DQPTs necessarily occur when the quench is accompa-
nied by a change in the signed Chern number. Equiva-
lently, Weyl nodes have to be crossed along the quench
path to observe DQPTs as the phase boundary between
each pair of Chern phases is associated with the appear-
ance of Weyl nodes. For instance, in Fig. 2(c) where
bi = 2.5 lies in the C = 1 phase at kz = 0, DQPTs
can be observed only when the post-quench b = bf lies
in a phase with C 6= 1, i.e., bf ∈ (−∞, 2) ∪ (4,∞)
corresponding to the Chern phase boundaries described
by cos(kz) =
t′
2t (2 − b) and cos(kz) = − t
′
2t (b) with
t = −t′ = 1. Note that these phase boundaries corre-
spond to the degeneracies of the Hamiltonian and are
therefore tantamount to the appearance of Weyl nodes.
Further, as seen from all the panels, quenches from the
upper(lower) C = 0 phase to the lower(upper) C = 0
phase generally don’t lead to DQPTs unless bi and bf
both lie sufficiently close to the phase boundaries border-
ing the pre and post-quench Chern phases. In Fig. 2(a),
where bi lies deep within the upper C = 0 phase, on
quenching to the lower C = 0 phase DQPTs occur only
in an extremely small region close to the phase boundary.
This region enlarges when bi decreases and moves closer
to the C = 0(upper)/C = 1 phase boundary, as seen in
Fig. 2. Note that this region yielding DQPTs exists only
for those values of kz for which bi is sufficiently close to
the C = 0(upper)/C = 1 phase boundary, which in this
case occurs for kz close to zero.
Further, the inversion symmetry of the system, as ev-
ident from the Hamiltonian given by (2), gives us a re-
4FIG. 2. The domains in parameter space for the Hamilto-
nian (2) with t = −t′ = 1 which yield DQPTs for pre-quench
(a) bi = 6.0, (b) bi = 4.5 and (c) bi = 2.5. Regions shown in
white denote the occurrence of a DQPT. Red lines show the
Chern phase boundaries (Fig. 1), while the yellow line shows
the bi. A change in the Chern number guarantees a DQPT.
Note that quenches from the upper C = 0 phase to the lower
C = 0 phase in general doesn’t trigger a DQPT except in a
small region near the C = 0/−1 phase boundary. This region
is marked by the green vertical lines. (d) Same as before, but
for t = − t′
3
= 1 which shows DQPTs even for quenches lying
entirely within the initial Chern phase.
lation between the wavevectors yielding DQPTs. Conse-
quently,
h(k) = h(−k) (7)
hi(k‖, kz) · hf (k‖, kz) = hi(−k‖, kz) · hf (−k‖, kz) (8)
where k‖ = (kx, ky). These ensure that the if the
state with wavevector (kx, ky, kz) yields a DQPT at
some time, then concurrently the state with wavevector
(−kx,−ky, kz) also yields a DQPT.
A. Ground-state fidelity analysis
The conditions mentioned above are less restrictive
than the one derived by Vajna and Do´ra34 namely, a
change in the absolute value of the Chern number is
a necessary condition to observe a DQPT. In order to
provide an intuitive explanation for the conditions found
above for sudden quenches, we turn to the ground state fi-
delity50,51. The fidelity, F (λ, λ+dλ) = 〈Ψ(λ+dλ)|Ψ(λ)〉,
is the overlap between the ground states of infinitesi-
mally parametrically perturbed Hamiltonians. Clearly,
F (λ, λ) = 1.
FIG. 3. |F |2 for the quenches described in the captions, at
kz = 0. In each sub-figure, the panels (1) shows quenches
with the same initial and final Chern phases while the pan-
els (2) shows Chern phase boundary crossing. Only in panels
(2), at the (kx, ky) values sufficiently close to the correspond-
ing Chern phase boundary degeneracies, |F |2 crosses half and
triggers DQPTs. In (d), for the quench from the upper to
the lower Chern zero phases, (kx, ky) corresponding to all the
boundaries lying in the quench path, which in fact includes
all the Chern boundaries, contribute.
Being a measure of the distinguishability of the in-
5finitesimally perturbed states, it exhibits a sharp drop
in its value (which is otherwise close to one) at the
critical point, thereby characterizing quantum phase
transitions51–56. The fidelity may now be written as
|F (λ, λ + dλ)|2 = 1 − |〈Ψg(λ + dλ)|Ψg(λ)〉|2 = 1 − pk,
implying that the occurrence of a DQPT following the
quench λ → λ + dλ is synonymous with |F (λ, λ + dλ)|2
dropping below 1/2. By expanding the fidelity for in-
finitesimal quenches and focusing on the leading term,
one obtains |F (λ, λ + dλ)|2 = 1 − 12gµνdλµdλν = 1 −
1
2 (γµν − βµβν)dλµdλν , where γµν = 〈∂µΨ(λ)|∂νΨ(λ)〉
is the real part of the quantum geometric tensor and
βµ = 〈Ψ(λ)|∂µΨ(λ)〉 is the Berry connection57. Using
first order perturbation theory one obtains,
gµν(k) =
∑
n 6=0
Re
〈Ψ0(λ)|∂µH|Ψn(λ)〉〈Ψn(λ)|∂νH|Ψ0(λ)〉
(E0 − En)2
=
|〈Ψg(λ)|∂µH|Ψe(λ)〉|2
4h2
=
t′2(h2 − h2z)
16h4
(9)
where the second equality employs the particle-hole sym-
metry of the problem and the third equality requires the
explicit use of the Hamiltonian given by (2) with λ = b.
Therefore, for an infinitesimal quench δλ = δb → 0 at
a particular k, |F (b, b + δb,k)|2 = 1 − t′2(h2−h2z)32h4 (δb)2 =
1 − χF (k)(δb)2. Our objective will be to show that for
the quench bi → bf , |F |2 necessarily goes below 0.5 on
crossing a phase boundary. Equivalently, the fidelity sus-
ceptibility must
The fidelity susceptibility χF =
g
2 for infinitesimal
quenches across a Chern phase transition is divergent
at the phase boundary, as shown below. This leads to
a significant contribution to the fidelity squared when
quenching across the Chern phase boundary. Using the
location of the Chern phase boundaries in the 2D-BZ as
described in Sec. II for the boundary between C = 1 and
C = 0 phases,
χF (k) =
t′2t2
(
k2x + k
2
y
)
32
[
t2
(
k2x + k
2
y
)
+ t
′2
4
(
(b− b0) + k2x2 +
k2y
2
)2]2
(10)
For k =
(
κcos(γ), κsin(γ), cos−1
(
t′
2t (2− b0)
))
with b0 =
4,
χF (κ) =
t′2t2κ2
32
[
t2κ2 + t
′2
4
(
(b− b0) + κ22
)2]2 (11)
κ→0−−−→ pi
2t2
8
(
t2 + t
′2
4 (b− b0)
) (δ(b− b0))2 (12)
where b0 is the location of the degenaracy at the
given value of kz. Similarly, near the remaining Chern
phase boundaries, χF (κ) is described by the same ex-
pression as in (12). When summed over the entire
2D-BZ at a given value of kz, |F (b, b + δb, kz)|2 =
∏
k∈2D−BZ
(
1− t′2(h2−h2z)32h4 (δb)2
)
= 1− χF (kz)(δb)2 with
χF (kz) =
∑
k∈2D−BZ χF (k) =
∑
k∈2D−BZ
t′2(h2−h2z)
32h4 .
Since χF (k) is significant only near the degeneracies
where (11) is a good approximation, and rapidly van-
ishes away from them, we may extend the integration
limits (summation replaced by integration in thermody-
namic limit) to ±∞ to obtain,
χF (kz)(2pi)
2
(Ld)2
≈
+∞∫∫
−∞
d2k‖χF (k) ≈
pit2
t′2
(b− b0)2 +O
(
1
|b− b0|
)
(13)
where L is the length of the d−dimensional system. The
dominant contribution is χF (kz) ∼ 1(b−b0)2 when b is close
to the quantum critical point b0. From (13), it is once
again clear that as expected, the fidelity susceptibility is
singular at the Chern phase boundary.
Now, with the Hamiltonian described by h =
h(sin(θ)cos(φ), sin(θ)sin(φ), cos(θ)), the ground state is
given by |Ψ〉 = [sin ( θ2) e−iφ, −cos ( θ2)]T . For our choice
of Hamiltonian, only hz and therefore only θ changes.
Hence, the general expression for the fidelity is given by,
F (θi, φ; θf , φ) = 〈Ψ(θf , φ)|Ψ(θi, φ)〉 = cos
(
θf − θi
2
)
(14)
|F (θi, φ; θf , φ)|2 = 1
2
+
h2i + (∆hz)hz,i
2hfhi
(15)
where the subscripts i(f) denote the pre(post)-quench
quantities and ∆hz =
t′(bf−bi)
2 refers to the change in hz
due to the quench.
For any quench which crosses a phase boundary, the
quench path can be decomposed into three parts: the
first part traverses the initial phase and reaches infinites-
imally close to a phase boundary; second part crosses
the boundary and moves infinitesimally into the next
phase; and the third part continues thereafter into the
final phase. As we shall see in the following analysis,
depending on the relative magnitude of the hopping pa-
rameters t and t′ DQPTs may be triggered either by the
first part or the second part. Therefore, a quench cross-
ing a Chern phase boundary constitutes a sufficient but
not a necessary condition for the occurrence of DQPTs.
First, we look at the general quench bi → bf . Any
hz ∈ (−∞,∞), is bijectively mapped to θ ∈ (pi, 0).
From (14), the occurrence of DQPT is contingent upon
the condition |F |2 = cos2
(
θi−θf
2
)
= 12 or equivalently
|θi− θf | = pi4 or 3pi4 . This defines a window |θi− θf | = 3pi4
beyond which DQPTs can’t occur, providing an abso-
lute bound on the largest permissible quench. Clearly,
a sudden quench from bi = ∞ to bf = −∞ can’t
trigger a DQPT as the corresponding fidelity squared
|F |2 = cos2 (pi2 ) = 0 ∀ (kx, ky), never crossing 12 at any
(kx, ky). This corroborates the inferences made earlier
6from Fig. 2 regarding quenches from the upper C = 0
phase to the lower C = 0 phase, where we noted that
bi and bf must be sufficiently close to the phase bound-
aries of the corresponding phases. Now, the system is
quenched from b = bi to b = bf = bi − ∆b. First, we
look at the phase boundary between C = 1 and C = 0
occurring at k = (κ, κ, kz)|κ→0 with b0 = 2 − 2tt′ cos(kz)
(see Sec. II). From Eq. 15, on performing a Taylor ex-
pansion for small values of κ, the occurrence of DQPT
(|F |2 crossing half) requires,
∆b =
[
bi −
(
2− 2t
t′
cos(kz)
)]
︸ ︷︷ ︸
∆b0
+
[
8t2
t′2
(
bi −
(
2− 2tt′ cos(kz)
)) + 1]︸ ︷︷ ︸
∆b1
κ2 +O(κ4). (16)
Similar expressions can be derived for the remaining
Chern phase boundaries. For instance, at the Chern
phase boundary between the C = 1 and the C = −1
phases, which occurs at (kx, ky) = (0,±pi) or (kx, ky) =
(±pi, 0), one obtains,
∆b =
[
bi −
(
−2t
t′
cos(kz)
)]
︸ ︷︷ ︸
∆b0
+
[
8t2
t′2
(
bi −
(− 2tt′ cos(kz))) − 1
]
︸ ︷︷ ︸
∆b1
κ2 +O(κ4), (17)
while at the Chern phase boundary between C = −1
and C = 0(lower) phases, which occurs at (kx, ky) =
(±pi,±pi), one obtains,
∆b =
[
bi −
(
−2− 2t
t′
cos(kz)
)]
︸ ︷︷ ︸
∆b0
+
[
8t2
t′2
(
bi −
(−2− 2tt′ cos(kz))) − 1
]
︸ ︷︷ ︸
∆b1
κ2 +O(κ4).
(18)
Clearly, ∆b depends on the ratio of the hopping param-
eters t and t′. Note that, in all these equations, the
constant term ∆b0 represents the distance between the
pre-quench b = bi and the location of the Chern phase
boundary corresponding to the degeneracy being investi-
gated.
B. Initial Chern phase left
Without loss of generality, here we consider quenches
from the upper C = 0 phase to the C = 1 phase.
In (16), the sign of the term ∆b1 is given by, sign(∆b1) =
sign
(
|t′|2
2 (bi − b0)
)
which is positive as bi lies above
the Chern phase boundary located at b = b0. Hence,
from (16), we obtain bfbi−∆b = bi−∆b0−∆b1κ2 + . . . ≈
b0−∆b1κ2 < b0, as ∆b1 > 0,∀t, t′. Therefore, the DQPTs
occur only for quenches crossing the Chern phase bound-
ary. Further, from (16) it is seen that as κ, which is
a measure of the region {k : |F |2 ≤ 1/2} decreases,
the minimum quench distance (∆b) required to trigger
DQPTs along the quench path decreases. In other words,
proximity of the pre-quench state to the Chern phase
boundary aids the occurrence of DQPTs. The analy-
sis presented above is valid for transverse wavevectors
(kx, ky) lying close to the Chern phase boundary degener-
acy under consideration with the value of b0 at the Chern
phase boundary determined using cos(kz) =
t′
2t (2− b) for
any given kz. Fig. 3 shows |F |2 = 1 − pk for the four
distinct kinds of quenches possible. As derived earlier,
|F |2 crosses the value half near the wave-vectors satis-
fying the corresponding Chern phase boundary degen-
eracies. Consequently, for any given quench crossing a
phase boundary, one can define a small region in mo-
mentum space described by {k : |F |2 ≤ 1/2} centered
around the wavevectors representing the corresponding
degeneracies. Therefore, with the pre-quench state lying
sufficiently close to a Chern phase degeneracy, DQPTs
are triggered on crossing the Chern phase boundaries.
Since the Chern phase boundaries are obtained at mutu-
ally exclusive values of (kx, ky), any initial configuration
described by {k, b} may encounter only one degeneracy
in its quench path. This result should hold for any Weyl
type degeneracy with a linear dispersion.
C. Initial Chern phase NOT left
As seen earlier, DQPTs can’t be triggered by quenches
lying entirely within the initial Chern phase for quenches
beginning in the upper C = 0 phase. However, this is
indeed possible for quenches beginning in the C = −1,
as shown below.
From (18), we obtain bf = bi − ∆b0 − ∆b1κ2 + . . . ≈
b0 − ∆b1κ2. Unlike the case studied in Sec. III B, ∆b1
may be rendered negative with a suitable choice of hop-
ping parameters (t, t′) to obtain bf > b0. Hence, for
these values of hopping parameters the post-quench state
lies in the pre-quench Chern phase. Consider a quench
from bi = − 2tt′ cos(kz)− δ, where δ ∈ (0, 2) describes the
distance of the pre-quench state from the Chern phase
boundary between the C = 1 and C = −1 phases lo-
cated at b = − 2tt′ cos(kz). As seen from Fig. 1, this
pre-quench state resides in the C = −1 phase spanning
7b ∈ (− 2tt′ cos(kz),−2− 2tt′ cos(kz)). From (18), we obtain,
(∆b1)C=−1→C=0(lower) < 0
=⇒ t′ ∈
(
−∞,−
√
8
2− δ
)
∪
(√
8
2− δ ,∞
)
(19)
Note that this is possible only if δ < 2, which is expected
as δ ≥ 2 would imply that the pre-quench state lies out-
side the initial C = −1 phase. Further, the result is inde-
pendent of the value of kz, provided that the pre-quench
bi is specified in terms of the kz−dependent location of
the Chern phase boundary, namely, bi = − 2tt′ cos(kz)− δ.
FIG. 4. The domain in parameter space yielding DQPTs
(white), near the Chern phase boundary between the C = −1
and C = 0(lower) phases, for a system described by t = 1, and
(a)t′ = −2.2, (b) t′ = −2.5 and (c) t′ = −2.8. The quench
is described by bi = − 2tt′ − δ with δ = 0.5, which equals
(a) 0.4091, (b) 0.3, and (b) 0.2143, respectively, for the two
panels. With decreasing t′, the region yielding DQPTs within
the initial C = −1 phase enlarges.
Now, from (19), for δ = 0.5 we require t′ ∈(
−∞,−
√
8
2−0.5 = −2.3094
)
∪
(√
8
2−0.5 = 2.3094,∞
)
.
The triggering of DQPTs for post-quench states lying
within the initial Chern phase is illustrated in Figs. 2
and 4. Consequently, at kz = 0, we see that DQPTs
are observed for post-quench states lying in the C = −1
phase for t′ < −2.3094. Note that the location of the
Chern phase boundary depends on kz. As a result, in
order to extend the analysis performed here for kz = 0
to other values of kz while keeping the value of δ same,
bi must be altered accordingly. Similar behavior, where
DQPTs may not bear a direct correspondence with equi-
librium phase transitions, has previously been noted only
for a few systems such as the integrable XY model24,
XXZ model16, and the non-integrable transverse-field
Ising model46.
D. Summary
To summarize, a DQPT occurs when the quench path
leaves the pre-quench Chern phase with a pre-quench
(kx, ky) located sufficiently close to a Chern boundary
degeneracy lying along the quench path. Therefore, in
the entire 2D Brillouin zone, only the pre-quench (kx, ky)
located sufficiently close (0, 0); (0,±pi), (±pi, 0); (±pi,±pi),
which represent the Chern boundaries, actually trigger a
DQPT on quenching across them. Further, any quench
path may cross only one degeneracy as the boundaries are
located at mutually exclusive values of (kx, ky). Hence,
DQPTs occur not only on crossing the boundary between
neighboring Chern phases but also on going over mul-
tiple Chern phases, for which there must exist (kx, ky)
in the pre-quench phase such that one of the degenera-
cies/Chern boundaries is encountered in the quench path.
This is observed while quenching from the upper C = 0
phase to the lower C = 0 phase as this quench path may
cross the degeneracy at the C = 0 → 1 or C = 1 → −1
or the C = −1 → 1 boundary depending on the pre-
quench (kx, ky). Moreover, depending on the ratio of the
hopping parameters t and t′, DQPTs may even be ob-
served for quenches lying entirely within the initial Chern
phase while still being sufficiently close to a Chern phase
boundary.
IV. ZEROS OF LO
The zeros of the LO, as seen earlier from the discus-
sion following (4), correspond to the real times when
DQPTs or equivalently non-analyticities in the dynami-
cal free energy are observed. Hence, an analysis of the
critical times naturally necessitates an investigation of
the zeros of the boundary partition function. In the fol-
lowing sections we proceed to show the structure of the
zeros and the dimension of the critical times. The key re-
sults that we proceed to show are that the structure and
imaginary axis intersection of the zeros correspond to the
Chern phase boundaries crossed and dimension of the ze-
ros depend not only on the system dimension, but also
on the chosen quench protocol. The zeros are given by
zn =
1
2Ef (k)
[
ln
(
pk
1−pk
)
+ ipi(2n+ 1)
]
are shown in Fig. 5
for a sudden quenches with kz = 0 and t = −t′ = 1.
A. Structure of zeros
Each set of zeros has a three pronged structure, with
each disjoint set of values of
{
k∗ : pk∗ = 12
}
leading to
an intersection of the corresponding prong of each set of
zeros with the imaginary axis. Therefore, the number
8FIG. 5. System has t = −t′ = 1. (a)-(c) Each set of ze-
ros has three tails, with each tail corresponding to a Chern
phase boundary: thin lower tail−C = 0(upper)/1, thick mid-
dle tail−C = 1/ − 1 and thin upper tail−C = −1/0(lower).
The tails corresponding to the Chern phase boundaries not
crossed in the quench move towards the left extending upto
−∞, thereby preventing real-time zeros. (d) On increasing
the quench distance across the Chern phase boundary (here
C = 0/1 boundary), the wavevectors k∗ : pk∗ = 12 move
farther away from the degeneracies and thus the real-time in-
tersections occur at smaller times. (e) Zeros of the boundary
partition function for the quench b = 4.1→ 3.9 at the C = 0
and C = 1 phase boundary with the zoomed inset showing
the true 2D nature of the seemingly 1D tail which leads to 1D
critical times. (f) 0D critical time (marked in red) in z0 for
the quench described by b = 4.1 → 4.1 − ∆b = 3.9999 with
∆b given by (21) in a system of size N = 6001. Dashed line in
inset shows the zero on the lower tail closest to the imaginary
axis with Re z0 = −2.45.
of imaginary axis intersections is equal to the number
of degeneracies/Chern phase boundaries encountered in
the quench path. For the quenches considered in Fig. 5
we observe two kinds of prongs/tails: thin 2D (seem-
ingly 1D) tails forming nearly point-like 1D intersections
with the imaginary axis and thick 2D tails forming 1D
intersections. Since the critical times are given by tn =
(2n + 1) pi2Ef (k∗) , 1D intersections will be formed iff the
iso-circles with
{
(kx, ky)
∗ : pk∗ = 12
}
do not align with
the constant energy contours along them. Note that the
constant energy contours of the Hamiltonian are depen-
dent on b. From Fig. 3(a)-(c), we see that
{
k∗ : pk∗ = 12
}
are found only very close to the points of degeneracies,
implying that, for quenches into the neighboring Chern
phases the zeros will be found very close to the degen-
eracies. Hence, the critical times for observing the non-
analyticities will be huge
(
tn = (2n+ 1)
pi
2Ef (k∗)
)
. Also,
on moving within a Chern phase from one boundary to
other (by varying b), the shape of the constant energy
contours change as they are dominated by the location
of the degeneracies closest to them with respect to the
quench parameter b. Hence, on increasing the quench dis-
tance across a boundary, the wavevectors
{
k∗ : pk∗ = 12
}
move farther away from the corresponding degeneracies,
as seen from the relation (16). The consequent increase
in E(k∗) reduces the critical times, as seen from the de-
creasing intersections of the z0 manifold with the imag-
inary axis in Fig. 5(d). To analyze the critical times,
we use (16). For a system described by t = −t′ = 1
at the boundary between the C = 0 and C = 1 phases,
we perform a quench bi = b0 − ∆ → bi + ∆, imply-
ing that  = 2∆. Substituting these in (16), we get
κ2 = −4 + √16 + ∆2 =⇒ κ ≈ ∆
2
√
2
. The variation
in κ with ∆i can be read off from Fig. 6. Thus, the
energy from the post-quench Hamiltonian is found as,
Ef ≈ ∆2
√
t2 + t′2 = ∆√
2
, implying t0 =
pi
2Ef
= pi
∆
√
2
.
Consequently, for ∆ = 0.1, 0.2, 0.3 and 0.4, we get t0 ≈
22.2, 11.1, 7.4 and 5.5, which matches with Fig. 5(d). The
inverse dependence of the critical times on ∆i suggests
the use of a larger quench distance to excite higher en-
ergy quasiparticle modes to get smaller and observable
critical times.
FIG. 6. Iso-circles of
{
(kx, ky) : pk =
1
2
}
at the C = 0/1
Chern phase boundary. The concentric circles centered at
(kx, ky) = (0, 0), which is the point of degeneracy, with
increasing radius and lighter colors correspond to ∆i =
0.1, 0.2, 0.3 and 0.4 respectively. Note that κ = ∆i
2
√
2
corre-
sponds to (kx, ky) = (κ, κ), implying that the corresponding
iso-circle has a radius κ
√
2 = ∆i
2
as seen from the figure.
9Also, for quenches crossing multiple phase boundaries,
such as the quench from the upper to the lower Chern
zero phase as seen in Fig. 3(d), we find
{
k∗ : pk∗ = 12
}
located well away from the degeneracies. Therefore, the
critical times will be reasonably small. Further, the thick-
ness of the tails decrease with decreasing quench distance
across a Chern phase boundary as the iso-circles overlap
with different constant energy contours with decreasingly
varying energies. This aspect, which may lead to zero-
dimensional critical times, is explored in detail in the
following section.
B. Zero-dimensional critical times
Previously 0D critical times were obtained in a 2D
system58, the Kitaev honeycomb model, by letting the
spin-spin coupling along any one direction to vanish to
reduce it to an effective 1D system. Alternatively, with-
out physically lowering the system dimension, 0D criti-
cal times arising from imaginary-axis intersections of 1D
zero tails may be obtained if the locus of critical wavevec-
tors
{
k∗ : pk∗ = 12
}
align perfectly with the constant en-
ergy hf (k) contours as tc ∝ 1hf (k∗) . This doesn’t oc-
cur except for very small quenches across a Chern phase
boundary. We perform such a quench across a Chern
phase boundary degeneracy described by the transverse
wavevector pair (kx, ky)|degeneracy = Γ at any given value
of kz by suddenly varying bi → bi − ∆b, where b = b0
gives the Chern phase boundary for the chosen value of
kz. Now, for a system of size N along all directions with
lattice constant a, the separation between the wavevec-
tors along the jth direction are given by ∆kj =
2pi
Na .
The best alignment of k∗ with the contours of hf may
be achieved when k∗ form the wavevectors immediately
neighboring Γ as a consequence of the discrete separa-
tion of the wavevectors. On imposing this condition af-
ter Taylor expanding (15), similar to (16), at kz = 0 and
k′‖ = (kx, ky) = Γ +
2pi
N (±1, 0) or = Γ + 2piN (0,±1), we
obtain the quench distance,
∆b =
2h2f
t′hf,3
∣∣∣∣(kx,ky)=k‖
bi→bi−∆b
(20)
≈
[
bi −
(
2− 2t
t′
)]
+
[
4t2
t′2
(
bi −
(
2− 2tt′
)) + 1](2pi
N
)2
(21)
which decreases rapidly with increasing system size. This
relation governs the scaling of the quench-distance with
increasing system size to eventually obtain a 0D real crit-
ical time from the 1D zero tails.
The true 0D critical time corresponding to the Chern
phase boundary between the C = 0 and C = 1 phases
at b0 = 4 is shown in Fig. 5(f) for a quench described by
bi = 4.1 and ∆b governed by (21), performed on a system
with t = −t′ = 1 and N = 6001. Since the excitation
probability is directly correlated with the band gap, the
FIG. 7. Histogram plots of Re(z0) evaluated at all the in-plane
wavevectors k‖ ∈ 2D BZ with kz = 0 in a system described by
t = −t′ = 1 with system size (a)N = 101 and (b)N = 6001,
for the quench beginning at b1 = 4.1 and b2 = b1 − ∆b as
described by (21). The 0D critical time with Re(z0) = 0 is
well isolated from the remaining zeros in the thermodynamic
limit, the nearest one of which are located at Re z0 ≈ −2.45
(blue dashed line). (c) The real parts of the zeros for kxa =
kya ∈ [−pi, pi], showing the wavevector corresponding to the
zero immediately neighboring the 0D critical time on the lower
tail (See accompanying text and Fig. 5(f) for the structure of
the zeros).
imposition of pk′‖ =
1
2 at k
′
‖ immediately neighboring
the degeneracy ensures pk(k ∈ 2D-BZ\{Γ,k′‖}) ≤ 12 .
Consequently, Re z = ln
(
pk
1−pk
)
≤ 0 and therefore,
the 0D critical time forms the last finite zero on the
sparse 1D tail of zeros. Recall from the preceding dis-
cussion that the 0D critical time arising from the imag-
inary axis intersection of the 1D tail of zeros occurs at
k′‖ = (kx, ky) = Γ +
2pi
Na (±1, 0) or = Γ + 2piN (0,±1). As a
result, this zero is four-fold degenerate as there are four
equivalent wavevectors in the 2D Brillioun zone.
Further, this 0D critical time is isolated. This may be
shown by investigating the location of the zeros immedi-
ately neighboring 0D critical time on its left, which come
from the two tails (see Fig. 5).
First, the immediately neighboring zero on the upper
tail (marked in blue in Fig. 5) comes from the wavevec-
tors forming the next-nearest neighbors of (kx, ky) = Γ,
namely, k˜‖ = (kx, ky) = Γ + 2piN (±1,±1). This identifica-
tion is made using the knowledge that the zero originat-
ing from k˜‖ has the second largest finite Im(z0) = 12hf .
At these wavevectors, hx ≈ t 2piN , hy ≈ t 2piN , hz,i ≈ t
′
2 (bi −
10
b0 +
(
2pi
N
)2
), and hz,f ≈ t′2
(
bf − b0 +
(
2pi
N
)2) ∼ 1N2 ,
where we have used (21) to obtain b0 − bf ∼ 1N2 . Ac-
cordingly, we get,
hi =
√√√√h2x + h2y +
(
t′
2
(
bi − b0 +
(
2pi
N
)2))2
(22)
hf =
√
h2x + h
2
y +
(
t′
2
(
bf − b0 +
(2pi
N
)2 ))2
≈ 2pit
√
2
N
:=
Ω
N
(23)
As a result, on using (22) and (23) along with ∆hz as
obtained from (20) in (15),
pk˜ = 1− |F |2 =
1
2
− h
2
i + ∆hzhz,i
2hihf
≈ 1
2
−

√
2pi
(
t2 +
(
t′
2
)2
(bi−b0)
2
)
t|t′|(bi − b0)

︸ ︷︷ ︸
ζ
(
1
N
)
+O( 1
N2
)
(24)
where ζ =
√
2pi
(
t2+
(
t′
2
)2 (b1−b0)
2
)
t|t′|(bi−b0) is a positive constant
depending on the system and quench parameters. Hence,
from (24) and (23),
lim
N→∞
Re zk˜‖ = limN→∞
1
2hf (k˜‖)
ln
(
pk˜‖
1− pk˜‖
)
≈ lim
N→∞
1
2 ΩN
ln
(
1
2 − ζN
1
2 +
ζ
N
)
= −2ζ
Ω
= −
(
1 +
(
t′
2t
)2
(b1−b0)
2
)
|t′|(bi − b0) (25)
thereby establishing the sparsity of the upper tail of zeros
as limN→∞Re zk˜‖ is well separated from 0. Second, for
the zeros residing on the lower tail, in the thermodynamic
limit (N → ∞), the real part of the zero immediately
neighboring the 0D critical time gravitates to a constant.
For instance, for the case shown in Fig. 7, the real part
of the neighboring zero, which comes from the lower tail,
is approximately −2.45.
In short, it is concluded that for any finite non-zero
t, t′,
lim
N→∞
sup
k∈2D-BZ\{Γ,k′‖}
Re z(k) 6= 0 (26)
In the subsequent section, it is shown that the 0D na-
ture of the critical time is indeed revealed by the be-
havior of the dynamical free energy as seen in Fig. 8(c),
which presents a logarithmic singularity concurrent with
the isolated nature of the zero. Additionally, the 0D criti-
cal time has a distinctive feature of remaining undetected
by dynamical azimuthal phase vortices, as described in
Sec. VI.
To summarize, an isolated 0D critical time may be
obtained by tuning the quench protocol even in a 2D
non-interacting system.
V. DYNAMICAL FREE-ENERGY
NON-ANALYTICITIES
Following an analysis of the conditions as well as the
critical times for the occurrence of DQPTs, it remains to
study the nature of the non-analyticities observed in the
dynamical free energy. Further, recent achievements in
the experimental observation of dynamical phase transi-
tions8, in particular the dynamical free energy, renders
its study a promising way to analyze the zeros of the
boundary partition function and the critical times in an
experimental setup. The dimension of the zeros of the
boundary partition function, as seen in the previous sec-
tion, remarkably manifest themselves in the nature of the
non-analyticities of the dynamical free energy. In Fig. 8
we show the free energy as given in (5), integrated over
the 2D Brillouin zone at kz = 0. We only show it for
the quench described in Fig. 5(a) as it includes all the
relevant features. It is found that there are indeed two
distinct kinds of zero structures namely, the 1D and the
2D tails, which result in critical times of different dimen-
sions arising from the intersections of the tails with the
imaginary axis. To ascertain the dimension conclusively
we resort to an analysis of the dynamical free-energy. A
1D zero structure intersecting with the imaginary axis
should result in discontinuities in the first derivative of
the dynamical free energy, while the 2D zero structures
with 1D imaginary axis intersections should lead to non-
differentiable points with discontinuities in the second
derivative of the dynamical free energy58. From Fig. 8(a),
we see that Ref ′(t) is non-differentiable at the edges
of the shaded regions, which depict the 1D imaginary
axis intersections of the 2D zero manifolds. Further, in
Fig. 8(b) we zoom into the region near the first seem-
ingly 0D critical time shown by the green dashed line in
Fig. 8(a), revealing that Ref ′(t) has two points of non-
differentiability. Hence, it is concluded that the thin tails
are in fact 2D structures with 1D critical times arising
from the imaginary axis intersections.
Now, in Fig 8(c), for a quench beginning at b = 4.1
in the C = 0 phase to the C = 1 phase with the quench
distance governed by (21), a singular behavior is observed
in Ref(t), concurrent with the discussion in the previous
section where it was shown that the 0D critical time is
isolated. Unlike a dense 1D tail of zeros which leads to
a non-analyticity in Ref(t) of the form Ref(t) = |t−tc|τ ,
an isolated zero leads to a logarithmic singularity of the
form Ref(t) ∼ log(|t − t0D|), where t0D is the isolated
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FIG. 8. (a) Ref(z = it) (black line) and Ref ′(z = it)
(red line) for the same quench as in Fig. 5(a). The col-
ors of the shaded regions and the dashed lines match the
colors of the zeros they depict in Fig. 5(a). Ref(z = it)
shows non-analyticities only at the imaginary axis intersec-
tions of the zeros shown in Fig. 5(a). (b) Ref(z = it) (black
line) and Ref ′(z = it) (red line) at the seemingly 1D tail
at t ≈ 0.767, denoted by the dashed green line in Fig. 5(a).
There are two closely spaced sharp non-differentiable points
in Ref ′(z = it), bringing out the true 1D nature of the criti-
cal time, establishing that the thin tails are in fact 2D tails.
(c) Ref(z = it) (black line) and Ref ′(z = it) (red line) for
the quench b = 4.1 → 3.9999 for a system with N = 6001(
∆k = 2pi
Na
)
a true 1D tail with a 0D critical time as shown in
Fig. 5(f), showing a logarithmic singularity at the 0D critical
time.
0D critical time.
Therefore, with suitably implemented quench proto-
cols, both 1D and 0D critical times may be observed in
a true 2D system (restriction to a given value of kz leads
to an effective 2D system), with the free-energy density
serving as an indicator to probe the nature of the zeros
of the dynamical partition function. This is in contrast
to 0D critical times obtained in the Kitaev honeycomb
model58 by an explicit reduction of the system dimension.
VI. DYNAMICAL VORTICES
Time- and momentum-resolved full state tomography
permits the extensive mapping of the entire wavefunction
of a non-interacting ultracold fermionic gas in driven op-
tical lattices. Recent studies have experimentally27 and
theoretically59 demonstrated the appearance, movement
and annihilation of dynamical azimuthal Bloch phase
vortices in momentum space following sudden quenches
across a topological phase boundary using state tomog-
raphy. These dynamical vortices have been interpreted
as the dynamical Fisher zeros of the LO, holding im-
mense significance as they provide a way of mapping the
dynamical Fisher zeros in real time. Other schemes have
also attempted the same, in particular the one by Brand-
ner et al.60 obtain the zeros of stochastic Andreev tun-
neling between a normal-state island and two supercon-
ducting leads from measurements of the dynamical ac-
tivity along a trajectory. We explain the conditions for
the appearance and dynamics of such vortices in detail
with an emphasis on WSMs, while also deriving the role
of the dimension of the critical times or equivalently the
dimension of the imaginary axis intersections of the zeros
of the boundary partition function. It is discovered that
the dynamical vortices are not a universal and infallible
indicator of the zeros of the boundary partition function
as only 2D zeros with 1D critical times are manifested as
dynamical vortices.
The time-evolved state of a two-band Hamiltonian may
be visualized on the relative Bloch sphere for each quasi-
momentum, where the south pole corresponds to the
ground state of the initial Hamiltonian. Beginning with
the ground state of the initial Hamiltonian, the time-
evolved state following a sudden quench is given by,
|gi〉 quench−−−−→ u|gf 〉+ v|ef 〉 t>0−−→ ueihf t|gf 〉+ ve−ihf t|ef 〉
=
(
u2eihf t + v2e−ihf t
) |gi〉+ uv (eihf t − e−ihf t) |ei〉
(27)
where the subscripts i(f) refer to the pre-quench(post-
quench) systems and the obvious k dependence of all
quantities has been suppressed for the sake of brevity.
For any given wavevector, a DQPT occurs when the
time-evolved state at the critical time is orthogonal to
the post-quench state at t = 0, or equivalently when the
time-evolved state reaches the north pole of the relative
Bloch sphere. This may only occur if hf · hi = 0. Note
that the time evolution by the post-quench Hamiltonian
is represented in the relative Bloch sphere by a precession
about the post-quench Hamiltonian vector, with the ini-
tial state oriented along the south pole. For hf · hi = 0,
a state with critical k∗ : pk∗ = 12 reaches the north pole
at t = tc by traversing a longitude or equivalently the cir-
cumference of the Bloch disc normal to hf (k
∗). Since the
time evolution is governed by unitary dynamics with a
smooth spectrum (∂kxhf and ∂kyhf exist and are contin-
uous), for k 6= k∗ lying in C = {k : |k−kc| < |→0+} we
have hf (k) = hf (k
∗) +∇hf (k∗) · δk = hf (k∗) +O(δk).
Therefore, the neighboring k states reach near the north
pole by traversing the circumferences of slightly tilted
Bloch discs normal to hf (k) with the polar-angular sep-
aration nearly equaling cos−1
(
hf (k)·hf (k∗)
hf (k)hi(k)
)
(since the
spectrum is smooth but not constant, minor variations
∼ O(δk) occur as neighboring k states haven’t yet tra-
versed half the circumference of their Bloch discs). This
guarantees the existence of this patch.
The presence of a phase vortex is inferred through
the vorticity of the phase field, given by
∮
dk · ∇φ =∫∫
d2k∇ × ∇φ. In general, the curl of the gradient of
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a scalar function in simply-connected domains is zero in
the absence of singularities of the scalar function. There-
fore, the phase, which is defined everywhere except at the
zeros of v, harbors singularities only at the zeros61–64 of
the field v. In a region of 2D-space the zeros of v are
counted by,∫∫
dv1dv2δ(v1)δ(v2) =
∫∫
d2r
∣∣∣∣∂(v1, v2)∂(r1, r2)
∣∣∣∣ δ(v1)δ(v2)
=
∫∫
d2r
∑
v(ra)=0
δ2(r − ra) (28)
The net vorticity or topological charge of these point
phase defects are given by weighting the number of zeros
in (28) with the corresponding topological charge, which
is the winding number of the complex field v for an in-
finitesimal closed curve around the defect. We find the
vorticity of a 2D vector field v = v1 + iv2 = ve
iφ pa-
rameterized by (kx, ky), for which ∇φ = v1∇v2−v2∇v1v2 =
abn
a∇nb where na(b) = va(b)v . Here ∇φ is similar to the
superfluid velocity. Now, on expanding v at k∗, we get
v(k) = veiφ = v(k∗) +∇v(k∗) · δk = η1 + iη2 + ζ1 + iζ2,
where v(k∗) = η1 + iη2, ∇v(k∗) · δk = ζ1 + iζ2 and
v =
√
(η1 + ζ1)2 + (η2 + ζ2)2. The vorticity at any k is
found by integrating in an infinitesimal loop around kc
as given by us =
∮
v · dk = ∫∫ ∇× vd2k. Since the path
chosen is irrelevant in a curl-free region not enclosing
kc, one may choose a circle k = kc + δk(cos(α), sin(α)),
where α ∈ [0, 2pi) and δk is infinitesimal. Hence,
∂αφ =
v1∂αv2 − v2∂αv1
v2
=
ζ1∂αζ2 − ζ2∂αζ1
(η1 + ζ1)2 + (η2 + ζ2)2
+
η1∂αζ2 − η2∂αζ1
(η1 + ζ1)2 + (η2 + ζ2)2
− i η1∂αζ1 + η2∂αζ2
(η1 + ζ1)2 + (η2 + ζ2)2
us =
1
2pi
lim
δk→0
∫ 2pi
0
dα∂αφ (29)
Note that, η1,2 ∼ O(1) while ζ1,2 ∼ O(δk2). Hence, in
the limit δk → 0, the vorticity (us) vanishes unless η1 =
η2 = 0, i.e. v(k
∗) = 0. This is expected as ∇×∇φ = 0
in regions devoid of singularities of ∇φ or equivalently
zeros of v. On expanding about a zero of v,
v(k) = v(k∗)︸ ︷︷ ︸
=0
+∇v(k) · δk
=
(
∂v1
∂kx
cos(α) +
∂v1
∂ky
sin(α),
∂v2
∂kx
cos(α) +
∂v2
∂ky
sin(α)
)
On substituting this in (29) we get,
us =
1
2pi
∂(v1, v2)
∂(kx, ky)
∫ 2pi
0
dα
(
∂v1
∂kx
cos(α) + ∂v1∂ky sin(α)
)2
+
(
∂v2
∂kx
cos(α) + ∂v2∂ky sin(α)
)2

= sgn
∂(v1, v2)
∂(kx, ky)
(30)
where ∂(v1,v2)∂(kx,ky) is the Jacobian of the transforma-
tion (kx, ky) → (v1, v2). This implies that,∇ × ∇φ =
2piδ2(v)(∇v1 ×∇v2) =
∑
j δ(k − kj) sgn(∇v1 ×∇v2) =∑
j δ(k − kj) sgn ∂(v1,v2)∂(kx,ky) where sgn
∂(v1,v2)
∂(kx,ky)
is the topo-
logical charge of the vortex and kj are the zeros of v.
Note that the system may also admit lines of zeros of
v instead of isolated points if the contours of v1 and v2
are matched or equivalently ∇v1 ∝ ∇v2 at the zeros of
v. This implies that the Jacobian ∂(v1,v2)∂(kx,ky) vanishes and
therefore ∇×∇φ = 0, resulting in an absence of vortices.
Now, we analyze the time-evolved post-quench state.
First, considering pre-quench b → ∞ for which |gi〉 =
[0, 1]T , we get,
|Ψf 〉 = cos(hf t)|gi〉 − isin(hf )σ · hˆf |gi〉
=
[
isin(hf t)(hˆx − ihˆy)
cos(hf t) + isin(hf t)hˆf,z
]
(31)
Now, casting this into the Bloch state form
[sin
(
θ
2
)
,−cos ( θ2) eiφ], the azimuthal phase is obtained
as φd − φn where φd(n) is the phase of the bottom(top)
element of the time evolved state spinor |Ψf 〉. The vector
field in the upper element hˆy(k
∗)+ ihˆx(k∗) 6= 0 and thus
its vorticity vanishes. However, the vector field in the
lower element of (31) admits phase vortices as it vanishes
at k∗ = k∗ : hˆz = 0 and t = t∗ = (2n + 1) pi2hf (k∗) at
which 〈gi|Ψf (k∗, t∗)〉 = 12 . This is exactly the condition
for the occurrence of DQPTs, thus establishing the
correspondence between the appearance of the dynam-
ical vortices and the zeros of the LO. Using (31), (29)
and (30) along with v1 = hf and v1 = ˆhf,z,
udynamics = sgn
(
∂(hf , hˆf,z)
∂(kx, ky)
)
(32)
which is evaluated at k = k∗. Now, at k′ 6= k∗ when
hx(k
′) = hy(k′) = 0, the contribution of the azimuthal
phase of the upper component φu to the net azimuthal
phase φ = φu+φl results in vortices, while the lower com-
ponent yields no vortices. These static vortices, which
have no connection with the occurrence of DQPTs, re-
main stationary with time. The appearance of static vor-
tices are contingent upon the existence of wavevectors
k′ for which hx(k′) = hy(k′) = 0, which in our model
of WSM are (kx, ky) = (0, 0), (±pi, 0), (0,±pi), (±pi,±pi).
The time-evolved states with wavevectors close to k′ oc-
cupy a patch enclosing the south pole, resulting in an
azimuthal phase vortex pinned at k′. An analysis sim-
ilar to the one carried out for dynamical vortices yields
the vorticity for the static vortices,
ustatics = − sgn
(
∂(hˆf,y, hˆf,x)
∂(kx, ky)
)
= sgn
(
∂(hˆf,x, hˆf,y)
∂(kx, ky)
)
(33)
Therefore, the net vorticity is given by us = u
static
s +
udynamics = sgn
(
∂(hf ,hˆf,z)
∂(kx,ky)
)
+ sgn
(
∂(hˆf,x,hˆf,y)
∂(kx,ky)
)
.
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FIG. 9. (a)-(f) Azimuthal phase map for the quench described by t = −t′ = 1, kz = 0 and b = ∞ → 1.9. Static vortices are
marked in black while the dynamical vortices with positive(negative) vorticity are marked in red(blue). The static vortices
appearing at (kx, ky) = (0,±pi) and (±pi, 0) continue over the extended BZ and thus represent the same static vortices. The
vortices develop and move along the pk =
1
2
contours in the 2D BZ, appearing initially in the middle of each pk =
1
2
contour
and moving outwards towards the edge of the BZ with increasing time. (g) pk =
1
2
contours shown in white. (h) The zeros z0
and z1, with the boundaries of the corresponding critical times marked.
The azimuthal phases of the time-evolved state vec-
tors over the entire 2D BZ is shown in Fig. 9. The dy-
namical vortices are found to exhibit two characteristic
features. First, as expected, the dynamical vortices in
Fig. 9 (a)-(i) exist and move on the pk =
1
2 lines shown
in Fig. 9(h). The motion of the dynamical vortices de-
pends on the energy (hf ) of the participating states with
pk =
1
2 . Vortices appear first at the state with the largest
hf and move along the pk =
1
2 line towards smaller val-
ues of hf with vortices of opposite vorticity moving in
opposite directions. From the energy dispersion of the
WSM model, it is clear that the maximas of hf along the
pk =
1
2 lines shown in Fig. 9(h) occur where the lines
intersect |ky| = kx, while the minimas occur at kx = 0
or ky = 0. Hence, the vortices emerge at the center
of the pk =
1
2 lines and move outwards. Further, at
t = 3.5 where the critical times from both sets of ze-
ros z0 and z1 are active, two sets of dynamical vortices
are observed corresponding to each set of zeros. The
dynamical vortices near the center of the pk =
1
2 curve
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correspond to z1 which has just started while the vortices
nearing the BZ edges correspond to z0 which is nearing
its end. Second, we find that the dynamical vortices are
not a faithful manifestation of all zeros of the LO. As
noted earlier, for the b1 →∞ case the wave-vectors per-
mitting DQPTs are the solutions of hˆf,z = 0. When
the contours of hˆf,z are aligned with the contours of hf ,
we get a loop of wave-vectors permitting DQPTs in the
2D Brillouin zone with the same value of hf . Note that
this leads to 0D critical times as all the states eligible to
yield a DQPT do so simultaneously (tc ∝ 1hf (k∗) ). Now,
since the contours of v1 = hf and v2 = hˆf,z are aligned,
udynamics ∝ sgn ∂(v1,v2)∂(kx,ky) = sgn(∇v1 × ∇v2) = 0. Hence,
0D critical times formed by imaginary axis intersections
of 1D zeros of the boundary partition function can not
lead to phase vortices. This includes quenches from the
upper C = 0 phase to the C = 1 phase for which the
zeros of the LO lie around (kx, ky) = (0, 0) and overlap
with the contours of hf . Note that, the dynamical free
energy density does permit an identification of the 0D
critical times as shown in Fig. 8 and the corresponding
discussion. Clearly, a combination of these two methods,
namely, dynamical phase vortices and dynamical free en-
ergy density, provide an experimentally realizable way to
probe the structure and dimension of the critical times.
The conclusions of this argument are independent of the
quench parameters as long as the condition of 0D critical
time is met.
VII. CONCLUSION
In this work we have explored quenches in type-I in-
version symmetric Weyl semimetals and the consequent
emergence of dynamical phase transitions. We find con-
ditions for the occurrence of dynamical quantum phase
transitions (DQPT), connecting them with the equilib-
rium topological properties of the system namely, the
Chern number characterizing the ground state. We dis-
cover that a change in the signed Chern number is a suf-
ficient but not necessary condition for the occurrence of
DQPTs by analyzing the ground state fidelity. Addition-
ally, by tuning the ratio of the transverse and longitudinal
hopping parameters, DQPTs may also be triggered for
quenches lying entirely within the initial Chern phase.
Moreover, we analyze the zeros of the boundary parti-
tion function discovering that in general, the zeros form
two-dimensional structures resulting in one-dimensional
critical times. However, quenches near the Chern phase
boundaries appropriately scaled with the system size may
lead to one-dimensional structures with zero-dimensional
critical times. These are manifested as logarithmic sin-
gularities in the dynamical free energy. Finally, following
recent developments in Bloch state tomography through
which dynamical Fisher zeros of the Loschmidt overlap
(critical times for the occurrence of DQPTs) are observed
through azimuthal Bloch phase vortices, we investigate
the same in Weyl semimetals. We establish the role of
the dimension of the critical times while deriving the vor-
ticity, discovering that only one-dimensional manifolds
of critical times create dynamical vortices. Lastly, the
results of this work may be conveniently extended to
Chern insulators due to the similarity of the correspond-
ing Hamiltonians.
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