We show that the maximal prolongation of a certain algebra associated with a non-degenerate Hermitian form on C n × C n with values in R k is canonically isomorphic to the Lie algebra of infinitesimal holomorphic automorphisms of the corresponding quadric in C n+k . This fact creates a link between different approaches to the equivalence problem for Levi-nondegenerate strongly uniform CR-manifolds.
Introduction and Formulation of Result
A CR-structure on a smooth real manifold M of dimension m is a smooth distribution of subspaces in the tangent spaces T is constant. This is always the case, for example, if M is a real hypersurface in C K (in which case CRcodimM = 1). We say that such a CR-structure is induced by C K . A mapping between two CR-manifolds f : M 1 → M 2 is called a CRmapping, if for every p ∈ M 1 : (i) df (p) maps T Let M be a CR-manifold. For every p ∈ M consider the complexification T c p (M) ⊗ R C. Clearly, this complexification can be represented as the direct sum
where
The CR-structure on M is called integrable if for any local sections Z, Z ′ of the bundle
An important characteristic of a CR-structure called the Levi form comes from taking commutators of local sections of T (1,0) (M) and
The Levi form is defined uniquely up to the choice of coordinates in of CR-dimension n and CR-codimension k defined as follows:
where z := (z 1 , . . . , z n ), w := (w 1 , . . . , w k ) are coordinates in C n+k . The manifold Q H is often called the quadric associated with the form H. The Levi form of Q H at any point is given by H.
A Hermitian form H is called non-degenerate if:
(i) The scalar Hermitian forms H 1 , . . . , H k are linearly independent over R;
A CR-structure on M is called Levi non-degenerate, if its Levi form at any p ∈ M is non-degenerate. An important tool in the geometry of Levi non-degenerate integrable CR-manifolds is the automorphism group of Q H . Let Aut(Q H ) denote the collection of all local CR-isomorphisms of Q H to itself that we call local CR-automorphisms. It turns out that, if H is nondegenerate, then any local CR-automorphism extends to a rational (more precisely, a matrix fractional quadratic) map of C n+k [KT] , [F] , [Tu] , [ES1] . Thus, for a non-degenerate H, Aut(Q H ) is a finite-dimensional Lie group. Let g H denote the Lie algebra of Aut(Q H ). As shown in [B] , [S] , (see also [ES2] for a simple proof), the algebra g H consists of polynomial vector fields on C n+k of the form
with values in C k , and the following holds
for all z ∈ C n , u ∈ R k . We can now make g H into a graded Lie algebra by introducing weights as follows: z has weight 1, w has weight 2, ∂ ∂z has weight -1, ∂ ∂w has weight -2.
Then we get
Note that Q H is a homogeneous manifold since the global CR-automorphisms
H is the Lie algebra of the subgroup of Aut(Q H ) consisting of automorphisms of the form (0.4). The subalgebra g 0 H is the Lie algebra of the subgroup of Aut(Q H ) consisting of linear automorphisms, i.e. automorphisms of the form
where P is a complex n × n-matrix, R is a real k × k-matrix such that
H are responsible for the existence of nonlinear automorphisms of Q H that preserve the origin.
An example of how the algebra g H is used in CR-geometry is the equivalence problem for strongly uniform CR-manifolds. Let H 1 , H 2 be two R kvalued Hermitian forms on C n × C n . We say that H 1 and H 2 are equivalent, if there exist linear transformations A of C n and B of R k such that
We call a CR-manifold M strongly uniform, if the forms L M (p) are equivalent for all p ∈ M. If, for example, M is Levi non-degenerate and CRcodimM = 1 then M is strongly uniform. The equivalence problem for strongly uniform Levi non-degenerate integrable CR-manifolds is usually approached by constructing a CR-invariant parallelism on certain bundles over the manifolds with values in a suitable Lie algebra. In the number of cases (see [C] , [CM] , [L] , [EIS] ) this Lie algebra was chosen to be g H , where H is a Hermitian form equivalent to any L M (p), p ∈ M. In the general approach of Tanaka [Ta] , however, a seemingly different algebra was used: Tanaka considered a certain maximal prolongationg H of g −2
It is therefore a reasonable question whether the algebras g H andg H are isomorphic. In this paper we give a positive answer to this question in the main theorem below (see [Ta] , [L] , [EIS] for partial results).
We will now give the precise definition of the algebrag H from [Ta] . It is defined as an a priori infinite-dimensional graded Lie algebrã
which is maximal among all Lie algebras of the above form that satisfy the conditions:
It is shown in [Ta] thatg H is unique and can be constructed by the following inductive procedure. First we define vector spacesg l H and brackets 0) . Suppose that these spaces and brackets have been defined for for 0 ≤ l ≤ L − 1 in such a way that the following holds
H . Since H is non-degenerate, we haveg
Clearly, (0.6) then gives equations (0.5) for l = L.
Note that equations (0.5) imply 
H . We take any X p ∈g p H , X q ∈g q H with p, q ≥ 0 and p + q = L and define linear mappings X L and X
respectively by
H , p, q, r ≥ 0. By (0.5), (0.7), (0.8), (0.9) the brackets defined above give a Lie algebra structure ong H . This completes the construction ofg H in [Ta] .
We now define a mapping Φ : g H →g H as follows:
It follows that Φ is a Lie algebra homomorphism and ker Φ = {0}. Moreover, Φ(g p H ) ⊂g p H for p = 1, 2. We are now ready to formulate the main result of the paper.
THEOREM 0.1 The mapping Φ is an isomorphism.
We will prove the theorem in the next section. Before proceeding, we would like to thank G. Schmalz for useful discussions.
Proof of Theorem
It is clear from the preceding discussion that to prove the theorem it is sufficient to show that dim 
p ∈ C n , where φ, ψ are real-linear mappings from C n to the spaces M(n, C) of complex n × n-and M(k, R) of real k × k-matrices respectively such that, can be written in the form
q ∈ R k , where µ is a linear mapping from R k to C n . Next, conditions (0.6) for L = 1 are equivalent to
We will show that the following holds (cf. (0.2.b))
for all p ∈ C n . We write φ in the most general form
where R, Q are constant vectors of length n with entries from M(n, C). Formulas (1.1), (1.2) then give
thus showing that A is a quadratic form on C n × C n . It is clear from (1.1), (1.4.b), (1.4.c) that a uniquely determines X 1 (also note that (1.3) implies that A and a uniquely determine each other), and the lemma is proved.
2
H . It follows from (0.3.a)-(0.3.c) that there exist realbilinear mappings φ(·, ·) and ψ(·, ·) from C n × C n to the spaces M(n, C) and M(k, R) respectively, and a real-bilinear mapping µ(·, ·) from 
q ∈ R k , where η and ν are linear mappings from R k to the spaces M(n, C) and M(k, R) respectively. Equation (0.2.a) gives that the following conditions are satisfied
Next, analogously to (1.2), the following holds 8) for all p ∈ C n , q ∈ R k , which is analogous to (0.2.c). It follows from (1.6) that φ is uniquely determined by µ (as in (1.4) above). Therefore, by (1.5.a) and (1.7.b), X 2 is uniquely determined by B (note that B also uniquely determines r by (1.8)). Thus, it is clear from (0.2.d) that to prove the lemma, we need to show that Im H (B(p, H(p, p) ), p) = 0, (1.9) for all p ∈ C n and that r(s 1 , s 2 ) is symmetric. We write φ in the most general form
Then (1.5.a), (1.6), (1.7) give
n , where µ is extended in the last argument to a complex-linear mapping on C k . Calculating Im H(η(H(p, p))p, p) from (1.7.a) we get Im H(η (H(p, p) 
On the other hand, (1.5.a), (1.6.b), (1.7.b) give
Comparing the last two expressions and using (1.10.a), (1.10.b), (1.10.d), (1.10.e) yields (1.9). To show that r(s 1 , s 2 ) is symmetric, by (1.5.b), we need to prove that 11) for all p 1 , p 2 ∈ C n . It follows from (1.7.a) that 12) for all p 1 , p 2 ∈ C n . On the other hand, (1.5.a), (1.6.b), (1.7.b), (1.10.a), (1.10.b) give Re H(η (H(p 1 , p 1 ) )p 2 , p 2 ) = − 1 2 Im H(Np 2 p 2 p 1 − T p 2 p 2 p 1 , p 1 ), for all p 1 , p 2 ∈ C n , which together with (1.12) implies (1.11). The lemma is proved.
2 Lemma 1.3g 3 H = {0}.
Proof: Let X 3 ∈g 3 H . Then there exist real-trilinear mappings φ(·, ·, ·), ψ(·, ·, ·) from C n × C n × C n to the spaces M(n, C) and M(k, R) respectively, real-bilinear mappings η(·, ·), ν(·, ·) from C n × R k to the above spaces of matrices respectively, and a real-trilinear mapping µ(·, ·, ·) from C n ×C n ×R k to C n such that 
