In this paper we introduce the concept of conic martingales. This class refers to stochastic processes having the martingale property, but that evolve within given (possibly time-dependent) boundaries. We first review some results about the martingale property of solution to driftless stochastic differential equations. We then provide a simple way to construct and handle such processes. Specific attention is paid to martingales in [0, 1]. One of these martingales proves to be analytically tractable. It is shown that up to shifting and rescaling constants, it is the only martingale (with the trivial constant, Brownian motion and Geometric Brownian motion) having a separable coefficient σ(t, y) = g(t)h(y) and that can be obtained via a time-homogeneous mapping of Gaussian diffusions.
Introduction and motivation
Mathematical finance extensively relies on martingales, mainly due to the Fundamental Theorem of Asset Pricing. For instance, they are used to represent the dynamics of (non-dividend paying) asset prices, denominated in units of numéraire under an adequate associated measure. As a consequence, under a true martingale condition, asset price processes are governed by conditional risk-neutral expected values of future (discounted) cashflows. Martingales are also central in measure change techniques (via Radon-Nikodym derivative processes).
Depending on the situation, the martingale processes may be subjected to some constraints. Discounted stock prices and Radon-Nikodym derivative processes are positive. Therefore, exponential martingales, which meet the non-negativity constraint are very popular tools.
Financial processes can be subjected to other constraints, like being bounded below and above. This is for instance the case of discounted zero-coupon bond prices in the case where interest rates (short rate r s ) cannot be negative:
which belongs to [0, 1] almost surely, and thus so is the martingale P t (T ) e − t 0 rsds . Similarly, conditional survival probabilities S t (T ) (probability that a default event τ occurs after a given time T as seen from time t), defined as the conditional expected value of survival indicators
are (F t ) t 0 -martingales valued in [0, 1] . Note that here, we have to deal with a family of martingales depending on the parameter T and that S t (T ) has to be, for any t, decreasing with respect to T . Note that E[S t (T )] = Q{τ > T } = S 0 (T ).
Surprisingly however, bounded martingales received little attention. In the case of survival probabilities modeling for instance, practitioners often disregard inconsistencies, working with Gaussian processes (which are not constrained to evolve in the unit interval) instead (see e.g. Cesari et al. (2009) ). This also applies to many standard approaches, where shifted Ornstein-Uhlenbeck (Hull-White) or shifted square-root diffusion (SSRD, also known as CIR ++ ) are used as intensity processes, and may lead to probabilities exceeding 1. 1
In spite of these drawbacks, these methods remain popular. We believe this results from the lack of adequate and tractable alternatives. Our purposes here is precisely to propose a contribution to fill this gap. We introduce the concept of conic martingales (a naming that we justify in the sequel), which corresponds to the intuitive idea of "martingales evolving between bounds". We shall see how such processes can be handled and simulated in such a way that the paths stay within the bounds. We further study some properties like the implied distribution and the asymptotic behavior. Specific interest is dedicated to martingales obtained by mapping Gaussian processes through functions with image being a compact set.
The paper is an extension of Vrins (2014) ; Vrins and Jeanblanc (2015) , and is organized as follows.
We first sketch the model setup in Section 2 and recall some results related to existence, uniqueness and martingale property of driftless stochastic differential equations (SDE) in Section 3. The concepts of cone and conic martingales are then introduced in Section 4. We then discuss how those can be constructed in Section 5 and focus on one particular process (Section 6). Finally, we apply this process to the modeling of univariate (conditional and unconditional) and bivariate survival probability modeling in Section 7 before concluding.
Setup
We consider a filtered probability space (Ω, F, F = (F t ) t 0 , Q) where F is a Brownian filtration hence, any martingale is continuous. In the sequel, all the processes are defined on (Ω, F). We study the martingale property of the solution Y to a "driftless" SDE of the form
where W is a Q-Brownian motion adapted to the filtration F and, for each t, the random variable Y t is restricted to be in some interval.
In the sequel, we shall omit the specification "0 t T " in case of non-ambiguity, and the diffusion coefficient function σ(t, y) : [0, T ] × R → A ⊆ R is always assumed to be continuous in y and Borelmeasurable in t. 1 The shift in the square-root process is required in order to fit CDS quotes, and may indeed affect the positivity of the resulting stochastic intensity.
The process Y is a local martingale, but may fail to be a martingale. Additional technical conditions are required to prevent the use of "too fancy" diffusion coefficient functions. However, σ(., .) does not need to be "that fancy" for the (global) martingale property to be lost. For instance, the solution to (2.1) is a martingale if σ(t, x) = x (Geometric Brownian motion) but is a strict local martingale when σ(t, x) = x 2 .
The distinction between local and global martingale is crucial in financial applications in order to prevent arbitrage opportunities and bubbles Cox and Hobson (2005) , Protter (2013) . To determine whether the solution to the above SDE is indeed a martingale, the following square integrability condition can be useful (see e.g., Karatzas and Shreve (2005) , Revuz and Yor (1999) and Section 4.9 of Shreve (2004)) Theorem 2.1. The stochastic process
2) may be difficult to check, since it requires to have some information about the solution to the SDE (which may even not exist). In this context, not a lot can be said at this stage about the martingale property of Y . However, some useful results can be found, based on the shape of the diffusion coefficient σ(t, y) only, as reviewed in the next section.
3 General results on martingale property of Itô stochastic integrals In this section, the martingale property of Y is discussed form the properties of the deterministic diffusion coefficient function σ. The main result in that respect is the following (Theorem 2.9 in Karatzas and Shreve (2005) ):
Theorem 3.1. Let σ(t, y) be Lipschitz in y for all t 0. In addition, suppose σ satisfies the sub-linearity condition |σ(t, y)| C(1 + |y|) (3.1)
for some constant C < ∞, then eq. (2.1) has a pathwise unique (and thus strong) solution Y satisfying
Condition (3.1) aims at preventing explosion, while the Lipschitz constraint typically guarantees existence and uniqueness. In particular, the solution to (2.1) does not explode.
This result ensures that the solution to dY t = g(t)Y t dW t is a martingale for bounded functions g on [0, T ]. However, it is not enough to ensure that the solution to the square-root driftless SDE dY t = σ √ Y t dW t is also a martingale ( √ x fails to be Lipschitz in any interval containing 0). The existence is formally proven in Zvonkin (1974) by replacing the Lipschitz continuity by a Holder-1/2 one.
The class of admissible diffusion coefficients in this theorem can be significantly extended by replacing the global Lipschitz condition by a local one. This covers quite a large class of coefficients since every continuously differentiable function is locally Lipschitz (see Kloeden and Platen (1999) ). Yet another extension relies on the Yamada-Watanabe condition only (see e.g. (Kloeden and Platen, 1999) Section 4.5 p.134-135 and (Karatzas and Shreve, 2005) (Jeanblanc et al., 2007, Section 5.5.5) ).
It is worth noting that a sufficient and necessary condition exists in the time-homogeneous case σ(t, y) = σ(y) when σ(y) = 0 for all y 0. The positive process · 0 σ(Y s )dW s is a martingale if and only if x/σ 2 (x) is not integrable near infinity (see e.g. Carr et al. (2007) , Delbaen and Shirakawa (2002) ).
These generalizations are however not necessary in the context of this paper.
Cones of stochastic processes and conic martingales
The above framework depicts the general context associated to the martingale property of solutions to driftless SDEs. We would like now to focus on bounded processes, and introduce the concept of cone.
such that sup s t |Y s | < M (t).
We recall that the range R(X) of a random variable X is the support (which is a closed set, see (Dellacherie and P.-A., 1975, Ch. 3-50) ) of its distribution. By extension, we define the range envelope of a stochastic process.
Definition 4.2 (Range envelope). The range envelope S := R(Y t ) t>0 of a stochastic process Y is the
Observe that by continuity, the range envelope of a continuous process is a sequence of connected sets.
we say that S is the cone associated to the stochastic process Y or simply, the cone of Y . 2 2 Observe that in the definition, the cone of Y is defined for t > 0; this is because the range of Yt is trivially equal to the constant Y 0 at t = 0.
Note that the concept of range envelope differs from the notion of envelope in two points Veneziano (1979) . First, the latter is a set-valued random process which upperbounds |Y t | with probability one during any finite length of time, while the former is a deterministic time-indexed sequence of compact sets.
Second, the range envelope (if it exists) is unique since it corresponds at any time t to the smallest set to which Y t belongs with probability 1.
Definition 4.4 (Conic process). A stochastic process is said to be conic if its range envelope is a cone.
When the stochastic process is a martingale, we say that it is a conic martingale.
In this context, the word "conic" refers to the fact that the range of the process is bounded and is non-decreasing with time, so that the upper (resp. lower) bound of Y t increases (resp. decreases) with t.
Notice that only processes that are bounded up to T admit a cone. For instance, neither Brownian motion nor its Doléans-Dade exponential are conic processes in the sense of the above definitions. In the one dimensional case, any martingale evolving between two deterministic real-valued functions of time
The next corollary shows that conic and locally bounded martingales are in fact a same thing.
Corollary 4.1. Any conic martingale is a locally bounded martingale. Reciprocally, any locally bounded continuous martingale is a conic martingale.
Note that on [0, T ], conic martingales X are martingales such that X T is bounded.
Proof. The first assertion is obvious: indeed, by definition, a conic martingale Y is a martingale evolving between bounds −∞ < a(t) Y t b(t) < ∞; it is therefore locally bounded. Let us prove the converse. Let Y be a martingale such that for all t > 0 there exists
Because the paths of Y are almost surely continuous, the support of Y t cannot have "holes" so that
are closed intervals. It remains to prove that the time-indexed sequence of ranges is increasing. To that end, suppose there exists y s ∈ R(Y s ) that does not belong to R(Y t ) for some t > s.
probability one, respectively; Y fails to be a martingale. Consequently, a necessary condition for Y to be a martingale is that the range of Y is an increasing sequence.
In order for the solution Y of a driftless SDE to exist, we must have
It is then a local martingale, see e.g. Karatzas and Shreve (2005) . The following well-known result (Th. Protter (2005) ) fills the gap between local and genuine martingales in the special case of (globally) bounded processes.
in
Theorem 4.1. Every bounded local martingale is a martingale.
In the sequel, we shall focus on separable diffusion coefficients, defined below. 
Therefore, the solution Y to the above SDE is unique and belongs to [a, b] .
Construction of conic martingales
Obviously, any martingale with cone in [0, 1] is of the form E[ζ| F t ] for a random variable ζ, valued in [0, 1]. However, it is not possible to compute the diffusion coefficient of such martingales, since these martingales are not always diffusion processes.
The above section shows how martingales evolving in the compact set [a, b] can be obtained, by adequately choosing the diffusion term σ(t, x) in eq. (2.1). This framework is interesting theoretically but may be hard to deal with in practice. To illustrate this, suppose we want to construct a martingale in [0, 1]. To this end, we can choose Y 0 ∈ [0, 1], σ(t, x) = g(t)h(x) > 0 for all t > 0 and x ∈ (0, 1) where h = 0 for x / ∈ (0, 1). One simple "smooth function" satisfying the required conditions is
where η is a constant, which is proven to satisfy the conditions of Theorem 3.1, and
This leads to the SDE:
Theorem 3.1 ensures that this SDE admits a solution which, from Corollary 4.2, is a martingale. Moreover, because σ(t, 0) = σ(t, 1) = 0 and σ(t, x) > 0 for x ∈ (0, 1), the range of this process is can be tedious to find out.
To address these two issues, we propose a specific construction scheme that yields the conic martingale Y as a transformation of a simpler (unconstrained, or "free") process X via some smooth functional Y t = F (t, X t ). The SDE and statistics of Y can thus directly be obtained through those of X.
Here below we first show how one can create one-dimensional martingale with cone S = [0, 1].
Methodology
We now proceed with the next result, which is an important tool for constructing conic martingales.
We shall need conditions ensuring existence and uniqueness of solutions to generic SDE of the form
which can be found (see, e.g., Øksendal (2003) , Kloeden and Platen (1999) , (Jeanblanc et al., 2007, Sections 1.5.4 and 1.5.1), (Revuz and Yor, 1999 , Chapter IV, Section 3)).
3 In the sequel, we shall deal with processes that belong to [0, 1] almost surely. In that case, we shall restrict ourselves to specify the diffusion coefficient σ(t, x) on R + × [0, 1]. Of course, the later can trivially be extended to x ∈ R via the indicator function 1 I {x∈(0,1)} . This preserves the dynamics of the process and allows us to rely on existence and uniqueness results, which require the SDE coefficients to be defined for x ∈ R; see e.g. proof of Corollary 4.2
η be a function defined on R + × dom(F ). Assume that there exists a process X with R(X t ) ∈ dom(F ) solution of the stochastic differential equation (SDE)
is the score function associated to F . Then, the process
Proof. The process Y = F (Z), valued in[0, 1], has dynamics given via Itô's lemma:
The process Y is then a bounded local martingale hence a martingale.
Notice that since F is a bijection, it is invertible, and the dynamics for Y becomes
so that Y is a diffusion.
Corollary 5.1. Let F be a bijection of class C 2 and X be the solution to eq. (5.3). Then Y = F (X)
is a conic martingale with cone [0, 1] satisfying the SDE (5.4). Moreover, the cumulative distribution function of Y t (F Yt (y)) can be obtained form that of the latent random variable X t . In particular, if F is increasing:
Remark 5.1. Simple candidates for function F are cumulative distribution (or survival distribution) functions defined on the real line, admitting a continuously differentiable density and invertible.
Examples
1. Let F (x) = e −λx and η(t, x) = ηx. Then X satisfies a variant of the Verhulst equation:
The process Y defined as Y t = exp(−λX t ), t τ defines a martingale (valued in [0, 1]) with SDE given by
The boundary 1 is not reached (up to τ ) and Y τ ∨t = 0.
2. Let us come back to the SDE (5.1). We can see that it consists in eq. (5.4) with σ(t, x) = ηx(1 − x).
Setting η(t, x) = η in (5.3), it appears that we must have f (F −1 (y)) = y(1 − y). Changing the variable x = F −1 (y) leads to the (logistic) first-order non-linear differential equation
which solution is proven to be
This function is the cumulative distribution function of a logistic random variable with mean − ln(c) and variance π 2 /3. 4 In other words, it appears that the conic martingale process Y defined by eq. (5.1) can be obtained by simply mapping through the above (distribution) function F the unconstrained (latent) process X (defined by the SDE (5.3)) which instantaneous variance is set constant η 2 (t, x) = η 2 and the drift, as per Theorem 5.1, given by
2F (x) − 1 = tanh(x/2) is the score function associated to the above distribution function. In the specific case where c = 1, the SDE of the latent process writes
The coefficients of this SDE satisfy the usual conditions ensuring existence and uniqueness of a solution X, so that the solution Y to SDE (5.8) exists and is unique, too.
3. It is obvious that a same SDE for Y = F (X) can be obtained from various combinations of (X, F ).
In the above example, c can be chosen to be any positive scalar, but provided that the correct drift (score function) is used for X, the same SDE is obtained for Y . Similarly, a given latent process X can lead to several driftless equations for Y = F (X), depending on the choice of F . This results from the fact that different mappings F can lead to the same score function. Therefore, for a given drifted process X, one can find several mappings F such that the resulting SDE of Y = F (X) is driftless. For instance, setting F (x) = tanh(x/2) leads to σ(t, y) = η 2 (1 − y 2 ):
The score function of F (x) = tanh(x/2) is equal to tanh(x/2) as well, which is the same as that of F (x) = e x /(1 + e x ) that led to SDE (5.1).
4.
Consider the standard Gaussian case, F (x) = Φ(x). The score function of the Gaussian distribution is given by
is the standard Normal density function, and we
has a solution and Y has diffusion coefficient
Another conic martingale
The standard Normal distribution function Φ can be used to turn any Itô integral into a martingale in [0, 1] with given initial value x ∈ (0, 1).
Define
where z ∈ R and σ is adapted to the natural filtration of W .
Lemma 5.1. Let x ∈ (0, 1) and set z :
Proof. It is obvious to see that M(Z) ∈ [0, 1] and that M(Z) 0 = x since Υ 0 = 1 and Z 0 = z. From Theorem 4.1, it remains to show that it is a local martingale. This is straightforward using the property
The mapping M turns any continuous local martingale Z defined on R into a [0, 1]-martingale 
Practical considerations
As explained above, conic martingales can be obtained by specifying the form of the diffusion coefficient σ(t, y). However, the resulting SDE's are most often not analytically tractable, so that numerical schemes need to be used.
The above considerations suggest that it may be better to first (analytically or numerically) try to solve the SDE of an underlying free process X = G(Y ), and then get the solution of Y via the mapping F = G −1 . If G is chosen in a clever way, it could be that the second SDE is more easy to deal with (more standard, evolving in R instead of e.g. [0, 1]). At least we can get the correct range. This is the purpose of the next theorem, which tells us how to choose G = F −1 so that X t = G(Y t ) takes a specific, more appealing form. More specifically, the developed methodology allows us to write the solution (if it exists) of the SDE (2.1) when the instantaneous volatility is separable (in the sense of eq. (4.1)) as a mapping F of another process with specific drift but diffusion coefficient g(t) depending on time only.
The below theorem states sufficient conditions for the solution Y to the SDE (2.1) to be given by F (X)
where X is as desired. Moreover, (i) we are told which F we have to choose in order for
to have the required dynamics, and (ii) the SDE of X is completely specified.
Theorem 5.2. Consider the SDE (2.1) where the diffusion coefficient is separable in the sense of (4.1).
Assume function g satisfies g 2 (t) < ∞ for all t and h(y) is strictly positive of class C 2 in the set A \ ∂A and vanishes at the (existing) boundaries ∂A of A. Let y = F (x) ⊆ A solve the first order autonomous
is Lipschitz continuous, then (2.1) admits the strong pathwise unique solution
Proof. Let us first prove that the solution y = F (x) to the non-linear differential equation (5.14) is
is continuously (strictly) increasing; F (x) is therefore invertible, and continuous. Moreover, from the smoothness conditions on h, the first three derivatives of F are continuous:
). Therefore, the solution to the above ODE has the functional form h(x) = f (F −1 (x)), where F has the required smoothness for Itô's lemma to be used, and is invertible. Itô's lemma yields the dynamics of
of Kloeden and Platen (1999) (p. 131) this SDE, with finite initial value X 0 = F −1 (Y 0 ) has a strong pathwise unique solution since the coefficients meet the standard requirements (Lipschitz continuity of ψ(x) together with the boundedness of g 2 (t) for t < ∞ implies the linear growth bound condition on g 2 (t)ψ(x) and hence so is the drift coefficient µ(t, x)). Finally, the solution Y is given by the mapping F : Y = F (X).
Example 5.1. Consider the case of the exponential martingale with time dependent volatility, with SDE dY t = η(t)Y t dW t . Setting g(t) = η(t) and h(x) = x, we find F (x) = e x +k; µ(t, x) = −η(t) 2 /2. In the case where η(t) = η, one could equivalently choose g(t) = 1 and h(x) = σx, in which case F (x) = e ηx + k and µ(t, x) = −η/2.
Example 5.2. This trick has been previously applied to the SDE (5.1) in the case g(t) = η and h(x) =
x(1 − x). Similarly regarding eq. (5.10), we can set g(t) = η and h(x) = (1 − x 2 )/2; the solution to the ODE (5.14) leads to F (x) = tanh(x/2); therefore, the solution to (5.10) is given by Y = tanh(X/2) where X is the solution to (5.3).
Remark 5.3. It is worth noting that although we obtain the SDE of X = F −1 (Y ) from that of Y , the expression of F −1 is not needed; it does not enter the SDE of X. The drift of X is determined by the score function of F , which solves the ODE.
6 The Φ-martingale
The previous computations done in eq. (5.11) for F = Φ lead, for η(t, x) = η to dX t = η 2 2 X t dt + ηdW t ,
i.e. X is a Vasicek process
with constant diffusion coefficient η, zero long-term mean and negative speed of mean reversion η 2 /2.
Note that, for fixed t, X t has the same law as
where Z is a standard Gaussian random variable. This leads to a [0, 1]-martingale Y which analytical expression is Φ(X) where X = (X t ) t 0 is the Vasicek process (6.1). The process Y is called the Φmartingale. Sample paths drawn from this exact solution are shown in Fig. 1 .
Remark 6.1. It has been shown that the case (5.8) is also tractable since there is closed form expression for the latent process X (and thus for Y = exp(−λX)). The joint density of Θ t , t 0 Θ s ds has been studied by Yor in (Yor, 1992) , providing the law of X t (see Appendix). Howhever, the solution X t explodes at τ = {t : t 0 Θ s ds = 2/(λη 2 )}, and τ < ∞ wp 1 as Θ s is a grounded positive process. This means that the corresponding Y t = e −λXt , λ > 0, will collapse to zero in finite time as well. This is not the case of the Φ-martingale which merely asymptotically collapses to the bounds, but belongs to (0, 1) Q-a.s. for all t > 0 (see Section 6.1.2).
Statistics and asymptotics
In the case where the SDE of the latent process X (which drift is implied by F ) has an explicit solution, the process Y can be studied in details. For instance, the asymptotic distribution of Y t as t → ∞ can be obtained. Moreover, one can also study the properties of disjoint increments of Y . They have zero-mean and are uncorrelated, as per the martingale property. Their variances and quantile functions can be computed as well. We study below the statistics of the Φ-martingale. For the sake of comparison, we mention the corresponding results for the exponential martingale. In the case of Y = Φ(X) where X is a Vasicek process with instantaneous variance η 2 , zero longterm mean and negative mean reversion speed η 2 /2, the variance of the random variable Y t is given by
is the standard bivariate Normal cumulative distribution with correlation ρ. In partic-
The variance of the increments is then given by
which converges to zero as t → ∞. Intuitively, this means that the "activity" of the process (path by path) will decrease with time, and the process will converge to some constant level. By comparison, the variance of the exponential martingale M t = M 0 e −η 2 /2t+ηWt increases with t:
Because the paths of the Φ-martingale Y evolve between two bounds, a central question is to determine whether they collapse to the bounds, in which case the distribution of Y t would have less and less mass in (0, 1) in the sense that for any arbitrarily small threshold > 0 and any probability level 0 < p < 1, there exists a time t such that for all t > t , Q{Y t ∈ [0, ) ∪ (1 − , 1]} > p; Y t ends up in the neighborhood of the bounds with any desired confidence interval. This will be proven in the case when F = Φ and η(t) = η (Section 6.1.2). An intuitive development is provided in Appendix (9.2) in the more general case of bounded martingales.
This might be an argument to show that this specific setup is not appropriate in many cases. However, this distribution behavior is shared by the quite popular geometric Brownian motion for example. The distribution of the exponential martingale is collapsing to 0 as t → ∞ (see Fig. 2 for an illustration of the quantiles for the corresponding stochastic processes M t , q(t, p) := q : Q{M t q} = p). The fact that for this process, the variance of M t+δ − M t is not converging to zero as time passes in spite of this collapsing feature results from the fact that the right tail of the exponential martingale distribution is unbounded.
Asymptotic distribution of the exponential martingale
Consider the exponential martingale M introduced above. The corresponding quantile function q(t, p)
for some finite −∞ < a := ηΦ −1 (p) < ∞ and 0 < b := η 2 /2 < ∞. For t t := max(0, a/b), the expression in the RHS limit is strictly decreasing to 0 with respect to t. The p = 50% case (median) is precisely the largest p such that the curve is decreasing everywhere. 6 6.1.2 Asymptotic distribution of the Φ-martingale Y (η(t) = η)
We get
Therefore, Y t converges in distribution to Bernoulli (Y 0 ) as t → ∞. It is worth noting that Bernoulli (Y 0 ) corresponds to the distribution in [0, 1] with maximum variance for a given mean Y 0 ∈ [0, 1] (this is quite intuitive and easy to prove). Because the Gaussian solution X does not explode, the collapsing feature of the Φ-martingale is an asymptotic behavior: Q{Y t ∈ {0, 1}} = 0 for all t > 0. This is in contrast with the case (5.6) with µ = λη 2 /2 > 0 where the process Y = exp(−λX) has a positive probability to be strictly zero before any finite time: ∀t > 0, Q{Y t = 0} > 0.
Autonomous Gaussian martingales
We are investigating in which case a continuous local martingale Y which is a diffusion with separable diffusion coefficient can be written as the time-homogeneous (that is, autonomous) mapping F of a Gaussian diffusion X.
Definition 6.1 (Gaussian Diffusion). A Gaussian diffusion is the unique solution X to the SDE (5.2) where the drift µ(t, x) is affine in x, µ(t, x) = a(t)+b(t)x and the diffusion coefficient η(t, x) is a function of time only, η(t, x) = γ(t) < ∞ for all t.
Observe that not all Gaussian processes are Gaussian diffusions in the sense of the above definition.
For instance, the solution X to the SDE dX t = sign(W t )dW t is not a Gaussian diffusion but is a Brownian motion (and thus a Gaussian process), and Fractional Brownian motions are Gaussian processes which are even not semi-martingales.
Definition 6.2 (Autonomous Gaussian Martingales). We say that the martingale Y is autonomous Gaussian if (i) it can be obtained by mapping a Gaussian diffusion X through an autonomous mapping F (x) and (ii) the diffusion coefficient is separable in the sense of (4.1).
Equating the (dt) and (dW t ) terms of the Y SDE (2.1) with that of the F (t, X t ) SDE obtained using Itô, we get
Using a time-homogeneous mapping yields F (t, x) = F (x), implying that η(t) = γ(t). The (dW t ) equation then corresponds to eq. (5.14) and it solution yields the space component h(y) of the separable diffusion coefficient σ(t, y) = γ(t)h(y). In this exercise however, we are interested in the form of F (x) that can be used so that X is a Gaussian process and Y = F (X) a martingale. Setting
This is a first-order ODE which solution is given by
du + k 2 (t) (6.5)
As we considered time-independent mapping (F (t, x) = F (x) for all x), the ratios a(t)/η 2 (t), b(t)/η 2 (t), c(t)/η 2 (t) and the integration constants k 1 (t), k 2 (t) need all to be constant in order to get the required form for the Y t = F (X t ) SDE. We note them a, b, c, k 1 , k 2 . Clearly, the case b < 0 can be excluded as the integral in eq. (6.5) does not converge in this case. We thus have three main cases for (a, b, c) to analyze:
• (0, 0, c): F (x) = k 1 e −c x + k 2 ; the mapping is an affine function of the form F (x) = αx + β.
e −2ax +k 2 , the mapping is a shifted exponential F (x) = −k1 e −c 2a e −2ax +k 2 = α ξ e ξx +k with ξ > 0.
mapping is a shifted and rescaled version of the Normal cumulative distribution function.
The above mappings are the only ones leading to null dt term and separable diffusion coefficient for
This also specify the form of the space component h(x) of the diffusion coefficient that can be obtained by mapping Gaussian processes through F (x). From the (dW t ) equation, we get respectively
• Since a = b = 0, X is a rescaled Brownian motion (d X, X t = γ 2 (t)dt) and Y t = αX t + k is a shifted and rescaled copy. In particular, h(x) = h = α • Y is the exponential of a Gaussian process with shift: F x (x) = α e ξx so that h(x) = F x (F −1 (x)) = ξ(x − k). Since ξ > 0, a continuity argument shows that the process Y is bounded below k if
• Y is obtained by mapping the Gaussian process X through a Normal cumulative distribution, rescaling and shifting. The obtained process is a [k, α + k]-martingale. In this case,
We summarize these results in the theorem below. This result says that if one wishes to construct a continuous local martingale Y with separable diffusion coefficient σ(t, y) = η(t)h(y) and evolving in a given set by mapping a Gaussian diffusion via an invertible autonomous function, there are not many alternatives: only one family of mapping per type of range. In particular, the Φ-martingale Φ(X) is the only bounded continuous martingale with separable diffusion coefficient that can be obtained by mapping a Gaussian diffusion X through a smooth autonomous function F (x).
Note that if one relaxes the time-homogeneity and invertibility constraints, other solutions are possible. For instance, in the case a(t) = b(t) = 0 and η(t) = η (X t = X 0 +ηW t ) and setting F (t,
we obtain Y t = X 2 t − [X] t which is a well known martingale (in R).
In the next section, we show how these martingales can be used in credit risk modeling applications.
Application to Survival Probabilities
We adopt the credit risk modeling setup and focus on the default time τ of some reference entity. In this framework, one usually defines the filtration F, which represents the market information excluding default observation. The enlarged filtration is obtained by including the explicit information relevant to the default event: G t = F t ∨σ(1I {τ >s} , 0 s t) (with right-continuous regularisation) . In Cox models for example, the stochastic intensity process λ is F-adapted, but conditional upon the path (λ t ) t 0 , the occurrence of default 1I {τ t} is an independent event. More generally, the latter is G t -measurable, but not F t -measurable. Literature on credit risk modeling emphasize that under some conditions, one can get rid of actual default modeling; default indicators can be replaced by stochastic default probabilities, working in the restricted filtration F instead of the complete filtration G. We do not enter the details of this modeling approach, but refer the reader to Lando (2004) and Bielecki et al. (2011) for more information.
Unconditional survival probability and Azéma supermartingale
We now move to the modeling of the martingale S t (T ), t 0 defined in eq. (1.1). This is useful in many circumstances, including the pricing of credit derivatives or to adjust the price of a derivatives portfolio to account for counterparty risk (credit value adjustment), see e.g Cesari et al. (2009), Brigo and Alfonsi (2005) . As an illustration of the above methodology, we set S t (T ) := Φ(X t (T )) where X t (T ) satisfies dX t (T ) = (η 2 /2)X t (T )dt + ηdW t (7.1)
Clearly, S t (T ), t 0 is a martingale with initial value S 0 (T ).
The initial survival probability function S 0 (t) is assumed to be provided (in credit derivative applications, it is obtained by bootstrapping market quotes of financial instruments, like defaultable bonds or credit default swaps). It is decreasing and satisfies for all t > 0, 0 < S 0 (t) < 1, which means the the associated hazard rate is strictly positive and finite. This leads to
The Azéma supermartingale S t := S t (t), t 0 is often modeled either by using a simple Gaussian process Cesari et al. (2009) or by adopting the Cox process Brigo and Alfonsi (2005) . However, the first approach clearly violates the [0, 1] condition, and the second corresponds to the specific case where S is a decreasing predictable process. However, the general Doob-Meyer decomposition (in its additive form) reveals that in all generality, we have Bielecki et al. (2011 ), Profeta et al. (2010 
where D is a decreasing F-predictable process and M a martingale. The Cox setup is just one particular case. Moreover, it is hard to find a positive stochastic intensity model which allows for analytical calibration to market quotes whilst preventing negative path (in particular, square-root diffusion processes need to be shifted for calibration purposes, so that the resulting intensity process may not be positive anymore). This gives room to alternative modeling setups, and the Φ-martingale is one of them Vrins (2014) . The dynamics of the associated Azéma's martingale is proven to be dS t = ζ t dS 0 (t) + ηφ(Φ −1 (S t ))dW t (7.4)
The survival probability up to time T t given no default prior to time t is obtained from Bayes' rule:
which belongs to [0, 1] almost surely and is decreasing with respect to T for all T t. We illustrate in Fig. 4 the distribution of Q t (T ) for the 16 nodes z i associated to the 16-points
Gauss-Hermite quadrature associated to the standard Normal factor Z t = ηZ t / v(t) where Z t is given by eq. (7.3) and v(t) = e η 2 t −1 is the variance of ηZ t . If Q(t, T ; z) stands for the value Q t (T ) conditional upon Z t = z and (ω i , z i ), i ∈ {1, 2, . . . , n} are the weights and nodes of the n-points Gauss-Hermite quadrature, then
We consider the t = 0 survival probability curve S 0 (t) = e − t 0 h(s)ds where the piece-wise constant hazard rate function h(t) is given by the step function {t, γ(t)} = {(1, 5%), (3, 6%), (5, 8%), (7, 8.5%), (10, 6.5%)}.
One can see that the implied Q(t, T ; z i ) curves can be quite different depending on the value of the driven factor, provided that the diffusion parameter η of the Gaussian process underlying the Φ-martingale is large enough. The boundary conditions for the cumulative distribution function F Qt(T ) (x) of Q t (T ) are For x ∈ (0, 1), it is proven to be (see Appendix 9.3)
where z = z (t, T, x, η) is the (unique) root of the function
Bivariate survival probability in the Gaussian copula setup
Let us define the time-t joint survival probability that τ 1 > T 1 and τ 2 > T 2 as
We adopt a copula framework, where G t (T 1 , T 2 ) depends on t through the marginal (stochastic and correlated) distributions S 1 t,T1 , S 2 t,T2 and time-dependent set of parameters Θ t which is assumed to have finite variation 7 . In particular, the copula if fixed, but its parameter (e.g. correlation) can be timedependent:
Observe that G t meets all the properties of multivariate cumulative distribution functions; this is guaranteed by the fact that we map valid margins through a copula C(u, v, Θ). However, it is clear 7 Note the difference between S i (t) = S i 0 (t) = Q{τ i > t| F 0 } and S i t = S i t (t) = Q{τ i > t| F t} from eq. (7.6) that G is a martingale, hence the SDE of G must have no dt term. This imposes some restrictions on the dynamics of the (meta) parameter Θ t .
Itô's lemma yields
We now consider the bivariate Gaussian case, where correlated Φ-martingales are plugged in a Gaussian copula:
Recall that S i t (T i ) both need to be martingales, so that µ i = η 2 i /2. Allowing the Gaussian copula (correlation) parameter to be a deterministic function of time r(t),
In this specific case, we get
Martingality is guaranteed provided that the dt term is zero, that is r(t) = 2ρη 1 η 2 η 2 1 + η 2 2 + k e η 2 1 +η 2 2 2 t (7.7)
Because the first term is a constant but the second grows without bound, the r(t) ∈ [−1, 1] condition imposes k = 0 if η 1 and η 2 are not both null. The only valid case is thus to set the Gaussian copula correlation parameter r to the specific value 2ρη1η2 η 2 1 +η 2 2 , depending on the variance and correlation of the latent processes underlying the marginal Azéma supermartingales.
Finally, the bivariate Azéma supermartingale has dynamics
where, ξ i t are the multivariate equivalent to ζ t and ensure that E[G t (t, t)] = G 0 (t, t) = Φ 2 Φ −1 (S 1 0 (t)), Φ −1 (S 2 0 (t)), r(0) (7.11)
We conclude this section with Fig. 5 which illustrates the joint Azéma supermartingale processes G t (t, t) = E[τ 1 > t, τ 2 > t| F t ] and the joint survival probability martingale G t (T, T ) = E[(τ 1 ∧ τ 2 ) > T | F t ] for different correlation levels (using the same pairs of paths of Brownian motions).
Conclusion and future work
In a first part of the paper, the conditions for a local martingale to be a genuine martingale have been reviewed and specialized to bounded processes. We have introduced the concept of conic processes as stochastic processes which range is finite and non-decreasing with respect to time. We have shown that martingales being locally bounded are in fact conic martingales. It has been explained how a martingale evolving between two constant bounds with given separable diffusion coefficient σ(t, x) = g(t)h(x) can be obtained by mapping a stochastic process X which diffusion coefficient is g(t) through the function F solving a first-order autonomous non-linear ODE featuring h(x). This results is interesting for simulation purposes as the paths of F (X) will then stay within the correct range.
The Setting a = η, b = −η 2 /2, ν = 2b/a 2 = −1 and t = η 2 t/4, we obtain
On the other hand, if Y = AX where A is an invertible matrix and X, Y random (column) vectors,
Yor argued that it is enough to study the conditional law of A t (0) since p At(ν)|Wt (z|y + ν t ) = p At(0)|Wt (z|y).
To see this, let us define the measureQ according to the Radon-Nikodym derivative process dQ(ω) dQ(ω) F t = ξ(t, W t ). From Girsanov's theorem,W t = W t + νt is aQ-Brownian motion, and the claim follows:
Finally, the density f Xt is obtained from the law of A t (0) conditioned upon the terminal value of the Brownian motion W t , a t (y, z) = p At(0)|Wt (z|y), which is proven in Yor (1992) to be:
exp (−r cosh y) sinh(y) sin πy u dy
and we obtain
Collapsing property of bounded martingales
It has been proven that when X is a Gaussian diffusion with diffusion coefficient η and drift (η 2 /2)x then Y = Φ(X) is a martingale bounded in [0, 1] which converges in distribution to a Bernoulli(Y 0 ).
This proof was easy as the distribution of Y t is known analytically. However, it is likely that autonomous martingales of the form F (X) where X is a free process and the image of F is a compact interval [a, b] will share the same "collapsing" feature. Although we do not give a formal proof, we provide an intuitive development below. We further discuss which form of mappings F could potentially not have this feature.
vanishes at some point x and then remains negative) when η(t, X t ) = η. Recall the SDE followed by X:
dt + ηdW (t) = η 2 2 ψ(X t )dt + ηdW (t) (9.1)
Because f (x) < 0 for all x > x and f (x) > 0 for all x > x , we can see from the above SDE that X has a positive drift when being above x and a negative drift otherwise. As long as we choose F such that f is unimodal, then the process will tend to diverge, and same will hold true for Y = F (X). In other words, conic martingales Y obtained via an underlying process Y = F (X) will be attracted towards one of the boundaries when the bounds (a, b) are constant and f = F is unimodal.
Although it could take quite some time before Y collapses to a or b, it is very likely to happen, unless F is chosen to have some specific properties, and the above development allows us to understand which properties may break this attraction.
A first possibility of course is to use a vanishing time-dependent diffusion coefficient η(t). If η(t) collapses to zero, the process X will be frozen, and so are the paths of the Y t process. However, we argue that this is not the only way to prevent all paths to converge to one of the bounds. Although we do not
give formal proof, we claim that this can be achieved by choosing F so that F = f is bimodal (i.e. f changes sign between the two modes) and X 0 belongs to the interval defined by the two modes. the fact that X t falls in the "dip" [X 0 − µ, X 0 + µ] will create a pulling effect such that X t will tend to stay within this interval. 8 The effect of the bimodal nature of f is to partly prevent all paths to collapse to one of the boundaries (the center of the distribution would not be empty anymore; the probability to be in arbitrarily small neighborhood of the bounds would be non-zero, but would not sum to 1 either).
It remains to formally prove that Q{X t ∈ [X 0 − µ, X 0 + µ]} > 0 as t → ∞ for any µ > 0. This is cumbersome since we do not have an analytical expression for the distribution of X t . However, Monte
Carlo simulations or PDE solver seem to confirm that this is effectively the case: only part of the paths collapse to the boundary. The "sharpness of the dip" (which can be tuned by playing with s) determines the probability that Y t lies in [F (X 0 − µ), F (X 0 + µ)] as t → ∞. However, the process X t built according to the above procedure has a stable stationary point (zero drift, or equivalently f (x) = 0) at X 0 (zero drift, and in the neighborhood, the drift tends to pull X t back to X 0 ), and unstable stationary points 8 Observe that this pulling effect does not impact the martingale property of Y , since this is compensated by the function F , just like the fact that X is a diverging process when F = Φ is used did not impact the martingality of Y in the unimodal case.
at X 0 ± µ (zero drift, but when X t moves around these points, the effect of the drift is to push X t away from those). It is then likely that the paths, instead of collapsing (asymptotically) to either 0 or 1 almost surely, now asymptotically collapse to {0, 1} with some probability p, but X t has a non-zero probability 1 − p to be in the interval [X 0 − µ, X 0 + µ] even in the limit t → ∞. In particular, we expect to have lim t→∞ Q{Y t ∈ (0, F (X 0 − µ)]} = lim t→∞ Q{[Y t ∈ [F (X 0 + µ), 1)} = 0, while for any > 0, lim t→∞ Q{Y t ∈ (1 − , 1]} = lim t→∞ Q{Y t ∈ [0, )} > 0 and lim t→∞ Q{Y t ∈ [F (X 0 − µ), F (X 0 + µ)]} > 0.
Distribution of Q t (T )
In this section we show that for x ∈ (0, 1), η 2 < ∞ and S 0 (T ) < S 0 (t), the cumulative distribution function F Qt(T ) (x) of Q t (T ) is given by Φ(z (t, T, x, η)).
First, we notice that ηZ t ∼ v(t)Z where Z a standard Normal variable, the distribution function of Q t (T ) is given by First, we notice thatg(y) = dG(y)/dy has one single root, y 0 = ln(x)/m − m/2, andg(y) > 0 for y < y 0 whilstg(y) < 0 for y > y 0 . BecauseG(y) = y −∞g (u)du (the integration constant is zero as lim y↓−∞G (y) = 0), the smallest root ofG, y 1 is larger than y 0 ; y 1 > y 0 . However, for y > y 0 ,g(y) < 0, meaning that on the right of its first root,G(y) is strictly decreasing from 0. FunctionG(y) < 0 for y > y 1 , showing that if it exists, y 1 is the unique root y of the continuous functionG or equivalently, that G admits a unique root z = (y − m(t, T ))/ v(t).
