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NONCOMMUTATIVE KNO¨RRER TYPE EQUIVALENCES VIA
NONCOMMUTATIVE RESOLUTIONS OF SINGULARITIES.
MARTIN KALCK AND JOSEPH KARMAZYN
Abstract. We construct Kno¨rrer type equivalences outside of the hypersurface case;
namely, between singularity categories of cyclic quotient surface singularities and cer-
tain finite dimensional local algebras. This generalises Kno¨rrer’s equivalence for sin-
gularities of Dynkin type A (between Krull dimensions 2 and 0) and yields many new
equivalences between singularity categories of finite dimensional algebras.
Our construction uses noncommutative resolutions of singularities, relative sin-
gularity categories, and an idea of Hille & Ploog yielding strongly quasi-hereditary
algebras which we describe explicitly by building on Wemyss’s work on reconstruction
algebras. Moreover, K-theory gives obstructions to generalisations of our main result.
1. Introduction
The singularity category of a Noetherian ring was introduced by Buchweitz [Buc86] to
provide a general framework for Tate-cohomology. Orlov [Orl06] rediscovered a global
version motivated by string theory and homological mirror symmetry, which has recently
attracted a lot of interest. The singularity category is defined as the Verdier quotient
Dsg(A) := D
b(A-mod)/Perf(A)
where Perf(A) denotes the subcategory of perfect complexes. For commutative hyper-
surfaces the singularity category recovers the homotopy category of matrix factorisations
[Buc86]. Matrix factorisations appeared in Dirac’s seminal description of the electron
[Dir28], and more recently gave rise to new knot invariants [KR08], occured in string the-
ory [KL03], and have been used to describe derived categories of Calabi-Yau hypersurfaces
[Orl09] – see Murfet [Mur13] for a nice survey.
Two rings with triangle equivalent singularity categories are called singular equivalent.
In general, it is a difficult problem to construct singular equivalent rings.
Kno¨rrer’s periodicity is a fundamental phenomenon famously producing singular equiv-
alences between the hypersurfaces S/(f) and S[[x, y]]/(f+xy) for all non-zero polynomials
f ∈ S := C[[z0, . . . , zd]], [Kno¨87]. A well known and widely used special case shows that
K =
C[z]
(zr)
and R =
C[[x, y, z]]
(zr + xy)
are singular equivalent. Here, K is a finite dimensional algebra and R is a Gorenstein
cyclic quotient surface singularity. It is natural to ask whether there is a generalisation of
these Kno¨rrer equivalences to all cyclic quotient surface singularities.
Question. Let R be a general cyclic surface quotient singularity. Does a singularly
equivalent finite dimensional algebra K exist? Can K be described explictly?
In this paper, we give a positive answer to these questions by constructing and explictly
describing such finite dimensional algebras, which we call Kno¨rrer invariant algebras. In
general these are noncommutative algebras, and we also show that their representation
theory encodes many geometric aspects of the minimal resolution of SpecR.
Whilst several generalisations and new interpretations of Kno¨rrer’s result have been
obtained in the hypersurface case, see e.g. [Orl06,Bro15,Shi12], our results provide the
first evidence that Kno¨rrer type equivalences are not just a hypersurface phenomenon.
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Main results and strategy of proof. We consider the invariant algebras Rr,a :=
C[[x, y]]
1
r
(1,a) where
1
r
(1, a) :=
〈(
εr 0
0 εar
)〉
< GL2(C)
for r and a coprime integers such that 0 < a < r and εr a primitive r
th root of unity.
The corresponding singularity SpecRr,a is a cyclic quotient surface singularity, and it is a
hypersurface if and only if a = r− 1. In all other cases, the singularities Rr,a are rational
but not Gorenstein.
For each invariant algebra Rr,a, we construct a finite dimensional algebra Kr,a and an
equivalence of singularity categories. Rather than attempting to do this directly, the key
idea of this paper is to work with noncommutative resolutions of the singularities. The
singular equivalence is then induced by an equivalence of relative singularity categories.
Here, the relative singularity category associated to a noncommutative resolution Λ of a
singularity K is the triangulated quotient category (see Section 3 for details)
∆K(Λ) :=
Db(Λ-mod)
Perf(K)
.
The noncommutative resolutions Ar,a of Rr,a and Λr,a of Kr,a in the following key
result are described in more detail immediately below the Corollary.
Theorem (Theorem 4.4). There is an equivalence of relative singularity categories
∆Kr,a(Λr,a) :=
Db(Λr,a)
Perf(Kr,a)
∼=
Db(Ar,a)
Perf(Rr,a)
=: ∆Rr,a(Ar,a).
This equivalence descends to an equivalence of singularity categories, which are explicit
Verdier quotients of the relative singularity categories, see Section 3 and [KY16,TV16].
Corollary (Theorem 4.7). There is an equivalence of singularity categories
Dsg(Kr,a) :=
Db(Kr,a)
Perf(Kr,a)
∼=
Db(Rr,a)
Perf(Rr,a)
=: Dsg(Rr,a).
Let us explain our strategy in more detail - in particular, the involved noncommuta-
tive resolutions and the construction of Kr,a. On the one hand, the surface singularity
SpecRr,a admits a minimal resolution, which has a tilting bundle by work of Van den
Bergh [VdB04] which builds on work of Wunram [Wun88]. Its endomorphism algebra
Ar,a is called reconstruction algebra and was explicitly described by Wemyss [Wem11a],
see Sections 2.2 and 6.1. This is a natural choice for a noncommutative resolution of Rr,a.
On the other hand, it is one of our key insights that the algebras Λr,a defined by Hille
and Ploog [HP17] are finite dimensional analogues of type A reconstruction algebras. In
order to give an idea of the construction of Λr,a, recall that the exceptional divisor of the
minimal resolution Vr,a of SpecRr,a is a chain of smooth rational curves C1, . . . , Cn. Such
a chain can also be considered in a smooth rational projective surface Xr,a. The algebra
Λr,a is constructed by iterated universal extensions from a certain exceptional collection
of line bundles on Xr,a associated to this chain C1, . . . , Cn, cf. [HP17] and Section 2.3.
We then define the Kno¨rrer invariant algebra as a corner algebra Kr,a := eΛr,ae for a
certain idempotent e ∈ Λr,a and show that Λr,a is a noncommutative resolution of Kr,a.
Summing up, the singularity Rr,a is starting data in our construction, whereas the
Kno¨rrer invariant algebra Kr,a is only produced a posteriori from the algebra Λr,a. From
a geometric perspective the construction of Λr,a captures similar information about the
minimal resolution of the singularity as the reconstruction algebra Ar,a. The equivalence
of relative singularity categories in our Theorem above makes this precise.
More generally, the techniques developed in this paper allow us to identify the (rela-
tive) singularity categories of partial resolutions of SpecRr,a with (relative) singularity
categories of eΛr,ae for an explicit idempotent e, see Corollary 4.5 and Theorem 4.10. As
a consequence, we obtain many new and non-trivial equivalences between singularity cat-
egories of finite dimensional algebras which might be of independent interest and appear
difficult to produce via other methods, see Corollary 4.13.
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Descriptions of the algebras Kr,a and Λr,a. The algebras Λr,a arise from a natural
geometric category. Hille & Ploog [HP17] show that Λr,r−1 is the Auslander algebra of
k[x]/(xr). We give the first explicit description of all other Λr,a in terms of quivers with
relations (Proposition 6.18). Using this, we show that Λr,a is a noncommutative resolution
of Kr,a (Theorem 6.26). This generalises [HP17] and yields an explicit description of Kr,a.
Lemma (Lemma 6.27). There is an algebra isomorphism
Kr,a ∼=
C〈z1 . . . , zl〉
I
where I is the two sided ideal generated by
zizj if i < j and zi
(
zβi−2i
)(
z
βi+1−2
i+1
)
. . .
(
z
βj−1−2
j−1
)(
z
βj−2
j
)
zj for j ≤ i
where l and the βi are defined by the Hirzebruch-Jung continued fraction expansion r/(r−
a) = [β1, . . . , βl].
This presentation is similar to Riemenschneider’s description of Rr,a, which is recalled
in Section 6.2. The algebra Kr,a is only commutative in the extreme cases a = r − 1 and
a = 1, and the first example of a noncommutative Kno¨rrer invariant algebra is
K5,2 ∼=
C〈z1, z2〉
(z21 , z
3
2 , z1z2, z
2
2z1).
The algebra Λr,a has global dimension two, see Proposition 2.8. In the process of
calculating the presentation of Kr,a we show that Λr,a is a noncommutative resolution of
the noncommutative singularity Kr,a in the following sense.
Theorem (Theorem 6.26). There is a C-algebra isomorphism
EndKr,a
(⊕
Ii
)
∼= Λr,a
where the sum is over all isomorphism classes of indecomposable left ideals Ii of Kr,a.
The isomorphism classes of nontrivial indecomposable left ideals Ii of Kr,a are in bi-
jection with the curves Ci making up the exceptional divisor in the minimal resolution of
Rr,a, see Theorem 6.26. The Kno¨rrer invariant algebra Kr,a captures further aspects of
the geometry of the cyclic quotient surface singularity SpecRr,a.
Proposition (Proposition 6.28). Consider the Kno¨rrer invariant algebra Kr,a.
(1) The dimension of Kr,a is r, the order of the cyclic group
1
r (1, a).
(2) The proper monomial left ideal of Kr,a of largest C-dimension has dimension a.
(3) The minimal number of generators of Kr,a is 2 less than the embedding dimension
of SpecRr,a.
(4) The highest degree of a nonzero monomial equals the number of exceptional curves
in the minimal resolution of SpecRr,a.
A more detailed analysis shows that the Euclidean algorithm for the pair (r, a) is
encoded in the ideal structure of Kr,a and conversely one can use the Euclidean algorithm
to build Kr,a recursively. This will be explained in future work.
Further results and related work. We survey a selection of related results in the
literature and consequences of our constructions which might be of independent interest.
The singularity category of the following Kno¨rrer invariant algebras
Kr,1 = C〈z1, . . . zr−1〉/(z1, . . . , zr−1)
2
has appeared previously in a range of incarnations including categories appearing in Lie-
theory, noncommutative projective geometry, and Leavitt path algebras.
Theorem 1.1. Let r ≥ 1. The following categories are triangle equivalent:
(a) Dsg(Rr,1);
(b) Dsg(Kr,1);
(c) qgr C〈x1, . . . , xr−1〉 with deg xi = 1 and degree shift functor, see [Smi12];
(d) U (sl ((r − 1)∞)) /I − fpmod, see [HS15].
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(e) L(Qr−1)-grproj, where L(Qr−1) denotes the Leavitt path algebra of a particular
quiver Qr−1 with degree shift funtor, see e.g. [CY15];
Whilst the equivalence between (a) and (b) is a consequence of the results of this paper,
the authors in fact learned of this particular equivalence from Dong Yang, who obtained
it using explicit dg algebra techniques. This was the motivating example for this paper.
For the equivalences between (b) and (c) and the definition of qgr-construction for non-
noetherian algebras see [Smi12] - in particular, Theorem 7.2. The equivalence between the
categories in (c) and (d) follows from [HS15, Theorem 1.2.] by passing to the subcategories
of finitely presented objects, cf. [Smi12, Proposition 1.4.]. The equivalence between the
categories in (b) and (e) and the definition of the quiver Qr−1 and the Leavitt path algebra
of a quiver can be found in [CY15, Theorem 6.1.], which builds on [Smi12] and [Che11].
The singularities Rr,a generalise the hypersurface singularities Rr,1 appearing in (a),
and the results of this paper produce finite dimensional algebras Kr,a and equivalences
that generalise the equivalence between (a) and (b); it is an obvious question whether
there are generalisations of the objects and equivalences occurring in (c), (d), and (e).
It is an obvious question whether our results can be generalised to produce Kno¨rrer
type equivalences for further singularities. For nonabelian quotient surface singularities,
we conjecture that there are no straightforward generalisations and our main result is
optimal in the following sense.
Conjecture 1.2. If G < GL(2,C) is a nonabelian finite subgroup and R = CJx, yKG, then
there does not exist a finite dimensional local C-algebra S such that
Dsg(R) ∼= Dsg(S).
We provide evidence for this conjecture in Section 5: an analysis of the Grothendieck
groups of Dsg(R) and Dsg(S) yields obstructions to singular equivalences and shows that
the conjecture is true for all finite subgroups G < SL(2,C) and many non-Gorenstein
singularities of type D.
The results of this paper also expand on aspects of Hille & Ploog’s paper [HP17].
The construction of the algebra Λr,a in this paper is taken directly from [HP17], and we
elaborate on Hille and Ploog’s construction by providing an explicit presentation of Λr,a
in Proposition 6.18 and proving that Λr,a is a noncommutative resolution of the Kno¨rrer
invariant algebra Kr,a in Theorem 6.26.
Moreover, the description of Λr,a as a noncommutative resolution of Kr,a allows us to
understand a further aspect of Hille & Ploog’s work: the construction of Λr,a depends on
a choice of direction for the curves and it is natural to ask how the two choices are related.
We address this question in further work, [KK], where we show that the quasi-hereditary
structure on the algebras is unique and the algebras associated to the two orientations of
the curves are related by Ringel duality.
Structure of Paper. Section 2 recalls Hille and Ploog’s construction of the algebras Λr,a
and also Wemyss’s reconstruction algebras Ar,a, which are endomorphism algebras of Van
den Bergh’s tilting bundles in the special case of cyclic quotient surface singularities. The
definitions of singularity categories and relative singularity categories and relevant related
results are recapped in Section 3. The main results of this paper are proved in Section 4,
where a functor is constructed and shown to induce the desired equivalences of (relative)
singularity categories. Evidence supporting Conjecture 1.2, stating that our main results
cannot be naively generalised to nonabelian quotient surface singularities, is presented in
Section 5. Finally, in Section 6 we provide explicit descriptions of the algebras Λr,a and
Kr,a in terms of quivers and relations.
Notational preliminaries. ForX a quasi-compact and separated scheme we letD(X) =
D(QCohX) denote the unbounded derived category of quasicoherent sheaves on X and
Db(X) = Db(CohX) denote the bounded derived category of coherent sheaves. Then
D(X) is closed under small direct sums [Nee96, Example 1.3] and D(X) is compactly
generated with compact objects the perfect complexes [Nee96, Proposition 2.5] which we
denote by Perf(X). We use similar notation for left modules A-Mod and finitely generated
left modules A-mod over a Noetherian C-algebra A.
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We will use the composition rule for functions that that f followed by g is denoted fg,
and this will also be our composition rule for arrows in a quiver.
Acknowledgments. The authors thank Michael Wemyss, Agnieszka Bodzenta, Xiao-Wu
Chen, Osamu Iyama, Alastair King, Dmitri Orlov, and Michel Van den Bergh for useful
discussions and input. They also particularly thank Lutz Hille, David Ploog and Dong
Yang for access to unpublished work that inspired this paper.
The first author was supported by EPSRC grant EP/L017962/1. The second author
was supported at the beginning of this work on EPSRC grant EP/I004130/2 and after-
wards on the EPSRC grant EP/M017516/1.
2. Resolutions of singularities
This section recalls geometric and noncommutative resolutions of cyclic surface quo-
tient singularities Rr,a that are later used to build equivalences between the singularity
categories of Rr,a and a finite dimensional algebra Kr,a.
2.1. Geometric setup. We are interested in cyclic surface quotient singularities Rr,a :=
C[[x, y]]
1
r
(1,a), and we first consider how such a singularity may occur as an isolated
singular point of a projective surface.
Take X a smooth projective surface such that Hi(OX) = 0 for i > 1 that contains a
type An configuration of rational curves, C := ∪Ci ⊂ X such that Ci ∼= P
1 with self-
intersection numbers Ci · Ci := −αi ≤ −2 that can be contracted to a point, and let
π : X → Y denote the this contraction.
X
Y
C1 C2
. . .
CnCn−1
π
The morphism π : X → Y is a minimal resolution of singularities and Y has a unique
singular point with germ Rr,a = C[[x, y]]
1
r
(1,a) where 0 < a < r are coprime integers that
can be calculated from the Hirzebruch-Jung continued fraction
r
a
= α1 −
1
α2 −
1
· · · −
1
αn
= [α1, . . . , αn] ,
see [Rie74, Section 3] or [Hir53,Jun08].
We will use either the notation Xr,a or X[α1,...,αn] for the variety X to emphasize the
additional data of a chosen type A configuration as above.
Remark 2.1. Cyclic quotient surface singularities are taut in the sense of Laufer [Lau73]:
if SpecR is the germ of an isolated surface singularity whose minimal resolution also has
a type A configuration of curves E := ∪Ei as the exceptional divisor with Ei ∼= P
1 and
Ei · Ei ∼= −αi then R ∼= Rr,a where r/a = [α1, . . . , αn].
We can also consider the singularity as the complete local affine scheme SpecRr,a. Let
Ur,a denote a complete, local, affine, neighbourhood of the singular point in Yr,a. Then
Ur,a ∼= SpecRr,a. Let u : Ur,a → Yr,a denote the inclusion of this affine scheme, and define
Vr,a
p
−→ Ur,a to be the pullback of the minimal resolution π : X → Y . Then the pullback
p : Vr,a → Ur,a is the minimal resolution of the singularity SpecRr,a as a scheme and
there is an affine inclusion v : Vr,a → Xr,a. In particular, the morphisms u and v are flat
and affine and the closed immersion of the curves C := ∪Ci into Xr,a factors through
v : Vr,a → Xr,a.
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. . .
. . . . . .
π
p
u
v
Yr,a Ur,a = SpecRr,a
Xr,a Vr,a
C
Having introduced the singularity and resolution we now introduce two noncommuta-
tive resolutions; one of Rr,a and one of, the yet undefined, Kr,a.
2.2. Noncommutative resolution of Rr,a. The projective morphism p : Vr,a → Ur,a =
SpecRr,a contracts a collection of curves Ci for 1 ≤ i ≤ n to a point. It has one di-
mensional fibres and it follows from H1(OXr,a) = 0 for i > 1 that Rp∗OVr,a
∼= OUr,a .
A corresponding noncommutative resolution was constructed for such morphisms by Van
den Bergh [VdB04], and we apply these results in the particular case of p : Vr,a → Ur,a
considered in this paper. We start by recalling the structure of line bundles on Vr,a.
Proposition 2.2 (See [Wun88] or[VdB04, Section 3.4 and Lemma 3.5.1]). For the pro-
jective morphism p : Vr,a → Ur,a = SpecRr,a contracting curves Ci:
(1) There exist divisors Di ⊂ Vr,a such that Di ∩ Cj =
{
pt if i = j,
∅ otherwise
.
(2) A line bundle L on Vr,a is isomorphic to OVr,a(
∑
aiDi) where ai = degL |Ci . In
particular, this map is an isomorphism between the Picard group of Vr,a and Z
n.
In such a situation recall the abelian category Ar,a :=
0Per(Vr,a/Ur,a).
Definition 2.3 (See [VdB04, Section 3.1]). Define C to be the abelian subcategory of
CohVr,a consisting of F ∈ CohV such that Rp∗F ∼= 0. The abelian category Ar,a is
defined to be the heart of a t-structure on Db(Vr,a) that contains the objects E ∈ D
b(Vr,a)
satisfying the following conditions:
(1) The only non-vanishing cohomology of E lies in degrees −1 and 0.
(2) p∗H
−1(E) = 0 andR1p∗H
0(E) = 0, whereHj(−) denotes the jth cohomology sheaf.
(3) HomVr,a(C,H
−1(E)) = 0 for all C ∈ C.
Applying this result to a cyclic surface quotient singularity Rr,a provides a noncommu-
tative resolution of Rr,a.
Theorem 2.4 ([VdB04, Section 3.5]). The abelian category Ar,a :=
0Per(Vr,a/Rr,a) has
a projective generator, n+ 1 simple objects, and n+ 1 indecomposable projective objects.
(1) The simple objects are si := OCi(−1) for 1 ≤ i ≤ n and s0 = ωC [1].
(2) The indecomposable projective objects are P0 := O and Pi := O(−Di) for 1 ≤ i ≤ n.
(3) Any projective object in Ar,a is a direct sum of the Pi and so is uniquely determined
by its rank and first Chern class.
The basic projective generator T =
⊕n
i=0 Pi induces an equivalence of abelian categories
Ar,a Ar,a −mod∼=
HomD(Vr,a)(T,−)
T ⊗Ar,a (−)
where Ar,a := EndVr,a(T ). This induces an triangle equivalence D
b(Ar,a) ∼= D
b(Vr,a).
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Remark 2.5. To ease notation we will also let si and Pi denote the corresponding simple
and projective objects in Ar,a-mod under this equivalence of abelian categories.
Such a situation, the minimal resolution of a cyclic quotient surface singularity, occurs
in the GL2(C) McKay correspondence [Wem11b], and in this situation the algebra A
op
r,a
∼=
EndVr,a(T
∨) has been explicitly identified as the reconstruction algebra of type A in
[Wem11a]. We recall a presentation of the reconstruction algebra of type A in Section 6.1.
2.3. A triangulated category of Hille and Ploog. Having recalled a noncommuta-
tive resolution of Rr,a we now consider a different triangulated category associated to the
resolution π : Xr,a → Yr,a introduced by Hille and Ploog [HP17]. This is a full, thick
subcategory of Db(Xr,a), and Hille and Ploog have shown, using universal extension tech-
niques, that it has an internal structure: it is the derived category of finitely generated
modules over a particular quasi-hereditary, finite dimensional algebra.
Definition 2.6. For 0 ≤ i ≤ n define the line bundles
Li := O(−Ci+1 · · · − Cn),
and the full triangulated subcategory closed under summands
Dr,a := 〈L0, . . . ,Ln〉 ⊂ D
b(Xr,a).
Remark 2.7. These definitions depend on a choice of orientation of the type An con-
figuration of curves. In particular, labelling the curves with the opposite orientation,
Cn, . . . , C1, produces the subcategory Dr,a−1 where a
−1 is the inverse of a modulo r.
This is consistent with the fact that if r/a = [α1, . . . , αn] then r/a
−1 = [αn, . . . , α1] (see
[Hir53, Section 3.4. (17)]).
As Dr,a is a full subcategory it comes equipped with a fully faithful inclusion Dr,a ⊂
Db(Xr,a). Moreover, Hille and Ploog have shown that the intersection of this subcategory
with CohXr,a is itself an abelian category and is equivalent to the abelian category of
finitely generated modules over a finite dimensional algebra. Interpreting their results
yields the following description of the category.
Proposition 2.8 (Hille and Ploog [HP17]). The intersection Dr,a ∩ Coh(Xr,a) is an
abelian category with a projective generator. It is (strongly) quasihereditary of global di-
mension 2, and it has n+1 simple objects, n+1 standard objects, and n+1 indecomposable
projective objects.
(1) The n+ 1 simple objects σ0, . . . , σn are defined by
σ0 := OX(−C1 − · · · − Cn)),
σi := OCi(−1), and
σn := OCn .
(2) The n+ 1 standard objects L0, . . . ,Ln are defined by Li := OX(−Ci+1 · · · − Cn).
They are related to the simple modules by the following set of short exact sequences.
0 → Ln−1 → Ln → σn → 0
...
...
0 → Li−1 → Li → σi → 0
...
...
0 → L0 → L1 → σ1 → 0
0 → 0 → L0 → σ0 → 0
(3) The n+1 indecomposable projective objects Λ0, . . . ,Λn can be defined as universal
extensions of the Li. They are related to the standard modules by the following
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set of short exact sequences.
0 → 0 → Λn → Ln → 0
0 → Λ⊕αn−2n ⊕ Λn → Λn−1 → Ln−1 → 0
...
...
0 →
⊕n
j=i Λ
⊕αj−2
j ⊕ Λi → Λi−1 → Li−1 → 0
...
...
0 →
⊕n
j=1 Λ
⊕αj−2
j ⊕ Λ1 → Λ0 → L0 → 0
The basic projective generator Λ :=
⊕n
i=0 Λi induces an equivalence of abelian categories
Dr,a ∩ CohXr,a Λr,a −mod∼=
HomXr,a (Λ,−)
Λ ⊗Λr,a (−)
where we define the algebra Λr,a := EndXr,a(Λ). This induces an equivalence of triangu-
lated categories Dr,a ∼= D
b(Λ).
Proof. The existence of a projective generator, the exact equivalence of abelian categories,
and the fact that the category Dr,a ∩ Coh(Xr,a) has global dimension 2 follows from
[HP17, Theorem 2.5]. The projective generator is produced by taking iterated universal
extensions of the standard modules. Since the sequence of standard objects has only
non-zero Ext-groups in degrees 0 and 1 this implies that the category is strongly quasi-
hereditary; i.e. the standard modules have projective dimension ≤ 1.
The simple objects, the standard objects, and the relationship between them are also
explicitly stated in [HP17, Theorem 2.5]. It remains to explain part (3).
The indecomposable projective objects Λi correspond to indecomposable summands
of the projective generator and satisfy dimHomX(Λi, σj) = δi,j . In a quasi-hereditary
category there are surjections Λi → Li with kernel Ki:
0→ Ki → Λi → Li → 0.
In a strongly quasi-hereditary category the standard modules have global dimension 1
so the kernel Ki is projective and splits into a sum of indecomposable projective objects⊕n
j=0 Λ
⊕ci,j
j where ci,j = dimHomX(Ki, σj). As dimHomX(Λi, σj) = dimHomX(Li, σj) =
δi,j , we get ci,j = dimExt
1
X(Li, σj). This can be computed using a long exact sequence:
dimExt1X(Li, σj) =

αj − 1 if j = i+ 1
αj − 2 if j > i+ 1
0 if j < i+ 1
See the proof of Proposition 6.11 for the explicit calculation. 
In particular, Λr,a is basic, finite dimensional, and quasihereditary. As there is an exact
equivalence between Λr,a-mod and Dr,a∩Coh(Xr,a) we will abuse notation by identifying
the simple, standard, and projective objects in either category.
The two noncommutative algebras Λr,a and Ar,a are related by the pullback functor
Dr,a ⊂ D
b(Xr,a)D
b(Λr,a) ∼=
RHomXr,a (Λ,−)
Λ ⊗LΛr,a (−)
Db(Vr,a) D
b(Ar,a)∼=
RHomVr,a (T,−)
T ⊗LA (−)
v∗
and we will investigate the relationship between Db(Λr,a) ∼= Dr,a and D
b(Ar,a) ∼= D
b(Vr,a)
in Section 4. In order to make the relationship precise we must work with relative singu-
larity categories, and so we recall the relevant definitions and results in the next section.
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3. Singularity categories
In this section we recall the definitions of singularity categories and relative singularity
categories, and we recap several results that will be vital later on.
3.1. Notation. For a triangulated C-linear category C we let Cω denote the idempotent
completion of the category, which is naturally triangulated [BS01], and CC denote the
subcategory of compact objects. A full subcategory is thick if it is triangulated and closed
under direct summands. If C also contains small direct sums then a full subcategory is
localising if it is triangulated and also closed under all small direct sums, and a localising
subcategory is necessarily closed under direct summands and so thick [Nee01, Proposition
1.6.8]. For a subset S ⊂ C we will let 〈S〉 denote the smallest thick subcategory of C
containing S and 〈S〉⊕ denote the smallest localising subcategory of C containing S.
In this section we assume that A is a Noetherian C-algebra.
3.2. (Relative) singularity categories. The following definition is due to Buchweitz
[Buc86] and Orlov [Orl06].
Definition 3.1. The singularity category of A is the triangulated quotient category
Dsg(A) :=
Db(A)
Perf(A)
where Perf(A) denotes the subcategory of perfect complexes.
We also recall the notion of a relative singularity category.
Definition 3.2. Let A be a Noetherian C-algebra, e ∈ A an idempotent, and eAe the
algebra defined by this idempotent. The relative singularity category of A with respect
to eAe is defined to be
∆eAe(A) :=
Db(A)
〈Ae〉
∼=
Db(A)
Perf(eAe)
;
the idempotent induces an inclusion of triangulated categories Perf(eAe) ⊆ Db(A) with
image 〈Ae〉.
A common application is when R is a commutative, Noetherian C-algebra,M := R⊕M ′
is a finitely generated R-module, A := EndR(R ⊕ M), and e ∈ A is the idempotent
corresponding to the projection onto the direct summand R. In this situation eAe ∼= R
and we denote the relative singularity category by ∆R(A).
3.3. Recollements generated by idempotents. Recall that a recollement of triangu-
lated categories T , T ′, and T ′′ is a collection of functors
T ′′ T T ′i∗ = i!
i∗
i!
j! = j∗
j!
j∗
such that
(1) The functors (i∗, i∗ = i!, i
!) and (j!, j
! = j∗, j∗) are adjoint triples.
(2) The functors j!, i∗ = i!, j∗ are fully faithful.
(3) The composition j∗i∗ equals zero.
(4) For every object t ∈ T there exist two distinguished triangles
i!i
!t→ t→ j∗j
∗t→ i!i
!t[1]
and
j!j
!t→ t→ i∗i
∗t→ j!j
!t[1]
induced from the unit and counit morphisms.
Consider an algebra A with an idempotent e. The idempotent produces a recollement
DA/AeA(A) D(A) D(eAe)i∗ = i!
i∗
i!
j! = j∗
j!
j∗
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induced by deriving the exact functor j∗ = HomA(Ae,−) ∼= eA⊗A (−) : A-Mod → eAe-
Mod with left adjoint Ae ⊗eAe (−) and right adjoint HomeAe(eA,−). The kernel of j
∗ is
DA/AeA(A) ⊂ D(A); the full subcategory of objects with cohomology in A/AeA-Mod.
Proposition 3.3 ([KY16, Remark 2.14 ]). With assumptions as above, the functor i∗
induces an equivalence of triangulated categories
D(A)
〈Ae〉⊕
∼=
−→ DA/AeA(A)
that restricts to an equivalence
∆eAe(A)
ω ∼=−→
(
DA/AeA(A)
)C
.
The relative singularity category captures the information in the singularity category
that is preserved in a (partial) resolution. In particular, the singularity categoryDsg(eAe)
can be recovered as a Verdier quotient of the relative singularity category.
Lemma 3.4. In the notation above, assume that A/AeA is finite dimensional. Let
S ⊂ ∆eAe(A) be the thick subcategory generated by all simple A/AeA-modules. Then
the Verdier quotient induces an equivalence of triangulated categories
∆eΛe(A)
S
∼= Dsg(eΛe),
see [KY16, Propositions 3.3 and 6.13] or [TV16].
3.4. Idempotent completeness of (relative) singularity categories. Motivated by
Proposition 3.3 we show that the categories we are interested in are idempotent complete.
The following result can be proved along the lines of [Kal13, Proposition 2.69].
Proposition 3.5. Let A be a Noetherian C-algebra and let e ∈ A be an idempotent.
Then the relative singularity category ∆eAe(A) is idempotent complete if and only if the
singularity category Dsg(eAe) is idempotent complete.
We recall a special case of Orlov’s [Orl11, Remark 3.6].
Proposition 3.6. Let G ∈ GL(2,C) be a finite subgroup and let R = C[[x, y]]G be the
corresponding two dimensional quotient singularity. Then Dsg(R) is idempotent complete.
The following result is due to Chen [Che11, Corollary 2.4].
Proposition 3.7. Let K be a finite dimensional algebra. Then Dsg(K) is idempotent
complete.
Combining these results we obtain the following consequence which will be useful later.
Corollary 3.8. Let A be a Noetherian C-algebra and let e ∈ A be an idempotent such
that one of the following conditions hold:
(a) eAe is a finite dimensional algebra.
(b) eAe is a two-dimensional quotient singularity over C.
Then the relative singularity category ∆eAe(A) is idempotent complete
4. Equivalence of (relative) singularity categories
This section uses the geometric construction of Section 2 to create a functor between the
derived categories of the noncommutative resolutions Λr,a and Ar,a defined in Sections 2.2
and 2.3. This functor is shown to induce an equivalence between the relative singularity
categories, which then induces an equivalence between the singularity categories of Rr,a
and the Kno¨rrer invariant algebra Kr,a.
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4.1. Constructing a functor. It is a natural question how the two categoriesDb(Λr,a) ∼=
Dr,a ⊂ D
b(Xr,a) andD
b(Ar,a) ∼= D
b(Vr,a) are related
1. We recall that there is a morphism
v : Vr,a → Xr,a and a collection of rational curves C = ∪
n
i=1Ci contained in both schemes.
. . . . . .
π
p
u
v
Y U = SpecRr,a
Xr,a Vr,a
As u is flat and affine so is v, and hence v∗ and v∗ are exact and the counit v
∗v∗ → id is
an equivalence. We then define the functor
F : D(Xr,a)→ D(Vr,a)
E 7→ v∗(E)⊗Vr,a OVr,a(−Dn)
where Dn is a divisor specified by Lemma 2.2 such that Dn ·Cj = δn,j . In particular, this
restricts a bounded functor F : Dr,a → D
b(Vr,a) and, as F is the composition of the exact
pullback v∗ with the exact autoequivalence of tensoring by the line bundle OVr,a(−Dn),
it also restricts to an exact functor CohX ∩Dr,a → CohVr,a.
We recall the equivalences of abelian categories Dr,a ∩ Coh(Xr,a) ∼= Λr,a-mod and
Ar,a =
0Per(Vr,a/Rr,a) ∼= Ar,a-mod, and we now now deduce some properties of this
functor by calculating the images of the simple, standard, and projective Λr,a-modules.
Recall from Proposition 2.2 the distinguished divisors Di on Vr,a and that any line bundle
on Vr,a is isomorphic to one of the form OVr,a(
∑
aiDi).
Lemma 4.1. The functor F restricts to a functor from the abelian category Dr,a ∩
Coh(Xr,a) to the abelian category Ar,a that preserves projective objects. We compute
the images of the simple, standard, and projective objects:
(1) F (σi) =
{
OCi(−1)
∼= si if 1 ≤ i ≤ n
O(−C1 − · · · − Cn −Dn) if i = 0
(2) F (Li) =
{
O(
∑n
j=i+1(αj − 2)Dj +Di+1 −Di) if 1 ≤ i ≤ n
O(
∑n
j=1(αj − 2)Dj +D1) if i = 0
(3) F (Λi) =
{
OV (−Di)⊕O
⊕λi−1
V
∼= Pi ⊕ (P0)
⊕λi−1 if 1 ≤ i ≤ n
O⊕λ0V
∼= P⊕λ00 if i = 0
where λi is defined to be the rank of Λi.
Proof. We begin by checking that F maps simple Λr,a-modules to Ar,a. It is clear from
the definition of the functor that the n simple Λr,a-modules σ1 = OC1(−1), . . . , σn = OCn
are mapped to the n simple objects s1 = OC1(−1), . . . , sn = OCn(−1) in Ar,a. This only
leaves the simple module σ0 = L0 = OXr,a(−C1 − · · · − Cn), and to check that F (L0) is
in Ar,a we verify the conditions of Definition 2.3. As F (L0) is a sheaf we need only show
that R1p∗F (L0) = 0. To do this we recall the short exact sequences
0→ Li−1 → Li → σi → 0
appearing in Proposition 2.8 and as F is exact there is a short exact sequence in CohVr,a
0→ F (Li−1)→ F (Li)→ OCi(−1)→ 0
for 1 ≤ i ≤ n. We recall that Rp∗OCi(−1) = 0 for all i and so by considering the long
exact sequence obtained by applying Rp∗ we recover the short exact sequence
0→ R1p∗F (Li−1)→ R
1p∗F (Li)→ 0.
Then as F (Ln) ∼= OVr,a(−Dn) = Pn ∈
0Per(Vr,a/Rr,a) by Theorem 2.4 it follows that
R1p∗F (Ln) = 0 and these sequences imply that R
1p∗F (Li) ∼= 0 for all i.
1Note that Db(Xr,a) is Hom-finite whereas Db(Vr,a) is Hom-infinite, so these categories won’t be
equivalent.
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As Λr,a is finite dimensional all finitely generated Λr,a-modules are finite dimensional.
Having shown that simple Λr,a-modules are mapped to Ar,a it follows by induction on the
dimension of a module that that all finitely generated Λr,a-modules are sent to Ar,a.
Now we show that the functor F must send projective objects to projective objects.
Suppose that Ω is a projective Λr,a-module. Then Ext
i
Λr,a(Ω,M) vanishes for all Λr,a-
modules M and i ≥ 1, and we know that F (M) ∈ Ar,a ∩ CohVr,a. We now show that
Ext1Ar,a(F (Ω), s) vanishes for all simple objects s in Ar,a
∼= Ar,a-mod:
Ext1Ar,a(F (Ω), si)
∼= HomD(Vr,a)(v
∗Ω⊗OVr,a(−Dn),OCi(−1)[1])
∼= HomD(Vr,a)(v
∗Ω,OCi(−1)[1]⊗OVr,a(Dn))
∼= HomD(Xr,a)(Ω, v∗(OCi(−1)⊗OVr,a(Dn))[1]) (v∗ and v
∗ adjoint)
∼= HomD(Λr,a)(Ω, σi[1]) (OCi(−1)⊗OVr,a(Dn))
∼= OCi(Dn · Ci − 1))
∼= Ext1Λr,a(Ω, σi) = 0
for 1 ≤ i ≤ n and
Ext1Ar,a(F (Ω), s0) = HomD(Ar,a)(F (Ω), s0[1])
= HomD(Vr,a)(F (Ω), ωC [2])
= Ext2Vr,a(F (Ω), ωC)
where Ext2Vr,a(F (Ω), ωC) = 0 by [Liu02, Proposition 5.2.34] as ωC is a coherent sheaf on
a projective over affine surface with fibres of dimension ≤ 1 and F (Ω) is a vector bundle
due to Ω being a vector bundle by Proposition 2.8(3). Hence Ext1Ar,a(F (Ω), si) = 0 for all
the simple Ar,a-modules si. Then take a projective cover P of F (Ω) as an Ar,a-module
(i.e. no summand of P is in the kernel of P → F (Ω)), and take the kernel to produce a
short exact sequence of Ar,a-modules
0→ K → P → F (Ω)→ 0.
For any simple Ar,a-module s applying HomAr,a(−, s) produces a long exact sequence
0→ HomAr,a(F (Ω), s)→ HomAr,a(P, s)→ HomAr,a(K, s)→ Ext
1
Ar,a(F (Ω), s) = 0.
As P is a projective cover it follows that the first map is an isomorphism and hence
HomAr,a(K, s) = 0 for any simple module s. Hence K
∼= 0, as any Ar,a module must have
a map to a simple module, and so F (Ω) is itself projective.
We now show part (2). As F (Li) = OVr,a(−Ci+1 − · · · − Cn −Dn) is a line bundle by
Proposition 2.2 we need only calculate the degree of its restriction to the curves to write
it in the required form. We make the calculation
degF (Li)|Cj = −(Ci+1 + . . . Cn +Dn) · Cj =

αj − 2 if i+ 1 < j ≤ n
αi+1 − 1 if j = i+ 1
−1 if j = i
0 otherwise
The data of F (Li) written in the form OVr,a(
∑
ajDj) is then summarized by putting the
coefficients aj into the following (n+ 1)× n matrix
D1 D2 · · · Di−1 Di · · · Dn−1 Dn
F (L0) α1 − 1 α2 − 2 · · · αi−1 − 2 αi − 2 · · · αn−1 − 2 αn − 2
F (L1) −1 α2 − 1 · · · αi−1 − 2 αi − 2 · · · αn−1 − 2 αn − 2
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
F (Li−1) 0 0 · · · −1 αi − 1 · · · αn−1 − 2 αn − 2
F (Li) 0 0 · · · 0 −1 · · · αn−1 − 2 αn − 2
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
F (Ln−1) 0 0 · · · 0 0 · · · −1 αn − 1
F (Ln) 0 0 · · · 0 0 · · · 0 −1
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which calculates (2). Recall the short exact sequences
0→
n⊕
j=i
Λ
⊕αj−2
j ⊕ Λi → Λi−1 → Li−1 → 0.
of Proposition 2.8. Combining these short exact sequences with part (2) we can inductively
calculate F (Λi) to deduce (3). We first note that F (Λi) is a projective object in Ar,a and
as such F (Λi) is determined by the rank and first Chern class of F (Λi) due to Theorem 2.4.
In particular, Λn = OXr,a so F (Λn) = O(−Dn). As first Chern characters are additive in
short exact sequences it follows that
c1(F (Λi−1)) =
n∑
j=i
(αj − 2)c1(F (Λj)) + c1(F (Λi)) + c1(F (Li−1)).
so by induction on j it follows that c1(F (Λj)) = O(−Dj). Then the result follows by the
identification of projectives by rank and first Chern class in Theorem 2.4. 
4.2. Equivalence of relative singularity categories. These calculations give us a hint
that, in some sense, Db(Λr,a) ∼= Dr,a and D
b(Ar,a) ∼= D
b(Vr,a) are very similar away from
the distinguished modules corresponding to i = 0. We will make this idea precise by
showing that the functor F descends to an equivalence of relative singularity categories
Dr,a
〈Λ0〉
and
Db(Vr,a)
〈OVr,a〉
.
We first show that F induces an equivalence between objects supported on the curves.
Proposition 4.2. The functor F induces an equivalence of triangulated categories
F : DC(Xr,a)→ DC(Vr,a),
where DC(−) denotes the full subcategory of unbounded derived category of quasicoherent
sheaves whose cohomology sheaves are supported on C = ∪Ci.
Proof. On the unbounded level the functor F : D(Xr,a) → D(Vr,a) has a right adjoint
defined by
G : D(Vr,a)→ D(Xr,a)
E 7→ v∗(E ⊗ OV (Dn)).
The counit FG → id is a natural isomorphism on the whole of D(Vr,a) as the counit
v∗v∗ → id is a natural isomorphism and OVr,a(Dn)⊗OVr,a(−Dn)
∼= OVr,a .
Further, as v is flat and affine and OVr,a(−Dn) and OVr,a(Dn) are line bundles the
functors F = v∗(−) ⊗ OVr,a(−Dn) and G = v∗((−) ⊗ OVr,a(Dn)) commute with taking
cohomology sheaves, restrict to exact functors between QCohXr,a and QCohVr,a, and
preserve the property of a sheaf being supported on C. It follows that F and G restrict
to functors between DC(Xr,a) and DC(Vr,a).
Moreover, if i : C → Vr,a denotes the closed immersion of the curve in Vr,a then
(v ◦ i) : C → Xr,a is the closed immersion of the curve in Xr,a. Indeed, by construction
Vr,a contains the formal neighbourhood of C and hence the morphism v induces an isomor-
phism between the completions of Xr,a and Vr,a along C, and in particular produces an
equivalence between the categories of quasicoherent sheaves on the corresponding formal
schemes. It then follows that F and G induce an equivalence
QCohCXr,a
∼= QCohCVr,a
between the categories of quasicoherent sheaves supported on C, see [Orl11, Proposition
2.8]. We recall that DC(Xr,a) ∼= D(QCohCXr,a) and DC(Vr,a)
∼= D(QCohCVr,a), see
[Orl11, Section 2], and hence it follows that the functors F and G are an equivalence
between DC(Vr,a) and DC(Xr,a). 
Theorem 4.3. The functor F restricts to induce an equivalence of quotient categories
F¯ :
Db(Λr,a)
〈Λ0〉
→
Db(Vr,a)
〈OVr,a〉
.
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Proof. To simplify notation we omit the r, a subscripts from Vr,a, Λr,a, and Ar,a for the
remainder of this proof.
We work with the unbounded derived functor F : D(Λ)→ D(V ). This can be composed
with the Verdier quotient D(V ) → D(V )/〈OV 〉
⊕. Then F maps the projective module
Λ0 into 〈OV 〉 by Lemma 4.1, and hence it follows from the universal property of Verdier
localisation that the functor F restricts to a functor F¯ : D(Λ)/〈Λ0〉
⊕ → D(V )/〈OV 〉
⊕ as
F commutes with arbitrary direct sums.
We now show that the induced functor F¯ is fully faithful. Recall from Proposition 3.3
that
D(Λ)
〈Λ0〉⊕
∼= DΛ/ΛeΛ(Λ) and
D(V )
〈OV 〉⊕
∼=
D(A)
〈P0〉⊕
∼= DA/AeA(A)
where the equivalence D(V )〈OV 〉⊕
∼=
D(A)
〈P0〉⊕
is the tilting equivalence of Theorem 2.4, and to
ease notation we will also use F and F¯ to refer to the compositions of F and F¯ with this
equivalence.
The functor F : DC(X) → DC(V ) is fully faithful by Proposition 4.2, and hence the
induced functor F : DC(Λ)→ D(V ) is fully faithful. As the simples σi of Λ are supported
on C for 1 ≤ i ≤ n it follows that DΛ/ΛeΛ(Λ) ⊂ DC(X), and if M ∈ DΛ/ΛeΛ(Λ), then
HomD(A)(P
⊕λ0
0 , F (M)) = HomD(A)(F (Λ0), F (M)) (P
⊕λ0
0
∼= F (Λ0))
= HomD(Λ)(Λ0, GF (M)) ((F,G) adjoint pair)
= HomD(Λ)(Λ0,M) (GF (M) ∼=M)
where GF (M) ∼= M by Proposition 4.2 as M ∈ DΛ/ΛeΛ(Λ) ⊂ DC(X). It follows that
F : DC(Λ) → D(V ) maps the kernel DΛ/ΛeΛ(Λ) of the functor HomD(Λ)(Λ0,−) to the
kernel K ∼= DA/AeA(A) of the functor HomD(V )(OV ,−) so restricts to a fully faithful
functor Fres : DΛ/ΛeΛ(Λ)→ DA/AeA(A).
That is, there is a diagram
DC(Λ)
D(Λ)/〈Λ0〉
⊕
DΛ/ΛeΛ(Λ)
D(V ) ∼= D(A)
D(V )/〈OV 〉
⊕ ∼= D(A)/〈P0〉
⊕
K ∼= DA/AeA(A)
pΛ
θΛ
iΛ
pA
θA
iA
F
F¯
Fres
where the functors iΛ and iA are the fully faithful inclusions and the functors θΛ and θA
are the equivalences of Proposition 3.3. The top and outer squares commute as
F¯ ◦ pΛ ∼= pA ◦ F and iA ◦ Fres ∼= F ◦ iΛ
by the definitions of F¯ and Fres. Then θΛ ◦ pΛ ◦ iΛ ∼= id and θA ◦ pA ◦ iA ∼= id by the
definitions of θΛ and θA in Proposition 3.3; that is, in the recollement situation of Section
3.3, the θ equivalences are induced from the i∗ functors, the i functors are the i∗ functors,
and i∗ ◦ i∗ ∼= id. This allows us to show the bottom square also commutes:
θA ◦ F¯ ◦ θ
−1
Λ
∼= θA ◦ F¯ ◦ pΛ ◦ iΛ (θ
−1
Λ
∼= pΛ ◦ iΛ)
∼= θA ◦ pA ◦ F ◦ iΛ (F¯ ◦ pΛ ∼= pA ◦ F )
∼= θA ◦ pA ◦ iA ◦ Fres (F ◦ iΛ ∼= iA ◦ Fres)
∼= Fres. (θA ◦ pA ◦ iA ∼= id)
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Hence if N,M ∈ D(Λ)/〈Λ0〉
⊕, then
HomD(A)(F¯ (N), F¯ (M)) ∼= HomD(A)(iAθAF¯ (N), iAθAF¯ (M)) (iA ◦ θA fully faithful)
∼= HomD(A)(FiΛθΛ(N), F iΛθΛ(M)) (diagram commutes)
∼= HomD(Λ)(N,M) (iA ◦ θA ◦ F fully faithful)
so F¯ is fully faithful.
The functor F¯ is essentially surjective as P0 ∼= OV is identified with 0 in the quotient
category so F¯ (Λi) ∼= Pi for 1 ≤ i ≤ n by Lemma 4.1. Hence F¯ maps the generator⊕n
i=1 Λi to the generator
⊕n
i=1 Pi.
So the functor F¯ is fully faithful and essentially surjective, hence it is an equivalence.
Restricting to the subcategories of compact objects we get an equivalence F¯ :
(
Db(Λ)
〈Λ0〉
)ω
→(
Db(V )
〈OV 〉
)ω
, by Neeman’s [Nee92, Theorem 2.1], where (−)ω denotes the idempotent com-
pletion. Both quotient categories D
b(Λ)
〈Λ0〉
and D
b(V )
〈OV 〉
are already idempotent complete by
Corollary 3.8. This completes the proof. 
This induces an equivalence of relative singularity categories.
Theorem 4.4. The functor F¯ induces an equivalence
FA : ∆Kr,a(Λr,a)→ ∆Rr,a(Ar,a)
with FA(σi) = si and FA(Λi) ∼= Pi for 1 ≤ i ≤ n.
Proof. We recall that there is a derived equivalence Db(Ar,a) ∼= D
b(Vr,a) that exchanges
the object P0 ∈ D
b(Ar,a) with the structure sheaf OVr,a ∈ D
b(Vr,a). As such, this derived
equivalence restricts to the corresponding quotient categories and can be composed with
the functor F¯ , which is an equivalence by Theorem 4.3, to produce an equivalence of the
relative singularity categories of the algebras:
∆Kr,a(Λr,a) D
b(Ar,a)/〈P0〉:=∆Rr,a(Ar,a)
Db(Vr,a)/〈OVr,a〉D
b(Λr,a)/〈Λ0〉
:=
FA
∼=
F¯
.
By Lemma 4.1 F¯ (σi) = si, and in the quotient category P0 ∼= OV is identified with 0
so by Lemma 4.1 F¯ (Λi) ∼= Pi for 1 ≤ i ≤ n. 
We obtain the following generalisation to partial resolutions of singularities.
Corollary 4.5. Let e ∈ Λr,a be an idempotent such that the indecomposable projective P0
is a direct summand of Λr,ae and let e ∈ Ar,a the corresponding idempotent. Then there
is an equivalence of triangulated categories
FA,e : ∆eΛr,ae(Λr,a)→ ∆eAr,ae(Ar,a)
with FA,e(σi) = si and FA,e(Λi) ∼= Pi for all 1 ≤ i ≤ n such that Pi is not a direct
summand of Λr,ae.
Proof. By definition, ∆eΛr,ae(Λr,a) =
Db(Λr,a)
〈Λr,ae〉
. Our assumption Λr,ae = P0⊕Λr,ae
′ shows
∆eΛr,ae(Λr,a) =
Db(Λr,a)
〈Λr,ae〉
∼=
Db(Λr,a)/〈P0〉
〈Λr,ae′〉
∼=
∆Kr,a(Λr,a)
〈Λr,ae′〉
.
We have corresponding statements for Ar,a. Applying Theorem 4.4 completes the proof.

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4.3. Equivalence of singularity categories. The equivalences of relative singularity
categories can be used to deduce an equivalence of singularity categories. We now define
the Kno¨rrer invariant algebra. (A presentation of Kr,a is calculated later in Lemma 6.27.)
Definition 4.6. The Kno¨rrer invariant algebra is defined to be Kr,a := EndXr,a(Λ0). If
e0 ∈ Λr,a is the idempotent corresponding to the simple σ0 then Kr,a ∼= e0Λr,ae0.
The following Theorem is the main result of this article.
Theorem 4.7. There are equivalences of singularity categories
Dsg(Kr,a) ∼= Dsg(Rr,a).
Below we prove the more general result Theorem 4.10, from which Theorem 4.7 follows
by setting e = e0. Before we do this we must first introduce some notation.
We recall the notation Λr,a for the algebra defined in section 2.3, but we will often
instead adjoin the subscript Λ[α1,...,αn] where r/a = [α1, . . . , αn] to emphasize that the
algebra Λr,a corresponds to geometry of the curves Ci for 1 ≤ i ≤ n with self intersection
numbers Ci · Ci = −αi or Λ[] = C for the empty collection of curves; for example, to
simplify the notation for arguments that induct on the number of curves. We’ll do the
same for Rr,a, Vr,a and so on.
The following Lemma follows from the construction of the algebra Λr,a.
Lemma 4.8. Let 1 ≤ j ≤ n + 1 and set e =
∑n
i=j−1 ei ∈ Λr,a. Then there are isomor-
phisms of algebras
eΛr,ae ∼= Λ[αj,...,αn]
and
Λr,a
Λr,aeΛr,a
∼= Λ[α1,...,αj−2 ].
Proof. By definition (see 2.8) of Λr,a and e, we see that eΛr,ae is isomorphic to the
endomorphism algebra of the direct sum of the projective objects Λj−1, . . . ,Λn in Dr,a ∩
CohXr,a. By construction the Λi are universal extensions of the line bundles
OX ,OX(−Cn), . . . ,OX(−Cj − · · · − Cn)
defined using only the curves Cj , . . . , Cn. By definition Λ[αj ,...,αn] is the endomorphism
algebra of the very same direct sum of projective objects.
The second part corresponds to killing all maps in Λr,a ∼= End(⊕
n
i=0Λi) that factor
through Λj−1, . . . ,Λn. It can be seen from the construction in 2.8(3) that killing these
maps has the same effect as forgetting curves Cj−1, . . . , Cn in X to produce an algebra
Λ[α1,...,αj−2]. 
Remark 4.9. The analogous statement for Ar,a does not hold. Indeed, consider for
example A3,2 and the idempotent e = e1+ e2. Then eA3,2e has infinite global dimension,
see e.g. [KIWY15]. In particular, it is not of the form Ar,a which always has finite global
dimension. Also for any non-zero idempotent e the quotient Ar,r−1/Ar,r−1eAr,r−1 is a
preprojective algebra of Dynkin type and therefore finite dimensional, whereas Ar,a is
always infinite dimensional.
The following result is a more general version of Theorem 4.7.
Theorem 4.10. Let e ∈ Λr,a be an idempotent such that the indecomposable projective
P0 is a direct summand of Λr,ae and let e ∈ Ar,a be the corresponding idempotent. Then
there is a triangle equivalence
Dsg(eΛr,ae) ∼= Dsg(eAr,ae).
Proof. We can write e = e0 + ei1 + . . . + eik with 0 < i1 < . . . < ik ≤ n. Set A = Ar,a.
Since e0 appears in e and Rr,a is an isolated singularity, it follows that A/AeA is finite
dimensional [Aus86] and therefore the thick subcategory 〈mod−A/AeA〉 is generated by
the simple A/AeA modules. These are precisely the simple A-modules si with 1 ≤ i ≤ n
and i 6= ij for all j. Now Lemma 3.4 shows
∆eAe(A)
〈si | i 6= ij〉
∼=
−→ Dsg(eAe).
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and similarly
∆eΛe(Λ)
〈σi | i 6= ij〉
∼=
−→ Dsg(eΛe).
By Corollary 4.5, the equivalence
FA,e : ∆eΛe(Λ)→ ∆eAe(A)
identifies the subcategories 〈σi | i 6= ij〉 and 〈si | i 6= ij〉, so induces an equivalence of
quotient categories
Dsg(eΛe) ∼=
∆eΛe(Λ)
〈σi | i 6= ij〉
∼=
∆eAe(A)
〈si | i 6= ij〉
∼= Dsg(eAe).

Remark 4.11. These singularity categories can be described in more detail using geome-
try and a result of Orlov (cf. [KIWY15]). Indeed, in the notation of the proof of Theorem
4.10, let V er,a be obtained from the minimal resolution of Spec(Rr,a) by contracting all
exceptional curves Ei for i ∈ {1, . . . , n} \ {i1, . . . , ik}. Here i1 < i2 < · · · < ik are defined
by e = e0 +
∑k
j=1 eij . In other words, we contract chains of curves
Eij+1, Eij+2, . . . Eij+1−2, Eij+1−1
for 0 ≤ j ≤ k where we let i0 = 0 and ik+1 = n+ 1 for the sake of indexing.
In particular, V er,a has an isolated singularity with completion the cyclic quotient sin-
gularity Rα̂j where
α̂j := [αij+1, αi1+2, . . . , αij+1−1].
(We note that if ij + 1 = ij+1 then α̂j = [] corresponds to contracting no curves and
R[] = C[[x, y]] is smooth.)
Summarising, there is a chain of triangle equivalences
Dsg(eΛr,ae) ∼= Dsg(eAr,ae) ∼= Dsg(V
e
r,a)
∼=
k⊕
j=0
Dsg(Rα̂j ). (1)
The first equivalence is Theorem 4.10, the second equivalence follows from [KIWY15,
Theorem 4.6] and the last equivalence is due to Orlov [Orl11] using that Dsg(eΛr,ae) is
idempotent complete by Proposition 3.7.
Remark 4.12. Theorem 4.10 can be used to describe Dsg(eΛr,ae) for an arbitrary idem-
potent e. To see this write e = ei1 + . . .+ eik with 0 ≤ i1 < . . . < ik ≤ n. By Lemma 4.8,
we have an algebra isomorphism
(ei1 + . . .+ en)Λr,a(ei1 + . . .+ en)
∼= Λ[αi1+1,αi1+2,...,αn].
By definition of the idempotent e, this gives an algebra isomorphism
eΛr,ae ∼= e
′Λ[αi1+1,αi1+2,...,αn]e
′.
where e′ = e0 + ei2−i1 + . . . + eik−i1 as an element in Λ[αi1+1,αi1+2,...,αn]. Now we can
apply Theorem 4.10 to e′Λ[αi1+1,αi1+2,...,αn]e
′.
Theorem 4.10 yields many non-trivial equivalences between singularity categories of
finite dimensional algebras – already the Gorenstein case (answering a question of Michael
Wemyss) seems to be new. We give explicit examples below.
Corollary 4.13. Let α := [α1, . . . , αn] and α
′ := [α′1, . . . , α
′
m] be sequences of integers
≥ 2. Let 0 < i1 < . . . < ik ≤ n and 0 < j1 < . . . < jl ≤ m be integers. Remove the
elements αi1 , αi2 . . . , αik from α to obtain a new sequence γ and produce γ
′ similarly from
α
′ using the sequence (ja)
l
a=1.
If γ = γ′, then there is a triangle equivalence
Dsg(eiΛαei) ∼= Dsg(ejΛα′ej)
where ei := e0 + ei1 + ei2 + . . .+ eik and ej := e0 + ej1 + ej2 + . . .+ ejl .
Proof. Use the chain of equivalences (1) twice. 
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Example 4.14. Let α := [2, 2] and α′ := [2]. Let ei := e0 + e1 and ej := e0. In
particular, γ = [2] = γ′, showing
Dsg(eiΛ[2,2]ei) ∼= Dsg(ejΛ[2]ej),
where (using Theorem 6.26)
eiΛ[2,2]ei ∼= EndC[x]/(x3)(C[x]/(x
3)⊕ C[x]/(x2)) ∼=
C
[
1 2
p
i
]
(ipip)
and
ejΛ[2]ej ∼= C[x]/(x
2).
Alternatively, taking ei := e0 + e2 and keeping ej also yields γ = [2] = γ
′ and therefore
we get a triangle equivalence
Dsg(eiΛ[2,2]ei) ∼= Dsg(ejΛ[2]ej),
where now
eiΛ[2,2]ei ∼= EndC[x]/(x3)(C[x]/(x
3)⊕ C[x]/(x)) ∼=
C
[
1 2
β
γ
α
]
(α2 − βγ, γα, αβ, βγ)
.
5. Obstructions to generalisations for non-abelian quotient singularities
It is a natural question whether a result analogous to Theorem 4.7 holds for non-
abelian quotient surface singularities. The analysis of the Grothendieck group in this
section provides an obstruction in many cases. We learned the following result from a
discussion with Michael Wemyss and Xiao-Wu Chen.
Theorem 5.1. Let (R,m) be an integrally closed complete local domain of Krull dimension
two with an algebraically closed residue field R/m. Then there is an isomorphism of groups
K0(Dsg(R)) ∼= Cl(R)
where Cl(R) denotes the ideal class group of R.
Proof. Combine [Bel00, Corollary 3.9 (2)] with [AR86, Proposition 3.2.4]. 
The following result is well-known to experts.
Proposition 5.2. Let A be a finite dimensional local k-algebra over an algebraically closed
field. Then there is an isomorphism of groups
K0(Dsg(A)) ∼= Z/(dimk A)Z.
Proof. Since A is local, K0(D
b(A)) ∼= Z where the class [S] of the simple (which is one
dimensional since k is algebraically closed) is sent to 1. Now apply [Bel00, Corollary 3.9
(2)] to complete the proof. 
As a consequence, we obtain obstructions to (naive) generalisations of our main result.
Corollary 5.3. Let G ⊆ GL(2,C) be a finite subgroup and set R = CJx, yKG. If R satisfies
one of the following conditions
(a) R is Gorenstein with dual graph of Dynkin type D or E.
(b) R has dual graph
•
• • • · · · • •
−2 −α1 −α2
−2
−αN−1 −αN
where the Hirzebruch-Jung continued fraction [α1, . . . , αN ] satisfies
[α1, . . . , αN ] =
n
2m
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for coprime integers 1 < 2m < n; (for example N = 2, α1 = a, α2 = 2b with
a ≥ 2, b ≥ 1).
then there exists no finite dimensional2 local C-algebra S with
Dsg(R) ∼= Dsg(S).
Proof. Theorem 5.1 and Proposition 5.2 show that a finite dimensional local algebra S
with Dsg(S) ∼= Dsg(R) satisfies dimC S = |Cl(R)|. It is known for quotient singularities
R = CJx, yKG that Cl(R) ∼= G/[G,G], see e.g. [Bri68].
Now we consider case (a). The singularity categories E8, E7, E6, Dn (n ≥ 4) have 8,7,6,
and n indecomposable objects respectively and have finite dimensional Hom spaces. One
can compute that Cl(R) has order 4 for singularities of type Dn and order 9 − n for
singularities of type En (with n = 6, 7, 8), cf. [Bri68, Satz 2.11].
To prove the claim in type E we list the local algebras with dimension ≤ 3 and show
these algebras do not have singularity categories of the correct form.
A finite dimensional, local, associative C-algebra S of dimension ≤ 3 is of the form
S ∼=
{
C[x]/(xi) for 1 ≤ i ≤ 3, or
C[x, y]/(x, y)2
The singularity category of C[x]/(xi) contains i − 1 indecomposables. So for i ≤ 3 it
cannot equal a singularity category of type E. The singularity category of C[x, y]/(x, y)2
is Hom-infinite so cannot equal a type E singularity category. This proves the type E
claim.
To prove the type D claim we consider all 4 dimensional, local, associative C-algebras,
which we classify by the dimension of their socle - since S is local dim socS ≤ 3.
If dim socS = 1, then S is weakly symmetric and since it is local it is selfinjective
by [SY11, Corollary IV.6.5]. In particular, Dsg(S) ∼= S − mod by Buchweitz Theorem
[Buc86, Theorem 4.4.1]. Now there are two cases:
• if S ∼= C[x]/(x4), then S −mod has precisely 3 indecomposable objects.
• otherwise S/soc(S) ∼= C〈x, y〉/(x, y)2, and this algebra has infinite representation
type and therefore S −mod ⊇ S/soc(S) −mod has infinite representation type.
It follows that S −mod has infinite representation type.
This completes the case of a one-dimensional socle.
We next consider the case dim socS = 2. In this case, S ∼= C〈x, y〉/I. We claim
that Dsg(S) is Hom-infinite. Let T = S/radS be the simple S-module, which is one
dimensional since C is algebraically closed. It is sufficient to show that the number of
indecomposable direct summands of Ωn(T ) is unbounded for growing n and that all these
summands have infinite projective dimension as S-modules. Since it well-known that
Ωn(T ) ∼= T [−n] in Dsg(S) (see e.g. [Che11, Lemma 2.2]) this shows that Dsg(S) is
Hom-infinite. We compute the syzygies of T . As dim socS = 2 and dimS = 4 there
are λ, µ ∈ C such that z := λx + µy ∈ socS. Using that S is local one can check that
Ω(T ) ∼= radS ∼= Sz ⊕ U ∼= T ⊕ U where U is 2-dimensional and indecomposable. The
syzygy of an arbitrary two dimensional indecomposable S-module V is two dimensional.
There are two cases
• Ω(V ) is indecomposable and hence two dimensional.
• Ω(V ) is decomposable. Then Ω(V ) ∼= T ⊕ T since S is local.
It follows that T and any indecomposable 2-dimensional S-module have infinite projective
dimension. Moreover, these are the only possible direct summands of Ωn(T ). Finally,
Ωn(T ) has at least n+ 1 indecomposable direct summands. This completes the proof of
the two-dimensional socle case.
If dim socS = 3, then S ∼= C[x, y, z]/(x, y, z)2. This has a singularity category which
is not Hom-finite (in fact it is the Kno¨rrer invariant algebra K4,1 from above), see e.g.
[Che11, Theorem C].
None of these cases contain n ≥ 4 indecomposables and are Hom-finite, so this proves
the part (a) claim for type D.
2not necessarily commutative
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For part (b), we note that the corresponding group is G = Dn,2m in the notation of
[Rie77]. One can check that the abelianisation of G is isomorphic to Z/2Z × Z/2(n −
2m)Z. In particular, it is not cyclic and therefore (using Theorem 5.1 and Proposition 5.2
again) there cannot be a finite dimensional local C-algebra S with equivalent singularity
category. 
6. Descriptions of the algebras
The previous sections have recalled the algebras Λr,a, Ar,a, and Rr,a, introduced the
algebras Kr,a, and proved the main result relating the singularity categories of Rr,a and
Kr,a. In this section we give explicit presentations of these algebras in terms of generators
and relations, and we show that Λr,a can be constructed from the representation theory
of Kr,a; namely as a noncommutative resolution in the sense of Dao, Iyama, Takahashi,
and Vial [DITV15].
6.1. Description of the reconstruction algebra Aopr,a. We recall a presentation given
in [Wem11a] of the algebra Aop := Aopr,a = A
op
[α1,...,αn]
as a quiver with relations. The
quiver has n+1 vertices in correspondence with the simples t0, . . . , tn. Below we recall the
dimension of ExtiAop(ti, tj) as calculated in [Wem11b, Theorem 3.2]. Then the presentation
of Aopr,a as a quiver with relations satisfies that that the number of arrows to vertex j from
vertex i equals the dimension of Ext1Aop(ti, tj), and the number of generators for the
relations between paths to vertex j from i equals the dimension of Ext2Aop(ti, tj). As is
noted in [Wem11a, Corollary 3.3] this is true as we are in the complete local setting, see
for example [BIRS11, Proposition 3.4].
Lemma 6.1 ([Wem11b, Theorem 3.2]). The dimension of ExtkAop(ti, tj) is 0 for k > 3
and otherwise is given in the following list.
dimExt1Aop(ti, tj) =

1 if n > 1, 1 ≤ i ≤ n, and |i− j| = 1
αn − 1 if n > 1, i = 0, and j = n or 1
αi − 2 if n > 1, i = 0, and 1 < j < n
2 if n = 1, i = 1, and j = 0
αn if n = 1, i = 0, and j = 1
0 otherwise
dimExt2Aop(ti, tj) =

αi − 1 if 1 ≤ i ≤ n and i = j∑n
k=1(αk − 2) + 1 i = j = 0
0 otherwise
dimExt3Aop(ti, tj) =
{
αj − 2 if j = 0 and 1 ≤ i ≤ n
0 otherwise
This describes the shape of the quiver defining the reconstruction algebra.
Definition 6.2. Define a quiver QRecon[α1,...,αn] with vertices
QRecon0 := {0, 1, 2, . . . , n}
and arrows
QRecon1 := {a0, a1, . . . , an, c0, c1, . . . , cn, k2, . . . , kvn}
whose heads and tails defined by
h(ci) = i t(ci) = i− 1
h(ai) = i− 1 t(ai) = i
h(ki) = 0 t(kj) = i for ui + 1 < j ≤ vi.
where we work modulo n + 1 in the vertex labelling, let ui =
∑i−1
k=1(αk − 2) and vi =∑i
k=1(αk − 2) + 1, and notate k1 := a1, kvn+1 := c0, a0 = an+1, c0 = cn+1, A
t
0 :=
a0an . . . at+1 and C
t
0 := c1 . . . ct. We also use the notation t(j) := t(kj) for the tail vertex
of the arrow kj .
A presentation of the relations was also explicitly determined in [Wem11a].
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Definition 6.3. For 1 ≤ i ≤ n consider the following elements of CQRecon[α1,...,αn]:
if αi > 2:

aici − kui+2A
i
0
kjC
i
0 − kj+1A
i
0 for ui + 1 < j < vi
kviC
i
0 − ci+1ai+1
if αi = 2: aici − ci+1ai+1
and for i = 0 consider the elements
A
t(j+1)
0 kj+1 − C
t(j)
0 kj for 1 ≤ j ≤
∑
(ai − 2) + 2.
Define IRecon[α1,...,αn] to be the two-sided ideal of CQ
Recon
[α1,...,αn]
generated by these elements.
Proposition 6.4 ([Wem11a, Definition 2.3]). The reconstruction algebra Aopr,a = A
op
[α1,...,αn]
can be presented as the path algebra of a quiver with relations
Aopr,a :=
CQRecon[α1,...,αn]
IRecon[α1,...,αn]
.
Example 6.5 (r = 17, a = 5). The algebra Aop[4,2,3] = A
op
17,5 can be presented as the path
algebra of the following quiver with relations.
1
2 3
0
c1
a1
c2a2
k3
k2
c3
a3
c0 a0k4
Vertex 3:
a3c3=k4a0
k4c1c2c3=c0a0
Vertex 1:
a1c1=k2a0a3a2
k2c1=k3a0a3a2
k3c1=c2aa
Vertex 2:
a2c2=c3a3
Vertex 0:
a0c0=c1c2c3k4
a0k4=c1k3
a0a3a2k3=c1k2
a0a3a2k2=c1a1
6.2. Description of the invariant algebra Rr,a. This section recalls a presentation of
the invariant algebra Rr,a = C[[x, y]]
1
r
(1,a) due to Riemenschneider.
Theorem 6.6 ([Rie74, Sections 1 and 2]). The ring Rr,a := C[[x, y]]
1
r
(1,a) is isomorphic
to the quotient of C[[z0, . . . , zl+1]] by the ideal generated by the elements
zj+1zi − zi+1
(
j∏
k=i+1
zβk−2k
)
zj
for 0 ≤ i < j ≤ l + 1, where the βk and l are defined by the Hirzebruch-Jung continued
fraction r/(r − a) = [β1, . . . , βl] dual to r/a = [α1, . . . , αn]. The embedding dimension of
Rr,a is l+ 2.
We now recap some properties of Hirzebruch-Jung continued fractions.
Definition 6.7. For 0 < a < r coprime integers, recall that the Hirzebruch-Jung contin-
ued fraction expansion is defined by
r
a
= α1 −
1
α2 −
1
· · · −
1
αn
= [α1, . . . , αn] .
Associated to a fraction r/a = [α1, . . . , αn] is its point diagram (see Example 6.9):
(1) On row 1 draw α1 − 1 consecutive points.
(2) On row j draw αj−1 consecutive points starting immediately below the last point
on row j − 1.
Riemenschneider duality relates a fraction expansion r/a = [α1, . . . , αn] to its dual fraction
expansion r/(r − a) = [β1, . . . , βl].
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Theorem 6.8 (Riemenschneider duality, [Rie74, Section 3]). The number of points in
row i of the point diagram is αi − 1 and the number of points in column j of the point
diagram is βj − 1.
In particular the following relations hold:
(1)
∑n
i=1(αi − 1) =
∑l
i=1(βi − 1),
(2)
∑n
i=1(αi − 2) + 1 = l, and
(3)
∑l
i=1(βi − 2) + 1 = n.
Example 6.9. The following point diagram is for the fraction 18/5 = [4, 3, 2] with dual
18/13 = [2, 2, 3, 3].
We will later need to induct on the length of fraction expansions.
Corollary 6.10. Suppose that 0 < a < r are coprime integers with Hirzebruch-Jung
continued fraction expansions r/a = [α1, . . . , αn] and r/(r − a) = [β1, . . . , βl]. Then:
(1) [α1, . . . , αn+1] is dual to [β1, . . . βl+1, 2, . . . , 2] where there are αn+1− 2 values of
2 added at the end of the fraction expansion
(2) [α0, . . . , αn] is dual to [2, . . . , 2, β1 + 1, . . . βl] where there are α0 − 2 additional
values of 2 added at the start of the fraction expansion.
(3) For i > 0 [αi+1, . . . , αn] is dual to [βj−c, βj+1, . . . βl] where
∑l
k=j(βk−2)−c+1 =
n− i and 0 < c < βj − 2.
(4) For i < n [α1, . . . , αi] is dual to [β1, . . . , βj − c] where
∑j
k=1(βk − 2) − c + 1 = i
and 0 < c < βj − 2.
(5) Recall the value t(j) from Definition 6.2. Then t(j) =
∑j−1
i=1 (βi − 2) + 1 for
1 ≤ j ≤ l.
Proof. Items (1),(2),(3) and (4) follow immediately from Riemenschneider duality, Theo-
rem 6.8.
We assume we have a fraction [α1, . . . , αn] with dual [β1, . . . , βl], and we prove (5) by
induction on l. As the base case, suppose l = 1. Then t(k1) = t(a1) = 1 by definition.
Now suppose that t(j) =
∑j−1
i=1 (βi − 2) + 1 for 1 ≤ j ≤ l and consider the fraction
[β1, . . . , βl, βl+1] which is dual to [α1, . . . , αn + 1, 2, . . . , 2] by part (1). It follows that
t(l + 1) = n, and by Theorem 6.8,
∑l
i=1(βi − 2) + 1 = n. Hence the result follows by
induction. 
6.3. Description of the algebra Λr,a. We now give a presentation of the algebra Λ :=
Λr,a analogous to that of A
op
r,a. Below we calculate the groups Ext
i
Λ(σi, σj). Then there
is a presentation of Λr,a as the path algebra of a quiver with relations such that the
vertices are in correspondence with the simples σ0, . . . , σn, the number of arrows to vertex
j from vertex i equals the dimension of Ext1Λ(σi, σj), and the number of generators for
the relations between paths to vertex j from i equals the dimension of Ext2Λ(σi, σj).
Lemma 6.11. The dimension of ExtkΛ(σi, σj) is 0 for k > 2 and otherwise is given in
the following list.
dimExt1Λ(σi, σj) =

1 if i 6= 0 and |i− j| = 1,
α1 − 1 if i = 0 and j = 1,
αj − 2 if i = 0 and 1 < j ≤ n, or
0 otherwise.
dimExt2Λ(σi, σj) =
{
αi − 1 if i = j 6= 0, or
0 otherwise.
Proof. We note that the equivalence functor F from Proposition 4.2 allows us to use using
Lemma 6.1 to calculate Extk(σi, σj) for all i, j not equal to 0:
dimExtkΛr,a(σi, σj) = dimExt
k
Ar,a(si, sj) = dimExt
k
Aopr,a
(tj , ti)
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for 1 ≤ i, j ≤ n.
Hence we are only left to calculate ExtkΛr,a(σi, σj) when either i or j is equal to 0. Recall
the simple modules σi, the standard modules Li and the projective modules Λi for the
algebra Λr,a defined in Section 2.3. We first calculate dimExt
k
Λ(Li, σj) and then use the
short exact sequences relating the standard modules to the simple modules to calculate
dimExtkΛ(σi, σj). Firstly, as σ0 = L0
dimExtkΛ(Li, σ0) =
{
1 if i = 0 and k = 0
0 otherwise.
To calculate dimExtkΛ(Li, σj) when 1 ≤ j ≤ n we can reduce to a cohomology calculation
on each rational curve. Suppose ιj : Cj → X is the closed immersion including the curve
Cj into X for 1 ≤ j ≤ n. Then OCj := ιj∗OP1 and for any divisor D on X it is the case
that ι∗jOX(−D) = OCj (−Cj ·D). Then by adjunction we can deduce
ExtkΛ(O(−D), σj) =
{
ExtkP1(OP1 ,OP1(−1 +D · Cj) if 1 < j < n
ExtkP1(OP1 ,OP1(D · Cj) if j = n.
This reduces the calculation to the combinatorics of the intersection theory and the co-
homology of line bundles on P1. Recall that
dimExtkP1(OP1 ,OP1(j)) =

j + 1 if j ≥ 0 and k = 0
j + 1 if j < −1 and k = 1
0 otherwise.
In particular, as Li = O(−Ci+1 · · · − Cn) it follows that Ext
k
Λ(Li, σj) = 0 for k ≥ 2 and
dimHomΛ(Li, σj) =
{
1 if i = j
0 otherwise
dimExt1Λ(Li, σj) =

0 if j ≤ i
αj − 1 if j = i + 1
αj − 2 if j ≥ i + 2.
As L0 = σ0 we have now calculated dimExt
k
Λ(σ0, σj), and are only left to calculate
dimExtkΛ(σi, σ0). To do this we consider the short exact sequences
0→ Li−1 → Li → σi → 0
for 1 ≤ i ≤ n. Applying HomΛ(−, σ0) produces the long exact sequences
· · · → ExtiΛ(σi, σ0)→ Ext
i
Λ(Li, σ0)→ Ext
i
Λ(Li−1, σ0)→ Ext
i+1
Λ (σi, σ0)→ . . .
As ExtkΛ(Li, σ0) = 0 for k ≥ 2, we can deduce that Ext
k
Λ(σi, σ0) vanishes for k > 2. Look-
ing at the starting terms in the short exact sequence and using the previous calculations
for ExtkΛ(Li, σ0) yields the following exact sequences:
0→ C→ Ext1Λ(σ1, σ0)→ 0→ 0→ Ext
2
Λ(σ1, σ0)→ 0.
for i = 1 and
0→ Ext1Λ(σi, σ0)→ 0→ 0→ Ext
2
Λ(σi, σ0)→ 0
for i > 1. This calculates dimExtkΛ(σi, σ0) for all i, and hence we have found the values
of ExtkΛ(σi, σj) for all i, j, k. 
In order to help explicitly determine the relations we calculate the ranks of the sheaves
Λi.
Lemma 6.12. Let λi denote the rank of Λi and λn+1 = 0. Then λn = 1 and
λi−1 =
n∑
k=i
(αk − 2)λk + λi + 1 = αiλi − λi+1 for 1 ≤ i ≤ n.
Moreover,
λi−1/λi = [αi, . . . , αn] for 1 ≤ i ≤ n,
the Hirzebruch-Jung continued fraction corresponding to the negative of the self intersec-
tion numbers of the first i curves.
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Proof. Firstly, as Λn = Ln = OX is a line bundle λn = rkLn = 1. Then the relation
λi−1 =
n∑
k=i
(αk − 2)λk + λi + 1
follows from the short exact sequence
0→
n⊕
k=i
Λ
⊕αj−2
k ⊕ Λi → Λi−1 → Li−1 → 0
as rank is additive and Li−1 is a line bundle. By this result λi−1−λi =
∑n
k=i(αk−2)λk+1,
hence
λi−1 =
n∑
k=i
(αk − 2)λk + λi + 1
= (αi − 1)λi +
n∑
k=i+1
(αk − 2)λk + 1 = αiλi − λi+1.
It follows that λi−1/λi = [αi, . . . , αn] by induction on i. Firstly, as Λn = Ln it follows
that λn = 1 and λn−1 = (αn − 2)λn + λn + 1 = αn. This establishes the base case
[αn] = λn−1/λn. Now we assume as the induction hypothesis that λj−1/λj = [αj , . . . , αn]
for j < i. By the definition of the Hirzebruch-Jung continued fraction
[αi, . . . , αn] = αi −
1
[αi+1, . . . , αn]
and by the induction hypothesis this equals αi − λi+1/λi. Using the earlier relation we
deduce
[αi, . . . , α1] = αi − λi+1/λi
=
αiλi − λi+1
λi
=
λi−1
λi
.
We also note that as λi−1 = αiλi − λi+1 and λn = 1 any consecutive pair of λi are
necessarily coprime. 
This allows us to calculate the dimension vectors of the simple, standard, and projective
modules. To ease notation we set homΛ(N,M) = dimHomΛ(N,M).
Lemma 6.13. We can calculate the dimensions of the simple, standard, and projective
modules.
(1) homΛ(Λi, σj) =
{
1 if j = i
0 otherwise.
(2) homΛ(Λi,Lj) =
{
1 if j ≥ i
0 otherwise.
(3) homΛ(Λi,Λj) =
{
λj if j ≥ i∑n
k=j+1(αk − 2) homΛ(Λi,Λk) + homΛ(Λi,Λj+1) if j < i.
Proof. Firstly, (1) is clear as the Λi are the indecomposable projective modules and the
σj are the simple modules in Λ-mod.
To prove (2) we first note that L0 = σ0, and recall that homΛ(Λi, σj) = δi,j . As Λi is
projective applying HomΛ(Λi,−) to the short exact sequence
0→ Lj−1 → Lj → σj → 0
produces the short exact sequence
0→ HomΛ(Λi,Lj−1)→ HomΛ(Λi,Lj)→ HomΛ(Λi, σj)→ 0
and hence we deduce that
homΛ(Λi,Lj−1) + δi,j = homΛ(Λi,Lj)
where δi,j is the Kronecker delta. Then the result follows from this recursive relation in j
using the base case j = 1 as a starting point where homΛ(Λi,L0) = homΛ(Λi, σ0) = δi,0.
In particular homΛ(Λi,Lj) =
∑
k≤j δi,k.
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To prove (3) we note that as Λn = Ln by part (1) the result is true for j = n as λn = 1.
Then applying HomΛ(Λi,−) to the short exact sequence
0→
n⊕
k=j
Λ⊕αk−2k ⊕ Λj → Λj−1 → Lj−1 → 0
produces the short exact sequence
0→
n⊕
k=j
HomΛ(Λi,Λk)
⊕αk−2⊕HomΛ(Λi,Λj)→ HomΛ(Λi,Λj−1)→ HomΛ(Λi,Lj−1)→ 0
and by induction on j we deduce that
homΛ(Λi,Λj−1) =
n∑
k=j
(αk − 2) homΛ(Λi,Λk) + homΛ(Λi,Λj) + homΛ(Λi,Lj−1).
If j < i then by (2) homΛ(Λi,Lj−1) = 1 and the result follows. If j− 1 ≥ i it follows from
(2) that homΛ(Λi,Lj−1) = 1 and from this it follows by induction that homΛ(Λi,Λj−1) =∑n
k=j(αk − 2)λk + λj + 1 = λj−1. 
We now define a quiver and relations, and then we prove that the path algebra of this
quiver with relations is a presentation of Λr,a.
Definition 6.14. We define a quiver Q[α1,...,αn] associated to a sequence of positive inte-
gers αi ≥ 2, which in practice will correspond to the negative of the self intersection num-
ber of curves in a surface. We again recall the additional notation that ui =
∑
k<i(αk−2)
and vi =
∑
k≤i(αk−2)+1. Then Q[α1,...,αn] is defined to be the quiver with n+1 vertices
Q0 = {0, 1, 2, . . . , n} and arrows Q1 = {a1, . . . , an, c1, . . . , cn, k2, . . . , kvn} with heads and
tails defined as follows;
h(ci) = i t(ci) = i− 1
h(ai) = i− 1 t(ai) = i
h(ki) = 0 t(kj) = i for ui + 1 < j ≤ vi .
We will also notate the arrow a1 by k1, and C
j
i := ci+1 . . . cj for i < j.
Remark 6.15. This is the same quiver as the reconstruction algebra with two arrows
removed c0 and a0 removed.
Definition 6.16. For 1 ≤ i ≤ n consider the following elements of CQ[α1,...,αn]:
if αi > 2:

aici
kjC
i
0 for ui + 1 < j < vi
kviC
i
0 − ci+1ai+1
if αi = 2: aici − ci+1ai+1.
Define I[α1,...,αn] to be the two-sided ideal of CQ[α1,...,αn] generated by these elements.
Remark 6.17. Apart from at vertex 0 these are the same relations as those of the quotient
of the reconstruction algebra by the arrows c0, a0.
We are now able to show that the algebra Λr,a can be presented with these relations.
Proposition 6.18. The algebra Λ[α1,...,αn] can be presented as
CQ[α1,...,αn]
I[α1,...,αn]
.
Proof. By Lemma 6.11 we know that Λ[α1,...,αn] can be presented as the quiver Q[α1,...,αn]
with the relations specified by αi − 1 generating relations at vertex i. We now deduce
that these relations can be presented by the claimed ideal, and we will prove this result
by induction on n where Λ[α1,...,αn] has n+ 1 vertices.
When n = 1 then the space of all closed paths at vertex 1 has dimension 1 as
dimHomΛ[α1](Λ1,Λ1) = λ1 = 1, and hence the space of closed paths is spanned by
e1. Then α1 − 1 generating relations are required. There are α1 − 1 closed paths
a1c1, k1c1, . . . , kα1−2c1 generating all closed paths at vertex 1 and as λ1 = 1 these must
all equal a multiple of e1 in Λ[α1]. However, as this presentation is of a basic algebra the
relations are contained in paths of length ≥ 2 so it must be the case that all these paths
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are equal to 0 in Λ[α1]. This verifies that the relations can be presented as claimed when
n = 1.
We then consider Λ := Λ[α1,...,αn] for n > 1. By the induction hypothesis we know that
Λ[α2,...,αn] and Λ[α1,...,αn−1] can be presented as claimed. There are related to Λ by Lemma
4.8: if we consider the idempotents f := e1 + · · ·+ en and en then fΛf ∼= Λ[α2,...,αn] and
Λ
ΛenΛ
∼= Λ[α1,...,αn−1]. In particular, the presentation of fΛf shows us that we can assume
the required relations are satisfied at vertices 2 to n of Λ. Hence we are left only to show
that the relations
kjc1 = 0 for 1 ≤ j ≤ α1 − 2
kα1−1c1 − c2a2 = 0.
hold at vertex 1, where we write a1 = k1. From the presentation of
Λ
ΛenΛ
we can deduce
that the required relations for Λ at vertex one are satisfied up to elements in the kernel
of the quotient Λ→ ΛΛenΛ . Hence we can deduce the following relations hold
kjc1 = pj for 1 ≤ j ≤ α1 − 2
kα1−1c1 − c2a2 = pα1−1.
for elements pi ∈ fΛf and in the kernel of the quotient Λ→
Λ
ΛenΛ
. We now aim to show
that after a change of basis each pi can be assumed to be zero.
We first note that any map of the form a 7→ a + pa = (1 + p)a is invertible for any
a ∈ Q1 and p a path in the quiver. This is as the algebra is nilpotent; for any element of
the path algebra p there is some n such that pi = 0 for i > n. This can be seen as the
algebra is finite dimensional, and as the relations are homogeneous (where ci are degree 0
and ki, ai of degree 1) it has a homogeneous basis. Hence there exists a maximal degree
at which there exist nonzero elements. Then any loop in the path algebra has positive
degree so vanishes at some power.
We now consider the possibilities for a path pi. We begin by noting that any term in
pi that ends in c1 can be removed by change of basis. Such a term is of the form qc1 for
some q and the change of basis k′i := ki − q rewrites the equation without the qc1 term
and without altering any other relations at any other vertex. Then we set ki := k
′
i. Hence
we may assume that each pi contains no terms that can be expressed to end with c1.
By considering the presentation of the algebra fΛf ∼= Λ[α2,...,αn] and the fact that p is
in the kernel of Λ→ ΛΛenΛwe can assume that each term in p can be written starting with
c2 . . . cn. Further, as we assume each path does not end with c1 we assume it ends with
a2. Hence we assume each pi is of the form (c2 . . . cn)qi(a2). Now consider the relation
kα1−1c1 − c2a2 − (c2 . . . cn)q(a2) = kα1−1c1 − c2(1 + c3 . . . cnq)a2
for q = qαi−1 ∈ fΛf . Then we can perform the change of basis a
′
2 = (1 + c3 . . . cnq)a2.
This then affects one other relation at vertex 2. If α2 6= 2 then the relation a2c2 = 0 holds
and so we verify that a′2c2 = (1 + c3 . . . cnq)a2c2 = 0. Hence we set a2 := a
′
2 as a change
of basis, and now can assume pα1−1 = 0. If α2 = 2 then a2c2 − c3a3 = 0 and we must
ensure a′2c2 − c3a3 = 0 still holds. However,
a′2c2 = (1 + c3 . . . cnq)a2c2
= (1 + c3 . . . cnq)c3a3
= c3(1 + c4 . . . cnqc3)a3
so we must make the base change a′3 = (1 + c4 . . . cnqc3)a3 analogous to the base change
for a2. Then continuing this process we will make successive base changes a
′
i such that
the relations are satisfied. This process will always conclude; eventually we reach either a
vertex j with αj 6= 2 or the final vertex n. Then we relabel ai := a
′
i where necessary, and
having done this we can assume still that all relations hold at vertices 2, . . . , n and also
that the relation kα1−1c1 − c2a2 = 0 holds at vertex 1.
Finally we consider the relations kjc1−pj at vertex 1. From the relations in fΛf we can
write any term in p such that it ends with (c2a2). But now thanks to the relation we have
already verified we can assume that c2a2 = kα1−1c1. Hence, using the fact that we can
remove any term ending with c1 by base change, we are done and can conclude that after
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all the appropriate base changes pi = 0 for all i and the required relations are satisfied.
As these are the correct number of generating relations then this is a presentation of the
algebra. 
Example 6.19 (r = 17, a = 5). The algebra Λ[4,2,3] = Λ17,5 can be presented as the path
algebra of the following quiver with relations.
1
2 3
0
c1
a1
c2a2
k3
k2
c3
a3
k4
Vertex 3:
a3c3=0
k4c1c2c3=0
Vertex 2:
a2c2=c3a3
Vertex 1:
a1c1=0
k2c1=0
k3c1=c2aa
6.4. Description of the Kno¨rrer invariant algebra Kr,a. Recall the Kno¨rrer invari-
ant algebra from Definition 4.6: Kr,a := e0Λr,ae0. In this section we explicitly describe
this algebra in terms of generators and relations. To do this we introduce a noncom-
mutative singularity κr,a in terms of generators and relations, and by considering the
indecomposable ideals Ii of κr,a we produce a noncommutative resolution Endκr,a(
⊕
Ii).
We then prove that Endκr,a(
⊕
Ii) ∼= Λr,a, which simultaneously shows that κr,a ∼= Kr,a
and so provides an explicit presentation of Kr,a.
Definition 6.20. Define κr,a to be the quotient of the free algebra in l generators
C〈z1 . . . , zl〉 by the relations
zizj = 0 if i < j
and
zi
(
zβi−2i
)(
z
βi+1−2
i+1
)
. . .
(
z
βj−1−2
j−1
)(
z
βj−2
j
)
zj = 0 for j ≤ i
where l and the βi are defined by the Hirzebruch-Jung continued fraction expansion r/(r−
a) = [β1, . . . , βl].
We introduce the additional notation that κ[β1,...,βl] = κr,a = κ[α1,...,αn] if r/(r − a) =
[β1, . . . , βl] and r/a = [α1, . . . , αn].
Lemma 6.21. The following are properties of κr,a = κ
[β1,···βl].
(1) Any nonzero monomial in κ[β1,...,βl] can be expressed uniquely in the form
zbll z
bl−1
l−1 . . . z
b1
1
for 0 ≤ bi < βi such that there is no j < i with bi = βi − 1, bj = βj − 1, and
bk = βk − 2 for all j < k < i.
(2) The highest degree of a nonzero monomial in the generators is
∑l
i=1(βi − 2) + 1.
(3) The dimension of the algebra κr,a is r.
Proof. As κr,a has monomial relations a monomial is zero if and only if it contains a
relation as a submonomial. This implies nonzero monomials are exactly those written in
the form specified in (1).
We now consider (2). Let m be a highest degree nonzero monomial. By part (1) we
can write it in the form
zbll z
bl−1
l−1 . . . z
b1
1
for 0 ≤ bi < βi and such that there is no i < j with bi = βi − 1, bj = βj − 1, and
bk = βk − 2 for all j < k < i. We now also show that |m| ≤
∑
(βi − 2) + 1. Suppose
bi < βi − 3 for some i, then as there are no relations occurring that involve powers of zi
lower than βi − 2 we can increase bi by 1 and find a higher degree monomial. Hence we
can assume βi − 3 ≤ bi ≤ βi − 1 for all i. Hence any bi has value βi − 1, βi − 2, or βi − 3.
We let r1, r2, and r3 denote the respective numbers of such bi, and the degree of m is∑
βi − r1 − 2r2 − 3r3 =
∑
(βi − 2) + r1 − r3. The monomial m is zero if it contains a
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relation as a submonomial, and this will occur whenever there is some i < j such that the
path has bi = βi − 1, bj = βj − 1 and bk = βk − 2 for all i < k < j. Hence, to be nonzero,
r3 ≥ r1− 1 so that some value of βk− 3 can occur between any two βi− 1 and βj − 1 with
i < j. Hence the degree of m is ≤
∑
(βi − 2) + 1. Finally, z
bl−2
l z
bl−1−2
l−1 . . . z
b2−2
2 z
b1−1
1 is a
nonzero monomial of degree
∑
(βi − 2) + 1.
To prove (3) recall that as κr,a is presented with monomial relations it has a vector
space basis given by monomials. Hence the number of nonzero monomials is the dimension
and the nonzero monomials in κr,a are exactly those listed in part (1). We now count
such nonzero monomials.
The number of such monomials with b1 = 0 is dimκ
[β2,...,βn]. Then the nonzero mono-
mials of κr,a are spanned by monomials with b1 = 0 multiplied by z
j
1 for some 0 ≤ j < b1,
however some of these are zero. From the relations, the only power of z1 that could anni-
hilate a monomial with b1 = 0 is z
β1−1
1 , and we now count how many elements with b1 = 0
are annihilated on multiplication by zβ1−11 . Monomials with b1 = 0 annihilated by z
β1−1
1
are in bijection with nonzero monomials with b1 = b2 = 0: given such a nonzero mono-
mial multiple by the highest power of z2 that doesn’t produce 0. These are exactly the
monomials with b1 = 0 that vanish on multiplication by z
β1−1
1 . There are dimκ
[β2,...,βn]
monomials with b1 = 0 and dim κ
[β3,...,β1] monomials with b1 = b2 = 0. Hence we can
deduce
dimκ[β1,...,βn] = β1 dimκ
[β2,...,βn] − dim κ[β3,...,β1].
Then by induction
dimκ[βi,...,βl]
dimκ[βi+1,...,βl]
= [βi, . . . , βl]
as
dimκ[βi,...,βl]
dimκ[βi+1,...,βl]
=
βi dimκ
[βi+1,...,βl] − dimκ[βi+2,...,βl]
dimκ[βi+1,...,βl]
= βi −
dimκ[βi+2,...,βl]
dimκ[βi+1,...,βl]
= βi −
1
[βi+1, . . . , βl]
= [βi, . . . , βl]
where the base case is dimκ[] = dimC = 1 and dimκ[β1] = dimC[z]/(zβ1) = β1.
We also note that as dimκ[βi,...,βl] = βi dimκ
[βi+1,...,βl]−dimκ[βi+2,...,βl]. and dimκ[]=1
any consecutive pair of dimκ[βi,...,βl], dimκ[βi+1,...,βl] are necessarily coprime. As such the
dimensions are the partial terms in the calculation of the Hirzebruch-Jung continued
fraction expansion of r/(r − a) and dimκr,a = dimκ
[β1,...,βn] = r. 
We now note a distinguished set of κr,a modules, the indecomposable monomial ideals,
and we show that their endomorphism ring recovers the algebra Λr,a. We recall that in a
monomial algebra all indecomposable monomial ideals are defined by a single monomial.
Recall the dual fraction [β1, . . . , βl]. We define the monomial
mn := z
βl−2
l z
βl−1−2
l−1 . . . z
β2−2
2 z
β1−1
1 ∈ κr,a,
and the submonomials
mi := z
c
jz
βj−1−2
j−1 . . . z
β2−2
2 z
β1−1
1
where
∑j−1
k=1(βk − 2) + c+ 1 = i. In particular 0 ≤ i ≤ n =
∑l
i=0(βi − 2) + 1.
Proposition 6.22. Any indecomposable monomial ideal of κr,a is isomorphic as a left
κr,a-module to a monomial ideal generated by mi for some i. In particular, up to isomor-
phism as left κr,a-modules there are n+ 1 indecomposable monomial ideals.
Proof. Firstly, any indecomposable monomial ideal is of the form (m) for some monomial
m, and as a left module such an ideal defined up to isomorphism by the set of monomials
q such that qm = 0. By Lemma 6.21 we may assume that m = zbll z
bl−1
l−1 . . . z
b1
1 for some
0 ≤ bi < βi such that there is no i < j with bi = βi − 1, bj = βj − 1, and bk = βk − 2
for all j < k < i. Then either (m) = (1) or there is a maximal i such that bi is nonzero,
l say. Then there exists a minimal c such that zcim = 0. Then (m)
∼= (mj) where
j =
∑
(βk − 2) + c− 1. 
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Definition 6.23. Define the monomial ideals
Ii := (mi).
In particular I0 ∼= κr,a as a left κr,a-module.
Proposition 6.24. The monomial ideal
Ii = (mi) = (z
c
jz
βj−1−2
j−1 . . . z
β2−2
2 z
β1−1
1 )
is isomorphic as a left κr,a-module to the quotient module
Mi :=
κr,a
Ji
∼= κ[αi+1,...,αn]
where Ji :=
〈
z1, . . . , zj−1, z
βk−1
k z
βk−1−2
k−1 . . . z
βj+1−2
j+1 z
βj−c−2
j for j ≤ k ≤ l
〉
. In particular,
dim Ii = dimMi = λi.
Proof. The monomial ideal Ii = (mi) = (z
c
jz
βj−1−2
j−1 . . . z
β2−2
2 z
β1−1
1 ) is defined as a left κr,a
module by the monomials q ∈ κr,a such that qmi = 0. From the relations it is clear that
the generating set of such monomials is exactly
z1, . . . , zj−1, z
βj−c−1
j , and z
βk−1
k z
βk−1−2
k−1 . . . z
βj+1−2
j+1 z
βj−c−2
j for j + 1 ≤ k ≤ l.
Hence
(mi) ∼=
κr,a
Ji
and it is clear that
κr,a/Ji ∼= κ
[βj−c,βj+1,...,βl]
as an algebra. By Lemma 6.10 the Hirzebruch-Jung continued fraction expansion [βj −
c, βj+1, . . . , βl] is dual to the fraction expansion [αi+1, . . . , αn], and κ[αi+1,...,αn]
∼= κ[βj−c,βj+1,...,βl]
by Lemma 6.27. Hence
κr,a/Ji ∼= κ[αi+1,...,αn],
so dim Ii = dimκ[αi+1,...,αn] = λi by Lemma 6.12. 
The following lemma aids us in proving the main result of this section.
Lemma 6.25. For j > k there are inclusions
Homκr,a(Mj ,Mj) ⊂ Homκr,a(Mk,Mj) ⊂Mj
and
Homκr,a(Mj,Mj) ⊂ Homκr,a(Mj,Mk) ⊂ Homκr,a(Mk,Mk) ⊂Mk.
Proof. In general, the surjection κr,a ։Mi defines an inclusion of sets Homκr,a(Mi,Mj) ⊂
Homκr,a(κr,a,Mj)
∼=Mj .
For j > k applying Homκr,a(−,Mk) to the surjection Mk ։ Mj induces an inclusion
of sets Homκr,a(Mj ,Mk) →֒ Homκr,a(Mk,Mk), applying Homκr,a(−,Mj) to the surjec-
tion Mk ։ Mj induces an inclusion of sets Homκr,a(Mj ,Mj) →֒ Homκ(Mk,Mj), and
applying Homκr,a(Ij ,−) to the inclusion of modules Ij →֒ Ik induces an inclusion of sets
Homκr,a(Ij , Ij) ⊂ Homκr,a(Ij , Ik). Putting this together proves the result. 
Theorem 6.26. There is an isomorphism of C-algebras Λr,a ∼= Endκr,a(
⊕n
i=0 Ii).
Proof. We will define a morphism φ from Λr,a to Endκr,a(
⊕
Ii) and then show that it
is bijective to conclude that it is an isomorphism. Recall that there are isomorphisms
Ii ∼= Mi ∼= κr,a/Ji, and we will make use of the equivalence Endκr,a(
⊕n
i=0Mi)
∼=
Endκr,a(
⊕n
i=0 Ii) to describe the morphism.
We define the map φ : Λr,a → Endκr,a(
⊕n
i=0Mi) by sending the vertex idempotents
ei to the identity maps idMi : Mi → Mi, the arrows ci : i − 1 → i to the quotient maps
Mi−1 ։ Mi, the arrows ai : i → i− 1 to the multiplication maps zvi : Mi → Mi−1,
and the arrows kj : i → 0 to the multiplication maps zj : Mi → M0.We recall that
ui :=
∑
k<i(αk − 2), vi :=
∑
k≤i(αk − 2) + 1 and t(kj) := t(j) is defined to be the unique
i such that ui + 1 < j ≤ vi.
Under the alternative presentation Endκr,a(
⊕n
i=0 Ii) the map φ sends the vertex idem-
potents ei to the identity maps idIi : Ii → Ii, the arrows ci : i−1→ i to the multiplication
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maps zvi : Ii−1 ։ Ii, the arrows ai : i → i− 1 to the inclusion maps Ii → Ii−1, and the
arrows kj : i→ 0 to multiplication by the element zj/zvi :Mi →M0.
The generating relations among the paths in Λr,a are satisfied by the corresponding
maps in Endκr,a(
⊕n
i=0Mi), and hence φ is an algebra homomorphism. We will show that
homomorphism φ is bijective and hence an isomorphism.
Let φi,j denote the restriction of the algebra homomorphism to a linear map φi,j :
eiΛej → Homκr,a(Mi,Mj). We now show that φi,j is a bijection for i, j ≥ k by induction
on n− k. The base case k = n is clear as φn,n : enΛen ∼= C → Homκr,a(Mn,Mn)
∼= C is
nonzero and hence a bijection.
We now consider the case k < n. The morphism φ restricts to the linear map
⊕
i,j≥k φi,j
φk,k φk,k+1 . . . φk,n
φk+1,k φk+1,k+1 . . . φk+1,n
...
...
. . .
...
φn,k φn,k+1 . . . φn,n

and by the induction hypothesis we can assume that φi,j is a bijection if i, j > k. We will
show that φk,j , φk,k and φj,k for j > k are bijective in turn.
We first consider φk,j . As k < j we have the inclusions
Homκr,a(Mj ,Mj) ⊂ Homκr,a(Mk,Mj) ⊂Mj
and by the induction hypothesis Homκr,a(Mj,Mj) = ejΛej so dimHomκr,a(Mj ,Mj) = λj
by Lemma 6.13. As dimMj = λj by Lemma 6.24, it follows that the series of inclusions
are a series of bijections Homκr,a(Mj ,Mj)
∼= Homκr,a(Mk,Mj)
∼= Mj ∼= ejΛej . This
implies that every map in Homκr,a(Mk,Mj) factors through Hom(Mj ,Mj). Then for any
f ∈ Homκr,a(Mk,Mj) there is a corresponding p in ejΛej such that φj,j(p) = f and hence
φk,j(C
j
kp) = φk,j(C
j
k)φj,j(p) = f ∈ Homκr,a(Mk,Mj). Hence φk,j is a surjection, and
hence as dim ekΛej = dimHomκr,a(Mk,Mj) = λj it is a bijection.
We then consider φk,k and will show first it is surjective and then it is bijective for
dimension reasons. We consider the inclusion of sets
Mk+1 ∼= Homκr,a(Mk+1,Mk+1) ⊂ Homκr,a(Mk,Mk) ⊂Mk.
Consider an element f ∈ Homκr,a(Mk,Mk). If f = id then f = φk,k(ek). Otherwise f
corresponds to multiplication by a non-identity element f(1) = m ∈Mk. Then m = m
′zj
for some m′ with nonzero image in Mk+1 and j ≥ vk. Then there is some path p ∈
ek+1Λek+1 such that φk+1,k+1(p) = m
′ and some path q ∈ ek+1Λek such that φk+1,k(q) =
zj so φk,k(ckpq) = m
′zj = m. Hence φk,k ◦ ι is surjective. As λk = dim ekΛek ≤ dimMk =
λk by Lemma 6.13 and Proposition 6.24 the map φk,k is in fact a bijection.
We are left to show that φj,k is a bijection for j > k. As j > k there are a series of
inclusions
Homκr,a(Mj ,Mj) ⊂ Homκr,a(Mj ,Mk) ⊂ Homκr,a(Mk,Mk)
by Lemma 6.25.
Any element f ∈ Homκr,a(Ij , Ik)
∼= Homκr,a(Mj ,Mk) is uniquely defined by an element
inc(f) ∈ Homκr,a(Ik, Ik)
∼= Homκr,a(Mk,Mk). There is a unique loop p
′ ∈ ekΛek such
that φk,k(p
′) = inc(f) ∈ Homκr,a(Ik, Ik). Then A
k
j p
′ ∈ ejΛek is the unique element that
maps to f ∈ Homκr,a(Ij , Ik); φj,k(A
k
j p
′) = φjk(A
k
j )φ(p
′) = inc(f).
Hence φi,j is a bijection for all i, j ≥ k, so by induction φi,j is bijective for all i, j ≥ 0
and so φ is an isomorphism. 
Considering the idempotent e0 produces an isomorphism e0Λr,ae0 ∼= e0Homκr,a(
⊕
Ii)e0
that yields the following immediate corollary.
Corollary 6.27. There is a C-algebra isomorphism Kr,a ∼= κr,a.
The following is an immediate corollary of Lemmas 6.21 and 6.27 and relates invariants
of Kr,a ∼= κr,a to the combinatorics of the continued fractions r/a = [α1, . . . , αn] and
r/(r − a) = [β1, . . . , βl].
Proposition 6.28. The Kno¨rrer invariant algebra Kr,a has the following properties:
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(1) It has dimension r, the order of the group defining the corresponding cyclic surface
quotient singularity.
(2) The proper monomial left ideal of Kr,a of largest C-dimension has dimension a.
(3) It has monomial of highest degree n, the number of exceptional curves in the
minimal resolution of the corresponding cyclic surface quotient singularity.
(4) It is generated by l elements, where l is 2 less than the embedding dimension of
the corresponding cyclic surface quotient singularity.
Proof. After recalling Kr,a ∼= κr,a by Lemma 6.27, part (4) is immediate as κr,a has l
generators, parts (1) and (3) follow from Proposition Lemma 6.21 where 1+
∑l
i=1(βi−2) =
n due to Lemma 6.8, and part (2) is a consequence of Proposition 6.24. 
Example 6.29 (r=17, a=5). Below we include the presentation of K[4,2,3] = K17,5 as the
algebra realised from the closed paths at vertex 0 of Λ17,5. In particular the Hirzebruch-
Jung continued fractions are [α1, α2, α3] = [4, 2, 3] =
17
5 and [β1, . . . , β4] = [2, 2, 4, 2] =
17
12 .
1
2 3
0
1
z1
1z3
z3
z2
1
z3
z2
K17,5 =
C〈z1, z2, z3, z4〉〈 zizj for i < j
z21 , z
2
2 , z
4
3 , z
2
4
z2z1, z
3
3z1, z4z
2
3z1
z33z2, z4z
2
3z2, z4z
3
3
〉
6.5. Example. As the Kno¨rrer invariant algebra is presented with monomial relations, it
is uniquely determined by its nonzero monomials. We present the algebra as a left module
over itself by a diagram where the root of the diagram represents the identity element 1,
the labelled arrows i represent multiplication on the left by zi, and the nodes are in one to
one correspondence with the nonzero monomials. This uniquely determines the algebra.
We will call this the monomial diagram.
Example 6.30 (r=17, a=5). The monomial diagram for K17,5 is
1
3
4
4
3
2
4
3
4
3
3
3
4
3
4
4
where we use i in place of the generators zi.
We note that it is straightforward to read off the monomial ideals from this diagram.
1
3
4
4
3
2
4
3
4
3
3
3
4
3
2
4
,
3
4
4
3
,
4
3
, .
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