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Les systèmes interactifs critiques tels que les cockpits ou les centres de contrôle de centrales 
nucléaires sont de plus en plus complexes et obligent l‟utilisateur à effectuer un grand nombre 
d‟opérations en peu de temps. De plus, les interfaces de ces systèmes doivent permettre aux 
utilisateurs de gérer de grandes quantités de données. Il faut dès lors que l‟on puisse mettre dans ce 
type de systèmes des interfaces plus évoluées pour augmenter la bande passante entre l‟utilisateur 
et le système (le système présente des informations agrégées à l‟utilisateur et l‟utilisateur peut 
entrer plus rapidement des commandes). Ces interfaces évoluées ont pour but d'accroître à la fois 
la performance utilisateur mais aussi de réduire le nombre d'erreurs. 
En accord avec cette volonté récurrente d‟augmenter la bande passante entre le système interactif 
et les utilisateurs, des techniques plus sophistiquées d'interaction sont sans cesse proposées. Ces 
propositions sont généralement présentées dans des conférences telles qu‟ACM CHI (Human 
Factors in Computing Systems) ou UIST (User Interfaces Software and Technology) en mettant 
l‟accent sur l‟innovation et sur l‟évaluation d‟utilisabilité de telles techniques d‟interaction mais 
rarement sur le système qui les met en œuvre.  
Même si un effort important est entrepris actuellement par la communauté de l'interaction homme-
machine en vue d'appliquer et d'étendre les techniques actuelles d'évaluation d'utilisabilité pour de 
nouveaux types de techniques d'interaction, peu de recherches ont été faites pour améliorer la 
fiabilité des applications qui offrent ce type de techniques d'interaction. En effet, les processus de 
conception itérative promeuvent des conceptions multiples à travers des prototypes évolutifs afin 
de résoudre les problèmes d'utilisabilité identifiés, réduisant ainsi la fiabilité du système final par 
l'absence de conception globale et structurée. La mise en œuvre de ces nouvelles techniques 
d'interaction dans le domaine des systèmes critiques de commande et de contrôle risquerait alors 
d‟augmenter les incidents et les accidents.  
Pour toutes ces raisons, il est nécessaire d‟améliorer l‟interaction entre l‟utilisateur et le système 
(grâce à la multimodalité par exemple) mais il est également nécessaire d‟accroître la fiabilité du 
système mettant en œuvre cette interaction. Si l‟on n‟augmente pas l‟utilisabilité, l‟utilisateur ne 
pourra pas accomplir toutes les actions nécessaires sur le système et cela entrainera 
potentiellement un risque d‟erreurs humaines. De même, si on ne tient pas compte de la fiabilité, 
de nombreuses erreurs ainsi que des incidents et des accidents pourraient survenir.  
Prise en compte de l’utilisabilité 
Concevoir un système interactif n‟est pas une tâche aisée. D‟une part, les événements reçus 
proviennent d‟un utilisateur dont le comportement n‟est pas prévisible. D‟autre part,  les données 
émises en sortie doivent être compréhensibles par cet utilisateur. 
La plupart des méthodes et outils de génie logiciel classique [Booch94] n‟apportent pas de solution 
à ce problème. Contrairement au génie logiciel classique, qui est centré système, le génie des 
systèmes interactifs est centré utilisateur, l‟objectif étant de mettre l‟accent sur l‟utilisabilité des 
systèmes interactifs produits.  
L‟utilisabilité est définie par la norme ISO 9241 [ISO98] comme le degré selon lequel un produit 
peut être utilisé, par des utilisateurs identifiés, pour atteindre des buts définis avec efficacité (le 
produit permet à ses utilisateurs d‟atteindre le résultat prévu), efficience (l‟utilisateur atteint le 
résultat avec un effort moindre ou requiert un temps minimal) et satisfaction (confort et évaluation 
subjective de l‟interaction pour l‟utilisateur), dans un contexte d‟utilisation spécifié.  
Prise en compte des aspects fiabilité 
Le problème lié à la question de la fiabilité est de trouver des moyens pour garantir le 
fonctionnement correct du système interactif. Des actions telles que la vérification, la validation et 




important. Néanmoins, dans le domaine des systèmes critiques, les erreurs et failles potentielles 
peuvent conduire à des coûts bien supérieurs au coût de développement [Palanque94]. 
Il existe différents niveaux de criticité d'un système, en fonction de l'impact possible des 
dysfonctionnements. On apprécie ainsi différemment, par exemple, un dysfonctionnement 
provoquant des pertes coûteuses, mais sans mort d'homme (cas des missions spatiales non 
habitées) et un dysfonctionnement provoquant des morts dans le grand public (cas des vols 
commerciaux). De même, on apprécie différemment des dysfonctionnements faisant courir un 
danger de mort ou de blessure à des humains, ou des dysfonctionnements augmentant la charge de 
travail et les risques d'erreurs de pilotage des opérateurs humains. 
Contribution 
L‟utilisabilité et la fiabilité apparaissent comme deux visions contradictoires. Il faudra dès lors 
fournir des outils adaptés à la conception de systèmes interactifs critiques. Pour cela, nous 
proposons dans ce mémoire une approche permettant de prendre en compte de façon synergique 
les aspects de fiabilité et d‟utilisabilité. Cette approche est fondée sur une notation formelle et sur 
un processus de développement mettant en œuvre cette notation. 
L‟utilisation d‟une notation formelle fournit aux différents acteurs de la conception et du 
développement un langage de communication précis et non ambigu, sur lequel il est possible 
d‟appliquer des méthodes et des techniques de vérification de propriétés. Pour la partie notation, le 
travail présenté ici est fondé sur le formalisme ICO qui était préexistant [Navarre01]. L‟apport de 
ce travail de thèse consiste à décrire les techniques d‟interaction avancées à l‟aide de cette notation 
afin de répondre aux problèmes de fiabilité présentés. De plus, en structurant les composants 
décrits par cette notation, nous pourrons prendre en compte les aspects multimodaux et faciliter les 
modifications sur les techniques d‟interaction pour en augmenter l‟utilisabilité.  
Le processus de développement proposé dans cette thèse permet aux concepteurs de systèmes 
interactifs critiques d‟avoir une vue claire des différentes phases de conception et permet de mettre 
en évidence les phases qui permettront la prise en compte de l‟utilisabilité et de la fiabilité. 
L‟utilisabilité sera prise en compte grâce à la phase d‟évaluation de l‟utilisabilité, à la modélisation 
des tâches et à l‟aspect itératif de notre processus. La fiabilité sera prise en compte lors des phases 
de modélisation à l‟aide de la notation formelle et de l‟analyse formelle des modèles produits. De 
plus, en dissociant le plus possible la conception de systèmes interactifs et la conception de 
techniques d‟interaction, notre processus rend explicite l‟intégration de techniques d‟interaction 
avancées telles que l‟interaction multimodale ainsi que leurs analyses et évaluations. 
Démarche et contenu du mémoire 
Pour aboutir à ce résultat, notre démarche a été de : 
 Evaluer l‟existant en termes de notations de systèmes interactifs et de processus de 
développement, 
 Définir une notation permettant de modéliser les systèmes interactifs et répondant aux 
manques identifiés dans l‟étude de l‟existant, 
 Définir un processus de développement de systèmes interactifs critiques prenant en 
compte les aspects d‟utilisabilité et de fiabilité, 
 Présenter un outil de support pour ce processus, 
 Démontrer par différentes études de cas la faisabilité de notre approche ainsi que son 
applicabilité. 




Dans la première partie, nous présentons l‟état de l‟art pour les notations de systèmes interactifs et 
les processus de développement de ces systèmes.  
Le premier chapitre aborde les différentes notations de description de systèmes interactifs en les 
rassemblant en quatre groupes : les notations textuelles, les notations basées sur les flux, les 
notations basées sur les états et les notations basées sur les réseaux de Petri. Le chapitre se termine 
par une synthèse permettant de présenter sous forme de tableaux les différentes propriétés de ces 
notations que sont la couverture de l‟interaction, le passage à l‟échelle, le support d‟outils et 
l‟expressivité. 
Le second chapitre aborde les différents processus de développement de systèmes. Nous 
présentons tout d‟abord les processus de développement génériques tels que le processus en 
cascade. Les deux sections suivantes s‟attachent à présenter les processus dédiés aux systèmes 
interactifs et aux systèmes critiques. Enfin, la synthèse permet de visualiser les propriétés de ces 
processus qui sont divisés en deux tableaux : la prise en compte des aspects interactifs et la prise 
en compte des aspects critiques. 
Dans la deuxième partie de ce mémoire, nous présentons notre contribution définie en quatre 
chapitres : la notation, le processus de développement, la prise en compte de la multimodalité dans 
le processus et l‟outil de support de ce processus. 
Le troisième chapitre présente notre notation, à savoir les objets coopératifs interactifs (ICO) 
fondés sur les réseaux de Petri à objets. Dans ce chapitre, nous abordons les différents éléments 
des réseaux de Petri, des réseaux de Petri à objets, des objets coopératifs (CO) et les possibilités 
offertes par les ICO pour la modélisation d‟un système interactif. 
Le quatrième chapitre présente notre processus de développement de systèmes interactifs critiques. 
Nous détaillons dans ce chapitre les différentes phases de conception de la partie application et de 
la partie interaction qui nous permettent de prendre en compte les aspects d‟utilisabilité et les 
aspects de fiabilité. 
Le cinquième chapitre est dédié à la prise en compte de la multimodalité dans notre processus de 
développement. Le chapitre commence par les définitions des termes de modalité et de 
multimodalité et par un état de l‟art des moteurs de fusion multimodale. Nous précisons ensuite les 
phases impactées par la multimodalité dans notre processus. 
Le sixième chapitre présente l‟outil de support à notre processus, à savoir le CASE Tool Petshop et 
les différentes phases supportées par cet outil et la manière dont ces phases sont supportées. 
La troisième partie est constituée de trois études de cas permettant de montrer que notre approche 
est réaliste et applicable. 
Le septième chapitre décrit une étude de cas basée sur une application simple, constituée de 
différentes techniques d‟interaction. Cette étude de cas permet de montrer les phases de conception 
de l‟architecture, de modélisation et d‟évaluation de l‟utilisabilité. 
Le huitième chapitre présente une étude de cas permettant de prendre en compte différentes 
modalités et en particulier une modalité plus complexe, à savoir la reconnaissance vocale. Cette 
étude de cas s‟attache essentiellement à la conception de l‟architecture et à la modélisation des 
composants de cette architecture. 
Le neuvième chapitre aborde une étude de cas basée sur une application dans un environnement 
critique. Cette étude de cas aborde les phases de conception de l‟architecture et de modélisation de 
l‟interaction mais également les aspects de modélisation de reconfiguration des systèmes d‟entrée 
et de sortie. 
Enfin, nous terminons ce mémoire par une conclusion permettant de mettre en valeur les apports 
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Contenu de la Partie 1 
Cette partie est composée de deux chapitres présentant tout d’abord l’existant en termes de 
notations de description de systèmes interactifs et de processus de développement de systèmes. 
Cette partie a pour objectif de montrer les avantages et les manques de ces notations et ces 
processus de développement afin de pouvoir proposer dans la seconde partie de ce mémoire une 
notation et un processus de développement permettant de prendre en compte toutes les propriétés 
nécessaires à la conception de systèmes interactifs critiques.   
1. Le chapitre 1 décrit les différentes notations telles que les notations textuelles, les notations 
basées état, basées flux et enfin les notations basées sur les réseaux de Petri.  Ce chapitre 
est conclu par une synthèse sous forme de tableaux des différents paramètres 
caractérisant ces notations. 
2. Le chapitre 2 présente les différents processus de développement en commençant par les 
processus de développement de systèmes tels que les processus en V [McDermid83] ou 
en cascade [Royce70]. Sont ensuite décrits les processus dédiés aux systèmes interactifs 
tels que [Gulliksen03] et les processus dédiés aux systèmes critiques tels que DO-178B 
[DO92]. Nous terminons ce deuxième chapitre par une synthèse des différents processus 





1 Les notations de description de systèmes 
interactifs 
Afin de spécifier un système interactif, il est nécessaire d‟utiliser une notation. Ces notations de 
description de systèmes permettent entre autres de décrire l‟état d‟un système, les différentes 
exécutions possibles à partir de cet état et l‟état résultant de cette exécution. L'avantage d'utiliser 
des notations pour la description de systèmes est de fournir aux concepteurs des constructions 
abstraites, rendant possible de régler les problèmes de conception à différents niveaux 
d'abstraction (en gardant loin des préoccupations de mise en œuvre en cas de besoin).  
Néanmoins, il est nécessaire d‟utiliser une notation permettant de décrire les différents aspects que 
nous souhaitons mettre en évidence lors de la spécification. Si ce système est interactif, il 
conviendra de veiller à ce que cette notation puisse être utilisée pour spécifier les différents 
éléments de ce système interactif tels que l‟interaction, le rendu ou le dialogue. De plus, si ce 
système interactif est critique, il faudra veiller à choisir une notation qui permette en plus de la 
spécification des aspects interactifs de pouvoir vérifier certaines propriétés au niveau de la fiabilité 
de ce système avec l‟analyse formelle. Ce chapitre a donc pour objectif de présenter les différentes 
notations de systèmes interactifs et de montrer leurs possibilités et leurs manques pour la 
spécification de systèmes interactifs critiques. Cette étude de l‟existant nous permettra ensuite de 
définir une notation rassemblant les avantages de ces notations. 
Dans ce chapitre, nous comparons les différentes notations de description de systèmes interactifs. 
Nous nous sommes particulièrement intéressés à la description de l‟interaction et du dialogue. Les 
notations ont été choisies pour leur rôle majeur dans la modélisation de systèmes interactifs (soit 
pour leur rôle de pionnier soit pour leur importance dans le domaine). 
Ces notations ou langages ont été regroupés en quatre catégories:  
 Les notations textuelles,  
 Les notations basées sur les flux,  
 Les notations basées sur les états,  
 Les notations basées sur les réseaux de Petri  
Nous présentons pour chacune des catégories les notations les plus représentatives. Ensuite, dans 
la section de synthèse, nous caractériserons ces différentes notations suivant quatre types de 
propriétés : la couverture de l‟interaction, le passage à l‟échelle, le support d‟outils et 
l‟expressivité. 
1.1 Les notations textuelles 
Dans la catégorie des notations textuelles, nous avons choisi de rassembler deux types de 
notations : les algèbres de processus et les notations basées sur XML. Ces deux catégories outre 
leur apparence textuelle ont en effet certains points communs tels que la syntaxe imposée lors de la 
compilation. 
1.1.1 Algèbre de processus 
Dans la catégorie des algèbres de processus, nous trouvons entre autres Lustre [Halbwachs91], 
Esterel [Berry85] CCS [Milner80], CSP [Hoare78] LOTOS [ISO88], Z [Spivey88], VDM 
[Jones90] et B [Abrial96]. 
Parmi ceux-ci, certains ont été utilisés pour décrire des systèmes interactifs tels que Esterel dans 
[Fekete98], Lotos dans [Coutaz93] et [Paterno93] ou CSP dans [Smith99] et [Van Schooten99]. 
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Nous présentons dans cette section CSP et Lotos ainsi que la notation Squeak [Cardelli85] qui a 
été spécifiquement créée pour la description d‟interaction.  
1.1.1.1 Squeak  
Squeak [Cardelli85] est un algèbre de processus dédié à la description de systèmes interactifs et 
plus particulièrement à l‟interaction à l‟aide d‟une souris. Cardelli présente différents exemples de 
modélisation d‟interaction à l‟aide de Squeak tels que le double clic (illustré dans Le Tableau 1-1).  
 
Tableau 1-1 Méthodes des objets de l’interface graphique dans la notation Squeak 
Ce processus détecte les clics et doubles clics. Si le processus reçoit deux clics (DN UP DN UP) 
dans un temps donné (doubleClickTime), il émet un événement doubleClick (doubleClick !), sinon 
il émet les simples clics (click !), pour que les autres processus puissent les recevoir. Si les clics et 
doubles clics n'ont pas de timeout, le processus peut appeler le processus click pour interpréter les 
simples clics. Si le délai d'attente se produit, l‟action click est émise. 
Cette notation a pour avantage d‟avoir été définie spécifiquement pour décrire des systèmes 
interactifs et possède donc les constructions nécessaires pour modéliser l‟interaction. Néanmoins, 
cette notation est restée au niveau de la recherche et n‟a jamais été appliquée à des cas réels. 
1.1.1.2 CSP 
CSP [Hoare78] est un algèbre de processus qui a été utilisé dans [Smith99] et [Van Schooten99] 
pour décrire des systèmes interactifs de réalité virtuelle. Dans CSP, le système est vu comme un 
ensemble de processus indépendants et concurrents. L‟ensemble (fini ou dénombrable) des 
événements auquel un processus P peut prendre part est appelé l‟alphabet de P. Les expressions 
associées à un processus sont formées des noms des événements (en minuscule) puis du nom du 
processus (en majuscule) et d‟expressions plus simples correspondant à d‟autres processus 
(combinées en utilisant les opérateurs de CSP). 
Les opérateurs les plus courants sont : 
 STOP : C‟est l‟opérateur le plus simple de CSP. Il indique que le processus refuse de 
prendre part à un ensemble d‟événements notés A. Cela s‟écrit : STOPA, 
 Prefix : Soit un processus P et une action a (appartenant à l‟alphabet de P), le constructeur 
Prefix permet de définir un processus qui va d‟abord exécuter a, puis réagir comme P. 
C‟est noté a --> P, 
 Parallel : Deux processus P et Q peuvent être mis en parallèle pour produire un nouveau 
processus, noté R = P||Q, 
 Choice : L‟opérateur de choix, noté , permet de représenter un choix entre les 
comportements offerts par deux processus différents. Ce choix sera fait par 
l‟environnement, 
 Labelling : Permet de renommer un processus. Cela est particulièrement utile quand on 
travaille avec de multiples copies d‟un même processus. Par exemple, si un processus P a 
un alphabet {a, b, c, …} et que s est un label, le processus (s : P) a le même 
comportement que P, mais son alphabet devient : {s.a, s.b, s.c, …}.  
DoubleClick = 
DN? . 
wait[clickTime] UP? . 
wait[doubleClickTime] DN? . 
wait[clickTime] UP? . doubleClick! . 
DoubleClick 
|| click! . down! . UP? . up! . DoubleClick 
|| click! . DoubleClick 
|| down! . UP? . up! . DoubleClick 
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Il existe des éditeurs pour CSP qui permettent de simuler le fonctionnement d‟une spécification, de 
vérifier automatiquement un certain nombre de propriétés ce qui permet une analyse plus formelle 
et plus systématique à moindre coût. Un autre avantage est que CSP possède un mécanisme qui 
permet de tracer les actions de l‟utilisateur et les réponses du système. Cela permet d‟identifier les 
éventuels conflits qui pourraient survenir. Par contre, CSP ne permet pas de représenter 
efficacement le temps quantitatif. 
1.1.1.3 LOTOS 
LOTOS [ISO88] est une notation qui combine les approches d‟algèbre de processus et d‟algèbre 
de données. LOTOS a été utilisé pour décrire les systèmes interactifs comme MATIS (Multimodal 
Air Traffic Information System) dans [Coutaz93] et [Paterno93]. 
Une spécification est constituée d‟un ensemble de processus qui communiquent entre eux grâce à 
des portes. Chaque processus peut exécuter un ensemble d‟actions observables ou d‟actions 
cachées. Une action cachée est une action interne au processus, qui n‟a pas d‟impact au niveau des 
portes. Par contre, lorsqu‟il effectue une action observable, un processus attend ou offre un 
ensemble de valeurs à une porte. Une interaction entre deux processus a donc lieu quand deux 
processus ou plus sont prêts à accomplir la même action observable. Cela implique un échange de 
données et est considéré comme une action atomique.  
LOTOS propose un ensemble d‟opérateurs permettant de combiner les processus entre eux. Il 
s‟agit des opérateurs de : 
 Séquence : P >> Q,  
 Désactivation : P [> Q, 
 Synchronisation : A||B, 
 Choix : B1 [] B2. 
Deux processus peuvent communiquer par : 
 Passage de valeurs : Si un processus A réalise l‟action : a!3; et un processus B l‟action : a 
?x : int; La valeur 3 est passée au processus B par l‟intermédiaire de la variable x, 
 Synchronisation de signaux : le processus A réalise a!x1 et B a!x2. Il faut que x1 = x2 
pour que l‟événement correspondant ait lieu. 
Chaque média est vu comme un processus qui fournit des données sur une porte particulière. 
Les environnements de conception associés à LOTOS offrent de nombreuses fonctionnalités : 
détection automatique de la validité d‟une spécification par rapport à la syntaxe et à la sémantique 
fixe de la notation, simulation interactive du fonctionnement, vérification automatique des 
propriétés (vivacité et sécurité), etc. 
La sémantique de LOTOS est basée sur la notion d‟entrelacement de processus indépendants. 
Cette technique de description formelle ne permet pas de représenter explicitement les états. De 
plus, les durées (temps quantitatif) sont impossibles à représenter. 
1.1.2 Les notations de type XML 
Dans cette catégorie nous trouvons les différents langages basés sur XML. Nous pouvons citer 
UIML [Abrams99], AUIML [Azevedo00], SISL [Ball00], Seescoa [Luyten01], TADEUS XML 
[Muller01], XIML [Puerta02] et UsiXML [Limbourg05]. Une étude comparative des notations 
basées sur XML peut être trouvée dans [Souchon03]. 
Nous présentons ici UsiXML car il tend à devenir un standard (Standardisation W3C en cours). 




UsiXML [Limbourg05] (USer Interface eXtensible Markup Language) est une notation basée sur 
XML qui décrit l'interface utilisateur pour des contextes d'utilisation multiples (différentes 
techniques d'interaction, modalités d'utilisation et plates-formes).  
UsiXML se compose d'un langage de description d'interface utilisateur permettant la spécification 
de l'interface utilisateur indépendamment des caractéristiques physiques et la description à un haut 
niveau d'abstraction des éléments constitutifs de l'interface d'une application: les widgets, les 
contrôles, les conteneurs, les modalités, les techniques d'interaction, ...  
 
Figure 1.1 Principe de UsiXML [Limbourg04] 
UsiXML repose sur le principe de transformation de modèle présenté en Figure 1.1. A partir de 
modèles de tâches et de domaines, sont produits par réification les modèles de l‟interface 
utilisateur abstraite. Ces modèles sont ensuite à leurs tours réifiés pour produire les modèles de 
l‟interface concrète.  Le code de l‟interface est ensuite généré à partir de ces modèles d‟interface 
concrète.   
Il est également possible d‟effectuer du reverse engineering et de l‟abstraction permettant de 
remonter à des modèles de plus haut niveau. De plus, UsiXML permet de réutiliser des éléments 
d'autres interfaces utilisateur afin de recomposer une interface utilisateur dans de nouvelles 
applications.  
1.2 Les notations basées sur les flux 
Dans la catégorie des notations basées sur les flux, nous trouvons GWUIMS [Sibert86] qui 
s‟intéresse principalement à la description des widgets et au rendu, [Tatsukawa91] qui présente un 
exemple d‟interaction bas-niveau mais également Icon [Dragicevic04] et Squidy [Konig10] et 
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Ces différentes notations sont basées sur le concept d‟éléments de transformation d‟information. 
Ces éléments sont liés entre eux par des arcs représentant les flux (continus ou à événements 
discrets) et permettent de filtrer ou fusionner ces flux ou événements et de transmettre le résultat 
produit aux éléments suivants. Nous présentons ici, Icon et Squidy, les deux notations les plus 
récentes et qui sont d‟ailleurs les seules disponibles en téléchargement. 
1.2.1.1 ICON 
ICON (Input Configurator) [Dragicevic04], est une notation liée à une boite à outils qui permet de 
modéliser les entrées d‟applications interactives. Cette notation est capable de décrire des 
interactions basées sur des dispositifs non-standards. Son éditeur visuel permet au développeur de 
créer rapidement des configurations pour des entrées appauvries ou enrichies, que les utilisateurs 
avancés peuvent ensuite adapter à leurs besoins. 
 
Figure 1.2 Modélisation en ICON [Dragicevic04] de la sélection d’objet graphique 
ICON s'appuie sur une classification des dispositifs parmi lesquels on trouve : 
 Les dispositifs systèmes (mouse dans l‟exemple) qui représentent en général un dispositif 
d'entrée physique. 
 Les dispositifs utilitaires sont les dispositifs de la bibliothèque d'ICON qui ne sont pas des 
dispositifs systèmes. Ces dispositifs peuvent être des dispositifs de traitement (sum dans 
l‟exemple) qui effectuent essentiellement des transformations de données ou des 
dispositifs à retour graphique (cursor et JComponent dans l‟exemple) qui produisent un 
affichage graphique afin d'émettre des informations vers l'utilisateur. 
Grâce à son aspect visuel et sa simplicité d‟utilisation (ajout de boîte et lien entre les ports de ces 
boîtes), ICON permet de rapidement modéliser différentes interactions ou de modifier des modèles 
d‟interaction existants. Par contre, étant donné qu‟il ne permet pas la représentation des états, 
ICON ne peut être utilisé pour modéliser les aspects statiques du dialogue et de la partie 
applicative d‟un système interactif. 
1.2.1.2 Squidy 
Squidy [Konig10] est une notation dédiée à la  conception d'interfaces post-WIMP. Le framework 
adjoint d'une librairie de techniques d'interaction fournit un environnement graphique de 
conception d'interface. Squidy offre des modalités d'entrée diverses telles que le multi-touch, la 
reconnaissance vocale, le pointeur laser ou le suivi de gestes.  
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L'interface  permet de cacher la complexité de la mise en œuvre technique à l'utilisateur en 
fournissant une notation visuelle basée sur simple programmation de haut-niveau de flux de 
données.  
En outre, Squidy offre une collection de dispositifs prêts à l'emploi, des filtres de traitement du 
signal et des techniques d'interaction. Squidy introduit un concept de zoom sémantique qui permet 
d'accéder dynamiquement à des fonctionnalités avancées à la demande. Ainsi, les développeurs et 
les concepteurs d'interaction sont capables de s'adapter à la complexité de Squidy selon leurs 
besoins actuels et leurs connaissances. 
 
Figure 1.3 Modélisation en Squidy [Konig10] d’une interaction ave un pointeur laser 
Squidy possède les mêmes avantages qu‟ICON à savoir l‟aspect visuel facilitant l‟utilisation de 
l‟outil et la modification de modèles. Mais, étant donné qu‟il ne permet pas non plus la 
représentation des états, il ne permet pas la modélisation de certains aspects du dialogue et de la 
partie applicative d‟un système interactif. 
1.3 Les notations basées sur les états 
Dans cette catégorie, nous trouvons deux types de notations : les notations basées sur les 
automates à états finis et les notations basées sur les états avec une notion de flux. 
1.3.1 Les notations basées sur les automates à états finis 
Parmi les différentes notations basées sur les automates à états finis (ou FSM : Finite state 
machines), nous pouvons citer les réseaux de transitions de [Kieras83], le 3StateModel de 
[Buxton90], les automates à états finis réalisés dans IMBuilder [Bourguet02], les Hierarchical 
States Machine [Blanch06], les SwingStates [Appert06] et HephaisTK [Dumas08]. 
Nous présentons ici les Hierarchical States Machines et HephaisTK. Les autres notations ont soit 
sensiblement les mêmes propriétés (comme les SwingStates par rapport aux HSM), soit n‟ont été 
utilisées que pour modéliser de très petites parties de systèmes interactifs (le 3StateModel 
[Buxton90]) et ne semblent pas pouvoir être adaptées à un éventuel passage à l‟échelle comme 
IMBuilder [Bourguet02]. 
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1.3.1.1 Hierarchical States Machine  
Les machines à états hiérarchiques [Blanch06] ou HSM (Hierarchical state machine) sont une 
notation basée sur les automates à états finis. Tout comme dans le cas des SwingStates [Appert06], 
les automates présentés (comme sur la Figure 1.4) sont en réalité une représentation du code 
JAVA de l‟application.  
 
Figure 1.4 Modélisation d’une interaction bimanuelle en Hierarchical state machine [Blanch06] 
Ce code en JAVA est, en effet, structuré sous la forme d‟automates à états finis comme le montre 
la Figure 1.5 présentant la version textuelle de l‟automate présenté Figure 1.4. 
 
Figure 1.5 Version textuelle du modèle en Hierarchical state machine présenté Figure 1.4 
Les Hierarchical state machines et les SwingStates ont comme avantages la facilité d‟intégration 
dans une application existante et la modélisation de certains aspects d‟un système mais on ne peut 
pas parler d‟une réelle notation. En effet, les Hierarchical state machines et les SwingStates 
correspondent plus à un pattern de structuration de code qu‟à une véritable notation de description 
de systèmes interactifs. 
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Ces patterns permettent néanmoins de pouvoir exprimer certaines notions telles que 
l‟ordonnancement entre les états, ce qui permet de représenter le temps qualitatif. 
1.3.1.2 HephaisTK 
HephaisTK [Dumas08] est un outil lié à une notation permettant le prototypage d‟applications 
multimodales basée sur un système multi-agents appelé JADE. 
Toute source d‟entrée est surveillée par un agent défini, qui se charge de recueillir les données de 
la source, de les convertir en un type générique si nécessaire et de les transmettre au reste de la 
communauté logicielle. Cet agent contient également une description des capacités de la source et 
peut en informer tout autre agent de manière dynamique. Le comportement de ces agents est 
ensuite modélisé à l'aide d'automates. 
 
Figure 1.6 Modélisation du dialogue d’une application à l'aide d'HephaisTK [Dumas08] 
HephaisTK permet grâce au système multi-agents de pouvoir modéliser indépendamment chaque 
périphérique et ensuite de relier les événements de ces périphériques vers un agent de plus haut-
niveau permettant de réaliser des interactions plus complexes. 
Par contre, la notation n‟est pas prévue pour permettre de modéliser les interactions de bas-niveau. 
1.3.2 Les notations basées états avec notion de flux 
Dans cette catégorie, nous trouvons les notations Shadow [Jacob86] et NiMMit [Coninx07], tout 
comme IOG [Carr94] (Interface Object Graph). Ces notations sont basées sur les statecharts 
combinées à des notions de flots de données. 
1.3.2.1 NiMMit 
NiMMit (Notation for MultiModal Interaction techniques) [Coninx07] est une notation graphique 
basée sur le formalisme des statecharts afin de décrire les interactions multimodales dans des 
environnements virtuels. NiMMit est composé des éléments suivants. 
 Les états représentés par des cercles.  
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 Les flèches à partir de ce cercle représentent les événements disponibles à partir de cet 
état. 
 Les chaines de tâches sont une succession linéaire de tâches qui sont effectuées dans 
l‟ordre à la suite d‟un événement. La fin d‟exécution de ces tâches produit une transition-
état plaçant l‟interaction dans un nouvel état à partir duquel de nouveaux événements sont 
disponibles. 
NiMMit autorise la transmission d‟événements entre ces tâches, permettant l‟échange 
d‟information entre les tâches. 
 
Figure 1.7 Modélisation en NiMMit [Coninx07] de la sélection d’un objet dans un environnement virtuel  
L‟utilisation de sondes permet l‟évaluation des techniques d‟interaction. Ces sondes peuvent être 
placées sur les états, sur les chaines de tâches, sur les tâches ou sur les ports en sortie de tâches. 
Les modèles NiMMit peuvent être produits à l‟aide d‟un outil appelé CoGenIVE permettant de 
sauvegarder ces modèles sous forme de fichiers XML et d‟être interprétés par le framework dans 
un environnement virtuel après compilation. De plus, l‟outil CoGenIVE facilite la réutilisation de 
composants et permet d‟intégrer des diagrammes existants sous forme de sous-tâches. 
Les principaux avantages de NiMMit sont la réutilisation hiérarchique des modèles et la gestion 
des sondes pour l‟évaluation.  
1.3.2.2 Shadow 
Shadow [Jacob86] propose une notation dédiée aux interfaces post-WIMP. Cette notation se 
décompose en deux parties : une partie discrète, qui permet de prendre en compte les événements 
émis par les médias d‟interaction et une partie continue qui permet de prendre en compte les flots 
d‟information. 




Figure 1.8 Modélisation en Shadow [Jacob86] du drag and drop  
La Figure 1.8 donne un exemple de modélisation avec Shadow. L‟interaction décrite est un simple 
drag and drop. L‟utilisateur se sert d‟une souris pour sélectionner et déplacer un objet 
d‟interaction. Si le bouton de la souris est enfoncé lorsque le curseur de la souris est au dessus de 
l‟objet, alors l‟objet est sélectionné. L‟objet se déplace alors en même temps que le curseur. 
L‟objet est relâché lorsque le bouton de la souris est relâché.  
La partie statique de ce modèle est décrite avec des ATN. Les arcs sont étiquetés avec des 
événements et on peut y associer des préconditions. Les états portent des noms. Dans l‟exemple de 
la Figure 1.8, on passe de l‟état st à l‟état DRAGGING quand l‟événement MOUSEDN est reçu et 
si la valeur de la variable mouse est dans l‟intervalle défini par handlepos. 
La partie dynamique du modèle est décrite par un diagramme de flot. Les ronds correspondent à 
des variables. Celles-ci peuvent être liées à un média d‟entrée (elles sont alors du type INPUT) et 
connectées à un média de sortie (type OUTPUT) ou à un élément interne à l‟application (type 
SEM, SYNT, CONST ou INT). Des liens (représentés par des rectangles) permettent de lier ces 
variables entre elles. Ils peuvent porter des conditions. Ces conditions peuvent être fonction de 
l‟état (voir partie statique du diagramme). La valeur ALWAYS rend le lien actif, quoi qu‟il arrive.  
Cette notation est associée à un éditeur graphique, qui permet d‟éditer les parties discrètes comme 
les parties continues du modèle. Cet éditeur permet la vérification syntaxique à l‟édition. Cette 
approche permet de prendre en compte aussi bien les médias émettant des événements que ceux 
émettant des flots d‟information.  
1.4 Les notations basées sur les réseaux de Petri 
Dans cette section nous trouvons les notations basées sur les réseaux de Petri telles que 
[Hinckley98] et OSU [Keh91] mais aussi MIML [Latoschik02] ou les réseaux de Petri colorés de 
[Rieder10]. 
1.4.1.1 Réseaux de Petri colorés 
[Rieder10] présente une notation basée sur les réseaux de Petri colorés pour la description 
d'interaction en environnement virtuel (EV). Les couleurs du réseau de Petri sont remplacées par 
des icônes représentant les objets et les actions de l'interaction. Cette transformation permet de 
plus facilement différencier les divers types de données qui sont manipulées dans l'application de 
réalité virtuelle.  
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Les modèles peuvent être simulés permettant à l'utilisateur de tester les différentes techniques 
d'interaction et de vérifier si le modèle fonctionne comme prévu. L'outil peut ensuite générer le 
code à partir du modèle. 
L'utilisation du paradigme orienté objet permet la réutilisation du code et, par conséquent, la 
réduction de temps et d'effort de modélisation. 
Dans l‟exemple présenté en Figure 1.9, nous pouvons voir les différentes icônes représentant les 
objets de l‟interaction tels que le pointeur , la position tridimensionnelle  ou l‟objet 
sélectionné .  
 
Figure 1.9 Modélisation en réseau de Petri coloré [Rieder10] d’une manipulation d’objet  
Ces réseaux de Petri colorés ont deux principaux avantages. L‟aspect visuel des données 
échangées permet de faciliter la lecture et cette notation peut tirer parti du formalisme des réseaux 
de Petri pour pouvoir réaliser différentes analyses sur ces réseaux. 
Par contre, l‟outil lié à cette notation nécessite une compilation et ne permet donc pas de modifier 
les modèles durant l‟exécution, comme par exemple ICON [Dragicevic04] et le formalisme ne 
prévoit pas la possibilité de spécifier certains aspects d‟un système interactif comme son rendu.  
  




Dans cette synthèse, nous avons rassemblé les différentes notations en trois tableaux. Chacun 
présente un aspect spécifique du langage. Ces notations ont tout d‟abord été regroupées en quatre 
catégories: textuelles, basées flux, basées états et basées sur les réseaux de Pétri. 
Nous avons choisi quatre types principaux de caractérisation de ces langages :  
 La couverture de l‟interaction,  
 Le passage à l‟échelle,  
 Le support d‟outils, 
 L‟expressivité. 
Afin de pouvoir comparer la couverture de ces langages, nous nous sommes appuyés sur pattern 
architectural [Bass91] (Figure 1.10). Ce pattern architectural permet d‟apporter des solutions à 
certains des problèmes venant de la complexification de création d‟interfaces. De plus, le pattern 
architectural Arch permet de prendre en compte l‟utilisation de boites à outils qui, la plupart du 
temps, ne sont pas modifiables.  
 
Figure 1.10 Représentation graphique du pattern architectural Arch [Bass91] 
Ces composants sont définis par Bass comme suit : 
 Le composant d‟interaction physique (Boîte à outils) : « Le composant d’interaction 
physique permet de gérer l’interaction au niveau lexical. Il transmet les entrées de 
l’utilisateur sur les objets de l’interaction et gère la visualisation des informations 
transmises par le composant de présentation. » 
 Le composant d‟interaction logique (Présentation) : « Le composant d’interaction logique 
transforme les informations fournies par le composant de présentation physique en objets 
indépendants de l’interface et les transmet au contrôleur de dialogue (et inversement). Il 
correspond au niveau syntaxique de l’interaction.» 
 Le contrôleur de dialogue : « Le contrôleur de dialogue est la clé de voûte du système. Il 
gère l’enchaînement des tâches au niveau du système, assure la transformation des 
formalismes, garantit la consistance entre les différents rendus d’un même objet et fait 
appel, si nécessaire, à l’adaptateur du noyau fonctionnel (et inversement).» 
 L‟adaptateur du noyau fonctionnel : « L’adaptateur du noyau fonctionnel traduit les 
appels du contrôleur de dialogue en instructions compréhensibles par le noyau 
fonctionnel et les retours du noyau fonctionnel dans un langage compréhensible par le 
contrôleur de dialogue.» 
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 Le noyau fonctionnel : « Le noyau fonctionnel contrôle, manipule et exécute les actions 
sur les objets du domaine sans savoir comment ces derniers sont rendus perceptibles à 
l’utilisateur.» 
La Tableau 1-2 positionne les langages par rapport à la couverture de l‟interaction. L‟interaction 
couvre trois parties du modèle ARCH : l‟interaction physique, l‟interaction logique et le contrôleur 
de dialogue. Nous avons donc vérifié si ces langages couvraient ou non chacune de ces parties. Les 
parties fonctionnelles du modèle ARCH ne seront par contre pas abordées dans cette comparaison 
étant donné que la plupart de ces notations modélisent principalement la partie interaction.  
 
  Langage Référence Couverture de l’interaction 





Squeak [Cardelli85] Y Y Y Code Code 
Lotos [ISO88] Y Y Y Code Code 
CSP [Smith99] N Y N Code N 
DMI [Anson82] Y Y N N N 
XISL [Katsurada03] N Y N Code Code 




GWUIMS [Sibert86] N Y Y Code N 
Tatsukawa [Tatsukawa91] Y N N N N 
Marigold [Willans01] Y N N N N 
Wizz’ed [Esteban95] Y Y Y Code N 
ICON [Dragicevic04] Y Y N Code N 




Swingstates [Appert06] N N Y Code N 
Hierarchical [Blanch06] Y Y Y N N 
3-State Model [Buxton90] Y N N N N 
GTN [Kieras83] Y N N N N 
HephaisTK [Dumas08] Y Y N Code Y 
IOG [Carr94] Y N Y N N 
Shadow [Jacob86] Y Y Y Code Y 












[Hincley98] Y Y N N N 
OSU [Keh91] Y N N Code Y 
MIML [Latoschik02] Y Y N Code Y 
Colored PN [Rieder10] Y Y N Code Y 
Tableau 1-2 Références et couverture d’interaction des notations 
La couverture d‟interaction présentée dans le Tableau 1-2 est divisée en six sous-sections :  
 Bas-niveau: Cette colonne représente le fait qu‟il soit possible de décrire une interaction 
de bas-niveau. Cela requiert typiquement qu‟il soit possible de décrire une suite 
d‟événements et qu‟il soit possible de créer à partir de ces événements bas-niveau un 
événement de plus haut niveau. Par exemple, la séquence d‟événements (pressé, relâché, 
pressé, relâché) sera composée en un double clic si le périphérique n‟a pas été déplacé et 
si le temps total de cette séquence n‟a pas dépassé un certain seuil. Dans le modèle à trois 
états de [Buxton90], à partir d‟un état move, l‟événement button down active l‟état 
dragging  qui est ensuite désactivé lors de la réception d‟un événement button up. 
Partie 1 : Etat de l'art 
20 
 
 Multimodalité: Cette colonne représente le fait que la notation permet de décrire une 
interaction à laquelle plusieurs périphériques prennent part. Dans HephaisTK [Dumas08], 
un modèle peut représenter plusieurs entrées pour permettre la multimodalité. 
 Widget : Certains langages ont intégré la possibilité de modéliser des composants 
d‟interaction comme les widgets. Par exemple, la notation IOG (Interaction Object 
Graphs) [Carr94] présente la spécification d‟un curseur horizontal.  
 Rendu: Certaines notations permettent de décrire les éléments graphiques de l‟interaction. 
Dans GWUIMS [Sibert86], il est possible de  spécifier le rendu graphique à l‟aide d‟une 
structure d‟éléments graphiques liés par des arcs. 
 Dialogue : Cette colonne représente le fait que la notation permet de décrire la partie 
dialogue du système interactif. La notation requiert alors de pouvoir décrire à la fois les 
états (dans lequel le système se trouve) et les événements (disponibles à un certain état du 
système). La notation XISL [Katsurada03] permet, par exemple, de modéliser la partie 
dialogue d‟une application interactive de type web dans un format XML. 
Pour ces quatre dernières caractéristiques, trois valeurs sont possibles:  
 Y si la caractéristique est explicitement gérée dans le langage ;  
 N si la caractéristique n‟est pas explicitement gérée dans le langage ;  
 Code si la caractéristique est explicitement gérée dans le langage mais au niveau du code 
et non en tant que construction du langage. 
Le Tableau 1-3 situe les langages par rapport à deux caractéristiques :  
 Le passage à l‟échelle : Cette caractéristique présente le type d‟exemple utilisé pour 
démontrer l‟utilisation du langage. Nous avons établi trois valeurs : 
o L‟exemple jouet lorsqu‟un petit modèle (ou description) est utilisé pour 
présenter le langage [Hincley98]. 
o L‟étude de cas de taille moyenne comme NiMMiT [Coninx07] où la notation est 
utilisée pour modéliser une application de réalité virtuelle. 
o L‟application de taille réelle lorsque la notation est utilisée pour des applications 
hors du cercle académique (industrie, …) comme Usixml [Limbourg05] qui a été 
utilisé pour les sites web des ministères de la région Wallonne (Belgique).  
 Le support d‟outils définit  
o si une capture d‟écran de l‟application est contenue dans l‟article ou est 
disponible sur le site web du projet  (comme Shadow [Jacob86] capture d‟écran 
dans [Shaer05]),  
o si une démo de l‟application est disponible sur le site web comme la démo de 
MIML [Latoschik02] (http://www.techfak.uni-bielefeld.de/ ags/wbski/demos/),  
o si l‟outil est téléchargeable comme Swingstates [Appert06] disponible sur le site 
sourceforge (http://swingstates.sourceforge.net/).  
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  Passage à l’échelle Support d’outils 
Exemple jouet Cas d’étude  Taille réelle Capture écran Démo Téléchargeable 
Squeak Y N N N N N 
Lotos Y Y Y N N N 
CSP Y Y N N N N 
DMI Y Y N Y N N 
XISL Y Y N Y N Y 
Usixml Y Y Y Y Y Y 
GWUIMS Y Y N Y N N 
Tatsukawa Y N N N N N 
Marigold Y Y N Y N N 
Wizz’ed Y Y N Y Y N 
ICON Y Y N Y Y Y 
Squidy Y Y N Y Y Y 
Swingstates Y N N Y Y Y 
Hierarchical Y Y Y Y N Y 
3-State Model Y N N N N N 
GTN N N N N N N 
HephaisTK Y Y N Y Y N 
IOG Y Y N Y Y N 
Shadow Y Y N Y N N 
NiMMiT Y Y N Y Y N 
Hinckley Y N N N N N 
OSU Y N N Y N N 
MIML Y Y N Y N Y 
Colored PN Y Y N Y N N 
Tableau 1-3 Passage à l’échelle et support outil des notations 
Enfin, le Tableau 1-4 résume le pouvoir d‟expression du langage. Six propriétés différentes du 
langage nous permettent de  caractériser ce pouvoir d‟expression. L‟expressivité n‟est pas un but 
en soi mais permet de définir clairement les interfaces qui seront modélisables par ce langage et 
celles qui ne le seront pas. Les trois premières caractéristiques abordent : 
 La description des objets et leurs valeurs dans le langage comme par exemple dans ICON 
[Dragicevic04] qui permet de modéliser l‟envoi et la réception de données à partir d‟un 
port de sortie d‟un device vers le port d‟entrée d‟un second device. 
 La description des états comme dans GTN [Kieras83] qui représente les états par des 
nœuds dans le modèle. 
 La description des événements comme dans Wizz‟ed [Esteban95] où les connexions entre 
briques représentent les flots d‟événements. 
Pour ces caractéristiques, trois valeurs sont possibles:  
 Y si la caractéristique est explicitement gérée dans le langage ;  
 N si la caractéristique n‟est pas explicitement gérée dans le langage ;  
 Code si la caractéristique est explicitement gérée dans le langage mais au niveau du code 
et non en tant que construction du langage. 
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Dynamique Quantitatif Qualitatif 
Squeak Code N Code N Y Y N 
Lotos Code Code Code N Y Y N 
CSP Code Code Code N Y Y N 
DMI Code Code Code N Y N N 
XISL Code N Code N Y Y N 
Usixml Code N Code N Y Y N 
GWUIMS Y N Code N Y Y N 
Tatsukawa Y N Y N Y Y N 
Marigold Y Y Y N Y Y N 
Wizz’ed Y N Y N Y Y N 
ICON Y N Y N Y Y N 
Squidy Y N Y N  Y N 
Swingstates N Code Code N Y N N 
Hierarchical Code Code Code N Y Y N 
3-State Model N Y Y N Y N N 
GTN N Y Y N Y N N 
HephaisTK Code Y Y N Y Y N 
IOG Y Y Y N Y N N 
Shadow Y Y Y N Y Y N 
NiMMiT Y Y Y N Y Y N 
Hinckley N Y Y N Y Y N 
OSU Y Y Y N Y Y N 
MIML Y Y Y N Y Y N 
Colored PN Y Y Y N Y Y N 
Tableau 1-4 Pouvoir d’expression des notations 
Le temps est également une caractéristique  importante pour la description du comportement des 
systèmes interactifs. Deux représentations sont abordées ici: 
 Le temps Quantitatif représente l‟évolution temporelle par rapport à une période de temps 
donnée (exprimée habituellement en millisecondes). Ce type de temps est nécessaire pour 
pouvoir modéliser la taille des fenêtres temporelles nécessaires pour les moteurs de fusion 
dans les interfaces multimodales.  
 Le temps Qualitatif permet de représenter l‟ordre entre plusieurs actions comme la 
précédence, la succession ou la simultanéité. Dans OSU [Keh91] une transition entre 
deux places représente le fait que l‟activité représentée par la seconde place sera active 
seulement lorsque la première sera terminée.  
Enfin, les deux dernières caractéristiques sont: 
 Le comportement concurrent : cette représentation est nécessaire lorsque le système 
interactif comprend des techniques d‟interaction multimodale ou lorsqu‟il peut être utilisé 
par plusieurs utilisateurs. Le comportement concurrent peut être rendu explicite sur des 
notations basées sur les flots comme ICon [Dragicevic04] ou Whizz‟Ed [Esteban95] et 
sur les notations à base de réseaux de Petri (4 dernière lignes de la Tableau 1-4). La 
représentation de comportement concurrent se retrouve aussi dans certains langages 
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formels comme Squeak [Cardelli85] où il est possible de représenter des exécutions 
parallèles de processus. 
 L‟instanciation dynamique d‟objets interactifs est une caractéristique requise pour la 
description d‟interfaces où les objets ne sont pas encore disponibles à la création de 
l‟interface comme les interfaces WIMP où les objets graphiques sont prédéfinis et 
apparaissent lors de la création de la fenêtre. De même, dans les interfaces de contrôle de 
trafic aérien, des nouvelles instances d‟objets avions doivent être créées lors de l‟arrivée 
d‟un nouvel avion dans la zone d‟affichage du contrôleur aérien. La représentation 
explicite de l‟instanciation dynamique requiert que la notation puisse représenter un 
nombre illimité d‟états, étant donné que chaque objet créé mènera le système dans un 
nouvel état. La plupart du temps, cette caractéristique est gérée par du code hors de la 
notation. Les notations à base de réseaux de Petri peuvent représenter explicitement cette 
caractéristique à l‟aide de structures de données ou d‟objets.  
Cette synthèse permet de montrer les avantages et inconvénients des différents types de notations. 
Nous pouvons voir que si les notations à base de flux facilitent la modélisation des aspects 
interaction, l‟absence de représentation des états empêche la modélisation du dialogue et de la 
partie fonctionnelle.  
Etant donné les propriétés requises pour la conception de systèmes critiques, il nous apparait 
nécessaire de faire appel à une notation formelle permettant l‟analyse afin de pouvoir vérifier la 
fiabilité de notre système interactif. Parmi les notations répondant à ce critère, nous retrouvons les 
algèbres de processus et les réseaux de Petri. 
Néanmoins, dans les différentes notations présentées, aucune ne nous satisfait pleinement. Les 
algèbres de processus (tel que CSP) ne permettent pas une représentation précise du temps or 
celle-ci est nécessaire pour permettre la modélisation de l‟interaction multimodale. Les 
formalismes basés sur les réseaux de Petri présentés dans cette étude de l‟existant comme 
[Hinckley98] ou [Rieder10] ne permettent pas la description du rendu ce qui limite la description 
du système interactif. 
Dans la deuxième partie de ce mémoire dédiée à notre approche, nous définirons donc une 
notation formelle permettant de prendre en compte la fiabilité (grâce à l‟analyse formelle des 
modèles réalisés) et l‟utilisabilité (en définissant une notation capable de définir les différents 





2 Les processus de développement 
Dans la section précédente, nous avons présenté différentes notations de description de systèmes 
interactifs. Si leur utilité ne fait aucun doute, ces notations nécessitent d'être utilisées dans une 
démarche de conception servant de support au développement de systèmes interactifs afin d'être 
réellement utilisables. 
Depuis de nombreuses années, le génie logiciel a proposé un ensemble de processus de 
développement. Si les premiers processus de développement sont génériques et peuvent même être 
utilisés pour des projets en marge de l'informatique, d'autres processus se sont attachés à pouvoir 
prendre en compte des aspects particuliers des systèmes. Certains processus provenant des 
recherches en interaction homme-machine se sont davantage intéressés aux aspects mettant en 
avant l'utilisabilité. D'autres, dans le domaine des systèmes critiques, se sont plutôt intéressés à la 
fiabilité des systèmes. 
Dans ce chapitre, nous commençons par présenter les processus de développement génériques tels 
que les processus en cascade [Royce70], en V [McDermid83]  ou RUP [Kruchten00].  
Nous abordons ensuite les processus de développement dédiés aux systèmes interactifs tels que le 
processus en couche [Curtis94] ou le processus itératif cyclique [Rauterberg92]. 
Enfin, nous présentons les processus dédiés aux systèmes critiques tels que les processus issus de 
la norme D0178B [DO92] ou de la norme IEEE 12207 [IEEE96].  
Nous terminons ce chapitre par une synthèse permettant de comparer ces différents processus 
selon différents critères tels que la prise en compte ou non de phases permettant de répondre à la 
fiabilité et à l‟utilisabilité. 
2.1 Les processus de développement génériques 
Les processus de développement ont pour but de guider la conception d‟un système en découpant 
cette conception en différentes phases plus ou moins complexes. Les relations entre ces différentes 
phases permettent de décrire le processus. 
Ces processus ont été adaptés progressivement pour mieux correspondre au cycle de vie du 
logiciel comme la méthode RUP. Ils ont également été adaptés pour mieux prendre en compte les 
demandes du donneur d‟ordre comme on peut le voir dans les méthodes AGILE telles que 
l‟eXtreme Programming. Nous présentons ici les principaux processus de développement afin de 
mieux situer les processus dédiés aux systèmes interactifs et les processus dédiés aux systèmes 
critiques. 
2.1.1 Les processus en Cascade et en V  
2.1.1.1 Processus en Cascade  
Le processus de développement en cascade présenté en Figure 2.1 [Royce70] est une séquence 
d‟activités dont l‟enchaînement ordonné permet à chaque activité de profiter des réflexions et des 
artefacts produits par la précédente. Il est traditionnellement schématisé par des activités 
enchaînées en cascade comme le montre la Figure 2.1. 
Des problèmes techniques ou des réajustements nécessaires dans la définition des besoins peuvent 
émerger relativement tard dans le cadre de ce processus. Cela peut se produire au moment de la 
confrontation des utilisateurs avec l‟application, au cours des tests finaux, voire après le 
déploiement de l‟application. Des retours sont alors proposés vers des phases antérieures dans le 
processus (p.ex. en cas de bug lors de la mise en production, il peut être nécessaire de retourner à 
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la phase de codage). Si un retour en arrière est nécessaire vers une phase de début de cycle, le coût 
de conception peut être élevé. 
 
Figure 2.1 Processus de développement en cascade [Royce70] 
Les versions plus récentes du cycle de vie en cascade font apparaître à chaque étape une activité de 
vérification [McConnell96] : la gestion de projet doit garantir la validité du passage d‟une étape à 
l‟autre. Le cycle de vie en cascade est aujourd‟hui utilisé dans des projets de très grande envergure 
pour lesquels une spécification solide des besoins est nécessaire, rendant peu probable la 
redéfinition de ceux-ci et plus généralement les retours vers des étapes antérieures comme les 
applications critiques. 
2.1.1.2 Processus en V  
Le cycle de développement en V [McDermid83] (Figure 2.2) détaille le processus de 
développement de telle sorte qu‟à chaque étape productrice d‟artefact (l‟analyse des besoins, le 
document de spécifications, l‟architecture et le logiciel proprement dit) corresponde une étape qui 
évalue cet artefact.  
Trois catégories d‟étapes se dégagent: 
 Les étapes dans la phase descendante (le bras gauche du V) qui couvrent toutes les étapes 
de raffinement des besoins jusqu‟à l‟implémentation de l‟application. Les étapes de 
conception sont détaillées en fonction de la granularité des problèmes considérés, des plus 
abstraits aux plus concrets. 
 Le codage de l‟application (la base du V) qui vient à la suite de cette phase de conception. 
 Les étapes dans la phase ascendante, ensuite (le bras droit du V), chacune correspondant à 
un contrôle d‟une étape de la phase descendante. 
A chaque étape de conception correspond une étape de vérification. Certains tests de vérification 
sont réalisables directement lors de l‟étape de conception qui leur correspond. La plupart des tests 
ont lieu après la phase de codage, conformément au sens de lecture du cycle en V. Les tests à 
effectuer dans la phase ascendante sont à spécifier dès l‟étape de phase descendante associée. Par 
exemple, en phase de spécification, les personnes responsables de cette phase créeront un jeu de 
tests permettant de vérifier que l‟application finale sera conforme aux spécifications ayant émergé 
lors de cette phase de conception. Cette vérification aura lieu lors des tests de validation. En cas de 
correction à effectuer, il y a un retour vers le début du cycle, et un réajustement nécessaire des 
Les processus de développement 
27 
 




Figure 2.2 Processus de développement en V [McDermid83] 
La flexibilité et la large renommée du cycle en V font que celui-ci est utilisé dans de nombreuses 
entreprises. La documentation nécessaire pour la mise en correspondance d‟une phase de 
production (ligne descendante) et de la phase de vérification qui lui est associée (ligne ascendante) 
sert à la gestion de projet et à la cohérence de la conception. 
2.1.2 Les processus itératifs 
2.1.2.1 Spirale  
Le cycle de développement en spirale [Boehm86] (Figure 2.3) correspond à plusieurs itérations sur 
quatre étapes dont le contenu évoluera au fil des itérations, mais dont la nature reste la même : 
 La définition des objectifs, des alternatives possibles et des contraintes du projet, 
 L‟évaluation des alternatives en réponse aux besoins et en tenant compte des contraintes : 
cette phase comporte un travail de prototypage, et le prototype sera de plus en plus 
opérationnel au fur et à mesure des itérations, 
 La conception d‟une solution apparaissant comme la meilleure des alternatives étudiées 
dans la phase précédente : cette phase englobe les étapes de conception et de vérification 
déjà observées dans les cycles de développement en cascade et en V (spécification, 
conception préliminaire puis conception détaillée, tests unitaires puis tests d‟intégration et 
déploiement), 
 La planification de la phase suivante et notamment l‟affectation des tâches à réaliser au 
sein de l‟équipe de conception. 




Figure 2.3 Processus de développement en spirale [Boehm86] 
Ce cycle de développement permet ainsi d‟explorer plusieurs alternatives. Il s‟agit en réalité de 
travailler itérativement à la définition des besoins et à la spécification de l‟application. Lorsque la 
réflexion a atteint un degré de raffinement permettant la prise de décision, l‟équipe de conception 
enchaîne avec un cycle de développement en cascade ou en V pour mener à bien les phases 
concernant la conception détaillée puis l‟implémentation proprement dite. Ce cycle de 
développement est long et coûteux à mettre en place, et requiert que les personnes chargées de la 
gestion du projet soient formées à un tel processus et à une gestion des ressources qui s‟adapte à la 
morphologie de ce genre de projet. 
2.1.2.2 Rational Unified Process (RUP) 
Rational Unified Process [Kruchten00] est une méthode de conception basée sur UML, permettant 
d‟assurer la production d‟un produit répondant aux besoins des utilisateurs. UML fournit 
l‟ensemble des modèles permettant la représentation de processus, tant au niveau de l‟application 
qu‟au niveau du travail de conception lui-même.  
RUP est basé sur UP (Unified Process), et est un processus : 
 Itératif et incrémental : le projet est découpé en itérations de courte durée. A la fin de 
chaque itération, une version exécutable de l‟application est fournie. Cette version est 
incrémentée à chaque itération. 
 Centré sur l‟architecture : l‟architecture doit être modélisée. 
La  Figure 2.4 présente une vue d‟ensemble du processus, le processus est décomposé en deux 
dimensions : 
 L‟axe horizontal représente le temps et le déploiement du cycle de vie comprenant le 
lancement, l‟élaboration, la construction et la transition. 
 L‟axe vertical représente les disciplines, les intervenants, les artefacts impliqués dans le 
processus comprenant la modélisation des processus de gestion, les exigences,  la 
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conception et analyse, l‟implémentation, les tests, le déploiement, la gestion de projet, la 
gestion des changements et l‟environnement. 
 
Figure 2.4 Processus de développement RUP [Kruchten00] 
RUP est une méthode «clef en main » proposée par Rational qui fournit la méthode et les outils 
supportant la méthode. Les outils proposent des canevas de projets, un partage des documents 
entre les intervenants et favorisent aussi la réutilisation des modèles. L‟approche est hautement 
itérative. Cependant elle est liée aux outils Rational, et ces outils quasi indispensables ont un coût 
significatif. 
2.1.2.3 L’eXtreme Programming 
L‟eXtreme Programming (XP) [Beck99] est un processus de développement basé sur les méthodes 
AGILE. Les méthodes AGILE officialisées en 2001 par le Manifeste Agile [AGILE01]  visent à la 
satisfaction réelle du client en l‟impliquant dans le processus de développement. Elles prônent  
quatre valeurs fondamentales : 
 L'équipe (« Personnes et interaction plutôt que processus et outils »)  
 L'application (« Logiciel fonctionnel plutôt que documentation complète »)  
 La collaboration (« Collaboration avec le client plutôt que négociation de contrat »)  
 L'acceptation du changement (« Réagir au changement plutôt que suivre un plan »)  
L‟eXtreme Programming (présenté sur la Figure 2.5) définit un ensemble de pratiques destinées à 
organiser le travail d‟une équipe de développement.  
 
Figure 2.5 Processus de développement eXtreme Programming [Beck99] 
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Les scenarios utilisateurs (user stories) sont similaires aux cas d‟utilisation définis par UML et 
remplacent les spécifications des clients. Ils sont écrits en langage naturel par les clients. Ces 
scenarios utilisateurs permettent l‟évaluation (par les concepteurs) de la durée de l‟itération et sont 
ensuite utilisés pour réaliser les tests. 
Une itération démarre par une planification (release planning) de l‟itération. La réunion définit les 
scenarios à implémenter ainsi que les tests à mettre en œuvre. La partie planification est réalisée 
par les concepteurs et les clients. Les clients choisissent les scénarios à intégrer pour la prochaine 
itération, et les concepteurs évaluent la durée de l‟itération. Les solutions de pointe (spike solution) 
se font en explorant plusieurs solutions potentielles et sont envisagées uniquement pour les 
problèmes difficiles à résoudre. Pour chaque scénario un planning est fixé: un scénario doit être 
implémenté entre une et trois semaines, sinon il doit être décomposé. Un test représente un 
comportement spécifique attendu du système. Un scenario utilisateur est validé lorsque tous les 
tests unitaires établis pour ce scenario sont passés. Lorsque les tests sont réalisés avec succès pour 
un scenario, la version courante de l‟application est mise à jour avec ses dernières fonctionnalités 
(small releases).  
L‟eXtreme Programming définit, en plus du processus de conception, des règles et des pratiques à 
associer au processus (planification, codage, conception et tests).  
L‟avantage de cette méthode est sa facilité de mise en œuvre, son faible coût, ainsi que la 
fréquence élevée des itérations et des livraisons de versions. Le temps est principalement investi 
dans les aspects techniques: développement et tests. Cependant la méthode ne couvre pas les 
phases en amont et aval du développement comme la capture des besoins utilisateurs, le support et 
la maintenance.  
2.1.3 Les Processus orientés modèles 
Ces processus sont issus de l‟ingénierie dirigée par les modèles [Schmidt06] (IDM). Ils ont pour 
objectif de modéliser l'application que l'on veut créer de manière indépendante de l'implémentation 
cible (niveau matériel ou logiciel). Ceci afin d'améliorer la productivité de même que l'évolutivité 
(le développement d'un nouveau module, l‟implémentation sur une nouvelle plate-forme). 
 
Figure 2.6 Principe d’ingénierie dirigée par les modèles 
L‟IDM est basée sur trois types de modèles (Figure 2.6). Les modèles indépendants de 
l‟implémentation (PIM - Platform Independent Model) sont associés à des modèles de plate-forme 
(PM - Platform Model) et transformés pour obtenir un modèle d'application spécifique à la plate-
forme (PSM - Platform Specific Model). Des outils de génération automatique de code permettent 
ensuite de créer le programme directement à partir des modèles. Cette approche s‟appuie sur 
plusieurs outils dont UML, qui permet une mise en œuvre aisée d‟IDM en offrant un support 
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connu et XMI  (XML Metadata Interchange) qui propose un formalisme de structuration des 
documents XML. 
En pratique, un certain nombre d'étapes et de transformations sont identifiables dans un processus 
IDM:  
 La modélisation UML : Elle aboutit à un ensemble de modèles de la future application, 
représentés par des diagrammes de classes.  
 L‟intégration : Plusieurs modèles sont utilisés pour la création d'une application.  
 Les transformations intermédiaires : Il s'agit à ce niveau-là de transformer un méta-
modèle (modèle de modèle, qui indique les contraintes que doit respecter l'application) en 
modèle fonctionnel doté de services particuliers. 
 La génération de code : Lorsque le modèle est complet, le code est généré. L'application 
peut alors être déployée.  
Parmi les processus de développement possibles pour mettre en place l‟IDM, figure l‟approche 
incrémentale qui est basée sur les étapes suivantes: 
 Le prototype : Réalisation d'une architecture comportant les fonctionnalités minimales 
(IHM et fonctionnalités clés) selon la méthode linéaire.  
 L‟architecture complète : Intégration des différents principes de fonctionnement : type de 
client (lourd/léger), support de mobilité, etc., selon la méthode linéaire.  On obtient un 
squelette d'application, comportant tous ses éléments, mais sans implémentation.  
 La mise en place des fonctionnalités : Compléter chaque fonctionnalité l'une après l'autre, 
selon la méthode linéaire.  
 La récursivité : Les étapes 2, 3 peuvent être réalisées par suite d'affinements successifs. 
Chaque affinement doit permettre de nouveaux types d'usage (extension des 
fonctionnalités), les versions intermédiaires doivent être exploitables.  
 La validation de la version finale.  
 Les évolutions : Elles peuvent se faire selon le même principe que les affinements 
successifs ayant conduit à la version complète du produit. 
L‟approche incrémentale met en évidence la puissance de l‟IDM. L'évolution permanente du 
logiciel est intégrée dans la méthodologie de développement, ce qui a deux avantages principaux :  
 Lors de la première réalisation d'une application, des versions fonctionnelles 
intermédiaires sont disponibles, ce qui permet d'accélérer la mise en production 
(éventuellement d'une version incomplète), préférable à un retard pur et simple. 
 Lors de l'évolution d'une application, la méthodologie est conservée, et la validation est 
donc facilitée. 
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2.2 Les processus de développement dédiés aux 
systèmes interactifs 
Les processus de développement génériques ne sont pas directement applicables dans le domaine 
des systèmes interactifs. En effet, ils s‟intéressent plus à la qualité du code qu‟à l‟utilisateur final. 
S‟ils ne sont pas pour autant à écarter, il conviendrait pour concevoir un système utilisable 
d‟intégrer certaines phases de prise en compte de l‟utilisabilité qu‟on retrouve dans les processus 
dédiés aux systèmes interactifs présentés dans cette section. 
2.2.1 Le modèle en étoile 
Le modèle présenté par la Figure 2.7 est le modèle en étoile [Hartson89]. Chacune des boîtes aux 
extrémités des branches de l‟étoile représente une phase du processus de développement et est un 
point d‟entrée potentiel de ce processus. Selon le principe général de ce modèle, quelle que soit la 
phase accomplie, on doit passer par une phase d‟évaluation, pour ensuite procéder aux autres 
phases lorsque c‟est nécessaire. Sur le schéma, chaque flèche aller-simple représente un point 
d‟entrée possible dans le processus, et les flèches aller-retour représentent la nécessité d‟une 
évaluation après chaque phase. 
 
Figure 2.7 Modèle en étoile [Hartson89] 
Particulièrement ouvert, ce modèle est très flexible, peut-être un peu trop. En effet, à aucun 
moment ce modèle n‟indique la marche à suivre. Le concepteur n‟est donc pas guidé, alors qu‟il 
est en droit d‟attendre ceci de la part d‟un  processus de développement. 
2.2.2 Le modèle en couches 
La Figure 2.8 présente un modèle en couches issu de [Curtis94]. Le principe général de ce modèle 
est de proposer une séparation en deux parties de chaque phase du développement : une partie 
concernant le développement classique de logiciel (partie de droite) et une partie concernant le 
problème de l‟interaction homme-machine (partie de gauche). 




Figure 2.8 Modèle en couches [Curtis94] 
Un des avantages de ce processus est qu‟il donne, pour chaque phase du développement, ce qui 
faut faire pour la partie fonctionnelle de l‟application (comme le design architectural et les tests 
système) et pour sa partie interactive (comme le design du dialogue et les tests d‟utilisabilité), en 
conservant une séparation claire entre ces deux parties d‟un système interactif. 
Cette approche présente comme inconvénients qu‟aucune mise en relation explicite des deux 
parties n‟est faite et que le modèle est trop séquentiel, perdant les avantages d‟un processus plus 
itératif. 
2.2.3 Le modèle en cercle  
Le modèle en cercle [Collins95] présenté par la Figure 2.9 est un modèle itératif. Il accorde une 
grande importance à l‟analyse des tâches, reconnaissant ainsi l‟importance de cette activité dans 
une conception centrée sur l‟utilisateur. Il en résulte une tentative d‟intégration des facteurs 
humains et du génie logiciel. Mais ce processus reste confus et fournit plus une description de cette 
relation qu‟une façon de la respecter. 
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2.2.4 Le processus itératif-cyclique 
Le processus de développement itératif-cyclique [Rauterberg92] est un processus participatif 
centré utilisateur. Il est composé de quatre quadrants (Figure 2.10) : 
 En haut à gauche, l‟analyse : Les tâches utilisateurs et les exigences sont recueillies. 
 En bas à gauche, la spécification : l‟interface est créée ainsi que la description 
conceptuelle et organisationnelle de l‟interface. 
 En bas à droit, l‟implémentation : l‟application est créée. 
 En haut à droite, les essais et la validation : L‟exactitude technique est testée et la 
validation des exigences utilisateurs est vérifiée. 
 
Figure 2.10 Le processus de développement itératif-cyclique [Rauterberg92] 
Le processus de développement itératif-cyclique ajoute aux traditionnels processus de 
développement :   
 Les exigences de l‟utilisateur final en phase d‟analyse des besoins, 
 L‟utilisation de prototypes dans la phase de spécification, 
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 Une étape de spécification formelle dans la phase de spécification, 
 Les tests d‟utilisabilité en phase de validation. 
Ce processus est néanmoins très complexe à mettre en place et les différents retours proposés ne 
sont pas ou peu décrits.  
2.2.5 User centered system Design 
Le User centered system design (USCD) [Gulliksen03] est un processus dédié à l‟utilisabilité tout 
au long du processus de développement ainsi que tout au long du cycle de vie du système.  
 
Figure 2.11 Usability Design Process [Gulliksen03] 
Il est basé sur les principes clés suivants :  
 L‟orientation utilisateur 
 L‟engagement actif de l‟utilisateur : dès le début du processus et tout au long de celui-ci 
 Le développement itératif et incrémental 
 La représentation simple du développement : compréhensible par les utilisateurs et les 
autres parties prenantes 
 La mise en place de prototypes 
 Les objectifs d‟utilisabilité doivent conduire le développement 
 Les activités de développement explicites et claires 
 Le processus de développement devra être conduit par une équipe pluridisciplinaire 
comprenant notamment des experts en utilisabilité pour toute la durée du processus 
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 Un développement holistique : développement en parallèle des aspects qui influenceront 
la future utilisation 
 Une customisation du processus selon l‟organisation 
Ce processus a pour but de donner un poids égal au design d‟interaction, à l‟analyse et à 
l‟évaluation. Ce processus peut être divisé en trois phases (Figure 2.11) : l‟analyse des besoins, la 
conception du logiciel avec un développement itératif et le déploiement.  
Un élément important de ce processus est le Usability Design Guide qui contient les informations 
provenant de l‟analyse des besoins ainsi que les différents choix de conception durant le processus. 
Dans la phase d‟analyse des besoins, l‟équipe se consacre à la compréhension des objectifs de 
l‟entreprise, des tâches et des besoins des utilisateurs finaux et établit les objectifs du système du 
développement et d‟utilisabilité. Cette partie évolue continuellement durant le processus de 
développement tant que des informations nécessaires peuvent y être ajoutées.  
La deuxième phase contient trois boucles principales : le design conceptuel, le design d‟interaction 
et le design détaillé. Ces boucles sont itératives comprenant le design, l‟évaluation, le redesign, la 
réévaluation etc.., ce design devenant de plus en plus détaillé. 
Enfin la phase de déploiement contient les différentes aides à l‟utilisation du système : manuels, 
aides en ligne, entrainements. Cette phase n‟est pas nécessairement finale. Elle peut simplement 
être la fin d‟un cycle de ce processus itératif. Le déploiement à chaque cycle permet de présenter 
des sous-parties du système et donne l‟opportunité de réaliser des ajustements sur le système ou le 
processus. 
Néanmoins, malgré que ce processus soit fortement orienté vers l‟utilisabilité, il ne traite pas de 
certaines phases de conception. Il doit donc être intégré dans un autre processus plus complet.  
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2.3 Les processus de développement dédiés aux 
systèmes critiques 
Dans les différents domaines critiques tels que l‟avionique, les transports, le nucléaire ou le spatial, 
les donneurs d‟ordre ont veillé à définir différentes normes et standards à leurs clients et à leurs 
équipes internes. Fort logiquement, la conception de systèmes ne déroge pas à cette règle, et 
diverses normes et standards ont été établis afin de prendre en compte les processus de 
développement de systèmes critiques (de la partie matérielle à la partie logicielle) afin que ceux-ci 
répondent aux exigences entre autres de fiabilité. 
Parmi ces différentes normes, nous avons choisi de présenter les plus utilisées que sont la norme 
DO-178B [DO92] utilisée pour l‟avionique, la norme ESA PSS-05 [ESA94] pour le domaine 
spatial (européen) et la norme IEEE 12207 [IEEE96] utilisée entre autres pour les projets militaires 
(Department of Defense aux Etats Unis).  
2.3.1 DO 178 B 
L'industrie de l'avionique exige que les logiciels critiques pour la sécurité soient évalués par des 
lignes directrices strictes issues d‟une autorité de certification (comme l'European Aviation Safety 
Agency (EASA)) avant de pouvoir être utilisés sur n'importe quel avion de ligne. ARP-4754 et 
DO-178B sont des lignes directrices utilisées à la fois par les sociétés développant des 
équipements embarqués et par les autorités de certification.  
DO-178B/ED-12B [DO92]  a été publiée en 1992 par le RTCA (Radio Technical Commission for 
Aeronautics) et EUROCAE (une organisation à but non lucratif qui gère les problèmes techniques 
en aéronautique). Elle a été rédigée par un groupe d'experts provenant des sociétés de fabrication 
d'avions et d'équipement d'avions et par les autorités de certification. Elle fournit des lignes 
directrices pour la production de logiciels, les systèmes embarqués et ses équipements. L'objectif 
est de s'assurer que le logiciel exécute sa fonction avec un niveau de sécurité suffisant, conforme 
aux exigences de navigabilité.  
Ces objectifs précisent:  
  Les objectifs pour les processus du cycle de vie logiciel.  
 La description des activités et des considérations de conception pour la réalisation de ces 
objectifs.  
 La description des éléments de preuve indiquant que les objectifs ont été satisfaits.  
L'approche en DO-178B est basée sur la formulation des objectifs appropriés et sur la vérification 
que ces objectifs ont été atteints. Les moyens d'atteindre un objectif peuvent varier d'une entreprise 
à l'autre et au fil du temps avec l'évolution des méthodes, des techniques et des outils. 
Le processus de développement (présenté en Figure 2.12) issu de la norme DO-178B est composé 
de quatre phases : 
 La phase d‟analyse des exigences (Requirements process) qui produit les exigences 
logicielles de haut-niveau (HLR) 
 La phase de design (Design process) qui produit les exigences logicielles de bas-niveau 
(LLR) ainsi que l‟architecture du logiciel à partir des exigences de haut-niveau(HLR) 
 La phase de codage (Coding process) qui produit le code source et le code de 
l‟application 
 La phase d‟intégration (Integration Process) qui produit le code exécutable et lie le 
logiciel au système intégré. 
 




Figure 2.12 Processus de développement DO-178B [DO92]   
Les exigences logicielles de haut-niveau (HLR) sont produites directement par l'analyse des 
exigences du système et l'architecture du système. Elles comportent des spécifications d'exigences 
fonctionnelles et opérationnelles, des contraintes de mémoire, d‟interfaces matérielles et 
logicielles, des détections de panne et des exigences de sécurité.  
Les HLR sont ensuite développées au cours du processus de conception de logiciels, produisant 
ainsi l'architecture logicielle et les exigences de bas-niveau (LLR). Il s'agit notamment des 
descriptions des entrées / sorties, les données et les flux de contrôle, la limitation des ressources, la 
planification et les mécanismes de communication, ainsi que les composants logiciels.  
 Grâce au processus de codage, les exigences bas-niveau sont mises en œuvre sous forme de code 
source. Le code source est compilé et lié par le processus d'intégration en un code exécutable lié à 
l'environnement cible. À toutes les étapes, la traçabilité est requise: entre les exigences du système 
et HLR, HLR et LLR, entre LLR et le code, et aussi entre les essais et les exigences. 
2.3.2 ESA PSS-05 
Le processus de développement issu de la norme PSS-05[ESA94] (présenté en Figure 2.13)  est 
utilisé pour les différents projets de l‟ESA (European Space Agency). Ce standard décrit les 
normes de génie logiciel à utiliser pour tous les livrables logiciels conçus pour l'Agence spatiale 
européenne, que ce soit en interne ou réalisés par des sociétés tierces. 
 




Figure 2.13 Processus de développement de ESA PSS-05 [ESA94] 
Ce processus est composé de six phases : 
 La définition des exigences utilisateurs (UR) : La phase UR est la «phase de définition du 
problème» du logiciel. Le champ d'application du système et les besoins des utilisateurs 
doivent être  précisés. Cela peut être réalisé via des interviews ou enquêtes, ou par la 
création de prototypes. Les besoins spécifiques des utilisateurs doivent être identifiés et 
consignés dans le document des besoins des utilisateurs (URD).  
 La définition des exigences logicielles (SR) : La phase de SR est la phase d'«analyse» du 
logiciel. Une partie essentielle de l'activité d'analyse est la construction d'un «modèle» 
décrivant ce que le logiciel doit faire, et non pas «comment» le faire. La construction de 
prototypes permet de clarifier les exigences logicielles. Le livrable principal de cette 
phase est le document sur les exigences du logiciel (SRD).  
 La conception de l‟architecture (AD) : Le but de la phase d‟AD est de définir la structure 
du logiciel. Le modèle construit dans la phase de SR est le point de départ. Ce modèle est 
transformé dans la conception architecturale en affectant des fonctions aux composants 
logiciels et en définissant le contrôle et les flux de données entre eux. Cette phase peut 
comporter plusieurs itérations de conception. Les parties complexes ou critiques doivent 
être identifiées dans cette conception.  
 La conception détaillée et la production (DD) : Le but de la phase de DD est de détailler 
la conception du logiciel, le coder, le documenter et de le tester. Le document de 
conception détaillée (DDD) et le Software User Manual (SUM) sont produits en même 
temps que le code et les tests. Initialement, le DDD et SUM contiennent les sections 
correspondant aux plus haut-niveaux du système. Au fur et à mesure de la conception, les 
sous-sections relatives à des niveaux inférieurs sont ajoutées. À la fin de la phase, les 
documents sont complétés et, avec le code, constituent les éléments livrables de cette 
phase. 
 Le transfert (TR) : Le but de cette phase est d'établir que le logiciel réponde aux 
exigences fixées dans l'URD. Cela se fait par l'installation du logiciel et des essais 
d'acceptation. Lorsque le logiciel a été démontré capable de fournir les capacités requises, 
le logiciel peut être accepté provisoirement et la phase d'opérations peut commencer. 
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 La phase d‟opérations et maintenance (OM) : Une fois le logiciel mis en service, il doit 
être soigneusement contrôlé afin de vérifier s‟il satisfait à toutes les exigences définies 
dans l'URD. Lorsque le logiciel a passé tous les tests d'acceptation, il peut être finalement 
validé. L'historique du projet de document (PHD) résume les informations importantes de 
gestion accumulées au cours du projet.  
Après acceptation définitive, le logiciel peut être modifié pour corriger les erreurs détectées lors 
des étapes antérieures ou parce que de nouvelles exigences se posent. 
2.3.3 IEEE 12207 
La norme IEEE 12207 [IEEE96] provient de la norme ISO 12207 [ISO95] qui a été publiée en 
1995 et a été la première norme internationale à fournir un ensemble complet du processus de 
cycle de vie, des activités et des tâches pour le développement logiciel intégré dans un système 
plus vaste. Une coopération entre IEEE et l'Electronic Industries Alliance (EIA) a ensuite permis 
l'adoption de la norme ISO / IEC pour devenir IEEE / EIA 12207-1996. 
IEEE 12207 est devenue depuis quelques années, une norme de référence dans de nombreux 
domaines dont le domaine militaire en remplaçant la norme MIL-STD-498 [MIL94]. 
 
Figure 2.14 Processus de développement issu de la norme IEEE 12207 [IEEE96] 
Dans cette norme, le logiciel et son processus de conception ne doivent pas être considérés 
séparément du système, mais être considérés comme une partie intégrante du système et des 
processus de conception du système.  
Le processus de développement issu de la norme IEEE 12207 est composé de 12 phases 
 L'Analyse des besoins systèmes : Le but de l'analyse des besoins est de transformer les 
exigences définies des parties prenantes en un ensemble d‟exigences techniques systèmes 
qui guideront la conception du système. 
 La Conception de l'architecture système : Le but de la conception architecturale du 
système est d'identifier quelles exigences du système devraient être allouées à quels 
éléments du système. 
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 L'Analyse des besoins logiciels : Le but de cette phase est d'établir les exigences des 
éléments logiciels du système. 
 La Conception de l'architecture logicielle : Cette phase est chargée de fournir une 
conception architecturale logicielle qui met en œuvre et peut vérifier les exigences. 
 La Conception détaillée du logiciel : Le but de cette phase est de fournir la conception 
détaillée du logiciel qui met en œuvre et vérifie les exigences et l'architecture logicielle et 
qui de plus est suffisamment détaillée pour permettre le codage et les tests. 
 Le Codage et les tests logiciels : Cette phase produit des unités de logiciels exécutables 
qui correspondent à la phase de conception précédente. 
 L‟Intégration logicielle : Durant cette phase, sont combinés les différentes unités et 
composants logiciels, produisant des éléments logiciels intégrés, compatibles avec la 
conception du logiciel, qui démontrent que les exigences logicielles fonctionnelles et non 
fonctionnelles sont respectées sur une plate-forme opérationnelle complète ou 
équivalente. 
 Les Tests de qualification logiciels : La phase de tests de qualification est chargée de 
confirmer que le produit logiciel intégré répond aux exigences définies. 
 L'Intégration système : La phase d'intégration système est chargée d'intégrer les éléments 
du système (y compris les éléments logiciels, les éléments hardware, les opérations 
manuelles et d'autres systèmes, le cas échéant) afin de produire un système complet qui 
correspond à la conception du système et aux attentes des clients exprimées dans la phase 
d'analyse des exigences du système. 
 Les Tests de qualification systèmes : Le but de cette phase est de s'assurer que la mise en 
œuvre de chaque exigence système est testée pour la conformité et que le système est prêt 
pour la livraison. 
 L‟Installation du logiciel : Le but de l'installation du logiciel est d'installer le logiciel 
correspondant aux exigences convenues dans l'environnement cible. 
 Le Support et acceptation : Le but de cette phase est d'assister le client et s‟assurer que le 
système correspond à ses exigences.  
2.4 Synthèse 
Dans cette synthèse, nous avons comparé les différents processus de développement selon deux 
aspects spécifique :  
 La prise en compte des aspects interactifs, 
 La prise en compte des aspects critiques. 
Le Tableau 2-1 traite de la prise en compte des aspects critiques des processus de développement. 
Ces aspects sont : 
 L‟architecture : Les processus dédiés aux systèmes critiques ont une phase de conception 
de l‟architecture. De plus, dans certains processus tels que le processus en V, la phase de 
conception de l‟architecture est également définie explicitement tout comme dans le 
processus en couches. Les trois valeurs pour cet aspect sont : 
o Oui si la prise en compte est clairement définie,  
o Possible si la mise en place est facile à mettre en œuvre (en détaillant une phase 
par exemple)  
o Non si le processus ne définit pas ce type de phase. 
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 La modélisation : Une phase de modélisation est définie dans le processus. Pour cet 
aspect, trois valeurs sont possibles : 
o Oui. La phase est définie ou évidente comme pour l‟ingénierie dirigée par les 
modèles. 
o Possible si certaines adaptations de ces processus permettent de prendre en 
compte la modélisation (comme l‟interprétation de la norme DO-178B dans le 
processus de développement SCADE6 qui intègre une phase de modélisation (en 
langage Esterel), 
o Non la phase de modélisation n‟est pas explicitée dans ces processus. 
 L‟analyse formelle : Certains processus permettent de prendre en compte une phase 
d‟analyse formelle. Par exemple, dans le processus itératif cyclique, une phase d‟analyse 
formelle est clairement définie (mais est néanmoins limitée à certains aspects du 
système). Trois valeurs sont possibles. 
o Oui, si la phase est présente dans la description du processus, 
o Possible, si certaines adaptations de ces processus permettent de prendre en 
compte l‟analyse formelle (à nouveau l‟interprétation de la norme DO-178B 
réalisée dans SCADE6 permet l‟analyse formelle des modèles créés.), 
o Non, si la phase d‟analyse formelle n‟est pas prévue dans le processus. 
 Modèle  Référence Prise en compte (aspects critiques) 




En Cascade [Royce70] Possible N N 
En V [McDermid83] Y N N 
En Spirale [Boehm86] Possible N N 
RUP [Kruchten00] N N N 
XP Programming [Beck99] N N N 




En Etoile [Hartson89] N N N 
En Couches [Curtis94] Y N N 
En Cercle [Collins95] N N N 
Itératif cyclique [Rauterberg92] N N Y (en partie) 




DO-178B [DO92] Y Possible Possible 
ESA PSS-05 [ESA94] Y Possible Possible 
IEEE 12207 [IEEE96] Y Possible Possible 
Tableau 2-1 Prise en compte des aspects critiques des processus de développement 
Le Tableau 2-2 traite de la prise en compte des aspects interactifs des processus de développement. 
Ces aspects sont : 
 L‟itération : Le développement est réalisé par cycles successifs jusqu‟à l‟obtention d‟un 
logiciel correspondant aux besoins du client/utilisateur final.  
 L‟évaluation de l‟utilisabilité : Une phase d‟évaluation de l‟utilisabilité est définie dans le 
processus.  
 La partie interaction. Certains processus ont une phase clairement définie de conception 
de l‟interaction. Dans le modèle en couches par exemple, une partie du processus est 
dédiée à la partie interaction. 
 L‟analyse de tâches : Certains processus, comme ceux centrés utilisateur, prennent en 
compte la modélisation des tâches ou ont au moins une phase de définition de scénarios 
comme l‟XP programming. 
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Ces processus sont regroupés en trois catégories correspondant aux sections de ce chapitre: les 
processus classiques, les processus dédiés aux systèmes interactifs et les processus dédiés aux 
systèmes critiques. 









En Cascade N N N N 
En V N N N N 
En Spirale Y N N N 
RUP Y N N N 
XP Programming Y N N Y 




En Etoile Y Y N Y 
En Couches N Y Y Y 
En Cercle Y Y Y Y 
Itératif cyclique Y Y N Y 




DO-178B N N N N 
ESA PSS-05 N N N N 
IEEE 12207 N N N N 
Tableau 2-2 Prise en compte des aspects interactifs des processus de développement 
Ces tableaux permettent de montrer que si globalement les processus dédiés aux systèmes 
interactifs prennent en compte les phases nécessaires pour la conception d‟un système utilisable 
tels que l‟analyse de tâches, l‟évaluation de l‟utilisabilité ou l‟aspect itératif, aucun processus dédié 
aux systèmes critiques ne prend ces aspects en compte. De manière analogue, les systèmes dédiés 
aux systèmes critiques prennent en compte les phases de conception d‟architecture, la modélisation 
et l‟analyse formelle des modèles produits afin d‟augmenter la fiabilité des systèmes mais aucun 
processus dédié aux systèmes interactifs ne s‟intéresse à ces aspects.  
Ce chapitre permet donc de montrer qu‟il n‟existe pas de processus prenant à la fois en compte la 
fiabilité et l‟utilisabilité qui seraient nécessaires pour supporter la conception d‟un système 
interactif critique. Nous proposerons donc dans la partie suivante, une approche composée d‟une 
notation, d‟un processus de développement et d‟un outil de support permettant de prendre en 
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Contenu de la Partie 2 
Suite à l’étude de l’existant dans la première partie de ce mémoire , nous avons pu mettre en 
évidence les manques des notations de description de système existantes rendant impossible pour 
ces notations de prendre en compte à la fois l’utilisabilité et la fiabilité. De la même manière, l’étude 
des processus de développement existants a permis de mettre en évidence les visions opposées des 
processus de développement de systèmes interactifs (qui ne prennent pas en compte la fiabilité) et 
les processus de développement de systèmes critiques (qui ne prennent pas en compte l’utilisabilité). 
Cette deuxième partie décrit notre contribution qui est une approche composée d’une notation et s’un 
processus pour la conception de systèmes interactifs critiques multimodaux. Ce processus étant 
basé sur la notation ICO, nous commençons par aborder cette notation. Nous présentons ensuite le 
processus proprement dit pour finir par l’outil supportant ce processus. Cette partie est divisée en 
quatre chapitres. 
1. Afin de modéliser les systèmes interactifs multimodaux et critiques, nous avons utilisé la 
notation ICO basée sur les réseaux de Petri qui a été développée dans notre équipe. Dans 
le chapitre 3, nous présentons cette notation en commençant par les réseaux de Petri et 
les avantages de ceux-ci pour la modélisation de systèmes. Cette section n’a pas pour but 
d’être une présentation exhaustive des réseaux de Petri mais un survol présentant les 
éléments des réseaux de Petri nécessaires à la compréhension de la suite de ce mémoire. 
Nous abordons ensuite les objets coopératifs ainsi que leurs spécificités telles que les 
notions de services et d’événements. Nous terminons par la notation ICO proprement dite 
en présentant les fonctions d’activation et de rendu destinées à la modélisation de 
systèmes interactifs.  
2. Le chapitre 4 est dédié au processus de développement. Nous commençons par présenter 
la façon dont ce processus s’intègre aux processus existants (tel que le processus de 
Gulliksen) et la différence entre notre processus et les différents processus de 
développement existants. Nous détaillons ensuite les différentes phases de ce processus 
que nous explicitons à l’aide d’un exemple simple. 
3. Le chapitre 5 aborde les adaptations à apporter à notre processus dans le cas d’interaction 
multimodale. Ce chapitre commence par un état de l’art des moteurs de fusion. Ensuite, 
nous décrivons les phases de notre processus impactées par la multimodalité. Enfin, nous 
modélisons les différents types de fusion présentées dans la première section de ce 
chapitre. 
4. Le chapitre 6 traite de l’outil Petshop, des différentes possibilités offertes par ce CASE tool, 





3 Une notation pour l’ingénierie des systèmes 
interactifs 
Comme nous l‟avons vu dans le premier chapitre dédié à l‟étude de l‟existant pour les notations de 
descriptions de systèmes interactifs, il est nécessaire pour notre approche de choisir une notation 
permettant de modéliser de façon correcte et non ambiguë le système interactif et tous ses 
composants tels que le rendu ou l‟interaction. De plus, il est nécessaire de choisir une notation 
formelle afin que les modèles réalisés avec cette notation puissent être analysés et donc pouvoir 
vérifier la fiabilité du système. 
Afin de modéliser les systèmes interactifs multimodaux et critiques, nous avons utilisé la notation 
ICO qui a été développée dans notre équipe. Etant donné que cette notation est basée sur les 
réseaux de Petri, il est possible d‟évaluer un modèle en se basant sur les différentes techniques 
d‟analyse existantes dans la communauté des réseaux de Petri. De plus, il sera possible par son 
aspect exécutable de simuler les modèles produits. 
Dans ce chapitre, nous présentons cette notation en commençant par les réseaux de Petri et les 
avantages de ceux-ci pour la modélisation de systèmes. Cette section n‟a pas pour but d‟être une 
présentation exhaustive des réseaux de Petri mais un survol présentant les éléments des réseaux de 
Petri nécessaires à la compréhension de la suite de ce mémoire. Nous abordons ensuite les objets 
coopératifs ainsi que leurs spécificités telles que les notions de services et d‟événements. Nous 
terminons par la notation ICO proprement dite en présentant les fonctions d‟activation et de rendu 
destinées à la modélisation de systèmes interactifs.  
3.1 Survol des réseaux de Petri 
Les réseaux de Petri [Petri62] (Figure 3.1) sont une technique de description formelle de la 
dynamique des systèmes à événements discrets. Ils s‟attachent en particulier à décrire deux aspects 
de ces systèmes : des événements (ou actions) et des conditions, ainsi que les relations entre 
événements et conditions. 
 
Figure 3.1 Exemple de réseau de Petri (les 4 saisons) 
Michel Diaz dans [Diaz01] page 21 liste comme intérêts aux réseaux de Petri : 
 « Ils ont fourni toutes les premières approches de modélisation, ainsi que leurs 
sémantiques, utilisées pour modéliser et maitriser les comportements des systèmes 
parallèles et distribués, synchronisés  et communicants ; 
 Ils définissent un support graphique aisé pour l’expression et la compréhension des 
mécanismes de base de ces comportements ; 
 Ils constituent, par leur relation avec les machines à états, des représentations faciles à 
comprendre et donc à manipuler, à la fois pour la création des modèles et pour leur 
analyse ; 
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 Ils permettent d’exprimer très simplement les concepts premiers des fonctionnements 
communicants, en incluant les phénomènes d’attente et de synchronisation, en prenant en 
considération leurs caractéristiques et paramètres temporels et stochastiques ; 
 Etant non liés à un langage particulier de réalisation, ils assurent l’indépendance de la 
modélisation et de sa représentation vis-à-vis des implantations ; 
 Ils possèdent, pour les étapes du processus de conception, des méthodes de validation 
basées sur un grand nombre de résultats théoriques et d’outils de support, utilisables 
pour étudier les comportements fonctionnels, temporels et stochastiques. »  
Les approches basées sur les réseaux de Petri présentent un grand nombre d‟avantages. En effet, 
les réseaux de Petri permettent de modéliser explicitement les notions d‟état et de changement 
d‟état. Ils permettent également de prendre en compte un nombre infini d‟états et ils supportent 
l‟entrelacement et la concurrence.  
Nous présentons tout d‟abord les éléments structurels des réseaux de Petri, le fonctionnement et les 
règles animant ces réseaux et les extensions que nous y avons ajoutées. Nous verrons ensuite les 
particularités des réseaux de Petri à objets comme leurs règles de franchissement et la notion de 
substitution. Plus tard, nous présentons des exemples de modélisation à l‟aide des structures de 
contrôles classiques. Enfin, nous abordons quelques notions d‟analyse formelle des réseaux de 
Petri qui nous seront utiles pour prouver des propriétés de notre système.  
3.1.1 Eléments structurels 
Dans cette section nous allons présenter les éléments qui structurent les réseaux de Petri en 
commençant par ses différents constituants (places, transitions et arcs). Nous verrons ensuite le 
marquage qui correspond à la distribution des jetons dans le réseau de Petri.  
3.1.1.1 Places, transitions et arcs 
Les réseaux de Petri sont constitués de trois types d‟éléments :  
 Les places, représentées par des ellipses, permettent de modéliser les variables d‟état du 
système.  
 Les transitions, représentées par un rectangle, correspondent à un opérateur de 
changement d‟état.   
 Les arcs permettent de relier les places et les transitions. Un arc allant d‟une place à une 
transition indique une condition nécessaire au changement d‟état du système. Un arc 
allant d‟une transition à une place précise l‟impact du changement d‟état du système.   
3.1.1.2 Le marquage 
L‟état du réseau de Petri est donné par la distribution des jetons dans les places de ce réseau. Cette 
distribution de jetons dans le réseau est appelée le marquage du réseau. Pour notre exemple, 
Figure 3.1, le marquage du réseau est m = {M(Printemps)=1 ; M(Eté)=0; M(Automne)=0; 
M(Hiver)=0} = [1, 0, 0, 0] où M(p) représente la quantité de jetons contenue dans la place p. 
  




Dans cette section, nous présentons le fonctionnement des réseaux de Petri. Nous commençons par 
les règles de franchissabilité des transitions permettant d‟animer le réseau. Nous verrons ensuite 
d‟autres types d‟arcs : les arcs inhibiteurs et arcs de tests, ainsi que la transition temporisée qui est 
une des façons de prendre en compte l‟aspect temporel. 
3.1.2.1 Franchissabilité et Franchissement  
On appelle place d‟entrée de la transition t toute place p reliée à t par un arc entrant et place de 
sortie toute place p reliée à t par un arc sortant. Pour qu‟une transition t soit franchissable (c‟est-à-
dire pour qu‟un opérateur de changement d‟état soit disponible), il faut qu‟il y ait au moins un 
jeton dans toutes les places d‟entrée de t. La transition t peut alors être franchie (c‟est-à-dire que 
l‟opérateur de changement d‟état peut s‟exécuter). Le franchissement ou tir d‟une transition dans 
un réseau de Petri est une opération locale, qui ne met en jeu que les jetons contenus dans les 
places d‟entrée et de sortie de la transition franchie.  
 
Figure 3.2 Exemple de réseau de Petri avant franchissement 
La Figure 3.2 donne un exemple de réseau de Petri. Au départ, la place p1 contient un jeton et la 
place p2 n‟en contient pas. D‟après la définition ci-dessus, la transition t1 est franchissable s‟il y a 
au moins un jeton dans chacune des places d‟entrée. Dans l‟exemple de la Figure 3.2, la transition 
t1 est donc franchissable (la place d‟entrée p1 contient un jeton).  
 
 
Figure 3.3 Etat du réseau de Petri suite au franchissement de t1 
Si la transition t1 est franchie, un jeton est retiré de la place d‟entrée p1 et un jeton est déposé dans 
la place de sortie p2 (Figure 3.3). 
3.1.2.2 Arc inhibiteur  
L‟arc inhibiteur [Christensen93] (entre la place p1 et la transition t1 dans la Figure 3.4) indique 
que la transition t1 ne peut être franchie que si la place p1 ne contient pas de jeton.  
 
Figure 3.4 Exemple de réseau de Petri avec arc inhibiteur avant franchissement 
A la suite du franchissement de la transition t1 (Figure 3.5), un jeton est déposé dans la place p2. 
Etant donné qu‟il n‟y a toujours pas de jeton dans la place p1, la transition t1 reste franchissable. 
 
Figure 3.5 Etat du réseau de Petri avec arc inhibiteur suite au franchissement de t1 
3.1.2.3 Arc de test  
L‟arc de test [Christensen93] (entre la place p1 et la transition t1 dans la Figure 3.6), par contre, 
indique que la transition t1 n‟est franchissable que si la place p1 contient au moins un jeton.  
 
Figure 3.6 Exemple de réseau de Petri avec arc de test avant franchissement 
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De plus, comme nous pouvons le voir dans la Figure 3.7, le franchissement de la transition t1 ne 
consomme pas de jeton dans la place p1, par contre un jeton est déposé dans la place p2. La 
ressource dans la place p1 est donc testée mais reste dans la place. 
 
Figure 3.7 Etat du réseau de Petri avec arc de test suite au franchissement de t1 
3.1.2.4 Transition temporisée 
Le formalisme des réseaux de Petri permet de modéliser le temps de manière quantitative. Cette 
modélisation du temps est rendue possible par un type de transition spécifique que l‟on appelle la 
transition temporisée.  
 
Figure 3.8 Exemple de réseau de Petri avec transition temporisée 
Ces transitions temporisées sont franchies après un délai exprimé en millisecondes que l‟on peut 
lire dans la transition entre crochets (500 dans la Figure 3.8). Après ce délai, la transition t1 est 
franchie, le jeton de la place p1 est enlevé et un jeton est déposé dans la place p2. 
3.1.3 Les réseaux de Petri à objets 
Il existe différents types de réseaux de Petri qui présentent chacun leurs spécificités. Nous pouvons 
citer, entre autres, les réseaux colorés [Jensen96], les réseaux stochastiques [Ajmone95]  et les 
réseaux à objets  [Valk98].  
Nous nous intéresserons plus particulièrement aux réseaux de Petri à objets ou OPN (Object 
Petri Nets). Ce type de réseau repose sur l‟introduction des caractéristiques suivantes : 
 les jetons circulant dans un OPN sont des références à d‟autres objets, 
 les arcs sont étiquetés par des noms de variables permettant de décrire le flot des objets 
(les jetons ne sont plus détruits en entrée d‟une transition et créés en sortie de la transition 
mais transmis lors du franchissement de la transition), 
 les transitions peuvent contenir des actions qui seront exécutées lors du franchissement de 
ces transitions, 
 le marquage représente les objets contenus dans la place, 
 la franchissabilité d‟une transition est conditionnée non seulement par la présence de 
jetons dans ses places d‟entrée, mais aussi par une précondition portant sur la valeur de 
ces jetons.  
 
Figure 3.9 Exemple de réseau de Petri à Objets (OPN) 
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La Figure 3.9 présente un exemple de réseau de Pétri à objets. Les jetons circulant dans le réseau 
sont des couples (a,b) constitués d‟un objet a ayant une méthode print(int) et d‟un entier b.  
La transition t1 possède: 
 une précondition b < 10, portant sur l‟entier contenu par le jeton (ici, b vaut 0, la 
transition t1 est donc franchissable), 
 une action a.print(b) qui exécute la méthode print sur l‟objet a avec comme paramètre 
l‟entier b. 
La transition t2 ne possède pas de précondition, mais possède une action c = b +1. 
Supposons, par exemple, que dans l‟état initial, le jeton de la place p1 contient un objet x du bon 
type et de l‟entier 0. Lors du franchissement de la transition t1, l‟action print(0); est effectuée sur 
l‟objet x et le jeton est transmis à la place p2.  
Dès lors qu‟un jeton se trouve dans la place p2, la transition t2 est franchissable. Lors du 
franchissement de la transition t2, le jeton de la place p2 (ici, <x, 0>) est transmis dans la place p1 
avec les valeurs relatives à l‟action de la transition (ici <x, 1>). La transition t1 est de nouveau 
franchissable, tant que la valeur de b est inférieure à 10 (c‟est-à-dire jusqu‟à ce que la transition t2 
ait été franchie dix fois). 
Les substitutions 
Les réseaux de Petri à objets définissent la notion de substitutions comme l‟ensemble des couples 
(nom de variable de l‟arc, valeur correspondante du jeton) permettant le franchissement d‟une 
transition.  
Dans l‟exemple de la Figure 3.9, si la place p1 contient deux jetons <x,0> et <x,11>, la 
substitution pour laquelle t1 est franchissable est {{a => x}, {b => 0}}. En effet, la condition b<10 
empêche le franchissement de la transition t1 avec le jeton <x,11>. 
L’unification 
Un cas particulier aux règles de franchissement pour les réseaux de Petri à objets est l‟unification 
(présentée en Figure 3.10). Lorsque les arcs d‟entrée d‟une transition sont étiquetés avec un nom 
de variable commun, la transition n‟est franchissable que si les places d‟origine de ces arcs 
contiennent chacune un jeton ayant pour cette variable étiquetée une valeur identique et de même 
type.  
 
Figure 3.10 Exemple de réseau de Petri avec unification 
Dans l‟exemple présenté, les places p1 et p2 contiennent des jetons composés du couple (entier, 
chaine de caractères).  
 La place p1 contient les couples (1, « Pomme ») et (2, « Poire »).  
 La place p2 contient les couples (1, « verte ») et (3, « rouge »).  
La variable commune aux deux arcs (de la place p1 à la transition  t1 et de la place p2 à la 
transition t1) est l‟entier a. La transition est franchissable car un jeton de la place p1 
(1, « Pomme ») a une valeur pour la variable a (1) identique à un jeton de la place p2 (1, « verte ») 
pour cette même variable. Les valeurs des variables a, b et c (1, « Pomme », « verte ») sont 
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transmises à la transition et lors du tir de celle-ci, un jeton contenant les variables b et c 
(« Pomme », « verte ») est déposé dans la place p3.  
3.1.4 Modélisation comportementale : 
Dans cette sous-section, nous montrons comment les réseaux de Petri modélisent les concepts 
sous-jacents à la programmation de systèmes à l‟aide de quelques exemples. Cette programmation 
de systèmes s‟effectue par structure de contrôle. Nous allons donc modéliser en réseaux de Petri 
différentes structures de contrôle telles que la séquence, l‟itération, le choix et le parallélisme.  
3.1.4.1 La séquence 
La Figure 3.11 présente la modélisation en réseau de Petri de la séquence. Dans cette situation, le 
tir de la transition t1 dépose un jeton dans la place p2 qui permet le franchissement de la transition  
t2 et ainsi de suite jusqu‟à ce que le jeton soit déposé dans la place p4. La séquence nous permet, 
entre autres, de modéliser le temps qualitatif. En effet, la transition t2 ne pourra être franchie 
qu‟après le franchissement de la transition t1. 
 
Figure 3.11 Exemple de réseau de Petri représentant la séquence 
3.1.4.2 L’itération 
La modélisation en réseau de Petri de l‟itération est présentée en Figure 3.12. Dans cette situation, 
seul le franchissement de la transition t1 est possible tant qu‟il y a un ou des jetons dans la place 
p1. La transition t1 est franchie autant de fois qu‟il y a de jetons dans cette place (Ici 8).  
 
 
Figure 3.12 Exemple de modélisation en réseau de Petri de l’itération  
Lorsque la place p1 est vide (Figure 3.13), l‟arc inhibiteur rend la transition t2 franchissable.  
 
 
Figure 3.13 Etat du réseau de Petri suite à huit franchissements de la transition t1 
Nous avons présenté ici la modélisation de l‟itération avec un arc inhibiteur. Mais cette itération 
pourrait également être modélisée à l‟aide d‟objets. Dans l‟exemple Figure 3.14, la place p1 
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contient un jeton ayant un entier initialisé à 0. La transition t1 avec comme condition (b<10) est 
donc franchissable et l‟action b+1 dans le code de cette transition permet d‟incrémenter la valeur 
de la variable entière dans p1. Lorsque la valeur de cet entier est égale à 10, la transition t1 n‟est 
plus franchissable et la transition t2 le devient. 
 
Figure 3.14 Exemple de modélisation en réseau de Petri de l'itération avec objet 
3.1.4.3 Le choix 
La Figure 3.15 présente la modélisation en réseau de Petri du choix. A l‟initialisation, la place p1 
contient un jeton ayant une variable booléenne. Lors du tir de la transition t1, la valeur de cette 
variable est déposée dans la place Choice. Si cette valeur est true, la transition t3 ayant comme 
précondition (a==true) est franchissable et un jeton est déposé dans la place p4. Si la valeur est 
false, la transition t2 ayant comme précondition (a==false) est franchissable et le jeton est déposé 
dans la place p3.  
Selon qu‟un jeton se trouve dans la place p3 ou dans la place p4, la transition t4 ou la transition t5 
est franchissable. Le franchissement d‟une de cette transition dépose un jeton dans la place p5. 
 
Figure 3.15 Exemple de modélisation en réseau de Petri du choix 
3.1.4.4 Le parallélisme 
Les réseaux de Petri sont souvent utilisés pour modéliser la concurrence et la synchronisation. La 
Figure 3.16 nous montre la modélisation en réseau de Petri du parallélisme. Dans ce réseau, lors du 
franchissement de la transition Fork, un jeton est déposé dans la place p2 et un autre dans la place 
p3. Les transitions t2 et t3 sont alors franchissables. Celles-ci peuvent être franchies dans 
n‟importe quel ordre. Le franchissement de la transition t2 dépose un jeton dans la place p4. Le 
franchissement de la transition t3 dépose un jeton dans la place p5. Lorsque ces deux places p4 et 
p5 ont chacune un jeton, la transition Join est franchissable et le franchissement de cette transition 
dépose un jeton dans la place p6. Cette réduction de parallélisme montre bien l‟attente des deux 
processus avant de pouvoir continuer l‟exécution. 




Figure 3.16 Exemple de modélisation en réseau de Petri du parallélisme 
Contrairement à d‟autres notations, les réseaux de Petri permettent de modéliser la vraie 
concurrence. En effet, dans l‟exemple présenté Figure 3.16, les codes contenus dans les transitions 
t2 et t3 peuvent être exécutés l‟un après l‟autre comme ce serait le cas pour un automate mais 
peuvent également être exécutés en même temps. Le temps d‟exécution n‟est alors pas 
nécessairement la somme des durées d‟exécution des deux transitions mais peut être assimilé au 
temps d‟exécution de la transition ayant la plus longue durée. 
3.1.5 Analyse Formelle 
Dans cette section, nous abordons certaines notions d‟analyse pour les réseaux de Petri. Tout 
comme nous l‟avons annoncé dans l‟introduction de ce chapitre, cette section ne se veut pas une 
présentation exhaustive des réseaux de Petri et des analyses possibles sur ceux-ci, mais un survol 
permettant d‟appréhender certaines notions des réseaux de Petri que nous utilisons dans la suite de 
ce mémoire. 
Parmi les nombreuses techniques d‟analyse telles que les graphes de marquage [Buchholz02], les 
trappes et les siphons [Jiao02] ou les techniques de réduction de réseaux [Berthelot79] [Lee84], 
nous avons choisi de présenter les invariants de places et de transitions.  
Afin de pouvoir déterminer les invariants de places et de transitions, il est toutefois nécessaire de 
commencer par aborder les matrices d‟incidence. Ce calcul des matrices d‟incidence et des 
invariants de places et de transitions est réalisé sur le réseau de Petri des quatre saisons (Figure 
3.17). 
 
Figure 3.17 Exemple de réseau de Petri (les quatre saisons) 
3.1.5.1 Matrices d’incidence 
Cette méthode représente le réseau de Petri par des matrices. La matrice d'incidence avant (Pré) 
définit les ressources nécessaires pour que les transitions soient franchissables. La Figure 3.18 
représente la matrice d'incidence avant (Pré) du réseau de Petri modélisant les quatre saisons 
(Figure 3.17). Les colonnes décrivent les ressources nécessaires à la transition pour qu‟elle soit 
franchie. Dans notre exemple, la transition  t1 (colonne 1) est franchissable si la place printemps 
contient au moins un jeton. Ceci est représenté par la valeur 1 sur la première colonne (t1) de la 
première ligne (Printemps). 




Figure 3.18 Matrice d'incidence avant du réseau de Petri des quatre saisons 
La matrice d'incidence arrière (Post) décrit les ressources produites par les transitions du réseau 
lorsqu'elles sont franchies. La Figure 3.19 décrit la matrice d'incidence arrière du réseau de Petri 
de notre exemple. On peut lire, par exemple, que la transition t1 produit un jeton dans la place Eté 
lorsqu'elle est franchie. Ceci est représenté par la valeur 1 sur la première colonne (t1) de la 
deuxième ligne (Eté). 
 
Figure 3.19 Matrice d'incidence arrière du réseau de Petri des quatre saisons 
La matrice d'incidence du réseau de Petri (C) est la soustraction de la matrice d'incidence avant à 
la matrice d'incidence arrière : C = Post - Pré. La matrice d'incidence présente les ressources 
consommées et les ressources produites par chaque transition lors de leur franchissement respectif. 
La Figure 3.20 est la matrice d'incidence pour le réseau de Petri modélisant les quatre saisons. 
 
Figure 3.20 Matrice d'incidence du réseau de Petri des quatre saisons 
On peut lire sur la matrice d‟incidence C, que chaque franchissement d‟une transition consomme 
une ressource et en produit une. En effet, chaque colonne de cette matrice possède une valeur +1 
équivalent à la production d‟un jeton et une valeur -1 équivalent à la consommation d‟un jeton. 
Pour la transition t1 (première colonne),  la première ligne montre la consommation d‟un jeton de la 
place printemps et la deuxième ligne la production d‟un jeton dans la place Eté.    
Cette matrice d‟incidence va ensuite nous permettre de calculer les invariants de places et de 
transitions. 
3.1.5.2 Invariants 
Les invariants permettent d‟exprimer des propriétés des systèmes modélisés. Du fait de leur 
représentation algébrique, des invariants peuvent être calculés en utilisant les techniques 
développées en algèbre linéaire. 
Soit un réseau de Petri Place/Transition (P, T, Pre, Post), son marquage initial M0 et M un 
marquage quelconque du réseau atteint à partir de M0. 
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Invariant de places 
Soit Z un vecteur de 1.|P| à composantes entières positives ou nulles, Z = [z1,z2,… z|p|]. On dit que 
Z est un p-invariant si Z.C = 0. On a alors la relation Z.M0 = Z.M. 
Exemple : dans le réseau des quatre saisons (Figure 3.1) Zp = [1,1,1,1] est un p-invariant pour 
lequel ZM0 = 1. 
Cet invariant de places implique que si l‟ensemble de places Zp = [Printemps, Eté, Automne, 
Hiver] possède un jeton à l‟état initial, il y aura toujours un et un seul jeton dans cet ensemble de  
places quelle que soit l‟évolution du modèle. Ceci permet, par exemple, de vérifier qu‟une seule 
transition est franchissable à la fois.  
Invariant de transitions 




    
  On dit que Z est un 
t-invariant si C x Z = 0. Les t-invariants définissent des séquences de franchissement qui laissent 
le marquage du réseau invariant. Ainsi, si le marquage courant M rend franchissable les transitions 
de Z autant de fois que leur composante dans Z, alors le franchissement de ces transitions autant de 
fois que leur composante dans Z ramène au marquage M. 





  est un t-invariant. Il 
signifie que le franchissement de la séquence des transitions t1, t2, t3, t4 laisse le marquage du 
réseau invariant.  
Cet invariant de transitions implique que si, à partir du marquage initial, une transition de cet 
ensemble est franchissable, cette transition redeviendra franchissable suite au tir de l‟ensemble des 
autres transitions de cet invariant.  
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3.2 Les Objets Coopératifs 
Le formalisme des Objets Coopératifs est constitué d‟un ensemble de classes d‟objets coopératifs 
(les CO-classes) qui coopèrent au moyen d‟un protocole de type client-serveur.  
Une CO-classe spécifie une classe d‟objets qui se conforme à une interface logicielle (qui décrit 
des services et leurs signatures) et utilise les réseaux de Petri à objets pour décrire le 
comportement des objets. L‟interface logicielle est décrite à l‟aide du langage Java.  
Le réseau de Petri décrivant le comportement d‟un objet sera appelé ObCS (pour Structure de 
Contrôle de l‟Objet, Object Control Structure). Ceci nous donne la définition suivante :  
CO-classe = interface Java + ObCS (décrit par un réseau de Petri de haut-niveau).  
Le formalisme des Objets Coopératifs se distingue par quatre caractéristiques : 
 des objets dans des réseaux de Petri. Comme tout réseau de Petri à objets (OPN), 
l‟ObCS d‟une CO-classe contient des jetons qui font référence à des objets. Cette 
caractéristique permet d‟utiliser les techniques de composition et de décomposition de 
l‟approche à objets afin de construire le modèle d‟un système.  
 des réseaux de Petri dans des objets. Le comportement d‟une classe d‟objets peut être 
représenté par un réseau de Petri à objets, permettant ainsi de décrire précisément des 
comportements pouvant être concurrents. 
 un protocole client-serveur. Le formalisme des Objets Coopératifs définit une 
communication entre objets en termes de réseaux de Petri. Ainsi, un système est modélisé 
comme une collection d‟objets qui interagissent en appelant mutuellement leurs services. 
 la communication par événements. Le formalisme des Objets Coopératifs permet la 
communication par événements entre les objets.  
3.2.1 Notion de services dans les Objets Coopératifs 
L‟interface logicielle associée à chaque CO-classe permet de mettre en avant l‟ensemble des 
services offerts par cette classe. 
 
Tableau 3-1 Interface de l’objet Buffer 
Le Tableau 3-1 présente l‟interface Java du modèle du buffer. Nous pouvons voir dans ce tableau 
que le buffer offre deux services (get() et put(String message)) mais comme toute 
interface Java, elle ne définit pas la manière dont fonctionneront ces services. Cette ambiguïté est 
levée par la CO-Classe qui implémente ces deux fonctions. 
 
Figure 3.21 Triplet (SIP, SOP et SEP) de places générées à partir de l'interface Tableau 3-1 
Pour chacune des fonctions de l‟interface, trois places sont créées. Une place d‟entrée (SIP), une 
place de sortie (SOP) et une place exception (SEP). Lors de l‟exécution, ce triplet (SIP, SOP et 
SEP) fonctionne de la manière suivante : 
public interface Buffer { 
public String get(); 
    public void put(String message); 
} 
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 L‟appel du service consiste à déposer un jeton contenant les paramètres de l‟appel dans la 
place d‟entrée du service (SIP). 
 Rendre le service revient à déposer un jeton contenant le résultat de la requête dans la 
place de sortie du service (SOP). 
 La notification d‟une erreur d‟exécution du service revient à déposer un jeton décrivant 
l‟erreur de la requête dans la place exception (SEP). 
 
Figure 3.22 Modèlisation en CO du Buffer 
La Figure 3.22 présente l‟instanciation des méthodes du buffer dont la signature de l‟interface est 
présentée dans le Tableau 3-1.  
Lorsqu‟un objet appelle le service put, un jeton est déposé dans la place SIP_put avec comme 
paramètre : 
 pour_i : le numéro d‟invocation,  
 pour message : le premier paramètre de la fonction put soit une chaine de caractères 
contenant le message à placer dans le buffer 
La transition put peut alors être franchie et dépose un jeton avec comme paramètre le message 
dans la place Buffer et un jeton dans la place SOP_put signifiant que l‟exécution du service s‟est 
bien terminée. 
Lorsqu‟un objet appelle le service get, un jeton est déposé dans la place SIP_get avec comme 
paramètre pour_i : le numéro d‟invocation. 
Si la place Buffer contient un jeton, la transition get peut être franchie. Elle retire un jeton de la 
place Buffer qui a comme paramètre une chaine de caractères message et le transmet à la place 
SOP_get signifiant que l‟exécution du service s‟est bien terminée. 
La Figure 3.23 présente le modèle d‟un client du buffer présenté dans la Figure 3.22. A l‟initiation 
du modèle, un jeton se trouve dans la place Init et huit jetons ayant comme paramètre un message 
se trouvent dans la place Messages_to_send. Lors du franchissement de la transition create_buffer, 
le modèle du buffer (présenté dans la Figure 3.22) est créé et un jeton est déposé dans la place 
Buffer avec comme paramètre, la référence au modèle instancié du buffer. Lorsqu‟un jeton se 
trouve dans la place Buffer, la transition send_message est alors franchissable.  
 Le franchissement de la transition send_message exécute le code 
buffer.put(message); appelant le service put du buffer avec comme paramètre 
une chaine de caractères message obtenue en retirant un jeton de la place 
Messages_to_send.  
 Le franchissement de la transition receive_message exécute le code message = 
buffer.get(); appelant le service get du buffer. A la suite de ce franchissement, un 
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jeton est déposé dans la place Messages_received avec comme paramètre la chaine de 
caractères message retournée par le service. 
 
Figure 3.23 Modèlisation en CO du client du Buffer 
3.2.2 Notion d’événements dans les Objets Coopératifs 
En plus de la notion de services permettant la communication synchrone et unicast (un à un) entre 
modèles, la notion d‟événements a été intégrée dans les Objets Coopératifs afin de permettre la 
communication asynchrone et multicast (à plusieurs autres modèles).  
Les événements sont échangés par les objets coopératifs à l‟aide de transitions particulières 
appelées transitions synchronisées et de gestionnaires d‟événements. Ces transitions synchronisées 
sont liées à un gestionnaire d‟événement (ou event Handler) correspondant à un événement.  
Pour pouvoir être franchies, ces transitions synchronisées doivent non seulement être 
franchissables comme toute autre transition mais également recevoir l‟événement de l‟event 
handler correspondant qui sert de déclenchement au tir de la transition.  
Pour réaliser cette communication par événements, trois rôles sont nécessaires : l‟Emetteur, le 
Récepteur et l‟Abonnement. 
3.2.2.1 L’Emetteur d’événements 
Un modèle capable d‟émettre un événement implémente une interface permettant l‟abonnement 
par d‟autres modèles. Cet abonnement est réalisé en appelant une méthode addEventListener(nom, 
récepteur) où le premier paramètre représente le nom de l‟événement et le second le nom du 
modèle récepteur. 
L‟interface contient également d‟autres méthodes permettant l‟abonnement aux événements 
relatifs aux changements d‟état du modèle émetteur. Ces événements sont présentés dans le 
Tableau 3-2. 
  




TokenAdded Un jeton entre dans une place. 
TokenRemoved Un jeton sort d’une place. 
MarkingReset Le marquage d’une place est réinitialisé. 
TransitionCompleted Une transition est franchie. 
Enabled Un event handler devient activé. 
Disabled Un event handler devient désactivé. 
Tableau 3-2 Evénements de changement d’état des réseaux de Petri 
La Figure 3.24 présente un modèle émettant deux événements : event1 et event2. L‟émission 
d‟événements est déclenchée par la commande trigger (nom, paramètre) qui envoie l‟événement 
nom ayant comme valeur complémentaire paramètre.  
 
Figure 3.24 Exemple de modèle Emetteur 
Le comportement de ce modèle est le suivant : Au départ, la place p1 contient un jeton ; 
 La transition trigger_event1 est donc franchissable. Un jeton est retiré de la place p1. 
Lors du franchissement de t1, un événement nommé event1 est levé contenant a en 
paramètre. Un jeton est ensuite déposé dans p2. 
 La transition trigger_event2 est alors franchissable. Un jeton est retiré de la place p2. 
Lors du franchissement de trigger_event2, un événement nommé event2 est levé 
contenant a en paramètre. Un jeton est ensuite déposé dans p1. 
3.2.2.2 Le Récepteur d’événements 
 
Figure 3.25 Exemple de modèle Récepteur 
Un modèle récepteur implémente une interface ayant une méthode appelée acceptEvent permettant 
de recevoir les événements auxquels ce modèle est abonné. La Figure 3.25 présente un modèle 
écoutant deux événements event1 et event2.  
Le comportement de ce modèle est le suivant : Au départ, la place p1 contient un jeton. Les 
transitions event1_ et event2_ sont franchissables. Il s‟agit de transitions synchronisées. Ces 
transitions attendent l‟arrivée d‟un événement pour pouvoir être franchies. Si l‟événement event1 
est reçu, alors un jeton contenant le paramètre est déposé dans la place p2. Il en va de même pour 
event2. 
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3.2.2.3 L’Abonnement aux événements  
Chaque instance Récepteur doit être abonnée à l‟Emetteur afin de pouvoir traiter l‟événement. Cet 
abonnement est réalisé par un modèle tiers. La Figure 3.26 représente un exemple de modèle tiers 
responsable de l‟abonnement. 
Le comportement de ce modèle est le suivant : la place Init_Emetteur et la place Init_Receveur 
contiennent chacune un jeton. La transition creationEmetteur va prendre un jeton de la place 
Init_Emetteur, exécuter l‟action emetteur = create Emetteur() qui permettra la création d‟une 
instance de la classe Emetteur. Un jeton contenant la référence de l‟émetteur sera déposé dans la 
place EmetteurCréé. La transition créationReceveur va prendre un jeton de la place Init_Receveur, 
exécuter l‟action receveur = create Recepteur() qui permettra la création d‟une instance de la 
classe Récepteur. Un jeton contenant la référence du récepteur sera déposé dans la place 
ReceveurCréé.  
 
Figure 3.26 Exemple de modèle Abonnement 
Lorsque qu‟un jeton est dans la place EmetteurCréé et un autre dans la place ReceveurCréé, la 
transition abonnement devient franchissable. Lorsque la transition est franchie, un jeton est retiré 
de la place EmetteurCréé et un autre de la place ReceveurCréé.  
L‟action de la transition abonnement est double : 
 la première ligne emetteur.addEventListener("event1", receveur) indique que l‟instance 
receveur va écouter l‟événement event1 émis par l‟instance émetteur de la classe 
Emetteur. 
 la seconde ligne emetteur.addEventListener("event2", receveur) abonne de la même 
manière l‟instance receveur à l‟événement event2.   
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3.3 Les Objets Coopératifs Interactifs  
3.3.1 Définition 
Les objets coopératifs interactifs (ICO) [Palanque92] sont une extension des CO (objets 
coopératifs) permettant de prendre en compte les systèmes interactifs.  
Les ICO permettent de décrire : 
 le comportement du système et le dialogue grâce à un ensemble de CO-Classe que nous 
avons présenté dans la section précédente. 
 l‟apparence graphique du système interactif grâce à la partie présentation composée 
éventuellement des objets d‟interaction pour présenter l‟information à l‟utilisateur.  
Le lien entre l‟aspect comportement du système et l‟aspect graphique se fait grâce à: 
 La fonction de rendu qui maintient la consistance entre l‟état de la CO-Classe et son 
apparence. La fonction de rendu met en relation les places et les transitions de la CO-
Classe du dialogue et l‟ensemble des objets d‟interaction. 
 La fonction d’activation qui indique comment les événements sur les systèmes d‟entrée 
seront reçus par des transitions de la CO-Classe associées aux événements ainsi que le 
lien entre la disponibilité des événements entrées de l‟utilisateur et des transitions de la 
CO-Classe. Cette partie activation permet à la fois d‟animer le modèle suite aux 
événements utilisateurs mais également de modifier le rendu (comme la désactivation 
d‟un bouton) suite à des changements d‟états du modèle ne permettant plus cette action. 
Ces différents éléments sont représentés sur ARCH dans la Figure 3.27 
 
Figure 3.27 Représentation sur ARCH de la présentation, du dialogue et des fonctions d'activation et de rendu 
Dans cette section, nous abordons tout d‟abord la représentation graphique et les fonctions 
d‟activation et de rendu définies dans [Navarre03]. Nous illustrons ensuite ces éléments à l‟aide 
d‟un exemple. Enfin, nous présentons les fonctions d‟activation et de rendu de cet exemple 
spécifiées en ICO. 
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3.3.2 La présentation  
La partie présentation d'un objet spécifie son aspect extérieur. Cette partie présentation est un 
ensemble structuré de widgets organisés en une série de fenêtres. Chaque widget peut être un 
moyen d'interagir avec le système interactif (interaction de l'utilisateur sur le système) et / ou un 
moyen pour afficher les informations de ce système interactif (système d'interaction vers 
l'utilisateur). Même si les méthodes utilisées pour le rendu (description et / ou code) sont hors de la 
portée d'une spécification ICO, il est possible qu'elles soient gérées par un ICO, décrivant la partie 
de présentation comme un ensemble de méthodes de rendu (en vue d'afficher les changements 
d'état et la disponibilité des gestionnaires d'événements) et un ensemble d'événements utilisateur.  
3.3.3 La fonction de rendu 
Dans un réseau de Petri, les places sont les variables d‟état du système (l‟état du système étant 
modélisé par la distribution de jetons dans les différentes places) et les transitions sont les 
opérateurs de changement d‟état. La spécification du rendu peut donc être liée aux places des 
réseaux de Petri. Un changement d‟état ne peut être représenté que par l‟entrée ou la sortie d‟un 
jeton d‟une place.  
Si nous ajoutons la description de l‟état initial, à chaque place d‟un ObCS peuvent être associées 
trois méthodes de rendu pour trois cas bien distincts : 
 à chaque fois qu‟un jeton entre dans la place (par le franchissement d‟une transition), 
 à chaque fois qu‟un jeton est retiré de la place, 
 à chaque fois que l‟on remet cette place dans son état initial. 
3.3.4 La fonction d’activation 
L‟activation des objets de l‟interaction représente en partie l‟espace d‟interaction de l‟utilisateur, 
en permettant de déterminer l‟ensemble des actions utilisateur (ou événements) qui auront un 
impact sur le système interactif. Plus précisément, la fonction d‟activation décrit le lien qui existe 
entre la disponibilité de services utilisateur et la possibilité d‟accomplir une action sur un objet de 
l‟espace d‟interaction. Cet espace d‟interaction est réduit aux états possibles du dialogue et à 
l‟ensemble des événements jugés pertinents pour l‟interaction avec le système modélisé.  
Dans une spécification par ICO, l‟ensemble des interactions possibles peut être déduit du 
marquage courant de l‟ObCS des différentes CO-classes qui modélisent le dialogue du système 
interactif.  
La fonction d‟activation permet: 
 l‟envoi d‟événements vers le réseau de Petri lors d‟actions sur les objets de l‟interface,  
 le lien entre le dialogue et la présentation active les comportements possibles des objets 
graphiques  
3.3.5 Exemple 
Afin d‟illustrer ICO, nous prenons ici l‟exemple d‟une application jouet permettant la présentation 
des quatre éléments de la notation ICO à savoir la CO-Classe du dialogue, la présentation 
graphique, la fonction de rendu et la fonction d‟activation. 
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3.3.5.1 La partie présentation  
Nous commençons par présenter l‟interface graphique. Nous devons donner l‟ensemble des objets 
d‟interaction qui la constituent et des méthodes de rendu qui peuvent être appliquées sur cet 
ensemble. La partie présentation nécessite une partie implémentée permettant la connexion avec 
les deux types de fonctions (activation et rendu). 
 
Figure 3.28 Interface liée au réseau de Petri des quatre Saisons 
L‟interface de cette partie application est illustrée sur la Figure 3.28.  Cette partie présentation 
possède comme objets graphiques un label et quatre boutons. Ces objets graphiques et leurs 
méthodes sont présentés sous la forme d‟un diagramme de classe en Figure 3.29. 
 Le label possède une méthode setText() avec comme paramètre d‟entrée une chaine 
de caractères permettant de modifier le texte du label. 
 Les boutons possèdent une méthode setEnabled() avec comme paramètre un booléen 
permettant d‟activer ou de désactiver le bouton. 
 
Figure 3.29 Diagramme de classe de la partie présentation de l’exemple 
Dans cette application, l‟interface envoie des événements au dialogue lors d‟un clic sur un de ces 
boutons.  
Enfin, cette partie présentation possède des méthodes permettant de modifier le label (appelé ici 
jLabel1) au centre de son interface graphique.  




Tableau 3-3 Méthodes de rendu 
3.3.5.2 La partie dialogue 
Le modèle de dialogue (Figure 3.30) définit le comportement de notre système interactif à l‟aide 
des objets coopératifs. Le comportement du système interactif est à la fois défini par les transitions 
disponibles à un instant donné pour notre application (seule la transition versEte est franchissable 
dans  notre exemple) et par le résultat du franchissement des différentes transitions (le 
franchissement de la transition versEte transfère le jeton de la place Printemps à la place Eté).  
 
Figure 3.30 Modélisation ICO de la partie dialogue de l’exemple  
3.3.5.3 La fonction de rendu 
La fonction de rendu définit les liens entre les couples (place, événement)  et les méthodes de 
rendu de la partie présentation. Ces liens sont présentés dans le tableau suivant : 
Place Evénement Méthode de rendu 
Printemps Réinitialisation renderStateSpring() 
Printemps Jeton_entré renderStateSpring() 
Eté Jeton_entré renderStateSummer() 
Automne Jeton_entré renderStateFall() 
Hiver Jeton_entré renderStateWinter() 
Tableau 3-4 Liens entre les couples Place-événement et la méthode de rendu 
Par exemple, la dernière ligne lie l‟événement Jeton_entré dans la place Hiver à la méthode 
renderStateWinter() sur la partie présentation. Lorsqu‟un jeton est déposé dans la place 
Hiver du modèle de dialogue, la méthode renderStateWinter()est exécutée sur la partie 
présentation. 
    public void renderStateSpring() { 
        jLabel1.setText(‘Printemps’); 
    } 
    public void renderStateSummer() { 
        jLabel1.setText(‘Ete’); 
    } 
    public void renderStateFall() { 
        jLabel1.setText(‘Automne’); 
    } 
    public void renderStateWinter() { 
        jLabel1.setText(‘Hiver’); 
    } 
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3.3.5.4 La fonction d’activation 
Les fonctions d‟activation lient les actions sur les objets de la partie présentation aux 
EventHandler du modèle du dialogue et les EventHandler du modèle du dialogue aux fonctions 
d‟activation de la partie présentation. Ces liens sont présentés sur  le Tableau 3-5. 
La fonction d‟activation se fait dans les deux sens : 





Tableau 3-5 Liens entre les actions sur les objets et les gestionnaires d’événements  
 Lorsqu‟une action est effectuée sur un objet de l‟interface graphique, la fonction 
d‟activation envoie un événement vers le réseau de Petri. Par exemple, lors d‟un clic sur 
le bouton versEte (Action : summerClick), l‟événement versEte est envoyé au modèle de 
dialogue. Les liens entre ces actions et les gestionnaires d‟événements sont présentés dans 
le Tableau 3-5. 





Tableau 3-6 Liens entre les gestionnaires d’événements et les fonctions d’activation 
 Lorsque un gestionnaire d‟événements change d‟état (d‟activé à désactivé ou de désactivé 
à activé), la fonction d‟activation exécute le code d‟activation/désactivation sur l‟objet 
graphique correspondant. Dans notre exemple (Figure 3.28), à la suite du franchissement 
de la transition versEte, l‟EventHandler versEte est désactivé et l‟EventHandler 
versAutomne est activé. La fonction d‟activation exécute alors le code 
(setSummerEnabled()) avec comme variable le booléen false (étant donné que 
l‟event handler versEte passe à désactivé) ce qui a pour résultat de désactiver le bouton 
versEte et exécute aussi le code (setFallEnabled()) avec comme variable le 
booléen true (étant donné que l‟event handler versAutomne passe à activé) ce qui a pour 
résultat d‟activer le bouton versAutomne. Le Tableau 3-6 présente les liens entre les 
gestionnaires d‟événements et les fonctions d‟activation. 
3.3.6 Spécification par ICO 
3.3.6.1 Principe 
L‟implémentation de cet exemple et des fonctions de rendu et d‟activation associées peut être 
réalisée en JAVA. Les actions sur objets de l‟interface graphique sont alors liées au dialogue et les 
événements produits par les changements d‟état du modèle de dialogue sont liés aux méthodes de 
rendu de la présentation. 
 Nous pouvons également réaliser cette implémentation en utilisant le formalisme ICO. Cette 
section présente les différents modèles d‟implémentation du rendu et de l‟activation ainsi que le 
modèle  permettant d‟abonner la présentation et les différents modèles entre eux. 
Les fonctions d‟activation et de rendu présentées dans le Tableau 3-4 (liant les événements sur les 
places aux méthodes de rendu) et le Tableau 3-5 (liant les actions sur les objets et les fonctions 
d‟activation) sont directement modélisées en modèle ICO. 
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Ceci est rendu possible par les événements de changements d‟état des objets coopératifs. Ces 
événements sont rappelés dans le tableau ci-dessous. 
Evenements Définition 
TokenAdded Evénement levé lorsqu’un jeton entre dans une place. 
TokenRemoved Evénement levé lorsqu’un jeton sort d’une place. 
MarkingReset Evénement levé lorsqu’un marquage est réinitialisé pour une place. 
TransitionCompleted Evénement levé lorsqu’une transition est franchie. 
Enabled Evénement levé lorsqu’un event handler devient activé. 
Disabled Evénement levé lorsqu’un event handler devient désactivé. 
Tableau 3-7 Evénements de changement d’état des réseaux de Petri 
Les fonctions de rendu et d‟activation tirent parti de la communication par événements entre 
modèles CO comme présenté dans la section 3.2.1.  
 Le modèle du dialogue (Figure 3.30) joue à la fois le rôle de Récepteur et d‟Emetteur. Il 
envoit les événements aux modèles de rendu et d‟activation et recoit les événements du 
modèle d‟activation.  
 Le modèle de la fonction de rendu joue le rôle de Récepteur. Il reçoit les événements du 
modèle de la spécification et met à jour la partie présentation par appel de méthode. 
 Le modèle de la fonction d‟activation est à la fois Recepteur et Emetteur. Il reçoit les 
événements provenant de la partie présentation (pour mettre à jour la spécification) et de 
la spécification (pour mettre à jour la partie présentation). Il envoie des événements à la 
spécification pour la mettre à jour. La mise à jour de la partie présentation se fait par 
contre par appel de méthode.  
A ces différents modèles, il convient également d‟ajouter un modèle se chargeant de gérer les 
abonnements entre ces modèles. 
Ces différents modèles (rendu, activation et abonnement) sont présentés ci-dessous. 
3.3.6.2 Le rendu par ICO 
La Figure 3.31 présente le modèle qui gère le rendu de l‟interface présentée en Figure 3.28. Ce 
modèle est équivalent à la mécanique représentée par le Tableau 3-4. Ce modèle reçoit des 
événements qui sont liés aux changements d‟état des places du modèle de spécification. 




Figure 3.31 Modélisation ICO de la fonction de rendu  
Lors de l‟ajout d‟un jeton dans la place Hiver du modèle de la spécification, un événement 
Hiver_TokenAdded est reçu par le modèle ci-dessus. La transition synchronisée 
Hiver_TokenAdded est alors franchie et un jeton est déposé dans la place Winter. La 
transition renderWInter est ensuite franchie et le code contenu dans cette transition 
(presentation.renderStateWinter();) est exécuté en prenant la référence de la partie 
présentation (Presentation) de la place Presentation. Cette partie du modèle entourée en 
rouge sur la Figure 3.31 est la modélisation de la dernière ligne du Tableau 3-4. 
Il en est de même pour les autres transitions de ce modèle correspondant aux autres lignes du 
Tableau 3-4.  
3.3.6.3 L’activation par ICO 
La première partie du modèle gère le lien entre l‟activation/désactivation des transitions et 
l‟activation/désactivation des éléments de l‟interface (dans ce cas les boutons). La Figure 3.32 
présente cette première partie.  
Lorsque, la transition versEte devient franchissable dans le modèle de dialogue, l‟événement 
versEte_Enabled est reçu par ce réseau et la transition versEte_Enabled est franchie. Un 
jeton est alors déposé dans la place Summer avec comme paramètre le booléen true. La transition 
setSummer est ensuite franchie et le code contenu dans cette transition est exécuté 
(presentation.setSummer(enabled); Le booléen enabled vaut true conformément à 
la valeur du jeton dans Summer et Presentation est la référence de la présentation graphique 
contenue dans la place Presentation). Le code de cette transition active alors le bouton versEte sur 
la présentation graphique.  




Figure 3.32 Modélisation ICO de la fonction d’activation (1) 
Etant donné que lorsque la transition versEte du modèle de spécification devient franchissable, la 
transition versPrintemps ne l‟est plus, l‟événement versPrintemps_Disabled est également reçu par 
ce modèle, la transition versPrintemps_Disabled est donc franchie et un jeton est déposé dans la 
place Spring avec comme valeur le booléen false. La transition setSpring est franchie et le code 
de cette transition (presentation.setSpring(enabled);) est exécuté ce qui provoque la 
désactivation du bouton versPrintemps. 
La seconde partie du modèle gère l‟échange des événements provenant des actions sur les objets 
de l‟interface graphique vers la spécification de l‟interface. La Figure 3.33 présente cette partie du 
modèle.  
Suite à un clic sur le bouton versEte, l‟événement summerClick est envoyé par l‟interface et est 
reçu par ce modèle. La transition summerClick_ est alors franchie et un jeton est déposé dans la 
place Summer. Ce jeton permet alors le franchissement de la transition raise_versEte qui lève 
l‟événement versEte permettant le franchissement de cette transition dans le modèle de 
spécification. 




Figure 3.33 Modélisation ICO de la fonction d’activation (2) 
3.3.6.4 L’abonnement des modèles ICO de rendu et d’activation 
Le modèle Figure 3.34 présente un exemple d‟initialisation de l‟application avec gestion des 
abonnements pour permettre la mise en œuvre des fonctions d‟activation et de rendu telles que 
décrites ci-avant. Ce modèle est présenté en trois parties séparées par les lignes horizontales sur la 
Figure 3.34. 
 
Figure 3.34 Modélisation ICO de l’abonnement du Rendu et Activation  
La première partie de ce modèle gère la création de la présentation et du modèle de dialogue. Lors 
du franchissement de la transition create_Presentation, la présentation graphique est créée et un 
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jeton est déposé dans la place Presentation avec comme paramètre la référence de la présentation 
graphique. La transition create_Dalogue crée le modèle du dialogue (Figure 3.30), et un jeton est 
déposé dans la place Dialog  avec la référence au modèle créé.  
La seconde partie gère la création des modèles d‟activation et de rendu. Les transitions 
create_Renderer et create_Activation créent les modèles de rendu (Figure 3.31) et d‟activation 
(Figure 3.32 et Figure 3.33) lors de leur franchissement avec comme paramètre la référence de la 
présentation graphique. Un jeton est alors déposé dans chacune des places Renderer et Activation 
avec comme paramètre, la référence au modèle créé.  
Enfin, la dernière partie de ce modèle s‟occupe des abonnements entres les différents modèles et la 
partie présentation. Lorsque les jetons ayant comme paramètres les références aux modèles et à la 
présentation graphique sont chacun dans leurs places respectives (après le tir des quatres 
transitions énoncés ci-dessus), les trois transitions (Link_Renderer-Dialog, Link_Activation-
Dialog, Link_Activation-Frame) peuvent être franchies permettant l‟abonnement entre les modèles 
et entre le modèle d‟activation et la présentation graphique :  
 La transition Link_Renderer-Dialog abonne le modèle de rendu aux changements d‟états 
(_TokenAdded, _TokenRemoved, _Markingreset) des places du modèle de 
dialogue. 
 La transition Link_Activation-Dialog abonne le modèle d‟activation aux chagements 
d‟états des transitions (_Enabled, _Disabled) du modèle de dialogue et abonne le 
modèle de dialogue aux événements (versEte, versAutomne, versHiver, 
versPrintemps) envoyés par le modèle d‟activation. 
 La transition Link_Activation-Frame abonne le modèle d‟activation aux événements 
(springClick, summerClick, fallClick, winterClick). 
3.4 Synthèse 
Dans ce chapitre, nous avons présenté la notation de notre approche : le formalisme ICO. Nous 
avons montré, au fil des sections, les possibilités offertes par notre notation comme par exemple la 
représentation du temps, de la concurrence et du parallélisme. Ce pouvoir d‟expression nous 
permettra de modéliser les différents aspects de notre système interactif afin de d‟en évaluer son 
utilisabilité. Nous avons également présenté les possibilités offertes par les réseaux de Petri en 
termes d‟analyse formelle ce qui nous permettra de prendre en compte la fiabilité lors de la 
modélisation des composants d‟un système interactif que nous présentons dans le chapitre suivant. 
Nous avons commencé par un survol des réseaux de Petri en définissant les différentes notions 
utiles à la compréhension de ce mémoire et les possibilités d‟analyse formelle sur ces réseaux de 
Petri. Nous avons ensuite abordé les réseaux de Petri à objets et les caractéristiques qu‟ils 
apportent aux réseaux de Petri classiques. 
La deuxième section nous a permis de présenter les objets coopératifs permettant la modélisation 
de la communication entre les modèles. La communication synchrone a été abordée par les 
services et appels de méthodes. Ensuite nous avons présenté la communication asynchrone en 
définissant les rôles de Récepteur, d‟Emetteur et d‟Abonnement pour la communication par 
événements. 
Enfin, la troisième section a abordé la notation ICO, extension des objets coopératifs permettant de 
prendre en compte les aspects interactifs. Nous avons présenté les différents éléments d‟un 
système interactif que nous avons situé sur le pattern architectural Arch et ensuite, à l‟aide d‟un 
exemple, exprimé la modélisation en ICO de l‟activation et du rendu.  
Le chapitre suivant présente le processus de développement de systèmes interactifs critiques 





4 Un processus de développement de systèmes 
interactifs critiques 
L‟objectif de ce chapitre est de montrer qu‟en ayant un processus de développement adapté, nous 
pourrons concevoir et développer des systèmes interactifs critiques. Nous allons donc nous 
attacher à la définition d‟un processus de développement permettant de rendre les systèmes 
produits à la fois fiables et utilisables.  
En ce qui concerne les aspects d‟utilisabilité, ce résultat ne peut être obtenu qu‟en plaçant 
l‟utilisateur au cœur du processus de développement. Comme nous l‟avons vu dans le chapitre 2 
de notre état de l‟art relatif aux processus, les processus centrés utilisateur ont pour but d‟accroître 
l‟utilisabilité des logiciels en mettant l‟utilisateur au cœur du processus. En ne mettant pas cet 
utilisateur au cœur du processus, il n‟est pas possible de savoir si le logiciel correspond aux 
besoins et aux activités de l‟utilisateur. Par contre, ces processus centrés utilisateur n‟apportent pas 
de solution à la prise en compte de la fiabilité des systèmes interactifs ce qui est un aspect 
fondamental des systèmes critiques car le coût d‟une erreur est plus important que le coût de 
développement comme nous l‟avons défini dans l‟introduction de ce mémoire. 
De manière opposée, les processus de développement de systèmes critiques permettent de prendre 
en compte la fiabilité au moyen de différentes phases lors du processus de développement telles 
que la modélisation mais ne garantissent pas les aspects de l‟utilisabilité de système. 
Nous voyons que les propriétés de fiabilité et d‟utilisabilité sont traitées dans des types de 
processus différents. Si nous voulons pouvoir faire de la conception de systèmes interactifs dans 
un environnement critique, cela va nécessiter des processus de développement qui prennent en 
compte ces deux propriétés. Une des contributions de ce travail de thèse réside dans la définition 
d‟un processus de développement pour les systèmes interactifs supportant les aspects de fiabilité et 
d‟utilisabilité.  
Nous avons décidé de baser notre processus de développement sur un processus centré utilisateur 
fortement itératif tel que celui de Gulliksen [Gulliksen03] afin de garder ces aspects d‟utilisabilité 
du système produit à l‟aide de l‟itération, de la création de maquettes ou de l‟évaluation de 
l‟utilisabilité.  
Néanmoins, les processus centrés utilisateur ne possèdent pas les phases nécessaires pour la 
conception de systèmes interactifs critiques telles que la modélisation ou l‟analyse formelle. Il 
convient d‟ajouter à notre processus les phases issues des processus de développement de systèmes 
critiques telles que la conception de l‟architecture, la modélisation et l‟analyse formelle des 
modèles produits. Ces ajouts nous permettront de pouvoir prendre en compte les aspects de 
fiabilité dans les systèmes interactifs critiques conçus avec notre processus de développement. 
Dans ce chapitre, nous commençons par une description globale du processus de développement 
ainsi que la manière dont il se distingue des processus existants. Dans la mesure où ce processus 
est une extension de processus existants, nous détaillons les phases de ce processus auxquelles 
nous contribuons, à savoir la conception de l‟application et la conception de l‟interaction en 
explicitant les différentes étapes de cette phase de conception que nous illustrons par un exemple. 
4.1 Description du processus 
4.1.1 Le processus général 
Notre processus de développement (présenté en Figure 4.1) est divisé en trois phases qui sont 
l‟analyse des besoins, la conception de l‟application et la phase de déploiement. 
 La phase d‟analyse des besoins a pour but de déterminer les besoins des utilisateurs du 
système à créer ou à modifier en tenant compte des parties prenantes. Durant cette phase, 
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on identifie les utilisateurs du système, les différents cas d‟utilisation et les besoins en 
termes d‟utilisabilité et de fiabilité. Pour notre processus, nous ajoutons à cette phase 
d‟analyse des besoins, une étape de modélisation des tâches de l‟utilisateur qui nous 
permet de décrire l‟ensemble des tâches des utilisateurs, de vérifier que celles-ci sont 
compatibles avec le système et de s‟assurer que les buts seront atteignables sur le système 
ce qui est un élément fondamental de l‟utilisabilité. 
 La deuxième phase de ce processus est la conception du système, composée de trois 
phases que sont la conception de maquettes, la conception de l‟application et la 
conception de l‟interaction. 
o La conception de maquettes. Durant cette phase, le concepteur réalise différentes 
maquettes et dessins avec l‟utilisateur permettant de prototyper le futur système. 
o La phase de conception de l‟application durant laquelle ont lieu le design de 
l‟application, la conception de son architecture et la modélisation des 
composants de la partie dialogue, de la partie fonctionnelle et des données de 
l‟application. Cette phase se termine par une évaluation de l‟utilisabilité de 
l‟application. 
o La phase de conception de l‟interaction durant laquelle ont lieu le design de 
l‟interaction, la conception de son architecture, la modélisation des composants 
de l‟architecture que sont les différents composants dédiés au rendu (sortie) et à 
la gestion des interactions provenant des entrées. Cette phase se termine 
également par une évaluation de l‟utilisabilité mais orienté sur la technique 
d‟interaction modélisée. 
 Enfin, la troisième phase est la phase de déploiement. Cette phase contient, entre autres, 
la mise à poste de l‟application, la maintenance et la formation des utilisateurs.  
 
Figure 4.1 Processus de développement de systèmes interactifs critiques 
Sur la Figure 4.1 est représenté par des flèches pleines le flux normal entre ces phases : l‟analyse 
des besoins, la conception de maquette, la conception de l‟application et de l‟interaction et enfin le 
déploiement. Les flèches en pointillés représentent les retours éventuels vers une phase en amont 
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(de la conception de maquettes vers l‟analyse des besoins par exemple). Les phases ayant un fond 
blanc sur cette Figure 4.1 (analyse des besoins, conception de maquettes et déploiement) sont les 
phases pour lesquelles nous ne proposons pas de solution dans la suite de ce chapitre étant donné 
que les différents processus présentés dans l‟état de l‟art (Chapitre 2) prennent déjà en compte les 
différents aspects de ces phases nécessaires à la réalisation de systèmes fiables et utilisables et que 
nous avons jugé plus important de nous consacrer aux phases de conception de l‟application et de 
conception de l‟interaction. 
Si, dans la plupart des processus de développement, la conception de la partie interaction est 
souvent ignorée, fortement mise de coté ou consiste simplement dans le fait de mettre en place un 
lien basique avec les périphériques et l‟affichage à l‟aide de bibliothèques dédiées préexistantes, il 
nous est apparu important de prendre en compte de façon spécifique la conception de l‟interaction. 
La séparation de cette phase de conception de l‟interaction de la phase de conception de 
l‟application apporte de nombreux avantages tels que : 
 La possibilité de définir de nouvelles techniques d‟interaction avancées indépendamment 
de la partie application et de la même manière de pouvoir réutiliser des techniques 
d‟interactions précédemment conçues pour être intégrées à d‟autres applications. 
 La possibilité de définir des rôles aux concepteurs. Etant donné que ces deux phases ne 
nécessitent pas les mêmes compétences, il s‟avérera nécessaire que les concepteurs 
chargés de la partie interaction soient plus familiarisés avec les aspects d‟utilisabilité et 
que les concepteurs chargés de la partie application soient eux plus spécialisés dans les 
aspects de fiabilité.  
Exemple 
Nous allons utiliser un exemple pour décrire le contenu de chaque phase, ce qu‟elle prend en 
entrée, ce qu‟elle produit et l‟activité menée dans celle-ci. Pour chacune des phases de notre 
conception de l‟application et de l‟interaction, nous allons tout d‟abord décrire le principe de 
chacune et ensuite son application sur l‟exemple de manière à comprendre comment cette phase 
est mise en œuvre. 
L‟exemple choisi est un gestionnaire de fichier simplifié permettant de créer et supprimer ces 
fichiers d‟une base de données. Les avantages de cette exemple sont pour le lecteur la facilité de 
compréhension des différents mécanismes à mettre en place pour la réalisation d‟une telle 
application, la possibilité d‟avoir différentes techniques d‟interactions pour réaliser les tâches et la 
possibilité de visualiser l‟état courant du système (les icônes existantes sont présentes sur 
l‟interface). 
4.1.2 Aménagement de la phase d’analyse des besoins (ajout des 
modèles de tâches 
4.1.2.1 Principe 
Durant la phase d‟analyse des besoins, il convient de modéliser les tâches que l‟utilisateur pourra 
accomplir sur le système. Cette modélisation des tâches a pour buts de : 
 décrire l‟ensemble des tâches des utilisateurs,  
 vérifier que les tâches sont compatibles avec le système,  
 s‟assurer que les buts seront atteignables sur le système ce qui est un élément 
fondamental de l‟utilisabilité. 
Une tâche peut se voir comme un objectif (ou état souhaité) associé à une ou plusieurs procédures 
(ou plans) dont l‟exécution permet d‟atteindre l‟état visé. Une procédure recouvre un ensemble 
d‟opérations organisées par des relations temporelles et logiques. Une opération peut être 
décomposée à son tour en sous-tâches ou bien être considérée comme primitive. Selon la 
perspective et le niveau d‟affinement adopté, une opération primitive dénote une action physique,  
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une tâche élémentaire, une tâche simple, une tâche unitaire ou encore une tâche de base. Une 
action physique se définit le plus souvent comme une opération indivisible que l‟utilisateur 
applique à un dispositif d‟entrée physique et qui a pour effet immédiat de modifier l‟état du 
dispositif. 
Pour décrire ces tâches, nous utilisons Hamsters [Barboni10] qui est une notation développée dans 
l‟équipe et basée sur des diagrammes pour la description des modèles de tâches. Hamsters possède 
également un environnement d‟édition. 
La représentation globale du modèle de tâches Hamsters est un arbre hiérarchique. La racine de 
l'arbre est une tâche abstraite. Les feuilles sont les tâches d'interactions, systèmes et/ou utilisateurs 
indivisibles (pas de tâches abstraites). Une tâche abstraite se décompose en plusieurs sous-tâches 
de types différents.  
Le Tableau 4-1 liste les différents types de tâches disponibles dans la notation Hamsters. 
Pictogramme Explication 
 
Les tâches abstraites sont des tâches qui généralement n’ont 
pas de type défini, car il s’agit de tâches composées d’autres 
sous-tâches de types différents. Ce type de tâche est 
représenté par une tache de peinture. 
 
Les tâches systèmes sont des tâches effectuées par le système 






Les tâches interactives illustrent l’action de l’utilisateur sur le 
système (input), l’envoi d’information du système vers 
l’utilisateur (output), voir les deux (in/out) en parallèle. Ce 
type de tâches est représenté par un personnage face à un 
écran. Le sens de la flèche entre le personnage et l’écran 





Les tâches utilisateurs correspondent à des actions 
qu’effectue l’utilisateur indépendamment du système. Il peut 
s’agir d’une tâche motrice, d’une tâche cognitive ou d’une 
tâche perceptive. Ce type de tâche est représenté par un 
personnage dont la main (tâche motrice), les oreilles (tâche 
perceptrice) ou la pensée (tâche cognitive) est mise en 
évidence selon le type de tâche. 
 
Tableau 4-1 Types de tâches de Hamsters 
Le Tableau 4-2 liste les opérateurs disponibles dans la notation Hamsters. Les opérateurs 
temporels définissent qualitativement les entrelacements, la séquence, ou le choix entre deux 
tâches. Tout comme pour CTT [Paterno99], les opérateurs sont issus de la notation LOTOS 
[ISO88].  
Symbole Nom Signification 
T1 >> T2 ACTIVATION T2 démarre après la fin de T1  
T1 [> T2 DÉSACTIVATION l'activation de T2 stoppe T1  
T1 ||| T2 CONCURRENCE T1 et T2 peuvent être exécutées dans n'importe  
quel ordre et éventuellement en parallèle 
T1 [] T2 CHOIX T1 ou T2 est exécuté 
T1 |> T2 SUSPENSION/RESUMÉ l'activation de T2 stoppe T1, T1 redémarre lorsque T2 est terminée 
T1 |=| T2 INDÉPENDENCE de l’ORDRE T1 et T2 peuvent être exécutées dans n'importe quel ordre 
Tableau 4-2 Opérateurs de Hamster 
De plus, Hamsters offre deux types de relations entre les tâches : le premier décrit comment les 
tâches sont reliées entre elles et le second représente le flux d‟information entre les tâches.  
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4.1.2.2 Application du principe à l’exemple  
Durant la phase d‟analyse des besoins, les parties prenantes ont définis les propriétés que le 
système devra respecter :  
 l‟interface doit correspondre à l‟état courant de la base de données. Il est donc nécessaire 
que les modifications sur l‟interface graphique soient répercutées sur la base de données 
mais aussi que les modifications de la base de données soient répercutées sur l‟interface 
graphique. Nous veillerons donc à respecter cette exigence lors de la conception de notre 
système. 
 L‟application doit nécessairement avoir un niveau de performance suffisant. Ainsi, par 
exemple, l‟effacement d‟un fichier ne pourra pas prendre plus de 3 secondes avec la 
technique d‟interaction choisie. 
De  plus, durant cette phase d‟analyse des besoins, un modèle de tâche de l‟application a été 
produit.  
 
Figure 4.2 Modèle de tâche de l’application exemple 
Le modèle de tâches (en Figure 4.2) présente les deux tâches possibles de notre application : la 
création (Create Icons) et la suppression d‟icônes (Clear Icons). La création d‟icônes est réalisée 
par la séquence de  sélection de la position (Select Position) puis par la tâche abstraite d‟ajout (Add 
Icon). La suppression d‟icône est réalisée par la séquence de tâches abstraites de sélection (Select 
Icon) puis de suppression (Delete Icon). 
A la suite de cette phase d‟analyse des besoins, a eu lieu la phase de conception de maquettes qui a 
permis de définir l‟aspect de notre application. La maquette choisie est ensuite utilisée en entrée de 
la phase suivante (le design de l‟application). 
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4.1.3 La conception de l’application et la conception de l’interaction 
Nous nous intéressons dans la suite de ce chapitre aux phases de conception de l‟application et de 
conception de l‟interaction (Figure 4.3). Ces deux phases sont itérées tout au long de la réalisation 
du système, du premier prototype au système final. 
 
Figure 4.3 Détail des phases de conception d’application et d’interaction du processus de développement 
Durant la phase de conception de l’application, est réalisée l‟application liée à des boîtes à outils 
chargées de l‟interaction telles que swing de java par exemple. Cette phase est composée des sous-
phases suivantes :  
 Le design de l‟application,  
 La conception de l‟architecture de l‟application à l‟aide du pattern architectural Arch, 
 La modélisation des composants de l‟architecture (comprenant la création, la 
modification, la simulation et l‟analyse formelle des modèles) à l‟aide d‟une notation 
formelle (ici ICO), 
 L‟évaluation de l‟utilisabilité, 
 La décision. 
Lorsque les propriétés d‟utilisabilité et de fiabilité sont obtenues au niveau de l‟application pour 
l‟itération courante, on passe à la phase de conception de l‟interaction.  
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Dans la phase de conception de l’interaction, l‟interaction (entrée et sortie) du système est 
réalisée. Cette phase est composée des sous-phases semblables à la conception de l‟application :  
 Le design de l‟interaction,  
 La conception de l‟architecture de l‟interaction : les parties présentation logique et 
physique du modèle Arch sont raffinées afin de permettre de prendre en compte des 
techniques d‟interaction de plus haut niveau à l‟aide du pattern architectural Arch, 
 La modélisation des composants de l‟architecture (comprenant également la création, la 
modification, la simulation et l‟analyse formelle des modèles) à l‟aide d‟une notation 
formelle (ici ICO), 
 L‟évaluation de l‟utilisabilité, 
 La décision.  
De même, lorsque les propriétés d‟utilisabilité et de fiabilité de la partie interaction sont obtenues 
pour l‟itération courante, on passe à l‟itération suivante en repartant sur la phase de conception de 
l‟application. Ces itérations s‟achèvent lorsque les différentes propriétés définies dans la phase 
d‟analyse des besoins sont validées à la fois pour la partie application et pour la partie interaction. 
On passe alors dans la phase de déploiement. 
Nous pouvons remarquer, suite au détail de la phase de conception, que notre processus de 
développement reprend les éléments que nous avons mis en évidence dans le deuxième chapitre 
dédié à l‟étude de l‟existant pour les processus de développement. 
Notre processus de développement reprend des processus de développement de systèmes 
interactifs tels que [Rauterberg92], [Gulliksen03] :  
 L‟aspect centré utilisateur : en intégrant l‟utilisateur au cœur du processus, notre 
processus permet de vérifier si l‟utilisabilité du système est suffisante. 
 La forte itération : sans cela on ne peut prendre en compte les modifications, les retours 
des utilisateurs et donc le système ne sera pas adapté et ne sera pas utilisable 
 L‟évaluation d‟utilisabilité : qui permet d‟évaluer les différents aspects de l‟utilisabilité 
(efficacité, efficience et satisfaction de l‟utilisateur) afin que le système (l‟application et 
l‟interaction) réponde aux besoins d‟utilisabilité exprimés lors de la phase d‟analyse des 
besoins. 
Dans la partie conception de l‟application et de l‟interaction, notre processus de développement 
reprend des phases des processus de développement de systèmes critiques tels que [IEEE96] ou 
[DO94] :  
 La conception de l‟architecture : permettant de décomposer l‟application et l‟interaction 
en composants qui pourront plus facilement être modélisés et analysés. 
 La modélisation et l‟analyse formelle des modèles produits : permettant de répondre aux 
aspects de fiabilité définis lors de la phase d‟analyse des besoins. 
La suite de ce chapitre détaille chacune des phases de la conception de l‟application et de la 
conception de l‟interaction. 
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4.2 Conception de l’application 
4.2.1  Design de l’application  
4.2.1.1 Principe 
Suite aux besoins exprimés par les parties prenantes dans la phase d‟analyse des besoins et suite à 
la phase de design conceptuel et de réalisation de maquette, le designer réalise des choix quant au 
design de l’application. Le designer fournit alors au concepteur du système les informations 
nécessaires afin de pouvoir concevoir le système conformément aux choix de design.  
Durant cette phase, le designer décide des différents composants et classes de la partie applicative 
et la manière dont ces éléments communiqueront entre eux. Le designer de l‟application utilise 
pour cela les modèles UML [Booch98] afin de fournir au concepteur les représentations 
nécessaires à la conception de ce système. Dans cette phase, il choisit aussi les différentes 
techniques qui seront utilisées pour réaliser le système telles que les Design Pattern. 
Cette phase a comme production les différents choix pour la partie application du système tels que 
l‟interface utilisateur, le choix de la base de données et le lien entre l‟application et cette base de 
données.  
Nous ne proposons pas de solutions nouvelles pour la phase de design de l‟application car elle est 
en marge de notre domaine de recherche. Le lecteur intéressé pourra néanmoins trouver dans 
[Tidwell05] ou [Gamma05], des méthodes et pattern permettant le design d‟application.  
4.2.1.2 Application du principe à l’exemple  
Entrées 
Cette phase prend en entrée les maquettes issues de la phase de conception des maquettes, et les 
modèles de tâches issus de la phase d‟analyse des besoins. 
Activités 
Etant donné que nous ne contribuons pas à la phase de design de l‟application, nous donnons 
uniquement pour cette phase de design les entrées et les sorties qui seront ensuite utilisées pour les 
étapes suivantes du processus. 
Productions 
La gestion des fichiers est confiée à une base de données. La connexion de l‟application à cette 
base de données est réalisée à l‟aide d‟un driver JDBC [Fisher 03]. Ce driver JDBC sera lui-même 
relié à un adaptateur effectuant le lien entre la partie dialogue et ce driver de base de données.  
De plus, un composant est chargé d‟envoyer au dialogue les notifications de changements d‟état de 
la base de données (ajout ou suppression d‟un fichier). 




Figure 4.4. Interface de l’application de notre exemple 
Enfin, suite aux besoins exprimés par les parties prenantes dans la phase d‟analyse des besoins et 
suite à la phase de conception de maquettes, nous avons choisi une interface graphique constituée 
d‟icônes représentant ces fichiers. La Figure 4.4 présente un exemple de maquette de notre 
application. 
4.2.2 Conception de l’architecture de la partie application 
(instanciation sur le modèle ARCH) 
4.2.2.1 Principe 
La conception de l’architecture de l’application a pour objectif de structurer un système en 
différents composants et de décrire le fonctionnement de ce système en définissant la façon dont 
ces composants communiquent entre eux.  
Cette conception de l‟architecture participe à l‟objectif d‟amélioration de la fiabilité de 
l‟application. En décomposant cette application en plusieurs composants, ceux-ci peuvent plus 
facilement être modélisés de façon formelle et plus facilement analysés. 
De plus, cette phase participe à l‟augmentation d‟utilisabilité. En effet, l‟architecture que nous 
allons présenter permet de changer aisément de techniques d‟interaction ou de rendu ce qui permet 
de tester différentes techniques d‟interaction et de favoriser celle qui offre la plus grande 
utilisabilité (plus grande efficience, plus grande efficacité ou plus grande satisfaction de 
l‟utilisateur selon les besoins définis).  
Nous pouvons voir sur le schéma dans la marge de cette page, cette phase de conception de 
l‟architecture de l‟application mise en évidence dans la phase de conception de l‟application. 
Afin de réaliser cette conception de l‟architecture, nous avons choisi le pattern architectural Arch. 
En effet, Arch convient parfaitement aux systèmes que nous voulons décrire car il est dédié aux 
systèmes interactifs.  
Comme nous l‟avons présenté plus tôt, ARCH [Bass91] est défini par Bass en cinq briques : 
 L‟interaction physique (Boîte à outils),  
 L‟interaction logique (Présentation),  
 Le contrôleur de dialogue,  
 L‟adaptateur du noyau fonctionnel,  
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 Le noyau fonctionnel.  
 
Figure 4.5 Représentation du pattern architectural Arch [Bass91] 
Nous utilisons le pattern architectural Arch en l‟instanciant afin de pouvoir situer les différents 
composants de notre application dans les différentes briques de ce pattern architectural. Pour la 
partie application de notre système, nous nous intéressons aux briques de dialogue, de l‟adaptateur 
du noyau fonctionnel et du noyau fonctionnel. La communication entre les différents composants 
de cette architecture exploite les protocoles de communications détaillés dans le chapitre précédent 
(Chapitre 3 Notation) à savoir la communication par événements et la communication par appel de 
méthodes (ou services). 
La séparation de notre architecture à ce niveau (entre la brique dialogue et la brique présentation) 
provient du choix précédemment introduit de pouvoir concevoir plus précisément l‟interaction 
dans une autre phase de notre processus. 
Nous parlons par la suite d‟architecture en couches pour exprimer les différents niveaux auxquels 
se situent les composants dans les briques du pattern ARCH.  
4.2.2.2 Application du principe à l’exemple  
Entrées 
Cette phase de conception de l‟architecture prend en entrée les choix effectués durant la phase de 
design de l‟application qui sont :  
 La gestion des fichiers est confiée à une base de données.  
 La connexion de l‟application à cette base de données est réalisée à l‟aide d‟un driver 
JDBC. 
 Ce driver JDBC sera lui-même relié à un adaptateur effectuant le lien entre la partie 
dialogue et ce driver de base de données.  
 Un composant est chargé d‟envoyer au dialogue les notifications de changements d‟état 
de la base de données (ajout ou suppression d‟un fichier). 
 
  





Figure 4.6 ARCH instancié de la partie Application 
Afin de réaliser cette conception de l‟architecture, plusieurs itérations sont nécessaires. 
Néanmoins, par souci de lisibilité, nous ne présentons pas les différents raffinements mais 
uniquement l‟architecture définitive de notre application.  
 Le premier composant Dialog Component gère les différents éléments de l‟interface et la 
façon dont ceux–ci sont soit créés soit supprimés. Ce composant reçoit les événements 
d‟entrée du composant javax.swing et transmet les événements de rendu à ce même 
composant. De plus, ce composant se charge d‟appeler les méthodes du modèle Data 
adapter Component pour mettre à jour la gestion des fichiers.  
 Le deuxième composant Data adapter Component est le modèle permettant de gérer les 
connexions à la base de données proprement dite en recevant des appels de méthodes 
d‟ajout et de suppression de fichier et en communiquant avec la base de données à l‟aide 
de requêtes SQL générées dans ce modèle.  
A ces deux composants est ajouté un modèle de Notification. Ce modèle permet lorsque la base de 
données est mise à jour par une application tierce, de notifier la partie dialogue du système et de la 
mettre à jour. Dans le cas de cet exemple, ce composant reçoit des événements provenant des 
applications tierces et notifie la partie présentation d‟un ajout ou d‟une suppression d‟icône. Le 
composant de dialogue peut alors afficher une icône correspondant au fichier créé ou effacer 
l‟icône d‟un fichier supprimé. Ce composant de notification permet de respecter un des trois 
services indispensables de la partie application définis dans [Fekete96] : la notification de l‟IHM 
lorsque l‟état du noyau sémantique change ce qui permet de répondre à l‟exigence évoquée durant 
la phase d‟analyse des besoins.  
A ces composants, s‟ajoutent la base de données (Oracle DataBase) située dans la partie noyau 
fonctionnel de notre architecture et la partie interaction qui est actuellement déléguée aux 
différentes librairies existantes dans JAVA (représentée ici par javax.Swing). 
Cette architecture nous permet de respecter les choix définis durant la phase de design que sont la 
présence d‟un composant dédié à la connexion avec la base de données et un autre dédié à la 
notification de modification sur la base de données par une application tierce. 
Cette architecture nous permet également d‟obtenir certaines propriétés telles que la modifiabilité. 
On peut en effet remarquer  que notre architecture permet facilement de modifier certains aspects 
de notre application sans devoir la reconcevoir complètement. Ainsi, s‟il était nécessaire de 
changer de type de base de données ou de recourir au stockage de la liste des fichiers à l‟aide par 
exemple d‟un fichier XML, il suffit de créer un composant chargé de la gestion de fichier par 
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XML à la place du composant Data adapter Component qui serait lié à un composant XML 
Database (en remplacement de Oracle Database). Ceci permet de ne pas modifier les autres 
composants de ce système comme le composant de dialogue ou ceux de la partie interaction.  
Afin de mieux comprendre la façon dont les différents composants de notre application 
communiquent entre eux, nous présentons en Figure 4.7 un diagramme des différents composants 
(Data adapter Component et Dialog Component) et de la base de données (Oracle Database),  les 
services qu‟ils offrent et ceux auxquels ils font appel. 
 
Figure 4.7 Diagramme des composants de l'application 
La Figure 4.8 montre le diagramme du composant de notification et l‟ensemble de ses méthodes.  
 
Figure 4.8 Diagramme du composant de notification 
Productions 
La production  de cette phase est une architecture structurant un ensemble de composants sur une 
instanciation du pattern architectural Arch et définissant les différents services offerts par ces 
composants, les différents services nécessaires à ces composants et les connexions entre ces 
différents composants. 
4.2.2.3 Avantages 
Cette conception de l‟architecture à l‟aide du pattern architectural Arch a de nombreux avantages 
tels que : 
 Réutilisabilité : Notre conception de l‟architecture nous permet de réutiliser facilement 
les modèles déjà créés. Par exemple, dans le cas de l‟architecture de notre exemple, le 
modèle Data Adapter Component  pourrait être réintégré facilement dans une autre 
application nécessitant un driver vers cette base de données Oracle.  
 Modifiabilité : La conception de l‟architecture en différents composants nous permet de 
pouvoir modifier (ou ajuster) certains paramètres sans que cela n‟impacte les autres 
composants. Grâce au découpage en composants, on peut faire abstraction du 
fonctionnement des autres composants (à condition de respecter certaines règles telles que 
les noms d‟événements à recevoir ou à envoyer et le nom de méthode à appeler) lors de la 
modification ou du paramétrage d‟un composant. Par exemple, on peut facilement 
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modifier le composant Data Adapter Component afin qu‟il se connecte à un autre type de 
base de données ou à un fichier XML. Ceci peut être réalisé sans modifier les autres 
composants de l‟architecture. 
 Lisibilité : La décomposition en différents composants plus petits permet de diminuer la 
complexité des composants et de cette façon d‟assurer une meilleure lisibilité des 
modèles de ces composants dans le cas de discussions entre différentes parties prenantes 
(designers, futurs utilisateurs, programmeurs, …).  
 Analyse : La décomposition en différents composants plus petits permet aussi de 
simplifier les analyses de type algèbre linéaire sur les modèles de ces composants 
permettant de vérifier des propriétés de types invariants, marquage. 
4.2.3 Modélisation des composants de l’architecture 
4.2.3.1 Principe 
La phase de modélisation des composants de l’architecture a pour objectif de répondre aux 
besoins de fiabilité. En effet, l‟analyse formelle des modèles produits durant cette phase permet de 
vérifier si les propriétés désirées de notre système (telles que la disponibilité de services ou 
l‟impossibilité de se retrouver dans des états non désirés) sont présentes dans ces modèles.  
La phase de modélisation des composants de l‟architecture présentée en Figure 4.9 repose sur la 
notation ICO. Cette phase de modélisation est réalisée pour chacun des modèles définis dans la 
phase précédente de conception de l‟architecture.  
 
Figure 4.9 Détail de la modélisation des composants de l’architecture 
Cette phase commence par la création du modèle préliminaire. Etant donné que cette 
modélisation repose sur la notation ICO, lors de la création de chaque modèle le concepteur se 
charge de l‟ObCS comprenant : 
 son éventuelle interface java constituée de l‟ensemble des déclarations des méthodes 
offertes par cet ObCS, 
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 les éventuels événements inter-modèles tels que les envois et réceptions d‟événements et 
les appels de méthodes. 
On passe ensuite dans la phase d‟analyse formelle. Cette analyse permet de vérifier certaines 
propriétés du réseau de Petri sous-jacent au modèle ICO à l‟aide de l‟analyse des invariants de 
places et de transitions ou le graphe de marquage comme nous l‟avons vu dans la partie analyse 
formelle de la notation présenté au chapitre précédent. 
En parallèle à cette analyse formelle, une simulation du modèle est réalisée. Durant cette phase, le 
concepteur vérifie la manière dont les modèles évoluent suite aux différents événements transmis 
par d‟autres modèles ou des changements d‟état du système. Des problèmes éventuels peuvent être 
décelés à la manière d‟un débuggeur. Cette phase de simulation permet de vérifier si le modèle est 
cohérent avec les autres modèles de l‟architecture et se comporte de la manière attendue. Il est 
donc important de veiller à ce que les modèles communiquent bien entre eux tant au niveau des 
événements que des appels de méthodes. 
A la suite de cette simulation et de l‟analyse formelle, le concepteur prend la décision de valider 
ou non le modèle par rapport à son fonctionnement et aux propriétés attendues. 
 Si le modèle ne répond pas aux attentes, on passe à la phase de modification du modèle.  
 Par contre, si la décision est de poursuivre avec le modèle réalisé, ce modèle est alors 
intégré dans l‟architecture du système. 
Lorsque les différents composants de l‟architecture ont été modélisés et que les modèles produits 
répondent aux attentes, le concepteur du système passe à l‟étape d‟évaluation de l‟utilisabilité. 
On peut remarquer que la séquence de simulation/analyse et de modification du modèle rend ce 
processus fortement itératif. Il est également intéressant de noter que la décision de modifier le 
modèle ou de passer à la phase d‟évaluation peut être prise dès qu‟une des phases de simulation ou 
d‟analyse ne répond pas aux attentes. Il n‟est pas nécessaire d‟effectuer ces deux phases à chaque 
itération à partir du moment où un problème a été décelé. Néanmoins, lorsqu‟une erreur survient 
durant la simulation d‟un modèle, l‟analyse formelle de ce modèle peut permettre de détecter des 
problèmes au niveau du réseau de Petri sous-jacent et donc de les corriger. 
Remarque : La flèche en pointillé à droite de la phase de modification du modèle sur la Figure 4.9 
représente un retour à la phase de modélisation suite à la phase de décision. 
4.2.3.2 Application du principe à l’exemple  
Entrée 
Cette phase de modélisation prend en entrée : 
 l‟architecture instanciée provenant de la phase précédente,  
 les choix définis lors de la phase de design de l‟application, 
 les besoins en termes de fiabilité définis durant la phase d‟analyse des besoins. 
Activités  
Pour expliciter cette phase de modélisation, nous commençons tout d‟abord par la phase de 
création de modèle et l‟analyse formelle pour les différents modèles de l‟architecture. Nous 
présentons ensuite les phases de simulation et de décision.  
Remarque : Etant donné que nous présentons les résultats de la dernière itération, la phase de 
modification n‟est pas exemplifiée ici. Néanmoins dans la partie „études de cas‟, nous présentons 
certains exemples de modifications de modèles. 
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Modélisation du composant Dialogue 
Le premier modèle (présenté en Figure 4.10) décrit le composant de dialogue de l‟architecture 
(Figure 4.21). Celui-ci est la partie centrale de notre application. 
Pour créer ce modèle, nous commençons par définir les événements auxquels il est abonné. Ces 
événements sont : selectObject, selectTarget et createObject provenant de la partie interaction de 
notre système. 
Il implémente l‟interface IDialogComponent comportant deux méthodes createIcon et 
deleteIcon qui seront utilisées pour la notification. 
 
Tableau 4-3 Interface du modèle de dialogue 
Nous pouvons ensuite définir le fonctionnement de ce modèle. 
A la création de ce modèle, la place Init contient un jeton. La place ReactiveIcons contient les 
références aux icônes réactives (ici la référence à la corbeille) ainsi que les coordonnées du coin 
haut gauche, la longueur et la hauteur de l‟icône. 
A la suite d‟un événement selectObject, la transition synchronisée selectObject_t1 est franchie et 
un jeton est déposé dans la place testIcon avec comme paramètres les coordonnées absolues x et y. 
Si les coordonnées x, y correspondent à une icône (représentée par un jeton dans la place Icons) la 
transition Icon est franchie et l‟icône sélectionnée est déposée dans la place SelectedIcon. Si il 
n‟existe pas d‟icône dans la place Icons correspondant à la position x, y, la transition NotanIcon 
est franchie et un jeton est déposé dans la place Init. 
Lorsqu‟un jeton est déposé dans la place SelectedIcon, la transition selectTarget_t1 devient 
franchissable et attend un événement selectTarget. A la suite de la réception de cet événement, le 
code contenu dans la transition est exécuté et teste la correspondance entre la position à laquelle à 
eu lieu l‟événement selectTarget et l‟objet réactif se trouvant dans la place reactiveIcons. Un jeton 
est alors déposé dans la place ReleasedTestTrash avec comme valeur l‟icône provenant de la place 
SelectedIcon et un booléen onReactive définissant si l‟événement selectTarget a bien eu lieu sur 
l‟objet réactif ou non. Selon la valeur de ce booléen onReactive, les transitions Trash (si 
onReactive==true) ou NoTrash sont franchies et redéposent un jeton dans la place Init. Lors 
du franchissement de la place Trash, un jeton est également déposé dans la place Ico_to_Delete 
avec comme valeur l‟icône déplacée vers la corbeille. Le jeton ayant comme référence cette icône 
est enlevé de la place Icons par unification lors du tir de la transition delete_icon. Le code de cette 
transition appelle la méthode delete de l‟objet DataAdapterComponent (partie application) avec 
comme paramètre le nom de fichier de l‟objet. 
A la suite d‟un événement createObject, la transition synchronisée createObject_t1 est franchie et 
un jeton ayant comme valeur la nouvelle icône est déposé dans la place Ico_to_Create. La 
transition create_Icon peut alors être franchie et exécute le code createFile sur l‟objet 
DataAdapterComponent avec comme paramètre le nom de fichier. A la suite de ce franchissement, 
un jeton ayant comme valeur l‟icône est déposé dans la place Icons représentant la liste des icônes 
de notre interface. 
Dans le bas de la Figure 4.10, sont représentées les deux méthodes createIcon et 
deleteIcon ajoutant ou supprimant une icône de la place Icons suite à l‟appel de ces méthodes 
(par le modèle de notification de la partie application par exemple). 
 
public interface IDialogComponent extends EventSinkAndSource{ 
    public void createIcon(icon.Icon ico); 
    public void deleteIcon(icon.Icon ico); 
} 




Figure 4.10 Modélisation en ICO du composant du dialogue 
A la suite de la création de ce modèle nous pouvons effectuer une analyse formelle. Cette analyse 
d‟invariants (Figure 4.11) nous donne trois invariants de places et deux invariants de transitions. 
 
Figure 4.11 Analyse d'invariants du modèle du dialogue 
Le premier invariant de places montre que le nombre de jetons de l‟ensemble des places 
{SelectedIcon, releasedTestTrash, testIcon, Init} reste le même quelle que soit l‟évolution du 
modèle. Etant donné qu‟à l‟origine seule la place Idle de cet ensemble possède un jeton, le nombre 
de jetons dans cet ensemble sera toujours égal à 1.  
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Les invariants de places 2 et 3 montrent que quelle que soit l‟évolution du modèle, les places 
ReactiveIcons et DataAdapterComponent gardent leur marquage initial. Si ces places sont 
initialisées lors de la création du réseau, le modèle ne perdra pas ses ressources.  
Les deux invariants de transitions nous informent que la séquence de transition lors d‟un 
déplacement d‟icône hors de la corbeille {selectObject_t1, selectTarget_t1, Icon, NoTrash} ou la 
non-sélection d‟une icône {selectObject_t1, NotanIcon} laisse le marquage inchangé. Il n‟y a donc 
pas de perte de jeton (et de référence à une icône par exemple) lors du déplacement d‟une icône 
hors de la corbeille. 
Modélisation du composant d’adaptateur de données (lien avec la base de 
données) 
Le deuxième modèle (présenté en Figure 4.12) décrit le composant qui gère la connexion avec la 
base de données Oracle. 
 
Figure 4.12 Modélisation ICO du composant Data Adapter  
Nous définissons pour ce modèle les méthodes qu‟il implémente dans l‟interface 
IdataAdapterComponent composée de deux méthodes delete et add prenant comme 
paramètre un objet chaîne de caractères. 
 
Tableau 4-4 Interface du composant Data Adapter  
Nous définissons ensuite le comportement de ces méthodes dans le modèle. 
Lors de la création de ce modèle, un jeton se trouve dans la place Init. Ce jeton permet le 
franchissement de Create_Connection. Le tir de cette transition exécute le code contenu qui crée 
un objet java.sql.connection permettant la connexion à la base de données 
(jdbc:odbc:Example). Un jeton est alors déposé dans la place Connection avec la référence à 
cette connexion.  
Lors de l‟appel de la méthode add, un jeton est déposé dans la place SIP_add avec comme 
paramètre le numéro d‟invocation _i et la chaîne de caractère du fichier à ajouter. La transition 
Add est alors franchissable car il y a un jeton dans chacune de ces places d‟entrée (la place 
SIP_add et la place Connection). Le tir de cette transition Add exécute le code contenu qui crée 
public interface IDataAdapterComponent { 
    public void add(String file); 
    public void delete(String file); 
} 
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une requête SQL (INSERT INTO FILELIST VALUE (‘File’, + le nom du fichier) et 
envoie cette requête à la base de données. A la suite de cette exécution, un jeton est déposé dans la 
place SOP_add. Le dépôt d‟un jeton dans cette place a pour conséquence de terminer l‟appel à la 
méthode add réalisée (par le modèle DialogComponent). La partie droite de ce modèle présente la 
méthode delete dont le processus est identique à celui présenté pour la méthode add. 
Une analyse d‟invariants est ensuite réalisée sur ce modèle (Figure 4.13). L‟invariant de places 
montre que si un jeton existe à l‟origine dans le couple de place (Init, Connection) quelle que soit 
l‟évolution du modèle il y aura toujours un et un seul jeton dans ce couple. Ceci permet de montrer 
que le modèle ne perdra jamais la référence à la connexion à condition que la transition 
Create_Connection ait été franchie.  
 
Figure 4.13 Analyse d'invariants du modèle Data Adapter 
Les invariants de transitions nous disent que le tir des transitions Add et Delete ne changent pas le 
marquage du réseau. 
Simulation des modèles de dialogue et de lien avec la base de données 
Lors de la création et des modifications de chacun de ces modèles, une simulation peut être 
réalisée.  Nous pouvons voir lors de cette simulation si les liens entre les modèles sont corrects 
(appel de méthodes, événements), si les appels de méthodes et les retours sont de bons types et si 
le comportement des modèles correspond aux spécifications. La simulation du modèle de dialogue 
avec le modèle adaptateur de données et la base de données Oracle est présentée en Figure 4.14.  
 
Figure 4.14 Diagramme de séquence de l’ajout d’un fichier dans la base de données 
Lorsque le modèle Dialog Component appelle la méthode add(String fileName) du 
modèle Data Adapter Component, le comportement correspondant à cette méthode est alors 
exécuté dans le modèle Data Adapter Component ce qui produit une requête SQL sur la base de 
données Oracle (INSERT INTO FILELIST VALUES (‘File’, + fileName)). A la 
suite de cette requête, les retours de méthodes sont reçus par les modèles appelants qui permettent 
de rendre la main au modèle ayant appelé la méthode addFile sur le modèle DialogComponent.  
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Modélisation du composant de Notification 
Comme nous l‟avons vu dans la phase de conception de l‟architecture, afin que notre système 
respecte l‟exigence de correspondance entre l‟interface graphique et la base de données, il est 
nécessaire de pouvoir notifier la partie graphique des changements ayant eu lieu sur cette base de 
données. [Fekete96] définit la notification comme « la possibilité pour un module externe d’être 
prévenu lorsque l’état du noyau sémantique change ». Il convient donc de pouvoir prévenir le 
module externe (dans cet exemple, l‟interface graphique) d‟une modification du noyau sémantique 
(dans notre cas la base de données). Cette notification est réalisée par le modèle suivant.  
Etant donné son lien avec la partie graphique, ce modèle fait appel à certaines méthodes des 
modèles présentés dans la partie interaction. Il est donc évident que ce modèle n‟est pas produit 
lors de la première itération de la phase de conception de l‟application mais seulement après au 
moins une phase de conception de la partie présentation.  
Le modèle présenté en Figure 4.15 décrit le modèle de notification de notre architecture (Figure 
4.6). 
 
Figure 4.15 Modélisation ICO du composant chargé de la notification 
Pour concevoir ce modèle, nous définissons tout d‟abord les méthodes qu‟il implémente à l‟aide 
d‟une interface appelée INotification qui possède les méthodes notifyDelete et 
notifyAdd prenant comme paramètre une chaine de caractères. 
 
Tableau 4-5 Interface du composant chargé de la notification 
Nous pouvons ensuite définir le fonctionnement de ces méthodes dans le modèle. 
A la création de ce modèle, un jeton se trouve dans la place Dialog_Part avec comme référence le 
modèle de dialogue auquel ce modèle notifiera les changements d‟états de la base de données. 
Lors de l‟appel de la méthode notifyAdd un jeton est déposé dans la place SIP_notifyAdd 
avec comme paramètre le numéro d‟invocation _i et le nom du fichier file. La transition 
public interface INotification { 
    public void notifyAdd(String file); 
    public void notifyDelete(String file); 
} 
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getIcontoAdd crée l‟icône et place cette icône dans le jeton qui est déposé dans la place icontoAdd. 
La transition suivante notify_dialog_add est alors franchissable. Celle-ci se charge de réaliser un 
appel de méthode sur l‟objet Dialog Part (le modèle de la partie interaction chargé du dialogue) 
contenu dans la place Dialog_Part. Lors du tir de cette transition, la méthode 
createIcon(ico) est exécutée. A la suite de cette exécution un jeton est déposé dans la place 
SOP_notifyAdd. Le dépôt d‟un jeton dans cette place a pour conséquence de terminer l‟appel à la 
méthode notifyAdd. La partie droite de ce modèle présente la méthode notifyDelete dont 
le processus est identique à celui présenté pour la méthode notifyAdd.  
Nous effectuons ensuite une analyse formelle. 
L‟analyse d‟invariants réalisée sur ce modèle produit un invariant de places et deux invariants de 
transitions présentés en Figure 4.16. L‟invariant de place Dialog_Part  montre que si à la création 
du modèle, un jeton existe dans cette place, il y aura toujours un et un seul jeton dans la place 
Dialog_Part. Ceci nous permet de prouver que notre modèle de notification ne perdra jamais la 
référence au modèle du dialogue. 
 
Figure 4.16 Analyse d'invariants du modèle chargé de la notification 
Les deux invariants de transitions nous informent que le franchissement des séquences de 
transitions {getIcontoDelete, notify_dialog_delete} et {getIcontoAdd et notify_dialog_add } ne 
changent pas le marquage initial du réseau.  
Simulation 
De même que pour les modèles de dialogue et adaptateur de données, une simulation peut être 
réalisée entre le modèle de dialogue et ce modèle de notification. Néanmoins, comme cette 
simulation est fortement semblable à celle présentée plus haut, elle n‟est pas présentée ici. 
Décision 
Etant donné que nous présentons dans cet exemple les modèles de la dernière itération de la phase 
de modélisation, le résultat de la phase de décision est d‟accepter ces modèles et de les transmettre 
à la phase suivante. Nos différents modèles sont donc transmis à la phase d‟évaluation de 
l‟utilisabilité. 
Productions 
Les productions de cette phase sont les différents modèles des composants définis dans la 
conception de l‟architecture. 
4.2.3.3 Avantages 
Cette modélisation fortement itérative a de nombreux avantages tels que : 
 La précision :  L‟avantage principal de cette modélisation à l‟aide d‟une technique de 
description formelle tient dans le fait que c‟est l‟unique moyen pour pouvoir modéliser de 
façon précise et non ambigüe tous les composants de l‟application mais aussi que ces 
modèles puissent être analysés. 
 La correction/validité : La simulation et l‟aspect itératif de notre modélisation 
permettent de modifier les modèles afin d‟obtenir de ces modèles les propriétés attendues. 
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 L’extensibilité : Par sa nature fortement itérative, la phase de modélisation permet 
aisément l‟intégration de nouvelles fonctionnalités dans les modèles. Ces nouvelles 
fonctionnalités peuvent apparaitre sous la forme de nouveaux modèles ou de méthodes 
dans nos modèles. 
 La vérification : La phase d‟analyse formelle permet de vérifier les propriétés du 
système avant son implémentation. Ceci permet de vérifier des propriétés telles que la 
vivacité ou que certains services seront toujours disponibles. 
4.2.4 Evaluation de l’utilisabilité de l’application 
4.2.4.1 Principe 
La phase d‟évaluation de l’utilisabilité de l’application a pour objectif de vérifier si notre 
application répond aux besoins d‟utilisabilité exprimés. Cette phase d‟évaluation de l‟utilisabilité 
se retrouve dans la plupart des processus de développement centrés utilisateurs tels que 
[Gulliksen03] ou [Rauterberg92] et permet à l‟aide de tests sur l‟application réalisés avec des 
utilisateurs, de vérifier les différents aspects d‟utilisabilité de notre application (efficience, 
efficacité et satisfaction).  
La phase d‟évaluation de l’utilisabilité de l’application (présenté en Figure 4.17) prend comme 
entrée les différents modèles ICO provenant de la phase précédente (Modélisation de 
l‟application).  
 
Figure 4.17 Détail de la phase d’évaluation de l'utilisabilité 
La première étape de cette évaluation de l‟utilisabilité est l‟extraction des scénarios de test. Afin 
d‟obtenir des données utiles lors de l‟évaluation d‟utilisabilité de notre application, il convient de 
se baser sur les modèles de tâches établis lors de la phase d‟analyse des besoins. Lors de cette 
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phase, différents modèles de tâches ont été validés entre les parties prenantes. Il convient dès lors 
d‟extraire les scénarios de test de ces modèles de tâches qui nous permettront d‟exécuter nos 
modèles selon un scénario de test validé.  
Sachant que le système a un impact sur la tâche, les scénarios de test extraits devront correspondre 
au système mis en place et donc aux différents choix qui ont été faits lors de la phase de design de 
l‟application.  
La phase suivante est l‟exécution des modèles ICO durant laquelle l‟utilisateur effectue une 
simulation en suivant le scénario de test établi pour cette simulation. Pendant cette exécution, un 
fichier de log est produit contenant les informations à propos de l‟évolution des modèles. Ce 
fichier de log enregistre tous les changements qui se produisent sur ces modèles pendant la 
simulation.  
Ces événements sont : 
 Le franchissement d‟une transition, 
 L‟ajout d‟un jeton dans une place, 
 L‟enlèvement d‟un jeton d‟une place, 
 Le changement d‟état d‟une transition (franchissable / non-franchissable), 
 Le changement de substitutions d‟une transition, 
 La réinitialisation du marquage d‟une place.  
En parallèle à l‟enregistrement des données dans un fichier de log, des techniques permettant 
l‟évaluation de l‟utilisabilité comme l‟enregistrement de vidéos des utilisateurs peuvent être mises 
en place. A la fin de cette exécution, des questionnaires peuvent être proposés aux utilisateurs 
dans le même but. 
On passe ensuite aux deux phases d‟analyse qui sont l‟analyse du log et l‟analyse des vidéos et 
questionnaires : 
 La phase d‟analyse de log extrait, à partir du fichier de log généré par l‟exécution des 
modèles, les données permettant d‟évaluer le système conformément aux demandes 
formulées par les parties prenantes lors de la phase d‟analyse des besoins. 
 En parallèle à cette analyse de log, une analyse des vidéos et questionnaires peut être 
mise en place. Néanmoins nous ne contribuons pas à cette partie. 
4.2.4.2 Application du principe à l’exemple  
Entrées 
Cette phase prend en entrée : 
 Les différents modèles produits lors de la phase de modélisation des composants de 
l‟architecture, 
 Les modèles de tâches réalisés lors de la phase d‟analyse des besoins, 
 Les besoins en termes d‟utilisabilité définis durant la phase d‟analyse des besoins. 
Activité 
Extraction d’un scénario de test  
La Figure 4.2 présente le modèle de tâche défini durant la phase d‟analyse des besoins de notre 
processus. La tâche Create Icons est composée de deux tâches Select position et Add Icon qui 
Un processus de développement de systèmes interactifs critiques 
95 
 
doivent être réalisés séquentiellement. Les tâches à effectuer sur la partie application sont 
forcément beaucoup plus abstraites étant donné qu‟elles ne sont pas liées à une interaction ou à un 
système d‟entrée particulier. 
 
Figure 4.18 Scénario de test provenant de la phase d’analyse des besoins 
Exécution 
L‟exécution des différents modèles est réalisée de la même manière que la simulation de la phase 
de modélisation en respectant en plus le scénario de test choisi pour cette évaluation de 
l‟utilisabilité. Durant cette exécution, un fichier de log est généré. Nous analysons ce fichier dans 
la phase suivante. 
 
Figure 4.19 Fichier log obtenu lors de l’exécution des modèles pour l’ajout d’un fichier dans la base de données 
La Figure 4.19 représente le fichier log généré lors de l‟exécution des modèles de la partie 
applicative de notre système. La première ligne du tableau représente la transition du modèle 
externe à l‟application (DialogComponent  dans la colonne Model) qui fait appel à la méthode add 
du modèle DataAdapterComponent. 
Lors de cet appel, un jeton est déposé dans la place SIP_add du modèle DataAdapterComponent 
(ligne 7) avec en paramètres la référence de l‟invocation et la chaîne de caractères fileName 
(invocation#22 et file20 dans la colonne Token de la ligne 2). A la suite du franchissement de la 
transition Add (ligne 3), le jeton de la place SIP_add est enlevé (ligne4) et déposé dans la place 
SOP_Add (ligne 5). Le dépôt d‟un jeton dans cette transition a pour conséquence d‟achever le 
franchissement de la transition appelante (ici la ligne 1 de DialogComponent) retirant un jeton de 
la place Ico_to_Create (ligne 6) et le déposant dans la place Icons (ligne 7). 
Analyse de log  
L‟analyse du fichier de log présenté dans la Figure 4.19 nous permet de montrer que l‟exécution de 
nos modèles pour la partie application s‟est déroulée de la façon attendue. Les différents modèles 
communiquent et transfèrent les informations correctes tant au niveau du type que de la valeur 
attendue. 
Productions 
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Cette phase produit l‟analyse du log, des vidéos et des questionnaires qui peuvent ensuite être 
utilisés pour prendre une décision de retour à une phase antérieure ou de passage à l‟étape de 
conception de l‟interaction. 
4.2.4.3 Avantages 
L‟évaluation de l‟utilisabilité basée sur les modèles a comme avantages: 
 Prise en compte de l’utilisateur : Notre phase d‟évaluation de l‟utilisabilité permet de 
faire participer l‟utilisateur final de l‟application et d‟obtenir des informations sur les 
performances du système produit dans un contexte d‟utilisation réel avec ses futurs 
utilisateurs. 
 Prise de mesure : Notre fichier de log enregistre les temps des différents événements et 
changements dans les modèles permettant de réaliser diverses analyses de performances 
grâce à ces données. 
 Orientation « modèle » : Les fichiers de log étant basés sur les modèles, les informations 
obtenues peuvent être facilement rattachées au modèle afin de paramétrer certains aspects 
du modèle ou de le modifier.  
4.2.5 Décision (côté application)  
Comme nous l‟avons vu en introduction de ce mémoire, la norme ISO 9241[ISO98] définit un 
système comme utilisable lorsqu'il permet à l'utilisateur de réaliser sa tâche avec efficacité, 
efficience et satisfaction dans un contexte d'utilisation spécifié. 
Nous ne contribuons pas à la partie satisfaction qui relève plutôt de la partie classique d‟analyse 
d‟utilisabilité à l‟aide entre autres de vidéos et de questionnaires.  
Par contre, l‟analyse du log provenant de l‟évaluation de l‟utilisabilité de la partie application 
permet d‟évaluer l‟efficacité de la partie application de notre système.  
Cette analyse permet de savoir si l‟utilisateur a pu ou non accomplir sa tâche. Ce qui permet 
d‟évaluer l‟efficacité de notre système. En effet, à partir du fichier de log, les informations 
provenant des parties fonctionnelles de l‟application des informations permettent de connaitre 
l‟état de la tâche que l‟utilisateur doit accomplir. 
A la suite de cette évaluation de l‟efficacité de notre système pour la partie application, la décision 
est prise de passer en phase de conception de l‟interaction ou de revenir à une des phases 
antérieures de la conception de l‟application selon les problèmes relevés.  
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4.3 Conception de l’interaction 
4.3.1 Design de l’interaction 
4.3.1.1 Principe 
Suite aux besoins exprimés par les parties prenantes dans la phase d‟analyse des besoins et suite à 
la phase de design conceptuel et de réalisation de maquette, le designer réalise des choix quant au 
design de l’interaction. Le designer fournit alors au concepteur du système les informations 
nécessaires afin de pouvoir concevoir les différentes interactions conformément aux choix de 
design.  
La production de cette phase est un ensemble de techniques d‟interaction qui seront développées à 
l‟aide de périphériques d‟entrée précisés.  
Tout comme pour la phase de design de l‟application, nous ne proposons pas de solutions à la 
phase de design de l‟interaction car elle est également en marge de notre domaine de recherche. Le 
lecteur intéressé pourra néanmoins trouver dans [Beaudouin-Lafon 00b] un ensemble de principes, 
de règles et de propriétés permettant le design d‟interaction. 
4.3.1.2 Application du principe à l’exemple  
Entrées 
Cette phase prend en entrée : 
 les besoins définis lors de l‟analyse des besoins et les maquettes conçues lors de la phase 
de conception des maquettes, 
 l‟application existante (provenant de la phase de conception de l‟application). 
Activités 
Etant donné que nous ne contribuons pas à la phase de design de l‟interaction, nous donnons pour 
notre exemple uniquement les résultats de cette phase de design qui seront ensuite utilisés pour les 
étapes suivantes du processus. 
Productions 
Suite aux besoins exprimés par les utilisateurs et la réalisation de différentes maquettes, le designer 
a opté pour une interface à manipulation directe et où l‟interaction est réalisée à l‟aide d‟une 
souris. La suppression des icônes sur l‟interface se fait par « glissé-déposé » sur la corbeille. 
L‟ajout d‟une nouvelle icône se fait par un clic droit sur l‟interface. 
4.3.2 Conception de l’architecture de l’interaction (instanciation sur 
le modèle Arch) 
4.3.2.1 Principe 
La phase de conception de l’architecture de l’interaction a pour but de raffiner les briques 
dédiées à l‟interaction de la version instanciée du pattern architectural Arch. Cette conception 
reprend l‟architecture définie dans la phase de conception de l‟architecture de l‟application et 
détaille les briques «Présentation» et «Boîtes à outils». 
Comme nous voulons pouvoir structurer les composants d‟interaction d‟entrée et de sortie de 
manière indépendante, nous nous basons sur le modèle Arch étendu tel que présenté dans 
[Navarre05] qui a pour principale propriété de séparer les briques «Présentation» et «Boîtes à 
outils» en deux canaux représentant le sens du flux d‟informations :  
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 Le flux des événements de l‟utilisateur vers le système interactif,  
 Le flux de rendu du système interactif vers l‟utilisateur. 
Tout comme pour la partie application, la communication entre ces composants exploite les 
protocoles de communications identiques à ceux présentés lors de la conception de l‟architecture 
de l‟application (communication par appels de méthodes et communication par événements) mais 
également pour cette partie interaction, les fonctions d‟activation et de rendu. 
Nous pouvons voir ici la nécessité d‟avoir opté pour le pattern architectural Arch pour réaliser la 
conception de l‟architecture de notre application. En effet, contrairement à Seeheim [Pfaf85] par 
exemple, Arch définit plus clairement la partie présentation. Ceci permet facilement de pouvoir 
séparer les différents composants lorsque les techniques d‟interaction deviennent complexes. 
 
Figure 4.20 Le modèle Arch (version étendue) [Navarre05]   
4.3.2.2 Application du principe à l’exemple  
Entrée 
Les entrées de cette phase sont : 
 l‟architecture conçue dans la phase de conception de l‟application,  
 la technique d‟interaction définie durant la phase de design de l‟interaction qui est ici un 
« glissé-déposé » pour la suppression des icônes sur une interface à manipulation directe.  
Activités 
Comme pour la phase de conception de l‟application, il convient de noter que notre processus étant 
fortement itératif, nous présentons l‟architecture définitive de l‟interaction qui prend en compte les 
dernières évolutions des modèles de la partie application.  
L‟architecture de la partie interaction est composée de quatre composants : 
 Le premier composant est le driver souris (CPN Mouse [Beaudouin-Lafon00a]). Il est 
chargé de recevoir les événements provenant de la souris et les transmettre au modèle 
suivant. Ces événements sont de deux types : changements d‟états des boutons (pressed, 
released) et déplacements. 
 Le deuxième composant Transducer Component se charge de transformer les 
événements bruts de la souris provenant du modèle Mouse Driver en événements destinés 
à la brique dialogue. 
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 Le composant Renderer Component dédié au rendu de l‟interface. Ce modèle est abonné 
aux différents changements d‟états de places et de transitions  du modèle Dialog 
Component ainsi que du modèle Transducer Component et permet de mettre à jour le 
rendu de l‟interface tel que l‟ajout ou la suppression d‟icônes sur la fenêtre.  
 Le composant de rendu bas-niveau (ici la librairie java.awt) 
 
Figure 4.21 ARCH instancié de la partie Interaction 
La communication entre ces différents modèles est présentée à l‟aide du diagramme Figure 4.22. 
Nous pouvons remarquer que le modèle d‟interaction (Transducer Component) reçoit les 
événements mousePressed, mouseReleased et mouseMove provenant du driver souris (CPN 
Mouse) et envoie les événements createObject, selectObject et selectTarget au modèle de dialogue 
(Dialog Component). 
 
Figure 4.22 Diagramme des composants de la partie Interaction 
La conception de l‟architecture de l‟interaction nous donne alors l‟architecture complète de notre 
exemple présentée en Figure 4.23. 
Nous pouvons remarquer que tout comme lors de  la conception de l‟architecture de l‟application, 
notre architecture permet facilement de modifier certains aspects de notre interaction sans devoir la 
reconcevoir complètement. Ainsi, s‟il était nécessaire de changer le périphérique d‟entrée, il 
suffirait de créer un autre composant de type Transducer Component qui serait abonné au driver 
de ce système d‟entrée. Ce changement de modèle n‟impacterait ni le composant Renderer 
Component, ni les autres parties de notre système comme le dialogue ou la base de données.  
De la même manière, on pourrait aisément modifier la façon d‟effectuer le rendu sans impacter la 
partie interaction ou la partie application de notre système.  
 




Figure 4.23 ARCH instancié de l’application et de l’interaction 
Productions 
Cette phase a pour production l‟architecture complète de l‟application comprenant la définition des 
briques «Boites à outils» et «Présentation» pour chacun des deux canaux (entrée et sortie). 
4.3.2.3 Avantages 
Cette conception de l‟architecture en couches a les mêmes avantages que la phase de conception 
de l‟architecture côté application à savoir : 
 Réutilisabilité : Notre conception de l‟architecture nous permet de réutiliser facilement 
les composants déjà créés. Dans le cas de l‟architecture de notre exemple, le composant 
Dialog Component  pourrait être réintégré facilement dans une architecture ayant un 
autre type de rendu ou un autre type d‟interaction.  
 Modifiabilité : La conception de l‟architecture en différents composants nous permet de 
pouvoir modifier (tuner) certains paramètres sans que cela impacte les autres composants. 
Grâce au découpage en composants, nous pouvons faire abstraction du fonctionnement 
des autres composants (à condition de respecter certaines règles telles que les noms 
d‟événements à recevoir ou à envoyer et le nom de méthode à appeler) lors de la 
modification ou du paramétrage d‟un composant. Par exemple, dans le composant Dialog 
Component, on peut faire abstraction de la manière dont a été conçu l‟événement (type de 
périphérique, fusion de deux événements, ..) et on peut donc modifier les modèles CPN 
Mouse et Transducer Component sans que cela n‟impacte Dialog Component. 
 Lisibilité : La décomposition en différents composants plus petits permet de diminuer la 
complexité des composants et de cette façon d‟assurer une meilleure lisibilité des 
modèles de ces composants dans le cas de discussions entre différentes parties prenantes 
(designers, futurs utilisateurs, programmeurs, …).  
 Analyse : La décomposition en différents composants plus petits permet aussi de 
simplifier les analyses de type algèbre linéaire sur les modèles de ces composants. 
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4.3.3 Modélisation des composants de l’architecture (côté 
interaction) 
4.3.3.1 Principe 
Si dans la plupart des processus de développement dédiés aux systèmes critiques, le concepteur 
s‟attache à modéliser et formaliser les parties applicatives, la partie interaction est souvent peu ou 
pas spécifiée.  
Cette phase a pour but de modéliser les composants de la partie interaction afin de pouvoir vérifier 
différentes propriétés de nos techniques d‟interaction. Une solution pour vérifier ce type de 
propriétés est l‟analyse de modèles et dans notre cas l‟analyse formelle des réseaux de Petri.  
La phase de modélisation de l’interaction présentée en Figure 4.9 repose sur la notation ICO. 
Cette phase de modélisation est réalisée pour chacun des modèles définis dans la phase de 
conception de l‟architecture de l‟interaction. 
 
Figure 4.24 Détail de la phase de Modélisation des composants de l’architecture 
Cette phase commence par la création du modèle préliminaire. Lors de la création de chaque 
modèle, le concepteur se charge de l‟ObCS (et son éventuelle interface java) comprenant les 
éventuels événements inter-modèles tels que les envois et réceptions d‟événements et les appels de 
méthodes tout comme dans la phase de modélisation de l‟application mais aussi de : 
 son éventuelle partie présentation, 
 l‟édition éventuelle de sa fonction d‟activation et de rendu. 
Ensuite, une analyse formelle peut être effectuée. Elle se déroulera de la même manière que pour 
la modélisation de l‟application. 
On passe ensuite dans la phase de simulation du modèle. Durant cette phase, le concepteur vérifie 
la manière dont le modèle évolue suite aux différents événements envoyés par l‟utilisateur tels 
qu‟un déplacement de la souris, une frappe clavier ou l‟envoi d‟une commande vocale. Durant 
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cette phase, il est important de veiller à ce que les modèles communiquent bien entre eux tant au 
niveau des événements et des appels de méthodes que des fonctions de rendu et d‟activation. 
Il convient également durant cette phase de simulation de tester les modèles de la partie interaction 
avec ceux de la partie application pour vérifier si les fonctions de l‟application sont correctement 
appelées par la partie interaction et si les résultats reçus correspondent bien à ceux attendus. Il 
convient également de tester si les notifications de la partie fonctionnelle sont correctement reçues 
par la partie présentation. 
A la suite de cette simulation et de l‟analyse formelle, le concepteur prend la décision de valider 
ou non le modèle par rapport à son fonctionnement et aux propriétés attendues. 
 Si le modèle ne répond pas aux attentes, on passe à la phase de modification du modèle.  
 Par contre, si la décision est de poursuivre avec le modèle réalisé, ce modèle est alors 
intégré dans l‟architecture du système. 
Lorsque les différents modèles de l‟architecture répondent aux attentes, le concepteur du système 
passe à l‟étape d‟évaluation de l‟utilisabilité. 
Nous pouvons remarquer que tout comme pour la modélisation de l‟application il n‟est pas 
nécessaire d‟effectuer les phases de simulation et d‟analyse formelle à chaque itération à partir du 
moment où un problème a été décelé.  
4.3.3.2 Application du principe à l’exemple  
Entrée 
Cette phase de modélisation prend en entrée : 
  l‟architecture complète provenant de la phase de conception de l‟architecture de 
l‟application,  
 les composants modélisés de la partie application de notre système, 
 les besoins de type fiabilité pour la partie interaction définis durant la phase d‟analyse des 
besoins. 
Activités 
Pour expliciter cette phase de modélisation, nous commençons tout d‟abord par la phase de 
création de modèle pour les différents composants de l‟architecture et l‟analyse formelle de ces 
modèles. Nous présentons ensuite les phases de simulation et de décision. 
Modélisation du composant transducteur d’événements (d’entrée) 
Le premier modèle (présenté en Figure 4.25) décrit le composant Transducer Component de 
l‟architecture (Figure 4.21). 
Pour créer ce modèle, nous commençons par définir les événements auxquels il est abonné. Ces 
événements sont : 
 mousePressed et mouseReleased décrivant le changement d‟état d‟un des boutons. Ces 
événements ont comme paramètre un entier correspondant au numéro du bouton,  
 mouseMove décrivant un déplacement de la souris. Cet événement contient deux entiers 
dx, dy donnant le déplacement relatif en x et en y par rapport au précédent événement de 
déplacement reçu. 
Ce modèle transmettra au modèle suivant trois événements: createObject, selectObject et 
selectTarget. 
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Nous pouvons ensuite définir le fonctionnement de ce modèle. 
 
Figure 4.25 Modélisation ICO du composant Transducteur 
A la création de ce modèle, la place Currentxy contient un couple d‟entiers initialisé à <0,0> 
correspondant à la position absolue de la souris. 
Lors de la réception d‟un événement mouseMove, la transition mouseMove_t1 est franchie et met à 
jour les valeurs de x et y dans la place Currentxy.  
Lors de la réception d‟un événement mousePressed, un jeton est déposé dans la place 
Pressed_event. A partir de cette place selon la valeur de button :  
 la transition ayant comme précondition (button==1) est franchie envoyant un 
événement selectObject. Le jeton de la place Pressed_event est enlevé. 
 la transition ayant comme précondition (button==2) est franchie sans envoyer 
d‟événement mais le jeton de la place Pressed_event est enlevé. 
Lors de la réception d‟un événement mouseReleased, un jeton est déposé dans la place 
Released_event. A partir de cette place selon la valeur de button :  
 la transition ayant comme précondition (button==1) est franchie envoyant un 
événement selectTarget. Le jeton de la place Released_event est enlevé. 
 la transition ayant comme précondition (button==2) est franchie envoyant un 
événement createObject et le jeton de la place Pressed_event est enlevé. 
A la suite de la création de ce modèle nous pouvons effectuer une analyse formelle. Cette analyse 
d‟invariants (Figure 4.26) nous donne un invariant de place et cinq invariants de transitions. 




Figure 4.26 Analyse d'invariants du modèle Transducer Component 
L‟invariant de place nous montre que le marquage de la place Currentxy restera inchangé quelle 
que soit l‟évolution du modèle. Etant donné qu‟à la création de ce modèle nous y plaçons un jeton, 
cette place possèdera toujours un et un seul jeton. Nous aurons donc toujours la position absolue 
de notre périphérique. 
Le premier invariant de transition nous informe que le tir de la transition mouseMove_t1 ne 
change pas le marquage du réseau. 
Etant donné qu‟à l‟état initial, notre modèle possède un jeton dans la place Currentxy, cet invariant 
de transition et l‟invariant de place nous permettent de prouver que la transition mouseMove_t1 
sera toujours franchissable et donc que le déplacement du périphérique par l‟utilisateur sera 
toujours traité par les modèles de notre système. 
Les quatre autres invariants de transitions nous informent que le franchissement des couples de 
transitions (mousePressed_t1 et PressedButton1), (mousePressed_t1 et PressedButton2), 
(mouseReleased_t1 et ReleasedButton1) et (mouseReleased_t1 et ReleasedButton2) laisse le 
marquage du réseau inchangé. 
Modélisation du composant chargé du rendu  
Le modèle (présenté en Figure 4.27) décrit le composant chargé du rendu présenté dans 
l‟architecture (Figure 4.21). 
Pour créer ce modèle, nous commençons par définir les événements auxquels il est abonné. Ces 
événements sont :  
 L‟ajout ou la suppression de jeton de la place Icons du modèle de dialogue, 
 L‟ajout d‟un jeton dans la place Currentxy du modèle de transducteur d‟événements, 
 Le franchissement des transitions Trash, NoTrash et Icon du modèle de dialogue. 
Nom de 
l’élément 
Type Modèle Evénement Méthode de rendu 
Icons Place DialogComponent Jeton entrant Icons_TokenAdded 
Icons Place DialogComponent Jeton sortant Icons_Tokenremoved 
Currentxy Place TransducerComponent Jeton entrant Currentxy_TokenAdded 
Trash Transition DialogComponent Franchissement Trash_TransitionCompleted 
NoTrash Transition DialogComponent Franchissement NoTrash_TransitionCompleted 
Icon Transition DialogComponent Franchissement Icon_TransitionCompleted 
Tableau 4-6 Lien entre les événements sur l’élément et la méthode de rendu 
Nous pouvons ensuite définir le fonctionnement de ce modèle. 
A la création de ce modèle, deux places sont garnies d‟un jeton : la place Frame contenant la 
référence à la fenêtre et la place Pointer contenant la référence au pointeur. 
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Lors de l‟ajout (resp. la suppression) d‟une icône de la place Icons du modèle de dialogue, la 
transition Icons_TokenAdded_ (resp. Icons_Tokenremoved_) de ce modèle est franchie et un jeton 
déposé dans la place AddIcon (resp. RemoveIcon). La transition AddIcontoInterface (resp. 
RemoveIconfromInterface) peut alors être franchie et le code contenu dans cette transition exécuté. 
Ce code appelle la méthode d‟ajout (resp. de suppression) de l‟icône sur la fenêtre dont la 
référence est reçue de la place Frame. 
 
Figure 4.27 Modélisation ICO du composant chargé du rendu 
Lors de l‟ajout d‟un jeton dans la place Currentxy du modèle de l‟interaction, l‟événement 
Currentxy_TokenAdded_ est reçu par ce modèle de rendu et la transition correspondante est 
franchie déposant un jeton dans la place MoveEvent ayant comme valeur un événement avec 
comme paramètre la nouvelle position du périphérique. Trois transitions peuvent alors être 
franchies. 
 Si un jeton se trouve dans la place IconSelected (suite au franchissement de la transition 
Icon_TransitionCompleted) la transition Create_ghost est franchie et le code contenu 
dans cette transition est exécuté. Ce code crée un objet fantôme de l‟icône sélectionné et 
la référence à ce fantôme est déposée dans la place Ghost. De plus, le pointeur souris 
ainsi que ce fantôme sont déplacés à la nouvelle position absolue.  
 Si un jeton se trouve dans la place Ghost, la transition Render_Mouse_Drag est franchie 
et le code contenu dans cette transition exécuté déplaçant le pointeur souris et le fantôme 
de l‟icône. 
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 S‟il n‟y a pas de jeton dans les places IconSelected ou Ghost (l‟absence de jeton dans ces 
places est représentée par un arc inhibiteur) la transition Render_Mouse est franchie 
déplaçant le pointeur souris. 
Lors du franchissement de la transition Icon dans le modèle de Dialogue, l‟événement 
Icon_TransitionCompleted est reçu par ce modèle. La transition synchronisée correspondante est 
franchie et un jeton est déposé dans la place IconSelected.   
Lors du franchissement de la transition NoTrash dans le modèle de Dialogue, l‟événement 
NoTrash_TransitionCompleted est reçu par ce modèle. La transition synchronisée correspondante 
est franchie et un jeton est déposé dans la place MoveIcon.  
 Si un jeton se trouve dans la place Ghost, la transition End_drag est franchie exécutant le 
code contenu dans cette transition. Ce code appelle une méthode pour effacer le fantôme 
et déplacer l‟icône à la position où a eu lieu le relâchement de la souris. 
 Si un jeton se trouve dans la place IconSelected, la transition Click est franchie. 
Lors du franchissement de la transition Trash dans le modèle de Dialogue, l‟événement 
Trash_TransitionCompleted est reçu par ce modèle, la transition synchronisée correspondante est 
franchie et un jeton est déposé dans la place TrashNotEmpty. La transition Render_Trash peut 
alors être franchie et exécute le code de rendu sur la corbeille (icône de corbeille pleine, son 
animation éventuelle) ainsi que l‟effacement du fantôme.  
A la suite de la création de ce modèle nous pouvons effectuer une analyse formelle. Cette analyse 
d‟invariants (Figure 4.11) nous donne deux invariants de place et sept invariants de transitions. 
 
Figure 4.28 Analyse d'invariants du modèle chargé du rendu 
Les deux invariants de place Frame et Pointer nous informent que le marquage restera inchangé 
quelle que soit l‟évolution du modèle. Etant donné que ces places sont initialisées avec un jeton 
lors de la création du modèle, ces places ne perdront jamais leurs ressources (la fenêtre Frame et le 
pointeur Pointer). 
Les invariants de transitions nous présentent sept ensembles de transitions dont la séquence de 
franchissement n‟affecte pas le marquage du réseau. Ces invariants nous permettent de montrer 
que quel que soit l‟événement reçu, il est toujours possible de revenir à l‟état initial du modèle. 
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Simulation des modèles 
Nous avons choisi de présenter deux simulations de la partie interaction de notre système : l‟ajout 
et la suppression d‟une icône. 
La Figure 4.29 présente le diagramme de séquence d‟ajout d‟une icône. Ce diagramme permet de 
montrer la façon dont se déroule une simulation. Ces modèles sont tout d‟abord instanciés et sont 
abonnés entre eux conformément à l‟architecture réalisée.  
Lors d‟un clic du bouton droit avec la souris, le driver souris (CPN Mouse) envoie les événements 
mousePressed et mouseReleased avec comme paramètre le numéro de bouton (ici 2). Ces 
événements sont traités par le modèle TransducerComponent qui à son tour envoie un événement 
createObject au modèle DialogComponent. 
La réception de cet événement dans le modèle DialogComponent a pour conséquence l‟appel de 
méthode add(String fileName) sur le modèle Data Adapter Component. Lors du retour de 
cette méthode, un jeton est déposé dans la place Icons du modèle DialogComponent. Cet ajout de 
jeton génère un événement Icon_TokenAdded auquel le modèle RendererComponent est abonné. 
Ce modèle appelle alors une méthode add(icon) sur l‟interface graphique Frame.  
 
Figure 4.29 Diagramme de séquence de la simulation d'ajout d'une icône 
La Figure 4.30 présente le diagramme de séquence de suppression d‟une icône par drag-and-drop. 
Lors d‟un pressed du bouton gauche avec la souris, le driver souris (CPN Mouse) envoie 
l‟événement mousePressed avec comme paramètre le numéro de bouton (ici 1). Cet événement est 
traité par le modèle TransducerComponent qui à son tour envoie un événement selectObject au 
modèle Dialog Component. Etant donné que nous considérons que ce mousePressed a eu lieu sur 
une icône existante, la transition Icon du modèle Dialog Component est franchie et un événement 




Figure 4.30 Diagramme de séquence de la simulation d'un déplacement d'icône vers la corbeille 
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Lors du déplacement de la souris, le driver souris (CPN Mouse) produit un événement mouseMove 
qui est reçu par le modèle TransducerComponent et qui produit une mise à jour du jeton se 
trouvant dans la place Currentxy de ce modèle. Le changement de valeur de cette place produit un 
événement Currentxy_TokenAdded auquel le modèle Renderer Component est abonné.  
 Lors de la première réception de cet événement (et suite à un événement 
Icon_TransitionCompleted), le modèle Renderer Component crée un nouvel objet ghost 
sur l‟interface graphique (Frame) et met à jour la position du pointeur et du fantôme 
(render(x,y)). 
 Lors des réceptions suivantes de cet événement, le modèle Renderer Component met 
simplement à jour la position du pointeur ainsi que la position du fantôme. 
A la suite du relâchement du bouton gauche, le driver souris envoie un événement mouseReleased 
au modèle TransducerComponent. Suite à cet événement, le modèle TransducerComponent 
produit un événement selectTarget qui est reçu par le modèle Dialog Component. Etant donné que 
nous considérons que ce relâchement a eu lieu sur la corbeille, la transition Trash du modèle 
DialogComponent est franchie. Ceci produit un événement Trash_TransitionCompleted auquel le 
modèle RendererComponent est abonné. A la suite de cet événement, le modèle 
RendererComponent supprime le fantôme de la fenêtre (remove(ghost). Le modèle du 
dialogue appelle ensuite la méthode deleteIcon du modèle Data Adapter Component (voir 
partie application). A la suite du retour de cette méthode, un jeton est enlevé de la place Icon, ce 
qui produit un événement Icon_Tokenremoved auquel le modèle RendererComponent est abonné. 
Ce modèle appelle alors la méthode delete(icon) sur la fenêtre (Frame) ce qui termine notre 
simulation. 
Décision 
Etant donné que nous présentons dans cet exemple les modèles de la dernière itération de la phase 
de modélisation, le résultat de la phase de décision est de valider ces modèles et de les transmettre 
à la phase suivante. Nos différents modèles sont donc transmis à la phase d‟évaluation de 
l‟utilisabilité. 
Productions 
Cette phase de modélisation des composants de l‟architecture a comme production l‟ensemble des 
modèles définis par l‟architecture de la phase précédente. 
4.3.3.3 Avantages 
La modélisation fortement itérative a de nombreux avantages tels que :  
 La précision :  L‟avantage principal de cette modélisation à l‟aide d‟une technique de 
description formelle tient dans le fait que c‟est l‟unique moyen pour pouvoir modéliser de 
façon précise et non ambigüe tous les composants de l‟interaction mais également que ces 
modèles puissent être analysés. 
 La correction/validité : La simulation et l‟aspect itératif de notre modélisation 
permettent d‟obtenir des modèles effectuant les tâches pour lesquelles ils ont été conçus. 
 L’extensibilité : Notre phase de modélisation permet aisément d‟intégrer de nouvelles 
fonctionnalités comme de nouvelles méthodes sur les modèles.  
 La vérification : La phase d‟analyse formelle permet de vérifier les propriétés du 
système avant son implémentation. Ceci permet de vérifier certaines propriétés telles que 
la vivacité ou que certains services seront toujours disponibles. 
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4.3.4 Evaluation de l’utilisabilité de l’interaction 
4.3.4.1 Principe 
La phase d‟évaluation de l’utilisabilité de l’interaction a pour objectif de vérifier si les besoins 
en termes d‟utilisabilité sur le système complet (application et interaction) ont bien été pris en 
compte lors de la conception.  
Cette phase d‟évaluation de l‟utilisabilité de l‟interaction (présenté en Figure 4.17) prend comme 
entrée les différents modèles ICO provenant de la phase précédente (Modélisation).  
 
Figure 4.31 détail de la phase d’évaluation de l'utilisabilité 
La première étape de cette évaluation de l‟utilisabilité est l‟extraction des scénarios de test. Afin 
d‟obtenir des données utiles lors de l‟évaluation d‟utilisabilité de notre application, il convient de 
se baser sur les modèles de tâches établis lors de la phase d‟analyse des besoins. Lors de cette 
phase, différents modèles de tâches ont été validés entre les parties prenantes. Il convient dès lors 
d‟extraire les scénarios de test de ces modèles de tâches qui nous permettront d‟exécuter nos 
modèles selon un scénario de test validé.  
Etant donné que la technique d‟interaction a un impact sur la tâche, les scénarios de test extraits 
devront correspondre à la technique d‟interaction mise en place et donc aux différents choix qui 
ont été fait lors de la phase de design de l‟interaction comme celui de la modalité utilisée, le type 
d‟interaction ou le type d‟interface.  
La phase suivante est l‟exécution des modèles ICO durant laquelle l‟utilisateur suit le scénario de 
test établi pour cette simulation. Pendant cette exécution, un fichier de log est produit contenant 
les informations à propos de l‟évolution des modèles. Ce fichier de log enregistre tous les 
changements qui se produisent sur ces modèles pendant la simulation.  
Ces événements sont : 
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 Le franchissement d‟une transition, 
 L‟ajout d‟un jeton dans une place, 
 L‟enlèvement d‟un jeton d‟une place, 
 Le changement d‟état d‟une transition (franchissable / non-franchissable), 
 Le changement de substitutions d‟une transition, 
 La réinitialisation du marquage d‟une place. 
En parallèle à l‟enregistrement des données dans un fichier de log, des techniques permettant 
l‟évaluation de l‟utilisabilité comme l‟enregistrement de vidéos des utilisateurs peuvent être mises 
en place. A la fin de cette exécution des questionnaires peuvent être proposés aux utilisateurs 
dans le même but. 
On passe ensuite aux deux phases d‟analyse qui sont l‟analyse du log et l‟analyse des vidéos et 
questionnaires : 
 La phase d‟analyse de log extrait à partir du fichier de log généré par l‟exécution des 
modèles les données permettant d‟évaluer le système conformément aux demandes 
formulées par les parties prenantes lors de la phase d‟analyse des besoins. 
 En parallèle à cette analyse de log, une analyse des vidéos et questionnaires peut être 
mise en place. Néanmoins nous ne contribuons pas à cette partie. 
Il est important de noter que, dans cette phase d‟évaluation de l‟utilisabilité, on ne s‟occupe que 
d‟une partie des tests d‟utilisabilité. Néanmoins, dans le contexte multimodal, ces tests sont très 
importants pour situer les éventuels problèmes de conception de l‟interaction. 
4.3.4.2 Application du principe à l’exemple  
Entrées 
Cette phase d‟évaluation de l‟utilisabilité prend en entrée : 
 Les modèles de l‟application et de l‟interaction, 
 Les besoins d‟utilisabilité définis lors de la phase d‟analyse des besoins. 
  




Extraction d’un scénario de test  
La Figure 4.32 présente le modèle de tâche défini durant la phase d‟analyse des besoins de notre 
processus. La tâche Clear Files est composée de deux tâches Selection et Deletion qui peuvent être 
réalisées dans n‟importe quel ordre. Cette indépendance de l‟ordre est représentée par l‟opérateur 
|=|.  
 
Figure 4.32 Modèle de tâche issu de la phase d’analyse des besoins 
Comme on peut le voir dans la Figure 4.33, le choix de la technique d‟interaction a un impact sur 
la manière dont les tâches vont être réalisées par l‟utilisateur. De ce fait, le modèle de tâche doit 
être retravaillé pour être compatible avec la technique d‟interaction. Le modèle de la Figure 4.32 
devient celui présenté par la Figure 4.33. Les tâches de sélection et d‟effacement peuvent être 
raffinées. La sélection est réalisée par une succession de tâches (choix de l‟icône à effacer, 
déplacement de la souris sur l‟icône choisi, et par l‟appui du bouton gauche de la souris). 
L‟effacement est réalisé par une succession de tâches (déplacement de l‟icône au dessus de la 
corbeille, vérification que l‟icône de la corbeille est en surbrillance, et par le relâchement du 
bouton de la souris). 
 
Figure 4.33 Scénario de test extrait du modèle de tâche correspondant au glisser-déposer  
Il est intéressant de noter que l‟opérateur temporel “order independence” entre les tâches de 
sélection et d‟effacement est plus contraignant dans la version raffinée que dans la version 
d‟origine. En effet celui-ci est remplacé par l‟opérateur “sequence”. Il est possible d‟augmenter les 
contraintes sur un modèle si celui-ci reste compatible avec le modèle abstrait. L‟inverse n‟est pas 
possible car cela autoriserait l‟utilisateur à effectuer des séquences d‟action qui ne seraient pas 
autorisées dans le modèle abstrait. 




Figure 4.34 Scénario de test extrait du modèle de tâche correspondant à la Reconnaissance vocale  
A titre d‟exemple, nous présentons en Figure 4.34, le scénario de test pour notre système dans le 
cas d‟une interaction multimodale à l‟aide de la voix et de la souris. A la différence du scénario de 
test à l‟aide uniquement de la souris présenté en Figure 4.33, ce scénario de test permet de réaliser 
les sous-tâches de sélection et d‟effacement (Deletion) dans n‟importe quel ordre (représenté par 
l‟opérateur “order independence” entre les tâches de sélection et d‟effacement tel qu‟on pouvait le 
trouver dans le modèle de tâche de base Figure 4.32. Cet exemple permet de montrer qu‟à partir 
d‟un même modèle de tâche, nous pouvons produire différents scénarios de tests correspondant à 
la technique d‟interaction modélisée afin d‟évaluer cette technique d‟interaction.  
Exécution et fichier de log 
L‟exécution des différents modèles est réalisée de la même manière que la simulation de la phase 
de modélisation en respectant en plus le scénario de test choisi pour cette évaluation de 
l‟utilisabilité. Durant cette exécution, un fichier de log est généré. Nous analysons ce fichier dans 
la phase suivante. 
La Figure 4.35 présente le fichier de log de l‟exécution de nos modèles lors de la création d‟une 
icône. Les trois premières lignes de ce tableau présentent un déplacement du périphérique. Le 
modèle de driver souris envoie un événement mouseMove_t1 qui est reçu par le modèle 
InteractionAdapter (ligne 1). Le franchissement de cette transition met à jour le jeton dans la place 
Currentxy en retirant un jeton (ligne 2) et en déposant un autre jeton avec les nouvelles valeurs 
(ligne 3). Cet ajout d‟un jeton dans la place Currentxy a pour conséquence le franchissement de la 
transition Currentxy_TokenAdded_ dans le modèle Renderer (ligne 4) abonné à l‟ajout de jeton 
dans cette place. Ce franchissement dépose un jeton avec l‟événement dans la place MoveEvent 
(ligne 5). Le jeton dans cette place est ensuite enlevé (ligne 7) lors du franchissement de la 
transition Render_Mouse (ligne 6) qui déplace le pointeur dont il récupère la référence 
(mousePointer dans la colonne substitutions).  
Lors d‟une pression du bouton droit de la souris, la transition mousePressed_t1 est franchie (ligne 
8 avec dans la colonne Substitutions la valeur pour button 2 correspondant au bouton droit). Cette 
transition dépose un jeton dans la place Pressed_event (ligne 9). Etant donné que la valeur de 
button est 2, la transition PressedButton2 est franchie (ligne 10) enlevant le jeton de la place 
Pressed_event (ligne 11). 
Lors du relâchement du bouton droit de la souris, la transition mouseReleased_t1 est franchie 




Figure 4.35 Fichier log de l’exécution des modèles (création d’icône) 




Cette transition dépose un jeton dans la place Released_event (ligne 13). Etant donné que la valeur 
de button est 2, la transition ReleasedButton2 est franchie (ligne 15) enlevant le jeton de la place 
Pressed_event (ligne 14). Le franchissement de ReleasedButton2 exécute le code contenu dans 
cette transition envoyant un événement createObject au modèle DialogPart. 
La réception de cet événement a pour conséquence le franchissement de la transition 
createObject_t1 (ligne 16) qui dépose un jeton dans la place Ico_to_Create (ligne 17). Le jeton 
dans cette transition autorise alors le franchissement de la transition create_Icon (ligne 18) qui 
appelle la méthode createFile du modèle FunctionalAdapterPart en déposant un jeton dans la 
place SIP_createFile (ligne 19). Les lignes suivantes (20 à 24) expriment le comportement du 
modèle FunctionalAdapterPart de la partie applicative. La fin d‟exécution de cette méthode a lieu 
lors du dépôt d‟un jeton dans la place SOP_createFile (ligne 25). 
Le dépôt dans cette place achève l‟appel de méthode createFile et donc le franchissement de la 
transition create_Icon (ligne 18) qui enlève le jeton de la place Ico_to_Create (ligne 26) et en 
dépose un dans la place Icons (ligne 27).  
Le dépôt d‟un jeton dans la place Icons a pour conséquence le franchissement de la transition 
Icons_TokenAdded_ dans le modèle du rendu (Renderer ligne 28) qui dépose un jeton dans la 
place AddIcon avec comme paramètre l‟icône à ajouter sur l‟interface (colonne Token de la ligne 
27). La transition AddIcontoInterface est alors franchie (ligne 30) enlevant le jeton de la place 
AddIcon (ligne 31) et exécutant le code contenu de la transition ayant pour conséquence 
l‟affichage de l‟icône. 
Les sept dernières lignes (lignes 32 à 38) sont équivalentes aux premières lignes du tableau. Elles 
présentent un déplacement du périphérique et le déplacement du pointeur correspondant. 
La deuxième exécution du modèle est présentée en Figure 4.36. Ce tableau représente l‟exécution 
de nos modèles lors du déplacement d‟une icône en vue de l‟effacer. Les quatre premières lignes 
montrent les changements d‟état du modèle InteractionPart à la suite de la pression du bouton 
gauche de la souris. Lors de cette pression le driver Souris envoie un événement mousePressed qui 
provoque le franchissement de la transition mousePressed_t1 (ligne1) qui a pour conséquence le 
dépôt d‟un jeton dans la place Pressed_event avec la valeur du bouton (valeur 1 dans la colonne 
Token de la ligne 2). 
Etant donné cette valeur, la transition PressedButton1 est franchie (ligne 3), enlève le jeton de la 
place Pressed_event (ligne4) et exécute le code contenu qui envoie un événement selectObject au 
modèle DialogPart avec comme paramètre les coordonnées obtenues de la place Currentxy (y=> 
104, x=> 419 dans la colonne substitutions de la ligne 3). La réception de cet événement a pour 
conséquence le franchissement de la transition selectObject_t1 (ligne 5) qui enlève le jeton de la 
place Idle (ligne 6) et dépose un jeton dans la place TestIcon avec les coordonnées où ont eu lieu le 
mousePressed (colonne Token de la ligne 7). Etant donné que le mousePressed a eu lieu sur une 
icône, la transition Icon est franchie (ligne 8) et récupère la référence de cette icône de la place 
Icons (colonne substitutions de la ligne8). Le franchissement de la transition Icon a pour 
conséquences d‟enlever le jeton de la place TestIcon (ligne 9) et de déposer un jeton dans la place 
SelectedIcon avec la référence à l‟icône sélectionnée (colonne Token de la ligne 10). 
Le franchissement de cette transition Icon a également pour conséquence l‟envoi d‟un événement 
Icon_TransitionCompleted au modèle Renderer qui provoque le franchissement de la transition 
Icon_TransitionCompleted_ (ligne11) déposant un jeton dans la place SelectedIcon (ligne 12). 
A la suite d‟un déplacement de la souris, le modèle InteractionPart reçoit un événement 
mouseMove et met à jour le jeton de la place Currentxy (ligne13 à 15). Ceci a pour conséquence 
l‟envoi d‟un événement Currentxy_TokenAdded_ au modèle Renderer et le franchissement de la 







Figure 4.36 Fichier de log de l’exécution des modèles (déplacement d’icône) 





La transition Create_Ghost est alors franchie (ligne 18) en enlevant le jeton de la place 
IconSelected (ligne 19) et de la place MoveEvent ligne 20) et dépose dans la place Ghost la 
référence à l‟objet fantôme créé (icon.Ghost dans la colonne Token de la ligne 21). 
A la suite d‟un nouveau déplacement de la souris, le modèle InteractionPart (lignes 22 à 24)  
transmet à nouveau un événement Currentxy_TokenAdded au modèle Renderer qui provoque le 
franchissement de la transition correspondante (ligne 25) et dépose un jeton dans la place 
MoveEvent. 
Etant donné qu‟un jeton se trouve dans la place Ghost et un jeton dans la place MoveEvent, la 
transition Render_Mouse_Drag est franchie (ligne 27), le jeton est enlevé de la place MoveEvent et 
le code contenu dans la transition Render_Mouse_Drag est exécuté mettant à jour sur l‟interface la 
position du pointeur et du fantôme. 
Analyse de log  
A partir des  modèles présentés dans la section précédente, nous pouvons réaliser une analyse sur 
les données recueillies. Parmi les données intéressantes que l‟on peut récupérer à partir de ce 
fichier log, figurent les temps en millisecondes auxquels ont eu lieu les différentes actions. Nous 
pouvons donc calculer la durée de certaines tâches comme par exemple le temps de déplacement 
d‟une icône vers la corbeille. Ce temps est obtenu en soustrayant l‟information temporelle liée au 
relâchement de l‟icône sur la corbeille et le temps auquel a eu lieu la sélection de l‟icône. 
Il peut alors être intéressant d‟ajuster les paramètres des différents modèles afin d‟optimiser le 
temps nécessaire à la suppression d‟une icône. 
Productions 
Cette phase d‟évaluation produit l‟analyse des logs, des questionnaires et des vidéos qui sera 
utilisée lors de la phase de décision.  
4.3.4.3 Avantages 
L‟évaluation de l‟utilisabilité basée sur les modèles a comme avantages : 
 Prise en compte de l’utilisateur : Notre phase d‟évaluation de l‟utilisabilité permet de 
faire participer l‟éventuel utilisateur final de l‟application et d‟obtenir des informations 
sur les performances du système produit dans un contexte d‟utilisation réel avec leurs 
futurs utilisateurs. 
 Prise de mesure : Notre fichier de log enregistre les temps des différents événements et 
changements dans les modèles permettant de réaliser diverses analyses de performances 
grâce à ces données. 
 Orientation « modèle » : Les fichiers de log étant basés sur les modèles, les informations 
obtenues peuvent être facilement rattachées au modèle afin de paramétrer certains aspects 
du modèle ou le modifier.  
 Ajustement de l’interaction : Pour la partie interaction, le log aura comme autre 
avantage de permettre de situer les éventuels paramètres (représentés par des jetons dans 
les modèles) à ajuster afin d‟améliorer l‟utilisabilité du système. 
Enfin, cette évaluation d‟utilisabilité réalisée à l‟aide de fichiers de log basés sur les modèles sera 
également particulièrement utile dans le cas d‟interaction multimodale. 
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4.3.5 Décision (côté interaction)  
Nous avons vu dans la partie application, que notre évaluation de l‟utilisabilité permettait de savoir 
si la tâche de l‟utilisateur avait été réalisée de manière efficace du coté application de notre 
processus. Il convient également d‟évaluer si cette efficacité se retrouve du coté de l‟interaction 
(l‟utilisateur peut-il réaliser sa tâche à l‟aide de l‟interaction modélisée ?). Ceci peut être évalué à 
l‟aide du log en vérifiant que l‟événement correspondant à la fin de cette tâche a bien été transmis 
à la partie applicative de notre système. 
L‟analyse du log permet également de déterminer si le but de l‟utilisateur a été atteint de manière 
efficiente. En effet, en extrayant du fichier de log les informations temporelles liées aux phases 
d‟exécution du scénario, il est possible d‟exprimer les durées de ces différentes phases et donc de 
savoir si l‟utilisateur a accompli sa tâche de manière efficiente. Le cas échéant, il est possible de 
repérer dans le modèle où se situent les phases à optimiser : si la performance ne correspond pas 
aux attentes, les données du log peuvent servir à modifier ou ajuster le modèle qui sera ensuite à 
nouveau simulé et évalué. Ces modifications ou ajustements sont facilitées par le fait que le log est 
basé sur la structure du modèle. Ce qui diffère fortement du log classique comme dans [Hilbert 00] 
où les informations sont relatives aux actions utilisateurs sur l‟interface (clic, déplacement) ou sur 
les périphériques d‟entrée et sont fort éloignées des modèles ou du code. 
Lors de ces phases d‟ajustements, il n‟est pas nécessaire de repasser par toutes les phases de 
conception, il suffit de retourner directement dans la phase de modification de modèle (flèche 
pointillée sur la Figure 4.9) et de modifier les variables contenues dans les places de ce modèle. De 
plus, le changement de valeurs des variables du modèle n‟affectant pas la structure du réseau, les 
propriétés telles que les invariants du modèle restent valides et il n‟est pas nécessaire d‟effectuer 
une nouvelle analyse formelle ou une simulation de ces modèles si les ajustements n‟impactent pas 
la structure du modèle. Ceci nous permet de pouvoir réaliser différentes exécutions de nos modèles 
avec des paramètres différents de façon très rapide sans perdre les propriétés du modèle. Ceci 
permet par exemple de tester si l‟efficience de l‟utilisateur augmente lorsque le pointeur souris est 
accéléré d‟un certain coefficient. Nous verrons un exemple détaillé de ce type d‟évaluation dans la 
partie étude de cas. 
Lorsque les décisions sont validées à la fois du coté interaction et application, la phase de 
conception itérative de l‟application et de l‟interaction est terminée et le processus passe dans la 
phase de déploiement. Il est néanmoins toujours possible de revenir à cette phase de conception 
s‟il s‟avérait que de gros problèmes apparaissent lors de la phase de déploiement. 
La section suivante présente les modifications à apporter à notre processus de conception afin de 
tenir compte des aspects multimodaux. 
4.4 Synthèse 
Dans cette partie, nous avons présenté notre processus de développement permettant la conception 
de systèmes interactifs critiques qui soient à la fois fiables et utilisables.  
Pour les propriétés d‟utilisabilité, nous avons placé l‟utilisateur au cœur du processus de 
développement et veillé à mettre en place une phase d‟évaluation de l‟utilisabilité et une itération 
forte des phases de conception afin de répondre aux besoins et aux activités de l‟utilisateur.  
Pour les propriétés de fiabilité, nous avons ajouté à notre processus de développement les phases 
permettant la modélisation des composants ou l‟analyse formelle des modèles produits et, afin de 
pouvoir agencer ces différents composants, une phase de conception de l‟architecture. 
Contrairement à la plupart des processus de développement, nous avons souhaité mettre en 
évidence la conception de la partie interaction et pour ce faire nous avons créé une phase 
spécifique en parallèle à la conception de l‟application.  
Cette séparation permet de mieux définir les rôles des concepteurs en plaçant les spécialistes de la 
fiabilité du côté de la conception de l‟application et des phases de modélisation et les spécialistes 
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de l‟utilisabilité du côté de la conception de l‟interaction et des phases d‟évaluation de 
l‟utilisabilité. 
De plus, la séparation de cette phase de conception de l‟interaction de la phase de conception de 
l‟application nous permet de définir de nouvelles techniques d‟interaction avancées comme les 
techniques d‟interaction multimodale indépendamment de la partie application et nous permet 
aussi de pouvoir réutiliser des techniques d‟interaction précédemment conçues pour être intégrées 
à d‟autres applications. Dans le chapitre suivant, nous présentons la façon dont notre processus 




5 Prise en compte des aspects multimodaux dans 
le processus de développement de systèmes 
interactifs critiques  
Lors de la conception de systèmes interactifs, afin de permettre à l‟utilisateur d‟augmenter sa 
bande passante avec le système, il est de plus en plus nécessaire de multiplier les périphériques 
d‟entrée et de sortie et de proposer de nouvelles techniques d‟interaction. Ces techniques 
d‟interaction faisant appel à plusieurs périphériques sont appelées multimodales et permettent par 
exemple l‟utilisation de la voix en parallèle avec l‟utilisation d‟un pointeur graphique comme la 
souris ou l‟écran tactile. Ces techniques d‟interaction multimodale sont de plus en plus prisées 
dans les consoles de jeux telles que la Wii [Schlomer08] de Nintendo ou la Xbox de Microsoft 
avec le projet Kinect [Latta09] ou dans les systèmes grand public tels que l‟iPhone [Jobs08] afin 
d‟en augmenter leur utilisabilité.  
Il convient néanmoins, lors de leur intégration dans un système interactif critique, de veiller à leur 
fiabilité. Ces aspects de fiabilité apparaissent plus particulièrement lors de la combinaison des 
événements provenant de ces différents périphériques et réalisée par des moteurs de fusion.  
Ce chapitre s‟intéresse à la prise en compte des aspects multimodaux dans notre processus de 
développement présenté dans le chapitre précédent. Nous commençons tout d‟abord par définir la 
multimodalité pour ensuite présenter les différentes notations pour les systèmes interactifs 
multimodaux en les classant selon le type de moteur de fusion. Nous abordons ensuite les phases 




« La modalité est définie comme étant un couple <d, l> où d désigne un dispositif physique et l un 
langage d’interaction. Le langage d’interaction fait référence au langage permettant à 
l’utilisateur de communiquer avec la machine au travers d’un dispositif physique particulier. Un 
langage d’interaction se définit donc par un vocabulaire d’éléments terminaux et une grammaire. 
Les éléments terminaux sont produits ou captés par les dispositifs d’entrée/sortie. » [Nigay94]  
Turk et Robertson [Turk00] distinguent deux catégories de modalités d‟entrée qu‟ils définissent 
comme suit: 
 Modalité active : « Une modalité d‟entrée est dite active si l‟utilisateur doit l‟utiliser de 
façon consciente. Par exemple, la métaphore du glisser-déposer avec une souris 
correspond à une modalité active, dans la mesure où l‟utilisateur doit réaliser une action 
précise et explicite pour utiliser cette modalité. »  
 Modalité passive : « À l'opposé, une modalité est passive si elle n‟est pas utilisée de 
façon consciente par l‟utilisateur. C‟est le cas par exemple de la plupart des modalités 
faisant intervenir le suivi du regard de l‟utilisateur. Ces modalités fournissent des 
informations sur l‟utilisateur au système sans que celui-ci intervienne explicitement. »  
5.1.2 Multimodalité  
« Un système est multimodal s’il dispose d’au moins deux modalités pour un sens donné. Ainsi, le 
système peut être qualifié de multimodal en entrée si au moins deux modalités d’entrée sont 
disponibles et de multimodal en sortie si au moins deux modalités de sortie existent. Il est donc 
possible qu’un système soit multimodal même s’il ne fait intervenir qu’un seul dispositif physique. 
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Il suffit pour cela que plusieurs langages d’interaction soient associés à un même dispositif 
physique ». [Bellick95] 
5.1.3 Les types de multimodalité 
Les types de multimodalité désignent la manière dont l‟utilisateur en entrée ou la machine en sortie 
interagit. Une première classification des types de multimodalité a été introduite dans [Caelen91]. 
Celle-ci repose sur deux critères permettant de définir les différents types de multimodalité :  
 L‟usage des modalités (en parallèle ou en séquentielle),  
 Le lien entre les informations provenant de deux modalités (combinées ou 
indépendantes).  
       Usage des modalités    
  Séquentiel Parallèle 
Fusion/ Fission 
Combiné Alterné Synergique 
Indépendant Exclusif Concurrent 
Tableau 5-1 Les différents types de multimodalité selon [Caelen91] 
On obtient ainsi quatre types d‟interaction multimodale, valables en entrée comme en sortie: 
  Exclusif : les modalités ne peuvent pas être fusionnées et elles doivent être utilisées en 
séquence.  
 Concurrent : les modalités ne se fusionnent pas pour former une commande, mais on peut 
les utiliser en parallèle à des tâches différentes.  
 Alterné : les modalités peuvent être fusionnées entre elles, mais elles doivent être utilisées 
en séquence.  
 Synergique : les modalités peuvent être utilisées librement : la fusion est possible ainsi 
que le parallélisme.  
5.1.4 Les propriétés CARE 
Les propriétés CARE (Complémentarité, Assignation, Redondance, Equivalence) ont été 
identifiées par [Nigay94] et ont été développées dans [Coutaz95].  
La complémentarité consiste à transmettre les différentes informations constituant un même 
énoncé sur plusieurs modalités. Il est donc nécessaire de pouvoir fusionner les informations 
fournies par les différentes modalités pour obtenir la requête finale. A l‟inverse, il faut pouvoir 
fissionner les informations fournies par le système pour les représenter via différents médias 
lorsque cela est nécessaire. Par exemple, la complémentarité intervient en entrée si l‟utilisateur 
sélectionne du texte au moyen d‟une souris puis prononce le mot « gras » dans une application de 
traitement de texte.  
L‟assignation consiste à mettre en correspondance une modalité et un type d‟énoncé particulier. 
L‟énoncé ne peut être exprimé que par le biais de la modalité et la modalité ne peut servir qu‟à 
exprimer l‟énoncé. Si l‟on reprend l‟exemple de l‟application de traitement de texte, l‟assignation 
intervient si l‟on considère que le texte ne peut être sélectionné qu‟au moyen d‟une souris. 
La redondance implique qu‟un même énoncé est transmis sur différentes modalités. En entrée, cela 
peut permettre de vérifier la cohérence des informations, et donc d‟augmenter la fiabilité du 
système. En sortie, cela peut mettre en évidence le caractère urgent d‟un message. Dans 
l‟application de traitement de texte, la redondance intervient par exemple lorsque pour supprimer 
une zone de texte, il faut à la fois prononcer « supprimer » et dessiner une croix avec la souris au 
dessus de la zone de texte. 
Prise en compte des aspects multimodaux dans le processus de développement 
de systèmes interactifs critiques 
123 
 
L‟équivalence indique que l‟utilisateur ou la machine ont plusieurs choix pour formuler son 
énoncé. Cela permet à l‟utilisateur de choisir sa modalité d‟entrée dans un ensemble de modalités 
en fonction de ses préférences. En sortie, le choix est laissé soit au système (grâce à un algorithme 
plus ou moins complexe), soit au concepteur ou à l‟utilisateur qui peuvent l‟un ou l‟autre fixer une 
modalité par défaut. Dans l‟application de traitement de texte, l‟équivalence intervient si 
l‟utilisateur peut spécifier la couleur d‟un texte sélectionné soit en prononçant le nom de cette 
couleur soit en sélectionnant une couleur dans une palette au moyen de la souris. 
5.2 Les moteurs de fusion 
Comme nous l‟avons vu dans le chapitre « notations » de l‟état de l‟art, certaines notations pour 
les systèmes interactifs prennent en compte la multimodalité. Cependant nous n‟avons pas encore 
comparé comment les notations permettent de modéliser les moteurs de fusion. 
Cette section présente les différentes approches permettant de réaliser des moteurs de fusion. 
Les différents types de moteurs de fusion que nous avons relevés dans la littérature sont les 
fenêtres temporelles, l‟unification, les moteurs de fusion procéduraux et les moteurs de fusion 
hybrides. 
5.2.1 Les moteurs de fusion de type fenêtres temporelles 
L‟utilisation de fenêtres temporelles est une des politiques les plus souvent utilisées pour résoudre 
la fusion. Le principe est d‟autoriser la fusion entre plusieurs événements si ces événements ont eu 
lieu pendant une fenêtre temporelle donnée. Les fenêtres temporelles ont été utilisées comme 
moteur de fusion dans [Koons93], MEDITOR [Bellick97], XISM [Krahnstoever02]. Le principe 
de moteur de fusion de type fenêtres temporelles a été principalement étudié dans [Nigay95] avec 
le Melting Pot appliqué ensuite dans [Bouchet04] et également utilisé dans HephaisTK 
[Dumas08]. 
 
Figure 5.1 Exemple de fusion avec les Melting Pots [Nigay95] 
Les Melting Pots ou creusets sont une représentation sémantique pour encapsuler les informations 
multimodales horodatées afin de supporter la fusion basée sur la complémentarité des creusets, le 
temps et le contexte. Les creusets peuvent combiner des informations provenant de modalités 
différentes. Par exemple, lorsque l'utilisateur dit: «Quels sont les vols de Chicago à cette ville?" et 
pointe une ville sur une carte, un creuset peut gérer la partie vocale indiquant la position de départ, 
et un autre creuset le geste pointant vers la destination. Les deux creusets peuvent ensuite être 
Partie 2 : Contribution 
124 
 
intégrés par un module de fusion pour représenter pleinement l'intention de l'utilisateur. Les 
creusets sont appliqués dans MATIS (Multimodal Airline Travel Information System), qui donne 
des informations sur les horaires de vol. Un exemple de fusion dans MATIS est présenté en Figure 
5.1. 
La fusion illustrée à la Figure 5.1 se produit lorsque l'utilisateur émet une demande d'informations 
sur les vols de Pittsburgh à Boston de façon multimodale. Le Melting Pot à gauche sur la figure est 
généré par la reconnaissance vocale lorsque l'utilisateur énonce «vols en provenance de 
Pittsburgh", tandis que le Melting Pot de droite résulte de la sélection de Boston avec la souris. 
5.2.2 Les moteurs de fusion de type d’unification 
Une autre politique courante pour les moteurs de fusion est l‟unification selon  un ensemble de 
règles. L‟unification a été utilisée dans XTRA [Wahlster91]  mais a réellement été implémentée et 
étudiée en profondeur dans QuickSet de [Cohen97]. 
Le cœur de QuickSet est son intégration synergique des modalités. Non seulement les utilisateurs 
peuvent employer la parole et le geste en même temps mais leur intégration corrige souvent les 
erreurs de reconnaissance. Par exemple, l'utilisateur peut exprimer la commande "Peloton M1A1 
suit cet itinéraire», tandis que simultanément il dessine un itinéraire vers un objectif avec le stylet.  
 
Figure 5.2 Exemple de fusion en QuickSet [Cohen97] 
Selon la forme de l'itinéraire, la reconnaissance de geste peut reconnaître le geste comme un 
itinéraire, une zone, une lettre ou un chiffre, un symbole de la carte, ou un geste d'édition. De 
même, la reconnaissance vocale peut produire d'autres interprétations que la parole.  
Par exemple, la tâche sémantique de suivi d'itinéraire s'attend à un objet linéaire. Ainsi, l'interprète 
multimodal choisira un geste à peu près linéaire ayant le score d'interprétation le plus haut. 
Grâce à l'unification et une représentation sémantique commune, la meilleure interprétation qui a 
du sens pour la tâche en cours est sélectionnée. Dans l‟exemple en Figure 5.2, pour réaliser 
l‟unification avec la commande create_line (partie droite de la figure), la fusion utilise la deuxième 
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interprétation du geste (line sur la partie gauche de la figure). Le résultat de cette fusion est 
présenté dans le bas de la Figure 5.2. 
 A la suite de Quickset, divers moteurs de fusion ont également utilisé l‟unification parmi lesquels 
ARMAR [Holzapfel04], PATE [Pfleger04], DPD [Milota04], Archivus [Melichar06] ou MUMIF 
[Sun06]. 
5.2.3 Les moteurs de fusion hybrides 
Les moteurs de fusion hybrides tirent parti de la fenêtre temporelle en y adjoignant une liste de 
règles provenant du principe d‟unification. Dans cette catégorie de moteur de fusion nous trouvons 
[Flippo03], Mimus [Portillo06] et FAME [Duarte06]. 
5.2.4 Les moteurs de fusion procéduraux 
Enfin la dernière catégorie présente les moteurs de fusion procéduraux. Dans cette catégorie, on 
retrouve CUBRICON [Neal89], TYCOON [Martin98], FST [Johnston05], MEngine [Bourguet02] 
et MIML [Latoschik02].  Ces différents moteurs de fusion sont réalisés à l‟aide d‟automates à états 
finis ou de notations proches.  
Par exemple, dans [Johnston05] la fusion est réalisée à l‟aide d‟un ensemble de règles listé dans 
une grammaire bien formée, représentée par des automates à états finis. Les FST (pour Finite State 
transducers) sont des automates où chaque transition consiste en un symbole d‟entrée et de sortie. 
La transition est franchie si le symbole d‟entrée correspond au symbole courant et génère la sortie 
correspondante.  
La fusion est réalisée par un automate de plus haut-niveau qui utilise les sorties des autres 
automates en entrée. La Figure 5.3 présente la grammaire permettant de réaliser une interaction 
multimodale à l‟aide de reconnaissance vocale et de reconnaissance de geste.  
 
Figure 5.3 Exemple de fusion en FST [Johnston05] 
Cette grammaire est représentée sous la forme d‟un automate dans la Figure 5.4.  
 
Figure 5.4 Représentation sous forme d’automate de la grammaire Figure 5.3 
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5.2.5 Synthèse des différents moteurs de fusion 
Les différentes notations ont été comparées selon six caractéristiques présentées dans les deux 
tableaux suivants.  
Le premier tableau présente les différentes notations selon 3 caractéristiques : 
 La notation est le langage de représentation du comportement du moteur de fusion.  
 Le type de fusion : Les valeurs possibles sont {Fenêtre temporelle, Unification, Hybride 
et Procédural}. Cette valeur correspond à la façon dans la fusion est réalisée à l‟aide 
d‟une fenêtre temporelle, en utilisant des constructions de commandes valides basées sur 
des règles (Unification), en fusionnant les techniques de fenêtres et d‟unification 
(Hybride) ou en utilisant une notation permettant de combiner les événements d‟entrée à 
l‟aide d‟une représentation explicite des états (Procédural). Ce type de notation aura un 
impact important sur le type de fusion.  
 Le niveau auquel a lieu la fusion. Pour cette caractéristique, nous considérons deux 
niveaux correspondant au modèle ARCH :  
o Le bas niveau (Low level) : lorsque le moteur de fusion est capable de réaliser 
une fusion sur des événements bas niveaux provenant des périphériques d‟entrée 
pour produire des événements de plus haut-niveau. 
o Le niveau Dialogue : lorsque la fusion conduit directement à une commande de 
l‟application. Dans le cas de la modalité vocale, la plupart des fusions sont 
réalisées à ce niveau étant donné que les commandes vocales se rapportent aux 
objets du niveau dialogue de l‟application.  
Référence Outil Notation Type Niveau 
Koons [Koons93] Parcours d’arbre Fenêtre temporelle Dialogue 
Pac Amodeus [Nigay95] Melting Pot Fenêtre temporelle Dialogue + bas niveau 
MEDITOR [Bellick97] Aucune Fenêtre temporelle Dialogue + bas niveau 
XISM [Krahnstoever02] Flux marqué Fenêtre temporelle Dialogue 
ICARE [Bouchet04] Melting Pot Fenêtre temporelle Dialogue + bas niveau 
HephaisTK [Dumas08] XML Typé Fenêtre temporelle Dialogue 
XTRA [Wahlster91] Aucune Unification Dialogue 
Quickset [Cohen97] Structure de caractéristiques Unification Dialogue 
ARMAR [Holzapfel04] Structure de caractéristiques typée Unification Dialogue 
PATE [Pfleger04] XML Typé Unification Dialogue 
DPD [Milota04] Structure Unification Dialogue 
Archivus [Melichar06] mGDN Unification Dialogue 
MUMIF [Sun06] Matrice  Unification Dialogue 
Flippo [Flippo03] Arbre Sémantique Hybride Dialogue 
MIMUS [Portillo06] Structure Hybride Dialogue 
FAME [Duarte06] Matrice Comportementale Hybride Dialogue 
Cubricon [Neal89] GATN Procédural Dialogue 
TYCOON [Martin98] GPN Procédural Dialogue 
FST [Johnston05] Automate à états finis Procédural Dialogue 
Mengine [Bourguet02] Machine à états finis Procédural Dialogue 
MIML [Latoschik02] tATN Procédural Dialogue 
Tableau 5-2 Référence et type de Fusion 
Le second tableau rapporte pour chaque notation les systèmes d‟entrées utilisés, la résolution 
d‟ambigüité et la représentation du temps. 
 Les périphériques utilisés en entrée pour le moteur de fusion. Dans cette colonne sont 
présents uniquement les périphériques apparaissant dans les articles ce qui ne signifie pas 
que les moteurs de fusion sont limités à ces périphériques mais que la fusion de ce type 
d‟entrée n‟a pas été démontrée. 
 La résolution d‟ambigüité : Lorsque les événements provenant de plusieurs périphériques 
sont fusionnés, il y a toujours une possibilité qu‟une partie de l‟information soit absente, 
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qu‟il y ait trop d‟informations, que les événements ne soient pas compatibles. Deux 
politiques de résolutions d‟ambigüité ressortent de ce tableau : la priorité entre deux 
modalités apparaissant  sur le tableau sous la forme "S/G" or "G/S". Le test itératif 
d‟éléments d‟une liste de fusion possible est appelé "N-best" dans le tableau. Une autre 
politique de résolution existe et est contenue dans la description de comportement du 
moteur de fusion. [Latoschik 2002] utilise par exemple des contraintes floues dans un 
TAN (réseau temporal augmenté) pour gérer l‟ambigüité.  
 La représentation du temps: le temps est également une caractéristique  importante pour 
la description de moteur de fusion permettant de situer les événements venant de 
plusieurs modalités. Deux représentations sont abordées ici: 
o Le temps Quantitatif représente l‟évolution temporelle par rapport à une période 
de temps donnée (exprimée habituellement en millisecondes) ou un moment 
précis dans le temps (ex 10:00:00). Ce type de temps est nécessaire pour pouvoir 
modéliser la taille des fenêtres temporelles nécessaires pour les moteurs de 
fusion dans les interfaces multimodales. 
o Le temps Qualitatif permet de représenter l‟ordre entre plusieurs événements 
comme la précédence, la succession, la simultanéité.  
Référence Systèmes d'entrée Résolution d'ambigüité Représentation du temps 
Quantitatif Qualitatif 
[Koons93] Voix + Geste Le premier Y Y 
[Nigay95] Voix + Souris + Clavier rapport au contexte Y N 
[Bellick97] Voix + Souris Historique Y Y 
[Krahnstoever02] Voix + Geste Non précisé Y N 
[Bouchet04] Voix + Casque HOTAS + Surface Tactile par rapport au contexte Y N 
[Dumas08] Voix + Souris + RFId Le premier Y Y 
[Wahlster91] Clavier + Souris Non précisé N Y 
[Cohen97] Voix + Stylet S/G & G/S & N meilleurs Y N 
[Holzapfel04] Voix + Geste Liste N meilleurs Y N 
[Pfleger04] Voix + Stylet Liste N meilleurs Y Y 
[Milota04] Voix + Souris + Clavier  S/G & G/S Y N 
[Melichar06] Voix + Souris + Clavier Le premier ? ? 
[Sun06] Voix + Geste S/G N Y 
[Flippo03] Voix + Souris + Geste Feedback utilisateur Y N 
[Portillo06] Voix + Souris Agent intelligent Y N 
[Duarte06] Voix + Souris + Clavier Non précisé ? ? 
[Neal89] Voix + Souris + Clavier Le plus proche N Y 
[Martin98] Voix + Souris + Clavier Probabilité Y Y 
[Johnston05] Voix + Stylet N meilleurs Y Y 
[Bourguet02] Voix + Souris Non précisé N Y 
[Latoschik02] Voix + Geste Contraintes floues Y Y 
Tableau 5-3 Représentation du temps et types d’application  
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5.3 Phases du processus de développement impactées 
par la prise en compte de la multimodalité 
Grâce à la séparation dans notre processus de la conception de l‟application et de la conception de 
l‟interaction, la prise en compte de la multimodalité n‟impacte que les phases de conception de 
l‟application. Lors de la prise en compte de la multimodalité, les phases clés de la conception de 
l‟interaction sont la conception de l‟architecture et la modélisation des composants de cette 
architecture. La phase de conception de l‟architecture de l‟interaction est fondamentale. En effet, il 
faut situer dans l‟architecture où aura lieu la fusion des différentes modalités. Il conviendra 
également de gérer, lors de la modélisation des composants de l‟interaction, la fusion entre ces 
différentes modalités à l‟aide des moteurs de fusion.  
Le design de l‟interaction, l‟évaluation de l‟utilisabilité et la décision sont elles aussi impactées car 
elles devront tenir compte du caractère particulier des systèmes interactifs multimodaux lors de 
l‟analyse de log. 
Nous présentons tout d‟abord, dans cette partie, les changements apportés à la conception de 
l‟architecture de l‟interaction. Ensuite nous présentons la manière dont est réalisée la modélisation 
de la fusion. 
Les différentes caractéristiques des systèmes interactifs multimodaux utilisées dans cette section  
sont reprises des caractéristiques qui nous ont permis d‟évaluer les différentes notations présentées 
dans la première section de ce chapitre. Ces caractéristiques sont le niveau auquel a lieu la fusion 
et les différents types de moteurs de fusion. 
 
Figure 5.5 Phases impactées pour la prise en compte de la multimodalité 
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5.3.1 La conception de l’architecture de l’interaction 
Tout comme pour les systèmes non-multimodaux, les différents composants de l‟interaction sont 
situés sur le pattern architectural Arch à la différence près que  son instanciation est constituée de 
plusieurs canaux d‟entrée (un par modalité). Nous situons donc les différents composants 
nécessaires pour ces modalités jusqu‟au niveau où a lieu la fusion. 
Afin d‟améliorer la lisibilité des architectures multimodales, nous avons choisi de ne pas faire 
apparaître le ou les canaux dédiés au rendu (système vers l‟utilisateur) sur cette architecture.  
Au niveau de la fusion, les différents canaux sont rassemblés en un composant recevant les 
événements provenant des différents canaux inférieurs et envoyant aux composants supérieurs des 
événements fusionnés. Ces événements sont semblables aux événements provenant des 
composants définissant une seule modalité. Ceci permet aux composants des couches supérieures 
de pouvoir faire abstraction du caractère multimodal de ces événements.  
Néanmoins, il est également possible de surcharger l‟événement afin qu‟il contienne des 
informations supplémentaires visibles pour certaines fonctions et transparentes pour les autres. 
Comme nous l‟avons vu dans la première section de ce chapitre, les deux niveaux principaux où 
peut avoir lieu la fusion sont le bas niveau et le niveau de dialogue.  
 
Figure 5.6 Instanciation Arch d'une fusion bas-niveau avec deux souris 
Un exemple de fusion bas-niveau peut être la combinaison d‟un clic et d‟une frappe de touche du 
clavier (ALT, CTRL, SHIFT) ou un clic réalisé à l‟aide de deux souris. La Figure 5.6 montre un 
exemple d‟architecture représentant la fusion de bas-niveau du clic à deux souris. Au plus bas-
niveau, deux canaux existent gérant chacun une souris à l‟aide d‟un composant MouseDriver. Au 
niveau suivant (Interaction & Fusion), la fusion a lieu et gère les clics réalisés à l‟aide des deux 
souris. Ces événements sont ensuite envoyés aux couches supérieures Picking puis Dialog Part. 




Figure 5.7 Instanciation Arch d'une fusion au niveau dialogue avec souris et reconnaissance vocale 
La fusion peut également être réalisée au niveau du dialogue comme présenté sur la Figure 5.7. 
Cette architecture est constituée de deux canaux :  
 un canal gére la souris (de façon semblable à l‟exemple Figure 5.7) constitué des 
composants MouseDriver, Interaction et Picking. 
 Un canal s‟occupe de la reconnaissance vocale constitué de deux composants : 
o Le composant Speech Driver gère les échanges avec l‟Api de reconnaissance 
vocale, 
o Le composant Recognition se charge de récupérer le mot reconnu. 
Les événements provenant de ces deux canaux sont ensuite fusionnés dans le composant nommé 
DialogPart & Fusion. 
Sur cette architecture, on peut voir que la fusion est réalisée après la gestion des objets graphiques 
par le canal de la souris. Cette fusion tient alors compte du contexte et peut exploiter les 
événements reçus par la reconnaissance vocale différemment selon l‟objet ciblé. Cette fusion peut 
aussi éventuellement exploiter de façon différente l‟objet ciblé en fonction de la commande vocale 
reçue. Cette architecture se rapproche de la multimodalité telle que le « Put That Here » de Bolt 
[Bolt80] ou l‟annuaire pour entreprise présenté dans [Johnston05]. 
5.3.2 La Modélisation des composants de l’architecture de 
l’interaction : les moteurs de fusion 
Dans cette section, nous présentons la modélisation en ICO des différents types de moteurs de 
fusion présentés dans la première section de ce chapitre. 
5.3.2.1 Fenêtre temporelle 
Le principe de la fenêtre temporelle est d‟autoriser la fusion entre plusieurs événements si ces 
événements ont eu lieu pendant une fenêtre temporelle donnée. La fenêtre temporelle proposée 
dans [Nigay95] est modélisée en ICO dans la Figure 5.8. 
Cette modélisation est possible grâce à la modélisation du temps rendue possible grâce aux 
transitions temporisées des réseaux de Petri. 
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Figure 5.8 Modèlisation en ICO de la fusion basée sur les fenêtres temporelles 
Sur la Figure 5.8, lorsqu‟une commande vocale est reçue, un jeton est déposé dans la place 
recognized word et lorsqu‟une commande de la souris est reçue, un jeton est déposé dans la place 
object. Si ces deux places possèdent un jeton avant le timeout (modélisé par la valeur du jeton dans 
la place Timeframe), la transition fusion est tirée réalisant la fusion. Par contre, si un jeton se 
trouve dans la place object (resp. recognized word) lorsqu‟aucun jeton ne se trouve dans la place 
recognized word (resp. object) pendant le timeout, la transition temporisée MouseTime_Up (resp. 
SpeechTime_Up) enlève le jeton de la place object (resp. recognized word) et le dépose dans la 
place Fail_No_Speech (resp. in the Fail_No_Click). 
5.3.2.2 Unification basée sur un ensemble de règles 
Une autre politique courante pour les moteurs de fusion est l‟unification selon  un ensemble de 
règles [Cohen97]. La Figure 5.9 illustre la modélisation de cette unification en utilisant les mêmes 
sources d‟événements que pour la section précédente. 
 
Figure 5.9 Modèlisation en ICO de la fusion basée sur l’unification  
Lorsqu‟une commande vocale est reçue, un jeton est déposé dans la place recognized word et 
lorsqu‟un événement souris est reçu, un jeton est déposé dans la place object. Si les deux places 
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contiennent un jeton, la transition fusion peut être éventuellement franchie. Le franchissement de 
la transition dépend de la valeur des jetons. Si la paire composée par le mot reconnu (représenté 
par la variable word sur l‟arc allant de la place recognized_word à la transition fusion) et l‟objet lié 
à l‟événement souris (représenté par la variable object sur l‟arc allant de la place object à la 
transition fusion) peut être unifiée avec un jeton se trouvant dans la place rules, alors le 
franchissement de la transition a lieu. Dans ce cas, la fusion correspondante peut être réalisée selon 
la valeur de l‟objet et la valeur du mot reconnu en appliquant la commande contenue dans la place 
rules, identifiée par l‟unification. Dans ce type de modèle, les labels des arcs du réseau sont 
utilisés comme moyen pour changer le comportement du modèle non seulement en se basant sur la 
présence de jetons mais également sur les valeurs se trouvant dans ces jetons. 
5.3.2.3 Mécanisme de fusion hybrides 
Les exemples précédents illustrent les politiques couramment utilisées pour les moteurs de fusion. 
Pour modéliser des comportements plus complexes, il est donc nécessaire de pouvoir tirer parti des 
différents avantages de ces politiques. Nous pouvons par exemple ajouter à l‟exemple Figure 5.9, 
la notion de fenêtre temporelle se trouvant dans la Figure 5.8 permettant la description de 
l‟unification avec un aspect temporel quantitatif. Ce type de moteur de fusion est présenté dans la 
Figure 5.10. 
 
Figure 5.10 Modèlisation en ICO de la fusion hybride 
Nous pouvons voir ici un avantage de la notation ICO qui permet de facilement modéliser de 
nouveaux moteurs de fusion en combinant les deux politiques précédemment décrites. 
5.3.2.4 Fusion procédurale 
Enfin, nous pouvons représenter les moteurs de fusion procéduraux. La Figure 5.11 présente ce 
type de moteur de fusion. Ce modèle permet la fusion entre deux modalités : la souris et la 
reconnaissance vocale. Ce modèle est divisé en deux parties.  
 La partie de gauche représente la réception d‟un clic souris (mouseClick_t1) suivi d‟une 
commande vocale (speechCommand_t2). 
 La partie de droite représente la réception d‟une commande vocale (speechCommand_t1) 
suivie d‟un clic souris (mouseClick_t2). 
A ces quatre transitions, nous avons ajouté différentes transitions permettant de tester si le clic a eu 
lieu sur une icône ou non (Icon, Icon_1 , NotanIcon et NotanIcon_1) et si la commande vocale 
reconnue correspondait à celle attendue pour la fusion (Delete, Delete_1, not_Delete et 
not_Delete_1). 
Prise en compte des aspects multimodaux dans le processus de développement 




Figure 5.11 Modèlisation en ICO d’un moteur de fusion procédural 
Ce type de fusion permet de facilement se représenter les séquences possibles pour la fusion et 
comme le montre cet exemple, permet de représenter l‟état courant du moteur de fusion à un 
moment donné à la manière d‟un automate. 
5.4 Synthèse 
Dans ce chapitre, nous avons abordé la prise en compte des aspects multimodaux dans notre 
processus de développement.  
Nous avons tout d‟abord défini les termes de modalité, de multimodalité et les différents types de 
multimodalité et les propriétés CARE.  
A la suite de ces définitions, nous nous sommes intéressés à l‟élément essentiel de l‟interaction 
multimodale qu‟est le moteur de fusion. Nous avons présenté les différents types de moteurs de 
fusion et catégorisé les différentes notations permettant de décrire ces moteurs de fusion. 
Nous avons ensuite présenté les deux phases où la prise en compte de la multimodalité était la plus 
importante. Nous avons montré dans la phase de conception de l‟architecture où pouvait avoir lieu 
la fusion (au niveau dialogue ou à un bas niveau) et nous avons présenté la modélisation des 
différents types de moteurs de fusion afin de présenter le pouvoir d‟expression de notre notation. 
Ce chapitre a permis de montrer que lors de la prise en compte de la multimodalité, si certaines 
phases demandent plus de soins, notre processus est tout à fait adapté à la réalisation de systèmes 




6 L’outil de support du processus de 
développement pour les systèmes interactifs 
critiques 
Les chapitres précédents ont présenté notre processus de développement et principalement les 
différentes phases de conception de l‟application et de l‟interaction. Ces phases nécessitent un 
outil de support permettant de mettre en place ce processus. Cet outil permet alors de faire passer 
notre processus de développement et la notation ICO d‟un stade utile à utilisable. L‟outil Petshop 
présenté ici permet de supporter les phases de notre processus de développement prenant en 
compte l‟utilisabilité et la fiabilité. 
Dans ce chapitre, nous décrivons l‟outil PetShop et ensuite, la façon dont il supporte les différentes 
phases de notre processus de développement.  
6.1 PetShop  
L‟outil appelé PetShop [Navarre01] est un interprète de réseaux de Petri de haut-niveau écrit en 
JAVA. L‟objectif de cet outil est de permettre la modélisation de systèmes interactifs à l‟aide des 
extensions présentées dans la partie notation à savoir les événements, services et fonctions de 
rendu et d‟activation. 
 
Figure 6.1 Environnement de conception Petshop 
L‟environnement PetShop permet d‟accomplir un certain nombre de fonctions dont le but est la 
conception et la mise en œuvre de CO-classe : 
 édition de la spécification comportementale : l'environnement comprend un éditeur 
syntaxique des ObCS. 
 génération à partir d’une interface Java : l‟objectif principal de cet environnement est 
la construction de la spécification comportementale du système à partir d'une interface 
Java (fournie par les concepteurs du système). En utilisant le « mapping » Interface-CO, 
un squelette de spécification comportementale est généré automatiquement. 
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 analyse mathématique des modèles : un module d'analyse permet de vérifier des 
propriétés sur les ObCS, aussi bien structurelles (les invariants, les conflits…) que 
comportementales (la vivacité, le caractère borné des places, la présence d'un état 
d'accueil…). PetShop inclut ainsi des algorithmes d'analyse classiques qui vérifient des 
propriétés sur le réseau de Petri Place/Transition sous-jacent à chaque ObCS. 
 interprétation et débogage des modèles : un avantage reconnu des réseaux de Petri est 
leur caractère exécutable. Cette fonctionnalité est exploitée dans PetShop qui fournit un 
environnement interprété, avec certains avantages en termes de flexibilité, d'interactivité, 
de facilité d'utilisation et de productivité. 
 génération de fichiers log de la simulation des modèles : Petshop permet également 
d‟enregistrer sous forme de fichier XML, l‟exécution des modèles. Nous présentons cette 
fonction dans la partie évaluation de l‟utilisabilité.  
 
Figure 6.2 Phases du conception supportées par l'outil PetShop 
Les phases supportées par l‟outil (Figure 6.2) sont la modélisation ainsi qu‟une partie de 
l‟évaluation de l‟utilisabilité. 
 
  




6.2 La modélisation des composants de l’architecture 
Durant la phase de modélisation, l‟outil PetShop permet à la fois l‟édition des spécifications ICO, 
l‟analyse formelle sur ses modèles ainsi que leur simulation. 
 
Figure 6.3 Phases de la modélisation supportée par l'outil 
6.2.1 Edition de la spécification ICO (création du modèle 
préliminaire et modification) 
La phase de modélisation est supportée par l‟outil PetShop qui permet de créer des modèles  
 en éditant son ObCS comprenant les éventuels événements inter-modèles, 
 en générant les places d‟entrée, de sortie et d‟erreur des modèles ayant une interface java, 
 en éditant dans les ObCS les échanges d‟événements, les appels de méthodes et les 
fonctions de rendu et d‟activation. 




Figure 6.4 Edition du code contenu dans une transition 
L‟édition des ICO se fait graphiquement en utilisant la palette au centre de la barre d‟outils de 
l‟application présentée en Figure 6.5. La partie gauche de cette barre d‟outils est utilisée pour les 
fonctions classiques telles que l‟ouverture ou la sauvegarde de fichiers ou les fonctions copier, 
couper, coller. La partie droite permet la sélection des éléments, la visualisation (zoom) et l‟ajout 
des places, des transitions et des différents types d‟arcs. 
 
Figure 6.5 Palette d'édition de modèles dans PetShop 
Les parties complémentaires aux modèles telles que l‟interface graphique ou certaines parties du 
noyau fonctionnel du système doivent par contre être créées dans un logiciel de type NetBeans.  
L‟utilisation d‟un environnement d‟édition pour une notation formelle permet de faire passer celle-
ci du stade de notation utile au stade de notation utilisable. Le caractère exécutable des réseaux de 
Petri, qui en forment la base, en augmente l‟utilisabilité, en permettant le prototypage haute-
fidélité. 
6.2.2 Analyse formelle 
Un module d‟analyse des réseaux de Petri (Figure 6.6) est implémenté dans l‟outil PetShop 
permettant de vérifier certaines propriétés des modèles telles que les invariants ou les matrices 
d‟incidence. Tout comme pour la simulation, cette analyse formelle est accessible directement 
pendant la conception (sans devoir lancer un outil d‟analyse extérieur ou compiler notre modèle) et 
est mise à jour à chaque modification de l‟ObCS.  





Figure 6.6 Analyse d'invariants dans l'outil PetShop 
6.2.3 Simulation 
La simulation de modèles est fortement couplée à l'édition afin de pouvoir tester de façon 
interactive le comportement du modèle en cours de conception (sans besoin de phase de 
compilation préalable ou autre changement de mode).  
 
Figure 6.7 Palette de Simulation de modèle dans PetShop 
Un interprète d‟ICO est associé à chacune des instances d‟ICO dans PetShop. L‟exécution d‟une 
instance est pilotée au moyen d‟un contrôleur d‟instances, semblable à une commande de 
magnétoscope (Figure 6.7). 
PetShop offre la possibilité d‟exécuter une spécification à la manière d‟un débuggeur c'est-à-dire 
qu‟il est possible d‟exécuter la spécification courante en mode automatique ou en mode manuel. 
Le mode automatique permet de laisser à l‟interprète le libre choix dans les substitutions à 
employer pour le franchissement. Ce mode automatique peut être réglé pour le pas à pas ou pour 
une exécution illimitée. Il permet également de revenir au marquage initial et de mettre en pause. 
Le mode manuel permet au concepteur de choisir la transition à franchir et éventuellement la 
substitution à effectuer. 
PetShop offre également la possibilité d‟utiliser les différents protocoles de communication que 
nous avons présentés dans la partie Notation : les événements, les services et le rendu/activation.  
Son API permet aux spécifications ICO de recevoir les événements provenant de l‟utilisateur 
(comme un clic souris)  ou les événements de changements d‟état du système ce qui permet 
d‟animer le réseau. Lors de la réception d‟un événement, la transition synchronisée correspondant 
à cet événement peut être franchie. Pour être franchie, cette transition synchronisée doit être 
franchissable au sens classique du terme et elle doit recevoir l‟événement qui sert de déclencheur à 
son franchissement. 
De plus, lors de l‟exécution  d‟un  modèle, l‟API PetShop permet de lever des événements suite 
aux changements d‟états du modèle tels que le franchissement d‟une transition et permettre à 
d‟autres modèles d‟être abonnés à ces événements. Cette communication par événements permet 
de réaliser le rendu et l‟activation comme présentés dans le chapitre notation de cette partie 
(Chapitre 3).  
Enfin, étant donné que les jetons des modèles peuvent être la référence à d‟autres modèles, les 
spécifications ICO peuvent faire appel aux services offerts par d‟autres modèles. Il est également 
possible d‟instancier dynamiquement de nouvelles instances de modèles. 
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6.3 L’évaluation de l’utilisabilité 
Durant l‟évaluation de l‟utilisabilité, l‟outil PetShop supporte l‟exécution et la génération du 
fichier log de cette exécution. 
 
Figure 6.8 Phases de l'évaluation d’utilisabilité supportées par l'outil  
6.3.1 Exécution des modèles 
L‟exécution des modèles se déroule de la même façon que la simulation. L‟interprétation contrôlée 
est définie en mode automatique : la sélection des transitions à franchir et les substitutions sont 
effectuées automatiquement. Les événements produits par l‟utilisateur lorsqu‟il interagit avec les 
périphériques d‟entrée sont reçus par le modèle qui évolue en conséquence. Le modèle dirige 
l‟exécution du système interactif. En effet, les événements acceptés par le système seront ceux 
définis dans le modèle et les actions de l‟utilisateur déclenchent l‟évolution du modèle en lui 
envoyant ces événements. 
6.3.2 Génération du fichier de log 
Lors de l‟exécution ou la simulation des modèles, PetShop permet d‟enregistrer dans un fichier 
XML, les différents événements qui ont eu lieu sur ce modèle.  
Ces événements sont : 
 Le franchissement d‟une transition (type: transition, action: fire avec comme paramètre la 
substitution qui a eu lieu dans la colonne substitution), 
Type Name Action Time Instance Model Multiplicity Token Substitution Substitutions 
Transition 
Transition 












 L‟ajout d‟un jeton dans une place (type: place, action: token_added avec comme 
paramètres le nombre de jetons de cette place après l‟ajout et leurs valeurs dans les 
colonnes Multiplicity et Token), 
 L‟enlèvement d‟un jeton d‟une place (type: place, action: token_removed avec comme 
paramètres le nombre de jetons de cette place après l‟enlèvement et leurs valeurs dans les 
colonnes Multiplicity et Token), 
Type Name Action Time Instance Model Multiplicity Token Substitution Substitutions 
place 
Place 












Name Multiplicity Token 
  
 Le changement d‟état d‟une transition de non-franchissable à franchissable (type: 
transition, action : enabled avec comme paramètres les substitutions disponibles pour 
cette transition dans substitutions),  
 Le changement d‟état d‟une transition  de franchissable à non-franchissable (type: 
transition, action : disabled), 
Type Name Action Time Instance Model Multiplicity Token Substitution Substitutions 
transition 
Transition 














    
 Le changement de substitutions d‟une transition (type: transition, action : 
substitution_changed avec comme paramètres les substitutions disponibles pour cette 
transition dans substitutions), 










   
Substitution 
 La réinitialisation du marquage d‟une place (type: place, action: reset_marking). 
Type Name Action Time Instance Model Multiplicity Token Substitution Substitutions 







    
6.4 Synthèse 
Dans ce chapitre, nous avons présenté l‟outil PetShop. Nous avons montré comment cet outil 
permet de supporter notre processus de développement de systèmes interactifs critiques 
multimodaux, faire passer la notation ICO d‟utile à utilisable et grâce a l‟exécutabilité des modèles 
concevoir des systèmes exécutables. 
Nous avons ensuite présenté comment l‟outil Petshop permet la prise en compte des aspects 
fiabilité en supportant la modélisation des composants de l‟architecture et les aspects d‟utilisabilité 
en supportant une partie de la phase d‟évaluation de l‟utilisabilité. 
Pour la phase de modélisation des composants de l‟architecture, l‟outil Petshop permet à la fois la 
création et la modélisation de modèle, mais aussi son analyse formelle et la simulation-exécution 
de l‟ensemble des modèles de l‟application. 
Pour la phase d‟évaluation de l‟utilisabilité, l‟outil Petshop permet l‟exécution des modèles du 
système et l‟enregistrement des changements d‟états de ces modèles lors de cette exécution dans 




Partie 3 : Etudes de cas  
 
Contenu de la Partie 3 : Etudes de cas  
Après avoir défini notre approche, nous présentons différentes étude de cas afin de montrer que 
cette approche est réaliste et applicable. Dans cette partie, nous montrons trois études de cas 
permettant de présenter les différentes phases du processus de développement défini dans la partie 
précédente et le bénéfice obtenu en termes de fiabilité et d’utilisabilité. De plus, ces études de cas 
nous permettent de montrer le pouvoir d’expression de la notation ICO pour modéliser les différents 
composants des systèmes interactifs critiques multimodal.  
Cette troisième partie est divisée en trois chapitres correspondant chacun à une étude de cas. 
1. La première étude de cas présente la modélisation et l’évaluation de différentes techniques 
d’interaction sur l’application de gestion d’icônes présentées comme exemple des 
différentes phases de notre processus de développement. Cette étude de cas nous permet 
d’aborder la modélisation (création de modèle, modification, analyse d’invariants) et 
l’évaluation de l’utilisabilité (l’analyse de log). Ce chapitre présente la conception d’une 
technique d’interaction de type drag-and-drop. Le modèle est ensuite complexifié pour tenir 
compte de la technique du pointage sémantique [Blanch04] et ensuite du drag-and-pop 
[Baudisch03].  
2. La deuxième étude de cas aborde une application multimodale de gestion de satellite. Lors 
de cette étude de cas, nous nous sommes intéressés essentiellement à la partie interaction 
et aux phases de conception de l’architecture et de modélisation de l’interaction. Cette 
étude de cas permet de montrer que notre approche permet de concevoir des systèmes 
plus complexes tels que les systèmes multimodaux.  
3. Enfin, la troisième et dernière étude de cas  est une application multimodale critique de 
cockpit d’avion appelée MPIA (pour Multi Purpose Interactive Application). Dans cette 
étude de cas nous abordons les phases de conception de l’architecture et de modélisation 
de moteurs de fusion multimodale auxquels cette application fait appel. Nous montrons 
également les possibilités offertes par le formalisme ICO pour modéliser la reconfiguration 





7 Une première étude de cas : Evaluation de 
techniques d’interaction 
7.1 Objectifs de l’étude de cas 
Cette étude de cas a pour premier objectif de montrer la capacité de notre notation à représenter 
différentes techniques d‟interaction de manière précise et non ambigüe.  
Nous voulons, de plus, montrer que notre approche est réaliste et applicable et que l‟on peut gérer 
l‟utilisabilité et la fiabilité ensemble dans un même processus. Pour montrer  l‟intégration entre la 
fiabilité et l‟utilisabilité, nous allons utiliser des connaissances largement reconnues de 
l‟utilisabilité que nous allons intégrer dans notre processus. Ces connaissances sont basées sur la 
loi de Fitts [Fitts54] et permettent de s‟intéresser à un sous-ensemble de l‟utilisabilité qui est 
l‟efficience. Les aspects de fiabilité seront eux traités lors de la phase d‟analyse formelle où nous 
veillerons à ce que certaines propriétés soient toujours présentes dans notre système quelque soit 
son état. 
Nous voulons enfin montrer que notre processus permet d‟évaluer les techniques d‟interaction au 
niveau performance grâce à la phase d‟évaluation de l‟utilisabilité. 
Dans cette étude de cas, nous présentons les phases de conception de l‟architecture, de 
modélisation et d‟évaluation de l‟utilisabilité de notre processus de développement sur une 
application simple mais réaliste. La Figure 7.1 présente la mise en évidence sur notre processus 
des différentes phases traitées dans cette étude de cas. 
Cette étude de cas permet également de présenter l‟ajustement des modèles permettant de 
paramétrer plus précisément l‟interaction. 
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Figure 7.1 Phases du  processus traitées dans cette étude de cas 
7.2 Présentation 
La loi de Fitts [Fitts54] relate que plus la cible à atteindre est éloignée et/ou petite, plus la tâche est 
difficile (i.e. l'indice de difficulté est élevé). En conséquence, plus l'indice de difficulté est élevé, 
plus le temps de pointage est long. A partir de ce constat, plusieurs travaux de recherche ont été 
menés pour essayer d'optimiser le temps pour effectuer une action de pointage sur une interface 
graphique. Pour optimiser le temps de pointage, il existe deux possibilités : 
 Soit on diminue la distance qui sépare le pointeur de la cible à atteindre, 
 Soit on grossit la cible à atteindre. 
Une solution pour grossir la cible à atteindre est de modifier la relation entre l‟espace moteur et 
l‟espace visuel telle que présentée dans le pointage sémantique [Blanch04] présenté en Figure 7.2. 
Dans le pointage sémantique, selon la position du curseur, la relation entre le déplacement du 
curseur à l‟écran et le déplacement du dispositif physique est modifiée, permettant de ralentir le 
déplacement du curseur sur les objets interactifs et d‟accélérer ce déplacement lorsqu‟il n‟y a pas 
d‟objets interactifs sous ce pointeur. La Figure 7.2 montre une fenêtre de sauvegarde de 
modification sur un fichier (haut de la figure) et sa représentation dans l‟espace moteur (bas de la 
figure). 
 
Figure 7.2 Illustration du Pointage sémantique 
Il est également possible de diminuer la distance qui sépare le pointeur de la cible à atteindre en 
approchant la cible du pointeur. Une telle technique d‟interaction appelée le drag-and-pop 
[Baudisch03] est présentée en Figure 7.3. Le drag-and-pop consiste à déplacer les cibles 
potentielles d‟un drag-and-drop vers l‟objet déplacé. Ces cibles potentielles sont déterminées par la 
direction du déplacement et la compatibilité avec l‟objet déplacé. Ces cibles déplacées 
apparaissent alors sous la forme d‟icônes liens telles qu‟on peut le voir sur la Figure 7.3. 




Figure 7.3 Illustration du drag-and-pop 
Cette étude de cas présente une application permettant d‟évaluer différentes techniques 
d‟interaction. Pour ce faire, nous reprenons l‟application qui a servi à exemplifier les différentes 
phases de notre processus de développement.  
Dans cette application (Figure 7.4), un ensemble d‟icônes est présenté dans une fenêtre sur une 
grille. Ces icônes peuvent être déplacées à différents endroits et effacées. Le but de l‟utilisateur est 
d‟enlever toutes les icônes de l‟interface.  
 
Figure 7.4 Interface Utilisateur de notre étude de cas 
Afin de réaliser cet objectif, trois techniques d‟interaction seront présentées. La première est un 
simple drag-and-drop. La seconde appelée Pointage sémantique décrit la technique d‟interaction 
présentée dans [Blanch04]. La troisième présente une technique d‟interaction de type drag-and-
pop [Baudisch03]. Ces deux dernières techniques ont pour but d‟améliorer le drag-and-drop simple 
en accroissant les performances des utilisateurs.  
On remarquera que ces différentes techniques d‟interaction comportent certains comportements 
semblables. En effet, chacune nécessite la sélection d‟une icône, son déplacement et enfin le dépôt 
de celle-ci sur un objet réactif (comme la corbeille). Leur modèle de tâche sera donc le même et les 
modèles ICO représentant ces techniques d‟interaction auront une certaine similarité. 
Il faut noter à nouveau que les modèles présentés dans ces études de cas sont les modèles issus de 
la dernière itération de notre processus. On peut toutefois considérer les modèles des techniques 
d‟interaction de pointage sémantique et de drag-and-pop comme des modifications du modèle 
préliminaire de drag-and-drop.  
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7.3 Première technique d’interaction : Le drag-and-drop 
7.3.1 Conception de l’architecture  
Pour cette première technique d‟interaction,  nous définissons une architecture fortement 
semblable à celle présentée dans la partie précédente de ce mémoire. La Figure 7.5 présente cette 
architecture. 
 La partie application de notre système reste inchangée. Les modèles de cette partie 
(Notification, DB Driver et Functional Adapter Part) ne seront donc pas abordés dans 
cette étude de cas.  
 La partie Boite à outils reste également identique à celle présentée précédemment. Elle 
est composée du driver souris (Mouse Driver) et du rendu concret (javax.swing). 
L‟unique différence par rapport à la précédente architecture est le modèle de la technique 
d‟interaction (Drag&Drop Interaction technique) à cheval sur les parties dialogue et présentation 
du modèle Arch. 
En effet, la particularité des techniques d‟interaction présentées dans cette étude de cas est de lier 
fortement l‟interaction au dialogue et au rendu. La modélisation de ces techniques d‟interaction en 
un seul modèle permet d‟éviter un grand nombre de call-back entre ces éventuels modèles qui 
complexifierait les modèles d‟un point de vue lisibilité et analyse. Par contre, ce modèle étant 
fortement spécifique, nous perdons l‟avantage de réutilisabilité. 
La modélisation de ces différentes techniques d‟interaction sur un seul modèle permettra 
également d‟exprimer les possibilités de modification de modèle et de mieux expliciter les 
différences entre ces trois modèles. 
 
Figure 7.5 Architecture instanciée pour la technique d’interaction du drag-and-drop 
7.3.2 Modélisation de l’interaction 
7.3.2.1 Création du modèle préliminaire 
Nous avons tout d‟abord modélisé la technique d‟interaction du drag-and-drop (Figure 7.6) à l‟aide 
du formalisme ICO. Le modèle contient toutes les informations à propos de l‟état courant de la 
technique d‟interaction ainsi que l‟ensemble des événements disponibles pour l‟utilisateur, leurs 
séquences et leurs impacts sur l‟état.  
Une première étude de cas : Evaluation de techniques d‟interaction 
149 
 
A l‟état initial, la technique d‟interaction est dans l‟état Idle (il y a un jeton dans la place Idle) et la 
position x,y du curseur est contenue dans un jeton dans la place Currentxy, les références aux 
objets graphiques sont stockées dans les jetons de la place Icons. Enfin, la référence à l‟objet 
corbeille est stockée comme jeton dans la place Trash. A partir de cet état initial, deux transitions 
sont disponibles (représentées en bleu/foncé dans le modèle: mouseMove_t1 et mousePressed_t1. 
La transition mouseMove_t1 est franchie lorsque l‟événement mouseMove correspondant est 
produit lors d‟une action de l‟utilisateur sur la souris.  
A ce moment, la valeur stockée dans le jeton de la place Currentxy est mise à jour et contient la 
nouvelle position du curseur. La transition mousePressed_t1 est franchie quand l‟utilisateur presse 
le bouton de la souris. A ce moment, le modèle teste si le curseur est sur une icône ou non (ce test 
est représenté par les transitions NotanIcon et Icon). Si la transition NotanIcon est franchie alors le 
modèle attend que le bouton de la souris soit relâché (lors de la réception de cet événement, la 
transition mouseReleased_t1 est franchie et le modèle revient à son état initial en déposant un jeton 
dans la place Idle). Par contre, si le curseur est sur une icône, le modèle attend les événements de 
déplacements de la souris (la transition mouseMove_t3) ou un événement mouseReleased. 
 
Figure 7.6 Modèlisation en ICO de la technique d’interaction du drag-and-drop basique 
Lorsque l‟événement mouseReleased est reçu, le modèle teste si la position du curseur est sur 
l‟icône de la corbeille (transition Trash) ou non (transition Notrash). Si oui, le fichier est effacé (ce 
qui est modélisé dans le code de la transition Trash et par l‟unification sur le nom de variable obj 
enlevant l‟icône de la place Icons). Que la transition Trash ou la transition NoTrash soit franchie, 
un jeton est déposé dans la place Idle et le modèle revient à son état initial.  
Ce modèle correspond précisément et sans ambigüité au comportement désiré de cette première 
technique d‟interaction. Nous pouvons également facilement ajuster finement cette technique 
d‟interaction. Dans ce modèle il est très simple d‟ajuster l‟aspect de la taille de l‟icône de la 
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corbeille. En effet, dans notre modèle les jetons (ici un) contenu dans la place reactiveIcons ont 
non seulement comme paramètres la référence de l‟objet icône (paramètre icon sur la transition de 
ReactiveIcons vers mouseReleased_T1) mais aussi la position du coin haut-gauche de l‟icône 
(x1,y1), la largeur (paramètre w) et la hauteur (paramètre h). Cet ajustement est effectué après 
chaque évaluation de l‟utilisabilité en modifiant le paramètre contenu dans le jeton. 
Selon la loi de Fitts [Fitts 54], la difficulté de l‟activité dépend de la taille de l‟objet de destination 
(reactive icon). En variant la taille de celui-ci nous pouvons voir l‟impact sur la performance (le 
temps pour atteindre la cible Trash) mais aussi le nombre d‟erreurs (est considéré comme une 
erreur le déplacement de l‟icône à effacer sur la corbeille suivi de la sortie de cette icône de la 
corbeille sans relâchement du bouton).  
7.3.2.2 Analyse formelle 
Comme nous avons pu le voir dans le chapitre présentant notre processus, il est possible dans le 
CASE Tool Petshop de vérifier certaines propriétés du modèle ICO. La Figure 7.7 présente 
l‟analyse des invariants du modèle ICO présenté en Figure 7.6. 
 
Figure 7.7 Analyse d’invariants du modèle de drag-and-drop basique 
Nous pouvons voir comme invariants de places (PInvariants): la place ReactiveIcons (la référence 
à l‟objet réactif) et la place Currentxy (la position courante du pointeur). Ceci signifie que le 
marquage de ces places ne changera jamais quelle que soit l‟évolution du modèle. Etant donné que 
ces places sont initialisées avec un jeton, ces places auront toujours un et un seul jeton et ne 
perdront donc jamais leurs ressources.  
Un troisième invariant de places est intéressant. Il correspond à l‟ensemble de places {Idle, 
DraggingIcon, ReleasedTestTrash TestIcon, NotDraggingIcon}. Comme cet ensemble de place 
possède un jeton à l‟état initial, cela nous informe que quelle que soit l‟évolution du modèle, il y 
aura toujours un et un seul jeton dans cet ensemble de places. Cette importante propriété démontre 
qu‟il y aura toujours une et une seule transition associée avec l‟événement mouseMove disponible 
dans le modèle. Ceci nous démontre que quel que soit l‟état du modèle, lorsque l‟utilisateur 
produira des événements de déplacement, le modèle pourra toujours les recevoir et les traiter. 
Les invariants de transitions nous donnent également des propriétés intéressantes. Les invariants 
mouseMove_t1, mouseMove_t2 et mouseMove_t3 nous informent que lorsque ces transitions sont 
franchies, elles n‟ont pas d‟impact sur le marquage de notre réseau. Ce qui nous donne comme 
information que le déplacement n‟a pas d‟influence sur la possibilité de l‟utilisateur de réaliser un 
mousePressed ou un mouseReleased. 
Les autres invariants de transitions (invariants de transitions 2 et 3 de la Figure 7.7) présentent 
deux circuits du réseau ne faisant perdre aucun jeton. 
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7.3.3 Evaluation de l’utilisabilité 
7.3.3.1 Extraction des scénarios de test 
La Figure 7.8 présente le modèle de tâche défini durant la phase d‟analyse des besoins de notre 
processus. La tâche Clear Files est composée de deux tâches Selection et Deletion qui peuvent être 
réalisées dans n‟importe quel ordre. Cette indépendance de l‟ordre est représentée par l‟opérateur 
|=|.  
 
Figure 7.8 Modèle de tâche 
Le scénario extrait de ce modèle de tâche est présenté en Figure 7.9. La sélection est réalisée par 
une succession de tâches (choix de l‟icône à effacer, déplacement de la souris sur l‟icône choisie, 
et appui du bouton gauche de la souris). L‟effacement est réalisé par une succession de tâches 
(déplacement de l‟icône au dessus de la corbeille, vérification que l‟icône de la corbeille est en 
surbrillance, et relâchement du bouton de la souris). 
 
Figure 7.9 Scénario de test extrait du modèle de tâche pour le drag-and-drop basique 
7.3.3.2 Exécution et Log 
La Figure 7.10 présente un extrait du log produit lors de l‟utilisation de l‟application de l‟étude de 
cas avec la technique d‟interaction du drag-and-drop. Il correspond à la sélection d‟une icône, le 
déplacement de l‟icône vers la corbeille et le relâchement de l‟icône sur la corbeille. Chacune des 
actions commence par le franchissement d‟une transition correspondant aux actions utilisateurs 
(type=transition, action=fire) suivi d‟un déplacement de jeton (type=place, action=token_added 
/token_removed) dû au franchissement de cette transition. 
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Les trois premières lignes du tableau représentent un mouseMove_t1 où un jeton est enlevé de la 
place currentxy avec comme valeur <129,53> (dans la colonne Token de la ligne 02) et un 
nouveau jeton est déposé dans cette même place avec la valeur <124,55> (ligne 03). Cette 
transformation de valeur se retrouve dans la colonne substitution de la ligne de franchissement de 
transition mouseMove_t1 (ligne 01) ce qui signifie que cette valeur du jeton est utilisée par la 
transition. Ensuite lors du franchissement de mousePressed_t1 (ligne 04), le jeton de la place Idle 
est enlevé (ligne 05) et un jeton est ajouté dans la place testIcon (ligne 06) avec comme valeur la 
référence à l‟objet sélectionné (icon.Icon[.. dans la colonne Token) obtenu lors du tir de la 
transition (colonne substitutions de mousePressed_t1 ligne 04). On peut voir dans la colonne Time 
présentant le temps en seconde arrondi à 3 décimales que ce mousePressed_t1 à eu lieu à 0,111 
seconde du début du test. On vérifie ensuite si l‟objet est une icône (franchissement de la transition 
Icon ligne 07).  
Lors d‟un déplacement (mouseMove_t3 en ligne 10), le modèle enlève un jeton (ligne 11) de la 
place currentxy et met à jour la valeur du jeton pour le remettre (ligne 12) dans cette place 
(passage de la valeur <124,55> à la valeur <172,99>). Une partie du log est ensuite ignorée dans 
cette présentation. Elle représente une suite de déplacements comme les trois lignes précédentes 
(lignes 10 à 12) que l‟on retrouve dans les lignes suivantes (lignes34 à 36 puis ligne 66 à 68).  
 
Figure 7.10 Fichier Log généré lors de l'exécution du modèle drag-and-drop 
Un événement de l‟utilisateur relâchant le bouton de la souris est ensuite reçu et la transition 
mouseReleased_t1 est franchie (ligne 69) retirant le jeton de la place DraggingIcon (ligne 70) et le 
déposant dans la place ReleasedTestTrash (ligne 71). Etant donné que le curseur est sur la 
corbeille, la transition Trash est franchie (ligne 72) à 0,976secondes (colonne Time) du début du 
test et le jeton de la place ReleasedTestTrash (ligne 73) est retiré. Le jeton correspondant à l‟icône 
est retiré de la liste des icônes dans la place Icons (ligne 74) et un jeton est déposé dans la place 
Idle (ligne 75) replaçant le modèle dans son état initial.  
Les trois dernières lignes (76 à 78) présentent la suite de l‟évaluation à savoir un déplacement 
mouseMove_t1 équivalent aux trois premières lignes. 
Une première étude de cas : Evaluation de techniques d‟interaction 
153 
 
Nous pouvons calculer le temps de déplacement dans le cas du pointage en soustrayant les temps 
lors du franchissement de la transition mousePressed_t1 (ligne 04) au temps de franchissement de 
la transition Trash (ligne 72) ce qui nous donne 0,865 secondes.  
Cette interaction est exécutée plusieurs fois avec des tailles différentes pour l‟icône de la corbeille 
et les données sont récupérées grâce à l‟outil de log durant la simulation dans PetShop.  
7.3.3.3 Analyse du Log 
A partir du fichier de log produit lors de l‟exécution dans PetShop du modèle de la technique 
d‟interaction drag-and-drop, nous pouvons extraire des informations telles que le temps entre la 
pression du bouton de la souris sur une icône (la transition Icon in Figure 7.6) et le relâchement sur 
la corbeille (la transition Trash). Ceci nous donne le temps total pour un drag-and-drop. Ces 
données viennent uniquement des informations provenant des jetons dans les places et des 
franchissements de transitions dans le modèle présenté en Figure 7.6. Après avoir identifié les 
informations à extraire du modèle, nous pouvons simuler plusieurs fois ce modèle avec des tailles 
d‟icônes différentes et enregistrer l‟évolution du temps d‟exécution du drag-and-drop. Ces 
multiples exécutions sont rendues possibles par les ajustements qui exigent un retour à la phase 
modification du modèle pour éditer la valeur des jetons utiles pour ces ajustements. 
 
Figure 7.11 Résultat de l’analyse de log de la technique d’interaction du drag-and-drop 
La Figure 7.11 présente un graphe de l‟évolution de la performance selon la taille de l‟icône 
réactive. Il n‟est pas surprenant de voir que le temps d‟exécution de la tâche décroit lorsque la 
taille de la cible augmente. Ceci correspond exactement au coefficient log de la loi de Fitts mais à 
ceci près qu‟il est directement obtenu à partir du modèle en utilisant l‟outil d‟enregistrement de log 
ajouté à PetShop. 
Il est important de noter que les changements à effectuer sur le modèle pour ajuster la taille de 
l‟icône sont très simples à effectuer. En effet, il suffit simplement d‟éditer le jeton dans la place 
ReactiveIcons et de changer la valeur des paramètres w et h. Nous pouvons voir dans cette analyse 
l‟utilité de notre méthode pour évaluer l‟efficacité et l‟efficience de notre technique d‟interaction. 
Par contre, celle-ci ne permet pas d‟évaluer la composante „expérience utilisateur‟.  
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7.4 Deuxième technique d’interaction: Le pointage 
sémantique  
7.4.1 Conception de l’architecture 
Pour cette deuxième technique d‟interaction, nous reprenons l‟architecture présentée pour la 
première technique d‟interaction (le drag-and-drop) en changeant simplement le modèle principal. 
La Figure 7.12 présente cette architecture. 
 La partie application de notre système reste inchangée avec les modèles Notification, DB 
Driver et Functional Adapter Part.  
 La partie Boite à outils reste également identique et est composée du driver souris 
(Mouse Driver) et du rendu concret (javax.swing). 
L‟unique différence par rapport à la précédente architecture est le modèle de la technique 
d‟interaction (Semantic Pointing Interaction technique) à cheval sur les parties dialogue et 
présentation du modèle Arch. 
 
Figure 7.12 Architecture instanciée de la technique d’interaction du Pointage sémantique 
7.4.2 Modélisation de l’interaction 
7.4.2.1 Création du modèle 
La Figure 7.13 présente la technique d‟interaction du drag-and-drop avec pointage sémantique 
modélisée à l‟aide du formalisme ICO. Le modèle contient toutes les informations à propos de 
l‟état courant de la technique d‟interaction ainsi que l‟ensemble des événements disponibles pour 
l‟utilisateur, leurs séquences et leurs impacts sur l‟état.  
Comme nous l‟avions introduit, le comportement de la Figure 7.13 est très similaire à celui de la 
Figure 7.6. La différence est mise en évidence par le rectangle bleu dans le bas de la figure. De 
plus, pour améliorer la compréhension, les éléments relatifs à la taille de l‟icône ont été retirés. Ils 
pourront néanmoins être combinés avec les éléments ici présents. La technique d‟interaction ci-
dessus a été décrite dans [Blanch04]. Deux nouvelles transitions  ont été ajoutées rendant possible 
de vérifier si le pointeur est sur un objet réactif (ici la corbeille) ou non. Avec cette information, il 
est possible de changer la vitesse du pointeur lorsque celui-ci est sur l‟objet réactif pour ralentir 
son déplacement. Ce ralentissement du pointeur facilite la sélection de la cible et augmente la 
performance comme expliqué dans [Blanch04]. Un autre aspect ajouté à cette technique 
d‟interaction est la possibilité de gérer l‟accélération du déplacement du curseur.  




Figure 7.13 Modèlisation en ICO de la technique d’interaction de pointage sémantique 
Le comportement de la partie haute de ce modèle est identique au modèle de la technique 
d‟interaction du drag-and-drop. La différence a lieu lorsqu‟un jeton se trouve dans la place 
DraggingIcon (à la suite d‟un mousePressed réalisé sur une icône). 
A partir de cette place DraggingIcon et à la suite de la réception d‟un événement mouseMove_t3, 
un jeton est déposé dans la place DragTestTrash et deux transitions permettent de vérifier si le 
pointeur est sur un objet réactif (ici la corbeille) ou non. Grâce à cette information, il est possible 
de changer la vitesse du pointeur lorsque celui-ci est sur l‟objet réactif pour ralentir son 
déplacement. Ceci rend plus difficile le déplacement du curseur de la souris au-delà de la cible et 
augmente la performance des utilisateurs comme expliqué dans [Blanch04]. La place Acceleration 
(resp. Deceleration) (entourées en Figure 7.13) est liée aux transitions MouseMove_t2 et 
NotOnTrash (resp. à la transition OnTrash). La place Acceleration contient une valeur utilisée 
pour l‟accélération du curseur lorsqu‟un objet est déplacé (et qu‟il n‟est pas sur une icône) rendant 
le déplacement du “fantôme” de l‟icône plus rapide que le déplacement du périphérique d‟entrée 
sur la table.  
7.4.2.2 Analyse formelle 
Nous présentons ensuite l‟analyse formelle de ce modèle. L‟analyse présentée en Figure 7.14 
contient cinq invariants de places et six invariants de transitions.  




Figure 7.14 Analyse d'invariants de la technique d'interaction du pointage sémantique 
Nous pouvons voir comme invariants (PInvariants): la place trash (la référence à l‟objet réactif 
corbeille), les places Acceleration et Déceleration (les valeurs d‟accélération et de décélération du 
pointage sémantique) et la place Currentxy (la position courante du pointeur). Ceci signifie que le 
marquage de ces places ne changera pas quelle que soit l‟évolution du modèle. Etant donné que le 
modèle est initialisé avec un jeton dans chacune de ces places, le marquage de chacune de ces 
places sera toujours d‟un jeton et ces places ne perdront jamais leurs ressources. Le cinquième 
invariant de places correspond à l‟ensemble de places {Idle, DraggingIcon, ReleasedTestTrash 
TestIcon and NotDraggingIcon} que nous avions déjà obtenu lors de l‟analyse d‟invariants du 
drag-and-drop simple. 
Les deux premiers invariants de transitions (les deux premières lignes TInvariants de la Figure 
7.14) présentent les mêmes ensembles de transitions que ceux trouvés pour le drag-and-drop 
simple. A la différence de l‟analyse des invariants de transitions du modèle de drag-and-drop 
simple, les invariants de transitions sont ici au nombre de quatre pour les transitions liées au 
déplacement (mouseMove). Nous pouvons remarquer que la transition MouseMove_t3 n‟est plus 
un invariant de transitions lorsqu‟elle est seule mais uniquement lorsqu‟elle est liée à la transition 
NotOnTrash ou OnTrash. 
7.4.3 Evaluation de l’utilisabilité 
7.4.3.1 Extraction du scénario de test 
 
Figure 7.15 Scénario de test test extrait du modèle de tâche pour le pointage sémantique 
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Le scénario extrait du modèle de tâche et présenté en Figure 7.15 est identique à celui présenté 
pour le drag-and-drop simple. La sélection est réalisée par une succession de tâches (choix de 
l‟icône à effacer, déplacement de la souris sur l‟icône choisie, et appui du bouton gauche de la 
souris). L‟effacement est réalisé par une succession de tâches (déplacement de l‟icône au dessus de 
la corbeille, vérification que l‟icône de la corbeille est en surbrillance, et relâchement du bouton de 
la souris). 
7.4.3.2 Exécution et fichier de log 
La Figure 7.16 présente un extrait du log produit lors de l‟utilisation de l‟application de l‟étude de 
cas avec la technique d‟interaction décrite sur la Figure 7.13.  
Figure 7.16 Extrait du log du pointage sémantique 
Les trois premières lignes du tableau représentent un mouseMove_t1 où un jeton est enlevé de la 
place currentxy avec comme valeur <124,239> (dans la colonne Token de la ligne 02) et un 
nouveau jeton est déposé dans cette même place avec la valeur <128,240> (ligne 03). Cette 
transformation de valeur se retrouve dans la colonne substitution de la ligne de franchissement de 
transition mouseMove_t1 (ligne 01) ce qui signifie que cette valeur du jeton est utilisée par la 
transition. Ensuite lors du franchissement de mousePressed_t1 (ligne 04), le jeton de la place Idle 
est enlevé (ligne 05) et un jeton est ajouté dans la place testIcon (ligne 06) avec comme valeur la 
référence à l‟objet sélectionné (icon.Icon[.. dans la colonne Token) obtenu lors du tir de la 
transition (colonne substitutions de mousePressed_t1 ligne 04). On peut voir dans la colonne Time 
présentant le temps en seconde arrondi à 3 décimales que ce mousePressed_t1 à eu lieu à 1,353 
seconde du début du test. On vérifie ensuite si l‟objet est une icône (franchissement de la transition 
Icon ligne 07).  
Lors d‟un déplacement (mouseMove_t3 en ligne 10), le modèle teste si le curseur est sur la 
corbeille ou non. Comme il n‟est pas encore sur la corbeille, il y a franchissement de NotOntrash 
Partie 3 : Etudes de cas 
158 
 
(ligne 12) et un enlèvement puis ajout de jeton dans la place currentxy (lignes 14&15) pour mettre 
à jour la valeur du jeton dans cette place (passage de la valeur <128,240> à la valeur <134,243>). 
Une partie du log est ensuite ignorée dans cette présentation. Elle représente une suite de 
déplacements et de franchissements de NotOnTrash comme les cinq lignes précédentes (lignes 11 
à 15) que l‟on retrouve dans les lignes suivantes (lignes 43 à 48). Lorsqu‟un déplacement 
(mouseMove_t3 ligne 49) positionne le curseur sur la corbeille, la transition OnTrash est franchie 
(ligne 24) et de la même façon que lors du franchissement de NotOntrash, la place currentxy est 
mise à jour (lignes 53&54). Une suite de déplacements avec le curseur sur la corbeille correspond 
aux lignes 49 à 54. On retrouve le dernier déplacement de ce type aux lignes 128 à 133.  
Un événement de l‟utilisateur relâchant le bouton de la souris est ensuite reçu et la transition 
mouseReleased_t1 est franchie (ligne 134) retirant le jeton de la place DragIcon (ligne 135) et le 
déposant dans la place ReleasedTestTrash (ligne 136). Etant donné que le curseur est sur la 
corbeille, la transition Trash est franchie (ligne 137) à 2,707 secondes (colonne Time) du début du 
test et le jeton de la place ReleasedTestTrash (ligne 139) est retiré. Le jeton correspondant à 
l‟icône est retiré de la liste des icônes dans la place Icons (ligne 138) et un jeton est déposé dans la 
place Idle (ligne 140) replaçant le modèle dans son état initial.  
Nous pouvons calculer le temps de déplacement dans le cas du pointage en soustrayant les temps 
lors du franchissement de la transition mousePressed_t1 (ligne 04) au temps de franchissement de 
la transition Trash (ligne 137) ce qui nous donne 1,354 secondes. Nous pouvons également 
calculer le nombre d‟erreurs qui sont intervenues lors de cette interaction. Le nombre d‟erreurs est 
obtenu en comptabilisant le nombre de fois ou l‟utilisateur manque la cible (dans ce cas la 
corbeille). Dans notre modèle, ceci correspond au nombre de fois où la transition notOntrash est 
franchie après une transition OnTrash. En effet cela représente le fait que l‟utilisateur a dépassé la 
corbeille et doit donc agir en conséquence et revenir à un état antérieur (le curseur sur la corbeille) 
avant de relâcher le bouton de la souris. Cette interaction est exécutée plusieurs fois avec des 
valeurs d‟accélération différentes et les données sont récupérées grâce à l‟outil de log durant la 
simulation dans PetShop.  
7.4.3.3 Analyse du Log 
L‟analyse des données obtenues par le log, nous permet de calculer l‟évolution du nombre 
d‟erreurs et le temps d‟exécution de la tâche. Ces résultats sont rassemblés et présentés dans la 
Figure 7.17. Ce graphique montre que lorsque l‟accélération du pointeur (valeur du jeton dans la 
place Acceleration de la Figure 7.13) augmente, la performance est meilleure. Mais à partir d‟un 
taux d‟accélération de 5, les erreurs deviennent trop importantes et le temps pour réaliser le drag-
and-drop augmente et devient plus grand que lorsque la technique d‟interaction est réalisée sans 
aucune accélération (début de la courbe). 
 
Figure 7.17 Résultat de l’analyse de log du pointage sémantique combiné à l’accélération du curseur 
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Les barres du diagramme (axe de droite) représentent le nombre moyen d‟erreurs sur 10 essais 
pour un drag-and-drop. La courbe représente le temps d‟exécution d‟un drag-and-drop (axe de 
gauche de 0,6s à 1,4s). L‟abscisse représente le taux d‟accélération.  
Nous aurions pu également, de la même manière, évaluer la décélération du pointeur lorsqu‟il se 
trouve sur un objet réactif. 
Cette analyse des résultats montre que nous pouvons aisément relier les résultats de l‟évaluation 
avec les éléments du modèle sur lesquels doivent porter les modifications. 
7.5 Troisième technique d’interaction: Le drag-and-pop 
7.5.1 Conception de l’architecture  
Pour cette troisième technique d‟interaction, nous reprenons également l‟architecture présentée 
pour la première technique d‟interaction (le drag-and-drop) en changeant le modèle principal. La 
Figure 7.18 présente cette architecture. 
 La partie application de notre système reste inchangée avec les modèles Notification, DB 
Driver et Functional Adapter Part.  
 La partie Boite à outils reste également identique et est composée du driver souris 
(Mouse Driver) et du rendu concret (javax.swing).  
L‟unique différence, par rapport à la précédente architecture, est le modèle de la technique 
d‟interaction (Drag&Pop Interaction technique) à cheval sur les parties dialogue et présentation 
du modèle Arch. 
 
Figure 7.18 Architecture instanciée de la technique d’interaction du drag-and-pop  
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7.5.2 Modélisation de l’interaction 
7.5.2.1 Création du modèle 
Le comportement de la technique d‟interaction drag-and-pop (correspondant à la description 
donnée dans [Baudisch03]) a été modélisé à l‟aide de la notation ICO. Le comportement est fort 
similaire à celui du drag-and-drop. Les différences principales se trouvent dans la partie basse du 
modèle (en bleu dans le bas de la Figure 7.19). Un ensemble de places et de transitions a été ajouté 
décrivant le „pop‟ des icônes réactives vers le „fantôme‟ de l‟icône lorsque l‟utilisateur commence 
le drag.  
 
Figure 7.19 Modèlisation en ICO de la technique d’interaction du drag-and-pop  
Après qu‟aient été effectués un mousepressed_t1 sur une icône et un premier mouseMove 
(mouseMove_t3), un jeton est déposé dans la place Drag&pop et le code contenu dans la transition 
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create_link_icons est exécuté. Les icônes exécutables compatibles (disponibles dans une liste de la 
place ExecutableIcons) avec l‟icône sélectionnée (obj) sont sélectionnées et une icône lien 
(appelée "tip icon" dans [Baudisch03]) est créée pour chacune d‟elles. Tous ces icônes (tip icons) 
sont ajoutées aux icônes exécutables (appelées base icons) et déposées sous forme de liste d‟icônes 
réactives dans la place PickableIcons. Un jeton est également déposé dans la place DraggingIcon. 
A partir de cette place, les mouvements de la souris (mouseMove_t4) peuvent être reçus et mettent 
à jour le jeton se trouvant dans la place Currentxy (contenant les valeurs x, y de la position du 
curseur). Lorsque le bouton de la souris est relâché (mouseReleased_t3) le code de la transition 
teste si l‟événement a eu lieu lorsque le curseur était sur une icône réactive (une icône lien ou une 
icône exécutable) et envoie la référence de cette icône (éventuellement null) et un booléen 
(onReactive) représentant le fait qu‟il y avait ou non une icône réactive sous le „fantôme‟. Selon 
cette valeur booléenne, la transition ReactiveIcon (effaçant l‟icône déplacée) ou la transition 
NotReactiveIcon est franchie, le jeton retourne dans la place Idle et les icônes liens sont effacées. 
7.5.2.2 Analyse Formelle 
A la suite de la création de ce modèle nous pouvons effectuer une analyse formelle.  
Cette analyse d‟invariants (Figure 7.20) nous donne cinq invariants de places et six invariants de 
transitions. 
 
Figure 7.20 Analyse d'invariants du modèle du drag-and-pop 
Nous pouvons voir comme invariants (PInvariants): la place BaseIcons (la référence à l‟objet 
réactif corbeille), la place CoefPop (le coefficient de distance où apparait l‟objet link lors du pop) 
et la place Currentxy (la position courante du pointeur). Ceci signifie que le marquage de ces 
places ne changera pas quelle que soit l‟évolution du modèle. Etant donné que le modèle est 
initialisé avec un jeton dans chacune de ces places, le marquage de chacune de ces places sera 
toujours de un jeton et ces places ne perdront jamais leurs ressources. 
Les autres invariants de places correspondent aux deux ensembles de places {Idle, IconSelected, 
TestIcon, NotDraggingIcon, Drag&Pop DraggingIcon et TestReactiveIcon } et {Idle, 
IconSelected, TestIcon, NotDraggingIcon, Drag&Pop, PickableIcons et TestReactiveIcon }  
Pour les invariants de places, nous retrouvons les deux ensembles {mousePressed_t1, 
mouseReleased_t1, Icon} et {mousePressed_t1, NotAnIcon, mouseReleased_t2} que l‟on trouvait 
déjà dans le modèle du drag-and-drop simple et la technique d‟interaction du pointage sémantique. 
Nous retrouvons une nouvelle fois les invariants de transitions correspondant aux déplacements 
(mouseMove_t1, mouseMove_t2 et mouseMove_t4). Enfin la dernière ligne présente un circuit 
parcouru lors du déplacement d‟une icône hors de la corbeille ne consommant pas de jeton 
composé des transitions {mousePressed_t1, mouseMove_t3, Icon, create_link_icons, 
mouseReleased_t3, NotReactiveIcon_2}. 
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7.5.3 Evaluation de l’utilisabilité 
7.5.3.1 Extraction du scénario de test 
 
Figure 7.21 Scénario de test test extrait du modèle de tâche pour le drag-and-pop 
Le scénario extrait du modèle de tâche et présenté en Figure 7.21 est identique aux deux scénarios 
présentés pour le drag-and-drop simple et pour le drag-and-drop avec pointage sémantique. La 
sélection est réalisée par une succession de tâches (choix de l‟icône à effacer, déplacement de la 
souris sur l‟icône choisie, et appui du bouton gauche de la souris). L‟effacement est réalisé par une 
succession de tâches (déplacement de l‟icône au dessus de la corbeille, vérification que l‟icône de 
la corbeille est en surbrillance, et relâchement du bouton de la souris). 
7.5.3.2 Exécution et fichier log 
La Figure 7.22 présente un extrait du log produit lors de l‟utilisation de l‟application de l‟étude de 
cas avec la technique d‟interaction du drag décrite sur la Figure 7.19.  
Les trois premières lignes du tableau représentent un mouseMove_t1 où un jeton est enlevé de la 
place currentxy avec comme valeur <119,53> (dans la colonne Token de la ligne 02) et un 
nouveau jeton est déposé dans cette même place avec la valeur <121,54> (ligne 03). Cette 
transformation de valeur se retrouve dans la colonne substitution de la ligne de franchissement de 
transition mouseMove_t1 (ligne 01) ce qui signifie que cette valeur du jeton est utilisée par la 
transition. Ensuite lors du franchissement de mousePressed_t1 (ligne 04), le jeton de la place Idle 
est enlevé (ligne 05) et un jeton est ajouté dans la place testIcon (ligne 06) avec comme valeur la 
référence à l‟objet sélectionné (icon.Icon[.. dans la colonne Token) obtenu lors du tir de la 
transition (colonne substitutions de mousePressed_t1 ligne 04). On peut voir dans la colonne Time 
présentant le temps en secondes arrondi à 3 décimales que ce mousePressed_t1 a eu lieu à 0,150 
seconde du début du test. On vérifie ensuite si l‟objet est une icône (franchissement de la transition 
Icon ligne 07).  
Lors du premier déplacement, après la sélection de l‟icône (mouseMove_t3 en ligne 10), un jeton 
est déposé dans la place Drag&Pop (ligne 14). La transition create_link_icons est alors franchie 
(ligne 15), enlève le jeton de la place Drag&Pop (ligne 16), ajoute un jeton avec la référence de 
l‟icône déplacée dans la place DraggingIcon (ligne 17, icon.Icon dans la colonne Token) et la 
référence à l‟objet link (icon.Link dans la colonne Token) dans la place PickableIcons (ligne 18). 
A partir de cet état DraggingIcon, lors d‟un déplacement (mouseMove_t4 en ligne 19), le modèle 
enlève un jeton (ligne 20) de la place currentxy et met à jour la valeur du jeton pour le remettre 
(ligne 21) dans cette place (passage de la valeur <140,75> à la valeur <174,106>). Une partie du 
log est ensuite ignorée dans cette présentation. Elle représente une suite de déplacements comme 
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les trois lignes précédentes (lignes 19 à 21) que l‟on retrouve dans les lignes suivantes (lignes 47 à 
49 puis ligne 85 à 87).  
 
Figure 7.22 Fichier log de la technique d'interaction du drag-and-pop 
Un événement de l‟utilisateur relâchant le bouton de la souris est ensuite reçu et la transition 
mouseReleased_t3 est franchie (ligne 88) retirant le jeton de la place DraggingIcon (ligne 89) et de 
la place PickableIcons (ligne 90) et en déposant un dans la place TestreactiveIcon (ligne 91). Etant 
donné que le curseur est sur la corbeille, la transition ReactiveIcon_1 est franchie (ligne 92) à 
1,371secondes (colonne Time) du début du test et le jeton de la place TestreactiveIcon (ligne 93) 
est retiré. Le jeton correspondant à l‟icône est retiré de la liste des icônes dans la place Icons (ligne 
94) et un jeton est déposé dans la place Idle (ligne 95), replaçant le modèle dans son état initial.  
Nous pouvons calculer le temps de déplacement dans le cas du pointage en soustrayant les temps 
lors du franchissement de la transition mousePressed_t1 (ligne 04) au temps de franchissement de 
la transition ReactiveIcon_1 (ligne 92) ce qui nous donne 1,221 secondes.  
Cette interaction est exécutée plusieurs fois avec des tailles différentes pour l‟icône de la corbeille 
et les données sont récupérées grâce à l‟outil de log durant la simulation dans PetShop.  
7.5.3.3 Analyse du log 
Sur ce modèle, de nombreuses variables peuvent être testées/modifiées afin d‟accroître la 
performance de cette technique d‟interaction. Une de ces variables est la distance que parcourt 
l‟icône lien représentant l‟icône exécutable (à quelle distance elle apparaitra de l‟icône „fantôme‟ 
créée lorsque l‟icône à effacer est sélectionnée par l‟utilisateur). La Figure 7.23 rassemble les 
informations obtenues à partir du fichier de log présenté ci-dessus.  




Figure 7.23 Résultat de l’Analyse du Log pour le drag-and-pop 
Elle montre que plus l‟icône se rapproche du fantôme, meilleure est la performance. Lorsque 
l‟icône reste à 100 % de sa distance initiale, la durée de l‟interaction est de 1,5 secondes (droite de 
la Figure 7). Lorsque la distance est divisée par deux (milieu de la Figure 7), l‟interaction est d‟une 
seconde. On peut toutefois remarquer que si on approche l‟icône lien trop près de l‟icône 
„fantôme‟, la performance se dégrade. Cela est dû au fait que des erreurs de l‟utilisateur 
apparaissent (l‟utilisateur déplace l‟icône „fantôme‟ plus loin que l‟icône lien).  
7.6 Discussion 
Dans cette étude de cas, nous avons montré le pouvoir d‟expression des modèles ICO pour 
représenter précisément les comportements de trois techniques d‟interaction en commençant par 
une technique d‟interaction simple pour arriver à deux techniques d‟interaction plus complexes. 
Nous avons montré comment notre processus de développement permet de gérer ensemble les 
aspects d‟utilisabilité et de fiabilité.  
La fiabilité de nos techniques d‟interaction a été abordée par l‟analyse formelle de nos modèles qui 
permet la vérification de certaines propriétés qui peuvent être utiles lors de la conception de notre 
application et plus particulièrement des techniques d‟interaction. 
Les aspects d‟utilisabilité ont été présentés durant la phase d‟évaluation de l‟utilisabilité, où à 
l‟aide des fichiers log d‟enregistrement des changements d‟état du modèle, nous avons pu évaluer 
les performances des différentes techniques d‟interaction abordées. 
De plus, cette étude de cas nous a permis de montrer les avantages d‟une évaluation basée sur les 
modèles. Grâce aux fichiers de log basés sur les modèles, nous avons pu aisément modifier 
certains paramètres de ces modèles et en vérifier l‟impact sur l‟efficience. Nous avons également 
montré la nécessité d‟identifier où les ajustements peuvent être requis afin de tirer parti 
avantageusement des données recueillies lors de l‟analyse du log. Ce log enregistré en termes 
d‟éléments des modèles (exécution de transitions, marquage de place) peut alors nous faciliter le 
processus d‟édition, de modification et d‟ajustement de ceux-ci. 
Par contre, cette application reste relativement simple et ne permet pas de présenter les possibilités 
en termes de mise à l‟échelle de notre processus (pour la phase de conception de l‟architecture par 
exemple). L‟étude de cas suivante présente une application dont l‟architecture de l‟interaction est 




8 Une deuxième étude de cas : L’application 
Satellite 
8.1 Objectifs de l’étude de cas 
Un premier objectif de cette étude de cas est de montrer que notre processus permet de prendre en 
compte différents types de périphériques. Nous présentons dans cette étude de cas la modélisation 
de la reconnaissance vocale. 
Le deuxième objectif de cette étude de cas est de montrer les possibilités offertes par notre phase 
de conception de l‟architecture. En effet, cette phase nous a permis de définir précisément chaque 
composant de l‟interaction, afin de réaliser leur modélisation par la suite. De plus, cette phase de 
conception de l‟architecture nous permet d‟intégrer différents périphériques en parallèle tels que la 
reconnaissance vocale et la souris. 
Enfin, cette étude de cas présente un des intérêts de notre processus de développement à savoir 
d‟intégrer de nouvelles techniques d‟interaction à une application existante. Etant donné que la 
partie applicative avait déjà été réalisée, nous nous sommes intéressés à la conception de 
l‟interaction.  
 
Figure 8.1 Phases du processus traitées dans cette étude de cas 
Cette étude de cas nous permet d‟illustrer les phases de conception de l‟architecture et de 
modélisation de l‟interaction. La Figure 8.1 présente la mise en évidence des différentes phases 
traitées dans cette étude de cas sur notre processus de développement.  
Nous présentons tout d‟abord, la conception de l‟architecture de l‟interaction. Ensuite nous 
présentons, pour chaque modèle de cette architecture, la phase de modélisation en explicitant le 
processus qui a conduit au modèle final que nous décrivons en détail. 
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8.2 Présentation de l’application 
Cette deuxième étude de cas présente une application de contrôle de satellites. Cette application est 
issue du projet IMAGES (IHM Multimodales et visualisation 3D Adaptées à la GEstion de 
Satellites) lancé par le CNES (Centre National d‟Etudes Spatiales) dans le but d‟étudier l‟apport de 
techniques d‟interaction innovantes pour les Segments Sols de Commande et Contrôle de satellites 
et de vérifier leur adéquation aux besoins particuliers des SSC. Dans ce domaine, il reste de 
nombreux problèmes à résoudre. Par exemple, la communication entre le satellite et le sol n‟est 
possible que durant un court moment, à intervalle de temps espacés. Le travail d‟un opérateur au 
sol est donc constitué de très courtes périodes d‟activité très intenses entrecoupées de longs 
moments d‟inactivité. Cela implique qu‟il faut être capable de fournir un maximum d‟informations 
en un minimum de temps, tout en s‟assurant de la fiabilité de ces informations.  
C‟est pourquoi, depuis quelques années, la part consacrée aux Interfaces Homme-Machine dans 
les SSC (Segments Sol de Contrôle) ne cesse de croître. Il en est de même pour les coûts de 
conception, de développement et d‟exploitation de ces IHM particulières. 
 
Figure 8.2 Interface de l’application Satellite 
L‟application permet la manipulation interactive d‟objets 3D par l‟intermédiaire d‟une interface 
multimodale. Le modèle 3D représente un satellite simplifié. L‟utilisateur peut désigner des objets 
3D de la scène et les déplacer dans les trois dimensions. Une interface est fournie à l‟utilisateur, lui 
permettant de contrôler l‟objet 3D sélectionné dans la scène, suivant les 3 axes (Haut/Bas, 
Avant/Arrière, Droite/Gauche) au moyen de boutons. L‟utilisateur dispose de deux souris, ce qui 
lui permet de combiner 2 directions de déplacement (par exemple Haut et Droite).  
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8.3 Conception de l’architecture de l’interaction 
Durant la phase de conception de l‟architecture, nous nous sommes consacrés à la partie 
interaction du système. Nous avons donc structuré cette interaction en différents composants situés 
en couches sur le pattern architectural ARCH. Cette architecture définit la partie interaction de 
l‟application satellite qui fait appel à l‟utilisation de deux souris et de la voix. Notre représentation 
sur le pattern ARCH (Figure 8.3) contient donc trois canaux : un canal pour chacune des souris et 
un canal pour la reconnaissance vocale. 
Les canaux destinés aux souris sont divisés en quatre composants : 
 Le premier composant appelé MouseDriver se charge de récupérer les événements bas 
niveau de l‟API souris. Ce composant récupère l‟état de la souris et le transmet sous 
forme d‟événements au composant suivant. Ces événements sont l‟état des boutons de la 
souris (pressed et released) et le déplacement relatif de la souris (dx, dy). 
 Le composant suivant se charge de la gestion du clic et du type de déplacement 
(Click&Drag). Il comptabilise le nombre de clics en fonction des événements pressed et 
released. Un déplacement de la souris ou un temps d‟attente trop long réinitialise le 
comptage du clic. Ce composant se charge également d‟analyser si le déplacement est 
réalisé avec un bouton enfoncé ou non. Ceci permet de distinguer les déplacements 
simples des déplacements glissés (drag). Il envoie au composant suivant les événements 
pressed, released et clics éventuels ainsi que les types de déplacement accompagnés des 
valeurs dx dy du déplacement. 
 Au troisième niveau, a lieu le calcul des coordonnées absolues (Absolute Coord). Ce 
composant reçoit les événements de déplacement du composant précédent et met à jour 
une variable contenant la position absolue. Ces événements sont ensuite envoyés au 
composant suivant avec les coordonnées absolues. Lors de la réception d‟événements 
d‟état des boutons (pressed, released, clic), ceux-ci sont également envoyés au composant 
suivant avec comme paramètres supplémentaires, les coordonnées absolues stockées dans 
la variable. 
 Enfin, le dernier composant se charge de la gestion des objets graphiques (Object 
Picking). Celui-ci reçoit les différents événements du composant précédent et vérifie si 
l‟événement a lieu sur un objet ou non et si c‟est le cas envoie un événement sur cet objet 
graphique. 
 
Figure 8.3 Architecture instanciée pour la partie interaction de l’application satellite 
Nous pouvons exprimer les relations entre ces composants et les messages échangés à l‟aide d‟un 
diagramme de composants (Figure 8.4). 





Figure 8.4 Diagramme des composants de l’architecture (partie souris) 
Le canal de la voix est composé de deux composants : 
 Un premier composant se charge de gérer le driver de reconnaissance vocal (le lien avec 
l‟API) et de récupérer les événements de changement d‟état de l‟API de reconnaissance 
vocale 
 Un deuxième composant reçoit les événements provenant du premier composant et les 
traite pour récupérer les éventuels mots reconnus et les transférer suivant leur type, aux 
composants suivants. 
Nous pouvons exprimer les relations entre ces composants et les messages échangés à l‟aide d‟un 
diagramme de composants (Figure 8.5). 
 
Figure 8.5 Diagramme des composants de l'architecture (partie vocale) 
Il n‟y a pas de composant de fusion proprement dit étant donné que les différentes modalités 
agissent de manière concurrente (suivant la classification de Caelen présentée dans le chapitre 5) 
sur l‟interface. 
8.4 Modélisation des composants de l’architecture  
8.4.1 La souris  
8.4.1.1 Mouse Driver: Récupération des événements bas niveau  
Création du modèle préliminaire  
Ce modèle est lié à un objet Java CPNMouse. Cet objet permet d‟utiliser plusieurs souris en 
parallèle dans Java et d‟en récupérer les événements. Il a été codé par [Beaudouin-Lafon00a]. 
Le cœur de notre modèle est donc une boucle temporisée chargée de vérifier l‟état de l‟objet. Ce 
modèle (Figure 8.6) se divise essentiellement en trois parties : 
 La partie du haut se charge de vérifier l‟état de l‟objet CPNMouse et de voir si son état a 
changé ou non. 
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 La partie inférieure gauche vérifie si un déplacement a été effectué et envoie alors un 
événement déplacement.  
 La partie inférieure droite se charge d‟envoyer les événements de changement d‟état des 
boutons (pressé relâché) pour chaque bouton (ici 3) selon l‟état antérieur (si l‟état était 
pressé, le changement d‟état implique un événement relâché). 
A l‟initialisation de ce réseau, nous lui donnons en paramètre le numéro de la souris. Un seul jeton 
circule dans ce réseau. Il est initialement à l‟emplacement MouseNumber avec la valeur du 
paramètre. Néanmoins, une autre place est initialisée avec un jeton button1 ayant comme valeur le 
booléen false. Toutes les 100 millisecondes, un timer exécute la transition checkMouseState qui 
teste si l‟état de la souris a changé. 
 
Figure 8.6 Modélisation en ICO du composant de récupération des événements bas-niveau 
Selon que l‟état de la souris ait changé, la transition hasChanged ou hasnotChanged est tirée. Si 
hasnotChanged est tirée, on retourne à l‟état initial. Sinon, la transition hasChanged est tirée et le 
code à l‟intérieur de cette transition est exécuté. Celui-ci récupère l‟état des différents boutons 
ainsi que les déplacements horizontaux et verticaux (dx, dy). Cette transition envoie un jeton sur 
les places axis contenant les valeurs dx, dy et dans nextbuton1state b1 contenant l‟état du bouton. 
Lorsqu‟un jeton se trouve en nextbutonstate1 button1changed teste si b1 est différent de b et donc 
si l‟état du bouton 1 a changé. Si c‟est le cas un mousePressed ou un mouseReleased est envoyé 
(selon le nouvel état de celui-ci). Sinon, la transition button1notchanged est tirée. Dans les deux 
cas, button1changed et button1notchanged dépose un jeton dans la place button1done. Il en va de 
même pour les autres boutons. 
Pour la place Axis, si dx et dy sont nuls, la transition axisnotchanged est franchie et va placer un 
jeton dans la place axisdone. Dans les autres cas, la transition axischanged est franchie. Le code de 
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celle-ci envoie mouseMove et place un jeton dans la place axisdone. Lorsque les places 
button1done et axisdone contiennent chacune un jeton, la transition done est franchie et on 
retourne à l‟état initial. A partir de là, la transition temporisée checkmouseState est réexécutée. La 
désactivation de checkmouseState pendant l‟analyse des états des différents boutons et de l‟axe 
permet d‟éviter une surcharge du réseau. De plus, lors de l‟appel des différentes méthodes dans 
haschanged, l‟objet CPNMouse fusionne les différents événements (comme l‟addition des 
déplacements horizontaux). 
Analyse formelle 
La Figure 8.7 présente l‟analyse d‟invariants du modèle présenté en Figure 8.6. Elle comporte trois 
invariants de places et un invariant de transitions.  
 
Figure 8.7 Analyse d'invariants du modèle Figure 8.6 
Pour les invariants de places : 
 Button1 signifie que le modèle aura toujours une valeur pour l‟état du bouton (enfoncé ou 
non). 
 {MouseNumber, Changed, Axis, AxisDone} et {MouseNumber, Changed, 
NextButton1State, Button1Done}  ces deux ensembles de places auront toujours le même 
nombre de jeton. Etant donné que ce réseau est initialisé avec un jeton, il y aura toujours 
un et un seul jeton dans chacun de ces ensembles de place.  
L‟invariant de transition {checkMouseState, hasNotChanged} signifie que le franchissement de 
ces deux transitions ne change pas l‟état du réseau et laisse donc un jeton dans la place 
MouseNumber. 
8.4.1.2 Mouse Click : Gestion du clic et du type de déplacement  
Pour ce modèle, nous exemplifions les différentes phases de la modélisation à savoir la création de 
modèle préliminaire, la modification de modèle et l‟analyse formelle. 
Création du modèle préliminaire  
Pour réaliser le modèle préliminaire, il faut tout d‟abord connaître le rôle affecté à ce modèle dans 
l‟architecture ainsi que les liens entre ce modèle et les autres modèles de l‟architecture. Dans le cas 
de la gestion du clic, le modèle recevra des événements pressed et released du modèle du driver 
souris et générera des clics qu‟il enverra au modèle de calcul des coordonnées.  
 
Figure 8.8 Exemple d’édition : Modélisation ICO de gestion du clic  
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Une version préliminaire de ce modèle est donc de recevoir alternativement à l‟aide de transitions 
synchronisées les événements pressed et released et d‟envoyer un événement clic lors de la 
réception de l‟événement released (Figure 8.8). 
Modification du modèle 
Une version étendue (Figure 8.9) pourrait nous permettre de comptabiliser les clics multiples.  
 
Figure 8.9 Exemple d’édition : Ajout du Multiclick  
Un clic est comptabilisé à la suite d‟un autre, si le délai n‟est pas trop long entre un released et un 
pressed ou entre un pressed et un released. Lorsque ce délai est dépassé, la transition timer_1 ou 
timer_2 est franchie, le code de la transition est exécuté (nbClick=0 ;) remettant le nombre de clics 
à zéro. Il en va de même en cas de déplacement de la souris (transitions mouseMove_t1 et 
mouseMove_t2). Ce déplacement remet instantanément le compteur de clic à zéro (lors de 
l‟exécution du code des transitions mouseMove_).  L‟envoi du nombre de clics se fait lors du 
released du bouton (code de la transition mouseReleased_t1). Ce nombre est obtenu en stockant le 
nombre de clics courants dans une variable (nbClick) contenue dans l‟unique jeton de ce modèle. 
Nous pouvons également ajouter la gestion du type de déplacement (simple ou drag) au modèle 
présenté en Figure 8.9. Ce modèle étendu est présenté en Figure 8.10. 
 
Figure 8.10 Exemple d’édition : Ajout du drag 
Lorsque le bouton de la souris est enfoncé (un jeton dans la place Down) et qu‟un déplacement de 
la souris a lieu (franchissement de la transition synchronisée mouseMove_t3), le jeton est retiré de 
la place Down pour être déposé dans la place Drag. Dans cette place Drag, les déplacements 
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glissés sont traités (le code de la transition mouseMove_t3 envoie un événement de type 
mouseMovePressed au modèle suivant) et lorsque le bouton est relâché (franchissement de la 
transition mouseReleased_t3), le jeton de place Drag est enlevé et redéposé dans la place Init 
remettant le réseau dans son état initial. 
Analyse formelle  
Etant donné que le formalisme ICO est basé sur les réseaux de Petri, nous pouvons utiliser les 
techniques d‟analyse de propriétés des réseaux de Petri telles que les invariants de places et de 
transitions (présentés dans la section analyse formelle de la notation) sur ces modèles ICO. 
L‟analyse d‟invariants nous permet de prouver des propriétés telles que la vivacité de transitions 
dans un modèle. Dans le cas de techniques d‟interaction, cela peut permettre par exemple de 
prouver que la transition qui gère le déplacement de la souris sera toujours disponible. Ceci 
correspond au fait qu‟il sera toujours possible de produire ce type d‟événement en déplaçant la 
souris. Une technique d‟interaction ne respectant pas ces propriétés ne pourra pas gérer certains 
événements produits par l‟utilisateur lorsqu‟il utilise un périphérique. La Figure 8.11 présente 
l‟ensemble des invariants pour le modèle présenté dans la Figure 8.10. Les invariants de transitions 
sont dans le bas de la figure (TInvariants). A partir de cette analyse, nous pouvons voir que les 
transitions mousePressed et mouseReleased appartiennent toujours aux mêmes invariants de 
transitions (invariants de transitions 5 et 6 dans la liste). Lorsqu‟une de ces transitions 
(mousePressed dans le modèle) est disponible à partir de l‟état initial, cela signifie que quelles que 
soient les transitions franchies dans le modèle, mousePressed ou mouseReleased sera toujours à 
nouveau disponible.  
 
Figure 8.11 Résultat de l’analyse d’invariants pour le modèle du Multiclick (Figure 8.9) 
Les invariants de places sont également présentés dans la Figure 8.11 (PInvariants). Il y a un seul 
invariant de places contenant les trois places du modèle Figure 8.9. Cet invariant prouve que 
quelles que soient les transitions franchies dans le modèle, le nombre de jetons dans cet ensemble 
de places restera toujours le même qu‟à l‟état initial.  
De plus, comme il y a toujours une transition mouseMove qui a une de ces places comme place 
d‟entrée, cela signifie que quelle que soit l‟évolution de ce modèle, il y aura toujours une et une 
seule de ces transitions mouseMove disponible. Cela démontre que la technique d‟interaction 
modélisée sera toujours capable de gérer les événements mouseMove comme nous l‟avons énoncé 
plus haut.  
8.4.1.3 Absolute Coord : Calcul des coordonnées absolues  
Cette couche s‟occupe de calculer le x et le y absolus à partir des déplacements dx, dy de la souris.   
A l‟initialisation de ce réseau, la place currentxy contient un jeton ayant comme variables deux 
entiers x et y initialisés à 0.  
Lorsque ce réseau reçoit un événement mouseMove ou un mouseMovePressed, le code à l‟intérieur 
de ces transitions récupère le dx et le dy et met à jour les valeurs x et y de la place currentxy. 
 




Figure 8.12 Modélisation en ICO du calcul des coordonnées absolues 
Enfin, si ce réseau reçoit les événements mouseReleased, mousePressed, mouseClick et 
mouseStopMovePressed, mouseStartMovePressed, il les renvoie au niveau supérieur en y ajoutant 
les coordonnées absolues x et y provenant de la place currentxy. 
8.4.1.4 ObjectPicking : Gestion des objets graphiques 
Création du modèle préliminaire  
L‟essentiel de la sémantique de ce modèle est de lier des événements de déplacement à la 
référence de l‟interface. Lorsque le pointeur est sur un objet de l‟interface, les autres événements 
sont répercutés sur cet objet (un clic, un début de déplacement glissé). Si ces événements arrivent 
sans que le pointeur soit sur un objet, ces événements sont ignorés.  
Ce modèle permet de lier notre architecture de l‟interaction à l‟application préexistante. 
Ce modèle reçoit les événements provenant de la couche AbsoluteCoord. Il est essentiellement 
constitué de deux parties: 
 la partie du haut vérifie lors d‟un mouseMove si le pointeur entre ou non sur un objet et 
gère les méthodes d‟entrée sortie de l‟objet. 
 la partie du bas, avec comme place centrale MouseOnObject, gère les différentes actions 
de l‟utilisateur lorsque le pointeur est sur un objet comme le clic ou le drag. 
A l‟état initial, un jeton se trouve dans la place MouseTest. A partir de cette place :  
 si le pointeur est sur un objet, la transition mouseOverObject est franchie et un jeton est 
déposé dans la place mouseOnObject avec comme paramètre l‟objet concerné obj et la 
position du pointeur x,y (comme présenté sur la Figure 8.13) 
 si le pointeur n‟est pas sur un objet, la transition mouseNotOverObject est franchie et le 
jeton déposé dans la place NotOnObject 




Figure 8.13 Modélisation en ICO de la gestion des objets graphiques 
A partir de cette place NotOnObject, seuls les mouseMove sont traités (mouseMove_t1) replaçant 
le jeton dans la place initiale MouseTest. Si par contre un jeton se trouve sur la place 
MouseOnObject, les différents événements provenant des couches inférieures sont traités 
 Les événements  mouseClick, mousePressed et mouseReleased sont transmis à l‟objet 
obj ; 
 L‟événement mouseStartMovePressed transmet un événement de début de drag à l‟objet 
obj et place le jeton dans la place DragObjet. A partir de cette place, lorsque 
mouseMovePressed_t1 est franchi, le jeton  de la place DragObject est mis à jour avec les 
nouveaux x,y et lorsque l‟événement  mouseStopMovePressed_t1 est reçu, le jeton est 
redéposé dans la place MouseOnObject. 
 L‟événement mouseMove_t2 dépose le jeton dans la place initiale MouseTest 
Analyse Formelle 
La Figure 8.14 présente l‟ensemble des invariants pour le modèle présenté dans la Figure 8.13.  
 
Figure 8.14 Résultat de l’analyse d’invariants pour le modèle de gestion des objets graphiques 
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A partir de cette analyse, nous pouvons voir qu‟il y a deux invariants de places : 
 presentationFrame signifiant que le modèle ne perdra jamais la référence à la fenêtre. 
 {MouseOnObject, Mousetest, NotOnObject, DragObject} cet ensemble de places aura 
toujours le même nombre de jeton. Etant donné que ce réseau est initialisé avec un jeton, 
il y aura toujours un et un seul jeton dans cet ensemble de places.  
Les invariants de transitions montrent des séquences de transitions  ne changeant pas le marquage. 
Nous pouvons remarquer que le franchissement des transitions mouseClick, mousePressed ou 
mouseReleased ne change pas le marquage tout comme le franchissement de la séquence 
{mouseStartMovePressed_t1, mouseStopMovePressed_t1}.  
8.4.2 La reconnaissance vocale  
8.4.2.1 Le driver de reconnaissance vocale 
Création du modèle préliminaire  
L‟essentiel de la sémantique de ce modèle est de créer les objets Recognizer et Microphone, 
d‟activer cet objet microphone et ensuite de vérifier l‟état de l‟objet Recognizer.  
A l‟état initial, un jeton se trouve dans la place Init. A partir de cette place, la transition 
Init_Microphone&Recognizer est franchie, le code contenu dans cette transition est exécuté et un 
jeton est déposé dans la place microphoneOff avec comme paramètre la référence à l‟objet 
recognizer et à l‟objet microphone. 
A partir de cette place microphone0ff, la transition setMicrophoneOn_ peut être franchie, le code 
de cette transition est exécuté lançant la reconnaissance vocale (microphone.startrecording() ;) et le 
jeton de la place microphoneOff est déposé dans la place microphoneOn. 
Lorsqu‟un jeton se trouve dans la place microphoneOn, le timer de la transition getState est 
démarré et cette transition temporisée est franchie après 50 millisecondes  ([50] sur la transition). 
Lors de ce franchissement, l‟état du recognizer est récupéré et déposé dans la place state. 
 Si l‟objet state n‟est pas égal à RecognizerState.Ready, la transition statenotReady est 
franchie et le jeton est déposé dans microphoneOn relançant le timer de la transition 
getState.  
 Si cet état est égal à RecognizerState.Ready , la transition stateReady est franchie et le 
code result = recognizer.recognize est exécuté récupérant l‟objet result de reconnaissance 
vocale et le déposant dans la place Result. 
 Si cet objet result est nul, la transition Resultisnull est franchie et le jeton est redéposé 
dans la place microphoneOn 
 Si cet objet est différent de nul, la transition Resultisnotnull est franchie, le code de la 
transition est exécuté (il envoie un événement Speech au modèle suivant avec comme 
paramètre result) et le jeton est redéposé dans la place microphoneOn. 
A partir de la place microphoneOn, il est également possible de franchir la transition 
setMicroPhoneOff_, permettant de couper la reconnaissance vocale.  
 




Figure 8.15 Modèlisation en ICO du driver de la reconnaissance vocale 
Analyse Formelle 
Nous présentons ensuite l‟analyse formelle de ce modèle. L‟analyse présentée en Figure 8.16 
contient un invariant de places et quatre invariants de transitions.  
Nous pouvons voir comme invariant de places (PInvariants) : {microphoneOff, microphoneOn, 
Result, state, Init}. Toutes les places de notre réseau étant dans cet invariant et étant donné que la 
place Init possèdent un jeton à l‟initialisation, nous pouvons prouver qu‟il y aura toujours un et un 
seul jeton dans cet ensemble de places. 
 
Figure 8.16 Analyse d'invariants du modèle driver de la reconnaissance vocale 
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Nous pouvons voir comme invariants de transition  
 {setMicrophoneOn, setMicrophoneOff} la séquence de franchissement de ces deux 
transitions laisse l‟état du réseau inchangé (un jeton dans la place microphoneOn ou dans 
la place microphoneOff 
 Il en va de même pour les ensembles de transitions {stateReady, Resultisnull 
getState},{stateReady, Resultisnotnull, getState}et{getState, statenotReady} 
8.4.2.2 L’adaptateur de reconnaissance vocale 
Création du modèle préliminaire  
Ce modèle permet de traiter les événements reçus par le modèle de driver de reconnaissance 
vocale. Il reçoit les événements vocaux bruts et en récupère le mot reconnu et son type. 
Lors de la réception d‟un événement Speech, la transition Speech_ est franchie et dépose dans la 
place Event l‟événement vocal. Ensuite, la transition GetResultfromEvent est franchie et récupère 
l‟événement sous la forme d‟un objet result (de type edu.cmu.sphinx.result.Result) de 
reconnaissance vocale. Cet objet result est déposé dans la place Result et la transition suivante 
(getTextFromResult) peut être franchie. Lors du franchissement de cette transition 
getTextFromResult, le code contenu dans cette transition est exécuté, le mot reconnu est extrait de 
l‟objet result et placé dans la variable resultText et le type de mot est extrait et placé dans la 
variable token. Un jeton contenant ces deux variables token et resultText est ensuite déposé dans la 
place ResultText&Token. Selon la valeur de la variable token, les transitions Send_zoom, 
Send_move et Send_rotation peuvent être franchies en envoyant un événement de type Zoom, 
Move ou Rotation au couches abonnées à ces événements avec comme paramètre le mot reconnu. 
Pour un token de type zoom par exemple (token== zoom en condition de la transition), le 
franchissement de Send_zoom exécute le code trigger(« Zoom », resultText ) ; . 
 
Figure 8.17 Modèlisation en ICO de l'adaptateur d'interaction 
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Les événements zoom, move et rotation sont ensuite traités dans la partie applicative de notre 
système et permettent le changement de vue sur la partie tridimensionnelle de notre interface. 
8.4.2.3 Lien avec la partie application 
Création du modèle préliminaire  
Ce modèle se trouve du coté application de notre système et permet de traiter les événements reçus 
par l‟adaptateur de reconnaissance vocale. Il reçoit les événements vocaux Zoom, Move et 
Rotation et en récupère les variables. 
Pour ce modèle (Figure 8.18), nous présentons uniquement la partie qui s‟occupe du zoom. Les 
autres parties sont fortement semblables. 
Lors de la réception d‟un événement Zoom, la transition Zoom_ est franchie et dépose dans la 
place Event l‟événement Zoom. Ensuite, la transition GetTextfromEvent est franchie et récupère le 
type de zoom (avant ou arrière) sous la forme d‟une chaîne de caractères. Cet objet zoomtype est 
déposé dans la place zoomtype et selon la valeur les transitions ZoomIn ou ZoomOut sont 
franchies. Lors du franchissement d‟une de ces transitions, le code contenu dans celle-ci est 
exécuté, et la valeur de l‟entier zoomfactor contenu dans la place ZoomFactor est mise à jour. 
Lors du changement d‟état de cette place (le retour du jeton), un rendu est effectué mettant à jour 
la représentation du satellite (zoom avant ou zoom arrière).  
 
Figure 8.18 Extrait de la modèlisation en ICO de la partie application recevant les événements zoom des 
modèles de reconnaissance vocale 
Analyse formelle 
Nous présentons ensuite l‟analyse formelle de ce modèle. L‟analyse présentée en Figure 8.19 
contient un invariant de place et deux invariants de transitions.  
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Nous pouvons voir comme invariant de place (PInvariants) : ZoomFactor. Etant donné que cette 
place possède un jeton à l‟initialisation, nous pouvons prouver qu‟il y aura toujours un et un seul 
jeton dans cette place. 
 
Figure 8.19 Analyse formelle du modèle Figure 8.18 
Nous pouvons voir comme invariants de transitions {Zoom_, GetTextfromEvent, ZoomIn} et 
{Zoom_, GetTextfromEvent, ZoomOut}. Pour chacune de ces séquences, le franchissement des 
trois transitions laisse l‟état du réseau inchangé (un jeton dans la place ZoomFactor). 
8.5 Discussion 
Cette étude de cas nous a permis de montrer les possibilités offertes par notre approche pour la 
modélisation d‟interaction plus complexe à mettre en place. Nous avons choisi dans cette étude de 
cas de présenter la reconnaissance vocale. 
Nous avons également pu présenter dans cette étude de cas les avantages de notre conception de 
l‟architecture afin de prendre en compte différents périphériques en parallèle et de faciliter leur 
modélisation par la décomposition en composants. 
Enfin cette étude de cas nous a permis de montrer la possibilité dans notre approche de modifier la 
partie interaction d‟un programme préexistant comme c‟était le cas pour l‟application satellite. 
Par contre, même si cette étude de cas nous montre un exemple de multimodalité, les différentes 
modalités agissent de façon concurrente et ne nécessitent donc pas de moteur de fusion. La 
troisième étude de cas présentera, par contre, une application ou l‟interaction multimodale est plus 




9 Une troisième étude de cas : Une application de 
taille réelle, MPIA 
9.1 Objectifs de l’étude de cas 
Cette étude de cas a trois principaux objectifs : montrer la faisabilité de notre approche sur une 
application critique, intégrer à cette application des techniques d‟interaction multimodale et 
présenter un aspect plus complexe de fiabilité : la reconfiguration de systèmes d‟entrée et de sortie. 
Actuellement les principaux avionneurs  civils (Airbus, Boeing) commencent à intégrer des 
applications interactives à leurs cockpits [Marrenbach00, Faerber00]. Les cockpits classiques ont 
généralement des systèmes d'entrée et de visualisation dissociés. L'affichage se fait sur un écran et 
l'interaction ne se fait qu'à partir de moyens externes à la visualisation (bouton, potentiomètre). Les 
cockpits interactifs intègrent les entrées et la visualisation à la manière des logiciels standards 
(souris, clavier, affichage graphique). Ces systèmes ont pour but de fournir des applications plus 
simples à utiliser et plus efficaces afin d'augmenter la bande passante entre le pilote et le système. 
Cette évolution peut engendrer à priori des problèmes de fiabilité et doit être réalisée dans un cadre 
précis. Pour standardiser l'interaction dans les cockpits interactifs la norme ARINC 661 
[ARINC02] a été mise au point.  
Pour cette étude de cas, nous avons voulu ajouter de nouvelles techniques d‟interaction dans un 
exemple d‟application de cockpit. Nous avons également souhaité pouvoir modéliser les 
changements de configuration d‟entrée (changement de techniques d‟interaction) ou de sortie 
(reconfiguration des interfaces utilisateurs) qui permettraient de faire face à différentes pannes 
dans le système critique (panne d‟un périphérique d‟entrée ou d‟un afficheur en sortie). 
 
Figure 9.1 Phases du processus présentées dans cette étude de cas 
Nous pouvons voir en Figure 9.1 la mise en évidence sur notre processus de développement des 
phases présentées dans cette étude de cas. 
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Nous commençons tout d‟abord par introduire l‟application MPIA et la spécification ARINC 661. 
Ensuite nous abordons l‟architecture conforme à la spécification ARINC 661 permettant de gérer 
des reconfigurations de périphériques d'entrée et de sortie. La section suivante est consacrée à la 
modélisation des deux techniques d‟interaction. Ensuite nous présentons la modélisation des 
différents modèles de gestion de configurations. Plus précisément, nous montrons comment les 
reconfigurations (qui se produisent après une panne de matériel) sont rendues sur les unités de 
sorties. Enfin nous terminons cette étude de cas par une discussion. 
9.2 Présentation de l’application 
9.2.1 MPIA 
Pour cette étude de cas nous avons choisi une application conforme à la spécification ARINC 661. 
Cette application appelée MPIA est globalement assez simple mais est déjà de taille suffisante 
pour illustrer comment les reconfigurations suite à des défaillances matérielles sont gérées. 
L‟interface utilisateur (UA) de cette application est composée de 3 fenêtres différentes contenant 
12 widgets différents tels que définis par la spécification ARINC 661. Un aperçu de cette 
application dans un simulateur de cockpit est présenté en Figure 9.2. 
Il est à noter que cette étude de cas complète les travaux précédents réalisés par l‟équipe sur ce 
sujet [Barboni06] en étendant le modèle comportemental de cette application.  
 
Figure 9.2 Application MPIA dans un simulateur de cockpit 
MPIA est une application utilisateur visant à traiter plusieurs paramètres de vol qui contient 3 
fenêtres appelées WXR, GCAS et Aircond. WXR est chargée de gérer l'information radar 
météorologique; GCAS le système anti-collision avec le sol et Aircond les  réglages de la 
climatisation. L'application peut être contrôlée par le pilote et le copilote (mais pas en même 
temps) via le clavier et l'interaction souris en utilisant le KCCU (pour Keyboard Cursor Control 
Unit voir Figure 9.3).   




Figure 9.3 KCCU 
Chaque fenêtre de l'application se compose d'un ensemble de widgets permettant aux utilisateurs 
de modifier les paramètres correspondants. De plus, afin de permettre les reconfigurations, les 
écrans d'affichage ont suffisamment d'espace disponible pour l'affichage du contenu de deux 
fenêtres. En effet, dans la Figure 9.4, à la fois les parties supérieures des fenêtres 1 et 3, et la partie 
inférieure de la fenêtre 2 sont en mesure d'accueillir du contenu additionnel.  
 
Figure 9.4 Les trois fenêtres de l'application MPIA (WXR, GCAS et AirCond) 
9.2.2 ARINC 661  
L‟Airlines Electronic Engineering Committee (AEEC) (un organisme international représentant les 
compagnies aériennes de premier plan) a formé le Groupe de travail ARINC 661 pour définir les 
interfaces d'un Cockpit Display System (CDS) utilisés dans les cockpits interactifs et actuellement 
déployés par différents avionneurs tels qu'Airbus, Boeing et Dassault. Le standard est appelé 
ARINC 661 - Cockpit Display System Interfaces to User Systems [ARINC02]. 
Les objectifs principaux de la norme ARINC 661 sont :  
 la minimisation des coûts d'ajout ou de modification d'une nouvelle fonction d'affichage 
pendant la durée de vie d'un avion (une trentaine d'années pour les avions commerciaux); 
 l'introduction d'interactivité dans le cockpit, en mettant en place une base pour 
standardiser l'interface homme-machine dans le cockpit;  
 de rendre les dispositifs plus faciles à utiliser, plus efficaces (en permettant l'affichage 
d'informations complexes dans les systèmes de bord). La complexité induite par le 
changement du paradigme d'interaction dans les cockpits a pour l'instant poussé les 
constructeurs aéronautiques et les équipementiers à ne pas utiliser des techniques 
d'interaction  modernes pour les fonctions primaires de conduite de l'avion. La complexité 
se situe à la fois au niveau de la conception et de la spécification ainsi qu‟au niveau de la 
validation.  




Figure 9.5 Architecture des fenêtres dans ARINC661 
La spécification ARINC 661 utilise un concept de fenêtrage (voir Figure 9.5), qui peut être 
comparé à celui d‟un ordinateur de bureau mais avec beaucoup plus de restrictions en raison des 
différentes contraintes dans un avion. Le système de fenêtrage est divisé en 4 composantes: 
 l'unité d'affichage (DU) qui correspond à la partie matérielle, 
 Le format d'une unité d'affichage (DU), se compose d'un ensemble de fenêtres et est 
défini par la configuration actuelle du CDS, 
 La fenêtre est divisée en une série de couches (avec la restriction qu'une seule couche soit 
active et visible à la fois) dans une fenêtre donnée, 
 Les widgets sont les plus petits composants sur lesquels l'interaction se produit (ils 
correspondent aux interacteurs classiques sur un système Microsoft Windows tels que les 
boutons de commande, les boutons radio, cases à cocher, ...). 
9.3 La Conception de l’architecture 
L'un des objectifs de cette étude de cas est de définir une architecture qui prend en charge les 
aspects d'utilisabilité de systèmes critiques  en tenant compte des dysfonctionnements potentiels  
en entrée (respectivement en sortie) des dispositifs qui permettent aux opérateurs de fournir 
(respectivement percevoir) des informations ou des commandes de déclenchement (respectivement 
percevoir les résultats de commande) sur le système. En effet, toute anomalie de fonctionnement 
liée aux dispositifs d'entrée pourrait empêcher les opérateurs d‟intervenir dans le fonctionnement 
des systèmes et mettre ainsi en péril la mission, et potentiellement en jeu la vie humaine. 
Cette section traite de la conception architecturale de notre système interactif respectant la norme 
ARINC 661.  
Dans l‟architecture ARINC (Figure 9.6), le Cockpit Display System(CDS) fournit des services 
graphiques et interactifs aux applications utilisateurs (UA) au sein du cockpit. Les applications 
interactives sont exécutées sur des unités d'affichage appelées Display Unit (DU) et les 
interactions avec les pilotes se font par le biais de l'utilisation de périphériques physiques ou 
graphiques tel le Keyboard Cursor Control Unit (KCCU). 
 
Figure 9.6 Architecture ARINC 
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Une application utilisateur est définie comme un système communiquant dans les deux sens avec 
le CDS tel qu'illustré par la Figure 9.6 : 
 transmission de données au CDS, qui peuvent être affichées aux pilotes ;  
 réception d'événements provenant des éléments interactifs gérés par le CDS.  
Nous pouvons remarquer que la partie CDS correspond à la partie présentation du Modèle ARCH 
et que la partie UA rassemble la partie dialogue ainsi que le noyau fonctionnel. 
 
Figure 9.7 Architecture de l’application MPIA (côté entrée) 
L‟architecture de l‟application MPIA (Figure 9.7) est fortement semblable à celle présentée dans 
l‟étude de cas précédente. Nous reprenons de cette architecture les mêmes modèles pour la souris 
(Mouse Driver, Click & Drag, Absolute Coord et Object Picking). Pour la partie reconnaissance 
vocale, nous reprenons le modèle Speech Driver et nous modifions légèrement le modèle Speech 
Adapter.  
A ces modèles, sont ajoutés deux modèles de fusion à la frontière entre la partie dialogue et 
présentation de notre architecture. Ces deux modèles de fusion sont présentés dans la section 
suivante de cette étude de cas. 
Remarque : Dans un souci de clarté, nous avons caché sur cette architecture le flux dédié au rendu. 
9.4 Modélisation des composants de l’architecture  
Cette section présente la modélisation des différentes politiques de gestion des configurations des 
entrées et des sorties en utilisant le formalisme ICO.  
Nous commençons par aborder la modélisation des deux fusions d‟entrée que nous avons réalisée 
pour cette étude de cas. Nous présentons ensuite les modèles dédiés à la reconfiguration. 
9.4.1 Première interaction : le clic mixte 
Principe 
Le clic mixte est une interaction réalisée à l‟aide de deux souris (ou KCCU) détenues par le pilote 
et le copilote. Le clic mixte est validé si deux événements bouton pressé sont reçus sur un même 
widget sans qu‟il y ait eu un événement bouton relâché.  La réception d‟un événement bouton 
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relâché ou un événement bouton pressé sur un autre objet annule automatiquement la possibilité 
d‟envoi de l‟événement clic mixte. 
Création du modèle préliminaire  
Le modèle (présenté en Figure 9.8) reçoit les événements mousePressed et mouseReleased. La 
provenance de ces événements (de la première ou deuxième souris) n‟a pas d‟importance étant 
donné que la souris ne peut émettre deux mousePressed sans avoir émis un mouseReleased entre 
les deux. 
A l‟état initial, ce modèle ne possède pas de jeton. A la suite de la réception d‟un événement 
mousePressed, la transition mousePressed_T1 est franchie et un jeton est déposé dans la place 
WaitingForPressedNotification avec comme paramètre la référence à l‟objet graphique sur lequel à 
eu lieu l‟événement. A partir de cette place, la transition notifyPressed peut être franchie. Le code 
contenu dans cette transition notifie le serveur de l‟application de l‟événement pressed sur l‟objet 
graphique passé en paramètre et permet de réaliser une modification de l‟affichage sur cet objet 
graphique (comme enfoncer le bouton). Si cette notification n‟a pas encore eu lieu et qu‟un nouvel 
événement mousePressed est reçu, la transition mousePressed_t2 est franchie et met à jour la 
valeur dans la place WaitingForPressedNotification. Lorsque cette notification a eu lieu, un jeton 
est déposé dans la place waitingforSecondPressed et les arcs inhibiteurs à partir de cette place 
désactivent les transitions mousePressed_T1 et mousePressed_T2. 
 
Figure 9.8 Modèlisation en ICO du Clic mixte  
A partir de cette place : 
 si un événement mouseReleased est reçu, la transition mouseReleased_T1 est franchie, le 
jeton est déposé dans la place WaitingforAbort et la transition abortMixedPressed_2 est 
franchie. 
 si un événement mousePressed est reçu, la transition mousePressed_T3 est franchie et un 
jeton est déposé dans la place SecondPressedOccured. A partir de cette place: 
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 si les deux mousePressed ont eu lieu sur un même objet graphique, 
prepareClickNotification peut être franchie par unification. Le franchissement de la 
transition enlève les jetons des places WaitingforSecondPressed et 
SecondPressedOccured et dépose un jeton avec la variable a dans la place 
WaitingforClickNotification 
 si les deux mousePressed ont eu lieu sur deux objets graphiques différents, la transition 
abortMixedpressed_t1 est franchie (ceci est dû à la présence de l‟arc inhibiteur). Le 
franchissement de la transition enlève les jetons des places waitingforSecondPressed et 
SecondPressedOccured. 
9.4.2 Deuxième interaction : Reconnaissance vocale + souris 
Principe 
Ce modèle permet de réaliser la saisie des températures dans la fenêtre de gestion AIRCOND au 
moyen d‟interaction multimodale composée d‟une souris (ou KCCU) et de la reconnaissance 
vocale.  
Le moteur de fusion est de type procédural et permet la fusion de deux séquences d‟événements 
provenant de l‟utilisateur. 
 Soit l‟utilisateur sélectionne une des trois zones de texte permettant la modification des 
températures et énonce ensuite la nouvelle température composée de deux chiffres  
(Digit) et enfin énonce une commande de validation (Enter). 
 Soit l‟utilisateur commence par énoncer la température (composée de deux chiffres) et 
ensuite sélectionne la zone de texte à éditer. La sélection de cette zone de texte a pour 
effet de valider la modification. 
 
Figure 9.9 Modèlisation en ICO de l’adaptateur de reconnaissance vocale 
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Ces événements proviennent du modèle d‟adaptateur de reconnaissance vocale présenté dans 
l‟étude de cas précédente. Sur ce modèle (présenté en Figure 9.9), seules les transitions Send_Digit 
et Send_Enter ont été modifiées pour correspondre à la grammaire de reconnaissance vocale de 
cette application. 
Création du modèle préliminaire  
Le modèle présenté en Figure 9.10 reçoit les événements mouseClick provenant du modèle de 
gestion du clic de la souris et des événements Digit provenant du modèle d‟adaptateur de la 
reconnaissance vocale. 
 
Figure 9.10 Modèlisation en ICO de la fusion reconnaissance vocale et souris 
Ce modèle est divisé en trois parties.  
 La partie haute se charge de récupérer les événements clic de souris et de mettre à jour la 
place LastClickWidget contenant la référence au dernier widget sur lequel a eu lieu un 
clic souris. 
 La partie basse gauche présente la séquence de réception d‟événements Digit (Transition 
Digit_t1 et Digit_t2 reçue si aucun jeton ne se trouve dans la place LastClickWidget (arc 
inhibiteur entre la place LastClickWidget et la transition Digit_T1). La réception des 
événements Digit transfert le jeton dans la place FirstDigit puis SecondDigit. A partir de 
cette place, un jeton dans la place LastClickWidget est attendu pour franchir la transition 
Une troisième étude de cas : Une application de taille réelle, MPIA 
189 
 
Clicked et déposer le jeton contenant les deux digits et la référence à l‟objet graphique 
dans la place WaitingforFusion. Si aucun jeton n‟arrive dans la place LastClickWidget 
avant 5 secondes ([5000] dans la transition timeout_2) la transition timeout_2 est franchie 
et le jeton est redéposé dans la place RecoIdle 
 La partie basse droite présente la séquence de réception d‟événements Digit (Transition 
Digit_t3 et Digit_t4 reçue si un jeton se trouve dans la place LastClickWidget. La 
réception des événements Digit transfert le jeton dans la place FirstDigit_1 puis 
SecondDigit_2. A partir de cette place, un événement Enter (événement vocal de 
confirmation) est attendu pour franchir la transition Enter_t1 et déposer le jeton contant 
les deux digits et la référence à l‟objet graphique dans la place WaitingforFusion. Si 
l‟événement Enter n‟est pas reçu avant 5 secondes ([5000] dans la transition timeout_9) la 
transition timeout_9 est franchie et le jeton est redéposé dans la place RecoIdle 
9.5 Gestion des politiques de reconfiguration 
9.5.1 La reconfiguration des entrées 
9.5.1.1 Principe 
Dans cette étude de cas, nous nous concentrons uniquement sur un simple scénario de 
configuration de périphérique d'entrée, qui est basé sur la combinaison d‟un pilote et de son 
copilote. La configuration standard permet au premier officier (FO) et au pilote d'interagir en 
même temps sur les widgets des applications fonctionnant sur les unités d'affichage interactif de la 
cabine de pilotage. La sélection des commandes critiques exige que le pilote et le copilote 
interagissent en parallèle sur le widget. Bien que, du côté des utilisateurs, une telle technique 
d‟interaction apparaisse comme un simple clic pour chaque utilisateur, du côté système, il est traité 
comme si un utilisateur interagissait avec deux souris. 
9.5.1.2 Modélisation 
La Figure 9.11 présente le modèle responsable de la gestion des configurations. Le principe de 
base du modèle est que la configuration actuelle doit être enlevée (la partie désabonnement des 
modèles sur le côté droit de la figure) avant la nouvelle configuration souhaitée  (la partie 
abonnement des modèles sur le côté gauche de la figure). 
Les quatre places de la partie centrale de la Figure 9.11 (MouseDriver, KeyboardDriver, 
PickingManager et InteractionServer) contiennent une référence à l'ensemble des modèles 
correspondant aux périphériques d'entrée et au serveur d'interaction. Quand une nouvelle 
configuration est demandée à être activée, un jeton avec la référence à la nouvelle configuration 
est mis dans la place NewConfiguration. Par la suite, les quatre transitions en évidence sur le côté 
gauche sont tirées dans l'ordre (ceci peut aussi être modélisé comme un comportement parallèle) 
afin d'enregistrer la nouvelle configuration en tant que récepteur des événements produits par le 
driver de la souris, le pilote du clavier et du gestionnaire du picking. La quatrième transition 
abonne le serveur d'interaction comme récepteur des événements produits par la nouvelle 
configuration. 
Si une configuration est déjà définie, lorsque la nouvelle configuration est demandée, un jeton est 
mis en place UnregisterCurrent afin de tirer les quatre transitions en évidence sur le côté droit, 
correspondant à l'annulation de l'abonnement des différents modèles, en parallèle avec 
l'enregistrement de la nouvelle configuration. 
 




Figure 9.11 Modèlisation en ICO de la reconfiguration des entrées 
9.5.2 La reconfiguration des sorties 
9.5.2.1 Principe  
La reconfiguration des sorties définit le type de changements qui doivent être effectués lorsqu‟une 
unité d'affichage tombe en panne. Cette reconfiguration est fortement basée sur le système de 
fenêtrage adoptée par la norme ARINC 661. 
Lorsqu'une unité d'affichage tombe en panne, les fenêtres associées peuvent être réaffectés à une 
autre unité d'affichage. Ceci est rendu possible à moins que: 
 Il n'y ait pas assez d'espace restant sur les autres unités d'affichage (DU), 
 Les autres applications affichant des informations sur les autres DU aient une priorité plus 
élevée. 
La spécification ARINC 661 ne propose pas encore de solution à ce problème particulier, mais il 
est connu comme étant critique et les futurs suppléments à la spécification ARINC 661 traiteront 
cette question. Toutefois, au niveau de l'application, l‟UADF (User Application Definition File) 
définit une priorité de commande entre les différents niveaux inclus dans la demande de 
l'utilisateur. À un moment donné, une seule couche peut être active. A l'exécution, l'activation 
d'une nouvelle couche doit être précédée par la désactivation de la couche actuelle. 
La politique que nous avons définie réside dans la définition d'un ensemble de fenêtres 
compatibles offrant une taille d'affichage égale ou supérieure. Ceci est lié à une forte limitation 
imposée par ARINC 661, qui stipule que certaines méthodes et propriétés ne sont accessibles qu'au 
moment de la conception à savoir (selon la spécification ARINC 661) lorsque l'application est 
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initialisée. Les méthodes et propriétés relatives à la taille des widgets ne sont pas disponibles lors 
de l'exécution et donc une réorganisation des widgets dans une fenêtre n'est pas possible. 
9.5.2.2 Modélisation  
Dans la Figure 9.12, nous présentons une mise en œuvre de la politique définie précédemment 
pour la reconfiguration des dispositifs de sortie en utilisant le formalisme ICO.  
Le modèle présenté en Figure 9.12 est basé sur un cas très simple: 
 1 couche par fenêtre 
 2 fenêtres par unité d'affichage 
 Chaque unité d'affichage est divisée en deux parties identiques, l'une étant la partie 
supérieure et l'autre étant la partie inférieure. 
 
Figure 9.12 Modèlisation en ICO de la gestion des configurations 
La Figure 9.12 présente le modèle ICO correspondant à l'état actuel des DU. Tous les écrans 
d'affichage sont à l'état "ON" (la place CurrentConfiguration au centre du modèle contient 3 jetons 
et la place UnavailableDU au bas du modèle ne contient pas de jeton): 
1. Chaque fois qu'une DU est désactivée (simulant un événement qui peut être déclenché par un 
capteur en charge de la détection de panne d‟UA), la transition  failureNotification_ est tirée et un 
jeton (contenant le numéro de l'UA sur laquelle une erreur s'est produite) est déposé dans la place 
PendingFailure. 
2. Le gestionnaire de configuration trouve une fenêtre compatible pour une réaffectation des 
couches contenues (ici toutes les fenêtres compatibles sont indiquées au moment de la création et 
stockées dans la place AvailableReconfigurations). Quand une reconfiguration est choisie la 
configuration actuelle est modifiée (le contenu de la place CurrentConfiguration est mis à jour). Le 
modèle présenté sur la Figure 9.12 contient deux flux d'information : l'un étant responsable de la 
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réaffectation de la partie supérieure de l'UA (la partie gauche du modèle) et l'autre étant 
responsable de la réaffectation de la partie inférieure de l'UA (la partie droite du modèle). 
3. De la même façon que les pannes de DU peuvent être détectées, les réparations d'une UA 
peuvent être notifiées. La modélisation du comportement du gestionnaire de configuration met à 
jour l'ensemble des UA disponibles pour la réallocation (par le dépôt d'un jeton dans la place 
CurrentConfiguration), mais n'exploite pas immédiatement le DU réparé. C'est un choix de 
modélisation et dans ce modèle, seules les notifications d'échecs déclenchent la réaffectation des 
couches sur les écrans d'affichage. 
9.5.2.3 Simulation 
Pour rendre ce mécanisme de configuration plus concret, les paragraphes qui suivent décrivent 
deux scénarios de reconfiguration. 
Simulation de l'échec sur l'unité d'affichage 1 (DU1) et  reconfiguration 
Ce scénario présente l'évolution du modèle suite à la panne de l'unité d'affichage 1 et présente à la 
fois la manière dont la reconfiguration est exécutée et comment cela est notifié à l'équipage du 
poste de pilotage. L'Unité d'affichage 1 a été réglée en mode de défaillance. DU2 et DU3 sont 
encore ON, mais DU1 est désactivé. 
L'état correspondant aux 3 écrans d'affichage dans le poste de pilotage est présenté dans la Figure 
9.13. Sans reconfiguration du contenu de l'UD disponible, il n'est plus possible pour l'équipage 
d'accéder et de modifier les paramètres correspondant à la partie WXR de l‟application MPIA. 
 
Figure 9.13 Etat de l'interface cockpit suite à la panne de DU 1 
La Figure 9.14 montre la reconfiguration des DU et la notification présentée à l'équipage indiquant 
que la page WXR a été attribuée à un nouveau DU. Ici, nous ne présentons que les informations 
relatives à la réaffectation tandis que le modèle ICO contient toutes les informations à fournir à 
l'équipage telles que: la DU sur laquelle a eu lieu la panne, sur quelle DU WXR a pu être réalloué 
et sur quelle partie de l'UA  il a été réaffecté. Toutefois, dans ce genre d‟application critique, les 
utilisateurs sont formés au comportement du système qu'ils utilisent, y compris les 
reconfigurations autorisées.  




Figure 9.14 Etat de l'interface cockpit, après la reconfiguration à la suite de la panne de DU 1  
Le modèle de la Figure 9.15 présente l'état de l'application après la reconfiguration. Une DU n'est 
pas disponible (il y a un jeton dans la place UnavailableDU au bas du modèle) et il n'y a que 2 
jetons dans la place CurrentConfiguration (ce qui signifie que seulement 2 écrans d'affichage sont 
disponibles). En outre, sur la partie supérieure droite du modèle, il est maintenant possible pour 
l'UA d'être réparée et exploitée de nouveau (après qu‟un événement repairNotification soit reçu). 
 
Figure 9.15 Etat du modèle de reconfiguration suite à la panne de DU1 
Simulation d'une panne supplémentaire sur l'unité d'affichage 3 (DU3) rendant la 
reconfiguration impossible 
Cette section présente un autre aspect de la reconfiguration du comportement du système à savoir 
lorsqu‟il n'y a plus assez de ressources disponibles (soit au niveau d'entrée ou de sortie). Dans cet 
exemple, nous présentons un échec de reconfiguration après l'échec consécutif de deux DU (DU1 
et DU3). Seul la DU2 reste en mode ON. La Figure 9.16 montre le rendu de ce changement d'état 
dans le cockpit. Dans cet état, il n'y a plus assez de "créneau" disponible en DU2 pour l'attribution 
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de la page Aircond (qui était affiché dans DU3). Un message est alors affiché à l'équipage pour lui 
faire savoir que la page Aircond n'a pas été réaffectée avec succès sur une DU disponible. 
 
Figure 9.16 Etat de l'interface cockpit, après l'échec de reconfiguration à la suite de la panne des DU 1 et 3 
Tout comme pour la réaffectation réussie présentée dans la section précédente, ici encore, 
l'équipage a été formé à réagir lorsque la reconfiguration échoue et peut alors suivre les procédures 
de recouvrement pour gérer en toute sécurité  l'avion. Il s'agit d'un aspect important de cette étude 
de cas: nous ne proposons pas une méthode pour garantir un comportement fiable du cockpit 
interactif. Nous proposons uniquement un moyen pour décrire les différentes configurations et la 
dynamique de commutation d'une configuration à une autre quand un événement indésirable 
(comme une panne de périphérique d‟entrée ou de matériel de sortie) se produit. 
Dans l'étude de cas présentée dans cette section, nous n'avons pas présenté la façon dont les 
priorités entre les configurations peuvent être gérées. En effet, dans le cas d'un nombre insuffisant 
de ressources, des priorités entre les configurations possibles doivent être définies et doivent être 
fixées. Par exemple, dans notre étude de cas, il aurait pu être considéré que Aircond ait une priorité 
plus élevée que WXR et donc qu‟à la fois Aircond et GCAS doivent être affiché si un seul DU est 
disponible. Ceci est facilement modélisé à l'aide de notre approche basée sur les réseaux de Petri. 
9.6 Discussion 
Cette étude de cas a permis de présenter notre approche sur un système critique dans un cockpit 
d'avion civil conforme à la spécification ARINC 661 (qui définit les protocoles de communication 
et la politique de gestion des fenêtres pour les systèmes d'affichage du poste de pilotage). Nous 
avons pu voir que notre approche était adaptée à la modélisation des composants de systèmes 
interactifs critiques. 
Nous avons montré également que notre approche permettait de prendre en compte des techniques 
d‟interactions plus complexes. En effet, dans cette étude de cas, nous avons présenté des 
techniques d‟interaction multimodale ce qui nous a permis de montrer que notre processus peut 
prendre en compte l‟interaction multimodale et la modélisation des moteurs de fusion. 
Enfin, cette étude de cas a abordé la question de la reconfiguration d‟interface utilisateur avec un 
comportement tolérant aux fautes et avec une architecture permettant une configuration statique 
ainsi que la reconfiguration dynamique des techniques d'interaction. 
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Conclusion générale et perspectives 
Le travail présenté dans ce mémoire répond à la problématique de la conception de systèmes 
interactifs critiques en prenant en compte à la fois l‟utilisabilité et la fiabilité. Cette préoccupation 
vient du constat que les systèmes conçus pour les systèmes critiques sont de plus en plus 
complexes et qu‟il est nécessaire d'augmenter la bande passante entre l‟utilisateur et le système. 
Une solution à cette fin est de déployer de nouvelles techniques d'interaction dans le but 
d‟augmenter l‟utilisabilité des systèmes critiques. D‟autre part, des efforts importants sont 
actuellement déployés par la communauté IHM afin de concevoir et d'évaluer de nouveaux types 
de techniques d'interaction telles que la multimodalité alors qu‟en parallèle peu de solutions ont été 
apportées pour améliorer la fiabilité du logiciel offrant ces techniques d'interaction. De plus, étant 
donné que l‟utilisation de telles techniques ajoute un niveau de complexité supplémentaire à la 
conception de systèmes, sans méthodes adéquates, elle peut en diminuer sa fiabilité. 
Contribution et démarche 
L‟objectif de ce travail de thèse a été de proposer une approche afin de prendre en compte 
l‟utilisabilité et la fiabilité lors du processus de développement de systèmes interactifs critiques. A 
cette fin, nous avons proposé une approche fondée à la fois sur une notation formelle capable de 
gérer la complexité des systèmes interactifs critiques ainsi que sur un processus de développement 
permettant de prendre en compte la fiabilité et l‟utilisabilité. 
Dans un premier temps, nous nous sommes intéressés à proposer une notation permettant de 
modéliser des systèmes interactifs critiques. Pour cela, nous avons présenté les notations existantes 
pour la description de systèmes interactifs et nous avons dressé une synthèse comparative des 
différentes propriétés de ces notations (Chapitre 1). Cette synthèse nous a permis de mettre en 
exergue les caractéristiques nécessaires pour la notation que nous avons proposée : qu‟elle ait un 
pouvoir d‟expression lui permettant de décrire tous les composants d‟un système interactif, qu‟elle 
soit formelle afin de pouvoir vérifier la fiabilité de ces composants et qu‟elle puisse modéliser le 
temps afin de prendre en compte de l‟interaction multimodale. Nous nous sommes appuyés sur les 
Objets Coopératifs Interactifs (ICO), une technique de description formelle fondée sur les réseaux 
de Petri à objets et dédiée aux systèmes hautement interactifs (Chapitre 3). En effet, le pouvoir 
d‟expression de cette notation permet la description des composants d‟un système interactif et la 
représentation du temps. Cette notation étant fondée sur les réseaux de Petri, elle permet 
d‟effectuer des analyses formelles afin de prendre en compte la fiabilité du système modélisé. 
Notre travail étant orienté sur l‟approche, nous avons contribué à décrire des techniques 
d‟interaction avancées à l‟aide de la notation et, par contre, nous n‟avons pas apporté d‟extensions 
à cette notation.  
Dans un second temps, nous nous sommes intéressés à la définition d‟un processus de 
développement. Nous avons tout d‟abord réalisé une comparaison des différents processus de 
développement existants (Chapitre 2). Nous avons pu mettre en évidence les avantages et les 
manques des processus dédiés aux systèmes interactifs ainsi que ceux dédiés aux systèmes 
critiques. La synthèse de ce chapitre nous a permis de définir les caractéristiques nécessaires que 
notre processus de développement doit posséder afin de permettre la conception de systèmes 
interactifs critiques. Pour prendre en compte l‟utilisabilité, nous avons montré que notre processus 
devait être itératif et centré utilisateur, qu‟il permette la modélisation des tâches et qu‟il intègre de 
façon explicite une phase d‟évaluation de l‟utilisabilité. Pour prendre en compte la fiabilité, il est 
impératif d‟avoir dans notre processus les phases de conception de l‟architecture, de modélisation 
(exploitant la notation définie précédemment) et d‟analyse formelle des modèles réalisés. A partir 
de ce constat, nous avons proposé un processus de développement mettant en place toutes ces 
phases (Chapitre 4). Nous avons fait le choix, dans notre processus de développement, de séparer 
la conception de l‟application de la conception de l‟interaction. Cette séparation nous a permis de 
mieux prendre en compte les spécificités des techniques d‟interaction plus complexes comme par 
exemple l‟interaction multimodale. Ce type d‟interaction a été étudié en détail afin de montrer 
comment notre processus permettait de prendre en compte les aspects multimodaux lors de la 
phase de conception de l‟interaction (Chapitre 5).  
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Enfin, nous avons terminé la présentation de notre approche en présentant l‟outil PetShop 
(Chapitre 6) qui permet de supporter les phases de modélisation (prototypage, simulation) et de 
validation (utilisabilité et fiabilité) de notre processus de développement à l‟aide de la notation 
ICO.  
La dernière partie de ce mémoire a été dédiée à l‟illustration de notre approche à travers trois 
études de cas. Ces études de cas ont permis de montrer que notre approche était réaliste et 
applicable. La première étude de cas (Chapitre 7) a permis de constater que les ICO permettent de 
modéliser différentes techniques d‟interaction et de modifier les modèles existants afin de changer 
ces techniques d‟interaction. Nous avons également constaté que notre approche prenait en compte 
à la fois l‟utilisabilité (par l‟évaluation de l‟utilisabilité des différentes techniques d‟interaction) et 
la fiabilité (par l‟analyse formelle des modèles permettant de prouver différentes propriétés).  
La seconde étude de cas (Chapitre 8) a porté sur les phases de conception de l‟architecture et de 
modélisation des composants de l‟architecture. Nous avons constaté que notre conception de 
l‟architecture permet la structuration de plusieurs modalités en parallèle et ceci de façon détaillée. 
Cette structuration détaillée permet de représenter, dans chacun des modèles, un aspect de la 
technique d‟interaction (calcul de coordonnées, gestion des objets graphiques,..). Enfin, cela nous 
a permis de constater que notre approche supporte facilement la prise en compte des systèmes 
interactifs multimodaux et que le pouvoir d‟expression du formalisme ICO permet de modéliser 
des modalités moins courantes telles que la reconnaissance vocale.  
Dans la troisième et dernière étude de cas (Chapitre 9), nous avons montré deux modélisations de 
moteur de fusion pour l‟interaction multimodale et la possibilité de réutilisation des architectures 
et des modèles préexistants. Enfin, cette étude de cas a permis de présenter la modélisation de la 
reconfiguration d‟entrée et sortie en cas de panne de dispositifs ce qui permet d‟augmenter la 
fiabilité de notre système et, de façon plus générale, sa résilience aux évolutions de 
l‟environnement. 
Perspectives 
Nous avons pu voir que l‟outil PetShop ne supportait pas toutes les phases de notre processus de 
développement et plus particulièrement la conception de l‟architecture. Une perspective serait 
donc de modifier l‟outil PetShop afin de faciliter la conception de l‟architecture et de pouvoir 
représenter plus facilement les liens de communication entre les différents modèles.  
De plus, il serait intéressant d‟avoir un environnement de conception permettant la modélisation de 
tâches, de piloter les tests d‟utilisabilité et de vérifier automatiquement si le système permet 
d‟effectuer les tâches décrites lors de l‟analyse des besoins. Cet environnement de conception a été 
récemment réalisé dans l‟équipe [Barboni10] mais son exploitation pour des applications 
interactives avec des techniques d‟interaction avancées reste un sujet d‟étude à développer.  
Une autre perspective serait d‟accroitre le support à la fiabilité. A l‟heure actuelle, 
l‟environnement de conception est capable de vérifier un certain nombre de propriétés sur les 
réseaux sous-jacents. Il s‟agit essentiellement des matrices d‟incidence et des invariants. Il est 
également possible de vérifier manuellement une propriété spécifique sur un modèle particulier à 
l‟aide d‟algorithmes de preuves de propriétés développés dans la communauté des réseaux de 
Petri. A l‟avenir, il pourrait être intéressant d‟intégrer ces outils de vérification dans l‟outil de 
conception et développer de nouvelles techniques de validations ou de tests. 
Enfin côté utilisabilité, une perspective serait d‟utiliser notre approche afin de concevoir des 
systèmes comportant des techniques d‟interaction de nouvelles générations tels que le MultiTouch 
afin de prouver les bénéfices de notre approche en termes de fiabilité par rapport aux processus de 
conception existants pour ces techniques d‟interaction. De plus, pour le Multitouch par exemple, 
l‟utilisation des réseaux de Petri offre une simplification de la modélisation grâce à la possibilité 
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