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THE PICARD GROUP OF THE UNIVERSAL MODULI STACK OF
PRINCIPAL BUNDLES ON POINTED SMOOTH CURVES.
ROBERTO FRINGUELLI AND FILIPPO VIVIANI
Abstract. For any smooth connected linear algebraic group G over an algebraically closed
field k, we describe the Picard group of the universal moduli stack of principal G-bundles over
pointed smooth k-projective curves.
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1. Introduction
The moduli stack BunG(C) of (principal) G-bundles, where G is a complex reductive group,
over a connected, smooth and projective complex curve C has been deeply studied because of
its relation to the Wess-Zumino-Witten (=WZW) model associated to G, which form a special
class of rational conformal field theories, see [Bea94], [Sor96] and [Bea96] for nice surveys. In
the WZW-model associated to a simply connected group G, the spaces of conformal blocks
can be interpreted as spaces of generalized theta functions, that is spaces of global sections of
suitable line bundles (e.g. powers of determinant line bundles) on BunG(C), see [BL94, KNR94,
Fal94, Pau96, LS97]. This interpretation lead to a rigorous mathematical proof of the Verlinde
formula and the factorization rules [Ver88] for the WZW-model of a simply connected group G,
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see [TUY89, Fal94, Tel96]. For some (partial, as far as we understand) results on the Verlinde
formula for the WZW-model of a non simply connected group G, see [Pan94, Bea97, FS99,
AMW, Opr11, KM13].
The above application to conformal field theory leads naturally to the study of the Picard
group of BunG(C) (and of the, closely related, good moduli space of semistable G-bundles), a
question which makes sense over an arbitrary (say algebraically closed) field k. Thanks to the
effort of many mathematicians, we have by now a complete understanding of the Picard group
of every connected component BunδG(C) of BunG(C) (where δ ∈ π1(G)) over an arbitrary field
k = k: the case of SLr dates back to Drezet-Narasimhan in the late eighties [DN89]; the case of
a simply connected, almost-simple G is dealt with in [KN97, LS97, Sor99, Fal03, BK05] using
the uniformization of G-bundles on a curve C in terms of the affine Grassmannian GrG of G;
the case of a semisimple almost-simple G is dealt with in [Las97, BLS98, Tel98]; the case of an
arbitrary reductive group was finally established by Biswas-Hoffmann [BH10].
The aim of this paper is to determine, for an arbitrary connected and smooth linear algebraic
group G over k (not necessarily reductive), the Picard group of the universal moduli stack
of G-bundles BunG,g,n over n-marked curves of genus g, which parametrizes G-bundles over
families of (connected, smooth and projective) k-curves of genus g ≥ 0 endowed with n ≥ 0
pairwise disjoint ordered sections. The stack BunG,g,n comes equipped with a forgetful morphism
ΦG : BunG,g,n →Mg,n onto the algebraic stack
1 Mg,n of n-pointed curves of genus g.
The stack BunG,g,n is an algebraic stack, locally of finite type and smooth over Mg,n (see
Theorem 3.0.1) and its connected components (which are integral and smooth over k) are in
functorial bijection with the fundamental group π1(G) (see Theorem 3.1.1 and Corollary 3.1.2).
We will denote the connected components and the restriction of the forgetful morphism by
ΦδG : Bun
δ
G,g,n →Mg,n for any δ ∈ π1(G).
Note that the algebraic stack BunδG,g,n is not, in general, of finite type overMg,n (or equivalently
over k): in Proposition 3.1.7, we prove that this happens if and only if the reductive quotient
Gred of G, i.e. the quotient of G by its unipotent radical, is a (algebraic) torus. On the other
hand, if G is reductive but not a torus, BunδG,g,n admits an exhaustive chain of k-finite type
open substacks
{
Bun
[d],≤m
G,g,n
}
m≥0
(called the instability exhaustion) of increasing codimension
(see Proposition 3.2.3). We also prove that every k-finite type open substack of BunG,g,n is a
quotient stack with the notable exception of (g, n) = (1, 0) (see Proposition 3.2.5).
Our first main result says that we can reduce the computation of Pic(BunδG,g,n) to the case
of a reductive group. More precisely, let G be a connected and smooth linear algebraic group
over k = k and let red : G ։ Gred be its reductive quotient, i.e. the quotient of G by its
unipotent radical. Since red induces an isomorphism π1(red) : π1(G)
∼=
−→ π1(G
red) at the level
of fundamental groups, we get a morphism
red# : Bun
δ
G,g,n → Bun
δ
Gred,g,n for any δ ∈ π1(G)
∼= π1(G
red)
which is smooth, surjective and of finite type (see Corollary 3.1.6).
Theorem A. (see Theorem 6.0.1) For any δ ∈ π1(G) ∼= π1(G
red), the pull-back homomorphism
red∗# : Pic(Bun
δ
Gred,g,n)
∼=
−→ Pic(BunδG,g,n)
is an isomorphism.
Indeed, the above Theorem also holds true for the stack BunG(C/S), parametrizingG-bundles
on a family of curves C → S over an integral regular quotient stack (e.g. algebraic space or
1Note thatMg,n is a Deligne-Mumford stack if and only if 2g − 2 + n > 0, which however we do not assume
in this paper.
2
scheme) over k. In particular, if C is a (connected smooth and projective) curve over k, then
we have an isomorphism
red∗# : Pic(Bun
δ
Gred(C/k))
∼=
−→ Pic(BunδG(C/k)) for any δ ∈ π1(G)
∼= π1(G
red).
Combining this with the computation of Pic(BunδGred(C/k)) by Biswas-Hoffmann [BH10], we
get a description of the Picard group of the moduli stack of G-bundles over a fixed k-curve C,
for any connected smooth linear algebraic group G.
Hence, from now on, we will focus on the Picard group of BunδG,g,n for a reductive group
G. Note that the Picard group of Mg,n is well-known up to torsion (and completely known if
char(k) = 0; see [FV] for some recent progress in char(k) > 0) and the pull-back morphism
(ΦδG)
∗ : Pic(Mg,n)→ Pic(Bun
δ
G,g,n)
is injective since ΦδG is fpqc and cohomologically flat in degree zero (that we baptize Stein) by
Proposition 3.3.2. Therefore, we can focus our attention onto the relative Picard group
RPic(BunδG,g,n) := Pic(Bun
δ
G,g,n)/(Φ
δ
G)
∗(Pic(Mg,n)).
It turns out that the structure of RPic(BunδG,g,n) in genus g ≥ 1 is completely different from
the one in genus g = 0. Let us first consider the case g ≥ 1.
A first source of line bundles on BunG,g,n comes from the determinant of cohomology dπ(−)
and the Deligne pairing 〈−,−〉π of line bundles on the universal curve π : CG,g,n → BunG,g,n. To
be more precise, any character χ : G→ Gm ∈ Λ
∗(G) := Hom(G,Gm) gives rise to a morphism
of stacks
χ# : BunG,g,n → BunGm,g,n
and, by pulling back via χ# the universal Gm-bundle (i.e. line bundle) on the universal curve
over BunGm,g,n, we get a line bundle Lχ on CG,g,n. Then, using these line bundles Lχ and
the sections σ1, . . . , σn of π, we define the following line bundles, that we call tautological line
bundles, on BunG,g,n (and hence, by restriction, also on Bun
δ
G,g,n)
L (χ, ζ) := dπ
(
Lχ(ζ1 · σ1 + . . . + ζn · σn)
)
,
〈(χ, ζ), (χ′, ζ ′)〉 := 〈Lχ(ζ1 · σ1 + . . .+ ζn · σn),Lχ′(ζ
′
1 · σ1 + . . .+ ζ
′
n · σn)〉π,
for χ, χ′ ∈ Hom(G,Gm) and ζ = (ζ1, . . . , ζn), ζ
′ = (ζ ′1, . . . , ζ
′
n) ∈ Z
n. See §3.5 for more details.
Our next main result says that if G = T is a torus, then RPic(BunδT,g,n) is generated by
tautological line bundles and the following Theorem also clarifies the dependence relations
among the tautological line bundles.
Theorem B. (see Theorem 4.0.1) Assume that g ≥ 1. Let T be an algebraic torus and let
d ∈ π1(T ).
The relative Picard group RPic(BundT,g,n) is a free abelian group of finite rank generated by
the tautological line bundles and sitting in the following functorial exact sequence
0→ Sym2 (Λ∗(T ))⊕ (Λ∗(T )⊗ Zn)
τT+σT−−−−→ RPic
(
BundT,g,n
)
ρT−→ Λ∗(T )→ 0 if g ≥ 2,
0→ Sym2 (Λ∗(T ))⊕ (Λ∗(T )⊗ Zn)
τT+σT−−−−→ RPic
(
BundT,1,n
)
ρT−→
Λ∗(T )
2Λ∗(T )
→ 0 if g = 1,
where τT (= τT,g,n) (called transgression map) and σT (= σT,g,n) are defined by
τT (χ · χ
′) = 〈(χ, 0), (χ′, 0)〉, for any χ, χ′ ∈ Λ∗(T ),
σT (χ⊗ ζ) = 〈(χ, 0), (0, ζ)〉, for any χ ∈ Λ
∗(T ) and ζ ∈ Zn,
and ρT (= ρT,g,n) is the unique homomorphism such that
ρT (L (χ, ζ)) =
{
χ ∈ Λ∗(T ) if g ≥ 2,
[χ] ∈ Λ
∗(T )
2Λ∗(T ) if g = 1,
for any χ ∈ Λ∗(T ) and ζ ∈ Zn.
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The above Theorem was proved in [MV14, Thm. A] (see also [MV14, Notation 1.5]) for
T = Gm, g ≥ 2 and n = 0, under the assumption that char(k) = 0, and in [PTT15, Thm. 2.9]
for T = Gm, g = 1, n = 0 and d > 0, under the assumption that char(k) does not divide d.
The crucial ingredients in proving Theorem B are the study of the restriction homomorphism
from RPic(BundT,g,n) to the Picard group of the geometric fibers of Φ
d
T computed in [BH10]
(which we determine in Propositions 4.1.2 and 4.3.3) and the computation of the Picard group
of the rigidification Bun0T,g,n ( T of Bun
d
T,g,n by the torus T (which is an abelian stack over
Mg,n if n ≥ 1, see §4.2), which uses the weak Franchetta conjecture for the universal family
Cg,n → Mg,n (see §2.5). Note that the extra relations in genus one comes from the relative
Serre duality applied to the Deligne pairing (see Remark 3.5.1) and the fact that the relative
dualizing sheaf is trivial in genus one.
Now consider the case of an arbitrary reductive group G. Note that any character of G
factors through its maximal abelian quotient ab : G։ Gab, i.e. the quotient of G by its derived
subgroup. Hence, the tautological line bundles on BunδG,g,n are all pull-backs of line bundles
via the morphism (induced by ab)
ab# : Bun
δ
G,g,n → Bun
δab
Gab,g,n
where δab := π1(ab)(δ) ∈ π1(G
ab). Moreover, Theorem B implies that the subgroup of
RPic(BunδG,g,n) generated by the tautological line bundles coincides with the pull-back of
RPic(Bunδ
ab
Gab,g,n) via ab#.
The next result says that, for an arbitrary reductive group G, the relative Picard group of
BunδG,g,n is generated by the image of the pull-back ab
∗
# together with the image of a functorial
transgression map τG (which coincides with the transgression map τT in Theorem B if G = T
is a torus).
Theorem C. (see Theorem 5.0.1) Assume that g ≥ 1. Let G be a reductive group and let
ab : G→ Gab be its maximal abelian quotient. Choose a maximal torus ι : TG →֒ G and let WG
be the Weyl group of G. Fix δ ∈ π1(G) and denote by δ
ab its image in π1(G
ab).
(1) There exists a unique injective homomorphism (called transgression map2)
(1.0.1) τG(= τG,g,n) : Sym
2(Λ∗(TG))
WG →֒ RPic
(
BunδG,g,n
)
,
such that, for any lift d ∈ π1(TG) of δ ∈ π1(G), the composition of τG with
ι∗# : RPic(Bun
δ
G,g,n)→ RPic(Bun
d
TG,g,n)
is equal to the WG-invariant part of the homomorphism τTG : Sym
2(Λ∗(TG))→ RPic(Bun
d
TG,g,n
)
defined in Theorem B.
(2) There is a push-out diagram of injective homomorphisms of abelian groups
(1.0.2) Sym2(Λ∗(Gab)) 
 Sym
2 Λ∗ab //
 _
τ
Gab

Sym2(Λ∗(TG))
WG
 _
τG

RPic
(
Bunδ
ab
Gab,g,n
)
 
ab∗#
// RPic
(
BunδG,g,n
)
where Sym2Λ∗ab is the homomorphism induced by morphism of tori TG
ι
−→ G
ab
−→ Gab.
Furthermore, the transgression homomorphism (1.0.1) and the diagram (1.0.2) are controvari-
ant with respect to homomorphisms of reductive groups φ : H → G such that φ(TH) ⊆ TG.
2This is the algebraic analogue of the topological trasgression map H4(BG,Z)→ H2(BunδG,g,n,Z), see [TW09,
§1]
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The above theorem was proved for G simply-connected almost-simple and n > 0 in [Fal03,
Thm. 17]3 and for G = GLr, g ≥ 2 and n = 0 in [Fri18, Thm. A], under the assumption
char(k) = 0.
Let us comment on the strategy of the proof of Theorem C. The unicity of the transgression
map τG follows from the injectivity of the pull-back homomorphism
ι∗# : RPic(Bun
[d]
G,g,n) →֒ RPic(Bun
d
TG,g,n
)
induced by the morphism ι# : Bun
d
TG,g,n
→ Bun
[d]
G,g,n for any d ∈ π1(TG) (see Corollary 5.1.2).
In order to prove the existence of the transgression map τG, we proceed (roughly) as follows
(see §5.2): we first define, using the known properties of Chow groups of flag bundles (see §2.4),
a homomorphism
c1(τG)
≤m
Q : Sym
2(Λ∗(TG))
WG → A1
(
Bun
[d],≤m
G,g,n
)
Q
for any m ≥ 0,
such that the composition with ι∗# (for m≫ 0) is WG-invariant part of the rational first Chern
class of τTG (see Proposition 5.2.1); then we show that c1(τG)
≤m
Q (for m≫ 0) is the rational first
Chern class of the restriction of a homomorphism τG as in (1.0.1) by using a descent argument
applied to the finite type, smooth and with geometrically integral fibers morphism (see Theorem
3.4.1)
j# : Bun
d
BG,g,n
→ Bun
[d]
G,g,n,
where j : BG →֒ G is the Borel subgroup of G containing the torus TG. Finally, the proof of
Theorem C(2)is based on a canonical identification of the push-out of the diagram (1.0.2) with
the subgroup of invariants RPic(BundTG,g,n)
WG , for a suitable action of the Weyl group WG on
RPic(BundTG,g,n) (see §5.3).
Finally, we consider the genus zero case, which is very different from the positive genus
case. In order to state the result, let us introduce some notation. Let ss : G ։ Gss be the
semisimplification of G, i.e. the quotient of G by its radical, and let sc : Gsc ։ Gss be the
universal cover. The choice of a maximal torus TG ⊂ G determines maximal tori TGss ⊂ G
ss
and TGsc ⊂ G
sc in such a way that ss(TG) = TGss and sc(TGsc) = TGss . We get the following
morphisms of tori
(1.0.3) sc : TGsc
sc
−→ TG
ss
−→ TGss .
The following Theorem says that, in the genus zero case, the relative Picard group is com-
pletely determined by a suitable weight function.
Theorem D. (see Theorems 4.0.2 and 5.0.2) Assume that g = 0. Let G be a reductive group
and choose a maximal torus ι : TG →֒ G. Fix δ ∈ π1(G) and choose a lift d ∈ π1(TG) of δ, i.e.
such that [d] = δ. Consider the homomorphism (called the weight function with respect to the
representative d)
(1.0.4) wdG : RPic
(
BunδG,0,n
) ι∗#
−→ RPic
(
BundTG,0,n
) wdTG−−−→ Λ∗(TG),
where the function wdTG (which is the weight function for the torus TG) is defined by (using that
RPic
(
BundTG,0,n
)
is generated by tautological line bundles){
wdT (L (χ, ζ)) = [(d, χ) + |ζ|+ 1]χ,
wdT (〈(χ, ζ), (χ
′, ζ ′)〉) = [(d, χ′) + |ζ ′|]χ+ [(d, χ) + |ζ|]χ′.
(1) There exists a representative d ∈ π1(TG) of δ ∈ π1(G) such that w
d
G is injective.
3Indeed Faltings shows in loc. cit. that the Picard group of BunG(C/S) for any family of curves C → S over
a connected Noetherian base-scheme S and endowed with a section, with G simply-connected almost-simple, is
isomorphic to Sym2(Λ∗(TG))
WG ∼= Z via a “central charge” homomorphism, which coincides with the inverse of
our transgression map τG.
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(2) Let Ω∗d(TG) ⊂ Λ
∗(TG) be the subgroup of those characters, whose composition with
Λ∗(sc) : Λ∗(TG)→ Λ
∗(TGsc) is equal to b(d
ss,−) for some element b ∈ Sym2(Λ∗(TGsc))
WG ,
where dss := π1(ss)(d) ∈ π1(TGss) = Λ(TGss) ⊆ Λ(TGsc). Then the image of w
d
G is
Im(wdG) =
{
Ω∗d(TG) if n ≥ 1,
{χ ∈ Ω∗d(TG) : (χ, d) ∈ 2Z} if n = 0.
Furthermore, the homomorphism wdG is functorial for all the homomorphisms of reductive groups
φ : H → G such that φ(TH) ⊆ TG.
The above Theorem is proved for T = Gm and n = 0 in [PTT15, Prop. 2.6].
Let us now discuss some possible applications of the above Theorems, on which we plan
to come back in the near future. First of all, by taking a line bundle L on BunδG,g,n (for a
reductive group G) which is relatively positive in the sense of [Tel00, (8.5)], then, using the
vanishing [Tel00, Thm. 8.8] of the relative higher cohomology groups of L, it should follow
that (ΦδG)∗(L) is a vector bundle on Mg,n (for G simply connected, this is the vector bundle
of conformal blocks). It would be interesting to determine the ranks of these vector bundles
(i.e. to establish a general Verlinde formula), to compute their Chern classes and to extend
them to the stack Mg,n of stable pointed curves. Second, it would be natural to study of a
“compactification” of the universal stack of G-bundles over Mg,n (see [Sch05, Sol, Cn, Bal] for
some recent progresses), and determine its Picard group as done for Gm in [MV14] and for
GLr in [Fri18]. This could have potential applications to the study of the birational geometry
of BunδG,g,n, as done in [BFV12, CMKV17] for G = Gm. Finally, it would be interesting to
study the Picard group of the rigidification of BunδG,g,n (Z(G) of Bun
δ
G,g,n by the center Z(G)
of G and of the (closely related) good moduli space of semistable G-bundles (as done for Gm
in [MV14] and for GLr in [Fri18]). This is closely related to the computation of the subgroup
associated to the Z(G)-gerbe BunδG,g,n → Bun
δ
G,g,n(Z(G) in the Brauer group of the codomain
(which is computed in [FP19b] for GLr).
Notations.
1.0.1. We denote by k = k an algebraically closed field of arbitrary characteristic. All the
schemes and algebraic stacks that we will appear in this paper will be locally of finite type over
k (hence locally Noetherian).
1.0.2. A curve is a connected, smooth and projective scheme of dimension one over k. The
genus of a curve C is g(C) := dimH0(C,ωC).
A family of curves π : C → S is a proper and flat morphism of stacks whose geometric fibers
are curves. If all the geometric fibers of π have the same genus g, then we say that π : C → S is a
family of curves of genus g (or a family of curves with relative genus g) and we set g(C/S) := g.
Note that any family of curves π : C → S with S connected is a family of genus g curves for
some g ≥ 0.
Remark 1.0.3. A family of genus g curves π : C → S is projective (i.e. π is a projective
morphism) if either g = g(C/S) 6= 1 or π has a section σ : S → C.
Indeed, if g(C/S) 6= 1, then the relative dualizing line bundle ωπ is π-relatively ample if
g(C/S) ≥ 2 or π-relatively antiample if g(C/S) = 0. On the other hand, if π has a section σ,
then Im(σ) is a relative Cartier divisor which is π-relatively ample.
Note that the assumptions in the above Remark are really needed since there are examples
of families of genus one curves (without sections) that are not projective, see [Ray70, XIII, 3.2]
and [Zom].
1.0.4. Given two integers g, n ≥ 0, we will denote byMg,n the stack (over k) whose fiber over a
scheme S is the groupoid of families (π : C → S, σ = {σ1, . . . , σn}) of n-pointed curves of genus
g over S, i.e. π : C → S is a family of curves of genus g and {σ1, . . . , σn} are (ordered) sections
of π that are fiberwise disjoint.
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It is well known that the stack Mg,n is an irreducible algebraic stack, smooth and separated
over k, and of dimension 3g− 3+n. Moreover, Mg,n is a DM(=Deligne-Mumford) stack if and
only if 3g − 3 + n > 0.
We will denote by (πg,n = π : Cg,n →Mg,n, σ) the universal n-pointed curve over Mg,n.
Remark 1.0.5. The universal curve πg,n : Cg,n →Mg,n is projective if and only if (g, n) 6= (1, 0).
Indeed, if (g, n) 6= (1, 0) then πg,n : Cg,n → Mg,n is projective because either the relative
dualizing line bundle ωπg,n is ample (which happens iff g ≥ 2) or antiample (which happens iff
g = 0) or the relative log dualizing line bundle ωlogπg,n := ωπg,n(
∑
σi) is ample (which happens
iff 3g − 3 + n > 0). And conversely, if (g, n) = (1, 0) then πg,n : Cg,n →Mg,n is not projective
because there are examples of families of curves of genus one that are not projective, see [Ray70,
XIII, 3.2] and [Zom].
Indeed, from the above mentioned examples, it follows that π : C1,0 → M1,0 is not repre-
sentable by schemes but only by algebraic spaces.
1.0.6. A linear algebraic group over k is a group scheme of finite type over k that can be realized
as a closed algebraic subgroup of GLn, or equivalently it is an affine group scheme of finite type
over k. We will be dealing almost always with linear algebraic groups that are smooth (which
is always the case if char(k) = 0) and connected.
Given a linear algebraic group G, a principal G-bundle over an algebraic stack S is a G-torsor
over S, where G acts on the right.
2. Preliminaries
2.1. Reductive groups. In this subsection, we will collect some result on the structure of
reductive groups, that will be used in what follows. An excellent introduction to reductive
groups can be found in [Mil].
Let us first recall that a reductive group (over k) is a smooth and connected linear algebraic
group (over k) which does not contain non-trivial connected normal unipotent algebraic sub-
groups. To any reductive group G, we can associate in a canonical way two semisimple groups
and two (algebraic) tori:
• the derived subgroup D(G) := [G,G];
• the abelianization Gab := G/D(G);
• the radical subgroup R(G), which is equal (since G is reductive) to the connected
component of the center Z (G);
• the semisimplification Gss := G/R(G).
The above four reductive groups associated to G fit in a cross-like diagram:
(2.1.1) D(G) _
 "" ""❊
❊❊
❊❊
❊❊
❊
R(G) 

//
$$ $$❍
❍❍
❍❍
❍❍
❍❍
G
ab

ss
// // Gss
Gab
where the horizontal and vertical lines are short exact sequences of reductive groups, the upper
right diagonal arrow is a central isogeny of semisimple groups and the lower left diagonal arrow
is a central isogeny of tori.
Since the two semisimple groups D(G) and Gss are isogenous, they share the same simply
connected cover, that we will denote by Gsc, and the same adjoint quotient, that we will denote
by Gad. Hence we have the following tower of central isogenies of semisimple groups
(2.1.2) Gsc ։ D(G)։ Gss ։ Gad.
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The Lie algebra g of G splits as
(2.1.3) g = gab ⊕ gss,
where gab is the abelian Lie algebra of the tori R(G) and Gab, whose dimension is called the
abelian rank of G, and gss is the semisimple Lie algebra of each of the semisimple groups
in (2.1.2), whose rank is called the semisimple rank of G. The semisimple Lie algebra gss
decomposes as a direct sum of simple Lie algebras of classical type (i.e. type An, Bn, Cn, Dn,
E6, E7, E8, F4 or G2). If G is a semisimple group such that its Lie algebra g = g
ss is simple,
then G is said to be almost-simple.
Recall now that all maximal tori of G are conjugate and let us fix one such maximal torus,
that we call TG. We will denote by BG the Borel subgroup of G that contains TG and by N (TG)
the normalizer of TG in G, so that
(2.1.4) WG := N (TG)/TG
is the Weyl group of G.
The maximal torus TG induces compatible maximal tori of every semisimple group appearing
in (2.1.2), that we will call, respectively, TGsc , TD(G), TGss and TGad . These tori fit into the
following commutative diagram:
(2.1.5) TGsc
$$ $$❍
❍❍
❍❍
❍❍
❍❍
TD(G) _
 ## ##❋
❋❋
❋❋
❋❋
❋
R(G) 

//
## ##❍
❍❍
❍❍
❍❍
❍❍
TG

// // TGss
"" ""❊
❊❊
❊❊
❊❊
❊❊
Gab TGad
where the horizontal and vertical lines are short exact sequences of tori, and the diagonal
arrows are (central) isogenies of tori. Using the canonical realization (2.1.4) of the Weyl group
(and the similar ones for the semisimple groups in (2.1.2)), diagram (2.1.5) induces canonical
isomorphisms of Weyl groups
(2.1.6) WGsc ∼= WD(G) ∼= WG ∼= WGss ∼= WGad .
Recall now that a torus T determines two canonical lattices (i.e. free abelian groups) of rank
equal to the dimension of T :
• the character lattice Λ∗(T ) := Hom(T,Gm),
• the cocharacter lattice Λ(T ) := Hom(Gm, T ).
The above lattices are in canonical duality via the pairing given by composition
(2.1.7) (−,−) : Hom(Gm, T )×Hom(T,Gm) −→ Hom(Gm,Gm) = Z.
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By taking the cocharacter lattices of the tori in the diagram (2.1.5), we get the following
WG-equivariant commutative diagram of lattices
(2.1.8) Λ(TGsc) s
&&▼
▼▼
▼▼
▼▼
▼▼
▼
Λ(TD(G)) _

 s
%%▲
▲▲
▲▲
▲▲
▲▲
Λ(R(G)) 

//
 s
&&▼
▼▼
▼▼
▼▼
▼▼
▼
Λ(TG)
Λab

Λss
// // Λ(TGss) s
%%❑
❑❑
❑❑
❑❑
❑❑
❑
Λ(Gab) Λ(TGad),
where the horizontal and vertical lines are short exact sequences and the diagonal arrows are
finite index inclusions. Note that there are natural identifications
Λ(TGsc) ∼= Λcoroots(g
ss) and Λ(TGad)
∼= Λcoweights(g
ss),
where Λcoroots(g
ss) (resp. Λcoweights(g
ss)) is the lattice of coroots (resp. of coweights) of the
semisimple Lie algebra gss.
In a similar way, if we take the character lattices of the tori in the diagram (2.1.5), we get
the following WG-equivariant commutative diagram of lattices
(2.1.9) Λ∗(TGsc)
Λ∗(TD(G))
4 T
ff◆◆◆◆◆◆◆◆◆◆◆
Λ∗(R(G)) Λ∗(TG)
OOOO
oooo Λ∗(TGss)
3 S
ff▼▼▼▼▼▼▼▼▼▼
? _
Λ∗ss
oo
Λ∗(Gab)
4 T
ff◆◆◆◆◆◆◆◆◆◆
?
Λ∗ab
OO
Λ∗(TGad)
3 S
ff▲▲▲▲▲▲▲▲▲▲
where the horizontal and vertical lines are short exact sequences and the diagonal arrows are
finite index inclusions. Note that there are natural identifications
Λ∗(TGsc) ∼= Λweights(g
ss) and Λ(TGad)
∼= Λroots(g
ss),
where Λweights(g
ss) (resp. Λroots(g
ss)) is the lattice of weights (resp. of roots) of the semisimple
Lie algebra gss.
Note that the two diagrams (2.1.8) and (2.1.9), together with the root system of the semisim-
ple Lie algebra gss, are equivalent to the root data of the reductive group G (see [Mil, §19]),
and hence it completely determines the reductive group G.
The fundamental group π1(G) of G is canonically isomorphic to Λ(TG)/Λ(TGsc ) and it fits
into the following short exact sequence of finitely generated abelian groups
(2.1.10)
Λ(TD(G))
Λ(TGsc)
→֒ π1(G) =
Λ(TG)
Λ(TGsc)
։ Λ(Gab),
where the first term is the torsion subgroup of π1(G) and the last term is the torsion-free
quotient of π1(G).
We end this subsection with the following Lemma that will be useful later on.
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Lemma 2.1.1. Let G be a reductive group with maximal torus TG ⊂ G and consider the natural
action of the Weyl group WG on Λ
∗(TG). Then we have an isomorphism
Λ∗ab : Λ(G
ab)
∼=
−→ Λ∗(TG)
WG .
Proof. By taking the WG-invariants in the short exact WG-equivariant sequence in the central
column of (2.1.9) and using that WG ∼= WD(G) acts trivially on Λ
∗(Gab), we get an exact sequence
0→ Λ∗(Gab)
Λ∗ab−−→ Λ∗(TG)
WG → Λ∗(TD(G))
WD(G)
Hence, it is enough to show that Λ∗(TD(G))
WD(G) = 0. With this aim, take an element
λ ∈ Λ∗(TD(G))
WD(G) ⊂ Λ∗(TGsc) ∼= Λweights(g
ss) and write it as rational linear combination
of fundamental weights of gss, i.e. λ =
∑r
i=1 biǫi, with bi ∈ Q. For any i, using standard prop-
erties of the reflection sαi ∈ WD(G) (resp. s−αi) associated to the simple root αi (resp. −αi)
and the invariance of λ under the action of the Weyl group WD(G), we have that
bi = (λ, α
∨
i ) = (s−αi(λ), α
∨
i ) = (λ, sαi(α
∨
i )) = (λ,−α
∨
i )) = −bi,
which implies λ = 0, as required. 
2.2. Integral bilinear symmetric forms and integral quadratic forms. In this subsec-
tion, we review some fact on integral bilinear symmetric forms and integral quadratic forms.
Let Λ be a lattice of rank r, i.e. Λ ∼= Zr. We first define integral bilinear (symmetric) forms
and quadratic forms on Λ (or Λ-integral)
(2.2.1)
Bil(Λ) := {B : Λ× Λ→ Z such that B is bilinear} ,
Bils(Λ) := {B : Λ× Λ→ Z such that B is bilinear and symmetric} ,
Quad(Λ) := {Q : Λ→ Z such that Q is quadratic} ,
where, by definition, a quadratic form Q satisfies: Q(a · x) = a2Q(x) for any a ∈ Z, x ∈ Λ and
(x, y) 7→ Q(x+ y)−Q(x)−Q(y) is a bilinear form on Λ.
Integral symmetric bilinear forms and quadratic forms on Λ are related by the following maps
(2.2.2) Bils(Λ)
q
-- Quad(Λ)
b
mm
B ✤ // QB(x) := B(x, x)
BQ(x, y) := Q(x+ y)−Q(x)−Q(y) Q
✤oo
The maps q and b are injective with image given by even symmetric bilinear or quadratic forms
(2.2.3)
Im(b) = Bils(Λ)ev := {B ∈ Bils(Λ) : B(x, x) is even for any x ∈ Λ},
Im(q) = Quad(Λ)ev := {Q ∈ Quad(Λ) : Q(x+ y)−Q(x)−Q(y) is even for any x, y ∈ Λ}.
Note that both the compositions q ◦ b and b ◦ q are the multiplication by 2.
Now we reinterpret the above constructions in terms of the dual lattice Λ∗ := Hom(Λ,Z).
On the tensor product Λ∗ ⊗ Λ∗ there is an involution i defined by i(χ ⊗ µ) = µ ⊗ χ. Consider
the following lattices
(2.2.4) (Λ∗ ⊗ Λ∗)s := (Λ∗ ⊗ Λ∗)i ⊂ Λ∗ ⊗ Λ∗ and Sym2(Λ∗) :=
Λ∗ ⊗ Λ∗
〈χ⊗ µ− µ⊗ χ〉
.
We will denote the elements of Sym2(Λ∗) in the following way: χ · µ := [χ⊗ µ].
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The lattices in (2.2.4) are isomorphic to the lattices of integral (symmetric) bilinear forms
and quadratic forms on Λ, respectively, via the following isomorphisms:
(2.2.5)
(Λ∗ ⊗ Λ∗)s
∼= //
 _

Bils(Λ) _

Λ∗ ⊗ Λ∗
∼= // Bil(Λ)
χ⊗ µ ✤ // (χ⊗ µ)(x, y) := χ(x)µ(y),
and Sym2 Λ∗
∼=
−→ Quad(Λ),
χ · µ 7→ (χ · µ)(x) := χ(x)µ(x).
In terms of the isomorphisms (2.2.5), the maps in (2.2.2) take the following form
(2.2.6) (Λ∗ ⊗ Λ∗)s
q
--
Sym2(Λ∗)
b
mm
∑
k akχk ⊗ µk
✤ //
∑
k akχk · µk
χ⊗ µ+ µ⊗ χ χ · µ✤oo
If we fix a basis {χi}
r
i=1 of Λ
∗, then a basis of (Λ∗⊗Λ∗)s is given by {{χi ⊗ χi}i ∪ {χi ⊗ χj + χj ⊗ χi}i<j},
while a basis of Sym2(Λ∗) is given by {χi · χj}i≤j . Using the above basis, it follows that
coker(b) = (Z/2Z)r and coker(q) = (Z/2Z)(
r
2).
We end this subsection with some results (that we will need later on) on WGsc-invariant
quadratic forms on the lattice of cocharacters Λ(TGsc), where TGsc is a (fixed) maximal torus of
a simply connected semisimple group Gsc. As in §2.1, we will denote by Gsc ։ Gad the adjoint
quotient of Gsc, i.e. the quotient of Gsc by its finite center.
From what said above, there are canonical isomorphisms
(2.2.7) b : Sym2(Λ∗(TGsc)) = Quad(Λ(TGsc))
∼=
−→ Bils(Λ(TGsc))
ev.
Note that this isomorphism is equivariant with respect to the natural action of the Weyl group
WGsc on both sides.
We are interested in the invariant subgroup Sym2(Λ∗(TGsc))
WGsc , which therefore parametrizes
WGsc-invariant even symmetric bilinear forms (or, equivalently, WGsc-invariant quadratic forms)
on Λ(TGsc) ∼= Λcoroots(g
ss). Let us first compute its rank.
Lemma 2.2.1.
(i) If Gsc is almost simple, then Sym2(Λ∗(TGsc))
WGsc is freely generated by an even symmetric
bilinear form BGsc (called the basic inner product of G
sc), which is non-degenerate and it
satisfies BGsc(α
∨, α∨) = 2 for all short coroots α∨.
(ii) If Gsc = Gsc1 × . . .×G
sc
s is the decomposition of G
sc into almost simple factors, then
Sym2(Λ∗(TGsc))
WGsc = Sym2(Λ∗(TGsc1 ))
WGsc
1 ⊕ . . .⊕ Sym2(Λ∗(TGscs ))
WGscs .
Proof. Part (i) is the content of [Del96, Lemma 1.7.5] and part (ii) can be proved as in [Del96,
(1.8.3)]. 
Observe that we have a WGsc-equivariant inclusion of lattices Λ(TGsc) ⊂ Λ(TGad), see (2.1.8).
Hence, we can extend any (resp. WGsc-invariant) symmetric bilinear form B : Λ(TGsc) ×
Λ(TGsc)→ Z to a unique rational (resp. WGsc-invariant) symmetric bilinear form B
′ : Λ(TGad)×
Λ(TGad)→ Q, called its rational extension.
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Lemma 2.2.2. If B ∈ Sym2(Λ∗(TGsc))
WGsc , then its rational extension B′ on Λ(TGad)×Λ(TGad)
is integral in Λ(TGad)×Λ(TGsc) and Λ(TGsc)×Λ(TGad), i.e. B
′(Λ(TGad)×Λ(TGsc)+ (Λ(TGsc)×
Λ(TGad)) ⊆ Z.
Proof. See [BH10, Lemma 4.3.4]. 
The above Lemma allows us to define the contraction homomorphism associated to any
element d ∈ Λ(TGad):
(2.2.8)
(d,−) : Sym2(Λ∗(TGsc))
WGsc → Λ∗(TGsc)
B 7→ B(d,−) := B′(d,−)
where B′ is the rational extension of B.
We will need the following Lemma, which tell us when the contraction homomorphism (d,−)
is injective.
Lemma 2.2.3. Let Gad = Gad1 × . . .×G
ad
s the decomposition of G
ad into almost simple factors
(which are then automatically semisimple adjoint groups) and choose maximal tori in such a
way that TGad = TGad1
× . . .× TGads .
(i) The contraction homomorphism (d,−) associated to an element d ∈ Λ(TGab) is injective
if and only if d satisfies the following condition
(*) d = d1 + . . . + ds ∈ Λ(TGad) = Λ(TGad1
)⊕ . . .⊕ Λ(TGads ) with di 6= 0 for every 1 ≤ i ≤ s.
(ii) For every δ ∈ π1(G
ad) =
Λ(T
Gad
)
Λ(TGsc )
, there exists a representative d ∈ Λ(TGad) of δ, i.e.
[d] = δ, that satisfies condition (*).
Proof. It follows easily from Lemma 2.2.1, see the proof of [BH10, Lemma 4.3.6]. 
2.3. Picard groups of algebraic stacks. In this subsection, we will collect some facts about
the Picard group of algebraic stacks (locally of finite type over k).
The first result describes the behavior of the Picard group under restriction to open substacks.
Lemma 2.3.1. Let X be a regular algebraic stack and U ⊂ X be an open substack. Then the
restriction morphism
Pic(X ) −→ Pic(U)
is surjective and it is an isomorphism if the codimension of the complement X\U is at least
two.
Proof. See [BH12, Lemma 7.3]. 
The next result (which is a generalization of [AV04, Lemma 5.2]) will be used several times
in what follows in order to descend a line bundle along a flat and finite type morphism.
Proposition 2.3.2. Let X be a regular algebraic stack, flat and of finite type over a regular
integral stack S that is generically a scheme. Assume that the fibers of f : X → S are integral.
Then we have an exact sequence of Picard groups
Pic(S)
f∗
−→ Pic(X )
resη
−−→ Pic(Xη)→ 0,
where η := Spec(k(S)) is the generic point of S and resη is the restriction to the generic fiber
Xη := X ×S η.
Proof. It can be proven using the same arguments in the proof of [AV04, Lemma 5.2], which
deals with the special case S = SpecR with R a unique factorization domain (in which case
Pic(S) = 0).
The proof of the surjectivity of resη is the same as in loc. cit., using that X is regular.
The inclusion Im(f∗) ⊆ ker(resη) is obvious. Let us sketch a proof of the inclusion Im(f
∗) ⊇
ker(resη), adapting the argument of loc. cit.. Let L be a line bundle on X which is trivial
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on the generic fiber Xη. Choose a nowhere vanishing section of L|Xη ; this will extend to a
section s over some open substack U ⊂ X containing the generic fiber. Let D be the Cartier
divisor defined by s. In particular, we have that OX (D) ∼= L. Write D =
∑
i niDi with ni ∈ Z
and Di prime divisors. Since f is equidimensional and dominant (being flat over an integral
base) and the image Ei := f(Di) does not contain the generic point η (by construction), we
conclude that Ei is a prime divisor of S. Since the fibers of f are integral, we must have that
Di = f
−1(Ei). Each prime divisor Ei is Cartier because S is regular and, by what proved above,
f∗OS(
∑
i niEi) = OX (
∑
i niDi) = L, which concludes the proof. 
The following condition on a morphism of stacks will play an important role in what follows.
Recall that a morphism π : X → S of algebraic stacks is fpqc if it is faithfully flat (i.e. flat
and surjective) and locally quasi-compact, i.e. for any point x ∈ X there exists an open
neighborhood U ⊂ X such that the image π(U) ⊂ S is open and the restriction π|U : U → π(U)
is quasi-compact (see [Vis05, Sec. 2.3.2]). For example, any morphism π : X → S that is
faithfully flat and locally of finite presentation (i.e. it is fppf) is fpqc.
Definition 2.3.3. Let π : X → S be a morphism of algebraic stacks. We will say that π is
Stein if it is fpqc and the natural homomorphism (πT )
# : OT → (πT )∗OXT is an isomorphism
for any arbitrary base change T → S, where πT : XT = X ×S T → T is the base change of π
through the morphism T → S.
For a Stein morphism π : X → S, we have that π∗(Gm) = Gm and hence the pull-back map
π∗ : Pic(S) → Pic(X ) on Picard groups is injective. We will need the following Lemma on the
pull-back of the relative Picard group
(2.3.1) RPic(X/S) := Pic(X )/π∗(Pic(S)),
along an fpqc morphism.
Lemma 2.3.4. Let π : X → S be a Stein morphism of algebraic stacks. Then for any fpqc
morphism S ′ → S, the pull-back homomorphism
RPic(X/S)→ RPic(XS′/S
′)
of relative Picard groups is injective.
Proof. The Leray spectral sequences for the fppf sheaf Gm with respect to the morphisms π and
πS′ give the following commutative diagram of groups:
H0(S, R1π∗Gm) // H
0(S ′, R1(πS′)∗Gm)
Pic(X )/Pic(S) //
?
OO
Pic(XS′)/Pic(S
′).
?
OO
with injective vertical arrows. The top horizontal arrow is injective because S ′ → S is fpqc and
R1π∗Gm is a sheaf for the fpqc topology. From the above commutative diagram, the bottom
horizontal arrow is also injective. 
Finally, we need to recall some facts about the Picard group of a quotient stack over k,
which in this text will always mean an algebraic stack of finite type over k of the form [X/G]
with X an algebraic space of finite type over k and G a (smooth) linear algebraic group over k.
Recall that for a quotient stack X = [X/G] the Picard group Pic(X ) coincides with the
equivariant Picard group PicG(X) (i.e. the group of G-linearized line bundles on X) while the
first operational Chow group A1(X ) coincide with the first equivariant operational Chow group
A1G(X) (as defined in [EG98, Sec. 2.6]).
Proposition 2.3.5. (Edidin-Graham [EG98]) Let X = [X/G] be a quotient stack over k.
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(i) If X is locally factorial (e.g. if it is smooth), then there exists an algebraic space Y of
finite type over k (called an equivariant approximation of [X/G]) together with a smooth,
surjective, finite type morphism f : Y → X that induces an isomorphism
f∗ : Pic(X )
∼=
−→ Pic(Y ).
(ii) If X is smooth, the first Chern class
c1 : Pic(X )→ A
1(X )
is an isomorphism.
(iii) Assume p : C → X is either a representable morphism of locally factorial algebraic stacks
or a smooth morphism of regular stacks, we have the following commutative diagram of
groups
Pic(X )
p∗

f∗
∼= // Pic(Y )

Pic(C)
∼= // Pic(C ×X Y )
where f : Y → X is an equivariant approximation of X .
Proof. Part (ii) follows from [EG98, Cor. 1].
Part (i): pick a representation V of G such that G acts freely on an open subset U of V
whose complement has codimension at least 2 and set Y := X × U/G, which is an algebraic
space (of finite type over k) since G acts freely on X × U . Consider the morphism
f : Y = X × U/G
i
−→ [X × V/G]
h
−→ [X/G] = X ,
where i is induced by the inclusion U →֒ V and h is induced by the first projection X×V → X.
From [EG98, Lemma 2], we deduce that the pull-back map f∗ induces an isomorphism
f∗ : Pic(X ) = PicG(X)
h∗
−→
∼=
PicG(X × V )
i∗
−→
∼=
PicG(X × U) = Pic(Y ).
Part (iii): Assume first that p is a representable morphism of locally factorial stacks. Then
there exists a morphism of G-schemes π : C → X, such that π/G : [C/G] → [X/G] is exactly
the morphism p. Then the assertion follows by the construction of Y in the proof of part (i)
and the observation that C ×X Y ∼= C × U/G.
Assume now that p is smooth and C and X are regular. By construction f is the composition
of an open immersion i : Y →֒ W of regular stacks whose complement has codimension at least
2 and a vector bundle h : W → X . So the same happens to f˜ = h˜ ◦ i˜ : C ×X Y → C. Observe
that h˜∗, resp. i˜∗, is an isomorphism because is a vector bundle, resp. by Lemma 2.3.1. Hence
the same holds for f˜∗ concluding the proof. 
2.4. Chow groups of flag bundles. In this section, we collect some facts about Chow groups
of flags bundles (i.e bundles of flag varieties). As usual, G is a reductive group, and we fix a
Borel subgroup B = BG ⊂ G and a maximal torus T = TG ⊂ B.
The flag variety G/B is a smooth projective variety of dimension N := dimG− dimB. The
quotient G/T is an affine bundle on G/B. Let E be a G-bundle over a scheme C. Since G acts
on E, by taking the quotient with respect to B and T , we obtain flag bundle E/B → C and its
affine bundle E/T , respectively. They sit in the following cartesian diagram (on the left)
(2.4.1) BT


E/Too

A∗(BT ) // A∗(E/T )
BB


E/Boo

=⇒ A∗(BB)
∼=
OO
// A∗(E/B)
∼=
OO
BG Coo A∗(BG)
OO
// A∗(C)
OO
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which induces a commutative diagram (on the right) at the level of operational Chow rings
A∗(−). The isomorphisms in the right diagram come from the fact that both the vertical maps
in the upper square of the left diagram are vector bundles. Furthermore, it is well-known (see
e.g. [EG97, Lemma 2 and 3]) that
Sym∗(Λ∗(T )) ∼= A∗(BT ) ∼= A∗(BB).
Hence, we have a well-defined commutative diagram of homomorphisms of graded rings:
(2.4.2) Sym∗(Λ∗(T ))
cG,TE ))❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
cG,BE // A∗(E/B)
∼=

A∗(E/T )
where the vertical arrow is the isomorphism given by the pull-back along E/T → E/B. The
next result, due to Brion and Edidin-Graham, will be fundamental in the computation of the
Picard group of our main object.
Proposition 2.4.1. Let E → C be a G-bundle over a scheme and let p : E/B → C be the
associated flag bundle. Then for any v ∈ Sym∗(Λ∗(TG))
WG ,
(i) we have the equality in A∗(E/B)Q
p∗p∗c
G,B
E
(
v ·
∏
α>0
α
)
= |WG| · c
G,B
E (v),
where {α > 0} ⊂ Λ∗(TG) is the set of positive roots with respect to the Borel subgroup B;
(ii) if E → C is locally trivial for the Zariski topology (e.g. if it admits a B-reduction), there
exists a unique integral class ΓGE(v) ∈ A
∗(C), functorial with respect to base changes of
E → C, such that:
(a) we have the equality p∗ΓGE(v) = c
G,B
E (v) in A
∗(E/B),
(b) we have the equality |WG| · Γ
G
E(v) = p∗c
G,B
E
(
v ·
∏
α>0 α
)
in A∗(C),
Proof. Point (i): see [Bri96, Proposition 1.2]. Point (ii): the assertion (iia) is exactly the content
of [EG97, Theorem 1]. Consider the (integral) class in A∗(E/B):
m := |WG| · p
∗ΓGE(v)− p
∗p∗c
G,B
E
(
v ·
∏
α>0
α
)
= |WG| · c
G,B
E (v) − p
∗p∗c
G,B
E
(
v ·
∏
α>0
α
)
.
We claim that m = 0 in A1(E/B). Indeed, by diagram (2.4.2), the class m is the pull-back of
a class from A∗(BB) ∼= Sym∗(Λ∗(T )) which is torsion-free. Furthermore, by applying (i) to the
flag bundle BB → BG (see Remark 2.4.2), we get that m must be a torsion class, hence is zero.
By hypothesis, the bundle p : E/B → C is a Chow envelope. In particular, the pull-back p∗ of
integral Chow groups is injective. Hence, m = 0 which implies (iib). 
Remark 2.4.2. The point (i) of the above proposition is still true if we assume that C is an
algebraic stack of finite type over k. It is essentially due to the fact that the computation in
[Bri96, Proposition 1.2] uses Grothendieck-Riemann-Roch Theorem, which still holds in our
setting because p is representable, by diagram (2.4.1).
By composing both sides with the vertical map in (2.4.1), we have the analogous result for
the G/T -bundle q : E/T → C.
Corollary 2.4.3. With the same assumptions of Proposition 2.4.1, we have
1
|WG|
q∗p∗c
G,B
E
(
v ·
∏
α>0
α
)
= cG,TE (v) ∈ A
∗(E/T )Q for any v ∈ Sym
∗(Λ∗(TG)
WG .
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Remark 2.4.4. Observe that, even if the class |WG|
−1
∏
α>0 α is not integral, its image in
AN (G/B) defines an integral class, which is indeed the Poincare´ dual of the closed orbit
[B/B] ∈ G/B (see [Dem74]). The map cG,BG : Sym
N (Λ∗(TG)) → A
N (G/B) ∼= Z in degree
N is not surjective for some reductive groups G. The order of the cokernel is the so-called
torsion index. So, for an arbitrary reductive group G, it may not exist an integral class in
SymN (Λ∗(TG)) whose image in A
N (G/B) is the class [B/B] ∈ G/B.
2.5. Weak Franchetta conjecture. The aim of this section is to recall the so called “weak
Franchetta Conjecture”, which is the computation of the relative Picard of the universal curve
π : Cg,n →Mg,n (over our fixed base field k = k):
RelPic(Cg,n) := Pic(Cg,n)/π
∗ Pic(Mg,n).
Theorem 2.5.1 (weak Franchetta Conjecture). The group RelPic(Cg,n) is generated by the
relative dualizing line bundle ωπ and the line bundles {O(σ1), . . . ,O(σn)} associated to the
universal sections σ1, . . . , σn, subject to the following relations:
• if g = 1 then ωπ = 0;
• if g = 0 then O(σ1) = . . . = O(σn) and ωπ = O(−2σ1).
The above result was proved for g ≥ 3 by Arbarello-Cornalba [AC87] if char(k) = 0 and by
Schro¨er [Sch03] for an arbitrary field k. The extension to arbitrary pairs g, n ≥ 0 can be found
in [FV].
Note also that the result for RelPic(Cg,n)Q follows (under the assumption 2g − 2 + n > 0,
i.e. when Mg,n is a DM stack) from the computation of Pic(Mg,n)Q performed by Arbarello-
Cornalba [AC98] in characteristic zero and by Moriwaki [Mor01] in positive characteristic.
Remark 2.5.2. Note that the group RelPic(C1,0) is trivial, which gives another proof of the fact
that π : C1,0 →M1,0 is not projective, see Remark 1.0.5.
The above Theorem allows us to compute also the group of relative degree-0 line bundles on
the universal family π : Cg,n →Mg,n:
RelPic0(Cg,n) := {L ∈ RelPic(Cg,n)|L has π-relative degree 0}.
Corollary 2.5.3. The group RelPic0(Cg,n) is
(i) freely generated by ωπ((2 − 2g)σ1) and O(σi − σi+1) for i = 1, . . . , n − 1, if n ≥ 1 and
g ≥ 2;
(ii) freely generated by O(σi − σi+1) for i = 1, . . . , n− 1, if n ≥ 1 and g = 1;
(iii) trivial if either n = 0 or g = 0.
3. The universal moduli stack BunG,g,n
In this section G will be a connected (smooth) linear algebraic group over k = k, i.e. a
connected and smooth affine group scheme of finite type over k. Further restrictions on G, like
reductiveness, will be specified when needed.
We denote by BunG,g,n the universal moduli stack of G-bundles over n-marked curves of
genus g. More precisely, for any scheme S, BunG,g,n(S) is the groupoid of triples (C → S, σ,E),
where (π : C → S, σ = {σ1, . . . , σn}) is a family of n-pointed curves of genus g over S and E
is a G-bundle on C. We will denote by (π : CG,g,n → BunG,g,n, σ, E) the universal family of
G-bundles.
By definition, we have a forgetful surjective morphism
(3.0.1)
ΦG(= ΦG,g,n) : BunG,g,n −→Mg,n
(C → S, σ,E) 7→ (C → S, σ)
onto the moduli stack Mg,n of n-marked curves of genus g. Note that the universal n-marked
curve (CG,g,n → BunG,g,n, σ) over BunG,g,n is the pull-back of the universal n-marked curve
(Cg,n →Mg,n, σ) over Mg,n.
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For any family of curves C → S, we denote by BunG(C/S) the moduli stack of G-bundles on
C → S. More precisely, for any S-scheme T , BunG(C/S)(T ) is the groupoid of G-bundles on
CT := C ×S T . By definition, we have a forgetful surjective morphism
(3.0.2) ΦG(C/S) : BunG(C/S) −→ S
The relation between the universal stacks BunG,g,n and the relative stacks BunG(C/S) goes
as follows. First of all, we have that
(3.0.3) BunG(Cg,n/Mg,n) = BunG,g,n.
On the other hand, if the family C → S has constant relative genus g = g(C/S) then we have
that
(3.0.4) BunG(C/S) = S ×Mg BunG,g,
with respect to the modular morphism S →Mg associated to the family C → S.
The geometric properties of the universal stack BunG,g,n and of the relative stack BunG(C/S)
are collected in the following
Theorem 3.0.1 (Behrend [Beh90], Wang [Wan]). Let π : C → S be a family of curves.
(i) BunG(C/S) is an algebraic stack locally of finite presentation and smooth over S.
(ii) The relative diagonal of BunG(C/S)→ S is affine and finitely presented.
In particular, this is true for BunG,g,n over Mg,n.
Proof. Part (i): BunG(C/S) is an algebraic stack locally of finite presentation over S by [Beh90,
Prop. 4.4.5] and smooth over S by [Beh90, Prop. 4.5.1] (see also [Wan, Prop. 6.0.18]).
Part (ii): since the properties of being affine and finitely presented are both e´tale local on the
target, we can assume, up to replacing S with an e´tale cover, that the family π has a section.
This implies that the family π is projective (since the image of a section defines a relatively
ample Cartier divisor), and hence the relative diagonal of BunG(C/S)→ S is affine and finitely
presented by [Wan, Cor. 3.2.2].
The corresponding statement for BunG,g,n follows from the relative case applied to the uni-
versal family π : Cg,n →Mg,n. 
Any morphism of connected linear algebraic groups φ : G → H determines a morphism of
stacks over Mg,n
(3.0.5)
φ#(= φ#,g,n) : BunG,g,n −→ BunH,g,n(
C → S, σ,E
)
7−→
(
C → S, σ, (E ×H)/G
)
where the (right) action of G on E × H is (p, h).g := (p.g, φ(g)−1h). And, similarly, given a
family of curves C → S, we can define the morphism of stacks
(3.0.6)
φ#(= φ#(C/S)) : BunG(C/S) −→ BunH(C/S)
E 7−→ (E ×H)/G.
Remark 3.0.2. Since ΦG,g,n (resp. ΦG(C/S)) is locally of finite type over Mg,n (resp. S) by
Theorem 3.0.1(i), we deduce from [Sta18, Tag 06U9] that the morphisms (3.0.5) (resp. (3.0.6))
are locally of finite type.
Lemma 3.0.3. Any commutative (resp. cartesian) diagram of connected linear algebraic groups
G1
ϕG

φ1
// H1
ϕH

G2
φ2
// H2,
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induces a commutative (resp. cartesian) diagram of moduli stacks
BunG1,g,n
(ϕG)#

(φ1)#
// BunH1,g,n
(ϕH )#

BunG2,g,n
(φ2)#
// BunH2,g,n.
The analogue statement is true for the stack of principal bundles over a fixed family of curves
C → S.
Proof. The proof is essentially the same as [BH10, Lemma 2.2.1]. 
Remark 3.0.4. Observe that if G is trivial, then BunG,g,n = Mg,n. In particular we have the
following cartesian diagrams
G×H

// H

BunG×H,g,n

// BunH,g,n

=⇒
G // 1 BunG,g,n //Mg,n.
Similarly, for any family of curves C → S, we have an isomorphism
BunG×H(C/S) ∼= BunG(C/S)×S BunH(C/S).
3.1. The connected components of BunG,g,n. In this subsection we will recall the description
of the connected components of BunG,g,n, we determine their relative dimension over Mg,n and
we study when these connected components are of finite type over Mg,n (and hence also over
k). And similarly for the connected components of BunG(C/S)→ S.
Recall (see [Mer98, Sec. 10] and [BKG04, Sec. 1.8]) that to any connected (smooth) linear
algebraic group G over k = k it is possible to associate, in a functorial way, a finitely generated
abelian group, denoted by π1(G) and called the fundamental group
4 of G. Consider the exact
sequence of connected linear algebraic groups
(3.1.1) 1→ Gu → G
red
−−→ Gred → 1,
where Gu is the unipotent radical of G (i.e. the largest connected normal subgroup of G that
is unipotent) and Gred := G/Gu is the reductive canonical quotient of G. It turns out that the
morphism red induces an isomorphism (see loc. cit.5)
(3.1.2) π1(red) := π1(G)
∼=
−→ π1(G
red),
where π1(G
red) can be computed from the root data of Gred as explained in §2.1.
Theorem 3.1.1 (Hoffmann [Hof10]). The connected components BunG,g,n (and of BunG(C/S)
for any family of curves C → S with S connected) are in functorial bijection with the funda-
mental group π1(G) of G.
Proof. Hoffmann proves in [Hof10, Theorem 5.8] that, for a curve C over k = k, the connected
components of BunG(C/k) are in functorial bijection with π1(G). This implies our result using
that ΦG : BunG,g,n → Mg,n and ΦG(C/S) : BunG(C/S) → S are smooth (and surjective) by
Theorem 3.0.1, and that Mg,n is connected. 
4The name is justified by the fact that if k = C then pi1(G) coincides with the topological fundamental group
of the complex Lie group G(C).
5If k = C, this isomorphism follows from the well-known fact that the complex Lie group Gu(C) is simply
connected.
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For any δ ∈ π1(G), we denote with
(3.1.3) ΦδG,g,n = Φ
δ
G : Bun
δ
G,g,n →Mg,n
(
resp. ΦδG(C/S) : Bun
δ
G(C/S)→ S
)
the corresponding connected component of BunG,g,n (resp. of BunG(C/S) for a family of curves
C → S with S connected).
The functoriality in the above Theorem 3.1.1 means that for any morphism φ : G → H of
connected linear algebraic groups over k, the induced morphisms (3.0.5) and (3.0.6) respect the
decomposition into connected components, i.e. for any δ ∈ π1(G) and for any family of curves
C → S with S connected, we have that
φ#(Bun
δ
G,g,n) ⊆ Bun
π1(φ)(δ)
H,g,n and φ#(BunG(C/S)) ⊆ Bun
π1(φ)(δ)
H (C/S),
where π1(φ) : π1(G)→ π1(H) is the map induced by the morphism φ.
Corollary 3.1.2. For every g, n ≥ 0 and δ ∈ π1(G), the algebraic stack Bun
δ
G,g,n is smooth
over k (hence regular) and integral.
Proof. The algebraic stack BunδG,g,n is smooth over k because it is smooth overMg,n by Theorem
3.0.1(i) andMg,n is smooth over k. Moreover, being also connected by Theorem 3.1.1, Bun
δ
G,g,n
is integral. 
We now determine the relative dimension of each connected component BunδG,g,n over Mg,n.
To this aim, consider the morphism
(3.1.4) π1(det ◦ad) : π1(G)
π1(ad)
−−−−→ π1(GL(g))
π1(det)
−−−−→
∼=
π1(Gm) = Z,
where ad = adG : G → GL(g) is the adjoint representation of G and det : GL(g) → Gm is the
determinant morphism.
Theorem 3.1.3. The relative dimension of BunδG,g,n → Mg,n (and of Bun
δ
G(C/S) → S for
any family of curves C → S with S connected) is equal to
(g − 1) dimG− π1(det ◦ad)(δ).
If G is reductive, then BunG,g,n is equidimensional over Mg,n (resp. BunG(C/S) is equidimen-
sional over S) of relative dimension equal to
(g − 1) dimG.
Proof. Clearly, it is enough to prove the statement for BunδG(C/k) where C is a curve over
k = k. It is well-known that the first order infinitesimal deformations of a G-bundle E →
C are parametrized by H1(C, ad(E)) while the infinitesimal automorphisms of E → C are
parametrized by H0(C, ad(E)). Hence, the dimension of BunδG(C/k) at a point E → C is equal
to
dimH1(C, ad(E))− dimH0(C, ad(E)) = −χ(ad(E)) = −π1(det ◦ad)(δ) − (1− g) dimG,
where in the last equality we have applied Riemann-Roch theorem to the vector bundle ad(E)
over C which has rank dimG and degree equal to π1(det ◦ad)(δ). For another proof which does
not use deformation theory, see [Beh90, Sec. 8.1].
The last statement follows from the well-know fact that if G is reductive then Im(adG) ⊆
SL(g). For another proof, see [Beh90, Cor. 8.1.9]. 
We now determine which connected components BunδG,g,n are of finite type over Mg,n (and
hence also over k) and, similarly, which connected components BunG(C/S) are of finite type
over S. The answer turns out to depend solely on the group G and not on the pair (g, n) nor
on the family C → S nor on the given connected component.
First of all, we show that unipotent groups give rise to finite type stacks of bundles. To
achieve this, we need the following
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Lemma 3.1.4. Let U be a smooth connected normal unipotent subgroup in G. Then, it admits
a linearly filtered filtration, i.e. a filtration
{1} ⊂ Ur ⊂ . . . ⊂ U1 ⊂ U0 = U
of normal smooth connected unipotent subgroups of G such that the quotient Vi := Ui/Ui+1 is a
vector group, i.e. it is isomorphic to Gma for some m ≥ 1, and the action by conjugation of G
restricted to Vi is linear, i.e. factors through the natural action of GLm on G
m
a .
Proof. Since k is algebraically closed, U is a smooth connected split unipotent group, see [Bor91,
§15]. By [McN14, Thm B], there exists a filtration
{1} ⊂ Ur ⊂ . . . ⊂ U1 ⊂ U0 = U
by G-invariant normal subgroups of U such that the quotient Vi := Ui/Ui+1 is a vector group
and the action by conjugation of G restricted to Vi is linear. Observe that the G-invariance
is equivalent to say that Ui is normal in G. The properties of being connected, smooth and
unipotent are easy to check. 
We are now ready to prove
Proposition 3.1.5. Consider an exact sequence of smooth connected linear algebraic groups
1→ U → G
ϕ
−→ H → 1,
with U unipotent. Then the morphism ϕ# : BunG,g,n → BunH,g,n (resp. the ϕ# : BunG(C/S)→
BunH(C/S) for any family of curves C → S) is smooth, surjective and of finite type.
Proof. We present the proof just for the universal moduli stacks; the proof for the relative case
BunG(C/S) follows immediately by pulling back ϕ# along the morphism S → Mg associated
to the family of curves C → S (up to restricting to the connected components of S). By Lemma
3.1.4 below, the group U admits a linearly filtered filtration
(3.1.5) {1} ⊂ Ur ⊂ . . . ⊂ U1 ⊂ U0 = U
We proceed by induction on the length of the filtration.
Length(U•) = 0 By assumption, U ∼= G
m
a and the action of G by conjugation on U is linear.
Let us first show the surjectivity of ϕ#. Let (π : C → T, σ, F ) ∈ BunH,g,n(T ). Since U is
abelian, there is a conjugation action of H on U and we may form the quotient
UFH := (F × U)/H → C,
with respect to the diagonal action of H on F and U . By hypothesis G, and so H, acts linearly
on U . So, UFH is a vector bundle on C, hence R
2(πfppf)∗(U
F
H ) = 0. We may now apply [Beh90,
Prop. 4.2.5] in order to infer that ϕ# is surjective.
Consider now an object (π : C → T, σ,E) ∈ BunG,g,n(T ). By [Beh90, Proposition 4.2.4],
the fiber of ϕ# over ϕ#((π : C → T, σ,E)) ∈ BunH,g,n(T ) is isomorphic to the moduli stack
BunUEG
(C/T ) of torsors under the (non-constant) underlying additive group scheme of the vector
bundle
UEG := (E × U)/G→ C
where G acts on U by conjugation. By [Beh90, Cor. 8.1.3], the stack BunUEG
(C/T ) is smooth
and of finite type over T , which then implies the same property for ϕ#.
r := Length(U•) > 1 By hypothesis, U sits in the middle of an exact sequence
1→ U1 → U → V → 1,
where U1 is a smooth connected unipotent normal subgroup of G and V is a vector group on
which G acts linearly. In particular, we have that ϕ# factors through
BunG,g,n → BunG/U1,g,n → BunH,g,n.
The second map is smooth, surjective and of finite type by the previous case. Observe that
U1 admits a linearly filtered filtration of length r − 1 (restrict the filtration (3.1.5) to U1). By
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inductive hypothesis, the map BunG,g,n → BunG/U1,g,n is smooth, surjective and of finite type
and so is the map ϕ#. 
Corollary 3.1.6. Let G be a smooth connected linear algebraic group and let red : G → Gred
be its reductive quotient. Then red# : BunG,g,n → BunGred,g,n (resp. red# : BunG(C/S) →
BunGred(C/S) for any family of curves C → S) is smooth, surjective and of finite type.
Proof. Apply Proposition 3.1.5 to the exact sequence (3.1.1). 
We are now ready to show
Proposition 3.1.7. For a connected smooth linear algebraic group G over k, the following
conditions are equivalent:
(i) the reductive group Gred is a torus;
(ii) ΦδG : Bun
δ
G,g,n →Mg,n is of finite type for any pair g, n ≥ 0 and for any δ ∈ π1(G);
(iii) ΦδG : Bun
δ
G,g,n →Mg,n is quasi-compact for some pair g, n ≥ 0 and for some δ ∈ π1(G);
(iv) BunδG,g,n is quasi-compact over k, for some pair g, n ≥ 0 and for some δ ∈ π1(G);
(v) ΦδG(C/S) : Bun
δ
G(C/S) → S is of finite type for any family of curves C → S with S
connected and for any δ ∈ π1(G);
(vi) ΦδG(C/S) : Bun
δ
G(C/S) → S is quasi-compact over S, for some family of curves C → S
with S connected and for some δ ∈ π1(G).
The above Proposition could be well-known to the experts, but we are not aware of any
reference, so that we include a complete proof.
Proof. Let us split the proof in several steps.
(i) ⇒ (ii) and (v) By Proposition 3.1.5, the morphisms BunδG,g,n → Bun
δ
Gred,g,n and Bun
δ
G(C/S)→
BunδGred(C/S) are of finite type. Hence, it is enough to show that if T is a torus then
• ΦδT : Bun
δ
T,g,n →Mg,n is of finite type for any pair g, n ≥ 0 and for any δ ∈ π1(T );
• ΦδT (C/S) : Bun
δ
T (C/S) → S is of finite type for any family C → S (with S connected)
and for any δ ∈ π1(T ).
This follows from the fact that, fixing an isomorphism T ∼= Grm, the stack Bun
δ
T,g,n → Mg,n
(resp. BunδT (C/S)→ S) is isomorphic to the fibered product of r connected components of the
Jacobian stack BunGm,g,n →Mg,n (resp. BunGm(C/S)→ S) which is of finite type.
(ii) ⇒ (iii) and (v) ⇒ (vi) : obvious.
(iii) ⇔ (iv) SinceMg,n is quasi-compact and separated over k, then using [Sta18, Tag 050Y]
and [Sta18, Tag 050W] we deduce that BunδG,g,n →Mg,n is quasi-compact if and only if Bun
δ
G,g,n
is quasi-compact over k.
(iii) or (vi)⇒(i) Both conditions (iii) and (vi) imply that there exists a curve C over k and an
element δ ∈ π1(G) such that Bun
δ
G(C/k) is quasi-compact. Since the morphism BunG(C/k)→
BunGred(C/k) is surjective by Corollary 3.1.6, we deduce that Bun
δ
Gred(C/k) is quasi-compact
by [Sta18, Tag 050X]. Hence the proof will follow from the following
Claim: If G is a reductive group such that BunδG(C/k) is quasi-compact, for some curve C
over k and some δ ∈ π1(G), then G is a torus.
In order to prove the Claim, consider the upper semicontinuous function
(3.1.6)
h : BunδG(C/k) → Z
E 7→ dimH0(C, ad(E)),
where, for any any G-bundle E on C, we denote by ad(E) := (E × g)/G its adjoint bundle,
i.e. the vector bundle on C induced by E via the adjoint representation G → GL(g). Since
BunδG(C/k) is quasi-compact by assumption and h is upper semicontinuous, then h must be
bounded. We now deduce from the boundedness of h the fact that G must be a torus.
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Fix a maximal torus and a Borel subgroup TG ⊂ BG ⊂ G. Let d ∈ π1(TG) = Λ(TG) be a
lift of δ ∈ π1(G) = Λ(TG)/Λ(TGsc). Consider a G-bundle E → C in the image of the morphism
BundTG(C/k)→ Bun
δ
G(C/k). Then its adjoint bundle splits as direct sum of line bundles
ad(E) ∼= O
dimTG
C
⊕
α root
Lα,
such that degLα = (d, α). By direct computation, for any integer m there exists a lift dm of δ
such that (dm, α) ≥ m for any positive root α. In particular, for any m ≥ max{2g− 2, 0} where
g is the genus of C, there exists a G-bundle Pm → C in Bun
δ
G(C/k) such that
h(Pm) = dimTG +
∑
α>0 dimH
0(C,Lα) = dimTG +
∑
α>0((dm, α) + 1− g) ≥
≥ dimTG +#{α > 0}(m+ 1− g) = dimTG + (dimBG − dimTG)(m+ 1− g).
Since h is bounded (as observed above), we must have that dimBG = dimTG, which then forces
TG = BG = G, and the Claim is proved. 
3.2. Finite type open subsets of BunG,g,n and the instability exhaustion. In this subsec-
tion, we study k-finite type open substacks of the moduli stack BunG,g,n (and of BunG(C/S)).
First of all, assuming that G is reductive, we introduce the instability exhaustion of BunδG,g,n,
which provides a cover of BunδG,g,n by open substacks of finite type over k.
Definition 3.2.1. Let G be a reductive group over k and let E → C be a G-bundle on a
smooth curve over k. The bundle has instability degree less than m if for any reduction F to
any parabolic subgroup P ⊆ G, we have
deg(ad(F)) ≤ m,
where ad(F ) := (F × p)/P is the adjoint bundle of F , i.e. the vector bundle on C induced by
F via the adjoint representation P → GL(p).
Remark 3.2.2. Note that if P = G in the above definition (so that F = E) then
deg(ad(E)) = 0,
since the adjoint representation adG of a reductive group G is such that Im(adG) ⊆ SL(g).
Hence, the instability degree of any G-bundle E → C is always non-negative.
For any m ≥ 0, we denote by Bunδ,≤mG,g,n ⊂ Bun
δ
G,g,n the locus of G-bundles (over n-marked
smooth curves) whose geometric fibers having instability degree less than m. The analogous
locus in the relative situation BunδG(C/S) will be denoted by Bun
δ,≤m
G (C/S). Note that the
locus Bunδ,≤0G,g,n is exactly the locus of semistable G-bundles. The properties of the above loci
are collected in the following Proposition, which is based on the results of [Beh90, Sec. 7].
Proposition 3.2.3. Let G be a reductive group over k. Then
(i) the loci {Bunδ,≤mG,g,n}m≥0 form a exhaustive chain of open substacks of Bun
δ
G,g,n (called the
instability exhaustion of BunδG,g,n);
(ii) the stack Bunδ,≤mG,g,n is a smooth algebraic stack of finite type over Mg,n;
(iii) if G is a torus then Bunδ,≤mG,g,n = Bun
δ
G,g,n for any m ≥ 0;
(iv) if G is not a torus then the complement of Bunδ,≤mG,g,n has codimension at least g +m.
The same holds true for the relative moduli stack BunδG(C/S) for any family of curves C → S
with S connected.
Proof. We will show the proposition in the relative case BunδG(C/S); the universal case follows
easily from the relative case.
Part (i): the openness of Bunδ,≤mG (C/S) ⊆ Bun
δ
G(C/S) follows from [Beh90, Theorem 7.2.4].
By definition, it is clear that Bunδ,≤mG (C/S) ⊆ Bun
δ,≤m+1
G (C/S), so that {Bun
δ,≤m
G (C/S)}m≥0
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form a chain of open substacks of BunδG,g,n. The fact that the open substacks {Bun
δ,≤m
G (C/S)}m≥0
cover BunδG(C/S) follows from [Beh90, Lemma 6.1.3], which implies that for any G-bundle E
over a curve C there exists m ≥ 0 such that the instability degree of E is less then m.
Part (ii): the fact that Bunδ,≤mG (C/S) is a smooth algebraic stack locally of finite type over S
follows from Theorem 3.0.1. The fact that Bunδ,≤mG (C/S) is of finite type over S can be proved
with the same arguments of [Beh90, Theorem 8.2.6] (which treats the case S = Spec k). Indeed,
as in loc.cit., the moduli stack Bunδ,≤mG (C/S) has a cover given by a finite number of connected
components of the moduli stack of BunBG(C/S), with BG ⊂ G Borel subgroup, which are of
finite type over S by Proposition 3.1.7.
Part (iii): if G = T is a torus, then its unique parabolic subgroup is T itself. Then Remark
3.2.2 implies that each T -bundle on C → Spec k has instability degree less than 0, or in other
words that BunG(C/S)
δ,≤0 = BunG(C/S)
δ . Then part (i) implies that BunG(C/S)
δ,≤m =
BunG(C/S)
δ for any m ≥ 0.
Part (iv): we follow the same strategy of [BH12, Lemma 2.1]. First of all, it is enough to
prove the statement for S = Spec k with k algebraically closed. Note that Bunδ,≤mG (C/k) (
BunδG(C/k), since Bun
δ,≤m
G (C/k) is of finite type over k by (ii) while Bun
δ
G(C/k) is not of finite
type over k by Proposition 3.1.7 because G is not a torus. Pick an irreducible component
V of BunδG(C/k) \ Bun
δ,≤m
G (C/k) and let f : SpecK → Bun
δ
G(C/k) be a geometric point
mapping onto the generic point of V. The morphism f is the classifying morphism of a G-
bundle E → CK := C ×k K whose degree of instability is greater of m. By definition of degree
of instability, the G-bundle E → CK admits a reduction to a P -bundle F → CK for some
parabolic subgroup P ⊆ G such that
(3.2.1) deg(ad(F )) ≥ m+ 1.
Let BunǫP (C/k) be the connected component of BunP (C/k) containing F → CK . By construc-
tion, we have a morphism
ι# : Bun
ǫ
P (C/k)→ Bun
δ
G(C/k),
which is dominant onto V. Hence, using Theorem 3.1.3 and (3.2.1), we deduce that
dimV ≤ dimBunǫP (C/k) = −deg(ad(F)) + (g − 1)dimP ≤ −(m+ 1) + (g − 1)dimP.
Then, using that dimBunδG(C/k) = (g − 1) dimG again by Theorem 3.1.3, we conclude that
codimV ≥ (g − 1)(dimG− dimP ) +m+ 1 ≥ g +m,
where in the last inequality we used that P ( G which follows from (3.2.1) and Remark 3.2.2. 
A useful corollary of the above result is the following.
Corollary 3.2.4. Assume that G is non-abelian reductive group and let N ∈ N. Any morphism
f : X → BunδG,g,n, with X a quasi-compact algebraic stack (over k), factors through an open
substack (of finite type over k) Bunδ,≤mG,g,n ⊂ Bun
δ
G,g,n for some m ≫ 0, such that the comple-
mentary substack has codimension at least N . The same holds true for the relative moduli stack
BunδG(C/S).
Proof. We present the proof only for the universal case, the proof for the relative case uses the
same argument.
Since X is quasi-compact and {Bunδ,≤mG,g,n}m≥0 form a exhaustive chain of open substacks of
BunδG,g,n by Proposition 3.2.3, we get that f(X ) is contained in Bun
δ,≤m
G,g,n (for some m ≥ 0),
which is equivalent to say that f factors through Bunδ,≤mG,g,n.
Since the codimension of the complement BunδG,g,n \Bun
δ,≤m
G,g,n goes to infinity as m increases
by Proposition 3.2.3(iv), we can obtain, up to increasing m, that the complementary substack
of Bunδ,≤mG,g,n has codimension at least N . 
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Next, we prove that, for an arbitrary connected (smooth) linear algebraic group G, every
k-finite type open substack of BunG,g,n is a quotient stack over k (in the sense of Proposition
2.3.5), with a notable exception.
Proposition 3.2.5. If (g, n) 6= (1, 0) then any open substack of BunG,g,n which is of finite type
over k is a quotient stack over k.
The same holds true for the relative moduli stack BunG(C/S), if the family of curves C → S
has relative genus g 6= 1 or if it has a section.
The above Proposition is false for (g, n) = (1, 0). For example, if G = {1} is trivial, then
Bun{1},1,0 =M1,0 is of finite type over k but it is not a quotient stack since its geometric points
have non-affine automorphism groups.
Proof. Let us first prove the first statement. Fix U ⊂ BunG,g,n an open substack of finite type
over k. By [EHKV01, Lemma 2.12], it is enough to show that there exists a vector bundle
V → U such that the automorphism group of any geometric point x of U acts faithfully on the
fiber Vx.
Assume first G = GLr. Then, we can identify BunGLr ,g,n with the moduli stack of objects
(π : C → S, σ,E), where (π : C → S, σ) is a family of n-pointed curves of genus g and E is
rank r vector bundles over C. Since (g, n) 6= (1, 0), there exists a relatively ample line bundle
L on the universal family Cg,n →Mg,n by Remark 1.0.5. Since U is of finite type, by standard
arguments there exists an integer k ≫ 0 such that for any object (π : C → S, σ,E) ∈ U(S), if
we denote by LS the pull-back of L along the modular morphism C → Cg,n, we have that
(3.2.2)
LkC is relatively very ample on π : C → S,
E(k) := E ⊗ LkC is relatively globally generated on π : C → S,
π∗L
k
C and π∗E(k) are locally free sheaf on S and commute with base change.
Consider now the vector bundle V → U defined, for any (π : C → S, σ,E) ∈ U(S), as
(3.2.3) V((π : C → S, σ,E)) := π∗L
k
C ⊕ π∗E(k).
We will now show that the automorphism group of any geometric point x of U acts faithfully on
the fiber Vx, which will conclude the proof for GLr. Let (C, σ,E) ∈ U(K) be a geometric point
of U . An element in Aut(C, σ,E) is a pair (ϕ, f), where ϕ : C
∼=
−→ C is an automorphism of the
curve preserving the marked points and f : ϕ∗E
∼=
−→ E is an automorphism of vector bundles.
Since the line bundle LC is the pull-back of a line bundle on the universal family Cg,n, there
exists a canonical isomorphism L(ϕ) : ϕ∗LC
∼=
−→ LC . The action of (ϕ, f) on a global section
(η, e) ∈ V((C, σ,E)) = H0(C,LkC)⊕H
0(C,E(k)) is given by
(3.2.4) (ϕ, f) ◦ (η, e) =
(
L(ϕ)k(ϕ∗η), (f ⊗ L(ϕ)k)(ϕ∗e)
)
.
Assume that (ϕ, f) acts trivially on any global section of V((C, σ,E)). Since ϕ fixes all the
sections of H0(C,LkC) and L
k
C is very ample on C, ϕ must be the identity, i.e. (ϕ, f) = (id, f).
Since (id, f) fixes all the sections of E(k) and E(k) is global generated, then also f must be the
identity. Hence, we conclude that Aut(C, σ,E) acts faithfully on V((C, σ,E)) and we are done.
Let G be an arbitrary (smooth and connected) linear algebraic group, fix a faithful represen-
tation ρ : G→ GLr and consider the morphism
ρ# : BunG,g,n → BunGLr,g,n.
Since U ⊂ BunG,g,n is of finite type over k (hence quasi-compact), Corollary 3.2.4 implies there
exists a k-finite type open substack U ⊂ BunGLr,g,n such that ρ#(U) ⊆ U . We choose V → U as
the pull-back, along the morphism ρ# : U → U , of a vector bundle V → U as in the previous case.
We now conclude since, given a geometric point (C, σ,E) ∈ U(K), the action of Aut((C, σ,E))
on V((C, σ,E)) = V((C, σ, ϕ#(E))) is faithful because we have an injective homomorphism
Aut(C, σ,E) →֒ Aut(C, σ, ρ#(E))
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and the group Aut(C, σ, ρ#(E)) acts faithful on V((C, σ, ϕ#(E))) by our choice of the vector
bundle V → U .
The second statement about BunG(C/S) is proved with a similar argument starting from a
relatively ample line bundle L on π : C → S, which exists by Remark 1.0.3. 
3.3. On the forgetful morphism ΦG : BunG,g,n → Mg,n. The aim of this subsection is to
prove that, for a reductive group G, the forgetful morphism ΦδG : Bun
δ
G,g,n →Mg,n is Stein (in
the sense of Definition 2.3.3) for any δ ∈ π1(G).
Before doing this, we need to introduce an auxiliary stack, which is a slight generalization of
the moduli stack of principal bundles. The first part of the subsection is a repetition of [BH10,
§4.2] in the context of non-trivial families of curves. However, we briefly recall the main points
and we refer the reader to loc. cit. for more details.
Let Ĝ be a reductive sitting in the middle of an exact sequence
(3.3.1) 1→ G→ Ĝ
dt
−→ Gm → 1,
with G semisimple and simply connected. In particular, π1(Ĝ) = π1(Gm) = Z.
Let C → S be a family of smooth curves of genus g admitting a section σ. We will sometimes
make the following assumption:
(⋆) there exists an isomorphism between the formal completion of C at σ and Spf(OSJtK).
We remark that such an isomorphism always exists Zariski-locally on S.
Consider the algebraic stack ΦGd,σ(C/S) : BunGd,σ(C/S)→ S parametrizing twisted principal
G-bundles on C → S, i.e. pairs (E,ϕ) such that
• E → C is a principal Ĝ-bundle,
• ϕ is an isomorphism dt#(E) ∼= O(dσ) of Gm-bundles.
In particular, there is a forgetful morphism of algebraic stacks over S
(3.3.2)
BunGd,σ(C/S) −→ Bun
d
Ĝ
(C/S) ⊂ Bun
Ĝ
(C/S),
(E,ϕ) 7→ E.
For any linear algebraic k-group H, we define the following functors over an affine S-scheme
T = Spec(R):
(i) The loop group LH(T ) := H(RLtM),
(ii) The positive loop group L+H(T ) := H(RJtK),
(iii) The affine Grassmannian GrH(T ), which is the sheafification on the fpqc-topology of the
quotient LH(T )/L+H(T ).
If the family C → S satisfies (⋆), the affine Grassmannian GrH can be identified with the
functor of H-bundles on C → S with a trivialization on the complement U := C \ Im(σ) of the
section σ (see [Fal03, §6]). In particular, there is a well-defined morphism of categories fibered
in groupoids (over the category of schemes over S)
(3.3.3) glueH,σ : GrH −→ BunH(C/S),
which forgets the trivialization on U .
Fix now a cocharacter δ : Gm → Ĝ such that dt ◦δ = d ∈ Hom(Gm,Gm) = Z = π1(Gm).
Denote by tδ ∈ LĜ(S) the image of t ∈ LGm(S) via the morphism δ∗ : LGm → LĜ. We then
have a morphism of affine Grassmannians:
(3.3.4)
tδ∗ : GrG −→ GrĜ
f · L+G 7→ tδf · L+Ĝ.
The composition glue
Ĝ,σ
◦tδ∗ factors as
(3.3.5) glueĜ,σ ◦t
δ
∗ : GrG
glueG,σ,d
−−−−−→ BunGd,σ(C/S)→ Bun
d
Ĝ
(C/S) ⊂ BunĜ(C/S)
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due to the fact that dt∗ ◦t
δ
∗ : GrG → GrĜ → GrGm is constant with image equal to the line
bundle O(dσ), together with a trivialization on U . An important property of the morphism
glueG,σ,d is provided by the following result.
Lemma 3.3.1. Let π : C → S be a family of curves with a section σ and a Ĝ-bundle E. Then,
any trivialization of the line bundle dt#(E) on U := C \ Im(σ) can be lifted, after a suitable
e´tale base change S′ → S, to a trivialization of E ×S S
′ on U ×S S
′. In particular, glueG,σ,d
admits a section e´tale-locally on S.
Proof. It is a generalization of [DS95, Theorem 3]. One can modify the argument in the proof
of loc. cit. arguing as in Lemma [BH10, Lemma 4.2.2]. 
We are now ready to show the following
Proposition 3.3.2. If G is reductive, then ΦδG : Bun
δ
G,g,n →Mg,n is Stein for any δ ∈ π1(G).
Proof. Theorem 3.0.1 gives that ΦδG is faithfully flat and locally of finite presentation, which
implies that ΦδG is fpqc. In order to conclude that Φ
δ
G is Stein, it remains to show that the ho-
momorphism (ΦδG)
# : OMg,n → (Φ
δ
G)∗(OBunδG,g,n
) is a universal isomorphism. For that purpose,
it is also enough to show that, for any family of (smooth) curves C → S of genus g admitting a
section σ satisfying the condition (⋆) and with S being a connected affine noetherian scheme, the
morphism ΦδG(C/S) : Bun
δ
G(C/S)→ S is such that Φ
δ
G(C/S)
# : OS → Φ
δ
G(C/S)∗(OBunδG(C/S)
)
is an isomorphism (or equivalently that ΦδG(C/S) is a Stein morphism).
We divide the proof into the following steps:
(i) G = T a torus;
(ii) twisted bundles, i.e. ΦGd,σ(C/S) : BunGd,σ(C/S)→ S;
(iii) product of twisted bundles and torus bundles, i.e. ΦGd,σ(C/S)×Φ
ǫ
T (C/S) : BunGd,σ(C/S)×S
BunǫT (C/S)→ S with T a torus;
(iv) G an arbitrary reductive group.
Step (i) The morphism ΦδT (C/S) : Bun
δ
T (C/S) → S is a Stein morphism since it is the
composition of a T -gerbe BunδT (C/S) → Bun
δ
T (C/S) ( T with an abelian algebraic space
BunδT (C/S) ( T → S (see §4.1 for more details).
Step (ii) Consider the commutative diagram
GrG
glueG,σ,d
//
f
  ❇
❇❇
❇❇
❇❇
❇
BunGd,σ(C/S),
ΦGd,σ (C/S)
xxrr
rr
rr
rr
rr
r
S
where glueG,σ,d is the morphism (3.3.5). Since glueG,σ,d admits a section e´tale-locally on S by
Lemma 3.3.1, we have that the natural homomorphism
ΦGd,σ(C/S)∗(glue
#
G,σ,d) : ΦGd,σ(C/S)∗
(
OBunGd,σ (C/S)
)
→ f∗OGrG
is injective. Hence, it is enough to show that f# : OS → f∗OGrG is an isomorphism.
The affine Grassmannian f : GrG → S is an ind-scheme, which is the direct limit of flat and
projective morphisms fi : Yi → S with geometrically integral fibers (see [Fal03]). By standard
arguments, each homomorphism f#i : OS → (πi)∗OYi is an isomorphism. Since, by definition of
morphisms of ind-schemes, f# is the inverse limit of the homomorphisms f#i , we deduce that
f# is an isomorphism, q.e.d.
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Step (iii) Let Ĝ be a group sitting in the middle of (3.3.1). The natural map Bun
(d,ǫ)
Ĝ×T
(C/S)→
Bund
Ĝ
(C/S) is Stein by Remark 3.0.4 and Step (i). Since the diagram
(3.3.6) BunGd,σ(C/S) ×S Bun
ǫ
T (C/S)
//
pr#

Bun
(d,ǫ)
Ĝ×T
(C/S)

BunGd,σ(C/S)
// Bund
Ĝ
(C/S)
is cartesian, then also the morphism pr# must be Stein. We conclude using that ΦGd,σ(C/S) :
BunGd,σ(C/S)→ S is Stein by Step (ii).
Step (iv) By Lemma [BH10, Lemma 5.3.2], for any δ ∈ π1(G), there exists a reductive group
Ĝ sitting in the middle of an exact sequence as in (3.3.1), equipped with a central isogeny
Ĝ×R(G)→ G×Gm inducing a faithfully flat map of moduli stacks
(3.3.7) Bun
(1,0)
Ĝ×R(G)
(C/S)→ Bun
(δ,1)
G×Gm
(C/S).
Consider the following cartesian diagram
(3.3.8) BunGd,σ(C/S)×S Bun
0
R(G)(C/S)
//


Bun
(1,0)
Ĝ×R(G)
(C/S)

BunδG(C/S)
// Bun
(δ,1)
G×Gm
(C/S)
Since, the map (3.3.7) is faithfully flat, also the left vertical map in (3.3.8) is faithfully flat;
hence, in particular, its structural morphism is injective. This fact, together with the fact
that the morphism BunGd,σ(C/S) ×S Bun
0
R(G)(C/S) → S is Stein by Step (iii), implies that
ΦδG(C/S) : Bun
δ
G(C/S)→ S is also Stein. 
3.4. On the reductions to a Borel subgroup. The aim of this subsection is to study the
morphism from the moduli stack of BG-bundles to the moduli stack of G-bundles, where BG
is a Borel subgroup of a reductive group G. The main Theorem is the following one, which is
based upon results of Drinfeld-Simpson [DS95] and Holla [Hol] (which indeed relies on a result
of Harder [Har74]).
Theorem 3.4.1. Let G be a reductive group over k and choose a maximal torus TG with
associated Borel subgroup j : BG →֒ G.
(i) For any d ∈ π1(TG) = π1(B
red
G ) = π1(BG), the morphism
j# : Bun
d
BG,g,n
−→ Bun
[d]
G,g,n
is of finite type.
(ii) For any δ ∈ π1(G) there exists a representative d ∈ π1(TG) = π1(B
red
G ) = π1(BG), i.e.
[d] = δ, such that the morphism of moduli stacks
j# : Bun
d
BG,g,n
−→ BunδG,g,n
is smooth with geometrically integral fibers of dimension
∑
α<0(α, d)+(g−1) dim(G/BG),
where {α < 0} ⊂ Λ∗(TG) is the set of negative roots with respect to the Borel subgroup BG.
Proof. Part (i): first of all, the morphism j# is locally of finite type by Remark 3.0.2. Hence it
is enough to show that j# is quasi-compact.
Theorem 3.0.1(ii) implies that the diagonal of Φ
[d]
G : Bun
[d]
G,g,n → Mg,n is affine, and hence
quasi-compact and quasi-separated, which by definition means that the morphism Φ
[d]
G is quasi-
separated. Using this and the fact that ΦdBG : Bun
d
BG,g,n
→ Mg,n is of finite type, and hence
quasi-compact, by Proposition 3.1.7, we deduce that j# is quasi-compact by [Sta18, Tag 050Y].
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Part (ii): first of all, observe that the canonical diagram
(3.4.1) BundBG,g,n
j#
//


BunδG,g,n

Bund
ss
BG/R(G),g,n
// Bunδ
ss
Gss,g,n
is cartesian by Lemma 3.0.3. So, without loss of generality, we can assume that G is semisimple.
By [DS95, §4], the smoothness and the formula for the relative dimension of j# hold if
(α, d) ≤ min{1, 2 − 2g} for any positive root α.
The fiber over a S-point (C → S, σ,E) is canonically identified with the moduli space
Secd(C,E/BG) of sections of the flag bundle E/BG → C of type d, i.e. the induced BG-
reduction is in the connected component BundBG,g,n. Holla proved in [Hol, Theorem 5.1 and
Remark 5.14] that there exists N ∈ Z such that if (α, d) ≤ N for any positive root α, then
the morphism Secd(C,E/BG) → S has geometrically connected fibers. We remark that the
statement loc. cit. is presented when S is the spectrum of a field. However, in the proof the
author showed that the integer N exists for any family of curves over an integral affine scheme
of finite type over Z.
Hence, to conclude the proof, we need a representative d such that (α, d) ≤ min{1, 2−2g,N}
for any positive root α. This can be shown either by direct computation or as direct consequence
of [DS95, Proposition 3]. 
3.5. Tautological line bundles. In this subsection, we will introduce certain natural line
bundles on BunG,g,n, that we call tautological line bundles.
With this in mind, let us recall two standard ways of producing line bundles on the base of a
family of curves (see [ACG11, Chap. XIII, Sec. 4, 5] and the references therein). Let π : C → S
be a family of smooth curves over an algebraic stack S and let ωπ be the relative dualizing
line bundle. For any coherent sheaf F on C flat over S, we associate a line bundle dπ(F) over
the base S, called the determinant of cohomology of F with respect to π : C → S and defined
as it follows: choose a complex of locally free sheaves of finite rank f : K0 → K1 such that
ker(f) ∼= π∗(F) and coker(f) ∼= R
1π∗(F) (this is always possible), and define
(3.5.1) dπ(F) := det π∗(K0)⊗ det π∗(K1)
−1 ∈ Pic(X ).
The determinant of cohomology is functorial with respect to base change, and it is multiplicative
in short exact sequences and compatible with Serre’s duality, i.e.:
(3.5.2)
{
dπ(G) ∼= dπ(F) ⊗ dπ(E) for any short exact sequence 0→ F → G → E → 0,
dπ(F ⊗ ωπ) ∼= dπ(F
∨) if F is locally free.
Moreover, if we have two line bundles F and G on C, we can produce a line bundle 〈F ,G〉π =
〈F ,G〉 over S, called the Deligne pairing of F and G with respect to π : C → X , which is related
to the determinant of cohomology via the following isomorphism:
(3.5.3) 〈F ,G〉π ∼= dπ(F ⊗ G)⊗ dπ(F)
−1 ⊗ dπ(G)
−1 ⊗ dπ(O).
The Deligne pairing is symmetric, bilinear and compatible with sections, i.e.
(3.5.4)

〈F ,G〉π ∼= 〈G,F〉π ,
〈F1 ⊗F2,G〉π ∼= 〈F1,G〉π ⊗ 〈F2,G〉π,
〈O(σ),F〉π ∼= σ
∗(F), where σ is a section of π.
The first Chern classes of the Deligne pairing is given by
(3.5.5) c1(〈F ,G〉π) = π∗(c1(F) · c1(G)).
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In our setting, we will apply the above two constructions to the universal family of G-bundles
(π : CG,g,n → BunG,g,n, σ, E). To start with, we produce natural line bundles on CG,g,n via the
following procedure. Any character χ : G→ Gm gives rise to a morphism of stacks (see (3.0.5))
χ# : BunG,g,n → BunGm,g,n.
By pulling back via χ# the universal Gm-bundle (i.e. line bundle) on the universal curve over
BunGm,g,n, we get a line bundle Lχ over the universal curve π : CG,g,n → BunG,g,n. Then, using
these natural line bundles on CG,g,n and the sections σ1, . . . , σn of π, we define the following line
bundles, that we call tautological line bundles:
(3.5.6)
L (χ, ζ) := dπ
(
Lχ(ζ1 · σ1 + . . . + ζn · σn)
)
,
〈(χ, ζ), (χ′, ζ ′)〉 := 〈Lχ(ζ1 · σ1 + . . .+ ζn · σn),Lχ′(ζ
′
1 · σ1 + . . .+ ζ
′
n · σn)〉π,
for χ, χ′ ∈ Hom(G,Gm) and ζ = (ζ1, . . . , ζn), ζ
′ = (ζ ′1, . . . , ζ
′
n) ∈ Z
n. From (3.5.3), we deduce
that
(3.5.7) 〈(χ, ζ), (χ′, ζ ′)〉 := L (χ+ χ′, ζ + ζ ′)⊗L (χ, ζ)−1 ⊗L (χ′, ζ ′)−1 ⊗L (0, 0).
When n = 0, we will write L (χ) := L (χ, 0) and 〈χ, χ′〉 := 〈(χ, 0), (χ′, 0)〉. Note that L (0, ξ)
and 〈(0, ξ), (0, ξ′)〉, for any ξ, ξ′ ∈ Zn, are pull-back of line bundles on Mg,n = Bun{id},g,n.
Remark 3.5.1. The reader may have noticed that we have not used the relative dualizing sheaf
ωπ (or powers of it) of the universal family CG,g,n → BunG,g,n in the definition of the tautological
line bundles. This is due to the following relations that hold for any family of curves π : C → S,
for any line bundle L on C and for any n ∈ Z:
(3.5.8)
{
〈L, ωπ〉π ∼= dπ(L)
−1 ⊗ dπ(L
−1) = 〈L,L〉π ⊗ dπ(L)
−2 ⊗ dπ(O)
2,
dπ(ω
n
π ⊗ L)
∼= dπ(L)
1−2n ⊗ 〈L,L〉nπ ⊗ dπ(O)
6n2−4n,
where the first formula is obtained by applying (3.5.3) twice, one to the pair (L, ωπ) and the
other to the pair (L,L−1), and the second formula is obtained by applying (3.5.3) to 〈L, ωnπ〉π
and using Mumford’s formula dπ(ω
n
π)
∼= dπ(O)
6n2−6n+1 (see [ACG11, Chap. XIII, Thm. 7.6]).
4. Reductive abelian case
In this section, we will compute the relative Picard group of BundT,g,n:
(4.0.1) RPic(BundT,g,n) := Pic(Bun
d
T,g,n)/(Φ
d
T )
∗(Pic(Mg,n)),
where T is a torus, d ∈ π1(T ) = Λ(T ) and Φ
d
T : Bun
d
T,g,n → Mg,n is the natural forgetful
morphism. The three cases g ≥ 2, g = 1 and g = 0 behave differently. The first two cases are
similar and they are collected in the following
Theorem 4.0.1. Assume g ≥ 1.
(1) The relative Picard group RPic(BundT,g,n) is generated by the tautological line bundles
(3.5.6) and there are exact sequences of abelian groups
(4.0.2) 0→ Sym2 (Λ∗(T ))⊕ (Λ∗(T )⊗ Zn)
τT+σT−−−−→ RPic
(
BundT,g,n
)
ρT−→ Λ∗(T )→ 0 if g ≥ 2,
(4.0.3) 0→ Sym2 (Λ∗(T ))⊕ (Λ∗(T )⊗ Zn)
τT+σT−−−−→ RPic
(
BundT,1,n
)
ρT−→
Λ∗(T )
2Λ∗(T )
→ 0 if g = 1,
where τT (= τT,g,n) (called transgression map) and σT (= σT,g,n) are defined by
τT (χ · χ
′) = 〈(χ, 0), (χ′, 0)〉, for any χ, χ′ ∈ Λ∗(T ),
σT (χ⊗ ζ) = 〈(χ, 0), (0, ζ)〉, for any χ ∈ Λ
∗(T ) and ζ ∈ Zn,
29
and ρT (= ρT,g,n) is the unique homomorphism such that
ρT (L (χ, ζ)) =
{
χ ∈ Λ∗(T ) if g ≥ 2,
[χ] ∈ Λ
∗(T )
2Λ∗(T ) if g = 1,
for any χ ∈ Λ∗(T ) and ζ ∈ Zn.
Furthermore, the exact sequences (4.0.2) and (4.0.3) are controvariant with respect to
homomorphisms of tori.
(2) Fix an isomorphism T ∼= Grm which induces an isomorphism Λ
∗(T ) ∼= Λ∗(Grm) = Z
r.
Denote by {ei}
r
i=1 the canonical basis of Z
r and by {fj}
n
j=1 the canonical basis of Z
n.
The relative Picard group of BundT,g,n is freely generated by
〈(ei, 0), (0, fj)〉 = σ
∗
j (Lei), for i = 1, . . . , r, and j = 1, . . . , n,
〈(ei, 0), (ek , 0)〉 = 〈Lei ,Lek〉, for
{
1 ≤ i ≤ k ≤ r if g ≥ 2,
1 ≤ i < k ≤ r if g = 1,
L (ei, 0) = dπ(Lei), for i = 1, . . . , r.
Note that the homomorphisms τT and σT are well-defined in the full Picard group of Bun
d
T,g,n
(and not just in its relative Picard group).
The case g = 0 is rather different from the other cases and we isolate it in the following
Theorem 4.0.2. Assume g = 0.
(1) The relative Picard group RPic(BundT,0,n) is generated by the tautological line bundles
(3.5.6) and there is an injective homomorphism
(4.0.4) RPic
(
BundT,0,n
) wdT=wdT,0,n
−−−−−−−→ Λ∗(T ),
defined by {
wdT (L (χ, ζ)) = [(d, χ) + |ζ|+ 1]χ,
wdT (〈(χ, ζ), (χ
′, ζ ′)〉) = [(d, χ′) + |ζ ′|]χ+ [(d, χ) + |ζ|]χ′,
where (d, χ), (d, χ′) ∈ Z are obtained from the perfect pairing (2.1.7), |ζ| =
∑
i ζi ∈ Z
and similarly for |ζ ′|.
Moreover, the homomorphism (4.0.4) is controvariant with respect to homomorphisms
of tori.
(2) The image of wdT is equal to
Im(wdT ) =
{
Λ∗(T ) if n ≥ 1,
{χ ∈ Λ∗(T ) : (d, χ) ∈ 2Z} if n = 0.
In particular, wdT is an isomorphism if either n ≥ 1 or n = 0 and d ∈ 2Λ(T ), while it is
an index two inclusion in the remaining cases.
(3) Fix an isomorphism T ∼= Grm which induces isomorphisms Λ
∗(T ) ∼= Λ∗(Grm) = Z
r
and Λ(T ) ∼= Λ(Grm) = Z
r. Write d = (d1, . . . , dr) ∈ Z
r under the above isomorphism
Λ(T ) ∼= Zr. Denote by {ei}
r
i=1 the canonical basis of Z
r, by {fj}
n
j=1 the canonical basis
of Zn and by {ǫi}
r
i=1 a basis of the subgroup
{χ = (χ1, . . . , χr) ∈ Z
r : (χ, d) =
r∑
i=1
χidi ∈ 2Z} ⊆ Z
r.
The relative Picard group of BundT,0,n is freely generated by{〈(ei, 0), (0, f1)〉 = σ
∗
1(Lei)}
r
i=1 if n ≥ 1,{
dπ(ω
(d,ǫi)
2
π ⊗ Lǫi) = L (ǫi)
1−(d,ǫi) ⊗ 〈ǫi, ǫi〉
(d,ǫi)
2
}r
i=1
if n = 0.
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With the aim of proving the above Theorems, we will study in the next subsection the
restriction of the line bundles on BunT,g,n to the geometric fibers over Mg,n.
4.1. The restriction of the Picard group to the fibers I. continuous The aim of this
subsection is to define a T -gerbe structure on BunT,g,n and to study the restriction of the
relative Picard group of BunT,g,n to a fiber over a geometric point of Mg,n.
The automorphism group of any S-point (C → S, σ1, . . . , σn, E) of BunT,g,n contains the torus
T , which is indeed isomorphic to the subgroup of automorphisms of (C → S, σ1, . . . , σn, E) that
induce the identity on the underlying family of marked curves (C → S, σ1, . . . , σn). Therefore
we can consider the rigidification ΠT : BunT,g,n → JT,g,n := BunT,g,n ( T of BunT,g,n by the
torus T (see [Rom05, Sec. 5]). By definition, BunT,g,n is a T -gerbe over JT,g,n. This implies
that the connected components of JT,g,n are exactly
JdT,g,n := ΠT (Bun
d
T,g,n) for d ∈ π1(T ) = Λ(T )
and ΠT restricts to a T -gerbe Π
d
T : Bun
d
T,g,n → J
d
T,g,n. The stack J
(d)
T,g,n admits a forgetful
morphism Ψ
(d)
T : J
(d)
T,g,n →Mg,n over the moduli stack of curves and we set:
RPic(J
(d)
T,g,n) := Pic(J
(d)
T,g,n)/(Ψ
(d)
T )
∗ Pic(Mg,n).
The Leray spectral sequence for the e´tale sheaf Gm with respect to the morphism Π
(d)
T gives
the exact sequence of (relative) Picard groups:
(4.1.1) 0→ Rel Pic(J
(d)
T,g,n)
(Π
(d)
T )
∗
−−−−→ Rel Pic(Bun
(d)
T,g,n)
w
(d)
T−−→ Pic(BT ) = Λ∗(T ).
The homomorphism wT , called the weight function, can be computed as it follows. Let F be a
line bundle on BunT,g,n and fix a k-point ξ := (C, x1, . . . , xn, E) of BunT,g,n. The automorphism
group of ξ acts on the fiber Fξ of F over ξ. Since the torus T is contained in the automorphism
group of ξ, this defines an action of T on Fξ ∼= k which is given by a character of T . This
character, which is independent of the chosen k-point ξ and on the chosen isomorphism Fξ ∼= k,
coincides with wT (F).
We now describe the fiber of ΠT : BunT,g,n → JT,g,n over a geometric point (C, p1, . . . , pn) of
Mg,n. Consider the Jacobian stack J (C) parametrizing line bundles on C and its rigidification
J(C) := J (C) ( Gm, which is the Jacobian variety of C. The connected components of J (C)
and of J(C) are
J (C) =
∐
e∈Z
J e(C)→ J(C) =
∐
e∈Z
Je(C),
where J e(C) is the stack parametrizing line bundles on C of degree e and Je(C) = J e(C)(Gm.
Equivalently, there is a commutative diagram of sets
(4.1.2) J (C) //
""❉
❉❉
❉❉
❉❉
❉
J(C)
}}④④
④④
④④
④④
Z
whose fiber over e ∈ Z is the Gm-gerbe J
e(C)→ Je(C).
The fiber of ΠT : BunT,g,n → JT,g,n over a geometric point (C, p1, . . . , pn) of Mg,n is canoni-
cally isomorphic to the T -gerbe
(4.1.3) JT (C) := Hom(Λ
∗(T ),J (C))
ΠT (C)
−→ Hom(Λ∗(T ), J(C)) =: JT (C).
The connected components of (4.1.3) are exactly the fibers of the T -gerbe ΠdT : Bun
d
T,g,n → J
d
T,g,n
and they are given by
(4.1.4) J dT (C) := Homd(Λ
∗(T ),J (C))
ΠdT (C)−→ Homd(Λ
∗(T ), J(C)) =: JdT (C).
where Homd denote the set of homomorphisms whose composition with the diagonal homomor-
phisms of (4.1.2) is the element d ∈ X(T ) = Hom(X∗(T ),Z).
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We now recall the explicit description of the Picard group of J dT (C), where C is a smooth
curve defined over an algebraically closed field k, adapting the description of [BH10, Sec. 3]
from d = 0 to an arbitrary d ∈ Λ(T ).
First of all, the Gm-gerbe J (C)→ J(C) is trivial, i.e. J (C) ∼= J(C)×BGm, since it admits
sections each of which correspond to a Poincare´ line bundle on J(C) × C. This implies that
also the T -gerbe ΠT (C) (and hence also Π
d
T (C)) is trivial, i.e. JT (C)
∼= JT (C) × BT . Hence
the Leray spectral sequence for the e´tale sheaf Gm with respect to the morphism Π
d
T (C) gives
the following split short exact sequence of Picard groups:
(4.1.5) 0 // Pic(JdT (C))
ΠdT (C)
∗
// Pic(J dT (C))
wdT (C) // Pic(BT ) = Λ∗(T )
sp
kk
// 0,
where the section sp, that depends on a chosen point p ∈ C(k), sends an element χ ∈
X∗(T ) = Hom(T,Gm) into the line bundle on J
d
T (C) naturally associated to the Gm-bundle
χ#(PC)|J dT (C)×{p}
, where PC is the universal T -bundle on JT (C)× C.
The continuous part of the Picard groups of JdT (C) and of J
d
T (C) can be described as follows.
Any character χ ∈ Λ∗(T ) determines a morphism
χ# : J
d
T (C) = Homd(Λ
∗(T ),J (C))→ J (d,χ)(C)
φ 7→ φ(χ).
Denote by LC,χ the pull-back via χ# × idC : J
d
T (C)×C → J
(d,χ)(C)×C of the universal line
bundle LC on J
(d,χ)(C)×C, and let p1 and p2 be the projections of J
d
T (C)×C onto the first
and second factor, respectively. There is an injective homomorphism
(4.1.6)
jdT (C) : Hom(Λ(T ), JC (k)) = Λ
∗(T )⊗ JC(k) →֒ Pic(J
d
T (C)),
χ⊗N 7→ 〈LC,χ, p
∗
2(N)〉p1 .
Using the analogue of formula (3.5.3) for the morphism p1 and the functoriality of the determi-
nant of cohomology, we get
(4.1.7) 〈LC,χ, p
∗
2(N)〉p1 = dp1(LC,χ ⊗ p
∗
2(N)) ⊗ dp1(LC,χ)
−1 = t∗N (dp1(LC,χ))⊗ dp1(LC,χ)
−1,
where tN : J
d
T (C) → J
d
T (C) is the translation by N . Arguing as in [MV14, Lemma 6.2] and
using that the line bundles LC,χ⊗ p
∗
2(N) and LC,χ have both p1-relative degree equal to (d, χ),
we compute
wdT (C)(dp1(LC,χ ⊗ p
∗
2(N))) = [(d, χ) + 1− g]χ = w
d
T (C)(dp1(LC,χ)).
This, together with formula (4.1.7), implies that the weight of the line bundles 〈LC,χ, p
∗
2(N)〉p1
are zero; hence the morphism jdT (C) factors as
(4.1.8) jdT (C) : Λ
∗(T )⊗ JC(k)
  j
d
T (C) // Pic(JdT (C))
  Π
d
T (C)
∗
// Pic(J dT (C)).
The quotients
NS(JdT (C)) := Pic(J
d
T (C))/Im(j
d
T (C))
 Π
d
T (C)
∗
// NS(J dT (C)) := Pic(J
d
T (C))/Im(j
d
T (C))
are called the Neron-Severi groups; they are discrete groups that admit the following description.
First of all, at the level of the Neron-Severi groups the splitting of the sequence (4.1.5) is
canonical (i.e. independent of the point p ∈ C), and hence we get a canonical isomorphism
(4.1.9)
NS(J dT (C))
∼=
−→ NS(JdT (C))⊕X
∗(T ),
[L] 7→ ([L⊗ sp(w
d
T (L))
−1], wdT (L)).
The Neron-Severi group of JdT (C) admits the following explicit description. The Jacobian
JC = J
0(C) of C is endowed with a standard principal polarization φθ : JC
∼=
−→ J∨C induced by
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the theta divisor. This determines an involution (called the Rosati involution) † : End(JC) →
End(JC) on the endomorphism algebra of JC by sending α into φ
−1
θ ◦ α
∨ ◦ φθ. Denote by
Homs(Λ(T ) ⊗ Λ(T ),End(JC)) the abelian group of homomorphisms that are symmetric with
respect to the Rosati involution on End(JC), i.e. such that φ(λ1 ⊗ λ2) = φ(λ2 ⊗ λ1)
†. As
explained in [BH10, Cor. 3.1.3], there is an isomorphism
(4.1.10)
c : NS(JdT (C))
∼=
−→ Homs(Λ(T )⊗ Λ(T ),End(JC)),
[L] 7→
{
(d1, d2) 7→ JC
(d1,−)⊗idJC−−−−−−−−→ J0T (C)
φL−−→ J0T (C)
∨
((d2,−)⊗idJC )
∨
−−−−−−−−−−→ J∨C
φ−1
θ−−→ JC
}
,
where φL is the homomorphism of abelian varieties sending a ∈ J
0
T (C) into t
∗
a(L) ⊗ L
−1 ∈
Pic0(JdT (C)) = J
0
T (C)
∨.
By putting everything together, we obtain the following description of the Picard groups of
J dT (C) and of J
d
T (C).
Proposition 4.1.1. Let C be a curve over an algebraically closed field k and let d ∈ Λ(T ).
Then there is a diagram with exact rows and columns
Λ∗(T )⊗ JC(k)
  j
d
T (C)// Pic(JdT (C))
ρdT (C) // //
 _
ΠdT (C)
∗

Homs(Λ(T )⊗ Λ(T ),End(JC)) _

Λ∗(T )⊗ JC(k)
  j
d
T (C)// Pic(J dT (C))
wdT (C)⊕ρ
d
T (C) // //
wdT (C)

Λ∗(T )⊕Homs(Λ(T )⊗ Λ(T ),End(JC))

Λ∗(T ) Λ∗(T )
Moreover, the above diagram is functorial with respect to homomorphism of tori.
Note that if C has genus zero (in which case JC = 0), the above diagram gives that
Pic(JdT (C)) = 0 and that the weight function w
d
T (C) : Pic(J
d
T (C))→ Λ
∗(T ) is an isomorphism.
Now, given a geometric point (C, p1, . . . , pn) of Mg,n, we are going to write down a formula
for the restriction homomorphism towards the Neron-Severi group
RPic(BundT,g,n)
resdT (C)−−−−−→ Pic(J dT (C))։ NS(J
d
T (C))
on the tautological classes. Note that the canonical map idJC : Z → End(JC) given by the
addition on the abelian variety JC induces an homomorphism
(4.1.11) −⊗ idJC : Bil
s(Λ(T ))→ Homs(Λ(T )⊗ Λ(T ),End(JC)),
which is injective if the genus of C is positive and it is identically zero if the genus of C is zero.
Proposition 4.1.2. Let (C, p1, . . . , pn) be a geometric point of Mg,n and let d ∈ Λ(T ).
(1) The composition
RPic(BundT,g,n)
resdT (C)−−−−−→ Pic(J dT (C))
wdT (C)−−−−→ Λ∗(T )
coincides with the weight function wdT of (4.1.1) and it is given on the tautological classes
of RPic(BundT,g,n) by{
wdT (L (χ, ζ)) = [(d, χ) + |ζ|+ 1− g]χ,
wdT (〈(χ, ζ), (χ
′, ζ ′)〉) = [(d, χ′) + |ζ ′|]χ+ [(d, χ) + |ζ|]χ′,
where (d, χ), (d, χ′) ∈ Z are obtained from the perfect pairing (2.1.7), |ζ| =
∑
i ζi ∈ Z
and similarly for |ζ ′|.
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(2) The composition
ρ˜dT (C) : RPic(Bun
d
T,g,n)
resdT (C)−−−−−→ Pic(J dT (C))
ρdT (C)−−−−→ Homs(Λ(T )⊗ Λ(T ),End(JC))
is given on the tautological classes of RPic(BundT,g,n) by{
ρ˜dT (C)(L (χ, ζ)) = (χ⊗ χ)⊗ idJC
ρ˜dT (C)(〈(χ, ζ), (χ
′, ζ ′)〉) = (χ⊗ χ′ + χ′ ⊗ χ)⊗ idJC ,
where χ⊗ χ and χ⊗ χ′ + χ′ ⊗ χ are elements of (Λ∗(T )⊗Λ∗(T ))s which is canonically
identified with Bils(Λ(T )) by (2.2.5).
Note that, once Theorems 4.0.1 and 4.0.2 are proved, we will know that RPic(BundT,g,n) is
generated by tautological classes, and hence the above Proposition gives a complete descrip-
tion of the restriction homomorphism towards the Neron-Severi on the entire RPic(BundT,g,n).
The full restriction morphism resdT (C) : RPic(Bun
d
T,g,n) → Pic(J
d
T (C)) will be described in
Proposition 4.3.3.
Proof. The formulas for 〈(χ, µ), (χ′, µ′)〉 follows from the ones for L (χ, µ) and equation (3.5.7).
Hence, it is enough to prove the formulas for L(χ, µ).
Let us first prove part (1). Clearly, the weight function wdT is equal to the composition
wdT (C) ◦ res
d
T (C). Arguing as in [MV14, Lemma 6.2] and using that L (χ, µ) = dπ(Lχ(
∑
i ζipi))
and that the π-relative Euler-Poincare` characteristic of Lχ(
∑
i ζipi) is equal to [(d, χ)+|ζ|+1−g],
we deduce that
wdT (L (χ, ζ)) = [(d, χ) + |ζ|+ 1− g]χ.
Let us now compute ρ˜dT (C)(L (χ, ζ)). To ease the notation, we set{
L˜ := L (χ, ζ)|C ∈ Pic(J
d
T (C)),
L := L˜⊗ sp(w
d
T (L (χ, ζ)))
−1 ∈ Pic(JdT (C)).
By (4.1.9) and (4.1.10) , we have that
(4.1.12) ρ˜T (C)(L (χ, ζ)) = c([L]).
In order to compute c([L]), let us analyze the morphism φL : J
0
T (C) → J
0
T (C)
∨. The fiber
over (C, p1, . . . , pn) of the morphism χ# : Bun
d
T,g,n → Bun
(d,χ)
Gm,g,n
(resp. of its rigidification
χ# : J
d
T,g,n → J
(d,χ)
Gm,g,n
) is equal to the morphism
χ : J dT (C) = Homd(Λ
∗(T ),J (C))→ J (d,χ)(C)
φ 7→ φ(χ)
(resp. χ : JdT (C)→ J
(d,χ)(C)).
Consider the universal line bundle LC on J
(d,χ)(C)× C and set M˜ := dp1(LC(µ1p1 + . . . + µnpn)) ∈ Pic(J
(d,χ)(C)),
M := dp1(LC(µ1p1 + . . . + µnpn))⊗ (L
−wdT (L (χ,ζ))
C )|J (d,χ)(C)×{p} ∈ Pic(J
(d,χ)(C)),
where p1 : J
(d,χ)(C)× C → J (d,χ)(C) is the first projection. It is well known (see for example
[Pol03, Chap. 17]) that the morphism φM : JC → J
∨
C is equal to the standard principal
polarization φθ : JC
∼=
−→ J∨C .
By definition of the tautological line bundle L (χ, ζ) in §3.5, it follows that
L˜ = χ∗(M˜ ) and L = χ∗(M).
Since the morphism χ : JdT (C) → J
(d,χ)(C) is equivariant with respect to the morphism of
abelian varieties χ : J0T (C)→ J
0(C) = JC , we compute for any a ∈ J
0
T (C):
φL(a) = t
∗
a(χ
∗(M))⊗ χ∗(M)−1 = χ∗(t∗χ(a)(M))⊗ χ
∗(M−1) = χ∗(φM (χ(a)).
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Thus we conclude that the morphism φL is equal to the following composition
(4.1.13) φL : J
0
T (C)
χ
−→ JC
φM=φθ−−−−−→ J∨C
χ∨
−−→ J0T (C)
∨.
Using this, it follows from (4.1.10) that c([L]) sends (d1, d2) ∈ Λ(T )⊗ Λ(T ) into the endomor-
phism of JC given by the following composition
c([L])(d1, d2) : JC
(d1,−)⊗idJC−−−−−−−−→ J0T (C)
χ
−→ JC
φM=φθ−−−−−→ J∨C
χ∨
−−→ J0T (C)
∨
((d2,−)⊗idJC )
∨
−−−−−−−−−−→ J∨C
φ−1θ−−→ JC .
We conclude that c([L])(d1, d2) is equal to the multiplication on JC by (d1, χ) · (d2, γ), which is
equivalent to say that c([L]) = (γ ⊗ γ)⊗ idJC . 
The results of this subsection are already sufficient to compute the relative Picard group of
BundT,g,n in genus 0.
Proof of Theorem 4.0.2. First of all, since the Jacobian of a curve of genus 0 is trivial, it follows
that the morphism ΨT : JT,0,n → M0,n is an isomorphism. Hence, from the exact sequence
(4.1.1), we deduce that the weight function
RPic
(
BundT,0,n
)
wdT−−→ Λ∗(T ),
is an injective homomorphism. The weight function applied to the tautological classes in
Pic(BundT,0,n) has been computed in Proposition 4.1.2 and it coincides with the formula given
in Theorem 4.0.2(1). The functoriality of the homomorphism (4.0.4) will follow, once we will
have proved that RPic
(
BundT,0,n
)
is generated by tautological classes, from the functoriality
properties of the Deligne pairing and the determinant of cohomology. In order to prove the
remaining statements in Theorem 4.0.2, we will distinguish the two cases n > 1 and n = 0.
Case I: n > 0.
If we fix an isomorphism T ∼= Grm and use the same notation as in the statement of Theorem
4.0.2(3), we get that
wdT (〈(ei, 0), (0, f1)〉) = ei for any i = 1, . . . , r.
We deduce that the weight function wdT is an isomorphism and that the elements {〈(ei, 0), (0, f1)〉}
r
i=1
form a basis of RPic
(
BundT,0,n
)
, which is therefore generated by tautological classes.
Case II: n = 0.
First of all, with the notation of Theorem 4.0.2(3) and using (3.5.8), we get that
wdT
(
dπ(ω
(d,ǫi)
2
π ⊗ Lǫi)
)
= wdT
(
L (ǫi)
1−(d,ǫi) ⊗ 〈ǫi, ǫi〉
(d,ǫi)
2
)
= (1− di)(di + 1)ǫi +
di
2
2diǫi = ǫi.
This implies that
(4.1.14) {χ ∈ Λ∗(T ) : (d, χ) ∈ 2Z} ⊆ ImwdT .
It remains to prove that equality holds, which will also implies that the elements
{
dπ(ω
(d,ǫi)
2
π ⊗ Lǫi)
}r
i=1
form a basis of RPic(BundT,0,0).
Consider the morphism FT : Bun
d
T,0,1 → Bun
d
T,0,0 forgetting the section , which is also the
universal curve over BundT,0,0. The pull-back along FT induces an inclusion of Picard groups
F ∗T : Pic(Bun
d
T,0,0) →֒ Pic(Bun
d
T,0,1).
Using the explicit descriptions M0,0 ∼= BPGL2 and M0,1 ∼= B(Ga⋊Gm), it is easy to see that
Pic(M0,0) = Hom(PGL2,Gm) = 0 and Pic(M0,1) = Hom(Ga⋊Gm,Gm) = Hom(Gm,Gm) =
Z generated by ψ1 = σ
∗
1(ωπ). Therefore, we conclude that RPic(Bun
d
T,0,0) = Pic(Bun
d
T,0)
and, using the Case I proved above, that any line bundle on BundT,0,1 can be written as
〈(χ, 0), (0, f1)〉 ⊗ ψ
n
1 = σ
∗
1(Lχ ⊗ ω
n
π) for some unique χ ∈ Λ
∗(T ) and some unique n ∈ Z.
Note also that wdT (σ
∗
1(Lχ ⊗ ω
n
π)) = χ, as it follows from the explicit formula for w
d
T .
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Consider now a line bundle N ∈ Pic(BundT,0,0) = RPic(Bun
d
T,0,0) and let χ := w
d
T (N ) ∈
Λ∗(T ). Since the pull-back F ∗T commutes with the weight functions for Bun
d
T,0,0 and for Bun
d
T,0,1
(which we have been denoting with the same symbol wdT ), we have that F
∗
T (N ) = σ
∗
1(Lχ ⊗ ω
n
π)
for some n ∈ Z. Now F ∗T (N ) is trivial on the geometric fibers of FT while σ
∗
1(Lχ ⊗ ω
n
π) has
FT -relative degree equal to (d, χ) − 2n. This is only possible if (d, χ) = 2n, which implies that
χ ∈ {χ ∈ Λ∗(T ) : (d, χ) ∈ 2Z}.
Hence, equality holds in (4.1.14) and we are done. 
4.2. The relative Picard group of BundT,g,n in genera g ≥ 1. The aim of this subsection
is to prove Theorem 4.0.1. We will first exhibit explicit generators of RPic(BundT,g,n) for g ≥ 1,
thus proving Theorem 4.0.1,(2) and then deduce from it Theorem 4.0.1(1).
We fix an isomorphism T ∼= Grm which induces an isomorphism Λ
∗(T ) ∼= Λ∗(Grm) = Z
r.
Then we can identify the objects in BunT,g,n with the vector bundles of rank r which are direct
sums of line bundles. Accordingly with Theorem 3.1.1, the connected components of BunT,g,n
correspond to the r-uples d := (d1, . . . , dr) of integers, which correspond to the degrees of each
line bundle in the splitting.
We will first focus on the case d = (0, . . . , 0) and n ≥ 1, and then deal with the other cases.
Lemma 4.2.1. Assume n ≥ 1 and g ≥ 1. The group RPic(J0T,g,n) is freely generated by〈
Lei
(
(g − 1)σ1
)
, ωπ
(
(2− 2g)σ1
)〉
for i = 1, . . . , r, if g ≥ 2,〈
Lei
(
(g − 1)σ1
)
,O(σj − σj+1)
〉
for i = 1, . . . , r, and j = 1, . . . , n− 1,
dπ
(
Lei
(
(g − 1)σ1
)
for i = 1, . . . , r,
dπ (Lei ⊗ Lek((g − 1)σ1)) for 1 ≤ i < k ≤ r.
Proof. Set {Jr → M} := {J
0
T,g,n → Mg,n}, where r = dimT . We remark that Jr → M is an
abelian stack over M, i.e. a representable morphism of stacks such that every geometric fiber
is an abelian variety. The identity section is given by the trivial vector bundle OrCg,n on the
universal curve of Mg,n. We recall the following facts:
(i) There exists an exact sequence of abstract groups:
(4.2.1) 0→ HomM
(
M, J∨r
) ν
−→ RPic(Jr)
ρr(C)
−−−→ NS(JrC),
where J∨r is the dual abelian stack of Jr and ρr(C) is the restriction to the Neron-Severi
group of r copies of the Jacobian of some curve C. It can be proven using the same
argument of the proof of [FP19a, Proposition 3.6].
(ii) There exists a curve of genus g ≥ 1 over the base field k such that the natural homomor-
phism idJC : Z→ End(JC) is an isomorphism (see [Mor76]).
If r = 1, then the line bundle dπ (Le1((g − 1)σ1) induces a principal polarization on J1. Since
Jr ∼= J1×M · · ·×MJ1, it follows that the line bundle
⊗r
i=1 dπ (Lei((g − 1)σ1) induces a principal
polarization on Jr. This implies that we have the following isomorphism of abelian stacks
Jr
∼=
−→ J∨r
(C → S, {σj},
⊕r
i=1 Fi) 7→
(
C → S, {σj},
⊕r
i=1 dπ
(
Fi ⊗ Lei
(
(g − 1)σ1)
)
⊗ dπ
(
Lei
(
(g − 1)σ1)
)−1)
.
Using the above isomorphism and the identification HomM(M, J1) = RelPic
0(Cg,n), we deduce
an isomorphism of abelian groups:
RPic0(Cg,n)
⊕r = HomM(M, Jr)
∼=
−→ HomM (M, J
∨
r )
r⊕
i=1
Fi 7→
r⊕
i=1
dπ
(
Fi ⊗ L
(
(g − 1)σ1)
)
⊗ dπ
(
L
(
(g − 1)σ1)
)−1
.
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Using Corollary 2.5.3 of the weak Franchetta’s conjecture (see Theorem 2.5.1) and the above
isomorphism, we deduce that the group HomM (M, J
∨
r ) is freely generated by:
dπ
(
ωπ
(
(2 − 2g)σ1)⊗ Lei
(
(g − 1)σ1)
)
⊗ dπ
(
Lei
(
(g − 1)σ1)
)−1
for i = 1, . . . , r, if g ≥ 2,
dπ
(
O(σj − σj+1)⊗ Lei
(
(g − 1)σ1)
)
⊗ dπ
(
Lei
(
(g − 1)σ1)
)−1
for i = 1, . . . , r, and j = 1, . . . , n− 1.
Using (3.5.3), we see that the image of the homomorphism ν in (4.2.1) is freely generated by:
(4.2.2)
〈
ωπ
(
(2− 2g)σ1),Lei
(
(g − 1)σ1
)〉
for i = 1, . . . , r, if g ≥ 2,〈
O(σj − σj+1),Lei
(
(g − 1)σ1
)〉
for i = 1, . . . , r, and j = 1, . . . , n− 1.
Consider now the following line bundles on Bun0T,g,n:
(4.2.3)
dπ
(
Lei
(
(g − 1)σ1)
)
, for i = 1, . . . , r,
dπ
(
Lei ⊗ Lek((g − 1)σ1)
)
, for 1 ≤ i < k ≤ r.
By Proposition 4.1.2, the weights of the above line bundles are 0. Hence, by the exact sequence
(4.1.1), they descend to line bundles on J0T,g,n. If we take a very general curve C, the image of
these line bundles under the restriction homomorphism ρr(C) of (4.2.1) freely generate NS(J
r
C)
because of Proposition 4.1.2(2) (see also §2.2) and part (ii) above.
Using the exact sequence (4.2.1), we deduce that RPic(Jr) is freely generated by the lines
bundles in (4.2.2) together with the ones in (4.2.3), which concludes our proof. 
Lemma 4.2.2. Assume n ≥ 1 and g ≥ 1. The group RelPic(Bun0T,g,n) is freely generated by〈
Lei
(
(g − 1)σ1
)
, ωπ
(
(2− 2g)σ1
)〉
for i = 1, . . . , r, if g ≥ 2,〈
Lei
(
(g − 1)σ1
)
,O(σj − σj+1)
〉
for i = 1, . . . , r, and j = 1, . . . , n − 1,
dπ
(
Lei
(
(g − 1)σ1)
)
for i = 1, . . . , r,
dπ
(
Lei ⊗ Lek((g − 1)σ1)
)
for 1 ≤ i < k ≤ r,
dπ
(
Lei(g · σ1)
)
for i = 1, . . . , r.
Proof. Consider the exact sequence (4.1.1). By Proposition 4.1.2(1), the images via the weight
function w0T of the line bundles
dπ
(
Lei(g · σ1)
)
for i = 1, . . . , r
freely generate Λ∗(T ). By combining this with Lemma 4.2.1, the proof follows. 
We are now ready to prove the second part of Theorem 4.0.1.
Proof of Theorem 4.0.1(2). We will distinguish three cases.
Case I: n ≥ 1 and d = 0.
By Lemma 4.2.2, the relative Picard group RPic(Bun0T,g,n) is free of rank rn+ r(r+1)/2 + r
(resp. rn + r(r + 1)/2), which is equal to the number of line bundles appearing in Theorem
4.0.1(2) for g ≥ 2 (resp. for g = 1). Then, for proving the Theorem, it is enough to show
that the generators in Lemma 4.2.2 can expressed as integral combinations of the line bundles
appearing in Theorem 4.0.1(2). This follows from the following formulas in RPic(Bun0T,g,n) (in
additive notation), which are obtained using the properties (3.5.4) and (3.5.3) of the Deligne
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pairing and the equation (3.5.8):〈
Lei
(
(g − 1)σ1
)
, ωπ
(
(2− 2g)σ1
)〉
= 〈Lei , ωπ〉+ (2− 2g)〈(ei, 0), (0, f1)〉 =
〈(ei, 0), (ei, 0)〉 − 2 ·L (ei, 0) + (2− 2g) · 〈(ei, 0), (0, f1)〉 ,〈
Lei
(
(g − 1)σ1
)
,O(σj − σj+1)
〉
= 〈(ei, 0), (0, fj)〉 − 〈(ei, 0), (0, fj+1)〉 ,
dπ (Lei(m · σ1)) = m · 〈(ei, 0), (0, f1)〉+L (ei, 0) for any m ∈ Z,
dπ (Lei ⊗Lek((g − 1)σ1)) = 〈Lei ⊗Lek ,O((g − 1)σ1)〉+ dπ(Lei ⊗ Lek) =
= (g − 1) ·
(
〈(ei, 0), (0, f1)〉+ 〈(ek, 0), (0, f1)〉
)
+ 〈(ei, 0), (ek , 0)〉 +L (ei, 0) +L (ek, 0).
Case II: n ≥ 1 and d = (d1, . . . , dr) arbitrary.
Consider the isomorphism over Mg,n
t : BundT,g,n
∼=
−→ Bun0T,g,n
(C → S, {σj},⊕iFi) 7→ (C → S, {σj},⊕iFi(−diσ1))
The induced morphism t˜ : CdT,g,n → C
0
T,g,n on the universal families satisfies
(4.2.4) t˜∗(Lei) = Lei(−diσ1) for any i = 1, . . . , r.
By Case I, the relative Picard group of Bun0T,g,n is freely generated by the line bundles appearing
in Theorem 4.0.1(2). Hence, the relative Picard group of BundT,g,n is freely generated by the pull-
backs of these line bundles along the isomorphism t. Using the functoriality of the determinant
of cohomology and of the Deligne pairing, together with properties (3.5.3) and (3.5.4), and the
relation (4.2.4), we get the following relations in RPic(BundT,g,n) (in additive notation)
(4.2.5)
t∗(〈(ei, 0), (0, fj)〉) = 〈(ei, 0), (0, fj)〉,
t∗(〈(ei, 0), (ek , 0)〉) = 〈(ei, 0), (ek , 0)〉 − di〈(ek, 0), (0, f1)〉 − dk〈(ei, 0), (0, f1)〉,
t∗L (ei, 0) = L (ei, 0) − di〈(ei, 0), (0, f1)〉.
From the above relations, it follows that RPic(BundT,g,n) is freely generated by the line bundles
appearing in Theorem 4.0.1(2).
Case III: n = 0 and d = (d1, . . . , dr) arbitrary.
We have to show that RPic(BundT,g) is freely generated by the line bundles
(4.2.6)
〈(ei, 0), (ek , 0)〉 , for 1 ≤ i ≤ k ≤ r,
L (ei, 0), for i = 1, . . . , r.
Consider the morphism FT : Bun
d
T,g,1 → Bun
d
T,g forgetting the section. Since FT is the pull-back
of the universal family Cg = Mg,1 → Mg along the Stein morphism Φ
d
T : Bun
d
T,g → Mg (see
Proposition 3.3.2), Lemma 2.3.4 implies that the pull-back along FT induces an inclusion of
relative Picard groups
F ∗T : RPic(Bun
d
T,g) →֒ RPic(Bun
d
T,g,1).
By the definition of the tautological line bundles it follows that F ∗TL (χ) = L (χ, 0) and
F ∗T (〈(χ, 0), (χ
′ , 0)〉) = 〈(χ, 0), (χ′, 0)〉 for any χ, χ′ ∈ Λ∗(T ). Using this and Case II, it follows
that the line bundles in (4.2.6) are linearly independent in RPic(BundT,g) and that RPic(Bun
d
T,g,1)
is freely generated by their pull-back via F ∗T and the line bundles 〈(ei, 0), (0, f1)〉 for i = 1, . . . , r.
So, in order to conclude the proof, it is enough to show that
r⊗
i=1
〈(ei, 0), (0, f1)〉
ai ∈ F ∗T RelPic(Bun
d
T,g) =⇒ ai = 0 for any i.
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Assume that there exists K :=
⊗r
i=1 〈(ei, 0), (0, f1)〉
ai descending to RelPic(BundT,g). For i =
1, . . . , r, let Li be a line bundle of degree di over a curve C. We a cartesian diagram of stacks
(4.2.7) C

g˜
// BundT,g,1
FT

Spec k
g
// BundT,g
where g is the morphism corresponding to the k-object (C,L1 ⊕ · · · ⊕ Lr). Then g˜ corresponds
to the C-object
(C × C
pr2
−−→ C,∆, L1 ⊠OC ⊕ · · · ⊕ Lr ⊠OC),
where ∆ : C → C × C is the diagonal embedding. By (3.5.4), we have the following equalities
in RPic(BundT,g,1)
〈(ei, 0), (0, f1)〉 = σ
∗
1 (Lei) .
In particular, we have the following equality of line bundles on C:
g˜∗ 〈(ei, 0), (0, fj)〉 ∼= ∆
∗ (Li ⊠OC) ∼= Li,
which implies that g˜∗K ∼=
⊗r
i=1 L
ai
i . Now, if the coefficients ai are not all zero and the line
bundles Li are generic, then the line bundle g˜
∗K is non-trivial (using that the genus of C is non
zero). This implies that K is not the pull-back of a line bundle on BunT,g, as desired. 
We can finally show that the first part of Theorem 4.0.1 is implied by the second part.
Proof of Theorem 4.0.1(1). First of all, because of the bilinearity and symmetry of the Deligne
pairing (see (3.5.4)), the maps τ and σ are well-defined homomorphism of groups and the image
of τ + σ is the subgroup of the RPic
(
BundT,g,n
)
generated by all the line bundles of the form
〈(χ, ζ), (χ′, ζ ′)〉, as χ, χ′ ∈ X∗(T ) and ζ, ζ ′ ∈ Zn. Theorem 4.0.1(2) shows that the map τ + σ is
injective and hence it gives rise to a short exact sequence of abelian groups
(4.2.8) 0→ Sym2 (Λ∗(T ))⊕ (Λ∗(T )⊗ Zn)
τ+σ
−−→ RPic
(
BundT,g,n
)
→ coker(τ + σ)→ 0.
Next, consider the map
(4.2.9)
η : Λ∗(T ) −→ coker(τ + σ)
χ 7→ [L (χ, 0)].
The equation (3.5.7) implies that the map η is a homomorphism of abelian groups. Moreover,
the same equation (3.5.7) also implies that
〈(χ, 0), (0, ζ)〉 ≡ L (χ, µ)⊗L (χ, 0)−1 mod (ΦdG)
∗(Pic(Mg,n)),
which gives that [L (χ, 0)] = [L (χ, ζ)] for any ζ ∈ Zn.
Since RPic
(
BundT,g,n
)
is generated by tautological line bundles by Theorem 4.0.1(2), we
deduce that the map η is surjective and hence it induces an isomorphism
(4.2.10)
η :
Λ∗(T )
ker(η)
∼=
−→ coker(τ + σ)
[χ] 7→ [L (χ, ζ)],
for any ζ ∈ Zn.
We now claim that
(4.2.11) ker(η) =
{
{0} if g ≥ 2,
2Λ∗(T ) if g = 1.
Indeed, Theorem 4.0.1(2) implies easily that the ker(η) is trivial if g ≥ 2. On the other hand,
if g = 1 then the first relation in (3.5.8) gives that (using that ωπ is trivial)
L (χ, 0)2 = dπ(Lχ)
2 ≡ 〈(χ, 0), (χ, 0)〉 = 〈Lχ,Lχ〉 mod Φ
∗
G(Pic(Mg,n)),
which implies that 2Λ∗(T ) ⊆ ker(η). And, moreover, equality holds by Theorem 4.0.1(2).
39
By putting together (4.2.8), (4.2.10) and (4.2.11), we get the exact sequences (4.0.2) and
(4.0.3), where the map ρ is the composition of the surjection RPic
(
BundT,g,n
)
։ coker(τ + σ)
with the inverse of the isomorphism of (4.2.10).
Finally, the functoriality of the exact sequences (4.0.2) and (4.0.3) follows from the functori-
ality properties of the Deligne pairing and of the determinant of cohomology. 
4.3. The restriction of the Picard group to the fibers II. In this subsection, we complete
the results of subsection 4.1 on the restriction map resdT (C) : RPic(Bun
d
T,g,n)→ Pic(J
d
T (C)) to
the fiber over a geometric point (C, p1 . . . , pn) of Mg,n.
With this aim, we now study for g ≥ 1 the image and the kernel of the direct sum of the
weight function wdT and of the following map
(4.3.1)
ρdT : RPic(Bun
d
T,g,n) −→ Bil
s(Λ(T )),
L (χ, ζ)) 7→ χ⊗ χ,
〈(χ, ζ), (χ′, ζ ′)〉 7→ χ⊗ χ′ + χ′ ⊗ χ,
which is a well-defined homomorphism by Proposition 4.1.2, since the composition of ρdT with
the injective homomorphism idJC : Z→ End(JC) (for g ≥ 1) gives the homomorphism ρ˜T (C) :
RPic(BundT,g,n)→ NS(J
d
T (C)) over any geometric point (C, p1 . . . , pn) of Mg,n.
Proposition 4.3.1. Assume that g ≥ 1. Consider the following group
Hg,n :=
{
{(m, ζ) ∈ Z⊕ Zn : (2g − 2)m+ |ζ| = 0} if g ≥ 2,
{ζ ∈ Zn : |ζ| = 0} if g = 1.
There is an exact sequence
(4.3.2) 0→ Λ∗(T )⊗Hg,n
jdT−→ RPic(BundT,g,n)
wdT⊕ρ
d
T−−−−−→ Λ∗(T )⊕ Bils(Λ(T )),
where the morphism jdT is defined as
jdT (χ⊗ (m, ζ)) = 〈Lχ, ω
m
π (
n∑
i=1
ζiσi)〉 if g ≥ 2,
jdT (χ⊗ ζ) = 〈Lχ,O(
n∑
i=1
ζiσi)〉 if g = 1.
Moreover, the image of wdT ⊕ ρ
d
T is equal to
(4.3.3)
Im(wdT⊕ρ
d
T ) =

Λ∗(T )⊕ Bils(Λ(T )) if n ≥ 1,{
(χ, b) ∈ Λ∗(T )⊕ Bils(Λ(T )) :
2g − 2|(x, χ) − b(d, x) + (g − 1)b(x, x)
for any x ∈ Λ(T )
}
if n = 0.
Note that Hg,n = 0 (or, equivalently, the map w
d
T ⊕ ρ
d
T is injective) if and only if either n = 0
or g = n = 1.
Proof. Let us first compute the kernel of wdT ⊕ ρ
d
T . Using Theorem 4.0.1(2) (and the notation
of loc. cit.), an element of RPic(BundT,g,n) can be written uniquely as
(4.3.4) M =
∑
1≤i≤j≤r
aij〈(ei, 0), (ej , 0)〉+
∑
1≤k≤r
〈(ek, 0), (0, ζ
k)〉+
∑
1≤l≤r
blL (el, 0),
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for some aij, bl ∈ Z, ζ
k ∈ Zn, with the property that aii = 0 if g = 1. Using the definition
(4.3.1) of ρdT and the formula for w
d
T contained in Proposition 4.1.2(1), we compute
(4.3.5)
wdT (M) =
∑
1≤i≤j≤r
aij(diej + djei) +
∑
1≤k≤r
|ζk|ek +
∑
1≤l≤r
bl(dl + 1− g)el,
ρdT (M) =
∑
1≤i≤j≤r
aij(ei ⊗ ej + ej ⊗ ei) +
∑
1≤l≤r
blel ⊗ el,
where d = (d1, . . . , dr) under the isomorphism Λ(T ) ∼= Z
r. From the above formulas, it follows
that
M∈ ker(wdT ⊕ ρ
d
T )⇔

aij = 0 for i < j,
2aii + bi = 0,
2aiidi + |ζ
i|+ bi(di + 1− g) = 0,
⇔

aij = 0 for i < j,
bi = −2aii,
(aii, ζ
i) ∈ Hg,n.
In other words, M belongs to the kernel of wdT ⊕ ρ
d
T if and only if M has the following form
M =
∑
1≤i≤r
(aii,ζi)∈Hg,n
[
aii〈Lei ,Lei〉 − 2aiidπ(Lei) +
〈
Lei,O
(∑
k
(ζ i)kσk
)〉]
=
=
∑
1≤i≤r
(aii,ζi)∈Hg,n
〈
Lei , ω
aii
π
(∑
k
(ζ i)kσk
)〉
,
where the second equality follows from the first formula in (3.5.8). This shows that jdT is an
injective homomorphism whose image is equal to the kernel of wdT ⊕ ρ
d
T .
Now, it is straightforward from (4.3.5) that wdT ⊕ ρ
d
T is surjective if n ≥ 1. It remains
to determine the image of wdT ⊕ ρ
d
T for n = 0. Let {ǫ1, . . . , ǫr} the basis of Λ(T ) which is
dual of the canonical basis {e1, . . . , er} of Λ
∗(T ) ∼= Zr. From (4.3.5), it follows that an element
(χ, b) ∈ Λ∗(T )⊕Bils(Λ(T )) is equal to the image via wdT ⊕ρ
d
T of an elementM∈ RPic(Bun
d
T,g,n)
as in (4.3.4) if and only if
(4.3.6)
b(ǫi, ǫj) = aij for i < j,
b(ǫi, ǫi) = 2aii + ci,
χ(ǫi) =
∑
i≤j
djaij +
∑
j≤i
djaji + ci(di + 1− g).
Using the first two conditions in (4.3.6), we can rewrite the third condition as
χ(ǫi) =
∑
i≤j
djaij +
∑
j≤i
djaji + ci(di + 1− g) =
∑
j 6=i
djb(ǫi, ǫj) + (2aii + ci)di + ci(1− g) =
(4.3.7) =
∑
j
djb(ǫi, ǫj) + (b(ǫi, ǫi)− 2aii)(1− g) = b(ǫi, d)− (g − 1)b(ǫi, ǫi) + (2g − 2)aii.
Therefore, we deduce that the element (χ, b) belongs to the image of wdT ⊕ ρ
d
T if and only if
(4.3.8) 2g − 2|χ(ǫi)− b(d, ǫi) + (g − 1)b(ǫi, ǫi) for any 1 ≤ i ≤ r.
Now if x =
∑r
i=1 λiǫi we have that
χ(x)−b(d, x)+(g−1)b(x, x) =
r∑
i=1
λi [χ(ǫi)− b(d, ǫi)]+
r∑
i=1
(g−1)λ2i b(ǫi, ǫi)+2(g−1)
∑
i<j
λiλjb(ǫi, ǫj)
≡
r∑
i=1
λi [χ(ǫi)− b(d, ǫi)(g − 1)b(ǫi, ǫi)] mod 2g − 2.
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Hence, condition (4.3.8) is equivalent to the condition
2g − 2|χ(x)− b(d, x) + (g − 1)b(x, x) for any x ∈ Λ(T ),
appearing in the statement. 
Remark 4.3.2. For n = 0, the invariant factors of Im(wdT ⊕ ρ
d
T ) ⊆ Λ
∗(T )⊕ Bils(Λ(T )) are1, . . . , 1︸ ︷︷ ︸
(dimT+12 )
, 2g − 2, . . . , 2g − 2︸ ︷︷ ︸
dimT
 ,
as it can be shown easily using (4.3.8).
We can finally describe the full restriction morphism resdT (C) : Pic(Bun
d
T,g,n)→ Pic(J
d
T (C))
for any geometric point (C, p1, . . . , pn) ofMg,n and g ≥ 1 (for g = 0 we have that res
d
T (C) = w
d
T
upon the identification wdT (C) : Pic(J
d
T (C))
∼=
−→ Λ∗(T ), see Proposition 4.1.1). We will use the
notation of Propositions 4.1.1 and 4.3.1.
Proposition 4.3.3. Assume that g ≥ 1 and let (C, p1, . . . , pn) be a geometric point of Mg,n de-
fined over an algebraically closed field K. Then the restriction morphism resdT (C) : Pic(Bun
d
T,g,n)→
Pic(J dT (C)) fits into the following commutative diagram with exact rows
(4.3.9)
0 // Λ∗(T )⊗Hg,n
jdT //
id⊗ιC

RPic(BundT,g,n)
wdT⊕ρ
d
T //
resdT (C)

Λ∗(T )⊕ Bils(Λ(T )) _
id⊕(−⊗idJC )

0 // Λ∗(T )⊗ JC(K)
jdT (C) // Pic(J dT (C))
wdT (C)⊕ρ
d
T (C)// Λ∗(T )⊕Homs(Λ(T )⊗ Λ(T ),End(JC)) // 0
where −⊗idJC is the inclusion (4.1.11) and the left vertical morphism is induced by the morphism
ιC = ι(C,p1,...,pn) : Hg,n → JC(K)
(m, ζ) 7→ ωmC (
n∑
i=1
ζipi) if g ≥ 2,
ζ 7→ OC(
n∑
i=1
ζipi) if g = 1.
In particular, the kernel of the restriction morphism resdT (C) is equal to Λ
∗(T )⊗ ker(ιC).
Proof. The top horizontal row is exact by Proposition 4.3.1 while the bottom horizontal arrow is
injective by Proposition 4.1.1. It remains therefore to prove the commutativity of the diagram.
The right square is commutative by Proposition 4.1.2. The commutativity of the left square
follows straightforwardly by comparing the definition of jdT (see Proposition 4.3.1) with the
definition (4.1.6) of jdT (C). 
5. Reductive non-abelian case
The aim of the section is to describe the relative Picard group of Bun
[d]
G,g,n
(5.0.1) RPic(Bun
[d]
G,g,n) := Pic(Bun
[d]
G,g,n)/(Φ
[d]
G )
∗(Pic(Mg,n)),
for a reductive group G and any [d] ∈ π1(G). Throughout this section, we fix a maximal torus
ι : TG →֒ G and we denote by WG the Weyl group of G that we identify with N (TG)/TG. We
will denote by BG the unique Borel subgroup of G containing TG.
As for the reductive abelian case in §4, we need to distinguish the genus zero and non-zero
case. Here below, the main theorems of the section.
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Theorem 5.0.1. Assume g > 0. Let d ∈ Λ(TG). We denote by [d] its image in π1(G) =
Λ(TG)/Λ(TGsc) and by [d]
ab := [dab] := [Λab(d)] its image in π1(G
ab) = Λ(Gab).
(1) There exists a unique homomorphism (called transgression map)
(5.0.2) τG(= τG,g,n) : Sym
2(Λ∗(TG))
WG −→ RPic
(
Bun
[d]
G,g,n
)
,
such that the composition ι∗#◦τG is equal to the WG-invariant part of the homomorphism
τTG : Sym
2(Λ∗(TG))→ RPic(Bun
d
TG,g,n
) defined in Theorem 4.0.1(1).
In particular, τG is injective.
(2) The commutative diagram of abelian groups
(5.0.3) Sym2(Λ∗(Gab)) 
 Sym
2 Λ∗ab //
 _
τ
Gab

Sym2(Λ∗(TG))
WG
 _
τG

RPic
(
Bun
[d]ab
Gab,g,n
)
  ab∗ // RPic
(
Bun
[d]
G,g,n
)
is formed by injective morphisms and it is a push-out, i.e.
RPic
(
Bun
[d]ab
Gab,g,n
)
∐Sym2(Λ∗(Gab)) Sym
2(Λ∗(TG))
WG
ab∗
∐
τG
−−−−−→
∼=
RPic
(
BundG,g,n
)
.
Furthermore, the homomorphism (5.0.2) and the diagram (5.0.3) are functorial for all the ho-
momorphisms of reductive groups φ : H → G such that φ(TH) ⊆ TG.
The case g = 0 is completely different. In particular, the description of the Picard group may
vary depending on the connected component of BunG,0,n.
Theorem 5.0.2. Assume g = 0. Let d ∈ Λ(TG) and set d
ss := Λss(d) ∈ Λ(G
ss) ⊆ Λ(Gad).
(1) The homomorphism
(5.0.4) wdG : RPic
(
Bun
[d]
G,0,n
) ι∗#
−→ RPic
(
BundTG,0,n
) wdTG−−−→ Λ∗(TG)
is injective provided that we choose d (and indeed this is always possible for a fixed class
[d] ∈ π1(G)) in such a way that d
ss satisfies condition (*) of Lemma 2.2.3(i).
Furthermore, the homomorphism wdG is functorial for all the homomorphisms of re-
ductive groups φ : H → G such that φ(TH) ⊆ TG.
(2) Let Ω∗d(TG) ⊂ Λ
∗(TG) be the subgroup of those characters, whose image in Λ
∗(TGsc) is
equal to b(dss,−) for some element b ∈ Sym2(Λ∗(TGsc))
WG . The image of wdG is equal to
Im(wdG) =
{
Ω∗d(TG) if n ≥ 1,
{χ ∈ Ω∗d(TG) : (χ, d) ∈ 2Z} if n = 0.
The theorem has been proved in [BH10] under the assumptions n = 3 (in which case
BunG,0,3 = BunG(P
1
k) since C0,3 = P
1
k), and this result is a fundamental ingredient of our
proof.
5.1. The pull-back to the maximal torus bundles. The aim of this subsection is to study
the injectivity of the pull-back of the (relative) Picard groups along the morphism
ι# : Bun
d
TG,g,n → Bun
[d]
G,g,n.
Indeed, the results of this subsection are also true for the pull-back of the (relative) Picard
groups along the morphism
ι#(C/S) : Bun
d
TG
(C/S) →֒ Bun
[d]
G (C/S),
for any family C → S of curves (with some hypothesis on S).
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Proposition 5.1.1. Assume that (g, n) 6= (1, 0). The restriction of Φ
[d]
G : Bun
[d]
G,g,n → Mg,n
over the geometric generic point η of Mg,n gives rise to an injective homomorphism
RPic(Bun
[d]
G,g,n) −→ Pic(Bun
[d]
G (Cη)),
where Cη is the curve corresponding to η.
The same holds true for the relative moduli stack Bun
[d]
G (C/S) for any family of curves C → S,
provided that S is an integral and regular quotient stack over k.
Proof. Note that Mg,n is an integral and regular algebraic stack over the base field k = k and
it is a quotient stack over k if (g, n) 6= (1, 0) (see e.g. Proposition 3.2.5 with G equal to the
trivial group). Then, up to replacing it with an equivariant approximation as in Proposition
2.3.5, we can assume that Mg,n is (generically) an integral regular k-scheme for any g and n
and we denote its generic point by η.
Now, if G is a torus then Bun
[d]
G,g,n is of finite type over Mg,n by Proposition 3.1.7. If G is
not a torus, then consider the open substack Bun
[d],≤2
G,g,n ⊂ Bun
[d]
G,g,n of the instability exhaustion
(as in §3.2), which is of finite type over Mg,n by Proposition 3.2.3(ii). Since the complement of
Bun
[d],≤2
G,g,n in Bun
[d]
G,g,n has codimension at least two on each geometric fiber of Φ
[d]
G : Bun
[d]
G,g,n →
Mg,n and Bun
[d]
G,g,n → Mg,n is smooth by Theorem 3.0.1(i), Lemma 2.3.1 implies that the
restriction maps induce isomorphisms
RPic(Bun
[d]
G,g,n)
∼=
−→ RPic(Bun
[d],≤2
G,g,n ) and Pic(Bun
[d]
G (Cη))
∼=
−→ Pic(Bun
[d],≤2
G (Cη)).
Hence, up to replacing Bun
[d]
G,g,n with Bun
[d],≤2
G,g,n if G is not a torus, we can assume that Φ
[d]
G :
Bun
[d]
G,g,n →Mg,n is of finite type.
Note that Φ
[d]
G is flat with integral fibers since it is smooth by Theorem 3.0.1(i) and with
(geometrically) connected fibers by Theorem 3.1.1. Hence, we can apply Proposition 2.3.2 to
the morphism Φ
[d]
G : Bun
[d]
G,g,n →Mg,n and we deduce that the restriction to the generic fiber of
Φ
[d]
G induces an isomorphism
(5.1.1) RPic(Bun
[d]
G,g,n)
∼= Pic(Bun
[d]
G (Cη)).
Consider now the geometric generic point η = Speck(η). Since Bun
[d]
G (Cη) → η is Stein (as it
follows from Proposition 3.3.2 by base change along η →Mg,n) and η → η is fpqc, then Lemma
2.3.4 implies that we have an injective base change morphism
(5.1.2) Pic(Bun
[d]
G (Cη)) →֒ Pic(Bun
[d]
G (Cη)).
We conclude by putting together (5.1.1) and (5.1.2).
The proof for Bun
[d]
G (C/S) is the same, using the given assumptions on S. 
Corollary 5.1.2.
(i) If g ≥ 1 then for any d ∈ Λ(TG) the pull-back map
ι∗# : RPic(Bun
[d]
G,g,n) −→ RPic(Bun
d
TG,g,n)
is injective.
(ii) If g = 0 and d ∈ Λ(TG) is such that d
ss := Λss(d) ∈ Λ(G
ss) ⊆ Λ(Gad) satisfies condition
(*) of Lemma 2.2.3(i) then the pull-back map
ι∗# : RPic(Bun
[d]
G,g,0) −→ RPic(Bun
d
TG,g,0
)
is injective.
The same holds true for the relative moduli stack Bun
[d]
G (C/S) for any family of curves C → S,
provided that S is an integral and regular quotient stack over k.
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Note that Lemma 2.2.3(ii) guarantees that any δ ∈ π1(G) admits a representative d ∈ Λ(TG),
i.e. [d] = δ ∈ π1(G), satisfying condition (*).
Proof. We will give the proof for Bun
[d]
G,g,n by distinguishing the case (g, n) 6= (1, 0) from the
case (g, n) = (1, 0); the proof for Bun
[d]
G (C/S) follows the same argument of the first case.
Case I: (g, n) 6= (1, 0). For a given d ∈ Λ(TG) = π1(TG), consider the following commutative
diagram
(5.1.3) RPic(Bun
[d]
G,g,n)
ι∗#

// Pic(Bun
[d]
G (Cη))
ι#(Cη)
∗

RPic(BundTG,g,n)
// Pic(BundTG(Cη))
where the horizontal arrows are induced by the restriction to geometric generic fibers overMg,n
and the vertical arrows are the pull-backs induced by the maps ι# : Bun
d
TG,g,n
→ Bun
[d]
G,g,n and
ι#(Cη) : Bun
d
TG
(Cη) → Bun
[d]
G (Cη). The top horizontal arrow (and also the bottom horizontal
one) is injective by Proposition 5.1.1. Therefore, the injectivity of ι∗# will follow from the above
diagram (5.1.3) if we show that the map ι#(Cη)
∗ is injective.
According to [BH10, Thm. 5.3.1(iv)], the map ι#(Cη)
∗ fits into the following commutative
diagram of abelian groups with exact arrows
(5.1.4) 0 // Hom(π1(G), JCη )(k(η))
//
π1(ι)∗

Pic(Bun
[d]
G (Cη))
//
ι#(Cη)
∗

NS(Bun
[d]
G (Cη))
(ιG)
NS,d

// 0
0 // Hom(π1(TG), JCη )(k(η))
// Pic(BundTG(Cη))
// NS(BundTG(Cη))
// 0
where the map π1(ι)
∗ is induced by the natural homomorphism π1(ι) : π1(TG) → π1(G) and
the map (ιG)
NS,d is defined in [BH10, Def. 5.2.5]. Now, the map π1(ι)
∗ is injective since the
homomorphism π1(ι) : π1(TG) = Λ(TG) → π1(G) =
Λ(TG)
Λ(TGsc )
is surjective. On the other hand,
from [BH10, Def. 5.2.5] it follows that:
• if g ≥ 1 then (ιG)
NS,d is injective for any d ∈ Λ(TG), using that natural homomorphism
Z→ End(JCη ) is injective;
• if g = 0 then (ιG)
NS,d is injective precisely when dss satisfies condition (*) of Lemma
2.2.3(i) (see also the proof of [BH10, Lemma 4.3.6]).
Case II: (g, n) = (1, 0). Consider the cartesian diagram of families of genus one curves
(5.1.5) BundTG,1,1
ι#,1,1
//
FTG


Bun
[d]
G,1,1
ΦG,1,1
//
FG


M1,1
F

BundTG,1,0 ι#,1,0
// Bun
[d]
G,1,0 ΦG,1,0
//M1,0
By pull-back we obtain the following commutative diagram of relative Picard groups
(5.1.6) RPic(BundTG,1,1) RPic(Bun
[d]
G,1,1)
? _
ι∗#,1,1
oo
RPic(BundTG,1,0)
?
F ∗TG
OO
RPic(Bun
[d]
G,1,0)
 ?
F ∗G
OO
ι∗#,1,0
oo
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where F ∗G (resp. F
∗
TG
) is injective by Lemma 2.3.4, which can be applied since ΦG,1,0 (resp.
ΦG,1,0 ◦ ι#,1,0 = ΦTG,1,0) is Stein by Proposition 3.3.2 and F is fpqc (being a family of curves),
and ι∗#,1,1 is injective by Case I. From (5.1.6) we get that ι
∗
#,1,0 is injective, and we are done. 
5.2. The transgression map. In this subsection, we will construct the transgression map
(5.0.2) and prove Theorem 5.0.1(1).
We first show that the map (5.0.2) exists for the rational first operational Chow group of the
moduli stack Bun
[d],≤m
G,g,n of G-bundles with instability degree less than m (see §3.2).
Proposition 5.2.1. For any [d] ∈ π1(G) and for any m ≥ 0, there exists a unique homomor-
phism of groups
(5.2.1) c1(τG)
≤m
Q : Sym
2(Λ∗(TG))
WG → A1
(
Bun
[d],≤m
G,g,n
)
Q
,
such that, for any object (C
π
−→ S, σ,E) and
∑
i χi · µi ∈ Sym
2(Λ∗(TG))
WG , it satisfies the
following properties.
(i) We have the equality(
c1(τG)
≤m
Q (
∑
i
χi · µi)
)
(C
π
−→ S, σ,E) =
∑
i
1
|WG|
(π ◦ p)∗
(
cG,BE
(
χi · µi ·
∏
α>0
α
))
∈ A1(S)Q.
(ii) If (C
π
−→ S, σ,E) admits a reduction to a T -bundle Q, we have the equality(
c1(τG)
≤m
Q (
∑
i
χi · µi)
)
(C
π
−→ S, σ,E) =
∑
i
c1
(⊗
i
〈χi♯(Q), µi♯(Q)〉π
)
=
=
∑
i
π∗
(
c1(χi♯(Q)) · c1(µi♯(Q))
)
∈ A1(S)Q.
Proof. We remove the n-sections σ from the notation. For any family (C
π
−→ S,E) of G-bundles,
let E/B
p
−→ C
π
−→ S be the associated flag bundle. Following the notations of §2.4, we define
(5.2.2)
c1(τG)
≤m
Q (C
π
−→ S,E) : Sym2(Λ∗(T ))WG → A1(S)Q
v 7→ 1|WG|(π ◦ p)∗
(
cG,BE
(
v ·
∏
α>0 α
))
.
It is compatible with base change and, so, it defines a homomorphism to the first rational
operational Chow group of the moduli stack Bund,≤mG,g,n, satisfying the equality (i). We need to
check the equality (ii). Assume that (C → S,E) has a reduction to a T -bundleQ. A reduction to
T is equivalent to the existence of a section σ : C → E/T for the natural morphism q : P/T → C.
In other words, we have a commutative diagram as it follows
(5.2.3) Q


// E

//

Spec(k)

C
❈❈
❈❈
❈❈
❈❈
❈
σ // E/T

//
q

BT

C // BG
where all the squares are cartesian. Using the notations of §2.4, we have the following equalities
c1(χ♯(Q)) · c1(µ♯(Q)) = c
T,T
Q (χ · µ) = σ
∗cG,TE (χ · µ) ∈ A
1(C) for any χ, µ ∈ Λ∗(T ).
Hence, the cycle in the second row of (ii) is equal to
(5.2.4)∑
i
π∗ (c1(χi♯(Q)) · c1(µi♯(Q))) =
∑
i
π∗(σ
∗cG,TE (χi ·µi)) for any
∑
i
χi ·µi ∈ Sym
2(Λ∗(T ))WG .
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If v :=
∑
i χi · µi ∈ Sym
2(Λ∗(T ))WG , we have the following equalities in A1(S)Q
(5.2.5)
c1(τG)
≤m
Q (v)(C
π
−→ S,E) := (π ◦ p)∗
(
cG,BE
(
v ·
∏
α>0 α
|WG|
))
=
= π∗σ
∗q∗p∗
(
cG,BE
(
v ·
∏
α>0 α
|WG|
))
=
= π∗σ
∗cG,TE (v).
The first equality follows because σ is a section of q : P/T → C and the second one by applying
the functor π∗σ
∗ at the equality in Corollary 2.4.3. Putting together (5.2.4) and (5.2.5), we
have the assertion. 
We are now ready for the proof of Theorem 5.0.1(1), distinguishing the case (g, n) 6= (1, 0)
from the special case (g, n) = (1, 0).
Proof of Theorem 5.0.1(1) in the case (g, n) 6= (1, 0). First of all, the unicity follows from the
injectivity of ι∗#, see Corollary 5.1.2(i) (recall that we are assuming that g ≥ 1).
The remaining part of the proof is devoted to the existence of the map τG. Observe that we
can assume that G is not a torus, for otherwise the statement is a tautology.
Consider the factorization of the morphism ι# as
ι# : Bun
d
TG,g,n
l#
−→ BundBG,g,n
j#
−→ Bun
[d]
G,g,n,
induced by the inclusions l : TG →֒ BG and j : BG →֒ G, where we have used that π1(BG) =
π1(TG) since B
red
G = TG.
According to Theorem 3.4.1, up to choosing a different representative of [d] ∈ π1(G), we can
assume that the morphism j# is smooth, of finite type and with geometrically integral fibers.
Since BundBG,g,n is quasi-compact by Proposition 3.1.7 and G is non-abelian, Corollary 3.2.4
implies that there exists m≫ 0 (which we fix from now on) such that we have a factorization
j# : Bun
d
BG,g,n
j#
−→ Bun
[d],≤m
G,g,n ⊂ Bun
[d]
G,g,n.
and such the complementary substack of Bun
[d],≤C
G,g,n has codimension at least two in Bun
[d]
G,g,n.
Clearly the morphism j# is still smooth (hence flat), of finite type and with geometrically
integral fibers. Moreover, the algebraic stacks BundBG,g,n and Bun
[d],≤m
G,g,n are regular and integral
by Corollary 3.1.2. Furthermore, the algebraic stacks BundBG,g,n and Bun
[d],≤m
G,g,n are both of finite
type over Mg,n (and hence over k) by, respectively, Proposition 3.1.7 and Proposition 3.2.3(ii);
hence, since (g, n) 6= (1, 0), they are both quotient stacks over k by Proposition 3.2.5.
Observe that we have the following chain of homomorphisms
Pic(Bun
[d]
G,g,n) ∼=
res // Pic(Bun
[d],≤m
G,g,n ) ∼=
c1 //
cQ1
--
A1(Bun
[d],≤m
G,g,n )
// // A1(Bun
[d],≤m
G,g,n )tf
  // A1(Bun
[d],≤m
G,g,n )Q
where the map res is given by restriction and it is an isomorphism by Lemma 2.3.1, the map c1
is an isomorphism by Proposition 2.3.5(ii) (using that Bun
[d],≤m
G,g,n is a regular quotient k-stack)
and A1(Bun
[d],≤m
G,g,n )tf is the torsion-free quotient of A
1(Bun
[d],≤m
G,g,n ).
The proof of the Theorem will follow from the
Claim I: The homomorphism c1(τG)
≤m
Q of (5.2.1) factors set-theoretically through Pic(Bun
[d],≤m
G,g,n ),
i.e. there exists a map of sets
(5.2.6) τ≤mG : Sym
2(Λ∗(TG))
WG → Pic(Bun
[d],≤m
G,g,n ) such that c
Q
1 ◦ τ
≤m
G = c1(τG)
≤m
Q .
Let us first show that Claim I allows us to conclude the proof of the Theorem. Indeed, the
Claim implies that c1(τG)
≤m
Q factors through an homomorphism
(5.2.7) c1(τG)
≤m : Sym2(Λ∗(TG))
WG → A1(Bun
[d],≤m
G,g,n )tf .
Since RPic(Bun
[d]
G,g,n) is torsion-free by Corollary 5.1.2(i) and Theorem 4.0.1(2), the composition
A1(Bun
[d],≤m
G,g,n )
res−1 ◦c−11−−−−−−→
∼=
Pic(Bun
[d]
G,g,n)։ RPic(Bun
[d]
G,g,n)
factors through a homomorphism
(5.2.8) α≤m : A1(Bun
[d],≤m
G,g,n )tf ։ RPic(Bun
[d]
G,g,n)
Now we define the transgression map as
τG : Sym
2(Λ∗(TG))
WG
c1(τG)
≤m
−−−−−−→ A1(Bun
[d],≤m
G,g,n )tf
α≤m
−−−→ RPic(Bun
[d]
G,g,n).
Proposition 5.2.1(ii) implies that the composition ι∗# ◦ τG is equal to the WG-invariant part of
the homomorphism τTG defined in Theorem 4.0.1(1), and we are done.
It remains to prove Claim I. To this aim, consider the following commutative diagram induced
by the morphism j#:
(5.2.9) Pic(Bun
[d],≤m
G,g,n ) ∼=
c1 //
 _
j#
∗

cQ1
++
A1(Bun
[d],≤m
G,g,n )
//
 _
j#
∗

A1(Bun
[d],≤m
G,g,n )Q _
j#
∗

Pic(BundBG,g,n) ∼=
c1 //
cQ1
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A1(BundBG,g,n)
// A1(BundBG,g,n)Q
where both the maps c1 are isomorphisms by Proposition 2.3.5(ii) (using that Bun
[d],≤m
G,g,n and
BundBG,g,n are regular quotient k-stacks) and the maps j#
∗
are injective since the composition
ι∗# : Pic(Bun
[d]
G,g,n)
res
−−→
∼=
Pic(Bun
[d],≤m
G,g,n )
j#
∗
−−→ Pic(BundBG,g,n)
l∗#
−→ Pic(BundTG,g,n)
is injective by Corollary 5.1.2(i).
Fix v ∈ Sym2(Λ∗(T ))WG and set l := c1(τG)
≤m
Q (v) ∈ A
1(Bun
[d],≤m
G,g,n )Q. The pull-back j#
∗
(l) ∈
A1(BundBG,g,n)Q is an integral class by Proposition 2.4.1(ii), that is to say that
(5.2.10) j#
∗
(l) = cQ1 (M) for some M ∈ Pic(Bun
d
BG,g,n).
Claim II: The line bundle M is trivial along the fibers of j#.
Indeed, let x : SpecK → Bun
[d],≤m
G,g,n be a point (with K some field) corresponding to a G-
bundle E → C
π
−→ Spec(K), together with n ordered pairwise fiberwise disjoint sections of π
(that we omit from the notation, as usual). The fiber of j# above the point x can be identified
with theK-stack Sectd(C,E/B) of sections of the flag bundle E/B
p
−→ C such that the associated
reduction to a BG-bundle is a K-rational point of Bun
d
BG,g,n
. By Proposition 2.4.1(ii), the first
Chern class of M is such that for any morphism S
f
−→ Sectd(C,E/B) we have that
c1(M)(f) = (π ×k idS)∗
(
ΓGE×KS(v)
)
∈ A1(S),
where ΓGE×KS(v) ∈ A
2(C ×K S) is the class appearing in Proposition 2.4.1(ii). By the functori-
ality of the class ΓGE(−), we have that
ΓGE×KS(v) = pr
∗
CΓ
G
E(v),
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prC : C ×K S → C is the projection onto the first factor. The class Γ
G
E(v) belongs to A
2(C)
which is zero since C is a curve over K. Hence, ΓGE×KS(v) = 0 which implies that c1(M) = 0
and proves Claim II.
Now, up to replacing the quotient stack Bun
[d],≤m
G,g,n with an equivariant approximation as in
Proposition 2.3.5, we can apply Proposition 2.3.2 to the smooth, finite type and with integral
fibers j# in order to deduce, using Claim II, that
(5.2.11) j#
∗
(L) =M for some L ∈ Pic(Bun
[d],≤m
G,g,n ).
From (5.2.10) and (5.2.11) and using the injectivity of the maps j#
∗
in the diagram (5.2.9), we
infer that cQ1 (L) = l, which concludes the proof of Claim I. 
Proof of Theorem 5.0.1(1) in the case (g, n) = (1, 0). Consider the commutative diagram
(5.2.12) Sym2Λ∗(TG)
τTG,1,1

τTG,1,0
%%
SymΛ∗(TG)
WG? _oo
τG,1,1

RPic(BundTG,1,1) RPic(Bun
[d]
G,1,1)
? _
ι∗#,1,1
oo
RPic(BundTG,1,0)
?
F ∗TG
OO
RPic(Bun
[d]
G,1,0)
 ?
F ∗G
OO
? _
ι∗#,1,0
oo
where the bottom square is (5.1.6), the commutativity of the top square follows from Theorem
5.0.1(1) applied to (g, n) = (1, 1) and the equality τTG,1,1 = F
∗
TG
◦ τTG,1,0 follows from the fact
that the transgression maps for tori do not involve the marked sections (see Theorem 4.0.1(1)).
Now, since FG (resp. FTG) is a family of curves, by the seesaw principle the image of the
pull-back F ∗G (resp. F
∗
TG
) consists of the classes of line bundles on Bun
[d]
G,1,1 (resp. on Bun
d
TG,1,1
)
that are trivial on the fibers of FG (resp. of FTG). Moreover, since FTG is the pull-back of
FG via the morphism ι#,1,0 (see (5.1.5)), a line bundle L on Bun
[d]
G,1,1 is trivial on the fibers of
FG if and only if ι
∗
#,1,1(L) is trivial on the fibers of FTG . In other words, the bottom square
in (5.2.12) is cartesian. Using this and the fact that τTG,1,1 factors through the inclusion F
∗
TG
(via the homomorphism τTG,1,0, see (5.2.12)), we deduce that τG,1,1 must factor through the
inclusion F ∗TG giving rise to a homomorphism
τG,1,0 : Sym
1Λ∗(TG)
WG → RPic(Bun
[d]
G,1,0),
that, by construction, satisfies the property stated in Theorem 5.0.1(1). 
Remark 5.2.2. The transgression map τG : Sym
2Λ∗(TG)
WG → RPic(Bun
[d]
G,g,n) admits a canoni-
cal lift to Pic(Bun
[d]
G,g,n). This follows from Theorem 5.0.1(1) using that τTG admits a lifting to
Pic(Bun
[d]
TG,g,n
) (as we observed after Theorem 4.0.1) and Corollary 5.1.2(i).
5.3. WG-invariant line bundles on the moduli stack of G-bundles. The aim of this
subsection is to prove Theorem 5.0.1(2). Hence we will assume that g ≥ 1 throughout this
subsection.
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The morphisms of linear algebraic groups Tab : TG
ι
−→ G
ab
−→ Gab induce the following diagram
relating the three (injective) transgression maps τTG , τG and τGab :
(5.3.1)
Sym2(Λ∗(Gab)) 

α
//
 _
τ
Gab

$ 
Sym2 Λ∗ab
,,(
Sym2(Λ∗(TG))
)WG
 _

 v
τG

 
β
// Sym2(Λ∗(TG)) _
τTG

RPic
(
Bun
[d]ab
Gab,g,n
)
  //
 s
ab∗#
00
PO
Π
((◗
◗◗
◗◗
◗◗
◗◗
RPic
(
Bun
[d]
G,g,n
)
 
ι∗#
// RPic
(
BundTG,g,n
)
where we have used that the injective homomorphism Sym2 Λ∗ab factors through the invariant
subgroup β : Sym2(Λ∗(TG))
WG →֒ Sym2(Λ∗(TG)) and where we have also inserted the pushout
PO := RPic
(
Bun
[d]ab
Gab,g,n
)
∐Sym2(Λ∗(Gab))
(
Sym2(Λ∗(TG))
)WG
.
Observe that
(a) (Tab)
∗
# = ι
∗
# ◦ ab
∗
# is injective (and hence also ab
∗
# is injective) by Theorem 4.0.1(1);
(b) ι∗# is injective by Corollary 5.1.2(i).
(c) τTG ◦ β = ι
∗
# ◦ τG by Theorem 5.0.1(1);
(d) τTG ◦ β ◦ α = τTG ◦ Sym
2 Λ∗ab = (Tab)
∗
# ◦ τGab = ι
∗
# ◦ ab
∗
# ◦ τGab since the transgression map
for tori is functorial by Theorem 4.0.1(1).
Combining (b), (c) and (d), we get τG ◦α = ab
∗
# ◦τGab , which implies, by the universal property
of the push-out, that there exists a morphism (indicated by a dotted arrow in the above diagram)
ab∗
∐
τG := Π : PO→ RPic
(
Bun
[d]
G,g,n
)
.
In order to prove Theorem 5.0.1(2), it is enough to show that:
(i) the homomorphism Π is an inclusion of finite index;
(ii) the inclusion ι∗# ◦ Π : PO →֒ RPic(Bun
d
TG,g,n
) is a primitive sub-lattice, i.e.
PO = POQ ∩RPic(Bun
d
TG,g,n) ⊂ RPic(Bun
d
TG,g,n)Q.
Indeed, property (i) implies POQ = RPic(Bun
[d]
G,g,n)Q. Combining with (ii), we have
RPic(Bun
[d]
G,g,n) ⊂ RPic(Bun
[d]
G,g,n)Q ∩ RPic(Bun
d
TG,g,n) = POQ ∩ RPic(Bun
d
TG,g,n) = PO.
Hence, the homomorphism Π is an isomorphism and Theorem 5.0.1(2) follows.
The remaining of this subsection is devoted to proving (i) and (ii). Before doing this, we
need to identify the push-out with a certain subgroup of RPic(BundTG,g,n).
Definition 5.3.1. We call the algebraic action of theWeyl group WG on the group RPic(Bun
d
TG,g,n
)
the unique action such that, on the tautological bundles, it is defined as it follows
(5.3.2)
w.L (χ, ζ) = L (w.χ, ζ),
w.〈(χ, ζ), (χ′, ζ ′)〉 = 〈(w.χ, ζ), (w.χ′, ζ ′)〉,
where w.χ is the natural action of WG on the character lattice Λ
∗(TG). We will denote by
RPic(BundTG,g,n)
WG the subgroup in RPic(BundTG,g,n) of the invariant elements.
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Observe that the algebraic action is well-defined on RPic(BundTG,g,n) because of Theorem
4.0.1. Moreover, the exact sequences (4.0.2) and (4.0.3) for RPic(BundTG,g,n) are equivariant
with respect to the natural action of WG on Λ
∗(TG). Furthermore, we can extend the algebraic
action of WG to an action on Pic(Bun
d
TG,g,n
) by letting WG act trivially on the pull-back of the
line bundles on Mg,n.
Remark 5.3.2. The Weyl group WG acts naturally on the universal moduli stack BunTG,g,n of
TG-bundles. Indeed, for any w ∈ N (TG) and for any TG-bundle E on a family (C → S, σ)
of n-marked curves of genus g, we can associate a new TG-bundle w.E on (C → S, σ), whose
total space is the same as E, but the action of the torus is twisted by w, i.e. the action
σw.E : w.E × TG → w.E is defined as σw.E(p, t) := σE(p,w(t)), where σE is the action of TG on
E. In general, E and w.E are not isomorphic as TG-bundles. However, if w ∈ TG, the morphism
E → w.E sending p into w.p is an isomorphism of TG-bundles. In particular, the group WG has
a natural action on Pic(BunTG,g,n). In general, WG does not preserve the connected components
of BunTG,g,n. Indeed, the action by w ∈ WG defines an isomorphism
σG(w,−) : Bun
d
TG,g,n
∼= Bunw.dTG,g,n
where w.d is the natural action of WG on the cocharacter lattice Λ(TG) = π1(TG). It is easy to
check that the algebraic action of Definition 5.3.1 coincides with the natural action restricted
to Pic(BundTG,g,n) ⊂ Pic(BunTG,g,n) if (and only if) w.d = d.
Lemma 5.3.3. The commutative diagram of abelian groups
(5.3.3) Sym2(Λ∗(Gab)) 
 Sym
2 Λ∗ab //
 _
τ
Gab

(
Sym2(Λ∗(TG))
)WG
 _
τ
WG
G

RPic
(
Bun
[d]ab
Gab,g,n
)
 
(Tab)
∗
#
// RPic(BundTG,g,n)
WG
is a push-out, where τWGTG is the WG-invariant part of the transgression map τTG and (Tab)
∗
# is
the pull-back map (which lands in the WG-invariant subgroup) induced by the morphism of tori
Tab : TG
ι
−→ G
ab
−→ Gab.
Proof. We have already observed that the exact sequences in Theorem 4.0.1(1) for RPic(BundTG,g,n)
are WG-equivariant by Definition 5.3.1. Moreover, since the exact sequences in Theorem 4.0.1(1)
are functorial with respect to morphisms of tori, we can pull-back the exact sequences for Gab
along the morphism Tab : TG → G
ab and will land into the WG-invariant parts of the exact
sequences for TG since Λ
∗
ab(Λ
∗(Gab)) ⊂ Λ∗(TG)
WG . In other words, we have a morphism of
exact sequences
(5.3.4)
Sym2
(
Λ∗(Gab)
)
⊕
(
Λ∗(Gab)⊗ Zn
)  τGab+σGab //
 _
Sym2 Λ∗ab⊕(Λ
∗
ab⊗idZn )

RPic
(
Bun
[d]ab
Gab,g,n
) ρ
Gab // //
 _
(Tab)
∗
#

Λ∗(Gab)
mΛ∗(Gab) _
[Λ∗ab]
(
Sym2 (Λ∗(TG))
)WG
⊕
(
Λ∗(TG)⊗ Z
n
)WG  
τ
WG
TG
+σ
WG
TG
// RPic
(
BundTG,g,n
)WG
ρ
WG
TG
//
(
Λ∗(TG)
mΛ∗(TG)
)WG
where m = 0 if g ≥ 2 and m = 2 if g = 1, and the injectivity of [Λ∗ab] for m = 2 follows
the equality (Λ∗ab)
−1(2Λ∗(TG)) = 2Λ
∗(Gab)) which is easily deduced from the fact that the
embedding Λ∗ab : Λ
∗(Gab) →֒ Λ∗(TG) is primitive (see (2.1.9)). Note that the morphism ρ
WG
TG
in
the above diagram (5.3.4) could be non-surjective since taking invariants with respect to the
WG-action is not an exact functor (but only left exact). We now make the following
Claim: Im(ρWGTG ) = Im([Λ
∗
ab]).
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Indeed, if m = 0 then the Claim follows from the fact that Λ∗ab(Λ
∗(Gab)) = Λ∗(TG)
WG by
Lemma 2.1.1, which implies that [Λ∗ab] is surjective and hence that also ρ
WG
TG
is surjective. If
m = 2, we argue as follows. The inclusion Im(ρWGTG ) ⊃ Im([Λ
∗
ab]) follows from the surjectivity
of ρGab . In order to prove the other inclusion, consider the exact sequence 0 → Λ
∗(TG)
2.
−→
Λ∗(TG) →
Λ∗(TG)
2Λ∗(TG)
→ 0. Taking the long exact sequence of the cohomology groups H i(WG,−)
attached to the above sequence and using again Lemma 2.1.1, we get a new exact sequence:
(5.3.5) 0→
Λ∗(Gab)
2Λ∗(Gab)
[Λ∗ab]−−−→
(
Λ∗(TG)
2Λ∗(TG)
)WG
∂
−→ H1(WG,Λ
∗(TG)).
Hence, the Claim is equivalent to show that τ ◦ ρWGTG = 0. We recall here the basic properties of
the map ∂, the details are left to the reader. A crossed homomorphism is a function f : WG →
Λ∗(TG) such that f(w1 ·w2) = f(w1)+w1.f(w2). A crossed homomorphism f is called principal
if exists m ∈ Λ∗(TG) such that f(w) = w.m − m. The group H
1(WG,Λ
∗(TG)) is the group
of crossed homomorphisms quotient by the subgroup of the principal ones. For any character
[χ] ∈ (Λ∗(TG)/2Λ
∗(TG))
WG , the element ∂([χ]) is the crossed homomorphism
(5.3.6)
WG → H
1(WG,Λ
∗(TG))
w 7→ 12(w.χ− χ).
Let L be a WG-invariant line bundle of RPic(Bun
d
TG,1,n
). Using the WG-equivariance of the
homomorphism ρTG , we have that
(∂ ◦ ρTG(L))(w) =
1
2
(w · ρTG(L)− ρTG(L)) =
1
2
(ρTG(w.L − L)) = 0 for any w ∈ WG,
thus concluding the proof of Claim.
Now, applying the snake lemma to the diagram (5.3.4) and using the above Claim together
with the fact that Λ∗ab(Λ
∗(Gab)) = Λ∗(TG)
WG by Lemma 2.1.1, we get that
(
Sym2 (Λ∗(TG))
)WG
Sym2 (Λ∗(Gab))
= coker
(
Sym2Λ∗ab ⊕ (Λ
∗
ab ⊗ idZn)
) ∼=
−→ coker((Tab)
∗
#).
The above isomorphism implies that the commutative diagram (5.3.3) is a push-out. 
We are now ready to prove
Part (i). From the commutative diagram (5.3.1) it follows that the canonical isomorphism
PO ∼= RPic(BundTG,g,n)
WG provided by Lemma 5.3.3 identifies the homomorphism ι∗# ◦ Π with
the inclusion RPic(BundTG,g,n)
WG ⊂ RPic(BundTG,g,n). In particular, Π must be injective.
In order to show that Π is a finite index inclusion, it remains to show that the rank of the
codomain of Π is at most the rank of the domain of Π (hence they must have the same rank).
This will be showed in the next two lemmata.
Lemma 5.3.4. We have the following inequality
(5.3.7) rkPic
(
Bun
[d]
G,g,n
)
≤ rkPic
(
Bun
[d]ab
Gab,g,n
)
+ s,
where s is the number of simple factors in the adjoint quotient of Gad.
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Proof. For any geometric point η →Mg,n corresponding to an n-pointed curve (Cη, σ) of genus
g, we have a commutative diagram
(5.3.8)
Pic
(
Bun
[d]
G,g,n
)
Pic
(
Bun
[d]ab
Gab,g,n
)   [ι∗#] //
[res
[d]
G (Cη)]

Pic
(
BundTG,g,n
)
Pic
(
Bun
[d]ab
Gab,g,n
)
[res
[d]
TG
(Cη)]

Pic
(
Bun
[d]
G (Cη)
)
Pic
(
Bun
[d]ab
Gab
(Cη)
)   [(ι#(Cη)∗] // Pic
(
BundTG
(Cη)
)
Pic
(
Bun
[d]ab
Gab
(Cη)
)
where the vertical arrows are given by restriction to the fibers over η →Mg,n and the the two
horizontal maps are injective by Corollary 5.1.2(i).
Claim: If η →Mg,n is the geometric generic point then [res
[d]
TG
(Cη)] (and hence also [res
[d]
G (Cη)])
is injective.
Indeed, the Claim is equivalent to the assertion that, under the assumption that η →Mg,n
is the geometric generic point, we have
(5.3.9) (resdTG(Cη))
−1
(
Pic
(
Bun
[d]ab
Gab
(Cη)
))
= RPic
(
Bun
[d]ab
Gab,g,n
)
.
This follows from Proposition 4.3.3 applied to the curve Cη and to the tori TG and G
ab. More
precisely, using the notation of loc. cit., we first observe that, if η → Mg,n is the geometric
generic point, then the weak Franchetta conjecture (see Theorem 2.5.1) implies that morphism
ιCη : Hg,n → JCη (η) is injective. Then, using the exact sequence (4.3.9), the equality (5.3.9) is
a consequence of the following two easily checked equalities(
idΛ∗(TG)⊗ιCη
)−1 (
Λ∗(Gab)⊗ JCη (η)
)
= Λ∗(Gab)⊗Hg,n,(
idΛ∗(TG)⊕(−⊗ idJCη )
)−1 (
Λ∗(Gab)⊕Homs(Λ(Gab)⊗ Λ(Gab),End(JCη ))
)
= Λ∗(Gab)⊕ Bils(Λ(Gab).
Finally, the rank of the abelian group on the bottom left corner of (5.3.8) can be computed
using the results of Biswas-Hoffmann [BH10]. Indeed, using that π1(G
ab) = Λ(Gab) is the
torsion-free quotient of π1(G) (see (2.1.10)), we get from [BH10, Theorem 5.3.1] an isomorphism
(5.3.10)
 Pic
(
Bun
[d]
G (Cη)
)
Pic
(
Bun
[d]ab
Gab
(Cη)
)

Q
∼=
−→
 NS
(
Bun
[d]
G (Cη)
)
NS
(
Bun
[d]ab
Gab
(Cη)
)

Q
where NS(−) is the group of [BH10, Definition 5.2.1]. Moreover, from the discussion at the end
of [BH10, §5.2], we deduce that
(5.3.11) rk
 NS
(
Bun
[d]
G (Cη)
)
NS
(
Bun
[d]ab
Gab
(Cη)
)
 = s.
By putting together (5.3.10) and (5.3.11) and using the injectivity of the map [res
[d]
G (Cη)] (see
the Claim), the inequality (5.3.7) follows. 
Lemma 5.3.5. We have the following inequality
(5.3.12) rkPO = rkPic
(
BundTG,g,n
)WG
= rkPic
(
Bun
[d]ab
Gab,g,n
)
+ s,
where s is the number of simple factors in the adjoint quotient of Gad.
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Proof. From Lemma 5.3.3 and the fact that the maps that appear in the push-out diagram are
all injective, it follows that
(5.3.13)
rkPO = rkPic
(
BundTG,g,n
)WG
= rkPic
(
Bun
[d]ab
Gab,g,n
)
+rkSym2(Λ∗(TG))
WG−rk Sym2(Λ∗(Gab)).
Let Gsc be the universal cover of the derived subgroup D(G) of G and let R(G) be the radical
subgroup of G. We then have isogenies of linear algebraic groups
Gsc ×R(G)։ G and R(G)։ Gab
which identify their character lattices after tensoring with Q (see §2.1):
(5.3.14)
Λ∗(TG)Q
∼=
−→ Λ∗(R(G) × TGsc)Q = Λ
∗(R(G))Q ⊕ Λ
∗(TGsc)Q,
Λ∗(Gab)Q
∼=
−→ Λ∗(R(G))Q.
From the above isomorphisms, we deduce that
(5.3.15)
rk Sym2(Λ∗(TG))
WG = rkSym2(Λ∗(TGsc ×R(G)))
WG ,
rk Sym2(Λ∗(Gab)) = rk Sym2(Λ∗(R(G))).
Using that the first isomorphism in (5.3.14) commutes with the action of the Weyl group
WG
∼= WR(G)×Gsc ∼= WGsc and that WGsc acts trivially on Λ
∗(TGsc), we compute
(5.3.16)
Sym2(Λ∗(TGsc ×R(G)))
WG = Sym2(Λ∗(TGsc))
WGsc ⊕
[
Λ∗(TGsc)
WGsc ⊗ Λ∗(R(G))
]
⊕ Sym2(Λ∗(R(G))) =
= Sym2(Λ∗(TGsc))
WGsc ⊕ Sym2(Λ∗(R(G))),
where we have used that Λ∗(TGsc)
WGsc = 0 by Lemma 2.1.1. Finally, Lemma 2.2.1 implies that
(5.3.17) Sym2(Λ∗(TGsc))
WGsc = s.
We conclude by putting together (5.3.13), (5.3.15), (5.3.16) and (5.3.17). 
Part (ii). By what we said at the beginning of the proof of part (i), we need to show that
the sublattice RPic(BundTG,g,n)
WG ⊂ RPic(BundTG,g,n) is primitive. This follows from the next
Lemma 5.3.6. Let W be a group acting Z-linearly on a torsion-free abelian group A. Then
the subgroup AW of W -invariants is a primitive subgroup of A, i.e. if m · a is W -invariant for
some a ∈ A and m ∈ Z then a is W -invariant.
Proof. Let ∈ A and m ∈ Z such that m · a ∈ AW . Then, using the Z-linearity of the action, we
get for any w ∈W
0 = w · (m · a)− (m · a) = m(w · a− a).
Since A is torsion-free, we deduce w.a = a for any w ∈W , i.e. a ∈ AW . 
5.4. Genus zero case. Here, we show Theorem 5.0.2. The first part is easy.
Proof of Theorem 5.0.2(1). The injectivity of wdG follows from the injectivity of w
d
TG
(see The-
orem 4.0.2(1)) and the injectivity of ι#, which holds by Corollary 5.1.2(ii) provided that dss
satisfies condition (*) of Lemma 2.2.3(i).
The functoriality of wdG follows from the functoriality of w
d
TG
(see Theorem 4.0.2(1)) and the
functoriality of ι# which is clear from the definition. 
The second part of Theorem 5.0.2 will be deduced from the following alternative description
of RPic
(
Bun
[d]
G,0,n
)
as a pull-back diagram.
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Proposition 5.4.1. For any d ∈ Λ(TG), there exists a homomorphism
RPic
(
Bun
[d]
G,0,n
)
fdG−→ Sym2(Λ∗(TGsc))
WG ,
such that the diagram
(5.4.1) RPic
(
Bun
[d]
G,0,n
) ι∗#
//
fdG

RPic
(
BundTG,0,n
)
wd
gss

Sym2(Λ∗(TGsc)
WG
(dss,−)
// Λ∗(TGsc)
is cartesian (i.e. it is a pull-back diagram), where (dss,−) is the contraction homomorphism
(2.2.8) and wdgss is the composition
wdgss : RPic(Bun
d
TG,g,n
)
wdT−−→ Λ∗(TG)
sc∗
−−→ Λ∗(TGsc)
where the last homomorphism is induced by the morphism sc : Gsc → G (see §2.1).
Let us first show how, using the above Proposition, we can prove Theorem 5.0.2.
Proof of Theorem 5.0.2 (2). From the cartesian diagram (5.4.1), it follows that an element χ ∈
Λ∗(TG) belongs to the image of w
d
G if and only if it belong to the image of w
d
TG
and its image in
Λ∗(TGsc) belongs to the image of (d
ss,−). The second condition is equivalent to requiring that
χ ∈ Ω∗d(TG). We now conclude using the description of Im(w
d
TG
) from Theorem 4.0.2(2). 
The remaining of this subsection is devoted to the proof of the above Proposition.
Proposition 5.4.1. We will distinguish three cases.
Case I: n = 3. Observe that, since M0,3 = Spec(k), we have canonical isomorphisms of
stacks
Bun
[d]
G,0,3
∼= Bun
[d]
G (P
1/k) and BundTG,0,3
∼= BundTG(P
1/k).
By [BH10, Thm. 5.3.1], we have a commutative diagram
(5.4.2) Pic
(
Bun
[d]
G (P
1/k)
) ι∗#(P1/k)
//
∼=cG

Pic
(
BundTG(P
1/k)
)
∼= cTG

NS(Bun
[d]
G (P
1/k))
ιNS,d // NS(BundTG(P
1/k))
where, by [BH10, Def. 5.2.1], NS
(
BundTG(P
1/k)
)
= Λ∗(TG) and
NS
(
Bun
[d]
G (P
1/k)
)
⊂ Λ∗(R(G)) ⊕ Sym2(Λ(TGsc))
WG
is the subgroup of pairs (l, b) such that the induced character l + b(dss,−) ∈ Λ∗(R(G) × TGsc)
belongs to the subgroup Λ∗(TG) ⊆ Λ
∗(R(G)×TGsc). From the discussion in §4.1, it follows that
the above homomorphism cTG coincides with the weight function w
d
TG
of (4.1.1). Moreover, from
[BH10, Def. 5.2.5] it follows that the above homomorphism ιNS,d coincide with the restriction
to NS
(
Bun
[d]
G (P
1/k)
)
of the homomorphism
Λ∗(R(G)) ⊕ Sym2(Λ(TGsc))
WG
id+(dss,−)
−−−−−−−→ Λ∗(R(G) × TGsc)
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which lands in the subgroup Λ∗(TG) by the definition of NS
(
Bun
[d]
G (P
1/k)
)
. By putting every-
thing together, we obtain the following cartesian diagram
(5.4.3) Pic
(
Bun
[d]
G (P
1/k)
) ι∗#(P1/k)
//
∼=cG


Pic
(
BundTG(P
1/k)
)
∼= w
d
TG

NS(Bun
[d]
G (P
1/k))
id+(dss,−)
//
pr2


Λ∗(TG)
sc∗

Sym2(Λ(TGsc))
WG
(dss,−)
// Λ∗(TGsc)
where the square on the bottom is cartesian by definition of NS(Bun
[d]
G (P
1/k)). The outer
cartesian diagram in (5.4.3) gives the desired cartesian diagram (5.4.1) for n = 3 with fdG :=
pr2 ◦ cG.
Case II: n > 0. Consider the commutative diagram
(5.4.4) Bun
[d]
G,0,n+1
FG,n

BundTG,0,n+1ι#
oo
FTG,n

Bun
[d]
G,0,n Bun
d
TG,0,nι#
oo
where the morphisms FG,n and FTG,n forget the last marked section. We get an induced com-
mutative diagram between the relative Picard groups
(5.4.5) RPic
(
Bun
[d]
G,0,n+1
) ι∗#
// RPic
(
BundTG,0,n+1
)
RPic
(
Bun
[d]
G,0,n
)F ∗G,n
OO
ι∗#
// RPic
(
BundTG,0,n
)F
∗
TG,n
OO
Claim: If n > 0 then F ∗G,n and F
∗
TG,n
are isomorphisms.
The above Claim implies the statement for n > 0. Indeed, using also that the weight mor-
phism wdTG is compatible with the forgetful morphism F
∗
TG,n
, we deduce that we have a carte-
sian diagram (5.4.1) for RPic
(
Bun
[d]
G,0,n
)
if and only if we have a similar cartesian diagram for
RPic
(
Bun
[d]
G,0,n+1
)
. Hence we conclude using Case I.
It remains to prove the Claim. First of all, the stack BundTG,0,n is of finite type by Proposition
3.1.7, hence it is a quotient stack by Proposition 3.2.5. Then, using Proposition 2.3.5, we can
assume that FTG,n : Bun
d
TG,0,n+1
→ BundTG,0,n is a morphism of smooth integral algebraic spaces
of finite type over k. The same holds for FG,n after restricting to a suitable open subset of the
instability exhaustion , see Proposition 3.2.3.
We will prove the Claim for F ∗G,n; the proof for F
∗
TG,n
is analogous. To this aim, consider the
cartesian diagram
(5.4.6) Bun
[d]
G,0,n+1
FG,n

ΦG,0,n+1
//

M0,n+1
Fn

Bun
[d]
G,0,n
ΦG,0,n
//M0,n
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where the morphism Fn :M0,n+1 →M0,n forgets the last marked section. The above diagram
induces the following commutative diagram
(5.4.7) 0 // Pic(M0,n)
Φ∗G,0,n
//
F ∗n

Pic(Bun
[d]
G,0,n)
//
F ∗G,n

RPic(Bun
[d]
G,0,n)
F ∗G,n

// 0
0 // Pic(M0,n+1)
Φ∗G,0,n+1
// Pic(Bun
[d]
G,0,n+1)
// RPic(Bun
[d]
G,0,n+1)
// 0
with exact rows. By the snake lemma, the fact that F ∗G,n is an isomorphism is a consequence
of the following two facts:
(a) F ∗G,n and F
∗
n are surjective;
(b) ker(F ∗G,n) ⊆ Im(Φ
∗
G,0,n).
Indeed, (a) is a consequence of Proposition 2.3.2 applied (after a suitable equivariant ap-
proximation, see Proposition 2.3.5) to the smooth morphisms FG,n and Fn with integral fibers,
using the fact that the generic fiber of FG,n and of Fn is the projective line with n > 0 points
removed, and hence it has a trivial Picard group.
In order to prove (b), let L ∈ ker(F ∗G,n). Since FG,n : Bun
[d]
G,0,n+1 → Bun
[d]
G,0,n is obtained
from the universal curve C
[d]
G,0,n → Bun
[d]
G,0,n by removing the n universal sections σG,i, we have
that L belongs to the subgroup of Pic(Bun
[d]
G,0,n+1) ⊂ Pic(C
[d]
G,0,n) generated by the line bundles
〈O(Im(σG,i) − Im(σG,j))〉. Since the universal curve C
[d]
G,0,n → Bun
[d]
G,0,n together with the n
universal sections σG,i is a pull-back of the universal curve C0,n → M0.n together with the n
universal sections σi along the morphism ΦG,0,n, we deduce that O(Im(σG,i) − Im(σG,j)) =
Φ∗G,0,n (O(Im(σi)− Im(σj))). Hence, we conclude that L ∈ Im(Φ
∗
G,0,n).
Case III: n = 0. . Arguing as in Case II, we observe that the diagram (5.4.4) with n = 0 is
cartesian with the vertical morphisms FG,0 and FTG,0 being smooth and proper with geometrical
fibers isomorphic to P1, or in other words they are families of curves of genus zero. This implies
that the pull-back morphism F ∗G,0 (resp. F
∗
TG,0
) is injective with image equal to the subgroup
of line bundles in RPic
(
Bun
[d]
G,0,1
)
(resp. in RPic
(
BundTG,0,1
)
) that have degree zero on the
geometric fibers of the family FG,0 (resp. FTG,0). We deduce that the diagram (5.4.5) for n = 0
is cartesian (and with injective vertical homomorphisms). Therefore, using also that the weight
morphism wdTG is compatible with the forgetful morphism F
∗
TG,0
, we deduce that the existence
of a cartesian diagram (5.4.1) for RPic
(
Bun
[d]
G,1,n
)
implies the existence of the same cartesian
diagram for RPic
(
Bun
[d]
G,0,0
)
. 
6. Non-Reductive case
The aim of the section is to show that the Picard group of BunG,g,n for an arbitrary connected
smooth linear algebraic group G is isomorphic to the Picard group of BunGred,g,n where G
red is
the reductive quotient of G.
More precisely, consider the smooth, surjective, finite type morphism (see Corollary 3.1.6)
red#(= red#,g,n) : Bun
δ
G,g,n → Bun
δ
Gred,g,n for any δ ∈ π1(G)
∼= π1(G
red),
induced by the reductive quotient morphism red(= redG) : G։ G
red of (3.1.1), where we have
used the canonical isomorphism π1(red) : π1(G)
∼=
−→ π1(G
red) of (3.1.2). The main result of this
section is the following
Theorem 6.0.1. For any δ ∈ π1(G) ∼= π1(G
red), we have that
red∗# : Pic(Bun
δ
Gred,g,n)
∼=
−→ Pic(BunδG,g,n)
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is an isomorphism. The same holds true for the homomorphism red#(C/S)
∗ for any family of
curves C → S, provided that S is an integral and regular quotient stack over k.
Proof. We will present the proof just for the universal case, the proof for the relative one uses
the same argument.
First of all, it is enough to prove the Theorem for n > 0. Indeed, consider the following
cartesian diagrams of universal curves
(6.0.1) BunδG,g,1
FG

red#,g,1
// BunδGred,g,1
F
Gred


Φδ
Gred,g,1
// Cg,n
F

BunδG,g,0 red#,g,0
// BunδGred,g,0
Φδ
Gred,g,0
//Mg,n
which, by pull-back, induces the following diagram of relative Picard groups
(6.0.2) Pic(BunδG,g,1) Pic(Bun
δ
Gred,g,1)
red∗#,g,1
oo
Pic(BunδG,g,0)
?
F ∗G
OO
Pic(BunδGred,g,0)red∗#,g,0
oo
?
F ∗
Gred
OO
By the seesaw principle, F ∗G is injective and its image consists of the line bundles on Bun
δ
G,g,1
that are trivial on each geometric fiber of the family FG, and similarly for F
∗
Gred
. Since the family
FG is a pull-back of the family FGred by (6.0.1), we get that the diagram (6.0.2) is cartesian
(with injective vertical homomorphisms). Hence, if red∗#,g,1 is an isomorphism also red
∗
#,g,0 is
an isomorphism. Therefore, for the rest of the proof, we may assume n > 0 and, in particular,
(g, n) 6= (1, 0).
Surjectivity of red∗# This will follow from the more general
Claim: Let 1→ U → G
ϕ
−→ H → 1 be an exact sequence of connected smooth linear algebraic
groups with U unipotent. For any δ ∈ π1(G)
π1(ϕ)
−−−→
∼=
π1(H), the pull-back homomorphism
ϕ∗# : Pic(Bun
δ
H,g,n)→ Pic(Bun
δ
G,g,n)
is surjective.
We now prove the claim. By Lemma 3.1.4, the group U admits a linearly filtered filtration
(6.0.3) {1} ⊂ Ur ⊂ . . . ⊂ U1 ⊂ U0 = U.
We proceed by induction on the length r := Length(U•) of the filtration.
Assume first that r = 0, i.e. that U is vector group and the action of G by conjugation is
linear. For any connected smooth linear algebraic group N , we denote by Bunδ,≤mN,g,n the open
substack in BunδN,g,n of those N -bundles, whose image in Bun
δ
Nred,g,n has instability degree less
than m. Observe that these opens substacks are of finite type over k because of Proposition
3.2.3 and Corollary 3.1.6. Since the case (g, n) = (1, 0) is excluded by the assumptions, Bunδ,≤mN,g,n
is a quotient stack over k by Proposition 3.2.5.
Consider the following cartesian diagrams of stacks
(6.0.4) X ×
Bunδ,≤2H,g,n
Bunδ,≤2G,g,n := Y
ϕ

//

Bunδ,≤2G,g,n
 inst
≤2
G //
ϕ≤2#


BunδG,g,n
ϕ#

X
f
// Bunδ,≤2H,g,n
 inst
≤2
H // BunδH,g,n
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where inst≤2G and inst
≤2
H are open embeddings, f is an equivariant approximation of the (smooth)
k-quotient stack Bunδ,≤2H,g,n (as in Proposition 2.3.5(i)), the square on the left is cartesian by
definition and the square on the right is cartesian since there is a canonical isomorphism Hred ∼=
Gred compatibile with the morphism ϕ, i.e. redG = redH ◦ϕ. Observe that:
• the horizontal arrows on the right square in (6.0.4) induce isomorphisms of Picard groups
by Proposition 3.2.3, Corollary 3.1.6 and Lemma 2.3.1;
• the horizontal arrows on the left square in (6.0.4) induce isomorphisms of Picard groups
by Proposition 2.3.5(iii).
It follows that ϕ∗# is surjective if and only if ϕ
∗ is surjective, i.e.
RPic(ϕ) := Pic(Y )/ϕ∗ Pic(X) = 0.
The morphism ϕ# is a surjective, smooth and of finite type between integral k-smooth stacks
by Corollary 3.1.2 and Proposition 3.1.5, which then implies that ϕ is a surjective, smooth and
of finite type morphism between k-smooth integral algebraic spaces. By [Beh90, Prop. 4.2.4],
the fiber of ϕ# over a point (C → SpecK,σ, F ) ∈ Bun
δ
H,g,n(K) is the stack BunUFH
(C/K) of
torsors over the curve C → Spec(K) with respect to the vector bundle UFH := (F ×U)/H → C.
Moreover, by [Beh90, Cor. 8.1.2], we have an isomorphism of stacks
BunUF
H
(C/K) ∼= [H1(C,UFH )/H
0(C,UFH )],
where the underlying additive group of the vector space H0(C,UFH ) acts trivially on the affine
space H1(C,UFH ). In particular, the map ϕ# (and hence also ϕ) has integral fibers. Hence, ϕ
satisfies the hypothesis of Proposition 2.3.2, which then gives
RPic(ϕ) ∼= Pic(Yη),
with Yη being the fiber of ϕ over the generic point η of X. By the above discussion,
Yη = BunW(C/η) ∼= [H
1(C,W)/H0(C,W)],
for some vector bundle W over a curve C → η. Since any line bundle over an affine space is
trivial, we have
Pic(Yη) ∼= Hom(H
0(C,W),Gm) = 0,
where the latter equality follows because H0(C,W) ∼= G
dimH0(C,W)
a as algebraic group over η.
This concludes the proof for r = 0.
The case r > 0 follows by splitting ϕ# as a composition of morphism of stacks
ϕ# : BunG,g,n → BunG/U1,g,n → BunH,g,n,
where U1 is a proper subgroup of U in the filtration (6.0.3) and using the inductive hypothesis.
This concludes the proof of the claim.
Injectivity of red∗# Let T be a maximal torus of the reductive quotient G
red. Then, the exact
sequence 1→ Gu → G→ G
red → 1 restricted to the torus gives an exact sequence as it follows
(6.0.5) 1→ Gu → P → T → 1.
Since being solvable is preserved by extensions, P is a connected smooth solvable group. By
[Bor91, Thm 10.6], P admits a Levi decomposition, i.e. P = Pu⋊TP , where Pu is the unipotent
radical of P and TP ⊂ P is a maximal torus. By (6.0.5), we must have Pu = Gu and TP = T .
In particular, the torus ι : T →֒ Gred lifts to a (maximal) torus in G. Hence, the homomorphism
ι∗# : RPic(Bun
δ
Gred,g,n)→ RPic(Bun
d
T,g,n), for any d ∈ π1(T ) s.t. δ = [d] ∈ π1(G)
∼= π1(G
red),
factors through red∗# : RPic(Bun
δ
Gred,g,n)→ RPic(Bun
δ
G,g,n). By Corollary 5.1.2, we can choose
d ∈ π1(T ) in such a way that ι
∗
# is injective, which then implies that red
∗
# is also injective.

As a special case of Theorem 6.0.1, we get the following
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Corollary 6.0.2. Let C be a (smooth, projective and connected) curve over k = k. Then, for
any δ ∈ π1(G) ∼= π1(G
red), the homomorphism
red∗# : Pic(Bun
δ
Gred(C/k))
∼=
−→ Pic(BunδG(C/k))
is an isomorphism.
Remark 6.0.3. It is challenging to extend to the non-reductive case the presentations for the
relative Picard group RPic(BunG,g,n) given in §4 and §5. Since any linear algebraic group
contains a maximal torus, the lattices Λ(−) and Λ∗(−) are well-defined in this setting. From
this, it follows immediately that if G is a solvable group, the Picard group admits a presentation
as in the case of the tori in §4. When G is not solvable, we need a definition of Weil group. For
a general linear algebraic group, the Weil group is defined as the quotient
WG := N (T )/C (T )
of the normalizer of the a maximal torus T ⊂ G by the centralizer of T . This definition should
be the right candidate for the generalizations of the results in §5.
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