Abstract: Dimension reduction techniques play a key role in analyzing functional data that possess temporal or spatial dependence. Of these dimension reduction techniques functional principal components analysis (FPCA) remains a popular approach. Functional principal components extract a set of latent components by maximizing variance in a set of dependent functional data. However, this technique may fail to adequately capture temporal or spatial autocorrelation.
INTRODUCTION
Recent advances in computer technology facilitates the analysis of functional data, represented in the forms of curves, images and shapes. Since the pioneering work by Deville (1974) , and more recently with the work by Ramsay and Silverman (2005) and Ferraty and Vieu (2006) , the statistical community has shown an increasing interest in developing novel methods for analyzing functional data. A wide range of statistical tools have been extended and modified to analyze functional data, examples of such methods include: exploratory and descriptive data analysis (Ramsay and Silverman, 2005) , nonparametric methods (Ferraty and Vieu, 2006) , multivariate analysis (Goulard and Voltz, 1993) , regression (Morris, 2015) , time series analysis (Horváth and Kokoszka, 2012) and spatial statistics (Delicado et al., 2010) .
It is common that data possess both spatial and functional attributes, such as in agronomy (Chan et al., 2006) and climatology (Ramsay and Silverman, 2005) . Geostatistical methods can be adapted to this type of problem and the data modelled to allow for both spatial and functional attributes. This modeling approach can be useful to predict functions based on spatially observed reference curves. Goulard and Voltz (1993) were the first to apply geostatistical interpolation methods to predict functions at non-observed sites. They considered three methods: two were based on multivariate data analysis using cokriging and the other on functional kriging to predict curves directly. Using the observed data points, Goulard and Voltz (1993) fitted a presumedly known parametric model with a small number of parameters to reconstruct a set of curves.
In this paper, we overcome the parametric distributional assumption of Goulard and Voltz's (1993) method and the limitation of a small number of observed points per function by proposing a nonparametric fitting procedure. We develop a "most constant spatial direction" in which we minimize the difference between the current point and those around it. Our procedure implements a functional linear regression, where the regression coefficients can be estimated by a priori basis function or data-driven basis function expansion. The methodology is suitable for analyzing both temporally or spatially dependent functional data.
In Section 2, we present a review of functional principal component analysis and put forward the functional maximum autocorrelation factors (FMAF). Using a simulation study, we evaluate and compare the performance between the methods in Section 3. In Section 4, we apply the FMAF to a set of spatially dependent functional data involving enhanced vegetation index in Harvard Forests. Section 5 concludes.
METHODOLOGY

Functional principal component analysis (FPCA)
The use of FPCA dates back to the early 1940s when Karhunen (1946) and Loéve (1946) independently developed a theory on the optimal series expansion of a continuous stochastic process, and extended eigenanalysis from a symmetric matrix to integral operators with symmetric kernels. Later, Rao (1958) provides an application of the Karhunen-Loéve (KL) expansion to functional data, by applying multivariate PCA to observed functional values. For a detailed overview on FPCA consult a review article by Shang (2014) .
. X can also be seen as a stochastic process defined on a compact set I, with finite variance I E(X 2 ) < ∞. Let µ be the mean function of X , without lose of generality, let X c = X − µ be a centred stochastic process. The covariance operator of X is defined to be the function K : I × I → R, such that
Through Mercer's lemma, the covariance operator K can be decomposed into
With Karhunen-Loéve expansion, a stochastic process X observed at t can be expressed as
where
dv is an uncorrelated random variable with zero mean and unit variance.
Functional maximum autocorrelation factors (FMAF)
In a multivariate data analysis, the method of maximum autocorrelation factors (MAF) was first introduced by Switzer and Green (1984) for the analysis of multivariate imagery data. Shapiro and Switzer (1989) adapted this method to analyze gridded multivariate data. The MAF extract a set of latent factors that are linear combinations of the data, in which autocorrelation decreases monotonically from the first factor to the last. Hence, the first factor extracts the linear combination of the variables that is the most continuous in time.
There has been a surge interest in the theoretical properties and practicality of MAF (Gallagher et al., 2014) . In fisheries, Erzini (2005) investigated fishery catches using multiple time series of environmental parameters and compared MAF with dynamic factor analysis. In image interpolation, Henderson et al. (2009) compares principal component analysis (PCA) with MAF and conclude that MAF is more effective than PCA for the analysis of high signal intensity data.
We extend the MAF to the functional data context by incorporating regularisation methods to deal with infinite-dimensionality nature of functional data. We aim to find β(t) that maximizes
and we can take successive direction β 1 , β 2 , . . . to maximum autocorrelation subject to
where δ jk denotes an indicator function; when j = k, δ jk = 1, when j = k, δ jk = 0. Maximizing autocorrelation in (4) is equivalent to minimize
where Σ 0 (t, s) represents the variance operator, and Σ 1 (t, s) represents the covariance operator.
Following the early work by Ramsay and Silverman (2005) , we represent X i (t) −X (t) = K k=1 B k (t)c ik , where B k (t) is a basis system and let C be the matrix containing the c ik with S jk = B j (t)B k (t)dt. Now, we can represent the denominator of (7) as
where b = (b 1 , . . . , b K ) and C = (c 1 , . . . , c K ) . Similarly, we can represent the numerator of (7) as
where E is the matrix that gives the differences between rows of S. We can achieve this if E is a n × (n − 1) matrix with E i,i = 1 and E i+1,i = −1 and all other entries being 0.
Since the denominator of (7) may not be invertible, we can add regularisation by using a roughness penalty (see Silverman, 1996 , for details). That is,
for which the minimum (in the basis-expansion expression above) is the largest eigenvalue of
where P ij = B i (t)B j (t)dt, λ represents the roughness penalty parameter and represents the second derivative. Note that we have inverted the "natural" entries for the numerator and denominator matrices, as we want to regularize the eigenfunction associated with the smallest eigenvalue of Σ 1 (t, s).
To select optimal λ, we consider minimizing predicted squared error X i+1 based on X i , given by
where β −i k (t) is estimated without the i th curve, and K denotes the number of retained components.
From equations (4) to (12), we express FMAF for one-dimensional functional time series. However, FMAF can also be extended for two-dimensional functional images. FMAF aims to minimize the difference between current spatial point and those around it, this is given by
where X i,j (t) represents a two-dimensional functional image.
A SIMULATION STUDY
To examine the effects of using FMAF on functional auto-regressive time series, we set up the following simulation. Functional time series are generating according to the process
B(s, t)X i (s)ds + i (t).
We represented each of the i (t), B(s, t) and X i (t) by a linear combination of 25 Fourier basis functions using the system φ 1 (t) = 1, φ 2j (t) = sin(2 j πt), φ 2j+1 = cos(2 j πt), j = 1, 2, . . . , 12. Here, the i (t) are generated
, where c ij are independently generated as N 0, 0.2e
. This has the effect of emphasizing low-period functions with decaying variance associated with higher periods (see also Hall and Hooker, 2015) .
We specified B(s, t) in terms of
That is lower-frequency components are more persistant and there is some "bleed" between neighbouring frequencies. With this specification, the X i (t) can be generated explicitly. A plot of B(s, t) and a plot of simulated functional time series are given in Figure 1 . In the top panel of Figure 2 , we plot the first five latent components extracted by FPCA and FMAF, respectively. These five functional principal components explain around 93% of total variation in the original functional time series. By multiplying these latent components with their corresponding scores, a reconstruction of the original functional time series is obtained for both FPCA and FMAF (see the bottom panel of Figure 2 ). While the first five retained components explain a large amount of variations in the original functional time series, we further investigate the reconstruction errors for FPCA and FMAF under different numbers of components. We found that the FMAF produce comparably smaller reconstruction errors than did FPCA. The FMAF are also motivated by the spatial autocorrelation observed in the Harvard Forest vegetation index data, previously studied by Liu et al. (2012) and Liu et al. (2014) . This data set consists of time series of remotely sensed images acquired over a site in central Massachusetts for studying the enhanced vegetation index ( In Figure 4 , we plot the first five extracted FMAF and their spatial autocorrelation captured by the FMAF, in the first and last directions. Spatial autocorrelation is well captured in the first spatial direction, whereas it seems to be independent and identically distributed random noise in the 25 th spatial direction. By contrast, the latent components extracted by FPCA seem to be less satisfactory. We introduce functional maximum autocorrelation factors, which extract latent components by maximizing autocorrelation for a set of dependent functional data that possess temporal or spatial dependency. Through a simulation study, we show the functional maximum autocorrelation factors produce smaller reconstruction errors than the ones by functional principal component analysis. Using the enhanced vegetation index data set from Harvard Forest, we demonstrate how functional maximum autocorrelation factors are capable of capturing two-dimensional spatial autocorrelation. Thus, it should be considered as a part of toolbox for analyzing ever-increasingly high-dimensional data.
