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Research-based tools to educate college students in physics courses from introductory level to
graduate level are essential for helping students with a diverse set of goals and backgrounds
learn physics. This thesis explores issues related to student common difficulties with some
topics in undergraduate quantum mechanics and thermodynamics courses. Student difficul-
ties in learning quantum mechanics and thermodynamics are investigated by administering
written tests and surveys to many classes and conducting individual interviews with a sub-
set of students outside the class to unpack the cognitive mechanisms of the difficulties. The
quantum mechanics research also focuses on using the research on student difficulties for the
development and evaluation of a Quantum Interactive Learning Tutorial (QuILT) to help
students learn about the time-dependence of expectation values using the context of Larmor
precession of spin and evaluating the role of asking students to self-diagnose their mistakes
on midterm examination on their performance on subsequent problem solving. The QuILT
on Larmor precession of spin has both paper-pencil activities and a simulation component
to help students learn these foundational issues in quantum mechanics. Preliminary eval-
uations suggest that the QuILT, which strives to help students build a robust knowledge
structure of time-dependence of expectation values in quantum mechanics using a guided
approach, is successful in helping students learn these topics in the junior-senior level quan-
tum mechanics courses. The technique to help upper-level students in quantum mechanics
courses effectively engage in the process of learning from their mistakes is also found to be
effective. In particular, research shows that the self-diagnosis activity in upper-level quan-
iv
tum mechanics significantly helps students who are struggling and this activity can reduce
the gap between the high and low achieving students on subsequent problem solving. Fi-
nally, a survey of Thermodynamic Processes and the First and Second Laws (STPFaSL) is
developed and validated with the purpose of evaluating the effectiveness of these topics in
a thermodynamics curriculum. The validity and reliability of this survey are discussed and
the student difficulties with these topics among various groups from introductory students
to physics graduate students are cataloged.
v
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1.0 INTRODUCTION
Physics education research (PER) seeks to apply the scientific method to design and evaluate
curricula to help students learn physics [99]. The design process necessarily requires peda-
gogical knowledge of student difficulties, and makes use of the fruits of cognitive science. To
measure the effectiveness of a pedagogical intervention, actual measurements must be taken.
Student performance must be evaluated (both before and after instruction) to establish the
effectiveness of a particular curriculum or instructional approach.
First, cognitive science tells us a great deal about how humans learn, and the capacities
and limitations of human cognition [100]. Second, in addition to knowledge of cognitive
science, expertise in physics is essential for the design and evaluation of various pedagogies
and curricula specific to the knowledge-rich domain of physics.
1.1 COGNITIVE SCIENCE
Physics courses are often touted as an excellent opportunity to conduct expertise research
since depending upon a person’s expertise, their ability to solve problems can differ sig-
nificantly [101]. Cognitive science deals with modeling and measuring how people learn
and demonstrates that how people organize their knowledge while learning and how they
connect new and prior knowledge has consequences for whether the knowledge will be re-
trieved to solve problems later in situations in which the knowledge is applicable. There are
several versions of learning theories which mainly differ in their focus on how they model
learning [100].
1
1.1.1 Learning Theories
Learning theories which focus on how people learn can provide guidance on how to help
students learn better.
1.1.2 Piaget’s Optimal Mismatch Model
Piaget [102] introduced a model of learning in which he emphasized the importance of the
internal mental state of “cognitive conflict.” A student, when presented with an idea or
observation that conflicts with his/her current understanding of some topic, is put into an
uncomfortable internal state. Piaget’s “optimal mismatch” model recommends that to help
a student learn well, his/her current knowledge state must first be known. Then, to elicit
productive cognitive conflict, the students must encounter a situation in which they will
recognize that their observations are inconsistent with their prior conceptions. If the task is
carefully designed, the cognitive conflict will end when students assimilate and accommodate
the new and prior knowledge and develop a coherent understanding. Thus, an instructor
should provide systematic tasks commensurate with a student’s current knowledge to help
them resolve inconsistencies and build a robust knowledge structure. Piaget is also known
for his stages of cognitive development as shown in Table 1. The concrete operational and
formal operational stages are particularly important for physics teaching and learning even
at the college level because research shows that many students in college may not have
transitioned from the concrete operational to formal operational stage and need concrete
experiences to learn physics.
1.1.3 Zone of Proximal Development
An early contemporary of Piaget, Vygotsky, also introduced a learning theory. In Vygot-
sky’s theory, one important concept is the “Zone of Proximal Development,” or ZPD [103].
Vygotsky’s ZPD is a zone described by what a student can do on his or her own vs. with the
help of an instructor who is aware of his current knowledge and targets instruction above
that current level to enable learning. The ZPD is defined as knowledge that is not too “close”
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Table 1: Piaget’s Stages of Cognitive Development. Piaget is most well known for char-
acterizing the progression from infancy to adulthood of human cognition as a progression
through four stages. This table presents the stages as described, their nominal ages, and a
description of each [102].
Stage Age Description
Sensorimotor 0–2 Reflex Base, Coordinate Reflexes
Preoperational 2–6 or 7 Self-Oriented, Egocentric
Conrete Operational 6 or 7 – 11 or 12 More Than One View Point,
No Abstract Problems
Formal Operational 11 or 12 + Think Abstractly, Reason Theoretically,
Not all people reach this stage.
to what the student knows, nor too ‘far,’ but in a zone near to the student’s current under-
standing. Thus, learning is effective if the instructor is aware of the current knowledge state
of a student, and uses an instructional design which is in the ZPD. To facilitate instruction
which is in the ZPD, an instructor must provide scaffolding support (guidance and feedback
with a focus on developing self-reliance) to stretch student learning, while taking advantage
of a student’s strengths. The implications of Vygotsky’s ZPD model for my research are
similar to that for Piaget’s optimal mismatch model.
1.1.4 Preparation for Future Learning
Another theory of learning, advanced by Bransford and Schwartz [1], focuses on “Prepara-
tion for Future Learning (PFL).” One interpretation of this theory is that any instructional
approach should be considered along two dimensions: innovation and efficiency. Any instruc-
tional method can be evaluated along these two axes. For example, if a teaching method is
too innovative (see Figure 1), a student can become frustrated with struggling, and disen-
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Figure 1: Innovation vs Efficiency, see [1]
gage with the learning process. If a method is too efficient, in the sense that it is too easy to
follow and requires only low cognitive engagement, a student will become bored, and again,
disengage from the learning process.
It is important to note that what is innovative and efficient is student-dependent. What
is efficient for an expert can be innovative, or too innovative for a student. PFL recommends
that instructors use techniques that balance innovation and efficiency. Again, the implication
to my research is that it is important to develop learning tools based upon the prior knowledge
state of the students to help them learn effectively.
As a side note, it is important for instructors to remember that their students are not
mini-versions of themselves when designing a curriculum. A student would typically not have
the same tolerance for remaining in a state of confusion as an expert. Instructors, especially
at the university level, should not expect to be representative of the student population.
1.1.5 Cognitive Architecture
While learning theories can guide the design of curricula, it is important to keep in mind the
constraints on the cognitive architecture when developing research-based learning tools [2,
104, 105]. From a PER researcher’s point of view, at a coarse-grained level, human cognitive
architecture has two components: working memory, and long-term memory.
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1.1.5.1 Working Memory The working memory, sometimes called short-term memory,
consists of 7 ± 2 “slots”; each slot can hold a “chunk” of information [2]. The scarcity of
slots is one of the main bottlenecks in learning and problem-solving. “Cognitive overload”
involves a situation in which the capacity of the working memory is exceeded and one cannot
make progress in solving a problem due to the lack of available slots with which to work
[109].
1.1.5.2 Long Term Memory While working memory is the immediate “working space”
where information is processed, long-term memory is where knowledge is stored. The working
memory gets information from long term memory and also from the sensory buffers. In a
problem solving situation, each piece of information comes at the cost of occupying one of
the precious few slots of working memory. Recall from long-term memory is cued by working
memory and the struggle to make progress on a cognitive task. Long-term memory can be
“primed” ahead of time, reducing the barrier to the triggering of certain memories, by cues
in the environment, previous cognitive tasks, etc.
1.1.6 Chunking and Knowledge Structures
The number of slots available in the working memory is limited, but what can actually go
into one of these slots is not limited. Current understanding is that the size of the chunk
in a given domain increases with expertise [104]. Examples of a chunk include a piece of
information, or a network of pieces of information which can be treated as a whole. A chunk
can even consist of a network of other chunks... and so on. There is no meaningful upper
bound to the amount of information that can ultimately be hierarchically nested within a
single chunk.
Experts benefit greatly from past experience. One concrete way in which chunking takes
place is that experts have larger, better organized knowledge structures in their domain of
expertise so their knowledge chunks are larger. It is actually less cognitively demanding
for an expert to solve the same problem compared to a novice due to the chunking of
information that an expert does. This type of chunking has consequences for “Categorization
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and representation of physics problems by experts and novices”[3] and in how experts and
novices reproduce good and bad boards of chess [105].
1.2 KNOWLEDGE STRUCTURES OF EXPERTS AND NOVICES
Research has been carried out with the goal of inferring the knowledge structures of physics
experts and novices. The resulting knowledge structure of an expert is shown schematically
in Figure 2. This structure was inferred from asking novices and experts to categorize
a collection of textbook physics problems based upon how they would solve them. The
investigators also used think-aloud interviews [106] to establish what subjects were thinking
as they carried out the task.
In contrast, a novice’s knowledge structure is shown in Figure 3. Note that a novice’s
structure is organized by superficial features, rather than the physics principles at the core
of a physics problem.
1.3 PER RESEARCH FOCUSING ON CONTENT DEVELOPMENT
PER can take many forms. One type of research focuses on student difficulties while another
type may evaluate research-based curricula and pedagogies in classes at various levels. Yet
another type of PER research may focus on developing and evaluating new educational
technologies for use in the physics classroom. This thesis concerns measuring the efficacy of
different approaches on student learning and quantifying the relative prevalence of student
difficulties with specific physics content in quantum mechanics and thermodynamics at the
undergraduate (and even graduate) level.
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Figure 2: Expert Knowledge Structure(Figure 5 of ref[3]); Note the heirarchical organization,
with high-level principles on top, and increasingly detailed concepts as one moves towards
the bottom.
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Figure 3: Novice Knowledge Structure (Figure 4 of ref [3]). Superficial features, rather
than physics principles, are the organizing principle for the inferred knowledge structure of
a novice. Here, for instance, we see a “Plane” knowledge structure, not a “Newton’s Law’s”
knowledge structure. As we move downward, principles of physics are invoked, each as a
special case to deal with the problem at hand.
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1.3.1 Design and Evaluation of a Conceptual Survey
While developing and validating a conceptual survey of thermodynamic processes and first
and second laws (STPFaSL), it was useful to think about it in the context of other stan-
dardized tests for university-level physics.
1.3.2 Electromagnetism
Two examples of surveys of electromagnetism are the Brief Electricity and Magnetism As-
sessment (29 items), or BEMA [4], and the Conceptual Survey of Electricity and (32 items),
or CSEM [5]. Not only are the scores on the thermodynamic survey we developed and vali-
dated similar to BEMA and CSEM, our point biserials are also similar to BEMA’s. Similar
to the development process of these prior surveys, our development and validation process
involved both experts and students. In addition, statistical validation was conducted to
establish the overall usefulness of our survey similar to these surveys.
A review of difficulties that students have with upper-level electrodynamics [6] shows
that upper-level undergraduates struggle not only with concepts in electrodynamics, but
also have great difficulty with the mathematics, and in connecting the mathematics with
their conceptual understanding of the topics [6, 7].
1.3.3 Classical Mechanics
At the introductory level, several studies (see, for example, research conducted by the Uni-
versity of Washington PER group [8]) have focused on difficulties with students’ conceptual
understanding of classical mechanics. Students’ understanding of classical mechanics may
have an influence on their learning of quantum mechanics[9].
1.3.4 Quantum Mechanics
Student difficulties in quantum mechanics in one dimension are investigated [10] by devel-
oping and validating a tool similar to the one discussed in this thesis for thermodynamics.
Moreover, difficulties related to the time dependence of expectation values [11] connect well
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with the investigations related to the development and evaluation of a quantum interactive
learning tutorial on the Larmor precession of spin discussed in this thesis.
1.4 DESIGNING AND EVALUATING RESEARCHED-BASED TOOLS
FOR HELPING STUDENTS LEARN PHYSICS
PER is concerned with helping students learn physics at all levels; a great deal of research
has been conducted at the post-secondary introductory level. From a researcher’s point of
view, this population is ideal in that it is the largest slice one could take of the enrollment
pie in the physics courses. A large dataset can be generated in a single semester, at a single
(large) university and useful inferences can be made.
In physics courses, instructors often start with a heterogeneous “student” population.
The focus of research-based curricula and pedagogies is typically to help all students. Such
curricula and pedagogies tend to reduce the spread among students. A stark example of this
reduction is the result of applying the technique described and demonstrated in chapter 3.
The work presented in this thesis is especially geared towards advanced undergraduates,
and the focus is on physics content in quantum mechanics and thermodynamics. The design
and evaluation of a tutorial to help students better understand the time dependence of
expectation values in quantum mechanics is the first chapter, 2. We develop and evaluate
a tutorial on Larmor Precession of spin, a quantum phenomena somewhat analogous to the
classical motion of a spinning top whose axis of rotation “precesses” as it spins on a floor.
We then evaluate students’ reasoning for correctness before and after students learn from the
tutorial and also investigate whether students are more likely to adopt a quantum mechanical
reasoning after working on the tutorial.
Secondly, in chapter 3, we present a simple, but effective method for helping students
to learn from their own mistakes. Students (mostly physics majors) studying quantum
mechanics are given the opportunity to earn back points on midterm questions, and their
performance on the final exam is measured. Students given the explicit grade incentive to
examine and correct their own mistakes are shown to perform markedly better on the same
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material when it appears on the final exam; students who were not given this incentive do
not perform nearly as well.
The design of a conceptual thermodynamics survey cuts across many levels, from intro-
ductory to graduate levels, showing a remarkable consistency of reasoning amongst students
at all levels. While the content of the survey is targeted at an introductory level (see chapter
4), we find that the students at all levels have great difficulty with the actual concepts of
thermodynamics covered in the survey(see chapter 5).
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2.0 IMPROVING STUDENTS’ UNDERSTANDING OF
TIME-DEPENDENCE OF EXPECTATION VALUES VIA LARMOR
PRECESSION OF SPIN
2.1 INTRODUCTION
Quantum mechanics (QM) is a particularly challenging subject for undergraduate students.
Based upon the research studies that have identified difficulties [11–15] and findings of
cognitive research, we have developed a set of research-based learning tools to help students
develop a good grasp of QM. These learning tools include the Quantum Interactive Learning
Tutorials (QuILTs) [16, 17].
Here, we discuss the development and evaluation of a QuILT employing Larmor preces-
sion of spin as the physical system to help upper-level undergraduate students in quantum
mechanics courses learn about time-dependence of expectation values. Through a guided
approach to learning, the QuILT helps students learn about these issues using a simple two
state system.
Generally, the expectation value of some observable Q evolves in time because the state
of the system evolves in time in the Schro¨dinger formalism. The expectation value of an
observable Q in a given quantum state at time t can be written as
〈Q(t)〉 ≡ 〈ψ(t)|Qˆ|ψ(t)〉 (2.1)
If the operator Qˆ has no explicit time dependence, taking the time derivative of Eqn.
2.1 and substituting Schro¨dinger’s equation where appropriate yields Ehrenfest’s theorem:
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ddt
〈Q(t)〉 = 〈ψ(t)|[Qˆ, Hˆ]|ψ(t)〉
~i
, (2.2)
Thus, the question of whether an expectation value evolves with time is equivalent to asking
whether or not the right hand side of Eqn. 2.2 is zero.
There are two distinct general conditions when the expectation value is time-independent,
i.e., its time derivative is zero. One case is when the commutator of operators Qˆ and Hˆ,
[Qˆ, Hˆ], is zero. In this case, the operator Qˆ commutes with the Hamiltonian. An operator
which commutes with Hˆ corresponds to a conserved quantity. The other case that yields
a time-independent expectation value is when the state vector |ψ(t)〉 is a stationary state.
A stationary state is an eigenstate of the Hamiltonian operator. All observables (that cor-
respond to operators with no explicit time dependence) have time independent expectation
values in this case. The physical system used to develop and assess the effectiveness of a
Quantum Interactive Learning Tutorial (QuILT) on time-dependence of expectation values
is Larmor precession of a spin-1/2 system (with zero orbital angular momentum).
2.2 LARMOR PRECESSION OF SPIN
A particle with a magnetic moment will exhibit Larmor precession if an external magnetic
field is applied. The system is analogous to the classical scenario of a rigid rotator (such as a
child’s spinning top) in the presence of a gravity field in which the precession of the angular
momentum vector can be observed.
Working on the QuILT, students learn that a particle with a magnetic moment may
exhibit Larmor precession if an external magnetic field is applied. For pedagogical purposes,
the simplest case of a spin 1/2 system, which is a two-state quantum system, is chosen in the
QuILT to help students learn this challenging topic. In this case, spin operators in any basis
are 2×2 matrices, which are least likely to cause cognitive overload to students. Despite the
simplicity of the system, students learn to reason that the knowledge and skills they acquire
in this context apply to a broad range of quantum systems.
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Figure 4: A magnetic moment, pointing in the direction of Sˆ, precesses in the presence of
a magnetic field B directed upwards.
2.3 EXPLORING STUDENT DIFFICULTIES
Before the development of the QuILT, we investigated student difficulties with time depen-
dence of expectation values using open-ended surveys and multiple-choice questions in order
to address them in the QuILT. Here we summarize the findings from a written survey given
to 39 students:
Difficulty with the relevance of the commutator of the operator corresponding
to an observable and the Hamiltonian: A consequence of Ehrenfest’s Theorem is that
if an operator Qˆ corresponding to an observable Q commutes with the Hamiltonian, the
time derivative of 〈Q〉 is zero, regardless of the state. However, 46% of students did not
realize that since the Hamiltonian governs the time-evolution of the system, any operator
Qˆ that commutes with it must be a constant of motion and its expectation value must be
time-independent.
Difficulty recognizing the special properties of stationary states: If the magnetic
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field is along the z-axis, all expectation values are time independent if the initial state is
an eigenstate of Sˆz because it is a stationary state. However, 51% of students surveyed
incorrectly stated that 〈Sx〉 and 〈Sy〉 depend on time in this case. One common difficulty
includes reasoning such as “since the system is not in an eigenstate of Sˆx, the associated
expectation value must be time dependent” even in a stationary state. Another very common
difficulty is reasoning such as “since Sˆx does not commute with Hˆ, its expectation value must
depend on time” even in a stationary state.
Difficulty distinguishing between stationary states and eigenstates of opera-
tors corresponding to observables other than energy: Any operator corresponding to
an observable has an associated set of eigenstates, but only eigenstates of the Hamiltonian
are stationary states because the Hamiltonian plays a central role in time-evolution of the
state. However, many students were unable to differentiate between these concepts. For
example, for Larmor precession with the magnetic field in the z direction, 49% of students
claimed that if a system is initially in an eigenstate of Sˆx or Sˆy, the system will remain in
that eigenstate. A related common difficulty is exemplified by the following comment from
a student: “if a system is initially in an eigenstate of Sˆx, then only the expectation value of
Sx will not depend on time.”
2.4 DEVELOPMENT OF A QUILT
Based upon a theoretical task analysis of the underlying knowledge from an expert per-
spective and common student difficulties found via research, a preliminary version of the
QuILT with a sequence of guided questions along with pretests and posttests was developed.
The pretest is to be administered after traditional instruction on Larmor precession and the
posttest after students work on the QuILT. The QuILT strives to help students build on their
prior knowledge and develop a robust knowledge structure related to the time-dependence
of expectation values. Students have to actively think through the answers to each question
in the guided approach to learning and the latter questions build on the preceding questions.
The questions are designed such that the alternative choices deal with the common difficul-
15
ties students have. The QuILT presents computer simulations [18, 19], adapted to represent
Larmor precession, in which students can manipulate the Larmor precession setup to predict
and observe what happens to time-dependence of expectation values for different observables,
initial quantum states, and orientations of the magnetic field. In particular, students have
to make predictions about whether the expectation values depend on time in various situa-
tions and then they engage via simulations of Larmor precession in learning whether their
predictions are consistent with the observation. Then, students are provided with guidance
and scaffolding support to help them reconcile the differences between their predictions and
observations and to help them assimilate and accommodate relevant concepts. The compo-
nents of the simulations students use in the QuILT to check their predictions and reconcile
the differences include tools to orient the magnetic field in a particular direction, tools for
state preparation, quantum measurement, and particle detection.
Different versions of the QuILT were iterated with five physics faculty members (experts)
several times to ensure that they agreed with the content and wording of the questions. We
also administered it individually to fifteen graduate students and upper-level undergraduate
students in semi-structured think-aloud interviews to validate the QuILT for clarity, student
interpretation, appropriateness of the guided sequence and in order to address any emergent
issues. Students were first asked to think aloud as they answered the questions to the best
of their ability without being disturbed. Later, we probed them further and asked them
for clarification of points they had not made clear. Since both undergraduate and graduate
students exhibited the same difficulties, we will not differentiate between the two groups
further. Overall, the interviews focused on ensuring that the guided approach was effective
and the questions were unambiguously interpreted. Modifications were made based upon
each feedback.
2.5 RESULTS: ASSESSING EFFECTIVENESS OF THE QUILT
Once we determined that the QuILT was effective in individual administration, it was admin-
istered in class. Over several years, students in four junior-senior level quantum mechanics
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courses, totaling 95 students, were first given the pretest after traditional instruction. They
then worked through the QuILT in class and were asked to complete whatever they could
not finish in class as homework. Then, the posttest, which has analogous questions to the
pretest (except, e.g., Sx and Sy are swapped in various questions) was administered in the
following class. One class with 18 students (included in the 95 students) was also given four
matched questions on their final exam on time-dependence of expectation values to investi-
gate retention of these concepts more than two months later. Most data was collected by
other physics education researchers in the Pitt PER group.
2.5.1 Reasoning-based Rubric
To assess student learning, both the pretest and posttest were scored based on two rubrics
developed by the two researchers jointly. The “Strict” rubric only gives credit if the student
provides a completely correct answer. “Completely correct” answer is defined as an answer
in which both the correct answer is given and it is supported with correct reasoning. Correct
reasoning can be either quantum mechanical or classical in nature (discussed later). Good
performance on this strict scoring is likely to reflect an expert-like performance.
A second rubric, referred to as “Partial” was developed to give partial credit in scoring
students’ pretest and posttest performances. This rubric gives half credit for a correct answer
(regardless of the reasoning) and half credit for correct reasoning (again, either correct
quantum mechanical or classical reasoning is considered valid). This rubric is consistent
with the common traditional methods of grading student performance.
More than 20% of the sample was tested for inter-rater reliability (scores of the two
raters agree to better than 90%). For assessing retention of the concepts related to the
time-dependence of expectation values, the same rubric is applied to the matched questions
on the final exam.
2.5.2 Pretest vs Posttest Scores
Table 2 shows the average scores on each question on the pretest and posttest using both the
strict grading scheme and partial grading scheme. The average pre-/posttest performances
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Table 2: The average pre-/posttest scores of 95 students on each of the six items. For item 6,
students were asked if there was precession in a given case and asked for an example in which
precession does not take place. For this question, there is no “Partial” grading scheme.
Strict Partial
Item Pre (%) Post (%) p-value Pre (%) Post (%) p-value
1 53.8 80.4 <0.001 57.1 81.4 <0.001
2 53.8 82.5 <0.001 64.8 87.1 <0.001
3 44.0 70.1 <0.001 49.5 78.4 <0.001
4 41.8 67.0 <0.001 47.8 72.7 <0.001
5 20.9 58.8 <0.001 29.1 62.4 <0.001
6 40.4 72.6 <0.001 * * *
Combined 42.5 71.9 <0.001 49.7 76.4 <0.001
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were compared using a t-test; all improvements (using both strict and partial rubrics for each
question) were statistically significant. Table 2 shows that the pretest scores were lower under
the strict grading scheme than under the partial grading scheme. We note that although
some students struggled on the posttest, the average posttest performance is superior to
the baseline data from a group of 18 first year physics graduate students, indicating that
time-dependence of expectation values is a challenging concept.
Items 1, 2, 3, and 5 on the pre-/posttests all ask questions of the following form for a
given system: Given a specific initial state, does the expectation value of a certain observable
Q change with time? Students were asked to explain their reasoning in each case. These
questions are equivalent to asking whether or not the right hand side of Eqn. 2.2 is zero in
that case. Items 3 and 5 are specifically designed to probe the knowledge of the two distinct
general conditions when the expectation value is time-independent (when Qˆ commutes with
the Hamiltonian Hˆ or when the initial state is a stationary state). On Item 6, students were
given a system initially in an eigenstate of Sˆx and asked whether precession occurs in this
case (it does) and why, which prompts students to connect classical and quantum mechanical
explanations.
Below, we discuss how student difficulties were reduced after working on the QuILT.
2.5.3 Items 1 and 2
Items 1 and 2 asked the student to consider a system initially in an eigenstate of Sˆx, then
asked whether 〈Sx〉 and 〈Sy〉 depended on time. The time evolution of each is a sinusoidal
oscillation of amplitude ~
2
, with 〈Sx〉 leading 〈Sy〉 by a phase of 90◦. Performance on these
two items was similar. Using the strict rubric, the scores improved from 54% to 80%, and
54% to 83% for items 1 and 2, respectively. One student states:
“There’s no ... there’s no oscillation going on here you just have a pure Sx state.”
Similarly for Item 2:
“I’m trying to think this through, um ... So the only difference is... you’ve got the
down states are imaginary in this case, and that’s just... that’ll go away once you take the
expectation value, so I’m gonna say ‘no’, it’s not gonna depend on time for the state... It’s
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just these expectation values... we’re gonna get what we’re gonna get, as long as it’s in
that eigenstate.”
While scores for these two items are approximately equal, with approximately equal improve-
ments, the reasoning provided in the case of incorrect answers were different. In the case
of 1, in which the measurement is made in the same eigenbasis as the measurement, 53%
of students who responded “time independent” stated that the system was in a stationary
state. However, when asked about the time dependence of 〈Sy〉, only 12% of students state
that the system was in a stationary state. Instead, 72% of these students responded with
reasoning based on the non-commutation of Sˆx and Sˆy. For instance, a student responded
“[since] [Sx, Sy] 6= 0, [Sy] depends on time”.
Another student states “No. Because it is then in an eigenstate of Sˆx. Sˆx, Sˆy are
mutually incompatible observables.”
These findings have led us to characterize a substantial fraction of students’ understand-
ing as follows: A stationary state is not a property of the system, but states are stationary
with respect to a particular observable in question.
2.5.4 Item 3
Item 3 asked the student to consider the same system, initially prepared in an eigenstate of
Sˆx. The student is asked whether 〈Sz〉 depends on time. This quantity is constant with
time. A response that cited and applied Ehrenfest’s theorem, noting that Sˆz commutes
with the Hamiltonian, was given a score of “1”, and tabulated among answers with correct
quantum reasoning. A response that Sˆz is constant due to precession not affecting the z
component was given a score of “1”, and tabulated among answers with correct classical
reasoning. Under the strict rubric, this score improved from 44% to 70%.
2.5.5 Item 4
Item 4 is designed to assess student knowledge of the time evolution of the quantum state
itself. The student is asked to consider a system which is prepared in a non-stationary
eigenstate, and then state whether or not the system evolves away from this state, or remains
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in it until an external perturbation is applied. The alternate points of view are presented
in conversation form. This item is designed to probe whether students suffer from over-
generalization of the properties of a stationary state to any eigenstate. With the strict
rubric, this score improved from 42% to 67%.
2.5.6 Item 5
Item 5 asked the student to consider instead a system initially in an eigenstate of Sˆz , then
asked whether 〈Sx〉 depends on time. In this case, no quantities are time dependent because
the system is in a stationary state. Under the strict rubric, scores improved from 21% to
59%. Possible explanations of these atypically low scores are discussed later.
2.5.7 Item 6
Item 6 asked the student to consider again a system initially in an eigenstate of Sˆx. The
student is asked a pair of questions: First, whether precession occurs in this case (it does),
and second, to provide an example in which precession does not occur. (A complimentary
question is asked in the case that the student responds negatively to the first question). This
question is designed to probe overall student knowledge of Larmor precession. Under the
strict rubric, scores improved from 40% to 73%.
2.5.8 Retention of Learning
In addition to pre- and posttests, matched questions were administered as part of the final
exam for 18 students in the junior-senior level quantum mechanics course in 2013.
Table 3 indicates that students’ average score on questions on the final exam which were
very similar to the questions on the pretest and posttest related to the time-dependence
of expectation values are comparable to the posttest result. It is encouraging that the
performance on the posttest and final exam are comparable overall because competing effects
such as degradation of memory vs consolidation over the intervening half semester affect the
performance on final exam.
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Table 3: Assessment of N = 18 students at the end of the course shows that students retain
understanding of Larmor Precession.
Strict Partial
Pre Test 32% 42%
Post Test 78% 82%
With Final Exam 83% 86%
2.5.9 Classical and Quantum Reasoning
The nature of most questions posed to students about the time-dependence of expectation
values in the context of Larmor precession allowed either a quantum mechanical or semi-
classical explanation. This presents an opportunity to investigate and compare the rate at
which students adopt and correctly use the new “Quantum” framework learned, versus their
reliance primarily on “Semi-Classical” reasoning.
For all questions, a rubric was developed that assigned values to statements students
made. Statements were categorized as either “Quantum” or “Semi-Classical”. They were
assigned a score of “+1” if that statement was correct reasoning relevant to the question.
A score of “-1” was assigned to incorrect statements. A common example reflecting student
difficulties would be “Sˆx does not commute with the Hamiltonian, so 〈Sx〉 must depend
on time,” in a situation in which the system is in a stationary state. The overwhelming
majority of incorrect statements of this type reflected known student difficulties. Absence of a
statement is assigned a score of “0.” A student’s response can independently be characterized
along two dimensions, “Quantum” and “Semi-Classical” reasoning, each of which can take on
a value of “-1”, “0”, or “+1”. Change in rate of correct statement between two assessments
can therefore range from “-2” to “+2”, indicating extremal negative progress to extremal
positive progress, respectively.
Table 4 presents the results of broad adoption of correct quantum mechanical reasoning
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Table 4: Change in method of reasoning between pretest and posttest forN = 95 students. In
each of the five questions that could be answered with either “Quantum” or “Semi-Classical”
reasoning, the rate of correct statement is tabulated.
Question Number Quantum p-value Classical p-value
1 +0.53 <0.001 +0.01 0.861
2 +0.51 <0.001 +0.06 0.319
3 +0.28 <0.001 -0.01 0.870
4 +0.44 <0.001 -0.01 0.856
5 +0.49 <0.001 +0.08 0.266
in student responses between pretest and posttest. Semi-Classical reasoning statements
evaluated in this manner show either no change, or small positive progress.
Table 5 presents the comparison of the reasoning on posttest right after working through
the QuILT with reasoning on the final exam several months later.
Comparison of student reasoning approaches in Tables 4 and 5 shows significant gain
in “quantum mechanical” reasoning and retention of these gains. For the 2013 class, in
which retention was measured, almost no semi-classical reasoning was used in the final
exam. Although semi-classical reasoning was fine in this context, the change from posttest
to the final exam can be interpreted as students acquiring expert-like fluency with quantum
mechanical reasoning.
The average scores on the final exam compared to the posttest right after the QuILT
suggest retention of knowledge for the duration of the course. Degradation of memory over
time is a well studied phenomenon. Since the course does not continue instruction specific
to Larmor Precession, degradation of memory might be expected to drop the score with
time. However, we find that the scores on the final exam are the same (or even slightly
higher). We hypothesize that a competing effect, i.e., consolidation of knowledge specific
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Table 5: Retention in method of reasoning between posttest and final exam on matched
questions for 18 students.
Question number Quantum p-value Classical p-value
1 +0.06 0.777 -0.06 0.560
2 -0.06 0.738 -0.06 0.560
3 +0.06 0.684 0.00 1.000
5 +0.22 0.429 -0.06 0.715
to quantum mechanics is taking place during the entire semester which helps retain the
knowledge about time-dependence of expectation values acquired earlier. This is reflected
both in final exam performance and the fact that almost no “semi-classical” statements are
being made in the final exam on these questions involving time-dependence of expectation
values in the context of Larmor precession of spin. This fact may be interpreted as students
acquiring more expert-like fluency in problem solving.
2.6 SUMMARY
Students demonstrate an average improvement of 27% on posttest vs pretest, and evidence
from all semesters supports that these gains are on average robust and retained. Other
published work [11] supports the difficulty that students have with the abstract nature of
quantum mechanics.
Additionally, the interactive simulation portion of the QuILT has been better integrated
with the paper-pencil portion of the QuILT by leveraging technical improvements to enforce
notational consistency to minimize cognitive load associated with changing tasks.
It is likely that these gains can be improved further, e.g., if students are asked to turn
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in the tutorials themselves for credit. Therefore, to improve engagement and participation
rate, students should be given a grade incentive to complete the tutorial.
2.7 THE PRETEST AND POSTTEST FOR LARMOR PRECESSION
Here we present version A of the pre- and posttest. Version B is identical, except that all
instances of Sˆx and Sˆy have been swapped. Versions A and B were each used as either pre-
or posttest. No statistically significant difference was found between performance on Version
A versus Version B (p = 0.67 that these were drawn from the same distribution via t-test).
All of the following questions refer to this system:
An electron is in an external magnetic field B which is pointing in the z direction. The Hamil-
tonian for the electron spin is given by Hˆ = −γBSˆz where γ is the gyromagnetic ratio and
Sˆz is the z component of the spin angular momentum operator. Notation: Sˆz |↑〉z = ~2 |↑〉z,
and Sˆz |↓〉z = −~2 |↓〉z. For reference, the eigenstates of Sˆx and Sˆy are given by:
|↑〉x = 1√2(|↑〉z + |↓〉z), |↓〉x = 1√2(|↑〉z − |↓〉z)
|↑〉y = 1√2(|↑〉z + i |↓〉z), |↓〉y = 1√2(|↑〉z − i |↓〉z)
1. If the electron is initially in an eigenstate of Sˆx, does the expectation value of Sˆx depend
on time? Justify your answer.
2. If the electron is initially in an eigenstate of Sˆx, does the expectation value of Sˆy depend
on time? Justify your answer.
3. If the electron is initially in an eigenstate of Sˆx, does the expectation value of Sˆz depend
on time? Justify your answer.
4. Consider the following statements from Andy and Caroline when the electron is initially
in an eigenstate of Sˆx (the x component of the spin angular momentum):
Andy: The electron will NOT be in an eigenstate of Sˆx forever because the state will
evolve in time.
Caroline: I disagree. If a system is in an eigenstate of an operator corresponding to a
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physical observable, it stays in that state forever unless a perturbation is applied.
With whom do you agree? Explain.
a. Andy
b. Caroline
5. If the electron is initially in an eigenstate of Sˆz, does the expectation value of Sˆx depend
on time? Justify your answer.
6. If the electron is initially in an eigenstate of Sˆx, is there any precession of 〈~S〉 about the
z axis? If your answer is yes, explain why and give an example of a situation where there
will be no precession of 〈~S〉 about the z axis. If your answer is that there is no precession
for the given case, explain why.
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3.0 AN EASY-TO-IMPLEMENT INTERVENTION CAN
SUBSTANTIALLY REDUCE THE PERFORMANCE GAP BETWEEN
LOW- AND HIGH-ACHIEVING PHYSICS STUDENTS
3.1 INTRODUCTION
Helping students learn to think like a scientist is an important goal of most courses for science
and engineering majors at all levels [20–27]. Meeting this goal is also critical to prepare an
additional one million STEM professionals in ten years according to the recommendations
of the United States President’s Council of Advisors on Science and Technology (PCAST)
report. However, it may be beneficial to many students if they are provided incentives to
help them learn to think like scientists.
Two characteristics of science experts are that they have learned how to learn and they
use problem solving as an opportunity for learning. In particular, experts automatically
reflect upon their mistakes in their problem solution in order to repair, extend and organize
their knowledge structure. Unfortunately, for many students, problem solving is a missed
learning opportunity. Without guidance, students often do not reflect upon the problem
solving process after solving problems in order to learn from them nor do they make an
effort to learn from their mistakes after the graded problems are returned to them. However,
instruction can explicitly prompt students to learn from their mistakes by rewarding them
for correcting their mistakes. This type of activity can also help them learn to make use of
problem solving as a learning opportunity.
Prior research has focused on how introductory physics students differ from physics
experts [3, 28–31] and strategies that may help introductory students learn to learn [32–36].
By comparison, few investigations have focused on the learning skills of advanced physics
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students, although some investigations have been carried out on the difficulties advanced
students have with various advanced topics, e.g., quantum mechanics [12, 14, 15, 37, 38].
It is commonly assumed that most students who have made it through an entire un-
dergraduate physics curriculum have not only learned a wide body of physics content but
also have picked up the habits of mind and self-monitoring skills needed to build a robust
knowledge structure [3]. Instructors take for granted that advanced physics students will
learn from their own mistakes in problem solving without explicit prompting, especially if
students are given access to clear solutions. It is implicitly assumed that, unlike introduc-
tory students, advanced students have become independent learners and they will take the
time out to learn from their mistakes, even if the instructors do not reward them for fixing
their mistakes, e.g., by explicitly asking them to turn in, for course credit, a summary of the
mistakes they made and writing down how those mistakes can be corrected [39, 39–45].
However, such assumptions about advanced students’ superior learning and self-monitoring
skills have not been substantiated by research. Very little is known about whether a physics
professor develops these skills in a continuous or discontinuous manner from the time they
are introductory students. There may be some discontinuous “boosts” in this process for
many students, e.g., when they become involved in graduate research or when they ultimately
independently start teaching and researching. There is also no research data on the frac-
tion of students who have gone through the “traditional” undergraduate or graduatephysics
curriculum and have been unable to develop sufficient learning and self-monitoring skills,
which are the hallmark of a physicist. These issues are particularly important considering
the diversity amongst STEM majors has increased significantly.
Moreover, investigations in which advanced physics students are asked to perform tasks
related to simple introductory physics content do not properly assess their learning and
self-monitoring skills [3, 30]. Advanced students may possess a large amount of “compiled
knowledge” about introductory physics and may not need to do much self-monitoring or
learning while dealing with introductory problems. For example, when physics graduate
students were asked to group together introductory physics problems based upon similarity of
solution, their categorization was better than that of introductory physics students [3]. While
such tasks may be used to compare the grasp that introductory and advanced students have
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of introductory physics content, tasks involving introductory level content do not provide
much insight into advanced physics students’ learning and self-monitoring skills.
The task of evaluating advanced physics students’ learning and self-monitoring skills
should involve advanced-level physics topics at the periphery of advanced students’ own
understanding. While tracking the same student’s learning and self-monitoring skills longi-
tudinally is an extremely difficult task, taking snapshots of advanced students’ learning and
self-monitoring skills can be very valuable.
In an earlier investigation, Mason and Singh [46] investigated the extent to which upper-
level students in quantum mechanics learn from their mistakes. They administered four
problems in the same semester twice, both on the midterm and final exams in an upper-
level quantum mechanics course. The performance on the final exam shows that while some
students performed equally well or improved compared to their performance on the midterm
exam on a given question, a comparable number performed poorly both times or regressed
(i.e., performed well on the midterm exam but performed poorly on the final exam). The
wide distribution of students’ performance on problems administered a second time points
to the fact that many advanced students may not automatically exploit their mistakes as an
opportunity for repairing, extending, and organizing their knowledge structure. Mason and
Singh also conducted individual interviews with a subset of students to delve deeper into
students’ attitudes toward learning and the importance of organizing knowledge. They found
that many students focused on selectively studying for the exams and did not necessarily
look at the solutions provided by the instructor for the midterm exams to learn, partly
because they did not expect those problems to be repeated on the final exam and/or found
it painful to confront their mistakes.
Giving incentives to students for learning from their mistakes, e.g., by explicitly reward-
ing them for correcting their mistakes can be an excellent learning opportunity both for
learning content and developing useful skills. Students may gain a new perspective on their
own deficient solutions by asking themselves reflective questions while solving the problems
correctly making use of the resources available to them.
Here, we discuss a study spanning several years in which advanced undergraduate physics
students taking a quantum mechanics course were given the same four problems in both the
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midterm exam and final exam similar to the Mason and Singh study but approximately half
of the students were given incentives to correct their mistakes in the midterm exam and
could get back up to 50% of the points lost on each midterm exam problem. Most data
was collected by other physics education researchers in the Pitt PER group. The solutions
to the midterm exam problems were provided to all students but those who corrected their
mistakes were provided the solution after they submitted their corrections to the instructor.
The performance on the final exam on the same problems suggests that students who were
given incentives to correct their mistakes significantly outperformed those who were not
given an incentive. We find that the incentive to correct the mistakes on the midterm exam
had the greatest impact on the final exam performance of students who did poorly on the
midterm exam, which is very encouraging.
3.2 METHODOLOGY
Students were directed to work on their own, but were free to use any resources, homework,
notes, and books to help them with this correction opportunity. Of course, students in either
the comparison group or incentivized group were free to use these resources to study at any
time prior to the final in-class exam. It is worth noting that these questions were in-class
exam questions: short enough to be answered during the exam and similar to homework and
quiz questions that students previously worked on.
Our study took place over four years (the data were collected in four separate but iden-
tical courses) in the first semester of a two-semester honors-level undergraduate quantum
mechanics course sequence taught by the same physics instructor at the University of Pitts-
burgh. The honors-level course sequence is mandatory only for those students who want
to obtain an honors degree in physics. It is often one of the last courses an undergraduate
physics major takes. Most students in this course are physics or engineering physics majors in
their senior year (but some are in their junior year and there are also a few first year physics
graduate students, who typically did not take a full year quantum mechanics sequence as
undergraduate students). The four years in which the data were collected in the course were
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not consecutive years because typically a physics instructor at that university (University of
Pittsburgh) teaches a course for two consecutive years and then another instructor teachers
it. Therefore, the data were collected from four classes that spanned a six year period.
The classes were primarily taught in a traditional lecture format but the instructor had
the students work on some preliminary tutorials that were being developed. Students were
assigned weekly homework throughout the fifteen-week semester. In addition, there were
two midterm exams and a final exam. The homework, midterm and final exams were the
same in different years. The midterm exams covered only limited topics and the final exam
was comprehensive. Students had instruction in all relevant concepts before the exams, and
homework was assigned each week from the material covered in that week. Each week, the
instructor held an optional class in which students could ask for help about any relevant
material in addition to holding office hours. The first midterm took place approximately
eight weeks after the semester started, and the second midterm took place four weeks after
the first midterm. For our study, two problems were selected from each of the midterm exams
and were given again verbatim on the final exam along with other problems not asked earlier.
The problems given twice are listed in Appendix B.1. In the second and fourth year in which
this study was conducted, the data were collected from classes in which students were asked
to self-diagnose their mistakes on both their midterm exams in the course and could earn a
maximum of 50% of the points lost on each problem for submitting the corrected solution to
each of the midterm exam problems. These classes formed the experimental or incentivized
group. Including both years, there were 30 students in the incentivized group. There were
no self-diagnosis activities in the first and third year in that students were not provided any
grade incentive to diagnose their mistakes and submit the corrected solution to the midterm
exam problems. The students in these two years formed the comparison group. There were
33 students in the comparison group including both years. In all of these four years, there
were two midterm exams and a final exam and the same midterm and final exam questions
were given. The instructor was the same and the textbook and homework assignments from
the textbook were the same.
All students were provided the solution to each midterm examination on the course
website. However, for the experimental group, the midterm solutions were posted on the
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course website after students self-diagnosed their mistakes. Moreover, written feedback was
provided to all students in both the experimental and comparison groups after their midterm
exam performance, indicating on the exams where mistakes were made and how they can be
corrected. Students in the experimental group were asked to submit the corrected solution
to each problem on the midterm exam on which they did not have a perfect score. Students
were given four days to diagnose and correct their mistakes. They were asked to do the
diagnosis of their mistakes and correct their mistakes individually but were allowed to use
their books, notes or online material. The corrected solution submitted by most students
after the self-diagnosis was almost perfect so it was easy for the instructor to reward students
with 50% of the points lost. The final exam in the course was cumulative and in addition
to other questions, two problems from each midterm exam were repeated. Our goal was to
evaluate how students performed in subsequent problem solving based upon whether they
diagnosed and corrected their mistakes on the midterm examination when provided with a
grade incentive.
Three of the problems chosen (problem 1 which will also be called the expectation value
problem for convenience, problem 2 or measurement problem and problem 3 or momentum
problem in Appendix B.1) were those that several students had difficulty with; a fourth
problem (problem 4 or harmonic oscillator problem) which most students found straight-
forward on one of the two midterm exams was also chosen. The most difficult of the four
problems (based upon students’ performance) was the momentum problem in Appendix B.1
that was also assigned as a homework problem before the midterm exam but was perceived
by students to be more abstract in nature than the other problems. The easiest of the four
problems, the harmonic oscillator problem, was an example that was solved within the as-
signed textbook. Thus, students in both the experimental and comparison groups had the
opportunity to learn from their mistakes before they encountered the four problems selected
from the midterm exams on their final exam (as noted earlier two problems were selected
from each midterm exam).
A scoring rubric, developed jointly with E. Yerushalmi and E. Cohen to assess how
well the students in introductory physics courses diagnose their mistakes when explicitly
prompted to do so, was adapted to score students’ performance on each of the four quantum
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mechanics problems on both the midterm and final exams. The scoring was checked inde-
pendently by two scorers for at least 20% of the students and at least 80% agreement was
found on the scoring for each student on each problem in each attempt (on midterm and
final exams).
The scoring rubric has two sections: one section scores students on their physics perfor-
mance and the other section scores how well they presented their solution. The rubric for
the presentation part was somewhat different from the corresponding part for introductory
physics because quantum mechanics problems often asked for more abstract answers (e.g.,
proving that certain energy eigenstates are equally probable) as opposed to finding a nu-
merical answer. Therefore, some categories in the introductory physics rubric (e.g. writing
down units) were omitted from the presentation part of the quantum mechanics rubric and
other categories were adapted to reflect the nature of the quantum problems better (e.g.,
checking the answer was adapted to making a conceptual connection with the results).
Although the grading rubric allows us to assign scores to each student for performance
on physics and presentation parts separately, these two scores are highly correlated with
the regression coefficient between the two scores being R=0.98. The reason for this high
correlation is that students’ presentation of the problem depended upon whether or not
they understood the physical content. If a student did not know the relevant physical
concepts, he/she could not set up an appropriate problem solving strategy to score well on
the presentation part. We therefore only focus on students’ physics scores on each of the
four questions given on the pretest and posttest.
3.3 RUBRICS AND SCORING
Appendix B.2 demonstrates the scoring rubric for physics for all the four problem along with
the scores of some students on both the midterm and final exams. Below, we first describe
the symbols used for scoring and then give an explanation of how a quantitative score is
derived after the initial scoring is assigned symbolically for each sub-part of the rubric. The
symbol “+” (worth 1 point) is assigned if a student correctly completes a task as defined
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by the criterion for a given row. The symbol “-” (worth 0 points) is assigned if the student
either fails to do the given task or does it incorrectly. If a student is judged to have gotten
something partially correct, then the rater may assign a combination of pluses and minuses
(++/-, +/-, +/–) to reflect this behavior, with the understanding that such a combination
represents an average score of pluses and minuses (e.g. ++/- translates to 2/3 of a point).
If the student’s solution does not address a criterion then “n/a” (not applicable) is assigned
and the criterion is not considered for grading purposes at all. For example, if the student
does not invoke a principle, the student will receive a “-” in the invoking row but will receive
“n/a” for applying it in the apply row because the student cannot be expected to apply a
principle that he/she did not invoke.
An overall or cumulative score is tabulated for each of the physics and presentation
parts for each question. For the cumulative physics score, the average of the scores for each
subcategory (e.g., invoking appropriate physics concepts, invoking inappropriate concepts
and applying concepts) can be used in each column for each student on a given problem on
the midterm or final exams. Similarly, the cumulative score for the presentation or problem
solving part can be computed by averaging over the scores for each of the subcategories
(organization, plan, and evaluation) in each column for each student on a given problem on
the midterm or final exams.
3.4 RESULTS
We looked for correlation between the midterm exam score (which we call pretest score)
and final exam score (which we call posttest score) on the four common problems for each
group (comparison and incentivized groups). In particular, by comparing the performance
of incentivized students with the comparison group, we examined the effect of giving grade
incentives to correct one’s mistakes on the pretests on subsequent performance on the posttest
on four problems repeated from the pretest.
The comparison group and incentivized group had nearly identical average performance
on the pretest as shown in Table 6 (analysis of variance or ANOVA shows p=0.972). However,
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the distribution of posttest performance of the incentivized group is significantly better than
the comparison group with a p-value of 0.001. Table 6 also shows that generally the students
with lower performance on the pretest benefit more from the explicit incentive to correct
their mistakes in the pretest. In particular, the comparison group students’ average posttest
performance on these problems is comparable to their performance on the pretest but the
average posttest performance on these problems is significantly better than their performance
on the pretest for the students in the incentivized group. Overall, the students with lower
performance on the pretest benefit more from the explicit incentive to correct their mistakes
in the pretest.
Before we focus closely on the change in each student’s performance from the pretest
to posttest on problems repeated a second time, we note that the fact that the average
score on the posttest is comparable to the pretest in the comparison group suggests that the
assumption that the senior-level physics majors will automatically learn from their mistakes
may not be valid.
Examination of the performance of students in the comparison group shows that some
students did well both times or improved in performance but others did poorly both times
or deteriorated on the posttest. Moreover, students struggled the most on the momentum
problem both on the pretest and posttest and regressed the most from pretest to posttest on
the measurement problem. Moreover, examining the students who regressed from the pretest
to posttest, we observe a pattern in which students who answered a question correctly on the
pretest employed a different procedure for the same question on the posttest. The procedure
used was often a technique learned in the second half of the course and was not relevant
to solving the problem. This is suggestive that some students are applying memorized
procedures, rather than trying to actually understand the problem they are solving.
In the comparison group, in many of these cases in which students performed poorly,
students wrote extensively on topics that were irrelevant to the question asked. It is hard to
imagine that the students did not know that the things written by them were not relevant
to the questions asked. It is possible that the students thought that if they wrote anything
that they could remember about the topic (whether relevant or not) they may get some
points on the exam for trying. Often, the irrelevant writings of a student on a particular
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question were different in the pretest and posttest. The poor performance of the students
both times suggests that when each pretest was returned to them and the correct solutions
were provided, they did not automatically use their mistakes as an opportunity for learning.
Figure 5 shows the average question gain (defined as the arithmetic difference between
posttest and pretest averages for the questions; gain can therefore range from -100% to
+100%) vs pretest score (which can range from zero to 100%) for each student on the four
questions repeated from the pretest to posttest in the comparison group and incentivized
group. Red-filled triangles are for each student from the comparison group and the blue-filled
squares are used for each student in the incentivized group. Students whose score improved
are above the horizontal axis at zero gain; students whose performance deteriorated are
below the horizontal axis. The regions of possible gain are shaded according to posttest score
performance categories: green for High posttest performance, yellow for Medium posttest
performance and orange for Low posttest performance. The performance categories are
defined as follows: “High,” for scores from 85% to 100%; “Medium” for scores from 50%
to 85%; and “Low” for scores from zero to 50%. The 50% cutoff was chosen somewhat
arbitrarily and the 85% cutoff was chosen so that roughly one third of the students scored
in the High performance category on the pretest.
Figure 5, and Tables 6,7 all show that students with poor performance on the midterm
exam were likely to benefit from self-diagnosis activities in which they submitted the cor-
rected midterm exam solutions for 50% of the points lost on each problem. Therefore, the
gap between the High and Low performers on the midterm exam was reduced for this in-
centivized group on the repeated problems on the final exam. On the other hand, for the
comparison group in which students did not correct their mistakes but were given the cor-
rect solutions to all of the midterm exam problems, the gap remained, i.e., scores did not
substantially improve, and remained diverse.
The data were analyzed by breaking the students into three groups based on their pretest
performance as shown in both Figure 5 and Table 7. The initially high-performing students
from both the comparison and incentivized groups (scoring 85% and higher on the pretest)
generally performed very well on the posttest regardless of the intervention (see Figure 5).
Most of these students who start in the High pretest category stay in that category. Students
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who initially performed at a Medium level on the pretest (scoring between 50% and 85%) in
the incentivized group perform better on the posttest than the corresponding students who
were in the comparison group. In the comparison group, students in the Medium performance
category on the pretest were as likely to improve on the posttest (above the horizontal axis
in Figure 6A) as they were to deteriorate (below the horizontal axis). In contrast, in the
incentivized group, almost all of the students in the Medium category on the pretest improved
on the posttest (see Figure 6B). Furthermore, about half of these students in the incentivized
group improved as much as possible on the posttest, saturating the boundary for maximal
improvement (see Figure 6B). Among the initially Low performing students (pretest scores
less than 50), many students in both comparison and incentivized groups improved on the
posttest. However, the degree to which these struggling students performed on the posttest
is highly dependent on whether or not they received a grade incentive to improve. The
students in the Low category on the pretest in the incentivized and comparison groups had
an average gain of 45.0% and 16.2%, respectively (Table 7). In summary, the gains are much
larger for the incentivized group, bringing the average of the Low category to the level of the
Medium category, and the Medium category to the High category (see Figure 5 and Table
7).
3.5 DISCUSSION AND SUMMARY
A common hypothesis is that advanced students will benefit from solutions to exams provided
after the exams because they would want to learn from their mistakes. However, we find
that many students who do not receive an incentive to learn from their mistakes, in fact,
do not learn from their mistakes. More encouragingly, students who are given an incentive
(earn back points for correcting their mistakes), perform substantially better.
Prior research on problem solving and self-monitoring skills of introductory physics stu-
dents demonstrates that the introductory students do not learn these skills automatically,
e.g., by listening passively to lectures and having access to solved examples [39–45]. More-
over, many introductory physics students are “captive audiences” – they may not buy into
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the goals of the course and their main goal becomes getting a good grade even if their learn-
ing is superficial [32]. Research suggests that these introductory physics students can benefit
from explicit guidance and feedback in developing problem solving and learning skills and
alignment of course goals with assessment methods [32–36, 39–45, 47, 48]. It is commonly
assumed that the learning skills of students in advanced physics courses are superior to those
of students in introductory courses. One reason offered is that advanced physics majors have
chosen this major and are therefore eager to learn the material. They will make every effort
to repair, organize and extend their knowledge because they are intrinsically motivated to
learn and are not grade driven. For example, instructors often believe that physics seniors
in an honors-level quantum mechanics course can monitor their own learning and they will
automatically take the time out to learn from their mistakes. Contrary to these beliefs, our
earlier investigation [46] found that advanced students in the honors-level quantum mechan-
ics sequence did not automatically improve their performance on identical questions given
in a midterm and on the final exam. The students were provided the correct solutions and
their own graded exams. Even then, there was an apparent lack of reflective practice by
supposedly mature students and many students did not take the opportunity to repair and
organize their knowledge structure. In individual interviews, we probed students’ attitudes
and approaches towards problem solving and learning, and also asked them to solve the
same problems again. The statistical results were consistent with students’ “self-described”
approaches towards problem-solving and learning. In the interviews we also find evidence
that even in these advanced courses there are students who do not use their mistakes as
an opportunity for learning and for building a robust knowledge structure; they resort to
rote learning strategies for getting through the course. One interviewed student alluded
to the fact that he always looked at the correct homework solutions provided but did not
always look up the correct midterm exam solutions partly because he did not expect those
questions to be repeated on the final exam. This tendency to learn the problems that may
show up on the exam without making an effort to build a knowledge structure is typically
not expected of physics seniors. Individual discussions with some physics faculty suggests
that sometimes their incorrect inferences about advanced physics students’ learning and self-
monitoring skills is based on the fact that they feel that all physics majors are like them.
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They may not appreciate the large diversity in the population of physics majors today and
may not realize that those who become college physics faculty consist of a very select group of
physics majors. While longitudinal research is needed to investigate the differences between
those advanced students who become physics faculty and those who do not, it is possible
that those students aspiring to be physics faculty are intrinsically motivated to learn and
make more effort to learn from their own mistakes on their own. Similar to introductory
students, advanced physics students who do not automatically use their mistakes as a learn-
ing opportunity may benefit from explicit scaffolding support and guidance to help them
become independent learners. Students will automatically use problem solving as an oppor-
tunity for reflecting and learning if they are intrinsically motivated to learn the content and
to extend and organize their knowledge [49–52]. However, students who are not intrinsically
motivated may need extrinsic motivation, e.g., explicit reward for developing higher order
thinking and self-monitoring skills. One strategy is explicitly asking students to fix their
mistakes in homework assignments, quizzes and exams. Such strategies have been used for
introductory courses with different levels of scaffolding provided to students for diagnosing
their mistakes [39–43].
We investigated how well students in a junior-senior level undergraduate quantum me-
chanics course learn from their mistakes on physics problems on midterm examinations when
provided with time and grade incentive for written corrected solutions to midterm-exam
problems (after the midterm exams with comments were returned to them) and the effects
of this self-diagnosis activity on subsequent problem solving on some of the same problems
repeated later on the final exam.
In particular, we administered four quantum physics problems in the same semester both
in the midterm and final exams to students enrolled in the honors-level quantum mechanics.
In the first and third year of the study, students were not provided any incentives to learn
from their mistakes on the midterm exam (comparison group) but in the second and fourth
years, students were given grade incentives to correct their mistakes (experimental group).
Solutions to all of the midterm questions were available to students on a course website except
that the experimental group was provided the solutions after the students had submitted
their corrected midterm exam solutions.
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Our goal was to explore the extent to which these advanced physics students use their
mistakes as a learning opportunity [53] and whether their performance on problems admin-
istered a second time on the final exam is significantly better than the performance on those
problems in the midterm exams. We looked for correlation between the midterm exam score
and final exam score on the four common problems for each group (experimental and com-
parison groups). Our study suggests that students with poor performance on the midterm
exam benefit the most from self-diagnosis activities in which they submitted the corrected
midterm solutions for 50% of the points lost on each problem. In particular, the gap between
high and low performers on the midterm exam shrinks for the experimental group on the
repeated problems on the final exam. On the other hand, for the comparison group in which
students did not correct their mistakes, the gap remains.
Our research suggests that students may be more motivated to engage with instructional
material in a more meaningful way if they are provided a grade incentive to correct their
mistakes. Considering the relative ease with which instructors in physics courses at all
levels can implement the intervention in which students are given grade incentives to correct
and learn from their mistakes, instructors at all levels should consider giving students this
opportunity to learn and develop their problem solving, reasoning and higher order thinking
skills. Asking students to correct their mistakes in several courses may also help students
understand the importance of learning from mistakes and the role of appropriate struggle
in learning physics. Providing students with incentives to learn from their mistakes may
positively impact the preparation of an additional one million STEM professionals in ten
years according to the PCAST report [54] without a significant effort on the part of the
instructors.
Many research-based methods require a substantial initial or recurring capital investment
of some kind. For example, training for instructors, instructor preparation time, class time,
and materials are typical costs associated with the introduction of an effective technique.
However, this method does not require exceptional effort on the part of instructors, nor does
it require class time. Like many effective research-based methods, the student is the active
agent. It has been found that for introductory students, the corrections themselves take some
time to evaluate, incurring some ongoing instructor labor. However, for upper level students
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we find that students seize the opportunity and produce expert-like solutions. Therefore,
the additional instructor labor is minimal, due to the high quality of the solutions. In any
case, the additional labor is no more than an additional round of exam evaluations.
While these results are encouraging, caution is urged in interpreting improvement. Our
findings support the claim that students improve on problems administered a second time
when expert-like behavior (self-diagnosing and correcting their mistakes) is explicitly incen-
tivized. It does not necessarily follow that students have become adept at self-monitoring
skills from just two such interventions in the two midterm exams in quantum mechanics.
In particular, we compared the performance of students in the incentivized and comparison
groups on four other problems on the same final exam for which incentivized group students
did not diagnose their mistakes. We find that while the incentivized group scored higher
than the comparison group, the results are not statistically significant.
3.6 CONCLUSION
Offering grade incentives to diagnose and correct mistakes can go a long way to close the
performance gap between struggling and high-performing students. If this type of easy-to-
implement intervention is implemented routinely in all STEM courses, students are likely to
use their mistakes as a learning opportunity and may even develop better self-monitoring
skills over time. We note that we are advocating for instructors to give students incentives
to correct their mistakes in all STEM courses; we are not suggesting that they repeat the
same questions on a final exam as was necessary for the purposes of this research.
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Figure 5: Gain (defined as the difference between posttest and pretest score) vs pretest
score for each student on the four questions repeated from the pretest to posttest in the
comparison group (A) and incentivized group (B). Red-filled triangles are for each student
from the comparison group and the blue-filled squares are for each student in the incentivized
group in which students received an explicit grade incentive to correct their own mistakes
in pretest before answering the same questions on the posttest. Students whose scores
improved are above the horizontal axis; students whose performance deteriorated are below
the horizontal axis.
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Table 6: Pretest, posttest, and average gains for students in the comparison and incentivized
groups broken down into low, medium and high performance categories based on students’
pretest score and for all students. While the pretest scores are comparable for the comparison
and incentivized groups, the posttest scores are significantly higher for the incentivized group.
Comparison Group (N = 33) Incentivized Group (N = 30)
Pre Post Gain Pre Post Gain
Low 34.6 50.8 +16.2 33.2 78.2 +45.0
Medium 64.7 66.3 +1.6 67.3 88.5 +21.3
High 96.0 93.0 -2.9 96.9 98.1 +1.2
All 67.9 71.5 +3.6 67.6 88.4 +20.8
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Table 7: Average pretest and posttest scores and normalized gain, G, for each question for
the comparison (left) and incentivized (right) groups for each of the four questions(G is the
change in performance divided by the maximum possible improvement). Possible positive
normalized gains range from zero (no gain) to +1.00, representing maximal improvement.
In all cases, the incentivized group showed much higher gains. We note that the normalized
gain of the comparison group on problem 4 is negative, but negative normalized gains are
not meaningful so we have not reported it in this table.
Comparison Group (N = 33) Incentivized Group (N = 30)
Pre(%) Post(%) G Pre(%) Post(%) G
Question 1 63.1 74.7 +0.31 88.4 99.2 +0.93
Question 2 62.7 65.2 +0.07 67.3 92.4 +0.77
Question 3 36.0 48.3 +0.19 33.1 65.5 +0.48
Question 4 88.3 80.0 * 81.7 94.6 +0.71
Overall 67.9 71.5 +0.11 67.6 88.4 +0.64
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4.0 SURVEYING STUDENT UNDERSTANDING OF THERMODYNAMIC
PROCESSES AND FIRST AND SECOND LAWS I: DEVELOPMENT AND
VALIDATION OF A SURVEY
4.1 INTRODUCTION
The goal of Physics Education Research (PER) is to improve the effectiveness of physics
teaching and learning. Evaluation of student learning based solely upon tests made by the
instructors is subjective, and is not necessarily a good measure of the effectiveness of a
curriculum or instruction. If well-designed pretests and posttests are administered before
and after instruction in relevant concepts, the effectiveness of a curriculum and instruction
in a particular course can be objectively measured. A standardized test can help to collect
data on student performance; these data can be analyzed to evaluate the effectiveness of
instruction using a particular instructional approach. This type of analysis can inform us
about the effectiveness of various types of pedagogies and curricula in helping students from
different demographics learn physics.
Research-based conceptual multiple-choice surveys are useful tools for evaluating student
understanding of various topics and carefully developed and validated surveys can play an
important role in measuring the effectiveness of a curriculum and instruction. When com-
pared to free response, multiple choice is free of grader bias and such tests can be graded with
great efficiency. Furthermore, the results are objective and amenable to statistical analysis
so that different instructional methods or different student populations can be compared.
The Force Concept Inventory (FCI) is a conceptual multiple-choice survey that helped many
instructors recognize that introductory physics students were often not developing a func-
tional understanding of force concepts in a traditionally taught course even if they could solve
45
quantitative problems assigned to them by using a plug-and-chug approach [110]. Other con-
ceptual surveys at the introductory physics level have also been designed for many physics
topics, including surveys for electricity and magnetism [4, 5], kinematics (represented graph-
ically) [55], energy and momentum [56], rotational and rolling motion [57], circuits [58], and
Gauss’s law [7]. These surveys reveal that traditional instructional approaches are not ef-
fective in helping a majority of students develop a good understanding of these topics and
students in introductory physics courses have many common conceptual difficulties about
different topics. Research-based instructional strategies have been successful in significantly
improving students’ conceptual understanding of some of these topics.
In order to choose appropriate distractors for alternative choices in a multiple-choice
survey (so that students who do not know the correct answer are unlikely to select the correct
answer by guessing it), interviews with students should be conducted and free response
questions should be administered as part of a written test to appropriate student populations
in various relevant courses. The frequency of most common responses can then be used to
design incorrect choices in the multiple-choice questions. In addition, to ensure that the
questions are consistent with the goals of a course and the wording is unambiguous, expert
validation is also essential.
4.2 TEST DEVELOPMENT AND VALIDATION
To explore the effectiveness of curriculum and instruction related to fundamentals of thermo-
dynamic processes and the first and second laws that are typically covered in both algebra-
based and calculus-based introductory physics courses, we developed and validated a 33-item
conceptual multiple-choice test which we call the Survey of Thermodynamic Processes and
First and Second Laws (STPFaSL). We wanted the survey to be basic enough that the
content in the survey is appropriate for both algebra-based and calculus-based introductory
physics courses in which these topics in thermodynamics are covered. The survey develop-
ment started by consulting with many instructors who teach introductory courses in which
these topics in thermodynamics are covered and asking them about the goals they have when
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teaching these topics and what their students should be able to do. In addition to carefully
looking through the coverage of these topics in several algebra-based and calculus-based
introductory physics textbooks, we also browsed over homework, quiz and exam problems
that faculty in introductory algebra-based and calculus-based courses at the University of
Pittsburgh (Pitt) had given to their students in the past before starting the development of
the survey.
While designing the STPFaSL, we paid particular attention to the issues of reliability
and validity. Test reliability refers to the relative degree of consistency between the scores
if an individual immediately repeats the test, and validity refers to the appropriateness of
interpreting the test scores. We note that the survey is appropriate for making interpretations
about the effectiveness of instruction on relevant topics in a particular course and it is not
supposed to be used for high stakes testing of individual students. Also, although the survey
focuses on topics that are typically covered in introductory thermodynamics and appropriate
for introductory students, it is also appropriate for administering to advanced students, e.g.,
undergraduate students in upper-level thermodynamics course in which the same topics are
generally repeated and to physics graduate students.
Before developing the survey questions, we first developed a test blueprint to provide a
framework for deciding the desired test attributes. The specificity of the test plan helped
us to determine the extent of content covered and the complexity of the questions. The
preliminary distribution of questions from various topics was discussed and agreed upon
with several introductory physics course instructors at Pitt.
In developing good alternatives for the multiple-choice questions, we took advantage of
prior work on student difficulties with relevant topics in thermodynamics (see chapter 5 for
detailed discussion and references). To investigate student difficulties further, we adminis-
tered a set of free-response questions in which students had to provide their reasoning. The
answers to these open-ended questions were summarized and categorized, and this helped us
develop good alternatives for the questions in the survey based upon common difficulties. We
note that the alternative or incorrect choices for each question often had distractors which
reflected students’ common alternative conceptions to increase the discriminating properties
of the question. In particular, having good distractors as alternative choices is important
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so that the students do not select the correct answer for the wrong reason. Statistical anal-
ysis was conducted on the preliminary versions of the multiple-choice questions that were
developed which helped refine the questions further.
We also interviewed individual students using a think-aloud protocol at various stages
of the test development to develop a better understanding of students’ reasoning processes
when they were answering the free-response and multiple-choice questions. Within this
interview protocol, students were asked to talk aloud while they answered the questions so
that the interviewer could understand their thought processes. Individual interviews with
students during development of the survey were useful for an in-depth understanding of
the mechanisms for common student difficulties and to ensure that students interpreted the
questions appropriately. In addition to these advantages, interviews offer unique insight
into students’ attitudes that affect learning and the use of thermodynamics principles and
concepts to solve problems. During the think-aloud interviews, some previously unnoticed
difficulties were revealed. These common difficulties were incorporated into the wording of
the multiple-choice questions in the survey developed.
During the initial stage of the development process, 15 students in various algebra-
based and calculus-based physics courses and a few undergraduates who had learned these
concepts in an upper-level thermodynamics course participated in think-aloud interviews.
The purpose of involving some upper-level students in these interviews was to compare the
thought processes and difficulties of the upper-level students in these courses with introduc-
tory students. As discussed in detail in the next chapter(chapter 5, the students’ reasoning
difficulties across different levels are remarkably similar except in a few instances, e.g., upper-
level students were more facile at reasoning with PV diagrams than introductory students.
Nine additional interviews, drawn from a pool of students in introductory courses who were
currently enrolled in a second semester course after finishing the first semester course in
which mechanics and thermodynamics were covered, were conducted with the STPFaSL
when it was close to its current form (see appendix C) to refine and tweak the wording of
the questions.
As noted, in addition to developing good distractors by giving free-response questions
to students and interviewing students, ongoing expert feedback is essential. We not only
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consulted with faculty members initially before the development of the questions, but also
iterated different versions of the open-ended and multiple-choice questions with several in-
structors at Pitt at various stages of the development of the survey. Four professors at Pitt
reviewed the different versions of the STPFaSL several times to examine its appropriate-
ness and relevance for introductory algebra-based or calculus-based courses and to detect
any possible ambiguity in item wording. Two professors and a graduate student from other
universities who have been extensively involved in physics education research also provided
extremely valuable comments and feedback to fine-tune the survey.
Since we want STPFaSL to be administered in one 50 minute long class period, the final
version of the survey has 33 multiple-choice questions. We find that most of the students
are able to complete the survey in one class period. Each question has one correct choice
and four alternative or incorrect choices.
In addition to student difficulties with content discussed in chapter 5, interviews also
suggested that students had attitudes and epistemology about learning thermodynamics
that can impact their learning. For example, unlike instructors who felt that they assigned
homework and exam problems to students that can only be solved if students had a solid
grasp of the concepts, interviewed students often felt that the laws were not particularly
useful in solving problems. For example, one interviewed student from an introductory
physics course noted, “I just remember the laws being like, obvious, self-explanatory to the
point where like they weren’t useful for problems like actual problems... so I didn’t really
memorize them. They were like really... generalizations about heat transfer and like natural
processes, but I didn’t actively use them when I was solving problems, so I used one of
the equations.” In response to an explicit prompt to explain the first and second laws of
thermodynamics, another introductory student who had difficulty internalizing how the laws
of physics could apply to real world noted, “Physics to me is just basically sorcery.”
Other students who had learned some thermodynamics in both physics and chemistry
courses often thought that there is a chemistry thermodynamics and a physics thermody-
namics and what they had learned in each course may only be applicable in that particular
course. For example, one student who correctly pointed out that entropy increases in a
spontaneous process questioned whether what he said made sense in response to a physics
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question about a spontaneous process and wondered whether what he had stated about
change in entropy for spontaneous reactions from a chemistry course would be valid in a
physics context: “delta S is greater than zero for spontaneous reactions... oh, that’s just
chemistry ugh.” In the reasoning related to a similar problem involving change in entropy,
another student attempted to scribble the following equation but then stopped questioning
whether what he was writing was physics related: “delta(H) = -T*del(S) + something else ...
not physics related”. These types of dilemma related to whether thermodynamics learned
in a chemistry course should be used to solve problems in physics and vice versa reflect
students’ epistemological difficulties that can impact their learning.
4.2.1 Relevant knowledge of introductory students before instruction
Motivated by responses during the think-aloud interviews that suggested that students had
some knowledge of thermodynamics from high school physics and chemistry courses, college
chemistry courses or medical school entrance exam preparatory materials, we administered
the following brief survey as bonus questions in an exam to students in a first semester of
algebra-based physics course in which the instructor had started discussing thermodynamics
introducing concepts such as temperature, heat capacity, thermal expansion and heat transfer
but there was absolutely no instruction in the first and second laws of thermodynamics:
1. Describe the first law of thermodynamics in your own words.
2. Describe the second law of thermodynamics in your own words.
3. Describe other central or foundational principles of thermodynamics (other than first
and second laws).
Of the 207 students, 134 chose to respond to at least some of these bonus questions
(65%). Their responses about the laws of thermodynamics and the difficulties they reveal
are shown in Table 8. In particular, in the brief knowledge survey administered before
instruction in the first and second laws of thermodynamics, we find that while about half of
the students stated that energy is conserved, e.g.,“Energy cannot be created or Destroyed”
(52%), only 5% made a statement that includes heat transfer as part of the conservation law.
Another frequent response was that heat itself is conserved, with 15% of students making
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statements such as “There is no loss of total heat in the universe.” These responses further
give support to the interview findings that many students in introductory physics courses
have learned about the first and second laws of thermodynamics before instruction in the
physics course.
4.3 FURTHER VALIDATION OF THE SURVEY
Validity of the STPFaSL was established by two broad classes of parallel efforts: one is
expert design using effective methods of development already discussed and the other is its
validation for a specific purpose. For the STFaSL, the goal for the development of the survey
was to measure the effectiveness of traditional and/or research-based techniques of teaching
thermodynamics concepts included in the survey. Specifically, the survey is designed to be
a low stakes test to measure the effectiveness of instruction overall in helping students in a
particular course reason about the first and second laws of thermodynamics and thermody-
namic processes after learning these topics in thermodynamics (which are typically covered
in introductory physics courses but then repeated in upper-level undergraduate courses).
4.3.1 Topics
As noted, the selection of topics for the problems was made systematically and included con-
sultation with faculty members who teach introductory thermodynamics (some of whom had
also taught upper-level thermodynamics) about the types of problems they expected their
students in introductory physics courses to be able to solve after instruction. The topics
were chosen drawing from the existing literature regarding student difficulties in thermody-
namics, input from student written responses and interviews and input from physics faculty
members who teach these topics. The conceptual problems on the survey are at all levels
of Bloom’s Taxonomy [59]. However, since most questions on the survey require reasoning,
there are very few questions which can be answered at the lowest levels of Bloom’s Taxonomy
(recall and comprehension). As part of the validation of the survey, we verified that experts
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Table 8: Responses of introductory physics students in an algebra-based course about the
laws of thermodynamics before instruction in these laws. The percentages are determined
by only taking into account the students who answered the bonus questions.
Topic Claim Frequency (%)
First Law
Energy is conserved (no mention of heat) 52
Energy is conserved, with heat somehow incorporated 5
Heat is conserved 15
Total first law-like responses 72
Second Law
Entropy increases always 14
Entropy increases under some conditions 4
Energy becomes unusable 10
Heat flows from warmer objects to cooler objects 23
Total second law-like responses 51
52
agreed on the content involved in the problems on the STPFaSL. The concepts involved in
the problems have been independently determined by several physics faculty members who
regularly teach thermodynamics and members of the Physics Education Research (PER)
group at Pitt. A consensus was reached for each question and an excellent agreement was
found between the responses of the traditional physics faculty members and members of the
PER group at Pitt regarding the concept involved in each question.
Table 9 shows that the broad categories of topics covered in the survey are “‘Processes,”’
“‘Systems,”’ “‘Quantities & Relations,”’ “‘Representation,”’ the “‘First Law of Thermody-
namics,”’ and “‘Second Law of Thermodynamics”’. The Processes category includes items
which require understanding of thermodynamic constraints such as whether a process is re-
versible, isothermal, isobaric or adiabatic. Also included are problems involving irreversible
and cyclic processes. The Systems category includes items involving knowledge of the dis-
tinction between a system and the universe, items involving subsystems or isolated system.
The Systems category also includes items in which a student could make progress by making
use of the fact that the system is an ideal gas (e.g., for an ideal gas, the internal energy and
temperature have a simple relationship which can be used to solve a problem). Quantities
and Relations included survey items specific to a quantity such as internal energy, work, heat,
entropy, and their quantitative relationships. For example, the relationship between work
and the area under the curve on a PV diagram is tested in several problems. The Representa-
tion category includes items in which a process is represented on a PV diagram. Finally, the
last two categories include items requiring the first law and second law of thermodynamics.
We included questions about heat engines in with Second Law of Thermodynamics category
(although heat engines involve both first and second law of thermodynamics) due to the
particular focus of the only two problems on the survey that touched upon heat engines.
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Table 9: Topics by item number. Pitt physics faculty members and the Pitt PER group independently reached a consensus on
identifying topics involved in each problem. A yellow “M” indicates that a concept was mentioned but not required to solve
the problem in the opinion of content experts. A pink “R” indicates that a concept is required to solve the problem. An “I”
(also pink) indicates that a topic is implicitly required though not explicitly asked for or mentioned. For instance, generally, if
a student must reason about a PV diagram to infer the heat transfer to a system, the concept of “work” is implicitly required.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
Processes
Reversible R R R R R R R R
Irreversible R R R R R R R R R R R
Cyclic R R R R R R R R
Isothermal R R R R R M R R
Isobaric R M R R
Isochoric M R R R
Adiabatic R R R R M R
Systems
Systems & Universe R R R R R R R R R R R R
Isolated System R R R R R R R R
Ideal Gas R R R R R R R R
Quantities &
Relations
State Variables R R R R R R R
Internal Energy R I R I R R R I R R R I I R I R
Relation to T R R R R R R R
Heat R R R R R R R R R R
Work I R I R I I I I I R R I I I R I
Relation to p, V R R R R R R R R R R R R R
Entropy R R R R R R R R R R R R R
Relation to Q, T R R R R R R R
Representation PVDiagram R R R R R R R R R R R
First Law 1st Law R R R R R R R R R R R R R R R R R
Second Law
2nd Law R R R R R R R R R R R R
Engine Efficiency R R
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Below, we discuss some quantitative measures, including item analysis and reliability to
ensure that the survey is reliable, which is necessary for validity. When the quantitative
measures are considered along with expert validation regarding the content, a picture of
overall validity emerges.
4.3.2 Item Difficulty
The item difficulty is simply the average score on a particular item. On a multiple choice
test, only a 0 or 1 was scored on each item depending on whether the choice selected by a
student was incorrect or correct, so:
Pi ≡ Ni1
Ni
(4.1)
where Ni is the number of students who responded to the ith item, and Ni1 is the number
of students who responded correctly to the ith item. In cases in which blanks are scored as
zeroes, Ni can be replaced with the number of students who took the exam. Pi is always
between zero and one. Results are shown in Figure 6.
4.3.3 Point Biserial Coefficient
The Point Biserial Coefficient, or PBC, is designed to measure how well a given item predicts
the overall score on a test. It is defined as the correlation coefficient between the scores for
a given item and the overall score. For a multiple choice test, in which the student either
scores 0 or 1 on an item, the PBC for the ith item is reduced to:
rix ≡ x¯i1 − x¯
σx
√
Pi
1− Pi (4.2)
where σx is the standard deviation of the test scores, x¯i1 is the average test score among
students who correctly answered the ith item, and x¯ is the average test score. The PBC can
take on values between -1 and 1; a negative value indicates that otherwise high-performing
students score poorly on this item, and otherwise poorly-performing students do well on the
item. A widely used criteria [60] is that it is desirable for this measure to be greater than or
equal to 0.2. Results for STPFaSL are discussed in the following section. The point biserial
coefficients themselves are shown in Figure 6.
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Figure 6: Item discrimination (left) and point biserial coefficient (right) for each item for
upper-level students (N = 147). The PBC can range (in principal) from -1 to +1. The
standard for a good item is that its PBC be 0.2 or higher, which has been exceeded for 32 of
the 33 items on STPFaSL. The first item has low item discrimination because it exemplifies
that even those students who perform well overall have difficulty distinguishing whether
the change in the entropy of a system in a reversible adiabatic process is zero because the
reversible process is adiabatic or whether the change in entropy of the system is zero in a
reversible processes in general (confusion between the system and the universe).
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4.3.4 Test Reliability
The overall reliability of a test as an evaluation tool is also important for establishing validity.
One way to measure reliability of the test is to prepare an ensemble of identical students,
administer the test to them, and analyze the resulting distribution of item and overall scores.
Since this is generally impractical, instead, a method is devised to use subsets of the test
itself, and consider this distribution. The KR-20 reliability index [61] takes this to its limit:
a test of K items is notionally divided into K mini-exams, and the reliability between these
scores is estimated.
R =
K
K − 1
σ2x −
K∑
i=1
σ2i
σ2x
(4.3)
KR-20
where σ2i is the variance of the score across all students on the ith item. This is an approxi-
mation to KR-8:
R =
σ2x −
K∑
i=1
σ2i
2σ2x
+
√√√√√√√
K∑
i=1
r2ixσ
2
i
σ2x
+
σ
2
x −
K∑
i=1
σ2i
2σ2x

2
(4.4)
KR-8
where rix is the correlation between the ith item and the total score, the point biserial
coefficient shown in eqn 4.2. The results for various groups are tabulated in Table 10.
4.3.5 Effect of Ordering Distractors on Student Performance
Another study was performed to assess one form of validity of the survey. In particular,
the answer choices were re-ordered to determine if answer choice ordering had an effect on
performance. One version was the original order, and three more versions differing only in
answer choice order were administered to students in a calculus-based introductory physics
course after instruction in relevant concepts. Performing a Kruskal-Wallis test for statistically
significant difference between any of the four sets found no difference; and the p-value that
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differences between the four groups were due to chance alone was found to be 0.994. This
study was performed with a total of 226 students who scored an average of 36.9%, which
was typical of the performance of students in a calculus-based introductory course after
instruction (posttest) (see Table10).
4.3.6 Performance and Statistical Reliability for Various Populations
The STPFaSL has been administered at Pitt and five other colleges or universities. Over two
thousand students drawn from introductory and upper level undergraduate thermodynamic
courses have participated (See Table 10). In addition, 45 entering physics graduate students
in their first semester of the graduate program (who had not yet taken graduate level ther-
modynamics) participated in the survey. Although the survey is designed to be appropriate
for students in introductory physics courses in which thermodynamics is covered, it is use-
ful to benchmark the test by administering it to upper-level undergraduate students taking
thermodynamics who learned the relevant material in that course and graduate students in
physics.
In introductory courses, the pretest was administered before students learned about ther-
modynamics in that course and the posttest was administered after instruction in relevant
concepts. We note that instructors generally administered pretests in their classes by award-
ing students bonus points as incentive to take the survey seriously but generally awarded
students a small amount of quiz grade for taking it as a posttest. Moreover, since thermo-
dynamics is covered after mechanics in the same course, some instructors teach it at the end
of the first semester introductory physics course while others teach it at the beginning or in
the middle of a second semester course. Moreover, some instructors only spent two weeks
on these topics whereas others spent up to four weeks on these topics in the introductory
courses. However, scores in introductory courses were essentially the same across courses
taught by different instructors in different universities and regardless of whether the students
were in an algebra-based or calculus-based introductory physics course and what the actual
duration over which these topics were discussed.
The reliability of the test was also estimated via KR-20 and KR-8. The KR-8 is the exact
58
form of the estimator; the KR-20 is an approximation which was designed (in the 1930’s) to
save computational labor[62]. The results of the two measures are typically very close, with
KR-20 being designed to be a lower bound to the measure of reliability.
Another measure of test validity is that it closely correspond to models of expected
performance. Particularly, we should expect introductory students to be out-performed
by advanced undergraduates and graduate students. Similarly, pairs of graduate students
working together should outperform those working individually (see Table 24). Similarly, we
should expect introductory students in calculus-based or algebra-based courses to perform
better post-instruction than pre-instruction; and we should expect their data to be more
reliable (students are expected to be guessing on the survey items more pre-instruction than
on the posttest). These data are tabulated in Table 10; and the expected trends are observed
which serve as an additional measure of validity.
The mean performance across the 33 items and the number of students who participated
in the survey at each level are shown in Table 10. “Upper” consists of both advanced
undergraduates and entering graduate students in their first semester of the graduate pro-
gram. Graduate pairs consist of small groups (20 pairs and one group with 3) of graduate
students discussing and responding to the survey together. Faculty self-report that they
perform nearly perfect, missing zero to two items. We note that as one considers levels
from advanced to introductory, performance deteriorates. From pairs of graduate students
to pretest scores for introductory students, the average performance drops from 75% to 29%.
The reliability at each level also decreases. The survey reliability for upper-level students
with KR-8 is 0.81, or estimated with KR-20 it is 0.79. The KR-8 reliability for graduate
students alone and graduate student pairs is 0.88 and 0.89, respectively (or, as estimated
with KR-20, 0.87 and 0.89, respectively). The reliability of the STPFaSL for introductory
students post instruction is 0.72 (KR-20 is also 0.72). Reliability for introductory students
pre-instruction is low and indicates that while they may, e.g., know statements of the first
and second law (see 4.2.1), they have great difficulty reasoning about thermodynamics con-
ceptual questions on the survey.
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4.3.7 Detailed Analysis of Student Difficulties
Performance at the upper level (advanced undergraduate students and entering physics grad-
uate students in their first semester of the graduate program) is shown in Figure 7. In
addition to the individual interviews during the development process, since STPFaSL has
been administered to nearly 2400 students in various courses, quantitative conclusions can
be drawn about the prevalence of the many conceptual difficulties students at all levels have
with these fundamental concepts in thermodynamics. (The prevalence of student difficulties
is the topic of the next chapter, chapter 5.)
Some of these conceptual difficulties include difficulty reasoning with multiple quantities
simultaneously, difficulty in systematically applying various constraints (for an isothermal,
adiabatic, isochoric, reversible, or irreversible process, isolated system, etc.), difficulty due
to oversimplification of the first law and overgeneralization of the second law. Many of these
difficulties have already been documented [63–76]. Our findings demonstrate the robust-
ness of the previous findings about student difficulties with these topics. Finally, detailed
tabulation of the prevalence of these difficulties for each item can be found in appendix D.
4.4 DISCUSSION AND SUMMARY
We developed and validated a survey on thermodynamic processes and the first and second
law at the level these topics are covered in an introductory physics course. The average
individual scores on the survey from traditionally taught classes included in this study range
from 30% to 60%, depending on whether the survey was administered as a pretest vs posttest
and whether the students were in introductory or advanced courses. It is worth mentioning
that scores for other conceptual standardized tests, e.g., the electromagnetism surveys listed
below for traditionally taught classes, are similarly low:
• Brief Electricity and Magnetism Assessment [4]: 23% to 45%
• Conceptual Survey of Electricity Magnetism [5]: 25% to 47%
Both of these surveys on electricity and magnetism typically span topics covered in
60
bulk of the second-semester introductory physics course. These low scores on the posttest
indicate that traditional instruction methods are ineffective in helping students learn relevant
concepts.
The survey can be used to measure the effectiveness of instruction in these topics in ther-
modynamics using a particular curriculum or pedgagogy. As a note of caution, we are not
recommending that the survey be used as a high-stakes exam to evaluate the performance of
a particular student, but as a measure of teaching effectiveness of a group of students. On the
other hand, if students learn these topics using a research-based method and perform sub-
stantially higher than those reported here for traditionally taught courses, that instructional
approach is likely to be superior to a traditional approach.
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Table 10: The average performance of different groups on the 33 items or a subset of items
and the number of students who participated in the survey at each level and reliability
index. “Upper” consists of both advanced undergraduate students who had learned the
relevant concepts in an upper-level thermodynamics course and entering physics graduate
students in their first semester of the graduate program. Graduate pairs consist of small
groups (20 pairs and one group with 3) of graduate students discussing and responding to
the survey together. Faculty data are not shown here, as those data cannot be considered in
a statistical manner. Faculty self-report that they perform near-perfect, missing zero to two
items. Reliability is best measured by KR-8, and a lower bound is given by KR-20. Note
that the reliability is significantly higher for post-instruction scores relative to pre-instruction
scores, and for advanced students relative to introductory students, which provides validation
to the content.
Grad Grad Upper Calc Calc Algebra Algebra
Pairs Ind. Post Pre Post Pre Post
N 21 45 147 705 507 218 382
Reliability (KR-8) 0.89 0.88 0.81 0.49 0.77 0.42 0.61
Reliability (KR-20) 0.88 0.87 0.79 0.43 0.77 0.34 0.57
Score (%) 75 55 57 29 37 30 37
First Law (%) 76 58 60 29 37 28 38
Second Law (%) 74 56 60 28 36 29 42
PV Diagram (%) 71 53 56 28 38 29 29
Reversible (%) 65 44 38 22 27 22 27
Irreversible (%) 79 62 66 32 40 32 45
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Figure 7: Average performance on the survey by topic for N=147 upper-level students. For
completeness, error bars on each topic score (very small black vertical lines) indicate the
sample error of the mean topic score, assuming each topic is independent. For comparing
pairs of topics whose coverage on the STPFaSL is minimally overlapping, e.g., comparison of
performance on problems involving “‘Irreversible”’ and “‘Reversible”’ processes, an assump-
tion of independence may be appropriate, but otherwise the topics and their errors should
not be directly compared within a population. Another pair of topics for which there is
minimal overlap involves the “‘second law”’ problems and problems requiring knowledge of
the “‘state variables”’.
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5.0 SURVEYING STUDENT UNDERSTANDING OF THERMODYNAMIC
PROCESSES AND FIRST AND SECOND LAWS II: STUDENT
DIFFICULTIES
5.1 INTRODUCTION
In the previous chapter, we discussed the development and validation of a conceptual multiple-
choice Survey on Thermodynamic Processes and First and Second Laws (STPFaSL) of ther-
modynamics. The survey can be used as a pre-/posttest to evaluate the effectiveness of
instruction related to these foundational topics generally discussed both in introductory and
advanced undergraduate courses in which thermodynamics is included. During the develop-
ment of the conceptual survey, students were administered free-response and multiple-choice
questions on relevant topics and a subset of them was interviewed individually to under-
stand the reasons for their difficulties. The students who were administered the written
survey as a part of their course include those in introductory calculus-based and algebra-
based courses, advanced undergraduate students enrolled in an upper-level thermodynamics
course in physics departments, and first year physics graduate students who had not yet
taken a core course in thermodynamics and statistical mechanics. We find that many stu-
dents have serious conceptual difficulties related to relevant topics across all levels after
traditional instruction.
Here, we discuss the evidence of student difficulties with various topics in thermodynam-
ics found during the development and validation of the survey. Many of these conceptual
difficulties have been discussed in previous studies and are referenced in different sections
below as appropriate. Since this study involves a large number of students at various levels,
it provides further support to the difficulties that have been documented in previous studies
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on related topics. While the degree to which students had difficulties generally decreased
from the pretest to posttest in the introductory courses and from introductory to advanced
courses, the relative prevalence of the difficulties with different topics is remarkably similar
across all groups.
Even before instruction, many students in the algebra-based and calculus-based intro-
ductory physics courses show a trend in responding to the survey questions that suggests
that they have some knowledge of the laws of thermodynamics and thermodynamic processes
even before they learn thermodynamics in an introductory physics course. Individual dis-
cussions with some students suggest that they have learned about the first and second laws
and thermodynamic processes in a high school physics or chemistry or a college chemistry
course. Also, a majority of students in the algebra-based courses are bio-science majors
and/or premeds and some of them have also learned about these topics from preparatory
materials for the future medical school exam in which physics is a component.
The robustness of the conceptual difficulties in the pretest indicates that students are
not blank slates with regard to these topics even before they learn them in an introductory
physics course. The conceptual difficulties revealed in the posttest after instruction across
all levels indicates that traditional instruction is not successful in reducing student difficul-
ties and helping them build a coherent knowledge structure (including after an advanced
undergraduate thermodynamics and statistical mechanics course). In other words, many
students, including those who become physics graduate students, continue to struggle with
these foundational topics in thermodynamics.
5.2 CHARACTERIZING STUDENT DIFFICULTIES
While attempting to categorize student difficulties by topics, it is important to keep in mind
that student categorization of the problems is often context dependent, unlike the catego-
rization of experts. In particular, the students may view two problems with the same deep
features involving the same concepts and principles differently due to their different contexts
or “surface features” [3]. While solving a problem, an expert and a student, who is devel-
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oping expertise, may analyze the affordances and constraints of a problem very differently
based upon their current expertise [107]. An expert is likely to take into account the various
affordances and constraints appropriately while solving a problem using a systematic ap-
proach and navigate through the problem space in a manner that is likely to yield a correct
solution [107]. On the other hand, a student may navigate through the problem space in a
haphazardous manner and may not make the correct inferences based upon the information
provided in the problem.
5.2.1 Inconsistency Across Different Contexts
Student responses to similar topics across different contexts are often inconsistent because
many students do not have a robust knowledge structure related to these concepts and their
reasoning skills are not sufficiently developed. According to Simon’s theory of bounded ratio-
nality, an individual’s rationality in a particular context is constrained by his/her expertise
and experience and all individuals choose only one of the few options consistent with his/her
expertise that does not cause a cognitive overload [107]. Simon framed these expectations
and limitations during problem solving from by individuals with different levels of expertise
in a particular domain as “satisficing” [107]. Even from the perspective of a knowledge-in-
pieces framework, a particular context may trigger activation of knowledge that students
think is relevant in that context and they may run with it and reach a conclusion that makes
sense to them but that is not correct [108]. On the other hand, on another problem, the
students may invoke the relevant piece of knowledge appropriately to solve the problem cor-
rectly. In other words, they may show different facility in their ability to solve two problems
with the same underlying concepts and principles but with different contexts. In this sense,
this knowledge-in-pieces view is similar to Simon’s theory of “satisficing” in which individ-
uals will select only a few of the large number of possible paths in the problem space that
are consistent with their expertise in the domain which satisfies them and does not cause
a cognitive overload to solve a problem. If an individual is not an expert in a domain, it
is likely that the path traversed in the problem space while solving a problem in a partic-
ular context is not the one that will lead to success. When students satisfice, there is no
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need to discern the deep similarity between problems and transfer their reasoning from one
problem to another problem involving the same underlying principles and concepts, because
within the bounds of their expertise, the solution strategy that comes to their minds for each
problem may be different and makes sense to them for each problem.
In fact, research suggests that student responses depend not only on the physical context
of a problem, but they are also sensitive to the wording of a question, particularly for
multiple choice questions which include an explicit mention of a particular student difficulty.
The context dependence of student responses should be kept in mind in the discussion of
the difficulties below. For example, even if only 10% of the students show a certain type
of difficulty while solving a problem in a particular context, it may indicate that a higher
percentage will display the same difficulty while solving another problem with the same
underlying concepts posed in a different context.
In thermodynamics, there are many physical quantities, processes, and types of systems
that one must consider to solve a problem in addition to the principles and laws that gov-
ern each situation in the problem posed. It is possible that certain information given in
the problem statement (e.g., whether a process is reversible or not) is actually relevant in
one situation to solve the problem but not in another. As suggested both by the bounded
rationality framework and the knowledge-in-pieces framework, experts are likely to make
appropriate use of the information provided in order to reduce the problem space and make
progress towards a solution unlike students, who are still developing expertise, and may get
distracted by some of the information provided. The students may not appropriately recog-
nize or distill the affordances and constraints in a problem appropriately or may not know
how to systematically exploit them to navigate through the problem space effectively [107].
5.2.2 Ignoring Relevant Information and Focusing on Irrelevant Details
When experts reviewed the STPFaSL survey, they noted that certain types of information in
a problem were not relevant for solving a particular problem. For example, in item 17 on the
survey, since the problem is about the internal energy of an ideal monatomic gas, the only
affordance that experts focus on is that the temperature differences between the initial and
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final states in the two processes is given. They often explicitly noted that the information
such as the fact that the first process is isochoric and the second process is isobaric is not
relevant for solving the problem. However, consistent with prior expertise research [107, 108],
while experts immediately focused on the temperature differences between the initial and
final states as the relevant features of the problem, many students got distracted by the
“surface” features. In particular, many students did not realize that the internal energy
of an ideal gas is proportional to the absolute temperature (even though this information
was provided to students on the cover page of the survey). In other words, what experts
considered to be irrelevant details turned out to be the focus of many students’ attention
while reasoning about the problem. Similarly, on item 26, students were given a PV diagram
and asked to compare the work done by the gas for an adiabatic and an isothermal expansion
which start at the same state and end at the same volume. When explicitly asked, many
experts who solved the problem stated that in order to find the work done by the gas, one
only needs to find the area under the curve in the PV diagram and since the area is larger
for the isothermal process on the PV diagram, most of the other information about the
process is irrelevant to solving the problem. However, student responses suggest that at
least 35% of the students in upper-level courses and somewhat less than 40% of the students
in the introductory courses even after instruction did not know how to infer the work done
by the gas in a process using the PV diagram. Interestingly, out of the five choices in this
multiple choice question, only the correct answer to item 26 stated that a larger work is done
for the isothermal process, which made the identification of the correct response very easy
for experts. On the other hand, this problem was very challenging for students who often
focused on the irrelevant details of the problem.
Individual interviews also reveal that while solving conceptual problems on the survey,
students often ignore information they do not want to consider or do not know how to
consider to solve the problems, which leads to mistakes. While certain information in the
problem may in fact be irrelevant, students often ignore important information and hope
that they will still be able to solve the problem correctly. We find that in addition to the
information given in individual questions that many students ignored, some also ignored the
information provided on the cover page of the survey. For example, the cover page contains
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the relation between the internal energy and temperature of an ideal monatomic gas and the
definition of the term “adiabatic”. However, students at all levels answered various survey
questions as though they had not read or did not remember or did not find relevant this
type of information on the cover page of the survey that was useful for solving problems.
For example, on item 18, which explicitly asks students to identify the processes that have
no heat transfer between the system and surroundings, approximately two-thirds of the
calculus-based and one-fourth of the algebra-based introductory physics students, even after
instruction, did not use the information on the cover page that an “adiabatic” process fits
this category. In fact, the average student performance at each level was very similar for the
problems which required knowledge of the fact that there is no heat transfer between the
system and the surroundings in an adiabatic process when this definition was given on the
cover page of the survey compared to an earlier version administered in the past in which this
information was not provided. It is possible that students, who are still developing expertise
in thermodynamics, do not have the cognitive capacity to keep this type of information given
on the cover page in their working memory while solving the survey problems [107, 109]. In
particular, if students’ knowledge structure related to thermodynamics is not robust and
their knowledge is in pieces [107–109], they are likely to ignore the relevant information on
the cover page to manage cognitive load during problem solving. As discussed later, students
often ignored important information provided in individual items as well while solving the
survey problems.
Below, we describe different types of common difficulties that prevented many students
from solving various survey problems in an expert-like manner. In all of the tables in the
following sections, if the number of students across different questions with a similar type of
difficulty is averaged, the corresponding tables in appendix D provide the breakdown for the
number of students with that difficulty for each question separately. These tables are useful
because they display whether the percentage of students at a particular level with a particular
type of difficulty is stable across different problems or whether it is sensitive to the context
of the problems. We note that the item numbers in the tables which have a star (asterisk) on
them are not included in tabulating the prevalence of a particular difficulty because it was
not possible to tease out the exact percentage from the data due to the prevalence of other
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difficulties. We also note that in some of the tables below, for comparison, the percentages
of students in a particular group with the correct answer are provided (in boldface) before
the percentages of students who have a certain type of difficulty are presented.
5.3 DIFFICULTIES WITH STATE VARIABLES
Several prior investigations have focused on student difficulties with state variables [63, 67,
71]. Consistent with some of these prior studies, we find that many students had difficulty
distinguishing state variables from thermodynamic quantities which are path-dependent.
Some of the difficulties with the survey problems concerning cyclic processes and/or with
heat engines are tied to student difficulties with state variables.
Table 11 summarizes student difficulties in all groups with the concept of state variables.
On item 22 on the survey, students were explicitly asked if, for a given thermodynamic
system, the values of the work done by the system, the internal energy of the system and the
entropy of the system are determined by the state of the system and not by the process that
led to that state. Approximately half of the introductory students in both calculus-based and
algebra-based courses and one fourth of the upper-level students provided incorrect responses
to this question. Items 5–8 on the survey ask about ∆E, W , Q and ∆S in a cyclic process
and item 15 asks about changes in some of these quantities in a reversible cyclic process. On
the other hand, item 10 is a version of the problem in which a PV diagram is provided [67],
and students are asked to compare Q for two different processes that share the same initial
and final states. Across all these different problems, one common difficulty is incorrectly
treating all thermodynamic quantities E, W , Q and S as though they are state variables or
treating the set {E, W , Q} as state variables but assuming ∆S > 0 in various processes.
However, Table 11 shows that some students did not treat even the internal energy as a state
variable.
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Table 11: Prevalence of Difficulties Related to State Variables
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Difficulties Item # Post Post Pre Post Pre
Not treating E as a state variable. 5, 15, 22 13 19 26 29 22
Treating W as though it is a state variable. 6, 10, 22 9 31 41 36 38
Treating Q as though it is a state variable.
8, 10, 15,
18
16 36 46 41 45
Not treating S as a state variable. 7, 15, 22 39 37 38 41 32
Treating all three quantities {E, Q, S} or
{E, W , S} as state variables. 15, 22 11 28 31 30 35
5.3.1 Difficulties with State Variables in Cyclic Processes
Several prior investigations have focused on student understanding of cyclic processes that
start and end in the same states [63–65, 67]. Consistent with prior research, we find that
many students did not know that in a general cyclic process (i.e., not necessarily reversible),
only the entropy of the system returns to the initial value. In particular, the entropy of the
environment (surroundings) does not return to its original value after a complete cycle in
an irreversible process. Many students only focused on the system and ignored the possible
changes in the environment and treated all cyclic processes as reversible because the initial
and final states are the same in a cyclic process.
Items 5-8, 15 and 18 are related to cyclic processes in different contexts. Since the
internal energy E and entropy S are state variables, they are unchanged (i.e., ∆E = 0
and ∆S = 0) since the initial and final states of the system are the same after a complete
cycle. On the other hand, the work done by the system W and the heat transfer to the
system Q are path dependent and will differ depending upon the actual path traversed even
if the initial and final states of the system are the same. However, some students over-
generalized what they had learned about the state variables and some concluded, e.g., that
all thermodynamic quantities return to the same value after a cycle (so that Q = 0 and
W = 0 in cyclic processes). Tables 11 and 12 show the prevalence of the difficulties with
these concepts. These tables show that many students incorrectly thought that there is no
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change in any of the thermodynamic quantities in a cyclic process (including work and net
heat transfer on items 6, 8 and 15) because they treated all of the thermodynamic variables
as state variables.
In addition, Table 12 also shows that approximately one fourth of the upper-level students
and up to 50% of the introductory physics students in algebra-based courses even after
instruction did not know that the internal energy of the system does not change in a complete
cycle. Also, approximately 14% of the upper-level students and half of the introductory
physics students even after instruction did not know that W and Q are not zero in a cyclic
process.
Others claimed that all of the thermodynamic variables would return to the same value
after a complete cycle only for a reversible cyclic process, and even for state variables such
as the internal energy and entropy, the values would be different if the cycle is not reversible
(for example, see student responses in Table 12 on items 5 and 7 related to internal energy
and entropy, respectively, in a cyclic process). In particular, Table 12 shows that a significant
percentage of students at each level incorrectly thought that the internal energy E and the
entropy S of the system return to their initial values after a cycle only if the cycle is reversible
and those who incorrectly thought that W and Q return to their initial values only if a cycle
is reversible. Moreover, Table 12 shows that even on item 15 on which the problem statement
explicitly stated that the cyclic process was reversible, some students at all levels incorrectly
concluded that E and S do not return to their initial values and some students incorrectly
thought that W and Q return to their initial values in a complete reversible cycle.
However, what is perhaps more surprising is that the upper-level students performed the
worst of all groups on item 7 related to entropy changes for the system, ∆S, in a cyclic
process and 59% of them did not realize that ∆S = 0 for the system in a complete cycle. In
addition, the introductory students performed worse after instruction (on the posttest) on the
same problem (item 7 is about ∆S = 0 in a complete cycle) compared to before instruction
(on the pretest). The interviews suggest that this unexpected trend on item 7 (and also a
similar trend on item 15) related to ∆S in Table 12 is due to students’ common alternative
conception that the entropy of the system increases in a cyclic process (in interviews, some
of these students claimed that the entropy of the system should increase in all processes).
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Table 12: Prevalence of Difficulties Related to Cyclic Processes
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
∆E = 0 after a cycle. (correct) 5 74 68 61 50 63
∆E 6= 0 after a cycle. 5 26 32 39 50 37
∆E = 0 only if a cycle is reversible. 5 9 18 15 27 16
When explicitly given that a cycle is
reversible, ∆E 6= 0 15 10 19 31 25 23
W 6= 0 for a cycle. (correct) 6 83 49 28 37 28
W = 0 for a cycle. 6 14 43 64 53 61
W = 0 only if a cycle is reversible. 6 5 5 8 6 8
Q 6= 0 for a cycle. (correct) 8 76 48 38 34 33
Q = 0 for a cycle. 8, 18 11 29 39 31 38
Q = 0 only if a cycle is reversible. 8 3 7 9 10 12
When explicitly given that a cycle is
reversible, Q = 0 15 32 62 75 75 76
∆S = 0 after a cycle. (correct) 7 41 53 55 43 62
∆S 6= 0 after a cycle. 7, 19* 59 47 45 57 38
∆S = 0 only if a cycle is reversible. 7 9 13 10 22 5
When explicitly given that a cycle is
reversible, ∆S 6= 0 15 35 28 32 26 27
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When we interviewed students and faculty members, we find that physics experts and
students, who are struggling with these concepts, reason about changes of different thermo-
dynamic quantities associated with a system in cyclic processes very differently. Experts
start by considering the distinction between state variables (e.g., internal energy and en-
tropy) and other quantities (e.g., work and net heat transfer). For them, questions about
changes in state variables associated with a system in a complete cycle are easy, and for those
quantities that are not state variables, e.g., net work done by the gas in the entire cycle, they
focus on the direction of the arrows on the PV diagram (e.g., to determine whether total
work done by the gas is positive or negative for the entire cycle) and then use the first law
of thermodynamics (conservation of energy) to make inferences about the net heat transfer
between the system and surroundings for the complete cycle. On the other hand, many
students, who do not have a clear understanding of state variables, use incorrect heuristics
that were discussed earlier to answer these types of questions.
5.3.2 Difficulties with State Variables in Processes That Start and End at the
Same States
As noted earlier, Table 11 shows student difficulties with state variables across various items
on the survey regardless of whether the process is cyclic or not. For example, many students
treated two processes which start at the same point and end at the same point on a PV
diagram (same initial and final states) using reasoning similar to the one they used for cyclic
processes. For example, on item 10, some students thought that the same amount of work
is done in both processes that start and end at the same points. In fact, the performance of
students on item 10 in the calculus-based courses is worse than those in the earlier studies
by Meltzer on similar questions. The percentages reported by Meltzer [67] are closer to the
performance of the upper-level students in this study. This difference may be due (at least
partly) to the fact that the questions in this study had explicit distractor choices for the
multiple-choice questions which were not given in the Meltzer study [67].
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Table 13: Prevalence of Difficulties with Internal Energy (E)
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Difficulties Item # Post Post Pre Post Pre
Not recognizing that E is proportional to
T for an ideal gas.
17, 27,
30, 9*,
28*
27 49 51 56 51
∆E 6= 0 for an ideal gas that undergoes an
isothermal process. 27, 28 24 42 43 40 40
∆E 6= 0 for an isolated system. 11, 14,
23, 31
16 26 32 28 40
∆E = 0 in an isochoric process 17, 21, 29 16 27 35 30 33
Incorrect sign of ∆E 2 27 47 52 40 58
Not treating E as a state variable. 5, 15, 22 13 19 26 29 22
∆E 6= 0 after a cycle. 5 26 32 39 50 37
5.4 DIFFICULTIES WITH THE INTERNAL ENERGY
Several prior investigations have focused on student difficulties with the internal energy of a
thermodynamic system [63, 64, 66, 69, 77, 78]. Below, we discuss some of the difficulties we
found in our research, many of which are consistent with prior studies (also see Table 13).
5.4.1 Confusing the Internal Energy With Free Energy
Interviews suggest that some students confuse internal energy with free energy although
there is no question on the survey that explicitly asks about the free energy. Students often
learn about the concept of free energy in their chemistry classes even if it is not necessarily
discussed at length or not discussed at all in an introductory physics course in which thermo-
dynamics is covered. During interviews, students with this confusion claimed that in order
to reach equilibrium internal energy of the system tends to decrease. For example, when
working on the survey problems while thinking aloud in a one-on-one interview, one introduc-
tory physics student after instruction in thermodynamics in the physics course commented,
“System tends towards greater entropy and a lower internal energy state, which is why I
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was suspicious about all the ones that said it was going to a higher energy state.” Another
student noted that “The 2nd law of thermodynamics states that the universe will proceed
in a way that is energetically preferable, lower energy overall.” Another student claimed,
“Matter is most stable at the lowest energy” which shows confusion between “energy” and
“free energy”. Some of the students used the terms “energy” and “internal energy” inter-
changeably. Some students even confused free energy with potential energy. For example,
one student noted that “Entropy (S)− prefer a state of disorder, highest entropy is lowest
potential energy so it is preferred.”
5.4.2 Confusing the Internal Energy With Mechanical Energy
We also find evidence that some students are not clear about the difference between the
internal energy of the system and the mechanical energy of the system. For example, in
individual discussion, one student claimed that in a cyclic process, the work done by the
system is zero, and therefore, the internal energy of the system is conserved. When asked
further, the student reasoned that when the potential energy increases, the kinetic energy
decreases such that the total internal energy remains unchanged. The student was drawing
analogy with the fact that when the work done by the non-conservative forces on a system
is zero, the total mechanical energy of the system is conserved with the fact that since the
work done by the system is zero in a cyclic process, the internal energy of the system is
conserved. The fact that often the same symbol E is used to denote both the internal energy
and mechanical energy of the system can add to this type of confusion.
5.4.3 Not Recognizing That E Is Proportional to T for an Ideal Gas
Several prior investigations have focused on student difficulties with an ideal gas system
[63, 68–70, 79–82] Some prior research studies have focused on student difficulties with the
relation between the internal energy and temperature of an ideal gas [63, 77].
Many questions on the survey only require knowledge of the fact that for an ideal
monatomic gas, the internal energy of the system E is proportional to the absolute tem-
perature T . These questions are generally extremely easy for experts because as soon as
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they realize that the question is about the internal energy of an ideal gas and the tempera-
tures of the initial and final states are provided, they are able to solve the problem without
getting distracted by any other information. On the other hand, many students did not
know (or did not recall) the relation between the internal energy and temperature of an
ideal gas and they often focused on redundant features of the problems and their problem
solving thereby often got derailed due to it. We also note that the relation between the
internal energy and temperature of an ideal gas is provided on the cover page of the survey,
but many students do not remember it or think it is as relevant when solving problems that
require this information.
5.4.4 Not Recognizing That ∆E = 0 for an Ideal Gas Undergoing an Isothermal
Process
Table 13 shows that one common difficulty on items 27 and 28 on the survey related to a
monatomic ideal gas undergoing an isothermal process was that the internal energy of the
system will change in the process. This difficulty was often due to the fact that students
thought that in an isothermal process, Q = 0. When these students made use of first law
assuming Q = 0, they arrived at a non-zero value for ∆E in the isothermal process.
5.4.5 Assuming That ∆E 6= 0 for an Isolated System
Table 13 also shows that across many questions on the survey, students often incorrectly
thought that the internal energy is not conserved for an isolated system.
5.4.6 Assuming That ∆E = 0 for an Isochoric Process
Furthermore, table 13 shows that across many questions on the survey, some students claimed
that the internal energy is conserved in a constant volume process. Some interviewed students
reasoned that if there is no change in volume, then W = 0 which implies that ∆E = 0. This
type of reasoning suggests that these students did not recognize the first law as a relation
between three thermodynamic quantities and they ignored Q in their reasoning.
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5.4.7 Incorrect Sign of ∆E
This difficulty will be discussed in detail later in the context of the difficulties with the first
law in section 5.7.3, which delineates difficulties with inferring an incorrect sign of a physical
quantity while using the first law (see Table 13).
5.4.8 Not Treating E as a State Variable
This difficulty has already been discussed earlier (see Tables 11, 12, and 13).
5.5 DIFFICULTIES WITH WORK IN THE CONTEXT OF
THERMODYNAMICS
Several prior investigations have focused on the difficulties with work in the context of
thermodynamics [63, 65, 67–69, 71–73, 75, 78, 83–86]. Most of our findings discussed below
are consistent with prior research.
5.5.1 Difficulties in Applying Mathematical Representation of Work in Differ-
ent Situations
Previous research has focused on student difficulties with the relation between work, pressure
and volume [63, 67, 68, 83, 84]. We find that students had common difficulties in putting to
use their mathematical definition of work. Sometimes, during interviews, students attempted
to use a quantitative description of work. For example, after instruction in relevant concepts,
one interviewed student stated, “Work equals P delta V....[after a pause] Negative P delta
V.” However, students with this type of a response in a mathematical representation often
had difficulty relating the definition of W to a reasoning about W in a thermodynamic
process (including cases in which a PV diagram was provided). In addition, the confusion
of this student with the sign of W in his reasoning with the equation for W was common
among interviewed students and often led to difficulties on problems involving the first law.
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In particular, students who analyzed the problem using conceptual reasoning, in general, did
better than those who focused on signs in a memorized formula when using the first law.
5.5.2 Assuming W 6= 0, Even Without a Change in Volume in a Spontaneous
Process
Written responses (see Table 14) and interviews suggest that many students thought that the
work done by the gas is positive in free expansion or in spontaneous processes such as heat
transfer from one sub-system to another or mixing of gases in two chambers even if the total
volume of the system does not change (questions 14, 23, 31). Some students argued that in a
free expansion process and spontaneous mixing of gases in two adjacent chambers, the work
done by the gas is non-zero because the gas molecules have more available volume to occupy.
In interviews, some students argued that in these cases since “things are spreading out”
(where ‘thing’ could even refer to heat transfer from one sub-system to another), work done
by the gas is positive even if the volume of the system does not change. In the interviews,
explicitly asking students about the work done by the gas in terms of pressure and change
in volume was usually not productive in getting students to correctly consider the relevance
of the pressure and volume to the work done by the gas in these situations.
5.5.3 Assuming W ≤ 0 in an Isothermal Expansion of an Ideal Monatomic Gas
Table 14 shows that approximately one fourth of the students in both the algebra-based and
calculus-based introductory physics courses thought that in an isothermal expansion of an
ideal monatomic gas, the work done by the gas W ≤ 0.
5.5.4 Assuming W = 0 in an Isobaric Process
Some prior investigations have focused on student difficulties with isobaric process [63, 78]
Table 14 shows that on the survey, on item 21, some students confused a constant pressure
process with a constant volume process. In particular, on item 21, in which a PV diagram is
provided, some students thought that W = 0 in a constant pressure process (see Table 14).
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Table 14: Prevalence of Difficulties with Work done by a system (W )
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
W 6= 0 for various spontaneous processes
where ∆V = 0.
14, 23,
31
33 41 47 40 50
W 6= 0 for a spontaneous process with only
particle transfer and ∆V = 0 14, 31 36 45 51 42 53
W 6= 0 for a spontaneous process with only
heat transfer and ∆V = 0 23 27 32 39 35 45
W ≤ 0 in an isothermal expansion 27 10 22 33 25 39
W = 0 in an isobaric process 21 8 18 33 21 28
Not recognizing W as area under the curve
in a PV diagram
9, 26, 6*,
10*, 15*,
21*
29 45 59 49 58
When comparing an isothermal expansion to an adiabatic expansion on a PV diagram
where both start in the same state and both have the same ∆V :
Wisothm. > Wadi (correct) 26 65 41 17 31 17
|∆Padi| > |∆Pisothm.| ⇒Wadi > Wisothm. 26 11 19 25 26 27
|∆Tadi| > |∆Tisothm.| ⇒Wadi > Wisothm. 26 12 15 23 20 27
∆Vadi = ∆Visothm. ⇒Wadi = Wisothm. 26 10 18 22 14 18
Incorrect sign of W 2, 6, 27* 24 38 48 54 49
Treating W as though it is a state variable. 6, 10, 22 9 31 41 36 38
W = 0 for a cycle. 6 14 43 64 53 61
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It appears that these students did not know how to use the PV diagram to interpret W in
the process. During discussion, one student stated that in a constant pressure process, the
weights on the piston prevents the piston from moving so that the pressure remains constant.
5.5.5 Difficulties With Work as Area Under the Curve on a PV Diagram
Table 14 shows that many students did not correctly recognize W as the area under the
curve on a PV diagram. In interviews, some students who state that work done by the
system W is the integral of PdV (where P is the pressure and dV is the infinitesimal change
in volume) or P∆V (in an algebra-based introductory physics course) do not necessarily
recognize W as the area under the curve on a PV diagram. In other words, they have
difficulty connecting different representations of knowledge. In interviews, some students
who knew the mathematical definition of work had difficulty reasoning about the relative
amount of work done in different processes including in the context of processes for which a
PV diagram for the process was provided. For example, some students did not even know
that in a constant volume (isochoric) process depicted on a PV diagram (see [63, 78]), W = 0.
Even in situations in which consecutive problems related to PV diagrams primed inter-
viewed students to think about work done by the system mathematically as PdV or P∆V ,
some students struggled. Those who realized that W is the area under the curve on a PV
diagram did not necessarily associate the arrows on the process showing expansion or com-
pression with work done by the system or work done on the system. In a cyclic process,
some were confused about how to find the work done for an entire cycle. They did not know
how to interpret whether W is positive or negative in the lower or upper parts of the cycle
depicted on a PV diagram when the cycle was clockwise or counterclockwise. Discussions
with students suggest that sometimes their instructors had only focused on the mathemati-
cal representation and sometime they had only focused on the diagrammatic representation
but they had not necessarily focused on providing scaffolding support and helping students
learn to connect those different representations of W . Thus, many students had difficulty
connecting these different representations to solve the survey problems correctly.
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5.5.6 Difficulties With Comparison of W in an Isothermal and Adiabatic Ex-
pansions
On item 26, in which an isothermal expansion is compared to an adiabatic expansion on a
PV diagram, both processes start in the same state and both have the same final volume,
and therefore the same change in volume ∆V . The correct response is that W is larger in
the isothermal expansion because, for each small change in gas volume between the initial
and final points, the pressure is higher. However, Table 14 shows that students at all levels
have great difficulties with this question and many students claimed that W is larger for
the adiabatic expansion because the change in pressure between the initial and final points
is larger in that process or W is larger in the adiabatic expansion because additional work
must be done to change the temperature or W is equal for both processes because the final
and initial volumes are the same.
5.5.7 Incorrect Sign of W
This difficulty will be discussed later in the context of difficulties with the first law in section
5.7.3, which characterizes difficulties with inferring the correct sign of a physical quantity
using the first law (see Table 16).
5.5.8 Treating W as Though It Is a State Variable
This difficulty has already been discussed earlier (also see Tables 11, 12 and 14).
5.6 DIFFICULTIES WITH HEAT TRANSFER BETWEEN THE SYSTEM
AND THE SURROUNDINGS
Several prior investigations have focused on difficulties students have with heat transfer in
thermodynamics [63–65, 67, 70–75, 78, 85, 86]. Many of the findings below are consistent
with prior research.
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5.6.1 Q 6= 0 in an Adiabatic Process
Several prior investigations have focused on adiabatic processes [63, 68–70]. Our findings are
consistent with previous studies. When the earlier versions of the survey were administered
to the students, they had difficulty with the meaning of the word adiabatic. Therefore, the
later versions of the survey explicitly included the meaning of the word adiabatic on the
cover page with other instructions. However, throughout the survey, many students do not
make use of the definition of an adiabatic process consistently despite the fact that they are
explicitly given that an adiabatic process is one in which there is no net heat transfer to or
from the system (see data from item 18 in Table 15 in which students were explicitly asked
to identify processes in which Q = 0). In fact, there is no statistically significant difference
between student responses to questions requiring the knowledge of the fact that Q = 0 in an
adiabatic process in the earlier version when the definition of an adiabatic process was not
provided on the cover page vs. the later versions in which this information was provided.
5.6.2 Q = 0 in an Isothermal Process
Several prior investigations have focused on the confusion between an isothermal and adi-
abatic process [63, 64, 77–79]. Consistent with prior studies, we found that many students
could not clearly distinguish between an isothermal and an adiabatic process and thought
that there is no heat transfer in an isothermal process (see Table 15). Some of the interviewed
students directly inferred that an isothermal process must have Q = 0 whereas others first
noted that since the temperature does not change in an isothermal process, constant tem-
perature implies no heat transfer between the system and the surroundings. For example,
on one problem, a student stated “Same temperature. Net heat absorbed... there shouldn’t
be any because the temperature sticks to be the same.” Another student who used a similar
reasoning on a problem involving an isothermal process noted, “Same temperature? so there
shouldn’t be any net heat”. When questioned, some of these students admit that they do
not interpret isothermal as meaning “Q = 0” in all problems requiring this knowledge and
their answers to some later survey questions are inconsistent with other answers that they
had given earlier.
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Table 15: Prevalence of Difficulties with Heat transfer to a system (Q)
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
Q = 0 in an adiabatic process (correct) 18 88 64 51 76 65
Q = 0 for gas heated in a closed container 20, 28* 23 39 38 31 40
Q = 0 in an isothermal processes
3, 4*,
18, 27,
28∗
20 49 49 46 43
Q = 0 in a reversible isothermal processes
3, 4∗,
28∗
18 38 24 33 21
Q = 0 in a reversible isothermal process in
which gas is heated in a closed container 28∗
Q = 0 in a reversible cycle 8∗, 15 32 62 75 75 76
Q = 0 in an isochoric process 21 12 26 32 24 29
Incorrect sign of Q
3, 8,
9*, 10*
39 50 59 54 58
Treating Q as though it is a state variable.
8, 10,
15, 18
16 36 46 41 45
Q1 = Q2 if two process share initial and final
states on a PV diagram. 10 22 53 67 63 70
Q = 0 for a cycle. 8, 18 11 29 39 31 38
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We also find that the incorrect heuristic that an isothermal process implies a process with
no heat transfer between the system and the surroundings led many students to conclude that
the internal energy of an ideal gas should change in an isothermal process. For example,
on the survey item 27, the most common difficulty was assuming that, in the isothermal
expansion of the ideal gas, the internal energy of the gas changes and there is work done
by the gas, but there is no exchange of heat between the system and surroundings. On a
positive note, these students applied the first law of thermodynamics correctly after making
the incorrect assumption that Q = 0 in an isothermal process.
Another example from the survey is the pair of items 3 and 4 which are about the
net heat transfer to the system and the change in entropy of the system for a reversible
isothermal compression of a monatomic ideal gas. Both these items are extremely difficult
for all students including the upper-level students. On both problems, introductory students
score approximately 30% after instruction whereas the upper-level students obtained roughly
50% and 30% on items 3 and 4, respectively. On item 3, a very common difficulty among
students at all levels (approximately 30-40% at the introductory level and 20% in the upper-
level) is that Q = 0 in the isothermal compression. On item 4, 30% of students answered the
question correctly regardless of whether they were introductory or upper-level students and
the most common difficulty was assuming that the entropy of the system remains the same
in a reversible isothermal compression. In the interviews, some students explained this type
of reasoning by noting that since the temperature is constant in an isothermal process, there
is no heat transfer between the system and the surroundings, and therefore, the entropy of
the system which depends on heat transfer cannot change. Other students provided different
reasoning and claimed that the entropy of the system does not change because the process
is reversible and ‘entropy does not change in a reversible process’. These students were
confusing change in the entropy of the universe with the change in entropy of the system.
A third group of students thought that each of these terms “isothermal” and “reversible”
mean Q = 0. This type of confusion was prevalent in some other problems as well. In fact,
items 3 and 7 on the survey are two of the very few problems on which the performance of
introductory and upper-level students are comparable because of the conceptual difficulties
with reasoning related to changes in the entropy of the system in a reversible isothermal
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compression and in a cyclic process, respectively.
Even on item 28, which concerns an isothermal reversible expansion of an ideal monatomic
gas, the fact that the process is isothermal and reversible reinforces some students’ confi-
dence that Q = 0 in the process (as noted, to some students isothermal means Q = 0, to
others reversible process means Q = 0, and to some other students, each of these terms
“isothermal” and “reversible” mean Q = 0).
Item 18 explicitly asked students to identify processes (among adiabatic, isothermal
and cyclic processes) in which there is no exchange of heat between the system and the
surroundings (see Table 15). About 25% of the upper-level students and more than 50%
of the introductory students, even after instruction, claimed that either isothermal or cyclic
processes or both of these types of processes involve no heat transfer between the system
and the surroundings. Sometimes, when students claimed that Q = 0 for both isothermal
and adiabatic processes and they were asked about the difference between the two processes,
they stated that they did not remember the exact difference between these two processes but
remember that both of these processes have Q = 0 while others claim that in an isothermal
process both Q = 0 and ∆E = 0 since the temperature is constant (∆E = 0 for an isothermal
process involving an ideal monatomic gas). This latter group of students did not take into
account the fact that there is work done by the ideal monatomic gas in an isothermal process
but if both Q = 0 and ∆E = 0, the first law of thermodynamics gives an erroneous conclusion
about W .
5.6.3 Q = 0 for a Reversible Isothermal Process
This difficulty was discussed in the preceding section in the context of isothermal reversible
compression or expansion of an ideal monatomic gas for items 3, 4, and 28 on the survey
(also see Table 15).
5.6.4 Q = 0 in an Isochoric Process
Prior research has focused on student difficulties with Q = 0 in an isochoric process [63, 78].
Student responses to item 21 on the survey suggest that 12% of the students in an upper-
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level course and about one fourth to one third of the students in both algebra-based and
calculus-based introductory physics courses even after instruction thought that Q = 0 in an
isochoric process (see Table 15). Interviews suggest that this type of difficulty is sometimes
due to applying the first law incorrectly by ignoring the changes to the internal energy of the
system and thereby incorrectly claiming that W = 0 in an isochoric process implies Q = 0.
5.6.5 Q = 0 for a Gas Heated in a Closed Container
We find that some students have confusion between an isolated system vs. a closed container
and assume that Q = 0 for a gas heated in a closed container (see Table 15). This difficulty
can be due partly to the fact that sometimes instructors use the term “closed” system to
describe an “isolated” system and students overgeneralize the phrase “closed system” to
be synonymous with “closed container”. On the survey, items 20 and 28 both involve a
closed container in which there is net heat transfer to the gas. What is interesting about
these systems is that while item 20 explicitly states that “the gas is heated with a burner”
and item 28 states that “there is net heat transfer to the gas during the process”, many
students thought that there is no exchange of heat between the system and surroundings
in these cases partly because the container is closed in each case (see Table 15). In item
28, the choice Q = 0 may be even more appealing since it involves a reversible process
(in which some students incorrectly claim that Q = 0). In other words, the two phrases
“closed container” and “reversible” sometimes reinforce incorrect thinking that Q = 0 for
this process. Item 28 is the most difficult problem on the survey, on which students from
all groups (including those in the algebra-based and calculus-based courses after instruction
and upper-level students) perform extremely poorly (the correct response rate of all of these
groups is between 9% − 14%). On the other hand, some faculty members, who provided
feedback during the development of the survey, have noted that the information “there is
net heat transfer to the gas during the process” is not needed for item 28, but this information
make the problem easier for students. Although we deliberately kept this information that
some experts considered redundant in order to prime students to realize that the entropy
of the gas increases in the process if it is being heated, it does not help a majority of the
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students. The most common incorrect answer for item 28 is that the entropy of the gas
remains constant because the process is reversible.
5.6.6 Multiple Factors Can Increase Student Confidence That Q = 0 in a Pro-
cess When Q 6= 0
Interviews suggest that when the problem has more than one factor that makes students
think incorrectly that Q = 0 in a given situation, those factors often reinforce each other
and give students confidence in the incorrect inference that Q = 0. For example, we have
already discussed earlier that on items 3, 4, and 28, the fact that the processes were both
reversible and isothermal made some interviewed students even more confident that Q = 0
in the given situations since they felt that an isothermal process should have Q = 0 and
a reversible process should have Q = 0. Similarly, on item 15, the fact that the process
is reversible and cyclic made some interviewed students more confident that Q = 0 for the
process because they felt that a reversible process should have Q = 0 and a cyclic process
should have Q = 0. Also, as noted in the preceding section, on item 28, which is the most
difficult item on the survey with the maximum correct percentage from any group being
14%, the process is a reversible isothermal process in which the gas is in a closed container.
As noted, in interviews, some students claimed that Q = 0 on item 28 and hence there is no
change in the entropy of the gas. Some of these students thought that each of the factors
(or at least two of these factors) “reversible”, “isothermal” and “closed system” about the
process ensured that Q = 0. In fact, even in the written responses, more than 25% of
the students from upper-level, introductory algebra-based and introductory calculus-based
courses claimed that the entropy of the gas does not increase, consistent with the interview
finding regardless of the fact that the problem statement explicitly states that there is net
heat transfer to the gas during the process. Thus, when multiple factors are present that
make students think incorrectly that Q = 0, they may even miss the explicit statement that
Q 6= 0 because there is net heat transfer to the system.
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5.6.7 Incorrect Sign for Q
This difficulty will be discussed below in the context of difficulties with the first law in section
5.7.3, which is related to inferring an incorrect sign of a physical quantity using the first law
(also see Table 15).
5.6.8 Treating Q as Though It Is a State Variable
This difficulty has already been discussed in an earlier section (also see Tables 11, 12 and
15).
5.7 DIFFICULTIES WITH THE FIRST LAW OF THERMODYNAMICS
A number of difficulties related to the first law of thermodynamics have been documented
in prior research [63–76].
In the brief thermodynamic knowledge survey (see 4.2.1) discussed in more detail in
chapter 5, in response to questions about the first and second laws of thermodynamics be-
fore instruction on these topics in an introductory algebra-based physics course, about half
of the students had responses along the lines that energy is conserved although they did not
specify the details of energy conservation. Another common response was that “heat” itself
is conserved with 15% of the students making statements such as “There is no loss of total
heat in the universe.” While only mentioning energy conservation does not provide a good
picture of student understanding of the first law and the statements that students made
about the conservation of heat are not accurate, such responses suggest that students in the
introductory physics courses have had previous instruction regarding the laws of thermody-
namics (e.g., from high school physics courses, high school and college chemistry courses, and
MCAT preparatory materials) before learning it in the introductory physics course. Some
instructors who administered the survey noted that since the first law of thermodynamics is
a conservation of energy law similar to those students have encountered in earlier courses, it
is likely to be easier for students than the second law. They noted that the second law was
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difficult partly because it was the first time students had encountered a quantity that was
not necessarily conserved in a process for an isolated system. These instructors predicted
that, applicable to diverse situations, the form of the second law that states that the change
in the entropy of the universe is always greater than or equal to zero in a process will be
more challenging for students than applying the first law in different situations. Contrary
to those instructors’ prediction, students struggled with both laws. Moreover, we find that
while many students indeed struggle with the second law and incorrectly assume, e.g., that
entropy entropy of various systems or sub-systems is conserved across a variety of problems,
others use the opposite heuristic and incorrectly assume that ∆S > 0 in all situations for the
individual system or sub-systems, and/or the combined system or universe. The difficulties
with the second law will be discussed after the first law.
Individual interviews suggest that even after instruction, many introductory physics stu-
dents only recalled fragments of the first law instead of a coherent statement of energy
conservation involving work done by the system W , heat transfer to the system Q and
change in the internal energy of the system ∆E. Evidence of the prevalence of difficulties
with the first law is widespread throughout the written responses to the STPFaSL survey. In
particular, 14 of the 33 problems can be solved using the first law (see the companion paper
for a complete table of the thermodynamic concepts involved in various problems), although
some of them can also be solved using an alternative reasoning not requiring the first law.
For example, on items 14, 23 and 31 on the survey involving different types of spontaneous
processes (free expansion, spontaneous heat transfer and spontaneous mixing, respectively),
one can use the first law to correctly conclude that if there is no heat transfer between the
system and the surroundings (Q = 0) and the work done by the system is zero (W = 0),
the change in the internal energy, ∆E, is zero as well. However, the fact that the change
in the internal energy must be zero can also be inferred without the use of the first law by
simply noting that the internal energy of an isolated system cannot change. Similarly, on
the same items 14, 23 and 31 on the survey, if a student recognizes that Q = 0 and ∆E = 0,
that student can use the first law to correctly conclude that work, W = 0. However, the
use of first law is not mandatory to reason correctly that W = 0 in these problems if one
recognizes, e.g., that there is no work done in any of these situations because the overall
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volume of the system is fixed. We also note that three other items on the survey (items
13, 25 and 33) related to why spontaneous processes do not occur in the opposite direction,
include possible “violation of the first law” as a choice although this choice is incorrect. The
average scores for students in different groups on these problems that touched upon the first
law in some manner or another ranged from 29% to 59%.
5.7.1 Challenges Due to the Fact That the First Law Is a Relation Between
Three Quantities
We find that the fact that the relation between three thermodynamic quantities is involved
in the first law makes it challenging for students, who are not adept at reasoning about three
quantities simultaneously. For example, when prompted about how they would describe the
first law of thermodynamics to another student, some students only recalled one of the three
quantities involved in the first law. For example, one introductory student after instruction
stated: “Heat can’t appear and disappear out of nowhere it’s gotta come from somewhere. Is
that conservation of heat?” The above student did not know the first law and omitted work
and internal energy in his description of the first law of thermodynamics. In an individual
interview, we also find that the same students reasoned about the first law by considering two
of the three quantities in the first law and ignoring the third one, but depending upon the
question, a different quantity is ignored in the “two-quantity at a time” reasoning involving
the first law. In particular, many interviewed students only mentioned two of the three
quantities involved in the first law as in the following response from an introductory student
after instruction in relevant concepts: “Conservation of Energy when there’s no work being
done on a system.” Even after further prompting, this introductory physics student omitted
Q from the discussion and continued to claim that first law says that “energy” does not
change when no work is done on a system. Another introductory student who ignored the
changes in the internal energy of the system stated: “I still don’t know how you would
connect the work and the heat done.” When prompted further about what else the student
could say about the first law, the student added: “I know that all the heat that you have in
a system can’t go into doing work for the system.” This type of statement shows confusion
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between the first and second laws.
Based upon the bounded rationality and knowledge in pieces frameworks, it is not sur-
prising that students are using this type of “two-quantity at a time” reasoning. It can help
them manage their cognitive load during problem solving and make the problem solving and
reasoning process more manageable even though they are likely to arrive at an incorrect
conclusion having left out one of the three quantities in the first law.
5.7.2 Inappropriate Use of a Compensation Heuristic
Many items on the survey have an explicit description of a process and students must use
the first law of thermodynamics to reason about a target quantity (W , Q, or ∆E) using
the information inferred from the description of the problem situation. As noted earlier, in
these types of problems, students often ignored a quantity, especially if it is not explicitly
mentioned in the problem. Moreover, interviews suggest that in some cases, even if all the
three quantities involved in the first law are mentioned in the problem in some form or
another (e.g., items 21 and 27), some students use a compensation heuristic to determine
the target variable using only two of the three quantities. The students with this type of
reasoning generally claim that an increase in one quantity must lead to a decrease in another
quantity and vice versa. The various cues in the problem determine how a particular student
may proceed, which quantity the student focuses on first and then which quantity the student
makes an inference about based upon the compensation heuristic.
While it is not possible to obtain exact percentages of the use of compensation heuristics
in written responses, Table 16 provides an estimate of the prevalence of the responses in
which an increase in one quantity is paired with a decrease in another quantity incorrectly.
5.7.2.1 Difficulties in Situations in Which the Relevant Quantities Are Not Zero
On item 9, both processes involve an expansion in which positive work is done by the system.
The problem asks students to make a comparison between W1 and W2 and between Q1 and
Q2, which are the work done by the system W and heat transfer to the system Q for two
different processes. For this problem, students are provided both a PV diagram (Figure 8)
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Table 16: Prevalence of Incorrect Use of Compensation Heuristic in First Law Problems
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Difficulties Item # Post Post Pre Post Pre
An increase in one quantity implies a
decrease in another quantity.
2, 9, 10,
14*
21 23 22 20 17
Two of the three quantities in the first law
are zero in a process.
17, 21,
27, 29*
16 28 34 30 30
Figure 8: Example PV Diagram from STPFaSL from item 9.
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and a verbal description.
In order to solve this problem, a student must make use of the first law correctly. How-
ever, interviews suggest that after determining a relation between one pair (e.g., inferring
that W1 > W2 correctly by discerning the areas under the curves on the PV diagram),
some students use a compensation heuristic instead of using the first law to determine the
remaining relationship. For example, in this case, they may incorrectly conclude that since
W1 > W2, then Q1 < Q2 to compensate for it. On the other hand, some students who first
correctly reasoned that Q1 > Q2 likely used a compensation heuristic to incorrectly infer
that W1 < W2 (this latter group of students generally did not know how to infer the work
done by the system using the area under the curve in a PV diagram). Thus, there is a
pattern to their reasoning.
Another situation in which some interviewed students used a compensation heuristic is
item 10, which is one version of the Meltzer [67] problem, in which two expansion processes
start and end at the same initial and final states on a PV diagram. The most common
incorrect response from upper-level students was Q1 < Q2 since W1 > W2. Such a response
was also quite common among introductory students. Similarly, on item 2, which asks about
the change in the internal energy and work done by the gas in an adiabatic expansion, some
interviewed students used a compensation heuristic to incorrectly reason that the internal
energy of the system must increase and the work done by the gas must be negative after
they decided on the increase or decrease in one of those variables incorrectly.
5.7.2.2 If One Quantity Is Zero, Another Quantity Is Zero A special case of the
compensation heuristic, which was as prevalent in interviews as the cases in which students
reasoned that a higher value of one quantity must be compensated by a lower value of
another quantity in a process, is one in which students conclude that if one thermodynamic
quantity is zero, then another thermodynamic quantity is zero as well (see Table 6). This
difficulty was often apparent in the interviews and individual discussions when students
reasoned about some of the conceptual problems that involve the first law. For example, on
both items 17 and 21, one common difficulty was concluding that in an isochoric process,
since there is no change in the volume of the system and therefore no work is done, and
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hence there is no change in the internal energy of the system (we note that some students
directly concluded that no change in the volume of the system implies no change in the
internal energy even without reasoning about the fact that W = 0 in an isochoric process).
Many of these students in one on one discussion did not realize that they should also be
considering the net heat transfer to the system in this process and if two of the variables
(internal energy of the system and work done by the system) are zero then the net heat
transfer will also be zero in the isochoric process as described by them. In fact, on question
21, almost all of the interviewed students with this type of reasoning thought that only the
work done by the gas and the change in the internal energy of the system are zero but the
net heat transfer between the system and the surroundings is not zero. Even when some of
them were explicitly asked about the net heat transfer in the isochoric process, they did not
know how to reason about it and some did not seem to be very concerned about the fact
that the first law of thermodynamics is a relation between three quantities in which only
two of the three quantities were zero according to their reasoning. Similarly, on question 21,
another very common difficulty was that in the isochoric process, there is no work done by
the system and there is no net heat transfer between the system and the surroundings but
there is a change in the internal energy of the system. In individual discussions, many of
these students also used the reasoning that if the work done by the system is zero then the
net heat transfer should be zero as well and they generally did not remember that the first
law is a relation between three quantities in which only two of the three quantities cannot
be zero for a process. We note that 52% of introductory students in an algebra-based course
pre-instruction noted an energy-conservation principle as the first law. However, the use of
a compensation heuristic concluding that two quantities are zero in a process suggests that
many students do not have a solid grasp of the first law.
We note that on item 27 related to an isothermal expansion of an ideal monatomic gas,
one common incorrect response is that in an isothermal process, there is no heat transfer
between the system and surroundings, the internal energy does not change but the work done
by the gas is positive. Unlike the responses of students who claimed that the internal energy
must change in this isothermal process because Q = 0, the type of response in which students
claim that Q = 0 and ∆E = 0 in an isothermal process shows a lack of understanding of
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the first law of thermodynamics as a relation between three thermodynamic quantities. If
the students knew how to reason about the first law correctly using all the three quantities
involved, they would have realized that it is impossible to have a situation in which two of
the quantities in the first law are zero while the third quantity is non-zero.
5.7.3 Inferring an Incorrect Sign of a Physical Quantity Using the First Law
When students use an algorithmic approach and attempt formula fitting to solve problems
that can be solved using the first law, they often get the sign of a physical quantity wrong.
For example, on item 2 related to a reversible adiabatic expansion, the internal energy of the
system must decrease in the expansion. However, Table 13 shows that the most common
incorrect answer among students at all levels was that the internal energy should increase and
the work done by the system should also be positive (correct) in this adiabatic expansion.
Interviews suggest that students with this kind of reasoning often thought that since the
change in the internal energy of the system is equal to the work done by the gas in this
case, both changes must be positive. These students did not think conceptually about the
fact that the work done by the gas should decrease the internal energy of the system in this
adiabatic expansion. They often focused on an algorithmic approach and claimed that both
the left hand side and right hand side of the formula they were using should have the same
sign.
Another common incorrect response for item 2 from students at all levels is that the
internal energy of the gas must increase and the work done by the gas must be negative
(both signs incorrect). In individual interviews and discussions, many students did not
think conceptually about the work done by the gas and they had difficulty in distinguishing
between the work done by the gas and the work done on the gas. In particular, many
students in both introductory and upper-level courses could not reason conceptually that
the work done by the gas will decrease the internal energy of the gas and the work done on
the gas will increase the internal energy of the gas. These interviewed students, who did
not reason conceptually about these issues and made use of some equation form of the first
law of thermodynamics (correct or incorrect form), were very likely to get the sign of the
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work done by the gas wrong. The difficulty in conceptual reasoning about the work done
by the system can also lead students to incorrectly answer questions related to heat transfer
between the system and the surroundings because these two quantities are intertwined in
many problems through the conservation of energy (for example, in items 3, 8, 10, 15, 27 for
the relation between work and heat transfer).
Interviews suggest that on item 3, which is about a reversible isothermal compression
of a monatomic ideal gas, some students made an incorrect inference about the sign of Q
(whether net heat transfer is to or from the system) using the first law often because they
were not thinking conceptually about the process (see Table 15). Even those students who
correctly reasoned that ∆E = 0 for the process did not realize that in a compression, work is
done on the system by the surroundings so to keep the internal energy constant there must
be net heat transfer from the gas.
On item 27, some interviewed students incorrectly noted that there is no heat transfer
between the system and the surroundings for an isothermal process. However, some of them
used a correct chain of reasoning to conclude that if the work done by the gas is positive and
there is no heat transfer, the internal energy of the gas must decrease. The students who
stated that the internal energy decreases essentially provided the correct reasoning using the
first law for an adiabatic expansion (their mistake was assuming that a constant temperature
process implies there is no heat transfer between the system and the surroundings). On the
other hand, some interviewed students who did not reason conceptually and made use of the
first law equation, incorrectly inferred that the work done by the gas should be positive and
the internal energy of the gas should increase as well since there is no heat transfer between
the system and surroundings for the isothermal process in item 27.
These types of conceptual difficulties may at least partly be responsible for student
difficulties with the relation between work, heat transfer, and internal energy changes in
items 9, 21, 29, 30.
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5.7.4 Using the First Law as the First Line of Reasoning When Other Reasoning
Should Precede It
Similar to previous findings of expertise research, we find that many students immediately
focus on whatever the question is asking about instead of making an overall plan to sys-
tematically approach the problem solving process [107]. In many of the problems, reasoning
using the first law of thermodynamics is not the first line of reasoning students should use.
However, in many situations, some students often invoke the first law right away when they
are asked for a relation between any combination of E, W and Q. For example, on item 10,
even before invoking the first law of thermodynamics, an expert would first focus on the fact
that both processes depicted on the PV diagram have the same initial and final states and
conclude that the change in internal energy of the system is the same for both processes.
Next, the expert would note that the work done by the system is larger for process 1 than for
process 2 (as given by the area under the curve for each process on the PV diagram). Then,
they would invoke the first law of thermodynamics to reason that from the conservation of
energy, there should be larger net heat transfer to the system in process 1 than in process 2 if
both systems start and end in the same states. Individual interviews and discussions suggest
that some students immediately start thinking about the net heat transfer to the system
using some version of the first law (not necessarily correct) and do not reason systematically
about the fact that the changes in the internal energy are the same in both processes and
work done by the system is larger in process 1 before invoking the first law.
5.8 DIFFICULTIES WITH THE SECOND LAW OF THERMODYNAMICS
Previous investigations have shed light on student difficulties with the second law [63–66,
76, 77, 79, 87–89]. Many of the findings in our investigation are consistent with the earlier
findings. Interviews and written responses suggest that many students do not remember the
various forms of the second law of thermodynamics correctly (Clausius statement, Kelvin-
Planck statement, and the change in the entropy of the universe should be greater than or
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equal to zero in any thermodynamic process, etc.) [90]. One common difficulty was that
students often overgeneralized the second law. For example, in individual interviews, many
students after instruction echoed the statement of this introductory physics student: “Second
law says that the entropy always increases”. This type of common overgeneralization of the
second law suggests that many students do not have a clear understanding of this form of
the statement of the second law and they are confusing the system with the universe and/or
are unable to distinguish between reversible and irreversible processes.
On the brief survey of thermodynamics given before instruction on relevant topics for
bonus points on an exam in an algebra-based introductory physics course, students were
less likely to make a correct or incorrect statement about entropy and the second law (28%)
than they were to make statements about the first law (52%). Even in these responses
from students before instruction, the most common statements about the second law were
the well-known overgeneralizations of the law as conveyed by the following statements from
students: “Entropy increases always (and/or everywhere)” or “Energy is always moving
toward disarray” (the latter statement suggests confusion between energy and entropy).
Examples of the prevalence of the difficulties with the second law can be found in the written
responses to the survey questions.
Since many of the survey problems that involved the second law were framed in terms
of entropy, difficulties with those problems were often associated with difficulties with the
concept of entropy. Many prior investigations have focused on student understanding of
entropy [63, 65, 66, 71, 77, 79, 86–89]. Many of our findings are consistent with earlier studies.
Confusion about the system and the universe is often responsible for student difficulties with
the second law as it relates to entropy. Some students claimed, e.g., that the entropy of
the system (not the universe) increases for irreversible but stays constant for reversible
processes. Another common difficulty with the second law as it relates to entropy is that the
entropy cannot change for an isolated system. Students often incorrectly claimed that even
in an irreversible process, the entropy of an isolated system does not change. For reversible
processes, some students claimed that entropy is conserved for the system (or both the
system separately and the universe). On the other hand, some students claimed that the
entropy of the universe increases even in a reversible process since they did not know the
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relevance of the word “reversible” in this context. These difficulties will be discussed in more
detail in the following sections.
5.8.1 Difficulties With Heat Engines
Several prior investigations have focused on student understanding of heat engines and some
have also focused on learning tools that can help students develop a coherent understanding
of heat engines [63–65]. We find that most students in all groups had great difficulty with
the two problems about heat engines on the survey and many answered them by resorting
to memorized information about heat engines. On item 16, students had to recognize the
correctness of the following two versions of the second law that were related to heat engines
(directly or indirectly): “No heat engine can be more efficient than a reversible heat engine
between given high temperature and low temperature reservoirs.” and “The net heat transfer
to the system from a hot reservoir cannot be completely converted to mechanical work in
a cyclic process”. Students had great difficulty with these. Interviews suggest that some
students did not have a clear understanding that in heat engines, as the cyclic process is
repeated, there is net heat transfer to the working substance (system) from the hot reservoir,
some of this energy is used to perform work by the system and the rest transfers to the cold
reservoir in each cycle. All of the difficulties discussed earlier in the context of a cyclic
process were observed in interviews (e.g., not recognizing that ∆S = 0 for both the system
and the environment in a complete cycle if the process is reversible but ∆S = 0 only for the
system and that ∆S > 0 for the environment so that the entropy of the universe increases
consistent with the second law of thermodynamics for an irreversible complete cycle). Some
interviewed students had difficulty with articulating how the operation of the heat engine
involves both the first and second laws of thermodynamics consistent with earlier findings.
5.8.2 Difficulties With ∆S in a Reversible Process
The common difficulties with the concept of reversibility of a process can be classified into
two categories. One difficulty was overgeneralizing the statement that reversibility implies
that ∆S = 0 for the universe to reversibility implies ∆S = 0 for the system. The second
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Table 17: Prevalence of Difficulties with Entropy change in Reversible Processes
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
Reversible Adiabatic Process
⇒∆Ssystem = 0 (correct) 1 24 28 19 29 24
Reversibility (alone) ⇒ ∆Ssystem = 0 1 39 29 16 36 19
∆Ssystem > 0 1 28 32 51 29 46
Reversible Isothermal Compression
∆Ssystem < 0 (correct) 4 31 28 37 32 44
∆Ssystem = 0 4 42 36 25 43 20
∆Ssystem > 0 4 23 26 23 12 19
Reversible Isothermal Expansion
∆SSystem > 0 and ∆SU = 0 (correct) 28 34 40 36 42 27
[∆SSystem = 0] and ∆SU = 0 28 26 27 23 30 33
∆Ssystem > 0 and ∆SU > 0 28 40 33 41 28 40
difficulty was to disregard the word “reversible” in a question and let the other details of the
problem dictate the reasoning in the problem (these students often claimed that entropy of
the system and/or the universe increases in a reversible process). The analysis of the survey
data suggests that students sometimes performed better on problems involving irreversible
processes than they did on problems involving reversible processes partly because of these
two difficulties.
Table 17 shows the prevalence of student difficulties with entropy in a reversible process
across various items on the survey. The table shows that one of the most common difficulties
on item 1 about a reversible adiabatic expansion of a gas is that the entropy of the system
remains constant for a reversible process regardless of whether the process is adiabatic or
not. Table 17 shows that the entropy of the system remains constant for a reversible process
is one of the most common difficulties also on item 4 (isothermal reversible compression)
and item 28 (in item 28, a gas undergoes an isothermal reversible expansion). As noted, this
type of response is often due to the confusion between the system and the universe.
Table 17 also shows that another common conceptual difficulty with items 1 and 4 is that
the entropy of the system increases in the reversible processes described in the problems but
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the entropy of the system does not change in item 1 and it decreases in item 4. Interviews
suggest that students with this type of a response either incorrectly thought that the entropy
of the system increases because it is an expansion process or that the entropy of the system
increases in all processes.
On the other hand, on item 28, a common incorrect response was that the entropy of
the universe increases (see Table 17). Interviews suggest that students with this type of
difficulty often did not recognize the relevance of the word reversible and assumed that
entropy increases in all processes.
5.8.3 Difficulties With ∆S in an Isolated System
Some prior studies have investigated student difficulties with an isolated system [63, 87].
Our findings are consistent with these studies. A number of the survey questions contain a
system (sometimes consisting of two subsystems) which cannot exchange energy in any form
with the surroundings (e.g, items 11, 12, 14, 16, 23, 24, 13, and 32 all require reasoning about
isolated systems). The entropy of an isolated system increases if it undergoes an irreversible
process. However, questions related to isolated systems for which neither particles nor energy
are being exchanged with the surroundings, some students thought that the entropy of the
system cannot change. Table 18 shows student difficulty with such questions. For example,
on item 16, more than 80% of the students before instruction and 73% of students after
instruction in introductory courses claimed that the entropy of any system that cannot
exchange energy with its surrounding environment must remain unchanged (see Table 18).
In upper-level courses, the corresponding average percentage is 42%. Some interviewed
students with this difficulty claimed that if there is no exchange of energy, there is no heat
transfer between the system and the surroundings so there cannot be any change in the
entropy of the system since the change in entropy depends on Q. Also, some interviewed
students explicitly tried to consider a process in which there is no energy exchange between
the system and surroundings and the entropy of the system increases, but they often could
not come up with any appropriate process. Those who did make a connection generally
considered ∆S in the free expansion process in which the entire system is insulated from
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the surroundings. Those students usually concluded that since the entropy of the isolated
system increases in the free expansion process, ∆S can be greater than zero for an isolated
system.
5.8.4 Difficulties With ∆S in an Irreversible Isochoric Process
Item 29 is the only problem on the survey with the word “irreversible” in it. In this ir-
reversible isochoric process, the most common difficulty was that the entropy of the gas
increases but the entropy of the system and reservoir taken together does not change (see
Table 18). Interviews suggest that some students with this type of reasoning thought that
the entropy of the system and the reservoir taken together cannot change because the gas
was in a closed container. The second most common difficulty was that the entropy is con-
served both for the system alone and also for the system and the reservoir taken together.
Interviews suggest that some of these students thought that the entropy of the gas cannot
increase when it is in a closed container.
5.8.5 Difficulties With ∆S for a Free Expansion Process
Table 18 shows that on item 14 on the survey, the most common difficulty related to entropy
is that it is conserved for the free expansion process. Approximately 20-30% of introductory
students from calculus-based and algebra-based courses even after instruction and 10% of
students from upper-level courses selected this option. Interviews suggest that a common
reason for this difficulty is assuming that entropy cannot change for an isolated system.
5.8.6 Difficulties With ∆S in Spontaneous Mixing of Two Gases
Table 18 shows that on item 32 the most common difficulty was that the entropy of the
combined system increases if two inert ideal gases in adjacent chambers are allowed to mix
spontaneously but the entropy of each of the sub-systems does not change (the combined
system is in an insulated case). Interviews suggest that at least for some of the students,
this type of difficulty is due to combinatorics and students were unable to reason that there
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Table 18: Prevalence of Difficulties with Entropy Change in Irreversible Processes
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
Not all processes have ∆SIsolated = 0
(correct) 16 58 27 19 27 16
∆SIsolated = 0 for all processes 16 42 73 81 73 84
Irreversible Isochoric Process
∆SU > 0, ∆SSystem > 0. (correct) 29 68 43 35 57 40
∆SU = 0, ∆SSystem > 0. 29 16 31 30 20 28
∆SU = 0, [∆SSystem = 0] 29 9 8 15 10 17
∆SIsolated > 0 for a spontaneous
process (correct)
12, 14,
24, 32
84 61 56 62 59
[∆SIsolated = 0] for a spontaneous process
12, 14,
24, 32
16 39 44 38 41
Free Expansion Process
∆SIsolated > 0 (correct) 14 89 77 69 79 72
∆SIsolated = 0 14 11 23 31 21 28
Spontaneous Heat Transfer
∆SIsolated > 0 and ∆SCold > 0 (correct) 12, 24 63 31 24 32 30
[∆SIsolated = 0] and ∆SCold > 0 12, 24 16 41 42 41 41
∆SIsolated > 0 and [∆SCold = 0] 12, 24 6 9 13 11 11
∆SIsolated > 0 and ∆SCold > 0
but also ∆SHot > 0 12, 24 14 13 13 11 12
Spontaneous Mixing
∆SIsolated > 0, and each ∆Ssubsys > 0 32 62 37 33 40 27
∆SIsolated > 0, but each [∆Ssubsys = 0] 32 21 23 21 22 31
[∆SIsolated = 0], and each [∆Ssubsys = 0] 32 8 21 23 18 16
[∆SIsolated = 0], but each ∆Ssubsys > 0 32 6 13 15 15 13
Second law (correct)
13, 25,
33
88 63 58 72 53
First law
13, 25,
33
25 53 60 40 54
Newton’s 2nd law
13, 25,
33
4 13 17 11 25
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are more states available to the system if each gas is allowed to mix with the other gas
in the adjacent chamber. It is reasonable to expect that at least advanced students have
learned combinatorics to be able to reason about these types of issues. Table 18 also shows
that the second most common difficulty on item 32 is that the entropy of the combined
system and the entropy of each of the sub-systems does not change (each is conserved) if two
inert ideal gases in adjacent chambers are allowed to mix spontaneously. Interviews suggest
that at least for some of the students, this difficulty is due to the fact that the combined
system is in an insulated case. Table 18 also shows that the third most common difficulty
on item 32 is that the entropy of the combined system does not change (is conserved) but
the entropy of each of the sub-systems increases. Interviews suggest that some students with
this type of reasoning thought that since each gas is allowed to mix, each component will
have an increased entropy but since the combined system was in an insulated case, there is
no change in the entropy of the combined system.
5.8.7 Difficulties With ∆S in Spontaneous Heat Transfer Between Two Solids
at Different Temperatures
Table 18 shows that on item 12, the most common difficulty was that for a closed system,
the entropy of the sub-system at a lower temperature increases but that of the combined
system does not change if there is spontaneous heat transfer from one part of the system to
another when two solids at different temperatures are placed in contact. Interviews suggest
that some students with this difficulty thought that the entropy of the combined system
cannot change for an isolated system. Table 18 also shows that on item 12, the second
most common difficulty was that for a closed system, the entropy of each sub-system and
the combined system all increase if there is spontaneous heat transfer from one part of the
system to another when two solids at different temperatures are placed in contact. Interviews
suggest that at least some of these students thought that the entropy always increases for
everything at least in an irreversible process. In addition, Table 18 shows that on item 12, the
third most common difficulty was that the entropy of the combined system increases but the
entropy of the cold sub-system does not change when two solids at different temperatures
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are in contact. Interviews suggest that at least some of these students thought that the
second law of thermodynamics says that the entropy of the combined system increases but
the entropy of each sub-system does not change in such processes.
5.8.8 Difficulties With ∆S in Spontaneous Heat Transfer Between Two Gases
at Different Temperatures
Table 18 shows that on item 24, the most common difficulty was that for a closed system, the
entropy of the sub-system at a lower temperature increases but that of the combined system
does not change if there is spontaneous heat transfer from one part of the system to another.
Table 18 also shows that on item 24, the second most common difficulty was that for a closed
system, the entropy of each of the sub-system and the combined system all increase if there
is spontaneous heat transfer from one part of the system to another. Table 18 shows that on
item 24, the third most common difficulty was that for a closed system, the entropy of the
combined system increases if there is spontaneous heat transfer from one part of the system
to another but the entropy of each sub-system does not change. Interviews suggest that the
common reasons for these difficulties were analogous to those for spontaneous heat transfer
between two solids at different temperatures in contact that was discussed in the preceding
section.
5.8.9 Difficulties With the Relation Between Entropy Change, Heat Transfer,
and Temperature
Several prior investigations have focused on student difficulties with the relation between
entropy, heat transfer and temperature [63, 65, 77, 79, 87]. Our findings are consistent with
these studies. While some of the interviewed students did not recall the relationship between
heat transfer to the system and the change in entropy of the system, even those interviewed
students who remembered (often vaguely) that the change in the entropy of the system is
somehow related to the net heat transfer between the system and the surroundings, generally
appeared not to be able to exploit this information effectively to solve the survey problems.
In fact, some of the students who remembered the relation between entropy and net heat
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transfer noted that if there is no heat transfer between the system and the surroundings,
the entropy of the system must be conserved (including for irreversible processes). They
argued that if Q = 0, then the entropy of the system cannot change. Also, some interviewed
students did not know that the relation between the change in entropy, heat transfer and
temperature applies only for a reversible process, but since entropy is a state variable, in
order to find the change in entropy for an irreversible process, one can carry out the integral
over a reversible process that takes the system from the same initial state to the final state.
5.8.10 Difficulty With the Law Governing the Direction of Spontaneous Pro-
cesses
Prior research indicates that students do not always connect the second law of thermody-
namics with spontaneous processes that occur in nature [63, 77, 87–89]. Items 13, 25, and 33
on the survey ask students to choose why a spontaneous process occurs in a certain direction
and which law(s) will be violated if a spontaneous process took place in the reverse direc-
tion. On these questions, students had to identify that the second law of thermodynamics
will be violated if a spontaneous process took place in the opposite direction. Items 13 and
25 pertaining to situations in which there is net heat transfer from a solid at a higher tem-
perature to a solid at a lower temperature in contact or from a gas at a higher temperature
to a gas at a lower temperature in adjacent chambers. Question 33 focused on mixing of
two inert ideal gases in adjacent chambers. Apart from the second law of thermodynamics,
students could select the first law and/or Newton’s second law. These laws were chosen
based upon our earlier interviews that suggested that some students thought that the first
law of thermodynamics prevents a process from happening in reverse. Some students were
even concerned whether Newton’s second law would be violated in these types of reverse
processes (especially in the mixing process). Table 18 shows the percentages of students who
selected different options. Some interviewed students explicitly noted that since the first law
relates to the conservation of energy, it will always be violated if a spontaneous process took
place in a direction opposite to that observed.
In the interviews, some students claimed that the reason the first law (energy conserva-
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tion) or Newton’s second law is violated is because the momentum conservation is violated
in these types of processes. In some cases, students reasoned about heat transfer as though
it involved transfer of particles from one region to another. For example, in problems 13 and
25, some students stated that if the process took place in the opposite direction, the particles
at lower temperature or lower energy will move towards particles with higher energy (at a
higher temperature) and then bounce back off of them and this collision process imparts to
the particles an overall higher momentum than was available originally which is not possible.
In interviews, some students spent a significant amount of time trying to determine if these
processes violate Newton’s second law. On a positive note, introductory students taking the
survey as a pretest often thought that Newton’s second law is violated in such processes, but
the fraction of students who thought this by the end of the semester is markedly lower.
5.9 DIFFICULTIES RELATED TO DISTINCTION BETWEEN SYSTEMS
AND UNIVERSE
Most of our findings are consistent with prior research studies that have investigated the
confusion between the system and the universe [63, 64, 87, 88]. In order to solve problems
about changes in the entropy of the system or the universe using the second law of thermody-
namics, one must understand the law as it pertains to the entropy change of the universe in a
particular process. For example, students should understand that one version of the second
law of thermodynamics states that the entropy of the universe increases in an irreversible
process and remains constant in a reversible process, and it is possible for the entropy of
the system alone to decrease or increase in a particular thermodynamic process regardless
of whether the process is reversible or irreversible. Many students had difficulty with the
survey problems related to entropy because they could not make a clear distinction between
the system and the universe and how the second law formulated in terms of entropy applies
to various systems, subsystems and the universe.
Some interviewed students also treated cyclic processes and reversible processes in a
very similar manner in some problems (not necessarily all since student reasoning is context
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dependent) as though the word “cyclic” has the same meaning as the word “reversible”. They
did not realize that a cyclic process can be irreversible and in such a process the change in
the entropy of the system will be zero but the change in the entropy of the environment will
be greater than zero because it is the system that returns to the initial state after a complete
cycle but the final state of the environment is different from the initial state after a complete
cycle. Thus, the entropy of the universe increases in an irreversible cyclic process. The fact
that some students are unclear about the distinction between the system, environment and
the universe makes these concepts challenging for them.
5.10 DIFFICULTY MAKING USE OF THE PV DIAGRAM
REPRESENTATION
There have been several prior investigations involving student understanding of PV dia-
grams [63, 67, 78, 83] There were eight problems out of 33 items on the survey on which
PV diagrams were used in addition to stating the problems using a verbal description. The
role of diverse representations, e.g., verbal, diagrammatic, mathematical, etc. in physics
problem solving has been studied extensively [20, 25, 27, 36, 91–98]; studies focusing on
expertise suggest that experts are facile in translating from one representation of knowledge
to another. Experts often convert a problem from one representation to another to facili-
tate their problem solving process and make the problem solving task easier. On the other
hand, students who are developing expertise not only have great difficulty in converting a
problem from one representation to another, they also have difficulty in making sense of the
information in various representations and exploiting it to solve problems.
When presented with a problem in different representations, students are likely to per-
form better in the representation with which they are more familiar or comfortable. The
diagrammatic representation is often a favored representation for experts in the problem
solving and reasoning process. One reasonable question to ask is whether students perform
better on the survey items in which a PV diagram is provided in addition to the verbal
description than on other problems with the same underlying physics principles but with
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only the verbal description of the problem. Our analysis suggests that students did not in
general benefit from having the PV diagram. Interviews suggest that many students do
not know how to take advantage of such diagrams to reason about the problems. However,
one difference we found in interviews and individual discussions with students is that, while
a majority of introductory students in both calculus-based and algebra-based courses had
great difficulty reasoning using a PV diagram, many upper-level students attempted to rea-
son with it. This observation does not mean that upper-level students were very successful
in reasoning with the PV diagram. In fact, some upper-level students even tried to draw
PV diagrams for processes for which a diagram was not provided (e.g., item 28), but they
often had difficulty in actually representing the processes on the PV diagram except when
graduate students worked in pairs and reasoned about the PV diagrams as discussed in the
companion paper. The student pairs were more likely to be successful in using and inter-
preting the PV diagram correctly or drawing it for problems in which a diagram was not
provided.
5.11 ARE WE PRIMING STUDENTS BY PLACING SURVEY
QUESTIONS ON SIMILAR TOPICS CONSECUTIVELY?
On the survey, some consecutive questions are on similar topics and one may wonder whether
students would be primed by having such questions one after the other. For example, items
9 and 10 both involve reasoning about the relation between the work done by the gas and
the net heat transfer to the system. Similarly, items 26 and 27 both involve work done by
the gas in an isothermal process. Although experts who provided feedback on the survey
noticed that some questions that were placed one after the other could prime students to
solve the second problem correctly, unfortunately, none of the students interviewed ever
explicitly mentioned the similarity or relation between consecutive questions and whether
placing them one after the other benefited them in any way.
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5.12 INFORMATION THAT SIMPLIFIES EXPERT THINKING CAN
DERAIL STUDENT REASONING
Certain information in a problem may give clarity to experts and simplify their reasoning
process while solving a problem. For example, if the problem statement says that a thermo-
dynamic process is reversible and the problem is about changes to the entropy of the system
or the universe, such information made it easier for experts to reason that the entropy of the
system can increase or decrease but the entropy of the universe will not change. On the other
hand, many students who had alternative conceptions about what the word reversible meant,
concluded that the entropy of the system will also not change. Similarly, on problems related
to cyclic processes, experts immediately note that the state variables will be unchanged but
other physical quantities are not zero in general after a complete cycle. However, the phrase
“cyclic process” led many students to conclude that none of the thermodynamic quantities
changed in such a process after a complete cycle. Thus, the information that the process
is reversible or cyclic completely derailed their reasoning. The same kind of difficulty was
observed on survey problems that used the word isothermal. As noted, in interviews, stu-
dents often interpreted the word isothermal to mean that either both the temperature was
constant and net heat transfer between the system and surroundings was zero or at least
Q = 0 even if they did not explicitly mention anything about the change in temperature in
an isothermal process. The rest of their reasoning was impacted by this initial interpretation
of an isothermal process.
5.13 CONCLUDING REMARKS
We find that many students in all groups did not have the expertise to solve the conceptual
survey problems in an expert-like manner and they did not invoke appropriate concepts in
the order in which they should be invoked to solve a problem. Unlike experts, constraints on
a process were often ignored or used incorrectly by students. Students’ responses were also
often context dependent in that they did not give consistent answers to various problems
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involving the same underlying concepts. In the framework of bounded rationality, they
selected an answer to each problem that “satisfices” [107]. Since students’ knowledge chunks
are smaller, they may be overloaded by the number of potentially relevant concepts they
must keep in working memory to reason about each survey problem methodically [107–109].
On the other hand, since experts have a good knowledge hierarchy and their knowledge
chunks are larger, they can manage cognitive load while solving problems and systematically
focus on various concepts involved in each problem during the problem solving process. For
instance, issues related to whether the problem can be solved using the first law or second law
(or both), whether a process is reversible or irreversible (and whether reversibility is relevant
for solving the problem), whether the process described is isothermal, isobaric, isochoric, or
adiabatic, and how to apply these constraints to solve the problem.
5.13.1 Recommendations for Instructors
In order to help students learn to make sense of the thermodynamic processes and correctly
apply the first and second laws of thermodynamics, instructors must use physics education
research based methods to help students learn content along with developing students’ prob-
lem solving and reasoning skills. Most thermodynamics problems on the survey cannot be
solved using a plug and chug approach with memorized algorithms. We find that students
often used heuristics that were too simplistic such as using only two quantities in the first law
instead of reasoning with all the three quantities or using a compensation heuristic to solve
problems involving the relation between the internal energy of the system, work done by the
system and net heat transfer to or from the system. They often claimed that when some
quantity increases, another must decrease or if some quantity does not change then another
should not change either without considering other aspects of the problem correctly. Inter-
views suggest that sometimes, the same student reasoned about two of the three quantities
in the first law, choosing a set of two out of three quantities depending upon the cues of the
problem statement without realizing that he/she may have skipped a quantity that should be
included in the reasoning involving conservation of energy. Expertise research suggests that
such a problem solving strategy is typical of students who do not have a robust knowledge
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structure in the domain [107–109].
In order to apply the fundamental laws of thermodynamics appropriately in diverse
situations, students must discern the differences between different types of thermodynamic
systems, quantities, processes, etc. The variety of situations one encounters in relation
to the foundational topics in thermodynamics covered in the survey can provide a great
opportunity for developing students’ problem solving, reasoning and meta-cognitive skills.
The probability of students performing well on a conceptual survey like the one discussed here
using an algorithmic problem solving approach is very low. In order to solve these conceptual
problems, students must learn how to systematically focus on different information in the
problem statement rather than dealing with it haphazardly and only taking into account
some of the information, which invariably leads to incorrect inference.
For example, on problem 1 about the entropy of the gas in a reversible adiabatic expan-
sion, the first thing students must reason about is that in a reversible process, the entropy
of the universe remains constant. Then, they must reason that since the given process is
adiabatic, there is no net heat transfer to or from the system. Thus, entropy of the sys-
tem remains constant for this reversible process because the process is adiabatic. Students
should realize that the answer to this question would be the same regardless of whether it
was a reversible adiabatic expansion or compression. They should also be able to reason
that if the process was not adiabatic but it was a reversible process, the entropy of a system
can increase or decrease but the change in the entropy of the surroundings should be such
that the entropy of the universe does not change. They should also learn to argue that if
a process was irreversible, the entropy of the universe would increase (which is due to the
overall changes in the entropy of the system and the surroundings). In other words, even
in a seemingly simple conceptual problem, there is a systematic reasoning chain required to
solve the problem correctly. If students do not understand the relevance of reversibility in
determining the change in the entropy of the universe, the difference between the system and
the universe, or do not know how to take into account the fact that the process is adiabatic,
they are unlikely to solve the problem correctly.
On many problems, students were unable to distinguish between the system, environment
and the universe. Instruction should be designed carefully to help students learn, e.g., that
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in a cyclic process since the initial and final states of the system are the same in a complete
cycle, there is no change in any state variable including the entropy for the system. On
the other hand, all we can say about the environment is that there is no change in the
internal energy of the environment in the complete cycle due to the conservation of energy,
but the initial and final entropy of the environment will be the same only if the cyclic
process is reversible. In particular, if the cyclic process is irreversible, the final entropy of
the environment must be greater than its initial entropy so that the entropy of the universe
(which is the sum of the entropy of the system and environment) increases, consistent with
the second law of thermodynamics. Helping students learn to treat changes to the system,
environment and the universe due to various thermodynamic processes instead of mainly
focusing on discussions of the changes to the system will not only help students apply the
second law of thermodynamics correctly in various situations but also reduce the confusion
between, e.g., a cyclic and a reversible process.
We found that many students at all levels confused “closed container” with an “isolated
system” in which there is no heat transfer between the system and the surroundings. Inter-
views suggest that some of the worst performance on the survey questions was on items in
which a gas in a closed container was heated because students treated such a system as an
isolated system. It is possible that this difficulty will decrease if instructors do not use the
terms “isolated system” and “closed system” interchangeably because this type of language
can give students the impression that “closed container” and “isolated system” are the same.
We find that many students do not realize or take advantage of the richness of the PV
diagrams partly because they have not been provided sufficient opportunity and scaffolding
support to learn to reason with the PV diagrams systematically. Helping students learn to
make sense of PV diagrams for various types of processes and the relations among quantities
may provide an excellent opportunity to help them learn the role of representation and its
value in the problem solving process. Instruction should focus on helping students do sense
making and learn to reason with PV diagrams for various processes. It would be helpful
for students to reason how a PV diagram may even provide redundancy in the amount of
information given so that one can reason about a particular outcome in a given situation in
more than one way.
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Finally, instructors should know the common difficulties that students have. For example,
students commonly confuse the free energy and internal energy, even if the instructor does not
introduce free energy in a physics course. An instructor can design instruction appropriately
to help students avoid these types of pitfalls only if they are equipped with knowledge of
these common difficulties.
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6.0 CONCLUSION AND FUTURE DIRECTIONS
6.1 FUTURE EXTENSIONS OF QUANTUM MECHANICS RESULTS
This thesis explores issues related to common student difficulties with some topics in un-
dergraduate quantum mechanics and thermodynamics courses. The quantum mechanics
research focuses on using the research on student difficulties for the development and evalu-
ation of a Quantum Interactive Learning Tutorial (QuILT) to help students learn about the
time-dependence of expectation values using the context of Larmor precession of spin and
evaluating the role of asking students to self-diagnose their mistakes on midterm examina-
tion on their performance on subsequent problem solving. The QuILT on Larmor precession
of spin has both paper-pencil activities and a simulation component. It was satisfying to
see advanced undergraduate physics students improve significantly after learning from the
QuILT and more students adopted quantum mechanical reasoning. The simulation portion
of the tutorial was improved to reduce cognitive load for the students, but still has a late
1990’s look and feel. In think-aloud interviews, it is appears that the simulation portion of
the tutorial could be improved by a redesign of the user interface. While it may seem obvious
that an instructor should award points for behaviors that the instructor deems desirable, in
practice incentivizing students appropriately has not been investigated in diverse situations.
One of the goals of PER is to identify ways to enhance student learning and assessment can
play a key role in providing incentives to students to improve. Incentives other than grades
exist, but are not usually effective at motivating students. It would be useful to investigate
how students with different backgrounds are impacted by the grade incentives and if such
an incentive is more effective for students with certain characteristics. It would also be in-
teresting to investigate how student performance in a laboratory course may be impacted
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by self-diagnosis of some activity connected to grade incentive.
6.2 FUTURE EXTENSION OF STPFASL ANALYSIS
The results from the development and validation of the thermodynamic survey, STPFaSL,
show that, with a well-designed survey, a wealth of knowledge can be obtained about student
difficulties. It was tremendously gratifying to contribute to what I hope will be a widely
used tool to help measure and improve the teaching of thermodynamics. At the very least,
we have shed some light on how conceptually difficult thermodynamics is for students, and
that while students improve as they advance to higher level courses, instructors could do
significantly better by adopting research-based learning tools.
However, the process of obtaining this information is an extremely intensive task that
only an expert could perform. The entanglement between the various topics, the context-
dependence of learning, and pedagogical knowledge required to help students in the context
of thermodynamics make for a task only an artisan can perform. However, this raises some
practical questions about future application of SPFaSL.
6.2.1 Question: Can an Arbitrary Student Population be Analyzed?
The entangled nature of thermodynamics makes it difficult to invert an arbitrary set of
responses on a survey into a model of a group of students’ understanding. For instance, in
order to apply the first and second law to a single segment of a process, a decision matrix
like Figure 9 is followed to reduce the problem to algebraic statements. A student can make
a mistake anywhere along this line of reasoning, and end up with an erroneous conclusion.
This is why I claim that going from their conclusion backwards to discover their line of
reasoning requires both content and pedagogical expertise.
One question that I am interested in exploring is if a student’s Performance can be
Predicted. One answer is “yes”, provided that the student is interviewed several times using
a think-aloud interview, and a detailed profile of the student’s difficulties is constructed.
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Figure 9: Mapping from a Description of a Single Thermodynamical Process to Algebraic
Statements. The white boxes to the left and right label possible constraints or knowledge
about a process that might be given in a typical problem. The information gained about
each quantity ∆Ssystem,∆T,W,∆E, and Q is found inside the box with the thick border.
118
But this approach is not practical or scalable to a large number of students. However,
the purpose of a survey (e.g., STPFaSL), which can be administered to a large number of
students, is to inform an instructor about the performance of a group of students to measure
the effectiveness of instruction overall. Is there a way to extend the survey data to diagnosing
students, or even a single student? Or, can a subset of the questions predict performance on
another subset of non-identical questions? Item response theory (IRT) does not give a useful
answer because IRT models student responses as a linear mapping from a (hidden) vector
of student proficiencies to a single-parameter probability distribution of a correct response.
Usually this is bounded above at 1, and bounded below at “guessing,” or 1/n, where n is
the number of choices available for that item. What we see in student difficulties is that
this model would be very poor: first, students are drawn by superficial features of problems
towards distractor choices, they are not merely guessing. They are reliably attracted to
effective distractors. However, this is a minor problem. The important problem with IRT is
that the mapping from student knowledge of a subject, even if it is to a single parameter, is
certainly not a linear one. It would be useful to test a multiplicative mapping of a hidden
vector of student proficiencies to a parameter. For a knowledge-rich domain like physics, a
student must master several concepts simultaneously to apply them to a problem. Missing
one concept present in a problem is enough to dramatically reduce the reliability that a
correct answer will be reached.
6.3 SUMMARY
Studying cognitive science and applying it to student understanding has been a fruitful
exercise for researchers and students alike. When learning tools such as those discussed
in this thesis are developed, and positive results (improvement in student performance)
are observed, one can only hope that the influence of PER continues to grow. Viewing
instructor evaluation through the lens of student performance can only yield benefits to
a society. However, evidence-based teaching and learning can only become a widespread
practice when institutional infrastructure supports these improvements.
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APPENDIX A
TEXT-ONLY PORTION OF LARMOR PRECESSION TUTORIAL
The tutorial for time dependence of expectation values for Larmor precession of a spin-
1/2 particle consists of a warm-up, the pre- and posttests, the main text portion and a
simulation portion. Only the main text portion is shown here, as it was used during think-
aloud interviews during the validation process.
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An electron in a uniform magnetic field: Larmor precession of spin
For reference, if we choose the eigenstates of Sˆz as the basis vectors, the components of
the spin angular momentum are given by:
Sz = ~/2 ( 1 00 −1 ), Sx = ~/2 ( 0 11 0 ), Sy = ~/2 ( 0 −ii 0 ).
The following identities may be useful:
(eiθ + e−iθ)/2 = cos(θ), (eiθ − e−iθ)/(2i) = sin(θ)
cos2(θ)− sin2(θ) = cos(2θ), 2 sin(θ) cos(θ) = sin(2θ), cos2(θ) + sin2(θ) = 1
1. In quantum mechanics, the energy associated with the spin magnetic moment has a
corresponding Hamiltonian operator Hˆ for the spin degrees of freedom. If the uniform
magnetic field is ~B = B0kˆ, then Hˆ = −γB0Sˆz . Which one of the following is the Hˆ in
the matrix form in the chosen basis?
(a) −γB0~/2 ( 1 00 −1 )
(b) −γB0~/2 ( 0 1−1 0 )
(c) −γB0~/2 ( 0 11 0 )
(d) −γB0~/2 ( 0 −ii 0 )
2. If we measured the energy of the above system, which one of the following gives the
allowed values of energy E+ and E−?
(a) ∓γB0~/2
(b) ∓~/2
(c) ∓γB0~
(d) None of the above
3. Consider the following conversation between Andy and Caroline about the above Hamil-
tonian operator:
• Andy: Hˆ is essentially Sˆz except for some multiplicative constants. Therefore, the
eigenstates of Sˆz will also be the eigenstates of Hˆ.
• Caroline: No. The presence of magnetic field will make the eigenstates of Sˆz and Hˆ
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different. The eigenstates of Hˆ will change with time in a non-trivial manner.
• Andy: I disagree. If the magnetic field had a time dependence, e.g., B = B0kˆ +
B1 cos(ωt)ˆi, the eigenstates of Hˆ will change with time in a non-trivial manner but not
for the present case where ~B is constant.
With whom do you agree?
(a) Andy
(b) Caroline
(c) Neither
4. If the eigenstates of Sˆz and Hˆ, |↑〉z and |↓〉z , are chosen as the basis vectors, which one
of the following is their matrix representation?
(a) ( 10 ) and (
0
1 )
(b) ( 11 ) and (
0
0 )
(c) 1/
√
2 ( 11 ) and 1/
√
2 ( 1−1 )
(d) 1/
√
2 ( 1i ) and 1/
√
2 ( 1−i )
5. If we choose |↑〉z and |↓〉z as the basis vectors for the two dimensional spin space, which
one of the following is the correct expression for a general state |χ〉?
(a) |χ〉 = a |↑〉z + b |↓〉z where |a|+ |b| = 1.
(b) |χ〉 = a |↑〉z + b |↓〉z where |a|2 + |b|2 = 1.
(c) |χ〉 = a |↑〉z + b |↓〉z where a and b can be any integers.
(d) |χ〉 = a |↑〉z × b |↓〉z where a and b can be any integers.
6. If the state of the system at an initial time t = 0 is given by |χ(t = 0)〉 = a |↑〉z + b |↓〉z ,
which one of the following is the correct matrix representation of this state in the chosen
basis?
(a) ( ab )
(b)
(
a−b
a+b
)
(c)
(
a+b
a−b
)
(d) 1/
√
2 ( ab )
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7. If the state of the system at an initial time t = 0 is given by |χ(t = 0)〉 = a |↑〉z + b |↓〉z ,
which one of the following is the state, |χ(t)〉, after a time t?
(a) eiγB0t/2(a |↑〉z + b |↓〉z)
(b) e−iγB0t/2(a |↑〉z + b |↓〉z)
(c) eiγB0t/2[(a+ b) |↑〉z + (a− b) |↓〉z ]
(d) eiγB0t/2a |↑〉z + e−iγB0t/2b |↓〉z
8. If the state of the system at an initial time t = 0 is given by |χ(t = 0)〉 = a |↑〉z + b |↓〉z ,
which one of the following is the correct matrix representation of this state, |χ(t)〉, after
a time t?
(a) eiγB0t/2 ( ab )
(b) e−iγB0t/2 ( ab )
(c) e−iγB0t/2
(
a+b
a−b
)
(d)
(
aeiγB0t/2
be−iγB0t/2
)
Note: All of the following questions refer to the system for which the Hamiltonian oper-
ator is Hˆ = −γB0Sˆz .
In all of the questions below, |χ(t)〉 is the state you calculated above and assume that
the coefficients a and b in the state are non-zero unless mentioned specifically otherwise.
9. Which one of the following gives the correct outcomes of measuring Sz in the state |χ(t)〉?
(a) ~/2 with a probability aeiγB0t/2 and −~/2 with a probability be−iγB0t/2.
(b) ~/2 with a probability a2eiγB0t and −~/2 with a probability b2e−iγB0t.
(c) ~/2 with a probability |a|2 and −~/2 with a probability |b|2.
(d) ~/2 and −~/2 with equal probability.
10. Consider the following conversation between Andy and Caroline about measuring Sˆz in
the state |χ(t)〉:
• Andy: Since the probability of measuring ~/2 is |a|2, −~/2 is |b|2 and |a|2 + |b|2 = 1,
we can choose our a and b as a = eiφ1 cos(α) and b = eiφ2 sin(α) where α, φ1 and φ2 are
real numbers.
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• Caroline: I agree. Since cos2(α)+sin2(α) = 1 it gives the same relation as |a|2+|b|2 = 1
and there is no loss of generality.
Do you agree with Andy and Caroline?
(a) Yes.
(b) No.
11. Calculate the expectation value of Sˆz in the state |χ(t)〉. Express your answer in terms
of α defined earlier as a = eiφ1 cos(α) and b = eiφ2 sin(α).
12. Consider the following conversation between Pria and Mira about 〈Sˆz〉 in state |χ(t)〉:
• Pria: Since the state of the system |χ(t)〉 evolves in time, the expectation value 〈Sz〉
will depend on time.
• Mira: I disagree with the second part of your statement. The time development of the
expectation value of any operator Aˆ is given by d〈Aˆ〉
dt
= i~〈[Hˆ, Aˆ]〉 + 〈∂Aˆ∂t 〉. In our case,
[Hˆ, Sˆz ] = 0 and the operator Sˆz does not have any explicit time dependence so
∂Sˆz
∂t
= 0.
Thus,
d〈Sˆz 〉
dt
= 0 and the expectation value will not change with time.
With whom do you agree?
(a) Pria
(b) Mira
(c) Neither
13. Which one of the following is the expectation value 〈Sˆz〉 = 〈χ(t)|Sˆz |χ(t)〉?
(a) cos(2α) cos(γB0t) ~/2
(b) sin(2α) sin(γB0t) ~/2
(c) cos(2α) ~/2
(d) sin(2α) ~/2
14. Which one of the following is true about the expectation value 〈Sˆx〉 in the state |χ(t)〉?
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(a) 〈Sˆx〉 depends on time because [Hˆ, Sˆx] 6= 0
(b) 〈Sˆx〉 depends on time because Sˆx has an explicit time-dependence.
(c) 〈Sˆx〉 is time-independent because [Hˆ, Sˆx] = 0
(d) None of the above.
15. Calculate the expectation value of Sˆx in the state |χ(t)〉. Express your answer in terms
of α defined earlier as a = eiφ1 cos(α) and b = eiφ2 sin(α).
16. Which one of the following is the expectation value 〈Sˆx〉 in the state |χ(t)〉?
(a) cos(2α) cos(γB0t+ φ1 − φ2) ~/2
(b) sin(2α) cos(γB0t+ φ1 − φ2) ~/2
(c) cos(2α) ~/2
(d) sin(2α) ~/2
17. Choose all of the following statements that are true about the expectation value 〈Sˆy〉 in
the state |χ(t)〉:
(I) 〈Sˆy〉 depends on time because [Hˆ, Sˆy] 6= 0
(II) 〈Sˆy〉 depends on time because Sˆy has an explicit time-dependence.
(III) 〈Sˆy〉 is time-independent because [Hˆ, Sˆy] = 0
(a) (I) only
(b) (II) only
(c) (III) only
(d) (I) and (II) only
18. Based upon your responses for 〈Sˆz〉 and 〈Sˆx〉 above, which one of the following is a good
guess for the expectation value 〈Sˆy〉 in state |χ(t)〉? Note: Please work this out explicitly
as homework similar to your calculation for 〈Sˆx〉 above.
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(a) cos(2α) cos(γB0t+ φ1 − φ2) ~/2
(b) − sin(2α) sin(γB0t+ φ1 − φ2) ~/2
(c) cos(2α) ~/2
(d) sin(2α) ~/2
19. Explain why 〈Sˆz〉 above does not depend on time where as 〈Sˆx〉 and 〈Sˆy〉 do.
20. Choose all of the following statements that are true about the expectation value 〈~S〉 in
the state |χ(t)〉:
(I) 〈~S〉 = 〈Sˆx〉ˆi+ 〈Sˆy〉jˆ + 〈Sˆz〉kˆ
(II) 〈~S〉 will depend on time because [Hˆ, ~S] 6= 0
(III) 〈~S〉 cannot depend on time because the expectation value of
an observable is its time-averaged value.
(a) (I) only
(b) (II) only
(c) (III) only
(d) (I) and (II) only
21. Choose all of the following statements that are true about the expectation value 〈Sˆ〉 in
the state |χ(t)〉:
(I) The z component of 〈Sˆ〉, i.e., 〈Sˆz〉, is time-independent.
(II) The x and y components of 〈Sˆ〉 change with time and they are
always “out of phase” with each other for all times.
(III) The magnitude of the maximum values of 〈Sˆx〉 and 〈Sˆy〉 are
the same but when 〈Sˆx〉 is a maximum 〈Sˆy〉 is a minimum
and vice versa.
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(a) (I) and (II) only
(b) (I) and (III) only
(c) (II) and (III) only
(d) (I), (II) and (III)
22. Choose all of the following statements that are true about the vector 〈Sˆ〉 in the spin
space in the state |χ(t)〉:
(I) The vector 〈Sˆ〉 can be thought to be precessing about the
z axis at an angle 2α.
(II) The vector 〈Sˆ〉 can be thought to be precessing about the
z axis with a frequency ω = γB0.
(III) All the three components of vector 〈Sˆ〉 change as it precesses
about the z axis.
(a) (I) and (II) only
(b) (I) and (III) only
(c) (II) and (III) only
(d) (I), (II) and (III)
23. Choose a three dimensional coordinate system in the spin space with the z axis in the
vertical direction. Draw a sketch showing the precession of 〈Sˆ〉 about the z axis when
the state of the system starts out in a |↑〉z + b |↓〉z . Show the angle that 〈Sˆ〉 makes with
the z axis and the precession frequency explicitly.
Show the projection of 〈Sˆ〉 along the x, y and z axes at two separate times. Explain in
words why the projection of 〈Sˆ〉 along the z direction does not change with time but
those along the x and y directions change with time.
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Now consider a very specific initial state which is an eigenstate of Sˆz , e.g., |↑〉z , in the
following questions (as opposed to a very general initial state a |↑〉z + b |↓〉z in the pre-
vious questions).
24. If the electron is initially in the state |χ(0)〉 = |↑〉z , write the state of the system |χ(t)〉
after a time t. The Hamiltonian operator is Hˆ = −γB0Sˆz .
25. Evaluate the expectation values of Sˆx, Sˆy and Sˆz at time t in the above state. Which
of these expectation values depend on time?
26. Explain why each expectation value you calculated in the previous question does or does
not depend on time.
27. Calculate the expectation value 〈χ(t)|[Hˆ, Sˆx] |χ(t)〉 in the above state by writing Hˆ =
−γB0Sˆz explicitly and acting with Sˆz on the state |χ(t)〉.
28. Since d〈Aˆ〉
dt
= i~〈[Hˆ, Aˆ]〉+ 〈∂Aˆ∂t 〉 what can you infer about the time-dependence of 〈Sˆx〉 in
the state |↑〉z from your last response? What about 〈Sˆy〉 or 〈Aˆ〉 where the operator Aˆ
does not have an explicit time-dependence?
29. Consider the following statements from Pria and Mira when the electron is initially in
an eigenstate of Sˆz . The Hamiltonian operator is Hˆ = −γB0Sˆz .
• Pria: The electron will NOT be in an eigenstate of Sˆz forever because the state will
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evolve in time.
• Mira: I disagree. The eigenstates of Sˆz are also the eigenstates of Hˆ. When the
system is in an energy eigenstate or a stationary state, the time dependence is via an
overall phase factor. The system stays in the stationary state. Since the system is in a
stationary state, the expectation value of ANY operator (that does not have an explicit
time dependence) will not depend on time as we saw due to 〈χ(t)|[Hˆ, Sˆx] |χ(t)〉 = 0.
With whom do you agree? Explain why the other person is not correct.
(a) Pria
(b) Mira
30. Consider the following statements from Pria and Mira when the electron is initially in
an eigenstate of Sˆz . The Hamiltonian operator is Hˆ = −γB0Sˆz .
• Pria: But shouldn’t the expectation value 〈~S〉 = 〈Sx〉ˆi+ 〈Sy〉jˆ + 〈Sz〉kˆ precess about
the z axis whether the state is |↑〉z or a |↑〉z + b |↓〉z?
• Mira: No. Since |↑〉z is an eigenstate of the Hamiltonian, it is a stationary state which
has a trivial time dependence. 〈Sˆx〉 and 〈Sˆy〉 do not depend on time since the state will
remain an energy eigenstate and will evolve by a trivial overall time-dependent phase
factor as e−iE+t/~ |↑〉z . There is no precession.
• Pria: How can that be?
• Mira: Another way to reason about it is by comparing |↑〉z with a |↑〉z + b |↓〉z . If our
state is |↑〉z then a = eiφ1 cos(α) = 1 and b = eiφ2 sin(α) = 0 which implies that α = 0
and 〈~S〉 is pointing along the z direction. Thus, there is no precession. If you calculate
〈Sˆx〉 and 〈Sˆy〉 in this state, they will both be always zero since the projection of 〈~S〉
along the x and y axis is zero.
With whom do you agree? Explain.
(a) Pria
(b) Mira
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31. Calculate 〈Sˆx〉 and 〈Sˆy〉 in the state e−iE+t/~ |↑〉z to verify your response above.
32. If the electron is initially in the state |↓〉z , what is |χ(t)〉 at a time t. Find the angle that
〈~S〉 makes with the z axis. Is there any precession in this case? Explain.
33. Choose all of the following statements that are true if the system is initially in an eigen-
state of Sˆz , |↑〉z , and the Hamiltonian operator Hˆ = −γB0Sˆz :
(I) 〈Sˆx〉 depends on time because [Hˆ, Sˆx] 6= 0
(II) 〈Sˆy〉 depends on time because [Hˆ, Sˆy] 6= 0
(III) The vector 〈Sˆ〉 can be thought to be precessing about
the z axis.
(a) (I) and (II) only
(b) (III) only
(c) (I), (II) and (III)
(d) None of the above
34. If Hˆ = −γB0Sˆz and the electron is initially in the state |↑〉x, what is the state after time
t?
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35. Based upon your answer to the preceding question, should the expectation value 〈Sˆx〉,
〈Sˆy〉 and 〈Sˆz〉 depend on time if the initial state is an eigenstate of Sˆx, i.e., |↑〉x? Work
out each of these expectation values at time t to justify your answer for each case.
36. Consider the following conversation between three students about the preceding problem
in which the Hamiltonian for the system Hˆ = −γB0Sˆz :
Student A: If the electron is initially in an eigenstate of Sˆx, expectation value of Sˆx is
time-independent because the electron is stuck in the eigenstate.
Student B: I disagree. If the electron is initially in an eigenstate of Sˆx, only the expecta-
tion value of Sˆz is time independent because Sˆz and the Hamiltonian H commute with
each other. Since an eigenstate of Sˆx is not a stationary state, the time-dependence of
the eigenstate of Sˆx is non-trivial. You can see this by writing the eigenstate of Sˆx, e.g.,
|↑〉x, in terms of eigenstates of the Hamiltonian at time t = 0 and then writing down the
state after time t explicitly.
Student C: Sz is a constant of motion since Sˆz and the Hamiltonian H commute with
each other. Therefore, 〈Sˆz〉 is time-independent in any state. With whom do you agree?
Explain.
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APPENDIX B
PROBLEMS AND RUBRIC FOR INCENTIVE STUDY
B.1 QUANTUM MECHANICS PROBLEMS
The following problems were given both in the midterm and final exams. The problem
numbers refer to the numbering of the problems in the final exam. Students were given an
additional sheet on which useful information was provided. For example, they were given the
stationary state wave functions and energies for a one-dimensional infinite square well. For
the one-dimensional Harmonic Oscillator, they were also given energies in terms of quantum
number n, how the ladder operators relate to the position and momentum operators, the
commutation relation between the raising and lowering operators, how a raising or lower-
ing operator acting on the nth energy eigenstate of a one dimensional Harmonic Oscillator
changes that state etc.
1) The eigenvalue equation for an operator Qˆ is given by Qˆ |ψi〉 = λi |ψi〉, with i = 1...N .
Find an expression for 〈ψ|Qˆ|ψ〉, where |ψ〉 is a general state, in terms of 〈ψi|ψ〉.
2) For an electron in a one-dimensional infinite square well with well boundaries at x = 0
and x = a, measurement of position yields the value x = a/2. Write down the wave
function immediately after the position measurement and without normalizing it show
that if energy is measured immediately after the position measurement, it is equally
probable to find the electron in any odd-energy stationary state.
3) Write an expression to show that the momentum operator Pˆ is the generator of transla-
tion in space. Then prove the relation. (Simply writing the expression is not sufficient...
you need to prove it.)
4) Find the expectation value of potential energy in the nth energy eigenstate of a one
dimensional Harmonic Oscillator using the ladder operator method.
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B.2 RUBRICS
A summary of the rubrics used to evaluate all four problems are shown in Tables 19, 20,
21, and 22. Each item receives an overall score, which is the average of the Invoking and
Applying scores. Each of these general criteria scores is in turn the average of the specific
criteria scores, which can take on the values 0, 1, 1/3, 1/2, 2/3, or N/A. N/A arises when
certain criteria are not present to include in determining a score. Inter-rater reliability was
tested for roughly 25% of the dataset and found to be better than 95%.
Table 19: Summary of the rubric used for problem 1. In this problem, students are asked
to write the expectation value of an observable Q in terms of eigenstates and eigenvalues of
the corresponding operator.
Problem 1
General
Criteria
Specific Criteria
Overall
Score
Invoking
appropriate
concepts
Spectral decomposition expressing identity operator in terms of
a complete set of eigenstates |ψn〉:
Iˆ =
∑
|ψn〉 〈ψn|
Or expressing general state in terms of the eigenstates of Qˆ:
|ψ〉 =
∑
cn |ψn〉 , where cn = 〈ψn|ψ〉
Make use of Qˆ |ψn〉 = λn |ψn〉
〈ψn|ψ〉∗ = 〈ψ|ψn〉
Using legitimate principles or concepts that are not appropriate
in this problem.
Using invalid principles or concepts (for instance, confusing a
general state |ψ〉 with an eigenstate |ψn〉).
Applying
concepts
Inserting spectral decomposition into the expression for expec-
tation value
Eigenvalue evaluated and treated as number.
Probability expressed in terms of 〈ψn|ψ〉∗ and 〈ψ|ψn〉
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Table 20: Summary of the rubric used to solve problem 2. In this problem, a particle in a
one dimensional infinite square well is first measured to be at the center of the well. Students
are asked to show that a subsequent energy measurement can yield any odd-integer energy
state with equal probability.
Problem 2
General
Criteria
Specific Criteria
Overall
Score
Invoking
appropriate
concepts
Measurement of position yields a Dirac delta function for the
wave function immediately after the position measurement.
Expand the wavefunction in terms of energy eigenfunctions:
ψ(x) =
∑
cnψn(x)
Express probability amplitude for energy measurement as:
cn =
∫∞
−∞ ψ
∗
n(x)ψ(x)dx
Express the probability of measuring a given energy En as
|cn|2
Using legitimate principles or concepts that are not appropri-
ate in this problem, e.g. invoking expectation values.
Using invalid principles or concepts (for instance, confusing
position eigenstates with energy eigenstates).
Applying
concepts
Applying delta function definition correctly to write the wave-
function after the position measurement:
ψ(x) = Aδ(x− a
2
)
Using provided stationary states for infinite square well:
ψn(x) =
{√
2
a
sin
(
npix
a
)
for 0 ≤ x ≤ a
0 otherwise
Dirac delta function identity applied appropriately to calcu-
late probability amplitude for energy measurement:
cn = A
√
2
a
∫ a
0
sin
(
npix
a
)
δ(x− a
2
)dx
Find the probability for measuring energy En,
|cn|2 = |A|2 2a sin2(npi2 )
= |A|2 2
a
{
1 for n odd
0 for n even
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Table 21: Summary of the rubric used to solve problem 3. In this problem, students prove
that momentum operator is the generator of translation in space.
Problem 3
General
Criteria
Specific Criteria
Overall
Score
Invoking
appropriate
concepts
Taylor expansion definition
f(x+ x0) =
∞∑
n=0
1
n!
x0
n d
dx
n
f(x)
Momentum operator in position space in one dimension is pˆ =
~
i
d
dx
Expansion of exponential: eu =
∞∑
n=0
1
n!
un
Using legitimate principles or concepts that are not appropri-
ate in this problem.
Using invalid principles or concepts (for instance, confusing
position space with momentum space).
Applying
concepts
Partial derivative in terms of momentum operator: ∂
∂x
= ipˆ/~
eipˆx0/~ =
∑
n
1
n!
x0
n( ipˆ~ )
n
Taylor expansion performed correctly to obtain: f(x + x0) =
eipˆx0/~f(x)
135
Table 22: The summary of the rubric used to solve problem 4. In this problem, students are
asked to find the expectation value of the potential energy for a one-dimensional harmonic
oscillator when the system is in the nth energy eigenstate.
Problem 4
General
Criteria
Specific Criteria
Overall
Score
Invoking
appropriate
concepts
V = 1
2
mω2x2 = 1
2
kx2
- or -
H = p
2
2m
+ 1
2
mω2x2
Express expectation value:
〈f(x)〉 =
∞∫
−∞
ψ∗(x)f(x)ψ(x)dx
Describe xˆ (or Hˆ) in terms of raising and lowering operators
a+ and a− (as given in the formula sheet provided to students)
Use orthogonality principle:
∞∫
−∞
ψ∗m(x)ψn(x)dx = δmn
Using legitimate principles or concepts that are not appropri-
ate in this problem, e.g. ψn in terms of ψ0.
Using invalid principles or concepts (for instance, an incorrect
definition of expectation value).
Applying
concepts
Proper expansion of 〈x2〉 or 〈H〉, e.g. order of ladder operators
in cross terms a+a and a−a+ is correctly accounted for.
Apply the operators correctly to obtain the correct states and
coefficients. For instance,
a+ |ψn〉 =
√
n+ 1 |ψn+1〉
Apply the orthogonality relation:
∞∫
−∞
ψ∗n(x)ψn±2 dx = 0,
∞∫
−∞
ψ∗n(x)ψn dx = 1
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B.3 EXAMPLE RESPONSES
Below, we provide typical sample student responses from incentivized group to show how
students improved from pretest to posttest and from comparison groups to show how students
deteriorated from the pretest to posttest on the same problem Each example includes both
pretest and posttest (midterm and final exam) for a given student for a particular problem.
Figure 10: An example of a pretest and posttest solution pair for a student from the incen-
tivized group which demonstrates improvement in student understanding. While the pretest
solution shows difficulty with the expansion of a general state in terms of the eigenstates of
the operator Qˆ and confusion between the eigenvalue of Qˆ and the probability amplitude for
measuring Q, the posttest shows excellent use of Dirac notation to solve the problem.
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Figure 11: An example of a pretest and posttest solution pair for a student from the compar-
ison group which demonstrates a typical deterioration. While the pretest solution is almost
perfect, the posttest solution shows student difficulties including confusion between the dis-
crete spectrum of the eigenstates of Qˆ and the continuous spectrum of position eigenstates
and difficulty with the treatment of the operator Qˆ.
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Figure 12: An example of a pretest and posttest solution pair for a student from the in-
centivized group which demonstrates improvement in student understanding. The pretest
solution shows that the student incorrectly inserts x = a/2 in the expression for the en-
ergy eigenfunction instead of calculating the probability of measuring energy. The posttest
solution is essentially perfect.
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Figure 13: An example of a pretest and posttest solution pair for a student from the com-
parison group. The student struggles with this problem in the pretest. In the posttest, no
improvement is demonstrated.
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Figure 14: An example of a pretest and posttest solution pair for a student from the in-
centivized group which demonstrates improvement in student understanding. The pretest
shows exploratory derivations focused on expectation value of momentum that has nothing
to do with the correct solution. The posttest solution is a succinct derivation of the desired
result.
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Figure 15: An example of a pretest and posttest solution pair for a student from the com-
parison group which demonstrates a typical deterioration. The pretest solution is nearly
perfect, but in the posttest, no relevant knowledge is displayed.
142
Problem 4 Student Work
Pretest Posttest
Figure 16: An example of a pretest(left) and posttest(right) solution pair for a student from
the incentivized group which demonstrates improvement in student understanding. The
pretest shows that the student struggles and eventually abandons the problem, but in the
posttest, the student demonstrates proficient use of the ladder operators to solve the problem.
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Figure 17: An example of a pretest and posttest solution pair for a student from the compar-
ison group which demonstrates a typical deterioration. The student’s pretest performance
is good, except for some minor errors with the coefficients when dealing with the ladder
operators but the posttest solution demonstrates that this proficiency has deteriorated.
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APPENDIX C
FULL TEXT OF STPFASL
The design and validation of the survey are discussed in Chapter 4. Quantitative analysis
of the types of difficulties is presented in chapter 5. Detailed analysis results can be found
in the appendix following, appendices D. In this section, we show the survey in its entirety.
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Survey of Thermodynamic Processes and First and Second Laws
• Please select only one of the five choices, (a)-(e) for each of the 33 questions.
• All temperatures T are absolute temperatures.
• All experiments involving a gas as the system are performed with a fixed amount of gas.
• The following equations may be useful for an ideal monatomic gas system where the
symbols have the usual meaning: the internal energy Eint = (3/2)NkT and PV = NkT .
• Thermal reservoirs are significantly larger than the system so that heat transfer between
the system and the reservoir does not change the temperature of the reservoir.
• An adiabatic process is one in which there is no heat transfer between a system and its
surroundings.
The following abbreviations are used throughout the survey:
• W = work done by the system (it is positive when the gas expands).
• Q = net heat transfer to the system.
Also, Q1 , Q2 in a particular problem will refer to the net heat transfer to the system in
process 1 and process 2, respectively, etc.
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You perform an experiment with a gas such that it undergoes a reversible adiabatic
expansion. Answer questions (1) and (2) below about this experiment.
(1) Which one of the following statements is true about the change in entropy of the gas?
a. Entropy of the gas increases because the gas expands.
b. Entropy of the gas decreases because the gas expands.
c. Entropy of the gas remains constant for this reversible process because the process
is adiabatic.
d. Entropy of the gas remains constant because the entropy of the gas does not change
for a reversible process.
e. None of the above.
(2) Which one of the following statements must be true for the gas that undergoes a reversible
adiabatic expansion process?
a. The internal energy must decrease, and the work done by the gas must be positive.
b. The internal energy must decrease, and the work done by the gas must be negative.
c. The internal energy must increase, and the work done by the gas must be positive.
d. The internal energy must increase, and the work done by the gas must be negative.
e. None of the above.
You perform an experiment with an ideal monatomic gas such that it undergoes a re-
versible isothermal compression. Answer questions (3) and (4) below about this experiment:
(3) Which one of the following is true about the net heat transfer during the reversible
isothermal compression?
a. There is net heat transfer to the gas.
b. There is net heat transfer away from the gas.
c. There is no net heat transfer to or from the gas.
d. Net heat transfer could be to or from the gas depending on the initial values of P
and V.
e. None of the above.
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(4) Which one of the following is true about the entropy of the gas for the reversible
isothermal compression?
a. It increases.
b. It decreases.
c. It remains the same.
d. It could increase or decrease depending on the initial values of P and V.
e. None of the above.
You perform an experiment with a gas in a container involving a piston and obtain the cycle
shown on the PV diagram below in which the cycle is traversed counterclockwise. Use this
PV diagram to answer questions (5), (6), (7), and (8).
In each of the questions (5), (6), (7) and (8) below, choose the statement that
is true about the system for one complete cycle:
(5) For one complete cycle shown, the final internal energy of the gas
a. is the same as the initial internal energy.
b. is greater than the initial internal energy.
c. is less than the initial internal energy.
d. could be greater or less than the initial internal energy depending on the details of
the cycle only shown schematically here.
e. is the same as the initial internal energy if the process is reversible, but otherwise
it would be less.
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(6) Which one of the following statements is true regarding the net work done by the gas for
one complete cycle shown?
a. The net work done by the gas is positive.
b. The net work done by the gas is negative.
c. The net work done by the gas is zero.
d. The net work done by the gas could be positive or negative depending on the details
of the cycle only shown schematically here.
e. The net work done by the gas is zero only if the process is reversible, but otherwise
it would be negative.
(7) For one complete cycle shown, the final entropy of the gas
a. is greater than the initial entropy.
b. is less than the initial entropy.
c. is the same as the initial entropy.
d. could be greater or less than the initial entropy depending on the details of the
cycle only shown schematically here.
e. is the same as the initial entropy if the process is reversible, but otherwise it would
be greater.
(8) Which one of the following statements is true regarding the net heat transfer in one
complete cycle shown?
a. There is no net heat transfer to or from the gas.
b. There is net heat transfer to the gas.
c. There is net heat transfer away from the gas.
d. Net heat transfer could be to or from the gas depending on the details of the cycle
only shown schematically here.
e. There is no net heat transfer to or from the gas if the process is reversible, but
otherwise net heat transfer is away from the gas.
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(9) You carry out two experiments each with one mole of an ideal monatomic gas starting
at the same point i shown on the PV diagram below. The two curved dashed lines on
the PV diagram show two different isotherms at 300K and 500K. Process 1 is a constant
pressure process starting at 300K and ending at point f1 at 500K whereas process 2
(which starts at the same point as process 1) proceeds along the 300K isotherm to point
f2 as shown below. Both processes end with the same final volume Vf . Which one of
the following is true about the relations between the work done by the gas and net heat
transfer to the gas for the two processes?
a. W1 < W2 and Q1 < Q2 .
b. W1 > W2 and Q1 < Q2 .
c. W1 < W2 and Q1 > Q2 .
d. W1 > W2 and Q1 = Q2 .
e. W1 > W2 and Q1 > Q2 .
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(10) You carry out two different processes each with one mole of a gas that start in the same
thermodynamic state, i, and end in the same state, f , shown on the PV diagram below.
Which one of the following statements correctly relates the net heat transfer to the gas
in process 1, Q1, with the net heat transfer to the gas in process 2, Q2?
a. Q1 = Q2 , because the same amount of work is done in both processes.
b. Q1 = Q2 , because the two processes share the same initial and final states.
c. Q1 < Q2 , because more work is done in process 2.
d. Q1 < Q2 , because more work is done in process 1.
e. Q1 > Q2 , because more work is done in process 1.
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You perform an experiment involving two solids which are initially at temperatures TC and
TH , respectively (where TC < TH). You place them in contact with each other inside of an
insulated case to isolate them from everything else. Neglect thermal expansion, stresses, etc.
Answer questions (11) through (13) related to this system.
(11) Choose all of the following statements that must be true for the process ending when
thermal equilibrium between the two solids has been established:
I. The internal energy of the combined system of two solids increases.
II. The internal energy of the solid initially at temperature TH increases.
a. I only.
b. II only.
c. Neither I nor II.
d. Both I and II.
e. Not enough information.
(12) Choose all of the following statements that must be true after the establishment of
thermal equilibrium between the two solids:
I. The entropy of the solid initially at temperature TC has increased.
II. The entropy of the solid initially at temperature TH has increased.
III. The entropy of the combined system of two solids has increased.
a. I only.
b. II only.
c. III only.
d. I and III only.
e. I, II, and III.
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(13) When the solids are placed in contact, no spontaneous net heat transfer will take place
from the solid at the lower temperature TC to the solid at the higher temperature TH .
Choose all of the following statements that explain why this process does not occur:
I. This process will violate Newton’s second law.
II. This process will violate the first law of thermodynamics.
III. This process will violate the second law of thermodynamics.
a. I only.
b. II only.
c. III only.
d. I and II only.
e. II and III only.
(14) The figure below shows the initial stage of a free-expansion process you carry out in the
laboratory in which a gas is initially in thermal equilibrium and confined via a stopcock
to one half of an insulated container with two identical halves. Then, you open the
stopcock, and the gas expands freely to fill both halves of the container and eventually
reaches an equilibrium state. Which one of the following statements is true about the
system for this free expansion process?
a. Entropy remains the same; no work is done; internal energy remains the same.
b. Entropy remains the same; positive work is done; internal energy decreases.
c. Entropy increases; positive work is done; internal energy remains the same.
d. Entropy increases; positive work is done; internal energy decreases.
e. Entropy increases; no work is done; internal energy remains the same.
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(15) You perform an experiment involving a reversible cyclic thermodynamic process with one
mole of a gas shown below on the PV diagram. Which one of the following statements
is true about the gas for one cycle (clockwise) of the process?
a. The final entropy is same as the initial entropy; the final internal energy is the same
as the initial internal energy; the net heat transfer is zero.
b. The final entropy is same as the initial entropy; the final internal energy is greater
than the initial internal energy; the net heat transfer is zero.
c. The final entropy is greater than the initial entropy; the final internal energy is
greater than the initial internal energy; the net heat transfer is zero.
d. The final entropy is greater than the initial entropy; the final internal energy is the
same as the initial internal energy; there is net heat transfer to the gas.
e. The final entropy is same as the initial entropy; the final internal energy is the same
as the initial internal energy; there is net heat transfer to the gas.
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(16) Choose all of the following statements that must be true:
I. The entropy of any system that cannot exchange energy with its surround-
ing environment remains unchanged.
II. No heat engine can be more efficient than a reversible heat engine between
given high temperature and low temperature reservoirs.
III. The net heat transfer to the system from a hot reservoir cannot be com-
pletely converted to mechanical work in a cyclic process.
a. I only.
b. I and II only.
c. I and III only.
d. II and III only.
e. I, II, and III.
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(17) You carry out two experiments each with one mole of an ideal monatomic gas such that
both processes end in the same state shown on the PV diagram below. Process 1 is a
constant volume process starting at 300K at point i1 and ending at point f at 500K
whereas process 2 is a constant pressure process starting at 800K at point i2 and ending
at point f at 500K. Which one of the following statements is true for the change in the
internal energy of the gas for the two processes?
a. Internal energy does not change for process 1, and internal energy decreases for
process 2.
b. Internal energy does not change for process 1, and internal energy increases for
process 2.
c. Internal energy increases for both processes.
d. Internal energy does not change for either process.
e. Internal energy increases for process 1, and decreases for process 2.
(18) Choose all of the following thermodynamic processes in which there is NO net heat
transfer between the system and the surroundings:
I. Any cyclical process.
II. Any adiabatic process.
III. Any isothermal process.
a. I only.
b. II only.
c. III only.
d. I and II only.
e. II and III only.
156
(19) Which one of the following statements is true for a Carnot engine? A heat engine operates
using an appropriate working substance (system) that expands and compresses during
each cycle. |QH | = magnitude of net heat transfer to the system from the hot reservoir,
|QC | = magnitude of net heat transfer between the system and the cold reservoir, TH =
temperature of the hot reservoir, TC = temperature of the cold reservoir.
a. Since a Carnot engine is a reversible engine, it is 100% efficient.
b. |QH/TH | > |QC/TC |
c. |QH/TH | < |QC/TC |
d. In one complete cycle, the non-zero change in entropy of the working substance is
compensated by an opposite change in the net entropy of the hot and cold reservoirs.
e. In one complete cycle, the increase in entropy of the cold reservoir is compensated
by a corresponding decrease in entropy of the hot reservoir.
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(20) Chris heats an ideal gas in a closed container with a piston which can move freely, without
friction. As the gas is heated with a burner, it expands and the piston moves slowly.
There is no other thermal contact between the gas and the environment. Choose all of
the following thermodynamic processes that are reasonable approximate descriptions for
the given scenario:
I. A constant pressure process (isobaric).
II. An isothermal process.
III. An adiabatic process.
a. I only.
b. II only.
c. III only.
d. I and II only.
e. II and III only.
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(21) You carry out two experiments each with one mole of an ideal monatomic gas such that
both processes start in the same state i as shown on the PV diagram below. Process 1
is a constant volume (isochoric) process and process 2 is a constant pressure (isobaric)
process. Choose all of the following statements that are correct about the two processes:
I. Between the gas and surroundings, there is no net heat transfer in process
1, but there is net heat transfer in process 2.
II. There is work done by the gas in process 2.
III. There is no change in the internal energy of the gas in process 1 but there
is a change in the internal energy in process 2.
a. I only.
b. II only.
c. III only.
d. I and II only.
e. II and III only.
(22) For a given thermodynamic system, choose all of the following quantities whose values
are determined by the state of the system and not by the process that led to that state.
I. Work done by the system.
II. Internal energy of the system.
III. Entropy of the system.
a. I only.
b. II only.
c. I and II only.
d. II and III only.
e. I, II, and III.
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You perform an experiment in which two adjacent identical chambers, each with one mole
of the same type of a gas, are initially at temperatures TC and TH , respectively (TC < TH).
You place the two chambers in an insulated case to isolate them from everything else but
in contact with each other such that while the gas molecules are confined to their original
chamber, heat transfer can take place freely between the two chambers. The total volume
of each chamber remains fixed throughout the process. Answer questions (23) through (25)
related to this system.
(23) Choose all of the following statements that must be true for the process that ends when
thermal equilibrium has been established:
I. The work done by the combined system of gases in the two chambers is
zero.
II. The internal energy of the combined system has increased.
a. I only.
b. II only.
c. Neither I nor II.
d. Both I and II.
e. Not enough information.
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(24) Choose all of the following statements that must be true after the establishment of
thermal equilibrium between the gases in the two chambers:
I. The entropy of the gas in the chamber initially at temperature TC has
increased.
II. The entropy of the gas in the chamber initially at temperature TH has
increased.
III. The entropy of the combined system of two gases has increased.
a. I only.
b. II only.
c. III only.
d. I and III only.
e. I, II and III.
(25) There is no spontaneous net heat transfer from the chamber at the lower temperature
TC to the chamber at the higher temperature TH when the two chambers at different
temperatures are initially placed in contact. Choose all of the following statements that
explain why this process does not occur:
I. This process will violate Newton’s second law.
II. This process will violate the first law of thermodynamics.
III. This process will violate the second law of thermodynamics.
a. I only.
b. II only.
c. III only.
d. I and II only.
e. II and III only.
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(26) You carry out two experiments each with one mole of a gas shown on the PV diagram
below. Processes 1 and 2 (which are isothermal and adiabatic, respectively) both start
at the same point i at 500K and the gas has the same final volume Vf at the end of both
processes. Which one of the following statements is true about the two processes? W is
the work done by the gas.
a. No work is done in the isothermal process since the temperature does not change,
but W is positive in the adiabatic expansion.
b. W is larger for the adiabatic expansion because the change in pressure between the
initial and final points is larger in that process.
c. W is equal for both processes because the final and initial volumes are the same.
d. W is larger in the adiabatic expansion because additional work must be done to
change the temperature.
e. W is larger in the isothermal expansion because, for each small change in gas
volume between the initial and final points, the pressure is higher.
(27) You expand an ideal monatomic gas isothermally. Choose all of the following statements
that are true about this process:
I. There is no net heat transfer between the gas and its environment.
II. The internal energy of the gas does not change.
III. The work done by the gas is positive.
a. I only
b. I and II only.
c. I and III only.
d. II and III only.
e. I, II and III.
162
(28) You perform an experiment with an ideal monatomic gas in a closed container with a
movable piston in contact with a thermal reservoir such that it undergoes an isothermal
reversible expansion. There is net heat transfer to the gas during the process. Choose all
of the following statements that must be true during the reversible isothermal expansion:
I. The entropy of the gas increases.
II. The entropy of the gas and the thermal reservoir taken together does not
change.
III. The internal energy of the gas does not change.
a. I only.
b. I and II only.
c. I and III only.
d. II and III only.
e. I, II, and III.
(29) You perform an experiment with a gas in a closed container in contact with a thermal
reservoir and it undergoes a constant volume (isochoric) irreversible thermodynamic
process. There is net heat transfer to the gas during the process. Choose all of the
following statements that must be true during the irreversible isochoric process:
I. The entropy of the gas increases.
II. The entropy of the gas and the thermal reservoir taken together does not
change.
III. The internal energy of the gas does not change.
a. I only.
b. I and II only.
c. I and III only.
d. II and III only.
e. I, II, and III.
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(30) You carry out two experiments each with one mole of an ideal monatomic gas. Both
processes start at 300K at the same point i and both end at 500K but at different points
f1 and f2 as shown on the PV diagram below. Processes 1 and 2 are adiabatic and
isochoric (constant volume), respectively. Choose all of the following statements that are
true about these processes:
I. The change in internal energy of the gas is equal for processes 1 and 2.
II. The magnitude of the work done on the gas in process 1 is equal to the net
heat transfer to the gas in process 2.
a. I only.
b. II only.
c. Neither I nor II.
d. Both I and II.
e. Not enough information.
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You perform an experiment with one mole of an ideal gas A in one chamber and one
mole of a different ideal gas B in a separate identical chamber. The two chambers are at
the same temperature and pressure. You place the two chambers in an insulated case to
isolate them from everything else but in contact with each other such that the chemically
inert gas molecules can move freely between the two chambers. The total volume of the
system remains fixed throughout the process. Answer questions (31) through (33) related
to this system with the following initial and final states: initial state = one mole of gas A in
the left chamber and one mole of gas B in the right chamber; final state = gas A and gas B
mixed uniformly throughout the entire volume.
(31) Select the statement(s) that must be true for the process that ends when equilibrium has
been established:
I. The work done by the combined system of two gases is zero.
II. The internal energy of the combined system has increased.
a. I only.
b. II only.
c. Neither I nor II.
d. Both I and II.
e. Not enough information.
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(32) Choose all of the following statements that must be true after the establishment of
equilibrium:
I. The entropy of gas A has increased compared to its initial value.
II. The entropy of gas B has increased compared to its initial value.
III. The entropy of the combined system of two gases has increased.
a. III only.
b. I and II only.
c. I, II, and III.
d. None of the above.
e. Not enough information.
(33) The reverse process to that described in questions (31) and (32) does not occur sponta-
neously, i.e., no spontaneous process will begin with gas A and gas B mixed uniformly
throughout the entire volume and end with gas A in one chamber and gas B in the other.
Choose all of the following statements that explain why this process does not occur:
I. This process will violate Newton’s second law.
II. This process will violate the first law of thermodynamics.
III. This process will violate the second law of thermodynamics.
a. I only.
b. II only.
c. III only.
d. I and II only.
e. II and III only
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APPENDIX D
SUPPLEMENTAL DATA AND ANALYSIS FROM STPFASL
Table 23: Average percentage scores for each of the five choices for each item on the survey for
each group. Pre or pretest refers to the data before instruction in a particular course in which
the survey topics in thermodynamics were covered (we note that students in a course may
have learned these topics in other courses). Post or posttest refers to data after instruction
in relevant concepts in that particular course. Abbreviations for various student groups:
Upper (students in junior/senior level thermodynamics and physics graduate students in
their first semester of a graduate program), calc (students in introductory calculus-based
courses), Algebra (students in introductory algebra-based courses). The first column is
the percentage of students who answer the item correctly, and the corresponding response.
The four remaining columns are the percentage of incorrect answer (and choice), ranked by
frequency.
Problem # Correct (%) 1st 2nd 3rd 4th Level
1 24 (C) 39 (D) 28 (A) 5 (E) 4 (B) Upper Post
28 (C) 32 (A) 29 (D) 8 (B) 3 (E) Calc Post
19 (C) 51 (A) 16 (D) 12 (B) 2 (E) Calc Pre
29 (C) 36 (D) 29 (A) 4 (B) 2 (E) Algebra Post
24 (C) 46 (A) 19 (D) 10 (B) 1 (E) Algebra Pre
2 57 (A) 14 (C) 10 (D) 9 (B) 9 (E) Upper Post
35 (A) 24 (C) 16 (D) 13 (E) 11 (B) Calc Post
29 (A) 33 (C) 14 (B) 14 (D) 9 (E) Calc Pre
39 (A) 20 (C) 15 (D) 14 (E) 13 (B) Algebra Post
27 (A) 38 (C) 13 (D) 12 (E) 10 (B) Algebra Pre
continued on next page
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Problem # Correct (%) 1st 2nd 3rd 4th Level
3 51 (B) 23 (A) 18 (C) 8 (D) 0 (E) Upper Post
28 (B) 38 (C) 22 (A) 11 (D) 1 (E) Calc Post
28 (B) 29 (A) 24 (C) 19 (D) 1 (E) Calc Pre
29 (B) 33 (C) 19 (D) 18 (A) 1 (E) Algebra Post
23 (B) 29 (D) 26 (A) 21 (C) 1 (E) Algebra Pre
4 31 (B) 42 (C) 23 (A) 4 (D) 0 (E) Upper Post
28 (B) 36 (C) 26 (A) 9 (D) 1 (E) Calc Post
37 (B) 25 (C) 23 (A) 13 (D) 1 (E) Calc Pre
32 (B) 43 (C) 12 (A) 11 (D) 1 (E) Algebra Post
44 (B) 20 (C) 19 (A) 17 (D) 0 (E) Algebra Pre
5 74 (A) 9 (E) 7 (D) 6 (C) 4 (B) Upper Post
68 (A) 18 (E) 6 (C) 4 (D) 4 (B) Calc Post
61 (A) 15 (E) 9 (D) 9 (B) 7 (C) Calc Pre
50 (A) 27 (E) 9 (D) 8 (C) 5 (B) Algebra Post
63 (A) 16 (E) 11 (D) 6 (B) 4 (C) Algebra Pre
6 60 (B) 23 (A) 9 (C) 5 (E) 3 (D) Upper Post
27 (B) 37 (C) 21 (A) 9 (D) 5 (E) Calc Post
10 (B) 56 (C) 18 (A) 8 (D) 8 (E) Calc Pre
9 (B) 47 (C) 28 (A) 10 (D) 6 (E) Algebra Post
8 (B) 53 (C) 20 (A) 12 (D) 8 (E) Algebra Pre
7 41 (C) 36 (A) 9 (E) 7 (B) 7 (D) Upper Post
53 (C) 22 (A) 13 (E) 6 (B) 6 (D) Calc Post
55 (C) 17 (A) 10 (E) 9 (B) 8 (D) Calc Pre
43 (C) 22 (E) 21 (A) 7 (B) 7 (D) Algebra Post
62 (C) 12 (A) 11 (D) 10 (B) 5 (E) Algebra Pre
8 41 (C) 36 (B) 11 (A) 10 (D) 3 (E) Upper Post
21 (C) 33 (A) 27 (B) 12 (D) 7 (E) Calc Post
12 (C) 40 (A) 25 (B) 13 (D) 9 (E) Calc Pre
10 (C) 37 (A) 24 (B) 19 (D) 10 (E) Algebra Post
12 (C) 38 (A) 21 (B) 18 (D) 12 (E) Algebra Pre
9 56 (E) 18 (B) 16 (C) 7 (A) 3 (D) Upper Post
40 (E) 23 (C) 17 (B) 11 (D) 9 (A) Calc Post
26 (E) 24 (C) 19 (D) 19 (B) 12 (A) Calc Pre
38 (E) 21 (C) 17 (B) 15 (D) 10 (A) Algebra Post
32 (E) 21 (C) 19 (D) 15 (B) 13 (A) Algebra Pre
continued on next page
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Problem # Correct (%) 1st 2nd 3rd 4th Level
10 53 (E) 19 (D) 11 (B) 11 (A) 6 (C) Upper Post
23 (E) 30 (B) 23 (A) 14 (D) 10 (C) Calc Post
15 (E) 40 (B) 27 (A) 9 (C) 9 (D) Calc Pre
23 (E) 36 (B) 27 (A) 8 (D) 6 (C) Algebra Post
17 (E) 41 (B) 28 (A) 11 (C) 3 (D) Algebra Pre
11 80 (C) 9 (A) 4 (E) 4 (D) 3 (B) Upper Post
69 (C) 14 (A) 8 (B) 6 (D) 2 (E) Calc Post
57 (C) 17 (A) 11 (B) 11 (D) 4 (E) Calc Pre
65 (C) 19 (A) 10 (B) 3 (D) 2 (E) Algebra Post
50 (C) 26 (A) 11 (D) 9 (B) 4 (E) Algebra Pre
12 62 (D) 17 (A) 13 (E) 6 (C) 2 (B) Upper Post
31 (D) 40 (A) 15 (E) 10 (C) 5 (B) Calc Post
24 (D) 44 (A) 13 (E) 13 (C) 6 (B) Calc Pre
32 (D) 41 (A) 12 (C) 12 (E) 3 (B) Algebra Post
29 (D) 39 (A) 17 (E) 11 (C) 4 (B) Algebra Pre
13 74 (C) 14 (E) 9 (B) 3 (A) 0 (D) Upper Post
43 (C) 24 (E) 24 (B) 5 (D) 4 (A) Calc Post
36 (C) 30 (E) 23 (B) 7 (D) 5 (A) Calc Pre
61 (C) 18 (B) 14 (E) 4 (A) 3 (D) Algebra Post
43 (C) 24 (B) 19 (E) 10 (D) 4 (A) Algebra Pre
14 55 (E) 18 (C) 16 (D) 8 (A) 3 (B) Upper Post
30 (E) 32 (C) 17 (A) 15 (D) 6 (B) Calc Post
21 (E) 28 (C) 20 (D) 17 (A) 14 (B) Calc Pre
28 (E) 31 (C) 19 (D) 19 (A) 3 (B) Algebra Post
20 (E) 28 (D) 24 (C) 16 (A) 12 (B) Algebra Pre
15 40 (E) 29 (D) 22 (A) 6 (C) 4 (B) Upper Post
22 (E) 43 (A) 17 (D) 11 (C) 8 (B) Calc Post
11 (E) 43 (A) 18 (C) 14 (D) 13 (B) Calc Pre
11 (E) 50 (A) 14 (D) 13 (B) 12 (C) Algebra Post
9 (E) 53 (A) 15 (D) 12 (C) 11 (B) Algebra Pre
continued on next page
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Problem # Correct (%) 1st 2nd 3rd 4th Level
16 58 (D) 22 (E) 15 (C) 4 (B) 1 (A) Upper Post
27 (D) 27 (C) 27 (E) 14 (B) 5 (A) Calc Post
19 (D) 33 (C) 21 (E) 17 (B) 10 (A) Calc Pre
27 (D) 40 (E) 19 (C) 9 (B) 5 (A) Algebra Post
16 (D) 36 (C) 24 (E) 12 (B) 11 (A) Algebra Pre
17 72 (E) 14 (C) 7 (B) 4 (A) 3 (D) Upper Post
58 (E) 19 (C) 10 (A) 8 (B) 5 (D) Calc Post
50 (E) 19 (C) 12 (B) 11 (A) 9 (D) Calc Pre
48 (E) 21 (C) 14 (A) 10 (B) 7 (D) Algebra Post
55 (E) 20 (C) 9 (A) 9 (B) 7 (D) Algebra Pre
18 75 (B) 9 (C) 6 (D) 6 (E) 3 (A) Upper Post
37 (B) 28 (C) 16 (E) 11 (D) 8 (A) Calc Post
20 (B) 34 (C) 16 (E) 15 (A) 15 (D) Calc Pre
46 (B) 21 (E) 18 (C) 9 (D) 6 (A) Algebra Post
37 (B) 23 (C) 15 (D) 14 (E) 12 (A) Algebra Pre
19 28 (E) 34 (B) 19 (C) 16 (D) 4 (A) Upper Post
25 (E) 24 (B) 19 (C) 17 (D) 15 (A) Calc Post
18 (E) 26 (B) 20 (D) 19 (C) 17 (A) Calc Pre
37 (E) 25 (D) 18 (B) 10 (A) 10 (C) Algebra Post
21 (E) 27 (D) 22 (B) 18 (C) 11 (A) Algebra Pre
20 51 (A) 20 (C) 16 (D) 10 (B) 3 (E) Upper Post
31 (A) 30 (C) 16 (D) 14 (B) 9 (E) Calc Post
23 (A) 26 (C) 22 (D) 17 (B) 12 (E) Calc Pre
44 (A) 22 (C) 14 (B) 11 (D) 9 (E) Algebra Post
23 (A) 24 (C) 20 (B) 18 (D) 16 (E) Algebra Pre
21 70 (B) 12 (E) 10 (D) 5 (C) 2 (A) Upper Post
49 (B) 16 (D) 16 (E) 9 (A) 9 (C) Calc Post
35 (B) 20 (C) 19 (D) 13 (A) 13 (E) Calc Pre
44 (B) 21 (E) 15 (D) 12 (C) 9 (A) Algebra Post
37 (B) 19 (D) 18 (C) 16 (E) 10 (A) Algebra Pre
22 78 (D) 16 (B) 4 (C) 3 (A) 0 (E) Upper Post
52 (D) 16 (B) 12 (E) 12 (C) 7 (A) Calc Post
44 (D) 19 (E) 17 (B) 12 (C) 8 (A) Calc Pre
49 (D) 16 (B) 13 (C) 11 (A) 11 (E) Algebra Post
51 (D) 18 (E) 16 (B) 10 (C) 6 (A) Algebra Pre
continued on next page
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Problem # Correct (%) 1st 2nd 3rd 4th Level
23 62 (A) 22 (C) 9 (D) 5 (B) 2 (E) Upper Post
52 (A) 20 (C) 14 (D) 11 (B) 2 (E) Calc Post
43 (A) 21 (C) 18 (B) 12 (D) 5 (E) Calc Pre
46 (A) 20 (C) 18 (D) 14 (B) 1 (E) Algebra Post
40 (A) 25 (B) 20 (C) 11 (D) 3 (E) Algebra Pre
24 64 (D) 15 (A) 14 (E) 5 (C) 2 (B) Upper Post
32 (D) 42 (A) 12 (E) 9 (C) 6 (B) Calc Post
24 (D) 39 (A) 13 (C) 12 (E) 11 (B) Calc Pre
31 (D) 41 (A) 11 (E) 9 (C) 8 (B) Algebra Post
30 (D) 43 (A) 11 (C) 9 (B) 7 (E) Algebra Pre
25 69 (C) 20 (E) 9 (B) 2 (D) 0 (A) Upper Post
38 (C) 26 (B) 23 (E) 7 (D) 6 (A) Calc Post
29 (C) 28 (B) 25 (E) 12 (D) 5 (A) Calc Pre
57 (C) 18 (E) 17 (B) 5 (D) 3 (A) Algebra Post
35 (C) 21 (B) 21 (E) 15 (D) 8 (A) Algebra Pre
26 65 (E) 12 (D) 11 (B) 10 (C) 2 (A) Upper Post
41 (E) 19 (B) 18 (C) 15 (D) 7 (A) Calc Post
17 (E) 25 (B) 23 (D) 22 (C) 13 (A) Calc Pre
31 (E) 26 (B) 20 (D) 14 (C) 9 (A) Algebra Post
17 (E) 27 (D) 27 (B) 18 (C) 11 (A) Algebra Pre
27 74 (D) 10 (C) 6 (E) 6 (B) 4 (A) Upper Post
34 (D) 31 (C) 13 (E) 11 (B) 10 (A) Calc Post
25 (D) 27 (C) 21 (B) 15 (E) 11 (A) Calc Pre
35 (D) 29 (C) 16 (B) 11 (E) 9 (A) Algebra Post
28 (D) 25 (C) 25 (B) 14 (A) 8 (E) Algebra Pre
28 14 (E) 26 (C) 26 (D) 20 (B) 14 (A) Upper Post
14 (E) 27 (D) 27 (B) 17 (C) 16 (A) Calc Post
11 (E) 25 (B) 23 (D) 22 (A) 18 (C) Calc Pre
14 (E) 30 (D) 28 (B) 14 (A) 14 (C) Algebra Post
9 (E) 33 (D) 23 (A) 18 (B) 18 (C) Algebra Pre
continued on next page
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Problem # Correct (%) 1st 2nd 3rd 4th Level
29 68 (A) 15 (B) 9 (D) 7 (C) 1 (E) Upper Post
43 (A) 24 (B) 17 (C) 8 (D) 7 (E) Calc Post
35 (A) 23 (B) 20 (C) 15 (D) 7 (E) Calc Pre
57 (A) 16 (B) 13 (C) 10 (D) 4 (E) Algebra Post
40 (A) 21 (B) 17 (D) 15 (C) 7 (E) Algebra Pre
30 37 (D) 24 (A) 22 (C) 11 (B) 5 (E) Upper Post
19 (D) 36 (C) 23 (B) 19 (A) 4 (E) Calc Post
17 (D) 33 (C) 25 (B) 18 (A) 8 (E) Calc Pre
14 (D) 47 (C) 22 (B) 9 (A) 8 (E) Algebra Post
11 (D) 42 (C) 21 (A) 18 (B) 8 (E) Algebra Pre
31 57 (A) 24 (C) 11 (B) 6 (D) 2 (E) Upper Post
42 (A) 20 (B) 18 (C) 16 (D) 4 (E) Calc Post
36 (A) 21 (C) 20 (B) 17 (D) 5 (E) Calc Pre
46 (A) 21 (D) 16 (C) 14 (B) 2 (E) Algebra Post
35 (A) 25 (B) 21 (D) 16 (C) 3 (E) Algebra Pre
32 62 (C) 21 (A) 8 (D) 6 (B) 3 (E) Upper Post
37 (C) 23 (A) 21 (D) 13 (B) 7 (E) Calc Post
33 (C) 23 (D) 21 (A) 15 (B) 8 (E) Calc Pre
40 (C) 22 (A) 18 (D) 15 (B) 5 (E) Algebra Post
27 (C) 31 (A) 16 (D) 13 (B) 12 (E) Algebra Pre
33 75 (C) 12 (E) 6 (B) 4 (D) 2 (A) Upper Post
43 (C) 22 (B) 19 (E) 9 (D) 7 (A) Calc Post
32 (C) 24 (B) 20 (E) 13 (A) 10 (D) Calc Pre
49 (C) 18 (E) 15 (B) 12 (D) 6 (A) Algebra Post
25 (C) 23 (A) 19 (B) 18 (E) 16 (D) Algebra Pre
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Table 24: Average percentage scores for Graduate students (left) vs graduate student pairs
(right) for each of the five options in each item.
# (%) Incorrect % (%) Incorrect %
1 42 (C) 38 (D) 13 (A) 4 (B) 2 (E) 81 (C) 10 (D) 10 (A) 0 (E) 0 (B)
2 62 (A) 18 (B) 13 (E) 7 (D) 0 (C) 81 (A) 10 (B) 5 (E) 5 (C) 0 (D)
3 64 (B) 18 (A) 13 (C) 4 (D) 0 (E) 81 (B) 14 (A) 5 (C) 0 (E) 0 (D)
4 40 (B) 38 (C) 22 (A) 0 (E) 0 (D) 71 (B) 14 (C) 14 (A) 0 (E) 0 (D)
5 62 (A) 13 (D) 11 (E) 11 (C) 2 (B) 71 (A) 14 (D) 10 (B) 5 (E) 0 (C)
6 56 (B) 24 (A) 18 (C) 2 (E) 0 (D) 76 (B) 10 (C) 10 (A) 5 (D) 0 (E)
7 52 (C) 18 (A) 11 (E) 11 (B) 7 (D) 52 (C) 33 (A) 5 (E) 5 (D) 5 (B)
8 33 (C) 40 (B) 16 (D) 11 (A) 0 (E) 48 (C) 38 (B) 14 (D) 0 (E) 0 (A)
9 62 (E) 18 (C) 9 (B) 7 (D) 4 (A) 86 (E) 10 (B) 5 (D) 0 (C) 0 (A)
10 58 (E) 18 (D) 13 (B) 9 (C) 2 (A) 81 (E) 19 (D) 0 (C) 0 (B) 0 (A)
11 82 (C) 7 (D) 4 (E) 4 (A) 2 (B) 81 (C) 10 (E) 10 (A) 0 (D) 0 (B)
12 51 (D) 24 (A) 16 (E) 7 (C) 2 (B) 86 (D) 14 (A) 0 (E) 0 (C) 0 (B)
13 69 (C) 13 (E) 13 (B) 4 (A) 0 (D) 86 (C) 5 (E) 5 (B) 5 (A) 0 (D)
14 53 (E) 16 (D) 16 (C) 16 (A) 0 (B) 81 (E) 10 (C) 5 (D) 5 (A) 0 (B)
15 43 (E) 20 (D) 20 (A) 11 (C) 5 (B) 57 (E) 33 (D) 5 (B) 5 (A) 0 (C)
16 49 (D) 38 (E) 9 (C) 4 (B) 0 (A) 67 (D) 29 (E) 5 (C) 0 (B) 0 (A)
17 64 (E) 11 (C) 9 (B) 9 (A) 7 (D) 90 (E) 5 (C) 5 (A) 0 (D) 0 (B)
18 64 (B) 16 (E) 9 (D) 7 (C) 4 (A) 90 (B) 5 (E) 5 (D) 0 (C) 0 (A)
19 36 (E) 27 (D) 23 (B) 14 (C) 0 (A) 52 (E) 24 (D) 14 (B) 10 (C) 0 (A)
20 62 (A) 16 (D) 13 (C) 7 (B) 2 (E) 76 (A) 19 (D) 5 (E) 0 (C) 0 (B)
21 67 (B) 16 (D) 11 (C) 7 (E) 0 (A) 90 (B) 10 (E) 0 (D) 0 (C) 0 (A)
22 62 (D) 31 (B) 4 (C) 2 (A) 0 (E) 76 (D) 19 (B) 5 (E) 0 (C) 0 (A)
23 57 (A) 16 (D) 16 (C) 9 (B) 2 (E) 65 (A) 20 (C) 10 (D) 5 (B) 0 (E)
24 58 (D) 16 (A) 13 (E) 7 (C) 7 (B) 85 (D) 10 (A) 5 (E) 0 (C) 0 (B)
25 64 (C) 18 (E) 16 (B) 2 (D) 0 (A) 85 (C) 10 (B) 5 (D) 0 (E) 0 (A)
26 60 (E) 16 (B) 13 (D) 9 (C) 2 (A) 86 (E) 10 (D) 5 (A) 0 (C) 0 (B)
27 64 (D) 16 (B) 7 (E) 7 (C) 7 (A) 100 (D) 0 (E) 0 (C) 0 (B) 0 (A)
28 9 (E) 36 (C) 25 (B) 16 (A) 14 (D) 29 (E) 48 (C) 14 (D) 5 (B) 5 (A)
29 64 (A) 20 (B) 9 (C) 7 (D) 0 (E) 86 (A) 14 (B) 0 (E) 0 (D) 0 (C)
30 22 (D) 31 (A) 22 (C) 20 (B) 4 (E) 48 (D) 48 (A) 5 (E) 0 (B) 0 (C)
31 49 (A) 24 (C) 16 (B) 7 (D) 4 (E) 67 (A) 19 (B) 14 (C) 0 (E) 0 (D)
32 62 (C) 13 (A) 11 (D) 9 (B) 4 (E) 76 (C) 14 (D) 5 (B) 5 (A) 0 (E)
33 68 (C) 11 (E) 9 (D) 9 (B) 2 (A) 76 (C) 19 (B) 5 (E) 0 (D) 0 (A)
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Figure 18: Average percentage scores for students in algebra-based introductory physics
courses on STPFaSL by topic before and after instruction (for the pretest, the number of
students N=218, blue, and for the posttest, N=382, red). It is worth noting that students
in the algebra-based introductory courses improved more than those in calculus-based intro-
ductory courses. In fact, students in algebra-based courses perform better on posttest than
students in the calculus-based introductory courses on posttest on this conceptual survey.
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Figure 19: Average percentage scores for students in calculus-based introductory physics
courses on STPFaSL by topic before and after instruction (for the pretest, the number of
students N=704, blue, and for the posttest, N=505, red).
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Figure 20: Average percentage scores for physics graduate students individually and then in
pairs on STPFaSL by topic (for individual graduate students, the number of students N=45,
blue, and for the paired test,N=21, red).
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APPENDIX E
EXTENDED DIFFICULTIES DATA FOR STPFASL
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Table 25: Prevalence of Difficulties Related to Cyclic Processes for each item
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
∆E = 0 after a cycle. (correct) 5 74 68 61 50 63
∆E 6= 0 after a cycle. 5 26 32 39 50 37
∆E = 0 only if a cycle is reversible. 5 9 18 15 27 16
When explicitly given that a cycle is
reversible, ∆E 6= 0 15 10 19 31 25 23
W 6= 0 for a cycle. (correct) 6 83 49 28 37 28
W = 0 for a cycle. 6 14 43 64 53 61
W = 0 only if a cycle is reversible. 6 5 5 8 6 8
Q 6= 0 for a cycle. (correct) 8 76 48 38 34 33
Q = 0 for a cycle.
8 14 40 49 47 50
18 9 19 29 15 26
Q = 0 only if a cycle is reversible. 8 3 7 9 10 12
When explicitly given that a cycle is
reversible, Q = 0
15 32 62 75 75 76
∆S = 0 after a cycle. (correct) 7 41 53 55 43 62
∆S 6= 0 after a cycle. (additional question
19∗) 7 59 47 45 57 38
∆S = 0 only if a cycle is reversible. 7 9 13 10 22 5
When explicitly given that a cycle is
reversible, ∆S 6= 0 15 35 28 32 26 27
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Table 26: Prevalence of Difficulties Related to State Variables for each item
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Difficulties Item # Post Post Pre Post Pre
Not treating E as a state variable.
5 26 32 39 50 37
15 10 19 31 25 23
22 3 7 8 11 6
Treating W as though it is a state variable.
6 9 37 56 47 53
10 11 23 27 27 28
22 7 32 39 35 33
Treating Q as though it is a state variable.
8 11 33 40 37 38
10 11 30 40 36 41
15 32 62 75 75 76
18 9 19 29 15 26
Not treating S as a state variable.
7 59 47 45 57 38
15 35 28 32 26 27
22 22 36 37 41 31
Treating all three quantities {E, Q, S} or
{E, W , S} as state variables.
15 22 43 43 50 53
22 0 12 19 11 18
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Table 27: Prevalence of Difficulties with Internal Energy (E) for each item
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Difficulties Item # Post Post Pre Post Pre
Not recognizing that E is proportional to T
for an ideal gas. (additional questions 9∗,
28∗)
17 28 42 50 52 45
27 14 42 38 38 39
30 38 63 65 77 69
∆E 6= 0 for an ideal gas that undergoes an
isothermal process.
27 14 42 38 38 39
28 34 42 48 42 40
∆E 6= 0 for an isolated system.
11 13 20 28 23 37
14 19 21 33 22 40
23 14 26 31 33 36
31 17 36 37 36 46
∆E = 0 in an isochoric process
17 14 23 32 31 25
21 17 26 33 33 34
29 17 32 41 27 39
Incorrect sign of ∆E 2 27 47 52 40 58
Not treating E as a state variable.
5 26 32 39 50 37
15 10 19 31 25 23
22 3 7 8 11 6
∆E 6= 0 after a cycle. 5 26 32 39 50 37
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Table 28: Prevalence of Difficulties with work done by a system (W ) for each item. Bold
text indicates a correct response.
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
W 6= 0 for various spontaneous processes.
14 37 53 62 53 64
23 27 32 39 35 45
31 36 38 41 31 42
W 6= 0 for a spontaneous process with only
particle transfer
14 37 53 62 53 64
31 36 38 41 31 42
W 6= 0 for a spontaneous process with only
heat transfer
23 27 32 39 35 45
W ≤ 0 in an isothermal expansion 27 10 22 33 25 39
W = 0 in an isobaric process 21 8 18 33 21 28
Not recognizing W as area under the curve
in a PV diagram (additional questions 6∗,
10∗, 15∗, 21∗)
9 24 32 36 30 34
26 35 59 83 69 83
When comparing an isothermal expansion to an adiabatic expansion on a PV diagram
where both start in the same state and both have the same ∆V :
Wisothm. > Wadi (correct) 26 65 41 17 31 17
|∆Padi| > |∆Pisothm.| ⇒Wadi > Wisothm. 26 11 19 25 26 27
|∆Tadi| > |∆Tisothm.| ⇒Wadi > Wisothm. 26 12 15 23 20 27
∆Vadi = ∆Visothm. ⇒Wadi = Wisothm. 26 10 18 22 14 18
Incorrect sign of W (additional question
27∗)
2 21 32 31 32 26
6 27 44 64 76 72
Treating W as though it is a state variable.
6 9 37 56 47 53
10 11 23 27 27 28
22 7 32 39 35 33
W = 0 for a cycle. 6 14 43 64 53 61
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Table 29: Prevalence of difficulties with heat transfer to a system (Q) for each item. Bold
text indicates a correct response.
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
Q = 0 in an adiabatic process (correct) 18 88 64 51 76 65
Q = 0 for a gas heated in a closed container
(additional question 28∗) 20 23 39 38 31 40
Q = 0 in an isothermal process (additional
questions 4∗, 28∗)
3 18 38 24 33 21
18 16 44 50 39 37
27 26 66 75 65 72
Q = 0 in a reversible isothermal process
(additional questions 4∗, 28∗) 3 18 38 24 33 21
Q = 0 in a reversible cycle (additional
question 8∗) 15 32 62 75 75 76
Q = 0 in an isochoric process 21 12 26 32 24 29
Incorrect sign of Q (additional questions 9∗,
10∗)
3 31 44 51 37 53
8 47 56 67 71 63
Treating Q as though it is a state variable.
8 11 33 40 37 38
10 11 30 40 36 41
15 32 62 75 75 76
18 9 19 29 15 26
Q1 = Q2 if two processes share initial and
final states on a PV diagram.
10 22 53 67 63 70
Q = 0 for a cycle.
8 14 40 49 47 50
18 9 19 29 15 26
Table 30: Prevalence of incorrect use of a compensation heuristic in first law problems for
each item.
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Difficulties Item # Post Post Pre Post Pre
An increase in one quantity implies a
decrease in another quantity. (additional
question 14∗)
2 10 16 14 15 13
9 34 40 42 37 36
10 19 14 9 8 3
Two of the three quantities in the first law
are zero in a process. (additional question
29∗)
17 11 18 23 24 18
21 30 51 65 56 63
27 6 13 15 11 8
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Table 31: Prevalence of difficulties with entropy change in reversible processes for each item.
Bold text indicates a correct statement, which was given as part of a response. SU is the
entropy of the universe and Ssystem is the entropy of the system under consideration.
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
Reversible Adiabatic Process
⇒∆Ssystem = 0 (correct) 1 24 28 19 29 24
Reversibility (alone) ⇒ ∆Ssystem = 0 1 39 29 16 36 19
∆Ssystem > 0 1 28 32 51 29 46
Reversible Isothermal Compression
∆Ssystem < 0 (correct)
4 31 28 37 32 44
∆Ssystem = 0 4 42 36 25 43 20
∆Ssystem > 0 4 23 26 23 12 19
Reversible Isothermal Expansion
∆SSystem > 0 and ∆SU = 0 (correct)
28 34 40 36 42 27
[∆SSystem = 0] and ∆SU = 0 28 26 27 23 30 33
∆Ssystem > 0 and ∆SU > 0 28 40 33 41 28 40
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Table 32: Prevalence of difficulties with entropy change in irreversible processes for each item.
Bold text indicates a correct statement, which was given as part of a response. Statements
in brackets are the interpretation of student response informed by interview. For instance,
“[∆SIsolated = 0]” represents a case where students do not select ∆SIsolated > 0.
Prevalence (%) by Level
Upper Calc Calc Algebra Algebra
Correct Answer, Difficulties Item # Post Post Pre Post Pre
Not all processes have ∆SIsolated = 0
(correct)
16 58 27 19 27 16
∆SIsolated = 0 for all processes 16 42 73 81 73 84
Irreversible Isochoric Process
∆SIsolated > 0, ∆SSystem > 0. (correct)
29 68 43 35 57 40
∆SIsolated = 0, ∆SSystem > 0. 29 16 31 30 20 28
∆SIsolated = 0, [∆SSystem = 0] 29 9 8 15 10 17
∆SIsolated > 0 for a spontaneous
process (correct)
12 81 55 50 57 57
14 89 77 69 79 72
24 83 53 50 51 48
32 83 60 54 63 59
[∆SIsolated = 0] for a spontaneous process
12 19 45 50 43 43
14 11 23 31 21 28
24 17 47 50 49 52
32 17 40 46 37 41
Free Expansion Process
∆SIsolated > 0 (correct)
14 89 77 69 79 72
∆SIsolated = 0 14 11 23 31 21 28
Spontaneous Heat Transfer
∆SIsolated > 0 and ∆SCold > 0 (correct)
12 62 31 24 32 29
24 64 32 24 31 30
[∆SIsolated = 0] and ∆SCold > 0
12 17 40 44 41 39
24 15 42 39 41 43
∆SIsolated > 0 and [∆SCold = 0]
12 6 10 13 12 11
24 5 9 13 9 11
∆SIsolated > 0 and ∆SCold > 0
but also ∆SHot > 0
12 13 15 13 12 17
24 14 12 12 11 7
Spontaneous Mixing
∆SIsolated > 0 and each ∆Ssubsys > 0
32 62 37 33 40 27
∆SIsolated > 0 but each [∆Ssubsys = 0] 32 21 23 21 22 31
[∆SIsolated = 0] and each [∆Ssubsys = 0] 32 8 21 23 18 16
[∆SIsolated = 0] but each ∆Ssubsys > 0 32 6 13 15 15 13
Second law (correct)
13 88 67 66 75 62
25 89 61 55 75 56
33 88 62 52 67 42
First law
13 23 53 59 35 53
25 31 56 65 40 56
33 23 50 54 45 53
Newton’s 2nd law
13 3 9 11 7 14
25 2 13 17 8 23
33 6 17 23 18 39
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APPENDIX F
CODE TO ANALYZE STPFASL
Here is the code that was used to analyze the prevalence of difficulties for STPFaSL. It
produced all the results, and typeset most of the tables, as well.
#!/ usr / b in /env python
import sys
from numpy import ∗
from numpy . l i b import r e c f u n c t i o n s
from numpy . core . de f chara r ray import i s a l p h a
from s c ipy . s t a t s . mstats import pearsonr
import re
Poss ib l eResponses = [ ’A ’ , ’B ’ , ’C ’ , ’D ’ , ’E ’ ]
i t emsL i s t = [ str ( i ) for i in range (1 ,33+1) ]
ca ta l og = load ( ’ c on so l i da t ed3 . npy ’ )
STPFaSLkey = cata l og [ i t emsL i s t ] [ 0 ]
itemsArr = array ( i t emsL i s t )
l a t exde l im = ’&’
latexEOL = 2∗ ’ \\ ’
non l eve l sw idth =9
itemswidth = 1 .5
d i f f w i d t h = non leve l sw idth − i temswidth − 0 .1
class Topic :
def i n i t ( s e l f , name=”” , i tems=itemsArr ) :
s e l f . name=name
s e l f . i tems=items
def Sample ( s e l f , sample ) :
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return Sample ( ” ” . j o i n ( [ sample . name , s e l f . name ] ) , sample . cat ,
s e l f . items , key=cata l og [ s e l f . i tems ] [ 0 ] )
class D i f f i c u l t y :
def i n i t ( s e l f , name , i tems =[ ] , i n c l u d e S t a t i s t i c s=True ) :
s e l f . name = name
s e l f . i tems = items
def printSummaryRow ( s e l f , samples , displayWide=False ) :
i s C o r r e c t = a l l ( [ i . i n c l ude sCor r e c t for i in s e l f . i tems ] )
#S t a r t wi th the d i f f i c u l t i e s name :
rowname = s e l f . name
#i f not i s C o r r e c t : rowname = ”{\\ noindent \\ hspace{+1ex}”+
rowname + ”}”
r o w s t r i n g s = [ rowname ]
#The items
i f not displayWide : r o w s t r i n g s . append ( ” , ” . j o i n ( [ re . sub ( ”
( [ˆ0−9\∗ ]∗) ” , ”” , i .num) for i in s e l f . i tems ] ) )
#The p e r c e n t a g e s
for s in samples :
p reva l ence =[ ]
for i in s e l f . i tems :
i f not ”∗” in i .num: preva l ence . append (
propor t ionre spond ing ( s , i ) )
r o w s t r i n g s . append ( p e r s t r ( array ( preva l ence ) . mean ( ) ) )
#i f we ’ re a c o r r e c t answer , b o l d e v e r y t h i n g in the row .
i f i s C o r r e c t :
r o w s t r i n g s = [ ”\\ b f s e r i e s {”+s+”}” for s in r o w s t r i n g s ]
print l a t exde l im . j o i n ( r o w s t r i n g s ) + latexEOL
def pr intDeta i ledRows ( s e l f , samples ) :
r e g u l a r i t e m s = [ i for i in s e l f . i tems i f not ”∗” in i . num]
s t a r r e d i t e m s = [ i for i in s e l f . i tems i f ”∗” in i .num]
numItems = len ( r e g u l a r i t e m s )
column1 = s e l f . name
i f ( len ( s t a r r e d i t e m s )>0) :
column1 += ” ( a d d i t i o n a l ques t i on ”
i f ( len ( s t a r r e d i t e m s )>1) : column1 += ” s ”
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column1 += ” ” + ” , ” . j o i n ( [ s .num for s in s t a r r e d i t e m s ] ) +
” ) ”
i f numItems > 1 :
column1 = ”\\multirow{” + str ( numItems ) + ”}{”+str ( d i f f w i d t h
)+”cm}{” + column1 + ”}”
for i in r e g u l a r i t e m s :
r o w s t r i n g s = [ column1 , i .num]
for s in samples :
r o w s t r i n g s . append ( p e r s t r ( propor t ionre spond ing ( s , i ) ) )
i f i . i n c l ude sCor r e c t : r o w s t r i n g s = [ ”\\ b f s e r i e s {”+s+”}” for
s in r o w s t r i n g s ]
print l a t exde l im . j o i n ( r o w s t r i n g s ) + latexEOL
column1 = ””
print ”\\ h l i n e ”
def propor t ionre spond ing ( sample , sItem ) :
r e s p o n s e s l i s t = sample . cat [ sItem . safenum ]#l e v e l [ item . safenum ]
matchingresponses = z e r o s l i k e (1∗ ( r e s p o n s e s l i s t==’ ’ ) )
v a l i d r e s p o n s e s = z e r o s l i k e (1∗ i s a l p h a ( r e s p o n s e s l i s t ) )
for r in sItem . vs re sponse :
v a l i d r e s p o n s e s += 1∗( r e s p o n s e s l i s t==r )
for r in sItem . re sponse :
matchingresponses += 1∗( r e s p o n s e s l i s t==r )
return f loat ( matchingresponses .sum( ) ) / f loat ( v a l i d r e s p o n s e s .sum( )
)
class surveyItem :
def i n i t ( s e l f , itemNum , response , v s re sponse=
Poss ib l eResponses ) :
s e l f .num=itemNum #For p r i n t i n g
s e l f . safenum=re . sub ( ” ( [ˆ0−9]∗) ” , ”” , itemNum)#D i g i t s Only ,
S t r i n g Representa t ion
s e l f . r e sponse=response
s e l f . v s r e sponse=vsre sponse
###Reimplement next l i n e f o r Sample?
s e l f . i n c l ude sCor r e c t = any ( [ r in STPFaSLkey [ s e l f . safenum ] for
r in re sponse ] )
s e l f . i s S t a r = ”∗” in s e l f .num
def responseRate ( s e l f , sample ) :
return propor t ionre spond ing ( sample , s e l f )
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class Sample :
def i n i t ( s e l f , name = ”” , cat=None , i tems=itemsLi s t , key=
STPFaSLkey) :
s=s e l f
s . name = name
s . i tems = items#S t r i n g s f o r s l i c i n g S l i c e s
s . cat= cat
s . catArr = array ( [ [ r e sponse for re sponse in survey ] for survey
in s . cat [ s . i tems ] ] , dtype=’ S5 ’ )
( s . numStudents , s . numItems ) = s . catArr . shape
s . key = array ( [ k for k in key ] , dtype=’ S5 ’ )
s . s co r e s raw = 1 .0 ∗ ( s . catArr==s . key )
s . v a l i d=i s a l p h a ( s . catArr )
s . s c o r e s = ma. masked where ( l o g i c a l n o t ( s . v a l i d ) , s . s co r e s raw )
axes={ ’ oStudents ’ : 0 , ’ oItems ’ : 1}
#Dimension #0 i s over s tudents , dimension #1 i s over i tems
s . i t emScores = s . s c o r e s . mean (0 ) #Cal l ed item d i f f i c u l t y
s . s tudentScore s = s . s c o r e s . mean (1 ) #Student ’ s Score ( Fract ion )
s . s c o r e = s . s tudentScore s . mean ( )
s . median = median ( s . s tudentScore s )
s l i c e h i g h = s . s tudentScores>s . median
s l i c e l o w = s . s tudentScores<s . median
# s . numDiscStudents = ((1∗ s l i c e h i g h ) +(1∗ s l i c e l o w ) ) . sum ()
s . studentCompleted = (1∗ ( s . s c o r e s !=2 .0) ) .sum(1 )
s . meanItemsCompleted = s . studentCompleted . mean ( )
s . studentPnts = s . s tudentScore s ∗ s . meanItemsCompleted
s . pbc = array ( [ pearsonr ( s . s c o r e s [ : , i ] , s . s tudentScore s ) [ 0 ]
for i in range (0 , s . numItems ) ] )
# s . d i s c = array ( [ ( ( s . s c o r e s [ s l i c e h i g h ] [ i ]==1) . sum ()−(s .
s c o r e s [ s l i c e l o w ] [ i ]==1) . sum () ) /( s . numDiscStudents /2 .0) f o r
i in range (0 , s . numItems ) ] )
# s . a n t i d i s c = array ( [ ( ( s . s c o r e s [ s l i c e l o w ] [ i ]==0) . sum ()−(s .
s c o r e s [ s l i c e h i g h ] [ i ]==0) . sum () ) /( s . numDiscStudents /2 .0) f o r
i in range (0 , s . numItems ) ] )
s . pbc [ i snan ( s . pbc ) ]=1.0 #Edge case when an e n t i r e sample has
the same score f o r an item .
( s . kr8 , s . kr20 ) = s . kr ( )
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##NOte t h a t i n d e x i n g s . ca t ( the array ) as :
##up . ca t [ : , [ 2 , 3 , 4 ] ] , would s e l e c t numbers 3 ,4 ,5 (=[2 ,3 ,4 ]+
1) )
#c o r r e l a t i o n c o e f f i c i e n t s does not honor masking : c o r r c o e f ( wat .
s c o r e s [ 1 : , : ] . T, wat . s c o r e s [ 1 : ] . mean( a x i s =1) .T, rowvar=1)
def kr ( s ) :
k = s . meanItemsCompleted
s i g x = k ∗ s . s tudentScore s . s td ( ) #u n i t s are p o i n t s
s i g i = s . s c o r e s . s td ( a x i s = 0)
var x = s i g x ∗ s i g x #Elementwise , o f course on ly 1 element
v a r i = s i g i ∗ s i g i
#f o r kr8
minusb = ( 1 . 0 − v a r i .sum( ) / var x ) /2 .0
rad = s q r t ( ( s . pbc∗ s . pbc ∗ v a r i ) .sum( ) / var x + minusb∗minusb )
return ( minusb+rad , ( k /(k−1.0) ) ∗ (1.0−( v a r i .sum( ) / var x ) ) )
def s t r ( s e l f ) :
o l dp r i n top s = g e t p r i n t o p t i o n s ( )
#s e t p r i n t o p t i o n s ( p r e c i s i o n =3, suppres s = True )
s e t p r i n t o p t i o n s ( fo rmatte r={ ’ f l o a t ’ : ’ { : 3 . 2 f } ’ . format})
t h e s t r i n g = ”\n” . j o i n ( [
”∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗” ,
”Name : ” +s e l f . name ,
” Catalog o f ” + str ( s e l f . numItems ) + ” quest ions , and ” +
str ( s e l f . numStudents )+” students . ” ,
”With Answer Key : ” + ” , ” . j o i n ( s e l f . key ) ,
”Mean : ” + p e r s t r ( s e l f . s c o r e s . mean ( ) ) + ”%” ,
”Stdv : ” + n i c e f l o a t ( s e l f . s c o r e s . s td ( ) ) ,
”NormStd : ” + n i c e f l o a t ( s e l f . s tudentScore s . s td ( ) ∗ s e l f .
meanItemsCompleted ) ,
”Or , in Points : ” ,
”Mean : ” + n i c e f l o a t ( s e l f . s c o r e s .sum( a x i s =1) . mean ( ) ) ,
”Stdv : ” + n i c e f l o a t ( s e l f . s c o r e s .sum( a x i s =1) . std ( ) ) ,
”KR20 : ” + n i c e f l o a t ( s e l f . kr20 ) ,
”KR−8: ” + n i c e f l o a t ( s e l f . kr8 ) ,
”PBC’ s : ” ,
str ( array ( s e l f . pbc ) ) ,
” Item Performance : ” ,
str ( array ( s e l f . i t emScores ) ) ,
”∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗” ,
] )
#s e t p r i n t o p t i o n s ( o l d p r i n t o p s )
s e t p r i n t o p t i o n s ( edgeitems =3, i n f s t r=’ i n f ’ , l i n ew id th =75,
nanstr=’ nan ’ , p r e c i s i o n =8, suppres s=False , th r e sho ld =1000 ,
fo rmatte r=None )
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return t h e s t r i n g
def n i c e f l o a t ( x ) :
return ” { : 3 . 2 f }” . format ( x )
def printTexDoc ( t a b l e s=None , tab l e type=”Summary” ) :
print ”\documentclass [ pdftex , f i n a l ]{ p i t t e t d }”
print ”\usepackage{ un i t s }”
print ”\usewithpatch { graphicx }”
print ”\usepackage{amsmath , amsthm , amssymb}”
print ”\usepackage{braket }”
print ”\usepackage [ normalem ]{ ulem}”
print ”\usepackage{booktabs}”
print ”\usepackage{ tabu larx }”
print ”\usepackage{ tabu lary }”
print ”\usepackage{multirow}”
print ”\usepackage{ b i g s t r u t }”
print ”\usepackage{ l o n g t a b l e }”
print ”\usepackage{ pd f l s c ape }”
print ”\usepackage{ array }”
print ”\usepackage{ s u b f i l e s }”
print ”\usepackage [ numbers , s o r t&compress ]{ natbib }”
print ”\usepackage [ t ab l e ]{ xco l o r }”
print ”\usepackage [ super ]{ nth}”
print ”\usepackage{ hh l ine }”
print ””
print ”\usepackage{ etoo lbox }”
print ”\makeat l e t t e r ”
print ”\patchcmd{\@classz }”
print ” {\CT@row@color}”
print ” {\oldCT@column@color}”
print ” {}”
print ” {}”
print ”\patchcmd{\@classz }”
print ” {\CT@column@color}”
print ” {\CT@row@color}”
print ” {}”
print ” {}”
print ”\patchcmd{\@classz }”
print ” {\oldCT@column@color}”
print ” {\CT@column@color}”
print ” {}”
print ” {}”
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print ”\makeatother ”
print ”\patch{amsmatch}”
print ”\patch{amsthm}”
print ”\\ l e t \\Tabular\\ tabu la r ”
print ”\\ de f \\ tabu la r {\\ g l o b a l \\rownum=0\\ r e l a x \\Tabular}”
print ”\\newcommand{\ inl inecomment } [ 1 ]{} ”
print ”\\newcommand{\op } [ 1 ]{\ ensuremath{\hat{#1}}}”
print ”\\newcommand{\commutator } [ 2 ]{\ ensuremath { [#1 , #2]}}”
print ”\\newcommand{\up}{\ ket {\uparrow}}”
print ”\\newcommand{\down}{\ ket {\downarrow}}”
print ”\\newcommand{\\x}{\\ d i s p l a y s t y l e x}”
print ”\\newcommand{\\y}{\\ d i s p l a y s t y l e y}”
print ”\\newcommand{\\ z}{\\ d i s p l a y s t y l e z}”
print ”\\newcolumntype{Y}{>{\ c e n t e r i n g \\ ar raybacks l a sh }X}”
#p r i n t ”\\newcolumntype{M} [ 1 ]{m{#1}}”
print ”\\newcolumntype{M} [1]{>{\\ r aggedr i gh t }m{#1}}”
print ”\\newcolumntype{B} [1]{>{\\ noindent \\ r aggedr i gh t }b{#1}}”
print ”\\newcolumntype{P} [1]{>{\\ r aggedr i gh t }p{#1}}”
print ”\\newcommand{\\ abs } [ 1 ]{\\ l v e r t #1 \\ r v e r t }”
print ”\\newcommand{\\ adiabat }{ adi }”
print ”\\newcommand{\\ i sotherm }{ isothm .} ”
print ”\\renewcommand{\\ a r r a y s t r e t c h }{1.05} ”
print ”\\ s e t l e n g t h {\\ b i g s t r u t j o t }{6 pt}”
print ”\\ begin {document}”
#i f t a b l e t y p e in ” b l o c k t a b l e s ” :
# p r i n t ”\\ beg in { c e n t e r }”
# p r i n t ”\LTcapwidth=\\ t e x t w i d t h ”
# p r i n t ”\\ beg in { l o n g t a b l e }{ r | r | r r r r | l }”
# p r i n t ” \ c l i n e {2−6}”
# p r i n t ” {Problem \#} & {\\ t e x t b f {Correct } (\%)} & {$1ˆ{
s t }$}& {$2ˆ{nd}$} & {$3ˆ{ rd}$} & {$4ˆ{ th }$} & {Leve l }\\\\∗”
# p r i n t ” \ c l i n e {2−6}”
# p r i n t ” \ e n d f i r s t h e a d ”
# p r i n t ” \ c l i n e {2−6}”
# p r i n t ” {Problem \#} & {\\ t e x t b f {Correct }} & {$1ˆ{ s t }$}& {
$2ˆ{nd}$} & {$3ˆ{ rd}$} & {$4ˆ{ th }$}& {Leve l }\\\\∗”
# p r i n t ” \ c l i n e {2−6}”
# p r i n t ” \endhead ”
# p r i n t ” \multicolumn {6}{ r }{\ sma l l \ s l cont inued on next
page }\\\\∗”
# p r i n t ” \ end foo t ”
# p r i n t ” \ e n d l a s t f o o t ”
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# f o r t in t a b l e s :
# t . p r i n t B l o c k T a b l e ( )
# p r i n t ”\end{ l o n g t a b l e }”
# p r i n t ”\end{ c e n t e r }”
#e l s e :
for t in t a b l e s :
t . pr intTable ( tab l e type )
print ”\end{document}”
class lTable :
def i n i t ( s e l f , name , d i f f i c u l t i e s=None , displayWide=False ,
itemswidth = itemswidth ) :
s e l f . name = name
s e l f . displayWide = displayWide
s e l f . i temswidth=itemswidth
i f ( d i f f i c u l t i e s ) :
s e l f . d i f f i c u l t i e s = d i f f i c u l t i e s # l i s t o f D i f f i c u l t y s
else :
s e l f . d i f f i c u l t i e s = [ ]
s e l f . longCaption=name
s e l f . l a b e l S t r i n g = ”” . j o i n ( s e l f . name . s p l i t ( ) [ −3 : ] ) . t r a n s l a t e (
None , ” . ” )
def s e tCor r e c t ( s e l f ) :
r e a l d i f f s = [ d for d in s e l f . d i f f i c u l t i e s i f not isinstance (d ,
basestring ) ]
s e l f . i n c l ude sCor r e c t = any ( [ s i . i n c l ude sCor r e c t for d in
r e a l d i f f s for s i in d . items ] )
def pr intLeve l sHeader ( s e l f , samples , displayWidearg=None ) :
i f displayWidearg==None :
displayWide = s e l f . displayWide
else :
displayWide = displayWidearg
#h d r s t r i n g s = [”{\\ b f s e r i e s Correct Answer }”]
#i f not disp layWide : h d r s t r i n g s . append (” Item ”)
#h d r s t r i n g s += [”{\\ f o o t n o t e s i z e ” + s . name . s p l i t ( ’ ’ , 1) [ 0 ]
+ ”}” f o r s in samples ]
# f o r s in samples :
# h d r s t r i n g s . append (”{\\ f o o t n o t e s i z e ” + s . name . s p l i t ( ’ ’ ,
1) [ 0 ] + ”}”)
#h d r s t r i n g s += [ latexEOL , ”\n ” ]
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#h d r s t r i n g s +=[” D i f f i c u l t i e s ” ]
#p r i n t ”\\ h l i n e ”
co lumn1t i t l e = ” D i f f i c u l t i e s ”
i f s e l f . i n c l ude sCor r e c t : c o lumn1t i t l e = ”{\\ b f s e r i e s Correct
Answer} , ” + co lumn1t i t l e
print l a t exde l im . j o i n ( [ ”\\multicolumn {1}{ l }{}” , ”\\multicolumn
{1}{ r |}{} ” ] + [ ”{\\ f o o t n o t e s i z e ” + s . name . s p l i t ( ’ ’ , 1) [ 0 ]
+ ”}” for s in samples ] ) + latexEOL
print l a t exde l im . j o i n ( [ ”\\multicolumn {1}{ l }{”+co lumn1t i t l e+”}”
, ”\multicolumn {1}{ r | }{ Item \#}” ] + [ ”{\\ f o o t n o t e s i z e ” + s
. name . s p l i t ( ’ ’ , 1) [−1] + ”}” for s in samples ] ) + latexEOL
#p r i n t l a t e x d e l i m . j o i n ( [ ” ” , ” Item ”] + [”{\\ f o o t n o t e s i z e ” + s .
name . s p l i t ( ’ ’ , 1) [ 0 ] + ”}” f o r s in samples ] ) + latexEOL
#p r i n t l a t e x d e l i m . j o i n ( [”{\\ b f s e r i e s Correct Answer} ,
D i f f i c u l t i e s ” , ”\#”] + [”{\\ f o o t n o t e s i z e ” + s . name . s p l i t ( ’
’ , 1) [−1] + ”}” f o r s in samples ] ) + latexEOL
print ”\\ h l i n e ”
#p r i n t l a t e x d e l i m . j o i n ( h d r s t r i n g s ) + latexEOL
#p r i n t ”\\ h l i n e ”
def capt ion ( s e l f , longCaption=None ) :
i f longCaption : s e l f . longCaption = longCaption
return s e l f . longCaption
def l a b e l ( s e l f , l a b e l S t r i n g=None ) :
i f ( l a b e l S t r i n g ) : s e l f . l a b e l S t r i n g=l a b e l S t r i n g
return s e l f . l a b e l S t r i n g
def tabularHead ( s e l f , tabularHeadStr ing=None ) :
””” Se t s and r e t u r n s a head d e f i n i n g the columns ”””
i f ( tabularHeadStr ing ) :
s e l f . tabularHeadStr ing=tabularHeadStr ing
e l i f s e l f . displayWide :
s e l f . tabularHeadStr ing=”\\ begin { tabu lary }{\\ l i n ew id th }{ |B{”
+ str ( non l eve l sw idth ) + ”cm} |CCCCC| } ”
else :
s e l f . tabularHeadStr ing=”\\ begin { tabu lary }{\\ l i n ew id th }{ |
>{\\noindent}B{” + str ( non leve l swidth−s e l f . itemswidth
−0.1) + ”cm} | >{\\ i t shape \\ f o o t n o t e s i z e }M{”+str ( s e l f .
i temswidth )+”cm} |CCCCC| } ”
return s e l f . tabularHeadStr ing
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def printSummaryTabulary ( s e l f ) :
print s e l f . tabularHead ( )
i f s e l f . displayWide :
print ”\\ c l i n e {2−6}”
print ”\\multicolumn {1}{ l |}{} & \\multicolumn {5}{ c | }{
Preva lence (\\%) by Level }\\\\”
else :
print ”\\ c l i n e {3−7}”
print ”\\multicolumn {2}{ l |}{} & \\multicolumn {5}{ c | }{
Preva lence (\\%) by Level }\\\\”
s e l f . p r intLeve l sHeader ( samples )
for d in s e l f . d i f f i c u l t i e s :
i f ( isinstance (d , basestring ) ) :
print d
else :
d . printSummaryRow ( samples , s e l f . displayWide )
print ”\\ h l i n e ”
print ”\\end{ tabu lary }”
def pr intDeta i l edTabu lary ( s e l f ) :
print s e l f . tabularHead ( ”\\ begin { tabu lary }{\\ l i n ew id th }{ | M{” +
str ( d i f f w i d t h ) + ”cm} | >{\ i t shape }C | C C C C C | } ” )
print ”\\ c l i n e {3−7}”
print ”\\multicolumn {2}{ l |}{} & \\multicolumn {5}{ c | }{
Preva lence (\\%) by Level }\\\\”
s e l f . p r intLeve l sHeader ( samples , displayWidearg = False )
for d in s e l f . d i f f i c u l t i e s :
i f ( isinstance (d , basestring ) ) :
print re . sub ( ” multicolumn \{6\}” , ” multicolumn {7}” , d)
else :
d . pr intDetai ledRows ( samples )
#p r i n t ”\\ h l i n e ”
print ”\\end{ tabu lary }”
def pr intTable ( s e l f , t ab l e type=”Summary” ) :
print 80∗”%”
print ”\\ begin { t ab l e }”
print ”\\ s e t l e n g t h {\\ t abco l s ep }{3.5 pt}”
i f tab l e type in ”Appendix” :
s e l f . l a b e l S t r i n g +=”byItem”
s e l f . name += ” f o r each item ”
s e l f . capt ion ( s e l f . capt ion ( ) + ” f o r each item ” )
print ”\\ l a b e l {”+s e l f . l a b e l ( )+”}”
print ”\\ capt ion [ ”+s e l f . name+” ]{ ”+ s e l f . capt ion ( ) +”}”
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print ”\ smal l ”
print ”\\ noindent ”
i f tab l e type in ”Summary” :
print ”\\ rowco lo r s {5}{}{ gray !20} ”
i f ( tab l e type in ”Summary” ) :
s e l f . printSummaryTabulary ( )
e l i f ( tab l e type in ”Appendix” ) :
s e l f . p r intDeta i l edTabu lary ( )
else :
print ”%” + ”No Table Data”
print ”\\end{ t ab l e }”
print 80∗”%”
def printSummaryTable ( s e l f ) :
s e l f . pr intTable ( ”Summary” )
def pr intDeta i l edTab led ( s e l f ) :
s e l f . pr intTable ( ” Deta i l ed ” )
t a b l e s =[ ]
”””####################################################”””
c y c l i c T a b l e = lTable ( ” Preva lence o f D i f f i c u l t i e s Related to Cyc l i c
Proce s s e s ” , itemswidth =1.2)
c y c l i c T a b l e . d i f f i c u l t i e s . extend ( [
D i f f i c u l t y ( ”$\\mathbf{\Delta E = 0}$ a f t e r a c y c l e . ( c o r r e c t ) ” ,
(
surveyItem ( ’ 5 ’ , ’A ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta E \\neq 0$ a f t e r a c y c l e . ” ,
(
surveyItem ( ’ 5 ’ , ( ’B ’ , ’C ’ , ’D ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta E = 0$ only i f a c y c l e i s r e v e r s i b l e . ” ,
(
surveyItem ( ’ 5 ’ , ’E ’ ) ,
)
) ,
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D i f f i c u l t y ( ”When e x p l i c i t l y g iven that a c y c l e i s r e v e r s i b l e , $
\\Delta E \\neq 0$” ,
(
surveyItem ( ’ 15 ’ , ( ’B ’ , ’C ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”$\\mathbf{W \\neq 0}$ f o r a c y c l e . ( c o r r e c t ) ” ,
(
surveyItem ( ’ 6 ’ , ( ’A ’ , ’B ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$W = 0$ f o r a c y c l e . ” ,
(
surveyItem ( ’ 6 ’ , ( ’C ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$W = 0$ only i f a c y c l e i s r e v e r s i b l e . ” ,
(
surveyItem ( ’ 6 ’ , ’E ’ ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”$\\mathbf{Q \\neq 0}$ f o r a c y c l e . ( c o r r e c t ) ” ,
(
surveyItem ( ’ 8 ’ , ( ’B ’ , ’C ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$Q = 0$ f o r a c y c l e . ” ,
(
surveyItem ( ’ 8 ’ , ( ’A ’ , ’E ’ ) ) ,
surveyItem ( ’ 18 ’ , ( ’A ’ , ’D ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$Q = 0$ only i f a c y c l e i s r e v e r s i b l e . ” ,
(
surveyItem ( ’ 8 ’ , ’E ’ ) ,
)
) ,
D i f f i c u l t y ( ”When e x p l i c i t l y g iven that a c y c l e i s r e v e r s i b l e , $Q
= 0$” ,
(
surveyItem ( ’ 15 ’ , ( ’A ’ , ’B ’ , ’C ’ ) ) ,
)
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) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”$\\mathbf{\Delta S = 0}$ a f t e r a c y c l e . ( c o r r e c t ) ” ,
(
surveyItem ( ’ 7 ’ , ’C ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta S \\neq 0$ a f t e r a c y c l e . ” ,
(
surveyItem ( ’ 7 ’ , ( ’A ’ , ’B ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ $19 ˆ{∗}$ ’ , ’ ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta S = 0$ only i f a c y c l e i s r e v e r s i b l e . ” ,
(
surveyItem ( ’ 7 ’ , ’E ’ ) ,
)
) ,
D i f f i c u l t y ( ”When e x p l i c i t l y g iven that a c y c l e i s r e v e r s i b l e , $\
Delta S \\neq 0$” ,
(
surveyItem ( ’ 15 ’ , ( ’C ’ , ’D ’ ) ) ,
)
) ,
] )
t a b l e s . append ( c y c l i c T a b l e )
”””####################################################”””
s t a t eReve r s i b l eTab l e = lTable ( ” Preva lence o f D i f f i c u l t i e s Related
to State Var i ab l e s ” )
s t a t eReve r s i b l eTab l e . d i f f i c u l t i e s . extend ( [
D i f f i c u l t y ( ”Not t r e a t i n g $E$ as a s t a t e v a r i a b l e . ” ,
(
surveyItem ( ’ 5 ’ , ( ’B ’ , ’C ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 15 ’ , ( ’B ’ , ’C ’ ) ) ,
surveyItem ( ’ 22 ’ , ’A ’ ) ,
)
) ,
D i f f i c u l t y ( ” Treat ing $W$ as though i t i s a s t a t e v a r i a b l e . ” ,
(
surveyItem ( ’ 6 ’ , ’C ’ ) ,
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surveyItem ( ’ 10 ’ , ’A ’ ) ,
surveyItem ( ’ 22 ’ , ( ’A ’ , ’C ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ” Treat ing $Q$ as though i t i s a s t a t e v a r i a b l e . ” ,
(
surveyItem ( ’ 8 ’ , ’A ’ ) ,
surveyItem ( ’ 10 ’ , ’B ’ ) ,
surveyItem ( ’ 15 ’ , ( ’A ’ , ’B ’ , ’C ’ ) ) ,
surveyItem ( ’ 18 ’ , ( ’A ’ , ’D ’ ) ) #Also c y c l i c
)
) ,
D i f f i c u l t y ( ”Not t r e a t i n g $S$ as a s t a t e v a r i a b l e . ” ,
(
surveyItem ( ’ 7 ’ , ( ’A ’ , ’B ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 15 ’ , ( ’C ’ , ’D ’ ) ) ,
surveyItem ( ’ 22 ’ , ( ’A ’ , ’B ’ , ’C ’ ) ) ,
)
) ,
D i f f i c u l t y ( ” Treat ing a l l th ree q u a n t i t i e s \{$E$ , $Q$ , $S$\} or
\{$E$ , $W$, $S$\} as s t a t e v a r i a b l e s . ” ,
(
surveyItem ( ’ 15 ’ , ’A ’ ) ,
surveyItem ( ’ 22 ’ , ’E ’ ) ,
)
) ,
] )
t a b l e s . append ( s t a t eReve r s i b l eTab l e )
”””####################################################”””
ETable = lTable ( ” Preva lence o f D i f f i c u l t i e s with I n t e r n a l Energy (
$E$) ” , itemswidth =1.6)
ETable . d i f f i c u l t i e s . extend ( [
D i f f i c u l t y ( ”Not r e c o g n i z i n g that $E$ i s p r op o r t i o na l to $T$ f o r
an i d e a l gas . ” ,
(
surveyItem ( ’ 17 ’ , ( ’A ’ , ’B ’ , ’C ’ , ’D ’ ) ) ,
surveyItem ( ’ 27 ’ , ( ’A ’ , ’C ’ ) ) ,
surveyItem ( ’ 30 ’ , ( ’B ’ , ’C ’ , ’E ’ ) ) ,
surveyItem ( ’ $9 ˆ{∗}$ ’ , ’ ’ ) ,
surveyItem ( ’ $28 ˆ{∗}$ ’ , ’ ’ ) ,
)
) ,
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D i f f i c u l t y ( ”$\Delta E \\neq 0$ f o r an i d e a l gas that undergoes
an i so the rma l p roce s s . ” ,
(
surveyItem ( ’ 27 ’ , ( ’A ’ , ’C ’ ) ) ,
surveyItem ( ’ 28 ’ , ( ’A ’ , ’B ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta E \\neq 0$ f o r an i s o l a t e d system . ” ,
(
surveyItem ( ’ 11 ’ , ( ’A ’ , ’D ’ ) ) ,
surveyItem ( ’ 14 ’ , ( ’B ’ , ’D ’ ) ) ,
surveyItem ( ’ 23 ’ , ( ’B ’ , ’D ’ ) ) ,
surveyItem ( ’ 31 ’ , ( ’B ’ , ’D ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta E = 0$ in an i s o c h o r i c p roce s s ” ,
(
surveyItem ( ’ 17 ’ , ( ’A ’ , ’B ’ , ’D ’ ) ) ,
surveyItem ( ’ 21 ’ , ( ’C ’ , ’E ’ ) ) ,
surveyItem ( ’ 29 ’ , ( ’C ’ , ’D ’ , ’E ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ” I n c o r r e c t s i gn o f $\Delta E$” ,
(
surveyItem ( ’ 2 ’ , ( ’C ’ , ’D ’ ) , ( ’A ’ , ’B ’ , ’C ’ , ’D ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”Not t r e a t i n g $E$ as a s t a t e v a r i a b l e . ” ,
(
surveyItem ( ’ 5 ’ , ( ’B ’ , ’C ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 15 ’ , ( ’B ’ , ’C ’ ) ) ,
surveyItem ( ’ 22 ’ , ’A ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta E \\neq 0$ a f t e r a c y c l e . ” ,
(
surveyItem ( ’ 5 ’ , ( ’B ’ , ’C ’ , ’D ’ , ’E ’ ) ) ,
)
) ,
] )
t a b l e s . append ( ETable )
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”””####################################################”””
workTable = lTable ( ” Preva lence o f D i f f i c u l t i e s with Work done by a
system ($W$) ” )
workTable . d i f f i c u l t i e s . extend ( [
D i f f i c u l t y ( ”$W \\ne 0$ f o r va r i ous spontaneous p r o c e s s e s . ” ,
(
surveyItem ( ’ 14 ’ , ( ’B ’ , ’C ’ , ’D ’ ) ) ,
surveyItem ( ’ 23 ’ , ( ’B ’ , ’C ’ ) ) ,
surveyItem ( ’ 31 ’ , ( ’B ’ , ’C ’ ) )
)
) ,
D i f f i c u l t y ( ”$W \\ne 0$ f o r a spontaneous p roce s s with only
p a r t i c l e t r a n s f e r ” ,#\multicolumn {1}{| r | }
(
surveyItem ( ’ 14 ’ , ( ’B ’ , ’C ’ , ’D ’ ) ) ,
surveyItem ( ’ 31 ’ , ( ’B ’ , ’C ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$W \\ne 0$ f o r a spontaneous p roce s s with only heat
t r a n s f e r ” ,#\multicolumn {1}{| r | }
(
surveyItem ( ’ 23 ’ , ( ’B ’ , ’C ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”$W \\ l e q 0$ in an i so the rma l expansion ” ,
(
surveyItem ( ’ 27 ’ , ( ’A ’ , ’B ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”$W = 0$ in an i s o b a r i c p roce s s ” ,
(
surveyItem ( ’ 21 ’ , ( ’A ’ , ’C ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”Not r e c o g n i z i n g $W$ as area under the curve in a PV
diagram” ,
(#”\\ s e t l e n g t h {\\ b i g s t r u t j o t }{em} ”
surveyItem ( ’ 9\\ b i g s t r u t ’ , ( ’A ’ , ’C ’ ) ) ,
surveyItem ( ’ 26\\ b i g s t r u t ’ , ( ’A ’ , ’B ’ , ’C ’ , ’D ’ ) ) ,
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surveyItem ( ’ $6 ˆ{∗}$ ’ , ’C ’ ) , #Clear
surveyItem ( ’ $10 ˆ{∗}$ ’ , ( ’A ’ , ’C ’ ) ) , #Clear
surveyItem ( ’ $15 ˆ{∗}$ ’ , ( ’A ’ , ’B ’ , ’C ’ ) ) ,#Clear ?
surveyItem ( ’ $21 ˆ{∗}$ ’ , ( ’A ’ , ’C ’ , ’E ’ ) ) ,#Clear .
)
) ,
#”\\ h i d e r o w c o l o r s ” ,
”\\ h l i n e ” ,
”\multicolumn {7}{|p{0.9\ l i n ew id th }|}{\ i t shape When comparing an
i so the rma l expansion to an a d i a b a t i c expansion on a PV
diagram where both s t a r t in the same s t a t e and both have the
same $\Delta V$:}\\\\ ” ,
”\\ h l i n e ” ,
#”\\ showrowcolors \\” ,
D i f f i c u l t y ( ”$\mathbf{W {\\ i sotherm } > W {\\ adiabat }}$ ( c o r r e c t ) ”
,
(
surveyItem ( ’ 26 ’ , ’E ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\\abs{\Delta P {\\ adiabat }} > \\abs{\Delta P {\\
i sotherm }} \\Rightarrow W {\\ adiabat } > W {\\ i sotherm }$” ,
(
surveyItem ( ’ 26 ’ , ’B ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\\abs{\Delta T {\\ adiabat }} > \\abs {\\Delta T {\\
i sotherm }} \\Rightarrow W {\\ adiabat } > W {\\ i sotherm }$” ,
(
surveyItem ( ’ 26 ’ , ’D ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\\Delta V {\\ adiabat } = \\Delta V {\\ i sotherm } \\
Rightarrow W {\\ adiabat } = W {\\ i sotherm }$” ,
(
surveyItem ( ’ 26 ’ , ’C ’ ) ,
)
) ,
# D i f f i c u l t y (”$W {\\ i so therm } > W {\\ a d i a b a t }$ because $\Delta
V {\\ a d i a b a t } = \Delta V {\\ i sotherm }$ . ” ,
# (
# surveyItem ( ’26 ’ , ’A ’) ,
# )
# ) ,
201
”\\ h l i n e ” ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ” I n c o r r e c t s i gn o f $W$” ,
(
surveyItem ( ’ 2 ’ , ( ’B ’ , ’D ’ ) , ( ’A ’ , ’B ’ , ’C ’ , ’D ’ ) ) ,
surveyItem ( ’ 6 ’ , ’A ’ , ( ’A ’ , ’B ’ ) ) ,
surveyItem ( ’ $27 ˆ{∗}$ ’ , ’ ’ ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ” Treat ing $W$ as though i t i s a s t a t e v a r i a b l e . ” ,
(
surveyItem ( ’ 6 ’ , ’C ’ ) ,
surveyItem ( ’ 10 ’ , ’A ’ ) ,
surveyItem ( ’ 22 ’ , ( ’A ’ , ’C ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$W = 0$ f o r a c y c l e . ” ,
(
surveyItem ( ’ 6 ’ , ( ’C ’ , ’E ’ ) ) ,
)
) ,
] )
t a b l e s . append ( workTable )
”””####################################################”””
heatTable = lTable ( ” Preva lence o f D i f f i c u l t i e s with Heat t r a n s f e r
to a system ($Q$) ” , itemswidth =1.2)
number18adiabatic = surveyItem ( ’ 18 ’ , ( ’B ’ , ’D ’ , ’E ’ ) )
number18adiabatic . i n c l ude sCor r e c t = True
heatTable . d i f f i c u l t i e s . extend ( [
D i f f i c u l t y ( ”$\mathbf{Q = 0}$ in an a d i a b a t i c p roce s s {\ i t shape (
c o r r e c t )}” ,
( number18adiabatic , )
) ,
D i f f i c u l t y ( ”$Q=0$ in an i so the rma l p r o c e s s e s ” ,
(
surveyItem ( ’ 3 ’ , ’C ’ ) ,
surveyItem ( ’ $4 ˆ{∗}$ ’ , ’C ’ ) ,
surveyItem ( ’ 18 ’ , ( ’C ’ , ’E ’ ) ) ,
surveyItem ( ’ 27 ’ , ( ’A ’ , ’B ’ , ’C ’ , ’E ’ ) ) ,
)
) ,
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D i f f i c u l t y ( ”$Q=0$ in an i s o c h o r i c p roce s s ” ,
(
surveyItem ( ’ 21 ’ , ( ’A ’ , ’D ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$Q=0$ f o r a gas which i s heated in a c l o s e d
conta ine r ” ,
(
surveyItem ( ’ 20 ’ , ( ’C ’ , ’E ’ ) ) ,
surveyItem ( ’ $28 ˆ{∗}$ ’ , ’D ’ ) ,
)
) ,
”\\ h l i n e ” ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ” I n c o r r e c t s i gn o f $Q$” ,
(
surveyItem ( ’ 3 ’ , ’A ’ , ( ’A ’ , ’B ’ ) ) ,
surveyItem ( ’ 8 ’ , ’B ’ , ( ’B ’ , ’C ’ ) ) ,
surveyItem ( ’ $9 ˆ{∗}$ ’ , ’ ’ ) ,
surveyItem ( ’ $10 ˆ{∗}$ ’ , ’ ’ ) ,
)
) ,
”\\ h l i n e ” ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ” Treat ing $Q$ as though i t i s a s t a t e v a r i a b l e . ” ,
(
surveyItem ( ’ 8 ’ , ’A ’ ) ,
surveyItem ( ’ 10 ’ , ’B ’ ) ,
surveyItem ( ’ 15 ’ , ( ’A ’ , ’B ’ , ’C ’ ) ) ,
surveyItem ( ’ 18 ’ , ( ’A ’ , ’D ’ ) ) #Also c y c l i c
)
) ,
D i f f i c u l t y ( ’ $Q 1 = Q 2$ i f two proce s s share i n i t i a l and f i n a l
s t a t e s on a PV diagram . ’ ,
(
surveyItem ( ’ 10 ’ , ( ’A ’ , ’B ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$Q=0$ f o r a c y c l e . ” ,
(
surveyItem ( ’ 8 ’ , ( ’A ’ , ’E ’ ) ) ,
surveyItem ( ’ 18 ’ , ( ’A ’ , ’D ’ ) ) ,
)
) ,
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] )
t a b l e s . append ( heatTable )
”””####################################################”””
compensationTable = lTable ( ” Preva lence o f I n c o r r e c t Use o f
Compensation H e u r i s t i c in F i r s t Law Problems” )
compensationTable . d i f f i c u l t i e s . append (
D i f f i c u l t y ( ”An i n c r e a s e in one quant i ty i m p l i e s a dec r ea s e in
another quant i ty . ” ,
(
surveyItem ( ’ 2 ’ , ’D ’ ) ,
surveyItem ( ’ 9 ’ , ( ’B ’ , ’C ’ ) ) ,
surveyItem ( ’ 10 ’ , ’D ’ ) ,
surveyItem ( ’ $14 ˆ{∗}$ ’ , ’ ’ ) ,
)
) )
compensationTable . d i f f i c u l t i e s . append (
D i f f i c u l t y ( ”Two o f the three q u a n t i t i e s in the f i r s t law are
zero in a proce s s . ” ,
(
surveyItem ( ’ 17 ’ , ( ’A ’ , ’B ’ ) ) ,
surveyItem ( ’ 21 ’ , ( ’A ’ , ’C ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 27 ’ , ’E ’ ) ,
surveyItem ( ’ $29 ˆ{∗}$ ’ , ’ ’ ) ,
)
) )
t a b l e s . append ( compensationTable )
”””####################################################”””
# f n s = ”{\\ f o o t n o t e s i z e ”
# entropyTab le = l T a b l e (” Preva lence o f D i f f i c u l t i e s wi th Entropy
o f a System ( $S$ ) ”)
# entropyTab le . d i f f i c u l t i e s . ex tend ( [
# D i f f i c u l t y (”$ [\ Delta S { I s o l a t e d } = 0] $ or $\Delta S { I s o l a t e d
} = 0$ f o r an i r r e v e r s i b l e proces s . ” ,
# (
# surveyItem ( f n s + ’12(S) ’+”}” , ( ’A ’ , ’B ’) ) ,
# surveyItem ( f n s + ’14(S) ’+”}” , ( ’A ’ , ’B ’) ) ,
# surveyItem ( f n s + ’16(G) ’+”}” , ( ’A ’ , ’B ’ , ’C ’ , ’E ’) ) ,
# surveyItem ( f n s + ’24(S) ’+”}” , ( ’A ’ , ’B ’) ) ,
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# surveyItem ( f n s + ’32(S) ’+”}” , ( ’B ’ , ’D ’ , ’E ’) ) ,
# )
# ) ,
# D i f f i c u l t y (” Not t r e a t i n g $S$ as a s t a t e v a r i a b l e . ” ,
# (
# surveyItem ( f n s + ’7(GC) ’+”}” , ( ’A ’ , ’B ’ , ’D ’ , ’E ’) ) ,
# surveyItem ( f n s + ’15(RC) ’+”}” , ( ’C ’ , ’D ’) ) ,
# surveyItem ( f n s + ’22(D) ’+”}” , ( ’A ’ , ’B ’ , ’C ’) ) ,
# )
# ) ,
# D i f f i c u l t y (” $S$ i s a s t a t e v a r i a b l e , but on ly f o r r e v e r s i b l e
p r o c e s s e s . ” ,
# (
# surveyItem ( f n s + ’7(GC) ’+”}” , ’E ’) ,
# )
# ) ,
# ] )
# t a b l e s . append ( entropyTab le )
”””####################################################”””
entropyRevers ib l eTab le = lTable ( ” Preva lence o f D i f f i c u l t i e s with
Entropy change in Reve r s i b l e Proce s s e s ” , itemswidth =1.2)
entropyRevers ib l eTab le . d i f f i c u l t i e s . extend ( [
#”\\ rowco lor { gray !20}” ,
#”\\ h l i n e ” ,
#”\\ rowco lor {whi te }” ,
”\\ i t shape {Reve r s i b l e Adiabat ic Process }\\\\” ,
D i f f i c u l t y ( ”$\Rightarrow \mathbf{\Delta S { system}=0}$ ( c o r r e c t )
” ,
(
surveyItem ( ’ 1 ’ , ’C ’ ) ,
)
) ,
D i f f i c u l t y ( ” R e v e r s i b i l i t y ( a lone ) $\Rightarrow \Delta S { system
}=0$” ,
(
surveyItem ( ’ 1 ’ , ’D ’ ) ,
)
) ,
#”\\ rowco lor {whi te }” ,
D i f f i c u l t y ( ”$\Delta S { system}>0$” ,
(
surveyItem ( ’ 1 ’ , ’A ’ ) ,
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)
) ,
”\\ h l i n e ” ,
”\\ h l i n e ” ,
#”\\ rowco lor { gray !20}” ,
#”\\multicolumn {6}{| l | }{ Item 4: R e v e r s i b l e I so therma l
Compression }\\\\” ,
”\\ i t shape {Reve r s i b l e I sothermal Compression }\\\\” ,
D i f f i c u l t y ( ”$\mathbf{\Delta S { system} < 0}$ ( c o r r e c t ) ” ,
(
surveyItem ( ’ 4 ’ , ’B ’ ) ,
)
) ,
#”\\ h l i n e ” ,
#”\\ rowco lor {whi te }” ,
D i f f i c u l t y ( ”$\Delta S { system}=0$” ,
(
surveyItem ( ’ 4 ’ , ’C ’ ) ,
)
) ,
#”\\ rowco lor {whi te }” ,
D i f f i c u l t y ( ”$\Delta S { system}>0$” ,
(
surveyItem ( ’ 4 ’ , ’A ’ ) ,
)
) ,
”\\ h l i n e ” ,
”\\ h l i n e ” ,
#”\\ rowco lor { gray !20}” ,
#”\\multicolumn {6}{| l | }{ Item 28 , $\mathbf {\Delta S { system} >
0}$ in a R e v e r s i b l e I so therma l Expansion }\\\\” ,
#”\\ rowco lor {whi te }” ,
”\\ i t shape {Reve r s i b l e I sothermal Expansion }\\\\” ,
D i f f i c u l t y ( ”$\mathbf{\Delta S {System} > 0}$ and $\mathbf{\Delta
S {U}=0}$ ( c o r r e c t ) ” ,
(
surveyItem ( ’ 28 ’ , ( ’B ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$ [\ Delta S {System}=0]$ and $\Delta S {U}=0$” ,
(
surveyItem ( ’ 28 ’ , ’D ’ ) ,
)
) ,
#”\\ rowco lor {whi te }” ,
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D i f f i c u l t y ( ”$\Delta S { system}>0$ and $\Delta S {U}>0$” ,
(
surveyItem ( ’ 28 ’ , ( ’A ’ , ’C ’ ) ) ,
)
) ,
] )
t a b l e s . append ( entropyRevers ib l eTab le )
”””####################################################”””
f n s = ”{\\ f o o t n o t e s i z e ”
entropyIrTable=lTable ( ” Preva lence o f D i f f i c u l t i e s with Entropy in
I r r e v e r s i b l e Proce s s e s ” , displayWide=False )
entropyIrTable . d i f f i c u l t i e s . extend ( [
#”\\multicolumn {6}{| l |}{\\ i t s h a p e I r r e v e r s i b l e I s o c h o r i c
Process ( Item 29) }\\\\” ,
D i f f i c u l t y ( ”Not a l l p r o c e s s e s have $\\mathbf{\\Delta S { I s o l a t e d
} = 0}$ ( c o r r e c t ) ” ,
(
surveyItem ( fn s+’ 16(G) ’+”}” , ’D ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta S { I s o l a t e d } = 0$ f o r a l l p r o c e s s e s ” ,
(
surveyItem ( fn s+’ 16(G) ’+”}” , ( ’A ’ , ’B ’ , ’C ’ , ’E ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
”\\ h l i n e ” ,
”{\\ i t shape I r r e v e r s i b l e I s o c h o r i c Process }\\\\” ,
D i f f i c u l t y ( ”$\mathbf{\Delta S { I s o l a t e d } > 0}$ , $\mathbf{\Delta
S {System}>0}$ . ( c o r r e c t ) ” ,
(
surveyItem ( ’ 29 ’ , ’A ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta S { I s o l a t e d } = 0$ , $\Delta S {System}>0$ . ” ,
(
surveyItem ( ’ 29 ’ , ( ’B ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta S { I s o l a t e d } = 0$ , [ $\Delta S {System} = 0$ ]
” ,
(
surveyItem ( ’ 29 ’ , ( ’D ’ ) ) ,
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)
) ,
”\\ h l i n e ” ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”$\mathbf{\Delta S { I s o l a t e d } > 0}$ f o r a spontaneous
p roce s s ( c o r r e c t ) ” ,
(
surveyItem ( ’ 12 ’ , ( ’C ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 14 ’ , ( ’C ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 24 ’ , ( ’C ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 32 ’ , ( ’A ’ , ’C ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$ [\ Delta S { I s o l a t e d } = 0 ] $ f o r a spontaneous
p roce s s ” ,
(
surveyItem ( ’ 12 ’ , ( ’A ’ , ’B ’ ) ) ,
surveyItem ( ’ 14 ’ , ( ’A ’ , ’B ’ ) ) ,
surveyItem ( ’ 24 ’ , ( ’A ’ , ’B ’ ) ) ,
surveyItem ( ’ 32 ’ , ( ’B ’ , ’D ’ , ’E ’ ) ) ,
)
) ,
”\\ h l i n e ” ,
#”\\multicolumn {6}{| l |}{\\ i t s h a p e Free Expansion Process ( Item
14) }\\\\” ,
”{\\ i t shape Free Expansion Process }\\\\” ,
D i f f i c u l t y ( ”$\mathbf{\Delta S { I s o l a t e d } > 0}$ ( c o r r e c t ) ” ,
(
surveyItem ( ’ 14 ’ , ( ’C ’ , ’D ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$\Delta S { I s o l a t e d } = 0$” ,
(
surveyItem ( ’ 14 ’ , ( ’A ’ , ’B ’ ) ) ,
)
) ,
# ”\\ h i d e r o w c o l o r s ” ,
# ”\\ h h l i n e {∗{7}−}”,
# ”\\ showrowcolors ” ,
”\\ h l i n e ” ,
#”\\multicolumn {6}{| l |}{\\ i t s h a p e Spontaneous ( Items 12 , 24)
}\\\\” ,
”{\\ i t shape Spontaneous Heat Trans fe r }\\\\” ,
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D i f f i c u l t y ( ”$\mathbf{\Delta S { I s o l a t e d } > 0}$ and $\mathbf{\
Delta S {Cold} > 0}$ \ i t shape {( c o r r e c t )}” ,
(
surveyItem ( ’ 12 ’ , ’D ’ ) ,
surveyItem ( ’ 24 ’ , ’D ’ ) ,
)
) ,
D i f f i c u l t y ( ”$ [\ Delta S { I s o l a t e d } = 0 ] $ and $\mathbf{\Delta S {
Cold} > 0}$” ,
(
surveyItem ( ’ 12 ’ , ( ’A ’ ) ) ,
surveyItem ( ’ 24 ’ , ( ’A ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”$\mathbf{\Delta S { I s o l a t e d } > 0}$ and $ [\ Delta S {
Cold}=0]$” ,
(
surveyItem ( ’ 12 ’ , ’C ’ ) ,
surveyItem ( ’ 24 ’ , ’C ’ ) ,
)
) ,
D i f f i c u l t y ( ”$\mathbf{\Delta S { I s o l a t e d } > 0}$ and $\mathbf{\
Delta S {Cold} > 0}$ \ l i n e b r e a k [ 1 ] but a l s o $\Delta S {Hot} >
0$” ,
(
surveyItem ( ’ 12 ’ , ( ’E ’ ) ) ,#&B
surveyItem ( ’ 24 ’ , ( ’E ’ ) ) ,
)
) ,
# D i f f i c u l t y (”{\ i t s h a p e Only} $\Delta S {Hot} > 0$” ,
# (
# surveyItem ( ’12 ’ , ( ’B ’) ),#&B
# surveyItem ( ’24 ’ , ( ’B ’) ) ,
# )
# ) ,
”\\ h l i n e ” ,
#”\\multicolumn {6}{| l | }” ,
”{\\ i t shape Spontaneous Mixing}\\\\” ,
D i f f i c u l t y ( ”$\mathbf{\Delta S { I s o l a t e d } > 0 }$ , and each $\
mathbf{\Delta S { subsys } > 0}$” ,
(
surveyItem ( ’ 32 ’ , ’C ’ ) ,
)
) ,
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D i f f i c u l t y ( ”$\Delta S { I s o l a t e d } > 0 $ , but each $ [\ Delta S {
subsys } = 0 ] $” ,
(
surveyItem ( ’ 32 ’ , ’A ’ ) ,
)
) ,
D i f f i c u l t y ( ”$ [\ Delta S { I s o l a t e d } = 0 ] $ , and each [ $\Delta S {
subsys } = 0$ ] ” ,
(
surveyItem ( ’ 32 ’ , ’D ’ ) ,
)
) ,
D i f f i c u l t y ( ”$ [\ Delta S { I s o l a t e d } = 0 ] $ , but each $\Delta S {
subsys}>0$” ,
(
surveyItem ( ’ 32 ’ , ’B ’ ) ,
)
) ,
”\\ h l i n e ” ,
D i f f i c u l t y ( ”Second law {\ i t shape ( c o r r e c t )}” ,
(
surveyItem ( ’ 13 ’ , ( ’C ’ , ’E ’ ) ) ,
surveyItem ( ’ 25 ’ , ( ’C ’ , ’E ’ ) ) ,
surveyItem ( ’ 33 ’ , ( ’C ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ” F i r s t law ” ,
(
surveyItem ( ’ 13 ’ , ( ’B ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 25 ’ , ( ’B ’ , ’D ’ , ’E ’ ) ) ,
surveyItem ( ’ 33 ’ , ( ’B ’ , ’D ’ , ’E ’ ) ) ,
)
) ,
D i f f i c u l t y ( ”Newton ’ s $2ˆ{nd}$ law” ,
(
surveyItem ( ’ 13 ’ , ( ’A ’ , ’D ’ ) ) ,
surveyItem ( ’ 25 ’ , ( ’A ’ , ’D ’ ) ) ,
surveyItem ( ’ 33 ’ , ( ’A ’ , ’D ’ ) ) ,
)
) ,
] )
t a b l e s . append ( entropyIrTable )
”””####################################################”””
210
for t in t a b l e s : t . s e tCor r e c t ( )
””” Clean up t a b l e s ”””
uppers = ca ta l og [ ca ta l og [ ’ upper ’ ]==1]
a l g = ca ta l og [ ca ta l og [ ’ l e v e l ’ ]== ’ Algebra ’ ]
a lgPre = a lg [ a l g [ ’ p reo rpos t ’ ]== ’ Pre ’ ]
#algPre = c a t a l o g [ l o g i c a l a n d ( c a t a l o g [ ’ l e v e l ’]== ’ Algebra ’ , c a t a l o g
[ ’ p r e o r p o s t ’]== ’ Pre ’ ) ]
a lgPost = a lg [ a l g [ ’ p r eorpos t ’ ]== ’ Post ’ ]
c a l c = ca ta l og [ ca ta l og [ ’ l e v e l ’ ]== ’ Calcu lus ’ ]
ca l cPre = c a l c [ c a l c [ ’ p r eo rpos t ’ ]== ’ Pre ’ ]
ca l cPos t = c a l c [ c a l c [ ’ p reo rpos t ’ ]== ’ Post ’ ]
#c a l c P o s t = c a t a l o g [ c a t a l o g [ ’ l e v e l ’]== ’ Ca lcu lus ’ && c a t a l o g [ ’
p r e o r p o s t ’]== ’ Post ’ ]
a l l i n d = cata l og [ ca ta l og [ ’ ind ’ ]==1]
c = ca ta l og
s l i c e p r e = c [ ’ p reorpos t ’ ]==”Pre”
s l i c e p o s t = c [ ’ p reo rpos t ’ ]==”Post”
s l i c e c a l c = c [ ’ l e v e l ’ ]==” Calcu lus ”
s l i c e a l g = c [ ’ l e v e l ’ ]==” Algebra ”
s l i c e i n t r o = s l i c e c a l c + s l i c e a l g
s l i c e P i t t = c [ ’ i n s t i t u t i o n ’]== ’ P i t t ’
sampleIntroPre = Sample ( ” In t ro Pre” , c [ s l i c e i n t r o ∗ s l i c e p r e ] )
sampleIntroPost = Sample ( ” In t ro Post” , c [ s l i c e i n t r o ∗ s l i c e p o s t ] )
samples = [
Sample ( ”Graduate Pa i r s ” , c [ c [ ’ ind ’ ]==2]) ,
Sample ( ”Graduates ” , c [ c [ ’ l e v e l ’ ]== ’TA’ ] ) ,
Sample ( ”Upper Post” , c [ c [ ’ upper ’ ]==1]) ,
Sample ( ” Calc Pre” , c [ s l i c e c a l c ∗ s l i c e p r e ] ) ,
Sample ( ” Calc Post” , c [ s l i c e c a l c ∗ s l i c e p o s t ] ) ,
Sample ( ” Algebra Pre” , c [ s l i c e a l g ∗ s l i c e p r e ] ) ,
Sample ( ” Algebra Post” , c [ s l i c e a l g ∗ s l i c e p o s t ] ) ,
]
del c
wat = Sample ( ” Al l Students ” , ca ta l og )
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t o p i c s = [
Topic ( ” F i r s t Law” , [ str ( i ) for i in
[ 2 , 3 , 8 , 9 , 1 0 , 1 1 , 1 3 , 1 4 , 1 5 , 2 1 , 23 , 2 7 , 2 9 , 3 0 , 3 1 , 3 3 ] ] ) ,
Topic ( ”Second Law” , [ str ( i ) for i in
[ 1 1 , 12 , 13 , 14 , 1 6 , 1 9 , 2 4 , 2 5 , 2 8 , 2 9 , 3 2 , 3 3 ] ] ) ,
Topic ( ”Entropy” , [ str ( i ) for i in
[ 1 , 4 , 7 , 1 2 , 1 4 , 1 5 , 1 6 , 1 9 , 2 2 , 2 4 , 2 8 , 2 9 , 3 2 ] ] ) ,
Topic ( ”Work” , [ str ( i ) for i in
[ 2 , 3 , 6 , 8 , 9 , 1 0 , 1 4 , 1 5 , 2 1 , 2 2 , 2 3 , 2 6 , 2 7 , 2 9 , 3 0 , 3 1 ] ] ) ,
]
t o p i c s a l l = [
Topic ( ” Al l ” , itemsArr [ array ( [ True , True , True , True , True , True , True ,
True , True , True , True , True , True , True , True , True , True , True , True ,
True , True , True , True , True , True , True , True , True , True , True , True ,
True , True ] ) ] ) ,
Topic ( ” Reve r s i b l e ” , itemsArr [ array ( [ True , True , True , True , False ,
False , False , False , False , False , False , False , False , False , True , True
, False , False , True , False , False , False , False , False , False , False ,
False , True , False , False , False , False , Fa l se ] ) ] ) ,
Topic ( ” I r r e v e r s i b l e ” , itemsArr [ array ( [ False , False , False , False ,
False , False , False , False , False , False , True , True , True , True , False ,
True , False , False , False , False , False , False , True , True , True , False ,
False , False , True , False , False , True , True ] ) ] ) ,
Topic ( ” Cyc l i c ” , itemsArr [ array ( [ False , False , False , False , True , True ,
True , True , False , False , False , False , False , False , True , True , False ,
True , True , False , False , False , False , False , False , False , False , False
, False , False , False , False , Fa l se ] ) ] ) ,
Topic ( ” I sothermal ” , itemsArr [ array ( [ False , False , True , True , False ,
False , False , False , True , False , False , False , False , False , False ,
False , False , True , False , True , False , False , False , False , False , True ,
True , True , False , False , False , False , Fa l se ] ) ] ) ,
Topic ( ” I s o b a r i c ” , itemsArr [ array ( [ False , False , False , False , False ,
False , False , False , True , False , False , False , False , False , False ,
False , True , False , False , True , True , False , False , False , False , False ,
False , False , False , False , False , False , Fa l se ] ) ] ) ,
Topic ( ” I s o c h o r i c ” , itemsArr [ array ( [ False , False , False , False , False ,
False , False , False , False , False , False , False , False , False , False ,
False , True , False , False , False , True , False , False , False , False , False
, False , False , True , True , False , False , Fa l se ] ) ] ) ,
Topic ( ” Adiabat ic ” , itemsArr [ array ( [ True , True , False , False , False ,
False , False , False , False , False , False , False , False , False , False ,
False , False , True , False , True , False , False , False , False , False , True ,
False , False , False , True , False , False , Fa l se ] ) ] ) ,
Topic ( ”Systems Universe ” , itemsArr [ array ( [ True , False , False , False ,
False , False , False , False , False , False , True , True , True , True , False ,
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False , False , False , True , False , False , False , True , True , True , False ,
False , True , False , False , True , True , Fa l se ] ) ] ) ,
Topic ( ” Closed System” , itemsArr [ array ( [ False , False , False , False ,
False , False , False , False , False , False , True , True , False , True , False ,
True , False , False , False , False , False , False , True , True , False , False ,
False , False , False , False , True , True , Fa l se ] ) ] ) ,
Topic ( ” I d e a l Gas” , itemsArr [ array ( [ False , False , True , True , False ,
False , False , False , False , False , False , False , False , False , False ,
False , True , False , False , False , False , False , False , False , False ,
False , True , True , False , True , True , True , Fa l se ] ) ] ) ,
Topic ( ” State Var i ab l e s ” , itemsArr [ array ( [ False , False , False , False ,
True , True , True , True , False , True , False , False , False , False , True ,
False , False , False , False , False , False , True , False , False , False ,
False , False , False , False , False , False , False , Fa l se ] ) ] ) ,
Topic ( ” I n t e r n a l Energy” , itemsArr [ array ( [ False , True , True , False ,
True , False , False , False , True , False , True , False , False , True , True ,
False , True , False , False , False , True , True , True , False , False , False ,
True , True , True , True , True , False , Fa l se ] ) ] ) ,
Topic ( ” Re lat ion to T” , itemsArr [ array ( [ False , True , True , False , False
, False , False , False , True , False , False , False , False , False , False ,
False , True , False , False , False , False , False , False , False , False ,
False , True , True , False , True , False , False , Fa l se ] ) ] ) ,
Topic ( ”Heat” , itemsArr [ array ( [ False , False , False , True , False , False ,
False , True , True , True , False , False , True , False , True , False , False ,
True , True , False , True , False , False , False , False , False , True , False ,
False , False , False , False , Fa l se ] ) ] ) ,
Topic ( ”Work” , itemsArr [ array ( [ False , True , True , False , False , True ,
False , True , True , True , False , False , False , True , True , False , False ,
False , False , False , True , True , True , False , False , True , True , False ,
True , True , True , False , Fa l se ] ) ] ) ,
Topic ( ” Re lat ion to (pdV) ” , itemsArr [ array ( [ False , True , False , False ,
False , True , False , False , True , True , False , False , False , True , True ,
False , False , False , False , False , True , False , True , False , False , True ,
True , False , True , True , True , False , Fa l se ] ) ] ) ,
Topic ( ”Entropy” , itemsArr [ array ( [ True , False , False , True , False , False
, True , False , False , False , False , True , False , True , True , True , False ,
False , True , False , False , True , False , True , False , False , False , True ,
True , False , False , True , Fa l se ] ) ] ) ,
Topic ( ” Re lat ion to S(dQT) ” , itemsArr [ array ( [ True , False , False , True ,
False , False , False , False , False , False , False , True , False , False ,
False , False , False , False , True , False , False , False , False , True , False
, False , False , True , True , False , False , False , Fa l se ] ) ] ) ,
Topic ( ”PV Diagram” , itemsArr [ array ( [ False , False , False , False , True ,
True , True , True , True , True , False , False , False , False , True , False ,
True , False , False , False , True , False , False , False , False , True , False ,
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False , False , True , False , False , Fa l se ] ) ] ) ,
Topic ( ”1 s t Law” , itemsArr [ array ( [ False , True , True , False , False , False
, False , True , True , True , True , False , True , True , True , False , False ,
False , False , False , True , False , True , False , True , False , True , False ,
True , True , True , False , True ] ) ] ) ,
Topic ( ”2nd Law” , itemsArr [ array ( [ False , False , False , False , False ,
False , False , False , False , False , True , True , True , True , False , True ,
False , False , True , False , False , False , False , True , True , False , False ,
True , True , False , False , True , True ] ) ] ) ,
Topic ( ”Engine E f f i c i e n c y ” , itemsArr [ array ( [ False , False , False , False
, False , False , False , False , False , False , False , False , False , False ,
False , True , False , False , True , False , False , False , False , False , False
, False , False , False , False , False , False , False , Fa l se ] ) ] ) ,
]
t o p i c s a l l = [ Topic ( t . name , l i s t ( t . i tems ) ) for t in t o p i c s a l l ]
def topicsSummary ( t o p i c s = top i c s , samples=samples ) :
for t in t o p i c s :
for s in samples :
print Sample ( ” ” . j o i n ( [ t . name , s . name ] ) , s . cat , t . items , key
=ca ta l og [ t . i tems ] [ 0 ] )
def p e r s t r ( x ) :
#return ( ”{0 : . 0 f }\\%”. format (100.0 ∗ x ) )
return ( ” { 0 : . 0 f }” . format ( 100 . 0 ∗ x ) )
def r e l oadcat f romcsv ( ) :
with open( ’ c on so l i da t ed . csv ’ , ’ r ’ ) as f :
c a ta l og = rec f romcsv ( f )
with open( ’ c on so l i da t ed5 . npy ’ , ’w ’ ) as f :
save ( f , c a ta l og )
return ca ta l og
def t o p i c s c o r e s ( t o p i c s=t o p i c s a l l , samples=samples ) :
for s in samples :
print s . name
for t in t o p i c s :
t s = t . Sample ( s )
print ” , ” . j o i n ( [ t . name , p e r s t r ( t s . s c o r e ) ] )
i f name == ’ ma in ’ :
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i f ’ append ixtab le s ’ in sys . argv [ 1 ] :
printTexDoc ( tab l e s , ”Appendix” )
e l i f ’ t a b l e s ’ in sys . argv [ 1 ] :
printTexDoc ( tab l e s , ”Summary” )
e l i f ’ b l o ck tab l e ’ in sys . argv [ 1 ] :
b l o c k t a b l e s = [ ]
for iNum in i t emsL i s t : #Each b l o c k
row template = [ surveyItem (iNum , r ) for r in
Poss ib l eResponses ]
c o r r e c t r e s p o n s e = [ i for i in row template i f i .
i n c l ude sCor r e c t ] [ 0 ]
i n c o r r e c t r e s p o n s e s = [ i for i in row template i f not i .
i n c l ude sCor r e c t ]
r e sponse s = [ c o r r e c t r e s p o n s e ]+ i n c o r r e c t r e s p o n s e s
column1 = c o r r e c t r e s p o n s e .num
for s in samples :
row responses = [ c o r r e c t r e s p o n s e ] + sorted (
i n c o r r e c t r e s p o n s e s , key= lambda i : i . responseRate ( s ) ,
r e v e r s e=True )
print l a t exde l im . j o i n ( [ column1 ] +
[ p e r s t r ( r . responseRate ( s ) ) + ” ( ” + r . r e sponse + ” ) ”
for r in row responses ] +
[ s . name ] ) + latexEOL + ”∗”
column1=””
print ”\\ c l i n e {2−6}”
print ”\\multicolumn {7}{ c }{}\\\\”
print ”\\ c l i n e {2−6}”
e l i f ” d i a g n o s t i c ” in sys . argv [ 1 ] :
for s in samples :
print s
e l i f ” Top ic sDiagnos t i c s ” in sys . argv [ 1 ] :
topicsSummary ( top i c s , samples . extend ( [ sampleIntroPre ,
sampleIntroPost ] ) )
else :
print ”Ya done goofed . ”
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