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September 9, 2019
Abstract
Necessary and sufficient conditions for the square-integrability of recently proposed unbi-
ased estimators are established. A geometric characterization of a distribution that optimizes
the performance of these estimators is given. An algorithm based on convex hulls that finds
the optimal distribution truncated to its first m terms in time linear in m is described. The
algorithm exploits a connection with a recent randomized dimension reduction method and
is illustrated via a numerical example.
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1 Introduction
Monte Carlo methods are used in a variety of domains such as financial engineering, queuing
networks, and machine learning. In general, however, Monte Carlo methods are computa-
tionally costly. Variance reduction techniques such as importance sampling, control variate
methods, stratified sampling and splitting techniques can significantly improve the efficiency
of Monte Carlo methods (e.g. (Glasserman 2004, Asmussen and Glynn 2007, Rubinstein and
Kroese 2016)). The multilevel Monte Carlo method (MLMC), introduced by Giles (2008),
dramatically reduces the computational cost of estimating an expected value arising from a
stochastic differential equation. McLeish (2011), Glynn and Rhee (2014) and Rhee and Glynn
(2015) provide related randomized multilevel Monte Carlo methods (RMLMC) that produce
unbiased estimators for equilibrium expectations of functionals on Markov chains, and for
expectations of functionals arising in stochastic differential equations. Sufficient conditions
guaranteeing the square-integrability of these estimators are given in (McLeish 2011, Rhee
and Glynn 2015). Jacob and Thiery (2015) study the existence of unbiased nonnegative es-
timators. RMLMC and related methods have been used in a variety of contexts such as
the unbiased estimation of a function of the mean of a random variable (Blanchet, Chen
and Glynn 2015, Moka, Kroese and Juneja 2019), the design of Markov chain Monte Carlo
methods (Bardenet, Doucet and Holmes 2017, Agapiou, Roberts and Vollmer 2018, Middleton,
Deligiannidis, Doucet and Jacob 2018), unbiased inference for hidden Markov models (Franks,
Jasra, Law and Vihola 2018), pricing of Asian options under general models (Kahale´ 2018),
and stochastic optimization (Blanchet, Glynn and Pei 2019). Vihola (2018) describes stratified
RMLMC methods that, under certain conditions, are shown to be asymptotically as efficient as
MLMC. The randomized dimension reduction method, recently introduced in (Kahale´ 2016, Ka-
hale´ 2019), is another technique that can provably achieve substantial variance reduction in
high-dimensional settings, such as the estimation of the expectation of a functional of a time-
varying Markov chain at a long horizon.
Using the terminology of Rhee and Glynn (2015), the “coupled sum” and “independent sum”
unbiased estimators take as parameter the distribution of an integral random variable. In (Rhee
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and Glynn 2015, Section 3), an algorithm that finds in O(m3) time an m-truncated distribution
that optimizes the efficiency of these estimators is given. On the other hand, the asymptotic
efficiency of the randomized dimension reduction method is maximized in (Kahale´ 2019) via
a new geometric algorithm that solves an m-dimensional optimization problem in O(m) time.
Kahale´ (2019) points out that the same geometric algorithm solves the optimization problem
in (Rhee and Glynn 2015, Section 3) in O(m) time.
The output of unbiased estimators can be analysed using well-known tools. For instance,
drawing independent copies of an unbiased estimator allows the construction of normal con-
fidence intervals (Asmussen and Glynn 2007, Section III.1). In addition, this construction is
easy to parallelize. Also, Glynn and Whitt (1992) have established a central limit theorem on
the average of independent copies of an unbiased estimator under a computational budget con-
straint. On the other hand, the output of biased estimators can be difficult to analyse, even for
estimators which are asymptotically consistent (e.g. (Glasserman 2004, Section 4.5.1)). This
highlights the importance of the RMLMC techniques. Motivated by these considerations and
by the wide range of applications of the RMLMC methods, this note studies the coupled sum
and independent sum estimators in a general framework and makes three main contributions:
1. It gives a necessary and sufficient condition for the square-integrability of the coupled sum
(resp. independent sum) estimator. When this condition is met, it is shown that the cor-
responding estimator is unbiased and an expression for the second moment is derived. An
example showing that the new conditions are strictly weaker than the sufficient condition
in (Rhee and Glynn 2015) is given.
2. Under general conditions, it gives a simple geometric characterization, based on convex
hulls, of distributions with infinite support that optimize the performance of the coupled
sum (resp. independent sum) estimator. Rhee and Glynn (2015, Theorem 3) show that
such a distribution can be found by solving a certain combinatorial problem, but do not
provide the solution to this problem in the infinite support case.
3. Building on techniques developed in (Kahale´ 2019), it describes an algorithm that finds
an optimal m-truncated distribution for each of these estimators in O(m) time. The
algorithm, based on convex hulls, is simple to implement. Rhee and Glynn (2015) give
an alternative algorithm based on dynamic programming that runs in O(m3) time. More
recently, Cui, Lee, Zhu and Zhu (2019) give yet another algorithm that solves this problem
in O(m) time by using a dual formulation of the optimization problem.
The rest of the paper is organised as follows. §2 gives necessary and sufficient conditions
for the square-integrability of the coupled sum and independent sum estimators, and presents
expressions for the second moment of these estimators when these conditions are met. §3
describes a geometric characterization of distributions with infinite support that optimize the
efficiency of these estimators. §4 shows how to calculate in O(m) time an optimal m-truncated
distribution. §5 describes a numerical example. §6 contains concluding remarks. Omitted proofs
are in the appendix.
2 The coupled and independent sum estimators
Let R+ denote the set of nonnegative real numbers. For a square-integrable random variable
X, let ||X|| =
√
E(X2). The coupled and independent sum estimators efficiently estimate the
expectation of a random variable Y that is approximated by random variables Yn, n ≥ 0. By
convention, Y−1 = 0. Let (∆˜n : n ≥ 0) be a sequence of independent random variables such
that ∆˜n has the same distribution as Yn − Yn−1 for n ≥ 0. It is assumed throughout the paper
that Y and Yn are square-integrable, that ||Yn−Y || goes to 0 as n goes to infinity, and that the
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expected time to generate (Y0, . . . , Yn) (resp. (∆˜0, . . . , ∆˜n)) is finite, for n ≥ 0. Let
A = {(qi : i ≥ 0) ∈ RN : q0 = 1, qi ≥ qi+1 > 0 for i ≥ 0, lim
i→∞
qi = 0}.
Example 2.1 is a standard application of MLMC and RMLMC methods.
Example 2.1. Let T be a fixed maturity and let (X(t) : 0 ≤ t ≤ T ) be a stochastic process that
solves the stochastic differential equation
dX(t) = a(X(t), t) dt + b(X(t), t) dW,
where a and b are real-valued functions on R × [0, T ] and W is a one-dimensional Brownian
motion. Suppose that, for (x, t) ∈ R × [0, T ], a(x, t) and b(x, t) can be calculated in constant
time. Option pricing applications often need to estimate E(Y ), where Y = f(X(T )) and f is a
payoff function. The process X can be approximately simulated via the Milstein discretisation
scheme as follows. For i ≥ 0, define recursively the sequence (X(i)k : 0 ≤ k ≤ 2i) by setting
X
(i)
0 = X(0) and
X
(i)
k+1 = X
(i)
k + a(X
(i)
k , k∆t)∆t+ b(X
(i)
k , k∆t)∆W +
1
2
b(X
(i)
k , k∆t)
∂b
∂x
(X
(i)
k , k∆t)((∆W )
2−∆t),
0 ≤ k ≤ 2i−1, where ∆t = 2−iT and ∆W =W ((k+1)∆t)−W (k∆t). Let Yi = f(X(i)2i ). Under
certain conditions on a, b and f ,
||Yi − Y ||2 ≤ c2−2i, (2.1)
where c is a constant (e.g. (Kloeden and Platen 1992)). Note that Yi can be calculated in O(2
i)
time.
2.1 The coupled sum estimator
Let q ∈ A and let N be an integral random variable independent of (Yi : i ≥ 0) such that
Pr(N ≥ i) = qi for i ≥ 0. Following McLeish (2011) and Rhee and Glynn (2015), define the
coupled sum estimator as
Z¯ =
N∑
i=0
Yi − Yi−1
qi
.
Theorem 2.1 gives a necessary and sufficient condition for Z¯ to be square-integrable. Moreover,
under this condition, it shows that Z¯ is an unbiased estimator for E(Y ), and gives an expression
for the second moment of Z¯. Note that each term in the LHS of (2.2) is nonnegative because
q ∈ A.
Theorem 2.1. The coupled sum estimator Z¯ is square-integrable if and only if
∞∑
i=0
(
1
qi+1
− 1
qi
)||Yi − Y ||2 <∞. (2.2)
Furthermore, if (2.2) holds then E(Z¯) = E(Y ) and
||Z¯||2 = ||Y ||2 +
∞∑
i=0
(
1
qi+1
− 1
qi
)||Yi − Y ||2. (2.3)
Theorem 1 in (Rhee and Glynn 2015) gives a sufficient condition for Z¯ to be square-
integrable. More precisely, it shows that if
∞∑
i=1
||Yi−1 − Y ||2
qi
<∞, (2.4)
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then Z¯ is square-integrable, and Z¯ is an unbiased estimator for E(Y ), and gives an expression
for ||Z¯||2. However, the following toy example shows that (2.4) is not a necessary condition for
Z¯ to be square-integrable.
Example 2.2. Assume that Y = 0 and Yi = (i + 1)
−3/2, and qi = (i + 1)
−2 for i ≥ 0. Then
(2.2) holds and so Z¯ is square-integrable, but (2.4) does not hold.
McLeish (2011) gives alternative conditions that guarantee the unbiasedness and square-
integrability of Z¯, and provides an alternative expression for ||Z¯||2.
2.2 The independent sum estimator
Let q ∈ A and let N be an integral random variable independent of (∆˜i : i ≥ 0) such that
Pr(N ≥ i) = qi for i ≥ 0. Following Rhee and Glynn (2015), define the independent sum
estimator as
Z˜ =
N∑
i=0
∆˜i
qi
.
Theorem 2.2 below gives a necessary and sufficient condition for Z˜ to be square-integrable.
Furthermore, if this condition is met, it shows that Z˜ is an unbiased estimator for E(Y ), and
gives an expression for the second moment of Z˜.
Theorem 2.2. The independent sum estimator Z˜ is square-integrable if and only if
∞∑
i=0
(
Var(Yi − Yi−1)
qi
+ (
1
qi+1
− 1
qi
)(E(Yi − Y ))2
)
<∞. (2.5)
Furthermore, if (2.5) holds then E(Z˜) = E(Y ) and
||Z˜||2 = (E(Y ))2 +
∞∑
i=0
(
Var(Yi − Yi−1)
qi
+ (
1
qi+1
− 1
qi
)(E(Yi − Y ))2
)
. (2.6)
Theorem 2 in (Rhee and Glynn 2015) shows that (2.4) is a sufficient condition for the square-
integrability of Z˜. Assuming that (2.4) holds, Theorem 2 in (Rhee and Glynn 2015) shows that
Z˜ is square-integrable, and Z˜ is an unbiased estimator for E(Y ), and gives an expression for
||Z˜||2. In Example 2.2, however, (2.5) holds and so Z˜ is square-integrable, but (2.4) does not
hold. Thus (2.4) is not a necessary condition for Z˜ to be square-integrable.
3 Optimal distribution: the infinite support case
3.1 The coupled sum estimator
For i ≥ 0, let t¯i be the expected cost required to simulate the sequence (Y0, . . . , Yi−1). By
convention, t¯0 = 0. It is assumed that the sequence t¯ = (t¯i : i ≥ 0) is strictly increasing and
that t¯i goes to infinity as i goes to infinity. Let τ¯ be the time required to generate Z¯. As
observed by Rhee and Glynn (2015),
E(τ¯) = E(t¯N+1) =
∞∑
i=0
qi(t¯i+1 − t¯i).
Note that E(τ¯ ) is either infinite or is finite and positive. In Example 2.1, assuming that (2.1)
holds, q can be chosen so that Z¯ is square-integrable and E(τ¯ ) is finite by setting qi = 2
−3i/2.
Indeed, for this choice of q, (2.2) holds and E(τ¯ ) is finite since t¯i = O(2
i).
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Glynn and Whitt (1992) show that the efficiency of an unbiased estimator is inversely
proportional to the product of the variance and expected running time. Thus, maximizing
the efficiency of Z¯ amounts to finding a sequence q ∈ A that satisfies (2.2) and minimizes
E(τ¯ )Var(Z¯). For q ∈ A, and any strictly increasing sequence ϑ = (ϑ0, ϑ1, . . . ) ∈ {0} × RN+, and
γ = (γ0, γ1, . . . ) ∈ RN+, set
R(q;ϑ, γ) = lim
n→∞
(
n∑
i=0
qi(ϑi+1 − ϑi))(γ0 +
n∑
i=1
(
1
qi
− 1
qi−1
)γi). (3.1)
Thus, R(q;ϑ, γ) is the limit of a nonnegative increasing sequence, and so R(q;ϑ, γ) is either
infinite or is nonnegative and finite.
Define the sequence µ¯ = (µ¯i : i ≥ 0), where µ¯0 = Var(Y ) and µ¯i = ||Yi−1−Y ||2 for i ≥ 1. For
simplicity, this subsection assumes that the sequence µ¯ is positive. The case where Y = Ym for
some integer m is studied in §4.1. By Theorem 2.1, if q ∈ A is such that Z¯ is square-integrable
and E(τ¯ ) is finite, then
Var(Z¯) = µ¯0 +
∞∑
i=1
(
1
qi
− 1
qi−1
)µ¯i, (3.2)
and so, by (3.1), R(q; t¯, µ¯) = E(τ¯)Var(Z¯) is finite. Conversely, if q ∈ A and R(q; t¯, µ¯) is finite,
then by (3.1), E(τ¯ ) is finite and (2.2) holds. Hence Z¯ is square-integrable and R(q; t¯, µ¯) =
E(τ¯ )Var(Z¯). Thus, maximizing the efficiency of Z¯ amounts to finding a sequence q ∈ A
that minimizes R(q; t¯, µ¯). Under general conditions, given a strictly increasing sequence ϑ =
(ϑ0, ϑ1, . . . ) ∈ {0} × RN+ and a sequence γ ∈ RN+, Theorem 3.1 below gives a characterization
of a sequence q∗ that minimizes R(q;ϑ, γ) under the constraint that q ∈ A. The sequence q∗
clearly depends on ϑ and γ. Theorem 3.1 generalizes Theorem 3 in (Kahale´ 2019) to infinite
sequences.
Let γ′ ∈ RN+ be such that the set {(ϑi, γ′i) : i ∈ N} forms the lower hull of the set {(ϑi, γi) :
i ∈ N}. Thus γ′ is the supremum of all real sequences such that γ′ ≤ γ and the sequence (θi)
is increasing, where
θi =
γ′i+1 − γ′i
ϑi+1 − ϑi , (3.3)
i ≥ 0.
Theorem 3.1. Let ϑ = (ϑ0, ϑ1, . . . ) ∈ {0} × RN+ be a strictly increasing sequence, and let
γ = (γ0, γ1, . . . ) ∈ RN+ be a positive sequence that goes to 0 at infinity. Assume there is q ∈ A
such that R(q;ϑ, γ) is finite. For i ≥ 0, set q∗i =
√
θi/θ0, where θi is given by (3.3). Then
q∗ = (q∗i : i ≥ 0) ∈ A and R(q∗;ϑ, γ) is finite. Moreover q∗ = argminq∈AR(q;ϑ, γ) and
R(q∗;ϑ, γ) =
( ∞∑
i=0
√
(γ′i − γ′i+1)(ϑi+1 − ϑi)
)2
, (3.4)
where the series in the RHS of (3.4) is convergent.
Thus, if there is q ∈ A such that Z¯ is square-integrable and E(τ¯ ) is finite, then the efficiency
of Z¯ is maximized when Pr(N ≥ i) = q∗i for i ≥ 0, where q∗ is the sequence described in
Theorem 3.1 with ϑ = t¯ and γ = µ¯.
3.2 The independent sum estimator
For i ≥ 0, let t˜i be the expected cost required to simulate the sequence (∆˜0, . . . , ∆˜i−1). By
convention, t˜0 = 0. Assume that the sequence t˜ = (t˜i : i ≥ 0) is strictly increasing and that t˜i
goes to infinity as i goes to infinity. Let τ˜ be the time required to generate Z˜. Then
E(τ˜) = E(t˜N+1) =
∞∑
i=0
qi(t˜i+1 − t˜i).
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In Example 2.1, assuming that (2.1) holds, q can be chosen so that Z˜ is square-integrable and
E(τ˜ ) is finite by setting qi = 2
−3i/2. Indeed, for i ≥ 0,
|E(Yi − Y )| ≤ ||Yi − Y || ≤
√
c2−i
and, for i ≥ 1,
Std(Yi − Yi−1) ≤ ||Yi − Y ||+ ||Yi−1 − Y || ≤ 3
√
c2−i.
Thus, for this choice of q, (2.5) holds and E(τ˜ ) is finite since t˜i = O(2
i).
When Z˜ is square-integrable, Proposition 3.1 gives an expression for Var(Z˜) similar to that
of Var(Z¯) in (3.2).
Proposition 3.1. If q ∈ A is such that Z˜ is square-integrable, then µ˜0 =
∑∞
j=0Var(Yj − Yj−1)
is finite, and
Var(Z˜) = µ˜0 +
∞∑
i=1
(
1
qi
− 1
qi−1
)µ˜i,
where, for i ≥ 1,
µ˜i = (E(Yi−1 − Y ))2 +
∞∑
j=i
Var(Yj − Yj−1).
Maximizing the efficiency of Z˜ amounts to finding a sequence q ∈ A that satisfies (2.5) and
minimizes E(τ˜ )Var(Z˜). Suppose that q ∈ A is such that Z˜ is square-integrable and E(τ˜) is
finite. By Proposition 3.1, and since |E(Yi−1− Y )| ≤ ||Yi−1 − Y ||, the sequence µ˜ = (µ˜i : i ≥ 0)
goes to 0 at infinity. For simplicity, assume that µ˜ is positive. Using arguments similar to those
used in §3.1, it can be shown that the efficiency of Z˜ is maximized when Pr(N ≥ i) = q∗i for
i ≥ 0, where q∗ is the sequence described in Theorem 3.1 with ϑ = t˜ and γ = µ˜.
4 Optimal distribution: the truncated case
4.1 A truncated coupled sum estimator
Fix m ≥ 1 and let
A(m) = {(q0, . . . , qm) ∈ Rm+1 : 1 = q0 ≥ q1 ≥ · · · ≥ qm > 0}.
Let q ∈ A(m) and let S be an integral random variable in {0, . . . ,m} independent of (Yi : 0 ≤
i ≤ m) such that Pr(S ≥ i) = qi for 0 ≤ i ≤ m. Set
Z¯(m) =
S∑
i=0
Yi − Yi−1
qi
.
Let N be an integral random variable with infinite support independent of (Yi : 0 ≤ i ≤ m)
such that Pr(N ≥ i) = qi for 0 ≤ i ≤ m. Thus, S has the same distribution as N ∧ m. By
applying Theorem 2.1 to N and to the sequence (Yn∧m : n ≥ 0), with Y = Ym, it follows that
Z¯(m) is square-integrable, with E(Z¯(m)) = E(Ym) and
||Z¯(m)||2 = ||Ym||2 +
m−1∑
i=0
(
1
qi+1
− 1
qi
)||Yi − Ym||2
=
m∑
i=0
||Yi−1 − Ym||2 − ||Yi − Ym||2
qi
. (4.1)
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Define the sequence η¯ = (η¯i : 0 ≤ i ≤ m + 1), where η¯0 = Var(Ym) and η¯i = ||Yi−1 − Ym||2
for 1 ≤ i ≤ m + 1. Thus, η¯ can be considered as the truncated counterpart of the sequence µ¯
defined in §3.1. Note that η¯m+1 = 0. Assume for simplicity that η¯i > 0 for 0 ≤ i ≤ m. By (4.1),
Var(Z¯(m)) =
m∑
i=0
η¯i − η¯i+1
qi
.
Let τ¯ (m) be the expected time to simulate Z¯(m). As Pr(S = i) = qi− qi+1 for 0 ≤ i ≤ m, where
qm+1 = 0 by convention,
E(τ¯ (m)) =
m∑
i=0
(qi − qi+1)t¯i+1 =
m∑
i=0
qi(t¯i+1 − t¯i).
4.2 The optimal distribution
Maximizing the efficiency of Z¯(m) amounts to finding a sequence q ∈ A(m) that minimizes
E(τ¯ (m))Var(Z¯(m)). For q ∈ A(m), and any strictly increasing sequence ϑ = (ϑ0, . . . , ϑm+1) ∈
{0} ×Rm+1+ , and γ = (γ0, . . . , γm+1) ∈ Rm+1+ × {0}, set
R(m)(q;ϑ, γ) = (
m∑
i=0
qi(ϑi+1 − ϑi))(
m∑
i=0
γi − γi+1
qi
).
Hence, E(τ¯ (m))Var(Z¯(m)) = R(m)(q; t¯(m), η¯), where t¯(m) = (t¯0, . . . , t¯m+1). Thus, we need to
calculate a sequence q ∈ A(m) that minimizes R(m)(q; t¯(m), η¯). Given a sequence γ ∈ Rm+1+ ×{0}
whose first m+ 1 components are positive, Theorem 4.1, a direct consequence of Theorem 3 in
(Kahale´ 2019), shows how to calculate in O(m) time a vector q∗ that minimizes R(m)(q; t¯(m), γ)
under the constraint that q ∈ A(m). The vector q∗ clearly depends on t¯(m) and on γ.
Let γ′ = (γ′0, . . . , γ
′
m+1) ∈ Rm+2 be such that the set {(t¯i, γ′i) : 0 ≤ i ≤ m + 1} forms the
lower hull of the set {(t¯i, γi) : 0 ≤ i ≤ m + 1}. In other words, γ′ is the supremum of all
sequences in Rm+2 such that γ′ ≤ γ and the sequence (θi) is increasing, where
θi =
γ′i+1 − γ′i
t¯i+1 − t¯i , (4.2)
0 ≤ i ≤ m. For instance, if m = 5, with t¯i = i and γ = (20, 22, 14, 5, 4, 1, 0), then γ′ =
(20, 15, 10, 5, 3, 1, 0), as illustrated in Fig. 1. The vector γ′ can be calculated in O(m) time using
the convex hull algorithm of Andrew (1979).
Theorem 4.1 ((Kahale´ 2019)). Let γ be a vector in Rm+1×{0} whose first m+1 components are
positive. For 0 ≤ i ≤ m, set q∗i =
√
θi/θ0, where θi is given by (4.2), and let q
∗ = (q∗0, . . . , q
∗
m).
Then q∗ = argminq∈A(m) R
(m)(q; t¯(m), γ).
The proof of (Kahale´ 2019, Theorem 3) shows that the conclusions of Theorem 4.1 are valid
for any strictly increasing sequence t¯(m) ∈ {0} × Rm+1+ .
4.3 The algorithm description
Combining the previously discussed elements yields an algorithm that takes as input the vectors
t¯(m) and η¯, and outputs q∗ = argminq∈Am R
(m)(q; t¯(m), η¯) in O(m) time. The first two steps
of the algorithm are adapted from Andrew (1979). The algorithm first generates by backward
induction a subset B(j) of {j, . . . ,m+ 1}, 0 ≤ j ≤ m, so that the lower hull {(t¯i, η¯′i) : 0 ≤ i ≤
m+1} of the set {(t¯i, η¯i) : 0 ≤ i ≤ m+1} is obtained by piece-wise interpolation of η¯ on B(0).
More precisely, B(0) contains {0,m+ 1}, and if i′ and i′′ are two consecutive elements of B(0)
with i′ ≤ i ≤ i′′, then (t¯i, η¯′i) lies on the segment [(t¯i′ , η¯i′), (t¯i′′ , η¯i′′)]. The third step calculates
q∗ via B(0).
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Figure 1: Lower hull
0 1 2 3 4 5 6
0
5
10
15
20
25
i
γ
γ′
1. Set B(m) = {m,m+ 1}.
2. For j = m − 1 down to 0, denote by i0 < · · · < il the elements of B(j + 1). Determine
the smallest element k of the set {0, . . . , l − 1} such that (t¯ik , η¯ik) lies below the segment
[(t¯j , η¯j), (t¯ik+1 , η¯ik+1)], if such k exists, otherwise let k = l. Set B(j) = {j, ik , . . . , il}.
3. For i = 0 to m, let i′ and i′′ be two consecutive elements of B(0) with i′ ≤ i < i′′. Set
θi =
γi′′ − γi′
t¯i′′ − t¯i′
and q∗i =
√
θi/θ0.
As pointed out in (Rhee and Glynn 2015, Vihola 2018), the vector η¯ is not known exactly, in
general, but can be estimated by Monte Carlo simulation.
4.4 A truncated independent sum estimator
Let q ∈ A(m) and let S be an integral random variable in [0,m] independent of (∆˜i : 0 ≤ i ≤ m)
such that Pr(S ≥ i) = qi for 0 ≤ i ≤ m. Set
Z˜(m) =
S∑
i=0
∆˜i
qi
.
By Theorem 2.2, Proposition 3.1, and arguments similar to those used in §4.1, it follows that
Z˜(m) is square-integrable, with E(Z˜(m)) = E(Ym), and
Var(Z˜(m)) =
m∑
i=0
η˜i − η˜i+1
qi
,
where η˜0 =
∑m
j=0Var(Yj − Yj−1) and, for 1 ≤ i ≤ m+ 1,
η˜i = (E(Yi−1 − Ym))2 +
m∑
j=i
Var(Yj − Yj−1).
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Table 1: Pricing of a call option under a Geometric Brownian motion model.
Estimator n price Std Work Work × Std2
Coupled Sum 104 0.1063 1.7× 10−3 1.108× 104 ± 1.7× 102 0.030
Coupled Sum 106 0.10445 1.6× 10−4 1.124× 106 ± 4.9× 103 0.029
Coupled Sum 108 0.104505 1.6× 10−5 1.125× 108 ± 9.8× 104 0.031
Coupled Sum 1010 0.1045066 1.7× 10−6 1.126× 1010 ± 9.5× 105 0.031
Independent Sum 104 0.1042 1.6× 10−3 1.201× 104 ± 1.7× 102 0.029
Independent Sum 106 0.10458 1.5× 10−4 1.191× 106 ± 4.9× 103 0.028
Independent Sum 108 0.104521 1.5× 10−5 1.191× 108 ± 9.8× 104 0.028
Independent Sum 1010 0.1045064 1.5× 10−6 1.192× 1010 ± 9.5× 105 0.031
Let τ˜ (m) be the expected time to simulate Z˜(m). Then
E(τ˜ (m)) =
m∑
i=0
qi(t˜i+1 − t˜i).
Thus, q∗ = argminq∈Am R
(m)(q; t˜(m), η˜) optimizes the performance of Z˜(m). The vector q∗ can
be found in O(m) time by replacing (t¯(m), η¯) with (t˜(m), η˜) in the algorithm described in §4.3.
Here again, the vector η˜ can be estimated by Monte Carlo simulation.
5 Numerical Experiments
The simulation experiments were implemented in the C++ programming language. The price
X(t) of a stock at time t is assumed to follow the Geometric Brownian motion model (e.g.
Glasserman (2004)), i.e. it satisfies the stochastic differential equation
dX(t) = rX(t) dt + σX(t) dW,
with X(0) = 1, where r = 0.05 is the risk-free rate, σ = 0.2 is the volatility of the stock, and
W is a Brownian motion under the risk-neutral probability. Here Y = f(X(T )), where T = 1
and f(x) = e−rmax(x− 1, 0), so that E(Y ) is the price of a one-year at the money call option
on the stock. The model parameters are the same as those in (Rhee and Glynn 2015), and
E(Y ) is approximately equal to 0.104505836. The numerical experiments approximate Y via
the Milstein scheme described in Example 2.1. For the coupled sum (resp. independent sum)
estimator, q0, . . . , qm are calculated via the algorithm described in §4.3 (resp. §4.4), withm = 13.
Each component of the vectors η¯ and η˜ is estimated via Monte Carlo simulation using 10000
independent runs. The remaining components of q are calculated by setting qi = 2
−3(i−m)/2qm,
i ≥ m+1. In Table 1, the estimated option price and its standard deviation Std are calculated
using n independent copies of the corresponding estimator. The variable Work refers to the total
expected number of time steps simulated through the n replications. The fifth column is a 90%-
confidence interval for this variable. Thus, Work × Std2 is an estimate of the work-normalized
variance. As expected, in Table 1, for each of the coupled and independent sum estimators, the
variable Work is roughly proportional to n, the variable Std is roughly proportional to n−1/2,
while the work-normalized variance is roughly independent of n. The two estimators have a
similar work-normalized variance, and thus a similar performance.
6 Conclusion
This note establishes necessary and sufficient conditions for the square integrability of the
coupled sum and independent sum estimators. These conditions are weaker than the sufficient
condition of Rhee and Glynn (2015). A geometric characterization of a distribution with infinite
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support that optimizes the performance of these estimators is presented. An algorithm based
on convex hulls that finds an optimal m-truncated distribution in O(m) time is described. The
algorithm is simple to implement and is illustrated using a numerical example. Alternative
RMLMC estimators not covered in this note, such as the “single term” estimator, are studied
in (Rhee and Glynn 2015, Vihola 2018). Using the results in this note to broaden the range of
applications of the RMLMC methods is a promising direction for future research.
A Proof of Theorem 2.1
Let us first prove the following.
Proposition A.1. Let (γn), n ≥ 0, be a nonnegative sequence that goes to 0 as n goes to
infinity. Then there is a strictly increasing nonnegative integral sequence (ρ(n) : n ≥ 0), such
that
γρ(n) ≤ γj for n ≥ 0 and j ∈ [ρ(0), ρ(n)]. (A.1)
Furthermore, if q ∈ A and
∞∑
i=0
(
1
qi+1
− 1
qi
)γi <∞, (A.2)
then γρ(n)/qρ(n)+1 goes to 0 as n goes to infinity.
Proof. Assume first that there is an integer n0 such that γn > 0 for n ≥ n0. Let ρ(0) = n0 and,
for n ≥ 1, let
ρ(n) = min{j > ρ(n− 1) : γj ≤ γρ(n−1)}.
By construction, (A.1) holds. Assume now that there are infinitely many integers n such that
γn = 0. Let ρ be a strictly increasing sequence with γρ(n) = 0 for n ≥ 0. Here again, (A.1)
holds.
Suppose now that q ∈ A and that (A.2) holds. Fix ǫ > 0. By (A.2), there is an integer m
such that, for n > m,
ρ(n)∑
i=ρ(m)
(
1
qi+1
− 1
qi
)γi < ǫ/2,
and so, by (A.1),
(
1
qρ(n)+1
− 1
qρ(m)
)γρ(n) < ǫ/2.
Because the sequence q goes to 0 at infinity, there is an integer m′ > m such that qρ(n)+1 <
qρ(m)/2 for n > m
′. Thus γρ(n)/qρ(n)+1 < ǫ for n > m
′. This concludes the proof.
For the rest of the paper, for n ≥ 0, set ∆n = Yn − Yn−1 and
Z¯n =
n∧N∑
k=0
∆k
qk
,
with Z¯−1 = 0. Proposition A.2 is shown in (Rhee and Glynn 2015, pp. 1027, 1030).
Proposition A.2. [Rhee and Glynn (2015)] For −1 ≤ m ≤ n, we have E(Z¯n) = E(Yn), and
||Z¯n − Z¯m||2 =
n∑
i=m+1
||Yi−1 − Yn||2 − ||Yi − Yn||2
qi
.
Proposition A.3. If Z¯ is square-integrable then ||Z¯n1{N > n}||2 ≤ ||Z¯ ||2 + 1 for infinitely
many integers n.
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Proof. Fix n ≥ 0 with Pr(N = n) > 0. Because of the independence of N and (Yi : i ≥ 0),
E(Z¯2n|N > n) = ||
n∑
k=0
∆k
qk
||2
= E(Z¯2|N = n).
Hence
||Z¯n1{N > n}||2 Pr(N = n) = ||Z¯1{N = n}||2 Pr(N > n). (A.3)
Clearly, this equation also holds if Pr(N = n) = 0.
Assume now for contradiction that the conclusion of Proposition A.3 does not hold. Then
there is an integer m such that ||Z¯n1{N > n}||2 > ||Z¯||2 + 1 for n ≥ m. By (A.3), for n ≥ m,
||Z¯n1{N > n}||2 Pr(N = n) ≤ qm||Z¯1{N = n}||2,
and so
(||Z¯||2 + 1)Pr(N = n) ≤ qm||Z¯1{N = n}||2.
Summing over n ∈ [m,∞) implies that
(||Z¯ ||2 + 1)qm ≤ qm||Z¯||2,
leading to a contradiction.
Let us now prove Theorem 2.1. The first part of the proof is inspired from the proof of
Theorem 1 of (Rhee and Glynn 2015). By Proposition A.2, for −1 ≤ m ≤ n,
||Z¯n − Z¯m||2 = ||Ym − Yn||
2
qm+1
+
n∑
i=m+1
||Yi − Yn||2( 1
qi+1
− 1
qi
). (A.4)
Suppose first that (2.2) holds. Applying Proposition A.1 with γn = ||Yn − Y ||2 shows the
existence of a strictly increasing nonnegative integral sequence (ρ(n) : n ≥ 0) such that (A.1)
holds. Set Z¯ ′n = Z¯ρ(n) for n ≥ 0. By (A.4), for 0 ≤ m ≤ n,
||Z¯ ′n − Z¯ ′m||2 =
||Yρ(m) − Yρ(n)||2
qρ(m)+1
+
ρ(n)∑
i=ρ(m)+1
||Yi − Yρ(n)||2(
1
qi+1
− 1
qi
).
Let us show that (Z¯ ′n : n ≥ 0) is a Cauchy sequence in L2. For ρ(0) ≤ i ≤ ρ(n),
||Yi − Yρ(n)||2 ≤ 2(γi + γρ(n))
≤ 4γi, (A.5)
where the second inequality follows from (A.1). Thus, for 0 ≤ m ≤ n,
||Z¯ ′n − Z¯ ′m||2 ≤ 4
γρ(m)
qρ(m)+1
+ 4
ρ(n)∑
i=ρ(m)+1
γi(
1
qi+1
− 1
qi
). (A.6)
By (2.2) and Proposition A.1, for any ǫ > 0, the first term in the RHS of (A.6) is smaller than
ǫ if m is sufficiently large. Because of (2.2), the same holds for the second term. Thus, the
sequence (Z¯ ′n : n ≥ 0) is Cauchy in L2, and so it has a limit in L2 as n goes to infinity. Since
Z¯ ′n converges a.s. to Z¯ as n goes to infinity, this implies that Z¯ is in L
2 and that Z¯ ′n converges
in L2 to Z¯ as n goes to infinity. Hence E(Z¯ ′n) (resp. ||Z¯ ′n||) converges to E(Z¯) (resp. ||Z¯||) as
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n goes to infinity. By Proposition A.2, E(Z¯ ′n) = E(Yρ(n)). Letting n go to infinity implies that
E(Z¯) = E(Y ). This is because Yn converges to Y in L
2. Furthermore, applying (A.4) with
m = −1 and replacing n by ρ(n) yields
||Z¯ ′n||2 = ||Yρ(n)||2 +
ρ(n)−1∑
i=0
||Yi − Yρ(n)||2(
1
qi+1
− 1
qi
).
Observe that ||Yρ(n)|| (resp. ||Yi − Yρ(n)||) converges to ||Y || (resp. ||Yi − Y ||) as n goes to
infinity. Letting n go to infinity and using (A.5), (2.2), and the dominated convergence theorem
yields (2.3).
Assume now that Z¯ is square-integrable. For n ≥ 0, by linearity of expectation and the
equality Z¯n1{N ≤ n} = Z¯1{N ≤ n},
||Z¯n||2 = ||Z¯1{N ≤ n}||2 + ||Z¯n1{N > n}||2
≤ ||Z¯||2 + ||Z¯n1{N > n}||2.
Combining this with Proposition A.3 shows the existence of a strictly increasing nonnegative
integral sequence λ such that, for n ∈ N,
||Z¯λ(n)||2 ≤ 2||Z¯||2 + 1.
Applying once again (A.4) with m = −1 yields
||Yλ(n)||2 +
λ(n)−1∑
i=0
||Yi − Yλ(n)||2(
1
qi+1
− 1
qi
) ≤ 2||Z¯ ||2 + 1.
For m ∈ N and n ≥ m, because (qi) is a decreasing sequence and m ≤ λ(n), it follows that
m−1∑
i=0
||Yi − Yλ(n)||2(
1
qi+1
− 1
qi
) ≤ 2||Z¯ ||2 + 1.
Letting n go to infinity shows that
m−1∑
i=0
||Yi − Y ||2( 1
qi+1
− 1
qi
) ≤ 2||Z¯ ||2 + 1,
which implies (2.2).
B Proof of Theorem 2.2
The proof is similar to that of Theorem 2.1. For n ≥ 0, set
Z˜n =
n∧N∑
k=0
∆˜k
qk
,
and let Z˜−1 = 0. Note that E(Z˜n) = E(Z¯n) = E(Yn). Proposition B.1 is shown in (Rhee and
Glynn 2015, p. 1031).
Proposition B.1. [Rhee and Glynn (2015)] For −1 ≤ m ≤ n,
||Z˜n − Z˜m||2 =
n∑
i=m+1
E(∆2i + 2∆iE(Yn − Yi))
qi
.
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A simple calculation shows that
E(∆2i + 2∆iE(Yn − Yi)) = Var(∆i) + (E(Yn − Yi−1))2 − (E(Yn − Yi))2.
Hence, by Proposition B.1, for −1 ≤ m ≤ n,
||Z˜n − Z˜m||2 = (E(Ym − Yn))
2
qm+1
+
n∑
i=m+1
(
Var(∆i)
qi
+ (E(Yi − Yn))2( 1
qi+1
− 1
qi
)
)
. (B.1)
Suppose first that (2.5) holds. Applying Proposition A.1 with γn = (E(Yn − Y ))2 shows
the existence of a strictly increasing nonnegative integral sequence (ρ(n) : n ≥ 0) such that
|E(Yρ(n) − Y )| ≤ |E(Yj − Y )| for ρ(0) ≤ j ≤ ρ(n). Set Z˜ ′n = Z˜ρ(n) for n ≥ 0. By (B.1), for
0 ≤ m ≤ n,
||Z˜ ′n − Z˜ ′m||2 =
(E(Yρ(m) − Yρ(n)))2
qρ(m)+1
+
ρ(n)∑
i=ρ(m)+1
(
Var(∆i)
qi
+ (E(Yi − Yρ(n)))2(
1
qi+1
− 1
qi
)
)
.
For ρ(0) ≤ i ≤ ρ(n),
|E(Yi − Yρ(n))| ≤ |E(Yi − Y )|+ |E(Yρ(n) − Y )|
≤ 2|E(Yi − Y )|.
Thus, for 0 ≤ m ≤ n,
||Z˜ ′n − Z˜ ′m||2 ≤ 4
γρ(m)
qρ(m)+1
+
ρ(n)∑
i=ρ(m)+1
(
Var(∆i)
qi
+ 4γi(
1
qi+1
− 1
qi
)
)
. (B.2)
By (2.5) and Proposition A.1, for any ǫ > 0, the first term in the RHS of (B.2) is smaller than
ǫ if m is sufficiently large. Because of (2.5), the same holds for the second term. Thus, the
sequence (Z˜ ′n : n ≥ 0) is Cauchy in L2. As in the proof Theorem 2.1, this implies that Z˜ is in
L2, that E(Z˜) = E(Y ), and that ||Z˜ ′n|| converges to ||Z˜|| as n goes to infinity. Furthermore,
applying (B.1) with m = −1 and replacing n by ρ(n) yields
||Z˜ ′n||2 = (E(Yρ(n)))2 +
ρ(n)∑
i=0
(
Var(∆i)
qi
+ (E(Yi − Yρ(n)))2(
1
qi+1
− 1
qi
)
)
.
Letting n go to infinity and using the dominated convergence theorem implies (2.6).
Conversely, if Z˜ is square-integrable, then (2.5) follows from arguments similar to those used
in the proof of Theorem 2.1.
C Proof of Proposition 3.1
Let us first prove the following proposition. The equality (C.1) means that, if one of its members
is finite, so is the other one, and the two members are equal. Moreover, if one of its members
is infinite, so is the other one.
Proposition C.1. Let (γn : n ≥ 0) be a positive decreasing sequence that goes to 0 as n goes
to infinity, and let q ∈ A. Then
∞∑
i=0
γi − γi+1
qi
= γ0 +
∞∑
i=1
γi(
1
qi
− 1
qi−1
). (C.1)
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Proof. For n ≥ 0,
n∑
i=0
γi − γi+1
qi
= γ0 − γn+1
qn+1
+
n+1∑
i=1
γi(
1
qi
− 1
qi−1
). (C.2)
Assume first that the LHS of (C.1) is infinite. Then (C.2) implies that the RHS of (C.1) is
infinite as well. Assume now that the LHS of (C.1) is finite. As q is decreasing, for 0 ≤ m < n,
n∑
i=m
γi − γi+1
qi
≥ γm − γn+1
qm
.
Letting n go to infinity shows that
γm
qm
≤
∞∑
i=m
γi − γi+1
qi
,
and so γm/qm goes to 0 as m goes to infinity. Letting n go to infinity in (C.2) implies (C.1).
Let us now prove Proposition 3.1. Assume that q ∈ A is such that Z˜ is square-integrable.
Since qi ≤ 1 for i ≥ 0, by Theorem 2.2, µ˜0 is finite. For i ≥ 0, let
γi =
∞∑
j=i
Var(Yj − Yj−1).
By Theorem 2.2 and Proposition C.1,
Var(Z˜) =
∞∑
i=0
(
γi − γi+1
qi
+ (
1
qi+1
− 1
qi
)(E(Yi − Y ))2
)
= γ0 +
∞∑
i=1
(
1
qi
− 1
qi−1
)γi +
∞∑
i=1
(
1
qi
− 1
qi−1
)(E(Yi−1 − Y ))2.
This concludes the proof.
D Proof of Theorem 3.1
The proof builds on ideas used in the proof of (Kahale´ 2019, Theorem 3). It uses the following
proposition, whose proof follows immediately from (3.1).
Proposition D.1. Let ϑ = (ϑ0, ϑ1, . . . ) ∈ {0}×RN+ be a strictly increasing sequence. If γ ∈ RN+
and γ′ ∈ RN+ are such that γ′ ≤ γ, and q ∈ A. If R(q;ϑ, γ)is finite then R(q;ϑ, γ′) ≤ R(q;ϑ, γ),
with equality if γ0 = γ
′
0 and, for i ≥ 1, (γi − γ′i)(qi−1 − qi) = 0.
Let us show that q∗ is well-defined and belongs to A. Fix i ≥ 0, and let
ai = min
0≤k≤i
(
γk
ϑi+1 − ϑk ).
The sequence (ai(ϑi+1 − ϑn) : n ≥ 0) is an affine function of ϑ and is upper-bounded by γ, and
so it is upper-bounded by γ′. Hence γ′i ≥ ai(ϑi+1 − ϑi) > 0. In the particular case where i = 0,
this implies that γ′0 = γ0. Since γn goes to 0 as n goes to infinity, there is j > i with γj < γ
′
i.
By definition of the lower hull, γj ≥ γ′j ≥ γ′i+ θi(ϑj −ϑi), and so θi < 0. Thus q∗i is well-defined
and is strictly positive. On the other hand, for n > 0, because of the convexity properties of
the lower hull,
θn ≥ γ
′
n − γ′0
ϑn
≥ −γ0
ϑn
.
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Thus |θn| ≤ γ0/ϑn, and so θn goes to 0 as n goes to infinity. As the sequence (θn : n ≥ 0) is
increasing, this implies that q∗ ∈ A. Furthermore, since θn < 0 for n ≥ 0, the sequence γ′ is
strictly decreasing.
By hypothesis, there is q ∈ A such that R(q;ϑ, γ) is finite. Thus, each component of
the product in the RHS of (3.1) has a finite limit as n goes to infinity. By Proposition D.1,
R(q;ϑ, γ′) ≤ R(q;ϑ, γ), and so R(q;ϑ, γ′) is finite as well. Since γ′ is positive, decreasing and
goes to 0 at infinity, Proposition C.1 shows that
∞∑
i=0
γ′i − γ′i+1
qi
= γ′0 +
∞∑
i=1
γ′i(
1
qi
− 1
qi−1
).
As γ′ ≤ γ, the RHS of this equation is finite. Thus,
R(q;ϑ, γ′) = (
∞∑
i=0
qi(ϑi+1 − ϑi))(
∞∑
i=0
γ′i − γ′i+1
qi
),
and the two series in the RHS of this equation are convergent. Since, by the Cauchy-Schwartz
inequality, for all nonnegative summable sequences (xi) and (yi), i ≥ 0,
(
∞∑
i=0
√
xiyi)
2 ≤ (
∞∑
i=0
xi)(
∞∑
i=0
yi),
we conclude that ( ∞∑
i=0
√
(γ′i − γ′i+1)(ϑi+1 − ϑi)
)2
≤ R(q;ϑ, γ′), (D.1)
and that the LHS of this equation is finite. Furthermore, by the definition of q∗ and Proposi-
tion C.1,
√
|θ0|
∞∑
i=0
√
(γ′i − γ′i+1)(ϑi+1 − ϑi) =
∞∑
i=0
γ′i − γ′i+1
q∗i
= γ′0 +
∞∑
i=1
(
1
q∗i
− 1
q∗i−1
)γ′i.
The second equation follows once again from Proposition C.1. Thus the three series are con-
vergent and have the same limit. Using (3.1) and the definition of q∗ implies that
R(q∗;ϑ, γ′) =
( ∞∑
i=0
√
(γ′i − γ′i+1)(ϑi+1 − ϑi)
)2
.
Hence, by (D.1), R(q∗;ϑ, γ′) ≤ R(q;ϑ, γ′). On the other hand, (γi−γ′i)(q∗i−1− q∗i ) = 0 for i ≥ 1.
This is because, if γ′i < γi, then the point (ϑi, γi) does not belong to the lower hull of the set
{(ϑj , γj) : j ≥ 0}. Thus (ϑi, γ′i) belongs to the segment [(ϑi−1, γ′i−1), (ϑi+1, γ′i+1)], which implies
that θi−1 = θi and q
∗
i−1 = q
∗
i . Hence, as γ0 = γ
′
0, Proposition D.1 shows that R(q
∗;ϑ, γ) =
R(q∗;ϑ, γ′). This implies (3.4) and shows that R(q∗;ϑ, γ) ≤ R(q;ϑ, γ), as desired.
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