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Abstract 
This paper aims to provide a comparison between the notion of T time on average over 
ranking of distributions, proposed by Reischuk and Schindelhauer (1993), and the notion of r 
time on average, proposed by Ben-David et al. (1992). The latter is a direct generalization of 
Levin’s notion of average polynomial time (Levin, 1986). In particular, we show that for any 
problem D and any ranking function p, if p(D) is solvable in time T on average over a uniform 
distribution and p is computable in polynomial time, then D is solvable in time T o p + y on 
average over p, where p and q are polynomials depending on p. We then show that, under a 
randomized reduction, there is a complete problem (D,p) for distributional NP problems with 
respect to ranking such that p(D) E NP and if p(D) is solvable in time T on average over a 
unifonn distribution, then D is solvable in time T(O(n)) + p(r~) on average over (I, where p is 
the time bound for computing p. Hence, no NP problems averaging over ranking of distributions 
are harder than averaging over uniform distributions in the notions of polynomial-time or sub- 
exponential-time solvability. Finally, we show that there is a reasonable tight hierarchy for the 
notion of T time on average over uniform distributions. 
1. Introduction 
Although NP-complete problems are widely believed to be computationally intrac- 
table in the worst case, several such problems have been shown to be tractable “on 
average”. For example, although HAMILT~NIAN PATH is NP-complete, Gurevich and 
Shelah [ 121 have shown that if a graph is chosen in a certain reasonable way, then the 
HAMILT~NIAN PATH problem can be solved by a deterministic algorithm whose expected 
running time on graphs with n vertices is bounded by a linear polynomial in n. Also, 
despite the fact that GRAPH ~-COLORABILITY is NP-complete, Wilf [24] has shown that 
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it can be solved by a deterministic algorithm whose expected running time on graphs 
with n vertices is actually bounded by a constant. 
However, using expected polynomial time over strings of length n to measure the 
average efficiency of an algorithm is, among other things, machine dependent (e.g., see 
[ 1 l]), and so it cannot be used to build a general theory on average-case intractability 
for NP-complete problems. Thus, finding a robust notion of “easy on average” becomes 
important. The first to develop a general theory of average-case complexity was Levin 
[ 161. Without loss of generality, we use the binary alphabet C = (0, l} for encoding 
instances. A probability distribution p is a real-valued function from C* to [O,l] such 
that xX p(x) = 1. Levin started with the following definition to measure the average 
time efficiency. 
Definition 1 (Leuin [16]). A function f : Cf + N is polynomial on p-average if there 
exists k > 0 such that 
c f’:l’(x)p(x) < co 
x 1x1 
This definition is robust and machine independent. The reader is referred to [ 10, 11, 
211 for motivation and justification of this definition. The theory of average-case com- 
plexity deals with distributional decision problems which consist of a decision problem 
and a probability distribution on its instances. 3 A distributional decision problem (D, /J) 
is then solvable in average polynomial time if D can be solved by a deterministic al- 
gorithm whose running time is polynomial on p-average. Denote by AP the class of all 
distributional decision problems which are solvable in average polynomial time. Next, 
since the objects in average-case complexity theory are decision-problem-probability- 
distribution pairs, rather than just decision problems, a new definition of reduction was 
necessary. Levin provided one which has the desired properties, i.e. it is transitive, and 
if (B,~B) is in AP and (A, PA) can be reduced to (B, /_Q), then (A, PA) is also in AP. 
A distribution p is called p-time computable if its distribution function p*(x) = 
CYGX ,u(v) is p-time computable, where < is the standard lexicographical order over 
Z*. In general, we also consider that ~1 is p-time computable if p is bounded (within 
a polynomial factor) by a p-time computable distribution (namely, ,U itself does not 
have to be p-time computable). Denote by DistNP the class of distributional decision 
problems (D,p) such that D E NP and p is p-time computable. A distributional NP 
problem is complete if it is in DistNP and every other DistNP problem is reducible 
to it. Hence, a DistNP-complete problem is not in AP unless every NP problem under 
any p-time computable distribution is in AP. Levin [ 161 showed that the DISTRIBUTIONAL 
TILING PROBLEM is complete for DistNP. Since then, several more complete problems 
for DistNP have been found within Levin’s framework [3, 11, 19, 20, 22, 231. 
To guarantee machine and encoding independence, the notion of average polyno- 
mial time was defined on purpose not to distinguish t time from tk time. To define 
3 Search problems can also be considered, but in this paper we will only deal with decision problems. 
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average-case complexity classes for arbitrary time bounds T over a fixed computation 
model, 4 a finer distinction than just between average polynomial and super-polynomial 
is needed. Ben-David et al. [l] suggested the following direct generalization of Levin’s 
definition. 
Definition 2 (Ben-David et al. [l]). Let p be a distribution, and let t : I+ + V and 
T : N - Pd. Then t is T on p-atleraye if 
c T-‘(t(x)) 
.I 
,_y, P(X)b 19 
where ?‘-‘(n) = min{m: r(m)>n}. Denote by AvDTime(T(n)) the class of all distri- 
butional decision problems (D,p) which are solvable in time T on p-average. 
Although some reasonably tight hierarchy result for AvDTime( T(n)) can be obtained 
(see Theorem 18 in Section S), this generalization does not provide a very fine separa- 
tion one would like to see. For example, it can be shown that AvDTime(2”) is the same 
as AvDTime(22”) [8]. Also, under the uniform distribution punif = 2~-1’~~x/-‘, the 
function n2, where n = Ix/, is actually ti’+‘. on average for any E > 0 [ 171. In their effort 
to provide a finer separation, Reischuk and Schindelhauer [ 171 proposed to measure 
average-case computation time with respect to the ranking of the input distribution by 
decreasing weights, rather than by the individual values. Two distributions p and 11 are 
said to have the same runk if for all x and _Y, p(x) 6 p(y) iff v(x) 6 r(y). The rankiny 
fimction rank,,(x) of a distribution p is defined by rank,(x) = 1 {z E CT: p(z) 2 p(x)} i. 
We can assume, by using a slight perturbation of the probabilities if necessary, that 
the ranking function will always be one-one. Reischuk and Schindelhauer defined the 
following notion of T on rank,,-average. 
Definition 3 (Reischuk and ~~~ind~~l~u~~~ [17]). A function t is T on runk,-ucrvaqe 
if for all real-valued, non-negative, monotone functions m with c, m@(x)) < 1. 
WO)) d 1. 
Denote by rAvDTime(T(n)) the class of all distributional decision problems (D, p) 
which are solvable in time T on rank,-average, and rAP the union of rAvDTime(p(n)) 
for all polynomial p. 
Under this definition, a distributional decision problem will often be referred to by 
a pair (D, p) of decision problem D and ranking function p. It can be shown [ 171 that 
if t(n) = o(T(n)), then rAvDTime(t(n)) is a proper subset of rAvDTime(T(n)). This 
hierarchy is tighter than any known hierarchy for the worst-case deterministic time 
complexity classes. They then defined a notion of p-time reductions for distributional 
4 It is customary to use multi-tape Turing machines as the underlying computation model. 
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decision problems with respect to ranking, which has the desired properties. Namely, 
the reductions are transitive and closed for rAP. They were then concerned with dis- 
tributions with a p-time computable ranking function. A distribution p is p-rankable if 
rank, is one-one and p-time computable [ 171. Denote by (NP, P-rankable) the class of 
all distributional NP decision problems with p-rankable distributions. They showed that 
SAT, the BOOLEAN FORMULA SATISFIABILITY problem, under a p-rankable distribution is 
complete for (NP, P-rankable). 
The objective of this paper is to provide a comparison between the two notions of 
T on average. By definition, a function being T on average with respect to ranking 
already implies that it is T on p-average for any p with the same ranking. Thus, it 
is the other direction that requires attention. An ideal connection between these two 
notions of average time would be a result of the form: (D,p) is solvable in T time on 
p-average exactly when (D,rank,) is solvable in time T on rank,-average. This, how- 
ever, is impossible since it will imply the existence of a hierarchy for AvDTime(T(n)) 
tighter than is possible (see Section 5 in this connection). Therefore, any connection 
between these two notions will have to be in a weaker form. It is known that, under 
Levin’s notion of average time, every distributional problem with a samplable distri- 
bution is reducible to a distributional problem with uniform distribution punif [14, 11. 
A distribution p is samplable if there is a randomized algorithm which outputs x with 
probability p(x) in polynomial time in /xl. Polynomial-time computable distributions 
are samplable [l]. Thus, it would be interesting to know whether a distributional deci- 
sion problem (A,p) with p being p-rankable can be “reduced” to a problem (B,punit-) 
such that if (B,punif) is solvable in time T on pu,if-average, then (A,p) is solvable in 
time O(T o p) on rank-average with respect to p, for some polynomial p. We show 
that this is the case. In particular, we prove the following result. 
Result 1. Let (D, p) be a distributional decision problem with u p-time computable 
ranking function p. Ij’(p(D), punif) is solvable in time T on ,uUnif-average, then (D, p) 
is solvable in time Top _t q on p-average, where p and q ure polynomials depending 
on p. 
Since one of the original motives for studying average-case complexity was to de- 
termine whether or not NP problems were “easy on average”, we would like to know 
if there is a connection between problems in (NP, P-rankable) being “easy on average” 
(with respect to ranking) and problems in DistNP being “easy on average”. It follows 
immediately from the definitions that if (NP,P-rankable) is in rAP, then DistNP is 
in AP. We would like to use Result 1 to show the converse is also true, since it 
concludes that (D,p) is in rAP if (p(D),pUnif) is in AP. However, the ranking func- 
tion p may transform a long string into a short one, and so p(D) is not guaranteed 
to be in NP even if D is in NP. To overcome this obstacle, we would like p to be 
p-honest, namely, there exists a polynomial p such that for all x, if p(x) is defined, 
then 1x1< p(lp(x)l). Using a standard randomized reduction, we construct a complete 
problem (D, p) for (NP, P-rankable) with p-honest p. We note that the complete 
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problems for (NP,P-rankable) constructed in [l7] are not with p-honest ranking func- 
tions. Our result therefore fills up this gap. In particular, we prove the following: 
Result 2. There is a complete problem (D, p),fkw (NP. P-rankable) un&lrr LI rundomixl 
reduction. ~thrrr p is u p-honest runkiny junction, such thut if’ p(D) is sohcrhk~~ in 
timcl T on pu,,,if-uverage, then (D,p) is .~ol~hke in timr T(O(n))+ p(n) on p-ut’er(~~/~. 
~~herc~ p is u polynomiul time hound ,fh computing p. 
The class of polynomials, and the classes of sub-exponentials, such as 2’)(‘“g’“), may 
be used as efficiency measurement for time bounds for NP problems. Result 2 indicates 
that (NP,P-rankable) does not provide harder problems than DistNP with respect to 
such a class of time bounds. 
Finally, we present a reasonable tight hierarchy result for AvDTime(T(t7)). 
This paper is organized as follows. In Section 2, we provide some basic definitions 
and results regarding average polynomial time with respect to ranking. Result 1 
proved in Section 3. We then prove Result 2 in Section 4. The hierarchy result 
shown in Section 5. A final remark is given in Section 6. 
iS 
is 
2. Preliminaries 
Let p and v be two distributions. Then p is polynomiall~~ dominated by 11, denoted 
by ,u<v, if there is a polynomial p such that for all X, p(x)<y( IxI)\l(x). 
Definition 4 (Levin [ 161). Let (A, /JA ) and (B, pi) be two distributional decision prob- 
lems. Then (A, ,11,4 ) is polynomi&ime reducible to (B, go), denoted by (A, p,+ ) ix (B, pi ), 
if there exists a p-time computable function ,f’: 1” + C* and a distribution I’ such 
that ,u~<v and (A, V) L (B, pi), meaning that A is many-one reducible to B via ,f and 
for all .vErange(.f 1, My) = ~f~l~~v 4x). 
Polynomial-time reductions are transitive. Let (A, ,uA) and (B. pi) be two distribu- 
tional decision problems such that (A, ,MA) CQ (B, pg). If (B, pi) E AP, then (A, ,~d ) E AP. 
It can also be shown that if B can be solved in time T on PB-average, then A can be 
solved in time Top + q on ~,4-average, where p and q are polynomials. 
Lemma 5. [f (A,,uA) .xP (B, pB(B) and B is sohah~e in tinw T on pB-awra<qe, then .4 
can he solcrd in time Top + q on p.t-aceruge ,fbr .some polynomials p und q. 
Proof. Let j” be a p-time reduction from (A,/h) to (B,pB). Then there is a distri- 
bution ,uI and a polynomial p such that, for all x, pAA( p(lxl)p,(x), and for all 
v ~range( f’), pi = ~,,CXj=J. PI(X). Since B is solvable in time T on /LH-average, B 
is deterministically decidable in time t such that 
T-‘(t(y)) 
F /?‘I PBB(Y)~ 1. 
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Using the reduction f, A can be deterministically decided in time t( f(x)) + q(/xl), 
where q is a polynomial-time bound for computing f. Since f is p-time computable, 
there are integers ct,ki > 0 such that for all x, If(x)1 < cr 1~1~1. Also, there are integers 
cz,kz > 0 such that for all x, p(]x])<c21xIkz. Let k = kl + k2. Then 
c [T-‘(t(f(x)))ll’k~A(X) < c 
1x1 ’ x 
1 + WQ-(x))) 
lxlk 
pALA(x) 
I 
< 1 + c clc2T-‘(w)p,(x) 
\ 
f (x)=.v IYI 
<1+x clc2T-'MY))pB(y) 
Y IYI 
< Co. 
It follows that f(f(x)) is To p on PA-average, where p = cnk for some constant 
c>o. 0 
A distributional problem (D,p) E DistNP is complete if every other distributional 
problem in DistNP is p-time reducible to it. 
Uniform distributions have played an important role in studying average-case com- 
plexity. Strings can be selected first by selecting a length and then selecting strings of 
that length. Although it is mathematically impossible to select strings with equal chance 
from an infinite sample space, strings of the same length can be selected with equal 
likelihood. It is also impossible to select integers from N with the same probability, 
but one can select an integer with a probability close to be “uniform.” 
Definition 6. A p-time computable distribution p on C+ is called uniform if for all x, 
p(x) = 44)2- 1’1, where C, n(n) = 1 and there is a polynomial p such that for all 
but finitely many IZ, a(n)3 l/p(n). 
The second requirement in the above definition guarantees that almost every length 
gets a “fair” amount of weight to be selected. 5 It is important to note that for the 
purpose of proving completeness results, a(n) 3 l/p(n) is the only requirement needed 
since domination allows a polynomial factor. So some longer strings can certainly be 
given more weights than shorter ones. Levin 1161 used n-’ for a(n) for notational con- 
venience (normalized by dividing by c, n-* = n*/6), and Ix]-*~-~~~ is often referred 
to as the default uniform distribution. 
To define reductions with respect to ranking, two assumptions are needed for tech- 
nical requirements [17]. Namely, the reduction is required to be one-one and all 
5 We may also weaken the second requirement in Definition 6 to only require that, for all n, either cc(n) = 0 
or IX(H) > l/p(n), and a(n) > 0 for infinitely many n. In this case, p is uniform in the sense that if a string 
x can be picked with a positive probability, then every string of length 1x1 will have the same chance to be 
selected with a “fair” probability greater than 2-Ixl/p( 1x1). 
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distributions are required to have a unique rank. The first requirement does not impose 
any real restriction since all the known NP-complete are complete via one-one reduc- 
tions. The second requirement means that the corresponding rank function rank,, is one- 
one. By a slight perturbation of the probabilities, this can always be achieved. As noted 
in [ 171, if a p-time computable ranking function p is one-one, then l~(p(x)log’ o(x)) is 
a p-time computable distribution with ranking function p. Note that a ranking function 
has small values for likely instances and has large values for rare instances. This is 
used in defining the notion of domination with respect to ranking. A reduction should 
not reduce a frequent instance of the source problem to a rare instance of the target 
problem. 
Definition 7 (Reischuk and Schindelhuurr [17]). Let (A, [h) and (B, pa) be two dis- 
tributional decision problems with respect to ranking. Then (A, PA) is polynomid-time 
reducible to (B, pi), (with respect to ranking) if there exists a p-time computable one- 
one reduction ,f : C* 4 Z* such that A is one-one reducible to B via ,f and there 
exists a polynomial p such that for all x E C*, pB( f(x)) < p( ix])~~(x). 
Reductions defined above are transitive. If (A,~A) E (NP, P-rankable), (A. p4) is 
p-time reducible to (B, pi) with respect to ranking, and (B, pi) E rAP, then (A, pd ) E rAP. 
A distributional decision problem (D. p) E (NP, P-rankable) is complete if every other 
distributional decision problem in (NP, P-rankable) is p-time reducible to it. 
Studying average polynomial time with respect to rankability directly from definition 
is difficult due to the fact that arbitrary real-valued function m is involved. This obstacle 
is overcome by the following lemma due to [ 171. 
Lemma 8 (Reischuk and Schindelhauer [17]). Let ,u u distribution and p(x) hr 
rank,,(x). A ,fimc.tion f’ is T on p-acerage if and onl?s lf 
3. Averaging computation time over ranking of distributions vs. over uniform 
distributions 
Let ,f:C*+Z* be a function and D be as decision problem. Define j’(D) = 
{,f(x): XED}. W e will use a simple form of Jensen’s inequality to prove Theorem 9. 
The proof of this inequality can be found from any standard analysis textbook (e.g. 
[25], see also [2]). 
Jensen’s Inequality. Let al, a?, . . , u,, he non-negative numbers. Then ,fbr un). 0 < 
ii< 1, 
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Theorem 9. Let (D,p) be a distributional decision problem with p being a p-time 
computable ranking function. Zf (p(D), ,aunif) can be solved in time T on punif-average, 
then (D, p) can be solved in time Top+q on p-average, where p and q are polynomials 
depending on p. 
Proof. Suppose that (p(D),punif) can be solved in time T on pu,if-average, i.e. p(D) 
can be solved by an algorithm whose running time t satisfies 
T-‘(W) 
5 IYI /&if(Y) = c < co. 
Then whether an instance XED can be decided by first finding p(x), and then applying 
the above algorithm on p(x). This can be done in time t o p + q, where q is the time it 
takes to compute p. Thus it is enough to show that top is Top on p-average for some 
polynomial p. Since p is p-time computable, there exists a j such that Ip( d lxlj 
for all x. Let k = max(3,j). Note that for any / > 0, 1(x : p(x) < G}( <f since p is 
one-one. Also, p(x) <L implies that / 221P@‘l. 
For any e > 0, 
c [T-lMp(x)))ll’k = 
P(X)</ fIxI 
,&I~ [ ‘-‘(:T)))] “7 (by Jensen’s inequality) 
T-‘(GW)) lik < 4xlk 1 [ , c T-‘(O(x))) ‘lk p(x)</ 21dx)I JXjk 1 
d 
T-‘(O(x))) 
p(x$</ O(x)1 Ip( 1 [ “’ d c T-‘(t(y)) ‘jk .!J=p(x) <Y 21yl Iyl3 1 
T-‘(t(y)) jyl Punif 1 
‘lk 
= C1lk. 
Let S = Top, where p(n) = cnk, we get, for all / > 0, 
c s-‘(t(p(x))) /&, 
P(“)Qf 1x1 
By Lemma 8, this implies that t o p is S on p-average. This completes the proof. 0 
Using Jensen’s inequality, we can also show that if (A,pA) is p-time reducible to 
(B, pi) with respect to ranking and B can be solved in time T on pB-average, then there 
are polynomial p and q such that A can be solved in time T o p + q on PA-average. 
Lemma 10. Zf (A,pA) is p-time reducible to (B,ps) with respect to ranking and B is 
solvable in time T on PB-average, then there are polynomial p and q such that A is 
solvable in time T 0 p + q on PA-average. 
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Proof. Let ,f‘ be a p-time computable reduction from (A, pA ) to (B, pB> with respect to 
ranking. Then for all x, x EA iff f(x) E B, and there are integers cl, kl > 0 such that for 
all x, pB(,f(x))<ct Ixlklp~(x). By assumption, B is solvable in time T on /lb-average. 
Hence, there is a deterministic algorithm that computes B in time t such that 
To decide whether x E A, we first compute f(x) and then decide whether f‘(x) t B. 
This can be done in time t(f(x)) + q(lxl), where q is a polynomial time bound for 
computing ,f’. Since f is p-time computable, there are integers ~2. kl > 0 such that for 
all x, IJ’(x)l <c#. Let k=kl + k2 + 2. 
For any /, let .S, = {x : PA(X) de}. Then IS, / < /. Among the strings in 5’1, there are 
at most m < / many different lengths, denoted by rzl , n2.. , n, with n, < nl < < n,,, 
We have 
w: c [~-‘Mf(ml’~k 
,‘lW</ 4x1 
’ A. < c WUW) 
Wk 
(by Jensen’s inequality) 
P!(S)</ 
Ik 
I‘-‘(u(x))) 
c,?$6~f(x)~ 
Hence, t(f(x)) is T o p on PA-average for a polynomial p. 0 
Reischuk and Schindelhauer [ 171 have constructed a complete problem (D, p) for 
(NP, P-rankable). If (p(D), punif) E DistNP, then, by the above theorem, DistNP c AP 
would imply (NP, P-rankable) c rAP. However, the ranking function p constructed in 
[ 171 is not p-honest, so p(D) is not necessarily in NP. Hence, we would like to show 
that there exists a complete problem for (NP,P-rankable) with a p-honest ranking 
function. For this, we will use randomized reductions. 
4. Randomized reductions and NP-completeness 
Randomized reductions were first defined and used by Venkatesan and Levin in [ 191 
to show that a graph edge coloring problem is average-case complete for DistNP. Blass 
and Gurevich [2] conducted a thorough study on such randomized reductions. 
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Algorithms are randomized to allow coin flipping to determine the next moves. 
We assume that a randomized algorithm does not flip a coin unless the computation 
requires a random bit. For simplicity, coins are assumed to be unbiased. Randomized 
algorithms (to solve a problem) are allowed to make errors and produce incorrect 
outputs on some sequences of random bits. They could also run forever on some other 
random (infinite) sequences. Let & be a randomized algorithm. If d on input x halts 
and produces a correct output with s being the random sequence it uses, then (x,s) is 
called a good input for &‘. Clearly, G! runs deterministically on (x,s). If .JJ on input x 
runs deterministically, then (x,n) is a good input, where 2 denotes the empty string. 
Let r be a set of good inputs for & and T(X) = {s: (x, s) E r}. Let p be an input 
distribution. If for all x with IL(X) > 0, T(x) is non-empty, we call f a good-input 
domain of ~4 (with respect to ,u). Clearly, no string in T(x) is a prefix of a different 
string in T(X), for, otherwise, the longer string cannot be in T(X) as the algorithm 
stops before it can be generated. Let I/r(x) = I/ cs6,-(x, 2-lsl, which is called the 
rurity function of r [2]. The smaller the value of the rarity function, the more good 
random sequences there are for the algorithm. For simplicity, we assume that for all x, 
U,(x)= 1 in this paper. This means that the randomized algorithm produces a correct 
output with probability 1. 6 
If a randomized algorithm runs in time t(x), then the length of each random sequence 
s generated is also bounded by t(x). Equivalently, it can be said that the size of s does 
not contribute to the complexity of computation and so can be considered as zero. Let 
r be the good-input domain of the algorithm and let p be the input distribution. Then 
the algorithm under the input distribution ~1 can be viewed as a deterministic algorithm 
on r 2 C* x C* with distribution pry satisfying the following conditions: 
1. For every instance x with p(x) > 0: T(x) # 8, and no string in T(x) is a prefix 
of a different string in T(x), where T(x)= {X (x,s) E r}. 
2. For all (x,s) E r, the size of (x,s) is defined as the size of x. 
3. For all (x,s) E r, pr(x,s) is defined as ,~(x)2_l’l. 
We note that the same good-input domain may have different ranks with respect to 
different distributions with the same rank. For example, suppose ,U and v have the same 
rank, and suppose ,u(x) = f, p(y) = &, v(x) = i, V(Y) = f . Next, suppose (x, s), (y, t) 
are in some good-input domain D, where /sj=3, ItI = 1. Then ,u&x,s)=~(x)~-~ = h, 
po(y,t) = /4y)22’ = & But vo(x,s) = v(x)22’ = &, v&,t) = v(y)2-’ = i. So ,Q 
and vD would have different ranks. A distributional decision problem (D,p) is consid- 
ered tractable with respect to ranking if there is a randomized algorithm solving D in 
time T on rank,,, -average for all v with the same rank as p, where r is the good- 
input domain of the algorithm and T is a polynomial (or a sub-exponential such as 
2’(“‘g2’) if D is an NP-complete problem). To be precise, the following definition is 
in place. 
h In general, we only need to require that the value of c/r(x) be “reasonable” in the sense that Ur is 
polynomial on average. 
Definition 11. A distributional decision problem (D. p) is solvable by a randomized 
algorithm in T time on p-aaerage if there is a good-input domain r such that for any 
distribution Y with ranking function p, M, on inputs in r, deterministically decides D 
in time T on rank,., -average. 
Similar to Definition 7 and the randomized reductions defined in [2, 191, we can 
define and develop a general theory of randomized reductions for distributional decision 
problems with respect to ranking. This would be an interesting topic by itself. However, 
for our purpose of finding relations between the two notions of average time for NP 
problems, we only need a very special form of randomized reductions. We do so to 
avoid presenting some unnecessary technical details of developing a general theory of 
randomized reductions with respect to ranking of distributions. 
Definition 12. Let (A,p,,f) and (B,ps) be two distributional decision problems, where 
I),~ and [JR are ranking functions. Then (A, pA ) is rundomirrd wducibi~~ fo (3, I)B) (with 
respect to ranking) if there exists a one-one reduction ,f’, computable by a randomized 
algorithm in polynomial time on PA-average with a good-input domain r, such that 
the following conditions are satisfied. 
I. For all (_Y,s)E~, XEA iff .f’(x,s)~B. 
2. The rank function [jr of jlF is unique with respect to any distribution 11 with 
ranking function /)4. 
3. (TIA,l)l-) is (deterministically) p-time reducible to (B. ill), where TIA= {(x..~): .Y E 
A and (s..s) E r}. 
Since randomized algorithms are deterministic algorithms on good-input domains. it 
follows from Lemma 10 that the following lemma holds. 
Lemma 13. [f’ (A, ~4) is randomized reducible to (B, ~8) Ivith respect to runking. UII~ 
(B, ps) is sohh~e by u randomized u/gorithn in T fime on pB-~w”cu&‘, th (A, p.1) 
is solvable hy (I randomized algorithm in T o p + q timt> on p,t-uwrcrgr ,for SOIW 
polynomicrls p und q. 
Clearly, if T is a sub-exponential such as 2 “(‘“f”,r) then To p + q is in the class of , 
the same type of sub-exponential. 
A distributional decision problem (D. p) E (NP, P-rankable) is complete for (NP. 
P-rankable) under randomized reductions if every problem in (NP,P-rankable) is ran- 
domized reducible to (D,p). 
We will now construct such a complete problem (D, p) for (NP, P-rankable) such 
that the ranking function p is p-honest. Let Ml. Ml,. . be a fixed enumeration of all 
(deterministic and nondeterministic) Turing machines in which the index i is an integer 
in binary form that codes up the symbols, states, and transition table of the ith Turing 
machine M,. The DISTRIBUTIONAL HALTING PROBLEM (DH) has binary strings i, .Y and 
I” as instances, where i and n are integers. The probability distribution of such an 
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instance is proportional to 2-(‘+m)l-2m-2n-2, where 1 = Ii1 and m = 1x1. The question 
is to decide whether Mi accept x within n steps. Denote by Ki the set of all positive 
instances. It is well-known, due to various authors, that DH is average-case complete 
for DistNP. The reader is referred to [21] for a simple proof. 
Let (., .) be a standard pairing function from .Z+ x 2? to C+ in lexicographical order 
which is both p-time computable and invertible. We can recursively define (., 1, +). Let S 
be a function and we write f(., .) for f((., .)). For any XE N, let (x) denote the binary 
representation of x+ 1 with the leading 1 omitted. This is a linear-time computable and 
invertible bijection between lV and C*, and so enables us to disregard the distinction 
between binary strings and binary representations of natural numbers. Let 
K, = (~01’0~ : Mj accepts x within n steps} 
Pl(XOl’0”) = P-‘(x,&)B(4) 
K2 = {(i,x, w) : A4i accepts x within InJ steps) 
pz(i,x,w) = p-‘(ixw) 
Clearly, both (Ki , p 1) and (Kz, ~2) are in (NP, P-rankable). It was shown in [ 171 that 
(Ki, pi ) is complete for (NP, P-rankable). But pi is not p-honest. We will show that 
(Ki,pi) is reducible to (Kz, ~2) under randomized reductions. 
Lemma 14. (Kl,pl) is reducible to (K2, ~2) under a randomized reduction. 
Proof. Let /J be a p-rankable distribution with ranking function pi. Then ,~(x’Ol”o”‘) > 
,~u(xOl’O”) if x’ dx, i’ < i, and n’ <n. Let A4 be a nondeterministic Turing machine 
accepting K1 in linear time. Let M’ be a nondeterministic Turing machine such that 
M’ accepts input z iff there is an y=xOl’O” such that pi(y)=fi-‘(2) and A4 accepts y. 
It is easy to see that there is a linear polynomial p such that M’ accepts z iff there is 
a computation of M’ that accepts z in p(lyl) steps. So YE KI iff M’ accepts &i(y)) 
in time p(]yl). Let j be an index such that fij=M’. 
Define a good-input domain r of K1 by 
r={(y,s): y is an instance of KI and isl=p(lyl)}. 
Clearly, CIET(y) 2-’ = 1 for all y. Also, note that pr (y’) d pi (y) iff y’ d y and y’ d y 
implies that (y’( < Iyl, and so p(ly’l)< p(]yl). This then implies that r has the same 
rank with respect to any distribution of rank pi. 
Define a reduction f: r -+ K2 as follows. 
It is easy to see that f is one-one and p-time computable. (Here f can be viewed 
as a randomized algorithm which on all y, tosses a coin for p( ]yl) times to produce 
a random sequence s, and then outputs (j, p(pl(y)),s).) 
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By construction, for all (y,s) E r: y E K, iff ,f(y,s) E Kl. Now we check the 
domination property. For (y,s) E r, write y =xOl’O”. Let y’ be a binary string such 
that ]y’( = /J’( - 2. Since p is a linear polynomial, Is’] = p(iyp’l) = p(1y.j) - 0( 1) 
Is/ ~ 0( 1 ). We have 
rank,,, (y,s) = ]{(J)‘,s’) E r: ~(y’)2-i~r’1 >,n(y)2~‘“‘}1 
> I{(,v’,s’): y’=x’ol”o”‘,li’]=~i~ - l,I.x’i = l.x] - l,n’=Il, 
and b’l =~(l.v’l)~I 
Hence, pU(y,s)) = B-‘(.f(y,s)) = BP’(.i,B(pl(y)),s) = O(B-‘(B(P~(Y)))~“I) 
O(pr(y)2~“I)<O(]y]rank,,,(y,s)). So (TlKj,p~_) is p-time reducible to (Kz,p~) via 
with respect to ranking. 0 
Theorem 15. There is u complete problem (S,p) for (NP, P-rankable) such thmt 
p(S) is solwble in time T on pU,if-u”eruge, then (S, p) is solcable in time T 0 1 $ 
.f 
if’ 
P 
on p-uverage, where p is a polynomiul time bound,ftir computing p und 1 is lineur. 
Proof. The desired complete problem (.S,p) is constructed by (deterministically) re- 
ducing (K2, PZ) to (S P). 
It is well-known that K2 and SAT are p-isomorphic [4], meaning that there is 
a p-time computable and invertible bijection f such that K2 is reducible to SAT via ,f’ 
and SAT is reducible to K2 via f - . ' 7 We then pad the boolean formula generated by 
.f(i,z,w) such that the length of the padded formula is greater than or equal to the cu- 
bic root of the length of pz(i,z, w). Let g denote this new reduction, which is one-one, 
p-time computable, and p-time invertible. Let S =g(K2) and define p as follows: For 
all instances x of S (positive or negative), p(x) = pI(i,z, w), where g-‘(x) = (i,z, M.). 
Hence, p is one-one, p-honest, and for all instances x of S, Ip( d 1x1. 
Assume that p(S) can be solved in time T on LLUnif-average. This means that p(S) 
can be solved by a deterministic algorithm in time t with 
c (T)-‘(O)) /?I Ilunif(Y> < 32 I 
Let 
czc (T)-‘(t(Y)$ 
IYI 
.f(y), 
Ulll 
I 
‘The use of SAT here is for simplicity. We may use any other standard NP-complete problem with a 
padding function in the proof. 
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So S can be solved by a deterministic algorithm with running time (t o p) + p, 
where p is a polynomial time bound for computing p. We will now show that t o p 
is T o I on p-average for some linear polynomial 1. For any natural number d, let 
R/={y: v=p(x)<L}. We know that 2/Q@)l <p(x) < 2 21PcX)l. We get 
So t o p is T 0 1 on p-average by Lemma 8, where 
proof. 0 
I(n) = c11. This completes the 
It follows from Lemmas 5, 13 and Theorem 15 that (NP, P-rankable) does not provide 
harder problems than DistNP with respect to polynomial and sub-exponential time 
bounds as long as the sub-exponential class of time bounds is closed under composition 
of polynomials. 
The following corollary is straightforward. 
Corollary 16. Zf DistNP c AP, then every problem in (NP, P-rankable) is solvable by 
a randomized algorithm in average polynomial time with respect to ranking. 
Remark 17. Osamu Watanabe, a then anonymous referee, has pointed to us that Corol- 
lary 16 can be shown in a different way. He showed that if p is a p-time computable 
ranking function on Z*, then a function f : C* + N is polynomial on p-average exactly 
when it is polynomial on pp-average, where ,u~(x) is proportional to l/p(x) log2 p(x). 
We also thank him for pointing [ 181 to us, where average polynomial time computabil- 
ity is studied in connection to #P-computable distributions. 0 
5. Average-case hierarchy 
Studying hierarchies among complexity classes is a fundamental issue. * For a survey 
of average-case hierarchy results using expected time the reader is referred to [21]. 
The definition of T on p-average depends only on the ranking function p and not on 
the individual values of each distribution with the same rank. This is a much restricted 
notion and so is expected to deliver a tight hierarchy result. In fact, it delivers an 
8 Such an issue is machine dependent. For example, the linear speed-up theorem that holds for multi-tape 
Turing machines does not hold for some other models [2]. 
optimal. The reason why it is possible is simply due to the ranking mechanisms. They 
showed that for time bounds t, T with t=o(T), rAvDTime(t(n)) is properly included 
in rAvDTime(T(n)). This is much tighter than the best known worst-case deterministic 
hierarchy. 
Such a tight hierarchy is impossible for AvDTime(T(n)), however, since Ben-David 
et al.‘s definition of T on p-average does not distinguish r(17) from T(cn) and so. fol 
example, AvDTime(2”) is the same as AvDTime(2’“) [8]. Nevertheless, some reason- 
ably tight hierarchy result can still be obtained. We would like to restrict our attention 
to uniform distributions. Some non-uniform, p-time computable distributions could be 
useful to obtain some tight hierarchy results, but we feel that uniform distributions 
could say more about complexity hierarchies. The default standard uniform probabil- 
ity of input .Y of length n can often be replaced by ~n-~2-” for some k > I and 
appropriate c’, or even [c/(log’+” ~7)]2~” for some c > 0, where log’n denotes (logn)‘~. 
Let t and T be time-constructible and t(n log’.n) log t(n log” n) = o(T(n)) for some 
;: > 0. Define U by iY(~7) = t(n log’n). Goldmann, Grape and Histad [9] showed 
that there exists a language L in DTIME(T(n)) such that if & is the running time of 
a Turing machine M which decides L, then for sufficiently large n, say n>.?V, r,,(s) 3 
U(1.r~) = t(lx/ log” 1x1) f or a constant fraction c,lf of instances x of length II. For 
these X, we have t-‘(Tbf(x))> 1x1 log’, 1.x/. Let /l(s) = [c;(Isl log”’ I.r1)]2 1’1 for the 
appropriate c. Hence, 
So, (L,ll) cannot be in AvDTime(t(n)). This establishes the following hierarchy 
theorem. 
Theorem 18. Let t and T be time-constructible. Assunzr thut there is an 1: > 0 .sud7 
tlmt t(n log” n) log t(n log’ n) = o( r(n)). Th en there exists a distributional decision 
problem (L,p) with p(x) = [c/(/xl log’-“ 1xl)]2-~‘~ ,ftir tl7e uppropriute c suc~lz thtrt 
(L, p) E AvDTime( T(n)) - AvDTime(t(n)). 
There is small room to improve this result by using a function 0 with 
O(n) < nlog’+” I? and c,, l/e(~) < K. Further improvement seems difficult. At least 
it is impossible to obtain a hierarchy result as tight as the deterministic worst-case 
hierarchy [8]. It is, however, possible to get such a tight hierarchy when restricted to 
certain types of polynomially bounded functions. In particular, Cai and 
Selman [8] showed the following result for a particular type of time functions called 
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logarithmico-exponential [ 131. 9 They showed that, if t, T : N + N are logarithmico- 
exponential functions such that t is bounded above by a polynomial and T is fully 
time constructible, and t(n)log t(n) = 0(7’(n)), then there exists a language L and a 
p-time computable distribution p with p(x) =2-Ixl/0(j~j), where B(n) is much slower 
than II log’+‘n, such that (L,p) E AvDTime(T(n)) - AvDTime(t(n)). 
6. Final remarks 
Cai and Selman [8] recently proposed to measure average time using a faster con- 
vergence rate based on Definition 2. In so doing, they are able to obtain a hierarchy 
result for average-case complexity classes as tight as the worst case hierarchy. This 
hierarchy is independent of distributions. Moreover, their definition preserves, up to 
a point, Levin’s definition of average polynomial time under a class of well-behaved 
distributions. However, if this latter restriction on distributions is not imposed, then 
the definition fails on reductions [7]. In particular, a “hard” problem can be reduced 
to an “easy” one, both with p-time computable distributions. The reader is referred to 
[7] for details. 
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