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THE MHS ALGEBRA AND SUPERCONGRUENCES
JULIAN ROSEN
Abstract. A supercongruence is a congruence between rational
numbers modulo a power of a prime. In this paper, we give a tech-
nique for finding and algorithmically proving supercongruences by
expressing terms as infinite series involving certain generalizations
of the harmonic numbers. We apply the technique to derive many
new supercongruences. We also provide software for finding and
proving supercongruences using our technique.
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1. Introduction
1.1. Supercongruences. If x and y are rational numbers and k is a
positive integer, we write x ≡ y mod k if the numerator of x − y is
divisible by k. A supercongruence family (or just supercongruence) is
a statement of the form
ap ≡ bp mod p
n for all but finitely many primes p, (1)
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where ap and bp are rational (or p-adic) numbers depending on p and
n is a positive1 integer.
1.1.1. Multiple harmonic sums. A composition is a finite ordered list
of positive integers. For N a positive integer and s = (s1, . . . , sk)
composition, the quantity
HN(s1, . . . , sk) :=
∑
N≥n1>...>nk≥1
1
ns11 . . . n
sk
k
∈ Q,
is called a multiple harmonic sum (MHS ). We call |s| := s1 + . . . , sk
the weight and k the depth. Multiple harmonic sums are known to
satisfy many supercongruences. The case N = p−1, with p a prime, is
particularly rich. For instance, if n is a positive integer, thenHp−1(n) ≡
0 mod p, and if n is odd then in fact Hp−1(n) ≡ 0 mod p
2. Another
example is the reversal congruence, which appeared in [Hof04]:
Hp−1(s1, . . . , sk) ≡ (−1)
s1+...+skHp−1(sk, . . . , s1) mod p.
Multiple harmonic sums are sometimes viewed as basic units into
which more complicated congruences can be decomposed. As an ex-
ample, consider the p-th central binomial coefficient
(
2p
p
)
, for which
several supercongruences are known. We have(
2p
p
)
= 2
(p+ 1) · (p+ 2) · · · (p+ (p− 1))
1 · 2 · · · (p− 1)
= 2
(
1 +
p
1
)(
1 +
p
2
)
· · ·
(
1 +
p
p− 1
)
= 2
p−1∑
n=0
pnHp−1(1
n). (2)
Here we have used the shorthand notation
HN (1
n) := HN (1, . . . , 1︸ ︷︷ ︸
n
).
So, for instance, the well-known Wolstenholme congruence(
2p
p
)
≡ 2 mod p3
is equivalent to the multiple harmonic sum supercongruence
pHp−1(1) + p
2Hp−1(1, 1) ≡ 0 mod p
3.
1Traditionally (1) is called a supercongruence only when n is at least 2. We also
allow n = 1 for maximal generality
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In Sections 3, 4, and 7, we compute expansions similar to (2), expressing
many other quantities in terms of multiple harmonic sums.
Remark 1.1. The limits of multiple harmonic sums HN(s) as N →∞,
when they exist, are called multiple zeta values. The multiple zeta val-
ues are examples of periods (definite integrals of rational functions with
rational coefficients over rationally-defined regions), and the theory of
motives predicts periods should satisfy a version of Galois theory (see
[And09]). In [Ros16], the author uses the Galois theory of multiple
zeta values to construct a Galois theory of supercongruences.
1.2. Results. The main result of this paper is a technique for discover-
ing and algorithmically proving supercongruences by expanding terms
into p-adically convergent series involving the multiple harmonic sums
Hp−1(s). We apply our technique to derive many new results, includ-
ing congruences for binomial coefficients (Congruence 3.1), the Ape´ry
numbers (Congruences 3.2, 3.6, 3.7), Bernoulli numbers and p-adic zeta
values (Congruences 3.6 and 3.7), alternating harmonic numbers (Con-
gruence 7.14), some sums involving harmonic numbers (Congruences
4.3, 4.4), p-restricted harmonic numbers (Congruences 4.5, 4.7), and
certain ‘curious’ generalized harmonic numbers (Congruence 4.9). A
summary of the technique is given in Section 5.
We construct a commutative Q-algebraM, called the MHS algebra,
consisting of prime-indexed sequences admitting an expansion of a cer-
tain form in terms of multiple harmonic sums. We give an algorithm
for proving supercongruences between elements of the MHS algebra.
We also provide software for finding and proving supercongruence us-
ing this algorithm. A description of the software is given in Appendix
A. The algorithm produces unconditional proofs of supercongruences,
and the truth of Conjecture B.2 would imply the algorithm is in fact a
decision procedure for supercongruences between elements of the MHS
algebra.
1.3. Outline. In Sections 3 and 4, we prove many new supercongru-
ences using expansions in terms of multiple harmonic sums. In Section
5 we summarize our technique for proving supercongruences using these
expansion. In Section 6 we define the MHS algebra, which is the class
of quantities for which our technique is algorithmically applicable.
In Section 7 we compute a number of additional expansions in terms
of multiple harmonic sums, which allow us to algorithmically prove
many additional supercongruences.
In Section 8 we discuss a generalization to truncated multiple poly-
logarithms.
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We provide software implementing the technique of this paper, which
we describe in Appendix A. Appendix B contains a description of a
family of supercongruences for multiple harmonic sums, which appared
recently in [Jar16a].
1.4. Recent related work. Recent work of Jarossay [Jar16a] gives
several series identities for multiple harmonic sums Hp−1(s), which are
used in this paper. Additionally, [Jar16a, Jar16b, Jar16c] establish a
relationship between multiple harmonic sums and p-adic multiple zeta
values. In [Ros16] the author uses this relationship to construct a
Galois theory of supercongruences for the MHS algebra.
Several recent works involve computer algorithms for proving con-
gruences. Rowland and Yassawi [RY] given an automatic method for
proving congruences for diagonal coefficients of multi-variate rational
power series. The results of [RY] are generalized by Rowland and Zeil-
berger in [RZ14]. A very recent paper of Chen, Hou, and Zeilberger
[CHZ0] gives an algorithm for proving congruences modulo p for certain
power series coefficients.
The present work involves infinite, p-adically convergent series iden-
tities involving multiple harmonic sums, and in Section 8 we look at
related series involving truncated multiple polylogarithms. A recent
work of Seki [Sek] investigates a closely related p-adic series identity
for truncated multiple polylogarithms.
2. Congruences for multiple harmonic sums
In this section, we describe a class of supercongruences for multiple
harmonic sums. There is an algorithm for proving supercongruences in
this class, which is conjecturally a decision procedure.
2.1. Stuffle product. It is well-known that the product of two multi-
ple harmonic sums with the same bound of summation can be written
as a sum of multiple harmonic sums with the same bound. This is best
illustrated with an example:
HN (2)HN(3) =
N∑
n=1
N∑
m=1
1
n2m3
=
(∑
n>m
+
∑
n<m
+
∑
n=m
)
1
n2m3
= HN(2, 3) +HN(3, 2) +HN(5).
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The expression on the right is called a stuffle product of HN(2) and
HN(3), which is a combination of shuffling and stuffing (the 2 and 3
are shuffled to give (2, 3) and (3, 2), and stuffed to give (5)).
2.2. Weighted congruences. In Section 1.1.1, we saw the congru-
ences
Hp−1(n) ≡ 0 mod p, n even,
Hp−1(n) ≡ 0 mod p
2, n odd,
Hp−1(s1, . . . , sk) ≡ (−1)
s1+...+skHp−1(sk, . . . , s1) mod p.
These congruences are homogeneous, in that each involves only compo-
sitions of a single weight. There are also inhomogeneous congruences,
for instance
Hp−1(1) ≡
1
3
p2Hp−1(2, 1) mod p
4,
or the more complex
33Hp−1(2) ≡ 22pHp−1(2, 1) + 2p
2Hp−1(2, 1, 1) mod p
4.
It these examples, terms Hp−1(s) are multiplied by an explicit power of
p, which increase with the weight of s. This is typical for supercongru-
ences involving Hp−1. It is convenient to multiply through by a power
of p so that each term has the form p|s|Hp−1(s).
Definition 2.1. ([Ros15]) For each composition s, we define the weighted
multiple harmonic sum
hp(s) := p
|s|Hp−1(s).
A weighted MHS congruence (or just weighted congruence) is a state-
ment of the form
m∑
i=1
αihp(si) ≡ 0 mod p
n for all but finitely many p,
where n ∈ Z>0, the coefficients α1, . . . , αm ∈ Q, and the compositions
s1, . . . , sm are independent of p.
Note that hp(s) ≡ 0 mod p
|s|.
2.3. Extension. Frequently weighted congruences can be strength-
ened. For example the now-well-known congruence hp(1, 1) ≡ 0 mod p
3
can be strengthened to 3hp(1, 1) + hp(2, 1) ≡ 0 mod p
4, and further
to 3hp(1, 1) + hp(2, 1) + hp(3, 1) ≡ 0 mod p
5. These congruences arise
from a convergent p-adic series identity
3hp(1, 1) +
∑
n≥2
hp(n, 1) = 0. (3)
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Series identities like (3) are ubiquitous. Another example, which is not
difficult to check, is
2hp(1) +
∑
n≥2
hp(n) = 0, (4)
from which follows a family of weighted congruences:
2hp(1) ≡ 0 mod p
2
2hp(1) + hp(2) ≡ 0 mod p
3
2hp(1) + hp(2) + hp(3) ≡ 0 mod p
4
...
In [Ros15], the author gave two families of p-adic series identities like
(3), (4). Jarossay [Jar16a] recently gave more general methods for
generating these identities. We expect that every weighted congruence
is a consequence of one of these series identities (this Conjecture A of
[Ros15]), and that moreover every such series identities is a consequence
of the identities in [Jar16a] (this is Conjecture B.2 of the present work).
One of the identity families of [Jar16a] is described in Appendix B.
Remark 2.2. The identities described in Appendix B can be computed
algorithmically, so there is an algorithm for proving weighted congru-
ences. We expect (Conjecture B.2) that every weighted congruence can
be proven using this algorithm.
3. Reduction to multiple harmonic sums
It is sometimes possible to prove a supercongruence by reducing it to
a weighted MHS congruence. We illustrate this technique with three
examples.
3.1. Binomial coefficients. We prove the following congruence.
Congruence 3.1. For p odd:
12− 9
(
2p
p
)
+ 2
(
3p
p
)
≡ 24p3
p−1∑
n=1
1
n3
mod p6. (5)
That the left hand side is divisible by p3 follows from the well-known
congruence for positive integers k, r,(
kp
rp
)
≡
(
k
p
)
mod p3.
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Proof. Equation (2) above is the identity
(
2p
p
)
= 2
∑p−1
n=0 hp(1
n). It fol-
lows that
(
2p
p
)
≡ 2
∑5
n=0 hp(1
n) mod p6. A similar computation gives(
3p
p
)
≡ 3
∑5
n=0 2
nhp(1
n) mod p6. So (5) is equivalent to the weighted
congruence
5∑
n=1
(6 · 2n − 18)hp(1
n) ≡ 24 hp(3) mod p
6. (6)
There are two approaches to derive (6).
• The first approach is to piece together known results from the
literature. We start with hp(1
5) ≡ 0 and hp(1
3) ≡ 2hp(1
4)
mod p6 ([Zha08], Theorem 1.6 ). The identity(
1−
p
1
)
· · ·
(
1−
p
p− 1
)
= 1
implies that
hp(1)− hp(1
2) + hp(1
3)− hp(1
4) ≡ 0 mod p6
(this appeared in [Ros13], Proposition 2.1). Together, these
congruences show that (5) is equivalent to
72hp(1
3) ≡ 24hp(3),
which also follows from [Zha08], Theorem 1.6.
• The second approach is to verify (6) by computer, using Remark
2.2.

There is nothing special about the modulus p6 in (5): the expression
for the binomial coefficients in terms of the multiple harmonic sums
hp(1
n) can be extended to hold modulo any desired power of p. In
particular, it can be shown using the same technique that the difference
between the left hand side and the right hand side of (5) is congruent
to −48hp(4, 1, 1) modulo p
7. Similar computations are possible for
binomial coefficients of various other shapes, see Section 7.4.
3.2. Ape´ry numbers. In 1979 Ape´ry proved that ζ(3) is irrational
(see [Ape´81]). The proof involves a sequence of positive integers bn,
now called Ape´ry numbers, defined by the recurrence relation b0 = 1,
b1 = 5, and
bn =
34n3 − 51n2 + 27n− 5
n3
bn−1 −
(n− 1)3
n3
bn−2
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for n ≥ 2. From the recurrence relation it is not obvious that the Ape´ry
numbers are integers; this follows from an expression for bn in terms of
binomial coefficients:
bn =
n∑
k=0
(
n
k
)2(
n+ k
k
)2
.
In the introduction, we stated the congruence
bp−1 ≡ 1 mod p
3, (7)
which is given in [CCC80]. We prove an extension modulo p5.
Congruence 3.2. For every prime p ≥ 7, the Ape´ry numbers satisfy(
2p
p
)
· bp−1 ≡ 2 mod p
5. (8)
Note that
(
2p
p
)
≡ 2 mod p3, so (8) is a generalization of (7). The
key tool is the following lemma, which allow us to prove a wide range
of congruences for bp−1.
Lemma 3.3. There exists an algorithmically computable sequences of
integer coefficients αs, indexed by the compositions, such that for every
prime p, we have
bp−1 =
∑
s
αshp(s). (9)
The coefficients αs have the property that for every p, there are only
finitely many compositions s of length less than p with αs 6= 0, so the
right hand side of (9) is actually a finite sum.
Proof. For n an arbitrary positive integer, we compute
bn−1 =
n−1∑
k=0
(
n− 1
k
)2(
n + k − 1
k
)2
= 1 +
n−1∑
k=1
(
n− k
k
)2 [(
1−
n
1
)
. . .
(
1−
n
k − 1
)]2
·
n2
k2
[(
1 +
n
1
)
. . .
(
1 +
n
k − 1
)]2
= 1 +
n−1∑
k=1
(
n− k
k
)2
n2
k2
[(
1−
n2
12
)
. . .
(
1−
n2
(k − 1)2
)]2
= 1 +
n−1∑
k=1
(
n4
k4
− 2
n3
k3
+
n2
k2
)(∑
i≥0
(−1)in2iHk−1(2
i)
)2
.
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The product of the final two terms inside the outer sum can be ex-
panded as a linear combination of terms n|s|Hk−1(s) using the stuffle
product, and multiplying by na/ka and summing over k gives terms
n|s|+aHn−1(a, s).
Take n = p to obtain the desired result.

Proof of Congruence 3.2. Lemma 3.3 and the expression (2) for
(
2p
p
)
shows that (8) is equivalent to a weighted congruence. This weighted
congruence is not too hard to prove by hand, but by Remark 2.2 it can
also be verified by computer. 
3.3. Bernoulli numbers and the p-adic zeta function. The Bernoulli
numbers Bn, n ≥ 0 are a sequence of rational numbers defined by the
exponential generating function
x
ex − 1
=
∞∑
n=0
Bn
n!
xn.
They are known to satisfy many congruences. We mention here the
Kummer congruence, which says that for any prime p and integer k ≥ 1,
(1− pn−1)
Bn
n
≡ (1− pm−1)
Bm
m
mod pk
holds whenever m and n are positive integers, neither divisible by p−1,
satisfying n ≡ m mod (p− 1)pk−1.
The Riemann zeta function takes rational values at the negative
integers, and there is an explicit formula in terms of Bernoulli numbers:
ζ(−n) = −
Bn+1
n+ 1
.
For p a fixed prime, the Kummer congruences imply that the restriction
of (1−p−s)ζ(s) (the zeta function with the Euler factor at p removed) to
the negative integers in a given residue class modulo p− 1 is uniformly
p-adically continuous. Since the negative integers in any residue class
modulo p − 1 are p-adically dense in the integers, we can extend this
function to the positive integers.
Definition 3.4. For each integer k ≥ 2, we define the p-adic zeta value
ζp(k) := lim
n→−∞,
n≡k mod p−1,
n→k p-adically
(1− p−n)ζ(n) ∈ Qp.
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For all integers k, n ≥ 2, and all primes p ≥ k + 2:
ζp(k) ≡
Bp−k
k
mod p,
ζp(k) ≡
Bpn−1(p−1)+1−k
k − 1
(
1−
pn−1
k − 1
)
mod pn.
The p-adic zeta values can be expressed in terms of the more general
p-adic L-functions of Kubota-Leopoldt; we have
ζp(k) = Lp(k, ω
1−k
p ),
where ωp is the Teichmu¨ller character.
The p-adic zeta values can be expressed in terms of weighted multiple
harmonic sums.
Theorem 3.5 ([Was97], Theorem 5.11). For every integer k ≥ 2, there
is a p-adically convergent series identity
pkζp(k) =
∑
n≥k−1
(−1)k+n+1
k − 1
(
n− 1
k − 2
)
Bn+1−khp(n). (10)
The most important feature of (10) is that the coefficients
(−1)k+n+1
k − 1
(
n− 1
k − 2
)
Bn+1−k
are independent of p. Combining (9) with (10) and using Remark 2.2, it
is a finite computation to verify the following result relating the Ape´ry
numbers to ζp.
Congruence 3.6.
bp−1 ≡ 1 + 2p
3ζp(3)− 16p
5ζp(5)− 14p
6ζp(3)
2 − 100p7ζp(7) mod p
8.
We can similarly get expressions for ap−1 in terms of Bernoulli numbers.
We use modulus p6 for simplicity:
Congruence 3.7.
bp−1 ≡ 1 +
(
p3 −
p5
2
)
Bp3−p2−2 −
16
5
p5Bp−5 mod p
6.
Many other congruences can be derived with the same technique.
Remark 3.8. We can extend Congruence 3.6 to hold modulo arbitrary
large powers of p using p-adic analogues of the multiple zeta values.
This is done by the author in [Ros16].
THE MHS ALGEBRA AND SUPERCONGRUENCES 11
4. Mixed congruences
The previous section involves weighted multiple harmonic sums hp(s) :=
p|s|Hp−1(s). One sometimes encounters expressions p
bHp−1(s) with
b 6= |s|. We make the following definition.
Definition 4.1. A mixed MHS congruence (or just mixed congruence)
is a result of the form
m∑
i=1
aip
biHp−1(si) ≡ 0 mod p
n for all but finitely many p, (11)
where a1, . . . , am ∈ Q, b1, . . . , bm ∈ Z, and s1, . . . , sm are compositions,
all of which are independent of p.
Thankfully, we expect that every mixed congruence is a consequence
of weighted congruences. To be precise:
Conjecture 4.2. The mixed congruence (11) holds if and only if for
every k ∈ Z, the weighted congruence
m∑
i=1
|si|=bi+k
aihp(si) ≡ 0 mod p
n+k
holds for all p sufficiently large.
Note that the “if” part of the conjecture is obvious.
Sometimes a supercongruence can be reduced to a mixed MHS con-
gruence. The remainder of this section is devoted to three examples.
4.1. A sum involving harmonic numbers. In a work from 2012, Z.-
W. Sun [Sun12] proved four congruences for sums involving harmonic
numbers. We consider one of them here:
p−1∑
k=1
Hk(1)
2 ≡ 2p− 2 mod p2. (12)
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The summand Hk(1)
2 can be expanded as 2Hk(1, 1) + Hk(2), so we
have
p−1∑
k=1
Hk(1)
2 =
∑
p−1≥k≥n>m≥1
2
nm
+
∑
p−1≥k≥n≥1
1
n2
(13)
=
∑
p−1≥n>m≥1
2(p− n)
nm
+
∑
p−1≥n≥1
p− n
n2
= 2pHp−1(1, 1)− 2
∑
p−1≥n>m≥1
1
m
+ pHp−1(2)−Hp−1(1)
= 2pHp−1(1, 1)− 2
∑
p−1≥m≥1
p− 1−m
m
+ pHp−1(2)−Hp−1(1)
= 2pHp−1(1, 1)− (2p− 2)Hp−1(1) + 2(p− 1) + pHp−1(2)−Hp−1(1)
= 2p− 2 + (3− 2p)Hp−1(1) + pHp−1(2) + 2pHp−1(1, 1).
This shows that (12) is equivalent to a mixed congruence. It also makes
it easy to find strengthenings of (12). For example:
Congruence 4.3. For all primes p ≥ 5,
p−1∑
k=1
Hk(1)
2 ≡ 2p− 2 +
1
3
p2(2p− 1)Hp−1(2, 1) mod p
4.
Proof. This is equivalent to the mixed MHS congruence
(3−2p)Hp−1(1)+pHp−1(2)+2pHp−1(1, 1) ≡
1
3
p2(2p−1)Hp−1(2, 1) mod p
4.
(14)
Equation (14) follows from weighted congruences
3hp(1) + hp(2) + 2hp(1, 1) ≡ −
1
3
hp(2, 1) mod p
5,
−2hp(1) ≡
2
3
hp(2, 1) mod p
4,
which can be derived using Remark 2.2. 
It is worth emphasizing that the expansion (13), and the subsequent
proof of Proposition 4.3, can be computed completely mechanically.
We can similarly extend another congruence from [Sun12]:
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Congruence 4.4. For p ≥ 5,
p−1∑
k=1
k2Hk(1)
2 ≡ −
4
9
+
79
108
p−
13
36
p2 +
1
6
Hp−1(1) mod p
3.
4.2. p-restricted harmonic numbers. We prove the following.
Congruence 4.5. For p ≥ 7,
p2∑
n=1
p∤n
1
n
≡ p2
p−1∑
n=1
1
n
mod p6. (15)
The quantity on the left hand side of (15) is called a p-restricted
harmonic number because we exclude terms whose index is divisible
by p. The p-restriction is just for convenience, and similar results are
possible for the ordinary (non-restricted) harmonic numbers. We begin
with a lemma.
Lemma 4.6. For all primes p, there is a convergent p-adic series iden-
tity
p2∑
n=1
p∤n
1
n
=
∞∑
m=0
m+1∑
k=1
(−1)m
(
m+ 1
k
)
Bm+1−k
m+ 1
pk+mHp−1(m+ 1). (16)
Proof. We expand the left hand side as a p-adic series
p2∑
n=1
p∤n
1
n
=
p−1∑
a=0
p−1∑
j=1
1
j + ap
=
p−1∑
a=0
p−1∑
j=1
1
j
(
1 +
ap
j
)−1
=
p−1∑
a=0
p−1∑
j=1
1
j
∞∑
m=0
(−1)m
ampm
jm
=
∞∑
m=0
(−1)mpmHp−1(m+ 1)
p−1∑
a=0
am
=
∞∑
m=0
(−1)mpmHp−1(m+ 1)
m+1∑
k=1
(
m+ 1
k
)
Bm+1−k
m+ 1
pk.
In the last line we have used Faulhaber’s formula for sums of m-th
powers. 
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Proof of Congruence 4.5. We reduce (16) modulo p6 to find that (15)
is equivalent to the mixed congruence
pHp−1(1) +
(
p2
2
−
p3
2
)
Hp−1(2) +
(
p3
6
−
p4
2
+
p5
3
)
Hp−1(3)
−
p5
4
Hp−1(4)−
p5
30
Hp−1(5) ≡ p
2Hp−1(1) mod p
6.
This mixed congruence follows from the following weighted congru-
ences, which can be checked algorithmically by Remark 2.2:
hp(1) +
1
2
hp(2) +
1
6
hp(3)−
1
30
hp(5) ≡ 0 mod p
6,
−
1
2
hp(2)−
1
2
hp(3)−
1
4
hp(4) ≡ hp(1) mod p
5,
1
3
hp(3) ≡ 0 mod p
4.

Like Proposition 4.3, the proof of Proposition 4.5 is algorithmic.
In Section 7.3 we generalize this technique to a wide range of multiple
harmonic sums (and p-restricted variants). We give one additional con-
gruence here, which was discovered and proved entirely by computer.
Congruence 4.7.
p3Hp2−1(2, 1) ≡
(
1 + p3
)
Hp−1(2, 1) +
(
−
11
10
p5 +
11
10
p7
)
Hp−1(4, 1)
+
7
5
p6Hp−1(4, 1, 1)−
59
560
p7Hp−1(6, 1) mod p
8.
4.3. The ‘curious’ congruence. Let k and r be positive integers, p
a prime. Congruence properties of the sum
Cr,k,p :=
∑
n1,...,nk≥1
n1+...+nk=p
r
p∤n1···nk
1
n1 · · ·nk
.
have received attention from several authors, including Zhao [Zha07,
Zha14], Ji [Ji05], Zhou and Cai [ZC07], Wang and Cai [WC14], Wang
[Wan15]. For r = 1, it can be shown that
C1,k,p =
k!
p
Hp−1(1
k−1),
from which we can read off congruences in terms of Bernoulli numbers:
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C1,k,p ≡
{
−(k − 1)!Bp−k mod p if k is odd,
− n
2(k+1)
k!Bp−k−1p mod p
2 if k is even.
Some results are known for arbitrary r and small k:
Cr,2,p ≡ −
2
3
prBp−3 mod p
r+1 [Zha14],
Cr,3,p ≡ −2 p
r−1Bp−3 mod p
r [WC14],
Cr,4,p ≡ −
4!
5
prBp−5 mod p
r+1 [Zha14],
Cr,5,p ≡ −
5!
6
pr−1Bp−5 mod p
r [Wan15],
Cr,6,p ≡ −
5!
18
pr−1B2p−3 mod p
r [Wan].
Theorem 4.8. Fix positive integers r, k, and n. Then there exist algo-
rithmically computable compositions s1, . . . , sm, coefficients c1, . . . , cm ∈
Q, and exponents b1, . . . , bm ∈ Z, independent of p, such that the con-
gruence
Cr,k,p ≡
m∑
i=1
cip
biHp−1(si) mod p
n (17)
holds for all sufficiently large p.
The proof is cumbersome, and can be found in Section 7.6. The
expansion (17) is messy to work out by hand, but can be written down
with the assistance of a computer. We give a few examples.
Congruence 4.9.
C2,3,p ≡ −2pHp−1(2, 1)+
(
2p3 −
11
5
p5
)
Hp−1(4, 1)−
69
35
p5Hp−1(6, 1) mod p
6,
C2,4,p ≡ −
24
5
p2Hp−1(4, 1) +
28
15
p3Hp−1(4, 1, 1) mod p
4,
C3,3,p ≡ −2p
2Hp−1(2, 1) + 2p
4Hp−1(4, 1) mod p
6,
C3,4,p ≡ −
24
5
p3Hp−1(4, 1) +
28
15
p4Hp−1(4, 1, 1) mod p
5.
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5. Summary of the technique
Here we summarize our technique for proving supercongruences.
Suppose we encounter a quantity ap (depending on p) in a supercon-
gruence. We attempt to express ap as a p-adic series of the form
ap =
∞∑
i=1
cip
biHp−1(si), (18)
where ci ∈ Q, the si are composition, and bi ∈ Z satisfy bi → ∞ as
i → ∞. We need the convergence of (18) to be uniform in p in the
following weak sense: for each integer n ≥ 0, the congruence
ap ≡
∑
i
bi<n
cip
biHp−1(si)
should hold for all but finitely many p. In practice this uniformity
condition is very often satisfied. In Sections 3 and 4, we described
expansions of the form (18) for many quantities: binomial coefficients,
Ape´ry numbers, values of the p-adic zeta function, various generalized
harmonic numbers, various sums involving harmonic numbers, among
others. In Section 3, the expansions had the addition property that
bi = |si| for all i, i.e. they involved weighted multiple harmonic sums.
If we can find an expansion (18) for every term in a supercongruence,
then that congruence is equivalent to a mixed MHS congruence, i.e., a
congruence of the form (11). We decompose this mixed congruence into
weighted parts, and attempt to prove each weighted part separately,
using Remark 2.2. The truth of Conjectures 4.2 and B.2 would imply
that if we fail to find a proof this way, then in fact the supercongruence
fails for infinitely many primes.
6. The MHS algebra
In this section, we describe the class of quantities for which our
technique applies.
6.1. The ring Qp→∞. In [Ros15], the author defined a complete topo-
logical ring related to the finite adeles, and used it to study weighted
MHS congruences. Here we consider this ring with a prime p inverted.
This localization was considered in [Jar16a], §6.4.2b, and we adopt the
notation of [Jar16a].
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Definition 6.1. Define a commutative Q-algebra
Qp→∞ :=
{
(ap) ∈
∏
pQp : vp(ap) bounded below
}
{
(ap) ∈
∏
pQp : vp(ap)→∞ as p→∞
} .
We equip Qp→∞ with a decreasing, exhaustive, separated filtration:
FilnQp→∞ = {(ap) ∈ Qp→∞ : ap ∈ p
nZp for all but finitely many p} .
The sets in the filtration form a neighborhood basis of 0 for a topology,
making Qp→∞ into a complete topological ring.
6.2. The MHS algebra.
Definition 6.2. The mhs algebra is the subset M ⊂ Qp→∞ consist-
ing of elements (ap) such that there exist rational numbers c1, c2, . . .,
integers b1, b2, . . . going to infinity, and compositions s1, s2, . . ., all in-
dependent of p, such that
(ap) =
∞∑
i=1
(
cip
biHp−1(si)
)
∈ Qp→∞. (19)
Concretely, this is equivalent to the condition that for every integer n,
the congruence
ap ≡
∞∑
i=1
bi<n
cip
biHp−1(si) mod p
n (20)
holds for all sufficiently large p (note that the sum of the right hand
side of (20) is finite).
Sometimes we will abuse terminology and write that the quantity ap
is in the MHS algebra when we mean (ap) ∈ M. If (ap), (bp) ∈ M,
then the supercongruence
ap ≡ bp mod p
n
is equivalent to a mixed MHS congruence, hence by Remark 2.2 has a
conjectural decision procedure which can be performed by a computer.
In Section 3, we found expansions of the form (19) with the additional
property that bi = |si| for all i (that is, expansions in terms of weighted
multiple harmonic sums).
Definition 6.3. The weighted MHS algebra is the set of elements (ap)
in the MHS algebra such that the ci, bi, si in Definition 6.2 can be
chosen with bi = |si| for all i.
Elements of the weighted MHS algebra were called asymptotically
representable by weighted multiple harmonic sums in [Ros15].
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7. More elements of the MHS algebra
In this section, we show that a number of additional quantities that
have appeared in supercongruences are in the MHS algebra. All of
the results here are constructive, in that the proof gives a recipe for
expressing a quantity as a sum of the form (19).
7.1. Generalities.
Proposition 7.1 ([Ros15], Lemma 6.2). The weighted MHS algebra is
topologically closed.
The usefulness of this fact is that if we can express an element (ap) ∈
Qp→∞ as a convergent infinite sum of elements in the weighted MHS
algebra, then we can conclude (ap) is also in the weighted MHS algebra.
Unfortunately, the proof does not generalize to the MHS algebra.
We compensate by making the following definition.
Definition 7.2. We define a filtration Filn on the MHS algebraM by
taking FilnM to be the set of (ap) ∈M such that there is an expansion
(19) satisfying bi ≥ n for all i.
The truth of Conjectures 4.2 and B.2 would imply that FilnM =
FilnQp→∞ ∩M, and therefore would also imply that M is closed.
Proposition 7.3. Let α1, α2, . . . be a sequence of elements of M such
that for all N ∈ Z, all but finitely many of the terms of the sequence
are in FilNM. Then then infinite sum
∞∑
n=1
αn
converges to an element of M.
Proof. Choose expansions (19) for α1, α2, . . . such that the smallest bi
appearing in αn goes to∞ as n→∞, and formally add the expansions.

Proposition 7.4. If a ∈ Fil1M, then 1 + a is a unit in the MHS
algebra.
Proof. The inverse of 1 + a is
∑
n≥0(−a)
n. 
7.2. Rational functions.
Proposition 7.5. Let f(x) ∈ Q(x) be a rational function. Then f(p)
is in the MHS algebra.
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Proof. There is a Laurent series expansion
f(x) =
∞∑
i=−N
bix
i ∈ Q((x)).
It is known that for all but finitely many p, every coefficient is p-
integral. For those p, the congruence
f(p) ≡
n−1∑
i=−N
bip
i mod pn
holds for all positive integers n. 
7.3. Multiple power sums. For non-negative integers N , M , arbi-
trary integers s1, . . . , sk, and p a prime, define
SN,M(s1, . . . , sk) :=
∑
N≥n1>...>nk≥M+1
1
ns11 . . . n
sk
k
,
S
(p)
N,M(s1, . . . , sk) :=
∑
N≥n1>...>nk≥M+1
p∤n1...nk
1
ns11 . . . n
sk
k
.
When s1, . . . , sk are positive, we have SN,0(s1, . . . , sk) = HN(s1, . . . , sk).
We prove the following result.
Theorem 7.6. Let s1, . . . , sk be arbitrary integers, and suppose f(x),
g(x) ∈ Z[x] have positive leading coefficients. Then
Sf(p),g(p)(s1, . . . , sk) ∈ Fil
− deg(g)
(
[s1]++...+[sk]
+
)
M,
S
(p)
f(p),g(p)(s1, . . . , sk) ∈ Fil
0M.
Here, [n]+ denotes the positive part of n, which is n if n is positive and
0 otherwise.
Corollary 7.7. For every polynomial f(x) ∈ Z[x] with positive leading
coefficient and every composition s, the multiple harmonic sum Hf(p)(s)
is in the MHS algebra.
We begin with some lemmas.
Lemma 7.8. For all integers b, r, s1, . . . , sk with b ≥ 1 and r ≥ 0,
Sbpr,(b−1)pr(s1, . . . , sk) ∈ Fil
−r
(
[s1]++...+[sk]
+
)
M, (21)
S
(p)
bpr ,(b−1)pr(s1, . . . , sk) ∈ Fil
0M.
A closely related result appeared in [Jar16a], §8.2.
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Proof. We give the proof for Sbpr,(b−1)pr . The argument for S
(p)
bpr,(b−1)pr
is similar (and in fact is easier).
The proof is by induction on r. For r = 0, the quantity is a constant
rational number not depending on p, so is in Fil0M.
Now assume the result holds up through r − 1. In the sum defining
Sbpr,(b−1)pr , we substitute ni = aip− ji for i = 1, . . . , k to obtain
Sbpr,(b−1)pr(s1, . . . , sk) =
∑
ai,ji
1
(a1p− j1)s1 . . . (akp− jk)sk
, (22)
where the sum of over ai, ji satisfying
• bpr−1 ≥ a1 ≥ . . . ≥ ak−1 ≥ (b− 1)p
r−1 + 1,
• p− 1 ≥ j1, . . . , jk ≥ 0, and
• for each i, if ai = ai+1 then ji < ji+1.
We separate the sum (22) into finitely many sub-sums depending on
the possible (not necessarily strict) orderings of a1, . . . , ak and 0, j1, . . . , jj ,
and we get that Sbpr ,(b−1)pr(s1, . . . , sk) can be written as a finite sum of
terms of the form∑
bpr−1≥a1>...>an≥(b−1)pr−1+1
[
(a1p)
c1 . . . (anp)
cn
]−1 ∑
p−1≥j1>...>jm≥1
(ae1p−jf1)
d1 . . . (aemp−jfm)
dm ,
(23)
where
• n, m ∈ Z≥0,
• c1, . . . , cn ∈ Z, with
∑
[ci]
+ ≤
∑
[si]
+
• e1, . . . , em and f1, . . . , fm are in {1, . . . , n}, and
• d1, . . . , dm ∈ Z.
Now for 1 ≤ j ≤ p − 1, there is a uniformly convergent p-adic series
expansion
(ap− j)−s =
∑
n≥0
(
−s
n
)
(−1)s+nanpnj−s−n.
Thus we can write Sbpr,(b−1)pr(s1, . . . , sk) as a p-adically uniformly con-
vergent sum of terms
pNhp(t1, . . . , tw)Sbpr−1,(b−1)pr−1(u1, . . . , uq), (24)
with N ≥ −
∑
[si]
+ and
∑
[ui]
+ ≤
∑
[si]
+. By the inductive hypothe-
sis, the rightmost factor in (24) is in Fil
∑
[ui]
+
M, so we conclude
Sbpr,(b−1)pr(s) ∈ p
NFil−(r−1)
∑
[ui]
+
M⊂ Fil−r
∑
[si]
+
M.

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Lemma 7.9. For all integers b, r, s1, . . . , sk, with b, r ≥ 1:
Sbpr,0(s1, . . . , sk) ∈ Fil
−r
(
[s1]++...+[sk]
+
)
M, (25)
S
(p)
bpr ,0(s1, . . . , sk) ∈ Fil
0M.
Proof. There are finitely many ways the summands in the definition
of (25) can be divided among the intervals [1, pr], [pr + 1, 2pr], . . .,
[(b − 1)pr + 1, bpr]. In this way (25) can be written as finite sums of
products of terms of the form (21). 
Lemma 7.10. Let f(x) ∈ Z[x] be a polynomial with positive leading
coefficient, s1, . . . , sk ∈ Z. Then
Sf(p),0(s1, . . . , sk) ∈ Fil
− deg(f)
(
[s1]++...+[sk]
+
)
M,
S
(p)
f(p),0(s1, . . . , sk) ∈ Fil
0M.
Proof. We prove this for Sf(p),0(s1, . . . , sk). The other case is similar.
We induct on the degree of f . If deg(f) = 0, the quantity Sf(p),0(s1, . . . , sk)
is a rational constant independent of p, so is in the MHS algebra.
Assume deg(f) = r ≥ 1. We can write f(x) = axr + g(x) or f(x) =
axr − g(x) where g(x) is either 0 or a polynomial of degree less than r
with positive leading coefficient.
We will assume that f(x) = axr + g(x) as above (the case f(x) =
axr − g(x) is similar). We have
Sf(p),0(s1, . . . , sk) =
k∑
i=0
Sapr+g(p),apr(s1, . . . , si)Sapr ,0(si+1, . . . , sk).
So it suffices to show that
Sapr+g(p),apr(s1, . . . , si) ∈ Fil
−r
(
[s1]++...+[si]+
)
M.
For all sufficiently large p, we will have apr > g(p). For such p,
Sapr+g(p),apr(s1, . . . , si)
=
∑
g(p)≥n1>...>ni≥1
1
(apr + n1)s1 . . . (apr + ni)si
=
∑
g(p)≥n1>...>ni≥1
(
1 + ap
r
n1
)−s1
. . .
(
1 + ap
r
ni
)−si
ns11 . . . n
si
i
=
∑
t1,...,ti≥0
(
i∏
j=1
(
−sj
tj
))
(apr)σtSg(p),0(s1 + t1, . . . , si + ti).
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The result now follows by applying the inductive hypothesis to the
term Sg(p),0(s1 + t1, . . . , si + ti). 
Proof of Theorem 7.6. The proof is induction on k. For k = 0 the
result is trivial. For the induction step, observe that
Sf(p),g(p)(s1, . . . , sk) = Sf(p),0(s1, . . . , sk)
−
k−1∑
i=0
Sf(p),g(p)(s1, . . . , si)Sg(p),0(si+1, . . . , sk)
and use Lemma 7.10. The proof for S(p) is identical. 
7.4. Binomial coefficients.
Theorem 7.11. Let f(x), g(x) ∈ Z[x] have positive leading coefficients.
Then the binomial coefficient (
f(p)
g(p)
)
(26)
is a unit in the MHS algebra.
Lemma 7.12. For integers a ≥ b ≥ 0 and r ≥ 0, the quantity(
apr
bpr
)
is a unit in the MHS algebra.
Proof. The proof is induction on r. For r = 0 this is trivial.
For p ≥ 3, we have(
apr
bpr
)
=
(
apr−1
bpr−1
) bpr∏
i=1
p∤i
(
1−
apr
i
)
=
(
apr−1
bpr−1
)
·
∑
n≥0
(−apr)nH
(p)
bpr(1
n).
Now use the inductive hypothesis and Lemma 7.10, noting that the
sum on the right is a unit by Proposition 7.4 
Proof of Theorem 7.11. If deg(f) < deg(g), then (26) is 0 for p suffi-
ciently large, so we may assume deg(f) ≥ deg(g).
We induct on deg(f). If deg(f) = 0, then (26) is constant, so is in
the MHS algebra.
Suppose deg(f) = r ≥ 1. We can write f(x) = axr + j(x), g(x) =
bxr + j(x) + k(x), with j(x), k(x) polynomials of degree at most r− 1.
Consider the case when the leading coefficients of j(x) and of k(x) are
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non-negative (the other cases are similar). For p sufficiently large that
j(p), k(p) ≥ 0, we compute(
f(p)
g(p)
)
=
(
apr + j(p)
bpr + j(p) + k(p)
)
=
(
apr
bpr
)(∏j(p)
i=1 (ap
r + i)
)
(a− b)pr
(∏k(p)−1
i=1 ((a− b)p
r − i)
)
∏j(p)+k(p)
i=1 (bp
r + i)(bpr + 2) . . . (bpr + j(p) + k(p)
=
(
apr
bpr
)
·
(a− b)pr
bpr + j(p) + k(p)
· (−1)k(p)−1 ·
(
j(p) + k(p)− 1
j(p)
)−1
·(∑
n≥0
anpnrHj(p)(1
n)
)
·
(∑
n≥0
(b− a)npnrHk(p)−1(1
n)
)
·
(∑
n≥0
bnpnrHj(p)+k(p)−1(1
n)
)−1
.
In the last line, each factor is a unit in the MHS algebra: the first
factor by Lemma 7.12, the second factor by Proposition 7.5, the third
factor is a non-zero constant for p odd, the fourth factor by inductive
hypothesis, and the fifth, sixth, and seventh factors by Proposition 7.4.

7.5. Alternating harmonic numbers.
Theorem 7.13. For all integers k ≥ 2, the quantities
pk
(p−1)/2∑
n=1
1
nk
, pk
p−1∑
n=1
(−1)n
nk
are in the weighted MHS algebra.
Proof. We will use three properties of the Bernoulli polynomials Bk(x):
n−1∑
j=0
jk =
Bk+1(n)− Bk+1
k + 1
,
Bk
(
1
2
)
= (21−k − 1)Bk,
Bk(x+ y) =
k∑
j=0
(
k
j
)
Bk−j(x)y
j.
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We compute
pkH p−1
2
(k) = pk lim
m→∞
(p−1)/2∑
n=1
nϕ(p
m)−k
= lim
m→∞
Bϕ(pm)−k+1
(
p+1
2
)
− Bϕ(pm)−k+1
ϕ(pm)− k + 1
= pk lim
m→∞
[∑ϕ(pm)−k+1
j=0
(
ϕ(pm)−k+1
j
)
Bϕ(pm)−k+1−j
(
1
2
) (
p
2
)j]
− Bϕ(pm)−k+1
ϕ(pm)− k + 1
= lim
m→∞

ϕ(pm)−k+1∑
j=0
(
ϕ(pm)− k + 1
j
)
2k−ϕ(p
m)+j − 1
2j
Bϕ(pm)−k+1−j
ϕ(pm)− k + 1
pk+j


−
Bϕ(pm)−k+1
ϕ(pm)− k + 1
= ζp(k) +
∑
j≥0
(
−k
j
)
1− 2k+j
2j
ζp(k + j),
which proves the first assertion. The second assertion now follows from
pk
p−1∑
n=1
(−1)n
nk
=
1
2k−1
pkH p−1
2
(k)− hp(k).

As an easy application, we obtain the following:
Congruence 7.14. For all primes p ≥ 7,
p−1∑
n=1
(−1)n
n2
≡
3
4
p−1∑
n=1
1
n2
mod p3. (27)
Proof. By Theorem 7.13, (27) is equivalent to a weighted congruence,
which can be checked algorithmically. 
There is a notable similarity between (27) and the well-knon identity
∞∑
n=1
(−1)n
n2
= −
3
4
∞∑
n=1
1
n2
,
although the right hand sides differ in sign.
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7.6. The curious congruence. Recall that we define
Cr,k,p :=
∑
n1+...+nk=p
r
p∤n1...nk
1
n1 . . . nk
.
Proposition 7.15. For fixed r, k ≥ 1, the quantity Cr,k,p is in the
MHS algebra.
Proof. We use the well-known identity∑
σ∈Sn
1
xσ(1)(xσ(1) + xσ(2)) . . . (xσ(1) + xσ(2) + . . .+ xσ(n))
=
1
x1 . . . xn
.
We apply this identity to Cr,k,p and write mi = ni + ni+1 + . . .+ nk to
get
Cr,k,p = k!
∑
pr=m1>m2>...>mk≥1
p∤mk(mk−1−mk)...(m1−m2)
1
m1 . . .mk
.
From here the proof essentially proceeds as in the proof of Lemma 7.8.
We write mi = aip− ji to obtain
Cr,k,p = k!
∑
ai,ji
1
(a1p− j1) . . . (akp− jk)
, (28)
where the sum is over ai, ji satisfying
• pr−1 = a1 ≥ a2 ≥ . . . ≥ ak ≥ 1 and p− 1 ≥ j1, . . . , jk ≥ 0,
• if ai = ai+1 then ji < ji+1, and
• j1 = 0, jk 6= 0, and ji 6= ji+1.
We separate (28) into finitely many sub-sums of the form (23) depend-
ing on the possible orderings of the ai and ji. In the proof of Lemma
7.8, we showed that these subsums are in the MHS algebra. 
8. Multiple polylogarithms and truncations
Many of the results of this paper can be applied to a more general
class of finite sums.
Definition 8.1. Suppose s1, . . . , sk are positive integers and z1, . . . , zk ∈
Q. We define
HN(s1, . . . , sk; z1, . . . , zk) :=
∑
N≥n1>...>nk≥1
zn11 . . . z
nk
k
ns11 . . . n
sk
k
∈ Q. (29)
Much of the present work can be generalized to include sums (29)
(though known methods may no longer be sufficient to determine all
supercongruences). We will not work out the general theory here, but
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content ourselves with expanding a few quantities as convergent series
involving sums (29).
8.1. Alternating multiple harmonic sums. There is particular in-
terest in the situation z1, . . . , zk ∈ {±1}. In this case, the sum (29) is
called an alternating multiple harmonic sum. There is a special nota-
tion for such sums: the zi are omitted, and we write a bar over si if
zi = −1. So, for example,
HN(1, 2, 3) = HN(1, 2, 3; 1,−1,−1).
Theorem 8.2. For every prime p ≥ 3, we have
2p = 2 +
∑
k≥0
(−1)k+1pk+1Hp−1(1, 1
k). (30)
Here we write
Hp−1(1, 1
k) = Hp−1(1, 1, . . . , 1︸ ︷︷ ︸
k
).
The reduction of (30) modulo p is Euler’s congruence 2p ≡ 2 mod p.
The reduction of (30) modulo p2 is the result
2p ≡ 2− p
p−1∑
n=1
(−1)n
n
mod p2, (31)
which is also well-known. The identity (30) shows that (31) can be
extended to congruences holding modulo arbitrarily large powers of p,
by introducing additional alternating multiple harmonic sums.
The expression (30) can be generalized.
Theorem 8.3. For every positive integer k and every prime p, we have
np = n+
∑
k≥0
(−1)n(−1)k+1
n−1∑
a=1
pk+1Hp−1(1
k+1;−a, 1k).
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Proof. The proof is induction on n. For n = 1 this is trivial as the sum
on the right is empty. The inductive step follows from the expansion
np = (1 + (n− 1))p
= 1 + (n− 1)p +
p−1∑
j=1
(
p
j
)
(n− 1)j
= 1 + (n− 1)p +
p−1∑
j=1
(−1)j−1
p
j
(
1−
p
1
)(
1−
p
2
)
. . .
(
1−
p
j − 1
)
(n− 1)j
= 1 + (n− 1)p +
p−1∑
j=1
(−1)j−1
p(n− 1)j
j
∑
k≥0
(−1)kpkHj−1(1
k)
= 1 + (n− 1)p +
∑
k≥0
(−1)k+1pk+1Hp−1(1
k+1; 1− n, 1k).

Appendix A. Software
We provide software for performing computations described in this
paper (finding expansions for quantities in terms of multiple harmonic
sums, computing weighted and mixed congruences, finding and proving
supercongruences, etc.). The software is available at
https://sites.google.com/site/julianrosen/mhs.
The software is written in Python 2.7, and it uses the SymPy library,
as well as computations from the MZV data mine [BBV10].
Here we give a few example computations. Further documentation
is included with the software itself.
A.1. Valuation. The method .v() computes a lower bound on p-adic
valuation that the software can prove. For instance, we can verify
Congruence 3.1:
>>> (12 - 9*binp(2,1) + 2*binp(3,1) - 24*hp(3)).v()
6
A.2. Expressing a quantity in terms of multiple harmonic sums.
The method .mhs() expresses a quantity in terms of multiple harmonic
sums. For example, we can obtain the third relation of Congruence 4.9:
>>> a=curp(3,3); a.disp()∑
n1+n2+n3=p3
p∤n1n2n3
1
n1n2n3
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>>> a.mhs()
− 2p2Hp−1(2, 1) + 2p
4Hp−1(4, 1) +O(p
5).
>>> b=aperybp(); b.disp()
p−1∑
n=0
(
p− 1
n
)2(
p+ n− 1
n
)2
>>> b.mhs()
1 +
2
3
p3Hp−1(2, 1)−
59
15
p5Hp−1(4, 1)−
22
45
p6Hp−1(4, 1, 1)−
11953
2520
p7Hp−1(6, 1)
+p8
(
110321
2700
Hp−1(6, 1, 1) +
480701
37800
Hp−1(5, 2, 1)
)
+O(p9).
Appendix B. Decision procedure for weighted
congruences
B.1. Double shuffle relations. In a recent work [Jar16a], Jarossay
establishes several families of p-adic series identities involving weighted
multiple harmonic sums. We describe one of these families. Some setup
is required to describe the result precisely.
Identify compositions with words on non-commuting symbols x, y
that do not end in x, via
(s1, . . . , sk)↔ x · · ·x︸ ︷︷ ︸
s1−1
y x · · ·x︸ ︷︷ ︸
s2−1
y · · ·x · · ·x︸ ︷︷ ︸
sk−1
y.
Thus there are |s| symbols in the word corresponding to s, and ℓ(s)
of those symbols are y. Given two such words, we can look at words
obtained by “shuffling” their letters. For example, there are three ways
to shuffle y and xy, yielding yxy, xyy, and xyy. Define hp(s1x s2) to
be the sum of terms hp(s3) as s3 runs through the shuffles of s1 and s2.
For example, (1)↔ y, (2)↔ xy, (1, 2)↔ yxy, and (2, 1)↔ xyy, so
hp
(
(1)x (2)
)
:= hp(1, 2) + 2hp(2, 1).
Theorem B.1 ([Jar16a], Fact 3.6). Let s = (s1, . . . , sk) and t =
(t1, . . . , tm) be compositions. Then there is a convergent p-adic series
identity
hp(sx t) = (32)
(−1)|t|
∑
a1,...,am≥0
m∏
i=1
(
ai + ti − 1
ti − 1
)
· hp
(
tm + am, . . . , t1 + a1, s1, . . . , sk
)
.
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The proof involves an expression for the generating function of the
sequence Hn(s) as an iterated integral (the word corresponding to s
encodes the iterated integral representation). The proof also uses a
substitution ni ↔ p − ni, and a p-adically convergent power series
expansion
1
(p− ni)si
= (−1)si
∑
t≥0
(
si − 1 + t
si − 1
)
pt
nsi+ti
.
If we fix a non-negative integer n, we can exclude terms of weight at
least n from (32) to obtain a weighted congruence modulo pn.
Conjecture B.2. Every weighted congruence can be deduced from The-
orem B.1.
Suppose we are given a positive integer n, compositions s1, . . . , sk
and coefficients c1, . . . , ck ∈ Q, and we want to determine whether the
weighted congruence
k∑
i=1
cihp(si) ≡ 0 mod p
n (33)
holds for all but finitely many p. For each triple s, t, u of compositions,
we compute the difference between the left hand side and the right
hand side of (32), multiply the difference by hp(u) (expanding with the
stuffle product), and discard those terms whose weight is n or greater to
obtain a weighted congruence modulo pn. This is a finite computation
for fixed s, t, u, and we may restrict attention to the finite collection
of triples for which |s| + |t| + |u| < n. We then check whether (33)
is a Q-linear combination of the weighted congruences thus obtained,
which is again a finite computation. If so, then we have found a proof
of (33). If not, the truth of Conjecture B.2 would imply (33) fails for
infinitely many p.
Remark B.3. In [Ros16] we describe a variant of this algorithm. The
variant involves a formula expressing multiple harmonic sums as infi-
nite, p-adically convergent linear combinations of p-adic multilpe zeta
values. This variant is more efficient in practice, as relations among
multiple zeta values have been tabulated. Our software uses the vari-
ant.
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