Abstract: Whereas, to the physicist, the electric field in space is completely described by the field vector E, engineers commonly add the flux density, or displacement vector D as a separate quantity, and many regard the SI units as endorsing the need for two different vectors. The paper examines the practical implications of a treatment which makes the concept of electric flux unnecessary by concentrating attention on the charges.
Introduction
The foundations of electromagnetic theory are customarily taught to engineers by defining two different vectors, E and D, the first in accordance with the force exerted by the field on a charge q:
and the second, so as to satisfy Gauss's theorem defining what is meant by the flux, and thus by the property of permittivity D = EE (4) relating the effect D to the cause E in all media, with the particular value in 'free space'. Emphasis is sometimes given to this view by starting out with a statement of the Coulomb law of force in any medium of permittivity E, even though it creates severe problems by what is meant by the force inside a solid dielectric, as is specifically pointed out by some authors adopting the approach, e.g.
The idea of a response of empty space, originating in the Maxwell concept of a displacement in the ether [2] , and in the Heaviside duplex equations [3] , is one which has aroused much controversy in the past [4, 51, particularly when seen by some to be endorsed by the MKS units when they were first introduced. It is contrary to the views of modem physicists, to whom the field in vacuo is described completely, in any inertial reference, by the two quantities E and B, leading to texts in which the fields in space are treated in terms of these two vectors only. Dielectrics are described in terms of the polarisation vector P, and D and H emerge subsequently only as mathematically convenient auxiliaries [6-81. The difference in view has been examined by Buchwald [9] and Robinson [lo]. Field [11] has recently suggested that engineers should adopt the physicist's view, but, as has been pointed out elsewhere [l2], this raises considerable difficulties in giving a sufficiently clear and simple view of field theory in the limited time available to engineers, many of whom find they have little need for it. However, it has also been suggested [13, 141 that there are advantages in developing electromagnetic theory in terms of a different interpretation of the 'field' as the potential 4, and vector A, defined as the momentum p.u. change. The concept of magnetic flux is replaced by that of the electromagnetic momentum of the charges, which follows from the underlying assumption that the kinetic (magnetic) energy density is I A/2 instead of H * B/2, where I is the current density. Likewise, the energy density in the electric field is assumed to be p4/2 and not E D/2. One of the many consequences of the charge is the absence of the vector D, suggesting that the concept of electric flux, or displacement, in empty space is unnecessary.
The purpose of the paper is to explore the practical implications of an electric-field theory, expressed in terms of 4, in which the gradient becomes the auxiliary concept, and there is no need for a D vector. One stimulus was the question of how electrostatic theory can be developed in a simple way without a quantity which is usually regarded as fundamental to it. Gauss's theorem (see eqns. 2 and 3) is removed, requiring a change of attention from the properties of the electric field in empty space to those of the charges which occupy it, and this change is one of the points explored. It may have some advantages to the engineer, whose task is essentially to manipulate the charges rather than the empty spaces, and it shows the practical importance of the potential datum. An equally important objective is the treatment of radiation.
The conventional field approach to electromagnetic theory adds the displacement current aD/bt as an hypothesis needed to deduce radiation, so that a radical change of treatment is needed in the absence of the vector D. However, alternative views may be helpful, as the way in which displacement current causes retardation and radiation, together with the corresponding manipulation of the Maxwell (or, more accurately, the Heaviside duplex) equations [2, 31, is a source of considerable difficulty to many engineers. Indeed this is commonly regarded as the major hurdle of field theory. The increasing importance of electromagnetic compatibility, for example, requires a clear understanding of the conditions of energy radiation and exchange by all electrical engineers, many of whom have been able to ignore the subject in the past. A practical advantage of the 4-approach, when combined with a parallel treatment of magnetism in terms of the momentum vector A, is that it describes radiation in terms of circuit concepts which are more familiar to most. However, other implications of the change are equally important.
The field description of energy flow in terms of the Poynting vector ExH is complex in its practical application, particularly to low-frequency devices [15] [16] [17] , and is generally ill-understood, largely because it depends on the interplay between the electric and magnetic fields.
There is no analogous interplay between 4 and A, provided that the Lorentz condition for div A is adopted, so that both 4 and A are retarded. What Maxwell [2] termed the 'potential' and 'kinetic' properties of the system then separate, making it possible to describe the electrical-energy exchange due to 4 independently of the kinetic* interactions due to A. Although they are linked by the gauge condition, this is no more than a restatement of the current continuity requirement which is imposed by the source, i.e. by the interdependence between charge and current. Here the treatment is limited to 4, and the corresponding properties of the A-field will be examined subsequently?. Obviously this makes the analysis of any system incomplete, but it helps to limit the length of the paper, and it also emphasises the possible advantages of the separation in terms of simplicity and clarity of treatment.
Separation energy and potential
Attributing energy to the charges concentrates attention on them and emphasises two points: first that charges always come in pairs, and secondly that electromagnetism depends on their separation. The separation requires a force, and this depends on the distinction between what is meant by 'electromagnetic' and 'nonelectromagnetic' forces on a charge, such as an electron. As all the non-gravitational macroscopic forces appear to be electromagnetic (including those due to its self mass if we accept an electromagnetic model of the electron), the definition which forms the basis of electromagnetic theory appears to be an essentially arbitrary and pragmatic one. This underlies practical difficulties in matters such as the prediction of mechanical stresses in materials subjected to electromagnetic forces, deforming the material in response to internal equilibrium forces which also are electromagnetic in origin [18-221. In general, we can define as 'electromagnetic' any phenomena in which the effect of charge separation is studied explicitly.
Changing from E to 4 redirects attention from force to energy. The movement of any element of charge q between any two points, 1 and 2, in the +-field of separated charges, such as those on the parallel planes in Fig. 1 , as the measure of the electrical energy of the system, p.u. charge. That is, the potential energy needed to balance the non-electrical input, where 'non-electrical' means all forces except those which are the cause of 4, including EMFs in electrical generators, and other magnetic forces due to the motion of the charges. Thus a very clear distinction is needed between electrical and electromagnetic.
4 provides a general description of the potential, or positional, energy of the charges due to their separation, under all conditions, and is not confined to electrostatics.
Transferring a charge q necessarily leaves behind an opposite charge -4. causing a self energy due to the interaction between these two, as distinct from the mutual energy between q and the rest of the separated charge. The self energy depends on the relationship between I $ and the source charges, and thus on two empirical observations, the first that the relationship is linear, within the present limits of observation. It follows that the system energy, p.u. area, is (6) where p. denotes the amount of charge, p.u. area, separated onto the two planes, and + the potential difference between them.
U, can also be recovered, or injected, as self energy by moving either of the two p, groups. We may then distribute U, in accordance with the actual expenditure of work on those parts, as when we attribute energy to an object in the earth's gravitational field, thus drawing attention to the distinction between the self and mutual terms. Suppose, for example, that the lower charge group is held fixed, and the other moved upwards to a separation distance d. The second empirical observation is that the magnitude of the non-electrical force f, required to maintain equilibrium is given by fm -PfPE,, = 0 so that the amount of energy expended on the upper group, and allocated to it, is U, = p: d/2eo
(7)
p.u. area. Its potential becomes leaving + = 0 on the lower group. These force or energy relationships define E,, , which can be more appropriately termed the 'primary electrical constant' rather than the 'permittivity of free space', as the physical property of permittivity, or susceptibility, is due to the presence of electrical dipoles (see Section 16).
Moving the top group maps the same +-field as eqn. 5, but shows the self energy of the group in any position, and the + = 0 datum acquires a direct physical significance, because the group on which no work has been expended acquires no energy. This contrasts with the conventional view of the datum as entirely arbitrary, because + is obtained, by integration, from the electricfield vector E, giving only a potential difference and not an absolute value. The comparison shows that deriving + from E ignores an important part of the system definition, in that the total energy is not a sufficient description of the way in which the work has been done. If, for example, both groups of charge were moved through the same distance d/2 in opposite directions, one-half of the energy would be expended on each, giving equal potentials of opposite sign + = P s dI% and the + = 0 surface would be in the centre. The datum defines the energy input to each group, and the position to which both have to be returned if there is to be no energy transfer between the two external sources of f, .
The familiar view of the datum as physically meaningless is so firmly entrenched that it is as well, perhaps, to emphasise the point that energy requires motion, and thus an external reference relative to which it is expended. + becomes a measure of the work distribution, in an entirely literal sense when defined in terms of self energy, and we observe that the f, input which is required to move the top group is physically different from that which is required to move the lower group, as is very evident to the engineer who has to supply it.
The gradient of the electric field or +-map defines the field vector as .Em = -grad + (9) in accordance with eqn. 1, but with two important distinctions. The first is that E, is only one component of the customary electric field E; the interactions due to A are magnetic or electrokinetic, not electric, and are treated entirely separately. Secondly, using the energy method emphasises the important practical point that the introduction of a new charge 4, in eqns. 1 and 5, changes the system by adding a further separation energy and potential. This is all too easily overlooked, sometimes with serious consequences (see References 23 and 24 and Section 12), because the conventional E approach concentrates attention on the total E-vector as a measure of the local energy, but defines the force on 4 in terms of the conditions in its absence, and so creating problems which commonly are avoided by taking the limit as 4 tends to zero. However, if the physical size is small the discontinuity remains, and the field in the vicinity of 4 must necessarily be dominated by the field of 4 itself, with immediate practical consequences in the calculation of force (see Section 5). There is no corresponding discontinuity in +. The potential at 4 is affected by the presence of 4, but this helps to draw attention to the position of the opposite charge -4, that determines the datum. Assuming the separation energy distribution
where p is the charge density p.u. volume, or p.u. area (or length), as appropriate, includes the contribution to + from the group which stores the energy, and the amount of charge concentration is immaterial. Charge equilibrium requires a volume force density given by f, -P grad + = 0 (11) and this amplifies the concept of gradient in terms of the + due to all the charges in the system, including those on which the force is exerted. The method is the electrostatic analogue of Maxwell's approach to magnetic effects, in which A is defined in terms of momentum (or kinetic energy), and B denotes its curl [2] , thus reversing the modern view and removing the difficulty of the vector potential concept. The objection has been made that changing from force to energy is a relatively minor matter, and is less convenient practically. Closer inspection suggests the opposite.
It is usually 4, rather than force, which is observed (see Section 1 l), and practical field calculations are at least as easily expressed in terms of + as E (see Sections 3-6).
Moreover, the implications of the change of what is meant by the electric field are as far-reaching as those due to the change from magnetic flux to canonical momentum pA, as becomes evident when considering radiation (see Sections 9 and 14). The essence of the method is to inquire into the consequences of the assumption that the energy distribution is in accordance with eqn. 10, under all conditions and at all frequencies. This is a matter of practical convenience, as electromagnetic energy, like gravitational energy, is a system property, and its distribution does not appear to be directly observable (see Reference 14 and Appendix 21.2).
3
Charge-group geometry Removing the energy from the field removes one of the roles of the flux density vector D, and suggests further examination of the use of the concept of flux as a basis for field calculations. That is, for analysing different geometrical arrangements, of which the two most important, other than flat plates, are the cylindrical and the spherical. The treatment of these is suffcient to illustrate the change of approach.
If we take two concentric cylindrical surfaces (see Fig.  I 2), a small distance r apart, the separation energy is given
by the potential difference from eqn. 8. The change in geometry from the plane causes a difference in the charge densities on the two plates, given by pS = pJ2xr (13) where pl is the charge p.u. length, giving a progressive increase in ps if the inner cylinder is contracted. The -
Fig. 2 Concentric surfaces
charge compression requires an additional energy, so that U, is greater than that of parallel plates separated by the same distance, with the same ps as on the outer cylinder. By substituting from eqn. 13 in eqn. 12 and integrating gives the usual 4 = (PJ~XEO) logAb/a) ( 
14)
at the inner cylinder, when contracted inwards to radius a from the outer radius b, (see Fig. 3 ), and the capacitance follows. However, no reference is needed to the continuity properties of something called flux. Instead, the increase in energy, compared with parallel plates separated by the same distance, with the same charge density as on the outer cylinder, is obtained from the additional charge compression, and directly reflects the practical point that the necessary operations are performed on charges, not fields. The datum is on either cylinder, 01 elsewhere, depending on how the system has been set up, and it shows exactly what is needed to recover the original energy state.
Distributing a charge Q uniformly over a sphere of radius r gives a charge density ps = Q /~R E~ r2 in place of eqn. 13. Substituting in eqn. 12, and expanding or contracting one sphere to obtain two different radii, a and b, gives the potential difference
(15)
The potential of each depends on how the work has been expended, and we observe that the potential of the outer sphere is not zero if the inner sphere is fixed, a result that deserves further comment in spherical geometry, in which the potential at infinity is usually taken to be that on the outer conductor. Choosing a large radius as datum implies the separation of charge by shrinking both surfaces inwards from that datum, and the work expended on each is reflected in the potential which each then acquires. Although the potential difference is unaffected, the +values change because the initial state is different. Exactly the same conclusions follows from the usual E description, when properly applied, because to test E in the outer region we have to introduce a test charge q and this experiences a force, due to the opposite charge -q. even though there is no E in the absence of q. The separation requires -q, and the initial state depends on its location. Although the outer region is usually of less concern than the annulus between the spheres, the definition of potential as a property of the charge that maps it, instead of the space which is mapped, helps to draw attention to the charges which define the physical system. The underlying point that the definitions should be in accordance with real operations is an important one, and the idea that the field is a condition of space which is unchanged by placing q in it may be misleading (see Section 12), because the q forms a part of the system.
We may also deform the charge groups so as to separate them on to nonconcentric surfaces, as in Fig. 4 .
Fig. 4 Nonconcentric groups
It follows that, if b/a is large, the potential difference between the groups can be obtained by superposing contributions from each, using eqns. 14 or 15, as appropriate, and replacing b by the distance d between centres. Here the charges are not uniformly distributed on the equipotential surfaces, but are controlled in accordance with the conditions imposed by conductors, and the 'nonelectrical' work due tofo is the work done in moving and deforming these. The 4 = 0 datum implies the same conditions, instead of the freezing of charge, and when work is done on both groups of charge the 4 = 0 surface will move and deform. Thus the original datum position may be difficult to identify by inspection, and any movement is obviously very inconvenient in making field calculations; moreover the datum information may be of no interest for many purposes. It is then convenient to make the datum sufficiently remote, with the implication that the two groups of charge have been separated independently from that position. The potential of a single sphere
of radius a carrying a charge Q becomes 4 = Q/4xsoa (16) from eqn. 15 . However, choosing a surface on which the charge -Q is infinitely dispersed requires care, as is shown by separating two groups onto different spherical surfaces of the same radius. Moving both by the same amounts, but in opposite directions, leaves a plane 4 = 0 surface midway between them, and thus 4 = 0 at infinity. The energy of Q is then only one-half of the separation energy, and this includes the limit when both groups are infinitely remote from each other and from the datum. Thus the system must be closed if it is to define its own separation energy, giving zero net charge and hence also zero dispersed charge.
Multiple sources can be treated by superposition, in the usual way, giving, for example, the capacitances of parallel wires. The image principle follows, extending the results to other non-concentric configurations. The only difference is that attention is directed to the charges, together with the scalar 4, and the treatment can be shortened because there is no need to discuss the continuity properties of the E-vector. Adding lines showing E to the &map adds no information of practical interest, unless the map is to be constructed by graphical methods. When visualising complex fields, round multiple-source systems, analogues such as the rubber membrane provides a mental diagram of 4, rather than E, as does a current-flow analogue, in which the quantity measured is 4. It is likewise 4 that is usually computed in numerical packages used to solve electrostatic fields, and the derivation of E-diagrams requires a substantial amount of post-processing. This further illustrates the practical advantages of 4 as the base quantity, and suggests that the dominance of the opposite view is accounted for by other factors, perhaps the most important of which are the usual treatments of radiation, and dielectrics (see Sections 14 and 16). given by the rate-of-change of energy with distance d, giving Coulomb's law. This merely reverses the method originally applied to parallel sheets, but starting with planar sources illustrates the geometric role of the factor 471 more clearly, in terms of operations performed on the charges. Equal but opposite forces are exerted on both groups, because of the energy changes caused by the movement of either group. Calculating forces in this way extends the usual circuit approach in terms of rates-ofchange of capacitance, and helps to merge circuit theory with field theory (see Section 5).
Field discontinuities and equivalent sources
Using eqn. 1 as a definition leads to problems in calculating force, as is shown by the example in Fig. 1 , in which E is discontinuous at the charges. This is the practical aspect of the conceptual difficulty (see Section 2) implied by the definition, in terms of force, of the field in the absence of the charge on which the force is exerted. In general, the forces on conductors can either be obtained by the somewhat cumbersome method of replacing ps by a volume charge distribution and integrating through the surface layer, or by removing the charge of interest, leaving only the other plate in Fig. 1 . This produces flux of density D = pJ2 on both sides of the source (see Fig. l) , and provides the partial field which is needed to interpret eqn. 1 literally. The problem is a very real one in numerical field calculations in which the force density obtained in any given region may be greatly affected by exactly which charges, or currents, are taken as field sources, and which are ignored, as can be illustrated most simply by the example of a current-carrying wire in a magnetic field. The field solution necessarily includes the current in the wire, causing a discontinuity in B and an associated pinch force that may be considerably greater than the net displacement force, and may, or may not, be of direct practical interest.
In practice it is often more convenient, in numerical work, to use one of two alternatives to eqn. 1. The first is to apply the virtual-work method, in which the change in energy is found due to a displacement of the part of interest. This is a variant of the p. 4 method, commonly expressed in terms of the circuit parameter of capacitance, and viewing it in p, 4 terms provides the direct link between the circuit and field descriptions which is notably lacking in treatments based on the energy density E * 012. An alternative is to replace eqn. 1 by the Maxwell field stress, thus exchanging the partial field for the total field, including the contribution from the part on which the force is required. The stress gives the force in terms of the product of field vectors E and 0, and in this sense is a 'pure' field method [14] , in contrast with the 'hybrid' obtained from the mixture of E and 4 in eqn. 1. It is this mixing which introduces the difficulties of applying eqn. 1, and the pure field alternative has considerable conceptual and practical advantages [25] , as is shown by its popularity in numerical field packages, although often ignored or rejected in electromagnetic texts.
Removing the energy from the field necessarily removes the stress, and the concept of local interactions between the field lines is replaced by equivalent local forces between the charges. Eqn. 6 applies to all conductor surface charges, so that the forces tending to make the conductor expand are the consequence of pressure generated internally, instead of a tensile stress E * 012 applied externally by the field. The force density is the same, showing that similar results are, necessarily, obtained by both methods, and that a knowledge of the charge distribution over any equipotential conductor is sufficient to calculate the mechanical stresses, displacement forces and torques acting on it. The idea of an equivalent stress between charges has been briefly described elsewhere [23] and will not be pursued further here, beyond pointing out that it provides an alternative approach to forces which may be useful in practical applications, and that it gives a graphic picture of the operations which are required to deform the charge groups, as in Figs. 3 and 4 .
The change in view does not imply loss of flexibility in the way in which forces are computed, because an equivalent source method can be used to obtain other surfaces of integration, as is implied by the progressive distortions by which $ is defined (see Section 3). Changing the position and shape of one group of charges does not change the force on the others, provided that the distribution of charge within the fixed groups is unaffected, so that the transfer of force between groups can be intercepted without any reference to the E-or D-vectors. This limits the integration surface to equipotentials, but the usual range of choice can be obtained if the equivalent sources are extended to include means of generating a tangential component of grad $. The practical choice of a numerical-force-calculation method goes beyond the scope of the paper, as it involves complex issues and is problem-dependent, making it essentially a matter for the specialist. The important point is that re-directing attention from the E-vector to the sources does not impose any practical restrictions, but rather the reverse. This assumes that the charges have been separated from a potential datum at infinity, and provides the separation energy U, = ( P W ) dv (18) if the system is closed. Perhaps it is necessary to emphasise the point that there is no need to interpret eqn. 18 in any literal sense; all that is necessary is to show that it forms part of a self-consistent model which includes all the related properties such as energy flow [14] , momentum [23] and radiation (see Sections 9 and 14) , and that it correctly predicts the observable forces.
The latter requirement can be satisfied by assuming a finite propagation velocity c, so that the $ given by eqn. 17 at any point depends on the time-retarded values of p in the various volume elements contributing to the integral. The choice corresponds to the Lorentz gauge, in which 4 and A are both retarded, and can be treated as propagating independently of each other in empty space, as the link between them is imposed by the source charges. This is in direct contrast to the customary approach* which concentrates attention on the Heaviside duplex equations [3] s curl E = -as/at (19) curl H = J + aD/at (20) and explaining the propagation in terms of the exchange between the E-and &vectors by slowing down to velocity c a propagation which is instantaneous if eqns. 19 and 20 are considered separately [26] . Having separated the electrokinetic effects described by A, these are of little immediate interest except in the comparison of energy 
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densities. Eqn. 18 gives the same result as the integral of the field-energy density E -D/2 in any static system, as is proved in most texts, but the two energies are not the same under dynamic conditions, because the electric field E then includes an additional aA/at term, so that E D/2 depends on magnetic effects, as well as those due to $.
The retardation assumption provides a means of calculating $ at all frequencies from the source-charge densities, as in integral-type field-solution packages. These include the effects of dielectrics (see Section 16) . A more direct alternative to the E-vector equations is obtained by writing eqn. 17 in differential terms. Suppose the charge p6u is distributed over the surface of a parallel piped-volume element (see Fig. 5 -(a$/aX),)PY 6 2 where the suffixes distinguish between the two. Summing over all six faces and dividing by the volume gives v2fp = -PIEo (22) without explicit reference to flux, although the concept may, of course, be regarded as implicit in eqn. 21 .
The charge-separation process can be modelled in finite-difference terms by a uniform network of capacitors, in which the four connected to any typical node (see Fig. 6 ) draw the charge 6q from the volume element that is represented by the node, and distribute it between the inner plates in accordance with the demands of the rest of the network (giving plate charges in excess of 6q). The model expands the insights into the $ description by expressing them in network terms, showing, for example, the mean-value principle. It does not require regular arrays, as the coefficients of a first-order finite-element mesh can likewise be modelled by capacitors in each of the element edges, as in the magnetic equivalent [29] . The field quantity which is given directly is $, and eqn. 22, although second-order, is as valid and useful a statement of the source condition as is eqn. 2.
Comparison with the wave equation, applied to any physical system, shows that the effect of retardation is to add the wave term to eqn. 22, giving system at surfaces which are usually remote from it (see The charge-equilibrium conditions in the various parts of the system, including the plates and wires, and also in the energy source, are necessarily all given by eqn. 11, in which the charge density p may be interpreted per unit volume, per unit surface area, or per unit length, as convenient, provided that fo is measured accordingly. A more detailed analysis [14], e.g. given by (24) (23) Section 10).
It is this single source condition which replaces the combination of eqns. 2, 19 and 20, and illustrates the contrast between the two approaches, one of which accepts retar-
Fig. 6 Capacitor network
dation, whereas the other derives it by considering a complex field inter-coupling, and depends on the prior development of a theory of magnetism. E, B theory provides a mechanism 'explaining' retardation, but it is one which a great many engineers find difficult to understand, both mathematically and conceptually, and it is also essentially in conflict with special relativity theory, in the sense that this depends on the acceptance of the finite velocity of propagation as a fundamental, and irreducible, property of the universe.
7

Electrical power
The separation energy commonly is injected and recovered from conductors by connecting wires to some external source, or sink, as illustrated in Fig terminal, but the conduction may also involve positive ions, and information about the separation process is neither usually of interest nor accurate if the system is assumed to be isolated and closed. In practice it is the interaction with other devices, and the need for connections to ground, which defines the Cp datum for the real for the equilibrium of the conduction electrons of density p -moving at mean velocity U in a material of conductivity U, is unnecessary for the present purpose, which is to examine only the electrical interactions, due to Cp. Then eqn. 1 t is, self evidently, sufficient to describe both static and transient conditions, because the way in which fo is accounted for become irrelevant.
In general, the displacement of any charge group requires a work rate given by f, * U = p -U * grad Cp = J * grad 4 (25) 
where is the current density. We may obtain the work from
This provides a general description of the electricalenergy exchange. Eqn. 28 can be interpreted most simply [I41 when the local potential Cp varies linearly with the charge density p in the element, as in Fig. 7 . This excludes changes in system configuration, as in Fig. 1 , and requires that there is only one energy source, or sink (or, if multiple sources, that they are operated as one). The relationship can then be written (29) showing that the rate of working due to the external force f, will, in practice, seldom match the rate-of-change of the potential energy pCp/2. The difference is given by the vector JCp, which can be interpreted as the power transfer by the moving electrons between the external source off, and the charges which store the system energy. These are mostly located on the plates, although the additional charges on the wires are also essential to the energy steering process.
The storage locations are now fixed, and the local movement of the conduction electrons, relative to the crystal lattice, is due to the Cp-field of the stationary charges, which include standing waves of electrons. Eqn. 11 gives the equilibrium condition, both in the steadystate and under transient conditions, (when fo may include magnetic forces), in terms of the potential Cp due to the excess charge. The hydraulic analogy shows the importance of the motion and the need to distinguish clearly between the two groups of charge occupying the same space. It also illustrates the role of the Cp = 0 datum in determining the amount of energy which is carried. The significance of the datum can be visualised best by making a cut at the point of interest, and replacing the div (~4 ) wire on one side by an equivalent source connected to the ground. Taking the cut along an equipotential through a current i gives the power + J -d S = i + s which would have to be produced by the source to maintain equilibrium.
The same power flow, described in E, B terms, requires the Poynting vector ExH, and hence a magnetic as well as an electric field. Eqns. 28 and 29, on the other hand, contain no explicit reference to the vector A, whose effects are included in&, and are not electric. It becomes possible to separate electricity and magnetism, in the Lorentz gauge, because 4 describes the effects of the excess charge, and A the dynamical effects of charge motion. As eqn. 11 is (self-evidently) valid under all conditions, so also is eqn. 28, but replacing it by eqn. 29 ignores an additional radiation term that is considered in Section 9.
8
Mutual energy
It is helpful to look first at the distinction between self energy and mutual energy illustrated in circuit terms by the self and mutual potential coefficients between conductors, giving the energy in the form
The alternative separation in terms of the potentials and capacitance coefficients 12, 81 is also appropriate (see Appendix 21.1). Whereas the parameters do not translate easily into E, D terms, because of the allocation of energy to the spaces, the p , 4 description amplifies them by distributing the self and mutual terms in eqn. 30 within the various charge groups, and provides a common basis for field theory and circuit theory.
Consider, for example, two equipotential groups, identified by the suffixes 1 and 2, connected to two energy sources (see Fig. 8 ) in a system whose configuration is where dl denotes the self-potential, due to the separation energy of group 1. The system energy obtained by integrating the energy density (324 over the second, separates into self and mutual terms, in contrast with the E * Dl2 description, which does not allow a corresponding energy superposition. We may continue to resolve the charge into an increasing number of independent groups, and thus obtain the self energy as the sum of all the mutual components, so that, in the limit, all electrical energy is mutual. What matters is the way in which the separation is performed, as indicated by the choice of datum. Carrying all the charges in from a sufficiently remote point, for example, makes all the mutual energies, but none of the self energies, functions of position.
When the two sources in Fig. 8 are varied independently of each other, one-half of the total mutual energy is no longer supplied from each, because the mutual 4 terms are no longer linearly dependent on p in eqn. 28, nor is the energy supplied by either source necessarily recovered by it. For example, if source 1 is applied first and then disconnected, the second source supplies an energy
and includes the whole of the mutual energy because 421 is constant. U21 can be recovered from Q1 by disconnecting the second source, reconnecting the first, and using it to recombine Q1, resulting in a net transfer (or radiation) of energy from Q2 to Q1. In practice, the transfer is usually between a single source and a sink, such as a resistor R (see Fig. 9 ), giving charges Q, and Q2 of opposite sign, and thus negative mutual energy. The negative sign is characteristic of many electromagnetic devices, and shows how the input energy reservoirs are 'robbed' by the mutual energy term, requiring an increase in Q, if the potential q51 is maintained, and a corresponding increase in the J141 power from the source. The customary circuit diagram (see Fig. 10 ) illustrates the assumption Q2 = -Q i that is implied by the requirement of a close coupling. It ignores the charges (including those on the wires) which are the source of the potential across R, due to the sum of Q1 and Q2. This depends on the capacitances to ground, and is usually relatively small, showing that a common objective in the design of electric devices is to maximise the mutual electrical energy (or mutual coupling) while minimising the total energy. Magnetic devices are likewise characterised by a negative mutual kinetic energy (defined in terms of A), which is large as possible compared with the total energy.
When using electrical sources* the sign of the conduction charges is seldom of interest, and the + = 0 datum depends on conditions imposed externally as practical systems are never isolated. It is then convenient to distinguish between two different groups of charge and charge separations, one within the circuit, and the other to ground. The movements within the circuit are defined by the circuit connections, so that the charges on the plates in Fig. 10 , for example, are separated through the generator and through R, and this provides a different description of the two separation processes. It differs from the customary view of the capacitors in isolation, because they are not isolated, and the energy exchanges have been defined in a different way from possible alternatives, such as separating the plates by moving them apart. The separation energy of Q1 depends on the magnitude of R, because the self and mutual interactions are combined, giving the customary circuit view, in terms of an equivalent impedance, which translates directly into field terms when E is replaced by +. Whereas the usual field view of energy suggests that all that matters is the space between the plates, the 4 description helps to draw attention to the practical point that Q1 and Q2 are not isolated groups of charge, but elements of a system, and that it is the system properties which matter.
Radiation
The transfer of energy from one charge group to the other can be investigated by substituting from showing that eqn. 28 can be written in the form
where the second term is, by definition, the local rate-ofchange of stored energy. Thus the two components of the third term define the energy transfer, or radiation, which is needed to maintain the local energy balance, a positive sign indicating an energy loss. When a system is energised from a single source, as in Fig. 7 , the two components cancel out because of the linearity of the relationship between + and p, and the appearance of a net radiation is characteristic of the mutual interaction, as in Fig. 8 . Maximising the mutual energy, for a given amount of stored energy, also maximises the radiation. The total amount of energy transferred depends on the difference between the area over the p(+)-curve, and the coenergy defined by the area under it, thus amplifying the concept of coenergy [30] .
* The distinction between electrical energy, due to $, and kinetic energy, due to A implies that an electrical source is one whose voltage $ is defined, in wntrast with a current source controlling the momentum vector A .
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A simple example is the movement of a small charge q2 in the presence of a larger separated charge, +Q1 and -Ql, as when energising the capacitor in Fig. 1 All of this is carried by q 2 , but only 50% of the mutual component. The rest is accounted for by radiation to the top plate, owing to the p1 a+,/at term as q2 approaches, and this appears with a negative sign in eqn. 33 because the radiation is positive when outwards. The total system energy
(where the + suffix denotes the source) shows the radiated component in the second term, balanced by a similar component in the third, and the latter represents the q2 at radiation needed to provide the energy balance
Here the energy exchange is of little practical interest, but the design of devices, such as machines, depends on the mutual interaction, so that it centres on the radiation. This is obvious in general terms, as the purpose of any electrical machine, or capacitive device, is to accept energy from a source connected to one element, and supply an output from the other, requiring an energy transfer across the gap between the two. Eqn. 33 quantifies this transfer in 'electrostatic' devices, which are designed to maximise the +-radiation. The same point necessarily follows from the ExH view of radiation, but it is almost entirely concealed by the properties of the Poynting vector. This does not Wow' across the airgap, but finds its way from the external source to the external sink along paths which are confined to the spaces around the various interconnections, so that the flow is difficult to calculate or even to describe in detail, because of the complexity of the connection geometry. Eqn. 33, on the other hand, expands the familiar circuit requirement that the design maximises the mutual capacitance by showing that it is the rate-of-change which actually matters, and that the magnitude of + is equally important. The radiation terms focus attention on exactly what the designer is trying to achieve.
When + is kept constant, by an external supply, the energy exchange is due to + ap/at, in contrast with movement of a part whose total charge Q is constant, limiting the net exchange to the pa+/at (i.e. coenergy) term, which then gives the mechanical work. The quantities of interest are usually the totals ofq2.
obtained by integrating over any volume V enclosed within a surface S. Applying the reciprocity condition (see Appendix 21.1) shows that the net radiation contribution is zero when S includes the whole of any interacting system, provided that the frequency is sufficiently low to make retardation effects negligible, so that the radiation exchanges are then in balance. The first term in eqn. 34 is also zero if electrical supplies are included within S, and the net stored-energy change is then balanced by the f+ work, where& includes the forces exerted within the generator and the resistor R in Fig. 9 , for example. Taking the electrical supply outside S replaces the& term within it by the power flow i4 along the supply wires. Shrinking S further, so as to exclude Q, and R, likewise removes the fo contribution associated with R and shows that the energy balance of the Q1 part of the system, taken on its own, is accounted for by the net radiation from it. This radiation is directly affected by changes in R, whose value determines the potential 4, although not the RMS value of the charge, if the current is kept constant in an AC system.
If the potential of a fixed part Q, is kept constant by an electrical source, and another part Q2 is moved, or its potential varied, eqn. 34 shows by inspection that onehalf of the electrical power supplied to Q, is accounted for by the local stored-energy change, and the other half by the radiation from Q,. This helps to provide a more general insight into a division of energy which is usually expressed in terms of the mechanical work. The radiation provides an alternative to the description of energy transfer which was examined in mutual-energy terms in Section 8, and the reciprocity condition on which the radiation balance depends is a restatement of the requirement that the mutual energy in eqns. 30 and 32 is divided equally between each of the two charge groups which contribute to it.
The radiation exchange is zero when the local 4 and p vary linearly, which defines the selfenergy part of the total variation. All of this component, but only part of the mutual energy, is stored locally. As changes in 4
require the movement of charge, the electric and kinetic interactions due to 4 and A cannot be entirely dissociated, but, by making the changes sufficiently slow, the aA/at part of fo can be kept sufficiently small to neglect the contribution from the kineticenergy density, J * A/2.
The radiation of energy, due to the mutual interactions, is then confined to 4, and this characterises electric devices, customarily referred to as electrostatic, although their practical value usually depends on the charges not remaining static. The electric forces, due to 4, are essential to magnetic devices as they account for the J4 power transfer along the wires, and cause the insulation stress which limits that transfer, but they do not contribute significantly to the mutual, or radiation, energy. Thus the relative capabilities of the two types of device depend directly on the two radiation densities, and this helps to resolve an apparent conflict between the customary method of comparison in terms of maximum energy density, and the designer's objective, which is usually to minimise the total stored energy. The decoupling property of the Lorentz gauge is very well known, in general terms, as a mathematical device associated with 4 and A calculations, but it acquires a physical significance, and simple quantitative expression, only when the stored energy is separated into 4 and A terms. Eqn. 33 ignores the 'mechanism' of propagation, in contrast with the Poynting vector which concentrates on it, and in consequence leads to an extremely complex has obvious advantages at low frequency. Also its concepts are directly related to the familiar circuit model, and circuit parameters. The high-frequency applications to which the use of ExH is normally confined are examined in Section 14.
Datum connections to ground
The customary view of 4 as a quantity that is physically significant only in terms of potential differences is in direct conflict with the emphasis which is placed on the potential datum in modem engineering practice, as illustrated, for example, by the IEE wiring regulations and the EMC specifications. The 4 view of the field helps to emphasise the central role of the ground potential, and of the need to recognise it by making appropriate connections, a matter which tends to be treated (and consequently neglected) as some additional and separate requirement in the E, B description*. In practice no engineer can treat either a system, or any charge, as isolated, and the consequences of failing to recognise this may be serious when the power levels are high, or they may be merely puzzling, as in problems in which a charge group q is considered without regard to its separation energy from ground, such as those examined in Section 12 and elsewhere [23, 24] .
As the operation of all electromagnetic devices and systems depends (by definition) on the separation of charge, the electric field 4 has a key role, regardless of whether the major radiation exchanges are due to 4, or A, or both, and this is reflected in the datum. Connecting any point to ground changes the system by adding a virtually infinite pool of charge which is drawn on in response to any internal changes, and its physical implciations can be made very evident by grasping some other point, particularly if the sources generate high voltages. The p4/2 energy of any group of charge reflects the work which has been expended in separating it, and in practice this is exactly what matters.
The role of the datum in controlling the power transfer J4 along any lead provides one of the many contrasts with the conventional view of energy flow as ExH. However, the 'electrical fluid' description accords with both intuition and measurement practice. It is also consistent with the hydraulic analogue, which depends on the flow rate of the liquid, together with the pressure, and thus on the datum. J4 represents the expenditure of power in an equivalent source connected to ground (see Section 7), thus illustrating the physical significance of both, although the underlying concept of energy distribution and flow is essentially indefensible, as is well illustrated by an example used by Hertz through a belt which transfers the energy, but the part which travels from the engine towards the dynamo runs slack, while the part which transfers the torque runs in the wrong direction. As both Hertz and Buchwald remark, this shows the difficulty underlying the concept of energy flow even in elementary mechanics, and it is immediately relevant to the J4 description because the conduction electrons move in the opposite direction to the energy flow in a wire whose potential is positive. In essence, J+ defines what is meant by the transfer of energy by the electrical fluid, supported by intuition but not dependent on it. The radiation terms in eqn. 33 likewise depend on the datum, so that connecting any part of a system to ground prevents that part from radiating energy if the connection has a sufficiently low impedance. Such a view is not dificult to accept, although essentially arbitrary, as the energy exchanges between the various parts of the system are readjusted to match the new conditions, and the net transfers between the sources and sinks are unaffected. Practical experience confirms the importance and reality of the 4 = 0 condition, and one of the advantages of the p4/2 and J4 view of energy and power is that it helps to emphasise this, whereas the conventional E, D and ExH description obscures it.
Field measurement
One reason commonly given for treating q5 as an auxiliary function is that it cannot be observed directly, whereas E represents a condition of space that can be tested by measuring the force on a small charge. The view is widely held and is often stated explicitly, yet it is open to question for various reasons, perhaps the most fundamental of which is that the quantum phase provides a direct test of 4. Before taking up this point in Section 12, the wider question of the relative operational significance of force and energy functions deserves attention.
The importance of potential as a practical measure of the field is illustrated by the role of the voltmeter as the most familiar of all electrical equipment, whereas relatively few engineers find any need to measure E, and those who have attempted it will testify to the dificulty of doing so at low frequencies. Assigning energy to the charges defines q5 as an observable condition of those charges, in direct contrast to the practical problems of devising E-probes to test a supposed condition of empty space. Thus the more obvious measurement considerations hardly support the conventional view. Even at communication frequencies the preference for E and B is open to question as the induction in a circuit (e.g. in EMC applications) requires an integration over the area enclosed by the circuit, whereas 4 and A give it more directly.
Perhaps the most important underlying point is the role of thefand A components of E:
(35) which are commonly seen as mathematical fictions, because E is regarded as the physical entity. This implies that the capacitive and inductive interactions due to 4 and A cannot be distinguished experimentally, raising issues which go beyond the scope of the present paper but require brief comment. Even if a practical way could be devised of observing the force on a small charge, the measurement would often be of little help: e.g. the observation that the axial component of E is zero at the surface of a resistanceless wire in a transformer winding E = E+ + E~ = -grad 4 -aA/at I E E PROCEEDINGS-A, Vol. 139, No.4,JULY 1992 tells us little that is useful. We cannot even discover whether the transformer is working or not, and nothing about the physical processes involved, specifically that the energy radiation across the gap depends on A and not 4, i.e. it is a magnetic device. Practical forms of Eprobes are often designed to measure grad 4, and many voltage observations, e.g. in devices with moving parts, separate out the potential 4, in eqn. 35, whereas the net voltage due to both components of E proves to be dinicult to observe. On the other hand much confusion is caused by the not uncommon belief that electrostatic forces are negligible in magnetic devices, because these are characterised by a relatively small capacitive energy.
In fact the grad term forms an essential part of the charge-equilibrium condition, in eqn. 24, and the confusion is a direct consequence of the emphasis which is placed on E, whereas what is needed is a clear understanding of its components.
The measurement problem is best illustrated by example, such as the question of how an engineer can discover the direction of power flow along a power line passing overhead [34]. The conventional view requires a sample of the Poynting vector ExH obtained from a grad &probe (suitably aligned), together with a search coil to measure B, or, more exactly, the curl of EA in eqn.
35.
The alternative vector Jd requires a +probe, obtained by connecting a suitable voltmeter between ground and a wire or foil hung parallel to the power line, together with a means of detecting J by an A-probe consisting of a large rectangular coil whose active part is a pair of wires parallel to the source current, one placed on the ground. A single turn is then sufficient to obtain voltages from both that are considerably greater than those from B-coils and E-probes. The geometrical relationship between A and the source current is identical to that between 4 and the source charge, so that the J4 measurement is more easily calibrated than is one using ExH, and is likely to be more accurate, even if crudely constructed, because it is considerably easier to align wires parallel to each other than it is to find the axial direction of a small search coil and align it along the Bvector, whereas the accurate measurement of E at 50 Hz is a formidable task. The engineer constructing the 4, A-probe is also likely to have far more confidence in the answer to the question of sign, as interpreting the output from the ExH-probe depends on two vector crossproduct rules, together with the problem of distinguishing which end is which of a small coil consisting, necessarily, of a very large number of turns. Large A-coils may disturb the +field to a dangerous extent, so that there are reasons for using small sampling intervals [35], but there are also obvious disadvantages in differentiating 4 and A, and then reintegrating to obtain the total power. The example also illustrates the way in which the E, B approach tends to obscure the practical requirements, one of which is the simplest and most effective form of current-measuring transformer.
Aharonov-Bohm effect
The fundamental importance of the potential is directly confirmed by the appearance of 4, not E, in the Schrodinger equation, and the reasons for this shed light both on the quantum-mechanical relationship and on classical theory. The mutual energy Q4 of any charge Q can be controlled by enclosing it in a metal box and varying the potential of the box (see Fig. ll) , without any effect on the field in the neighbourhood of Q.
The Schrodinger equation predicts a corresponding change of quantum phase, shown by separating a suitably modulated electron stream into two parts, subjecting and is essential to the interaction, although ignored by Aharonov, Bohm and others. The work done, when the box is at zero potential, is given by the change in separation energy, which is reduced to -r I + Fig. 11 Mutwl-energy control these to different changes in potential +, when the packets of a pair are inside their respective boxes, and observing the effect on the interference pattern when they are recombined (see Fig. 12 ). This was pointed out by if Q is assumed, for convenience, to be at a uniform potential. Here +s denotes the increase in this potential which is caused by the insertion, so that it takes a negative value when Q is positive, and the energy is lower when inside the box than when outside. The subsequent change in the external source +o produces a net increase in the electrical energy of Q given by compared with the value when Q is outside. It is the second term which determines the net quantummechanical phase change, because the first is recovered on exit. There is a similar change in the energy of the charge Q -on the inner surface of the box
(38) but with opposite sign, so that the net change in stored energy, due to Q is zero, whereas the other charge, on the outside of the box, stores the electrical input. The radiation exchange, given explicitly by eqn. 33, is characteristic of most 'electrostatic' devices.
The physical significance of the mutual, or q5,-energy acquired by Q (see eqn. 37) can be observed by removing it from the box with 4, constant. This requires a work input
Fig. 12 A h a r o~v -B o h m effect
Aharonov and Bohm [36], who argued that the result is inconsistent with classical field theory as the change in +, has no effect on the E-field inside the box. They also pointed out the magnetic equivalent, which has attracted more attention and has been confirmed experimentally [37, 381. When the packet Q moves past a magnetic-flux source, producing a vector A, the quantum-phase is affected even though the flux density B at Q is zero, because A and not B appears in the Shrodinger equation. This is generally referred to as the Aharonov-Bohm effect, but is the second of two, the first of which is of interest here.
As has beem pointed out by Feinberg [39], classical theory also predicts a change in energy, and hence an interaction, without any change in the E-field around Q, and the p, + description amplifies and clarifies the point.
It also shows that the amount of the charge is irrelevant, and so the symbol Q is appropriate. The + interaction closely parallels that due to the A-vector, discussed elsewhere [24] , but is considerably simplified by the absence of velocity, and hence relativistic, effects.
It is shown in Appendix 21.1 that eqn. 33 gives a selfconsistent view of the stored-energy changes, and the input and output of energy, when charges are moved around, provided that the radiation of mutual energy is included in the local energy balance. Thus the Q+/2 energy of Q always reflects the work done on (or by) the system, although it may not necessarily be expended directly on Q, either in the device shown in Fig. 11 or in many others. Initially Q is drawn into the box by the opposite charge Q-that appears on the inner surface, on Q, whereas the movement of Q-from the inner surface of the box produces an electrical output W -Q = -Q+o (40) as it passes through the source. Half of both of these two energy transfers are accounted for by the local changes in stored energy, but the rest is due to the mutual radiation, as in other electrical machines.
Another mode of operation is obtained by disconnecting the box from ground before Q is inserted. The charge Q-on the inside is then balanced by an equal but opposite charge on the outside, and the energy change is zero (i.e. +s = 0) if we suppose that both the Q group and the box are in the form of thin spherical shells; allowing access via circular entry and exit holes (see Fig. 13 ). Moving Q from a remote point to the centre of the box then causes no change in energy, because there is no change in the +-field, and the net work WQ is zero in eqn. 36. The charge Q on the exterior of the box acquires an energy where CO is its capacitance, and this can be recovered, for example by switching in a resistor to ground. We thus obtain an electrical output, at the expense of a loss of stored energy, which is subsequently replaced if Q is removed from the box while the switch is closed. This provides another example of the radiation of energy between Q, on which the mechanical work is expended, and the box which supplies the electrical output, and the absence of any change in the E-field around Q is irrelevant.
The interaction closely parallels that due to the Avector [24] , in which the motion of q along the axis of a U , = Q2/2Co (41)
toroidal coil produces an EMF in the coil, and a transfer of energy when it carries current. The current produces a corresponding change in A at q, but no B-field outside the toroid, nor any induced E-field if the current is kept constant by an electrical source. Energy is exchanged be worth elaboration, and that the electromagnetic interactions with a charge are not, in general, determined by the E-and B-vectors in its vicinity. The underlying misunderstanding is a consequence of the common view that the E, B field replaces action-at-a-distance, when in fact it substitutes for it the far more difficult idea of remote action by the field [26] , and more specifically, by the flux (see eqns. 19 and 20).
Capacitivity
The simplest view of the interaction shown in Fig. 11 is in terms of capacitance, and this is not limited to equipotential charge groups. The energy density can be written in the form P4/2 = C" 4=/2 (42) integrated over the electrode surface, where C, denotes the capacitivity per unit area. This describes the geometrical properties of the separated charge groups in terms of the capability for absorbing charge from the datum. Bringing two oppositely charged spheres towards each other, for example, will increase the capacitivity of each, particularly in those parts of the surface which are closest to the other sphere, and reversing the sign of one charge will have the opposite effect. The result is cumulative as more sources are added, showing the way in which all the mutual interactions are summed and expressed in terms of an equivalent local property. The Aharonov-Bohm interaction is due to the way in which the box controls the capacitivity of the elements of Q.
The concept forms a part of a wider view of each of the circuit parameters as the sum of contributions from the different elements of the system. It applies equally to impedance and inductance, and then provides a direct contrast with the magnetic-flux-linkage description in that it does not require a closed circuit, but defines the inductivities of each of the components, including charges moving through no B-field [24] . The property of capacitivity, like inductivity, is applicable at all frequencies, and is frequency-dependent in a way which becomes particularly important when the wavelength is comparable with the circuit dimensions (see Section 14). The problem of solving any linear electric field can be interpreted as that of computing the capacitivities of the charge groups, showing the consequences of their geometric arrangement independently of the total amount of separated charge, and the concept also provides another view of the energy distribution pattern, normalised in the same way. A simple example of a numerical program providing capacitivities directly by calculating the charge distribution, without reference to field vectors, has been given by Levin et al.
[43].
Propagation delay
It is in the displacement current aD/at that the vector D is customarily seen to have its most important role, and 201 C = Q/+ = C,ds s most texts present the aD/at term in eqn. 20 as the key contribution, making electromagnetic energy propagation possible. This sets out the historical view of retarin terms of the path difference 6r = 'Os dation as a consequence of the two curl relationships, each of which, on its own, describes an instantaneous action-at-a-distance effect due to each of the fluxes [26] . The idea of a mechanism 'explaining' retardation in empty space is, however, inconsistent with relativity theory, which depends on the finite propagation velocity as a fundamental property of the universe, requiring and allowing no explanation. As the relativity hypothesis is familiar to all modem engineers, and is one that is readily observable in the behaviour of a pulse, it suggests considerable conceptual and practical advantages in reversing the historical approach and deducing magnetism as a consequence of a propagation velocity c whose value is obtained empirically. The magnetic interactions follow in a very simple way from 4 when they are described in terms of A instead of B [13] . The point of interest here is the effect of the delay on the radiation terms in eqn. 33 . Given the C $ interactions at low frequency, we have only to retard them to obtain the propagation equations (see eqns. 17 and 23), without reference to magnetic flux or displacement current.
Clearly the vectors E and B are unnecessary, in principle, to obtain energy radiation, as 4 (and likewise A ) is an energy function. The practical implications are best illustrated by example, the simplest of which is the Hertz dipole (see Fig. 14) , defmed as two small spheres carrying between two types of interaction, one dependent on the potential or capacitive energy, and the other the kinetic or inductive energy, and this separation is possible whenever the source charges are considered explicitly. It raises the question of the treatment of dielectrics, which will be discussed separately (see Section 15) , and for the present the sources are assumed to be limited to the charges on the dipole. Viewed from any point P (see Fig. 14) , the difference in the distances, and hence in propagation time, means that a dipole oscillating at angular frequency o acquires a net charge 
due to the source remote from the local charge, which generates a current i = -jw4 = -j& flowing away from it. The spheres may be replaced by their centre points to obtain the resistive component of the intersphere capacitance (48) with a negative sign because both spheres gain energy. The magnitude of R, is half the net radiation resistance [7, pp. 2531 for the dipole. We may also obtain the radiation from eqn. 33, or from the @p/& term in eqn. 28, which represents stored energy when there is no time delay, but in general acquires a aplat component having the same phase as 4. As the EMF method requires the differential of 4, together with CIA/&, to obtain E (see eqn. 35), and reintegration to obtain the total voltage, the two calculations are directly comparable, showing that the inductance also R, = -~h'/1~3&0 c2 acquires a resistive component. Its magnitude is R A = -3R4 because the sum gives the usual radiation resistance, and is positive. The reversal in sign of the 4 and A contributions follows by inspection from the absence of any reversal of current in the link, so that the inductance is reduced, and inductive energy is lost.
The method used to obtain R, is intuitively simple, but depends on the underlying assumption that 4 retains its operational significance when retarded; i.e. that it still represents the actual expenditure of energy in placing charges on the spheres. This can be demonstrated by considering pulse changes [13] , but a more direct comparison is obtained with the EMF method by considering the effect of the delay at any point on the straight wire joining the spheres (see Fig. 14) . By inspection, the difference bq in the charges Seen on the spheres, at the instant at which q,, is zero, is independent of y, in accordance with eqn. 45. This confirms the use of the series expansion, and illustrates its physical significance as a description of the field inside the dipole, which is treated as a point source for the ExH calculation. Hence E, (see eqn. 35) is constant, in accordance with eqn. 47, and we obtain the total voltage by multiplying E, by h, giving the external work performed by the f , forces. This is the same as is given by the J . E, component in the EMF method, as is evident by imposing the condition that the current i in the wire is the same everywhere, so that the local bq is in phase with the local i . The EMF obtained by integrating E is sometimes referred to as the back EMF, although this is a term which is reserved for the EA component in machines and transformers. 4 and A separate the net effect into two contributions, one representing the capacitive property of the spheres and the other the inductance of the link, and the corresponding external forces acting on the charges in the link show the significance of R, and R A . The usual calculation in terms of E and B also uses a partial field, as has been pointed out by Hammond [31] , and this is the source of the difference in nomenclature. The Evector is not the actual E at a real dipole (which does not radiate any ExH from its surface) because we cannot apply non-electromagnetic forces to electrons (see Section 2). A transmitter is fed from an electrical source, whose connections are designed to produce a potential difference 4s across a gap in the real link, without making any significant contribution to A. 4s exceeds the potential difference between the spheres by an amount which matches the dA/at voltage, plus the resistance drop in the link, and the field description corresponds to the equivalent circuit in a simple and obvious way, with additional radiation resistances in parallel. This is in direct contrast to the complexity of the E-vector description of the near field. In consequence, attention is customarily directed to the mathematical consequences of the duplex interactions in eqns. 19 and 20, often with little or no reference to the sources, and many engineers gain no useful understanding of an important part of the behaviour of their circuits. Equating understanding with a knowledge of supposed events in vacuo creates an effective barrier, although radiation is a direct consequence of the retardation delay, and is relatively easily understood and calculated from the familiar capacitive and inductive (i.e. circuit) properties of the sources. Moreover, is it arguable whether the interlinkages between fluxes, in empty space, is any more physically 'real' than the description in terms of the behaviour (specifically, the acceleration) of the radiating charges, particularly since the underlying reality is now generally viewed in terms of charges and photon exchanges.
Far fields
The separation of the energy into 4-and A-components is obviously meaningful, in terms of the capacitive and inductive properties of the spheres and link; although in practice the spheres carry some current and the link some excess charge, the sources of 4 and A, and the corresponding properties, remain physically separate. It is only when we come to look at the hypothetical external forces in the link that we meet the customary blurring, as there are clearly not two such forces. In practice there is not even one. This illustrates a simple, but crucial, change in interpretation of the equilibrium condition f + p E = O by treating the external force1 not E, as a single entity. The E,-and E,-components of E represent the different electromagnetic properties, but we cannot discover the difference by trying to separate into the components the external force f that opposes E in the link. The confusion arises from a failure to distinguish sufficiently clearly between f and E.
The importance of E, and EA is very evident in the stored energy, which is dominated by the capacitive property of the spheres, showing the practical need to operate nearer resonance by increasing h, so as to increase the ratio of inductance to capacitance*. This corresponds to the near field of the E, B description. It does not follow, however, that the corresponding separation of the dissipated, or far-field, energy into components is equally meaningful, and this requires some further clarification of the significance of R, .
We observe first that the dipole properties can be calculated in three ways which, although closely related, represent different physical principles. Using the EMF method corresponds to an evaluation of the external work in the link, whereas the other two are concerned only with the spheres. The radiation can be calculated directly from the third term in eqns. 33 and 34, or from the first term, i.e. from the electrical power demanded by the spheres, and it was this last method that was used to obtain R,. The two provide the alternative to the E, B integration of ExH in the far field, where both E and H are geometrically complex functions, each with three components. In the 4, A description the same far field is needed to calculate the interaction with other antennas, and consists of a single component of A, parallel to the link and varying in magnitude as l/r, exactly as 4 due to a point charge. EA also varies with l/r, as it is the time differential of A, whereas E, contributes no l/r term in the equatorial plane. Here the far field consists of the same A-vector as describes the magnetic effect of any current element, except that the retardation effect appears explicitly as a periodic alternation in sign. We thus obtain a different view of the question posed by Reem and Stokes in the early days of radio transmission [3, 451, whether what was observed is explained by ordinary magnetic induction, or not. We also see that two Hertz dipoles sharing a common equatorial plane constitute a magnetic device, in the sense that their interaction is inductive, not capacitive, at large separation distances.
More specifically, the capacitivity and companding inductivity 4 includes an l/r-component, due to 4q, but this is concentrated along the axis. The simplicity in description is lost when 4 and A are replaced by E, and B, because the differential of the l/r-component of 4 varies either as l/rz, or as l/r, depending on direction, and the same applies to the components of B, providing another illustration of the relative advantages of energy over force functions. The selective effect of the differential is due to the constant wavelength I in the propagation direction, and we obtain a much more direct explanation of the far field term in E and B, which tends to emerge like a rabbit out of a hat when the radiation is derived in the usual way.
The Lorentz gauge condition div A + (a4pt)/c2 = 0
shows that the far field components of 4 and A are not independent, and this explains the interactions between R, and R A , including sign. But it can be put into perspective as a restatement of the requirement div J = -ap/at which is imposed by the source. The acceleration of the charges emerges as the underlying cause of the radiation, due to aA/at. However, it does not follow that R, is physically meaningless, as the 4 radiation can be utilised if the far field component of 4, in the axial direction, is enhanced by suitably orienting both dipoles in the end surfaces of a waveguide. The usual E-and H-modes, defined by the absence of one out of six vector components, translate into 4-and A-modes, each requiring only two functions (i.e. two halves of the A, 4 4-vector) .
In this view waveguides become either electric (capacitively coupled) or magnetic (inductively coupled) devices, in accordance with the mode, and this is reflected in the radiation resistances. The comparison also shows the reason for preferring the A-mode, in terms of the two radiation densities, as in other magnetic devices. The 4-vector description is now being utilised in numerical solutions [M, 473, and, although the results are translated into the customary E, B form, they might usefully be interpreted more directly. Another important consequence of the change in field concept is that, whereas in the E, B view the net radiated energy is stored in the field, whose extent progressively increases as the wavefront moves outwards at velocity c, the 4, A view describes the same energy as dissipated or lost, in the sense that in an open universe it cannot be recovered by the radiating system. The two descriptions of energy density, (p4 + J . A)/2 and (E -D + H -4/2, no longer integrate to give the same total energy, but this does not mean that either is invalid, merely that the viewpoint is different. The point has been examined further in Reference 48.
Dielectrics
The other major role of electric flux is in the treatment of dielectrics, which separates into two entirely different views. The first, due to Maxwell [2] , and endorsed by Heaviside [3] , defines the flux density D as a primary concept so that the permittivity E becomes a fundamental physical property, both of materials and of empty space, reflected in the choice of symbols in the MKS and SI units. This contrasts with the modem view of dielectrics as sources, described by a polarisation vector P which measures the dipole density of the displaced charges. The 204 vector D is constructed by adding the two components D = E , E + P (49) one of which represents a condition of space, so that the combination mixes two entirely different quantities.
In this view D is a mathematical artifice, based on the flow analogy, defined to satisfy the continuity condition at the dielectric surface, at which E is discontinuous. The sources of D (unlike those of E) are then confined to the free charges, and the surface charge is ignored, although just as real as any other source, in the sense that charge has been displaced. The displacement gives a current aP/at = P, SO that where P supplies the surface charge and is similar to the conduction current of density J, in that it is due to the movement of charge within the material. If, instead, we include all the separated charges as field sources, and recognise P as a current, the role of the flux is transferred This approach becomes practicable for engineering purposes when the field is defined as 4, because the properties are those of the charges, and eqn. 2 is unnecessary (although D may be replaced by E). Susceptibility is defmed by the reduction in energy, and hence potential, when the space between two charged surfaces, as in Fig.   1 , is filled with the material, and the reduction can be explained by the equivalent surface charge Although the observations necessary to measure the properties of dielectrics depend primarily on the expenditure of work on charges outside the material, 4 is equally well defined inside, as the work which is done in carrying a charge to any point is unaffected by the cavities which have to be made to allow movement, provided only that a sufficiently small amount of material is removed. This is in direct contrast to the definition of the vector E in terms of force (see eqn. l), giving a result which depends on the shape of the cavity around q that is necessary to make the observation. The complex nature of the actual E-vector distribution within a group of dipoles (including reversal of sign) shows the difficulty in defining what is meant by the force on a test charge q, and averaging does not provide a simple way out because of the cavity shape problem. Observing the force on a charged object in a liquid likewise evades the issue, because the object makes a cavity and is subjected to the local mechanical or fluid pressure at the resulting interface, in addition to the long range or electromagnetic force on q*. The underlying difficulty is that of distinguishing clearly between the two forces in eqn. 11 and is directly reflected in the practical problem, referred to in Section 2, of predicting stress, as illustrated by the question as to whether or not electrostriction represents mechanical stress. As 4 is well defined in the material interior, so also is grad 4. Thus the pr$ description gives E, a much simpler and more secure base, showing directly, for example, why eqn. 1 gives the observable (net) force on an immersed charge, regardless of shape. Here J, denotes all the forces opposing -V4 (see eqn. 1 l), outside the dielectrics, and P * grad 4 the corresponding expenditure of energy inside, where the principle restraint is that due to the separation of the dipole charges, but in general the aA/dt term has also to be included in the forces opposing P * grad 4. is the net rate-of-change of energy stored at the two surfaces, and accounts for the discontinuity in the energy flows on the two sides. The energy-conversion term inside the dielectrics corresponding tof, -U outside is
if the material is linear and the frequency low enough to make the aA/at-component of E negligible. Eqn. 57 then represents the rate-of-change of energy stored in the restraints; more generally it includes the conversion of energy from potential to kinetic I -A/2 form where I is the displacement current p.
The role of the polarisation charges in carrying energy provides some link with the ExH view of energy flow in dielectrics, but the two descriptions are obviously very different, as is shown by the similarity between p4 and J4 in conductors, where ExH is zero if the conductor is loss-free. I' + and ExH are at right angles to each other in a plane wave [14] , illustrating the point that it is often only J4 that is of practical interest. The principal application of is in waveguides, which will be discussed elsewhere*.
Conclusions
The paper is a part of a series whose general objective is to point to the practical advantages, in engineering, of treating the potential 4 and momentum vector A as the quantities of primary interest, and E and B as auxiliary functions, thus reversing the conventional view. One of the consequences is the separation of both stored and * Comparison of alternative descriptions of electromagnetic radiation', in preparation radiated energies into parts, one electric, due to 4, and the other kinetic or magnetic, due to A , the first of which has been examined here. It has been shown that the separation is valid at all frequencies and gives a useful insight into the operation of devices ranging from machines to waveguides, characterising them in accordance with the method of energy transfer between their parts. This view is in direct contrast with the Poynting vector ExH, which depends on the interaction between the electric and magnetic fields, and confines the useful energy flows to the direction parallel to the conductor surfaces.
The essence of the method is to assume that the electric energy density is p 4 / 2 at all frequencies (together with a kinetic energy density J * A/2), and to explore the implications of this assumption. It has been shown to be a convenient one, for engineering purposes, confirming the conclusions reached previously. The concepts of electric flux and displacement current in uacuo are unnecessary, and the treatment of propagation is simplified by assuming the retardation velocity c, thus implying the choice of the Lorentz gauge. It is this which separates the +component of the radiation, describing the capacitive interactions at all frequencies, and defining what is meant by electric or 'electrostatic' devices, in contrast with magnetic devices in which the energy exchange is due to the momentum vector A. The appearance of a net energy radiation from a closed system follows as a direct consequence of retardation, and it has been shown that this may simplify the calculation as compared with the customary integration of the Poynting vector ExH. Energy which is stored, in the E, B description, is dissipated when expressed in 4, A terms, but this merely reflects a difference in point of view.
The change in what is meant by the field defines all charge behaviour in terms of impedance properties, and generally provides a much closer link between field theory and circuit theory by concentrating attention on the charges. Replacing the vector E by the potential 4 both re-defines what we mean by electric, and has also been shown to give a quantity which contains more information, as the choice of 4 = 0 reflects the need for an external reference relative to which the energy is expended, so that it is both physically meaningful and of considerable practical importance. This is in direct contrast with the customary view of the datum as a mere constant of integration, because of the use of a force instead of an energy function. The point is demonstrated directly by the (electric) Aharonov-Bohm effect, which is commonly supposed to be inconsistent with classical electromagnetic theory because 4 and not E appears in the Schrodinger equation. The increasing role of quantum electrodynamics in electrical engineering makes the removal of this apparent anomaly a matter of some importance.
It has also been shown that removing the energy from the field makes the usual concept of flux unnecessary and simplifies the treatment of electrostatics by describing the 4 interactions directly in terms of operations on charges.
Although the approach is based on essentially the same concepts as those of circuit theory, differentiating 4 and A gives the usual E-and &vectors, and thus provides access to the literature. One fundamental difference is in the separation of the vector E into its components, due to 4 and A , describing two different interactions. The idea of a single entity E is replaced by that of a single nonelectromagnetic force f opposing the E-forces on the charges.
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Facilities provided by Bath and Bristol Universities are also gratefully acknowledged. Thus the definition of 4 in Section 2 depends on changes in the system configuration, so that the reciprocity condition on which the radiation balance depends (see Sections 8 and 9) requires further examination. It is convenient, for the present purpose, to regard the system as a superposed set of charge groups carried on small electrodes, so that each has a single value of 4. Either they can be interconnected, as necessary, to form larger electrodes, or superposed to obtain larger groupings of variable 4, without obscuring the underlying principles with volume integrals. Two pairs of charges, as in Fig. 8 , are sufficient to illustrate all the underlying self and mutual interactions. The analysis is not restricted to slow changes, as the kinetic forces and energy are included in the external forcef+ (see eqn. 11).
The two components of the radiation term in eqns 33 and 3 4 describe two different methods of changing and stored energy. We may identify charge, by keeping the amount constant and varying 4, or identify 4 as an electrode parameter, and vary the charge. The latter requires the transfer of charge electrically by an electrical connection of some sort to a voltage source, and we observe that the finer the wire the less its energy contribution. Both changes are due to the movement of charge, but q64 attributes the energy to q, whereas 46q associates it with Hence q16412/2 = Q2642iP showing directly that the energy radiated by q1 in eqn. 33 is balanced by that received by Q2. This confirms the conclusion in Section 9, because any number of other fixed electrodes can be added. In general, half of the f, * 61 work is accounted for by radiation, as the remote datum implies that the movement causes no change in the net self energy of q, in eqn. 34, although there is a local redistribution within q,.
The potentials of other electrodes, such as +2 and &, may be held constant, relative to ground, and the changes in induced charge then reflect the movement of q,. The 4 view of the field directs attention to these changes and shows that they are an essential part of the interaction, in contrast with the description in terms of the interaction between q , and a field E, which often leads to their neglect. The reciprocity condition becomes q i 4 i z = Q 2 1 4 2 (61) = 0, so that electrode 3
where 412 is redefined with has no energy, although it carries charge. Then Hence, when dealing with small charge groups, placing q, in the #-field of q2 avoids the difficulties of defining E,, as a condition of space causing a force on a charge q, those. presence changes that condition. In the # view the field is not an energy property of space, but is merely a numerical measure of the remote actions between the charges carrying the energy. A third alternative is to control 41, as well as 42 and d3, by, an electrical source, and thus complete the various possibilities by applying eqn. 59. The double suffixes are useful in showing the need to calculate the differentials in accordance with the various circuit conditions which may be imposed, but the net result is to demonstrate the validity of the description of energy transfer in eqns. 33 and 34, regardless of what those conditions are. More specifically, to show that in the absence of retardation, the radiation terms always balance, as is to be expected intuitively from the energy density p9/2.
Clearly the treatment in terms of radiation closely parallels the usual circuit parameters of energy and coenergy, but distributes the lumped equivalent properties, as seen from the device terminals, by a more local description of events. In this sense it explains those properties. The stored energy, of density p4/2, is separated from the energy supplied electrically, and the separation clarifies what is meant by the energy and coenergy terms, in a way which is valid under all conditions (including nonlinear materials, which can be described in terms of an energy conversion due to nonzero f+). When any change in mutual energy occurs, 50% of the electrical input is radiated and may appear either as mechanical work due to movement, or as electrical energy expended elsewhere. The somewhat mysterious integrals due to changes of configuration are accounted for by local radiation interactions, and thus in terms of the underlying changes in capacitivity, with practical implications which can be illustrated by an example of the magnetic (A) equivalent. In an examination of force distributions on iron in highly stressed machines, a colleague argued that the result must necessarily depend on the previous magnetic history of the part, because the energy and coenergy terms cannot be calculated without specifying that history. Eqns. 33 and 34, on the other hand, show that the past history is irrelevant to the current energy exchanges and distribution of f+. The radiation descrip tion, had it then been available, would have provided an immediate answer to a matter which proved to be very difficult to resolve when expressed in terms of E and B, because of the lack of a sufficiently close link between the field properties and the terminal parameters.
The analysis of those parameters in terms of the interactions between the component parts may extend to any desired level of dissection. For example, a moving charge q1 can be treated as a single entity by applying eqn. 34 to a surface S drawn around it, or it can be examined more closely by applying eqn. 33. The J 4 term then appears within the group, and radiation exchanges occur between the front and rear. The degree of detail is merely a matter of convenience and practical application. The radiation terms complete the energy transfers and give useful insights in design, although what is usually of most interest is what is measured, i.e. Jq5 and&, which can be calculated directly from the field, 4.
Curvature of space
An anonymous referee has argued that the distribution of energy with a density ( E -D + H a 412 is directly demonstrated by its effect on the curvature of 4-space
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[49], so that the basic tenet of the paper is invalid. This raises a number of interesting and substantial issues requiring comment, although necessarily only superficial and speculative, particularly as no experimental observations of the electromagnetic contribution to the curvature appear to have been carried out or proposed. The underlying need to define an experiment goes beyond the practical difficulties. As the examination of classical electromagnetic effects has shown, assumptions which appears at first sight to be mutually exclusive may agree on what is actually observed.
Measurements are likely to be of an optical, i.e. electromagnetic wave, nature*, so that they can be described in either E, B or 4, A terms. In this sense the effects (the forces on the charges) are the same in both treatments and we need to consider only the cause. Here the two differ in their description of energy density, but agree on the total energy, and hence mass, of any closed system of matter and charge, suggesting similar predictions when the requisite changes are made. As the space curvature is due to the same energy as accounts for the Maxwell field stress, there is a direct relationship between stress and curvature, and the 4, A-model likewise includes an (charge-based) analogue of the E, B-stress (see Section 5 ). An underlying point is in our physical interpretation of mathematical models, e.g. as shown by the common view that we can verify the E, B energy distribution in a propagating wave by observing the forces which it exerts on charges as the wave goes by. Because, the same forces are predicted when the energy is defined by 4 and A, there are powerful reasons for regarding both descriptions as no more than mathematical artifices. Each is selfconsistent, and there appears to be no reason, a priori, for assuming that this selfconsistency does no extend to the association of space-time curvature with the relevant energy.
The curvature is one aspect of an E, B model that is characterised by the remarkably arbitrary way in which some of its physical implications are accepted, and others rejected, following the abandonment of the underlying concept of the ether. The Maxwell stress, for example, is intimately related both to the energy which is supposed to cause the space curvature, and also to the momentum, of density DxB; all are parts of a single tensor entity. Yet, although the momentum, like the energy, is commonly seen as a very real quantity needed to satisfy the principle of momentum conservation, the idea of any physical reality in the stress is not, and the more thoughtful writers likewise reject any direct physical interpretation of the associated energy flow vector ExH, because of its infinity of possible variants. So the model hardly justifies the confidence that is placed in it as the only satisfactory one, and the point is important because we have a choice between three models and not two. It now appears to be generally agreed that quantum-electrodynamical descrip tion provides the underlying reality, in the sense that this is now the most secure and accurately confirmed part of modem physics. All electromagnetic fields, including electrostatic, are no more than aggregates of large numbers of photons, all of the same kind, and macroscopic phenomena follow as a direct consequence of the probability amplitudes of the various paths Quantum electrodynamics is immediately relevant in that it predicts the macroscopic effects commonly regarded as non-electromagnetic, and brings us back to the point made at the start of the paper about the arbitrary naturef+ in the electrical forces. The curvature of space is due to the presence of stars, for example, which are customarily viewed as non-electromagnetic lumps of ordinary matter associated with relatively minute amounts of electromagnetic energy, mostly magnetic, as observed by a space probe. But the picture is replaced by one of a (literally) seething mass of electromagnetic energy when we consider what is actually going on inside. This reflects the point that the subject known as mechanics rests on the definition of mechanical forces and energy, such as those due to a spring, whose behaviour is, in fact, accounted for by the electromagnetic forces in the crystal structure. The electromagnetic energy inside the star is not negligible, or even small, as it balances the gravitational pressure, suggesting that the essentially arbitrary nature of the distinction between what is electromagnetic and what is non-electromagnetic, on a laboratory scale, extends also to the space curvature. We observe that the conditions within the star allow little distinction between the E, B and 4, A views of the energy distribution but a preference for the latter view of the field because of the need for quantum electrodynamics rather than classical theory.
