Spatially compact stellar profiles and old stellar populations have established compact elliptical galaxies (CEGs) as local analogs of the high-redshift "red nuggets" thought to represent the progenitors of today's early-type galaxies (ETGs). To address whether the structure of the dark matter (DM) halo in a CEG also reflects the extremely quiescent and isolated evolution of its stars, we use a new ≈ 122 ks Chandra observation together with a shallow ≈ 13 ks archival observation of the CEG Mrk 1216 to perform a hydrostatic equilibrium analysis of the luminous and relaxed X-ray plasma emission extending out to a radius 0.85r 2500 . We examine several DM model profiles and in every case obtain a halo concentration (c 200 ) that is a large positive outlier in the theoretical ΛCDM c 200 − M 200 relation; i.e., ranging from 3.4 σ − 6.3 σ above the median ΛCDM relation in terms of the intrinsic scatter. The high value of c 200 we measure implies an unusually early formation time that firmly establishes the relic nature of the DM halo in Mrk 1216. The highly concentrated DM halo leads to a higher DM fraction and smaller total mass slope at 1R e compared to nearby normal ETGs. In addition, the highly concentrated total mass profile of Mrk 1216 cannot be described by MOND without adding DM, and it deviates substantially from the Radial Acceleration Relation. Our analysis of the hot plasma indicates the halo of Mrk 1216 contains ≈ 80% of the cosmic baryon fraction within r 200 . The radial profile of the ratio of cooling time to free-fall time varies within a narrow range (t c /t ff ≈ 14 − 19) over a large central region (r ≤ 10 kpc) suggesting "precipitation-regulated AGN feedback" for a multiphase plasma, though presently there is little evidence for cool gas in Mrk 1216. Finally, other than its compact stellar size, the stellar, gas, and DM properties of Mrk 1216 are remarkably similar to those of the nearby fossil group NGC 6482.
1. INTRODUCTION Massive early-type galaxies (ETGs) are widely believed to have formed in a two-phase process (e.g., Oser et al. 2010) . Phase 1 occurs at early times (z 2) when dissipative gas infall leads to rapid star formation and, along with some dark matter (DM) halo contraction (e.g., Dutton et al. 2015) , produces a very compact "red nugget." Subsequent evolution in Phase 2 is primarily non-dissipative driven by collisionless ("dry") mergers, the effect of which is mostly accretive (i.e., increasing the size of the stellar halo) with little or no star formation. This later slow accretive phase is revealed by the stellar mass-size evolution of ETGs (e.g., Daddi et al. 2005; van Dokkum et al. 2008; Damjanov et al. 2011; van der Wel et al. 2014 ) and through multi-component decompositions of nearby ETGs (Huang et al. 2013) . To study the end of Phase 1 requires mapping the radial mass profiles of galaxies at z ∼ 2. Unfortunately, even with stellar dynamics detailed mass mapping is not possible at present since only an average velocity dispersion within approximately the stellar half-light radius (R e ) can be measured for z ∼ 2 galaxies (e.g., Toft et al. 2012; Rhoads et al. 2014; Longhetti et al. 2014; van de Sande et al. 2014) .
With detailed mass mapping of red nuggets extremely challenging, an alternative approach is to study local analogs (e.g., van den Bosch et al. 2012; Trujillo et al. 2014) . van den conducted a local survey of galaxies based on (among other criteria) the estimated size of the gravitational radius of influence of the central super-massive black hole (SMBH) . From this survey they identified a sample of compact elliptical galaxies (CEGs) that have remarkable properties (Yıldırım et al. 2017 , hereafter Y17, and references therein). (1) They have very old ( 13 Gyr) stellar populations (e.g., Y17; Ferré-Mateu et al. 2017) . (2) They have compact stellar surface brightness profiles that obey the stellar mass-size relationship for z ∼ 2 galaxies instead of z = 0. (3) Some of the CEGs have evidence for over-massive SMBHs with respect to the M BH − σ relation (e.g., Ferré-Mateu et al. 2015; Yıldırım et al. 2015; Walsh et al. 2015 Walsh et al. , 2017 , see also Savorgnan & Graham 2016) . Properties (1) and (2) suggest that these CEGs are ancient relic galaxies that have skipped the "Phase 2" of slow accretion of an extended stellar envelope. In other words, they are likely passively evolved direct descendants of the high-redshift red nugget population, and therefore provide a new and more accessible avenue for studying the detailed structure of red nuggets.
It is presently unknown whether the DM profiles corroborate the interpretation of CEGs as relic galaxies. The scatter about the median ΛCDM c 200 − M 200 relation reflects the halo formation time, history, and environment (e.g., Bullock et al. 2001; Neto et al. 2007; Ludlow et al. 2016; Ragagnin et al. 2018) . Consequently, if the CEGs are truly red nugget analogs, their halo concentrations should reflect the early formation epoch and isolated evolution and thus appear as large, positive outliers in the local c 200 − M 200 relation.
Motivated primarily by the desire to map the gravitating mass profiles of CEGs, in Buote & Barth (2018, hereafter Paper 1) we described the results of the first systematic search for extended, luminous X-ray emission in CEGs suitable for detailed hydrostatic equilibrium (HE) analysis of their mass profiles. Of the 16 CEGs studied by Y17, we identified two objects -Mrk 1216 and PGC 032873 -that are extremely promising for X-ray study and presented initial constraints on their mass profiles (see also Werner et al. 2018) . Only for Mrk 1216 were the existing Chandra Cycle 16 data of suffi-cient quality for a detailed HE mass analysis from which we obtained the first tentative evidence for an above average halo concentration for a CEG. We also placed a tentative constraint on the SMBH mass consistent with the large ("over-massive") value obtained from stellar dynamics by Walsh et al. (2017) .
To confirm and strengthen these initial results, we submitted a Chandra proposal for a deep 130 ks observation of Mrk 1216 which was approved and allocated time in Cycle 19. Here we report a detailed analysis of the Cycle 19 image and spectra in conjunction with an updated analysis of the shallow archival Cycle 16 data studied in Paper 1. Some properties of Mrk 1216 are listed in Table 1 .
The paper is organized as follows. We describe the Chandra X-ray observations and the data preparation in §2. In §3 we perform a detailed analysis of the image morphology to search for features associated with AGN feedback. In §4 we describe the spectral analysis. We define the spectral model in §4.1 and present the results of the spectral fitting in §4.2. We present the HE models in §5, the fitting methodology in §6, the results of the HE mass analysis in §7, and the error budget in §8. We discuss several topics in §9 and present our conclusions in §10.
OBSERVATIONS AND DATA PREPARATION
We list the details of the Chandra observations in Table 2 . In Cycle 19 Mrk 1216 was observed with the ACIS CCDs during 2018 from January 9 to January 14 in four exposures for ∼ 30 ks each. The aim point of the telescope was located on the S3 chip (i.e., ACIS-S configuration), although a non-standard chip set was used (notably with the I2 and I3 chips both active) to allow for a simultaneous measurement of the background. We prepared the data for imaging and spectral analysis using the CIAO (v4.10) 1 and HEASOFT (v6.24) 2 software suites along with version 4.8.1 of the Chandra calibration database. 3 We begin by reprocessing each each Cycle 19 exposure with the latest calibration information. To clean these exposures of periods of high particle background, we created broad-band light curves extracted from regions without obvious point sources and excluding most of the emission from Mrk 1216. We filtered the light curves with a 3σ clip procedure (see CIAO DEFLARE and LC_CLEAN tasks) which resulted in almost no time removed for a combined total exposure of 122.4 ks. The cleaned times for each exposure are listed in Table 2 .
To generate images for the entire Cycle 19 data set, we first combine the individual events lists into a single file. We begin by correcting the absolute astrometry for each exposure using the CIAO task REPROJECT_ASPECT along with initial point source lists obtained from their 0.5-7.0 keV images using the CIAO task WAVDETECT. We combined the aligned exposure into a single events list from which an image and exposure map was created using the CIAO task MERGE_OBS. In this way we create merged images of the entire Cycle 19 observation of varying energy ranges and pixel sizes.
Since our focus is on the diffuse emission, we generate a source list using WAVDETECT applied to the 0.5 − 7.0 keV image. We verify the detected point sources by visual inspection while excluding the detection of the center of Mrk 1216. We assign a radius for each source to correspond to the 95% encircled energy fraction for a 1-keV monochromatic point source appropriate for its off-axis location in the ACIS field.
While most of our imaging and spectral analysis employs a local background measured directly from the Chandra observations of Mrk 1216, we nevertheless, as described below, make some use of the background derived instead from regions of nominally blank sky. For each of the Cycle 19 observations we created such "blank sky" images using the CIAO tasks BLANKSKY an BLANKSKY_IMAGE. We co-add the images of each exposure to obtain a total blank-sky background image matching the energy band and spatial binning for the corresponding source image.
For our primary spectral analysis, we defined a series of concentric, circular annuli positioned very near to the optical center ( §3) while masking out point sources, chip gaps, and other off-chip regions. There is significant latitude in choosing the widths of the annuli depending on the scientific objectives. We balanced the need for source counts with the need to sample the radial profile within 1R e arriving at a criterion of ≈ 1000 background-subtracted counts in the 0.5 − 2.0 keV image (using the softer band to emphasize the k B T = 0.5 − 1 keV hot plasma contribution). In addition, to better probe the gravitational effect of a central SMBH, we required the central aperture to have a radius of 2 pixels (0.982 ′′ radius), enclosing ≈ 90% of the point spread function, and containing a little below 600 source counts. The annulus definitions are listed in Table 6 . Note that all the annuli listed in Table 6 lie entirely on the S3 chip except annulus 10 for which almost 30% of the area lies on the S2 chip. Finally, to constrain the local background, we also included a single large annulus (R = 4.1 ′ − 14.8 ′ , not listed in Table 6 ) with negligible source counts but containing most of the available area of the S2, I2, and I3 chips.
We extracted a spectrum and created counts-weighted redistribution matrix (RMF) and auxiliary response (ARF) files using the CIAO task SPECEXTRACT for each region and Cycle 19 exposure. Then for each region we created a combined spectrum, RMF, and ARF files using the CIAO task COMBINE_SPECTRA. Combining the RMFs and ARFs in this way is a convenience and should be appropriate for Mrk 1216 since constraints on the spectral models are dominated by statistical rather than systematic errors in the response. Nevertheless, to verify this expectation we have also analyzed the un-merged spectra ( §4.2 and Appendix A).
We also examined whether enhanced Solar Wind Charge Exchange (SWCX) emission may have significantly affected the Cycle 19 observations. We used the Level 2 data from SWEPAM 4 to obtain the solar proton flux during each Chandra observation. All 4 Cycle 19 exposures have solar proton flux below ≈ 2 × 10 8 cm −2 s −1 indicating significant proton flare contamination is not expected (Fujimoto et al. 2007 ).
Finally, we have updated and prepared the Cycle 16 observation as above, but without merging it with the Cycle 19 data, and maintaining the same annuli definitions used in Paper 1.
IMAGE MORPHOLOGY: SEARCH FOR STRUCTURAL EVIDENCE OF AGN FEEDBACK
Since the demise of the classical cooling flow paradigm brought about by early observations with the Chandra and XMM-Newton telescopes (e.g., Peterson & Fabian 2006) , it is now generally accepted that in the central regions of cool-core clusters and isolated massive galaxies episodic AGN feedback suppresses and regulates gas cooling (e.g., Note. -The redshift is taken from NED. a We compute the distance using the related redshift (also taken from NED) corrected to the reference frame defined by the 3 K cosmic background radiation assuming Ω m,0 = 0.3, Ω Λ,0 = 0.7, and H 0 = 70 km s −1 Mpc s −1 . We calculate the Galactic column density using the HEASARC W3NH tool based on the data of Kalberla et al. (2005) . The total H-band luminosity, circularized effective radius (Re), and stellar velocity dispersion are taken from Y17. Lx and k B T are, respectively, the projected, emission-weighted luminosity (0.5-7.0 keV) and temperature computed using the best-fitting hydrostatic model for the galaxy within a projected radius of 100 kpc ( §7). McNamara & Nulsen 2007) . Although the details of the feedback process are complex and are the subject of much current research in the field, the fundamental mechanism by which the AGN energizes the hot plasma is widely believed to be mechanical feedback from AGN radio jets; i.e, the jet interacts with the hot plasma and, e.g., inflates bubbles and cavities, generates weak shocks and sound waves, which deliver energy to the hot plasma. Consequently, in this section we have performed a detailed search for signs of AGN feedback in Mrk 1216 in the form of irregular features in the central part of the X-ray image. (Spectral signatures are examined in §4.2.3 and §4.2.4). Since radio observations of Mrk 1216 currently indicate only a weak point source (limited to the single 9.2 ± 0.2 mJy detection in the 1.4 GHz NVSS, Condon et al. 1998 ), our present investigation of signs of AGN feedback will consider mainly the X-ray image morphology. We focus our analysis on the Cycle 19 data since the Cycle 16 data do not provide strong constraints on the central image structure (Paper 1). We focus our analysis on the merged Cycle 19 image in the 0.5 − 2.0 keV band using a monochromatic 1-keV exposure map. In Figure 1 we show the raw image of the central 1 ′ × 1 ′ Figure 2 . 0.5-2.0 keV surface brightness profile and best-fitting model (Table 4) of the central ∼ 100 ′′ . The model is fully two-dimensional but has been binned radially for display purposes only (∼ 200 counts per bin). The total model is shown by the solid red bins. The individual model components are as follows: gauss 1 (dashed black), gauss 2 (dashed green), beta (dashed blue), and constant background (dashed cyan). The bottom panel shows the data/model ratio. Note. -The exposure times refer to those obtained after filtering the light curves ( §2), which resulted in a negligible amount of excluded time for each observation. The total clean exposure for the Cycle 19 observation is 122.4 ks. Note. -The ellipticity and position angle of the 0.5-2.0 keV surface brightness as a function of semi-major axis a obtained using a moment analysis ( §3).
region at full resolution overlaid with smooth contours. The image appears very regular with rather round (though noisy) contours; i.e. the impact of AGN feedback on the image of Mrk 1216 is not dramatic in the same way as observed for some well-studied Virgo galaxies -M84 (Finoguenov et al. 2008 ) and NGC 4636 (Baldi et al. 2009 ). It is possible, however, that features similar to those seen in some Virgo galaxies are present in Mrk 1216 but are merely less prominent owing to Mrk 1216 being 5-6 times more distant than Virgo. Therefore, a quantitative assessment of image morphology is required.
Moment Analysis
To make a quantitative analysis of the X-ray image morphology, we begin by computing the ellipticity (ǫ), position angle (PA), and centroid evaluated within elliptical apertures as a function of semi-major axis a. We apply an iterative scheme equivalent to diagonalizing the moment of inertia tensor of the image region (Carter & Metcalfe 1980; see Buote & Canizares 1994 for application to X-ray images of elliptical galaxies). Before applying this technique, we replaced detected point sources ( §2) with local background using the CIAO DMFILTH tool.
In Table 3 we list the ellipticity and position angle as a function of a within 10 kpc (≈ 22 ′′ ). Not listed in the table is the center position which is quite steady; e.g., the center shifts by only 1.1 ± 0.4 pixels (0.5 ′′ ± 0.2 ′′ ) when comparing the centroids of the a = 1.23 ′′ , 22.39 ′′ apertures. Within the relatively large statistical errors, the PA within ≈ 10 kpc is consistent with the H-band value of 70.15
• reported by Y17, with some weak evidence it increases near a = 10 kpc (also see below). The ellipticity, however, displays a clear radial variation. Within a ≈ 4 ′′ the image is modestly flattened with ǫ ≈ 0.20. The ellipticity then drops quickly for larger a to a small value ≈ 0.05 not inconsistent with ǫ = 0. The X-ray morphology is thus broadly similar to that observed for the relaxed, fossil-like elliptical galaxy NGC 720 (e.g., Buote et al. 
Note. -Best-fitting parameters and 1σ errors of the two-dimensional, multi-component surface-brightness (0.5-2.0 keV) model ( §3 2002); i.e., within ≈ 1R e the X-ray image is moderately flattened (though rounder than the stellar isophotes, ǫ = 0.42 -Y17) and consistent with being aligned with the stellar image before giving way to a much rounder X-ray image at larger radius. Hence, the moment analysis of the centroid, ǫ, and PA within a ≈ 10 kpc does not indicate the presence of irregular surface brightness features.
3.2. Two-Dimensional Model To search for more subtle features in the X-ray image we construct a smooth two-dimensional model, subtract it from the image, and inspect the residual image using the SHERPA fitting package 5 within CIAO. We initially defined a model consisting of an isothermal β model (Cavaliere & Fusco-Femiano 1978) for the hot gas and 5 http://cxc.cfa.harvard.edu/sherpa/ a constant background. Each model component was folded through the exposure map and fitted (using the C-statistic) to the full-resolution image within a radius of ≈ 100
′′ from the center of the galaxy (close to the edge of the S3). For our fiducial analysis here and throughout the paper, we defined the center of the X-ray image to be the centroid computed within a circular aperture of radius 3
′′ initially located at the emission peak. This gives (R.A., Dec) of (8:28:47.1410, −6:56:24.368) which is very consistent with the stellar center determined by Springob et al. (2014) , though we note that there are 1 ′′ -level differences in the various position references collected by NED. (We examine the effect of choosing a slightly different center in §8.1.)
We found that the initial model fit produced significant residuals within central region. We noticed a substantial reduction in these residuals upon adding two gaussian compo- Note.
-Properties of notable regions of the 0.5 − 2.0 keV residual map ( §3 and Figure 3 ). Regions 1-3 represent those with the largest residuals we studied; i.e., dashed regions in Figure 3 . Region 4 displays the most interesting spectral deviations ( §3.3); i.e., solid circle in Figure 3 . The "Image" column gives the counts in the raw image, "Model" gives the counts predicted by the best-fitting model (Table 4 and Figure 2) , and "Residual" gives the counts resulting when the model is subtracted from the image. The ratios refer to the data divided by the model expressed as percentages above (positive) or below (negative) the model. The final column takes the square-root of the data / model ratio and converts it to a percentage while preserving the sign. The result will indicate the hot gas density ratio if the differences between the plasma emissivities (especially the temperatures and iron abundances) of the data and model are negligible. The error bars on the ratios derive from Gaussian noise except for Region 3 where we used the Poisson error bars tabulated by Gehrels (1986) . The definitions of the regions are as follows: Region 1 is a rectangle with sides of lengths 3.5 ′′ and 1.7 ′′ rotated by 121.8 • N-E; Region 2 is a rectangle also with sides of lengths 3.5 ′′ and 1.7 ′′ but rotated by only 0.9 • N-E; Region 3 is a circle with radius 1.1 ′′ ; Region 4 is a circle with radius 1.3 ′′ . nents with different widths; i.e., a crude multi-gauss expansion. (Adding more gaussian components produced comparatively minor changes.) The best-fitting parameters and 1σ errors are listed in Table 4 . In Figure 2 we plot the bestfitting two-dimensional model (and data/model ratio) binned as a radial profile where each bin contains ∼ 200 counts. Notice in particular the negligible residuals within the central region. The gaussian components display ǫ and PA values similar to the moment analysis (Table 3) ; i.e., PA values broadly consistent with the H-band value with a moderately flattened ǫ ≈ 0.30 that drops to a much smaller value (ǫ ≈ 0.10) indicating nearly round isophotes at larger radius. (We emphasize that the individual components of our surface brightness model -β model and two gaussians -should not be thought about as distinct physically meaningful mass components. We describe the physical model(s) later; i.e., the fiducial HE model in Table 8.) When ǫ is allowed to vary for the β model, we obtain values ǫ ≈ 0.13 and PA ≈ 135
• , also fully consistent with the moment analysis, indicating the PA begins to deviate significantly from the stellar value near a ≈ 30 ′′ . Proper assessment of potential systematic errors (e.g., from the treatment of embedded sources, accuracy of the exposure map, etc.) on the values of ǫ and PA at these and larger radii is beyond the scope of our paper and we defer such an analysis to a future investigation. Consequently, we fixed ǫ = 0 for the β model for our present study, which we found had negligible impact on the fit residuals within the central ≈ 10 kpc region which is our focus here.
Residual Image
In Figure 3 we show the raw image in the central 20 ′′ × 20 ′′ region and the corresponding residual image constructed by subtracting the best-fitting two-dimensional model from the image. As is readily apparent, the residual image is noisy and lacks obvious bubbles or cavities or spiral features indicative of "sloshing." To guide the eye, we have overplotted smoothed contours (blue, linearly spaced) to trace subtle peaks and valleys. These regions are located within a radius of ∼ 5 ′′ from the galaxy center without any obvious pattern in their locations.
To study further the properties of these regions, we approximated the contour regions with simple boxes or circles, in some cases enlarging the regions to obtain more counts. We also added a few regions adjacent to the contours for comparison. Our region definitions are meant simply to provide a reasonable sampling of the contour regions and their surroundings and necessarily do not consider the location(s) of any extended radio jet emission, for which there is presently no evidence. Without having the radio jet emission as a guide, the statistical significance we quote below for the regions are over-estimates since we do not account for the "look elsewhere effect." Therefore, while the absolute values of the quoted significances should be treated with caution, the relative significance values of the regions should still be useful for guiding future studies of the central image structure.
In all, we constructed 10 regions within a radius ∼ 8 ′′ from the center. When compared to the model, 7/10 regions possess counts within 2σ of the model. We denote the 3 most significant deviations from the model by the dashed black regions in Figure 3 and list some of their properties in Table 5 . Region 1, indicated by the rectangular region to the SW of the center, possesses by far the most significant (4.1σ) difference from the model, and its effect is even readily apparent in the raw image as a distortion in the third contour from the center. Regions 2 and 3 have significances just below 3σ and their manifestations are not obvious in the raw image. Region 2 located to the SE is an excess of similar size (∼ 30% surface brightness deviation from the model) to Region 1 but less significant.
Region 3 has a deficit of ≈ 37% and a size well consistent with those seen in well-studied cavity systems in clusters (e.g., McNamara & Nulsen 2007) . The fact that Region 1, an excess, is adjacent to Region 3 is intriguing. The configuration might be a rim bordering a cavity, though the relative placement (cavity at larger radius than the rim) would not obviously favor this interpretation. Below in §3.3 we examine the spectra of these regions and find gas parameters consistent with annular averages within the sizable error bars due to the relatively few counts in these regions. The most significant spectral difference we found is located in the region denoted by the solid black circle in Figure 3 and Region 4 in Table 5 . This region, however, corresponds only to a ≈ 13% deficit (1.8σ), and we discuss it further in §3.3.
We conclude that presently the Chandra X-ray image of Mrk 1216 does not reveal obvious features of AGN feedback in the form of bubbles, cavities, weak shocks or other irregularities in the central surface brightness. Nevertheless, in this section we have identified regions of the most prominent surface brightness deviations from a smooth two-dimensional model as leading candidates for such feedback signatures to be studied with future high sensitivity X-ray and radio observations. 4 . SPECTRAL ANALYSIS We used the XSPEC v12.10.0e (Arnaud 1996) software to fit the plasma and background emission models to the Chandra spectra. The models were fitted with a frequentist approach minimizing the C-statistic (Cash 1979) since it is largely unbiased compared to χ 2 (e.g. Humphrey et al. 2009b ). We also rebinned each spectrum so that each PHA bin contained a minimum of 10 counts for each annulus ( §4.2.1 and §4.2.2), and 4 counts for each quadrant ( §4.2.3) and the residual region ( §3.3). Although such rebinning is not required when using the C-statistic, we find doing so typically reduces the time to achieve the best fit.
Below in §4.1 we summarize the model components and fitting procedure we employ here and refer the reader to §3 of Buote (2017, hereafter B17) for a more detailed description. Finally, we modified all the emission models (unless otherwise stated) by foreground Galactic absorption with the PHABS model using the photoelectric absorption cross sections of Balucinska-Church & McCammon (1992) and a hydrogen column density, N H = 4.0 × 10 20 cm −2 (Kalberla et al. 2005 ).
Spectral Models
We model the interstellar plasma ("hot gas") using the VAPEC optically thin coronal plasma model with version 3.0.9 of the atomic database ATOMDB 6 and the solar abundance standard of Asplund et al. (2006) . In our implementation of the VAPEC model, for elements heavier than He (which is kept fixed at solar abundance) we fit the ratios of the metal abundances with respect to iron; e.g., for Si we fit Z Si /Z Fe rather than Z Si itself. The free parameters we considered for the hot gas component in each spectrum are k B T , Z Fe , Z Mg /Z Fe , Z Si /Z Fe , and the normalization. All other elements heavier than He are fixed in their solar ratios with iron. We do not fit the other elements individually since they are too blended with iron (e.g., Ne), affected by background (e.g., S), or simply too poorly constrained.
For several reasons, throughout most of this paper we fit the plasma models directly to the observed spectra without performing any onion-peeling-type deprojection. While spectral deprojection to some extent can help to mitigate possible biases associated with fitting a single-temperature model to a multitemperature spectrum, this advantage is outweighed by some key disadvantages. Deprojection generally, and onionpeeling in particular, amplifies noise especially in the outer regions where the background dominates. Standard deprojection procedures also do not easily self-consistently account for the gas emission outside the bounding annulus, which can be a sizable source of systematic error (e.g., Nulsen & Bohringer 1995; McLaughlin 1999; Buote 2000a) . They also typically assume the gas properties are constant within what are often wide spherical shells (especially for systems like Mrk 1216) introducing additional systematic error for the radially varying gas properties. (The assumption of constant properties per circular annulus on the sky also applies to our default approach, but the errors associated with this assumption do not propagate between annuli in the same way as the spectral deprojection in which the model spectrum in any given shell depends on all of those exterior to it.) Consequently, we relegate deprojection analysis using the PROJCT mixing model in XSPEC to a systematic error check ( §4.2.2).
Although the emission from unresolved LMXBs and other stellar sources is a small fraction of the X-ray emission of Mrk 1216, we still included a 7.3 keV thermal bremsstrahlung component (e.g., Matsumoto et al. 1997; Irwin et al. 2003) to account for this emission. We restricted the normalization of this component to lie within a factor of 2 of the L x − L K scaling relation for discrete sources of using the K-band luminosity (L K = 1.7 × 10 11 L ⊙ ) from the Two Micron All-Sky Survey (2MASS) as listed in the Extended Source Catalog (Jarrett et al. 2000) . Using the global L x from the scaling relation, we assigned the expected range of L x for each annulus according to the fraction of the total 2MASS K-band emission falling into that annulus. Hence, for each annulus the flux of unresolved discrete sources (with range restricted as noted) is a free parameter.
As described in §3.1.2 of B17 we model the Cosmic X-ray Background (CXB) emission with multiple thermal plasma components for the "soft" CXB and a single power law for the "hard" CXB. By default we fixed the soft CXB normalizations to those obtained from fitting ROSAT data using the HEASARC X-ray Background Tool. 7 We examine the systematic error associated with this choice by allowing the normalizations of the soft CXB components to vary within a factor of 2 of the ROSAT values ( §8). Hence, in our default model the normalization of the power-law of the hard CXB contribution for all annuli is the only free parameter of the CXB.
For the particle background we adopted a multicomponent model consisting of a power-law with two break radii along with three gaussians. Unlike the other models described above, we do not fold the particle background model through the ARF; i.e., it is "un-vignetted." However, since the particle backgrounds of the BI and FI chips are not identical, we fitted separate versions of the model to the data on the BI (S3) and FI chips.
The Cycle 16 and Cycle 19 data are fitted separately. For each data set we fitted all annuli simultaneously, including large apertures at the largest radii (not listed in Table 6 ) dominated by background.
Results

Analysis of Projected Spectra
The spectral model described above describes well the Cycle 19 data with a minimum C-statistic value of 2023.5 (in 2002 pha bins) with 1932 degrees of freedom (dof). The success of the model is on display in Figure 4 where we plot the spectra and best-fitting models for 5 representative annuli. The most noticeable spectral features are the broad bump near 1 keV dominated by a forest of emission lines from the Fe L shell and the strong Si Kα line near 1.85 keV. Less noticeable, though still prominent in the inner annuli, is the Mg Kα line complex near 1.4 keV. (Note for the Cycle 16 data we achieve a fit consistent with that obtained in Paper 1.)
The innermost and outermost annuli deserve special mention. Annulus 1 displays the most significant residuals from the best-fitting model resulting in a fit there that is of for- Chandra Cycle 19 1 0.00 0.44 4.50e − 11 ± 1.76e − 11 0.969 ± 0.027 1.04 ± 0.14 1.66 ± 0.43 1.64 ± 0.32 2 0.44 1.33 1.38e − 11 ± 2.24e − 12 0.905 ± 0.018 1.00 ± 0.11 1.21 ± 0.16 0.79 ± 0.08 3 1.33 2.21 5.99e − 12 ± 1.11e − 12 0.838 ± 0.019 1.00 ± 0.14 tied tied 4 2.21 4.10 2.08e − 12 ± 3.36e − 13 0.812 ± 0.016 0.91 ± 0.08 0.81 ± 0.11 tied 5 4.10 7.42 7.90e − 13 ± 1.12e − 13 0.727 ± 0.017 0.74 ± 0.07 tied tied 6 7.42 11.96 2.98e − 13 ± 5.85e − 14 0.668 ± 0.020 0.75 ± 0.12 0.51 ± 0.10 1.30 ± 0. Note. -1 kpc = 2.22 ′′ . The listed values of Σx correspond to the entire sky area of each annulus; i.e., for those annuli where portions of their sky area were masked out due to point sources and chip features (gaps, edges) we have rescaled the measured Σx to account for the lost area. (Almost all annuli exclude no or < 1% area. The largest excluded area for the Cycle 19 observation annuli listed is ≈ 11% for Annulus 9 due to the gap between the ACIS-S2 and ACIS-S3.) Annuli where an abundance is linked to the value in the previous annulus are indicated as "tied." See §4.2.1 and §8.3 regarding the fiducial value Z Fe = 0.36 Z ⊙ used for Annulus 10 of the Cycle 19 observation and the range of Z Fe values explored as a systematic error. Note that the definition of Σx is essentially the emission measure (i.e., XSPEC NORM parameter in equation 1), which is the parameter actually fitted to the spectral data) multiplied by the plasma emissivity divided by πθ 2 , where θ is the aperture radius in arcminutes. Rather than quote the results for NORM itself, we have used the best-fitting plasma emissivity for each annulus (i.e., the plasma emissivity evaluated using the best-fitting k B T and element abundances) to convert NORM into a surface brightness unit. Consequently, the error bars quoted for Σx are directly proportional to the error bars for NORM. mally marginal quality. In Appendix C we study the central spectrum in detail and examine several possibilities to improve the fit, though at present we cannot confidently recommend a specific modification to the fiducial model. Since the background dominates in the outermost annulus (Annulus 10), the properties of the gas component there cannot be robustly determined. We found it necessary in the spectral fitting to restrict more strongly the gas parameter ranges there: i.e., k B T = 0.4 − 0.9 keV. Guided by the average radial profiles of Z Fe for groups and clusters obtained by Mernier et al. (2017) , by default we fixed Z Fe = 0.36 Z ⊙ in Annulus 10. Mernier et al. (2017) quote a scatter of ∼ ±0.09 for Z Fe over the radial range corresponding to Annulus 10, and we therefore use the range Z Fe = 0.27 − 0.45 Z ⊙ as a systematic error in our HE models ( §8.3).
We list the gas parameters measured for each annulus in Table 6 for the data sets. (We express the emission measure of the gas as a surface brightness unit -see the notes to the table.) In Figure 5 we plot the radial profiles of the surface brightness (Σ x ) and temperature (k B T ). As expected, Σ x and k B T are consistent in their overlap region (as is Z Fe ). The lack of a big temperature jump in Annulus 1 of the Cycle 19 observation has implications for the mass of the SMBH ( §7.3). The Cycle 19 data confirm and strengthen the similarity of the temperature profile of Mrk 1216 to that of the fossil group NGC 6482 (B17).
The profile of Z Fe decreases with radius but is nearly constant over large stretches; i.e., Z Fe ≈ 1 Z ⊙ for R 2 kpc and Z Fe ≈ 0.7 Z ⊙ for R ≈ 4 − 60 kpc. This negative gradient in Z Fe is very similar to those seen in several Xray bright, massive elliptical galaxies and small groups like NGC 6482 (B17), NGC 5044 (Buote et al. 2003b) and others (e.g., Buote 2000a; Rasmussen & Ponman 2009; Mernier et al. 2017) .
Although the Mg and Si abundances are not as well constrained as Fe, we find the Cycle 19 observation does place interesting constraints on the radial variation of both Z Mg /Z Fe and Z Si /Z Fe . The Z Mg /Z Fe ratio appears to peak in the central R ≈ 2 kpc with a value at least solar and is consistent with a constant ratio of ≈ 0.7 solar at larger radius. The Z Si /Z Fe profile is broadly similar to Z Mg /Z Fe out to R ≈ 10 kpc after which it increases significantly to Z Si /Z Fe ≈ 1.3 solar. Since at large radius the Si abundance measurement becomes especially more challenging due to the increasing background level (both the continuum and the presence of an instrumental line), we regard our measurement there as provisional. Nevertheless, the Z Mg /Z Fe and Z Si /Z Fe profiles are broadly similar to mean profiles obtained from XMM-Newton for groups by Mernier et al. (2017) .
For comparison, if we do not allow for a radial variation in either Mg or Si we obtain Z Mg /Z Fe = 0.83 ± 0.06 solar and Z Si /Z Fe = 0.97 ± 0.07 solar for the Cycle 19 data (which also gives Z Fe ≈ 0.80 Z ⊙ in Annulus 1). We use these results to perform a systematic error check on our fiducial models in §8. Notice also that these constant values of Z Mg /Z Fe and Z Si /Z Fe for the Cycle 19 data are consistent within the ≈ 1.5σ errors with the values obtained for the Cycle 16 data (Table 6) , for which interesting constraints on the radial variation were not obtained.
Finally, the Cycle 19 results we have described in this section for the combined data are fully consistent with those obtained when performing a joint fit of the individual exposures (see Appendix A and Table 14 ).
Spectral Deprojection in Spherical Shells
If instead we perform spectral deprojection of the hot plasma in spherical shells with the PROJCT model in XSPEC we find the C-statistic is reduced with respect to the fiducial case just described by only 0.6 with no obvious effect on the fractional residuals; e.g., the fit residuals for Annulus 1 look the same as obtained without deprojection (Figure 4 and 12) .
We list the gas parameters for the deprojected case in Table 15 in Appendix B. The results for k B T and the abundances are typically consistent within ∼ 1σ with those obtained without deprojection. As expected, the sizes of the error bars on all the parameters are larger, often twice as large, compared to those obtained with the fiducial projected model. We note the relatively large best-fitting value of k B T = 1.23 keV obtained for Annulus 1 for the Cycle 16 data that is ≈ 2σ larger than the projected case, but also very consistent with the result obtained with PROJCT by Werner et al. (2018) .
The deprojected results just described made no account of any gas emission expected to exist exterior to Annulus 10 in the Cycle 19 data (or Annulus 7 of the Cycle 16 data). For comparison, we also examined adding a fixed gas contribution to the background annulus ( §2) using the gas emission predicted by our best-fitting fiducial hydrostatic equilibrium model (Table 8 ). In this case the fit quality is unchanged, and the main differences are somewhat lower k B T and density values in Annulus 10.
Since these deprojected models do not improve the fit, lead to larger parameter errors, and do not self-consistently address the emission expected outside the bounding annuli, throughout the paper we focus on the results obtained from the projected spectra.
Central Region: Quadrants
Since the main objective of our paper is to infer the gravitating mass distribution using a hydrostatic equilibrium analysis, ideally we would want kinematic information for the hot plasma to inform and correct our analysis, especially for the central region where AGN feedback is expected to periodically inject energy into the hot gas. High spectral resolution observations of the Perseus cluster with Hitomi (Hitomi Collaboration et al. 2016 ) and in massive elliptical galaxies / small groups with the XMM-Newton RGS (e.g., Ogorzalek et al. 2017 ) indicate low amounts of turbulent pressure at the centers of these systems.
Another manifestation of non-hydrostatic behavior is via spatial fluctuations in the gas properties, in particular through the azimuthal scatter of properties within subregions of circular annuli (e.g., Vazza et al. 2011) . The high spatial resolution combined with the moderate energy resolution of Chandra ACIS is well-suited for studying such azimuthal fluctuations in the central, high S/N regions of Mrk 1216. We were able to obtain useful constraints on the gas properties when dividing up Annuli 2, 3, and 4 into four quadrants, where for each annulus we fixed the metal abundances and background levels to the best-fitting results obtained for the whole annulus in §4.2.1.
Since hydrostatic equilibrium is a balance between pressure and gravity at any point, we use the inferred projected gas properties to construct three-dimensional proxies for the gas density, entropy, and pressure as follows. The normalization of the VAPEC model in XSPEC, , and pseudo pressurẽ P =ñek B T . The annuli numbers correspond to those in Table 6 . The quadrants are defined with respect to the H-band stellar position angle, θ⋆ = 70.15
The "Scatter" is the mean fractional scatter of the quadrants for a particular annulus defined by equation 2. is proportional to the emission measure, n e n H dV. We define a pseudo-electron number density (ñ e ) by dividing this emission measure by
3/2 , taking the square root, and converting n H to n e . Here r i and r j are the inner and outer radii of the annulus on the sky representing the volume of the spherical shell intersected by the cylindrical annulus along the line-of-sight of the same radii (e.g., Kriss et al. 1983) . We then use this pseudo-electron number density and the projected k B T to define corresponding a pseudo-entropy and pseudo-pressure.
In Table 7 we list the results for these gas properties obtained for each quadrant for Annuli 2-4; see the caption to the table for the definitions of the quadrants. (We obtain consistent results for the scatter if we rotate the quadrants by 45 degrees.) To quantify the scatter between the quadrants of each sector, we follow Vazza et al. (2011) and define the quantity,
where y i is the quantity in quadrant i,ȳ is the average value of the quantity over the whole annulus, and N = 4. The errors quoted for the scatter assume normal error propagation. The largest scatter (≈ 0.10) occurs for NORM while the other parameters have smaller scatters ( 0.05) in most cases. The hydrostatic equilibrium equation may be expressed in terms of the entropy and pressure having a dependence S 3/5 and P 2/5 respectively (e.g., ). The scatter in the pseudo-entropy and pseudo-pressure listed in Table 7 suggest 5% azimuthal fluctuations in the hydrostatic equilibrium equation in the central region of Mrk 1216. Errors of this magnitude are less than the statistical errors on the inferred mass properties (e.g., Table 10 ).
Central Region: Image Residuals
The regions defined according to the residual image discussed in §3.3 have too few counts to clearly distinguish any differences in their spectra from the average spectrum of the annulus (or annuli) where they are located. The most significant differences we found occur for Region 4 defined in Table 5 . This region has only 147 counts over 0.5-2.0 keV and straddles roughly equally the boundary between Annuli 2 and 3.
Since the background level is low in this small region (1.3 ′′ radius), we found it convenient to use the blank-sky spectrum ( §2) to account for both the CXB and particle background. If we fix the metal abundances to the average values of Annuli 2-3, we obtain a good fit with k B T = 0.79 ± 0.05 keV, consistent the average values within ≈ 1.5σ. The C-statistic is 24.4 for 31 pha bins and 28 dof. If Z Fe is allowed to vary, the C-statistic falls by ≈ 5 and Z Fe fits to a much lower value, Z Fe = 0.60 ± 0.15 Z ⊙ , a little less than 3σ below the average value of ≈ 1 Z ⊙ . We strongly suspect that this reflects the Fe Bias (e.g., Buote 2000b), since we obtain nearly the same reduction in the C-statistic if instead we add a second temperature component with the same abundances all fixed at 1 solar. The resulting 2T fit gives bestfitting k B T values of 0.6 keV and 1.1 keV for the temperature components with approximately the same emission measure for each. However, if we allow Z Fe to vary in the 2T model, it still fits to ≈ 0.60 Z ⊙ . These solutions provide potentially interesting evidence for inhomogeneous gas cooling and metal enrichment, though we believe the fact this region is a deficit does not favor a cooling scenario. Higher quality data are needed to clarify the gas properties and their implications.
HYDROSTATIC EQUILIBRIUM MODELS
We use a spherical, entropy-based solution of the hydrostatic equilibrium (HE) equation to infer the mass distribution Note. -See §5 for definitions of the model components, §6.1 for details of the adopted Bayesian fitting procedure and priors, and §7.1 for details specific to the entropy model. from the radial gas properties measured from the Chandra observations ; for a review of the relative virtues of this and other HE methods see Buote & Humphrey 2012a) ; we discuss the spherical approximation in §8.5. Our implementation of the entropy-based method follows closely that described by B17, and we refer the reader to that paper for details. Below we summarize the principal models used for Mrk 1216.
• Entropy: We represent the entropy proxy (S ≡ k B T n −2/3 e ) in units of keV cm 2 by, S(r) = s 0 + s 1 f (r 0.25 ), where s 0 is a constant, f (r 0.25 ) is a dimensionless power-law with possibly one or more break radii, r 0.25 is the radius in units of 0.25 kpc, and s 1 = S(0.25 kpc) − s 0 ; see equation (3) of B17. Our fiducial model employs four break radii. In addition, we demand that at large radius the radial logarithmic entropy slope match the value ≈ 1.1 from cosmological simulations with only gravity (e.g., Tozzi & Norman 2001; Voit et al. 2005 ). We adopt a fiducial radius of r b,baseline = 150 kpc above which the 1.1 slope applies.
• Pressure: We express the free parameter associated with the boundary condition for the HE equation as a pressure located at a radius 10 kpc which we denote as the "reference pressure" P ref .
• Stellar Mass: We employ a spherically averaged version of the ellipsoidal multi-gauss expansion (MGE) model of the HST H-band light reported by Y17. We convert the stellar light profile to stellar mass with the stellar mass-to-light ratio (M stars /L H ) parameter that is free to vary.
• Dark Matter: Our fiducial model represents the dark matter halo by an NFW profile (Navarro et al. 1997 ) with free parameters a scale radius (r s ) and normalization that we convert to a halo concentration and mass computed for a radius of a specific overdensity. For comparison we also consider the Einasto (Einasto 1965) and CORELOG (e.g., Buote & Humphrey 2012c ) models. Finally, we also explore models that modify these DM profiles by "adiabatic contraction" (AC). Here we consider two variants of AC -classic "strong" AC as originally proposed by Blumenthal et al. (1986) and a "weak" AC model proposed by Dutton et al. (2015) which they call "Forced Quenched." See B17 for details of our implementation of these AC models.
• SMBH: We include a central point mass to represent a SMBH with mass M BH . Unlike Paper 1 where we fixed M BH = 4.9 × 10 9 M ⊙ to the stellar dynamical value obtained by Walsh et al. (2017) in our fiducial model, here we allow it to be a free parameter subject to different priors (see below in §6).
We list the free parameters for the fiducial HE model in Table 8 . The 16 free parameters of the model are constrained by 17 measurements each of k B T and Σ x ; i.e., 34 total data points -14 and 20 respectively from the Cycle 16 and 19 observations. 6. MODEL FITTING METHODOLOGY 6.1. Bayesian Method The primary method we adopt to fit the HE models to the Chandra data employs a Bayesian nested sampling procedure based on the MultiNest code v2.18 (Feroz et al. 2009 ) (see B17 for details). In Table 8 we list the priors adopted for each free parameter. We use flat priors in most cases and flat priors on the decimal logarithm for a few parameters with ranges spanning multiple orders of magnitude. For the black hole mass our fiducial prior is based on the Note. -The number of data points in these fits is 34 (k B T and Σx, see Table 6 ). See §5 and §7 for definitions of these models. Note the frequentist Fiducial model is the same as the Bayesian version listed in Table 8 except for the priors. The parameters in the frequentist fits were allowed to vary over the same ranges as for the Bayesian priors. The one exception is M BH , for which we allow it to fit freely over the range 10 8−10 M ⊙ . In all the cases listed in the table where M BH is not held fixed, M BH fits to a value consistent with the lower limit of this allowed range.
M BH − σ relation of van den Bosch (2016); i.e., a median value M BH = 2.1 × 10 9 M ⊙ using the stellar velocity dispersion for Mrk 1216 listed in Table 1 . Since van den Bosch (2016) quote an intrinsic scatter of 0.49 in log 10 M BH , we adopt a lognormal prior with mean log 10 M BH = 9.32 and standard deviation equal to the intrinsic scatter.
For the Bayesian analysis we quote two "best" values for each free parameter: (1) the mean parameter value of the posterior which we call the "Best Fit", and (2) the parameter value that maximizes the likelihood, which we call "Max Like." Unless otherwise stated, all errors quoted for the parameters are the standard deviation (1σ) of the posterior.
Frequentist Method
We also perform frequentist χ 2 fits of the HE models for comparison to the results obtained with the Bayesian fits. Despite its shortcomings (e.g., Andrae et al. 2010 ), we also prefer the frequentist χ 2 approach for model selection which, unlike Bayes factors, does not depend on the priors. For the frequentist fits we use the MINUIT fitting package that is part of the ROOT v6.10 software suite. 7. RESULTS The best-fitting Bayesian fiducial model is displayed along with the k B T and Σ x data points in Figure 5 . The corresponding best-fitting parameter values and 1σ errors are listed in Table 8 . The fit is excellent for both the Cycle 16 and Cycle 19 observations. The frequentist fit (not shown) yields a nearly identical result with χ 2 = 11.9 for 18 dof ( Table 9 ). The formal probability of obtaining a smaller value of χ 2 is ≈ 15%, indicating the fit is marginally "too good" to happen by chance. However, we do not believe the error bars have been overestimated. When fitting the Cycle 19 data alone we 8 https://root.cern obtain χ 2 = 4.49 for 4 (dof, see Table 9 ) with a very reasonable probability of 66% for obtaining a smaller χ 2 value (and a corresponding significance of only 34% to reject the model). The Cycle 16 data also give a very reasonable χ 2 value when fitted on their own -see Paper 1.
In Figure 6 we show the total mass profile of the Bayesian fiducial model broken down into its constituents. Within the central 0.44 kpc corresponding to the radius of Annulus 1 of the Cycle 19 observation, the DM and SMBH contribute nearly equally to the total mass, while the stellar mass dominates both. The DM and stars contribute equally at r ≈ 3.9 kpc (∼ 1.7R e ) after which the DM dominates all components. The gas mass does not equal the stellar mass until r ∼ 170 kpc.
We will refer to the best-fitting "virial radii" of the fiducial model evaluated at a few reference overdensities (see §5.3 of B17 for details on their computation): r 2500 = 130 ± 5 kpc, r 500 = 248 ± 10 kpc, and r 200 = 358 ± 14 kpc. The Cycle 19 gas measurements extend to ≈ 0.85r 2500 . Since, however, the outer bin width is rather large, more relevant for discussing the properties of the HE models is the average bin radius (eqn. 10 of McLaughlin 1999) ≈ 90 kpc or ≈ 0.7r 2500 .
Entropy
In Paper 1 we found the Cycle 16 data were described well by an entropy profile consisting of only a constant and a power-law with no breaks in radius. Fitting such a model jointly to the Cycle 16 and Cycle 19 still results in a formally acceptable fit: χ 2 = 28.3 for 26 dof ("0 Brk Entropy" in Table 9). However, when adding a break radius, the fit improves significantly (χ 2 = 17.5 for 24 dof, "1 Brk Entropy" in Table 9). The 1-break entropy profile has a poorly constrained break radius r b,1 = 7 ± 5 kpc, and its best-constrained parameter is the power-law exponent exterior to the break radius (α 2 = 0.93 ± 0.05). Adding more breaks reduces χ 2 but does not lead to a statistically significant improvement in the fit.
Nevertheless, we add more break radii to provide greater flexibility in the entropy model for the following reason. When comparing models with different assumptions in the mass components (e.g., fixed over-massive SMBH, Einasto DM halo, AC, etc.) we want potential differences in the fits to be determined by differences in the form of the mass components not the precise form of the assumed entropy profile. HE and convective stability only requires that the entropy profile increase monotonically with radius. Consequently, we added break radii until the value of χ 2 changed by less than 1. We followed this procedure and arrived at an entropy profile with four breaks having break radii ≈ 0.7, 16, 22, and 58 kpc. (We obtained this final result after initially using larger prior ranges than indicated in Table 8 .) The inner break adds flexibility when testing different SMBH priors while the others allow for flexibility primarily for the DM halo models. The two break radii in the middle are rather close together indicating a fairly abrupt jump in entropy near 20 kpc. The slope parameter at large radius is not well-constrained and is consistent with the r 1.1 profile from gravity-only simulations (Voit et al. 2005) . Although this 4-break entropy profile is the fiducial model we employ ( §5 , Table 8 ), in §8 we compare to results obtained with the 1-break entropy profile as a systematics error check. (The best-fitting 1-break model is plotted in Figure 6 as a red dotted line.)
In Figure 6 we plot the entropy profile of the Bayesian fiducial model along with the ∼ r 1.1 theoretical entropy profile produced by gravity-only cosmolog- 
Note. -Best-fit values and 1σ error estimates for the free parameters of the mass components of the fiducial Bayesian hydrostatic equilibrium model; i.e., stellar mass-to-light ratio (M⋆/L H ), black-hole mass (M BH ), concentration, and enclosed total mass (BH+stars+gas+DM). We show the concentration and mass results obtained within radii r ∆ for overdensities ∆ = 200, 500, 2500. In addition, we provide a budget of systematic errors where only the most significant / interesting systematics are shown ( §8). For each column we quote values with the same precision. In several cases, an error has a value smaller than the quoted precision, and thus it is listed as a zero; e.g., "0.0" or "-0.0", where the sign indicates the direction of the shift. Briefly, the various systematic errors are as follows, ("1 Brk Entropy"): Entropy profile has only one break radius. ical simulations (Voit et al. 2005) .
The entropy profile of Mrk 1216 is remarkably similar to those we have obtained previously for other massive, fossil-like elliptical galaxies, NGC 720 (Humphrey et al. 2011) , NGC 1521 (Humphrey et al. 2012) , and NGC 6482 (B17). That is, within a radius ∼ r 2500 , the entropy profile greatly exceeds the theoretical gravity-only profile. In addition, when the observed entropy profile is rescaled by ∼ f 2/3 gas , the result broadly matches the gravity-only profile. The success of this rescaling indicates that for r r 2500 the feedback energy responsible for raising the entropy in that region is consistent with having spatially rearranged the gas rather than raising its temperature, as also is observed for galaxy clusters .
We see, however, that as the entropy approaches r 2500 this rescaling becomes increasingly less successful. Very similar behavior is observed for NGC 1521 (Humphrey et al. 2012) , and NGC 6482 (B17). Perhaps for Mrk 1216 and these galaxies at larger radius the feedback energy heated the gas by raising its temperature indicating a different feedback mechanism prevails for r r 2500 . It is also noteworthy that interior to ≈ 0.6r 2500 (77 kpc) the cooling time is less than the age of the Universe (see Figure 9) , and thus the details of gas cooling may be responsible for the apparent transition in the rescaling behavior as the radius approaches r 2500 .
Pressure
The pressure profile of the fiducial Bayesian HE model (not shown) is extremely similar to that of NGC 6482 (see §6.3 and Figure 5 of B17). Between radii ≈ 0.1 − 0.7 r 500 the pressure profile broadly matches the "universal" pressure profile determined for galaxy clusters by Arnaud et al. (2010) , while at smaller and larger radii the observed profile is clearly a different shape. While the results for r 0.7r 500 are provisional owing to the limited data range, the different shape at smaller radius is robust implying a breakdown in the mass scaling of the universal pressure profile and, presumably, the greater importance of non-gravitational energy in shaping the thermodynamical properties of the gas in galaxy/group-scale halos.
SMBH
In Paper 1 we analyzed the Cycle 16 observation and obtained a Bayesian constraint on the black hole mass, M BH = (5 ± 4) × 10 9 M ⊙ , for a flat prior very consistent with the stellar dynamical measurement, M BH = (4.9 ± 1.7) × 10 9 M ⊙ , of Walsh et al. (2017) . When instead using a flat prior on log 10 M BH ("Flat Logspace Prior"), we obtained a smaller value, M BH = (1.4 ± 1.7) × 10 9 M ⊙ , still consistent with the stellar dynamical measurement within the large errors. Our best-fitting model in Paper 1 for the flat prior on M BH predicted a projected emission-weighted temperature, k B T ∼ 1.18 keV, within the central R = 1 ′′ ; i.e,. the region corresponding to Annulus 1 of the new Cycle 19 observation.
As is readily apparent from the temperature profile displayed in Figure 5 and the k B T values listed in Table 6 we measure a much smaller temperature in Annulus 1 with the Cycle 19 observation: k B T = 0.969 ± 0.027 keV implying a smaller value of M BH than indicated in Paper 1. (Note only for Annulus 1 was the predicted k B T from Paper 1 inaccurate; e.g., for Annulus 2 the predicted value was 0.910 keV compared to the value measured of k B T = 0.905 ± 0.018 keV.) For a flat prior, our joint fit of the Cycle 16 and Cycle 19 data gives, M BH = (1.0 ± 0.6) × 10 9 M ⊙ , with a 99.9% upper limit, M BH ≤ 3.9 × 10 9 M ⊙ . The flat logspace prior fits to even lower values approaching the lower limit of the adopted prior range, M BH = (0.3 ± 0.2) × 10 9 M ⊙ with a 99.9% upper limit, M BH ≤ 1.1 × 10 9 M ⊙ . As mentioned in the notes to Table 9 , the frequentist fit also gives M BH consistent with the adopted lower fit boundary. However, when fixing M BH to the stellar dynamical value, χ 2 only increases by 2.3 ("Fixed Over-Massive BH" in Table 9 ). According to the F-Test, the fiducial model is ≈ 92% more probable; i.e., the preference for a small value of M BH is less than a 2σ effect for the frequentist fit.
Fixing M BH to the stellar dynamical value leads to a smaller inferred value for M ⋆ /L H ("Fixed Over-Massive BH" in Table 10). The Bayesian fit gives, M ⋆ /L H = 0.73 ± 0.13 solar with a 99.9% upper limit, M ⋆ /L H ≤ 0.99 solar, significantly less than M ⋆ /L H = 1.2 solar expected for a Kroupa IMF ( §7.4). The frequentist fit gives M ⋆ /L H = 0.96 ± 0.13 solar which is ∼ 2σ discrepant.
Therefore, the Bayesian fits clearly disfavor the overmassive SMBH, as indicated by the values inferred for M BH when it is fitted freely and for M ⋆ /L H when M BH is fixed to the stellar dynamical value. (The significantly larger c 200 value provides more evidence against the over-massive SMBH model -see §7.6 and §9.1.) The frequentist analysis also disfavors the over-massive SMBH but at a much lower significance level (∼ 2σ).
Given the dependence of the constraints on the priors, by default we adopt a prior on M BH consistent with the M BH − σ relation of van den Bosch (2016) -see §6.1. In §9.3 we discuss the implications of the smaller values inferred for M BH compared to the stellar dynamics measurement.
Stellar Mass and IMF
The Chandra data clearly require the stellar mass component. If the stellar mass is omitted, the frequentist fit gives χ 2 = 40.5 for 19 dof (Table 9) , which is an increase of 28.6 over the fiducial model with one extra dof. The strong need for the stellar component translates to a good constraint on stellar mass-to-light ratio; i.e., M ⋆ /L H = 1.19 ± 0.11 for the fiducial Bayesian model (Table 10 ). This value agrees very well with that expected from single-burst stellar population synthesis (SPS) models with a Kroupa IMF (M ⋆ /L H = 1.2), but is significantly lower than predicted for a Salpeter IMF (M ⋆ /L H = 1.7 solar); see Walsh et al. (2017) for more information about these SPS estimates.
Our fiducial measurement also agrees very well with the value 1.3 ± 0.3 solar (statistical error) obtained by the stellar dynamical study of Walsh et al. (2017) , with a factor of ≈ 2.5 higher precision. Y17's stellar dynamical measurement gives a value about 50% larger, M ⋆ /L H = 1.9 +0.5 −0.4 solar, at ≈ 2σ significance, which agrees better with the SPS value for a Salpeter IMF. In §9.2 we discuss these stellar dynamical measurements and their sensitivity to the assumed DM halo concentration.
Most of the systematic errors we considered do not change M ⋆ /L H by more than the 1σ statistical error (Table 10) . Of key importance is that if we use a different model to represent the stellar light profile ( §8.6), we obtain M ⋆ /L H = 1.23 solar, very consistent with the MGE result. Much smaller values of M ⋆ /L H are given by a few models, "Fixed Over-Massive BH" ( §7.3), "Strong AC" ( §7.5), and to a lesser extent "Deproj" and "Distance"', which we believe is notable evidence disfavoring these models. The "Constant Z α /Z Fe " test give the largest positive shift in M ⋆ /L H .
The very good agreement we find with the value of M ⋆ /L H we measure and SPS models with a Kroupa IMF is also very consistent with what we find for other fossil-like massive elliptical galaxies from X-ray HE analysis. This evidence for a Kroupa IMF is in stark contrast to the support typically found for a Salpeter IMF from stellar dynamics and lensing studies of massive elliptical galaxies (see discussion in § 8.3 of B17).
Dark Matter: NFW and Alternatives
Of the SMBH, stars, and DM, by far the most important component needed to describe the X-ray emission is the DM (Table 9) . If the DM halo is omitted from the fiducial model, the frequentist fit gives χ 2 = 395.8 for 20 dof; i.e., the F-test gives a tiny probability (2 × 10 −14 ) that the "No DM Halo" model is preferred over the fiducial model with DM. While the DM component is clearly required, the Chandra data do not distinguish between the different DM models we investigated. The Einasto and CORELOG models give minimum χ 2 values that are < 1 from that obtained for the fiducial model and with the same number of dof (Table 9) . The weak AC model applied to the NFW and Einasto models changes the fit quality very little. The strong AC NFW model has a χ 2 value that is a little larger (i.e., by 2.9) but is still a good fit.
As noted above in §7.4, the strong AC model gives a much smaller M ⋆ /L H , which we believe disfavors that model. The CORELOG model (not shown in Table 10 ) is peculiar in that the "Best Fit" and "Max Like" values for M ⋆ /L H differ significantly; i.e. M ⋆ /L H ∼ 0.7 solar for "Best Fit" and M ⋆ /L H ∼ 1.2 solar for "Max Like" with 1σ error ±0.2 solar, where the larger "Max Like" values are favored to match the SPS models ( §7.4).
These results are very consistent with those obtained for NGC 6482 (B17).
Halo Concentration and Mass
In Paper 1 we obtained tentative evidence for an "overconcentrated" NFW DM halo compared to the general halo population. Our Bayesian fiducial model fitted to the Cycle 16 Chandra data yielded a Best Fit virial mass, M 200 = (9.6 ± 3.7) × 10 12 M ⊙ and concentration, c 200 = 17.5 ± 6.7 considerably larger than the median ΛCDM value of ≈ 7 (e.g., Dutton & Macciò 2014) . Intriguingly, we found the Max Like best-fitting value suggested an even more extreme outlier from the ΛCDM relation: c 200 = 25.9 and M 200 = 5.1 × 10 12 M ⊙ . Adding the much deeper Cycle 19 Chandra observations to our analysis confirms the higher concentration solution from Paper 1. In Table 10 The Einasto model and Weak AC Einasto models behave analogously to the NFW versions except with c 200 shifted lower by ∼ 3. We reiterate that these various DM models cannot be distinguished in terms of their fit quality ( §7.5).
All of the results described in this section, in particular the evidence that Mrk 1216 is an extreme outlier in the ΛCDM c 200 − M 200 relation, are very consistent with the fossil galaxy/group NGC 6482 (B17). In §9.1 we discuss further implications of the high value measured for c 200 .
Density Slope and DM Fraction
In Table 11 we list the mass-weighted slope ( γ ) and DM fraction ( f DM ) for the Bayesian fiducial model evaluated at radii for several multiples of R e . For r = R e we obtain γ = 2.04 ± 0.05 and f DM = 0.34 ± 0.05 which differ significantly from the average values obtained by Y17 for their sample of 16 CEGs ( γ = 2.3, f DM = 0.11). We discuss the principal reason for the discrepancy between our results and those of Y17 in §9.2. We note that the AC models give even larger DM fractions for Mrk 1216; e.g., the Weak AC+Einasto model result shown in Table 11 .
The mass-weighted slope we measure for Mrk 1216 within r = R e is less than the average slopes of local massive ETGs (2.15 ± 0.03, intrinsic scatter 0.10) determined by stellar dynamics (Cappellari et al. 2015) . The local ETGs also have a Note. -The mass-weighted slope ( γ ) is evaluated for the Bayesian HE models using equation (2) of Dutton & Treu (2014) . The DM fraction is defined at each radius r as, f DM = M DM (< r)/M total (< r). The Weak AC Einasto model is defined in the notes to Table 10. smaller DM fraction (0.19, accounting for the higher mass range of the CEGs -see Y17). These differences between the local "normal" ETGs and Mrk 1216 presumably reflect the unusual and very high c 200 we measure for Mrk 1216; i.e., higher DM concentration means more DM near the center (higher f DM ) which translates to a smaller slope due to the higher weighting of the NFW (or Einasto) profile with a flatter slope than the stellar profile.
Studies of ETGs that combine strong lensing with stellar dynamics have found a large range of DM fractions within R e , including several with values consistent with (or larger than) what we have found for Mrk 1216 (e.g., Barnabè et al. 2011; Sonnenfeld et al. 2015) . The large DM fractions in the lensing/SD studies probably do not reflect unusually high c 200 like Mrk 1216; i.e., those galaxies were not selected to be early forming objects like Mrk 1216 (or NGC 6482), and thus they should not often possess c 200 values that deviate extremely from the ΛCDM c 200 − M 200 relation.
Recently, Wang et al. (2018) have used the IllustrisTNG simulation to show that massive ETGs in ΛCDM have γ = 2.003 with a scatter of 0.175 over the radial range 0.4 − 4 R e with the slope changing little for redshifts below 2. The slope we measure for Mrk 1216 is consistent with these results (Table 11 ). Using the same simulation Lovell et al. (2018, see their Figure 12 ) obtain f DM within 5R e consistent with our measurements but within 1R e they find large values ( f DM ∼ 0.6). Using a different simulation Remus et al. (2017) find a large range of DM fractions within 1R e consistent with what we find for Mrk 1216. Interestingly, both Remus et al. (2017) and Lovell et al. (2018) obtain smaller DM fractions within 1R e at z = 2; e.g., f DM ≈ 10% (Remus et al. 2017) . If Mrk 1216 is truly a nearby analog of a z ≈ 2 galaxy, its higher DM fraction is in conflict with these simulations.
In Humphrey & Buote (2010) we showed that the total mass slope approximated by a power-law between 0.2 − 10 R e decreases with halo mass and R e for halos ranging from massive galaxies (∼ 10 12 M ⊙ ) up to massive clusters (∼ 10 15 M ⊙ ) with the mean relation, γ = 2.31 − 0.54 log(R e /kpc).
This slope-R e relation predicts γ = 2.11 for Mrk 1216. The values we obtain within 10R e for the fiducial and Weak AC+Einasto models listed in Table 11 are consistent with the relation within the observed scatter (0.14 dex, Auger et al. 2010 ).
MOND and RAR
We have also interpreted our HE analysis in terms of MOND (Milgrom 1983 ) to compare to our traditional Newtonian analysis. Our method follows Sanders (1999) and Angus et al. (2008) and is most recently described in detail in §6.7 of B17. In Figure 7 we display the DM fraction profile within a radius of 25 kpc for our fiducial Bayesian HE model computed from the Newtonian and MOND perspectives. As is clear in the figure, MOND requires almost as much DM as in the Newtonian approach, very similar to what we found for NGC 6482 (B17).
The MOND acceleration scale a 0 ≈ 1.2 × 10 −8 cm s −2 is reached at a radius ≈ 11 kpc (considering only the mass in baryons -stars+SMBH+gas, ∼ 42 kpc otherwise). Even considering a much smaller central DM contribution (i.e., setting c 200 = 10 in the Newtonian analysis, too small to be consistent with the data -see §9.2) with correspondingly much larger stellar mass contribution (M ⋆ /L H ∼ 1.6 solar) only changes this radius by ∼ 1 kpc; i.e., the need for DM in MOND occurs well within the Newtonian regime of Mrk 1216. Hence, Mrk 1216 and NGC 6482 provide strong evidence that MOND requires DM on the massive galaxy scale, extending to lower masses the results obtained from HE studies on the group (e.g., Angus et al. 2008 ) and cluster (e.g., Pointecouteau & Silk 2005) scales.
Given the close similarity between MOND and the Radial Acceleration Relation (RAR, Lelli et al. 2017) , it is also to be expected that these galaxies deviate significantly from the RAR. Indeed, as shown in Figure 7 we find that the gravitational acceleration we derive from our HE analysis (g obs ) for Mrk 1216 (and NGC 6482) significantly exceeds the acceleration from only the baryons g bar . For example, at the MOND acceleration scale, g bar = 1.2 × 10 −10 m s −2 , the RAR predicts g obs = 1.9 × 10 −10 m s −2 whereas we measure for Mrk 1216 g obs = (4.99 ± 0.15) × 10 −10 m s −2 . Lelli et al. (2017) quote a scatter in the RAR of 0.13 dex indicating at this one data point the discrepancy is > 3σ. In fact, as seen in Figure 7 this level of discrepancy applies over a wide range in g bar , and thus the significance of the discrepancy with the entire RAR is in fact much larger.
Finally, we mention that in Figure 7 we also show g obs for the c 200 = 10 model mentioned above which has a lower central DM and a higher baryon contribution for Mrk 1216. Although the shape of the g obs profile is different from the fiducial model, the level of discrepancy with the RAR is broadly similar. The fractional errors (not shown) for g obs of this model are similar to the fiducial model.
Gas and Baryon Fraction
We display the radial profiles of the gas ( f gas ) and baryon fractions ( f b ) in Figure 8 for the fiducial Bayesian HE model and list the results for these quantities within radii r 2500 , r 500 , and r 200 in Table 12 along with the systematic error budget. Within r 2500 , which essentially represents the extent of the Chandra data, we measure f b,2500 = 0.071 ± 0.006; i.e., ≈ 45% of the cosmic mean value f b,U = 0.155 determined by Planck (Planck Collaboration et al. 2014) , where the hot gas contributes ≈ 40% of the measured baryons. The gas and baryon fractions continue to increase with radius until at r 200 we have f b,200 = 0.120 ± 0.016 comprising nearly 80% of the comic mean. Here the hot gas contributes ≈ 80% of the measured baryons.
Thus far we have only considered the stellar baryons as- sociated with the MGE decomposition of the HST H-band light from Y17. Yıldırım et al. (2015) note there are only two galaxies known within a 1 Mpc radius of Mrk 1216. Using NED we identify these galaxies as 2MASX J08284832-0704316 (PGC152584) and 2MASX J08291551-0647454 (PGC152635), which on the sky are located, respectively, ≈ 220 kpc (≈ 0.9r 500 ) and ≈ 300 kpc (≈ 0.9r 200 ), from the center of Mrk 1216. There is sparse information on these galaxies. However, based on their 2MASS K-band magnitudes they are each about 2 magnitudes fainter than Mrk 1216, suggestive of a fossil group. If we assume a similar contribution of non-central baryons as for the fossil group NGC 6482, that would add ≈ 0.04 to the baryon fraction at r 200 to give f b,200 ≈ 0.16, consistent with the cosmic mean value. Most of the systematic errors we have considered (Table 12 ) shift the gas and baryon fractions by less than the statistical error. The spectral deprojection ("Deproj" test) shifts are not significant within the larger 1σ erros in the deprojection model; e.g., 1σ error is ±0.041 on f b,200 . The AC models have the largest effect resulting in lower values. The Weak AC Einasto model, which is our favored model (see §9.1), yields f b,200 lower by 0.036 which effectively cancels the expected increase from non-central baryons.
We conclude that the Bayesian HE models predict that f b,200 is close to the cosmic mean value for Mrk 1216. In §9.4 we discuss this measurement in relation to previous X-ray studies of other fossil elliptical galaxies and consider the implications for the "Missing Baryons" problem.
Cooling Time and Free-Fall Time
In Figure 9 we plot t c /t ff , the ratio of cooling time to freefall time, as well as t c itself, as a function of radius for the fiducial Bayesian HE model. Mrk 1216 displays a large central region of approximately constant t c /t ff ; i.e., for r ≤ 10 kpc, t c /t ff ≈ 14 − 19. Outside of this region, t c /t ff increases with radius. The t c /t ff profile of Mrk 1216 resembles a scaled down version of the massive cluster Hydra-A (Hogan et al. 2017) , which has pronounced X-ray cavities associated with AGN radio jets. Similarly, the observed t c /t ff profile more closely Note. -Best-fit values and 1σ error estimates for the gas and baryon fractions of the fiducial Bayesian hydrostatic equilibrium model quoted for several over-densities. See the notes to Table 10 regarding the other systematic error tests resembles massive elliptical galaxies and groups with evidence for multiphase gas (see Figure 2 of Voit et al. 2015) . The t c /t ff profile suggests "precipitation-regulated AGN feedback" (e.g., Voit et al. 2017) for Mrk 1216, and we discuss further the implications of Mrk 1216 for feedback models in §9.5. We also remark that the approximately constant region of t c /t ff ≈ 17 ends near the NFW scale radius r s ≈ 12 kpc (and for t c ≈ 10 8 yr) for the fiducial model. We obtain extremely similar t c /t ff profiles for the Einasto DM model (r s ≈ 14 kpc) and other models (e.g., AC); i.e., in Mrk 1216 the DM scale radius approximately equals the feedback radius.
8. ERROR BUDGET As in our previous studies we have examined the sensitivity of our measurements for the mass profile to various choices we have made in the spectral fitting and HE analysis. Many of these are listed in Tables 6 and 12 and have been discussed already in the text (e.g., SMBH priors, various DM and AC models), and we will not say anything further about them here. We mention that the numbers quoted for the systematic errors in Tables 6 and 12 are intended to provide the interested reader with some idea of how sensitive are the fiducial model parameters to arbitrary (but well motivated) changes to the fiducial model and/or analysis. As such, these numbers should not be added in quadrature to produce a single systematic error bar for a given parameter.
Below we provide more details for several tests in §8.1, §8.2, §8.3, and §8.6. First we very briefly list several notable tests that did not affect the measured HE model parameters significantly.
Entropy Profile:
We examined an entropy profile with only a single break radius (see §7.1) with results listed in Tables 10  and 12 and the best-fitting model shown as the red dotted line in Figure 6 . We also studied larger radii where the baseline gravity-only slope (see §5) sets in, r b,baseline = 250, 500 kpc.
Joint Spectral Fitting of Individual Cycle 19 Observations:
We found no significant differences in the derived HE models when the gas properties of the Cycle 19 observation are obtained without summing the spectra of the individual exposures ( §4.2.1, Appendix A, Tables 10 and 12).
Radial Extent of Models: By default we filled the gravitational potential of our HE models with hot gas out to a radius of r max = 1 Mpc. We also examined r max = 0.5, 1.5 Mpc.
Soft CXB: We examined rescaling the nominal fluxes of the soft CXB components ( §4.1) by factors of 0.5 and 2.
Choice of Center
As noted in §3.1, the centroid of the X-ray brightness changes by very little within the central ∼ 20
′′ . For our analysis we adopted the center position obtained by computing the centroid within a circle of radius 3 ′′ placed initially on the nominal stellar galaxy position. The annuli used for spectral extraction (Table 6 ) were defined about this centroid position (8:28:47.141,−6:56:24.367) .
To gauge the sensitivity of our results to this choice, we also examined using the center position (8:28:47.131,-6:56:24.047) located at the emission peak ≈ 0.35 ′′ to the NW. Using this center has no measurable effect on the results. Figure 9 . Ratio of the cooling time (tc) to the free-fall time (t ff ) versus radius for the fiducial Bayesian HE model. The solid black line is the mean (i.e., "Best Fit") and the associated cyan region is the standard deviation of the posterior. For comparison, we show with the dashed blue line the "Best-Fit" result for the model having only one break radius in the entropy profile ( §7.1). The vertical black dashed line indicates the H-band stellar half light while the vertical green dotted line shows the "Best Fit" NFW scale radius rs. The horizontal dashed black line shows the value tc/t ff = 10 proposed as an approximate lower limit before the onset of multiphase cooling (e.g., Sharma et al. 2012; Gaspari et al. 2012b; Meece et al. 2015) . The corresponding cooling time is shown by the solid black line and associated red region with values plotted on the right vertical axes.
Deprojection
In §4.2.2 we discussed the results obtained for the spectral fitting when using a deprojection analysis. One issue that requires clarification is the error bars reported in Table 15 . Because of the correlations between annuli introduced by the deprojection procedure, we estimate errors on the gas parameters (temperature, normalization, and abundances) via Monte Carlo simulations in XSPEC as we have done in previous studies of deprojected spectra (e.g., Buote 2000a; Buote et al. 2003a ); i.e., we performed 100 simulations of each set of spectra, computed the gas properties (e.g., temperature) for each simulation, and then compute the standard deviations on the parameters which we quote as the 1σ errors in Table 15 .
For our analysis of the projected spectra we have also computed parameter errors by simply finding the values of a given parameter that change the C-statistic by 1 from its minimum value; i.e., using the ERROR command in XSPEC. (We quote these results by default; e.g., Table 6 ). As expected, for the projected spectral analysis we find that both approaches -∆C = 1 and Monte Carlo -give very consistent results.
As mentioned in §4.2.2, we performed deprojected spectral fits for two cases: (1) no gas emission was accounted for outside of the bounding annuli; (2) gas emission predicted by the Best Fit fiducial HE model from the projected spectral analysis (Table 8 ) was assigned to the large background apertures exterior to the bounding annuli. The results for case (2) are presented in the "Deproj" entries in Tables 10 and 12. For most parameters the "Deproj" systematic test shifts the values by an amount comparable to the 1σ statistical error. As noted in §7.9, the listed positive shifts and the gas and baryon fractions are not statistically significant when considering the larger statistical uncertainties of the deprojection models. Case (1) produces larger shifts that are modestly significant; e.g., f b,200 is increased by 0.063 ± 0.038. However, we prefer not to emphasize case (1) given that it does not account for emission projected into the bounding annuli. Finally, we also mention that the minimum χ 2 achieved for the frequentist HE analysis for both deprojected cases is ≈ 8 larger than the projected fit; i.e., the fits are formally acceptable for the deprojected cases, but the default projected analysis gives a better fit.
We conclude that the constraints on the mass profile obtained when using the spectral deprojection approach are overall very consistent with the default projection analysis.
Metal Abundances
When we do not allow the abundance ratios Z Mg /Z Fe and Z Si /Z Fe to vary with radius in the spectral fits ( §4.2.1), the effects on the HE models are listed in the "Constant Z α /Z Fe " entries in Tables 10 and 12 . This test shifts most of the parameters by an amount comparable to the 1σ errors and, in the case of M ⋆ /L H , by ≈ 1.5σ. Interestingly, the results for this test differ noticeably for the Best Fit and Max Like values. The shifts of marginal significance listed in the tables reflect only the Best Fit values. If we compare Max Like values instead, then all the shifts are < 1σ.
When we allow Z Fe to take values 0.27 Z ⊙ and 0.45 Z ⊙ for Annulus 10 of the Cycle 19 observation (see §4.2.1) representing the intrinsic scatter of the average group/cluster profile of Mernier et al. (2017) , we list the parameter shifts for the HE models in the "Annulus 10 ∆Z Fe " entries in Tables 10  and 12 . All the quoted parameter shifts are less than the statistical errors.
Radial Range
Throughout the paper we have quoted global parameters (e.g., concentration, mass, etc.) for a series of "virial" radii representing three common overdensities; i.e., r 2500 , r 500 , and r 200 (see §7), where r 2500 essentially matches the radial extent of the Cycle 19 observation, while r 500 ≈ 1.9r 2500 and r 200 ≈ 2.8r 2500 fall outside the observed data range. Our analysis of the projected data technically constrains the projected emission for radii outside the data range in projection (i.e., r > r 2500 ). In reality, the emission from radii much larger than the data extent projected onto the observed sky annuli is dominated by the emission from within the three-dimensional spherical shells corresponding to the radii of the observed sky annuli. Hence, the global parameter values quoted at radiii r 500 and, particularly, r 200 are to an increasing amount extrapolations of our model outside the data range.
We do not expect significant systematic error in the extrapolated parameter values (e.g., c 200 , and M 200 ) provided (1) the true DM profile is accurately described by the NFW/Einasto models and (2) we have accurately measured the DM scale radius r s . Previously in Gastaldello et al. (2007) we emphasized that accurate and precise constraints on r s , and thus the NFW DM profile, from HE X-ray studies are only possible when several radial data bins exist both above and below r s . For Mrk 1216 we measure r s = 12.1 ± 2.2 kpc so that approximately 6 annuli lie below r s and 4 annuli above r s for the Cycle 19 data, with R out ≈ 9r s where R out = 110.7 kpc is the outer radius of Annulus 10. (The Cycle 16 data contribute 4 annuli below r s , 2 annuli above r s , and one annulus encloses r s .) Since r s is situated well within the data range with several radial bins above and below it, we believe it is well constrained, as is reflected in the Bayesian constraints; e.g., for the fiducial HE model we obtain r s = 12.1
It is instructive to consider the fossil cluster RXJ 1159+5531 for which the accuracy of some radial extrapolation (i.e., from r 500 to r 200 ) has been directly tested. Although it is ≈ 15 more massive, RXJ 1159+5531 is similar to Mrk 1216 in that it is a highly relaxed system with an above-average halo concentration. Using a single Chandra observation with data extending out to ≈ r 500 with approximately 5 (4) data bins below (above) r s , Gastaldello et al. (2007) Based on a suite of cosmological hydrodynamical cluster simulations, Rasia et al. (2013) reported that significant positive biases (up to 25%) in the inferred value of c 200 are possible if the X-ray HE analysis only fits data within ≈ r 2500 . However, the largest biases occur for their simulations without AGN feedback. When AGN feedback is included, the bias is small (i.e., 10%, see Figure 5 of Rasia et al. 2013) . The lowest mass clusters studied by Rasia et al. (2013) have M 200 ≈ 2 × 10 14 ; i.e., ≈ 40 times more massive than Mrk 1216. Assuming these results apply to lower-mass halos like Mrk 1216, then the 10% bias for the simulations with AGN feedback is comparable to or less than the statistical error we measure for Mrk 1216.
In a future paper we will test the extrapolation for Mrk 1216 using a new deep XMM-Newton observation that will extend the radial range of the model fits closer to r 500 .
Spherical Symmetry
It has been shown that spherical averaging of an ellipsoidal mass profile typically introduces only small orientationaveraged biases for global quantities such as c 200 , M 200 , and f gas,200 in X-ray HE studies of galaxy and cluster masses (e.g., Buote & Humphrey 2012b ,c, and references therein). Since we also found such small biases to be negligible compared to the statistical errors for the massive elliptical galaxy NGC 6482 (see B17), which has DM properties very similar to Mrk 1216, we do not present a specific estimate here.
We have also considered in this paper the mass profile near R e . Previous studies of the spherical approximation in X-ray studies of galaxy clusters do not specifically address such a small radius. However, in Buote & Humphrey (2012b , see also Churazov et al. 2008 we showed that spherically averaging an ellipsoidal scale-free logarithmic potential in a HE analysis introduces zero bias in the inferred mass for any gas temperature profile. We expect this result to apply to a good approximation near R e where it is well established that the total mass profile slope γ ≈ 2 for massive ETGs, as we have found for Mrk 1216 (see §7.7).
We can test this expectation for the massive elliptical galaxy NGC 720 for which we previously reported a value M tot /L B = 6.0 solar at R e obtained from spherically averaging ellipsoidal HE model fits to the Chandra data (Buote et al. 2002) . We Figure 10 . Concentration and mass values for Mrk 1216, the fossil group NGC 6482, and two "nearly fossil" massive elliptical galaxies (see §9.1). The blue solid line is the ΛCDM relation for relaxed halos from Dutton & Macciò (2014) evaluated at the distance of Mrk 1216. The blue dotted lines indicate the intrinsic scatter in the ΛCDM relation; i.e., the lines closest the mean relation are ±1σ while the significances of the other lines are indicated. The data points indicated by red dots are models with Einasto DM halos that have undergone "weak" adiabatic contraction following Dutton et al. (2015) (see §5). Note that for these Einasto models the deviation from the mean is less than indicated for the NFW models by roughly 1σ.
compare this measurement to the results of the fully spherical HE analysis of NGC 720 we performed using the same Chandra data in after accounting for the slightly different distance used and the fact the latter study quotes M tot /L K ; i.e., M tot /L B = 6.0 solar becomes M tot /L K = 1.1 solar in excellent agreement with the M tot /L K profile displayed in Figure 5 of . We therefore expect that systematic errors associated with spherical averaging should also be small near 1R e for Mrk 1216.
Stellar Mass Profile
To assess the sensitivity of our results to the shape of the stellar light profile, we also considered a de Vaucouleurs model (i.e., n = 4 Sersic model) with the half-light radius inferred from the Two Micron All-Sky Survey (2MASS) Extended Source Catalog (Jarrett et al. 2000) . We adopted a median, circularized R e = 2.1 kpc and normalized the model the total H-band luminosity (Table 2) . We list the results for this test in the "Sersic Stars 2MASS" entries in Tables 10 and  12 . In all cases using the Sersic model shifts the paramers by ≤ 1σ.
9. DISCUSSION 9.1. High Halo Concentration and Formation History In Table 13 we compare the halo concentration (c 200 ) and mass (M 200 ) we have measured for Mrk 1216 using the Bayesian HE models to some theoretical models of the ΛCDM c 200 − M 200 relation from the literature. Our fiducial model with an NFW DM halo exceeds the median ΛCDM relation by ∼ 6σ in terms of the intrinsic scatter of the theo- NFW (5.3 ± 0.6) × 10 12 M ⊙ 30.4 ± 4.3 7.0 5.8σ · · · · · · 6.1 (11.9σ, 6.3σ) Weak AC NFW (6.1 ± 1.0) × 10 12 M ⊙ 23.9 ± 4.1 6.9 4.9σ · · · · · · 6.1 (9.0σ, 5.5σ) Einasto (5.8 ± 1.0) × 10 12 M ⊙ 27.2 ± 4.3 7.9 4.1σ 7.2 4.5σ 7.1 (8.4σ, 4.5σ) Weak AC Einasto (7.2 ± 1.5) × 10 12 M ⊙ 20.8 ± 4.0 7.7 3.4σ 7.1 3.7σ 7.0 (6.1σ, 3.7σ)
Note. (Ludlow et al. 2016) . ΛCDM Planck cosmological parameters with the same intrinsic scatter as Dutton+14. (3) Child+18 (Child et al. 2018) . ΛCDM WMAP-7 cosmological parameters. We use the results for the stacked halos quoted in their Table 1 . We list two values for ∆c 200 . The first assumes a gaussian scatter σc = c/3 preferred by Child+18. The second uses the lognormal scatter of Dutton+14.
retical relations. The size of this discrepancy implies an outlier so extreme as to be inconsistent with the ΛCDM simulations. Indeed, from visual inspection of published catalogs of c 200 and M 200 values we do not see any ΛCDM halos consistent with the NFW values we have measured for Mrk 1216; e.g., Figure 16 of Dutton & Macciò (2014) and Figure 2 of Ragagnin et al. (2018) .
When substituting the Einasto DM profile for NFW the value obtained for c 200 remains high, though the tension with ΛCDM is reduced modestly to 4.1 − 4.5 σ (Table 13 ). The reduced tension for the Einasto model is attributed both to the smaller value of c 200 measured for Mrk 1216 and the larger theoretical intrinsic scatter compared to the NFW profile (0.13 dex, Dutton & Macciò 2014) . Nevertheless, we do not see any ΛCDM halos consistent with the Einasto values we have measured for Mrk 1216 in the simulation results published by Benson et al. (2018, see their Figures 2 and 4) . Adiabatic contraction lowers c 200 more and further lessens the tension with ΛCDM to a more modest, though still substantial, 3.4 − 3.7 σ.
In Figure 10 we plot the c 200 and M 200 values for Mrk 1216 and three fossil and nearly fossil systems with evidence for above-average concentrations: NGC 720 (Humphrey et al. 2011 ), NGC 1521 (Humphrey et al. 2012 , and NGC 6482 (B17). We refer to NGC 720 and NGC 1521 as "nearly" fossil systems since within their projected virial radii they obey the fossil classification. NGC 6482 in particular displays c 200 and M 200 behavior extremely similar to Mrk 1216 -both in terms of its outlier status with respect to ΛCDM and the way the c 200 and M 200 parameters change between NFW, Einasto, and AC models.
The very high halo concentration we have measured for Mrk 1216 has profound implications for its formation and evolutionary history. The halo formation time is a major factor determining the scatter in halo concentrations for a given mass (e.g., Neto et al. 2007; Ludlow et al. 2016) , with higher concentrations reflecting halos that have formed earlier. Consequently, the high value of c 200 indicates that, compared to the typical halo of its total mass, most of the mass of Mrk 1216 was in place much earlier, which is consistent with largely passive evolution for most of its existence. Thus the high concentration provides vital corroborating evidence of Mrk 1216 as a massive "relic galaxy" that is a largely untouched descendant of the red nugget population at high redshift (e.g., van den Bosch et al. 2015; Yıldırım et al. 2015; Ferré-Mateu et al. 2017; Yıldırım et al. 2017) .
While the connection between early formation and high c 200 is critical, other factors must also contribute. Ludlow et al. (2016) estimate that formation time accounts for a large fraction (∼ 50%) of the scatter in c 200 , leaving about half the scatter to be likely explained by the initial conditions or the environment of a given halo. The recent study by Ragagnin et al. (2018) proposes that a measure of the "fossilness" of a halo can account for some of this scatter, though the proposed effect is too modest to explain the large c 200 of Mrk 1216. These issues are likely central to understanding how the DM and total mass profiles of Mrk 1216 and NGC 6482 are extremely similar yet the stellar component of Mrk 1216 is more compact obeying the size-mass relation for z ∼ 2 galaxies like other CEGs.
Finally, we note that we have emphasized comparisons with the theoretical c 200 − M 200 relations assuming a lognormal intrinsic scatter. While a gaussian interpretation of the theoretical scatter is consistent with cosmological simulations (e.g., Bhattacharya et al. 2013) , the narrower tails of the gaussian imply Mrk 1216 would be an outlier so extreme (see Child+18 results in Table 13 ) for all models to be incompatible with ΛCDM. Consequently, the high c 200 values for Mrk 1216 and NGC 6482 (B17) clearly favor a lognormal distribution for the intrinsic scatter of the ΛCDM c 200 − M 200 relation. 9.2. A Key Factor Contributing to Differences in the X-ray and Stellar Dynamical Constraints We have found significant differences in the mass properties of Mrk 1216 inferred from our HE analysis of the hot plasma within a radius ∼ R e compared to the stellar dynamical (SD) constraints obtained by Y17 and Walsh et al. (2017) . There is, however, a major difference in the assumed DM model between these SD studies and ours. Since the SD studies are unable to contrain the DM halo, by default they assume an NFW DM halo with fixed c 200 = 10. Here we consider how our HE analysis changes if we make a similar assumption.
We achieve a similar DM halo in our analysis by fixing the NFW scale radius to r s = 60 kpc in which case we obtain, c 200 = 9.8 ± 0.2 and M 200 = (2.3 ± 0.1) × 10 13 M ⊙ from our Bayesian analysis. The fit quality, however, is very poor; i.e., the frequentist analysis gives χ 2 = 39.5 for 19 dof compared to χ 2 = 11.9 when c 200 = is allowed to take a value c 200 = 30. In Figure 11 we plot the χ While the c 200 = 10 model does not provide a good fit to the data, the derived mass parameters agree very well with those of Y17. 9 We obtain M ⋆ /L H = 1.60 ± 0.05 solar which agrees with Y17's value, M ⋆ /L H = 1.85 +0.52 −0.40 , within their larger 1σ error bar. While Y17 do not quote values of the total mass slope and DM fraction within R e specifically for Mrk 1216, their sample-averaged values ( γ = 2.3, f DM = 0.11) agree very well with what we obtain for Mrk 1216 ( γ = 2.27 ± 0.01, f DM = 0.13 ± 0.01) when we assume c 200 = 10. Furthermore, if we also fix the SMBH mass to the best-fitting "over-massive" value (M BH = 4.9 × 10 9 M ⊙ ) obtained by Walsh et al. (2017) , then we obtain an even worse fit (χ 2 = 50.3 for 20 dof) but with M ⋆ /L H = 1.36 ± 0.05 solar in excellent agreement with the value M ⋆ /L H = 1.3 ± 0.4 solar obtained by Walsh et al. (2017) .
We conclude that the assumption of c 200 = 10 for the NFW DM halo fully accounts for the higher M ⋆ /L H measured with SD by Y17 and Walsh et al. (2017) as well as the higher γ and lower f DM within R e obtained by Y17. Differences in the form of the DM halo, however, have negligible impact on our constraints on M BH which are manifested only in the central 1 ′′ aperture (i.e., Annulus 1 of the Cycle 19 data). Below in §9.3 we evaluate the SMBH constraint further and consider its implications. 9.3. Evidence for Over-Massive Black Hole 9 We note that for NGC 1281 Yıldırım et al. (2016) initially reported the galaxy to have a 90% DM fraction within Re and a total mass of ∼ 10 14 M ⊙ indicative of a cluster. However, the large amount of DM they inferred, expressed by log 10 (M DM /M⋆) = 3.6 +1.5 −0.5 , was subsequently substantially downwardly revised in Y17 to log 10 (M DM /M⋆) = 1.49 +1.57 −2.54 , fully consistent with the typical CEG in their sample (and with a typical DM fraction within Re).
In §7.3 we show that the HE analysis does not favor the best-fitting over-massive SMBH [M BH = (4.9±1.7)×10 9 M ⊙ ] found by the SD study of Walsh et al. (2017) , but does not clearly exclude the value either when considering different Bayesian priors and the frequentist fits. In addition, the SD error estimate on M BH permits lower values (e.g., 1.4 × 10 9 M ⊙ (2σ) and 0.65 × 10 9 M ⊙ (2.5σ)) that are very consistent with our HE models. In sum, the estimated statistical and systematic errors in the X-ray HE and SD constraints allow for broad consistency and do not clearly point to whether the SMBH exceeds the M BH − σ relation.
Based on models of the Cycle 16 data of Mrk 1216 assuming M BH = 4.9 × 10 9 M ⊙ , we expected to measure a value of k B T about 20% higher in Annulus 1 than we found with the Cycle 19 observation (see beginning of §7.3). If we attribute this underestimate to deviations from HE, it would imply ∼ 40% non-thermal pressure support in Annulus 1 from random turbulent motions, magnetic fields, rotational support, etc. Future observations with similar or better spatial resolution to Chandra but with much higher spectral resolution and sensitivity (i.e, Lynx) 10 will be necessary to establish the hot gas kinematics within the central ≈ 1
′′ . In the meantime, more precise constraints on M BH from SD can better establish the significance of any tension with the X-ray constraints.
Global Baryon Fraction
Our Bayesian HE models evaluated at r 200 indicate f b,200 ≈ 80% of the cosmic mean value ( §7.9). The evidence for near baryonic closure in Mrk 1216 is consistent with results we have obtained previously for other fossil-like massive elliptical galaxies, NGC 720 (Humphrey et al. 2011) , NGC 1521 (Humphrey et al. 2012) , and NGC 6482 (B17). These results suggest that in massive elliptical galaxy / small group halos many of the "missing" baryons (Fukugita et al. 1998) can be located in the outer halo as part of the hot component.
As is clear from Figure 8 , most of the baryons inferred from our HE models within a radius of r 200 are in the form of hot gas located at radii larger than the extent of the Chandra data ( r 2500 ). We have previously noted ( §8.2 of B17) the sensitivity of the measured f gas,200 to the assumed value of Z Fe for r > r 2500 . In fact, using a β-model analysis of the Chandra surface brightness profile of NGC 720, Anderson & Bregman (2014) claim that the gas mass (M gas,200 ) is a factor 3-4 smaller than we measured in Humphrey et al. (2011) .
We have reanalyzed the Chandra surface brightness profiles using all presently available observations and performed a similar β model analysis of NGC 720. We find M gas,200 values very consistent with those of Humphrey et al. (2011) . We attribute the lower value of M gas,200 obtained by Anderson & Bregman (2014) to primarily (1) their quoting a higher value of M gas,200 than was actually reported in Figure 6 of Humphrey et al. (2011) ; i.e., 4 × 10 11 M ⊙ instead of the correct 3 × 10 11 M ⊙ at r = 300 kpc; (2) their using a different solar abundance standard (Anders & Grevesse 1989) whereas Humphrey et al. (2011 ) use Asplund et al. (2006 ; and (3) their assuming k B T = 0.5 keV, Z Fe = 0.6 solar for the hot plasma appropriate for the center of NGC 720 instead of quantities appropriate near r 2500 (k B T ≈ 0.3 keV, Z Fe ≈ 0.3 solar).
To verify the nearly cosmic baryon fractions in these galax-ies it is necessary to measure both k B T and Z Fe out to radii beyond r 2500 . In future papers we will report the results of new deep XMM-Newton observations of Mrk 1216 and NGC 6482 that will allow the gas to be mapped out closer to ∼ r 500 .
9.5. Cooling and Feedback The Chandra observations of Mrk 1216 suggest the hot plasma properties within the central ∼ 10 kpc reflect a balance between radiative cooling and episodes of gentle AGN feedback. The centrally peaked radial temperature profile itself ( Figure 5 ) does not implicate AGN shock-heating of the gas, since the continuous injection of stellar material will produce the same effect (e.g., classical wind models, David et al. 1991; Ciotti et al. 1991 ) and the observed central entropy is not peaked (Figure 6 ). Modern models of massive elliptical galaxies incorporating gentle mechanical AGN feedback episodes can produce similar centrally peaked temperature profiles (e.g., Gaspari et al. 2012a ). The lack of large, significant disturbances (e.g., cavities) near the center ( §3) or azimuthal spectral variations ( §4.2.3) provides further evidence that episodic AGN feedback in Mrk 1216 has been gentle.
Interior to the sizable radius ∼ 10 kpc within which t c /t ff ranges from 14-19 (Figure 9 , see §7.10), the "precipitationregulated feedback" scenario (e.g., Voit et al. 2017 ) predicts there should be multiphase gas, yet there is little evidence presently for gas cooler than the ambient hot plasma. However, Voit et al. (2017) emphasizes that condensation will be suppressed by buoyancy damping if the entropy profile is steeply rising and without a large isentropic core. We find the entropy profile has a radial logarithmic slope α = 0.78 ± 0.05 for 0.66 < r < 16 kpc (Table 8 ) and no evidence of a core. This slope is larger than the critical value α K = 2/3 for suppressing condensation derived by Voit et al. (2017) using a toy model for isothermal gas.
In fact, this result may be common for massive, X-ray luminous elliptical galaxies. While the recent study by Babyk et al. (2018) finds a universal entropy profile for elliptical galaxies and galaxy clusters with an entropy slope consistent with 2/3 within 0.1r 2500 , our previous measurements within the central ∼ 10 kpc of massive elliptical galaxies have obtained steeper slopes α 1 consistent with suppressed condensation: NGC 4649 ), NGC 1332 , NGC 4261, NGC 4472 (Humphrey et al. 2009a , and NGC 6482 (B17).
Although the α K = 2/3 criterion for suppressing condensation from the toy model of Voit et al. (2017) is consistent with the single-phase gas we observe in Mrk 1216, the three-dimensional hydrodynamical simulations of Wang et al. (2018) predict that t c /t ff should rise rapidly with radius for a single-phase gas, in conflict with the Chandra data ( Figure 9 ) and the lack of evidence for multiphase gas in the amounts seen in other galaxies with t c /t ff < 20 (Werner et al. 2014; Voit et al. 2015) .
In §7.10 we remarked that the region where t c /t ff ranges from 14-19 (i.e., r 10 kpc), associated with a steeply rising entropy profile with α > 2/3, also is close to the NFW DM scale radius r s . For the galaxies listed above with good constraints on the DM halo, r s is not far from 10 kpc; i.e., r s ≈ 14 kpc for NGC 720 and r s = 11.2 ± 3 kpc for NGC 6482.
We conclude by noting that the unusually quiescent evolutionary path indicated by the highly concentrated stellar and DM components of Mrk 1216 imply the presumed episodic AGN feedback regulating the cooling in the central ∼ 10 kpc has not been upset by triggering from galaxy merging but has been solely governed by accretion from the radiatively cooling hot plasma. We speculate this has also resulted in unusually quiescent evolution in the hot plasma obeying the HE condition accurately (see below in §9.6).
Hydrostatic Equilibrium Approximation
Since the Chandra ACIS spectral data do not permit useful direct measurements of the kinematics of the hot plasma, we instead briefly summarize several indirect lines of evidence testifying to the accuracy of the HE approximation in Mrk 1216.
Azimuthal Scatter in Quadrants ( §4.2.3) : When Annuli 2,3, and 4 of the Cycle 19 observations are divided up into quadrants, we find the small scatter of the pseudo-pressure and pseudo-entropy between quadrants in each annulus suggests HE deviations of 5%. (Table 9) : We find that reasonable HE models provide excellent fits to the radial k B T and Σ x profiles of the Cycle 19 and Cycle 16 Chandra data. High Halo Concentration ( §9.1): The exceptionally high value of c 200 we measure for Mrk 1216 corroborates the evidence from its compact stellar size and old stellar population that it is a massive relic galaxy; i.e., Mrk 1216 has evolved passively in isolation since a redshift of ∼ 2 and, consequently, is highly evolved and relaxed.
Quality of HE Model Fits
We therefore expect that Mrk 1216 is a highly relaxed system, at least as relaxed as the massive Perseus cluster with its pronounced cavities and other surface brightness irregularities for which Hitomi found with gas kinematics measurements that the pressure from turbulence is only 4% of the thermal gas pressure (Hitomi Collaboration et al. 2016) . To verify directly the accuracy of the HE approximation in Mrk 1216 awaits the next generation of X-ray satellites with microcalorimeter detectors. 11, 12 10. CONCLUSIONS We present a detailed analysis of the hot plasma X-ray emission and gravitating mass profile of the CEG Mrk 1216 based on a new ∼ 122 ks Chandra X-ray observation (Cycle 19) and a shallow (∼ 13 ks) archival Chandra observation (Cycle 16). The X-ray emission as revealed by the deep Cycle 19 image exhibits a regular, relaxed morphology symmetrically distributed about the central emission peak. We perform a detailed analysis of the image morphology within the central ∼ 15 kpc to search for signs of AGN feedback. While the image does not reveal obvious features of AGN feedback in the form of cavities or other irregularities, we identify leading candidates for such feedback signatures as regions with the largest surface brightness fluctuations with respect to a smooth two-dimensional model.
We search for azimuthal variations in the gas pressure and entropy within the central ∼ 4 kpc by dividing up several circular annuli into four quadrants each. Using proxies for the pressure and entropy inferred directly from the projected spectra, we find small azimuthal scatter in these proxies consistent with 5% fluctuations in HE. Adopting an entropybased HE method, we then place constraints on the inner and global mass profile from the radial profiles of temperature and surface brightness measured from spectra extracted in circular annuli extending out to R = 100.7 kpc (≈ 0.85r 2500 ). (In Appendix C we discuss an anomalous spectral feature in the central ≈ 1 ′′ annulus.) Our principal conclusion is that the halo concentration of (Table 13 ) considering the intrinsic scatter and ≈ 5.4σ considering the measurement error. If we replace the NFW DM profile with the Einasto profile modified by "weak" adiabatic contraction, the concentration is reduced to a less extreme (but still significant) 3.4 − 3.7 σ outlier more compatible with ΛCDM.
The high value of c 200 we measure implies an unusually early formation time for Mrk 1216 and therefore a more passive and quiescent evolution compared to the typical halo. It therefore provides new independent evidence corroborating Mrk 1216 as a massive "relic galaxy" that is a largely untouched descendant of the red nugget population at high redshift. Moreover, whereas the stellar-mass-size relation and old stellar populations previously established the relic nature of the stellar component of CEGs, the high c 200 now firmly establishes the relic nature of the DM halo in Mrk 1216.
The high concentration of DM significantly affects the inferred mass properties near R e . We measure a DM fraction ( f DM ) within R e about twice as large and a flatter total mass slope ( γ ) compared to local massive elliptical galaxies. Our measured values of f DM and γ also disagree significantly with the mean values of the CEG sample (which includes Mrk 1216) by Y17. However, we attribute the discrepancy with Y17 to their assuming a fixed c 200 = 10 in their stellar dynamical analysis. If we assume c 200 = 10 in our HE analysis of the Chandra data, the fits are poor, but the parameters we derive agree very well with those reported by Y17. We conclude that if the other CEGs in Y17's sample also have high c 200 values like Mrk 1216, then the sample-average values for f DM and γ obtained by Y17 will need to be revised accordingly. Finally, if Mrk 1216 is truly a nearby analog of a z ≈ 2 galaxy, the DM fraction we measure is larger than that produced in recent cosmological simulations of z = 2 galaxies ( §7.7).
If we instead interpret our results using MOND gravity, we find that MOND requires almost as much DM as in our Newtonian analysis. Owing to the strong similarity between MOND and the RAR, it would be expected that Mrk 1216 would deviate significantly from the RAR, which we verify. We attribute the failure of MOND and the RAR to explain the gravitational field of Mrk 1216 to the evidence for highly concentrated DM occurring well inside the radius where the gravitational acceleration equals the MOND constant a 0 ; i.e., the evidence for the DM is safely in the Newtonian regime not addressed by MOND. Although we have not explored other modified gravity models like self-interacting DM (SIDM) that predict DM cores, we believe it is likely that the highly concentrated DM in Mrk 1216 will place interesting constraints on DM models that predict inner halo profiles shallower than NFW.
Our analysis of the Chandra data does not place tight constraints on the SMBH mass, although our HE models do not favor the over-massive value [M BH = (4.9 ± 1.7) × 10 9 M ⊙ ] obtained with stellar dynamics by Walsh et al. (2017) . However, the tension between the X-ray and SD values of M BH is modest considering the uncertainties in both measurements.
Within the extent of the Chandra data (≈ r 2500 ) we measure a baryon fraction f b,2500 = 0.071 ± 0.006 ≈ 0.45 f b,U with the hot gas contributing ≈ 40% of f b,2500 . When evaluating our models at r 200 we obtain f b,200 = 0.120 ± 0.016 ≈ 0.80 f b,U with f gas,200 ≈ 0.8 f b,200 ; i.e., our analysis of the hot plasma indicates the halo of Mrk 1216 contains close to the cosmic fraction of baryons, where most of the baryons are in the form of hot plasma between r 2500 and r 200 .
The radial profile of the ratio of cooling time to free-fall time varies within a narrow range (t c /t ff ≈ 14 − 19) over a large central region (r ≤ 10 kpc) exterior to which it increases with radius. The observed minimum t c /t ff suggests "precipitationregulated AGN feedback" for a multiphase plasma. There is presently little evidence for substantial amounts of multiphase gas within r ∼ 10 kpc for Mrk 1216, which may indicate the steep radially increasing entropy profile has suppressed condensation of the hot plasma (see §9.5). We observe that the approximately constant region of t c /t ff ≈ 17 ends near the NFW DM halo scale radius r s ≈ 12 kpc.
Finally, other than the compact size of the stellar half-light radius of Mrk 1216, the stellar, gas, and DM properties of Mrk 1216 are remarkably similar to those of the nearby fossil group NGC 6482 (B17). In particular, consideration of the nearly identical very high c 200 values for each, but different compactness of their stellar components, provides a striking example of factors other than formation time that must also contribute to the scatter in the c 200 − M 200 relation; e.g., "fossilness" (Ragagnin et al. 2018 ).
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APPENDIX JOINT SPECTRAL FITTING OF INDIVIDUAL CYCLE 19 OBSERVATIONS
In Table 14 we list the results for the gas properties obtained by jointly fitting the individual Cycle 19 exposures. The value of the C-statistic for the fit is 6487.8 for 6869 pha bins and 6799 dof. Note for this analysis the spectra of the individual exposures were rebinned in the same way as the combined spectra ( §4).
SPECTRAL DEPROJECTION RESULTS
In Table 14 we list the results for the gas properties obtained for spectral projection using the PROJCT model in XSPEC ( §4.2.2).
ANOMALOUS LINE FEATURE IN THE CENTRAL SPECTRUM OF THE CYCLE 19 OBSERVATION
As noted in §4.2, the Cycle 19 spectrum of Annulus 1 displays some features that deviate from our adopted composite model, particularly an excess near E ∼ 1.2 keV. Here we examine the fit residuals more closely and examine ways to improve the model fit. In the left panel of Figure 12 we again plot the spectrum and best-fitting model of Annulus 1 as in Figure 4 except now we also plot the data / model ratio in the bottom panel. Despite the presence of these residuals, the fit is marginally acceptable when judged by the value of the C-statistic or χ 2 ; e.g., we obtain a χ 2 null hypothesis probability of 2.5% if we consider only the Annulus 1 spectrum and ignore the negligible background but allow the 7.3 keV bremsstrahlung component normalization to vary freely (with the spectrum rebinned to at least 20 counts per channel).
To see if this marginal fit can be improved, we begin by considering well-motivated missing ingredients from our fiducial model. First, this single-temperature hot plasma component only approximates what is surely a continuous, radially varying temperature gradient within the aperture. We therefore expect emission from a range of temperatures which will produce a slightly broader thermal spectrum than our single-temperature model. In fact, the residuals displayed in Figure 12 resemble the residual pattern characteristic of fitting a single-temperature model to a multi-temperature spectrum with average k B T ∼ 1 keV at ASCA/Chandra CCD resolution (e.g., Buote & Fabian 1998; Buote 2000b; Buote et al. 2003b ). However, we are unable to improve the fit by adding more discrete temperature components or a continuous temperature distribution represented by, e.g., a gaussian differential emission measure. Spectral deprojection does not improve the fit either ( §4.2.2). (We also found no improvement from models allowing for non-equilibrium ionization and plasma shocks.) Second, the weak central radio source implies the presence of a low-luminosity AGN, and we might reasonably expect corresponding X-ray emission in the Chandra bandpass provided the AGN is not too heavily absorbed. As is readily apparent from Figure 12 , there is no significant excess emission at higher energies signaling this component; i.e., the emission from the unresolved LMXB component is sufficient to describe the higher energies.
Since neither of these physically well-motivated modifications to the fiducial model obviously improves the fit, we resort to an empirical approach. The largest residual excess occurs near an energy 1.2 keV, and we are unable to adjust our fiducial model (including allowing other metal abundances to vary) to describe the feature. Consequently, we tried adding a narrow gaussian emission line and show the best-fitting result in the right panel of Figure 12 . The fit is clearly improved, not only near the line, but for many of the energy channels below ∼ 1.5 keV, with a reduction in the C-statistic of ≈ 19.
We obtain good constraints on the fitted parameters of the line: energy, E = 1.231 ± 0.014 keV, and flux, log 10 F x = −14.83 +0.10 −0.13 (with the 0.5 − 10 keV flux in ergs cm −2 s −1 ), where the 3σ lower limit on the flux is log 10 F x = −15.33. Expressing the result in terms of the line luminosity, we obtain, log 10 L x = −39.23 +0.10 −0.12 (with luminosity in ergs s −1 ). We offer several possible explanations for this line feature and assess their validity.
(1) Problem with averaging the response matrices: Our default procedure combines the spectra from the four Cycle 19 exposures and averages the RMF and ARF files. However, we also perform the analysis through joint analysis of the individual observations and obtain fully consistent results.
(2) Calibration problem: We do not believe a calibration error is a viable explanation since we do not see this line feature in the spectra of the other annuli, nor are we aware of any reports of anomalous features in the ACIS-S near 1.2 keV.
(3) Plasma code: Since the available plasma codes exhibit some notable differences (e.g., Mernier et al. 2018) , we compared our results using the VAPEC plasma code to those obtained with the CIE plasma code from the SPEX v3.0 spectral fitting package (Kaastra et al. 1996) . 13 The CIE model fit and resulting residual pattern is extremely similar to what we obtained with VAPEC. In particular, the CIE model cannot explain the 1.2 keV line feature using parameters consistent with our fiducial VAPEC model. However, the CIE model also allows for a variable Na abundance which can reproduce the 1.2 keV line feature reasonably well but only with a large, unphysical abundance (> 100 solar).
(4) Decaying Dark Matter: X-ray emission lines may be signatures of decaying dark matter from a sterile neutrino (e.g., Abazajian 2017; Aharonian et al. 2017) . The line flux we measure for the 1.2 keV feature is too strong and implies a mixing angle that is too large to be compatible with the currently allowed parameter space (e.g., Abazajian 2017).
(5) Charge exchange. The potential importance of charge exchange emission in clusters has been discussed, though observa-tional evidence for it remains tentative (e.g., Gu et al. 2018a,b, and references therein) . With SPEX we examined whether the charge-exchange model (CX) of Gu et al. (2016) could explain the line feature. The CX model can produce a Ne line at the right energy. However, along with 1.2 keV emission, the CX model produces considerably more Ne Lyα emission near 1 keV that is incompatible with the observation. In addition, the emission near 1.2 keV predicted by the CX model is broader than the observed feature. In sum, none of the possibilities we have discussed is likely entirely responsible for the 1.2 keV line, and perhaps the feature is merely a statistical fluke. We believe, however, that the charge-exchange model deserves further study. First, the Ne line it predicts lies at the right energy. Second, for charge exchange to occur, there must be neutral material. Inspection of the residuals in the right panel of Figure 12 reveals that the lowest energies still show a deficit with respect to the model. When allowing for absorption in excess of the foreground Galactic absorbing column, the fit is improved a little more (C-statistic decreases by ≈ 4) and is consistent with the presence of cold gas in the center. (Allowing the column density to be a free parameter in the other annuli produces no such improvement in the fit; i.e., the Galactic column is obtained elsewhere.) Although there is presently no direct evidence for neutral gas at the center of Mrk 1216, future observations with ALMA could determine whether a substantial amount of molecular gas surrounds the SMBH.
With our empirical approach here, we mention that adding the narrow gaussian has some effect on the parameters derived for the hot plasma component in Annulus 1. While we find k B T is unaffected, Z Fe increases and the gas density decreases. As a systemetics check on our fiducial results, we have used these modified gas parameters as input to our HE models and find that the main results are unchanged within the ≈ 1σ errors.
Finally, we also mention that in our brief use of the CIE plasma model with SPEX in this section, we notice that the derived temperatures are typically 5-10 percent smaller than those obtained with the VAPEC model in XSPEC. We would expect this shift to translate to a similar reduction in magnitude for the masses we obtained from our HE models, which is comparable to the sizes of the 1σ statistical errors (Table 10 ) and of similar magnitude to other systematic errors considered. Fully interpreting all the data with SPEX for comparison to VAPEC is beyond the scope of our paper.
