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Abstract. We calculate the CMB µ-distortion and the angular power spectrum of its cross-
correlation with the temperature anisotropy in the presence of the non-Gaussian neutrino
isocurvature density (NID) mode. While the pure Gaussian NID perturbations give merely
subdominant contribution to 〈µ〉 and vanishing 〈µT 〉, the latter quantity can be large enough
to be detected in the future when the NID perturbations S(x) are proportional to the square
of a Gaussian field g(x), i.e. S(x) ∝ g2(x). In particular, large 〈µT 〉 can be realized
since Gaussian-squared perturbations can yield a relatively large bispectrum, satisfying the
constraints from the power spectrum of CMB anisotropies, i.e. PSS(k0) ∼ P2g (k0)<∼ 10−10
at k0 = 0.05 Mpc
−1. We also forecast constraints from the CMB temperature and E-mode
polarisation bispectra, and show that Pg(k0)<∼ 10−5 would be allowed from Planck data.
We find that 〈µ〉 and |l(l + 1)CµTl | can respectively be as large as 10−9 and 10−14 with
uncorrelated scale-invariant NID perturbations for Pg(k0) = 10−5. When the spectrum of
the Gaussian field is blue-tilted (with spectral index ng ' 1.5), 〈µT 〉 can be enhanced by an
order of magnitude.
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1 Introduction
Inflationary scenario is a successful prescription to solve the initial condition problems of the
hot Big Bang universe, and to determine the concrete theoretical model is one of the most
important theme of recent observational cosmology [1] . Such an accelerated expanding uni-
verse predicts generation of the almost scale-invariant and Gaussian primordial fluctuations,
which are well confirmed by a variety of cosmological observations including anisotropies in
the Cosmic Microwave Background (CMB). The next step for further refinement may be
to investigate deviations from Gaussian statistics, that is, to find non-Gaussianity [2]. The
newest space mission Planck revealed that the non-linearity parameter fNL
<∼O(1), and many
inflationary models are ruled out [3]. However, we should note that the CMB anisotropies
are observables on relatively larger scale up to the multipole l ∼ 104, and several orders of
improvement of the resolution can be far beyond our current technology as well.
CMB spectrum distortions are alternative probes of the inflationary universe, for the dis-
tortions are created from small-scale density perturbations, without introducing new physics.
Use of CMB distortions in conjunction with the CMB anisotropies on large scales may com-
plementarily allow us to test the nature of primordial perturbations over many orders of
scales. The distortions are basically classified into two types, y-type and µ-type,1 depend-
ing on whether the system is thermal or not [6, 7]. Although thermalization of the photon
system is efficient in the early universe, once the Compton scattering becomes ineffective
around the redshift z ∼ 105, deviations from the thermal equilibrium can no longer van-
ish since the Thomson scattering never transfers the photon energy through non-relativistic
electrons. Then the distortion is parameterized as a non-thermal deviation from Planck
distribution and we call it y-distortion. Another one is µ-distortion, which is a chemical
potential in the Bose-Einstein distribution function of thermal photon system. Such a ther-
mal deviation from Planck distribution is a consequence of re-thermalization under number
conserving process such as the Compton scattering, so we can investigate the Compton dom-
inant era around z ∼ 106 [4, 5, 8–12]. Here we would focus only on this type of distortions.
1 Some people discuss the intermediate type distortions [4, 5].
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Typical magnitude of the µ-distortion which originates from the primordial curvature per-
turbations is 10−8 [10, 13–15] and the contributions from primordial tensor perturbations
are subdominant [16, 17]. Constraints on these parameters are given by COBE FIRAS as
µ < 9 × 10−5 and y < 1.5 × 10−5 (95% C.L.) [18–20], and future space mission such as
PIXIE [21] and PRISM [22] have potential to improve the constraints up to the order of 10−8
to 10−9. Therefore, such distortions can be powerful tools to study primordial fluctuations.
Recently µT cross-correlation is also proposed as a probe of primordial non-Gaussianities
down to small-scales [23, 24]. Roughly speaking, µ is proportional to the square of dimension-
less temperature perturbations and then, the cross-correlation originates from the primordial
three-point function. For the local type non-Gaussianity, the constraints on the non-linear
parameter by PIXIE’s sensitivity are estimated as f locNL . 103 in Ref. [23]. In this paper we
calculate the µT cross-correlation in the presence of not only adiabatic but also isocurvature
modes. The isocurvature modes do not necessarily follow the Gaussian distribution unlike
the adiabatic modes and then they can cause large µT signals. Accordingly, we calculate
contribution from Gaussian-squared isocurvature perturbations to the total cross-correlation
as an example of the non-Gaussian case. Here we focus on the neutrino isocurvature density
(NID) mode, which is not suppressed on small scales compared to adiabatic perturbations,
in contrast to the matter isocurvature perturbations [25, 26]. We organize this paper as
follows. In section 2, we present the formalisms of the power spectrum and bispectrum of
the non-Gaussian isocurvature perturbations, with particular focus on the Gaussian-squared
ones. Sections 3 and 4 show the calculations for µ and µT cross-correlations, respectively.
We summarize the discussions and conclude in the final section. In appendix A, we comment
on the constraints from CMB angular bispectrum.
2 Gaussian-squared type isocurvature perturbations
Models of generating the NID mode have been proposed in the literature [32–34]. So far,
most of the models can be categorised into two types.2 In one type, there assumed to be a
large lepton asymmetry (nL/nγ = O(0.01)  nB/nγ = O(10−9)) in the universe. If fields
sourcing the lepton asymmetry spatially fluctuate differently from inflaton (or in general
fields reheating the universe), isocurvature perturbations inevitably arise between neutrino
and the photon. In the other type, there assumed to exist dark radiation in the universe other
than neutrino. In the context of structure formation, there is no distinction between dark
radiation and neutrino, and they in effect consist a single fluid of neutrino species. Therefore,
the NID mode is sourced if dark radiation is produced from fields which have isocurvature
perturbations.
The NID mode can be non-Gaussian when so are source fields in themselves. In addi-
tion, even when the source fields are Gaussian, the so-called local-type non-Gaussianity in the
NID mode can be induced in the similar fashion as in e.g. the curvaton and the modulated re-
heating models. In Ref. [35], several concrete models generating the local-type non-Gaussian
2 In general, there should also be induced isocurvature perturbations between matter and radiation, de-
pending on the details of production mechanisms (e.g. thermal or non-thermal ones) of baryon and CDM.
However, as we mentioned in Introduction, when we focus on signatures in the CMB µ-distortion from isocur-
vature perturbations, contribution from matter isocurvature perturbations should be smaller than that from
NID ones [25, 26]. Therefore for simplicity we omit the matter isocurvature perturbations throughout this
paper, although there is a possibility that presence of them can somewhat change the bounds on non-Gaussian
curvature and NID perturbations from the CMB bispectrum presented in Appendix A.
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NID mode are discussed. A model of the type with dark radiation can be realised by gen-
eralising the curvaton model. When a curvaton field which creates non-Gaussian curvature
perturbations decays into dark radiation with some branching ratio, non-Gaussian NID per-
turbations should also be created. On the other hand, a model of the type with large lepton
asymmetry can be realised in the Affleck-Dine baryogenesis [36] with Q-ball formation [37].
In this case, the non-linear dependence of the amount of the lepton asymmetry on the initial
value of the Affleck-Dine field leads to non-Gaussianity in the NID mode. Generation of non-
Gaussian NID perturbations in the modulated reheating scenario can also be realized [34].
In this paper, we in particular focus on non-Gaussian isocurvature perturbations which are
proportional to the square of Gaussian field (See (2.1)-(2.2)).3 Such the Gaussian-squared
perturbations can be realized in the ungaussiton model [38–40].
Let us consider two fields RG and g both of which obey Gaussian statistics. In the
above model, the curvature R and the residual isocurvature perturbation S can be written
as
R(x) = RG(x) + γ1(g2(x)− 〈g2〉), (2.1)
S(x) = γ2(g2(x)− 〈g2〉), (2.2)
where γ1 and γ2 are the model dependent constant parameters. In this paper, we adopt
the convention in Ref. [41], where S is defined to be the density contrast of neutrino in the
synchronous gauge of CDM, with curvature perturbations being set to vanish. The two-point
correlation and the cross-correlation functions are
〈R(x)R(0)〉 = 〈RG(x)RG(0)〉+ 2γ21〈g(x)g(0)〉2, (2.3)
〈R(x)S(0)〉 = 2γ1γ2〈g(x)g(0)〉2, (2.4)
〈S(x)S(0)〉 = 2γ22〈g(x)g(0)〉2, (2.5)
and their Fourier transformations have the following form:
PSS(k) = 2γ22
∫
d3k1
(2pi)3
Pg(k1)Pg(|k − k1|), (2.6)
PRR(k) = PG(k) +
γ21
γ22
PSS(k), (2.7)
PRS(k) =
γ1
γ2
PSS(k), (2.8)
where we define the power spectra PG and Pg for the above two Gaussian fields,
PG(k) =
∫
d3k
(2pi)3
e−ik·x〈RG(x)RG(0)〉, (2.9)
Pg(k) =
∫
d3k
(2pi)3
e−ik·x〈g(x)g(0)〉. (2.10)
3 While we can also consider weakly non-Gaussian (i.e. local-type) NID perturbations, difference in results
(i.e. µ and µT cross-correlation) are rather trivial due to the similarity in the transfer functions. Indeed, as
we will discuss at the ends of Section 3.1 and 4, both µ-distortion and µT cross-correlation change only by a
constant multiplicative factor from the adiabatic case [23].
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Dimensionless power spectra are also defined as usual, i.e. P(k) = k3
2pi2
P (k) for each per-
turbations. Since PG is a power spectrum of the Gaussian curvature perturbation, we can
parameterize it as
PG(k) = AG
(
k
k0
)ns−1
, (2.11)
where AG = 2.196 × 10−9 and ns = 0.96 [3], with k0 = 0.05 Mpc−1 being the pivot scale.
The fraction of the isocurvature perturbations is given by
βiso :=
PSS(k0)
PRR(k0) + PSS(k0) . (2.12)
In the case with the neutrino density isocurvature mode, we already have the constraints
βNID < 0.27 or PSS/PRR < 0.37 [3]. An ensemble average of a product of quantities defined
as Fˆ (k) = Fk (Rk + fkSk) is calculated as
〈Fˆ (k)Fˆ (k′)〉 = (2pi)3δ(3)(k + k′)FkF−k
[
PG(k) +
(
fkf−k +
γ1
γ2
(fk + f−k) +
γ21
γ22
)
PSS(k)
]
,
(2.13)
where Fk and Fkfk are transfer functions from the curvature perturbation and the isocur-
vature perturbation. Here we could integrate (2.6) explicitly by the use of the Feynman
parameters and obtain
PSS(k) = γ22P2g (k)
21−ngpiΓ
(
5
2 − ng
)
Γ
(
ng−1
2
)
Γ2
(
2− ng2
)
Γ
(ng
2
) , for 1 < ng < 2.5, (2.14)
where we assume that Pg is a power of wavenumber with a spectral index ng, i.e. Pg(k) =
Pg(k0)(k/k0)ng−1. We can see that PSS(k) ∝ P2g (k), so that PSS(k) can be parametrized as
PSS(k) = PSS(k0)
(
k
k0
)2ng−2
. (2.15)
This suggests that the blue tilted original Gaussian field induces bluer isocurvature. PSS(k0)
apparently has the IR logarithmic divergence at ng = 1, therefore, let us introduce an IR
cut-off which is motivated by the horizon size L = 14 Gpc to obtain a physically reasonable
value for the power spectrum. For the almost flat spectrum, most contributions are from
the two IR regions, and they are equivalent by the translation and variable transformation
(see Fig. 1). Then we can combine these regions into one and obtain the following form from
(2.6) and obtain
PSS(k0) ' 4γ22P2g (k0)
∫ kmax/k0
1/(k0L)
d(ln t)tng−1
=
4
ng − 1γ
2
2P2g (k0)
[(
k
k0
)ng−1]kmax
L−1
, (2.16)
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Figure 1. The schematic diagram of IR regions for the convolutional integration of PSS(k0). There
are two IR singularities at k1 = 0 and k0, and the IR regions around them, Ω1 and Ω2, are equivalent
as they can be interchanged by variable transformation. It can be seen the maximum radii of them,
kmax, are about k0/2. Hereafter we take kmax = k0 for simplicity.
where kmax is the upper limit of the IR region. Expanding by ng−1, we obtain the expression
around the flat spectrum
PSS(k0) ∼ 4γ22P2g (k0) log(kmaxL)
[
1 +
ng − 1
2
log
(
kmax
k20L
)
+ · · ·
]
. (2.17)
The IR singular points which are originally at k1 = 0, k0 are separated by the distance of k0.
Therefore the radii of the IR regions can be taken up to about k0/2 at most. For simplicity,
we take kmax = k0 hereafter. Fig. 2 shows the comparison of the exact formula with the one
with a IR cut-off. We can see that they are in good agreement up to ng ' 1.7.
Three-point correlation functions are defined in the same manner and their bispectra can
be obtained by the Fourier transformation. For instance, the bispectrum of the isocurvature
perturbations are written as follows.
BSSS(k1, k2, k3) =
∫
d3x
∫
d3ye−ik·xe−ik·y〈S(x)S(y)S(0)〉
= 8γ32
∫
d3q
(2pi)3
Pg(q)Pg(|q − k1|)Pg(q − k1 − k2|). (2.18)
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(2.14)
(2.16)
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(k 0)
Figure 2. g2 isocurvature power spectrum at pivot scale k0 = 0.05Mpc
−1 in units of P2g (k0) with
γ2 = 1. In the latter sections, we will assume ng
<∼ 1.5 in which the IR formulae can be used safely.
By the use of the BSSS , the other bispectra are given by
BRRR(k1, k2, k3) =
(
γ1
γ2
)3
BSSS(k1, k2, k3), (2.19)
BRRS(k1, k2, k3) =
(
γ1
γ2
)2
BSSS(k1, k2, k3), (2.20)
BRSS(k1, k2, k3) =
γ1
γ2
BSSS(k1, k2, k3). (2.21)
Then a triple product of Fˆ (k) also has the following form:
〈Fˆ (k1)Fˆ (k2)Fˆ (k3)〉
= (2pi)3δ3(k1 + k2 + k3)BSSS(k1, k2, k3)Fk1Fk2Fk3
×
(
fk1fk2fk3 +
γ1
γ2
(fk1fk2 + fk2fk3 + fk3fk1) +
γ21
γ22
(fk1 + fk2 + fk3) +
γ31
γ32
)
. (2.22)
BSSS also has IR singularities, and here we treat them in the same way as the power spectrum.
Let us assume a squeezed configuration, which we will consider in the latter sections. Let the
wavenumbers satisfy k1  k2 ' k3. In this limit, the contributions of two IR regions which
include k1 are dominant (see Fig. 3). Therefore (2.18) can be written as
BSSS(k1, k2, k3) ' 8
ng − 1γ
3
2Pg(k0)
[(
k
k0
)ng−1]kmax
L−1
× [Pg(k1)Pg(k2) + Pg(k1)Pg(k3)] , for k1  k2, k3, (2.23)
where kmax
<∼ k1 and we will use kmax = k1 hereafter. Here we also introduce IR cut-off to
be the current horizon size ∼ L.
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Figure 3. The IR regions of the integration for the bisectrum in the squeezed limit (k1  k2, k3).
Since Pg(k1)  Pg(k2), Pg(k3) in this case, the contributions from Ω1 and Ω3, which are approxi-
mately proportional to Pg(k1)Pg(k2) and Pg(k1)Pg(k3), are much larger than that from Ω2, which
are approximately proportional to Pg(k2)Pg(k3). Therefore we can consider the expansions of power
spectrum only in Ω1 and Ω3. At this time, the upper limit of these IR regions is around k1/2. From
now on, we take kmax = k1.
3 CMB µ-distortion
3.1 Homogeneous distortions
We usually assume that the photon system is locally thermal equilibrium in the early uni-
verse. In other words, the photon fluid has generally local Bose-Einstein distribution function
defined as
f(x, ω) =
1
e
ω
TBE(x)
+µ(x) − 1
, (3.1)
where x and ω are spacetime point and frequency, respectively. Note that the temperature
parameter of the Bose-Einstein distribution function TBE is different from that of Planck
distribution function Tpl. Assuming that the deviations from the Planck distribution function
are induced by the mixing of different local blackbodies, TBE−Tpl and µ are the second-order
quantities of the first-order dimensionless temperature perturbation defined as [27]
Θ(x) =
Tpl(x)− 〈Tpl〉
〈Tpl〉 . (3.2)
Then, using the conservation laws of both average energy and number, we can derive the
evolution equation for the averaged µ-distortion as follows [16]
d
dη
〈µ〉 = −〈µ〉
tµ
− 1.4× 4
〈
Θ
dΘ
dη
〉
+O(Θ3), (3.3)
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where η is conformal time and the first term is added by hand to take into account the effect
of the process which do not conserve the number of photon such as the double Compton
effect or electron-positron pair annihilation. tµ is the time-scale of decreasing of the chemical
potential by the above processes, which become ineffective at z . 2 × 106 [28, 29]. dΘ/dη
is immediately calculated by linear Boltzmann equations. Here let us follow the notation in
Ma and Bertschinger [30]. In Fourier space, the brightness functions for intensity and linear
poralization are given by
Fγ =
∫
q2dqqf (0)(q)Ψ∫
q2dqqf (0)(q)
, (3.4)
Gγ =
∫
q2dqqf (0)(q)ΨP∫
q2dqqf (0)(q)
, (3.5)
where q is comoving momentum and f (0) is the background Planck distribution function. Ψ
and ΨP are fractional perturbations in ρ11 + ρ22 and ρ11− ρ22 of the photon density matrix,
respectively. We expand these quantities with respect to multipoles as Fγ =
∑
l=0(−i)l(2l+
1)Pl(λ)Fγl to obtain the solutions order by order. To the linear order, Fγ = 4Θ is always
satisfied. Then we can derive the following formulae for the µ-distortion [31]
〈µ〉 =1.4 · 1
4
∫ ηf
0
dη′JDC(η′)
∫
d(ln k)
[
PG(k) +
(
f +
γ1
γ2
)2
PSS(k)
]
× neσTa
[
3
4
(Fγ1 − Fb1)2 − Fγ2
2
(−9Fγ2 +Gγ2 +Gγ0) +
∑
l≥3
(2l + 1)FγlFγl
]
, (3.6)
where JDC is a window function induced by double Compton scattering and ηf is the end
time of µ era. Fb1 is the velocity perturbation of baryons. Here, f = −Rν/(4Rγ) with
Rν = ρν/(ρν + ργ) and Rγ = 1−Rν is the ratio of the NID mode to the adiabatic mode and
the transfer functions have the same form with (2.13) [41]. We replace Fγ1 → Fγ1 − Fb1 to
manifest gauge invariance of the first term, which can be omitted in the radiation dominated
period. Note that Legendre coefficients and f only depend on the magnitude of k. In the
tight coupling regime, we can approximately solve Boltzmann equations for the photon sector
analytically. In the case with adiabatic condition, the solution is given by [42]
Fγ1 ∼ − 4√
3
sin(krs) exp
(
− k
2
k2D
)
, (3.7)
where rs is the sound horizon and kD is the Silk damping scale. In the tight coupling regime
we can write Gγ0 +Gγ2 = 3Fγ2/2, then (3.6) can be approximate as
〈µ〉 = −2.8
∫ ηf
0
dηJDC(η)
∫
d(ln k)
[
PG(k) +
(
f +
γ1
γ2
)2
PSS(k)
]
∂η exp
(
−2 k
2
k2D
)
∼ −2.8
∫
d(ln k)
[
PG(k) +
(
f +
γ1
γ2
)2
PSS(k)
] [
exp
(
−2 k
2
k2D
)]f
i
, (3.8)
where we have used the relation Fγ2 = 8kFγ1/(15τ˙) and replace sin
2(krs) with 1/2, and
in addition we have adopted the relation ∂ηk
−2
D = −8/(45τ˙) in the limit of full radiation
– 8 –
domination. Let us divide 〈µ〉 into parts originating from RG and g2, that is, 〈µ〉 = 〈µ〉G +
〈µ〉g2 . Then (3.8) yields
〈µ〉G = 2.8PG(k0) log
(
kDi
kDf
)[
1 +
ns − 1
2
(
log
(
kDikDf
2k20
)
−C
)
+ · · ·
]
= 3.36× 10−8[1 + 8.91(ns − 1) + · · · ], (3.9)
where C = 0.577... is Euler-Mascheroni constant and log(kDi/kDf ) ' 5.477. If we take into
account terms of O(ns− 1) with ns = 0.96, 〈µ〉 becomes 2.2× 10−8, which is consistent with
the values derived in the previous works [10, 13–15]. The second order correction is smaller
than 10%. Another contribution from g2 can be calculated as
〈µ〉g2 =1.4PSS(k0)
(
Rν
4Rγ
+
γ1
γ2
)2 [( kD√
2k0
)2ng−2]i
f
Γ(ng − 1)
=
5.6γ22P2g (k0)
ng − 1
(
Rν
4Rγ
+
γ1
γ2
)2 [( k
k0
)ng−1]kmax
L−1
[(
kD√
2k0
)2ng−2]i
f
Γ(ng − 1), (3.10)
where we have used (2.17). Suppose that uncorrelated case with γ1 = 0 and γ2 = 1, expanding
around the flat case, we obtain
〈µ〉uncorg2 ' 12.1P2g (k0)
[
1.+ 13.9(ng − 1) + · · ·
]
, (3.11)
where kmax = k0. Fig. 4 shows 〈µ〉uncorg2 as a function of ng. For S not to dominate R,
we should impose PSS(k0) ∼ P2g (k0)<∼ 10−10 (we obtain similar constraints from the CMB
angular bispectrum and see Appendix A for details). For example, assuming Pg(k0) ∼ 10−5,
it can be shown from (3.11) that 〈µ〉uncorg2 ∼ 10−9 for the case of flat spectrum ng ∼ 1. As
shown in Fig. 4, if we consider the blue-tilted power spectrum of g, we can realize the large
enhancement of 〈µ〉. From this figure, by employing the COBE FIRAS constraint, that is,
µ < 9× 10−5, we find an upper limit on ng as ng . 1.5.
Incidentally, the µ-distortion originating from almost Gaussian uncorrelated NID mode
is also calculated straightforwardly and the difference from the case of the adiabatic pertur-
bation is only from that of the transfer functions of them. Specifically, the µ-distortion from
the isocurvature mode becomes O(0.01) times smaller than that of the standard adiabatic
perturbation case (see [26] for more details).
3.2 Inhomogeneous distortions
In the case with inhomogeneous distortions, (3.3) does not work since the equation is a result
of conservation laws in the homogeneous and isotropic background. In other words, the
quantities in the equation are globally averaged. Therefore, generally we should consider
local conservation laws of energy-momentum tensor ∇µTµν = 0 and number flux ∇µNµ = 0
to compute inhomogeneous distortions [43]. Nevertheless approximately we can just remove
〈· · · 〉 of (3.3) since the thermodynamic valuables are locally averaged quantities. Therefore
we again use (3.8) with the slight change∫
d(ln k)PXY(k)→
∫
d3k
(2pi)3
d3k′
(2pi)3
ei(k+k
′)·xX (k)Y(k′)5P2(kˆ · n)P2(kˆ′ · n), with X ,Y = R,S,
(3.12)
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Figure 4. ng v.s. 〈µ〉uncorg2 in units of P2g (k0). Here γ1 and γ2 are set to zero and unity, respectively.
where kˆ and kˆ′ are unit vector of k and k′. n is a tangent vector of the line-of-sight of the
photons. Then we obtain the µ distortion in Fourier space as follows:
µ(ηf ,k) = 16α
∫
d3k1
(2pi)3
[
RGk1RGk2 +
(
Rν
4Rγ
+
γ1
γ2
)2
Sk1Sk2
]
×5P2(kˆ1 · n)P2(kˆ2 · n)〈sin k1rs sin k2rs〉p
[
exp
(
−k
2
1 + k
2
2
k2D
)]i
f
, (3.13)
where α = −1.4× 1/4, k2 = k − k1 and 〈· · · 〉p is a periodic average.
4 µT angular cross-correlation
The harmonic coefficients of observed anisotropies in Θ and µ can be written as
aT,lm =
∫
dnY ∗lm(n)Θ(η0,x,n), (4.1)
aµ,lm =
∫
dnY ∗lm(n)µ(η0,x,n), (4.2)
where η0 is the conformal time today and n is a line-of-sight. Without loss of generality, we
can take x = 0. Then the angular power spectrum of the µT cross-correlation function is
defined as usual,
CµTl =
1
2l + 1
∑
m
〈a∗µ,lmaT,lm〉. (4.3)
In Fourier space, the temperature perturbations are
Θ(η,k,n) = ΘR(η; k, λ)Rk + ΘS(η; k, λ)Sk, (4.4)
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where λ is the cosine between k and n. On the other hand, the µ-distortion is written as
µ(η,k,n) = ∆µ(η; ηf , k, λ)µ(ηf ,k), (4.5)
where µ(ηf ,k) is what we calculated in the last section and the transfer function is given in
Ref. [43]. Substituting (4.4) and (3.13) into (4.1) and (4.2), we obtain
aT,lm = 4pi(−i)l
∫
d3k
(2pi)3
Y ∗lm(kˆ)
[
ΘRl (η0, k)RGk +
(
ΘSl (η0, k) +
γ1
γ2
ΘRl (η0, k)
)
Sk
]
, (4.6)
aµ,lm = 4pi(−i)l · 16α
∫
d3k
(2pi)3
d3k1
(2pi)3
Y ∗lm(kˆ)∆µl(η0, k)〈sin k1r sin k2r〉p5P2(kˆ1 · n)P2(kˆ2 · n)
×
[
exp
(
−k
2
1 + k
2
2
k2D
)]i
f
[
RGk1RGk2 +
(
Rν
4Rγ
+
γ1
γ2
)2
Sk1Sk2
]
, (4.7)
where we define kˆ = k/k, and ΘXl (X = R,S) and ∆µl are the Legendre coefficients of the
transfer functions. On large angular scales where the Sachs-Wolfe effect is dominant, Θl’s
are given by
Θl(η0, k) ∼ [Θ0(η∗) + ψ(η∗)] jl(k(η0 − η∗)), (4.8)
where η∗ is conformal time at recombination and ψ is the gravitational potential in the
conformal Newtonian gauge. Θ0(η∗) + ψ(η∗) depends on the initial conditions. Using the
numerical code CLASS [44], Θ0(η∗) + ψ(η∗) ∼ −0.24 for the adiabatic perturbation and
Θ0(η∗) + ψ(η∗) ∼ −0.175 for the neutrino isocurvature density mode, respectively. ∆µl
is also given by the line-of-sight integral method as shown in Ref. [43]. Using the above
equations, µT angular power spectrum is obtained as
|CµTl | =
(4pi)2α
2l + 1
(
0.175 + 0.24
γ1
γ2
)(
Rν
Rγ
+
4γ1
γ2
)2 ∫ d3kd3k1d3k2
(2pi)9
l∑
m=−l
Y ∗lm(kˆ)Ylm
(
k1 + k2
|k1 + k2|
)
×5P2(kˆ1 · n)P2(kˆ2 · n)〈SkS∗k1S∗k2〉jl(kη0)jl(|k1 + k2|η0)〈sin k1rs sin k2rs〉p
[
exp
(
−k
2
1 + k
2
2
k2D
)]i
f
,
(4.9)
where rs is the sound horizon and η0  η∗. The three-point function 〈SSS〉 is nonzero since
S is non-Gaussian. From the reality condition, we obtain
〈SkS∗k1S∗k2〉 = 〈SkS−k1S−k2〉 = (2pi)3δ(3)(k − k1 − k2)BSSS(k, k1, k2). (4.10)
Let us consider a transformation k± = k1 ± k2. Since we will concentrate on low-l, the
integrations of k and k+ are negligible except around CMB scales k = k+ ∼ k0, because of
the behaviour of the spherical Bessel functions. On the other hand, due to the exponential
suppression factor the contribution around k21 + k
2
2 ∼ k2D  k0 is dominant. Therefore, from
k2+ + k
2− = 2(k21 + k22)  k2+, we obtain a hierarchical relation k−  k+. At this time, since
k1 ∼ k2 ∼ k−/2, we can approximate the periodic average 〈sin k1r sin k2r〉p by 1/2. From
the above results, noting that the Jacobian of coordinate transformation to k± is 1/8 and we
consider the squeezed configuration now, we obtain
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BSSS(k+, k−/2, k−/2)
∼ 2pi
2
k3+
2pi2
(k−/2)3
(
k+
k0
)ng−1(k−/2
k0
)ng−1 16P3g (k0)
ng − 1
[(
k
k0
)ng−1]kmax
L−1
, (4.11)
with use of (2.23). Finally we have the following form
|CµTl | ∼ 0.583
(
1 + 1.4
γ1
γ2
)(
1 + 5.8
γ1
γ2
)2 γ32P3g (k0)
ng − 1
[(
k
k0
)ng−1]kmax
L−1
×
(√2kD
k20L
)ng−1i
f
Γ
(
l +
ng
2 − 12
)
Γ(3− ng)Γ
(
ng−1
2
)
Γ
(
l + 52 − ng2
)
Γ2
(
2− ng2
) , (4.12)
where we have used P2(−kˆ− ·n) = P2(kˆ− ·n) in the integration with respect to kˆ− and η0 = L.
For the flat and uncorrelated spectrum with Pg ∼ 10−5, which would be marginally allowed
by CMB bispectrum from Planck (See Appendix A for the Planck forecast), and taking
kmax = k0, we obtain |l(l+ 1)CµTl | ∼ 10−14. This level of signal corresponds to f locNL ∼ 100 in
the case of the local-type non-Gaussianity in adiabatic perturbations [23], which is 10 times
smaller than the expected sensitivity of PIXIE and comparable to that of PRISM. For l = 10
with kmax = k0 and γ1 = 0,
(10 · 11)× |CµT10 |
P3g (k0)
∼ 53.4
[
1.+ 1.75514(ng − 1) + · · ·
]
. (4.13)
Fig. 5 shows that ng-dependence of 110C
µT
10 P−3g (k0). In the case with ng ∼ 1.5, the signal is
almost 10 times bigger than that with the flat case, and can be also detected by PIXIE.
For the sake of completeness, let us consider the case with almost Gaussian neutrino
isocurvature density mode, S = SG + f loc,νNL (S2G−〈S2G〉). Local-type bispectrum of the uncor-
related isocurvature perturbation is parametrized as
BS(k+, k−/2, k−/2) = −6
5
f loc,νNL [PS(k+)PS(k−/2) + 2perm.] ∼ −
6× 2
5
f loc,νNL PS(k+)PS(k−/2).
(4.14)
As discussed below (3.7) and (4.8), transfer functions of the adiabatic and NID modes differ
only by a multiplicative constant factor. Thus by taking account this difference in the results
of Ref. [23], we obtain
l(l + 1)CµTl . 8.04× 10−19f loc,νNL
[
1 +
(
5.37 +
1
l
+
1
l + 1
+ 2ψ(0)(l)
)
ns − 1
2
+ · · ·
]
, (4.15)
where we have assumed βNID = 0.27 and ψ
(0)(x) = d log Γ(x)/dx is a poly-gamma function.
When fNL = f
loc,ν
NL , the µT cross-correlation from the non-Gaussian neutrino isocurvature
perturbations should be 102 times smaller than that from the adiabatic ones calculated in
Ref. [23]. However as is shown in Appendix A, the expected observational constraints on
f loc,νNL would be 10
4 at around 2σ level when βNID ' PSS/PRR = 10−1. When we take f loc,νNL
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Figure 5. ng dependence of l(l + 1)C
µT
l P−3g (k0) with l = 10.
to be 104, the cross-correlation from the non-Gaussian neutrino isocurvature perturbations
can be as large as that from local-type adiabatic ones with fNL = 100. The size of signal here
is the same as in the Gaussian-squared case, which we have presented before. This is by no
means surprising since both the amplitudes of µT cross-correlation and the CMB bispectrum
are determined by the primordial bispectrum, whose spectral shape can be approximated
with the local-type one both in the cases of weakly non-Gaussian and Gaussian-squared
isocurvature perturbations.
5 Conclusions
In this paper, we have calculated the mean µ-distortion and the cross-correlation of its
anisotropy with primary CMB temperature one in the presence of non-Gaussian neutrino
isocurvature perturbations. In particular, we have focused on the Gaussian-squared per-
turbations, and explicitly shown that the primordial bispectrum of Gaussian-squared type
perturbations can be approximated by the local-type one. We have found that when the
power spectrum of the isocurvature perturbations are nearly scale-invariant, the mean µ and
the µT cross-correlation can be as large as 10−9 and 10−14 with the present constraints from
CMB power spectrum and bispectrum on NID mode being satisfied. In particular, µT cross-
correlation from NID perturbations is potentially observed by the PRISM surveys, which is
contrastive to the cases of adiabatic local-type ones, which requires fNL an order of magni-
tude larger than the upper bound from current CMB bispectrum measurements. If the power
spectrum of isocurvature perturbations are allowed to be blue-tilted, the µT cross-correlation
can be enhanced by an order of magnitude and expected to be observed by PIXIE.
– 13 –
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A Constraints from CMB angular bispectrum
In this appendix, we summarize the Fisher matrix analysis of CMB bispectrum and forecast
for the Planck constraints on non-Gaussian isocurvature perturbations, following Refs. [35,
45, 46]4. Let us start by generalizing the form of CMB anisotropies in (4.1) into
aPlm = 4pi(−i)l
∫
d3k
(2pi)3
∑
X
gXPl (k)Y
∗
lm(kˆ)XX(k), (A.1)
where kˆ is the unit vector of k, X and P respectively represent types of initial perturbations
and CMB anisotropies, i.e. X is either the adiabatic (R) or neutrino isocurvature (S) mode
and P is either the temperature (T) or E-mode polarization (E) anisotropy. gXPl is the
Legendre coefficient of the transfer function of P from X and numerically evaluated using
the CAMB code [48]. The CMB bispectrum in harmonic space is given as
BP1P2P3l1m1l2m2l3m3 ≡ 〈a
P1
l1m1
aP2l2m2a
P3
l3m3
〉. (A.2)
Given a primordial bispectrum
〈XX1(k1)XX2(k2)XX3(k3)〉 = BX1X2X3(k1, k2, k3)(2pi)3δ(3)(k1 + k2 + k3), (A.3)
(A.2) can be rewritten as
BP1P2P3l1m1l2m2l3m3 =
∑
X1X2X3
3∏
i=1
[
4pi(−i)li
∫
d3ki
(2pi)3
gXiPili (ki)Y
∗
limi
(kˆi)
]
×BX1X2X3(k1, k2, k3)(2pi)3δ(3)(k1 + k2 + k3). (A.4)
By Fourier transforming the delta function and using a formula for the partial wave decom-
position
eik·r =
∑
lm
4piiljl(kr)Ylm(kˆ)Y
∗
lm(rˆ), (A.5)
(A.4) can be further recast into
BP1P2P3l1m1l2m2l3m3 = G
m1m2m3
l1l2l3
bP1P2P3l1m1l2m2l3m3 , (A.6)
where
bP1P2P3l1m1l2m2l3m3 =
∑
X1X2X3
∫
r2dr
3∏
i=1
[
2
pi
∫
k2i dki g
XiPi
li
(ki)jli(kir)
]
BX1X2X3(k1, k2, k3) (A.7)
4 We defer it for future work to derive constraints on non-Gaussian neutrino isocurvature perturbations
from the actual Planck data here. Constraints from the WMAP data can be found in Ref. [47].
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is the reduced bispectrum and
Gm1m2m3l1l2l3 =
∫
drˆ
3∏
i=1
Y ∗limi(rˆ) (A.8)
is the Gaunt integral, which can be represented in terms of the Wigner-3j symbol as
Gm1m2m3l1l2l3 =
√
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
(
l1 l2 l3
0 0 0
)(
l1 l2 l3
m1 m2 m3
)
. (A.9)
Now let us consider the non-Gaussian perturbations given in (2.1)-(2.2). As is shown
in (2.23), the bispectrum of these Gaussian-squared type perturbations can be approximated
in the form of the local-type bispectrum,
BX1X2X3(k1, k2, k3) ' 8AγX1γX2γX3Pg(k0) [Pg(k1)Pg(k2) + (2 cyclic perms)] , (A.10)
where the factor γX should be γ1 for X = R and γ2 for X = S. Here, the factor A '[
(k/k0)
ng−1]kmax
L−1 /(ng − 1) depends on wave numbers weakly, and the scale dependence of A
can be safely neglected as long as CMB anisotropies (i.e. T and E) are concerned. In the
following analysis, we simply replace A with unity. Then the reduced bispectrum in (A.6)
can be rewritten as
bP1P2P3l1l2l3 =
∑
X1X2X3
8γX1γX2γX3Pg(k0)[bX1P1, X2P2X3P3l1l2l3 + (2 cyclic perms)]. (A.11)
Here, bX1P1, X2P2X3P3l1l2l3 is given as
bX1P1, X2P2X3P3l1l2l3 ≡
∫
r2dr αX1P1l1 (r)β
X2P2
l2
(r)βX3P3l3 (r), (A.12)
with αXPl (r) and β
XP
l (r) being defined as
αXPl (r) ≡
2
pi
∫
k2dkgXPl (k)jl(kr), (A.13)
βXPl (r) ≡
2
pi
∫
k2dkPg(k)g
XP
l (k)jl(kr). (A.14)
For later convenience, we define the following set of non-linearity parameters
f
(1)
NL = 8γ
3
1Pg(k0), (A.15)
f
(2)
NL = 8γ
2
1γ2Pg(k0), (A.16)
f
(3)
NL = 8γ1γ
2
2Pg(k0), (A.17)
f
(4)
NL = 8γ
3
2Pg(k0). (A.18)
Then the reduced bispectrum can be given as
bP1P2P3l1l2l3 =
4∑
j=1
f
(j)
NLb
P1P2P3(j)
l1l2l3
, (A.19)
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where {bP1P2P3(j)l1l2l3 } are template bispectra for the nonlinearity parameters f
(j)
NL, which are
defined as
b
P1P2P3(1)
l1l2l3
= bRP1,RP2RP3l1l2l3 + (2 cyclic perms), (A.20)
b
P1P2P3(2)
l1l2l3
= [bSP1,RP2RP3l1l2l3 + b
RP1,SP2RP3
l1l2l3
+ bRP1,RP2SP3l1l2l3 ] + (2 cyclic perms), (A.21)
b
P1P2P3(3)
l1l2l3
= [bRP1,SP2SP3l1l2l3 + b
SP1,RP2SP3
l1l2l3
+ bSP1,SP2RP3l1l2l3 ] + (2 cyclic perms), (A.22)
b
P1P2P3(4)
l1l2l3
= bSP1,SP2SP3l1l2l3 + (2 cyclic perms). (A.23)
Now let us move on to the Fisher matrix analysis. According to Refs. [49, 50], given
template bispectra b
P1P2P3(j)
l1l2l3
, the Fisher matrix for the nonlinearity parameters f
(j)
NL can be
approximately given as
Fjj′ = fsky
∑
l1≤l2≤l3
(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
(
l1 l2 l3
0 0 0
)2
(A.24)
×
∑
P1P2P3
∑
P ′1P
′
2P
′
3
b
P1P2P3(j)
l1l2l3
[Cov−1l1l2l3 ]
P1P2P3|P ′1P ′2P ′3bP
′
1P
′
2P
′
3(j
′)
l1l2l3
, (A.25)
where fsky is the fraction of the sky covered by observations and
[
Cov−1l1l2l3
]P1P2P3|P ′1P ′2P ′3
is
the inverse of covariance matrix. The covariance matrix [Covl1l2l3 ]
P1P2P3|P ′1P ′2P ′3 should be
given in the limit of weak non-Gaussianity as
[Covl1l2l3 ]
P1P2P3|P ′1P ′2P ′3 = ∆l1l2l3CP1P
′
1
l1
CP2P ′2l2 C
P3P ′3
l3
, (A.26)
where CPP ′l = CPP
′
l + N
PP ′
l is the sum of signal (C
PP ′
l ) and noise (N
PP ′
l ) power spectra,
and ∆l1l2l3 takes values 6, 2, 1 for the cases that all l’s are the same, only two of them are
the same and otherwise, respectively. For the noise power spectrum, we adopt the Knox’s
formula [51],
NPP
′
l = δPP ′θ
2
FWHMσ
2
P exp
[
l(l + 1)
θ2FWHM
8 ln 2
]
, (A.27)
where θFWHM is the full width at half maximum of the Gaussian beam, and σP is the root
mean square of the instrumental noise par pixel. For cases of multi-frequency observations,
NPP
′
l is given via quadrature sum the over frequency channels. In Table 1, we summarized
the survey parameters for Planck that we adopt in what follows. In addition, we set the sky
coverage fsky to 0.7.
To translate the forecasted constraints on f
(j)
NL from the Fisher matrix into those on γ1,
γ2 and Pg(k0), we define an effective ∆χ2 as follows
∆χ2 ≡
∑
jj′
f
(j)
NLFjj′f
(j′)
NL . (A.28)
The expected allowed regions in the γ1 and γ2 plane are shown in Fig. 6. Note that Pg(k0)
is degenerate with γ1 and γ2, and we can constrain only the combinations γ1Pg(k0) and
γ2Pg(k0). As can be read from the figure, when γ1 = 0 and γ2 = 1, Pg(k0) = 10−5 would be
marginally allowed at 2 σ level by Planck for 1.5 . ng . 2.
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bands [GHz] θFWHM [arcmin] σT [µK] σP [µK]
30 33.0 2.0 2.8
44 24.0 2.7 3.9
70 14.0 4.7 6.7
100 10.0 2.5 4.0
143 7.1 2.2 4.2
217 5.0 4.8 9.8
353 5.0 14.7 29.8
Table 1. Survey parameters adopted in our analysis for Planck. We here assume 1-year duration of
observation.
-0.3
-0.2
-0.1
 0
 0.1
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g(k
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-5
γ2 Pg(k0)/10-5
ng=1ng=1.5ng=2
Figure 6. Forecasted constraints on γ1 and γ2 in cases of ng = 1 (red), 1.5 (green) and 2 (blue) are
shown. Thick solid and thin dashed lines correspond to constraints at 1 and 2 σ levels, respectively.
In addition, we can also compute the expected constraint on f loc,νNL from Planck by per-
forming the Fisher matrix analysis in the similar manner. Given the primordial bispectrum
of (4.14), the template bispectrum b˜P1P2P3,νl1l2l3 of the non-linearity parameter f
loc,ν
NL should be
given as
b˜P1P2P3,νl1l2l3 = −
6
5
∫
r2dr α˜P1l1 (r)β˜
P2
l2
(r)β˜P3l3 (r), (A.29)
with α˜Pl (r) and β˜
P
l (r) being defined as
α˜Pl (r) ≡ αSPl (r), (A.30)
β˜Pl (r) ≡
2
pi
∫
k2dkPS(k)gSPl (k)jl(kr). (A.31)
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The reduced bispectrum is given by bP1P2P3,νl1l2l3 = f
loc,ν
NL b˜
P1P2P3,ν
l1l2l3
. When PS is scale-invariant,
using the Planck survey parameters given in Table 1, we find the 1σ error on f loc,νNL β
2
iso is
expected to be 41. Thus, if βiso is assumed to be 10
−1, f loc,νNL can be as large as 10
4 at around
2σ level.
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