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Abstract
This paper investigates the time-dependent Stokes flow of a viscous fluid in a channel with nonzero
net entry flow. Assuming the fluid to be initially at rest with entry flow at the finite end of a semi-
infinite channel, energy bounds for the flow are derived. It is shown that the flow decays exponentially
in energy norm to a transient Poiseuille flow as the distance from the finite end tends to infinity. The
problem was previously investigated by Lin (SAACM 2 (1992) 249–264) for the case in which the
net entry flow was zero. Our methods are patterned after those of Lin, but a somewhat better choice
of arbitrary constants yields an improved decay rate for Lin’s problem.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The time-dependent Stokes flow in a semi-infinite channel or finite pipe flow was inves-
tigated by Lin [8] and Ames et al. [1] respectively for the case in which the net entry flow
was zero for all t > 0. In this paper we consider the flow in a semi-infinite channel when
the net entry flow is not zero. We expect the flow to tend asymptotically (with distance
from the finite end) to a transient plane Poiseuille flow when the fluid is initially at rest
and adherence conditions hold on the sides of the channel. We derive improved bounds for
the difference between the channel Stokes flow and the plane Poiseuille flow which decay
exponentially in energy norm as the distance along the channel tends to infinity and derive
bounds for the Poiseuille flow.
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506 J.C. Song / J. Math. Anal. Appl. 288 (2003) 505–517For a survey of Saint-Venant type spatial decay results, see Horgan and Knowles [6],
Horgan [4,5], and Quintanilla [13]. More recent work on decay results in porous medium
problems has been carried out, for instance, by Ames et al. [2], Payne and Song [9,10],
Payne et al. [11], Chadam and Qin [3], Qin and Kaloni [12], Song [14], and Straughan and
Hutter [15].
We consider the time-dependent Stokes equations governing the transient slow flow of
an incompressible slow viscous fluid occupying the interior of a semi-infinite channel of
width h with generators parallel to the x1 axis. Denoting the cross section of the channel
by L and the interior of the channel by R, we introduce the notation
Rz =
{
(x1, x2) | 0< x2 < h, x1 > z
}
,
Lz =
{
(x1, x2) | 0 < x2 < h, x1 = z
}
,
where z 0 is a running variable along the x1 axis. Clearly R0 ≡R.
Throughout this paper the Greek symbols α and β will range over the values 1 to 2 and
when either is repeated in a term this will signify summation from 1 to 2.
The velocity field vα(xα, t) and the pressure p(xα, t) for the transient Stokes flow of
an incompressible viscous fluid are to be classical solutions of the initial-boundary value
problem
vα,t =−p,α + ν∆vα in R × {t > 0}, (1.1)
vα,α = 0 in R × {t > 0}, (1.2)
vα(x1,0, t)= vα(x1, h, t)= 0, x1 > 0, t > 0, (1.3)
vα = fα(x2, t) on L0 × {t > 0}, (1.4)
vα(xβ,0)= 0 in R× {0}, (1.5)
where ∆ is the two dimensional Laplace operator, and ν is the constant kinematic viscosity.
We assume that the prescribed functions fα are twice continuously differentiable and that
fα(0, t) = fα(h, t) = 0. It is also assumed that
∫
L0
f1dx2 	= 0 for all t > 0. In the fully
developed flows, i.e., as x1 →∞ we expect the transient Stokes flow to tend to a transient
plane Poiseuille flow, i.e.,
v2(xα, t)→ 0, v1(xα, t)→ vˆ(x2, t), (1.6)
where
∂vˆ
∂t
=−pˆ,1 + νvˆ,22 in (0, h)× {t > 0}, (1.7)
h∫
0
vˆ(x2, t) dx2 =
h∫
0
f1 dx2 := F(t), t > 0, (1.8)
vˆ(0, t)= vˆ(h, t)= 0, t > 0, (1.9)
vˆ(x2,0)= 0, 0 < x2 < h. (1.10)
The gradient of the pressure pˆ has the form
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where P(t) is a function of t only. As will be seen later, it is convenient to rewrite (1.7) as
∂vˆ
∂t
= P(t)+ νvˆ,22 in (0, h)× {t > 0}. (1.12)
We now consider the initial-boundary value problem governing the difference fields
defined by
uα = vα − vˆδα1, q = p− pˆ. (1.13)
We find that
uα,t = ν∆uα − q,α in R× {t > 0}, (1.14)
uα,α = 0 in R × {t > 0}, (1.15)
uα(x1,0, t)= uα(x1, h, t)= 0, x1 > 0, t > 0, (1.16)
uα(0, x2, t)= fα(x2, t)− vˆδα1 on L0 × {t > 0}, (1.17)
with
uα(xβ, t)→ 0 uniformly in x2 and t as x1 →∞. (1.18)
By virtue of (1.8), we have
h∫
0
u1 dx2 = 0, x1  0, t > 0. (1.19)
The problem (1.14)–(1.19) is precisely the problem treated in [8]. We will take ν = 1
without loss of generality since we can rescale the time variable.
If we take the curl of (1.14) and make use of the stream function
u1 =ψ,2, u2 =−ψ,1, (1.20)
we have
∆ψ,t =∆2ψ in R× {t > 0}, (1.21)
ψ =ψ,2 = 0 for x2 = 0, h, (1.22)
ψ,1(0, x2, t)=−f2 =: g1(x2, t), ψ,2(0, x2, t)= f1 − vˆ =: g2(x2, t), (1.23)
ψ,α(xβ,0)= 0. (1.24)
In order to establish an improved decay estimate for the solution of (1.21)–(1.24), we
define an energy expression by
E(z, t) :=
t∫
0
∫
Rz
ψ,αβψ,αβ dAdη+ σ
t∫
0
∫
Rz
ψ,αηψ,αη dAdη, (1.25)
and note that
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∂z
=−
t∫
0
∫
Lz
ψ,αβψ,αβ dx2 dη− σ
t∫
0
∫
Lz
ψ,αηψ,αη dx2 dη, (1.26)
where σ is a positive coupling parameter to be determined later and dA = dx2 dx1. In
Lin’s paper [8] he made the special choice σ = h2/π2. Our aim is to obtain an integro-
differential inequality for E from which we can deduce an exponential decay estimate of
the form
E(z, t)E(0, t)e−γ x1, 0 x1 <∞, (1.27)
for some positive constant γ to be determined later.
2. Energy bounds
In this section, we establish the exponential decay bounds for E(z, t). To this end, inte-
grating by parts repeatedly, we obtain the identities:
t∫
0
∫
Rz
ψ,αβψ,αβ dAdη=−
t∫
0
∫
Lz
(ψ,αψ,α −ψψ,11),1 dx2 dη
−
t∫
0
∫
Lz
ψψ,1η dx2 dη− 12
∫
Rz
ψ,αψ,α dx2
∣∣
η=t , (2.1)
t∫
0
∫
Rz
ψ,αηψ,αη dAdη=−12
t∫
0
∫
Lz
(
ψ2,η − 2ψ,ηψ,11
)
,1 dx2 dη
− 2
t∫
0
∫
Lz
ψ,1αψ,αη dx2 dη− 12
∫
Rz
ψ,αβψ,αβ dx2
∣∣
η=t . (2.2)
Making use of (1.26), (2.1), and (2.2), we have
∂E
∂z
+ k
∞∫
z
E(ξ, t) dξ −I1 + I2 + I3 + I4 + I5, (2.3)
where
I1 =
t∫
0
∫
Lz
ψ,αβψ,αβ dx2 dη+ σ
t∫
0
∫
Lz
ψ,αηψ,αη dx2 dη, (2.4)
I2 = k
t∫ ∫
(ψ,αψ,α −ψψ,11) dx2 dη, (2.5)
0 Lz
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t∫
0
∫
Lz
(
ψ2,η − 2ψ,ηψ,11
)
dx2 dη, (2.6)
I4 =−k
t∫
0
∫
Rz
ψψ,1η dAdη, (2.7)
I5 =−2kσ
t∫
0
∫
Rz
ψ,1αψ,αη dAdη, (2.8)
k is a positive arbitrary constant to be determined later and two nonnegative terms have
been dropped.
Following Lin’s arguments [8] we have
I2  k
h2
π2
t∫
0
∫
Lz
ψ2,12 dx2 dη+ k
h2
4π2
t∫
0
∫
Lz
ψ2,22 dx2 dη
+ k 2h
2
9π2
(
(1
t∫
0
∫
Lz
ψ2,11 dx2 dη+
1
(1
t∫
0
∫
Lz
ψ2,22 dx2 dη
)
, (2.9)
I3 
kσ
2
h2
π2
t∫
0
∫
Lz
ψ2,η2 dx2 dη
+ kσ
(
(2
4
t∫
0
∫
Lz
ψ2,11 dx2 dη+
h2
(2π2
t∫
0
∫
Lz
ψ2,η2 dx2 dη
)
. (2.10)
We combine I1, I2 and I3 to obtain the inequality
−I1 + I2 + I3 −
(
1− 2kh
2
9π2
(1 − kσ4 (2
) t∫
0
∫
Lz
ψ2,11 dx2 dη
−
(
2− kh
2
π2
) t∫
0
∫
Lz
ψ2,12 dx2 dη−
(
1− kh
2
4π2
− 2kh
2
9π2(1
) t∫
0
∫
Lz
ψ2,22 dx2 dη
− σ
(
1− kh
2
2π2
− kh
2
π2(2
) t∫
0
∫
Lz
ψ2,2η dx2 dη− σ
t∫
0
∫
Lz
ψ2,1η dx2 dη. (2.11)
The result −I1 + I2 + I3  0 follows if the parameter k and the constants (1 and (2 are
chosen such that the coefficients of the various integral expressions in (2.11) are nonnega-
tive:
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2
9π2
(1 − kσ4 (2  0, (2.12)
2− kh
2
π2
 0, (2.13)
1− kh
2
4π2
− 2kh
2
9π2(1
 0, (2.14)
1− kh
2
2π2
− kh
2
π2(2
 0. (2.15)
In a similar way we bound I4 and I5:
I4  k
4h2
9π2
( t∫
0
∫
Rz
ψ2,22 dAdη
t∫
0
∫
Rz
ψ,1η dAdη
)1/2
, (2.16)
I5  2kσ
( t∫
0
∫
Rz
ψ,1αψ,1α dAdη
t∫
0
∫
Rz
ψ,αηψ,αη dAdη
)1/2
. (2.17)
It is convenient to let
σ = 2h
2
9π2
β, (2.18)
where the positive parameter β is to be determined later. It then follows by applying the
AG inequality to I4 and I5 that
I4  k
√
σ
(
δ1
β
t∫
0
∫
Rz
ψ2,22 dAdη+
σ
δ1β
t∫
0
∫
Rz
ψ2,1η dAdη
)
, (2.19)
I5  k
√
σ
(
δ2
t∫
0
∫
Rz
ψ2,11 dAdη+
σ
δ2
t∫
0
∫
Rz
ψ2,1η dAdη
+ δ3
t∫
0
∫
Rz
ψ2,12 dAdη+
σ
δ3
t∫
0
∫
Rz
ψ2,2η dAdη
)
, (2.20)
for arbitrary positive constants δ1, δ2, and δ3.
Combining the bounds for I4 and I5 yields
I4 + I5  k√σ
[
δ2
t∫
0
∫
Rz
ψ2,11 dAdη+ δ3
t∫
0
∫
Rz
ψ2,12 dAdη+
δ1
β
t∫
0
∫
Rz
ψ2,22 dAdη
+ σ
{(
1
δ2
+ 1
δ1β
) t∫
0
∫
Rz
ψ2,1η dAdη+
1
δ3
t∫
0
∫
Rz
ψ2,2η dAdη
}]
 k
√
σME(z, t)=: ΓE(z, t), (2.21)
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M =max
(
δ2,
δ3
2
,
δ1
β
,
1
δ2
+ 1
δ1β
,
1
δ3
)
. (2.22)
By virtue of the constraints (2.12)–(2.15) we have −I1 + I2 + I3  0. Dropping −I1 +
I2 + I3 and using (2.21) we are led to the inequality
∂E
∂z
+ k
∞∫
z
E(ξ, t) dξ  ΓE(z, t). (2.23)
To investigate (2.23) we refer to Horgan and Wheeler [7, Eq. (4.15)] and Vafeades and
Horgan [16, Eq. (4.26)] where the latter have shown by a comparison method that (2.23)
yields
E(z, t)E(0, t)e−γ z, (2.24)
where
γ =
√
Γ 2 + 4k− Γ
2
, (2.25)
with Γ given by (2.21).
It now remains to seek positive constants β, (1, (2, δ1, δ2, and δ3 yielding the best pos-
sible value for γ . First, to determine a possible largest value for k, recalling (2.18), we
rewrite the constraints (2.12), (2.14), and (2.15) as
h2k
π2
 1
2[(1 + β/(2(2)]/9 , (2.26)
h2k
π2
 1
1/4+ 2/(9(1) , (2.27)
h2k
π2
 1
1/2+ 1/(2 . (2.28)
We also desire a choice that minimizes Γ (or maximizes γ ). We would like to make the
choices
δ2 = δ1
β
, δ2 = δ32 ,
1
δ2
+ 1
βδ1
= 1
δ3
= δ2. (2.29)
But not all of these relations can satisfied.
With the constraint h2k/π2  2 from (2.13), we would like, as indicated earlier, to
choose the arbitrary constants so as to obtain a near optimal value for γ in (2.25). A possi-
ble choice is to satisfy the relations
2
9
(
(1 + β(22
)
= 1
2
,
1
4
+ 2
9(1
= 1
2
+ 1
(2
. (2.30)
By assigning different values to β and solving (2.30), we compute a β which determines a
value for γ which is near the optimal value under the choices (2.29)–(2.30). This value is
β
.= 0.34. The corresponding values (1 .= 0.63 and (2 .= 9.55 in (2.30) give
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.= 1.65π
2
h2
, (2.31)
and it follows that
Γ
.= 1.41π
h
, (2.32)
with the values of δ1
.= 1.06, δ2 .= 3.11, and δ3 .= 6.22 from (2.22) and (2.29). Thus (2.25)
yields the value
γ
.= 2.39
h
. (2.33)
This decay rate for the energy E(z, t) is an improvement over that 1.82/h obtained by
Lin [8]. Since an exact decay rate for the time-dependent Stokes equation is apparently
unknown, we are unable to compare the above decay rate with the actual decay rate.
In order to make the exponential decay inequality (2.24) explicit, we will indicate in the
next section a procedure for obtaining a bound for the total energy E(0, t) in terms of the
data and the geometry.
3. Bound for E(0, t)
We merely sketch how one can derive a bound for E(0, t). From Lin’s results [8], it
suffices to derive bounds for
∫ t
0
∫ h
0 vˆ
2
,2 dx2 dη and
∫ t
0
∫ h
0 vˆ
2
,2η dx2 dη to complete a bound
for E(0, t). As for the former integral, we define
Q1(t) := 12
h∫
0
vˆ2(x2, t) dx2 +
t∫
0
h∫
0
vˆ2,2 dx2 dη. (3.1)
On integrating by parts and using the boundary conditions (1.9) and the differential equa-
tion (1.12), we have
Q1(t)= 12
h∫
0
vˆ2(x2, t) dx2 +
t∫
0
h∫
0
vˆ
[
P(η)− vˆ,η
]
dx2 dη
=
t∫
0
P(η)
{ h∫
0
vˆ(x2, η) dx2
}
dη=
t∫
0
P(η)
{ h∫
0
f1(x2, η) dx2
}
dη
=
t∫
0
h∫
0
(vˆ,η − vˆ,22)f1(x2, η) dx2 dη
=
h∫
0
vˆf1(x2, t) dx2 −
t∫
0
h∫
0
vˆf1,η dx2 dη+
t∫
0
h∫
0
vˆ,2f1,2 dx2 dη. (3.2)
Then applying the Schwarz inequality and the AG inequality we obtain
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(
1
2
h∫
0
vˆ2 dx2
)1/2(
2
h∫
0
f 21 dx2
)1/2
+
(
1
2
t∫
0
h∫
0
vˆ2,2 dx2 dη
)1/2(
2
h2
π2
t∫
0
h∫
0
f 21,η dx2 dη
)1/2
+
(
1
2
t∫
0
h∫
0
vˆ2,2 dx2 dη
)1/2(
2
t∫
0
h∫
0
f 21,2 dx2 dη
)1/2
Q1/21
{
2
( h∫
0
f 21 dx2 +
h2
π2
t∫
0
h∫
0
f 21,η dx2 dη+
t∫
0
h∫
0
f 21,2 dx2 dη
)}1/2
. (3.3)
Thus, we have
Q1(t) 2
( h∫
0
f 21 dx2 +
h2
π2
t∫
0
h∫
0
f 21,η dx2 dη+
t∫
0
h∫
0
f 21,2 dx2 dη
)
. (3.4)
Turning to a bound for
∫ t
0
∫ h
0 vˆ
2
,2η dx2 dη, we first differentiate (1.12) with ν = 1 and
assume the required differentiability and compatibilities. Then we have
vˆ,t t = P ′(t)+ vˆ,22t in (0, h)× {t > 0}, (3.5)∫
L0
vˆ,t dx2 =
∫
L0
f1,t dx2, t > 0, (3.6)
vˆ(0, t)= vˆ(h, t)= 0, t > 0, (3.7)
vˆ,t (0, t)= vˆ,t (h, t)= 0, t > 0, (3.8)
vˆ(x2,0)= 0, 0 < x2 < h. (3.9)
Again we define
Q2(t) := 12
h∫
0
vˆ2,t (x2, t) dx2 +
t∫
0
h∫
0
vˆ2,2η dx2 dη. (3.10)
On integrating by parts and using (3.5), we have
Q2(t)= 12
h∫
0
vˆ2,t (x2, t) dx2 +
t∫
0
h∫
0
vˆ,η
[
P ′(η)− vˆ,ηη
]
dx2 dη
= 1
2
h∫
vˆ2,t (x2,0) dx2 +
t∫
P ′(η)
{ h∫
vˆ,η(x2, η) dx2
}
dη0 0 0
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2
h∫
0
vˆ2,t (x2,0) dx2 +
t∫
0
h∫
0
(vˆ,ηη − vˆ,η22)f1,η(x2, η) dx2 dη
= 1
2
h∫
0
vˆ2,t (x2,0) dx2 +
h∫
0
f1,ηvˆ,η dx2
∣∣
η=t −
h∫
0
f1,ηvˆ,η dx2
∣∣
η=0
−
t∫
0
h∫
0
f1,ηηvˆ,η dx2 dη+
t∫
0
h∫
0
f1,η2vˆ,η2 dx2 dη. (3.11)
Assuming that the differential equation holds on t = 0, it follows from (1.12) and (1.10)
that
vˆ,t (x2,0)= P(0). (3.12)
Then
h∫
0
vˆ,t (x2,0) dx2 =
h∫
0
f1,t (x2,0) dx2 = P(0)h. (3.13)
Therefore
vˆ,t (x2,0)= 1
h
h∫
0
f1,t (x2,0) dx2. (3.14)
Substituting this into (3.11), dropping a nonnegative term, and computing as in (3.4), we
have
Q2(t) 2
( h∫
0
f 21,t dx2 +
h2
π2
t∫
0
h∫
0
f 21,ηη dx2 dη+
t∫
0
h∫
0
f 21,2η dx2 dη
)
. (3.15)
To obtain an explicit bound for the L2 integral of vα we will make use of the fact that( t∫
0
h∫
0
vαvα dx2 dη
)1/2

( t∫
0
h∫
0
ψ,αψ,α dx2 dη
)1/2
+
( t∫
0
h∫
0
vˆ2 dx2 dη
)1/2
.
(3.16)
The first term on the right will be bounded in terms of E(z, t), and a bound for the last
term will be derived. Note that
t∫
0
h∫
0
ψ,αψ,α dx2 dη=−2
t∫
0
∫
Rz
ψ,αψ,α1 dAdη
h
π
t∫
0
∫
Rz
ψ,αβψ,αβ dAdη
 hE(z, t) hE(0, t)e−γ z. (3.17)
π π
J.C. Song / J. Math. Anal. Appl. 288 (2003) 505–517 515To bound the last term on the right-hand side of (3.16) we may use the fact that
t∫
0
h∫
0
vˆ2 dx2 dη
h2
π2
t∫
0
h∫
0
vˆ2,2 dx2 dη, (3.18)
and use the bound for the latter term that is given by (3.4).
One can in fact derive pointwise bounds for vˆ using the one dimensional Green’s func-
tion
G(x2, ξ)=
{
ξ(h− x2), 0 ξ  x2,
x2(h− ξ), x2  ξ  h. (3.19)
We make use of the representation
vˆ(x2, t)=−
h∫
0
G(x2, ξ)vˆ,22(ξ, t) dξ =−
h∫
0
G
[
vˆ,t − P(t)
]
dξ
=−
h∫
0
Gvˆ,t dξ + P(t)
h∫
0
Gdξ. (3.20)
It follows then that
vˆ(x2, t) P(t)
h∫
0
Gdξ +
( h∫
0
G2 dξ
)1/2[ h∫
0
vˆ2,t dξ
]1/2
. (3.21)
A simple calculation gives
h∫
0
Gdξ = h
2
x2(h− x2) (3.22)
and
h∫
0
G2 dξ = h
3
x22 (h− x2)2. (3.23)
To obtain an expression for P(t) we use the fact that
h∫
0
f1 dx2 =
h∫
0
vˆ dx2 =−12
h∫
0
[
x2(h− x2)
]
,22vˆ dx2
=−1
2
h∫
0
x2(h− x2)
[
vˆ,t − P(t)
]
dx2. (3.24)
Solving for P(t) we have
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h3
{ h∫
0
f1 dx2 + 12
h∫
0
x2(h− x2)vˆ,t dx2
}
. (3.25)
The insertion of (3.22), (3.23), and (3.25) into (3.21) leads to the bound
∣∣vˆ(x2, t)∣∣ 6
h2
x2(h− x2)
[∣∣∣∣∣
h∫
0
f1 dx2
∣∣∣∣∣+ 12
{ h∫
0
ξ2(h− ξ)2 dξ
h∫
0
vˆ2,t dξ
}1/2]
+
√
h
3
x2(h− x2)
( h∫
0
vˆ2,t dξ
)1/2
 6
h2
x2(h− x2)
[∣∣∣∣∣
h∫
0
f1 dx2
∣∣∣∣∣+ 12
(
h5
30
)1/2( h∫
0
vˆ2,t dξ
)1/2]
+
√
h
3
x2(h− x2)
( h∫
0
vˆ2,t dξ
)1/2
= x2(h− x2)
[
6
h2
∣∣∣∣∣
h∫
0
f1 dx2
∣∣∣∣∣
+
{(
3
10
)1/2
+
(
1
3
)1/2}
h1/2
( h∫
0
vˆ2,t dξ
)1/2]
. (3.26)
If we now use (3.15) to bound the last term, we have an expression of the form
∣∣vˆ(x2, t)∣∣ x2(h− x2)Q3(t), (3.27)
where Q3(t) is the obvious data term. This may be written as∣∣vˆ(x2, t)∣∣ d(h− d)Q3(t), (3.28)
where d denotes the distance from the point x2 in L to the boundary of the channel. This
yields a bound which tends to zero as x2 tends to the channel boundary.
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