In this survey, we show that various stochastic optimization problems arising in option theory, in dynamical allocation problems, and in the microeconomic theory of intertemporal consumption choice can all be reduced to the same problem of representing a given stochastic process in terms of running maxima of another process. We describe recent results of Bank and El Karoui (2002) on the general stochastic representation problem, derive results in closed form for Lévy processes and diffusions, present an algorithm for explicit computations, and discuss some applications.
Introduction
At first sight, the optimization problems of exercising an American option, of allocating effort to several parallel projects, and of choosing an intertemporal consumption plan seem to be rather different in nature. It turns out, however, that they are all related to the same problem of representing a stochastic process in terms of running maxima of another process. This stochastic representation provides a new method for solving such problems, and it is also of intrinsic mathematical interest. In this survey, our purpose is to show how the representation problem appears in these different contexts, to explain and to illustrate its general solution, and to discuss some of its practical implications.
As a first case study, we consider the problem of choosing a consumption plan under a cost constraint which is specified in terms of a complete financial market model. Clearly, the solution depends on the agent's preferences on the space of consumption plans, described as optional random measures on the positive time axis. In the standard formulation of the corresponding optimization problem, one restricts attention to absolutely continuous measures admitting a rate of consumption, and the utility functional is a time-additive aggregate of utilities applied to consumption rates. However, as explained in Hindy, Huang, and Kreps (1992) , such time-additive utility functionals have serious conceptual deficiencies, both from an economic and from a mathematical point of view. As an alternative, Hindy, Huang, and Kreps (1992) propose a different class of utility functionals where utilities at different times depend on an index of satisfaction based on past consumption. The corresponding singular control problem raises new mathematical issues. Under Markovian assumptions, the problem can be analyzed using the Hamilton-Jacobi-Bellman approach; see Hindy and Huang (1993) and Benth, Karlsen, and Reikvam (2001) . In a general semimartingale setting, Bank and Riedel (2001) develop a different approach. They reduce the optimization problem to the problem of representing a given process X in terms of running suprema of another process ξ:
(1) X t = E (t,+∞] f (s, sup v∈[t,s) ξ v ) µ(ds) F t (t ∈ [0, +∞)) .
In the context of intertemporal consumption choice, the process X is specified in terms of the price deflator; the function f and the measure µ reflect the structure of the agent's preferences. The process ξ determines a minimal level of satisfaction, and the optimal consumption plan consists in consuming just enough to ensure that the induced index of satisfaction stays above this minimal level. In Bank and Riedel (2001) , the representation problem is solved explicitly under the assumption that randomness is modelled by a Lévy process. In its general form, the stochastic representation problem (1) has a rich mathematical structure. It raises new questions even in the deterministic case, where it leads to a timeinhomogeneous notion of convex envelope as explained in Bank and El Karoui (2002) . In discrete time, existence and uniqueness of a solution easily follow by backwards induction. The stochastic representation problem in continuous time is more subtle. In a discussion of the first author with Nicole El Karoui at an Oberwolfach meeting, it became clear that it is closely related to the theory of Gittins indices in continuous time as developed by El Karoui and Karatzas (1994) .
Gittins indices occur in the theory of multi-armed bandits. In such dynamic allocation problems, there is a a number of parallel projects, and each project generates a specific stochastic reward proportional to the effort spent on it. The aim is to allocate the available effort to the given projects so as to maximize the overall expected reward. The crucial idea of Gittins (1979) consists in reducing this multi-dimensional optimization problem to a family of simpler benchmark problems. These problems yield a performance measure, now called the Gittins index, separately for each project, and an optimal allocation rule consists in allocating effort to those projects whose current Gittins index is maximal. Gittins (1979) and Whittle (1980) consider a discrete-time Markovian setting, Karatzas (1984) and Mandelbaum (1987) extend the analysis to diffusion models. El Karoui and Karatzas (1994) develop a general martingale approach in continuous time. One of their results shows that Gittins indices can be viewed as solutions to a representation problem of the form (1). This connection turned out to be the key to the solution of the general representation problem in Bank and El Karoui (2002) . This representation result can be used as an alternative way to define Gittins indices, and it offers new methods for their computation.
As another case study, we consider American options. Recall that the holder of such an option has the right to exercise the option at any time up to a given deadline. Thus, the usual approach to option pricing and to the construction of replicating strategies has to be combined with an optimal stopping problem: Find a stopping time which maximizes the expected payoff. From the point of view of the buyer, the expectation is taken with respect to a given probabilistic model for the price fluctuation of the underlying. From the point of view of the seller and in the case of a complete financial market model, it involves the unique equivalent martingale measure. In both versions, the standard approach consists in identifying the optimal stopping times in terms of the Snell envelope of the given payoff process; see, e.g., Karatzas (1988) . Following Bank (2003b) , we are going to show that, alternatively, optimal stopping times can be obtained from a representation of the form (1) via a level crossing principle: A stopping time is optimal iff the solution ξ to the representation problem passes a certain threshold. As an application in Finance, we construct a universal exercise signal for American put options which yields optimal stopping rules simultaneously for all possible strikes. This part of the paper is inspired by a result in El Karoui and Karatzas (1995) , as explained in Section 1.1.3.
The reduction of different stochastic optimization problems to the stochastic representation problem (1) is discussed in Section 1. The general solution is explained in Section 2, following Bank and El Karoui (2002) . In Section 3 we derive explicit solutions to the representation problem in homogeneous situations where randomness is generated by a Lévy process or by a one-dimensional diffusion. As a consequence, we obtain explicit solutions to the different optimization problems discussed before. For instance, this yields an alternative proof of a result by Mordecki (2002) , Asmussen, Avram, and Pistorius (2002) and Boyarchenko and Levendorskiȋ (2002) on optimal stopping rules for perpetual American puts in a Lévy model.
Closed-form solutions to stochastic optimization problems are typically available only under strong homogeneity assumptions. In practice, however, inhomogeneities are hard to avoid, as illustrated by an American put with finite deadline. In such cases, closed-form solutions cannot be expected. Instead, one has to take a more computational approach. In Section 4, we present an algorithm developed in Bank (2003a) which explicitly solves the discrete-time version of the general representation problem (1). In the context of American options, for instance, this algorithm can be used to compute the universal exercise signal as illustrated in Figure 1 . Notation. Throughout this paper we fix a probability space (Ω, F , P) and a filtration (F t ) t∈ [0,+∞] satisfying the usual conditions. By T we shall denote the set of all stopping times T ≥ 0. Moreover, for a (possibly random) set A ⊂ [0, +∞], T (A) will denote the class of all stopping times T ∈ T taking values in A almost surely. For instance, given a stopping time S, we shall make frequent use of T ((S, +∞]) in order to denote the set of all stopping times T ∈ T such that T (ω) ∈ (S(ω), +∞] for almost every ω. For a given process X = (X t ) we use the convention X +∞ = 0 unless stated otherwise.
1 Reducing optimization problems to a representation problem
In this section we consider a variety of optimization problems in continuous time including optimal stopping problems arising in Mathematical Finance, a singular control problem from the microeconomic theory of intertemporal consumption choice, and the multi-armed bandit problem in Operations Research. We shall show how each of these different problems can be reduced to the same problem of representing a given stochastic process in terms of running suprema of another process.
American options
An American option is a contingent claim which can be exercised by its holder at any time up to a given terminal timeT ∈ (0, +∞]. It is described by a nonnegative, optional process X = (X t ) t∈[0,T ] which specifies the contingent payoff X t if the option is exercised at time t ∈ [0,T ]. A key example is the American put option on a stock which gives its holder the right to sell the stock at a price k ≥ 0, the so-called strike price, which is specified in advance. The underlying financial market model is defined by a stock price process P = (P t ) t∈ [0,T ] and an interest rate process (r t ) t∈ [0,T ] . For notational simplicity, we shall assume that interest rates are constant: r t ≡ r > 0. The discounted payoff of the put option is then given by the process
Optimal stopping via Snell envelopes
The holder of an American put-option will try to maximize the expected proceeds by choosing a suitable exercise time. For a general optional process X, this amounts to the following optimal stopping problem:
There is a huge literature on such optimal stopping problems, starting with Snell (1952); see El Karoui (1981) for a thorough analysis in a general setting. The standard approach uses the theory of the Snell envelope defined as the unique supermartingale U such that
for all stopping times S ∈ T ([0,T ]). Alternatively, the Snell envelope U can be characterized as the smallest supermartingale which dominates the payoff process X. With this concept at hand, the solution of the optimal stopping problem can be summarized as follows; see Théorème 2.43 in El Karoui (1981):
Theorem 1.1 Let X be a nonnegative optional process of class (D) which is uppersemicontinuous in expectation. Let U denote its Snell envelope and consider its DoobMeyer decomposition U = M − A into a uniformly integrable martingale M and a predictable increasing process A starting in A 0 = 0. Then
are the smallest and the largest stopping times, respectively, which attain
In fact, a stopping time T * ∈ T ([0,T ]) is optimal in this sense iff
Recall that an optional process X is said to be of class (D) if (X T , T ∈ T ) defines a uniformly integrable family of random variables on (Ω, F , P); see, e.g., Dellacherie and Meyer (1980) . Since we use the convention X +∞ ≡ 0, an optional process X will be of class (D) iff
and in this case the optimal stopping problem has a finite value.
(ii) As in El Karoui (1981), we call an optional process X of class (D) uppersemicontinuous in expectation if for any monotone sequence of stopping times T n (n = 1, 2, . . .) converging to some T ∈ T almost surely, we have
In the context of optimal stopping problems, upper-semicontinuity in expectation is a very natural assumption.
Applied to the American put option on P with strike k > 0, the theorem suggests that one should first compute the Snell envelope
and then exercise the option, e.g., at time
For a fixed strike k, this settles the problem from the point of view of the option holder. From the point of view of the option seller, Karatzas (1988) shows that the problem of pricing and hedging an American option in a complete financial market model amounts to the same optimal stopping problem, but in terms of the unique equivalent martingale measure P * rather than the original measure P. For a discussion of the incomplete case, see, e.g., Föllmer and Schied (2002) .
A level crossing principle for optimal stopping
In this section, we shall present an alternative approach to optimal stopping problems which is developed in Bank (2003b) , inspired by the discussion of American options in El Karoui and Karatzas (1995) . This approach is based on a representation of the underlying optional process X in terms of running suprema of another process ξ. The process ξ will take over the role of the Snell envelope, and it will allow us to characterize optimal stopping times by a level crossing principle.
Theorem 1.3 Suppose that the optional process X admits a representation of the form
for some nonnegative, optional random measure µ on ([0, +∞], B([0, +∞])) and some progressively measurable process ξ with upper-right continuous paths such that
Then the level passage times
maximize the expected reward EX T over all stopping times T ∈ T . If, in addition, µ has full support supp µ = [0, +∞] almost surely, then
In particular, T is the minimal and T is the maximal stopping time yielding an optimal expected reward.
Proof : Use (4) and the definition of T to obtain for any T ∈ T the estimates
Choosing T = T or T = T , we obtain equality in the first estimate since, for either choice, T is a level passage time for ξ so that (8) sup
Since T ≤ T in either case, we also have equality in the second estimate. Hence, both T = T and T = T attain the upper bound on EX T (T ∈ T ) provided by these estimates and are therefore optimal. It follows that a stopping time T * is optimal iff equality holds true in both estimates occurring in (7). If µ has full support almost surely, it is easy to see that equality holds true in the second estimate iff T * ≤ T almost surely. Moreover, equality in the first estimate means exactly that (8) holds true almost surely. This condition, however, is equivalent to lim
which, by upper-right continuity of ξ, amounts to
Equivalently:
Thus, optimality of T * is in fact equivalent to (6) if µ has full support almost surely. (ii) The assumption that ξ is upper-right continuous, i.e., that
can be made without loss of generality. Indeed, since a real function ξ and its upper-right continuous modificationξ t ∆ = lim sup s t ξ s have the same supremum over sets of the form [T, t), representation (4) is invariant under an upper-right continuous modification of the process ξ. The resulting processξ is again a progressively measurable process; see, e.g., from Théorème IV.90 of Dellacherie and Meyer (1975 
where T S and T S denote the level passage times
This follows as in the proof of Theorem 1.3, using conditional expectations instead of ordinary ones.
The preceding theorem reduces the optimal stopping problem to a representation problem of the form (4) for optional processes. In order to see the relation to the Snell envelope U of X, consider the right continuous supermartingale V given by
Since V ≥ X, the supermartingale V dominates the Snell envelope U of X. On the other hand,
and so V coincides with U up to time T . Is is easy to check that the stopping times T and T appearing in (2) and (5) are actually the same and that for any stopping T * with T ≤ T * ≤ T a.s., the condition U T * = X T * in (3) is equivalent to the condition
A representation of the form (4) can also be used to construct an alternative kind of envelope Y for the process X, as described in the following corollary. Part (iii) shows that Y can replace the Snell envelope of Theorem 1.1 as a reference process for characterizing optimal stopping times. Parts (i) and (ii) are taken from Bank and El Karoui (2002) . The process Y can also be viewed as a solution to a variant of Skorohod's obstacle problem; see Remark 1.7. (i) There exists at most one optional process Y of the form
for some adapted, left continuous, nondecreasing process η ∈ L 1 (P ⊗ µ) such that
and such that Y T = X T P-a.s. for any point of increase T of η.
(ii) If X admits a representation of the form (4), then such a process Y does in fact exist, and the associated increasing process η is uniquely determined up to Pindistinguishability on (0, +∞] via
where ξ is the progressively measurable process occurring in (4).
where T and T are the level passage times
Remark 1.6 A stopping time T ∈ T is called a point of increase for a left-continuous increasing process η if, P-a.s. on {0 < T < +∞}, η T < η t for any t ∈ (T, +∞].
Proof :
(i) In order to prove uniqueness, assume ζ ∈ L 1 (P ⊗ µ) is another adapted, left continuous and non-decreasing process such that the corresponding optional process
dominates X and such that Z T = X T for any time of increase T ∈ T for ζ. For ε > 0, consider the stopping times
By left continuity of ζ, we then have T ε > S ε on {S ε < +∞}. Moreover, S ε is a point of increase for η and by assumption on η we thus have
By definition of T ε , the first of these conditional expectations is strictly larger than
by definition of Y , and is thus at least as large as
obtain the apparent contradiction that almost surely
where for the first equality we used Z T ε = X T ε a.s. This equation holds true trivially on {T ε = +∞} as X +∞ = 0 = Z +∞ by assumption, and also on {T ε < +∞} since T ε is a point of increase for ζ on this set. Clearly, the above contradiction can only be avoided if P[S ε < +∞] = 0, i.e., if η ≤ ζ + ε on [0, +∞) almost surely.
Since ε was arbitrary, this entails η ≤ ζ on [0, +∞) P-a.s. Reversing the roles of η and ζ in the above argument yields the converse inequality, and this proves that Y = Z as claimed.
(ii) By our integrability assumption on the progressively measurable process ξ which occurs in the representation (4), the process η t = sup v∈[0,t) ξ v (t ∈ (0, +∞]) is P ⊗ µ-integrable and the associated process Y with (9) is of class (D). To verify that Y has the desired properties, it only remains to show that Y T = X T for any point of increase T ∈ T of η. So assume that η T < η t for any t ∈ (T, +∞], P-almost surely. Recalling the definition of η, this entails for t ↓ T that
where the last equality follows by upper-right continuity of ξ. Hence, η t = sup v∈[0,t) ξ v = sup v∈[T,t) ξ v for any t ∈ (T, +∞] almost surely and so we have in fact
where the last equality follows from representation (4).
(iii) Since the right continuous modification of η is an increasing, adapted process, we can easily represent Y as required by Theorem 1.3:
Hence, the stopping times maximizing EY T over T ∈ T are exactly those stopping times T * such that
By monotonicity of η, the second condition in (10) is actually redundant, and so a stopping time T * is optimal for Y iff
In particular, both T and T are optimal stopping times for Y . In addition, T is a time of increase for η. Thus, X T = Y T P-a.s. and
But since Y ≥ X by assumption, we have in fact equality everywhere in the above expression, and so the values of the optimal stopping problems for X and Y coincide, and we obtain that any optimal stopping time T * for X must satisfy X T * = Y T * and it must also be an optimal stopping time for Y , i.e., satisfy T ≤ T * ≤ T almost surely. Conversely, an optimal stopping time T * for Y which in addition satisfies X T * = Y T * almost surely will also be optimal for X.
Let us finally prove that T is also an optimal stopping time for X. Since T is known to be optimal for Y it suffices by the above criterion to verify that X T =X T almost surely. By definition of Y this identity holds true trivially on the set where η crosses the zero level by a jump at time T , since then T is obviously a point of increase for η. To prove this identity also on the complementary set, consider the increasing sequence of stopping times
By definition, each T n is a time of increase for η, and thus X T n = Y T n holds true almost surely by the properties of Y . Moreover, the stopping times T n increase to the restriction T of T to the set where η continuously approaches its zero level:
Indeed, on {T < +∞}, the stopping times T n converge to T strictly from below.
It follows that
where the last identity holds true because η T = 0 on {T < +∞}.
Since Y dominates X the right side of the above expression is ≥ EX T . On the other hand, in the limit n ↑ +∞, its left side is not larger than EX T since X is upper semicontinuous in expectation. Hence, we must have EY T = EX T which implies that in fact Y T = X T almost surely, as we wanted to show.
2 Remark 1.7 Parts (i) and (ii) of the above theorem can be seen as a uniqueness and existence result for a variant of Skorohod's obstacle problem, if the optional process X is viewed as a randomly fluctuating obstacle on the real line. With this interpretation, we can consider the set of all class (D) processes Y which never fall below the obstacle X and which follow a backward semimartingale dynamics of the form
for some uniformly integrable martingale M and for some adapted, left continuous, and non-decreasing process η ∈ L 1 (P ⊗ µ). Rewriting the above dynamics in integral form and taking conditional expectations, we see that any such Y takes the form
Clearly, there will be many non-decreasing processes η which control the corresponding process Y in such a way that it never falls below the obstacle X. However, one could ask whether there is any such process η which only increases when necessary, i.e., when its associated process Y actually hits the obstacle X, and whether such a minimal process η is uniquely determined. The results of Bank and El Karoui (2002) as stated in parts (i) and (ii) of Corollary 1.5 give affirmative answers to both questions under general conditions.
Universal exercise signals for American options
In Section 1.1.1, we have seen how the optimal stopping problem for American options can be solved by using Snell envelopes. In particular, an American put option with strike k is optimally exercised, for instance, at time
where U k t is the Snell envelope of the discounted payoff process (e −rt (k
Clearly, this construction of the optimal exercise rule is specific for the strike k considered. In practice, however, American put options are traded for a whole variety of different strike prices, and computing all relevant Snell envelopes may turn into a tedious task. Thus, it would be convenient to have a single reference process which allows one to determine optimal exercise times simultaneously for any possible strike k. In fact, it is possible to construct such a universal signal using the stochastic representation approach to optimal stopping developed in the preceding section:
Theorem 1.8 Assume that the discounted value process (e −rt P t ) t∈[0,T ] is an optional process of class (D) which is lower-semicontinuous in expectation. Then this process admits a unique representation
for some progressively measurable process K = (K t ) t∈[0,T ] with lower-right continuous paths such that
The process K provides a universal exercise signal for all American put options on the underlying process P in the sense that for any strike k ≥ 0 the level passage times
provide the smallest and the largest solution, respectively, of the optimal stopping problem
In fact, a stopping time
Figure 1: Universal exercise signal K (red line) for an underlying P (blue line), and optimal stopping times T k 1 , T k 2 for two different strikes k 1 < k 2 (black lines).
Remark 1.9 The preceding theorem is inspired by the results of El Karoui and Karatzas (1995) . Their equation (1.4) states the following representation for the early exercise premium of an American put:
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This representation involves the same process K as considered in our Theorem 1.8. In fact, their formula (5.4), which in our notation reads
turns out to be identical with our equation (11) after noting that the limit on the left side coincides with the value of the underlying:
While we use the representation property (11) in order to define the process K, El Karoui and Karatzas introduce this process by a Gittins index principle: Their equation (1.3), which in our notation reads
defines K S as the minimal strike for which the corresponding American put is optimally exercised immediately at time S. Thus, the process K is specified in terms of Snell envelopes. In contrast, our approach defines K directly as the solution to the representation problem (11), and it emphasizes the role of K as a universal exercise signal. In homogeneous models, it is often possible to solve the representation problem directly, without first solving some optimization problem. This shortcut will be illustrated in Section 3 where we shall derive some explicit solutions.
Proof :
(i) Existence of a representation for the discounted value process (e −rt P t ) t∈[0,T ] as in (11) follows from a general representation theorem which will be proved in the next section; confer Corollary 2.4.
(ii) For any strike k ≥ 0, let us consider the optional payoff process X k defined by
We claim that the stopping times T k maximizing EX k T over T ∈ T are exactly those stopping times which maximize E e −rT (k − P T ) ; T ≤T over T ∈ T ([0,T ] ∪ {+∞}). In fact, a stopping time T k ∈ T maximizing EX k T will actually take values in [0,T ] ∪ {+∞} almost surely because interest rates r are strictly positive by assumption. Hence, we have
On the other hand, we have
, again by strict positivity of interest rates. As a consequence, the last max coincides with the first max and both lead to the same set of maximizers.
(iii) We wish to apply Theorem 1.3 in order to solve the optimal stopping problem for X k (k ≥ 0) as defined in step (ii) of the present proof. To this end, let us construct a representation
as required by this theorem. In fact, let
and put µ(dt) ∆ = re −rt dt. Then ξ k is obviously a progressively measurable process with upper-right continuous paths and we have for T ∈ T :
Here, the last identity holds true on {T ≤T } because of the representation property (11) of K, and also on the complementary event {T >T }, since on this set
where
Recalling the definition of ξ k and that {T k < +∞} = {T k ≤T } for any optimal stopping time for X k by (ii), we see that this condition is actually equivalent to the criterion in (12).
2
Let us now apply Theorem 1.8 to the usual put option profile (e
Corollary 1.10 The universal exercise signal
In particular, the restriction T k ∧T of any optimal stopping time T k as characterized in Theorem 1.8 also maximizes
Proof : For any T ∈ T ([0,T ]), the representation (11) implies
Using the same arguments as in the proof of Theorem 1.11, we can also construct universal exercise signals for American call options: Theorem 1.11 Assume the discounted value process (e −rt P t ) t∈[0,T ] is an optional process of class (D) which is upper-semicontinuous in expectation. Then this process admits a unique representation
for some progressively measurable process K with upper-right continuous paths and
This process K provides a universal exercise signal for all American call options with underlying P in the sense that for any strike k ≥ 0 the level passage times
In fact, a stopping time T k is optimal in this sense iff
The preceding theorem solves the optimal stopping problem of American calls under a general probability measure P. For example, P could specify the probabilistic model used by the buyer of the option. From the point of view of the option seller and in the context of a complete financial market model, however, the problem should be formulated in terms of the equivalent martingale P * . In this case, the payoff process of the call option is a submartingale, and the optimal stopping problem is clearly solved by the simple rule: "Always stop at the terminal timeT ". In the preceding theorem, this is reflected by the fact that the process K takes the simple form K t = 0 for t ∈ [0,T ) and KT = PT .
Remark 1.12
The results of this section also apply when interest rates r = (r t ) 0≤t≤T follow a progressively measurable process, provided this process is integrable and strictly positive. For instance, the representation (11) then takes the form
Optimal consumption plans
In this section, we discuss a singular control problem arising in the microeconomic theory of intertemporal consumption choice. We shall show how this problem can be reduced to a stochastic representation problem of the same type as in the previous section.
Consider an economic agent who makes a choice among different consumption plans. A consumption pattern is described as a positive measure on the time axis [0, +∞) or, in a cumulative way, by the corresponding distribution function. Thus, a consumption plan which is contingent on scenarios is specified by an element in the set C ∆ = {C ≥ 0 | C is a right continuous, increasing and adapted process} .
Given some initial wealth w > 0, the agent's budget set is of the form (14) C (w)
where ψ = (ψ t ) t∈[0,+∞) > 0 is a given optional price deflator.
Remark 1.13 Consider a financial market model specified by an R d -valued semimartingale (P t ) t∈[0,+∞) of asset prices and an optional process (r t ) t∈[0,+∞) of interest rates. Absence of arbitrage opportunities can be guaranteed by the existence of an equivalent local martingale measures P * ≈ P; cf. Delbaen and Schachermayer (1994) . An initial capital V 0 is sufficient to implement a given consumption plan C ∈ C if there is a trading strategy, given by a d-dimensional predictable process (θ t ) t∈[0,+∞) , such that the resulting wealth process
remains nonnegative. Thus, the cost of implementing the consumption plan C should be defined as the smallest such value V 0 . Dually, this cost can be computed as
where P * denotes the class of all equivalent local martingale measures; this follows from a theorem on optional decompositions which was proved in increasing generality by El Karoui and Quenez (1995), Kramkov (1996) , and Föllmer and Kabanov (1998) . In the case of a complete financial market model, the equivalent martingale measure P * is unique, and the cost takes the form appearing in (14), with
The choice of a specific consumption plan C ∈ C (w) will depend on the agent's preferences. A standard approach in the Finance literature consists in restricting attention to the set C ac of absolutely continuous consumption plans
where the progressively measurable process c = (c t ) t∈[0,+∞) ≥ 0 specifies a rate of consumption. For a time-dependent utility function u(t, .), the problem of finding the best consumption plan C * in C (w) ∩ C ac is then formulated in terms of the utility
From a mathematical point of view, this is a space-time version of the standard problem of maximizing expected utility under a linear budget constraint, and its solution is straightforward; see, e.g., Karatzas and Shreve (1998) . However, as shown in Hindy, Huang, and Kreps (1992) , a utility functional of the time-additive form (15) raises serious objections, both from an economic and a mathematical point of view. Firstly, a reasonable extension of the functional U ac from C ac to C only works for spatially affine functions u. Secondly, such functionals are not robust with respect to small time-shifts in consumption plans, and thus do not capture intertemporal substitution effects. Finally, the price functionals arising in the corresponding equilibrium analysis, viewed as continuous linear functionals on the space C ac with respect to an L p -norm on consumption rates, fail to have desirable properties such as the existence of an interest rate. For such reasons, Hindy, Huang, and Kreps (1992) introduce utility functionals of the following type.
where ν is a nonnegative optional random measure, and where
serves as an index of satisfaction, defined as an exponential average of past consumption. The measure ν accounts for the agent's time preferences. For fixed t ≥ 0, the utility function u(t, y) is assumed to be strictly concave and increasing in y ∈ [0, +∞) with continuous partial derivative ∂ y u(t, y). We assume ∂ y u(t, 0) ≡ +∞, ∂ y u(t, +∞) ≡ 0, and ∂ y u(., y) ∈ L 1 (P ⊗ ν) for any y > 0.
With this choice of preferences, the agent's optimization problem consists in maximizing the concave functional U under a linear constraint:
Maximize U (C) subject to C ∈ C (w).
In Hindy and Huang (1993) , this problem is analyzed in a Markovian setting, using the Hamilton-Jacobi-Bellman approach; see also Benth, Karlsen, and Reikvam (2001) .
Let us now describe an alternative approach developed in Bank and Riedel (2001) under the natural assumption that sup C∈C (w) U (C) < +∞ for any w > 0 .
This approach can be applied in a general semimartingale setting, and it leads to a stochastic representation problem of the same type as in the previous section. It is based on the following Kuhn-Tucker criterion for optimality of a consumption plan: Lemma 1.14 A consumption plan C * ∈ C is optimal for its cost
if it satisfies the first order condition ∇U (C * ) ≤ λψ , with equality P ⊗ dC * -a.e.
for some Lagrange multiplier λ > 0, where the gradient ∇U (C * ) is defined as the unique optional process such that
Proof : Let C * be as above and take an arbitrary plan C ∈ C (w). By concavity we can estimate
Using Fubini's theorem we thus obtain
where the last equality follows from Théorème 1.33 in Jacod (1979) since ∇U (C * ) is the optional projection of the { . . . ν(dt)}-term above. Thus, ∇U serves as a supergradient of U , viewed as a concave functional on the budget set C (w). Now, we can use the first order condition to arrive at the estimate
Since C ∈ C (w) and as C * exhausts the budget w by assumption, the last expectation is ≤ 0, and we can conclude
Combining the first order condition for optimality with a stochastic representation of the price deflator process, we now can describe the optimal consumption plans: Theorem 1.15 Assume that for any λ > 0 the discounted price deflator (λe −βt ψ t 1 [0,+∞) (t)) t∈[0,+∞] admits a representation
for some progressively measurable process L = (L t ) t≥0 > 0 with upper-right continuous paths satisfying
Then this process L provides a universal consumption signal in the sense that, for any initial level of satisfaction η, the unique plan C η ∈ C such that
{L v e β(v−t) } for all t ∈ (0, +∞] , is optimal for its cost w = E [0,+∞) ψ t dC η t .
Thus, the optimal consumption plan consists in consuming just enough to ensure that the induced level of satisfaction Y C η stays above the signal process L which appears in the representation (16) of the price deflator process ψ. This is illustrated in Figure 1 .2.
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Remark 1.16 (i)
In case µ is atomless and has full support almost surely, existence and uniqueness of the process L appearing in (16) follows from a general representation theorem which will be proved in the next section; cf. Corollary 2.4.
(ii) As pointed out in Bank and Riedel (2001) , a solution L to the representation problem (16) can be viewed as a minimal level of satisfaction which the agent is willing to accept. Indeed, as shown in Lemma 2.9 of Bank and Riedel (2001), we can represent the process C η defined in the preceding theorem in the form
Hence, if T ∈ T is a point of increase for C η , then it is a point of increase for A η and we have
at any such time, while otherwise Y
Proof : We show that the plan C * ∆ = C η with the above properties satisfies the first order condition ∇U (C * ) ≤ λψ , with equality P ⊗ dC * -a.e., of Lemma 1.14. Indeed, for any T ∈ T we have by definition of C * and monotonicity of ∂ y u(t, .):
It now follows from the representation property of L that the last conditional expectation is exactly λψ T 1 {T <+∞} . Since T ∈ T was arbitrary, this implies ∇U (C * ) ≤ λψ. In order to prove that equality holds true P ⊗ dC * -a.e. let us consider an arbitrary point of increase for C * , i.e., a stopping time T so that C * T − < C * t for all t ∈ (T, +∞) almost surely on {0 < T < +∞}. By definition of C * we obtain
{L v e β(v−t) } for any t ∈ (T, +∞] P-a.s. .
Thus, (18) becomes an equality for any such T . It follows that ∇U (C * ) = λψ holds true P ⊗ dC * -a.e., since the points of increase of C * carry the measure dC * . 2
Multi-armed bandits and Gittins indices
In the multi-armed bandit problem, a gambler faces a slot machine with several arms. All arms yield a payoff of 0 or 1 Euro when pulled, but they may have different payoff probabilities. These probabilities are unknown to the gambler, but playing with the slot machine will allow her to get an increasingly more accurate estimate of each arm's payoff probability. The gambler's aim is to choose a sequence of arms to pull so as to maximize the expected sum of discounted rewards. This choice involves a tradeoff: On the one hand, it seems attractive to pull arms with a currently high estimate of their success probability, on the other hand, one may want to pull other arms to improve the corresponding estimate. In its general form, the multi-armed bandit problem amounts to a dynamic allocation problem where a limited amount of effort is allocated to a number of independent projects, each generating a specific stochastic reward proportional to the effort spent on it.
Gittins' crucial idea was to introduce a family of simpler benchmark problems and to define a dynamic performance measure-now called the Gittins index-separately for each of the projects in such a way that an optimal schedule can be specified as an indexrule: "Always spent your effort on the projects with currently maximal Gittins index". See Gittins (1979) and Whittle (1980) for the solution in a discrete-time Markovian setting, Karatzas (1984) and Mandelbaum (1987) for an analysis of the diffusion case, and El Karoui and Karatzas (1994) and El Karoui and Karatzas (1997) for a general martingale approach.
To describe the connection between the Gittins index and the representation problems discussed in the preceding sections, let us review the construction of Gittins indices in continuous time. Consider a project whose reward is specified by some rate process (h t ) t∈[0,+∞) . With such a project, El Karoui and Karatzas (1994) associate the family of optimal stopping problems
The optimization starts at time S, the parameter m ≥ 0 is interpreted as a rewardupon-stopping, and α > 0 is a constant discount rate. Under appropriate conditions, El Karoui and Karatzas (1994) show that the Gittins index M of a project can be described as the minimal reward-upon-stopping such that immediate termination of the project is optimal in the auxiliary stopping problem (19), i.e.:
They also note in their identity (3.7) that M can be related to the reward process (h t ) via
Thus, the Gittins index process M can be viewed as the solution to a representation problem of the form (1). In El Karoui and Karatzas (1994) , formula (21) is stated in passing, without making further use of it. Here, we focus on the stochastic representation problem and use it as our starting point. Our main purpose is to emphasize its intrinsic mathematical interest and its unifying role for a number of different applications. In this perspective, formula (20) provides a key to proving existence of a solution to the representation problem in its general form (1), as explained in the next section.
The previous section has shown how a variety of optimization problems can be reduced to a stochastic representation of a given optional process in terms of running suprema of another process. Let us now discuss the solution of this representation problem from a general point of view.
The result and its application
Let µ be a nonnegative optional random measure and let f = f (ω, t, x) : Ω × [0, +∞] × R → R be a random field with the following properties:
(i) For any x ∈ R, the mapping (ω, t) → f (ω, t, x) defines a progressively measurable process in L 1 (P(dω) ⊗ µ(ω, dt)).
(ii) For any (ω, t) ∈ Ω × [0, +∞], the mapping x → f (ω, t, x) is continuous and strictly decreasing from +∞ to −∞.
Then we can formulate the following general
Representation Problem 2.1 For a given optional process X = (X t ) t∈[0,+∞] with X +∞ = 0, construct a progressively measurable process ξ = (ξ v ) v∈[0,+∞) with upper-right continuous paths such that
and
This problem is solved by the following result from Bank and El Karoui (2002) . Its proof will be discussed in the next section.
Theorem 2.2 If the measure µ has full support supp µ = [0, +∞] almost surely and X is lower-semicontinuous in expectation, then the solution ξ to representation problem (2.1) is uniquely determined up to optional sections in the sense that
where Ξ S,T denotes the unique F S -measurable random variable satisfying
If, in addition, µ almost surely has no atoms, then there actually exists a solution to problem (2.1).
Remark 2.3 If µ has full support almost surely, we have existence and uniqueness of Ξ S,T ∈ L 0 (F S ) with (23) for any S ∈ T ([0, +∞)) and any T ∈ T ((S, +∞]). Indeed, the right side of (23) is then continuous and strictly decreasing in Ξ = Ξ S,T with upper and lower limit ±∞, respectively. This follows from the corresponding properties of f = f (ω, t, x) and from the fact that µ has full support.
As an application of Theorem 2.2, we now can solve all the existence problems arising in our discussion of American put and call options and of optimal consumption plans. This completes the proofs of Theorem 1.8, Theorem 1.11. In the context of Theorem 1.15, this shows that lower-semicontinuity in expectation of the discounted deflator is sufficient for existence of a representation as in (16) if the time-preference measure ν is atomless and has full support almost surely.
Corollary 2.4 There exist solutions to the representation problems (11), (13), and (16).
Proof :
(i) For solving the representation problem (11) which characterizes the universal exercise signal for American put options on (P t ) t∈[0,+∞) , we choose µ(dt) = re −rt dt and f (t, x) ∆ = − x. Furthermore, we extend (e −rt P t ) t∈[0,T ] to an optional process X on [0, +∞] with X +∞ = 0:
This process is lower-semicontinuous in expectation, due to our assumptions on the process P .
Applying Theorem 2.2, we obtain a progressively measurable process ξ with upperright continuous paths such that
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for any T ∈ T . Comparing this representation with our definition of X on [T , +∞], we obtain by uniqueness that inf T ≤v<t K v = PT for any t > T ≥T . In particular, it follows that KT = PT by lower-right continuity of K. For stopping times T ∈ T ([0,T ]), expression (24) therefore transforms into
Hence, K solves the representation problem (11).
(ii) The representation problem (13) for American call options can be solved by applying analogous arguments to the process
(iii) For the representation problem (16) which arises in the context of intertemporal consumption choice, we choose µ(dt)
Then X, µ, and f satisfy all the assumptions of Theorem 2.2, and so we obtain a progressively measurable process ξ with upper-right continuous paths such that
for any stopping time T ∈ T . We shall show below that ξ < 0 on [0, +∞) almost surely. Thus, the preceding equation reduces to
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Hence, the representation problem (16) is solved by the process
In order to prove our claim that ξ < 0 on [0, +∞) almost surely, consider the stopping timeT
On {T < +∞} upper right continuity of ξ implies ξT ≥ 0 almost surely. Thus, choosing T =T in the above representation, we obtain by definition of f :
Obviously, the right side in this equality is ≤ 0 almost surely while its left side is > 0 except on {T = +∞} where it is 0. It follows that P[T = +∞] = 1, i.e., ξ < 0 on [0, +∞) P-a.s..
2
In order to illustrate the role of the representation theorem, let us have a closer look at the case of an American put option as discussed in Theorem 1.8. The decision to exercise an American put option involves a tradeoff between the sure proceeds one can realize immediately and the uncertain future prospects offered by the option. This tradeoff is determined by two factors. Firstly, one has to account for the downward risk in the future evolution of the underlying: If the price process is likely to fall in the near future, one would prefer to wait and exercise the option later. Secondly, one faces a deadline: The option holder can only benefit from the option up to its maturityT , and so waiting for lower prices bears the risk of not being able to exercise the option at all. The tradeoff between these competing aspects of American puts is reflected in the following characterization of the universal exercise signal K = (K t ) t∈[0,T ] which is derived from Theorem 2.2. In fact, for American puts in a model with constant interest rates r > 0, the characterization (22) and the arguments for Corollary 2.4 yield that
= ess sup
for all stopping times S ∈ T ([0,T ]). It follows that K S > k iff there is a stopping time T > S such that
Hence, K S > k means that exercising the put option with strike k should be postponed since there is an opportunity for stopping later than S which makes us expect a higher discounted payoff. This provides another intuitive explanation why K S should be viewed as a universal exercise signal. However, using formula (25) in order to compute K S amounts to solving a non-standard optimal stopping problem for a quotient of two expectations. Such stopping problems are hard to solve directly. Morimoto (1991) uses a Lagrange multiplier technique in order to reduce this non-standard problem to the solution of a family of standard optimal stopping problems. In the context of American options, this is as complex as the initially posed problem of optimally exercising the American put with arbitrary strike. In contrast, our characterization of K S via the representation problem (2.1) provides a possibility to compute K S without solving any optimal stopping problems, as illustrated by the case studies in Section 3.
Proof of existence and uniqueness
Let us now discuss the proof of Theorem 2.2, following the arguments of Bank and El Karoui (2002) . We start with the uniqueness part and prove the characterization
with Ξ S,T as in (23). In order to show that '≤' holds true, consider a stopping time T ∈ T ((S, +∞]) and use the representation property of ξ to write
As f (t, .) is decreasing, the first f (. . .)-term is ≤ f (t, ξ S ) and the second one is ≤ f (t, sup v∈[T,t) ξ v ). Hence:
Using the representation property of ξ again, we can rewrite the second conditional expectation as
It follows by definition of Ξ S,T that
As both Ξ S,T and ξ S are F S -measurable, this implies that ξ S ≤ Ξ S,T almost surely.
In order to show that ξ S is the largest larger lower bound on the family Ξ S,T , T ∈ T ((S, +∞]), consider the sequence of stopping times
Observe that pathwise upper-right continuity of ξ implies T n ∈ T ((S, +∞]) and also
since T n is a time of increase for t → sup v∈[S,t) ξ v . Thus, we obtain
where the last estimate follows from our definition of T n and from the representation property of ξ at time T n . As η n is F S -measurable, the above estimate implies
Now note that for n ↑ +∞, we have η n ↓ ξ S , and so we obtain the converse inequality '≥' in (26). Let us now turn to the existence part of Theorem 2.2, and let us sketch the construction of a solution ξ to the representation problem 2.1; for the technical details we refer to Bank and El Karoui (2002) .
The definition of Gittins indices (20) and their representation property (21) suggest to consider the family of optimal stopping problems
and to define the process ξ as
Since µ has no atoms, we can use results from El Karoui (1981) to choose a 'nice' version of the random field Y = (Y x S ) such that ξ is an optional process and such that for any x ∈ R, S ∈ T the stopping time
attains the essential infimum in (27):
For any S ∈ T , Y x S is dominated by X S and continuously decreasing in x with lim x↓−∞ Y x S = X S almost surely. The key observation is that the corresponding negative random measure Y S (dx) can be disintegrated in the form
where f (t, dx) is the negative measure induced by the decreasing function x → f (t, x). This disintegration formula can be viewed as a generalization of Lemma 2.3 in El Karoui and Karatzas (1994) to the nonlinear case; compare also Lemma 2 in Whittle (1980) for a discrete-time analogue in a Markovian setting. Using the definition of ξ S , this allows us to write for any y ∈ R:
By definition of T x S and ξ, we have
Hence, the above conditional expectation simplifies to
where the last equality holds true since f (t,
Plugging this equation into the above representation of X S we obtain
where the second equality follows from (29) for x = y. Letting y ↑ +∞ in (30), we deduce the desired representation
Explicit solutions
Let us now provide explicit solutions to the representation problem discussed in the previous section in some specific models with strong homogeneity properties.
Lévy models
In this section, we consider two situations where the source of randomness is modelled as a Lévy process Y = (Y t ) t∈[0,+∞) , defined as a right continuous process whose increments Y t − Y s , s ≤ t, are independent of F s and have the same distribution as Y t−s ; see Bertoin (1996) . As classical examples, this includes Brownian motions and Poisson processes with constant drift. But there is a rich variety of other Lévy models appearing in Finance; see, e.g., Eberlein and Keller (1995) , Barndorff-Nielsen (1998) .
The perpetual American put
We shall start our illustration by considering a perpetual American put on an underlying process P which takes the form
for some initial price p > 0 and some Lévy process Y . Let us assume that interest rates are given by a constant r > 0. In this case, Theorem 1.8 suggests to consider the representation problem
This problem can be solved explicitly:
solves the representation problem (32) for the perpetual American put.
Proof : Take a stopping time T ∈ T ([0, +∞]), and use the Ansatz K v = P v /κ with κ > 0 to rewrite the right side of (32) as
where for the last equality we used that Y is a Lévy process. Now, choosing κ as in the formulation of the present lemma yields the solution to (32). 2
It follows from Theorem 1.8 that an investor using (31) as a model for the underlying will exercise a perpetual American put with strike k > 0 at time
i.e., when the underlying's price has fallen below 100 × κ% of the strike. This result also appears in Mordecki (2002) , but the proof is different: It reduces the problem to a classical result on optimal stopping rules for geometric random walks by Darling, Liggett, and Taylor (1972) ; see also Asmussen, Avram, and Pistorius (2002) and Boyarchenko and Levendorskiȋ (2002) .
Optimal consumption
In the context of optimal consumption choice as discussed in Section 1.2 and under appropriate homogeneity assumptions, the arguments for obtaining Lemma 3.1 yield an explicit representation for the discounted price deflator (e −βt ψ t ) t∈[0,+∞) . In fact, suppose that the deflator ψ takes the form of an exponential Lévy process,
and that the agent's utility function u(t, y) is constant over time and of the HARA form
for some parameter of risk aversion α ∈ (0, 1). Furthermore, assume a homogeneous time preference structure specified by ν(dt) ∆ = δe −δt dt for some constant δ > 0. Then the representation problem (16) of Theorem 1.15 reads
with T ∈ T . Since ψ is an exponential Lévy process, this is essentially the same representation problem as discussed in Lemma 3.1. We can therefore identify the solution to (16) as the process L given by
for some constant κ > 0. Hence, the minimal level process is again an exponential Lévy process. It now follows from the description of optimal consumption plans given in Theorem 1.15 and Equation (17) that the qualitative behavior of the consumption process is the same as the behavior of the running supremum of such an exponential Lévy process.
In the economic interpretation, this implies that a variety of different consumption patterns can be optimal, depending on the underlying stochastic model. If, for instance, ψ is an exponential Poisson process with drift, consumption will occur in gulps whenever there is a favorable downward price shock. Consumption at rates occurs in models where the deflator is driven by a Lévy process without downward jumps and with vanishing diffusion part. If, on the other hand, the price deflator ψ is specified as a geometric Brownian motion, consumption occurs in a singular way, similar to the behavior of Brownian local time. For a more detailed study of optimal consumption behavior, including a discussion of the corresponding investment strategies, we refer to Bank (2000) and Bank and Riedel (2001) .
Diffusion models
Let X = (X t ) t∈[0,+∞) be specified as a time-homogeneous one-dimensional diffusion with state space (0, +∞), and let P x denote its distribution when started in x ∈ (0, +∞). An application of the strong Markov property shows that the Laplace transforms of the level passage times
for any x > y > z ≥ 0, r > 0 .
Hence, these Laplace transforms are of the form
for some continuous and strictly decreasing function ϕ r : (0, +∞) → (0, +∞) with ϕ r (y) ↑ +∞ as y ↓ 0; we refer to Itô and McKean (1965) for a detailed discussion.
Lemma 3.2 If the function ϕ r of (33) is strictly convex and continuously differentiable, the solution ξ = (ξ v ) v∈[0,+∞) of the representation problem
takes the form ξ v = κ(X v ) where the function κ is given by
Proof : We choose the Ansatz ξ v = κ(X v ), where κ is a continuous function on (0, +∞). Using the strong Markov property, we see that the representation problem (34) amounts to specifying κ such that
Equivalently, we can write
where τ r denotes an independent, exponentially distributed random time with parameter r. If we assume that κ is strictly increasing with κ(0+) = 0 and κ(+∞) = +∞, then the right side in (36) can be rewritten as
We have
By Fubini's theorem,
.
Plugging this into (37) yields
where we use the substitution y = κ(z) in the last step. Combining this with (36) shows that κ satisfies
Writing this identity in differential form yields
or, equivalently,
Thus,
where the last equality follows by partial integration; note that lim y↓0 ϕ r (y)/ϕ r (y) = 0 by convexity of ϕ r . Since ϕ r is strictly convex with continuous derivative by assumption, this function κ is in fact strictly increasing, continuous and surjective. Hence, the preceding calculations are justified, and so we have shown that the function κ defined in (35) satisfies (36) as desired. 2
The explicit solution derived in Lemma 3.2 can readily be applied to the different optimization problems discussed in Section 1. In fact, this result is closely related to the explicit computation of Gittins indices for one-dimensional diffusions as carried out in Karatzas (1984) and El Karoui and Karatzas (1994) . Note, however, that their calculation is based on the characterization of Gittins indices as essential infima over certain stopping times, while our argument identifies the function κ directly as the solution of the representation problem (36).
Algorithmic aspects
Closed-form solutions as derived in the previous sections are typically available only under strong homogeneity assumptions. In practice, however, one usually has to face inhomogeneities. One important example in Finance is the American put with finite time horizon which does not allow for closed-form solutions even in the simplest case of the Black-Scholes model. In order to deal with such inhomogeneous problems, it becomes necessary to use computational methods. For this reason, let us focus on some algorithmic aspects of our general representation problem (2.1) in a discrete-time setting, following Bank (2003a) .
Specifically, we assume that µ is given as a sum of Dirac measures
is finite. Suppose that, for any t = t 1 , . . . , t n+1 , the function f = f (ω, t, x) is continuously and strictly decreasing from +∞ to −∞ in x ∈ R with
In this situation the construction of a solution to the discrete-time version
of our representation problem becomes straightforward. In fact, there are several rather obvious ways to compute the solution ξ = (ξ t ) t∈T∩[0,+∞) . One approach is by backwards induction: First solve for ξ tn in
and then, having constructed ξ tn , ξ t n−1 , . . . , ξ t i+1 , compute ξ t i as the unique solution Ξ ∈ L 0 (F t i ) to the equation
However, this approach may be tedious from a computational point of view. In fact, solving for Ξ in the above equation amounts to solving a highly nonlinear equation given in terms of a conditional expectation of a path-dependent random variable.
As an alternative, one might use the characterization of ξ in Theorem 2.2 and compute ess inf
Solving for Ξ in this equation is comparably easy. For instance, in the separable case f (s, x) = g(s)h(x) one finds
A crucial drawback of this approach, however, is that the class of stopping times T (T ∩ (t, +∞]) is typically huge. Hence, it would be convenient to reduce the number of stopping times T to be considered. This is achieved by the following Algorithm 4.1 AdaptedProcess ξ; ξ +∞ = +∞; for (int i = n, i ≥ 0, i = i − 1) { StoppingTime T = t i+1 ; while (P[Ξ t i ,T > ξ T ] > 0) { T = min{t ∈ T ∩ (T, +∞] | ξ t ≥ ξ T } on {ξ T = F t i -ess inf ξ T < Ξ t i ,T }; }; ξ t i = Ξ t i ,T ; };
Here F t -ess inf ξ T denotes the largest F t -measurable random variable which is almost surely dominated by ξ T :
Like the first approach, the algorithm proceeds backwards in time. Similar to the second approach, it constructs the solution ξ t , t = t n , t n−1 , . . . , t 0 , in the form ξ t = Ξ t,T . However, instead of considering all stopping times T ∈ T (t, +∞] in order to determine a stopping time with ξ t = Ξ t,T , the algorithm constructs an increasing sequence of candidates, starting with the first time in T after t.
Step by step, this candidate is carefully updated until the terminal condition P[Ξ t,T > ξ T ] = 0 is met.
It follows from the monotonicity of the update rule for T that the algorithm will terminate under Assumption 4.2 The set of scenarios Ω is finite.
The main idea of the algorithm is to construct for each i = n, . . . , 0 the stopping time Ξ t,S .
Proof :
The first equality is established with the same argument as in the '≥'-part of the proof of Theorem 2.2, choosing T n ≡ S * i ∈ T (T ∩ (t, +∞]). The second one follows as in Theorem 2.2.
2
It may seem that the preceding lemma is not of great help for computing ξ t i since ξ t i appears in the definition of S * i . However, we are going to show that the stopping time attained upon termination of the while-loop at stage i coincides with S * i even though its construction does not rely on ξ t i . This will be the main step in our proof of Theorem 4.4 Algorithm 4.1 is correct: The resulting process ξ solves the representation problem (38).
From now on we fix the index i and write S * = S * i . Our aim is to prove the identity (41) S * = T * P-a.s.
where T * denotes the value of the algorithm's stopping time T upon termination of the while-loop at stage i. As a first step, let us characterize S * in a different way:
Lemma 4.5 The stopping time S * of (39) is minimal among all stopping times S ∈ T (t i , +∞] satisfying ξ S ≥ Ξ t i ,S almost surely.
Proof : The inequality ξ S * ≥ Ξ t i ,S * follows immediately from (39) and (40). On the other hand, (40) entails that, for any S ∈ T (t i , +∞] with ξ S ≥ Ξ t i ,S almost surely, we have ξ S ≥ ξ t i almost surely. But this implies S ≥ S * P-a.s. by definition of S * . 2
Let us denote the successive instances of the stopping time T during the procession of the while-loop at stage i by T 0 ∆ = t i+1 ≤ T 1 ≤ . . . ≤ T * with the convention that T k = T * if the while-loop is processed less than k times. It then follows from the update rule of our algorithm that
Since Ω is finite, the while-loop will be terminated at some point. We thus have T k = T k+1 = T * P-a.s. for all sufficiently large k. By (42) this means that T * satisfies Ξ t i ,T * ≤ ξ T * almost surely. In particular, we can infer from Lemma 4.5 that S * ≤ T * P-a.s.
Thus, in order to establish our central claim (41), it remains to prove the converse inequality. This is achieved by Lemma 4.6 T k ≤ S * almost surely for each k = 0, 1, . . ..
Since T 0 = t i+1 and S * ≥ t i+1 by definition, our assertion holds true for k = 0 and so we can proceed by induction. Thus, assume that we already have established T k ≤ S * and let us deduce that also T k+1 ≤ S * almost surely.
To this end, note that on {T k < S * } we have ξ T k < ξ t i ≤ ξ S * by definition of S * .
Since, by definition, T k+1 coincides either with T k or with the first time in T after T k where ξ reaches or exceeds the level ξ T k , this implies
Hence, our claim T k+1 ≤ S * P-a.s. will be proved once we know that (43) {T k < T k+1 } ⊂ {T k < S * } up to a P-null set.
This inclusion will be established using the following two intermediate results:
(i) Up to a P-null set we have {P T k < S * F t i > 0} = {F t i -ess inf ξ T k < ξ t i }.
Indeed, it follows from t i+1 ≤ T k ≤ S * and the definition of S * that {T k < S * } = {ξ T k < ξ t i } up to a P-null set. Hence,
Up to a P-null set, the latter conditional probability is strictly positive if and only if F t i -ess inf ξ T k < ξ t i . This proves claim (i).
(ii) Up to a P-null set we have {P T k < S * F t i > 0} ⊃ {F t i -ess inf ξ T k < Ξ t i ,T k }.
Sine T k ≤ S * P-a.s. we have that
up to a P-null set, where the last inclusion holds true since ξ S * ≥ ξ t i = Ξ t i ,S * P-a.s.
by definition of S * and (40). Hence, up to a P-null set we can write
American Options, Multi-armed Bandits, and Optimal Consumption Plans 44
where the last inclusion is true as {P T k = S * F t i = 1} ⊂ {Ξ t i ,S * = Ξ t i ,T k } ∈ F t i by definition of Ξ t i ,. .
Passing to complements, the above inclusions imply
where the last equality follows from the F t i -measurability of Ξ t i ,T k and the definition of F t i -ess inf ξ T k .
In order to complete the proof of (43) we use (42), (ii), and (i) to obtain that up to a P-null set we have
using T k ≤ S * P-a.s. and the definition of S * for the last inclusion. 2
