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Letkbeaﬁeldof characteristic two,with involution x → x¯. Let (V , ·)
beaﬁnitedimensionalHermitian spaceoverk andΛ : V → V a lin-
ear operatorwhose dual isΛ + 1.We prove thatφΛφ−1 = Λ + 1,
where φ is an isometry and φ2 = 1. If E is a given subspace of V ,
then φ can also be chosen to stabilize E, but the equality φΛφ−1 =
Λ + 1 is only true modulo a combination of certain bracket oper-
ators. As a corollary, we solve the following congruence problem.
Given a square matrix A over k, there is a non-singular matrix S
satisfying AT = STAS and SS = 1.
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1. Introduction
In this paper, k is a ﬁeld of characteristic two, with an involution σ ∈ Aut(k). The involution can
be trivial. We write σ x = x¯. Let (V , ·) be a ﬁnite dimensional Hermitian space over k. The Hermitian
product is assumednon-singular and linear in its second argument. LetΛ : V → V be a linear operator
whose dual is Λ + 1.
Recall that amapφ : V → V is σ -linear if it is additive andφ(λv) = λφ(v) for all λ ∈ k and v ∈ V .
Aσ -linearmapφ : V → V is called aσ -isometry ifφv · φw = w · v for all v,w ∈ V . Given two vectors
v1, v2 ∈ V , we deﬁne the bracket operator [v1, v2] : V → V by
[v1, v2]v = (v1 · v)v2 + (v2 · v)v1 (1)
for all v ∈ V . The following are our main results.
Theorem A. There is a σ -isometry φ such that φΛφ−1 = Λ + 1 and φ2 = 1.
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Theorem B. Given a subspace E ⊂ V , there is a σ -isometry φ stabilizing E, with
φΛφ−1 = Λ + 1 +∑[e, f ] and φ2 = 1,
where e runs through a basis of E and f runs through V .
The key idea, for both theorems, is to write V as an orthogonal sum of simple subspaces and prove
each statement for such subspaces. In the case of Theorem A, we construct submodules of maximal
periods inside the primary components of V and then we group them to form non-degenerate spaces.
TheoremB is the same as TheoremAwhen E = 0.When E /= 0, we replaceΛ by a convenient operator
L = Λ − [e, v], with e ∈ E. Our goal is to construct non-degenerate L-modules generated by vectors
from E, or by pairs of vectors, one being from E. We prove that V is an orthogonal sum of thesemodules
and E becomes a direct sum of its traces on the corresponding summands of V .
Our results are closely related to a classical problem stating that every matrix is congruent to its
transpose. More precisely, we prove the following.
Theorem C. For every A ∈ Mn(k), there is an invertible S ∈ Mn(k) such that SAS∗ = AT and SS = 1.
As usual, Mn(k) represents the ring of n × n matrices over k and A∗ = AT , for all A ∈ Mn(k). A
matrix is congruent to A if it is of the form BAB∗, for some non-singular B ∈ Mn(k). A particular case of
Theorem C is treated in [1]. A similar congruence result is well known if k is of characteristic /= 2 (e.g.,
see [2,3]).
This paper is organized as follows. In Section 2 we prove Theorem A. Our arguments are close to
those given in Section 2 of [3]. In Section 3 we prove Theorem B. In our last section we show that
Theorem C reduces to Theorem B by a simple matrix argument. Section 4 is short and can be used as
motivation for Theorems A and B.
2. Theorem A
2.1. The decomposition of V
We regard V as a k[X]-module, where multiplication by X is given by the action of Λ on V . Then
Qv1 · v2 = v1 · Q∗v2, for all v1, v2 ∈ V and Q ∈ k[X]. Here Q∗(X) = Q(X + 1). For P ∈ k[X], we let VP
denote the maximal subspace of V annihilated by a power of P.
Lemma 1. There exist monic, irreducible polynomials P1, . . . , Ps ∈ k[X] such that
V = (VP1 + VP∗1 ) ⊥ · · · ⊥ (VPs + VP∗s ).
Proof. The same argument as in the proof of Lemma 1 of [3]. 
Let P ∈ k[X] be monic and irreducible. The next lemma describes basic non-degenerate subspaces
of VP + VP∗ . Fix v, v∗ ∈ V with Ann(v) = (P) and Ann(v∗) = (P∗).
Lemma 2. The following are true.
(i) If P /= P∗ and P−1v · v∗ /= 0, then k[X]v + k[X]v∗ is non-degenerate.
(ii) If P = P∗ and P−1v · Qv /= 0 for some Q ∈ k[X], then k[X]v is non-degenerate.
Proof. The same argument as in the proof of Lemma 2 of [3]. 
Theorem 1. The space V is an orthogonal direct sum of non-degenerate subspaces k[X]v + k[X]v∗ or
k[X]v as in Lemma 2.
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Proof. Assume that V = VP + VP∗ , with P monic and irreducible. First, let P /= P∗. If v ∈ VP and
Ann(v) = (P), then there is v∗ ∈ VP∗ such that P−1v · v∗ /= 0. We have P∗−1v∗ /= 0 and if v is
chosenwithmaximal, then k[X]v + k[X]v∗ is non-degenerate, by Lemma2. Consider its complement
and ﬁnish inductively.
Next, let P = P∗, so V = VP . Choose v1 ∈ V with Ann(v1) = (P) and  > 0 maximal. Since X is
relatively prime to P, we can ﬁnd v2 ∈ V such that P−1v1 · Xv2 /= 0. If one of the spaces k[X]v1 and
k[X]v2 is non-degenerate, then we are done. Assume that both are degenerate. Then P−1vj · Xivj = 0
for all i 0 and j = 1, 2 (see Lemma 2). Set w = v1 + Xv2. We have
P−1w · w = P−1v1 · Xv2 + Xv2 · P−1v1
P−1w · Xw = P−1v1 · X2v2 + P−1Xv2 · Xv1
= P−1v1 · X2v2 + X(X + 1)v2 · P−1v1
= P−1v1 · X2v2 + (P−1v1 · X2v2) + Xv2 · P−1v1.
We can conclude that P−1w · w /= 0, if σ /= 1 and v2 is chosen such that P−1v1 · Xv2 is not ﬁxed
by σ . If σ = 1, then P−1w · Xw = P−1v1 · Xv2 /= 0. Therefore k[X]w is non-degenerate and we can
take complements and ﬁnish inductively. 
2.2. Proof of Theorem A
Let V = k[X]v + k[X]v∗ with v, v∗ as in (i) of Lemma 2. Deﬁne φXiv = (X + 1)iv∗ and φXiv∗ =
(X + 1)iv. Then extend φ by σ -linearity. We have φ2 = 1 and φ is a σ -isometry, since
φXiv · φXjv∗ = (X + 1)iv∗ · (X + 1)jv = Xjv∗ · Xiv.
The case when V = k[X]v with v as in (ii) of Lemma 2 is similar. Our result follows from Theorem 1.
3. Theorem B
3.1. Simple non-degenerate subspaces
Throughout the rest of this paper, we let 〈v1, . . . , vm〉 denote the space generated by vectors
v1, . . . , vm. A direct calculation, using formula 1, shows that bracket operators are Hermitian. So, it
is sufﬁcient to prove Theorem B for the operator Λ + [e, v] with e conveniently chosen in E. The next
two lemmas describe the simple non-degenerate subspaces entering the decomposition of the total
space V .
Lemma 3. Let e, e1, e2 ∈ E \ {0} and  0.
(i) Assume that e · Λ−1e /= 0 and e · Λie = 0 for all i <  − 1. Set α = (e · Λ−1e)−1. Then the
space
V(e) =
〈
e,Λe, . . . ,Λ−1e
〉
is non-degenerate and stable under the action of L = Λ + [e,αΛe].
(ii) Assume that e1 · Λ−1e2 = 1 and e1 · Λie2 = 0 for all i <  − 1. If e1 · Λie1 = e2 · Λie2 = 0
for all i  − 1, then the space
V(e1, e2) =
〈
e1,Λe1, . . . ,Λ
−1e1
〉
+
〈
e2,Λe2, . . . ,Λ
−1e2
〉
is non-degenerate and stable under the action of L = Λ + [e1,Λe2] + [e2,Λe1].
Proof. (i) Non-degeneracy: let w = P(Λ)e, where P is a polynomial of degree μ < . Then
w · Λ−1−μe = e · Λ−1e /= 0.
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Stability: the operator [e,Λe] maps
〈
e,Λe, . . . ,Λ−2e
〉
to 〈e〉 and
(Λ + [e,αΛe])Λ−1e = Λe + Λe + (αΛe · Λ−1e)e ∈ 〈e〉 .
(ii) Non-degeneracy: let w = P1(Λ)e1 + P2(Λ)e2, with P1, P2 ∈ k[X], of degrees μ1 μ2 < .
Then Λ−1−μ2e1 is not orthogonal to w.
Stability: the operator [e1,Λe2] stabilizes 〈e1, e2, . . . ,Λ−2e1,Λ−2e2〉 and(
Λ + [e1,Λe2] + [e2,Λe1]
)
Λ−1e1 = Λe1 + (e1 · Λ−1e1)Λe2 + (e2 · Λ−1e1)Λe1
+ (Λe2 · Λ−1e1)e1 + (Λe1,Λ−1e1)e2.
The right hand side is a linear combination of e1 and e2. 
Lemma 4. Let e ∈ E with dimk k[Λ]e = . Assume that e · Λie = 0 for all i 0. Choose f ∈ V such that
f · Λ−1e = 1 and f · Λie = 0 for all i <  − 1. Then
V(e, f ) =
〈
e,Λe, . . . ,Λ−1e
〉
⊕
〈
f ,Λf , . . . ,Λ−1f
〉
is non-degenerate and stable under the action of L = Λ + [e,Λf ]. Moreover,
V(e, f ) =
〈
e, Le, . . . , L−1e
〉
⊕
〈
f , Lf , . . . , L−1f
〉
and f can be chosen such that f · Lif = 0 for all i 0 and Lf = (L + 1)e = 0.
Proof. Non-degeneracy: let w = P(Λ)e + Q(Λ)f , with P,Q ∈ k[X] of degrees μP ,μQ < . If Q = 0,
then w · Λ−1−μP f /= 0. If Q /= 0, then w · Λ−1−μQ e /= 0.
Stability: the space 〈e,Λe, . . . ,Λ−1e〉 is stabilized by both Λ and [e,Λf ]. Also,
Lif = Λif +∑
j<i
αijΛ
je, (i < ),
Lf = Λf + (e · Λ−1f )Λf +∑
j<
αjΛ
je = ∑αjΛje.
So Lf ∈ k[L]e and V(e, f ) = k[L]e ⊕ k[L]f .
Next, Lw · e = 0 for all w ∈ k[L]f . Using duality, we get (L + 1)e = 0, so that L(L + 1) is an
annihilator of V(e, f ). The space V(e, f ) can be written as the direct sum of its X and X + 1 primary
parts, with respect to the action of L. Our inner product is zero on both primary parts since X and
X + 1 are not self dual operators (same argument as in Lemma 1 of [3]). Now k[L]e is contained in the
(X + 1)-primary part. Comparing dimensions, we conclude that the (X + 1)-primary part is k[L]e.We
ﬁnish by choosing f to be a generator of the X-primary part. 
Based on the above two lemmas, we describe the decomposition of V .
Theorem 2. The space V can bewritten as an orthogonal direct sumof subspaces V(e), V(e1, e2), or V(e, f )
as in Lemmas 3 and 4. This can be done such that E becomes an orthogonal direct sum of its traces on the
corresponding summands.
Proof. First, assume that ourHermitian product is non-zero on k[Λ]E. Choose aminimal  1with the
property that there are e1, e2 ∈ E such that e1 · Λ−1e2 /= 0. Then v · Λie1 = 0 for all v ∈ E and i <
 − 1. If e1 = e2, then for each v ∈ E we can ﬁnd λ ∈ k such that v + λe1 is orthogonal to Λ−1e1, so
V = V(e1) ⊥ V(e1)⊥ and E = 〈e1〉 ⊥ (V(e1)⊥ ∩ E),
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where V(e1) = 〈e1,Λe1, . . . ,Λ−1e1〉 is non-degenerate by Lemma 3. Similarly, if e1 · Λ−1e1 =
e2 · Λ−1e2 = 0, then for each v ∈ E we can ﬁnd λ1, λ2 ∈ k such that v + λ1e1 + λ2e2 is orthogonal
to Λ−1e1 and Λ−1e2, so
V = V(e1, e2) ⊥ V(e1, e2)⊥ and E = 〈e1, e2〉 ⊥ (V(e1, e2)⊥ ∩ E),
where V(e1, e2) = 〈e1, e2, . . . ,Λ−1e1,Λ−1e2〉 is non-degenerate by Lemma 3.
Next, assume that the Hermitian product is zero on k[Λ]E. Let k[Λ]e be a space of maximal di-
mension with e ∈ E. Set  = dimk k[Λ]e. If E /⊂ k[Λ]e, then choose e2 ∈ E \ k[Λ]e and an element
f ∈ V with f · Λ−1e = 1 and f · Λie = 0 for all i <  − 1. Then the element ewill generate a higher
dimensional vector space under the action of Λ + [e2, f ]. Indeed, [e2, f ]Λie = 0 for all i <  − 1, so
(Λ + [e, f ])ie = Λie if i  − 1,
(Λ + [e2, f ])e = (Λ + [e2, f ])Λ−1e = Λe + e2.
Replacing Λ by Λ + [e2, f ] we can continue this argument until E ⊂ k[Λ]e. Then we choose f ∈ V as
in Lemma 4 and write
V = V(e, f ) ⊥ V(e, f )⊥ and E ⊂
〈
e,Λe, . . . ,Λ−1e
〉
.
The trace of E on V(e, f )⊥ is zero, so V(e, f )⊥ can be treated as in Section 2. 
3.2. Proof of Theorem B
Using Theorem 2, we reduce our problem to the following cases.
Case 1: V = k[Λ]e and E = 〈e〉. By duality, if P(Λ) annihilates e, then P(Λ + 1) annihilates e, so
we can deﬁne φΛie = (Λ + 1)ie and proceed as in Section 2.2.
Case 2: V = k[Λ]e1 ⊕ k[Λ]e2 and E = 〈e1, e2〈, where the summands of V are of the same dimen-
sion and theHermitian product vanishes on each of them.WedeﬁneφΛie1 = (Λ + 1)ie2 andproceed
as in Section 2.2.
Case 3: V = k[Λ]e ⊕ k[Λ]f and e ∈ E ⊂ k[Λ]e, where the summands of V are of the same dimen-
sion  > 0 and the Hermitian product vanishes on each of them. The construction of φ is done in two
steps. First, in Lemma 5 below, we construct the σ -linear operator φ : k[Λ]e → k[Λ]e such that
φΛφ−1 + Λ + 1 = ∑
i
[ei, fi] and φ2 = 1, (2)
where {e1, . . . , er} is a basis of E and {f1, . . . , fr} ⊂ k[Λ]f . Here notice that [ei, fi] is an operator pro-
jecting k[Λ]e onto 〈ei〉 and the fi’s can be conveniently chosen from k[Λ]f . Second, we extend φ to
an operator φ : V → V by duality: v2 · φv1 = v1 · φv2 for all v1 ∈ k[Λ]f and v2 ∈ k[Λ]e. Using this
duality we get
v2 · (φΛφ−1 + Λ + 1)v1 = (φ(Λ + 1)φ−1 + Λ)v2 · v1.
The operators [ei, fi] are Hermitian, so equation 2 is valid on V . Similarly, φ2 = 1.
3.3. An auxiliary result
The following lemma is a linear algebra problem with no metric constraints. Here V is an n-
dimensional k-space.
Lemma 5. Let Λ : V → V be a linear map. If E ⊂ V is a given subspace, then there exists a σ -linear map
φ : V → V such that
(i) The operator φΛφ−1 + Λ + 1maps V inside E,
(ii) φE = E,
(iii) φ2 = 1.
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Before we proceed with the proof of this lemma, it is worth giving an example of what it says in
terms of matrices, when E is a one dimensional space generated by some element e and our involution
is trivial. With respect to the basis {e,Λe, . . . ,Λn−1e}, part (i) translates into the identity
Φ
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0 · · · 0 a1
1 0 · · · 0 a2
0 1 · · · 0 a3
...
...
0 0 · · · 1 an
⎞
⎟⎟⎟⎟⎟⎟⎠
+
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 · · · 0 a1
1 1 · · · 0 a2
0 1 · · · 0 a3
...
...
0 0 · · · 1 1 + an
⎞
⎟⎟⎟⎟⎟⎟⎠
Φ =
⎛
⎜⎜⎜⎜⎜⎜⎝
x1 x2 · · · xn
0 0 · · · 0
0 0 · · · 0
...
...
0 0 · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Here Φ represents the matrix of φ and the Jordan cells on the left hand side correspond to Λ and
Λ + 1. In this particular case it can be proved that Φ and x1, . . . , xn are uniquely determined, if we
ask that φ ﬁxes e.
Proof (Proof of Lemma 5). Induction on the dimension of V . We have two cases.
Case 1: E ∩ Λ−1E /= 0. Choose 0 /= e ∈ E with Λe ∈ E and an operator θ : V → 〈Λe〉 with θe =
Λe. Replacing Λ by Λ + θ in our statement does not change the problem, so we may assume that
Λe = 0. Write V = 〈e〉 ⊕ W , whereW is some complement of 〈e〉, and correspondingly
Λ =
(
0 Λ12
0 Λ22
)
φ =
(
φ11
φ22
)
,
where Λ22,φ22 ∈ End(W). Choose φ11 : 〈e〉 → 〈e〉 given by φ11(αe) = αe. In order to satisfy condi-
tion (i), we will choose φ22 such that
φ22Λ22 + (Λ22 + 1)φ22
maps W inside E ∩ W . For (ii) and (iii) we need to ask that φ22 stabilizes E ∩ W and φ222 = 1. The
existence of φ22 follows inductively.
Case 2: E ∩ Λ−1E = 0. Let W be a complement of E in V containing ΛE. Write V = E ⊕ W and
correspondingly
Λ =
(
0 Λ12
Λ21 Λ22
)
φ =
(
φ11 φ12
φ22
)
.
Here Λ22,φ22 ∈ End(W). Condition (i) is equivalent to the following:
(a) φ22Λ21 = Λ21φ11 and
(b) φ22Λ22 + (Λ22 + 1)φ22 = Λ21φ12.
Condition (a) shows that φ22 stabilizes the space ΛE. Since φ12 : W → E can be chosen at will,
condition (b) says that the operator φ22Λ22 + (Λ22 + 1)φ22 mapsW inside ΛE. The existence of φ22
follows inductively. Moreover, φ222 = 1.
Now notice that Λ21 is injective, since E ∩ Λ−1E = 0. So φ11 can be uniquely chosen to satisfy (a).
Moreover, φ211 = 1. To ﬁnish (iii), we need to prove that φ11φ12 = φ12φ22. But this follows from the
calculations below.
Λ22 + φ22(Λ22 + 1)φ22 = φ22Λ21φ12 after multiplying (b) by φ22,
Λ21φ12φ22 = φ22Λ21φ12 after using (b),
Λ21φ12φ22 = Λ21φ11φ12 after using (a). 
4. Theorem C
Given A ∈ Mn(k), we let r = rank(A + A∗). It is sufﬁcient to prove Theorem C for one conveniently
chosen matrix in the congruence class of A. Therefore we can assume that A and A + A∗ admit the
following partitions
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A =
(
A11 A12
A21 A22
)
A + A∗ =
(
0 0
0 D
)
,
where A22,D ∈ Mr(k) and D is non-singular. We can also assume that A11 is zero – otherwise we
partition A diagonally using conjugate row/column operations and apply induction. Similarly, A12
must be of rank n − r.
Next, we consider S ∈ Mn(k) partitioned like A and rewrite the condition SAS∗ = AT as follows.
First, we must have S(A + A∗)S∗ = (A + A∗)T . Since(
S11 S12
S21 S22
)(
0 0
0 D
)(
S∗11 S∗21
S∗12 S∗22
)
=
(
S12DS
∗
12 S12DS
∗
22
S22DS
∗
12 S22DS
∗
22
)
,
the equality S(A + A∗)S∗ = (A + A∗)T is only possible if S12 = 0 and S22DS∗22 = DT . Second, we have
the matrix identity
(
S11
S21 S22
)(
A∗21
A21 A22
)(
S∗11 S∗21
S∗22
)
=
(
S11A
∗
21S
∗
22
S22A21S
∗
11 S22A21S
∗
21 + S21A∗21S∗22 + S22A22S∗22
)
,
so SAS∗ = AT and SS = 1 if and only if the following are true:
(a′) S22DS∗22 = DT ,
(b′) S22S22 = 1,
(c′) S22A21S∗11 = A21,
(d′) S22A21S∗21 + S21A∗21S∗22 + S22A22S∗22 = AT22.
We explain the geometry of (a′)–(d′). Consider the Hermitian space (V , ·), where V = kr and the
product on V is given by v1 · v2 = v∗1D−1v2 for all column matrices v1, v2. Let φ : V → V be the σ -
linearmap given byφ(v) = S22v. Condition (a′) says thatφ is aσ -isometry. Condition (b′) is equivalent
to φ2 = 1. Condition (c′) says that φ stabilizes the column space of A21. Using (a′), condition (d′)
becomes
(S22A21)S
∗
21 + S21(S22A21)∗ + S22(A22D−1)S−122 DT = AT22, or
(S22A21)S
∗
21D
−1 + S21(S22A21)∗D−1 + S22(A22D−1)S−122 = 1 + A22D−1,
since D = DT and AT22 = D + A22. Let ei, fi denote the columns of S22A21, respectively S21. Then condi-
tion (d′) is equivalent to∑[ei, fi] + φΛφ−1 = 1 + Λ,
where Λ : V → V is the k-linear operator given by Λ(v) = A22D−1v. It remains to show that Λ and
Λ + 1 are dual operators. But
(Λv1) · v2 = (A22D−1v1)∗D−1v2 = v∗1D−1AT22D−1v2
= v∗1D−1(D + A22)D−1v2 = v1 · (1 + Λ)v2.
We can conclude that Theorem C follows from Theorem B.
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