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ON TRANSFER OPERATORS FOR C∗-DYNAMICAL SYSTEMS
B. K. KWANIEWSKI
Abstrat. The theme of the paper is the question of existene and basi
struture of transfer operators for endomorphisms of a unital C∗-algebra. We
establish a omplete desription of non-degenerate transfer operators, har-
aterize omplete transfer operators and larify their role in rossed produt
onstrutions. Also, we give neessary and suient onditions for existene
of transfer operators for ommutative systems, and disuss their form for en-
domorphisms of B(H) whih is relevant to Kadison-Singer problem.
Introdution
In [10℄ R. Exel introdued a notion of transfer operator for C∗-dynamial systems
as a natural generalization of the orresponding notion from lassial dynamis 
the Ruelle-Perron-Frobenius operator. His aim was to use transfer operators in a
onstrution of rossed-produts assoiated with irreversibleC∗-dynamial systems,
and one of the problemati issues was the dependene of his onstrution on the
hoie of a transfer operator whih usually is not unique. This problem was to some
extent irumvented reently by A. Bakhtin and A. V. Lebedev who introdued in
[6℄ a notion of omplete transfer operator whih if it exists is a neessarily unique
non-degenerate transfer operator and is a suient tool to deal with the most im-
portant types of rossed-produts, see [4℄, [17℄. Thus in this ontext, but also for
future potential appliations in nonommutative dynamis, f. [5℄, [11℄, it is essen-
tial to understand the struture and the relationship between the non-degenerate
and omplete transfer operators. So far, however, this topi was not thoroughly
investigated and our objetive is a response to this deieny.
We start with pushing to the limit a relation touhed upon in [10, Prop. 2.6℄
whih results with a omplete desription of non-degenerate transfer operators via
onditional expetations, Theorem 1.6. We improve investigations of [6℄ by showing
that a omplete transfer operator for an endomorphism α exists if and only if α has
a unital kernel and a hereditary range. This allow us to give an expliit denition of
omplete transfer operators (Denition 1.7), haraterize them in terms of Hilbert
C∗-modules (Proposition 1.9), and larify their predominant role in the theory of
rossed-produts by endomorphisms (Remark 1.10).
In Setion 2 we illustrate the problem of uniqueness and existene of transfer
operators inluding a brief survey of ommutative systems where transfer operators
are related to the so-alled averaging operators [8℄, [21℄. In partiular, Theorem 2.5
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presents neessary and suient onditions for existene respetively of non-zero
and non-degenerate transfer operators.
In the losing setion we investigate C∗-dynamial systems on the algebra B(H)
of all bounded operators on a separable Hilbert spae H . We inline toward the
point of view that an endomorphism α : B(H)→ B(H) of index nmay be onsidered
as a non-ommutative n-to-one mapping, and thus we represent transfer operators
for (B(H), α) as integrals on the spae onsisting of n-elements. This desription
inludes all possible transfer operators in the ase n is nite, and all normal and
ertain singular operators in the ase n = ∞, Theorems 3.3, 3.6. The omplete
desription when n = ∞ is hallenging and is related to the elebrated Kadison-
Singer problem [13℄, see page 10.
1. Transfer operators and their haraterizations
Throughout the paper we let A be a C∗-algebra with an identity 1 and α : A → A
be an endomorphism of this C∗-algebra, referring to the pair (A, α) as to a C∗-
dynamial system. We start with realling basi denitions and fats onerning
transfer operators, f. [10℄, [6℄.
Denition 1.1. A linear map L : A → A is alled a transfer operator for (A, α) if
it is ontinuous, positive and suh that
(1) L(α(a)b) = aL(b), a, b ∈ A.
If L is a transfer operator for (A, α), by passing to adjoints one gets the sym-
metrized version of (1):
L(bα(a)) = L(b)a, a, b ∈ A.
This implies that the range of L is a two-sided ideal and L(1) is a positive entral
element in A. Clearly, every pair (A, α) admits a transfer operator, namely the zero
operator will do. In fat, as we shall see, there are C∗-dynamial systems for whih
the only transfer operator is the zero one. In order to avoid suh degenerated ases
it is natural to impose additional onditions suh as presented in the following
Proposition 1.2 ([10℄, Proposition 2.3). Let L be a transfer operator for the pair
(A, α). Then the following are equivalent:
i) E = α ◦ L is a onditional expetation from A onto α(A),
ii) α ◦ L ◦ α = α,
iii) α(L(1)) = α(1).
Denition 1.3 ([10℄, Denition 2.3). A transfer operator L is said to be non-
degenerate if the equivalent onditions of Proposition 1.2 hold.
In onnetion with ondition i) of Proposition 1.2 one easily sees that a ondi-
tional expetation from A onto α(A) is uniquely determined by its restrition to
α(1)Aα(1) whih yields a onditional expetation from α(1)Aα(1) onto α(A). This
observation implies
Proposition 1.4. A transfer operator L for (A, α) is non-degenerate i E = α◦L
is a onditional expetation from α(1)Aα(1) onto α(A).
An essential part of struture and a neessary ondition for the existene of non-
degenerate transfer operators is presented in the following proposition whih is an
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improvement of [10, Prop. 2.5℄ and the orresponding results in [6℄. For an ideal I
in A we denote by I⊥ = {a ∈ A : aI = 0} its annihilator.
Proposition 1.5. Suppose that there exists a non-degenerate transfer operator for
(A, α). Then kerα is unital and hene A admits the deomposition
A = kerα⊕ (kerα)⊥.
Moreover, if L is a non-degenerate transfer operator for (A, α), then
i) L(A) = (kerα)⊥, in partiular 1− L(1) is the unit in kerα,
ii) L : α(A) → L(A) is a ∗-isomorphism uniquely determined by α. Namely,
it is the inverse to the
∗
-isomorphism α : L(A) = (kerα)⊥ → α(A).
Proof. That A = kerα ⊕ L(A) follows from [10, Prop. 2.5℄. Sine however
α(1) is a projetion, α(L(1)) = α(1) and α : (kerα)⊥ → α(A) is a ∗-isomorphism
we get that L(1) = (α|L(A))
−1(α(1)) is a (entral) projetion in A. Thus 1 − L(1)
is the unit in kerα and L(A) = (kerα)⊥. Using α ◦ L ◦ α = α one sees that
L : α(A)→ L(A) oinides with (α|(kerα)⊥)
−1
. 
Combining Propositions 1.4 and 1.5 we get
Theorem 1.6. There exists a non-degenerate transfer operator for (A, α) if and
only if kerα is unital and there exists a onditional expetation E : α(1)Aα(1) →
α(A).
More preisely, if kerα is unital we have a one-to-one orrespondene between
non-degenerate transfer operators L for (A, α) and onditional expetations E from
α(1)Aα(1) onto α(A) established via the formulae
E = α ◦ L|α(1)Aα(1), L(a) = α
−1
(
E(α(1)aα(1))
)
, a ∈ A,
where α−1 is the inverse to the isomorphism α : (kerα)⊥ → α(A).
Proof. In view of Propositions 1.4 and 1.5, it sues to hek that L(a) =
α−1(E(α(1)aδ(1))) is a non-degenerate transfer operator whih is straightforward.

In view of the above the niest situation one may imagine is that when α(A) =
α(1)Aα(1) whih holds i α(A) is a hereditary subalgebra of A, f. [10, Prop.
4.1℄. Then the only onditional expetation we may onsider is the identity, and
thereby (if kerα is unital) there is a unique non-degenerate transfer operator for α.
Operator arising in this manner obviously satises
α(L(a)) = α(1)aα(1), a ∈ A,
and hene it oinides with the one alled by I. V. Bakhtin and A. V. Lebedev [6℄,
[17, 2.3℄, a omplete transfer operator. Thus in ontrary to [6℄, [17℄, we may give a
denition of this notion in terms intrinsi to the system (A, α).
Denition 1.7. We shall say that (A, α) admits a omplete transfer operator if
α : A → A has a unital kernel and a hereditary range. Then, by Theorem 1.6,
there is a unique non-degenerate transfer operator for (A, α) given by
L(a) = α−1(α(1)aα(1)), a ∈ A,
where α−1 is the inverse to the isomorphism α : (kerα)⊥ → α(A). We shall all L
a omplete transfer operator for (A, α).
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We now haraterize omplete transfer operators via Hilbert C∗-modules whih
will allow us to reveal the relationship between the various rossed produts. We
reall [12, Ex. 16℄, [15℄, that there is a natural struture of a C∗-orrespondene
over A on the spae E := α(1)A given by
a · x := α(a)x, x · a := xa, and 〈x, y〉A := x
∗y, x, y ∈ E, a ∈ A.
So in partiular, E is a right Hilbert A-module equipped with a left ation by
adjointable maps, f. [20℄. Suh objets are sometimes alled Hilbert bimodules
[12℄. However there are reasons to reserve this term for an objet with an additional
struture. Namely, as in [7℄, [1℄, we adopt the following
Denition 1.8. A Hilbert A-bimodule is a Banah spae E whih is both right
Hilbert A-module and left Hilbert A-module with A-valued inner produts 〈·, ·〉A
and A〈·, ·〉 onneted via the so-alled imprimitivity ondition
x · 〈y, z〉A = A〈x, y〉 · z, for all x, y, z ∈ E.
Now, let E be a C∗-orrespondene of a C∗-dynamial system (A, α).
Proposition 1.9. There exists a left A-valued inner produt A〈·, ·〉 making E (with
its predened left ation) into a Hilbert bimodule if and only if (A, α) admits a
omplete transfer operator. Moreover, if L is a omplete transfer operator, then
A〈x, y〉 = L(xy
∗), L(a) = A〈α(1)a, α(1)〉 x, y ∈ E, a ∈ A.
Proof. If L is a omplete transfer operator, then A〈x, y〉 := L(xy∗) makes E a
left semi-inner A-module by (1) and positivity of L. Sine, for x ∈ E = α(1)A we
have xx∗ ∈ α(1)Aα(1) = α(A) and L is faithful on α(A), A〈·, ·〉 is non-degenerate.
Furthermore, for x, y, z ∈ E
A〈x, y〉 · z = α(L(xy
∗))z = α(1)xy∗α(1)z = xy∗z = x · 〈y, z〉A.
Hene E is a Hilbert A-bimodule. Conversely, if E is a Hilbert A-bimodule and
L(a) := A〈α(1)a, α(1)〉, a ∈ A, then
L(α(b)a)) = A〈α(1)α(b)a, α(1)〉 = A〈b · α(1)a, α(1)〉 = bA〈α(1)a, α(1)〉 = bL(a).
and
α(L(a)) = α(A〈α(1)a, α(1)〉) = α(A〈α(1)a, α(1)〉)α(1) =
= A〈α(1)a, α(1)〉 · α(1) = α(1)a · 〈α(1), α(1)〉A = α(1)aα(1).
Moreover, using the fat that A ats on E from the right via operators adjointable
with respet to A〈·, ·〉, f. [7, Rem 1.9℄ we get
L(aa∗) = A〈α(1)aa
∗, α(1)〉 = A〈α(1)a, α(1)a〉 ≥ 0.
Hene L is the omplete transfer operator for (A, α). 
Remark 1.10. If (A, α) admits a omplete transfer operator and E is the orre-
sponding bimodule, then similarly as in [12, Ex. 16℄, f. [18℄, [15℄, one may see that
there is a one-to-one orrespondene between ovariant representations of (A, α),
see [17, 3.1℄, [4, 2.4℄ and ovariant representations of the bimodule E, see [1, 2.1℄.
Thus the rossed produt A⋊α Z onsidered in [4℄ (and as a partiular ase in [17℄)
oinides with the rossed produt A ⋊E Z by the Hilbert bimodule E introdued
in [1℄. Furthermore, by [4, Thm. 4.15℄, these algebras oinide with Exel's rossed
produt A ⋊α,L Z, and by [14, Prop. 3.7℄, with Katsura's version of the Cuntz-
Pimsner algebra OE . The harateristi feature of the onsidered algebra is that
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A embeds in it as the ore - the xed point algebra of the dual ation, f. [1, Thm.
3.1℄. This means that every (semisaturated) partial isometri rossed-produt may
be redued to the onstrution based on a C∗-dynamial system with a omplete
transfer operator, f. [4℄, [15℄.
2. Transfer operators for ommutative systems
In this setion we assume that A is ommutative. Then A = C(X) where X is
a ompat Hausdor spae and it is well known, see for instane [16, Thm. 2.2℄,
that α is of the form
(2) α(a)(x) =
{
a(γ(x)) , x ∈ ∆
0 , x /∈ ∆
, a ∈ C(X),
where ∆ is a lopen subset of X and γ : ∆ → X is a ontinuous map. For any
ompat Hausdor spae Y we let Mes(Y ) denote the spae of all nite regular
positive Borel measures on Y endowed with the weak∗ topology.
Proposition 2.1. A mapping L is a transfer operator for the ommutative system
(A, α) if and only if it is of the form
(3) L(a)(x) =
{∫
γ−1(x) a(y)dµx(y) , x ∈ Int(γ(∆))
0 , x ∈ X \ γ(∆)
a ∈ A,
where the measure µx is supported on γ
−1(x) and the mapping
Int(γ(∆)) ∋ x 7−→ µx ∈Mes(∆)
is ontinuous and vanishing at the innity in the sense that for every a ∈ A and
every ε > 0 the set {x : |
∫
γ−1(x)
a(y)dµx(y)| ≥ ε} is ompat in Int(γ(∆)).
In partiular,
i) L is non-degenerate i γ(∆) is open and µx is a probability measure for
x ∈ γ(∆),
ii) L is omplete i γ(∆) is open, γ : ∆ → γ(∆) is a homeomorphism, and
then
L(a)(x) =
{
a(γ−1(x)) , x ∈ γ(∆)
0 , x ∈ X \ γ(∆)
a ∈ A.
Proof. It is well known, f. [8℄, [21℄, that a positive operator L : C(X)→ C(X)
is ontinuous i the mapping X ∋ x 7−→ µx ∈ Mes(X) where µx(a) := L(a)(x),
a ∈ C(X), is ontinuous. Furthermore, if we assume that µx = 0 for x ∈ X \ γ(∆),
then the mapping X ∋ x 7−→ µx ∈ Mes(X) is ontinuous i its restrition to
Int(γ(∆)) is ontinuous and vanishing at innity.
In view of the above formula (3) denes a bounded positive operator L whih
learly satises (1). Conversely, if L is a transfer operator for (A, α), then µx = 0
for x ∈ X \ γ(∆). Indeed, for every h ∈ C(X) suh that h(γ(∆)) = 1 we have
α(h) = α(1), and hene
µx(a) = L(a)(x) = L(α(1)a)(x) = h(x)L(a)(x) = h(x)µx(a), a ∈ A.
This together with Urysohn lemma proves our laim. Let x ∈ Int(γ(∆)). Equation
(1) implies that
∫
X
a dµx =
∫
∆ a dµx and
∫
∆(a ◦ γ)(y)dµx(y) = L(1)(x)a(x), a ∈
C(X). Using these one gets suppµx ⊂ γ−1(x), and thus L is of the form (3). The
items i) and ii) follow immediately from Proposition 1.5 and Denition 1.7. 
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As we shall see in Corollary 2.7 and Proposition 3.1 it often happens that unique-
ness of non-degenerate transfer operators is equivalent to ompleteness, however in
general this is not true.
Example 2.2. Let X = [0, 1] ∪ {2} and γ|[0,1] = id, γ(2) = 0. For a ontinu-
ous mapping [0, 1] ∋ x 7−→ µx ∈ Mes(X) suh that µx is a probability measure
supported on γ−1(x) one learly must have µx = δx. Thus the system (C(X), α),
where α(a) = a ◦ γ, has a unique non-degenerate transfer operator, even though it
does not admit a omplete transfer operator.
It follows from Proposition 2.1 that non-degenerate transfer operators for (A, α)
orrespond to norm one left inverses of the omposition operator α : C(γ(∆)) →
C(∆), that is to the so-alled regular averaging operators for γ : ∆→ γ(∆), f. [8℄.
We now adapt the results of [8℄ to obtain riteria for existene of transfer operators.
Denition 2.3. if X,Y are ompat Hausdor spaes, we denote by F (X) the
olletion of all losed subsets of X , and say that a mapping Φ : Y → F (X) is lower
semiontinuous (l.s.) if for every open V ⊂ X the set {x ∈ Y : V ∩ Φ(x) 6= ∅} is
open in Y .
By a setion of γ : ∆ → X we mean a mapping Φ : γ(∆) → F (∆) suh that
Φ(x) ⊂ γ−1(x) for all x ∈ γ(∆).
Proposition 2.4. A neessary ondition that the system (A, α) admit
i) a non-zero transfer operator is that γ : ∆→ γ(∆) admits a l.s. setion not
identially equal to ∅.
ii) a non-degenerate transfer operator is that γ(∆) is open in X and γ : ∆→
γ(∆) admit a l.s. setion taking values in F (∆) \ {∅}.
Proof. It is known, f. [8, Cor. 3.2℄, that for any ontinuous operator L :
C(X) → C(X) the mapping X ∋ x 7−→ suppµx ∈ F (X) where µx(a) := L(a)(x),
a ∈ C(X), is l.s.. Hene the statement follows from Proposition 2.1. 
As a non-trivial appliation of the above result we note that the only lower semi-
ontinuous setion for the Cantor map γ : [0, 1]→ [0, 1] (whih graph is Devil's stair-
ase) is Φ ≡ ∅ and hene there are no non-zero transfer operators for (C([0, 1]), α)
where α(a) = a ◦ γ. For metrizable spaes the onditions from Proposition 2.4 are
not only neessary but also suient.
Theorem 2.5. If X is a metri spae, then the system (A, α) admit
i) a non-zero transfer operator if and only if γ : ∆ → γ(∆) admits a l.s.
setion not identially equal to ∅.
ii) a non-degenerate transfer operator if and only if γ(∆) is open in X and
γ : ∆→ γ(∆) admit a l.s. setion taking values in F (∆) \ {∅}.
Proof. To show item i) let Φ : γ(∆) → F (∆) be a l.s. setion for γ not
identially equal to ∅. Then the set V := {x ∈ γ(∆) : Φ(x) 6= ∅} is open and not
empty. By Urysohn lemma there exists a non-zero ontinuous mapping h : X →
[0, 1] with a support ontained in a losed subset K ⊂ V . By [8, Thm. 3.4℄ there
exists a regular averaging operator U : C(γ−1(K)) → C(K) for γ : γ−1(K) → K
and one easily sees that the formula
L(a)(x) :=
{
h(x)(Ua|γ−1(K))(x) , x ∈ K
0 , x ∈ X \K
, a ∈ A = C(X),
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denes a non-zero transfer operator for (A, α). Item ii) follows from Proposition
2.1 i) and [8, Thm. 3.4℄. 
We end this setion disussing the ase of nite-to-one mappings. To this end
for every transfer operator L we dene a funtion ρ : ∆→ [0,∞) by the formula
(4) ρ(x) := µγ(x)({x}), x ∈ ∆,
where µx ∈ Mes(∆), x ∈ γ(∆), is given by µx(a) = L(a)(x). In general, this
funtion is not ontinuous, does not determine operator L uniquely, and not every
ontinuous funtion might serve as ρ. We have, however, the following
Proposition 2.6. If the map γ determined by (2) is nite-to-one, then every trans-
fer operator for (A, α) is of the form
(5) L(a)(x) =
{∑
y∈γ−1(x) ρ(y)a(y) , x ∈ γ(∆)
0 , x /∈ γ(∆)
a ∈ A,
where ρ : ∆→ [0,∞) is a funtion given by (4). Moreover,
i) if there exists an open over {Vi}ni=1 of ∆ suh that γ restrited to Vi,
i = 1, ..., n, is one-to-one, then ρ is neessarily ontinuous,
ii) if item i) holds and γ : ∆ → X is an open map (that is γ : ∆ → γ(∆)
is a loal homeomorphism and γ(∆) ⊂ X is open), then every ontinuous
funtion ρ : ∆→ [0,∞) denes via (5) a transfer operator for (A, α).
Proof. As for eah x ∈ γ(∆) the support suppµx ⊂ γ−1(x) onsists of nite
number of points, the formula (5) follows from (3) and (4).
i). Let {hi}ni=1 ⊂ C(∆) be a partition of unity subjet to {Vi}
n
i=1. Treating hi as
an element of C(X) we get
α(L(hi))(x) = L(hi)(γ(x)) = ρ(x)hi(x), x ∈ Vi.
Hene for eah i = 1, ..., n the funtion ρ(x)hi(x) is ontinuous on ∆, and thus
ρ =
∑n
i=1 ρ · hi is ontinuous as well.
ii). Is straightforward sine for the loal homeomorphism γ : ∆ → γ(∆), the
number of elements in γ−1(x) for x ∈ γ(∆) is onstant on every omponent of γ(∆)
and γ(∆) is lopen. 
Corollary 2.7. If γ : ∆ → γ(∆) is a loal homeomorphism and γ(∆) ⊂ X is
open, then (5) establishes a one-to-one orrespondene between the non-degenerate
transfer operators for (A, α) and ontinuous funtions ρ : ∆ → [0,∞) suh that∑
γ(x)=γ(y) ρ(y) = 1 for all x ∈ ∆. In partiular, there is a unique non-degenerate
transfer operator for (A, α) i it is a omplete transfer operator.
3. Transfer operators for systems on B(H)
Let H be a separable Hilbert spae. We reall that due to [23, Thm 1℄ every
bounded positive linear map T : B(H) → B(H) has a unique deomposition into
its normal and singular part:
T = Tn + Ts
where Tn, Ts are bounded positive linear operators, Tn is normal and Ts is singular
(Ts annihilates the algebra K(H) of ompat operators). Moreover, taking into
aount the expliit form of Tomiyama's deomposition, see [23℄, one sees that if T
is an endomorphism (resp. a transfer operator, or a onditional expetation) Tn,
Ts are again endomorphisms (resp. transfer operators, onditional expetations).
8 B. K. KWANIEWSKI
In partiular, sine there is no non-zero representation of the Calkin algebra on a
separable Hilbert spae, every endomorphism α of B(H) is normal, and the las-
siation of transfer operators for (B(H), α) splits into lassiation of all normal
and all singular ones.
We x an endomorphism α : B(H) → B(H). Normality of α implies that there
exists a number n = 1, 2, ...,∞ alled an index for α, and a family of isometries Ui,
i = 1, ..., n with orthogonal ranges suh that
(6) α(a) =
n∑
i=1
UiaU
∗
i , a ∈ B(H),
where (if n =∞) the sum is weakly onvergent, see, for instane, [19℄. As transfer
operators for (B(H), α) are ompletely determined by their ation on the algebra
α(1)B(H)α(1) we note that α(1)B(H)α(1) may be presented as the following W ∗-
tensor produt
α(1)B(H)α(1) = B(H0)⊗ B(Hn) = B(H0 ⊗Hn)
where dimH0 = ∞ and dimHn = n. To be more preise, this deomposition is
obtained assuming the following identiation
(7) a⊗ b = U∗aU
n∑
i,j=1
b(i, j)UiU
∗
j
where the sum is weakly onvergent, {b(i, j)}ni,j=1 is a matrix of b ∈ B(Hn) with
respet to a xed orthonormal basis {ei}ni=1 for Hn, and U is the isometry Ui0 for
an arbitrarily hosen but xed index i0 = 1, ..., n (then H0 = UU
∗H), f. [19℄, [9℄.
Under these identiations, the homomorphism α : B(H) → B(H0 ⊗Hn) ⊂ B(H)
has an espeially simple form: α(a) = UaU∗ ⊗ 1, a ∈ B(H), and in partiular
α(B(H)) = B(H0)⊗ 1.
Proposition 3.1. For every transfer operator L for (B(H), α) there exists a posi-
tive linear funtional ω on B(Hn) suh that
(8) L(a⊗ b) = U∗aUω(b), a⊗ b ∈ B(H0)⊗ B(Hn).
Moreover,
i) relation (8) establishes an isometri isomorphism between the one of nor-
mal transfer operators L for (B(H), α) and the one of normal positive
linear funtionals ω on B(Hn).
ii) L is singular i ω is singular (i.e. annihilates K(Hn)), in partiular, if n
is nite then all transfer operators are normal.
iii) there is a unique non-degenerate transfer operator L for (B(H), α) i n = 1,
and then α(a) = UaU∗ and L(a) = U∗aU is a omplete transfer operator.
Proof. For any b ∈ B(Hn), L(1⊗ b) ommutes with every a ∈ B(H):
aL(1⊗ b) = L(α(a) · 1⊗ b) = L
(
(UaU∗ ⊗ 1)(1⊗ b)
)
= L(UaU∗ ⊗ b)
= L
(
(1⊗ b)(UaU∗ ⊗ 1)
)
= L((1 ⊗ b)α(a)) = L(1⊗ b)a.
Thus we have L(1 ⊗ b) = ω(b) · 1 for ertain ω(b) ∈ C, and this relation denes a
positive linear funtional on B(Hn) for whih (8) holds.
i). That normality of L implies normality of ω is straightforward. Conversely, as
tensors a⊗b are linearly strongly dense in B(H0)⊗B(Hn), any normal ω determines
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uniquely via (8) a normal operator L. Moreover, sine U is an isometry, L is a
transfer operator for α(a) = UaU∗ ⊗ 1 and ‖L‖ = ‖ω‖.
Item ii) follows from the equality K(H) = K(H0) ⊗ K(Hn) and formula (8). Item
iii) follows from item i). 
Combining the above statement with Proposition 1.6 one gets
Proposition 3.2 ([22℄, Prop. 2.4). There is a one-to-one orrespondene between
the normal onditional expetations E : B(H0⊗Hn)→ B(H0)⊗1 and normal states
ω on B(Hn), established by the relation
(9) E(a⊗ b) = a⊗ ω(b)1, a⊗ b ∈ B(H0)⊗ B(Hn).
Moreover, if n is nite every onditional expetation E : B(H0⊗Hn)→ B(H0)⊗ 1
is normal.
Sine every normal positive funtional ω on B(Hn) is of the form ω(a) = Tr (ρa)
where ρ ∈ K(Hn) is a positive trae lass operator, one may dedue the following
expliit form of normal transfer operators.
Theorem 3.3. An operator L : B(H) → B(H) is a normal transfer operator for
(B(H), α) if and only if it is of the form
(10) L(a) =
n∑
i,j=1
ρ(i, j)U∗i aUj, a ∈ B(H)
where {Ui}ni=1 is a family of isometries satisfying (6) and {ρ(i, j)}
n
i,j=1 is a matrix
of a positive trae lass operator ρ ∈ K(Hn), that is∑
i,j
ρ(i, j)zizj ≥ 0 for all zi ∈ C, i = 1, ..., n, and Tr ρ =
n∑
i=1
ρ(i, i) <∞.
Moreover, ‖L‖ = Tr ρ and L is non-degenerate if and only if Tr ρ = 1.
Proof. It sues to hek that (10) and (8) agree on simple tensors a ⊗ b ∈
B(H)⊗ B(Hn) where ω(a) = Tr (ρa). In view of (7) it is straightforward. 
Corollary 3.4. If n <∞, then every transfer operator for (B(H), α) is of the form
(10) for a positive denite matrix {ρ(i, j)}ni,j=1.
In order to represent not neessarily normal transfer operators (in the ase n =
∞) we shall replae the sum in (10) with a weak integral. We denote by Mesf.a(N)
the set of all positive nite nitely additive measures on N, and reall that the
Lebesgue integral
∫
N
f(i) dµ(i), f ∈ ℓ∞, µ ∈Mesf.a(N) allows us to treat elements
of Mesf.a(N) as positive funtionals on the algebra ℓ
∞
of bounded sequenes on
N. Moreover, identifying ℓ∞ with the orresponding atomi masa of B(Hn) one
may use a form of "integration" (usually expressed via limits along ultralters)
to extend these funtionals from ℓ∞ to B(Hn), f. [13℄, [3℄. We shall adopt this
method to transfer operators with the help of the following simple onsequene of
Riesz lemma.
Lemma 3.5. For every µ ∈Mesf.a.(N) and every bounded funtion φ : N→ B(H)
there exists a unique bounded operator denoted by
∫
N
φ(i) dµ(i) satisfying
〈
∫
N
φ(i) dµ(i)x, y〉 =
∫
N
〈φ(i)x, y〉 dµ(i), for all x, y ∈ H.
Moreover, ‖
∫
N
φ(i) dµ(i)‖ = supi∈N ‖φ(i)‖.
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Theorem 3.6. Let the index of α be n =∞. For every µ ∈Mesf.a.(N) the formula
(11) L(a) =
∫
N
U∗i aUi dµ(i), a ∈ B(H)
denes a transfer operator for (B(H), α). Moreover, ‖L‖ = µ(N) and
i) L is singular i µ has no atoms.
ii) the positive linear funtional ω assoiated with L via (8) is diagonalizable,
that is ω(a) =
∫
N
〈aei, ei〉dµ(i), a ∈ B(Hn), ({ei}i∈N is the xed basis).
iii) L is non-degenerate i µ(N) = 1, and then the onditional expetation
E = α ◦ L is given by E(a) =
∑∞
j=1
∫
N
UjU
∗
i aUiU
∗
j dµ(i).
Proof. Plainly, L(a) =
∫
N
U∗i aUi dµ(i) is positive. It satises (1) as the ranges
of isometries {Ui}i∈N are orthogonal and hene for a, b ∈ B(H) we have
L(α(a)b) =
∫
N
U∗i

 n∑
j=1
UjaU
∗
j

 bUi dµ(i) =
∫
N
aU∗i bUi dµ(i) = aL(b).
For x, y ∈ H , ‖x‖ = ‖y‖ = 1, we have |〈L(a)x, y〉| ≤
∫
N
|〈U∗i aUix, y〉| dµ(i) ≤
‖a‖µ(N), and as L(1) = 1 · µ(N) we get ‖L‖ = µ(N).
i). It will follow from ii) and Proposition 3.1 ii).
ii). By (7), for a ∈ B(Hn) we have 1 ⊗ a =
∑∞
i,j=1 a(i, j)UiU
∗
j ∈ B(H) where
a(i, j) = 〈aej , ei〉. Thus using orthogonality of the ranges of {Ui}i∈N we get
1 · ω(a) = L(1 ⊗ a) =
∫
N
U∗i

 ∞∑
k,j=1
a(k, j)UkU
∗
j

Ui dµ(i) =
∫
N
1 · a(i, i) dµ(i)
= 1 ·
∫
N
a(i, i) dµ(i) = 1 ·
∫
N
〈aei, ei〉dµ(i).
iii). Follows from the equality α(L(1)) = µ(N)α(1). 
Corollary 3.7. For every diagonalizable singular state ω on B(Hn) there exists a
singular onditional expetation E : B(H0 ⊗Hn)→ B(H0)⊗ 1 satisfying (9).
Formula (11) desribes transfer operators "`diagonalizable with respet to the
basis {ei}i∈N in Hn. Changing this basis one gets more transfer operators. Namely,
for every matrix {u(i, j)}∞i,j=1 of a unitary operator u ∈ B(Hn); u(i, j) = 〈uej , ei〉,
i, j ∈ N, the formula
(12) L(a) =
∞∑
k,j=1
∫
N
u(k, i)u(k, j)U∗j aUi dµ(i), a ∈ B(H)
denes a transfer operator for (B(H), α). In partiular, taking into aount all
unitary matries and all σ-additive measure on N, (12) is equivalent to (10), that
is it desribes all normal transfer operators. However, it is almost ertain that (12)
does not desribe all transfer operators. The funtionals assoiated with transfer
operators from Theorem 3.6 are spei extensions of funtionals on the algebra of
all diagonalizable operators ℓ∞ ⊂ B(Hn), and if the Kadison-Singer onjeture is
false suh extensions even for pure states might not be unique. Moreover, in the light
of the reent result of C. Akemann and N. Weaver [2℄ there exist not diagonalizable
pure states, i.e. states not having the form appearing in Theorem 3.6 ii). In order
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to larify the role of Kadison-Singer onjeture in suh onsiderations we rephrase
Theorem 3.6.
Proposition 3.8. Let n = ∞. For every state ω ∈ (ℓ∞)∗ of the atomi masa
ℓ∞ ⊂ B(Hn) there exists a non-degenerate transfer operator for (B(H), α) satisfying
(13) L(a⊗ b) = U∗aUω(b)1, a ∈ B(H0), b ∈ ℓ
∞ ⊂ B(Hn),
and suh that, if ω is a pure state on ℓ∞ then the funtional assoiated with L via
(8) is a pure extension of ω onto B(Hn).
We have two relevant problems:
Problem 1 : Does equation (8) where ω is a pure state of B(Hn) whose restrition
to ℓ∞ is pure, determines uniquely a non-degenerate transfer operator ?
Problem 2 : Does equation (13) where ω is a pure state of ℓ∞ determine uniquely a
non-degenerate transfer operator ?
The positive answer to Problem 2 implies the positive answer to Problem 1. If the
Kadison-Singer onjeture is true then Problems 1 and 2 are equivalent, and nally
if the answer to Problem 1 is positive then Problem 2 and Kadison-Singer problem
are equivalent.
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