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Abstrakt
Tato pra´ce se zaby´va´ maticemi se zna´mou inverzı´. Jsou to specia´lnı´ typy matic, pro
jejichzˇ vy´pocˇet inverze vyuzˇijeme explicitneˇ zna´my´ch vzorcu˚. Lze prˇedpokla´dat, zˇe takto
zı´skana´ inverznı´ matice je exaktneˇjsˇı´, cˇehozˇ vyuzˇijeme prˇi testova´nı´ prˇesnosti vy´pocˇtu˚
v programu MATLAB. Pro jednotlive´ matice si zı´skane´ hodnoty zapı´sˇeme do tabulek
a zkouma´me odlisˇnosti. Sledujeme take´ prˇı´cˇiny neprˇesny´ch vy´pocˇtu˚, ktere´ souvisı´ s re-
prezentacı´ cˇı´sel v pocˇı´tacˇi.
Klı´cˇova´ slova: matice, inverznı´ matice, MATLAB
Abstract
This thesis deals with matrices with known inverses. These are special types of matrices,
of which inverses we will compute by explicitly known formulas. It can be assumed, that
inverse obtained in this way is more accurate. We will use them for testing the accuracy
of calculation in MATLAB. We will write down obtained values in the table for every
matrix. We will also observe the causes of inaccurate computation, which are associated
with computer representation of number.
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Seznam pouzˇity´ch zkratek a symbolu˚
A - Matice
A−1 - Inverznı´ matice
I - Jednotkova´ matice
MAij - Minor matice
R
m×n - Mnozˇina m× n matic
R
m - Mnozˇina sloupcovy´ch vektoru˚
det(A) - Determinant matice A
rAi - i-ty´ rˇa´dek matice A
sAj - j-ty´ sloupec matice A∏
- Soucˇin∑
- Suma
δ(x˜) - Odhad relativnı´ chyby
ε(x˜) - Odhad absolutnı´ chyby
κ(A) - Cˇı´slo podmı´neˇnosti matice
|| · || - Eukleidovska´ norma vektoru
Obsah
1 U´vod 1
2 Matice a jejich vlastnosti 2
2.1 Matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1.1 Definice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Minor matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Determinant matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.4 Inverznı´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.4.1 Vy´pocˇet inverznı´ matice Gaussovou eliminacˇnı´ metodou . . . . . . 4
2.5 LU rozklad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5.1 Troju´helnı´kove´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5.2 Vy´pocˇet LU rozkladu . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.6 Podmı´neˇnost matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.6.1 Norma vektoru . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.6.2 Norma matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.6.3 Cˇı´slo podmı´neˇnosti matice . . . . . . . . . . . . . . . . . . . . . . . 8
2.6.4 Dobrˇe podmı´neˇny´ syste´m . . . . . . . . . . . . . . . . . . . . . . . . 9
2.6.5 Sˇpatneˇ podmı´neˇny´ syste´m . . . . . . . . . . . . . . . . . . . . . . . . 9
3 Matice se zna´mou inverzı´ 10
3.1 Lehmerova matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.1.1 Definice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.1.2 LU rozklad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1.3 Inverze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.1.4 Konkre´tnı´ prˇı´klad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.5 Uka´zka implementace v MATLABu . . . . . . . . . . . . . . . . . . 15
3.2 Pascalova matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.1 Definice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.2 Typy Pascalovy´ch matic a vztahy mezi nimi . . . . . . . . . . . . . 16
3.2.3 Inverznı´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2.4 Konkre´tnı´ prˇı´klad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2.5 Uka´zka implementace v MATLABu . . . . . . . . . . . . . . . . . . 17
3.3 Cauchyova matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
OBSAH VI
3.3.1 Definice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.2 Inverznı´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.3 Konkre´tnı´ prˇı´klad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.4 Uka´zka implementace v MATLABu . . . . . . . . . . . . . . . . . . 19
3.4 Hilbertova matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.1 Definice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.2 Inverznı´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.3 Konkre´tnı´ prˇı´klad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4.4 Uka´zka implementace v MATLABu . . . . . . . . . . . . . . . . . . 20
3.5 Vandermondova matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5.1 Definice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5.2 Inverznı´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.5.3 Konkre´tnı´ prˇı´klad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5.4 Uka´zka implementace v MATLABu . . . . . . . . . . . . . . . . . . 23
4 Testova´nı´ a neprˇesnosti prˇi pocˇı´ta´nı´ 24
4.1 Cˇı´sla s plovoucı´ rˇadovou cˇa´rkou . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.1 Obecne´ vyja´drˇenı´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.2 IEEE standard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.1.3 Strojove´ epsilon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Chyby . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2.1 Zaokrouhlovacı´ chyby . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.3 Testy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.3.1 Testova´nı´ Lehmerovy matice . . . . . . . . . . . . . . . . . . . . . . 27
4.3.2 Testova´nı´ Pascalovy´ch matic . . . . . . . . . . . . . . . . . . . . . . 28
4.3.3 Testova´nı´ Cauchyovy matice . . . . . . . . . . . . . . . . . . . . . . 30
4.3.4 Testova´nı´ Hilbertovy matice . . . . . . . . . . . . . . . . . . . . . . . 31
4.3.5 Testova´nı´ Vandermondovy matice . . . . . . . . . . . . . . . . . . . 32
5 Za´veˇr 33
Seznam pouzˇite´ literatury a internetovy´ch odkazu˚ 34
Prˇı´lohy 36
Seznam tabulek
4.1 Vy´sledky testu˚ Lehmerovy matice . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Vy´sledky testu˚ Pascalovy dolnı´ troju´helnı´kove´ matice . . . . . . . . . . . . 28
4.3 Vy´sledky testu˚ Pascalovy symetricke´ matice . . . . . . . . . . . . . . . . . 29
4.4 Vy´sledky testu˚ Cauchyovy matice . . . . . . . . . . . . . . . . . . . . . . . 30
4.5 Vy´sledky testu˚ Hilbertovy matice . . . . . . . . . . . . . . . . . . . . . . . . 31
4.6 Vy´sledky testu˚ Vandermondovy matice . . . . . . . . . . . . . . . . . . . . 32
Seznam obra´zku˚
2.1 Doprˇedna´ redukce. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
4.1 Reprezentace cˇı´sla podle IEEE standardu . . . . . . . . . . . . . . . . . . . 25
Seznam vy´pisu˚ zdrojove´ho ko´du
3.1 Algoritmus pro vy´pocˇet inverze Lehmerovy matice . . . . . . . . . . . . . 15
3.2 Algoritmus pro vy´pocˇet inverze Pascalovy dolnı´ troju´helnı´kove´ matice a sy-
metricke´ matice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Algoritmus pro vy´pocˇet inverze Cauchyovy matice . . . . . . . . . . . . . 19
3.4 Algoritmus pro vy´pocˇet inverze Hilbertovy matice . . . . . . . . . . . . . . 20
3.5 Algoritmus pro vy´pocˇet inverze Vandermondovy matice . . . . . . . . . . 23
KAPITOLA 1. U´VOD 1
Kapitola 1
U´vod
Jednı´m ze za´kladnı´ch proble´mu˚ linea´rnı´ algebry je vy´pocˇet inverznı´ matice, ktera´ musı´
splnˇovat podmı´nku
AA−1 = I ,
kdeA−1 je zmı´neˇna´ inverznı´ matice k maticiA a I je matice jednotkova´. Matice se zna´mou
inverzı´ jsou typem matic, pro ktere´ zı´ska´me prˇedem zna´mou inverzi tak, zˇe jejı´ jednotlive´
prvky lze vyja´drˇit pomocı´ jednoduchy´ch vzorcu˚.
V bakala´rˇske´ pra´ci se nejprve sezna´mı´me s neˇkolika za´kladnı´mi pojmy, jezˇ beˇzˇneˇ
v linea´rnı´ algebrˇe pouzˇı´va´me. Uvedeme definici matice a popı´sˇeme jejı´ vlastnosti, ktere´
budou mı´t vliv na na´sledne´ testova´nı´ prˇesnosti vy´pocˇtu. Prˇiblı´zˇı´me si problematiku Gaus-
sovy eliminacˇnı´ metody a LU rozkladu, z nichzˇ vycha´zı´ neˇktere´ algoritmy pro vy´pocˇet
inverznı´ matice.
Da´le se budeme zaby´vat zmı´neˇny´mi specia´lnı´mi typy matic a pro kazˇdou z nich si
uvedeme definici, princip vy´pocˇtu prvku˚ inverznı´ matice a take´ prˇida´me uka´zky zdro-
jove´ho ko´du, ktery´ jsme implementovali v programu MATLAB.
Pokud chceme zı´skat inverzi k maticı´m, pro ktere´ nenı´ explicitneˇ zna´ma, vyuzˇijeme
neˇkolika algoritmu˚, ktere´ tuto u´lohu rˇesˇı´. V testech pak srovna´me prˇesnost vy´pocˇtu in-
verznı´ matice, ke ktere´mu pouzˇijeme jizˇ zmı´neˇne´ algoritmy, s explicitneˇ zna´mou inverzı´
specia´lnı´ch typu˚ matic. Veˇnovat se budeme take´ tomu, jaky´ vliv ma´ pocˇı´tacˇova´ aritme-
tika na chyby vy´pocˇtu.
V prˇı´loze pak budou obsazˇeny vesˇkere´ funkce, vytvorˇene´ v programu MATLAB a xlsx
soubor s vy´sledky vsˇech testu˚.
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Kapitola 2
Matice a jejich vlastnosti
V prvnı´ kapitole si prˇiblı´zˇı´me pojmy, s nimizˇ se budeme setka´vat v cele´ bakala´rˇske´ pra´ci.
Jednı´m z nich je pojem matice, pro kterou si uvedeme definici, za´kladnı´ prˇedpis a princip
vy´pocˇtu matice inverznı´. Pro vy´pocˇet inverznı´ matice pouzˇijeme Gaussovu eliminacˇnı´
metodu, jejı´zˇ postup je v te´to kapitole vysveˇtlen a ilustrova´n na konkre´tnı´m jednoduche´m
prˇı´kladu. Cˇa´st kapitoly veˇnujeme LU rozkladu matice, jeho definici a uka´zce vy´pocˇtu
hornı´ a dolnı´ troju´helnı´kove´ matice. Nada´le se budeme zaby´vat vlastnostmi matic, mezi
ktere´ patrˇı´ naprˇı´klad cˇı´slo podmı´neˇnosti, pro jehozˇ vy´pocˇet potrˇebujeme vyuzˇı´t normy
vektoru a matice.
Podkladem pro tvorbu te´to kapitoly byly materia´ly [1], [3], [4] a [10], ze ktery´ch vycha´zejı´
neˇktere´ pouzˇite´ veˇty, definice a du˚kazy.
2.1 Matice
2.1.1 Definice









am1 · · · amn

 , (2.1)
kde jsou jednotlive´ prvky usporˇa´da´ny do m rˇa´dku˚ rAi a n sloupcu˚ s
A
j .























Lze te´zˇ uzˇı´t strucˇneˇjsˇı´ho za´pisu A = [aij ].
Mnozˇinu vsˇech m × n matic oznacˇujeme Rm×n. Je-li m = n, pak matici A nazy´va´me
cˇtvercovou maticı´ rˇa´du n.
Jako rˇa´dkovy´ vektor oznacˇujeme matici typu 1 × n a sloupcovy´m vektorem rozumı´me
matici typu m × 1. Mnozˇinu sloupcovy´ch vektoru˚ oznacˇujeme Rm. Spolu se sloupci
a rˇa´dky matice A tvorˇı´ jejı´ vy´znacˇnou cˇa´st i diagona´la, ktera´ je tvorˇena prvky a11, · · · , ass,
kde s = min {m,n}.
2.2 Minor matice
Minorem matice A nazy´va´me matici typu n − 1 × n − 1, kterou zı´ska´me vysˇkrtnutı´m














Definice 2.3.1. Meˇjme matici A s prvky aij typu n × n, jejı´zˇ prvky jsou rea´lna´ nebo
komplexnı´ cˇı´sla. Determinant matice A (znacˇı´me det (A)) rozumı´me cˇı´slo, ktere´ zı´ska´me
na´sledovneˇ:
• Pro n = 1 platı´ det (A) = det [a11] = a11;
• Je-li n > 1, pak determinant spocˇı´ta´me takto















−1 2 −21 −2 3
1 1 3
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Definice 2.4.1. Necht’ je da´na cˇtvercova´ matice A. Existuje-li matice B takova´, zˇe platı´
AB = BA = I, (2.7)
pak matici B nazy´va´me inverznı´ maticı´ k matici A. Kazˇdou matici, ke ktere´ lze
nale´zt prˇı´slusˇnou inverznı´ matici, nazy´va´me regula´rnı´. V opacˇne´m prˇı´padeˇ ji nazy´va´me
singula´rnı´.
Veˇta 2.4.2. Ke kazˇde´ matici A, ktera´ je regula´rnı´, existuje pra´veˇ jedna matice inverznı´
Du˚kaz. Meˇjme regula´rnı´ matici A a k nı´ inverznı´ matice B1 a B2, pak platı´
AB1 = I a AB2 = I. (2.8)
Vyna´sobı´me-li prvnı´ rovnici maticı´ B2 zleva a druhou rovnici maticı´ B1 zprava, zı´ska´me
vztah
B2 = B2AB1 = B1. (2.9)

Inverznı´ matici k matici A oznacˇujeme A−1.
2.4.1 Vy´pocˇet inverznı´ matice Gaussovou eliminacˇnı´ metodou
Gaussovou eliminacˇnı´ metodou rˇesˇı´me soustavy linea´rnı´ch rovnic. Je take´ za´kladem neˇ-
kolika algoritmu˚ pro vy´pocˇet inverznı´ matice v programu MATLAB po zada´nı´ prˇı´kazu
inv. Gaussovu eliminacˇnı´ metodu si popı´sˇeme na rˇesˇenı´ soustavy n rovnic o n nezna´my´ch.
Zaby´va´me se tedy soustavou
Ax = b, (2.10)
kde A ∈ Rn×n, x ∈ Rn, b ∈ Rn.
Tuto soustavu lze take´ zapsat v na´sledujı´cı´m tvaru
a11x1 + a12x2 + · · ·+ a1nxn = b1






an1x1 + an2x2 + · · ·+ annxn = bn,
(2.11)
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kde aij jsou koeficienty soustavy a bi prave´ strany. Pokud chceme najı´t rˇesˇenı´ takto zadane´
soustavy rovnic, pak musı´me nejprve soustavu Ax = b prˇeve´st pomocı´ ekvivalentnı´ch
u´prav na soustavu Ux = y, ktera´ je ekvivalentnı´ s pu˚vodnı´ soustavou a kde U je hornı´
troju´helnı´kova´ matice (2.5.1).
Definice 2.4.3. Na´sledujı´cı´ u´pravy soustavy rovnic nazy´va´me ekvivalentnı´mi:
• Vza´jemne´ prohozenı´ dvou rovnic dane´ soustavy;
• Vyna´sobenı´ obou stran neˇjake´ rovnice nenulovy´m cˇı´slem;
• Prˇicˇtenı´ nenulove´ho na´sobku jedne´ rovnice dane´ soustavy k rovnici jine´.
Soustavu linea´rnı´ch rovnic nemusı´me zapisovat pouze vy´sˇe zmı´neˇny´mi zpu˚soby, ale je
mozˇne´ ji vyja´drˇit take´ pomocı´ rozsˇı´rˇene´ matice soustavy, kde kazˇdou rovnici reprezentuje




a11 a12 · · · a1n
a21 a22 · · · a2n
...







Upravujeme-li rozsˇı´rˇenou matici soustavy, pak nevyuzˇı´va´me ekvivalentnı´ch u´prav, ny´brzˇ
elementa´rnı´ch rˇa´dkovy´ch operacı´.
Definice 2.4.4. Elementa´rnı´mi rˇa´dkovy´mi operacemi rozumı´me:
• Vza´jemne´ prohozenı´ dvou rˇa´dku˚ matice;
• Vyna´sobenı´ jake´hokoliv rˇa´dku matice cˇı´slem;
• Prˇicˇtenı´ nenulove´ho na´sobku jake´hokoliv rˇa´dku matice k rˇa´dku jine´mu.
Ma´me-li pro danou soustavu linea´rnı´ch rovnic sestavenu rozsˇı´rˇenou matici soustavy, pak
se snazˇı´me pomocı´ elementa´rnı´ch rˇa´dkovy´ch u´prav celou matici prˇeve´st na schodovy´
tvar. Tomuto postupu se rˇı´ka´ doprˇedna´ redukce, je zna´zorneˇn na na´sledujı´cı´m obra´zku.
Obra´zek 2.1: Doprˇedna´ redukce. [3]
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Pokud jsme matici prˇevedli na schodovy´ tvar, pak je jizˇ jednoduche´ dopocˇı´tat rˇesˇenı´ sou-
stavy pomocı´ procesu, ktere´mu rˇı´ka´me zpeˇtna´ substituce.
Vlastnı´ vy´pocˇet inverze
Meˇjme cˇtvercovou regula´rnı´ matici A, ke ktere´ chceme nale´zt inverznı´ matici A−1.
Vy´pocˇet provedeme tak, zˇe si sestavı´me rozsˇı´rˇenou matici (A|I), kterou pomocı´ znalosti
doprˇedne´ redukce prˇevedeme na schodovy´ tvar a na´sledneˇ se snazˇı´me zpeˇtnou substi-
tucı´ zı´skat z takto upravene´ matice matici tvaru (I|A−1). Cely´ tento proces nazy´va´me
Gauss-Jordanovou metodou.

































∣∣∣∣ 38 −18−18 38
]
= [I|A−1]. (2.13)


































Ma´me-li cˇtvercovou matici L, pro jejı´zˇ prvky lij platı´
lij = 0 pro i < j, (2.16)
pak ji nazy´va´me dolnı´ troju´helnı´kovou maticı´.
Uvazˇujme cˇtvercovou matici U . Pokud pro jejı´ prvky uij platı´
uij = 0 pro j < i, (2.17)
pak matici U nazveme hornı´ troju´helnı´kovou.
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2.5.2 Vy´pocˇet LU rozkladu
Meˇjme regula´rnı´ cˇtvercovou maticiA. Rozkladem maticeA rozumı´me dolnı´ troju´helnı´kovou
matici L a hornı´ troju´helnı´kovou matici U tak, aby platilo
A = LU. (2.18)
Vy´pocˇet dolnı´ troju´helnı´kove´ matice L a hornı´ troju´helnı´kove´ matice U provedeme tak,
zˇe upravı´me matici [A|I] podobny´m zpu˚sobem, jako jsme si uka´zali v cˇa´sti (2.4.1), avsˇak
bez pouzˇitı´ vy´meˇny rˇa´dku˚, na matici [U |L˜]. Matici L pak zı´ska´me inverzı´ matice L˜.
Ke snadneˇjsˇı´mu porozumeˇnı´ uva´dı´me jednoduchy´ prˇı´klad:
[A|I] =































 = [U |L˜], (2.19)
[L˜|I] =































 = [I|L]. (2.20)
Spocˇı´tali jsme tedy obeˇ matice
L =

1 0 03 1 0
2 1 1

 , U =





Pro oveˇrˇenı´ dosadı´me do rovnice A = LU a vidı´me, zˇe platı´
LU =











1 2 33 3 2
2 1 1

 = A. (2.22)
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2.6 Podmı´neˇnost matice
Podmı´neˇnost matice A lze urcˇit podle cˇı´sla podmı´neˇnosti κ(A). Pro jeho zavedenı´ si
musı´me definovat pojmy norma vektoru a norma matice.
2.6.1 Norma vektoru
Zobrazenı´ || · || : Rn 7→ R nazy´va´me normou vektoru, ma´-li na´sledujı´cı´ vlastnosti:
• ||x+ y|| = ||x||+ ||y|| pro ∀x, y ∈ Rn;
• ||kx|| = |k| · ||x|| pro ∀x ∈ Rn, ∀k ∈ R;
• ||x|| ≥ 0, kde ||x|| = 0 pra´veˇ tehdy, kdyzˇ x je nulovy´ vektor.









Meˇjme cˇtvercovou matici A ∈ Rn×n a nenulovy´ vektor x ∈ Rn. Je zrˇejme´, zˇe vy´sledkem
soucˇinu Ax je take´ vektor o n slozˇka´ch. Pro normy vektoru˚ ||x|| a ||Ax|| platı´
||Ax|| ≤ c · ||x||, (2.24)
kde c je neza´porna´ konstanta.




Normou matice A nazveme nejmensˇı´ mozˇne´ cˇı´slo c, ktere´ splnˇuje poslednı´ nerovnost
a budeme ji oznacˇovat ||A||. Platı´
||Ax|| ≤ ||A|| · ||x||. (2.26)
2.6.3 Cˇı´slo podmı´neˇnosti matice
Cˇı´slo podmı´neˇnosti κ(A) regula´rnı´ matice A je definova´no na´sledovneˇ
κ(A) = ||A|| · ||A−1||. (2.27)
Soustavu rovnic, jejı´zˇ cˇı´slo podmı´neˇnosti κ(A) ma´ malou hodnotu, povazˇujeme za dobrˇe
podmı´neˇnou. V opacˇne´m prˇı´padeˇ, kdy cˇı´slo podmı´neˇnosti κ(A) naby´va´ velky´ch hodnot,
je soustava podmı´neˇna sˇpatneˇ.
Pokud chceme zjistit cˇı´slo podmı´neˇnosti matice v MATLABu, pak pouzˇijeme prˇı´kaz cond.
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Veˇta 2.6.1. [10] Necht’ A je regula´rnı´ cˇtvercova´ matice rˇa´du n a necht’ b a x jsou nenulove´
n-slozˇkove´ vektory takove´, zˇe platı´
Ax = b. (2.28)
Da´le necht’ b˜ a x˜ jsou n-slozˇkove´ vektory takove´, zˇe platı´








Pozna´mka. V na´sledujı´cı´m du˚kazu vyuzˇijeme vztahu
||AB|| ≤ ||A||||B||, (2.31)
kde A je matice typu m× n a B matice typu m× p.
Du˚kaz. Zrˇejmeˇ platı´
b = Ax resp. x− x˜ = A−1(b− b˜) (2.32)
a pomoci (2.31) odtud dostaneme
||x||−1 ≤ ||A||||b||−1 resp. ||x− x˜|| = ||A−1||||b− b˜||. (2.33)
Vyna´sobenı´m teˇchto nerovnostı´ vznikne tvrzenı´ (2.30). 
2.6.4 Dobrˇe podmı´neˇny´ syste´m
Proble´m se nazy´va´ dobrˇe podmı´neˇny´ pra´veˇ tehdy, kdyzˇ mala´ zmeˇna ve vstupnı´ch datech
zpu˚sobı´ malou zmeˇnu ve vy´sledku.
Lze uka´zat, zˇe soustava linea´rnı´ch rovnic Ax = b je dobrˇe podmı´neˇna´, pokud prvky
na hlavnı´ diagona´le matice A dominujı´ (tzn. v absolutnı´ hodnoteˇ jsou veˇtsˇı´ nezˇ ostatnı´
prvky prˇı´slusˇne´ho rˇa´dku cˇi sloupce).
Pro matici A a jejı´ matici A−1 platı´, zˇe jsou dobrˇe podmı´neˇne´, jsou-li jejich v absolutnı´
hodnoteˇ maxima´lnı´ prvky prˇiblizˇneˇ stejne´.
2.6.5 Sˇpatneˇ podmı´neˇny´ syste´m
Proble´m nazveme sˇpatneˇ podmı´neˇny´, zpu˚sobı´-li mala´ zmeˇna na vstupnı´ch datech vel-
kou zmeˇnu v datech vy´stupnı´ch.
Pokud je soustava rovnic sˇpatneˇ podmı´neˇna, pak v absolutnı´ hodnoteˇ maxima´lnı´ prvky
matice A a inverznı´ matice A−1 jsou odlisˇne´ dokonce i o neˇkolik rˇa´du˚.
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Kapitola 3
Matice se zna´mou inverzı´
Na´plnı´ na´sledujı´cı´ kapitoly jsou specia´lnı´ typy matic, u ktery´ch je prˇedpis pro vy´pocˇet
inverze zna´m. Vsˇechny vzorce, at’ uzˇ pro samotnou matici cˇi pro vy´pocˇet inverznı´ matice,
jsou jednoduche´ a lze je snadno popsat algoritmem, ktery´ vyuzˇijeme pro testova´nı´
prˇesnosti vy´pocˇtu˚. V te´to kapitole se sezna´mı´me s peˇti typy matic se zna´mou inverzı´,
kdy si pro kazˇdou uvedeme jejı´ za´kladnı´ prˇedpis, vztah pro vy´pocˇet matice inverznı´
a uvedeme si konkre´tnı´ jednoduchy´ prˇı´klad. Pro jednotlive´ typy matic prˇikla´da´me uka´zku
zdrojove´ho ko´du z MATLABu.
Prˇi psanı´ kapitoly budeme vycha´zet z na´sledujı´cı´ch litera´rnı´ch pramenu˚: [2], [5], [6], [7]
a [8]. Neˇktere´ uvedene´ veˇty a definice jsou z teˇchto materia´lu˚ prˇevzaty cˇi parafra´zova´ny.
3.1 Lehmerova matice
3.1.1 Definice













Takto zadanou matici nazy´va´me maticı´ Lehmerovou.
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3.1.2 LU rozklad
Lemma 3.1.1. Pro LU rozklad matice M platı´
M = LU, (3.2)





pokud i ≥ j
0
(3.3)




pokud j ≥ i
0.
(3.4)
Du˚kaz. Cely´ du˚kaz rozdeˇlı´me do trˇı´ prˇı´padu˚:

















































· i2 = 1; (3.5)



























































































1 1/2 1/3 1/4
1/2 1 2/3 1/2
1/3 2/3 1 3/4
1/4 1/2 3/4 1

 , L4 =


1 0 0 0
1/2 1 0 0
1/3 2/3 1 0
1/4 1/2 3/4 1

 , U4 =


1 1/2 1/3 1/4
0 3/4 1/2 3/8
0 0 5/9 5/12





Ke zjisˇteˇnı´ inverznı´ matice k Lehmeroveˇ matici M vyuzˇijeme znalosti LU rozkladu
a vztahu M−1 = U−1L−1. Potrˇebujeme tedy nejdrˇı´ve zjistit inverznı´ matice k maticı´m
L a U .








1 pokud j = i
− j
i
pokud i = j + 1
0.
(3.9)
Du˚kaz. Vycha´zı´me z prˇedpokladu, zˇe platı´ L−1L = I , kde prvky jednotkove´ matice I
oznacˇı´me ikl










· 1 = 1; (3.10)


























Lemma 3.1.3. Prˇedpokla´dejme, zˇe U−1 = (wij) je inverznı´ maticı´ k hornı´ troju´helnı´kove´





2i−1 pokud i = j
− i(i+1)2i+1 pokud j = i+ 1
0.
(3.13)
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Du˚kaz. Vycha´zı´me z prˇedpokladu, zˇe platı´ U−1U = I , kde prvky jednotkove´ matice I
oznacˇı´me ikl



















−(k + 2)(k + 2)
2(k + 2) + 1
· 0 = 0; (3.15)























pokud i = j < n
n2
2n−1 pokud i = j = n
− i(i+1)2i+1 pokud|i− j| = 1
0.
(3.17)
Du˚kaz. Dı´ky prˇedpokladu, zˇe M−1 = U−1L−1 a vyuzˇitı´m Lemma (3.1.2) a Lemma (3.1.3)























Je-li splneˇna podmı´nka i = j = n, pak je zrˇejme´, zˇe bn,n = wn,n =
n2
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Poslednı´ situace, ktera´ mu˚zˇe nastat, je j = i + 1 a lze ji doka´zat stejny´m zpu˚sobem jako
situaci prˇedesˇlou. 
Pozna´mka. Prˇi implementaci prˇedpisu pro vy´pocˇet inverznı´ matice bylo zjisˇteˇno,
zˇe v prˇı´padeˇ, kdy |i − j| = 1 nenı´ osˇetrˇeno, ktera´ z hodnot i, j je veˇtsˇı´ a proto bylo trˇeba






pokud i = j < n
n2
2n−1 pokud i = j = n
− i(i+1)2i+1 pokud|i− j| = 1 ∧ i < j







1 1/2 1/3 1/4
1/2 1 2/3 1/2
1/3 2/3 1 3/4





4/3 −2/3 0 0
−2/3 32/15 −6/5 0
0 −6/5 108/35 −12/7
0 0 −12/7 16/7

 . (3.21)
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3.1.5 Uka´zka implementace v MATLABu
function [Leh Mat Inv ] = Lehmer( n )
format rat
Leh Mat Inv = zeros(n,n);
for i = 1:n
for j = 1:n
if i == j
if j < n
Leh Mat Inv(i, j ) = (4∗ i ˆ3) /(4∗ i ˆ2 − 1);
elseif j == n
Leh Mat Inv(i, j ) = (nˆ2)/(2∗n − 1);
end
elseif abs(i−j) == 1
if i<j
Leh Mat Inv(i, j ) = −i∗(i+1)/(2∗ i+1);
else
Leh Mat Inv(i, j ) = −j∗(j+1)/(2∗ j+1);
end
else





Vy´pis 3.1: Algoritmus pro vy´pocˇet inverze Lehmerovy matice
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3.2 Pascalova matice
3.2.1 Definice
Necht’ P je matice typu n×n pro kazˇde´ cˇı´slo n > 0. Pokud pro jednotlive´ prvky aij matice





pokud i ≥ j ≥ 1
0,
(3.22)
pak tuto matici nazy´va´me Pascalovou dolnı´ troju´helnı´kovou maticı´.
3.2.2 Typy Pascalovy´ch matic a vztahy mezi nimi
Pascalu˚v troju´helnı´k lze maticoveˇ zapsat trˇemi zpu˚soby jako:
• Dolnı´ troju´helnı´kovou maticı´ P ;
• Hornı´ troju´helnı´kovou maticı´ P ′;





1 0 0 0
1 1 0 0
1 2 1 0
1 3 3 1

 , P ′4 =


1 1 1 1
0 1 2 3
0 0 1 3
0 0 0 1

 . (3.23)






1 0 0 0
1 1 0 0
1 2 1 0





1 1 1 1
0 1 2 3
0 0 1 3





1 1 1 1
1 2 3 4
1 3 6 10




Vy´pocˇet inverznı´ matice provedeme pro dolnı´ troju´helnı´kovou matici P .








pokud i ≥ j ≥ 1
0.
(3.25)
Inverzi hornı´ troju´helnı´kove´ matice P ′−1 dostaneme tak, zˇe provedeme









pokud j ≥ i ≥ 1
0.
(3.26)
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Inverznı´ Pascalovu symetrickou matici zı´ska´me stejny´m zpu˚sobem jako Pascalovu sy-
metrickou matici S, tedy vyna´sobenı´m dolnı´ a hornı´ inverznı´ troju´helnı´kove´ matice





1 0 0 0
1 1 0 0
1 2 1 0
1 3 3 1

 , P−14 =


1 0 0 0
−1 1 0 0
1 −2 1 0
−1 3 −3 1

 , (P−14 )′ =


1 −1 1 −1
0 1 −2 3
0 0 1 −3











1 0 0 0
−1 1 0 0
1 −2 1 0





1 −1 1 −1
0 1 −2 3
0 0 1 −3






1 −1 1 −1
−1 2 −3 4
1 −3 6 −10
−1 4 −10 20

 (3.29)
3.2.5 Uka´zka implementace v MATLABu
function [Inv LPas Mat, Inv SPas Mat] = Pascal( n )
format rat
Inv LPas Mat = zeros(n,n);
Inv SPas Mat = zeros(n,n);
for i = 1:n
for j = 1:n
if i >= j && j >= 1





Inv SPas Mat = Inv LPas Mat’ ∗ Inv LPas Mat;
end
Vy´pis 3.2: Algoritmus pro vy´pocˇet inverze Pascalovy dolnı´ troju´helnı´kove´ matice
a symetricke´ matice
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3.3 Cauchyova matice
3.3.1 Definice
Necht’ ma´me dva vektory u = [u1, u2, u3, ..., un] a v = [v1, v2, v3, ..., vn]. MaticiC typu n×n






K zı´ska´nı´ inverznı´ matice potrˇebujeme submatici Ckm, kterou dostaneme tak,
zˇe vynecha´me k-ty´ rˇa´dek a m-ty´ sloupec matice C. Abychom mohli vyja´drˇit prˇedpis




















































a po provedenı´ neˇkolika u´prav, na ktere´ se mu˚zˇeme podı´vat v literaturˇe [7] zı´ska´me vztah
pro vy´pocˇet prvku˚ inverznı´ matice
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3.3.3 Konkre´tnı´ prˇı´klad




1/9 1/7 1/5 1/3
1/10 1/8 1/6 1/4
1/11 1/9 1/7 1/5






−17325/4 23760 −155925/4 19800
14175/2 −37800 121275/2 −30240
−6615/2 16800 −51975/2 12600
1575/4 −1800 10395/4 −1200

 . (3.36)
3.3.4 Uka´zka implementace v MATLABu




Inv Cauch Mat = zeros(n,n);
for m = 1:n
for k = 1:n
x = 1;
y = 1;
for r = 1:n
if r ˜= k
x = x ∗ (u(r ) + v(m))/(u(k) − u(r)) ;
end
end
for s = 1:n
if s ˜= m
y = y ∗ (u(k) + v(s)) /( v(m) − v(s));
end
end




Vy´pis 3.3: Algoritmus pro vy´pocˇet inverze Cauchyovy matice
Pozna´mka. Existuje neˇkolik matic, ktere´ se rˇadı´ pra´veˇ ke Cauchyovy´m maticı´m. Jednı´m
typem je naprˇı´klad Hilbertova matice, ktera´ je blı´zˇe popsa´na v na´sledujı´cı´ cˇa´sti.
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3.4 Hilbertova matice
3.4.1 Definice
Necht’ H je cˇtvercova´ matice, pro jejı´zˇ prvky platı´
hij =
1
i+ j − 1
, (3.37)
pak tuto matici nezveme maticı´ Hilbertovou.
Hilbertova matice H je jednou ze specia´lnı´ch typu˚ Cauchyovy matice. Pokud vstupnı´mi
vektory jsou pra´veˇ tyto dva u = [1, 2, 3, 4] a v = [0, 1, 2, 3], pak dosazenı´m hodnot do
rovnice (3.30) takte´zˇ zı´ska´me Hilbertovu matici.
3.4.2 Inverznı´ matice
Inverznı´ maticiH−1 zı´ska´me tak, zˇe pro pozici jednotlivy´ch prvku˚ hij spocˇı´ta´me hodnotu
rovnice
h−1ij = (−1)
i+j(i+ j − 1)
(
k + i− j
k − j
)(
k + j − 1
k − i
)(








1 1/2 1/3 1/4
1/2 1/3 1/4 1/5
1/3 1/4 1/5 1/6
1/4 1/5 1/6 1/7

 , H−14 =


16 −120 240 −140
−120 1200 −2700 1680
240 −2700 6480 −4200
−140 1680 −4200 2800

 . (3.39)
3.4.4 Uka´zka implementace v MATLABu
function [ Inv Hil Mat ] = Hilbert ( n )
format rat
Inv Hil Mat = zeros(n,n);
for i = 1:n
for j = 1:n





Vy´pis 3.4: Algoritmus pro vy´pocˇet inverze Hilbertovy matice
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3.5 Vandermondova matice
3.5.1 Definice
Meˇjme da´n vektor v = [x1, x2, x3, ..., xn] a matici V . Matici V rˇı´ka´me Vandermondova
















3 · · · x
n−1
3
. . . · · · .
. . . · · · .
. . . · · · .
1 xn x
2







Vy´pocˇet inverznı´ matice k matici V provedeme pomocı´ inverznı´ch matic L−1 a U−1,
kde L−1 je dolnı´ troju´helnı´kova´ matice a U−1 je hornı´ troju´helnı´kova´ matice.
Pro inverznı´ matici V −1 platı´ na´sledujı´cı´ prˇedpis
V −1 = U−1L−1, (3.41)





1 pokud i = j = 1
0 pokud i < j
i∏






















. . . · · ·
. . . · · ·
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1 pokud i = j
0 pokud j = 1
ui−1,j−1 − ui,j−1xj−1,
(3.44)





1 −x1 x1x2 −x1x2x3 · · ·
0 1 −(x1 + x2) x1x2 + x2x3 + x3x1 · · ·
0 0 1 −(x1 + x2 + x3) · · ·
. . . . · · ·
. . . . · · ·









1 2 4 8
1 3 9 27
1 4 16 64
1 5 25 125

 , (3.46)




1 −2 6 −24
0 1 −5 26
0 0 1 −9





1 0 0 0
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3.5.4 Uka´zka implementace v MATLABu
function [Van Mat Inv] = Vander( n )
format rat
v = 1:n;
Van Mat Inv = zeros(n,n);
Li = ones(n,n);
Ui = ones(n,n);
for i = 1: l
for j = 1: l
if i < j
Li ( i , j ) = 0;
elseif i == j && i == 1
Li ( i , j ) = 1;
else
for k = 1: i
if k ˜= j






for i = 1: l
for j = 1: l
if i == j
Ui( i , j ) = 1;
elseif j == 1
Ui( i , j ) = 0;
else
if i == 1
Ui( i , j ) = 0 − Ui(i , j−1)∗v(j−1);
else





Van Mat Inv = Ui∗Li;
end
Vy´pis 3.5: Algoritmus pro vy´pocˇet inverze Vandermondovy matice
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Kapitola 4
Testova´nı´ a neprˇesnosti prˇi pocˇı´ta´nı´
Tato kapitola je veˇnova´na samotne´mu testova´nı´ matic, se ktery´mi jsme se sezna´mili
v prˇedesˇle´ cˇa´sti. Abychom dobrˇe porozumeˇli hodnota´m, ktere´ jsou obsazˇeny v tabulka´ch,
bude zapotrˇebı´ se sezna´mit s problematikou reprezentace cˇı´sel s plovoucı´ rˇadovou cˇa´rkou
v pocˇı´tacˇi a s tı´mto spojeny´m strojovy´m epsilon. Take´ se budeme zaby´vat chybami, ke
ktery´m mu˚zˇe prˇi pocˇı´ta´nı´ dojı´t. Nakonec provedeme ke kazˇde´ matici z kapitoly Matice
se zna´mou inverzı´ (3) testy.
Prˇi tvorbeˇ cˇa´sti (4.1) jsme vyuzˇili informacı´ obsazˇeny´ch v literaturˇe [9] a podkladem pro
sekci (4.2) byl materia´l [4].
4.1 Cˇı´sla s plovoucı´ rˇadovou cˇa´rkou
4.1.1 Obecne´ vyja´drˇenı´
Rea´lna´ cˇı´sla v pocˇı´tacˇove´ aritmetice neexistujı´ ve stejne´m smyslu, jako v matematice.
V pocˇı´tacˇi jsou vsˇechna cˇı´sla vyjadrˇova´na s konecˇnou prˇesnostı´.
Cˇı´sla s pohyblivou rˇadovou cˇa´rkou jsou reprezentova´na na za´kladeˇ rozdeˇlenı´ bitu˚ dane´ho
cˇı´sla x a platı´
x = s×Bc−E ×M, (4.1)
kde:
• s · · · bit reprezentujı´cı´ kladne´ (0), cˇi za´porne´ (1) zname´nko;
• B · · · za´klad (obvykle B = 2);
• c · · · exponent typu unsigned integer;
• E · · · konstanta pevneˇ dana´ pro kazˇdy´ stroj cˇi reprezentaci umozˇnˇujı´cı´ za´porne´
hodnoty pro exponent;
• M · · · mantisa.
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4.1.2 IEEE standard
IEEE standard je pouzˇı´va´n v mnoha pocˇı´tacˇı´ch a strojı´ch a urcˇuje, jak ma´ by´t cˇı´slo s plo-
voucı´ rˇadovou cˇa´rkou prezentova´no.
Cˇı´slo reprezentovane´ dle IEEE standardu lze zapsat tı´mto vztahem
x = s× 2c−E × (1.f)2, (4.2)
kde:
• s · · · bit reprezentujı´cı´ kladne´ (0), cˇi za´porne´ (1) zname´nko;
• c · · · exponent typu unsigned integer;
• E · · · konstanta pevneˇ dana´ pro kazˇdy´ stroj cˇi reprezentaci umozˇnˇujı´cı´ za´porne´
hodnoty pro exponent;
• f · · · mantisa v 1-plus formeˇ.
Obra´zek 4.1: Reprezentace cˇı´sla podle IEEE standardu
4.1.3 Strojove´ epsilon
(te´zˇ Strojova´ prˇesnost) je definova´no jako nejmensˇı´ cˇı´slo, ktere´ mu˚zˇe by´t prˇicˇteno k 1.0,
abychom zı´skali hodnotu odlisˇnou od jedne´. Slouzˇı´ k zı´ska´nı´ prˇesnosti vy´pocˇtu prˇi pocˇı´ta´nı´
s cˇı´sly s plovoucı´ rˇadovou cˇa´rkou.
Pouzˇı´va´me-li single-prˇesnost, pak ma´me pro mantisu vyhrazeno 23 bitu˚. Strojove´ epsilon
pote´ naby´va´ ve dvojkove´ soustaveˇ hodnoty 2−23, v desı´tkove´ soustaveˇ to prˇedstavuje
prˇiblizˇneˇ 1.19 × 10−7, cozˇ znamena´, zˇe cˇı´slo je reprezentova´no s prˇesnostı´ na 6 dese-
tinny´ch mı´st.
Je-li vyuzˇita double-prˇesnost a ma´me tedy pro mantisu urcˇeno 52 bitu˚, pak strojove´ epsilon
ve dvojkove´ soustaveˇ vyja´drˇı´me jako 2−52, cozˇ na´m po prˇevedenı´ do desı´tkove´ soustavy
da´ hodnotu 2.22× 10−16 a vı´me, zˇe hodnota, kterou jsme zı´skali je vyja´drˇena s prˇesnostı´
na 15 desetinny´ch mı´st.
KAPITOLA 4. TESTOVA´NI´ A NEPRˇESNOSTI PRˇI POCˇI´TA´NI´ 26
4.2 Chyby
4.2.1 Zaokrouhlovacı´ chyby
K chyba´m zpu˚sobeny´m numericky´mi vy´pocˇty docha´zı´ aproximacı´ cˇı´sla, cozˇ znamena´
nahrazenı´ cˇı´sla x jeho prˇiblizˇnou hodnotou x˜. Zaokrouhlovacı´ch chyb se na kalkulacˇce
cˇi pocˇı´tacˇi dopousˇtı´me z du˚vodu nemozˇnosti exaktnı´ho vyja´drˇenı´ rea´lny´ch cˇı´sel, cozˇ jsme
si vysveˇtlili v sekci Cˇı´sla s plovoucı´ rˇadovou cˇa´rkou (4.1).
Chyby aproximace lze stanovit na´sledujı´cı´mi dveˇma zpu˚soby:
Definice 4.2.1. Meˇjme prˇesnou hodnotu x a jejı´ aproximaci x˜.
Rozdı´l x−x˜ nazy´va´me absolutnı´ chybou aproximace. Kazˇde´ neza´porne´ cˇı´slo ε(x˜), pro ktere´
platı´
ε(x˜) ≥ |x− x˜|, (4.3)
je odhadem absolutnı´ chyby.
Podı´l x−x˜
x˜





se nazy´va´ odhadem relativnı´ chyby.
Pozna´mka. V nasˇem prˇı´padeˇ, kdy urcˇujeme numericke´ chyby vznikle´ prˇi prova´deˇnı´
pocˇetnı´ch operacı´ s maticemi, potrˇebujeme vzorec odhadu relativnı´ chyby upravit
na´sledovneˇ
δ(X˜) ≥
∣∣∣∣∣∣X − X˜∣∣∣∣∣∣∣∣∣∣∣∣X˜∣∣∣∣∣∣ , (4.5)
kde:
• X · · · inverznı´ matice zı´skana´ pomocı´ funkce inv v MATLABu;
• X˜ · · · inverznı´ matice, ktera´ byla spocˇı´ta´na podle zna´me´ho prˇedpisu.
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4.3 Testy
K testu˚m, ktere´ jsme prova´deˇli, byly vyuzˇity vsˇechny matice popsane´ v kapitole Matice
se zna´mou inverzı´ (3). Zameˇrˇili jsme se na srovna´nı´ vy´pocˇtu˚, ktere´ prova´dı´ MATLAB
s vy´pocˇty, jezˇ byli na´mi implementova´ny dı´ky znalosti vzorcu˚. Konkre´tneˇ jsme pocˇı´tali
hodnotu cˇı´sla podmı´neˇnosti matice κ(A) podle vztahu (2.27), kde jako inverznı´ matici
jsme dosadili inverzi explicitneˇ zna´mou a porovna´vali jsme ji s hodnotou zı´skanou
pouzˇitı´m prˇı´kazu cond z MATLABu. Da´le jsme porovna´vali odchylku vy´pocˇtu inverze
jednotlivy´ch matic a to tak, zˇe jsme dosadili potrˇebne´ hodnoty do vztahu ||AA−1 − I||,
kde A je jedna z matic zmı´neˇny´ch kapitole (3). Inverznı´ matice A−1 je spocˇtena zna´my´m
vztahem, nebo prˇı´kazem inv a I je jednotkova´ matice.
4.3.1 Testova´nı´ Lehmerovy matice
n κ(L) cond(L) ||LL−1 − I|| ||L inv(L)− I||
10 86.38932 86.38932 2.34828E-15 4.42979E-15
12 127.15806 127.15806 2.69808E-15 6.38895E-15
14 176.09532 176.09532 4.55859E-15 8.16978E-15
16 233.25529 233.25529 4.93822E-15 8.45877E-15
18 298.68046 298.68046 7.39798E-15 1.16021E-14
20 372.40528 372.40528 7.792003E-15 1.73165E-14
50 2487.03175 2487.03175 4.87310E-14 1.56629E-13
100 10268.20318 10268.20318 2.25601E-13 8.92146E-13
1000 1074848.24985 1074848.24985 1.90169E-11 4.22998E-10
10000 108642474.67686 108642474.67675 2.15149E-9 5.34511E-7
Tabulka 4.1: Vy´sledky testu˚ Lehmerovy matice
Z hodnot uvedeny´ch v tabulce lze vycˇı´st, zˇe cˇı´sla podmı´neˇnosti vypocˇtena´ vztahem
(2.27) a pomocı´ prˇı´kazu cond v MATLABu naby´vajı´ stejny´ch hodnot. K viditelne´ od-
chylce docha´zı´ teprve u matice, jejı´zˇ rozmeˇr je 10000 x 10000. Rˇa´doveˇ je tato odlisˇnost
v deseti-tisı´cina´ch, cozˇ u takto velke´ matice nenı´ prˇı´lisˇ velka´ diference. Ze vsˇech testo-
vany´ch matic je Lehmerova matice nejle´pe podmı´neˇnou a je ji mozˇne´ pouzˇı´t k ru˚zny´m
testu˚m prˇesnosti vy´pocˇtu˚, anizˇ by dosˇlo k vy´razny´m rozdı´lu˚m od exaktnı´ch hodnot.
Prˇesnost vy´pocˇtu inverznı´ matice prˇı´kazem inv v MATLABu je dobra´, i kdyzˇ pro testy
bude lepsˇı´ vyuzˇı´t explicitneˇ zna´me´ho prˇedpisu pro inverzi. Rozdı´ly vy´pocˇtu
se pohybujı´ v rˇa´dech 10−15 azˇ 10−13 pro matice mensˇı´ch rozmeˇru˚ a pro matice rˇa´du
veˇtsˇı´ho je diference okolo 10−7, cozˇ jsou velmi male´ hodnoty.
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4.3.2 Testova´nı´ Pascalovy´ch matic
U tohoto typu matice jsme vyuzˇili jejı´ dolnı´ troju´helnı´kovou a take´ symetrickou podobu.
n κ(P ) cond(P) ||PP−1 − I|| ||P inv(P )− I||
10 64460,88502 64460,88502 0 4,48E-12
20 46994838542 46994838554 0 1,18E-05
22 7,15849E+11 7,15849E+11 0 4,24E-04
24 1,09523E+13 1,09523E+13 2,78E-07 2,72E-02
26 1,68185E+14 1,68185E+14 2,78E-07 0,19521
28 2,59073E+15 2,59073E+15 3,04E-06 11,43054
30 4,00149E+16 4,00149E+16 7,11E-04 64,37489
32 6,19487E+17 6,19463E+17 4,21E-03 6644,32974
34 9,61008E+18 9,60088E+18 2,36E-02 139801,698
36 1,4935E+20 1,55632E+20 0,12525 636693,5807
38 2,32475E+21 2,31186E+21 8,9364 934329556,9
40 3,62387E+22 3,41162E+22 31,58221 2091746268
Tabulka 4.2: Vy´sledky testu˚ Pascalovy dolnı´ troju´helnı´kove´ matice
Jizˇ prˇi prvnı´m pohledu na tabulku s vy´sledky vy´pocˇtu˚ pro Pascalovu dolnı´
troju´helnı´kovou matici vidı´me, zˇe ve srovna´nı´ s maticı´ Lehmerovou jsou cˇı´sla
podmı´neˇnosti matice o neˇkolik rˇa´du˚ vysˇsˇı´ i u vy´pocˇtu˚, kde nenı´ rozmeˇr matice prˇı´lisˇ
velky´. Tato matice nepatrˇı´ mezi dobrˇe podmı´neˇne´ typy matic, a nenı´ tedy vhodne´ ji
hojneˇ vyuzˇı´vat pro testova´nı´ prˇesnosti vy´pocˇtu algoritmu˚. V prˇı´padech, kdy se rˇa´d ma-
tice pohybuje kolem hodnoty 30, si lze povsˇimnout, zˇe se cˇı´slo podmı´neˇnosti blı´zˇı´ hra-
nici pocˇı´tacˇove´ prˇesnosti a nenı´ proto mozˇne´ prove´st vy´pocˇty, jejichzˇ vy´sledky by byly
exaktnı´ (pocˇı´tacˇ nenı´ jednodusˇe schopen interpretovat cˇı´slo exaktneˇji). Prˇi porovna´nı´
vy´pocˇtu inverze pomocı´ vztahu (3.25) a prˇı´kazem inv pozorujeme naprˇ. pro matici rˇa´du
32 velkou diferenci hodnot vlivem sˇpatne´ podmı´neˇnosti matice. Pokud bychom prova´deˇli
testy a chteˇli bychom pouzˇı´t inverznı´ matici, pak bude vhodneˇjsˇı´ zvolit inverzi zı´skanou
prˇedpisem (3.25), lze pak prˇedpokla´dat prˇesneˇjsˇı´ vy´sledky.
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n κ(S) cond(S) ||SS−1 − I|| ||S inv(S)− I||
10 4155205697 4155205689 0 2,75661E-08
12 8,76395E+11 8,76395E+11 0 1,43364E-06
14 1,90764E+14 1,90761E+14 0 0,000367067
16 4,24759E+16 4,2469E+16 0 0,017347834
18 9,62098E+18 1,02062E+19 0 5,920376433
20 2,20851E+21 1,37469E+20 187,3100081 919,5438001
22 5,12439E+23 2,86783E+20 76460,95962 1549,524889
24 1,19953E+26 2,40956E+21 3232131,511 16642,1477
26 2,8286E+28 4,82538E+22 872399413,9 28273,28783
28 6,71189E+30 8,81526E+23 31404535108 30302,00296
30 1,6012E+33 1,11901E+24 2,25056E+13 336095,6602
35 1,43465E+39 3,01559E+21 3,85474E+18 214536119,8
Tabulka 4.3: Vy´sledky testu˚ Pascalovy symetricke´ matice
Symetricka´ Pascalova matice je dalsˇı´ ze sˇpatneˇ podmı´neˇny´ch matic, tudı´zˇ mu˚zˇeme
ocˇeka´vat neprˇesne´ vy´pocˇty i u male´ho rˇa´du matice. V tabulce si lze povsˇimnout, zˇe jizˇ
u n = 16 se cˇı´slo podmı´neˇnosti pohybuje na hranici pocˇı´tacˇove´ prˇesnosti. Pro tento rˇa´d
byl pocˇı´tacˇ schopen spocˇı´tat inverzi s dobrou prˇesnostı´. Ke zmeˇneˇ docha´zı´ pro n = 18,
kde v poslednı´m sloupci mu˚zˇeme videˇt, zˇe test inverznı´ matice zı´skane´ prˇı´kazem inv
vykazuje diferenci. Pokud bychom pro stejne´ n spocˇı´tali inverzi pomocı´ vztahu (3.27),
pak vy´sledkem bude prˇesneˇjsˇı´ vy´pocˇet.
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4.3.3 Testova´nı´ Cauchyovy matice
n κ(C) cond(C) ||CC−1 − I|| ||C inv(C)− I||
4 65316,28415 65316,28415 0 3,93378E-12
6 90884161,4 90884161,4 1,26428E-09 3,03196E-09
8 1,24799E+11 1,24799E+11 1,80668E-06 7,85841E-06
10 1,7115E+14 1,71104E+14 0,007008295 0,151749314
12 2,35108E+17 1,52904E+17 8,379830135 208,1457823
14 3,2373E+20 4,01737E+17 11494,85874 29288,76117
24 1,65498E+36 6,15489E+18 6,27588E+19 1587908509
26 2,30529E+39 7,85306E+18 8,97458E+22 5055067209
28 3,21533E+42 1,64954E+18 1,92032E+26 2202534500
30 4,48987E+45 6,81297E+18 2,86275E+29 1,28268E+11
35 3,28605E+53 1,20569E+18 1,18021E+37 1,39027E+11
Tabulka 4.4: Vy´sledky testu˚ Cauchyovy matice
Testy Cauchyovy matice byly prova´deˇny pro vektory u = [1, 2, 3, 4] a v = [8, 6, 4, 2].
Zı´skana´ Cauchyova matice se take´ rˇadı´ mezi sˇpatneˇ podmı´neˇne´, cozˇ se projevı´ v hod-
noteˇ cˇı´sla podmı´neˇnosti matice, ktere´ je jizˇ pro n = 12 za hranicı´ schopnosti pocˇı´tacˇe
prˇesneˇ vyja´drˇit cˇı´slo s plovoucı´ rˇadovou cˇa´rkou. Do te´to hodnoty je norma, jejı´zˇ vy´sledky
jsou zapsa´ny v poslednı´ch dvou sloupcı´ch, prˇiblizˇneˇ nulova´. Pro veˇtsˇı´ rˇa´d matice jsou
vsˇak znatelne´ diference. Rozdı´l mu˚zˇeme pozorovat take´ mezi cˇı´sly podmı´neˇnosti. Pokud
jsme jej pocˇı´tali pomoci vztahu (2.27), pak se jeho hodnota pohybuje rˇa´doveˇ azˇ kolem
10+53, kdezˇto prˇi pouzˇitı´ prˇı´kazu cond cˇı´slo podmı´neˇnosti neprˇesa´hlo 10+18. Opeˇt jsou
tyto neprˇesnosti zpu˚sobene´ neschopnostı´ pocˇı´tacˇe interpretovat cˇı´sla s plovoucı´ rˇadovou
cˇa´rkou. Vzhledem k tomu, zˇe se testovala matice pro dva urcˇite´ vektory, lze tedy
prˇedpokla´dat, zˇe pro jine´ budou hodnoty v tabulce odlisˇne´. Pokud bychom provedli
volbu vektoru˚ vhodny´m zpu˚sobem, pak by mohla vznikla´ Cauchyova matice by´t i dobrˇe
podmı´neˇna´.
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4.3.4 Testova´nı´ Hilbertovy matice
n κ(H) cond(H) ||HH−1 − I|| ||H inv(H)−I||
4 15513,73874 15513,73874 5,68434E-14 1,13919E-13
6 14951058,64 14951058,64 1,4552E-11 1,27503E-10
8 15257575742 15257575550 4,82219E-08 1,31967E-07
10 1,60263E+13 1,60249E+13 1,61287E-05 0,000148415
12 1,71323E+16 1,67756E+16 0,055766794 0,183552616
14 1,85338E+19 3,0821E+17 188,8844583 22,89819965
24 3,02389E+34 5,53732E+18 1,92775E+17 95,09817388
26 3,37339E+37 1,55737E+19 2,71628E+20 8,387570433
28 3,77253E+40 3,77668E+18 2,1097E+23 15,37894615
30 4,22781E+43 5,46986E+19 2,24706E+26 13,41970217
35 1,79108E+51 2,19494E+18 1,88745E+34 24,19135073
Tabulka 4.5: Vy´sledky testu˚ Hilbertovy matice
Stejneˇ, jako veˇtsˇina prˇedchozı´ch matic, je i Hilbertova matice sˇpatneˇ podmı´neˇnou. Jizˇ
pro n = 12 se cˇı´slo podmı´neˇnosti matice na hranici schopnosti pocˇı´tacˇe vyja´drˇit cˇı´slo
s plovoucı´ rˇadovou cˇa´rkou, tudı´zˇ mu˚zˇeme ocˇeka´vat, zˇe pro veˇtsˇı´ rˇa´d matice zı´ska´me
neprˇesne´ vy´sledky zpu˚sobene´ touto sˇpatnou interpretacı´ cˇı´sel. Pro n ≤ 14 se hodnota
cˇı´sla podmı´neˇnosti rˇa´doveˇ pohybuje azˇ do 10+51, kdezˇto u hodnot zı´skany´ch prˇı´kazem
condmu˚zˇeme pozorovat, zˇe neprˇesa´hnout 10+19. Tyto rozdı´ly zpu˚sobujı´ diferenci u testu˚
inverznı´ch matic. Vidı´me, zˇe pro inverzi vypocˇı´tanou vztahem (3.38), kdy n = 35,
je chyba okolo 10+34, kdezˇto prˇi pouzˇitı´ prˇı´kazu inv nenı´ pocˇı´tacˇ schopen dosa´hnout
prˇesnosti vysˇsˇı´ nezˇ 10+8.
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4.3.5 Testova´nı´ Vandermondovy matice
n κ(V ) cond(V) ||V V −1 − I|| ||V inv(V )− I||
10 2,10626E+12 2,10626E+12 1,49055E-09 9,67374E-09
12 7,0719E+15 6,9779E+15 4,02505E-08 5,22142E-07
14 3,35137E+19 6,8004E+17 5,42356E-06 0,000237022
16 2,13037E+23 3,22685E+21 0,000152409 0,079528722
18 1,74923E+27 2,31425E+23 0,014108812 11,34482962
20 1,80198E+31 4,94493E+26 0,366123524 1273,164384
22 2,27566E+35 2,41135E+29 39,28931695 56851,79949
24 3,45727E+39 8,35609E+32 1097,479567 1004185,951
26 6,22052E+43 1,30516E+38 165567,8794 387652,6286
28 1,30813E+48 3,86338E+40 11900300,59 4894895,532
30 3,17908E+52 5,68741E+43 731514175,2 9580803,205
35 5,18512E+63 5,39421E+53 4,25879E+13 450274282,4
Tabulka 4.6: Vy´sledky testu˚ Vandermondovy matice
Vandermondova matice je jedinou z testovany´ch matic, u nı´zˇ probeˇhl dobry´ vy´pocˇet in-
verze, prˇestozˇe cˇı´slo podmı´neˇnosti matice prˇesa´hlo hodnotu, kterou pocˇı´tacˇ nenı´ scho-
pen exaktneˇ vyja´drˇit . Pro n = 16 je cˇı´slo podmı´neˇnosti matice rˇa´doveˇ v 10+23 prˇi pouzˇitı´
vztahu (2.27) a 10+21 u prˇı´kazu cond, prˇesto je chyba vy´pocˇtu inverznı´ matice te´meˇrˇ
nulova´. Pokud n ≤ 20, pak inverze zı´skana´ vztahem (3.41) je spocˇtena te´meˇrˇ prˇesneˇ. Je-li
hodnota n veˇtsˇı´, pak ani takto spocˇı´tana´ inverznı´ matice nenı´ exaktnı´ a v tabulce mu˚zˇeme
pozorovat chyby, ktere´ se naprˇ. pro n = 35 pohybujı´ okolo 10+13.
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Kapitola 5
Za´veˇr
Cı´lem te´to bakala´rˇske´ pra´ce bylo porovnat prˇesnost vy´pocˇtu inverznı´ matice. Za tı´mto
u´cˇelem jsme v programu MATLAB, jezˇ jsme pro vesˇkere´ vy´pocˇty pouzˇı´vali, implemento-
vali algoritmy k zı´ska´nı´ inverznı´ matice. Ke kazˇde´mu typu specia´lnı´ch matic se zna´mou
inverzı´ byl napsa´n algoritmus, jezˇ pro urcˇity´ rozmeˇr n vypocˇı´tal pomocı´ jednoduchy´ch
vzorcu˚ inverzi. Takto vznikle´ inverznı´ matice jsme podrobili testu˚m prˇesnosti.
Abychom zjistili, nakolik byl vy´pocˇet prˇesny´, dosadili jsme jednotlive´ matice
do vztahu
||AA−1 − I||,
kde I je jednotkova´ matice typu n × n, A je matice typu n × n a A−1 je inverznı´ matice
typu n×n, kterou jsme zı´skali vy´sˇe zmı´neˇny´mi algoritmy. Tyto hodnoty jsme pak srovnali
s hodnotami, ktere´ jsme vypocˇı´tali tak, zˇe za matici A−1 byla dosazena inverze zı´skana´
MATLABovsky´m prˇı´kazem inv.
Takte´zˇ jsme se zameˇrˇili na cˇı´slo podmı´neˇnosti matice κ(A). Jeho vy´pocˇet byl proveden
dosazenı´m do vztahu
κ(A) = ||A|| · ||A−1||,
kde byla pouzˇita zna´ma´ inverznı´ matice a pozorovali jsme rozdı´ly mezi takto zı´skany´m
cˇı´slem podmı´neˇnosti a hodnotou, jezˇ jsme vypocˇı´tali pouzˇitı´m prˇı´kazu cond v MATLABU.
Na diferenci porovna´vany´ch hodnot meˇla vliv pocˇı´tacˇova´ aritmetika, jezˇ jsme
veˇnovali cˇa´st bakala´rˇske´ pra´ce. Pokud se cˇı´slo podmı´neˇnosti pohybovalo na hranici
pocˇı´tacˇove´ prˇesnosti, tedy kolem hodnoty 10+16 nebo veˇtsˇı´, pak docha´zelo ve vy´pocˇtech
k vy´razny´m neprˇesnostem. Pocˇı´tacˇ nenı´ schopen vyja´drˇit cˇı´slo s vysˇsˇı´ prˇesnostı´, cozˇ
zaprˇı´cˇinilo chyby vznikle´ nutnostı´ zaokrouhlova´nı´.
Pokud bychom tedy chteˇli vyuzˇı´vat inverznı´ matice pro testova´nı´ ru˚zny´ch algoritmu˚,
pak bude lepsˇı´ zvolit zna´mou inverzi. Chyby, ktere´ zı´ska´me nejsou natolik velke´ na
rozdı´l od inverzı´ vypocˇı´tany´ch prˇı´kazem inv. Ze vsˇech testovany´ch matic je pro testy
nejvhodneˇjsˇı´ Lehmerova matice (3.1), ktera´ je dobrˇe podmı´neˇna´ i pro vysˇsˇı´ rˇa´d matice
a diference vy´pocˇtu nebyla natolik velka´, jako tomu bylo u ostatnı´ch matic.
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Prˇı´lohy
CD prˇı´loha obsahuje soubor:
Testy.xlsx - tabulky obsahujı´cı´ vesˇkeˇre´ hodnoty zı´skane´ prˇi testova´nı´ matic
a tyto MATLABovske´ funkce:
Cauchy.m - metoda vracejı´cı´ Cauchyovu matici typu n× n a jejı´ inverzi
Cauch test.m - metoda zapisujı´cı´ do souboru Testy.xlsx vy´sledky testu˚ Cauchyovy
matice pro dane´ n
Hilbert.m - metoda vracejı´cı´ Hilbertovu matici typu n× n a jejı´ inverzi
Hilb test.m - metoda zapisujı´cı´ do souboru Testy.xlsx vy´sledky testu˚ Hilbertovy
matice pro dane´ n
Lehmer.m - metoda vracejı´cı´ Lehmerovu matici typu n× n a jejı´ inverzi
Lehm test.m - metoda zapisujı´cı´ do souboru Testy.xlsx vy´sledky testu˚ Lehmerovy
matice pro dane´ n
Pascal.m - metoda vracejı´cı´ Pascalovu matici typu n× n a jejı´ inverzi
Low Pasc test.m - metoda zapisujı´cı´ do souboru Testy.xlsx vy´sledky testu˚ Pascalovy
dolnı´ troju´helnı´kove´ matice pro dane´ n
Sym Pasc test.m - metoda zapisujı´cı´ do souboru Testy.xlsx vy´sledky testu˚ Pascalovy
symetricke´ matice pro dane´ n
Vander.m - metoda vracejı´cı´ Vandermondovu matici typu n× n a jejı´ inverzi
Vand test.m - metoda zapisujı´cı´ do souboru Testy.xlsx vy´sledky testu˚ Vandermondovy
matice pro dane´ n
