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With the rapid increase in technologies to observe electric activity inside the 
brain, scientists have felt urged to create proper links between intracellular- and 
extracellular- based experimental approaches. Biophysical models at both physical 
scales have been formalized under assumptions that impede the natural creation of 
such links. In this work, we propose a novel theoretical framework to include the 
geometrical and electrotonic properties of neurons in a multi-compartment model 
that comprises four different devices, i.e. the integrator, the propagator, the 
3D-connector and the collector. A clear distinction in the resistivity profiles of both 
the intracellular and extracellular spaces is made for these devices. We deduced the 
general equations for the membrane potential at the compartments in each device. 
In particular, we applied this framework to model the geometrical aspects of 
pyramidal cell layer 5 (PCL5). Our model was able to reproduce the decay and delay 
curves of back propagating APs in this type of cell with a better agreement to 
experimental data. We used the voltage drops of the extracellular resistances at 
each compartment to approximate the local field potentials generated by a single 
PCL5 in close proximity to the microelectrodes arrays. From the voltage drops 
produced by back-propagating APs, we were able to estimate current multipolar 
moments generated by a single PCL5. By adding external current sources in 
parallel to the extracellular resistances, for the first time, we were able to create a 
context to stimulate any type of neurons from microelectrodes arrays in close 
proximity, which incorporates dynamic reactivity from these types of excitable cells. 
We used such an extended framework to evaluate the profile of extracellular 
current injection needed to stimulate the PCL5. In our model, the actual kinetics 
for PCL5 ionic currents and the geometrical properties of these cells were included. 





Neuronal activity at the cellular level has been investigated in the past using 
two electrophysiological approaches. In the first one, individual neurons in 
situ/vitro are targeted with glass-microelectrodes using a variety of recording and 
preparation protocols. The whole-cell voltage/current clamp is considered the most 
classical recording protocol, and it is usually performed on acute slice preparations 
(Neher, 1971; Sakmann & Neher, 1984; Stuart & Sakmann, 1995; Angelo et al., 
2007; Bar-Yehuda et al., 2008). The extracellular recordings in vivo using metal 
microelectrodes arrays (MEA) constitute the second and the earliest approach, 
dating from the works of Emil Heinrich du Bois-Reymonds who introduced the first 
non-polarizable electrodes and high-sensitivity multipliers in the middle of the 19th 
century (Pearce, 2001). Extracellular recordings via intracranial windows in 
experimental animals and human patients are today a daily practice in many 
institutes around the world (Brinkmann et al., 2009; Gnatkovsky et al., 2008; 
Wilent et al., 2011). In more modern times, this technique has been divided into two 
fields of study, one dedicated to the understanding of the postsynaptic potentials (i.e. 
the local field potential, LFP) (Buzsáki, 2006) and the other to the genesis of the 
neuronal spiking [i.e. the multi(single) unit activity, M(S)UA] (Stark & Abeles, 
2007; Wilson, 2010). 
The development of biophysical models, with the particulars for each technique, 
to explain the data has been an important issue in the history of both experimental 
approaches. The existence of incompatible specificities, together with the 
spontaneous segregation of the electrophysiologists into two independent research 
communities, has gradually created a gap between the theoretical frameworks 
underlying these approaches. The clearest one is the assumption of an extracellular 
space having a resistance negligible with respect to the resistance of the 
intracellular space when creating models for individual neurons from whole-cell 
voltage/current clamp data (Rall, 1957; 1959; 1960; 1964). Perhaps, this 
assumption originated from the fact that the intracellular space along dendritic 
branches always contains long and narrow domains, which give them a very large 
effective resistance compared to that of the extracellular space. Quite the opposite, 
the volume fraction of the extracellular and intracellular spaces is about 0.3 in most 
tissue preparations (Lehmenkühler et al., 1993), a fact that makes the extracellular 
resistance to be in the extreme case 1.3 times higher than that of the intracellular 
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(Appendix-1). From an experimental perspective, whole-cell voltage/current clamp 
are the result of observing either induced voltage differences or current flows 
between a glass-microelectrode, whose tip is inside some intracellular domain, and 
a far-away bath electrode. In contrast, extracellular recordings capture voltage 
differences in the extracellular space from metal microelectrodes that are in close 
proximity to the neurons. With the development of silicon-based technologies and 
the micro-electro-mechanic systems ―MEMS‖, MEAs are built everyday with more 
precision, which has triggered remarkable advances in modeling and data analysis. 
Performing current source density (CSD) analyses based on both models of cortical 
columns and the Poisson equation for the electric potentials constitutes one of the 
most standard techniques used nowadays to analyze the LFPs (Somogyvári et al., 
2005; Pettersen et al., 2006; Lindén et al., 2010; Gaute & Einevoll, 2010). Similarly, 
methods employed to detect and classify neuronal spiking are progressively 
founded on biophysical models of single neurons acting in a highly conductive 
medium. 
In modern times, several groups have established techniques to perform 
whole-cell current clamp recordings (or juxtacellular recordings) (Joshi & Hawken, 
2006; Pinault, 2008) in vivo. In more ambitious projects, these recordings have been 
observed simultaneously with LFPs and M(S)UA from MEA either in situ (Gloveli 
et al., 2005) or in vivo (Harris et al., 2000; Henze et al., 2000) situations. While each 
theoretical framework referred above has been always consistent with the 
respective experimental approach, they have to be carefully used to explain such 
type of concurrent data. The classical way to link intracellular and extracellular 
recording modalities, from a modeling viewpoint, is by solving the respective 
forward generative problems in a sequential strategy. In the first step of this 
strategy, multi-compartmental models, useful to describe the membrane potentials, 
are created with the particularities of each neuron. In a second step, primary and 
returning current sources across the entire membranes of the neurons are 
calculated using these models. The validity of such a source model lies beneath the 
assumption of a space-shunted extracellular space. Finally, the Poisson equation is 
used to calculate the distributions of electric potentials in the extracellular space 
created by the trans-membrane monopolar sources (Gold et al., 2006). The major 
contradiction in this strategy is the fact that the first step is performed under the 
assumption of a zero extracellular resistance while the last one is, by principle, 
based on the existence of an extracellular electric conductivity field (Goto et al., 
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2010). This strategy might be valid and useful in situations where the electrodes 
utilized to record the extracellular potentials are far away from the neuronal 
populations. However, in our opinion when these electrodes are immersed inside 
the neuronal populations, and are hence in very close proximity to the neurons 
generating the extracellular potentials, other theoretical frameworks may be more 
appropriate. Riera et al. (2006) proposed a multi-compartmental model for the 
pyramidal cells in the human visual cortex, which explicitly incorporates 
extracellular resistances at all compartments. The interactions between 
compartments were only electrotonic (no active ionic conductances) in this 
preliminary work and merely three representative compartments were considered 
to describe the soma as well as the apical-tuft and basal dendrites. The voltage 
differences along the extracellular resistances were used by these authors to models 
mesoscopic dipolar sources underlying the EEG recordings. 
In this paper, we created a new theoretical formalism to construct biophysical 
models for neurons which has been inspirited in the conceptual framework 
proposed by Riera et al. (2006). This formalism is based on four constitutive electric 
devices for most of the typical cellular structures: the collector (soma), the 
propagator (trunk), the integrator (dendritic branches) and the 3D-connector 
(dendritic bifurcations). The innovative aspect in these devices is the inclusion of 
multiple extracellular resistances that adequately can be used to absorb the 
geometrical aspects of each cellular structure. First, we created the theoretical 
equations and provided instructions on how to use the four devices to create 
neurons with dissimilar morphologies. Second, we developed the particulars for the 
layer 5 tufted pyramidal cells (PCL5). In order to study the effect of the 
extracellular resistances in the pyramidal cells on the action potential (AP) 
back-propagation, we surveyed literature on the kinetics and permeability profiles 
of the most important ionic channels in this particular cell type. Our model was 
able to accommodate experimental data about the amplitude decay and peak delay 
of back-propagating APs more precise than the same model when all extracellular 
resistances were set to zero. We defined in a direct way the extracellular potentials 
near a particular neuron as voltage drops in the extracellular resistances. We used 
such a construct to create individual CSDs for back-propagating APs and discussed 
our results together with experimental data reported in the literature 
(Bereshpolova et al., 2007). We could estimate close-field monopolar, dipolar and 
quadrupolar contributions to the CSD by a single pyramidal cell. We concluded that, 
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even for models based on the Kirchhoff ’s laws for circuit loops, monopolar and 
quadripolar sources emerge in the CSD analysis as a result of the mismatch 
between the physical assumptions made to solve the forward problems in these two 
tissue substrates, i.e. on one hand we assumed the electric fields were quasistatic 
(Poisson equation), and on the other hand we introduced highly dispersive elements 
(membrane capacitances). Finally, we extended our model of the pyramidal cells to 
include elemental current sources in parallel to the extracellular resistances for 
each compartment, which was very useful to mimic current stimulation by 
microelectrodes in close proximity to the neurons. Using this last model, we were 
able to evaluate the sensitivity of the PCL5 to the different stimulation locations 
along the cellular trunk. 
Materials and methods 
A general framework for modeling neuronal activity 
In the proposed theoretical formalism, neurons can be approximated by 
complex arrays of four elemental building blocks (Figure 1-A2 and B2), which are 
endowed with ionic channels. These building blocks, which are named the 
integrator (dendritic branches), propagator (dendritic trunks), 3D-connector 
(branch bifurcation points) and collector (somas), contain detailed information 
about neuron geometries in terms of the particular values of intracellular, 
extracellular and membrane electrotonic parameters (i.e. resistances and 
capacitances). For instance, the pyramidal neurons (Figure 1-A1) are approximated 
by a collecting-soma attached on one side to the basal integrating dendrites and on 
the other to a long propagating trunk (Figure 1-A2). The trunk ends on a bulk of 
apical integrating dendrites. We can also attach oblique integrating dendrites to the 
trunk by means of a 3D connector. However, the spiny stellate neurons (Figure 
1-B1) can be created by connecting integrators and a single collector in a spherical 
array (Figure 1-B2). 
As shown in Figure 1-A2 and B2, the integrator is defined as a device which 
contains two parts: the first part possesses many dendritic branches with 
heterogeneous impedances and it receives synaptic inputs, and the second part 
produces a single output voltage at the last compartment of the integrator which is 
used as an input in any other building block connected to it. The propagator refers 
to a device that propagates inputs over long distances separating two building 
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blocks. The propagator is composed of several compartments which can be 
non-uniform. By means of a 3D-connector, we can create links between three 
particular building blocks that simulate the points of electrotonic division (e.g. 
dendritic bifurcations). The collector represents a device that collects the outputs 
from specific arrays of building blocks and generates from them the final spiking 
state of the cell. 
The extracellular space (ECS) is composed of the cerebral spinal fluid that 
distributes along the narrow interstitial space between the neuronal processes. 
Nowadays, it is well established that the ECS occupies a volume fraction of between 
15% and 30% in normal adult brain tissue (Sykova & Nicholson, 2008). For general 
cases, the equivalent electrical circuits of the building blocks in the frequency domain 
are shown in Figure 2-A, B, C, and D for the integrator, propagator, 3D-connector, and 
collector, respectively. Every equivalent electrical circuit contains the resistance of 
both the intracellular space (ICS) and the ECS, as well as the membrane complex 
resistance. By using the Kirchhoff's laws for these circuits, we were able to obtain 
theoretical formulas for the changes in the membrane potentials for each building 
block (Appendix-2). 
An application: AP back-propagation in PCL5 
The morphological properties 
As an example, we will apply this model to study back-propagating APs in 
PCL5 (Figure 1-A1). In this model, the PCL5 is composed of three interconnected 
building blocks (Figure 3, left) embedded with ionic channels: integrator, 
propagator, and collector. 
For the case of stimulating a PCL5 through the injection of intracellular 
currents in the soma, the ionic channels rather than the synapses play a key role 
for back-propagating APs. Here, the oblique and basal dendrites were ignored. 
Therefore, this simple model of PCL5 contains an integrator with only one 
apical-tuft branch, a propagator with 10 compartments, and a collector with only 
one input coming from the propagator. However, the morphology of PCL5 can be 
non-uniform within compartments. For a precise result, we assumed that all 
compartments of the propagator can be divided into two equal parts in the electrical 
circuit (Figure 2-B): the upper and lower part. Note that the distal apical 
integrating dendrite is connected to the first compartment of the propagator and 
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the collecting soma is connected to the last compartment of the propagator. The 
entire model of AP back-propagation inside the PCL5 was programmed in MATLAB 
(i.e. this code is available by request). 
In our model, we assumed that the volume of the ECS in close proximity to the 
PCL5 was equal to 30% of the volume of its ICS, which determine the upper bound 
for the extracellular resistance. We used geometrical parameters to calculate the 
membrane resistances, and the resistance of the ICS and the ECS for every 
compartment of the integrator, the propagator and the collector in our model. The 
calculation of those resistances is shown in the Appendix-1.  
To estimate the geometrical properties (length, diameter, area, volume) of 
PCL5s, we performed whole-cell somatic patch-clamp experiments using 
somatosensory coronal slices (300 m) of young Wistar rats (P14-P16). The artificial 
cerebral spinal fluid solution contained (in mM): 125 NaCl, 25 NaHCO3, 25 glucose, 
2.5 KCl, 1.25 NaH2PO4H2O, 2CaCl22H2O and 1 MgCl26H2O. Recording electrodes 
(5–7.5 M) were loaded with  intracellular solution contained in (mM) 115 
potassium gluconate, 20 KCl, 2 Mg-ATP, 2 Na2-ATP, 10 sodium phosphocreatine, 0.3 
GTP, 10 HEPES, 0.05 Alexa fluor hydrizide 594.  Sixteen cells  were selected 
based on their firing patterns (regular spiking) and their image stacks recorded by 
the Two Photon Laser Scanning Microscopy were combined using a volume 
integration and alignment system (VIAS)  (Rodriguez et al., 2003). Geometrical 
properties of selected PCL5 were evaluated using the Neuron Studio software 
(Rodriguez et al., 2003): (1) As for the single branch of the integrator, its 
morphological properties were obtained from averaged data of three branches. The 
last compartment of the integrator which connects the propagator and integrator 
was approximated as a cylinder and its length and diameter measured; (2) The 
propagator was assumed as a cylinder and divided into 10 compartments (Figure 3, 
right A) whose lengths and diameter were determined (Figure 3, right B1). The 
collector was subjectively classified into three formats according to their different 
shapes (i.e. triangular, round and oval, Romand et al., 2011). Thus, collectors were 
approximated by a sphere whose diameters were measured (Figure 3, right B2). All 
animal procedures were reviewed and approved by the Tohoku University Animal 
Studies Committee. 
The resistance of membranes, ICS and ECS belonging to each of the building 
blocks are evaluated base upon the mean values of lengths and diameters gathered 
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from sixteen PCsL5 (Table 1). 
The voltage-gated ionic currents 
Three voltage-gated ionic channels are embedded in this model: sodium (Na), 
potassium fast (Kf), and potassium slow (Ks). The voltage-gates of these three ionic 
conductances were based on nucleated patched recordings from PCsL5 (Korngreen 
and Sakmann, 2000). All the conductances were modeled using Hodgkin-Huxley 
type of models (Hodgkin and Huxley, 1952). 
The kinetic equations were defined as follow (Keren et al., 2005): 
1. Sodium 
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The conductance profile of each of these three channels along the trunk of the 
PCL5 was based on data provided by Rhodes (2006). Since those data were obtained 
from 40 days/old Wister rats, the same profiles were kept, but scaled by a factor of 
0.3 to properly reproduce them as reported for juvenile rats (P14-P16), the 
conductance profile of (Na) sodium (Stuart & Sakmann, 1994) and (Kf & Ks) 
potassium (Schaefer et al., 2007) channels. 
The extracellular current sources generated by PCL5 
In contrast to previous studies, here we approximated the extracellular electric 
potentials at any position very close to the PCL5 by the voltage drop in the 
respective extracellular resistance at each compartment. In such an approach, the 
contributions to the LFP of the trans-membrane current sources of other 
compartments are neglected. This hypothesis is needed to simplify the theoretical 
analysis. In our case, the extracellular resistance constitutes an important element 
of the neuronal circuit as it has an impact on the final dynamics of the membrane 
potential. We used this framework to simulate the LFP from our PCL5 model. All 
LFP signals were referenced to a single reference electrode which was near the 
distal trunk in the extracellular space, other electrodes were in correspondence to 
the resistance of the ECS (Figure 4-A). In the Figure 4, e
iR  shows the i th 
resistance of the ECS which is in between the i th and i+1 th compartment, 
iU  
shows the voltage of e
iR . The details of the electric circuit are shown in Figure 4-B. 








Note that while calculating the LFP.the summation by the index k has to be 
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performed through all extracellular resistances of interest. To analyze the 
distribution of diminutive electric sources 
2s      produced by a particular 
neuron inside a mesoscopic region (i.e. a cortical column) from simulated LFPs 
 i ir V  ,  1, ,i N , at discrete recording sites ir  along the cortical lamina, 
we used the iCSD method (Pettersen et al., 2006; iCSDplotter software, version 
0.1.1). The parameters used in this analysis were: a) the disk diameter d for the 
sources, which was 0.5 mm, b) the standard deviation for the Gaussian filter, which 
was 50 μm, and c) the electric conductivity σ (homogenous media), which was 3 
mS/cm (Goto et al., 2010). The thickness l of the cortical columns was 2 mm. 
Assuming the cortical columns were perfect cylinders, their volumes 
2( / 2)V d l  
would be 0.39 mm3. We did not use boundary conditions (i.e. free electric potentials). 
The mathematical definition of monopoles m(t), dipoles d(t), and quadrupoles Q(t) 
from the volume sources s are given by the following equations (Riera et al., 2011): 
2
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The vector mr  indicates the center of gravity of the cortical column, and the 
value mz  stands for its respective laminar coordinate. The axis z is defined in the 
direction perpendicular to the neocortex with positive and negative values toward 
the supragranular and infragranular layers, respectively. 
Stimulating the PCL5 by extracellular current injection 
Due to the existence of a resistance of the ECS, we also were able to inject 
electric currents to the ECS to induce spiking in PCL5. In Figure 5, we show the 
original electric circuit which contains the resistance of the ECS (Figure 5-A) and 
the modified electric circuit to account for an extracellular current injection (Figure 
5-B and C). In our model, an injection of an electric current in the ECS close to a 
compartment of the neuron can be represented by an external current source in 
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parallel to the extracellular resistance of that compartment (Figure 5-B). By means 
of Norton's theorem, we can transform this parallel circuit into a serial circuit with 
an equivalent voltage source (Figure 5-C). Hence, we can directly add the voltage 
injection source to the equivalent electrical circuits of the building blocks in our 
multi-compartmental model. 
The equivalent equation is as follows: 
inje inje e
i i iE I R   
By using Kirchhoff's laws for these circuits, we can include these serial voltage 
sources in the original equivalent equations of the building blocks of the 
multi-compartmental model (Appendix-2). 
Results 
Intracellular stimulation of PCL5 
Figure 6 shows the propagation of an AP train from the soma to the distal 
trunk with both cases: a zero and a nonzero resistance for the ECS. The membrane 
potential was held at -70 mV and a square pulse current of 200 pA injected at the 
soma for 150 ms. In both cases, the peak amplitude of APs remains constant after a 
very short transitory period. There is a good concord between these results and 
those provided in a previous experiment (Chang & Luebke, 2007). From these 
simulations, it can be noticed that amplitude of back-propagating APs is not 
affected by the resistance of ECS. On the contrary, number of spikes is slightly 
reduced when Re is not zero. As a consequence of the uncertainty in determining 
current leakages in whole-cell voltage clamp experiments and the variability in the 
cell dimensions, the number of spikes does not constitute a suitable experimental 
criterion to precisely evaluate the impact of extracellular resistance in the cellular 
signaling. A more meticulous evaluation can be achieved by inspecting the shape of 
the back-propagating APs. 
We compared two single APs from these simulated data with equivalent 
initiation times (Figure 7). In order to quantify the differences of these two single 
APs, we used the amplitude decay and peak delay curves of the back-propagating 
APs (Figure 8). First, we chose the data of three previous studies reporting the APs 
decay and delay curves in PCL5 (i.e. Stuart & Sakmann, 1994; Gulledge & Stuart, 
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2003; Bar-Yehuda et al., 2008; data summarized in Figure 8-A). Second, in those 
common sites along the PCL5 trunk we averaged the decay and delay values 
reported in these previous studies. Finally, we compared the mean experimental 
curves with those obtained from our simulated back-propagating APs. The decay 
curves were similar in these previous studies. However, there were significant 
differences among these three studies in the estimated delays curves, i.e. about 2 
ms discrepancy at the distal apical dendrites. 
We compared the decay and delay information calculated from the 
back-propagating APs in our simulations with those obtained from averaging 
previous experimental data (Figure 8-B). We could not find an obvious difference in 
simulated amplitude-decays for the cases of zero and nonzero resistance of the ECS. 
The predictions in both cases were very similar to that mean amplitude-decay curve 
experimentally estimated (Figure 8-B, left). The estimation errors were slightly 
smaller for the case of nonzero resistance of the ECS (i.e. 4.56) compared to the case 
of zero resistance of the ECS (i.e. 4.92). Taking into consideration that we 
performed this simulations using the upper bound for the resistance of the ECS, we 
concluded that the existence of ECS resistance will never affect the 
amplitude-decay curve of back-propagating APs in the PCL5. However, we found 
that in the case of having a zero resistance of the ECS the APs propagate faster 
along the PCL5 trunk back to the apical dendrites (Figure 8-B, right), as quantified 
through the peak-delay curve. By comparing the simulated peak-delay curves with 
that mean curve experimentally estimated, we concluded that the estimation errors 
were significant larger in the case of having the ECS voltage-space clamped (i.e. 
0.68) compared to the case of a highly resistive ECS (i.e. 0.37). However, further 
experiments are required to verify this conclusion since the aforementioned 
discrepancies in the experimentally estimated peak-delay curves, in spite of having 
used equivalent species (Wistar rats), brain regions (neocortex) and animal ages. 
Using the strategy proposed in the material and methods, we simulated the 
LFP and calculated the respective CSD for the case of having an ECS with a 
nonzero resistance. In this particular case, for the cell to fire a single AP a current 
of 200 pA was injected for 5 ms (Figure 9). The calculated CSD spatiotemporal 
pattern was very close to that estimated from experimental data (Bereshpolova et 
al., 2007). Based on our calculated CSD, we determined the multipolar components 
generated by a single PCL5 while APs are back-propagating along its trunk. Note 
that our estimators are only valid if the microelectrodes are in close proximity to 
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the PCL5, e.g. a linear probe with electrodes arranged parallel to the PCL5 at a 
distance < 50 m from it. In contrast to the results obtained by Milstein & Koch 
(2008), we were able to distinguish monopolar and quadrupolar contributions to the 
LFP which were comparable in size to that of the dipolar source model. The 
strategy in Milstein & Koch (2008) was to solve the discrete cable equation 
assuming a zero resistance of the ECS and use the resulting trans-membrane 
currents (i.e. both primary and returning currents) to calculate the LFP through 
the Poisson equation. Therefore, their results originated from both the local dipolar 
character of the trans-membrane current sources and the instantaneous 
propagation of the electric field in pure resistive media (i.e. the quasistatic 
approach). In our case, the strategy used to calculate the LFP takes into account 
the dynamic changes in the extracellular potentials which are caused by the 
existence of polarization effects along the cellular membranes. 
Extracellular stimulation 
We used the proposed strategy to stimulate the PCL5 using extracellular 
current injection at the level of each compartment. We applied extracellular electric 
currents (i.e. square pulses: 50 ms – 250 ms) at different positions of the PCL5 to 
generate a train of APs in its soma. The amplitudes of the electric currents were 
adjusted to reproduce trains of AP with similar spike frequency/rate. Figure 10 
illustrates such a procedure for four particular positions (i.e. the soma, and a site in 
the proximal, middle and distal trunk). 
In Figure 11, we showed the relationship between the amplitudes of the 
injected electric current into the ECS and the distance from the soma. We found 
that the farer we are from the soma the higher the current have to be injected to 
equivalently stimulate the PCL5, and that it follow a exponential-like relationship. 
The estimated sensibility profile of the PCL5 to extracellular current injection will 
allow us to create in the near future strategies to selectively stimulate this 
particular cell type from specially designed MEAs. 
Discussion 
For establishing neuronal model for any types of neurons, we created a new 
theoretical formalism which contains the resistance of ECS. Comparing the number 
of APs in the ―Re is not zero‖ study and the ―Re is zero‖ study in the intracellular 
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stimulation results, we have shown that the APs could be generated more without 
the resistance of ECS. The result of decay showed that the resistance of 
extracellular space cannot affect the amplitude of neuronal APs in an obvious way. 
However, we could find an obvious difference of spread speed of APs from soma to 
distal trunk in delay result. We also created a new method for LFP and CSD 
simulation, these simulation results showed that our model can provide simulation 
data which was very close to the experimental data, and based on our CSD data, 
the monopoles, dipoles and quadrupoles results could be calculated precisely. Since 
our model included the ECS, we were able to stimulate neuron at ECS and evaluate 
the sensitivity of the neuron to the stimulation location along the cellular trunk. We 
showed the nonlinear relationship between the amplitude of the injected current in 
the ECS and the injected distance from soma in the extracellular stimulation 
results, we found that we needed more injected current to generate neuronal APs in 
the extracellular space. Based on the safe region for injection current in the ECS 
during the experiment, we were able to find the limit position which could inject the 
current up to 2μA. 
Riera et al. (2006) represented the electrotonic propagation of the membrane 
potentials in the PCL5 of the human visual cortex using a three-compartment 
model that included the apical dendrites, basal dendrites and the soma. These 
authors used such a model to estimate crucial physiological parameters in the 
cortical microcircuit from large-scale EEG data which were obtained from healthy 
subjects undergoing a flickering checkerboard visual stimulation paradigm (Riera 
et al., 2007). In then current study, we extended this previous model not only to 
include active ionic currents, but also to represent cells with other morphologies 
through the combination of four basic electrotonic devices: the integrator, the 
propagator, the 3D-connector and the collector. Each of these devices, which in 
principle could comprise multiple compartments, is able to connect to any other 
device by means of terminals (open circuits) having free voltage differences as the 
linking physical magnitudes. As in Riera et al. (2006), the extracellular electric 
potential was defined as the voltage drops in the resistances of the extracellular 
space for each compartment. Additionally, we obtained mathematical formulas for 
the case in which sources of electric currents were in parallel to the extracellular 
resistances. The last theoretical result allowed us to create a realistic profile of 
PCL5 sensitivity to external current stimulation by means of MEAs in close 
proximity to the cells, a subject of relevance in developing brain machine interfaces. 
 15 
 
We provided a link between the intracellular (membrane potentials) and 
extracellular (LFP/MU(S)A) recordings without assumptions of both a charge 
balance along the cellular membrane and a quasistatic approach for the electric 
field. However, our theoretical model is only valid for recording sites in close 
proximity to the neurons of interest. We were able to reproduce similar 
spatiotemporal patterns in the extracellular CSD generated by back-propagating 
APs, such as those reported by Bereshpolova et al. (2007). Our model was also able 
to reproduce experimentally observed curves for the amplitude decay and peak 
delay of back-propagating APs. 
The decay/delay for back-propagating APs: The discrepancies 
To evaluate the impact of introducing an extracellular resistance in the 
multi-compartmental models of PCL5, in this study we used the decay and delay 
curves of back-propagating APs in these particular cell types obtained by different 
laboratories (Stuart & Sakmann, 1994; Gulledge & Stuart, 2003; Bar-Yehuda et al., 
2008). The first report dates from the early 90’s (Stuart & Sakmann, 1994). These 
authors performed patch-clamp recordings from dendrites of neocortical pyramidal 
cells using parasagittal neocortical brain slices from 2-week-old Wistar rats. Almost 
ten years later, Gulledge & Stuart (2003) obtained similar measurements from 
coronal brain slices containing the prelimbic prefrontal cortex from 3- to 5-week-old 
Wistar rats. In Stuart & Sakmann (1994)’s study, the decay curve was similar to 
that reported by Gulledge & Stuart (2003), but the delays were much larger, i.e. the 
APs reached a site about 500 m from the soma 2 ms slower than in Gulledge & 
Stuart (2003). Using sagittal slices from 5- to 7-week-old Wistar rats, more recently 
Bar-Yehuda et al. (2008) reported similar decay/delay curves to those found by 
Gulledge & Stuart (2003). We realized that there is a discrepancy in the delay curve 
reported in the initial works by Stuart & Sakmann (1994) and in those obtained in 
more contemporary studies (Gulledge & Stuart, 2003; Bar-Yehuda et al., 2008). 
These three studies all used Wistar rats. We opted to use averaged data from these 
three studies for both decay and delay curves. We believe further studies are 
required to verify whether these curves depend on either age, specie, brain region, 
or PCL5 subtype. Currently, we believe that the average data has the most valid 
curves possible. 
As is shown in Figure 8, a multi-compartment model for PCL5 that includes 
extracellular resistances different from zero generates APs propagating more 
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slowly toward the apical tuft. To explain this phenomenon, we use a simplified 
model of a membrane circuit (one single compartment) that includes not only 
membrane and intracellular resistances, but also a nonzero extracellular resistance. 







    
In this equation, 
*R  is an equivalent resistance that results from having a 
membrane resistance in parallel to a series of intracellular 
iR  and extracellular 
eR  resistances. The time constant for the circuit will be 
*R C  . Therefore, 
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 , which implies 0 0e eR R   . 
An alternative explanation for the AP retardation in the case of nonzero 
extracellular resistive originates from a thermodynamic viewpoint. For electrical 
circuits with more resistive elements, which are dissipative, the net production of 
heat in a given time window Q IRt  will be higher. Such an energy 
transformation process could underlie both larger delays in the propagation of APs. 
The charge-balanced hypothesis: The extracellular potential models 
From a classical approach, the connection between intracellular and 
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extracellular recordings is based on assuming the existence of microscopic current 
sources across the cellular membrane of the entire neurons. Therefore, the 
extracellular electric potentials are naturally calculated by using the Poisson 
equation for quasistatic electric fields. This strategy might be valid and useful in 
situations where the microelectrodes utilized to record the extracellular potentials 
are far away from the neuronal populations of interest. However, in situations 
where these microelectrodes are in close proximity to the neurons generating the 
extracellular potentials, such a classical approach may produce inaccurate results. 
On the other hand, such a source model implies a microscopic charge balance in the 
cellular membranes. Riera et al. (2011) provided recent evidence that refutes such a 
working hypothesis at the mesoscopic level. In the barrel cortex of Wistar rats 
undergoing a whisker stimulation protocol, these authors found important 
contributions from monopolar and quadrupolar current sources to the extracellular 
potentials at the mesoscopic level. The role of multipolar current sources in the 
genesis of LFP/MU(S)A has been evaluated in the past (Milstein & Koch, 2008), 
where dipolar components were suggested to be larger than other multipolar 
moments. Therefore, in order to clarify whether or not the dipolar moment is the 
only one contributing to the genesis of LFPs future evaluations are needed. 
Poisson equation vs. Kirchhoff circuit laws 
The major problem in previous strategies that attempted to link models for the 
intracellular and extracellular experimental approaches is the strong inconsistency 
in the underlying assumptions. On the one hand, researchers use the quasistatic 
approach for the electric field, which was initially introduced to describe the 
propagation of electric and magnetic fields inside the biological tissues (Plonsey & 
Heppner, 1967), to estimate the extracellular electric potential  r  everywhere 
from known microscopic current sources s  across the membrane of the neurons. 
For the electric field, this approach results in the well-known Poisson equation 
  s     . In the frequency range of observing electrophysiological phenomena 
( 100kHz ), dispersive effects in the tissues are ignored (i.e. pure resistive media). 
Under such a condition, the conductivity   reflects mostly the macroscopic 
conductivity which is determined by the characteristics of the cell suspension (i.e. 
volume fraction of the extracellular and intracellular spaces) and does not include 
any contribution originating from the existence of a highly dispersive membrane. 
Nowadays, we are familiar with the fact that such an approach is not valid even for 
the lowest frequency range ( 100Hz ) of the LFP (Gabriel et al., 1996a,1996b, 
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1996c, 2009; Bédard & Destexhe, 2009; Bédard et al., 2010). On the other hand, the 
differential equations used to describe the membrane potentials in neurons, by 
nature, originate from the fact that there is a capacitor separating the intracellular 
and the extracellular spaces. In such differential equations, the actual brain 
sources across the cellular membranes are incorporated following Kirchhoff ’s 
circuit laws. As demonstrated in this paper, we have to be careful when 
representing these actual current sources at a mesoscopic level with equivalent 
dipolar models that neglect the contribution of monopolar and high-order 
multipolar moments to the LFPs (Riera et al., 2011). 
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1. Calculation of resistances 
In every compartment, l is length, d is diameter, A is area, and V is volume. 
The parameters A and V of every compartment are calculated from the l and d 










Here, the membrane resistivity (rm) is equal to 40000 (Ω×cm2). The factor 1.92 
is introduced to account for the dendritic spine areas (Rhodes et al., 2006). 











Here, the resistivity of the ICS (ri) is equal to 166 (Ω×cm). 
The calculation of the resistance of the ECS (Re) is given by the following 
equations: 
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Here, the resistivity of the ECS (re) is equal to 63 (Ω×cm). We used the fact 
that the extracellular/intracellular volume fraction is approximately 0.3. 
2. Model of building blocks 
The cell’s membrane unit can be modeled as a RC  circuit and a primary current 
source, all in parallel (Figure 12). R  and C  stand for the membrane resistance and 









, where RC  represents the membrane time constant. 
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A: Model of the integrator 
The integrator (Figure 1-A2 and B2) represents a device that possesses many 
branches with heterogeneous impedances and that receives a huge amount of 
inputs and produces a single output (i.e. a voltage difference). The integrator is 
useful to represent dendritic branches. This output is used as input in another 
electrotonic device. According to actual morphometry of dendritic trees (Larkman, 
1991a, 1991b, 1991c), the integrator might comprise intermediate and terminal 
branches. We consider a model of the integrator composed mainly by a set of 
intermediate branches. 
In order to determine the dynamic equations for the membrane potentials in 
each branch of the integrator, as well as in its last compartment, we use the 
Kirchhoff's laws. The equivalent circuit for this electrotonic device is shown in 
Figure 2-A, and the following equations can be easily obtained: 
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The supra indexes ―e‖ and ―i‖ hold for the extracellular and intracellular spaces. 
kA
I  stands for a current entering the k th branch of the integrator. 
k
inje
AI  stands for 
an extracellular injection current at the extracellular resistance of the k th branch 
of the integrator. 
inje
TI  stands for an extracellular injection current at the 
extracellular resistance of the last compartment of the integrator. 
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By plugging Eq. (A:b1) into the A:ak th equation enable us to determine the 
electric current flowing into a k th branch of the integrator as follows: 
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Hence, coupling Eq. (A:b2) with the ones below: 
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enable us to obtain an equation to describe the change in the membrane 
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From Eqs. (A:aM+2) and (A:aM+4), the following expressions of the electric 




















         (A:b8) 
The equation describing the dynamics of the membrane potential in the last 
compartment of the integrator is obtained by inserting Eqs. (A:b7) and (A:b8) into 
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  (A:b10) 
B: Model of the propagator 
The propagator (Figure 1-A2) refers to an electrotonic device along which an 
AP can propagate. Since the morphometry happens to be non-uniform within a 
compartment of the propagator, we assume that all compartments can be divided 
into two sub-compartments (upper and lower parts). Thus, by applying the 
Kirchhoff ’s voltage law for all meshes of the propagator’s equivalent electrical 
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circuit (Figure 2-B), the following equations are obtained: 
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can be rewritten as follows: 
1 1 1 1 10
( ) 0Uei Ui Ue injeT T T T TV V R I R I          (B:b1) 
1 1
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T T TR R R  ,  ,X L U . 
The supra indexes ―e‖ and ―i‖ hold for the extracellular and intracellular spaces. 
The supra indexes ―U‖ and ―L‖ hold for the upper part and lower part of every 
compartment of the propagator. 
k
inje
TI  stands for an extracellular injection current 
at the extracellular resistance of the T th compartment of the propagator. From the 
above equations, expressions of the currents flowing into particular resistances of 
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The expression of electric voltage through the membrane in the k th 
compartment is defined as follows: 
* *
k k k kT T T T
V E R I         (B:b9) 
After some algebraic manipulations, Eqs. (B:b4) – (B:b9) enable us to find the 
final expressions for the membrane potentials at all compartments of the 
propagator: 
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C: Model of the 3D-connector 
The 3D-connector (Figure 1-A1) refers to an electrotonic device that links three 
particular building blocks to simulate a point of branch bifurcations. Every branch of 
the 3D-connector receives and generates both input and output electric potentials. 
Without losing generality, we will assume that the 3D-connector contains two inputs 
and one single output. By applying the Kirchhoff ’s laws within all meshes of the 
3D-connector’s equivalent electrical circuit (Figure 2-C), the following equations are 
obtained: 
1 1 1 1 1 0
I ei I e inje
MV R I R I V           (C:a1) 
2 2 2 2 2 0
I ei I e inje
MV R I R I V           (C:a2) 
0O ei I e injeO O O O MV R I R I V           (C:a3) 
1 2
I I I
M OI I I I          (C:a4) 
* * 0M M M MV R I E           (C:a5) 
* * I
M M ME R I         (C:a6) 
Where 
ei e iR R R    ,  0,1,2  . 
The supra indexes ―e‖ and ―i‖ hold for the extracellular and intracellular spaces. 
II  stands for a current entering the three branches of the integrator. 
injeI  stands 
for an extracellular injection current at the extracellular resistance of the three 
branches of the 3D-connector. From the above equations, expressions of currents 
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From the above equations, we obtained an equation which describes the changes 
in the membrane potential in the 3D-connector: 
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D: Model of the collector 
The collector (Figure 1-A2 and B2) represents an electrotonic device that 
collects many inputs coming from other devices. Based on its equivalent electrical 
circuit, represented in the Figure 2-D, we were able to obtain the following 
equations: 
1 1 1 1 1
0ei e inje ei e injeS S S S S S S S SV R I R I R I R I V          (D:a1) 
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Where ei e i
S S S
R R R  . 
kS
I  represents currents that flow into a branch of the collector. The supra 
indexes ―e‖ and ―i‖ hold for the extracellular and intracellular spaces. 
k
inje
SI  stands 
for an extracellular injection current at the extracellular resistance of the k th 
branch of the collector. 
inje
SI  stands for an extracellular injection current at the 
extracellular resistance of the soma compartment of the collector. After dividing 




R  and summing up all equations, the following expression 
of the electric current could be obtained: 
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From Eqs. (D:aM+2) and (D:b1), the dynamics of the membrane potential in 
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The following expressions of currents are obtained from Eqs. (D:aM+2), 
(D:aM+3), (D:aM+4), (D:aM+5) and (D:ak): 
*
*
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       (D:b4) 
After inserting Eq. (D:b4) into the D:bk th equation and some algebraic 
calculations, the dynamics of membrane potential at the k th entrance of the 
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I I I   represents the sum of the synaptic and ionic currents. 
3. Model of the LFP 
The equivalent equations for every electrotonic device have already been 
obtained in the ―Model of building blocks‖ part (appendix 2); therefore, we only used 
henceforth the ―B: Model of the propagator‖ to exemplify how to create a model of 
LFP. A similar analysis can be applied to obtain the LFP generated by other types of 
electrotonic devices. The LFP are defined for the situation of a zero extracellular 
stimulation; hence, the injection current at the ECS in the equations of propagator 
were ignored. 
In the Figure 4, e
iR  shows the i th resistance of the ECS which is in between 
the i th and i+1 th compartment, 
iU  shows the voltage difference at the resistance 
e
iR . The LFP is calculated by the equation 
e
i i iU R I . Therefore, we just need to 
deduct the equations of extracellular currents 
iI . In the case of the propagator, the 
extracellular currents 
iI  along the compartment are defined by the Eqs. (B:aN+1) 
– (B:aN+9). Eqs. (B:b4) – (B:b8) defined the membrane currents in the 
compartments, so we can get the extracellular currents 
iI  at the compartment by 
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Therefore, the LFP can be defined from the extracellular potentials: 
 
1k k k k
Ue Ue Le Ue
T T T TU I R R   . 
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Figure and table legends 
Figure 1. The general multi-compartmental model for neurons 
A1 – The morphometry of a PCL5 neuron. A2 – The devices of the model of PCL5 
neurons. B1 – The morphometry of a spiny stellate neuron. B2 – The devices of the 
model of spiny stellate neurons. In A2 and B2, the letters I, P, 3D and C denote 
integrator, propagator, 3D-connector, and collector, respectively. The integrator is 
defined as a device that possesses many tuft branches with heterogeneous impedances, 
receives a huge amount of input voltages, and produces a single output voltage in the 
last compartment of the integrator which is used as the input into another building 
block. The propagator refers to a device which propagates APs. The propagator is 
composed of several compartments which are, in principle, non-uniform. 3D-connector is 
useful to connect three other different electrotonic devices. The collector represents the 
device that collects different inputs. Figure 1-B1 has been modified from da Costa & 
Martin (2011). 
Figure 2. The equivalent electrical circuits of the general multi-compartmental model 
The equivalent electrical circuits for A: the integrator, B: the propagator, C: the 
3D-connector, and D: the collector. The French grey rectangle shows the resistance of 
the ICS, the Oxford grey rectangle shows the resistance of the ECS and the dark black 
rectangle shows the membrane resistance. The electromotive forces are caused by the 
ionic currents across the membrane. A – The electrical circuit of integrator contains two 
parts: the first part possesses many tufted branches with heterogeneous impedances 
and receives a huge amount of inputs, and the second part produces a single output 
voltage in the last compartment of the integrator to be used as input in another device. 
B – The electrical circuit of the propagator. The two inputs to this device can come from 
any other electrotonic devices. The electrical circuit of the propagator is composed of 
several compartments and all compartments have been divided into two parts: the 
upper part and the lower part. C – The electrical circuit of the 3D-connector, a device 
that serve to connect three other electrotonic devices. D – The electrical circuit of the 
collector, a device that collects several inputs which results from the outputs of other 
electrotonic devices. The mathematics equations that describe the dynamics of electric 
potentials in these devices are shown in Appendix-2 (integrator – A, propagator –B, 




Figure 3. A simple model for AP back-propagation in PCL5 
Left: A simple model of PCL5 comprising an integrator with a single branch, a 
propagator made of ten compartments, and a collector which has a single input from the 
propagator. Right: A – The propagator of the PCL5 neuron has ten regions of interest 
(ROI), named compartments. B1 – Every compartment of the propagator was 
approximated by a slender body with a particular diameter and length. B2 – The 
collector was approximated by a sphere with a particular diameter. 
Figure 4. The LFP generated by the PCL5 
A –The strategy used to simulate the LFP for our PCL5 model. LFP signals were 
represented as the electric potential differences respect to a common reference electrode 
near the distal trunk in the ECS. The voltage drops on the ECS resistances were used to 
represent the LFP at each electrode. e
iR  stands for the i th resistance of the ECS, 
which is between the i th and i+1 th compartment, 
iU  stands for the voltage across 
resistance e
iR . B – A detailed diagram of the equivalent electric circuit. 
Figure 5. A model for the extracellular current injection 
A – The original electric circuit containing the resistances of the ECS. B – An 
extracellular current injection source in parallel with resistance of the ECS. C – The 
equivalent circuit in the frequency domain. 
Figure 6. A train of APs from a somatic intracellular stimulation 
The propagation of an AP train from the soma to the distal trunk is shown for the cases 
of zero (top) and nonzero (bottom) ECS resistance. We injected a 200 pA current into the 
soma from 0 ms to 150 ms. The amplitude of the first AP in both panels was larger than 
the amplitude of any other subsequent APs. The amplitudes of APs in both cases, i.e. 
zero and nonzero ECS resistance, are almost the same. The frequency/rate of APs were 
large in the case of zero ECS resistance. 
Figure 7. The effects of the ECS resistance on a back-propagating AP 
Two singles APs recorded during the same time window but under different situations 
(i.e. zero and nonzero ECS resistance) are compared. 
Figure 8. The amplitude decay and peak delay curves for back-propagating APs 
A – The experimental data of decay and delay curves for PCL5 APs, which were 
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digitalized from the original figures in three previous studies (Stuart and Sakmann, 
1994; Gulledge and Stuart, 2003; Bar-Yehuda et al., 2008). We averaged the data to 
obtain the most likelihood values for the decay and delays curves (continuous lines). In 
order to obtain values for distant sites from the soma, we extended that averaged data 
by a lineal interpolation method (dashed lines). B – A comparison of the decay and delay 
curves for the two simulated APs with the averaged data. 
Figure 9. The LFP and CSD analysis 
The back-propagating membrane potentials through all compartment of the propagator 
of the PCL5 are shown on the top-left panel. The particular injection protocol (square 
pulse current of 200 pA into the soma for a duration of 5 ms) caused this neuron type to 
generate a single AP. The LFP generated by such a back-propagating AP (top-right). A 
color panel with the spatiotemporal CSD pattern (bottom-left), which was calculated 
from the LFPs using the iCSD method. This pattern was very close to those observed 
experimentally by Bereshpolova et al. (2007). The time series with the multipolar 
moments are shown on the bottom-right, i.e. the monopoles, the dipoles and the 
quadrupoles. 
Figure 10. The membrane potentials caused by the current injection in the ECS 
Four positions (soma and proximal/middle/distal trunk) were chosen to illustrate the 
neuronal response to current injection in the ECS. The amplitude of the injected current 
was adjusted at all four locations to keep a similar firing frequency/rate. 
Figure 11. The spatial profile for the current injection 
The exponential-like relationship between the required amplitudes for the current 
injection to produce a same output pattern in this type of neuron along the PCL5 trunk. 
Figure 12. The RC circuit 
The original electric circuit (left) for the cell’s membrane is shown on the left, it is 
constituted by a RC circuit in parallel with a membrane current source. The symbols 
mR  and C  stand for the membrane resistance and capacitance, respectively. In the 











, where mR C   represents the membrane time constant. In 
the frequency domain, such an electric circuit is equivalent to a parallel circuit with a 
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current source and a complex resistance (middle). By means of the Thevenin equivalent 
theorem, the parallel circuit with a current source and a resistance can be transformed 
into a serial circuit with a electromotive force and a resistance (right). 
Table 1. The geometrical parameters of the PCL5 
The statistics were performed from sixteen PCsL5 with different lengths and diameters. 
The mean values and standard deviations (SD) of the geometrical parameters for all 














































































































































































































Branch 1 205.89±25.00 1.26±0.05 






Compartment 10 79.64±4.99 2.76±0.25 
Compartment 9 60.47±7.68 2.69±0.55 
Compartment 8 62.05±5.71 2.80±0.48 
Compartment 7 61.66±8.69 2.71±0.38 
Compartment 6 63.29±7.01 2.91±0.47 
Compartment 5 62.51±7.44 3.01±0.79 
Compartment 4 61.43±8.69 2.99±0.45 
Compartment 3 61.93±6.68 3.05±0.45 
Compartment 2 61.47±5.12 3.33±0.20 




Collector  13.40±1.40 
 
 
 
