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Abstract
We use the injective envelope to study quasi-multipliers of operator spaces. We prove that
all representable operator algebra products that an operator space can be endowed with are
induced by quasi-multipliers. We obtain generalizations of the Banach–Stone theorem.
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1. Introduction
We begin with some general algebraic comments, inspired by Brown et al. [7], that
make clear the role that quasi-multipliers can play. Let A be an algebra and let XDA
be a subspace. We shall call an element zAA a quasi-multiplier of X (relative to A)
provided that XzXDX ; i.e., x1zx2AX for every x1; x2AX : Clearly, the set of quasi-
multipliers of X is a linear subspace of A: Moreover, each quasi-multiplier z induces
a bilinear map mz : X  X-X deﬁned by mzðx1; x2Þ :¼ x1zx2: The associativity of
the product on A; implies that each mz is an associative bilinear map and hence can
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be regarded as a product on X : This product gives X the structure of an algebra,
which we denote by ðX ; mzÞ: There are two homomorphisms, pc and pr from this
algebra into A; deﬁned by pcðxÞ :¼ xz and prðxÞ :¼ zx:
The range of pc is contained in the subalgebra of left multipliers of X (relative
to A), while the range of pr is contained in the subalgebra of right multipliers of X
(relative to A). Recall that an element aAA is called a left (respectively, right)
multiplier of X provided that aXDX (respectively, XaDX ). Finally, note that since
the quasi-multipliers are a linear subspace of A; the set of ‘‘products’’ on X that one
obtains in this manner is a linear subspace of the vector space of bilinear maps from
X  X into X :
In general, linear (or, even convex) combinations of associative bilinear maps need
not be associative. For an example of this phenomenon, consider X ¼ C2 and the
associative bilinear maps, m1ðða; bÞ; ðc; dÞÞ :¼ ðac; bdÞ and m2ðða; bÞ; ðc; dÞÞ :¼
ðac; bcÞ: Their convex combination, m :¼ ðm1 þ m2Þ=2; is not associative.
One shortcoming of the above representation of quasi-multipliers is that it is
extrinsic. The quasi-multipliers that one obtains and their induced bilinear maps,
could easily depend on the algebra A and on the particular embedding of X into A
and not on intrinsic properties of X : Thus, the totality of bilinear maps that one
could obtain in this manner would be a union of linear spaces, taken over all
embeddings of X into an algebra, which would no longer need to be a linear space.
In this paper, we develop a theory of quasi-multipliers of operator spaces and then
use Hamana’s injective envelope [9,10] to give an intrinsic characterization of quasi-
multipliers and of their associated bilinear maps. Among the results that we obtain
are that an operator space endowed with a completely contractive product can be
represented completely isometrically as an algebra of operators on some Hilbert
space if and only if the product is a bilinear map that belongs to this space of
‘‘bilinear quasi-multipliers’’. As a corollary, we ﬁnd that the set of ‘‘representable’’
completely contractive products is a convex set. In fact, it is afﬁnely isomorphic with
the unit ball of the space of quasi-multipliers.
We then turn our attention to generalizations of the Banach–Stone theorem. Our
basic result is that a linear complete isometry between any two operator algebras
induces a quasi-multiplier and that by using the quasi-multiplier, one recovers earlier
generalizations of the Banach–Stone theorem.
2. Quasi-multipliers
In this section, we introduce various spaces of quasi-multipliers of an operator
space and develop some of their key properties. Let X be an operator space, H be a
Hilbert space, BðHÞ denote the algebra of bounded, linear operators on H; and let
f : X-BðHÞ be a complete isometry. We set
QMfðXÞ :¼ fzABðHÞ : fðX ÞzfðXÞDfðXÞg
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and we call QMfðXÞ the space of quasi-multipliers of X relative to f: Note that
QMfðXÞ is a norm-closed subspace of BðHÞ:
Each zAQMfðX Þ induces a bilinear map, mz : X  X-X deﬁned by mzðx1; x2Þ :
¼ f1ðfðx1Þzfðx2ÞÞ: The bilinear map mz is completely bounded in the sense of
Christensen–Sinclair, i.e., its linear extension is completely bounded as a map from
X#hX to X with jjmzjjcbpjjzjj: We say that mz is the bilinear map induced by z.
Deﬁnition 2.1. Let QMBðXÞ denote the set of bilinear maps from X  X to X ; that
are of the form mz for some quasi-multiplier z and some completely isometric map f
from X into the bounded linear operators on some Hilbert space. For mAQMBðXÞ
we set jjmjjqm :¼ inffjjzjj : m ¼ mzg; where the inﬁmum is taken over all possible
completely isometric maps f and z as above.
Note that by the above remarks, every mAQMBðX Þ is completely bounded as a
bilinear map and jjmjjcbpjjmjjqm: We shall show in Example 2.11 that this inequality
can be sharp. For a ﬁxed map f; the set of bilinear maps, fmz : zAQMfðX Þg is a
linear subspace of the set QMBðXÞ: However, since QMBðXÞ is the union of these
subspaces, it is not clear that it is a vector subspace of the vector space of bilinear
maps from X  X to X : We shall prove that it is a vector space later.
The above deﬁnitions are extrinsic, in the sense that they could depend on the
particular embedding. We now seek intrinsic characterizations of these maps by
using the injective envelope as in [15,8,5]. A detailed explanation of the injective
envelope and the particular construction that we are using can be found in [13].
We begin by recalling a construction used in [5], but we prefer the notation
from [13].
Recall that if XDBðK;HÞ is a (concrete) operator space, then we may form the
(concrete) operator system, in BðH"KÞ;
SX :¼
lIH x
y mIK
 
: l; mAC; x; yAX
 
:
Given a complete isometry j :X-BðK1;H1Þ; the operator system
SjðX Þ :¼
lIH1 jðxÞ
jðyÞ mIK1
 
: l; mAC; x; yAX
 
is completely order isomorphic to SX via the map, F : SX-SjðX Þ deﬁned by
F
lIH x
y mIK
  
:¼ lIH1 jðxÞ
jðyÞ mIK1
 
:
Thus, the operator system SX only depends on the operator space structure of X and
not on any particular representation of X :
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Since C"CD lIH
0
0
mIK
 
: l; mAC
n o
is a C-subalgebra of SX ; C"C will still be a
C-subalgebra of the C-algebra, IðSX Þ with ðIH0 00Þ and 00 0IK
 
corresponding to
orthogonal projections e1 and e2; respectively, in the C
-algebra IðSX Þ: We have that
e1 þ e2 is equal to the identity and e1e2 ¼ 0:
A few words on such a situation are in order. Let A be any unital C-algebra with
orthogonal projections e1 and e2 satisfying e1 þ e2 ¼ 1; e1e2 ¼ 0 and let p :A-BðHÞ
be a one-to-one unital -homomorphism. Setting H1 ¼ pðe1ÞH; H2 ¼ pðe2ÞH we
have that H ¼ H1"H2 and relative to this decomposition every TABðHÞ has
the form T ¼ ðTijÞ where TijABðHj;HiÞ: In particular, identifying A with pðAÞ
we have that
A ¼ a11 a12
a21 a22
 
: aijAAij
 
;
where Aij ¼ eiAej; with AiiDBðHiÞ unital C-subalgebras and A21 ¼ A12: The
operator space A12DBðH2;H1Þ will be referred to as a corner of A: Note that
A11A12A22DA12 so that A12 is an A11 A22-bimodule.
Returning to IðSX Þ; relative to e1 and e2; we wish to identify each of these 4
subspaces. Note that XDe1IðSX Þe2 ¼ IðSX Þ12: As shown in Chapter 16 of [13], we
may identify IðSX Þ12 ¼ IðX Þ:
We deﬁne, I11ðX Þ :¼ IðSX Þ11 and I22ðX Þ :¼ IðSX Þ22: Thus we have the following
picture of the C-algebra IðSX Þ; namely,
IðSX Þ ¼
a z
w b
 
: aAI11ðXÞ; bAI22ðX Þ; z; wAIðX Þ
 
where I11ðX Þ and I22ðX Þ are injective C-algebras and IðX Þ is an operator
I11ðXÞ  I22ðXÞ-bimodule. Moreover, the fact that IðSX Þ is a C-algebra means
that for z; wAIðX Þ;
0 z
w 0
 
0 z
w 0
 
¼ zw
 0
0 wz
 
and consequently there are natural products, zwAI11ðXÞ; wzAI22ðXÞ:
It is interesting to note that setting /z; wS ¼ zw deﬁnes an I11ðX Þ-valued inner
product that makes IðXÞ a Hilbert C-module over I11ðXÞ; but we shall not use this
additional structure.
Deﬁnition 2.2. We set QMðXÞ :¼ fzAIðXÞ : XzXDXg; where the products are all
taken in the C-algebra IðSX Þ:
In [7] a theory was developed of quasi-multipliers of Hilbert C-bimodules. If X is
a Hilbert C-bimodule, then they also use the notation, QMðXÞ; for their quasi-
multipliers. We warn the reader, and apologize, that although we are using the same
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notation, our quasi-multipliers and theirs are not the same objects. In the ﬁrst place
their quasi-multipliers are deﬁned using the second dual of the linking algebra and
their quasi-multipliers are a subset of the second dual of X :
Brieﬂy, if X is a Hilbert A  B-bimodule, then an element t in the second dual of X
is a quasi-multiplier in the sense of [7] provided that AtBDX where the products are
deﬁned in the second dual of the linking algebra. Note that if A and B are both unital
C-algebras, then this forces tAX :
To make our quasi-multiplier theory ﬁt with theirs a bit better, we should have
perhaps taken adjoints of elements so that our QMðXÞ is a subset of IðX Þ: However,
this alternate deﬁnition would have made several natural maps, that we deﬁne later,
conjugate linear and we believe that it would have led to the ‘‘opposite’’, i.e.,
transposed operator space structure.
Theorem 2.3. Let X be an operator space, H be a Hilbert space and let f : X-BðHÞ;
be a complete isometry. Then there exists a unique, completely contractive map
g : QMfðXÞ-QMðXÞ such that fðx1Þzfðx2Þ ¼ fðx1gðzÞx2Þ for all x1; x2AX and
every zAQMfðXÞ:
Proof. The proof is similar to that of Theorem 1.7 in [5]. Let SfðX ÞDBðH"HÞ
be the concrete operator system deﬁned above and let CðSfðX ÞÞ be the C-
subalgebra of BðH"HÞ that it generates. The C-subalgebra of IðSX Þ generated by
SX is known to be the C
-envelope of SX ; Ce ðSX Þ: Consequently, by [10] Corollary
4.2 the identity map on SX extends to be a surjective -homomorphism
p : CðSfðXÞÞ-Ce ðSX Þ:
Let G : BðH"HÞ-IðSX Þ be a completely positive map that extends this -
homomorphism. Since G extends p; it will be a p-bimodule map, that is, for
A; BACðSfðXÞÞ we will have that GðATBÞ ¼ pðAÞGðTÞpðBÞ: This forces G to be a
matrix of maps, i.e., for
T ¼ T11 T12
T21 T22
 
ABðH"HÞ
we will have that
GðTÞ ¼ g11ðT11Þ g12ðT12Þ
g21ðT21Þ g22ðT22Þ
 
:
In particular, for xAX and zAQMfðX Þ we will have that
G
0 fðxÞ
z 0
  
¼ 0 x
g21ðzÞ 0
 
:
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Hence, by the p-bimodule property, for x1; x2AX and zAQMfðXÞ we have
G
0 fðx1Þzfðx2Þ
0 0
  
¼G 0 fðx1Þ
0 0
 
0 0
z 0
 
0 fðx2Þ
0 0
  
¼ 0 x1
0 0
 
0 0
g21ðzÞ 0
 
0 x2
0 0
 
¼ 0 x1g21ðzÞx2
0 0
 
:
Thus, it follows that g21ðzÞAQMðXÞ and fðx1g21ðzÞx2Þ ¼ fðx1Þzfðx2Þ: Because G
is a unital, completely positive map, g21 is completely contractive.
Finally, the uniqueness of the map comes from the following observation. Suppose
q1; q2AQMðX Þ have the property that x1q1x2 ¼ x1q2x2 for every x1; x2AX :
This implies that ðx1q1  x1q2ÞX ¼ 0 and so by Corollary 1.3 of [5], we have
that x1ðq1  q2Þ ¼ 0 for every x1AX : Applying the corollary again, we see that
Xðq1  q2Þðq1  q2Þ ¼ 0 and so q1 ¼ q2: &
Remark 2.4. Let A be a C-algebra and let pu : A-BðHuÞ be its universal
representation. The classical deﬁnition of the quasi-multiplier space of A as given
in [14] is the set QMpuðAÞ: In [11,12] the ﬁrst author proves that the map
g : QMpuðAÞ-QMðAÞ is an onto complete isometry, and preserves quasi-multi-
plication. Thus, at least in the case of a C-algebra our deﬁnition and the classical
deﬁnition agree.
Corollary 2.5. Let X be an operator space. The map z/mz from QMðXÞ to QMBðXÞ
equipped with jj  jjqm is an onto isometry, where mz : X  X-X is defined by
mzðx1; x2Þ :¼ x1zx2: Consequently, QMBðX Þ is a linear subspace of the vector space of
bilinear maps from X  X to X :
Let X be an operator space. Given an associative, bilinear map m : X  X-X ; we
let ðX ; mÞ denote the resulting algebra. We let CCPðXÞ denote the set of associative
bilinear maps on X that are completely contractive in the sense of Christensen–
Sinclair, i.e., CCPðX Þ denotes the set of completely contractive products on X. We let
OAPðX ÞDCCPðX Þ denote those maps such that the algebra ðX ; mÞ has a completely
isometric homomorphism into BðHÞ for some Hilbert space H: That is, OAPðXÞ
denotes the set of operator algebra products on X.
We let CBPðXÞ denote those associative, bilinear maps from X  X to X (i.e.,
products on X ), that are completely bounded in the sense of Christensen–Sinclair,
that is the set of completely bounded algebra products. By a result of [1], mACBPðXÞ
if and only if there exists a Hilbert space H and a completely bounded
homomorphism, p : ðX ; mÞ-BðHÞ with completely bounded inverse,
p1 : pðXÞ-ðX ; mÞ: In fact, by [1] one may choose p such that jjpjjcbjjp1jjcbp1þ
e for any eX0: Finally, we let SOAPðXÞDCBPðXÞ denote those associative, bilinear
maps for which one can choose, p satisfying, jjpjjcbjjp1jjcb ¼ 1; i.e., such that p is a
ARTICLE IN PRESS
M. Kaneda, V. I. Paulsen / Journal of Functional Analysis 217 (2004) 347–365352
scalar multiple of a complete isometry. These are the scaled operator algebra
products.
The following theorem illustrates the importance of quasi-multipliers.
Theorem 2.6. Let X be an operator space. Then QMBðX Þ ¼ SOAPðXÞ and
OAPðX Þ ¼ fmAQMBðX Þ : jjmjjqmp1g:
Proof. We prove the second equality ﬁrst. Let mAOAPðXÞ and let p : ðX ; mÞ-BðHÞ
be a completely isometric homomorphism. Then IH is a quasi-multiplier of pðX Þ that
induces the bilinear map m: Thus, mAQMBðXÞ and jjmjjqmp1: Conversely, let
mAQMBðX Þ with jjmjjqmp1: Then there exists zAQMðXÞ with jjzjjp1 such that
m ¼ mz:
As in [6] Remark 2, deﬁne p : ðX ; mÞ-IðSX Þ by
pðxÞ :¼ xz x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 zzp
0 0
 !
:
It is easily seen that, pðx1Þpðx2Þ ¼ pðx1zx2Þ ¼ pðmðx1; x2ÞÞ and that jjpðxÞjj2 ¼
jjpðxÞpðxÞjj ¼ jjxxjj ¼ jjxjj2; where all products take place in IðSX Þ: Thus, p is an
isometric homomorphism. The proof that p is completely isometric is similar and
thus mAOAPðXÞ:
If mASOAPðX Þ and p : ðX ; mÞ-BðHÞ is a completely bounded homomorphism
such that f ¼ p=jjpjjcb; is a complete isometry, then IH is a quasi-multiplier of fðX Þ:
We have that
fðx1ÞIHfðx2Þ ¼ jjpjj2cb pðx1Þpðx2Þ ¼ jjpjj2cb pðmðx1; x2ÞÞ ¼ jjpjj1cb fðmðx1; x2ÞÞ:
Hence, mAQMBðXÞ and jjmjjqmpjjpjjcb:
Conversely, if mðx1; x2Þ ¼ x1zx2 for zAQMðX Þ with jjzjj ¼ r; then consider
pðxÞ ¼ xz x
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
r2  zz
p
0 0
 !
and argue as above to prove that p is a homomorphism and is r times a complete
isometry. &
Corollary 2.7. Let X be an operator space, then OAPðXÞ is a convex set, and
SOAPðXÞ is a vector space.
The following example shows that, in general, CCPðX Þ and CBPðXÞ are not
convex sets.
Example 2.8. The following example shows that, in general, OAPðX ÞaCCPðX Þ;
SOAPðXÞaCBPðXÞ; and that the sets CCPðX Þ and CBPðX Þ need not be convex.
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Let X ¼ C2; i.e., the subspace of the two-by-two matrices, M2 consisting of those
matrices that are 0 in the second column and whose ﬁrst column is arbitrary. Let
m1ððabÞ; ðcdÞÞ :¼ ðacbdÞ and m2ððabÞ; ðcdÞÞ :¼ ðacbcÞ be as in the introduction.
Since m2 is the product on C2 induced by the inclusion of C2 into M2; we have that
m2AOAPðC2ÞDCCPðC2Þ:
We claim that m1ACCPðC2Þ: To see this claim, note that if we identify MnðC2Þ ¼
fðA
B
Þ : A; BAMng; then mðnÞ1 ððABÞ;ðCDÞÞ ¼ ðACBDÞ: If jjðABÞjjp1 and jjðCDÞjjp1;
then jjðAC
BD
Þjj2 ¼ jjCAAC þ DBBDjj: However, 0pCAAC þ DBBDp
CC þ DDpI and so jjm1jjcbp1: Thus, m1ACCPðX Þ as claimed.
Since ðm1 þ m2Þ=2 is not even associative, we see that CCPðC2Þ is not convex and
hence cannot be equal to OAPðC2Þ: Since both m1 and m2 are also in CBPðC2Þ; we
have that this set is also not convex and hence it is not equal to SOAPðC2Þ: Also,
since SOAPðC2Þ is convex and m2ASOAPðC2Þ; it must be the case that m1 is not in
SOAPðC2Þ:
This last fact can also be seen by using the injective envelope and Theorem 2.6.
Since C2 is already an injective operator space, we have that IðC2Þ ¼ C2 ¼ R2;
where R2 denotes the corresponding row space. Since C2R2C2DC2; we have that
QMðC2Þ ¼ R2: Now it is easily checked that there is no z ¼ ðe; f ÞAR2 such that
m1ðx1; x2Þ ¼ x1zx2 and so m1 is not in QMBðC2Þ ¼ SOAPðC2Þ:
Finally, note that p : ðC2; m1Þ-M2 deﬁned by pððabÞÞ :¼ ða0 0bÞ is a completely
contractive homomorphism with completely bounded inverse. This gives a direct
way, independent of Blecher’s theorem [1], to see that ðC2; m1Þ is completely
boundedly representable.
It is also interesting to note that for the natural inclusion f : C2-M2; we have that
QMfðC2Þ is all of M2; while QMðC2Þ ¼ R2 is two-dimensional. Thus, we see that the
map g of Theorem 2.3 need not be one-to-one.
Remark 2.9. Although, OAPðXÞ is a convex set and CCPðXÞ is not in general, we
know little else about the structure of CCPðXÞ or about the subset of CCPðXÞ
consisting of those products that can be induced by a completely contractive, but not
completely isometric representation. The product m1 from Example 2.8 is one such
product.
For a ﬁnite-dimensional vector space the set of associative bilinear maps is an
algebraic set. Thus, when X is a ﬁnite-dimensional operator space, CCPðX Þ is the
intersection of this algebraic set with the set of completely contractive bilinear maps.
Generally, the set of completely contractive bilinear maps need not even be a
semialgebraic set. But it is still possible that the intersection, CCPðXÞ; is a
semialgebraic set.
The following result illustrates how some of the results of [4] on operator
algebras with one-sided identities can be deduced from the theory of quasi-
multipliers.
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Proposition 2.10. Let X be an operator space and let mAOAPðX Þ: Then ðX ; mÞ has a
right contractive identity e if and only if m ¼ mz where zAQMðX Þ satisfies z ¼ e; and
zz is the identity of I22ðXÞ: In this case the map x-xz defines a completely isometric
homomorphism of ðX ; mÞ into McðX Þ:
Proof. Since mAOAPðXÞ we have that m ¼ mz for some zAQMðXÞ with jjzjjp1:
Assume that ðX ; mÞ has a contractive right identity e: Then we have that for every
xAX ; x ¼ mðx; eÞ ¼ xze: Hence, xð122  zeÞ ¼ 0 for every xAX : By [5] Corollary 1.3,
this implies that 122  ze ¼ 0: But since both z and e are contractions, e ¼ z must
hold.
Conversely, if z ¼ e and zz ¼ 122; then clearly, mðx; eÞ ¼ xze ¼ x and so e is a
contractive, right identity.
Finally, since jjxjj ¼ jjxzzjjpjjxzjj; we see that the completely contractive
homomorphism of ðX ; mÞ into McðXÞ given by x-xz is a complete isometry. &
Note that by the above result, the relationship between the product m and the
product in IðSX Þ is that mðx1; x2Þ ¼ x1ex2:
There is an analogous result for left identities.
It is possible for a concrete algebra of operators to have a two-sided identity e of
norm greater than one. For an example see [13], p. 279. In this case the multiplication
will still be given by a contractive quasi-multiplier z and one has ze ¼ 122; ez ¼ 111
but one no longer has that e ¼ z:
We close this section with a number of examples of spaces of quasi-multipliers that
illustrate the limits of some of the above results.
Example 2.11. This example shows that it is possible to have jjzjj4jjmzjjcb for a
quasi-multiplier. Thus, for mAQMBðX Þ; jjmjjqmajjmjjcb; in general. It is inspired by
Example 4.4 of [2].
Let ADM2 denote the subalgebra that is the span of fE12; I2g; where I2 denotes
the identity matrix. Let Q :¼ I2 þ J where J is the matrix whose entries are all 1s, and
set P :¼ Q1=2: A little calculation shows that P ¼ I2  1þ
ﬃﬃ
3
p
2
J and that P1 ¼
I2  3þ
ﬃﬃ
3
p
6
J:
We let X ¼ AP: Since the C-subalgebra of M2 generated by X is all of M2; which
is irreducible, one ﬁnds that I11ðXÞ ¼ IðXÞ ¼ M2; with the usual product. From this
we see quite easily that McðXÞ ¼ A and QMðXÞ ¼ P1A:
Let Z :¼ P1E12; so that jjZjj ¼
ﬃﬃﬃﬃﬃﬃﬃ
2=3
p
: Writing X ; YAX as X ¼ ðaI2 þ NÞP; Y ¼
ðbI2 þ MÞP where N and M are scalar multiples of E12; we have that, mZðX ; Y Þ :
¼ XZY ¼ abE12P:
Since jjE12Pjj ¼
ﬃﬃﬃ
2
p
; we have that jjmZjj ¼ k
ﬃﬃﬃ
2
p
; where k ¼ supfjabj :
jjX jjp1; jjY jjp1g and the bilinear map mZ :X  X-X is equipped with the usual
norm jjmZjj :¼ supfjjmZðX ; YÞjj : jjX jjp1; jjY jjp1g: The ﬁrst inequality implies that
XX pI2: From the ð2; 2Þ-entries of these matrices, we obtain that 2jaj2p1; which
leads to the conclusion that jajp 1ﬃﬃ
2
p : Similarly, jbjp 1ﬃﬃ
2
p :
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Thus, we are led to conclude that jjmZjjp 1ﬃﬃ2p o ﬃﬃﬃﬃﬃﬃﬃ2=3p : In fact, jjmZjj ¼ 1ﬃﬃ2p is
attained if you take a ¼ b ¼ 1ﬃﬃ
2
p ; N ¼ M ¼  1
2
ﬃﬃ
2
p E12; for example.
The same calculation, using matrix coefﬁcients shows that jjmZjjcbp 1ﬃﬃ2p too, and so
the result follows. Indeed, if we write XAMn;mðXÞ; YAMm;nðXÞ as X ¼ A#E11P þ
C#E12P þ A#E22P and Y ¼ B#E11P þ D#E12P þ B#E22P; where A; CAMn;m
and B; DAMm;n; then it is easily seen that m
ðnÞ
Z ðX ; YÞ ¼ AB#E12P: Now jjX jjp1
implies that XX pIn#I2: From ðIn#ð0"1ÞÞXX ðIn#ð0"1ÞÞpIn#ð0"1Þ; we
obtain that 2AApIn; which leads to jjAjjp 1ﬃﬃ2p : Similarly, jjBjjp 1ﬃﬃ2p : Hence,
jjAB#E12Pjjp
ﬃﬃﬃ
2
p jjAjjjjBjjp 1ﬃﬃ
2
p ; so that jjmðnÞZ jjp 1ﬃﬃ2p ; 8nAN; thus jjmZjjcbp 1ﬃﬃ2p : In
fact, the equality is attained since 1ﬃﬃ
2
p ¼ jjmZjjpjjmZjjcbp 1ﬃﬃ2p :
Example 2.12. Let fEijg denote the canonical matrix units and let X ¼
spanfE11; E12; E21; E32gDM3;2: We compute QMðXÞ for this space and illustrate
some of its properties.
It is not difﬁcult to show that IðSX Þ ¼ ðM3M2;3 M3;2M2 Þ ¼ M5; with the obvious
identiﬁcations. To see this one ﬁrst shows that since X is a D3 D2-bimodule, where
Dn denotes the n  n diagonal matrices, then any completely contractive map F from
M3;2 into itself that ﬁxes X must be a bimodule map. From this it follows that F
must be given as a Shur product map, but then the fact that F is completely
contractive forces F to be the identity map.
Now a direct calculation shows that QMðXÞ ¼ spanfE12; E23gDM2;3; that
McðX Þ ¼ spanfE11; E12; E13; E22; E33gDM3 and that MrðX Þ ¼ spanfE11; E22gDM2:
Note that the span of the products XQMðX Þ is not dense in McðXÞ but that the
span of the products QMðXÞX is all of MrðXÞ:
For the contractive quasi-multiplier z ¼ E12 þ E23; we see that the induced
homomorphism pcðxÞ ¼ xz into McðX Þ is a complete isometry, but that prðxÞ ¼ zx
is not even one-to-one. For the quasi-multipliers E12 and E23 neither pc nor pr is one-
to-one.
Example 2.13. Let X ¼ spanfE11 þ E32; E21 þ E33gDM3: This space can be identi-
ﬁed as a concrete representation of the maximum of C2 and R2; that is, as the least
operator space structure on C2 that is greater than both C2 and R2: We will show
that QMðXÞ ¼ ð0Þ and consequently, there are no non-trivial operator algebra
products on this operator space, i.e., OAPðXÞ ¼ ð0Þ: However, since the natural
maps from X to the concrete operator algebras C2DM2 and R2DM2 are both
complete contractions, we see that there are at least four different products (up to
scaling) in CCPðXÞ that have completely contractive representations whose inverses
are completely bounded.
To see these claims, one ﬁrst shows that if one regards SXDM6; then CðSX Þ ¼
IðSX Þ: From this it follows that I11ðX Þ ¼ M2"C; I22ðX Þ ¼ C"M2; IðX Þ ¼
spanfE11; E32; E21; E33g and that McðXÞ and MrðXÞ are both just the scalar
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multiples of the identity. Once these things are seen, it is straightforward to check
that QMðX Þ ¼ ð0Þ:
To prove that CðSX Þ ¼ IðSX Þ; ﬁrst note that there is a -homomorphism of
CðSX Þ onto the C-subalgebra of IðSX Þ generated by the copy of SX ; i.e., onto the
boundary C-algebra. But the original C-algebra has only 2 ideals that could be the
kernel of this map. Now argue that if you mod out by either ideal then you will not
have a 2-isometry on SX : Hence, this homomorphism must be 1-1. But C
ðSX Þ is
injective so we are done.
3. A non-commutative Banach–Stone theorem
In this section, we use quasi-multipliers to describe linear complete isometries
from one operator algebra onto another. Our theorem needs no assumptions
concerning the existence of units or approximate units.
To understand the statement of the theorem, it is perhaps instructive to keep the
following example in mind. Let ADBðHÞ be a unital C-subalgebra and let B :¼
fð0
0
a
0
Þ : aAAgDBðH"HÞ: These are both algebras of operators, although the
product of any two elements of B is 0. The identiﬁcation of A with B is a complete
isometry, onto, but clearly the only possible homomorphism between these two
algebras is the 0 map. However, in this example one sees that the left multipliers of B
can be identiﬁed with the C-algebra A:
Theorem 3.1. Let A and B be algebras of operators and let c :A-B be a linear
complete isometry that is onto. Then we have the following:
(1) there exists a unique zAQMðAÞ; with jjzjjp1 such that cða1Þcða2Þ ¼ cða1za2Þ for
every a1; a2AA;
(2) there exists a unique wAQMðBÞ; with jjwjjp1 such that cða1a2Þ ¼ cða1Þwcða2Þ
for every a1; a2AA;
(3) setting pcðaÞ ¼ cðaÞw and prðaÞ ¼ wcðaÞ defines completely contractive homo-
morphisms of A into McðBÞ and MrðBÞ; respectively;
(4) if A has a contractive right (respectively, left) approximate identity, then pc
(respectively, pr) is a completely isometric homomorphism;
(5) if A has a contractive right (respectively, left) identity, e; then w ¼ cðeÞ; ww is
the identity of I22ðBÞ; and cðaÞ ¼ pcðaÞw (respectively, ww is the identity of
I11ðBÞ and cðaÞ ¼ wprðaÞ).
Proof. Set g :¼ c1 and deﬁne m :AA-A by mða1; a2Þ :¼ gðcða1Þcða2ÞÞ: It is
easily checked that
mða1; mða2; a3ÞÞ ¼ gðcða1Þcða2Þcða3ÞÞ ¼ mðmða1; a2Þ; a3Þ;
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so that m is an associative bilinear map on A and deﬁnes a new product on A:
Moreover, because the product on B is completely contractive this new product on A
is completely contractive and the map c : ðA; mÞ-B is a completely isometric
algebra isomorphism.
Thus, since B is an algebra of operators, we see that mAOAPðAÞ and hence by
Theorem 2.6 there exists a unique zAQMðAÞ such that mða1; a2Þ ¼ a1za2: Hence,
cða1za2Þ ¼ cðmða1; a2ÞÞ ¼ cða1Þcða2Þ and (1) follows.
Applying (1) to g yields wAQMðBÞ such that
gðcða1Þwcða2ÞÞ ¼ gðcða1ÞÞgðcða2ÞÞ ¼ a1a2:
Thus, cða1Þwcða2Þ ¼ cða1a2Þ and so (2) follows:
To see (3), note that pcða1Þpcða2Þ ¼ cða1Þwcða2Þw ¼ cða1a2Þw ¼ pcða1a2Þ with a
similar calculation for pr: Since pcðaÞb ¼ cðaÞwcðgðbÞÞ ¼ cðagðbÞÞAB for every
bAB; we see that pcðaÞAMcðBÞ for every aAA; with a similar calculation for pr:
Now let feag be a contractive approximate right identity for A: We then have that
jjcðaÞjj ¼ limjjcðaeaÞjj ¼ limjjcðaÞwcðeaÞjj ¼ limjjpcðaÞcðeaÞjjpjjpcðaÞjj: Thus, pc is
an isometry. The proof that pc is a complete isometry and the case for pr are similar.
Finally, if A has a right identity e; then cðaÞ ¼ cðaeÞ ¼ cðaÞwcðeÞ: This shows
that bwcðeÞ ¼ b for every bAB and hence wcðeÞ is a right identity for MrðBÞ: By [5]
Corollary 1.3, we have that wcðeÞ is the identity of I22ðBÞ: Since jjwjjp1 and
jjcðeÞjjp1; we have that cðeÞ ¼ w and (5) follows. &
Remark 3.2. (1) When B has a contractive right identity, then one may identify
BDMcðBÞ; but it is not clear if the image of pc maps onto this copy of B: However,
in this case it is clear how to deﬁne a homomorphism into B: Let cða0Þ ¼ eB and
deﬁne r :A-B by setting rðaÞ ¼ eBwcðaÞ ¼ cða0aÞ: Letting the product in B be
denoted by } to avoid confusion, we have that b1}b2 ¼ b1eBb2; where the latter
product is taken in IðSBÞ: Since eBeB ¼ 122; by Proposition 2.10, we have that
rða1Þ}rða2Þ ¼ eBwcða1ÞeBeBwcða2Þ ¼ eBwcða1a2Þ ¼ rða1a2Þ; and so r is a homo-
morphism. Note that r is onto B if and only if a0A ¼ A:
(2) If one considers A ¼ B ¼ C2DM2 and lets c be the identity map, then we are
in the situation of the last remark. Thus, pc is a complete isometry, but since
MrðC2Þ ¼ C; we have that pr is not a complete isometry. In fact, it is the compression
to the ð1; 1Þ-entry.
4. Further results on QMB(X)
In [2,3] various characterizations are given of the linear maps of an operator space
X into itself that are given as left multiplication by an element from the left
multiplier algebra of X ; McðXÞ: In this section, we present characterizations of the
bilinear maps of an operator space into itself that are in QMBðX Þ: Among the results
that we obtain is a characterization of when a linear map from X into McðX Þ is given
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as right multiplication by a quasi-multiplier. We also identify a subspace of QMðX Þ;
related to ternary structures on X ; that we denote by TERðX Þ for which we have
jjzjj ¼ jjmzjjqm ¼ jjmzjjcb:
In [3] it was shown that one could determine whether or not a linear map from X
into X was given by a contractive left multiplier by determining whether or not an
associated linear map was completely contractive. The following is an analogous
result for determining when a map is given as multiplication by a quasi-multiplier.
Recall that given any operator space X ; R2ðXÞ denotes the operator subspace of
M2ðX Þ consisting of 1 2 matrices.
Theorem 4.1. Let X be an operator space and let g :X-I11ðX Þ be a linear map. There
exists yAIðX Þ with jjyjjp1 such that gðxÞ ¼ xy for every xAX if and only if the map
b : R2ðXÞ-IðSX Þ defined by bððx1; x2ÞÞ :¼ ðgðx1Þ0 x20Þ is completely contractive.
Proof. Note that if such an element y exists, then b is given, at least formally, as right
multiplication by the matrix ðy
0
0
122
Þ and since this matrix has norm 1, b should be a
complete contraction. To complete this argument, we create a C-algebra where
these products occur.
To this end consider the following C-algebra,
B :¼
I11ðXÞ IðX Þ IðX Þ
IðX Þ I22ðX Þ I22ðXÞ
IðX Þ I22ðX Þ I22ðXÞ
0
B@
1
CA;
where the products are all induced from the products in IðSX Þ: Identifying R2ðXÞ
with the subspace
0
0
0
X
0
0
X
0
0
 
DB; we see that b is given as right multiplication in the
C-algebra B by the matrix
0
y
0
0
0
122
0
0
0
 
:
For the converse, we must assume that b is a complete contraction and produce the
element y: To this end we create a second C-algebra, C and an operator system S:
Let
C :¼
I11ðXÞ I11ðX Þ IðX Þ
I11ðXÞ I11ðX Þ IðX Þ
IðX Þ IðX Þ I22ðXÞ
0
B@
1
CA;
where the products are all induced from the products in IðSX Þ and let
S ¼
C111 X X
X  C122 0
X  0 C122
0
B@
1
CADB:
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We deﬁne F : S-C by
F
l111 x1 x2
x3 m122 0
x4 0 n122
0
B@
1
CA
0
B@
1
CA :¼
l111 gðx1Þ x2
gðx3Þ m111 0
x4 0 n122
0
B@
1
CA:
Since b is completely contractive, F is completely positive and since C is clearly an
injective C-algebra, we may extend F to a completely positive map on all of B;
which we still denote by F: Because F ﬁxes the diagonal, it will be a bimodule map
over the diagonal. Also note that the compression of S to the span of the ﬁrst and
third entries is a copy of SX and that F ﬁxes this operator system.
By the rigidity properties of the injective envelope, we see that necessarily
F
a 0 b
0 m122 0
c 0 d
0
B@
1
CA
0
B@
1
CA ¼
a 0 b
0 m111 0
c 0 d
0
B@
1
CA;
for every aAI11ðXÞ; b; cAIðXÞ; dAI22ðXÞ and mAC:
These matrices that are ﬁxed by F form a common C-subalgebra of B and C and
hence F will necessarily be a bimodule map over this C-subalgebra.
Thus, we will have for any xAX that
0 gðxÞ 0
0 0 0
0 0 0
0
B@
1
CA ¼F
0 x 0
0 0 0
0 0 0
0
B@
1
CA
0
B@
1
CA ¼ F
0 0 x
0 0 0
0 0 0
0
B@
1
CA 
0 0 0
0 0 0
0 122 0
0
B@
1
CA
0
B@
1
CA
¼
0 0 x
0 0 0
0 0 0
0
B@
1
CAF
0 0 0
0 0 0
0 122 0
0
B@
1
CA
0
B@
1
CA ¼
0 0 x
0 0 0
0 0 0
0
B@
1
CA
0 0 0
0 0 0
0 y 0
0
B@
1
CA;
where y is the image of 122 under the restriction of F to the subspaces corresponding
to the (3,2)-entries.
Equating entries of the matrices occurring in the ﬁrst and last expressions, we see
that gðxÞ ¼ xy; and the proof is complete. &
We state the corresponding result for maps into the right multiplier algebra
without proof.
Theorem 4.2. Let X be an operator space and let c : X-I22ðXÞ be a linear map. There
exists yAIðX Þ such that cðxÞ ¼ yx for every xAX if and only if the map
a : C2ðXÞ-IðSX Þ defined by aððx1x2ÞÞ :¼ ð00 x1cðx2ÞÞ is completely contractive.
The above theorem yields a method for determining whether or not a bilinear map
m : X  X-X is a contractive quasi-multiplier, i.e., whether or not mAOAPðXÞ:
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Corollary 4.3. Let X be an operator space and let m :X  X-X be a bilinear map.
Then the following are equivalent:
(1) mAOAPðX Þ;
(2) there exists a linear map g : X-McðXÞ such that mðx; yÞ ¼ gðxÞy and the map
b : R2ðXÞ-IðSX Þ defined by bððx1; x2ÞÞ ¼ ðgðx1Þ0 x20Þ is completely contractive;
(3) there exists a linear map c : X-MrðXÞ such that mðx1; x2Þ ¼ x1cðx2Þ and the
map a : C2ðXÞ-IðSX Þ defined by aððx1x2ÞÞ ¼ ð00 x1cðx2ÞÞ is completely contractive.
Recall that by the results of [3] (see also [13]) to determine whether or not
x-mðx1; xÞ is a contractive left multiplier it is necessary and sufﬁcient that the map
tx1 : C2ðX Þ-C2ðX Þ deﬁned by tx1ððx2x3ÞÞ :¼ ðmðx1;x2Þx3 Þ be a complete contraction.
There is a similar result involving R2ðXÞ for determining when a map is a contractive
right multiplier.
Thus, by combining Corollary 4.3 with the characterizations of multipliers, one
obtains a bootstrap method for determining whether or not a bilinear map m : X 
X-X is a contractive quasi-multiplier, i.e., whether or not mAOAPðXÞ:
Remark 4.4. Since we have obtained necessary and sufﬁcient conditions for a
bilinear map to be in OAPðXÞ; we have in some sense given a full generalization of
the Blecher–Ruan–Sinclair characterization of unital operator algebras [6] to
arbitrary operator algebras. However, to prove the original BRS theorem by
applying Corollary 4.3, one still needs to use the theory of multipliers and the proof
that one obtains in this fashion is not really different from the proof given in [13].
In the thesis of the ﬁrst author [11] (also see [12]), a new direct characterization of
the bilinear maps in OAPðXÞ is given that is independent of the theory of multipliers
and is sufﬁciently simple that the BRS theorem can be deduced directly from this
characterization.
The space QMBðXÞ currently is endowed with two generally different norms,
jj  jjcb and jj  jjqm: The ﬁrst norm comes from its natural inclusion into the space of
completely bounded bilinear maps from X into X and the second from its
identiﬁcation with the space QMðX Þ: The next results allow us to prove that for a
subspace of QMðXÞ; that is related to ternary structures on X ; these two norms are
the same.
Theorem 4.5. Let X be an operator space and let Y ¼ ð X
MrðXÞÞ where we give Y the
operator space structure that comes from its identification as a subspace of IðSX Þ: Then
IðSY Þ can be identified with the injective C-algebra B :¼
I11ðX Þ
IðXÞ
IðXÞ
IðXÞ
I22ðXÞ
I22ðXÞ
IðXÞ
I22ðX Þ
I22ðX Þ
 !
in such a
way that I11ðYÞ ¼ IðSX Þ; IðY Þ ¼ ð IðX ÞI22ðX ÞÞ and I22ðYÞ ¼ I22ðXÞ:
ARTICLE IN PRESS
M. Kaneda, V. I. Paulsen / Journal of Functional Analysis 217 (2004) 347–365 361
Proof. We identify SY ¼ CY  YC
 
with an operator system in B via the map that sends
a
y
2
y1
b
 
where yi ¼ xiti
 
toða1110x2 0a122t2 x1t1b122Þ: The proof of the theorem will be complete
if we can show that any completely positive map F : B-B that is the identity on SY
must be the identity on B:
To this end let g : IðSX Þ-B be deﬁned by gððac bdÞÞ :¼ a0c 000 b0d
 
and let
d : B-IðSX Þ be deﬁned by dððai;jÞÞ :¼ a11a31 a13a33
 
: Since d3F3g is the identity on SX
by rigidity it must be the identity on IðSX Þ:
To simplify notation, we deﬁne elements of B by E11 :¼
111
0
0
0
0
0
0
0
0
 
; E23 ¼
0
0
0
0
0
0
0
122
0
 
and give similar deﬁnitions to E22; E32; E33: Note that because IðX Þ need not contain
an identity we do not attempt to deﬁne E12; E13; E21 and E31:
We ﬁrst prove that F ﬁxes the ﬁve ‘‘matrix units’’ deﬁned above. Note that sinceF ﬁxes
SY we already have that FðE11 þ E22Þ ¼ E11 þ E22;FðE33Þ ¼ E33 and FðE23Þ ¼ E23:
Since d3F3gðð111
0
0
0
ÞÞ ¼ ð111
0
0
0
Þ; it follows that FðE11Þ ¼: P ¼ ðPijÞ with P11 ¼
111: Since F is contractive and positive, it follows that Pij ¼ 0 when ði; jÞ is ð1; 2Þ;
ð1; 3Þ; ð2; 1Þ; or ð3; 1Þ and that P33X0: But since FðE33Þ ¼ E33 and jjFðE11 þ
E33Þjjp1; we have that P33 ¼ 0: Now the positivity of P implies that P23 ¼ P32 ¼ 0:
Since E23E23 ¼ E33 ¼ FðE23E23Þ and FðE23Þ ¼ E23; we have that E23 is in the right
multiplicative domain of F; that is FðBE23Þ ¼ FðBÞE23; 8BAB: If we let FðE22Þ ¼:
Q ¼ ðQijÞ; then E23 ¼ FðE22E23Þ ¼ QE23 and it follows that Q22 ¼ 122: But since
FðE11 þ E22Þ ¼ E11 þ E22; it follows that P22 ¼ 0 and Q ¼ E22:
Thus, we have shown that these ﬁve matrix units are ﬁxed by F as was claimed.
Since the span of these matrix units are a C-subalgebra of B; we have that Fmust be
a bimodule map over this C-subalgebra.
Since this subalgebra contains the diagonal matrices we see that there exist maps
fij such that FððBijÞÞ ¼ ðfijðBijÞÞ: To prove that F is the identity map, it will be
enough to show that each fij is the identity map on its respective domain.
Using the fact that d3F3g is the identity on IðSX Þ yields that f11 is the identity map
on I11ðX Þ and similarly f13;f31 and f33 are the identities on their respective
domains.
To see that f12 is the identity on its domain, note that for any uAIðX Þ we have
that
F
0 u 0
0 0 0
0 0 0
0
B@
1
CA
0
B@
1
CA ¼F
0 0 u
0 0 0
0 0 0
0
B@
1
CAE32
0
B@
1
CA ¼ F
0 0 u
0 0 0
0 0 0
0
B@
1
CA
0
B@
1
CAE32
¼
0 0 u
0 0 0
0 0 0
0
B@
1
CAE32 ¼
0 u 0
0 0 0
0 0 0
0
B@
1
CA:
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Note that what was used in this argument was the bimodularity property of the
matrix units and the fact that certain maps were the identity maps. A similar
argument shows that f21; f23 and f32 are all the identity maps on their respective
domains. Finally, that f22 is the identity follows from the rigidity of the upper left
corner IðSX Þ of B: This completes the proof of the theorem. &
Given any operator space X the sets McðXÞ-McðXÞ and MrðX Þ-MrðX Þ are
C-subalgebras of I11ðYÞ and I22ðXÞ; respectively. In [5] these sets were denoted by
IMc ðXÞ and IMr ðXÞ; respectively. They were shown to be equal to the sets AcðXÞ
and ArðXÞ of adjointable left and right multipliers, respectively, introduced in [2].
We shall use the latter notation for these sets.
Deﬁnition 4.6. Given an operator space X ; we set TERðX Þ :¼ X-QMðXÞ and we
call this the ternary subspace of X.
Note that in the multiplication inherited from IðSX Þ we have that TERðX Þ 
TERðX ÞTERðXÞDTERðXÞ: The following results give further properties of this
subspace.
Corollary 4.7. Let X be an operator space, let Y :¼ ð X
MrðX ÞÞ where we give Y the
operator space structure that comes from its identification as a subspace of IðSX Þ and
let IðSY Þ be identified with the C-algebra B as above. Then McðY Þ ¼ ðMcðX ÞQMðXÞ XMrðXÞÞ
and AcðY Þ ¼ ð AcðXÞTERðXÞ TERðXÞArðXÞ Þ:
Proof. One simply checks that McðX Þ is exactly the matrix in I11ðYÞ ¼ IðSX Þ that
leaves Y invariant under left multiplication. &
Proposition 4.8. Let X be an operator space, let xATERðXÞ; set z ¼ xAQMðXÞ and
let mz : X  X-X be the associated bilinear map, then jjzjj ¼ jjmzjjqm ¼ jjmzjjcb ¼
jjmzjj:
Proof. We have that jjzjj ¼ jjmzjjqm by deﬁnition and clearly, jjzjjXjjmzjjcbXjjmzjj:
To show that these are actually equal, without loss of generality, we may assume that
jjzjj ¼ jjxjj ¼ 1: Then jjmzðx; xÞjj ¼ jjxxxjjXjjxxxxjj ¼ jjxjj4 ¼ 1: Thus jjmzjj ¼ 1;
and the result follows. &
5. Quasi-centralizers and quasi-homomorphisms
We introduce a new family of bilinear maps that we call the quasi-centralizers of
an operator space and a set of maps that we call the quasi-homomorphisms and
explore the relationships between these maps and the space QMBðXÞ:
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Deﬁnition 5.1. Let X be an operator space and let m : X  X-X be a bilinear map.
We call m a quasi-centralizer1 provided that there exists completely bounded maps,
g : X-McðX Þ and c : X-MrðX Þ such that mðx; yÞ ¼ gðxÞy ¼ xcðyÞ for every
x; yAX : We let QCðX Þ denote the set of quasi-centralizers. We call a linear map
g : X-McðX Þ (respectively, c : X-MrðX Þ) a left (right) quasi-homomorphism2
provided that gðxÞgðyÞ ¼ gðgðxÞyÞ (respectively, cðxÞcðyÞ ¼ cðxcðyÞ) for every
x; yAX :
These deﬁnitions are motivated by the following observations. If m ¼
mzAQMBðXÞ for some zAQMðX Þ; then mðx; yÞ ¼ pcðxÞy ¼ xprðyÞ where pcðxÞ ¼
xz and prðyÞ ¼ zy: Thus, QMBðX ÞDQCðXÞ: Moreover, the maps pc and pr are left
and right quasi-homomorphisms, respectively.
Note that QCðXÞ is a linear subspace of the space of bilinear maps from X to X :
We begin with a few elementary observations about the relationships between
these concepts.
Proposition 5.2. Let X be an operator space. A linear map g : X-McðXÞ
(respectively, c : X-MrðXÞ) is a left (respectively, right) quasi-homomorphism if
and only if the bilinear map mðx; yÞ ¼ gðxÞy (respectively, mðx; yÞ ¼ xcðyÞ) is
associative. In this case, g (respectively, c) is a homomorphism of the algebra ðX ; mÞ
into McðX Þ (respectively, MrðXÞ).
Proof. The proof is straightforward. &
We shall refer to m as the product associated with the quasi-homomorphism.
Proposition 5.3. Let X be an operator space, let g : X-McðXÞ (respectively,
c : X-MrðXÞ) be a linear map and let mðx; yÞ :¼ gðxÞy (respectively,
mðx; yÞ :¼ xcðyÞ), then jjmjjcb ¼ jjgjjcb (respectively, jjmjjcb ¼ jjcjjcb).
Proof. By [5], we have that the norm of a left (respectively, right) multiplier is given
by the cb-norm of its action as a left (respectively, right) multiplication. Thus, given
jjðxijÞjjp1 and jjðyijÞjjp1; we have that
X
k
mðxik; ykjÞ
 !


 ¼
X
k
gðxikÞykj
 !


pjjðgðxijÞjjjjðyijÞjjpjjgjjcb
and it follows that jjmjjcbpjjgjjcb:
The other inequalities follow similarly. &
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1This is a generalization of a quasi-centralizer deﬁned for an operator algebra with a two-sided
contractive approximate identity in [11] Deﬁnition 3.2.1. and [12]
2This is different from a quasi-homomorphism which M. Kaneda deﬁned in [11] Deﬁnition 3.1.1 (2) and
[12].
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By the above results, the product associated with a completely contractive quasi-
homomorphism is completely contractive, i.e., is in CCPðXÞ:
Example 5.4. This is an example of a product associated with a completely
contractive quasi-homomorphism that is in CCPðXÞ but not in OAPðXÞ:
Recall the product m1 on C2 of Example 2.8 that is not in OAPðC2Þ: We have that
McðC2Þ ¼ M2 and that g : C2-M2 deﬁned by gððabÞÞ :¼ ða0 0bÞ is a completely
contractive quasi-homomorphism with m1 the associated product. Thus, g is a
completely contractive homomorphism of ðC2; m1Þ into an operator algebra, but
since m1 is not an operator algebra product on C2; there can be no completely
isometric homomorphism of ðC2; m1Þ into an operator algebra. It is interesting to
note that m1 is also not a quasi-centralizer. In fact, it is not hard to show by a direct
calculation that QCðC2Þ ¼ QMBðC2Þ:
Remark 5.5. Is every quasi-centralizer, automatically an associative bilinear map? Is
every associative quasi-centralizer in QMBðXÞ? We conjecture that the answer is no
to both of these questions, but we do not know of an example.
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