Abstract-Recommender systems apply machine learning techniques for filtering unseen information and can predict whether a user would like a given item. Kernel Mapping Recommender ( ) system algorithms have been proposed, which offer state-of-the-art performance. One potential drawback of the algorithms is that the training is done in one step and hence they cannot accommodate the incremental update with the arrival of new data making them unsuitable for the dynamic environments. From this line of research, we propose a new heuristic, namely , which can build the model incrementally without retraining the whole model from scratch when new data (item or user) are added to the recommender system dataset. Furthermore, we proposed a novel perceptrontype algorithm, namely , which is a fast incremental algorithm for building the model that maintains a good level of accuracy and scales well with the data. We show empirically over two datasets that the proposed algorithms give quite accurate results while providing significant computation savings.
I. INTRODUCTION

A. Recommender Systems Background
There has been an exponential increase in the volume of available digital information, electronic sources, and online services in recent years. This information overload has created a potential problem, which is how to filter and efficiently deliver relevant information to a user. These problems highlight a need for information extraction systems that can filter unseen information and can predict whether a user would like a given item. Such systems are called recommender systems, and they mitigate the aforementioned problem to a great extent.
A recommender system consists of two basic entities: users and items, where users provide their opinions (ratings) about items. We denote these users by = { 1 , 2 , ⋅ ⋅ ⋅ , }, where the number of people using the system is | | = and denote the set of items being recommended by ℐ = { 1 , 2 , ⋅ ⋅ ⋅ , }, with |ℐ| = . The users will have given ratings of some, but not all of the items. We denote these ratings by ( |( , ) ∈ ), where ⊂ × ℐ denotes the set of user-item pairs that have been rated. We denote the total number of ratings made by | | = . Typically each user rates only a small number of the possible items so that | | = ≪ | × ℐ| = × . It is not unusual in practical systems to have /( × ) ≅ 0.01. We can denote the ratings made by the users by a × rating matrix with elements , . We denote the items for which there are ratings by user as and the users who have rated an item by . The task is to create a recommender algorithm that predicts an unseen rating , i.e. for ( , ) ∕ ∈ .
B. Problem Statement
The Kernel Mapping Recommender (KMR) system algorithms have been proposed [1] , which claim to offer the stateof-the-art performance. A potential drawback of the KMR algorithms is that the training occurs in one step. For practical recommender systems this is a significant problem, as with the incremental and gradual arrival of the new data, it is desirable that the updates are performed on such a data. It is unrealistic to recompute the model from scratch, based on these updates, due to the tremendous cost related to computation time and storage capacity. Against this background, we propose a perceptron-like algorithm that we call , which can incrementally build the model by sequentially processing the data points one at a time as they arrive. Furthermore, we propose a heuristic method that we call , which can be used to update the model effectively on the arrival of new data.
Both of the proposed algorithms overcome the accuracy and scalability problems [2] , [3] associated with a recommender system. Furthermore, the proposed algorithm, , overcomes the stability vs. plasticity problem (sometimes referred to as user-interest drifting problem) [4] -once a detailed user's profile has been built, then it becomes very difficult for these systems to change this profile. For example, in a movie recommender system, if a user was interested in action movies last year, but their taste then changed to romantic movies, then they would not receive useful recommendation. This is because, up to this point, their profile has been heavily shaped by action movies. Our algorithm can solve this problem by giving more weight to the current (or recent) ratings.
The rest of the paper has been organised as follows. Section 2 describes the background concepts related to the kernel mapping recommender. Section 3 outlines the proposed incremental algorithms namely and . Section 4 describes the data set and metrics used in this work.
Section 5 presents results comparing the performance of the proposed algorithms with the baseline ones, followed by the discussion, and finally section 6 concludes the work.
II. BACKGROUND: KERNEL MAPPING RECOMMENDER
( ) SYSTEM ALGORITHM In [1] the authors proposed Kernel Mapping Recommender ( ) algorithms for solving the recommender system problem. We first describe how an item-based recommender system can be built and then show how the described approach can be generalised to a user-based recommender. To perform the recommendation task we consider building the additive model for the residual ratings as shown below:
where¯,¯and¯are respectively the mean rating for the item, of the user, and the overall mean
We assume that we have some information about the items we denote by . This may, for example, be the set of ratings for ∈ , or it could be text describing the item . We map the information to some vector ( ) in some extended feature (Hilbert) space. Similarly we map the rating residues, , to some Hilbert space (ˆ). In this paper, we consider these objects to lie in a function space (ˆ) = ( |ˆ, ) where ( | , ) is the space of density functions of the normal distribution with mean and variance 2 . The motivation of this choice is to model possible errors in the rating either due to the discretisation of the rating scale or the subjective variability in assigning a rating.
The method seeks a linear mapping between these two spaces which can be used for making predictions. More specifically, we look for a linear mapping from the space of vectors to the space of vectors, such that the inner produce satisfies the inequality
where ≥ 0 is a slack variable. We then seek to minimise the Frobinius norm of and the slack variables . More specifically we minimise 1 2
subject to the above constraints. Note that minimisation will be achieved when the vectors ( ) are as aligned as possible with the vector (ˆ).
To solved this constrained optimisation problem we define the Lagrangian ℒ subject to the constraints that ≥ 0 for all ( , ) ∈ and ≥ 0 for all ∈ ℐ. After solving this problem we find that the initial objective function is maximised when the maximises the function
subject to the constraint that ∈ ( ) where
We are now in a position where we can apply the usual kernel trick. Defining the kernel functionŝ
we can write ( ) as
where we are free to choose any pair of positive definite kernel functions. For large-scale recommender systems, solving this quadratic programming problem using a general quadratic programming solver would be impractical due to the large number of data points. However, we can find an approximate solution iteratively using the conditional gradient method.
To understand this method it is helpful to write ( ) in matrix form
We obtain a series of approximations for the optimal parameters starting from some initial guess 0 ∈ ( ). At each step we use a linear approximation for ( )
We compute the next approximation using two stages. We first solve the linear programming problem * = argmax
We then find the new approximation +1 to be
where we choose to be
This guarantees that each step does not increase the objective function.
To make a prediction for the rating where ( , ) ∕ ∈ we make a prediction for the residueˆ= −¯−¯+ū sing the function
We have a choice in how to obtain a single prediction from this function. We can choose the 'max'
To perform a user-based recommendation we use information about users and try to find a linear mapping to align some extended feature vectors ( ) to the residue vector (ˆ). The derivation is identical to that for the itembased recommender when we interchange the subscripts and .
III. INCREMENTALLY BUILDING THE MODEL
In this section, we describe the proposed algorithms to build the model on the arrival of new data. In the following the base dataset, denoted by , represents the dataset used to train the initial model and the resulting model is called the base model. Similarly, the dataset added afterwards, denoted by , represents the new dataset and the resulting model is called the updated model.
A.
The proposed algorithm is outlined in Algorithm 1. From step 2 to 3, we initialise the model parameters: items vector, users vector, total average, design variable, and design variable's initialization parameter. We then build the base model with the dataset defined as the base model dataset (i.e.
). LetĨ,˜,˜,˜,˜,˜represent the base model items, users, total averages, item averages, user averages, and the design variables respectively. In step 5, we compute the mean of the design variables (˜) computed while building the base model. We update the model adding the new dataset (i.e.
) to the existing dataset and initialise the new model parameters by the base model parameters.
In the solver procedure, from steps 9 to 11, we read the new data. From steps 12 to 17, we initialise the design variables which is different for the base model dataset (i.e. ) and the dataset added afterwards (i.e.
). Formally, the 
## Compute residual ranks and inner products 33:
## We use the notation in the sequel for any , , 36: 
From steps 18 to 27, we keep track of the users and items entering the system by updating the users' and items' arrays. From steps 28 to 31, we update the total, user, and item averages. From steps 32 to 36, we compute the residual ranks, feature vectors, and define the kernel functions as described in section II. At this stage, we compute (in the case of base model-building phase) or update (in the case of update modelbuilding phase) the kernel matrix . Afterwards, we can find the solution (i.e. find the design variables) by feeding the above found parameters to the optimiser, as shown in step 38.
B. Perceptron Algorithm ( )
The online implementation of the recommender system is realised via a perceptron type algorithm. The problem behind the perceptron algorithm is derived from optimisation problem of (1) by ignoring the regularisation term and only minimising the sum of the slack variables, i.e. ∑ ∈ℐ which measures the value of the overall loss. The implemented version of perceptron algorithm follows the dual perceptron schema where the knowledge of the corresponding kernels is required only.
The proposed perceptron like algorithm has been outlined in Algorithm 2. From steps 2 to 4, we initialise the model parameters: update counter, items' vector, users' vector, total average, step size, discount factor, and discount parameter. From steps 5 to 7, we read the new arriving data. From steps 8 to 21, we initialise the design variable of the rating made by the user on item to zero if either the user or item is new; initialise the item slack variable to zero if the arriving item has not been rated by anyone in the system; and keep track of how many users and items have entered the system by updating the user and item arrays. From steps 22 to 25, we update the total, user, and item averages. From steps 26 to 28 we compute the residual ranks and feature vectors. Then, from steps 29 to 30, we define the kernels as described in section II. The part of the algorithm from steps 32 to 42 implements an incremental subgradient descent step to minimize a problem similar to the one described in section 2. The difference is that the online algorithm minimizes only the sum of the slack variables in (1) and omits the regularisation term. The condition in line 32 selects the cases when the subgradient is not equal to zero.
To make the algorithm more robust, a discounting factor based averaging is carried out when the design variables of the underlying optimisation problem are updated. Refer to the steps in the Algorithm 2 after the comment line "## Discounted update of the variables", where is the discounting factor and it is chosen from the open interval (0, 1). The discounting can reduce the effect of the earlier observations on the most recent estimation of the variables, since at the 0 < < 1; = 1 ##discount factor and discount initialisation 5: for all ∈ {1, ⋅ ⋅ ⋅ , } do 6: read ( ( ), ( ), ( )) ## We use the notation in the sequel for any , , 30:
## Test the constraint belonging to ( ( ), ( )) for all ∈ ℐ do 37: 
thus its accumulated value is equal to
Based on the discounted value of the variables { } can be computed for a fixed pair of and . Let be the index of the observation in update step , then we can write up the following recursive formulae for all ∈ ℐ
where we used the notation
These update formulae are applied whenever the constraint ∑
is violated.
IV. EXPERIMENTAL EVALUATION
A. Dataset
We used the FilmTrust (shown by FT) and 100 MovieLens (shown by SML) datasets for evaluating our algorithms. We created the FilmTrust dataset by crawling the FilmTrust website on 10th of March 2009 the FilmTrust website 1 . The FilmTrust dataset has been used in [5] , [6] and MovieLens dataset has been used in [7] , [5] .
B. Metrics
Our specific task in this paper is to predict scores for items that have already been rated by actual users, and to check how well this prediction helps users in selecting high quality items. Considering this, we have used Mean Absolute Error (MAE), Receiver Operating Characteristic (ROC) sensitivity, precision, recall, and F1 measure. The aim of a recommender system is to minimize MAE and maximize ROC-sensitivity, precision, recall, and F1 metrics. The details of these metrics can be found in [5] , [7] , [8] .
C. Evaluation Methodology
We conducted five-fold cross-validation, where the randomly selected 20% ratings of each user were classified as the test set and the remaining 80% as the training set. We show the average and standard deviation (SD) of the results over the five folds. In the following, we denote the algorithm by , where the subscript denotes the variants of the algorithm, which can be item-based ( ) and user-based ( ). The superscript can be representing the baseline approach where a full iterative model is used to build the model as proposed in [1] , representing the proposed perceptron algorithm, and representing the proposed incremental algorithm. To check the performance of the algorithm, we describe the results for the two related scenarios (1) are introduced into the system. For the MovieLens dataset, we used the time stamp field present in the dataset and sorted the users in the order in which they appear in the system (i.e. in the order in which they made ratings). We then used first < users to train the base model, which we call ( ⊂ ), and added the remaining users (| | = | | − | |) to update the model. Similarly, we sorted the movies in order in which they appear in the system (i.e. movies in the order in which they were rated by the users) and used first < movies to train the base model, which we call ℐ (ℐ ⊂ ℐ) and added the remaining movies (|ℐ | = |ℐ| − |ℐ |) to update the model. We train the base model using the optimal kernel parameters [1] and optimal number of iterations which are found to be 300 for the FilmTrust and 400 for the MovieLens dataset. For the FilmTrust dataset, the test procedures were the same; however we did not sort the users or movies as no time information was available against each rating.
V. RESULTS AND DISCUSSION
To check the performance of the , we built the model incrementally for ⊂ data points (i.e. we add one data point (rating) at a time), where 20% randomly selected data points of were classified as the test set and the remaining as the training set. Again, we sorted the data points in based on the time information for the MovieLens dataset.
In this way, we checked the behaviour of the algorithms by simulating the real world behaviour of the recommender systems.
A. Results of the algorithm
We compare our algorithm with the baseline approach where we retrain the model from scratch using some fixed number of iterations.
1) New users are added into the system: To check the behaviour of the proposed algorithm when new users enter the system, we performed a series of experiments by changing the base model size from 100 to 943 with a difference of 100 for the SML dataset and from 200 to 1 412 with a difference of 200 for the FT dataset. The | | base users were trained using optimal parameters. The remaining users (| |-| |) were added afterwards into the systems and the model was updated. For each experiment, we changed the number of iterations from 5 to 100 with a difference of 10, keeping the base size parameter fixed, and observed the corresponding MAE. Figures 1 and 2 show the performance of the proposed algorithm with the baseline for the MovieLens and the FilmTrust datasets respectively. Figures 1 and 2 show that the proposed algorithm outperforms the baseline approach at every combination of base model size and number of iterations. Table II compares the performance of the proposed algorithm at model size 2 of 500 with the baseline approach. It must be noted that for the baseline approach shown in table II, the solution is found using the optimal number of iterations, which is very expensive compared to the proposed algorithm. Table II shows that the proposed approach gives comparable results to the baseline one.
2) New movies are added into the system: To check the behaviour of the proposed algorithm when new movies enter into the system, we performed a series of experiments by changing the base model size from 200 to 1 682 with a difference of 200 and from 50 to 314 with a difference of 50 for the FT dataset. The |ℐ | base movies were trained using the optimal parameters and 400 number of iterations. The remaining movies (|ℐ| − |ℐ |) were added afterwards into the systems and the model was updated. For each experiment, we changed the number of iterations from 5 to 95 with the difference of 10, keeping the base size fixed, and observed the corresponding MAE. Figures 3 and 4 show the performance of the proposed algorithm with the baseline for the MovieLens and FilmTrust datasets respectively. We observe that the proposed algorithm outperforms the baseline approach at each combination of base model size and number of iterations. Table III compares the performance of the proposed algorithm at model size of 1000 for the MovieLens and 200 for the FilmTrust dataset with the baseline approach tuned using the optimal number of iterations. Again, we observe that the performance of the proposed algorithm is comparable to the base one.
B. Results of the algorithm
We built the models for the following values of : (1) {1 000, 2 000, 5 000, 10 000, 25 000, 50 000, 100 000} for the SML dataset and (2) {1 000, 2 000, 5 000, 10 000, 15 000, 20 000, 25 730} for the FT dataset. The results of the proposed algorithm at varying values of have been compared with the baseline approach-the one proposed in [1] employing the iterative model to build the model using optimal parameters-and have been shown in figure 5 . Figure  5 shows that the proposed algorithm gives comparable MAE as compared to the baseline approach. Table IV compares the performance of with at sample size of 10, 000 (i.e. = 10 000). We observe that the proposed algorithm gives comparable results to the baseline one in terms of accuracy and F1 metrics.
VI. CONCLUSION
Kernel Mapping Recommender (KMR) algorithms are a new class of kernel-based methods for solving the recommender system problem that offer the state-of-the-art performance. Although KMR algorithms have the potential to build the model using the offline stage; however, they have to recompute the model on the arrival of new data that is costly both in terms of computation time and storage, making this class of algorithm unsuitable for modern e-commerce systems where data are being added continuously in the system.
In this paper, we have proposed two algorithms, namely and that solve the aforementioned problem. The results show that the algorithm updates the model on the arrival of the new data and maintains a good level of accuracy. Similarly, the algorithm is accurate and scales well with the data as it has the potential to build the model by sequentially processing the dataset. As a future work, we would compare the proposed algorithms with online matrix factorization techniques [9] over large datasets such as Netflix [10] . 
