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1. Introduction
The aim of this paper is to study the direct and inverse spectral problems for a class
of Sturm–Liouville equations of the form
−(a2(x)y′(x))′ = 2a2(x)y(x), x ∈ [0, 1], (1.1)
subject to suitable boundary conditions, e.g., the Neumann ones
y′(0) = y′(1) = 0 (1.2)
or Neumann–Dirichlet ones
y′(0) = y(1) = 0. (1.3)
Here a > 0 is an impedance function, which will be supposed to belong to the
Sobolev space W 1p(0, 1), p ∈ [1,∞), so that the logarithmic derivative  := (log a)′
is in Lp(0, 1). Without loss of generality we may assume that a(0) = 1, so that
a(x) = exp(∫ x0 (s) ds).
The corresponding operators SN and SD given by the differential expression (y) :=
a−2(a2y′)′ and boundary conditions (1.2) and (1.3), respectively, are selfadjoint in the
weighted Hilbert space L2
(
(0, 1); a2 dx) and have simple discrete spectra accumulating
at +∞. We denote by 0 = 20 < 21 < · · · the eigenvalues for the Neumann boundary
conditions (1.2) and by 0 < 21 < 22 < · · · the eigenvalues for the Neumann–Dirichlet
boundary conditions (1.3). The two main tasks of this paper are, ﬁrstly, to give a
complete description of possible Neumann and Neumann–Dirichlet spectra for Sturm–
Liouville problems (1.1) with impedance functions a from W 1p(0, 1), p ∈ [1,∞)—
i.e., to solve the direct spectral problem, and, secondly, to provide an algorithm of
reconstruction of the impedance function based on these two spectra—i.e., to solve the
inverse spectral problem.
For p = 2, these problems were completely solved by different methods by Ander-
sson [6], Coleman and McLaughlin [11], Rundell and Sacks [44]. A partial solution
in the general case p ∈ [1,∞) (and also in the case where the impedance function is
of bounded variation) was given by Andersson [5]. Namely, the author showed among
other results that the inverse spectral problem is soluble if the impedance function is
close in some sense to the model one a ≡ 1 (or, in other words, if the eigenvalues do
not differ too much from 2n = (n)2, 2n = 2(n− 12 )2). We remark, however, that this
closeness was stated in [5] in a rather implicit way. See also [13] for the case where
the impedance function a is allowed to have zeros and poles and [19] for recovery of
a ∈ BV[0, 1] from nodes.
Here, we give a complete solution to the direct and inverse spectral problems for
an arbitrary p ∈ [1,∞). Let us observe that the operators SN and SD are unitarily
equivalent to the selfadjoint operators TN, and TD, in L2(0, 1) generated by the
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differential expression
(u) := −
( d
dx
+ 
)( d
dx
− 
)
u (1.4)
with  := a′/a = (log a)′ and the boundary conditions
u[1](0) = u[1](1) = 0
and
u[1](0) = u(1) = 0,
respectively. Here and hereafter, u[1] shall stand for the quasi-derivative u′ − u of an
absolutely continuous function u.
For  ∈ W 12 (0, 1) (i.e., for a ∈ W 22 (0, 1)) the differential expression  can be written
in the potential form (u) = −u′′ + qu with potential q := ′ + 2 ∈ L2(0, 1). For
a ∈ W 12 (0, 1) the reduction to the potential form is still possible, but the potential q be-
comes a distribution from W−12 (0, 1). Sturm–Liouville and Schrödinger operators with
singular potentials (that are, e.g., point interactions, measures, or distributions) have
been widely studied; we refer the reader, e.g., to the papers [1,7,9,10,22,34,41–43] and
to the books [2–4] where additional references can be found. Spectral problems for sin-
gular potentials from W−12 (R) were recently studied in the papers [23,24,31,45–47], see
also the bibliography therein. Inverse spectral problems for Sturm–Liouville operators
with potentials that are bounded Radon measures were solved in [8,48]. A complete so-
lution to the inverse spectral problem (in various settings) for Sturm–Liouville operators
with singular potentials from W−12 (0, 1) was recently suggested in the papers [25–28].
However, the approach used therein heavily relied on the fact that q is a distributional
derivative of a function from L2(0, 1) and does not admit direct generalisation to more
singular potentials—e.g., corresponding to  ∈ W 1p(0, 1) with p ∈ [1, 2).
We develop here a different approach to the inverse spectral problems for Sturm–
Liouville operators in impedance form, which is especially aimed at recovery of
the function  rather than the potential q as in the classical method (cf., e.g., the
books [35,37]) and is related to the paper by Krein [33] (see also [12]). We give a
complete description of all possible spectra for the class of operators under consider-
ation (Theorem 4.1) and for any such spectral data provide an effective algorithm of
recovery of the function —and thus of the impedance function a(x) = exp(∫ x0 (s) ds),
see Theorems 7.1 and 7.5.
We also remark that the equation (u) = 2u upon setting v1 = −u, v2 = u′ − u
is transformed into the Dirac system
(
0 1
−1 0
)
d
dx
(
v1
v2
)
+
(
0 
 0
)(
v1
v2
)
= 
(
v1
v2
)
.
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Inverse spectral problems for general Dirac systems (i.e., with matrix potentials involv-
ing, along with , another function  on the diagonal) were treated by Gasymov and
Džabiev [14] and Gasymov and Levitan [15]; see also the book [36] and the references
therein. However, the reconstruction algorithm is developed in the cited works only for
the case of continuous functions  and .
The organisation of the paper is as follows. In Section 2, we give rigorous deﬁnitions
of the operators TN, and TD,. In Section 3, we establish existence of transformation
operators, which are then used in Section 4 to give a complete description of the
spectral data. In Section 5 we derive two Gelfand–Levitan–Marchenko-type integral
equations and explain how they are used to reconstruct the operators in the smooth
case. Properties of the kernels of the corresponding integral operators are studied in
Section 6, and in Section 7 we generalise the reconstruction procedure of Section 5
to the general non-smooth case by limiting arguments. Finally, in three appendices
we gather some necessary results on entire functions of special type, Fourier series
in Lp(0, 1), and on factorisation of Fredholm operators that are used throughout the
paper.
2. Deﬁnitions
Assume that  ∈ Lp(0, 1), p ∈ [1,∞), and deﬁne the differential expression  as
in the Introduction by virtue of formula (1.4). The natural L2-domain of  is
dom  = {y ∈ AC(0, 1) | y[1] := y′ − y ∈ AC(0, 1), (y) ∈ L2(0, 1)}
and on this domain the equality (y) = f is equivalent to the system
d
dx
(
y1
y2
)
=
(
 1
0 −
)(
y1
y2
)
+
(
0
−f
)
(2.1)
in the sense that (y1, y2)t satisﬁes (2.1) if and only if y2 = y′1 − y1 and y1 solves
(y) = f . Since the 2×2-matrix on the right-hand side of (2.1) has entries in L1(0, 1),
every solution of this system has absolutely continuous components and, moreover, for
any a1 and a2 there exists a unique solution satisfying the initial data yj (0) = aj ,
j = 1, 2.
We denote by TN, and TD, the operators in L2(0, 1) that are the restrictions of 
onto the domains
dom TN, = {y ∈ dom  | y[1](0) = y[1](1) = 0},
dom TD, = {y ∈ dom  | y[1](0) = y(1) = 0}.
The operators TN, and TD, are selfadjoint, nonnegative, and have discrete simple
spectra, which, as in the Introduction, shall be denoted by 0 = 20 < 21 < · · · and
0 < 21 < 22 < · · ·, respectively.
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3. The Cauchy matrix
Assume that  ∈ Lp(0, 1), p ∈ [1,∞). The differential equation
(y) = 2y (3.1)
with the differential expression  deﬁned in (1.4) and  ∈ C can be recast as a
ﬁrst-order system
d
dx
(
y1
y2
)
=
(
 1
−2 −
)(
y1
y2
)
(3.2)
with y1 ≡ y and y2 ≡ y′ −y = y[1]. For any a1, a2 ∈ C, there exists a unique solution
(y1, y2)t of (3.2) subject to the initial conditions y1(0) = a1, y2(0) = a2, whence (3.1)
has a unique solution v satisfying the initial conditions v(0) = a1 and v[1](0) = a2.
We denote by c(·, ) and s(·, ) the solutions to Eq. (3.1) satisfying the initial
conditions
c(0, ) = s[1](0, ) = 1, s(0, ) = c[1](0, ) = 0.
Then the matrix
U(x, ) :=
(
c(x, ) s(x, )
c[1](x, ) s[1](x, )
)
satisﬁes the initial condition U(0) = I (with I = diag (1, 1)) and the differential
equation
U ′ = (A+ J )U, (3.3)
where
A = A :=
(
0 1
−2 0
)
, J :=
(
1 0
0 −1
)
.
In other words, U is the Cauchy matrix of system (3.2).
Since  ∈ Lp(0, 1) ⊂ L1(0, 1), Eq. (3.3) with the initial condition U(0) = I is
uniquely soluble and the solution U belongs to AC(0, 1) entrywise. The standard per-
turbation arguments of semigroup theory yield the equivalent integral equation for U
in the form
U(x) = exA +
∫ x
0
e(x−t)A (t)JU(t) dt, (3.4)
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where the exponent exA can be explicitly calculated as
exA =
(
cos x 1 sin x− sin x cos x
)
.
Integral equation (3.4) can be solved by the method of successive approximations;
namely, with
U0(x) := exA and Un+1(x) :=
∫ x
0
e(x−t)A (t)JUn(t) dt for n0 (3.5)
the solution formally equals
∑∞
n=0 Un. We show that this series converges in a suitable
topology to the Cauchy matrix.
To this end we endow the space M2 := M(2,C) of all 2×2 matrices with complex
entries with the operator norm | · | of the Euclidean C2 space and denote by W 1p(M2)
the Sobolev space of M2-valued functions on the interval [0, 1].
Lemma 3.1. The series
∑∞
n=0 Un with Un given by (3.5) converges in W 1p(M2) to the
Cauchy matrix U .
Proof. Bearing in mind the identity J exA = e−xAJ and using the recurrence rela-
tions (3.5), we derive the formula
Un(x) =
∫
n(x)
e(x−2n(t))A (t1) · · · (tn)J n dt1 . . . dtn, (3.6)
in which we have put
n(x)={t := (t1, . . . , tn) ∈ Rn | 0 tn · · ·  t1x},
n(t) =
n∑
l=1
(−1)l+1tl .
We observe that 0n(t)x for t ∈ n(x); thus, denoting by C the maximum of∣∣exA∣∣ over the interval [−1, 1], we get the estimate
|Un(x)|p
(xn
n!
)p−1 ∫
n(x)
Cp|(t1)|p · · · |(tn)|p dt1 . . . dtn

(C
n!
)p( ∫ x
0
||p
)n
.
S. Albeverio et al. / Journal of Functional Analysis 222 (2005) 143–177 149
Differentiating the recurrence relations (3.5), we ﬁnd that
U ′n(x) = AUn(x)+ (x)JUn−1(x) (3.7)
and hence, with Cp1 := Cp2p−1(|A|p + 1),
‖U ′n‖pLp(M2)2p−1|A|p‖Un‖
p
Lp(M2)
+ 2p−1
∫ 1
0
|(x)|p|Un−1(x)|p dx
 C
p
1
n!
( ∫ 1
0
||p
)n
.
These estimates justify the convergence of the series ∑∞k=0 Uk in the W 1p(M2)-topology
to some M2-valued function V obeying the initial condition V(0) = I. Differentiating
this series term-by-term and bearing in mind (3.7), we see that V satisﬁes Eq. (3.3)
and thus indeed equals the Cauchy matrix U . 
Our next aim is to get an integral representation for U of a special form. Upon
change of variables s = n(t), yl = tl+1, l = 1, 2, . . . , n − 1, we recast the integral
in (3.6) as
Un(x) =
∫ x
0
e(x−2s)A n(x, s)J n ds.
Here 1(x, s) ≡ (s) and, for all n ∈ N,
n+1(x, s) =
∫
∗n(x,s)
(s + n(y)) (y1) . . . (yn) dy1 . . . dyn, 0sx1, (3.8)
with
∗n(x, s) = {y = (y1, . . . , yn) ∈ Rn | 0ynyn−1 · · · y1s + n(y)x}.
For convenience we extend the functions n, n2, to the whole square [0, 1] × [0, 1]
by putting n(x, s) = 0 for 0x < s1.
Using the Hölder inequality and Fubini’s theorem, we ﬁnd that for every n ∈ N the
function n+1(x, ·) belongs to Lp(0, 1) and that
‖n+1(x, ·)‖pLp =
∫ 1
0
|n+1(x, s)|p ds

∫ 1
0
∫
∗n(x,s)
|(s + n(y)) (y1) · · · (yn)|p dy1 . . . dyn ds
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
∫
n+1(x)
|(t1)|p · · · |(tn+1)|p dt1 . . . dtn+1
=[(n+ 1)!]−1
(∫ x
0
||p
)n+1
.
It follows that the series
∑∞
n=1(±1)nn(x, ·) converge in Lp(0, 1) to some functions
±(x, ·). Assume that ˜ is another function in Lp(0, 1) and denote by ˜n the corre-
sponding functions constructed as above but for ˜; then similar calculations lead to the
estimate
‖n(x, ·)− ˜n(x, ·)‖pLp
(n+ 1
n!
)p‖− ˜‖pLp(‖‖pLp + ‖˜‖pLp)n−1.
Henceforth the mapping Lp(0, 1)   → ±(x, ·) ∈ Lp(0, 1) is continuous for every
ﬁxed x ∈ [0, 1].
Put T := diag {+, −}; then we arrive at the desired representation for U(x):
U(x) = exA +
∫ x
0
e(x−2s)AT (x, s) ds. (3.9)
In particular,
c(x, ) = cos(x)+
∫ x
0
+(x, s) cos[(x − 2s)] ds;
changing the variables t = x − 2s in the integral and then using the fact that cosine is
an even function, we get the representation
c(x, ) = cos(x)+
∫ x
0
k(x, t) cos(t) dt (3.10)
with
k(x, t) := 12
[
+(x, x−t2 )+ +(x, x+t2 )
]
. (3.11)
The function k is the kernel of a transformation operator (see Theorem 3.3), and it
has some nice properties that we shall now establish.
Denote by Gp(0, 1) the set of measurable complex-valued functions k on [0, 1]×[0, 1]
having the property that, for each x and t in [0, 1] the functions k(x, ·) and k(·, t) belong
to Lp(0, 1) and, moreover, the mappings
[0, 1]  x → k(x, ·) ∈ Lp(0, 1), [0, 1]  t → k(·, t) ∈ Lp(0, 1)
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are continuous (i.e., they coincide a.e. with some continuous mappings from [0, 1] into
Lp(0, 1)). The set Gp(0, 1) becomes a Banach space under the norm
‖k‖Gp := max
{
max
x∈[0,1] ‖k(x, ·)‖Lp , maxt∈[0,1] ‖k(·, t)‖Lp
}
. (3.12)
Since the functions k from Gp(0, 1) have ﬁnite Holmgren norm [20], it follows that
the corresponding integral operators are bounded in L2(0, 1).
Lemma 3.2. Assume that  ∈ Lp(0, 1) for some p ∈ [1,∞). Then the kernel k belongs
to Gp(0, 1) and, moreover, depends continuously in Gp(0, 1) on  ∈ Lp(0, 1).
Proof. Assume ﬁrst that  ∈ C[0, 1]. Simple transformations of (3.8) result in
n+1(x, s) =
∫ x
s
()n(, − s) d, n ∈ N. (3.13)
Put b±n (x, s) := n(x, x±s2 ) for 0sx1 and b±n (x, s) = 0 otherwise; then (3.13)
yields the following recurrence relations for 0sx1:
b+n+1(x, s) =
∫ x
x+s
2
()b−n (, x + s − ) d,
b−n+1(x, s) =
∫ x
x−s
()b+n (, − x + s) d+
∫ x−s
x−s
2
()b−n (, x − s − ) d.
The proof of the lemma goes next along the lines of the paper [30], where similar
results are obtained for the case p = 1, so we shall only indicate the main steps of
the proof referring to [30] for details.
Induction arguments justify that for every n ∈ N the functions b±n (x, ·) belong to
Lp(0, 1) and that
‖b±n (x, ·)‖pLp
2pn
n! ‖‖
pn
Lp(0,x). (3.14)
Indeed, we have
∫ x
0
|b±1 (x, s)|p ds2
∫ x
0
|(s)|p ds
and assuming that these estimates are valid for n = k, we ﬁnd that∫ x
0
|b+k+1(x, s)|p ds
∫ x
0
ds
∫ x
x+s
2
|()|p|b−k (, x + s − )|p d
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=
∫ x
x/2
d |()|p
∫ 2−x
0
|b−k (, x + s − )|p ds
 2
pk
k!
∫ x
0
|()|p
(∫ 
0
|(s)|p ds
)k
d
= 2
pk
(k + 1)!
(∫ x
0
|(s)|p ds
)k+1
.
The inequality for ‖b−k+1(x, ·)‖pLp is established analogously, thus completing the in-
duction step.
Based on (3.14), we similarly prove the estimates
‖b±n (·, s)‖pLp
2pn
n! ‖‖
pn
Lp
.
Put b± := ∑n∈N b±n ; then the above bounds show that, for every x, s ∈ [0, 1], the
functions b±(x, ·) and b±(·, s) belong to Lp(0, 1) and that
max
x∈[0,1] ‖b
±(x, ·)‖Lp , max
s∈[0,1] ‖b
±(·, s)‖LpBp(2‖‖Lp),
where the function Bp(z) := ∑n∈Z+ zn/(n!)1/p is continuous and positive on the
positive semi-axis. Since  is continuous, analogous induction arguments (replacing the
Lp-norm by that of C[0, 1]) show that the functions b± are also continuous in the
domain 0sx1, so that b± ∈ Gp(0, 1).
If ˜ is another continuous function and if b˜±n and b˜± denote the corresponding
functions constructed for ˜, then the induction in n ∈ N (see the above reasoning)
justiﬁes the estimates
‖b±n − b˜±n ‖pGp
2pn
(n− 1)! ‖− ˜‖
p
Lp
(‖‖pLp + ‖˜‖pLp)n−1.
It follows that
‖b± − b˜±‖Gp2‖− ˜‖LpBp(2‖‖Lp + 2‖˜‖Lp),
so that the functions b± depend continuously in Gp(0, 1) on the continuous function
 in the norm of Lp(0, 1).
Let now  be an arbitrary function in Lp(0, 1). We choose a sequence of continuous
functions n that converges to  in Lp(0, 1) and deﬁne the corresponding functions
b± = b±() as the limit in Gp(0, 1) of b±(n). It is clear that the functions b±()
are well deﬁned and depend continuously in Gp(0, 1) on  ∈ Lp(0, 1). Moreover,
S. Albeverio et al. / Journal of Functional Analysis 222 (2005) 143–177 153
b±(x, ·) = +(x, x±·2 ) due to continuous dependence of +(x, ·) on , so that k =
1
2 (b
+ + b−) and thus k possesses the required properties. 
Denote by T˜ the extension of the operator TN, (or TD,) obtained by dropping the
boundary condition at the point x = 1. Let K be the integral operator with kernel k,
i.e.,
(Kf )(x) =
∫ x
0
k(x, s)f (s) ds;
we prove next that I +K is the transformation operator for the pair (T˜, T˜0).
Theorem 3.3. Assume that  ∈ Lp(0, 1); then the operator K is bounded, depends
continuously in the uniform operator topology of L2(0, 1) on the function  ∈ Lp(0, 1),
and I +K is a transformation operator performing the similarity of T˜ and T˜0.
Proof. Boundedness and continuous dependence of K on  ∈ Lp(0, 1) follows from
the fact that by Lemma 3.2 the kernel k belongs to Gp(0, 1) and depends continuously
therein on  ∈ Lp(0, 1). We also observe that K, being the limit in the uniform operator
topology of integral operators with continuous lower-triangular kernels, is a Volterra
operator and hence I +K is boundedly invertible in L2(0, 1).
Eq. (3.10) implies that the operators T˜ and T˜0 are similar; more exactly, we claim
that
T˜(I +K)f = (I +K)T˜0f
for all f ∈ dom T˜0. Indeed, this equality holds for the functions f (x) = cos(x) for all
 ∈ C. It follows that the operator Tˆ := (I+K)−1T˜(I+K) has eigenvectors cos(x)
corresponding to the simple eigenvalues 2. This implies that Tˆ and T˜0 coincide on
the linear hull L of the functions cos(x).
Next we claim that L is a core for T˜0. We observe that the domain of T˜0 consists
of all functions in W 22 (0, 1) such that f ′(0) = 0. For any f ∈ dom T˜0 we represent
g := −f ′′ as g(x) =∑n∈N cn cos[(n− 12 )x] and set
gk(x) :=
∑
nk
cn cos[(n− 12 )x], fk(x) :=
∑
nk
cn
2(n− 12 )2
cos[(n− 12 )x].
Then fk ∈ L, −f ′′k = gk , gk → g, and fk → f˜ in L2(0, 1) for some f˜ , so that
−f˜ ′′ = g in the sense of distributions. It follows that f˜ ∈ dom T˜0 and T˜0f˜ = g.
We observe now that f˜ − f ≡ const ∈ L, so that the closure of T˜0 restricted to L
coincides with T˜0.
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Since the operator Tˆ is evidently closed and Tˆ = T˜0 on L, we conclude that
Tˆ ⊃ T˜0. However, the operator Tˆ cannot be a proper extension of T˜0 as other-
wise Tˆ—and hence T˜ by similarity—would have a two-dimensional kernel, and this
is impossible in view of the existence and uniqueness of the solutions to the equa-
tion (u) = 0. Therefore Tˆ = T˜0, and the similarity of the operators T˜ and T˜0 is
proved. 
4. The direct spectral problem
Integral representation (3.9) for the Cauchy matrix U of system (3.2) enables us to
provide a detailed description of the spectra of the operators TN, and TD,, which will
be shown to be complete in the following sections.
It is well known (see, e.g., [5]) that the eigenvalues 2n and 2n must interlace, i.e.,
2n−1 < 2n < 
2
n for all n ∈ N. We describe next the eigenvalue asymptotics.
Theorem 4.1. Assume that  ∈ Lp(0, 1) for some p ∈ [1,∞). Then the eigenvalues 2n
and 2n of the operators TN, and TD,, respectively, obey the following asymptotics:
there exists a function ∗ ∈ Lp(0, 1) such that
n = n+ s2n(∗),
n = (n− 12 )+ s2n−1(∗),
where sn(f ) is the nth sine Fourier coefﬁcient of a function f, i.e.,
sn(f ) =
∫ 1
0
sin(nx)f (x) dx.
Proof. We observe that the numbers n are zeros of c(1, ). In view of (3.9) we have
c(1, ) = cos +
∫ 1
0
+(1, t) cos[(1− 2t)] dt
and the function +(1, ·) belongs to Lp(0, 1). The required asymptotics for n now
follows from Theorem A.1.
The case of the operator TD, is treated in an analogous manner by considering the
zeros of the function c[1](1, ) ≡ − sin −  ∫ 10 +(1, t) sin[(1− 2t)] dt. 
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Denote by SDp the set of all pairs of sequences {(2n)n∈Z+ , (2n)n∈N} of real numbers
satisfying the following properties:
(A) 0 = 0, both sequences strictly increase with n and interlace, i.e., 2n−1 < 2n < 2n
for all n ∈ N;
(B) the numbers n =
√
2n0 and n =
√
2n > 0 satisfy the asymptotics
n = n+ ˜n, n = (n− 12 )+ ˜n,
where the remainders ˜n and ˜n are even and odd Fourier coefﬁcients of a function
	 ∈ Lp(0, 1), i.e. ˜n = s2n(	) and ˜n = s2n−1(	), n ∈ N.
As we have shown, the eigenvalues of the operators TN, and TD, with  ∈ Lp(0, 1)
form an element of the set SDp. The inverse spectral problem aims at proving the
converse assertion, i.e., that any element of SDp gives the eigenvalues of a Neumann
and Neumann–Dirichlet impedance Sturm–Liouville operator with an impedance from
W 1p(0, 1), see Theorem 7.1.
5. The Gelfand–Levitan–Marchenko equation
By the deﬁnition of the solution c(·, ) the function 
k := c(·,k), k ∈ N, is an
eigenfunction of the operator TD, corresponding to the eigenvalue 2n and satisﬁes
the initial condition 
k(0) = 1. Putting k := ‖
k‖−2 and observing that the system
{
k}k∈N is an orthogonal basis of L2(0, 1), we ﬁnd that
s-lim
n→∞
n∑
k=1
k(·,
k)
k = I.
On the other hand, 
k = (I + K)k with k(x) = cos(kx), so that the previous
relation can be rewritten as
(I +K)
[
s-lim
n→∞
n∑
k=1
k(·,k)k
]
(I +K)∗ = I. (5.1)
We observe that with k,0(x) := cos[(k − 12 )x], k ∈ N, also the following identity
holds:
s-lim
n→∞
n∑
k=1
2(·,k,0)k,0 = I.
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Henceforth, upon setting
F := s-lim
n→∞
n∑
k=1
[
k(·,k)k − 2(·,k,0)k,0
]
,
equality (5.1) can be recast as
(I +K)(I + F)(I +K)∗ = I. (5.2)
We remark that k(·,k)k − 2(·,k,0)k,0 is an integral operator with kernel
fk(x, t)=k2 cos[k(x + t)] − cos[(k −
1
2 )(x + t)]
+k
2
cos[k(x − t)] − cos[(k − 12 )(x − t)].
It will be shown in Section 6 that the series
h(s) :=
∞∑
k=1
{k cos(2ks)− 2 cos[(2k − 1)s]} (5.3)
converges in Lp(0, 1) (in the Cesàro sense for p = 1), so that F is an integral operator
with kernel
f (x, t) = 12
[
h
(
x+t
2
)+ h ( |x−t |2 )] . (5.4)
The adjoint operator K∗ is an integral Volterra operator with upper-diagonal kernel
k∗ (x, t) := k(t, x), i.e.,
(K∗ u)(x) =
∫ 1
x
k∗ (x, t)u(t) dt
and k∗ (x, t) = 0 for x > t . Therefore the operator I +K∗ is invertible and its inverse
can be written in the form I + K˜ , where K˜ is an integral operator with upper-diagonal
kernel. By (5.2) one gets
(I +K)(I + F) = (I +K∗ )−1 = I + K˜;
spelling out this equality in terms of the kernels k and f for x > t , we arrive at the
Gelfand–Levitan–Marchenko (GLM) equation
k(x, t)+ f (x, t)+
∫ x
0
k(x, s)f (s, t) ds = 0. (5.5)
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We observe that as soon as a kernel f is given by (5.3)–(5.4) with k and k obeying
the proper asymptotics (guaranteeing that the series for h converges in Lp(0, 1)), then
the operator I +F is positive in L2(0, 1), and thus the GLM equation (5.5) is uniquely
soluble for k = k [18].
If the function  is smooth enough (e.g., of the class C1[0, 1]), then, as we mentioned
in the Introduction, the Sturm–Liouville operator TN, can be rewritten in the potential
form with the potential q := ′ + 2 ∈ C[0, 1]. Modifying slightly the classical results
of the inverse spectral theory (see, e.g., [35, Chapter 2], [37, Chapter 3]), we arrive at
the following statement.
Theorem 5.1. Assume that a real-valued function h ∈ C1[0, 1] and a kernel f are given
by (5.3) and (5.4). Then the GLM equation (5.5) is uniquely soluble, and the solution k
is continuously differentiable in the domain + = {(x, t) | 0 tx1}. Moreover, the
corresponding integral operator K is such that I + K is the transformation operator
for the pair {T˜ , T˜0}, where T˜ is given by
T˜ y = −y′′ + qy, dom T˜ := {y ∈ W 22 (0, 1) | y′(0) = a0y(0)} (5.6)
with
q(x) := 2 d
dx
k(x, x), a0 := k(0, 0) = −h(0). (5.7)
The classical algorithm for the solution of the inverse spectral problem for the smooth
case is now as follows. Given two sequences (2n) and (2n) that strictly increase, inter-
lace, and obey some prespeciﬁed asymptotics, we construct the sequence of numbers
n and the function h (see Section 6 for details) and show that h is continuously dif-
ferentiable. We next solve the GLM equation (5.5) and construct the function q and the
constant a0 of (5.7). Denote by TN and TD the restrictions of the operator T˜ of (5.6)
by the boundary condition y′(1) = a1y(1) (with a1 explicitly calculated via k and (2n))
and the boundary condition y(1) = 0, respectively; then (2n) are the eigenvalues of TN
and (2n) are the eigenvalues of TD, so that the inverse spectral problem is solved.
In principle, the above-described algorithm could be used to ﬁnd the function  and
hence the impedance a(x) = exp(∫ x0 (s) ds), if one observes that  satisﬁes the Riccati
equation
′(x)+ 2(x) = q(x) := 2 d
dx
k(x, x) (5.8)
and the initial condition (recall (3.11) and the construction of +)
(0) = a0 = k(0, 0) = −h(0). (5.9)
This approach, however, is of no use when the function  is going to be only in
Lp(0, 1) with p ∈ [1, 2), since the above Riccati equation has then no meaning (even
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not in distributional sense). There exists, however, an alternative approach (related to
the one by Krein [33]) producing directly the function .
Namely, along with the GLM equation (5.5) we consider a different GLM-type
integral equation
r(x, t)+ h(x − t)+
∫ x
0
r(x, s)h(|s − t |) ds = 0, 0 tx1, (5.10)
of which the GLM equation (5.5) is the even part (in the sense that if r is a solution
to (5.10), then the function
k(x, t) := 12
[
r(x, x−t2 )+ r(x, x+t2 )
] (5.11)
solves (5.5)). The reconstruction procedure is based on the fact that Eq. (5.10) possesses
a unique solution r and the function  is equal to r(·, 0). In this section, we shall prove
this statement for the case where h is smooth enough, and then shall treat the case
h ∈ Lp(0, 1) by the limiting procedure in Section 7.
Theorem 5.2. Assume that the function h ∈ C1[0, 1] is given by series (5.3) with
positive k and k satisfying the required asymptotics. Then Eq. (5.10) has a unique
continuous solution r. This solution is continuously differentiable in the domain +
and the operator T˜ of Theorem 5.1 equals T˜ with  := r(·, 0).
Proof. For a ∈ [0, 1], we denote by Ha the operator in C[0, 1] (resp. in C1[0, 1]) given
by
(Hag)(x) :=
∫ a
0
h(|x − s|)g(s) ds.
Since by Lemma 7.2 the operator I+H1 is positive in L2(0, 1), this implies that I+Ha
is boundedly invertible in C[0, 1] (resp. in C1[0, 1]). The solution r of Eq. (5.10) is
therefore given through the relation
r(x, x − t) = x(t) := −
(
(I +Hx)−1h
)
(t).
In particular, r(x, t) is continuously differentiable in t. We remark that the function
[0, 1]  a → Ha ∈ B(C[0, 1])
is continuously differentiable (namely, ddaHa is the operator of multiplication by the
function h(| · −a|)), so that the vector-valued function x(·) is also continuously dif-
ferentiable. Henceforth the solution r is continuously differentiable on +.
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To prove the equality x(x) ≡ (x), we recall the following identity [18, Section
IV.7–8]:
d
dx
x(0) = 2x(x). (5.12)
In fact, Eq. (5.10) implies that x satisﬁes the Krein equation (see [12])
x(t)+ h(t)+
∫ x
0
x(s)h(|s − t |) ds = 0, (5.13)
while the function x := ddx x satisﬁes the relation
x(x − t)+ x(x)h(t)+
∫ x
0
x(x − s)h(|s − t |) ds = 0.
Since the solution to the Krein equation (5.13) is unique, we have x(x − t) =
x(x)x(t), which becomes (5.12) for x = t .
We recall that the solutions k to the GLM equation (5.5) is related to r via (5.11),
which yields the equality
k(x, t) = 12
[
x(
x+t
2 )+ x( x−t2 )
]
, 0 tx1.
Setting ˆ(x) := x(x) and recalling (5.12) and (5.13), we conclude that the function ˆ
satisﬁes the relations ˆ(0) = 0(0) = −h(0) and
2
d
dx
k(x, x) = ˆ′(x)+ ˆ2(x).
Comparing this to (5.8) and (5.9), we arrive at the claimed equality ˆ ≡ . The proof
is complete. 
6. Properties of the function h
The main aim of this section is to show that the function h introduced in Section 5
belongs to Lp(0, 1). This is done by showing that series (5.3) converges in a suitable
sense in Lp(0, 1).
Theorem 6.1. Assume that  ∈ Lp(0, 1), p ∈ [1,∞). Then series (5.3) converges in
Lp(0, 1) (in the Cesàro sense for p = 1).
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The proof will rely on several lemmata.
We observe that the numbers in {±n}n∈N ∪ {0} and {±n}n∈N give all the zeros of
the functions
() := c[1](1, ), () := c(1, ),
respectively. By virtue of formula (3.9) these functions admit the integral representations
() = − sin − 
∫ 1
0
+(1, s) sin[(1− 2s)] ds,
(6.1)
() = cos +
∫ 1
0
+(1, s) cos[(1− 2s)] ds
with +(1, ·) ∈ Lp(0, 1). We observe that the function +(1, ·) in the representation
of  and  can be replaced by its odd and even (with respect to x = 12 ) parts,
respectively. By virtue of Theorem A.1 the functions  and  can be reconstructed
from their zeros as follows.
Proposition 6.2. The following equalities hold:
() = −2
∞∏
k=1
2k − 2
(k)2
, () =
∞∏
k=1
2k − 2
2(k − 12 )2
(6.2)
and the products converge uniformly on compact sets.
Lemma 6.3. The norming constants n satisfy the following relation:
n = 2n
(n)˙(n)
. (6.3)
Proof. Since the system of eigenvectors (
n)n∈N, 
n := c(·,n), of the operator TD,
is an orthogonal basis of L2(0, 1), for the Green function G(·, ·, ) of TD, (i.e., for
the kernel of the resolvent (TD, − 2)−1) we get
G(x, y, 2) =
∞∑
n=1
n
n(x)
n(y)
2n − 2
, x, y ∈ [0, 1]. (6.4)
On the other hand, we have
G(x, y, 2) = 1
W()
{
c−(x, )s+(y, ) if 0xy1,
s+(x, )c−(y, ) if 0y < x1, (6.5)
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where c−(·, ) ≡ c(·, ), s+(·, ) is a solution of the equation (u) = 2u subject to
the terminal conditions u(1) = 0 and u[1](1) = −1, and W() is the Wronskian of the
solutions s+(·, ) and c−(·, ), i.e.,
W() := s+(x, )c[1]− (x, )− s[1]+ (x, )c−(x, ).
Since the right-hand side of the above equality does not depend on x, we ﬁnd that
W() = c−(1, ) = (). (6.6)
Equalities (6.4)–(6.6) yield
c−(x, )s+(x, )
()
= G(x, x, 2) =
∞∑
n=1
nc2−(x,n)
2n − 2
.
Calculating the residues at the poles  = n, we get
n = − 2n
˙(n)
s+(x,n)
c−(x,n)
.
Observe now that the functions s+(x,n) and c−(x,n) are linearly dependent, so that
s+(·,n) ≡ Cc−(·,n) for some constant C, which is found to be equal to
s
[1]
+ (1,n)
c
[1]
− (1,n)
= − 1
(n)
.
This yields relation (6.3), and the proof is complete. 
Lemma 6.4. Assume that  ∈ Lp(0, 1). Then the norming constants n have the asymp-
totics n = 2+ c2n−1() for some function  ∈ Lp(0, 1).
Proof. In view of equality (6.3), Corollary B.2, and Lemma B.4 it sufﬁces to prove that
the numbers an := (n)/n and bn := ˙(n) can be represented as (−1)n(1+ a˜n) and
(−1)n(1+ b˜n), respectively, where a˜n and b˜n are (2n−1)-th cosine Fourier coefﬁcients
of some functions from Lp(0, 1).
Using formulae (6.1), we show that the numbers an and bn take the form
− sin n −
∫ 1
0
g(s) sin[n(1− 2s)] ds
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with g(s) = +(1, s) ∈ Lp(0, 1) for an and g(s) = (1− 2s)+(1, s) ∈ Lp(0, 1) for bn.
Hence it remains to show that (−1)n−1 sin n = 1+ c2n−1(g1) for some g1 ∈ Lp(0, 1)
and that
(−1)n−1
∫ 1
0
g(s) sin[n(1− 2s)] ds = c2n−1(g2)
for some g2 ∈ Lp(0, 1).
Since by Theorem 4.1 the eigenvalues 2n satisfy the relation n = (n − 12 ) +
˜n, where ˜n = s2n−1(∗) for some function ∗ ∈ Lp(0, 1), we ﬁnd that sin n =
(−1)n−1 cos ˜n, so that
(−1)n−1 sin n − 1 =
∞∑
k=1
(−1)k ˜
2k
n
(2k)! .
Applying Corollary B.3 to the element  := (n)n∈Z+ ∈ Cp with 2n−1 = ˜n and
2n = 0, we see that there exists a function g1 in Lp(0, 1) such that the sum on the
right-hand side of the above equality equals c2n−1(g1).
Using the relation
sin[n(1− 2s)]=(−1)n−1 cos[˜n(1− 2s)− (2n− 1)s]
=(−1)n−1 cos[˜n(1− 2s)] cos((2n− 1)s)
+(−1)n−1 sin[˜n(1− 2s)] sin((2n− 1)s)
in the integral
∫ 1
0 g(s) sin[n(1− 2s)] ds, developing the functions cos[˜n(1− 2s)] and
sin[˜n(1− 2s)] into Taylor series, and then changing summation and integration order
(which is allowed in view of the absolute convergence of the Taylor series and the
integrals), we ﬁnd that
(−1)n−1
∫ 1
0
g(s) sin[n(1− 2s)] ds=
∞∑
k=0
(−1)k ˜
2k
n
(2k)!c2n−1(V
2kg)
+
∞∑
k=0
(−1)k ˜
2k+1
n
(2k + 1)! s2n−1(V
2k+1g),
where V is the operator of multiplication by 1 − 2s. In virtue of Corollary B.3 and
the fact that V is bounded in Lp(0, 1) the right-hand side of the above equality gives
the (2n− 1)-th cosine Fourier coefﬁcient of some function g2 from Lp(0, 1), and the
proof is complete. 
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Proof of Theorem 6.1. Using Lemma 6.4, we see that
n cos(2nx)− 2 cos[(2n− 1)x]=n[cos(2˜nx)− 1] cos[(2n− 1)x]
−n sin(2˜nx) sin[(2n− 1)x]
+c2n−1() cos[(2n− 1)x],
so that we need to show that the three series
∑
n1
n[cos(2˜nx)− 1] cos[(2n− 1)x],
∑
n1
n sin(2˜nx) sin[(2n− 1)x], (6.7)
∑
n1
c2n−1() cos[(2n− 1)x]
converge in Lp(0, 1) (in the Cesàro sense for p = 1). Convergence of the third series
follows from the properties of Fourier coefﬁcients of functions from Lp(0, 1) [32,
Chapter II]. The proof is similar for the other two series, so that we shall treat in
detail only the ﬁrst one.
By the deﬁnition of summability in the sense of Cesàro we have to show that the
sequence of partial sums
SN(x) :=
N∑
n=1
(
1− n− 1
N
)
n[cos(2˜nx)− 1] cos[(2n− 1)x]
is a Cauchy sequence in Lp(0, 1). Developing cos(2˜nx) into Taylor series and then
changing the summation order in the prelimiting expression, we represent SN as
SN(x) := lim
M→∞
M∑
m=1
(−1)m (2x)
2m
(2m)!
N∑
n=1
(
1− n− 1
N
)
n˜
2m
n cos[(2n− 1)x].
By Theorem 4.1 we have ˜n = s2n−1(∗) for a function ∗ ∈ Lp(0, 1), so that in
view of Corollary B.2 and Lemma 6.4 the numbers n˜2mn = 2˜2mn + c2n−1()˜2mn are
(2n − 1)-th cosine Fourier coefﬁcients of some function from Lp(0, 1); there exists
precisely one odd (with respect to x = 12 ) such function, which we call gm. It follows
from Corollary B.2 that ‖gm‖Lp2m(2+‖‖Lp)‖∗‖2mLp for some  > 0 independent
of m.
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Observe now that
N∑
n=1
(
1− n− 1
N
)
n˜
2m
n cos[(2n− 1)x] =: N(gm)
is the partial Cesàro sum for the function gm. It is well known (cf. [32, Chapter II])
that, for any odd f ∈ Lp(0, 1) the partial Cesàro sums
N(f ) :=
N∑
n=1
(
1− n− 1
N
)
c2n−1(f ) cos[(2n− 1)x]
converge to f in Lp(0, 1) and that ‖N(f )‖Lp‖f ‖Lp . Since in view of the above
estimates of ‖gm‖Lp the series
∞∑
m=1
(−1)m (2x)
2m
(2m)! gm,
∞∑
m=1
(−1)m (2x)
2m
(2m)! N(gm)
converge absolutely in Lp(0, 1), we conclude that the limit
lim
N→∞
M∑
m=1
(−1)m (2x)
2m
(2m)! N(gm) =
M∑
m=1
(−1)m (2x)
2m
(2m)! gm
is uniform in M ∈ N. Changing the limit order, we ﬁnd that the limit
lim
N→∞ SN= limN→∞ limM→∞
M∑
m=1
(−1)m (2x)
2m
(2m)! N(gm)
= lim
M→∞ limN→∞
M∑
m=1
(−1)m (2x)
2m
(2m)! N(gm) =
∞∑
m=1
(−1)m (2x)
2m
(2m)! gm
exists in Lp(0, 1), and whence the ﬁrst series in (6.7) converges in Lp(0, 1) in the
Cesàro sense.
For p > 1 we could have denoted by SN the usual partial sums of the ﬁrst series
in (6.7). Since for an odd function f ∈ Lp(0, 1) the partial Fourier sums
sN(f ) :=
N∑
n=1
c2n−1(f ) cos[(2n− 1)x]
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converge to f in Lp(0, 1) and, moreover,
‖sN(f )‖LpC‖f ‖Lp
with a constant C independent of f and N [32, Chapter II], the above arguments justify
convergence of SN in the norm of Lp(0, 1). Hence the corresponding series converges
in Lp(0, 1), and the proof is complete. 
7. Inverse spectral problem
In this section, we shall justify the reconstruction algorithm of Section 5 for the case
of nonsmooth functions . More generally, we shall prove the following theorem.
Theorem 7.1. Assume that {(2n)n∈Z+ , (2n)n∈N} is an arbitrary element of SDp, p ∈
[1,∞). Then there exists a unique  ∈ Lp(0, 1) such that (2n) and (2n) are eigenvalues
of the operators TN, and TD,, respectively.
The reconstruction algorithm proceeds as follows. Given an arbitrary element of SDp,
we construct functions  and  via relations (6.2) and then determine the constants n
through (6.3). By virtue of Theorem A.1, there exist an odd function  and an even
function 
 in Lp(0, 1) such that
() = − sin − 
∫ 1
0
(s) sin[(1− 2s)] ds,
(7.1)
() = cos +
∫ 1
0

(s) cos[(1− 2s)] ds.
Therefore the proof of Lemma 6.4 remains valid, and thus the numbers n satisfy the
asymptotics n = 2+ c2n−1() for some  ∈ Lp(0, 1). As a result, by Theorem 6.1 the
function h of (5.3) belongs to Lp(0, 1).
Next we show that the modiﬁed GLM equation (5.10) has a unique solution r that
belongs to the space Gp(0, 1). To this end it sufﬁces to show (see Appendix C for
details) that the operator I +H , where H is given by
(Hg)(x) :=
∫ 1
0
h(|x − s|)g(s) ds,
is positive in L2(0, 1).
Lemma 7.2. Assume that {(2n), (2n)} is an arbitrary element of SDp and that the
function h is constructed as explained above. Then the corresponding operator I +H
is positive in L2(0, 1).
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Proof. We assume ﬁrst that p > 1. Denote by Vk , k ∈ N, the integral operators in
L2(0, 1) of convolution with the functions vk , where
vk(s) :=
k∑
l=1
2 cos[(2l − 1)s].
Since the system of functions {sin(x), cos(x), sin(3x), . . .} forms an orthonormal
basis of L2(0, 1), it is easily seen that Vk converges to the identity operator I in the
strong operator topology of L2(0, 1).
We put
hk(s) :=
k∑
l=1
{
k cos(2ls)− 2 cos[(2l − 1)s]
}
and denote by Hk the operator of convolution with the function hk . Since the norm of
the operator H in L2(0, 1) is bounded by ‖h‖L1 and hk → h in Lp(0, 1) as k → ∞
by the proof of Theorem 6.1, we see that H = limk→∞Hk . Therefore
((I +H)f, f )=s-lim
k→∞
k∑
l=1
l
∫ 1
0
∫ 1
0
cos[2l (x − t)]f (t)f (x) dt dx
=
∑
l∈N
l
∣∣∣∫ 1
0
cos(2lx)f (x) dx
∣∣∣2 +∑
l∈N
l
∣∣∣∫ 1
0
sin(2lx)f (x) dx
∣∣∣2.
Notice that the system {cos(2lx), sin(2lx)}l∈N is complete in L2(0, 1) [21]; hence-
forth ((I + H)f, f ) > 0 for all nonzero f ∈ L2(0, 1), and the lemma (for p > 1) is
proved.
If p = 1, we denote by v˜k := 1k
∑k
l=1 vl the partial Cesàro sums of the corre-
sponding series; then the operators V˜k of convolution with v˜k converge strongly to I.
Similarly, putting h˜k := 1k
∑k
l=1 hl , we conclude that h˜k → h in L1(0, 1), and thus the
corresponding operators H˜k of convolution with h˜k converge uniformly to H. Then the
above justiﬁcation of positivity of I + H works for Vk and Hk replaced with V˜k and
H˜k and the proof is complete. 
According to Theorem C.2, positivity of the operator I + H implies that the GLM
equation (5.5) with f given by (5.4) and the modiﬁed GLM equation (5.10) have unique
solutions k, r ∈ Gp(0, 1). We have shown in Section 5 that in the smooth case the
solution k is the kernel of the transformation operator I + K for the pair {T˜, T˜0}
with (·) := r(·, 0). Based on this result, we treat here the general case by a limiting
procedure.
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Theorem 7.3. Assume that {(2n), (2n)} is an arbitrary element of SDp and that h ∈
Lp(0, 1) is a function of (5.3) constructed as explained above. Let also k and r be the
solutions of the GLM equation (5.5) and the modiﬁed GLM equation (5.10), respectively,
and denote by K the integral operator with kernel k. Then there exists a unique  ∈
Lp(0, 1)—namely, (·) = r(·, 0)—such that the operator I + K is the transformation
operator for the pair T˜ and T˜0.
Proof. We shall approximate the function h in the norm of Lp(0, 1) by a sequence
(hn)
∞
n=1 of real-valued, smooth (say, inﬁnitely differentiable) functions so that the fol-
lowing holds:
(a) for every n ∈ N, the GLM equation (5.5) with h replaced by hn has a unique
solution kn, and the corresponding integral operators Kn converge to K as n→ ∞
in the uniform operator topology of L2(0, 1);
(b) for each n ∈ N there exists n ∈ Lp(0, 1) such that I + Kn is a transformation
operator for the pair T˜n and T˜0;
(c) the functions n converge to r(·, 0) in Lp(0, 1).
Put  := lim n; then by Theorem 3.3 the operators I + Kn converge in the uniform
operator topology of L2(0, 1) to an operator I + K, which is the transformation
operator for the pair T˜ and T˜0. Thus K = K yielding the result. The uniqueness of
 is obvious.
The details are as follows. Based on (2n) and (2n), we construct the sequence of
constants n and put
hn(s) :=
n∑
k=1
{
k cos(2ks)− 2 cos[(2k − 1)s]
}
(for p = 1, we replace hn by the corresponding partial Cesàro sum 1n
∑n
k=1 hk); then
hn → h in Lp(0, 1) as n→ ∞ (see the proof of Theorem 6.1).
We observe that this choice of hn corresponds to setting k = 2 and k = (k − 12 )
for all k > n, so that in view of Lemma 7.2 the operators Hn of convolution with hn
satisfy the condition I +Hn > 0. Hence by Theorem 5.1 the GLM equation (5.5) with
h replaced by hn has a unique solution kn. This solution kn belongs to Gp(0, 1), so
that the corresponding integral operator Kn is bounded. Since hn → h in Lp(0, 1) as
n → ∞ implies that Hn → H in Hp(0, 1), we conclude that Kn → K as n → ∞
in the topology of the space Hp(0, 1)—and thus in the uniform operator topology, see
Appendix C. This establishes (a).
Moreover, by Theorem 5.2 the operator I + Kn is the transformation operator for
the pair (T˜n , T˜0) with n(·) := rn(·, 0), where rn is the solution to the modiﬁed GLM
equation (5.10) for h = hn. Thus (b) is fulﬁlled.
To prove (c), we observe that, according to the results of Appendix C, the solution
r to the modiﬁed GLM equation (5.10) depends continuously in the norm of the
space Gp(0, 1) on the function h ∈ Lp(0, 1). Therefore the sequence n(·) = rn(·, 0)
converges in Lp(0, 1) to the function (·) := r(·, 0). The proof is complete. 
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The last step of the reconstruction procedure is to show that the numbers 2n and 2n
we have started with are indeed eigenvalues of the operators TN, and TD, with the 
just found.
Since the solution k to the GLM equation (5.5) generates a transformation operator
I + K for the pair T˜ and T˜0, the functions c(·, ) := (I + K) cos(x) solve the
equation (u) = 2u and satisfy the boundary condition u(0) = 1 and u[1](0) = 0.
We put 
k := c(·,k) and show that these functions are orthogonal.
Lemma 7.4. The system of the functions {
k}k∈N is an orthogonal basis of L2(0, 1).
Moreover, with the numbers k deﬁned as explained at the beginning of this section,
we have
(
k,
l ) = −1k kl,
where kl is the Kronecker delta.
Proof. Denoting by k the function cos(kx) and recalling that the integral operator F
with kernel f of (5.4) is related to K by (I +K)(I +F)(I +K)∗ = I (see Appendix C
for details), we conclude that
(
k,
l ) =
(
(I +K)∗(I +K)k,l
) = ((I + F)−1k,l).
Reverting the arguments of Section 5, we see that the operator I + F is equal to
s-lim
n→∞
n∑
k=1
k(·,k)k.
Since the sequence (k)k∈N is a Riesz basis of L2(0, 1) [21], the inverse of I +F can
be represented as
(I + F)−1 = s-lim
n→∞
n∑
m=1
−1m (·, ˜m)˜m,
where (˜k) is a basis biorthogonal to (k) (see [17, Chapter VI]). Therefore
(
(I + F)−1k,l
) = s-lim
n→∞
n∑
m=1
−1m (k, ˜m)(˜m,l ) =
∞∑
m=1
−1m kmml = −1k kl .
Completeness of the system {
k}n∈N immediately follows from the fact that the system
{k}n∈N is complete [21], and the lemma is proved. 
S. Albeverio et al. / Journal of Functional Analysis 222 (2005) 143–177 169
Next we show that the numbers 2n are indeed the eigenvalues of the operator TD,.
In view of the above it is enough to show that 
k(1) = 0. For the operator T˜ the
following Green formula holds:
(
T˜c(·, ), c(·,)
)− (c(·, ), T˜c(·,)) = c(1, )c[1](1,)− c[1](1, )c(1,);
taking therein  = k and  = l and using the previous lemma, we arrive at the
relation

k(1)

[1]
l (1) = 
[1]k (1)
l (1). (7.2)
Assume ﬁrst that none of the numbers 
k(1) vanishes. Relation (7.2) implies that
there is a constant  such that, for all k ∈ N,

[1]k (1)/
k(1) = .
Then 
k are eigenvectors corresponding to the eigenvalues 2k of the operator that is
the restriction of T˜ by the boundary condition y[1](1) = y(1). In other words, the
numbers ±n are zeros of the function
c(1, )− c[1](1, ) =  sin +  cos +
∫ 1
0
k(1, s)[ sin(s)+  cos(s)] ds.
However, the standard arguments based on Rouché’s theorem (see, e.g., [37, Chapter
1.3]) show that the zeros ±˜n of the function c(1, ·) − c[1](1, ·) obey the different
asymptotics ˜n = (n− 1)+ o(1), which gives a contradiction.
Therefore there is some k ∈ N such that 
k(1) = 0. Then 
[1]k (1) = 0 due to
the uniqueness of solutions to equation (u) = 2ku, and relation (7.2) implies that

k(1) = 0 for all k ∈ N. In other words, the functions 
k are the eigenvectors of
the operator TD, corresponding to the eigenvalues 2k . Since the system {
k}k∈N is
complete in L2(0, 1), the operator TD, has no other eigenvalues.
It remains to prove that 2n are the eigenvalues of TN,. We denote by ˜
2
n these
eigenvalues and construct the corresponding function ˜ of (6.1). Recalling expres-
sion (6.3), we conclude that (k) = ˜(k) for all k ∈ N. Since the function ˜ has
the representation
˜() = − sin − 
∫ 1
0
˜(s) sin[(1− 2s)] ds
170 S. Albeverio et al. / Journal of Functional Analysis 222 (2005) 143–177
with ˜ ∈ Lp(0, 1) being the odd part of the function +(1, ·) (cf. (6.1)) and  has
representation (7.1), we see that the function 	 := − ˜ is such that
∫ 1
0
	(s) sin[k(1− 2s)] ds =
∫ 1
0
[	(s)− 	(1− s)] sin(ks) ds = 0
for all k ∈ N. Observing that the system of functions {sin(ks)}k∈N is closed L1(0, 1)
(cf. [29, Lemma 3.3]), we conclude that 	(s)−	(1−s) ≡ 0. Since 	 is an odd function,
this implies 	 ≡ 0 and ˜ ≡ . Thus the numbers 2n = ˜
2
n are the eigenvalues of
the operator TN,, and the reconstruction procedure is complete. Uniqueness follows
from the uniqueness of the function h (see Section 5). The proof of Theorem 7.1 is
complete. 
We observe that, in passing, we have solved the inverse spectral problem of recon-
structing the impedance function of the operator TD, by its spectrum and the sequence
of norming constants. Namely, the following is true.
Theorem 7.5. Sequences of positive numbers (2k)k∈N and (k)k∈N are, respectively,
the sequences of eigenvalues and norming constants of an operator TD, for some
 ∈ Lp(0, 1), p ∈ [1,∞), if and only if the following holds:
(i) the numbers k > 0 strictly increase and obey the asymptotics of Theorem 4.1;
(ii) the numbers k > 0 obey the asymptotics of Lemma 6.4.
In a similar manner the inverse spectral problem for the operator TN, (or operators
corresponding to arbitrary separated boundary conditions) can be treated.
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Appendix A. Entire functions of special type
Assume that g ∈ Lp(0, 1) for some p ∈ [1,∞) and consider the functions F and G
given by the formulae
F() =
∞∏
k=1
2k − 2
(k)2
, G() =
∞∏
k=1
2k − 2
2(k − 12 )2
, (A.1)
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where
k = k + s2k(g), k = (k − 12 )+ s2k−1(g), k ∈ N. (A.2)
We observe that the products in (A.1) converge uniformly on compact sets, so that F
and G are entire functions. The results of [29] imply the following statement.
Theorem A.1. Entire functions F and G can be represented as (A.1) with the numbers
k and k obeying the asymptotics of (A.2) if and only if they admit the integral
representations
F() = sin 

+
∫ 1
0
f (s)
sin[(1− 2s)]

ds,
G() = cos +
∫ 1
0
f (s) cos[(1− 2s)] ds,
with some f ∈ Lp(0, 1).
Appendix B. Fourier transform in Lp(0, 1)
For any f ∈ Lp(0, 1), we denote by cn(f ) and sn(f ) its nth cosine and sine Fourier
coefﬁcients, i.e.,
cn(f ) =
∫ 1
0
f (x) cos(nx) dx, sn(f ) =
∫ 1
0
f (x) sin(nx) dx.
We also denote by c(f ) and s(f ) the sequences
(
cn(f )
)∞
n=0 and
(
sn(f )
)∞
n=0 and put
Cp := {c(f ) | f ∈ Lp(0, 1)}, Sp := {s(f ) | f ∈ Lp(0, 1)}.
The vector spaces Cp and Sp are algebraically embedded into ∞(Z+) and become
Banach spaces under the induced norms
‖c(f )‖Cp := ‖f ‖Lp , ‖s(f )‖Sp := ‖f ‖Lp .
For any , ∈ ∞(Z+) we shall denote by  the entrywise product of  and , i.e.,
the element of ∞(Z+) with entries ()n := nn.
As usual, ∗ denotes the convolution operation, i.e.,
(f ∗ g)(x) :=
∫ x
0
f (x − t)g(t) dt.
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We shall also introduce the following shorthand notations:
(f ∗ g)(x) := 12
[
R (Rf ∗ g + f ∗ Rg)+ f ∗ g + Rf ∗ Rg],
(f ∗̂ g)(x) := 12
[
R (Rf ∗ g + f ∗ Rg)− f ∗ g − Rf ∗ Rg],
(f ∗˜ g)(x) := 12
[
R (Rf ∗ g − f ∗ Rg)+ f ∗ g − Rf ∗ Rg],
where R stands for the reﬂection operator about x = 12 , (Rf )(x) = f (1 − x). The
operations ∗ , ∗̂ , and ∗˜ play the same role for the sine and cosine Fourier transform
on (0, 1) as the usual convolution for the Fourier transform on the whole line. Namely,
these operations have the following properties.
Lemma B.1. For arbitrary f, g ∈ Lp(0, 1) and n ∈ Z+ the following equalities hold:
cn(f )cn(g) = cn(f ∗ g), sn(f )sn(g) = cn(f ∗̂ g), sn(f )cn(g) = sn(f ∗˜ g).
Proof. We shall prove only the ﬁrst equality since the other two can be treated analo-
gously. We have
2cn(f )cn(g) =
∫ 1
0
∫ 1
0
f (x)g(t){cos[n(x − t)] + cos[n(x + t)]} dx dt
and simple calculations lead to
∫ 1
0
∫ 1
0
f (x)g(t) cos [n(x − t)] dx dt
=
∫ 1
0
(∫ 1−s
0
f (s + t)g(t) dt +
∫ 1−s
0
f (t)g(s + t) dt
)
cos(ns) ds,
∫ 1
0
∫ 1
0
f (x)g(t) cos[n(x + t)] dx dt
=
∫ 1
0
(∫ s
0
f (s − t)g(t) dt +
∫ s
0
f (1− t)g(1− s + t) dt
)
cos (ns) ds.
Taking into account the relations
∫ 1−s
0
f (s + t)g(t) dt = R(Rf ∗ g)(s),
∫ s
0
f (1− t)g(1− s + t) dt = Rf ∗ Rg,
we get cn(f )cn(g) = cn(f ∗ g) as stated. 
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Corollary B.2. Suppose that functions f and g belong to Lp(0, 1). Then the inclusions
c(f )c(g) ∈ Cp, s(f )s(g) ∈ Cp, and s(f )c(g) ∈ Sp hold; moreover, there exists a
positive constant  > 0 such that
‖c(f )c(g)‖Cp , ‖s(f )s(g)‖Cp , ‖s(f )c(g)‖Sp‖f ‖Lp‖g‖Lp .
Proof. In view of the previous lemma it sufﬁces to show that the functions f ∗ g, f ∗̂ g,
and f ∗˜ g belong to Lp(0, 1) as soon as f and g are from Lp(0, 1), and, moreover,
that with some  > 0 independent of f and g, the following inequalities hold:
‖f ∗ g‖Lp , ‖f ∗̂ g‖Lp , ‖f ∗˜ g‖Lp‖f ‖Lp‖g‖Lp .
In fact, these statements follow from the deﬁnition of the operations ∗ , ∗̂ , and ∗˜ and
continuity of the convolution operation ∗ and the operator R in Lp(0, 1). 
Corollary B.3. Assume that  ∈ Sp and ˜ ∈ Cp; then for all k ∈ N we have 2k ∈
Cp, 2k+1 ∈ Sp, ˜k ∈ Cp and, moreover, with the constant  from Corollary B.2,
‖2k‖Cp2k−1‖‖2kSp , ‖2k+1‖Sp2k‖‖2k+1Sp , and ‖˜
k‖Cpk−1‖˜‖kCp .
Lemma B.4. Assume that f ∈ Lp(0, 1), where p ∈ [1,∞). If 1 + cn(f ) = 0 for all
n ∈ N, then there exists a function g ∈ Lp(0, 1) such that
(
1+ cn(f )
)−1 = 1+ cn(g).
Proof. Since in view of Lemma B.1 and Corollary B.2, the elementwise multiplication
(xy)n := xnyn is a continuous operation in Cp, by a well-known result [40] one can
introduce an equivalent norm in Cp under which it becomes a commutative Banach
algebra. We adjoin to Cp the unit element e (with components en equal to 1) and
denote the resulting unital algebra by Ĉp.
Assume now that the assumptions of the lemma hold and denote by x an element
of Ĉp with components xn := 1+ cn(f ). We shall prove below that x is invertible in
Ĉp; since cn(f ) → 0 as n → ∞, it then follows that x−1 = e + y for some y ∈ Cp
as required.
It is well known [40] that the element x is invertible in the unital Banach algebra Ĉp
if and only if x does not belong to any maximal ideal of Ĉp. Assume, on the contrary,
that there exists a maximal ideal m of Ĉp containing x. Since Ĉp contains all ﬁnite
sequences and none of xn vanishes, m also contains all ﬁnite sequences. Finite se-
quences form a dense subset of Cp because the set of all trigonometric polynomials in
cos (nx) is dense in Lp(0, 1). Recalling that maximal ideals are closed, we conclude
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that Cp ⊂ m. Next we observe that Cp is a proper subset of m (e.g., x belongs to
m \Cp) and that Cp has codimension 1 in Ĉp. Henceforth m = Ĉp, which contradicts
our assumption that m is a maximal ideal of Ĉp. As a result, x is not contained in any
maximal ideal of Ĉp and thus is indeed invertible in Ĉp. The lemma is proved. 
Appendix C. The GLM equation and factorisation of Fredholm operators
In this appendix we shall explain the connection between solubility of the GLM
equation and factorisation of related Fredholm operators in some special algebras. We
refer the reader to the books [18,16] for related concepts and basic facts.
Put H := L2(0, 1) and denote by B (by B∞) the Banach algebra of all bounded
(compact) operators in H. Denote also by Pt , t ∈ [0, 1], the operator of multiplication
by [0,t], the characteristic function of the interval [0, t]. Put by deﬁnition
B+∞ := {B ∈ B∞ | ∀ t ∈ [0, 1] PtB(I − Pt) = 0},
B−∞ := {B ∈ B∞ | ∀ t ∈ [0, 1] (I − Pt)BPt = 0};
then B±∞ are closed subspaces of B∞ and B+∞ ∩B−∞ = {0}. We also observe that the
operators from B±∞ are Volterra ones.
Denote by Hp(0, 1), p ∈ [1,∞), the set of integral operators over (0, 1) with kernels
from the set Gp(0, 1) introduced in Section 3. The set Hp(0, 1) becomes an algebra
under the norm ‖K‖H := ‖k‖Gp (see (3.12)), where k is the kernel of an operator K.
It is known that every operator from Hp(0, 1) is compact, so that Hp(0, 1) ⊂ B∞. The
sets
H+p (0, 1) = Hp(0, 1) ∩B+∞, H−p (0, 1) := Hp(0, 1) ∩B−∞,
are subalgebras of Hp(0, 1) consisting of operators with lower- and upper-triangular
kernels, respectively.
We say that an operator I +Q, Q ∈ Hp(0, 1), admits factorisation in Hp(0, 1) if
I +Q = (I +K+)−1(I +K−)−1 (C.1)
with some K± ∈ H±p (0, 1).
The results of [38,39] imply the following theorems.
Theorem C.1. If I + Q admits factorisation in Hp(0, 1), then the operators K± =
K±(Q) are unique. Moreover, the set p of operators Q ∈ Hp(0, 1), for which the
operator I +Q is factorisable, is open in Hp(0, 1), and the functions
p  Q → K±(Q) ∈ Hp(0, 1)
are continuous.
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Theorem C.2. Assume that Q ∈ Hp(0, 1). In order that the operator I + Q admit
factorisation in Hp(0, 1), it is necessary and sufﬁcient that, for each t ∈ [0, 1], the
operator I + PtQPt have a trivial kernel in H.
We remark that for a selfadjoint operator Q ∈ Hp(0, 1) the requirement that the
operators I + PtQPt have a trivial kernel in H for all t ∈ [0, 1] is equivalent to
positivity of I +Q in H.
Assume that I +Q is factorisable in Hp(0, 1), so that (C.1) holds. Applying I +K+
to both sides of this equality and using the fact that (I +K−)−1 = I + K˜− for some
K˜− ∈ B−∞, we derive the relation
K+ +P+Q+P+(K+Q) = 0, (C.2)
where P+ is the projection operator of Hp(0, 1) onto H+p (0, 1) parallel to H−p (0, 1).
This relation is an abstract analogue of the Gelfand–Levitan–Marchenko equation; in-
deed, in terms of the kernels k+ and q of the operators K+ and Q we get
k+(x, t)+ q(x, t)+
∫ x
0
k+(x, s)q(s, t) ds = 0, 0 tx1, (C.3)
cf. (5.5) and (5.10).
We see that if an operator I +Q is factorisable in Hp(0, 1), then the abstract GLM
equation (C.2) has a (unique) solution K+ ∈ H+p (0, 1). Conversely, if K+ ∈ H+p (0, 1)
is a solution of Eq. (C.2), then P+(K+ +Q+K+Q) = 0, i.e., K := K+ +Q+K+Q
belongs to H−p (0, 1), and the relation
(I +K+)(I +Q) = I +K
holds. Since I + K has the form (I + K−)−1 for K− := (I + K)−1 − I ∈ H−p (0, 1),
we conclude that I +Q is factorisable in Hp(0, 1).
Summing up, we derive the following statement about solubility of the GLM equa-
tion (C.3).
Corollary C.3. Assume that Q is a selfadjoint operator in Hp(0, 1) with kernel q such
that I +Q is positive. Then Eq. (C.3) is uniquely soluble, and the solution k+ belongs
to Gp(0, 1) and depend continuously therein on q ∈ Gp(0, 1).
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