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Abstract
In this thesis we study two aspects of incomplete models in mathematical finance. The first
topic is the preservation of the Le´vy property of a stochastic process under the minimal entropy
martingale measure, for which we give a detailed analysis including a careful explanation of
the phenomenon. The second part deals with the approximation of a continuous-time model
and the price process of a recursive contingent claim in this model by discrete-time models
and price processes, respectively.
Minimization of relative entropy over equivalent martingale measures is the dual problem of
maximizing expected exponential utility from terminal wealth over self-financing strategies.
We study the relative entropy minimization problem and show that a Le´vy process keeps
its property of independent and stationary increments under the martingale measure which
has minimal relative entropy. The proofs use semimartingale characteristics and Girsanov’s
theorem for semimartingales. We present a converse of Girsanov’s theorem and use this to
construct in an explicit way for a given martingale measure with finite relative entropy an-
other martingale measure which reduces the relative entropy and preserves the Le´vy property.
This uses a representation of relative entropy as a convex functional of two parameters which
originate from Girsanov’s theorem. This approach enables us to explain why we can iden-
tify the entropy-minimizing martingale measure as the Esscher martingale measure. Several
applications of these results in mathematical finance are given.
The second part is concerned with the approximation of a continuous-time model by a se-
quence of finite and discrete-time models. The continuous-time model under consideration
is driven by Brownian motions and incorporates non-tradable factors of risk driven by a
multivariate point process. Using convergence results for stochastic processes and stochastic
differential equations, we first construct a sequence of discrete-time models which converge to
the continuous-time model. We then investigate the approximation of the price process for
a recursive payoff structure which depends on its own price process. A computation scheme
for the corresponding discrete-time price processes gives rise to a representation which corre-
sponds to the pricing approach in continuous time by means of partial differential equations.
The convergence of the discrete-time price processes is proved by first showing tightness of
the sequence of distributions and then identifying every cluster point of the sequence with the
distribution of the continuous-time price process. To establish this, we prove a convergence
result for distributions of backward stochastic differential equations.
i

Zusammenfassung
In dieser Dissertation untersuchen wir zwei Aspekte in der Theorie unvollsta¨ndiger Ma¨rkte.
Das erste Thema ist die Erhaltung der Le´vy-Eigenschaft eines stochastischen Prozesses unter
dem entropieminimierenden Martingalmaß. Wir liefern eine detaillierte Analyse und sorg-
fa¨ltige Erkla¨rung fu¨r dieses Pha¨nomen. Der zweite Teil behandelt die Approximation eines
zeitstetigen Modells und des Preisprozesses einer rekursiven Auszahlungsstruktur durch zeit-
diskrete Modelle bzw. Preisprozesse.
Die Minimierung relativer Entropie u¨ber a¨quivalente Martingalmaße ist das duale Problem
zur Maximierung des erwarteten exponentiellen Nutzens aus dem Endvermo¨gen u¨ber selbst-
finanzierende Handelsstrategien. Wir studieren das Problem der Entropieminimierung und
zeigen, dass ein Le´vy-Prozess die Eigenschaft unabha¨ngiger und stationa¨rer Zuwa¨chse unter
dem Martingalmaß mit minimaler Entropie beha¨lt. Die Argumentation benutzt Semimartin-
galcharakteristiken und den Satz von Girsanov fu¨r Semimartingale. Wir stellen eine Umkehr-
ung des Satzes von Girsanov vor, mit der wir in expliziter Weise aus einem gegebenen Martin-
galmaß mit endlicher relativer Entropie ein neues Martingalmaß konstruieren, das geringere
Entropie besitzt und die Le´vy-Eigenschaft erha¨lt. Dazu benutzen wir eine Darstellung der
relativen Entropie als ein konvexes Funktional zweier Parameter, die durch den Satz von
Girsanov gegeben sind. Dieses Vorgehen macht klar, warum wir das entropieminimieren-
de Martingalmaß als das Esscher-Martingalmaß identifizieren ko¨nnen. Zudem werden einige
Anwendungen dieser Ergebnisse in der Finanzmathematik untersucht.
Der zweite Teil bescha¨ftigt sich mit der Approximation eines zeitstetigen Modells durch eine
Folge von endlichen zeitdiskreten Modellen. Der treibende stochastische Prozess des zeit-
stetigen Modells im vorliegenden Fall ist eine mehrdimensionale Brownsche Bewegung; zu-
dem beinhaltet es nicht handelbare Risikofaktoren, die von einem multivariaten Punktprozess
getrieben werden. Mit Hilfe von Resultaten u¨ber die Konvergenz stochastischer Prozesse
und stochastischer Differentialgleichungen konstruieren wir eine Folge zeitdiskreter Modelle,
die gegen das zeitstetige Modell konvergiert. Danach untersuchen wir die Approximation
des Preisprozesses einer rekursiven Auszahlungsstruktur, die neben den handelbaren Anla-
gen und den nicht handelbaren Risikofaktoren auch von ihrem eigenen Preisprozess abha¨ngt.
Zuerst entwickeln wir ein Rechenschema fu¨r den zeitdiskreten Preisprozess und erhalten so
eine Darstellung, die dem Bewertungsansatz mit partiellen Differentialgleichungen im zeitsteti-
gen Fall entspricht. Wir beweisen die Konvergenz der zeitdiskreten Preisprozesse, indem wir
zuna¨chst die Straffheit der Folge der Verteilungen zeigen und dann jeden Ha¨ufungspunkt der
Folge mit der Verteilung des zeitstetigen Preisprozesses identifizieren. Um das zu erreichen,
zeigen wir ein Konvergenzresultat fu¨r Verteilungen von Lo¨sungen stochastischer Ru¨ckwa¨rts-
gleichungen.
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Introduction
Incomplete models have been widely used in mathematical finance because they allow for
more realistic modeling than complete models. However they have the drawback that pricing
and hedging is not as simple as in the complete case, where every contingent claim is perfectly
replicable (and thus redundant), and where the fair price of a contingent claim is given by
no-arbitrage arguments alone. In a complete model there exists by the so-called second fun-
damental theorem of asset pricing a unique martingale measure which is automatically also
the pricing measure. In the incomplete case contingent claims are in general not redundant,
and one generally faces a wide range of martingale measures so that one must decide which
one to use for pricing. As a consequence, one needs to specify hedging preferences such as
risk-minimization or utility optimization.
In the celebrated model of Black and Scholes (1973), the stock price is modeled by a geometric
Brownian motion, and its completeness is due to the strong property of predictable represen-
tation of Brownian motion. Loosely speaking incompleteness of a model occurs if there are
more sources of risk than there are tradable assets to hedge away these risks. One possibility
to generalize the Black-Scholes model of a one-dimensional Brownian setting is, for instance,
to let the volatility of the stock be driven by an additional Brownian motion; this is often
referred to as a stochastic volatility model. Another approach is to consider the case where the
model is driven by a general semimartingale. The Brownian setting in the former approach
seems to be very restrictive, in that it allows jumps neither for the stock price process nor in
the volatility. In the latter approach many results on mathematical finance can be formulated
and proven, but for explicit results it is too general.
In this thesis we investigate certain aspects of two different models where the incompleteness
results from different sources, which may both be viewed as intermediate models to the above
formulated “extremes” of incomplete models. In our first model incompleteness comes from
the fact that the driving processes are Le´vy processes rather than simply Brownian motion,
and we show that under the martingale measure with minimal relative entropy among all
martingale measures the driving processes remain Le´vy processes. This model allows for jumps
of the stock price processes as well as stochastic volatility. The second model is situated in a
Brownian setting, and the incompleteness stems from untradable factors of risk. Here we are
not concerned with the choice of a martingale measure which is optimal in some sense, but
we show how such a model and a certain pricing rule in continuous time can be approximated
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by discrete-time models and pricing rules in the sense of convergence in distribution. This
is useful for practical implementations which are usually obtained by a discretization of a
continuous-time model.
Minimizing Relative Entropy, and the Le´vy Property
The notion of relative entropy of a probability measure with respect to another probability
measure, also called Kullback-Leibler information number or I-divergence, and its minimiza-
tion over a convex set of measures originates from information theory, see, e.g., Kullback
(1959). Csisza´r (1975) used a more “geometric” approach to handle the problem of minimiz-
ing relative entropy over a convex set. It has been used in mathematical finance lately due
to its relation with maximizing expected utility in the case of an exponential utility function.
Roughly speaking, in a financial market model with price process S maximizing expected
exponential utility over a set of admissible trading strategies is dual to finding the entropy-
minimizing martingale measure for S. See for instance Delbaen, Grandits, Rheinla¨nder, Sam-
peri, Schweizer and Stricker (2002) or the references given there for this duality and Grandits
and Rheinla¨nder (2002) for necessary and sufficient conditions on a candidate measure to
have minimal entropy. Both articles treat the case of locally bounded semimartingales. When
translated to the Le´vy case this calls for bounded jumps, but it turns out that this restriction
which is not needed for our results. Note, however, that for a different utility function we get
the dual problem of minimizing a different convex functional; see Schachermayer (2001) and
Bellini and Frittelli (2002) for a detailed analysis of this issue.
In Part II we are concerned with the following question. Let L be a multi-dimensional Le´vy
process on an infinite time horizon under some measure P and consider the set of locally
absolutely continuous local martingale measures for L. (To include an application in a model
with stochastic volatility, we actually consider martingale measures for UL, where U is a linear
transformation.) If we pass to a martingale measure Q for L it is well known that L remains a
semimartingale under Q, but it is also clear that in general L loses the property of stationary
and independent increments. From the mathematical viewpoint it is a natural question to
ask whether under some optimality criterion on the new measure the P -Le´vy property of L is
preserved, and by the duality of minimal entropy with maximal expected exponential utility,
this optimality criterion should be minimal entropy if we think of exponential utility. Notice
the dependence of relative entropy on the chosen time horizon. If we fix a measure Q¿ P for
a finite time horizon [0, T ] relative entropy of Q with respect to P is an increasing function
in T whereas in an infinite time horizon setting with a filtration F = (Ft)t≥0 and Q
loc¿ P , the
relative entropy of Q with respect to P is in general infinite. We therefore define the entropy
process at time t of a measure Q which is locally absolutely continuous with respect to P by
the relative entropy of the restriction of Q on Ft with respect to P restricted to Ft, and we
say that QE is entropy-minimizing if its entropy process is minimal for all t ≥ 0.
The Le´vy property under some measure P of a semimartingale L can be formulated by using
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the fact that L has independent and stationary increments under P if and only if the P -
characteristics of L are deterministic and linear in time. By Girsanov’s theorem the change of
characteristics of L under a locally absolutely continuous change of measure can be expressed
via two parameters β and Y , called the Girsanov quantities, which document the change
of drift and jump intensities of L when passing to the new measure Q. In general these
parameters are stochastic processes and in particular random, so that the Q-characteristics
of L are not deterministic any more, and L loses the property of independent stationary
increments. On the other hand if β and Y are deterministic and time-independent, then
the Q-characteristics of L are deterministic and linear in time, and thus L remains a Le´vy
process. Moreover a converse of Girsanov’s theorem shows that under certain integrability
conditions, suitably chosen deterministic and time-independent Girsanov quantities β and
Y ensure the existence of a measure with these parameters due to the construction of a
nonnegative martingale which serves as density process.
In a filtration generated by a Le´vy process, we even have that the density process of Q with
respect to P can be expressed by β and Y , which leads us to the result that the relative
entropy of Q with respect to P is a convex functional of β and Y . Then by an application of
Jensen’s inequality and the converse of Girsanov’s theorem, relative entropy of Q with respect
to P can be reduced if we pass to deterministic and time-independent Girsanov quantities by
averaging β and Y over ω and t. Furthermore the local martingale property of L under the
new measure Q is characterized by a linear constraint between β and Y , which is preserved
under this averaging. From this line of argumentation it is intuitively clear that the martingale
measure with minimal entropy, if it exists, must preserve the Le´vy property of L.
The insight that the entropy-optimal martingale measure should be sought for in the class of
martingale measures for L which preserve the Le´vy property of L and the linear constraint
between β and Y simplifies the identification of the entropy-optimal martingale measure. In
fact, the argumentation leads to a variational problem of minimizing a convex functional
over a class of deterministic functions Y , which shows that the so-called Esscher martingale
measure for L is the proper candidate for the entropy-minimizing martingale measure.
We provide two different incomplete financial market models where the Esscher martingale
measure for the driving Le´vy process is indeed the entropy-minimizing martingale measure.
The first is a generalization of the Black-Scholes model, where we let L = (Li)i∈{1,...,d} be
a d-dimensional Le´vy process and examine a model X = (Xi)i∈{1,...,d} of d (discounted)
stocks where each Xi is given as the stochastic exponential of Li. The above results then
immediately yield that L is a Le´vy process under the entropy-optimal martingale measure for
X, and this optimal measure coincides with the Esscher measure for L. The second example
is a one-dimensional model X with stochastic volatility in the sense that we are given a two-
dimensional (correlated) Le´vy process L whose first coordinate drives the stochastic differential
equation of the stock price process X, whereas the second coordinate enters in the volatility of
X. Here we are interested in the entropy-optimal martingale measure for the first coordinate
only, and we show that the optimal measure is given by the Esscher martingale measure for
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L1. However the evolution of L2 is also modified under the change of measure due to the
correlation of L1 and L2.
The use of Esscher measures in mathematical finance is not new. Originally Esscher transforms
were used in actuarial mathematics, e.g. to calculate a stop-loss premium, but recently they
have found their way into mathematical finance as well; see Gerber and Shiu (1994, 1996) for
an overview and Bu¨hlmann, Delbaen, Embrechts and Shiryaev (1996) for numerous examples
in both discrete and continuous time.
There have been a number of approaches to the problem of minimal entropy in the case of
Le´vy processes, the most advanced being Fujiwara and Miyahara (2003). They generalize
earlier work of Chan (1999), Xia and Yan (2000), Miyahara (2001) and Goll and Ru¨schendorf
(2001) who all impose certain a-priori integrability conditions on the jump measure of L under
P . Fujiwara and Miyahara (2003) prove in their Theorem 3.1 the preservation of the Le´vy
property under the minimal entropy martingale measure for a one-dimensional Le´vy process L
on a finite time horizon and also identify the optimal measure with an Esscher measure. One
drawback in Fujiwara and Miyahara (2003) is that certain integrability issues are not entirely
clear from their presentation and that it is not clear how their approach extends to our setup
of several dimensions and an infinite time horizon. In addition Fujiwara and Miyahara (2003)
merely define the optimal measure via its density and then show that its entropy is minimal,
but there is no explanation where the structure of the optimal measure actually comes from
and why it preserves the Le´vy property.
The idea to express the relative entropy of Q with respect to P via its Girsanov quantities
and to minimize the corresponding functional over these parameters already appears in Chan
(1999); but there the argument that it is enough to minimize over deterministic Girsanov
quantities (i.e. over measures under which L remains a Le´vy process) is rather heuristic.
The argument that the entropy-optimal martingale measure for L must lie in the class of
martingale measures which preserve the Le´vy property is very similar to a result of Foldes
(1990, 1991) who considers an investment problem with market returns given by a process R
with independent increments. He proves that an optimal portfolio plan for exponential utility
can already be found in the class of deterministic strategies (and is even time-independent
if R has independent and stationary increments). Like in our problem, the main techniques
used were computations based on semimartingale characteristics.
On the primal side of the problem (i.e. maximizing expected exponential utility), Kallsen
(2000) computes for different utility functions the optimal investment strategies in a model
of exponential Le´vy processes. He also uses semimartingale characteristics, but his line of
argumentation is in its nature different from ours.
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Convergence of Prices in an Incomplete Model
In order to implement certain models and pricing rules, continuous-time models are often
too complex to handle. Therefore it is convenient to both discretize time and space and
show that the discretization is good in the sense that the discretized models and pricing rules
converge to the continuous-time model as the discretization steps tend to zero. The second
subject of this thesis is presented in Part III and treats this aspect of mathematical finance.
We study both the approximation of a continuous-time model by a sequence of discrete-time
models and the convergence of price processes of a contingent claim. Model convergence then
should take place under the real world measures, whereas for the convergence of prices or more
generally price processes, one needs to approximate the models under martingale measures.
In an incomplete model the price process is not unique, so naturally one should ask which
price process is under consideration. We do not discuss this question, but rather choose one
martingale measure under which we show the desired convergence; this method is known as
pure pricing. The choice of martingale measure is rather natural, and it can be shown that it
coincides in fact with the minimal martingale measure or, under further regularity conditions,
the entropy-minimizing martingale measure.
The continuous-time model is taken from Becherer and Schweizer (2003) and consists of a
continuous multidimensional process S and a process η with values in a finite set. The process
S is the solution of a stochastic differential equation which is driven by a Brownian motion
W and where in addition the coefficients depend on η, which is driven by a point process N
whose intensities in turn depend on S. The process η is not tradable and therefore accounts
for the incompleteness of the market. If we consider S to consist of assets, then we can think
of η as the rating given by some agency, which influences the value of the asset and which is
itself influenced by its performance.
The existence of such a model with mutual dependences is shown with the help of a change
of measure where one first considers the case where under some measure, N is a multivariate
standard Poisson process independent of W , so that η is an autonomous process which can
be plugged into the stochastic differential equation for S. Then for a suitably chosen change
of measure one obtains a model with the desired properties.
Becherer and Schweizer (2003) consider payoff structures which consist of a payment at ex-
piration time, a continuous flow of payments up to expiration time and an additional lump
sum payment every time the process η jumps from one state to another. This payoff structure
is not a classical contingent claim since it depends not only on the stock price process and
the untradable factors of risk, but also on its own price process. This feature is seen, e.g., in
models of defaultable bonds with fractional recovery. By the pure pricing approach Becherer
and Schweizer (2003) define the price at time t of such a payoff structure as the conditional
expectation of all future payments under an a-priori chosen martingale measure for S, given
the information up to time t. But since the payments also depend on the price process itself,
this “definition” of the price process is at first not well-defined. However if one formalizes the
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price process V as the solution of a corresponding backward stochastic differential equation,
one has the necessary tools to show existence and uniqueness for a solution of such an equa-
tion. Moreover, Becherer and Schweizer (2003) show that due to the Markov structure of the
driving processes, V is given by Vt = v(t, St, ηt), where v solves a certain reaction-diffusion
equation.
The approximation of the model by a sequence of discrete-time models goes along the same
lines as the proof of its existence. We first construct a model in discrete time by choosing for
each n a stochastic basis with independent binomial processes Wn and Nn which converge in
distribution to W and N as n tends to infinity. The model (Sn, ηn) itself is then given as the
solution of stochastic difference equations corresponding to the stochastic differential equations
from the continuous-time model. The convergence of (Sn, ηn) to (S, η) is shown by applying
results by Kurtz and Protter (1991), Duffie and Protter (1992) and Kurtz and Protter (1996)
on the convergence of solutions of stochastic differential equations for converging driving
processes. For suitably chosen changes of measure this convergence is then preserved under
a sequence of contiguous measures which allow for the desired mutual dependences in the
discrete-time models.
Concerning the approximation of price processes the reasoning is less straightforward. For a
discretized analogue of the above payoff structures we need to show convergence of solutions
of a sequence of backward stochastic difference equations. In order to achieve this we give
a backward computation scheme for the price process V n and we show in analogy to the
continuous-time case that V nt = v
n(t, Snt , η
n
t ), where v
n is sufficiently smooth. Instead of
showing convergence of the sequence (vn)n∈N of functions to the solution v of a reaction-
diffusion equation (which looks delicate), we opt for the classical approach to show convergence
of a sequence of semimartingales, namely to first show tightness of the sequence of distributions
and then to identify every cluster point of the sequence with the same limit. Due to the
representation of V n via the functions vn and the regularity properties of vn, the first point
is, though lengthy, relatively straightforward, using a general tightness criterion by Jacod,
Me´min and Me´tivier (1983). However, the second point is more delicate since the processes V n
and V via their backward representations crucially depend on the chosen filtrations, whereas
convergence in distribution is a property of ca`dla`g processes and has at first nothing to do with
filtrations. This problem is circumvented by using the Skorokhod embedding theorem, so that
the tightness of (V n)n∈N implies P -a.s. convergence of subsequences of (V n)n∈N. Moreover,
this method allows us to use the concept of convergence of filtrations, as developed by Hoover
(1991) and extended by Antonelli and Kohatsu-Higa (2000) and Coquet, Me´min and SÃlominski
(2001), in order to identify every cluster point of a subsequence of (V n)n∈N with V from the
continuous-time model. As a by-product we obtain a method to convert backward equations
into forward equations once a candidate solution of the backward equation is given.
The question of approximating models and price processes in mathematical finance dates
back to the celebrated paper of Cox, Ross and Rubinstein (1979) who show that in a suitably
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rescaled binomial model the price of a European option converges to the corresponding price
in the Black-Scholes model. In their paper only the behaviour of the given sequence of prices
is analyzed without showing convergence of the binomial model nor of the price processes.
By Donsker’s theorem the convergence of a rescaled binomial model to the Black-Scholes
model of geometric Brownian motion is a well-known result, whereas convergence of price
processes requires more advanced results concerning preservation of model convergence under
a change of measure and the above mentioned convergence of filtrations. If one is interested
solely in the convergence of prices (i.e. convergence of the initial value of the price process at
time 0), and if the contingent claim satisfies certain regularity conditions, it is sufficient to
show convergence of the models under a sequence of martingale measures. For this issue see
Hubalek and Schachermayer (1998) who use results on contiguity of sequences of probability
measures which ensure that the convergence of models is preserved when passing to martingale
measures. Their models are not necessarily complete, and they give explicit conditions for
convergence of prices in discrete-time models of row-wise independent triangular arrays. See
also Hubalek and Hudetz (1998) for a result concerning convergence of models (and thus
prices) along the sequence of entropy-minimizing martingale measures if the limit model is
complete. In the case of an incomplete limit model, where the stock price process is given
by a special semimartingale, Prigent (1999) and Lesne, Prigent and Scaillet (2000) show that
under further regularity conditions model convergence under the real-world measure implies
model convergence along the sequence of minimal martingale measures.
It is a different issue to ask for convergence of strategies. In a model where the driving
processes possess the strong property of predictable representation, i.e. when the model is
complete, the claim can be written as an initial value plus a stochastic integral of the strategy
with respect to the driving processes. The unique price of the claim at time t is then given by
the initial value plus the value of the integral at time t. In an incomplete model this is not the
case any more. But for a given hedging strategy one defines its value process analogously as
the initial capital plus the stochastic integral of the strategy with respect to the price process
of the asset under consideration. For the case of risk-minimizing strategies and under the
assumption that asset prices are martingales under the real world measure, Jacod, Me´le´ard
and Protter (2000) show conditions under which joint convergence of models and contingent
claims implies convergence of strategies.
The above concepts can only be applied when the payoff structure does not depend on its
own price process. If one considers the case where one has such a dependence, one needs
to approximate the solution of a backward stochastic differential equation in order to obtain
functional convergence of the price processes. There are a number of articles on this subject,
starting with Douglas, Ma and Protter (1996), who approximate forward-backward stochastic
differential equations by means of their so-called “four step scheme” and the relation of a
backward stochastic differential equation with a quasi-linear partial differential equation, as
introduced by Ma, Protter and Yong (1994). Ma, Protter, San Mart´ın and Torres (2002)
also approximate the solution of a quasi-linear partial differential equation, but it seems that
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their proof of tightness of the sequence of solutions of the corresponding backward stochastic
difference equations lacks clarity and involves an improper use of the tightness criterion of
Jacod, Me´min and Me´tivier (1983) also used in this thesis to show tightness.
There are some results on the approximation of backward stochastic differential equations in
the form of Duffie and Epstein (1992), i.e. when the solution process can be written as the
solution of an equation which involves conditional expectations as in our context; see Briand,
Delyon and Me´min (2001) for a space-time discretization and Bouchard and Touzi (2002)
who only discretize time but not space. Both approaches involve the use of the concept of
convergence of filtrations but have the natural drawback that all processes need to be defined
on the same probability space. In addition, the limiting filtration is generated by Brownian
motion only, so that these results cannot be easily extended to our setting of Brownian and
Poisson filtration.
Organization of the Thesis
In Part I we collect the most important known results which are needed in the development
of this thesis. Section 1.2 deals with the theory of Le´vy processes, and in Section 1.3 we recall
results on relative entropy. We also define the entropy process and certain sets of martingale
measures over which we minimize relative entropy in Part II. Sections 1.4 and 1.5 a collection
of results on characteristics and convergence of semimartingales and Le´vy processes. Most of
these results are known and only cited from the existing literature or at most adjusted to our
situation. One exception is Theorem 1.34, by which it is possible to express the characteristics
of linear transforms of semimartingales, a result which has so far only been stated for the case
of stationary and independent increments. Also note Theorem 1.53, which may be viewed as
a point process version of a result by Kurtz and Protter (1996) on the convergence of solutions
of stochastic differential equations.
Part II is devoted to the development of the above mentioned preservation of the Le´vy pro-
perty under the minimal entropy martingale measure. This is an extended and adapted
version of Esche and Schweizer (2003). In Chapter 2 we recall the most important results on
changes of measures and density processes in the case where the processes under consideration
are Le´vy processes under the original measure. In Section 2.1 we recall Girsanov’s theorem
and introduce the Girsanov quantities β and Y which describe the change of drift and jump
intensities as mentioned above. We give an example concerning the change of measure in the
case of a geometric Le´vy process, and in another example we show that the distribution of a
Brownian motion with random drift is still determined by its characteristics, a fact which is
generally true only for Le´vy processes and not for arbitrary semimartingales. Section 2.2 deals
with the explicit computation of the density process for a given measure, whereas in Section 2.3
we present a converse of Girsanov’s theorem, which is indispensable for the construction of
martingale measures with smaller relative entropy than a given martingale measure.
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Chapter 3 is the heart of Part II. There we show that a P -Le´vy process L remains a Le´vy
process under the entropy-minimizing martingale measure for UL, where U denotes a fixed
linear transformation. In Section 3.1, which is rather technical, we provide an explicit cal-
culation for the relative entropy, and we show how to average the Girsanov quantities of a
given measure in order to construct a new measure with smaller entropy. The main result
of Section 3.2 is the parametrization of the class of martingale measures for UL in terms of
the Girsanov quantities. In Section 3.3 we finally show that the Le´vy property is preserved
under the entropy-optimal martingale measure. We remark here that the intuitive idea of
simply averaging the Girsanov parameters β and Y only works rigorously under additional
integrability conditions on the jumps of L. To obtain our result in full generality therefore
involves some additional approximation arguments.
In Chapter 4 we provide several applications of the preservation of the Le´vy property from
Chapter 3. By a variational argument we identify in Section 4.1 the candidate for the entropy-
optimal martingale measure as the Esscher martingale measure, and we present in Section 4.2
several properties of Esscher measures including a calculation of their Girsanov quantities.
Section 4.3 contains a generalization of the Black-Scholes model where the driving process
is a multidimensional Le´vy process, and in Section 4.4 we examine the above mentioned
one-dimensional Le´vy model with stochastic volatility.
Part III addresses the topic of approximating a class of continuous-time models by models
with discrete time. In Chapter 5 we present the continuous-time model (S, η) of Becherer and
Schweizer (2003) with mutual dependences between stock prices S and untradable factors of
risk η and show convergence of a sequence of corresponding discrete-time models. Section 5.1
is concerned with the existence of the continuous-time model with mutual dependences, where
we follow the approach of Becherer and Schweizer (2003) in that we first show existence of a
model where the driving processes are independent and then obtain the mutual dependences
by a suitable change of measure. In Section 5.2 we introduce a sequence of discrete-time
binomial models which are constructed to converge in distribution to the continuous-time
model in the case of independent driving processes. We obtain in Section 5.3 convergence
in the more general situation of mutual dependences by an additional approximation of the
density process which is responsible for the change of measure in the continuous-time case.
Finally in Section 5.4 we present a detailed analysis of the factors of risk and their influence
on the above change of measure.
In Chapter 6 we extend the convergence results to an approximation of the price process V
of a generalized contingent claim when V is given as the solution of a backward stochas-
tic differential equation. In Section 6.1 we recall the structure of the payoff as presented in
Becherer and Schweizer (2003) and construct a discrete-time analogue V n of the price process
via a backward stochastic difference equation. In Section 6.2 we give a backward computation
scheme for V n which uses the Markov structure of the model and is related to the pricing
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approach with partial differential equations in the continuous-time case. Section 6.3 is con-
cerned with the tightness of the sequence (V n)n∈N of discrete-time price processes, and in
Section 6.4 we show that we indeed have convergence of the solutions V n for the backward
stochastic difference equations in the discrete-time models to the solution V for the backward
stochastic differential equation.
We have relegated results to the Appendix if they are not directly needed for the development
of our results or if their proof is long and technical and would therefore disrupt the flow of
reading. In Appendix A we give a short summary of results on infinitely divisible distribu-
tions and their relation with Le´vy processes. These results allow us to construct equivalent
martingale measures which preserve the Le´vy property of a Le´vy process directly via the char-
acteristic triplet of the corresponding infinitely divisible distribution. In Appendix B we recall
the definition of the Skorokhod topology on the Skorokhod space D(Rd) of Rd-valued ca`dla`g
functions on R+. These results are heavily used for the convergence results in Part III, and
we prove the continuity of a number of mappings on the Skorokhod space. Several technical
results which are needed in this thesis can be found in Appendix C. Appendix D contains a
detailed discussion of the article by Fujiwara and Miyahara (2003) on the preservation of the
Le´vy property under the entropy-optimal martingale measure, and we present a comparison
to our results from Part II.
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Chapter 1
Preliminaries
In this chapter we recall the most important known results needed in this dissertation. In
Section 1.1 we give a short summary of frequently used notions and notation. In Sections 1.2–
1.4 we present mainly citations from the known literature on Le´vy processes, relative entropy
and characteristics of semimartingales, which are sometimes adapted to fit into a consistent
notation scheme. These results will be needed in Part II. In Section 1.4 we have added some
easy applications to characteristics of linear transformations of semimartingales which are
later needed when we consider a model with stochastic volatility.
In Section 1.5 we summarize general results on weak convergence of probability measures,
tightness of ca`dla`g processes, convergence in distribution of semimartingales, convergence of
solutions of stochastic differential equations, and convergence under changes of measures. We
also give several examples which will serve as references in Part III of this dissertation.
1.1 Notions and Notation
We choose any filtration on a measurable space (Ω,F) to be a right-continuous increasing
family F = (Ft)t≥0 of sub-σ-fields of F and by convention we set F = F∞ =
∨
t≥0Ft. For
a stochastic process X we denote by FX the smallest right-continuous filtration to which X
is adapted; more precisely we let FX,0t = σ(Xs, s ≤ t) and define FXt =
⋂
s>tFX,0s . We then
call FX the filtration generated by X. If we are given a probability measure P on (Ω,F) and
if F is a filtration, we denote by F(P ) the P -augmentation of F.
Sometimes it will be necessary to work on the path space of ca`dla`g (i.e. right-continuous
with left limits) semimartingales. For I ⊆ [0,∞) we denote by D = D(I,Rd) the Skorokhod
space of all ca`dla`g functions α : I → Rd. For I = R+ = [0,∞) we denote by D0t (Rd) the
σ-field generated by all mappings α 7→ α(s) for s ≤ t, and D(Rd) = ∨t≥0D0t (Rd), and
Dt(Rd) = ∩s>tD0s(Rd). Then D = (Dt(Rd))t≥0 is a filtration, which we call the canonical
filtration on D([0,∞),Rd). For I = [0, T ] an analogous concept of filtration applies. If we
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endow D with the Skorokhod topology, it is a Polish space, and we denote by B(D) the
Borel σ-algebra on D, which coincides with D(Rd) as defined above (cf. Jacod and Shiryaev
(1987), Theorem VI.1.14).
On Ω × R+ we denote by P the predictable σ-field, which is generated by all ca`g (i.e. left-
continuous) adapted processes, and by O the optional σ-field, which is generated by all ca`dla`g
adapted processes. For the introduction and use of random measures and characteristics of
Rd-valued semimartingales it is necessary to define on Ω˜ = Ω×R+×Rd the σ-fields P˜ = P⊗Bd
and O˜ = O⊗Bd, where Bd is the Borel σ-field on Rd. We call a function W : Ω˜ → R optional
(respectively predictable) if it is O˜- (respectively P˜-) measurable. Note that P ⊆ O and thus
P˜ ⊆ O˜.
Observe the difference between a predictable process which is a P-measurable mapping on
Ω × R+ and a predictable function which is a P˜-measurable mapping on Ω˜. Also note that
every predictable process may be considered as a predictable function which is constant in
the last argument.
Let P , Q be two measures on the filtered measurable space (Ω,F ,F). We say that Q is locally
absolutely continuous (respectively locally equivalent) with respect to P , and we write Q
loc¿ P
(respectively Q loc∼ P ), if Q|Ft ¿ P |Ft (respectively Q|Ft ∼ P |Ft) for all t ≥ 0.
We call stochastic basis a filtered probability space (Ω,F ,F, P ), and we take all semimartin-
gales to have ca`dla`g paths. If X is a semimartingale on (Ω,F ,F, P ), we denote by Xc the
continuous (P -)martingale part of X (cf. Jacod and Shiryaev (1987), Proposition I.4.27). Xc
is a continuous local P -martingale and unique up to indistinguishability.
We call h : Rd → Rd a truncation function if h is bounded with compact support and satisfies
h(x) = x in a neighbourhood of 0. The truncation function h0(x) = x1l{|x|≤1} is called the
canonical truncation function.
If τ and σ are two stopping times, we define the stochastic interval Jτ, σK by
Jτ, σK = {(ω, t) ∈ Ω× R+ : τ(ω) ≤ t ≤ σ(ω)};
the intervals Jτ, σJ, Kτ, σK and Kτ, σJ are defined analogously.
For a d-dimensional local martingale X for which each component is locally square-integrable
we write 〈X〉 := ∑di=1〈Xi〉.
If A is a process of finite variation we denote its total variation process by Var(A) =
∫ |dA|.
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1.2 Le´vy Processes
The concept of processes with stationary independent increments, also called Le´vy processes,
is widely used in mathematical finance to model the driving processes of stochastic differential
equations which describe the evolutions of financial assets. On the one hand, such processes
are generalizations of Brownian motion in that they allow the processes under consideration to
have jumps, whereas on the other hand they are easier to handle as general semimartingales.
Here we recall the most important facts on Le´vy processes which are needed later on in Part II.
Definition 1.1 Let P be a probability measure on (Ω,F). A d-dimensional stochastic process
starting in 0 with ca`dla`g paths and independent and stationary increments under P will be
called P -Le´vy process or simply Le´vy process if there is no ambiguity about the measure
involved. 3
Remark 1.2 This definition of Le´vy processes corresponds to the one in Bertoin (1996).
Some authors (e.g. Sato (1999), He, Wang and Yan (1992)) drop the requirement of ca`dla`g
paths and define Le´vy processes as processes with independent and stationary increments
which are stochastically continuous. However, if X is a stochastically continuous process with
independent and stationary increments, there exists a ca`dla`g version of X with the same
properties, cf. He, Wang and Yan (1992), Theorem 2.68. Thus our definition is consistent
with this definition, as the next two theorems show. Recall that t is called fixed time of
discontinuity of a process X if P [∆Xt 6= 0] > 0. 3
Theorem 1.3 A process with ca`dla`g paths and stationary and independent increments has
no fixed times of discontinuity.
Proof. cf. Jacod and Shiryaev (1987), II.4.3. 2
Theorem 1.4 Let X be a process with stationary and independent increments and ca`dla`g
paths. Then X is stochastically continuous.
Proof. Suppose X is not stochastically continuous in some t ≥ 0. Then there exist a sequence
sn → t and positive ε, δ such that for all n ∈ N
P [|Xt −Xsn | > ε] ≥ δ.
Then since the paths of X are ca`dla`g and since sn → t implies the existence of a monotone
subsequence, we have that
P [0 > ε] ≥ δ or P [|∆Xt| > ε] ≥ δ,
a contradiction to Theorem 1.3. 2
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If we are given a filtration F = (Ft)t∈I we call an F-adapted process X with ca`dla`g paths
(P,F)-Le´vy process (or simply F-Le´vy process if there is no ambiguity about P ) if for s ≤ t the
random variables Xt −Xs are independent of Fs under P and if the distribution of Xt −Xs
under P depends only on t−s (this corresponds to what Jacod and Shiryaev (1987) call PIIS).
Note that if X is a ca`dla`g process with independent and stationary increments under some
measure P (i.e. a P -Le´vy process as defined above) and if F is the filtration generated by X,
then X is a (P,F)-Le´vy process.
We state the following useful properties of Le´vy processes for a given stochastic basis
(Ω,F ,F, P ).
Theorem 1.5 Every F-Le´vy process is an F-semimartingale.
Proof. cf. Jacod and Shiryaev (1987), Corollary II.4.19. 2
Theorem 1.6 Let X be an F-Le´vy process. Then X is an F-martingale if and only if X is a
local F-martingale.
Proof. cf. He, Wang and Yan (1992), Theorem 11.46. 2
Proposition 1.7 Let X be a ca`dla`g process and let F be generated by X. Then X is an
F-Le´vy process if and only if
E[exp(iutr(Xt −Xs))|Fs] = E[exp(iutrXt−s)]
for all u ∈ Rd and all 0 ≤ s ≤ t <∞.
Proof. Necessity is obvious. In order to show sufficiency, we take expectations on both sides
and get the stationarity of the increments of X. This in turn yields
E[exp(iutr(Xt −Xs))|Fs] = E[exp(iutr(Xt −Xs))],
for all u ∈ Rd, which implies the independence of the increments. 2
In the sequel we consider Le´vy processes as semimartingales, so we always need some filtration
F on (Ω,F). The concept is as follows: either we are given a Le´vy process L on (Ω,F , P ), so
that a canonical choice of the filtration is the filtration generated by L (in fact we sometimes
choose the P -augmentation of FL); or we are given a filtration F such that the process L is
an F-Le´vy process and this is the case when L is considered as a semimartingale.
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1.3 Relative Entropy
Relative entropy has lately found its way into mathematical finance, where the concept of
maximal expected exponential utility is closely related to minimal relative entropy. Note that
despite the fact that relative entropy is not a metric on the space of probability measures, it
may be viewed as a measure of distance between two probability measures. Therefore in an
incomplete financial market model, where one needs to “choose” a martingale measure from
the convex set of martingale measures, the measure with minimal entropy with respect to the
real world measure is a natural choice for the pricing measure.
In this section we recall the definition and several properties of relative entropy and define
sets of martingale measures over which we shall minimize relative entropy in Part II.
Definition 1.8 Let P,Q be two probability measures on (Ω,F) and G some sub-σ-field of F .
The relative entropy of Q with respect to P on G is defined by
IG(Q|P ) =
 EP
[
dQ
dP
∣∣∣
G
log dQdP
∣∣∣
G
]
if Q|G ¿ P |G
+∞ otherwise.
For G = F we simply write IF (Q|P ) = I(Q|P ) and call I(Q|P ) the relative entropy of Q with
respect to P .
If we are given a filtration F and Q
loc¿ P , we define the entropy process of Q with respect to
P by It(Q|P ) = IFt(Q|P ), t ≥ 0. Note that for a finite time horizon [0, T ] and if FT = F ,
Q
loc¿ P is equivalent to Q¿ P and we have IFT (Q|P ) = I(Q|P ). 3
Lemma 1.9 Let Q¿ P on some σ-field G ⊆ F and let H ⊆ G be another σ-field. Then
IH(Q|P ) ≤ IG(Q|P ).
Proof. The density ZG = dQdP
∣∣∣
G
is P -integrable, and without loss of generality we may assume
that IG(Q|P ) < ∞. Thus ZG logZG is P -integrable as well, and by Jensen’s inequality for
conditional expectations we have
IH(Q|P ) = EP [ZH logZH] = EP [EP [ZG |H] logEP [ZG |H]]
≤ EP [EP [ZG logZG |H]] = EP [ZG logZG ]
= IG(Q|P ).
2
Lemma 1.10 Let Q,Q′ ¿ P on some σ-field G ⊆ F . Then for all 0 ≤ λ ≤ 1
IG
(
(1− λ)Q + λQ′∣∣P ) ≤ (1− λ) IG(Q|P ) + λIG(Q′|P ),
i.e. relative entropy is a convex functional in the first argument.
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Proof. Let R := (1−λ)Q+λQ′ and Z and Z ′ be the densities of Q and Q′ on G, respectively.
Then the density of R on G is ZR = (1−λ)Z+λZ ′. Now the function ϕ(z) = z log z is convex
on [0,∞), so we have
IG(R|P ) = EP
[
ϕ(ZR)
]
= EP
[
ϕ((1− λ)Z + λZ ′)]
≤ EP
[
(1− λ) ϕ(Z) + λ ϕ(Z ′)]
= (1− λ) EP [ϕ(Z)] + λ EP
[
ϕ(Z ′)
]
and hence the claim. 2
Lemma 1.11 Let Q
loc¿ P with density process Z and finite-valued entropy process. Then
Z logZ is a P -submartingale and logZ is a Q-submartingale.
Proof. Let 0 ≤ s ≤ t. Note that Zt logZt is P -integrable due to the finiteness of It(Q|P ). So
by Jensen’s inequality and the fact that Z is a P -martingale we have
EP [Zt logZt|Fs] ≥ EP [Zt|Fs] logEP [Zt|Fs] = Zs logZs
P -a.s., hence Q-a.s. Now EQ[logZt|Fs] = 1ZsEP [Zt logZt|Fs], so it is immediate that logZ is
a Q-submartingale. 2
Note that since Z logZ is a submartingale the entropy process of some Q
loc¿ P is increasing if
it is finite-valued, so that in the case of a finite time horizon [0, T ] the finiteness of the entropy
process is equivalent to the finiteness of the relative entropy.
Definition 1.12 Let Qn
loc¿ P for n ∈ N and Q loc¿ P with It(Q|P ) <∞ for all t ≥ 0. We say
that Qn converges in entropy to Q if limn→∞ It(Qn|P ) = It(Q|P ) for all t ≥ 0. 3
Remark 1.13 This definition is not coherent with what is usually found in the literature. In
fact, some authors say that Qn converges to Q in entropy if I(Qn|Q) n→∞−→ 0. Also note that
in our definition convergence in entropy does not necessarily imply uniqueness of the limiting
measure neither does it induce a topology on {Q | Q loc¿ P}. 3
Definition 1.14 Let X be a d-dimensional semimartingale and let U be a d× d-matrix.
a) We define the following sets of local martingale measures for UX.
QUa (X) :=
{
Q
loc¿ P
∣∣∣∣ UX is a local Q-martingale}
QUe (X) :=
{
Q ∈ QUa (X)
∣∣∣ Q loc∼ P }
QUf (X) :=
{
Q ∈ QUa (X) | It(Q|P ) <∞ for t ≥ 0
}
.
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If X is a P -Le´vy process, we define
QU` (X) :=
{
Q ∈ QUa (X) | X is a Q-Le´vy process
}
.
Note that Q ∈ QU` (X) means that the transformed process UX is a local Q-martingale
whereas we require the original process X to be a Le´vy process. This will be important
when U is a projection matrix or, more generally, when U is not regular. We call
Q ∈ QU` (X) a Le´vy martingale measure for UX or simply Le´vy martingale measure
if there is no ambiguity about X and U . If U is the identity matrix, we omit the
dependence on U and simply write Qx = QUx , x ∈ {a, e, f, `}.
b) The entropy-minimizing local martingale measureQE(X) is defined as the measure which
minimizes the entropy process pointwise over all Q ∈ Qa(X), i.e.
It(QE(X)|P ) ≤ It(Q|P ) for all Q ∈ Qa(X), t ≥ 0.
Provided we have the existence of QE(X), convexity of the relative entropy yields unique-
ness of QE(X) on Ft for all t ≥ 0, and thus uniqueness of QE(X) on F∞.
c) We define the entropy-minimizing Le´vy martingale measure for UL as the measure which
minimizes the entropy process pointwise over all Q ∈ QU` , i.e.
It(QE` |P ) ≤ It(Q|P ) for all Q ∈ QU` , t ≥ 0.
Provided we have the existence of QE` , convexity of the relative entropy implies again
uniqueness of QE` . 3
In Frittelli (2000), Theorem 2.2, it is shown that if there exists an equivalent martingale
measure with finite relative entropy, then QE(X), if it exists, is equivalent to P on F∞. We
will see that in the case of an infinite time horizon, the relative entropy of a locally equivalent
martingale measure for a P -Le´vy process L is in general infinite, but we have the following
extension of these results.
Lemma 1.15 If QE(X) exists and Qe(X) ∩Qf (X) 6= ∅, then QE(X) ∈ Qe(X) ∩Qf (X).
Proof. Let t ≥ 0, then QE(X)∣∣Ft is the martingale measure which minimizes relative entropy
on Ft. Furthermore Qe(X) ∩ Qf (X) 6= ∅ implies that there exists Q¯ loc∼ P with It(Q¯|P ) <∞
and Q¯
∣∣
Ft ∼ P |Ft on Ft. Then by Frittelli (2000), Theorem 2.2, QE(X)
∣∣
Ft ∼ P |Ft on Ft,
hence QE(X) loc∼ P . 2
1.4 Characteristics of Semimartingales
In this section we recall the notion of characteristics of semimartingales as presented in Jacod
and Shiryaev (1987). Characteristics are a generalization of the characteristic triplet of an
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infinitely divisible distribution, just like the concept of semimartingales may be viewed as a
generalization of Le´vy processes. However note that in general the characteristics of a semi-
martingale do not uniquely describe the distribution of a semimartingale. Roughly speaking,
the characteristics describe drift, volatility and jumps of a semimartingale. We first give a
short introduction on random measures and the concept of stochastic integral with respect to
random measures before we arrive at characteristics of semimartingales, their properties and
several examples. Recall that all semimartingales are taken to have ca`dla`g paths.
Random Measures
Random measures and their compensators are a useful tool to capture the behaviour of the
jumps of a semimartingale. We begin with the following general definition of random measures
before turning our attention to what is needed for characteristics of semimartingales, namely
random measures associated with the jumps of a semimartingale.
Definition 1.16 a) A random measure on R+ × Rd is a family
µ = {µ(ω; dt, dx) : ω ∈ Ω}
of measures on (R+ × Rd,B+ ⊗ Bd) satisfying µ(ω; {0} × Rd) = 0 for all ω ∈ Ω.
b) Let µ be a random measure and let W be an optional function. We introduce the
integral process W ∗ µ by
W ∗ µt(ω) =
{ ∫
[0,t]×Rd W (ω, s, x) µ(ω, ds, dx) if the integral converges
+∞ otherwise.
c) A random measure µ is called optional (respectively predictable) if the process W ∗ µ is
optional (respectively predictable) for every optional (respectively predictable) function
W . 3
We now introduce the random measures which are the most important in our context, namely
random measures associated with the jumps of a semimartingale, and their compensators.
Definition 1.17 Let X be a semimartingale. The random measure µX associated with the
jumps or jump measure of X is defined by (cf. Jacod and Shiryaev (1987), Proposition II.1.16.)
µX(dt, dx) =
∑
s>0
1l{∆Xs 6=0} δ{(s,∆Xs)}(dt, dx).
Note that µX is integer-valued and optional. 3
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Remark 1.18 Let µX be the jump measure of X. For any nonnegative optional function W
we have
W ∗ µXt =
∑
0<s≤t
W (s,∆Xs) 1l{∆Xs 6=0}.
(cf. Jacod and Shiryaev (1987), II.1.15.) 3
Theorem and Definition 1.19 Let µX be the jump measure of X. The predictable P -
compensator of µX , denoted by νP (or simply ν if there is no ambiguity about the measure
involved), is the predictable random measure which satisfies one of the two following equivalent
conditions:
(i) EP [W ∗ νP∞] = EP [W ∗ µX∞] for every nonnegative predictable function W .
(ii) For every predictable function W such that |W | ∗ µX is finite-valued and locally P -
integrable (which is equivalent to |W | ∗νP being finite-valued and locally P -integrable),
W ∗ µX −W ∗ νP is a local P -martingale.
Note that νP is unique up to a P -null set.
Proof. cf. Jacod and Shiryaev (1987), Theorem II.1.8. 2
We now define the stochastic integral with respect to a compensated random measure. As we
will see this coincides with the definition of the stochastic integral with respect to a purely
discontinuous local martingale. To that end, let X be a semimartingale without fixed times of
discontinuity, and let µX be the random measure associated with the jumps of X and νP its
compensator. Furthermore, let W be a predictable function and define the stochastic process
W˜ by W˜s := W (s,∆Xs)1l{∆Xs 6=0}, s ≥ 0.
Definition 1.20 a) We say that W is integrable with respect to µX − νP if the increasing
process
(∑
s≤. W˜
2
s
)1/2 is locally P -integrable.
b) If W is integrable with respect to µX − νP , we call stochastic integral of W with respect
to µX − νP any purely discontinuous local martingale M such that the processes ∆M
and W˜ are indistinguishable. The stochastic integral is then denoted by W ∗ (µX − νP ).
3
Theorem 1.21 a) If the increasing process |W | ∗µX (or, equivalently, |W | ∗ νP ) is locally
P -integrable, then W is integrable with respect to µX − νP and
W ∗ (µX − νP ) = W ∗ µX −W ∗ νP .
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b) Let H be a locally bounded predictable process and let W be integrable with respect to
µX − νP . Then HW is integrable with respect to µX − νP and
(HW ) ∗ (µX − νP ) =
∫
H d(W ∗ (µX − νP )).
Proof. cf. Jacod and Shiryaev (1987), Propositions II.1.28 and II.1.30. 2
Theorem 1.22 Suppose that X is such that νP ({t} × Rd) = 0 P -a.s. for each t ≥ 0. (We
shall see later that this holds if X is a Le´vy process.) Then:
a) W is integrable with respect to µX − νP and W ∗ (µX − νP ) is a locally square-integrable
P -martingale if and only if the increasing process W 2 ∗ νP is locally integrable, in which
case 〈W ∗ (µX − νP )〉 = W 2 ∗ νP .
b) W is integrable with respect to µX − νP and W ∗ (µX − νP ) is of (locally) integrable
variation if and only if the increasing process |W | ∗ νP is (locally) integrable.
c) Assume W˜ ≥ −1 identically. Then W is integrable with respect to µX − νP if and only
if the increasing process (
1−√1 + W
)2 ∗ νP
is locally P -integrable.
Proof. cf. Jacod and Shiryaev (1987), Theorem II.1.33; note that our assumption on X
implies that a ≡ 0 and Wˆ ≡ 0 there. 2
Characteristics of Semimartingales
We now introduce characteristics of semimartingales, a concept heavily used in Part II. The
idea is to associate to a semimartingale a triplet of predictable processes which describe drift,
volatility and jumps, in analogy to the concept of characteristic triplet of infinitely divisible
distributions, which in turn describes drift, volatility and jumps of the associated Le´vy process.
Let X be a semimartingale and h a truncation function and define the process X(h) by
X(h)t = Xt −
∑
s≤t
(∆Xs − h(∆Xs)) .
Note that
∑
s≤t (∆Xs − h(∆Xs)) = (x − h(x)) ∗ µXt , and since ∆Xs − h(∆Xs) 6= 0 only for
finitely many s, this sum converges. Furthermore ∆X(h) = h(∆X) is bounded, so X(h) is a
special semimartingale with canonical decomposition
(1.1) X(h) = X0 + M(h) + B(h),
where M(h) is a local P -martingale and B(h) is a predictable process with finite variation.
Let µX be the random measure associated with the jumps of X.
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Definition 1.23 The triplet (B,C, ν) with
B = B(h) from the canonical decomposition (1.1)
C = (〈Xi,c, Xj,c〉)1≤i,j≤d
ν = νP , the (P -) compensator of µX
is called the triplet of P -characteristics of X relative to the truncation function h or simply
characteristics if there is no ambiguity about the measure and the truncation function involved.
Sometimes B is called the first, C the second, and ν the third characteristic of X.
Concerning limit theorems for stochastic processes it is necessary to define the modified second
characteristic of X relative to h as the predictable process C˜ with
C˜ij = 〈M(h)i,M(h)j〉,
where M(h) is the martingale part in the decomposition (1.1). 3
Remark 1.24 Obviously only the first and the modified second characteristic depend on the
choice of the truncation function. In the sequel we fix one truncation function and some-
times do not mention the dependence of the characteristics on this truncation function. If
X is already a special semimartingale, one can directly define the characteristics using the
“truncation function” h(x) = x. 3
Proposition 1.25 Let X be a semimartingale with characteristics B,C, ν relative to some
truncation function h. Then the modified second characteristic C˜ is given by
C˜ijt = C
ij
t + (h
ihj) ∗ νt −
∑
s≤t
∆Bis∆B
j
s
up to an evanescent set.
Proof. cf. Jacod and Shiryaev (1987), Proposition II.2.17. 2
Theorem 1.26 Let X be a semimartingale. Then there exists a version of the characteristics
of X which is of the form
Bi =
∫
bi dA,
Cij =
∫
cij dA,
ν(ω; dt, dx) = dAt(ω) Kω,t(dx),
where A is a real-valued predictable, increasing and locally integrable process, b = (bi)1≤i≤d is
an Rd-valued predictable process, c = (cij)1≤i,j≤d is a predictable process with values in the set
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of all symmetric nonnegative definite d× d-matrices, and Kω,t(dx) is a transition kernel from
(Ω× R+,P) into (Rd,Bd) which satisfies for each t
Kω,t({0}) = 0 and
∫
Rd
(|x|2 ∧ 1) Kω,t(dx) ≤ 1.
Proof. cf. Jacod and Shiryaev (1987), Proposition II.2.9. 2
Theorem 1.27 Let X be a semimartingale. Then
a) X is a process with independent increments if and only if its characteristics are deter-
ministic.
b) X is a Le´vy process if and only if its characteristics are deterministic and linear in time,
i.e.
Bt = bt,
Ct = ct,
ν(dt, dx) = dtK(dx),
where b ∈ Rd, c is a symmetric nonnegative definite d × d-matrix, and K is a σ-finite
measure on (Rd,Bd) with ∫Rd(1 ∧ |x|2) K(dx) <∞ and K({0}) = 0.
Proof. cf. Jacod and Shiryaev (1987), Theorem II.4.15 and Corollary II.4.19. The assertion
that K is σ-finite is not explicitly stated there but follows from the fact that a measure µ is
σ-finite if and only if there exists ϕ ∈ L2(µ) with ϕ > 0 µ-a.e. If we take ϕ(x) = (1∧ |x|2)1/2,
then ϕ > 0 K-a.e. since K({0}) = 0, and ϕ ∈ L2(K) since ∫Rd(1 ∧ |x|2) K(dx) <∞. 2
Remark 1.28 Theorem 1.27 b) is a special case of Theorem 1.26. It states that in the Le´vy
case one can choose At = t, the processes b and c constant and K independent of ω and t, thus
making it a measure. If X is a Le´vy process, we also call (b, c,K) the Le´vy characteristics of X.
Note that the triplet (b, c,K) coincides with the characteristic triplet from the Le´vy-Khinchine
representation of the infinitely divisible distribution of X1, cf. Theorems A.3 and A.5 in the
appendix.
Furthermore, Theorem 1.27 b) shows that for a Le´vy process X with compensator νP of the
jump measure µX , we have νP ({t}×Rd) = 0 P -a.s. for all t ≥ 0. Hence Le´vy processes satisfy
the assumption of Theorem 1.22. 3
Theorem 1.29 Let X be a semimartingale. If X has independent increments, then the (de-
terministic) characteristics of X uniquely determine the distribution of X.
Proof. cf. Jacod and Shiryaev (1987), Theorem II.4.25. 2
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Proposition 1.30 Let X be a semimartingale with characteristics (B,C, ν). Then X is a
special semimartingale if and only if (|x|2 ∧ |x|) ∗ ν is locally integrable.
Proof. cf. Jacod and Shiryaev (1987), Proposition II.2.29. 2
Theorem 1.31 Let X be a semimartingale with characteristics (B,C, ν) relative to a trunca-
tion function h. Then h is integrable with respect to µX − ν and the following representation
holds:
X = X0 + Xc + h ∗ (µX − ν) + (x− h(x)) ∗ µX + B.
Proof. cf. Jacod and Shiryaev (1987), Theorem II.2.34. 2
Corollary 1.32 Let X be a special semimartingale with characteristics (B,C, ν) relative to
the “truncation function” h(x) = x. Then x is integrable with respect to µX − ν and we have
X = X0 + Xc + x ∗ (µX − ν) + B.
Proof. cf. Jacod and Shiryaev (1987), Corollary II.2.38. 2
Corollary 1.33 a) Let h be a fixed truncation function. A semimartingale X with char-
acteristics (B,C, ν) relative to h is a local martingale if and only if B + (x− h(x)) ∗µX
is a local martingale.
b) A special semimartingale X with characteristics (B,C, ν) relative to the “truncation
function” h(x) = x is a local martingale if and only if B ≡ 0.
Proof. This follows immediately from Theorem 1.31 and Corollary 1.32. 2
The following theorem is concerned with the characteristics of a linear transformation of a
semimartingale. For a d× d-matrix U and A ⊆ Rd we define U−1(A) = {x ∈ Rd | Ux ∈ A}.
Theorem 1.34 Let X be a d-dimensional semimartingale with characteristics (B,C, ν) rel-
ative to a truncation function h and let U be a d × d-matrix. Then the semimartingale X˜,
given by X˜t = UXt, admits the following characteristics relative to h:
BX˜t = UBt − Uh ∗ νt,
CX˜t = UCtU
tr,
νX˜(A1 ×A2) = ν
(
A1 × U−1(A2 \ {0})
)
, A1 ∈ B(R+), A2 ∈ B(Rd),
where Uh : Rd → Rd with Uh(x) = Uh(x)− h(Ux).
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Proof. It is immediate that the linear transformation of a semimartingale is again a semi-
martingale. Concerning the characteristics of X˜ we follow the definition of characteristics.
BX˜ is given by the canonical decomposition of the special semimartingale X˜(h), where
X˜(h)t = X˜t − (x− h(x)) ∗ µX˜t
= UXt −
∑
s≤t
(∆(UX)s − h(∆(UX)s))
= U
Xt −∑
s≤t
(∆Xs − h(∆Xs))
−∑
s≤t
(Uh(∆Xs)− h(U∆Xs))
= UX(h)t − Uh ∗ µXt .
Now the increasing process |Uh| ∗ µX is locally integrable. Indeed Uh(x)− h(Ux) 6= 0 implies
ε ≤ |x| ≤ R for some 0 < ε,R < ∞. Let ε′ > 0 be such that h(x) = x for |x| < ε′. Then
there exists ε′′ > 0 such that |Ux| < ε′ for |x| < ε′′ since U is linear on Rd and thus uniformly
continuous. So if we choose ε = ε′ ∧ ε′′ we have Uh(x) − h(Ux) = 0 for |x| < ε. With
similar arguments and the fact that h(x) = 0 for |x| > R′ we get Uh(x) − h(Ux) = 0 for
|x| > R for some R < ∞. Thus |Uh(x) − h(Ux)| ∗ µXt is a finite sum over bounded random
variables, hence |Uh(x) − h(Ux)| ∗ µX is locally integrable. With this we can decompose
(Uh(x)− h(Ux)) ∗ µX = Uh ∗ µX as
Uh ∗ µX = Uh ∗ (µX − ν) + Uh ∗ ν,
so the canonical decomposition of the special semimartingale X˜(h) = M˜(h) + B˜(h) is given
by
M˜(h)t = UM(h)t − Uh ∗ (µX − ν)t,
B˜(h)t = UB(h)t − Uh ∗ νt,
which yields the claimed form of BX˜ . The special form of CX˜ is immediate by the uniqueness
of the continuous martingale part of a semimartingale and
CX˜ = 〈X˜c〉 = 〈UXc〉 = UCU tr.
Concerning the third characteristic of X˜, we see that for any nonnegative predictable function
W˜ : Ω× R+ × Rd we have
W˜ ∗ µX˜t =
∑
s≤t
W˜ (s,∆X˜s) 1l{|∆X˜s|6=0}
=
∑
s≤t
W˜ (s,∆UXs) 1l{|∆UXs|6=0}
=
∑
s≤t
W˜ (s, U∆Xs) 1l{|U∆Xs|6=0}1l{|∆Xs|6=0}
= W ∗ µXt ,
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where W (s, x) := W˜ (s, Ux)1l{|Ux|6=0}. Now let νX˜ be the compensator of µX˜ , then
E[W˜ ∗ νX˜∞] = E[W˜ ∗ µX˜∞] = E[W ∗ µX∞] = E[W ∗ ν∞],
since ν is the compensator of µX . Now by Jacod and Shiryaev (1987), Theorem I.2.2, the
predictable σ-field P on Ω×R+ is generated by the family {A× (t, u] | t < u,A ∈ Ft}, which
implies that P˜ = P ⊗ B(Rd) is generated by {A × (t, u] × A2 | t < u,A ∈ Ft, A2 ∈ B(Rd)}.
So we fix t < u and we define the predictable function W˜ by W˜ (ω; s, x) = 1lA(ω)1lA1(s)1lA2(x)
for A ∈ Ft, A1 = (t, u] and A2 ∈ B(Rd). Then for W as defined above we obtain
W (ω; s, x) = W˜ (ω, s, Ux) 1l{|Ux|6=0}(x)
= 1lA(ω) 1lA1(s) 1lA2(Ux) 1l{|Ux|6=0}(x)
= 1lA(ω) 1lA1(s) 1lA2\{0}(Ux)
= 1lA(ω) 1lA1(s) 1lU−1(A2\{0})(x).
Altogether we get for A, A1 and A2 as above
E
[
1lA νX˜(A1 ×A2)
]
= E
[
W˜ ∗ νX˜∞
]
= E [W ∗ ν∞] = E
[
1lA ν(A1 × U−1(A2 \ {0}))
]
,
and since F = F∞ this yields the assertion. 2
Theorem 1.34 deserves some comments. With its help we can, for example, determine the
characteristics of projections of a d-dimensional semimartingale X on the coordinate axes. It
is worthwhile to note that these are not simply the projections of the characteristics of X. In
fact we get an additional drift term, and the compensator of the jump measure does not take
into account the jumps which lie in the kernel of U , i.e. the jumps which are orthogonal to
the subspace of Rd on which the projection takes place.
For a projection on Rn one could also take U to be an n× d-matrix, however then UX is an
n-dimensional semimartingale and one has to consider an additional truncation function on
Rn, so for notational convenience we think of projections as mappings from Rd to Rd.
Compare Theorem 1.34 to Sato (1999), Proposition 11.10, where an analogue for Le´vy pro-
cesses is stated which we state as a corollary.
Corollary 1.35 Let L be a Le´vy process with Le´vy characteristics (b, c,K) and U a d × d-
matrix. Then UL is a Le´vy process with Le´vy characteristics b˜, c˜, K˜, where
b˜ = Ub−
∫
Rd
Uh(x) K(dx),
c˜ = UcU tr,
K˜(A) = K
(
U−1(A \ {0})) , A ∈ B(Rd).
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Proof. By Theorem 1.27 we know that the characteristics of L are deterministic and linear
in time, and ν(ds, dx) = dsK(dx). So by Theorem 1.34 the characteristics of UL are given by
B˜t =
(
Ub−
∫
Rd
Uh(x) K(dx)
)
t,
C˜t = UcU tr t,
ν˜([0, t]×A) = K (U−1(A \ {0})) t,
which yields the claim. 2
Theorem 1.36 Let X be a semimartingale with characteristics (B,C, ν). If Ct = ct for
some deterministic matrix c, then Xc d= A W , where W is a d-dimensional standard Brown-
ian motion and A is a matrix such that AAtr = c.
Proof. By definition of the characteristics of X, the continuous martingale part Xc is a
continuous local martingale with 〈Xc〉t = ct. Let λi be the (nonnegative) eigenvalues of c.
Since c is symmetric and nonnegative definite, there exists a diagonal matrix c˜ with c˜ii = λi
and an orthogonal matrix S such that c = Sc˜Str. Define the matrix
√
c˜ by
(√
c˜
)ij
=
√
c˜ij ,
then
c = Sc˜Str = S
√
c˜
(
S
√
c˜
)tr
=: AAtr.
Now the characteristics of Xc are (0, ct, 0) and deterministic, so that Xc is a Le´vy process.
On the other hand the quadratic variation of A W is
〈A W 〉t = A〈W 〉tAtr = AAtrt = ct.
Since A W is a continuous local martingale (and thus a special semimartingale) and a Le´vy
process, its characteristics are (0, ct, 0), so that the characteristics of Xc and A W coincide.
Hence Xc d= A W by Theorem 1.29. 2
1.5 Convergence of Semimartingales
In this section we recall some known results concerning tightness and convergence of sequences
of semimartingales. As we are concerned with convergence in distribution we suppose that
for a sequence (Xn)n∈N of processes, Xn is defined on a stochastic basis (Ωn,Fn,Fn, Pn). If
furthermore a process X is defined on some (Ω,F ,F, P ) we denote convergence in distribution
of Xn to X, i.e. L(Xn|Pn) w−→ L(X|P ), by Xn L−→ X if there is no ambiguity about Pn and
P .
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Continuous Mapping and Skorokhod Embedding
We first recall two well-known results concerning weak convergence, namely the continuous
mapping theorem and the Skorokhod embedding theorem.
Theorem 1.37 (Continuous Mapping Theorem) Let (S, d) and (S′, d′) be two metric
spaces, endowed with the Borel-σ-algebras BS and BS′, respectively, and let µ, (µn)n∈N be
probability measures on (S,BS). Let furthermore ϕn, ϕ : S → S′ be a sequence of measurable
functions and denote by D the set of all x ∈ S such that there exists a sequence (xn)n∈N with
xn → x but ϕn(xn) 6→ ϕ(x). If S′ is separable, then D ∈ BS′, and in this case the assumptions
µn
w−→ µ and µ(D) = 0 imply µn(ϕn)−1 w−→ µϕ−1.
Proof. cf. Billingsley (1968), Theorem 5.5. 2
Remark 1.38 a) If ϕn = ϕ for all n, Theorem 1.37 reduces to the classical continuous
mapping theorem: If ϕ is µ-a.e. continuous, then µn w−→ µ implies µnϕ−1 w−→ µϕ−1.
b) If µn and µ are the distributions of random variables Xn and X under some measures Pn
and P , then the continuous mapping theorem carries over to convergence in distribution in
the following sense. If Xn L−→ X and if P [X ∈ D] = 0, then ϕn(Xn) L−→ ϕ(X). If ϕn = ϕ
for all n ∈ N the condition P [X ∈ D] = 0 means that ϕ is PX−1-a.e. continuous. 3
Theorem 1.39 (Skorokhod Embedding Theorem) Let (S, d) be a separable metric space
endowed with the Borel-σ-algebra BS and let (µn)n∈N, µ be probability measures on (S,BS) with
µn
w−→ µ. Then there exist a probability space (Ω,F , P ) and S-valued random variables X and
Xn, all defined on (Ω,F , P ) with distributions µ and µn, respectively, and such that Xn → X
P -a.s.
Proof. cf. Ethier and Kurtz (1986), Theorem 3.1.8. 2
There are some aspects where one needs to be careful when using the Skorokhod embedding
theorem. For example if (Xn, Y n) L−→ (X,Y ), then there are random variables (Xˆn, Yˆ n)
and (Xˆ, Yˆ ) on a common probability space (Ωˆ, Fˆ , Pˆ ) with the same distributions as (Xn, Y n)
and (X,Y ) under Pn and P , but how far do certain dependences which are not immediately
manifest in the common distribution of Xn and Y n carry over to Xˆn and Y n? We have the
following results.
Lemma 1.40 Let X and Y be random variables on some probability space (Ω,F , P ) and with
values in some separable metric space (S, d). Let Xˆ and Yˆ be defined on (Ωˆ, Fˆ , Pˆ ) such that
L((X,Y )|P ) = L((Xˆ, Yˆ )|Pˆ ). If Y = f(X) P -a.s. for some measurable function f : S → S,
then Yˆ = f(Xˆ) Pˆ -a.s.
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Proof. Since (S, d) is separable, d(X,Y ) is a random variable, and we have
Pˆ [Yˆ = f(Xˆ)] = Pˆ [d(Yˆ , f(Xˆ)) = 0]
= Pˆ [(Xˆ, Yˆ ) ∈ g−1({0})] = P [(X,Y ) ∈ g−1({0})] = P [Y = f(X)] = 1,
for g : S × S → R, g(x, y) = d(x, f(y)). 2
Lemma 1.41 Let X, Y and Z be random variables on (Ω,F , P ) with values in some separable
metric space (S, d). Let G = σ(Z) and suppose Y = EP [X|G] P -a.s. If Xˆ, Yˆ and Zˆ are
random variables on (Ωˆ, Fˆ , Pˆ ) with L((X,Y, Z)|P ) = L((Xˆ, Yˆ , Zˆ)|Pˆ ), then Yˆ = EPˆ [Xˆ|Gˆ]
Pˆ -a.s., where Gˆ = σ(Zˆ).
Proof. Since Y = EP [X|G] and G is generated by Z, we have that Y = f(Z) for some
measurable function f . So by Lemma 1.40 we have Yˆ = f(Zˆ), so that Yˆ is Gˆ-measurable. It
remains to show that for all Aˆ ∈ Gˆ we have EPˆ [Yˆ 1lAˆ] = EPˆ [Xˆ1lAˆ]. Now since Gˆ is generated
by Zˆ, we have that Aˆ = Zˆ−1(B) for some B ∈ BS . Therefore we have with gB : S × S → S,
gB(y, z) = y1lB(z), and A = Z−1(B) ∈ G that
EPˆ [Yˆ 1lAˆ] = EPˆ [Yˆ (1lB ◦ Zˆ)] = EPˆ [gB(Yˆ , Zˆ)] = EP [gB(Y, Z)] = EP [Y (1lB ◦ Z)]
= EP [Y 1lA] = EP [X1lA] = EP [X(1lB ◦ Z)] = EP [gB(X,Z)] = EPˆ [gB(Xˆ, Zˆ)]
= EPˆ [Xˆ(1lB ◦ Zˆ)] = EPˆ [Xˆ1lAˆ],
which shows the result. 2
Tightness of Sequences of Ca`dla`g Processes
If we endow the Skorokhod space D(Rd) of Rd-valued ca`dla`g functions on [0,∞) with the
Skorokhod metric as explained in Appendix B, then it is a Polish space. So by Prokhorov’s
theorem any set of probability measures on D(Rd) is relatively compact if and only if it is tight.
So the classical concept to show weak convergence applies, i.e. for a sequence of distributions
on D(Rd) (or equivalently for the convergence in distribution of a sequence of stochastic
processes with ca`dla`g paths) one first shows tightness of the sequence of distributions and
then one shows that all cluster points coincide.
We first prove a general result concerning “joint tightness” of sequences of random variables.
For a metric space (S, d), endowed with the Borel-σ-algebra B(S, d), we denote by P(S) the
space of probability measures on (S,B).
Lemma 1.42 Let (S1, d1) and (S2, d2) be metric spaces. If (µn)n∈N and (νn)n∈N are tight
sequences in P(S1) and P(S2), respectively, then the sequence (µn ⊗ νn)n∈N in P(S1 × S2) is
tight.
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Proof. Let ε > 0. Then there exist compact sets K1ε ,K
2
ε such that µ
n(K1ε ) ≥ 1 − ε2 and
νn(K2ε ) ≥ 1− ε2 for all n ∈ N, so that for Kε := K1ε ×K2ε we have (µn ⊗ νn)(Kε) ≥ 1− ε for
all n ∈ N. 2
The next result is concerned with tightness of sequences of ca`dla`g processes. Recall that in
the Skorokhod space we have the following modulus of continuity. For N ∈ N, ϑ > 0, and
α ∈ D(Rd) we define
w′N (α, θ) = inf
{
max
i≤r
w(α; [ti−1, ti)) : r ∈ N, 0 = t0 < · · · < tr = N, inf
i<r
(ti − ti−1) ≥ ϑ
}
,
where w(α; I) = sups,t∈I |α(s)− α(t)| for an interval I ⊆ R+.
Theorem 1.43 Let (Xn)n∈N be a sequence of ca`dla`g processes. Then (L(Xn|Pn))n∈N is tight
if and only if the following two conditions hold:
(i) for all N ∈ N, ε > 0 there exist n0 ∈ N, K > 0 such that for all n ≥ n0
Pn
[
sup
t≤N
|Xnt | > K
]
≤ ε,
(ii) for all N ∈ N, ε > 0, δ > 0 there exist n0 ∈ N, ϑ > 0 such that for all n ≥ n0
Pn
[
w′N (X
n, ϑ) ≥ δ] ≤ ε.
Proof. cf. Jacod and Shiryaev (1987), Theorem VI.3.21. 2
Definition 1.44 Let X and Y be increasing processes. We say that Y strongly dominates
X, denoted by X ≺ Y , if Y −X is an increasing process. 3
In the setting of discrete-time processes which are piecewise constant between deterministic
jump times tk, it is clear that X ≺ Y if and only if ∆Xtk ≤ ∆Ytk for all k. For the next
theorem recall that we denote by Var(An) =
∫ |dAn| the total variation process of An.
Theorem 1.45 Let (Xn)n∈N be a sequence of locally square-integrable Fn-semimartingales
with canonical decompositions Xn = Xn0 + M
n + An. Suppose that (L(Xn0 |Pn))n∈N is tight,
and that for every n ∈ N there exists an increasing Fn-predictable process Gn such that
〈Mn〉+ Var(An) ≺ Gn,
and L(Gn|Pn) w−→ L(G|P ) for some P -a.s. continuous process G. Then (L(Xn|Pn))n∈N is
tight.
Proof. cf. Jacod, Me´min and Me´tivier (1983), Theorem 7.1 with condition C1. 2
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Convergence Results for Sequences of Semimartingales
If the characteristics of a sequence of semimartingales are known one can show convergence
in distribution via convergence of the characteristics. Since for general semimartingales this
approach requires additional assumptions like the choice of the probability space and the
uniqueness of a corresponding martingale problem, we state these results in the special case
where the semimartingales are supposed to have independent increments (but are not neces-
sarily Le´vy processes). In view of the results of the next subsection this will be sufficient for
our purposes.
To that end we define the following class of functions:
C(Rd) :=
{
f ∈ Cb(Rd)
∣∣∣∣ ∃ε > 0 ∀x ∈ Uε(0) f(x) = 0, and lim|x|→∞ f(x) exists
}
,
where Cb(Rd) is the class of all continuous and bounded functions f : Rd → R.
Theorem 1.46 Let Xn, X be Rd-valued processes with independent increments and charac-
teristics Bn, Cn, νn and B, C, ν, respectively. Let C˜n and C˜ be the modified second charac-
teristics of Xn and X, respectively, assume that X has no fixed times of discontinuity, and
let D be a dense subset of R+. Then Xn
L−→ X if and only if the following three conditions
hold:
(i) sups≤t |Bns −Bs| → 0 for all t ≥ 0,
(ii) |C˜nt − C˜t| → 0 for all t ∈ D,
(iii) g ∗ νnt → g ∗ νt for all t ∈ D, g ∈ C(Rd).
Proof. cf. Jacod and Shiryaev (1987), Theorem VII.3.4. 2
Lemma 1.47 Let (Xn)n∈N and (Y n)n∈N be two sequences of Rd-valued ca`dla`g processes.
Suppose Xn L−→ X and (Y n)n∈N satisfies
∀N > 0, ∀ε > 0 lim
n→∞P
n
[
sup
t≤N
|Y nt | > ε
]
= 0.
Then Xn + Y n L−→ X.
Proof. cf. Jacod and Shiryaev (1987), Lemma VI.3.31. 2
1.5 Convergence of Semimartingales 33
Convergence of Stochastic Integrals and Stochastic Differential Equations
In many cases the semimartingales under consideration are stochastic integrals or solutions
of stochastic differential equations driven by a converging sequence of semimartingales. Then
one is faced with the question whether the convergence carries over to these new processes.
The discussion over this issue dates back to Wong and Zakai (1965) and has received growing
interest for obvious reasons. SÃlominski (1989), Jakubowski, Me´min and Page`s (1989) and
Kurtz and Protter (1991) established sufficient conditions for the convergence of stochastic
integrals and solutions of stochastic differential equations in terms of uniform tightness of
the converging processes, which have the drawback that they are not easy to formulate and
sometimes hard to verify. Duffie and Protter (1992) introduce the notion of goodness of a
sequence of semimartingales and state simple (but not very general) sufficient conditions. See
Kurtz and Protter (1996) for more general results.
For a sequence of stochastic bases (Ωn,Fn,Fn, Pn) let (Xn)n∈N and (Hn)n∈N be sequences
of ca`dla`g processes where each Xn is an Rd-valued (Fn, Pn)-semimartingale and Hn is Fn-
adapted and takes values in Rd′×d. Furthermore on the stochastic basis (Ω,F ,F, P ) let X
be a ca`dla`g d-dimensional semimartingale and H an adapted ca`dla`g process with values in
Rd′×d. Recall that the total variation process of a process A of finite variation is denoted by
Var(A) =
∫ |dA|.
Definition 1.48 A sequence (Xn)n∈N of semimartingales is called good (with respect to
(Pn)n∈N and P ) if for any sequence (Hn)n∈N the convergence of L(Xn,Hn|Pn) w−→ L(X,H|P )
implies convergence of L(Xn,Hn, ∫ Hn− dXn|Pn) w−→ L(X,H, ∫ H− dX|P ). 3
Proposition 1.49 Let (Xn)n∈N be good and suppose L(Xn,Hn|Pn) w−→ L(X,H|P ). Then
(
∫
Hn− dXn)n∈N is also good.
Proof. cf. Duffie and Protter (1992), Proposition 4.1. 2
Theorem 1.50 Let (Xn)n∈N be a sequence of semimartingales with decompositions
Xn = Mn + An. If (Xn)n∈N has uniformly bounded jumps and if both (En
[
[Mn,Mn]T
]
)n∈N
and (En [Var(An)T ])n∈N are bounded, then (Xn)n∈N is good.
Proof. cf. Duffie and Protter (1992), Theorem 4.1. 2
The following (slight) generalization of Duffie and Protter (1992), Example 6.2 shows that
multidimensional independent binomial tree models are good.
Example 1.51 Let for all n ∈ N (ξnk )k∈N be a sequence of d-dimensional uniformly bounded
i.i.d. random variables and define the sequence (Xn)n∈N of d-dimensional semimartingales by
Xnt =
[ntT ]∑
k=1
ξnk , t ∈ [0, T ],
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and suppose that Fn is generated by Xn. If EPn [ξn1 ] = O
(
1
n
)
and CovPn
(
ξni1 , ξ
nj
1
)
= O ( 1n),
i, j ∈ {1, . . . , d}, then (Xn)n∈N is good.
Proof. Clearly the decomposition of Xn is given by Xn = Mn + An with
Mnt =
[ntT ]∑
k=1
ξnk −
[
nt
T
]
EPn [ξn1 ] ,
Ant =
[
nt
T
]
EPn [ξn1 ] .
Then the quadratic covariation of Mn is given by
[Mni,Mnj ]t =
∑
s≤t
∆Mnis ∆M
nj
s =
[ntT ]∑
k=1
(
ξnik − EPn
[
ξni1
]) (
ξnjk − EPn
[
ξnj1
])
,
so that EPn
[
[Mni,Mnj ]T
]
= nCovPn
(
ξni1 , ξ
nj
1
)
, which is bounded in n by assumption. Fur-
thermore the total variation process Var(An) of An is deterministic and given by
Var(An)t =
∑
s≤t
|∆Ans | =
[
nt
T
]
|EPn [ξn1 ]| ,
hence Var(An)T = n |EPn [ξn1 ]|, which is also bounded in n by assumption, so that The-
orem 1.50 yields the result, since the jumps of Xn are just the ξnk ’s, which are uniformly
bounded by assumption. 2
We next provide a sufficient condition for the convergence of solutions of stochastic differential
equations.
Theorem 1.52 Let (Xn)n∈N be good, let X be a semimartingale, and let f : R+×Rd′ → Rd′×d
satisfy
(i) y 7→ f(t, y) is Lipschitz, uniformly in t,
(ii) t 7→ f(t, y) is left-continuous with right limits, for all y.
Furthermore let Y n and Y be the (unique) solutions of
dY nt = f(t, Y
n
t−) dX
n
t , Y
n
0 ∈ Rd
′
dYt = f(t, Yt−) dXt, Y0 ∈ Rd′ .
If Xn L−→ X, then (Y n, Xn) L−→ (Y,X).
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Proof. cf. Duffie and Protter (1992), Theorem 4.4. 2
The last theorem has the following drawback. If the driving process is a point process taking
values in, say, Zd, then the solution of a stochastic differential equation usually also takes
values in a discrete subset of, say, Rd′ . So the requirement on f to be Lipschitz is not often
met, since f is usually only defined on this discrete subset of Rd′ . However, the solution process
of a stochastic differential equation driven by a point process is constant between jump times
of the driving process, a fact which opens new perspectives concerning convergence results on
solutions of stochastic differential equation driven by point processes.
Theorem 1.53 Let (Xn)n∈N be a sequence of Zd-valued processes and let X be a point process
taking values in Zd. Let f : Zd′ → Zd′×d and denote by Y and Y n the solutions to the stochastic
differential equations
dYt = f(Yt−) dXt, Y0 = y0 ∈ Zd′ ,
dY nt = f(Y
n
t−) dX
n
t , Y
n
0 = y0 ∈ Zd
′
.
Consider in addition a sequence (Un)n∈N of Rd
′′
-valued semimartingales and a continuous
Rd′′-valued semimartingale U , such that (Un, Xn) L−→ (U,X). Then
(Un, Xn, Y n) L−→ (U,X, Y ).
Proof. Denote by τ0 = 0 and τk = inf
{
t > τk−1 | |∆Xt| > 12
}
the jump times of X, and by
τnk those of X
n. Then Y is given by
Yt =
∞∑
k=0
yk 1lJτk,τk+1J,
where (yk)k∈N is a sequence of Zd
′
valued random variables, recursively defined by y0 ∈ Zd′
and
yk = yk−1 + f(yk−1) ∆Xτk .
A further recursion shows that for all k ∈ N we have
yk = y0 + fk(∆Xτ1 , . . . ,∆Xτk)
for some function fk : (Zd)k → Zd′ . With the same arguments we get for all n ∈ N
Y nt =
∞∑
k=0
ynk 1lJτnk ,τnk+1J
with
ynk = y0 + fk(∆X
n
τ1 , . . . ,∆X
n
τk
);
note that we have here the same functions fk as for Y . So we have (Un, Xn, Y n) = Ψ(Un, Xn)
for Ψ(α, β) = (α,Φ(β)), where Φ is the Skorokhod-continuous function from Proposition B.8.
Together with Corollary B.3 we thus have that Ψ is continuous on D(Rd′′ × Zd) in all points
(α, β) such that α is continuous. Therefore (Un, Xn, Y n) L−→ (U,X, Y ) follows from the
continuous mapping theorem, because U is continuous. 2
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Contiguity of Sequences of Probability Measures
In the remaining part of this section we are concerned with the following question: When
does a change of measure preserve convergence in distribution of a sequence of stochastic
processes? We state the most important assertions from Jacod and Shiryaev (1987). To that
end let (Ωn,Fn,Fn)n∈N be filtered measurable spaces with Fn = Fn∞− =
∨
t≥0Fnt and endow
each (Ωn,Fn,Fn) with two probability measures Pn and Qn.
Definition 1.54 a) The sequence (Qn)n∈N is called contiguous to the sequence (Pn)n∈N,
denoted by (Qn)n∈N C (Pn)n∈N, if Pn(An) n→∞−→ 0 implies Qn(An) n→∞−→ 0 for all se-
quences (An)n∈N with An ∈ Fn.
b) We denote by Pnt and Q
n
t the restrictions of P
n and Qn to Fnt , and we call (Qn)n∈N
locally contiguous to (Pn)n∈N, if (Qnt )n∈N C (Pnt )n∈N for all t ≥ 0. In this case we also
write (Qn)n∈N
loc
C (Pn)n∈N. 3
Note that the definition of contiguity does not require or imply the existence of limiting
measures P and Q. In order to state a condition for contiguity which involves densities, recall
that for two measures P,Q and some measure R such that P ¿ R, Q¿ R with densities zP ,
zQ, respectively, the Hellinger integral of order α ∈ (0, 1) is defined as
H(α;P,Q) = ER
[(
zP
)α (
zQ
)1−α]
,
and it can be shown that H(α;P,Q) is independent of the choice of R. Thus if Q¿ P with
density Z = dQdP , one may choose R = P , and the Hellinger integral becomes
H(α;P,Q) = EP
[
Z1−α
]
.
For details on Hellinger integrals see Jacod and Shiryaev (1987), Chapter IV.
Lemma 1.55 Denote by Pnt and Q
n
t the restrictions of P
n and Qn to Fnt . Then the following
statements are equivalent:
(i) (Qn)n∈N
loc
C (Pn)n∈N.
(ii) lim
α↓0
lim inf
n→∞ H(α;P
n
t , Q
n
t ) = 1 for all t ≥ 0.
Proof. cf. Jacod and Shiryaev (1987), Lemma V.1.6. 2
We now come to the main result for our purposes. It answers the question raised above con-
cerning the preservation of convergence in distribution under a change of measure. To that end
let (Xn)n∈N be a sequence of d-dimensional semimartingales, each defined on (Ωn,Fn,Fn, Pn)
and X a d-dimensional semimartingale on (Ω,F ,F, P ). Furthermore let Qn loc¿ Pn for all n ∈ N
and Q
loc¿ P with density processes Zn and Z, respectively.
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Theorem 1.56 Assume L((Xn, Zn)|Pn) w−→ L((X,Z)|P ) and (Qn)n∈N
loc
C (Pn)n∈N. Then
L((Xn, Zn)|Qn) w−→ L((X,Z)|Q).
Proof. From Jacod and Shiryaev (1987), Theorem X.3.3 it follows that under the above as-
sumptions L((Xn, Zn)|Qn) w−→ µQ, where µQ ¿ µP := L((X,Z)|P ) is a probability measure
on
(
D(Rd+1),B(D(Rd+1))) with density process z, such that z is the last component of the
coordinate process on D(Rd+1). So it remains to identify µQ with L((X,Z)|Q). However
this immediately follows from the transformation of the integrals. For A ∈ Dt(Rd+1) (for the
notation cf. Section 1.1) we have
µQ(A) =
∫
D(Rd+1)
zt1lA dµP
=
∫
Ω
(zt1lA) ◦ (X,Z) dP
=
∫
Ω
(Zt1l{(X,Z)∈A}) dP
= EP
[
Zt1l{(X,Z)∈A}
]
= Q[(X,Z) ∈ A],
so µQ = L((X,Z)|Q) on Dt(Rd+1) for all t ≥ 0, and since B(D) = D(Rd+1) =
∨
t≥0Dt(Rd+1),
we have µQ = L((X,Z)|Q) on D(Rd+1). 2
Remark 1.57 Intuitively it might seem clear that joint convergence of (X,Z) under Pn
should imply convergence of X under Qn, so that it seems redundant to require contiguity of
(Qn)n∈N with respect to (Pn)n∈N in Theorem 1.56. However the intuitive argument that
EQn [f(Xn)] = EPn [Znf(Xn)]
n→∞−→ EP [Zf(X)] = EQ [f(X)]
for Z bounded (or at least integrable) works only for Qn ∼ Pn and Q ∼ P (then Zn = Zn∞
and Z = Z∞ above are the usual densities) or in the case of a finite time horizon T (choose
Zn = ZnT and Z = ZT above). One case where the argument does work in an infinite time
horizon setting is the case where Z is continuous. Then it is possible to apply the continuous
mapping theorem and LeCam’s first lemma (cf. Jacod and Shiryaev (1987), Corollary V.1.12).
In the general case where we have no global relation between Qn and Pn or Q and P , contiguity
is indispensable. 3

Part II
PRESERVATION OF THE LE´VY
PROPERTY UNDER AN
OPTIMAL CHANGE OF
MEASURE
(This part is an extended and adapted version of Esche and Schweizer (2003))
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Chapter 2
Girsanov Quantities and Density
Processes
Here we cite the most important results from Jacod and Shiryaev (1987), Chapter III, con-
cerning Girsanov’s theorem and the explicit computation of density processes of absolutely
continuous probability measures. The chapter mainly serves the purpose of preparation for
the main result of Part II, namely the preservation of the Le´vy property under the entropy-
minimizing martingale measure for a Le´vy process, which is presented in Chapter 3.
The basic idea is as follows. Let X be a semimartingale on some stochastic basis (Ω,F ,F, P ).
Then it is well known that X remains a semimartingale on (Ω,F ,F, Q) where Q is locally
absolutely continuous to P . This change of measure can be described by two quantities β and
Y , called Girsanov quantities, in the sense that the density process Z of Q with respect to
P can be expressed via β and Y . These results are summarized in Sections 2.1 and 2.2. In
addition we give in Section 2.3 a procedure how one can construct a density process (and thus
a locally absolutely continuous measure Q¯) from given Girsanov quantities β¯ and Y¯ under
certain regularity conditions on β¯ and Y¯ . This may be viewed as a converse to Girsanov’s
theorem.
2.1 Girsanov’s Theorem and Girsanov Quantities
In this section we recall Girsanov’s theorem for semimartingales, and we introduce the quan-
tities by which one can describe the effect that a change of measure has on the semimartingale
characteristics, the so called Girsanov quantities. We give examples concerning Le´vy processes
and Esscher measures.
Let us start with the following useful theorem about stochastic exponentials.
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Theorem 2.1 Let X be a real-valued semimartingale and consider the stochastic differential
equation
dZ = Z− dX, Z0 = 1.
This equation has a unique (up to indistinguishability) ca`dla`g adapted solution, called the
stochastic exponential of X, which is a semimartingale and is denoted by E(X). Explicitely,
E(X)t = exp
(
Xt − 12〈X
c〉t
)∏
s≤t
(1 + ∆Xs)e−∆Xs .
If we define τ := inf{t ≥ 0: ∆Xt = −1}, then E(X) 6= 0 on J0, τJ, E(X)− 6= 0 on J0, τK and
E(X) = 0 on Jτ,∞J.
Proof. cf. Jacod and Shiryaev (1987), Theorem I.4.61. 2
Theorem 2.2 (Girsanov’s theorem) Let X be an Rd-valued semimartingale with P -char-
acteristics (BP , CP , νP ) relative to a truncation function h, let c, A be the processes of the
“nice version” from Theorem 1.26, and let Q
loc¿ P . Then there exist a predictable function
Y ≥ 0 and a predictable process β = (βi)1≤i≤d satisfying
|h · (Y − 1)| ∗ νPt <∞,
∫ t
0
|csβs| dAs <∞ and
∫ t
0
βtrs csβs dAs <∞
Q-a.s. for all t ∈ [0, T ] and such that the Q-characteristics (BQ, CQ, νQ) of X are given by
BQ,it = B
P,i
t +
∫ t
0
(csβs)i dAs + hi · (Y − 1) ∗ νPt , 1 ≤ i ≤ d,
CQt = C
P
t ,
νQ(dt, dx) = Y (t, x) νP (dt, dx).
Proof. cf. Jacod and Shiryaev (1987), Theorem III.3.24. 2
Definition 2.3 The quantities β and Y from Theorem 2.2 are called the Girsanov quantities
of Q with respect to P relative to X or simply Girsanov quantities of Q if there is no ambiguity
about P and the semimartingale involved. 3
Remark 2.4 Intuitively, Y describes how the jump distributions of X change when we pass
from P to Q, and β together with Y determines the change in drift. CP describes the P -
quadratic variation of the continuous part of X and is therefore invariant under an absolutely
continuous change of measure. Note, however, that the Girsanov quantities are not unique:
From the uniqueness of νP and νQ we only get uniqueness of Y (ω; s, x) on supp νP (ω), and
with this and the uniqueness of BP and BQ we only get uniqueness of cβ for fixed c and A.
However we can choose the following nice versions of Y and β.
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To begin with it is obviously possible to choose Y such that Y (ω; s, x) = 1 identically for
(s, x) 6∈ supp νP (ω). Note that since νP does not charge {0}, this implies Y (ω; s, 0) = 1
identically.
Now βs is unique only in the case where cs is regular. If cs is degenerate, it is possible to
choose β in the following way, where we consider only the case where c is constant in time
and deterministic.
Let rank(c) = r < d and let λj be the eigenvalues of c, numbered such that λj = 0 for
j > r. Since c is nonnegative definite, there exists a diagonal matrix c˜ with c˜jj = λj and
an orthogonal matrix S such that c = Sc˜Str. Now let β be any Girsanov quantity and set
Sβ = Strβ. We write cβ = Sc˜Strβ = Sc˜ Sβ and since c˜ is diagonal with c˜jj = 0 for j > r, we
can set Sβj := 0 for j > r without changing cβ. So if we set γj := Sβj = (Strβ)j for j ≤ r and
γj := 0 for j > r and then define β˜ = Sγ, we get a new predictable process β˜ with cβ˜ = cβ
and (Strβ˜)j = 0 for j > r. Moreover, β˜ with these properties is unique. In fact, from cβ˜ = cβ˜′
it follows that
Sc˜Strβ˜ = cβ˜ = cβ˜′ = Sc˜Strβ˜′,
and thus, since S is regular,
c˜Strβ˜ = c˜Strβ˜′,
which implies
(Strβ˜)j = (Strβ˜′)j for j ≤ r,
since c˜ is diagonal and cjj 6= 0 for j ≤ r. Finally, since (Strβ˜)j = 0 = (Strβ˜′)j for j > r by
construction, we get Strβ˜ = Strβ˜′ and thus β˜ = β˜′.
We will assume throughout Part II that Y and β are chosen as above, since these considera-
tions simplify some arguments. 3
Example 2.5 The following example highlights the dependence of the Girsanov quantities
on the semimartingale involved. For simplicity we consider the finite time interval [0, T ].
We start with the following result from Goll and Kallsen (2000), Lemma A.8. Let L˜ be a one-
dimensional P -Le´vy process with P -Le´vy characteristics (b˜, c˜, K˜) relative to some truncation
function h. Then eL˜ = E(L) for some Le´vy process L with P -Le´vy characteristics (b, c,K),
where
(2.1)

b = b˜ + 12 c˜ +
∫
R(h(J(x))− h(x)) K˜(dx)
c = c˜
K(dx) = K˜ ◦ J−1(dx)
for J(x) = ex − 1. Note that sometimes the process L is called stochastic logarithm of
X = eL˜, cf. Kallsen and Shiryaev (2002). Conversely if L is a P -Le´vy process with P -Le´vy
characteristics (b, c,K) and such that E(L) is strictly positive, then E(L) = eL˜ for some Le´vy
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process L˜ with P -Le´vy characteristics (b˜, c˜, K˜), where
(2.2)

b˜ = b− 12c +
∫
R
(
h(J−1(x))− h(x)) K(dx)
c˜ = c
K˜(dx) = K ◦ J(dx).
Now let u ∈ R be such that EP [exp(uL˜T )] <∞ and define Q ∼ P by
dQ
dP
=
exp(uL˜T )
EP
[
exp(uL˜T )
] .
Such a measure Q is called Esscher measure for L˜ and it can be shown that L˜ is a Le´vy
process under Q and that the Girsanov quantities of Q with respect to P relative to L˜ are
βL˜ = u and Y L˜(x) = eux (cf. Propositions 4.2 and 4.5). Let us now determine the Girsanov
quantities of Q with respect to P relative to L. By Theorem 2.1 we have
L˜t = Lt − 12〈L
c〉t +
∑
s≤t
(log(1 + ∆Ls)−∆Ls)
= Lt − 12ct + (log(1 + x)− x) ∗ µ
L
t ,
or the other way round,
Lt = L˜t +
1
2
ct + (ex − 1− x) ∗ µL˜t ,
where µL and µL˜ denote the jump measures of L and L˜, respectively. Note that since these
transformations of L and L˜ are invariant under absolutely continuous changes of measure,
L is a Le´vy process if and only if L˜ is a Le´vy process. Now by Theorem 2.2 the Q-Le´vy
characteristics of L˜ are given by
(2.3)

b˜Q = b˜ + c˜u +
∫
R h(x) (e
ux − 1) K˜(dx)
c˜Q = c
K˜Q(dx) = eux K˜(dx),
and thus by (2.1), the Q-Le´vy characteristics of L are
(2.4)

bQ = b˜Q + 12 c˜
Q +
∫
R(h(J(x))− h(x)) K˜Q(dx)
cQ = c˜Q
KQ(dx) = K˜Q ◦ J−1(dx).
In order to find the Girsanov quantities of Q with respect to P relative to L, we now express
the Q-Le´vy characteristics of L in terms of the P -Le´vy characteristics of L. First we have
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J−1(x) = log(1 + x), thus for A ∈ B(R)∫
R
1lA(x) KQ(dx) =
∫
R
1lA(x) K˜Q ◦ J−1(dx)
=
∫
R
1lA(J(x)) K˜Q(dx)
=
∫
R
1lA(J(x))eux K˜(dx)
=
∫
R
1lA(x)euJ
−1(x) K˜ ◦ J−1(dx)
=
∫
R
1lA(x)(1 + x)u K(dx),
and therefore KQ(dx) = (1 + x)u K(dx). Concerning the computation of bQ we get by (2.4),
(2.3) and (2.2)
bQ = b˜ + cu +
∫
R
h(x) (eux − 1) K˜(dx) + 1
2
c +
∫
R
(h(J(x))− h(x)) K˜Q(dx)
= b− 1
2
c +
∫
R
(
h(J−1(x))− h(x)) K(dx) + cu +
+
∫
R
h(x) (eux − 1) K˜(dx) + 1
2
c +
∫
R
(h(J(x))− h(x)) K˜Q(dx)
= b + cu +
∫
R
h(J−1(x)) ((1 + x)u − 1) K(dx) +
+
∫
R
(
h(x)− h(J−1(x))) ((1 + x)u − 1) K(dx)
= b + cu +
∫
R
h(x) ((1 + x)u − 1) K(dx)
= b + cβL +
∫
R
h(x)
(
Y L(x)− 1) K(dx),
thus the Girsanov quantities of Q relative to L are given by βL = u and Y L(x) = (1 +x)u. So
when we pass from P to Q, the change of drift is the same for L˜ and L, however the change
of the jump distributions is different. In particular, an Esscher measure for L˜ is in general
not an Esscher measure for L and vice versa; this is a result already stated in Chan (1999),
compare the remarks on pp. 523f. there. 3
Example 2.6 Let W be a standard P -Brownian motion and let A be a d × d-matrix. Set
X := A W and take Q¿ P with Girsanov quantities β and Y relative to X. Then Xc = X,
so 〈X〉t = AAtrt, and the P -characteristics of X are given by
BPt = 0
CPt = ct
νP (dt, dx) = 0,
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where c := AAtr is the covariance matrix of X. By Theorem 2.2 we get the Q-characteristics
of X by
BQ,it =
∫ t
0
(cβs)i ds
CQt = ct
νQ(dt, dx) = 0.
Note that X remains a Le´vy process under Q if and only if β is deterministic and independent
of time. In this case, X is (a linear transformation of standard) Brownian motion with constant
drift, i.e. Xt = A W
Q
t + cβt.
In the general case we see that X is still Brownian motion with drift BQ under Q, which
means that in this case, the distribution of X (under Q) is still determined by the Q-
characteristics of X, even though X is not a Q-Le´vy process. More precisely, we have that
V := X − BQ d= A WQ, where WQ is standard Q-Brownian motion. Indeed, X is a special
semimartingale under Q, so from the definition of the characteristics, BQ is the predictable
finite variation part in the canonical decomposition of X under Q. This implies that V is a
local Q-martingale, and since X and V are continuous, V is the continuous martingale part
of X under Q. Then, again from the definition of the characteristics, 〈V 〉t = ct under Q, so
like in Theorem 1.36 we have V d= A WQ. 3
2.2 Explicit Computation of the Density Process
in the Le´vy Case
Let us now consider the case where X has the weak property of predictable representation
(in the sense of He, Wang and Yan (1992), Definition 13.13; in Jacod and Shiryaev (1987),
Definition III.4.22 and Corollary III.4.27, this is called “all local martingales have the rep-
resentation property, relative to X”). As we will see, in this case we can even specify the
density process of Q. In order to do this, we need some preparation, where we follow Jacod
and Shiryaev (1987), Section III.5a, rather closely.
Let X be a semimartingale with P -characteristics (BP , CP , νP ) and µX the jump measure
of X. Let Q
loc¿ P with Girsanov quantities β and Y . We define the following stochastic
processes:
at(ω) = νP (ω, {t} × Rd),
Yˆt(ω) =
{ ∫
Y (ω, t, x) νP (ω, {t} × dx) if this integral converges
+∞ otherwise.
If νP is deterministic, the set {t : at > 0} is the set of all fixed times of discontinuity of X
(cf. Jacod and Shiryaev (1987), Theorem II.4.15), so in this case Yˆ denotes the intensities
under Q of the jumps of X at fixed times of discontinuity.
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For the predictable time σ, defined by
σ = inf{t ≥ 0 | either Yˆt > 1, or at = 1 and Yˆt < 1},
we introduce a generalized (i.e. not necessarily finite-valued) increasing process H by
Ht =
∫ t
0
(βtrs cβs)1lJ0,σK dAs + (1−√Y (ω, s, x))2 1lJ0,σK ∗ νPt +
+
∑
s≤t
(√
1− as −
√
1− Yˆs
)2
1l{s<σ}
and set
τn = inf{t ≥ 0 | Ht ≥ n},
∆ = J0, σJ ∩(⋃
n
J0, τnK) .
Proposition 2.7 There is a process N , unique up to P -indistinguishability on ∆, such that
for every stopping time S with J0, SK ⊆ ∆, the stopped process NS is the local P -martingale
NS =
∫
β1lJ0,SK dXc +
(
Y − 1 + Yˆ − a
1− a 1l{a<1}
)
1lJ0,SK ∗ (µX − νP ).
Proof. cf. Jacod and Shiryaev (1987), Proposition III.5.10. 2
Theorem 2.8 Let Q
loc¿ P with density process Z and assume that X has the weak property
of predictable representation. Then
Zt =
{
Z0 E(N)t if (ω, t) ∈ ∆
0 otherwise,
where N and ∆ are defined as above.
Proof. cf. Jacod and Shiryaev (1987), Theorem III.5.19. 2
From here we derive the following useful result concerning the explicit computation of density
processes in a filtration F generated by a P -Le´vy process L. Let µL be the jump measure of
L, νP its (deterministic) P -compensator and let (b, c,K) be the P -Le´vy characteristics of L.
Corollary 2.9 Let F be the filtration generated by a P -Le´vy process L and let Q loc∼ P with
Girsanov quantities β, Y . We define the stochastic process NQ by
NQt =
∫ t
0
βs dL
c
s + (Y − 1) ∗ (µL − νP )t.
Then the density process of Q with respect to P is given by
ZQt = E(NQ)t, t ∈ [0,∞).
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Proof. Note that L has the weak property of predictable representation (cf. Jacod and Shirya-
ev (1987), Section II.6 and Theorem III.4.34.). So Theorem 2.8 implies Z = Z0 E(N) 1l∆, with
N as in Proposition 2.7. Furthermore, Q loc∼ P implies Zt > 0 P -a.s. for all t, so ∆ = J0,∞J
(cf. Jacod and Shiryaev (1987), Corollary III.5.22). Then for any stopping time S we haveJ0, SK ⊆ ∆, so N is already a local P -martingale (take S = +∞), and Z = E(N). (Note that
F0 is trivial, so Z0 = 1.) In addition, a Le´vy process has no fixed times of discontinuity, so
ν(ω, {t} × R) = 0 for all t, hence a and Yˆ vanish in the Le´vy case. This yields the claimed
form of NQ. 2
2.3 Construction of Equivalent Measures in Terms of
Given Girsanov Quantities
In Theorem 2.2 we have seen a “parametrization” of the set of absolutely continuous measures
Q
loc¿ P in terms of β and Y . However “parametrization” is a slight abuse of terminology
because although we get Girsanov quantities β and Y for a given measure Q it is a different
issue to determine whether for given quantities β and Y there exists a measure Q
loc¿ P with
these Girsanov quantities. If we define NQ from β and Y as in Corollary 2.9, then the natural
candidate for Q should have ZQ := E(NQ) as density process and then we can run through
the above arguments in reverse order. But to make sure that the natural candidate for Q
is actually a probability measure, we need to know at least that ZQ is a true P -martingale.
Theorem 2.11 will be useful to deal with this first issue.
There is a second issue here which concerns the existence of Q
loc¿ P . If we are given a
nonnegative P -martingale Z and a fixed finite time horizon [0, T ], we can always define Q¿ P
on FT by dQ = ZT dP , and then of course Q
loc¿ P when we restrict our attention to the
interval [0, T ]. For an arbitrary stochastic basis (Ω,F ,F, P ) and infinite time horizon there is
no such construction for Q on all of F in general (unless Z is uniformly integrable or defined
on [0,∞], of course). However there is the following positive result, if we work on the path
space. Recall that we choose all filtrations to be right-continuous.
Theorem 2.10 Let (Ω,F) = (D([0,∞),Rd),B(D)), let P be a probability measure on (Ω,F)
and let FD = (FDt )t≥0 be the P -augmentation of the filtration generated by the coordinate
process on Ω. Let Z be a nonnegative (P,FD)-martingale with ca`dla`g paths and Z0 = 1. Then
there exists a probability measure Q
loc¿ P on (Ω,F) with dQ = Zt dP on FDt for all t ≥ 0.
Proof. cf. Kallenberg (1997), Lemma 16.18. 2
The discussion around Theorem 2.10 makes it clear that for the explicit construction of locally
absolutely continuous measures by means of a given density process in the case of an infinite
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time horizon, it will be useful and necessary to confine ourselves to the Skorokhod space as
our stochastic basis.
We now state the following criteria for the stochastic exponential of a local martingale M to
be a true martingale. Note that in the case of a continuous local martingale M , this criterion
reduces to the well-known Novikov criterion.
Theorem 2.11 Let M be a real-valued local P -martingale on [0,∞] with M0 = 0 and
∆M > −1 P -a.s. If the process A, defined by
(2.5) At :=
1
2
〈M c〉t +
∑
s≤t
((1 + ∆Ms) log(1 + ∆Ms)−∆Ms) ,
admits a predictable P -compensator B with EP [expB∞] < ∞, then E(M) is a uniformly
integrable P -martingale and E(M)∞ > 0 P -a.s.
Proof. cf. Lepingle and Me´min (1978), The´ore`me III.1. 2
Corollary 2.12 Let M and A be as in Theorem 2.11 and suppose A admits a P -compensator
B with EP [expBt] <∞ for all t ≥ 0. Then E(M) is a P -martingale on [0,∞) and E(M)t > 0
P -a.s. for all t ≥ 0.
Proof. The claim follows if we show that EP [E(M)τ ] = EP [E(M)0] = 1 for every bounded
stopping time τ . So let τ ≤ T for some deterministic T > 0. Then
E(M)τ = E(M)Tτ = E(MT )τ .
Now MT is again a local P -martingale with MT0 = 0 and ∆M
T > −1, and the corre-
sponding process A(MT ) = AT admits a P -compensator B(MT ) = BT which satisfies
EP
[
expB(MT )∞
]
= EP [expBT ] < ∞ by assumption. So Theorem 2.11 yields that E(MT )
is a uniformly integrable P -martingale, and thus EP [E(M)τ ] = EP
[E(MT )τ ] = 1.
The positivity of E(M)t for all t follows with the same argument, because for t ≤ T we have
E(M)t = E(MT )t = EP
[E(MT )∞∣∣Ft] > 0 P -a.s. because E(MT )∞ = E(M)T > 0 P -a.s.
2
Let us now apply this criterion in order to construct from given quantities β and Y strictly
positive martingales which will serve as density processes of locally equivalent measures under
certain conditions. We start with the following technical lemma.
Lemma 2.13 Define the functions f, g : [0,∞) → R by
f(y) =
{
y log y − (y − 1) if y > 0
1 if y = 0,
g(y) = (1−√y)2.
Then f and g are convex, and 0 ≤ g(y) ≤ f(y) for all y ≥ 0.
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Proof. We have f ′′(y) = 1y > 0 and g
′′(y) = 12y√y > 0 for all y > 0, thus f and g are convex.
That g ≥ 0 is immediate. We show k := f − g ≥ 0. In fact, k ∈ C∞ on (0,∞) with
k′(y) = log y − 1 + 1√y and k′′(y) = 1y − 12y√y . Now y = 14 is the only zero of k′′; hence k′ has
at most one local extremum and thus at most two zeros. This in turn means that k has at
most two local extrema. But y = 1 is a local minimum with k(1) = 0, and since k(0) = 0 the
second extremum of k is a local maximum somewhere between 0 and 1. Hence k(y) ≥ 0 for
all y ≥ 0. 2
Proposition 2.14 Let L be a P -Le´vy process with jump measure µL and Le´vy characteristics
(b, c,K). Let β¯ be a predictable process and Y¯ > 0 be a predictable function and suppose
(2.6) EP
[
exp
(∫ t
0
(
1
2
β¯trs cβ¯s +
∫
Rd
f(Y¯ (s, x)) K(dx)
)
ds
)]
<∞
for all t ≥ 0. Then Y¯ − 1 is integrable with respect to µL − νP and Z¯ := E(N¯) with
(2.7) N¯t :=
∫ t
0
β¯s dL
c
s + (Y¯ − 1) ∗ (µL − νP )t, t ≥ 0,
is a strictly positive P -martingale on [0,∞).
Proof. Note that by Lemma 2.13 and the fact that f(Y¯ )∗νP ≥ 0 P -a.s. we have for all t ≥ 0
(2.8) g(Y¯ ) ∗ νPt ≤ f(Y¯ ) ∗ νPt ≤ exp
(∫ t
0
(
1
2
β¯trs cβ¯s +
∫
Rd
f(Y¯ (s, x)) K(dx)
)
ds
)
because z ≤ ez for all z. So (1 −
√
Y¯ )2 ∗ νP is locally P -integrable by (2.6), and from
Theorem 1.22 c) we get the integrability of Y¯ − 1 with respect to µL − νP . Furthermore∫
β¯trs cβ¯s ds is also locally P -integrable by (2.6), so that β¯ is integrable with respect to L
c.
With this, N¯ is well-defined, and the second claim will follow from Corollary 2.12, if N¯ is a
local P -martingale with ∆N¯ > −1 P -a.s. and if the process in (2.5) with M := N¯ admits a
compensator B with E[expBt] <∞ for all t ≥ 0.
By definition of the continuous martingale part and the stochastic integral with respect to a
compensated measure, Lc and (Y¯ − 1) ∗ (µL − νP ) are local P -martingales, so altogether N¯
is a local P -martingale. Moreover, (2.7) is the decomposition of the local martingale N¯ into
a continuous and a purely discontinuous local martingale. Hence part b) of Definition 1.20
shows that
∆N¯t = ∆
(
(Y¯ − 1) ∗ (µL − νP )s
)
= (Y¯ (s,∆Ls)− 1)1l{∆Lt 6=0} > −1
P -a.s. since Y¯ > 0.
To find the P -compensator B of A for N¯ , note that N¯ c =
∫
β¯ dLc, so by Theorem 1.36
〈N¯ c〉t = 〈
∫
β¯ dLc〉t =
∫ t
0 β¯
tr
s cβ¯s ds. Therefore in Corollary 2.12 we have for M = N¯
At =
1
2
∫ t
0
β¯trs cβ¯s ds +
∑
s≤t
(
Y¯ (s,∆Ls) log Y¯ (s,∆Ls)− Y¯ (s,∆Ls) + 1
)
1l{∆Ls 6=0}
=
1
2
∫ t
0
β¯trs cβ¯s ds + f(Y¯ ) ∗ µLt .
2.3 Construction of Equivalent Measures in Terms of Given Girsanov Quantities 51
Now |f(Y¯ )| ∗ νPt = f(Y¯ ) ∗ νPt is P -integrable for all t ≥ 0 by (2.8), so Theorem 1.21 implies
integrability of f(Y¯ ) with respect to µL−νP and that f(Y¯ )∗(µL−νP ) = f(Y¯ )∗µL−f(Y¯ )∗νP .
This yields that
Bt =
1
2
∫ t
0
β¯trs cβ¯s ds + f(Y¯ ) ∗ νPt
is the P -compensator of A, and we have E[expBt] <∞ for all t ≥ 0 by assumption. 2
If β¯ and Y¯ are deterministic and independent of time, the conditions of Proposition 2.14 are
particularly easy to verify:
Corollary 2.15 Let L be a P -Le´vy process with jump measure µL and Le´vy characteristics
(b, c,K) and let β¯ ∈ Rd be a constant and Y¯ : Rd → (0,∞) a measurable function. If∫
Rd
f(Y¯ (x)) K(dx) <∞,
then Z¯ := E(N¯) with
N¯t := β¯trLct + (Y¯ − 1) ∗ (µL − νP )t, t ≥ 0,
is a strictly positive P -martingale on [0,∞).
Proof. For β¯ and Y¯ deterministic and independent of time, (2.6) reduces to
EP
[
exp
(∫ t
0
(
1
2
β¯trs cβ¯s +
∫
Rd
f(Y¯ (s, x)) K(dx)
)
ds
)]
=
= exp
((
β¯trcβ¯ +
∫
Rd
f(Y¯ (x)) K(dx)
)
t
)
,
which is finite by assumption. 2
We now turn to the following question: Does a measure Q¯ with a density process constructed
from given quantities β¯ and Y¯ have these quantities as Girsanov quantities? If such a Q¯ exists
(as is the case if Ω = D), we have the following result.
Proposition 2.16 Let L be a P -Le´vy process with jump measure µL, P -compensator νP
and Le´vy characteristics (b, c,K) relative to a fixed truncation function h. Let β¯, Y¯ be as in
Proposition 2.14 and such that Y¯ − 1 is integrable with respect to µL − νP , and define
N¯ =
∫
β¯ dLc + (Y¯ − 1) ∗ (µL − νP ).
Suppose there is a probability measure Q¯ loc∼ P with density process ZQ¯ = E(N¯). Then β¯ and
Y¯ are the Girsanov quantities of Q¯.
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Proof. The density process of the given measure Q¯ is a strictly positive P -martingale, so
Z¯ := E(N¯) is also a strictly positive P -martingale. On the other hand, Theorem 2.2 gives us
a predictable function Yˆ ≥ 0 and a predictable process βˆ = (βˆi)1≤i≤d with
∫ t
0 βˆ
tr
s cβˆs ds <∞
and |h(x)(Yˆ (s, x)− 1)| ∗ νPt <∞, and by Corollary 2.9 we know that ZQ¯ = E(N Q¯) with
N Q¯t =
∫ t
0
βˆs dL
c
s + (Yˆ − 1) ∗ (µL − νP )t.
So since E(N Q¯) = ZQ¯ = Z¯ = E(N¯) > 0, we have N Q¯ = N¯ , or equivalently,∫ t
0
(β¯s − βˆs) dLcs = (Yˆ − Y¯ ) ∗ (µL − νP )t, t ≥ 0.
But the left-hand side above is a continuous local P -martingale and the right-hand side is a
purely discontinuous local P -martingale. So both sides vanish and we show that this implies
βˆ = β¯ and Yˆ = Y¯ .
Since
∫
(β¯− βˆ) dLc ≡ 0 is obviously a continuous local P -martingale with vanishing quadratic
variation, we have ∫ t
0
(β¯s − βˆs)trc(β¯s − βˆs) ds = 0 P -a.s. for all t ≥ 0.
Now the integrand is P -a.s. nonnegative so that
(2.9) (β¯s − βˆs)trc(β¯s − βˆs) = 0
P -a.s. for all s ≥ 0. Recall that β¯ and βˆ are chosen as in Remark 2.4, i.e. we have (Strβ)j = 0
for β ∈ {βˆ, β¯} and for j > rank(c). (S is the unique orthogonal matrix such that c = Sc˜Str,
where c˜ is the diagonal matrix of the eigenvalues of c with c˜jj = 0 for j > rank(c).) With this
in mind (2.9) is equivalent to
(β¯s − βˆs)trSc˜Str(β¯s − βˆs) = 0,
which implies (Str(β¯s − βˆs))j = 0 for j ≤ rank(c), and since (Strβˆs)j = 0 = (Strβ¯s)j for
j > rank(c) by construction, we have Str(β¯s − βˆs) = 0, and thus β¯s = βˆs P -a.s. for all s ≥ 0.
Concerning the equality of Y¯ and Yˆ , we note that M := (Yˆ − Y¯ ) ∗ (µL− νP ) ≡ 0 is a square-
integrable local P -martingale with vanishing variance process 〈M〉. From Theorem 1.22 a)
we then get for all t ≥ 0
0 = 〈M〉t = (Yˆ − Y¯ )2 ∗ νPt =
∫ t
0
∫
Rd
(Yˆ (s, x)− Y¯ (s, x))2 K(dx)ds
P -a.s., so that P -a.s. Yˆ (s, x) = Y¯ (s, x) νP -a.e. Thus β¯ and Y¯ are the Girsanov quantities of
Q¯. 2
With the help of Corollary 2.15 and Proposition 2.16 we can now construct (at least on the
Skorokhod space if we consider an infinite time horizon) locally equivalent measures which
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preserve the Le´vy structure of L: just choose β¯ and Y¯ deterministic and independent of
time. This is a converse of Girsanov’s theorem for Le´vy processes, and we state the result
as a corollary for future reference. An alternative direct construction of Q¯ is given in the
appendix, see Theorem A.9.
Corollary 2.17 Let (Ω,F) = (D([0,∞),Rd),B(D)) and L be the coordinate process on D.
Let P be a probability measure on (Ω,F) and let F = FL(P ). Suppose that L is a P -Le´vy
process and let (b, c,K) be the Le´vy characteristics of L relative to a fixed truncation function
h. Let β¯ ∈ Rd be a constant and Y¯ : Rd → (0,∞) a measurable function with∫
Rd
f(Y¯ (x)) K(dx) <∞.
Then there exists Q¯ loc∼ P with Girsanov quantities β¯, Y¯ , and L is a Q¯-Le´vy process with
Q¯-Le´vy characteristics
bQ¯,i = bi + (cβ¯)i +
∫
Rd
hi(x)(Y¯ (x)− 1) K(dx), 1 ≤ i ≤ d,
cQ¯ = c,
KQ¯(dx) = Y¯ (x) K(dx).
In the case of a finite time horizon [0, T ] with F = FT , the statement remains true for any
stochastic basis (Ω,F ,F, P ) and P -Le´vy process L, if F = FL(P ).
Proof. Corollary 2.15 yields that Z¯ = E(N¯) with N¯t := β¯trLct + (Y¯ − 1) ∗ (µL − νP )t, t ≥ 0
is a strictly positive P -martingale, so by Theorem 2.10 there exists Q¯ loc∼ P with density
process Z¯. (In the case of a finite time horizon [0, T ] define Q¯ by dQ¯ = Z¯T dP .) Then by
Proposition 2.16 β¯ and Y¯ are the Girsanov quantities of Q¯, and we get the special form of
the Q¯-Le´vy characteristics immediately from Theorem 2.2, since Y¯ and β¯ are deterministic
and independent of time and the P -characteristics of L are deterministic and linear in time.
2

Chapter 3
Preservation of the Le´vy Property
We now come to the main result of Part II. Throughout this chapter, let L be a d-dimensional
P -Le´vy process with respect to the P -augmentation of the filtration generated by L, jump
measure µL and P -Le´vy characteristics (b, c,K) relative to a fixed truncation function h.
Define νP (ds, dx) = dsK(dx) and let U be a fixed d×d-matrix. From Corollary 1.35 we know
that UL is again a Le´vy process, and the aim in this chapter is to show that L remains a Le´vy
process under the entropy-minimizing martingale measure QE(UL) for UL. For simplicity,
we write in the sequel QUx := QUx (L) for x ∈ {a, e, f, `} and QE := QE(UL). The matrix
U will be important for certain applications involving models with stochastic volatility, see
Section 4.4.
The idea is the following: We show that relative entropy of some martingale measure Q
loc¿ P
is a convex functional of its Girsanov quantities Y and β, so by Jensen’s inequality we obtain
a measure Q` with smaller relative entropy if we pass to deterministic time-independent
Girsanov quantities by averaging over ω and t. Furthermore the martingale property of L
is characterized by a linear constraint between Y and β, and is therefore preserved by this
averaging. Thus we construct for any (local) martingale measure Q ∈ QUe ∩ QUf a Le´vy
martingale measure Q` ∈ QUe ∩ QUf ∩ QU` with smaller relative entropy than Q. Hence QE ,
if it exists, must be a Le´vy martingale measure. Section 3.1 is devoted to the construction
of a measure, which preserves the Le´vy structure of L and which has smaller relative entropy
than a given measure. In Section 3.2 we show how to parametrize (local) martingale measures
in terms of Girsanov quantities. Finally in Section 3.3 we show that QE is in fact a Le´vy
martingale measure.
3.1 Improvement of Relative Entropy
In this section we show how one can construct to a given measure Q loc∼ P with finite-valued
entropy process for each t ≥ 0 a measure Q` with the following properties:
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(i) L is a Q`-Le´vy process.
(ii) It(Q`|P ) ≤ It(Q|P ).
Of course the first choice for Q` should be P itself since L is a P -Le´vy process and since
I(P |P ) = 0 ≤ I(Q|P ) for all measures Q. But since we want to find the optimal measure in
QUa we construct Q` in such a way that Q` ∈ QUa if Q ∈ QUa , which is shown in Section 3.3.
In Chapter 2 we have seen that under an absolutely continuous change of measure a P -
Le´vy process with P -characteristics (BP , CP , νP ), which are deterministic and linear in time,
becomes a Q-semimartingale with Q-characteristics (BQ, CQ, νQ) which are in general not
deterministic and linear in time any more. The change of the characteristics when we pass from
P to Q can be described by the Girsanov quantities β and Y . Since the characteristics describe
drift, volatility and jumps, the idea is to construct a measure Q` by taking deterministic and
time-independent Girsanov quantities β` and Y ` which leave BQ and νQ unchanged in the
mean. This is done by averaging the “cumulated” quantities
∫
βs ds and
∫
Y (s, x) ds. Then
the Q`-characteristics of L should be the “average” Q-characteristics.
For the following preparatory lemmas we fix some Q loc∼ P with Girsanov quantities β and Y
and It(Q|P ) <∞ for all t ≥ 0. Let Z = E(N) be the density process of Q with respect to P ,
where
Nt =
∫ t
0
βs dL
c
s + (Y − 1) ∗ (µL − νP )t
by Corollary 2.9. From Lemma 1.11 we know that Z logZ is a P -submartingale. Recall from
Lemma 2.13 that f, g : R+ → R+ with f(y) = y log y−(y−1) and g(y) = (1−√y)2 are convex
and that we have 0 ≤ g ≤ f .
Lemma 3.1 The canonical decomposition of the P -submartingale Z logZ is given by
(3.1) Z logZ = M + A
with
M =
∫
Z−(1 + logZ−) dN + (Z−f(Y )) ∗ (µL − νP )
and
A =
1
2
∫
Z−d〈N c〉+ (Z−f(Y )) ∗ νP .
Proof. By integration by parts, we have
(3.2) d(Z logZ) = Z− d(logZ) + (logZ−) dZ + d[Z, logZ].
Now Itoˆ’s formula for the explicit form of E(N) yields
logZt = Nt − 12〈N
c〉t +
∑
s≤t
(log(1 + ∆Ns)−∆Ns) ,
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where the sum is absolutely convergent for all t ≥ 0. In fact |∆Ns| > 12 only for finitely many
s ≤ t, and for |x|2 ≤ 12 we have | log(1 + x)− x| ≤ const. |x|2. Thus∑
s≤t
| log(1 + ∆Ns)−∆Ns|1l{|∆Ns|≤ 12} ≤ const.
∑
s≤t
|∆Ns|2 ≤ const. [N ]t <∞,
since [N ] is finite-valued (cf. Jacod and Shiryaev (1987), Theorem I.4.47). Furthermore, the
process D :=
∑
s (log(1 + ∆Ns)−∆Ns) is of finite variation and
logZ = N − 1
2
〈N c〉+ D.
This gives us the d(logZ)-term in (3.2).
Let us now examine the d[Z, logZ]-term in (3.2). We have dZ = Z− dN , and thus
(3.3) d[Z, logZ] = Z− d[N, logZ] = Z−
(
d[N ]− 1
2
d[N, 〈N c〉] + d[N,D]
)
.
Since 〈N c〉 is continuous, [N, 〈N c〉] vanishes, and since D is of finite variation, we have
(3.4) [N,D]t =
∑
s≤t
∆Ns∆Ds =
∑
s≤t
∆Ns (log(1 + ∆Ns)−∆Ns) .
This sum is absolutely convergent, since
∑
s≤t
|∆Ns∆Ds| =
∫ t
0
|d[N,D]s| ≤ ([N ]t) 12 ([D]t) 12
by the Kunita-Watanabe inequality. And since
∑
s≤t(∆Ns)
2 ≤ [N ]t converges as well, we can
decompose the sum in (3.4) and get
[N,D] =
∑
s
∆Ns log(1 + ∆Ns)−
∑
s
(∆Ns)2,
which at last yields
[N, logZ] = [N ]−
∑
s
(∆Ns)2 +
∑
s
∆Ns log(1 + ∆Ns)
= 〈N c〉+
∑
s
∆Ns log(1 + ∆Ns),
or in terms of (3.3)
[Z, logZ] =
∫
Z− d〈N c〉+
∑
s
Zs−∆Ns log(1 + ∆Ns).
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Putting all this together and using dZ = Z− dN , we finally get
Z logZ =
∫
Z− dN − 12
∫
Z− d〈N c〉+
∫
Z− dD +
∫
Z− logZ− dN +
+
∫
Z− d〈N c〉+
∑
s
Zs− ∆Ns log(1 + ∆Ns)
=
∫
Z−(1 + logZ−) dN +
1
2
∫
Z− d〈N c〉+
∑
s
Zs− (∆Ds + ∆Ns log(1 + ∆Ns))
=
∫
Z−(1 + logZ−) dN +
1
2
∫
Z− d〈N c〉+
∑
s
Zs− f(1 + ∆Ns).(3.5)
This is a decomposition of the P -submartingale Z logZ = M ′ + A′ + V , where
M ′ :=
∫
Z−(1 + logZ−) dN is a local P -martingale,
A′ :=
1
2
∫
Z− d〈N c〉 is continuous and increasing,
V :=
∑
s
Zs−f(1 + ∆Ns) is increasing,
since ∆Ns > −1 and f(y) ≥ 0 for y ≥ 0. However, V is not predictable so that (3.5) is not
the canonical decomposition. So let us further decompose V into a local P -martingale and a
predictable process of finite variation. We can write
V = Z logZ −M ′ −A′,
where all terms on the right-hand side are locally P -integrable: Z logZ since It(Q|P ) < ∞
for all t ≥ 0, M ′ because it is a local P -martingale, and A′ because it is continuous. On the
other hand, ∆Ns = (Y (s,∆Ls)− 1)1l{∆Ls 6=0} so that Y (s, 0) = 1 yields
f(1 + ∆Ns) = f(Y (s,∆Ls))1l{∆Ls 6=0}.
This in turn gives
V = (Z−f(Y )) ∗ µL = |Z−f(Y )| ∗ µL,
since Z−f(Y ) ≥ 0. Now U is locally P -integrable, so Theorem 1.21 implies that
(Z−f(Y )) ∗ µL = (Z−f(Y )) ∗ (µL − νP ) + (Z−f(Y )) ∗ νP .
So altogether we have
Z logZ =
(
M ′ + (Z−f(Y )) ∗ (µL − νP )
)
+
(
A′ + (Z−f(Y )) ∗ νP
)
,
and this in fact is the canonical decomposition since the first term is a local P -martingale and
the second term is predictable and of finite variation. 2
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Lemma 3.2 Let A = 12
∫
Z−d〈N c〉 + (Z−f(Y )) ∗ νP =: A′ + A′′ be the predictable process
of finite variation from the canonical decomposition (3.1) of Z logZ. Then A′t and A′′t are
P -integrable for all t ≥ 0.
Proof. We show that At is P -integrable for some arbitrary but fixed t ≥ 0. Then the claim
follows from the nonnegativity of A′ and A′′.
Now Z logZ is a P -submartingale, and for any fixed t, the family
{Zτ logZτ | τ ≤ t is an F-stopping time}
is uniformly integrable since
−e−1 ≤ Zτ logZτ ≤ EP [Zt logZt | Fτ ]
and Zt logZt ∈ L1(P ) since It(Q|P ) < ∞. Thus (Z logZ)t is a submartingale of class (D),
and therefore the increasing process of its Doob-Meyer decomposition is integrable with re-
spect to P . But the uniqueness of the decomposition yields (Z logZ)t = M t + At, hence
EP [At] = EP [At∞] <∞. 2
Lemma 3.3 a) The following random variables are Q-integrable for each t ≥ 0:
(i)
∫ t
0
βtrs cβs ds
(ii)
∫ t
0
|βis| ds for 1 ≤ i ≤ d
(iii) f(Y ) ∗ νPt
(iv)
∫ t
0
Y (s, x) ds for x ∈ suppK.
b) The entropy process of Q with respect to P is given by
It(Q|P ) = EQ
[
1
2
∫ t
0
(βs)trcβs ds + f(Y ) ∗ νPt
]
.
Proof. a) Fix some arbitrary t ≥ 0.
(i) From Lemma 3.2 we know that A′t =
1
2
∫ t
0 Zs− d〈N c〉s ∈ L1(P ). Now, Dellacherie and
Meyer (1980), The´ore`me VI.61 yields
EP
[∫ t
0
Zs− d〈N c〉s
]
= EP [Zt〈N c〉t] = EQ [〈N c〉t]
so that we get ∫ t
0
βtrs cβs ds = 〈N c〉t ∈ L1(Q).
(Note that 〈N c〉 is the quadratic variation of the continuous P -martingale part of N .)
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(ii) Let r = rank(c) and λj be the eigenvalues of c, numbered such that λj = 0 exactly for
r < j ≤ d. Choose β as in Remark 2.4, i.e. βs = Sγs with γjs = 0 for r < j ≤ d and S
orthogonal such that c = Sc˜Str for a diagonal matrix c˜ with c˜jj = λj . Then
βtrs cβs = (S
trβs)trc˜(Strβ) = γtrs c˜γs =
r∑
j=1
λj |γjs |2
and βis =
∑r
j=1 S
ijγjs so that
∫ t
0
|βis| ds =
∫ t
0
∣∣∣∣∣∣
r∑
j=1
Sijγjs
∣∣∣∣∣∣ ds ≤
r∑
j=1
∣∣Sij∣∣ ∫ t
0
|γjs | ds.
Hence it suffices to show that
∫ t
0 |γjs | ds is Q-integrable. In fact,(
EQ
[
1
t
∫ t
0
|γis| ds
])2
≤ EQ
[(
1
t
∫ t
0
|γis| ds
)2]
≤ EQ
[
1
t
∫ t
0
|γis|2 ds
]
≤ const. EQ
∫ t
0
r∑
j=1
λj |γjs |2 ds

= const. EQ
[∫ t
0
βtrs cβs ds
]
which is finite by (i). Furthermore
∣∣∣∫ T0 βs ds∣∣∣ ≤ ∫ T0 |βs| ds, so ∫ T0 βs ds is also Q-integrable.
(iii) Again from Lemma 3.2, we have A′′t = (Z−f(Y )) ∗ νPt ∈ L1(P ), and as above, using
Dellacherie and Meyer (1980), The´ore`me VI.61, we get
EP [(Z−f(Y )) ∗ νPt ] = EP
[∫ t
0
Zs−
∫
Rd
f(Y (s, x)) K(dx)ds
]
= EP
[
Zt
∫ t
0
∫
Rd
f(Y (s, x)) K(dx)ds
]
= EQ
[
f(Y ) ∗ νPt
]
,
and thus f(Y ) ∗ νPt ∈ L1(Q).
(iv) From (iii) we know that EQ
[
f(Y ) ∗ νPt
]
= EQ
[∫
Rd×[0,t] f(Y (s, x)) dsK(dx)
]
< ∞, so
with Fubini’s theorem we get for x ∈ suppK
EQ
[∫ t
0
f(Y (s, x)) ds
]
<∞.
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Since f is convex, we get by first using Jensen’s inequality for Q and then for the uniform
distribution on [0, t] that
f
(
EQ
[
1
t
∫ t
0
Y (s, x) ds
])
≤ EQ
[
f
(
1
t
∫ t
0
Y (s, x) ds
)]
≤ EQ
[
1
t
∫ t
0
f(Y (s, x)) ds
]
<∞.
Finally f(y) <∞ implies y <∞, hence the claim.
b) Concerning the explicit form of the entropy process, we note that by Lemma 3.1 the
canonical decomposition of the P -submartingale Z logZ is given by
Z logZ = M + A = M +
1
2
∫
Z− d〈N c〉+ (Z−f(Y )) ∗ νP .
Now for fixed t ≥ 0 we have already seen that the stopped submartingale (Z logZ)t is of
class (D), so that M t is a uniformly integrable P -martingale, and thus
It(Q|P ) = EP [Zt logZt] = EP [At] = EQ
[
1
2
∫ t
0
(βs)trcβs ds + f(Y ) ∗ νPt
]
from a) (i) and (iii) and the proofs thereof. 2
We are now in a position to state the main result of this section: To any locally equivalent
measure Q for L with finite-valued entropy process we can construct a “better” measure Q`
which leaves the characteristics of L unchanged in the mean and under which L is a Le´vy
process. Here “better” is meant in the sense that Q` has smaller relative entropy than Q
as seen in the next proposition. In order to distinguish between Q and Q` we denote in the
sequel the Girsanov quantities of Q with respect to P by βQ and Y Q.
Theorem 3.4 Let T > 0 be fixed and Q loc∼ P with IT (Q|P ) <∞. Define
Y `(x) =
1
T
EQ
[∫ T
0
Y Q(s, x) ds
]
, x ∈ suppK,
β`,i =
1
T
EQ
[∫ T
0
βQ,is ds
]
, 1 ≤ i ≤ d.
a) There exists a probability measure Q` ∼ P on FT with Girsanov quantities β` and Y `,
which satisfies IT (Q`|P ) ≤ IT (Q|P ), and such that the restriction of L to the interval
[0, T ] is a Q`-Le´vy process.
b) Let (Ω,F) = (D([0,∞),Rd),B(D)) and L be the coordinate process on D and set
F = FL(P ). Then there exists Q` loc∼ P with Girsanov quantities β` and Y `, which
satisfies IT (Q`|P ) ≤ IT (Q|P ), and such that L is a Q`-Le´vy process on the interval
[0,∞).
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c) Let Q` be constructed as above. Then IT (Q`|P ) = IT (Q|P ) if and only if βQ = β` and
Y Q(., x) = Y `(x) P ⊗ λ[0,T ]-a.s. for all x ∈ suppK, where λ[0,T ] denotes the Lebesgue
measure on ([0, T ],B([0, T ])) (i.e. if and only if L is a Q-Le´vy process on [0, T ]).
Proof. Note that β` and Y ` are well-defined thanks to (the proof of) Lemma 3.3 a). If we
show that
∫
f(Y `(x)) K(dx) < ∞, Corollary 2.17 yields the existence of a measure Q` ∼ P
on FT (or Q` loc∼ P in the case where Ω = D) with Girsanov quantities β` and Y ` under which
L is a Le´vy process on [0, T ] (or on [0,∞) in the case where Ω = D).
Since f is convex, using twice Jensen’s inequality and then Fubini’s theorem gives∫
Rd
f(Y `(x)) K(dx) =
∫
Rd
f
(
EQ
[
1
T
∫ T
0
Y Q(s, x) ds
])
K(dx)
≤
∫
Rd
EQ
[
1
T
∫ T
0
f(Y Q(s, x)) ds
]
K(dx)
=
1
T
EQ
[
f(Y Q) ∗ νPT
]
<∞
by Lemma 3.3 a).
Concerning the improvement of relative entropy we know from Lemma 3.3 b) that I(R|P ) is
given by
I(R|P ) = ER
[
1
2
∫ T
0
(βRs )
trcβRs ds + f(Y
R) ∗ νPT
]
,
for R ∈ {Q,Q`}. We show that
(i) EQ
[∫ T
0 (β
Q
s )trcβ
Q
s ds
]
≥ EQ`
[∫ T
0 (β
`)trcβ` ds
]
= T (β`)trcβ`,
(ii) EQ
[
f(Y Q) ∗ νPT
] ≥ EQ` [f(Y `) ∗ νPT ] = T ∫Rd f(Y `(x)) K(dx),
with equality if and only if βQ = β` and Y Q(., x) = Y `(., x) P ⊗ λ[0,T ]-a.s. for all x ∈ suppK.
We start with (ii). Since f is convex, we have by Jensen’s inequality and Fubini’s theorem
EQ
[
f(Y Q) ∗ νPT
]
= T EQ
[∫
Rd
1
T
∫ T
0
f(Y Q(s, x)) dsK(dx)
]
≥ T EQ
[∫
Rd
f
(
1
T
∫ T
0
Y Q(s, x) ds
)
K(dx)
]
≥ T
∫
Rd
f
(
EQ
[
1
T
∫ T
0
Y Q(s, x) ds
])
K(dx)
= T
∫
Rd
f(Y `(x)) K(dx)
= f(Y `) ∗ νPT
= EQ`
[
f(Y `) ∗ νPT
]
,
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with equality if and only if Y Q(., x) = Y `(., x) P⊗λ[0,T ]-a.s. for all x ∈ suppK by Lemma C.6.
Let us now show (i). With the notation of Remark 2.4 we have
(βQs )
trcβQs = (β
Q
s )
trSc˜StrβQs = |γ˜s|2
with γ˜s =
√
c˜γ =
√
c˜StrβQs and
(√
c˜
)ij
=
√
c˜ij . By Jensen’s inequality for the uniform
distribution on [0, T ] we have 1T
∫ T
0 |γ˜s|2 ds ≥
∣∣∣ 1T ∫ T0 γ˜s ds∣∣∣2, which implies
EQ
[
1
T
∫ T
0
(βQs )
trcβQs ds
]
= EQ
[
1
T
∫ T
0
|γ˜s|2 ds
]
≥ EQ
[∣∣∣∣ 1T
∫ T
0
γ˜s ds
∣∣∣∣2
]
≥
∣∣∣∣ 1T EQ
[∫ T
0
γ˜s ds
]∣∣∣∣2 ,
with equality if and only if γ˜ is constant P ⊗ λ[0,T ]-a.s. (which is the case if and only if βQ is
so) by Lemma C.6. Note that the last estimate uses Jensen’s inequality with respect to Q for
the d coordinates. However we have
1
T
EQ
[∫ T
0
γ˜s ds
]
=
1
T
EQ
[∫ T
0
√
c˜StrβQs ds
]
=
√
c˜Str
1
T
EQ
[∫ T
0
βQs ds
]
=
√
c˜Strβ`,
and thus ∣∣∣∣ 1T EQ
[∫ T
0
γ˜s ds
]∣∣∣∣2 = (β`)trSc˜Strβ` = (β`)trcβ`.
So altogether we have
EQ
[∫ T
0
(βQs )
trcβQs ds
]
≥ T (β`)trcβ`,
with equality if and only if βQ = β` P ⊗ λ[0,T ]-a.s., hence (i) is proved. 2
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Intuitively, a measure Q
loc¿ P can be described via two quantities β and Y that determine
the Q-characteristics of L from those under P as seen in Chapter 2. If L should be a local
Q-martingale, we know from Corollary 1.33 that BQ + (x − h(x)) ∗ µL must be a local Q-
martingale, where BQ is the first Q-characteristic of L. This gives us a relation between β
and Y . Hence a martingale measure for L should be determined by a single quantity Y , and
in the case where L is a Q-Le´vy process, this should further reduce to a non-random function.
Let us now make these ideas more precise. Recall that U is a fixed d × d-matrix and Uh is
defined by
Uh(x) = Uh(x)− h(Ux), x ∈ Rd.
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We see from Lemma C.3 that
∫
Rd |Uh(x)| K(dx) < ∞ (take Y ≡ 1 there), and that
EQ[|Uh|Y ∗ νPt ] < ∞ whenever EQ[f(Y ) ∗ νPt ] < ∞, which is the case if the entropy pro-
cess of Q with respect to P is finite-valued, cf. Lemma 3.3 b). Also note that we are actually
looking for conditions on β and Y for UL to be a local Q-martingale.
Lemma 3.5 Let Q
loc¿ P with Girsanov quantities β and Y and EQ[f(Y ) ∗ νPt ] < ∞ for all
t ≥ 0. Then
a) |Ux− h(Ux)|Y ∗ νPt <∞ Q-a.s. if and only if |U(xY − h)| ∗ νPt <∞ Q-a.s.
b) |Ux− h(Ux)|Y ∗ νPt is Q-integrable if and only if |U(xY − h)| ∗ νPt is Q-integrable.
Proof. By the triangular inequality we have
(3.6) |Ux− h(Ux)|Y ≤ |U(xY − h)|+ |Uh · (1− Y )|+ |Uh(x)− h(Ux)|Y
and
(3.7) |U(xY − h)| ≤ |Ux− h(Ux)|Y + |Uh · (1− Y )|+ |Uh(x)− h(Ux)|Y.
Now |Uh(x)− h(Ux)|Y ∗ νPt ≤ const.(t + f(Y ) ∗ νPt ) by Lemma C.3 and also
|Uh · (1− Y )| ∗ νPt = |Uh · (Y − 1)| ∗ νPt ≤ const. |h · (Y − 1)| ∗ νPt ≤ const.(t + f(Y ) ∗ νPt )
by Lemma C.5. So the last two terms on the right hand side in (3.6) and (3.7) are Q-integrable
by assumption and thus Q-a.s. finite. This yields the claim. 2
Lemma 3.6 Let Q
loc¿ P with Girsanov quantities β and Y and EQ[f(Y ) ∗ νPt ] < ∞ for all
t ≥ 0. Suppose one of the following two conditions holds:
(i) UL is a local Q-martingale,
(ii) |U(xY − h)| ∗ νPt <∞ Q-a.s. for all t ≥ 0.
Then |Ux− h(Ux)| ∗ µL is locally Q-integrable.
Proof. (i) Let UL be a local Q-martingale. Then UL is a special semimartingale under
Q and by the fact that |Ux − h(Ux)| ≤ const.(|x|2 ∧ |x|) we get local Q-integrability of
|Ux− h(Ux)| ∗ νQ (and thus of |Ux− h(Ux)| ∗ µL) by Proposition 1.30.
(ii) Note that by Lemma 3.5 a) finiteness of |U(xY − h)| ∗ νP is equivalent to finiteness of
|Ux− h(Ux)|Y ∗ νP . Then |Ux− h(Ux)| ∗ νQ = |Ux− h(Ux)| Y ∗ νP is Q-a.s. finite-valued
and continuous (recall νP (ds, dx) = dsK(dx)) and thus locally Q-integrable. However, this is
equivalent to |Ux− h(Ux)| ∗ µL being locally Q-integrable; see Theorem 1.21. 2
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Proposition 3.7 Let L be a P -Le´vy process with P -Le´vy characteristics (b, c,K) relative
to some truncation function h. Let Q
loc¿ P with Girsanov quantities β and Y and sup-
pose EQ[f(Y ) ∗ νPt ] < ∞ for all t ≥ 0. Then UL is a local Q-martingale if and only if
|U(x Y (s, x)− h(x))| ∗ νPt <∞ and
(3.8) U
(
b + cβt +
∫
Rd
(x Y (t, x)− h(x)) K(dx)
)
= 0
Q-a.s. for all t ≥ 0.
Definition 3.8 Condition (3.8) is called the martingale condition for UL. 3
Note that the martingale condition is independent of the choice of the truncation function. In
fact, if we replace h in the definition of the characteristics by some other truncation function
h′, then b is replaced by b′ = b − ∫Rd(h(x) − h′(x)) K(dx) (cf. Jacod and Shiryaev (1987),
Proposition II.2.24), so that (3.8) holds with (b′, c,K) relative to h′.
Proof of Proposition 3.7. From Corollary 1.33 we know that a necessary and sufficient
condition for the semimartingale UL with P -characteristics (B˜, C˜, ν˜P ) relative to h to be a
local Q-martingale is that B˜Q + (x − h(x)) ∗ µUL be a local Q-martingale. By Theorem 2.2
the Q-characteristics of L are
BQt = bt +
∫ t
0
cβs ds + (h · (Y − 1)) ∗ νPt
CQt = ct
νQ(ds, dx) = Y (s, x) νP (ds, dx)
and by Theorem 1.34 the Q-characteristics of UL are
B˜Qt = UB
Q
t − Uh ∗ νQt
C˜Qt = UC
Q
t U
tr
ν˜Q(A1 ×A2) = νQ
(
A1 × U−1(A2 \ {0}
)
, A1 ∈ B(R+), A2 ∈ B(Rd).
With this the first Q-characteristic of UL is given by
B˜Qt = Ubt +
∫ t
0
Ucβs ds + (Uh · (Y − 1)) ∗ νPt − Uh ∗ νQt
= Ubt +
∫ t
0
Ucβs ds + (Uh · (Y − 1)− UhY ) ∗ νPt .
We define the process M˜ by
M˜t := B˜
Q
t + (x− h(x)) ∗ µULt
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so that UL is a local Q-martingale if and only if M˜ is a local Q-martingale by Corollary 1.33.
Note that
(x− h(x)) ∗ µULt = (Ux− h(Ux))1l{|Ux|6=0} ∗ µLt = (Ux− h(Ux)) ∗ µLt ,
and thus if |Ux− h(Ux)| ∗ µLt is locally Q-integrable, we can write
(x− h(x)) ∗ µUL = (Ux− h(Ux)) ∗ (µL − νQ) + (Ux− h(Ux)) ∗ νQ.
Using νQ(ds, dx) = Y (s, x) νP (ds, dx) = Y (s, x) dsK(dx) (recall that L is a P -Le´vy process)
we then get
M˜t = Ubt +
∫ t
0
Ucβs ds + (Uh · (Y − 1)− UhY ) ∗ νPt + (Ux− h(Ux)) ∗ (µL − νQ)t
+(Ux− h(Ux)) ∗ νQt
=
(
Uh(x)(Y (s, x)− 1)− Uh(x)Y (s, x) + (Ux− h(Ux))Y (s, x)
)
∗ νPt + Ubt
+
∫ t
0
Ucβs ds + (Ux− h(Ux)) ∗ (µL − νQ)t
=
∫ t
0
∫
Rd
(U(xY (s, x)− h(x))) K(dx)ds + Ubt +
∫ t
0
Ucβs ds
+(Ux− h(Ux)) ∗ (µL − νQ)t
=:
∫ t
0
m˜s ds + (Ux− h(Ux)) ∗ (µL − νQ)t.
Observe that m˜t = 0 Q-a.s. for all t ≥ 0 is just condition (3.8).
Now suppose UL is a local Q-martingale. Then |Ux− h(Ux)| ∗ µL is locally Q-integrable by
Lemma 3.6 and thus finite-valued. This implies |U(xY −h)|∗νPt <∞ Q-a.s. by Lemma 3.5 a).
Furthermore M˜ =
∫
m˜s ds+(Ux−h(Ux))∗(µL−νQ) is a local Q-martingale. Thus
∫
m˜s ds is
a continuous local Q-martingale of finite variation and thus
∫
m˜s ds ≡ 0 Q-a.s., which implies
m˜ ≡ 0 Q-a.s.
To show the other direction, suppose |U(xY − h)| ∗ νPt < ∞ and that (3.8) is satisfied.
|U(xY −h)|∗νPt <∞ implies that |Ux−h(Ux)|∗µL is locally Q-integrable by Lemma 3.6, and
thus M˜ =
∫
m˜s ds+(Ux−h(Ux))∗(µL−νQ). Then (3.8) yields M˜ = (Ux−h(Ux))∗(µL−νQ)
which is a local Q-martingale by Theorem 1.21. Hence UL is a local Q-martingale. 2
Remark 3.9 Note that if U and c are regular, then (3.8) is equivalent to
βt = −c−1
(
b +
∫
Rd
(x Y (t, x)− h(x)) K(dx)
)
Q-a.s. for all t ≥ 0,
where the integral is to be read componentwise. 3
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Proposition 3.7 gives us a “parametrization” of the set QUa of absolutely continuous local
martingale measures for UL in terms of Y . In the case where U is regular, β is then determined
via the martingale condition (if c is not regular, choose the nice version of β as in Remark 2.4).
Again “parametrization” is meant in the sense that for a given martingale measure Q for L
we get Girsanov quantities β and Y . However note the result of Corollary 2.17, where we have
constructed Q¯ loc∼ P from given quantities β¯ and Y¯ under the sole condition that β¯ and Y¯ be
deterministic and independent of time and that Y¯ satisfies
∫
f(Y¯ (x)) K(dx) <∞. In the case
of deterministic quantities, this is equivalent to finite relative entropy. Obviously if β¯ and Y¯
are chosen such that in addition the martingale condition for UL holds, such a measure Q¯ is
a Le´vy martingale measure for UL. So such quantities parametrize exactly the set QUf ∩ QU`
of all Le´vy martingale measures for UL with finite relative entropy.
Example 3.10 Here we show how one can construct Le´vy martingale measures in a canonical
way, if U and c are regular. So let L be a P -Le´vy process with P -Le´vy-characteristics (b, c,K).
We define the deterministic and time-independent function
Y (x) := 1l{|x|≤1} +
1
|x|1l{|x|>1}.
In order to construct the Le´vy martingale measure Q we need β so that β and Y satisfy the
martingale condition. We have∫
Rd
|xY (x)− h(x)| K(dx)
≤
∫
Rd
|xY (x)− h0(x)| K(dx) +
∫
Rd
|h0 − h(x)| K(dx)
=
∫
{|x|≤1}
|x− h0(x)| K(dx) +
∫
{|x|>1}
K(dx) +
∫
Rd
|h0 − h(x)| K(dx)
which is finite by Lemma C.1 and the fact that K integrates |x|2 ∧ 1. So we can define β by
β := −c−1
(
b +
∫
Rd
(xY (x)− h(x)) K(dx)
)
.
Note that f
(
1
|x|
)
= 1− 1+log |x||x| < 1 for |x| > 1, so that∫
Rd
f(Y (x)) K(dx) =
∫
{|x|>1}
f
(
1
|x|
)
K(dx) ≤ K({|x| > 1}) <∞.
So by Corollary 2.17 there exists (on the path space or for a finite time horizon) a measure Q¯
with finite relative entropy, Girsanov quantities β and Y and density process Z = E(N) with
N = βLc + (Y − 1) ∗ (µL − νP ) under which UL is a Le´vy process. Note that β was chosen
such that Q is a martingale measure by Proposition 3.7. 3
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3.3 Preservation of the Le´vy Property
We now come to the main result of this chapter. We have seen how to reduce the relative
entropy of a measure Q by choosing a “better” measure Q` which preserves the P -Le´vy
property of L. In Theorem 3.4 Q` was constructed in such a way that the Q`-characteristics
are the “average” Q-characteristics of L so that UL ought to remain a (local) martingale under
Q` if it is a local martingale under Q. The natural approach to show that the martingale
condition holds for the new measure Q` is to interchange integration with respect to P with the
integration with respect to K(dx)ds as seen in the proof of the next proposition. However this
involves Fubini’s theorem which requires that the functions under consideration are integrable
with respect to the product measure P ⊗K⊗λ[0,T ], and there is no reason why this should be
the case in general. So we can prove that the martingale condition for Q` holds only if the big
jumps of UL are Q-integrable. To make this precise, recall that by Lemma 3.5 |U(xY −h)|∗νPt
is Q-integrable if and only if |Ux− h(Ux)|Y ∗ νPt is Q-integrable, and let us define a new set
of martingale measures.
Definition 3.11 Let X be a semimartingale. We set
QUint(X) :=
{
Q ∈ QUa (X)
∣∣∣ EQ [|Ux− h(Ux)| ∗ νQt ] <∞ for all t ≥ 0} ,
where νQ is the Q-compensator of the jump measure of X. 3
Proposition 3.12 Let Q ∈ QUe ∩ QUf ∩ QUint with Girsanov quantities β and Y . Then the
measure Q` constructed from Q in Theorem 3.4 b) is in QUe ∩QUf ∩QU` .
Proof. Let β`, Y ` be the Girsanov quantities of Q`. From Theorem 3.4 we know that Q` loc∼ P ,
that L is a Q`-Le´vy process and that IT (Q`|P ) < ∞ for some T > 0. Since the Girsanov
quantities of Q` are deterministic and independent of time, the entropy process is a linear
function in t, so It(Q`|P ) < ∞ for all t ≥ 0. It remains to be shown that UL is a local Q`-
martingale. By Proposition 3.7 we need to show that
∫
Rd
∣∣U (xY `(x)− h(x))∣∣ K(dx) < ∞
and that the martingale condition for UL is satisfied by β` and Y `.
Note that EQ
[|U(xY (s, x)− h(x))| ∗ νPT ] <∞ for Q ∈ QUe ∩QUf ∩QUint by Lemma 3.5 b), so
we get by Fubini’s theorem and Jensen’s inequality∫
Rd
∣∣∣U (xY `(x)− h(x))∣∣∣ K(dx) = ∫
Rd
∣∣∣∣U (xEQ [ 1T
∫ T
0
Y (s, x) ds
]
− h(x)
)∣∣∣∣ K(dx)
=
∫
Rd
∣∣∣∣EQ [ 1T
∫ T
0
U(xY (s, x)− h(x)) ds
]∣∣∣∣ K(dx)
≤ 1
T
EQ
[|U(xY (s, x)− h(x))| ∗ νPT ] <∞.
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It remains to show that the martingale condition for UL holds for β` and Y `. By Fubini’s
theorem we have
U
(
b + cβ` +
∫
Rd
(
xY `(x)− h(x)
)
K(dx)
)
= U
(
b + cEQ
[
1
T
∫ T
0
βs ds
]
+
∫
Rd
(
xEQ
[
1
T
∫ T
0
Y (s, x) ds
]
− h(x)
)
K(dx)
)
=
1
T
EQ
[∫ T
0
U
(
b + cβs +
∫
Rd
(xY (s, x)− h(x)) K(dx)
)
ds
]
= 0
since β and Y satisfy the martingale condition for UL. 2
If Q is not in QUint, we do not know if the measure Q` as constructed in Theorem 3.4 preserves
the local martingale property of UL if UL is a local Q-martingale. But nevertheless we should
like to show that the P -Le´vy property is preserved under the minimal entropy martingale
measure for UL. The key for this is Proposition 3.16 which shows that QUe ∩ QUf ∩ QUint is
“dense” in QUe ∩ QUf in the sense of convergence in entropy. The idea of the overall proof
is then as follows. We first approximate a local martingale measure Q (not necessarily in
QUint) in the sense of convergence in entropy by a sequence (Qn)n∈N in QUint. Then we show in
Proposition 3.17 that the corresponding measures Qn,` from Theorem 3.4 converge in entropy
to Q`. If we then suppose that the entropy-minimizing martingale measure QE is not a Le´vy
martingale measure, then It(QE,`|P ) < It(QE |P ) for some t ≥ 0, so for n sufficiently large,
the Le´vy martingale measure (QE)n,` has smaller relative entropy than QE , a contradiction.
This procedure relates to Kabanov and Stricker (2001) who show that the set of local martin-
gale measures with bounded densities is dense in Qe in the sense of convergence in variation
by a similar construction. Note, however, that convergence in variation of Qn to Q in general
does not imply convergence of the relative entropies.
The first lemmas show how to find the sequence (Qn)n∈N in QUint. The idea here is that
Q ∈ QUe is “locally” in QUe ∩ QUint in the sense that |Ux− h(Ux)| ∗ νQ is locally Q-integrable
by Lemma 3.6. So for n ∈ N we let Qn = Q on Fτn , where (τn)n∈N is the localizing sequence
for the Q-integrability of |Ux− h(Ux)| ∗ νQ, and Qn = Q¯ “after” τn for some Q¯ ∈ QU` . Note
that QU` ⊆ QUint; in fact |Ux− h(Ux)| ∗ νQ¯ is deterministic and linear in time for Q¯ ∈ QU` , so
that local integrability implies integrability in this case.
We start with the following lemma which states that the set of strictly positive martingales
is stable under concatenation, see also Kabanov and Stricker (2002), Section 4.
Lemma 3.13 Let Z and Z¯ be two strictly positive martingales and τ a stopping time with
τ <∞ P -a.s. Define
Zˆt = Zt1lJ0,τK + Zτ
Z¯τ
Z¯t1lKτ,∞J.
Then Zˆ is a strictly positive martingale.
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Proof. Positivity of Zˆ is immediate. We show E[Zˆσ] = E[Zˆ0] = 1 for every bounded
stopping time σ. So let σ be bounded by some T < ∞. Then ZT and Z¯T are uniformly
integrable martingales, and we have by the optional sampling theorem E[XTσ |Fτ ] = XTσ∧τ for
X ∈ {Z, Z¯}. Note further that XTσ = Xσ for X ∈ {Z, Z¯} and that {σ ≤ τ} is Fτ -measurable.
Thus we get
E
[
Zˆσ
]
= E
[
Zσ1l{σ≤τ} +
Zτ
Z¯τ
Z¯σ1l{σ>τ}
]
= E
[
ZTσ 1l{σ≤τ} +
Zτ
Z¯τ
Z¯Tσ 1l{σ>τ}
]
= E
[
E
[
ZTσ |Fτ
]
1l{σ≤τ} +
Zτ
Z¯τ
E
[
Z¯Tσ |Fτ
]
1l{σ>τ}
]
= E
[
ZTσ∧τ1l{σ≤τ} +
Zτ
Z¯τ
Z¯Tσ∧τ1l{σ>τ}
]
= E
[
ZTσ 1l{σ≤τ} + Z
T
τ 1l{σ>τ}
]
= E
[
ZTσ∧τ
]
= 1,
since ZT is a uniformly integrable martingale. 2
Next we show how the concatenation of two stochastic exponentials carries over to their
exponents. This will be helpful to construct a “concatenation” of probability measures for
given Girsanov quantities.
Lemma 3.14 Let Z, Z¯, τ and Zˆ be as above and suppose Z = E(N), Z¯ = E(N¯) for some local
martingales N, N¯ . Then Zˆ = E(Nˆ), where
Nˆt := N τt + N¯t − N¯ τt .
Proof. We show that Zˆ = 1 +
∫
Zˆ− dNˆ . Note that Zˆt− = Zt−1lJ0,τK + ZτZ¯τ Z¯t−1lKτ,∞J. We have∫ t
0
Zˆs− dNˆs =
∫ t
0
Zs−1lJ0,τK dNˆs + Zτ
Z¯τ
∫ t
0
Z¯s−1lKτ,∞J dNˆs
=
∫ t
0
Zs− dNˆ τs +
Zτ
Z¯τ
(∫ t
0
Z¯s− dNˆs −
∫ t
0
Z¯s− dNˆ τs
)
.
Now Nˆ τ = N τ , so we get for the first term∫ t
0
Zs− dNˆ τs =
∫ t
0
Zs− dN τs =
(∫
Z− dN
)τ
t
= Zt∧τ − 1 = Zt1lJ0,τK + Zτ1lKτ,∞J − 1,
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whereas in the second term linearity of the stochastic integral in the integrator argument
yields∫ t
0
Z¯s− dNˆs −
∫ t
0
Z¯s− dNˆ τs =
∫ t
0
Z¯s− dN τs +
∫ t
0
Z¯s− dN¯s −
∫ t
0
Z¯s− dN¯ τs −
∫ t
0
Z¯s− dN τs
= (Z¯t − 1)− (Z¯t∧τ − 1)
= Z¯t − Z¯t1lJ0,τK − Z¯τ1lKτ,∞J.
So altogether we have∫ t
0
Zˆs− dNˆs = Zt1lJ0,τK + Zτ1lKτ,∞J − 1 + Zτ
Z¯τ
(
Z¯t − Z¯t1lJ0,τK − Z¯τ1lKτ,∞J)
= Zt1lJ0,τK + Zτ
Z¯τ
Z¯t1lKτ,∞J − 1
= Zˆt − 1,
hence the claim. 2
The following arguments use the results from Section 2.3 concerning the construction of locally
equivalent measures from given Girsanov quantities. In the case of an infinite time horizon the
results can be stated only for the path space, so let (Ω,F) = (D,B(D)) and P be a measure
on (D,B(D)) such that the coordinate process on D, denoted by L, is a P -Le´vy process.
All results can also be stated for a finite time horizon [0, T ]. In this case (Ω,F , P ) may be
arbitrary and L is a P -Le´vy process on [0, T ]. Note that in both cases we assume F = FL(P )
to be the P -augmentation of the filtration generated by L.
Lemma 3.15 Let Q, Q¯ loc∼ P with Girsanov quantities (β, Y ) and (β¯, Y¯ ), respectively. Then
for every P -a.s. finite stopping time τ there exists a measure Qˆ loc∼ P with Girsanov quantities
βˆ = β1lJ0,τK + β¯1lKτ,∞J,
Yˆ = Y 1lJ0,τK + Y¯ 1lKτ,∞J.
Proof. Let Z and Z¯ be the density processes of Q and Q¯. Then Lemma 3.13 yields that
Zˆ = Z1lJ0,τK + ZτZ¯τ Z¯1lKτ,∞J is a P -martingale, which is strictly positive if Z and Z¯ are. So by
Theorem 2.10 there exists Qˆ loc∼ P with density process Zˆ. From Corollary 2.9 we know that
Z and Z¯ are given by Z = E(N) and Z¯ = E(N¯) with N = ∫ βdLc + (Y − 1) ∗ (µL − νP )
and N¯ =
∫
β¯ dLc + (Y¯ − 1) ∗ (µL − νP ), so by Lemma 3.14 we know that Zˆ = E(Nˆ) with
Nˆ = N τ + N¯ − N¯ τ .
We define the quantities β′ and Y ′ by
β′s(ω) = βs(ω)1lJ0,τK(ω, s) + β¯s(ω)1lKτ,∞J(ω, s),
Y ′(ω; s, x) = Y (ω; s, x)1lJ0,τK(ω, s) + Y¯ (ω; s, x)1lKτ,∞J(ω, s).
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Since Y and Y¯ are predictable functions and since 1lJ0,τK is predictable, Y ′ is a predictable
function, and with the same argument β′ is a predictable process. Furthermore,(
1−
√
Y ′
)2 ∗ νPt = (1−√Y )2 1lJ0,τK ∗ νPt + (1−√Y¯ )2 1lKτ,∞J ∗ νPt
≤
(
1−
√
Y
)2 ∗ νPt + (1−√Y¯ )2 ∗ νPt
which is locally P -integrable since Y −1 and Y¯ −1 are integrable with respect to µL−νP . So
by Theorem 1.22 c) Y ′− 1 is integrable with respect to µL− νP . We define the process N ′ by
N ′t =
∫ t
0
β′s dL
c
s + (Y
′ − 1) ∗ (µL − νP )t
=
∫ t
0
βs1lJ0,τK dLcs + (Y − 1)1lJ0,τK ∗ (µL − νP )t +
∫ t
0
β¯s dL
c
s + (Y¯ − 1) ∗ (µL − νP )t
−
∫ t
0
β¯s1lJ0,τK dLcs − (Y¯ − 1)1lJ0,τK ∗ (µL − νP )t
= N τt + N¯t − N¯ τt
= Nˆt,
and we see that Zˆ = E(N ′), so β′ and Y ′ are the Girsanov quantities of Qˆ by Proposition 2.16.
2
We are now in a position to show that QUe ∩QUf ∩QUint is “dense” in QUe ∩QUf in the sense of
convergence in entropy. Recall, however, that convergence in entropy is not compatible with
convergence of probability measures in a classical way in that it does not induce a topology
on {Q loc¿ P}, so we put “dense” in quotation marks.
Proposition 3.16 Let Q ∈ QUe ∩ QUf and suppose QUe ∩ QUf ∩ QU` 6= ∅. Then there exists a
sequence (Qn)n∈N in QUe ∩QUf ∩QUint with It(Qn|P )
n→∞−→ It(Q|P ) for all t ≥ 0.
Proof. Let β and Y be the Girsanov quantities of Q. By assumption UL is a local Q-
martingale, so |Ux − h(Ux)|Y ∗ νP is continuous and finite-valued by Proposition 3.7. Thus
|Ux−h(Ux)|Y ∗νP is locally Q-integrable, so there exists a sequence (τn)n∈N of stopping times
with τn ↑ ∞ Q-a.s. such that EQ[|Ux − h(Ux)|Y ∗ νPτn ] < ∞ for all n ∈ N. We construct a
measure Qn which coincides with Q on Fτn and is a Le´vy martingale measure for UL, denoted
by Q¯, “after” τn via Lemma 3.15.
Let Z = E(N) be the density process of Q with N = ∫ β dLc + (Y − 1) ∗ (µL − νP ) and let
Q¯ ∈ QUe ∩QUf ∩QU` be a Le´vy martingale measure with Girsanov quantities β¯ and Y¯ . This uses
the assumption that QUe ∩QUf ∩QU` 6= ∅. Then Z¯ = E(N¯) with N¯ = β¯Lc + (Y¯ −1)∗ (µL−νP )
is the density process of Q¯ with respect to P . So for all n ∈ N, Lemma 3.15 gives us a measure
Qn
loc∼ P with Girsanov quantities
βns = βs1lJ0,τnK + β¯1lKτn,∞J,
Y n(s, x) = Y (s, x)1lJ0,τnK + Y¯ (x)1lKτn,∞J.
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We next show that Qn is a local martingale measure for UL which satisfies the integrabil-
ity condition of QUint, i.e. EQn
[
|Ux− h(Ux)| ∗ νQnt
]
= EQn
[|Ux− h(Ux)|Y n ∗ νPt ] < ∞ for
t ≥ 0. Since Q and Q¯ are local martingale measures for UL, we see that
|U(xY n − h)| ∗ νPt = |Ux
(
Y (s, x)1lJ0,τnK + Y¯ (x)1lKτn,∞J)− Uh(x)| ∗ νPt
≤ |U(xY (s, x)− h(x))|1lJ0,τnK ∗ νPt + |U(xY¯ (x)− h(x))|1lKτn,∞J ∗ νPt
≤ |U(xY − h)| ∗ νPt + |U(xY¯ − h)| ∗ νPt <∞
Qn-a.s. for all t ≥ 0 by Proposition 3.7, and the martingale condition is obviously satisfied
by the choice of βn and Y n, so that Qn is a local martingale measure for UL. For the Qn-
integrability of |Ux − h(Ux)|Y n ∗ νPt , note that Qn = Q on Fτn and that Y¯ is deterministic
and independent of time, so we get
EQn
[|Ux− h(Ux)|Y n ∗ νPt ]
= EQn
[|Ux− h(Ux)|Y 1lJ0,τnK ∗ νPt ]+ EQn [|Ux− h(Ux)|Y¯ 1lKτn,∞K ∗ νPt ]
= EQn
[|Ux− h(Ux)|Y 1lJ0,τnK ∗ νPt ]+ ∫
Rd
|Ux− h(Ux)|Y¯ (x) K(dx) EQn
[∫ t
0
1lKτn,∞J ds
]
≤ EQ
[|Ux− h(Ux)|Y ∗ νPτn]+ t∫
Rd
|Ux− h(Ux)|Y¯ (x) K(dx),
since
∫ t
0 1lKτn,∞J ds ≤ t. Now the first term is finite by the choice of τn and the second by
Proposition 3.7 and Lemma 3.5 a).
We finally show that the entropy process of Q with respect to P is finite-valued and that Qn
converges in entropy to Q. From Lemma 3.3 b) we know that
It(Qn|P ) = 12EQn
[∫ t
0
(βns )
trcβns ds
]
+ EQn
[
f(Y n) ∗ νPt
]
and
It(Q|P ) = 12EQ
[∫ t
0
(βs)trcβs ds
]
+ EQ
[
f(Y ) ∗ νPt
]
.
So again using the fact that Qn = Q on Fτn and that τn is Fτn-measurable, we see that
EQn
[∫ t
0
(βns )
trcβns ds
]
= EQn
[∫ t
0
(βs)trcβs1lJ0,τnK(s) ds
]
+ EQn
[∫ t
0
β¯trcβ¯1lKτn,∞J(s) ds
]
= EQ
[∫ t
0
(βs)trcβs1lJ0,τnK(s) ds
]
+ β¯trcβ¯ EQ[(t− τn) ∨ 0].
Now τn ↑ ∞ Q-a.s., so
∫ t
0 (βs)
trcβs1lJ0,τnK ds ↑ ∫ t0 (βs)trcβs ds and (t − τn) ∨ 0 ↓ 0 Q-a.s., and
we get by monotone convergence
EQ
[∫ t
0
(βs)trcβs1lJ0,τnK ds
]
+ β¯trcβ¯ EQ[(t− τn) ∨ 0] → EQ
[∫ t
0
(βs)trcβs ds
]
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as n→∞. Similarly we have
EQn
[
f(Y n) ∗ νPt
]
= EQn
[
f(Y 1lJ0,τnK + Y¯ 1lKτn,∞J) ∗ νPt ]
= EQn
[
f(Y )1lJ0,τnK ∗ νPt ]+ EQn [f(Y¯ )1lKτn,∞J ∗ νPt ]
= EQ
[∫ t
0
∫
Rd
f(Y (s, x))1lJ0,τnK(s) K(dx)ds
]
+
∫
Rd
f(Y¯ (x)) K(dx) EQ [(t− τn) ∨ 0]
n→∞−→ EQ
[∫ t
0
∫
Rd
f(Y (s, x)) K(dx)ds
]
= EQ
[
f(Y (s, x)) ∗ νPt
]
by monotone convergence. This finishes the proof. 2
Proposition 3.17 Let Q ∈ QUe ∩ QUf and suppose QUe ∩ QUf ∩ QU` 6= ∅. Choose the sequence
(Qn)n∈N in QUe ∩ QUf ∩ QUint as in the proof of Proposition 3.16 and denote for some T > 0
the corresponding measures from Theorem 3.4 b) by Q` and Qn,` = (Qn)`, respectively. Then
It(Qn,`|P ) → It(Q`|P ) as n→∞ for all t ≥ 0.
Proof. Recall that the Girsanov quantities of Qn are given by
βns = βs1lJ0,τnK + β¯1lKτn,∞J,
Y n(s, x) = Y (s, x)1lJ0,τnK + Y¯ (x)1lKτn,∞J,
where (β, Y ) are the Girsanov quantities of Q and (β¯, Y¯ ) are the Girsanov quantities of some
Q¯ ∈ QUe ∩ QUf ∩ QU` . Fix some T > 0. Then by the construction in Theorem 3.4 we get the
Girsanov quantities of Qn,` as
βn,` = EQn
[
1
T
∫ T
0
βns ds
]
= EQ
[
1
T
∫ T
0
βs1lJ0,τnK(s) ds
]
+
1
T
β¯ EQ[(T − τn) ∨ 0]
and
Y n,`(x) = EQn
[
1
T
∫ T
0
Y n(s, x) ds
]
= EQ
[
1
T
∫ T
0
Y (s, x)1lJ0,τnK(s) ds
]
+ Y¯ (x)
1
T
EQ [(T − τn) ∨ 0] .
By Lemma 3.3 b) the entropy processes of Qn,` and Q` are given by
It(Qn,`|P ) =
(
1
2
(βn,`)trcβn,` +
∫
Rd
f(Y n,`(x)) K(dx)
)
t,
It(Q`|P ) =
(
1
2
(β`)trcβ` +
∫
Rd
f(Y `(x)) K(dx)
)
t,
so if we show that βn,` → β` and ∫Rd f(Y n,`(x)) K(dx) → ∫Rd f(Y `(x)) K(dx) as n→∞, we
immediately get convergence of the relative entropies.
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Now since τn ↑ ∞ Q-a.s. and since
∫ T
0 |βs| ds is Q-integrable (and thus finite-valued) by
Lemma 3.3 a), we get ∫ T
0
βs1lJ0,τnK(s) ds n→∞−→
∫ T
0
βs ds Q-a.s.
Furthermore,
∣∣∣∫ T0 βs1lJ0,τnK(s) ds∣∣∣ ≤ ∫ T0 |βs| ds Q-a.s., and since ∫ T0 |βs| ds is Q-integrable by
Lemma 3.3 a), we get
EQ
[
1
T
∫ T
0
βs1lJ0,τnK(s) ds
]
n→∞−→ EQ
[
1
T
∫ T
0
βs ds
]
= β`
by dominated convergence. Finally τn ↑ ∞ implies (T − τn)∨0 ↓ 0, so EQ[(T − τn)∨0] n→∞−→ 0
by monotone convergence, so that altogether we have βn,` → β`.
Concerning convergence of
∫
Rd f(Y
n,`(x)) K(dx), we note that with the same arguments as
above we have Y n,`(x) n→∞−→ Y `(x) for all x ∈ suppK, and since f is continuous, we get
f(Y n,`(x)) n→∞−→ f(Y `(x)) for all x ∈ suppK. To find a K-integrable dominating function for
f(Y n,`(x)), we use Jensen’s inequality (recall that f is convex and nonnegative):
f(Y n,`) = f
(
EQn
[
1
T
∫ T
0
Y n(s, x) ds
])
≤ EQn
[
1
T
∫ T
0
f(Y n(s, x)) ds
]
= EQn
[
1
T
∫ T
0
f
(
Y (s, x)1lJ0,τnK(s) + Y¯ (x)1lKτn,∞J(s)
)
ds
]
= EQn
[
1
T
∫ T
0
f(Y (s, x))1lJ0,τnK(s) + f(Y¯ (x))1lKτn,∞J(s) ds
]
= EQ
[
1
T
∫ T
0
f(Y (s, x))1lJ0,τnK(s) ds
]
+
1
T
f(Y¯ (x)) EQ[(T − τn) ∨ 0]
≤ EQ
[
1
T
∫ T
0
f(Y (s, x)) ds
]
+ f(Y¯ (x)).
However, Q and Q¯ have finite relative entropy, so from Lemma 3.3 a) we know that
EQ
[∫
Rd
∫ T
0
f(Y (s, x)) dsK(dx)
]
= EQ
[
f(Y ) ∗ νPT
]
<∞,
so we get K-integrability of EQ
[
1
T
∫ T
0 f(Y (s, x)) ds
]
by Fubini’s theorem, and with the same
argument K-integrability of f(Y¯ (x)). So dominated convergence yields∫
Rd
f(Y n,`(x)) K(dx) n→∞−→
∫
Rd
f(Y `(x)) K(dx),
which finishes the proof. 2
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We are now in a position to state the following sufficient criterion for the existence of QE .
Recall that the entropy-minimizing Le´vy martingale measure QE` for UL was defined to be
the measure which minimizes the entropy process pointwise over all Q ∈ QU` , i.e.
It(QE` |P ) ≤ It(Q|P ) for all Q ∈ QU` , t ≥ 0.
Corollary 3.18 Suppose QUe ∩QUf ∩QU` 6= ∅. If QE` exists, then QE exists.
Proof. Let QE` be the entropy-minimizing Le´vy martingale measure and suppose that Q
E
does not exist. Then there exist T0 ≥ 0 and Q ∈ QUf with IT0(Q|P ) = IT0(QE` |P )− δ for some
δ > 0. Let Q′ ∈ QUe ∩QUf and define
Qε := (1− ε)Q + εQ′ for 0 < ε < 1.
Then Qε ∈ QUe ∩QUf , and for ε sufficiently small we have
IT0(Q
ε|P ) ≤ (1− ε)IT0(Q|P ) + εIT0(Q′|P ) < IT0(QE` |P )
by Lemma 1.10. Let Qε,` = (Qε)` be the corresponding measure from Theorem 3.4 for
T = T0, so that IT0(Q
ε,`|P ) ≤ IT0(Qε|P ) < IT0(QE` |P ). From Proposition 3.17 we get a
sequence (Qn,ε,`)n∈N in QUe ∩QUf ∩QU` with IT0(Qn,ε,`|P ) → IT0(Qε,`|P ) as n→∞. So for n
sufficiently large we have IT0(Q
n,ε,`|P ) < IT0(QE` |P ), a contradiction to the optimality of QE` .
2
Theorem 3.19 Suppose QUe ∩ QUf ∩ QU` 6= ∅. If QE exists, then L is a Le´vy process under
QE.
Proof. Suppose L is not a Le´vy process under QE , then there exists T0 > 0 such that L is
not a QE-Le´vy process on [0, T0]. Let QE,` = (QE)` be the measure obtained from QE by
Theorem 3.4 b) for T = T0, then Theorem 3.4 c) yields IT0(Q
E,`|P ) < IT0(QE |P ). Note that
this is not yet a contradiction to the optimality of QE since we do not know whether UL is a
local martingale under QE,`.
Let (QE,n)n∈N in QUe ∩QUf ∩QUint be the sequence of martingale measures for UL from Propo-
sition 3.16 with It(QE,n|P ) n→∞−→ It(QE |P ) for all t ≥ 0 and let QE,n,` = (QE,n)` be the
corresponding (Le´vy) martingale measures for UL obtained from QE,n by Theorem 3.4. By
Proposition 3.17 we know that
IT0(Q
E,n,`|P ) n→∞−→ IT0(QE,`|P ) < IT0(QE |P ).
So for n sufficiently large we have IT0(Q
E,n,`|P ) < IT0(QE |P ), the desired contradiction.
2
Corollary 3.20 Suppose QUe ∩QUf ∩QU` 6= ∅. If QE` exists, then QE = QE` and QE`
loc∼ P .
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Proof. By Corollary 3.18 we know that QE exists, and by definition QE is optimal in QUf . By
Theorem 3.19 QE ∈ QUe ∩QUf ∩QU` , so QE is optimal in QUe ∩QUf ∩QU` ⊆ Qf , hence QE = QE` .
The local equivalence of QE` and P then immediately follows from Q
E loc∼ P (cf. Lemma 1.15).
2
Remark 3.21 Theorem 3.19 implies that in order to determine QE it suffices to find a
martingale measure which is optimal in QUf ∩ QU` , whereas Corollary 3.20 shows that this
measure must be locally equivalent to P . So altogether we have to look for the optimal
measure in QUe ∩QUf ∩QU` , and thus the assumption QUe ∩QUf ∩QU` 6= ∅ is a natural condition
to make and does not imply a loss of generality.
However notice that we still lack sufficient conditions on L, respectively the P -Le´vy charac-
teristics of L, which ensure the existence of the entropy- minimizing martingale measure. In
the next chapter we introduce natural conditions under which QE exists, and where we can
even specify the density of QE with respect to P , see Theorem 4.7. 3

Chapter 4
Applications
In this chapter we introduce several models where the (discounted) stock price, denoted by
X, is the solution of a stochastic differential equation driven by a P -Le´vy process L. In
many cases X is a local Q-martingale if and only if L is a local Q-martingale, so QE(X), the
entropy-minimizing martingale measure for X, coincides with QE(L), the entropy-minimizing
martingale measure for L.
In Section 4.1 we start with an informal argument why the entropy-minimizing martingale
measure, provided it exists, should coincide with the so called Esscher martingale measure.
Esscher measures and the roˆle they play in our context are investigated in Section 4.2. Finally
in Sections 4.3 and 4.4 we analyze a generalization of the Black-Scholes model, where the
driving processes are Le´vy processes (rather than only Brownian motion), and a model with
stochastic volatility. There we give conditions under which the entropy-minimizing martingale
measure exists and we specify its density process.
4.1 Identification of the Optimal Measure
Let L be a P -Le´vy process with P -Le´vy characteristics (b, c,K). In the following we investigate
martingale measures for L, so the matrix U introduced in Chapter 3 is the identity matrix,
and in the sequel we suppress the dependence of Qx on L and U . Recall that in Chapter 3
we have seen that QE(L) ∈ Qe(L) ∩ Qf (L) ∩ Q`(L), so the problem of finding QE reduces
to a deterministic variational problem, and we start with the following, admittedly informal,
argument. Since any candidate for QE must be in Qe ∩ Qf ∩ Q`, let Q loc∼ P be some
locally equivalent local martingale measure for L with finite relative entropy and deterministic
Girsanov quantities β and Y = Y (x). Then by Lemma 3.3 b) the entropy process is given by
It(Q|P ) =
(
1
2
βtrcβ +
∫
Rd
f(Y (x)) K(dx)
)
t,
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and by the martingale condition, Y and β are related by
cβ = −b−
∫
Rd
(xY (x)− h(x)) K(dx).
Suppose that c is regular, then solving for β and plugging in yields
βtrcβ = (b + k(Y ))tr c−1 (b + k(Y )) ,
where k(Y ) :=
∫
Rd (xY (x)− h(x)) K(dx), so that
I(Q|P )t =
(
1
2
(b + k(Y ))tr c−1 (b + k(Y )) +
∫
Rd
f(Y (x)) K(dx)
)
t =: I¯(Y ) t.
Now we want to minimize I¯(Y ) over functions Y = Y (x). If some Y ∗ is optimal, we have for
all Y and all ε > 0
I¯ ((1− ε)Y ∗ + εY ) ≥ I¯(Y ∗),
and thus
0 ≤ I¯(Y ∗ + ε(Y − Y ∗))− I¯(Y ∗)
=
1
2
(
b +
∫
(xY ∗ + εx(Y − Y ∗)− h) dK
)tr
c−1
(
b +
∫
(xY ∗ − h) dK
)
+
+
1
2
ε
(
b +
∫
(xY ∗ − h) dK
)tr
c−1
(∫
x(Y − Y ∗) dK
)
+
+
1
2
ε2
(∫
x(Y − Y ∗) dK
)tr
c−1
(∫
x(Y − Y ∗) dK
)
−
− 1
2
(
b +
∫
(xY ∗ − h) dK
)tr
c−1
(
b +
∫
(xY ∗ − h) dK
)
+
+
∫
(f(Y ∗ + ε(Y − Y ∗))− f(Y ∗)) dK
= ε
(∫
x(Y − Y ∗) dK
)tr
c−1
(
b +
∫
(xY ∗ − h) dK
)
+
+
1
2
ε2
(∫
x(Y − Y ∗) dK
)tr
c−1
(∫
x(Y − Y ∗) dK
)
+
+
∫
(f(Y ∗ + ε(Y − Y ∗))− f(Y ∗)) dK.
Now dividing by ε and taking the limit as ε tends to 0, we obtain
0 ≤
(∫
x(Y − Y ∗) dK
)tr
c−1
(
b +
∫
(xY ∗ − h) dK
)
+
∫
(Y − Y ∗)f ′(Y ∗) dK.
If we then set Y = (1± δ)Y ∗ for δ > 0, this leads to
0 ≤ ± δ
((∫
xY ∗ dK
)tr
c−1
(
b +
∫
(xY ∗ − h) dK
)
+
∫
Y ∗f ′(Y ∗) dK
)
,
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which is only possible if
0 =
(∫
xY ∗ dK
)tr
c−1
(
b +
∫
(xY ∗ − h) dK
)
+
∫
Y ∗f ′(Y ∗) dK
=
∫ (−(β∗)trx + log Y ∗)Y ∗ dK,
where β∗ = β∗(Y ∗) = −c−1 (b + ∫ (xY ∗ − h) dK) is the optimal β from the martingale con-
dition; note that f ′(y) = log y.
So morally we need
log Y ∗(x)− (β∗)trx = 0,
or
Y ∗(x) = e(β
∗)trx.
Hence the optimal measure Q∗ should admit Girsanov quantities β∗ = u∗ and Y ∗(x) = e(u∗)trx
for some u∗ ∈ Rd. The martingale condition then reads
b + cu∗ +
∫ (
xe(u
∗)trx − h(x)
)
K(dx) = 0.
Note that in the above argument we have not shown existence of a measure with these Girsanov
quantities. However the special form of Y ∗(x) = e(β∗)trx is satisfied by the Esscher measures.
In addition, an Esscher measure is a good candidate for QE since it preserves the Le´vy property
of L. This will be seen in the following section.
4.2 Esscher Measures
In this section we define Esscher measures for Le´vy processes, derive some useful properties of
Esscher measures needed in our context and calculate their Girsanov quantities. The definition
of Esscher measures used here is taken from Shiryaev (1999), VII.3c.
Let L be a P -Le´vy process with P -Le´vy characteristics (b, c,K) and fix a d × d-matrix U .
Recall Theorem A.7 for the following statements: For u ∈ Rd with ∫{|x|>1} eutrx K(dx) < ∞
the function Ψ, defined by
Ψ(u) = btru +
1
2
utrcu +
∫
Rd
(
eu
trx − 1− (utrx)1l{|x|≤1}
)
K(dx),
is finite-valued, and
EP [exp(utrLt)] = exp(t Ψ(u)).
Definition 4.1 Let u ∈ Rd with EP [exp(utrL1)] <∞ and define
Zut =
exp(utrLt)
EP [exp(utrLt)]
.
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It is straightforward, using the Le´vy structure of L under P , to see that Zu is a strictly
positive P -martingale. So Zu is the density process of a measure Qu loc∼ P on (D,B(D)) by
Theorem 2.10. Any such Qu is called Esscher measure for L or simply Esscher measure if
there is no ambiguity about L. If Qu is in addition a martingale measure for UL, we call Qu
Esscher martingale measure for UL. 3
The next proposition is cited from Shiryaev (1999), Theorem VII.3.1.
Proposition 4.2 Let u ∈ Rd with EP [exp(utrL1)] < ∞ and let Qu be an Esscher measure.
Then L is a Le´vy process under Qu.
Proof. Let Zu be the density process of Qu with respect to P . By Theorem A.7 we know
EP [exp(utrLt)] = exp(t Ψ(u)), so that
Zut = exp
(
utrLt − t Ψ(u)
)
.
With this, we see that for w ∈ Rd and 0 ≤ s ≤ t
EQu [exp(iwtr(Lt − Ls))|Fs] = EP
[
Zut
Zus
exp(i wtr(Lt − Ls))
∣∣∣∣Fs]
= EP
[
exp
(
(u + iw)tr(Lt − Ls)− (t− s)Ψ(u)
)∣∣Fs]
= EP
[
Zut−s exp
(
i wtr(Lt−s)
)]
= EQu
[
exp
(
i wtrLt−s
)]
,
so that L is a Qu-Le´vy process by Proposition 1.7. 2
Lemma 4.3 Let u ∈ Rd with EP [exp(utrL1)] < ∞ and let Qu be an Esscher martingale
measure for UL. If u ∈ Im(U tr), then the entropy process of Qu with respect to P is finite-
valued and given by It(Qu|P ) = −tΨ(u).
Proof. L is a Le´vy process under Qu, so UL is a Le´vy process by Corollary 1.35. Thus UL
is a local martingale and Le´vy process under Qu, and hence a true Qu-martingale, and if we
write u = U tru˜, we have
It(Qu|P ) = EQu [logZut ] = EQu
[
u˜trULt − tΨ(u)
]
= −tΨ(u).
However Ψ(u) is well-defined (i.e. in R) by Theorem A.7. Note that obviously Ψ(u) ≤ 0 since
It(Qu|P ) ≥ 0. 2
The following criterion is a Le´vy version of Proposition 3.2 in Grandits and Rheinla¨nder
(2002), formulated for an infinite time horizon. Thereby we see that the Esscher martingale
measure for UL is optimal in QU` , provided it exists. Note that here we do not assume that
QE exists.
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Proposition 4.4 Let L be a Le´vy process. If there exists an Esscher martingale measure Qu
for UL with u ∈ Im (U tr), i.e. a measure Qu ∈ QUe ∩QUf ∩QU` with density process
Zut =
dQu
dP
∣∣∣∣
Ft
=
exp
(
utrLt
)
EP [exp (utrLt)]
for some u ∈ Im (U tr), then It(Qu|P ) ≤ It(R|P ) for all R ∈ QU` and therefore Qu = QE` (UL).
Proof. Let u = U tru˜. From Lemma 4.3 we know that
It(Qu|P ) = −tΨ(u),
and for an arbitrary measure R ∈ Q` we have
It(R|P ) = It(R|Qu) + ER [logZut ]
= It(R|Qu) + ER
[
utrLt
]− tΨ(u)
≥ ER
[
u˜trULt
]− tΨ(u)
= −tΨ(u)
= It(Qu|P ),
hence the claim. 2
In order to decide whether a given Esscher measure Qu is a martingale measure for L we use
Proposition 3.7. To that end we need to know the Girsanov quantities of Qu.
Proposition 4.5 Let u ∈ Rd with EP [exp(utrL1)] < ∞ and let Qu be an Esscher measure.
Then the Girsanov quantities of Qu are given by βu = u, Y u(x) = eu
trx.
Proof. Let βu and Y u be the Girsanov quantities associated with Qu by Theorem 2.2. By
Proposition 4.2 L is a Le´vy process under Qu, so Theorem 1.27 yields that βu is a constant
and Y u = Y u(x) is a deterministic function. Corollary 2.9 then yields Zut = E(Nu)t with
Nut = (β
u)trLct + (Y
u − 1) ∗ (µL − νP )t.
So by the explicit formula for the stochastic exponential we get
logZut = (β
u)trLct −
1
2
(βu)trcβu t + (Y u − 1) ∗ (µL − νP )t +
∑
s≤t
(log(1 + ∆Nus )−∆Nus ) .
On the other hand, by Theorem A.7 we know that
(4.1) Zut = exp
(
utrLt − t Ψ(u)
)
.
Now under P we have the decomposition L = Lc + V , where V is the sum of a purely
discontinuous local P -martingale and a process of finite variation (this follows immediately
from Jacod and Shiryaev (1987), Proposition I.4.27). Then (4.1) yields
logZut = u
trLct + u
trVt − t Ψ(u),
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so logZu is a semimartingale with continuous P -martingale part utrLc. Comparing the two
decompositions of logZut , we see that β
u = u.
To obtain the explicit form of Y u we examine the jumps of Zu. On the one hand, from
dZu = Zu− dNu, these are given by
∆Zut = Z
u
t−∆N
u
t = Z
u
t−(Y
u(∆Lt)− 1)
(note that Y u(0) = 1 by Remark 2.4), and on the other hand, we have
∆Zut =
(
eu
trLt − eutrLt−
)
e−t Ψ(u) = Zut−
(
eu
tr∆Lt − 1
)
.
So since Zu− is strictly positive, we see that Y u(x) = eu
trx. 2
4.3 A Generalization of the Black-Scholes Model
Recall that for the results about the preservation of the Le´vy property under the entropy-
minimizing martingale measure QE in Chapter 3 we have always assumed that QE exists.
Here we state some sufficient conditions on the P -Le´vy characteristics of L which ensure the
existence of QE .
Let L = (Li)1≤i≤d be a d-dimensional P -Le´vy process with respect to the P -augmentation of
the filtration it generates, and assume that ∆Li > −1, i.e. the jumps of every component of L
are strictly bigger than −1. Let (b, c,K) be the P -Le´vy characteristics of L relative to some
fixed truncation function h.
Let Xi = E(Li), i ∈ {1, . . . , d} be geometric Le´vy processes, i.e. dX i = Xi− dLi, or
Xit = exp
(
Lit −
1
2
〈Li,c〉t
)∏
s≤t
(1 + ∆Lis)e
−∆Lis .
Note that if d = 1 and if we set Lt = σWt+µt for a P -Brownian motion W , σ > 0 and µ ∈ R,
then X is geometric Brownian motion, so our model is indeed a generalization of the Black-
Scholes model. Since we consider multidimensional processes with an infinite time horizon, our
model is also a generalization of the model of Fujiwara and Miyahara (2003). They consider
the setting of a one-dimensional exponential Le´vy process, i.e. X = eL˜. Modeling stocks by
exponential Le´vy processes has the advantage that one does not need to require the jumps
of the Le´vy process to be bounded from below. However our model allows us to use the fact
stated in the next proposition, namely that X is a local martingale if and only if L is a local
martingale, which obviously simplifies many arguments. In Appendix D we give a detailed
comparison of our results with those of Fujiwara and Miyahara (2003) and also point out some
issues which are not presented in full perspicuousness there.
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We are looking for the entropy-minimizing martingale measure for X, and the next proposition
shows that with the above conditions on L we can confine ourselves to the study of the
entropy-minimizing martingale measure for L instead of X. Note that in the above case U is
the identity matrix, so we omit the dependence on U in the sets of martingale measures.
Proposition 4.6 In view of Definition 1.14 we have for the above X
Qx(X) = Qx(L) =: Qx for x ∈ {a, e, f}.
For simplicity we also write Q` := Q`(L).
Proof. If L is a local martingale, then the stochastic exponential of Li is also a local martin-
gale (cf. Theorem 2.1). On the other hand, if Xi = E(Li), then Li may be written as ∫ 1
Xi−
dXi
and the integrand is locally bounded since Xi− is left-continuous and strictly positive. Thus
if the integrator is a local martingale, so is the integral. 2
From Proposition 4.6 it is immediate that QE(X) = QE(L) =: QE . Furthermore the informal
argument in Section 4.1 yields that QE should be an Esscher martingale measure for L, and
we get the following characterization of the entropy-minimizing martingale measure for X.
Theorem 4.7 Suppose there exists u∗ ∈ Rd such that
(i)
∫
Rd
∣∣∣xe(u∗)trx − h(x)∣∣∣ K(dx) <∞,
(ii) b + cu∗ +
∫
Rd
(
xe(u
∗)trx − h(x)
)
K(dx) = 0.
Then there exists Q∗ ∈ Qe ∩Qf ∩Q` with density process Z∗, given by
Z∗t =
exp
(
(u∗)trLt
)
EP [exp ((u∗)trLt)]
, t ≥ 0.
Moreover, QE exists and Q∗ = QE.
Proof. We have EP
[
exp
(
(u∗)trLt
)]
< ∞ if and only if ∫{|x|>1} e(u∗)trx K(dx) < ∞ by
Theorem A.7. But∫
{|x|>1}
e(u
∗)trx K(dx) ≤
∫
{|x|>1}
|x|e(u∗)trx K(dx) +
∫
{|x|≤1}
∣∣∣x(e(u∗)trx − 1)∣∣∣ K(dx)
=
∫
Rd
∣∣∣xe(u∗)trx − h0(x)∣∣∣ K(dx)
≤
∫
Rd
∣∣∣xe(u∗)trx − h(x)∣∣∣ K(dx) + ∫
Rd
|h0(x)− h(x)| K(dx),
which is finite by condition (ii) and Lemma C.1, respectively. So Z∗ is well-defined, and it
is straightforward to see that Z∗ is a strictly positive P -martingale. Thus by Theorem 2.10
there exists a measure Q∗ with density process Z∗.
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Now Q∗ is an Esscher measure by Definition 4.1 and thus L is a Le´vy process under Q∗
by Proposition 4.2. Then by Proposition 4.5 the Girsanov quantities of Q∗ are β∗ = u∗ and
Y ∗(x) = e(u∗)trx, and conditions (i) and (ii) are the conditions from Proposition 3.7 for L to be
a local Q∗-martingale, so that Q∗ is an Esscher martingale measure for L, and Proposition 4.4
yields that Q∗ = QE` .
Finally by Lemma 4.3 we know that It(Q∗|P ) < ∞ for all t ≥ 0, and since Z∗ is strictly
positive, we have Q∗ ∈ Qe ∩ Qf ∩ Q`, so that Qe ∩ Qf ∩ Q` 6= ∅. Then Q∗ = QE by
Corollary 3.20. 2
Remark 4.8 As pointed out in Section 4.1, the problem of finding the entropy-minimizing
martingale measure for X (or, equivalently, L) reduces to the deterministic problem of mini-
mizing the functional
Iˆ(β, Y ) :=
1
2
βtrcβ +
∫
Rd
f(Y (x)) K(dx)
over all deterministic β ∈ Rd and measurable Y : Rd → R+ subject to the constraints
(i)
∫
Rd
f(Y (x)) K(dx) <∞
(ii)
∫
Rd
|x Y (x)− h(x)| K(dx) <∞
(iii) b + cβ +
∫
Rd
(x Y (x)− h(x)) K(dx) = 0.
Obviously (i) is the condition for finite relative entropy (and also finiteness of the functional
Iˆ), whereas (ii) and (iii) come from the martingale condition. Now let H be the set of all
(β, Y ) which fulfill (i), (ii) and (iii) and define Y u(x) = eu
trx. From the informal argument in
Section 4.1 we have the candidate tuple (u, Y u), and we show
Iˆ(u, Y u) ≤ Iˆ(β, Y )
for all (β, Y ) ∈ H.
With these arguments in mind, the following theorem now gives an analytic proof of the
optimality of the Esscher martingale measure for L in the set of all Le´vy martingale measures.
3
Theorem 4.9 Suppose there exists u ∈ Rd such that (u, Y u) ∈ H. Then Iˆ(u, Y u) ≤ Iˆ(β, Y )
for all (β, Y ) ∈ H.
Proof. We claim that
0 ≤ 1
2
(β − u)trc(β − u) +
∫
Rd
Y u(x) f
(
Y (x)
Y u(x)
)
K(dx)
=
1
2
βtrcβ +
∫
Rd
f(Y (x)) K(dx)−
(
1
2
utrcu +
∫
Rd
f (Y u(x)) K(dx)
)
.(4.2)
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Nonnegativity of 12(β − u)trc(β − u) +
∫
Y u(x) f
(
Y (x)
Y u(x)
)
K(dx) is immediate since c is
nonnegative definite and Y u(x) f
(
Y (x)
Y u(x)
)
≥ 0. Concerning K-integrability of Y u(x) f
(
Y (x)
Y u(x)
)
we see by a simple calculation that for x ∈ Rd
(4.3) Y u(x) f
(
Y (x)
Y u(x)
)
= f(Y (x))− f(Y u(x)) + utrx(Y u(x)− Y (x)),
where utrx(Y u(x)− Y (x)) is K-integrable by condition (ii) for Y u and Y , since∣∣utrx(Y u(x)− Y (x))∣∣ ≤ ∣∣utrxY u(x)− h(x))∣∣+ ∣∣utrxY (x)− h(x)∣∣ .
Let us now show the equality in (4.2). We have
(β − u)trc(β − u) = βtrcβ + utrcu− 2utrcβ,
where
utrcβ = −
(
utrb + utr
∫
Rd
(xY (x)− h(x)) K(dx)
)
by condition (iii) for (β, Y ), and
utrb = −
(
utrcu + utr
∫
Rd
(xY u(x)− h(x)) K(dx)
)
by condition (iii) for (u, Y u). This yields
utrcβ = utrcu−
∫
Rd
utrx (Y (x)− Y u(x)) K(dx),
and thus
(4.4) (β − u)trc(β − u) = βtrcβ − utrcu + 2
∫
Rd
utrx (Y (x)− Y u(x)) K(dx).
Furthermore by (4.3) we have∫
Rd
Y u(x) f
(
Y (x)
Y u(x)
)
K(dx)
=
∫
Rd
f(Y (x)) K(dx)−
∫
Rd
f(Y u(x)) K(dx) +
∫
Rd
utrx(Y u(x)− Y (x)) K(dx).(4.5)
So putting (4.4) and (4.5) together we obtain
1
2
(β − u)trc(β − u) +
∫
Rd
Y u(x) f
(
Y (x)
Y u(x)
)
K(dx)
=
1
2
βtrcβ +
∫
Rd
f(Y (x)) K(dx)−
(
1
2
utrcu +
∫
Rd
f (Y u(x)) K(dx)
)
,
which yields the claim. 2
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Remark 4.10 The proof of Theorem 4.9 is closely related to the proof of Proposition 4.4.
There we show that
It(R|P ) = It(R|Q) + It(Q|P ),
where Q is the Esscher martingale measure for L and R is an arbitrary Le´vy martingale
measure. In the proof of Theorem 4.9 this equality corresponds to (4.2). We have It(R|P ) =
Iˆ(β, Y ) t and It(Q|P ) = Iˆ(u, Y u) t. Heuristically it is easy to see that the Girsanov quantities
of R with respect to Q relative to L are given by β˜ = β − u and Y˜ = YY u , so that the entropy
process of R with respect to Q is actually given by
It(R|Q) =
(
1
2
β˜trcβ˜ +
∫
Rd
f(Y˜ (x)) K˜(dx)
)
t,
where K˜(dx) = Y u(x) K(dx) is the third Le´vy characteristic of L with respect to Q. 3
4.4 Stochastic Volatility Models
We finally come to the point where the matrix U comes into play. We deal with the following
problem (after a suggestion by D. Becherer): Let L = (L1, L2) be a 2-dimensional Le´vy
process under P with P -Le´vy characteristics (b, c,K) and let X be the solution of
dXt = σ(Xt−, L2t−, t) dL
1
t
for some measurable σ : R2×R+ → R such that a strictly positive solution X exists and such
that X is a local martingale if and only if L1 is a local martingale. Basically, this reduces to
the problem of optimal change of measure, where we only require L1 to be a local martingale.
More precisely, we require U1L to be a local martingale, where
U1 =
(
1 0
0 0
)
,
is the projection matrix on the first coordinate. Now, if L1 and L2 are independent, the
optimal change of measure should leave L2 unchanged, but the more interesting question is
what happens if L1 and L2 are correlated.
Note that in general the correlation of L1 and L2 is not only manifest in c, which is the
covariance matrix of the Brownian parts of L, but also in the “jump measure” K. In fact, L1
and L2 are independent under P if and only if c is a diagonal matrix and K is concentrated
on the coordinate axes, cf. Bertoin (1996), Exercise 5.1.
If we have the existence of QE := QE(U1L), i.e. the entropy-minimizing martingale measure
for U1L, we know from Theorem 3.19 that L is a Le´vy process under QE , and Corollary 3.20
shows that QE ∈ QU1e ∩ QU
1
f ∩ QU
1
l , so the problem of finding Q
E reduces to the following
deterministic problem.
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Define for β ∈ R2, Y : R2 → R+ the functional
Iˆ(β, Y ) =
1
2
βtrcβ +
∫
R2
f(Y (x)) K(dx)
and let H1 be the set of all (β, Y ) with a constant β ∈ R2 and a measurable function
Y : R2 → R+ which satisfy
(i)
∫
R2
f(Y (x)) K(dx) <∞
(ii)
∫
R2
|x1 Y (x)− h1(x)| K(dx) <∞
(iii) b1 + c11β1 + c12β2 +
∫
R2
(
x1Y (x)− h1(x)) K(dx) = 0.
Again these conditions come from the finiteness of the relative entropy and the martingale
condition for U1L.
Proposition 4.4 suggests that the optimal Le´vy martingale measure for U1L is an Esscher
martingale measure for U1L with u ∈ Im((U1)tr), i.e. u2 = 0. In the sequel, however, we show
how to obtain the optimal Girsanov quantities analytically.
Assume c11 6= 0, then by condition (iii)
(4.6) β1 = − 1
c11
(
b1 + c12β2 + k(Y )
)
,
where k(Y ) =
∫
R2(x
1Y (x) − h1(x)) K(dx). So for fixed β2 ∈ R, minimizing Iˆ under the
constraint (iii) reduces to minimizing
Iˆ(β, Y ) =: I¯(Y )
=
1
2c11
(
(b1)2 + det c (β2)2 + 2b1k(Y ) + (k(Y ))2
)
+
∫
R2
f(Y (x)) K(dx),(4.7)
and with a similar variational argument as in Section 4.1 we get the “necessary condition”
Y (x) = exp
(
c11β1 + c12β2
c11
x1
)
for the Girsanov quantities of the optimal measure for fixed β2. It then remains to find the
optimal β2. However (4.7) suggests β2 = 0, and this together with (4.6) yields the optimal
tuple (β, Y ), as the following theorem shows. As in Section 4.3 we define Y u(x) = eu
trx for
u ∈ R2.
Theorem 4.11 Suppose there exists u ∈ R2 with u2 = 0 and such that (u, Y u) ∈ H1. Then
Iˆ(u, Y u) ≤ Iˆ(β, Y ) for all (β, Y ) ∈ H1.
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Proof. Similarly to the proof of Theorem 4.9 we show that
0 ≤ 1
2
(β − u)trc(β − u) +
∫
R2
Y u(x) f
(
Y (x)
Y u(x)
)
K(dx)
=
1
2
βtrcβ +
∫
R2
f(Y (x)) K(dx)−
(
1
2
utrcu +
∫
R2
f (Y u(x)) K(dx)
)
,
where integrability of Y u(x) f
(
Y (x)
Y u(x)
)
with respect to K is shown as in the proof of Theo-
rem 4.9.
Using condition (iii) for (β, Y ) and (u, Y u), and with the fact that u2 = 0, a simple calculation
shows
1
2
(β − u)trc(β − u) = 1
2
βtrcβ − 1
2
utrcu− u1
∫
R2
x1(Y u(x)− Y (x)) K(dx).
Integrability of x1(Y u(x)− Y (x)) follows from
|x1(Y u(x)− Y (x))| ≤ |x1Y u(x)− h1(x)|+ |x1Y (x)− h1(x)|
and condition (ii). On the other hand
Y u(x) f
(
Y (x)
Y u(x)
)
= f(Y (x))− u1x1Y (x) + Y u(x)− 1
= f(Y (x))− f(Y u(x)) + u1x1(Y u(x)− Y (x)),
so altogether we have
1
2
(β − u)trc(β − u) +
∫
Rd
Y u(x) f
(
Y (x)
Y u(x)
)
K(dx) =
=
1
2
βtrcβ − 1
2
utrcu +
∫
R2
f(Y (x)) K(dx)−
∫
R2
f(Y u(x)) K(dx),
the claimed result. 2
Corollary 4.12 Suppose there exists u ∈ R2 with u2 = 0 and such that (u, Y u) ∈ H1. Then
the entropy-minimizing martingale measure for U1L exists and is given by
dQE(U1L)
dP
∣∣∣∣
Ft
=
exp (u1L1t )
EP [exp (u1L1t )]
.
Proof. As in the proof of Theorem 4.9 (u, Y u) ∈ H1 implies EP [exp (u1L1t )] <∞, so QE(U1L)
as defined above exists and is the entropy-minimizing Le´vy martingale measure by Theo-
rem 4.11. Furthermore Q ∈ QU1e ∩ QU
1
f ∩ QU
1
l , so that QU
1
e ∩ QU
1
f ∩ QU
1
l 6= ∅, and thus Q is
the entropy-minimizing martingale measure for UL by Corollary 3.20. 2
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Remark 4.13 Theorem 4.11 and Corollary 4.12 show that the entropy-minimizing measure
among all measures under which U1L is a local martingale coincides with the Esscher martin-
gale measure for U1L. Loosely speaking we take the entropy-minimizing martingale measure
for L1 separately, whereas the change in L2 only results from the correlation of L1 and L2.
However note that by Theorem 1.34 the characteristics of L1 and L2 are not simply the
projections of the characteristics of L. 3

Part III
CONVERGENCE RESULTS IN
AN INCOMPLETE MODEL
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Chapter 5
Model Convergence
This chapter is concerned with the approximation of a financial market model (S, η,F), where
S = (Si)i∈{1,...,d} is a tradable asset, η is a process with values in a discrete set, by which
we model a non-tradable factor of risk and F is a filtration generated by an r-dimensional
Brownian motion and a multivariate point process, which drive S and η, respectively. In
addition we assume mutual dependences of S and η. The impact of η on the evaluation of
S is manifest in the assumption that the current value of η influences the dynamics of S,
whereas the values of S influence the dynamics of η. For instance we can think of η as the
rating given by some agency to an asset on a stock market, whose evolution is itself influenced
by the rating results. The main problem one faces in this setting is to model these mutual
dependences. The model is taken from Section 3 of Becherer and Schweizer (2003), who also
give a recipe to construct such a model by means of a suitable change of measure. Notice that
if we suppose r > d the incompleteness of the model results not only from the fact that there
are more driving Brownian motions than tradable assets, a feature which is well-understood
in mathematical finance, but is crucially due to the non-tradable factors of risk.
In Section 5.1 we present the model in continuous time and also give some details on how to
obtain existence and uniqueness of (S, η). In Section 5.2 we construct an analogous discrete-
time model (Sn, ηn), and we show that (Sn, ηn) L−→ (S, η) if η is an autonomous process (i.e. its
evolution is not influenced by S). Section 5.3 then shows that convergence still holds after a
change of measure, and finally we give in Section 5.4 a detailed analysis of the dynamics of ηn
and their influence on the change of measure between Pn and P ′n. This will be important for
the next chapter where we give an approximation result for a backward stochastic differential
equation driven by S and η, which will yield convergence for endogenous price processes of
path-dependent contingent claims that depend in addition on the changes of the non-tradable
factors of risk.
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5.1 A Model with Untradable Risk
In this section we adopt the basic model from Becherer and Schweizer (2003), Section 3. Let
(Ω,F ,F, P ) be a stochastic basis and let (S, η) be the solution of the following system of
stochastic differential equations with values in Rd × {1, . . . ,m}, where d, r,m ∈ N:
dSt = Γ(t, St, ηt−) dt + Σ(t, St, ηt−) dWt, S0 ∈ Rd,(5.1)
dηt =
m∑
`,j=1
(j − `)1l{ηt−=`} dN `jt , η0 ∈ {1, . . . ,m},(5.2)
where Γ and Σ are Rd-valued respectively Rd×r-valued functions which are C1 with respect
to (t, x). Furthermore W = (W i)i∈{1,...,r} is an Rr-valued (P,F)-standard Brownian motion
and N = (N `j)`,j∈{1,...,m} is a multivariate F-adapted point process such that
(5.3) N `jt has (P,F)-intensity λ
`j(t, St) for `, j ∈ {1, . . . ,m},
where λ`j : [0, T ]× Rd → [0,∞) are bounded functions of class C1 with bounded gradients.
Note that η jumps from ` to j whenever N `j jumps by 1; hence if η0 ∈ {1, . . . ,m}, then η never
leaves {1, . . . ,m}. So it would be sufficient to assume that Γ(t, x, ·) and Σ(t, x, ·) are defined
only on the set {1, . . . ,m}. However for the approximation of η by a suitable discrete-time
process it turns out that the approximating processes ηn may leave {1, . . . ,m}. So it will be
convenient to introduce an additional cemetery point pi in the range of ηt and to assume that
Γ(t, x, ·) and Σ(t, x, ·) are defined on the set Im := {pi} ∪ {1, . . . ,m}.
The idea to construct such a model with mutual dependences between the processes involved
is to first consider a solution (S, η) to (5.1) and (5.2) in the case where N = (N `j) is a standard
multivariate Poisson process independent of W , and then obtain the desired dependences by
a suitable change of measure.
Since the overall idea of approximating (S, η) by discrete-time processes is similar to the
induction argument for existence of a unique solution of (5.1) in Example 3.3.3 in Becherer
(2001), we give the following details. Let W be an r-dimensional standard Brownian motion
and N = (N `j) a standard multivariate Poisson process independent of W on some stochastic
basis (Ω,F ′,F′, P ′), where F ′ is P ′-complete and F′ satisfies the usual conditions. In order
to get a unique strong solution to the system (5.1), (5.2) we assume that for each ` ∈ Im the
functions x 7→ Γ(t, x, `) and x 7→ Σ(t, x, `) are globally Lipschitz continuous in x, uniformly
in t ∈ [0, T ]. Furthermore we define the jump times of η by
(5.4)
{
τ0 = 0,
τk = inf
{
t > τk−1 | |∆ηt| > 12
} ∧ T.
Now the existence of a unique solution S of (5.1) is shown by the following induction argument.
Let S(0)t ≡ S0 and suppose that S(k) is the unique solution of (5.1) on J0, τkK for some k ≥ 0.
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Then by Protter (1990), Theorem V.3.7, the stochastic differential equation
(5.5) S(k+1)t = S
(k)
t∧τk +
∫ t
0
1lKτk,τk+1K Γ(s, S(k+1)s− , ητk) ds +
∫ t
0
1lKτk,τk+1K Σ(s, S(k+1)s− , ητk) dWs
has a unique solution S(k+1), and S(k+1) solves (5.1) on J0, τk+1K. Since P [τk ≥ T ] → 1 as
n→∞,
St = S0 +
∞∑
k=1
S
(k)
t 1lKτk−1,τkK, t ∈ [0, T ]
is the unique solution of (5.1).
In order to show convergence of an analogously defined discrete-time model we further dissect
S in order to get deterministic functions as coefficients in (5.5) so that we can apply results
from Kurtz and Protter (1996) concerning convergence of solutions of stochastic differential
equations. To that end recall that pi is an additional cemetery point, and let S(k) be given as
above. Let S(0,`)t ≡ S0 for ` ∈ Im and define recursively for all k ∈ {0, 1, . . . } and ` ∈ Im the
process S(k+1,`) as the unique solution of
(5.6) S(k+1,`)t = S
(k)
t∧τk +
∫ t
0
1lKτk,τk+1K Γ(s, S(k+1,`)s− , `) ds +
∫ t
0
1lKτk,τk+1K Σ(s, S(k+1,`)s− , `) dWs.
Furthermore define for ` ∈ Im the process S(k),` by
S
(k),`
t =
∫ t
0
Γ(s, S(k)s− , `) ds +
∫ t
0
Σ(s, S(k)s− , `) dWs, t ∈ [0, T ],
Lemma 5.1 Let the processes S(k), S(k,`) and S(k),` be given as above. Then the stochastic
differential equation (5.6) may be written as
(5.7) S(k+1,`)t = S
(k)
t∧τk − S
(k),`
t∧τk +
∫ t∧τk+1
0
Γ(s, S(k+1,`)s− , `) ds +
∫ t∧τk+1
0
Σ(s, S(k+1,`)s− , `) dWs.
Proof. By the definition of S(k,`) in (5.6) we have
S
(k+1,`)
t − S(k)t∧τk =
∫ t
0
1lKτk,τk+1K(s) Γ(s, S(k+1,`)s− , `) ds +
∫ t
0
1lKτk,τk+1K(s) Σ(s, S(k+1,`)s− , `) dWs,
or
d(S(k+1,`)t − S(k)t∧τk) = 1lKτk,τk+1K(t)
(
Γ(t, S(k+1,`)t− , `) dt + Σ(t, S
(k+1,`)
t− , `) dWt
)
.
This yields
d
(
S
(k+1,`)
t − S(k)t∧τk −
∫ t∧τk+1
0
Γ(s, S(k+1,`)s− , `) ds−
∫ t∧τk+1
0
Σ(s, S(k+1,`)s− , `) dWs
)
= −1lK0,τkK(t)
(
Γ(t, S(k+1,`)t− , `) dt + Σ(t, S
(k+1,`)
t− , `) dWt
)
= −1lK0,τkK(t)
(
Γ(t, S(k)t− , `) dt + Σ(t, S
(k)
t− , `) dWt
)
= −dS(k),`t 1lK0,τkK(t),
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since S(k+1,`) = S(k) on K0, τkK by construction. 2
Now by construction of S(k+1,`) we have
Sτk+1 = S(k+1) =
∑
`∈Im
S(k+1,`) 1l{ητk=`}.
In fact by construction S(k+1,`) coincides with S(k+1) on J0, τkK, and on {ητk = `}∩Kτk, τk+1K
the dynamics of S(k+1) are the same as those of S(k+1,`).
In the last step one constructs N with (5.3) by a suitable change of measure. More precisely,
for P ¿ P ′ defined by
(5.8) dP := E
 m∑
`,j=1
∫ (
λ`j(s, Ss)− 1
)(
dN `js − ds
)
T
dP ′
and for the P -completion (Ω,F ,F, P ) of (Ω,F ′,F′, P ), W is still a standard Brownian motion
and N has the desired properties. For details see Becherer (2001), Section 3.2 and Bre´maud
(1981), Theorems VI.2.3 and VI.2.4. Note that the process
(5.9) Z := E
 m∑
`,j=1
∫ (
λ`j(s, Ss)− 1
)(
dN `js − ds
)
is the density process of P with respect to P ′.
5.2 Convergence in the Case of Independent Driving
Processes
The aim in this section is to approximate the model (5.1)–(5.2) under P ′, where W and N
are independent and N is a multivariate standard Poisson process, by a suitable sequence of
discrete-time models. To that end we define discrete-time processes (Wn, Nn) converging to
(W,N) in distribution and such that the sequence (Wn, Nn)n∈N is good in the sense of Kurtz
and Protter (1996), Definition 7.3. Then we define (Sn, ηn) as the solutions of a discrete-time
version of (5.1) and (5.2), and corresponding stopping times τnk like in (5.4) as well as processes
S(k),n, S(k,`),n and S(k),`,n in analogy to S(k), S(k,`) and S(k),`. The idea to show convergence
is an induction argument similar to the existence argument for S above.
For n ∈ N let (Ωn,Fn, P ′n) be a probability space and let
{
ξnik , ζ
n`j
k
}
for i ∈ {1, . . . , r},
`, j ∈ {1, . . . ,m}, k ∈ {1, . . . , n} be independent under P ′n with
P ′n
[
ξnik = ±
√
T
n
]
=
1
2
, i ∈ {1, . . . , r},
P ′n
[
ζn`jk = 1
]
= 1− P ′n
[
ζn`jk = 0
]
=
T
n
, `, j ∈ {1, . . . ,m},
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and define for n ∈ N, i ∈ {1, . . . , r} and `, j ∈ {1, . . . ,m} the stochastic processes
(5.10) Lnt =
[
nt
T
]
T
n
, Wnit =
[ntT ]∑
k=1
ξnik , N
n`j
t =
[ntT ]∑
k=1
ζn`jk , t ∈ [0, T ].
If we write Wn = (Wn1, . . . ,Wnr) and Nn = (Nn11, . . . , Nnmm) and let Fn = F(Wn,Nn)(P ′n),
the P ′n-augmentation of the (right-continuous) filtration generated by Wn and Nn, then obvi-
ously (Ln,Wn, Nn) is an (Fn,P ′n)-semimartingale with ca`dla`g paths, independent increments
and values in R×Rr ×Rm×m. Note that Ln is a discretization of time, whereas Wn and Nn
are binomial random walks which are constructed to converge to W and N , respectively. To
ease notation we define n(t) :=
[
nt
T
]
. We show convergence of (Ln,Wn, Nn) with the help of
Theorem 1.46. To that end let Lt := t and recall that W was defined to be an r-dimensional
P ′-standard Brownian motion and N a multivariate standard Poisson process under P ′.
Proposition 5.2 Let Ln,Wn and Nn be as above. Then
L (Ln,Wn, Nn ∣∣P ′n ) w−→ L(L,W,N |P ′)
as n→∞.
Proof. Since the coordinates of (Ln,Wn, Nn) are independent under P ′n it suffices to
show convergence in distribution of the single coordinates, i.e. Ln L−→ L, Wni L−→ W i and
Nn`j
L−→ N `j for i ∈ {1, . . . , r} and `, j ∈ {1, . . . ,m}; cf. Billingsley (1968), Theorem 3.2.
Now Ln as well as L is deterministic with Lnt
n→∞−→ t for all t ∈ [0, T ], so there is nothing
to show here. Convergence of Wni to W i for i ∈ {1, . . . , r} is immediate by Donsker’s
theorem, so it remains to prove convergence of Nn`j to N `j for `, j ∈ {1, . . . ,m}. But N `j for
`, j ∈ {1, . . . ,m} is a standard Poisson process, so Nn`j L−→ N `j is just a functional version
of the Poisson limit law, which should be well known (cf. Rachev and Ru¨schendorf (1994),
Section 2.5). For the sake of completeness we give the details, using Theorem 1.46.
First we need the characteristics of Nn`j and N `j for `, j ∈ {1, . . . ,m} under P ′n and P ′, re-
spectively. Both Nn`j and N `j have bounded jumps, and are therefore special semimartingales,
so we can choose the “truncation function” h(x) = x, and we get the canonical decomposition
under P ′ as
N `jt = (N
`j
t − t) + t.
Therefore the P ′-characteristics of N `j are
B`jt = t,
C`jt = 0,
ν`j(dt, dx) = dt δ{1}(dx),
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where δ{1} denotes the Dirac measure in the point 1. (Note that (B`j , C`j , ν`j) are not the
`-j-th coordinates of the characteristics of N !) With this and Proposition 1.25 we get the
modified second characteristic C˜`j by
C˜`jt = x
2 ∗ ν`jt = t.
Concerning the P ′n-characteristics of Nn`j we see that the canonical decomposition of Nn`j
is given by
Nn`jt =
n(t)∑
k=1
(
ζn`jk − EP ′n
[
ζn`j1
])+ n(t)EP ′n [ζn`j1 ] ,
so that for g ≥ 0 measurable the P ′n-characteristics of Nn`j are
Bn`jt = n(t)
T
n
,
Cn`jt = 0,
g ∗ νn`jt = n(t)EP ′n
[
g
(
ζn`j1
)
1ln
ζn`j1 6=0
o] = n(t)g(1)T
n
.
For this result, especially the form of the third characteristic, also cf. Jacod and Shiryaev
(1987), Theorem II.3.11. Finally the modified second characteristic C˜n`j of Nn`j under P ′n
is then given by (see again Proposition 1.25)
C˜n`jt = x
2 ∗ νn`jt −
∑
s≤t
(∆Bn`js )
2 = n(t) VarP ′n
[
ζn`j1
]
= n(t)
T
n
(
1− T
n
)
.
Now convergence to 0 of sup0≤s≤T |Bn`js −B`js | and |C˜n`jt − C˜`jt | for all t ∈ [0, T ] is immediate,
whereas for g ∈ C(R) we have
g ∗ νn`jt = n(t)EP ′n
[
g
(
ζn`j1
)
1ln
ζn`j1 6=0
o] = n(t)T
n
g(1) n→∞−→ tg(1) = g ∗ ν`jt ,
which ends the proof. 2
Proposition 5.3 The sequence (Ln,Wn, Nn)n∈N is good with respect to P ′
n, P ′.
Proof. For all k ∈ {1, . . . , n} we define the 1 + r + m2-dimensional random vector ξ¯k by
ξ¯n0k :=
T
n , ξ¯
ni
k = ξ
ni
k for i ∈ {1, . . . , r}, and ξ¯n,r+1k := ζn11k , . . . , ξ¯n,r+m
2
k = ζ
nmm
k . Then, using
Example 1.51, we need to show that EP ′n
[
ξ¯n1
]
= O ( 1n) and CovP ′n (ξ¯ni1 , ξ¯nj1 ) = O ( 1n) for
i, j ∈ {0, . . . , r + m2}.
Now
∣∣EP ′n [ξ¯n1 ]∣∣2 = (Tn )2 + m2 (Tn )2 = (1 + m2) (Tn )2, so that n ∣∣EP ′n [ξ¯n1 ]∣∣ = √1 + m2 T ,
which is clearly bounded.
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Concerning the covariances we see that CovP ′n
(
ξ¯ni1 , ξ¯
nj
1
)
= 0 for i 6= j or i = 0 or j = 0,
whereas in the other cases we have
VarP ′n
[
ξ¯ni1
]
=
{
T
n if i = j ∈ {1, . . . , r}
T
n
(
1− Tn
)
if i = j ∈ {r + 1, . . . , r + m2}
so that nCovP ′n
(
ξ¯ni1 , ξ¯
nj
1
)
is bounded. 2
We now define the discrete-time processes Sn and ηn as solutions of the difference equations
dSnt = Γ(t, S
n
t−, η
n
t−) dL
n
t + Σ(t, S
n
t−, η
n
t−) dW
n
t ,(5.11)
dηnt =
m∑
`,j=1
(j − `)1l{ηnt−=`} dN
n`j
t ,(5.12)
with Sn0 = S0 ∈ Rd and ηn0 = η0 ∈ {1, . . . ,m}.
Note that in contrast to the continuous-time case, Nn`j1 and Nn`j2 may jump simultaneously
for j1 6= j2 so that it may happen that ηn jumps out of the set {1, . . . ,m}. However if
ηnt0 /∈ {1, . . . ,m} for some t0 > 0, then by construction dηnt = 0 for all t > t0, so that η
stays constant once it has left the set {1, . . . ,m}. We therefore identify all points outside of
{1, . . . ,m} with the cemetery point pi, and we write ηntk = pi to mean that ηntk /∈ {1, . . . ,m}.
Note that the range of ηn is therefore Im = {pi} ∪ {1, . . . ,m}. In the sequel we shall view Im
as a subset of Z.
Also notice that due to the distribution of ζn`jk the probability that N
n`j1 and Nn`j2 jump
simultaneously is small and vanishes in the limit as n → ∞. For a more detailed analysis of
the processes ηn see Section 5.4, where it is also shown that the probability that ηn leaves
{1, . . . ,m} vanishes as n→∞.
Proposition 5.4 We have
L(Ln,Wn, Nn, ηn|P ′n) w−→ L(L,W,N, η|P ′)
as n→∞.
Proof. In order to apply Theorem 1.53 we need to adjust the dimension of the processes
N = (N `j)`,j∈{1,...,m} and Nn = (Nn`j)`,j∈{1,...,m}. So we associate to any k ∈ {1, . . . ,m2} the
numbers ` and j by ` =
[
k−1
m
]
+ 1 and j = 1 + ((k − 1) mod m), so that `, j ∈ {1, . . . ,m},
and we define the Zm2-valued processes N¯ by N¯k = N `j and N¯n by N¯nk = Nn`j . Then
for f : Z → Zm2 , given by fk(y) = (j − `)1l{y=`}, k ∈ {1, . . . ,m2}, the stochastic differential
equations (5.2) and (5.12) may be written as
dηt = f(ηt−) dN¯t, η0 ∈ {1, . . . ,m},
dηnt = f(η
n
t−) dN¯
n
t , η
n
0 = η0 ∈ {1, . . . ,m}.
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Now (Ln,Wn, Nn) L−→ (L,W,N) by Proposition 5.2, and since (L,W ) is a continuous semi-
martingale, the result follows from Theorem 1.53. 2
In analogy to the continuous-time case we define the sequence of jump times of ηn by
(5.13)
{
τn0 = 0,
τnk = inf
{
t > τnk−1 | |∆ηnt | > 12
} ∧ T.
Now let ` ∈ Im and let S(k),n, S(k,`),n and S(k),`,n be the discrete-time processes which corre-
spond to S(k), S(k,`) and S(k),`, i.e. S(0),n ≡ S0, and S(k+1),n is the solution of the difference
equation
S
(k+1),n
t = S
(k),n
t∧τnk +
∫ t
0
1lKτnk ,τnk+1K Γ(s, S(k+1),ns− , ηnτnk ) dLns
+
∫ t
0
1lKτnk ,τnk+1K Σ(s, S(k+1),ns− , ηnτnk ) dWns
for k ≥ 0. As above we define S(k,`),n recursively by setting S(0,`),nt = S0 and for ` ∈ Im
S
(k+1,`),n
t = S
(k),n
t∧τnk +
∫ t
0
1lKτnk ,τnk+1K Γ(s, S(k+1,`),ns− , `) dLns(5.14)
+
∫ t
0
1lKτnk ,τnk+1K Σ(s, S(k+1,`),ns− , `) dWns .
For the above S(k),n we define S(k),`,n for ` ∈ Im by
S
(k),`,n
t =
∫ t
0
Γ(s, S(k),ns− , `) dL
n
s +
∫ t
0
Σ(s, S(k),ns− , `) dW
n
s , t ∈ [0, T ],
and with a similar argument as in Lemma 5.1 we can write the stochastic differential equation
(5.14) as
S
(k+1,`),n
t = S
(k),n
t∧τnk − S
(k),`,n
t∧τnk +
∫ t∧τnk+1
0
Γ(s, S(k+1,`),ns− , `) dL
n
s(5.15)
+
∫ t∧τnk+1
0
Σ(s, S(k+1,`),ns− , `) dW
n
s .
Like in the continuous-time case we have
(Sn)τ
n
k+1 = S(k+1),n =
∑
`∈Im
S(k+1,`),n1l{ηn
τn
k
=`}.
Proposition 5.5 We have for all k ∈ N
L(Ln,Wn, Nn, ηn, S(k),n|P ′n) w−→ L(L,W,N, η, S(k)|P ′)
as n→∞.
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Proof. We use induction over k. For k = 0 we have S(0),n ≡ S0 ≡ S(0), so the claim is
obvious because (Ln,Wn, Nn, ηn) L−→ (L,W,N, η) by Proposition 5.4. So suppose
(Ln,Wn, Nn, ηn, S(k),n) L−→ (L,W,N, η, S(k))
for some k ≥ 0. Then because (Ln,Wn, Nn)n∈N is good by Proposition 5.3 we have(
Ln,Wn, Nn, ηn, S(k),n, (S(k),`,n)`∈Im
) L−→ (L,W,N, η, S(k), (S(k),`)`∈Im)
by construction of S(k),`,n and S(k),` and the definition of goodness (cf. Definition 1.48).
Then since S(k),` is continuous we have convergence of the corresponding stopped processes
(S(k),`,n)τ
n
k , ` ∈ Im, by Proposition B.6, and thus(
Ln,Wn, Nn, ηn, (J `,n, S(k),`,n)`∈Im
) L−→ (L,W,N, η, (J `, S(k),`)`∈Im) ,
where J `,nt = S
(k),n
t∧τnk − S
(k),`,n
t∧τnk and analogously J
`
t = S
(k)
t∧τk − S
(k),`
t∧τk . Due to the representations
(5.7) and (5.15) of S(k+1,`) and S(k+1,`),n we have convergence of(
Ln,Wn, Nn, ηn, (S(k+1,`),n)`∈Im
) L−→ (L,W,N, η, (S(k+1,`))`∈Im)
as a result of Kurtz and Protter (1996), Theorem 8.6. Finally by Proposition B.7 and the
continuous mapping theorem we get
(Ln,Wn, Nn, ηn, S(k+1),n) L−→ (L,W,N, η, S(k+1)),
which finishes the proof. 2
Theorem 5.6 Let W be an r-dimensional standard Brownian motion and N a multivariate
standard Poisson process, independent of W under P ′. Let (S, η) be given by (5.1) and (5.2)
and let Lt = t. Then for (Ln,Wn, Nn, ηn, Sn) given by (5.10), (5.11) and (5.12) we have
L(Ln,Wn, Nn, ηn, Sn|P ′n) w−→ L(L,W,N, η, S|P ′)
as n→∞.
Proof. Abbreviate Xn = (Ln,Wn, Nn, ηn, Sn), X(k),n = (Ln,Wn, Nn, ηn, S(k),n), and let
X,X(k) be the corresponding continuous-time processes. By Proposition 5.5 we have that
X(k),n
L−→ X(k) for all k ∈ N. We first show tightness of (Xn)n∈N with the help of Theo-
rem 1.43 and then identify X as the only possible limit process. In our situation of a finite
time horizon [0, T ] it suffices to show the conditions of Theorem 1.43 for N = T only. To that
end notice that
(5.16) lim
k→∞
P ′n[τnk = T ] = 1, lim
k→∞
P ′[τk = T ] = 1
104 Model Convergence
for all n ∈ N, since ηn and η have only finitely many jumps in [0, T ], and that
(5.17) lim
n→∞P
′n[τnk = T ] = P
′[τk = T ],
for all k ∈ N, since ηn L−→ η and therefore τnk
L−→ τk by Proposition B.5. Furthermore on
{τnk = T} we have Xn = X(k),n, therefore we can write for arbitrary n, K and k
P ′n
[
sup
0≤t≤T
|Xnt | ≤ K
]
≥ P ′n
[
sup
0≤t≤T
|Xnt | ≤ K, τnk = T
]
= P ′n
[
sup
0≤t≤T
|X(k),nt | ≤ K, τnk = T
]
≥ P ′n
[
sup
0≤t≤T
|X(k),nt | ≤ K
]
+ P ′n [τnk = T ]− 1.
Now let ε > 0 and choose k0 large enough such that P ′[τk0 = T ] ≥ 1− ε4 by (5.16). Then by
(5.17) we can choose n1 ∈ N such that P ′n[τnk0 = T ] ≥ 1− ε2 for all n ≥ n1. Now (X(k0),n)n∈N
is tight, so we can choose K > 0 and n2 ∈ N so that P ′n
[
sup0≤t≤T
∣∣∣X(k0),nt ∣∣∣ ≤ K] ≥ 1 − ε2
for all n ≥ n2. Then for all n ≥ n0 := n1 ∨ n2 we have
P ′n
[
sup
0≤t≤T
|Xnt | ≤ K
]
≥ 1− ε,
which yields condition (i) of Theorem 1.43. Condition (ii) is shown in the same manner: Let
ε, δ > 0 and choose k0 and n1 as above. By the tightness of (X(k0),n)n∈N we can choose n2 ∈ N
and ϑ > 0 such that for all n ≥ n2 we have P ′n
[
w′N (X
(k0),n, ϑ) ≤ δ] ≥ 1 − ε2 , so that with
the same argument as above we have
P ′n
[
w′N (X
n, ϑ) ≤ δ] ≥ 1− ε,
which finally shows that (Xn)n∈N is tight.
It remains to identify X as the only possible limit of Xn. So let X`n be a weakly convergent
subsequence with limit process Y . Then on the one hand we have that X(k),`n L−→ X(k) for
all k ∈ N by Proposition 5.5, and on the other hand we have X(k),`n = ϕk(X`n), where ϕk is
the Skorokhod-continuous function from Proposition B.6, which stops the last component of
a ca`dla`g function at time τk. Since the last component S of the limit process X is continuous,
we have by the continuous mapping theorem
X(k),`n = ϕk(X`n)
L−→ ϕk(Y ) =: Y (k)
for all k ∈ N and therefore Y (k) = X(k) for all k ∈ N. Since P ′[τk = T ] ↑ 1 as k → ∞, this
yields Y = X. 2
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5.3 Convergence under Mutual Dependences
In order to approximate the model given by (5.1), (5.2) and (5.3) (i.e. where N `jt has (P,F)-
intensity λ`j(t, St) for `, j ∈ {1, . . . ,m}), we need convergence of (Sn, ηn) not under P ′n, P ′
but under some measures Pn, P such that the mutual dependences of S and η hold as specified
in (5.3). To that end we approximate the density process Z of P with respect to P ′ in the
following way. Recall that for t ∈ [0, T ] and n ∈ N we have defined n(t) = [ntT ]. For
k ∈ {0, . . . , n} and fixed n ∈ N we furthermore define tk = k Tn , and we denote tk − tk−1 = Tn
by ∆tk. For n ∈ N and `, j ∈ {1, . . . ,m} let the process Mn`j be given by
Mn`jt =
∫ t
0
(
λ`j
(
s, Sns−
)− 1)(dNn`js − dLns) = n(t)∑
k=1
(
λ`j
(
tk, S
n
tk−1
)
− 1
)(
ζn`jk −∆tk
)
,
t ∈ [0, T ], and define the processes Zn`j by
Zn`jt = E
(
Mn`j
)
t
=
n(t)∏
k=1
(
1 + ∆Mn`jtk
)
, t ∈ [0, T ],
where ∆Mn`jtk stands for M
n`j
tk
−Mn`jtk−1 . Finally let
(5.18) Znt =
m∏
`,j=1
Zn`jt , t ∈ [0, T ].
Proposition 5.7 Let Zn be defined as above. Then for n sufficiently large Zn is a nonnegative
P ′n-martingale with EP ′n [ZnT ] = 1.
Proof. Since 0 ≤ λ`j ≤ K for some constant K, we have
∆Mn`jtk = (λ
`j(tk, Sntk−1)− 1)
(
ζn`jk −∆tk
)
≥ −1
P ′-a.s. for n sufficiently large, so that Zn`j ≥ 0 P ′-a.s. for all `, j ∈ {1, . . . ,m} and n suf-
ficiently large, and thus Zn ≥ 0 P ′-a.s. for n sufficiently large. Furthermore we have for all
k ∈ {0, . . . , n} by the independence of the ζn`jk under P ′n
EP ′n
[
Zntk
Zntk−1
∣∣∣∣∣Fntk−1
]
= EP ′n
 m∏
`,j=1
(
1 + ∆Mn`jtk
)∣∣∣∣∣∣Fntk−1

= EP ′n
 m∏
`,j=1
(
1 +
(
λ`j (tk, x)− 1
)(
ζn`jk −∆tk
))∣∣∣∣∣∣
x=Sntk−1
=
m∏
`,j=1
(
1 +
(
λ`j
(
tk, S
n
tk−1
)
− 1
)
EP ′n
[(
ζn`jk −∆tk
)])
= 1,
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so that Zn is a martingale under P ′n. Since Zn0 = 1, this implies EP ′n [ZnT ] = 1. 2
Now we can define a measure Pn ¿ P ′n on FnT by
(5.19) dPn = ZnT dP
′n,
and Zn is obviously the density process of Pn with respect to P ′n.
Lemma 5.8 Let Pn ¿ P ′n be given as above. Then
Nn`jt −
∫ t
0
λ¯n`j(s, Sns−) dL
n
s
is a Pn-martingale for λ¯n`j(t, x) = λ`j(t, x) + Tn
(
1− λ`j(t, x)).
Proof. It suffices to show that EPn
[
∆Nn`jk
∣∣∣Fntk−1] = λ¯n`j(tk, Sntk−1) ∆tk. By the Bayes
formula and the independence of the ζn`jk under P
′n we get
EPn
[
∆Nn`jk
∣∣∣Fntk−1] = EP ′n [ζn`jk (1 + (λ`j(tk, Sntk−1)− 1)(ζn`jk − Tn
))∣∣∣∣Fntk−1]
= EP ′n
[
ζn`jk
(
1 +
(
λ`j(tk, x)− 1
)(
ζn`jk −
T
n
))]∣∣∣∣
x=Sntk−1
=
(
1 +
(
λ`j(tk, Sntk−1)− 1
)(
1− T
n
))
T
n
= λ¯n`j(tk, Sntk−1) ∆tk
by the distribution of ζn`jk under P
′n. 2
Remark 5.9 Of course for the purpose of approximating the density process Z of P with
respect to P ′ from (5.9), the construction of a sequence of density processes Zn is by no means
unique. However there are some aspects where one needs to be careful.
a) First note that the construction of Zn is not exactly analogous to the construction of Z.
But if we define
Z˜n = E
 m∑
`,j=1
∫ (
λ`j
(
s, Sns−
)− 1) (dNnjs − dLns )
 ,
then Z˜n may become negative since the jumps of the exponent in the stochastic exponential
are not bounded from below by −1 any more. In fact, the processes Nn`j may jump simulta-
neously so that in the worst case the exponent may jump by −m2. The proof of the following
Proposition 5.10 will make clear that this phenomenon vanishes in the limit.
b) By Lemma 5.8 the process Nn`j − ∫ λ¯n`j(s, Sns−) dLn is a Pn-martingale, so that it is
justified to say that dNn`jt has P
n-“intensity” λ¯n`j(t, Snt ) dL
n
t , in analogy to the P -intensities
5.3 Convergence under Mutual Dependences 107
λ`j(t, St) dt of dN
`j
t . As n → ∞, we clearly have λ¯n`j → λ`j . If one wants to obtain the
original “intensities” λ`j(t, Snt ) dL
n
t under some measure Pˆ
n one needs to define the density
process Zˆn by
Zˆnt =
m∏
`,j=1
E
(
Mˆn`j
)
t
with
Mˆn`jt =
1
1− Tn
∫ t
0
(
λ`j
(
s, Sns−
)− 1)(dNn`js − dLns) .
In this case, with Pˆn defined via ZˆnT ,
Nn`jt −
∫ t
0
λ`j(s, Sns−) dL
n
s = N
n`j
t −
n(t)∑
k=1
λ`j
(
tk, S
n
tk−1
)
∆tk
is a Pˆn-martingale, so that dNn`jt has Pˆ
n-“intensities” λ`j(t, Snt ) dL
n
t . We have chosen to
construct Pn via Zn and Mn as above since then the convergence of the density processes Zn
is easier to prove, and the difference of intensities vanishes in the limit anyway. 3
Proposition 5.10 For all n ∈ N, let Zn be defined by (5.18) and let Z be the density process
of P with respect to P ′ from (5.9). Then
L(Ln,Wn, Nn, Sn, ηn, Zn|P ′n) w−→ L(L,W,N, S, η, Z|P ′).
Proof. Recall that L(Ln,Wn, Nn, Sn, ηn|P ′n) w−→ L(L,W,N, S, η|P ′) by Theorem 5.6. We
define for n ∈ N the m2-dimensional processes Un by Un`jt = λ`j(t, Snt ) − 1 and U by
U `jt = λ
`j(t, St)− 1, `, j ∈ {1, . . . ,m}. Then
L(Ln,Wn, Nn, Sn, ηn, Un|P ′n) w−→ L(L,W,N, S, η, U |P ′)
by Proposition B.4 and the continuous mapping theorem. Furthermore
Mn`j =
∫
Un`j− (dN
n`j − dLn), `, j ∈ {1, . . . ,m},
so goodness of (Ln,Wn, Nn)n∈N under P ′
n, P ′ (cf. Proposition 5.3) implies
L(Ln,Wn, Nn, Sn, ηn, Un,Mn|P ′n) w−→ L(L,W,N, S, η, U,M |P ′),
where Mn and M are Rm2-valued with M `j =
∫
U `j−
(
dN `j − ds). However (Mn)n∈N is also
good by Proposition 1.49, so for Zn`j = E(Mn`j), the solution of dZn`j = Zn`j− dMn`j , we get
L(Ln,Wn, Nn, Sn, ηn, (Zn`j)`,j |P ′n) w−→ L(L,W,N, S, η, (Z`j)`,j |P ′)
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by Theorem 1.52, where Z`j = E(M `j). Now the mapping ϕ : D(Rm2) → D(R), given by
ϕ(α)(s) =
∏m
`,j=1 α
`j(s), is continuous for the Skorokhod topology by Proposition B.4, so
that by the continuous mapping theorem
L (Ln,Wn, Nn, Sn, ηn, Zn|P ′n) w−→ L
L,W,N, S, η, m∏
`,j=1
Z`j
∣∣∣∣∣∣P ′
 ,
and since the M j are (compensated) pure jump processes which never jump simultane-
ously because the driving processes are independent Poisson processes under P ′, we have
[M j ,Mk] = 0 for j 6= k so that
m∏
`,j=1
Z`j =
m∏
`,j=1
E(M `j) = E
 m∑
`,j=1
M `j
 = Z
by Yor’s formula; cf. Protter (1990), Theorem II.37. This yields the result. 2
Proposition 5.11 If 0 ≤ λ`j(t, x) ≤ K <∞ for all t ∈ [0, T ], x ∈ Rd and `, j ∈ {1, . . . ,m},
then (Pn)n∈N
loc
C (P ′n)n∈N.
Proof. By Lemma 1.55 local contiguity of (Pn)n∈N with respect to (P ′
n)n∈N is equivalent to
lim
α↓0
lim inf
n→∞ H(α;P
′n
t , P
n
t ) = 1
for all t ≥ 0, where H is the Hellinger integral of order α, and since Pn loc¿ P ′n for all n ∈ N,
the Hellinger integral becomes H(α;P ′nt , Pnt ) = EP ′n
[
(Znt )
1−α
]
. So we need to show
lim
α↓0
lim inf
n→∞ EP ′
n
[
(Znt )
1−α
]
= 1
for all t.
To that end we remark that by Jensen’s inequality we have
(5.20) EP ′n
[
(Znt )
1−α
]
≤ 1
for all t ≥ 0, n ∈ N, α ∈ (0, 1). On the other hand we have by conditioning on Fntk−1 and the
independence of the (ζn`jk )`,j,k under P
′n
(5.21) EP ′n
[
(Znt )
1−α
]
= EP ′n
 m∏
`,j=1
n(t)∏
k=1
(
1 + ∆Mn`jtk
)1−α = EP ′n
 m∏
`,j=1
n(t)∏
k=1
ϕ`jk,n(S
n
tk−1)
 ,
with
ϕ`jk,n(x) = EP ′n
[(
1 +
(
λ`j (tk, x)− 1
)(
ζn`jk −∆tk
))1−α]
.
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We define fα(y) = y1−α− y+α(y− 1) for y ≥ 0, and we claim that for n sufficiently large we
have
(5.22) ϕ`jk,n(x) ≥ 1 +
Tfα(λ¯) + R¯n
n
uniformly for all x, k, `, j, for some 0 ≤ λ¯ <∞, and R¯n = O
(
1
n
)
.
Indeed by the distribution of ζn`jk under P
′n we have for fixed 0 ≤ y ≤ K (recall that
∆tk = tk − tk−1 = Tn )
EP ′n
[(
1 + (y − 1)
(
ζn`jk −∆tk
))1−α]
=
T
n
(
1 + (y − 1)
(
1− T
n
))1−α
+
(
1− T
n
)(
1− (y − 1)T
n
)1−α
.
By a Taylor expansion of the terms (1± · )1−α we get
(5.23) EP ′n
[(
1 + (y − 1)
(
ζn`jk −∆tk
))1−α]
= 1 +
(y1−α − y + α(y − 1))T + Rn
n
with Rn = R1n + R
2
n + R
3
n for
R1n = −
T 2
n
(1− α)(1− ϑ1)−α y − 1
yα
, ϑ1 ∈ 〈0, y − 1
y
T
n
〉,
R2n =
1
2
T 2
n
α(1− α)(1− ϑ2)−1−α(y − 1), ϑ2 ∈ 〈0, (y − 1)T
n
〉,
R3n =
T 2
n
(1− α)(1− ϑ3)−α(y − 1), ϑ3 ∈ 〈0, (y − 1)T
n
〉,
with the general interval 〈a, b〉 = [min{a, b},max{a, b}]. Now the function fα is continuous,
so it attains its minimum on the compact interval [0,K], and thus fα(y) ≥ fα(λ¯) for some
0 ≤ λ¯ ≤ K. (In fact λ¯ ∈ {0,K} since fα is concave.)
Let us now examine Rn. We show that Rn ≥ 1nR¯ for some R¯ ∈ R. To that end we claim
nRin ≥ R¯i for i ∈ {1, 2, 3}. We have
1) nR
1
n
T 2
≥ −12(1 − α)(K − 1). Indeed, if y ≤ 1, then nR
i
n
T 2
= −(1 − α)(1 − ϑ1)−α y−1yα ≥ 0.
If y > 1, then yα > 1, so y−1yα ≤ K − 1. Furthermore in this case ϑ1 ∈ (0, y−1y Tn ), thus
1− ϑ1 > 1− y−1y Tn ≥ 1− (K − 1)Tn ≥ 12 for n sufficiently large. Altogether we have the
desired result.
2) nR
2
n
T 2
≥ −12α(1 − α). In the case where y ≤ 1 we have that ϑ2 ∈ ( (y−1)Tn , 0), so that
(1 − ϑ2)−1−α < 1, hence we have 12α(1 − α)(1 − ϑ1)−1−α(y − 1) ≥ −12α(1 − α). In the
other case where y > 1, it is immediate that nR
2
n
T 2
≥ 0, which gives the result.
3) nR
3
n
T 2
≥ −(1 − α). As in 2) we see that for y ≤ 1 we get (1 − ϑ3)−α ≤ 1, which
gives (1 − α)(1 − ϑ1)−α(y − 1) ≥ −(1 − α), whereas for y > 1 it is again clear that
(1− α)(1− ϑ1)−α(y − 1) ≥ 0.
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So if we set R¯n = −T 2n
(
(1− α) (12(K − 1 + α) + 1)), then Rn ≥ R¯n = O ( 1n), and (5.22)
follows from (5.23) and the choice of λ¯.
For n sufficiently large we now have 1 + Tfα(λ¯)+R¯nn > 0, and we get from (5.21)
EP ′n
[
(Znt )
1−α
]
≥
(
1 +
Tfα(λ¯) + R¯n
n
)m2[ntT ]
n→∞−→ exp (tm2fα(λ¯))
α↓0−→ 1,
so that limα↓0 lim infn→∞EP ′n
[
(Znt )
1−α
]
≥ 1, which, together with (5.20), yields the result.
2
We are now in a position to state the main result of this section, namely convergence of the
sequence of discrete-time models (Sn, ηn) to the continuous-time model (S, η) under P .
Theorem 5.12 Let Lt = t, let (W,N, S, η) be the model (5.1)–(5.3), and let Z be given by
(5.9). For the corresponding discrete-time processes (Ln,Wn, Nn, Sn, ηn, Zn) from (5.10),
(5.11), (5.12), and (5.18), we have
L (Ln,Wn, Nn, Sn, ηn, Zn|Pn) w−→ L (L,W,N, S, η, Z|P )
as n→∞.
Proof. We have convergence under P ′n by Proposition 5.10, and (Pn)n∈N
loc
C (P ′n)n∈N by
Proposition 5.11, so Theorem 1.56 yields the result. 2
5.4 An Analysis of the Untradable Factors of Risk
In this section we examine properties of the processes ηn and we give a technique how to
pass from Pn to P ′n. Note that under P ′n the process ηn may be viewed as a homogeneous
discrete-time Markov chain with values in a finite subset of Z. By (5.12) it is clear that all
points outside of {1, . . . ,m} are absorbing, and by construction of the model it is irrelevant
which value ηn takes outside of {1, . . . ,m} once it has jumped outside of {1, . . . ,m}. Recall
that we identify all of Z \ {1, . . . ,m} with pi and that we denote the state space of ηn by
Im = {pi} ∪ {1, . . . ,m}, where ηntk = pi means that ηntk /∈ {1, . . . ,m}. For future reference we
introduce for `, j ∈ {1, . . . ,m} the sets
An`jk :=
{
m∑
i=1
(i− `) ζn`ik = j − `
}
=
{
` +
m∑
i=1
(i− `) ζn`ik = j
}
and
An`pik :=
{
` +
m∑
i=1
(i− `) ζn`ik /∈ {1, . . . ,m}
}
.
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For notational convenience we also define the sets Anpijk , where P
′n[Anpijk ] = δpij . This corre-
sponds to the fact that pi is absorbing, and Pn ¿ P ′n yields that Pn[Anpijk ] = δpij .
For fixed n and `, j ∈ Im we denote the transition probabilities of ηn under P ′n by p′n`j , and
we have for ` ∈ {1, . . . ,m}, j ∈ Im
(5.24) p′n`j = P ′n
[
ηntk = j
∣∣∣ ηntk−1 = `] = P ′n [An`jk ] .
It is immediate that p′n`pi = 1−∑mj=1 p′n`j , and we have the following properties of p′n`j .
Lemma 5.13 Let p′n`j be given as above. Then there exists a constant c such that for
`, j ∈ Im and n sufficiently large
a) p′n`` ≥ 1− cn ,
b) p′n`j ≤ cn for j 6= `,
c) p′n`pi ≤ c
n2
.
Proof. a) and b) are special cases of Lemma 5.14 below, whereas the proof of c) is a simple
but lengthy computation. It is therefore relegated to the Appendix; see Section C. 2
Notice that Lemma 5.13 c) yields that the P ′n-probability for ηn to leave the set {1, . . . ,m}
vanishes as n tends to infinity. Since Pn ¿ P ′n for all n ∈ N, we conclude that the corre-
sponding Pn-probability tends to 0 as well.
The above properties of ηn, in particular the time-homogeneity of ηn under P ′n, result from
the independence of the ζn`ik under P
′n. Obviously under Pn this is not the case any more.
However we have the following result concerning the transition probabilities. Recall that for
j ∈ Im we have sets Anpijk , where Pn
[
Anpijk
]
= δpij . Therefore we have for `, j ∈ Im
1l{ηntk=j,η
n
tk−1=`} = 1lAn`jk ∩{ηntk−1=`}
Pn-a.s.
Recall furthermore the density process Zn from (5.19). By the Bayes formula for conditional
expectation we get for j ∈ Im
Pn
[
ηntk = j
∣∣∣Fntk−1 ]
=
∑
`∈Im
EPn
[
1l{ηntk=j,η
n
tk−1=`}
∣∣∣Fntk−1]
=
∑
`∈Im
EP ′n
1l
An`jk ∩{ηntk−1=`}
m∏
j1,j2=1
(
1 +
(
λj1j2(tk, Sntk−1)− 1
)(
ζnj1j2k −
T
n
))∣∣∣∣∣∣Fntk−1

=
∑
`∈Im
EP ′n
1l
An`jk
m∏
j1,j2=1
(
1 +
(
λj1j2(tk, x)− 1
)(
ζnj1j2k −
T
n
))∣∣∣∣∣∣
x=Sntk−1
1l{ηntk−1=`}
=:
∑
`∈Im
pn`jk (S
n
tk−1) 1l{ηntk−1=`},
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Notice that 1l
An`jk
is a measurable function of ζn`ik , i ∈ {1, . . . ,m}, only, so due to the fact that
the ζnj1j2k are independent under P
′n and EP ′n
[
1 +
(
λj1j2(tk, x)− 1
) (
ζnj1j2k − Tn
)]
= 1, we
actually have for `, j ∈ {1, . . . ,m} and x ∈ Rd
(5.25) pn`jk (x) = EP ′n
1l
An`jk
m∏
j2=1
(
1 +
(
λ`j2(tk, x)− 1
)(
ζn`j2k −
T
n
)) .
This uses that the factors with j1 6= ` are independent of An`jk and have expectation 1. For
j ∈ Im, ` ∈ {1, . . . ,m}, the above definition of pn`jk and Pn
[
Anpijk
]
= δpij yields
(5.26)
{
pnpijk (x) = δpij ,
pn`pik (x) = 1−
∑m
i=1 p
n`i
k (x).
The transition probabilities of ηn as defined above give us a convenient tool to convert condi-
tional expectations with respect to Pn into conditional expectations with respect to P ′n. Let
us first state some useful properties of pn`jk (x).
Lemma 5.14 Let n ∈ N, k ∈ {1, . . . , n} and pn`jk (x) be defined by (5.25)–(5.26). Then there
exists a constant c, independent of n, such that for all `, j ∈ Im the following hold:
a) pn``k (x) ≥ 1− cn for all x ∈ Rd,
b) pn`jk (x) ≤ cn for all x ∈ Rd and j 6= `,
c) pn`jk is C
1, and |∇pn`jk (x)| ≤ cn .
Proof. a) For ` = pi we have pnpipik (x) = 1 by definition. For ` ∈ {1, . . . ,m} notice that⋂m
i=1{ζn`ik = 0} ⊆ An``k , and that by assumption λ`j(t, x) ≤ c0, uniformly in t and x. So we
have by the independence of ζn`jk under P
′n that
pn``k (x) ≥ EP ′n
 m∏
i=1
1l{ζn`ik =0}
m∏
j=1
(
1 +
(
λ`j(tk, x)− 1
)(
ζn`jk −
T
n
))
= EP ′n
[
m∏
i=1
1l{ζn`ik =0}
(
1−
(
λ`i(tk, x)− 1
) T
n
)]
=
m∏
i=1
P ′n
[
ζn`ik = 0
](
1−
(
λ`i(tk, x)− 1
) T
n
)
≥
(
1− T
n
)m(
1− (c0 − 1)T
n
)m
≥ 1− c
′
n
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for c′ chosen appropriately.
b) This follows from a) and the fact that
∑
i∈Im p
n`i
k (x) = 1, because for j 6= ` we have
pn`jk (x) ≤
m∑
i∈Im
i6=`
pn`ik (x) = 1− pn``k (x) ≤
c′
n
.
c) Differentiability of pn`jk follows from Lemma C.7 in the Appendix, and it remains to prove
the boundedness of the gradient of pn`jk . Note that p
npij
k is constant for all j ∈ Im, and
boundedness of the gradient of pn`pik = 1−
∑m
j=1 p
n`j
k (x) follows from the boundedness of |∇pn`jk |
for j ∈ {1, . . . ,m}. So we fix n ∈ N, k ∈ {1, . . . , n}, `, j ∈ {1, . . . ,m} and r ∈ {1, . . . , d}, and
we have by the product rule∣∣∣∣ ∂∂xr pn`jk (x)
∣∣∣∣
=
∣∣∣∣∣
m∑
i=1
EP ′n
[
1l
An`jk
∂λ`i
∂xr
(tk, x)
(
ζn`ik −
T
n
) m∏
s=1
s 6=i
(
1 +
(
λ`s(tk, x)− 1
)(
ζn`sk −
T
n
))]∣∣∣∣∣
≤
m∑
i=1
∣∣∣∣∂λ`i∂xr (tk, x)
∣∣∣∣EP ′n [∣∣∣∣ζn`ik − Tn
∣∣∣∣] m∏
s=1
s 6=i
EP ′n
[∣∣∣∣1 + (λ`s(tk, x)− 1)(ζn`sk − Tn
)∣∣∣∣] .
Now from the distribution of ζn`jk under P
′n it is immediate to see that there exist constants
c1 and c2 such that
EP ′n
[∣∣∣∣ζn`ik − Tn
∣∣∣∣] = 2(1− Tn
)
T
n
≤ c1
n
and
EP ′n
[∣∣∣∣1 + (λ`s(tk, x)− 1)(ζn`sk − Tn
)∣∣∣∣] ≤ 1 + ∣∣∣λ`s(tk, x)− 1∣∣∣ (1− Tn
)
T
n
≤ c2,
so that the boundedness of |λ`j | and |∇λ`j | by the constant c0 implies
∣∣∣ ∂∂xr pn`jk (x)∣∣∣ ≤ c′′n for
c′′ = m c0 c1 cm−12 . Finally from p
n`pi
k = 1−
∑m
j=1 p
n`j
k we have |∇pn`pik | ≤ m c
′′
n , so c = c
′∨mc′′
is good enough. 2
Intuitively, the change of measure from P ′n to Pn involves only the “intensities” of Nn, the
processes driving ηn. Since ηn influences the evolution of Sn as well, we cannot expect that
the change of measure should have no influence on Sn. However we have the following useful
result concerning the change of conditional expectations under the change of measure from
P ′n to Pn.
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Lemma 5.15 Let f : (Rd)2 × (Im)2 → R be measurable. Then
EPn
[
f(Sntk , S
n
tk−1 , η
n
tk
, ηntk−1)
∣∣∣Fntk−1]
=
∑
`,j∈Im
EP ′n
[
f(x + Σ(tk, x, `)ξnk + Γ(tk, x, `)∆tk, x, j, `)
]∣∣
x=Sntk−1
pn`jk (S
n
tk−1) 1l{ηntk−1=`}
=
∑
`,j∈Im
EP ′n
[
f(Sntk , S
n
tk−1 , j, η
n
tk−1)
∣∣∣Fntk−1] pn`jk (Sntk−1) 1l{ηntk−1=`}.
Proof. Note that for fixed k the random variables ξnk and (ζ
n`j
k )`,j∈{1,...,m} are independent
and independent of Fntk−1 under P ′n. Recall that 1l{ηntk=j,ηntk−1=`} = 1lAn`jk ∩{ηntk−1=`} P
n-a.s. for
`, j ∈ Im. Then we get by the Bayes formula for conditional expectations and the fact that
Pn
[
Anpijk
]
= δpij for j ∈ Im
EPn
[
f(Sntk , S
n
tk−1 , η
n
tk
, ηntk−1)
∣∣∣Fntk−1]
=
∑
`,j∈Im
EPn
[
f(Sntk , S
n
tk−1 , j, `) 1l{ηntk=j,η
n
tk−1=`}
∣∣∣Fntk−1]
=
∑
`,j∈Im
EP ′n
f(Sntk , Sntk−1 , j, `) 1lAn`jk ×
×
m∏
j1,j2=1
(
1 +
(
λj1j2(tk, Sntk−1)− 1
)(
ζnj1j2k −
T
n
))∣∣∣∣∣∣Fntk−1
 1l{ηntk−1=`}
=
∑
`,j∈Im
EP ′n
[
f(x + Σ(tk, x, `)ξnk + Γ(tk, x, `)∆tk, x, j, `)
]∣∣
x=Sntk−1
pn`jk (S
n
tk−1) 1l{ηntk−1=`}
=
∑
`,j∈Im
EP ′n
[
f(Sntk , S
n
tk−1 , j, η
n
tk−1)
∣∣∣Fntk−1] pn`jk (Sntk−1) 1l{ηntk−1=`},
which shows the claimed equalities. 2
Remark 5.16 a) Note that Lemma 5.14 and Lemma 5.15 include the corresponding results
for P ′n: If we set λ ≡ 1 in (5.26), then Pn = P ′n and pn`jk (x) = p′n`j .
b) Moreover Lemma 5.15 yields that the conditional distributions under Pn and P ′n of
(Sntk , S
n
tk−1) given Fntk−1 coincide in the sense that for f measurable
EPn
[
f(Sntk , S
n
tk−1)
∣∣∣Fntk−1] = ∑
`,j∈Im
EP ′n
[
f(Sntk , S
n
tk−1)
∣∣∣Fntk−1] pn`jk (Sntk−1) 1l{ηntk−1=`}
= EP ′n
[
f(Sntk , S
n
tk−1)
∣∣∣Fntk−1] ∑
`,j∈Im
pn`jk (S
n
tk−1) 1l{ηntk−1=`}
= EP ′n
[
f(Sntk , S
n
tk−1)
∣∣∣Fntk−1] ,
since for fixed ` we have
∑
j∈Im p
n`j
k (S
n
tk−1) = 1 by (5.26). This is also intuitively clear since
Sntk is determined by S
n
tk−1 , η
n
tk−1 and ξ
n
k . The first two are Fntk−1-measurable, and ξnk is
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independent of Fntk−1 with the same distribution under both Pn and P ′n because the change
of measure only affects Nn, the process driving ηn. 3

Chapter 6
Convergence of Price Processes
In this chapter we investigate convergence results in the setting of pure pricing for the model
(S, η) from Chapter 5. Note that in general the model is incomplete due to the non-tradable
risks η so that there are many different martingale measures for S. Pure pricing then means
that we start with an a priori fixed martingale measure for S, which we use for pricing. In
our model P itself is a (local) martingale measure for S if Γ ≡ 0 in (5.1). Thus we assume
that (S, η) is given by
dSt = Σ(t, St, ηt−) dWt, S0 ∈ Rd,(6.1)
dηt =
m∑
`,j=1
(j − `)1l{ηt−=`} dN `jt , η0 ∈ {1, . . . ,m},(6.2)
where W is an r-dimensional standard Brownian motion and N is a multivariate point process
satisfying (5.3) under P . The same structure also appears from other approaches to pricing
and hedging. We could for instance start with (S, η) given by (5.1)–(5.3) under some measure
P ; then one can show that under the minimal martingale measure Pˆ from Fo¨llmer and
Schweizer (1990) and Schweizer (1995), (S, η) has the dynamics (6.1)–(6.2). Alternatively, we
could begin with λ`j ≡ 1 for `, j ∈ {1, . . . ,m} and use a further development of Section 4.4 to
deduce that under the entropy-minimizing martingale measure, (S, η) has again the dynamics
(6.1)–(6.2). Hence the setting (6.1)–(6.2) is a natural starting point to analyze the behaviour
of a pricing mechanism.
Our interest in this chapter lies in approximating a price process V , which is given as the so-
lution of a backward stochastic differential equation, by a sequence of discrete-time processes
V n and in the sense of convergence in distribution, i.e. L(V n|Pn) w−→ L(V |P ). The usual pro-
cedure to prove convergence in distribution is to show first that the sequence of approximating
distributions is tight, and then to identify every cluster point of the sequence with the desired
limit. But in our case the situation is more complicated because the limiting process V as well
as the approximating processes V n are not given explicitly, but defined implicitly as solutions
of backward stochastic differential equations. Since these involve conditional expectations, we
have to take filtrations into account as well.
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In Section 6.1 we present the models for price processes in continuous and discrete time and
specify the conditions under which we later show L(V n|Pn) w−→ L(V |P ). In Section 6.2 we
lay out a computation scheme that gives us a representation V nt = v
n(t, Snt , η
n
t ), where v
n
satisfies certain regularity conditions. These allow us in Section 6.3 to show tightness of the
sequence L(V n|P ′n) with the help of Theorem 1.45.
In Section 6.4 we identify every cluster point of the approximating sequence with a certain
process V . This V crucially depends on the chosen filtration in the continuous-time model,
whereas convergence in distribution has nothing to do with filtrations. This difficulty can
be partly circumvented by using the concept of convergence of filtrations as presented by
Coquet, Me´min and SÃlominski (2001). Because convergence of filtrations involves processes
which converge in probability and filtrations which all live on the same probability space,
it will be useful to apply the Skorokhod embedding theorem which provides exactly such a
situation. The remaining problem is that there are only few situations where the convergence
of a given sequence of filtrations can be shown with reasonable effort. One such case occurs
when the filtrations are generated by processes with independent increments. This is why
we show tightness and convergence first under P ′n, P ′ and then apply Theorem 1.56 in order
to get convergence under Pn and P . Note, however, that V n and V are always defined via
conditional expectations with respect to Pn and P .
Throughout this chapter we assume that in the continuous-time case we are given a probability
space (Ω,F , P ′) with an r-dimensional P ′-standard Brownian motion W and a multivariate
P ′-standard Poisson process N . We define the filtration F = (Ft)t∈[0,T ] = F(W,N)(P ′) to be
the P ′-augmentation of the filtration generated by W and N , and we furthermore assume
that dP = ZT dP ′ as in (5.8). Concerning the approximating models we assume that for each
n ∈ N the probability space (Ωn,Fn, P ′n) is endowed with Fn = (Fnt )t∈[0,T ] = F(W
n,Nn)(P ′n).
6.1 The Pure Pricing Approach in Continuous
and Discrete Time
In the approach of pure pricing one defines the price of a contingent claim as the conditional
expectation under the pricing measure P of all future payments. For the continuous-time
model (S, η) given by (5.1)–(5.3) with Γ ≡ 0 this is investigated by Becherer and Schweizer
(2003) who consider payment structures of the form
(6.3) B = h(ST , ηT ) +
∫ T
0
δ(s, Ss, ηs−, Vs−) ds +
∫ T
0
m∑
`,j=1
f `j(s, Ss, Vs−) dN `js ,
where V is the price process of B, and where h : Rd × Im → R, δ : [0, T ]× Rd × Im × R→ R,
and f ij : [0, T ]×Rd ×R→ R are bounded functions, and h(·, `), δ(·, ·, `, ·) and f ij are C1 for
all i, j and ` and locally Lipschitz in the argument v, uniformly in (t, x). Note that in the
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continuous-time case η never leaves {1, . . . ,m}, so the dependence of h and δ on the cemetery
point pi in Im = {pi} ∪ {1, . . . ,m} may be neglected.
If we interpret η as the evolution of a rating for some asset S, then B can be interpreted as a
composition of several payments. h is a payment made at expiration time T , which depends
on the final value of both stock and rating; δ models some continuously made payments, which
depend on the current values of S, η and V , whereas the amount f `j is made every time the
rating jumps from state ` to state j. The dependence of B on its own current price occurs,
e.g., with fractional recovery of defaultable bonds.
Note that due to the dependence of B on its own price process, B is not yet well-defined. To
overcome this problem it is convenient to first define the price process V as the conditional
expectation of all future payments under the pricing measure. This leads to the backward
stochastic differential equation
(6.4) Vt = EP
h(ST , ηT ) + ∫ T
t
δ(u, Su, ηu−, Vu−) du +
∫ T
t
m∑
`,j=1
f `j(u, Su, Vu−) dN `ju
∣∣∣∣∣∣Ft

for t ∈ [0, T ], where F = (Ft)t∈[0,T ] is the P ′-augmentation of the filtration generated by
(W,N). If (6.4) admits a unique solution process V , then B can be defined as in (6.3).
Remark 6.1 Becherer and Schweizer (2003) show that under the above conditions on h, δ and
f the recursion formula (6.4) admits a unique solution V in the class of bounded semimartin-
gales, and that Vt = v(t, St, ηt), where v solves for each ` ∈ {1, . . . ,m} the reaction-diffusion
equation
0 =
∂v
∂t
(t, x, `) +
1
2
d∑
i,k=1
aik(t, x, `)
∂2v
∂xi∂xk
(t, x, `) + δ(t, x, `, v(t, x, `))(6.5)
+
∑
j=1
j 6=`
λ`j(t, x)
(
v(t, x, j)− v(t, x, `) + f `j(t, x, v(t, x, `))
)
for (t, x) ∈ [0, T ) × (0,∞)d with the boundary condition v(T, x, `) = h(x, `). In (6.5) we use
the notation a = (aik)i,k=1,...,d := ΣΣtr. 3
In a discrete-time setting the analogous approach is as follows. For n ∈ N and k ∈ {0, . . . , n}
let tk := k Tn and ∆tk := tk − tk−1 = Tn . Let the discrete-time processes Sn and ηn be
defined as in Section 5.2 for Γ ≡ 0, i.e. Sn and ηn are piecewise constant processes with
Sn0 = S0 ∈ Rd, ηn0 = η0 ∈ {1, . . . ,m} and
∆Sntk = Σ(tk, S
n
tk−1 , η
n
tk−1) ∆W
n
tk
,(6.6)
∆ηntk =
m∑
`,j=1
(j − `)1l{ηntk−1=`} ∆N
n`j
tk
,(6.7)
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where Wni and Nn`j for i ∈ {1, . . . , r} and `, j ∈ {1, . . . ,m} are the binomial processes
defined in (5.10). Recall that by Lemma 5.8 the processes Nn`j have Pn-“intensities”
λ¯n`j(t, x) = λ`j(t, x) + Tn (1− λ`j(t, x)) in the sense that
EPn
[
∆Nn`jtk
∣∣∣Fntk−1] = λ¯n`j(tk, Sntk−1) ∆tk.
In analogy to the continuous-time case the filtration Fn = (Fnt )t∈[0,T ] = F(W
n,Nn)(Pn) is
generated by Wn and Nn. We then define the price process V n as a solution of
V ntk = EPn
[
h(SnT , η
n
T ) +
n∑
i=k+1
δ(ti, Snti−1 , η
n
ti−1 , V
n
ti−1) ∆ti(6.8)
+
n∑
i=k+1
m∑
`,j=1
f `j(ti, Snti−1 , V
n
ti−1) ∆N
n`j
ti
∣∣∣∣∣Fntk
]
for k ∈ {0, . . . , n} and V nt = V ntk for tk ≤ t < tk+1. At last the payment structure under
consideration in the discrete-time is given by
(6.9) Bn = h(SnT , η
n
T ) +
n∑
i=1
δ(ti, Snti−1 , η
n
ti−1 , V
n
ti−1) ∆ti +
n∑
i=1
m∑
`,j=1
f `j(ti, Snti−1 , V
n
ti−1) ∆N
n`j
ti
.
Recall that ηn may jump out of the set {1, . . . ,m} but remains constant thereafter, and that
we identify all points in the range of ηn outside of {1, . . . ,m} with the cemetery point pi.
Below we will show that for all n ∈ N there is at most one solution of (6.8) under the above
conditions on h, δ and f `j . To prove existence of a solution for n ∈ N and convergence of the
sequence of solutions to V , which will be discussed in Sections 6.2–6.4, we need some more
assumptions on h, δ, f `j and λ`j , or more precisely on their derivatives. To ease notation we
first define for the remaining part of this chapter for t ∈ [0, T ], x ∈ Rd, ` ∈ Im, and v ∈ R
(6.10)

δ` = δ(t, x, `, v),
γn(t, x, `, v) = δ`(t, x, v) +
∑m
i,j=1 f
ij(t, x, v) λ¯nij(t, x),
γn`(t, x, v) = γn(t, x, `, v),
h`(x) = h(x, `).
Furthermore we define for ` ∈ Im the function Σ` : [0, T ]×Rd → Rd×r by Σ`(t, x) = Σ(t, x, `).
Now we assume in addition that for all ` ∈ Im and i, j ∈ {1, . . . ,m}
(6.11) h`, δ`, f ij and λij are bounded and admit a bounded gradient, and λij(t, x) > 0
for all t ∈ [0, T ] and x ∈ Rd.
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The condition on λij implies that the density processes Zn and Z from (5.19) and (5.9) are
strictly positive P ′n- and P ′-martingales, respectively, and thus Pn ∼ P ′n and P ∼ P ′. We
need equivalence of P and P ′ later on when we identify V as the only possible cluster point of
a subsequence of V n. Note that by the definitions of λ¯nij and γn` (6.11) implies that γn` is in
C1 and uniformly bounded with uniformly bounded gradient and thus in particular globally
Lipschitz, uniformly in n. To simplify notation we choose c0 large enough such that |∇h`|,
|∇λij | as well as |∇γn`| and |∇γn`|max are bounded by c0, uniformly in n ∈ N. Here | · |max
denotes the maximum norm on Rd′ for arbitrary d′ ∈ N. Furthermore we assume that Σ
has bounded derivatives as well in the sense that |∂Σ`
∂xk
| ≤ Σ¯, uniformly in t and x, for some
constant Σ¯.
We start with the following preparatory lemma which reduces the question about existence
and uniqueness of a solution process of (6.8) to a local question.
Lemma 6.2 Suppose that the recursion formula
(6.12)
{
V nT = h(S
n
T , η
n
T ),
V ntk = EPn
[
V ntk+1
∣∣∣Fntk]+ γn (tk+1, Sntk , ηntk , V ntk) ∆tk+1
for k ∈ {0, . . . , n − 1} and V nt = V ntk for tk ≤ t < tk+1, admits a unique solution process V n.
Then V n satisfies (6.8). Conversely if V n satisfies (6.8), then V n is given by (6.12).
Proof. To ease notation we write δntk := δ(tk+1, S
n
tk
, ηntk , V
n
tk
) and fn`jtk := f
`j(tk+1, Sntk , V
n
tk
).
Recall that EPn
[
∆Nn`jtk+1
∣∣Fntk] = λ¯n`j(tk+1, Sntk)∆tk+1 for `, j ∈ {1, . . . ,m}, so (6.8) yields
V ntk = EPn
h(SnT , ηnT ) + n∑
i=k+2
δnti−1∆ti +
n∑
i=k+2
m∑
`,j=1
fn`jti−1 ∆N
n`j
ti
∣∣∣∣∣∣Fntk

+δntk+1∆tk +
m∑
`,j=1
fn`jtk E
[
∆Nn`jtk+1
∣∣∣Fntk]
= EPn [V ntk+1 |Fntk ]
+
δ(tk+1, Sntk , ηntk , V ntk) + m∑
`,j=1
f `j(tk+1, Sntk , V
n
tk
) λ¯n`j(tk+1, Sntk)
∆tk,
by conditioning on Fntk+1 . Hence (6.8) implies (6.12). For the converse implication we use a
backward induction argument. Suppose there exists a process V n which satisfies (6.12) for
all k ∈ {0, . . . , n− 1}. Then V ntk obviously satisfies (6.8) for k = n. Now suppose V ntk satisfies
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(6.8) for some k ≤ n, then by (6.12) we have
V ntk−1 = EPn
[
V ntk
∣∣∣Fntk−1 ]+ γn (tk, Sntk−1 , ηntk−1 , V ntk−1)∆tk
= EPn
h(SnT , ηnT ) + n∑
i=k+1
δnti−1∆ti +
n∑
i=k+1
m∑
`,j=1
fn`jti−1 ∆N
n`j
ti
∣∣∣∣∣∣Fntk−1

+γn
(
tk, S
n
tk−1 , η
n
tk−1 , V
n
tk−1
)
∆tk
= EPn
h(SnT , ηnT ) + n∑
i=k
δnti−1∆ti +
n∑
i=k
m∑
`,j=1
fn`jti−1 ∆N
n`j
ti
∣∣∣∣∣∣Fntk−1
 ,
since γn
(
tk, S
n
tk−1 , η
n
tk−1 , V
n
tk−1
)
is Fntk−1-measurable, and
γn
(
tk, S
n
tk−1 , η
n
tk−1 , V
n
tk−1
)
∆tk = EPn
δntk−1∆tk + m∑
`,j=1
fn`jtk−1 ∆N
n`j
tk
∣∣∣∣∣∣Fntk−1
 .
This finishes the proof. 2
Proposition 6.3 Let V n and V¯ n be two solutions of the backward stochastic differential equa-
tion (6.8). Then V ntk = V¯
n
tk
P -a.s. for all k ∈ {0, . . . , n} and n sufficiently large.
Proof. Recall that γn is Lipschitz in v, uniformly in t, x and n, so that there exists a constant
Lγ <∞ such that |γn(t, x, `, v)− γn(t, x, `, v¯)| ≤ Lγ |v− v¯| for all t, x, ` and n. Choose n large
enough so that TnLγ < 1.
We now use induction over k. Since V n and V¯ n both solve (6.8), they also solve (6.12). In
particular, we have V nT = h(S
n
T , η
n
T ) = V¯
n
T and the assertion is shown for k = n. So suppose
that V ntk = V¯
n
tk
for some k ≤ n, which obviously yields that EPn
[
V ntk
∣∣Fntk−1] = EPn[V¯ ntk ∣∣Fntk−1].
Then we have by (6.12)
∣∣V ntk−1 − V¯ ntk−1∣∣ = ∣∣∣γn(tk, Sntk−1 , ηntk−1 , V ntk−1)− γn(tk, Sntk−1 , ηntk−1 , V¯ ntk−1)∣∣∣ ∆tk
≤ T
n
Lγ
∣∣V ntk−1 − V¯ ntk−1∣∣.
So if V ntk−1 6= V¯ ntk−1 , we get a contradiction. 2
So far we have not shown existence of a solution V n of the discrete-time backward stochastic
differential equation (6.8) or, equivalently, the recursion formula (6.12). In the next section
we develop a computation scheme to solve (6.8).
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6.2 A Computation Scheme for the Price Process
in Discrete Time
We now come to a central point on our track to show tightness and convergence of V n. Note,
however, that we do not even know yet if the discrete-time backward stochastic differential
equation (6.8) admits a solution. The following methodology shows existence of such a solution
and is furthermore crucial for the proof of tightness of (V n)n∈N. On the one hand it states
that under the assumptions on h, δ, f and λ the discrete-time backward stochastic differential
equation (6.8) admits a unique solution V n, which is given by V ntk = v
n
k (S
n
tk
, ηntk), a fact which
is not surprising in view of the Markov structure of (Sn, ηn). On the other hand it also
gives a procedure to recursively construct the functions vnk , which satisfy certain regularity
conditions. The representation V ntk = v
n
k (S
n
tk
, ηntk) relates to the well-known procedure in
the continuous-time case, where the Markov structure of the solution X of some stochastic
differential equation dXt = f(t,Xt−) dYt yields the existence of a measurable function u,
which is the solution of a partial differential equation and which satisfies Xt = u(t, Yt).
Recall that V ntk is recursively and implicitly defined by the recursion formula (6.12). This
motivates us to define for each n ∈ N and ` ∈ Im the function
(6.13) vn`n (x) = h(x, `)
and then for ` ∈ Im and recursively for k ∈ {1, . . . , n} the following functions:
(6.14)

gn`k (x) =
∑
j∈Im EP ′n
[
vnjk (x + Σ
`(tk, x) ξnk )
]
pn`jk (x)
Fn`k (x, v) = g
n`
k (x) + γ
n`(tk, x, v) ∆tk − v
vn`k−1(x) such that F
n`
k (x, v
n`
k−1(x)) = 0.
Proposition 6.4 For n sufficiently large the recursion (6.13)–(6.14) admits a unique solution
(vn`k )`∈Im,k∈{0,...,n}. Moreover all v
n`
k are C
1-functions on Rd with |vn`k (x)| and |∇vn`k (x)|
bounded by some constant c1, uniformly in n, `, k and x.
Proof. We claim that the existence and uniqueness of vn`k as well as the boundedness of
its gradient follow (recursively) from the implicit function theorem. The boundedness of vn`k
will come as a by-product of the recursion formula (6.13)–(6.14), basically from the fact that
Fn`k (x, v
n`
k−1(x)) = 0.
We denote for y ∈ Rd the maximum norm of y by |y|max = max1≤i≤d |yi|. Note that on Rd all
norms are equivalent; so in order to show uniform boundedness of ∇vn`k (x) it suffices to show
that |∇vn`k (x)|max is uniformly bounded.
For k = n we have vn`n = h
`, so there is by assumption nothing to show. Then suppose that
for some k ≤ n there exist C1-functions vnjk , j ∈ Im, all bounded by the constant c¯k, with∣∣∣∇vnjk (x)∣∣∣
max
≤ c˜k, where we choose the constant c˜k ≥ 1, uniformly in `.
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Now we fix ` ∈ Im and define for j ∈ Im the functions gn`jk (x) := EP ′n
[
vnjk (x + Σ
`(tk, x) ξnk )
]
.
These are C1 by Lemma C.7 and bounded by c¯k by the induction hypothesis, and we have
gn`k (x) =
∑
j∈Im
gn`jk (x)p
n`j
k (x).
Since pn`jk is bounded and C
1 for all j ∈ Im by Lemma 5.14 c), we see that gn`k is bounded
and C1 as well, and by the product rule we have
∇gn`k (x) =
∑
j∈Im
(
gn`jk (x)∇pn`jk (x) + pn`jk (x)∇gn`jk (x)
)
.
Now by construction |gn`jk | ≤ c¯k, and
∣∣∣∇gn`jk ∣∣∣
max
≤ c˜k
√
1 + Σ¯2Tn by Lemma C.8. Furthermore
|∇pn`jk | ≤ cn for some constant c and
∑
j∈Im p
n`j
k (x) = 1 by Lemma 5.14 a). This altogether
yields
(6.15)
∣∣∣∇gn`k ∣∣∣
max
≤ c¯k c
n
+ c˜k
√
1 +
Σ¯2T
n
.
For fixed x ∈ Rd we define the function Gn`k (v) := gn`k (x) + γn`(tk, x, v) ∆tk. Then since γn`
is bounded by assumption, we have that Gn`k is a contraction (at least for n sufficiently large,
hence ∆tk sufficiently small), so that for every x ∈ Rd the function Gn`k admits a unique fixed
point v ∈ R by the Banach fixed point theorem. Thus for all x0 ∈ Rd there exists a unique
v0 ∈ R such that Fn`k (x0, v0) = 0.
We now apply the implicit function theorem. We know that gn`k and γ
n` are C1, so ∇Fn`k
exists, and since ∂∂vγ
n` is bounded we have that ∂∂vF
n`
k (x, v) =
∂
∂vγ
n`(tk, x, v) ∆tk − 1 6= 0
for n sufficiently large. So by the implicit function theorem there exists a unique C1-function
vn`k−1 : Rd → R such that Fn`k (x, vn`k−1(x)) = 0, and whose gradient is given by
∇vn`k−1(x) = −
(
∂Fn`k
∂v
(x, v)
)−1
∇xFn`k (x, v)
∣∣∣∣∣
v=vn`k−1(x)
=
∇gn`k (x) +∇xγn`(tk, x, v) ∆tk
1− ∂γn`∂v (tk, x, v) ∆tk
∣∣∣∣∣
v=vn`k−1(x)
.(6.16)
We first show boundedness of vn`k−1. Recall that
∣∣gn`k (x)∣∣ ≤ c¯k, so the construction of vn`k−1 via
Fn`k (x, v
n`
k−1(x)) = 0 yields
|vn`k−1(x)| ≤ |gn`k (x)|+ |γn`(tk, x, vn`k−1(x)) ∆tk| ≤ c¯k + c0
T
n
=: c¯k−1,
so that by backward induction and the fact that c¯n = c0 (recall that |vn`n (x)| = |h`(x)| ≤ c0),
we have
c¯k−1 = c0
(
1 +
(n− (k − 1))T
n
)
≤ c0(1 + T ) =: c′1
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for all k ∈ {1, . . . , n}, and in particular |vn`k−1(x)| ≤ c′1. Note that for the boundedness of the
gradient of gn`k in (6.15), we can therefore assume
∣∣∇gn`k ∣∣max ≤ c′1 cn + c˜k√1 + Σ¯2Tn .
Let us now show the boundedness of the gradient of vn`k−1. Recall that |∇γn`|max ≤ c0.
Then (6.16) yields that for all ` ∈ Im
∣∣∣∇vn`k−1(x)∣∣∣
max
≤
∣∣∇gn`k (x)∣∣max + ∣∣∇xγn`(tk, x, v)∣∣max ∆tk∣∣∣1− ∂γn`∂v (tk, x, v) ∆tk∣∣∣
∣∣∣∣∣∣
v=vn`k−1(x)
≤
c˜k
√
1 + Σ¯2Tn + c
′
1
c
n + c0
T
n
1− |∂γn`∂v (tk, x, v)| Tn
∣∣∣∣∣∣
v=vn`k−1(x)
≤
c˜k
(
1 + Σ¯
2T
n
)
+ c′1
c
n + c0
T
n
1− c0 Tn
≤ c˜k
(
1 +
(Σ¯2+2c0)T+c′1c
n
1− c0 Tn
)
≤ c˜k
(
1 +
2(Σ¯2 + 2c0)T + c′1c
n
)
,
where in the fourth inequality we have used c˜k ≥ 1, and in the last inequality 1− c0 Tn ≥ 12 for
n sufficiently large. Now by assumption we have c˜n = c0 (recall |∇vn`n (x)| = |∇h`(x)| ≤ c0 by
assumption), so by backward induction we have
∣∣∣∇vn`k−1(x)∣∣∣
max
≤ c0
(
1 +
2(Σ¯2 + 2c0)T + c′1c
n
)n−(k−1)
≤ c0 e2(Σ¯2+2c0)T+c′1c
for n sufficiently large. Finally since all norms on Rd are equivalent, we get∣∣∣∇vn`k−1(x)∣∣∣ ≤ cmax ∣∣∣∇vn`k−1(x)∣∣∣
max
≤ cmax c0 e2(Σ¯2+2c0)T+c′1c =: c′′1
for some constant cmax. At last we set c1 = c′1 ∨ c′′1. 2
We are now in a position to show the existence of a solution V n to (6.8). Recall that uniqueness
of a solution was shown in Proposition 6.3.
Proposition 6.5 Let n ∈ N be sufficiently large and let (vn`k )`,k be the unique solution of
(6.13)–(6.14). Then the piecewise constant ca`dla`g process V n, defined by
(6.17) V ntk := v
n
k (S
n
tk
, ηntk) :=
∑
`∈Im
vn`k (S
n
tk
) 1l{ηntk=`},
solves the backward stochastic differential equation (6.8).
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Proof. By Lemma 6.2 it suffices to show that V n given by (6.17) solves the recursion (6.12).
The definition of vn`n yields V
n
T = h(S
n
T , η
n
T ), so by backward induction it remains to show that
for k ∈ {0, . . . , n− 1} we have
(6.18) vnk (S
n
tk
, ηntk) = EPn
[
vnk+1(S
n
tk+1
, ηntk+1)
∣∣∣Fntk]+ γn (tk+1, Sntk , ηntk , vnk (Sntk , ηntk))∆tk.
For ` ∈ Im we have vnk (x, `) = vn`k (x), where vn`k satisfies by definition
vn`k (x) = g
n`
k+1(x) + γ
n`(tk+1, x, vn`k (x)) ∆tk+1
with gn`k+1 as defined in (6.14). Note that by Lemma 5.15 with Γ ≡ 0 we have that
EPn
[
vnk+1(S
n
tk+1
, ηntk+1)
∣∣∣Fntk]
=
∑
`,j∈Im
EP ′n
[
vnk+1(x + Σ(tk+1, x, `)ξ
n
k+1, j)
]∣∣
x=Sntk
pn`jk+1(S
n
tk
) 1l{ηntk=`}
=
∑
`∈Im
gn`k+1(S
n
tk
) 1l{ηntk=`},
so that on {ηntk = `} we have
vnk (S
n
tk
, ηntk) = v
n`
k (S
n
tk
)
= gn`k+1(S
n
tk
) + γn`(tk+1, Sntk , v
n`
k (S
n
tk
)) ∆tk+1
= EPn
[
vnk+1(S
n
tk+1
, ηntk+1)
∣∣∣Fntk]+ γn`(tk+1, Sntk , vn`k (Sntk)) ∆tk+1,
which shows (6.18). 2
6.3 Tightness of the Sequence of Approximating Price
Processes
We now show tightness of (L(V n|P ′n))n∈N. At first sight it might seem more natural to show
tightness of (V n)n∈N under (Pn)n∈N, since V n is defined via conditional expectations under
Pn, and indeed with the results of Section 5.4 the following arguments extend easily to show
tightness of (L(V n|Pn))n∈N. But in Section 6.4 it will be important that the filtrations under
consideration are generated by processes with independent increments, which is the case under
P ′n but not under Pn.
The idea to prove tightness is to apply Theorem 1.45, so that we need to show that for the
canonical decomposition V n = V n0 +M
n+An the sequence (V n0 )n∈N is tight and that for each
n ∈ N the increasing process
Gˆn = 〈Mn〉+ Var(An)
is strongly dominated by a predictable process Gn such that the sequence (Gn)n∈N converges
weakly to a continuous process. (Recall that Var(An) =
∫ |dAn| denotes the total variation
process of An.)
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Theorem 6.6 Let V n be given by (6.8) or (6.12). Suppose h`, δ`, f ij and λij are bounded
and C1 for all ` ∈ Im, i, j ∈ {1, . . . ,m}, with gradients bounded uniformly in x and v. If
furthermore all partial derivatives ∂(Σ
`)ij
∂xk
for ` ∈ Im, i, k ∈ {1, . . . , d}, j ∈ {1, . . . , r} are
bounded, uniformly in t, then the sequence (L(V n|P ′n))n∈N is tight.
The proof of Theorem 6.6 is divided into several steps, and we start with the following re-
marks. It is well-known that the Doob decomposition V n = V n0 +M
n +An under P ′n of the
discrete-time process V n is given by Mn0 = A
n
0 = 0,
(6.19)
 ∆M
n
tk
= V ntk − EP ′n
[
V ntk
∣∣∣Fntk−1 ] ,
∆Antk = EP ′n
[
V ntk − V ntk−1
∣∣∣Fntk−1 ] ,
k ∈ {1, . . . , n}, and piecewise constant ca`dla`g interpolation between tk and tk+1. We have
shown in Proposition 6.5 that V ntk = v
n
k (S
n
tk
, ηntk) for every k. This allows us to handle the
processes 〈Mn〉 and Var(An). Note that once the functions vnk from Proposition 6.5 are fixed,
the representation V ntk = v
n
k (S
n
tk
, ηntk) does not depend on the probability measure.
Recall that we write 〈X〉 := ∑di=1〈Xi〉 for a d-dimensional local martingale X for which each
component is locally square-integrable.
Proposition 6.7 There exists a constant c2 <∞ such that the increasing process Gn, given
by
Gn = c2 (〈Sn〉 + Ln) ,
strongly dominates 〈Mn〉+ Var(An).
Proof. 1) We show |∆Antk | ≤ cTn = c∆Lntk , where c is the constant given in Lemma 5.14, so
that Var(An) ≺ cLn =: Gn,A. Recall that tk = k Tn and n(t) =
[
nt
T
]
. By the recursion formula
(6.12) we have
V ntk−1 = EPn
[
V ntk
∣∣∣Fntk−1 ]+ γn(tk, Sntk−1 , ηntk−1 , V ntk−1) ∆tk,
and Lemma 5.15 yields
EPn
[
V ntk
∣∣∣Fntk−1 ] = EPn [vnk (Sntk , ηntk) ∣∣∣Fntk−1 ]
=
∑
`,j∈Im
EP ′n
[
vnk (S
n
tk
, j)
∣∣∣Fntk−1 ] pn`jk (Sntk−1) 1l{ηntk−1=`}.
On the other hand Lemma 5.15 together with Remark 5.16 shows that
EP ′n
[
V ntk
∣∣∣Fntk−1 ] = ∑
`,j∈Im
EP ′n
[
vnk (S
n
tk
, j)
∣∣∣Fntk−1 ] p′n`j 1l{ηntk−1=`},
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so that
∆Antk = EP ′n
[
V ntk − V ntk−1
∣∣∣Fntk−1 ]
=
∑
`,j∈Im
EP ′n
[
vnk (S
n
tk
, j)
∣∣∣Fntk−1 ] (p′n`j − pn`jk (Sntk−1)) 1l{ηntk−1=`}
−γn(tk, Sntk−1 , ηntk−1 , V ntk−1) ∆tk.
Now vnk and γ
n are bounded, uniformly in n, whereas |p′n`j−pn`jk (x)| ≤ 2 cn . To see this, recall
that 0 ≤ p′n`j , pn`jk (x) ≤ cn for ` 6= j by Lemma 5.14 and Remark 5.16, whereas for ` = j we
have 1− cn ≤ p′n``, pn``k (x) ≤ 1, so that − cn ≤ p′n`` − pn``k (x) ≤ cn . Altogether this yields
|∆Antk | ≤ c
T
n
= c ∆Lntk .
2) Let us turn to the quadratic variation of Mn, the martingale part in the Doob decompo-
sition of V n. Recall that for a locally square-integrable martingale X in the filtration Fn we
have ∆〈X〉tk = E
[
(Xtk −Xtk−1)2
∣∣Fntk−1] and 〈X〉t = 〈X〉tk for tk ≤ t < tk+1. We show that
for all k ∈ {1, . . . , n} we have 〈Mn〉tk − 〈Mn〉tk−1 ≤ Gn,Mtk −G
n,M
tk−1 , for a suitable predictable
process Gn,M . More precisely we show
EP ′n
[(
V ntk − EP ′n
[
V ntk
∣∣∣Fntk−1 ])2∣∣∣∣Fntk−1] ≤ c¯(EP ′n [∣∣∣Sntk − Sntk−1∣∣∣2∣∣∣∣Fntk−1]+ 1n
)
= c¯
(
∆〈Sn〉 tk +
1
n
)
for some c¯ <∞. The assertion of Proposition 6.7 then follows by summing over k and setting
c2 = T c¯ + c, so that 〈Mn〉+ Var(An) ≺ Gn,M + Gn,A ≺ Gn.
To start with, it is clear that
EP ′n
[(
V ntk − EP ′n
[
V ntk
∣∣∣Fntk−1 ])2∣∣∣∣Fntk−1] = EP ′n [(V ntk)2∣∣∣Fntk−1]− (EP ′n [V ntk ∣∣Fntk−1])2 ,
and by Proposition 6.5 we have V ntk = v
n
k (S
n
tk
, ηntk) =
∑
j∈Im v
nj
k (S
n
tk
) 1l{ηntk=j} for bounded
C1-functions vnjk so that
EP ′n
[(
V ntk
)2∣∣∣Fntk−1] = EP ′n [(vnk (Sntk , ηntk))2∣∣∣Fntk−1]
=
∑
`,j∈Im
EP ′n
[(
vnk (S
n
tk
, j)
)2∣∣∣Fntk−1] p′n`j 1l{ηntk−1=`}
=
∑
`,j∈Im
EP ′n
[(
vnjk (S
n
tk
)
)2∣∣∣∣Fntk−1] p′n`j 1l{ηntk−1=`},
by applying Lemma 5.15 and Remark 5.16, and with the same reasoning
EP ′n
[
V ntk
∣∣Fntk−1] = ∑
`,j∈Im
EP ′n
[
vnjk (S
n
tk
)
∣∣∣Fntk−1 ] p′n`j 1l{ηntk−1=`}.
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With this we have on {ηntk−1 = `} for ` ∈ Im
EP ′n
[(
V ntk
)2∣∣∣Fntk−1]− (EP ′n [V ntk ∣∣∣Fntk−1 ])2
=
∑
j∈Im
EP ′n
[(
vnjk (S
n
tk
)
)2∣∣∣∣Fntk−1] p′n`j −
∑
j∈Im
EP ′n
[
vnjk (S
n
tk
)
∣∣∣Fntk−1 ] p′n`j
2
=
∑
j∈Im
j 6=`
(
EP ′n
[(
vnjk (S
n
tk
)
)2∣∣∣∣Fntk−1] p′n`j − (EP ′n [vnjk (Sntk) ∣∣∣Fntk−1 ] p′n`j)2)
−
∑
j1,j2∈Im
j1 6=j2
EP ′n
[
vnj1k (S
n
tk
)
∣∣∣Fntk−1 ]EP ′n [vnj2k (Sntk) ∣∣∣Fntk−1 ] p′n`j1 p′n`j2
+EP ′n
[(
vn`k (S
n
tk
)
)2∣∣∣∣Fntk−1] p′n`` − (EP ′n [vn`k (Sntk) ∣∣∣Fntk−1 ] p′n``)2 .
Now recall Lemma 5.14 and Proposition 6.4. For ` 6= j we have p′n`j ≤ cn , and |vn`k (x)| ≤ c1,
uniformly in n, `, k and x, so that we get on {ηntk−1 = `}∣∣∣∣EP ′n [(V ntk)2∣∣∣Fntk−1]− (EP ′n [V ntk ∣∣∣Fntk−1 ])2∣∣∣∣
≤ c˜ 1
n
+
∣∣∣∣EP ′n [(vn`k (Sntk))2∣∣∣∣Fntk−1] p′n`` − (EP ′n [vn`k (Sntk) ∣∣∣Fntk−1 ] p′n``)2∣∣∣∣ ,
for c˜ = m(m+ 3)c21 <∞. Concerning an upper bound for the remaining term above, we first
note that ∣∣∣∣EP ′n [(vn`k (Sntk))2∣∣∣∣Fntk−1] p′n`` − (EP ′n [vn`k (Sntk) ∣∣∣Fntk−1 ] p′n``)2∣∣∣∣
≤
∣∣∣∣EP ′n [(vn`k (Sntk))2∣∣∣∣Fntk−1]− (EP ′n [vn`k (Sntk) ∣∣∣Fntk−1 ])2∣∣∣∣ ∣∣∣ p′n``∣∣∣2
+EP ′n
[(
vn`k (S
n
tk
)
)2∣∣∣∣Fntk−1] p′n`` (1− p′n``)
≤
∣∣∣∣EP ′n [(vn`k (Sntk))2∣∣∣∣Fntk−1]− (EP ′n [vn`k (Sntk) ∣∣∣Fntk−1 ])2∣∣∣∣+ c21cn ,
since |vn`k | ≤ c1 by Proposition 6.4, and since p′n`` ≤ 1 and 1− p′n`` ≤ cn by Lemma 5.14.
Now recall that the vn`k are C
1 with |∇vn`k | uniformly bounded by c1 from Proposition 6.4, so
we have by a Taylor expansion
vn`k (S
n
tk
) = vn`k
(
Sntk−1 + (S
n
tk
− Sntk−1)
)
= vn`k (S
n
tk−1) +∇vn`k
(
Sntk−1 + ϑ (S
n
tk
− Sntk−1)
)
(Sntk − Sntk−1),
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for some (random) ϑ ∈ [0, 1]. Now since vn`k (Sntk−1) is Fntk−1-measurable, we get
EP ′n
[(
vn`k (S
n
tk
)
)2∣∣∣∣Fntk−1]− (EP ′n [vn`k (Sntk) ∣∣∣Fntk−1 ])2
= EP ′n
[(
∇vn`k
(
Sntk−1 + ϑ (S
n
tk
− Sntk−1)
)
(Sntk − Sntk−1)
)2∣∣∣∣Fntk−1]
−
(
EP ′n
[
∇vn`k
(
Sntk−1 + ϑ (S
n
tk
− Sntk−1)
)
(Sntk − Sntk−1)
∣∣∣Fntk−1])2
≤ c1 EP ′n
[∣∣∣Sntk − Sntk−1∣∣∣2∣∣∣∣Fntk−1]
by Lemma C.9. Putting these results together we obtain for c¯ chosen sufficiently large
EP ′n
[(
V ntk − EP ′n
[
V ntk
∣∣∣Fntk−1 ])2∣∣∣∣Fntk−1] ≤ c¯ (EP ′n [∣∣∣Sntk − Sntk−1∣∣∣2∣∣∣∣Fntk−1]+ 1n
)
,
so we obtain the desired inequality. 2
In order to prove Theorem 6.6 it remains to show that Gn = c2 (〈Sn〉 + Ln) converges in
distribution to a continuous process and that (L(V n0 )|P ′n)n∈N is tight. Notice that Ln is
deterministic and converges uniformly on compacts to the deterministic continuous process L
with Lt = t, so it is sufficient to show that 〈Sn〉 converges to a continuous process.
Lemma 6.8 Let Sn and S be given by (6.6) and (6.1). Then L(〈Sn〉 |P ′n) w−→ L(〈S〉 |P ′).
Proof. Since Sn satisfies the stochastic differential equation (6.6), and since the driving
processes Wnj , j ∈ {1, . . . , r} are independent under P ′n and thus orthogonal, we see that
〈Sn〉 t =
d∑
i=1
〈
r∑
j=1
∫
Σij(Lns−, S
n
s−, η
n
s−) dW
nj
s
〉
t
=
d∑
i=1
r∑
j=1
〈∫
Σij(Lns−, S
n
s−, η
n
s−) dW
nj
s
〉
t
=
d∑
i=1
r∑
j=1
∫ t
0
(
Σij(Lns−, S
n
s−, η
n
s−)
)2
d
〈
Wnj
〉
s
=
d∑
i=1
(∫ t
0
H(Lns−, S
n
s−, η
n
s−) dLns
)i
where H is a matrix-valued function with H ij(s, x, y) = (Σij(s, x, y))2, and Ln is an r-dimen-
sional process with Lnjs =
〈
Wnj
〉
s
= Lns for all j ∈ {1, . . . , r}. With the same argument and
notation we have
〈S〉 t =
d∑
i=1
(∫ t
0
H(s, Ss, ηs−) dLs
)i
,
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for Ljs = s. In order to show convergence we note that by Theorem 5.6 we have that
L(Ln, Sn, ηn|P ′n) w−→ L(L, S, η|P ′). If we consider on Rd+1 × Im the product topology of
the usual topology on Rd+1 and the discrete topology on Im, then H(s, x, y) is continuous
in (s, x) by assumption and trivially in y. Since we consider the discrete topology in the y-
argument, we also have that H is continuous in (s, x, y). Therefore by the continuous mapping
theorem we get
Un := H(Ln, Sn, ηn) L−→ H(L, S, η) =: U
under P ′n, P ′, and since Ln and L are deterministic processes we also get joint convergence
L(Un,Ln|P ′n) w−→ (U,L|P ′). Now by Example 1.51 (Ln)n∈N is good, so we get by Defini-
tion 1.48 ∫
Un− dLn
L−→
∫
U−dL
under P ′n, P ′, which implies joint convergence of the coordinates of
∫
Un− dLn, and therefore
〈Sn〉 =
d∑
i=1
(∫
H(Ln−, S
n
−, η
n
−) dLn
)i L−→ d∑
i=1
(∫ t
0
H(L, S, η−) dL
)i
= 〈S〉
under P ′n, P ′, so the proof is finished. 2
Lemma 6.9 The sequence (L(V n0 )|P ′n)n∈N is tight.
Proof. Note that by definition V n0 is Fn0 -measurable and thus deterministic for all n ∈ N.
Thus it suffices to show that (V n0 )n∈N is a bounded sequence of real numbers. However by
definition we have
V n0 = EPn
h(SnT , ηnT ) + ∫ T
0
δ(s, Sns−, η
n
s−, V
n
s−) dL
n
s +
∫ T
0
m∑
`,j=1
f `j(s, Sns−, V
n
s−) dN
n`j
s
 ,
and since h, δ and f `j are bounded there exists a constant c such that for all n ∈ N
|V n0 | ≤ c
1 + m∑
`,j=1
EPn
[
Nn`jT
] .
Now Nn`jT =
∑n
k=1 ζ
n`j
k , so we get by Lemma 5.8
EPn
[
Nn`jT
]
=
n∑
k=1
EPn
[
ζn`jk
]
=
n∑
k=1
EPn
[
EPn
[
ζn`jk
∣∣∣Fntk−1]] = n∑
k=1
EPn
[
λ¯n`j(tk, Sntk−1)
]
∆tk,
for λ¯n`j = λ`j + Tn
(
1− λ`j). Now the uniform boundedness by c0 of λ`j yields that λ¯n`j is
bounded by some constant c˜0, and with ∆tk = Tn we get EPn
[
Nn`jT
] ≤ c˜0T , and therefore
|V n0 | ≤ c
(
1 + m2c˜0T
)
, which finishes the proof. 2
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Proof of Theorem 6.6. By Proposition 6.7 we have 〈Mn〉+ Var(An) ≺ Gn for the predict-
able process Gn = c2 (〈Sn〉 + Ln). (Ln)n∈N is a sequence of deterministic processes converg-
ing to the deterministic process L with Lt = t, so this together with Lemma 6.8 yields that
Gn converges in distribution to the continuous process G with Gt = c2 (〈S〉 t + t). Finally
(L(V n0 |P ′n))n∈N is tight by Lemma 6.9, so (L(V n|P ′n))n∈N is tight by Theorem 1.45. 2
6.4 Convergence of Price Processes
Our aim is of course to show convergence of (V n)n∈N rather than tightness only. As usual
the idea is to identify every cluster point of (V n)n∈N with V . However, V n and V are
both defined via conditional expectations with respect to some filtration, and convergence
in distribution has at first nothing to do with filtrations. Therefore we use the Skorokhod
embedding theorem to find a new probability space in order to get almost sure convergence
of the processes involved, which allows us to use results on the concept of convergence of
filtrations.
Recall that the Skorokhod topology as explained in Appendix B is metrizable and separable.
Thus it makes sense to define for ca`dla`g processes Xn and X P -a.s. convergence for the
Skorokhod topology by P [{ω : Xn(ω) S−→ X(ω)}] = 1, where αn S−→ α denotes convergence
of ca`dla`g functions with respect to the Skorokhod topology, cf. (B.1). In the same vein we
define convergence in probability for the Skorokhod topology, denoted by Xn P−→ X for the
Skorokhod topology, by limn→∞ P [{ω : δ(Xn(ω), X(ω)) > ε}] = 0 for all ε > 0, where δ
denotes the Skorokhod metric (cf. Jacod and Shiryaev (1987), VI.1.26). Note that Xn → X
P -a.s. for the Skorokhod topology implies Xn P−→ X for the Skorokhod topology, whereas
Xn
P−→ X for the Skorokhod topology implies that there exists a subsequence Xnk such
that Xnk k→∞−→ X P -a.s. for the Skorokhod topology. In summary, convergence (P -a.s. or
in probability) for the Skorokhod topology is simply the usual concept for random elements
(Xn)n∈N and X with values in the Skorokhod space of ca`dla`g functions, viewed as metric
space with the Skorokhod metric.
For the remaining part of this chapter recall that all filtrations, whether abstract or generated
by a stochastic process, are taken to be right-continuous and that all semimartingales are
taken to have ca`dla`g paths. For the following results we denote for an integrable random
variable w and a filtration F = (Ft)t∈[0,T ] by E[w|F] the ca`dla`g version of the martingale M
with Mt = E[w|Ft], t ∈ [0, T ].
Definition 6.10 Let Fn = (Fnt )t∈[0,T ], n ∈ N and F = (Ft)t∈[0,T ] be filtrations on some fixed
probability space (Ω,F , P ). We say that the sequence (Fn)n∈N converges weakly to F, and we
write Fn w−→ F, if for all B ∈ FT the sequence of ca`dla`g martingales E[1lB|Fn] converges in
probability for the Skorokhod topology on D(R) to the martingale E[1lB|F]. 3
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Lemma 6.11 Let Xn be a sequence of ca`dla`g processes with independent increments. If
Xn → X in probability for the Skorokhod topology on D(Rd), then FXn w−→ FX .
Proof. cf. Coquet, Me´min and SÃlominski (2001), Proposition 2. 2
Lemma 6.12 Let wn and w be Rd-valued random variables. If wn → w in L1(P ), then
Fn w−→ F implies E[wn|Fn] P−→ E[w|F] for the Skorokhod topology on D(Rd).
Proof. See the remark after Lemma 1 in Coquet, Me´min and SÃlominski (2001). 2
In Becherer and Schweizer (2003) it is shown, using the fact that
∫
λ`j(t, St) dt is the P -
compensator of N `j , that if V satisfies (6.4), then V also satisfies
(6.20) Vt = EP
[
h(ST , ηT ) +
∫ T
t
γ(s, Ss, ηs−, Vs−) ds
∣∣∣∣Ft] , t ∈ [0, T ],
where
γ(t, x, `, v) := δ`(t, x, v) +
m∑
i,j=1
f ij(t, x, v) λij(t, x),
and that the solution of (6.20) is unique in the class of bounded F-semimartingales, cf. Lem-
ma 4.2 of Becherer and Schweizer (2003) and the proof thereof. Now if V satisfies (6.4), it is
clearly F-adapted, and thus V also satisfies
(6.21) Vt = EP
[
h(ST , ηT ) +
∫ T
0
γ(s, Ss, ηs−, Vs−) ds
∣∣∣∣Ft]− ∫ t
0
γ(s, Ss, ηs−, Vs−) ds
for all t ∈ [0, T ]. Conversely it is clear that every F-adapted process V which satisfies (6.21)
also satisfies (6.20) and then also the backward stochastic differential equation (6.4). By
the tightness of (V n)n∈N and convergence of filtrations we will in the sequel obtain a ca`dla`g
process Vˆ which solves (6.21) but is a priori merely adapted to a usually bigger filtration.
The next results show that such a process is actually F-adapted and thus also satisfies (6.20).
The key idea is to show that for a slight variation (6.22) of (6.21), we have uniqueness of a
solution even in the class of bounded product-measurable ca`dla`g processes. To that end we
define
Xb = {X : Ω× [0, T ] → R, X is a bounded F ⊗ B([0, T ])-measurable ca`dla`g process} .
Lemma 6.13 Let M ∈ Xb be fixed. Then the stochastic differential equation
(6.22) Vt = Mt −
∫ t
0
γ(s, Ss, ηs−, Vs−) ds.
admits at most one solution in Xb.
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Proof. The proof is closely related to the proof of Lemma 4.2 of Becherer and Schweizer
(2003). Let V 1, V 2 ∈ Xb be two solutions of (6.22). Then since γ is globally Lipschitz in
the last argument, uniformly in the other arguments, there exists a constant Lγ such that
|γ(s, x, y, v1)− γ(s, x, y, v2)| ≤ Lγ |v1 − v2| for all s, x, y, v1, v2. So for all β > 0 and t ∈ [0, T ]
we have
e−βt
∣∣V 1t − V 2t ∣∣ ≤ e−βt ∫ t
0
∣∣γ(s, Ss, ηs−, V 1s−)− γ(s, Ss, ηs−, V 2s−)∣∣ ds
≤ Lγe−βt
∫ t
0
eβs
∥∥∥∥∥ sup0≤s≤T e−βs ∣∣V 1s − V 2s ∣∣
∥∥∥∥∥
L∞
ds
≤ Lγ
β
∥∥∥∥∥ sup0≤s≤T e−βs ∣∣V 1s − V 2s ∣∣
∥∥∥∥∥
L∞
.
So taking the supremum over t ∈ [0, T ] of the above inequality we get a contradiction for
β > Lγ if V 1 and V 2 are not indistinguishable. 2
Lemma 6.14 Suppose now that M in Lemma 6.13 is a bounded (P,F)-semimartingale.
If (6.22) has a solution V ∈ Xb, then V is a (P,F)-semimartingale.
Proof. Since γ is globally Lipschitz in the last argument, and since S and η are ca`dla`g
F-adapted processes, f : R+ × Ω × R → R, (t, ω, v) 7→ f(t, ω, v) := γ(t, St(ω), ηt−(ω), v) is
random Lipschitz and thus induces a functional Lipschitz operator in the sense of Protter
(1990), definitions on pp. 194-195. So (6.22) admits a unique semimartingale solution V˜ by
Protter (1990), Theorem V.7, and since γ and M are bounded by assumption, V˜ is bounded.
Now every bounded semimartingale is in Xb, and since V is the only solution of (6.22) in
Xb by Lemma 6.13, we have that V˜ and V are indistinguishable, and thus V is a (P,F)-
semimartingale. 2
Corollary 6.15 Let Vˆ ∈ Xb be a solution of (6.21). Then Vˆ is a (P,F)-semimartingale and
also satisfies (6.20).
Proof. Recall that h and γ are bounded, so the (P,F)-martingale M , defined by
Mt = EP
[
h(ST , ηT ) +
∫ T
0
γ(s, Ss, ηs−, Vˆs−) ds
∣∣∣∣Ft] , t ∈ [0, T ],
is bounded. Then Vˆ solves the (forward) stochastic differential equation
Vt = Mt −
∫ t
0
γ(s, Ss, ηs−, Vs−) ds,
and by Lemma 6.14 Vˆ is a (P,F)-semimartingale. In particular Vˆ is F-adapted, and so it also
satisfies (6.20). 2
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Corollary 6.15 and its proof show how one can express a backward stochastic differential
equation of the type (6.20) and (6.21) in terms of a forward stochastic differential equation
once a candidate solution is given.
Before we come to the first convergence result for V n, we need some more preparation. Recall
that by Lemma 6.11 filtrations generated by processes with independent increments converge
in the sense of Definition 6.10. However in our setting there are two problems which arise.
First the processes Wn and Nn, which generate the filtrations, have independent increments
only under P ′n, and second, for every n ∈ N the processes involved are defined on different
probability spaces, so that it makes no sense yet to speak of convergence of filtrations. The
second point can be circumvented by changing to one fixed probability space with the help of
the Skorokhod embedding theorem, whereas for the first point we analyze convergence under
P ′n first. To that end recall the density processes Z of P ∼ P ′ and Zn of Pn ∼ P ′n from (5.9)
and (5.18).
For the discrete-time process V n, given as the unique solution of (6.8), we get for t ∈ [0, T ]
V nt = EPn
[
h(SnT , η
n
T ) +
∫ T
0
γn(s, Sns−, η
n
s−, V
n
s−) dL
n
s
∣∣∣∣Fnt ]− ∫ t
0
γn(s, Sns−, η
n
s−, V
n
s−) dL
n
s
=
1
Znt
EP ′n
[(
h(SnT , η
n
T ) +
∫ T
0
γn(s, Sns−, η
n
s−, V
n
s−) dL
n
s
)
ZnT
∣∣∣∣Fnt ]
−
∫ t
0
γn(s, Sns−, η
n
s−, V
n
s−) dL
n
s ,
by first using the fact that λ¯n`j dLn is the compensator of dNn`j by Lemma 5.8, and then
using the Bayes formula for conditional expectations.
We define the processes Γn and Γ by
Γnt =
∫ t
0
γn(s, Sns−, η
n
s−, V
n
s−) dL
n
s , Γt =
∫ t
0
γ(s, Ss−, ηs−, Vs−) ds, t ∈ [0, T ],
the random variables un and u by
un = h(SnT , η
n
T ) + Γ
n
T , u = h(ST , ηT ) + ΓT ,
and finally the processes Υn and Υ by
Υnt = EP ′n [u
nZnT |Fnt ], Υt = EP ′ [uZT |Ft], t ∈ [0, T ],
so that V n and V satisfy
(6.23) V nt =
Υnt
Znt
− Γnt and Vt =
Υt
Zt
− Γt, t ∈ [0, T ].
Theorem 6.16 Under the assumptions of Theorem 6.6 we have
L(Ln,Wn, Nn, Sn, ηn, V n, Zn|P ′n) w−→ L(L,W,N, S, η, V, Z|P ′).
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Proof. For simplicity we write Xn = (Ln,Wn, Nn, Sn, ηn) and X = (L,W,N, S, η). The
proof is divided into several steps.
1) Due to the convergence of (Ln,Wn, Nn, Sn, ηn, Zn) (see Proposition 5.10) and the tightness
of (V n)n∈N we have by Lemma 1.42 that the sequence L(Xn, V n, Zn|P ′n)n∈N is tight. To study
its cluster points, we fix a subsequence, which we denote for simplicity also by (Xn, V n, Zn),
and assume that for a further subsubsequence
(6.24) L(Xn, V n, Zn|P ′n) w−→ L(X¯, V¯ , Z¯|P¯ ′)
for some ca`dla`g processes X¯ = (L¯, W¯ , N¯ , S¯, η¯), V¯ , Z¯ on some probability space (Ω¯, F¯ , P¯ ′),
and such that L(X¯, Z¯|P¯ ′) = L(X,Z|P ′).
2) If we define Γ¯t :=
∫ t
0 γ(s, S¯s, η¯s−, V¯s−) ds for t ∈ [0, T ] and u¯ := h(S¯T , η¯T ) + Γ¯T , then along
the above chosen subsubsequence we have joint convergence
(6.25) L(Xn, V n,Γn, Zn, un, ZnT |P ′n) w−→ L(X¯, V¯ , Γ¯, Z¯, u¯, Z¯T |P¯ ′),
with L(X¯, Z¯, Z¯T |P¯ ′) = L(X,Z,ZT |P ′). Indeed by the construction of Γn via γn and (6.10)
we have
Γnt =
∫ t
0
γ(s, Sns−, η
n
s−, V
n
s−) dL
n
s +
T
n
∫ t
0
m∑
i,j=1
f ij(s, Sns−, V
n
s−)(1− λij(s, Sns−)) dLns
=:
∫ t
0
Hns− dL
n
s + R
n
t .
Furthermore (6.24) and the continuity of γ imply
L(Xn, V n,Hn, Zn|P ′n) w−→ L(X¯, V¯ , H¯, Z¯|P¯ ′),
where H¯t := γ(t, S¯t, η¯t, V¯t), t ∈ [0, T ], by Proposition B.4 and the continuous mapping theo-
rem. Since (Ln)n∈N is good, the definition of goodness (cf. Definition 1.48) implies
L(Xn, V n,
∫
Hn− dL
n, Zn|P ′n) w−→ L(X¯, V¯ ,
∫
H¯− dL, Z¯|P¯ ′).
Finally since Γ¯ =
∫
H¯−dL and since Rn satisfies the assumptions of Lemma 1.47 because f ij
and λij are uniformly bounded, we have
L(Xn, V n,Γn, Zn|P ′n) w−→ L(X¯, V¯ , Γ¯, Z¯|P¯ ′).
The joint convergence in (6.25) follows from the continuous mapping theorem. In fact,
(S¯, η¯, Γ¯, Z¯) is P¯ ′-stochastically continuous and so the set of discontinuities of the projection
α 7→ αT on D is a null set for the P¯ ′-distribution of (X¯, V¯ , Γ¯, Z¯). Finally h is continuous by
assumption, so (6.25) follows by Proposition B.4.
3) We now apply the Skorokhod embedding theorem (cf. Theorem 1.39) in order to get almost
sure convergence. There exists a probability space (Ωˆ, Fˆ , Pˆ ′) which supports ca`dla`g processes
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Xˆn = (Lˆn, Wˆn, Nˆn, Sˆn, ηˆn), Vˆ n, Γˆn, Zˆn and Xˆ = (Lˆ, Wˆ , Nˆ , Sˆ, ηˆ), Vˆ , Γˆ, Zˆ and random vari-
ables uˆn, ZˆnT and uˆ, ZˆT , such that
L(Xˆn, Vˆ n, Γˆn, Zˆn, uˆn, ZˆnT |Pˆ ′) = L(Xn, V n,Γn, Zn, un, ZnT |P ′n)
and
L(Xˆ, Vˆ , Γˆ, Zˆ, uˆ, ZˆT |Pˆ ′) = L(X¯, V¯ , Γ¯, Z¯, u¯, Z¯T |P¯ ′),
and such that
(Xˆn, Vˆ n, Γˆn, Zˆn, uˆn, ZˆnT ) → (Xˆ, Vˆ , Γˆ, Zˆ, uˆ, ZˆT ) Pˆ ′-a.s.
for the product topology of the Skorokhod topology on the path space of (Xˆ, Vˆ , Γˆ, Zˆ) and the
usual topology on R2. Note that by Lemma 1.40 we have
(6.26) Γˆt =
∫ t
0
γ(s, Sˆs, ηˆs−, Vˆs−) ds and uˆ = h(SˆT , ηˆT ) + ΓˆT .
4) In the approximating models as well as in the limit model the processes V n and V depend
crucially on the chosen filtration. Recall that in the n-th approximating model (Ωn,Fn, P ′n)
is endowed with Fn = F(Wn,Nn)(P ′n), the P ′n-completion of the (right-continuous) filtration
generated by (Wn, Nn), while F = F(W,N)(P ′) is the filtration on (Ω,F , P ′).
We thus endow (Ωˆ, Fˆ , Pˆ ′) with the filtrations Fˆn := F(Wˆn,Nˆn) and Fˆ := F(Wˆ ,Nˆ) (note that in
contrast to the above Fˆn and Fˆ are not completed), and we have by Lemma 1.41
(6.27) Vˆ nt =
1
Zˆnt
EPˆ ′ [uˆ
nZˆnT |Fˆnt ]− Γˆnt =:
1
Zˆnt
Υˆnt − Γˆnt Pˆ ′-a.s.
since V nt =
1
Znt
EP ′ [unZnT |Fnt ]− Γnt under P ′n. Now since (Wˆn, Nˆn) are ca`dla`g processes with
independent increments, and since (Wˆn, Nˆn) → (Wˆ , Nˆ) Pˆ ′-a.s. and thus in probability, we
have Fˆn w−→ Fˆ by Lemma 6.11.
Now EPˆ ′ [Zˆ
n
T ] = 1 = EPˆ ′ [ZˆT ] for all n ∈ N, so nonnegativity and the Pˆ ′-a.s. convergence of ZˆnT
to ZˆT imply convergence in L1(Pˆ ′) (cf. Durrett (1991), Theorem 4.5.2), and since uˆn, uˆ are
bounded by the same constant, we have that (ZˆnT , uˆ
nZˆnT ) → (ZˆT , uˆZˆT ) in L1(Pˆ ′). Therefore
if we define the process Υˆ by
(6.28) Υˆt = EPˆ ′ [uˆZˆT |Fˆt],
Lemma 6.12 yields
(Zˆn, Υˆn) Pˆ
′−→ (Zˆ, Υˆ)
for the Skorokhod topology. Furthermore Γˆn → Γˆ Pˆ ′-a.s. and thus also in Pˆ ′-probability for
the Skorokhod topology, and Γˆ is Pˆ ′-a.s. continuous. Therefore we have
(Zˆn, Υˆn, Γˆn) Pˆ
′−→ (Zˆ, Υˆ, Γˆ)
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for the Skorokhod topology. This in turn implies that there exists a (further) subsubsubse-
quence along which we have
(6.29) (Zˆn, Υˆn, Γˆn) → (Zˆ, Υˆ, Γˆ) Pˆ ′-a.s.
for the Skorokhod topology, and since (z, y, g) 7→ yz − g is continuous on (0,∞) × R × R, we
have with Proposition B.4
Υˆn
Zˆn
− Γˆn → Υˆ
Zˆ
− Γˆ Pˆ ′-a.s.
for the Skorokhod topology. On the other hand we have Vˆ n → Vˆ Pˆ ′-a.s., so together
with (6.27) we have
Vˆ =
Υˆ
Zˆ
− Γˆ Pˆ ′-a.s.,
which means by the definitions of Υˆ and Γˆ in (6.28) and (6.26) that Vˆ satisfies
Vˆt =
1
Zˆt
EPˆ ′
[(
h(SˆT , ηˆT ) +
∫ T
0
γ(s, Sˆs−, ηˆs−, Vˆs−) ds
)
ZˆT
∣∣∣∣ Fˆt]
−
∫ t
0
γ(s, Sˆs−, ηˆs−, Vˆs−) ds, t ∈ [0, T ].
5) We now carry out an obvious change of measure in order to obtain an equation analo-
gous to (6.21) on (Ωˆ, Fˆ , Fˆ, Pˆ ), where Pˆ ¿ Pˆ ′ and where Sˆ and ηˆ admit the same mutual
dependences under Pˆ as S and η under P . We have that L(Nˆ , Sˆ, Zˆ|Pˆ ′) = L(N,S,Z|P ′), so
since
Z = E
 m∑
`,j=1
∫ (
λ`j(t, St)− 1
)(
dN `jt − dt
)
by (5.9), we have by Lemma 1.40
(6.30) Zˆ = E
 m∑
`,j=1
∫ (
λ`j(t, Sˆt)− 1
)(
dNˆ `jt − dt
) .
Therefore Zˆ is a strictly positive (Pˆ ′, Fˆ)-martingale, and if we define dPˆ = ZˆT dPˆ ′, we get
with the Bayes formula for conditional expectations that Vˆ satisfies
Vˆt = EPˆ
[
h(SˆT , ηˆT ) +
∫ T
0
γ(s, Sˆs−, ηˆs−, Vˆs−) ds
∣∣∣∣ Fˆt]− ∫ t
0
γ(s, Sˆs−, ηˆs−, Vˆs−) ds
for all t ∈ [0, T ]. Note that (6.30) yields with the same arguments as in Section 5.1 that Nˆ `jt
has (Pˆ ′, Fˆ)-intensities λ`j(t, Sˆt) for `, j ∈ {1, . . . ,m}.
6) It remains to show that Vˆ solves an equation corresponding to (6.20) for (Ωˆ, Fˆ , Fˆ, Pˆ ). Since
h and γ are bounded functions, Vˆ is bounded, and Vˆ has ca`dla`g paths by 3). Furthermore as
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the a.s. limit of Fn-adapted processes, Vˆ is adapted to Gˆ =
∨
n∈N Fˆn and thus Fˆ ⊗ B([0, T ])-
measurable, so Vˆ is in Xb, and Corollary 6.15 yields that Vˆ satisfies
Vˆt = EPˆ
[
h(SˆT , ηˆT ) +
∫ T
t
γ(s, Sˆs−, ηˆs−, Vˆs−) ds
∣∣∣∣ Fˆt] .
Notice that this is not quite yet the analogue of (6.20), since in the original continuous-time
model on (Ω,F , P ) we have assumed that the filtration satisfies the usual conditions, whereas
Fˆ is merely right-continuous. However by Lemma C.10 for the conditional expectation it is
irrelevant whether the σ-algebra involved is complete or not, so that Vˆ also satisfies
(6.31) Vˆt = EPˆ
[
h(SˆT , ηˆT ) +
∫ T
t
γ(s, Sˆs−, ηˆs−, Vˆs−) ds
∣∣∣∣ Fˆt(Pˆ )] ,
where by Fˆ(Pˆ ) we denote the Pˆ -augmentation of Fˆ. In particular, Vˆ is adapted to Fˆ and
Fˆ(Pˆ ).
7) We are finally in a position to prove the convergence claimed in Theorem 6.16. The pre-
ceding arguments show that every subsequence of L(Ln,Wn, Nn, Sn, ηn, V n, Zn|P ′n) contains
a further subsequence which converges weakly to L(Lˆ, Wˆ , Nˆ , Sˆ, ηˆ, Vˆ , Zˆ|Pˆ ′), where Vˆ satisfies
(6.31) and where
L(Lˆ, Wˆ , Nˆ , Sˆ, ηˆ, Zˆ|Pˆ ′) = L(L,W,N, S, η, Z|P ′).
Now by Remark 6.1 and because Vˆ is Fˆ(Pˆ )-adapted and a bounded Fˆ(Pˆ )-semimartingale, we
have Vˆt = v(t, Sˆt, ηˆt) and Vt = v(t, St, ηt), where the function v as the solution of the reaction-
diffusion equation (6.5) is independent of the choice of the underlying probability space.
This yields that for the measurable functional w : D((0,∞)d) × D({1, . . . ,m}) → D((0,∞)),
w(α, β)(t) = v(t, α(t), β(t)), we have that V = w(S, η) and Vˆ = w(Sˆ, ηˆ). So we immediately
get from L(Xˆ, Zˆ|Pˆ ′) = L(X,Z|P ′) that
L(Lˆ, Wˆ , Nˆ , Sˆ, ηˆ, Vˆ , Zˆ|Pˆ ′) = L(L,W,N, S, η, V, Z|P ′).
Hence every cluster point has the same distribution, and so the asserted convergence follows.
2
Corollary 6.17 Under the assumptions of Theorem 6.6 we have
L(Ln,Wn, Nn, Sn, ηn, V n, Zn|Pn) w−→ L(L,W,N, S, η, V, Z|P ).
Proof. By Theorem 6.16 we have convergence under P ′n and P ′, and (Pn)n∈N
loc
C (P ′n)n∈N
by Proposition 5.11, so Theorem 1.56 yields the result. 2
Remark 6.18 We have seen that for bounded and sufficiently smooth payoff functions the
price process of the payoff structure in the continuous-time model may be approximated by
the price processes in the discrete-time models. Another possibility to show convergence
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of the price processes is to show convergence of the functions vn, given by the backward
computation scheme from Section 6.2, to the function v, given as the solution of the reaction-
diffusion equation (6.5), in a suitable sense. But by the structure of the functions vn it seems
to be delicate to show their convergence to v. However such a convergence result would imply
convergence of certain hedging strategies. Becherer and Schweizer (2003) show that the payoff
structure B may be decomposed as
B = EP [B] +
∫ T
0
ϑs dSs + LT ,
where L is a sum of stochastic integrals with respect to the P -martingales N `jt −
∫ t
0 λ
`j(s, Ss) ds,
`, j ∈ {1, . . . ,m}, and that the locally risk-minimizing strategy ϑ and the hedge error L for B
is given explicitly by v and its derivatives. Now in the n-th discrete-time model the Kunita-
Watanabe decomposition yields that the payoff structure Bn from 6.9 can be written as
Bn = EPn [Bn] +
∫ T
0
ϑns dS
n
s + L
n
T ,
where Ln is Pn-orthogonal to Sn. Furthermore the predictable process ϑn is the locally
risk-minimizing strategy for Bn, since Pn is a martingale measure for Sn. So if we show an
analogous dependence of ϑns and L
n on vn and the derivatives of vn, then vn → v in a suitable
sense implies convergence of the locally risk-minimizing strategies and hedge errors. This is
left as a topic for further research. 3
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Appendix A
Infinitely Divisible Distributions
and Le´vy Processes
Here we recall properties of infinitely divisible distributions and their relation with Le´vy
processes. These properties allow us to construct absolutely continuous measures from given
Girsanov quantities in a different way than we have seen in Corollary 2.17. This is shown in
Theorem A.9 at the end of this part of the appendix.
Definition A.1 A distribution µ on Rd is called infinitely divisible if for any n ∈ N there
exists a distribution µn on Rd such that µ = µ⊗nn . 3
Remark A.2 Definition A.1 is equivalent to the following characterizations of infinitely di-
visible distributions:
a) If µ is the distribution of an Rd-valued random variable X, then µ is infinitely divisible
if and only if for any n ∈ N there exists a family of i.i.d. Rd-valued random variables
(Xnk )k=1,...,n such that X =
∑n
k=1X
n
k P -a.s.
b) If ϕ is the characteristic function of µ (i.e. ϕt(u) =
∫
eiu
trx µ(dx)), then µ is infinitely
divisible if and only if for any n ∈ N there exists a characteristic function ϕn such that
ϕ(u) = (ϕn(u))n for all u ∈ Rd. 3
Theorem A.3 Let h be a fixed truncation function.
a) Let µ be infinitely divisible. Then its characteristic function is of the form
(A.1) ϕ(z) = exp
(
ibtrz − 1
2
ztrcz +
∫
Rd
(
eiz
trx − 1− iztrh(x)) K(dx)) ,
where b = b(h) ∈ Rd, c is a nonnegative definite symmetric matrix, and K is a measure
on (Rd,Bd) satisfying K({0}) = 0 and ∫Rd(|z|2 ∧ 1) K(dz) <∞.
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b) Conversely, take b ∈ Rd, a nonnegative definite symmetric matrix c, and a measure K
on (Rd,Bd) satisfying K({0}) = 0 and ∫Rd(|z|2 ∧ 1) K(dz) < ∞. Then there exists an
infinitely divisible distribution µ whose characteristic function is given by (A.1).
Proof. cf. Sato (1999), Theorem 8.1. 2
Definition A.4 The triplet (b, c,K) from Theorem A.3 of an infinitely divisible distribution
µ is called characteristic triplet of µ. 3
Now let L be a Le´vy process. From the independence and stationarity of the increments of
L it follows that Lt is infinitely divisible for every t ≥ 0. In fact, for each n we can take the
i.i.d. increments Lnk := L kt
n
− L (k−1)t
n
, k = 1, . . . , n, to obtain Lt =
∑n
k=1 L
n
k .
Let ϕt be the characteristic function of the distribution of Lt. Then it immediately follows
from the above that
ϕ p
q
(z) = (ϕ1(z))
p
q
for p, q ∈ N. For t ≥ 0, take a sequence tn ∈ Q with tn → t. Then by the stochastic
continuity of L it follows that Ltn → Lt in probability which implies that the distribution of
Ltn converges weakly to the distribution of Lt, and thus ϕtn → ϕt pointwise. This implies
ϕt(z) = (ϕ1(z))t for all t ≥ 0. We have proved
Theorem A.5 Let L be a Le´vy process and (b, c,K) the characteristic triplet from Theo-
rem A.3 of the distribution of L1. Then the characteristic function of Lt is of the form
(A.2) ϕt(z) = exp
(
t
(
ibtrz − 1
2
ztrcz +
∫
Rd
(
eiz
trx − 1− iztrh(x)) K(dx)))
for all t ≥ 0.
Formula (A.1) in Theorem A.3 is also known as the Le´vy-Khinchine formula. Note that
(b, c,K) in Theorem A.5 are the Le´vy characteristics of L as defined in Theorem 1.27. In
order to construct absolutely continuous measures which preserve the Le´vy property we need
the following converse statement to Theorem A.5 which says that, loosely speaking, to any
infinitely divisible distribution there exists a Le´vy process with this distribution.
Theorem A.6 Let (Ω,F) = (D,B(D)) and let L be the coordinate process on D. To any
infinitely divisible distribution µ on Rd there exists a probability measure P on (D,B(D))
under which L is a Le´vy process with L(L1|P ) = µ.
Proof. cf. Sato (1999), Corollary 11.6. 2
Theorem A.5 implies that the characteristic function ϕt(u) = E[exp(iutrLt)] of Lt has the
property
ϕt(u) = (ϕ1(u))t.
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The following result shows that this also holds for the corresponding moment generating
function mt(u) = E[exp (utrLt)] as long as it exists.
Theorem A.7 Let L be a Le´vy process with Le´vy characteristics (b, c,K). Let
A =
{
u ∈ Rd :
∫
{|x|>1}
eu
trx K(dx) <∞
}
.
Then
a) The set A is convex and contains the origin.
b) u ∈ A if and only if E[exp(utrLt)] <∞ for some t > 0.
c) If u ∈ Cd such that <(u) ∈ A then
Ψ(u) = btru +
1
2
utrcu +
∫
Rd
(
eu
trx − 1− (utrx)1l{|x|≤1}
)
K(dx)
is well-defined in C, E
[∣∣eutrLt∣∣] <∞ and
E
[
eu
trLt
]
= etΨ(u)
for all t ∈ [0,∞).
Proof. cf. Sato (1999), Theorem 25.17. 2
Theorem A.7 implies that the characteristic function of the distribution of Lt can be analyti-
cally extended to some “horizontal” strip in Cd if A 6= {0}, and that the moment generating
function of Lt coincides with this extension along the imaginary axis.
An Alternative Construction of Measures from
Given Girsanov Quantities
In Corollary 2.17 we have constructed from given Girsanov quantities locally equivalent mea-
sures which preserve the Le´vy structure of a given Le´vy process. Here we give an alternative
construction via infinitely divisible distributions. Theorem A.3 b) gives us criteria under which
conditions given quantities (b, c,K) form the characteristic triplet of an infinitely divisible
distribution, and from Theorem A.6 we know that to every infinitely divisible distribution
there exists a corresponding Le´vy process (i.e. a distribution on (D,B(D)) under which the
coordinate process is a Le´vy process). The following theorem gives us conditions for two
measures, under which a process L is a Le´vy process, to be locally equivalent.
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Theorem A.8 Let (Ω,F ,F) be a filtered measurable space, L a stochastic process and P and
P ′ two probability measures on (Ω,F). Suppose L is a Le´vy process under both P and P ′ with
Le´vy characteristics (b, c,K) and (b′, c′,K ′) relative to a truncation function h, respectively.
Then P ′
loc¿ P if and only if the following conditions hold:
(i) K ′(dx) = k(x) K(dx) for some Borel function k : Rd → [0,∞);
(ii)
∫
Rd |h(x)(k(x)− 1)| K(dx) <∞;
(iii) b′ = b + cβ +
∫
Rd h(x)(k(x)− 1) K(dx) for some β ∈ Rd;
(iv) c′ = c;
(v)
∫
Rd
(
1−√k(x))2 K(dx) <∞.
Proof. cf. Jacod and Shiryaev (1987), Theorem IV.4.39 c). 2
We can now construct locally equivalent measures which preserve the Le´vy property of a given
Le´vy process. Recall the convex functions f, g : [0,∞) → R which are defined by
f(y) =
{
y log y − (y − 1) if y > 0
1 if y = 0,
g(y) = (1−√y)2,
and recall that 0 ≤ g(y) ≤ f(y) for all y ≥ 0 by Lemma 2.13.
Theorem A.9 Let L be the coordinate process on D and let P be a probability measure on
(D,B(D)) such that L is a P -Le´vy process with P -Le´vy characteristics (b, c,K) relative to
some truncation function h. Fix β¯ ∈ Rd and let Y¯ : Rd → (0,∞) be measurable with
(A.3)
∫
Rd
f(Y¯ (x)) K(dx) <∞.
Then
∫
Rd |h(x)(Y¯ (x)− 1)| K(dx) <∞, and if we define
b¯ = b + cβ¯ +
∫
Rd
h(x)
(
Y¯ (x)− 1) K(dx),
c¯ = c,
K¯(dx) = Y¯ (x) K(dx),
there exists a probability measure Q¯ loc∼ P on (D,B(D),FD), where FD is the P -completion
of the canonical filtration on D, under which L is a Le´vy process with Le´vy characteristics
(b¯, c¯, K¯).
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Proof. We want to use Theorem A.3 b) in order to obtain an infinitely divisible distribution on
Rd with characteristic triplet (b¯, c¯, K¯) and then construct Q¯ loc∼ P via Theorems A.6 and A.8.
From Lemma C.5 we know that for ν(ds, dx) = dsK(dx) and some t > 0∫
Rd
|h(x)(Y¯ (x)− 1)| K(dx) = 1
t
|h (Y¯ − 1)| ∗ νt ≤ const.
(
1 +
∫
Rd
f(Y¯ (x)) K(dx)
)
which is finite by assumption, so that b¯ ∈ Rd is well-defined. Since c is a nonnegative definite
matrix, so is c¯, and it remains to show that the assumptions on K¯ of Theorem A.3 b) hold.
First, K¯ is a measure on Rd, since Y¯ > 0. Furthermore Y¯ (0) < ∞ and K({0}) = 0 by
assumption, so K¯({0}) = ∫{0} Y¯ (x) K(dx) = 0. So it remains to show the integrability
condition
∫
Rd(1 ∧ |x|2) K¯(dx) =
∫
Rd(1 ∧ |x|2)Y¯ (x) K(dx) < ∞. The measure K˜, defined by
K˜(dx) = (1∧ |x|2) K(dx), is a finite measure by assumption, so for C = K˜(Rd) > 0, 1C K˜ is a
probability measure. (If C = 0, then K ≡ 0 and there is nothing to show.) Then, since f is
convex, we get by Jensen’s inequality and the fact that d eKdK ≤ 1
f
(
1
C
∫
Rd
Y¯ (x) K˜(dx)
)
≤ 1
C
∫
Rd
f(Y¯ (x)) K˜(dx) ≤ 1
C
∫
f(Y¯ (x)) K(dx) <∞
by (A.3). Now f(y) <∞ implies y <∞, so that∫
Rd
(1 ∧ |x|2) K¯(dx) =
∫
Rd
Y¯ (x)K˜(dx) <∞
since C > 0.
We have shown that the given triplet (b¯, c¯, K¯) defines an infinitely divisible distribution on
Rd, so by Theorem A.6 there exists a probability measure Q¯ on (D,B(D) under which the
coordinate process L is a Le´vy process with Le´vy characteristics (b¯, c¯, K¯). It remains to show
that the conditions in Theorem A.8 hold (in both directions), so that Q¯ loc∼ P . We start
with Q¯
loc¿ P . Note that above we have already shown (ii) (with k = Y¯ ), whereas (i), (iii)
and (iv) hold by construction (with β = β¯). (v) is immediate by (A.3) and the fact that(
1 −
√
Y¯
)2 = g(Y¯ ) ≤ f(Y¯ ) by Lemma 2.13. In order to show P loc¿ Q¯, take k(x) = 1
Y¯ (x)
and
β = −β¯; then it is immediate that (i)–(v) hold. 2

Appendix B
The Skorokhod Topology
The results of Part III heavily depend on the continuous mapping theorem applied to sequences
of random variables with values in the Skorokhod space. So we recall some results on the
Skorokhod topology and show the Skorokhod-continuity of certain mappings on the Skorokhod
space.
Let (E, dE) be a Polish space, and denote by D(E) (or simply D if there is no ambiguity about
E) the space of all ca`dla`g functions α : R+ → E. For simplicity (and since we only consider
Polish spaces E which are subspaces of Rd, endowed with the metric d0(x, y) = |x − y|), we
denote the metric on E by dE(x, y) := |x− y|.
Let Λ = {λ : R+ → R+ strictly increasing, λ(0) = 0, limt→∞ λ(t) = ∞}. Recall that the Sko-
rokhod topology on D is a metrizable topology such that a sequence (αn)n∈N converges to α
with respect to this topology if and only if there exists a sequence (λn)n∈N ⊆ Λ such that
(B.1)

(i) sup
t≥0
|λn(t)− t| n→∞−→ 0,
(ii) sup
t≤N
|αn ◦ λn(t)− α(t)| n→∞−→ 0 for all N ∈ N.
In the sequel we denote convergence with respect to the Skorokhod topology by αn
S−→ α and
we call λ ∈ Λ a time change. See Jacod and Shiryaev (1987), Sections VI.1 and VI.2 for a
detailed description of the Skorokhod topology and a number of continuous functions on D.
In the sequel we expand this list of continuous functions on D, and we start with the following
preparatory lemmas.
Lemma B.1 Let E ⊆ Rd, E′ ⊆ Rd′ be Polish spaces and let αn S−→ α in D(E) and βn S−→ β
in D(E′) for the same sequence of time changes. Then (αn, βn)
S−→ (α, β) in D(E × E′).
Proof. This is immediate from the characterization of convergence in the Skorokhod topology,
in particular (B.1 ii). 2
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Lemma B.2 Let αn
S−→ α in D(Rd) and βn S−→ β in D(E′) for some Polish space E′ ⊆ Rd′.
Let (λβn)n∈N satisfy (B.1 ii) for βn, β. If α is continuous, then (λ
β
n)n∈N meets (B.1 ii) for
αn, α as well, and we have (αn, βn)
S−→ (α, β) in D(Rd × E′).
Proof. This follows from Jacod and Shiryaev (1987), Propositions VI.1.23, VI.2.2 b)
and VI.2.1 a) and the proof thereof. 2
Corollary B.3 Suppose ϕ is continuous on D(E′) for some Polish space E′ ⊆ Rd′. Then
the mapping Φ on D(Rd × E′), defined by Φ(α, β) = (α, ϕ(β)) is continuous in all points
(α, β) ∈ D(Rd × E′) such that α is continuous.
Proof. This is an immediate consequence of Lemma B.1 and B.2. 2
The following result seems to be folklore, but we have not been able to find it in the literature.
Proposition B.4 Let ϕ : Rd → Rd′ be continuous. Then Φ: D(Rd ×E) → D(Rd ×E ×Rd′),
defined by (Φ(α, β))(t) = (α(t), β(t), ϕ(α(t))), is continuous on D(Rd × E).
Proof. We show that (αn, βn)
S−→ (α, β) implies Φ(αn, βn) S−→ Φ(α, β). To that end let
N ∈ N, ε > 0 and suppose (αn, βn) S−→ (α, β) with time change (λn)n∈N. Since α has only
countably many jumps, α is bounded on the interval [0, N ], and we set mN = sups≤N |α(s)|
and KN = {x ∈ Rd | |x| ≤ 2mN}. Then ϕ is uniformly continuous on KN , so there exists
δ > 0 such that |x− y| < δ implies |ϕ(x)− ϕ(y)| < ε for all x, y ∈ KN .
Now for n1 sufficiently large we have for all n ≥ n1
sup
s≤N
|αn ◦ λn(s)| ≤ sup
s≤N
|αn ◦ λn(s)− α(s)|+ sup
s≤N
|α(s)| ≤ 2mN ,
since αn
S−→ α, and thus |αn ◦ λn(s) − α(s)| → 0 as n → ∞. So for n ≥ n1 we have
αn ◦ λn(s), α(s) ∈ KN for all s ≤ N .
Furthermore αn
S−→ α implies that for the above δ there exists n2 such that for all n ≥ n2 we
have |αn ◦ λn(s)−α(s)| < δ for all s ≤ N , so that the uniform continuity of ϕ on KN implies
that for all n ≥ n0 = max{n1, n2} we have |ϕ(αn ◦ λn(s)) − ϕ(α(s))| < ε for all s ≤ N , and
thus sups≤N |ϕ(αn ◦ λn(s))−ϕ(α(s))| < ε. Hence ϕ(αn) S−→ ϕ(α) with time change (λn)n∈N,
so Lemma B.1 implies that Φ(αn, βn) = (αn, βn, ϕ(αn))
S−→ (α, β, ϕ(α)) = Φ(α). 2
The following propositions show continuity of some functions on the Skorokhod space which
involve “stopping times” (note that we do not consider a filtration on D, so we put “stopping
times” in quotation marks).
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For any finite subset J of Rd let δJ = min{|`− j| : `, j ∈ J} and define for α ∈ D(J) the jump
times by
(B.2)
{
τ0(α) = 0,
τk(α) = inf
{
t > τk−1 | |∆αt| > δJ2
}
.
Note that α takes values only in the discrete set J , so the jump sizes are at least of size δJ > 0,
hence (τk(α))k∈N indeed captures all jumps of α.
For Propositions B.5–B.7 let E′ ⊆ Rd′ and E′′ ⊆ Rd′′ be Polish spaces for some d′, d′′ ∈ N
and let I be a finite subset of R; think of I = {pi} ∪ {1, . . . ,m} from Part III. Note that
convergence (αn, βn, γn)
S−→ (α, β, γ) in D(I ×E′×E′′) always means that both (α, β, γ) and
(αn, βn, γn) ∈ D(I × E′ × E′′) for all n ∈ N.
Proposition B.5 For all k ∈ N the functions ϕk : D(I × E′ × E′′) → R+, defined by
ϕk(α, β, γ) = τk(α), are continuous on D(I × E′ × E′′).
Proof. We show that (αn, βn, γn)
S−→ (α, β, γ) in D(I × E′ × E′′) implies τk(αn) → τk(α).
Now (αn, βn, γn)
S−→ (α, β, γ) implies αn S−→ α by projection, and the mapping α 7→ τk(α)
is continuous (cf. Jacod and Shiryaev (1987), Proposition VI.2.7; note that τk(α) = tk(α, 12)
and 12 /∈ U(α) in the notation there). 2
Proposition B.6 For all k ∈ N the function ϕk : D(I ×E′ ×E′′) → D(I ×E′ ×E′′), defined
by
ϕk(α, β, γ)(t) = (α(t), β(t), γ(t ∧ τk(α)))
is continuous in every (α, β, γ) such that γ is continuous.
Proof. Let (αn, βn, γn) S−→ (α, β, γ) for γ continuous, and let τnk = τk(αn) and τk = τk(α).
Obviously the stopped function γτk = γ(· ∧ τk) is continuous since γ is continuous, so if
(γn)τ
n
k → γτk locally uniformly, then (γn)τnk S−→ γτk , and the claim follows from Lemma B.2.
For fixed N ∈ N we have
sup
t≤N
|γn(t ∧ τnk )− γ(t ∧ τk)| ≤ sup
t≤N
|γn(t ∧ τnk )− γ(t ∧ τnk )|+ sup
t≤N
|γ(t ∧ τnk )− γ(t ∧ τk)|
≤ sup
t≤N
|(γn − γ)(t)|+ sup
t≤N
|γ(t ∧ τnk )− γ(t ∧ τk)|,
which converges to 0 by Proposition B.5, since γτk is continuous and thus uniformly continuous
on [0, N ]. 2
The next proposition is concerned with “choosing” a ca`dla`g function γ` among several func-
tions (γj)j∈I depending on the value of a further function α at a certain “stopping time”. If
γ takes values in (Rd)|I| we write γ = (γj)j∈I , where each γj takes values in Rd.
152 Appendix
Proposition B.7 The function ϕk : D(I × E′ × (Rd)|I|) → D(I × E′ × Rd), given by
ϕk(α, β, γ)(t) =
(
α(t), β(t),
∑
`∈I
γ`(t)1l{α(τk(α))=`}
)
is continuous for the Skorokhod topology on D(I × E′ × (Rd)|I|) for all k ∈ N.
Proof. We have to show that (αn, βn, γn)
S−→ (α, β, γ) in D(I × E′ × E′′) implies that
ϕk(αn, βn, γn)
S−→ ϕk(α, β, γ). Now (αn, βn, γn) S−→ (α, β, γ) if and only if there exists a
sequence (λn)n∈N of time changes that fulfills (B.1) for (αn, βn, γn) and (α, β, γ). We claim that
this same sequence fulfills (B.1) for the last d components of ϕk(αn, βn, γn) and ϕk(α, β, γ).
Then Lemma B.1 yields ϕk(αn, βn, γn)
S−→ ϕk(α, β, γ). We write for short τnk = τk(αn) and
τk = τk(α), and let N ∈ N, then
sup
t≤N
∣∣∣∣∣∑
`∈I
γ`n(λn(t)) 1l{αn(τnk )=`} −
∑
`∈I
γ`(t) 1l{α(τk)=`}
∣∣∣∣∣
≤
∑
`∈I
sup
t≤N
∣∣∣γ`n(λn(t)) 1l{αn(τnk )=`} − γ`(t) 1l{α(τk)=`}∣∣∣
≤
∑
`∈I
sup
t≤N
(∣∣∣γ`n(λn(t))− γ`(t)∣∣∣ 1l{αn(τnk )=`} + ∣∣∣γ`(t)∣∣∣ ∣∣∣1l{αn(τnk )=`} − 1l{α(τk)=`}∣∣∣)
by the triangular inequality. Now (αn, βn, γn)
S−→ (α, β, γ) implies αn(τnk ) → α(τk) by Propo-
sition B.5, so since αn and α take only values in the finite set I, there exists n0 ∈ N such
that for all n ≥ n0 we have α(τk) = ` if and only if αn(τnk ) = `. (Here we need the fact
that we have convergence αn
S−→ α in the Skorokhod topology on D(I × E′ × (Rd)m) rather
than on D(R×E′ × (Rd)m).) Thus 1l{αn(τnk )=`} − 1l{α(τk)=`} vanishes for all n ≥ n0, and since
|1l{αn(τnk )=`}| ≤ 1, we have
sup
t≤N
∣∣∣∣∣∑
`∈I
γ`n(λn(t)) 1l{αn(τnk )=`} −
∑
`∈I
γ`(t) 1l{α(τk)=`}
∣∣∣∣∣ ≤∑
`∈I
sup
t≤N
∣∣∣γ`n(λn(t))− γ`(t)∣∣∣
for n sufficiently large, which tends to 0 since γ`n
S−→ γ` for all ` ∈ I with the above (λn)n∈N
by assumption. 2
With the help of the next proposition it is possible to show convergence of solutions of stochas-
tic differential equations driven by point processes like in Theorem 1.53 and Proposition 5.4.
Proposition B.8 Let d, d′ ∈ N and let fk : (Zd)k → Zd′ for k ∈ N. Define for some fixed
y0 ∈ Zd the mapping ϕ : D(Zd) → D(Zd′) by
ϕ(α)(t) =
∞∑
k=0
(
y0 + fk
(
∆α(τ1(α)), . . . ,∆α(τk(α))
))
1l[τk,τk+1).
Then the mapping Φ: D(Zd) → D(Zd × Zd′), given by Φ(α)(t) = (α(t), ϕ(α)(t)) is continuous
for the Skorokhod topology on D(Zd).
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In order to prove Proposition B.8, we need to show that αn
S−→ α implies Φ(αn) S−→ Φ(α)
for αn, α ∈ D(Zd). The idea is to construct a sequence of time changes (λˆn)n∈N such that
λˆn shifts the jump times of α onto those of αn. From Proposition B.5, we know that for all
k ∈ N the mapping α 7→ τk(α) is continuous for the Skorokhod topology, however it fails to be
uniformly continuous in k, so we need to stop shifting jumps after a certain number of jumps.
To keep notation short we denote the jump times of α and αn by τk := τk(α) and τnk := τk(αn).
We also define for b > 0 and n ∈ N
(B.3) M(n, b) := sup
{
M ∈ N
∣∣∣∣∣ sup1≤k≤M |τk − τ `k| < b for all ` ≥ n
}
,
and the sequence (bn)n∈N by
(B.4)
b1 = 1
bn+1 =
{
bn if M
(
n + 1, bn2
) ≤M(n, bn),
bn
2 if M
(
n + 1, bn2
)
> M(n, bn).
Lemma B.9 For αn
S−→ α and M(n, b) and bn as defined above we have
a) lim
n→∞ bn = 0,
b) sup
1≤k≤M(n,bn)
|τk − τnk | ≤ bn for all n ∈ N,
c) lim
n→∞M(n, bn) = ∞.
Proof. The mapping α 7→ τk is continuous for the Skorokhod topology, so τnk → τk for all k
and therefore limn→∞M(n, b) = ∞ for fixed b > 0. Thus for fixed n ∈ N there exists ` such
that M(n + `, b2) > M(n, b). Then by construction of bn, there exists ` such that bn+` =
bn
2 .
So by induction we have that for all n there exists n0 such that bn0 = 2
−n, and since bn is
decreasing, we have b` ≤ 2−n for all ` ≥ n0, which shows a).
Now b) is satisfied by construction of M(n, b), so it remains to show c). However by con-
struction of bn for all n ∈ N there exists k such that M(n + k, bn+k) > M(n, bn), so
limn→∞M(n, bn) = ∞ since M(n, bn) only takes values in N. 2
Lemma B.10 Let n ∈ N and α, αn ∈ D. Denote by τk and τnk the k-th jump time of α and
αn, respectively. For M(n, b) and bn as above let
λˆn(t) =
M(n,bn)∑
k=1
(
τnk−1 +
τnk − τnk−1
τk − τk−1 (t− τk−1)
)
1l[τk−1,τk)(t)(B.5)
+
(
t + τnM(n,bn) − τM(n,bn)
)
1l[τM(n,bn),∞)(t).
Then λˆn(τk) = τnk for all k ≤M(n, bn), i.e., λˆn shifts the first M(n, bn) jump times of α onto
those of αn. Furthermore (λˆn)n∈N ⊆ Λ, and (λˆn)n∈N satisfies (B.1 i).
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Proof. By construction λˆn is strictly increasing, continuous, and satisfies λˆn(0) = 0 and
limt→∞ λˆn(t) = ∞ for all n ∈ N. It is also clear that λˆn(τk) = τnk for all k ≤ M(n, bn), so it
remains to show that (B.1 i) is satisfied by (λˆn)n∈N. Now for fixed k and τk−1 ≤ t < τk we
have∣∣∣∣τnk−1 + τnk − τnk−1τk − τk−1 (t− τk−1)− t
∣∣∣∣ = ∣∣∣∣(τnk−1 − τk−1) τk − tτk − τk−1 + (τnk − τk) t− τk−1τk − τk−1
∣∣∣∣
≤ ∣∣τnk−1 − τk−1∣∣ ∣∣∣∣ τk − tτk − τk−1
∣∣∣∣+ |τnk − τk| ∣∣∣∣ t− τk−1τk − τk−1
∣∣∣∣
≤ ∣∣τnk−1 − τk−1∣∣+ |τnk − τk| ,
since
∣∣∣ τk−tτk−τk−1 ∣∣∣ ≤ 1 and ∣∣∣ t−τk−1τk−τk−1 ∣∣∣ ≤ 1 for τk−1 ≤ t < τk. So for fixed n we have
sup
t≥0
|λˆn(t)− t| ≤ sup
t≥0
M(n,bn)∑
k=1
∣∣∣∣τnk−1 + τnk − τnk−1τk − τk−1 (t− τk−1)− t
∣∣∣∣ 1l[τk−1,τk)(t)
+
∣∣∣τnM(n,bn) − τM(n,bn)∣∣∣ 1l[τM(n,bn),∞)(t)

≤ 2 sup
k≤M(n,bn)
|τnk − τk| .
Lemma B.9 b) then yields that supt≥0 |λˆn(t) − t| ≤ 2bn, which tends to 0 as n → ∞ by
Lemma B.9 a), hence (λˆn)n∈N satisfies condition (B.1 i). 2
Proof of Proposition B.8. Let αn
S−→ α in D(Zd). We need to show that this implies
(αn, ϕ(αn))
S−→ (α, ϕ(α)) in D(Zd×Zd′), and by Lemma B.1 it suffices to show αn S−→ α and
ϕ(αn)
S−→ ϕ(α) separately as long as (B.1 ii) holds with the same sequence of time changes.
We claim that (λˆn)n∈N from (B.5) is suitable for this purpose. By Lemma B.10 (λˆn)n∈N
satisfies (B.1 i), hence it remains to show that (B.1 ii) holds with (λˆn)n∈N for both αn, α and
ϕ(αn), ϕ(α). So we fix N ∈ N, and we need to show that supt≤N |αn ◦ λˆn(t) − α(t)| n→∞−→ 0
and supt≤N |ϕ(αn) ◦ λˆn(t)− ϕ(α)(t)| n→∞−→ 0.
Concerning the first convergence, recall that λˆn shifts the first M(n, bn) jump times of α onto
those of αn. Let kN be the number of jumps of α on [0, N ] and choose n1 big enough so
that M(n, bn) ≥ kN for all n ≥ n1. This is always possible since M(n, bn) ↑ ∞ as n → ∞
by Lemma B.9 c). Now for fixed t ≤ N and n ≥ n1 there exists kt ≤ M(n, bn) so that
t ∈ [τkt , τkt+1), and by construction of λˆn we also have λˆn(t) ∈ [τnkt , τnkt+1). Note that α takes
values in Zd, so it is constant between jumps, and therefore
|αn ◦ λˆn(t)− α(t)| = |αn(τnkt)− α(τkt)|.
Now αn
S−→ α implies αn(τnk ) → α(τk) for all k ∈ N (cf. Jacod and Shiryaev (1987), Propo-
sition VI.2.7), so there exists n2 ∈ N such that for all n ≥ n2 we have α(τk) = αn(τnk ) for
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all k ≤ kN . (Here we need the fact that we have convergence αn S−→ α in the Skorokhod
topology on D(Rm × I) rather than on D(Rm+1).) So since α has only finitely many jumps
on [0, N ], we have
sup
t≤N
|αn ◦ λˆn(t)− α(t)| = 0
for n sufficiently large, hence (B.1 ii) is fulfilled for αn, α with (λˆn)n∈N.
Regarding supt≤N |ϕ(αn) ◦ λˆn(t) − ϕ(α)(t)| n→∞−→ 0 we choose n1 and n2 as above so that
M(n, bn) ≥ kN and ∆αn(τnk ) = ∆α(τk) for all k ≤ kN . Then for all n ≥ n1 ∨n2 and arbitrary
t ≤ N , to which we associate a unique kt ≤M(n, bn) so that t ∈ [τkt , τkt+1), we have
|ϕ(αn) ◦ λˆn(t)− ϕ(α)(t)|
= |fk(∆αn(τn1 ), . . . ,∆αn(τnk ))− fk(∆α(τ1), . . . ,∆α(τk))| 1l[τkt ,τkt+1)(t)
= 0,
so that supt≤N |ϕ(αn)◦λˆn(t)−ϕ(α)(t)| = 0 for n ≥ n1∨n2, which shows (B.1 ii) for ϕ(αn), ϕ(α)
with (λˆn)n∈N. 2

Appendix C
Some Technical Results
On Part II
Here we give the proofs of some technical results needed in Part II on truncation functions
and properties of the convex functions f and g. Recall that in Lemma 2.13 we have defined
the functions f ≥ g : [0,∞) → [0,∞) by f(y) = y log y − (y − 1) and g(y) = (1 −√y)2. For
the following lemmas let U be a d × d-matrix, let K be a measure which integrates 1 ∧ |x|2
and define ν(ds, dx) = dsK(dx).
Lemma C.1 If h1, h2 are two truncation functions, then∫
Rd
|h1(x)− h2(x)| K(dx) <∞.
Proof. Since h1, h2 are bounded and h1(x) − h2(x) = 0 for |x| ≤ ε or |x| ≥ 1ε for some
0 < ε < 1, we have |h1(x)− h2(x)| ≤ const.(1 ∧ |x|2) and thus∫
Rd
|h1(x)− h2(x)| K(dx) ≤ const.
∫
Rd
1 ∧ |x|2 K(dx),
which is finite by assumption. 2
Lemma C.2 Let z, y ≥ 0. Then for all α > 0
zy ≤ 1
α
(f(y) + eαz − 1) .
Proof. Let a > 0. A simple calculation shows that
f(ay) = af(y) + y a log a− (a− 1),
so we get
f(e−αzy) = e−αzf(y) + ye−αz log e−αz − (e−αz − 1)
= e−αz (f(y)− αzy + eαz − 1) .
Since f ≥ 0, this yields αzy ≤ f(y) + eαz − 1, hence the result. 2
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Lemma C.3 Let Y be a nonnegative predictable function. Then
|Uh(x)− h(Ux)|Y ∗ νt ≤ const.(t + f(Y ) ∗ νt)
for all t ≥ 0.
Proof. Since h is a truncation function, we have h(x) = x for |x| ≤ ε′ for some ε′ > 0,
and since U defines a linear (and thus uniformly continuous) function on Rd, there exists
some ε′′ > 0 such that |Ux| ≤ ε′ and thus h(Ux) = Ux for all |x| ≤ ε′′. This yields
Uh(x)− h(Ux) = 0 for |x| < ε := ε′ ∧ ε′′. Furthermore h is bounded, so that
|Uh(x)− h(Ux)| ≤ |Uh(x)|+ |h(Ux)| ≤ const.
for some finite constant. Altogether we have
|Uh(x)− h(Ux)| ≤ const. 1l{|x|≥ε}
for some ε > 0. Thus
|Uh(x)− h(Ux)|Y ∗ νt ≤ const.
(
1l{|x|≥ε}Y (s, x)
) ∗ νt
≤ const.
(
f(Y ) ∗ νt + t
∫
Rd
(eα − 1)1l{|x|≥ε} K(dx)
)
from Lemma C.2. Note that (eα − 1)1l{|x|≥ε} ≤ const.(1 ∧ |x|2), so that the integral is finite.
2
Lemma C.4 Let 0 ≤ b ≤ 1 and a > 0, then
b|a− 1| ≤ f(a) + b2.
Proof. The claim is obvious for a = 1, so let a 6= 1 and define pa(b) := b2 − |a− 1|b + f(a).
We show that pa(b) ≥ 0 for 0 ≤ b ≤ 1 for any choice of a > 0, a 6= 1. Since pa(0) = f(a) > 0,
it suffices to show that all zeros of pa, if they exist, are greater than 1. The zeros of pa are
given by
b1,2 =
|a− 1| ±√|a− 1|2 − 4f(a)
2
,
and we claim that if the radicand is nonnegative, then b1/2 > 1. (If the radicand is negative, pa
does not have any real zeros at all and is thus positive everywhere.) So let |a−1|2−4f(a) ≥ 0.
Then b1/2 > 1 is equivalent to ||a− 1| − 2| >
√|a− 1|2 − 4f(a) or |a− 1| − 1 < f(a), which is
clear for a < 2 since then the left-hand side is negative, whereas the right-hand side is always
nonnegative. So let a ≥ 2, thus |a − 1| = a − 1, and we show that k(a) := f(a) − (a − 2) is
strictly positive for a ≥ 2. Now k′(a) = log a−1, and k′′(a) = 1a , so there is a global minimum
of k at a = e, and k(e) = 3− e > 0, hence the claim. 2
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Lemma C.5 Let h be a truncation function and Y be a nonnegative predictable function.
Then
|h (Y − 1)| ∗ νt ≤ const.(t + f(Y ) ∗ νt)
for all t ≥ 0.
Proof. Note that |h(x)| ≤ const. (|x|1l{|x|≤1} + 1l{|x|>1}), so that we get
|h (Y − 1)| ∗ νt ≤ const.
((|x|1l{|x|≤1} |Y − 1|) ∗ νt + (1l{|x|>1}|Y − 1|) ∗ νt)
≤ const. (1l{|x|≤1} (f(Y ) + |x|2) ∗ νt + (1l{|x|>1} (f(Y (x)) + 1)) ∗ νt)
= const.
(
f(Y (x)) ∗ νt + (1 ∧ |x|2) ∗ νt
)
,
where in the second inequality we have used Lemma C.4 with (b, a) = (|x|, Y (s, x)) and
(b, a) = (1, Y (s, x)), respectively. Now
(1 ∧ |x|2) ∗ νt =
∫ t
0
∫
Rd
(1 ∧ |x|2) K(dx)ds = t
∫
Rd
(1 ∧ |x|2) K(dx),
and the claim follows from the fact that K integrates 1 ∧ |x|2. 2
We close with the following specification of Jensen’s inequality.
Lemma C.6 Let (Ω,F , P ) be a probability space and let X ∈ L1(P ). Let f : R → R be a
strictly convex function. Then f(E[X]) ≤ E[f(X)] and
f(E[X]) = E[f(X)] if and only if X = E[X] P -a.s.
Proof. The first statement is classical. For the second statement sufficiency is immediate,
so regarding necessity we start as in the classical proof of Jensen’s inequality. For all x0 ∈ R
there exists λ(x0) such that
f(x) > f(x0) + (x− x0) λ(x0) if and only if x 6= x0,
f(x) = f(x0) + (x− x0) λ(x0) if and only if x = x0.
Set x0 = E[X] and x = X, this yields
f(X) > f(E[X]) + (X − E[X]) λ(E[X]) on {X 6= E[X]}
f(X) = f(E[X]) on {X = E[X]}.
So suppose P [X 6= E[X]] > 0, then
E[f(X)] = E[f(X)1l{X 6=E[X]}] + E[f(X)1l{X=E[X]}]
> f(E[X]) P [X 6= E[X]] + λ(E[X]) E[(X − E[X]) 1l{X 6=E[X]}] +
+f(E[X]) P [X = E[X]]
= f(E[X]).
Note that E[(X − E[X]) 1l{X 6=E[X]}] = 0. 2
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On Part III
In Part III, more specifically in Section 6.2, we recursively define certain functions, where we
usually start with a C1 function. By the following lemma we see that under certain conditions
the C1 property is preserved under these recursions.
Lemma C.7 Let g : Rd×Rd′ → R+ be a bounded C1-function and let Y be a random variable
taking values in Rd′. Denote by ∇xg the vector of partial derivatives of g with respect to the
first d coordinates. If there exists some Z ∈ L1(P ) such that |∇xg(x, Y )| ≤ Z for all x ∈ Rd,
then w : Rd → R+, defined by
w(x) = E[g(x, Y )],
is a bounded C1-function and its gradient is given by ∇w(x) = E[∇xg(x, Y )].
Proof. It is immediate that w is bounded if g is bounded. If furthermore g is C1, then for
ε ∈ Rd
(C.1) g(x + ε, y) = g(x, y) +∇xg(x, y) ε + r(x, ε, y)
with limε→0
r(x,ε,y)
|ε| = 0. Thus
w(x + ε) = E[g(x + ε, Y )]
= E[g(x, Y )] + E[∇xg(x, Y ) ε] + E[r(x, ε, Y )]
= w(x) + E[∇xg(x, Y )]ε + E[r(x, ε, Y )].
The claim is established if we show limε→0E
[
r(x,ε,Y )
|ε|
]
= 0. However by (C.1) and a Taylor
expansion of first order (which is nothing else than the mean value theorem in Rd) we have
|r(x, ε, y)|
|ε| ≤ |∇xg(x, y)|+
|g(x + ε, y)− g(x, y)|
|ε|
≤ |∇xg(x, y)|+ |∇xg(x + ϑε, y)|
for some ϑ ∈ [0, 1]. Thus by assumption r(x,ε,Y )|ε| ≤ 2Z, so dominated convergence yields the
result. 2
In Section 6.2 g has some special structure, and we state the following result. For a matrix-
valued function Ψ: Rd → Rd×r we denote the matrix
(
∂Ψij
∂xk
(x)
)
i∈{1,...,d},j∈{1,...,r}
by ∂Ψ
∂xk
(x).
Lemma C.8 Let Y = (Y `)`∈{1,...,r} be a square-integrable Rd-valued random variable with
E[Y ] = 0 and Y `, Y j uncorrelated for ` 6= j. Let f∗ : Rd → R and Ψ: Rd → Rd×r be
measurable and define f(x) = E[f∗(x + Ψ(x) Y )]. If f∗ and Ψ are C1 with |∇f∗| ≤ c and
|∂Ψj`
∂xi
| ≤ Ψ¯ for some positive constants c and Ψ¯, then
max
1≤k≤d
∣∣∣∣∂f(x)∂xk
∣∣∣∣ ≤ c√1 + dΨ¯2E [|Y |2]
for all x ∈ Rd.
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Proof. Let g(x, y) = f∗(x + Ψ(x)y). Then by Lemma C.7 and the chain rule we have for
k ∈ {1, . . . , d}
∂f
∂xk
(x) = E[∇xg(x, Y )]
= E
[(∇f∗(x + Ψ(x) Y ))tr ∂Ψ
∂xk
(x) Y +
∂f∗
∂xk
(x + Ψ(x) Y )
]
= E[vtr(wk + zk)],
where v, wk, zk are Rd-valued random variables with
v = ∇f∗(x + Ψ(x) Y ), wik = δki, zik =
r∑
j=1
∂Ψij
∂xk
(x) Y j , i ∈ {1, . . . , d}.
So by the Cauchy-Schwarz inequality we get(
∂f
∂xk
(x)
)2
≤ E [|v|2]E [|wk + zk|2] ,
where E
[|v|2] ≤ c2 by assumption, and
|wk + zk|2 =
d∑
i=1
(wik + z
i
k)
2 = 1 + 2zkk + |zk|2.
So since E[zkk ] = E
[∑r
j=1
∂Ψkj
∂xk
(x) Y j
]
= 0, and
E[|zk|2] = E
 d∑
i=1
 r∑
j=1
∂Ψij
∂xk
(x) Y j
2
=
d∑
i=1
E
 r∑
`,j=1
∂Ψij
∂xk
(x)
∂Ψi`
∂xk
(x) Y j Y `

≤ dΨ¯2E [|Y |2]
because Y j , Y ` are uncorrelated, we get(
∂f
∂xk
(x)
)2
≤ c2 (1 + dΨ¯2E [|Y |2]) .
This does not depend on k, so that the claim follows. 2
We next show the
Proof of Lemma 5.13 c). We need to show that p′n`pi ≤ c
n2
where p′n`pi = 1 −∑mj=1 p′n`j
for p′n`j from (5.24). Notice that for m ≤ 2 we have ∑mj=1 p′n`j = 1 by construction, so that
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in particular in this case ηn never leaves {1, . . . ,m}. Thus p′n`pi = 0, and there is nothing to
show.
Now let m ≥ 3. We show that ∑mj=1 p′n`j ≥ 1− c′′n2 ; then the result follows from the fact that
p′n`pi = 1 −∑mj=1 p′n`j . Now ∑mj=1 p′n`j = P ′n [⋃mj=1An`jk ], and ⋃mj=1An`jk is the event that
ηntk does not leave {1, . . . ,m} in one step given ηntk−1 = `. This happens at least if ζn`ik = 0 for
all i ∈ {1, . . . ,m}, or if only one ζn`ik = 1, whereas the others are 0, or if ζn``k = 1, ζn`ik = 1 for
only one i 6= ` and ζn`rk = 0 for all r /∈ {`, j}. Thus
P ′n
 m⋃
j=1
An`jk
 ≥ P ′n [ m⋂
i=1
{
ζn`ik = 0
}]
+ P ′n
[
m⋃
i=1
(
{ζn`ik = 1} ∩
m⋂
r=1
r 6=i
{ζn`rk = 0}
)]
+P ′n
[
{ζn``k = 1} ∩
(
m⋃
i=1
i6=`
(
{ζn`ik = 1} ∩
m⋂
r=1
r/∈{`,j}
{ζn`rk = 0}
))]
.
Therefore we have by the independence of ζn`ik under P
′n
P ′n
 m⋃
j=1
An`jk
 ≥ (1− T
n
)m
+ m
T
n
(
1− T
n
)m−1
+ (m− 1)
(
T
n
)2(
1− T
n
)m−2
=
(
1− T
n
)m−2((
1− T
n
)2
+ m
T
n
(
1− T
n
)
+ (m− 1)
(
T
n
)2)
=
(
1− T
n
)m−2(
1 + (m− 2)T
n
)
=
(
1− (m− 2)T
n
+
(
m− 2
2
)(
T
n
)2
+O
(
1
n3
))(
1 + (m− 2)T
n
)
= 1− (m− 2)2
(
T
n
)2
+
(
m− 2
2
)(
T
n
)2
+O
(
1
n3
)
= 1− 1
2
(m− 1)(m− 2)
(
T
n
)2
+O
(
1
n3
)
,
and therefore
∑m
j=1 p
′n`j = P ′n
[⋃m
j=1A
n`j
k
]
≥ 1− c′′
n2
, for some appropriate constant c′′. 2
We close with two fairly simple but useful results concerning conditional expectations.
Lemma C.9 Let X and Y be Rd-valued random variables and |X| ≤ c P -a.s. Then for any
sub-σ-algebra G ⊆ F
E
[
(XY − E[XY |G])2
∣∣∣G] ≤ c2E [ |Y |2∣∣G] P -a.s.
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Proof. This is immediate since
E
[
(XY − E[XY |G])2
∣∣∣G] = E [(XY )2∣∣G]− (E [XY | G])2 ≤ c2E [ |Y |2∣∣G] ,
because E
[
(XY )2
∣∣G] ≤ E [ |X|2|Y |2∣∣G] and (E [XY | G])2 ≥ 0. 2
Lemma C.10 Let (Ω,F , P ) be a probability space. Let G ⊆ F be a σ-algebra, G0 its P -
completion and let X be an integrable R-valued random variable. Then
E[X|G] = E[X|G0].
Proof. Since G ⊆ G0 it is clear that E[X|G] is G0-measurable and it remains to show that
E[X1lG] = E[E[X|G]1lG] for all G ∈ G0. So let G ∈ G0. Then there exists G′ ∈ G with
1lG = 1lG′ P -a.s., so that the assertion follows from the G-measurability of E[X|G]. 2

Appendix D
Comments on Fujiwara and
Miyahara (2003)
Fujiwara and Miyahara (2003) introduce a one-dimensional model with finite time horizon,
where the price process of some tradable asset is modeled by an exponential Le´vy process,
i.e. X = eL˜, where L˜ is a P -Le´vy process. (In fact they call this a geometric Le´vy process,
however we think that this terminology is misleading.) By Example 2.5 this model can be
transferred to our model, where the stock prices are given by stochastic exponentials of Le´vy
processes, i.e. what we call geometric Le´vy process. Fujiwara and Miyahara (2003) construct
a martingale measure Q∗ and show that it has minimal entropy with an admittedly nice
stopping argument. The model of geometric Le´vy processes has the advantage that one does
not have to assume that the jumps of the Le´vy process are bounded from below by −1 in
order to get positivity of X, however the drawback is that, in contrast to our approach, in
general X is no longer a local martingale if L˜ is and vice versa. We compare their results
with ours and list certain points which are not presented in full perspicuousness. For the sake
of better readability we do so in our notation and under the assumption of zero interest rate
(i.e. r = 0). At the end of Appendix D we provide a list of notational differences.
Let us quickly review their model. Let L˜ be a P -Le´vy process with finite time horizon [0, T ] and
P -Le´vy characteristics (b˜, c˜, K˜) relative to the canonical truncation function h0(x) = 1l{|x|≤1}
and define X = eL˜.
In their Section 2 Fujiwara and Miyahara (2003) state that X may be written as the stochastic
exponential of a (different) Le´vy process, i.e. eL˜t = E(L)t, for a P -Le´vy process L with P -Le´vy
characteristics (b, c,K), where
b = b˜ +
1
2
c˜ +
∫
(h0(J(y))− h0(y)) K˜(dy),
c = c˜,
K(dx) = K˜ ◦ J−1(dx),
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for J(y) = ey − 1, cf. to our Example 2.5.
For their main result, Theorem 3.1, Fujiwara and Miyahara (2003) state the following condi-
tion.
(C) There exists a constant u∗ ∈ R which satisfies
(i)FM
∫
{y>1}
eyeu
∗(ey−1) K˜(dy) <∞
(ii)FM b˜ +
(
1
2
+ u∗
)
c˜ +
∫
{|y|≤1}
(
(ey − 1)eu∗(ey−1) − y
)
K˜(dy) +
+
∫
{|y|>1}
(ey − 1)eu∗(ey−1) K˜(dy) = 0.
In their Theorem 3.1 Fujiwara and Miyahara (2003) assume condition (C) and
(1) construct the candidate measure Q∗ by
dQ∗
dP
=
eu
∗LT
EP [eu
∗LT ]
,
(2) claim that L˜ is a Le´vy process under Q∗,
(3) claim that Q∗ has minimal entropy among all absolutely continuous local martingale
measures for X and give an explicit calculation of I(Q∗|P ).
Note that condition (C) in Fujiwara and Miyahara (2003) is actually stronger than our con-
dition on the existence of the Esscher martingale measure Q∗ = Qu∗ (relative to L) from our
Theorem 4.7 in a one-dimensional setting. If we translate our condition to the setting of a
exponential Le´vy process via our Example 2.5, we get
(i)E
∫
R
∣∣∣(ey − 1)eu∗(ey−1) − h(J(y))∣∣∣ K˜(dy) <∞
(ii)E b˜ +
(
1
2
+ u∗
)
c˜ +
∫
R
(
(ey − 1)eu∗(ey−1) − h(y)
)
K˜(dy) = 0.
Fujiwara and Miyahara (2003) use the canonical truncation function h0(x) = 1l{|x|≤1}, so
(ii)FM and (ii)E for h = h0 are clearly equivalent. Furthermore by the triangle inequality and
the K˜-integrability of h(J(y))− h(y), condition (i)E is equivalent to
(i)′E
∫
R
∣∣∣(ey − 1)eu∗(ey−1) − h(y)∣∣∣ K˜(dy) <∞.
If we set h = h0 then we see that condition (i)′ further reduces to
(i)′′E
∫
y>1
(ey − 1)eu∗(ey−1) K˜(dy) <∞.
Comments on Fujiwara and Miyahara (2003) 167
In fact by a Taylor expansion around 0 we see that the constant and the linear term of
(ey − 1)eu∗(ey−1) − y vanish, so that
(ey − 1)eu∗(ey−1) − y = O(y2)
as y n→∞−→ 0, so that ∫
|y|<1
∣∣∣(ey − 1)eu∗(ey−1) − h(y)∣∣∣ K˜(dy) <∞,
since K˜ integrates 1∧ |y|2. On {y < −1} we have −1 < ey− 1 < 0, so that for u∗ ≥ 0 we have
0 < eu
∗(ey−1) < 1, whereas for u∗ < 0 we get 1 < eu∗(ey−1) < e−u∗ , so altogether∣∣∣(ey − 1)eu∗(ey−1)∣∣∣ < 1 ∨ e−u∗
on {y < −1}. So (i)FM clearly implies (i)′′E, since for y > 1 we have
(ey − 1)eu∗(ey−1) < eyeu∗(ey−1).
In the following we list the points where the reasoning of Fujiwara and Miyahara (2003) seems
unclear to us. We also suggest how our results can give answers to these questions.
1. Note that Q∗, defined by
dQ∗
dP
=
eu
∗LT
EP [eu
∗LT ]
is an Esscher martingale measure for L but not an Esscher measure for L˜. In fact, in Shiryaev
(1999), Theorem VII.3.4 and also in Bu¨hlmann, Delbaen, Embrechts and Shiryaev (1996) it
is shown that an Esscher measure Qu˜
∗
for L˜ is a martingale measure for X = eL˜, if
(a)
∫
R
∣∣∣(ey − 1)eu˜∗y − h(ey − 1)∣∣∣ K˜(dy) <∞
(b) b˜ +
(
1
2
+ u˜∗
)
c˜ +
∫
R
(
(ey − 1)eu˜∗y − h(y)
)
K˜(dy) = 0.
Note the difference in the exponent compared to our conditions (i)E and (ii)E. Indeed, the
Girsanov quantities of Qu˜
∗
with respect to P relative to L are in this case
β = u˜∗
Y (y) = (1 + y)u˜
∗
(cf. Example 2.5). A consequence of this is that the proof of X being a local Q∗-martingale
is unclear in Fujiwara and Miyahara (2003) because their martingale condition (3.11) in Re-
mark 3.2 (2) is not the one as cited from Shiryaev (1999) or Bu¨hlmann, Delbaen, Embrechts
and Shiryaev (1996).
However with the martingale condition from Theorem 4.7 rewritten in terms of Le´vy charac-
teristics of L˜ as seen in (ii)E, their condition (3.11) holds. The reasoning then should be: X
is a strictly positive local Q∗-martingale, hence a supermartingale, and since it has constant
expectation it is a true Q∗-martingale. 3
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2. As in our Section 4.3, Fujiwara and Miyahara (2003) claim that the measure Q∗ with
(D.1) Z∗t =
dQ∗
dP
∣∣∣∣
Ft
=
eu
∗Lt
EP [eu
∗Lt ]
is the minimal entropy martingale measure. They claim that Z∗ = E(N∗) for
N∗t = u
∗√cWt +
(
eu
∗(ey−1) − 1
)
∗ (µL˜ − ν˜P )t,
where W is a standard Brownian motion under P and ν˜P denotes the P -compensator of µL˜.
However it is not clear that the stochastic integral with respect to µL˜− ν˜P on the right hand
side is well-defined. By their definition of stochastic integral with respect to a compensated
random measure, taken from Ikeda and Watanabe (1989), Section II.3, a predictable function
W is integrable with respect to µL˜ − ν˜P if either |W | ∗ ν˜Pt is P -integrable, or if W 2 ∗ ν˜P
is locally P -integrable (then W ∗ µL˜ − ν˜P is a locally square-integrable martingale by our
Theorem 1.22 a)). Neither of these assertions seem to be directly implied by condition (i)FM
as they claim.
However there is the following way out: By construction, Q∗ is an Esscher measure for L, so the
Girsanov quantities are given by (u∗, eu∗x) (cf. our Proposition 4.5), and by our Corollary 2.9
dQ∗
dP
∣∣∣∣
Ft
= E
(
u∗
√
cW +
(
eu
∗x − 1
)
∗ (µL − νP )
)
t
,
where W is P -Brownian motion. In particular eu
∗x−1 is integrable with respect to (µL−νP ),
so (recall ν(ds, dx) = dsK(dx))
(D.2)
∫
R
(
1−
√
eu∗x
)2
K(dx) <∞
by our Theorem 1.22 c). Now K(dx) = K˜ ◦ J−1(dy), so (D.2) implies∫
R
(
1−
√
eu∗(ey−1)
)2
K˜(dy) <∞,
thus eu
∗(ey−1) − 1 is in fact integrable with respect to µL˜ − ν˜P . 3
3. The proof of the optimality of Q∗ in Fujiwara and Miyahara (2003) relies of the following
stopping argument: Let Q ∈ Qa(X) be an arbitrary martingale measure for X. Then as in
our Proposition 4.6 L is a local Q-martingale, hence there exists an increasing sequence of
stopping times (τn)n∈N with τn ↑ T Q-a.s. such that Lτn is a Q-martingale. Furthermore
Fτn ⊆ FT , so IFτn (Q|P ) ≤ IT (Q|P ). By construction of Q∗ as an Esscher measure, we have
for t ∈ [0, T ]
Z∗t = u
∗Lt −Ψ(u∗)t
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by our Theorem A.7, where
Ψ(w) = btrw +
1
2
wtrcw +
∫
Rd
(
ew
trx − 1− wtrx1l{|x|≤1}
)
K(dx)
is well-defined whenever
∫
{|x|>1} e
wtrx K(dx) <∞. Then along the localizing sequence (τn)n∈N
we have
logZ∗τn = u
∗Lτn −Ψ(u∗)τn
Now Lτn is a Q-martingale, and τn ≤ T , so logZ∗τn is Q-integrable, and thus (cf. the Remark
after Theorem 2.1 in Csisza´r (1975))
IFτn (Q|P ) = IFτn (Q|Q∗) + EQ
[
log
dQ∗
dP
∣∣∣∣
Fτn
]
≥ EQ
[
log
dQ∗
dP
∣∣∣∣
Fτn
]
= EQ
[
logZ∗τn
]
.
For the first equality we need the finiteness of either IFτn (Q|P ) or IFτn (Q|Q∗), therefore we
will have to choose Q ∈ Qf . Actually we want to show that Q∗ is optimal in Qa, but any
Q ∈ Qa ∩ Qcf has infinite relative entropy, so if Qf 6= ∅ it suffices to show that Q∗ is optimal
in Qf .
Now altogether we have
IT (Q|P ) ≥ EQ
[
logZ∗τn
]
= EQ
[
u∗LτnT −Ψ(u∗)τn
]
= −Ψ(u∗)EQ[τn],
since Lτn is a Q-martingale. Now with n→∞ we get by monotone convergence
(D.3) IT (Q|P ) ≥ −Ψ(u∗)T.
It remains to show that IT (Q∗|P ) = −Ψ(u∗)T . This is already stated in the proof of our
Lemma 4.3; Fujiwara and Miyahara (2003) claim that L may be written as
Lt = cW ∗t + (e
y − 1) ∗ (µL˜ − ν˜Q∗)t
where W ∗ is Q∗-Brownian motion and ν˜Q∗ denotes the Q∗-compensator of µL˜. To us it is not
clear how to deduce this form of L from the Le´vy-Itoˆ decomposition of L˜ under Q∗ neither
why the stochastic integral with respect to µL˜ − ν˜Q∗ is well-defined. 3
4. Once this is established Fujiwara and Miyahara (2003) state that
(D.4) I(Q∗|P ) = EQ∗ [logZ∗T ] = EQ∗ [u∗LT −Ψ(u∗)T ] = −Ψ(u∗)T,
which together with (D.3) yields the optimality of Q∗.
Apparently Fujiwara and Miyahara (2003) claim in (D.4) that EQ∗ [LT ] = 0 which is of course
true because L is a local martingale under Q∗ and a Le´vy process since Q∗ is an Esscher
measure for L (cf. our Proposition 4.2), and thus a true Q∗-martingale. However this fact is
stated nowhere in their article. 3
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List of Notational Differences
Fujiwara and Esche explanation
Miyahara
S = eX = E(Xˆ) stock price process
X, Xˆ Le´vy processes
S˜ X discounted stock price process
R˜ = Xˆ − rt L return process, driving Le´vy process
(stochastic logarithm of S˜, respectively X)
Np jump measure of X
Nq µ
L jump measure of R˜ respectively L
Nˆp(ds, dx) P -compensator of Np
= ds ν(dx)
Nˆq(ds, dx) νP (ds, dx) P -compensator of Nq respectively µL
= ds µ(dx) = ds K(dx)
N˜p = Np − Nˆp compensated measure
N˜q = Nq − Nˆq µL − νP compensated measure
P ∗ Q∗ candidate for the optimal measure
β∗ u∗ parameter for Esscher martingale measure
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