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Abstract
The purpose of this paper is to find explicit formulas for basic objects pertaining the
local potential theory of the operator (I − ∆)α/2, 0 < α < 2. The potential theory of
this operator is based on Bessel potentials Jα = (I −∆)−α/2. We compute the harmonic
measure of the half-space and write a concise form of the corresponding Green function
for the operator (I −∆)α/2. To achieve this we analyze the so-called relativistic α-stable
process on Rd space, killed when exiting the half-space. In terms of this process we are
dealing here with the 1-potential theory or, equivalently, potential theory of Schro¨dinger
operator based on the generator of the process with Kato’s potential q = −1.
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1 Introduction
The so-called interpolation spaces play an important roˆle in harmonic analysis and partial
differential equations (see, e.g. [S] and [H]). The most classical ones are Sobolev spaces and
spaces of Bessel potentials. While (fractional) Sobolev spaces Lpα are defined in terms of Riesz
potentials Iα = (−∆)−α/2, the latter ones employ Bessel potentials defined as Jα = (I−∆)−α/2.
As Stein pointed out in his monograph [S], the both potentials exhibit the same local behaviour
(as |x| → 0) but the global one (as |x| → ∞) of Jα is much more regular. It is remarkable that
both potentials can be analyzed in terms of stochastic processes (at least for 0 < α < 2); the
Riesz potentials are closely related to α-stable rotation invariant Le´vy process while the Bessel
potentials, in turn, can be investigated in terms of the so-called relativistic process.
Potential theory based on Riesz kernels (or, equivalently: potential theory for α-stable
rotation invariant Le´vy process) is well developed and rich in explicit formulas, much like in
the classical case of Brownian motion process. The homogeneity of Riesz kernels yields many
elegant and transparent formulas for harmonic measure and Green function for such basic sets
as balls and half-spaces in Rd (see e.g. [BGR]). These formulas played an important roˆle in
setting up the so-called boundary potential theory of the operator (−∆)α/2 and the Schro¨dinger
operator based on it (see e.g. [BB1] and [BB2] or [CS1]).
In contrast to this situation, up to now, there were no explicit formulas known either for
harmonic measure or Green function for the relativistic process for sets such as half-planes or
balls. Nevertheless, an adequate boundary potential theory (at least for bounded smooth sets)
was set up by Ryznar [Ry]. Let us point out that in recent years a number of publications
concerning the potential theory of relativistic process and in particular Green function of this
process appeared ([CS2], [K], [KL], [GRy]); all however restricted to bounded sets.
In this paper we provide the explicit formulas for harmonic measure and Green function for
half-spaces for the operator −(I − ∆)α/2. Our approach consists of considering the operator
Hα = I − (I − ∆)α/2, which is the infinitesimal generator of the relativistic α-stable process
and regarding the operator −(I−∆)α/2 as the Schro¨dinger operator of the form Sα = Hα+ qI,
with q ≡ −1. We then identify Bessel kernels as 1-potentials for the relativistic α-stable
process and compute the corresponding 1-Poisson kernel and 1-Green function for half-spaces.
It is remarkable and surprising that even though our kernels do not exhibit either form of
homogeneity, the resulting formulas are very transparent and very similar to these for α-stable
case.
The organization of the paper is as follows. We compute first the formulas for harmonic
measure and Green function for one-dimensional case. To do this we apply complex-variables
methods and some real-variables manipulations with definite integrals to obtain a satisfactory
form of Green function. The d-dimensional case is then settled via application of (d − 1)-
dimensional Fourier transform. For technical reasons, we have to consider the Poisson kernel
and Green function not only for the operator −(I − ∆)α/2 but also for −(m2/αI − ∆)α/2.
Let us point out that we do not apply Kelvin’s transform (which is the indispensable tool in
the α-stable case). When performing a suitable limiting procedure we obtain the well-known
formulas for the α-stable case. The last section is devoted to various estimates for the Green
function of the half-space H, computed for the relativistic process (that is, for the operator
Hα = I − (I − ∆)α/2). To distinguish it from the corresponding object computed for the
operator −(I −∆)α/2 we call it 0-Green function. The estimates are precise for x, y ∈ H such
that |x− y| < 1. To the best of our knowledge, it is the first case when the Poisson kernel and
Green function of the relativistic α-stable process of an unbounded set are examined.
2
2 Preliminaries
Throughout the paper by c, C, C1 . . . we denote nonnegative constants which may depend on
other constant parameters only. The value of c or C,C1 . . . may change from line to line in a
chain of estimates.
The notion p(u) ≈ q(u), u ∈ A means that the ratio p(u)/q(u), u ∈ A is bounded from
below and above by positive constants which may depend on other constant parameters only.
We present in this section some basic material regarding the α-stable relativistic process.
For more detailed information, see [Ry] and [C]. For questions regarding Markov and strong
Markov property, semigroup properties, Schro¨dinger operators and basic potential theory, the
reader is referred to [ChZ] and [BG].
We first introduce an appropriate class of subordinating processes. Let θα(t, u), u, t > 0,
denote the density function of the strictly α/2-stable positive standard subordinator with the
Laplace transform e−tλ
α/2
, 0 < α < 2 .
Now for m > 0 we define another subordinating process Tα(t,m) modifying the correspond-
ing probability density function in the following way:
θα(t, u,m) = e
mt θα(t, u) e
−m2/αu, u > 0 .
We derive the Laplace transform of Tα(t,m) as follows:
E0e−λTα(t,m) = emt e−t(λ+m
2/α)α/2 . (1)
Let Bt be the symmetric Brownian motion in R
d with the characteristic function of the form
E0eiξ·Bt = e−t|ξ|
2
. (2)
Assume that the processes Tα(t,m) and B(t) are stochastically independent. Then the process
Xα,mt = BTα(t,m) is called the α-stable relativistic process (with parameter m). In the sequel we
use the generic notation Xmt instead of X
α,m
t . If m = 1 we write Tα(t) instead of Tα(t,m) and
Xt instead of X
1
t .
Xmt is a Le´vy process (i.e. homogeneous, with independent increments). We always assume
that sample paths of the process Xmt are right-continuous and have left-hand limits (”cadlag”).
Then Xmt is Markov and has the strong Markov property under the so-called standard filtration.
Various potential-theoretic objects in the theory of the process Xmt are expressed in terms
of modified Bessel functions Kν of the second kind, called also Macdonald functions. For
convenience of the reader we collect here basic informations about these functions.
Kν , ν ∈ R, the modified Bessel function of the second kind with index ν, is given by the
following formula:
Kν(r) = 2
−1−νrν
∫ ∞
0
e−ve−
r2
4v v−1−νdv , r > 0.
For properties of Kν we refer the reader to [E]. In the sequel we will use the asymptotic
behaviour of Kν :
Kν(r) ∼= Γ(ν)
2
(r
2
)ν
r → 0+, ν > 0, (3)
K0(r) ∼= − log r, r → 0+, (4)
Kν(r) ∼=
√
π√
2r
e−r, r →∞, (5)
3
where g(r) ∼= f(r) denotes that the ratio of g and f tends to 1. For ν < 0 we have Kν(r) =
K−ν(r), which determines the asymptotic behaviour for negative indices.
The α-stable relativistic density (with parameter m) can now be computed in the following
way:
pmt (x) =
∫ ∞
0
θα(t, u,m) gu(x)du, (6)
where gu(x) is the Brownian semigroup, defined by (2). A particular case when α = 1 is called
the relativistic Cauchy semigroup on Rd with parameter m. The formula below exhibits the
explicit form of this density:
Lemma 2.1 (relativistic Cauchy semigroup). The density p˜mt of the relativistic Cauchy process
is of the form:
p˜mt (x) = 2(m/2π)
(d+1)/2 temt
K(d+1)/2(m(|x|2 + t2)1/2)
(|x|2 + t2) d+14
. (7)
Proof. We carry out the corresponding computations as follows:
p˜mt (x) = e
mt
∫ ∞
0
1
(4πu)d/2
e−|x|
2/4ue−m
2u t√
4π
u−3/2e−t
2/4u du
=
temt
(4π)
d+1
2
∫ ∞
0
e−m
2ue−(|x|
2+t2)/4u du
u
d+1
2
+1
= 2(m/2π)(d+1)/2 temt
K(d+1)/2(m(|x|2 + t2)1/2)
(|x|2 + t2) d+14
.
In the case of arbitrary α, 0 < α < 2 we have the following useful estimate (see [Ry]):
Lemma 2.2. There exists a constant c = c(α, d,m) such that
max
x∈Rd
pmt (x) ≤ c(t−d/2 + t−d/α) . (8)
In the next lemma we compute the Fourier transform of the transition density (6):
Lemma 2.3 (Fourier transform of pmt ). The Fourier transform of α-stable relativistic density
pmt is of the form:
p̂mt (z) = e
mte−t(|z|
2+m2/α)α/2 . (9)
Proof.
p̂mt (z) =
∫
Rd
pmt (x)e
i(z,x)dx =
∫
Rd
∫ ∞
0
emtgu(x)e
−m2/αuθα(t, u)du ei(z,x)dx
= emt
∫ ∞
0
e−u|z|
2
e−m
2/αuθα(t, u)du = e
mt
∫ ∞
0
e−u(|z|
2+m2/α)θα(t, u)du
= emte−t(|z|
2+m2/α)α/2 .
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Specifying this to the case α = 1 we obtain
̂˜pmt (z) = emte−t(|z|2+m2)1/2 . (10)
From the form of the Fourier transform we have the following scaling property:
pmt (x) = m
d/αp1mt(m
1/αx). (11)
In terms of one-dimensional distributions of the relativistic process (starting from the point 0)
we obtain
Xmt ∼ m−1/αX1mt ,
where Xmt denotes the relativistic α-stable process with parameter m and ”∼” denotes equality
of distributions. Because of this scaling property, we usually restrict our attention to the case
when m = 1, if not specified otherwise. When m = 1 we omit the superscript ”1”, i.e. we write
pt(x) instead of p
1
t (x).
We work here within the framework of the so-called λ-potential theory, for λ > 0. The
standard reference book on general potential theory is the monograph [BG]. For convenience of
the reader we collect here the basic information with emphasis on what is known (and needed
further on) about the α-stable relativistic process.
We begin with the kernel of the resolvent semigroup of the process Xmt . We call the kernel
corresponding to parameter λ the λ-potential of the process and denote it by Umλ (x) . It is of
a particular simple form when λ = m and we state it for further references. Again we denote
by Uλ(x) the λ-potential for the case m = 1.
Lemma 2.4 (m-potential for relativistic process with parameter m).
Umm (x) = C(α, d)m
d−α
2α
K(d−α)/2(m1/α|x|)
|x|(d−α)/2 , (12)
where C(α, d) = 2
1−(d+α)/2
Γ(α/2)πd/2
.
Proof. We provide calculations for m = 1 and the general case follows from (11).
U1(x) =
∫ ∞
0
e−tpt(x)dt =
∫ ∞
0
∫ ∞
0
gu(x)e
−uθα(t, u)du dt
=
∫ ∞
0
1
(4πu)d/2
e−
|x|2
4u e−u
(∫ ∞
0
θα(t, u)dt
)
du
=
1
Γ(α/2)(4π)d/2
∫ ∞
0
e−
|x|2
4u e−u
du
u
d−α
2
+1
=
21−(d+α)/2
Γ(α/2)πd/2
K(d−α)/2)
|x|(d−α)/2 .
The first exit time of an (open) set D ⊂ Rd by the process Xmt is defined by the formula
τD = inf{t > 0; Xmt /∈ D} .
The basic object in potential theory of Xmt is the λ-harmonic measure of the set D. It is
defined by the formula:
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P λD(x,A) = E
x[τD <∞; e−λτD1A(XmτD)]. (13)
The density kernel of the measure P λD(x,A) (if it exists) is called the λ-Poisson kernel of the
set D.
In Section 3 and 4 we prove the existence of the m-Poisson kernel providing at the same
time an explicit formula for it. The more general case of existence of λ-Poisson kernel can be
deduced from papers [IW] and [St].
Another fundamental object of potential theory is the killed process Xm,Dt when exiting the
set D. It is defined in terms of sample paths up to time τD. More precisely, we have the
following ”change of variables” formula:
Exf(Xm,Dt ) = E
x[t < τD; f(X
m
t )] , t > 0 . (14)
The density function of transition probability of the process Xm,Dt is denoted by p
m,D
t . We have
pm,Dt (x, y) = p
m
t (x− y)−Ex[t ≥ τD; pmt−τD(XmτD − y)] , x, y ∈ Rd .
Obviously, we obtain
pm,Dt (x, y) ≤ pmt (x, y) , x, y ∈ Rd .
pm,Dt is a strongly contractive semigroup (under composition) and shares most of properties
of the semigroup pmt . In particular, it is strongly Feller and symmetric: p
m,D
t (x, y) = p
m,D
t (y, x).
When m = 1, we write, as before, pDt , instead of p
1,D
t .
The λ-potential of the process Xm,Dt is called the λ-Green function and is denoted by G
λ
D.
Thus, we have
GλD(x, y) =
∫ ∞
0
e−λt pm,Dt (x, y) dt .
The ”sweeping out” procedure provides another formula for the λ-Green function of the set
D in terms of the λ-harmonic measure:
GλD(x, y) = U
m
λ −
∫
Rd
Umλ (z, y)P
λ
D(x, dz) . (15)
We now state some basic scaling properties both for the m-Poisson kernel and the m-Green
function. The proof employs the scaling property (11) and consists of elementary but tedious
calculation and is omitted.
Lemma 2.5 (Scaling Property). Let D be an open subset of Rd and PmD , G
m
D be m-Poisson
kernel, or m-Green function, respectively, for D. Then
PmD (x, u) = m
d/αP 1m1/αD(m
1/αx,m1/αu), x ∈ D, u ∈ Dc ,
GmD(x, y) = m
(d−α)/αG1m1/αD(m
1/αx,m1/αy), x ∈ D, y ∈ D .
Thus, if D is a cone with vertex at 0 we obtain:
PmD (x, u) = m
d/αP 1D(m
1/αx,m1/αu), x ∈ D, u ∈ Dc ,
GmD(x, y) = m
(d−α)/αG1D(m
1/αx,m1/αy), x ∈ D, y ∈ D .
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Taking into account the above lemma and the fact that we restrict our attention to the case
when D = H, the upper half-space, we usually assume that λ = m = 1 and, as before, omit
superscript ”1”, that is, we write PD(x, u) and GD(x, y) instead of P
1
D(x, u) and G
1
D(x, y).
We also recall the form of the density function νm(x) of the Le´vy measure of the relativistic
α-stable process (see [Ry]):
Lemma 2.6 (Le´vy measure of relativistic process with parameter m).
νm(x) =
α2
α−d
2
πd/2Γ(1− α
2
)
(
m1/α
|x|
) d+α
2
K d+α
2
(m1/α|x|) . (16)
When m = 1 we omit, as usual, the superscript ”1”.
The next lemma is taken from [G]. For reader’s convenience we provide its proof.
Lemma 2.7. For m = 1 we have
P x(τH ≥ t) ≤ Cxd + ln t
t1/2
, t ≥ 2 , xd > 0. (17)
Proof. Let Yt = X
(d)
t , where Xt = (X
(1)
t , . . . , X
(d)
t ). By the symmetry of the random variable
Yt we obtain
P x(τH > t) = P
x(inf
s6t
Ys > 0) = P
0(inf
s6t
(−Ys + xd) > 0) = P 0(sup
s6t
Ys < xd).
Using a version of the Le´vy inequality ([B], Ch.7, 37.9) we have for any ε, y > 0 that
2P 0(Yt > y + 2ε)− 2
n∑
k=0
P 0(Y tk
n
− Y t(k−1)
n
> ε) 6 P 0(sup
k6n
Y tk
n
> y).
Note that
∑n
k=0 P
0(Y tk
n
− Y t(k−1)
n
> ε) = nP 0(Y t
n
> ε) → t ∫∞
ε
ν(x)dx, hence, by symmetry
again
P 0(|Yt| > y + 2ε)− 2t
∫ ∞
ε
ν(x)dx = 2P 0(Yt > y + 2ε)− 2t
∫ ∞
ε
ν(x)dx 6 P 0(sup
s6t
Yt > y).
This implies that
P x(τH > t) = P
0(sup
s6t
Ys < xd) ≤ P 0(|Yt| < xd + 2ε) + 2t
∫ ∞
ε
ν(x)dx .
For ε > 1 we obtain from (16) and (5)∫ ∞
ε
ν(x)dx 6 Ce−εε−α/2.
Because of the Lemma 2.2, we have that the density of Y (t) is bounded by Ct−1/2, t ≥ 2 hence
taking ε = 3
2
ln t we obtain
P x(τH > t) 6 C (xd + ln t) t
−1/2.
In order to improve the above estimate for x close to the boundary we use the following
result proved recently in [GRy].
7
Lemma 2.8. Assume that d=1. Let D = (0, 1) and x ∈ D. Then
P x(XτD ∈ dz) ≈
(x(1− x))α/2
(z − 1)α/2(z − x) e
−z, x ∈ D, z > 1.
This implies that
Ex[XτD > 1;XτD ] ≈ P x(XτD > 1) ≈ xα/2.
We also have that
ExτD ≈ (x(1− x))α/2.
Actually in [GRy] it was shown that the Green function of D is comparable with the Green
function of the corresponding stable process. By standard arguments (see [Ry]) this implies
the above lemma.
We further need the following strenghtening of Lemma 2.7.
Lemma 2.9. For 0 < xd < 1/2 we have
P x(τH ≥ t) ≤ Cxα/2d ln t/t1/2, t ≥ 2, (18)
where C is a constant.
Proof. It is enough to prove the claim for d = 1. Let D = (0, 1) and assume that 0 < x < 1/2.
By the Markov property and then by Lemma 2.7 we obtain for t ≥ 2:
P x(τH ≥ t) = P x(τD ≥ t, τD = τH) + Ex[τD < τH ;PXτD (τH ≥ t]
≤ P x(τD ≥ t) + Ex[τD < τH;XτD + ln t]/t1/2
= P x(τD ≥ t) + Ex[XτD > 1 ;XτD ]/t1/2 + ln t P x(XτD > 1)/t1/2
≤ Cxα/2 ln t/t1/2.
The last inequality follows from Lemma 2.8. The proof is complete.
3 Poisson kernel and Green function of −(m2/αI − d2
dx2
)α/2
for R+
We first consider the one-dimensional case. For technical reasons (see Section 4) we have to
distinguish notation in this case from the d-dimensional one so we denote the relativistic Poisson
kernel by Qm(0,∞) (instead of P
m
H
as previously).
Theorem 3.1 (one-dimensional relativistic Poisson kernel). Denote
Ex[e−mτ(0,∞) ;Xmτ(0,∞) ∈ du] = Qm(0,∞)(x, u) .
Then we have for u < 0 < x:
Qm(0,∞)(x, u) =
sin(πα/2)
π
(
x
−u
)α/2
e−m
1/α(x−u)
x− u .
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Proof. By the scaling property it is enough to deal with m = 1. According to the general facts
of potential theory (see e.g. [BGR]) it is enough to verify that the measure Q(0,∞)(x, u) satisfies
the following ”sweeping out” principle:∫ 0
−∞
Q(0,∞)(x, u)U1(u, y) du = U1(x, y) ,
for all y < 0, where U1(x, y) is the 1-potential of the relativistic α-stable process (see (12)).
This is, however, shown in the following lemma below.
Lemma 3.2. For x > 0 > y we have
sin(πα
2
)
π
∫ 0
−∞
(
x
−u
)α
2 e−|x−u|
|x− u|
K 1−α
2
(|u− y|)
|u− y| 1−α2
du =
K 1−α
2
(|x− y|)
|x− y| 1−α2
Proof. Let x > 0 > y and consider the following function of complex variable z:
f(z) =
1
z
α
2
ez−x
x− z
K 1−α
2
(z − y)
(z − y) 1−α2
.
This function is holomorphic in C\(−∞, 0]\{x}. We are going to integrate the function above
over a contour described below. We make the branch cut along the axis (−∞, 0] and make the
contour of integration to wrap around this line (see picture) and we add a circle around x say
γ3.
-
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By the Cauchy theorem, we get
1
2πi
∫
Γ
f(z)dz +
1
2πi
(∫
γ1
+
∫
γ2
)
f(z)dz =
1
2πi
∫
γ3
f(z)dz (19)
Using the asymptotic expansion for the modified Bessel function Kv(z) we get
K 1−α
2
(z − y)
(z − y) 1−α2
=
ey−z
(z − y)1−α2 R0(z − y),
9
where R0(z) = O(1) and z is large enough. Using the expression given above it is easy to show
that the integral over Γ of f(z) vanishes when r →∞.
To calculate the integrals over γ1 and γ2 we examine the behaviour of the function f near
the branch cut. We have the following relations for the modified Bessel functions for u < y
lim
ǫ→0+
K 1−α
2
(u− y + iǫ) = e ipi(α−1)2 K 1−α
2
(|u− y|)− iπI 1−α
2
(|u− y|),
lim
ǫ→0+
K 1−α
2
(u− y − iǫ) = e ipi(1−α)2 K 1−α
2
(|u− y|) + iπI 1−α
2
(|u− y|).
We have also
lim
ǫ→0+
(u− y + iǫ)− 1−α2 = e ipi(α−1)2 |u− y|− 1−α2 ,
lim
ǫ→0+
(u− y − iǫ)− 1−α2 = e ipi(1−α)2 |u− y|− 1−α2 .
Next, for u < 0 we have
lim
ǫ→0+
(u+ iǫ)−
α
2 = e−
ipiα
2 |u|−α2 ,
lim
ǫ→0+
(u− iǫ)−α2 = e ipiα2 |u|−α2 .
Using all the relations given above we obtain that for u < y
f+1 (u) = limǫ→0+ f(u+ iǫ) = − 1|u|α2
eu−x
x−u
[
e
ipiα
2
K 1−α
2
(|u−y|)
|u−y| 1−α2
+ π
I 1−α
2
(|u−y|)
|u−y| 1−α2
]
,
f−1 (u) = limǫ→0+ f(u− iǫ) = − 1|u|α2
eu−x
x−u
[
e−
ipiα
2
K 1−α
2
(|u−y|)
|u−y| 1−α2
+ π
I 1−α
2
(|u−y|)
|u−y| 1−α2
]
.
Similarly for y < u < 0 we get
f+2 (u) = limǫ→0+ f(u+ iǫ) =
1
|u|α2
eu−x
x−u e
− ipiα
2
K 1−α
2
(|u−y|)
|u−y| 1−α2
,
f−2 (u) = limǫ→0+ f(u− iǫ) = 1|u|α2
eu−x
x−u e
ipiα
2
K 1−α
2
(|u−y|)
|u−y| 1−α2
.
Combining all above we find that
1
2πi
(∫
γ1
+
∫
γ2
)
f(z)dz → 1
2πi
∫ y
−∞
(f+1 (u)− f−1 (u))du+
1
2πi
∫ 0
y
(f+2 (u)− f−2 (u))du
= −sin(
πα
2
)
π
∫ 0
−∞
1
(−u)α2
e−|x−u|
|x− u|
K 1−α
2
(|u− y|)
|u− y| 1−α2
du.
We have also
1
2πi
∫
γ3
f(z)dz = − 1
x
α
2
K 1−α
2
(|x− y|)
|x− y| 1−α2
.
Using (19) and the relations given above we obtain the desired formula.
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Theorem 3.3 (one-dimensional relativistic α-stable Green function). For x, y > 0 we have
Gm(0,∞)(x, y) =
|x− y|α−1
2αΓ(α/2)2
∫ 4xy
(x−y)2
0
e−m
1/α|x−y|(t+1)1/2tα/2−1(t+ 1)−1/2 dt.
Proof. By the scaling property we may assume m = 1. Due to the symmetry of the Green
function, it is enough to determine G(0,∞)(x, y) for 0 < x < y. We compute the compensator of
the Green function for the one-dimensional α-stable relativistic process. We want to evaluate
the following expression
H(x, y) = Ex[e−τ(0,∞)U1(Xτ(0,∞) , y)]
= C(α, 1)
sin(πα/2)
π
∫ 0
−∞
(
x
−u
)α/2
e−(x−u)
x− u
K 1−α
2
(y − u)
(y − u) 1−α2
du, (20)
where C(α, 1) = 2
(1−α)/2
Γ(α/2)π1/2
. Substituting (−u)1−α/2 = v and taking into account the following
well-known identities
1
v2/(2−α) + x
=
∫ ∞
0
e−w(x+v
2/(2−α)) dw ,
C(α, 1)
K 1−α
2
(z)
z
1−α
2
=
1
Γ(α/2)Γ(1− α/2)
∫ ∞
1
e−zt
(t2 − 1)α/2 dt,
we obtain that the right-hand side of (20) is of the form
2 sin(πα/2)xα/2e−x
(2− α)πΓ(α/2)Γ(1− α/2)
∫ ∞
0
{∫ ∞
0
e−wxe−wv
2/(2−α)
dw
}
e−v
2/(2−α)
∫ ∞
1
e−(y+v
2/(2−α))t
(t2 − 1)α/2 dt dv
=
2 sin(πα/2)xα/2e−x
(2− α)πΓ(α/2)Γ(1− α/2)
∫ ∞
1
∫ ∞
0
e−wx
∫ ∞
0
e−(w+t+1)v
2/(2−α)
dv
e−yt
(t2 − 1)α/2 dw dt.
The interior integral can be expressed as∫ ∞
0
e−(w+t+1)v
2/(2−α)
dv = (w + t+ 1)(α−2)/2
∫ ∞
0
e−u
2/(2−α)
du
=
2− α
2
Γ(1− α/2)(w + t+ 1)(α−2)/2.
Consequently, we get
H(x, y) =
sin(πα/2)xα/2e−x
πΓ(α/2)
∫ ∞
1
∫ ∞
0
e−wx(w + t+ 1)(α−2)/2 dw
e−yt
(t2 − 1)α/2 dt
=
sin(πα/2)
πΓ(α/2)
∫ ∞
1
(
xα/2
∫ ∞
0
e−x(w+t+1)(w + t+ 1)(α−2)/2 dw
)
e−(y−x)t
(t2 − 1)α/2 dt.
Observe that the expression in brackets can be computed as follows
xα/2
∫ ∞
0
e−x(w+t+1)(w + t+ 1)(α−2)/2 dw =
∫ ∞
x(t+1)
e−ssα/2−1ds
= Γ(α/2)−
∫ x(t+1)
0
e−ssα/2−1ds
= Γ(α/2)− 2
α
xα/2(t+ 1)α/2
∫ 1
0
e−w
2/αx(t+1)dw.
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Thus we get
H(x, y) =
sin(πα/2)
π
∫ ∞
1
e−(y−x)t
(t2 − 1)α/2 dt−
2 sin(πα/2)xα/2
απΓ(α/2)
∫ ∞
1
∫ 1
0
e−w
2/αx(t+1)dw
e−(y−x)t
(t− 1)α/2 dt
= U1(x, y)− 2 sin(πα/2)x
α/2
απΓ(α/2)
∫ ∞
1
∫ 1
0
e−w
2/αx(t+1)dw
e−(y−x)t
(t− 1)α/2 dt.
Because
G(0,∞)(x, y) = U1(x, y)−Ex[e−τ(0,∞)U1(Xτ(0,∞) , y)],
thus we finally have
G(0,∞)(x, y) =
2xα/2
αΓ(α/2)2Γ(1− α/2)
∫ ∞
1
∫ 1
0
e−xw
2/α(t+1) dw
e−(y−x)t
(t− 1)α/2 dt
=
2xα/2
αΓ(α/2)2Γ(1− α/2)
∫ 1
0
e−xw
2/α
∫ ∞
1
e−xtw
2/α e−(y−x)t
(t− 1)α/2 dt dw
=
2xα/2ex−y
αΓ(α/2)2Γ(1− α/2)
∫ 1
0
e−2xw
2/α
∫ ∞
0
e−u(xw
2/α+y−x) du
uα/2
dw
=
2xα/2ex−y
αΓ(α/2)2
∫ 1
0
e−2xw
2/α
(xw2/α + y − x)α/2−1 dw
=
ex−y
Γ(α/2)2
∫ x
0
e−2vvα/2−1(v + y − x)α/2−1 dv
=
1
2αΓ(α/2)2
∫ 4xy
0
e−(u+(y−x)
2)1/2uα/2−1(u+ (y − x)2)−1/2 du
=
(y − x)α−1
2αΓ(α/2)2
∫ 4xy
(y−x)2
0
e(y−x)(t+1)
1/2
tα/2−1(t+ 1)−1/2 dt.
4 Poisson kernel and Green function of −(m2/αI − ∆)α/2
for H
Our proof relies on the computations of the (d − 1)-dimensional Fourier transform of the d-
dimensional Poisson kernel as well as the corresponding d-dimensional Green function. Namely
we show that these Fourier transforms can be expressed in terms of the corresponding one-
dimensional objects, which we can easily invert.
To avoid confusion, we introduce the following notation, to distinguish one-dimensional and
d-dimensional objects.
Notation:
x ∈ Rd−1, x = (x, xd) ∈ Rd.
In the proofs below one-dimensional quantities play an important role, hence we denote by
qmt (x)− one-dimensional α-stable relativistic density with parameter m,
V mλ (x)− corresponding λ-potential,
Qm(0,∞)(x, u)− corresponding Poisson kernel.
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We begin with computing of the (d − 1)-dimensional Fourier transform of the λ-potential
Uλ((x, xd), (y, yd)) = Uλ((x − y), (xd − yd)) with respect to the variable y. To avoid nota-
tional complexity, we denote it by Ûλ(x, ·)(z). We employ this kind of notation throughout the
whole section. Thus, we have
Lemma 4.1.
Ûλ(x, ·)(z) = ei(z,x)V καλ˜ (xd − yd),
where κ = (|z|2 + 1)1/2and λ˜ = κα + λ− 1. Specifying to the case λ = 1:
Û1(x, ·)(z) = ei(z,x)V κακα (xd − yd)
=
2
1−α
2√
πΓ(α/2)
ei(z,x) κ
1−α
2
K 1−α
2
(κ|xd − yd|)
|xd − yd| 1−α2
. (21)
Proof. We begin with computation of the (d−1)-dimensional Fourier transform of the transition
density of the normal distribution:
ĝu(x, ·)(z) =
∫
Rd−1
gu(x− y)ei(z,y)dy = e
i(z,x)
(4πu)1/2
e−|z|
2ue−
(xd−yd)
2
4u .
In the next step we use this to find the (d− 1)-dimensional Fourier transform of the transition
density pt:
p̂t(x, ·)(z) =
∫
Rd−1
pt(x− y)ei(z,y)dy = et
∫ ∞
0
gˆu(x)(z)e
−u θα(t, u)du
= ei(z,x)et
∫ ∞
0
1
(4πu)1/2
e−(|z|
2+1)ue−
(xd−yd)
2
4u θα(t, u)du
= ei(z,x)et(1−(|z|
2+1)α/2)
∫ ∞
0
1
(4πu)1/2
et(|z|
2+1)α/2e−(|z|
2+1)ue−
(xd−yd)
2
4u θα(t, u)du
= ei(z,x)e−(m˜−1)t
∫ ∞
0
em˜te−m˜
2/αu 1
(4πu)1/2
e−
(xd−yd)
2
4u θα(t, u)du,
where m˜ = (|z|2 + 1)α/2. Note that the the integral expression in the last line is the one-
dimensional α-stable relativistic density with parameter m˜ which we denote by qm˜t . Hence we
obtain
p̂t(x, ·)(z) = ei(z,x)e(1−m˜)tqm˜t (xd − yd).
As a consequence we obtain the (d− 1)-dimensional Fourier transform of the λ-potential :
Ûλ(x, ·)(z) = ei(z,x)
∫ ∞
0
e(1−m˜−λ)tqm˜t (xd − yd)dt
= ei(z,x)V m˜(m˜+λ−1)(xd − yd) = ei(z,x)V m˜λ˜ (xd − yd),
where λ˜ = (m˜+λ−1) and V m˜
λ˜
is the λ˜ potential for the one-dimensional relativistic semigroup
qm˜t with parameter m˜. Now we take λ = 1 then λ˜ = (m˜+ λ− 1) = (|z|2 + 1)α/2 = m˜. Denote
κ = κ(z) = (|z|2 + 1)1/2. By (12) we have
V m˜
λ˜
(xd − yd) = V κακα (xd − yd) =
2
1−α
2√
πΓ(α/2)
κ
1−α
2
K 1−α
2
(κ|xd − yd|)
|xd − yd| 1−α2
.
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Our next step is to find the (d−1)-dimensional Fourier transform of the Poisson kernel and
the Green function.
Recall that
PH(x, u) = E
x[e−τH , XτH ∈ du], x ∈ H, u ∈ Hc ,
is the Poisson kernel for the operator −(I−∆)α/2 on the set H. We also recall the formula (15)
for the Green function, applied for m = 1:
GH(x, y) = U1(x− y)−Ex[e−τHU1(XτH , y)],
for x, y ∈ H. The function GH(x, y) makes sense also for x ∈ H and y ∈ Hc and from the general
theory it is zero for this range of x and y. This actually gives a condition for the Poisson kernel:
0 = GH(x, y) = U1(x− y)−Ex[e−τHU1(XτH , y)]
= U1(x− y)−
∫
Hc
PH(x, u)U1(u, y)du, (22)
for x ∈ H and y ∈ Hc. Now we take the Fourier transform of GH(x, y). We carry out com-
putation for x = (0, xd) since the general case can be easily deduced by translation invariance
of the process. Denote κ = κ(z) = (|z|2 + 1)1/2 and recall that V mm is the m-potential for the
one-dimensional relativistic semigroup with parameter m. Then,
ĜH(x, ·)(z) = Û1(x, ·)(z)−Ex[e−τH ̂U1(XτH , ·)(z)]
= V κ
α
κα (xd − yd)−Ex[e−τHei(z,XτH )V κ
α
κα (X
d
τH
− yd)].
Next,
Ex[e−τHei(z,XτH )V κ
α
κα (X
d
τH
− yd)] =
∫
ud<0
ei(z,u)PH(x, u)V
κα
κα (ud − yd)du
=
∫ 0
−∞
{∫
Rd−1
ei(z,u)PH((0, xd), (u, ud))du
}
V κ
α
κα (ud − yd)dud
=
∫ 0
−∞
P̂H(x, ·)(z)V κακα (ud − yd)dud. (23)
Hence the condition (22) is equivalent to:
V κ
α
κα (xd − yd) =
∫ 0
−∞
P̂H(x, ·)(z)V κακα (ud − yd)dud,
for yd < 0 < xd. Now this implies by the one-dimensional result ( Theorem 3.1) that
P̂H(x, ·)(z) = Qκα(0,∞)(xd, ud) = C1α
(
xd
−ud
)α/2
e−κ|xd−ud|
|xd − ud| . (24)
Note that we used the fact that P̂H(x, ·)(z) is real by symmetry of the process.
Next we proceed to computation of the Fourier transform for GH(x, y) for x = (0, xd), y ∈ H.
It immediately follows from (23), (24) and Theorem 3.3 that
ĜH(x, ·)(z) =
(
V κ
α
κα (xd − yd)−
∫ 0
−∞
Qκ
α
H
(xd, ud)V
κα
κα (ud − yd)dud
)
= Gκ
α
(0,∞)(xd, yd)
=
1
2αΓ(α/2)2
∫ 4xdyd
0
s
α
2
−1
(s+ (xd − yd)2)1/2 e
−(s+(xd−yd)2)1/2(|z|2+1)1/2 ds .
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Theorem 4.2 (Poisson kernel). Let
Ex[e−mτH , XmτH ∈ du] = PmH (x, u) .
Then we have
Pm
H
(x, u) = 2C1α
(
m1/α
2π
)d/2(
xd
−ud
)α/2 Kd/2(m1/α|x− u|)
|x− u|d/2 , ud < 0 < xd. (25)
Proof. We prove only the case m = 1 since the general case follows from the scaling property.
Also it is enough to consider x = (0, xd). Applying (24) we have
P̂H(x, ·)(z) = Qκα(0,∞)(xd, ud)
= C1α
(
xd
−ud
)α/2
e−κ|xd−ud|
|xd − ud|
= C1α
(
xd
−ud
)α/2
e−(|z|
2+1)1/2|xd−ud|
|xd − ud| .
Taking into account (10) and (7) with (d−1) instead of d and |xd−yd| instead of t we complete
the proof.
Theorem 4.3 (Green function for H).
Gm
H
(x, y) =
21−αmd/2α|x− y|α−d/2
(2π)d/2Γ(α/2)2
∫ 4xdyd
|x−y|2
0
t
α
2
−1
(t+ 1)d/4
Kd/2(m
1/α|x− y|(t+ 1)1/2) dt . (26)
Proof. We prove only the case m = 1 since the general case follows from the scaling property.
Also it is enough to consider x = (0, xd). Recall that
ĜH(x, ·)(z) = 1
2αΓ(α/2)2
∫ 4xdyd
0
s
α
2
−1
(s+ (xd − yd)2)1/2 e
−(s+(xd−yd)2)1/2(|z|2+1)1/2 ds .
Taking into account (10) and (7) with (d− 1) instead of d and (s + (xd − yd)2)1/2 instead of t
we obtain for d > 1
GH(x, y) =
21−α
(2π)d/2Γ(α/2)2
∫ 4xdyd
0
s
α
2
−1Kd/2((|y|2 + (xd − yd)2 + s)1/2)
(|y|2 + (xd − yd)2 + s)1/2)d/4 ds
=
21−α
(2π)d/2Γ(α/2)2
∫ 4xdyd
0
s
α
2
−1Kd/2((|x− y|2 + s)1/2)
(|x− y|2 + s)d/4 ds
=
21−α|x− y|α−d/2
(2π)d/2Γ(α/2)2
∫ 4xdyd
|x−y|2
0
t
α
2
−1
(t+ 1)d/4
Kd/2(|x− y|(t+ 1)1/2) dt .
Corollary 4.4. Assume that |x− y| ≤ 1. Then there is C = C(α, d) such that
(xd yd ∧ 1)α/2 ≤ CGH(x, y).
This estimate is not optimal but sufficient for our purposes in the next section.
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Proof. First, observe that Kd/2(r)/r
d/2 is decreasing (see, e.g. [E]). Next, we use one of the
form of the Green function obtained in the above proof to arrive at
GH(x, y) =
21−α
(2π)d/2Γ(α/2)2
∫ 4xdyd
0
s
α
2
−1Kd/2((|x− y|2 + s)1/2)
(|x− y|2 + s)d/4 ds
≥ 2
1−α
(2π)d/2Γ(α/2)2
∫ 1∧4xdyd
0
s
α
2
−1Kd/2((|x− y|2 + s)1/2)
(|x− y|2 + s)d/4 ds
≥ 2
1−α
(2π)d/2Γ(α/2)2
∫ 1∧4xdyd
0
s
α
2
−1Kd/2(2)
2d/4
ds
= C (4xd yd ∧ 1)α/2 .
Note that using the asymptotic behaviour of Kd/2(r) as r → 0+ we obtain the well-known
formulas for the Green function and the Poisson kernel for the standard symmetric (rotation
invariant) α-stable process:
lim
m→0+
GH(x, y) = C(α, d)
∫ 4xdyd
|x−y|2
0
t
α
2
−1
(t+ 1)d/2
dt, xd, yd > 0. (27)
Similarly,
lim
m→0+
Pm
H
(x, u) = C(α, d)
(
xd
−ud
)α/2
1
|x− u|d , ud < 0 < xd. (28)
As far as we know, it is the first alternative proof of the Poisson kernel formula for the standard
symmetric (rotation invariant) d-dimensional α-stable process without application of Kelvin’s
transform.
As a corollary we compute now the formula for Eze−τH . Its importance, among other things,
is due to the fact that it is harmonic for the operator (I −∆)α/2. In probabilistic terms, it is
harmonic for the Schro¨dinger operator based on the generator of our relativistic process with
the potential q = −1.
Corollary 4.5. For any 0 < α < 2 we have
Eze−τH =
1
Γ(α/2)
∫ ∞
zd
tα/2−1e−t dt.
Proof. The proof consists of computing the mass of the Poisson kernel. It is obvious that we
may assume that d = 1.
Substituting (−u) = v 2α−2 and taking into account the following well-known identity
1
v
2
2−α + x
=
∫ ∞
0
e−w(x+v
2
2−α ) dw
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we have, after changing order of integration:
Eze−τH =
sin(απ/2)
π
∫ 0
−∞
(
z
−u
)α/2
e−(z−u)
z − u du
=
2 sin(πα/2)
(2− α)π z
α/2e−z
∫ ∞
0
{
∫ ∞
0
e−wze−wv
2
2−α
dw}e−v
2
2−α
dt dv
= zα/2e−z
∫ ∞
0
e−wz
∫ ∞
0
e−v
2
2−α (w+1) dv dw.
= zα/2
∫ ∞
0
(w + 1)α/2−1e−(w+1)zdw
=
2
Γ(α/2)
∫ ∞
√
z
tα−1e−t
2
dt
=
1
Γ(α/2)
∫ ∞
z
tα/2−1e−t dt
This clearly ends the proof.
5 Estimates of Green function of I − (I −∆)α/2 for H
In this section we work under the assumption that m = 1. In this section we deal with the
Green function for the set H, corresponding to the operator I−(I−∆)α/2. Equivalently, it is the
usual Green function (that is, 0-Green function) for the relativistic process Xt. To distinguish
it from the previously considered Green function for the operator −(I −∆)α/2 we denote it by
G0
H
. Our objective is to establish some estimates for G0
H
. The estimates will be sharp if x, y
are close enough. We apply for this purpose the estimate for GH contained in Corollary 4.4.
The following lemma will be useful in the sequel.
Lemma 5.1. There is C such that:
pt(x− y)− pt(x− y∗) ≤ pHt (x, y) ≤ C(t−d/2 + t−d/α)P x(τH ≥ t/3)P y(τH ≥ t/3),
where y∗ = (y1, . . . , yd−1,−yd), x, y ∈ H.
Proof. We start with the upper bound. Since pHt (x, y) is a density of a semigroup and p
H
t (x, y) ≤
maxz∈Rd pt(z) then we have
pH2t(x, y) =
∫
H
pHt (x, z)p
H
t (z, y)dz ≤ max
z∈Rd
pt(z)
∫
H
pHt (x, z)dz = max
z∈Rd
pt(z)P
x(τH ≥ t).
Next we repeat that argument to have
pH3t(x, y) =
∫
H
pH2t(x, z)p
H
t (z, y)dz ≤ max
z∈Rd
pt(z)P
x(τH ≥ t)
∫
H
pHt (z, y)dz
= max
z∈Rd
pt(z)P
x(τH ≥ t)P y(τH ≥ t),
which proves the upper bound since maxz∈Rd pt(z) ≤ C(t−d/2 + t−d/α) (see Lemma 2.2).
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To get the lower bound we use the subordination of the process to the Brownian motion:
Xt = BTα(t). Then
pHt (x, y) = P
x(BTα(t) ∈ dy, BTα(s) ∈ H, 0 ≤ s < t) ≥ P x(BTα(t) ∈ dy, Bs ∈ H, 0 ≤ s < Tα(t))
Using the independence of Tα and B we obtain
P x(BTα(t) ∈ dy, Bs ∈ H, 0 ≤ s < Tα(t)|Tα(·)) = gTα(t)(x− y)− gTα(t)(x− y∗),
by the well known formula for the density of the killed Brownian motion on exiting H. Inte-
grating and using the fact that E0gTα(t)(z) = pt(z) we obtain the lower bound.
Lemma 5.2. There is C such that:
G0
H
(x, y) ≥ CGg
H
(x, y),
where Gg
H
(x, y) is the Green function of H for the Brownian motion.
Proof. Let V (x, y) =
∫∞
0
(pt(x − y)− pt(x − y∗))dt. From the previous lemma it is enough to
prove that V (x, y) ≥ CGg
H
(x, y). We have
V (x, y) =
∫ ∞
0
(pt(x− y)− pt(x− y∗))dt
=
∫ ∞
0
et
∫ ∞
0
(gu(x− y)− gu(x− y∗))e−uθα(t, u)dudt
=
∫ ∞
0
(gu(x− y)− gu(x− y∗))e−u
∫ ∞
0
etθα(t, u)dtdu
=
∫ ∞
0
(gu(x− y)− gu(x− y∗))G(u)du,
where G(u) = e−u
∫∞
0
etθα(t, u)dt is the potential of the subordinator Tα(t). It was proved
in [RSV] that G(u) is a completely monotone (hence decreasing) function and infu>0G(u) =
limu→∞G(u) = C. We find the constant C = limu→∞G(u) by taking into account the asymp-
totics of the Laplace transform of G(u) at the origin:∫ ∞
0
e−λuG(u)du =
∫ ∞
0
et
∫ ∞
0
e−u(1+λ)θα(t, u)dudt =
∫ ∞
0
ete−(1+λ)
α/2tdt =
1
(1 + λ)α/2 − 1 ∼
2
λα
Applying the Tauberian Theorem we obtain that C = 2/α.
Thus, since gu(x− y)− gu(x− y∗) ≥ 0 we finally obtain
V (x, y) =
∫ ∞
0
(gu(x− y)− gu(x− y∗))G(u)du
≥ C
∫ ∞
0
(gu(x− y)− gu(x− y∗))du = CGgH(x, y).
The next result provides a general upper bound for the Green function.
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Theorem 5.3. There is a constant C such that
G0
H
(x, y) ≤ C[ψ(xd)ψ(yd) +GH(x, y)], x, y ∈ H, (29)
where the function ψ has the following form depending on the dimension d:
for d = 1: ψ(v) = vα/2, 0 < v < 1 and ψ(v) = v1/2, v ≥ 1 ;
for d = 2: ψ(v) = vα/2, 0 < v < 1 and ψ(v) = ln1/2 (1 + v) , v ≥ 1 ;
for d ≥ 3: ψ(v) = (v ∧ 1)α/2, v > 0 .
Proof. The proof will rely on estimates of P x(τH ≥ t) and the application of Lemma 5.1.
We proceed to estimate the Green function. First we split the integration∫ ∞
0
pHt (x, y)dt =
∫ 2
0
pHt (x, y)dt+
∫ ∞
2
pHt (x, y)dt.
To estimate the first integral we use∫ 2
0
pHt (x, y)dt ≤ e2
∫ 2
0
e−tpHt (x, y)dt ≤ e2GH(x, y).
Due to Lemma 5.1∫ ∞
2
pHt (x, y)dt ≤
∫ ∞
2
P x(τH ≥ t)P y(τH ≥ t) dt
td/2
= R(x, y).
For d ≥ 3 we have
R(x, y) ≤ P x(τH ≥ 2)P y(τH ≥ 2)
∫ ∞
2
dt
td/2
≤ C(xd ∧ 1)α/2(yd ∧ 1)α/2 ,
due to (18), which completes the proof in this case.
To deal with d = 1, 2 observe that by the Schwarz inequality
R2(x, y) ≤ R(x, x)R(y, y),
so we estimate R(x, x). First consider the case xd ≤
√
2. Then using (17) and (18) we have
R(x, x) =
∫ ∞
2
(P x(τH ≥ t))2 dt
td/2
≤ Cxαd
∫ ∞
2
(ln t)2
t
dt
td/2
.
If xd >
√
2, using (17) we estimate
R(x, x) =
∫ ∞
2
(P x(τH ≥ t))2 dt
td/2
=
∫ x2d
2
(P x(τH ≥ t))2 dt
td/2
+
∫ ∞
x2d
(P x(τH ≥ t))2 dt
td/2
≤ C
∫ x2d
1
dt
td/2
+ C
∫ ∞
x2d
(
xd + ln t
t1/2
)2
dt
td/2
.
Hence for d = 1 we have R(x, x) ≤ Cx, while for d = 2 we arrive at R(x, x) ≤ C ln x2. Taking
into account all cases we get ∫ ∞
2
pHt (x, y)dt ≤ Cψ(x)ψ(y).
The proof of the theorem is complete.
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Theorem 5.4. For d = 1 and |x− y| < 1, we have that
G0
H
(x, y) ≈ GH(x, y) + x ∧ y . (30)
For d = 2 and |x− y| < 1 we have that
G0
H
(x, y) ≈ GH(x, y) + ln(1 ∨ (x2 ∧ y2)) . (31)
For d ≥ 3 we have that for |x− y| < 1,
G0
H
(x, y) ≈ GH(x, y). (32)
Proof. Step 1. We first show that if |x− y| < 1 then
GH(x, y) ≈ G0H(x, y) if xd ∧ yd 6 2 or if d > 3. (33)
Recall that by Corollary 4.4 we have
(xd yd ∧ 1)α/2 ≤ CGH(x, y). (34)
We first consider the case xd ∧ yd ≤ 2. The condition |x − y| < 1 implies that xd ∨ yd ≤ 3.
Hence
xd yd ≤ 9(1 ∧ xd yd).
Then due to Theorem 5.3 and (34) we obtain
GH(x, y) ≤ G0H(x, y) ≤ C1(GH(x, y) + (xd yd)α/2) ≤ C2GH(x, y) . (35)
We now consider the case when d ≥ 3. It is elementary that
(xd ∧ 1)(yd ∧ 1) ≤ xd yd ∧ 1.
Then the inequality (35) can be rewritten in the following way regardless on the assumption
on xd ∧ yd,
GH(x, y) ≤ G0H(x, y) ≤ C(GH(x, y) + ((xd ∧ 1)(yd ∧ 1))α/2)
≤ C(GH(x, y) + (xd yd ∧ 1)α/2)
≤ C1GH(x, y),
where in the last line we applied again (34). This completes the proof of Step 1 and proves the
theorem for d ≥ 3.
Step 2. In this step we complete the proof of the case d = 1.
The lower bound follows from the estimate proved in Lemma 5.2 : G0(0,∞)(x, y) ≥ CGg(0,∞)(x, y),
where Gg(0,∞) is the Green function of (0,∞) for the Brownian motion.
It is well known that Gg(0,∞)(x, y) = x ∧ y so
x ∧ y +G(0,∞)(x, y) 6 CG0(0,∞)(x, y) ,
and the lower bound is established. In the case x ∧ y ≤ 2 we also get the upper bound since
G0(0,∞)(x, y) ≈ G(0,∞)(x, y)) by Step 1.
If x ∧ y ≥ 2 we obtain by Theorem 5.3,
G0(0,∞)(x, y) ≤ C2(G(0,∞)(x, y) + (xy)1/2). (36)
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Since |x − y| < 1 and x ∧ y > 2 we have (xy)1/2 6 x ∨ y ≤ (x ∧ y) + 1 6 2(x ∧ y), which
completes the proof of (30) for the case x ∧ y > 2.
Step 3. Now we deal with the case d = 2. We claim that Gg
H
(x, y) > C ln(1 ∨ (x2 ∧ y2)). It
is enough to show it for x2 ∧ y2 ≥ 1. It is well known that GgH(x, y) = 12π ln |x
∗−y|
|x−y| . If |x− y| ≤ 1
then
Gg
H
(x, y) =
1
2π
ln
|x∗ − y|
|x− y| ≥
1
2π
ln |x∗ − y|
≥ 1
2π
ln (x2 + y2) >
1
2π
ln(1 ∨ (x2 ∧ y2)).
As a consequence of the above inequality and Lemma 5.2 we obtain
GH(x, y) ≤ GH(x, y) + ln(1 ∨ (x2 ∧ y2)) ≤ C(GH(x, y) +GgH(x, y)) ≤ G0H(x, y) (37)
If now x2 ∧ y2 ≤ 2 then by Step 1 GH(x, y) ≈ G0H(x, y) and we obtain the conclusion.
We proceed with the case x2 ∧ y2 ≥ 2. Note that x2 ∨ y2 ≤ 1 + x2 ∧ y2, so
ln1/2(1 + y2) ln
1/2(1 + x2) ≤ 2 ln(x2 ∧ y2) = 2 ln(1 ∨ (x2 ∧ y2))
Hence by Theorem 5.3,
G0
H
(x, y) ≤ C(GH(x, y) + ln1/2(1 + y2) ln1/2(1 + x2)) ≤ C(GH(x, y) + ln(1 ∨ (x2 ∧ y2))),
which, together with the estimate (37) completes the proof of Step 3 and of the theorem.
Remarks.
1. The above theorem shows that, in particular, for fixed y ∈ H the function G0
H
(x, y) ≈
x
α/2
d , for x near the boundary. With an extra effort we are able to strengthen this result and
actually show that for fixed y ∈ H we have
lim
x→ξ∈∂H
G0
H
(x, y)/x
α/2
d = C(y, ξ) .
2. We are able to show that for d = 1 the estimate for G0
H
stated in Theorem 5.4 is optimal
for the whole range of x, y ∈ H, that is, we have
G0
H
(x, y) ≈ GH(x, y) + x ∧ y , x , y ∈ H .
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