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Abstract
Affordances describe the possibilities for an agent
to perform actions with an object. While the sig-
nificance of the affordance concept has been previ-
ously studied from varied perspectives, such as psy-
chology and cognitive science, these approaches
are not always sufficient to enable direct transfer,
in the sense of implementations, to artificial intel-
ligence (AI)-based systems and robotics. However,
many efforts have been made to pragmatically em-
ploy the concept of affordances, as it represents
great potential for AI agents to effectively bridge
perception to action. In this survey, we review and
find common ground amongst different strategies
that use the concept of affordances within robotic
tasks, and build on these methods to provide guid-
ance for including affordances as a mechanism to
improve autonomy. To this end, we outline com-
mon design choices for building representations of
affordance relations, and their implications on the
generalisation capabilities of an agent when facing
previously unseen scenarios. Finally, we identify
and discuss a range of interesting research direc-
tions involving affordances that have the potential
to improve the capabilities of an AI agent.
1 Introduction
The psychologist James J. Gibson coined the term affordance
as the ability of an agent to perform a certain action with
an object in a given environment [Gibson and Carmichael,
1966]. In general, the concept contributes an encapsulated
description of the different ways to comprehend the world
[Hammond, 2010]. Nonetheless, [Gibson and Carmichael,
1966]’s understanding of affordances generated controversy
among psychologists, resulting in a vast diversity of defini-
tions [Norman, 1988; McGrenere and Ho, 2000].
In AI, affordances play a key role as intermediaries that or-
ganise the diversity of possible perceptions into tractable rep-
resentations that can support reasoning processes to improve
the generalisation of tasks. A number of examples of the use
of affordances as a form of inductive bias for learning mech-
anisms can also be found in robotics. In this regard, robotics
is a key frontier area for AI that allows for experimental and
practical implementations of affordances, with applications to
tasks such as action prediction, navigation and manipulation.
The idea of affordances has been studied from different
perspectives. Early surveys [Chemero and Turvey, 2007;
Şahin et al., 2007; Horton et al., 2012] summarise formalisms
that attempt to bridge the controversial concept of affordances
in psychology with mathematical representations. Other sur-
veys discuss the connection of robotic affordances with other
disciplines [Jamone et al., 2016], and propose classification
schemes to review and categorise the related literature [Min
et al., 2016; Zech et al., 2017]. In contrast, we focus more
on the implications of different design decisions regarding
task abstraction and learning techniques that could scale up
in physical domains, to address the need for generalisation in
the AI sense. As a result, we attempt to capture and discuss
the relationship between the requirements, implications and
limitations of affordances in an intelligent artificial agent.
The goal of this paper is to provide guidance to researchers
wanting to use the concept of affordances to improve gen-
eralisation in robotic tasks. As such, we focus on two key
questions: what aspects should be considered when includ-
ing affordances as a bias for learning and policy synthesis
in AI agents? and how does the combination of such aspects
influence the generalisation capabilities of the system? After
a thorough literature analysis in Section 2, we discuss how,
regardless of the underlying abstraction of the concept, using
affordances usually refers to the problem of perceiving a tar-
get object, identifying what action is feasible with it and the
effect of applying these actions on task performance. The re-
lation of these three elements from now on will be referred
to as the affordance relation. The diversity of techniques
and their implications when building an affordance relation
forms the backbone of this survey. As such, our contribution
is twofold. First, given that we have identified common as-
pects that define the affordances concept from the point of
view of an AI system, we outline the different types of data,
processing, learning and evaluation techniques as found in
the literature. Moreover, we identify the different levels of
a priori knowledge on the affordance task. We find that this
knowledge directly influences the generalisation capabilities
of the system, i.e., the ability to broadly apply some knowl-
edge by inferring from specific cases1.
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Figure 1: Approaches that propose a mathematical formalism of the affordance relation. a) [Krüger et al., 2011] propose object action
complexes (OACs) as the relationship between the sensed and actual world (s0 is the initial state and sp is the predicted state). b) [Montesano
et al., 2007] represent affordances as a relation between objects, actions, and effects. Objects are entities which the agent is able to interact
with, actions represent the behaviour that can be performed with the object, and effects are the results caused by applying an action. c) [Cruz
et al., 2016] represent the relations between state, objects, actions and effects, where the state is the current agent’s condition and different
effects could be produced for different situations. d) [Barck-Holst et al., 2009] present an ontology affordance formalism for grasping,
composed of three basic elements alongside object properties and grasping criteria.
2 Synopsis of Affordance Formalisms
This section summarises the evolution of formalisms that
use the concept of affordances to improve an agent’s perfor-
mance. This evolution can be divided into two main stages.
The first stage is characterised by mathematical conceptuali-
sations as extensions from psychology theories. The second
stage corresponds to formalisms that focus on the capabilities
of the system rather than on recreations from psychology.
2.1 Psychology-centric formalisms
In the early stages of the field, affordances were formalised
from different perspectives. Namely, this work emphasised
where the affordance resided following psychology theo-
ries. [Chemero and Turvey, 2007; Şahin et al., 2007] exten-
sively review and discuss existing approaches (up to 2007)
that translate psychology perspectives into the robotics field.
[Şahin et al., 2007] classified the early affordance literature
into three different parallel perspectives:
• Agent perspective: The affordance resides inside the
agent’s possibilities to interact with the environment.
• Environmental perspective: The affordance includes the
perceived and hidden affordances in the environment.
• Observer perspective: The affordance relation is ob-
served by a third party to learn these affordances.
The environmental perspective is the most abstract of the
perspectives. However, more practically, given the nature of
hidden affordances, current methods in applications such as
robotics consider either the agent or the observer perspective
to build tractable representations of affordance models.
2.2 Agent-centric formalisms
[Şahin et al., 2007], besides reviewing physchology-inspired
work, proposed the first formalism focused on the agent per-
spective. They argued that an affordance relation between
effect and an (entity, behaviour) tuple should be considered.
As such, when the agent applies the behaviour on the entity,
the effect is generated: (effect, (entity, behaviour)). From the
https://paolaardon.github.io/affordance in robotic tasks survey/
It includes 152 papers from 2003 to 2020 in an interactive format.
agent’s perspective, [Montesano et al., 2007; Krüger et al.,
2011] define affordances as using symbolic representations
obtained from sensory-motor experiences (see Fig 1(b) and
Fig 1(a), respectively). Similarly, [Cruz et al., 2016] consider
that if an affordance exists and the agent has knowledge and
awareness of it, the agent can choose to utilise it given the
current state (see Fig. 1(c)). [Barck-Holst et al., 2009] com-
pare the reasoning engine used for learning in the ontologi-
cal approach in contrast to the voting probabilistic function
to examine the generalisation capabilities of the system (see
Fig. 1(d)).
As observed in this section, the perspectives on how af-
fordance should be included in a system vary significantly.
Nonetheless, there are common aspects that can be identified
across all formalisms that help us ground the basic require-
ments of affordances for a given task.
2.3 Formalism influence on review criteria
In spite of the differences in approaching the problem, for
both psychology and agent-centric formalisms, the purpose
remains to achieve high levels of generalisation performance.
Interestingly, work across both areas builds the affordance re-
lation using the same three elements: a target object, an action
to be applied to that target object and an effect that this action
produces. Across formalisms, there are equivalences in both
terminology (i.e., action ↔ behaviour) and type of data (i.e.,
semantic labels, features). Especially from agent-centric for-
malisms, it is notable that depending on the nature of the data,
the time when this data is processed and learned affects the
agent’s generalisation capabilities. We identify that, as in the
formalisms, the literature on affordances for artificial agents
follows the same three elements to build the affordance rela-
tion. Moreover, variations in the processing and learning of
the data (as detailed in Section 3) constitute different levels
of prior affordance relation knowledge, which closely influ-
ences the generalisation performance of the agent. Section 4
details this correlation.
Fig. 2 summarises a timeline of important stages in the
field, as extracted from reviewing the literature. From the
timeline, we can see that including affordances in robotic
2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
Formalisms exploring
psychology (Section 2.1) Agent-centric formalisms (Section 2.2) Two more agent-centric formalisms
First two datasets (Section 3.6) Nine more datasets
Contributions of methodologies that use affordance in their robotic tasks.
First workshops [RSS, 2014; ECCV, 2014] Latest workshops [RSS, 2018; ICRA, 2019]
Figure 2: Timeline of significant events in the field of affordances for robotics tasks. Some of the highlights include the popularity of
formalisms that focused on translating psychology theories to robotics, and those that proposed formalisms based solely on what the agent can
perceive and do with the objects. Other important events are the release of datasets and events aimed at standardising the field. Contributions




































Figure 3: Design choices to build affordance relations as considered
in this survey. Starting at the top-left branch and counter-clockwise,
we outline the options found in the literature for collecting data in
terms of sensory input (blue) and acquisition techniques (green). We
also look at the type of actions used to build an affordance relation
and perform a task (rose). Once the type of affordance elements have
been chosen, we outline the different learning methods employed
to relate those elements (orange). Finally, we review the different
metrics for evaluation of the affordance task (purple).
tasks is a relatively new field. The agent-centric formalisms
on which most of the methodologies base their approaches
were not created until after 2007. Moreover, there are still re-
cent proposals trying to ground the view of affordances in
robotics. Regarding open source material and workshops,
currently there are 11 online available datasets and there
have been four publicly available workshops to discuss af-
fordances in robotics [RSS, 2014; ECCV, 2014; RSS, 2018;
ICRA, 2019]. Gatherings of researchers with similar interests
open doors to discussion, and thus, create opportunities for
grounding and advancing progress in the field. Expanded and
detailed discussions on related issues are presented in Sec-
tion 5 and 6.
3 Design Choices
We consider two aspects that influence the generalisation ca-
pabilities of an agent when using affordances: the acquisi-
tion and processing of the three elements composing an affor-
dance relation model (i.e., target object, actions and effects),
which is considered in this section; and the level of a priori
knowledge of the affordance relation, with respect to the task
start time, which is detailed in Section 4.
3.1 Sensory input
We start by considering the data acquisition sensory input,
which refers to the medium used to recognise all the phys-
ical and visual qualities that suggest a set of actions in the
scene. For example, a ball contains the visual and physi-
cal features that suggest the affordance to roll. The fea-
tures can be perceived with a different set of sensors. An
extensive summary of perception interaction is presented in
[Bohg et al., 2017]. Common practices in robotic affor-
dance tasks include using visual input [Zhu et al., 2014;
Saxena et al., 2014], tactile sensors [Baleia et al., 2015],
kinaesthetic [Katz et al., 2014] and proprioceptive sensory
feedback [Bonaiuto and Arbib, 2015; Kaiser et al., 2015].
The choice of sensory input is greatly influenced by the pur-
pose of the target task, for example, using visual sensors
for recognition tasks [Szedmak et al., 2014; Myers et al.,
2015] or a combination of sensory inputs to understand the
environment [Ardón et al., 2020; Bekiroglu et al., 2013;
Bierbaum et al., 2009; Baleia et al., 2015; Liu et al., 2019;
Veres et al., 2020].
3.2 Data collection
Together with the technique for collecting data, one usu-
ally also decides on the underlying data structure. For ex-
ample, consider the task of making an object roll where
there are two objects, a ball and an apple, both of which
afford roll. The agent could use class labels that detect
ball and apple or could identify features that make an
object roll, in which case the agent could potentially gen-
eralise this behaviour to other objects. From the reviewed
literature, the most common practice is to annotate pixel la-
bels, through supervised or self-supervised methods, on RGB
and RGB-D visual input that represent affordance features
[Do et al., 2018; Chu et al., 2016; Dehban et al., 2016;
Saxena et al., 2014; Stoytchev, 2008; Sun et al., 2010;
Sinapov and Stoytchev, 2007]. Other work uses a combina-
tion of visual input with demonstrations from a tutor [Chu et
al., 2016] and exploration techniques [Gonçalves et al., 2014;
Antunes et al., 2016; Wang et al., 2013; Cruz et al., 2016;
Saxena et al., 2014] to collect the affordance relation.
3.3 Deployed actions
Tasks an agent might perform could range from pure affor-
dance recognition on a target object to the deployment of an
action to achieve a manipulation or navigation task. For ex-
ample, an agent might recognise that a ball affords roll and
then apply an action like push so that the ball rolls. A more
complex action might be the compound task of handing
over the ball, which would require the agent to reach and
grasp the ball and then approach another agent. [Asada
et al., 2009] summarises work that imitates the cognitive de-
velopment of an infant, dividing it into 12 stages according
to the difficulty of the motions. Inspired by [Asada et al.,
2009] in this survey, we group actions in two sets: prim-
itive actions, defined by simple motions, such as turning,
moving forward, grasping or pushing [Abelha et al., 2016;
Baleia et al., 2015; Seker et al., 2019], and compound ac-
tions defined by combining multiple simple motions, such
as pouring or handing over an object [Price et al., 2016;
Sun et al., 2014; Zhu et al., 2014].
3.4 Learning affordance relations
In addition to acquiring data to associate the affordance el-
ements, it is important to consider the learning model that
encapsulates the affordance relation. We identify four affor-
dance relation learning strategies. In the rolling object exam-
ple, one might have collected a sample showing that a ball
affords roll. Given that the relation was learned with one
specific rolling example, the agent knows one particular way
of rolling. This deterministic approach results in a model
without any randomness [Szedmak et al., 2014]. If the col-
lected data could instead contain overlapping examples, in-
cluding ‘randomness’, then a probabilistic learning approach
could be applied [Zhu et al., 2014; Saxena et al., 2014;
Song et al., 2015; Mar et al., 2015; Nguyen et al., 2017;
Moldovan et al., 2012]. Another option is for the agent
to have a prior set of logical rules that determines a round
object in motion on a surface rolls, so it builds the affor-
dance relation model based on heuristics [Baleia et al., 2015;
Ugur et al., 2011; Koppula and Saxena, 2014]. A slightly
more difficult scenario would be to make the ball roll and
when it reaches a stationary state to make it roll back. Here
the relation could be built as a task planning problem [Aksoy
et al., 2015; Ugur et al., 2011; Cutsuridis and Taylor, 2013].
3.5 Metrics and evaluation
Across the literature, different approaches might evaluate the
same task differently. For instance, in the rolling ball exam-
ple, an approach might say a task succeeds if the ball rolls,
and fails if it does not move. In this case, the method de-
termines if the task completed successfully based on qualita-
tive metrics [Ardón et al., 2019; Bonaiuto and Arbib, 2015;
Cai et al., 2019]. Another option might be to measure
the success of rolling a ball by matching trajectory accu-
racy or measuring displacement on a surface. Work that
uses a numeric-based metric quantitatively evaluates the task.
Particularly for work using quantitative metrics, the eval-
uation is closely correlated to the application and the pur-
pose of the task. To date, there exists little direct compari-
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Figure 4: Flowcharts representing two contrasting approaches for
building an affordance relation for the task of rolling an object in the
scene. In both approaches, the first step is scene perception and pro-
cessing (e.g., target object identification, feature extraction). In the
first approach, the agent completely learns the affordance relation
model prior to the task: after the data processing stage, the agent
identifies a suitable affordance relation to roll the object. In the sec-
ond approach, the agent has a set of rules allowing it to relate the
environment perception with interactions and build an affordance
relation while performing the task.
tion, navigation). However, popular metrics in the field in-
clude confusion matrices [Zhu et al., 2014; Ye et al., 2017;
Song et al., 2015; Aksoy et al., 2015], mean square er-
ror (MSE) [Katz et al., 2014], and accuracy of classification
metrics that reflect intrinsic assessments [Myers et al., 2015;
Gonçalves et al., 2014; Aldoma et al., 2012; Cruz et al.,
2016]. Further discussion on the need for standard setups is
presented in Sections 5.
3.6 Datasets
Unlike other research fields which have many datasets avail-
able online, such as grasping that has over 30 online datasets
as summarised in [Huang et al., 2016], available datasets for
affordance tasks are considerably fewer. The online interac-
tive version of this survey in footnote 1 shows a summary
of the available online datasets that collect data structures
to build an affordance relation for robotic tasks. In partic-
ular, in this summary we identify the task that the dataset
is intended for, summarise the dataset’s content and its data
type, as well as provide the online location of the dataset.
Given the potential to improve the agent’s understanding of
the task, the affordance concept has been particularly pop-
ular for object recognition, manipulation and navigation in
robotic applications [Ardón et al., 2019; Shu et al., 2016;
Koppula et al., 2016]. Thus, it is not surprising that the exist-
ing online datasets focus on one of these robotic tasks.
4 Deployment
In addition to the choice of data input, learning and evalu-
ation technique reviewed in Section 3, the time when data
is processed and learned, with respect to the beginning of
the task, affects the generalisation capabilities of the robotic
agent. For example, a robot can relate pushing a ball with
making it roll because it knows the push → roll relation
before the start of the task with some probability; or a series
of heuristics indicating that the features of the ball that make
it round might result in the ball rolling if pushed. In the latter
case, the relation push → roll is built with some certainty
until the agent starts the affordance task, allowing the robot
to adapt to previously unseen scenarios. We consider that
the combination of design choices (as detailed in Section 3)
with the timing when the data is processed and learned de-
termines the prior knowledge of the affordance relation. The
different levels of this prior knowledge influence the system’s
performance in unknown environments and, as such, allow
the agent to operate with different degrees of autonomy. We
continue with the analogy of the robot rolling an object. In
this section, we identify two general approaches to build an
affordance relation in robotics and summarise them in Fig. 4.
4.1 Building affordance relations prior to the task
The first general approach that we identify corresponds to
methods that have full a priori task knowledge about the pos-
sible affordance relations. Work that uses this approach usu-
ally requires less complexity in their design choices [Sun et
al., 2014; Moldovan and De Raedt, 2014; Byravan and Fox,
2017; Jiang et al., 2013; Koppula et al., 2016; Pieropan et
al., 2014]. Namely, the information encapsulated in the af-
fordance relation models of these methods represents their
generalisation capabilities. In the literature, we identify the
following three main generalisation capabilities that consider
full prior knowledge of the affordance relation.
Using affordance relations to understand surroundings
Consider the case when the robot learns a policy that indicates
round objects roll. The agent is able to generalise the relation
of every object in the scene that is round, by understanding
object properties rather than mapping them to individual ob-
ject classes (e.g., ball, apple) [Kim and Sukhatme, 2014; Ak-
soy et al., 2015; Chu et al., 2019b; Dutta and Zielinska, 2019;
Fang et al., 2018; Luddecke and Worgotter, 2017]. These ap-
proaches organise their features by their ‘functionality’. For
example, [Stark et al., 2008] generalises that features rep-
resenting handles offer the possibility of grasping, as do the
ones representing the surface of a bottle. For this work, learn-
ing the affordance relation of the features with actions results
in superior generalisation performance for object categorisa-
tion. [Cruz et al., 2016] complete a cleaning task where the
simulated robot uses reinforcement learning and a predefined
set of contextual affordances with few starting actions. Hav-
ing this prior information enables the system to reach higher
rates of success, which is the case for [Cruz et al., 2016;
Wang et al., 2013].
[Mar et al., 2015; Abelha et al., 2016] enable more pre-
cise affordance predictions for tool use scenarios. In [Mar
et al., 2015], instead of learning a single model that tries to
relate all the possible variables in an affordance, the robot
learns a separate affordance model for each set of tools and
corresponding grasping poses sharing common functionality,
thus categorising tool handles and poses. Along the same
lines, [Castellini et al., 2011] propose the use of grasping mo-
tor data (i.e., kinematic grasping data obtained from human
demonstrations) to encode the affordances of an object, and
then to use this representation on similar objects to improve
object recognition.
Affordance relation models that consider perturbations
Work in this sub-category learns a single model for affor-
dance relations and keeps it fixed for the rest of the robotics
task. These approaches try to achieve the task with what
they know about the affordance relation in the presence of
perturbations or changes in the environment. For instance,
say that a robot has a prior on the push → roll relation-
ship, however, when attempting to perform the task it is not
able to reach the target object. As a safety policy mea-
sure, the robot knows how to find a spatula that can help it
reach the target object. In this case, there are no new rela-
tions learned [Pandey and Alami, 2013; Fallon et al., 2015;
Diana et al., 2013; Marion et al., 2017]. As a result, the ac-
tions become rules that are queried at execution time.
Some approaches in this category attempt to perform multi-
step predictions based on known affordance relations, such
as [Kroemer and Peters, 2011; Price et al., 2016; Cutsuridis
and Taylor, 2013; Veres et al., 2020]. These methods of-
ten add a planning layer that allows them to achieve goal-
oriented tasks by adapting to changes in the environment.
Other work such as [Sun et al., 2010; Lewis et al., 2005;
Kostavelis et al., 2012] and [Moldovan and De Raedt, 2014]
perform navigation and grasping application tasks, respec-
tively, in cluttered environments. They do so in a scenario
with many objects where the purpose is to identify the most
suitable object for a pre-defined task. In [Sun et al., 2010;
Kostavelis et al., 2012; Dogar et al., 2007; Saputra et al.,
2019], the goal is to arrive at a destination while choosing
to push or nudge objects on the way, while in [Moldovan and
De Raedt, 2014], the goal is to find an object that might be
occluded on a shelf to achieve a queried action. [Wang et al.,
2013; Pandey and Alami, 2013] use templates of interpreta-
tive triplets, containing the affordance relation components.
Affordance relations for multiple objects and agents
In an environment where there is a ball and a spatula, the
robot associates the ball as the object that rolls, and the
spatula as the object to grasp and use to push the ball
so that it rolls. In this case, the agent has a prior affor-
dance relation model that enables it to associate multiple ob-
ject affordances to achieve one task [Koppula et al., 2016;
Pieropan et al., 2014; Jiang et al., 2013; Chan et al., 2020;
Shu et al., 2017; Thermos et al., 2017]. Work that consid-
ers multi-object affordance relations associates multiple ob-
jects in the scene [Ruiz and Mayol-Cuevas, 2018; Chu et al.,
2019a; Kaiser et al., 2016; Varadarajan and Vincze, 2012;
Sun et al., 2014; Moldovan and De Raedt, 2014; Jiang et
al., 2013; Moldovan et al., 2018]. They model the concept
of object co-occurrence by calculating the probability of an
object on a shelf being of a particular type and having a spe-
cific affordance, given that on the same shelf there are ob-
jects of a certain type. Others consider multi-agent affor-
dance relations in the same environment [Price et al., 2016;
Song et al., 2015]. For example, both approaches design a
system where they consider the action capabilities of manip-
ulating the objects among different agents and across places.
[Song et al., 2015] developed a framework by stages com-
posed of [Song et al., 2013; Song et al., 2015] that makes
sure a robotic end-effector properly hands over an object.
Building affordance relations while on the task
The second general approach we found in the literature is
to build the affordance relation while on the task. This ap-
proach requires less prior knowledge and design choices that
adapt to partially new environments [Lopes et al., 2007; Ugur
et al., 2015; Gonçalves et al., 2014; Tikhanoff et al., 2013;
Ugur et al., 2009; Dehban et al., 2016; Baleia et al., 2015;
Montesano and Lopes, 2009]. Given that these approaches
create affordance relations online, they are able to generalise
to new environments. We identify two ways in which such
methodologies generalise to novel scenarios.
Updating models with new affordance relations
Following the example of the robot rolling an object on the
scene, a possibility is that the robot knows the object rolls,
from previous experience or from a tutor’s demonstration. In
this setup, the agent learns that poking the object from dif-
ferent directions affords pushing or pulling the object. As a
result, the agent can extend the affordance relation model to
include the new action possibilities [Gonçalves et al., 2014;
Tikhanoff et al., 2013; Ugur et al., 2009; Dehban et al., 2016;
Baleia et al., 2015; Montesano and Lopes, 2009].
Methods in this sub-category learn and update a model
using demonstrations from a tutor or trial and error tech-
niques. Using demonstrations, especially for the robotics
task of grasping, we find methods that exploit the benefits
of learning by demonstration (LbD) to build the affordance
relation model [Bekiroglu et al., 2013; Chan et al., 2014;
Ridge and Ude, 2013]. For example, [Ridge and Ude, 2013]
proposes a self-supervised method that encapsulates features
of the objects before and after being pushed. The features
then serve as a base for the robot to know where to push new
objects and create more affordance relations with other ob-
jects based on their ability to be pushed.
For methods using trial and error, they combine pre-
learned affordance relation models with exploration to assess
the effects of an action [Antunes et al., 2016; Bozcuoğlu et
al., 2019; Seker et al., 2019; Ugur and Piater, 2015].
From primitive actions to compound behaviours
Another option available to the agent for making the object
roll is to learn the combination of basic motions, such as
reaching and pushing, that lead to the desired rolling out-
come while performing the task, rather than having a prior
affordance relation [Hermans et al., 2013; Bonaiuto and Ar-
bib, 2015]. The approaches in this section propose a frame-
work that allows the robot to explore and learn an affor-
dance relation model using primitive actions as the back-
bone. A set of heuristic rules are then put in place to
guide the robot to compose actions and associate them with
a target object and effects [Kaiser et al., 2016; Ugur et al.,
2015]. These frameworks learn high-level behaviours, how-
ever, questions such as how does a robot learn to pull an ob-
ject towards itself? or how does the robot learn that spheri-
cal objects roll while a cube only slides when pushed? con-
cern learning of primitive actions at a control level. Some
approaches learn the parameters to basic controller primitive
actions to generalise to new robotic tasks by combining vi-
sual and tactile information and testing the heuristic model in
a trial and error stage [Hermans et al., 2013; Stoytchev, 2008;
Bonaiuto and Arbib, 2015].
5 Limitations of Affordances in Robotics
As a summary, in Section 3 we outlined the different design
choices for data input, learning methods and evaluation of the
affordance relation. In Section 4 we described how the inter-
action of the design choices and the time when the affordance
relation is built, with respect to the start of the task (i.e., prior
knowledge of the affordance relation), influences the gener-
alisation capabilities of the system. In particular, this corre-
lation defines how well the methods perform on unseen envi-
ronments. The diversity of design choices and prior knowl-
edge of the affordance relation provides the field with great
potential to adapt to many robotic applications. Nonetheless,
this variety also makes it difficult to define standards in the
field. The objective of this section is to identify and sum-
marise the strengths (see Section 5.1) and weaknesses (see
Section 5.2) as found in the reviewed literature.
5.1 Strengths
Generalisation to novel setups
The idea of identifying target objects by their functionality
rather than by their categorical classes provides a system with
the ability to perform the same task on similar objects. For
example, an agent can learn that a bottle and a mug share
features that afford pouring. Many approaches in the litera-
ture exploit the concept of generalisation to improve their ob-
ject recognition and categorisation tasks [Aksoy et al., 2015;
Kroemer et al., 2012; Mar et al., 2015; Abelha et al., 2016].
Potential for autonomous learning
As explained in Section 2, different formalisms define affor-
dances as a co-defining relation between a target object, an
action to be applied on the object and an effect that evalu-
ates such actions. As such, the concept can be conceived
as a closed loop that offers the potential for the system to
learn by itself with little human intervention. In the re-
viewed literature, we find work that has some prior on the
affordance relation and that employs it to learn new relations
while on the task [Gonçalves et al., 2014; Ugur et al., 2009;
Lopes et al., 2007; Song et al., 2010; Ugur et al., 2015].
5.2 Weaknesses
Datasets
Using the concept of affordances to bias the learning of an ar-
tificial intelligent agent is relatively new. As detailed in Sec-
tion 2, all the strategies account for target objects, actions and
effects to create an affordance relation model. Nonetheless,
it is difficult to find common ground for a dataset that con-
tains these three elements and satisfies the needs of the differ-
ent tasks and generalisation requirements. Unlike other self-
contained research fields, such as grasping, manipulation and
object recognition, affordances in robotics have few available
online datasets. Most of the existing datasets are limited to
(i) a single affordance associated with an object, and (ii) as-
sume that this single affordance is true regardless of the con-
text of the object. The usual approach to perform affordance
tasks is to collect a motion that represents an action. A natural
step towards fast-forwarding data collection would be the de-
sign and implementation of a data collection interface. This
interface would facilitate the annotation of objects with the
corresponding actions to perform a robotics task. Certainly,
there needs to be a consensus in the field regarding the re-
quirements of such centralised datasets for specific robotic
applications. This type of agreement would help to facilitate
benchmarking different types of affordance relation models.
Metrics
It is fundamental for the progress of the affordance concept
as a learning bias to standardise metrics that reflect the per-
formance of an affordance-aware agent in different tasks. A
summary of the diversity of metrics used in the field is de-
tailed in Section 5.2. Given that most of the contributions lay
in collaborative tasks with other agents and improving gen-
eralisation performance, an interesting approach would be to
measure the similarity of the actions taken by the system with
those a human would execute. For example, it could be in-
teresting to measure the differences in the trajectories exe-
cuted to achieve a task. Such differences could be measured
in terms of distances in the point distributions of the trajecto-
ries, or entropy of the trajectories as a whole. Options such as
the Hausdorff distance and the Kullback-Leibler divergence
are interesting to explore. The Hausdorff distance measures
how similar or close two sets of points are, and the Kullback-
Leibler divergence measures how one probability distribution
is different from a second one. Including such evaluations
could be a good assessment of performance on a robotic task
in relation to ground truth data, regardless of learning.
6 Conclusions and Future Directions
In this survey, we explored the literature for approaches that
included affordances in the execution of AI and robotic tasks,
and identified common ground for building affordance rela-
tions. In contrast to previous reviews of affordances, we pro-
vide guidance on design decisions and how the concept can
be used to guide policy learning to boost the agent’s perfor-
mance. First, we summarised affordance formalisms in Sec-
tion 2, where we found that affordance relations are built us-
ing three common elements: target object, action and effect.
Then, we outlined the design choices in Section 3 and the
possible generalisation schemes in Section 4. In Section 5,
we discussed several problems in the field. Given the rela-
tively new usage of affordances to boost the agent’s gener-
alisation capabilities, there are interesting opportunities for
future improvements. Next, we outline possible areas where
research contributions can be made, based on our survey of
the reviewed literature.
6.1 Design choices and their influence
As previously mentioned, the choice of data input and learn-
ing time influence the performance of the methods, often in
different ways. Nonetheless, some design choices have been








Figure 5: Population map of the design choices for work in the
reviewed literature that includes affordances in robotic tasks. The
warmer the colour (red) the more the work uses that element to
design their affordance relation model, while the colder the colour
(green), the less that element is used.
into the generalisation capabilities that can be achieved.
Fig. 5 shows a coverage map of the reviewed literature spread
over the different design choices. The warmer the colour, the
more the strategy is used across the literature. For example,
most of the work emphasises the learning of primitive actions
as affordances (i.e., push, grasp, lift, among others), using
visual perception and image labels to identify an affordance
per target object, building the affordance relation probabilisti-
cally. On the opposite side, colder coloured elements indicate
that there are very few approaches that exploit learning affor-
dance trajectories in the form of motions (using kinaesthetic
sensing), as well as those that exploit a multi-step prediction
to achieve the tasks in a planning manner. Certainly, some of
these components are highly dependent on hardware robust-
ness more than others. Nonetheless, studying such aspects in
greater depth would improve their inclusion in robotics tasks
as well as provide valuable insights for collaboration activi-
ties and task replication across different agents.
6.2 Data acquisition and processing correlation
Given that the field requires different types of data (i.e., tar-
get object, action and effects), there is an inherent need to
cross-correlate data structures. These associations can be fur-
ther enriched by diversifying data acquisition and processing.
For example, knowing that a cup in a kitchen is likely to af-
ford pouring liquid while in a bathroom might also serve as
a toothbrush holder requires the agent to be able to relate not
only object features but also features related to an agent’s sur-
roundings. Moreover, the data acquisition task should not be
limited to visual object features alone but should also account
for the object’s material, texture and other physical properties
to enhance the agent’s interaction with the object. By using
such cross-correlation, affordance relation models could pro-
vide the agents with the ability to generalise affordances as
associations of objects’ visual and physical characteristics, as
well as with the surrounding context.
6.3 Autonomous behaviour learning
At present, the idea of including the concept of affordances
in AI tasks has centred on performing one task at the time.
For instance, many approaches detect one object affordance,
such as a glass affords pouring, but rarely proceed with ac-
tually performing the pouring task. The field would benefit
from a methodology that is able to unify associations of tar-
get objects with a library of actions and an online evaluation
of the effects. This association would allow an agent to obtain
feedback on the performance of the task and rectify it online.
Such a method would open doors for autonomously concate-
nating goal-oriented tasks (e.g., preparing a recipe, cleaning
dishes, etc.), and for exploring the feasibility of subsequent
motion controllers and the interpretability of natural language
instructions in large-scale tasks.
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