We present a numerical code that solves the forward and inverse problem of the polarized radiative transfer equation in geometrical scale under the Zeeman regime. The code is fully parallelized, making it able to easily handle large observational and simulated datasets. We checked the reliability of the forward and inverse modules through different examples. In particular, we show that even when properly inferring various physical parameters (temperature, magnetic field components, and line-of-sight velocity) in optical depth, their reliability in height-scale depends on the accuracy with which the gas-pressure or density are known. The code is made publicly available as a tool to solve the radiative transfer equation and perform the inverse solution treating each pixel independently. An important feature of this code, that will be exploited in the future, is that working in geometrical-scale allows for the direct calculation of spatial derivatives, which are usually required in order to estimate the gas pressure and/or density via the momentum equation in a three-dimensional volume, in particular the three-dimensional Lorenz force.
Introduction
In observational sciences, meaningful physical properties of an object are inferred from available observations. In the context of the stellar atmospheres, and in particular for this work, the solar photosphere, most of this inference is performed by means of different approximations to the solution of the radiative transfer equation (hereinafter referred to as RTE) applied to the spectra and polarized spectra emitted by the object.
The RTE characterizes the interaction of the matter with the light that traverses through it. This interaction leaves its 'fingerprints' in many different ways, for instance in the shape of the continuum of the spectra coming from the object, or in the presence or absence and the shape of spectral lines. Properly modeled, these features allow approximate characterization of the studied object. In recent decades, the advent of polarimetric observations has allowed the generalization of the RTE to polarized light (Unno 1956; Rachkovsky 1967; Landi Degl'Innocenti & Landi Degl'Innocenti 1972) . This step was of great significance, as the polarization of the light encodes information on the magnetic field configuration as well as the geometry of the system, which allows a deeper insight into the system being studied.
In solar physics, there are different approaches to solving the polarized RTE depending on the magnetic field regime adopted: atomic, Hanle, Zeeman, and/or Paschen (see e.g., Landi Degl 'Innocenti & Landolfi 2004) . In this work, we focus on the solution of the polarimetric RTE under the Zeeman magnetic regime, which is usually the dominant one at this atmosphere layer.
There are already several methods to address the solution of the RTE, each with its respective accuracy (see, e.g., del Toro Iniesta & Ruiz Cobo 2016). There are several computational codes that allow one to infer the optical depth (τ) dependence of the physical properties in the solar atmosphere; for example, SIR Ruiz Cobo & del Toro Iniesta (1992) , SPINOR Frutiger et al. (2000) , NICOLE Socas-Navarro et al. (2015) , SNAPI (Milić & van Noort 2018) , and STIC (de la Cruz Rodríguez et al. 2019) . These are of particular relevance here as they allow the furthest insight into the properties of the solar atmosphere in a threedimensional volume. In these cases, the conversion between optical depth τ and geometrical height z is then performed by considering the relation dτ = −ρκ c dz, where ρ is the density and κ c the continuum opacity, with the latter being a nonlinear function of the temperature T and gas pressure P g . Since the proper calculation of the gas pressure (and density) involves the whole threedimensional volume, for which there is no account in the aforementioned codes, the gas pressure and density inferred by them are unrealistic, and hence also the conversion between τ and z.
Deviations from hydrostatic equilibrium involve, among others, time-variation of the velocity, advection and viscous terms and, the most relevant at this atmospheric layer, the Lorentz force. The latter is responsible for the Wilson depression, a depression of the height at which photospheric spectral lines are formed with respect to the quiet-Sun because of the presence of magnetic field. Because the geometrical scale z is then inaccurate, so is the calculation of the spatial derivatives, such as those involved in the determination of ∇ · B = 0 and the electric currents A&A proofs: manuscript no. manuscript_pastoryabar j = 1 4 π ∇×B. Consequently, it is not possible to establish whether the inferred magnetic field verifies Maxwell's equations.
Up to now there have only been a handful of attempts to address these problems and limitations. One of them was presented by Puschmann et al. (2010) , who used the SIR code to infer the various physical parameters in a τ-scale before transforming these parameters into a self-consistent geometrical-height scale z in a three-dimensional volume. To that end, these latter authors used a more detailed gas pressure (P g ) and density (ρ) than the one given by the SIR code as they were calculated by minimizing the static equation of momentum in ideal magnetohydrodynamics (MHD) including the Lorentz force, together with the ∇ · B = 0 condition. In doing so, the new gas pressure and density are not necessarily compatible with the observed polarization spectra from which the physical parameters were inferred. Another possibility to gain access to the geometrical scale z was given by Riethmüller et al. (2017) , where threedimensional MHD simulations were used to reproduce the polarization signals of an observed area on the solar surface. Since an MHD code was employed to obtain the physical parameters, the gas pressure and density verify the MHD equation of motion in the whole of the domain employed. Moreover, physical parameters are already prescribed on the geometrical scale, and thus no τ − → z conversion is needed. However, this approach requires a huge computational effort as several MHD simulations have to be run. Also, under this approach, the result of the inversion might be accurate as long as the actual physical model giving rise to the observed spectra is attained in the simulation.
Here, we put forward an alternative way to tackle the aforementioned problems. If one solves the RTE in geometrical scale, then spatial derivatives are handled directly. This strategy allows the straightforward inclusion of the Lorentz force terms in the equation of motion as well as the null divergence condition in the magnetic field to be fulfilled: ∇·B = 0. Thus it would be possible to solve the RTE self-consistently with physical constraints in three dimensions. Here we present a first step in this approach, and we implement a one-dimensional polarized RTE solver for the Zeeman regime in the geometrical scale z. The code is parallelized and can be used to calculate synthetic polarized spectra from MHD simulations and invert observed spectropolarimetric data in order to infer the various physical parameters (temperature, three magnetic components of the magnetic field, and LOS velocity) of the solar atmosphere. The inference of these parameters is accurate in terms of τ and depends on the ability of the user to infer the gas pressure and density in geometrical scale.
Numerical model

Forward modeling
This numerical code faces the problem of solving the RTE in a geometrical scale under the assumption of LTE (local thermodynamic equilibrium), complete redistribution approximation, and a plane parallel atmosphere. This problem is a coupled system of equations that can be expressed as:
where s is the geometrical distance along the ray path, (λ, s) is a wavelength-dependent pseudovector of the four Stokes parameters characterizing the polarization state of the light,ˆ (λ, s) is the so-called propagation matrix, a wavelength-dependent 4×4 matrix that characterizes the interaction between light and the medium it travels through, and (λ, s) is a wavelength-dependent pseudovector for the source function. In the following, and for the sake of clarity, we avoid the explicit dependence in λ.
The derivation of the solution of the polarized RTE in the Zeeman regime has been covered extensively in the literature (see e.g., Landi Degl'Innocenti & Landolfi 2004, and references therein) and several codes have been implemented to solve it in τ-scale. Here we do not revisit those derivations. Instead, we outline the general building blocks of the formalism employed for the resolution of this problem in geometrical scale.
This equation has a formal solution in terms of a formal operator (Landi Degl'Innocenti & Landi Degl'Innocenti 1985) :
where s 0 is the lower boundary,ˆ (s, s 0 ) is the Stokesevolution operator between the lower boundary and the integration limit, and (s 0 ) is the illumination from the lower boundary. This expression evaluates the leaving polarimetric properties of the light given the lower boundary and the physical properties of the medium. In this work, we consider that the medium through which light propagates is made of N slabs, each of which has constant physical properties along the whole slab. Under such an assumption, (s, s ) has an analytic expression (see Eq. 10, Landi Degl'Innocenti & Landi Degl'Innocenti 1985) . In this case, the light leaving one of these slabs (index k) is given, following Eq. 2, by
where 1 1 is the 4×4 identity matrix, (s k ) stands for the Stokes vector leaving slab k, (s k ) is the source function in slab k, which is constant throughout the slab, and (s k−1 ) is the incident Stokes vector from below the slab. In the general case, we consider a set of N such slabs with a proper boundary condition. In this case, it can be proven that the light leaving this medium is given by the concatenation of the various slabs:
Equation 4 expresses the light leaving the medium in terms of the physical properties of each slab (by means of the Stokesevolution operator and the emissivity in each slab) and on the lower boundary condition (s 0 ). This equation is equivalent to that presented by del Toro Iniesta et al. (1995, Eq. 16) .
For the boundary condition (s 0 ), we note that in a deepenough layer the temperature, the gas pressure, and the density are high enough to cause the opacity to be sufficiently large so as to ensure that the Stokes-evolution operator becomes negligible. Therefore, from Eq. 3, if the Stokes-evolution operator is small enough, from that deep-enough layer, the leaving beam of such a deep layer depends only in its own physical properties through the source function (s 0 ) = (s 0 ). As we are assuming LTE, (s k ) = (B(T (s k )), 0, 0, 0) † , where B(T (s k )) is the Planck function for the temperature at s k .
With this formalism one can solve the forward problem for the RTE. To do so, one needs to specify some additional features:
-An equation of state (EOS): This is set to be given by an ideal gas equation with a variable molecular weight to account for free electrons. -Continuum opacities: We follow a reduced scheme of the socalled NICOLE opacity package (see Sect. 4.1.3 in SocasNavarro et al. 2015) , excluding the contributions from Rayleigh scattering on molecular hydrogen and the contributions of bound-free and free-free terms due to magnesium. -Line opacity: This is calculated following Landi Degl'Innocenti (1976) , excluding the non-LTE departure coefficients as here we restrict ourselves to the LTE case. -Partition functions: These are implemented following Wittmann (1974) who allowed analytical expressions for both the partition functions and their derivatives with respect to the temperature. This set of functions includes 92 species and 3 ionization states. We note that for the hydrogen atom, the first ionization stage involves the negative hydrogen. -Line broadening due to collisions: Two different treatments are available: 1) The ABO theory (Anstee & O'Mara 1995; Barklem et al. 1998) , which requires additional parametric information to estimate the collisional broadening, namely the cross section (σ) and the velocity parameter (α). These can be supplied or they can be internally calculated (provided the energy limit for each energy level involved in the transition is known) from the tabulated tables (Anstee & O'Mara 1995; Barklem & O'Mara 1997; Barklem et al. 1998) . 2) In the absence of the aforementioned data, the classic Unsöld approximation (Unsold 1955 ) is used. In this case, the line broadening is calculated without any additional atomic parameters. However, this formalism is known to underestimate the collisional broadening giving rise to narrower spectral lines (Barklem 1998 With these ingredients one is able to perform the forward modeling for any solar or stellar atmosphere prescribed in N slabs in geometrical scale. Furthermore, given this parametric model in geometrical scale, it is possible to face the inverse solver: namely, to infer the various physical parameters as a function of the geometrical scale given a set of spectropolarimetric observations. To the best of our knowledge, this is the first code capable of doing so. It is worth emphasizing that this RTE solver, as prescribed here, has analytical expressions for all the model parameters. This is extremely advantageous because it allows one to obtain analytical derivatives of the spectropolarimetric spectra (i.e., Stokes pseudovector) with respect to the various physical properties of the medium. These are the so-called response functions, and are of critical importance as they are usually required in the resolution of the inverse problem.
Response functions
Response functions give the variation of the leaving Stokes pseudovector, (s N ), due to the variation of any physical parameter x at a given height s k (referred to as x k = x(s k )). The various x k refer to the temperature (T ), the gas pressure (P g ), the density (ρ), the line-of-sight velocity (v LOS ), and the three cartesian components of the magnetic field (B x , B y , and B z ) at the k-layer of the atmospheric model. In our case, taking derivatives in Eq. 4:
We now take into account that the only parameters that depend on x k areˆ (s k , s k−1 ) and (s k ), and so it can be shown that
where δ k stands for
. As mentioned before, under the assumption of LTE, the source function at s k , (s k ), corresponds to the black-body emission and depends only on the temperature at that height T k = T (s k ). Therefore, derivatives of (s k ) with respect to any other physical parameter other than the temperature vanish. The derivatives of the Stokes-evolution operator with respect to the physical parameters can be determined by applying the chain rule to the expressions provided by (Landi Degl'Innocenti & Landi Degl'Innocenti 1985, Eq. 10) . It can be shown that these derivatives depend only on the derivatives of the various elements of the propagation matrixˆ (s): η I,Q,U,V (s) and ρ Q,U,V (s). For the sake of clarity and completeness we present them here in terms of the cartesian components of the magnetic field:
where κ c and κ l are the continuum and line opacity, respectively, B is the magnetic field modulus, and the various φ b,p,r and ψ b,p,r are the absorption and dispersion profiles, respectively, whose formulation can be found elsewhere (see e.g., Ch. 5 of Landi Degl 'Innocenti & Landolfi 2004) .
From these equations, it can be shown that the derivatives of the various expressions in Eq. 7 with respect to v LOS , B x , B y , and B z are straightforward by means of the application of the chain rule and taking into account that κ c and κ l do not depend on these physical parameters. The derivatives involving thermodynamic properties, however, require additional consideration.
Thermodynamic derivatives of the propagation matrix elements
Here we focus on the calculation of the partial derivatives of the Stokes pseudovector with respect to the thermodynamic parameters: temperature, T , gas pressure, P g and density ρ. These derivatives have to take into account that there is an additional constraint (EOS) that relates them to one another. Therefore, in contrast to the derivatives with respect to the line-of-sight velocity, v LOS , and the cartesian components of the magnetic field vector, B x , B y , and B z , where all remaining parameters are assumed constant, for the derivatives with respect to T , P g , and ρ, there are always two nonconstant parameters. For instance, if we have the derivative with respect to T , and we assume that ρ is constant; subsequently, P g must change so that the EOS is fulfilled. For this reason, derivatives with respect to T , P g , or ρ explicitly state which of them is assumed constant, that is, the Stokes derivative with respect to T at constant ρ is expressed as:
. Therefore, here we are interested in obtaining
The selection of the thermodynamical parameter to be kept constant during the inversion is an arbitrary decision as they give equivalent results. It is important to bear in mind however that the computation of
, as the former does not involve changes in temperature, which is by far the most frequent parameter in the equations to be differentiated. For the derivatives with respect to T, there is no difference in using either
, we need the calculation of δ k (s k ) in Eq. 6. In addition, the partial derivatives with respect to the thermodynamic parameters in Eq. 8, require the calculation of the derivatives of the Stokes evolution operator: δ kˆ (s k , s k−1 ) in Eq. 6. At the same time, these derivatives of the folloing Stokes evolution operator rely upon the calculation of
In this particular case, these involve the determination of the derivatives of the continuum κ c and line κ l absorption coefficients, which in turn depend on the number of electrons per cubic centimeter (i.e., electron density) n e . Therefore, after applying the chain rule over the Stokes evolution operator, what we need to evaluate is
These derivatives require additional algebra, yet they can be analytically calculated, as is shown in Appendices A, B, and C.
Inverse solver
Up to here, we have faced the problem of obtaining the polarized spectra provided a set of height-dependent physical stratifications (λ i ) syn = f (λ i , X), where λ i are the independent variables (the number of wavelength times the number of Stokes profiles observed, n ν ) and X the set of free parameters defining the forward model. It is sometimes interesting to proceed the other way around, that is, one records the polarized spectra from an object and aims at inferring some meaningful physical properties of the plasma from where the light comes from. This is called the inverse problem, where one looks for the model parameters that best fit, under some approximations, the observations (λ i ) obs by defining a merit function:
where n f stands for the number of free parameters and σ i for the uncertainty and/or weighting of each observed data point. There are several strategies and algorithms when facing such an optimization problem, both local and globally. In this work we have chosen to implement a LM (Levenberg-Marquardt, Levenberg 1944 and Marquardt 1963) algorithm to perform this step. This kind of algorithm starts from a provided guess of the set of model parameters (X) and looks for the optimization by iteratively modifying these parameters. To do so, the perturbations of the free parameters are evaluated following
where δ is the perturbation of the set of the model free parameters, H ≈ J(λ) T J(λ) is an approximation to the so-called Hessian matrix, J(λ) is the Jacobian matrix, and Λ is the dampening factor. Here it is worth emphasizing that the calculation of the perturbation requires the Jacobian matrix, which in our code is calculated analytically at the same time as the forward problem is solved by means of the response functions described in Sect. 2.2. It is important to note that the Jacobian makes use of dimensionless response functions, which are calculated by multiplying
Eq. 6 by a typical value of the physical parameter. We return to this particular point in Sect. 3.1. This point speeds up the calculations since otherwise they have to be numerically evaluated solving the forward model additional times for each iteration of the LM algorithm. Each time a perturbation, δ, to the model parameters is evaluated, the objective function of these new parameters is checked as a ruler to approve or reject the proposed perturbation.
An important point to notice here is that the first term on the right-hand-side of Eq. 11 may involve (as it does for instance in the examples presented in the following section) the inversion of large and quasi-singular matrices. In order to tackle this point we follow the strategy introduced by Ruiz Cobo & del Toro Iniesta (1992) and use the Singular Value Decomposition (SVD) method 1 . This way, it is possible to solve an ill-posed problem by reducing its dimensions. This reduction is controlled by the number of eigenvalues that one keeps when calculating the inverse dampened-Hessian matrix. In this fashion, it is possible to find the optimum solution, in terms of least-squares, for that number of eigenvalues. The choice of the threshold value is, for Stokes inversion codes, somewhere between 10 . The calculation on the uncertainties in the inference of the various X is performed assuming that each free parameter is independent of the others. In such a case, the covariance matrix is diagonal and given by the inverse of the diagonal elements of the Hessian. Therefore, the uncertainties are given by:
where
Since the uncertainties calculated this way neglect possible correlation between the various free parameters, the result is a lower limit for the uncertainties of each inferred parameter.
In principle, one can invert the whole set of physical parameters defining the atmosphere at once. However, this strategy can lead to inversion results that might not actually fit the profiles or at least, not as well as one would expect. This is because the minimization algorithm might get stuck in a local minimum which is not as deep as others might be. This is usually the case if one is not fairly close to the actual minimum and there are several free parameters (for instance 256 or 1280 as below). Instead, as introduced by Ruiz Cobo & del Toro Iniesta (1992) , it is better to start first with a reduced problem where the number of free parameters is much lower than in the original problem and is then progressively increased as one approaches the minimum for that reduced problem. For this reason, we perform the fitting process in a sequential manner: we progressively increase the number of equivalent slabs perturbed, δ, from a constant in height perturbation for each parameter, until all the slabs are perturbed individually. Since response functions are given for all heights, we employ the concept of equivalent response functions (see e.g., Appendix A of Ruiz Cobo & del Toro Iniesta 1992) to linearly interpolate from the inversion grid into the model height grid at each iteration step.
Parallelization
Modern solar observing facilities such as Hinode (Kosugi et al. 2007) , the Solar Dynamics Observatory (Scherrer et al. 2012) , the Swedish Solar Telescope (Scharmer et al. 2003) , the Goode Solar Telescope (Cao et al. 2010) , and GREGOR (Schmidt et al. 2012 ) provide large amounts of data that currently can barely be processed at the needed speed (Borrero et al. 2011 ). In the future this issue will be aggravated with the arrival of new observatories such as the Daniel K. Inouye Solar Telescope (DKIST; Rimmele et al. 2010 ) and the European Solar Telescope (EST; Collados et al. 2010) whose data throughput will be several orders of magnitude larger than that of the current facilities. For this reason, it is currently compulsory to build new forward or inverse solvers for the RTE that are parallelized. Moreover, it is nowadays common practice for theoreticians and modelers, in particular developers of three-dimensional magnetohydrodynamic codes such as MURAM (Rempel et al. 2009 ), CO5BOLD (Freytag et al. 2012) , and MANCHA (González-Morales et al. 2018) , and even observers, to employ forward solvers for the polarized RTE to produce simulated observations from snapshots of the MHD simulations (Danilovic et al. 2008 (Danilovic et al. , 2010a Borrero et al. 2010 Borrero et al. , 2014 Lites et al. 2017 ) in order to compare with real observations and to make predictions, so as to study under what circumstances a particular feature seen in the simulations could be detected observationally. The large number of available snapshots and the ever increasing size of the simulation boxes call also for fast (i.e., parallel) codes to solve the RTE.
With this in mind the forward and inverse code presented in this work has been conceived, from its initial stages, to being fully parallelized. The implementation is straightforward as each pixel on the observed solar surface (x, y) is treated independently and requires no information from neighboring pixels. Hence, we have chosen a master-slave parallelization scheme where the master process reads, distributes the work, and writes the outputs. Slave processes are used to solve the RTE and/or solve the inverse problem for each pixel independently.
Results
Forward modeling
Given the implementation detailed in the previous section, one can solve the RTE for polarized light under LTE and in the Zeeman regime for any atmospheric stratification. In Fig. 1 (top panel) we show the continuum intensity of a snapshot from the Rempel (2012) sunspot simulation. The size of the simulation box is 4096×512×256 with a grid size of ∆x = 10, ∆y = 10, and ∆z = 8 km. We additionally (remaining panels in Fig. 1) show three different simulated Stokes profiles, syn (λ), together with their physical parameter stratification chosen from this snapshot. The synthetic profiles here, and all the forthcoming tests in this paper, are synthesised using the same spectral lines and wavelength grid. We used the two widely used FeI spectral lines at 6301.5 and 6302.5 Å. The wavelength grid runs from -700 mÅ to +1800 mÅ with respect to the 6301.5 Å spectral line with a step of 5 mÅ. This setup is chosen so that the simultaneous inversion of the temperature, LOS velocity, and the three cartesian components of the magnetic field can be performed using the original height grid of the MHD simulation (256 heights). In a more realistic case, one can limit the number of free parameters setting the maximum number of heights at which perturbations of the model are calculated. Subsequently, all the intermediate heights are linearly interpolated from the previous ones.
One can also retrieve the response functions for a supplied atmosphere. As stated in Sect. 2.2, these functions encode information about where Stokes profiles are sensitive, to what they are sensitive, and to what degree. To the best of our knowledge, this is the first code capable of calculating response functions analytically at geometrical scale height. As an example, Fig. 2 shows the Stokes profiles (top row) in a penumbral pixel along with the corresponding dimensionless response functions to temperature T (second row), gas pressure P g (third row), and density ρ (fourth row), three components of the magnetic field B x , B y , and B z (fifth to seventh rows, respectively), and v LOS (eighth row). The normalization factors employed to make the response functions dimensionless are:T = 6000 K,ρ = 3 × 10 . It is important to emphasize that the response functions to gas pressure and density are not negligible compared with the response functions to other physical parameters. The high sensitivity to these two parameters could be surprising, as when solving the RTE in optical depth scale, the Stokes profiles are only slightly sensitive to them. The difference resides in the fact that solving the RTE in geometrical scale (as is the case here), the optical depth scale is affected by the combination of temperature, gas pressure, (Rempel 2012) . Top panel: Monochromatic continuum intensity map in which three pixels are highlighted in black, red, and light-blue squares as representatives of low magnetized, penumbral, and umbral areas, respectively; their spectral profiles are presented following this same color code in panels from (a) to (d) for Stokes I, Q, U, and V, respectively. The physical parameters (T (z), P g (z), ρ(z), v LOS (z), B x (z), B y (z), and B z (z)) that lead to these profiles are shown in panels (e) to (k), respectively. and density. Consequently, the thermodynamic response functions allow for a better insight into how (i.e., what combination of thermodynamic parameters) makes the optical depth scale behave as it does. For instance, far away from the line core of the two spectral lines in Fig. 2 , the response functions of Stokes I to P g and ρ are not zero and behave more like the response functions to the temperature and unlike the response function to B x , B x , B x , and so on. Consequently, the gas pressure and density have an important effect on the continuum intensity by changing the geometrical height z at which the continuum level τ 5 = 1 is formed.
Inverse solver
The inverse solver aims at inferring the vertical stratification of the various physical parameters of the atmosphere X(z), provided a set of observed Stokes profiles, (λ) obs . To test the performance of our inverse solver we take as observed Stokes profiles the simulated ones syn (λ) of the spectral lines described in Sect. 3.1, in particular the penumbral pixel (red case in Fig.  1 ). The number of data points is 2000 (500 wavelength points for each of the four Stokes parameters). In principle, the inference can be done for any combination of: temperature, T (z), gas pressure, P g (z), density, ρ(z), the three cartesian components of the magnetic field, B x,y,z (z) and the LOS velocity, v LOS (z). The only restriction is that it is not possible to simultaneously invert all three thermodynamic parameters: T (z), P g (z) and ρ(z). This occurs because provided two of them, the third one can be determined through the EOS. Therefore, inverting the three of them simultaneously can potentially lead to thermodynamic physical parameters that are not consistent with the EOS.
In this paper we focus mostly on the influence that the thermodynamic parameters have on an inversion code that works in the geometrical scale z instead of the usual optical-depth τ. Because of this, most of the forthcoming discussion avoids the performance of the code in the determination of the three components of the magnetic field and LOS velocity.
As a first test we only invert one of the three thermodynamic physical parameters at a time. The other two thermodynamic parameters as well as the three components of the magnetic field and v LOS are not inverted at this point. In addition, and this is the case for all the forthcoming tests but the last, we set the three components of the magnetic field and v LOS to a constant in height value, meaning they do not encode any information about the height. The inverted parameters are allowed to change at each of the 256 vertical heights (same as the MHD simulation employed to produce syn (λ)) and therefore in this test we have 256 free parameters.
In Fig. 3 we depict the real (black solid lines), starting guess (thin color lines), and inferred (solid color lines) stratifications for the temperature T (z) (purple), gas pressure P g (z) (red), and density ρ(z) (blue) for the three different inversions. As can be seen, the recovered parameters are in good agreement in the region where the profiles are sensitive to: z ∈ [1000, 1300] km as obtained from the heights at which z(lg τ 5 = 0) ≈ 1000 and z(lg τ 5 = −3) ≈ 1300 km (see horizontal color bars in this plot). Fig. 3 . Results of the inversion of three thermodynamic parameters. Three different inversions are presented, in each of which a single physical parameter is inverted: the temperature, T (z), (solid-purple line), the gas pressure, P g (z), (dashed-red), and the density, ρ(z), (dash-dotted-blue). Left panels: Simulated spectral lines inverted ( syn (λ), in black) coming from the same penumbral pixel highlighted in Fig. 1 (red square) together with the results of the three inversions. Right panels: Thermodynamic parameters (synthetic X syn (z) and inverted X (z)), from top to bottom, T (z), P g (z), and ρ(z), (the initialization for each inversion is shown in thin lines for each thermodynamical parameter). Line-of-sight velocity and magnetic field components are taken to be constant with height. For the sake of clarity, in each panel we only show the physical parameter inverted, as the other ones are taken as known. The colored shadows represent the uncertainties as derived by the code (see Sect. 2.3). Right panels include a horizontal line for each physical parameter (following the same color code) with ticks for, from left to right, the heights at which lg τ 5 = 0, −1, −2, −3. Shadowed areas represent the lower limit of the uncertainties on the inference of each physical parameter. These error bars are tiny because of the absence of noise in the profiles together with the large number of data points considered.
An important drawback when working in the geometrical scale z, compared to optical scale τ, is that there are two intrinsic degeneracies involving the thermodynamic properties. 1) Any shift in height of the whole atmosphere leads to exactly the same Stokes spectra. 2) There are different combinations of the thermodynamic parameters that can lead to the same absorption coefficient. For instance, one could increase the density (increasing the number of atoms) and at the same time decrease the temperature (decreasing the population of an ionization stage) so that the absorption coefficient remains the same. To better illustrate this second point (as the first one is straightforward), Fig. 4 shows the inversion of a simulated Stokes profile of the same spectral line configuration employed until now, syn (λ), which is obtained through a given atmospheric model (black lines). The strategy is to invert the gas pressure P g (z) while forcing the temperature stratification T (z) to be different (see blue and red color lines) from the one used for the synthesis. This way, if we can fit, up to a given threshold, the Stokes profiles for the different fixed temperature stratifications, it means that there exists more than one combination of thermodynamic parameters as a function of the geometrical scale z that yield the same Stokes profiles. As shown, this is exactly the case, as for the different temperatures the gas pressure and densities have changed (the former through the inversion and the latter through the EOS) so that the Stokes profiles ( inv 1 (λ) and inv 2 (λ)) are approximately equally well fit. It is worth noticing that, even for the extreme temperatures provided, the fit of the Stokes profiles is quite good, in particular for the first case (red). The second one (blue) is slightly worse because, as the supplied temperature gradient is steeper than the reference one, the spectral line formation heights are comprised in a smaller number of slabs and so the solution of the RTE is not as accurate as for the simulated case, giving rise to small discrepancies in the stokes profiles, mostly close to the core of the line in any Stokes parameter. The number of free parameters in this test is the same as in the previous one: 256.
One possibility to circumvent this degeneracy is to assume hydrostatic equilibrium. Here, the momentum equation (see, e.g., Priest 1987), simplifies to dP g /dz = −ρg, where g refers to the surface gravity of the Sun. Under such an assumption and together with the equation of state, the gas pressure and den- sity, P g (z) and ρ(z), can be obtained provided the temperature T (z) plus a boundary condition for the gas pressure. This can be done numerically by means of any one-dimensional solver for first-order differential equations (e.g., Runge-Kutta). By including this additional constraint, one imposes a tight restriction on the thermodynamic stratifications so that only T (z) and a boundary condition for the gas pressure remain as free parameters during the inversion. An equivalent problem can be formulated using the density ρ(z) as free parameter instead of the temperature. This assumption considers the most simplified version of the MHD equation of motion and is often made for RTE solver codes working in optical depth τ such as SIR (Ruiz Cobo & del Toro Iniesta 1992), SPINOR (Frutiger et al. 2000) , and NICOLE (Socas-Navarro et al. 2015).
In Fig. 5 we test the uniqueness of the solution in the thermodynamic parameters using the additional restriction of hydrostatic equilibrium described above. To do so we supplied a temperature stratification T (z) as well as a value for the gas pressure in the uppermost atmospheric layer P g (z max ) = 25.4 dyn/cm 2 , with z max = 2048 km, and calculate the gas pressure and density stratifications, P g (z) and ρ(z) using hydrostatic equilibrium. The resulting atmosphere, which we use to obtain simulated Stokes profiles, syn (λ), are denoted by black lines in Fig. 5 . Once this atmosphere and its resulting Stokes profiles are set, we perform different inversions for the temperature stratifications, T (z), under the assumption of hydrostatic equilibrium, while fixing different values for the gas pressure at the top boundary, P 1 g (z max ) = 2.54 dyn/cm 2 and P 2 g (z max ) = 254 dyn/cm 2 . Since only one physical parameter is inverted for all available heights, the number of free parameters is still 256. If syn (λ) is successfully fitted, this readily implies that the temperature T (z) is able to compensate for the different values of the boundary condition in the gas pressure. As is seen in the middle row of Fig. 5 , this is exactly the case, as there are several thermodynamic stratifications that fit the spectra equally well, up to an acceptable error.
We note that, in spite of the seemingly very different stratifications of the thermodynamic parameters (middle panels in Fig.  5 ), they agree well if shifted to share a common height origin. In Fig. 5 (rightmost panels), we perform a shift of the z-scale such that the geometrical height at which the τ 5 = 1 forms is the same in all three (black -X syn (z)-and blue and red -X i (z)-) curves. The shifts applied in this case are ∆z 1 = 83 and ∆z 2 = −228 km, for the cases of P 1 g and P 2 g , respectively, as the top boundary conditions in the gas pressure. This result implies that the assumption of hydrostatic equilibrium breaks the aforementioned degeneracy regarding the thermodynamic parameters (point 2 in Sect. 3.2), and allows us to infer the correct temperature stratification T (z) (as long as P g and ρ are obtained in hydrostatic equilibrium as well), save for a shift in the absolute reference for the origin of the z-scale. This was expected since, as we explained (z),X 1 (z), andX 2 (z)), but setting a common height origin for the three cases h(τ 5 = 1) = 1000 km. In the upper-center and -right panels we include horizontal lines with ticks for, from left to right, the heights at which lg τ 5 = 0, −1, −2, −3 for each atmosphere (following the same color code).
above (point 1), any shift in height of the atmosphere model as a whole leads to exactly the same Stokes parameters. Setting a common origin would require taking into account additional terms in the momentum equation, in addition to the hydrostatic one, such as the magnetic pressure and tension terms (see Sect. 2.7 of Priest 1987) . This cannot be done in a one-dimensional approach like the one used in this paper, where each pixel (x,y) on the solar surface is treated independently, and therefore setting a common origin lies out of the scope of the present investigation. Yet, some general scenarios are discussed later.
Finally, we perform a similar inversion as the one we have just carried out but this time applied to the Stokes profiles coming from the same snapshot shown in Fig. 1 . Here the physical parameters used to produce the simulated Stokes pseudovector, syn (λ), do not rely on the assumption of hydrostatic equilibrium, but rather they verify the full set of MHD equations. Therefore, the inversion, assuming that hydrostatic equilibrium applies, will provide insight into how accurate the inferences of the various height-dependent parameters are. Contrary to all previous tests, we now include in the inversion the three components of the magnetic field, B x,y,z , as well as the LOS velocity v LOS and we do not force them to be constant in height. The inversion is performed for the whole height scale z grid and thus there are 1280 free parameters.
We consider the same pixel as before (red square in Fig. 1 ). The physical parameters (X syn (z)) together with the Stokes simulated spectra they give to ( syn (λ)) are shown in Fig. 6 (black  lines) . The results of the inversion for the temperature T (z), the LOS velocity v LOS , and the three cartesian components of the magnetic field are shown in red (X (z)). We recall here that we employ two different approaches to deal with the large number of free parameters involved in the inverse problem (1280). On the one hand, the inversion is performed in a sequential manner. Thus, in a first step or cycle, each physical quantity inverted (T , v LOS , and B x,y,z ) was modified by a constant value across all zslabs. In the following steps or cycles, the perturbation for each parameter was linearly interpolated from the calculated ones at 8, 64, and finally all 256 different heights (equally spaced in z). On the other hand, the regularization introduced during the inversion of the dampened Hessian, (highly) reduces the dimension of the problem. For instance, in the last step of the inversion, there are 256 free parameters per physical quantity, but as is evident from middle column in Fig. 6 , perturbations in slabs below 900 km are ignored by the SVD method as the eigenvalues of the dampened Hessian associated to these heights are below the threshold. Something similar applies to higher layers where the density is so small that Stokes profiles are highly insensitive to the physical parameters on these slabs. In addition to these, the regularization also implies a smoothing of the solution in the sense that it reduces the effective height resolution. The smaller the threshold the larger the smoothing. For the inversion shown in Fig. 6 , of the 1280 possible free parameters only about 350 are really considered in the inversion after applying a SVD threshold of 10 . The result, as can be seen from the agreement between the simulated (black lines on the leftmost column in Fig. 6 ) and fitted (red lines in the same panels) Stokes profiles, is good.
If we focus on the physical parameters we first see that inferred parameters sometimes show large variations between slabs, mostly in LOS velocity and the magnetic field components. The reason is that since we are using the original height grid from the MHD simulation, the effect of a single slab over the overall Stokes profile appearance might be tiny, and so large excursions are possible with this inversion setup. Also, we see that the assumption of hydrostatic equilibrium leads to a general misfit of the z scale (middle row in Fig. 6 ), that is mostly seen as a different slope between the simulated and inferred temperature and as a compression of the inferred (red) LOS velocity and magnetic field components with respect to the simulated ones (black). We notice that, as mentioned before, there is no absolute height-scale-origin and therefore we set the height at which τ 5 = 1 as 1000 km. In contrast, the rightmost column of Fig.  6 shows that, in optical depth scale and in between lg τ 5 = 0 and lg τ 5 = −3, the physical parameters are nicely inferred. It is interesting to point out that the excellent recovery of the optical depth stratification is the result of the combined action of the two points mentioned above. First, if there is no regularization applied while calculating the inverse of the dampened Hessian, there is no convergence at all as the inverted matrix is (almost certainly for this large number of free parameters) quasi-singular. Second, without the sequential approach to the solution by progressive increase of the number of free parameters, the inversion results are strongly determined by the initial guess model. In this sense, the first inversion steps or cycles with a reduced number of free parameters can be seen as a way to get a good enough guess for the final one, as they do not capture all the complexity of the profiles but they are better suited to retrieve the general atmospheric behavior. For instance, in Fig. 6 , we have included in red and blue the final atmospheric model for the third and fourth cycles of the inversion, respectively (i.e., the ones with 64 and 256 perturbations per physical parameter). The results after the third cycle are already very close to the real one (black lines) but there are still some features that are slightly improved in the fourth step or 'cycle' of the inversion, where the perturbation of the model atmosphere is calculated over the whole geometrical scale grid. The sequential increase of the number of free parameters must be carried out with caution when applying the inversion to real observations. This is illustrated in Fig. 7 , where the differences between the fitted and simulated profiles after the third and fourth inversion cycles are displayed (following the same color code as in Fig. 6 ). These differences are already close to ∼ 10 −3 , 10 −4 I c (typical noise level in modern spectropolarimeters) after the third cycle (solid red lines) and therefore a small number of free parameters might be kept in real applications.
One may wonder as to why the model atmosphere in optical depth is so good while in geometrical height it is not. The reason is that in order to fit the Stokes profiles ( syn (λ)), the temperature, magnetic field components and LOS velocity in optical depth must be the same (up to a given accuracy) to that used for the synthesis. Yet, since hydrostatic equilibrium involves a very strong restriction, as it ignores all the other forces present in the MHD equation of motion, the gas pressure and density obtained in this fashion are unrealistic and so is the continuum opacity that relates geometrical and optical depth scales. Thus, in geometrical scale, the various physical parameters inverted, are inaccurately inferred. Here, it is clear that the ability to determine the various physical parameters in a three-dimensional volume from a set of polarimetric observations relies on the accuracy with which the gas pressure is known or estimated.
Conclusions and discussion
We present a numerical code that solves the RTE for polarized light (in the Zeeman regime) in geometrical scale z in a one-dimensional setup, which is made publicly available 2 . It includes, for the first time, the analytical calculation of the Response functions in height scale z, which allows a better understanding as to how the optical depth, and as a consequence the spectral lines, are formed in z. It is also possible to solve the inverse problem, inferring all relevant physical parameters from a given observation. The code is parallelized so that large datasets can be easily tackled both in the forward and the inverse solver. Here, we have tested the performance of the inversion using a huge number of free parameters, yet this number can be easily reduced if desired.
We see that solving the RTE in geometrical scale z yields, when facing the inverse problem, to two intrinsic degeneracies: 1) the absence, when analyzing each pixel independently, of an absolute height scale origin, and 2) solving the RTE in geometrical scale leads to a degeneracy concerning the thermodynamical parameters: T (z), P g (z), and ρ(z). The latter appears because there are different combinations of these physical parameters that yield the same absorption coefficient. In other words, there is no guarantee that, provided an observation, different attempts at the simultaneous inversion of two thermodynamical parameters will lead to the same geometrical scale z stratification.
One possibility to avoid this multiplicity on the solution of the inverse problem is to include an additional constraint such as hydrostatic equilibrium. Under this assumption, provided a boundary condition for the gas pressure, P g (z max ), and either T (z) or ρ(z), the remaining stratification of the thermodynamic parameters can all be obtained without degeneracy. The inclusion of this constraint in the solution of the inverse problem guarantees the uniqueness of inferred stratifications as a function of z, except for an absolute height-scale origin. The absence of such an origin cannot be addressed in a one-dimensional approach, as it requires that additional terms be considered (e.g., magnetic pressure and tension), in addition to the hydrostatic one, in the momentum equation. This is evident as the Lorentz force involves the calculation of spatial derivatives that can only be evaluated in a three-dimensional approach.
Finally, we tested the effects of the assumption of hydrostatic equilibrium on the inference of height-dependent physical parameters X(z). We see that since the gas pressure obtained under this assumption is not very accurate, the inferred z-dependences of the physical parameters deviate from the original ones. However, the inference of the temperature, the three components of the magnetic field vector, and LOS velocity is accurate in the optical depth scale τ.
These two open problems, namely the lack of an absolute height origin when treating each pixel individually (i.e., onedimensional approach), and the unreliability of the inferred gas pressure and density (in both the z and τ scales), can be addressed by including more terms, in addition to the hydrostatic one, in the momentum equation. This would allow a more realistic gas pressure, P g (z), and density ρ(z) to be retrieved. Once this is achieved, as we demonstrate here, all other physical parameters (including the magnetic field) can be reliably determined as a function of the geometrical height z, which in turn would allow a more realistic determination of electric currents, j = 1 4 π ∇ × B, and to infer a proper solenoidal magnetic field ∇ · B = 0. Since the proper determination of the currents and magnetic fields relies on the accuracy of the P g (z) and, at the same time, the latter depends on the currents and magnetic fields, this process will require an iterative approach. This would represent a major leap in the study of the magnetic topology in the solar atmosphere.
In the past, some attempts have been made with this aim (Solanki et al. 1993; Martinez Pillet & Vazquez 1993; Mathew et al. 2004 ), but it remains unclear how to proceed from observations to three-dimensional physical parameters. An ambitious possibility, presented by Riethmüller et al. (2017) , is to directly use state-of-the-art MHD codes to iteratively retrieve a simulation run that gets closer and closer to an observation. This way, since one is already solving the whole three-dimensional physical volume consistently, the final atmosphere has taken into account all the information available. However, this approach is computationally expensive, as it requires running MHD simulations and there is no guarantee that the simulation reproduces all the observed features. A different approach was presented by Puschmann et al. (2010) where they inverted an area of the solar surface under a one-dimensional approach and then included additional constraints by means of the hydrodynamic and magnetic terms of the MHD equation together with the ∇·B = 0 condition. However, in this approach the new and final three-dimensional atmosphere is not fully compatible with the observations. In addition, since it relies on evaluations of vertical displacements in each pixel, for large fields-of-views the number of free parameters becomes extremely large. A possibility to circumvent the latter was presented by Löptien et al. (2018) , where they used a modification of the method of Puschmann et al. (2010) , only accounting for the ∇ · B = 0 condition and using a Fourier decomposition so that the free parameters can be taken to a workable size. In this work, we present a numerical code that allows this problem to be faced in a different way, yet follows the idea presented by Puschmann et al. (2010) , namely including the hydrodynamic and magnetic terms of the MHD equation and the ∇ · B = 0 condition so that the three-dimensional atmosphere is horizontally consistent. Here however there are two advantages: 1) the horizontal derivatives required that the additional terms included in the equation of motion can be directly handled, and 2) the results of solving these additional equations, which lead to a different gas pressure, can be used to feed again the inversion code to retrieve a three-dimensional atmosphere that would be fully consistent with the observations. Now, one can substitute Eqs. A.2 and A.3 into Eq. A.1 and get
where we can substitute n 1 , provided that our equation of state is the ideal gas equation, so that its derivative is 
From Eq. A.4, it is evident that both derivatives on the righthand side of the Eq. A.8 depend on the derivative we want to calculate ( (A.9) where the definitions for D i , F i , G i, j , and H i, j are detailed below. If we introduce Eq. A.9 into Eq. A.8 and then this latter together with Eq. A.7 into A.6. These, we obtain Table A.1. Actual mathematical expressions for A i, j , B i, j , C i, j , G i, j , and H i, j terms for the various ionization stages. These expressions refer to the case of the derivative of the number of electron density with respect to temperature at constant gas density. δ refers to the partial differentiation with respect to the temperature at constant density. j = 1 j = 2 j = 3 A i, j α i,1 α i,2 0 0 B i, j 0 α i,2 0 C i, j 0 0 1 G i, j n 2 e δα i,1 α i,2 + α i,1 δα i,2 δα i,2 n e 0 H i, j 2 α i,1 α i,2 n e α i,2 0
This allows the calculation of the derivative of the number of electron density with respect to the temperature at constant density. We just need to specify the expressions for: D i , F i , G i, j , and H i, j . If we write m i, j = A i, j n 2 e + B i, j n e + C i, j , (A where it is to be noted that G i, j and D i do not appear, as they are null. We can see this point and retrieve the expressions for H i, j and F i if we write m i, j = A i, j n 2 e + B i, j n e + C i, j , (B.7)
where A i, j , B i, j , and C i, j are detailed in Table B .1. Then, taking the derivative of m i, j with respect to gas pressure at constant temperature and bearing in mind Eq. B.4 we get
e + ∂B i, j ∂P g T n e + ∂C i, j ∂P g T H i, j =2 A i, j n e + B i, j , (B.8) where the various terms for different ionization stages are listed in Table B .1. The terms A i, j , B i, j , and C i, j for the various ionization stages ( j) are either constants or functions of α i,1 and/or α i,2 . These terms, as can be seen in Eq. A.5, only depend on the temperature, so their derivatives with respect to gas pressure at constant temperature vanish. In a similar way, it can be Actual mathematical expressions for A i, j , B i, j , C i, j , G i, j , and H i, j terms for the various ionization stages considered. Here the case of the number of electron density derivatives with respect to the gas pressure at constant temperature. j = 1 j = 2 j = 3 A i, j α i,1 α i,2 0 0 B i, j 0 α i,2 0 C i, j 0 0 1 G i, j 0 0 0 H i, j 2 α i,1 α i,2 n e α i,2 0
shown that by taking the derivative of d i with respect to gas pressure at constant temperature, one leads to where the various terms appearing in the expression can be found in Appendix B.
