Necessary Conditions for Suboptimization over the Weakly Efficient Set Associated to Generalized Invex Multiobjective Programming  by Zengkun, Xu
 .JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 201, 502]515 1996
ARTICLE NO. 0270
Necessary Conditions for Suboptimization over the
Weakly Efficient Set Associated to Generalized
Invex Multiobjective Programming
Xu Zengkun
Department of Mathematics, Zhejiang Normal Uni¨ ersity, Jinhua, Zhejiang 321004,
People’s Republic of China
Submitted by E. Stanley Lee
Received November 14, 1994
The problem of optimizing a real-valued function over the weakly efficient set
associated to a multiobjective program is examined. Two types of necessary
conditions for suboptimizing the solution of the general problem are presented,
which are somewhat similar to Theorem 4.1 of S. Bolintineanu J. Optim. Theory
.Appl. 78, 1993, 579]598 , but under much weaker assumptions. Q 1996 Academic
Press, Inc.
1. INTRODUCTION
The problem to be considered here is
min f x , P .  .
xgE
n  .where f : R ª R and E s E F; S is the weakly efficient set for the
 .multiobjective program MOP
W y min F x , 1 .  .
xgS
 .T n rwith the objectives F s F , . . . , F : R ª R and nonempty feasible set1 r
S ; Rn. Recall that
E s x g S : F x9 y F x f yint Rr , ; x9 g S . 4 .  . q
The problem of optimizing a real-valued function f over the weakly
efficient or efficient set associated to a multiobjective program has been of
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much interest in the last two decades. This is mainly because of its
practical usage and difficulties in mathematical dealings. When f and
 .MOP are both linear, algorithms and theoretical results for Problem P
w xcan be found in 1]7 . Algorithms for linear MOP and nonlinear f can be
w xfound in 8]10 .
w xRecently, Bolintineanu in 11 first examined a general nonlinear prob-
lem. An explicitly first-order necessary condition was given for a subopti-
mal solution of the problem under some stronger assumptions; see Theo-
rem 4.1 therein. An algorithm was also presented to obtain a suboptimal
solution which is weakly efficient and approximates the optimal one to any
prescribed degree of accuracy, by using the necessary condition and
without generating the weakly efficient set. According to Bolintineanu, a
 .suboptimal solution of Problem P is any term of a sequence of elements
of the feasible set S which has at least one cluster point, and all the cluster
points are optimal solutions of the problem.
The main purpose of this paper is to present two types of necessary
 .conditions for a suboptimizing solution of Problem P , which are some-
w xwhat similar to Theorem 4.1 in 11 , but under much weaker conditions,
such as the continuous differentiability assumption for all the functions
involved, any constraint qualification or Mangasarian]Fromovitz condi-
w x.tion 12 assumption for the functions describing the set S, and the
assumption that the MOP is generalized invex; see the definition in
Section 3.
The paper is organized as follows. In Section 2, we define a function h
from Rn to R that will characterize the weakly efficient set E to some
satisfactory extent. Related results are also given. In Section 3, the func-
tion h is fully studied via the equivalence results between minima,
Kuhn]Tucker conditions, and saddle points restricted on S, for a general-
ized invex mathematical program with parameters. Section 4 presents two
types of necessary conditions for a suboptimal solution of the general
problem. Some concluding remarks in Section 5 finish the paper.
2. PRELIMINARIES
Let h: Rn ª R be defined by
h x s inf max F x9 y F x . 2 4 .  .  .  .i i
x9gS 1FiFr
The following lemma gives an analytical description of the set E.
LEMMA 2.1. The following relations hold.
 .  .i h x F 0, ; x g S;
 .   . 4ii E s x g S: h x s 0 .
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 .Proof. The proof of i can be finished by the relation
h x F max F x y F x s 0, ; x g S. 4 .  .  .i i
1FiFr
 .  .To prove ii , we notice that x g S and x f E if and only if F x y
 .F x - 0 for some x g S, which is equivalent to the statement that
  .  .4max F x y F x - 0 for some x g S, and then to the inequality1F iF r i i
 .h x - 0. The proof is complete.
Now, we define f : Rr ª R by
f t s inf max F x9 y t , ; t g Rr . 3 4 .  .  .i i
x9gS 1FiFr
Obviously,
h s f ( F . 4 .
r  .LEMMA 2.2. For ; t g R , if x is an optimal solution of Problem 3 thent
x g E.t
 .  .Proof. If x f E, then there exists x g S such that F x - F x ,t t
 .  .implying F x y t - F x y t. Thent
max F x y t s F x y t - F x y t 4 .  .  .i i i i i t i0 0 0 01FiFr
F max F x y t , 4 .i t i
1FiFr
  . 4where max F x y t occurs at i . The above inequality means that1F iF r i i 0
 .x is not a solution of Problem 3 , a contradiction. The proof is complete.t
w xThe following lemma is a summary of Theorem 3.1 and its proof in 11 ,
which will help us to get a better understanding of this paper.
LEMMA 2.3. If S is compact and F is continuous then E is compact; if
 .further f is lower semicontinuous then Problem P has an optimal solution.
In the sequel, we assume that the set S is given explicitly by
S s x g Rn : g x F 0, j s 1, . . . , q ; g x s 0, j s q q 1, . . . , m . .  . 4j j
5 .
S is still assumed to be nonempty; f , F, and g are assumed to be
continuously differentiable in the corresponding spaces, with
T m ng x s g x , . . . , g x g R , ; x g R . .  .  . .1 m
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We say that some constraint qualification is met on S, if x* is an
optimal solution of a problem of minimizing a subdifferentiable function
 w x.  .in the sense of Clarke 13 over S then x* is a generalized Kuhn]Tucker
point of the problem. For example, the well known Mangasarian]Fromo-
vitz condition is such a constraint qualification. Also, an affine g fulfills
w xthe condition. See 13 for details.
 .  .Using 5 , Problem 3 can be written as the following mathematical
programming problem with parameters:
f t s min max F x y t 4 .  .i i
x 1FiFr
s.t. g x F 0, j s 1, . . . , q , .j MP .t
g x s 0, j s q q 1, . . . , m. .j
 .We are going to present some results for Problem MP in the nextt
 .  .section. Information for the functions f t and then h x is easily ob-
tained.
3. A GENERALIZED INVEX MINIMAX PROBLEM WITH
PARAMETERS AND RELATED RESULTS
Let us review briefly some concepts of the generalized invexity which
appeared in the literature recently. Let u be a differentiable function from
Rn to R. Let C be a subset of Rn. u is said to be invex on C, if
T
u x y u u G =u u h x , u , ; x , u g C , 6 .  .  .  .  .
 . nfor some h x, u : C = C ª R ; u is said to be quasi-invex on C, if
T
u x F u u « =u u h x , u F 0, ; x , u g C , 7 .  .  .  .  .
 . nfor some h x, u : C = C ª R ; and, u is said to be quasi-invex-linear on
C, if
T
u x s u u « =u u h x , u s 0, ; x , u g C , 8 .  .  .  .  .
 . nfor some h x, u : C = C ª R .
 .DEFINITION 3.1. Problem 1 is said to be a generalized invex program,
 .  .if F x is invex for i s 1, . . . , r ; g x in quasi-invex for j s 1, . . . , q; andi j
 .g x is quasi-invex-linear for j s q q 1, . . . , m, on S, with respect to aj
 .  .  .common h x, u defined in 6 ] 8 . In this case, we also say that Problem
 .MP is generalized invex.t
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Clearly, a generalized convex program with convex objectives, especially
the convex program or linear program, is a generalized invex program, and
w xso are some kind of generalized fractional programs; see 14, 15 , for
example.
The following result concerns the equivalence between minima and the
 .Kuhn]Tucker conditions of Problem MP .t
 .THEOREM 3.1. Suppose that Problem 1 is a generalized in¨ex program,
and some constraint qualification is met on S. Then, x is a solution of
r m .  .  .Problem MP if and only if there exists l, n g R = R such that x, l, nt
sol¨ es the system
lT =F x q n T =g x s 0, 9a .  .  .
n g x s 0, j s 1, . . . , q , 9b .  .j j
g x s 0, j s q q 1, . . . , m , 9c .  .j
l F x y t y lT F x y t s 0, i s 1, . . . , r , 9d .  .  . . .i i i
l G 0, lTe s 1, 9e .
F x y t y lT F x y t F 0, i s 1, . . . , r , 9f .  .  . .i i
n G 0, g x F 0, j s 1, . . . , q , 9g .  .j j
T r .where e s 1, 1, . . . , 1 g R . Moreo¨er, x g E.
Proof. Denote
I x , t s i: F x y t s max F x y t , i s 1, . . . , r . 4 .  .  . 5i i k k
1FkFr
It is easy to verify that, for any fixed x and t, the set of l satisfying the
 .  .system 9d ] 9f coincides with that satisfying the system
lTe s 1, l G 0, S l s 1. 10 .ig I x , t . i
w xThen the necessity part is seen to have been proved in 16 , using the
constraint qualification assumption.
 .  .Suppose now that x, l, n solves 9 . Using the generalized invexity
w x  .  .assumption and similar to the proofs in 17 , we have that, from 9a ] 9c ,
 .  .9e , and 9g ,
T Tl F x y t G l F x y t , ; x g S. 11 .  .  . .  .
 .  .  .  .  .Since l, x satisfies 9d ] 9f , we have that, by 11 and using 10 for
x s x,
Tmax F x y t G l F x y t s max F x y t , ; x g S, 4  4 .  .  . .i i i i
1FiFr 1FiFr
12 .
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 .which means that x is a solution of Problem MP . Noticing that x g Et
follows from Lemma 2.2, the proof is complete.
Denote
 r T 4L s l g R : l G 0, l e s 1 , 13 .
L x , l; t s lT F x y t , l g L , x g S. 14 .  .  . .
DEFINITION 3.2. l g L is said to be a Lagrange multiplier of Problem
 .MP with respect to S, if the following condition holds.t
L x , l; t G f t for all x g S. 15 .  .  .
We also have the following result pertaining to the equivalence between
the Kuhn]Tucker conditions and the existence of a Lagrange multiplier of
 .Problem MP with respect to S.t
THEOREM 3.2. Suppose that the conditions in Theorem 3.1 are fulfilled;
suppose further that S is compact. Then,
 .  .  .i if x, l, n sol¨ es 9 then l is a Lagrange multiplier of Problem
 .MP with respect to S; con¨ersely,t
 .  .ii if l is a Lagrange multiplier of Problem MP with respect to S,t
 .  .  .then there exists x, n such that x, l, n sol¨ es 9 .
 .  .  .Proof. Part i follows by the combination of 11 and 12 :
Tl F x y t G max F x y t s f t , ; x g S. 16 4 .  .  .  . . i i
1FiFr
 .Suppose now that 15 holds for some l g L. Let x be a solution of
 .Problem MP . Such x exists since S is compact. We first note thatt
f t s max F x y t s max L x , l; t 4 .  .  .i i
1FiFr lgL
G L x , l; t , ;l g L . 17 .  .
 .  .Then, by the combination of 15 and 17 , and using the saddle-point
theory, we have
f t s max min L x , l; t s min L x , l; t .  .  .
lgL xgS xgS
s max F x y t s L x , l; t . 18 4 .  .  .i i
1FiFr
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 .  .  .  .The last equality in 18 implies that l satisfies 10 , hence 9d ] 9f , for
 .x s x. On the other hand, the equality in 18
L x , l; t s min L x , l; t .  .
xgS
implies that x is a solution of the nonlinear program
min L x , l; t , s.t. g x F 0; j s 1, . . . , q ; g x s 0, j s q q 1, . . . , m. .  .  .j j
x
19 .
 .Writing the Kuhn]Tucker necessary condition for Problem 19 at x since
we have the constraint qualification assumption, we have that there exists
m  .  .  .  .n g R such that x, l, n satisfies 9a ] 9c , and 9g . We conclude that
 .  .x, l, n solves 9 , and the proof is complete.
Remark 3.1. For a given t g Rr, denote
l t s l g Rr : l is a Lagrange multiplier of MP with respect to S , 4 .  .t
20 .
x t s x g Rn : x is a solution of Problem MP . 21 4 .  .  .t
If the conditions in Theorem 3.2 are fulfilled then a simple form of the
statements of Theorems 3.1 and 3.2 together is that for any t g Rr we
have
l t s l g Rr : x , l, n solves 9 , 22a 4 .  .  .  .
x t s x g Rn : x , l, n solves 9 ; 22b 4 .  .  .  .
 .  .  .l t and x t are nonempty, and x t ; E.
 .We can now obtain some important properties of the functions f t and
 .then h x defined in Section 2, using Remark 3.1.
THEOREM 3.3. Suppose the conditions in Theorem 3.2 are fulfilled. Then
 .  . r nf t and h x are e¨erywhere finite on R and R , respecti¨ ely. And
 .  . ri f t is con¨ex in R ;
 .  .ii the subgradient set of the con¨ex function f t is gi¨ en by
­f t s yl: l g l t ; 4 .  .
 .  . niii h x is locally Lipschitz continuous on R ; if further F is conca¨e
n  .  . n  .on R or on S with S being con¨ex then h x is con¨ex on R or on S ;
 .  .  .iv the subgradient in the sense of Clarke of h x at x is gi¨ en by
­ h x s ylT =F x : l g l F x . 4 .  .  . .
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 .  .Proof. f t and h x are everywhere finite since S is compact.
 .Now we draw from 18 the equations
f t s max min L x , l; t s max ylTt q min lTF x , 23 .  .  .  . 5
lgL xgS lgL xgS
 .  .which implies that f t is convex. This proves i .
 .  . rTo prove ii , we denote a s yl and define a function p a from R
to R:
max a TF x , if a g yL .
xgSp a s .  q`, otherwise.
 .It is easy to see that p a is a proper, closed convex function, since S and
 .L are both nonempty and compact. We also have that, by 23 ,
f t s sup a Tt y p a , 24 4 .  .  .
ragR
 .  .  .which means that f t is exactly p* t the conjugate of p a . According to
w x  .Rockafellar 18, Theorem 23.5 , ­ p* t is the set of a solving the problem
 .  .in the right-hand side of 24 . Equivalently, ­f t is the set of yl with l
 .  .solving the problem of the last expression in 23 , or with l satisfying 15 ,
 .  .by 18 . Part ii is now immediate by Remark 3.1.
 .  .Noticing that f t is locally Lipschitz continuous by i , the Lipschitz
 .continuity of h x follows from the continuous differentiability of F and
 .  .Relation 4 . If further F is concave, then we take some j g ­f t and
 .obtain, noticing ­f t is nonempty by Remark 3.1 and j F 0,
h x9 y h x s f F x9 y f F x .  .  .  . .  .
G j T F x9 y F x .  . .
TG j =F x x9 y x . .  .
 .  .Hence h x is convex and iii is proved.
 .  .  .The proof of iv is immediate by Relation 4 , and ii , and the chain
rule of differentiation in the sense of Clarke, which can be also proved
directly here.
4. NECESSARY CONDITIONS FOR SUBOPTIMIZATION
 .By Lemma 2.1, we see that Problem P is exactly the problem
min f x , s.t. yh x F 0; g x F 0, j s 1, . . . , q ; .  .  .j
g x s 0, j s q q 1, . . . , m. 25 .  .j
It seems that to obtain a Kuhn]Tucker necessary condition for Problem
 .  .25 would be difficult, since the system yh x - 0, x g S has no solution.
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This observation leads us to develop the following two suboptimization
 .problems for Problem P , which we shall describe separately.
In the following, we assume the assumptions in Theorem 3.2.
4.1. Suboptimization Using the Penalty Method
Consider the problem
min f x y mh x . P 4 .  .  .m
xgS
 .For each m ) 0, the compactness of S assumes that P has a solution xm m
 k4since h is continuous. Consider now an increasingly positive sequence m
k k  .kwith m ª `, and denote x s x . Noticing that h x has the propertiesm
described in Lemma 2.1, we have that, by the theory of penalty method,
 k4the sequence x has the properties
f x k F f x kq1 , ;k ; lim f x k s f *, .  .  .
kª`
 .where f * is the global optimal value of Problem P ; and all the cluster
 k4  . w xpoints of x are optimal to Problem P . See 11, Sect. 3 for details.
 k4  .Then, any term of x is an suboptimal solution for Problem P , in the
sense described in the first section.
We are now in a position to present a desired necessary condition for a
 .suboptimal solution of Problem P associated to a generalized invex
multiobjective program.
THEOREM 4.1. Suppose the conditions in Theorem 3.2 are fulfilled. Then,
m r .  .if x is a solution of Problem P then there exists t , l, n , x g R = R =m m
m n  .R = R such that x , t , l, n , x sol¨ es the systemm
=f x q mlT =F x q t T =g x s 0, 26a .  .  .  .m m m
T Tl =F x q n =g x s 0, 26b .  .  .
Tl F x y F x y l F x y F x s 0, i s 1, . . . , r , 26c .  .  .  .  . . .i i i m m
n g x s 0, j s 1, . . . , q , 26d .  .j j
t g x s 0, j s 1, . . . , q , 26e .  .j j m
g x s 0, j s q q 1, . . . , m , 26f .  .j
g x s 0, j s q q 1, . . . , m , 26g .  .j m
TF x y F x y l F x y F x e F 0, 26h .  .  .  .  . .m m
l G 0, lTe s 1, 26i .
n G 0, t G 0, g x F 0, g x F 0, j s 1, . . . , q. 26j .  .  .j j j j m
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Moreo¨er,
x g E, 27a .
Th x s l F x y F x . 27b .  .  .  . .m m
 .Proof. Write Problem P asm
min f x y mh x , s.t. g x F 0, j s 1, . . . , q ; 4 .  .  .j
g x s 0, j s q q 1, . . . , m. 28 .  .j
 .By the constraint qualification assumption and Theorem 3.3 iv , we have
 .that there exist j g ­ h x , i.e.,m
Tj s yl =F x , for some l g l F x , 29 .  .  . .m m
m  .and t g R such that x , t , j satisfies the systemm
=f x y mj q t T =g x s 0, 30a .  .  .m m
t g x s 0, j s 1, . . . , q , 30b .  .j j m
g x s 0, j s q q 1, . . . , m , 30c .  .j m
t G 0, g x F 0, j s 1, . . . , q. 30d .  .j j m
 .Now we set in Theorem 3.1 t s F x first, and then take some x gm
m  ..  .  .x F x and n g R such that l, n , x solves 9 . This can be done bym
 .  .  .Remark 3.1. Then x , t , l, n , x solves 9 and 30 together with j inm
 .  .  .30a being replaced by the expression in 29 , hence solves 26 .
 .  .Finally, 27a follows by Theorem 3.1; and, for t s F x , the equality inm
 .16 implies
h x s f F x s max F x y F x ; .  .  .  . 4 .m m i i m
1FiFr
 .  .then 27b follows from the equality in 12 . The proof is complete.
 .It is important to note that, in 26 , the number of the equations is
 .2m q 2n q r q 1, while the number of the unknowns x , t , l, n , x ism
2m q 2n q r.
We also note that Theorem 4.1 here applies to all m, while Theorem 4.1
w xin 11 applies only to the x that lie in a neighborhood of the weaklym
efficient set and then a sufficiently large m is needed for the use of the
results there theoretically.
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4.2. Suboptimization Using the Relaxation Method
Consider the problem
min f x , s.t. yh x F « , x g S. P .  .  . «
 .For each « ) 0, the compactness of S assumes that P has a solution x« «
 k4since h is continuous. Consider now a decreasingly positive sequence «
with « k ª 0, and denote x k s x k . It follows from Lemma 2.1 that E is«
 .included in the feasible set of Problem P for any « ) 0. So we have«
f x k F f x , ; x g E; 0 F yh x k F « k , ;k . .  .  .
 k4The second inequality implies that any cluster point of x belongs to E;
 .the optimality of it to Problem P is then implied by the first inequality.
 .So, Problem P is considered as another suboptimization problem of«
 .Problem P .
THEOREM 4.2. Suppose the conditions in Theorem 3.2 are fulfilled;
suppose further that the constraint qualification there is the
Mangasarian]Fromo¨itz condition for the function g. If x is a solution of«
m r m n .  .Problem P then there exists m, t , l, n , x g R = R = R = R = R«
 .such that x , m, t , l, n , x sol¨ es the system«
=f x q mlT =F x q t T =g x s 0, 31a .  .  .  .« « «
T Tl =F x q n =g x s 0, 31b .  .  .
Tl F x y F x y l F x y F x s 0, i s 1, . . . , r , 31c .  .  .  .  . . .i i i « «
n g x s 0, j s 1, . . . , q , 31d .  .j j
t g x s 0, j s 1, . . . , q , 31e .  .j j «
g x s 0, j s q q 1, . . . , m , 31f .  .j
g x s 0, j s q q 1, . . . , m , 31g .  .j «
Tm l F x y F x q « s 0, 31h .  .  . . .«
Tm G 0, l F x y F x F « , 31i .  .  . .«
TF x y F x y l F x y F x e F 0, 31j .  .  .  .  . .« «
l G 0, lTe s 1, 31k .
n G 0, t G 0, g x F 0, g x F 0, j s 1, . . . , q. 31l .  .  .j j j j «
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Moreo¨er,
x g E, 32a .
Th x s l F x y F x . 32b .  .  .  . .« «
 .Proof. Writing the Fritz John necessary condition for Problem P «
min f x , s.t. yh x F « , g x F 0, j s 1, . . . , q ; .  .  .j
g x s 0, j s q q 1, . . . , m , .j
m .at x , we have that there exists a nonzero vector m , m, t g R = R = R« 0
such that
Tm =f x y mj q t =g x s 0, 33a .  .  .0 « «
t g x s 0, j s 1, . . . , q , 33b .  .j j «
g x s 0, j s q q 1, . . . , m , 33c .  .j «
t G 0, g x F 0, j s 1, . . . , q , 33d .  .j j «
m G 0, m G 0, 33e .0
yh x F « , m h x q « s 0, 33f .  .  . .« «
 .for some j g ­ h x .«
 .  .The M-F condition assumes m , m / 0, by 33a . Suppose now that0
 .m s 0. Then we can set m s 1 in 33 without loss of generality. Then0
 .  .33a becomes, by using 29 for x s x ,m «
T T T= =F x q t =g x s 0; l G 0, l e s 1. 34 .  .  .« «
 .  .  .System 34 , together with 33b ] 33d , implies that x g E, which can be«
 .  .seen by setting x s x and t s F x in 9 and from Theorem 3.1. Then« «
 .  .  .we must have h x s 0 by Lemma 2.1. But we obtain from 33f h x s« «
y« - 0. This contradiction shows that we must have m ) 0. The rest of0
 .the proof is similar to that of Theorem 4.1, by first setting m s 1 in 330
 .  .and then using 27 for x s x together with 33f . The proof is complete.m «
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 .  .Remark 4.1. As compared with system 26 , we have in system 31 one
 .additional unknown m with one more equation 31h . The number of the
unknowns is still less than the number of the equations by one. The
additional one gives us the additional information that
0 F yh x F « , 35 .  .«
for a prescribed « ) 0, which may be useful in formulating algorithms.
5. CONCLUDING REMARKS
We have proposed two types of necessary conditions for a suboptimal
solution of the problem of minimizing a nonlinear real-valued function
over the weakly efficient set associated to a generalized invex multiobjec-
tive program, under much weaker assumptions. The linear case and convex
case are special ones. The main tools in our research are the equivalence
results between minima, Kuhn]Tucker conditions, and the restricted sad-
dle-point theory that is formulated by the author for a special purpose.
Other tools are basic results of the conjugate function and nonsmooth
analysis. Once there are such equivalence results under some additional
weaker assumptions, our results will be valid under the new ones.
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