This paper tests the Longstaff and Schwartz two-factor model of the term structure using real yield data from Australia, Germany, the United Kingdom and the United States. We use Hansen's generalized method of moments (GMM) framework to test the cross-sectional restrictions imposed by the LS two-factor model as well as the CoxIngersoll-Ross one-factor model. Further, we compare the forecasting ability from both one-and two-factor models. Our findings support the superiority of the two-factor model and, hence, indicate that both the short-term interest rate and the volatility of short-term interest rates are important factors in modeling the term structure of interest rates. 
I. Introduction
Short-term interest rates play several significant roles in modern economies. It is a key instrument for policy makers to manipulate monetary policy to influence the macroeconomy. The short rate is also a key input for the valuation process of all fixed income securities and derivatives, the implementation of optimal hedging strategies, dynamic hedging and trading of bonds, and portfolio allocation decisions. As a result, over the past few decades, modeling short-term interest rates has been one of the most-studied topics in modern finance.
One area of keen interest has been the formal modelling of the term structure. Logically these models began with the simplest case based on a single-factor setup. However, in the 1980s, researchers demonstrated the inadequacy of such formulations and developed multiple-factor approaches to term structure (see, for example, Stambaugh, 1988; and Brennan and Schwartz, 1982) . Most notable, for the current paper, Longstaff and Schwartz (1992) pointed out that one of the inadequacies of the short-rate model is that it implies the instantaneous returns on bonds of all maturities are perfectly correlated.
Hence, they extend the Cox, Ingersoll and Ross (CIR) (1985) one-factor specification to a two-factor model of the term structure of interest rates. The LS (1992) model is theoretically appealing. It is developed to value interest-rate-sensitive contingent claims in the real economy. It belongs to the general equilibrium approach of term structure modeling. Hence, using the LS approach it is possible to endogenously determine the term structure, its dynamics, and functional form of the market price of risk.
One objection against many multiple-factor models of the term structure is that multiplefactors make the valuation problem complicated and in many cases intractable. This, however, is not a problem with the LS model. The LS provides closed-form formulae for bond pricing and its derivatives. Although the LS model is theoretically sound, their empirical tests have a serious drawback, namely, they test the term structure model of real rates using nominal rate data. The inability to reject the model using nominal data could be viewed as evidence supporting the model or alternatively it could be a reflection of the inconsistency between the theoretical underpinnings of the model and the data used.
Motivated by the above discussion, the purpose of our paper is to execute a test of the LS (1992) model using appropriately formulated real yield data in the international context. The countries we examine are the Australia; Germany; the UK and the US. This naturally leads us to our main research questions as follows:
1)
How well does the LS model fit real yield data?
2) Are the results of these tests similar across different fixed-income markets?
3) How well does the LS model work in terms of forecasting yields?
Our paper is organised as follows. Section 2 briefly reviews related empirical work on term structure modelling, with particular attention given to a multifactor Cox, Ingersoll, and Ross model. Section 3 describes the data and research design adopted. Section 4 presents empirical results and Section 5 concludes.
II. Literature Review
In general, modeling the term structure of interest rates can be classified into two major approaches: the no-arbitrage and the equilibrium approaches. The arbitrage-free approach assumes that no arbitrage opportunities exist in the economy. Given the stochastic evolution of one or more interest rates, the prices of all contingent claims can be derived by imposing the no-arbitrage condition. However, the no-arbitrage approach provides no guidance about the form of the market risk premium and can sometimes lead to internal inconsistencies or arbitrage opportunities due to the arbitrary choice of the functional form adopted. 1 Examples of the no-arbitrage approach include Ho and Lee (1986) , and Heath, Jarrow, and Morton (1992) .
In contrast to the no-arbitrage approach, the general equilibrium approach is built upon the intertemporal capital asset pricing model of Merton (1973) and the rational expectations equilibrium model of Lucas (1978) . The general equilibrium approach, developed by Cox, Ingersoll and Ross (1985) , represents an equilibrium specification of the underlying economy with assumptions regarding the evolution of one or more exogenous factors or state variables in the economy and about the preferences of a representative investor. According to the CIR model, the economy is composed of identical individuals, each of whom maximize utility subject to wealth such that each individual chooses his optimal consumption, and the optimal proportion of wealth to be invested in each of the production processes, and in each of the contingent claims.
Hence, in equilibrium, the CIR model is completely consistent with stochastic production and with changing investment opportunities such that the interest rate and the expected rates of return on the contingent claims have to adjust until all wealth is invested in the physical production processes. The CIR model yields testable implications for prices of bonds whose payoffs are denominated in real terms and the closed-form expressions for the endogenously derived real prices in terms of one or more state variables. The major advantage of the equilibrium approach over the no-arbitrage approach is that the functional form of market prices of risk is obtained as part of equilibrium and both the term structure and its dynamics are endogenously determined.
1 See Cox, Ingersoll and Ross (1985) for more discussion regarding the drawbacks of the no-arbitrage model.
Due to its theoretical appeal, the CIR model has been empirically tested and extended by many researchers since its introduction. Examples of this work include Stambaugh (1988); Brown and Dybvig (1986) ; Longstaff and Schwartz (1992) ; Gibbons and Ramaswamy (1993) ; Brown and Schaefer (1994) ; Pearson and Sun (1994) ; Balduzzi, Das, and Foresi (1996) ; Bakshi and Chen (1996); Jensen (2000) ; Bansal and Zhou (2002); and Chen and Scott (2003) . 2 Stambaugh (1988) employs nominal Treasury-bill data to test the prediction of the CIR model that conditional expected holding period returns of discount bonds are linearly related to forward rates. He rejects a one-factor model but finds only weak evidence for more than two factors. The main limitations of the Stambuagh approach are that the data used are based on nominal yields and that neither the underlying state variables are uncovered, nor the parameters of the CIR model estimated. Brown and Dybvig (1986) use a cross-sectional method to estimate certain combinations of the parameters of a one-factor CIR model using nominal Treasury-bill data. In examining the fit of nominal Treasury-bill prices to the CIR model, Brown and Dybvig (1986) fail to make use of the theoretical distribution of an instantaneous riskless rate implied by the model and they also cannot identify the speed of adjustment to the mean and market prices of risk separately and, hence, not all four parameters of the CIR model can be estimated.
Longstaff and Schwartz (1992) developed a two-factor general equilibrium model of the term structure of real interest rates using the CIR (1985) framework. Specifically, they use the short-term interest rate and the instantaneous variance of changes in the short-term interest rate as the two factors underlying the dynamics of term structure. The advantage of this model is that its dynamics and factor risk premium are all endogenously determined. Longstaff and Schwartz (1992) use generalized method of moments (GMM) to test the cross-sectional restrictions imposed on the term structure by the two-factor model, using nominal Treasury data. In their GMM estimation of the two-factor model, LS use one-month T-bill rates as a proxy for the instantaneous interest rate and estimates of interest rate volatility are generated from a GARCH(1,1) model. The major drawback of the empirical application of the LS model is the inconsistency of testing a real model using nominal yield data. Further, their approach depends on the assumption that the estimates for the two factors do not contain measurement error. Gibbons and Ramaswamy (1993) use GMM to estimate and conduct an empirical test of the one-factor real CIR model using real yield data. 3 They begin with the assumption that the price level is independent of the real economy and employ the steady-state distribution of the real interest rate to calculate the unconditional means, variances, and covariances of real yields to maturity of nominal discount bonds. The major disadvantage of GR is that they can use only Treasury bills, whose price is less sensitive to the model parameters relative to long-term coupon bonds. Further, using a steady-state density of interest rates is another disadvantage of GR, as it is the conditional density which determines the evolution of the term structure through time. Finally, their approach can be applied only to discount bonds and there are not enough coupon bonds available to construct the implied prices of discount bonds with various times to maturity without interpolation or extrapolation. Brown and Schaefer (1994) assume that the long-term rate and the spread between the short and long rate are the two factors driving the dynamics of the term structure. They fit the two-factor CIR model using swap rates data for six countries: US, UK, GER, YEN, ITL, and NGL. Pearson and Sun (1994) use nominal yield data and maximum likelihood estimation to estimate a two-factor CIR model where real rates and the price level are the two factors. They use the conditional density of state variables to estimate the one-and two-factor model and reject both. To obtain tractable likelihood functions, Pearson and Sun (1994) assume no measurement errors 4 by restricting the number of cross sections for the bond rates to be equal to the number of factors. They acknowledge that they should include price level data in estimating and testing the model, however, they do not do so due to the averaging problem of CPI data. 5 Balduzzi, Das, and Foresi (1996) use nominal yield data to estimate a two-factor CIR model, where the level of the short rate and a linear combination of any two rates, termed as 'central tendency', are the two factors. While this model complements the LS model, their objective is to use the two-factor model to understand the dynamics of the short rate. Bakshi and Chen (1996) integrate asset pricing theory with models from monetary economics and provide a complete analysis of the joint determination of the price level, inflation, equity prices, and the real and nominal term structures. They show that the nominal and real term structures can have completely different properties, including fundamentally different risk structures. They suggest that real term structure is completely driven by technological shocks, whereas its nominal counterpart is driven by monetary shocks. In the situation in which monetary and technological(real) shocks are uncorrelated, the process followed by the real term structure will be independent of that followed by the nominal term structure. Their results sharply contrast with CIR (1985) and Sun (1992) . Finally, they suggest that to model the real term structure, one should use one factor (real shock) as a proxy but to model the nominal term structure, one should use a two-factor model, driven by both real and inflationary shocks. 4 Measurement errors arise when there are more bond rates than unobservable factors or state variables. 5 See Pearson and Sun (1994) for further discussion of the averaging problem of CPI data. Jensen (2000) uses Efficient Method of Moment (EMM) to estimate the LS model using weekly three-month nominal rates and he rejects the LS model. Further, he suggests that the inadequacy of the LS model stems from problems in accommodating the volatility process. The major drawback of Jensen is that he uses only one nominal yield to estimate the real term structure. Bansal and Zhou (2002) develop a term structure model in which the short-interest rate and the market price of risk are subject to discrete regime shifts.
Using the EMM and the same data set as LS, they reject standard affine models that do not include a regime shift with up to three factors and find that the two-factor regimeswitching model with a regime-dependent risk premium best fits the data. Finally, Chen and Scott (2003) estimate a multifactor CIR using nominal yield data and a Kalman filter estimation technique. They find support for a three-factor model, which is an extension of the LS model.
III. Data and Research Method

A. Data
Our dataset consists of monthly observations of bill and bond yields and consumer price index (CPI) for Australia (AUS), Germany (GER), the United Kingdom (UK), and the United States (US). The data on AUS, GER, and UK yields and CPI for all countries are Finally, for all countries, with the exception of Australia, we collect monthly data on CPI from Datastream -in the case of Australia only quarterly CPI exist.
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To assess the forecasting performance of each model, we also partition our sample into two sub-samples, creating an in-sample and an out-of-sample analysis for each country. Table 1 reports summary statistics for the consumer price index and nominal yields for all countries examined. The shapes of the yield curve are similar across all sample periods for all countries. That is, on average, the yield curve is typically upward sloping, except for the UK, which exhibits a 'hump' shape for the in-sample and full sample periods.
However, the yield volatilities (standard deviations) are quite disparate across countries and sample periods. For the AUS yields, the yield volatilities decrease with the maturities 6 For simplicity we linearly interpolate monthly CPI figures between each quarterly observation.
for all sample periods. For the GER yields, yield volatilities increase with maturity for the out-of-sample and full sample period but have a V shape with a minimum volatility at the three year term-to-maturity. For the UK yields, the yield volatilities decreases with maturity for the out-of-sample period but have a V shape with a minimum at three years and five years for the in-sample and full sample period, respectively. For the US yields, the yield volatilities display a 'hump' shape with a peak at nine months for all sample periods. Finally, for all sample periods, nominal yields for all countries exhibit a high degree of persistence with the full-sample period being the most persistent and the outof-sample period being the least persistent.
[ Table 1 About Here]
B. Method
This study is built upon the two-factor LS (1992) model. 7 The short-term interest rate r and the variance of changes in the short-term interest rate V, which are easily estimated or obtained, are chosen as two underlying factors driving the term structure of real yields.
That is, the equilibrium value of ( ) , , F r V τ , a riskless unit discount bond with τ periods until maturity derived by Longstaff and Schwartz (1992) is:
where 
The specification in equation 3 and the assumption that volatility follows a GARCH(1,1) process: 
allow Longstaff and Schwartz (1992) to estimate their two-factor model.
Following Longstaff and Schwartz (1992) , we first estimate the conditional volatility of the short-term real yield using GARCH (1,1) with variance in the mean equation. 9 The changes in observed values of the real yield, the short-term real yield and its conditional volatility serves as input into Hansen's (1982) GMM estimation with the following moment conditions:
where t e Y Y τ τ = ∆ − ∆ , θ is a vector of parameters to be estimated, and Ŷ τ ∆ is the change in observed yield on a τ -maturity bond. The number of moment conditions depends on the number of maturities of the observed yield. Thus, if we have observed yields on n different maturities and m 2 parameters, we will have 3n moment conditions, resulting in 3n-m 2 over-identifying restrictions on a system of moment equations using the GMM approach.
In addition, for comparative purposes we also estimate the LS one-factor model and obtain GMM difference statistics to test which model performs better. To obtain the specification of the one-factor CIR model, we follow LS (1992) by imposing the restrictions 0 α δ γ = = = and express the yield on a τ -maturity bond, Y τ , and change in yield on a τ -maturity bond, Y τ ∆ , as follows:
For the one-factor LS/CIR model, the changes in observed values of real yield, and the short-term real yield are the inputs to Hansen's (1982) GMM estimation with the following moment conditions:
C. Forecasting
To assess the performance of both the one-factor CIR and two-factor LS/CIR models, we perform a forecasting exercise as follows. First, for both models, we estimate GMM parameters during the in-sample period. Given the GMM estimates, we then back out two unknown parameters, , λ and η for the two-factor model, and one unknown riskpremium parameter for the one-factor model during the in-sample periods.
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Next, we fit various ARIMA-(G)ARCH specifications to the CPI, the two unknown parameters , λ and η for the two-factor model and the one unknown risk-premium parameter for the one-factor model during the in-sample period in order to identify the best time-series specifications for these parameters. 13 We then adopt the identified time series specifications to the rolling sample window to obtain out-of-sample forecasts for these series.
Given the GMM estimates and the time-series estimates for the remaining unknown parameters, we can obtain the real yield for each term structure model. We then convert the real yield to nominal yield using the forecasted CPI series and finally compute the following forecast errors for both in-and out-of-sample periods: 
where ME is the mean error; MAE is the mean absolute error; RMSE is the root mean square error; U is Theil's inequality; ˆ, i i y y are forecasted and actual yields, respectively;
12 For the forecast exercise, we use Chan, Karolyi, Longstaff and Schwartz (1992) moment conditions to obtain GMM estimates for three unknown parameters in the one-factor CIR model. 13 The best model is selected as that which achieves the minimum value of the Schwarz Bayesian criterion and the Akike criterion. Results of this process are suppressed to conserve space but are available upon request.
and N is the number of observations. For ME, MAE, and RMSE, a smaller value indicates a better forecast. Theil's inequality ranges from 0 to 1, and the closer its value is to zero, the better is the forecast. Table 2 reports GMM estimates for both one-factor CIR and two-factor LS/CIR models for all four countries examined. Like LS (1992), we find that the cross-sectional restrictions imposed by the two-factor model cannot be rejected by data from all countries examined at conventional significance levels, whereas the cross-sectional restrictions imposed by the one-factor model can be rejected for Australia and the US.
IV. Empirical Results
A. GMM Estimates
Results from the two-factor model are very impressive since the cross-sectional restrictions are imposed on yields with maturities up to 10 years (for AUS yields), 30 years (for GER and the UK yields), and 5 years (for US yields). This implies that the twofactor model holds for the entire yield curve (i.e. short-term, immediate and long-term maturities). 14 Like LS (1992), we find that the fit between the actual and the two-factor model standard deviations is very close across all sample periods, except for the out-ofsample period of AUS, GER and UK. For example, Table 1 shows that the actual standard deviations range from 0.0269 in the 3-month US yield to 0.0233 in the 5-year US yield for the full sample period. The standard deviation implied by the two-factor model ranges from 0.0253 in the 3-month US yield to 0.0225 in the 5-year US yield. The mean difference between the actual and two-factor model standard deviations is only 0.001 for the US and AUS yields, 0.006 for the UK yield, and 0.0275 for the GER yield for the full sample period. 15 Finally, the GMM difference statistics reported in Table 2 are significant at 5% level for all countries examined. This implies universal superiority of the two-factor model over the one-factor model.
[ Table 2 About Here]
In addition, we examine the ability of the one-and two-factor models to fit actual yields at different points in time along the yield curve. Figure 1 (for the US), illustrative of when interest rates were moderate. Finally, Panel D presents the average yields over the in-sample period.
As shown in Figure 1 , for all countries, except for the AUS yields (during the moderate and low yield periods), the yields implied by the two-factor LS model track the actual yield curve better than those by the one-factor model for all shapes of yield curves (i.e. regardless of whether rates are high, moderate or low).
[ Figure 1 About Here] 15 As noted by Longstaff and Schwartz (1992) , the moment restrictions adopted do not impose the restriction that these moments (mean, standard deviation, or higher moments) match. Table 3 reports various measures of forecast performance for both in-and out-of-sample periods for Australia. For the AUS yields, the ME, MAE, RMSE and U indicate that twofactor model forecasts the longer-term yields (5 and 10 years) better than does the onefactor model -both in-sample and out-of-sample. However, the one-factor model gives a better forecast for the short-term (6 month) yield than does the two-factor model. The overall forecast errors from the one-factor model are smaller than those from the twofactor model in both in-and out-of-sample period for the Australian real yields even though the two-factor model performs better at the longer end (5 and 10 years). This is due to the large forecast errors when using the two-factor model to forecast short-term yields.
B. Forecasting Results
[ Table 3 About Here]
Tables 4, 5 and 6 report similar forecast error performance for Germany, the UK and the US, respectively. The key messages coming from these tables can be summarized as follows. First, for the remaining three countries, the results are fairly similar to each other.
That is, we find that the two-factor model is generally superior to the one-factor model.
Second, for the German sample the one-factor model does seem to do better in out-ofsample forecasting. Third, the UK and US samples provide the strongest forecasting support for the LS two-factor model -in all situations this specification dominates its simpler one-factor counterpart for these two countries.
[Tables 4, 5 & 6 About Here]
V. Conclusion
This paper adopts Hansen's generalized method of moments (GMM) framework to test the cross-sectional restrictions imposed by the Longstaff and Schwartz (1992) [LS] twofactor model as well as the Cox-Ingersoll-Ross one-factor model using real yields in four different countries: Australia, Germany, the UK and the US. Specifically, we test the term structure models, developed for the real economy using real yields. We find that we can reject the one-factor model in favour of the LS two-factor model using the GMM difference statistics for all four countries examined. In addition, we also measure the forecasting ability from both the one-and two-factor models. We find that the in-sample forecasts are superior to the out-of-sample forecasts in all cases. For all countries except for Australia, we find forecasts from the LS two-factor model are superior to those from the one-factor CIR model both for in-and out-of-sample periods. That is, our findings generally support the two-factor model and, hence, indicate that both the short-term interest rate and the volatility of changes in the short-term interest rates are important factors in modelling the term structure of interest rates. This table reports the GMM tests of the cross-sectional restrictions on the change in real yield implied by the one-and two-factor CIR models for the following countries: Australia (AUS), Germany (GER), United Kingdom (UK), and the United States (US). For the two-factor model, the four parameters are estimated from a system of 9 moment conditions for AUS, 21 for GER, 27 for the UK, and 24 for the US, resulting in 5, 17, 23 and 20 over-identifying restrictions, respectively. For the one-factor model, the two parameters are estimated from a system of 9 moment conditions for AUS, 21 for GER, 27 for the UK, and 24 for the US, resulting in 7, 19, 25 and 22 over-identifying restrictions, respectively. The data are monthly and are expressed in annualised form. Table 3 Forecast Error Metrics from the One-and Two-Factor LS/CIR models: Australian Data
This table reports for Australian Data: mean error (ME), mean absolute error (MAE), root mean square error (RMSE), and Theil's inequality for the Longstaff and Schwartz (1992) two-factor model (LS2) and the Cox, Ingersoll and Ross (1985) one-factor model (CIR1 Table 4 Forecast Error Metrics from the One-and Two-Factor LS/CIR models: German Data
This table reports for German Data: mean error (ME), mean absolute error (MAE), root mean square error (RMSE), and Theil's inequality for the Longstaff and Schwartz (1992) two-factor model (LS2) and the Cox, Ingersoll and Ross (1985) one-factor model (CIR1 
