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Abstract
We study disorder effects upon the temperature behavior of the upper critical magnetic field in
attractive Hubbard model within the generalized DMFT+Σ approach. We consider the wide range
of attraction potentials U – from the weak coupling limit, where superconductivity is described by
BCS model, up to the strong coupling limit, where superconducting transition is related to Bose –
Einstein condensation (BEC) of compact Cooper pairs, formed at temperatures significantly higher
than superconducting transition temperature, as well as the wide range of disorder – from weak to
strong, when the system is in the vicinity of Anderson transition. The growth of coupling strength
leads to the rapid growth of Hc2(T ), especially at low temperatures. In BEC limit and in the
region of BCS – BEC crossover Hc2(T ) dependence becomes practically linear. Disordering also
leads to the general growth of Hc2(T ). In BCS limit of weak coupling increasing disorder lead
both to the growth of the slope of the upper critical field in the vicinity of transition point and to
the increase of Hc2(T ) in low temperature region. In the limit of strong disorder in the vicinity
of the Anderson transition localization corrections lead to the additional growth of Hc2(T ) at low
temperatures, so that the Hc2(T ) dependence becomes concave. In BCS – BEC crossover region
and in BEC limit disorder only slightly influences the slope of the upper critical field close to Tc.
However, in the low temperature region Hc2(T ) may significantly grow with disorder in the vicinity
of the Anderson transition, where localization corrections notably increase Hc2(T = 0) also making
Hc2(T ) dependence concave.
PACS numbers: 71.10.Fd, 74.20.-z, 74.20.Mn
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INTRODUCTION
The studies of disorder influence on superconductivity have rather long history. In pioneer
papers by Abrikosov and Gor’kov [1–4] they analyzed the limit of weak disorder (pF l ≫ 1,
where pF is the Fermi momentum and l is the mean free path) and weak coupling supercon-
ductivity, which is well described by BCS theory. The well known “Anderson theorem” on
the critical temperature Tc of superconductors with “normal” (nonmagnetic) disorder [5, 6]
is usually also attributed to this limit.
The generalization of the theory of “dirty” superconductors for the case of strong enough
disorder (pF l ∼ 1) (and up to the region of Anderson transition) was done in Refs. [7–10],
where superconductivity was also analyzed in the weak coupling limit.
Most dramatically the effects of disordering are reflected in the behavior of the upper
critical magnetic field. In the theory of “dirty” superconductors the growth of disorder
leads to the increase both of the slope of the temperature dependence of the upper critical
field at Tc [6] and of Hc2(T ) in the whole temperature region [11]. The effects of Anderson
localization in the limit of strong enough disorder are also mostly reflected in the temperature
dependence of the upper critical field. At the point of Anderson metal – insulator transition
transition itself, localization effects lead to rather sharp increase of Hc2 at low temperatures
and temperature dependence ofHc2(T ) is qualitatively different from the dependence derived
by Werthamer, Helfand and Hohenberg (WHH) [11], which is characteristic for the theory
of “dirty” superconductors and Hc2(T ) dependence becomes concave, i.e. demonstrates the
positive curvature [7–9].
The problem of the generalization of BCS theory into the strong coupling region is known
for pretty long time. Significant progress in this direction was achieved in paper by Nozieres
and Schmitt – Rink [12], who proposed an effective method to study the crossover from BCS
– like behavior in the weak coupling region towards Bose – Einstein condensation (BEC) in
the strong coupling region. At the same time, the problem of superconductivity of disordered
systems in the limit of strong coupling and in BCS – BEC crossover region is still rather
poorly developed.
One of the simplest models to study BCS – BEC crossover is Hubbard model with attrac-
tive interaction. Most successful approach to the Hubbard model, both to describe strongly
correlated systems in the case of repulsive interaction, as well as to study the BCS – BEC
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crossover for the case of attraction, is the dynamical mean field theory (DMFT) [13–15].
In recent years we have developed the generalized DMFT+Σ approach to the Hubbard
model [16–21], which is very convenient for the studies of different external (with respect to
those accounted by DMFT) interactions. In particular, this approach is well suited for the
analysis of two – particle properties, such as optical (dynamic) conductivity [20, 22].
In Ref. [23] we have used this approach to analyze single – particle properties of the
normal phase and optical conductivity in attractive Hubbard model. This was followed
by our use of DMFT+Σ in Ref. [24] to study disorder influence on the temperature of
superconducting transition, which was calculated within Nozieres – Schmitt-Rink approach.
In particular, in this work for the case of semi – elliptic “bare” density of states (adequate for
three – dimensional case) we have numerically demonstrated the validity of the generalized
Anderson theorem, so that all effects of disordering on the critical temperature (for all values
of interaction parameter) are related only to general widening of the “bare” band (density
of states) by disorder.
An analytic proof of this universality of disorder influence on all single – particle properties
in DMFT+Σ approximation and on superconducting critical temperature for the case of semi
– elliptic band was given in Ref. [25].
Starting with classic work by Gor’kov [3], it is well known that Ginzburg – Landau
expansion is of fundamental importance for the theory of “dirty” superconductors, allowing
the effective studies of the behavior of various physical parameters close to superconducting
critical temperature for different disorder levels [6]. The generalization of this theory (for
weak coupling superconductors) to the region of strong disorder (up to the Anderson metal
– insulator transition) was done in Refs. [7–9].
In Refs. [26–28] combining Nozieres – Schmitt-Rink approximation with DMFT+Σ for
attractive Hubbard models we provided microscopic derivation of the coefficients of Ginzburg
– Landau expansion taking into account disordering, which allowed the generalization of
Ginzburg – Landau theory to BCS – BEC crossover region and BEC limit of very strong
coupling for different levels of disorder. In particular, in Ref[28] using the generalization
of self – consistent theory of localization this approach was extended to the case of strong
disorder, where Anderson localization effects become important. It was shown, that in the
weak coupling limit the slope of the Hc2(T ) dependence at T = Tc increases with disordering
in the region of weak disorder in accordance with the theory of “dirty” superconductors,
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while in the limit of strong disorder localization effects lead to the additional increase of the
slope of the upper critical field. However, in the region of BCS – BEC crossover and in BEC
limit the slope of Hc2(T ) close to Tc only slightly increases with the growth of disorder and
the account of localization effects is more or less irrelevant.
In the present paper, using the combination of Nozieres – Schmitt-Rink and DMFT+Σ
approximations for the attractive Hubbard model we shall analyze disorder effects on the
complete temperature dependence of Hc2(T ) for the wide range of U interaction values,
including the region of BCS – BEC crossover, and the wide range of disorder levels up to
the vicinity of the Anderson transition.
HUBBARD MODEL WITHIN DMFT+Σ APPROACH IN NOZIERES – SCHMITT-
RINK APPROXIMATION
We consider the disordered nonmagnetic Anderson – Hubbard model with attraction
described by the Hamiltonian:
H = −t ∑
〈ij〉σ
a†iσajσ +
∑
iσ
ǫiniσ − U
∑
i
ni↑ni↓, (1)
where t > 0 is transfer integral between nearest neighbors, U is the Hubbard attraction on the
lattice site, niσ = a
†
iσaiσ – number of electrons operator on the site, aiσ (a
†
iσ) – annihilation
(creation) operator for an electron with spin σ, and local energies ǫi are assumed to be
independent random variables on different lattice sites. For the validity of the standard
“impurity” diagram technique [33, 34] we assume the Gaussian distribution for energy levels
ǫi:
P(ǫi) = 1√
2π∆
exp
(
− ǫ
2
i
2∆2
)
(2)
Distribution width ∆ serves as a measure of disorder and the Gaussian random field of
energy levels (independent on different lattice sites – “white noise” correlations) induces
the “impurity” scattering, which is considered within the standard approach, based on
calculations of the averaged Green’s functions [34].
The generalized DMFT+Σ approach [16–19] extends the standard dynamical mean field
theory (DMFT) [13–15] by addition of an “external” self – energy (SE) Σp(ε) (in general
case momentum dependent), which is related to any interaction outside the limits of DMFT,
and provides an effective method of calculations for both single – particle and two – particle
properties [20, 22]. It completely conserves the standard self – consistent equations of DMFT
[13–15], while at each step of DMFT iteration procedure the external SE Σp(ε) is recalculated
again using some approximate scheme, corresponding to the form of an external interaction
and the local Green’s function of DMFT is also “dressed” by Σp(ε) at each stage of the
standard DMFT procedure.
In our problem of scattering by disorder [20, 21] for the “external” SE, entering DMFT+Σ
cycle, we use the simplest (self – consistent Born) approximation neglecting “crossing” dia-
grams for impurity scattering. This “external” SE remains momentum independent (local).
To solve the effective single – impurity Anderson model of DMFT in this paper, as in our
previous works, we use the very efficient method of numerical renormalization group (NRG)
[29].
In the following we assume the “bare” band with semi – elliptic density of states (per
unit cell with lattice parameter a and for single spin projection), which is reasonable ap-
proximation for three – dimensional case:
N0(ε) =
2
πD2
√
D2 − ε2, (3)
where D defines conduction band half – width.
In Ref. [25] we have shown that in DMFT+Σ approach for the model with semi – elliptic
density of states all the influence of disorder on single – particle properties reduces simply
to disorder induced band widening, i.e. to the replacement D → Deff , where Deff is the
effective band half – width of conduction band in the absence of correlations (U = 0),
widened by disorder:
Deff = D
√
1 + 4
∆2
D2
. (4)
The “bare” (in the absence of U) density of states, “dressed” by disorder,
N˜0(ξ) =
2
πD2eff
√
D2eff − ε2, (5)
remains semi – elliptic also in the presence of disorder.
It should be noted that in other models of “bare” band disorder induces not only widening
of the band, but also changes the form of the density of states. Thus, in general case there
will be no complete universality of disorder influence on single – particle properties, which
is reduced to the simple replacement D → Deff . However in the limit of strong disorder,
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which is of the main interest to us, the “bare” band always becomes in practice semi –
elliptic and the universality is restored [25].
All calculations in this work, as in the previous, were done for rather typical case of
quarter – filled band (number of electrons per lattice site n=0.5).
To analyze superconductivity for a wide range of pairing interaction U , following Refs.
[23, 25], we use Nozieres – Schmitt-Rink approximation [12], which allows qualitatively
correct (though approximate) description of BCS – BEC crossover region. In this approach,
to determine the critical temperature Tc we use [25] the usual BCS – like equation:
1 =
U
2
∫ ∞
−∞
dεN˜0(ε)
th ε−µ
2Tc
ε− µ , (6)
where the chemical potential µ for different values of U and ∆ is determined from DMFT+Σ
– calculations, i.e. from the standard equation for the number of electrons (band filling),
which allows to find Tc for the wide interval of model parameters, including the BCS – BEC
crossover region and the limit of strong coupling, as well as for different levels of disorder.
This reflects the physical meaning of Nozieres – Schmitt-Rink approximation: in the weak
coupling region transition temperature is controlled by the equation for Cooper instability
(6), while in the limit of strong coupling it is determined as BEC temperature controlled by
chemical potential.
It was shown in Ref. [25], that disorder influence on the critical temperature Tc and single
– particle characteristics (e.g. density of states) in the model with semi – elliptic density of
states is universal and reduces only to the change of the effective bandwidth. In the weak
coupling region the temperature of superconducting transition is well described by BCS
model, while in the strong coupling region the critical temperature is mainly determined
by the condition of Bose – Einstein condensation of Cooper pairs and decreases with the
growth of U as t2/U , passing through a maximum at U/2Deff ∼ 1.
The review of this and similar results obtained for disordered Hubbard model in
DMFT+Σ approximation can be found in Ref. [21].
BASIC RELATIONS FOR THE UPPER CRITICAL FIELD
In Nozieres – Schmitt-Rink approach the critical temperature of superconducting transi-
tion is determined by combined solution of the weak coupling equation for Cooper instability
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in particle – particle (Cooper) channel and the equation for chemical potential for all val-
ues of Hubbard interaction within DMFT+Σ procedure. The usual condition for Cooper
instability is written as:
1 = −Uχ(q), (7)
where χ(q) is Cooper susceptibility, determined by the loop diagram in Cooper channel,
shown in Fig. 1. In the presence of an external magnetic field total momentum in Cooper
channel q acquires contribution from the vector potential A
q→ q− 2e
c
A. (8)
As we assume isotropic electron spectrum, Cooper susceptibility χ(q) depends on q only via
q2. The minimal eigenvalue of (q− 2e
c
A)
2
, determining (orbital)1 upper critical magnetic
field H = Hc2 is given by [30]
q0
2 = 2π
H
Φ0
, (9)
where Φ0 =
ch
2e
= pih¯
e
is magnetic flux quantum. Then the equation for Tc(H) or Hc2(T )
remains the same:
1 = −Uχ(q2 = q02). (10)
In the following we shall neglect relatively weak magnetic field influence on diffusion pro-
cesses (broken time reversal invariance), which is reflected in non equality of loop diagrams
in Cooper and diffusion channels. This influence was analyzed in Refs. [9, 10, 31, 32], where
it was shown that the account of this broken symmetry only slightly decreases the value
of Hc2(T ) at low temperatures, even close to the Anderson transition. In the case of time
reversal invariance and due the static nature of impurity scattering “dressing” two – particle
Green’s function Ψp,p′(εn,q) we can change directions of all lower electronic lines in the loop
with simultaneous sign change of all momenta on these lines (cf. Fig.1). Then we obtain:
Ψp,p′(εn,q) = Φp,p′(ωm = 2εn,q), (11)
where εn are Fermionic Matsubara frequencies, p± = p ± q2 , and Φp,p′(ωm = 2εn,q) is the
two – particle Green’s function in diffusion channel, dressed by impurities. The we obtain
the Cooper susceptibility as:
χ(q) = −T ∑
n,p,p′
Ψp,p′(εn,q) = −T
∑
n,p,p′
Φp,p′(ωm = 2εn,q). (12)
1 In this paper we do not consider paramagnetic effect due to electronic spin.
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FIG. 1: Equivalence of loops in Cooper and diffusion channels in the case of time reversal invariance.
Performing the standard summation over Fermionic Matsubara frequencies [33, 34] we
obtain for Cooper susceptibility entering Eq. (10):
χ(q0
2) = − 1
2π
∫ ∞
−∞
dεImΦRA(ω = 2ε, q0
2)th
ε
2T
, (13)
where ΦRA(ω,q) =
∑
p,p′ Φ
RA
p,p′(ω,q). To find the loop Φ
RA(ω,q) in the case of strong disor-
der (including the region of Anderson localization) we use the approximate self – consistent
theory of localization [34–40]. Then this loop contains the diffusion pole contribution, which
is written as [20]:
ΦRA(ω = 2ε, q0
2) = −
∑
p∆Gp(ε)
ω + iD(ω)q02
, (14)
where ∆Gp(ε) = G
R(ε,p) − GA(−ε,p), GR and GA are retarded and advanced Green’s
functions, while D(ω) is frequency dependent generalized diffusion coefficient. As a result,
Eq. (10) for Hc2(T ) takes the form:
1 = − U
2π
∫ ∞
−∞
dεIm

 ∑p∆Gp(ε)
2ε+ iD(2ε)2πHc2
Φ0

 th ε
2T
. (15)
The generalized diffusion coefficient in self – consistent theory of localization [34–40] for
the model under consideration is determined by the following self – consistence equation
[20]:
D(ω) = i
< v >2
d
(
ω −∆ΣRAimp(ω) + ∆4
∑
p
∆G2
p
(ε)
∑
q
1
ω + iD(ω)q2
)−1
, (16)
where ω = 2ε, ∆ΣRAimp(ω) = Σ
R
imp(ε)−ΣAimp(−ε), d is space dimensionality, while the average
velocity < v > is defined here as:
< v >=
∑
p |vp|∆Gp(ε)∑
p∆Gp(ε)
;vp =
∂ε(p)
∂p
. (17)
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Taking into account the limits of diffusion approximation summation over q in Eq. (16)
should be limited by [34, 39]
q < k0 = Min{l−1, pF}, (18)
where l is the mean – free path due to elastic scattering by disorder and pF is Fermi mo-
mentum.
In the limit of weak disorder, when localization corrections are small, Cooper susceptibil-
ity χ(q) is determined by ladder approximation. In this approximation Cooper susceptibility
was studied by us in Ref. [27]. Let us now rewrite self – consistency Eq. (16) so that in the
limit of weak disorder it explicitly reproduces the results of ladder approximation. In this
approximation we neglect all contributions to irreducible vertex from “maximally crossed”
diagrams and the last term in the r.h.s. of Eq. (16) just vanishes. Now we introduce the
frequency dependent generalized diffusion coefficient in ladder approximation as:
D0(ω) =
< v >2
d
i
ω −∆ΣRAimp(ω)
. (19)
The value of <v>
2
d
, entering the self – consistency Eq. (16), can now be expressed via this
diffusion coefficient D0 in ladder approximation. Then the self – consistency Eq. (16) takes
the form:
D(ω = 2ε) = D0(ω = 2ε)
(
1 +
∆4
2ε−∆ΣRAimp(ω = 2ε)
∑
p
∆G2
p
(ε)
∑
q
1
2ε+ iD(ω = 2ε)q2
)−1
.
(20)
In the framework of the approach of Ref. [27] the diffusion coefficient D0(ω = 2ε) in ladder
approximation can be obtained in analytic form. In fact, in the ladder approximation, the
two – particle Green’s function (14) can be written as:
ΦRA0 (ω = 2ε,q) = −
∑
p∆Gp(ε)
ω + iD0(ω = 2ε)q2
. (21)
Let us introduce
ϕ(ε,q = 0) ≡ lim
q→0
ΦRA0 (ω = 2ε,q)− ΦRA0 (ω = 2ε,q = 0)
q2
=
i
∑
p∆Gp(ε)
ω2
D0(ω = 2ε). (22)
Then the diffusion coefficient D0 can be written as:
D0 =
ϕ(ε,q = 0)(2ε)2
i
∑
p∆Gp(ε)
. (23)
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FIG. 2: Temperature dependence of the chemical potential for ∆/2D = 0.05 and different values
of interaction.
In Ref. [27], using the exact Ward identity, written in ladder approximation, it was shown
that ϕ(ε,q = 0) can be expressed as
ϕ(ε,q = 0)(2ε)2 =
∑
p
v2xG
R(ε,p)GA(−ε,p) + 1
2
∑
p
∂2ε(p)
∂p2x
(GR(ε,p) +GA(−ε,p)), (24)
where vx =
∂ε(p)
∂px
.
The procedure for the numerical now looks as follows. First, using Eqs. (24), (23) we find
the diffusion coefficient D0 in the ladder approximation. Then using self – consistency Eq.
(20) we find the generalized diffusion coefficient and solve Eq. (15) to determine Hc2(T ).
MAIN RESULTS
The chemical potential enters Eq. (15) defining Hc2(T ) as a parameter, which is to be
determined from from the condition of band (quarter)filling using the DMFT+Σ procedure.
Chemical potential depends not only on the coupling strength, but also on the temperature,
and this dependence is quite important in determining the value of Hc2(T ) in the limit of
strong enough coupling. NRG algorithm we use as an impurity solver of DMFT neglects
electronic levels quantization in magnetic field, i.e. magnetic field influence on electron
orbital motion and correspondingly on the chemical potential. In Ref. [23] we have shown,
that in attractive Hubbard model our DMFT procedure becomes unstable for T < Tc,
which is reflected in finite difference of even and odd iterations of DMFT. This instability
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is apparently related to instability of the normal state for T < Tc. In particular, it is most
sharp in BEC strong coupling limit (for U/2D ≥ 1), which makes impossible to determine
the chemical potential at T < Tc. In the weak coupling limit the difference between the
results of even and odd DMFT iterations is very small, which allows to find the values of
µ(T ) with high accuracy even for T < Tc. In Fig.2 we show the temperature dependence of
the chemical potential for different values of coupling strength. In the weak coupling limit
(U/2D = 0.4, 0.6) in Fig.2 we show data obtained from DMFT+Σ calculations, including the
region of T < Tc. In the limit of strong coupling we can determine the chemical potential
directly form DMFT+Σ procedure only at T > Tc and appropriate data points are also
shown in Fig. 2. From this figure we can see, that in the presence of interactions the
chemical potential acquires the linear temperature dependence, which is quite important
for us. In the weak coupling limit the chemical potential does not have any singularities
for T < Tc and we can assume, that in the strong coupling region µ(T ) follows the same
type of temperature dependence, which can be found from linear extrapolation (dashed lines
for U/2D = 1.0, 1.4 in Fig.2) from the region of T > Tc. This procedure was used in our
calculations for for the strong coupling region.
In the limit of weak disorder (∆/2D = 0.05 in Fig.3(a)) and weak coupling (U/2D = 0.2)
we observe the temperature dependence of the upper critical field similar to the standard
WHH dependence [11] with negative curvature. The growth of the coupling strength in
general leads to significant increase of the upper critical field up to extremely high values
over Φ0
2pia2
(a – lattice spacing) in the low temperature region. At intermediate couplings
(U/2D = 0.4, 0.6) the temperature dependence ofHc2(T ) acquires weak maximum at T/Tc ∼
(0.2−0.4). Further increase of the coupling strength leads to the growth of the upper critical
field and for U/2D = 1 the temperature dependence Hc2(T ) becomes almost linear and for
higher couplings the temperature dependence the value of the upper critical field remains
practically the same for all temperatures. With the growth of disorder (∆/2D = 0.11
in Fig.3(b)) situation remains qualitatively similar. The increase of the coupling strength
leads at first to the growth of Hc2 for all temperatures. The small maximum of Hc2(T ),
observed at intermediate couplings (U/2D = 0.4, 0.6) and weak disorder (∆/2D = 0.05)
vanishes. In the strong coupling region (U/2D ≥ 1) Hc2(T ) is in fact linear and only weakly
changes with coupling strength. At strong enough disorder (∆/2D = 0.25) with the growth
of coupling strength the upper critical field also grows in the whole temperature region.
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FIG. 3: Temperature dependence of the upper critical field at different values of the coupling
strength for three different disorder levels: (a) — ∆/2D = 0.05; (b) — ∆/2D = 0.11; (c) —
∆/2D = 0.25. On the left panels the upper critical field is normalized by Φ0
2pia2
, while on right
panels the upper critical field is normalized by its value at T = 0.
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FIG. 4: Temperature dependence of the upper critical field at Anderson metal – insulator transi-
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coupling strength. On the left panels Hc2 is normalized by
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This growth continues up to BEC region of very strong coupling (U/2D = 1.4), after that
Hc2(T ) dependence becomes linear and only weakly dependent on the coupling strength.
For comparison on the left panel of Fig.3(c) for U/2D = 0.6 we show both data obtained
using self – consistent theory of localization (filled triangles and continuous curve) and those
calculated from ladder approximation for impurity scattering (unfilled triangles and dashed
curve). Weak difference between these dependencies demonstrates that corrections from
Anderson localization at this disorder level (∆/2D = 0.25) are rather weak.
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In model under consideration in DMFT+Σ approximation the Anderson metal – insula-
tor transition occurs at ∆/2D = 0.37 and this value of critical disorder is independent of
the coupling strength (cf.[20]). Temperature behavior of the upper critical field precisely
at the point of Anderson transition and in Anderson insulator phase for different values of
coupling strength is shown in Fig. 4. In this figure filled symbols and continuous curves
show results of calculations using the self – consistent theory of localization, while unfilled
symbols and dashed curves correspond to the results of calculations using the ladder approx-
imation for impurity scattering. At the point of Anderson transition (∆/2D = 0.37 in Fig.
4(a)) and in the limit of weak coupling localization effects strongly change the temperature
dependence of Hc2(T ). In particular these effects enhance Hc2(T ) in the whole temperature
region. However, the greatest increase is observed at low temperatures, so that Hc2(T ) de-
pendence acquires positive curvature, as was first shown in Refs. [7, 8]. The increase of the
coupling strength leads to the growth of the upper critical field in the whole temperature
interval. The curves of Hc2(T ) in the intermediate coupling region (U/2D = 0.6, 1) still
have positive curvature. Further increase of the coupling up to U/2D = 1.4 also enhance
Hc2 at all temperatures. However, the account of localization corrections at such a strong
coupling is relevant only at low temperatures (T/Tc < 0.1). In this region the Hc2(T ) de-
pendence has positive curvature, while at other temperatures Hc2(T ) is in fact linear. With
further increase of coupling strength (U/2D = 1.6) Hc2(T ) becomes practically linear and
localization correction become irrelevant at all temperatures. Thus, in BEC limit of very
strong coupling the influence of of Anderson localization on the behavior of the upper criti-
cal field is rather weak. In Anderson insulator phase (Fig.4(b)) and in BCS weak coupling
limit (U/2D = 0.2) the account of localization effects leads to significant growth of Hc2(T )
(cf. insert in Fig.4(b)). The increase of coupling strength leads to the growth of the upper
critical field in the whole temperature region. At intermediate couplings (U/2D = 0.6, 1.0)
the account of localization effects notably increases Hc2 for all temperatures. However, the
most significant increase is observed in the region of low temperatures, leading to the pos-
itive curvature of Hc2(T ) dependence and very sharp growth of Hc2(T = 0). In BEC limit
of very strong coupling (U/2D = 1.4, 1.6) the upper critical field almost does not grow with
coupling strength. Contribution from localization effects for T ∼ Tc is irrelevant and Hc2(T )
dependence is practically linear. However, at low temperatures (T ≪ Tc) contribution from
Anderson localization still significantly enhances the upper critical field and Hc2(T ) curve
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has positive curvature. Thus, both in Anderson insulator phase and in BEC limit of very
strong coupling the influence of Anderson localization on the behavior of the upper critical
field is noticeably suppressed, though at low temperatures it still remains quite significant
changing the value of Hc2(T = 0).
In Fig. 5 we show temperature dependencies of the upper critical field for different levels
of disorder in three characteristic regions of coupling strength: in BCS weak coupling limit
(U/2D = 0.2), in BCS – BEC crossover region (intermediate coupling U/2D = 1.0) and in
BEC limit of strong coupling (U/2D = 1.6). In weak coupling limit (Fig.5(a)) the growth
of disorder leads to the increase of the upper critical field in the whole temperature region
in the limit of weak disorder (∆/2D < 0.19), while the temperature dependence has the
negative curvature and is close to the standard WHH dependence [11]. With further increase
of disorder with no account for localization corrections the upper critical field decreases
for all temperatures. However, taking into account localization corrections in the weak
coupling limit for the case of strong disorder ( ∆/2D ≥ 0.37) significantly increases the
upper critical field and qualitatively changes its temperature dependence, so that the curves
of Hc2(T ) acquire positive curvature. The upper critical field rapidly grows with disorder
at all temperatures. For intermediate coupling (Fig.5(b)) in the limit of weak disorder the
temperature dependence of the upper critical field becomes practically linear. The upper
critical field grows with disorder at all temperatures. In the limit of strong disorder (∆/2D ≥
0.37) localization corrections, as in the weak coupling limit, increase the upper critical field
at all temperatures and the curves of Hc2(T ) acquire positive curvature. However, in the
intermediate coupling region the influence of localization corrections is much weaker, than
in the weak coupling limit and is relevant only at low temperatures. In BEC limit of the
strong coupling (Fig.5(c)) and in the limit of weak disorder the curves of Hc2(T ) are in fact
linear. The upper critical field grows with disorder at all temperatures. In the limit of strong
disorder at the point of Anderson transition ( ∆/2D = 0.37) the Hc2(T ) dependence remains
linear and the account of localization corrections in fact does not change the temperature
dependence of the upper critical field. Further increase of disorder leads to the increase
of Hc2(T ). Deeply in the Anderson insulator phase (∆/2D = 0.5) the Hc2(T ) dependence
acquires the positive curvature and the account of localization effects enhances Hc2(T ) in
the low temperature region, while close to Tc localization corrections are irrelevant even at
such a strong disorder. Thus, the strong coupling significantly decreases the influence of
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FIG. 5: Temperature dependence of the upper critical field for different disorder levels: (a) — BCS
weak coupling limit (U/2D = 0.2); (b) — BCS – BEC crossover region at intermediate coupling
(U/2D = 1.0); (c) — BEC limit of strong coupling (U/2D = 1.6). Filled symbols and continuous
curves correspond to calculations accounting for localization corrections. Unfilled symbols and
dashed lines correspond to the “ladder” approximation for impurity scattering.
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localization effects of the temperature dependence of the upper critical field.
CONCLUSION
In this paper, within the combined Nozieres – Schmitt-Rink and Σ generalization of the
dynamical mean field theory we have investigated the influence of disordering, in particu-
lar the strong one (including the region of Anderson localization), and the growth of the
strength of pairing interaction upon the temperature dependence of the upper critical field.
Calculations were performed for the wide range of attractive potentials U , from the weak
coupling limit of U/2D ≪ 1, where instability of the normal phase and superconductivity
is well described by BCS model, up to the strong coupling limit of U/2D ≫ 1, where su-
perconducting transition is due to Bose – Einstein condensation of compact Cooper pairs,
which are formed at temperatures much higher than the temperature of superconducting
transition.
The growth of the coupling strength U leads to the fast increase of Hc2(T ), especially
at low temperatures. In BEC limit and in the region of BCS – BEC crossover Hc2(T ) de-
pendence becomes practically linear. Disordering also leads to the increase of Hc2(T ) at
any coupling. In the weak coupling BCS limit the growth of disorder increases both the
slope of the upper critical field close to T = Tc and Hc2(T ) in low temperature region. In
the limit of strong disorder in the vicinity of Anderson transition localization corrections
lead to additional sharp increase of the upper critical field at low temperatures and Hc2(T )
dependence becomes concave, i.e. acquires the positive curvature. In BCS – BEC crossover
region and in BEC limit weak disorder is insignificant for the slope of the upper critical field
at Tc, though the strong disorder in the vicinity of Anderson transition leads to noticeable
increase of the slope of the upper critical field with the growth of disorder. In low tempera-
ture region Hc2(T ) significantly grows with the growth of disorder, especially in the vicinity
of Anderson transition, where localization corrections noticeably increase Hc2(T = 0) and
Hc2(T ) curve instead of linear temperature dependence, typical in the strong coupling limit
at weak disorder, becomes concave.
In our model the upper critical field at low temperatures may reach extremely large value
significantly exceeding Φ0
2pia2
. This makes important the further analysis of the model, taking
into account paramagnetic effect and inevitable role of electron spectrum quantization in
17
magnetic field. Actually, we can hope that effects of quantization of the spectrum are
irrelevant in the limit of the strong disorder, while paramagnetic effect is much weakened in
the region of strong and very strong coupling. These questions will be the task of further
studies.
This work was performed within the State Contract (FASO) No. 0389-2014-0001 with
partial support by RFBR grant No. 17-02-00015 and the Program of Fundamental Research
of the RAS Presidium “Fundamental problems of high – temperature superconductivity”.
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