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Abstract
This paper deals with a posteriori error estimates for advection–reaction–diffusion equations. In particular, error estimators based
on the solution of local problems are derived for a stabilized ﬁnite element method. These estimators are proved to be equivalent
to the error, with equivalence constants eventually depending on the physical parameters. Numerical experiments illustrating the
performance of this approach are reported.
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1. Introduction
This paper deals with the advection–diffusion–reaction equations. This kind of problems arise in many applications,
for instance, to model pollutant transport and degradation in aquatic media, which was the motivation of the present
work.
In applications, typically the advective or reactive terms are dominant. In this case, inner or boundary layers arise
and stabilization techniques have to be used to avoid spurious oscillations (see [4] and references therein, which include
numerical methods). When ﬁnite element methods are used, adequately reﬁned meshes are useful to improve the quality
of the numerical solution with minimal computational effort. These schemes are typically based on a posteriori error
indicators. We refer to [3] for a survey of this kind of techniques applied to advection dominated problems. See also
[5,6,9] for error estimates in alternative norms adequately suited to this kind of equations.
In a recent article [1], we have introduced and analyzed from theoretical and experimental points of view an adaptive
scheme to efﬁciently solve the advection–reaction–diffusion equation. This scheme is based on a stabilized ﬁnite
element method introduced in [2] combined with a residual error estimator, similar to another one introduced in [8].
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We have proved global upper and local lower error estimates in the energy norm, with constants which depend on the
shape-regularity of the mesh, the polynomial degree of the ﬁnite element approximating space, and the local mesh
Peclet number.
Following this line, we introduce in this paper a framework to derive error estimators based on the solution of local
problems. We prove the equivalence of the resulting estimators with the residual based estimator analyzed in [1] and,
hence, with the energy norm of the error.
We report several numerical experiments which allow us to assess the effectiveness of this approach to capture
boundary and inner layers very sharply and without signiﬁcant oscillations. The experiments also show that the schemes
lead to optimal orders of convergence.
The paper is organized as follows. In Section 2 we recall the advection–diffusion–reaction problem under consider-
ation and the stabilized scheme. In Section 3 we recall the main result of [1] and derive a posteriori error estimators
based on the solution of local problems. Then, we prove their equivalence with the residual error estimator analyzed in
[1]. Finally, in Section 4, we report the results of some numerical tests, to assess the performance of the estimators.
2. A stabilized method for a model problem
Our model problem is the advection–reaction–diffusion problem
⎧⎪⎨
⎪⎩
−u + a · ∇u + bu = f in ,
u = 0 on D,

u
n
= g on N,
(2.1)
where  ⊂ R2, is a bounded polygonal domain with a Lipschitz boundary = ¯D ∪ ¯N, with D ∩N =∅. We denote
by n the outer unit normal vector to .
We are interested in the advection–reaction dominated case and assume that:
(A1)  ∈ R: 0 < >1;
(A2) a ∈ W1,∞()2: div a = 0 in ;
(A3) b1 in ;
(A4) D ⊃ {x ∈ : a(x) · n(x)< 0};
(A5) f ∈ L2(), g ∈ L2(N).
We use standard notation for Sobolev and Lebesgue spaces, norms, and inner products. Moreover, we introduce the
following notation: Let
H1D() := { ∈ H1(): = 0 on D}
and B be the bilinear form deﬁned on H1() by
B(v,w) :=
∫

(∇v · ∇w + a · ∇v w + bvw).
Then, the standard variational formulation of problem (2.1) is the following: Find u ∈ H1D() such that
B(u, v) =
∫

f v +
∫
N
gv ∀v ∈ H1D(). (2.2)
We consider the following (energy) norm on H1():
?u?:= (‖∇u‖20, + ‖u‖20,)1/2.
Assumptions (A1)–(A4) and integration by parts imply that
B(v, v)?v?2 ∀v ∈ H1D()
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and
B(v,w)(1 + ‖b‖∞, + −1/2‖a‖∞,)?v??w?.
Hence, as a consequence of Lax–Milgram’s Lemma, problem (2.2) has a unique solution.
Let us remark that the same conclusion holds if the assumption (A3) is substituted by the following one, which is
slightly weaker: − 12 div a + b1. Anyway, the difference is meaningless in practice, since typically div a = 0.
Let {Th}h>0, be a family of shape-regular partitions of into triangles. As usual, h denotes the mesh size:h=max hT ,
with hT being the diameter of T.
For k ∈ N, let
Vh := { ∈ H1D() : |T ∈ Pk ∀T ∈Th},
where Pk denotes the space of polynomials of degree at most k.
It is well known that the standard Galerkin method with this ﬁnite element space yields poor approximation when
>|a| or >b. For this reason we consider the following stabilized formulation introduced in [2]: Find uh ∈ Vh such
that
B(uh, vh) = F(vh) ∀vh ∈ Vh, (2.3)
where, for vh,wh ∈ Vh,
B(vh,wh) := B(vh,wh) −
∑
T ∈Th
∫
T
T (−vh + a · ∇vh + bvh)(−wh − a · ∇wh + bwh)
and
F(vh) :=
∫

f vh +
∫
N
gvh −
∑
T ∈Th
∫
T
T f (−vh − a · ∇vh + bvh).
In the expressions above, the stabilization parameter T is deﬁned as follows:
T (x) := h
2
T
bh2T max{1, PeRT (x)} + (2/mk) max{1, PeAT (x)}
,
with PeRT (x) and Pe
A
T (x) being the Peclet numbers, respectively deﬁned by
PeRT (x) :=
2
mkb(x)h
2
T
and PeAT (x) :=
mk|a(x)|hT

,
where mk := min{ 13 , Ck}, with Ck being a positive constant satisfying Ck
∑
T ∈Th h
2
T ‖vh‖20,T ‖∇vh‖20, ∀vh ∈ Vh,
which only depends on the polynomial degree k and the shape-regularity of the mesh.
The convergence and stabilization properties of this scheme have been investigated in [2], where numerical exper-
iments proving the effectiveness of this approach have been reported. In particular, the method has been shown to be
advantageous in comparison with other more standard stabilization techniques.
However, the experiments reported in [2] also show that the method does not allow a sharp resolution of inner layers
when quasi-uniform meshes are used. In the following section we introduce error indicators which will allow us to
create in an automatic fashion meshes correctly reﬁned around inner and boundary layers of the solution.
3. A posteriori error estimator
In this section we deﬁne error estimators based on the solution of auxiliary local problems. To prove their efﬁciency
and reliability, we will compare it with a residual based estimator analyzed in [1]. In what follows, we recall the
deﬁnition and main properties of the latter.
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Let Eh denote the set of all edges in Th and, for E ∈ Eh, let hE be the length of E. We deﬁne the respective
volumetric and edge residuals by
RhT (uh) := fh + uh − a · ∇uh − buh in T ∈Th,
RhE(uh) :=
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
− on E ∈ Eh: E /⊂ ,
gh − uh
n
on E ∈ Eh: E ⊂ N,
0 on E ∈ Eh: E ⊂ D,
where  · E denotes the jump across E, and nE is a unit normal vector to E (see for instance [7]). The functions fh and
gh denote arbitrary but ﬁxed approximations of f and g such that fh|T ∈ Pk ∀T ∈ Th and gh|E ∈ Pk−1 ∀E ∈ Eh
such that E ⊂ N.
For each T ∈ Th, let ET denote the set of edges of T. The following residual based local error estimate T was
introduced in [1]:
2T := 2T ‖RhT (uh)‖20,T
+ 1
2
∑
E∈ET : E /⊂
−1/2E‖RhE(uh)‖20,E +
∑
E∈ET : E⊂N
−1/2E‖RhE(uh)‖20,E , (3.1)
with
S := min{hS−1/2, 1}, S = E or S = T . (3.2)
The equivalence between this estimator and the energy norm of the exact error has been proved in [1], under similar
conditions to those of the next theorem:
Theorem 1. Let u and uh be the solutions of problems (2.2) and (2.3), respectively. Let fh, gh, and T be deﬁned as
above. Then, there hold
?u − uh?C
⎡
⎢⎣
⎛
⎝ ∑
T ∈Th
2T
⎞
⎠
1/2
+
⎛
⎝ ∑
T ∈Th
2T ‖f − fh‖20,T +
∑
E∈Eh: E⊂N
−1/2E‖g − gh‖20,E
⎞
⎠
1/2
⎤
⎥⎦
and
T C(1 + ‖b‖∞,	T + −1/2‖a‖∞,	T T )?u − uh?	T + T ‖f − fh‖0,	T
+
⎛
⎝ ∑
E∈ET : E⊂N
−1/2E‖g − gh‖20,E
⎞
⎠
1/2
∀T ∈Th,
where 	T := ⋃{T ′ ∈Th: T ′ and T share an edge}.
Here and thereafter, C denotes a generic positive constant, not necessarily the same at each occurrence but always
independent of the mesh-size and the small parameter .
In what follows we introduce some bubble functions and lifting operators which will be used in the sequel. Let 
T
be the classical cubic bubble function supported in T. Let 
E,, 0 < 1, be the piecewise quadratic bubble function
introduced in [8]. Let us recall that, for inner edges, the support of 
E, is the shadowed quadrilateral in Fig. 1.
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Fig. 1. Support of 
E,.
Let 
E := 
E,E , with E := min{1/2h−1E , 1}. Let PE be the lifting operator introduced in [8], which associates to
each  ∈ Pk−1(E), a piecewise polynomial function of degree k − 1 deﬁned on 	E := ⋃{T ∈Th : E ⊂ T }.
From now on we further assume that the coefﬁcients a and b are piecewise polynomial; more precisely,
(A6) a|T ∈ P1(T )2 ∀T ∈Th, b|T ∈ P0(T ) ∀T ∈Th.
Notice that, because of assumption (A6), RhT (uh) ∈ Pk(T ) ∀T ∈ Th. Moreover, RhE(uh) ∈ Pk−1(E) ∀E ∈ Eh and
then the following estimates follow from Lemma 3.3 in [8]:
Lemma 2. For all T ∈Th, there hold:
‖RhT (uh)‖20,T C
(
RhT (uh), R
h
T (uh)
T
)
T
, (3.3)
?RhT (uh)
T?C−1T ‖RhT (uh)‖0,T . (3.4)
Lemma 3. For all E ∈ Eh, there hold:
‖RhE(uh)‖20,EC(RhE(uh), RhE(uh)
E)E , (3.5)
‖PE(RhE(uh))
E‖0,	EC1/41/2E ‖RhE(uh)‖0,E , (3.6)
?PE(RhE(uh))
E?C1/4
−1/2
E ‖RhE(uh)‖0,E . (3.7)
Now we are in position to introduce the local problems that will be used to deﬁne the error estimators. Given T ∈Th,
let VT be the ﬁnite dimensional space deﬁned by
VT := span({
T v : v ∈ Pk(T )} ∪ {
EPE:  ∈ Pk−1(E), E ∈ ET : E /⊂ D}).
Let bT be a bilinear form deﬁned on VT such that there exist positive constants  and , eventually depending on ,
such that
|bT (v,w)|?v??w? ∀v,w ∈ VT , (3.8)
bT (v, v)?v?2 ∀v ∈ VT . (3.9)
Two different particular bilinear forms bT will be tested in the following section. The ﬁrst one is the same bilinear form
B of the original problem:
b
(1)
T (v,w) :=
∫
	T
(∇v · ∇w + a · ∇v w + bvw), (3.10)
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which satisﬁes (3.8) with =1+‖b‖∞,	T +−1/2‖a‖∞,	T . The second one is the bilinear form B without the advective
term:
b
(2)
T (v,w) :=
∫
	T
(∇v · ∇w + bvw), (3.11)
which satisﬁes (3.8) with = 1 +‖b‖∞,	T . Notice that in this case  does not depend on . Both, b(1)T and b(2)T , clearly
satisfy (3.9), with = 1 independently of , too.
Given T ∈Th, consider the following ﬁnite dimensional problem: Find vT ∈ VT :
bT (vT ,w) = (RhT (uh), w)T +
∑
E∈ET
(RhE(uh), w)E ∀w ∈ VT . (3.12)
From (3.8) and (3.9), problem (3.12) is well posed on VT , as a consequence of Lax-Milgram Lemma.
Finally, we deﬁne the local error estimate ˜T by
˜T :=?vT?. (3.13)
The following is the main theoretical result of this paper:
Theorem 4. Given T inTh, let T and ˜T be the estimators deﬁned by (3.1) and (3.13), respectively. Then, there exist
positive constants C and C′ such that
C′˜T T C˜T ,
where  and  are the continuity and ellipticity constants in (3.8) and (3.9), respectively.
Proof. For the lower bound of the theorem, we take w=vT in (3.12) and we use (3.9) and Cauchy-Schwartz inequality
to obtain
?vT?2bT (vT , vT )
= (RhT (uh), vT )T +
∑
E∈ET
(RhE(uh), vT )E
‖RhT (uh)‖0,T ‖vT ‖0,T +
∑
E∈ET
‖RhE(uh)‖0,E‖vT ‖0,E .
Next we use the following inverse inequalities which can be proved by following some arguments in [8] (see (5.6) and
the proof of (5.4) in this reference):
‖vT ‖0,T CT?vT?,
‖vT ‖0,EC−1/41/2E ?vT? ∀E ∈ ET .
Thus, from (3.1), we obtain
?vT?2C
⎡
⎣T ‖RhT (uh)‖0,T +
∑
E∈ET
−1/41/2E ‖RhE(uh)‖0,E
⎤
⎦?vT?CT?vT?,
and we conclude the lower bound of the theorem.
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To prove the upper bound, ﬁrst let wT := RhT (uh)
T ∈ VT . Using (3.3), (3.12) with w = wT , (3.8), and (3.4),
we have
‖RhT (uh)‖20,T C(RhT (uh), wT )
= CbT (vT ,wT )
C?vT??wT?
C?vT?−1T ‖RhT (uh)‖0,T .
Consequently,
T ‖RhT (uh)‖0,T C?vT?. (3.14)
Next, given E ∈ ET , such that E /⊂ D, let wE := PE
(
RhE(uh)
)

E ∈ VT . Taking w = wE in (3.12) we have
bT (vT ,wE) = (RhT (uh), wE)T + (RhE(uh), wE)E .
Hence, using (3.5), (3.8), Cauchy-Schwartz inequality, (3.6), (3.14), and (3.7), we have
‖RhE(uh)‖20,EC(RhE(uh), RhE(uh)
E)E = C(RhE(uh), wE)E
= C[bT (vT , PE(RhE(uh))
E) − (RhT (uh), PE(RhE(uh))
E)T ]
C[?vT??PE(RhE(uh))
E?+ ‖RhT (uh)‖0,T ‖PE(RhE(uh))
E‖0,T ]
C[?vT?1/4−1/2E ‖RhE(uh)‖0,E + −1T ?vT?1/41/2E ‖RhE(uh)‖0,E].
Now, because of the regularity of the mesh, ECT , and, consequently,
−1/41/2E ‖RhE(uh)‖0,EC?vT?.
Finally, from (3.14) and the last inequality we conclude the proof. 
As a consequence of Theorems 1 and 4, we obtain error estimates similar to those of Theorem 1, with ˜T instead of
T , although with the constants of the estimates depending on , whenever  or  do it.
4. Numerical experiments
In this section we report three series of numerical experiments with the stabilized method described in Section 2 and
an h-adaptive mesh-reﬁnement strategy based on the error estimators analyzed in Section 3. In all the experiments we
have used piecewise linear ﬁnite elements (i.e., polynomial degree k = 1) and we have taken as geometric domain the
unit square  := (0, 1) × (0, 1), although with different boundary conditions. We have considered different values of
the coefﬁcients , a, and b of the advection–reaction–diffusion equation (2.1), too.
The adaptive procedure consists in solving problem (2.3) on a sequence of meshes up to ﬁnally attain a solution with
an estimated error within a prescribed tolerance. To attain this purpose, the process is initiated with a quasi-uniform mesh
and, at each step, a new mesh better adapted to the solution of problem (2.2) is created. This is done by computing the
local error estimators ˜T for all T in the “old” meshTh, and reﬁning those elements T with ˜T max{˜T : T ∈Th},
where  ∈ (0, 1) is a prescribed parameter. In all our experiments we have chosen = 12 . To reﬁne the meshes we have
used the red-green-blue strategy described in [7].
We have considered two estimators: ˜(1)T , associated with the local bilinear form b
(1)
T as deﬁned in (3.10), and ˜(2)T ,
associated with b(2)T as deﬁned in (3.11). Notice that the constants  and  in Theorem 4 do not depend on  for b(1)T
and, consequently, ˜(1)T is equivalent to the estimator T with constants independent of .
Let us remark that the actual computation of the local estimators is not signiﬁcantly expensive. Indeed, on each
element we only need to solve a linear system of equations of size at most 6 × 6.
R. Araya et al. / Journal of Computational and Applied Mathematics 206 (2007) 440–453 447
1
y
x0 ∂u
 
∂n =0
∂u
∂n = 0
u=1
1
u=0
Fig. 2. Reaction–diffusion problem: Boundary conditions.
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Fig. 3. Reaction–diffusion problem: Meshes, level sets, and vertical sections of the approximate solutions.
4.1. A reaction–diffusion problem
The ﬁrst test consists in solving a purely reaction-diffusion problem. We have chosen the following data: a = 0,
b = 1, f = 1, and = 10−4. We have used the boundary conditions shown in Fig. 2.
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Fig. 4. Reaction–diffusion problem: Estimated and exact error curves.
Table 1
Reaction–diffusion problem: Effectivity indices
d.o.f. /?u − uh? ˜/?u − uh?
25 1.0550 0.8448
46 1.1146 0.8313
87 1.2511 0.8044
168 1.6019 0.8508
329 2.6508 1.1839
681 4.9660 1.7354
1386 5.1405 1.8379
3361 5.3372 1.8980
6952 5.5646 1.9755
15674 5.6383 2.0175
The exact solution of this problem is analytically known:
u(x, y) = 1 − sinh(
−1/2x)
sinh(−1/2)
;
thus, we have been able to compute the exact errors of our ﬁnite element approximations.
Notice that for this problem ˜(1)T = ˜(2)T because the advective term is not present.
Fig. 3 shows some of the successively reﬁned meshes created in the adaptive process. This ﬁgure also shows the
level sets and the vertical sections at y = 0.5 of the corresponding computed solution. The iteration number and the
number of degrees of freedom (d.o.f.) of each mesh are also reported in this ﬁgure.
Fig. 4 shows the error curves of the whole process for the estimated errors ˜=(∑T ∈Th ˜2T )1/2 and=(
∑
T ∈Th 
2
T )
1/2
.
We also include in this ﬁgure the exact errors of the adaptive schemes guided by ˜T andT , which are labeled “Error(˜T )”
and “Error(T )”, respectively. The ﬁgure also includes a line with slope − 12 , which corresponds to the theoretically
optimal order of convergence for piecewise linear elements.
It can be seen from Fig. 3 that the adaptive process leads to meshes correctly reﬁned in the boundary layer zone. In fact,
both estimators lead almost to the same meshes.
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Fig. 5. Advection–diffusion problem: Boundary conditions.
Fig. 6. Advection–diffusion problem: Meshes, level sets, and vertical sections of the approximate solutions.
On the other hand, the error curves show that the adaptive process yields optimal order convergence: the exact
and estimated error curves have approximately the same optimal slope − 12 . Furthermore, Fig. 4 shows that the error
estimator ˜ have a signiﬁcantly better effectivity index than the residual error estimator . This can be seen in Table 1,
where we report the effectivity indices of both estimators on the same meshes.
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Fig. 7. Advection–diffusion problem: Estimated and exact error curves.
Table 2
Advection–diffusion problem: Effectivity indices.
d.o.f /?u − uh? ˜(1)/?u − uh? ˜(2)/?u − uh?
25 2.1812 0.3407 24.333
46 3.2068 0.6258 10.920
87 4.6485 1.1046 6.1923
168 6.6701 1.5034 4.8887
329 9.5325 1.8677 4.8487
650 13.636 1.9943 4.5302
1291 10.847 1.6330 3.2424
2572 7.9263 1.4210 2.3588
5133 5.9732 1.3118 1.7781
10254 4.8094 1.2386 1.4422
20492 4.4072 1.2669 1.3554
43020 4.9213 1.5536 1.5941
4.2. An advection–diffusion problem
The second test consists in solving a purely advection–diffusion problem. We have chosen the following data:
a = (1, 0), b = 0, f = 1, = 10−4, and the boundary conditions shown in Fig. 5. Let us remark that this problem is not
covered by our theoretical results, since the chosen value of b violates assumption (A3).
The exact solution of this problem is also analytically known:
u(x, y) = x − e
− 1−x − e− 1
1 − e− 1
;
thus, we have been able to compute the exact errors, too.
Both estimators, ˜(1)T and ˜
(2)
T , lead to similar adapted meshes. Fig. 6 shows some of the successively reﬁned meshes
created in the adaptive process guided by the error indicators ˜(1)T . This ﬁgure also includes the level sets and the vertical
sections at y = 0.5 of the corresponding computed solution.
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Fig. 8. Advection–reaction–diffusion problem: Boundary conditions.
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Fig. 9. Advection–diffusion–reaction problem: Meshes and level sets.
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Fig. 10. Advection–reaction–diffusion problem: Estimated and exact error curves.
Fig. 7 shows the error curves for the exact and the estimated errors. Once more, “Error(˜(k)T )” denotes the exact error
of the adaptive scheme guided by ˜(k)T , k = 1, 2, and ˜(k) :=
(∑
T ∈Th ˜
(k)
T
)1/2
, the corresponding estimated errors.
Essentially the same conclusions as in the previous test can be drawn from Fig. 6. In spite of the fact that this problem is
out of the theory of Sections 2 and 3, the boundary layers are very sharply captured without any signiﬁcant oscillation.
Fig. 7 shows that the error estimators ˜(1) and ˜(2) have a very different behavior in the ﬁrst steps of the adaptive
process. However, once the meshes are sufﬁciently reﬁned around the boundary layer, both error curves attain almost
optimal slopes − 12 , which shows that optimal orders of convergence are again attained in both cases.
Fig. 7 also shows that ˜(1)T leads to slightly better adapted meshes than ˜
(2)
T , despite the fact that the theoretical
results are poorer for ˜(1)T , because the constant  in Theorem 4 for this estimator actually depends on ; namely,
= 1 + ‖b‖∞,	T + −1/2‖a‖∞,	T .
We report in Table 2 the effectivity indices of both estimators for the same meshes. We also include the effectivity
indices of the residual estimators . Once more, it can be seen a better performance of both estimators based on local
problems. Moreover, the effectivity indices are better for the estimator ˜(1), particularly for the coarser meshes.
4.3. An advection–diffusion–reaction problem with an inner layer
The last reported test consists in solving an advection–diffusion–reaction problem whose solution presents an inner
layer. The corresponding data are: a = (2, 1), b = 1, f = 0, = 10−4, and the boundary conditions shown in Fig. 8.
Fig. 9 shows some of the successively reﬁned meshes created in the adaptive process, as well as the level sets of
the corresponding computed solution. This ﬁgure clearly shows that the adaptive process leads once more to correctly
reﬁned meshes. The adaptive scheme detects both, the corner singularity of the solution and the inner layer, and leads
to meshes much more concentrated around these zones. Once the corner singularity is resolved, the adaptive scheme
detects the inner layer and advances through it reﬁning the mesh (see in particular the meshes corresponding to the
iteration numbers 10, 15, and 20). At the last iteration, the method captures the inner layer very sharply and without
any signiﬁcant oscillation.
Fig. 10 shows the error curves for the exact and the estimated errors. Here, the ‘exact’ errors, “Error(˜(1)T )” and
“Error(˜(2)T )”, have been computed by considering as ‘exact’ the numerical solution obtained with the last mesh of the
adaptive process. Because of this, we do not include the ‘exact’ error for the ﬁner meshes which should be heavily
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Table 3
Advection–diffusion–reaction problem: Effectivity indices
d.o.f /?u − uh? ˜(1)/?u − uh? ˜(2)/?u − uh?
25 3.8082 0.5171 3.0802
33 3.0784 0.4790 2.3646
66 4.9679 0.7265 3.4428
104 7.9254 0.9319 4.8678
176 11.808 0.8749 5.9623
321 16.672 0.8583 6.4331
454 19.132 0.8639 6.3211
636 21.408 0.8967 6.0916
873 23.645 0.9555 5.8088
1162 26.751 1.1057 5.6649
1300 27.236 1.1495 5.3725
1801 28.281 1.2570 4.9835
affected by the error of the ‘exact’ solution. No signiﬁcant difference between “Error(˜(1)T )” and “Error(˜
(2)
T )” can be
appreciated, because both estimators lead almost to the same meshes. However, Fig. 10 shows that in spite of the fact
that the theoretical results are poorer for ˜(1)T , its effectivity indices are better than those of ˜
(2)
T .
Again, we report in Table 3 the effectivity indices of the estimators , ˜(1)T and ˜
(2)
T . The same conclusions as in
the previous test can be inferred. The performance of the estimators based on local problems is better than that of the
residual estimator. Moreover, the estimator ˜(1) is in this case clearly the best one.
5. Conclusions
A framework to derive error estimators based on the solution of local problems has been introduced for
advection–reaction–diffusion equations. The equivalence of the resulting estimators depend on the continuity and
coercivity constants of the bilinear forms used for the local problems.
In particular, two bilinear forms have been analyzed from theoretical and experimental viewpoints. Although the
theoretical results are better for one of the estimators, the numerical experiments show similar performances. In both
cases, the effectivity indices of the estimators are signiﬁcantly better than those of a previously known residual based
estimator.
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