The dynamical systems approach to sizing and SIMP topology optimization, introduced in a previous paper, is extended to the case of timevarying loads. A general dynamical system, satisfying a Lyaponov-type descent condition, is derived and specialized to a goal function combining stiffness and mass. For a cyclic time-dependent load it is indicated how, in the limit of short cycles compared to the overall time scale, this can be handled by multiple load cases. Numerical examples, both for a convex and a non-convex case, illustrates the theory.
Introduction
In a previous paper, Klarbring and Torstenfelt [11] , we introduced a dynamical systems approach to sizing and SIMP 1 topology optimization. In this approach optimization is viewed as a time dependent evolution process and a central modeling concept is the Lyaponov inequality: the dynamical system should be such that a goal function never increases during an evolution.
In Klarbring and Torstenfelt [11] it was, moreover, shown that an existing model of bone remodeling, see [5, 6, 7] , can be put in one-to-one correspondence with a dynamical system, derived from a SIMP or density model of topology optimization. Thus, the time variable of this dynamical system, initially introduced as an artificial variable, can also be regarded as the real time variable of bone remodeling. Once this is realized (at least) two interesting directions of research emerge and are implemented in this paper: (i) In bone remodeling applications a purely static load is obviously not very common (consider e.g. walking), while in in the optimization context it has so far been the rule. In the present paper we extend our dynamical systems approach of SIMP topology optimization to include time varying loads, strengthening the connection to bone 1 The acronym SIMP stands for Solid isotropic Material with Penalization and is essentially an approach for penalizing intermediate design variable values when optimizing stiffness under a volume constraint (or the reversed). For a detail account we refer to Bendsøe and Sigmund [2] and Christensen and Klarbring [3] . remodeling further. (ii) The loading usually seen in bone remodeling applications is cyclic (again consider walking). Can such cyclic loading be connected to the structural optimization usage of multiple (static) load cases? In the present paper we show that this is indeed the case if the remodeling takes place in a time scale that is sufficiently longer than that of a loading cycle, say months and years compared to seconds.
We like to emphasize that, even though we do not rule out the possibility of using the dynamical systems approach as a vehicle for obtaining more efficient algorithms, this is not the aim this paper. Rather, we like to clarify and strengthen the connection between models of evolutionary problems such as bone remodeling and damage evolution, on the one hand, and structural optimization formulations, on the other. Such a connection is hinted at in several publications, see, e.g., Achtziger et al. [1] and Jang et al. [8] , but since the dynamical systems concept has been missing, this has not been achieve to a full extend in our view. These issues were further discussed in our previous paper [11] .
In Section 2 we develop a general dynamical system satisfying a Lyaponov inequality. This is done for both constant (in subsection 2.1) and time-varying (in subsection 2.2) external loads. In subsection 2.3 a two-scale view is introduced and it is shown how this coincides with a multiple load case approach under certain conditions. The weighted sum of compliance and mass is introduced as a particular goal function in subsection 2.4, and this is the example for which we also develop the algorithm in Section 3. Numerical calculations are finally reported in subsection 3.2. It is here demonstrated how a two-scale approach approximates the full solution of the cyclic case.
Theory
We consider a discrete or discretized structure with the following semi-definite stiffness matrix that depends on a vector ρ = (ρ 1 , . . . , ρ E ) T :
where E is the number of elements in the structure and K i is an element stiffness matrix. We like to give two different interpretations of the variables ρ i and the exponent q . The first interpretation is related to the so-called SIMP formulation of topology optimization. In this case ρ is a vector of design variables that takes values in the interval [0, 1], and by taking the exponent q > 1, interior points of the interval are penalized in an optimization process. The physical interpretation is that ρ i = 0 corresponds to an element having no stiffness and, thus, being essentially removed from the structure (a hole), while ρ i = 1 corresponds to an element with full stiffness K i . Intermediate values can be viewed as defining an isotropic composite material, see [2] . The second interpretation of ρ i and the exponent q comes from bone remodeling theory, see [5, 6, 7] . Here, ρ i represents the apparent density of the bone and experiments have shown that the stiffness of the bone depends on this density as a power of 2 to 3, meaning that q takes these values 2 . Clearly such a density has a zero lower bound and an upper bound that is the density of compact bone. Intermediate values represent trabecular (cancellous or spongy) bone. To incorporate both of these interpretations of (1) we will call ρ a vector of configurational variables and assume that it belongs to the set
where ρ and ρ are lower and upper bounds on ρ i .
The basic equilibrium equation for a linear elastic structure is now
where u is a vector of nodal displacements and F is the corresponding nodal forces.
The case of constant forces
The design problem generally consists of finding configurational variables such that specific requirements are meet (not necessarily one of optimality). In the present paper we choose to introduce this by stating that a given goal or objective function f = f (u, ρ) should never increase during a quasi-static evolution of the system, i.e.,
where t is a time-like variable and u = u(t) and ρ = ρ(t). For biological systems such as bone remodeling this means that we have observed some property, such as increasing stiffness, which seems to be the goal of adaptation. For the topology optimization interpretation, (3) is related to a dynamical systems approach to optimization, see [11] . This means that the optimization problem
is solved by defining a dynamical system with the property (3). The equilibrium points of many such dynamical systems coincide with the stationary points of (4), and (3) is the essential condition that is required from a Lyaponov function: if, in addition to this condition, f is radially unbounded and bounded below, the dynamical system is guaranteed to converge to an equilibrium point. Because of this connection we call (4), and similar inequalities, Lyaponov inequalities. Note, however, that the requirement (3) is more general than requiring an optimal point of (4), since there are dynamical systems that satisfy (3) but do not converge to a stationary point of (4). In the following we will derive a general dynamical system that satisfies (3). To that end, we like to relax the equilibrium constraint of (3). Taking the time derivative of this constraint (for constant F ) we obtain
is the apparent density.
By multiplying this equation by a Lagrangian multiplier vector λ and adding to the inequality of (3) we obtain
which should be satisfied for all evolutions of u, λ and ρ ∈ K. We achieve this requirement by assuming the adjoint system
where we have used the symmetry of K(ρ), and the inequality
where
and ∂I Ki (ρ i ) is a subdifferential of the indicator function of the set K i . To prove that (6) and (7) imply (5) we use that, see [12] 
It is easily shown, by taking the time derivative of λ i (ρ − ρ i ) = 0, that λ iρ i = 0, and, similarly, that λ iρi = 0. Using these facts and (6), when inserting (8) into (7), we conclude that the inequality (5) is satisfied. This type of proof of satisfaction of (5) is borrowed from a proof of thermodynamic consistency for a system involving a set constraint, first suggested by Strömberg [17] . As a final step in obtaining a system that satisfies the Lyaponov inequality (3) we need to satisfy (7) for allρ i . This follows by taking R i = k iρi for a nonnegative function k i , and this function could, e.g., depend on ρ, u and their time derivatives.
The full system of equations describing the evolution of u and ρ (and λ) for a given (fixed) force F now consists of (2), (6) and
The term λ
∂ρi u appearing in this equation is known as (the negative of) the mutual energy, see, e.g., Taylor and Bendsøe [19] . Note that the sign oḟ ρ i is determined by the relation between this energy and the partial derivative of the goal function and to that end it is interesting to note that if K(ρ) is non-singular, so that, by (2), we can view the displacement as a function of the design, i.e., u = u(ρ), then
Note also that the constraint ρ ∈ K is included in (8) . In fact, when the previous remark holds, (8) is equivalent to the following definition of forces as (generalized) derivative of a potential −R ∈ ∂f e (ρ),
is an extended objective function.
The case of time dependent loads
The evolution equation (9) was derived for a fixed force F and a goal function that did not depend explicitly on time. If these assumptions are relaxed, i.e., f = f (u, ρ, t) and F = F (t), we could still end up with a system defined by (2) , (6) and (9), granted that we start from the following Lyapunov inequality:
where ∂u/∂t is any function that satisfiesḞ = K(ρ)(∂u/∂t). This makes perfectly good sense since, from a thermodynamical analogy, the right hand side could be seen as the inflow of goal function value, i.e., an increase in such value that is not associated with configurational changes.
Two-scale approach ≈ multiple load cases
In the applications of the above theory to bone remodeling there are two very different time scales present: the growth of bone occurs on a scale of month and years while the change of external load occurs on a scale of seconds in a cyclic manner (consider walking). Therefore we will extend the above theory by introducing these two scales. The slow time scale is denoted t and the fast time scale is denoted τ and these are connected as t = τ ε, where ε is the length of a cycle of the external loading F , implying that one can consider τ as dimensionless and belonging to the interval [0, 1) during a cycle. As ε approaches zero we assume that ρ = ρ(t), u = u(t, τ ) and F = F (t, τ ), i.e., while the structural behavior (represented by u and F ) varies both in a quick cyclic manner and in an overall average manner, it is assumed that the growth behavior (represented by ρ) is so slow that no essential change in the configurational variable occurs in the fast time scale. These assumptions are reminiscent of the multi-scale expansion underlying homogenization theory, which has seen considerable attention in topology optimization, see [2] , although in that case one is concerned with variations in space instead of time. Integrating the Lyaponov inequality (3) over one cycle we obtain what is now a new basic design requirement that replaces (3):
Using the above assumptions concerning functional dependencies and taking the force to be independent of t, i.e., varying only only in a cyclic manner while the mean value is constant, the steps leading to (6) and (7) can be repeated also for the integrated inequality (11) and R i should now be defined as
where λ = λ(t, τ ). Concerning a time dependent goal function or/and a load depending also on t, i.e., when the amplitude of the cycles are varying, as discussed in subsection 2.2, this can also be given a two-scale treatment by using integrals in front of every term in (10). This two-scale view is akin to the classical treatment of multiple load cases in structural optimization. To make this clear we discretize the integral in (11) as follows:
where α ℓ are integration coefficients and τ ℓ ∈ [0, 1] are integration points. The discretized form of the Lyapunov inequality (11) can now be related to the following optimization problem:
where F ℓ corresponds to F (τ ℓ ) and u ℓ corresponds to u(τ ℓ , t), where the latter is independent of t when F only depends on τ . Clearly, this is a classical structural optimization problem with multiple load cases.
Special goal functions
In topology optimization the most common components of goal functions are compliance and weight. Compliance is defined as
and will, due to (2), coincide with the strain energy Ψ. The weight is a linear function of the configurational variables, i.e.,
for some constants a i . If ρ i is a density as in bone remodeling, a i will be the volume of element i. However, we could think of generalizing this so that W represents some general cost of material. Such a cost could be non-linear in ρ, see Klarbring et al. [10] . A natural goal function is now
for some constant µ. In this case
Using these results, together with the assumption that K(ρ) is non-singular for all ρ ∈ K so that, using (2), u can be seen as a function ρ, we find that (9) can be written as
where we have used the notation
The corresponding formula for the two-scale or multiple load case treatment of section 2.3, after the discretization in (13) is applied, is obtained simply by substituting
for e i (ρ) in (15) . As a side remark we mention that another possible combination of weight and compliance was suggested by Strömberg [18] , based on an idea of Rozvany [13, 14] :
where η is an adjustable parameter similar to µ above. For this f we find
Implying, that (9) now reads
In order to compare (15) and (18) we note that at equilibrium points (ρ i = 0) when ρ ∈ K is strictly satisfied, (15) gives
For the same special case (18) gives
Thus, the goal functions (14) and (17) are essentially equivalent in the sense that for a particular solution dependent choice of constants µ and η the same equilibrium points are defined. However, paths leading to such points are obviously different, and from the practical view of computations, one of the two goal functions could turn out to be more useful than the other. However, this is not investigated in the present paper.
3 Numerical treatment and results
Algorithm
In the previous paper, Klarbring & Torstenfelt [11] , it was shown that a particular choice of positive function k i in (15), namely
for a positive constant λ, results in a dynamical system that, when discretized, gives an iteration formula that can be identified with a classical optimality criteria (OC) algorithm, as given, in, e.g., [2] . This is a new interpretation of the OC method and it shows that an iteration sequence produced by this method can be seen as approximating a solution path of a dynamical system. For clarity of presentation we recall below the steps leading from the dynamical system to the OC iteration formula. With the above choice of k i , (15) can be written as follows:ρ i = 0 if ρ i = ρ and ∂f /∂ρ i < 0 or ρ i = ρ and ∂f /∂ρ i > 0, and otherwise
We rewrite this equation as
Given a solution ρ(t) at time t, we like to calculate an approximation of the solution at time t + ∆t. By an explicit time discretization of the left hand side of equation (19) we calculate test valuesρ i (t + ∆t) from
which we rewrite, using standard formulas for logarithms, as
and where the approximation comes from using the first two terms in the Taylor expansion for the exponential. Equation (20) is the OC formula and we can identify the constant λ∆t as being the so-called damping coefficient. It should, however, be noted that the approximation done in (20) is not essential and in our calculations it is actually not made. In some applications we have even found that this speeds up convergence. As indicated in section 2.4, the modification that is needed in the formulation and, thus, in the algorithm, to treat the two-scale, or multiple load, case, is to substitute (16) for e i (ρ).
As is well known, when the exponent q in (1) is greater than zero, density distributions obtained from the SIMP formulation is prone to oscillations and mesh dependency, see [2] and [3] . Various regularization methods can be used as a remedy for this and were described in the present context in Klarbring & Torstenfelt [11] . Here we do not repeat this discussion but merely state that all calculations for q = 3, presented below, uses Sigmunds filter, see [15] .
Comparison of one and two-scale treatment for cyclic loading
Since the two-scale approach, based on relation (12), corresponds to a limit case when the cycle period goes to zero, it is in general difficult to numerically compare a cyclic one-scale approach to a two-scale one. However, when the cycle is such that f (u, ρ) is independent of τ (for a fixed ρ-distribution) we may adjust the loads so that the two goal functions have the same value for a particular ρ-distribution. The two formulations then have the potential of converging to the same solution. For a symmetric ρ-distribution, geometry and loads as in Figure 1 , the objective function (for a fixed ρ-distribution) is constant during a load cycle and equal to
Here δ is the deformation at and in the direction of a load F , when only one of the loads are applied. We like to compare (21) with the objective function for a two-scale approach of the same problem description. We then need to evaluate
for the load history shown in Figure 1 . The integral of the last expression becomes
where, in the last equality, we have assumed F = F 1 = F 2 , so that the corresponding displacements δ 1 and δ 2 are such that δ = δ 1 = δ 2 . Thus, this assumption for the loads gives equal values to the objective functions, which was our aim.
Numerical results
We solve the problem in Figure 1 for three different settings. Our aim is mainly to contrast a one-scale treatment to a two-scale one, but for comparison we have also solved the problem when both loads shown in Figure 1 act simultaneously as one single load case. We have used two different values for the constant q of equation (2), which in the introduction was indicated to be a penalty parameter in the SIMP method, while in the bone remodeling interpretation it is a parameter in the relation between apparent density and material stiffness. It is known, see Stolpe & Svanberg [16] , that the goal function is convex for q ≤ 1 and non-convex for other values.
In Figure 2 we show the solutions for the convex case (q = 1). The number of four-node elements with element-wise constant ρ-distribution in the 1 by 1 square is 14400 in all solutions. We take ρ = 1 and ρ equal to a small value. The initial ρ-distribution is constant over the whole design domain and such that ρ i = 0.3. The constant µ in the goal function (14) is 0.237181e−7 which is a value found by first solving a classical stiffness optimization problem with a constraint
The problem definition. In the right figure it is shown how the loads vary during a loading cycle. on total volume. The distributions shown in Figure 2 are the final steady-state solutions. The left hand one, where the loads are treated as one single load case, is clearly different from the other two, showing a larger gray region. There is also a difference, but less marked, between the other two cases, clearly indicated in the blow-ups. The middle solution is for the two-scale treatment, which is the same as using two separate load cases. In the right hand solution we use a onescale approach where we resolve each individual cycle. Each cycle is discretized into two time steps, so 2500 cycles are treated since each time step can be seen as one iteration, see Table 1 . In the two-scale approach it is possible to use much larger time steps. Since the damping factor translates into time increments as λ∆t, the number of iterations indicated in Table 1 are such that the two-scale solution is integrated only up to 0.6 times the final time of the one-scale solution. However, changes in density distributions between two increments were down to machine precision in both cases. The small but market differences between the two right hand side solutions are attributed to a finite cycle length ε in the one-scale case. Note that in all three solutions, shown in Figure 2 , there is a thin horizontal bar at the lower boundary. Horizontal forces in this bar are balanced by the integrated horizontal force in the large gray area (shown almost white in Figure 2 ). The reason for the presence of such a bar is the sliding boundary conditions at the upper boundary in Figure 1 , see the discussion in connection with the non-convex problem below. The non-convex case, i.e., q = 3, is shown in Figure 3 and in the right hand side of Table 1 . The number of elements and other data are the same as in the convex case and we use a filter radius that is 0.024 times the side length of the square in Figure 1 . The general trends in qualitative differences between the three solutions are the same as in the convex case, but possibly more marked.
We like to comment on the vertical structure present in all three solutions of Figure 3 . As indicated above, the reason for this structure is the slinging boundary conditions at the top boundary of the design domain. To understand this fact one may first consider that for a low amount of material used, the optimum structure would consist simply of two vertical columns connecting the forces to the support. When the amount of material exceeds that needed for building these columns (this amount is determined by the upper bound ρ and the small area over which the forces are applied), then a slanted structure needs to be added, but such a structure is not effective unless supported horizontally. To further enhance the understanding of this one may think of discrete truss: due to the sliding boundary, a bar that extends non-vertically from the load to the support will be stress free unless somehow supported horizontally.
Discussion
The dynamical systems approach to structural adaptation and optimization, introduced in [11] and further developed in this paper, can be viewed in complementary ways. On the one hand, it gives a mathematically well-defined evolutionary approach towards optimal (man-made) structures, complementing the more algorithmic view seen in, e.g., ESO-methods [20] . On the other hand, it describes adaptation that occurs in some natural phenomena such as bone remodeling [6] and damage evolution [1] . The present paper contributes to both of these views by showing how the classical multiple load case situation fits in an evolutionary view. The numerical examples indicate that a two-scale multiple load case treatment approximates a full one-scale cyclic treatment, while being significantly less computationally expensive.
As a final remark it can be pointed out that the models found in [5, 6, 7] , which are here given a new interpretation and are extended to cyclic loading, should be regarded as phenomenological first approximations to the complex processes of bone growth and remodeling. Obviously they do not take into account transport phenomena and bio-chemical processes. However, such developments are possible: in [9] we indicated how the present dynamical systems approach can be extended to involve inflow of "bio-chemical" energy, or "nutrient", that stimulates the growth process. In a forthcoming publication we will also show how the so-called lazy zone concept, see e.g. [4] , fits naturally into the present frame.
