ABSTRACT The segmentation of ship targets in remote sensing images is of great importance in both military and civil fields. The existing methods often suffer from a low overlap between region proposals, which are constrained to be the horizontal rectangles and the ground truth. This enhances the problems of background noise and results in more false positives and a lower recall. Hence, we propose a method to generate the rotated bounding boxes that are more appropriate for ship segmentation. The proposed method is based on the Mask R-CNN framework, and the key contribution lies in the approach to predefine the rotated bounding boxes and generate the rotationally unconstrained region proposals. Specifically, for a double-stage proposal generation, a multiangle region proposal layer is designed; following this, an adapted alignment approach is proposed to extract the features for each proposal. In addition to the above-mentioned two proposed methods, we adopt a second stage to refine the proposals with rotation regression and mask prediction. We evaluated the proposed method using a remote sensing dataset with extensively labeled ship targets, and the experimental results show that the proposed method performs better than its competitors. The proposed method significantly increases the recall of densely arranged ships while substantially reducing the number of false positives.
I. INTRODUCTION
Ship target detection and segmentation in remote sensing imagery plays an important role in various applications both in military and civil fields, e.g. search and rescue of ships, monitoring of entry and exit ships and national defense [1] - [6] . With the technological advances in optical remote sensing imaging, higher precision in remote sensing ship target detection and segmentation algorithm is required.
Recently, the performance of target detection and segmentation methods has been significantly enhanced by the development of convolutional neural networks (CNNs). With the help of the powerful feature representation capability of advanced CNN architectures, several excellent CNN-based pipelines have been demonstrated to be effective, such as Faster R-CNN [7] , SSD [8] , and YOLOv3 [9] for target The associate editor coordinating the review of this manuscript and approving it for publication was Jeon Gwanggil. detection and FCN [10] and Mask R-CNN [11] for target segmentation. All these methods have shown promising results [12] - [17] in optical remote sensing.
In contrast to the traditional detection-before-segmentation framework, Mask R-CNN [11] performs object detection and instance segmentation simultaneously. Using this unified framework, this method outperformed other state-of-the-art methods on both detection and segmentation tasks in the COCO suite of challenges [11] . Essentially, Mask R-CNN is an extension of the two-stage object detection in Faster R-CNN [7] . Specifically, in the first stage, a region proposal network (RPN) [7] is used to generate a sparse set of rectangle proposals (called anchor boxes) based on the feature maps from a CNN backbone. Each proposal represents a region of interest (RoI) and indicates whether there is a target or not. Nonmaximum suppression (NMS) is then used to suppress the overlapping bounding boxes. In the second stage, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ the features of each proposal are extracted from a CNN feature map by RoI-Pooling. This is followed by two processing branches, one for bounding box classification and regression, and another for mask prediction, which indicates whether each pixel in the bounding box lies in the object or not.
Although it achieves state-of-the-art performance in the COCO suite of challenges [11] , Mask R-CNN still has evident drawbacks for ship target detection and segmentation. Although pixel-accurate segmentation is available in form of the mask output of the well-known Mask R-CNN method, the low overlap between region proposals and ground truth results in a lower recall, especially for the densely arranged ship targets. For instance, Fig.1 shows the ground-truth bounding boxes (the solid lines) and the best matched proposals generated by RPN (the dotted lines). The shape of the anchor boxes generated in the RPN are constrained to be horizontal [7] . There are two clear problems that will degrade performance. First, redundant background information accounts for a large proportion of the RoI, which is essentially harmful for recognition tasks. When the rotation of the objects is close to 45 • , there will be even more redundant background information in the bounding box than information from the ship target. Evidently, this will reduce the signal-to-noise ratio (SNR), which will harm the feature extraction and final decision of the detector. Second, the constrained proposal of the densely arranged targets are mutually occluded. In this case, some bounding boxes enclosing the ship targets will be suppressed after NMS. In other words, multiple targets may be located in a single bounding box, which may result in two densely arranged targets being detected and segmented as one instance. Essentially, the remote sensing images are captured from the top view, resulting in a large variation of scale, aspect ratio, and orientation; thus, a constrained bounding box is not an optimal choice for representing single ship targets. Hence, it is necessary to explore an unconstrained bounding box instead. In recent years, some researchers have studied rotated bounding-box detection (e.g., OBB [15] , DRB [16] , and MRB [18] ) but simultaneous detection and segmentation has not been explored in the case of rotated bounding-box output. On the one hand, it has been demonstrated that joint learning with the segmentation task improves the detection performance of generic objects in the wild [11] . Thus, this paper tries to answer whether this is also the case in remote sensing. On the other hand, a segmentation mask is also a key component in some high-level remote sensing interpretation tasks where pixel-level classification is required. Hence, segmentation is a valuable additional output when detection is performed.
To this end, we modified Mask R-CNN [11] to perform simultaneous ship target detection and instance segmentation using rotationally unconstrained bounding-boxes. The proposed method is built on top of the Mask R-CNN [11] framework, and the key contribution lies in the method of rotated bounding box generation. Specifically, for unconstrained proposal generation, a multiangle region proposal layer (MA-RPL) is proposed to extract the rotated proposals with two steps. For the first step, we set several rotated pre-defined boxes with different scales, aspect ratios, and rotations at each location of the feature maps produced by the CNN backbone. For the second step, the location and angle of each pre-defined box classified as a target are simultaneously regressed. Following this, the Adapted RoI-Align approach is proposed to extract the features for each proposal, in which redundant background information in the bounding box is eliminated and the pixel alignment in the segmentation task is guaranteed. We then adopt the second stage of Mask R-CNN [11] to refine the rotated proposals with additional rotation regression, simultaneously predict the confidence, location, orientation, and segmentation mask of the target. Therefore, we try to verify whether the joint learning of target detection, orientation prediction, and instance segmentation will result in gain for each single task. We evaluate the proposed method on a remote sensing dataset collected from Google Earth with extensively labeled ship targets. The experimental results show that the proposed method yields a performance that is better than its competitors. The results also show that the proposed method substantially increases the recall for densely arranged ships while reducing the number of false positives (FPs).
The contributions of this paper can be summarized as follows: (1) the proposed methods represent a step toward the simultaneous detection and segmentation of ship targets in remote sensing images using rotationally unconstrained region proposal, which have not been exploited in the literature, for this we also proposed a new approach of labeling and created a dataset with pixel-level annotations; (2) we modified the Mask R-CNN method to generate rotationally unconstrained bounding boxes, which is shown to be effective and beneficial for locating densely arranged ship targets; (3) we evaluated the use of joint learning and rotationally unconstrained proposals in the task of optical remote sensing ship target detection and segmentation, and conclude that, in remote sensing, joint learning with the segmentation task improves the detection performance whereas the original constrained proposals degrade the accurate localization and segmentation of densely arranged ship targets.
II. ROTATIONALLY UNCONSTRAINED MASK R-CNN FOR SHIP TARGET SEGMENTATION AND DETECTION

A. OVERALL FRAMEWORK
In this part, we present the details of the overall pipeline of the modified Mask R-CNN method. Fig.2 illustrates the framework, which contains two main stages, one to generate the rotated proposals and another to refine these proposals and generate instance masks.
In this first stage, a feature pyramid network [19] , [20] , is adopted to extract semantic and abstract information from the feature maps of the deeper layers and add it to the lower layers. In this way, the feature maps of the lower layers are enhanced and thus more discriminative for small objects. Given the multiscale feature maps, MA-RPL generates rotated proposals with different scales and rotations at each location of the feature maps. In the second stage, the Adapted RoI-Align approach extracts the features for each rotated proposal, followed by two processing branches that obtain the rotated bounding boxes and the corresponding instance segmentation masks.
B. ROTATIONALLY UNCONSTRAINED REGION PROPOSALS 1) MULTIANGLE REGION PROPOSAL LAYER
The quality of the proposals generated in the first stage affects the final detection performance. To overcome the limitations of the traditional rectangular proposals, MA-RPL generates unconstrained rotated proposals.
In a traditional RPN, the predefined anchor boxes for the proposals must be horizontal rectangles [7] . Because the ship targets in remote sensing images have a large variation of aspect ratios and angles, we replace the original anchor boxes with rotated predefined boxes and obtain proposals unconstrained in orientation with an additional rotation regression. Specifically, to achieve a better overlap between the proposals and the ground truth, the dimensions of the predefined boxes are created to correspond to the statistical results of the target geometrical features in the training data. An example of rotated proposal generation is shown in Fig.3 .
To cover the random orientation of the ship targets, we set six initial angles (0 • , 30 • , 60 • , 90 • , 120 • , and 150 • ) for the predefined boxes. We run k-means clustering [21] on the ground truth of the training set to automatically determine suitable scales. The distance metrics are calculated as follows:
where D (w, center w ) and D h w , center h w denote the distance metrics from the width w and aspect ratio h w of each sample to the closest cluster center respectively. From the clustering results, we choose the aspect ratio of the center of one cluster of aspect ratios (1 : 5.2) for the aspect ratio (h : w) of the anchor boxes, and we similarly choose the widths at the center of three width clusters (26.2, 46.8, and 61.7 pixels) for the width w of the anchor boxes on three multiscale feature maps. Considering the different sizes of the receptive fields for the feature maps at different resolutions, a total of 6 × 1 × 3 = 18 initial boxes are predefined on each location of the feature map generated by the CNN, the sizes of feature maps are 8 × 8, 16 × 16, and 32 × 32. Generally, MA-RPL shares convolutional layers with the region-based detectors. For each initial predefined box, we adopt two convolutional layers to perform classification and regression for the boxes. Each initial box is classified as a target or background box, and the K boxes with the highest confidence scores are selected as the proposals, whose location and angle are simultaneously regressed. For each of the K boxes, five values are output (x, y, w, h, and θ) where (x, y) represents the bottom corner coordinates of the ship target and θ is the angle. The details of the training set and parameters are explained in Section 2.4.2. After the angle regression of the initial bounding boxes, the resultant unconstrained proposals are more precise and closer to the orientation of the ship targets. The details of the predefined bounding box regression are explained in Section 2.4.1.
C. ADAPTED NMS
Following MA-RPL, NMS is performed to suppress the overlapping generated proposals. In the proposed method, to handle the use of the rotationally unconstrained proposals, the NMS is modified. The similarity of two proposals is defined using Intersection-over-Union (IoU) which is calculated as follows:
where s i , s * i represent the pixels within two target areas, respectively. Specifically, the intersection operation of pixels sets is achieved by multiplying two 0-1 masks. For proposal pairs with an IoU above the threshold, the proposal with the highest confidence score is retained, and the other is discarded.
For the original rectangular proposals, a higher IoU threshold causes the proposals of densely arranged targets to be discarded whereas a lower NMS threshold results in more FPs. For example, if a bounding box does not match the outline of the target, there will be a large overlapping area for side-byside angled objects. Hence, the ability to distinguish sideby-side targets is limited by the original proposals. In the proposed method, the proposal shapes are not constrained to horizontal rectangles. Hence, angled bounding boxes can be used to calculate similarity. Specifically, binary matrixes are used to represent the proposals at various orientations. Thus, s i ∩ s * i can be calculated using a matrix product. Compared with traditional bounding boxes, unconstrained bounding boxes match the target's outline more closely. That is, the overlapping area s i ∩ s * i between the boxes and ship target increases, and s i ∪ s * i decreases, which means less background information is involved, leading to a higher signal-to-noise ratio that is beneficial for feature extraction and final decision-making. Moreover, NMS with the rotationally unconstrained proposals reduces the overlaps between the matched anchor boxes of side-by-side ship targets; thus, these boxes are preserved after the modified NMS is performed.
To reduce the amount of calculation, selection sort is adopted. We set the selection threshold (d c , θ * c ) and calculate the angled distance (d i , θ * i ) of the proposals, where
Here, (x i , y i ) and θ i represent the bottom corner coordinates and the angle of the two proposals. Because the similarities of the proposals with an angular distance greater than the threshold are not calculated, the amount of computation is greatly reduced.
D. ADAPTED ROI-ALIGN
The proposals generated by MA-RPL have different orientations and scales. Because the classification and mask layers consist of fully connected layers, the multiscale rotated feature maps must be normalized to the same scale before they are input to the layers. Fig. 4 shows four normalization methods used to obtain the RoI features. RoI-Pooling is a standard operation first used by Faster R-CNN [7] to extract fixed-size feature maps from each horizontal RoI. The feature maps are divided into bins, then the feature values are recorded and aggregated in each bin using max pooling. Although this approach can achieve good performance on detection task with traditional rectangular proposals, it is not suitable for rotationally unconstrained proposals because of the large redundant area. To obtain fixed-length feature vectors from rotationally unconstrained RoIs, Zikun et al. proposed the R-RoI-Pooling [16] approach. They map the rotated proposals into horizontal ones and then perform RoI-Pooling. However, this method is not suitable for instance segmentation due to the misalignments between the RoIs and extracted features caused by quantization operations. To address this problem, He et al. used an RoI-Align layer in Mask R-CNN to address the effects of quantization [11] . They use bilinear interpolation to compute the exact values of the input features at either one or four regularly sampled locations in each bin of the proposal, and then aggregate the result. This approach avoids the quantization of the RoI boundaries or bins in the horizontal box detection and segmentation task, but still includes much background information when the target has a large rotation angle because of the redundant areas.
To adapt existing methods for rotated box detection and segmentation, we propose the Adapted RoI-Align approach to eliminate the adverse effects of background noise and misalignment. First, we divide the feature map of the angled proposal region into bins of equal areas (e.g., 2 × 2). Second, every bin is divided into four blocks of equal areas and the floating center coordinate of each block is calculated. Finally, for each center, the four closest pixels are used to compute the feature value by bilinear interpolation, then max pooling is used to aggregate the four values for each bin. In this operation, each angled proposal is divided into different blocks and summed, the fixed-size feature vectors are generated without any quantization, and only the feature values within the RoIs are used for aggregation. Because of the higher overlap between the unconstrained anchors and the ship targets, most of the redundant areas can be excluded from the calculation and no quantization noise is created.
E. TRAINING 1) LOSS FUNCTION
Joint learning is performed in the training stage. The loss function is divided into two parts, that is,
where L MA-RPL is the loss for the proposal generation stage and L head is the loss for the second stage of mask prediction and bounding-box refinement. Loss L MA-RPL also contains two parts, that is
where L cls is classification loss and L cls is the rotational location offset loss. For L cls , we adopt the cross-entropy loss, that is
where y i is the network prediction which indicates whether there is a target in the i − th proposal. For L loc , we adopt the smooth L1 loss, that is,
where (x, y), w, and h denote the corner coordinate, height, and width, respectively. In particular, we use θ to define the rotation angle of the target. All the parameters are discussed in detail in Section 3.1. Loss L 1 (x) represents the smoothed loss of the L 1 -norm as follows:
The parameterized coordinates of the predicted boxes and the ground-truth boxes are as follows:
The specific definitions of the involved variables are as follows:
where x, x a , and x * are for the predicted values, predefined boxes, and ground-truth boxes, respectively. In (11) , t x i and t y i represent the scale-invariant offset relative to the proposals, t w i and t h i represent the two edges in logarithmic space with respect to the proposals, t θ i rotational deviation relative to the unconstrained ground truth. Similarly, variables t x * i , t y * i , t w * i , t h * i and t θ * i are for the ground-truth. In the second stage, there are two procedures for each proposal. The first one is used for classification and unconstrained bounding box regression, and the other is used for predicting a binary mask for each instance. Therefore, the multitasking loss function is defined as
where L * cls and L * loc have the same form as L cls and L loc , respectively. Similar to Mask R-CNN [9] is defined as the average binary cross-entropy loss. A per-pixel sigmoid is applied in the mask procedure, which has an m-dimensional output for each RoI, where m denotes the number of pixels in each proposal region. Loss L mask is only used for positive proposals.
NMS is used for a second time in the second stage. To increase accuracy, pixel-level masks are used to calculate VOLUME 7, 2019 the IoU at this stage, which allows the adjacent instances to be truly distinguished and correctly identified.
2) DATASET AND LABELING METHOD
Because of the lack of pixel-level annotated public datasets for ship targets, we collected 640 remote sensing images with the resolution of 640 × 512 that contain 4,297 inshore ship targets including many high-density targets. The size of a single ship target is within (25,7) -(152,42) . We annotate a pixel-level mask for each of these ship instances and generate the minimum external angle of each target to represent the rotated ground truth.
We use five variables (x, y, w, h, and θ) to define an arbitrary rotated bounding box. Creating a coordinate system with the bottom-left corner of the image as the origin, (x, y) represents the coordinates of the corners with the shortest distance to the X -axis, and θ represents the angle at which the horizontal X -axis rotates counterclockwise to the first edge of the rectangle. This angle θ is within the range [0 • , 90 • ), and w and h represent the height and width of the box, respectively. The annotation parameters are shown in Fig.5 . 
3) IMPLEMENTATION DETAILS
For the training set, 540 annotated data were used. To avoid overfitting, data amplification was performed on the training set images in a ratio of 1:2, and the following randomly chosen transformations were used on images: random resizing, random crops, horizontal flip, and color transformation. All pre-defined boxes with an IoU with respect to the ground truth larger than 0.5 were defined as positive samples and the total number of positive samples was limited to 200. The negative samples were randomly selected from samples with IoUs of less than 0.2. We processed four images as a mini-batch (two for each GPU) and used the stochastic gradient descent approach for optimization. The initial learning rate was set to 0.001 and the number of iterations was set to 58,000. After 22,000 iterations, the learning rate was reduced by a factor of 10. The experiment was implemented on a workstation equipped with two NVIDIA GeForce TITAN Xp GPUs.
III. EXPERIMENTS AND DISCUSSION
In this section, we present the results of extensive experiments conducted to demonstrate the effectiveness of the proposed method. First, we introduce the evaluation metrics used in the experiments. Second, the analytical results of ablative studies are given. Third, comparisons with the state-of-theart methods are presented. In the last part, the results of all experiments are discussed.
A. EVALUATION METRICS
We adopt the following widely applied evaluation metrics to evaluate the performance of the proposed method.
a. Number of False Negatives (FN): The number of FNs represents the number of discarded ground-truth targets (a ground-truth target has not been matched with any detected box).
b. Number of False Positives (FP): The number of FPs represents the number of wrong detection results (the similarity between a ground-truth target and the detected box is lower than 0.2).
c. Average Precision (AP): AP is the area under the precision-recall curve, which shows the change in variety with respect to the change in recall and refiects the overall performance. Precision is the ratio of true positives (TP) ratio to the total number of targets detected whereas recall represents the ratio of TPs to the total number of groundtruth targets. Precision and recall are formulated respectively as follows: [7] , priorboxes in SSD [8] , and predefined boxes in our method). This metric reflects the overall positioning accuracy of the RoIs and the proportion of redundant area included in the RoI.
B. ABLATIVE STUDIES
To analyze different parts of the proposed approach, we tested the model with various configuration settings.
1) PREDEFINED BOXES
We considered the angle of the rotated predefined boxes in MA-RPL. The rotation angle varies from 0 • to 180 • . We divided this range into two to nine intervals to generate the predefined boxes, e.g., (0 • , 90 • ), (0 • , 60 • , 120 • ), and so on. Because the increase in the number of default anchors leads to a higher IoU as well as a substantial increase in calculation, it is necessary to make a trade-off. Table. 1 shows the overall IoU with respect to the computing time for each image. Note that even though the increase in the IoU slows, the execution time still increases greatly. Accordingly, we selected 2) MA-RPL AND ADAPTED RoI-ALIGN To evaluate the performance of MA-RPL and the Adapted RoI-Align procedure, we conducted an ablative study, and the experimental results are given in Table. 2. As expected, configurations 1 and 2 using rectangle bounding-boxes perform worse than combinations 4, 5, and 6 using the unconstrained bounding-boxes. Because the ship targets are mostly small in scale, RoI-Pooling and R-RoIPooling lead to large misalignments between the mapped RoIs and extracted features. Thus, configurations 1, 3, and 4 perform worse than configurations 5 and 6. Comparing configuration 5 with configuration 6, the Adapted RoI-Align procedure brings a gain of 0.016. Overall, the combination with both MA-RPL and Adapted RoI-Align achieves the best results.
3) JOINT LEARNING
Because Mask R-CNN accomplishes multiple tasks concurrently in a single model, He et al. demonstrated that the use of a mask processing branch significantly improves the performance of the detection task in the visible spectrum dataset [11] . To demonstrate the effectiveness and superiority of the mask branch in remote sensing images, we also conducted an ablative study. The experimental results are given in Table. 3. The average precision of the models with a mask branch (models 1-4) were much higher, demonstrating that joint learning (instance segmentation and target detection) in a single model can indeed improve the performance on the detection task in remote sensing images.
C. COMPARISON TO THE STATE-OF-THE-ART
To demonstrate the superiority of the proposed method, we also trained state-of-the-art CNN based detection and segmentation methods with the same settings. 
1) DETECTION TASK
The first type of comparison method only detects objects and includes those using the original constrained bounding boxes (e.g., Faster R-CNN [7] , SSD [8] and Yolo-v3 [9] ) and those using unconstrained bounding boxes (e.g., OBB [15] , DRB [16] , and MRB [18] ). The quantitative experimental results are given in Table. 4. Note there are far fewer FNs for the unconstrained methods, whereas the overall AP is generally higher. As analyzed in Section 1 and Section 2.2, the overlap in a rectangle bounding box is lower, which leads to too much background noise. In addition, because of the single-step prediction, onestage detectors SSD [8] and Yolo-v3 [9] are less accurate than the two-stage detector Faster R-CNN [7] . To sum up, the rectangle bounding-boxes based methods perform worse than the unconstrained bounding-boxes based methods.
As for the unconstrained bounding box based methods, OBB [15] has a higher AP than Faster R-CNN [7] because of the addition of orientation prediction. However, the OBB method uses eight parameters (the coordinates of the four corners of a rectangle) to define the unconstrained boundingbox, which is more complex. Because the coordinates of the four corners are completely unconstrained, the rectangular box shape will also be deformed. MRB [18] is an extension of the single-stage method SSD [8] and uses variable theta in [0 • , 180 • ) to restrict the shape of the rotated box. The location accuracy is limited because of the single-stage baseline system. Because it uses the R-RoI pooling approach, which was shown to be effective in Ssection 3.4.2, DRB [16] has the best performance of these three unconstrained bounding box-based methods. Compared with DRB [16] , our method benefits from joint learning and the Adapted RoI-Align approach, achieving an even higher AP. In general, the experimental results show that the proposed method achieves better performance than the comparison methods on these data.
2) SEGMENTATION TASK
We also compared the proposed method with CNN-based state-of-the-art instance segmentation methods including Mask R-CNN [11] as well as the COCO instance segmentation challenge 2016 and 2015 winners MNC [22] and FCIS [23] . As the results shown in Table. 5, the proposed method yields a better result, especially with respect to number of FNs and AP.As the experimental result shows, Mask R-CNN [11] performs the best of these three state-ofthe-art methods, but there are still a large number of FNs in the results, especially in the side-by-side docked ships. In contrast, our method does not miss these targets. Fig.6 shows the segmentation results of densely arranged targets. In contrast to the constrained bounding box based methods, we attempt to use the unconstrained proposal regions to generate rotated bounding boxes for ship target segmentation, compactly enclosing the ships within the proposals with a high average overlap of 0.717.
As Fig.7 shows, we report the best matched proposal (generated by MA-RPL and RPN in Mask R-CNN) for each instance. Fig.7(a) shows the result of Mask R-CNN [11] . The left figure compares the ground-truth (original) bounding box and the corresponding constrained proposals, while the right figure shows the output of the bounding boxes and masks. We find out that the RoIs of the densely arranged ship targets have a large overlap, and this causes some instances to be filtered out by NMS, and finally leading to FNs. As shown in Fig.7 (b) , compared with rectangle bounding boxes, the overlap of the unconstrained proposals of the densely arranged targets is lower. Approximately, when rotated bounding boxes are used to compute the IoU, the densely arranged ship targets are not discarded by NMS. In this case, the proposed method significantly increases the recall of densely arranged ships whereas reducing the FPs.
D. DISCUSSION
Ablative studies were carried out on Adapted RoI-Align, unconstrained region proposals, and joint learning. Compared with the original normalization approaches RoI-Pooling [7] , RoI-Align [11] and other modified approaches [16] , the Adapted RoI-Align approach brought a gain of about 0.019 to 0.069 in AP. Compared with the models using the original constrained bounding boxes, the models using unconstrained bounding boxes with the corresponding processing approaches obtained higher AP. Compared with the detector models for single task, models using joint learning with the segmentation task achieved higher detection accuracy.
The results of contrast experiments show that our method achieved simultaneous ship target detection and segmentation with the unconstrained region proposals and outperformed the compared state-of-the-art single-model methods on remote sensing images. Compared with other detection methods [7] - [9] , [15] - [18] , the proposed method achieved a higher AP; compared with the segmentation methods [11] , [22] , [23] , the region proposals obtained by our method achieved a higher average overlap with the ground truth and significantly reduced the FNs, especially for densely arranged ships. Note that the average accuracies of the unconstrained bounding box based methods [15] - [18] are generally higher than those of the original horizontal bounding box based methods [7] - [9] .
However, there are still some issues that can be improved. For instance, there was no significant reduction in FPs, which limits further increases in the performance; the performance of the algorithm will be reduced for targets with smaller target sizes, especially when the target size is less than (30, 10), the missing rate is higher; remote sensing datasets labeled at pixel level are labor-intensive and difficult to obtain. Hence, in addition to data augmentation, unsupervised learning and transfer learning can be used to achieve further performance gains.
IV. CONCLUSION
In this paper, we explored the impact of RoI shape on ship target detection and segmentation performance in optical remote sensing images. We hence modified Mask R-CNN to use unconstrained region proposals. Correspondingly, the Adapted RoI-Align approach is proposed to diminish the effect of background noise and the misalignment between the mapped RoIs and extracted features. Experimental results show that, compared with other state-of-the-art detection and segmentation methods, our method performs better, especially with respect to the recall of densely arranged ship targets. In addition, we validated the joint learning approach and unconstrained region proposals on remote sensing ship target detection and segmentation task. The experimental results verified the following conclusions: the original constrained region proposals degrade accurate localization and segmentation for densely arranged ship targets and joint learning with the segmentation task improves the detection performance in remote sensing images. To sum up, this study represents a successful step toward simultaneous ship target detection and segmentation for unconstrained bounding boxes and achieves superior performance in comparison with other competitors. His current research interests include deep learning, automatic target recognition, infrared image processing, and remote sensing target recognition. His research interests include clutter modeling, compressed sensing, automatic target recognition, and statistical analysis. His current research interests include automatic target recognition, infrared imaging, and simultaneous localization and mapping (SLAM).
