In the field of structural engineering, various analytical procedures have been developed for the analysis of nonlinear structural systems subjected to random dynamic loading. To date, the Monte Carlo simulation (MCS) seems to be the most generally applicable approach for the reliability analysis of large nonlinear multi-degree-of-freedom systems. In this paper, a method that allows for reduction of the computational effort when using the MCS method is presented. First, the method requires the application of digital or analytical techniques (such as equivalent linearization) to obtain the response covariance matrix. Then, by means of the well-known Karhunen-Loéve expansion, the dimension of the system is reduced and MCS is applied. Moreover, in the transformed space the variables with smaller variance are approximated by Gaussian variables. It is shown that this technique allows for a considerable reduction of the computational effort without a significant loss of accuracy. As numerical examples, a 9-degree-of-freedom hysteretic structure and a conservative system (i.e., a 10-degree-of-freedom Duffing structure), respectively, are examined.
INTRODUCTION
Over the last half of the twentieth century, the developments of procedures to predict the response of nonlinear systems under stochastic excitation have received considerable attention. The method used most commonly to evaluate, with good accuracy, the second-order response of nonlinear systems is the statistical or equivalent linearization (EQL) method [e.g., Caughey (1963) , Crandall (1978) , and Roberts and Spanos (1990) ]. The main idea of this method, which actually requires relatively little numerical effort, is to evaluate the Gaussian [e.g., Atalik and Utku (1976) ] response properties, in terms of second-order statistical quantities of an equivalent linear system. It is interesting to note that its accuracy is not limited by the order of nonlinearity but depends mainly on the consistency between the assumed and actual distribution of the response. Many other analytical methods have been proposed, and among these the methods based on the Markov assumption are very well known, such as the Fokker-Planck-Kolmogorov (FPK) equation (Caughey 1963; Lin and Cai 1988) , closure techniques (Wu and Lin 1984; Di Paola et al. 1992) , stochastic averaging (Stratonovich 1963; Lin and Cai 1995) , and perturbation techniques (Crandall 1963) . Numerous numerical methods, based on the Markov assumption, have been proposed, such as the finite-element solution for the FPK equation (Langley 1985; Bergman and Spencer 1992) , path integral method (Naess and Johnsen 1993; Yu et al. 1997) , and numerical solution of moment equations (Ma 1987; Di Paola et al. 1992) . The applicability of the numerical Markov methods are limited by the dimension of the systems. The most generally applicable approach is certainly the direct Monte Carlo simulation (MCS) method [e.g., Shinozuka (1972) and Rubinstein (1981) ]. The MCS method is applicable to large systems, and its accuracy is, in principle, independent of the respective nonlinearity type. The main problem of all analytical and numerical methods in stochastic dynamics is due to the dimension of the dynamical system. As an example, to date, all of the numerical solution techniques developed for the FPK equation are confined to a phase space vector dimension of order <4. This drawback does not apply to MCS-based techniques that require a computational effort, in terms of CPU time, proportional to the dimension of the system. Yet, the estimate of low probability regions, which are particularly important for reliability estimates, is the major drawback of direct MCS because it requires large sample sizes that are impracticable.
The aim of this paper is the treatment of larger nonlinear systems in the context of stochastic dynamics. In deterministic linear dynamics the use of modal analysis is common practice to make even quite large finite-element systems computationally feasible. The main ingredient of this method is the selection of an appropriate coordinate system. It is well known that a suitable coordinate system can be established by the modes (eigenvectors) of the linear system that are most excited by the respective loading conditions. This is not the only possibility; however, it is usually a good choice. Similar ideas are followed in the stochastic case. Here, a suitable coordinate system also has to be selected. In contrast to the deterministic case, the probability density function (PDF) of the response should be described by a low number of coordinates. The most essential characteristic of the PDF of the response is certainly its mean and second moments in terms of the covariance matrix. In many applications (e.g., earthquake engineering) the mean is a zero vector or can be reduced to a zero-mean problem. Therefore, a suitable coordinate system must be capable of representing the covariance matrix of the stochastic response. This does not imply that the response is normally distributed nor that the response is sufficiently described by the covariance matrix as would be the case for a linear response under Gaussian excitation. As a guide for the proper choice of the coordinate system, the linear case is considered here. In the Karhunen-Loéve representation [the same concept is also known as principal component analysis (PCA)], the eigenvectors of the covariance matrix associated with the largest eigenvalues lead to the best choice in the sense that the differences between the norms of the original covariance and the approximated matrices, respectively, are minimal. The PCA, based on the decomposition of the covariance response matrix, has been successfully applied in many areas, such as image decoding, physiology, climatology, and speech analysis [e.g., Honerkamp (1994) ]. The main idea of this technique consists of the evaluation of the response surface on an optimal basis, which coincides with the determination of the eigenvectors of the covariance matrix. In structural stochastic dynamics, PCA has been utilized mainly for simulation of stochastic fields [e.g., Yamazaki and Shinozuka (1990) ] and stochastic finiteelement analysis [e.g., Yamazaki et al. (1988) and Ghanem and Spanos (1991) ]. In this paper the PCA technique is applied in conjunction with the MCS technique for the stochastic characterization of nonlinear structures with external excitations.
First, the proposed approach consists of the evaluation of an approximate covariance matrix by means of the MCS or EQL technique, or other related approximation techniques available in the literature. Then, the PCA technique is applied, and the dimension of the system is reduced with regard to the properties of the spectrum of the covariance matrix. Because the proposed procedure must be capable of dealing with linear systems and weakly nonlinear systems, the base vectors are determined according to the PCA (Karhunen-Loéve representation). In this paper, an extension of the well-known Karhunen-Loéve representation is proposed with the base-vectors of the coordinate transformation being determined from a normalized covariance matrix. The importance of this step becomes more clear in dynamics where the response (state vector) holds displacements and velocities involving different units. Without the normalization the base vector would depend on the units (seconds and hours) used for time representation. In the present solution, the units for time will not affect the coordinate transformation. As shown in the next section, the normalization leaves considerable freedom to shift the accuracy toward certain quantities. It should be pointed out that the accuracy of the procedure will not be affected significantly by the accuracy by which the covariance matrix is determined. This can be recognized clearly because the eigenvectors associated with the highest eigenvalues are not sensitive to details of the covariance matrix. The details of the covariance matrix affect only the eigenvectors associated with small eigenvalues, but these eigenvectors are not used in the proposed approach. Hence, an MCS with, for example, a few hundred samples, or statistical equivalent linearization, might be considered as sufficient for the proposed procedure. Moreover, the covariance matrix will be normalized in the present approach. Therefore, it is not of crucial importance that the variances are evaluated very accurately as this information will be dropped during normalization. The accuracy depends much more on the non-Gaussian properties of the response and on the nonlinear correlation between the response quantities.
The present paper proposes a computational procedure to approximate the stochastic response of larger nonlinear systems. Non-Gaussian properties are considered only in the reduced space. The remaining space associated with small eigenvalues is assumed to be normally distributed and, in addition, independent from the reduced space. This assumption might not be fulfilled in the general nonlinear case but is a reasonable assumption because it is exact for the linear case. In other words, the differential equations of the reduced system are then solved by the MCS technique, and all statistical information of interest is evaluated. By means of a simple linear transformation, the higher-order statistical properties of the original structure are evaluated. Moreover, a statistical assumption on the response PDF, which assumes that the variables with smaller variance are Gaussian distributed, leads to quite accurate results. In terms of a numerical study the technique has been applied to a 10-degree-of-freedom (10-DOF) conservative Duffing structure and a 9-DOF hysteretic structure, respectively. A comparison between higher-order moments obtained by direct MCS and by means of the proposed method using a reduced number of components is performed, and the absolute errors are evaluated. The timesaving using the proposed stochastic phase space reduction, in comparison with the direct MCS technique, is analyzed and discussed for the two proposed examples.
PRELIMINARY CONCEPTS AND PRINCIPAL COMPONENT ANALYSIS
Let the equation of motion of a multi-degree-of-freedom (MDOF) nonlinear structural system subjected to an external excitation be given in the vector form¨˙Ṁ
where X = n-vector containing the displacement component; the overdot indicating a time differentiation; and M, C, and K = n ϫ n matrices, defined as the inertia, damping, and stiffness matrices, respectively. In (1) h(и) is a nonlinear function of its arguments, f(t) is an m-vector of stationary processes, and g is an n ϫ m matrix of real quantities. Without loss of generality, a stationary response process with zero mean may be assumed. The most frequently used method to evaluate all of the second-order statistics is the EQL technique [e.g., Roberts and Spanos (1990) ]. Among one of the first, the procedure of statistical EQL was suggested by Caughey (1963) to replace a nonlinear oscillator by an equivalent linear oscillator. First, this method requires the substitution of the original nonlinear system [(1)] by an equivalent linear system and, then, a minimization procedure of the relative error between the original system and the linear system. In the most general cases, an iterative efficient numerical scheme solution is necessary to achieve the required minimum [e.g., Schuëller (1992, 1993) ]. If the original system is strongly nonlinear, however, EQL does not provide a good estimation of the nonGaussian behavior, due to an unsatisfactory evaluation of higher-order statistical quantities. Attempts to extend the method to account for non-Gaussian properties still lack generality in application [e.g., Pradlwarter et al. (1988) ]. For this purpose other techniques, such as closure techniques (Wu and Lin 1984; Di Paola et al. 1992) , perturbation techniques (Crandall 1963), or direct MCS (Shinozuka 1972; Rubinstein 1981) , prove to be more applicable.
Let us consider that the stationary covariance matrix of the response process of (1) has been obtained by means of an MCS or EQL technique, or other related approximate techniques. The covariance matrix, for zero-mean processes, in the state space is defined as follows:
Z where the 2n-vector Z contains the displacements and velocity components, respectively, of the given structural system Z = Because of the different physical meaning of the
respective component of the state vector, it will be useful in the following to refer to a dimensionless vector This neŵ Z. vector is defined by the following linear transformation:
in which the matrix = diagonal constant matrix defined as
The covariance matrix of the dimensionless vector be-
In (3), 0 Յ s i Յ 1, and the selected number reflects the accuracy of the covariance matrix of (5). If all of the modes were to be considered, this would not be of importance. However, for a limited number of modes the terms associated with a larger value for s i will be represented more accurately than with a lower value. Note that, if all values of s i are equal to 1, in the principal diagonal this matrix has all the entries equal to unity (see Appendix I) whereas off-diagonally cross covariance coefficients appear [defined as / By selecting )].
an s i value different from 1, the subspace (reduced space) can be shifted to represent a particular component of the response state with higher or lower accuracy. Following the idea of Karhunen and Loéve (Loéve 1978) , the following transformed variable Y has to be considered
where U = 2n ϫ 2n matrix containing the orthonormal eigenvectors of the covariance matrix The inverse representa-⌺ . Z tion, because of the orthonormality of the eigenvectors, iŝ
and it is called the Karhunen-Loéve expansion. It can be shown that the principal component basis is optimal in a leastsquares sense for the representation of (see Appendix I). Z Among various other representations available, such as the Taylor series, perturbation expansion, etc., the main advantage of the Karhunen-Loéve expansion is that it is a linear transformation (i.e., easy to handle) and, moreover, that it represents an optimal basis in the least-squares sense. In other words, it represents the best basis for second-order estimates of the response in a reduced space and hence is the best starting point for obtaining the non-Gaussian properties as shown below.
In the following section, the principal component basis will be used to reduce the number of equations of motion of the given dynamical system.
STOCHASTIC PHASE SPACE REDUCTION
The equation of motion (1) can be rewritten in the phase space as follows:
where
If the Karhunen-Loéve expansion is then adopted, the following new variables have to be introduced:
Z where the matrices U and have been defined previously. ⌺ Z The inverse transformation of (10) Y genvalues ␣ (␣ = 1, . . . , q). The original state vector Z can be related to this vector as follows:
Z where is now a 2n ϫ q matrix containing the first q col- Y evaluated by time differentiation of (13)
Z Because the time derivatives of the response process Z are explicitly given in (8), by substitution of (8) in (14) we obtain
Eq. (15) is now a nonlinear system of stochastic differential equations of order q that can then be solved by means of the MCS method or other numerical or analytical techniques, respectively, but with a remarkable reduction of the computational effort, depending on the order q of the reduction. The major advantage of the proposed stochastic phase space reduction is that the stochastic analysis of large MDOF nonlinear systems can be considerably simplified by reducing the number of stochastic differential equations. For example, large systems could be analyzed by first applying a stochastic phase space reduction and then the analytical methods could be utilized for the remaining small state vector sizes (e.g., path integral solution, finite-element method to the FPK equation, perturbation technique, etc.). However, as will be more evident in the numerical examples, the advantages of this technique are strictly related to rate of decay of the covariance matrix spectrum ␣ (␣ = 1, . . . , 2n) on which the dimension of the reduced dynamical system to be considered is dependent.
Once the response covariance is known and its decomposition evaluated, the timesaving using the proposed stochastic phase space reduction instead of the direct MCS technique is related to the decay of the eigenvalue spectrum. If, for instance, only half of the eigenvalue spectrum can accurately represent the stochastic response, instead of using all N-DOF systems, the phase space reduction leads to an N/2-DOF system, with a reduction rate of 1/2. Assuming the computational time proportional to this parameter, this results in the reduction of computational effort by this rate. In the general case, the reduction of computational time is proportional to this reduction rate and therefore is very much related to the decay of the eigenvalue spectrum. Naturally, it is also necessary to consider the CPU time for the EQL and the decomposition of the covariance matrix. Currently, these are standard operations in computational stochastic mechanics, and for this purpose different tools are available in the literature [see e.g., Emam et al. (1998) ] providing a reliable numerical estimation of the eigenvector and eigenvalues of the covariance matrix with a reasonable computational effort. For small systems this computational effort is comparable with direct MCS, but this is not the case for large structures, where the estimate of low probability regions by direct MCS requires a large sample size that is impracticable. Therefore, the advantage of using the proposed stochastic phase space reduction increases by increasing the dimensions of the structural system under investigation.
In the following, a simple hypothesis on the approximate behavior of the PDF of the response is proposed, and then the stochastic phase space reduction technique is applied for the solution of two MDOF structures.
ASSUMPTION FOR RESPONSE PDF
Because of the linear transformation Z = the joint
Ϫ1
⌺ UY, Z PDF p Z (z) can be always expressed as follows: In the following, the approximation will consist of considering the Y variables with small variance as independent Gaussian variables, whereas the others are non-Gaussian and independent from the first Gaussian variables; that is, if 2n is the dimension of the problem and we are considering q variables contained in the vector for the space reduction, we 
that can be estimated directly from the reduced stochastic differential equations (15). It follows from the assumption of (18) and from (11) that
where b ij = elements of the matrix product Eq. (19) is
Z used for the evaluation of the statistics of the response in the following numerical examples.
NUMERICAL EXAMPLES
The first example considered is a 10-story shear frame exposed to external ground acceleration, as utilized by Askar et al. (1995) and shown in Fig. 1 . The equations of motion of the relative displacement X are derived as 2 3˙Ẍ
ϩ2 EX ϩ E(X ϩ εX ) = GU(t)
0 0 0 where 0 , 0 , and ε = real parameters; and E = 10 ϫ 10 constant matrix
X 3 denotes a vector with components and G is defined as
In (20), the ground acceleration is considered to be ä U(t) filtered white noise, given by 2 2
where ⍀ 1g , 1g , ⍀ 2g , and 2g = parameters for modeling the ground acceleration spectrum; and W(t) = white noise of intensity I 0 . In the phase space the vector Z = i s
where the filtered variable Y is included. For the considered 10-story shear frame the state vector Z contains 24 components.
For the numerical example, the system parameters are chosen as 0 = 10 s Ϫ1 , 0 = 0.067, which leads to a period of T 1 = 1.338 s of the first mode of the structure, a damping ratio of 1 = 0.01, and a nonlinear parameter ε = 8. The parameters of the filter are ⍀ 1g = 5 rad/s, 1g = 0.6, ⍀ 2g = 1 rad/s, and 2g = 0.995, which leads to a soft soil spectrum, and the intensity of the white noise is I 0 = 0.001 m 2 /s 3 . In this case the stationary covariance matrix of the response ⌺ Z = E[ZZ T ] has been obtained by the MCS technique by performing a 200-s integration of (20) with a time step of 0.01 s. This short generation time allows for the evaluation of the Karhunen-Loéve coordinates with accuracy, but for an accurate estimate of the fourth-and sixth-order response moments a considerably longer time of simulation would be required. The dimensionless variables as from (3), are then consid-Z, ered and the Karhunen-Loéve transformation to the covariance matrix (5) has been performed. Fig. 2 shows the decay of the eigenvalues of the covariance matrix of In this figure it Z. appears that from the total of 24 components, the first 10 components are the most important ones with regard to the intensity. Fig. 4 shows in logarithmic scale the convergence toward MCS values of the variance and fourth-and sixth-order moments of the first-order displacement applying the space re- [by using (19) ], using only 200 s of generation time. Fig. 3 shows the value of the percentage error (MCS values as target values) for the estimates of first-floor stationary displacement variance and fourth-and sixth-order moments in the 10-story shear frame by stochastic phase reduction for different numbers of components. In these figures it can be clearly seen that by increasing the number of components used in the phase space reduction technique, the error decreases with regard to the decay of the covariance spectrum.
Application of the phase space reduction technique leads to the conclusion that a number of components, approximately equal to 10 (less than half of the 24 components of the original phase space vector Z), yields a good approximation in the evaluation of the statistics of the structural response (i.e., with a reduction of the computational effort in terms of the number of phase space components and the simulation time) reduced to only 200 s for the evaluation of the higher-order response moments.
The second example considered is a 9-story shear frame with a hysteretic restoring force [e.g., Roberts and Spanos (1990) ]. The equations of motion of the absolute displacement Y are derived as¨m
in which q i = relative displacement; and z i = hysteretic variable defined following the well-known Bouc-Wen model. In the phase space, the vector X = [q
T is introduced where Ṫ q the hysteretic variable z is included. For the considered 9-story shear frame the state vector X has 27 components. The parameters chosen are m i = m = 100 6 kg, c i = c = 0.08 и m kg/s, k i = k = 300 ϫ 10 6 N/m, and I 0 = 0.002 m 2 /s 4 . The parameters of the hysteretic variables are ␣ i = ␣ = 0.05, ␥ i = ␥ = 4, i = = 0.01, A i = A = 1, and n i = n = 1. These parameters lead to a strongly nonlinear system with a high rate of dissipating energy for the cycle. Again, the stationary covariance matrix of the response ⌺ X = E [XX T ] has been obtained by the MCS technique by performing a 200-s integration of (25) with a time step of 0.01 s. Fig. 5 shows the decay of the eigenvalues of the covariance matrix of as from (3). In this example, Z only the first 15 components-out of a total of 27-are the most important with regard to intensity. Fig. 7 shows in the logarithmic scale the convergence toward MCS values of the variance and fourth-and sixth-order moments of the first-floor displacement applying the space reduction technique for different numbers of components. Fig. 6 shows the value of the percentage error (MCS values as target values) for the estimates of first-floor stationary displacement variance and fourth-and sixth-order moments in the 10-story shear frame by stochastic phase space reduction for different numbers of components. Also, for this example, the phase space reduction technique leads to the conclusion that approximately 12 components (less than half of the 27 components of the original phase space vector X) permits a good approximation in the evaluation of the statistics of the structural response.
CONCLUSIONS
The suggested technique to reduce the number of stochastic differential equations in stochastic mechanics based on PCA has been shown to be quite efficient in reducing computational efforts. First, the technique requires the evaluation of the covariance matrix of the response by means of direct MCS or any other approximate technique, such as EQL, perturbation techniques, etc. Then, a decomposition of the covariance matrix leads to an orthogonal basis that permits a considerable reduction in the number of components in the stochastic analysis. Moreover, a simple assumption on the statistical behavior of the transformed variables leads to very accurate results. The technique has been applied to the reduction of the phase space of two MDOF structures, with Duffing and hysteretic restoring force type, respectively. The results obtained have shown that, depending on the decay of the covariance spectrum, the original dimension of the system can be reduced to less than half of the original dimension, without significant loss of accuracy. The computational effort has been reduced to less than half when compared with the direct MCS technique in both examples. This is the major advantage of the presented technique, thus making it attractive for direct and weight controlled simulation techniques as well as analytical procedures.
APPENDIX I
The diagonalization of the covariance matrix can be es-⌺ Z timated through an orthogonal transformation that can be constructed from the eigenvectors of Suppose the eigenvectorŝ ⌺ . It can be shown that the basis for which the error ε is minimal is the principal component basis (Honerkamp 1994) . It follows that the approximation of a 2n-dimensional vector by thê Z vector Z* in a q dimensional subspace is thus best (i.e., in the sense that the error ε is minimal) when this q dimensional subspace is constructed with the first q principal component vectors as ordered according to increasing eigenvectors, so that 1 Ն 2 Ն и и и Ն q . Then, if the principal basis is chosen, the error ε turns out to be equal to ε = i .
2n
͚ i=qϩ1
