ABSTRACT Early prediction of job failures and specific disposal steps in advance could significantly improve the efficiency of resource utilization in large-scale data center. The existing machine learning-based prediction methods commonly adopt offline working pattern, which cannot be used for online prediction in practical operations, in which data arrive sequentially. To solve this problem, a new method based on online sequential extreme learning machine (OS-ELM) is proposed in this paper to predict online job termination status. With this method, real-time data are collected according to the sequence of job arriving, the job status could be predicted and the operation model is thus updated based on these data. The method with online incremental learning strategy has fast learning speed and good generalization. Comparative study using Google trace data shows that prediction accuracy of the proposed method is 93% with updating model in 0.01 s. Compared with some state-of-the-art methods, such, as support vector machine (SVM), ELM, and OS-SVM, the method developed in this paper has many advantages, such as less time-consuming in establishing and updating the model, higher prediction accuracy and precision, and better false negative performance.
I. INTRODUCTION
On a large-scale cloud computation platform, software and hardware breakdown, node failures and insufficient resources for job scheduling can lead to failures of job executions, which may result in the extension of job execution period and the waste of resource. Therefore, predicting job failures and taking the appropriate measures proactively will not only decrease job running time but also improve the resource utilization.
The prediction of job failures belongs to the field of failure prediction. Failure prediction technology has attracted broad attention with the development of cloud computation. Csenki [1] applied the Bayesian prediction analysis to the Jelinski-Moranda software-reliability model, which could show an improved predictive performance compared with some more sophisticated software-reliability models. Pfefferman and Cernuschi-Frias [2] presented an estimation procedure for the probabilities of failures. They adopted Autoregressive averaging filter to classify the failures of the software based on estimating time-between-failures. Hamerly and Elkan [3] introduced a mixture model of naive Bayes models to predict hard disk drive failures. Murray et al. [4] presented a case study of predicting hard drive failure. Comparing the performance of SVM, unsupervised clustering and non-parametric statistical algorithms, they found non-parametric statistical method outperforming the other methods. Liang et al. [5] investigated the event logs from BlueGene/L of IBM, generalized the features of fatal events, and analyzed their correlations between nonfatal events and fatal failure events. Pan et al. [6] proposed the method to diagnose faults in MapReduce system with black-box fault diagnosis. They discovered the different of behavior features between failure node and normal one. Fadishei et al. [7] studied the influence of workload attributes, such as CPU speed, memory usage, CPU utilization, the running time of job and migration, on job failures in the Grid. Recently, Chen et al. [8] applied recurrent neural networks (RNNs) to the resource usage measures, generated features to categorize the input resource usage time series into different classes, which can identify the failure or successful jobs.
While these methods can predict job failure with moderate accuracy, they are unable to meet the requirement of the online failure prediction of streaming data jobs in cloud computing platform due to large amount of samples, complex calculation and low learning speed during the model establishing process.
In cloud computing platform with streaming data jobs, the earlier job failure predicting will increase the efficiency of resources. Andrea Rosa et al. [9] proposed an online integrated forecasting method to predict job termination status. The method integrated Linear Discriminant Analysis (LDA), Quadratic Discriminant Analysis (QDA), Logistic Regression (LR) and other statistical learning methods. At the end of each day, the method updated the classified model and used the models to identify jobs status following 24 hours of data arrival. Unfortunately, this method failed to realize a real-time prediction.
The objective of this work is to establish a method to meet the requirement of the online failure prediction of streaming data jobs. In consideration of the rapid learning speed of ELM [10] , we propose an OS-ELM model to achieve the online prediction. The method adopts online overlay of forecasting and model updating to provide better real-time performance and accuracy for prediction of stream data. In the next section, the background of our proposed method is illustrated. In Section 3, we propose the architecture of online job failure prediction based on OS-ELM. The proposed method is applied to real-time operation using Google cluster trace data and the results are reported in Section 4.
II. BACKGROUND A. TRACE DESCRIPTION AND BASIC STATISTICS OF FAILED VS. SUCCESSFUL JOBS
The Google cluster traces [11] is usage traces of a Google cluster published in May 2011. The scheduling complexities affect Google's workload which includes the records of running jobs more than 12,500 compute nodes for 29 days. There are about 672,074 jobs and 26 million tasks in the dataset. Each job is split into at least one task, while each task has different characteristics including corresponding scheduling constraints, resource limitation, and detailed resource usage and so on.
As shown in Figure 1 [12] , the life cycle of a job/task is represented by means of different states. When a job/task is submitted, it is put into the waiting queue to be scheduled according to its priority. The job/task termination status can be evicted, killed, failed, or finished. When the state of termination is unsuccessful, the job/task can be resubmitted and executed.
Note: A job/task may have more than one termination status. The job will be reassigned an ID number after being resubmitted, but the ID number of the task remains after repeated submission. In this paper, we only consider four status: evicting, killing, failure, and finishing state termination. The job termination status is statistically analyzed and the results are presented in Figure 2 . In the one week data, the evicting rate in the job is nearly zero, the failure rate, killing rate and success rate are 1.19%, 38.76% and 60.05% respectively. About 40% jobs are terminated abnormally, which indicates that more resources are wasted and more time are used for job completion in large-scale, heterogeneous and parallel computing clusters due to the job failure. The prediction of the job failure and appropriate measures can decrease the job completion time, save storage space and improve resource utilization. Online job failure prediction can identify failed job and take action earlier and increase the efficiency of the resource.
B. REVIEW OF ELM
Extreme Learning Machine (ELM) [10] , [13] is a novel fast learning algorithm proposed by Huang to solve the single hidden layer neural network. ELM can randomly initialize input weights and offsets, obtain the output layer weights of the minimum L2 norm with the Moore-Penrose generalized inverse. The simple structure of ELM ensures high learning speed and excellent generalization ability. Here a brief summary of ELM is provided.
Given a training set D = (x i , t i ), where x i ∈ R n , t i ∈ R m , a single hidden neural network with L hidden nodes can be expressed as follow:
Where g(x) serves as the activation function, β i is the output weight,
T is the input weight, b i is the offset of the ith hidden layer unit, W i • x j presents the inner product of W i and
is the output of hidden layer node. The minimum output error is mathematically formulated as:
where H is the output of the hidden layer node, β is the output weight, T is the expected output.
Once the input weights W i and the offset of the hidden layer b i are randomly determined, the output matrix of the hidden layer H is uniquely determined. Training single hidden layer neural network can be transformed into solving a linear system H β = T , and output weight β can be determined as:
where H † is the Moore-Penrose generalized inverse of a matrix H, and it can be proved that the norm of the solutionβ is minimum and uniqueness.
III. ONLINE JOB FAILURE PREDICTION METHOD A. ARCHITECTURE OF ONLINE JOB FAILURE PREDICTION
OS-ELM, an online incremental fast learning algorithm modification of ELM, can deal with the sequential arriving data with good generalization and fast learning speed. Different from ELM model, OS-ELM has online incremental learning strategy, it does not reuse the learned data in updating model. So it has faster learning speed than ELM model. A new online jobs failure prediction method based on OS-ELM model is put forward in this section. The architecture of the proposed method is described in Figure 3 . In the architecture, logs of the job submission and batch operation are gathered in real-time in the cloud. Then these data are cleaned and analyzed statistically. The static features of the job are extracted from the preprocessed data. The details of the preprocess are described in section 4.1. After feature extraction, the samples are divided into training set and test set with the ratio of 3:1. The training data is used to train a classifier model to predict the terminal status of the most recently arrived jobs. If a job is predicted to be a successfully finished job, it will run continually. If a job is predicted to be a failure job, it will be terminated early. The terminated job will be resubmitted and waiting for scheduling. Classifier model updates with the most recently arrived data.
B. ONLINE JOB FAILURE PREDICTION BASED ON OS-ELM MODEL
OS-ELM model used in the system is showed in Figure 3 , which adopts the superposition strategy in predicting and model updating to provide lower computational cost and better accuracy performance for online prediction of the stream data. The prediction method includes the initialization phase and the sequential learning phase [14] , [15] .
Step 1. Initialization phase Given training set 2) Calculate the initial output weight value β 0
Step 2. Sequential learning phase
is the adding in the (k + 1)-th learning, where N k+1 indicates the adding data number in the (k+1)-th;
) T , calculate the hidden layer output matrix H k+1 of new learning data.
3) Calculate the output weight β k+1 :
Comparing with the ELM model, the OS-ELM does not reuse the learned data after updating model with learning data in batches. The framework of OS-ELM is shown in Figure 4 . For example, 960 jobs arrive to network datacenter in an hour. OS-ELM uses the feature vectors of the first 300 finished jobs to train the model; then, it tests and updates the model with 100 jobs submitted. Model testing and updating are performed 7 times in this example and only 60 jobs are left at the end of the process.
IV. EXPERIMENTAL RESULTS

A. DATA COLLECTION AND PRE-PROCESSING
The first 12-hour data from the first day of Google cluster traces are used to verify the online job failure states classification method. The collected data with the following characteristics would be cleaned: the job that has started to execute before the traces were recorded, the job that has not been completed at the end of the trace record, the job that has been finished before being scheduled, data with missing information, the job that haven't been executed after being submitted for 20 minutes. Only 8485 jobs left after 12961 jobs are cleaned, which means that 34.53% of the jobs are processed.
In the Google cluster traces, each job is executed as a single or several tasks. The system only assigns the job with scheduling constraints, so the job level should be represented by all the task attributes. Job priority and requested resource/ resource usage are reflected by the attributes of the tasks. Job priority and requested resource are represented by the mean and standard deviation of attributes for all tasks in this job. The requested resource contains CPU cores, memory (RAM), and local disk space (DISK). We choose the static characteristics of the job submitted by user as the feature vector. The static features of the job include [16] : the scheduling time of the job, the scheduling class, the number of tasks divided by the job, the average (AVG)/standard deviation (SD) of the job priority, and the AVG/SD of the job resource requested. The static characteristics of the submitted job are extracted in data preprocess, and used as a feature vector.
B. EXPERIMENT DESCRIPTION
In this paper, online prediction method is used to perform online failure prediction on Google datasets. For this purpose, three tests are carried out. In test 1, data arriving offline are simulated, and the effect of four failure prediction models are studied and compared. In test 2, data arriving online are simulated, and the effect of four failure prediction models are studied and compared. The parameters of models with better online prediction performance is optimized in test 3.
The samples are feature vectors. Input labels are normally finishing job (positive) and abnormally finishing job (negative). The output is whether the job can be accomplished normally or not. 
1) BASELINE METHODS
We introduce three algorithms as baselines for comparison. In section 2, we have described ELM method. Here we give a brief summary for other two baselines.
a: SVM
SVM is a promising tool to tackle classification and regression problem on the small-scale data [17] , [18] . It is the linear classifier with maximum margin in the feature space. It maps the original problem to a high-dimensional feature space through kernel trick. SVM model has the advantages of the small sample, global optimization, and strong generalization ability [19] . It has been widely used in the fault detection because of its excellent non-linear discrimination ability.
b: OS-SVM
OS-SVM is an advanced online rapid incremental learning algorithm based on the conventional SVM model [20] , [21] . It constructs classification hyperplane in the offline phase. When the data blocks arrive sequentially, the KKT convex programming conditions are used to determine whether the new samples can be correctly classified by the current hyperplane or not. If the new samples cannot be classified correctly, the new classification hyperplane will be trained with the training data consisted of support vectors and new samples.
2) SETTING OF MODELS PARAMETERS
In the experiment, the parameters of the model are set as follows: ELM selects ''sig'' as the activation function. The number of hidden layer nodes is optimized manually; OS-ELM parameter settings are the same as the ELM. SVM model and OS-SVM model selects the kernel function ''rbf''. The aspect of the separation hyperplane is ''LS''. The parameter value for ''box constraint'' and ''RBF_Sigma'' is manually optimized.
C. EXPERIMENTAL EVALUATION METRICS
The following assessment criteria are used for evaluating the classification results [22] : accuracy, precision, false negative rate. According to the combination of the real category and the learner prediction category, samples are divided into true positive (TP), false positive (FP), true negative (TN), false 
negative (FN), total number of samples
Accuracy is defined as
Precision is defined as
False negative rate is defined as
Since classifying the normal completion of the job as an abnormal one will have a great impact on users, we pay more attention to the metric false negative rate to ensure the prediction precision. In order for the best experimental effect, we use 0.3 and 0.7 as the weights of the accuracy rate and the false negative rate respectively [shown in equation (9)].
D. COMPARATIVE RESULTS
1) COMPARISON AND ANALYSIS OF DATA ARRIVING AT ONE SHOT
This group of experiments uses historical data to predict the failure jobs offline. We use the following methods to train and test the models. The data sets are divided into training set and test set by a 3:1 ratio in each experiment. The training set is divided into five equal parts for cross validation. That means, the samples in the q/5 (q=1, 2, 3, 4, 5) training set are used to establish a model at the q-th training time, and the samples in the (q+1)/5 training set are used to test the model at the q-th test time. At the last time, the test set is used for training and testing. Accordingly, the online model tests once for every 1/5 training set. The test samples used in the test are similar to those of the offline model. The mean values of accuracy, precision, false negative rate and the best effect of model ELM are 2.04%, 2.18%, −0.39% and 0.88% higher than those of SVM, respectively. The corresponding metrics of ELM are 2.26%, 2.08%, −0.05% and 0.71% higher than those of OS-ELM test results, respectively. The corresponding metrics of model SVM are 9.04%, 11.75%, 1.59% and 1.60% higher than those of OS-SVM, respectively.
Training time of model ELM is more than 5 times shorter than that of SVM. The total time of ELM, including training time and testing time, is 100 times shorter than OS-ELM's.
Therefore, in the same training set samples, the prediction performance of offline models is better than online models, because offline models use a large number of samples at one time to build the model, while online models use a small number of samples to build models at first, and perform model update training when the data samples reach individually or in batch. However, the time performance of online models is obviously much better than that of offline models.
2) COMPARISON AND ANALYSIS OF DATA SEQUENTIAL ARRIVING
This group of experiments imitates the online job failure prediction with the data arriving sequentially. The first 1000 jobs in the dataset are collected in advance in offline phase. Then, 100 jobs are input each time, and online job failure prediction is performed. The real termination status of these jobs is used in the training data update model. Finally, we use the test set to evaluate models again.
In the experiments, model training is carried out many times to adjust the parameters. The comparative results of four algorithms are shown in Table 2 . The accuracy and precision of ELM algorithm in test set are 4.35% and 4.52% higher than those of OS-ELM algorithm. The false negative rate of OS-ELM algorithm in test set is 0.93% higher than that of ELM algorithm. The accuracy, precision and false negative rate of SVM algorithm are 5.42%, 7.47% and 0.67% higher than those of OS-SVM algorithm. The accuracy, precision and false negative rate of OS-ELM algorithm are 1.31%, 2.49% and 1.19% higher than those of OS-SVM algorithm. During model updating, the average accuracy rate, accuracy, false negative rate of OS-ELM algorithm is 11.26%, 13.90% and 1.34% higher than those of OS-SVM algorithm, respectively. In addition, the OS-SVM model has a large fluctuation of accuracy and online model OS-ELM is much faster than OS-SVM in the training process.
The time performance of OS-SVM and OS-ELM models outperform the offline models. Compared with OS-SVM, OS-ELM spends a 2000 times shorter time in model establishing and updating in the test stage. Because the OS-ELM generates the hidden layer parameters randomly to avoid the complex iterative computation, it is suitable for large sample data. On the other hand, the OS-SVM model needs to continually calculate the maximum interval hyperplane, so more training samples and more time are required to solve the quadratic programming to obtain the support vector.
As can be seen from the analyses in Table 1 and Table 2 , OS-ELM outperforms the other 3 algorithms in accuracy and time performance. It is thus more suitable for online failure job prediction. Therefore, the parameters of the OS-ELM model are further discussed.
3) MODEL PARAMETER SELECTION
Because the number of hidden nodes and activation function are the main factors affecting the results of classification, the two factors are studied experimentally, and the parameters are optimized accordingly.
The number of hidden layer nodes in ELM and OSELM models are determined by the classification results. In order to determine the optimized range of the number of nodes in the hidden layer, the incremental value testing is used in this section. The node number is set to {1,10,20,30,40,50,60,70,80,90,100,150,200,300,400,500, 600,700,800,900,1000}. One of the following 5 common activation functions could be used as activation function of ELM model: Sigmoid function (sig), hardlim function (hardlim), sine function (sin), triangular basis transfer function (tribas) and Gauss function (radbas). The activation function of OS-ELM model can be sig, hardlim, sin, and Radial Basis Function (rbf). In order to ensure the generality of the experiment, all the experimental results are averaged 50 times. When HN>=400, the predicting accuracy, accuracy and false rate are stable. Therefore, the sig activation function and HN>=400 are chosen for the ELM model.
As shown in Figure 6 , the effects of different activation functions and the number of HN on the mean and standard deviation of prediction accuracy rate, precision and false negative rate are described in the OS-ELM model. When the activation function is RBF and HN<=90, the above mentioned metrics fluctuate obviously. When HN>=100, the metrics is stable, but the prediction performance is the worst. When activation function is hardlim and the number of HN is in the range of 10-1000, the average accuracy is 90-95%. With the increase of the number of HN, the fluctuation of prediction accuracy minimize, and the prediction performance becomes more precise. With the SIG and sin activation function, a similar trend of the change of prediction effect is observed. When the number of HN is in the range of 10-100, the prediction accuracy is relatively stable. The accuracy of SIG activation function is in the range of 90-95%, while the accuracy of sin is in the range of 83.0-90.5%. Therefore, we choose sig as the activation function and 10-100 as the range of HN number in OS-ELM.
The relationship between the number of HN and the training time with sig as the activation function is shown in Figure 7 . As shown in Figure 7 (a), in the ELM model, the number of HN increases with the increase of the total time required for model training and testing. As shown in Figure 7 (b), in the OS-ELM model, the model update time is proportionate to the number of HN. In practical application, both the classification performance and time performance are important indicators. Therefore, if the performance requirement of the prediction accuracy, accuracy and false negative rate were met, the smaller number of HN is the better. So sig is selected as the activation function and the number of HN is set to 400 for the ELM model, and sig is selected as activation function and the number of HN is set to 50 for the OS-ELM model.
E. PERFORMANCE ANALYSIS
The experimental results demonstrated obviously that the OS-ELM model is most suitable for online failure prediction due to the following reasons: (1) SVM model and ELM model are offline models, model training was carried out only after collecting enough samples. Since each training needs to train existing samples once again, the existing data need to be saved, which would occupy large storage space and take more time. (2) OS-ELM model has the advantage of rapid learning, and model updating only takes about 0.01s, while the OS-SVM model needs about 33.04s for the updating process. The job execution in a cloud cluster is a continual reception of a large number of jobs. Because of the ever-increasing number of support vectors in the model updating process, the computation of the OS-SVM model became more and more complicated. Additionally, the earlier the job termination is predicted, the more the resource is saved. (3) The stability of OS-ELM model is better than OS-SVM model. When the OS-ELM model is being updated, the hidden layer parameters are generated randomly and the output weights of the single-hidden layer feed-forward neural network are minimized. Comparing with OS-ELM, the OS-SVM is less stable because the OS-SVM model needs to retrain the samples that violate the KKT condition while keeping updating the hyperplane in the model updating. Therefore, compared with the traditional prediction methods, the proposed prediction method based on OS-ELM model can predict job failure online more accurately with better stability and time performance in the cloud cluster.
V. CONCLUSION
In this paper, a new job failure prediction method on the large cloud computing platform was proposed based on online extreme learning machine. The method with online incremental learning strategy had the fast learning speed and good generalization. The time and accuracy of performance of the proposed method were compared with those of some stateof-the-art methods. The results indicated that the proposed OS-ELM model can ensure model updating within 0.01s, and predict the job termination with an accuracy rate of 93%. The time performance and prediction accuracy of OS-ELM model were superior to other models. Thus, it can reduce the storage space overhead by intelligently identifying job failure, and significantly reduce the resource waste in the cloud.
We are now working on an earlier prediction model in a distributed online environment to ensure accuracy, earlier job failure prediction and resource-saving. The result will be reported in due time. 
