Abstract. We consider the double scaling limit in the random matrix ensemble with an external source 1
Introduction and statement of results

1.1.
The random matrix model. This is the third and final part of a sequence of papers on the Gaussian random matrix ensemble with external source 1 Z n e −nTr(
defined on n × n Hermitian matrices, where A is a diagonal matrix with two eigenvalues ±a (with a > 0) of equal multiplicities (so that, n is even). This matrix ensemble was introduced by Brézin and Hikami [9, 10] as a simple model for a phase transition that is expected to exhibit universality properties. The phase transition can be seen from the behavior of the eigenvalues of M in the large n limit, since for a > 1, the eigenvalues accumulate on two intervals, while for 0 < a < 1, the eigenvalues accumulate on one interval. The limiting mean density of eigenvalues follows from earlier work of Pastur [22] . It is based on an analysis of the equation (Pastur equation)
which yields an algebraic function ξ(z) defined on a three-sheeted Riemann surface. The restrictions of ξ(z) to the three sheets are denoted by ξ j (z), j = 1, 2, 3. There are four real (1.2) for the values a > 1 (left), a = 1 (middle) and a < 1 (right). In all cases the eigenvalues of M accumulate on the interval(s) of the first sheet with a density given by (1.3) .
branch points if a > 1 which determine two real intervals. The two intervals come together for a = 1, and for 0 < a < 1, there are two real branch points, and two purely imaginary branch points. Figure 1 depicts the structure of the Riemann surface ξ(z) for a > 1, a = 1, and a < 1.
In all cases we have that the limiting mean eigenvalue density ρ(x) = ρ(x; a) of the matrix M from (1.1) is given by ρ(x; a) = 1 π Im ξ 1+ (x), x ∈ R, (1
where ξ 1+ (x) denotes the limiting value of ξ 1 (z) as z → x with Im z > 0. For a = 1 the limiting mean eigenvalue density vanishes at x = 0 and ρ(x; a) ∼ |x| 1/3 as x → 0. We note that this behavior at the closing (or opening) of a gap is markedly different from the behavior that occurs in the usual unitary random matrix ensembles Z −1 n e −nTrV (M ) dM where a closing of the gap in the spectrum typically leads to a limiting mean eigenvalue density ρ that satisfies ρ(x) ∼ (x − x * ) 2 as x → x * if the gap closes at x = x * . In that case the local eigenvalue correlations can be described in terms of ψ-functions associated with the Painlevé II equation, see [5, 11] . The phase transition for the model (1.1) is different, and it cannot be realized in a unitary random matrix ensemble.
Non-intersecting Brownian motion.
The nature of the phase transition at a = 1 may also be seen from an equivalent model of non-intersecting Brownian paths, see Figure 2 . Consider n independent one-dimensional Brownian motions that are conditioned to start at time t = 0 at the origin, end at time t = 1 at ±1, where half of the paths ends at +1 and the other half at −1, and that are conditioned not to intersect at intermediate times t ∈ (0, 1). As explained in [2] , at any intermediate time t, the positions of the n Brownian motions, have the same distribution as the eigenvalues of a Gaussian random matrix ensemble with external source (up to trivial scaling). Now, as n → ∞ and under appropriate scaling of the variance of the Brownian motions, the paths fill out a region in the t − x-plane. Then for small time the paths are in one group, which at a certain critical time t cr splits into two groups, where one group ends at x = +1 and the other group at x = −1. The situations t < t cr , t = t cr , and t > t cr correspond to a < 1, a = 1, and a > 1, respectively, in the Gaussian random matrix model with external source.
The boundary curve has a cusp singularity at the critical time as shown in Figure 2 . As their number increases the paths fill out a region whose boundary has a cusp.
1.3. Correlation kernel. Brézin and Hikami [9, 10] showed, see also [28] , that the eigenvalues of the random matrix ensemble (1.1) are distributed according to a determinantal point process. There is a kernel K n (x, y; a) so that the eigenvalues x 1 , . . . , x n have the joint probability density p n (x 1 , . . . , x n ) = 1 n! det(K n (x j , x k ; a)) j,k=1,...,n and so that for each m ≤ n, the m-point correlation function R m (x 1 , . . . , x m ) = n! (n − m)! · · · n−m times p n (x 1 , . . . , x n )dx m+1 · · · dx n takes determinantal form as well:
R m (x 1 , . . . , x m ) = det(K n (x j , x k ; a)) j,k=1,...,m .
In [6] we pointed out that the kernel can be built out of multiple Hermite polynomials [3, 8, 26] in much the same way that the correlation kernel for unitary random matrix ensembles (without external source) is related to orthogonal polynomials. The ChristoffelDarboux formula for multiple orthogonal polynomials [6, 14] allows one to express the kernel in terms of the Riemann-Hilbert problem for multiple Hermite polynomials (see [27] and below). Applying the Deift/Zhou steepest descent analysis [15, 18] to the Riemann-Hilbert problem in the non-critical case, we were able to show that the kernel has the usual scaling limits from random matrix theory. That is, we obtain the sine kernel
in the bulk, and the Airy kernel
at the edge of the spectrum, as scaling limits of K n (x, y; a) if a > 1 [7] or 0 < a < 1 [2] .
1.4. Double scaling limit. In this paper we consider the double scaling limit at the critical parameter a = 1 of the Gaussian random matrix ensemble with external source, or equivalently, of the non-intersecting Brownian motion model at the critical time t = t cr . As is usual in a critical case, there is a family of limiting kernels that arise when a changes with n and a → 1 as n → ∞ in a critical way. These kernels are constructed out of Pearcey integrals and therefore they are called Pearcey kernels. The Pearcey kernels were first described by Brézin and Hikami [9, 10] . A detailed proof of the following result was recently given by Tracy and Widom [25] .
Theorem 1.1. We have for every fixed b ∈ R,
where K cusp is the Pearcey kernel
s 2 +isx ds and
The contour Σ consists of the four rays arg y = ±π/4, ±3π/4, with the orientation shown in Figure 3 .
The functions (1.8) are called Pearcey integrals [23] . They are solutions of the third order differential equations p ′′′ (x) = xp(x) + bp ′ (x) and q ′′′ (y) = −yq(y) + bq ′ (y), respectively. Away from the critical point x = 0, the usual scaling limits (1.4) and (1.5) from random matrix theory continue to hold in the case a = 1 (also in the double scaling regime). This can be proved for example as in [7, 25] , and we will not consider this any further here. 
Similar expressions hold for the probability to have one, two, three, . . . , eigenvalues in an O(n −3/4 ) neighborhood of x = 0. Tracy and Widom [25] and Adler and van Moerbeke [1] gave differential equations for the gap probabilities associated with the Pearcey kernel and with the more general Pearcey process which arises from considering the non-intersecting Brownian motion model at several times near the critical time. See also [20] where the Pearcey process appears in a combinatorial model on random partitions.
1.5. Steepest descent method for RH problems. Brézin and Hikami and also Tracy and Widom used a double integral representation for the kernel in order to establish Theorem 1.1. In this paper we use the Deift/Zhou steepest descent method for the Riemann-Hilbert problem for multiple Hermite polynomials. This method is less direct than the steepest descent method for integrals. However, an approach based on the Riemann-Hilbert problem may be applicable to more general situations, where an integral representation is not available. This is the case, for example, for the general (non-Gaussian) unitary random matrix ensemble with external source 1
with a general potential V . The Riemann-Hilbert problem is formulated in Section 2. The asymptotic analysis of the Riemann-Hilbert problem presents a new feature that we feel is of importance in its own right. We will not use the Pastur equation (1.2) which defines the ξ-functions and the Riemann surface that corresponds to it, but instead we use a modified equation to define the ξ-functions. We discuss this in Section 3. The modification may be thought of in potential theoretic terms and we briefly discuss this in Section 3 as well.
The anti-derivatives of the modified ξ-functions are introduced in Section 4 and they play an important role in the steepest descent analysis of the Riemann-Hilbert problem in the rest of the paper. The main issue is the construction in Section 8 of the local parametrix around 0 with the aid of Pearcey integrals. The modification of the ξ-functions is used here to be able to match the local Pearcey parametrix with the outside parametrix. Even so it turns out that we cannot achieve the matching condition on a fixed circle around the origin, but only on circles with radii n −1/4 that decrease as n increases. However, the circles are big enough to capture the behavior (1.6) which takes place at a distance to the origin of order n −3/4 . The precise estimates that lead to the proof of Theorem 1.1 are given in the final Sections 9 and 10.
Riemann-Hilbert problem
As shown in our paper [6] , the correlation kernel is expressed in terms of the solution to the following 3 × 3 matrix valued Riemann-Hilbert (RH) problem.
Find
where
where I denotes the 3 × 3 identity matrix. The RH problem has a unique solution, given explicitly in terms of the multiple Hermite polynomials. The correlation kernel of the Gaussian random matrix model with external source is equal to
n(x 2 +y 2 )
2πi(x − y) 0 e nay e −nay Y −1
In what follows we are going to apply the Deift/Zhou steepest descent method for RH problems to the above RH problem for Y . It consists of a sequence of explicit transformations Y → T → S → R which leads to a RH problem for R in which all jumps are close to the identity matrix and which is normalized at infinity. Then R is close to the identity matrix, and analyzing the effect of the transformations on the kernel (2.3) we will be able to prove Theorem 1.1.
3.
Modification of the ξ-functions 3.1. Modified Pastur equation. The analysis in [2, 7] for the cases a > 1 and 0 < a < 1 was based on the equation (1.2) and it would be natural to use (1.2) also in the case a = 1. Indeed, that is what we tried to do, and we found that it works for a ≡ 1, but in the double scaling regime a = 1 + b 2 √ n with b = 0, it led to problems that we were unable to resolve in a satisfactory way. A crucial feature of our present approach is a modification of the equation (1.2) when a is close to 1, but different from 1. At x = 0 we wish to have a double branch point for all values of a so that the structure of the Riemann surface is as in the middle figure of Figure 1 for all a.
For c > 0, we consider the Riemann surface for the equation
3.2. Behavior at z = 0. We start with the behavior of the functions w k .
Lemma 3.2. There exist analytic functions f 1 and g 1 defined in a neighborhood U 1 of z = 0 so that for z ∈ U 1 and k = 1, 2, 3,
In addition, we have f 1 (0) = c 2/3 , and f 1 (z) and g 1 (z) are real for real z ∈ U 1 .
Proof. Putting z = x 3 and w = xy in (3.1) we obtain
which has a solution y = y(x) that is analytic in a neighborhood U 1 of 0 and satisfies y(0) = −c 2/3 and y ′ (0) = 0. Then we can write y(
with f 1 , g 1 and h 1 analytic in U 1 and f 1 (0) = c 2/3 . Putting this back in (3.8) we find after straightforward calculations that (with z = x 3 ) 9) and h 1 (z) = . Going back to z and w variables, we see that there is a solution w = w(z) to (3.1) with
where we take the principal branches of the fractional powers. This solution is real for z real and positive, and so it coincides with the solution w 3 (z). This proves (3.7) for k = 3. The expressions (3.7) for k = 1, 2 follow by analytic continuation. Since y(x) is real for real x, we also find that f 1 (z) and g 1 (z) are real if z is real.
From (3.9) it is easy to give explicit expressions for f 1 and g 1 . However we will not use this in the future.
From Lemma 3.2 and (3.3) we get the following behavior for the functions ξ k near z = 0.
Lemma 3.3. There exist analytic functions f 2 and g 2 defined in a neighborhood U 2 of z = 0 so that for z ∈ U 2 and k = 1, 2, 3,
In addition, we have
and f 2 (z) and g 2 (z) are real for real z ∈ U 2 .
Proof. This follows from (3.3) and the previous lemma. Indeed from (3.7) where f 1 and g 1 satisfy the relations (3.9), we can deduce 1
Then (3.10) follows from (3.7) and (3.3) if we take
and
Because of Lemma 3.2 this also implies (3.11) and the fact that f 2 (z) and g 2 (z) are real for real z ∈ U 2 .
3.3. Potential theoretic interpretation. As an aside we want to mention that the modified ξ-functions may be thought of in terms of a modified equilibrium problem for logarithmic potentials. For a > 1, it was noted in [7] , that the limiting mean eigenvalue density ρ(x) = ρ(x; a) may be characterized as follows. We minimize
among all non-negative measures µ 1 , µ 2 on R with
. There is a unique minimizer [24] , and for a > 1, we have that supp(µ 1 ) ⊂ [0, ∞), supp(µ 2 ) ⊂ (−∞, 0], and ρ is the density of µ 1 + µ 2 . For a < 1, the minimizing measures for (3.14) do not have disjoint supports, and in fact these minimizers are not related to our random matrix ensemble (1.1) at all.
The modification we are alluding to is to minimize (3.14) among signed measures µ 1 = µ
and in addition
The condition (1) plays a role for a < 1, since it prevents the supports of µ 1 and µ 2 to overlap. For a > 1, the condition (2) plays a role, since it allows the measures to become negative near 0. Now let µ 1 , µ 2 be the minimizers for this modified equilibrium problem, and letρ be the density of µ 1 + µ 2 . Then it can be shown that the density of µ 1 + µ 2 is equal to 1 π Im ξ 1+ (x) where ξ 1 is the modified ξ 1 -function introduced in this section. We will not use this potential-theoretic connection in the analysis that follows in this paper, but we anticipate that it might be important for the general unitary random matrix ensemble with external source (1.9).
We finally note that a modified equilibrium problem was also used in [11, 12] in order to analyse the double scaling limit in unitary random matrix ensembles (without external source), so one might speculate that such an approach might be characteristic for double scaling limits in random matrix ensembles.
The λ-functions
4.1. Definition and first properties. The main role is played by the λ-functions which are anti-derivatives of the ξ-functions. They are defined here as
where the path of integration starts at 0 on the upper side of the cut and is fully contained (except for the initial point) in C \ (−∞, z * ] for k = 1, 2, and in C \ (−∞, 0] for k = 3. Then λ 1 and λ 2 are defined and analytic on C \ (−∞, z * ], and λ 3 is defined and analytic on C \ (−∞, 0].
As follows from (3.6) and (4.1), the λ-functions behave at infinity as
for certain constants ℓ k , k = 1, 2, 3, where log z is taken as the principal value, that is, with a cut along the negative real axis. From contour integration based on (3.6) where we use the residue of ξ 2 at infinity, we find λ 1− (0) = πi and λ 2− (0) = −πi. Then we get the following jump properties of the λ-functions on the cuts (−∞, 0] and (−∞, z * ]: Lemma 4.1. There exist analytic functions f 3 and g 3 in a neighborhood U 3 of z = 0 so that
and f 3 (z) and g 3 (z) are real for real z ∈ U 3 .
Proof. The relations (4.4) follow by integrating (3.10). Note that λ 1− (0) = πi, λ 2− (0) = −πi, and λ 3− (0) = 0. The other statements of the lemma also follow directly from Lemma 3.3. 
2 dz 2 (and their analytic continuations beyond the branch cuts in case a < 1).
The solid curves in Figures 4-6 are the critical trajectories of the quadratic differential
The quadratic differential has a simple zero at z = z * . Three trajectories are emanating from z = z * at equal angles, one of these being the real interval (0, z * ). For a > 1, the quadratic differential has a double zero at z = x 0 for some x 0 ∈ (0, z * ). Four trajectories are emanating from the double zero at equal angles as can be seen in Figure 4 .
The dashed curves are the critical trajectories of the quadratic differential (ξ 1 (z)−ξ 3 (z)) 2 dz 2 . Because of symmetry, these are the mirror images of the trajectories of the quadratic differ-
2 dz 2 with respect to the imaginary axis. For a > 1, the solid curve that passes vertically through x 0 and its dashed mirror image with respect to the imaginary axis meet in two points ±iy 0 on the imaginary axis. Together they enclose a neighborhood of the origin.
The dashed-dotted curves are the critical trajectories of (ξ 2 (z) − ξ 3 (z)) 2 dz 2 . For a < 1, the quadratric differential has two double zeros at z = ±iy 0 for some y 0 > 0. Four trajectories are emanating from these double zeros at equal angles as shown in the Figure 6 . Besides the imaginary axis there are curves passing horizontally through ±iy 0 , and these curves meet each other at two points ±x 0 on the real axis and they enclose a neighborhood of the origin. Beyond these two points the quadratic differentials have analytic continuations, but the formula changes since either ξ 2 or ξ 3 reaches its branch cut and changes into ξ 1 . Consequently, the dashed-dotted curves in Figure 6 continue beyond ±x 0 as either solid or dashed curves.
The relative orderings of the real parts Re λ 1 , Re λ 2 and Re λ 3 changes if we cross one of the critical trajectories, but it remains constant in the regions bounded by the critical trajectories. For each of the unbounded regions we can determine the ordering from the behavior at infinity (4.2). For example, we have in the right-most region Re λ 1 > Re λ 2 > Re λ 3 , and if we cross the solid curve where Re λ 1 = Re λ 2 , the ordering becomes Re λ 2 > Re λ 1 > Re λ 3 , and so on.
In the cases a < 1 and a > 1 the trajectories enclose a bounded neighborhood of the origin. There is no such neighborhood in case a = 1. The neighborhood is small if a is close to 1. In this neighborhood the relative ordering of the real parts is different.
So we can easily verify the following.
Lemma 4.2. Except for z in the exceptional bounded neighborhood of the origin, we have that
in the region in the right-half plane, bounded by the solid and dashed-dotted curves, and
in the region in the left-half plane bounded by the dashed and dashed-dotted curves.
The exceptional neighborhood will not cause a problem to us, since it turns out to shrink fast enough if a = 1 + (b/2)n −1/2 and n → ∞. For n large enough, the exceptional neighborhood is well within the disk around the origin of radius n −1/4 where we are going to construct a special parametrix with Pearcey integrals. Then the different ordering of the real parts of the λ k will not play a role.
First two transformations of the RH problem
The first and second transformation of the RH problem are the same as in our earlier paper [7] , except that we use the λ-functions that were introduced in the last section via the modified ξ-functions. 
Then by (2.1) and (5.1) and the jump properties (4.3) we have
The function T (z) solves the following RH problem:
The asymptotic property (5.6) follows from (2.2), (5.1), and the behavior (4.2) of the λ-functions at infinity. Figure 7 . We define (see also Section 5 in [7] ) 10) and S = T outside the lenses. It leads to a matrix valued function S which is defined and analytic in C \ Σ S , where Σ S consists of the real line and the upper and lower lips of the lenses. On Σ S we have S + = S − j S where j S is defined as follows (the orientation on Σ S is taken from left to right):
on the upper lip of the right lens, (5.14) Thus S solves the following RH problem: . Now the ordering of the real parts of the λ k in various regions in the complex plane (see Lemma 4.2) shows that the jump matrices in (5.13)-(5.17) are all close to the identity matrix if n is large, except in a neighborhood of the origin. To be precise, if a < 1 then Re λ 3 > Re λ 2 near the origin in the right half-plane, which means that the entries ±e n(λ 3 −λ 2 ) in the jump matrices in (5.14) and (5.17) are not small near the origin but instead grow exponentially if n gets large. Similarly the entries ±e n(λ 2 −λ 3 ) in the jump matrices in (5.15) and (5.16) also grow exponentially near the origin. On the other hand, if a > 1, then Re λ 1 is bigger than the other two in the exceptional neighborhood of the origin, so that the other non-zero offdiagonal entries in the jump matrices in (5.14)-(5.17) grow exponentially in a neighborhood of the origin. For a = 1 there are no such exceptions and all jump matrices in (5.13)-(5.17) are close to the identity matrix if n is large.
When we wrote that certain entries grow exponentially as n gets large, it was understood that the value of a = 1 remained fixed. However, eventually we are going to take a = 1 + O(n −1/2 ) as n → ∞. Then it will turn out that the possible growth of certain entries in the jump matrices is confined to a small enough region near the origin, which shrinks sufficiently fast as n → ∞, so that we can still ignore the jumps (5.13)-(5.17) in the next step.
Model RH Problem
We consider the following auxiliary model RH problem: find M :
, where
2)
• as z → ∞,
This RH problem has a solution, see [7, Section 6] , that can be explicitly given in terms of the mapping functions w k , k = 1, 2, 3, from (3.1) and (3.2). The solution takes the form
where M 1 , M 2 , M 3 are the three scalar valued functions
Note that by (3.2) we have that w k (z) is of order z 1/3 as z → 0. By (6.4) and (6.5) this implies that
and from (6.6) it follows that M −1 (z) = O(z −2/3 ). However, the special form of the solution (6.4)-(6.5) shows that all cofactors of M are actually O(z −1/3 ) as z → 0. Thus
This may also be understood from the fact that M −1 = M t , since together with M it is easy to see that also M −t is a solution of the RH problem (6.1)-(6.3). The model solution M will be used to construct a parametrix for S outside of small neighborhoods of the edge points and the origin. Namely, we consider disks of fixed radius r around the edge points and a shrinking disk D(0, n −1/4 ) of radius n −1/4 around the origin. At the edge points and at the origin M is not analytic (it is not even bounded) and in the disks around the edge points and the origin the parametrix is constructed differently.
Parametrix at edge points
The construction of a parametrix P at the edge points ±z * can be done with Airy functions in a by now standard way, see [6, 15, 16, 17] . We omit details. We only note that ±z * = ±
so that
, r) ∩ Σ S , we have
where j S is given by (5.11)-(5.17), • as n → ∞,
Parametrix at the origin
The main issue is the construction of a parametrix at the origin and this is where the Pearcey integrals come in. For a sufficiently close to 1, we want to define Q in a neighborhood D(0, r) of the origin such that
where j S is given by (5.11)-(5.17), • as n → ∞, and with a = 1 + O(n −1/2 ), we have
The parametrix Q will be constructed with the aid of Pearcey integrals.
To motivate the construction, we note that the jump matrices for S can be factored as We show in the next subsection that the Pearcey integrals satisfy a RH problem with exactly the above jump matrices except that these jumps are situated on six rays emanating from the origin. 
or any other contours that are homotopic to them as for example given in Figure 8 . The formulas (8.11) also determine the orientation of the contours Γ j . 
Then Φ has jumps on the six rays. We choose an orientation on these rays so that the rays in the right half-plane are oriented from 0 to ∞, and the rays in the left half-plane are oriented from ∞ to 0. So these are indeed the jump matrices of (8.4)-(8.9).
Asymptotics of Pearcey integrals.
A classical steepest descent analysis of the integral representations gives the following result for the asymptotic behavior of Φ(ζ; b) as ζ → ∞. As always we use the principal branches of the fractional powers, that is, with a branch cut along the negative axis.
Lemma 8.1. For every fixed b ∈ C, we have as ζ → ∞, 
The O-terms in (8.21) and (8.22 ) are uniform for b in a bounded subset of the complex plane.
Proof. We give an outline of the proof; cf. also the calculations in [19] . Let θ(s; ζ, b) = − 
The value at the saddles is
Then, if C k is the steepest descent path through s k , we obtain from classical steepest descent arguments
The choice of ± sign depends on the orientation of the steepest descent path. Now take any of the six sectors that appear in the definition (8.12)-(8.17) of Φ and take some p j that appears in the definition of Φ in that sector. The contour Γ j in the definition (8.10) of p j can be deformed to the steepest descent contour through one of the saddles, or to the union of two or three such steepest descent contours. However, in the latter case, it turns out that there is always a unique dominant saddle for p j in that particular sector. Thus for some k and some choice of ± sign, we have
as ζ → ∞ in the chosen sector. Similarly,
A further analysis reveals which value of k and what sign is associated with p j in the particular sector. We will not go through this analysis here, but the result is given by (8.21)) and (8.22) . This completes the proof of the lemma.
Note that in the above lemma we only state the leading term in a full asymptotic expansion, which is enough for the purposes of this paper. We also stay away from situations where saddles coalesce. For more asymptotic results on Pearcey integrals in various regimes, see [4, 19, 21] and the references cited therein.
Definition of Q.
We are going to define the local parametrix Q in the form (8.27) where E is an analytic prefactor, z → ζ(z) is a conformal map from a neighborhood of 0 in the z-plane to a neighborhood of 0 in the ζ-plane, and z → b(z) is analytic. We choose ζ(z) and b(z) so that the exponential factors in the asymptotic behavior of Φ(n 3/4 ζ(z); n 1/2 b(z)) are cancelled when we multiply them by e nΛ(z) e −nz 2 /6 . We use the functions f 3 and g 3 from Lemma 4.1 in the following definition. These functions depend on a, and to emphasize the a-dependence we write f 3 (z; a) and g 3 (z; a). The functions ζ(z) and b(z) also depend on a. Proof. Following the constructions of f j and g j for j = 1, 2, 3 in Lemmas 3.2, 3.3, and 4.1 and their proofs, we easily see that
uniformly for z in a neighborhood of 0, and
Both parts of the lemma follow from (8.31) and (8.32), and the definitions (8.28) and (8.29) .
From now on we assume that |a − 1| < δ, where δ > 0 is as in part (a) of Lemma 8.2, so that z → ζ(z; a) is a conformal map. Near 0 we choose the precise form of the lenses so that the lips of the lenses are mapped by z → ζ(z; a) to the rays arg ζ = ±π/4 and arg ζ = ±3π/4. Then from the fact that the jump matrices (8.18)-(8.20) of Φ agree with those in (8.4)-(8.9), it follows that the jump condition (8.1) for Q is satisfied. This holds for any choice of analytic prefactor E that is used in (8.27 ) to define Q. We are going to define E so that the matching condition (8.2) is satisfied as well.
Matching condition.
To obtain the matching condition (8.2) we first note that the definitions (8.28) and (8.29) give us (we drop the a-dependence in the notation)
Hence by (4.4) and (8.23) we have for Im z > 0 with |z| < r,
while for Im z < 0 with |z| < r, for every n large enough, with a value C that is independent of n. 
Proof. This follows from the asymptotic behavior (8.21) and (8.22), since we have shown in the above that the exponential factors in (8.21) and (8.22 ) are cancelled when we multiply them by e nΛ(z) e −nz 2 /6 . As for the O-term, we note that n In order to achieve the matching (8.2) of Q(z) with M(z) we now define the prefactor E by
Then the matching condition (8.2) follows from (8.36) and (8.38).
It only remains to check that E is analytic in a full neighborhood of the origin. This follows since M and K satisfy the same jump relations on the real line. Indeed we have from the expressions (8.37) for K, for real ζ with ζ > 0,
while for real ζ < 0 we have to take into account that ζ 1/3 and ζ −1/3 have different ±-boundary values, so that for ζ < 0,
These are indeed equal to the jumps satisfied by M; see (6.1) and (6.2). Since ζ(z) is a conformal map on D(0, r) that is real and positive for z ∈ (0, r), and real and negative for z ∈ (−r, 0), we find that M(z)K(ζ(z)) −1 is analytic across both (0, r) and (−r, 0). Thus E(z) is analytic in D(0, r) \ {0}. The isolated singularity at 0 is removable, since the entries in M(z) and K(ζ(z)) −1 have at most z −1/3 -type singularity at the origin, and they cannot combine to form a pole. The conclusion is that E is analytic.
This completes the construction of the local parametrix Q at the origin.
Final transformation
We now fix b ∈ R and let a = 1 +
, r),
(9.1) Then R is analytic inside the disks and also across the real interval between the disks. Thus R is analytic outside the contour Σ R shown in Figure 9 . Figure 9 . The contour Σ R . The matrix-valued function R is analytic on C \ Σ R . The disk around 0 has radius n −1/4 and is shrinking as n → ∞. The disks are oriented counterclockwise and the remaining parts of Σ R are oriented from left to right. Lemma 9.1. We have R + = R − j R where
2) Proof. The behavior (9.2) of the jump matrix on the circles around the endpoints
is a result of the construction of the Airy parametrix. It follows as in [16, 17] .
The jump matrix for |z| = n −1/4 is by (9.1) and (8.2) (we use positive orientation)
) as z → 0 by (6.6) and (6.7), we obtain (9.3). The jump matrix j R (z) on the remaining part of Σ R is I + O(e −cn ) if z ∈ Σ R stays at a fixed distance of 0 and ± 3 √ 3 2
. But now the disk around 0 is shrinking as n increases, and so we have to be more careful here. We note that the jump matrix is
and we want to know its behavior as n → ∞ for z on the lips of the lenses near 0 and |z| ≥ n −1/4 . The jump matrices j S in (5.14)-(5.17) contain off-diagonal entries ±e n(λ k −λ j ) . For a = 1 these entries are decaying on the contours and so we have for some positive constant c 1 > 0.
for z on the lips of the lenses near 0. Since
Then if a − 1 = (b/2)n −1/2 and |z| ≥ n −1/4 we easily get that
for some positive constant c 3 > 0. Then it follows from (5.14)-(5.17) that
This leads to (9.4) since M(z) = O(z −1/3 ) and M −1 (z) = O(z −1/3 ) as z → 0, see (6.6) and (6.7).
To summarize, we find that R solves the following RH problem:
• R is analytic on C \ Σ R , • for z ∈ Σ R , we have R + = R − j R , where j R satisfies (9.2)-(9.4),
• as z → ∞, we have R(z) = I + O(1/z). The RH problem for R is posed on a contour that is varying with n. This is a slight complication. However we still can guarantee the following behavior of R as n → ∞. Proposition 9.2. As n → ∞ we have that
Since the proof of Proposition 9.2 is somewhat technical due to the fact that the contours are varying with n, we give it in Appendix A.
Proof of Theorem 1.1
Now we are ready for the proof of Theorem 1.1. We fix b ∈ R and take
10.1. The effect of the transformations Y → T → S → R. We are going to follow the effect of the transformations on the correlation kernel K n (x, y; a) for real values of x and y close to 0. We start from (2.3) which gives K n (x, y; a) in terms of the solution of the RH problem for Y . The transformation (5.1) then implies that
According to the transformation T → S given in (5.7)-(5.10) we now have to distinguish between x and y being positive or negative. We will do the calculations explicitly for x > 0 and y < 0. The other cases are treated in the same way. So we assume that x > 0 and y < 0, and both of them are close to 0. The formulas (5.7) and (5.9) applied to (10.1) then give
Next we note that for z close to 0, inside the disk or radius n −1/4 , we have by (9.1),
where Q(z) = Q(z)e −nΛ(z) e nz 2 /6 = E(z)Φ(n 3/4 ζ(z; a); n 1/2 b(z; a)); (10.3) see (8.36 ). Thus if 0 < x < n −1/4 and −n −1/4 < y < 0, we have
and −e nλ 1+ (y) 0 e nλ 3+ (y) S −1
Inserting these two relations into (10.2) we find that
n(x 2 −y 2 )
2πi(x − y)
To obtain the scaling limit (1.6) of K n we need the following lemma.
Lemma 10.1. Let a n = 1 + (b/2)n −1/2 .
(a) Let x n = xn −3/4 where x ∈ R is fixed. Then lim n→∞ n 3/4 ζ(x n ; a n ) = x (10.5) and lim n→∞ n 1/2 b(x n ; a n ) = b. (10.6) (b) Let also y n = yn −3/4 where y ∈ R is fixed. Then
Proof. 2 ) as a → 1, and it follows from (10.9) and the definitions of a n and x n that n 1/2 g 3 (x n ; a n ) = n 1/2 g 3 (0; a n )+O(n −1 ) = 2(a n −1)+O(n −1/2 ) = b+O(n −1/2 ) as n → ∞.
Then (10.6) follows because of the definition (8.29) and the fact that f 3 (x n ; a n ) → 1 as n → ∞.
is analytic in a neighborhood of the origin and x n − y n = O(n −3/4 ), we have
as n → ∞. Hence by (8.38) (10.10) Note that both nb(y n ; a n ) 2 and nb(x n ; a n ) 2 tend to b 2 as n → ∞ because of (10.6). Thus we also get from (8.38 ) that E(x n ) = O(n 1/4 ), and
Next, we get from (9.5) and Cauchy's theorem that for z = O(n −3/4 ) we have
Then by the mean-value theorem, To complete the proof of Theorem 1.1 we show that the formulas (10.14)-(10.17) for K cusp can be rewritten in the form (1.7) given in the theorem. This involves the Pearcey integrals p(x) and q(y) of (1.8) .
Define
Then by (8.13) we have that Φ(ζ) agrees with Φ(ζ) in the sector π/4 < arg ζ < 3π/4, but (10.18) defines Φ in the full complex ζ-plane, and in particular on the real axis. Using the jump relation Φ + = Φ − j Φ for arg ζ = π/4 and arg ζ = 3π/4, see (8.18 ) and (8.19), we find that
Inserting this into (10.14)-(10.17) we find that all four cases lead to
which is the same expression for all x, y ∈ R. Our next task is compute Φ −1 . The inverse of Φ is built out of solutions of
It is easy to see that for any solution q of (10.20) and any solution p of the Pearcey equation
we have (pq
It follows that each row of Φ −1 has the form q ′′ − bq −q ′ q for some particular solution of (10.20) . More precisely, since Φ is given by (10.18), we have
Then if q 0 = q 2 + q 3 we have 24) and from (10.18), (10.19) , and (10.22) it follows that
If Γ ∩ Σ = ∅ then we cannot make the splitting of integrals as above, and we have to proceed differently. If Γ and Σ intersect at z 0 as in the statement of the second part of the lemma, then we can deform contours so that Γ and Σ intersect in 0, and that for some δ > 0, Σ contains the real interval [−δ, δ] oriented from left to right, and Γ contains the vertical interval [−iδ, iδ] oriented from bottom to top. Let ε ∈ (0, δ) and write Σ ε = Σ \ (−ε, ε). If we now do an integration by parts, integrated terms at ±ε appear from the second double integral. The other terms vanish and the result is
Now we deform Γ so that instead of the vertical segment [−iδ, iδ] it contains the semi-circle |s| = δ, Re s > 0. Then we pick up a residue contribution from s = ε which is equal to 1. The remaining integral vanishes in the limit ε → 0, so that we find [p, q] = 1, as claimed by the lemma.
Lemma 10.2 allows us to compute Φ −1 explicitly. We claim that for j = 1, 2, 3,
where Σ 1 is a contour in the left half-plane from e −3πi/4 ∞ to e 3πi/4 ∞, Σ 2 is a contour in the upper half-plane from e πi/4 ∞ to e 3π/4 ∞, and Σ 3 is a contour in the lower half-plane from e −3πi/4 ∞ to e −πi/4 ∞. Indeed, with these contours Σ j , and taking note of the definition and orientation of Γ 0 , Γ 1 , and Γ 4 in (8.11), we easily get from Lemma 10.2 that the relations (10.23) hold. Thus for q 0 = q 2 + q 3 we find that q 0 = −iq where q is defined as in (1.8). Since p 0 = 2πp, it is then easy to check that the formula (10.25) for the kernel is equivalent to the formula (1.7) in the statement of the theorem. This completes the proof of Theorem 1.1.
Appendix A. Proof of Proposition 9.2 Let Σ R be the contour depicted on Figure 9 , with orientation from the left to the right and in the positive direction on the circles. As usual, we will assume that the minus side of the contour is on the right.
By a simple arc on Σ R we will mean a connected, relatively open, with respect to Σ R , subset Σ 0 R ⊂ Σ R , which does not contain any triple point of Σ R , a point where three curves meet. By L 2 (Σ R ) we will mean, as usual, the space of measurable functions with
We have the following general proposition.
where z − means the value of the limit of the integral from the minus side, and
(A.5) By the jump property of the Cauchy transform, where Γ is a contour on the complex plane. We assume that v is Lipschitz and L 2 integrable if Γ is unbounded. We have that C Then as shown in [13] , there exists an absolute constant K 0 such that Proof. We have to prove that for some K 1 > 0,
(A.21)
To that end, it is sufficient to prove that for some K 2 > 0, we obtain the recursive estimate,
For v 1 we have that (A.39) Therefore, the triple points are removable singularities and X(z) is analytic on C. Also, X(∞) = I, hence X(z) = I everywhere on C, andR(z) = R(z). Now we can estimate R(z).
From (A.3),
Suppose that dist(z, Σ R ) > 0.1n In fact, the restriction dist(z, Σ R ) > 0.1n
is not essential, because we can deform the contour Σ R . This completes the proof of Proposition 9.2.
