Abstract
This article first explains concepts in taxometrics, including the meaning of taxon in relation to taxometric procedures. It then mathematically develops the MAXSLOPE procedure (Grove & Meehl, 1993) , which relies on nonlinear regression of one taxometric indicator variable on another. Sufficient conditions for MAXSLOPE's validity are set forth. The relationship between the point of maximum regression slope (MAXSLOPE point) and the HITMAX cut (i.e., the point on a variable which, if used as a diagnostic cut-off score, yields maximum classification accuracy) is analyzed. A sufficient condition is given for the MAXSLOPE point to equal the HITMAX cut; however, most distributions have different MAXSLOPE and HITMAX points. Equations and an algorithm are spelled out for making a graphical test for the existence of a taxon, estimating taxometric parameters, and conducting consistency tests; the latter serve as stringent checks on the validity of a taxonic conjecture. The plausibility of assumptions made, in deriving MAX-SLOPE equations, is discussed, and the qualitative effects of violations of these assumptions are explained.
The MAXSLOPE Taxometric Procedure: Mathematical Derivation, Parameter Estimation, Consistency Tests Coherent cut kinetics, a taxometric method, invented by Paul Meehl (1965) and developed by him and a number of colleagues, is a family of procedures for subjecting parts of a certain class of theories to risky tests. The theories in question postulate the existence of a latent category, the taxon, and its complement class. A taxon is negatively defined as a non-arbitrary latent category. It does not appear to be possible to positively and precisely define taxon (Meehl, 1999, p. 197) . In fact, this appears to be because taxon is an open concept (Pap, 1953) , for one reason because the list of its exemplars is indefinitely extensible. Nevertheless, examples of clearly taxonic categories are easy to find in biology, medicine, and even sociology: biological species; biological sex (at least for species where sex is determined chromosomally); Huntington disease, phenylketonuria and other completely penetrant, single-gene disorders; and being a member of certain discrete, often isolated or especially tightly-knit, socially defined groups (e.g., Hutterites, Shakers, Trotskyists, native speakers of Basque).
A complement class, on the other hand, may or may not be particularly cohesive, discrete, or isolated. While smallpox sufferers constitute a taxon, the class of individuals who do not have smallpox is not. On the other hand, the classes of male and female persons both constitute taxa, which (excluding rare phenomena, i.e., hermaphrodites and chromosomal aneuploidies) exclusively and exhaustively partition the human race.
The reader should note particularly that taxon is a term referring to certain causal structures, which structures explain why the class in question is phenotypically discrete, or the social group is isolated. Taxon is located in a scientific-realist philosophy of science; taxon is not supposed to be fictive, phenomenalist, instrumentalist, or as merely a convenient way of summarizing statistical properties of distributions of manifest variables (Finite mixture models and in particular latent class analysis are sometimes used in this way; Lazarsfeld & Henry, 1968; McLachlan & Basford, 1988) . Examples of causal structures in psychology and medicine that give rise to the sorts of situations we intend to include, in the meta-category taxon, include:
(1) a normal genetic variant that leads to a natural category (e.g., biological sex, with only about 0.18% of individuals having a non-XX, non-XY chromosomal makeup estimated by combining frequencies from Bock, 1993; Linden, et al., 1988; Ness, 2003; Nielsen, et al., 2003 , with data on the ratio of male to female live births in the U.S. from National Center for Health Statistics, 2002);
(2) an abnormal genetic allele which, in single or double dose, is approximately sufficient to cause a certain disorder (e.g., the point mutation at the phenylalanine hydroxylase locus that causes phenylketonuria); (3) an abnormal genetic allele with a rather sharp threshold-type effect (e.g., excess trinucleotide repeats at the huntingtin locus, where normals have 7 to 29 repeats, while individuals with Huntington disease [HD] show 37 or more; Masuda, et al., 1995; individuals (4) a highly virulent infectious agent which is necessary but may not be sufficient for causing a certain disorder (e.g., smallpox in unvaccinated individuals);
(5) a causal agent involving genetic as well as environmental influences, which acts in a threshold-type fashion (as in Gottesman and Shields's 1967 polygenic threshold theory of schizophrenia); or (6) a set of strongly interacting, autocatalytic, jointly approximately sufficient causes that lead to a certain social outcome (e.g., a belief that one's political or religious views are quite correct, coupled with a belief that it is essential not to mix with people whose views differ materially from one's own these beliefs reinforce one another in mutual positive feedback, until a cult is formed).
These form a decreasingly strong series of causal structures which might reasonably be called forms of specific etiology (Meehl, 1977) , or analogies to this idea in nonmedical settings. These causal structures are ordinarily part of the taxon-postulating theory that is to be tested. Because taxon means non-arbitrary latent category plus suitable postulated causal structure linking the latent category to manifest variables, direct demonstration that the causal structure involves a non-arbitrary category (e.g., identifying the gene for Huntington disease, demonstrating that the tuberculosis bacillus obeys Koch's postulates) is always the most satisfactory way to establish that a given postulated categorical structure really obeys Plato's Socrates's principle: That of dividing things again by classes, where the natural joints are, and not trying to break any part, after the manner of a bad carver (Plato, Phaedrus 265e).
Taxometrics is a general approach, and a set of specific procedures, for answering theoretical questions about the existence of taxa. As such, the questions are put so as to admit of yes-or-no answers. Viewed from this standpoint of view, major gene mapping, isolation, sequencing, and gene product identification are all exemplar parts of a taxometric research program, for conditions with a substantial role for such genetic factors.
On the other hand, for many behavior patterns or disorders, it may at present be impossible to demonstrate the existence of a categorical causal agent, let alone its physical makeup or immediate effects. Even laboring under such ignorance, theory plus background knowledge may make it plausible that (a) a taxon may exist, and (b) a certain set of manifest variables is likely distinguish taxon from complement class. One may possess measurements on such variables, in a population that one has reason to think contains both taxon and complement class members. Taxometric procedures, applied to such data, provide ways of corroborating or refuting the taxon's existence. Such procedures go farther, if reasonably strong evidence for a taxon emerges, by also providing procedures for estimating manifest variable distributions for the taxon separately from the complement class (e.g., latent group means and variances).
Some readers may be inclined to put very small (perhaps approximately zero) prior probability on the hypothesis that any taxa exist in psychology or psychiatry (except for those branches dealing with neurological disorders). This is not the place to address such concerns; see Meehl (1995a Meehl ( , 1999 for stimulating discussions of these issues.
The first published taxometric procedure, the MAXimum COVariance (MAX-COV) method (Meehl, 1965; Meehl & Yonce, 1996) , serves as an exemplar of how one main kind of taxometric procedures works (Note 1). It exploited the fact that the covariance of two quasi-continuous variables, conditional on the value of a third quasi-continuous variable, itself varies systematically if a taxon and its complement class are admixed. A point (or narrow interval) on the third variable can be found such that the conditional covariance of the other two variables is maximal. Meehl proved that this interval contained approximately one-half taxon and one-half complement class members; the degree of approximation improves, ceteris paribus, as the interval width narrows. This information is enough to derive estimates of latent population parameters and latent density functions, and to obtain consistency tests.
Obviously, MAXCOV requires three or more variables. If more than three are available, they are employed in (possibly overlapping) triplets. The procedure discussed in the present paper, MAXSLOPE, was conceived primarily out of a need for a procedure that would work with fewer variables, for testing theories when few conjectured taxon indicators are available. Another taxometric procedure for two variables (Mean Above minus Mean Below A Cut, MAMBAC; Meehl & Yonce, 1994) already existed. MAMBAC capitalized on systematic changes in the means on a variable Y, when individuals are sorted by moving along a cut along X from low to high. However, the MAXSLOPE procedure involves less restrictive assumptions than does MAMBAC; MAMBAC relies on zero within-latent class covariances between indicators, whereas MAXSLOPE permits non-zero regression slopes within classes. Moreover, MAXSLOPE is based on a different statistic than does MAMBAC (see below); and, ceteris paribus, the more mathematically distinct taxometric procedures one has for a given situation, the better.
A previous article (Grove & Meehl, 1993) introduced the MAXSLOPE taxometric procedure, which relies on the conditional slope of a regression. The regression of one quasi-continuous variable on another, in the presence of taxoncomplement class admixture is, as Kendell and Brockington (1980) pointed out, nonlinear, even when the within-class regressions are both linear. In fact, the mixed-population regression has a particular nonlinear form, generally a slanted ogive shape. The general shape of such regressions is similar across various admixture situations, even when variables that distinguish taxon from complement class are not Gaussian in distribution. One main hypothesis (the existence of appreciable taxon-complement class admixture) and three auxiliary conjectures suffice to produce regression curves with taxon-indicating shapes. The three auxiliaries are: (1) the within-population distributions for admixed variables are unimodal; (2) the within-class densities for taxon and complement class, for a given indicator variable, intersect at most once (or intersect at most once in the region of X where the density of the data is appreciable); and (3) the regression of Y on X is linear, both in the taxon and in the complement class subpopulations.
There is no need for the variables to have any certain distributions (subject to the constraints given in auxiliaries [1] and [2]), let alone that the form of the distributions be known, or correctly guessed. There is no need for the within-population regressions to be zero, i.e., local independence is not assumed, as it is for standard latent class and latent trait models (Hambleton & Swaminathan, 1985; Lazarsfeld & Henry, 1968) . In fact, there is no need for the within-population regressions to have the same slope.
More formally, the MAXSLOPE procedure modelled the regression of a dependent variable Y on an independent variable X. It examined the slope of the regression as a function of X itself. That article explained the rationale for examining this conditional slope; showed how plotting the conditional slope could work as a graphical taxon detector; and showed that this graphical procedure possessed some robustness in the face of non-Gaussian admixture, and in the presence of unequal within-class variances. It was claimed in that article that, at the point where the maximum of the conditional slope is achieved (analogous to the maximum covariance point in MAXCOV), a 5050 mixture of taxon versus complement class members is also achieved. This point was called the MAX-SLOPE point, by analogy with the MAXCOV point in the MAXCOV procedure. An argument was used to bolster the claim, based in part on the fact that, in MAX-COV, the MAXCOV point is also the HITMAX cut (as noted above, this is the point where a 5050 mixture of taxon and complement class exists). The argument also relied on an informal infinitesimal calculus derivation, using limits. One purpose of the present paper is to correct Grove and Meehl's (1993) claim that the MAXSLOPE point is also the HITMAX cut. This claim turns out to be false, owing to an undetected error in the limit argument used in the earlier paper. (The error was Grove's, and was alas not detected by Meehl's usually highly acute critical faculties. The present author would not have made this error if he had heeded an admonition he has, more than once, made to others: when an argument is fundamentally formal, make it formally and not in words.) Readers of that earlier paper have the present author's apologies for the error.
However, the aims of this paper are considerably more ambitious than merely correcting an old mistake. The present work (1) restates the MAXSLOPE procedure in formal statistical terms, as a mixture-of-regressions model; (2) derives an analytic expression for the MAXSLOPE point (i.e., the value of the independent variable where the maximum regression slope is reached); (3) proves that the point of maximum slope need not coincide with the point of maximum (i.e., 5050) admixture; (4) explains what the point of maximum slope optimizes, given that it does not optimize the mixing proportion; (5) derives parameter estimates for (a) latent mixing proportion of taxon versus complement class, (b) taxon and complement class means on each indicator, (c) taxon and complement class variances on each indicator, (d) within-class regression on pairs of indicators, and (e) latent density functions for each indicator in each latent class; and (6) outlines a computer algorithm for analyzing data to obtain these parameter estimates.
The foregoing aims, if the author succeeds in reaching them, establish that the MAXSLOPE procedure can, in principle, be used to test taxonic conjectures for which suitable indicator variables are available. The in principle caveat partly refers to the fact that the mathematical derivations below rely on equating sample statistics (e.g., the regression slope of Y on X, at a given value of X) to their population expectations. As such, the procedure is proven to yield unbiased estimates in sufficiently large samples, as long as the main hypothesis (the existence of a taxon) and auxiliary conjectures (the equality of Y-on-X regression slopes within classes) are satisfied.
In analyzing data in order to test a taxonic hypothesis, or to estimate taxometric parameters, there are multiple sources of potential error. These include sampling error, error in auxiliary conjectures, problems with research design leading to selection artifacts (e.g., institutional taxa; Grove & Tellegen, 1991) , and errors of judgment (e.g., in visual interpretation of MAXCOV graphs, or subjective interpretation of degrees of consistency for consistency tests). The state of mathematical development of both Meehl's taxometric method and finite mixture models is mostly such that these issues have to be dealt with by simulation studies.
For example, below it will be postulated (as an auxiliary conjecture to the main taxonic hypothesis) that the regression of one variable on another has the same slope in a pure taxon group and a pure complement class group. This auxiliary is itself checked by results of the procedure. However, one can certainly ask how robust MAXSLOPE is with respect to this conjecture. One may also wish to know how large data samples have to be, for various taxon base rates, in order for parameter estimates to be reasonably trustworthy. To date, the author knows of no published Monte Carlo studies that can answer such questions for the MAXSLOPE procedure. In particular, the author has no results that would guide the reader about when they should prefer MAMBAC to MAXSLOPE, or vice versa, in bivariate taxometric studies.
The reader is warned that the usefulness of MAXSLOPE is not known for commonly-encountered sample sizes. Nor has the power of MAXSLOPE to detect a taxon, as a function of taxon-complement class separation, been determined. This paper is intended only to establish the mathematical foundations of MAXSLOPE, not to advocate its general use by researchers at this time.
Assumptions Used to Derive MAXSLOPE Procedure and Estimators
One needs a bridge from the structural-causal concept of a latent taxon to a set of statistical properties of individual differences variables. Individuals on whom individual differences are measured may include only taxon members, only complement class members, or a mixture of both. This set of properties must be closely enough associated with concept of a taxon, to be able to serve as partial definitions of the concept, and also to serve as assertions about matters of observable fact (Carnap, 1936 (Carnap, , 1937 .
The kinds of causal structures we have described, as being among those we have in mind when we talk about taxa, obviously tend to produce relatively large differences between category members and non-members, or between those on one side of a threshold compared to those on the other. The correspondence between the causal-structural taxon concept, and the statistical-distribution taxon concept we are going to use below, is not 1:1. Given that we are establishing implicit, and partial, definitions of the open concept taxon, it is not to be expected that the causal-statistical stratum meaning will allow us to deduce all of the statistical-distributional stratum of meaning.
Following Meehl's (1965) first essay into taxometrics, we employ three conjectures as bridging partial definitions of the taxon concept. These will be treated, until we are finished deriving equations, as if they were valid mathematical assumptions. The three statements are as follows:
(1) individuals in a population of interest can all be assigned to exactly one class the taxon t or its complement class c , mixed in proportions P (taxon) to Q (complement class; Q = 1 P) respectively; (2) It should be noted that assumption (4), along with assumptions (1) plus (2) and (3c1c2 and 3d1d2), yield the consequence that the region of support of the p.d.f. for X (and for Y) completely overlaps. It should further be noted that the assumption (4), along with assumptions (1) plus (2) and (3c1c2 and 3d1d2), yield the consequence that the P-and Q-multiplied p.d.f.s for X and for Y cross exactly once.
These are the standard assumptions of all of Meehl's taxometric procedures intended for use with continuous (or quasi-continuous) data, such as MAXCOV and MAMBAC but for the fact that MAXCOV employs three variables whereas I am indebted to Prof. Maraun for pointing out to me that this assumption cannot be derived from the foregoing assumptions (except that it can be derived for the exponential family of distributions), but must be taken to be a separate assumption.
MAMBAC and MAXSLOPE employ just two. The reader can consult Meehl (1965) and Meehl (1973) to verify that he does, indeed, make just these assumptions, except that Meehl assumes, rather than derives:
1. the assertion that the P-and Q-weighted p.d.f.s for X and Y intersect exactly once; and 2. the assertion that the regions of support for X and Y overlap completely.
It
It should be noted that Meehl (1965) does not state assumptions (3c1 3c2) as such. However, if the distributions of indicator variables for taxon and complement class do not overlap, then we will hardly require taxometric analyses to disclose the existence of a latent taxon, or to estimate latent class parameters. Inspection of the data will show two disjoint subpopulations in the data, and each individual will be unambiguously assignable to one subpopulation or the other.
Moreover, assumption (3c) is needed to rule out trivial mixtures, such as the following. Consider a standard Gaussian, divided into two pieces at a threshold X = x T , say 2 SD above the mean. Then the complement class has a mode at zero, and the taxon at X = 2; the base rate of the bogus taxon is about .02275.
We have already remarked that the causal-structural and statistical-distributional partial definitions of taxon are imperfectly coordinated. As a result, there may well be taxa that do not fit assumptions (1) to (3d). For example, if the most fundamental feature of a taxon is that it is a non-arbitrary latent category, then the class of individuals who have restriction fragment length polymorphism marker configuration XYZ at D4S10 (a marker near the huntingtin locus) is (a) natural (i.e., non-arbitrary) and (b) categorical, and hence is taxonic. However, as far as I can determine having one configuration rather than another, when one's DNA at D4S10 is cut up by a restriction endonuclease, has no known medical, behavioral, or other correlates of interest.
There are also distributional mixtures that fit assumptions (1) to (3d), but do not satisfy our concept of a natural causal-structural category. For example, imagine a 50-50 mixture of two Gaussian distributions on IQ, one centered at 100 and the other at 160, which was obtained by taking 50% of sample members from the general population and 50% from a group of theoretical physicists. Deciding whether something is a taxon will generally involve examination of the causal situation, and the statistical properties of measures.
Finally it is crucial to note that MAXSLOPE, like other taxometric procedures, does not assume there is a taxon, any more than ANOVA assumes there are non-zero group mean differences. Instead, it derives certain consequences (some facts about graph shapes, and other facts about near-agreement between certain statistics) from (1) general facts of algebra and calculus, plus (2) the assumed statistical properties of a taxon, as well as facts deducible from the conjunction of these two. These consequences about graph shapes and numerical coherence either cannot be derived at all, or one derives different predicted shapes or values from non-taxonic conjectures (e.g., a single general factor that is to account for covariances between indicators). The crucial comparison is between the fit of facts predicted by a taxonic latent structure and observations, not the significance testing of departure from a (usually substantively uninteresting) null hypothesis (Meehl, 1978) . Nor is the crucial comparison one between the fits for two rival models, as in model selection procedures (e.g., comparing the fit of a model with two mixture components to a model with just one, in a multivariate Gaussian mixture model; see below).
Thus far we have considered only assumptions common to all coherent cut kinetics taxometric procedures. We now add the following further assumptions:
(4) within a pure taxon population, or a pure complement class population, the regression of Y on X is linear, but the within-class slope in neither group need equal zero; and (5) the within-taxon and within-complement linear regression slopes are equal (to b t , say).
Assumption (4) is the same assumption made by Meehl (1995b) in his generalized-MAXCOV taxometric procedure. Assumption (5) is likewise the same as one made by Meehl (1995b) . This assumption is a relaxation, rather than a tightening, of the auxiliary conjecture (made in deriving MAXCOV and MAMBAC) that within latent classes, all pairs of indicator variables have identically zero covariances.
Derivation of Regression Mixture Model
Given assumptions (1), (2a), (2b), and (4) Y is a convenient abbreviation for Yt Yc , and X = Xt Xc . The parameters were defined in assumption (3a).
In a population admixing taxon and complement class members in ratio P : Q, with densities g c (X), g c (Y), g t (X), and g t (Y), we can define the following useful functions:
;
When assumptions (3a)(3c) hold, p(X) and p(Y) are always defined; their denominators never equal zero. Given our assumption (2b) of unimodal distributions, p(X) is typically sigmoidal in shape, and of necessity has a lower asymptote of zero, and an upper asymptote of unity.
The mixed-population regression of Y on X may now be compactly written
where E m [] is the mixed-population expectation operator. Equation (1) is an elementary application of Bayes Theorem. Under assumptions (1), (3a), (4) and (5), Equation (1) simplifies to
In other words, the regression has a linear part, with intercept b 0 = Yc b t Xc and slope b 1 = b t , and a nonlinear part involving a constant times p(X): Figure (1a) shows a typical, nonlinear regression mixture plot, featuring admixed gamma distributions differing between taxon and complement class on X and Y, and having a common non-negligible within-class linear regression slope. 2
Local Slope of Mixture Regression
By definition, the slope of the regression in Equation (2) is just its derivative with respect to X. At 
Therefore, the maximum (or minimum) value of this slope depends on where the maximum (or minimum) derivative of p(X) occurs. Because, under our assumptions, p(X) is continuous and so has a continuous first derivative, there is at least one local extremum, which obviously depends on P, g c (X), and g t (X).
Note to the reader: There are typographical errors in the published version of the article affecting Equations (2) By regressing Y on X and then X on Y, we get equations involving two observed quantities (the global extrema of the regression slopes) and six parameters: P, X , Y , b t , and the values g c (x) and g t (x) at X = x where the extremum occurs. Call the extremum the MAXSLOPE point, denoted by X = x MS .
Hence, we obviously cannot examine the behavior of the slope at its maximum and solve for the latent regression mixture parameters. However, if we can manage to solve for the parameters without using Equation (3), then we can use them to predict what the value of the slope extremum should be. That is, we can use Equation (3) as a consistency test.
Inspection of Equation (3) reveals that x MS depends on the sign of c ( Y b t X ). There are thus three cases. Case 1. c > 0 (Note 2). Here, x MS will occur where dp(X)=dX is itself maximal, assuming the derivative of p(X) with respect to X exists and is continuous. This will in turn occur whenever g c (X) and g t (X) have continuous first derivatives (as implied by assumptions (2a), (3b), and (3c)). No other distributional assumptions, such as normality, symmetry, complete overlap of distributional support, or g c (X) and g t (X) coming from the same distributional family, are required.
I have inspected graphs of commonly postulated density mixtures (e.g., two Gaussian densities, two gammas, two lognormals) as well as some less commonly mentioned ones (e.g., heterogeneous admixture of a Gaussian with a lognormal). I have also obtained symbolic and/or numerical solutions for the MAXSLOPE point for a number of such mixtures. In all cases I have examined, the equation for x MS has multiple roots (see below), but only one of them is real and lies in the feasible set of values (e.g., in the common region of support of g c (X) and g t (X)).
Hence, the following conjecture appears reasonable: Conjecture 1. Assume two unimodal densities g ? (X) and g J (X) that differ in location are admixed; one density has mixture proportion 0 < P < 1, and the other Q = 1 P. In the interval [X l ; X u ] that is the common support of g ? (X) and g J (X), there is at most one MAXSLOPE point.
At any critical point of the regression slope function, the second derivative of p(X) (and hence of E m [YjX] ) with respect to X vanishes (a local extremum) or fails to exist (a discontinuity). For continuous densities g c (X) and g t (X) within their overlapping region of support, the critical points will be extrema. Therefore, for Case 1, at a (possibly local) maximum of the slope, the following holds:
Case 2. c < 0. Here, x MS occurs where dp(X)=dX is minimal rather than maximal. However, Equation (4) will still hold at the extremum. The fact that the slope, as a function of X, has an interior minimum instead of a maximum (or instead of being flat, as in Case 3, treated next), will be obvious upon examination of the slope plot, conditional on X. Case 3. c = 0. Here, MAXSLOPE will fail as a taxometric procedure. This is because the within-and between-class regression lines coincide. This makes the mixed-subpopulation regression linear (i.e., have constant slope), so that no extremum of slope exists. Here the conditional regression slope, as a function of X, contains no statistical information about taxometric parameters. This was pointed out in the original exposition of MAXSLOPE by Grove and Meehl (1993) . It is the price of trying to do taxometrics, based only on (low-order) distribution moments, when one has just two variables.
However, this unprofitable situation (exact equality of Y and b t X ) will arguably occur with negligible frequency. Hence Case 3, as an exact equality, may be neglected for empirical applications. However, near-equality Y b t X may perhaps occur with nontrivial frequency. This could lead to unstable estimators of the conditional regression slope, and hence unstable estimators of x MS . This problem needs to be explored through simulation. As with Case 2, if Case 3 obtains, this situation will at any rate not be mistaken for a monotonic increasing (Case 1) situation.
In view of these considerations, we assume Case 1 ( Y = X > b t ) for simplicity in what follows. However, the reader should note that the procedure will still work with Y = X < b t ; we need only seek MINSLOPE instead of MAXSLOPE, changing the condition on the first derivative of p(X) with respect to X, but changing the condition on the second derivative not at all.
To get a closed-form expression for the MAXSLOPE point, it is convenient to change variables. Instead of working with p(X), let us define f c (X) = Qg c (X), f t (X) = Pg t (X), and h(X) = f c (X)=f t (X). Then
Differentiating 1 + h(X) 1 twice, setting the result equal to zero, we obtain the solution
Recall that, given our assumptions, p(X) is continuous and monotonic increasing in X. Hence, X 7! p(X) is 1:1 and so p(X) has an inverse. Therefore, h(X) = 1=p(X) 1 is continuous and monotonic increasing in X, is 1:1, and also has an inverse. Trivially, the MAXSLOPE point x MS , if it exists and is unique, is at x MS = h 1 (h(x MS )); but an explicit inverse for h(X) may not exist. A numerical solution may often have to suffice.
Relation of MAXSLOPE Point to HITMAX Cut
A HITMAX cut (denoted here by x HM ), when it exists, is defined as a point on X where, if all observations with X > x HM are classified into the taxon and all others into the complement class, the classification hit rate will be maximized. For unimodal densities, such a point exists wherever the unrelativized frequency distributions f c (x) and f t (x) cross. At X = x HM , we thus have
Similar to x MS in Equation (5), Equation (6) cannot always be solved explicitly for x HM . Meehl (1965, p. 8) and Meehl and Yonce (1996) 
Application to Specific Distributional Mixtures
In applying the graphical aspects of MAXSLOPE, and later developing procedures for estimating its model parameters, we ignore sampling error. We do not attempt to formulate small-sample theory for the graphs obtained with different distributional mixtures, or for the parameter estimates.
Lacking a closed-form equation relating x MS to x HM for all admixtures under consideration, we can nevertheless, for specific choices of g j (X) (j = c; t), establish whether x MS and x HM coincide. For some g j (X), it is possible to establish whether x MS = xH for general P, X , Y , and b t . For other g j (X), one can sometimes only establish whether x MS = xH for specific parameter values or value ranges. Here we consider two admixture families: Gaussian admixture and gamma admixture, in both cases with common within-population scale parameters. The former was chosen because it is commonly encountered in the mixture model literature; the latter was chosen because, like a lot of real data sets in psychopathology and personality research, the variable values are non-negative, right skewed, and the variance increases with the mean.
Admixed Gaussians (Equal Variance). Suppose g c (X) and g t (X) are normal densities with different means but equal unit variances. Without loss of generality, assume Xc = 0, so that Xt = X . Then h(X) = c t e : x , where c t = (Q=P)e 2 : =2 . The first two derivatives of p(X) with respect to X exist everywhere, and are given by dp(X) (Johnson, Kotz, & Balakrishnan, 1994) . Hence, this example does not assume the withinclass variances are equal. Differentiating dp(X)=dx twice and setting the result equal to zero yields
x HM is given implicitly by Equation (6) as usual. For such admixed gammas, there is no general closed form solution for x HM . Hence, in order to discover whether x MS = x HM for gamma admixtures, we substitute x MS from Equation (8) into Equation (6). Inspection shows that h(x MS ) 6 = 1 in general; hence, the MAXSLOPE and HITMAX points need not coincide for gamma admixtures. Here is a numerical counterexample. Consider a 3:1 mixture of a gamma(6; 1) and a gamma(9; 1). This yields x HM 10:0 but x MS 7:3, a substantial discrepancy.
Hence, one cannot rely on x MS to estimate the HITMAX cut for admixed gammas, even absent sampling error. Taking ratios of the MAXSLOPE point for the regression of Y on X and Y on X likewise fails to provide a consistent estimator of the x MS .
What Does x MS Optimize, Other Than the Regression Slope Itself?
At present, only negative answers to this question are available. Above it has been demonstrated that setting X = x MS does not optimize the hit rate. This value also does not optimize the sum of true positive and true negative classification rates, in the way that the MAMBAC procedure's MAMBAC cut (Meehl & Yonce, 1994) does (proof by counterexample available on request). Obviously, from Equation (3), x MS is maximizing the derivative of p(X), and this depends only on the behavior of g c (X) and g t (X) near x MS , along with its dependence on P, of course. x MS cannot, in general, be reflecting the behavior of the whole body of the densities g c (X) and g t (X), in the way that MAMBAC does (because it averages all the points in the data set, above versus below a sliding cut on X).
Use of Regression Slope Plot as Visual Taxonicity Test
In the previous paper (Grove & Meehl, 1993) we pointed out that the shape of the Y-on-X regression slope plot, as a function of X (as shown, e.g., in Figure (1b) ) can serve as a visual test of taxonicity. Non-taxonic data sets having a linear regression relationship between Y and X will show a flat plot, ignoring sampling error. The height of the peak slope, to the extent it rises above the surrounding plain (which, of course, lies at b t , ignoring sampling error), measures the magnitude of the product of two quantities: c = ( Y b t X ), and dp(X)=dx at x MS . Now, as remarked above, taxonicity can itself not be taxonic. One can have taxon-complement class admixtures with mixing proportions of P = , Q = 1 , for very small values of . Also, X and Y can be too small to be of practical benefit in detecting a taxon, let alone identifying who is in it. Weak taxa (either because P 0 or X Y 0 or both) show up in a graph, like that in Figure (1b) , as not very tall peaks. If one uses graphing software, like that in the statistical environment R (in which the program for MAXSLOPE runs), and if default options for graphing are used, then the vertical scale of plots like Figure (1b) are automatically adjusted so that the peak of the graph rises nearly to the top of the figure. This can make a nontaxonic situation look taxonic.
Detailing circumstances, where the MAXSLOPE graphical taxonicity test can mislead, involves stepping outside our no sampling error framework, and/or considering violations of our assumptions (to be dealt with more extensively in their own section, below). Sufficient conditions for a misleading result are:
1. min(P; Q) = 0, X = Y = 0, or both; or 2. min(P; Q) 0, X Y 0, or both; and 3. the plot of the regression slope, as a function of X, is autoscaled by software; 4. through sampling error, or small local violations of linearity of regression, a bump in the regression slope occurs;
5. the bump just so happens to be located someplace other than an X-value that would correspond to an implausible value of P (e.g., in many problems, a bump in the lower half of the range of X, or a bump too close to the maximum of X); 6. the user doesn't notice the autoscaling, or doesn't recognize that autoscaling can magnify small bumps in the regression slope plot, so that they look like evidence for a taxon.
In the author's view, a reasonable way to avoid such problems is: (1) do not autoscale the slope plot; and (2) scale the ordinate of the plot so that real-data graphs will be expected seldom if ever to hit, let alone go beyond, the top of the graph. If we are conducting MAXSLOPE analyses of standardized X-Y data, if P < 1=2, if X and Y do not exceed four within-class SD units, and if b t < 1 (as will be the case if data are standardized), then the value of the maximum dy=dx value we can expect to encounter is, from plugging values into Equation (3), max dy=dx = b t + ( Y b t X ) dp(x) dx = 1 + 3 dp(x) dx :
We can substitute X = Y = 4 into the equation, even though they should be multiplied by within-class standard deviations. After all, with overall variances standardized at one, within-class standard deviations must be less than one; and it is the maximum of dy=dx in which we are interested.
To obtain a useful upper bound on plot height for slope graphs, we need only find a plausible maximum for dp(x)=dx, valid across various families of p.d.f.s that taxa and complement class distributions might follow. I have numerically explored Gaussian, gamma, and other densities, and concluded that max dp(x)=dx is such that a fixed upper bound, on the slope graph, of about 10 is generally sufficient. If, for a particular problem, this choice results in clipping of the graph, one can obviously re-run the problem with altered graphics parameters. It would be desirable, in principle, to numerify the shape of the slope graph so that high values of the shape-number are associated with taxonic data sets, whereas low values are associated with non-taxonic data sets. Then the statistical properties of this number could be studied using Monte Carlo methods, and objective, quantitative interpretive standards could replace visual judgments. A simple choice, for example, would be max dE[Y]=dx b t , where b t is the height of the left (or right) asymptote of the slope graph. However, a really satisfactory statistic should capture all relevant aspects of the curve shape, and not just its height. Development of optimal curve-shape measures remains an open area for taxometric investigations, not only for MAXSLOPE, but also for MAXCOV, MAMBAC, and MAXEIG. Luckily for MAXCOV, trials with human judges show considerably better than 90% accuracy in distinguishing taxonic from non-taxonic data sets, even when some of the taxa are weak (low P, low X , etc.) (Meehl & Yonce, 1996) .
Algorithm for Estimating Parameters and Performing Consistency Tests
Take as given the following algebraic identities: (9) where XYc is the covariance of X and Y in the complement class and XYt is the covariance in the taxon. These hold for all two-class mixtures of any densities (as long as the moments in question exist). Also, these identities hold in the entire admixed population, and also in any subset of observations containing (An asymptotic bias in these estimates will be removed in
Step (7) individuals from both classes. P and Q will vary according to how observations are subsampled, but the identities hold in each subsample.
Consideration of the local behavior of the Y-on-X and X-on-Y regression functions, along with the identities (9), leads to an algorithm for parameter estimation. The algorithm starts with a set of paired X-Y data. One of the indicators is arbitrarily denoted X, the independent variable in the regression.
The algorithm then proceeds as shown in Figure (2) . Implementation Notes. In Step (1), a flexible, semiparametric regression scheme is desirable. The MAXSLOPE computer program uses a generalized additive model (Hastie & Tibshirani, 1990 ) with a smoothing spline; experimentation led to the conclusion that eight knots in the spline gave a good balance of overall smoothness and local detail. A great advantage of this approach is that the spline The elements of p(X) should sum to P, as should those of p(Y).
These are are fifth and sixth consistency tests.
12. Estimate the mixed-group density functions for X and Y separately, denoting them by (X) and (Y). Multiply (X) by p(X), element by element, to estimate g t (X). (X) g c (X) estimates g c (X). 13. Plug parameter estimates into Equation (3) regression has two continuous derivatives. In
Step (2), use of a fixed maximum abscissa of 10 in the slope plot is desirable, for reasons discussed above. In Step (3), use of a very small fraction of the data is desirable, to prevent taxon member contamination in estimating the within-class regression slope; experimentation led to using the least 2.5% of X-values. In Step (5), experimentation showed one could use as much as 10% of the data at each end of X (or Y) in estimating group means.
The bias in estimating class means, corrected in Step (7), is not proven here to save space, but the proof of asymptotic bias (and that the correction used here removes it) is available for download at http://www.umn.edu/~pemeehl.
One can ensure that jb t j < 1 in Step (7) by simply standardizing X and Y prior to MAXSLOPE analysis.
In
Step (8), averaging the within-class means on Y estimates the HITMAX cut on Y, because Y , the de-slanted, smoothed regression of Y on X, is a linear function of p(X). Now, the HITMAX cut on Y occurs at the Y-value corresponding to p(X) = :5, because the regression function is 1:1. The same is true for the HITMAX cut on X.
Step (10) is modelled on the sliding-interval treatment of conditional X-Y covariances in MAXCOV. Specifically, in a window where P = :5, the conditional variance is maximal at the HITMAX cut, and equals 2 Xc =2 + 2 Xt =2 + 2 X =4 in expectation. Hence, with already-calculated values of X and Y , and the ancillary relationships 2 X = Q 2 Xc + P 2 Xt + PQ 2 X (and similarly for Y) in the overall sample, one can solve linear equations for the within-class variances. The program uses the minimum possible bin width, three observations. For smoothing the conditional variance function, Friedman's (1984) Super-Smoother is used.
Step (11) relies on the fact that the de-slanted, smoothed regression Y is linearly related to p(X), the Bayes posterior. If one rescales Y by subtracting Yc and dividing by Y , the result has asymptotes at zero and one, and estimates p(X). A similar argument holds for p(Y).
In Step (12), the computer program uses a kernel density estimate to get a robust, semiparametric estimator of the mixed-group density. The optcosine method in R's density() function is used, because it reportedly has good statistical properties when the underlying density is not approximately Gaussian.
At any value X = x, a fraction p(x) of this density belongs, in expectation, to the taxon, with the remainder being in the complement class. The most tedious part of the computer program is the bookkeeping at this stage, to make sure the vectors being multiplied are properly aligned at the same X-values.
In
Step (14) for these two regressions. Such correlations should be reasonably close to 1.0. There will be (k 2)k consistency tests of this kind.
Plausibility of Assumptions
How closely are the assumptions, listed near the start of this paper, likely to be satisfied when real data sets are analyzed with MAXSLOPE? Given the almost complete communality of assumptions between MAXSLOPE and MAXCOV or MAMBAC, we can say that the assumptions should be no more hazardous for users of MAXSLOPE than they are for users of MAXCOV or MAMBAC. In fact, MAX-SLOPE's relaxation of MAXCOV's and MAMBAC's zero-covariance assumptions is a reason to be less worried about violating assumptions.
However, it is possible that the assumptions for none of these procedures are very accurate. Let us, then, consider each MAXSLOPE assumption in turn and ask how plausible it is in real data sets. Now, assumption (1), that individuals can be assigned to the taxon or its complement class, but not both, is a set theoretical truth and hence is beyond dispute. This assumption only acquires empirical meaning when considered in conjunction with further assumptions (2) and (3). Assumption (2a) concerns continuity of the random variables X and Y. This property will obviously be literally absent for essentially every empirical data set we ever analyze. IQs, for example, range from, say, 40 to 160, on standardized individual intelligence tests (e.g., WISC-IV); but these scores take on only integer values. Even phenomena that are physically continuous, such as eye movement deviations from a moving target, are recorded only to a certain degree of precision. Scores on an MMPI-2 scale rarely have more than 75 possible raw score (and hence T-score) values. More troubling is the fact that many psychopathological studies employ rating scales or short questionnaires to assess constructs of major theoretical import. In many circumstances, then, scores not only will not be continuous, they cannot plausibly be said to be quasi-continuous (e.g., a 7-point Likert rating scale, or the score on a ten-item questionnaire).
However, the continuity assumption here is only used to guarantee that there is a local maximum of the regression slope. This is precisely analogous to the way the assumption is employed by Meehl in MAXCOV and MAMBAC.
If it should happen that MAXSLOPE is applied to discrete-valued X, there will be finitely many values of the conditional slope. Barring ties (which can occur even with continuous X), there will be a local maximum of the regression slope. With discrete X, the observed maximum of the slope may only be approximately located where it would have been if X had been continuous. Since we have shown that the MAXSLOPE point need not coincide with the HITMAX cut, and it is the HITMAX cut in which we are chiefly interested, this inconvenience need not concern us. However, with any procedure (MAXSLOPE, MAXCOV, MAMBAC, etc.) that estimates a HITMAX cut, discrete X-values can be a bigger problem if the number of distinct X-values is too small. With continuous X, one would have a point (or infinitesimal interval), namely the HITMAX cut. Individuals with X-values equal to the HITMAX cut are expected to comprise 1/2 taxon and 1/2 complement class members. If X is discrete and has rather few values (say, less than 10 to 15), then one may obtain a HITMAX cut or, in not-too-large samples, a HITMAX interval or window, that contains admixed taxon and complement class members that is not satisfactorily close to a 5050 mix. As pointed out, this is not a problem peculiar to MAXSLOPE; it exists for all taxometric procedures in its family. Indeed, such discretization of variables can also affect the goodness of approximation for equations employed in parametric finite mixture models. For example, the most common finite mixture model in applications seems to be one assuming that one's data come from a mixture of multivariate Gaussian distributions. Both the possibly poor fit of discrete empirical distributions to Gaussian in the middle, and the lack of long tails characteristic of the Gaussian at the extremes of X, may cause difficulty. (Assertions that such robustness problems do not apply, in practice, to maximum-likelihood estimated finite mixture models due to Central Limit Theorems are either false or inexact. Such limit theorems only apply in large samples, and one has no guarantee that one's sample is large enough.)
A reviewer of an earlier version of this article pointed out that MAXCOV and other coherent cut kinetic procedures have not infrequently been used in empirical studies with discrete variables. Indeed, the reviewer is correct. Since the very essence of coherent cut kinetics taxometrics is the sliding cut, and statistics based on data subsamples defined by a number of cut values (intervals, windows, or classes of above-cut versus below-cut), doing such taxometrics with too few cuts is a misapplication of the method.
Unlike many assumptions made in deriving coherent cut kinetics taxometrics procedures, this one is to a great extent under investigator control. Better data are often available than 7-point Likert ratings, and their ilk. One can frequently find long questionnaires that tap the same constructs, employ psychophysiological measures, or rely on other instrumentized approaches for one's taxometric indicator variables. In the alternative, one can often intelligently (i.e., on a theoretical, not merely correlational basis) aggregate existing measures to obtain variables with more possible values and larger ranges. Robustness studies of how well coherent cut kinetics procedures work with discrete data are in their infancy (Leslie J. Yonce, personal communication, December 27, 2003) . While it would be nice if one had procedures ideally suited to the form of one's data (e.g., LCA for dichotomous items), it is not unreasonable to note that none of the more advanced sciences have stuck with yes-no or rating-scale measures any longer than it took to replace them with more precise, often instrumentized ways of measuring the constructs of interest.
Assumption (2b) is the within-class unimodality assumption. The author does not regard this assumption as perilous. If hypothetically bimodal withinclass distributions are to be posited, without a sound theoretical basis, then a core part of the meaning of taxon vaporizes. Any data set, even one with highly striking separation of two classes (e.g., zero overlap) can be explained without positing a taxon. I regard abstract objections to this assumptions as much less plausible, than the assumption itself.
Assumption (3a) asserts that the variables used for MAXSLOPE do differentiate the taxon from its complement class, however minutely, and that the taxon scores higher on both of them. The assertion that a researcher can find at least two slightly discriminating variables, if there is a taxon, seems not too strong. The direction of scoring can always be arranged so the second assertion is correct. In psychopathology research, it is easily assured, in general, by making the abnormal direction for each measure up.
Assumption (3b), (3c), and (3d) together guarantee that the densities g c (X) and g t (X) intersect exactly once, and the same is true for the Y densities. The reader may find it helpful to know that this assumption is precisely equivalent to the following alternative version: the likelihood ratio, in favor of an individual's being a taxon member, based on knowing the individual's X-value alone, is a nondecreasing monotone function of X.
These are restrictive assumptions for Gaussian data, as there is just one intersection point only if taxon and complement class distributions have equal variances. For gamma, lognormal, etc., distributions, this is not as restrictive an assumption. However, there are gamma distributions for which the assumption does not hold. Figure ( 2) shows a 3:1 mixture of gamma(3; 2) and gamma(901; :01) distributions; the variance of the latter is more than 133 times that of the former. 3
As the ratio 2 Xt = 2 Xc (or its inverse) becomes less extreme, the upper HITMAX cut will move higher and higher on X. Eventually, one HITMAX cut will occur either not at all, or in a region where the data are not dense; i.e., the second ! Note to the reader: in the published version of the article, the second gamma distribution is mistakenly stated to have parameters 9 and .1. intersection occurs where Qg c (X) + Pg t (X) is so small that few, if any, individuals are actually encountered with such extreme X-values. Therefore, one way for violation of assumption (2c) to be non-problematic is for the second intersection to occur at an extremely high or low value of X.
Another way to render violation less problematic, at least for Gaussian distributions, is robustness. We note that an assumption of equal variances is precisely the same as that made by Fisher when he developed analysis of variance (to be precise, when he derived the distribution of the critical ratio in ANOVA), and when he published the theory of linear discriminant analysis (LDA).
True, variances can be unequal enough that the usual tables of F-ratio critical values are not correct to use for an ANOVA; or quadratic discriminant analysis (Lachenbruch, 1975) , rather than a linear discriminant function, may be required to get good results. If it were necessary to avoid even the possibility of such an assumption violation, then all users of ANOVA and LDA with Gaussian data would be in a perpetual state of methodological sin.
The author concludes that appropriate simulation studies need to be conducted to determine what effect the presence of twice-intersecting densities have on the performance of MAXSLOPE (and similarly-based taxometric procedures). However, condemning MAXSLOPE (and all of coherent cut kinetics with it) out of hand, due to the possibility that densities may intersect twice, is too radical.
One more thing can be said in defense of (3c) and (3d). Imagine they are false, so that there is no density intersection point, i.e., the densities do not obey Hence, apparently every g(X) is a mixture.
It is not difficult to show that assumptions (3b) and (3c) together suffice to prevent such anomalies. (Essentially, this is because Pg t (m Xt ) > Qg c (m Xt ) makes our above-defined g c (X) go negative for some X, which cannot be.) They are not necessary conditions, but they are sufficient ones. Hence, unless one wishes to reduce taxometrics and finite mixture models to mathematical triviality, one must either employ (3b) and (3c), or other similarly-functioning assumptions to take their place. Assumption (3d) asserts that the taxon and complement class densities overlap on some interval of X. If they do not, then taxon and complement class members are perfectly separable based on knowing their X-scores. Hence, taxometrics will be quite unnecessary; visual inspection will show not only bimodality but outright non-overlap. Hence, this assumption does not seem far-fetched. Assumption (4) states that the within-class regressions are linear. The only alternative, which will generate a false MAXSLOPE indication of a taxon, is one that will produce a regression resembling Figure (1a) . This resembles a four-parameter logistic regression in shape, with an added linear component:
with left asymptote A, right asymptote D, centering parameter X M , and scale parameter s. This logistic regression is encountered in bioassay and pharmacokinetics, but the author has never seen it proposed for the analysis of psychometric or psychophysiological data. Note that this is not the kind of logistic regression seen in item characteristic curve theory; those curves show the regression of PrfY = 1g (i.e., Y is dichotomous) on a continuous latent trait.
The proper answer, in the author's opinion, to the possibility that fourparameter logistic regression (with an added linear component) might mimic a taxon, is this: objections to assumptions need to be plausible, just as the assumptions themselves do. Why would we suppose that, absent the existence of a taxon, an individual differences measure would just happen to have a sigmoidal regression (plus linear component), on another such measure? No answer to this question leaps to the author's mind.
Assumption (5) is the Equal Regession Slopes assumption. It is used as a stepping-stone for estimating parameters; it does not enter into the use of Figure (1a) as a taxonicity test. If the assumption is false, this can be detected after parameters have been estimated, because inferred taxon members will not have the same regression slope as inferred complement class members. Hence, the plausibility of this assumption is not terribly critical, as long as it is not so false that parameter estimates are wildly perturbed.
Qualitative Effects of Violation of Assumptions
Effects of violating important assumptions should be discussed. It is not possible to say, without comprehensive Monte Carlo simulation studies, exactly what the numerical consequences would be of certain assumption violations. However, one can say qualitatively what the effects will be, by considering the effects of assumption violations on the workings of the algorithm given above.
Violation of Continuity Assumption. Assumption (2a) is employed to establish the existence of first and second derivatives of p(X), and to guarantee that the large-sample extremum of dE[Y]=dx coincides with its population value, in terms of latent population parameters. It happens that this assumption is identical to one made in classical statistics, and has been used to derive the distribution of Snedecor's F-ratio in ANOVA, and Student's t-statistic. The implausibility of this continuity assumption's literal truth notwithstanding, such classical statistics are then applied quite successfully every single day with discrete-valued data often data with rather few possible values of X.
The immediate consequence here, if random variable X, Y, or both are discrete but many-valued, and are nevertheless analyzed with MAXSLOPE, will be some small errors of approximation in the location of MAXSLOPE points and of HITMAX cuts. This will lead to consequent small errors in estimating P, s, 2 s, Bayes posteriors, and latent frequency curves. Grossly Discretized Variables. However, if the continuity assumption is badly violated, say by using X and Y with a very small number of distinct values (say, less than 10 or 15), then the error in estimating latent HITMAX cuts will be correspondingly greater, as will parameter estimates that depend on x HM and y HM being correctly located. Moreover, our chance to get a good estimate of b t , by looking at the slope of Y against X in a quasi-pure complement class population near the minimum of X, will be more markedly hampered by X having so few values. Even a population of individuals, all of whom have the minimum possible X-score, may contain a considerable number of individuals who actually belong to the taxon. As a result, the algorithm's adjusting away of the within-class slope will be made correspondingly more difficult. Qualitatively, extreme discretization typically will result in significant overestimation of b t . This is because, in most psychopathology and personology problems, b t > 0; mixing taxon members into what is supposed to be a pure complement class group will contaminate the within-class slope with betweenclass mean differences. Since X and Y are scored so that the taxon is higher, the effect is to make a positive b t even more positive. This will cause the adjustment for b t to be too great. With the present algorithm, Yc (or Xc ) will be affected very little if at all; but Yt (or Xt ) may be notably underestimated. This will in turn lead to underestimation of P and also of 2 Xt , with corresponding overestimation of 2
Xc . Also, all elements of p(X) will be underestimated. Finally, the latent frequency curves g c (X) and g t (X), estimated by decomposing the mixed-group density at X = x into two portions, will have its taxon part underestimated relative to its complement class part. It may be small comfort, but the shapes of g c (X) and g t (X) will not be erroneously estimated due to misestimation of b t alone. Figure (3) ), and if one of them (ordinarily, the higher one) occurs at a sufficiently unusual value of X. In that case, MAXSLOPE will proceed much as usual the higher HITMAX cut either will not be detected, or it will be ignored. This will have a cost, naturally. First, the upper extremes of the X-distribution will not be a sound basis for estimating the taxon mean on Y, because it will be overestimated. In fact, individuals with very high X-scores are, in this situation, probably complement class members. The complement class Y mean will be misestimated, generally downward. Estimating P depends on these means, so it too is misestimated in which direction depends on the degree of misestimation of Yc and Yt . In any case, the Bayes posterior probabilities will be misestimated for every individual. This, in turn, causes some degree of misestimation of latent frequency curves. In sum, everything is thrown off if these assumptions actually are materially violated.
Violation of Separation of Modes assumption (3b
In the other case no intersection of the densities Pg t (X) and Qg c (X) MAXSLOPE cannot proceed much beyond the initial graphical taxonicity test. The within-class regression slope and component means can be estimated; but they will not have their usual consistency properties.
Violation of Linearity Assumption (4). First, we consider violations of linearity that mimic taxonicity, as these are the only ones that will pass the graphical taxonicity test, and hence proceed to parameter estimation. Inasmuch as the shape of the regression closely mimics one that is taxonic, and MAXSLOPE depends on this shape for its parameter estimation methods, one will get a misleading set of parameter estimates for a pseudo-taxon and its pseudo-complement class. They are not misestimates, because they estimate the frequencies, means, and so on of things that do not exist in nature. The cure for such errors is to use a procedure that brings in more information, e.g., MAXCOV or, if its assumptions are warranted, a finite mixture model.
On the other hand, there may be a real taxon but also some nonlinearity in the within-class regression. As there are an endless variety of such nonlinearities, it is most straightforward to simulate very large-sample data (e.g., N = 10,000
Gaussian admixture) possessing the postulated nonlinear within-class regression, run it through the algorithm (as implemented in the MAXSLOPE program), and see how the parameters are misestimated.
Violation of Equal-Slopes Assumption. The MAXSLOPE parameter estimation algorithm given above relies on auxiliary conjecture (5) above. This conjecture states that the within-taxon and within-complement class regression slopes are equal. However, the MAXSLOPE parameter estimation procedure does not necessarily depend on this conjecture. In sufficiently large samples with a wide-enough range of the input variable X, the slope of the within-complement class regression can be estimated reasonably well from the asymptote of the mixed-group regression's slope at the lowest values of X (e.g., the lowest 2.5% of the data, as used in the computer program).
Under favorable circumstances, the within-class slope in the upper part of the range of X can be estimated from the right-hand asymptote in the slope plot.
Then the slope estimated at the low end can be compared to (and even tested for a statistically significant difference from) the slope estimated at the high end. However, it is generally more problematic to estimate the slope at the high end.
If the range of X is too small (especially common if X takes on too few distinct values), and P is too small, then there may be no sizeable region at the upper end of X containing almost exclusively taxon members. If N is large and the number of distinct X-values is considerable, then one may be able to detect that the within-complement class and within-taxon regression slopes are unequal. The algorithm could be reworked to incorporate two within-class slopes, rather than one. (This is not a trivial task, and the present program does not incorporate this refinement.) Effect of Non-Zero Regression Slopes with Two versus Three or More Indicators. The algorithm estimates the Bayes posterior probability of taxon membership, given knowledge of the values of X and Y. These estimates are asymptotically correct, under our fourth auxiliary conjecture (equal slopes). However, if MAXSLOPE is carried out on k 3 variables, conditions may arise that make the posterior probability estimates asymptotically biased. For example, if indicators X, Y, and Z all have non-zero regression slopes with respect to each other, then pairwise adjustment of the Y-on-X regression leaves some uncorrected influence of Z on Y and X. This will asymptotically bias the posterior estimates. With positive manifold (all regression slopes exceed zero), the posteriors will be estimated too close to zero and one. (This will not occur if positive correlations are confined to non-overlapping pairs of indicators.) The larger the average regression slope across k variables, the greater the bias will be.
Presumably much more rarely, sets of indicators having within-class negative correlations may be employed. This will bias the posterior estimates toward 1/2. (The proof is obvious and so is omitted.)
Correction for a multivariable bias requires more information than just the regression slopes. Knowledge of three-way and higher-order joint probability density functions is necessary to get correct Bayes posterior probabilities under such conditions. Since MAXSLOPE and other taxometric procedures avoid making strong distributional functions, the present author has not attempted to derive, let alone program, a suitable multivariate correction for this possible bias. One salient empirical fact is comforting here: in practical applications, departure from independence of indicators apparently need not considerably distort Bayes posterior probabilities. For example, in early artificial intelligence work in internal medicine, Bayes posteriors for various diseases were computed by the simple independence formula; this was found satisfactory even when it was well known that signs, symptoms, and diagnostic test results were not independent in people with (and without) various disorders (de Dombal, et al., 1975) .
The MAXSLOPE algorithm has been programmed in the data visualization and analysis language R (R Core Development Team, 2003) , which works quite similarly to the commercial product S-Plus from (Insightful Corporation, 2003) . The code has been tested on the Windows version of R, releases 1.6.2 through 1.8.1. It has not been tested on S-Plus. The code is freely available for perusal, use, and modification under the terms of the GNU General Public License (Free Software Foundation, 1991) . It can be downloaded from http://www.umn.edu/ pemeehl.
Conclusions
We reach several conclusions. One of these is merely a more rigorous statement of a claim in Grove and Meehl (1993) : MAXSLOPE fails as a taxometric procedure whenever the within-and between-population regressions are equal, in our notation X b t Y = 0.
Also, for taxometric purposes, when X b t Y < 0, the minimum not the maximum of the regression slope of Y on X should be sought.
Third, the location of the MAXSLOPE point depends on first and second derivatives of the ratio of complement class and taxon densities (see Equation (5)). While a general formula for the MAXSLOPE point can be (and is) given, it does not yield a numerical value unless the densities are further specified.
Fourth, the MAXSLOPE point and the HITMAX cut coincide for some densities, e.g., Gaussian admixtures whether P = 1=2 or not, and whether 2 c and 2 t (complement class and taxon indicator variances of indicator Y on the indicator X) are equal or not.
Fifth, the MAXSLOPE point and the HITMAX cut do not coincide in general.
This is suggested by analysis, in that the sufficient condition for x MS = x HM plainly need not always be satisfied. It is proven by numerical counterexample, e.g., two admixed gamma densities (parameters = 6, = 1 and = 9, = 1, respectively, in Johnson, Kotz, and Balakrishnan's 1994, notation) with P = 1=4 and b t = :3.
Sixth, even when the MAXSLOPE and HITMAX points do not coincide, the HITMAX cut can be found by suitable transformations of the conditional regression slope plot. Given the location of the HITMAX cut, the taxometric model parameters P, X and Y can be estimated. An algorithm for making conditional slope plots, suitable for visual inspection, as well as estimating latent population parameters and providing information for consistency tests (when there are more than two indicators), is spelled out. This has been programmed and is freely available to readers.
Seventh, the plausibility of a number of assumptions underlying MAXSLOPE (and other coherent cut kinetics taxometric procedures, such as MAXCOV) is discussed. Effects on taxonicity tests and parameter estimation of violating assumptions are qualitatively addressed. Notes 1. A reviewer of a previous draft of this article objected to my calling MAXSLOPE, MAXCOV, etc., taxometric methods, since Meehl has grouped certain procedures under the heading my taxometric method(noun singular). Meehl (1999) indeed distinguished my taxometric method, identified with procedures using coherent cut kinetics schemes (MAXCOV, MAMBAC, MAXEIG, MAXSLOPE, and Meehl's unpublished SQUABAC). I now more carefully follow Meehl's usage. However, this does leave us without a collective term for numerous taxometric procedures. I now distinguish various procedures, if they are not based on coherent cut kinetics, by referring to their originators (Meehlian is used to refer collectively to Meehl, his students, and various other investigators pursuing the development of procedures similar to one or more of Meehl's) , to an underlying mathematical model (e.g., Gaussian finite mixture model posits two or more latent classes, each of which follows a Gaussian probability distribution function), or by giving other information sufficient to identify a procedure, or family of procedures.
It should be noted that Meehl (1999) sometimes used algorithm as an approximate synonym for (taxometric) procedure. I use algorithm to denote A computable set of steps to achieve a desired result. Generally, a procedure like MAXSLOPE is described in mathematically general terms; for example, it is not part of the definition of MAXSLOPE that the regression slope of Y on X be calculated in nonoverlapping intervals on X, or in sliding windows (overlapping intervals) on X. Likewise, MAXSLOPE as formulated does not specify whether intervals should be defined by the number of observations in an interval, or by interval boundaries on X. Last, MAXSLOPE does not say that X-intervals should have n = 10 or n = 100 observations, or intervals .25SD or .5SD wide. All this information would have to be spelled out to turn the MAXSLOPE procedure into an algorithm for MAXSLOPE; and even more detail must be supplied in order to embody the algorithm in a computer program. Particular choices for implementation details of MAXSLOPE are taken up below, in the algorithm section; and details of the computer program's construction are in plentiful comments, embedded in the code.
2. This is quite likely to be the most frequent situation for empirical data sets, for two reasons. First, the designation of X vs. Y is arbitrary when applying MAXSLOPE, so each is equally likely to appear as the regression's dependent variable. (Indeed, one generally uses each variable in each role, for parameter estimation, as is exploited in the algorithm.) Hence, within any application and across all applications, we expect that Y = X , at least in expectation. Second, given our assumption that X and Y are standardized before being subjected to taxometric analysis, b t must lie in the interval ( 1; 1) exclusive.
