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This thesis presents the research and development of two assembly time 
estimation techniques for the automotive industry.  Both of these techniques are capable 
of being implemented early in the product life-cycle of a vehicle and require information 
available in this phase.  Currently, assembly time estimation is performed after 
production has begun and is a tedious manual process requiring hours of motion-time 
method studies for each assembly activity.  The techniques proposed in this thesis can 
both be performed prior to the start of production and are capable of being performed 
automatically after the initial mapping.   
The first assembly time estimation technique maps the complexity of the product 
connectivity graph to an assembly time.  Twenty-nine metrics have been proposed for the 
complexity measurement of product connectivity graphs.  These twenty-nine metrics are 
mapped to assembly times through the use of artificial neural networks.  One-hundred 
eighty-nine different neural network architectures are evaluated to determine the most 
appropriate for the mapping.  The application of the neural network and the resulting 
assembly time estimation accuracies are presented in detail.   
The second assembly time estimation technique uses process-based information to 
predict assembly times.  Attributes of process instructions including verb, object, 
quantity, and volume are mapped to assembly times using artificial neural networks in a 
similar manner to the connectivity analysis.   
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The research and development of both of the methods are presented including the 
design requirements and a detailed explanation of the mapping process.  The resulting 
accuracies of both assembly time estimation techniques are discussed in detail and 
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INTRODUCTION TO DESIGN FOR ASSEMBLY 
The research presented in this thesis is focused on developing objective and 
historically based assembly time estimation techniques that can be automated early in a 
product development life-cycle.  Special attention is given to assembly time estimation in 
the automotive industry.  Assembly time estimation is one specific focus within the 
broader field of design for assembly.  Design for assembly is a technique focused on 
developing design solutions that meet assembly requirements.  Assembly time estimation 
is important because it allows designers to predict, with varying degrees of accuracy, not 
only how long a product will take to assemble, but also to compare assembly times 
between different designs.  Chapter One and Chapter Two are an introduction to design 
for assembly and assembly time estimation respectively.   
1.1 History of Design for Assembly 
Design for assembly is a tool which aims to develop a design solution which will 
meet assembly requirements.  It has been shown that the assembly of manufactured 
products consumes 50% of the total production time and accounts for 20% of the overall 
unit production cost [1].  Likewise, 30% to 50% of the labor costs have been shown to be 
involved with assembly operations [1, 2].  Furthermore, 50% of the direct labor costs in 
the automotive industry are said to be associated with assembly [2].  Over the years, 
studies have shown that industrial products have been, and continue to be, designed with 
an excessive number of parts which often requires both more costly and complex 
assembly operations than necessary [3].  In addition, it has been shown that a lack of 
2 
 
communication and coordination between design and manufacturing functions has led to 
inefficiencies in the transition from the design of a product to its production [4].  The 
need to re-design a product after the start of production can result in projects being 
completed above budget and behind schedule.  This observation has led to the desire to 
implement techniques which help the designer avoid characteristics leading to 
unnecessarily costly and complex assemblies while eliminating the figurative wall 
between design and manufacturing.   
Handbooks developed as early as the 1960’s aimed at providing designers with 
guidelines for creating products which are easier to manufacture and assemble [4].  More 
systematic analysis techniques have been developed and deployed since then to guide 
designers towards the same goal [5, 6, 7].  These techniques have resulted in benefits 
including, but not limited to, reduced product cost, better quality, shorter time to market, 
lower inventory, and fewer suppliers [8].   
Some of the more well-documented DFA methods include the Hitachi Assembly 
Evaluation Method (AEM), the Lucas Method, and the Boothroyd and Dewhurst Design 
for Assembly Method [6, 7, 9].  The Hitachi Assembly Evaluation Method focuses on 
helping the designer to systematically evaluate the assembly characteristics associated 
with a design.  The Assembly Evaluation Method (AEM) is used by more than twenty 
well-known companies around the world including the Hitachi Group [10].  The method 
consists of the following six steps [7, 10]:  
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1. Make preparations:  This step includes preparing the items which are to be 
evaluated.  These may include collecting conceptual drawings, assembly 
drawings, and prototypes, if available.  
2. Determine the attachment sequence:  On the evaluation form, catalog the part 
names as well as number of parts in the same order as the attachment 
sequence.  The attachment sequence of sub-assemblies must also be 
determined. 
3. Determine the attachment method:  Determine the manner in which each part 
is attached to the assembly. 
4. Calculate the evaluation indices:  Calculate penalties based on the part and 
required assembly operations.  
5. Evaluate the index judgment:  Compare the calculated evaluation indices to 
desirable target values. 
6. Improve the product:  Improve the product focusing on the identified areas of 
needed improvement. 
These six steps help the designer to strategically assess the assembly characteristics of a 
design.  Step 4 of the process is where information about assembly time is most directly 
related to this DFA method. 
The Lucas Design for Assembly procedure was developed with the goal of 
enabling design for assembly analysis to take place earlier in the design process.  The 
method consists primarily of three analysis stages:  functional analysis, feeding analysis, 
and fitting analysis [7].  By breaking an assembly into these three analysis areas, a 
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designer can evaluate the need for a component based on functional requirements as well 
as its assembly characteristics, specifically the difficulty in feeding and fitting 
components.  Again, this method illustrates the tradeoff challenges between design and 
production, specifically assembly.  The second and third step of the Lucas method 
employs time estimation and analysis tools for the feeding and fitting analyses.  After the 
analysis stages are complete, an assessment must be made regarding the assembly 
characteristics of the product followed by necessary design changes.   
The Boothroyd and Dewhurst Design for Assembly Method is aimed at both 
estimating the time required for assembly tasks and identifying potential areas for re-
design to improve the assembly characteristics of a product [4, 11, 8, 5].  The method 
classifies assembly operations as either manual, robotic, or high-speed automatic 
assembly and explores the assembly on the part level considering the handling and 
insertion difficulties [7].  The predominant questions in this analysis are “Is this part 
necessary” and “Could this part be re-designed to make the assembly process easier or 
more efficient?”  This technique has become popular in the United States, and it has been 
successfully implemented in many companies including Ford, Xerox, GE, and GM [7].  
Table 1.1 shows the results of 123 case studies that explored the benefits of the 
application of this method [5].  In the Boothroyd and Dewhurst method, the tables that 
are used throughout the method are all used to create assembly time estimates at the 
component and sub-assembly level for both handling and insertion. 
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Table 1.1: Results of the application of Boothroyd and Dewhurst DFMA software 
[5] 
 Average Reduction (%) Number of Cases 
Labor Costs 42 8 
Part Count 53 103 
Separate Fasteners 57 21 
Weight 22 21 
Assembly Time 59 68 
Assembly Cost 45 20 
Assembly operations 54 25 
Product Development Cycle 45 2 
Total Cost 50 32 
In some cases these methods have been specialized to focus on a specific type of 
product or certain industry.  One example of this is the Printed Circuit Board (PCB) 
Design for Assembly method developed by Boothroyd and Dewhurst in conjunction with 
Texas Instruments [11].  Figure 1.1 shows the impact that this method had on two 
different circuit-board subassemblies manufactured by Evans and Sutherland Inc.  As the 
figure illustrates, Evans and Sutherland was able to increase manufacturing yield by more 
than 40% while substantially decreasing negative characteristics such as number of 
problem parts, circuit board density, component count, and component costs.  In addition, 





Figure 1.1: Circuit Board DFA benefits realized at Evans and Sutherland, Inc. [11]      
It should be noted that the three DFA methods addressed here are similar and 
require much of the same information.  Furthermore, much of the information required 
for these analyses is not available until late in design process, often after the completion 
of the detail design phase.  The process and inputs for the different methods are 
summarized in Table 1.2.  Most importantly, all three methods have an activity in the 
process that estimates assembly time for evaluative purposes.  These activities are 
highlighted in the table to show when time estimation can be integrated to each method. 
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Table 1.2: Comparison of the three discussed DFA methods  
Step Hitachi AEM Method Lucas Method 
Boothroyd and 
Dewhurst Method 
1 Make preparations Functional analysis Identify the parts 
2 
Determine attachment 
sequence Feeding analysis and 
fitting analysis 





Determine the handling 





Use codes to determine 
time to assemble each 
part 
5 
Evaluate the index 
judgment 
Determine if part can be 
eliminated or re-designed 
6 Improve the product 
Iterate process and 
improve product 
Improve the product 
 
Design for Assembly is introduced to improve a designed product in terms of its 
assemblability.  It has been shown that different methods are available to perform this 
type of analysis; however the information and overall process for these different methods 
are similar.  In Chapter Two, a table is presented that compares and contrasts the 
information required for the application of the major assembly time estimation methods.  
Furthermore, the product must be in a late phase of the development life cycle for any of 
these analyses to be performed.  In the next section several of the on-going research 
efforts related to design for assembly will be introduced.  In this section it has been 
shown that the current DFA methods 
 require much of the same information to be performed, and 




1.2 Current Focus of Research Efforts 
The successful implementation of design for assembly techniques has interested 
many researchers [12, 13, 14, 6, 15, 4, 3, 10, 16, 17].  This has resulted in the 
development of several different research efforts within design for assembly including 
the integration of assembly planning and design, the application of virtual reality to 
design for assembly, assembly time estimation, assembly-focused part design, and more.   
The integration of assembly planning and design is a crucial step for realizing 
superior products with reduced manufacturing costs and enhanced production efficiency 
[17].  Approaches to assembly planning and design may include product and process 
design method, computer-aided design and manufacturing (CAD/CAM), design for 
manufacture and assembly (DFMA), automated sequence planning, layout and equipment 
selection, and assembly process computer simulation [17].  The integration of these 
methods will further enhance the development of assembly oriented products.   
Researchers are currently exploring the impact of virtual reality based tools for 
improving the design of assembly oriented products [2, 18, 19].  VADE, Virtual 
Assembly Design Environment, is the result of a research and development project 
started in 1995 [19].  The goal of the VADE project was to understand the impact and the 
difficulties associated with using virtual reality for design and manufacturing.  VADE 
allows designers many opportunities including:  creation of a realistic environment and 
initial location of parts, two-handed assembly and dexterous manipulations, automatic 
data translation from CAD to virtual reality, capture of assembly intent from a CAD 
system and use in virtual environment, interactive dynamic simulation of parts, swept 
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volume generation and trajectory editing, parametric design modifications, and use of 
assembly tools [19].  Product manufacture and design in virtual environments can be 
helpful to designers exploring the assembly and manufacturing feasibility of a product [2, 
18].  The ability to virtually manufacture the product enables designers to see firsthand 
the difficulties which may be encountered during assembly.  A common theme amongst 
the current research trends in design for assembly is its deployment earlier in a product’s 
life-cycle.   
Traditionally, design for assembly methods have been used in reaction to a design 
rather than in a proactive manner [15].  Methods have generally been applied to products 
that are already in the product introduction phase which is often too late for the 
realization of the full benefits of the analysis [15].  Moreover, changes taking place later 
in the product life cycle are more expensive [20]; the cost of engineering changes in each 
successive phase within the product life cycle is ten times more than it would be during 
the previous phase [21].  More recently, DFA research focused on integrating DFA tools 
into the design process at an earlier stage.  Designers are increasingly more interested in 
tools which can be deployed earlier in the design process allowing them to focus on 
design solutions that result in more competitive products [3].  Eight characteristics of 
good design techniques include [22]: 
 take a problem-directed approach,  
 “foster inventiveness and understanding”,  
 be compatible with other disciplines,  
 don’t rely on finding solutions by chance,  
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 facilitate reuse of known solutions,  
 “be compatible with electronic data processing”,  
 “be easily taught and learned”, and  
 reflect the findings of cognitive psychology and modern management 
science”.  
Furthermore, designers are often disinterested in tools that suggest rework after 
significant development efforts have been made [3].  Therefore, it would be most 
beneficial to have tools that can be used earlier in the process, before significant time and 
effort have been invested in the design [3].  In an assembly time savings workshop at an 
automotive OEM, it was observed that it is difficult to convince designers to change a 
design or component that currently fulfills its intended function even if it improves 
assembly or manufacturing [23].  Methods such as the product architecture-based 
conceptual DFA technique do not require a physical prototype or complete design 
geometry specifications for the method to be implemented [24].  This freedom enables 
the methods to be used earlier in the design process and as a result reduces the number of 
iterations before realizing DFA benefits [24].  
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Table 1.3: List of Design Requirements for New Design for Assembly Technique 
 Design Requirements Requirement Source 
1 Problem-directed approach [22] 
2 Foster inventiveness and understanding [22] 
3 Compatible with other disciplines [22] 
4 Not rely on finding solutions by chance [22] 
5 Facilitate reuse of known solutions [22] 
6 Compatible with electronic data processing [22] 
7 Easily taught and learned [22] 
8 Reflect finding of cognitive psychology, 
modern ergonomics 
[22] 
9 Must be able to be performed earlier in product 
life-cycle than existing methods 
[25] 
10 Must be able to be automated [25] 
11 Should use information that is available early 
in a product’s life-cycle 
Requisite for Requirement 9 
 
In this chapter the motivation, state of the art, and research gaps in design for 
assembly have been introduced.  Most importantly, it is noted that several of the design 
for assembly techniques are similar, requiring much of the same information, a labor 
intensive process, and performance at similar times in a product’s life-cycle.  One aspect 
of design for assembly is assembly time estimation (see highlighted steps in Table 1.2).  
This field, which is the primary focus of the research presented in this paper, is important 
to designers, managers, accountants, process planners, ergonomics analysts, and many 
others.  In the next chapter, this topic will be introduced and the motivation for this 
research will be presented.  In addition, the research gaps addressed in this chapter will 




OVERVIEW OF ASSEMBLY TIME ESTIMATION 
Assembly time estimation is important to the field of design for assembly because 
it allows designers to predict, with varying degrees of accuracy, not only how long a 
product will take to assemble but also to compare assembly times between different 
design solutions.  Assembly time estimation is a critical technique to manufacturers in a 
variety of industries for reasons that are addressed in the next section.   
2.1 Motivational Factors 
Increasingly stiff global competition requires manufacturing enterprises to 
compete in terms of quality, cost, and time to market of their products [26, 21, 27].  It is 
essential for these firms to understand the costs associated with the manufacture of their 
products in order to operate efficiently and competitively [27].  It is increasingly apparent 
that this understanding must be achieved earlier into the design phase. Studies have 
shown that this phase is often responsible for defining up to 80% of the costs a product 
incurs throughout its life cycle, but the design phase itself consumes less than 15% of the 
budget [28, 5, 29].  Figure 2.1 shows how the possibility of influencing a product’s cost 
substantially decreases early in the product’s life cycle.  Additionally, the cost of 




Figure 2.1: Possibility to influence cost and cost of changes throughout lifecycle [28] 
Figure 2.2 represents how decisions made early in a product’s life cycle have a 
significant impact on the overall costs of the product, although the bulk of the expenses 
are incurred after the design phase has been completed [28].   
 
Figure 2.2: Cost engagements and expense occurrences throughout lifecycle [28]  
Karger and Bayha provide four ways in which assembly time estimation helps 
everyone including managers, workers, and consumers [30].  First, it assists methods 
improvement, the process of making tasks more efficient, which in turn reduces the cost 
to produce.  Secondly, it can be used as a standard of performance that allows for rational 
management of operations.  Third, a standard of performance allows for rewarding 
exceptional performance resulting in further reduced labor costs as well as improved 
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employee pay.  Finally, the product cost is reduced for the consumer while the employer 
is more competitive in the market place, meanwhile protecting the employee’s job [30].   
Furthermore, with the evolution of the Ford manufacturing system and the Toyota 
Production System in the 1950’s managers became more focused on eliminating waste 
and therefore paying attention to every work sequence and to every second that people, 
material, and machines were idle.  This focus became the groundwork for lean 
manufacturing, which resulted in an emphasis on identifying and eliminating waste, 
while increasing production and quality [31].  This trend however required the 
development and standardization of assembly time estimation procedures.   
This increased interest has led to developments in the field of assembly time 
estimation and the development of many methods for predicting product assembly time 
[5, 32, 6].  The Boothroyd and Dewhurst assembly time estimation technique is one of 
the most discussed in the literature and is therefore often used as a baseline for other 
studies [6, 12].   
Assembly time data is required by designers, accountants, process planners, 
ergonomics analysts, and many others.  Designers are the most direct users as they 
require assembly time estimation to evaluate the relative assembly efficiency of design 
solutions.  Accountants are often interested in how much work has been completed at 
each step of the production process and thus the assembly time estimation for different 
phases is crucial.  Process planners require assembly time estimation to effectively 
organize the assembly process [25].  Finally, ergonomics analysts must understand how 
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long it will take associates to perform specific tasks in order to fully understand the 
ergonomic implications [25].   
The automation of assembly time estimation tools would prove beneficial to each 
of these users as information would be available faster and at a reduced cost since the 
process would not be performed by engineers.  Additionally, an automated assembly time 
estimation tool would allow for instant, or near instant, feedback to designers working in 
computer-aided environments.  Automation of such a method requires using information 
readily available or using objective information which can be extracted from existing 
documentation.  Available information includes that which is contained within computer-
aided design documents such as mating information as well as part information including 
size, volume, density, and weight.  Additionally, design information can be available in 
the form of design requirements or historical data.  For an assembly time estimate to be 
fully automated, subjectivity must be reduced or even eliminated for the sake of 
algorithmic and computational analysis.  A previous study analyzed subjectivity for two 
currently existing methods, the Boothroyd and Dewhurst assembly time estimation 
method and the product connectivity model developed at Clemson University [12].  This 
study showed that significantly less subjective information is required by the connectivity 
based method than for the Boothroyd and Dewhurst method [12].  
Information used for assembly time estimation can come from either the process 
or the product.  The Boothroyd and Dewhurst method focuses on both, requiring 
information about considerations such as symmetry of products as well as the difficulty 
of assembly operations [5].  The connectivity model is concerned solely with the product, 
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specifically which parts are connected to each other [6].  The research presented in this 
paper discusses the development and application of two assembly time estimation 
techniques, one which relies on information about the assembly process and one which 
relies on product information.   
The motivation for this research comes from the identification of two assembly 
time estimation goals.  The first goal is to move design for assembly analysis earlier into 
the product life-cycle.  The second goal is to allow for assembly time estimation to be 
automated.  In a 2011 project sponsored by an automotive original equipment 
manufacturing (OEM) firm, it has been observed through associate interviews that 
assembly time analysis is not performed until the car is in production.  However, 
assembly time estimation is required for tasks such as line balancing and process 
planning which take place prior to the start of production.  It was observed, further, 
throughout this project that process planners are required to estimate assembly times in 
order to make plans.  However, these estimates are at best educated guesses due to the 
lack of a formal assembly time estimation process.   
The research presented in this paper will focus on the development of assembly 
time estimation methods which can be performed automatically prior to the start of the 
production phase.  Figure 2.3 shows when the analysis currently takes place during a 
vehicle’s life-cycle as well as when assembly time estimation should ideally be 




Figure 2.3: Automotive manufacturing product life-cycle, adapted from [33] 
As a product moves from the design phase to production, more information about 
the product and the assembly process becomes available.  In addition, the available 
information increases in certitude.  It is expected that as more information becomes 
available, assembly time estimates should become more accurate.  For example, little 
information is available during conceptual design, often only requirements and 
conceptual sketches.  As the design process continues, more data is collected, including 
information regarding the way parts are connected to each other.  Previous research has 
shown that assembly time estimates for consumer products can be predicted to within 
16% of Boothroyd and Dewhurst assembly time estimates using only information about 
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the part connectivity of the product [6].  Whether this method can be adapted and applied 
to the automotive industry leads to one of the research questions addressed in this paper: 
Can the use of connectivity information to estimate assembly time be refined and 
extended for use in the automotive industry 
Another research question addressed in this paper is whether information 
contained within the process instructions can be used to accurately predict assembly 
times.  The process instructions are comprised of information on how to assemble the 
vehicle.  They are generated during the process planning phase, which takes place 
between design and production.  There is a significant amount of information available in 
these instructions including assembly verbs, parts, tools, and other objects.   
Assembly time estimates made at early stages of a product life-cycle are not 
expected to be as accurate as those which are conducted during production because there 
is substantially less information available to analyze.  As a result, the estimates sought in 
this research are not intended to replace full scale assembly time studies which take place 
during production, but to supplement them by providing information earlier in the 
product life cycle.   
2.2 Assembly Time Estimation Methods 
Assembly time estimation methods have been employed since the early 1900’s 
and were used on a larger scale in industrialized countries by the 1930’s [34].  In this 
section a few of the most popular assembly time estimation techniques will be 
introduced.  The advantages and disadvantages of three methods will be addressed and 
areas will be identified in which additional research is needed. 
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2.2.1 Methods-Time Measurement 
Developed in 1948 by Harold Maynard, Methods-Time Measurement became 
popular quickly due to its widespread availability [34].  Methods-time measurement, 
MTM, is a predetermined time study system in which operations are described by MTM 
“elements” [32].  The method’s significance throughout the United States resulted in the 
founding of the MTM Association for Standards and Research in 1951.  One reason for 
its popularity may be its ability to be used for negotiation purposes between employers 
and unions [34].   
The original MTM technique was time-consuming; however the method has since 
evolved to reduce the time required for analysis.  It first became MTM-2 followed by 
MTM-3 and most recently MOST and MTM-UAS [34].  Several of these refinements 
have been incorporated into software packages [30].  Other methods have been developed 
with similarities to MTM.  Robot time and motion (RTM) was developed at Purdue 
University in 1979 as a robot work analysis and performance measurement tool [32].  
Like MTM, RTM is a predetermined time study system that requires each operation to be 
described by individual elements [32].   
MTM analysis requires each motion of an operation to be analyzed.  Analyzing an 
operation on this level allows for the user to easily identify obvious problems and non-
value added motions [35].  The pre-determined times associated with specific motions 
have been determined in advance by statistical analysis.  As an example, MTM-UAS 
defines seven basic motions:  
 take and place,  
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 place,  
 helper equipment use,  
 running (machine or equipment),  
 motion cycles,  
 body motions such as walking, bending, sitting, and standing, and  
 visual control [35].   
An MTM style method is effective and relatively objective; however the 
application of the method is labor intensive.  The breakdown of an operation into its 
individual motions can take a significant amount of time.  On the other hand, the 
objectivity and accuracy of the method lend to MTM and MTM derivatives application in 
industry today.  An example of an MTM worksheet is shown in Figure 2.4.  The 
assembly time estimates used as targets in this research are the result of a custom MTM 






Time (TMU) Weight Allowance 















¾ or less 2.0 2.0 2.0 1.7 2.5 1.00 0 
Move object to 
other hand or 
against stop 
1 2.5 2.9 3.4 2.3 
2 3.6 4.6 5.2 2.9 7.5 1.06 2.2 
3 4.9 5.7 6.7 3.6 
4 6.1 6.9 8.0 4.3 12.5 1.11 3.9 
5 7.3 8.0 9.2 5.0 
6 8.1 8.9 10.3 5.7 17.5 1.17 5.6 
7 8.9 9.7 11.1 6.5 
Move object to 
approximate or 
indefinite location 
8 9.7 10.6 11.8 7.2 22.5 1.22 7.4 
9 10.5 11.5 12.7 7.9 
10 11.3 12.2 13.5 8.6 27.5 1.28 9.1 
12 12.9 13.4 15.2 10.0 
14 14.4 14.6 16.9 11.4 32.5 1.33 10.8 
16 16.0 15.8 18.7 12.8 
18 17.6 17.0 20.4 14.2 37.5 1.39 12.5 
20 19.2 18.2 22.1 15.6 
Move object to 
exact location 
22 20.8 19.4 23.8 17.0 42.5 1.44 14.3 
24 22.4 20.6 25.5 18.4 
26 24.0 21.8 27.3 19.8 47.5 1.50 16.0 
28 25.5 23.1 29.0 21.2 
30 27.1 24.3 30.7 22.7     
Additional 0.8 0.6 0.85  TMU per inch over 30 inches 
 
Figure 2.4: Example of MTM worksheet [36] 
2.2.2 Boothroyd and Dewhurst  
The Boothroyd and Dewhurst assembly time estimation method, first developed 
in 1977, is one of the most discussed techniques in the literature [8].  Boothroyd and 
Dewhurst first released tables that designers could use to determine the predicted 
assembly time of a product based on a series of penalties which represented 
characteristics of parts and features within the product [12].  Although they have made 
refinements to the original table-based method, including a software package introduced 
in 1982, the original method is still used today [8].   
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Since the release of the original tables, efforts have been made to make the 
analysis process faster and easier on the designer.  The Boothroyd and Dewhurst method 
was used initially as a re-design tool, but recent efforts have been made to enable this tool 
and others to be used earlier in the design process [12].   
The Boothroyd and Dewhurst table based method examines a part’s handling and 
insertion difficulties when assigning an appropriate assembly time.  A series of tables is 
used to determine an appropriate time for both handling and insertion of each part.   
Table 2.1 shows an example of a Boothroyd and Dewhurst handling table.  This 
table is specifically for handling parts that can be manipulated with one hand.  Other 
handling difficulty tables are available for the following handling types: one hand with 
grasping tool, two hands, and two hands or assistance for large size [37].  To use the 
tables, the correct column and row must be identified.  To determine the correct column 
in Table 2.1, the user must first decide whether the part is easy to grasp and manipulate or 
difficult to handle.  Then, the size of the part based on its largest and smallest envelope 
dimensions is used to further describe the part and select the appropriate column.  To 
locate the appropriate row, the user must examine the freedom of the part to rotate both 
parallel and perpendicular to its insertion point [37].  Once these parameters are used to 
define the handling difficulty of a part, a handling time can be selected.  
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Table 2.1: DFMA Handling Codes [37] 
One Hand 
Manipulation 
Parts are easy to grasp and handle Difficult to handle 
T > 2 T < = 2 T > 2 T < = 2 
S > 15 15 > = 
S> = 6 
6 > S S > 6 S < = 
6 
S > 15 15 > = 
S> = 6 
S > 6 S > 6 S < = 
6 
0 1 2 3 4 5 6 7 8 9 
(   )
     
0 1.13 1.43 1.88 1.69 2.18 1.84 2.17 2.65 2.45 2.98 
   
 (   )
     
1 1.5 1.8 2.25 2.06 2.55 2.25 2.57 3.06 3 3.38 
   
 (   )
     
2 1.8 2.1 2.55 2.36 2.85 2.57 2.9 3.38 3.18 3.7 
(α+β)=72
0 
3 1.95 2.25 2.7 2.51 3 2.73 3.06 3.55 3.34 4 
Next, the user must select the appropriate level of insertion difficulty using a 
similar series of tables.  Table 2.2 is the insertion table for parts that are added to the 
assembly but not secured.  Other insertion tables are for parts which are secured 
immediately and those which are secured as part of a separate operation.  Users must 
determine whether holding down is required to maintain orientation, whether the part is 
easy or difficult to align, and whether or not resistance is present when inserting the part.  
Additionally, users must select whether the part and tool can easily access the desired 
location, as well as whether access is obstructed or vision is restricted.  
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Table 2.2: DFMA Insertion Codes [37] 
One Hand Manipulation 
After assembly, no holding down required to 
maintain orientation and location 
Holding down required during subsequent processes 
to maintain orientation or location 
Easy to align and position 
during assembly 
Not easy to align or 
position during assembly 
Easy to align and position 
during assembly 
Not easy to align or 
position during assembly 
No resistance Resistance No resistance Resistance No resistance Resistance No resistance Resistance 
0 1 2 3 4 5 6 7 
Part and tool (including 
hands) can easily reach 
the desired location 















2 5.5 6.5 6.5 7.5 9.5 10.5 10.5 11.5 
The individual times within the table have been developed from numerous time 
studies over several years.  In this manner, the times used in the estimation are all 
historically based.  The handling and insertion times selected from each set of tables are 
summed for each of the parts to determine the estimated assembly time for the product.  
This method has been proven to be beneficial, but is time consuming and includes 
subjective inputs [5, 12].  Additionally, the information required for this analysis is often 
only present after the design is complete or near completion.   
Boothroyd and Dewhurst’s release of the software version of their assembly time 
estimation tool reduces the effort required for designers to complete the analysis.  
However, the subjectivity of many of the questions as well as the level of detail required 
for calculation is similar to that of the tabular method.  The graphical user interface is 




Figure 2.5: DFMA Software Interface [12] 
The major drawbacks of both the tabular and software based Boothroyd and 
Dewhurst assembly time estimation methods include the need for significant amounts of 
information about both the product and the process and the number of subjective inputs 
required for the analysis.  Other methods such as the one presented in 2.2.3 have been 
developed in reaction to these problems. 
2.2.3 Connectivity Assembly Time Estimation Method 
The connectivity based assembly time estimation technique, developed at 
Clemson University and first presented at the International Conference on Manufacturing 
Automation in 2010, allows for the estimation of assembly time relying strictly on 
information about part connectivity within a product [6].  This method has only been 
tested on consumer appliances; however, it is likely that its use could be expanded to 
other industries including automotive manufacturing.   
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The connectivity method predicts assembly time using an equation which includes 
variables representing the complexity of a part connectivity graph.  It is important to note 
that this method does not differentiate between the types of connections existing between 
parts, only the number of connections that each part has with the each other part.  Figure 
2.6 shows a bolting instance consisting of parts 1 and 2, a bolt, and a nut.   
 
Figure 2.6: Bolting instance [6] 
Instances such as the one shown in Figure 2.6 are next represented in a bi-partite 





Figure 2.7: Bi-partite graph for one connection instance [6] 
Connection instances are often much more complex and result in significantly 
larger bi-partite graphs such as the one shown on the left in Figure 2.8.  Information 
about the assembly, including second-order and beyond relationships as well as path 
length and decomposition metrics, can be extracted from bi-partite graphs [6].   
The bi-partite graph for a complete automotive sub-assembly is shown on the left 
in Figure 2.8.  The portion of the graph within the black box represents the assembly in of 
the components on the right side of the figure.  Once the bi-partite graph has been created 
for a product, the data in the graph can be displayed in tabular form.  This form captures 
the same information as the bi-partite graph but is easier to use for computer-based 
analysis.  The information contained within the bi-partite graph is shown in tabular form 






Figure 2.8: Bi-partite graph and tabular equivalent of automotive sub-assembly 
The analysis uses the complexity of the connectivity graph.  The complexity is 
measured using nine complexity metrics in three different classes:  size metrics, path 
length metrics, and decomposition metrics [6].  The model proposed from the initial 
connectivity research, shown in Equation 1, relates assembly time to three of these 
metrics:  number of elements (n), average path length (APL), and path length density 
(PLD).   
   [   ]   
(      [   ]) (1) 
The proposed model was developed using a pattern recognition approach, 
comparing and combining regression trends of average path length, number of elements, 
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and path length density plotted against Boothroyd and Dewhurst assembly time estimates 
[6].  This regression based mapping was shown to be successful for consumer appliances 
as compared against Boothroyd and Dewhurst predicted assembly times.   
 
Figure 2.9: Connectivity results compared to Boothroyd and Dewhurst results [6] 
Figure 2.9 shows, on a logarithmic scale, the results of the Boothroyd and 
Dewhurst analysis as well as the Connectivity analysis for five products and their 
respective re-designs.  It was found that the connectivity method estimated the assembly 
time to within sixteen percent of the Boothroyd and Dewhurst method for all of the tested 
products [6].   
While the connectivity method has been shown to be successful in predicting 
assembly times for consumer products, it has not been applied to products in different 
industries.  The method could be fully objective with further definition of connections 
and has the potential to be fully automated.  The research presented in this paper will 
address the possibility of this method’s refinement and application to the automotive 
manufacturing industry.   
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2.3 Summary of Time Estimation Methods 
With the exception of the connectivity method, the assembly time estimation 
methods which are currently available rely heavily on information that is not available 
until later in the product life-cycle.  This information includes required body movements, 
difficulty of handling and inserting parts, part size, part weight, part stickiness, and 
required connection order of parts. This poses a problem when users need information 
about assembly time earlier in the product’s life cycle.  For this reason, it is proposed that 
assembly time estimation could be obtained using product and process based information, 
either in combination or individually, which is available earlier in the product life-cycle. 
Product and process based information available earlier in the product life-cycle includes 
part connectivity information and assembly process instructions.  Each of these types of 
information are available prior to the start of production.  One of the major motivations 
for this research is to use information more readily available early in a product’s lifecycle 
to perform the analysis.  The information required to perform the methods addressed in 
this section is summarized in Table 2.3.  The questions that are objective are shaded.  
These questions can be supported through automated and algorithmic software.  The 
other, subjective questions, require human interpretation and judgment. 
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Table 2.3: Questions asked of the designers for existing assembly time estimation 
techniques 
MTM Boothroyd and Dewhurst Connectivity 
What movements are 
necessary to perform 
assembly actions? 
What order are parts 
connected in? 
Which parts are connected to 
each other? 
How difficult are parts to 
handle? 
How difficult are parts to 
handle? 
How many connection 
instances are present 
between parts? 
How difficult are parts to 
insert? 
How difficult are parts to 
insert? 
 
Part attributes such as 
envelope size, weight, 
stickiness, etc. 
Part attributes such as 




The connectivity method has shown promise in estimating assembly times for 
consumer products based on time estimates derived from Boothroyd and Dewhurst time 
analysis.  Therefore, it is possible that this method could be adapted and successfully 
applied for use in the automotive industry.  Likewise, process based information could be 
used to estimate assembly times earlier.  Product and Process information is often 
available earlier and is currently generated as part of the design and process planning 
processes respectively.  The research questions and hypothesis for this thesis are 
presented in Chapter Three.   
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CHAPTER THREE:  RESEARCH QUESTIONS 
The overarching goal of this research is to define an automated method for 
estimating the assembly time for a product or sub-assembly prior the production phase of 
the product life-cycle.  This method should operate on information that is available 
during the earlier phases of product development, such as the product architecture and 
connectivity and general assembly instructions as anticipated by the process planner.  
This section introduces the research questions addressed in this paper.  The underlying 
question presented here is whether process instruction and connectivity-based assembly 
time estimation can be used to predict assembly times.  The accuracy to which this 
estimation can be performed is addressed in the sub-research questions.   
Information related to the connectivity of parts within a product is developed 
relatively early in the design process.  Studies have shown that information regarding the 
connectivity of parts in an assembly can be used to estimate assembly time to within 16% 
of Boothroyd and Dewhurst predicted times for consumer products [6].  The question as 
to whether this model can be refined to accurately predict the assembly times for 
automotive manufacturing leads to the first research question: 
RQ1 : 
Can the use of connectivity information to estimate assembly 
time be refined and extended for use in the automotive industry? 
It is hypothesized that with successful application to the assembly of consumer 
products, connectivity information could also be mapped successfully to assembly times 
in the automotive industry.   
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Hypothesis 1 : 
An assembly time model based on product connectivity 
information, as developed for consumer products, can be refined 
to predict assembly times in the automotive industry. 
This hypothesis leads to research question 1.1, which addresses the accuracy to 
which assembly time estimates can be generated from product connectivity information. 
RQ1.1 : 
What is the relative accuracy to which assembly time estimates 
based on product connectivity information can be mapped to 
formal assembly time studies in the automotive industry? 
It is hypothesized that product connectivity information will permit the estimation 
of assembly times to within 15% of formal time study estimates.  The original 
connectivity based assembly time estimation technique was shown to be within 16% of 
Boothroyd and Dewhurst assembly time estimates.  The question remains as to whether 
this type of model is capable of mapping assembly times to within 15% of the estimated 
assembly times as provided by the automotive manufacturer.  The hypothesis for research 
question 1.1 is below: 
Hypothesis 1.1 : 
Product connectivity information will allow the estimation of 
assembly times to within 15% of formal assembly time 
estimates. 
Information about the process required to assemble the product is established near 
the end of the design process, however it can be captured prior to production.  Process 
instructions describe the steps required to assemble the product and hence contain 
significant information about the process.  Research question two asks whether this 
information can be used to estimate assembly time.   
RQ2: Can process instructions be used to estimate assembly time? 
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It is hypothesized that elements contained within a process instruction such as 
verb, object, volume, and quantity of objects can be mapped to assembly times for a 
given application.  Thus, the hypothesis for research question two is: 
Hypothesis 2 : Information contained within process instructions can be used to 
estimate assembly times. 
Predicted assembly times using this method should be able to benefit process 
planning and management activities which generally take place prior to a full scale time 
study analysis.  Hypothesis two leads to research question 2.1.  This question addresses 
the accuracy to which assembly time estimates can be generated from process 
instructions.  
RQ2.1 : 
What is the relative accuracy to which assembly time estimates 
based on process instructions can be mapped to formal assembly 
time studies? 
It is hypothesized that elements contained within the process instructions will 
permit the estimation of assembly times to within 15% of formal assembly time 
estimates.  The hypothesis for research question 2.1, concerning the accuracy of such a 
method, is provided below: 
Hypothesis 2.1 : 
Information contained within process instructions will allow for 
the estimation of assembly times to within 15% of formal 
assembly time estimates. 
These research questions and hypotheses address the ability of information 
concerning the assembly process and the product to successfully estimate assembly times.  
These questions are the result of the overarching goal to determine a means of 
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automatically predicting assembly times for a product or sub-assembly prior to its 
production. 
 
Figure 3.1: Overview of Thesis 
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CHAPTER FOUR:  ASSEMBLY TIME ESTIMATION FROM CONNECTIVITY 
INFORMATION 
In this chapter the research in connectivity-based assembly time estimation is 
presented.  The research questions to be addressed include whether or not connectivity 
information can be used to provide assembly time estimates and to what extent such a 
method would be accurate.  Topics to be addressed include from where part connectivity 
information comes, how to map between product connectivity and assembly times, the 
analysis process, and the results.   
4.1 Origin of Product Connectivity Information 
Information about the part connectivity of a product can be generated manually by 
reverse engineering a product or studying 3-D models and 2-D drawings [26, 38, 39].  
However, research is ongoing to explore the ability to automatically generate this 
information from computer-aided design documents [40, 41].   
Significant research has been conducted on the ability to extract part connectivity 
information from computer-aided design models [42, 43].  However, connectivity may be 
taken to mean different things.  One type of connectivity, the kind used for analysis in the 
connectivity method, has to do with what parts are in contact with other parts and the 
number of contact points [6].  Another form of part connection information is mating 
relationships defined in CAD models.  These two types of information are related; 
however they are not the same thing.  The focus of the research in this paper is 
connectivity in terms of physical part connections which may or may not have explicit 
mate conditions defined in the CAD environment.  There are many ways to fully 
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constrain parts in an assembly.  Furthermore, different designers, or even the same 
designer, may constrain assemblies differently.  For these reasons, physical part 
connections are considered in this research. 
Information about physical part connections is more challenging to extract from 
CAD software than mating conditions since it is not explicitly defined in the model.  
However, research is currently being conducted on using methods similar to those used 
by feature recognition tools to extract physical connection instances [44, 40, 41]. 
4.2 Graph Complexity Analysis 
The original connectivity method proposes that the complexity of product 
connectivity graphs could be used to estimate assembly times for a given product [6].  
Many analysis techniques have been developed through the years to address issues 
related to complexity in design [5, 6, 24, 45, 46, 47, 48, 49, 50].  The complexity of a bi-
partite graph such as the one shown in Figure 4.1 is the basis for the analysis proposed in 
this thesis and in previous research [51].  As a result, a means of evaluating this 
complexity must be proposed.  The complexity metrics used in this research are based on 
the same as those proposed in the original assembly time estimation research based on 
connectivity [51].  The twenty nine metrics considered in this thesis fall into one of four 
main categories:  size, interconnectivity, centrality, and decomposition.  Each of these 





Figure 4.1: Bi-partite graph [52] 
While a bi-partite graph is a robust way to visualize the connectivity of systems, 
larger bi-partite graphs are difficult to analyze.  Therefore, the system is represented as a 
relational design structure hypergraph as seen in Figure 4.2 [52].   
 
Figure 4.2: Relational design structure matrix hypergraph 
A relationship design structure matrix (rDSM) is a hypergraph representation which is 
capable of representing relationships between several elements in a single instance and 
element pairs through several relationship instances [52].  The third dimension represents 
relationships as hyperedges within the hypergraph.  Several complexity metrics regarding 
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size and interconnectivity can be measured using the rDSM [52]. Metrics regarding size 
and interconnectivity are addressed in detail in sections 4.2.1 and 4.2.2.   
4.2.1 Size Metrics 
Size is an obvious component of complexity across all disciplines [50].  It is 
intuitive that a larger system is more complex.  However, consider an example in which a 
set of Legos is used to create two models: a tower consisting of a single stack of Legos 
and a car.  The car is obviously more complex than the tower, but the size of the system, 
the number of Legos, is the same.  This example illustrates that size should not be the 
only measure of complexity, even though it is a substantial component.  In this section 
four size metrics in two categories will be introduced.  These two categories represent the 
dimensional size and the connective size of a system. 
4.2.1.1 Dimensional Size 
Dimensional size metrics include the number of elements as well as the number of 
relationships in the system.  Elements are represented by the x and y-axis size of the 
rDSM while the z-axis size represents the number of relationships [52].  For the purposes 
of this research, the number of elements represents the number of parts in an assembly 
while the relationships represent individual connection instances.   
4.2.1.2 Connective Size 
Connective size represents the number of connections in a system.  In terms of a 
bi-partite graph, the connective size is the number of lines drawn between elements and 
relationships [6].  The degree of freedom (DOF) metric can be used as a compliment to 
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connective size using statistics [52].  DOF refers to the number of parameters in the 
system that may vary.  In the rDSM, this metric represents the number of element pairs 
which are connected through each of the relationships [52].  A summary of the size 
metrics is provided in Table 4.1.   
Table 4.1: Size Metrics [52] 








Degrees of Freedom 
4.2.2 Interconnectivity Metrics 
Interconnectivity can be measured using mathematical and algorithmic analysis 
applied to the rDSM [52].  Two categories of metrics are proposed to measure the 
interconnectivity of the system:  path length and flow capacity. 
4.2.2.1 Path Length 
Path length measurements represent the number of relationships that must be 
passed through to travel from one element to another in the system [52].  Four path length 
measurements are considered for the sake of the analysis presented in this thesis.  These 
metrics include total path length, average shortest path length, maximum shortest path 
length and shortest path length density.   
The total path length represents the total number of relationships traveled through 
when traveling from each element to every other element in the system [52].  This value 
provides a measurement of both size and connectivity as it considers each possible 
element pair [52].   
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The average shortest path length metric represents the linearity of the system with 
a higher value representing a linear system while a lower value represents a more 
interconnected system [52].  The average shortest path length is calculated by dividing 
the total path length by the size of the matrix less the unused diagonal [52].   
The maximum shortest path length represents the highest number of relationships 
which must be traversed to relate any one element to another [52].  The maximum 
shortest path length is intuitive as it is simply the maximum of the shortest path lengths of 
all elements in the system.   
Shortest path length density represents the average interconnection created by 
each relationship [52].  A system which has only one relationship connecting the 
elements will have a shortest path length density of one while a system whose elements 
are connected by two relationships will have a shortest path length density of one half 
[52].   
4.2.2.2 Flow Capacity 
Flow capacity characterizes a different aspect of interconnectivity in a system.  
Flow capacity represents the number of unique paths between each pair of elements [51].  
The shortest path length metrics represent the existence of connections within the system; 
however the flow capacity metrics represent the volume of information that the system is 
capable of passing [51].   
A push-relabel maximum flow algorithm operates on the degree of freedom 
multi-graph projection to generate a flow capacity matrix.  This matrix is then operated 
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on to yield the sum, maximum, mean and density of the flow capacity [51].  A summary 
of the path length and flow capacity interconnectivity metrics is provided in Table 4.2.   
Table 4.2: Interconnectivity Metrics [52] 



















 Shortest Path Length Sum 
Maximum Shortest Path Length 
Mean Shortest Path Length 









 Flow Capacity Sum 
Maximum Flow Capacity 
Mean Flow Capacity 
Flow Capacity Density 
4.2.3 Centrality Metrics 
Two measures are used in this research to address centrality which represents the 
relative importance of nodes in a system [51].  The two measures addressed here are 
betweenness centrality and clustering coefficient for each node. 
4.2.3.1   Betweenness 
Betweenness represents the number of shortest paths which contain a specific 
element [51].  The betweenness of a specific element can be defined as the sum of the 
fraction of shortest paths between all pairs of vertices passing through it [51].  
Betweenness metrics can be taken to describe how critical an element is to the rest of the 
system [51].  Similarly to shortest path metrics and flow capacity metrics a sum, mean, 
max and density value for betweenness is calculated.   
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4.2.3.2 Clustering Coefficient 
The clustering coefficient measures the extent to which elements are grouped 
together within the system [51].  For a specific element this measure represents how close 
the element and its neighbors are to forming a complete graph.  This can be defined as the 
percentage of elements that the given element is connected to which are also connected to 
each other [51].  The clustering coefficient metric also consists of sum, mean, max and 
density values.  A summary of the centrality metrics is shown in Table 4.3. 
Table 4.3: Centrality Metrics [51] 

































Clustering Coefficient Sum 
Maximum Clustering Coefficient 
Mean Clustering Coefficient 
Clustering Coefficient Density 
4.2.4 Decomposition Metrics 
The last set of metrics evaluated for the sake of this research represents the 
decomposability of the graph.  The decomposition metrics represent the steps which must 
be traversed in order to disassemble the system [51].  As a measure of how difficult it is 
to disassemble a system piece by piece, this metric score increases with larger and more 




The Ameri-Summers decomposability algorithm aims to address the iterative 
reduction of the system [51, 53, 54].  A reduction step consists of removing the 
relationships that are connected to the elements with the fewest connections.  Each 
required step is said to increase the complexity of the system [53].   
4.2.4.2 Core Numbers 
Core numbers are the largest integer such that a given element exists in the graph 
where all degrees are at a minimum that integer [51].  Mathematically, the core number is 
the largest integer such that the element has degree greater than zero when all vertices of 
degree less than that integer are removed [51].   
A comprehensive categorized list of the metrics used in the complexity analysis 
for this research is shown in Table 4.4.   
45 
 
Table 4.4: Complexity metrics for bi-partite graph analysis 















































































4.3 Data Collection 
The aim of this analysis is to determine whether and to what extent a connectivity 
based assembly time estimation model can be applied within the automotive industry.  To 
begin this process the connectivity graphs and associated MTM-based time estimates for 
the sample were required.  As discussed earlier, there are currently no automated means 
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of generating connectivity information although current research in this field is ongoing 
[12].  As a result the connectivity graphs were obtained using a combination of 
observation of the assembly process, informal interviews with process associates, and 
information contained within CAD models.   
Information collected for this analysis originated from one sub-assembly area for 
one specific vehicle.  The assembly tasks were all within the sub-assembly of the 
instrument panel and took place temporally between the attachment of the first part to a 
fixture and the completed sub-assembly’s marriage to the vehicle. 
One observation noted while collecting the information was that the graph did not 
change after the completion of every assembly task.  This may be thought of as a 
limitation, but it could also be used advantageously.  The limiting factor is obvious; the 
method is incapable of estimating an assembly time for tasks that do not result in any 
change in the connectivity of the parts.  However, it is observed that the tasks that are not 
captured by the connectivity graphs are not truly value added activities.  Although not 
explored in this thesis, this finding could allow for automated connectivity analysis to 
identify non-value added activities.  Some examples of these types of tasks are shown 
below.   
1. Place cockpit sub-assembly broadcast sheet to the AGC with magnet. 
2. Remove two transport covers from upper flaps of the Heater/Aircon Low. 
3. Place in the recycle bin. 
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These three tasks do not affect the connectivity graph of the product.  As a result, 
an assembly time cannot be estimated for these steps using an analysis of the connectivity 
graph.   
The first process in the sub-assembly that results in a change to the connectivity 
graph is the attachment of the second part to the base part. The connectivity graph after 
the completion of this step is shown in Figure 4.3.  This process involved attaching Part B 
to Part A and securing with two bolts (Bolt A and Bolt B) and two screws (Screw A and 
Screw B). 
 
Figure 4.3: Connectivity graph after first set of assembly tasks 
As the process is furthered, the connectivity graph continues to grow in size as 
more parts are introduced to the system and more connection instances are incorporated.  
The complexity of the system also changes with the completion of more assembly 
processes.  This trend is the focus of this research with the aim to map the complexity of 
connectivity graphs to assembly times.  The temporal growth of the connectivity graph is 




Figure 4.4: Tabular view of connectivity graph after one process 
Figure 4.5 shows how the graph has increased in size after the completion of the 
first three assembly processes.   
 
Figure 4.5: Tabular view of connectivity graph after three processes 
The data collection process was continued for each of the non-option related tasks 
associated with the sub-assembly of the instrument panel.  In total, 24 connectivity 
graphs and the associated assembly times for each activity were collected to be used in 
the analysis.   
4.4 Performance Evaluation of Existing Connectivity Method 
The original connectivity method was designed and mapped to model assembly 
times for consumer products [6].  It was shown to map connectivity graphs to Boothroyd 
and Dewhurst assembly time estimates to within 16% [6].  Prior to establishing a new 
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mapping scheme that could be applied to automotive industry assembly processes a study 
was conducted to determine the extent to which the original method could predict these 
times.  The results of this study on twenty-four connectivity graphs showed an average 
error of twenty six percent with a range in errors between -134% and 352%.  The plot of 
MTM-based assembly time estimates for these twenty-four graphs and the original 
connectivity estimates is shown in Figure 4.6.  This analysis showed that the original 
training is not capable of accurately estimating assembly times in the automotive 
industry.  Therefore, it was decided that other, more complex training mechanisms should 
be explored to develop an appropriate mapping for this application.   
 
Figure 4.6: MTM-based estimates and original connectivity-based estimates 
4.5 Pre-Processing 
Once all of the connectivity graphs to be used in the analysis have been collected, 
it is necessary to calculate the complexity metrics associated with each graph.  This 
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process is performed using a Matlab code authored as part of the original research 
towards connectivity-based assembly time estimation [55].  The code used for these 
calculations can be found in an attachment to [51].  The results of this analysis include 
the 29 complexity metrics that were discussed above.  An example of the output for a 
single connectivity graph can be seen in Table 4.5.  The complexity vector for each of the 
24 connectivity graphs can be found in Appendix A.   
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Table 4.5: Example of complexity analysis output 













































































It is observed that the graphs are constantly changing in complexity values and 
that the values do not all trend together.  This suggests that an increase in connectivity 
graph size does not mean a simple increase in graph complexity.  Table 4.6 shows the 
trend of each of the twenty-nine complexity values as the connectivity graph grows after 
the completion of the first four assembly processes.  The trend is evaluated as the 
connectivity graph changes from one to two and as it changes from three to four.  Green 
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cells represent an increasing trend while red cells represent a decreasing trend.  Yellow 
cells highlight a metric that does not change.  It is shown that not only do the complexity 
values trend differently with the increase in connectivity graph size, but individual 
metrics do not all trend in the same direction as the graph grows.   





















Elements 6 8 9 13 
Relationships 5 6 7 13 
Connective 
DOF 13 18 21 60 













Sum 42 86 114 250 
Maximum 2 2 2 3 
Mean 1.40 1.54 1.58 1.60 
Density 0.28 0.26 0.23 0.12 
Flow Rate 
Sum 74 136 180 685 
Maximum 9 10 12 30 
Mean 2.06 2.13 2.22 4.05 








Sum 12 30 42 94 
Maximum 6.00 19.00 19.00 34.53 
Mean 2.00 3.75 4.67 7.23 
Density 0.40 0.63 0.67 0.56 
Clustering Coefficient 
Sum 4.80 6.29 7.07 10.46 
Maximum 1 1 1 1 
Mean 0.80 0.79 0.79 0.80 























Sum 12 16 18 38 
Maximum 2 2 2 3 
Mean 2.00 2.00 2.00 2.92 
Density 0.40 0.33 0.29 0.22 
Out 
Sum 12 16 18 38 
Maximum 2 2 2 3 
Mean 2.00 2.00 2.00 2.92 
Density 0.40 0.33 0.29 0.22 
 
Figure 4.7 shows the trend of each of the twenty-nine metrics as the graph grows 
to represent the connectivity information for all of the data collected.  The information 
displayed in Table 4.6 and Figure 4.7 suggests that the complexity of connectivity graphs 
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cannot be represented by a simple regression.  This observation as well as the 
characteristics of artificial neural networks, as described in the next section, leads to the 
use of neural networks for the analysis discussed in this chapter.   
 
Figure 4.7: Complexity metric trends with connectivity graph growth 
4.6 Artificial Neural Network Analysis 
The next step is the mapping of the complexity of connectivity graphs to the 
MTM-based assembly time estimates.  Artificial neural networks were chosen to explore 
this relationship due to their ability to perform nonlinear statistical modeling [56].  The 
advantages of neural networks include requiring less formal statistical training, the ability 
to detect complex nonlinear relationships between independent and dependent variables, 
the ability to discover all possible interactions between predictor variables, and the ability 
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to use multiple training algorithms [56].  Artificial neural network analysis also has its 
disadvantages.  These include its “black box” nature, the greater computational expense, 
the tendency to “over-fit”, and the empirical nature of the development of the model [56, 
57]. It was determined that the opportunities presented by the use of artificial neural 
networks outweigh the disadvantages and thus this direction was chosen.  Table 4.7 
summarizes the results of a few studies about the applicability and performance of 
artificial neural networks as compared to other analysis methods.  For a more 
comprehensive assessment of the literature see [57]. 
Table 4.7: Artificial Neural Network evaluation in the literature 
Application of ANN 















Similar Results [58] 
Nonlinear statistical 





primary goal is 
outcome prediction 
[56] 
Cost Estimation of Steel 
Pipe Bending 
Linear regression Neural Network [59] 









While the analysis procedure differs between traditional statistical analysis and 
neural network analysis, the parameters are often the same.  Table 4.8 shows a 
comparison of the terminology in neural network and statistical analyses. 
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Table 4.8: Terminology in neural network and statistical analysis (adapted from 
[56]) 
Neural Networks Statistics 
Input Independent (predictor) variable 
Output Dependent (outcome) variable, predicted value 
Connection Weights Regression coefficients 
Bias Weight Intercept parameter 
Error Residuals 
Learning, training Parameter Estimation 
Training case, pattern Observation 
Cross-entropy Maximum likelihood estimation 
 
Two critical factors for this analysis are the inputs and the targets.  The input for 
the analysis is the complexity vector for each connectivity graph.  It should be noted that 
the connectivity graph at any time represents all of the connections made up to that point 
in time.  This includes the execution of all assembly tasks that are required to make all of 
the connections present in the connectivity graph.  Therefore, the complexity vector for a 
connectivity graph is to be mapped to the total assembly time up to that point.  To 
determine the time for an isolated assembly step or steps the estimated assembly time 
prior to that step must be subtracted from the total estimated time including the step. 
The target for the analysis is the MTM-based assembly time estimate provided by 
the automotive OEM.  These estimates are the result of a formal study performed by time 
study personnel.  The studies are conducted using a company specific adaptation of 
MTM-UAS.  Again, the goal of the methods proposed in this thesis is not to replace the 
formal, time-consuming time study.  The aim of this research is to provide an assembly 
time estimate much earlier in the product life cycle and to enable the automation of such 
a method.  The formal time studies come late in the product life-cycle, after production 
has begun, and require a thorough analysis.  The added level of detail and analysis time 
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results in a more accurate estimate.  Therefore, the assembly time estimates provided by 
this analysis are used as the target in this study. 
Consequently, the input for the artificial neural network analysis is a matrix of 
size m by n where m is the number of complexity metrics, 29, and n is the number of 
connectivity graphs to be used for the analysis.  The target is a vector of size 1 by n, 
where n is the number of connectivity graphs to be used for the mapping.  A visualization 
of the inputs and targets is shown in Figure 4.8. 
 
Figure 4.8: Inputs and targets for the analysis 
The process of building the model scheme is shown in a more detailed manner in 
Figure 4.9.  The complexity vectors representing the nineteen connectivity graphs and 
their associated assembly times are used as inputs and targets.  One hundred simulations 
are then performed for each of 189 different artificial neural network architectures.  Next, 
a probability density function is generated for each of the architectures.  The architectures 
are then evaluated based on the probability of predicting assembly times to within fifteen 
percent of the target time.  This is calculated by integrating the area under the probability 
density plot between the upper and lower fifteen percent bounds.  Finally, a combination 
of the 100 predicted assembly times from the five best performing neural networks is 
used to generate a probability density plot.  It is expected that the combination of the top 
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performing architectures will enable the model to more accurately predict assembly times 
for different vehicle areas.    
 
Figure 4.9: Model building process 
Once the model is built and tested in order to understand the degree of accuracy, it 
can be used to estimate assembly times.  The process of using the model is illustrated in 
Figure 4.10.  This figure shows that a complexity vector representing a connectivity 
graph is used as the input to the model.  Then, the model is simulated using the five top-
performing artificial neural network architectures.  Finally, a probability density function 
is generated using 500 times (100 from each of the five architectures).  This probability 




Figure 4.10: Process of using the model 
Roughly twenty percent, or five of the twenty-four graphs, were held out of the 
analysis for external testing.  This left 19 of the 24 data points to be used as inputs and 
targets for the analysis.  The remaining five were used after the appropriate neural 
network was selected to determine the accuracy to which the network was capable of 
mapping connectivity graph complexity to MTM-based assembly time estimates.   
One hundred and eighty nine different neural network structures were simulated 
in order to identify the most appropriate for this mapping.  These architectures range 
from a single layer with a single neuron to three layers with five neurons in each layer.  
Architectures with one layer were simulated with a neuron count ranging from one to 
fifteen.  Architectures with two layers were simulated with one neuron each up to seven 
neurons in each layer.  Finally, architectures with three layers were simulated with 
combinations of up to five neurons.   
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A neural network will not generate the exact same mapping even when given the 
same inputs and outputs.  For this reason the simulation of all architectures was executed 
for each of the data points 100 times.  This allowed for the generation of probability 
density functions describing the results of the 100 simulations.  A probability density plot 
for a neural network architecture consisting of three layers with five neurons in the first 
two layers and one neuron in the third layer evaluated for one connectivity graph is 
shown in Figure 4.11.  This plot was generated for all combinations of neural network 




Figure 4.11: Probability density plot for connectivity graph #5 and ANN structure 
134 
The next step is to analyze where the probability function lies in relation to the 
target value and acceptable range of assembly times.  Figure 4.13 shows the probability 
density plot as well as the target value and associated 15% range of the target values for 
the assembly.  The mean predicted value is shown by the red dotted line while the black 
dotted line shows the target assembly time value.  It is noted that the predicted values fall 
well within the 15% acceptable range.  




















Figure 4.12: Probability density plot with target value and 15% range 
Next, the artificial neural network architecture with the highest probability of 
estimation to within fifteen percent of the target is identified to be used for future 
assembly time estimation.  Figure 4.13 shows the mean probability that the estimated 
assembly time will be within 15% of the target value for each of the 189 architectures.  
This probability is based on the assembly time estimation for the five connectivity graphs 
which were held out of the analysis for testing.  It should be noted that four of the neural 
network architectures resulted in probabilities of greater than one, which of course is not 
possible.  This occurrence is the result of integration errors in the Matlab code.  To 
determine the probability, the area under the probability density plot between the upper 
and lower limits was calculated using integration.  The Matlab function ‘trapz’ was used 
for this calculation.  This function computes an approximation of the integral using the 
trapezoidal method.  It should also be noted that some of the architectures result in a 
probability of zero.  This suggests that none of the simulated assembly times fall within a 
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fifteen percent range of the target times.  Therefore, these values are used to obtain a 
general understanding of the performance of each of the architectures, but the associated 
probability is only an approximation.   
 
Figure 4.13: Probability of estimate being within 15% of target for each 
architecture 
The most appropriate artificial neural network structure was determined based on 
the data represented in Table 4.9.  Columns two and three represent the minimum and 
mean probability, respectively, that the estimation will be within 15% of the target value 
for the five validation sets.  The first column identifies the neural network structure.  It 
can be seen that each of these have a high probability of estimating the assembly time to 
within 15% of the MTM-based assembly time estimate.  Since there is not a significant 
difference for any of the cases between mean and minimum performance, the neural 
network with the highest mean probability was selected.  This artificial neural network 
architecture consists of three layers with three neurons in the first layer, four in the 
second, and five neurons in the third layer.  A visualization of the top performing 
architectures is shown in Appendix C.   
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Table 4.9: Evaluation of ANN structure performance 
Neural Network Structure 
Minimum Probability of 
Estimation to within 
15% of Target 
Mean Probability of 
Estimation to within 15% 
of Target 
134-[3,4,5] 0.99991 0.99994 
188-[5,5,4] 0.99990 0.99992 
153-[4,3,4] 0.99983 0.99990 
157-[4,4,3] 0.99983 0.99990 
77-[1,3,3] 0.99985 0.99989 
32-[3,3] 0.99977 0.99987 
170-[5,2,1] 0.99966 0.99986 
69-[1,1,5] 0.99970 0.99983 
 
4.6.1 Results 
As previously mentioned, five of the twenty-four data sets were held out of the 
analysis for validation.  These data points were used to test the selected neural network 
structure.  In addition, the network was trained two more times using the selected 
architecture while holding back different sets of five data points.  During the original 
simulation and testing, the five largest connectivity graphs were held out of the analysis 
to use later as test points.  This test is used to determine the forward prediction of the 
model.  The second training held out every fifth data point (when ranked in terms of 
connectivity graph size) beginning with the smallest connectivity graph.  The third 
validation set consists of every fifth connectivity graph starting with the fifth.  The 
second and third validation sets are used to determine the applicability of the model to a 
wide range of graph sizes after training on a representative sample.  The final validation 
set consists of using a combination of the top performing architectures.   
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4.6.1.1 First Validation Set (Last Five Held Back) 
The neural network was trained using the first 19 data points as inputs and targets 
and the neural network structure as selected in the previous section.  This network was 
then simulated with the input being the complexity vectors of the final five data points.  
The complexity vectors used as inputs in this simulation are shown in Table 4.10.   
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Elements 48 49 50 50 54 
Relationships 79 83 85 87 91 
Connective 
DOF 327 339 345 357 381 













Sum 4310 4498 4690 4686 5494 
Maximum 3 3 3 3 3 
Mean 1.910461 1.912415 1.914286 1.912653 1.919637 
Density 0.024183 0.023041 0.022521 0.021985 0.021095 
Flow Rate 
Sum 8984 9472 9862 10283 11892 
Maximum 144 144 144 144 144 
Mean 3.899306 3.945023 3.9448 4.1132 4.078189 








Sum 2054 2146 2240 2236 2632 
Maximum 1261.457 1320.457 1393.79 1391.124 1667.124 
Mean 42.79167 43.79592 44.8 44.72 48.74074 
Density 0.541667 0.527662 0.527059 0.514023 0.535613 
Clustering 
Coefficient 
Sum 41.70022 42.65769 43.22678 42.73385 46.3111 
Maximum 1 1 1 1 1 
Mean 0.868755 0.870565 0.864536 0.854677 0.857613 























Sum 148 151 154 159 172 
Maximum 4 4 4 4 4 
Mean 3.083333 3.081633 3.08 3.18 3.185185 
Density 0.03903 0.037128 0.036235 0.036552 0.035002 
Out 
Sum 148 151 154 159 172 
Maximum 4 4 4 4 4 
Mean 3.083333 3.081633 3.08 3.18 3.185185 
Density 0.03903 0.037128 0.036235 0.036552 0.035002 
The results of the neural network validation simulation are shown in Table 4.11.  
This table shows the estimated time from the MTM-based time study provided by the 
automotive manufacturer and the estimated time by the model for each data point.  The 
estimate from the model is an average of the results from 100 simulation runs.  The error 
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represents the percentage error of the model as compared to the formal time study 
estimate.  The final three columns show the probability that each of the 100 simulations 
predict a time to within a specified percentage of the formal time study estimate.  The 
results in Table 4.11 show that this model is capable of forward prediction within an area 
of the vehicle.  In other words, the neural network trained on a set of smaller connectivity 
graphs is capable of predicting assembly times for graphs larger than those used in the 
training. 


























20 352.92 350.30 -0.7% 1 1 .52 
21 362.64 370.18 2.1% 1 .99 .27 
22 366.96 384.45 4.8% 1 .53 0 
23 376.62 386.09 2.5% 1 .72 .18 
24 392.94 386.94 -1.5% .99 .58 .12 
 
Figure 4.14 is the probability density plot representing the simulation of the 
model with the first test data point, graph 20.  It can be seen that the peak of the density 
curve lies closely to target value.  In addition, this plot shows that the distribution of 
predicted values falls well within a 15% range of the target value.  The red dashed line 
shown in the following figures represents the mean predicted value of the 100 




Figure 4.14: Probability density plot for graph #20 
 
Figure 4.15: Zoomed-in version of Figure 4.14 
Figure 4.16 is the probability density plot for the second test point, graph 21.  
Again the peak of the density plot aligns closely with the target value.  Like the first test 
plot, the range of predicted values falls well within the 15% target range.   


















Figure 4.16: Probability density plot for graph #21 
The probability density plot for the third test case, graph 22, is shown in Figure 
4.17.  In this case the target value does not align with the peak of the probability density 
plot.  However, the range of predicted values does fall within a 15% range of the target 
value.  Furthermore, the predicted values all fall between the target value and the upper 




Figure 4.17: Probability density plot for graph #22 
Figure 4.18 shows the probability density plot for the fourth test point, graph 23.  
In this case, the target value and the peak of the probability density plot align well.  
Again, the range of the predicted values falls within the 15% target range.   
 
Figure 4.18: Probability density plot for graph #23 
The probability density plot for the fifth and final test point in this validation set, 
graph 24, is shown in Figure 4.19.  While the target value does not align with the peak of 




Figure 4.19: Probability density plot for graph #24 
The results of this validation set show a successful mapping between the 
complexity of connectivity graphs and MTM-based assembly time estimates for a 
specialized case.  This validation is only applicable to forward prediction of assembly 
times within a specific vehicle area.  This validation does not imply anything about 
mapping of assembly times in other parts of a vehicle.  In addition it does not speak of 
the model’s ability to predict assembly times for connectivity graphs which are smaller 
than the input graphs or for a wide range of sizes of connectivity graphs.  For this reason, 
a second validation is performed and discussed in Section 4.6.1.2. 
4.6.1.2 Second Validation Set (Every Fifth Held Back Starting with Graph 1) 
The second validation set seeks to explore the model’s ability to predict assembly 
times for a wider range of connectivity graph sizes for cases in which the model is trained 
on a representative sample of the population.  The neural network for this case was 
trained using 19 of the 24 collected data points as inputs and targets and the neural 
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network structure as selected above.  This network was then simulated with the input 
being the complexity vectors of every fifth data point, or connectivity graph, starting with 
the smallest.  The complexity vectors used as inputs in the simulation are shown in Table 
4.12. 





























































Elements 6 19 24 36 49 
Relationships 5 35 52 69 83 
Connective 
DOF 13 138 189 270 339 













Sum 42 600 992 2360 4498 
Maximum 2 3 3 3 3 
Mean 1.4 1.754386 1.797101 1.873016 1.912415 
Density 0.28 0.050125 0.03456 0.027145 0.023041 
Flow Rate 
Sum 74 1753 2979 5626 9472 
Maximum 9 90 102 144 144 
Mean 2.055556 4.855956 5.171875 4.341049 3.945023 








Sum 12 258 440 1100 2146 
Maximum 6 114.4 224.2571 571.4571 1320.457 
Mean 2 13.57895 18.33333 30.55556 43.79592 
Density 0.4 0.38797 0.352564 0.442834 0.527662 
Clustering 
Coefficient 
Sum 4.8 15.73585 19.43953 30.52005 42.65769 
Maximum 1 1 1 1 1 
Mean 0.8 0.828203 0.80998 0.847779 0.870565 























Sum 12 56 77 114 151 
Maximum 2 3 4 4 4 
Mean 2 2.947368 3.208333 3.166667 3.081633 
Density 0.4 0.084211 0.061699 0.045894 0.037128 
Out 
Sum 12 56 77 114 151 
Maximum 2 3 4 4 4 
Mean 2 2.947368 3.208333 3.166667 3.081633 
Density 0.4 0.084211 0.061699 0.045894 0.037128 
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The results of the second neural network validation simulation are shown in Table 
4.13.  This table shows the estimated time from the MTM-based time study provided by 
the automotive manufacturer and the estimated time by the model for each data point.  
The estimate from the model is an average of the results from 100 simulation runs.  The 
error represents the percentage error of the model as compared to the formal time study 
estimate.  The final three columns show the probability that each of the 100 simulations 
successfully predict the assembly time to within a specified percentage of the formal time 
study estimate.  As shown in the table, the only connectivity graph which was not 
predicted with an error of less than 15% was the first.  This connectivity graph is the 
smallest graph in any of the collected data, and is consequently smaller than the training 
set.  This error, along with the low probability of estimation to within 10% highlights this 
procedure’s lack of ability to predict assembly times for graphs which are smaller than 
those used in the training.  As a result of this observation, a third validation set is 
included in Section 4.6.1.3.  The goal of the third validation set is to determine the 
model’s applicability when trained on a representative sample of the population. 

























1 39.3 45.73 16.4% .23 .11 .03 
6 187.38 202.29 8.0% 1 0 0 
11 226.26 225.10 -0.5% 1 .96 .02 
16 318.78 315.40 -1.1% 1 1 .47 
21 362.64 372.90 2.8% 1 1 0 
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Figure 4.20 shows the probability density plot for the first test case in the second 
validation set, graph 1, the smallest graph.  The peak of the plot is near the target value, 
but the range of predicted values falls over a wide range of times and extends beyond the 
15% target range.  In addition, the mean estimated value is more than 15% above the 
MTM-based time study estimate.   
 
Figure 4.20: Probability density plot for graph #1 
The probability density plot for the second test point, graph 6, is shown in Figure 
4.21. In this case, the predicted values fall between the target value and the 15% upper 
limit.  While the peak of the plot does not correlate with the target value, the range of 




Figure 4.21: Probability density plot for graph #6 
The results of the third test case, graph 11, are shown in the probability density 
plot in Figure 4.22.  This case shows a strong correlation between the value with the 
highest predicted density and the target value and also a successful prediction of the time 




Figure 4.22: Probability density plot for graph #11 
The fourth test case, graph 16, is summarized by the probability density plot 
shown in Figure 4.23.  In this case the model successfully predicted nearly all of the 




Figure 4.23: Probability density plot for graph #16 
 
Figure 4.24: Zoomed-in version of Figure 4.23 
The probability density plot for the final test case, graph 24, is shown in Figure 
4.25.  The model predicted a tight grouping of estimates in this case as well, and the 
majority falls between the target value and the upper 15% limit.   



















Figure 4.25: Probability density plot for graph #21 
The results of the second validation set again show great potential for the 
deployment of the method.  However, it also identifies a weakness in the model’s ability 
to predict assembly times for graphs which are smaller than those present in the 
network’s training.  For this reason, the third validation will explore the model’s abilities 
when trained on a representative sample of the data. 
4.6.1.3 Third Validation Set (Every Fifth Held Back Starting With Graph 5) 
The third validation set again holds back every fifth graph in terms of size, but starts with 
graph 5.  This validation seeks to examine the capabilities of the method when trained on 
a representative sample which contains the extreme graph sizes.  In this validation, the 
graphs held back for analysis, are between the largest and smallest graphs used in the 
training of the neural network.  Table 4.14 shows the complexity vectors which are used 
as inputs in the third validation simulation.   
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Elements 14 24 35 48 54 
Relationships 25 50 68 79 91 
Connective 
DOF 96 183 267 327 381 













Sum 300 998 2222 4310 5494 
Maximum 3 3 3 3 3 
Mean 1.648352 1.807971 1.867227 1.910461 1.919637 
Density 0.065934 0.036159 0.027459 0.024183 0.021095 
Flow Rate 
Sum 1001 2876 5440 8984 11892 
Maximum 66 99 144 144 144 
Mean 5.107143 4.993056 4.440816 3.899306 4.078189 








Sum 118 446 1032 2054 2632 
Maximum 46.73333 245.4 518.4571 1261.457 1667.124 
Mean 8.428571 18.58333 29.48571 42.79167 48.74074 
Density 0.337143 0.371667 0.433613 0.541667 0.535613 
Clustering 
Coefficient 
Sum 11.37078 19.59862 29.55397 41.70022 46.3111 
Maximum 1 1 1 1 1 
Mean 0.812199 0.816609 0.844399 0.868755 0.857613 























Sum 40 70 112 148 172 
Maximum 3 3 4 4 4 
Mean 2.857143 2.916667 3.2 3.083333 3.185185 
Density 0.114286 0.058333 0.047059 0.03903 0.035002 
Out 
Sum 40 70 112 148 172 
Maximum 3 3 4 4 4 
Mean 2.857143 2.916667 3.2 3.083333 3.185185 
Density 0.114286 0.058333 0.047059 0.03903 0.035002 
 
The results of the third neural network validation simulation are shown in Table 
4.15.  This table shows the estimated time from the MTM-based time study provided by 
the automotive manufacturer and the estimated time by the model for each data point.  
The estimate from the model is an average of the results from 100 simulation runs.  The 
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error represents the percentage error of the model as compared to the formal time study 
estimate.  The final three columns show the probability that each of the 100 simulations 
successfully predict the assembly time to within a specified percentage of the formal time 
study estimate.  The goal of the third validation set is to determine the model’s 
applicability when trained on a representative sample of the population.  As shown in the 
table, 100% of the predictions for this validation are within 25% of the target value.  
Similarly, for every graph except graph 5, all of the simulations are within 15%. 










Probability of prediction to within: 
 
25% 15% 10% 5% 1% 
5 138.24 122.67 -11.3% 1 .67 .44 .22 .04 
10 223.20 228.28 2.3% 1 1 1 .95 .29 
15 311.04 311.43 0.1% 1 1 1 1 .98 
20 352.92 351.65 -0.4% 1 1 1 1 1 
24 392.94 408.98 4.1% 1 1 1 .66 0 
 
Figure 4.26 shows the probability density plot for the first test case in the third 
validation set, graph 5.  Only 67% of the simulated values fall within 15% of the target 




Figure 4.26: Probability density plot for graph #5 
Figure 4.27 shows the probability density plot for the second test case, graph 10.  
In this case the predicted value is near the target value and the range of predicted values 
is well within a 15% range of the target.   
 
Figure 4.27: Probability density plot for graph #10 
The probability density plot for graph 15 is shown in Figure 4.28.  In this case, 
100% of the simulation runs result in estimations to within 5% of the target value and 




Figure 4.28: Probability density plot for graph #15 
 
Figure 4.29: Zoomed-in version of Figure 4.28 
Figure 4.30 shows the probability density plot for graph 20.  Again, the model 
demonstrates a strong estimation capability with 100% of the simulation runs resulting in 
values within 1% of the target value.   



















Figure 4.30: Probability density plot for graph #20 
 
Figure 4.31: Zoomed-in version of Figure 4.30 
 



















The probability density plot for the final data point, graph 24, is shown in Figure 
4.32.  Once again this training shows satisfactory results with 100% of the values being 
within 10% of the target value.   
 
Figure 4.32: Probability density plot for graph #24 
The third and final validation set demonstrates that a neural network analysis can 
successfully predict assembly times when trained on a representative sample of the 
population and when the extreme data points in terms of graph size are included in the 
training.  In the next section the model’s applicability to other areas of the vehicle as well 
as products outside of the automotive industry is examined.   
4.6.1.4 Fourth Validation Set (Every Fifth Held Back Starting with Graph 5) using best 
five architectures 
In the final validation set within the instrument panel area of the vehicle a 
combination of the top five performing artificial neural networks (134, 188, 153, 157, and 
77) is used.  To obtain the results for this analysis, a neural network is simulated for the 
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test cases with each of the five architectures.  For each architecture 100 times are 
simulated resulting in 500 predicted times for each test case.  Finally, a probability 
density plot is generated using the 500 assembly times.  Table 4.16 shows a summary of 
the results of the fourth validation set. 









Probability of prediction to within: 
 
10% 5% 1% 
5 138.24 138.15 -0.1% .51 .08 .02 
10 223.20 223.20 0.9% 1 1 .37 
15 311.04 311.04 1.1% 1 1 .46 
20 352.92 352.92 -0.3% 1 .94 .94 
24 392.94 392.94 -2.2% 1 .81 .01 
 
The probability density plot for the first test case is shown in Figure 4.33.  The 
target assembly time for this test case is 138.24 seconds.   
 
Figure 4.33: Probability Density plot for graph #5 
The second test case has a target time of 223.2 seconds.  The probability density 
plot representing the results for this test case is shown in Figure 4.34.   























Figure 4.34: Probability Density plot for graph #10 
The probability density plot shown in Figure 4.35 represents the results of the 
third test case.  The target assembly time for this test case is 311 seconds. 
 
Figure 4.35: Probability Density plot for graph #15 
The results for the fourth test case are shown in the probability density plot in 
Figure 4.36.  The target assembly time for this case is 352.92 seconds.   



































Figure 4.36: Probability Density plot for graph #20 
Figure 4.37 represents the results of the fifth test case.  The target time for this test 
case is 392.94 seconds.   
 
Figure 4.37: Probability Density plot for graph #24 
The results of the fourth validation set are very accurate.  The mean predicted 
values for each of the test points are within 2.5 percent of the target assembly time.  The 






































results of this section suggest that using a combination of top performing architectures is 
helpful in successfully mapping the complexity of connectivity graphs to assembly times.   
Table 4.17 shows a summary of the validation results.  It is shown that the results 
within a particular vehicle area are accurate.  However, the best results are obtained when 
the five top-performing neural networks are used to simulate the assembly times.  This 
can be seen in the last column where the maximum error is less than 2.5 percent.   
Table 4.17: Summary of validation results 
Test Error – first 
validation 
Error – second 
validation 
Error – third 
validation 
Error – fourth 
validation 
1 -0.7% 16.4% -11.3% -0.1% 
2 2.1% 8.0% 2.3% 0.9% 
3 4.8% -0.5% 0.1% 1.1% 
4 2.5% -1.1% -0.4% -0.3% 
5 -1.5% 2.8% 4.1% -2.2% 
 
4.7 Proposed Training and Integration Approach 
It is recommended that a model to be used for assembly time estimation be trained 
on a set of complexity vectors representing the smallest and largest connectivity graphs.  
In addition many of the vectors should represent connectivity graphs with varying sizes 
to accurately represent the sample.  Finally, five or more of the top performing networks 
should be used together to generate a probability density plot representing the estimated 
assembly time.    
4.8 External Validation 
The results in Section 4.6.1 show that the connectivity method is capable of 
predicting assembly times when tested on the vehicle area used for the neural network 
training.  However, the application of this mapping to other areas of the vehicle has not 
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been explored.  In Section 4.8.1, the ability of the model to predict assembly times for 
other vehicle areas will be discussed. 
4.8.1 Application to other parts of the vehicle 
The first question to be addressed in this section is whether the neural network 
trained only on the instrument panel is capable of predicting assembly times for other 
parts of the vehicle.  The insulating panel will serve as the other vehicle area for this 
analysis.  
The complexity vectors representing the eight connectivity graphs for the 
assembly of the insulating panel are shown in Appendix B.  The neural network used in 
Section 4.6.1 was simulated to predict assembly times for the complexity vectors in 
Appendix B.  The results from this analysis are shown in Table 4.18.  The errors in this 
validation set range from negative forty-two percent to 435%.  This lack of consistency 
suggests that it is difficult to use a model trained on one specific vehicle area to estimate 
assembly times for a different vehicle area.   
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Table 4.18: External Validation Results 
Connectivity 
graph 
1 2 3 4 5 6 7 8 




69.21 15.76 34.90 184.82 181.95 201.60 259.68 301.68 
Error  231% -42% 15% 435% 284% 235% 223% 214% 
 
The results shown in Table 4.18 yield the second question which addresses 
whether a neural network trained on complexity vectors and times from multiple vehicle 
areas is capable of producing accurate estimates for the different vehicle areas. 
To address this question a neural network with the structure selected in Section 
4.6.1 is trained on the instrument panel as performed in Section 4.6.1.3 as well as three of 
the eight connectivity graphs collected from the insulating panel.  Table 4.19 shows the 
results of this analysis. 
Table 4.19: Connectivity results for insulating panel assembly 
Connectivity 
Graph 
2 4 5 7 8 
Connectivity 
Estimate 
47.67 97.97 84.52 54.66 67.12 
MTM-based 
Estimate 
27.18 34.56 47.34 80.28 95.94 
Error 75% 183% 79% -32% -30% 
 
The results show that estimation of assembly times for multiple vehicle areas is 
possible with some degree of accuracy.  However, the results are not as accurate as those 
within the same vehicle area as the training set.  This lower level of accuracy is likely due 
to the fact that a much larger number of instrument panel processes was used than 
insulating panel processes. 
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Since the training set now includes data from the insulating panel, the accuracy of 
the estimation of instrument panel assembly times may have been reduced.  The assembly 
time estimation for the instrument panel processes both before and after the addition of 
insulating panel processes is shown in Table 4.20.   
Table 4.20: Connectivity results for instrument panel assembly 
Connectivity Graph for 
Instrument Panel 
Assembly 
IPA-5 IPA-10 IPA-15 IPA-20 
Connectivity Estimate 
199.31 244.79 313.25 361.10 
MTM-based Estimate 187.38 226.26 318.78 362.64 
Error 
6% 8% -2% 0% 
Error when trained only 
on Instrument Panel 12% -3% -3% -2% 
 
Table 4.20 shows that when the neural network is trained on insulating and 
instrument panel assemblies the accuracy of the assembly time estimates for the 
instrument panel is not decreased.  The results in Table 4.20 may suggest that a higher 
number of processes used in the neural network results in a higher degree of accuracy in 
assembly time prediction regardless of the vehicle areas analyzed.   
4.8.2 Application to Consumer Products 
The next step is to determine the applicability of the newly developed artificial 
neural network model to assembly time estimation outside of automotive assembly 
processes.  The original connectivity training was developed for use on consumer product 
assemblies [51].  To determine the new models ability to predict assembly times for 
consumer products, the model is tested on three products used in the initial connectivity 
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research including a mixer, a chopper, and a Tweel prototype.  The results of this analysis 
are shown in Table 4.21.   
Table 4.21: Results of model application to non-automotive assemblies 
 Mixer Tweel Chopper 
Boothroyd and 
Dewhurst Time 
136.00 13561.35 228.50 
Connectivity Time 180.06 228.05 35.72 
Error 32% -98% -84% 
 
The results of this analysis show that it is necessary to train the model on the 
specific application it is to be used on.  Furthermore, it is likely that different automotive 
manufacturers would need to train the model specifically for application in the respective 
company.   
4.9 Connectivity Summation 
The analysis in this section suggests that a higher number of training data points 
representing a sample of each of the vehicle areas may result in a model which is capable 
of accurately predicting assembly times for all areas of the vehicle.  This analysis may 
require much more effort due to the large number of samples required.  A definite rule 
does not exist for sample sizes, but the size of the training set depends on the network 
structure, training method, and the complexity of the problem [61].  However, it is 
possible that the result would be a product-based assembly time estimation model capable 
of providing accurate results early in the product life-cycle.   
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CHAPTER FIVE:  ASSEMBLY TIME ESTIMATION FROM PROCESS 
INSTRUCTIONS 
Research questions 2 and 2.1 address whether assembly times can be estimated 
using information about the assembly process rather than the product.  It is intuitive that 
assembly process information may contain data that could be useful in predicting 
assembly times.  In this chapter, the research which was conducted to explore this 
possibility and develop such a method will be presented.   
5.1 Origin of Process Instructions 
In the automotive industry process instructions are generally authored prior to the 
start of production, but after most of the design work has been completed [25].  At this 
stage other assembly time estimation methods, which require information about 
orientation and difficulty of handling and inserting parts, are not yet able to be performed.  
According to representatives of the automotive manufacturing firm, process instruction 
based assembly time estimation may be performed as early as sixteen to 20 months prior 
to the start of production [62].  Process instructions are a by-product of process planning 
and thus no additional work is required to gather this information.  For this reason, it is 
appealing to develop an assembly time estimation method that uses the existing 
information.   
5.2 Composition of Process Instructions 
Process instructions generally include a verb, an object, and a number 
representing the quantity of objects.  This is often followed by a phrase which clarifies 
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some aspect of the process such as where the parts come from, where to install the part or 
how to perform the task.  It should be noted that differences in authorship are noticed 
between different authors and between different vehicle areas.  This is likely to reduce 
the accuracy of a model predicting assembly times based on instructions written by 
different authors and for different vehicle areas.   
Intuitively, the three most semantically important aspects of the process 
instructions are the verb, object, and number of objects.  With these three components, 
one should be able to understand what is to be done, what the object of that action is, and 
the number of times that action must be performed.  Table 5.1 shows a few examples of 
process instructions taken from process sheets of an automotive manufacturer.  The 
quantity values in parenthesis represent a quantity that is not stated explicitly in the 
process instruction.  In this case, the default quantity is one.   
Table 5.1: Examples of process instructions 
Instruction Verb Qty. Object Remainder 
1 Retrieve (1) Harness From line side parts rack 
2 Position (1) Harness Into channel 
3 Tighten 2 Screws - 
 
For the purposes of the research presented in this thesis, the components of the 
process instruction that are analyzed include the verb, quantity and object.  Process 
instructions analyzed for the research presented in this chapter were collected from one 
plant and span nine different vehicle areas.  Process instructions authored by ten different 
process planners were included in the analysis.  A summary of the process instructions 
collected for the analysis is shown in Table 5.2.  Process instructions were collected from 
different process instruction authors and different vehicle areas in order that the analysis 
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not be based on a specific authoring style or area of the vehicle.  In the next section an 
explanation will be provided regarding the combinations of these components used in the 
analysis. 
Table 5.2: Process Instruction Collection Information 
  Process Planners 
  1 2 3 4 5 6 7 8 9 10 
Vehicle 
Areas 
Instrument Panel 55 0 0 0 0 0 0 0 0 0 
Insulating Panel 0 4 20 0 0 0 0 0 0 0 
External Fittings 0 0 0 15 0 0 0 0 0 0 
Trim/mats 0 0 20 0 0 0 0 0 0 0 
Rear Light Cluster 0 0 0 0 23 0 0 0 0 0 
Test Electrics 0 0 0 0 0 1 1 0 0 0 
Process Supply 
Technology 
0 0 0 0 0 0 0 3 4 0 
Assembly Processes 0 1 0 0 8 0 0 0 0 0 
Fitting/Removal of 
Doors 
0 0 0 0 0 0 0 0 0 68 
 
5.3 Linear Regression Analysis  
The first analysis undertaken to determine whether process instructions could be 
mapped to assembly times involved a linear regression analysis.  This analysis was 
focused on determining an assembly time that best represents the time to perform that 
action.   
In the simplest case, a work instruction can be written consistently as an action 
verb followed by a phrase as shown in the two examples below. 
“Align the two tabs on the bottom of the hood insulation to 
the slots in the hood.”  
“Insert a push pin to hold the insulation.”  
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Notice that the interest lies in the main action verb of the phrase and not the additional 
verbs which may be located inside prepositional phrases.   
This analysis considered 223 process sheets including 665 process instructions.  
Each of the examined instructions was written or could be written as an action verb 
followed by a descriptive phrase.  An example of how a few of the instructions were re-
written for the analysis is provided below.   
Original: “Using tool X, fasten part A to part B.” 
Re-write: “Fasten part A to part B using tool X.” 
The use of this standard format allows for a process planner to more easily create work 
instructions and permits the automation of process based assembly time estimates.   
5.3.1 Verb List 
The first step in the linear regression analysis is to identify an appropriate and 
adequate set of verbs to be analyzed.  To determine which verbs this set should contain 
two important steps are performed.  First, a stability analysis is conducted to determine 
the degree to which the verb list is expanding with each additional analyzed process 
sheet.  Figure 5.1 shows the relationship between the number of process sheets analyzed 




Figure 5.1:  Relationship between process sheets sampled and verbs identified 
Next, the master verb list shall be reduced to eliminate repetitive and non-value 
added verbs.  It is important to prevent eliminating verbs which may be similar yet 
suggest additional information to users.  For example “clip” and “fasten” are synonyms 
according to Merriam-Webster Online, however, clip can be a more descriptive verb as it 
informs the user of how to fasten and thus provides additional information to the user.  
However, having too many verbs may make the analysis difficult by decreasing the 
number of data points for each of the verbs.  For these reasons, the pruning of the verb 
list must be done methodically and with these considerations in mind.  The preliminary 
pruned verb set (62 verbs) used for this analysis is shown in Table 5.3.   
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Table 5.3: Verb set used for process instruction analysis 
Align Disconnect Install Pull Rotate Tuck 
Apply Ensure Loosen Push Scan Turn 
Assemble Fasten Maneuver Put Seat Unplug 
Attach Feed Move Read Secure Use 
Bring Fix Open Receive Set Verify 
Check Flip Operate Release Slide Walk 
Clean Get Pick Remove Snap Write 
Close Guide Place Re-open Start  
Compare Hand Position Restock Take  
Confirm Hand Start Prep Retrieve Tear off  
Connect Insert Press Return Tighten  
 
5.3.2 Analysis 
Once a standardized set of verbs has been determined and the formatting of work 
instructions allows for the easy determination of the action verb, the analysis can be 
performed.  Similar to the connectivity analysis, MTM-based time study estimates are 
used as baselines.  The linear regression analysis is simply an average time associated 
with each occurrence of the verb in the observed process instructions assuming equal 
shares of time for each verb in the process sheet.  Refer to Figure 5.2 through Figure 5.4 




Figure 5.2:  Process sheet example #1 
 
 
Figure 5.3: Process sheet example #2 
 
 
Figure 5.4: Process sheet example #3 
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The verbs associated with the process sheet shown in Figure 5.2 include Get, 
Install, and Position.  The quality checks, shown in bold in Figure 5.2, generally consist 
of a brief glance to determine whether a part is in place or connected properly.  Due to 
their brevity and unsubstantial portion of the total process time, quality checks are not 
included in this analysis.  The MTM-based assembly time estimate is shown as 0.138 
minutes.  Therefore each of the 3 action verbs is associated with .138/3 or .046 minutes.  
This process is repeated for 200 process sheets.  The times associated with each verb are 
averaged to determine an estimated time for all verbs in the verb list.   
After the process sheets were analyzed the results were tested both internally and 
externally.  Internal validation consists of testing the model against process sheets that 
were included in the training set.  External validation uses process sheets not used in the 
training set to determine the accuracy of the model.  The internal validation shows errors 
in the range of -87 to +138 percent.  The external validation resulted in errors ranging 
from -53% to 850%. 
The analysis results show that a linear regression style analysis is not sufficient 
for the desired mapping.  Neural networks are good at pattern classification and 
recognition and are able to learn from experience [61].  Artificial neural networks work 
best for problems in which the solutions require knowledge that is difficult to specify but 
there exists a significant amount of observations [61].  Due to the vast number of process 
sheets which can be used to train a neural network, as well as for the reasons enumerated 
in Chapter Four, this type of analysis was chosen for this study.   
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5.4 Artificial Neural Network Analysis 
Two critical factors for artificial neural network analysis are the inputs and the 
targets.  The analysis in this section was performed using data collected from existing 
process sheets.  Like the connectivity analysis discussed previously, the target for the 
analysis is the MTM-based assembly time estimate provided by the automotive OEM.  
These estimates are the result of a formal study performed by time study personnel.  The 
studies are conducted using a company specific adaptation of MTM-UAS.  Again, the 
goal of the methods proposed in this thesis is not to replace the formal, time-consuming 
time study.  As a reminder, the aim of this research is to provide an assembly time 
estimate much earlier in the product life cycle and to enable the automation of such a 
method.  The existing formal time studies come late in the product life-cycle, after 
production has begun, and require a thorough and time-consuming analysis.  This 
analysis takes about an hour for each process sheet.  The added level of detail and 
analysis time results in a more accurate estimate.  Therefore, the assembly time estimates 
provided by the existing analysis are used as the target in this study. 
The inputs for the analyses are different combinations of process instruction 
components.  The components taken into consideration include the verb, object, number 
of objects, and volume of objects.   
5.4.1 Initial Artificial Neural Network Results 
The first task of the artificial neural network analysis is to determine the most 
appropriate neural network architecture as performed in Chapter Four.  One-hundred 
eighty-nine different neural network structures were simulated in order to identify the 
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most appropriate for this mapping.  The architectures examined consisted of one to three 
layers.  Single layer architectures included a neuron count of one to fifteen.  Architectures 
with two layers were used with neuron configurations ranging from one neuron each up 
to seven neurons in each layer.  Finally, architectures with three layers were explored 
with neuron counts of up to five neurons in each layer.   
The original artificial neural network was trained on 93 process instructions using 
their respective time study results as targets.  Additional experiments and trainings are 
done to explore the number of the needed samples, as discussed starting in Section 
5.4.2.1.  The data from the process instructions for input to the analysis included the 
following combinations of verb, object and number of objects:  (verb, object, and 
quantity), (verb and object), (verb and quantity), and (verb).  After the training of the 
neural network, performance of the different architectures was evaluated using 21 process 
instructions that were not used in the training.  The neural network was simulated using 
these 21 inputs and the estimated times for each set of process instructions were 
determined.  The neural network was simulated 100 times for each of the inputs resulting 
in 100 predicted assembly times for each set of inputs.  Finally, the performance of the 
neural network architecture was determined by calculating the percentage of 21 tests in 
which the estimated time was within 100% of the MTM-based assembly time estimate.  
Table 5.4 shows the results of this analysis for the top performing architectures.  The 
percentages shown in Table 5.4 represent the confidence that a given predicted assembly 
time value will be within 100% of the target assembly time.   
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Table 5.4: Results from original ANN training 
Architecture 
Verb + Object 
+ Quantity 




9 - [9] 95.24% 76.19% 4.76% 19.05% 
20 – [1,5] 90.48% 4.76% 42.86% 4.76% 
27 – [2,5] 66.67% 66.67% 14.29% 14.29% 
61 – [7,4] 4.76% 23.81% 42.86% 9.52% 
91 – [2,1,2] 85.71% 9.52% 47.62% 23.81% 
151 – [4,3,2] 23.81% 9.52% 33.33% 19.05% 
 
The best results are obtained when a neural network architecture of one layer with 
nine neurons is used and the input vector represents the verb, object, and quantity.  In this 
case roughly 95% of the test cases were estimated to within 100% (-100% to +100%) of 
the MTM-based time study estimate.  The probability density graphs for four of the 21 
test cases are shown below.  For each of these test cases, the inputs represented the verb, 
object, and quantity of objects, and the architecture used consists of one layer with nine 
neurons.  In each of the figures, the target value is shown by the red dotted line while the 
mean predicted value is shown by the black dotted line.  The x-axis range in each of the 
figures includes all values within 100% of the target value. 
Figure 5.5 shows the probability density plot for the first test case.  For this test 
case the mean predicted value is accurate and the range of predicted values is well within 




Figure 5.5: Test # 1, Architecture 9, Inputs=[verb, object, quantity] 
 
Figure 5.6: Re-scaled version of Figure 5.5 
The probability density plot for the seventh test case is shown in Figure 5.7.  In 
this case, the mean predicted value is also within the 100% range (0 sec to twice target 


















time) of the target; however, not all of the simulations resulted in values within 100% of 
the target.   
 
Figure 5.7: Test # 7, Architecture 9, Inputs=[verb, object, quantity] 
Figure 5.8 shows the probability density plot of the fourteenth test case.  This plot 
shows that the mean predicted value is nearly 100% less than the target value.  Again, not 
all of the predicted values fall within 100% of the target.  Figure 5.8 does not look like a 
probability density curve due to many negative predicted values.  Prior to generating the 
probability density plot, the negative values are deleted from the array.  However, the 




Figure 5.8: Test # 14, Architecture 9, Inputs=[verb, object, quantity] 
The probability density plot for the twentieth test case is shown in Figure 5.9.  
This case resulted in a mean predicted value closer to the target, but again some of the 




Figure 5.9: Test # 20, Architecture 9, Inputs=[verb, object, quantity] 
The results displayed in Table 5.4 and the above figures show that the estimated 
times are not as accurate as expected.  Two reasons are presented for this observation. 
First, the data set is relatively small considering the number of verbs and objects 
that can be used to describe the assembly of a vehicle.  With only 223 process 
instructions used in the analysis, a relatively small number of repetitions of verbs and 
objects are available to be used in the artificial neural network training.  Due to the high 
number of objects particularly, a much higher number of process instructions must be 
analyzed to obtain a representative sample.  It is suggested that sample size be based on a 
minimum subject-to-variables ratio of five to ten [63].  This would lend to a minimum 
number of samples being large enough to contain five to ten repetitions of each variable.  
A histogram showing the repetitions of each of the distinct verbs in the analysis is shown 
in Figure 5.10.  The black dotted line in the figure represents the number of repetitions of 
each verb that would be required to meet the recommendation of ten repetitions of each 
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variable.  Assuming the performed sampling is representative, 1,115 process sheet.081s 
must be analyzed to reach the minimum recommendation of five repetitions of each 
variable.   
 
Figure 5.10: Histogram of Verb Frequency 
Secondly, it is important to consider the high number of different terms for 
objects which are similar and are roughly equivalent in terms of assembly difficulty.  The 
analysis should be based on some characteristic of the object, not simply its name.  It is 
proposed that the volume of the object is one of the primary drivers of assembly 
difficulty.  Section 5.4.2 is a presentation of the analysis with volume used in place of 
object.  Other characteristics to consider may include mass, type of assembly required, 
and bulkiness.  The volume of an object is relatively easy to obtain and contains some 
degree of information representing other characteristics such as bulkiness and mass.   
The points addressed here provide the motivation for additional research 
presented in the following sections.  First, the results of replacing object with volume in 
the analysis will be described.  Second, an analysis will be presented showing the change 
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in accuracy of the results as more process sheets are analyzed resulting in a more 
representative sample. 
5.4.2 ANN Results Using Volume in Place of Object 
In order to refine the analysis, the object was replaced with its volume.  This 
serves two purposes.  First, by using four volume classes, repetition within the input data 
is higher.  The four general volume classes include golf ball sized items, baseball sized 
items, basketball size items and finally suitcase sized items.  This further enables the 
identification of a trend.  Secondly, volume provides some additional information about 
the object that affects the difficulty of the assembly task.  Other assembly time estimation 
techniques penalize parts for small and large volumes [5].  Volume also often trends with 
mass and bulkiness, two more factors affecting how difficult parts are to assemble.  A 
more refined volumetric delineation may be possible with integration to the CAD 
modeling system, but is out of scope for this research. 
5.4.2.1 Results with 50 Input Samples 
The first analysis using verb and volume as inputs for each process step consisted 
of 50 inputs and targets.  The neural network was then simulated on 23 test cases that 
were held out of the training set.  The size of the test case set is held constant for training 
sizes of 50 through 200; it is approximately 10% of the maximum training size studied.  
Table 5.5 shows the best performing neural network architectures as well as their 
associated probabilities of predicting assembly times to within 100%.  The values in the 
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right column of Table 5.5 are the percentage of the 23 test cases in which the mean 
predicted assembly time is within 100% of the target assembly time. 
Table 5.5: Results with 50 training data points 
Architecture Probability of estimation to within 100% 
122 – [3,2,3] .6957 
8 – [8] .6521 
101 – [2,3,2] .6087 
55 – [6,5] .5652 
154 – [4,3,5] .5652 
 
The best performing architecture is identified as one with three layers with three, 
two, and three neurons in each respectively.  However, this architecture only predicts the 
assembly time to within 100% of the target time 70% of the time.  This is likely due to 
the small set of input data points.  The probability density plots for five of the twenty-
three test cases are shown below. 
Figure 5.11 is the probability density plot for the fourth test case.  The target time 
for this test case is .13 minutes while the mean predicted value is .12.  The predicted time 
is accurate, but it is shown that not all of the simulations results in values within 100% of 




Figure 5.11: Test # 4, Architecture 122, Inputs=[verb, volume] 
The probability density plot for the eighth test case is shown in Figure 5.12.  In 
this case, many of the simulated assembly times are outside of the 100% range of the 




Figure 5.12: Test # 8, Architecture 122, Inputs=[verb, volume] 
 
Figure 5.13: Re-scaled version of Figure 5.12 
Figure 5.14 shows the probability density plot for test case number twelve.  
Again, the mean predicted value is well outside the 100% range of the target.   




















Figure 5.14: Test # 12, Architecture 122, Inputs=[verb, volume] 
The probability density plot for the sixteenth test case is shown in Figure 5.15.  
This test shows better results as the mean predicted value is within 100% of the target 
value, .207.  However, this plot also shows that some of the simulated assembly times fall 




Figure 5.15: Test # 16, Architecture 122, Inputs=[verb, volume] 
The probability density plot for test case twenty is shown in Figure 5.16.  This 
plot shows that the many of the simulated values including the mean predicted value fall 




Figure 5.16: Test # 20, Architecture 122, Inputs=[verb, volume] 
 
Figure 5.17: Re-scaled version of Figure 5.16 
The results presented in this section show that to some degree process 
instructions, specifically the verb and volume can be mapped to assembly times.  
However, this mapping has proved inconsistent due in part to the minimal number of data 
points in which the neural network has been trained on thus far.  In order to more fully 
understand the ability of neural networks to map the verb and volume of a set of process 















instructions to an assembly time, the neural network training must be completed with a 
significantly higher number of data points.  Figure 5.18 shows that if the accuracy trend 
continues to increase linearly, 350 data points would be required raise the confidence 
level of prediction to within 100% to 90%.  An analysis exploring the effect of training 
size on performance is presented in Section 5.4.2.2. 
5.4.2.2 Improvement with Additional Input Samples 
In this section, the effect of sample size on the accuracy of assembly time 
estimation is examined.  For the analysis presented here, the test points are held constant, 
while the number of process sheets used to train the neural network is varied.  
Furthermore, the top performing architectures as identified in Section 5.4.2.1 are 
evaluated.   
Figure 5.18 shows the performance trend, representing the confidence of 
prediction to within 100%, of five neural network architectures as the number of data 
points used in the training is increased from 50 to 200.  A developing upward trend can 
be seen by the orange dotted line.  This line represents the average performance of the 
five architectures.  It should be noted that 200 data points is still a minimal data set for 
neural network training.  However, the average performance of the neural network 
architectures trends from 62% to 75%.  This trend is promising, but should be validated 




Figure 5.18: Architecture performance as a function of training size 
The results of architecture 122 after training on 50 data points were shown in 
Section 5.4.2.1.  After training of the neural network using 200 data points, architecture 
122 is again the best performing architecture.  The performance of this architecture on the 
test cases held out of the training is shown in the figures below.   
Figure 5.19 shows the probability density plot of the fourth test case after neural 
network training on 200 data points.  In this case, the majority of the data points fall 
within 100% of the target assembly time, .13.  Likewise, the mean predicted value, .22, is 




Figure 5.19: Test # 4, Architecture 122, Inputs=[verb, volume] 
The probability density plot for test case 8 is shown in Figure 5.20.  This plot 
shows a larger amount of predicted values outside of the 100% range of the target value, 
but the mean predicted value is within 100% of the target assembly time. 
 
Figure 5.20: Test # 8, Architecture 122, Inputs=[verb, volume] 
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Figure 5.21 shows the probability density plot for test case 12.  This test also 
shows some values outside the 100% range of the target assembly time, but the mean 
predicted value within the range. 
 
Figure 5.21: Test # 12, Architecture 122, Inputs=[verb, volume] 
The results for test case 16 are shown in the probability density plot in Figure 
5.22.  Many of the predicted values, as well as the mean predicted value, fall outside of 




Figure 5.22: Test # 16, Architecture 122, Inputs=[verb, volume] 
Figure 5.23 shows the probability density plot for test case 20.  Like test case 16 
the mean predicted assembly time does not fall within the 100% range of the target value.   
 
Figure 5.23: Test # 20, Architecture 122, Inputs=[verb, volume] 
While some improvement is shown as more data points are used to train the 
neural network, the accuracy is still limited.  However, the optimal neural network 
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architecture has not been identified since there were only fifty training points.  It is likely 
that after adding an additional 150 training points, a different architecture may be more 
appropriate for the mapping.  In Section 5.4.2.3 the identification of the best architecture 
with 200 training points and the resulting accuracy will be presented. 
5.4.2.3 Results with 200 Input Samples and Best Architecture 
The process of identifying the most promising artificial neural network 
architectures is performed in the same manner as discussed previously.  The results of the 
neural network training and simulation on the test data are collected to be analyzed.  The 
test data consisted of the same 23 data points used to identify the most appropriate 
architecture after training on fifty points.  For each of these test cases, a probability 
density plot was created in the Matlab environment.  The area under the probability 
density curve and between the upper and lower 100% range marks represents the 
probability of estimation to within 100% of the target assembly time.  This area was 
approximated using the Matlab integration approximation tool “trapz”.  Table 5.6 shows 
the resulting probabilities of estimation to within 100% and 50% of the target time for the 
top performing architectures.  The probabilities greater than one are a result of the 
integration approximation.  These values can be taken to be a 100% likelihood that 
prediction is within the 100% of target range. 
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Table 5.6: Results with 200 training data points 
Architecture Probability of Estimation 
to within 100% 
Probability of Estimation 
to within 50% 
182 – [5,4,3] 1.05 .34 
136 – [3,5,2] .90 .40 
17 – [1,2] .84 .50 
161 – [4,5,2] .83 .46 
 
The probability density plots for five of the 23 test cases are shown in the figures 
below.  In the figures, the red dotted line represents the target assembly time, while the 
black dotted line represents the mean predicted assembly time.  The solid black lines 
show where 50% above and below the target value is located.   
Figure 5.24 shows the probability density plot for the fourth test case.  The peak 
of the plot as well as the mean predicted assembly time falls within a 50% range of the 
target time. 
 
Figure 5.24: Test # 4, Architecture 182, Inputs=[verb, volume] 
The probability density plot for test case eight is shown in Figure 5.25.  In this 
case, the peak of the plot falls inside the 50% range of the target, however, the mean 




Figure 5.25: Test # 8, Architecture 182, Inputs=[verb, volume] 
Figure 5.26 shows the probability density plot for test case twelve.  Again, the 
peak of the plot as well as the mean predicted value falls within a 50% range of the target 
assembly time.   
 
Figure 5.26: Test # 12, Architecture 182, Inputs=[verb, volume] 
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The probability density plot for test case 16 is shown in Figure 5.27 This test also 
results in the peak of the plot and the mean predicted assembly time falling within the 
50% range of the target time. 
 
Figure 5.27: Test # 16, Architecture 182, Inputs=[verb, volume] 
Figure 5.28 shows the probability density plot for test case 20.  Of the plots 
shown, this is the only one in which the mean predicted value falls outside of the 100% 




Figure 5.28: Test # 20, Architecture 182, Inputs=[verb, volume] 
These test cases show promise but are not yet capable of providing a reliable 
prediction of assembly time.  The next section provides a summary of the results and a 
discussion on how they can be used in future research. 
5.5 Analysis of Results 
The analysis as performed in this chapter does not provide for a conclusive 
estimation of assembly time.  However, a process based assembly time estimation 
technique can provide some insight into assembly time.  The ability to use a combination 
of product and process based information together in order to estimate assembly times in 
the automotive industry provides motivation for future research. 
Several limitations of the analysis techniques presented in this chapter may be 
causes for the high level of variation in the results.  First, a relatively small amount of 
data was used for the analysis process.  Only 200 process sheets were used for the 
artificial neural network training.  The assembly of a vehicle requires three to five 
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thousand process sheets.  It is likely that a representative sample would consist of five 
hundred to one thousand process sheets including all areas of the vehicle.   
Another cause of the variation may result from the variation in the process 
instruction authorship itself.  A significant level of variation was noticed in different 
vehicle areas as well as between different process sheet authors.  This inconsistency 
could be reduced by enforcing a more strict authorship format.  Authorship could be 
performed solely by selecting the appropriate word from a pre-determined list.  This 
would reduce the variation in authorship and would also allow for automated data 
collection.  An easier method of collecting information from the process sheets would 
allow for the analysis of more of them in a shorter amount of time.  This would enable a 
more appropriate number of process sheets to be analyzed and used in the neural network 
training.   
Finally, additional information could be extracted from process sheets and used in 
the analysis.  For example, part information is likely related to the part number in an 
existing database or software.  For example information about a parts volume, mass, and 
material properties can be found in computer aided design software.  This additional 
information could be extracted automatically and further refine the accuracy of the 
assembly time prediction.   
With these additional refinements to the analysis procedure presented in this 
chapter it is likely that a process based analysis will successfully compliment a product 
based assembly time estimation that will result in higher accuracies.  The research 
presented in this chapter should serve as motivation for future work in this direction.    
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CHAPTER SIX:  CONCLUSION AND FUTURE WORK 
In this thesis two methods for predicting assembly times in the automotive 
industry have been developed, introduced, and tested.  Both methods are capable of being 
automated and being performed earlier in the product life-cycle than the current time 
study analysis.  Assembly time prediction using these methods is not as accurate as the 
existing time study as the information available this early in the life-cycle is not as 
informative as that which is available during production.  Therefore, these methods 
should not replace the formal time study analysis performed during production, but 
should be used to gain an approximate understanding of the assembly time early in the 
product’s life-cycle. 
6.1 Concluding Remarks 
Table 1.3 was presented in Chapter One and includes a set of design requirements 
for new assembly time estimation techniques.  This list includes suggestions from Pahl 
and Beitz as well as requirements as understood after a review of the literature [22].  The 
sections in the thesis that discuss each requirement are shown in the last column. 
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Table 6.1: List of Design Requirements for New Design for Assembly Technique 
 Design Requirements Section Requirement Discussed 
1 Problem-directed approach 6.1 
2 Foster inventiveness and understanding 6.1 
3 Compatible with other disciplines 6.1 
4 Not rely on finding solutions by chance 6.1 
5 Facilitate reuse of known solutions 6.1 
6 Compatible with electronic data processing 6.1 
7 Easily taught and learned 6.1 
8 Reflect findings of cognitive psychology, 
modern management science 
6.1 
9 Must be able to be performed earlier in 
product life-cycle than existing methods 
4.1, 5.1, 6.1 
10 Must be able to be automated 4.3, 5.2, 6.1 
11 Should use information that is available 
early in a product’s life-cycle 
4.1, 5.1, 6.1 
 
According to Pahl and Beitz, a design methodology should allow for a problem-
directed approach and foster inventiveness and understanding [22].  The proposed 
assembly time estimation techniques are applicable to different types of design activities 
and enable the identification of the optimum solutions, satisfying design requirements 
one and two [22].   
The third design requirement requires that design methodologies be compatible 
with the concepts, methods, and findings of other disciplines.  The goal of these time 
study estimation techniques aligns with those of production economics and design for 
assembly.  Early assembly time estimation allows for designers to focus more effectively 
on design for assembly resulting in a more efficient assembly process. 
The fourth design requirement shown in Table 6.1 suggests that the method 
should not rely on finding solutions by chance.  Two systematic techniques have been 
presented which rely on empirical data and not on finding solutions by chance.   
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Design methods should also allow for the re-use of known solutions.  Both of the 
presented methods rely on known, empirical data.  By using these known solutions, a 
mapping can be determined from information such as product connectivity complexity 
and process assembly instructions.   
The sixth design requirement suggests that design methodologies be compatible 
with electronic data processing.  One of the major advantages of the methods proposed in 
this thesis is their ability to be developed a priori and to be implemented automatically, 
resulting in assembly times provided instantly.   
The next requirement is that the method is easily taught and learned.  The 
development of a mapping between product connectivity information or process 
assembly instructions and assembly times has been presented in detail in this thesis.  
Once the mapping has been performed, the simulation of a neural network is simple and 
can be taught and learned relatively easily.   
The eighth design requirement suggests that a design methodology reflect the 
findings of cognitive psychology and modern management science.  Examples of this 
include reducing workload, saving time, preventing human error, and helping to maintain 
active interest [22].  These are achieved by introducing a method which can be automated 
and implemented early in the product life-cycle.  These techniques do not only reduce the 
effort required by time study personnel, but they also aid in other activities such as 
assembly planning and line balancing.   
Requirement number nine suggests that the methods be able to be performed 
earlier in product life-cycle than existing methods.  The existing time study performed at 
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the automotive manufacturer observed for this research is not performed until after 
production has begun.  The time study is performed by analyzing the movements of the 
assembly associate.  Each of the techniques introduced in this thesis are capable of being 
performed earlier in the product life-cycle.  The connectivity-based method can be 
performed as soon as a geometric model is available.  Therefore, the connectivity 
estimates for the overall assembly process are available upon completion of the geometric 
model.  However, the connectivity-based method can be used effectively even earlier in 
the design process.  As soon as connectivity information is available for any part of the 
vehicle, the connectivity-based assembly time estimation technique can be used to 
evaluate between different product layouts in terms of assembly.   
The assembly process instruction-based assembly time estimates can also be 
performed earlier in the product life-cycle than on-going estimation techniques.  Process 
instruction-based estimations can be performed as soon as these instructions are made 
available.  Since these instructions are required to assemble the vehicle, they are provided 
prior to the start of production.  Therefore, the process instruction-based assembly time 
estimation technique is capable of providing estimates prior to the start of production.  
While this is after most of the design work is completed, it is earlier than the existing 
assembly time estimation tools.   
The tenth design requirement suggests that design methodologies be capable of 
being automated.  Both of the techniques presented in this thesis are capable of being 
automated.  The connectivity based technique requires geometric connectivity 
information in order to perform the analysis.  The challenge that must be addressed to 
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fully automate this technique is extracting connectivity information from CAD software.  
The connectivity information used in the analysis presented in this thesis is different than 
mating conditions defined explicitly in most CAD environments.  The extraction of this 
information as well as the analysis based on mating conditions is addressed in Future 
Work.  
The process instruction based assembly method is also capable of being 
automated.  Ideally, process instruction authorship would be standardized to some extent 
for a couple of reasons.  First, standardization of authorship would reduce variability 
between different authors and even between different vehicles, plants and countries.  
Secondly, a standard format for authorship could allow for the consistent collection of 
information useful in the analysis.  This information could include an action represented 
by a verb from a pre-pruned and defined verb list.  Also, parts and tools selected from a 
database that links part and tool numbers to information about the parts and tools.  This 
information could include volume, mass, torque, and other characteristics which help to 
further describe the process.  With these adaptations, the assembly time estimation 
technique could be automated while at the same time using more information for the 
analysis.   
The final requirement suggests that the techniques use information that is 
available early in the product life-cycle.  This is required for the analysis to be performed 
early in the life-cycle, as requirement nine suggests.  As discussed earlier, the information 
required for both of the analysis techniques presented in this thesis is available prior to 
the start of production. 
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6.2 Future Work 
The research presented in this thesis raises new research questions and motivates 
research in several areas.  Among these are the standardization of process instructions to 
incorporate more information about the process and the automated collection of 
connectivity information from computer aided design documents.  Research aimed at 
further refinement of the techniques presented in this thesis should focus on the type of 
information included in and the standardization of process instructions.  Additionally, an 
analysis should be conducted to determine the effectiveness of mating conditions in 
connectivity-based assembly time estimation as opposed to physical connectivity.   
The standardization of process instructions is a topic that has great potential to 
further refine the accuracy of the process instruction based assembly time estimates.  The 
first benefit this would result in is the reduction in variability in authorship.  Significant 
variation was identified during the analysis of the process instructions used in the studies 
presented in this thesis.  This variation was noticed between authors and different 
assembly areas.  This variation included use of different words to describe the same 
action or object and a difference in the grammatical structure of the process instructions.  
This variation is likely to decrease the accuracy of the results as similar processes are 
often written completely differently.   
The second benefit to be realized with the standardization of process instructions 
would be the linking between words in the instruction and attributes of the action or 
object.  For example, if the object “steering wheel” is used in the process instruction, a 
database could be used to search for attributes of steering wheel.  The results of this 
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search could yield information regarding the volume, mass, material properties, and other 
attributes of the object.   
Further artificial neural network analysis should be conducted to determine which 
combinations of these other attributes that could be collected would produce the most 
accurate assembly time estimates.  In this thesis, combinations of verb, object, quantity, 
and volume were analyzed.  Further analysis should examine the potential of other 
attributes which can be collected for the components of the process instructions.   
The connectivity-based assembly time estimation technique, like the process-
based technique, has the potential to be further refined by increasing the amount of data 
used in the neural network training.  Research opportunities remain in determining 
connectivity information using geometrical models as well as determining the merit of a 
connectivity style analysis based on mating conditions.   
The extraction of connectivity information from CAD environments is necessary 
in order to fully automate the connectivity-based assembly time estimation method as 
presented in this chapter.  Feature recognition tools have been developed, however a tool 
to extract the connectivity graph for a sub-assembly has not been found in the literature.  
The development of such a tool would be a great benefit to the connectivity-based 
assembly time estimation technique and would likely be useful in other applications. 
It is possible that mating conditions would have similar characteristics to 
connectivity graphs resulting in their ability to be used in a similar manner to 
connectivity information to predict assembly times.  An analysis similar to that 
performed in Chapter Four should be conducted using mating conditions rather than 
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connectivity information.  This study would be the first step in determining whether 
mating conditions could be used to predict assembly times.  The next research question 
would need to question the variation in mating conditions between different CAD 
operators.  These two studies would provide important insight into the ability of 
geometric mating conditions to be used in assembly time analysis and prediction.   
Finally, a combination of the two techniques proposed in this thesis for the 
estimation of assembly times should be explored.  As the product life-cycle is advanced, 
more information is available about the product and the process.  It would make sense 
that as more information is known, assembly times could be predicted with more 
accuracy.  It was shown in this thesis that connectivity information was capable of 
predicting assembly times with more accuracy than information from process 
instructions.  However, an analysis was not performed to determine the ability of the two 
sources of information to collectively estimate assembly times.  It is proposed that a 
combination of product and process based information could be used to predict assembly 







Appendix A: Complexity Vectors for Connectivity Analysis 
The tables presented in this section of the appendix show the complexity vectors that represent each of the collected 























Elements 6 8 9 13 14 19 22 23 23 24 24 25 
Relationships 5 6 7 13 25 35 45 46 48 50 52 57 
Connective 
DOF 13 18 21 60 96 138 168 171 177 183 189 204 













Sum 42 86 114 250 300 600 828 914 908 998 992 1084 
Maximum 2 2 2 3 3 3 3 3 3 3 3 3 
Mean 1.40 1.54 1.58 1.60 1.65 1.75 1.79 1.81 1.79 1.81 1.80 1.81 
Density 0.28 0.26 0.23 0.12 0.07 0.05 0.04 0.04 0.04 0.04 0.03 0.03 
Flow Rate 
Sum 74 136 180 685 1001 1753 2434 2553 2678 2876 2979 3326 
Maximum 9 10 12 30 66 90 96 96 99 99 102 114 
Mean 2.06 2.13 2.22 4.05 5.11 4.86 5.03 4.83 5.06 4.99 5.17 5.32 








Sum 12 30 42 94 118 258 366 408 402 446 440 484 
Maximum 6.00 19.00 19.00 34.53 46.73 114.40 195.27 230.27 209.40 245.40 224.26 246.79 
Mean 2.00 3.75 4.67 7.23 8.43 13.58 16.64 17.74 17.48 18.58 18.33 19.36 
Density 0.40 0.63 0.67 0.56 0.34 0.39 0.37 0.39 0.36 0.37 0.35 0.34 
Clustering Coefficient 
Sum 4.80 6.29 7.07 10.46 11.37 15.74 18.00 18.86 18.71 19.60 19.44 20.36 
Maximum 1 1 1 1 1 1 1 1 1 1 1 1 
Mean 0.80 0.79 0.79 0.80 0.81 0.83 0.82 0.82 0.81 0.82 0.81 0.81 























Sum 12 16 18 38 40 56 65 67 68 70 77 80 
Maximum 2 2 2 3 3 3 3 3 3 3 4 4 
Mean 2.00 2.00 2.00 2.92 2.86 2.95 2.95 2.91 2.96 2.92 3.21 3.20 
Density 0.40 0.33 0.29 0.22 0.11 0.08 0.07 0.06 0.06 0.06 0.06 0.06 
Out 
Sum 12 16 18 38 40 56 65 67 68 70 77 80 
Maximum 2 2 2 3 3 3 3 3 3 3 4 4 
Mean 2.00 2.00 2.00 2.92 2.86 2.95 2.95 2.91 2.96 2.92 3.21 3.20 
























Elements 30 35 35 36 45 46 47 48 49 50 50 54 
Relationships 62 67 68 69 76 77 78 79 83 85 87 91 
Connective 
DOF 234 264 267 270 318 321 324 327 339 345 357 381 













Sum 1604 2224 2222 2360 3764 3942 4124 4310 4498 4690 4686 5494 
Maximum 3 3 3 3 3 3 3 3 3 3 3 3 
Mean 1.84 1.87 1.87 1.87 1.90 1.90 1.91 1.91 1.91 1.91 1.91 1.92 
Density 0.03 0.03 0.03 0.03 0.03 0.02 0.02 0.02 0.02 0.02 0.02 0.02 
Flow Rate 
Sum 4321 5415 5440 5626 8265 8501 8741 8984 9472 9862 10283 11892 
Maximum 129 144 144 144 144 144 144 144 144 144 144 144 
Mean 4.80 4.42 4.44 4.34 4.08 4.02 3.96 3.90 3.95 3.94 4.11 4.08 








Sum 734 1034 1032 1100 1784 1872 1962 2054 2146 2240 2236 2632 
Maximum 377.79 525.46 518.46 571.46 1069.46 1132.46 1196.46 1261.46 1320.46 1393.79 1391.12 1667.12 
Mean 24.47 29.54 29.49 30.56 39.64 40.70 41.74 42.79 43.80 44.80 44.72 48.74 
Density 0.39 0.44 0.43 0.44 0.52 0.53 0.54 0.54 0.53 0.53 0.51 0.54 
Clustering Coefficient 
Sum 24.76 29.54 29.55 30.52 38.74 39.72 40.71 41.70 42.66 43.23 42.73 46.31 
Maximum 1 1 1 1 1 1 1 1 1 1 1 1 
Mean 0.83 0.84 0.84 0.85 0.86 0.86 0.87 0.87 0.87 0.86 0.85 0.86 























Sum 95 110 112 114 142 144 146 148 151 154 159 172 
Maximum 4 4 4 4 4 4 4 4 4 4 4 4 
Mean 3.17 3.14 3.20 3.17 3.16 3.13 3.11 3.08 3.08 3.08 3.18 3.19 
Density 0.05 0.05 0.05 0.05 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 
Out 
Sum 95 110 112 114 142 144 146 148 151 154 159 172 
Maximum 4 4 4 4 4 4 4 4 4 4 4 4 
Mean 3.17 3.14 3.20 3.17 3.16 3.13 3.11 3.08 3.08 3.08 3.18 3.19 




Appendix B: Complexity Vectors for Insulating Panel 
The tables presented in this section of the appendix show the complexity vectors that represent each of the collected 
























Elements 12 15 16 17 22 27 31 34 
Relationships 11 13 14 15 20 25 33 41 
Connective 
DOF 11 15 16 19 32 45 59 73 













Sum 242 248 258 574 966 1458 1924 2314 
Maximum 2 2 2 3 3 3 3 3 
Mean 1.833333 1.180952 1.075 2.110294 2.090909 2.076923 2.068817 2.062389 
Density 0.166667 0.090842 0.076786 0.140686 0.104545 0.083077 0.062691 0.050302 
Flow Rate 
Sum 132 146 152 294 568 956 1362 1696 
Maximum 1 3 3 3 9 9 11 22 
Mean 0.916667 0.648889 0.59375 1.017301 1.173554 1.311385 1.417274 1.467128 








Sum 110 110 114 302 504 756 994 1192 
Maximum 110 110 110 220 386 602 813 981 
Mean 9.166667 7.333333 7.125 17.76471 22.90909 28 32.06452 35.05882 
Density 0.833333 0.564103 0.508929 1.184314 1.145455 1.12 0.971652 0.855093 
Clustering Coefficient 
Sum 0 3 2.333333 3.212821 7.63268 12.03557 15.53419 18.3202 
Maximum 0 1 1 1 1 1 1 1 
Mean 0 0.2 0.145833 0.188989 0.34694 0.445762 0.501103 0.538829 























Sum 12 18 19 22 32 42 50 56 
Maximum 1 2 2 2 2 2 2 2 
Mean 1 1.2 1.1875 1.294118 1.454545 1.555556 1.612903 1.647059 
Density 0.090909 0.092308 0.084821 0.086275 0.072727 0.062222 0.048876 0.040172 
Out 
Sum 12 18 19 22 32 42 50 56 
Maximum 1 2 2 2 2 2 2 2 
Mean 1 1.2 1.1875 1.294118 1.454545 1.555556 1.612903 1.647059 




Appendix C: Visualization of top performing ANN structures 
The table below provides a visualization of the layers and neurons that make up 
the top performing neural networks as identified in Chapter Four.   
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