Let F be a family of subsets of an n-set. Suppose F does not contain four distinct sets A, B, C, D such that A B = C D. Then following Frankl and F uredi 1] we say F is weakly union-free. If A B = A C implies B = C then we say F is cancellative. If F is both weakly union-free and cancellative we say F is strongly union-free. Let f(n) (respectively g(n)) be the maximum size of a strongly (respectively weakly) union-free family of subsets of an n-set. In this paper we prove new bounds on f(n) and g(n). We (see Frankl and F uredi 1] ). We were unable to improve the lower bound for g(n).
We will need the following result of Fredman and Koml os ( 3] , see also 2]). Consider an alphabet consisting of k ordinary symbols a 1 ; : : : ; a k and one special symbol ( can be thought of as a \don't-care" indicator). Following Fredman and Koml os we will say two vectors (x 1 ; : : : ; x n ) and (y 1 ; : : : ; y n ) with elements chosen from this alphabet are strongly di erent if there exists a j (1 j n) such that x j 6 = y j and x j 6 = ; y j 6 = . Suppose we have m pairwise strongly di erent vectors (with elements fx ij j1 i m; 1 j ng). Let . Then we need the following bound on m which is a special case of Theorem 1 in ( 3] ). We include a proof.
Theorem 1 m ln(m)
P n j=1 P k =1 h j` P k =1 ?q j`l n q j` : Proof: Intuitively this bound arises as follows. Let R be a random variable which selects one of the m pairwise strongly di erent vectors (with equal probability). Since there are m choices for R it has entropy m ln(m). Suppose we can ask about any position of R. If the symbol in that position is ordinary we are told its value. If the symbol in that position is we are randomly told it is an ordinary symbol with random distribution chosen to match the distribution of ordinary symbols in that position of R. (If R is always in that position the reply can be a 1 always.) Replying in this way conveys no information about R when the symbol is . So the information about R conveyed is the probability the symbol is ordinary multiplied by the entropy of the distribution of ordinary symbols in that position of R. This is which is the bound we wish to prove.
A more rigorous proof follows. Note we have P k =1 q j`= 1. So we have Q n j=1 P k =1 q j` = 1. Now let j (x ij ) = q j`i f x ij = a`and let j (x ij ) = P k =1 q j`= 1 if x ij = . Associate the ith vector fx ij jj = 1; : : : ; ng with the product Q n j=1 j (x ij ). Since the m vectors are strongly di erent the products associated with the di erent vectors must consist of non-overlapping groups of terms of the product
The rest follows from the arithmetic-geometric mean: 1
=1 h j`l n q j` This is readily seen to be equivalent to the inequality in the statement of theorem 1.
As noted above
can be thought of as a kind of generalized entropy of column j when the rows are chosen with equal probability. We will need the following lemma about this generalized entropy function. We consider rst weakly union-free families. We need the following lemma.
Lemma 3 Let F be a weakly union-free family of subsets of an n-set. Sup 2 n elements of F lie in groups of size at least 2n2 n (p) . Now consider the re ned partition P 0 formed by using the value of A 0 B rather than the value of A B.
Clearly each group of P will be divided into at most 2 n (p) parts in P 0 (since jA ? A 0 j = (p)n). Hence any group, G, of size at least 2n2 n (p) in P will be divided into at most 2 n (p) subgroups of average size at least 2n. Say a subgroup is large i it has size at least n. It is easy to see this means at least half the sets in the group G will lie in large subgroups in P 0 (since 2 n (p) subgroups of size less than n can account for at most n2 n (p) elements of G).
Thus we have that at least m (n 2 + n 3 + n 4 ) lg(n 2 + n 3 + n 4 ) ? n 2 lg n 2 ? n 3 lg n 3 ? n 4 lg n 4 ] :
It follows from Lemma 1 that S x is a convex cap function of n 2 , n 3 and n 4 .
Therefore the expected value, S x , of S x is less than or equal to this function of the expected values of n 2 , n 3 and n 4 . Let n i be the expected value of n i (i = 1; : : : ; 4). So we have S x 1 m ( n 2 + n 3 + n 4 ) lg( n 2 + n 3 + n 4 ) ? n 2 lg n 2 ? n 3 lg n 3 ? n 4 lg n 4 ] :
The expected values n 1 , n 2 , n 3 and n 4 We assumed that all members of F contained the same number of elements. However, removing this assumption will increase the size of F by at most a factor of n + 1. Thus g(n) (n + 1)2 n (n + 1)2 0:5+o(1)]n = 2 0:5+o(1)]n which completes the proof.
Strongly Union-Free Upper Bound
We now consider strongly union-free families. Recall f(n) is the maximum size of a strongly union-free family of subsets of an n-set. It is easy to see that f(n) 2 0:5+o(1)]n (see Frankl and F uredi 1]). We show below how to improve this slightly to f(n) 2 0:4998+o(1)]n . We need the following lemma.
Lemma 4 Let F be a strongly union-free family of subsets of an n-set. Sup 
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In the worst case (by which we mean the case for which we will prove the weakest bound), with p = 0:3014? we would have s = 0:2179+. The lefthand side of (1) 
where some terms have been incorporated in the o(1). Taking logs and letting n ! 1 equations (1) and (2) 
Calculations show that for p :3014? if we set = :5 (p), the rst bound obtained above, it is impossible to nd a value of t, s t p so that equations (3), (4) and (5) are satis ed. Let = (p) be de ned as the maximum value of (as a function of p) which allows equations (3), (4) and (5) which is the best lower bound known for weakly union-free families. However this construction does not work so well for strongly union-free families yielding f(n) 2 0:2534+o(1)]n as noted above. The problem seems to be the cancellative property. Cancellative families produced by the random construction are much smaller than those which can be explicitly constructed. This suggests trying a combined construction. By basing the random construction on explicitly constructed cancellative families we nd it easier to ensure the cancellative property thereby bringing the lower bound for f(n) closer to that for g(n): The details are a little complicated because simpler versions of the idea do not seem to give the best results.
We Corresponding to each member A of this family, select We will delete some more elements. Whenever A \ K = C \ K and A 6 = C, we have jA Cj > 2s`, by the small-intersection property. Given any triple (A; B; C) of distinct elements with A \ K = C \ K and (A C) B, we delete B. The expected number of such triples is bounded by Values on the last triplet are forced. (Because we want an upper bound, we can ignore the chance that these forced values might cause a disagreement in the unions; taking this into consideration would improve our bound in the fth decimal place.) The number of choices for one block, in this case, is then at most 21 15 19 .
