Abstract. A family of Galerkin nite element methods is presented to accurately and e ciently solve the wave equation that includes sharp propagating wave fronts. The new methodology involves di erent nite element discretizations at di erent time levels; thus, at any time level, relatively coarse grids can be applied in regions where the solution changes smoothly while ner grids can be employed near wave fronts. The change of grid from time step to time step need not be continuous, and the number of grid points at di erent time levels can be arbitrarily di erent. The formulation is applicable to general second order hyperbolic equations. Stability results are proved and apriori error estimates are established for several boundary conditions. Our error estimates consist of three parts: the time nite di erence discretization error, the spatial nite element discretization error, and the error due to the projections of the approximated solution from old grids onto new grids.
INTRODUCTION
In dealing with steep wave fronts using nite element methods 3, 8, 10, 14, 16] one needs to apply very ne grids in order to reduce numerical oscillation, since error components that are non-oscillatory with respect to a ne grid are usually oscillatory with respect to a coarser gird. However, wave fronts often represent a small fraction of the physical domain and a uniformlyre ned grid over the whole domain results in large-size linear systems of algebraic equations. This may be computationally expensive, or even impossible to solve owing to the limited capacity of computer memory. Thus it is desirable to apply relatively coarse grids in regions where the solution changes slowly and ner grids in regions where wave fronts occur.
When wave fronts propagate, one needs to be assured that the re ned grid areas vary with the wave fronts. This requires the nite element method having the capability of discretizing the domain di erently at di erent times. This should di er from the moving nite element method 2, 4, 11, 17, 18] since the latter requires (basically) a xed number of grid points at all time levels and a continuous change in grid. In 24] , the author proposed a dynamic nite element method for the wave equation, which can apply arbitrary griding at any time level (as long as the minimum angle property of the triangulation is satis ed). There an equivalent rst order system, both in space and in time, replaced the second order wave equation, and was approximated by two mixed nite element schemes. Unconditional stability was proved and optimal error estimates were obtained. However, the method in 24] does not seem to apply to more general second order hyperbolic equations.
In this paper we present a family of Galerkin nite element schemes which are applicable to nonlinear second order hyperbolic equations. These schemes have the desired property that they allow one to employ dynamic nite elements in order to e ciently and accurately resolve sharp moving wave fronts; the grid at a time level can be arbitrarily di erent from that at the previous time level and need not change continuously in any fashion as opposed to the moving nite element method. This property is especially desired for problems in which an initial wave pulse splits into left and right going waves at later instances of time, since a xed number of nite elements at all time levels can not work well in this case. Also, these schemes have optimal rates of convergence and many of them are unconditionally stable.
For brevity and clarity, only linear problems will be considered in this paper. Nonlinear problems can be treated analogously by the argument presented herein plus the techniques found in the papers by Wheeler 22] and the author 23]. Also, our previous paper 24] will be cited in order to shorten the argument.
In x2 we shall pose the di erential problem and summarize some known results. Then, in x3, we shall de ne our numerical schemes of grid modi cation and give stability results. In x4, we prove the error estimates. Finally, in x5, we give some remarks.
NOTATION AND PRELIMINARIES
Suppose that is a smooth bounded domain or a convex polygon in R d with boundary ?, and To discretize the problem (2.5) in time, we partition J as 0 = t 0 < t 1 < < T N = T; and let = d dt . Denote the approximations of (t n ) and (t n ) by n and n , respectively. 
The Newmark method is unconditionally stable when . Note that the matrix B in (2.7) has condition number of size O(1), and is diagonal when piecewise linear interpolation polynomials and appropriate integration quadrature rules 6] are applied. Thus the introduction of the velocity as an independent variable does not signi cantly increase computational work. Indeed, the operation count is generally O(mb 2 ) to solve for n+1 from (2.7b) when n+1 is known, where m is the dimension of the space S h and b the band width of the matrix B.
We note that, with v = @u @t , the variational formulation (2.3) is equivalent to the following: nd u; v 2 H 1 0 ( ) such that for t 2 J Discrete schemes similar to (2.6) and (2.7) can be constructed from the variational form (2.9).
NUMERICAL SCHEMES USING DYNAMIC FINITE ELEMENTS
In this section we construct dynamic nite element schemes directly from the variational formulations (2.8) and (2.9). We recall that the time interval J = (0; T] is partitioned as 0 = t 0 < t 1 < < T N = T, and that t n = t n+1 ? t n . For any function w : J ! R; we denote that w n = w( ; t n ):
In order to accurately capture moving singularities such as traveling wave fronts, and let the size of the resulting linear systems be manageable, one needs to apply ne grids in regions near wave fronts, and relatively coarse grids in regions far away from wave fronts. As time goes on, the ne and coarse grid regions need to be modi ed or regenerated dynamically.
We rst consider the problem (2.8). At time t = t n , we let T n = fKg be a spatial discretization of the domain , and assume that the nite element space S n H 1 0 ( ) satis es the following approximation property (3.1) inf (3.5b) ( U n+1 ? R n+1 U n t n ; w) = ( V n+1 + (1 ? )P n+1 V n ; w); 8w 2 S n+1 ;
for n = 0; 1; ; N ? 1; where ; 2 0; 1] are parameters.
In this numerical procedure, the solutions at the previous time level are rst projected into the current nite element space, and then used as initial values to start a new time stepping. These projections are essential to get convergence of our numerical schemes. Note that the coe cient matrices resulted from computing the projections P n+1 V n and R n+1 U n can be utilized in the process of forming the sti ness matrix for the scheme (3.5). Thus not much extra work is required to solve the scheme (3.5), compared with the scheme (2.6). Also note that when S n = S n+1 for all n, this procedure reduces to the standard scheme (2.6). It is easily seen that the procedure (3.5) permits a unique solution at each time step. Just as the Newmark method is obtained from (2.6), a modi ed Newmark method can be obtained from (3.5). 
Letting w = (U n+1 ? R n+1 U n )= t n in the second term on the left hand side of (3.5a), and w = V n+1 + (1 ? )P n+1 V n for the other terms, we get (3.6) ( V n+1 ? P n+1 V n t n ; V n+1 + (1 ? )P n+1 V n ) + (ar( U n+1 + (1 ? )R n+1 U n ); r U n+1 ? R n+1 U n t n ) = ( f n+1 + (1 ? )f n ; V n+1 + (1 ? )P n+1 V n ):
When ; 1 2 , from (3.6) we easily see that (3.7) 1 2 t n kV n+1 k 2 ? kP n+1 V n k 2 + krU n+1 k 2 a ? krR n+1 U n k 2 a ] C kf n+1 k 2 + kf n k 2 + kV n+1 k 2 + kP n+1 V n k 2 ]:
By the de nition of the projections P n and R n , (3.7) implies (3.8) kV n+1 k 2 ? kV n k 2 + krU n+1 k 2 a ? krU n k 2 a C t n kf n+1 k 2 + kf n k 2 + kV n+1 k 2 + kV n k 2 ]:
An application of Gronwall's lemma to (3.8) yields (3.9) kV n k 2 + krU n k 2 a kV 0 k 2 + krU 0 k 2 a + C max 0 i n?1
kf i k 2 :
When f 0, we have (3.10) kV n k 2 + krU n k 2 kV 0 k 2 + krU 0 k 2 a ;
for n = 1; 2; ; N:
This completes the proof. Now consider the variational formulation (2.9) for the problem (2.1) and (2.2b). At time t = t n , let S n H 1 ( ) be a nite element space satisfying (3.1). De ne the operator P n by (3.3), and R n by the following, instead of (3.2), (3.11) (ar(R n u ? u); rw) + ha 1 (R n u ? u); wi = 0; 8w 2 S n :
Note that the standard coercivity property does not hold for the problem (3.11). When a 1 = 0; a.e. on ?, the existence and uniqueness of the solution to equation (3.11) and error bounds (3.4) can be derived by seeking solution R n u in the quotient space S n =fconstantsg, or S n =fwj R wdx = 0g and applying Poincare's inequality; otherwise, by applying the duality argument of Schatz 5, 19, 20] and Garding's inequality we still can derive the error bounds (3.4), under some assumptions on the regularity of the functions a, a 1 and the boundary ?.
Again, let U 0 ; V 0 be initial approximations of u 0 ; v 0 , respectively. We de ne U n+1 ; V n+1 2 S n+1 to be the approximations of u n+1 and v n+1 such that for n = 0; 1; ; N ? 1, (3.12a) ( V n+1 ? P n+1 V n t n ; w) + (ar( U n+1 + (1 ? )R n+1 U n ); rw) + h g n+1 + (1 ? )g n + a 1 ( U n+1 + (1 ? )R n+1 U n ) + a 2 ( V n+1 + (1 ? )P n+1 V n ); wi = ( f n+1 + (1 ? )f n ; w); 8w 2 S n+1 ; (3.12b) ( U n+1 ? R n+1 U n t n ; w) = ( V n+1 + (1 ? )P n+1 V n ; w); 8w 2 S n+1 ; where 2 0; 1] is a parameter.
By a similar argument to that used in the proof of Theorem 3.1, we have the following stability result. 
ERROR ESTIMATES
In this section we assume that ; 1 2 in the schemes (3.5) and (3.12), and adopt the following notation: e n = U n ? R n u n ; e n = R n+1 U n ? R n+1 u n ; r n = V n ? P n v n ;r n = P n+1 V n ? P n+1 v n ; n = u n ? R n u n ; n = u n ? R n+1 u n ; n = v n ? P n v n ;^ n = v n ? P n+1 v n : and for simplicity choose the initial values fU 0 ; V 0 g such that e 0 = r 0 = 0: First consider the scheme (3.5). Note that (2.8a) can be rewritten as This is the error relation in case of implementing di erent grids at di erent times. However, from the computational point of view, we may want to choose some larger ne grid areas to capture wave fronts for several time steps, and change the griding after every several time steps. When the grid is the same at times t = t n and t = t n+1 , then the error relation becomes (4.14)
kr n+1 k 2 ? kr n k 2 + kre n+1 k 2 a ? kre n k 2 a C t n (kr n+1 k 2 + kr n k 2 + kre n+1 k 2 a + kre n k 2 a ) + E n :
Let M m be the number of changes of spatial discretizations from time t = t 0 to time t = t m . From the error relations (4.13) and (4.14), applying the argument given in 24] we obtain for 1 m N Note that the straightforward bound of the rst term in the de nition of E n would introduce a factor O( 1 t ) into our error estimates. Thus we adopt the following procedure. Using (4.21), the fact that a 1 ; a 2 are multipliers on H 1 2 (?) and the trace theorem, and applying the argument used in the derivation of (4.9), we have the error inequality (4.22) kr n+1 k 2 ? kr n k 2 + kre n+1 k 2 a ? kr e n k 2 a + je n+1 j 2 a 1 ? j e n j 2 a 1 C t n (kr n+1 k 2 + kr n k 2 + kre n+1 k 2 a + kr e n k 2 a + je n+1 j 2 a 1 + j e n j 2 a 1 ) + E n ; where E n is de ned by (4.10) .
Recall that the projection R n is de ned by (3.11 (kr( n ? n )k 2 + j n ? n j 2 a 1 + k n ? n k 2 ) ;
The error relation (4.24) is derived just like (4.15) . Now an application of Gronwall's lemma, the trace inequality and the triangular inequality leads to the following theorem. we may also introduce the weighted elliptic projection R n as (5.2) (ar(R n u ? u); rw) + (R n u ? u; w) = 0; 8w 2 S n ;
in place of (3.11) . This way we can avoid the duality argument of Schatz and get the error bounds (3.4) directly. Aside, the error estimates for the scheme (3.12) will have the form (4.18), instead of (4.25) . Note that the problem (5.2) has more stability than the problem (3.11). Thus, whenever the boundary condition (5.1) is given for the problem (2.1), the projection (5.2) should be used.
Remark 5.9 Wave fronts are usually easier to capture than other critical features, e.g., moving uid interfaces in reservoir simulation. Note that the wave speed can be directly derived from the coe cients in the equation (2.1a). If we know where the wave fronts are at a given time, by the wave speed and the direction of propagation, we can easily tell where the wave fronts will be at the next time.
Remark 5.10 Grid modi cation can be incorporated with domain decomposition methods for second order hyperbolic problems as easily as for parabolic problems 25] . Dynamic domain decompositions can be made according to the changing nature of the exact solution. Then uniform ne grids or local grid re nements can be applied in subdomains which contain local critical features, and uniform coarse grids or local grid coarsenings can be applied in other subdomains. Theoretical analysis and numerical experiments 25] show that this technique leads to an e ective way for capturing moving local phenomena. When parallel computers are used, this technique can also provide a mechanism for load balancing.
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