Abstract-This paper investigates the weighted-averaging dynamic for unconstrained and constrained consensus problems. Through the use of a suitably defined adjoint dynamic, quadratic Lyapunov comparison functions are constructed to analyze the behavior of weighted-averaging dynamic. As a result, new convergence rate results are obtained that capture the graph structure in a novel way. In particular, the exponential convergence rate is established for unconstrained consensus with the exponent of the order of 1 − O(1/(m log 2 m)) for special tree-like regular graphs. Also, the exponential convergence rate is established for constrained consensus over time-varying graphs, which nontrivially extends the existing result limited to the static graph case and the use of uniform weight matrices. Our main results are developed for directed graphs that are weakly connected, and we also provide statements regarding the rates in case of joint connectivity.
I. INTRODUCTION
O VER the past decade, distributed control has become an active area in control systems society and there has been considerable interest in distributed computation and decision making problems of all types. Among these are consensus and flocking problems [1] , distributed averaging [2] , multiagent coverage problems [3] , the rendezvous problem [4] , localization of sensors in a multisensor network [5] , and the distributed management of multirobot formations [6] . These problems have found applications in a wide range of fields including sensor networks, robotic teams, social networks [7] , and electric power grids [8] . Compared with traditional centralized control, distributed control is believed more promising for those large-scale complex networks because of its fault tolerance, cost saving and many inevitable physical constraints such as limited sensing, computation and communication capabilities. One of the basic problems arising in decentralized coordination and control is a consensus problem, also known as an agreement problem The authors are with the Coordinated Science Laboratory, University of Illinois, Urbana, IL 61801 USA (e-mail: angelia@illinois.edu; jiliu@ illinois.edu).
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[9]- [15] . It arises in a number of applications including coordination of unmanned aerial vehicle's flocking and formation control, tracking in network of robots, parameter estimation [16] - [23] , and opinion formation in social networks [24] - [26] .
In a consensus problem, we have a set of agents each of which has some initial variable (a scalar or a vector). The agents are interconnected over an underlying (possibly time-varying) communication network and each agent has a local view of the network, i.e., each agent is aware of its immediate neighbors in the network and communicates with them only. The goal is to design a distributed and "local" algorithm that the agents can execute to agree on a common vector asymptotically, where "local" is in the sense that each agent performs local computations and communicates only with its immediate neighbors.
In this paper, we present two novel convergence rate results for weighted-averaging dynamics as applied to consensus problems. The first contribution is the establishment of new convergence rate analysis using time-varying Lyapunov comparison function, which allows us to provide an exponential rate in terms of network structure (such as longest shortest path) and the properties of the weight matrices. As a consequence, we establish that the convergence rate with a coefficient of the form 1 − O(1/(m log 2 m)) is achievable on special treelike regular graphs. The second contribution is the development of the convergence rate result for a constrained consensus, which extends nontrivially the results developed in [27] . More concretely, in [27] the convergence rate for the constrained consensus problem was established assuming that the underlying graph is the complete graph and all the weights are equal. Furthermore, even the convergence of the weighted-averaging dynamics was established only for doubly-stochastic weights. In contrast with [27] , here we establish convergence and convergence rate results of the (projection-based) weighted-averaging algorithm for general time-varying graphs. The development and analysis in [27] is based on the use of a static quadratic Lyapunov function of the form (1/m) m i=1 x i − y 2 , which could only handle doubly stochastic matrices. The nontrivial extensions of [27] that are provided in this current paper are possible through the use of time-varying Lyapunov functions of the form m i=1 π i (t) x i − y 2 with suitably defined timevarying positive weights π i (t). The weights π i (t) are the entries of an absolute probability vector sequence {π(t)}, which have been recently studied in [28] in a more general setting of random graphs (see also [29] , [30] ). In terms of the connectivity properties of the graphs, we work with graphs containing weakly spanning trees both instantaneously and with uniformly bounded delays. The rate results developed here can be viewed as geometric bounds for time-varying Markov chains akin to those of Diaconis and Stroock [31] for static chains.
The paper is organized as follows. In Section II, we discuss the weighted-averaging algorithm for consensus problem.
In Section III, we review some of the recent results for cutbalanced matrices and the related adjoint dynamics for the linear consensus dynamics. Using these results, we construct suitable Lyapunov comparison functions and study convergence properties of the weighted-averaging algorithm in Section IV for standard consensus problem. In Section V we study a projection-based weighted-averaging algorithm for constrained consensus. We conclude with some remarks in Section VI.
Notation: For an integer m ≥ 1, we write [m] to denote the index set {1, . . . , m}. We view vectors as column vectors. We write x to denote the transpose of a vector x and, similarly, we use A for the transpose of a matrix A. A vector is stochastic if its entries are nonnegative and sum to 1. A matrix is said to be stochastic if its rows are stochastic vectors. A matrix is doubly stochastic if both A and its transpose A are stochastic. A matrix A entries will be denoted by A ij and, also, by [A] ij when convenient. We use I for the identity matrix. To differentiate between the scalar and the vector cases, we use x i to denote a scalar state associated with agent i and x i for a vector state associated with agent i. We write 1 to denote the vector with all entries equal to 1, where the size of the vector is to be understood from the context. Given a set S with finitely many elements, we use |S| to denote the cardinality of S. We use · for the Euclidean norm. The Euclidean projection of a point y on a convex closed set Y is denoted by
II. UNCONSTRAINED CONSENSUS
In many applications, the goal of a group of agents is just to reach a consensus on some quantity, for example, a flocking of birds or robots aim to agree on the same moving direction, and another example is that a network of clocks need to be synchronized. In such cases, weighted averaging has been used to reach agreement since there is no pre-specified agreement value. Actually, the idea of weighted consensus have also been applied in many other fields such as social and power networks, as mentioned in the introduction. Thus, there is ample motivation to study the (unconstrained) weighted consensus. In a realistic network, the communication between agents can be unreliable from time to time. Also, some agents may not function well occasionally. In such cases, the communication graph changes over the time unavoidably.
We consider a set of m agents, denoted by [m] = {1, . . . , m}. The agents are embedded in a communication network, which is modeled by a time-varying directed graph
is the set of directed links. A link (i, j) indicates that agent i sends information to agent j at time t. We will work with a sequence {G t } of directed graphs, where each graph G t contains a weakly spanning tree (to be defined soon), which can be different at different times. We assume that none of the graphs G t has self-loops. The self-loops will be only virtually added to the graphs to model the fact that every agent has access to its own state information. We consider the unconstrained consensus problem, formalized as follows.
Unconstrained Consensus: Design a distributed algorithm obeying the communication structure given by graph G t at each time t and ensuring that, for every set of initial states
, the following limiting behavior emerges:
The algorithms for solving consensus problems have been mainly constructed using the Laplacians of the graphs G t = ([m], E t ), e.g. see [11] , [12] , [32] , or weighted-averaging (through the use of stochastic matrices) [11] , [13] , [16] , [30] . In the scalar case, a well studied approach to the problem is for each agent to use a linear iterative update rule of the following form x(t + 1) = W (t)x(t) where x(t) is a vector consisting of the x i (t) and each W (t) is a stochastic matrix. One choice is W (t) = I − (1/γ)L(t) where L(t) is the Laplacian of G t and γ is any scalar greater than m (see [11] ). An improvement on this choice was obtained in [12] and [33] by replacing γ with the maximal node degree in the graph G t . A particularly interesting improvement, which defines what has come to be known as the Metropolis algorithm, requires only local information to define the weights w ij (t) [32] . However, most of the Laplacianbased algorithms require that each W (t) is also symmetric which implicitly requires bidirectional communication between agents. Weighted-averaging algorithms get around this limitation [9] . More importantly, weighted-averaging algorithms have been critical in the development of distributed optimization algorithms (for example, see [22] , [27] , [34] ).
We will use the weighted-averaging algorithm, given as follows. Starting with a vector x i (0) ∈ R n , each agent updates at times t = 0, 1, 2, . . ., by computing
where the weights A ij (t), i, j ∈ [m], are nonnegative and the positive entries satisfy some conditions with respect to the graph G t structure, to be specified soon. It is assumed that, at each time t, the graph G t is given and the matrices A(t) do not depend on the agents' states
In view of the preceding, the dynamic in (1) is linear, so we focus on the case where the variables x i are scalars, denoted by x i , as all the results for the vector case follow immediately by coordinate-wise analysis. The agents' variables x i ∈ R, i ∈ [m] are "stacked up" to form a vector x ∈ R m . The existing analysis of the weighted-averaging is based on studying the behavior of the left-matrix products. Specifically, as the iterates x(t) are related over time by the following linear dynamic:
the convergence of the iterates generated by the algorithm is related to the convergence of the matrix products
In particular, when the matrices A(t)A(t − 1) · · · A(1)A(0) converge to a rank one matrix, the iterates x(t) converge to a consensus. Concretely, some conditions on the graphs G t and the matrices A(t) that yield such a convergence are given in the following assumption.
Assumption 1: Let {G t } be a graph sequence and {A(t)} be a sequence of m × m matrices that satisfy the following conditions. a) Each A(t) is a stochastic matrix that is compliant with the graph G t , i.e., A ij (t) > 0 when (j, i) ∈ E t , for all t. b) (Aperiodicity) The diagonal entries of each A(t) are positive, A ii (t) > 0 for all t and i ∈ [m]. c) (Uniform Positivity) There is a scalar β > 0 such that
The convergence properties of the weighted-averaging algorithm have been extensively studied under Assumption 1 (see [9] , [11] , [16] , [35] ). Actually, in this case the matrix sequence {A(t)} is known to be ergodic in the sense that the limit
Moreover, it is known that the convergence rate of these products is geometric. The convergence rate question has been studied in [34] , [36] - [39] for deterministic matrix sequences and in [28] , [40] , and [41] for random sequences. In [37] and [38] , the convergence rate question was addressed for the cases when the matrices A(t) are doubly stochastic; the best polynomial-time bound on the convergence rate was given in [38] . Specifically, the following result is well known. 
where each φ(k) is stochastic vector. Furthermore, the convergence rate is geometric: for all t ≥ k ≥ 0
where the constants C > 0 and q ∈ (0, 1) depend only on m and β. When the matrices A(t) are doubly stochastic, we have for all t ≥ k ≥ 0
These and other existing rate results are not explicitly capturing the structure of the graph G t such as the longest shortest path for example. In what follows, we develop such rate results by adopting a dynamic system point of view and using timevarying quadratic Lyapunov functions proposed by Touri [42] . Prior to work of Touri [42] , only static quadratic Lyapunov functions have been used (see for example [38] and [27] ). The structure of the time-varying quadratic Lyapunov functions allows us to capture a more explicit dependence on the graph structure than that of Theorem 1. In particular, we work with and we build on the results developed in Touri's thesis [30] (see also [28] , [29] ). In this approach, an absolute probability sequence of matrices A(t) play a critical role in the construction of the time-varying Lyapunov functions.
III. ABSOLUTE PROBABILITY SEQUENCE
We embark on a study of the important features of stochastic matrices for convergence of the weighted-averaging method. The development here makes use of the notion of an absolute probability sequence associated with a sequence {A(t)} of stochastic matrices. This notion was introduced by Kolmogorov [43] . Definition 1. [43] : Let {A(t)} be a sequence of stochastic matrices. A sequence of stochastic vectors {π(t)} is an absolute probability sequence for {A(t)} if
Kolmogorov [43] has shown that every ergodic sequence {A(t)} of stochastic matrices has an absolute probability sequence, i.e., that the following limit exists for all t ≥ 0:
where {φ(t)} is an absolute probability sequence for {A(t)}. In general, a sequence {A(t)} of stochastic matrices may have more than one absolute probability sequence. The following example has been constructed based on our communication with B. Touri: Consider the case when each matrix A(t) is a permutation matrix. Then, A(t) −1 is also stochastic matrix. Then, for any vector u, we can construct an absolute probability sequence for {A(t)} by letting π (0) = u and π (t) = π (t−1)A(t−1)
for all t ≥ 1 [these vectors satisfy relation (2)]. Hence, {A(t)} has infinitely many absolute probability sequences.
We show that the absolute probability sequence is unique for an ergodic sequence of stochastic matrices.
Lemma 1: Let {A(t)} be an ergodic sequence of stochastic matrices [cf. (3)]. Then, the vector sequence {φ(t)} is the unique absolute probability sequence for {A(t)}.
Proof: Assume that {π(t)} is another absolute probability sequence for {A(t)}. Then, we have
for all τ ≥ 1 and t ≥ 0. Thus
where in the second equality we use π (t + τ )1 = 1. It follows that for all τ ≥ 1 and t ≥ 0:
and by taking norms of both sides and using π (s) ≤ 1, we obtain for all τ ≥ 1 and t ≥ 0
Since (4), we obtain
In the subsequent development, it will be important that a sequence {A(t)} of stochastic matrices has an absolute probability sequence of vectors π(t) whose entries are uniformly bounded away from zero. Such a sequence will allow us to use a variable metric In what follows, we will make use of a weakly spanning tree of a directed graph. In particular, given a directed graph G = ([m], E), we say that a collection T of undirected edges is a weakly spanning tree of G if T is a tree including all the nodes i ∈ [m], and either (i, j) ∈ E or (j, i) ∈ E for every {i, j} ∈ T. In other words, T is a spanning tree of the undirected graph obtained by ignoring the directions of the edges in G.
Assumption 2: Let {G t } be a graph sequence and {A(t)} be a matrix sequence such that: a) (Partial Irreducibility) Each graph G t contains a weakly spanning tree T t and each A(t) is a stochastic matrix that is compliant with a weakly spanning tree
The matrix sequence {A(t)} has an absolute probability sequence {π(t)} that is uniformly bounded away from zero, i.e., there is δ ∈ (0, 1) such that π i (t) ≥ δ for all i and t.
One can show that Assumption 1 implies Assumption 2. In fact a stronger relation can be shown, namely, that: If {G t } and {A(t)} satisfy Assumptions 1(a) and 1(c), then each graph G t is strongly connected if and only if each graph G t is weakly connected and the matrix sequence {A(t)} is cutbalanced. This can be seen by Theorem 1(b) in Hendrickx and Tsitsiklis [44] .
IV. WEIGHTED-AVERAGING ALGORITHM
We analyze convergence properties of the weightedaveraging algorithm in (1) by using a suitable Lyapunov comparison function.
A. Time-Varying Lyapunov Function
As indicated in [28] , there are many possible constructions of Lyapunov comparison functions by using convex functions and absolute probability sequences, i.e., the adjoint dynamic in (2) . Here, we focus on the quadratic case, where the function is of the form (see [28] )
for suitably chosen vectors ν (which will vary with time). The function ϕ has an equivalent form
which can be seen by expanding
2 . The quadratic function s → s 2 has exact second order expansion, which allows us to obtain the exact expression for the difference ϕ(Ax, ν) − ϕ(x, A ν) for a stochastic matrix A, as seen in the following lemma. 
Proof: By the definition of ϕ we have
A ij x j . We fix an arbitrary index i, and we expand ([Ax] i )
2 to obtain
, it follows that:
Note that
By multiplying the preceding relation with ν i and by summing over i, we obtain
Observe that
Therefore, by using the definition of the function ϕ we find
Lemma 2 provides one of the fundamental relations in the assessment of the convergence rate of the weighted-averaging algorithm.
B. Convergence Rate Analysis
In this part, we will first show the convergence of the weighted-averaging algorithm (1) for the scalar case, by considering the decrease of ϕ(x(t), π(t)) over time along the iterate sequence {x(t)}, where {π(t)} is an absolute probability sequence of {A(t)}. The decrease of this function in time can be captured exactly, as follows. Since x(t + 1) = A(t)x(t) and the matrices A(t) are stochastic, by Lemma 2 it follows:
where
By the definition of the adjoint dynamics in (2), we have A (t)π(t + 1) = π(t), implying that
Note that function ϕ(·, ν) induces a semi norm on R m when ν is a stochastic vector, and it induces a norm when all the entries ν i are positive. Thus, to properly bound the decrease D(t) [cf. (7)] of the function ϕ(x(t), π(t)), one would like to have φ i (t) > δ for all i, for some δ and for all sufficiently large t. This property can be ensured (for all t) by requiring the additional properties on the matrix sequence {A(t)} and the graph sequence {G t } such as cut-balancedness (see Lemma 9 in [28] ). Once all π i (t) are bounded uniformly away from zero, to further bound D(t) from below, we would also like that the sum
These properties are ensured by Assumption 2, which we use to establish the key relation for the decrease amount D(t), as seen in the following lemma.
Lemma 3: Let Assumption 2 hold. Consider the decrement D(t) given by for t ≥ 0
Then, the decrement is bounded from below as follows:
where β > 0 and δ > 0 are as in Assumptions 2(c) and 2(d), respectively, while p * (t) is the diameter 1 of the weakly spanning tree T t of Assumption 2(a).
Proof: We let t ≥ 0 be arbitrary but fixed. By Assumption 2(d), it follows that
Let us observe that
where A :j denotes jth column vector of a matrix A. From this relation, we further obtain
Let j * and * be two agents such that
1 The diameter of a tree is the maximum number of edges in any path of the tree.
By Assumption 2(a), there is a weakly spanning tree T t in the graph G t . Thus, there must exist a path in T t connecting agents j * and * , i.e., there is a sequence of undirected edges
Without loss of generality we may assume that the agent labels are such that j * = j 0 < j 1 < · · · < j p = * (for otherwise we can re-label the agents). Then, from (9) we obtain
where the last inequality follows by the fact that (j κ , j κ+1 ) ∈ E t or (j κ+1 , j κ ) ∈ E t and Assumption 2(c). From relations (11) and (12) we see that
Since the function s → s 2 is convex, we have
Therefore, from the preceding relation and (13), by recalling that j 0 = j * and j p = * , we obtain
Recall that p is the number of edges in the path connecting j * to * in the weakly spanning tree T t of the graph G t . Thus, p is bounded from above by the maximal number p * (t) of edges in any path in T t . Recall, further that j * and * are agents with the maximal difference |x j (t) − x (t)| [see (10) ]. Thus, from (14) we have
2 . Before stating our main result, we provide an auxiliary lemma for use in the forthcoming analysis.
Lemma 4: For any stochastic vector ν ∈ R m and any x ∈ R m it holds that
Proof: Since ν is stochastic vector, it follows that
Without loss of generality, let us assume that the preceding maximum is attained for κ = 1, i.e., (
Using the preceding relation, the fact that ν is a stochastic vector, and the convexity of the function s → s 2 , we obtain
Therefore, we have
With Lemma 3 in place, we can now establish a key relation for the quadratic time-varying function. The convergence rate estimates will be based on this relation.
Theorem 2: Under Assumption 2, for the iterates {x(t)} generated by the weighted-averaging algorithm (1) with any initial vector
where β >0 and δ >0 are as given in Assumptions 2(c) and 2(d), while p * = max t≥0 p * (t) where p * (t) is the diameter of the weakly spanning tree T t of Assumption 2(a).
Proof: The stated relation for t = k can be seen to hold by inspection. Consider now t > k ≥ 0 where t and k are arbitrary but fixed. From relations (7), (8) , and Lemma 3 we obtain for all t ≥ 0
From Lemma 4 it follows that:
thus implying that for all t ≥ 0 ϕ (x(t + 1), π(t + 1))
Hence, for all t ≥ 0
Furthermore, from the dynamics in (1) and (2) we can see that for all t ≥ 1
The stated relation follows by recursively using the preceding inequality for t, t−1, . . . , k, and then using p * (s) ≤ p * for all s. Theorem 2 captures the convergence rate in terms of an upper bound p * for the diameters p(t) of the weakly spanning trees T t of the graphs G t . The quotient q = 1 − (δβ 2 /p * ) indicates the rate at which the information is diffused in the graphs {G t } over time, with a small q being desirable for a fast diffusion. If each graph G t is strongly connected and A ij (t) > 0 for every edge (j, i) in the graph at all times, then there might be multiple weakly spanning trees satisfying Assumption 2. In this case, to generate a favorable upper bound p * , one would like to determine a weakly spanning tree T * t with the smallest diameter among all weakly spanning trees of the graph G t . This result may be useful in situations where we are in position to design the graphs G t .
Several immediate consequences of Theorem 2 are in place. First, we observe that from Theorem 2 it follows that the agent iterates converge to the consensus value π(0) x(0), by virtue of the lower boundedness property of the absolute probability sequence [Assumption 2(d)], i.e., lim t→∞ x i (t) = π(0) x(0) for all i ∈ [m]. When the agent variables x i are vectors, then by applying Theorem 2 to each coordinate of the vectors, we can see that the iterates x i (t) generated by the weighted-averaging algorithm are such that for any initial vectors
. By summing these relations over all coordinate indices ∈ [n], we obtain the following result.
Corollary 1: Consider the vector-valued consensus problem and let Assumption 2 hold. Then, the iterates {x i (t)}, i ∈ [m] generated by the weighted-averaging algorithm are such that for any initial vectors
Some further implications of Theorem 2 are discussed in the following section. 
C. Novelty of Theorem 2
In this section, we will use a detailed example to demonstrate the effectiveness and novelty of Theorem 2 by comparing with existing results in the literature. Specifically, we want to construct the graphs G t such that Assumption 2 holds and a favorable rate dependency on m can be derived using Theorem 2 which is better than existing results.
The Fig. 1(a) ]. Thus, each agent i except for the root and the leaf agents has the degree equal to 3. Consider, now connecting all leaf-nodes with undirected edges [see Fig. 1(b) ]. Now, all leaf-agents have degree equal to 3 except for the far most left and far most right agents, each of which has the degree equal to 2. Connect these two agents to the root node [see Fig. 1(c) ]. In this way, the far most left and far most right leaf agents, as well as the root agent have degree 3. In the resulting regular undirected graph, we let A ij (t) = 1/4 for all j ∈ N i (t) ∪ {i} and for all i, so that β = 1/4. It can be seen that the longest path between any two agents in the graph is at most d + 1.
Using the same construction, for all times t, we have that {A(t)} is a sequence of doubly stochastic matrices, and therefore π(t) = (1/m)1 for all t. Thus, Assumption 2 is satisfied, and the estimate in Theorem 2 reduces to
Note that d = log 2 m. When m = 2 d for any integer d > 0, we can use d = log 2 m . Thus, we have proved the following result.
Theorem 3: There are sequences {G t } of regular undirected graphs and stochastic matrices {A(t)} satisfying the conditions of Assumption 2 and such that for all x(0) ∈ R m and all t ≥ k ≥ 0
with q = 1 − (1/16m( log 2 m + 1)) andx(0) = 1 x(0)/m. Now we apply the important existing convergence rate results to the above constructed graph sequence and compare with the result in Theorem 3. The comparison is shown in Table I .
The results in [46] and [47] cannot be applied here since they both only work for time-invariant graphs. The "seminorms" in [37] and "joint spectral radius" in [16] cannot be explicitly computed in this example. Table I shows that some existing convergence rate results can be applied to the time-varying example, but some cannot. Among the former, none can yield a convergence rate as good as Theorem 3 in this paper. In other words, result of Theorem 3 cannot be deduced from any of the existing work.
If we restrict our attention to a time-invariant graph and weighted averaging dynamics, then work in [46] guarantees a rate of 1 − O(1/m 3 ). Finally, let us note that in [47] , the rate of 1 − O(1/m) has been shown very recently, but this rate does not apply to the weighted averaging schemes. The consensus algorithm proposed in [47] is based on an accelerated optimization algorithm that uses one-step memory and requires an upper bound on m to be available to all agents. As such, the algorithm in [47] is quite different from the weighted averaging, which does not require any such knowledge for the agents.
Let us emphasize that we are not asserting that the convergence rate result in this paper is better than any other existing results in any cases. We are simply using a constructed example to demonstrate the novelty and effectiveness of our results.
Theorem 3 shows that the exponential convergence rate with the ratio of the order 1 − O(1/m log 2 m) is achievable for consensus on some tree-like regular undirected graphs. Moreover, the bound of Theorem 3 is akin to geometric bounds considered in Diaconis and Stroock [31] , where a similar bound has been shown for a static Markov chain (see there Proposition 3 and Example 2.3). Our result can be viewed as an extension of the bound in [31, Ex. 2.3] , to the case when the graphs are time-varying. Specifically, given a sequence of time-varying (undirected) graphs, if each graph G t contains a tree-like structure as in the proof of Theorem 3, then the convergence rate of Theorem 3 can be achieved by choosing the weights A ij (t) accordingly. This result is useful in situations when the graphs G t are to be designed.
D. Implications of Theorem 2
We consider an implication of Theorem 2 for the convergence of matrix products
A(t : k) A(t) · · · A(k + 1)A(k) for all t ≥ k ≥ 0 where A(t : k) A(k) whenever t = k.
Theorem 4: If Assumption 2 holds, then for all t ≥ k ≥ 0
Proof: By Theorem 2 and the fact that π (s)x(s) = π (0)x(0) for all s, we have that for all
Since π i (k) ≤ 1 for all i and k, and π i (t) ≥ δ by Assumption 2(d), it follows that for all t ≥ k ≥ 0:
Noting that
Since the matrices A(t) do not depend on the state variables x(s), 0 ≤ s < t, the situation is similar to constructing {x(t)} t≥k by the truncated matrix sequence {A(t)} t≥k , where the dynamic is started at time k in any state x(k). Then, relation (15) can be seen to hold for any
which is equivalent to the stated relation. We have the following immediate consequence of Theorem 4, by letting t → ∞.
Corollary 2: Under Assumption 2, the sequence {A(t)} is ergodic:
E. Periodically Jointly-Strongly Connected Graphs
We consider the case when Assumptions 2(a) and (d) are relaxed by assuming that the union of graphs G t over some regular time-intervals contains a weakly spanning tree and the left-product of matrices over such intervals has an absolute probability sequence uniformly bounded away from zero. Specifically, we assume the following modification of Assumption 2.
Assumption 3: Let {G t } be a graph sequence and {A(t)} be a matrix sequence such that: a) There exists an integer B ≥ 1 such that the union of graphs ∪
sB+B−1 t=sB
G t contains a weakly spanning tree T s for all s ≥ 0. Each A(t) is a stochastic matrix that is compliant the graph G t , i.e., A ij (t) > 0 whenever (j, i) ∈ E t for all t ≥ 0. b) (Aperiodicity) The diagonal entries of each A(t) are positive, A ii (t) > 0 for all t, and i ∈ [m].
c) (Partial Uniform Positivity)
There is a scalar β > 0 such that A ii (t) ≥ β and A ij (t) ≥ β for all (j, i) ∈ E t and for all t ≥ 0.
d) The matrix sequence {Q(s)}, where Q(s) = A(sB + B − 1) · · · A(sB)
has an absolute probability sequence {μ(s)} that is uniformly bounded away from zero, i.e., there is δ ∈ (0, 1) such that μ i (s) ≥ δ for all i and s ≥ 0. Next we define the sequence {π(t)} as follows:
for an s ≥ 0. Since the matrices A(t) are stochastic, the products A(sB + B − 1) · · · A(t) are also stochastic matrices. Each μ(sB + B) is a stochastic vector, and so is the vector π(t) in (16) . Therefore, the sequence {π(t)} is an absolute probability sequence for {A(t)} since
A(t) = π (t + 1)A(t).
By Assumption 3(a), the graph induced by the positive entries in Q(s) contains a weakly spanning tree T s for all s ≥ 0. 
Since each A(t) is a stochastic matrix with positive diagonal entries, so is each Q(s). From the definition of Q(s) and
where β > 0 and δ > 0 are as in Assumptions 3(c) and 3(d), respectively. For each t ≥ 0, write t = q t B + r t where q t and r t are, respectively, the unique integer quotient and remainder of t divided by B.
Using the definition of r t , and noting that r k − r t ≥ −1, we further obtain
This yields the following result. Corollary 3: Under Assumption 3, for the iterates {x(t)} generated by the weighted-averaging algorithm (1) with any initial vector x(0) ∈ R m , we have for any
where the entries of the vectors π(t) are bounded away from zero uniformly by δβ B . The parameters β > 0 and δ > 0 are as given in Assumptions 3(c) and 3(d), while p * = max t≥0 p * (t) where p * (t) is the diameter of the weakly spanning tree T t of Assumption 3(a).
V. CONSTRAINED CONSENSUS
In this section, we consider consensus problems where the agent states are constrained to given sets. Such constraints are inevitable in a number of applications including motion planning and alignment problems, where each agent's position is limited to a certain region or range [48] . Constrained consensus was first introduced in [27] where a simple discretetime projected constrained consensus algorithm was proposed. The analysis of the algorithm in [27] relies on convergence properties of doubly stochastic matrices. An alternative analysis developed in [49] gets around this limitation and also takes into account transmission delays, but the proofs are intricate and no convergence rate results are established. In [50] , a continuoustime constrained consensus algorithm was proposed using logarithmic barrier functions. In [51] and [52] , discretetime constrained consensus algorithms were presented for a scalar case.
In the sequel, we will follow the algorithm in [27] . Unlike the existing analysis in [27] and [49] , we here adopt dynamic system point of view, as done in the unconstrained consensus problem. This approach would allow us to provide an elegant proof of convergence and characterize the convergence rate.
A. Projected Weighted-Averaging Algorithm
We assume that each agent has a constraint set X i ⊆ R n , which is a convex and closed, and the agents need to agree on a common point c ∈ ∩ m i=1 X i . We will work under the following assumption on the sets X i .
Assumption 4:
The sets X i ⊆ R n are nonempty, closed, and convex, and their intersection is nonempty, i.e., X ∩
The constrained consensus problem is as follows. Constrained Consensus: Assuming that each agent i knows only its set X i , design a distributed algorithm obeying the communication structure given by graph G t at time t and ensuring that, for every set of initial states x i (0) ∈ R n , i ∈ [m], the following limiting behavior emerges: lim t→∞ x i (t) = c for all i ∈ [m] and some c ∈ X.
To solve the constrained consensus problem, we consider the algorithm proposed in [27] , which has the following form. Assuming that each agent starts with some initial vector x i (0) ∈ X i at time t = 0, each agent i updates at times t = 1, 2, . . ., as follows:
is the Euclidean projection on the set X i . We will show that, under Assumption 2 and Assumption 4, the algorithm converges to a consensus point in the intersection set X. However, unlike the results for unconstrained consensus problems, we cannot characterize the consensus point more precisely. We will also prove that, under some further conditions on the sets X i , the convergence rate of the algorithm is linear. The behavior of the algorithm (17) is very similar to that of the basic weighted-averaging algorithm in (1) for the unconstrained consensus. The intuition comes from the following observation: the iterates of the algorithm (17) satisfy
The inner averaging mapping (defined through A(t)) possesses some nice contraction properties under Assumption 2 on the graphs and the matrices A(t). This mapping is followed by a projection mapping, which is nonexpansive, and one would expect that the resulting composite map is also contractive.
The nonexpansiveness and few other properties of the projection map are summarized below. Given a (nonempty) closed convex set Y ⊆ R n , the projection mapping y → P Y [y] is nonexpansive, i.e.,
which is one of the key properties used in the analysis of projection-based approaches. This and other properties of the projection mapping can be found, for example, in [53, vol. 2, 12.1.13 Lemma, p. 1120]. Another useful relation for the projection mapping is given by a variational inequality
The relation in (19) can be obtained by noting that the vector
is the unique solution of the minimization problem min y∈Y y − x 2 and by using the optimality condition for the solution. The formal proof of relation (19) can be found for example in [54, Prop. 2. 2.1(b), p. 55] .
B. Quadratic Lyapunov Comparison Function
Our choice of Lyapunov function is similar to the Lyapunov comparison function (5) for the weighted-averaging algorithm in the case of an unconstrained consensus (see Section IV-B). The similarity is in the use of an adjoint sequence {π(t)} associated with the matrix sequence {A(t)} [cf. (2)]; however, there is a slight difference in the choice of the centering term ν x in (5). Initially, we will work with an arbitrary centering term in order to develop some generic relations. Specifically, we consider the function of the following form:
When the vectors y are constrained so that y ∈ X, the function V has an important decrease property. To establish that property we use the following result. Lemma 5: Let v ∈ R m be a given vector and let φ ∈ R m be a given stochastic vector. Then, we have for any s ∈ R
Proof: We note that φ 1 = 1 since φ is stochastic vector. Thus, we have
Therefore, by taking the square we obtain
Using the identity ab
, which is valid for any a, b ∈ R, we can further write
where the last equality is obtained by using φ 1 = 1. Using Lemma 5, we have the following decrease property for the function V(t, y) for y ∈ X.
Theorem 5: Let Assumption 2 and Assumption 4 hold. Then, along the sequences {x i (t)}, i ∈ [m], produced by the algorithm (17) we have for any initial vectors x i (0) ∈ X i , for t ≥ 0 and y ∈ X
where the constants β >0 and δ >0 are from Assumptions 2(c) and 2(d), respectively, while p * = max t≥0 p * (t) with p * (t) being the diameter of the weakly spanning tree T t from Assumption 2(a).
Proof: From the definition of w i (t + 1) in (17), using the fact that the matrix A(t) is stochastic and applying Lemma 5 (where φ = A i: (t)), we see that the following relation is valid for each coordinate index κ ∈ [n] of the vector w i (t + 1):
Let c ∈ R n be an arbitrary vector. Then, by letting s = c κ in the preceding relation and by summing over all coordinate indices κ ∈ [n], we obtain the following relation: for any c ∈ R n , for all i ∈ [m] and all t ≥ 0
By multiplying with π i (t + 1) and then summing over all i, we have for any c ∈ R n and all t ≥ 0
where the decrement D(t) is given by: for all t ≥ 0
Now, we consider the x-iterates. By the definition of x i (t+1) in (17), we have x i (t + 1) = P X i [w i (t + 1)]. Thus, by the nonexpansiveness property of the projection map x → P X i [x] [see (18) ], we obtain for all i, all t ≥ 0, and all y ∈ X (note X ⊆ X i for all i):
Therefore, by multiplying with π i (t + 1) and then summing over all i, and using the definition of V, we see that
Letting c = y in (21) and combining the resulting relation with inequality (23), we obtain
Exchanging the order of summations yields
where in the last equality we use π j (t) = (25) from below. We note that the decrement D(t) defined in (22) is a vector analog of the decrement D(t) in Lemma 3. In particular, by defining the decrement D κ (t) for each coordinate sequence of x i (t), it can be seen that
where for each coordinate κ ∈ [n] and for all t ≥ 0
Observe that the bound of Lemma 3 is valid for each of the decrements D κ (t), i.e., for all κ ∈ [n] and t ≥ 0
By using p * (t) ≤ p * and by summing the resulting inequalities over κ ∈ [n], from relations (26) and (27) we obtain
By noting that
we arrive at the following bound:
which when combined with (25) yields the result. Theorem 5 provides the key relation that we use to establish the convergence of the projection-based consensus algorithm, as seen in the next section.
C. Convergence and Convergence Rate Results
We first show that the algorithm correctly solves the constrained consensus problem. Then, we investigate the rate of convergence of the algorithm in general case and some special instances.
1) Convergence:
The following result proves that the iterates of the algorithm converge to a common point in the set X. Proof: We use Theorem 5, where we let τ and T be arbitrary times with T > τ ≥ 0. By summing the relations given in Theorem 5 over t = τ, . . . , T − 1, we obtain for all y ∈ X and all T > τ ≥ 0
Based on relation (28), we first show that each sequence {x i (t)} is bounded. By the definition of V(t, y), from (28) it follows that for all y ∈ X and T > τ ≥ 0:
Letting τ = 0 and dropping the nonnegative terms in (29), we find that for all y ∈ X and all T > 0
By letting y ∈ X be arbitrary but fixed and using the fact that the adjoint sequence {π(t)} is uniformly bonded away from zero [cf. Assumption 2(d)], we conclude that each sequence {x i (t)} is bounded, i.e., there is a scalar ρ > 0 such that
where ρ depends on π(0), the initial points x i (0), i ∈ [m], the parameter δ and the chosen point y ∈ X. Thus, every sequence {x i (t)} has accumulation points. We next show that all the accumulation points of these sequences coincide, i.e.,
This follows from (29) , where by letting τ = 0 and using nonnegativity of V(T, y) we find that for all T > 0:
Therefore, by letting T → ∞ we conclude that the sequences {x j (t)} have the same accumulation points (i.e., (30) is valid). Since each sequence {x i (t)} lies in the set X i and each set X i is closed, it follows the accumulation points of each {x i (t)} lie in the set X i . Furthermore, since the accumulation points are the same for all of the sequences {x i (t)}, i ∈ [m], the accumulation points must be in the intersection of the sets X i , i.e., the set X. Finally, we show that the sequences {x j (t)} can have only one accumulation point, thus showing that they converge to a common point in the set X. To prove this, we argue by contraposition. Suppose that there are two accumulation points for the sequences {x i (t)}, i ∈ [m]. Let {t s } and {τ s } be the time sequences along which the iterates {x i (t)} converge, respectively, to two distinct points, sayx ∈ X andx ∈ X, withx =x
Without loss of generality let us assume that t s > τ s for all s ≥ 1 (for otherwise we can construct such subsequences from {t s } and {τ s }). In relation (29), we let T = t s and τ = τ s for any s ≥ 1, and thus, obtain (by omitting the nonnegative terms)
Letting y =x and recalling that the adjoint sequence {π(t)} is bounded away from 0, we see that
where in the last inequality we use 0 ≤ π j (t) ≤ 1 for all j and t. By relation (31) it follows that δ m i=1 x −x 2 ≤ 0, thus implyingx =x, which is a contradiction. Hence, the sequences {x i (t)}, i ∈ [m], must be convergent.
Theorem 6 extends the result of Proposition 2 in [27] in the sense that it does not make use of doubly stochastic matrices, which was a requirement in [27] . On the other hand, Proposition 2 in [27] is more general as it handles the graphs that are not instantaneously connected, but rather connected over time intervals. We will consider this joint connectivity as a consequence of the results developed in the next section.
2) Convergence Rate: Our convergence rate results are obtained for sets X i that satisfy a certain regularity condition which relates the distances from a given point to the sets X with the distance from the point to the intersection set
In our analysis, we need an upper bound on dist(x, X) in terms of the distances dist(x, X i ), i ∈ [m]. A related generic question is: when the distances of a given point y to a collection of closed convex sets {Y i , i ∈ I } can be related to the distance of y from the intersection set Y = ∩ i∈I Y i = ∅? This question has been studied in the optimization literature within the terminology of error bounds or metric regularity. In this literature, loosely speaking, the question is when the distance dist(y, Y ) is bounded from above by a constant factor of the maximum distance max i∈I dist(y, Y i ). In general, the index set I can be infinite, but we restrict our attention to finite index sets only.
We will use the following definition of set regularity. Definition 2: Let Z ⊆ R n be a nonempty set. We say that a (finite) collection of closed convex sets {Y i , i ∈ I } is regular (in Euclidian norm) with respect to the set Z, if there is a constant r ≥ 1 such that
We refer to the scalar r as a regularity constant. When the preceding relation holds with Z = R n , we say that the sets {Y i , i ∈ I } are uniformly regular.
In view of relation (32) , the regularity constant r must satisfy r ≥ 1. Note that the regularity constant r in Definition 2 depends on the set Z. It also depends on the choice of the metric and the geometry of the sets {Y i , i ∈ I }. In general, it is hard to compute r, but our algorithm does not require the knowledge of such a constant. Our convergence rate result captures the dependence on r.
By Theorem 6, the iterate sequences {x i (t)}, i ∈ [m], are contained a ball B(0, ρ) centered at the origin with a radius ρ. We will assume that the sets X are regular with respect to the ball B(0, ρ). Later in Section V-C3 we discuss some sufficient conditions for this regularity assumption to hold. Under such a regularity assumption, we show a result that is critical in the subsequent convergence rate analysis. 
Proof:
be arbitrary. Consider estimating x − P X [u] as follows:
{dist(x , X j )} + x − u where the first inequality uses the triangle inequality for the norm. The second inequality uses the fact x − P X [x ] = dist(x , X) and the set regularity assumption for the first term (i.e., dist(y, X) ≤ r max i dist(y, X i ) for all y ∈ Z and the fact x ∈ Z), while the second term is estimated by using the nonexpansiveness property of the projection map [see (18) ]. By the definition of the projection, we have dist(x , X j ) = min
where the inequality follows by x j ∈ X j for all j. Thus
Consider now the term x − u . By the definition of u, this vector is a convex combination of points
, since φ is a stochastic vector. Thus, by the convexity of the Euclidean norm, it follows that:
x −x i .
By substituting the preceding estimate in relation (33), we ob- x − x j and the desired relation follows after dividing by r + 1. With Lemma 6 in place, we investigate the rate of decrease of the Lyapunov comparison function V(t, y), as given in (20) . We have the following result.
Theorem 7: Let Assumption 2 and Assumption 4 hold. Assume further that the sets {X i , i ∈ [m]} are regular, with a regularity constant r ≥ 1, with respect to a ball B(0, ρ) which contains all the iterates {x i (t)} generated by the algorithm (17) . Consider the following vectors: where the scalars δ, β ∈ (0, 1) and the integer p * ≥ 1 are the same as in Theorem 5.
Proof: In Theorem 5 we let y = v(t) with v(t) ∈ X and we use the definition of u(t). Then, we have for all t ≥ 0 V (t + 1, v(t)) ≤ V (t, v(t))) − δβ x j (t) − x (t) 2 .
Next, we consider the term V (t + 1, v(t)). We have
By expanding the squared-norm terms, we obtain V (t + 1, v(t)) ≥ 
+ 2 (u(t + 1) − v(t + 1)) (v(t + 1) − v(t))
Since v(t + 1) is the projection of u(t + 1) on the set X and since v(t) ∈ X, it further follows that:
(u(t + 1) − v(t + 1)) (v(t + 1) − v(t)) ≥ 0 [see relation (19) x j (t)−x (t) 2 .
To estimate the term max j, ∈[m] x j (t) − x (t) 2 from below we use Lemma 6 with the following identification: Z = B(0, ρ), x i = x i (t), φ = π(t) and u = u(t), and we note that x i (t) ∈ Z for all i and t. Thus, by Lemma 6 we have max j, ∈ [m] x j (t) − x (t) ≥ 1 r + 1 max p∈ [m] x p (t) − P X [u(t)] .
In our notation, we have v(t) = P X [u(t)] [see (34) ], so by using v(t) and by taking squares in the preceding relation we obtain
x j (t) − x (t) 2 ≥ 1 (r + 1) 2 max p∈ [m] x p (t) − v(t) 2 .
sets X i are polyhedral, the regularity condition of Theorem 8 holds.
Set X With Nonempty Interior: The regularity condition also holds when the interior of the intersection set X is nonempty. The proof uses some ideas from [56] (see the proof of Lemma 5 there). However, in this case, the set regularity property is not global.
Proposition 2: Let Assumption 4 hold, and assume that the set X = ∩ j∈ [m] X j has a nonempty interior, i.e., there is a vectorx ∈ X and a scalar θ > 0 such that {z ∈ R n | z −x ≤ θ} ⊆ X. Let Y ⊆ R n be a bounded set. Then, we have dist(x, X) ≤ r max j∈ [m] {dist(x, X j )} for all x ∈ Y with r = (1/θ) max y∈Y y −x . Proof: Let x ∈ R n be arbitrary. Define = max j∈[m] {dist 2 (x, X j )} and consider the vector y = ( /( + θ))x + (θ/( + θ))x. We show that y ∈ X. To see this note that we can write for each j ∈ [m]
The vector z =x + (θ/ )(x − P X j [x]) satisfies
where the last equality follows by the definition of and dist(x, X j ) = x − P X j [x] . Thus, sincex is an interior point of X, it follows that z ∈ X ⊆ X i for all i ∈ [m]. Since the vector y is a convex combination of z ∈ X j and P X j [x] ∈ X j , by the convexity of the set X j , it follows that y ∈ X j . Therefore, for each j, the vector y can be written as a convex combination of two points in X j , implying that y ∈ X j for all j ∈ [m]. Consequently, we have y ∈ X, so that dist(x, X) ≤ x − y = ( /( + θ)) x −x ≤ ( /θ) x −x . Using the definition of , we obtain dist(x, X) ≤ (1/θ) x −x max j∈ [m] {dist(x, X j )}, which is valid for any x ∈ R n . By using x −x ≤ max x∈Y x −x , we arrive at dist(x, X) ≤ ((1/θ) max y∈Y y −x ) max j∈ [m] {dist(x, X j )} for all x ∈ Y .
VI. CONCLUSION
We have investigated the properties of the weightedaveraging dynamic for consensus problem using time-varying quadratic Lyapunov functions. We have established new convergence rate results related to the diameters of weakly spanning trees contained in the given graphs. For constrained consensus, we established exponential convergence rate assuming some regularity conditions on the constraint sets. We have also provided results for the cases where the underlying graphs are not necessarily weakly connected at every instant, but rather periodically jointly-weakly connected over regular time intervals.
To extend the results of this paper to more general high-order consensus processes is one of our future directions. It seems challenging to construct a quadratic Lyapunov comparison function, which has the desired contraction property, for highorder consensus processes. The techniques in [57] might be helpful toward this end.
