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Аннотация. Доказывается неравенство Гарнака для неотрицатель-
ных решений эллиптического уравнения вида
−∆pu+
n∑
i=1
hi(x)
∣∣∣∂u
∂x
∣∣∣p−2 ∂u
∂xi
+ g(x) |u|p−2u = 0,
где hi(x), g(x) принадлежат Като классу.
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1. Введение
Работа посвящена доказательству неравенства Гарнака для обще-
го квазилинейного эллиптического уравнения дивергентного вида
n∑
i,j=1
d
dxi
ai
(
x, u,
∂u
∂x
)
= a0
(
x, u,
∂u
∂x
)
, x ∈ B1 ⊂ Rn. (1.1)
Неравенство Гарнака хорошо известно для неотрицательных ре-
шений уравнения (1.1) при определенных условиях на коэффициенты
уравнения ([8, 7]). В частности, для модельного уравнения
−∆pu+
n∑
i=1
hi(x)
∣∣∣∂u
∂x
∣∣∣p−2 ∂u
∂xi
+ g(x) |u|p−2u = 0 (1.2)
в [8, 7] предполагается, что
|hi(x)|p, g(x) ∈ L
n
p−δ (B1). (1.3)
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Целью данной работы является неравенства Гарнака при более
слабых условиях на коэффициенты, которые в случае модельного
уравнения (1.2) формулируются следующим образом
lim
R→0
sup
x∈B1
R∫
0
{
1
rn−p
∫
Br(x)∩B1
[|hi(z)|p + |g(z)|] dz} 1p−1 dr
r
= 0,
i = 1, . . . , n. (1.4)
Отметим, что при p = 2 условие (1.4) эквивалентно известному
условию Като (см. [1, 3]). Для линейных уравнений (p = 2) вида
(1.2) с hi(x) ≡ 0 неравенство Гарнака доказано в [1] вероятностным
методом и в [3] с использованием функции Грина.
Для модельного нелинейного уравнения вида (1.2) p 6= 2 при
hi(x) ≡ 0 и функции g(x), удовлетворяющей условию (1.4), неравен-
ство Гарнака доказано в [2].
Доказательство неравенства Гарнака в данной статье основано
на получении априорных оценок решения сверху и снизу. При этом
используются пробные функции, подставляемые в интегральное тож-
дество, близкие к использованным в [5].
2. Формулировка предположений и основных
результатов
Рассмотрим неотрицательные решения уравнения
n∑
i=1
d
dxi
ai
(
x, u,
∂u
∂x
)
= a0
(
x, u,
∂u
∂x
)
, x ∈ B1 = {|x| < 1}. (2.1)
Предполагаем, что функции ai(x, u, ξ), i = 0, . . . , n, x ∈ B1, u ∈
R1, ξ ∈ Rn удовлетворяют условию Каратеодори и выполнены нера-
венства
n∑
i=1
ai(x, u, ξ) ξi ≥ ν1|ξ|p − g1(x)|u|p − f1(x), 1 < p < n, (2.2)
|ai(x, u, ξ)| ≤ ν2|ξ|p−1 + g2(x)|u|p−1 + f2(x), i = 1, . . . , n, (2.3)
|a0(x, u, ξ)| ≤ h(x)|ξ|p−1 + g3(x)|u|p−1 + f3(x) (2.4)
с неотрицательными функциями fi(x), gi(x), h(x). Доопределим эти
функции на Rn, полагая равными нулю вне B1.
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Для формулировки условий на функции h(x), gi(x), fi(x), i =
1, 2, 3 введем в рассмотрение классы Kp, K˜p, обобщающие для p 6= 2
известный Като класс.
Говорим, что неотрицательная функция g(x) ∈ L1(B1) принадле-
жит Kp, если
sup
x∈B1
1∫
0
{
1
rn−p
∫
Br(x)
g(z)dz
} 1
p−1 dr
r
<∞. (2.5)
Говорим также, что неотрицательная функция g(x) ∈ L1(B1) при-
надлежит K˜p, если
sup
x∈B1
1∫
0
{
1
rn−p
∫
Br(x)
g(z)dz
} 1
p dr
r
<∞. (2.6)
Отметим легко проверяемое вложение K˜p ⊂ Kp.
В дальнейшем предполагаем, что
g1(x), f1(x), g
p
p−1
2 (x), f
p
p−1
2 (x) ∈ K˜p, (2.7)
hp(x), g3(x), f3(x) ∈ Kp. (2.8)
Под решением уравнения (2.1) понимаем функцию u(x)∈W 1p,loc(B1),
удовлетворяющую условию∫
B1
[
g3(x)|u|p−1 + g
p
p−1
2 (x)|u|p
]
ψ(x)dx <∞
и тождеству
∫
B1
[ n∑
i=1
ai
(
x, u,
∂u
∂x
) ∂ϕ
∂xi
+ a0
(
x, u,
∂u
∂x
)
ϕ
]
dx = 0 (2.9)
для любой ограниченной функции ϕ(x) ∈ W 1p (B1) с носителем в B1
и любой функции ψ(x) ∈ C∞0 (B1).
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Для формулировки результатов введем обозначения
f(R) = sup
x0∈B1
sup
x∈BR(x0)
{ R∫
0
{
1
rn−p
∫
Br(x)
[f1(z) + f
p
p−1
2 (z)] dz
} 1
p dr
r
+
+
[ R∫
0
{
1
rn−p
∫
Br(x)
[f1(z) + f
p
p−1
2 (z)] dz
} 1
p−1 dr
r
] p−1
p
+
+
R∫
0
{
1
rn−p
∫
Br(x)
f3(z) dz
} 1
p−1 dr
r
}
, (2.10)
g(R) = sup
x0∈B1
sup
x∈BR(x0)
{ R∫
0
{
1
rn−p
∫
Br(x)
[g1(z) + g
p
p−1
2 (z)] dz
} 1
p dr
r
+
+
R∫
0
{
1
rn−p
∫
Br(x)
g3(z) dz
} 1
p−1 dr
r
}
, (2.11)
h(R) = sup
x0∈B1
sup
x∈BR(x0)
R∫
0
{
1
rn−p
∫
Br(x)
hp(z) dz
} 1
p−1 dr
r
. (2.12)
Теорема 2.1. Пусть u(x) — неотрицательное решение уравнения
(2.1). Предположим, что выполнены неравенства (2.2)–(2.4) и усло-
вия (2.7), (2.8).
Пусть ν3 — такая постоянная, что
f(R) + g(R) + h(R) ≤ ν3 при 0 < R < 1
4
. (2.13)
Тогда для любого q ∈ (0, n(p−1)n−p ) существуют постоянные K1, τ0(q),
зависящие лишь от n, p, ν1, ν2, ν3, q такие, что выполнена оценка∫
BR(x0)
[u(x) + α f(R)]q dx ≤ K1Rn inf
BR
2
(x0)
[u(x) + α f(R)]q (2.14)
и для любой точки x0 ∈ B1, как только B4R(x0) ⊂ B1,
g(R) + h(R) ≤ τ0(q), α ≥ τ−10 (q). (2.15)
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При доказательстве теоремы 2.1 будем использовать
Лемма 2.1. Для любого ε > 0 существуют R0 = R0(ε) < 1 и τ(ε),
зависящие лишь от n, p, ε, такие, что из неравенства
sup
x∈B1(0)
R0∫
0
{
1
rn−p
∫
Br(x)
H(z) dz
} 1
p−1 dr
r
≤ τ(ε) (2.16)
следует оценка∫
BR(x0)
H(x) |ϕ(x)|p dx ≤ ε
∫
BR(x0)
∣∣∣∣∂ϕ(x)∂x
∣∣∣∣p dx (2.17)
для любой функции ϕ(x) ∈
◦
W 1p (BR(x0)), если R ≤ R0, B4R0(x0) ⊂
B1(0).
Доказательство леммы аналогично доказательству леммы в [2].
Теорема 2.2. Пусть u(x) — неотрицательное решение уравнения
(2.1). Предположим, что выполнены неравенства (2.2)–(2.4) и усло-
вия (2.7), (2.8). Тогда существуют положительные постоянные K2,
τ∗, зависящие лишь от n, p, ν1, ν2, ν3, такие, что для R, α, удов-
летворяющих неравенству
g(R) + h(R) ≤ τ∗, α ≥ τ−1∗ (2.18)
выполнена оценка
max
x∈BR(x0)
[u(x) + α f(R)] ≤ K2 min
x∈BR(x0)
[u(x) + α f(R)] (2.19)
для любой точки x0 ∈ B1, такой, что B4R(x0) ⊂ B1.
3. Доказательство теоремы 2.1
Пусть x0 — некоторая точка из B1(0), R <
1−|x0|
4 и зафиксируем
x1 ∈ BR
2
(x0). Определим функцию ξ(x), равную единице в B r
2
(x1),
нулю вне Br(x1), ξ(x) ∈ C∞0 (Br(x1)), r ≤ R, | ∂ξ∂x | ≤ 4r .
Определим также при положительных α, l, δ
v(x) = [u(x) + α f(R)]−1, α > 0, L = Br(x0) ∩ {v(x) > l},
λ =
(p− 1)(n− 1)
p(n− p+ 1) , k = p+
(p2 − 1)(1 + λ)
p− 1− λ . (3.1)
В дальнейшем через Ci будем обозначать положительные постоян-
ные, зависящие лишь от n, p, ν1, ν2, ν3.
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Лемма 3.1. Пусть выполнены все условия (2.2)–(2.4). Тогда справед-
лива оценка
∫
L
{ v(x)∫
l
(
1+
s− l
δ
)−1−λ
ds+v(x)
(
1+
v(x)− l
δ
)−1−λ}∣∣∣∂v
∂x
∣∣∣pξk(x) dx ≤
≤ C1δpr−p
∫
L
v(x)
(
1 +
v(x)− l
δ
)(1+λ)(p−1)
ξk−p(x) dx+
+ C1
∫
L
vp(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
dsH1(x)ξ
k(x) dx+
+ C1
∫
L
vp+1(x)
(
1 +
v(x)− l
δ
)−1−λ
H2(x)ξ
k(x) dx, (3.2)
где
H1(x) = g1(x) + g3(x) + h
p(x)+
+ f1(x)f
−p(R)α−p + f3(x) f
1−p(R)α1−p, (3.3)
H2(x) = g1(x) + g
p
p−1
2 (x) + [f1(x) + f
p
p−1
2 (x)] f
−p(R)α−p. (3.4)
Доказательство. Подставим в интегральное тождество (2.9) фун-
кцию
ϕ(x) = v2p−1(x)
[ v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds
]
+
ξk(x), k > 0.
Используя неравенства (2.2)–(2.4), получаем
∫
L
v2p(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds
∣∣∣∣∂u∂x
∣∣∣∣p ξk(x) dx+
+
∫
L
v2p+1(x)
(
1 +
v(x)− l
δ
)−1−λ ∣∣∣∣∂u∂x
∣∣∣∣p ξk(x) dx ≤ C2 5∑
j=1
Ij , (3.5)
где
I1 =
∫
L
v2p(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds [g1(x)u
p(x) + f1(x)] ξ
k(x) dx,
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I2 =
∫
L
v2p+1(x)
(
1 +
v(x)− l
δ
)−1−λ
[g1(x)u
p(x) + f1(x)] ξ
k(x) dx,
I3 =
1
r
∫
L
v2p−1(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds
[∣∣∣∂u
∂x
∣∣∣p−1+
+ g2(x)u
p−1(x) + f2(x)
]
ξk−1(x) dx,
I4 =
∫
L
h(x) v2p−1(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds
∣∣∣∣∂u∂x
∣∣∣∣p−1 ξk(x) dx,
I5 =
∫
L
v2p−1(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds[g3(x)u
p−1(x) + f3(x)] ξ
k(x) dx.
Далее будем использовать легко проверяемое неравенство
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds ≤ C3 δ. (3.6)
Используя определение функции v(x), неравенства Юнга и (3.6),
имеем
I1 ≤
∫
L
vp(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds[g1(x) + f1(x)f
−p(R)α−p] dx,
(3.7)
I2 ≤ C4
∫
L
vp+1(x)
[
1 +
v(x)− l
δ
]−1−λ
[g1(x) + f1(x)f
−p(R)α−p] dx,
(3.8)
C2I3 ≤ 1
4
∫
L
v2p+1(x)
(
1 +
v(x)− l
δ
)−1−λ ∣∣∣∣∂u∂x
∣∣∣∣p ξk(x) dx+
+ C4
δp
rp
∫
L
v(x)
(
1 +
v(x)− l
δ
)(1+λ)(p−1)
ξk−p(x) dx+
+ C4
∫
L
vp+1(x)
[
1 +
v(x)− l
δ
]−1−λ[
g
p
p−1
2 (x) + f
p
p−1
2 (x)f
−p(R)α−p
]
dx,
(3.9)
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C2I4 ≤ 1
4
∫
L
v2p(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds
∣∣∣∣∂u∂x
∣∣∣∣p ξk(x) dx+
+ C4
∫
L
vp(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds hp(x) ξk(x) dx, (3.10)
I5 ≤ C4
∫
L
vp(x)
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds [g3(x) + f3(x)f
1−p(R)α1−p] dx.
(3.11)
Теперь оценка (3.2) является непосредственным следствием нера-
венств (3.5), (3.7)–(3.11).
Обозначим
Φ(x) =
1
δ
[ v(x)∫
l
s
1
p
(
1 +
s− l
δ
)− 1
p
−λ
p
ds
]
+
. (3.12)
Лемма 3.2. Пусть выполнены условия (2.2)–(2.4), (2.7), (2.8). Тогда
существует число θ1 ∈ (0, 1), зависящее лишь от n, p, ν1, ν2, ν3,
такое, что для α, R, удовлетворяющих неравенству
g(R) + h(R) < θ1, α > θ
−1
1 (3.13)
справедлива оценка∫
L
∣∣∣∣∂Φ(x)∂x
∣∣∣∣p ξk(x) dx ≤
≤ C5 r−p
∫
L
v(x)
(
1 +
v(x)− l
δ
)(1+λ)(p−1)
ξk−p(x) dx+
+ C5 l
p δ1−p
∫
L
H1(x) ξ
k(x) dx+ C5 l
p+1 δ−p
∫
L
H2(x) ξ
k(x) dx. (3.14)
Доказательство. Используя неравенства (3.2), (3.6) и определение
функции Φ(x), заключаем, что для доказательства леммы достаточно
получить следующие оценки
2p−1C1I8 ≤ 1
4
I6 + C6I7, 2
pC1I9 ≤ 1
4
I6 + C6I7, (3.15)
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где
I6 =
∫
L
{ v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds+
+ v(x)
(
1 +
v(x)− l
δ
)−1−λ}∣∣∣∂v
∂x
∣∣∣pξk(x) dx,
I7 = δ
pr−p
∫
L
v(x)
(
1 +
v(x)− l
δ
)(1+λ)(p−1)
ξk−p(x) dx,
I8 =
∫
L
(v(x)− l)p
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
dsH1(x)ξ
k(x) dx,
I9 =
∫
L
(v(x)− l)p+1
(
1 +
v(x)− l
δ
)−1−λ
H2(x)ξ
k(x) dx.
Покажем, что второе неравенство в (3.15) следует из леммы 2.1.
Условие (2.16) для функции H2 следует из (3.13) при достаточно ма-
лом θ1, так как
R∫
0
{
1
rn−p
∫
Br(x)
H2(z) dz
} 1
p−1 dr
r
≤ C6 [g(R) + α−
p
p−1 ]. (3.16)
Поэтому при C6 [g(R) + α
− p
p−1 ] ≤ τ(ε) имеем
I9 ≤ ε
∫
Br(x0)
∣∣∣∣ ∂∂x
{
(v(x)− l) p+1p
(
1 +
v(x)− l
δ
)− 1+λ
p
ξ
k
p (x)
}∣∣∣∣p dx
и дальше, оценивая последний интеграл, приходим к неравенству
(3.15) для I9 при соответствующем выборе ε.
Для доказательства первого неравенства в (3.15) введем в рас-
смотрение вспомогательную функцию w(x) как решение задачи
−∆pw = H1(x), w(x) ∈
◦
W 1p (BR(x0)), (3.17)
где ∆p — p-лапласиан. Условия (2.7), (2.8) обеспечивают включение
H1(x) ∈ [
◦
W 1p (BR)(x0)]
∗, так что существование w(x) следует немед-
ленно из теории монотонных отображений. Для w(x) справедлива
оценка
|w(x)| ≤ C7
[
g(R) + h(R) + α
− p
p−1 + α−1
]
, (3.18)
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следующая из [5].
Используя определение решения задачи (3.17), имеем
I8=
n∑
i=1
∫
L
∣∣∣∂w
∂x
∣∣∣p−2 ∂w
∂xi
∂
∂xi
{
(v(x)−l)p
v(x)∫
l
(
1+
s− l
δ
)−1−λ
ds ξk(x)
}
dx.
(3.19)
Вычисляя производную фигурной скобки и применяя неравенство
Юнга, переходим к оценке
2p−1C1 I8 ≤ 1
8
I6 + C8(I7 + I10), (3.20)
где
I10 =
∫
L
(v(x)− l)p
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds
∣∣∣∂w
∂x
∣∣∣pξk(x) dx.
Снова используя интегральное тождество для решения задачи
(3.16), получаем
I10 =
∫
L
w(x) (v − l)p
v(x)∫
l
(
1 +
s− l
δ
)−1−λ
dsH1(x)ξ
k(x)dx−
−
n∑
i=1
∫
L
∣∣∣∂w
∂x
∣∣∣p−2 ∂w
∂xi
w
∂
∂xi
{
(v−l)p
v(x)∫
l
(
1+
s− l
δ
)−1−λ
ds ξk(x)
}
dx.
Оценивая последний интеграл аналогично оценке правой части
(3.18), приходим к следующему неравенству
I10 ≤ C9 max {|w(x)|
∣∣x ∈ BR(x0)} · [I8 + I6 + I7 + I10]. (3.21)
Используя оценку (3.18), можем выбрать столь малым число θ1,
чтобы неравенства (3.13), (3.20), (3.21) обеспечивали выполнение пер-
вой оценки в (3.15). Тем самым закончено доказательство леммы 3.2.
Введем в рассмотрение последовательностиRj=R 2−j , j=0, 1, . . .,
ξj(x) = 1 в Bj+1 = BRj+1(x1),
ξj(x) = 0 вне Bj , 0 ≤ ξj(x) ≤ 1,
ξj(x) ∈ C∞0 (Bj).
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Пусть l0 = 0 и определим для любого j ≥ 1
κ =
1
Rnj
∫
Lj
v(x)
lj+1
(
v(x)− lj
lj+1 − lj
)(1+λ)(p−1)
ξk−pj (x) dx, (3.22)
Lj = Bj∩{v(x) > lj}, κ – некоторое достаточно малое число, которое
мы определим позже. Равенство (3.22) определяет lj+1, если lj нам
известно. Задав l0, мы тем самым определим последовательность {lj}.
Положим также
δj = lj+1 − lj , Φj(x) =
[ v(x)∫
lj
s
1
p
(
1 +
s− lj
δj
)− 1
p
−λ
p
ds
]
+
.
Лемма 3.3. Пусть выполнены условия теоремы (2.2)–(2.4), (2.7),
(2.8) и неравенство (3.13). Тогда существует κ, зависящее лишь от
n, p, ν1, ν2, ν3, такое, что для любого j ≥ 1 справедлива оценка
δj ≤ 1
2
δj−1 + C10
{
Rp−nj l
p−1
j
∫
Bj
H1(x) ξj(x) dx
} 1
p−1
+
+ C10
{
Rp−nj l
p
j
∫
Bj
H2(x) ξj(x) dx
} 1
p
. (3.23)
Доказательство. Предположим, что δj ≥ 12 δj−1, в противном случае
мы получим (3.23) немедленно.
Представим Lj в виде
Lj = L
′
j ∪ L′′j , L′j =
{
v(x)− lj
δj
≤ ε
}
∩ Lj , L′′j = Lj \ L′j ,
где ε ∈ (0, 1) и будет выбрано в дальнейшем. Имеем
1
Rnj
∫
L′j
v(x)
(
v(x)− lj
δj
)(1+λ)(p−1)
ξk−pj (x) dx ≤
≤ 2
n
Rnj−1
ε(1+λ)(p−1)
∫
Lj−1∩{v>lj}
v(x) ξk−pj (x) dx ≤
≤ 2
n
Rnj−1
ε(1+λ)(p−1)
∫
Lj−1
v(x)
(
v(x)− lj−1
δj−1
)(1+λ)(p−1)
ξk−pj−1 (x) dx ≤
≤ 2n ε(1+λ)(p−1) κ lj . (3.24)
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Далее воспользуемся просто проверяемым неравенством
Φ(x) ≥ C11(ε) v
1
p (x)
(v(x)− l
δ
)1− 1+λ
p
(3.25)
при v(x)− l ≥ δε с постоянной C11(ε), зависящей от известных пара-
метров и ε.
Используя теорему вложения, получаем в силу выбора λ
1
Rnj
∫
L′′j
v(x)
(
v(x)− lj
δj
)(1+λ)(p−1)
ξk−pj (x) dx ≤
≤ C12(ε) l
− pλ
p−1−λ
j R
−n
j
∫
Lj
[Φj(x)]
p
(1+λ)(p−1)
p−1−λ ξk−pj (x) dx ≤
≤ C13(ε) l
− pλ
p−1−λ
j
[
Rp−nj
∫
Lj
∣∣∣∣∂Φj(x)∂x
∣∣∣∣p ξ(k−p) p−1−λ(p−1)(1+λ)j dx+
+R−nj
∫
Lj
Φpj (x) ξ
(k−p) p−1−λ
(p−1)(1+λ)−p
j dx
] (1+λ)(p−1)
p−1−λ
. (3.26)
Используя лемму 3.2, получим из (3.26)
R−nj
∫
L′′j
v(x)
(
v(x)− lj
δj
)(1+λ)(p−1)
ξk−pj (x) ≤
≤ C14(ε) l
− pλ
p−1−λ
j
[
R−nj
∫
Lj
v(x)
(
1 +
v(x)− lj
δj
)(1+λ)(p−1)
ξj(x) dx+
+Rp−nj δ
1−p
j l
p
j
∫
Bj
H1(x) ξj(x) dx+
+Rp−nj δ
−p
j l
p+1
j
∫
Bj
H2(x) ξj(x) dx
] (1+λ)(p−1)
p−1−λ
, (3.27)
так как k удовлетворяет условию (k − p) p−1−λ(p−1)(1+λ) = p+ 1.
Здесь также была использована непосредственно проверяемая
оценка
Φj(x) ≤ C15 v
1
p (x)
(
1 +
v(x)− lj
δj
) (1+λ)(p−1)
p
при x ∈ Lj . (3.28)
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Аналогично (3.24) в силу неравенства δj ≥ 12 δj−1 имеем
R−nj
∫
Lj
v(x)
(
1 +
v(x)− lj
δj
)(1+λ)(p−1)
ξj(x) dx ≤
≤ 2nR−nj−1
∫
Lj−1∩{v>lj}
v(x)
(
3
v(x)− lj−1
δj−1
)(1+λ)(p−1)
ξk−pj−1 (x) dx ≤
≤ 2n 3(1+λ)(p−1) κ lj . (3.29)
Используя равенство (3.12) и оценки (3.24), (3.27), (3.29), получа-
ем
κ ≤ 2n ε(1+λ)(p−1) κ+ C16(ε)κ
(1+λ)(p−1)
p−1−λ +
+C16 (ε)
{
δ−pj l
−1
j R
p−n
j
∫
Bj
[δj l
p
j H1(x)+ l
p+1
j H2(x)] ξj(x) dx
} (1+λ)(p−1)
p−1−λ
.
(3.30)
Выбирая сначала ε, а затем κ, так, чтобы выполнялись равенства
2n ε(1+λ)(p−1) =
1
4
, C16(ε)κ
λp
p−1−λ =
1
4
,
получаем из (3.30), что выполнено хотя бы одно из неравенств
δ1−pj l
p−1
j R
p−n
j
∫
Bj
H1(x) ξj(x) dx ≥ 1
2
[ κ
4C16(ε)
] p−1−λ
(1+λ)(p−1)
,
δ−pj l
p
j R
p−n
j
∫
Bj
H2(x) ξj(x) dx ≥ 1
2
[ κ
4C16(ε)
] p−1−λ
(1+λ)(p−1)
.
Отсюда следует, что δj удовлетворяет неравенству (3.23), что и за-
канчивает доказательство леммы 3.2.
Лемма 3.4. Пусть выполнены условия (2.2)–(2.4), (2.7), (2.8). Тогда
существует θ2 ∈ (0, θ1), зависящее лишь от n, p, ν1, ν2 , ν3, такое,
что при g(R) + h(R) < θ2, α > θ−12 справедлива оценка
max
BR(x0)
v(x) ≤ C17
{
R−n
∫
B2R(x0)
vpλ−1−λ(x) dx
} 1
pλ−1−λ
. (3.31)
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Доказательство. Просуммируем (3.23) по j = 1, 2, . . . , J . Используя
неравенство (3.16) и аналогичную оценку для H1, получаем
lJ+1 ≤ δ0 + C18 [g(R) + h(R) + α−
p
p−1 ] lJ . (3.32)
Выбирая θ2 ∈ (0, θ1) так, чтобы
C18 (θ2 + θ
− p
p−1
2 ) <
1
2
, (3.33)
и x1 так, чтобы v(x1) = max
BR(x0)
v(x), получим (3.31) из (3.32) и опре-
деления последовательности lj , j = 0, 1, 2, . . . .
Лемма 3.5. Пусть выполнены условия (2.2)–(2.4), (2.7), (2.8) и
пусть ξ(x) — срезывающая функция, определенная в начале раздела.
Тогда для любого K > p существуют положительные постоянные
τ(K), C19(K), зависящие только от известных параметров и K,
такие, что при 0 < s ≤ K, p ≤ k ≤ K выполнено неравенство∫
Br(x1)
vs+1(x)
∣∣∣∣∂u∂x
∣∣∣∣p ξk(x) dx ≤ C19 (K) r−p ∫
Br(x1)
vs+1−p(x) ξk−p(x) dx,
(3.34)
как только g(R) + h(R) ≤ τ(K), α ≥ τ−1(K), r ≤ R.
Доказательство. Подставим в интегральное тождество (2.9) функ-
цию
ϕ(x) = vs(x) ξk(x)
и получим∫
Br(x1)
vs+1(x)
∣∣∣∣∂u∂x
∣∣∣∣p ξk(x) dx ≤
≤ C20(K) r−p
∫
Br(x1)
vs+1−p(x) ξk−p(x) dx+
+ C20(K)
∫
Br(x1)
vs+1−p(x) (H1(x) +H2(x)) ξ
k(x) dx, (3.35)
где H1(x), H2(x) определены в (3.3), (3.4).
При s = p− 1, k = p в силу условий (2.7), (2.8), получим из (3.35)
неравенство ∫
Br(x1)
∣∣∣∣ ∂∂x ln v(x)
∣∣∣∣p dx ≤ C21 rn−p, (3.36)
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которое обеспечивает возможность применения леммы Йона-Нирен-
берга для функции ln v(x).
При любом s > p− 1, в силу леммы 2.1 получим
C20(K)
∫
Br(x1)
vs+1−p(x) (H1(x) +H2(x)) ξ
k(x) dx ≤
≤ 1
2
{ ∫
Br(x1)
vs+1(x)
∣∣∣∣∂u∂x
∣∣∣∣p ξk(x) dx+
+ r−p
∫
Br(x1)
vs+1−p(x) ξk−p(x) dx
}
,
если τ(K) достаточно мало. Отсюда и из (3.35) получим (3.34).
Теперь из лемм 3.4, 3.5, используя лемму Йона-Ниренберга и ко-
нечное число итераций мозеровского типа, получим теорему 2.1.
4. Доказательство теоремы 2.2
Пусть α, l, δ, λ, k, ξ(x) те же числа и функция, что и при доказа-
тельствн леммы 1. Обозначим
u¯(x) = u(x) + α f(R), E = Br(x0) ∩ {u¯(x) > l}.
Лемма 4.1. Предположим, что выполнены условия (2.2)–(2.4). Тог-
да справедлива оценка
∫
E
{ u¯(x)∫
l
(
1+
s− l
δ
)−1−λ
ds+u¯(x)
(
1+
u¯(x)− l
δ
)−1−λ}∣∣∣∂u¯
∂x
∣∣∣pξk(x) dx ≤
≤ C22
(δ
r
)p ∫
E
u¯(x)
(
1 +
u¯(x)− l
δ
)(1+λ)(p−1)
ξk−p(x) dx+
+ C22
∫
E
u¯p(x)
u¯(x)∫
l
(
1 +
s− l
δ
)−1−λ
dsH1(x) ξ
k(x) dx+
+ C22
∫
E
u¯p+1(x)
(
1 +
u¯(x)− l
δ
)−1−λ
H2(x) ξ
k(x) dx (4.1)
с функциями H1(x)<H2(x), определенными равенствами (3.3), (3.4).
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Для доказательства достаточно подставить в интегральное тож-
дество (2.9) функцию
ϕ(x) = u¯(x)
[ u¯(x)∫
l
(
1 +
s− l
δ
)−1−λ
ds
]
+
· ξk(x)
и оценить возникающие интегралы аналогично доказательству лем-
мы 3.1.
Заметим, что неравенство (4.1) получается из (3.2) заменой v(x), L
на u¯(x), E соответственно. Заметим также то, что при доказательстве
лемм 3.2–3.4 использовалось для функции v(x) только неравенство
(3.2) и не использовалось конкретное представление этой функции.
Следовательно, аналоги лемм 3.2–3.4 справедливы и для функции
u¯(x), и мы получаем следующее утверждение.
Лемма 4.2. Предположим, что выполнены условия (2.2)–(2.4), (2.7),
(2.8). Тогда при R,α, удовлетворяющих условию леммы 3.4, справед-
лива оценка
max
BR(x0)
u¯(x) ≤ C23
{
R−n
∫
B2R(x0)
u¯pλ−1−λ(x) dx
} 1
pλ−1−λ
. (4.2)
Теперь оценка (2.19) является непосредственным следствием не-
равенств (2.14), (4.2), так как 0 < pλ−1−λ < n(p−1)n−p . Этим закончено
доказательство теоремы 4.2.
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