A common problem encountered in steel companies is that of allocating the surplus slabs to customer orders so as to minimize the total cost of production and inventory. Due to many unpredictable events arising in practical manufacture environment, slab yields and customer demands are full of uncertainties. This paper focuses on such uncertainties and studies the stochastic version of the slab allocation problem that has received little attention in the literature. Using a scenario-based approach, we formulate the problem as a mixed integer linear programming (MILP) model. To make the MILP model more concision, we reformulate it with less variables and constraints by using a scenarios aggregation approach. The commercial optimization software such as IBM ILOG CPLEX can solve the model to optimality for small and medium scale instances, but fail to solve large scale instances to optimality. Thus, a scatter search algorithm with directed local search based on follow-up technique is proposed to solve the problem approximately. Moreover, we introduce a random perturbation strategy to avoid search process being tapped in local optimum. Computational results on randomly generated instances show that the proposed algorithm is effective.
Introduction
Steel production is a multi-stage manufacturing process consisting of a variety of processes as shown in Fig. 1 . Slabs are important intermediate products which are produced from continuous casting stage and are reheated and rolled into hot coils in the hot rolling stage. Hot coils may be delivered to customers, or be further rolled into cold coils in the next cold rolling stage. Generally, the steel industry uses make-to-order production strategy which is a demand driven production approach where a product is scheduled and produced in response to a confirmed order received for it from a final customer. Under make-to-order production strategy, each intermediate product such as slab and hot coil should be incident with a customer order in the plan. However, as Tang et al. 1) pointed out, the slabs actually coming out from the continuous casting stage may not perfectly match with their customer orders due to the several reasons. The first reason is that surplus slabs are inevitable created for some orders to achieve the capacity requirements of the steel making furnace which must process fixed tons of molten steel at one time. The surplus slab created in the planning level is not incident with any customer orders, and we call it planned open order slab. The second reason is that the slabs are below the quality level required for the orders that they were being produced for. For example, slabs produced at the boundary of two ladles of molten steel with different steel grades may contain hybrid grades. Such hybrid-grade slabs may not satisfy the required quality levels of the original orders. The third reason is that some orders are cancelled after the slabs for them have been produced. The slabs created by the latter two reasons will be disconnected with the original orders in the planning level, and also be regarded as open order slabs.
Recall that the steel industry uses make-to-order production strategy in the whole production process, the open order slabs cannot be rolled before they have been matched with customer orders, and hence they will be stored in the slab yard before hot rolling stage. On the one hand, holding a great deal of open order slabs in the slab yard will increase the inventory holding cost. On the other hand, delayed allo-© 2014 ISIJ cating the open order slabs to customer orders will prolong the production cycle of products, and as a result, slowing down the fund flow. Thus, a common problem encountered in steel companies is that of allocating the surplus slabs to customer orders so as to minimize the total cost of production and inventory. We call this problem the slab allocation problem (SAP).
Because of its importance to steel companies, there have been several related studies in the area of the SAP. Kalagnanam et al. 2) studied a matching problem involving grouping orders together and assigning each order group to a surplus slab subject to a set of matching constraints. Later, Kalagnanam et al. 3) elaborated on the same problem and formulated it as a bicriteria multiple knapsack problem with color constraint. They proposed a network-flow based heuristics to obtain near optimal solutions. Balakrishnan and Geunes 4) studied a problem of assigning orders to slabs in stock by considering the flexibility in sizes of ordered products. They developed a composite solution method that combines model enhancement using strong valid inequalities, Lagrangian relaxation, and heuristic approaches. Dawande et al. 5 ) studied a slab design problem which is solved by a heuristics. Their problem is similar to the matching problem of Kalagnanam et al. 3) except that the former focuses on designing slabs to be produced to match the incoming orders. Forrest et al. 6) proposed a column generation algorithm for the multiple knapsack problem with color constraint which is abstracted from matching slabs to orders in steel production. Yanagisawa 7) studied the material allocation problem and applied a local search algorithm that includes rich moves, such as ejection chain method. Tang et al. 1) considered a problem which involves reallocating all slabs to customer orders to improve the utilization of slabs and the level of customer satisfaction, and proposed a tabu search algorithm.
All of the above problems studied consider matching the slabs in stock to the existing customer orders at the current planning period, and hence they are deterministic optimization problems. Solving the deterministic optimization problem to optimality can only guarantee that we get the optimal matching relation between slabs and orders in the current planning period. However, optimal matching relation for each individual period is not equivalent to the optimality for the whole planning periods. Thus, more cost benefits can be gained if we consider a relative long planning horizon. In practical, we know the open order slabs in stock at the current planning period. However, output of open order slabs in the following planning periods is full of uncertainty. For example, unqualified intermediate products such as degraded slabs are often produced because some unexpected perturbations lead to failure steel temperature. Sometimes the random machine breakdown is also an important factor to the uncertain output of open order slabs. Because of the fluctuations of the market environment, customer order cancellation is also uncertain, which also results in the uncertainty in output of parts of the open order slabs. The uncertainty of orders on steel products may be caused by lots of factors such as modification of production plan in downstream stages, the random arrival and cancellation of customer orders, fluctuations in the steel product prices, iron ore prices, government policies, protectionism, etc. All of the above description shows that the output of open order slabs and customer orders can hardly be forecasted accurately. Under such situation, the decisions on matching open order slabs with customer orders need to consider stochastic information caused by the above factors.
The motivation of this paper is to investigate the stochastic version of the slab allocation problem (abbreviated as SSAP) in which the information about output of surplus slabs and customer orders are both uncertain. So far as we know, no published paper has focused on the SSAP. Although Tang et al. 8) have studied a stochastic production planning problem in steel industry, our problem is distinguished with their problem is several aspects. First, the main decision of our problem is to allocate open order slabs to customer orders, whereas their problem considers planning steel products on a heat furnace. Second, the output of open order slabs and customer orders are both stochastic in our problem, whereas only customer demands are stochastic in their problem. Finally, they use Lagrangian relaxation based algorithm to solve their problem, whereas we propose a scatter search algorithm as mentioned later.
To solve the SSAP, the first difficulty arises from the modeling the uncertainties. The tradition approach to model the uncertainties is to express each uncertain parameter as a random variable with its distribution function. However, due to the lack of enough information, obtaining the exact distribution function is very difficult. Even if the exact distribution is obtained, it is hard to solve the resulted stochastic optimization problem. Another common used approach to model uncertainties is the scenario-based approach. In this approach, the possibilities that may arise throughout the planning horizon are discretized as a finite number of scenarios. For each scenario, it is assigned a weight to reflect the probability of its realization. This approach has been sufficiently used to solve many stochastic optimization problems, such as the stochastic production planning problem, 8) the stochastic unit commitment problem, 9) the stochastic technology choosing and capacity planning problem, 10) among others. Inspired by the ideas in these papers, we adopt the scenario-based approach to model the uncertainties in output of open order slabs and customer orders for our problem. Based on the scenario-based approach, we formulate our problem as a mixed integer linear programming (MILP) model where the key decision is to assign open orders to customer orders through the completed planning periods according to different scenarios. To make the MILP model more concision, we reformulate it with less variables and constraints by using the scenarios aggregation approach. The commercial optimization software such as IBM ILOG CPLEX can solve MILP model to optimality for the small and medium scale instances, but failed to solve large scale instances to optimality. Thus, a scatter search algorithm with directed local search based on follow-up technique is proposed to solve the problem approximately. Moreover, we introduce a random perturbation strategy to avoid search process being tapped in local optima. Compared with IBM ILOG CPLEX, the proposed algorithm can get the optimal solution using acceptable CPU time for the small and medium scale instances. For the large scale instances, the proposed algorithm can obtain near-optimal solutions, while IBM ILOG CPLEX is often out of memory without any feasible solution. The computational results demonstrate the efficiency and robustness of our proposed method.
The remainder of the paper is organized as follows. In the next section, the MILP model is formulated for the problem after the scenario-based approach for modeling the uncertainties is discussed in detail. A solution method based on the scatter search is proposed and the details of the method are presented in Section 3. The computational experiments are reported in Section 4. Conclusion is drawn in Section 5.
Problem Description and Model
The problem we studied in this paper is a multi-period stochastic optimization problem. The planning horizon consists of multiple time periods represented by T = {1, 2, …, |T|}. The first period represents the next date of current time, and the last period |T| defines the date of the planning horizon. The open order slabs are categorized into a set of |I| types according to their steel grades and dimensions. For easy presentation, we call each type of open order slabs i∈I as slab i hereafter. The set of customer orders is denoted as J. The inventory amount of each slab type at current time (i.e. time period 0) is known in advance. However, the output of each slab type in each following time period t ∈T is uncertain. Meanwhile, the demand of each order in the following |T| time periods is also uncertain. We need to make the decisions on each time period to allocate open order slabs to customer orders such that the objectives pursued by the steel company are optimized. The first objective is to minimize the matching cost represented by the matching degree between slabs and customer orders. The factors influencing the matching degree include the similarities between the attributions of slabs and specifications of customer orders in terms of width, thickness, length, weight, steel grade, and so on. The second objective is to minimize the inventory holding cost. Holding a great deal of open order slabs in the slab yard will increase the inventory holding cost, and hence the best way to decrease inventory holding cost is to allocate open order slabs to orders as soon as possible. After slabs being allocated to some orders, they need to be rolled into coils in hot rolling stage. The hot rolling machine often uses batch production mode which means slabs with same type are often consecutively rolled in a turn. Setup operation between two turns results in productivity loss and a setup cost to repair the used rollers. Hence, minimizing the setup cost which is measured by the number of slab types allocated in each time period is the third objective. The last objective is to minimize the penalty cost due to unfilled part of customer orders. The reduction of unfilled part of customer orders improves on-time delivery and thus increases the level of customer satisfaction.
The above mentioned four objectives may conflict each other. For example, allocating more slabs to orders may decrease the inventory holding cost, but it may increase the matching cost because some slabs are allocated to orders whose required steel grades are inconsistent with steel grades slabs having. Thus, the trade-offs between multiple objectives should be considered. In this study, we take a scalar method to transform multiple objectives into one scalar objective by weighted linear aggregation. We note that weights of different objectives are carefully configured through interactive consulting with expert human planners in the steel industry.
Modeling the Stochastic Information
We model uncertainties using a large number of scenarios, each of which represents a single set of values for all of the random coefficients over the entire planning periods T. Let S represent the set of scenarios that is a reasonable representation of the uncertain future. In our problem, the possible occurred cases of the output of open order slabs and customer orders are represented by scenarios. In general, the scenarios can be seen as a tree structure and a scenario is represented as a path from root node to a terminal node. We define as the output of slab i∈I in period t∈T in scenario s∈S, and as the customer order quantity of order j∈J in period t∈T in scenario s∈S. Figure 2 shows a simple example of scenario tree for stochastic slab yields and customer orders. It includes one slab and two customer orders. In this scenario tree, there are two periods and two scenarios. In the first period, the information is certain, and two scenarios share the same path and , , . Scenarios sharing the same path before and in period t are indistinguishable, because of the invisibility and non-anticipatively feature in the subsequent periods. For a given period, a scenario bundle is a set of indistinguishable scenarios in this period. 11) In period t, two scenarios, s and r, belong to the same bundle if and only if and hold for each τ, i and j. Obviously, each scenario belongs to only one bundle in a period. Let N(t, s) denote the scenarios bundle including scenario s in period t. Then in Fig. 2 ,
The decisions made for the scenarios in the same bundle are same. This requirement is reflected by the indistinguishability constraints in the model. For each scenario, there is a weight to reflect the realization probability. Assume the probabilities of all the scenarios are equal and the sum is 1 for easily. According to the above description, we can formulate the problem as a mixed integer linear programming model using the scenario-based approach.
The MILP Model
Some parameters are given in subsection 2.1 and additional parameters are defined as follows:
Ps: the probability that scenario s∈S occurs. : the matching cost between slab i∈I and order j∈J. : unit inventory holding cost for slab i∈I in period t∈T. : setup cost for slab i∈I in period t∈T. : unit penalty cost for the lack of order j∈J in period t∈T. U max : the capacity of inventory for the slab yard. : initial inventory amount of slab i∈I. : the minimum amount of slabs allowed to be produced in period t∈T. : the maximum amount of slabs allowed to be produced in period t∈T. mij: a 0-1 variable indicating whether slab i∈I can be assigned to order j∈J or not. N(t, s): the set of scenarios that have the same branch as scenario s∈S in period t∈T in the scenario tree. M: a very large positive number. The decision variables are defined as follows.
: the amount of slab i∈I assigned to order j∈J in period t∈T in scenario s∈S. : inventory of slab i∈I at the end of period t∈T in scenario s∈S. : a binary variable indicating whether slab i∈I is assigned to any orders in period t∈T in scenario s∈S. Let q1, q2, q3, q4∈ [0, 1] be the weights of four terms of a scalar objective such that q1+q2+q3+q4=1. Using the above defined parameters and variables, the problem can be formulated as the following mixed integer linear programming model (MILP). The objective function (1) minimizes the expected costs consisting of four parts which represent the total matching cost, the total inventory holding cost, the total setup cost and the total penalty cost for the lack of demand. Constraints (2) represent the inventory balance constraint. Constraints (3) restrict the order demand. Constraints (4) denote the production capacity constraint. Constraints (5) represent the inventory capacity constraint. Constraints (6) define the consistency between x and z variables. Constraints (7) force the possible matching relation. Constraints (8) (9) (10) indicate the indistinguishability constraints on scenarios in the same bundle. Constraints (11) (12) define the value ranges of the variables.
Reformulate the MILP Model
From the above MILP model, we can observe that each indistinguishability constraints (8-10) couple different periods and scenarios. If we combine the scenarios bundle N(t, s) to a node k, the two-dimensional index (t, s) will become one-dimensional index k. And the indistinguishability constraints (8) (9) (10) in the MILP model can be removed. Therefore, using the scenarios aggregation approach, the model size can be decreased.
In scenarios aggregation procedure, the notation is also undergoing corresponding change. Here K indicates the set of efficient nodes in the scenario tree, in which k is an efficient node. While k -denotes the parent node of node k and k + denotes the child node of node k. Pk is the probability that node k exists (in the last period, Pk=Ps), . Assume the probabilities of all the scenarios are equal and the sum is 1. For example, in Fig. 3 , there are four scenarios, and let Ps=0.25 for each s∈S. For the leaf nodes, Pk=0.25, k=4, …, 7; for the root node, P1=1; and for other middle nodes, P2=P4+P5=0.5, and P3=P6+P7=0.5.
The MILP model can be reformulated as follows, denoted as RMILP:
... (13) ..... (14) . . . , , ,
, , ,
3. An example of scenario tree structure with three periods in planning horizon. , whereas the number of z ik variables is equal to |I|*|K| with |K|=2 |T| −1. Therefore, compared with MILP, the reduction of z variables is |I|*((|T|−2)*2 (|T|−1) +1). We have made pilot tests to compare the solution performances of two models by using the IBM ILOG CPLEX to solve them respectively. Computational results demonstrate that the RMILP model is always superior to the MILP model in terms of CPU time. Hence, we adopt the RMILP model in the solution method.
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We note that IBM ILOG CPLEX can solve the RMILP model to optimality for the small and medium scale instances, but fail to solve large instances to optimality. Thus, we recur to artificial intelligence based meta-heuristics to solve the large instances approximately.
Solution Methodology
Scatter search (SS) is a meta-heuristic algorithm based on population in the area of evolutionary computation. It is first proposed by Glover, 12) and a scatter search template 13) has been introduced later. Martí et al. 14) present some principles of scatter search. SS first generates an initial population, selects high quality solutions and some dispersion solutions to form reference set. Then it constructs new solutions by combining subsets of solutions creating by subset generation method and updates the reference set iteratively. It uses strategies for search diversification and intensification that make the solution for search scatter in the entire solution space and distinguishes this methodology from other population-based algorithms such as genetic algorithm. SS has been successfully applied in a variety of optimization problems, such as clustering problem, 15) project scheduling problem, 16) vehicle routing problem, 17) flow-shop problem. 18) Moreover, it has also been used to solve the steel industry scheduling and planning problems as reported in Ref. 19 ). Because of its excellent performance, we also employ SS to solve our problem. Before giving the detailed procedure of the algorithm, the features of the RMILP model are analyzed. Once the values of discrete z variables are given in advance, the RMILP is reduced to pure linear programming (LP) which can be solved by the simplex algorithm. Thus, a straightforward strategy is using SS to search the values of z variables and solving the resulted LP by the simplex algorithm. SS is an iterative procedure, and at each iteration a large number of new solutions of z variables are generated. It is time consuming if the resulted LP for each solution of z variables is solved by the simplex algorithm. To overcome this difficulty, we propose a preprocessing approach in which the resulted LP is not solved each time but only solved when the values of z variables are promising to get better neighborhood solution. Moreover, we also introduce a random perturbation strategy to avoid search process being tapped in local optima. Figure 4 illustrates the outline of our scatter search algorithm, and the key components such as generation of initial populations, solution improvement method, reference set generation method, subset generation method, solution combination method, reference set update method, reference set rebuilding method, stopping criterion are detailed in the following subsections.
Generation of Initial Solutions
In our algorithm, decision variable x for RMILP is realcoded as a multi-dimensional vector. So is decision variable y. And using 0-1 code technique, z variable is represented by a two-dimensional vector. Denote x0jk as the total matching amount of order j in node k, so do xi0k and x00k. On the basis of the above coding scheme, we design two heuristic algorithms to generate initial population with PSize solutions so that the solution quality and diversity can be considered.
In each of heuristics for generating the initial solutions, we first decide the value of xijk, based on which the values of yik and zik are calculated. Then, we fix zik and then solve the LP to get the best values of xijk and yik.
When xijk changes with the variation vx, suppose the change only occurs on the order j the change of objective can be represented as follows. where vx max = min{djk, yik}. We propose a Minimum IC Heuristics to generate two solutions with good quality by C1 and C2 and a Random Heuristics to generate PSize−2 different solutions with diversity by C1. That is because the vx max used in C2 is related with yik which is changed by matching, but the Random
, , Heuristics is not processed by k. Sort the slab-order pairs (i, j) belong to the same k by ascending order of the ICijk. Before both Minimum IC Heuristics and Random Heuristics, all of xijk and zik are initialized as 0, and all of yik are calculated by formula (14) .
Minimum IC Heuristics
Step 1: Set k=1 and nk=1. Suppose that the nk-th pair is (i, j);
Step 2: If nk reaches the total number of slab-order pairs in node k, k++ and nk=1; Step 6: Adjust solution. Find orders with lack of demand.
Perform two operations on order j in node k separately as follows. (1) If xijk>0 and xihk>0, decrease xihk, increase xijk, and find another slab b with inventory or satisfying ICbhk<ICbnk (xbnk>0) to order h at the same time ( Fig. 5(a) ). (2) If xijk>0 and ICi,h,kup>ICijk (kup is the parent node of k), decrease xi,h,kup, increase xijk, and find another slab with inventory to order h in node kup ( Fig. 5(b) ). If the objective decreases, update the solution; Step 7: Adjust solution. Find all orders each of which is not assigned with only one slab. Suppose there are two slabs i and b for order j in node k. If xijk< djk and xbjk+ybk≥djk, decrease xijk, increase xbjk (Fig. 5(c) ). If the objective decreases, update the solution.
Random Heuristics
Step 1: Set B is the set of nodes with slab-order pairs;
Step 2: Randomly generate a node k from B;
Step 3: Suppose the first pair of node k is (i, j). If x0jk≥djk, ICijk>0, x00k≥ and x00k≤U max , or x00k+min{yik, djk}> , go to Step 4. Otherwise calculate the available amount of yik, named as ay. If ay>0, set ad=min{ay, djk}, then assign ad to xijk, and update the corresponding variables;
Step 4: Remove the pair (i, j) from node k. If node k has no pairs, remove k from B. If B is not empty, go to Step 2; otherwise terminate the heuristics. In the end, both of the heuristics need call the LP to adjust the values of xijk and yik. For Random Heuristics, if it is solvable, we get a feasible solution. Otherwise restart the heuristics.
Solution Improvement Method
We adopt the local search method based on follow-up technique and a speedup strategy. The key of local search is constructing the neighborhood. Based on the character of the problem and follow-up technique, we design the sub-tree neighborhood based on the changing of zik and ejection path neighborhood based on the changing of xijk. Sub-tree neighborhood starts with changing the state of zik, then recalculates the value of xijk and yik and updates the variables of its child nodes, shown in Fig. 6 . In the end, the change may come into being unitary neighborhood (Fig.  7(a) ), binary neighborhood (Figs. 7(b), 7(c) ), even ternary neighborhood (Fig. 7(d) ), etc. Update Procedure represents the process of the sub-tree neighborhood by changing the state of zik.
Update Procedure
Step 1: Suppose the start node is k, the slab is i;
Step 2: If zik=0, find order j with x0jk<djk and mij=1. Assign slab i to order j. Else if zik=1, release all the assigned slab-order pairs of slab i. Update corresponding variables in node k. not be found. For example, as shown in Fig. 8 , we first increase the value of x337, then the order 3 may exceed, decrease x237. Because of the increase of y27, the available inventory of y23 which is the parent node of y27 increases. So increase x243 and decrease x443. As a result of y43 increasing, y47 increases too. Then increase x467 and decrease x667. The stopping rule is satisfied and an improving path is constructed. In the process of finding an improving path, we update the value of zik at the same time.
A speedup strategy is used to guarantee that only the neighborhoods that maybe improve solution are implemented. To reach this aim, we define the return value of Update Procedure is 0, 1 and 2, denoting respectively variables changing but the objective no improving, the objective improving and variables no changing. We only implement the sub-tree neighborhood with return value 1 and the ejection path neighborhood. We can speed up the local search by limiting the neighborhoods implemented in previous loop. Based on this, we design a directed local search described as follows to improve the solution. The realization of directed local search is by recording the iteration number of the return value of Update Procedure at the previous loop.
Directed Local Search
Step 
Reference Set Generation Method
The reference set consists of a set of high quality and diverse solutions selected from the initial population. First, select b 1 best solutions into the reference set RefSet, then, we iteratively put the farthest solution (maximize the minimum distance to RefSet) into the RefSet, repeating this procedure b2 times. The distance between two solutions is calculated by adding the number of different zik of each solution. Finally, the RefSet includes a quality subset RefSet1 and a diversity subset RefSet2, and has b = b1 + b2 solutions.
Subset Generation Method
This method is mainly used to generate the subsets that are the base of the combination method for creating new solution. There are several classic types of subsets. Here we use 2-element subsets in the reference set. For each loop in SS, not all the solutions in the RefSet update, therefore it is necessary to record information on the combinations performed in order to avoid repetitions of combinations. We also limit the total number of subsets using in the combination method to be not more than a number SubNum. SubNum is the minimum value of the following two values: the number of RefSet (b) and half of all the number of subsets (num/ 2). We select SubNum farthest subsets. In this way, the solution combination method (in the next subsection) can execute quickly.
Solution Combination Method
Based on every subset received from the subset generation method, the combination method generates one or more new solutions. In this paper, we select the following method to generate new solution. It works as follows. If zik in S1 and S2 are same, set the new value as zik. If they are different, random generate a binary number. When the number is zero, select the value of S1, otherwise select the value of S2. Calculate the values of xijk and yik.
Reference Set Update Method
According to update time and update solutions criteria, the update method can be classified into four types: static update and dynamic update, by quality and by quality and diversity. In the static update, the RefSet change after the combination of all subsets. In the dynamic update, the RefSet is update when a new better solution is found. In the quality update, only consider whether the objective of a new solution is better than the worst one of RefSet. In the quality and diversity update, both the objective and the distance are considered. In this article, the static update and quality update are chosen.
When all the new offspring generated by combination method, we compare the objective of the offspring one by one with the worst one in the RefSet. If better, the new offspring is included in the Refset, and the worst solutions in the RefSet are removed.
Reference Set Rebuilding Method
When no new solutions can be added into the RefSet, the algorithm may be trapping into the local optimum. To avoid this, we introduce a RefSet rebuilding method. The procedure is as follows: keep the current optimum solution and remove the rest b−1 solutions from the RefSet. Apply the Random Strategy and the improvement method to generate PSize diverse solutions. According to the reference set generation method, select b−1 diverse solutions into the RefSet. Then, go to the next iteration.
In this part, the Random Strategy only disturbs the solutions in reference set. We don't adopt the Random Heuristics Step 4: Randomly select five slab from A. And disturb the slab from the node w[i0] to its child nodes one by one;
Step 5: If the new solution is not same to the existing solutions, insert it to candidate solution set. If the number is PSize, stop the procedure; Step 6: Go to Step 2 until all the solutions in reference set are disturbed.
Stopping Criterion
We terminate our SS by three methods: (1) the maximum cycle number of scatter search (MaxSS); (2) the maximum number of the best solution not improved (MaxNI); (3) the maximum run time.
Computational Results
In this section, numerical experiments are implemented to test the performance of our proposed algorithm. The algorithm was programmed in Microsoft Visual Studio 2005, and executed on a personal computer with Core (TM)2 Quad Q9550 CPU, 2.83 GHz and 3.25 GB memory. IBM ILOG CPLEX 12.4 is used to solve the small and medium scale problems.
Test Problems
The test problems are generated randomly based on actual production data collected from a large steel company in China. In actual production, the planning horizon usually considers not less than 3 days and one week at most, therefore we set the periods of planning horizon in the experiment as 3, 5 and 7 days. Complete binary tree is adopted as the scenario tree, so the nodes are 7, 31 and 127 separately for 3, 5 and 7 days. We generate five instances for each problem scale. Assume that the numbers of slabs and orders are same, and are set as 10, 30, 50, 80 and 100.
We construct a set of different slabs and orders specifications based on the actual production. And confirm the matching relation and the matching cost between slabs and orders. For different scales instances, we select corresponding number of slabs and orders from the set. The output of open order slabs aik is uniformly from [0, 1 500]. For different nodes, we select 8-15 orders with a bigger demand amount generated randomly from a uniform distribution, U[800, 1 200] when the number of orders is more than 10. For the other orders, generate a random number between 0 and 200, when the number is more than 100, set the order as the number, otherwise as zero. The initial inventory yi0 is uniformly form [200, 400] . For the capacity parameters, they are uniform distribution, U max : U[30 000, 60 000], :
U[1 000, 2 000], : U[12 000, 18 000]. The costs in the model are generated based on the historical experience of planners. In our experiments, the weights of four objective are set as q1=q2=q3=q4=0.25.
Tuning Algorithm Parameters
In the SS framework, there are several parameters to be pre-determined: the size of initial population PSize, the size of reference set b, the number of solutions with better quality b1 and the number of diversity solutions b2. PSize is a very sensitive parameter for SS. If PSize is large, the quality of the initial reference set will be increased with the loss of time. Similarly, b has the same effect on the algorithm. While b1 and b2 play a role in balancing between diversity and quality. To select best parameter setting, we test the our algorithm and the performance on one of the instance 10×7 with different groups of parameters is shown in Table 1 . For each group, we test ten times, and compare the minimize objective, the average objective and the average time. From Table 1 , all of the parameters work well for the minimize objective.
According to the results of pilot tests shown in Table 1 , we set the algorithm parameters as follows by considering the trade-off between the solution quality and the computational time: (1) the size of initial population: PSize=10; (2) the size of reference set: b=5, in which the number of solution with better quality is b1=3 and diversity is b2=2; (3) the maximum cycle number of scatter search (MaxSS) is 100; (4) the maximum cycle number of local search (MaxLS) is 5; (5) the maximum number of the best solution not improved (MaxNI) is 4; (6) the maximum executive time is 1 200 s.
Effectiveness for Our Algorithm with the LP
The follow test results are all from the average of ten times tests. And the evaluation indicators adopt both objective and time. When the decision variables zik are known, it is impossible to solve model by linear programming software for the last instance (Size: 100×127) due to a lack of memory. We test the effectiveness of LP procedure for our algorithm by Random Heuristics. The compare results are shown in Table 2 . Gap(%) presents the gap of objective between heuristics calling the LP before and after. T1(s) and T2(s) especially show the average runtime of the heuristics and the LP based on the heuristics.
From Table 2 , the LP can get the best value of xijk and yik when zik is given. Without LP, the gap of objective is 3.14%. The runtime without LP is smaller than using LP. When call LP in directed local search more times, the time for SS will increase rapidly. To continuously adjust the intermediate solution generated in SS and limit the increasing speed of runtime at the same time, we use LP at reasonable position in local search. Table 3 presents the results of SS with different structures, SS without adjusting of linear programming (SSWLP), SS with normal local search (SSNLS) in which the iteration number of the return value of Update Procedure at the previous loop is not record, but all neighborhoods are executed in each loop and SS without reference set rebuilding method (SSWRSR). In Table 3 , we evaluate the validity of the strategies adopted in our final algorithm by comparing with the solution obtained by complete scatter search. R.Obj and R.Time represent the ratio of objective and the ratio of runtime between the different SS and complete scatter search. The last instance is exception based without LP in whole SS. In general, SSWLP needs the least time to obtain a feasible solution, and the objective is poor for 2.1%. SSNLS can get better solution for only few instances, but requires more runtime. SSWRSR obtains solutions with the R.Obj being 1.002 and R.Time being 0.874. Therefore, we adopt the directed local search to decrease the runtime and use the linear programming and reference set rebuilding method to enhance the quality of solution effectively. For some larger scale instance that can't apply the linear programming, we use the SSWLP to solve the problem.
Performance of our SS Algorithm
The larger scale the instances are, the more difficult CPLEX solves. For the whole model CPLEX only can solve the instances shown in Table 4 . We compare the solutions obtained by scatter search with the lower bound of CPLEX to evaluate the performance of scatter search, and the result is given in Table 4 . When CPLEX obtains the optimal solution within the limit time, our algorithm also obtains the optimal solution in reasonable time for small scale instances and for middle scale instances (the last five scale instances) the near-optimal solutions obtained by our algorithm is close to the lower bound with gap of 2.061% while the gap of CPLEX is 0.011%. For some middle scale instances the runtime of our algorithm is less than CPLEX. The total average runtime of CPLEX is 196.58 s. The total average runtime of our algorithm is 60.09 s.
For the rest instances that can't be solved by CPLEX, the proposed algorithm can always get feasible solutions within acceptable computation time. And the average time is 822 s.
Comparison of Stochastic and Deterministic Models
In this section, we further discuss the performance of stochastic programming model. In real world, only one scenario can occur and be operated. When the uncertain information Let SO be the objective of stochastic programming based on the scenario tree with uncertain information. Thus, the relative error between the objectives of deterministic and stochastic models can be calculated by Eq. (25). The performances for stochastic and deterministic models are compared in Table 5 . For most instances, the DO is less than SO. This indicates that the more precise the information is, the better the objective is. But in actual production, information in the following periods is full of uncertain due to multiple reasons as described in Section 1. However, the average error of stochastic and deterministic models is within 2.14%, which shows the stochastic model is robust. The runtime of the stochastic model is larger than that of the deterministic model. The phenomenon is trivial because the stochastic model is more complicated.
Conclusion
This paper describes a stochastic version of slab allocation problem which decides how to matching open order slabs to customer orders in a multi-period planning horizon in which the output of open order slabs and customer demands can hardly be forecasted accurately. Based on a scenario-based approach, we formulate the problem as a MILP model. To make the MILP model more concision, we reformulate it with less variables and constraints by using the scenarios aggregation approach. To solve the problem, a scatter search algorithm with a set of improvement strategies is proposed. The first improvement is that a directed local search based on follow-up technique is introduced. Based on follow-up technique, we design two types of neighborhoods, sub-tree neighborhood and ejection path neighborhood. We also propose a preprocessing approach to avoid search of non-promising neighborhood such that the calculate speed is improved. Moreover, we introduce a random perturbation strategy to rebuild reference set to avoid search process being tapped in local optima. The proposed algorithm is tested using a large set of instances randomly generated based on actual production data collected from a large steel company in China. The computational results show that the proposed algorithm can get the optimal solution for most of small and medium scale instances by taking IBM ILOG CPLEX as the benchmark algorithm. For the large scale instances, the proposed algorithm outperforms IBM ILOG CPLEX because the latter is often out of memory without any feasible solution while the former can always get feasible solutions within acceptable computation time. The comparison between the proposed algorithm and the standard scatter search algorithm shows the efficiency of the improvement strategies we used. Moreover, the comparison between deterministic and stochastic cases demonstrates the robustness of our stochastic model for slab allocation problem. The future research work is to enhance the flexibility of our algorithm and embed the algorithm into the computer aided planning and scheduling system such that it can be put into practical application. 
