This construction might be seen as an explicit construction of Hrushovski's Cardinality Comparison quantifiers, and For an L-definable subset D of M , there is a finitelyadditive probability measure mD defined on definable sets of M by mD(X) := st |X(Mi) ∩ D(Mi)| |D(Mi)| , which is simply the lifting of the normalized counting measure on the finite sets Mi to the ultraproduct, and can be extended to a probability measure on the σ-algebra generated by the definable subsets in M .
Lemma 1. Let (X, m) be a probability space and fix 0 < ǫ ≤ 1 2 . Let Ai : i < ω be a sequence of measurable subsets of X such that m(Ai) ≥ ǫ for all i < ω.
Then, for every k < ω, there are indices i1 < . . . < i 2 k such that
The proof goes by induction, using inclusion-exclusion in the case k = 1.
Proposition 2. Let M = U Mi be an ultraproduct of finite structures. Let D = ψ(x, a) be a definable subset and suppose φ(x, b) ⊆ D. If φ(x, b) divides over a, then there is a conjugate b ′ ≡a b such that mD(φ(x, b ′ )) = 0.
Proof. Suppose not, then for every b
Using compactness (with the language L + ), we can find an uniform bound N ∈ N such that for every b ′ ≡ a b we have mD(φ(x, b)) ≥ 1 N := ǫ > 0. On the other hand, if φ(x, bi) divides over a, there is (by definition) an a-indiscernible sequence bi : i < ω such that
Put Ai := φ(x, bi). Then we have mD(Ai) ≥ ǫ, and by the previous lemma there are k indices i1 < . . . < i k such that mD(Ai 1 ∩ · · · ∩ Ai k ) ≥ ǫ 3 k > 0, contradicting the inconsistency of the set {φ(x, bi 1 ), . . . , φ(x, bi k )}.
1-dimensional asymptotic classes.
Definition 3 (Macpherson-Steinhorn). Let C be a class of finite L-structures. We say that C is a 1-dimensional asymptotic class if for every formula φ(x, y) there is a constant C > 0 and a finite set E φ ⊆ R >0 such that the following hold:
(1) For every M ∈ C and a ∈ M |y| , either |φ(M, a)| ≤ C or for some µ ∈ E φ we have Macpherson and Steinhorn proved that this is an 1dimensional asymptotic class using a result of Bollobás and Thomason. Moreover, every infinite ultraproduct of graphs in this class is elementarily equivalent to the random graph.
Example 8. Non-example: Finite linear orders. The class of finite linear orders is not a 1-dimensional asymptotic class, because the formula x < a can pick out an initial segment of arbitrary size as a varies.
Macpherson and Steinhorn also studied model-theoretic properties of the infinite ultraproducts of 1-dimensional asymptotic classes, obtaining the following results:
Theorem 9 (Macpherson-Steinhorn).
Let C be a class of finite L-structures.
(1) If every infinite ultraproduct of structures in C is strongly minimal, then C is a 1-dimensional asymptotic class.
(2) If C is an 1-dimensional asymptotic class and M is an infinite ultraproduct of structures in C, then Th(M ) is supersimple of U -rank 1.
Proof. (Sketch) For (1), notice that for every formula φ(x, a) in the ultraproducts of structures in C is finite or cofinite, and when finite there will be a uniform bound C > 0. The set of measures will always be E = {1}, and the definability clause will be φµ=1y = ∃ >C (φ(x, y)).
For (2), notice that if M is an ultraproduct of structures in C with U -rank ≥ 2, then there is a non-algebraic formula φ(x, b) that divides over the empty set. Let m be the counting measure normalized to |M |. Since φ(x, b) is not algebraic, we have by condition (*) that m(φ(x, b)) > 0. The definability clause ensures that
, and so by Proposition 2 we have m(φ(x, b)) = 0, which is a contradiction.
Ordered asymptotic classes
Consider again the class C ord of finite linear orders. As it was discussed before, it cannot be an 1-dimensional asymptotic class as, for instance, their ultraproducts are infinite linear orders and therefore cannot be supersimple. However, the structures involved in C ord are (discrete) o-minimal, which is still a property that provides a lot of information about the definable sets in one variable.
With this idea in mind, I proposed the definition of oasymptotic classes of finite structures, as an adaptation of the definition of 1-dimensional asymptotic classes in the context of totally ordered finite structures.
Definition 10.
[o-asymptotic classes] Let C be a class of finite linearly ordered L-structures, with L ⊇ {<}. We say that C is an o-asymptotic class if for every formula φ(x, y) there is a constant C > 0, an integer k ≥ 1 and a finite set E ⊆ [0, 1] k such that the following hold:
(1) For every M ∈ C and a ∈ M |y| there are elements c0 = min M < c1 < · · · < c k−1 < c k = max M and a tuple µ = (µ1, . . . , µ k ) ∈ E such that:
Remark 11. Basically, for a formula φ(x; a) there is a decomposition of M into k intervals such that, on each interval, we have a uniform control on the size of the definable set φ(M, a).
Example 12. Finite linear orders. By uniform quantifier elimination in the language L ′ = {< , S, S −1 , min, max} one can show that given a formula φ(x; y), it is equivalent in every M ∈ C ord to a finite union of intervals and points, and the number of intervals and points are uniformly bounded for some k = k φ .
For µ = (1, 0, 1, 0), the definability condition is
Example 13. Finite cyclic groups with an order. For every n ≥ 1, consider the structure Zn = (Z/(2n + 1)Z, +, ≺) given by the usual cyclic group, and the order given by
The class Cocyc = {Zn : n ≥ 1} is an o-asymptotic class.
The proof uses the fact that every Zn can be interpreted in the structure (Z, +, <), uniformly in terms of n = max Zn. By Presburger Theorem, every formula φ(x, y) is a boolean combination of gormulas of the form nx = t(y), nx < t(y), Dm(nx + t(y) and a similar decomposition transfers to the structures Zn. The first two kind of formulas provide de decomposition into intervals and points, while the third kind provide non-trivial measures µ = 1 m or µ = 1. After we take care of the intersections [where more measures appear], we are done.
Example 14. Prototypical Non-example. Let L be the language L = {<, P, Q} where P, Q are unary predicates. Consider the finite L-structures Mn given by Mn = ([1, (n − 1) · n 2 ], <, P, Q) where < is the usual order on N and the predicates P and Q are interpreted as follows:
Note in particular that P (Mn), Q(Mn) are predicates whose union is Mn, and whose intersection is given precisely by the maximal and minimal element. We can describe the structure Mn by considering it as the interval [1, (n − 1) · n 2 ] divided into n pieces of size n 2 , and in the k-th piece P takes the first k · n elements (i.e., at least n elements) while Q takes the remaining elements (which are at least n again). The class CP Q = {Mn : n < ω} is not an o-asymptotic class.
The following results can be seen as an analogue of Theorem 9.
Proposition 15. Let C be a class of finite linearly ordered structures. If every infinite ultraproduct of structures in C is o-minimal, then C is an o-asymptotic class. Moreover, the measures will always be tuples in {0, 1} k .
Proof. (Sketch) First, a quantifier elimination result in the language L ′ = {<, S, S −1 , min, max} shows that every formula φ(x, y) is equivalent to a finite union of intervals and points. Moreover, there is a uniform bound r φ for the alternation number of φ(x, a) in every ultraproduct of the class, which provides a uniform bound for the number of intervals and points that will be used in the decomposition. The definability conditions are given by clauses similar to the ones described in the example of finite linear orders.
Definition 16 (inp-rank). An inp-pattern of depth κ for T consists on an array φα(x, aα,i) : i < ω, α < κ and integers kα < ω such that:
The inp-rank of T is the supremum of ordinals κ such that there is an inp-pattern of depth κ in formulas with one variable. We say that a theory T is inp-minimal if T has inp-rank 1.
The notion inp-rank appears to be a generalization of both the dp-rank in NIP theories and the weight in stable theories. The relation finite inp-rank/NTP2 is analogous to the relation strongly NIP/NIP.
Fact 18 (Chernikov). If there is an inp-pattern of depth κ given by formulas φα(x, aα,i) : α < κ, i < ω , we may assume that the sequences Jα = aα,i : i < ω are mutually indiscernible, and that we have 2-inconsistency.
(2) We say that φ(x, b) þ-divides over A if there is a finite tuple c (possibly in M eq ) such that φ(x, b) strongly divides over Ac.
(3) We say that φ(x, b) þ-forks over A it there are formulas ψ1(x, c1), . . . , ψn(x, cn) such that each ψi(x, ci) þ-
ψi(x, ci). Definition 20. (1) We say that q ∈ S(B) is a þ-forking extension of p ∈ S(A) (with A ⊆ B) if q is an extension of p and the type q þ-forks over A. Otherwise, we called it a non-þ-forking extension of p.
(2) We define the U þ -rank (read as U-thorn-rank) to be the foundation rank for þ-forking. Namely, U þ (p(x)) ≥ 0 if and only if p(x) is consistent, U þ (p(x)) ≥ α + 1 if and only if there is a þ-forking extension q(x) of p(x) such that U (q(x)) ≥ α and for a limit ordinal λ, U þ (p(x)) ≥ λ if and only if U þ (p(x)) ≥ α for every α < λ.
Definition 21. A structure M is said to be superrosy of U þ -rank n if there is an 1-type p(x) such that U þ (p(x)) = n, but there is no 1-type q(x) with U þ (q(x)) ≥ n + 1. Equivalently, a maximal þ-dividing chain for 1-types in M has length n.
Fact 22. A structure is superrosy of U þ -rank 1 iff (in models of Th(M )) the only 1-types p(x) that þ-divide over the empty set are algebraic.
The basic properties of þ-forking and superrosy theories were studied by Onshuus. He showed that in o-minimal theories the U þ -rank corresponds to the o-minimal dimension on definable sets. The class of rosy theories is the class of theories for which þ-forking has a nice behavior (for instance, a theory is rosy if and only if the þ-independence satisfies symmetry).
In the presence of a definable order, forking is very different from þ-forking. For example, in the theory T h(Q, <) we have that the formula ϕ(x) := a < x < b divides over the empty set (despite the fact that the the o-minimal dimension of ϕ(M ) is 1), but it does not þ-fork over the empty set.
The following is a map of the dividing lines mentioned so far, with a (non-exhaustive) list of examples: Proof. For this, it is enough to who that there is no nonalgebraic formula φ(x, b) that -divides over the empty set. Assume otherwise. Then there is a tuple of parameters e ∈ M eq and a formula θ(y, e) such that the set
Since φ(x, b) is non-algebraic, we may assume that θ(y, e) |= ∃ >C·ℓ x(φ(x, y) where ℓ is the number of intervals in the decomposition of φ(x, b). According to Definition 10, this implies that if b ′ |= θ(y, e) then φ(x, b ′ ) is not algebraic.
Assume now that b = [bi]i∈I /U. for every i ∈ I, there is a tuple µ i ∈ E φ such that there is a uniform decomposition of φ(Mi, bi) into ℓ intervals with measures µ i . Since E is finite, there is some µ ∈ E such that the measure µ is used in an U-large set of indices. Hence, by the definability clause, M |= ∃z0, . . . , z ℓ (φµ(bi; z0, . . . , z ℓ ), and we may assume that θ(y, e) implies this formula.
Let µ = µj > 0 be the first non-zero coordinate of the
U is a tuple in the ultraproduct realizing θ(y, e), then for U-almost all indices i there are
(Note that the set L(M ) of the elements c b ′ is definable. From there, use ℵ1-saturation in M .) . Now, assume D = (α, β) ⊆ (c bn , d bn ) for n < ω, where bn |= θ(y, e), and consider An = (α, β) ⊆ φ(x, bn). If we consider the counting measure mD, we have µD(An) ≥ In particular, for every i, j < ω both φ(M ; ai) and ψ(M ; bj ) are infinite. As in the previous proof, for each of these sets there are uniform decompositions c i 0 < · · · < c i k φ for φ(M ; ai) with measures µ and d j 0 < · · · < d j k ψ for ψ(M, bj ) with measures v. Let us call fr(ai) := c i r (for r ≤ k φ ) and gs(bj) := c j s (for s ≤ k ψ ). Since the sets are all infinite, we know that µ, ν = 0.
Claim 1: If µr = 0, then for every i, j < ω the intersection φ(M, ai) ∩ ψ(x, bj ) ∩ (fr(ai), fr+1(ai)) is empty. Similarly, if νs = 0, then for every i, j < ω the intersection φ(M, ai) ∩ ψ(x, bj ) ∩ (gs(ai), gs+1(ai)) is empty. Proof of Claim 1: If for some i * , j * < ω we have bj * |= ∃x (ψ(x, z) ∧ φ(x, ai * ) ∧ fr(ai * ) < x < fr+1(ai * )), the same will hold for all j < ω by mutual indiscernibility. Since we have |φ(M, ai) ∩ (fr(ai), fr+1(ai))| ≤ C, this would contradict the 2-inconsistency of {ψ(x, bj ) : j < ω}. Assume now that t, ℓ be minimal such that µt > 0 (for the ai's) and ν ℓ > 0 (for the bj's).
Claim 2: If i1 < i2 < ω, then (ft(ai 1 ), ft+1(ai 1 )) ∩ (ft(ai 2 ), ft+1(ai 2 )) is empty. Proof of Claim 2: Otherwise, by indiscernibility, So, by mutual indiscernibility again, we obtain:
Final comments
• Even though it is expected that the ultraproducts of o-asymptotic classes will not be NIP, I have not found yet any example of an o-asymptotic classes whose ultraproducts have the independence property.
• Proposition 15 is not true if we replace o-minimality by quasi-o-minimality. In fact, all the infinite ultraproducts of structures in the class CP Q are quasi-o-minimal.
• The same strategy used with CP Q can be used to show that the class of finite vector spaces with the lexicographical order and the class of finite trees with the lexicographical order (or the linear order given by the levels) are not o-asymptotic classes.
• If a class of finite structures of the form C = {(Mn, <, R)} (with R a binary relation) satisfies that some ultraproduct (M, R) = U (Mn, R) is elementarily equivalent to the random graph, then C is not an o-asymptotic class.
Conjecture 25. The class Cα = {([0, n], <, fα) : n < ω} where fα is the function fα(x) = ⌊α · x⌋ is an oasymptotic class.
