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Abstract
Given two channels that convey information about the same random variable, we introduce two measures of the
unique information of one channel with respect to the other. The two quantities are based on the notion of generalized
weighted Le Cam deficiencies and differ on whether one channel can approximate the other by a randomization at either
its input or output. We relate the proposed quantities to an existing measure of unique information which we call the
minimum-synergy unique information. We give an operational interpretation of the latter in terms of an upper bound
on the one-way secret key rate and discuss the role of the unique informations in the context of nonnegative mutual
information decompositions into unique, redundant and synergistic components.
Index Terms
Synergy, redundancy, unique information, Le Cam deficiency, degradation preorder, input-degradedness preorder,
Secret key rate.
I. INTRODUCTION
Consider three random variables S, Y , Z with finite alphabets. Suppose that we want to know the value of S, but
we can only observe Y and Z . The mutual information between S and Y can be decomposed into information that Y
has about S that is unknown to Z (we call this the unique or exclusive information of Y w.r.t. Z) and information
that Y has about S that is known to Z (we call this the shared or redundant information).
I(S;Y ) = U˜I(S;Y \Z)︸ ︷︷ ︸
unique Y wrt Z
+ S˜I(S;Y, Z)︸ ︷︷ ︸
shared (redundant)
. (1)
Conditioning on Z annihilates the shared information but creates complementary or synergistic information from the
interaction of Y and Z .
I(S;Y |Z) = U˜I(S;Y \Z)︸ ︷︷ ︸
unique Y wrt Z
+ C˜I(S;Y, Z)︸ ︷︷ ︸
complementary (synergistic)
. (2)
Using the chain rule, the total information that the pair (Y, Z) conveys about S can be decomposed into four terms.
I(S;Y Z) = I(S;Y ) + I(S;Z|Y )
= U˜I(S;Y \Z) + S˜I(S;Y, Z) + U˜I(S;Z\Y ) + C˜I(S;Y, Z), (3)
where U˜I, S˜I , and C˜I are nonnegative functions that depend continuously on the joint distribution of (S, Y, Z).
Nonnegative information decompositions of this form have been considered in [1]–[4].
Any definition of the function U˜I fixes two of the terms in (3) which in turn also determines the other terms by (1)
and (2). This gives rise to the consistency condition:
I(S;Y ) + U˜I(S;Z\Y ) = I(S;Z) + U˜I(S;Y \Z). (4)
One can thus interpret the unique information as either the conditional mutual information without the synergy, or
as the mutual information without the redundancy. The difference of the redundant and synergistic information is
called the coinformation CoI(S;Y ;Z) which is symmetric in its arguments and can be negative: CoI(S;Y ;Z) =
S˜I(S;Y, Z)−C˜I(S;Y, Z) = I(S;Y )−I(S;Y |Z) [5]. Coinformation is a widely used measure in the neurosciences [6],
[7] with negative values being interpreted as synergy [8] and positive values as redundancy [6]. If the interactions
induce redundancy and synergy in equal measure, then the coinformation cannot detect it. Correlational importance,
a nonnegative measure introduced in [7] (see also [9]) to quantify the importance of correlations in neural coding is
similar in spirit to the synergistic information. However, examples are known [10] when it can exceed the total mutual
information.
The notions of synergy, redundancy and unique information also appear implicitly in information-theoretic cryp-
tography [11]–[14]. Consider the source model for secret key agreement between distant Alice and Bob against an
adversary, Eve [12], [15]. Alice, Bob and Eve observe i.i.d. copies of random variables S, Y and Z respectively,
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where (S, Y, Z) ∼ PSY Z . Alice and Bob want to compute a secret key by communicating messages over a noiseless but
insecure (public) channel transparent to Eve such that Eve’s total information (Z and the entire public communication)
about the key is negligibly small. The maximum (asymptotic) rate at which Alice and Bob can compute a key is called
the two-way secret key rate S↔(S;Y |Z ). If Alice is allowed to use the public channel only once and Bob does not
transmit, then the corresponding quantity is called the one-way secret key rate S→(S;Y |Z ).
An instance of a purely synergistic interaction is the XOR distribution: Y and Z are independent binary random
variables and S = Y + Z mod 2. Here I(S;Y Z) = C˜I(S;Y, Z) = 1 bit. Clearly, if Alice can only see S and Bob
Y , then they cannot realize a secret key. However if Alice can also see Z , then she can compute Y which can be used
as a key perfectly secret from Eve since Eve’s variable Z is independent of the key Y .
An instance of a purely redundant interaction is the RDN distribution: S, Y , Z are uniformly distributed binary
random variables with S = Y = Z . Here I(S;Y Z) = S˜I(S;Y, Z) = 1 bit. Alice and Bob cannot share a secret since
Eve knows the exact values of S and Y .
Intuitively, if Bob has some unique information about Alice’s variable S (that is not known to Eve), then there must
be a situation where Bob can exploit this information to his advantage. A distribution combining the XOR and RDN
exemplifies such an advantage.
Example 1 ( [12], [16]). Consider the joint distribution
S
Y (Z) 0 1 2 3
0 1/8 (0) 1/8 (1) . .
1 1/8 (1) 1/8 (0) . .
2 . . 1/4 (2) .
3 . . . 1/4 (3)
where Z’s value is shown in parentheses. For instance, the first entry of the table is read as PSY Z(0, 0, 0) =
1
8 .
Here I(S;Y Z) = 2, S˜I(S;Y, Z) = 1.5 and C˜I(S;Y, Z) = 0.51. If Eve sees 2 or 3, she knows the exact values
of S and Y . When she sees 0 or 1, she can infer that Alice and Bob’s values are in {0, 1}, but in this range, their
observations are independent. Hence, no secret key agreement is possible.
Consider now the modified distribution
S
Y (Z) 0 1 2 3
0 1/8 (0) 1/8 (1) . .
1 1/8 (1) 1/8 (0) . .
2 . . 1/4 (0) .
3 . . . 1/4 (1)
where Eve’s variable Z can only assume binary values. For this distribution, I(S;Y Z) = 2, S˜I(S;Y, Z) = 0.5,
C˜I(S;Y, Z) = 0.5 and U˜I(S;Y \Z) = 1. Now Bob has unique information about Alice’s values w.r.t. Eve (namely,
the ability to distinguish whether Alice sees values in the XOR or the RDN quadrant) which he can use to agree
on 1 bit of secret. The intrinsic information2 I(S;Y ↓Z) := minPZ′|Z I(S;Y |Z
′), a well-known upper bound on the
two-way secret key rate [12] is not tight in this toy example. It evaluates to 1.5 bits.
How can we decide if Y has some unique information about S (that is not known to Z)? Consider the channels κ
and µ with the common input alphabet S in Fig. 1a. If µ reduces to κ by adding a post-channel λ at its output,
then µ may be said to include κ. One can draw the same conclusion for the channels κ¯ and µ¯ with the common output
alphabet S in Fig. 1b, if µ¯ reduces to κ¯ by adding a pre-channel λ¯ at its input. These are special cases of a channel
inclusion preorder first studied by Shannon [18]. In both these situations, one would expect that Y provides no unique
information about S w.r.t. Z . A nonvanishing unique information would then quantify how far is one channel from
being an inclusion or randomization of the other.
Depending on whether such a randomization is applied at the output or the input, two different ways of quantifying
the unique information arise. Utilizing tools from statistical decision theory, [1] defined the function U˜I based on
the idea of approximating one channel from the other by a randomization at the output (see Fig. 1a). [2] defined
the function S˜I as a difference of two Kullback-Leibler divergence terms where one of the terms implicitly uses a
randomization at the input (see Fig. 1b). In both cases, the induced decompositions of the total mutual information are
1We compute the decomposition using a definition of the function U˜I proposed in [1]. An efficient algorithm was recently proposed in [17].
2The intrinsic information violates the consistency condition (4) and cannot be interpreted as unique information in our sense.
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(b)
Fig. 1: (a) Randomization at the output of µ. (b) Randomization at the input of µ¯.
nonnegative and satisfy equations (1)-(3). While quantitative differences between the two decompositions have been
studied earlier (see, e.g., [1, Figure 1]), the aforementioned distinction seems to have largely gone unnoticed in the
literature. Also, as Example 1 seem to suggest, the unique information is an interesting quantity in its own right that
might play a role in bounding the secret key rate. An objective study relating the two quantities is missing.
In this paper, we bridge these little gaps and make the following contributions:
• Given two channels that convey information about the same random variable, we propose two measures of
unique information of one channel w.r.t. the other. They are both based on a generalized version of Le Cam’s
notion of weighted deficiency [19]–[21] of one channel w.r.t. another. Weighted deficiencies measure the cost of
approximating one channel from the other via randomizations. Depending on whether the randomization is applied
at the output or the input, two different notions of weighted deficiency arise. We call the respective quantities the
weighted output and weighted input deficiencies. The new quantities induce nonnegative decompositions of the
mutual information. Interestingly, the decomposition induced by the weighted input deficiency coincides with the
one proposed in [2]. Propositions 8, 13, 17, 21 and 28 are our main results in this part.
• We show that the definition of the unique information proposed in [1] shares some intuitive and basic properties
of the secret key rate [12]. We give an operational interpretation of this quantity in terms of an upper bound on
the one-way secret key rate. Theorem 37 is our main result in this part. As a minor side note, for secret key
agreement against active adversaries, we restate Maurer’s impossibility result [22] in terms of vanishing unique
informations in Theorem 39. Proofs are collected in Appendix V-A.
II. UNIQUE INFORMATIONS AND LE CAM DEFICIENCIES
Suppose that an agent has a finite set of actions A. Each action a ∈ A incurs a bounded loss ℓ(s, a) that depends on
the chosen action a and the state s ∈ S of a finite random variable S. Let πS encode the agents’ uncertainty about the
true state s. Then, the triple (πS ,A, ℓ) is called a decision problem. In the sequel, we assume that πS has full support.
Before choosing her action, the agent is allowed to observe a finite random variable Z through a channel from S to Z
which is a family µ = {µs}s∈S of probability distributions on Z , one for each possible input s ∈ S. Let M(S;Z)
denote the space of all channels from S to Z which is the set of all (row) stochastic matrices [0, 1]S×Z . The goal of
a rational agent is to choose a strategy ρ ∈ M(Z;A) that minimizes her expected loss or risk
R(πS , µ, ρ, ℓ) :=
∑
s∈S
πS(s)
∑
a∈A
ρ ◦ µs(a)ℓ(s, a), (5)
where ρ ◦ µ (read ρ after µ) denotes the composition of the channels ρ and µ. Writing Aµ = {ρ ◦ µ : ρ ∈ M(Z;A)},
the optimal risk when using the channel µ is
R(πS , µ, ℓ) := min
σ∈Aµ
∑
s∈S
πS(s)
∑
a∈A
σs(a)ℓ(s, a). (6)
In this minimum, there always exist deterministic optimal strategies. So it suffices to consider deterministic strategies.
Suppose now that the agent is allowed to observe another finite random variable Y through a second channel κ ∈
M(S;Y) with the same input alphabet S. When will she always prefer Z to Y ? She can rank the variables by comparing
her optimal risks: she will always prefer Z over Y if her optimal risk when using Z is at most that when using Y for
any decision problem. We have the following definition.
Definition 2. Let (S, Y, Z) ∼ P , S ∼ πS and κ ∈ M(S;Y), µ ∈ M(S;Z) be two channels with the same input
alphabet such that PSZ(s, z) = πS(s)µs(z) and PSY (s, y) = πS(s)κs(y). We say that Z is always more informative
about S than Y and write Z ⊒S Y if R(πS , κ, ℓ) ≥ R(πS , µ, ℓ) for any (πS ,A, ℓ).
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She can also rank the variables purely probabilistically: she will always prefer Z over Y if, knowing Z , she can
simulate a single use of Y by randomly sampling a y′ ∈ Y after each observation z ∈ Z .
Definition 3. Write Z ⊒′S Y if there exists a random variable Y
′ such that the pairs (S, Y ) and (S, Y ′) are statistically
indistinguishable, and S − Z − Y ′ is a Markov chain.
The relation Z ⊒′S Y is also called the degradation preorder. Intuitively, Z knows everything that Y knows about S
in both these situations. In a classic result, Blackwell showed the equivalence of these two relations.
Theorem 4. (Blackwell’s Theorem [23], [24]) Z ⊒′S Y ⇐⇒ Z ⊒S Y .
Theorem 4 is a version of the Blackwell’s theorem for random variables. We say µ is Blackwell sufficient for κ and
write µ ⊒S κ if κ = λ ◦ µ for some λ ∈ M(Z;Y). If πS has full support, then µ ⊒S κ ⇐⇒ Z ⊒S Y [24, Theorem
4]. In this setting, we are motivated to make the following definition.
Definition 5. Y has no unique information about S w.r.t. Z :⇐⇒ Z ⊒′S Y .
Definition 5 gives an operational idea when the unique information vanishes [1]. The converse to the Blackwell’s
theorem states that if the relation Z ⊒′S Y (resp., Y ⊒
′
S Z) does not hold, then there exists a loss function and a set
of actions that renders Y (resp., Z) more useful. This statement motivates the following definition [1].
Definition 6. Y has unique information about S w.r.t. Z if there exists a set of actions A and a loss function ℓ(s, a) ∈
R
S×A such that R(πS , κ, ℓ) < R(πS , µ, ℓ).
The relation ⊒′S is a preorder on observed variables. In general, one cannot expect two random variables to be
comparable, i.e., one can always be simulated by a randomization of the other. On the contrary, most random variables
are uncomparable. Lucien Le Cam introduced the notion of deficiencies [19] and considerably augmented the scope
of the Blackwell ordering. Deficiencies measure the cost of approximating one observed variable from the other (and
vice versa) via Markov kernels. Maxim Raginsky [21] introduced a broad class of deficiency-like quantities using the
notion of a generalized divergence between probability distributions that satisfies a data processing inequality. In a
spirit similar to [21] and [20, Section 6.2], when the distribution of the common input to the channels is fixed, one
can define a weighted deficiency.
Definition 7. The weighted output deficiency of µ w.r.t. κ is
δπo (µ, κ) := min
λ∈M(Z;Y)
D(κ‖λ ◦ µ|πS), (7)
where D is the Kullback-Leibler divergence and the subscript o in δπo emphasizes the fact that the randomization is at
the output of the channel µ.
As an immediate consequence, δπo (µ, κ) = 0 if and only if Z ⊒
′
S Y , which captures the intuition that if δ
π
o (µ, κ) is
small, then Z is approximately Blackwell sufficient for Y .
Le Cam’s randomization criterion [19] shows that deficiencies quantify the maximal gap in the optimal risks of
decision problems when using the channel µ rather than κ. The next proposition states that bounding the weighted
output deficiency is sufficient to ensure that the differences in the optimal risks is also bounded for any decision
problem of interest.
Proposition 8. Fix µ ∈ M(S;Z), κ ∈ M(S;Y) and a prior probability distribution πS on S and write ‖ℓ‖∞ =
maxs,a ℓ(s, a). For every ǫ > 0, if δ
π
o (µ, κ) ≤ ǫ, then R(πS , µ, ℓ) − R(πS , κ, ℓ) ≤
√
ǫ ln(2)2 ‖ℓ‖∞ for any set of
actions A and any bounded loss function ℓ.
Another ordering that has been studied recently is the input-degradedness preorder [25] based on whether one channel
can be simulated from the other by randomization at the input.
Definition 9. Let (S, Y, Z) ∼ P , Y ∼ πY , Z ∼ πZ , and let κ¯ ∈ M(Y;S), µ¯ ∈ M(Z;S) be two channels with the same
output alphabet such that PSZ(s, z) = πZ(z)µ¯z(s) and PSY (s, y) = πY (y)κ¯y(s). We say that κ¯ is input-degraded
from µ¯ and write µ¯ S κ¯ if κ¯ = µ¯ ◦ λ¯ for some λ¯ ∈ M(Y;Z).
[25] gave a characterization of input-degradedness that is similar to Blackwell’s theorem. The weighted deficiency
counterpart of Definition 7 is as follows.
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Definition 10. The weighted input deficiency of µ¯ w.r.t. κ¯ is
δπi (µ¯, κ¯) := min
λ¯∈M(Y;Z)
D(κ¯‖µ¯ ◦ λ¯|πY ), (8)
where the subscript i in δπi emphasizes the fact that the randomization is at the input of the channel µ¯.
III. NONNEGATIVE MUTUAL INFORMATION DECOMPOSITIONS
We propose two nonnegative decompositions of the mutual information between the pair (Y, Z) and S based on
Definition 7 and Definition 10 of the weighted output and input deficiencies.
A. Nonnegative decomposition based on weighted output deficiencies
Consider the following functions on the simplex PS×Y×Z .
Definition 11. Let (S, Y, Z) ∼ P .
UIo(S;Y \Z) = max{δ
π
o (µ, κ), δ
π
o (κ, µ) + I(S;Y )− I(S;Z)}, (9a)
UIo(S;Z\Y ) = max{δ
π
o (κ, µ), δ
π
o (µ, κ) + I(S;Z)− I(S;Y )}, (9b)
SIo(S;Y, Z) = min{I(S;Y )− δ
π
o (µ, κ), I(S;Z)− δ
π
o (κ, µ)}, (9c)
CIo(S;Y, Z) = min{I(S;Y |Z)− δ
π
o (µ, κ), I(S;Z|Y )− δ
π
o (κ, µ)}. (9d)
Remark 12. The functions UIo and SIo depend only on the triple (π, κ, µ). The function CIo depends on the full
joint P .
It is easy to check that the functions (9) satisfy the information decomposition equations (1)-(3).
Proposition 13 (Nonnegativity). SIo, UIo and CIo are nonnegative functions.
Lemma 14. UIo(S;Y \Z) vanishes if and only if Y has no unique information about S w.r.t. Z (according to
Definition 5).
B. Nonnegative decomposition based on weighted input deficiencies
Consider the following functions on the simplex PS×Y×Z .
Definition 15. Let (S, Y, Z) ∼ P .
UIi(S;Y \Z) = max{δ
π
i (µ¯, κ¯), δ
π
i (κ¯, µ¯) + I(S;Y )− I(S;Z)}, (10a)
UIi(S;Z\Y ) = max{δ
π
i (κ¯, µ¯), δ
π
i (µ¯, κ¯) + I(S;Z)− I(S;Y )}, (10b)
SIi(S;Y, Z) = min{I(S;Y )− δ
π
i (µ¯, κ¯), I(S;Z)− δ
π
i (κ¯, µ¯)}, (10c)
CIi(S;Y, Z) = min{I(S;Y |Z)− δ
π
i (µ¯, κ¯), I(S;Z|Y )− δ
π
i (κ¯, µ¯)}. (10d)
Remark 16. The functions UIi and SIi depend only on the tuple (πY , πZ , κ¯, µ¯). CIi depends on the full joint P .
It is easy to see that the functions (9) satisfy the information decomposition equations (1)-(3).
Proposition 17 (Nonnegativity). SIi, UIi and CIi are nonnegative functions.
Lemma 18. UIi(S;Y \Z) vanishes if and only if Y has no unique information about S w.r.t. Z (according to
Definition 5).
[2] defined a measure of shared information based on reverse information projections [26] to a convex set of
probability measures.
Definition 19. For C ⊂ PS , let conv(C) denote the convex hull of C. Let
QyցZ(S) ∈ argmin
Q∈conv({µ¯z}z∈Z )⊂PS
D(κ¯y‖Q)
be the reverse I-projection of κ¯y onto the convex hull of the points {µ¯z}z∈Z ∈ PS . Define the projected information
of Y onto Z w.r.t. S as
IS(Y ց Z) := E(s,y)∼κ¯×πY log
QyցZ (s)
κ¯◦πY (s)
, (11)
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and the shared information
SIred(S;Y, Z) := min{IS(Y ց Z), IS(Z ց Y )}. (12)
For an account of some intuitive properties of the function SIred as a measure of shared information, see [2, Section
II.B] and [4].
Proposition 20 states that implicit in the above construction is the weighted input deficiency δπi (µ¯, κ¯).
Proposition 20. IS(Y ց Z) = I(S;Y )− δ
π
i (µ¯, κ¯).
An immediate consequence of Proposition 20 is that the decomposition proposed in [2] and that in Definition 15
are equivalent.
Proposition 21.
SIred = SIi, UIred = UIi, CIred = CIi, (13)
where UIred and CIred are the corresponding unique and complementary informations derived from (12) and satisfying
equations (1)-(3).
IV. MINIMUM-SYNERGY UNIQUE INFORMATION
[1] proposed a nonnegative decomposition of the mutual information based on the idea that the unique and shared
information should depend only on the marginal distributions of the pairs (S, Y ) and (S,Z).
Definition 22. Let (S, Y, Z) ∼ P and let κ ∈ M(S;Y), µ ∈ M(S;Z) be two channels with the same input alphabet
such that PSY (s, y) = πs(s)κs(y) and PSZ(s, z) = πS(s)µs(z). Define
∆P =
{
Q ∈ PS×Y×Z : QSY (s, y) = πS(s)κs(y),
QSZ(s, z) = πS(s)µs(z)
}
, (14a)
UI(S;Y \Z) = min
Q∈∆P
IQ(S;Y |Z), (14b)
UI(S;Z\Y ) = min
Q∈∆P
IQ(S;Z|Y ), (14c)
SI(S;Y, Z) = max
Q∈∆P
CoIQ(S;Y ;Z), (14d)
CI(S;Y, Z) = I(S;Y |Z)− UI(S;Y \Z), (14e)
where CoI is the coinformation and the subscript Q in CoIQ and IQ denotes that joint distribution on which the
quantities are computed.
In Appendix V-B, we briefly comment on the optimization problems in definitions 22, 10 and 7.
Remark 23. The functions UI and SI depend only on the triple (π, κ, µ). The function CI depends on the full
joint P .
Lemma 24 ( [1, Lemma 6]). UI(S;Y \Z) vanishes if and only if Y has no unique information about S w.r.t. Z
(according to Definition 5).
Remark 25. The following trivial bounds follow from (1)-(3).
I(S;Y )− I(S;Z) ≤ UI(S;Y \Z) ≤ min{I(S;Y ), I(S;Y |Z)}. (15)
These bounds are also valid for the functions UIo and UIi. In the adversarial setting in Example 1, if either Eve has
less information about S than Bob or, by symmetry, less information about Y than Alice, then Alice and Bob can
exploit this difference to extract a secret key. In such a setting, bounds on the unique information common to S and Y
w.r.t. Z are useful.
max{I(S;Y )− I(S;Z), I(Y ;S)− I(Y ;Z)} ≤ max{UI(S;Y \Z), UI(Y ;S\Z)} ≤ min{I(S;Y ), I(S;Y |Z)}.
(16)
An interesting observation is that these bounds match the trivial bounds on the two-way secret key rate [12] (see
Section IV-A).
max{I(S;Y )− I(S;Z), I(Y ;S)− I(Y ;Z)} ≤ S↔(S;Y |Z ) ≤ min{I(S;Y ), I(S;Y |Z)}. (17)
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The following lemma states that the quantities UI , SI and CI in Definition 22 bound the unique, shared and
complementary components in any nonnegative decomposition of the mutual information under an assumption that is
in keeping with the Blackwell ordering.
Lemma 26 ( [1, Lemma 3]). Let U˜I(S;Y \Z), U˜I(S;Z\Y ), S˜I(S;Y, Z) and C˜I(S;Y, Z) be nonnegative functions
on PS×Y×Z satisfying equations (1)-(3) and assume that the following holds:
(∗) U˜I depends only on the triple (π, κ, µ).
Then U˜I ≤ UI , S˜I ≥ SI and C˜I ≥ CI with equality if and only if there exists Q ∈ ∆P such that C˜IQ(S : Y ;Z) = 0.
Lemma 26 is consistent with our interpretation of the function UI as the minimum-synergy unique information.
Corollary 27.
δπo (µ, κ) ≤ UIo(S;Y \Z) ≤ UI(S;Y \Z),
δπi (µ¯, κ¯) ≤ UIi(S;Y \Z) ≤ UI(S;Y \Z).
Proposition 28 follows from Lemmas 14, 18 and 24.
Proposition 28.
UI(S;Y \Z) = 0 ⇐⇒ UIi(S;Y \Z) = 0 ⇐⇒ UIo(S;Y \Z) = 0
A. UI is an upper bound on the one-way secret key rate
In this section, we show that the function UI has a meaningful operational interpretation in a task where the goal
is to extract a secret key from shared randomness and public communication.
In a two-way secret key agreement protocol for the source model [11], [12], [15], Alice, Bob and Eve observe n
i.i.d. copies of random variables S, Y and Z respectively, where (S, Y, Z) is distributed according to some joint
distribution P assumed to be known to all parties. The protocol proceeds in rounds: In each round either Alice or Bob
can transmit a message over an insecure but authenticated public discussion channel. If Alice (resp., Bob) transmits
message Ci in round i, then Ci is a function of S
n (resp., Y n) and all the messages received so far. After r rounds,
Alice (resp., Bob) computes a key KmA ∈ K
m for K = {0, 1} (resp., KmB ∈ K
m) as a function of Sn (resp., Y n)
and C := (C1, C2, · · · , Cr), the collection of messages sent over the public channel. The protocol is one-way if Alice
is allowed to use the public channel only once and Bob cannot transmit at all: Alice computes a key KmA and a
message C for Bob as a function of Sn. Bob computes a key KmB as a function of Y
n and C. In the limit n → ∞,
the secret key must satisfy the following conditions:
Pr[KmA 6= K
m
B ] = 0, log |K
m| −H(KmA |Z
nC) = 0. (18)
The largest achievable rate limn→∞
m
n
at which Alice and Bob can distill a key in the two-way and the one-way
communication scenarios are resp. called, the two-way secret key rate S↔(S;Y |Z ) and the one-way secret key
rate S→(S;Y |Z ).
An exact expression for the one-way secret key rate is known.
Theorem 29 ( [11, Theorem 1]). The one-way secret key rate S→(S;Y |Z ) for the source model is
S→(S;Y |Z ) = max
PUV |SYZ
I(U ;Y |V )− I(U ;Z|V )
for random variables U , V such that Y Z − S − UV is a Markov chain, and where both U and V have range of size
at most |S|+ 1.
The one-way secret key rate is a lower bound on the two-way secret key rate.
General properties of upper bounds on the secret key rates have been investigated under the rubric of protocol
monotones—nonnegative real-valued functionals of joint distributions that can never increase during protocol execution
(see e.g., [27]–[30]). For example, the intrinsic information, an upper bound on the two-way secret key rate is a protocol
monotone [16].
We show that the function UI shares some intuitive and basic properties of the secret key rate. Lemma 30 states
that if Alice and Bob discard certain realizations of their random variables by restricting their ranges, then the UI can
never increase. See [12, Lemma 3] for a counterpart of this property for the two-way secret key rate.
Lemma 30 (Monotonicity under range restrictions [31]). UI((S, S′); (Y, Y ′)\Z) ≥ UI(S;Y \Z).
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The following Lemma states that UI can never increase under local operations of Alice and Bob. The counterpart
of this lemma for the secret key rate is [12, Lemma 4].
Lemma 31 (Monotonicity under Local Operations). UI cannot increase under local operations of S or Y .
Lemma 32 states that if Eve is allowed access to some additional side information, then the UI can only decrease.
See [12, Lemma 5] for a counterpart of this property for the two-way secret key rate.
Lemma 32 (Monotonicity under adversarial side information [31]). UI(S;Y \(Z,Z ′)) ≤ UI(S;Y \Z).
Suppose Alice publicly announces the value of a random variable. Then Lemma 33 states that UI can never increase.
Lemma 33 (Monotonicity under one-way public communication). UI(S; (Y, f(S))\(Z, f(S))) ≤ UI(S;Y \Z) for all
functions f over the support of S.
The following two properties, additivity and asymptotic continuity are important if the function UI is to furnish an
upper bound on the asymptotic rate of transforming a given joint distribution into a secret key.
Lemma 34 states that UI is additive on tensor products.
Lemma 34 (Additivity under tensor products. [1, Lemma 19]). For independent pairs of jointly distributed random
variables (S1, Y1, Z1) and (S2, Y2, Z2),
UI((S1, S2); (Y1, Y2)\(Z1, Z2) = UI(S1;Y1\Z1) + UI(S2;Y2\Z2).
We also have asymptotic continuity for the UI .
Theorem 35 (Asymptotic continuity). UI is asymptotically continuous.
The following theorem gives sufficient conditions for a function to be an upper bound for the secret key rate.
Theorem 36 ( [29, Theorem 3.1], [27, Lemma 2.10]). Let M be a nonnegative real-valued function of the joint
distribution of the triple (S, Y, Z) such that the following holds:
1. Local operations (LO) of Alice or Bob cannot increaseM : For all jointly distributed RVs (S, Y, Z, S′) such that Y Z−
S − S′ is a Markov chain, M(S, Y, Z) ≥M(S′, Y, Z) (and likewise for Y ).
2. Public communication (PC) by Alice cannot increase M : M
(
(S, f(S)), (Y, f(S)), (Z, f(S))
)
≤M(S, Y, Z) for all
functions f over the support of S.
3. Normalization: For a perfect secret bit PSS∆(0, 0, δ) = PSS∆(1, 1, δ) =
1
2 , M(S, S,∆) = 1.
4. Asymptotic continuity: M is a asymptotically continuous function of (S, Y, Z).
5. Additivity: M is additive on tensor products.
Then M is an upper bound for the one-way secret key rate.
If, in addition, M does not increase under public communication by Bob (property 2., with f(S) replaced by g(Y )
for some function g over the support of Y ), then M is an upper bound for the two-way secret key rate.
Theorem 37 is our main result in this Section.
Theorem 37. UI is an upper bound for the one-way secret key rate.
B. Vanishing unique informations and secret key agreement against active adversaries
The secret key agreement scenario in Section IV-A assumes that the public discussion channel is authenticated, i.e.,
Eve is only a passive adversary. When this assumption is no longer valid and Eve has both read and write access to
the public channel, an all-or-nothing result is known [22]: Either the same secret key rate can be achieved as in the
authentic channel case, or nothing at all. Maurer defined the following property of a distribution to characterize the
impossibility of secret key agreement against active adversaries.
Definition 38. Given (S, Y, Z) ∼ P , we say that Y is simulatable by Z w.r.t. S and write simS(Z → Y ) if there
exists a random variable Y ′ such that the pairs (S, Y ) and (S, Y ′) are statistically indistinguishable, and S − Z − Y ′
is a Markov chain.
One would immediately recognize that simS(Z → Y ) and Z ⊒
′
S Y in Definition 2 are equivalent. Let S
∗
↔(S;Y |Z)
denote the secret key rate in the active adversary scenario. We restate Maurer’s impossibility result (Theorem 11 in [22])
in terms of the function UI .
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Theorem 39 ( [22, Theorem 11]). Let (S, Y, Z) ∼ P be a distribution with S↔(S;Y |Z ) > 0. If either UI(S;Y \Z) = 0
or UI(Y ;S\Z) = 0, then S∗↔(S;Y |Z) = 0, else S
∗
↔(S;Y |Z) = S↔(S;Y |Z ).
Remark 40. Theorem 39 gives an operational significance to the vanishing UI , namely, if either S or Y possess no
unique information about each other w.r.t. Z , then Alice and Bob have no advantage in a secret key agreement task
against an active Eve. By Proposition 28, the same is true for the functions UIo and UIi.
Example 41 shows a distribution for which S↔(S;Y |Z ) > 0 but S
∗
↔(S;Y |Z) = 0.
Example 41 ( [32, Example 4]). Consider the distribution
S
Y (Z) 0 1
0 1/5 (0) 1/5 (0)
1/5 (1) 0 (1)
1 1/5 (0) 0 (0)
0 (1) 1/5 (1)
where Z’s value is shown in parentheses. This distribution has I(S;Y ↓Z) = S˜I(S;Y, Z) = 0.02 and C˜I(S;Y, Z) =
0.55. [32] showed that a secret key agreement protocol exists such that S↔(S;Y |Z ) > 0. However since the
pairwise marginal distributions of (S, Y ), (S,Z) and (Y, Z) are all identical, all the unique informations vanish.
Hence S∗↔(S;Y |Z) = 0.
V. CONCLUSION
The information decomposition framework extends earlier ideas to define information measures that make it possible
to do a finer analysis than is possible with Shannon’s mutual information alone. For example, measures of redundancy
and synergy have long been sought in the neural sciences [6], [7], [10].
In this paper, we proposed two new quantities that can be interpreted as unique informations in the context of
nonnegative mutual information decompositions. The quantities are derived using a generalized version of weighted Le
Cam deficiencies that have a rich heritage in the theory of comparison of statistical experiments [20]. We related the
proposed quantities to the function UI proposed in [1]. We gave an operational interpretation of the latter in terms of
an upper bound on the number of secret key bits extractable per copy of a given joint distribution using local operations
and one-way public communication. It might be of independent interest to characterize the set of distributions for which
two-way secret key agreement is possible at a rate given by the unique information.
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APPENDIX
A. Proofs
Proof of Proposition 8. If δπo (µ, κ) ≤ ǫ, then we can find some λ ∈ M(Z;Y) such that D(κ‖λ ◦ µ|πS) ≤ ǫ. Let ρ
′ ∈
M(Y;A) and let ρ = ρ′ ◦ λ. Then
R(πS , µ, ρ, ℓ)−R(πS , κ, ρ
′, ℓ)
=Es∼πS [Ea∼ρ◦µsℓ(s, a)− Ea∼ρ′◦κsℓ(s, a)]
≤Es∼πS ‖ρ ◦ µs − ρ
′ ◦ κs‖TV ‖ℓ‖∞
=Es∼πS ‖ρ
′ ◦ λ ◦ µs − ρ
′ ◦ κs‖TV ‖ℓ‖∞
≤Es∼πS ‖λ ◦ µs − κs‖TV ‖ℓ‖∞
≤Es∼πS
[√
ln(2)
2 D(κs‖λ ◦ µs)
]
‖ℓ‖∞
≤
√
ln(2)
2 D(κ‖λ ◦ µ|πS) ‖ℓ‖∞ ≤
√
ln(2)
2 ǫ ‖ℓ‖∞ ,
where we have used the data processing inequality for the total variation (TV) distance in the fourth step and Pinsker’s
inequality in the fifth. The last step follows from the concavity of the square root function. Finally, take a minimum
over ρ′ and ρ. This completes the proof. 
Proof of Proposition 13. Let (S, Y, Z) ∼ P . Consider first the case when UIo(S;Y \Z) = δ
π
o (µ, κ). Then UIo is
nonnegative by definition. Let λ∗ ∈ M(Z;Y) achieve the minimum in (7). Then CIo is nonnegative since
I(S;Y |Z) =
∑
s
P (s)
∑
z
P (z|s)D(P (y|s, z)||P (y|z))
≥
∑
s
P (s)D
(∑
z
P (z|s)P (y|s, z)||
∑
z
P (z|s)P (y|z)
)
= D(PY |S‖PY |Z ◦ PZ|S |PS)
≥ D(PY |S‖λ
∗
Y |Z ◦ PZ|S |PS),
where the first inequality follows from the convexity of the Kullback-Leibler divergence and the second inequality
follows from the definition of λ∗.
SIo is nonnegative since
SIo(S;Y, Z) = D(PY |S‖PY |PS)−D(PY |S‖λ
∗
Y |Z ◦ PZ|S |PS)
≥ D(PY |S‖PY |PS)−D(PY |S‖PY ◦ PZ|S |PS) = 0.
The proof for the case when UIo(S;Y \Z) = δ
π
o (κ, µ)+I(S;Y )−I(S;Z) or equivalently UIo(S;Z\Y ) = δ
π
o (κ, µ)
by the consistency condition (4) is similar. 
Proof of Lemma 14. If Y has no unique information about S w.r.t. Z , then UI(S;Y \Z) = 0. Thus, UIo(S;Y \Z)
vanishes by Lemma 26. Conversely, assume that UIo(S;Y \Z) vanishes. By Definition 11, since δ
π
o (µ, κ) is a non-
negative quantity, it follows that δπo (µ, κ) = 0. By definition, κ = λ ◦ µ for some λ ∈ M(Z;Y), whence Y has no
unique information about S w.r.t. Z . 
Proof of Proposition 17. The proof is similar to that of Proposition 13 and is omitted. 
Proof of Lemma 18. The proof is similar to that of Lemma 14 and is omitted. 
Proof of Proposition 20. The proof is direct by noting that I(S;Y ) − IS(Y ց Z) = D(κ¯‖QYցZ |πY ) and the fact
that
D(κ¯‖QYցZ |πY ) =
∑
y∈Y
πY (y) min
Q∈conv({µ¯z}z∈Z)
D(κ¯y‖Q)
= min
λ¯∈M(Y;Z)
∑
y∈Y
πY (y)D(κ¯y‖µ¯ ◦ λ¯y) = δ
π
i (µ¯, κ¯).

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Proof of Lemma 30. Let (S, S′, Y, Y ′, Z) ∼ P ′ and let P be the (S, Y, Z)-marginal of P ′. Let Q′ ∈ ∆P ′ , and let Q
be the (S, Y, Z)-marginal of Q′. Then Q ∈ ∆P . Moreover,
IQ′ (SS
′;Y Y ′|Z) ≥ IQ′(S;Y |Z) = IQ(S;Y |Z).
The proof is complete by taking the minimum over Q′ ∈ ∆P ′ . 
Proof of Lemma 31. Consider random variables S, S′, Y, Z such that Y Z − S − S′ is a Markov chain. Let P ′ be the
marginal distribution of (S′, Y, Z), and let P be the (S, Y, Z)-marginal. Let Q∗ = argminQ∈∆P IQ(S;Y |Z), and let
Q∗′(s′, y, z) =
∑
s
P ′(s′|s)Q∗(s, y, z).
Then Q∗′ ∈ ∆P ′ . By definition,
UI(S;Y \Z) = IQ∗(S;Y |Z)
≥ IQ∗′(S
′;Y |Z) ≥ min
Q′∈∆P ′
IQ′(S;Y |Z) = UI(S
′;Y \Z),
where the conditional form of the data processing inequality was used. This chain of inequalities shows that UI cannot
increase under local operations of S.
Exchanging Y and S in the above proof shows that the same is true for local operations of Y (the only slight
difference occurs when checking that Q∗′ ∈ ∆P ′ ). 
Proof of Lemma 32. Let (S, Y, Z) ∼ P and (S, Y, Z, Z ′) ∼ P ′. By definition, P is a marginal of P ′. Let Q ∈ ∆P , and
let Q′(s, y, z, z′) := Q(s, y, z)P ′(z′|s, z) if P (s, z) > 0 and Q′(s, y, z, z′) = 0 otherwise. Then Q′ ∈ ∆P ′ . Moreover,
Q is the (S, Y, Z)-marginal of Q′, and Y − SZ − Z ′ is a Markov chain w.r.t. Q′. Therefore,
IQ′(S;Y |ZZ
′) = IQ′ (SZ
′;Y |Z)− IQ′(Z
′;Y |Z)
≤ IQ′ (SZ
′;Y |Z) = IQ′(S : Y |Z) + IQ′ (Z
′;Y |S,Z) = IQ′ (S;Y |Z) = IQ(S;Y |Z).
The proof is complete by taking the minimum over Q ∈ ∆P . 
Proof of Lemma 33. Write S′ = f(S). Let (S, Y, Z) ∼ P and (S, Y, Z, S′) ∼ P ′. By definition, P is a marginal
of P ′. Let Q ∈ ∆P , and define Q
′(s, y, z, s′) = Q(s, y, z)P ′(s′|s) if P (s) > 0 and Q′(s, y, z, s′) = 0 otherwise.
Then Q′(s, y, s′) = Q(s, y)P ′(s′|s) = P (s, y)P ′(s′|s, y) = P ′(s, y)P ′(s′|s, y) = P ′(s, y, s′). Similarly, Q′(s, z, s′) =
P ′(s, z, s′). Then Q′ ∈ ∆P ′ . Moreover, Q is the (S, Y, Z)-marginal of Q
′, Therefore,
IQ′(S;Y S
′|ZS′) = IQ′ (S;Y |ZS
′)
= IQ′ (SS
′;Y |Z)− IQ′(S
′;Y |Z)
≤ IQ′ (SS
′;Y |Z) = IQ′(S;Y |Z) = IQ(S;Y |Z)
The proof is complete by taking the minimum over Q ∈ ∆P . 
To prove asymptotic continuity (Theorem 35), we need the following lemma.
Lemma 42. Let P, P ′ ∈ PS×Y×Z . For any Q ∈ ∆P there exists Q
′ ∈ ∆P ′ with ‖Q−Q
′‖TV ≤ 5‖P − P
′‖TV.
Proof. The signed measure M = Q + P ′ − P has the same pair margins as P ′ for the pairs (S, Y ) and (S,Z), and
M is normalized (that is,
∑
s,y,zM(s, y, z) = 1). If M is non-negative, then the statement of the lemma is true,
since ‖M −Q′‖TV = ‖P − P
′‖TV. Otherwise there exist s0, y0, z0 with M(s0, y0, z0) < 0. Since
∑
yM(s0, y, z0) =
P ′(s0, z0) ≥ 0 and
∑
zM(s0, y0, z) = P
′(s0, y0) ≥ 0 there exist y1 6= y0 and z1 6= z0 with M(s0, y1, z0) > 0 and
M(s0, y0, z1) > 0. Let ν = min
{
M(s0, y1, z0),M(s0, y0, z1), |M(s0, y0, z0)|
}
> 0, and consider the measure M ′
defined by
M ′(s0, y0, z0) = M(s0, y0, z0) + ν,
M ′(s0, y1, z0) = M(s0, y1, z0)− ν,
M ′(s0, y0, z1) = M(s0, y0, z1)− ν,
M ′(s0, y1, z1) = M(s0, y1, z1) + ν,
M ′(s0, y, z) = M(s, y, z), otherwise.
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Then M ′ has the same pair margins as M and P ′ for the pairs (S, Y ) and (S,Z), and M is normalized. Moreover,
the absolute sum over the negative entries decreases:∑
s,y,z:M(s,y,z)<0
|M(s, y, z)| ≥
∑
s,y,z:M ′(s,y,z)<0
|M ′(s, y, z)|+ ν >
∑
s,y,z:M ′(s,y,z)<0
|M ′(s, y, z)|.
Finally, ‖M −M ′‖TV ≤ 4ν. Iterating the procedure, one obtains a normalized measure M
′′ that has the same pair
margins as M and P ′ and that is non-negative. The triangle inequality shows
‖M ′′ −M‖TV ≤ 4
∑
s,y,z:M(s,y,z)<0
|M(s, y, z)| ≤ 4‖P − P ′‖TV.
Thus, ‖M ′′−Q‖TV ≤ ‖M
′′−M‖TV+‖M−Q‖TV ≤ 5‖P −P
′‖TV. Hence, the statement follows with Q
′ = M ′′. 
Proof of Theorem 35. Let P, P ′ ∈ PS×Y×Z , let Q ∈ argminQ∈∆P IQ(S;Y |Z). Choose Q
′ ∈ ∆P ′ as in Lemma 42,
and let Q∗ ∈ argminQ∈∆P ′ IQ(S;Y |Z). Then
UIP ′(S;Y \Z)− UIP (S;Y \Z)
= IQ∗(S;Y |Z)− IQ(S;Y |Z)
≤ IQ′(S;Y |Z)− IQ(S;Y |Z)
≤ h(ǫ) + 5ǫ logmin{|S|, |Y|},
where h(ǫ) = max0≤x≤5ǫH2(x), H2(·) is the binary entropy function and where we have used the fact that ‖PSY Z −
P ′SY Z‖TV = ǫ =⇒ IP ′ (S;Y |Z) ≤ IP (S;Y |Z) + 2H2(ǫ) + ǫ logmin{|S|, |Y|} [16]. 
Proof of Theorem 37. The function UI satisfies additivity (see Lemma 34), asymptotic continuity (see Theorem 35)
and the Normalization property. Furthermore, UI satisfies monotonicity under local operations of Alice and Bob (see
Lemma 31) and monotonicity under one-way public communication by Alice (see Lemma 33). Hence, by Theorem 36,
UI is an upper bound to the one-way secret key rate. 
B. Optimization problems
The optimization problems in definitions 7, 10 and 22 of the functions δπo , δ
π
i , and UI , respectively, are convex
programs. Furthermore, the feasible sets in definitions 10 and 22 have a nice product structure in relation to the
corresponding objective functions.
Given (S, Y, Z) ∼ P and a value s ∈ S, let As : PY×Z → PY × PZ be the linear map that computes the marginal
distributions of Y and Z , given PY Z|s. Each Q ∈ ∆P in (14b) has the form Q = πSQY Z|S with QY Z|S ∈×s∈S ∆P,s,
where
∆P,s :=
{
QY Z ∈ PY×Z : QY (y) = κs(y), QZ(z) = µs(z)
}
, s ∈ S (19)
is a fiber of As passing through PY Z|s. Then ∆P,s = (PY Z|s + kerAs) ∩ PY×Z . As an intersection of an affine
space with the probability simplex, ∆P,s is a polytope. Using a variational representation of the conditional mutual
information (a.k.a. the Golden formula), the objective in (14b) can be written as a double minimization.
UI(S;Y \Z) = min
Q∈∆P
IQ(S;Y |Z)
= min
QY Z|S∈×s∈S ∆P,s
min
λ∈M(Z;Y)
D(QY Z|S‖λ× µ|πS)
= min
λ∈M(Z;Y)
∑
s
πS(s) min
QY Z|s∈∆P,s
D(QY Z|s‖λ× µs). (20)
[17] proposed an efficient alternating minimization algorithm to solve (20). An alternating minimization algorithm
recursively fixes one of the two free variables and minimizes the other. When λ is fixed, each summand involves
computing an I-projection [26] to the linear family of probability distributions of (Y, Z) defined by ∆P,s. The different
summands can be optimized parallely for the different values of s ∈ S.
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For the weighted input deficiency (8),
δπi (µ¯, κ¯) = min
λ¯∈M(Y;Z)
∑
y∈Y
πY (y)D(κ¯y‖µ¯ ◦ λ¯y)
=
∑
y∈Y
πY (y) min
Q∈conv({µ¯z}z∈Z)⊂PS
D(κ¯y‖Q),
each summand involves computing a rI-projection [26] to a convex set of probability distributions. Again, the summands
can be optimized separately for the different values of y ∈ Y . This is useful in practice in parallelizing the computations.
The following facts are known.
Lemma 43 ( [25]).
δπi (µ¯, κ¯) = 0 ⇐⇒ conv ({κ¯y}y∈Y) ⊂ conv ({µ¯z}z∈Z)
where conv(C) denotes the convex hull of C.
Lemma 44 ( [24], [33]).
δπo (µ, κ) = 0 =⇒ cone ({κy}y∈Y) ⊂ cone ({µz}z∈Z)
where cone(C) denotes the conical hull of C.
Note that the converse to Lemma 44 is not true in general unless |S| = 2 ( [24, Example 18]).
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