In safety-critical system, component failure or dysfunctional component interactions may lead to the occurrence of rare-events, which may cause severe accidents. It is very important to estimate the occurrence probability of rare-events. The extended reachability graph of Control Logical Petri Net (CLPN), which provided a convenient way to express component failure, can be used to verify and estimate the reliability of the safety-critical system with Statistical Model Checking (SMC). However, one of the most important challenges that SMC method faces is the sample size grows too fast while the occurrence probability of rare-events tends to zero. This paper focuses on applying Importance Sampling (IS) on the extended reachability graph of CLPN. By adjusting the state transfer probabilities in the reachability graph, the model checking can be accelerated effectively. The main difficulty in IS is to devise the ideal biasing probability density. In this paper the cross-entropy is used for generating approximately optimal biasing probability density, and we apply an iterative method to accelerate the process. To demonstrate the presented approach, we compare the method based on IS with the traditional SMC method. The results show that the proposed method in this paper accelerates the model checking significantly, at the same time, the results of SMC method serve to validate the results of our approach.
I. INTRODUCTION
Complexity has increased rapidly in safety-critical system as the interactions among system components raise more frequently, thus a new kind of hazard needs to be considered: the individual components worked as specified, but together they created a hazardous system state [1] . So, component interaction accidents, as well as the component failure accidents, should be explained.
Petri nets have been used to handle many problems in discrete event systems as a mathematical tool [2] - [4] . But, in some Petri net-based approaches, logic relations among transitions cannot be well described. So, some high-level Petri nets are used to handle the problem, such as Logic Petri nets (LPN) [5] . Control Logical Petri Net (CLPN), which is aimed to analyze the cause of hazards based on the Systems-Theoretic Accident Modeling and Processes (STAMP), can be used to model the control process in the system control structure [7] . CLPN is an extended Petri Net presented based The associate editor coordinating the review of this manuscript and approving it for publication was Shouguang Wang . on LPN and Contextual nets, it contains the logical transition, which is controlled by the logical expression of its input condition, and a special arc, which will not be affected by the firing of the transition in the control process [6] . By introducing the logical transition and virtual arc into CLPN, the complex control constraints and component-interactions in control processes can be expressed briefly.
Rather than modeling component failure with failure transitions and failure places directly [8] , [9] , which will increase the scale and complexity of the reachability graph rapidly, CLPN generates control action failures in the control process by searching backward from hazardous states in the reachability graph, which reduce the stress of state explosion problem.
In this paper, quantitative analysis of CLPN is considered as the P =?[ , t] problem, which estimates the probability a property holds in a model at time point t by calculating confidence intervals with a desired confidence level and interval width [10] . In stochastic models, Statistical Model Checking (SMC) provides the optimal number of samples required to get a certain confidence interval. The simulation will be terminated if the number of samples is sufficient to achieve the desired precision.
However, SMC suffers from the rare-event problem as a kind of Monte Carlo techniques [11] . Because the occurence probability of failure always tends to zero in safety-critical system, it is difficult to apply Monte Carlo techniques on this kind of system. Importance Sampling (IS) is a technique for devising estimators with reduced variance, and thus with low relative error. In particular, in IS the original system is biased to increase the likelihood of the event of interest [12] , [13] . In IS, the system is simulated using a new set of input probability distributions, and unbiased estimates are recovered by multiplying the simulation output by a likelihood ratio. The main difficulty is how to find asymptotically optimal biased distribution for CLPN. The cross-entropy method is usually used to devise a biased distribution.
In this paper, we use an iterative method based on the Cross-Entropy to devise the asymptotically optimal biased distribution, and compare it with SMC.
II. CONTROL LOGICAL PETRI NET A. MODEL DEFINITION
According to [6] and [7] , the CLPN is a tuple (S, T ; F, I , M ).
The finite set S is a set of places like basic Petri nets. The finite set of transitions T = CA ∪ E, where CA represents the logical transitions and E represents the normal transitions, and CA ∩ E = ∅. For a logical transition t, the input places of t are restricted by a logical expression f (t) on * t. The firing rules of the normal transition are the same as in basic Petri nets. A logical transition is enabled at M only if f (t)|M = TRUE, which denotes the logical expression is satisfied, FALSE denotes logical value 'false'. When a transition is enabled, it can fire, and a new marking M is generated from the original marking M if transition t fire, represented by
where F N represents the normal arcs, F R ⊆ S×CA denotes the special relations that the places only be read without being affected by the transitions, which is designated as virtual arc.
I is a mapping from a control action to a logical expression, that is, ∀t ∈ CA, I (t) = f (t) M : S → {0, 1} is a making function, where ∀s ∈ S, M (s) is the number of tokens in s.
We attach delay to transitions based for the quantitative analysis of CLPN. According to the delay, some transition fire after being enabled for predefined period of time, some fire after being enabled for a random time that is distributed according to an exponential probability distribution function.
B. EXTENDED REACHBILITY GRAPH
A reachability graph extending method is proposed to consider the failures of control actions and further be used to analyze the causes of hazards. Since the reachability graph of CLPN is extended backward from the hazardous states with the failure of control action, rather than extending the failures in the Petri nets and generating the reachability graph for hazard analysis in traditional methods [8] , the reachability graph extending method can mitigate the problem of state space explosion to a certain extent [7] .
The main difficulty we face when working backward to extend the reachability is that some states generated directly from hazardous state may be unreachable from the initial state and increase the computation. So, we choose to generate the reachability graph after transforming the logical transitions into normal transitions. For virtual arc has no effect on marking changing, it will not affect the analysis of reachability graph [14] . An extending algorithm for the reachability graph is given as follows. Traverse all the arc in new graph, detect the arcs that represent control action failure. Search backward from the hazardous states that both exist in old and new graph by the control action transitions, if a normal state can be found as the end of search, we get a path that consists of the states and arcs backward from the hazardous state. As a result, we may find some paths that contain several control action failures in the extended reachability graph. For the occurence probability of the failure usually tends to zero, a threshold value k is used to reduce the scale of the reachability graph. After getting the paths, add the states and arcs that exist in the paths while not in the old reachability graph to the old reachability graph.
To get the occurrence probability of one simulation path, we need to know the state transfer probability. Every transition holds a weight C according to the firing rate, and the weight of failure control action divide by a certain number. As every arc in extended reachability graph represents a transition or a failure of control action, the state transfer probability from s i to s j can be calculated as:
is the set of transitions that enabled in state s i , and C i is the corresponding weight of the enabled transition.
III. STATISTICAL MODEL CHECKING
SMC method combines Monte Carlo simulation, model checking, and statistical analysis, for verifying stochastic systems [12] . SMC provides a uniform approach for the verification of a wide range of stochastic models, and, in general, one does not make the hypothesis that the system SMC apply has the Markovian property [16] .
In our context, B i is the result of one simulation of the system, the outcome for Bi is 1 if the simulation reaches a hazardous state before time point t. Let B i be a discrete VOLUME 8, 2020 random variable with a Bernoulli distribution of parameter p, such a variable can only take 2 values 0 and 1 with P[B i = 1] = p and P[B i = 0] = 1 − p [15] . Our objective is to compute a confidence interval of p for some given α and w. The α represents the degree of confidence we can have in the result, if the α is 0.01, that means the probability of true value of p falling in confidence interval is 0.99. w is in fact the width of confidence interval, which can symbolize the accuracy of the estimation.
We assume that B 1 , . . . , B n are independently identically distributed Bernoulli random variables, Thus, B = 1 N N i=1 B i is an unbiased and consistent estimator [10] . According to Central-limit theorem, we can get a random variable Z by estimate population variance with the sample variance S
and Z follows a Student distribution with N −1 degrees of freedom, the confidence interval of p for a level α is then
In this tool, t N −1,1−α/2 is drawn from the Student distribution. To satisfy the limit of confidence interval's width
So, the bound of confidence interval method is
When this condition is fulfilled, confidence interval can be calculated as stated in Equation 2.
However, for the probability of the hazard tend to be zero, like 10 −4 , which makes N grow too large to be accepted.
IV. IMPORTANCE SAMPLING
For safety critical systems, failures are not easily observed, the sample size will be unacceptable if we want to keep the accuracy. Therefore, IS is introduced to increase the likelihood of the event of interest.
A. BASIC
For an overview, the basic idea behind IS is to alter the probability measure governing events so that the formerly rare event like system failure occurs more often. One drawback of this technique is the difficulty of selecting an appropriate change of measure since it depends on the system being simulated. Researchers have, therefore, focused on finding good heuristics for particular types of models [18] .
So, the main work of IS is to find a relative optimal probability density, then calculate the probability p that hazards occur. In CLPN, the probability density is mapping from the arcs in extended reachability to their firing probability. Now we introduce the identity IS based upon. Let P be the original density. We use X = (X 1 , X 2 , . . . , X N ) to represents one set of simulation, and x = (s 1 , s 2 , . . .) is the simulation path with s i corresponding to the a state in the reachability, x is the set of paths in simulation, the occurrence probability under density P of X i is
Then we can define the likelihood ratio
The indicator function is defined as follows:
IS is based upon the following identity p = E P (I (x))
E P represents the excepted value in density P. Based on this identity the unbiased IS estimator iŝ
B. APPROXIMATE OPTIMAL DENSITY According to (9) , apparently there is an optimal density Q * , with which we only need one simulate path to get a zerovariance estimator [12] , when Q * satisfies (10)
But f (x, Q * ) is the function of the true value p, to use the true value of quantity we are trying to estimate is impractical. Therefore, it is preferable to search in the parametrized family of density P for a density close to Q * . Thus, we introduce cross-entropy method to search for a relative optimal density. The advantage of the CE method is that it provides a simple adaptive procedure for estimating the optimal reference parameters [19] . The method is usually used to measure the distance between two densities is the Kullback-Leibler distance, which is also termed the crossentropy between two densities. The cross-entropy is defined as
Minimizing the Kullback-Leibler distance to the optimal density Q * is equivalent to the maximization problem
Substituting f (x, Q * ) from (10) to (12) , we obtain the maximization program max Q I (x)f (x, P) ln f (x, Q)dx (13) And it is equivalent to the program
According to [12] , [21] , the optimal distribution is
The value of I {X i =s l } is 1 when simulation path x i contains state s l , else is 0. The value of I {X i =s l ,X i+1 =s m } is 1 when simulation path x i contains state s l and the next state is s m , else is 0. The exception value can be estimated by Monte Carlo simulation aŝ
C. ITERATIVE METHOD TO GENERATE OPTIMAL DENSITY
Also, for the simulation is working with density P, it is unlikely to get enough samples for estimator (15) . Thus, an iterative method based on the Cross-Entropy is proposed for this problem [21] .
First, simulate with the density P, and generate the first test density Q * 1 by (15). In step 2, generate N paths with the density Q * 1 , and generate Q * 2 as follows
According to (16) , Q * j can be estimated
And, it is not difficult to get the optimal distribution Q * If the dividend or divisor is zero,p remains unchanged as Q * j−1 , and iteration is stopped when the difference between two consecutive densities is less than a given value.
V. CASE STUDY
The approach in this paper is evaluated by a simplified Automobile System which is used in the feature interactions analysis [22] and the qualitative analysis of CLPN before [6] , [7] . In our paper, we quantitatively analyze the hazards that had been identified in qualitative analysis.
A. THE MODEL
The model Fig. 1 shows the preliminary control structure of the Automobiles System, which consists of the following several components: Auto Hold (AH), Anti-lock Brakes (AB), Adaptive Cruise Control (ACC), Engine Stop-Start (ESS), Driver, Brakes, Engine and Other systems [22] . And there are three kind of constraints [7] : Driver, AH, AB, ACC components could impose constraints on the activity of Brakes independently; ACC, ESS and Driver could impose constraints on the activity of Engine independently; the Driver also can control the AH, AB, ACC, ESS to impose constraints on the Brake and Engine indirectly. These control actions are shown in solid arrows. And the Control Interactions between the auto-control components like AH, AB and the controlled components Brakes, Engine describe the critical control pro- cesses of the system. In the control structure, Other systems detect the states of the Brakes and Engine, and feedback them to the control systems. These feedbacks are shown by the dotted arrows. In addition, the system variables of each component are shown in the dotted rectangles of Fig. 1 . In our paper, we only consider the control process of AB and ACC components in Fig. 1 .
According to algorithm provided by [7] , Automobile System can be modeled in CLPN as shown in Fig. 2 . By the build rule of CLPN, the context information is expressed by corresponding Places, the states of WheelSlipRation, Vehi-cleSpeed, Distance, are expressed by places p 0 , p 1 , p 9 , p 10 , p 11 , and the ways of state changing are also expressed by the normal transitions, such as t 0 , t 1 , and related F N arcs. The control actions in the control process, such as ACC.decel, are corresponding to the logical transitions in Fig. 2 . And the F R arcs which are denoted by dotted arrows in the CLPN model, such as < p 1 , t 3 >, < p 2 , t 3 > can be generate according to the provided condition of each control action as shown in Table 1 .
For quantitative analysis, each transition holds a delay, and second is used as time unit. The delays of logical transition are constant 1s, the delays of transition t 1 , t 5 have an exponential distribution with a mean of 3600, the delays of transition t 7 , t 11 follow exponential distribution with a mean of 1800, the delays of transition t 0 , t 4 , t 6 , t 10 are subject to exponential distribution with a mean of 2. To evaluate the reliability of the Automobile system, we present four hazards in Table 2 , according to which we generate the hazardous state in extended reachability graph. 
B. SIMULATION AND ANALYSIS
For validation of our approach and determine whether IS method can accelerate model checking, we compare the result of IS method to the result of SMC method.
We performed eleven experiments depending on the time point t from 3600s to 15600s. In experiments using SMC method, we set w as 10 −5 and α as 0.9, and experiments cost 636.5s. In IS, we provide 100000 samples that simulate with time point t = 10800s in each iteration when generating approximate optimal density, and stop iterate when the average difference of probability lower than 0.01. The results are provided by Monte Carlo simulation with the approximate optimal density. The time for generating approximate optimal density is 35.7s, and simulations cost 24.8s. Fig. 3 shows that each estimate value from IS method falls in the corresponding confidence interval calculated by SMC method, thus it can be deduced that our approach delivers valid result. In this experiment, the SMC method requires 636.5s, which is much higher than the time IS method costs. Table 3 and Table 4 show that IS method can efficiently accelerate the simulation for rare event. In particular, with a feasible sample size of 500000 it is possible to estimate probabilities as accurate as SMC method, which need nearly decuple simulations. On the other hand, the relative standard deviation in Table 4 shows the importance sample exhibit appropriate precision.
Finally, since IS method uses Monte Carlo method to estimate the probability, each sampling can be generated independently, it is easy to take advantage of parallel programing, while SMC method requires checking after every simulation.
In practice, the current implementation of IS with distance zones crashes quickly when the model becomes complex [23] , but our approach does not need to partition the state space into zones and calculate the distance between zones, it just adjusts the state transfer probability, so our approach is able to work in a relative complex system.
VI. CONCLUSION
This paper provides an approach for verification of rare events for CLPN via IS. We introduce the CLPN to model the component interaction and define the delay of transition for simulation environment. To generate the approximate density, an iterative method based on the Cross-Entropy in the extended reachability graph is applied to adjust the firing probability of each transition. The experiments show that IS method provides accurate results equivalent to SMC method, while IS method consumes apparently less time than SMC method.
However, since the limitation of the tailored CLPN itself, it is valuable to generalize IS to other Petri nets, such as stochastic Time Petri nets. Thus, future work will investigate how to apply IS on more Petri nets or testing case generation. 
