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Abstract
In this paper, we consider daily financial data of a collection of different stock
market indices, exchange rates, and interest rates, and we analyze their multi-scaling
properties by estimating a simple specification of the Markov-switching multifractal
model (MSM). In order to see how well the estimated models capture the temporal
dependence of the data, we estimate and compare the scaling exponents H(q) (for
q = 1, 2) for both empirical data and simulated data of the estimated MSM models.
In most cases the multifractal model appears to generate ‘apparent’ long memory
in agreement with the empirical scaling laws.
Key words: scaling, generalized Hurst exponent, multifractal model, GMM
estimation
1 Introduction
The scaling concept has its origin in physics but it is increasingly applied
outside its traditional domain. In the literature ([1–3]) different methods have
been proposed and developed in order to study the multi-scaling properties of
financial time series. For more details on scaling analysis see [4].
Going beyond the phenomenological scaling analysis, the multifractal model
of asset returns (MMAR) introduced by Mandelbrot et. al [5] provides a the-
oretical framework that allows to replicate many of the scaling properties
of financial data. While the practical applicability of MMAR suffered from
its combinatorial nature and its non-stationarity, these drawbacks have been
overcome by the introduction of iterative multifractal models (Poisson MF or
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Markov-switching multifractal model (MSM) [6–8]) which preserves the hier-
archical, multiplicative structure of the earlier MMAR, but is of much more
‘well-behaved’ nature concerning its asymptotic statistical properties. The at-
tractiveness of MF models lies in their ability to mimic the stylized facts of
financial markets such as outliers, volatility clustering, and asymptotic power-
law behavior of autocovariance functions (long-term dependence). In contrast
to other volatility models with long-term dependence [9], MSM models allow
for multi-scaling rather than uni-scaling with varying decay exponents for all
powers of absolute values of returns. One may note, however, that due to the
Markovian nature, the scaling of the Markov-Switching MF model only holds
over a limited range of time increments depending on the number of hierar-
chical components and this ‘apparent’ power-law ends with a cross-over to an
exponential cut-off.
With this proximity to true multi-scaling, it seems worthwhile to explore how
well the MSM model could reproduce the empirical scaling behaviour of finan-
cial data. To this end, we estimate the parameters of a simple specification of
the MSM model for various financial data and we assess its ability to replicate
empirical scaling behaviour by also computing H(q) by means of the gener-
alized Hurst exponent approach ([4,10,11]) and H by means of the modified
R/S method [12] for the same data sets. We then proceed by comparing the
scaling exponents for empirical data and simulated time series based on our
estimated MSM models. As it turns out, the MSM model with a sufficient
number of volatility components generates pseudo-empirical scaling laws in
good overall agreement with empirical results.
The structure of the paper is as follows: In Section 2 we introduce the multi-
fractal model, the Generalized Hurst exponent (GHE) and the modified R/S
approaches. Section 3 reports the empirical and simulation-based results. Con-
cluding remarks and perspectives are given in Section 4.
2 Methodology
2.1 Markov-switching multifractal model
In this section, we shortly review the building blocks of the Markov-switching
multifractal process (MSM). Returns are modeled as [7,8]:
rt = σt · ut (1)
with innovations ut drawn from a standard Normal distribution N(0, 1) and
instantaneous volatility being determined by the product of k volatility com-
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ponents or multipliers M (1)t , M
(2)
t ..., M
(k)
t and a constant scale factor σ:
σ2t = σ
2
k∏
i=1
M (i)t , (2)
In this paper we choose, for the distribution of volatility components, the
binomial distribution: M (i)t ∼ [m0, 2−m0] with 1 ≤ m0 < 2. Each volatility
component is renewed at time t with probability γi depending on its rank
within the hierarchy of multipliers and it remains unchanged with probability
1− γi. The transition probabilities are specified by Calvet and Fisher [7] as:
γi = 1− (1− γk)(bi−k) i = 1, . . . k, (3)
with parameters γk ∈ [0, 1] and b ∈ (1,∞). Different specifications of Eq. (3)
can be arbitrarily imposed (cf. [8] and its earlier versions). By fixing b = 2
and γk = 0.5, we arrive a relatively parsimonious specification:
γi = 1− (1− γk)(2i−k) i = 1, . . . k. (4)
This specification implies that replacement happens with probability of one
half at the highest cascade level. Various approaches have been employed to
estimate multifractal models. The parameters of the combinatorial MMAR
have been estimated via an adaptation of the scaling estimator and Legendre
transformation approach from statistical physics [13]. However, this approach
has been shown to yield very unreliable results [14]. A broad range of more
rigorous estimation methods have been developed for the MSM model. Calvet
and Fisher (2001) ([6]) propose maximum likelihood estimation while Lux
([8]) proposes a Generalized Method of Moments (GMM) approach, which
can be applied not only to discrete but also to continuous distributions of the
volatility components. In this paper, GMM is used to estimate the two MSM
model parameters in Eq. (2), namely: σˆ and mˆ0.
2.2 Estimation of scaling exponents
Our analysis of the scaling behaviour of both empirical and simulated data
uses two refined methods for estimating the time-honored Hurst coefficient:
the estimation of generalized Hurst exponents from the structure function of
various moments [4] and Lo’s modified R/S analysis that allows to correct for
short-range dependence in the temporal evolution of the range [12].
3
2.2.1 Generalized Hurst exponent approach
The generalized Hurst exponent (GHE) method extends the traditional scal-
ing exponent methodology, and this approach provides a natural, unbiased,
statistically and computationally efficient estimator able to capture very well
the scaling features of financial fluctuations ([10,11]). It is essentially a tool
to study directly the scaling properties of the data via the qth order moments
of the distribution of the increments. The qth order moments appear to be
less sensitive to the outliers than maxima/minima and different exponents q
are associated with different characterizations of the multi-scaling behaviour
of the signal X(t).
We consider the q-order moment of the distribution of the increments (with
t = v, 2v, ..., T ) of a time series X(t):
Kq(τ) =
〈| X(t+ τ)−X(t) |q〉
〈| X(t) |q〉 , (5)
where the time interval τ varies between v = 1 day and τmax days. The gener-
alized Hurst exponent H(q) is then defined from the scaling behavior of Kq(τ),
which can be assumed to follow the relation:
Kq(τ) ∼
(
τ
v
)qH(q)
. (6)
Within this framework, for q = 1, H(1) describes the scaling behavior of the
absolute values of the increments; for q = 2,H(2) is associated with the scaling
of the autocorrelation function.
2.2.2 Lo’s modified R/S analysis
Lo’s modified R/S analysis uses the range of a time series as its starting point:
Formally, the range R of a time series {Xt}, t = 1, . . . , T is defined as:
RT = max
1≤t≤T
T∑
t=1
(Xt − X¯)− min
1≤t≤T
T∑
t=1
(Xt − X¯). (7)
Here, X¯ is the standard estimate of the mean. Usually the range is rescaled by
the sample standard deviation (S), yielding the famous R/S statistic. Though
this approach found wide applications in diverse fields, it turned out that no
asymptotic distribution theory could be derived for H itself. Hence, no explicit
hypothesis testing can be performed and the significance of point estimates
H > 0.5 or H < 0.5 rests on subjective assessment. Luckily, the asymptotic
distribution of the rescaled range itself under a composite null hypothesis
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excluding long-memory could be established by Lo (1991) [12]. Using this
distribution function and the critical values reported in his paper, one can
test for the significance of apparent traces of long memory as indicated by
H (= 0.5. However, Lo also showed that the distributional properties of the
rescaled range are affected by the presence of short memory and he devised
a modified rescaled range Qτ which adjusts for possible short memory effects
by applying the Newey-West heteroscedasticity and autocorrelation consistent
estimator in place of the sample standard deviation S:
Qτ =
1
Sτ
[
max
1≤t≤T
T∑
t=1
(Xt − X¯)− min
1≤t≤T
T∑
t=1
(Xt − X¯)
]
, (8)
S2τ =S
2 +
2
T
τ∑
j=1
ωj(τ)

T∑
i=j+1
(Xi − X¯)(Xi−j − X¯)
 ,
ωj(τ)= 1− j
τ + 1
.
Under the null of no long term memory the distribution of the random variable
VT = T−0.5Qτ converges to that of the range of a so-called Brownian bridge.
Critical values of this distribution are tabulated in Lo (1991, Table II).
3 Results
In this paper, we consider daily data for a collection of stock exchange indices:
the Dow Jones Composite 65 Average Index (Dow) and NIKKEI 225 Av-
erage Index (Nik) over the time period from January 1969 to October 2004,
foreign exchange rates: British Pound to US Dollar (UK), and Australian
Dollar to US Dollar (AU) over the period from March 1973 to February 2004,
and U.S. 1 year and 2 years treasury constant maturity bond rates (TB1 and
TB2, respectively) in the period from June 1976 to October 2004. The daily
prices are denoted as pt, and returns are calculated as rt = ln(pt) − ln(pt−1)
for stock indices and foreign exchange rates and as rt = pt− pt−1 for TB1 and
TB2.
We estimate the MSM model parameters introduced in Section 2 with a bi-
nomial distribution of volatility components, that is M (·)t ∼ [m0, 2−m0] and
1 ≤ m0 < 2 in Eq 2. This estimation is repeated for various hypothetical
numbers of cascade levels (k = 5, 10, 15, 20). Table 1 presents these results
for parameters mˆ0 and σˆ. 1 Our estimation is based on the GMM approach
1 Note that the data have been standardized by dividing the sample standard de-
viation which explains the proximity of the scale parameter estimates to 1.
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proposed by Lux [8] using the same analytical moments as in his paper. The
numbers within the parentheses are the standard errors. We observe that the
results for k > 10 are almost identical. In fact, analytical moment conditions
in Lux [8] show that higher cascade levels make a smaller and smaller con-
tribution to the moments so that their numerical values would stay almost
constant. If one monitors the development of estimated parameters with in-
creasing k, one finds strong variations initially with a pronounced decrease
of the estimates which become slower and slower until, eventually a constant
value is reached somewhere around k = 10 depending on individual time series.
Based on the estimated parameters, we proceed with an analysis of simulated
data from the pertinent MSM models.
We first calculate the GHE for the empirical time series as well as for 100
simulated time series of each set of estimated parameters for q = 1 and q = 2.
The values of the GHE are averages computed from a set of values corre-
sponding to different τmax (between 5 and 19 days). The stochastic variable
X(t) in Eq. (5) is the absolute value of returns, X(t) = |rt|. The second and
seventh columns in Table 2 report the empirical GHEs, and values in the other
columns are the mean values over the corresponding 100 simulations for dif-
ferent k values: 5, 10, 15, 20, with errors given by their standard deviations.
Boldface numbers are those cases which fail to reject the null hypothesis that
the mean of the simulation-based Generalized Hurst exponent values equals
the empirical Generalized Hurst exponent at the 5% level. We find that the
exponents from the simulated time series vary across different cascade levels
k. 2 In particular, we observe considerable jumps from k = 5 to k = 10 for
these values. In particular for the stock market indices, we find coincidence
between the empirical series and simulation results for the scaling exponents
H(2) for Dow and H(1) for Nik when k = 5; for the exchange rate data,
we observe the simulations successfully replicate the empirical measurements
of AU for H(1) when k = 10, 15, 20 and H(2) when k = 5; In the case of
2 We have also computed H(1) and H(2) with X(t) = rt in Eq. (5). For the
empirical data, we found that H(1) and H(2) are varying across our samples and
that they are all different between each other and different from 0.5. These results
are consistent with previous studies on high-frequency data [1,11], which report
H(1) > 0.5 for all foreign exchange rates, particularly in the study on similar daily
data [11], which reports H(2) > 0.5 for UK, and H(1) > 0.5 for TB1 and TB2.
The values of H(1) based on the simulated time series are homogeneous across
different k, but mostly different from 0.5, and they vary among different time series;
H(2) from simulated data are all practically 0.5. We have checked if the generalized
Hurst exponents approach is biased by computingH(1) and H(2) for random values
generated by different random generators [11] with T = 9372 data points. We have
found that H(1) = 0.4999±0.009 and H(2) = 0.4995±0.008. Since the MSM model
is a martingale process independent of the number of volatility cascades, findings of
H(1) (= 0.5 for the MSM simulations indicate that volatility clustering could also be
the source of spurious rejection of IIDness of raw returns in some empirical samples.
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U.S. Bond rates, we find a good agreement for H(1) when k = 5 and for all
k for TB1, and H(2) for TB2 when k = 5. Apparently, both the empirical
data and the simulated MSM models are characterized by estimates of H(1)
and H(2) much larger than 0.5 which are indicative of long-term dependence.
While the empirical numbers are in nice agreement with previous literature, it
is interesting to note that simulated data with k ≥ 10 have a tendency towards
even higher estimated Hurst coefficients than found in the pertinent empirical
records. Since we know that the MSM model only has pre-asymptotic scaling,
these results underscore that with a high enough number of volatility cascades,
it would be hard to distinguish the MSM model from a ‘true’ long memory
process.
We have also performed calculations using the modified Rescaled range (R/S)
analysis introduced by Lo [12,15–20] 3 , whose results are reported in Tables
3 to 5. Table 3 presents Lo’s test statistics for both empirical and 1000 sim-
ulated time series for different values of k and for different truncation lags
τ = 0, 5, 10, 25, 50, 100. 4 We find that the values are varying with different
truncation lags, and more specifically, that they are monotonically decreas-
ing for both the empirical and simulation-based statistics. Table 4 reports the
number of rejections of the null hypothesis of short-range dependence based
on 95% and 99% confidence levels. The rejection numbers for each single k
are decreasing as the truncation lag τ increases, but the proportion of re-
jections remains relatively high for higher cascade levels, k = 10, 15, 20. The
corresponding Hurst exponents are given in Table 5. The empirical values of
H are decreasing when τ increases. A similar behaviour is observed for the
simulation-based H for given values of k. We also observe that the Hurst expo-
nent values are increasing with increasing cascade level k for given τ . Boldface
numbers are those cases which fail to reject the null hypothesis that the mean
of the simulation-based Hurst exponent equals the empirical Hurst exponent
at the 5% level. There are significant jumps between the values for k = 5 and
k = 10 as reported in previous tables.
Overall, the following results stand out: (1) There seems to be a good overall
agreement between the empirical and simulated data for practically all series
for levels k ≥ 10, while with a smaller number of volatility components (k = 5)
the simulated MSM models have typically smaller estimated Hs than the cor-
responding empirical data, (2) the modified R/S approach would quite reliably
reject the null of long memory for k = 5, but in most cases it would be unable
to do so for higher numbers of volatility components, even if we allow for large
truncation lags up to τ = 100. Results are also much more uniform than with
3 We also did a small Monte Carlo study in order to assess the bias of the pertinent
estimates of H: for random numbers with sample size T = 9372 (comparable to our
empirical records) we obtained a slight negative bias: H = 0.463± 0.024.
4 For τ = 0 we have the classical R/S approach.
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the generalized Hurst technique which had left us with a rather mixed picture
of coincidence of Hurst coefficients of empirical and simulated data. The fact,
that according to Table 5, MSM model with 15 or more volatility components
did always produce ’apparently’ scaling in agreement with that of empirical
data, is particular encouragingly. It contrasts with the findings reported in [19]
on apparent scaling of estimated GARCH models whose estimated exponents
did not agree with the empirical ones.
4 Concluding Remarks
We have calculated the scaling exponents of simulated data based on esti-
mates of the Markov-switching multifractal (MSM) model. Comparing the
generalized Hurst exponent values as well as Lo’s Hurst exponent statistics
of both empirical and simulated data, our study shows that the MSM model
captures quite satisfactorily the multi-scaling properties of absolute values of
returns for specifications with a sufficiently large number of volatility compo-
nents. Subsequent work will explore whether this encouraging coincidence of
the scaling statistics for the empirical and synthetic data also holds for other
candidate distributions of volatility components and alternative specifications
of the transition probabilities.
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Table 1
GMM estimates of MSM model for different values of k.
k = 5 k = 10 k = 15 k = 20
mˆ0 σˆ mˆ0 σˆ mˆ0 σˆ mˆ0 σˆ
Dow 1.498 0.983 1.484 0.983 1.485 0.983 1.487 0.983
(0.025) (0.052) (0.026) (0.044) (0.026) (0.042) (0.027) (0.044)
Nik 1.641 0.991 1.634 0.991 1.635 0.991 1.636 0.991
(0.017) (0.036) (0.013) (0.028) (0.017) (0.036) (0.017) (0.037)
UK 1.415 1.053 1.382 1.057 1.381 1.056 1.381 1.058
(0.033) (0.026) (0.029) (0.027) (0.036) (0.027) (0.038) (0.026)
AU 1.487 1.011 1.458 1.013 1.457 1.014 1.458 1.014
(0.034) (0.066) (0.034) (0.061) (0.034) (0.066) ( 0.034) (0.065)
TB1 1.627 1.041 1.607 1.064 1.607 1.064 1.606 1.067
(0.021) (0.032) (0.025) (0.024) (0.028) (0.024) (0.025) (0.024)
TB2 1.703 1.040 1.679 1.068 1.678 1.079 1.678 1.079
(0.015) (0.036) (0.014) (0.029) (0.015) (0.032) (0.015) (0.034)
Note: All data have been standardized before estimation.
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Table 2
H(1) and H(2) for the empirical and simulated data.
H(1) H(2)
Emp sim1 sim2 sim3 sim4 Emp sim1 sim2 sim3 sim4
Dow 0.684 0.747 0.849 0.868 0.868 0.709 0.705 0.797 0.813 0.812
(0.034) (0.008) (0.015) (0.021) (0.024) (0.027) (0.009) (0.015) (0.019) (0.022)
Nik 0.788 0.801 0.894 0.908 0.908 0.753 0.736 0.815 0.824 0.824
(0.023) (0.008) (0.013) (0.019) (0.028) (0.021) (0.008) (0.013) (0.018) (0.024)
UK 0.749 0.709 0.799 0.825 0.821 0.735 0.678 0.764 0.785 0.783
(0.023) (0.010) (0.018) (0.025) (0.026) (0.026) (0.010) (0.016) (0.021) (0.022)
AU 0.827 0.746 0.837 0.860 0.857 0.722 0.705 0.790 0.808 0.808
(0.017) (0.009) (0.016) (0.022) (0.021) (0.024) (0.009) (0.015) (0.018) (0.018)
TB1 0.853 0.856 0.909 0.915 0.911 0.814 0.783 0.826 0.832 0.829
(0.022) (0.035) (0.023) (0.026) (0.026) (0.027) (0.028) (0.020) (0.020) (0.020)
TB2 0.791 0.866 0.920 0.924 0.919 0.778 0.781 0.823 0.827 0.822
(0.025) (0.029) (0.021) (0.022) (0.026) (0.029) (0.022) (0.017) (0.022) (0.023)
Note: Emp refers to the empirical exponent values, sim1, sim2, sim3 and sim4 are
the corresponding exponent values based on the simulated data for k = 5, k = 10,
k = 15 and k = 20 respectively. The stochastic variable Xt is defined as |rt|.
Bold numbers show those cases for which we cannot reject identity of the Hurst
coefficients obtained for empirical and simulated data, i.e. the empirical exponents
fall into the range between the 2.5 to 97.5 percent quantile of the simulated data.
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