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BOUNDING j-INVARIANT OF INTEGRAL POINTS ON X+ns(p)
AURE´LIEN BAJOLET AND MIN SHA
Abstract. For prime p ≥ 7, by using Baker’s method we obtain two explicit
bounds in terms of p for the j-invariant of an integral point on X+ns(p) which
is the modular curve of level p corresponding to the normalizer of a non-split
Cartan subgroup of GL2(Z/pZ).
1. Introduction
Let p be a prime number, p ≥ 7. We denote by X+ns(p) the modular curve of
level p corresponding to the normalizer of a non-split Cartan subgroup of GL2(Z/pZ).
See, for instance, Serre [17], Section A.5 for definitions and basic properties. In par-
ticular, this curve has a canonical Q-model, which will be used throughout. One
can similarly define X+ns(N) of a composite level N , but we restrict to prime levels
in this article.
We denote by j the standard j-invariant function on X+ns(p). We call a rational
point P ∈ X+ns(p)(Q) an integral point with respect to j if j(P ) ∈ Z.
The modular curve X+ns(p) has (p− 1)/2 cusps, and all its cusps are conjugate
over Q. Hence, by classical Siegel’s finiteness theorem [20], for p ≥ 7 the curve
X+ns(p) can have only finitely many integral points. Moreover, as follows from [5,
Proposition 5.1(a)], their sizes can be bounded effectively in terms of p.
In fact, under “Runge condition” which roughly says that all the cusps are not
conjugate, there is an explicit bound for the j-invariant of the integral points on
arbitrary modular curves over arbitrary number fields, see [8, Theorem 1.2]. Unfor-
tunately, Runge condition fails for X+ns(p). So we must introduce other techniques.
In this paper we use Baker’s method, more precisely Baker’s inequality in the
form due to Matveev [16, Corollary 2.3], to obtain two explicit bounds in terms of
p for the j-invariant of an integral point on X+ns(p).
Our first main result is the following general theorem.
Theorem 1.1. Assume that p ≥ 7 and let d ≥ 3 be a divisor of (p− 1)/2. Then
for any integral point P on X+ns(p) we have
log |j(P )| < C(d)p6d+5(log p)2,
where C(d) = 30d+5 · d−2d+4.5.
In particular, if we choose d = p−12 in Theorem 1.1, we obtain a bound which is
explicit in p.
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Theorem 1.2. Assume that p ≥ 7. Then for any integral point P on X+ns(p) we
have
log |j(P )| < 41993 · 13p · p2p+7.5(log p)2.
By comparing these two theorems, the bound in Theorem 1.2 can be drastically
reduced if p−12 has a small divisor.
The interest in integral points on the modular curves corresponding to normaliz-
ers of Cartan subgroups is motivated by their relation to imaginary quadratic field
of low class number. See Appendix A in Serre’s book [17] for a nice historical ac-
count and further explanations. In particular, integral points on the curves X+ns(24)
and X+ns(15) were studied by Heegner [12] and Siegel [21] in their classical work on
the class number 1 problem. Kenku [13] determined all integral points on X+ns(7),
and Baran [3, 4] did this for X+ns(9) and X
+
ns(15).
A general method for computing integral points on X+ns(p) is developed in [2].
Much more is known on integral and even rational points on modular curves cor-
responding to the normalizers of split Cartan subgroups, see [9, 10]. In particular,
the authors in [9] used the bound of j-invariant of integral points to solve Serre’s
uniformity problem in the split Cartan case and finally left this problem with the
non-split Cartan case.
In addition, recently the second author has used a different approach by applying
Baker’s method to get some effective bounds for the j-invariant of integral points
on arbitrary modular curves over arbitrary number fields assuming that the number
of cusps is not less than 3, see [18].
2. Notations and conventions
Through out this paper, log stands for the principal branch of the complex
logarithm, in this case will use the following estimate without special reference
| log(1 + z)| ≤ | log(1− r)|
r
|z|,
for |z| ≤ r < 1, see [8, Formula (4)].
We fix p a prime number not less than 7. Let G be the normalizer of a non-split
Cartan subgroup of GL2(Z/pZ) and X
+
ns(p) be the modular curve corresponding to
G. In fact, up to conjugation, we know
G =
{(
α Ξβ
β α
)
,
(
α Ξβ
−β −α
)
: α, β ∈ Fp, (α, β) 6= (0, 0)
}
,
where Ξ is a quadratic non-residue modulo p. In particular, one can choose Ξ = −1
if p ≡ 3 mod 4. Moreover, |G| = 2(p2 − 1) following from [4, Formula (2.3)]
and detG = F×p , where detG is the image of G under the determinant map det :
GL2(Z/pZ)→ F×p .
In the sequel, we fix a subgroup H of F×p such that −1 ∈ H and [F×p : H ] ≥ 3.
Put d = [F×p : H ], then we have
d
∣∣∣∣p− 12 and d = [K : Q],
where K = Q(ζp)
H and ζp = e
2πi
p . We can identify the Galois group Gal(K/Q)
with F×p /H , we also identify Gal(Q(ζp)/K) with H . In particular, K ⊆ Q(ζp)+,
where Q(ζp)
+ = Q(ζp + ζ¯p).
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Put
GH = {g ∈ G : det g ∈ H}.
Then the determinant map induces an isomorphism: G/GH ∼= F×p /H . We denote
by XH the modular curve corresponding to GH , which is defined over K. Here XH
and X+ns(p) have the same geometrically integral model, and the function field of
XH is K(X
+
ns(p)). The curve XH also has the same cusps as X
+
ns(p). In particular,
Gal(K(XH)/Q(X
+
ns(p)))
∼= Gal(K/Q).
Hence, in this paper we identify the following four groups: Gal(K(XH)/Q(X
+
ns(p))),
Gal(K/Q), F×p /H and G/GH . The readers should interpret the exact meaning
based on the context.
Let H denote the Poincare´ upper half-plane: H = {τ ∈ C : Imτ > 0}. We put
H¯ = H∪Q∪ {i∞}. We denote by D the standard fundamental domain of SL2(Z).
If Γ is the pullback of GH ∩ SL2(Z/pZ) to SL2(Z), then the set XH(C) of complex
points is analytically isomorphic to the quotient H¯/Γ, supplied with the properly
defined topology and analytic structure. See any standard reference like [19] for all
the missing details.
For a = (a1, a2) ∈ Q2, we put ℓa = B2(a1−⌊a1⌋)/2, where B2(T ) = T 2−T + 16 is
the second Bernoulli polynomial. Obviously |ℓa| ≤ 1/12, this will be used without
special reference.
We put A =
(
p−1Z/Z
)2 \ {(0, 0)}. In this paper, we also identify p−1Z/Z with
p−1Fp. Moreover we always choose a representative element of a = (a1, a2) ∈
(p−1Z/Z)2 satisfying 0 ≤ a1, a2 < 1. So in the sequel for every a ∈ (p−1Z/Z)2,
we have ℓa = B2(a1)/2.
In the sequel, we use the notation O1(·). Precisely, A = O1(B) means that
|A| ≤ B.
3. Preparations
3.1. Siegel functions and modular units. Let a = (a1, a2) ∈ Q2 be such that
a 6∈ Z2, and let ga be the corresponding Siegel function, see [14, Section 2.1]. We
have the following infinite product presentation for ga, see [8, Formula (7)].
ga(τ) = −qB2(a1)/2τ eπia2(a1−1)
∞∏
n=0
(
1− qn+a1τ e2πia2
) (
1− qn+1−a1τ e−2πia2
)
,
where qτ = e
2πiτ and B2(T ) = T
2 − T + 16 is the second Bernoulli polynomial.
From the proof of [8, Proposition 2.3] and replacing 3|qτ | by 2.03|qτ | in [8, For-
mula (11)], we get directly the following lemma.
Lemma 3.1. Let a ∈ Q2 \ Z2. Then for τ ∈ D, we have
log |ga(τ)| = ℓa log |qτ |+ log |1− qa1τ e2πia2 |+ log |1− q1−a1τ e−2πia2 |+ O1(2.03|qτ |).
Recall that by a modular unit on a modular curve we mean a rational function
having poles and zeros only at the cusps.
For a ∈ (p−1Z)2 \ Z2, we denote g12p
a
by ua, which is a modular unit on the
principal modular curve X(p) of level p. Moreover, we have ua = ua′ when a ≡ a′
mod Z2. Hence, ua is well-defined when a ∈ A. In addition, every ua is integral
over Z[j]. For more details, see [8, Section 4.2].
Furthermore, the Galois action on the set {ua} is compatible with the right
linear action of GL2(Z/pZ) on it. That is, for any σ ∈ Gal(Q(X(p))/Q(X(1))) ∼=
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GL2(Z/pZ)/± 1 and any a ∈ A, we have
uσ
a
= uaσ.
Here we borrow a result and its proof from [2] for the conveniences of readers.
Lemma 3.2 ([2]). We have ∏
a∈A
ua = p
12p.
Proof. We denote by u the left-hand side of the equality. Since the set A is stable
with respect to GL2(Z/pZ), u is stable with respect to the Galois action over the
field Q(X(1)) = Q(j). So u ∈ Q(j). Moreover, since u is integral over Z[j], u ∈ Z[j].
Notice that X(1) has only one cusp and u has no zeros and poles outside the cusps,
so u must be a constant and u ∈ Z. Since
∑
(a1,a2)∈A
B2(a1) = 0 and
∑
(a1,a2)∈A
a2(1− a1) = p
2 − 1
4
,
we have for q = 0,
u =
∏
(a1,a2)∈A,a1=0
(1 − e2πia2)12p =
∏
1≤k<p
(1− e2kπi/p)12p = p12p.

3.2. X+ns(p) and XH . It is well-known that the curve X
+
ns(p) has (p− 1)/2 cusps.
Moreover, these cusps correspond to the orbits of the (left) action of G∩SL2(Z/pZ)
on the set F2p \ {
(
0
0
)}, see [7, Lemma 2.3]. By definition, these orbits are the sets
La, defined by x2−Ξy2 = ±a, where a runs through F×p /{±1}, the cusp at infinity
corresponds to a = 1.
Form now on, we fix an integral point P ofX+ns(p) and assume that |j(P )| > 3500.
Since every integral point of X+ns(p) is also an integral point of XH , P is also an
integral point of XH . Hence for our purposes, we only need to focus on the modular
curve XH .
Notice that since all the cusps have ramification index p in the natural covering
X+ns(p)→ X(1), so as the natural covering XH → X(1).
We fix a uniformization XH(C) = H¯/Γ, and let τ0 ∈ H¯ be a lift of P . Pick
σc ∈ SL2(Z) such that τ = σ−1c (τ0) ∈ D. As the proof of [8, Proposition 3.1], we
can choose the cusp c = σc(i∞) and construct Ωc = σc(∆)/Γ. Furthermore, for the
cusp c, following [8, Section 3] let tc be its local parameter and put qc = t
p
c , then
qc and tc are defined and analytic on Ωc. Moreover, qc(P ) = qτ .
According to [8, Proposition 3.1], we have
(3.1)
1
2
|j(P )| ≤ |qc(P )−1| ≤ 3
2
|j(P )|.
We will use (3.1) several times without special reference.
In the sequel we can assume that |qc(P )| ≤ 10−p. Indeed, the inequality
|qc(P )| > 10−p yields a much better estimate for log |j(P )| than those given in
Section 1.
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3.3. Modular units on XH . The group GL2(Fp) acts naturally (on the right) on
the set A. Since GH ⊂ GL2(Fp), let us consider the natural right group action of
GH on A. There are d orbits of this group action. These orbits are the sets Oa,
defined by {(x/p, y/p) : x2 − Ξ−1y2 ∈ aH}, where a runs through F×p /H . In fact,
if (x, y) ∈ Oa, then for any g ∈ GH , noticing the two possible representations of g,
it is straightforward to show that (x, y) · g ∈ Oa.
Based on our conventions in Section 2, we consider the natural right group
action of Gal(K/Q) on the set of orbits of the group action A/GH . Moreover, for
any σ ∈ Gal(K/Q) and any orbit Oa, we have
Oaσ = Oaσ.
It is easy to see that this group action is transitive. So we obtain the following
lemma.
Lemma 3.3. We have |Oa| = (p2 − 1)/d.
Let S be any subset of A, we define
uS =
∏
a∈S
ua.
Let O be an orbit of A/GH , we have
(3.2) uO =
∏
a∈O
ua.
By [8, Proposition 4.2 (ii)], uO is a rational function on the modular curve XH .
Furthermore, uO is a modular unit on XH .
We denote by Ordc(uO) the vanishing order of uO at c. The following lemma is
derived directly from Lemma 3.1 and [8, Proposition 4.2 (iii)].
Lemma 3.4. We have
(3.3) log |uO(P )| = Ordc(uO)
p
log |qc(P )|+ log |γc|+O1(17p3|qc(P )|1/p)
where
Ordc(uO) = 12p
2
∑
a∈Oσc
ℓa and γc =
∏
(a1,a2)∈Oσc
a1=0
(1− e2πia2)12p.
Proof. Here we use the following identity:
uO(P ) = uO(τ0) = uO(σc(σ
−1
c (τ0))) = uOσc(τ).
Notice that for |z| ≤ r < 1, we have
| log |1 + z|| ≤ − log(1− r)
r
|z|.
Taking r = 0.1 and combining Lemma 3.1 with Lemma 3.3, we have
log |uO(P )| =Ordc(uO)
p
log |qc(P )|+ log |γc|
+O1
(
26p
p2 − 1
d
|qc(P )|1/p + 25pp
2 − 1
d
|qc(P )|
)
.
Then this lemma follows from d ≥ 3. 
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We want to indicate that γc is a real algebraic number. Because if (0, a2) ∈ Oσc,
then we have (0,−a2) ∈ Oσc based on the fact that if (x, y) ∈ O, then (−x,−y) ∈ O.
Lemma 3.5. The group generated by the principal divisor (uO), where O runs over
the orbits of A/GH , is of rank d− 1.
Proof. By Lemma 3.2, the rank of the free abelian group (uO) is at most d − 1.
Then Manin-Drinfeld theorem, as stated in [14], tells us that this rank is maximal
possible. 
4. Baker’s method on XH
In this section we obtain a bound for log |j(P )|, involving various parameters.
Recall that P is the integral point of X+ns(p) fixed in Section 3.2.
4.1. Cyclotomic units. We introduce a set of independent cyclotomic units of
Q(ζp)
+ as follows,
ξk−1 = ζ
(1−k)/2
p ·
1− ζkp
1− ζp =
ζ¯p
k/2 − ζk/2p
ζ¯p
1/2 − ζ1/2p
, k = 2, . . . ,
p− 1
2
,
for details see [22, Lemma 8.1]. In particular, {−1, ξ1, · · · , ξ p−3
2
} is a set of inde-
pendent generators for the full group of cyclotomic units of Q(ζp)
+. Let m′ be the
index of 〈ξ1, · · · , ξ p−3
2
〉 in the full unit group of Q(ζp)+ modulo roots of unity, which
is equal to the class number of Q(ζp)
+.
We put
ηk = NQ(ζp)+/K(ξk) =
∏
σ∈Gal(Q(ζp)+/K)
ξσk , k = 1, . . . ,
p− 3
2
.
Let m be the exponent of 〈η1, · · · , η p−3
2
〉 in the full unit group of K modulo roots
of unity. Since [Q(ζp)
+ : K] = |H |/2 = p−12d , we have
(4.1) m
∣∣∣∣m′(p− 1)2d .
Since m is finite and the rank of the full unit group of K is d − 1, the group
〈η1, · · · , η p−3
2
〉 modulo roots of unity has rank d− 1. In particular, in the sequel we
assume that η1, · · · , ηd−1 are multiplicatively independent without loss of generality.
4.2. More about modular units on XH . We fix an orbit O of the group action
A/GH . Put U = uO, where uO is defined in (3.2).
Based on our conventions in Section 2, for any σ ∈ Gal(K/Q), we can de-
fine Uσ as the natural Galois action. Indeed, we can view σ as an element of
Gal(K(XH)/Q(X
+
ns(p))) and U ∈ K(XH). Moreover, we have Uσ = uOσ and
U(P )σ = Uσ(P ).
Since the Galois group Gal(K/Q) acts transitively on the set of orbits of A/GH ,
we can rewrite Lemma 3.2 as follows.
Lemma 4.1. We have ∏
σ∈Gal(K/Q)
Uσ = p12p.
By Lemma 3.3 and the formula for OrdcuO appearing in Lemma 3.4 we obtain
a bound for the vanishing order of U at c.
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Lemma 4.2. We have
|OrdcU | ≤ p
2(p2 − 1)
d
.
For 1− ζp, we take the Q(ζp)/K-norm, setting µ = NQ(ζp)/K(1− ζp).
Lemma 4.3. We have (U(P )) =
(
µ12p
)
.
Proof. Since P is an integral point of XH , by [8, Proposition 4.2 (i)] and Lemma
4.1, the principal ideal (U(P )) is an integral ideal of the field K of the form pn,
where p = (µ) and n is a positive integer.
In addition, since p is stable under the Galois action over Q, we have (Uσ(P )) =
pn for every σ ∈ Gal(K/Q). Noticing that pd = (p), it follows from Lemma 4.1
that n = 12p. 
So Dirichlet’s unit theorem gives
U(P )m = ±ηm0 ηb11 . . . ηbd−1d−1 ,
where η0 = µ
12p and b1, · · · , bd−1 are some rational integers.
Let
V = U/η0,
then we have
V (P )m = ±ηb11 . . . ηbd−1d−1 ,
and OrdcV = OrdcU . For every σ ∈ Gal(K/Q), we have
(4.2) V σ(P )m = ±(ησ1 )b1 . . . (ησd−1)bd−1 ,
where V σ = Uσ/ησ0 . Furthermore, by (3.3), we have
(4.3) log |V σ(P )| = OrdcV
σ
p
log |qc(P )|+ log |Υc,σ|+O1
(
17p3|qc(P )|1/p
)
,
where Υc,σ = γc,σ/η
σ
0 and
γc,σ =
∏
(a1,a2)∈Oσσc
a1=0
(1− e2πia2)12p.
Notice that γc,σ = γc when σ is the identity. So Υc,1 = γc/η0.
Finally we put
B = max{|b1|, · · · , |bd−1|,m}.
4.3. Upper bound for B. We fix an order on the elements of the Galois group
by supposing
Gal(K/Q) = {σ0 = 1, σ1, · · · , σd−1}.
Since the real algebraic numbers η1, · · · , ηd−1 are multiplicatively independent,
the (d − 1) × (d − 1) real matrix A = (log |ησkℓ |)1≤k,ℓ≤d−1 is non-singular. Let
(αkℓ)1≤k,ℓ≤d−1 be the inverse matrix. Then by (4.2) we have
bk = m
d−1∑
ℓ=1
αkℓ log |V σℓ(P )|, 1 ≤ k ≤ d− 1.
8 AURE´LIEN BAJOLET AND MIN SHA
Define the following quantities:
δc,k =
m
p
d−1∑
ℓ=1
αkℓOrdcV
σℓ ,
βc,k = m
d−1∑
ℓ=1
αkℓ log |Υc,σℓ |,
κ = max{max
k
d−1∑
ℓ=1
|αkℓ|, 1}.
According to (4.3), we have
bk = δc,k log |qc(P )|+ βc,k +O1
(
17p3mκ|qc(P )|1/p
)
.
Let δ = max
k
|δc,k| and β = max
k
|βc,k|. Then we have
(4.4) B ≤ δ log |qc(P )−1|+ β + 2p3mκ.
4.4. Preparation for Baker’s inequality. We define the following function
W =


V if OrdcV = 0,
V OrdcV
σ
(V σ)−OrdcV if OrdcV 6= 0,
where σ ∈ Gal(K/Q) and σ 6= 1. So we always have OrdcW = 0. Moreover, W is
not a constant by Lemma 3.5. In Section 6 we will choose special U (i.e. V ) and σ
to deal with the exceptional case.
Define
αd =


|Υc,1|−1 if OrdcV = 0,
∣∣∣∣ΥOrdcV
σ
c,1
ΥOrdcVc,σ
∣∣∣∣
−1
if OrdcV 6= 0.
Then by (4.3) and Lemma 4.2 we obtain
(4.5) log |W (P )| = − logαd +O1
(
12p7|qc(P )|1/p
)
.
Put
Λ = m log |W (P )|+m logαd.
If OrdcV = 0, by (4.2), we have
Λ = b1 log |η1|+ · · ·+ bd−1 log |ηd−1|+m logαd.
In this case, we put αk = |ηk| for 1 ≤ k ≤ d− 1.
If OrdcV 6= 0, by (4.2), we have
Λ = b1 log
∣∣∣∣∣ η
OrdcV
σ
1
(ησ1 )
OrdcV
∣∣∣∣∣+ · · ·+ bd−1 log
∣∣∣∣∣ η
OrdcV
σ
d−1
(ησd−1)
OrdcV
∣∣∣∣∣+m logαd.
In this case, we put αk =
∣∣∣∣ ηOrdcV σk(ησk )OrdcV
∣∣∣∣ for 1 ≤ k ≤ d− 1.
Hence, in both two cases we have
(4.6) Λ = b1 logα1 + · · ·+ bd−1 logαd−1 +m logαd.
Notice that all αk, 1 ≤ k ≤ d, are contained in Q(ζp)+.
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4.5. Using Baker’s inequality. If Λ = 0, we can get a better bound for log |j(P )|,
see the Section 6. So here we assume that Λ 6= 0.
Using [16, Corollary 2.3] and combining (4.4) and (4.5), we have
(4.7)
exp(−C1(d)Ω(p− 1
2
)2(1+log
p− 1
2
)(1+logB)) < |Λ| ≤ λ|qc(P )|1/p ≤ λ exp
(−B + β + 2p3mκ
δp
)
,
where
C1(d) = min
{ e
2
d4.530d+3, 26d+20
}
,
Ak ≥ max{p− 1
2
h(αk), | logαk|, 0.16}, 1 ≤ k ≤ d,
Ω = A1 · · ·Ad, λ = 12p7m,
and h(·) is the usual absolute logarithmic height.
We obtain B ≤ K1 logB +K2, where
K1 = δpC1(d)Ω(
p− 1
2
)2(1 + log
p− 1
2
),
K2 = δpC1(d)Ω(
p− 1
2
)2(1 + log
p− 1
2
) + β + 2p3mκ+ δp logλ.
By [6, Lemma 2.3.3], we obtain
B ≤ B0 = 2(K1 logK1 +K2).
Then by (4.7), we have
|qc(P )−1| < λp exp(pC1(d)Ω(p − 1
2
)2(1 + log
p− 1
2
)(1 + logB0)).
Finally we have
(4.8) log |j(P )| < pC1(d)Ω(p − 1
2
)2(1 + log
p− 1
2
)(1 + logB0) + p logλ+ log 2.
Hence, to get a bound for log |j(P )|, we only need to calculate the quantities in
the above inequality, and we will do this in the next section.
It is easy to see that
C1(d) = min
{ e
2
d4.530d+3, 26d+20
}
< 2d4.530d+3.
5. Computations
5.1. Upper Bound for m. Let h+, R+ and D+ be the class number, regulator
and discriminant of Q(ζp)
+, respectively.
By [22, Lemma 8.1 and Theorem 8.2], we have m′ = h+. By [22, Proposition
2.1 and Lemma 4.19], we have |D+| = p p−32 . Then the class number formula (see
[22, Page 37]) gives
h+ =
(p
4
) p−3
4 · 1
R+
∏
χ6=1
L(1, χ).
Using [11, Theorem 2] to the field extension Q(ζp)
+/Q, we have R+ > 0.32. Ap-
plying [15, Theorem 1] to the field extension Q(ζp)
+/Q and noticing the constant
µQ below Formula (6) of [15], we get
|L(1, χ)| < 1
2
log p+ 0.03 < log p, if χ 6= 1.
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Hence we have
h+ < p
p−3
4 (log p)
p−3
2 .
Finally by (4.1), we obtain
(5.1) m ≤ h
+(p− 1)
2d
< p
p+1
4 (log p)
p−3
2 .
In the sequel we use the following formulas. For any n ∈ Z and a1, · · · , ak, α ∈ Q¯,
we have
h(a1 + · · ·+ ak) ≤ h(a1) + · · ·+ h(ak) + log k,
h(a1 · · ·ak) ≤ h(a1) + · · ·+ h(ak),
h(αn) = |n|h(α),
h(ζ) = 0 for any root of unity ζ ∈ C.
5.2. Height of ηk−1 for k = 2, . . . , (p− 1)/2. Let a ∈ F×p and σa ∈ Gal (Q(ζp)/Q)
induced by the automorphism of Q(ζp) : ζp → ζap .
Since ξσak−1 =
ζ¯p
ak/2
−ζak/2p
ζ¯p
a/2
−ζ
a/2
p
, we have h(ξσak−1) ≤ 2 log 2. So
h(ησak−1) ≤
(p− 1) log 2
d
.
Notice that if −π2 < x < π2 , then sin xx > 2π . Since ξσak−1 = sin(πak/p)sin(πa/p) , we have
|ξσak−1| ≤
1
| sin(πa/p)| ≤
1
sin(π/p)
<
p
2
,
and
|ξσak−1| ≥ | sin(πak/p)| ≥ sin(π/p) >
2
p
.
So we have | log |ξσak−1|| < log p2 . Hence
| log |ησak−1|| <
(p− 1) log p2
2d
.
Since we can view Gal(K/Q) as a quotient group of Gal(Q(ζp)/Q), for any
σ ∈ Gal(K/Q), we have
(5.2) h(ησk−1) ≤
(p− 1) log 2
d
and | log |ησk−1|| <
(p− 1) log p2
2d
.
5.3. Height of η0. Following the method in Section 5.2, we have h(1−ζσap ) ≤ log 2.
So
h(ησa0 ) ≤
12p(p− 1) log 2
d
.
First we have |1− ζσap | ≤ 2. Second we have
|1− ζσap |2 ≥ 2− 2 cos
π
p
= 4
(
sin
π
2p
)2
>
(
2
p
)2
.
So we have | log |1− ζσap || < log p2 . Hence
| log |ησa0 || <
12p(p− 1) log p2
d
.
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Since we can view Gal(K/Q) as a quotient group of Gal(Q(ζp)/Q), for any
σ ∈ Gal(K/Q), we obtain
(5.3) h(ησ0 ) ≤
12p(p− 1) log 2
d
and | log |ησ0 || <
12p(p− 1) log p2
d
.
5.4. Height of |Υc,σ|. Recall that Υc,σ = γc,σ/ησ0 , σ ∈ Gal(K/Q) and
γc,σ =
∏
(a1,a2)∈Oσσc
a1=0
(1− e2iπa2)12p.
Notice the description of O in Section 3.3, we have |{(a1, a2) ∈ Oσσc : a1 = 0}| ≤
2|H | = 2(p−1)d . Following the method in Section 5.2, we get
h(γc,σ) ≤ 24p(p− 1) log 2
d
.
Since Υc,σ = γc,σ/η
σ
0 , we have
h(Υc,σ) ≤ h(γc,σ) + h(ησ0 ) ≤
36p(p− 1) log 2
d
.
Noticing that |Υc,σ|2 = Υc,σΥ¯c,σ, we get
(5.4) h(|Υc,σ|) ≤ 36p(p− 1) log 2
d
.
Since a1 = 0, we have a2 ∈ { 1p , · · · , p−1p }. First we have |1− e2iπa2 | ≤ 2. Second
|1− e2iπa2 |2 = 2(1− cos 2πa2) ≥ 2(1− cosπ/p) = 4 sin2 π
2p
≥ 4
p2
.
So we have | log |1− e2iπa2 || ≤ log p2 , and then
| log |γc,σ|| ≤
24p(p− 1) log p2
d
.
Hence we have
(5.5) | log |Υc,σ|| ≤
36p(p− 1) log p2
d
.
5.5. Calculation of Ω. Recall that Ω = A1 · · ·Ad, where
Ak ≥ max{p− 1
2
h(αk), | logαk|, 0.16}, 1 ≤ k ≤ d.
If OrdcV = 0, then αk = |ηk| = ±ηk, 1 ≤ k ≤ d − 1, and αd = |Υc,1|−1. Then
for 1 ≤ k ≤ d− 1, we can choose Ak = p2/d. For Ad, we can choose Ad = 36p3/d.
If OrdcV 6= 0, then αk =
∣∣∣∣ ηOrdcV σk(ησk )OrdcV
∣∣∣∣, 1 ≤ k ≤ d− 1, and αd =
∣∣∣∣ΥOrdcV
σ
c,1
ΥOrdcVc,σ
∣∣∣∣
−1
. For
1 ≤ k ≤ d − 1, combining Lemma 4.2 we can choose Ak = p6/d2. For Ad, we can
choose Ad = 36p
7/d2.
Therefore, we can choose
(5.6) Ω = 36p6d+1/d2d.
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5.6. Calculation of B0. For our purpose we need to calculate δ, β and κ. In fact,
all we want to do is to get a bound for |αkℓ|, 1 ≤ k, ℓ ≤ d− 1.
Let RK be the regulator of K. By [22, Lemma 4.15], we have | detA| ≥ mRK .
Applying [11, Theorem 2] to the field extension K/Q, we have RK > 0.32. So we
get
| detA| > 0.32m.
Notice that αkℓ =
1
detAAℓk, where Alk is the relative cofactor. The reader
should not confuse the matrix A, the constants Ak introduced in Section 4.5 and
the cofactors Alk.
By Hadamard’s inequality and (5.2), we have
|Aℓk| ≤
[
(p− 1)√d− 2 log p2
2d
]d−2
.
Then we have
|αkℓ| <
[
(p− 1)√d− 2 log p2
2d
]d−2
· 1
0.32m
< (p
√
p log p)
p−1
2
−2
/m
= p
3p−15
4 (log p)
p−5
2 /m.
Hence, we obtain
δ < p
3p−3
4 (log p)
p−5
2 ,
β < 36p
3p−7
4 (log p)
p−3
2 ,
κ < p
3p−11
4 (log p)
p−5
2 /m.
Notice that d ≤ (p− 1)/2 and p ≥ 7, we get C1(d) ≤ pp+8. Therefore, we have
K1 < p
5p+9(log p)p−1, K2 < 4p
5p+9(log p)p−1,
and then
B0 < 16p
5p+10(log p)p, 1 + logB0 < 8p log p.
5.7. Final results. Finally, by (4.8) we can get an explicit bound for log |j(P )| as
follows
log |j(P )| < 2pC1(d)Ω(p− 1
2
)2(1 + log
p− 1
2
)(1 + logB0)
< C(d)p6d+5(log p)2,
where C(d) = 30d+5 · d−2d+4.5. Hence we obtain Theorem 1.1.
If we choose d = (p−1)/2, applying the bound p−1 ≥ 6p/7 and a few numerical
computations, we can get Theorem 1.2.
6. The case Λ = 0
In this section, we suppose that Λ = 0. Then we will obtain a better bound for
log |j(P )| than Theorem 1.1.
First we assume that OrdcV = 0, i.e. OrdcU = 0. Then we have |U(P )| = |γc|.
Since U(P ) and γc are real, we have U(P )
2 = γ2c , i.e. U
2(P ) = γ2c .
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Recall Ωc and the q-parameter qc mentioned in Section 3.2. Let v be an absolute
value ofQ(ζp) normalized to extend a standard absolute value onQ. for the modular
function U2, we get the following lemma.
Lemma 6.1. There exist an integer function f(·) with respect to qc and λc1, λc2, λc3 · · · ∈
Q(ζp) such that the following identity holds in Ωc,
(6.1) log
U2(qc)
γ2c q
2OrdcU
p
c
= 2πf(qc)i+
∞∑
k=1
λckq
k/p
c ,
and
|λck|v ≤
{ |k|−1v if v is finite,
48p2(k + p) if v is infinite.
In particular, for every k ≥ 1 we have
h(λck) ≤ log(48p3 + 48kp2) + log k.
Proof. By definition, we have
(6.2)
U2(qc)
γ2c q
2OrdcU
p
c
=
∏
a∈Oσc
∞∏
n=0
n+a1 6=0
(1− qn+a1c e2πia2)24p
∞∏
n=0
(1− qn+1−a1c e−2πia2)24p.
Since
∑
a∈Oσc

 ∞∑
n=0
n+a1 6=0
24p|qc|n+a1 +
∞∑
n=0
24p|qc|n+1−a1


is convergent, it follows from [1, Chapter 5 Section 2.2 Theorem 6] that the right-
hand side of (6.2) is absolutely convergent. Then we can write it as the form
∞∏
n=1
(1 + dn) such that
∞∏
n=1
(1 + dn) is absolutely convergent. Hence, [1, Chapter 5
Section 2.2 Theorem 5] gives
log
U2(qc)
γ2c q
2OrdcU
p
c
= 2πf(qc)i+
∑
a∈Oσc

 ∞∑
n=0
n+a1 6=0
24p log(1− qn+a1c e2πia2) +
∞∑
n=0
24p log(1 − qn+1−a1c e−2πia2)

 .
Applying the Taylor expansion of the logarithm function to the right-hand side of
the above formula, we get the desired identity (6.1).
For a fixed non-negative integer n (where we assume n > 0 if a1 = 0), write
log(1− qn+a1c e2πia2) =
∞∑
k=1
βkq
k/N .
An immediate verification shows that
|βk|v ≤
{ |k|−1v if v is finite,
1 if v is infinite.
Same estimates hold true for the coefficients of the q-series for log(1−qn+1−a1c e−2πia2).
For each a ∈ Oσc, the number of coefficients in the q-series for log(1−qn+a1c e2πia2)
which may contribute to λck (those with 0 ≤ n ≤ k/p) is at most k/p+ 1, and the
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same is true for the q-series for log(1− qn+1−a1c e−2πia2). The bound for |λck|v now
follows by summation. 
Corollary 6.2. With the assumption OrdcU = 0, we have λ
c
k 6= 0 for some k ≤ p5.
Proof. Since OrdcU = 0 and U is not a constant, there must exist some λ
c
k 6= 0. Un-
der the assumption OrdcU = 0, we have U(c) = γc, and then f(qc(c)) = 0 by (6.1).
We extend the additive valuation Ordc from the field K(XH) to the field of formal
power series K((q
1/p
c )). Then Ordcq
1/p
c = 1 and Ordc
(−2πf(qc)i+ log(U2/γ2c )) ≤
Ordc log(U
2/γ2c ) = Ordc(U
2/γ2c − 1). The latter quantity is bounded by the degree
of U2/γ2c − 1, which is equal to the degree of U2.
The degree of U2 is equal to
∑
c0
|Ordc0 U |, here the sum runs through all the
cusps of XH . Then the result follows from Lemma 4.2. 
Now we can get a bound for log |j(P )|.
Proposition 6.3. Under the assumptions Λ = 0 and OrdcU = 0, we have
log |j(P )| ≤ p2 log(48p12 + 48p8) + p log(96p2(p5 + p+ 1)) + log 2.
Proof. Let n be the smallest k such that λck 6= 0. Then n ≤ p5. We assume
that |qc(P )| ≤ 10−p, otherwise there is nothing to prove. Since OrdcU = 0 and
U2(P ) = γ2c , it follows from (6.1) that 2πf(qc(P ))i +
∞∑
k=n
λckqc(P )
k/p = 0.
Suppose that f(qc(P )) = 0. Then |λcnqc(P )n/p| = |
∞∑
k=n+1
λckqc(P )
k/p|. On one
side, we have
|
∞∑
k=n+1
λckqc(P )
k/p| ≤
∞∑
k=n+1
|λck||qc(P )|k/p ≤
∞∑
k=n+1
48p2(k + p)|qc(P )|k/p
= 96p2(n+ p+ 1)|qc(P )|(n+1)/p.
On the other side, using Product Formula we get
|λcn| ≥ e−[Q(ζp):Q]h(λ
c
n) ≥ (48np3 + 48n2p2)−p+1.
Then we obtain
log |qc(P )−1| ≤ p2 log(48p12 + 48p8) + p log(96p2(p5 + p+ 1)).
Finally, the desired result follows from (3.1).
Suppose that f(qc(P )) 6= 0. Then 2π ≤ |
∞∑
k=n
λckqc(P )
k/p| ≤ 96p2(n+p)|qc(P )|n/p.
Then we get log |qc(P )−1| ≤ p log(96p2(p5 + p)). So we have
log |j(P )| ≤ p log(96p2(p5 + p)) + log 2.

Now we assume that OrdcV 6= 0, i.e. OrdcU 6= 0. By Lemma 4.1, we can
choose a U such that OrdcU < 0. Then we choose a σ such that OrdcU
σ > 0.
Put n1 = −OrdcU and n2 = OrdcUσ. Since U(P ) and γc are real, we have
U(P )2n2Uσ(P )2n1 = γ2n2c γ
2n1
c,σ , i.e. U
2n2(Uσ)2n1(P ) = γ2n2c γ
2n1
c,σ . Lemma 3.5 guar-
antees that U2n2(Uσ)2n1 is not a constant.
Applying the same method as the above without difficulties, we can also get a
better bound than Theorem 1.1. We omit the details here.
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