We first present new structural properties of a two-pair in various graphs. A twopair is used in a well-known characterization of weakly chordal graphs. Based on these properties, we prove the main theorem: a graph G is a weakly chordal
Introduction
The chordality of a graph plays a fundamental role in graph theory. The class of chordal graphs is widely investigated. One of the reasons is that the class has a natural intersection model as the intersection graph of subtrees of a tree [1] [2] [3] and hence a concise tree representation. A tree representation can be constructed in linear time (see e.g. [4, 5] ), called a clique tree, where each node of the tree corresponds to a maximal clique of the chordal graph.
In many real world applications, the intersection representation of a graph is more important than the graph itself. In [6, 7] , the intersection representation of a graph on a tree is generally defined as follows. An (h, s, t)-representation consists of a collection of subtrees {S v |v ∈ V (G)} of a tree T , such that (i) the maximum degree of T is at most h, (ii) every subtree has maximum degree at most s, and (iii) there is an edge between two vertices in the graph if and only if the corresponding subtrees in T have at least t vertices in common. Notation of ∞ here means that no restriction is imposed. The class of graphs that has an (h, s, t)-representation is denoted by [h, s, t] . It is well known [1] [2] [3] that the chordal graphs correspond to [∞, ∞, 1], which was strengthened in [8, 7] , respectively, to be equivalent to [3, 3, 1] and [3, 3, 2] . Interval graphs, by definition, are the [2, 2, 1] graphs. There are other papers that study [h, s, t] graphs, for specific values of h, s and t, although without using this notion. For example, the edge intersection graphs of paths in a tree [9] (EPT graphs) are the [∞, 2, 2] . See also [10] [11] [12] [13] . In this paper, we investigate only representations with t = 2. Every graph has an (∞, ∞, 2)-representation, namely, as the edge intersection graph of substars of a star. The class of weakly chordal graphs is also well studied and has a number of known applications. Our main motivation in this paper is to determine if there is an [h, s, t] class of graphs that corresponds to weakly chordal graphs. In this paper we prove that weakly chordal graphs with a finite set of forbidden subgraphs correspond to [4, 4, 2] graphs. Our result bridges between characterizing a graph based on its structural properties and characterizing a graph based on its intersection model. Significantly important is that we present new structural properties of a two-pair in various graphs. In particular, a two-pair is used in [14] for a characterization of weakly chordal graphs.
We first prove the new structural properties of two-pairs in Section 3, and then determine our list of forbidden structures of [4, 4, 2] graphs shown in Fig. 3 in Section 4. The main theorem of this paper is the following: A graph G is a weakly chordal (K 2,3 , 4P 2 , P 2 ∪ P 4 , P 6 , H 1 , H 2 , H 3 )-free graph if and only if the graph G has a (4, 4, 2)-representation. The proof of this theoretical result is based on the results in Sections 3 and 4. Moreover, the proof constructively finds a (4, 4, 2)-representation, first by building an (8, 8 , 2)-representation in Section 5, and then refining it in Section 6 to obtain a (4, 4, 2)-representation. The preliminary version of this work was presented in [15] .
Preliminaries
All standard definitions can be found in [16, 17, 4, 5] .
Consider an undirected graph G = (V , is an edge between two vertices of the cycle that is not an edge of the cycle. A cycle is chordless if it contains no chords. Trivially, a triangle (denoted by C 3 ) has no chord, so we refer to a chordless cycle in this work as having length strictly greater than 3. We denote by C k the chordless cycle on k vertices, and we always assume k > 3. An undirected graph G is a chordal (triangulated) graph, if every cycle in G of length strictly greater than 3 possesses a chord, i.e., there is no chordless
A graph G is a weakly chordal graph if neither G nor its complement G have an induced subgraph C k , k ≥ 5. Weakly chordal graphs satisfy the hereditary property, i.e., any induced subgraph of a weakly chordal graph is also weakly chordal.
Let X ⊂ V be a vertex set, we say that v ∈ V − X sees X if v is adjacent to some vertex in X . We denote by G X the subgraph induced by a vertex set X ⊂ V . A subset S of vertices of a connected graph G is called a separator if G V −S is not connected. A separator S is called an (a, b)-separator if a and b are in different connected components of G V −S . The set S is a minimal (a, b)-separator if S is an (a, b)-separator and no proper subset of S is an (a, b)-separator. Finally, a separator S is a minimal separator if there is some pair {a, b} such that S is a minimal (a, b)-separator.
A two-pair in a graph G is a pair of vertices {x, y}, such that every chordless path between x and y contains exactly two edges. Clearly, the common neighborhood of a two-pair {x, y} is a minimal (x, y)-separator, which we denote by Sep(x, y).
Theorem 2.1 ([14]). A graph G is weakly chordal if and only if every induced subgraph of G either has a two-pair or is a clique.
We denote by S, T an (h, s, t)-representation of a graph, where S is a collection of subtrees on a host tree T . Every vertex x in G corresponds to a subtree S x in S, T , and we define E x to be the set of edges of S x in T . Every subset X ⊆ V in G corresponds to a collection of subtrees S X = {S x |x ∈ X } and we define E X to be the set of edges of S X in T .
The chordless cycle C n is an [∞, ∞, 2] graph, and has a unique representation called a pie. A pie is a star subgraph of
in a different member of S. (Addition is assumed to be modulo n.) The vertex b is called the center of the pie. The following theorem shows that this is essentially the only representation for C n , which generalizes a result of [9] for [∞, 2, 2] . Proof. Let S i be the subtree in T corresponding to x i for all i. Choose an edge e i ∈ S i ∩ S i+1 and let c i be an endpoint of e i .
First we prove that for all i and j, S i and S j share a common vertex. Suppose S i and S j do not share a vertex for some i and j, so in particular |i − j| ≥ 2. Let P be the path in T from c i to c j . On the one hand, since T is a tree, P is contained in the subtree S i+1 ∪ · · · ∪ S j and, since S i and S j do not share a vertex, there exists an edge e ∈ (P − S i − S j ) ∩ S k for some i < k < j. On the other hand, P is contained in the subtree S j+1 ∪ · · · ∪ S i , but the edge e cannot be in any S l for j + 1 ≤ l ≤ i. Contradiction! Finally, since subtrees in a tree satisfy the Helly property [16] , there is a vertex b ∈ S i for all 0 ≤ i < n. Choosing vertices a i , such that (a i , b) ∈ S i ∩ S i+1 we obtain a pie which realizes C .
New structural results on two-pairs

Two-pairs in a variety of graphs
In this section, we show new interesting structural properties of a two-pair in specific families of graphs. Our main motivation to investigate these properties is that two-pairs characterize weakly chordal graphs.
Given a two-pair {x, y} in G, we define Z = {z ∈ V |z ∈ Sep(x, y), z = x, y, and z has two non-adjacent neighbors in Sep(x, y)}.
We denote by Z x the vertices in Z that are adjacent to x, and by Z y the vertices in Z that are adjacent to y. The vertices in the set {x} ∪ {y} ∪ Sep(x, y) are called the core vertices and the vertices in the set Z ∪ {x} ∪ {y} ∪ Sep(x, y) are called the essential vertices. Therefore, the vertices of a graph G can be partitioned into core and non-core vertices and can be also partitioned into essential and non-essential vertices. Clearly, a core vertex is also an essential vertex. See Table 1 . Finally,
recall that the open and closed neighborhood of a vertex v are defined as (iii) It is well known that a graph is bipartite if and only if the graph contains no odd cycles. By (i) and (ii), the subgraph G consists of two independent components Z ∪ {x} ∪ {y} and Sep(x, y). Clearly, there is no odd cycle in G Z ∪{x}∪{y} .
We will now prove by induction that G Sep(x,y) contains no odd cycles (not necessarily chordless). The graph G Sep(x,y) contains no C 3 , since C 3 corresponds to three independent separator vertices in G. We assume that G Sep(x,y) contains no odd cycle of size < k, k ≥ 5 and prove that G Sep(x,y) contains no odd cycle of size ≥ k. Suppose that G Sep(x,y) contains an odd
The cycles C and C have size < k and therefore by induction must be of even length. This is a contradiction, since |C| = |C | + |C | − 2 and the cycle C has an odd length. 
Partitioning of the separator into cliques
Let {x, y} be a two-pair and S = Sep(x, y). We now define the sets C 1 , C 2 , C 3 , C 4 , C 5 with respect to Sep(x, y), as illustrated in Fig. 1 , and whose structure will be shown below.
Otherwise, Sep(x, y) is not a clique and there exist two non-adjacent vertices
. Note that C 1 and C 2 are non-empty since s 1 ∈ C 1 and 
is not a clique (C 5 is possibly empty).
We now prove the following structural properties of the sets C 1 , . . . , C 5 in G.
Proposition 3.6. Let {x, y} be a two-pair in G: We now prove that
is a clique or forms an empty set, then 
(ii) By definition, the vertices of C i and (iii) We now prove that there is no edge between C 1 and C 2 . If there exist v ∈ C 1 and w ∈ C 2 , such that (v, w) ∈ E(G), then x, y, s 1 , s 2 , v, w form the forbidden subgraph P 2 ∪ P 4 . Therefore, there is no edge between C 1 and C 2 . Similarly, there is no edge between C 3 and C 4 .
Thus, there is no edge between the cliques C i and C i+1 for i = 1, 3. We now prove that for C i and
, then every vertex in C i and every vertex in C i+1 is adjacent to v for i = 1, 3. Since otherwise suppose there exists w ∈ C i such that w and v are not adjacent. Then x, y, s i , s i+1 , v, w form the forbidden subgraph
If Sep(x, y) is a clique (case I), then C 5 = Sep(x, y) as illustrated in Fig. 1 
(I).
If Sep(x, y) is not a clique, i.e., C 1 and C 2 are not empty and
C 1 and C 2 are disjoint and independent cliques, as illustrated in Fig. 1(II) .
and every vertex in C 5 is adjacent to every vertex in C 1 ∪ C 2 , as illustrated in Fig. 1(III) .
If
is not a clique, i.e., C 3 and C 4 are not empty (case IV). Then
is possibly empty) and every two vertices in two different, not independent sets, C i , 1 ≤ i ≤ 5, are adjacent, as illustrated in Fig. 1(IV) .
Hence, we proved the adjacency as illustrated in Fig. 1 .
Let G be a (K 2,3 , 4P 2 , P 2 ∪ P 4 , P 6 )-free graph and let C 1 , . . . , C 5 as defined above. Let C x = {x} ∪ Z x and C y = {y} ∪ Z y . We now define the collections
where each element in the collection is the union of a triplet of disjoint sets.
We define Φ Ψ as the union of Φ and Ψ , such that no element of Φ Ψ is contained in another element of Φ or Ψ , i.e., the ''containment maximal'' elements of Φ ∪ Ψ . Property 3.8. Let C 1 , . . . , C 5 be defined as above.
(
Proof. (i) Without loss of generality, suppose C 1 = ∅, then by definition (from Case (I)) C 2 = C 3 = C 4 = ∅ and
(ii) Without loss of generality, suppose C 3 = ∅, then by definition (from Case (II) and (III))
Consequences
The partitioning properties can now be applied to our classes of weakly chordal graphs. The following propositions will be needed later. 
, C 4 are non-empty sets and D is a connected component of the subgraph induced by the non-essential vertices of G, such that D hits some
A = C i ∪ C j ∪ C k , A ∈ Φ Ψ .
Then there exists K ⊆ D that hits A, such that K is a clique of size at most 2 in D (i.e, an edge or a single vertex).
Proof. Clearly, there exists a subset of D that hits
By Remark 1, we notate K = {v 1 , v 2 , v 3 }, such that v 1 is adjacent to some vertex a ∈ C x , v 2 is adjacent to some vertex b ∈ C 1 , v 3 is adjacent to some vertex c ∈ C 3 . We handle the following four cases separately according to the number of edges induced by K , as shown in Fig. 
2:
Case 1: K has three edges, i.e., is a clique.
In this case {v 1 , v 2 , v 3 , a, b, c} forms the forbidden subgraph C 6 . Contradiction! Therefore, K has less than three edges.
Case 2: K has two edges.
Without loss of generality, suppose that
cycle of size greater than 4. Contradiction! Therefore, K has less than two edges.
Case 3: K has one edge.
If no vertex on P sees C 1 nor C 3 , then the path P together with b and c form a chordless cycle of size greater than 4. By Remark 2, every vertex in D may see only one among C 1 and C 3 . Therefore, there exists a vertex on the path P that sees either C 1 or C 3 , but not both. We denote by v 4 the first vertex on the path P that, without loss of generality, is adjacent to some vertex b ∈ C 1 (possibly v 4 = v 2 and b = b). Moreover, (v 3 , v 4 ) ∈ E(G), since otherwise there exists a vertex set K = {v 1 , v 3 , v 4 } that has two edges as contradicted in Case 2.
Let P be the subpath of P from v 3 to v 4 . Let v 5 be the last vertex on the path P that is adjacent to some vertex c ∈ C 3 (possibly v 5 = v 3 and c = c). To conclude this case, we handle the following three subcases: In all subcases we obtain a contradiction, therefore K has less than one edge. v 2 ) ∈ E(G), then the proof is completed. Otherwise, let P = [v 1 , . . . , v 2 ] be a shortest path in D. Since |K | = 2, without loss of generality, v 1 is adjacent to some vertex a ∈ C x and does not see C 1 , and the vertex v 2 is adjacent to some vertex b ∈ C 1 and does not sees C x . Clearly, at least one of the vertices of K see C 3 . Without loss of generality, suppose v 2 is adjacent to some vertex c ∈ C 3 .
Suppose there exists a vertex u = v 1 on P that sees C x . Then K = {v 2 , u} has length of the shortest path [v 2 , . .
. , u]
smaller than the length of P, contradicting the choice of K . Therefore, no internal vertex on P sees C x . If no internal vertex on P sees C 1 , then the path P together with a and b form a chordless cycle of size greater than 4.
Therefore, let v 4 be the first vertex on the path P that sees Let P be the subpath of P from v 4 to v 2 . Moreover, no vertex on P sees both C 1 and C 3 . Since otherwise, if w is a vertex on P that sees both C 1 and C 3 , then K = {v 1 , w} has length of the shortest path [v 1 , . . . , u] smaller than the length of P, contradicting the choice of K .
No vertex on P sees C 3 . Since otherwise, let v be the first vertex on P that is adjacent to some c ∈ C 3 , then the subpath of P from v 1 to v (containing v 4 ) together with c and a form a chordless cycle of size greater than 4.
The path P (containing v 4 ) together with c and a form a chordless cycle of size greater than 4. Contradiction! Therefore, P is an edge and consequently (v 1 , v 2 ) ∈ E(G). Thus K is a clique. This proves Claim 2.
This completes the proof of the Proposition. In any (4, 4, 2)-representation of P 2 ∪ P 4 and P 6 , the subtree S e contains the edges e 1 , e 4 and does not contain the edges e 2 , e 3 . The subtree S f contains the edge e 2 (and possibly e 3 ), but does not contain the edges e 1 , e 4 . Therefore, S e ∩ S f = ∅.
Contradiction!
In any (4, 4, 2)-representation of C 6 , the subtree S e contains the edge e 1 and does not contain the edges e 2 , e 3 , e 4 . The subtree S f contains the edge e 3 and does not contain the edges e 1 , e 2 , e 4 . Therefore, S e ∩ S f = ∅. Contradiction! 
In any (4, 4, 2)-representation of H 1 , the collection of subtrees that correspond to connected components K 1 and K 2 does not contain e 1 , e 2 , e 3 . Thus both S e and S h must contain the edge e 4 . This is a contradiction, since S e ∩ S h = ∅.
In any (4, 4, 2)-representation of H 2 , the collection of subtrees that correspond to connected component K 1 contains e 1 and the collection of subtrees that correspond to connected component K 2 contains e 4 . Then S e must contain e 1 and e 4 .
Furthermore, S e must contain one among e 3 and e 2 . Thus, S h contains at most one edge among e 2 , e 3 . This is a contradiction, since S h ∩ S a = ∅.
In any (4, 4, 2)-representation of H 3 , the collection of subtrees that corresponds to connected components K 1 does not contain e 2 , e 3 , e 4 and the subtrees that correspond to connected components K 2 does not contain e 1 , e 2 , e 4 . Therefore, S e must contain e 1 and S h must contain e 3 . Since S e ∩ S h = ∅, S e cannot contain e 3 and therefore must contain e 2 and e 4 . Then S h can not contain e 1 , e 2 , e 4 . This is a contradiction, since S h ∩ S a = ∅.
Thus, G does not contain the induced subgraphs shown in Fig. 3 .
According to Theorem 2.2, a [4, 4, 2] graph G contains no C n , n > 4. Since C 5 = C 5 , the graph G does not contain C 5 . Moreover, G contains no C 6 and no P 6 and therefore G contains no C n , n > 6. Hence, G is weakly chordal. 
Proof. Consider the star T with central vertex u and leaves 1, 2, 3, 4, 5, 6. The representations for the graphs are as listed in Table 2 and can be easily verified. We now show minimality of degree.
(i) By Remark 4.2, h ≥ 6. Moreover, s ≥ 3, since K 2,3 is not an EPT graph [9] .
(ii) By Lemma 4.1, h ≥ 5. Therefore, a (5, 2, 2)-representation of C 6 has minimum degree. (iii) Similarly, by Lemma 4.1, h ≥ 5 for all of the graphs. It follows from [9] that none of the graphs are EPT graphs, and therefore s ≥ 3.
Construction of an (8, 8, 2)-representation
In this section we present an algorithm, based on the structural properties proved in Section 3, to construct an (8, 8, 2)-representation of a given weakly chordal (K 2,3 , 4P 2 , P 2 ∪ P 4 , P 6 )-free graph G. It will later be used to obtain an algorithm for a (4, 4, 2)-representation of a given weakly chordal (K 2,3 , (v 1 , b) 
end This variation of a well-known Lemma of Marczewski has been used for decades in [18] to show that every graph is an intersection graph. We give a proof to illustrate our terminology. (c) Let {x, y} be a two-pair in the graph G. For an edge e ∈ E x ∪ E y ∪ E Sep(x,y) (recall that E x and E y denote the set of edges of S x and S y in T respectively; and E Sep(x,y) denotes the set of edges of all subtrees S Sep(x,y) in T ), we define the collection of subtrees S(e) = {S ∈ S|S is a non-core subtree and S contains the edge e}.
(d) A flexible edge is a star edge e, such that e ∈ E Sep(x,y) or e is contained in a non-essential subtree. (e) Let u be a vertex in T . We denote the induced subgraph G U , where U ⊆ V is the set of vertices in G that corresponds to the collection of subtrees that contain the vertex u in T .
The following Lemma is the main argument for the correctness of the algorithm. Its proof walks through the steps of the procedure Degree-reduce8, giving the justification of each one.
Lemma 5.4. Let S, T be an (h, s, 2)-representation of a weakly chordal (K
2,3 , 4P 2 , P 2 ∪ P 4 , P 6 )
-free graph G. Then by performing Degree-reduce8 (G, S, T ) we obtain an (h, s, 2)-representation of G with fewer vertices of degree h.
Proof.
Step 1. Since S, T is an (h, s, 2)-representation, we may assume there exists a vertex u of degree h, which is found in this step.
Step 2. By Claim 5.6, PreprocessingA ( S, T , u) finds an (h, s, 2)-representation of G, such that every subtree in S either uses no edges with the endpoint u or uses at least two edges with the endpoint u.
Step 3. We find the induced subgraph G U , where each vertex in G U corresponds to a subtree that contains the vertex u in T , and by Step 2, at least two edges of the star of T centered at u. By the hereditary property, the induced subgraph G U is also a weakly chordal graph.
Step 4. According to Theorem 2.1, the subgraph G U is either a clique or has a two-pair. If G U is a clique, then at Step 4 we call TransformationB ( S, T , u) and Degree-reduce8 ends. By Claim 5.7, the output is an (h, s, 2)-representation of G with fewer number of vertices of degree h. Otherwise, at Steps 5-9 we assume that G U is not a clique and therefore has a two-pair.
Step 5. We find a two-pair {x, y} and the set Sep(x, y).
Step 6. For every edge e ∈ E x ∪ E y ∪ E Sep(x,y) , we call ColoringC( S, T , u, S(e)) until there exists a flexible red edge e . Then we perform TransformationC ( S, T , u, e, ColoringC ), and Degree-reduce8 ends. By Lemma 5.9, this finds an (h, s, 2)-representation of G with fewer number of vertices of degree h.
Otherwise, at Step 7 we assume that for every e ∈ E x ∪ E y ∪ E Sep(x,y) , in the corresponding ColoringC with respect to S(e), there is no flexible red edge. Consequently, we prove key structural properties of G U in Claim 5.10, that are used in the further steps.
Step 7. We call FindSepCliques (G, Sep(x, y) ) and according to Remark 5.11 find the cliques C 1 , . . . , C 5 .
Step 8. We call MultiColoringD( S, T , u, C x , C y , C 1 , . . . , C 4 ) to find MultiColoringD, which has the properties proved in Claim 5.13. 
Step 9. We call FindColorPivot8(C x , C y , C 1 , . . . , C 4 ) to find the set ColorPivot, which has the properties proved in Claim 5.14.
Step 10. We call TransformationD( S, T , u, C 5 , MultiColoringD, ColorPivot, Bound) with Bound = 8 and according to Lemma 5.15 obtain an (h, s, 2)-representation with fewer number of vertices of degree h than in S, T . Proof. Any two subtrees that share a common edge (v i , u), 1 ≤ i ≤ h, in the input correspond to adjacent vertices in G, and these subtrees share the common edge (v i , w) in the output. Any two subtrees that do not share a common edge (v i , u), 1 ≤ i ≤ h, in the input correspond to non-adjacent vertices in G, and these subtrees do not share a common edge in the output. Therefore, the output is an (h, s, 2) Proof. We arbitrarily choose to change the edges (v 1 , u) and (v 2 , u). Since S U is a clique, the subtrees that contain (v 1 , u) or (v 2 , u) in S, T correspond to adjacent vertices in G, and these subtrees contain the common edge (w, u) in S , T . All the other subtrees remain unchanged. Therefore, S , T is a (h, s, 2)-representation of G. In S , T the degree of u is h − 1 and the degree of w is three. The degree of all the other vertices in S , T is the same as in S, T . Hence, S , T is an (h, s, 2)-representation of G with fewer vertices of degree h than in S, T . 
is contained in S(e) and therefore is contained in a non-core subtree. If (v i , u) is colored at Step 2, then by the if condition (v i , u) is contained in a non-core subtree.
(ii) Suppose S y has a red edge, which by (i), is contained in a non-core subtree S w , and (w, y) ∈ E(G). Note that (w, x) ∈ E(G), since otherwise w ∈ Sep(x, y). Suppose S x also has a red edge, then there exists a non-core subtree S w 1 , such that (w 1 , x) ∈ E(G) and (w 1 , y) ∈ E(G). Therefore, there exists a shortest path [x, w 1 , . . . , w m , w, y]. Note that m ≥ 1, since otherwise w 1 = w ∈ Sep(x, y). The length of the path is strictly greater than 3 in G, contradicting the fact that {x, y} is a two-pair. Therefore, either S x or S y has no red edges.
(iii) For every subtree S ∈ S Sep(x,y) , at least one star edge of S is contained in S y and at least one star edge of S is contained in S x . By (ii), S has at least one uncolored star edge. Suppose there also exists a subtree S ∈ S Z x with a red edge. Then by (iv) all the star edges of S are red. Hence, S x has at least one red edge.
Therefore, both S x and S y have red edges, contradicting (ii). Proof. First we prove that every subtree S ∈ S is connected. Let S be an essential subtree. Every star edge (v i , u) of S is possibly replaced by (v i , w) and (w, u) in S , T . Thus, all star edges of S share u in S , T and therefore S is a connected subtree in S , T .
Let S be a non-essential subtree, then S is also a non-core subtree. Hence, by Claim 5. Proof of the Claim: (⇒) Suppose two subtrees share an uncolored or non-flexible red edge in S, T , then no edge is replaced in these two subtrees and therefore the corresponding subtrees share an edge in S , T . If two subtrees share a flexible red edge (v i , u), then the corresponding subtrees share the edge (v i , w) in S , T . Thus, in both cases these subtrees share an edge in S , T .
(⇐) Suppose two subtrees do not share an edge in S, T . If at least one of the subtrees does not contain a flexible red edge, then obviously the corresponding subtrees do not share an edge in S , T . If each one of the two subtrees contains a flexible red edge in S, T , then we will prove that at most one of the corresponding subtrees contains the edge (w, u) in S , T . It remains to prove that every two subtrees that share the edge (w, u) in S , T correspond to adjacent vertices in G. Let H ⊆ V be the set of vertices of G that corresponds to the collection of subtrees that contain the edge (w, u) in S , T . Clearly by TransformationC, S H consists of essential subtrees only, i.e., every vertex in H is either in Sep(x, y) or is in Z or is x or is y. Moreover, every subtree in S H must contain a red edge. Then by Claim 5.8(ii), at most one of x and y is in H, and by Claim 5.8(v), at most one of Z x and Z y can have vertices in H.
Without loss of generality, assume that H ⊆ {x} ∪ Z x ∪ Sep(x, y). We now show that H is a clique. By definition, x is adjacent to every vertex in Sep(x, y) and in Z x . The set Z x is a clique in G due to Proposition 3.4(ii) and any vertex in Z x is adjacent to every vertex in Sep(x, y) due to Proposition 3.
4(i). It remains to show that H∩ Sep(x, y) is a clique in G.
Every flexible red edge (v i , u), i = j is contained in a non-core subtree by Claim 5.8(i). The edge (v j , u) also is contained in a non-core subtree, since otherwise the set S (v j , u) is empty and TransformationC is not performed for e = (v j , u).
Suppose H∩ Sep(x, y) is not a clique in G, then there exist non-adjacent vertices s 1 , s 2 ∈ H∩ Sep(x, y). Thus, S s 1 and S s 2 do not share a star edge S, T . Without loss of generality, we may assume that S s 1 contains a flexible red edge
which is contained in a non-core subtree S a , and S s 2 either contains the edge (v j , u) or a different flexible red edge (v l , u), l = i, j, which is contained in a non-core subtree Finally, the degree of the vertex w in S , T is at most h − 1 because, by Claim 5.8(ii), the edges of either E x or E y remain unchanged. Since TransformationC is performed only if there exists a flexible red edge e = e, at least one edge e = (v i , u) is replaced by (v i , w) and the degree of the vertex u is at most h − 1.
Claim 5.10. If Step 8 of the Degree-reduce8 algorithm is performed, then a vertex is in G U if and only if the vertex is essential.
Proof. ⇒ Suppose there exists a non-essential subtree S ∈ S U . By definition all star edges of S are flexible.
If there exists a star edge e, such that S ∈ S (e), then all the star edges of S are colored red. Since S has at least two star edges by Claim 5.6, then there exists a star edge e = e of S that is colored red in ColoringC(( S, T , u, S(e) ).
Otherwise, for all star edges e, S ∈ S (e). Since T is a tree, there exists a path between any two subtrees in S, T . Therefore, there exists a simple path between S and some core subtree S , such that there are no core subtrees on the path. Thus, there exists a star edge e of S , such that ColoringC(( S, T , u, S(e)) colors all the star edges of the subtrees on the path red. Hence, there exists a star edge e = e of S that is colored red in ColoringC(( S, T , u, S(e)).
In both cases, there exists a flexible red edge e = e of S and TransformationC is performed and Degree-reduce8 ends.
Therefore, if
Step 9 is performed, there is no non-essential subtree in S U , i.e., every vertex in G U is essential.
⇐ By definition x and y are in G U . Moreover, the corresponding subtrees S x and S y do not contain a common star edge.
Since every vertex in Sep(x, y) is adjacent to both x and y, the corresponding subtree contains at least two different star edges, and therefore is in G U . By definition every vertex in Z is a neighbor of two non-adjacent vertices in Sep(x, y) and therefore the corresponding subtree contains at least two star edges and is in G U .
FindSepCliques procedure input : G, Sep(x, y)
output: Definition 5.12. MultiColoringD assigns a color set C (e) to an edge e in T , and we define C (S) = {C(e)|e is contained in a subtree S in T }. For simplicity, we also use C x , C y , C 1 , . . . , C 4 to notate each one of the corresponding colors.
MultiColoringD procedure input
output: MultiColoringD begin define six colors, such that each color corresponds to one of (v i , a) of S is colored. By the MultiColoringD, all the other non-star edges of S are also colored. Therefore, every non-star edge of S is colored with the same set of colors C (S). Let S be a non-essential subtree, then by Claim 5.10, S does not contain a star edge in S, T . If S does not contain a non-star edge (v i , a), a = u, then S remains unchanged and therefore is connected in S , T . By Claim 5.13(iii), either all non-star edges of S are uncolored or each non-star edge is colored with C (S) colors. If all non-star edges of S are uncolored, then E contains all the non-star edges of S with an endpoint v i and therefore all non-star edges share some vertex w in S , T . Otherwise, all the non-star edges of S are colored with C (S). By Claim 5.14(i), there exists p j ∈ ColorPivot, such that C (S) ⊆ p j . Moreover, E contains all the non-star edges of S and therefore all non-star edges share some vertex w in S , T . Thus, every non-essential subtree S is connected in S , T . If S 1 , S 2 ∈ W , then by definition, there exists p j ∈ ColorPivot, such that C (e) ⊆ p j . Therefore, at Step 3, the edge (u j , u) is added to both S 1 and S 2 . If S 1 , S 2 ∈ W , i.e., S 1 , S 2 ∈ C 5 , then at Step 2 all the edges (u j , u), 1 ≤ j ≤ Bound, are added to S 1 and S 2 . Otherwise, without loss of generality, suppose that S 1 ∈ W and S 2 ∈ W , then at Step 2 all the edges (u j , u), 1 ≤ j ≤ Bound, are added to S 1 and there exists p j ∈ ColorPivot, such that C (e) ⊆ p j and therefore, at Step 3, the edge (u j , u) is added to S 2 . Therefore, both S 1 and S 2 contain the path [u j , u] and therefore share an edge in S , T .
FindColorPivot8 procedure input
Suppose two subtrees S 1 and S 2 share a non-star edge e in S, T . If e does not have an endpoint among v 1 , . . . , v h , then e is neither replaced in S 1 nor in S 2 . Otherwise, e = (v i , a), a = u and is replaced by the edge (w , a) at Step 4 in both S 1 and S 2 . Therefore, S 1 and S 2 share an edge in S , T .
(⇐) Suppose two subtrees S 1 and S 2 do not share an edge in S, T and do share an edge e in S , T . The edge e is added to S 1 or to S 2 in the procedure, therefore e is either on a path [u j , u] or e = (w, w ) for some w on a path [u j , u] or e = (w , a). If e is an edge on a path [u j , u] or e = (w , w) for some w on a path [u j , u], then S 1 and S 2 are essential subtrees and there exists p j ∈ ColorPivot, such that C (S 1 ) ⊆ p j and C (S 2 ) ⊆ p j . Therefore, by definition, the essential subtrees S 1 and S 2 correspond to adjacent vertices in G. Otherwise, e = (w , a) and e is added to both S 1 and S 2 in Step 4 of the procedure, replacing a non-star edge (v i , a) . Thus, the subtrees S 1 and S 2 correspond to adjacent vertices in G. Contradiction! This proves the Claim.
Therefore, the output of TransformationD is an (h, s, 2)-representation of G. We now prove that S , T has fewer vertices of degree h than S, T . Since |ColorPivot| ≤ Bound, the degree of u is at most Bound. Every star edge (v i , u) in S, T is replaced by the path [u j , u] in S , T . Every internal vertex w on the path [u j , u] has two neighbors on the path and a neighbor w . By Step 4 of the procedure, the degree of w in S , T is at most the degree of the corresponding v i in S, T . The degree of all the other vertices remain unchanged. Since the vertices v 1 , . . . , v h are removed from S , T , we claim that no vertex with degree h is added to S , T . By TransformationD, the degree of vertex u equals to Bound < h in S , T . Therefore, the number of vertices with degree h in S , T is less than in S, T . Corollary 5.16. Let G be a weakly chordal (K 2,3 , 4P 2 , P 2 ∪ P 4 , P 6 )-free graph, then G has an (8, 8, 2) -representation.
The main result
We now present the algorithm to construct a (4, 4, 2)-representation of a given weakly chordal graph G. The algorithm is based on the structural properties proved in Section 3 and on the algorithm to construct an (8, 8, 2)-representation presented and proved in Section 5.
The Construct (4, 4, 2)-representation algorithm is a modification of the Construct (8, 8, 2)-representation algorithm. Namely, the Degree-reduce8 procedure is substituted by the Degree-reduce4. The Degree-reduce4 procedure is obtained from the Degree-reduce8 procedure, by modifying Steps 9 and 10 as follows. At Step 9, the FindColorPivot8 procedure is replaced by the FindColorPivot4 procedure that appears below. At Step 10, we assign Bound = 4 and perform TransformationD with the Bound.
The basic outline of the algorithm is the following: At
Step 1 of the algorithm, we perform the well-known procedure Create-initial-star, which by Lemma 5. -reduce4(G, S, T ), then the output is an (h, s, 2) -representation of G with fewer vertices of degree h.
Proof. By Remark 5.5, since Steps 1-8 are equivalent in the Degree-reduce4 procedure and the Degree-reduce8 procedure, we only need to prove the correctness of Steps 9 and 10. Furthermore, if steps 7-10 are not performed, then the output of Degree-reduce4 is equivalent to the output of the Degree-reduce8 procedure.
At
Step 9 we call to FindColorPivot4(MultiColoringD, C x , C y , C 1 , . . . , C 4 , G) to find the set ColorPivot, which has the properties proved in Claim 6.3. In particular, we prove that |ColorPivot| ≤ 4.
At
Step 10, we assign Bound = 4. Therefore, we may assume that |ColorPivot| ≤ Bound. We call to TransformationD( S, T , u, C 5 , MultiColoringD, ColorPivot, Bound) and according to Lemma 5.15 obtain an (h, s, 2)-representation with fewer number of vertices of degree h than in S, T . Proof. (i) The edge (v i , u) can be contained in only one subtree among {S x , S y }, since S x ∩ S y = ∅. The edge (v i , u) can be contained in subtrees that correspond to vertices only in one set among {C 1 , C 2 }, since no vertex in C 1 is adjacent to a vertex in C 2 . The edge (v i , u) can be contained in subtrees that are in only one set among {C 3 , C 4 }, since no vertex in C 3 is adjacent to a vertex in C 4 . Therefore, for every non-essential subtree S, C (S) is contained in or is equal to an element in Φ ∪ Ψ . If |C(S)| < 3, then C (S) is contained in some element of Φ and also is contained in some element of Ψ . Therefore, C (S)
is contained in an element of ColorPivot.
We now consider a non-essential subtree S, such that |C(S)| = 3. Suppose C 1 , C 2 , C 3 , C 4 = ∅. Without loss of generality, let ColorPivot = Φ. Therefore, there exists a non-essential subtree S , such that |C(S )| = 3 and C (S ) corresponds to an element of Φ, i.e., C (S ) hits a triplet in Φ. Thus, by Proposition 3.11, C (S) hits no element of Ψ . By Claim 5.13(i), if a non-essential subtree S contains the colored edge e = (v i , a), a = u, then C (e) ⊆ C (e ), where e = (v i , u). Therefore, for every non-essential subtree S with a colored edge, C (S) ⊆ p for some p ∈ Ψ ∪ Φ. Since, C (S) hits no element of Ψ , C (S) ⊆ p for some p ∈ ColorPivot.
Suppose one of C 1 , C 2 , C 3 , C 4 is an empty set, then ColorPivot = Φ Ψ . Since C (S) hits an element of Φ ∪Ψ , in particular, C (S) hits an element of Φ Ψ .
(ii) If C 1 , C 2 , C 3 , C 4 = ∅, then either ColorPivot = Φ or ColorPivot = Ψ , and by definition |ColorPivot| = 4. Otherwise, ColorPivot = Φ Ψ and by Property 3.8 either |Φ Ψ | = 2 or |Φ Ψ | = 4.
The following theorem summarizes the main contribution of the paper: 
Future work
In this paper, we have characterized the [4, 4, 2] graphs. In addition, we describe sufficient conditions for [8, 8, 2] graphs. A natural direction of research is to find a characterization of [8, 8, 2] graphs by extending the structural results proved in this paper. In general, our long term motivation is to find (h, s, t)-representations of a variety of graph classes. 
