INTRODUCTION
An effective semiparametric regression tool for highdimensional data is the additive model introduced by Hastie and Tibshirani (1990) , which stipulates that
for a response Y and a predictor vector X = (X 1 , . . . ,
of size n is observed that follows model (1), unknown component functions {m α (x α )} the generalized additive model (GAM). In the GAM framework, the data {Y i , X
are generated according to
with m(x) of additive structure as in (1) −1 (x) = log{x/(1 − x)}, the logistic link to conduct logistic regression, while for Poisson regression, (b ) −1 (x) = log x, the log link. If one takes (b ) −1 (x) = x, the identity link, model (2) becomes model (1).
Model (2) has its origin in the special case where the probability density function of Y i conditional on X i with respect to a fixed σ -finite measure forms an exponential family
For the theoretical development in this article, however, it is not necessary to assume that the data {Y i , X We can also write model (2) in the usual regression form
for conditional white noise ε i that satisfies E(εi|Xi) = 0, E(ε 2 i |X i ) = 1. For identifiability, we need E{m α (X α )} = 0, 1 ≤ α ≤ d
for unique additive representations of m(x) = c + Model (2) is a powerful tool for forecasting when companies will default, such as those listed in the credit reform database, provided by the Research Data Center (RDC) of the Humboldt-Universität zu Berlin. The dataset contains d = 8 financial ratios shown in Table 1 , such as Ebit/Total Assets and log( Total Assets), of 18,610 solvent (Y = 0) and 1000 insolvent (Y = 1) German companies, see Härdle, Hoffmann, and Moro (2011) for details.
The company's default rate, that is, the conditional probability of Y = 1, is modeled as a logit function of the additive effects m α , 1 ≤ α ≤ 8 of all the 8 financial ratios. In particular, estimates of m 3 for Ebit/Total Assets (x 3 ) and m 8 for log(Total Assets) (x 8 ) are shown in Figure 1 .
Methods for the GAM (2) are much less developed in comparison to the additive model (1), see, for instance, the B-spline method of Stone (1986) and Xue and Liang (2010) ; the kernel method of Linton and Härdle (1996) and Yang, Sperlich, and Härdle (2003) ; and the two-stage methods of Horowitz and Mammen (2004) and Horowitz, Klemelä, and Mammen (2006) . Generally speaking, the proposed kernel methods are too computationally intensive for high-dimension d, thus limiting their applicability to a small number of predictors. On the other hand, B-spline methods provide only convergence rates but no asymptotic distributions, so no measures of confidence can be assigned to the estimators. In the case of the additive model (1), the SBK method of Wang and Yang (2007) combines the advantages of both kernel and spline methods and the result is balanced in terms of theory, computation, and interpretation. The basic idea of the SBK method for the additive model (1) is to first project the data with B-splines into a space of functions with additive structure and then to apply kernel smoothing to the projected objects.
In this article, we extend the SBK method to model (2). The desired aim is to achieve oracle efficiency. If all the nonparametric functions of the last d − 1 variables, {m α (x α )} d α=2 , and the constant c were known by an "oracle," one could simply plug these in and estimate the only unknown functions m 1 (x 1 ) by maximizing the log-likelihood function with kernel weights computed from variable X 1 . This estimator of m 1 (x 1 ) is called an "oracle smoother" or "infeasible estimator," and it does not suffer from the "curse of dimensionality" since the smoothing operation involves w.l.o.g. only X 1 . The proposed SBK method pre-estimates functions {m α (x α )} d α=2 and constant c by linear splines and then uses these estimates as proxies for the unknown functions {m α (x α )} d α=2 and constant c. The main contribution is proving that the error caused by this approximation is uniformly negligible of order O a.s. (n −1/2 log n) (see Theorem 4). Consequently, the SBK estimator is uniformly (over the data range) asymptotically equivalent to the "oracle smoother," automatically inheriting all oracle efficiency properties of the latter. Our proof relies on "reducing bias by undersmoothing" and "averaging out the variance," accomplished with the joint asymptotics of kernel and spline functions for realizations of geometrically strongly mixing time series. These results are established under substantially greater technical difficulty than existing works on additive model such as Wang and Yang (2007) , Wang and Yang (2009) , Liu and Yang (2010) , Ma and Yang (2011) , and Song and Yang (2010) . The additional complication is due to the lack of decomposition of spline estimation error into the sum of a bias and a noise term when the link function (b ) −1 is nonlinear. The asymptotic distribution (Theorem 2) for the two-stage estimator in Horowitz and Mammen (2004) was valid only for iid data, while our result for the SBK estimator is proved under weak dependence (Corollary 1). It is also worth noting that although Horowitz and Mammen (2004) had used the B-spline estimator for the first stage in simulation, their proof is valid only for using the orthogonal series estimator in stage one. In addition, our Theorem 4 would allow one to construct a simultaneous band of the function m 1 (x 1 ), which has never been done, based on the SBK estimator by further research on the maximal deviation distribution (see Härdle 1989) of the uniformly O a.s. (n −1/2 log n) equivalent, but structurally simpler infeasible estimator. Another contribution beyond Horowitz and Mammen (2004) is establishing that the spline-backfitted estimator of the baseline constant c is within a negligible error of order O p (n −1/2 ) of the infeasible estimator and thus also oracally efficient. As far as we know, our estimator of the baseline constant c is the only one that has an asymptotic distribution with n −1/2 rate. The article is organized as follows. In Section 2, we discuss the assumptions of model (2). In Section 3, we introduce the oracle smoother or infeasible estimator for m 1 (x 1 ) and for c and state their asymptotics. In Section 4, we introduce the SBK estimator for m 1 (x 1 ) and the spline-backfitted estimator for c and present their asymptotic oracle efficiencies by showing that they differ from their infeasible counterparts only negligibly. In Section 5, we describe implementation steps of the estimators. In Section 6, we apply the methods to simulated and real examples. All technical proofs are given in the Appendix.
MODEL ASSUMPTIONS
Following Stone (1985, p. 693) , the space of α-centered square integrable functions on [0, 1] is In what follows, denote by E n the empirical expectation, E n ϕ = n i=1 ϕ(X i )/n. We introduce two inner products on M. For functions g 1 , g 2 ∈ M, the theoretical and empirical inner products are defined, respectively, as g 1 , g 2 = E{g 1 (X)g 2 (X)}, g 1 , g 2 n = E n {g 1 (X)g 2 (X)}. The corresponding induced norms are g 1 2 2 = Eg 2 1 (X), g 1 2 2,n = E n g 2 1 (X). More generally, we define g r r = E|g(X)| r . Throughout the article, for any compact interval [a, b] , we denote the space of pth order smooth function as a, b] } and the class of Lipschitz continuous functions for constant C > 0 as Lip ([a, b] 
We mean by "∼" both sides having the same order as n → ∞. For any vector
T , we denote the supremum and p norms as
In particular, we use x to denote the Euclidean norm.
We need the following assumptions on the data-generating process. 
Assumptions (A1), (A2), and (A4) are standard in the GAM literature, see Stone (1986) , Xue and Liang (2010) , while Assumptions (A3) and (A5) are the same for weakly dependent data as in Wang and Yang (2007) and Liu and Yang (2010) . Assumption (A2) implies that a compact interval A exists whose interior contains m 1 ([0, 1] ) and that 's interior con-
ORACLE SMOOTHERS
We now introduce what is known as the oracle smoother in Wang and Yang (2007) as a benchmark for evaluating the estimators. If
were w.l.o.g. known by an "oracle," then the only unknown component m 1 (x 1 ) may be estimated by the following procedure. Although the exponential family Equation (3) does not necessarily hold, one still defines as, in Severini and Staniswalis (1994) 
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, and the higher-order error ofm K,1 (x 1 ) as
with the scale function D 1 (x 1 ) and bias function bias 1 (x 1 ) defined as
In particular, sup
The same oracle idea applies to the constant as well. Define the log-likelihood functioñ
where m c (X) = 
Although the oracle smootherm K,1 (x 1 ) enjoys the desirable theoretical properties in Theorems 1 and 2, it is not a statistic, as its computation is based on the knowledge of unavailable functions {m α (x α )} d α=2 and the unknown constant c, the same can be said ofc. These benchmarks, however, motivate the spline-backfitted estimators that we will introduce in the next section.
SPLINE-BACKFITTED KERNEL ESTIMATORS
In this section, we describe how the unknown functions {m α (x α )} d α=2 and constants c can be pre-estimated by linear splines and how the estimates are used to construct the SBK estimator. First, we introduce the space of linear splines as in Liu and Yang (2010) 
and the space of additive spline functions on χ as
which is equipped with the empirical inner product ·, · 2,n . Define the log-likelihood function aŝ
which, according to lemma 14 of Stone (1986) , has a unique maximizer with probability approaching 1. The multivariate function m(x) is then estimated by the additive spline function and for any x 1 ∈ [h, 1 − h], with bias 1 (x 1 ) as in (9) and
The estimatorm SBK,1 (x 1 ) is called oracally efficient because it differs from the infeasible oracle smootherm K,1 (x 1 ) by a term uniformly of order O(n −1/2 log n), which is negligible compared with the O(log n/ √ nh) magnitude ofm K,1 (x 1 ) − m 1 (x 1 ) according to Theorem 1. Consequently,m SBK,1 (x 1 ) as an estimator of m 1 (x 1 ) is as efficient asm K,1 (x 1 ). We agree with one referee that analog of such oracle efficiency does not hold for linear regression model, and the reason is that the kernel and spline smoothing methods have no parametric counterparts.
Define next the spline-backfitted estimatorĉ = arg max a∈Â l c (a) witĥ
. Similar to Theorem 4, the main result shows that the difference betweenĉ and its infeasible counterpartc is asymptotically negligible.
Theorem 5. Under Assumptions (A1)-(A5) and (A7), as n → ∞,ĉ is oracally efficient, that is,
The recent work of Ravikumar et al. (2009) on sparse additive model suggests possible extension of the SBK method in this article to dimension d higher than n, by adapting the penalty term of Ravikumar et al. (2009) to B-spline basis and adding it to the spline log-likelihood functionL(g) in (11). Further investigation is needed to understand the theoretical properties and performance of such extension.
IMPLEMENTATION
We implement our procedures with the following rule-ofthumb number of interior knots
which satisfies (A8), that is, N = N n ∼ n 1/4 log n and ensures that the number of parameters in the linear least squares problem is less than n/4, that is, 1
According to Corollary 1, the asymptotic distribution of the estimatorm SBK,α (x α ) depends not only on the functions
, but also crucially on the choice of bandwidths h α . Define the optimal bandwidth of h α , denoted by h α,opt , as the minimizer of the asymptotic mean integrated squared errors (AMISE) of {m α (x a ), α = 1, . . . , d}:
By letting d AMISE (m α )/dh α = 0, one obtains an optimal bandwidth h α,opt :
, which is approximated bŷ
, where
The following estimation methods for the terms m α (x α ),
are proposed. The final bandwidth is denoted asĥ α,opt .
1. The derivative functions m α (X iα ) and m α (X iα ) are estimated as
where min i X iα = t α,0 < · · · < t α,N+1 = max i X iα . Downloaded by [Michigan State University] at 16:10 01 July 2013
with a rule-of-the-thumb bandwidth h α .
EXAMPLES
We have applied the estimation procedure described in the previous section to both simulated (Examples 1, 2, and 3) and real (Example 4) data. The R package for SBK estimation is provided in the online supplementary materials.
Example 1
The data are generated from the model
.5, and m 3 (x) = m 4 (x) = m 5 (x) = 2x − 1, where is the standard normal distribution function. The predictors are generated by transforming the following vector autoregression equation for 0 ≤ a, r < 1,
T and I d×d is the d × d identity matrix. Higher values of a correspond to stronger dependence among the observations, and in particular, if a = 0, the data are iid The r controls the correlation of X t1 and X t2 . In this study, we have experimented with two cases: r = 0, a = 0 and r = 0.5, a = 0.5 to cover various scenarios. To examine the efficiency of the SBK estimatorm SBK,α relative to the "oracle smoother"m K,α (x α ), both are computed using the same data-driven bandwidthĥ α,opt described in Section 5, and define the empirical relative efficiency ofm SBK,α with respect tom K,α as
To compare with the existing estimation method, we also compute the MASEs and EFFs of the GAM estimatorm GAM,α from the R package. Table 2 shows the MASEs ofm K,α ,m SBK,α , andm GAM,α , together with EFF(m SBK,α ), EFF(m GAM,α ), which are the means of the EFFs for α = 1, 2 and R = 100. It is apparent that the SBK estimator performs as well asymptotically as the oracle estimator, see Theorem 4. For this example of low dimension (d = 5), the performance of the SBK estimatorm SBK,1 of m 1 is comparable to the GAM estimatorm GAM,1 for sample sizes n = 500, 1000, and significantly better thanm GAM,1 for larger sample sizes n = 2000, 4000. The performance of the SBK estimatorm SBK,2 of m 2 is clearly better than the GAM estimatorm GAM,2 for all combinations of r, a, and n.
Example 2
We now examine a variation of Example 1, with the same design variables and link function but a higher dimension d = 10, m α (x α ) = − sin(2πx α ), α = 1, . . . , 10. We have run 100 replications for sample sizes n = 500, 1000, 2000, 4000. The MASEs and EFFs ofm K,1 ,m SBK,1 , andm GAM,1 are shown in Table 3 . As expected, increases in sample size reduce MASE for all estimators and across all combinations of r and a values. For this example of higher dimension (d = 10), the performance of the SBK estimatorm SBK,1 is significantly better than the GAM estimatorm GAM,1 for all combinations of r, a, and n except r = 0.5, a = 0.5, n = 500, and much more markedly for larger sample sizes n = 2000, 4000.
The convergence properties are displayed in Figure 2 (a) showing the kernel density estimator of the simulated efficiencies for α = 1 and sample sizes n = 500, 1000, 2000, 4000 for r = 0, a = 0. The vertical line at efficiency = 1 is the standard line for the comparison ofm SBK,1 andm K,1 . One can clearly see that the center of the density plots is moving toward the standard line 1.0 with a narrower spread when sample size increases, which confirms the result of Theorem 4. The basic graphic pattern of Figure 2 (b) with r = 0, a = 0.5; (c) with r = 0.5, a = 0; and (d) with r = 0.5, a = 0.5 are similar to that for the iid case, with slightly slower convergence and slightly poorer efficiency.
To have an impression of the actual function estimates, for r = 0.5, a = 0.5 with sample sizes n = 500, 1000, 2000, 4000, we have plotted the SBK estimators and their asymptotic 95% pointwise confidence intervals (solid lines) and Downloaded by [Michigan State University] at 16:10 01 July 2013 Table 2 Table 3 . Example 2. The MASEs and EFFs ofm K,1 ,m SBK,1 ,m GAM,1 for d = 10, n = 500, 1000, 2000, 4000 oracle estimators (dashed lines) for the true functions m 1 (thick lines) in Figure 3 . The results are satisfactory and show that the estimator works well as the asymptotic theory indicates and that performance improves with increasing sample size.
Example 3
We now examine a sparse high-dimensional version of Example 2, with d = 50 and m α (x α ) = − sin(2πx α ), α = 1, . . . , 5 and m α (x α ) = 0, α = 6, . . . , 50. We report the efficiency and computing time of the SBK estimatorm SBK,1 and how it compares withm GAM,1 .
Numerical comparison of the efficiencies are in Table 4 , while computing time comparison is given in Table 5 . These two tables show thatm SBK,1 is asymptotically more efficient and computationally much faster thanm GAM,1 in this sparse high-dimensional case and much more strikingly so for larger sample sizes n = 2000, 4000. These numerical observations corroborate with the oracle efficiency in Theorem 4 and what is known about SBK method for additive model, see Wang and Yang (2007) and Liu and Yang (2010) . 
Example 4
We revisit the credit reform data discussed in the introduction. After excluding the missing values, it contains financial information from 18,610 solvent (Y = 0) and 1000 insolvent (Y = 1) German companies. The time period ranges from 1997 to 2002, and in the case of the insolvent companies, the information was gathered 2 years before the insolvency took place. To satisfy Assumption (A4), we make the following transformation:
For any score function S, one defines its alarm rate F (s) = P (S ≤ s) and the hit rate F D (s) = P (S ≤ s|D.), where D represents the conditioning event of "default." One then defines the cumulative accuracy profile (CAP) curve as
which is the percentage of default-infected obligators that are found among the first (according to their scores) 100u% of all obligators. A perfect rating method assigns all lowest scores to exactly the defaulters, so its CAP curve linearly increases up and then stays at 1, in other words, CAP P (u) = min(u/p, 1), u ∈ (0, 1), where p denotes the unconditional default probability. In contrast, a noninformative rating method with zero discriminatory power displays a diagonal line CAP N (u) ≡ u, u ∈ (0, 1). The CAP curve of a given scoring method S always locates between these two extremes. The accuracy ratio (AR) is the ratio of two areas a R and a P . The area between the given CAP curve and the noninformative diagonal CAP N (u) ≡ u is a R , whereas a P is the area between the perfect CAP curve CAP P (u) and the noninformative diagonal CAP N (u). Thus
with CAP(u) given in (14). The AR takes value in [0, 1], with 0 corresponding to the noninformative scoring, and 1 the perfect scoring method; a higher AR indicates higher discriminatory power of a method. In this study, we compute the GAM SBK score S = b {ĉ + 8 α=1m SBK,α (X α )}, b (x) = e x /(1 + e x ). For the RDC data, our analysis has the AR value 62.46%, better than the AR value 60.51% obtained in Härdle, Hoffmann, and Moro (2011) . This is clearly due to the fact that our credit score function depends on each variate X α , 1 ≤ α ≤ d, non- parametrically via the GAM. The score function used in Härdle, Hoffmann, and Moro (2011) , on the other hand, is a linear function of X α , 1 ≤ α ≤ d, thus lacking flexibility. Our AR value of 62.46% is also higher than the AR value 58.69% obtained using the GAM procedure in R. We can also estimate the functions m α (x α ) for X α . The effects of X 3 = Ebit/Total Assets and X 8 = log( Total Assets), which are estimates for m 3 (x 3 ) and m 8 (x 8 ), respectively, are shown in Figure 1 . It is no surprise that the estimatorm SBK,8 (x 8 ) for m 8 (x 8 ) decreases as x 8 value increases. It means that a company with more Total Assets has smaller probability of insolvent. While as x 3 value increases, the estimatorm SBK,3 (x 3 ) for m 3 (x 3 ) increases for most part but decreases at the end. So generally, companies with higher Ebit/Total Assets ratio have greater probability of insolvency. It appears that companies with extremely high Ebit/Total Assets ratio have smaller probability of insolvency; the underlying reason of which requires further investigation.
APPENDIX A.1 Preliminaries
In the proofs that follow, we use "U" and "U" to denote sequences of random variables that are uniformly "O" and "O " of certain order. , where a 1 = 2 n q +2 1+ ε
