Using the rigid magnetic vortex model, we develop a substantially modified Landau theory approach for analytically studying phase transitions between different spin arrangements in circular submicron magnetic dots subject to an in-plane externally-applied magnetic field. We introduce a novel order parameter: the inverse distance between the center of the circular dot and the vortex core. This order parameter is suitable for describing closed spin configurations such as curved or bent-spin structures and magnetic vortices. Depending on the radius and thickness of the dot as well as the exchange coupling, there are five different regimes for the magnetization reversal process when decreasing the in-plane magnetic field. The magnetization-reversal regimes obtained here cover practically all possible magnetization reversal processes. Moreover, we have derived the change of the dynamical response of the spins near the phase transitions and obtained a "critical slowing down" at the second order phase transition from the high-field parallel-spin state to the curved (C-shaped) spin phase. We predict a transition between the vortex and the parallel-spin state by quickly changing the magnetic field-providing the possibility to control the magnetic state of dots by changing either the value of the external magnetic field and/or its sweep rate. We study an illuminating mechanical analog (buckling instability) of the transition between the parallel-spin state and the curved spin state (i.e., a magnetic buckling transition). In analogy to the magnetic-disk case, we also develop a modified Landau theory for studying mechanical buckling instabilities of a compressed elastic rod embedded in an elastic medium. We show that the transition to a buckled state can be either first or second order depending on the ratio of the elasticity of the rod and the elasticity of the external medium. We derive the critical slowing down for the second-order mechanical buckling transition.
Using the rigid magnetic vortex model, we develop a substantially modified Landau theory approach for analytically studying phase transitions between different spin arrangements in circular submicron magnetic dots subject to an in-plane externally-applied magnetic field. We introduce a novel order parameter: the inverse distance between the center of the circular dot and the vortex core. This order parameter is suitable for describing closed spin configurations such as curved or bent-spin structures and magnetic vortices. Depending on the radius and thickness of the dot as well as the exchange coupling, there are five different regimes for the magnetization reversal process when decreasing the in-plane magnetic field. The magnetization-reversal regimes obtained here cover practically all possible magnetization reversal processes. Moreover, we have derived the change of the dynamical response of the spins near the phase transitions and obtained a "critical slowing down" at the second order phase transition from the high-field parallel-spin state to the curved (C-shaped) spin phase. We predict a transition between the vortex and the parallel-spin state by quickly changing the magnetic field-providing the possibility to control the magnetic state of dots by changing either the value of the external magnetic field and/or its sweep rate. We study an illuminating mechanical analog (buckling instability) of the transition between the parallel-spin state and the curved spin state (i.e., a magnetic buckling transition). In analogy to the magnetic-disk case, we also develop a modified Landau theory for studying mechanical buckling instabilities of a compressed elastic rod embedded in an elastic medium. We show that the transition to a buckled state can be either first or second order depending on the ratio of the elasticity of the rod and the elasticity of the external medium. We derive the critical slowing down for the second-order mechanical buckling transition. 
A. Overview of magnetic microdots
Recent achievements in nanotechnology now allow the fabrication of different arrays of small magnetic dots of various shapes and different interdot spacings. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] The size of these small magnetic dots range from several tens to several hundred nanometers in length and from a few to several tens of nanometers in thickness. Such dot arrays are potentially useful for memory elements, 1 magnetic field sensors, 19 and logic devices, 2 among other applications. By using different experimental techniques, including magneto-optical Kerr effect, 1, 2, 8, [11] [12] [13] Lorentz transmission electron microscopy, 6, 7, 10 and magnetic force microscopy, [3] [4] [5] 8, 13, 14 it has already been observed, that the magnetic vortex, 1, 3, [5] [6] [7] [8] [9] [10] parallel-spin state, 1, 8 and different realizations of curved spin states [also known as bent spin states, including the so-called C-phase (e.g. Refs. 6 and 10), and the S-phase (e.g., Ref.
10)] compete for the magnetization reversal process and the remanent state. For instance, different sequences of these magnetic states can contribute to the magnetization reversal process depending on the shape of the dots, 6, 7, 15 dot sizes, 7 interdot distances [10] [11] [12] [13] and dot arrangements. 11, 12 Also, the detailed spin configuration depends on small structural defects, surface roughness, 16 and small variation of the shape of the dots. 6 Recent micromagnetic simulations also suggest different types of spin arrangements. Depending on the dot shape, its aspect ratio, interdot distance, and the exchange length, observed spin configurations include out-of-plane 1, [20] [21] [22] and in-plane 23, 24 vortices, the onion state, 23 ,24 the C and S bent states, 16, [21] [22] [23] [24] etc. However, there is still no general and clear understanding of how each one of these magnetic phases transforms into another one when the magnetic field changes. For instance, recent simulations [22] [23] [24] pose the question of why, in some region of parameters, the vortex state does not contribute to the reversal magnetization process even though it provides the minimum energy at zero magnetic field. Another related unclear issue is how one magnetic spin configuration loses its stability and transforms into another one and what happens with the dynamical response of magnetic dots when the spin configuration changes near the phase boundaries.
The detailed investigation of how different spin arrangements evolve when changing the in-plane magnetic field for different sets of parameters is very time consuming computationally (e.g., Ref. 22 ) and can sometimes provide contradictory results (see, e.g., Ref. 16 ) depending on the computer codes used. Thus, it is very desirable to explore alternative ways to study this problem without the use of micromagnetic computer codes.
B. Novel order parameters to describe magnetic and mechanical phase transitions
ing the general properties of the magnetic phase evolution in micromagnetic dots. Indeed, the most significant modern advance in our general understanding of equilibrium critical phenomena 26, 27 was preceded by the gradual realization that apparently dissimilar and unrelated phenomena (e.g., chemical, mechanical, optical, magnetic, superconducting and superfluid transitions) shared some commonalities near critical points. More recently, the focus has shifted to systems driven away from equilibrium (e.g., Refs. 28-31) or in metastable states, and to the search for common behaviors and trends near their phase transitions. For example, the mechanical stick-slip plastic effect, known as the Portevin-Le Châtelier effect (PLC), was studied in Ref. 28 by compressing AlMg alloys in a very large deformation range, and the results interpreted from the viewpoint of phase transitions and critical phenomena. The experiments in Refs. 28 and 29 applied a generalized force, the externally imposed stress, on metallic samples that responded by generating intermittent bursts. This is the mechanical analog of applying an external magnetic field, another generalized force, to a spin configuration, and monitor its continuous and discontinuous response. The mechanical response was quantified by the rate of burst generation, 1 / bursts , which can be seen as the order parameter for the mechanical stick-slip plastic effect observed there. 28 This is the analog of the magnetization M in a magnet, or the density of paired electrons in superconductors. In order to develop our modified Landau-type theory for studying the phase transitions among different spin arrangements in micromagnetic dots, we restrict ourselves to circular flat dots with no interdot interactions, which is valid 12 if the interdot distance is larger than the dot radius R. Moreover, we will utilize the commonly used "rigid" vortex model (see, e.g., Refs. 11, 20, 21, and 32), which describes different spin arrangements in terms of the displacement of the vortex core from the disk center. Namely, based on earlier works, 33, 34 several groups 11, 20, 21, 32 have assumed that the magnetic vortex core [ Fig. 1(a) ] moves away from the center of the disk, keeping the spin arrangement unchanged, when the magnetic field increases from zero to an "annihilation field" corresponding to the disappearance of the vortex. When the externally applied in-plane magnetic field decreases from some very high value, the center of the magnetic vortex can move from infinity [parallel-spin state [(sometimes called single-domain state 35 )] towards the center of the disk with the vortex core still sitting outside the dot [ Fig. 1(b) ]-this describes the so-called C-phase 11, 21 since the spin arrangement inside the disk has a C-shape configuration. Therefore, we will consider how these three magnetic phases (the vortex phase, the C-phase and the parallel-spin state) evolve when the in-plane magnetic field is varied.
Note that the rigid vortex model has been successfully used to obtain values of the applied magnetic fields for the annihilation and nucleation of a vortex 11, 20, 21 in small micromagnetic disks. These results are consistent with both experiments and numerical simulations. Also, the rigid vortex model has been useful to study some dynamical properties of magnetic vortices. 36 These works (e.g., Refs. 11, 20, 21, 32, and 36) almost prove the applicability of the rigid vortex model for describing the evolution of spin structures in an array of micromagnetic dots. Of course this model is phenomenological, but has been verified via micromagnetic simulations and experiments. In addition, this model provides a great advantage: the spin system can be described by only one degree of freedom-the distance s between the magnetic vortex and the dot center. This makes the problem analytically tractable.
Here, we introduce a novel order parameter, which is not the usual average magnetization used for description the magnetic phase transition 25 in bulk materials, but the inverse distance =1/s between the center of the disk and the vortex center. Expanding the energy of the rigid vortex with respect to this new order parameter, we derive a modified Landautype theory describing magnetic states for micromagnetic disks. Interestingly, the order parameter introduced here exhibits some analogies with other systems, including elastic and plastic deformation transitions. 28 For the micromagnetic disk case, the order parameter The so-called C-phase or bent spin configuration is modeled as a magnetic vortex sitting outside the dot. For this case ͑s Ͼ 1͒, the origin of the coordinate system is located at the dot center. The angle describes the possible rotation of the vortex around the dot center. The angle and the -dependent distances 1 ͑͒ and 2 ͑͒ are used in Appendix A in order to derive the exchange and Zeeman energies. is used to describe a temporal order parameter. Near the dynamic critical points, the order parameter p =1/ bursts of the PLC effect exhibits large fluctuations, and "critical slowing down," in analogy with the critical slowing down predicted here for micromagnetic disks. Note that critical slowing down is a quite general dynamical property near second order phase transitions, and can manifest itself in condensed matter, cosmology, and other areas. 37 We have found a much closer mechanical analog by comparing the transition between the parallel-spin state and curved spin state (magnetic buckling) with the known mechanical buckling instabilities (see, e.g., Chap. II of Ref. 38 ). This analogy is schematically shown in Fig. 2 . Using the approach we develop for the micromagnetic disk case, we study the second and first order buckling transitions for a compressed rod placed in an elastic medium. 38 Our approach is more general than other approaches used for studying the second-order buckling transition. 39, 40 Note that recently there is a growing interest in the buckling of small rods in the context of, e.g., mechanical properties and stability of carbon nanotubes, [41] [42] [43] [44] [45] multilayers, 46 biopolymers, 47, 48 DNA, 49, 50 and fracture. 51, 52 A nice modern introduction to the application of buckling to pattern formation in physical and biological systems can be found in Ref. 53 . Also, the mechanical bending and buckling of microrods is currently explored for novel applications in nanomechanics (e.g., Ref. 54), as well as for quantum detection and information processing. [55] [56] [57] [58] 
C. Summary of results
Although the simple rigid vortex model cannot describe very complicated spin arrangements in magnetic dots (e.g., "S"-shaped spin arrangements), the magnetization-reversal regimes obtained here cover practically all possible magnetization reversal processes. Depending on the radius and thickness of the dot, as well as the exchange coupling, there are five different regimes (see Fig. 3 ) for the magnetization reversal process when decreasing the externally applied inplane magnetic field.
(1) For large radius of the microdisk: when lowering the magnetic field from an initial high value, the parallel-spin magnetic state of the microdisk becomes metastable and then unstable for a certain value of the (nucleation) external magnetic field H n and transforms to the vortex phase (via a first order phase transition). When the magnetic field changes polarity and increases in absolute value, the vortex phase first becomes metastable and afterwards it transforms (another discontinuous transition) to a parallel-spin state at a certain negative value, −H an , of the magnetic field.
(2) For intermediate disk radius: the bent or C-shaped spin arrangement (the C phase) mediates the transition between the parallel-spin state and the vortex state. Moreover, the transition from the parallel-spin state to the C-phase (and vice versa) is a continuous second-order transition, while the C-phase transforms to the vortex state via a discontinuous transition.
(3) For smaller disk radius: the vortex state does not participate in the magnetization reversal process while the parallel-spin state first transforms to the C-phase, which survives up to zero magnetic field. When the magnetic field changes its polarity, the C-phase rotates first and then transforms to a parallel-spin state at a high negative external field. This rotation of the C-phase when the polarity changes corresponds to a Goldstone mode moving along the minima of a hat-shaped potential. This rotation, like all Goldstone modes, costs either zero or little energy.
(4) For even smaller disk radius: the parallel-spin state rotates as a whole at zero magnetic field. Nevertheless, the vortex phase is stable or metastable at low magnetic fields in the third and fourth reversal magnetization regimes described above; this results in the initial (virgin) magnetization process.
(5) For even smaller radius: the parallel-spin phase is the only state having an energy minimum for any value of the external magnetic field. The vortex and C phase are not accessible.
The dynamical response of the spin configurations changes drastically at the phase transitions, producing "critical slowing down" at the second-order phase transition between the parallel-spin and the C phase. We want to stress that the obtained physical scenarios are related to the spontaneous symmetry breaking at the transitions between the parallel-spin state and the bent or vortex states and, therefore, these results are more general than the rigid vortex model itself. Moreover, our predicted "critical slowing down" has already been verified in micromagnetic simulations: 59 this confirms the second order phase transition derived here between the parallel-spin phase and the C-phase. Hence, this physical picture could be generalized to some extent to much more complicated spin configurations in the circular thin dots, 16, 22, 23 and certainly can be used as a guide to look for novel ways to control spin configuration in magnetic dots. It can also be generalized to micromagnetic disks exposed a transverse or out-of-plane applied magnetic field.
Using the very physical analogy [Figs. 2(a)-2(d)] between the "straight-to-bent rod" Euler buckling instability and the "parallel-to-curved" spin configuration phase transition in micro-magnetic disks, we have extended our modified Landau-type theory approach [ Figs. 2(e)-2(h)] for an elastic rod embedded in an elastic medium. We found that the buckling transition can be either first or second order depending on the ratio of the rod and external-medium elasticity. For the case of the second order buckling, we predict that the dynamical response exhibits a "critical slowing down."
It is important to stress that the results obtained for both magnetic and mechanical buckling do not seem to be modeldependent since they are based on the general symmetrybreaking mechanism of phase transitions.
II. ENERGY OF SPINS IN A DOT IN A MAGNETIC FIELD
The energy of a spin system in a dot subject to an external magnetic field contains three contributions: (i) the exchange energy, describing nearest-neighboring spin interactions; (ii) the magnetostatic energy, attributed to the magnetic interaction of spins; and (iii) the Zeeman energy, which takes into consideration the interaction of spins with the external magnetic field. In the continuous approximation, the exchange energy W ex is determined (e.g., Ref. 21 ) by
where m = M / M s is the dimensionless magnetization normalized to the saturation magnetization M s , C is the exchange constant, while the integration is over the dot volume. The
FIG. 2. (Color online) (a-d)
When increasing an externally applied force f on a compressed bar, it eventually changes from a staight configuration (a) to a bent one (b) via a (first or second order) buckling transition. This Euler Buckling instability Ref. 38 is an example of spontaneous symmetry breaking (i.e., the bar can bend either facing left or right). We study this here as a phase transition. Here we also consider a magnetic analog of this mechanical spontaneous symmetry breaking transition. When decreasing the value of an externally applied magnetic field H, the spin arrangement inside a micromagnetic disk changes from a "straight" or "perfectly aligned" parallel-spin configuration (c) to a "bent" or C-shaped magnetization (d) with the spin configuration following a curved or bent shape. 1 / H plays the role of a generalized force. This is an example of a magnetic spontaneous symmetry breaking transition (e.g., the C-phase can face either to the left or to the right). This is studied here as a phase transition by expanding the magnetic energy of the dot. The order parameters (M and b ) versus "generalized forces" are schematically shown in (e,g). The effective response function, or susceptibility, for the standard ferromagnetic-paramagnetic phase transition and the buckling phase transition are compared in (f, h). (e) For zero externally applied magnetic field H, the magnetization M is zero in the paramagnetic phase and starts to continuously increase in the ferromagnetic phase when lowering the temperature below T c . As schematically shown in (e), an applied magnetic field H 0 smears out the M͑T͒ phase transition, resulting in a nonzero magnetization in the paramagnetic phase. (f) The magnetic susceptibility = ‫ץ‬M / ‫ץ‬H has a peak at T c . (g) The transverse buckling amplitude b ͑f͒ increases continuously when the compression force f exceeds a critical value f c * , for small values of the elasticity ␣ of the external medium. However, the continuous b ͑f͒ transition becomes a discontinuous (first order) transition for higher values of the elasticity ͑␣ Ͼ ␣ c ͒. (h) The buckling of the rod becomes very sensitive to changes in the parameters when it is near f c * , exhibiting critical slowing down and a peaked effective susceptibility b = ‫ץ‬ b / ‫.␣ץ‬ A closer analog of the external magnetic field H is an external force f Ќ perpendicular to the rod and applied near its center. Note that f Ќ buckles the rod while ␣ suppresses its buckling. More precisely, sufficiently large values of either f Ќ or f buckle the rod, when ␣ is sufficiently weak. If ␣ → ϱ, then f and/or f Ќ will not be able to buckle the rod.
FIG. 3. (Color online) (a)
Phase diagram showing the domains of parameters for the different sequences of transitions among three stable and metastable spin configurations inside a micromagnetic disk. The parameters are the square of the reduced radius R 2 / R 0 2 versus the aspect ratio ␤ = L / R. Above the dotted top curve, the parallel spin state, which exists for high applied in-plane magnetic fields, discontinuously transforms to a magnetic vortex sitting inside the disk. This is because the large radius of the microdisk can easily accommodate a vortex inside. For parameter values between the dotted and continuous curves (e.g., for smaller disk radius at a fixed ␤), a second-order phase transition from the parallel spin configuration to the C-phase occurs first. Upon further lowering the in-plane field, the C phase abruptly transforms to a vortex sitting inside the disk. Between the dashed and continuous curves, the C-phase survives down to h = H / M s = 0, and rotates as a whole when the magnetic field changes its polarity. This rotation costs little or no energy and it is a Goldstone mode (Refs. [61] [62] [63] [64] [65] [66] . Below the dashed curve, the magnetization reversal process proceeds via a rotation of the parallel-spin state as a whole at h = 0. Even though the vortex state does not contribute to the magnetization reversal process below the continuous curve, the magnetic vortex is stable or metastable at low magnetic fields above the continuous curve located at the bottom of the diagram. In practice, the stable or metastable vortex states below the continuous curve cannot be reached besides at high temperatures or when H changes suddenly. Below this continuous bottom curve, the magnetic vortex does not correspond to an energy minimum and it is unstable for any value of h. (b) Phase diagram plotted on the plane [magnetic field= ͑generalized force͒
. This shows magnetization reversal processes for a fixed aspect ratio ␤ = L / R = 1 when lowering the applied magnetic field h from a high value h Ͼ h c . Dashed (solid) lines correspond to first-(second-) order phase transitions. The short black segment at the top left corner corresponds to Goldstone modes, where the magnetization can be rotated with zero or little energy cost. For the case of increasing h from a high negative value h Ͻ −h c , the diagram is inverted with respect to the h = 0 axis. In order to construct this diagram, we use Eqs. (18) and (B4) and the criterion = 1 for penetrating a magnetic vortex (transition from the C-phase to the vortex state). magnetic energy W m is determined by the surface magnetic charges 20, 21, 32 as
where = M · n is the magnetic charge density with unit vector n directed outside of the dot surface, while r and rЈ are the positions of the elements of the surface. Here, the integration has to be performed over the dot surface. The Zeeman energy W H has the usual form,
with integration over the volume of a dot.
III. RIGID VORTEX MODEL
In order to obtain the energy of the vortex sitting either inside or outside the circular dot we need to know the magnetization as a function of the vortex position. In the rigid vortex model, the magnetization inside the dot is defined by the solution: 21 
Standard approach
Our approach used here 
1st order transition requires cubic term ϰM Order parameter
Critical slowing down ␦M= deviation from equilibrium ␦= deviation from equilibrium near T c or h c
m , and m z are the magnetization components using a cylindrical coordinate system ͑ , , z͒ with its origin at the center of the rigid vortex [ Fig. 1(a) ]. Also denotes the angle between the local magnetization and the z-axis. The z-axis in Fig. 1 is perpendicular to the page and directed upwards (towards the reader).
As was done in Refs. 21 and 60, hereafter we will neglect the vortex core region. Note that as soon as the radius of the dot is larger than the vortex core, the contribution of the core region to the total energy gives a physically irrelevant energy offset when the magnetic vortex is inside the dot. Of course, this assumption becomes invalid and we, strictly speaking, should take the core into account when the vortex approaches the dot side surface from both inside and outside of the dot. However, the applicability of the "rigid" vortex model itself becomes problematic in this case due to the elliptical deformation of the vortex spin arrangement (see, for instance, Ref. 22 ). Thus, we can neglect the vortex core in the whole region of the applicability of the rigid vortex model. In such a case the magnetization can be approximated by m = ±e with the -unit vector e .
In this case the total dimensionless energy w (normalized by M s 2 R 2 L) depends on the exchange length R 0 = ͱ C / M s 2 , the disk radius R, the dimensionless in-plane magnetic field h = H / M s , and the aspect ratio ␤ = L / R with the dot thickness L. Considering contributions from the exchange w ex , magnetostatic w m , and Zeeman w h energies (see, Appendix A) we derive
͑6͒
with magnetostatic energy
and K͑ − Ј,␤͒ = ln
͑8͒
The function G͑s͒ can be expressed as
using the complete elliptic integrals of the first and second kinds K and E, respectively. The constant
has been chosen to keep the continuity of the energy at s = 1. Here, the dimensionless displacement s of the magnetic vortex from the center of the disk (normalized by R) and the Fig. 3(a) . For high h (e.g., h =5) there is only one minimum of the energy w corresponding to the parallel spin state (the bottom dashed line). For lower values of the applied field, a metastable energy minimum associated with a vortex inside the disk appears and then deepens when further lowering h (the continuous line). Finally, for even lower values of h, the minimum energy corresponding to the parallel spin state disappears (the top dotted line) and the spin arrangement discontinuously changes to a vortex state. The corresponding magnetization loop is shown in the right bottom corner. dimensionless vortex core size b = b / R have been introduced. The position of the magnetic vortex is also determined by the angle in the polar coordinate system with its origin at the center of the dot [see Fig. 1(b) ].
Expression (6) allows us (i) to analytically obtain the expansion of the total energy w with respect to =1/s (used below as an order parameter) in order to study phase transition (Fig. 3) when changing the applied magnetic field and (ii) to numerically calculate w͑1/s͒ for any value of 1 / s (shown in Figs. 4-6 ).
IV. MAGNETIC ENERGY IN TERMS OF THE INVERSE VORTEX DISTANCE
The usual Landau theory uses the magnetization as the order parameter to describe phase transitions in bulk magnetic materials (see Table I ). However, an unusual type of spin arrangement-magnetic vortex-can be realized in small magnetic dots. This motivates us to introduce a novel order parameter for describing the evolution of magnetic phases when the external magnetic field changes.
In order to investigate the magnetization reversal process, we begin our considerations by first studying very high positive in-plane magnetic fields. From the total energy w in Eq. (6), it is clear that the minimum of the total energy w͑s͒ corresponds to =0, s = ϱ. In other words, when the distance between the center of the disk and the center of the vortex is infinite then the energy is minimum for high magnetic fields. This is consistent with physical intuition. If we introduce the inverse vortex distance as
then is equal to zero for this parallel-spin phase. When the external in-plane magnetic field H decreases, this configuration can become unstable and a vortex can appear either inside or outside the dot. For the C phase and the vortex phase, the inverse vortex distance is nonzero, suggesting that could be chosen as an order parameter. Let us write the expansion of the total energy w, in Eq. (6), with respect to ,
If is small enough, the expansion can be truncated, keeping the first two -dependent terms. Here we introduce two co- Fig. 3(a) . For relatively high magnetic fields, the observed change of w͑͒ is similar to the one shown in Fig. 4 (the dashed curve at the bottom, h = 2, and the middle continuous curve, h =1). However, the minimum in w͑͒, originally corresponding to the parallel spin state, = 0, starts to shift to the right resulting in a second-order phase transition to the C-phase. In this case, the vortex begins to "continuously penetrate" the disk from infinity (see the left portion of the top dotted curve which is inside the left inset). The metastable C-phase ͑ 0͒ shown there continuously evolves from the parallel state at = 0. The minimum in w͑͒ corresponding to the C-phase survives even at h = 0. For very low negative fields, the C-phase rotates as a whole (Goldstone mode corresponding to a zero-energy rotation of M) and the vortex state does not contribute to the reversal magnetization process even though it has a minimum energy at low fields. The corresponding magnetization loop with the virgin magnetization curve related to the vortex state is shown in the right bottom corner. The dashed arrow shows how one could access the vortex state by a sudden drop (or jump) of the external magnetic field.
efficients, A͑h͒ and B͑h͒ which resemble the ones used for standard Landau-type energy expansions. In the frame of the standard Landau approach these coefficients are chosen phenomenologically such as to obtain a second order phase transition (e.g., see Table I : a has to change its sign and b Ͼ 0 at a critical point) and satisfy the symmetry restrictions. In contrast to the phenomenological dependence of a and b on the system parameters, we have obtained a well-defined dependence of A and B on the dot radius, aspect ratio and magnetic field (see Appendix A for details):
where Note that here the coefficients A and B are driven by the magnetic field h, not the temperature, as in the usual Landau theory. Thus, changing the in-plane magnetic field h can induce phase transitions. Several very substantial differences between the modified Landau-type approach derived here and the usual Landau theory for bulk magnets are summarized in Table I . The next section will consider phase transitions in the framework of the Landau energy obtained via a power-series expansion of w͑͒. Fig. 3(a) . For high and positive h (e.g., h = 2, 0.8), the behavior of w͑͒ is similar to the one seen in Figs. 4 and 5 (the bottom dashed and the continuous curve). However, the parallel spin state is metastable even at zero magnetic field (the dotted line). For negative values of the external field, the parallel-spin state rotates as a whole (Goldstone mode). If the magnetic field suddenly drops to the negative value h = −0.6, then a gradient of the energy towards the vortex state appears (the top dotted-dashed curve). As shown in the top right inset, there is no energy minimum corresponding to the vortex state for the parameters corresponding to point D in Fig. 3(a) .
V. PHASE TRANSITIONS WHEN CHANGING
corresponds to the minimum of w͑͒ at =1/s = 0, i.e., the parallel-spin state: the vortex is infinitely away from the center, and all spins are parallel to the external field. There is a region of parameters in the parameter space (aspect ratio, ͓reduced radius͔ 2 ) = ͑␤ , R 2 / R 0 2 ͒ [see Fig. 3(a) , below the dashed line] where A is positive even at h = 0. For such parameters, the parallel spin state remains stable or meta-stable with respect to the vortex penetration even at zero field. The condition A͑h =0͒ = 0 determines the boundary [dashed line in Fig. 3(a) ] of this parameter domain, corresponding to
When the magnetic field changes sign, the system becomes unstable (see Appendix A) with respect to a rotation (around the dot center) of a vortex located far away from the center (essentially at infinity). In other words, the minimum at = 0 becomes maximum as soon as h changes sign and the angle starts to increase (or decrease) with time until the system settles in its minimum when = ±. Thus, the magnetization reversal process proceeds via a rotation of the parallel spin state as a whole (Fig. 3(b) ). Interestingly, the vortex in the center of the disk is stable (or metastable) in h = 0 for the parameter domain 
͑17͒
Of course, this stable (or metastable) state is not necessarily occupied, in the sense that the system might be trapped in some others local energy minimum. The last result Eq. (16), can be easily verified (see Appendix B) by expanding w with respect to s around s = 0 as done in Refs. 11 and 21. Therefore, in the region of parameters between the continuous and dashed curves in Fig. 3(a) , the magnetic vortex can be either stable or metastable at low magnetic fields but the vortex state does not contribute to the magnetization reversal process. However, if the magnetic vortex is created in the center (for instance, via a thermal activation process at high enough temperatures) the initial magnetization (virgin) curve has to be observed. This virgin curve is not accessible any more during the steady magnetization reversal process. This is consistent with and elucidates several numerical results [22] [23] [24] obtained earlier. Thus, the vortex state cannot be obtained during the magnetization reversal process because the system always follows the metastable minimum if the system is slowly driven. However, the system can be excited enough to reach the stable vortex state when the system is driven sufficiently fast. Only for a sufficiently small radius R of the disk, no vortex can be nucleated inside the disk [region below the bottom continuous curve, which is far below the dashed curve in Fig. 3(a) ].
B. Second-order phase transition from parallel-spin to curved spin state: A"h c … =0, B"h c … Ͼ 0
Order parameter near critical points
Next consider the region of parameters where A͑h =0͒ Ͻ 0, i.e., above the dashed line in Fig. 3(a) . In this case, the parallel spin configuration (or parallel spin state) becomes unstable at
͑18͒
In this subsection we consider the case when B͑h c ͒ Ͼ 0. This inequality can be rewritten as
corresponding to the parameter domain below the top dotted line in Fig. 3(a) . If B͑h c ͒ Ͼ 0, then our energy is formally similar to the usual Landau functional for second-order phase transitions. Namely, when lowering h, a second order phase transition occurs from the parallel spin configuration to a curved spin configuration (i.e., the magnetic vortex sitting outside the disk, also known as the C-phase) at h = h c [ Fig. 3(b) ]. This happens in the parameter region between the top dotted and dashed lines in Fig. 3(a) . In such a case, the magnetic vortex starts to continuously move from infinity towards the dot center when the external magnetic field decreases. In other words, the order parameter continuously increases from =0 to
Critical slowing down near the critical points
Interestingly, the dynamical properties also change abruptly at the phase transition between the C-phase and the parallel-spin phase. For instance, small deviations ␦ from the equilibrium state eq can be described by the following equation ds / dt =−‫ץ‬w / ‫ץ‬s, according to the overdamped magnetic vortex dynamics with viscosity . This equation for s can be rewritten as
where ␦ = − eq is the deviation from the equilibrium solution eq = ͱA/͑−2B͒, and
for h Ͻ h c . As a consequence, the deviation 0 − eq with
from the equilibrium decays exponentially in the C phase:
Equation ( .
͑25͒
Note that the relaxation also becomes slower then h approaches h c from above, h Ͼ h c , because
Therefore, the dynamics of the spin system has to drastically change at this second-order phase transition. Interestingly, the spin dynamics remains the same before and after the discontinuous transition (the rotation of the parallel-spin state) at h = 0 for the case discussed above when A͑h͒ Ͼ 0 and B͑h͒ Ͼ 0 for any h ജ 0; the dynamics can only change at h = 0 due to the switching between the two rotated parallel-spin states.
Evolution of spin configurations at low fields: Transition between C and vortex phases
When the magnetic field decreases further, the C-phase can either survive until h = 0 or transform to the vortex state [ Fig. 3(b) ]. In order to estimate the stability of the C-phase at h = 0 we can use the criterion ͑h =0͒ Ͻ 1, which can be rewritten in the form,
This approximately gives the boundary of stability of the C-phase at h = 0, within the frame of the "rigid" vortex model for R Ͻ R C with
This is shown in Fig. 3(a) between the dashed and continuous lines. Therefore, when R Ͻ R C , the C phase exists down to h = 0 and then at h Ͻ 0 the system becomes unstable with respect to rotations of the vortex center around the dot center: the minimum at = 0 becomes maximum and the system rotates to the new minimum at = ±. If R Ͼ R C the C-phase becomes unstable with respect to the nucleation of a magnetic vortex inside the dot. One can use the criterion ͑h n ͒Ϸ1 (condition when vortex crosses the dot surface, s =1) to estimate the nucleation field h n . Using this criterion we obtain the region of stability of the C-phase [ Fig. 3(b) ]; a quantitative comparison of these analytical calculations with micromagnetic simulations should be straightforward and could elucidate the limitations of the approach developed here. When the external magnetic field decreases further, h Ͻ h n , the vortex center [ Fig. 1(a) ] evolves following the energy minimum of Eq. (6) for s Ͻ 1 and reaches zero at h = 0. When the magnetic field changes sign and increases in modulus the vortex is first displaced from the dot center [ Fig. 3(b) ] and then a phase transition to either the C or the parallel-spin phase occurs [ Fig. 3(b) ] when s͑−h exit ͒Ϸ1 (see, e.g., Refs. 20 and 21). Because of the surface barrier, this transition has to be abrupt, namely firstorder.
C. Transition between the parallel-spin and the vortex phase:
A"h c … =0, B"h c … Ͻ 0
Now consider the case when B͑h c ͒ Ͻ 0, i.e., the parameter region above the dotted line in Fig. 3(a) . Interestingly, the usual argument, that the stability of the system requires B Ͼ 0, is not applicable to our analytically-derived energy expansion in (12) . Indeed, it is important to stress that the stability is determined by the nonexpanded energy (6), and not the truncated one in (12) . In other words, the coefficients at higher powers of (i.e., 6 , 8 ,...) are responsible for the system stability (see Table I ).
For high magnetic fields h Ͼ h c [i.e., A͑h͒ Ͼ 0, B͑h͒ Ͻ 0 in Eq. (4)], there is a maximum of the energy w͑͒ at max = ͱA/͑−2B͒ and minimum at = 0 corresponding to the parallel-spin state. This maximum (at max ) approaches the minimum (at =0) when decreasing the magnetic field. At h = h c the maximum reaches = 0, while the minimum disappears. As soon as the applied magnetic field h becomes lower than h c , there is no minimum nearby = 0 and the system abruptly (discontinuously) goes to the vortex state [ Fig.  3(b) ]. Thus, instead of a second-order phase transition, a first order phase transition occurs in the parameter region B͑h c ͒ Ͻ 0 above the top dotted line in Fig. 3(a) (see also Table I ). This corresponds to a microdisk with large radius R. Intuitively, large-radius disks can abruptly accommodate a vortex inside it from the large-h straight parallel-spin phase. Mechanically, it corresponds to a sudden "curling" transition of a compressed rod (see Sec. VI A below). Furthermore, this sharp transition between the C and vortex phases agrees well with the sharp magnetization drop obtained earlier by micromagnetic simulations (see, e.g., Ref. 16).
VI. EVOLUTION OF THE TOTAL ENERGY WITH MAGNETIC FIELD: NUMERICAL CALCULATIONS
A. Controlling the magnetic state of a dot by slowly changing the applied magnetic field
To finalize our analysis in the frame of the "rigid vortex" model, we performed numerical calculations of the total energy w in Eq. (6) when changing the magnetic field h. We chose the parameters, the reduced radius R / R 0 and the aspect ratio ␤ = L / R, from domains with different stable and metastable states [at the points A, B, C, D indicated in Fig. 3(a) ]. Figure 4 shows the evolution of the energy when h decreases, for the parameters R / R 0 and ␤ corresponding to point A in Fig. 3(a) . At high h there is only one minimum of w͑͒ corresponding to the parallel-spin state (the parallel spin configuration has a minimum in the dashed line at the bottom). At lower fields, a metastable energy minimum appears which is associated with the vortex state inside the disk (continuous line). This energy minimum deepens while the minimum at = 0 for the parallel spin configuration flattens. Finally, the minimum of the parallel spin configuration at = 0 disappears and the vortex abruptly enters the disk (top dotted curve in Fig. 4) . The corresponding schematic magnetization loop is shown in the inset of Fig. 4 .
For the set of parameters corresponding to point B in Fig.  3(a) , the evolution of w͑͒, when h decreases from high values to zero, is shown in Fig. 5 . The behavior of w͑͒, with changing h, is similar to the previous case when h Ͼ h c . When lowering h further, the energy minimum previously located at = 0 starts to continuously move towards higher values of (see the left-top inset in Fig. 5 which magnifies a segment of the dotted curve on top). This corresponds to a second-order phase transition from the parallel spin configuration (the vortex is located at infinity, =0) to the C-phase (where the vortex is at a finite distance outside the disk 0) [ Fig. 3(b) ]. For the case of parameters corresponding to point B in Fig. 3(a) , the minimum of w͑͒ associated with the C-state exists even at zero h (see the lefttop inset in Fig. 5 ). When the magnetic field changes polarity this C-phase rotates around the center of the disk Fig. 3(b) . This rotation costs zero additional energy and corresponds to a Goldstone mode moving at the bottom of a "mexican-hat" shaped potential. Note that such potentials appear in different fields of physics, including: quantum field theory and cosmology, [61] [62] [63] critical phenomena, equilibrium and nonequilibrium thermodynamics, 64 superconductivity, superfluidity, vortex dynamics 65 in superconductors, and even the theory of polyatomic molecules. 66 However, in the case considered here, the hat has an additional minimum at the center of the hat, like in many real hats. Therefore, for these parameters, the magnetic vortex state does not contribute to the magnetization reversal process, while it has a minimum energy at low magnetic fields in agreement to the recent micromagnetic simulations. [22] [23] [24] The corresponding magnetization loop is shown in the right-bottom inset of Fig. 5 .
The discussed Goldstone mode does not depend on the shortcomings of the considered model. Indeed, at zero magnetic fields, the magnetization of small dots is not necessarily zero and the Goldstone mode describes the rotation of the magnetization vector. In a real system, with magnetic anisotropy or an anisotropy related to an unperfect dot shape, this rotation can cost some energy. However, when the asymmetry is weak, one can treat this rotation of M͑h =0͒ as a Goldstone mode.
The evolution of the total energy w͑͒, when changing the magnetic field h for the parameters corresponding to the point C in Fig. 3(a) , is shown in Fig. 6 . The minimum in w͑͒, corresponding to the parallel spin state, = 0, survives even at h =0 (the local minimum in the dotted line in Fig. 6 ). When h changes its sign, the parallel-spin state rotates as a whole [ Fig. 3(b) ] around the dot center (another Goldstone mode) even though the vortex configuration has a minimum energy. The situation corresponding to point D is shown in the inset of Fig. 6 . For this case the magnetic vortex is unstable for any value of the magnetic field.
B. Controlling the magnetic state of a dot via fast, nonequilibrium change in the applied magnetic field Now, let us again consider the region of parameters corresponding to points B and C in Fig. 3(a) . The question arises: Is it possible or not to reach the vortex spin configurations having the minimum energy at low fields? One of the possibilities is via thermal activation at high enough temperatures. Another possibility is to reach the minimum energy state via fast jumps of the external field (an example is shown by the dotted arrow in the right-bottom inset in Fig.  5 ). In such a case the system is brought far from both the stable and metastable minima. Thus, the spin configuration is exposed to an attraction of these two energy minima: the basin of attraction in the energy landscape towards the vortex state and the separate basin corresponding to a rotation as a whole. These two basins of attraction compete. This can be seen in the energy profile having a gradient towards a minima for the vortex state in Fig. 6 , the dotted-dashed line. Depending on which minima is closer (namely, which minima the system can approach quicker: the vortex state or the rotated state), the system can evolve towards the parallelspin state or towards a vortex state.
For instance, if the applied magnetic field suddenly changes (during a time scale which is much shorter than ) from a high positive field (say, h 1 =2) to a certain negative value (say, h 2 = −0.6) for the dot parameters used to plot the total energy w in Fig. 6 , then the magnetic vortex begins to move towards the dot center from infinity and simultaneously to rotate around the disk. In order to reach the boundary of the disk, the magnetic vortex needs a time
If this time t ϱ→disk is shorter than the time
which the vortex needs to rotate around the disk, than the vortex state is settled in. Otherwise, the system is set in the parallel-spin state. Thus, changing the timing and the amplitude of the external magnetic field jumps we can better control the spin configurations in magnetic dots. This will be further explored elsewhere.
VII. BUCKLING INSTABILITIES

A. First versus second order buckling phase transition
Our approach to describe phase transitions in micromagnetic dots, including "magnetic buckling," has several deep physical analogies with both the elastic and plastic systems discussed in the introduction. Some of these are compared in Tables I and II . This section is devoted to present a modified Landau-type theory approach to describe buckling transitions in an inextensible rod embedded in an elastic medium. This system was studied using a conventional mechanics approach, as in Chap. II of Ref. 38 . The problem discussed here could be applicable to the buckling of very small rods which strongly interact with their environment, as, for instance, for charged carbon nanotubes 45 or carbon nanotubes embedded in an elastic medium.
For arbitrary strong deflections y͑l͒ (see Fig. 7 ) parametrized by the arclength l ͑0 ഛ l ഛ l max ͒, the energy functional F b of a rod having circular cross section can be written (see Appendix C) as
͑30͒
Here we introduce the elastic modulus E and the moment of inertia I of the rod, the mechanical force f acting on the end of the rod in the longitudinal direction, and the elastic constant ␣ of the external elastic medium. Hereafter, we use the notation d / dl=Ј.
As an example, we consider a rod with hinged ends, i.e., y͑0͒ = y͑l max ͒ = yЉ͑0͒ = yЉ͑l max ͒ = 0. In such a case the possible buckling modes are
where we introduce the buckling order parameter b and the undulation number n. Interestingly, the magnetic buckling shape (C, S, W, etc., 16 ) and the vorticity in mesoscopic 
High relative deformation with sudden jumps ("turbulent-like") Our approach goes beyond the usual purely mechanical treatment and can predict the regime of parameters where the transition is either first or second order. Our approach also provides quantitative predictions for the buckling dynamics near critical points. As was discussed in previous sections, this buckling transition is of second order if B b ͑f = f c * ͒ is positive. Otherwise, when B b ͑f = f c * ͒ Ͻ 0, there is no energy minimum nearby b =0, at f = f c * + 0, and the system discontinuously (via a first-order phase transition) changes to a strongly bent state. This is an analog of the magnetic vortex state in microdisks. The sign of B b ͑f c * ͒ can be derived from the equation
After minimizing f c ͑n͒ with respect to n, we can obtain the value of B b ͑f c * ͒. From these results, we can construct the buckling phase diagram shown in Fig. 7 . Note that this diagram corresponds to the one shown in Fig. 3(b) for magnetic microdisks.
More detailed analysis, including the transition between different metastable configurations as well as possible transition between buckling modes with different undulation number, will be presented elsewhere.
B. Critical slowing down for a second-order buckling phase transition
Now we consider the region of parameters (see Fig. 7 ) where the second order phase transition occurs. This covers The transition from the straight rod phase to the n * = 1 buckled phase is the mechanical analog of the magnetic phase transition between the straight and bent spin-configuration phases: this diagram corresponds to the one shown in Fig. 3(b) . The transition to the n * = 2 buckled rod state is the mechanical analog of the magnetic transition to the S phase in microdisks.
the important case when there is no external elastic medium ͑␣ =0͒. When the externally applied force exceeds a critical threshold value f c * = f c ͑n * ͒, the buckling order parameter (or curvature of the rod) begins to increase continuously and follows the equation
near the critical force f c * . Next, we consider of how small deviations, from the equilibrium value b eq , of the order parameter decay. The dynamical equation for the rod can be written as
where m eff = m / 2 is the effective mass of the order parameter with the rod mass m, while d / dt =˙. The damping coefficient is determined by the energy dissipation during rod motion.
with relaxation time
Therefore, the relaxation time b ͑f͒ diverges at the phase transition f c * and takes different values for different undulation numbers n * that minimize f c ͑n͒. According to the dynamical equation (39) , the buckling order parameter b (or curvature of the rod) approaches the equilibrium showing several oscillations if
However, the oscillations vanish when the mechanical force f becomes closer to its critical value f c * . Very near to the critical point, the buckling order parameter decays exponentially
Therefore, we predict that the compressed rod exhibits critical slowing down near the critical force f c * .
VIII. CONCLUSIONS
A. Open problems
Answering several important issues and presenting several physical analogies, this work can pose some questions to guide several future studies in both micromagnetic and nanomechanics:
(1) How to develop a more general theoretical framework related to the rigid vortex model for an array of interacting micromagnetic dots.
(2) Detailed micromagnetic simulations and experiments could be useful for further confirmation of the effects predicted here and for extending the models and ideas presented in this work.
(3) The generalization of our approach to the case when quantum effects are important, including a quantum treatment of the Goldstone modes studied here.
(4) When the applied magnetic field is perpendicular to the micromagnetic dot, there is a phase transition between the parallel-spin (for larger H Ќ ) and a vortex phase (for smaller H Ќ ). This transition can be easily described with a modified version of our approach.
(5) How to best study driven nonequilibrium phase transitions like the Portevin-Le Châtelier effect, and complete the five cells at bottom of Table II [ where S bar would be the "effective entropy" of the bar, and f is the externally applied longitudinal force acting ͑as an inverse temperature͒ on the elastic bar.
(7) Further investigations of illuminating and insightful analogies between phase transitions in micromagnetic dots, compressed rods, and nanosuperconductors. [67] [68] [69] [70] [71] [72] [73] 
B. Summary
In conclusion, using the rigid magnetic vortex model, we studied phase transitions in the spin configuration of a microdisk when changing the external magnetic field. We analytically showed that five different sequences of phase transitions can be realized among three different spinconfiguration phases: parallel-spin phase, curved spin phase, and vortex phase. Which sequence is realized depends on the dot radius, R, aspect ratio ␤ = L / R, and the exchange length R 0 . The numbers (1), (2), (3), (4), (5) below refer to five different parameter regions in Fig. 3(a) .
(1) The parallel-spin state transforms into the vortex state and vice versa via a first order phase transition.
(2) The C-phase mediates the transformation from the parallel-spin to the vortex state: a second-order phase transition occurs between the parallel-spin and the C-phase, while a discontinuous first-order transition occurs between the C phase and the vortex phase.
(3) The parallel-spin state can transform into a C-phase which rotates when the magnetic field changes sign. Even though the vortex phase has a minimum energy at low magnetic fields, it does not contribute to the magnetization reversal process and appears only during the initial magnetization. This rotation costs zero additional energy and corresponds to a Goldstone mode moving at the bottom of a "hat-shaped" potential.
(4) The parallel-spin state rotates when the magnetic field changes sign. Neither the C-phase nor the vortex phase contribute to the magnetization reversal process here, although the vortex state has a minimum energy at low magnetic fields resulting in the initial magnetization curve. Note that in (3) the C-phase rotates when h changes sign, while in (4) it is the straight parallel-spin phase that rotates.
(5) Only the parallel-spin state has an energy minimum. The C phase and the vortex phase cannot appear because they are completely unstable in this region.
The dynamical response of the order parameter can drastically change at the phase transitions, producing "critical slowing down" at the second order phase transition between the parallel-spin and the C phase. We want to stress that the physical scenarios obtained here are related to the spontaneous symmetry breaking at the transition between the parallelspin state and the bending or vortex states and, therefore, these results are more general than the rigid vortex model itself. Hence, this physical picture could be generalized to much more complicated spin configurations in circular thin dots, 16, 22, 23 and can be used as a guide to look for novel ways to control the spin configuration in magnetic dots. We predict a "critical slowing down" at the second-order phase transition between the parallel-spin and the C phase. Recent micromagnetic simulations 59 support our predicted "critical slowing down", thus, partly verifying the whole physical picture proposed here. Other predictions of our work are consistent with earlier micromagnetic computations. 16, 23, 24 We have found that the buckling instability is a good mechanical analog of the magnetic buckling transition from the parallel-spin to a bent spin configuration (either C-phase or vortex phase). Using a substantially modified Landau theory for studying mechanical buckling instabilities of a compressed elastic rod embedded in an elastic medium, we prove that the transition to a buckled state can be either first or second order, depending on the ratio of the elasticity of the rod and the elasticity of the external medium. Also, critical slowing down was predicted for the second-order mechanical buckling transition.
