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Introduction
Foreground detection is one of the most common tasks in many computer vision applications like object tracking, abandoned object detection, traffic monitoring, crowd monitoring etc. While detecting foreground objects false positives occur due to video noise, dynamic background, camouflage or illumination changes. In this letter, we focus on the issue of foreground detection under varying illumination conditions [1] - [3] , including the sudden and gradual illumination variations. Sudden illumination variations may occur due to a light switch on/off in indoor, clouds passing over monitoring scene in outdoor, whereas gradual illumination changes may occur due to changes in daylight or by any dimmers in indoor. During sudden illumination variations, background objects intensity varies significantly from its original values. Due to this, the conventional methods which name a pixel as foreground when a pixel value varies significantly from the background model, produce a lot of false positives on the output.
The existing algorithms [4] can handle either the problem of gradual illumination changes or sudden illumination changes. The well-known methods like Single Gaussian (SG) [5] and Gaussian Mixture Model (GMM) [6] mostly adapt to gradual illumination changes, whereas Dual Background Illumination Compensator (DBIC) [7] and Illumination-Sensitive Background Subtraction (ISBS) [8] methods mostly adapt to sudden illumination variations. We proposed an algorithm to handle both sudden and gradual illumination changes. The proposed algorithm adapts to illumination changes in a scene by varying background model update rate with respect to illumination variations in a scene. In the proposed method, illumination variations in a scene are measured by calculating the difference in entropy of two consecutive frames. We evaluated the performance of our algorithm by testing it in six video sequences with sudden and gradual illumination changes. The experimental results demonstrate the robustness of the proposed method on sudden and gradual illumination variations by comparing it with four existing methods [5] - [8] . An important aspect of the proposed method is its low computational complexity and its ability to run in real-time. The main contributions of our work are summarized as follows:
• We proposed an algorithm to update the background model based on illumination changes occurred by estimating the entropy of video frames.
• We demonstrated the performance of our algorithm on several illumination variation cases.
• We analyzed the algorithms in terms of its ability to run in real-time.
Proposed Method
In image analysis, entropy is used to measure the randomness of pixel intensities in an image. The entropy of the image changes as the illumination changes occur in the image. In the proposed method the entropy variation between consecutive frames is utilized to predict the illumination variations.The proposed method classifies illumination changes occurred in a scene into three levels: level 1 (L1), level 2 (L2) and level 3 (L3). L1, L2, and L3 indicate minimal, moderate and maximum illumination variations respectively. According to the level of illumination variations, the algorithm will update the background model. Here, background subtraction algorithms detect moving objects in a scene by comparing the current frame with the background model as
where I t (i), B t (i) and F t (i) are the current frame, background model and foreground mask at time t respectively, Copyright c 2019 The Institute of Electronics, Information and Communication Engineers σ and k are threshold value and its free parameter. In the proposed approach initial background model and threshold are obtained by calculating the mean and standard deviation of initial few frames. In contrast to the existing methods, the background update mechanism in the proposed method checks the level of illumination changes happened and selects any one of the three background update models to update the background. If the illumination changes are of the order of L1 then the background is updated as
where α is the gain value and B t−1 (i) is the background model at time t − 1. At level L1, illumination changes in the background are very minimal, so the background update rate α is set to 0.01 to adapt to gradual illumination changes in the scene. When illumination changes are of the order of L2, the background model is updated as
where β is the gain value for moderate illumination changes. At level L2, the degree of illumination changes are not gradual and sudden, so the gain factor is estimated from the entropy of the scene, so that it can easily adapt to the moderate illumination changes as
where E t is the entropy value of the current frame, E min and E max are the minimum and maximum entropy values of a video scene until time t. The gain factor β is estimated by observing the maximum and minimum illumination changes occurred in the scene, so this update rate β is more suitable when illumination changes are moderate. If illumination changes are of the order of L3 then the background is updated as
where B initial is the background model generated from the mean of initial few frames. In the proposed approach we selected the first 100 frames to estimate B initial . At level L3, the background model is replaced by B initial , so that false positive induced by extreme illumination changes can be alleviated. After updating the background model we also updated the threshold value σ of each pixel as
where σ t (i) is the standard deviation or threshold value of pixel i at time t. I di f f (i) is difference image of current frame and background model, σ t−1 (i) is the standard deviation at time instant t−1. Instead of setting a constant value as threshold like some of the existing methods, we updated the threshold value of each pixel recursively and set the threshold values in proportion to illumination variations. In the proposed method the level of illumination changes L1, L2
and L3 are estimated as
where
Experimental Results
We evaluated the proposed method in six video sequences of various illumination conditions. The light switch and time of day video sequences from Wallflower dataset [9] , people movement video sequences from PETS 2001 dataset [10], lobby video from I2R dataset [11] and highway and pedestrians video sequences from changedetection.net dataset [12] are used to compare the proposed algorithm with SG [5] , GMM [6] , ISBS [7] and DBIC [8] algorithms. We have taken our test video sequences in the order of three indoor and three outdoor videos. In the six video sequences the light switch, time of day and lobby sequences are indoor video sequences, whereas the PETS 2001, highway and pedestrians are outdoor video sequences. These six test sequences have gradual and sudden illumination changes, in that light switch and lobby sequences contain sudden illumination changes, time of day, highway and pedestrians have gradual illumination changes, and PETS 2001 sequence contains both gradual and sudden illumination changes. Figure 1 shows the foreground detected by the proposed method and the other algorithms for the six test video sequences with its ground truth. From series of experiments, parameters of the proposed method are set as τ = 0.065 and k = 4. The qualitative results shown are outcomes of various algorithms without applying any post-processing techniques.
The SG method modeled each pixel with a Gaussian distribution, whereas the GMM method modeled each pixel with a mixture of Gaussians instead of modeling the value of a pixel as one particular distribution. The DBIC algorithm used two background models (short-term and longterm) with different adaption rates to compensate illumination changes. The ISBS algorithm updated the background model by using the approximated median approach. The SG, GMM, and DBIC algorithms computed the running average as given in Eq. (2) to update its background model (α=0.01 for SG, GMM, long-term DBIC model and α=0.1 for short-term DBIC model).
The accuracy of various approaches is assessed through F − score and similarity measures. F − score is a combina- The recall is the ratio of the sum of correctly detected pixels in the foreground mask to the sum of foreground pixels in ground-truth and precision is the ratio of the sum of correctly detected pixels in the foreground mask to the sum of foreground pixels in the foreground mask. We use F − score instead of recall and precision because the foreground mask with all positives can result in the highest recall and foreground mask with only one positive can result in the highest precision. In addition to F − score, the similarity measure given in Eq. (9) is used to compare the foreground mask with the ground-truth. S imilarity measure expresses how similar the detected foreground is to the ground truth.
where T P is the number of true positive pixels, FP is the number of false positive pixels, and FN is the number of false negative pixels in the detected foreground. Table 1 compares the performance of the proposed algorithm with other algorithms under sudden and gradual illumination variations. The results in Table 1 , shows that the proposed method performed better than other algorithms in most cases. The SG and GMM can adapt to gradual illumination changes but failed to perform when sudden illumination changes occured. The ISBS model failed in most of the cases except light switch video sequences, whereas the performance of DBIC algorithm is compara- Switch  120x160  58  11  62  62  64  Time of Day  120x160  56  10  60  71  62  PETS 2001  576x768  30  02  26  29  34  Lobby  128x160  62  10  59  64  59  Pedestrians  240x360  73  03  45  55  46  Highway  240x320  44  03  47  54 ble to other methods in most cases. The proposed method outperformed other algorithms under sudden and gradual illumination changes and detected foreground objects better than the existing methods in 4 out of 6 video sequences. In the PETS 2001 video sequences, the proposed method performed very much close to the best outcome, whereas in highway video sequences the performance of proposed algorithm is little affected due to the oscillation of trees present in the scene. The overall performance of algorithms can be best visualized from Fig. 2 in terms of F − score. The robustness of the proposed method is prominent as it has the highest median accuracy of 0.77 with very small variance as compared to SG, GMM, ISBS and DBIC with 0.59, 0.72, 0.31 and 0.65 respectively. The level selection approach of proposed method to update the background model outperformed other algorithms that used constant adaptation rate (SG and GMM), two different (DBIC) adaptation rates and approximated median approach (ISBS).
The frame rate of algorithms is evaluated and listed in Table 2 to show its suitability for hardware implementation. The Computational time of all approaches in frames per second (fps) is computed in MATLAB running on a PC (Intel i7 3.6 GHz with 8 GB RAM). The proposed method and SG are more suitable for hardware implementation since it processes more than 30 fps in all sequences.
Conclusion
In this letter, a new entropy based foreground detection algorithm for various illumination changes in a scene is proposed. The algorithm classified illumination changes in a scene into three levels by estimating the change in entropy between the current frame and the previous frame. Depending on the level of illumination changes background model is updated with any one of the three proposed update rates. Experimental results indicate that the proposed method delivers promising results and significantly outperforms other algorithms. Moreover, the frame rate shows the suitability of the algorithm for embedded hardware implementation.
Although the proposed method can effectively handle the illumination variation in a scene, its performance needs to be analyzed in other problems as well. For example, we can consider the problem of dynamic background for further research.
