Abstract-Structural learning with forgetting is an established method of using Laplace regularization to generate skeletal artificial neural networks. In this paper we develop a continuous dynamical system model of regularization in which the associated regularization parameter is generalized to be a time-varying function. Analytic results are obtained for a Laplace regularizer and a quadratic error surface by solving a different linear system in each region of the weight space. This model also enables a comparison of Laplace and Gaussian regularization. Both of these regularizers have a greater effect in weight space directions which are less important for minimization of a quadratic error function. However, for the Gaussian regularizer, the regularization parameter modifies the associated linear system eigenvalues, in contrast to its function as a control input in the Laplace case. This difference provides additional evidence for the superiority of the Laplace over the Gaussian regularizer.
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I. INTRODUCTION

S
ELECTION of an appropriate multilayer feedforward neural network (MFNN) architecture for a specific application remains an open issue. Overly complex networks typically provide small training errors at the expense of generalization performance. At the other extreme, MFNN's with insufficient complexity levels are not able to learn. This is a consequence of the well known bias-variance dilemma [1] . One common approach to the problem of MFNN architecture selection is to include a complexity penalty term in the training error criterion [2] . These methods begin with an initially oversized network and rely on the penalty term to suppress unnecessary weights during learning. Hence both the network structure and weights are determined at the conclusion of training. Limiting the network complexity is assumed to improve generalization performance. Smaller networks also have the advantage of providing reduced implementation costs and may enable the discovery of relationships in the training data, e.g., rule extraction.
Thus we consider the regularized error function , where is a measure of the network mapping error over the training set, is a complexity penalty term, and are positive regularization parameters which determine the relative importance of each term, and the vector contains all bias and nonbias weights [3] , [4] . Here is chosen to be the standard sum-of-squares error (1) where is the desired output for the th MFNN input while is the actual MFNN output. If only the minima of are of interest, we may instead use the error function (2) where . The familiar gradient descent learning rule
where is a learning constant, may be used to adapt the weights beginning at an initial condition [5] . Selection of the regularization parameter is critical. For too large, the penalty term is over-emphasized, and the network mapping error will be large. For too small, the network complexity is under-emphasized, and an overly complex network architecture will result.
A. Paper Organization
The objective of this paper is to develop a continuous dynamical system model of learning subject to regularization to analyze and compare Laplace and Gaussian regularization and to investigate the utility of an adaptive . In this model is generalized to be a time-varying function. This paper is arranged as follows. We will first describe the structural learning with forgetting algorithm [6] which uses a Laplace regularizer and whose analysis provided the original motivation for this paper. Previous results from a Bayesian perspective of regularization and an error sensitivity analysis are then presented to justify a preference for the Laplace over the Gaussian regularizer [4] . We then develop and apply our dynamical system model to these two regularizers and offer a comparison based on these results. This includes the development of analytic solutions for a quadratic error surface. This paper is an extension of the work first presented in [7] . It is important to note that we are analyzing two already widely used approaches to MFNN regularization.
B. Structural Learning with Forgetting
Structural learning with forgetting (SLF) is an effective penalty term method which simultaneously trains and regularizes an initially oversized artificial neural network. Though this 1045-9227/98$10.00 © 1998 IEEE method is also applicable to recurrent networks, we consider only MFNN's. The primary goal of SLF is to obtain a skeletal network conducive to the discovery of input-output relations in the training data. SLF consists of three separate algorithms: learning with forgetting (LF), hidden units clarification, and learning with selective forgetting [6] . The complexity penalty term for LF and learning with selective forgetting is the Laplace regularizer (4) where the regularization class consists of weights. For LF contains all of the MFNN weights and the gradient of (4) is considered to be (5) where sgn is 1 for and otherwise, even though the partial derivative of (4) with respect to is not defined for . Substitution into (3) yields the LF learning rule (6) where the regularization parameter is considered to be constant. Ishikawa uses the term "forgetting" since the Laplace regularizer reduces weight magnitudes by at each training step; hence, we may refer to as the "forgetting rate." In selective learning with forgetting is restricted to contain small magnitude weights. LF is itself capable of providing substantial MFNN reduction [8] . For details on SLF, see [6] .
Although information theoretic measures may be used to select a model after they have undergone regularization with various values of [6] , there are no guidelines for its a priori selection. A heuristic method for adapting has been developed in which the time available for regularization is specified and is used as a control parameter to provide the desired learning convergence rate [7] . Bayesian methods provide a probabilistic interpretation of regularization and techniques for adapting the associated parameters. We next introduce several key results provided by this approach.
C. A Bayesian Perspective of Regularization
The effects of Laplace and Gaussian regularization have been previously considered from a Bayesian perspective [4] . Here we provide a brief summary of these results for a single output MFNN. Minimization of alone provides the maximum likelihood estimate of the network weights under the assumptions of a uniform weight prior and an identical and independent additive Gaussian noise model with zero mean and variance at the MFNN output for each training pattern. Minimization of corresponds to maximization of a posterior weight density where the prior weight density is determined by . The Laplace regularizer specifies that each weight is subject to an identical and independent Laplace prior which is proportional to . Note that for this prior the mean value of each is . The estimates and given by and (7) may be used during training. Thus is emphasized less as the mean absolute weight value increases and is emphasized less as the noise estimate increases. Refer to [4] for details.
For comparison, consider the Gaussian regularizer (8) which specifies an identical and independent normal prior with zero mean and variance for each weight. Reference [9] describes an adaptation strategy in which the eigenvalues of the Hessian of are used to estimate the effective number of weights. This number may in turn be used to estimate and during training.
Reference [4] , using the principles of transformation groups and maximum entropy, argues that the Laplace prior is particularly suited and thus is preferable to the Gaussian prior for internal MFNN weights, i.e., those weights on connections which lead to or from hidden neurons. This argument does not apply to weights on direct connections between the MFNN inputs and outputs, where a Gaussian prior is considered to be a reasonable choice. The Bayesian perspective also indicates that bias weights should not be subject to regularization. What follows is only applicable to those weights considered to be in . For an extensive discussion of Bayesian techniques for MFNN's, refer to [3] , [4] , and [9] .
D. Sensitivity Calculations
Examining the conditions for a minimum of the regularized error provides additional evidence for a preference for a Laplace over a Gaussian regularizer [4] . For the Gaussian regularizer (9) and thus at a minimum of each weight must satisfy (10) Sufficient conditions for the stability of a weight for the Laplace regularizer are if and if (11) which indicate that at a minimum of the magnitude of the unregularized error sensitivity to all nonzero weights is . Weights for which this sensitivity is less than are zeroed. Contrast (11) with (10), where the sensitivity of to a given weight at a minimum of is proportional to its magnitude. In this case for a given weight to be exactly zeroed the sensitivity of the unregularized error to this weight must itself be zero. "This is the same condition as for an unregularized network so that [G]aussian weight decay contributes nothing toward pruning in the strictest sense" [4, p. 121] . The Laplace regularizer has the advantage of establishing a pruning threshold which may be adapted during training [4] . In the next section we develop a dynamical system model of regularization to study and compare the Laplace and Gaussian regularizers and to consider the utility of an adaptive .
II. A DYNAMICAL SYSTEM PERSPECTIVE OF REGULARIZATION
As the discrete-time regularized learning rule (3) may be viewed as an approximation of a continuous-time dynamical system (12) where is now considered to be a nonnegative time-varying function. Although is a function of time only, and is thus independent of the system state, we may assume that coincides with a function generated by an adaptive regularization strategy. Weight adaptation is now described by a continuous trajectory beginning at an initial condition and ending at a fixed point , which corresponds to a local minimum of . This trajectory in the weight space is determined by the negative superposition of the gradient fields of and . The second term of (12) corresponds to a variable regularization force which moves the weight trajectory toward regions of the weight space corresponding to a simplified MFNN architecture. We will now use this model to investigate Gaussian and Laplace regularization for a time-varying regularization parameter.
A. Gaussian Regularizer Dynamics
We first consider (12) for a Gaussian regularizer (8) and the quadratic error surface (13) where is an dimensional state vector. The Hessian matrix , the dimensional vector , and are constants which characterize the error surface. Here we assume that is at least positive semidefinite. Thus has a minimum value at all vectors which satisfy . In general a MFNN error surface will, of course, not be quadratic. We have chosen this error surface to demonstrate the utility of our dynamical system perspective and to obtain useful results for a comparison of Laplace and Gaussian regularization. Furthermore, an equation of the form (13) may be used as a local approximation of a general near a minimum. Due to its symmetry may be diagonalized using a unitary transformation where the column vectors of comprise an orthonormal set of eigenvectors corresponding to the nonnegative eigenvalues of contained in the diagonal matrix . The linear transformation yields a coordinate system in which the weight space axes are the eigenvectors of . The prime denotes the representation of a vector in this new basis. This transformation preserves both length and angle as is unitary [10] . Figs. 1 and 2 show that the Gaussian regularizer creates a regularization force directed toward the origin. Using (12) we obtain the linear system (14) with a state transition matrix where
Thus the integral of is added to the system eigenvalues.
The solution of system (14) is
The effect of is most readily considered by using the eigenvectors of as the basis of . We consider the weight trajectory given by d
The regularization parameter increases the decay rate of and decreases the value of its integral. Thus has a suppressive effect on which becomes stronger as increases. This effect is more significant for weights which are relatively less important for minimization of as indicated by a small value of . For a larger value of , which indicates a relatively more important weight, this effect is reduced. Note that by varying we are moving the location of the system fixed point(s). For any which is not zero for a sufficient period of time at the conclusion of training, we will not optimize , illustrating the inherent tradeoff between pruning and unregularized error minimization. These observations are apparent in the case of a constant where (18) which approaches . This corresponds to the th entry of a minimum of as expressed in the new basis specified by and denoted as . The quadratic error (13) has a minimum in this basis at where for a positive definite . The ratio between the th element of these weights at a minimum of the regularized and unregularized error functions is [9] (19) Reference [9] relates the following observations on this ratio. For an important direction in the weight space, , and the ratio (19) is near one. Thus is relatively unaffected by and . For a small value of , in which case the ratio (19) is also small, is suppressed. Any reduction in corresponds to an equal reduction in as is unitary.
B. Laplace Regularizer Dynamics
We now consider (12) for a Laplace regularizer (4). The resulting system is (20) with the caveat that does not exist for . A stability analysis may be used to define a value of this derivative [4] . We employ a different approach and use the approximate Laplace regularizer (21) which is differentiable for all . This approximation of (4) improves as grows large. The corresponding gradient of (21) is (22) which is approximately sgn for large [11] . Substituting (22) for sgn in (20) yields a smoothed dynamical system given by (23) Refer to Figs. 3 and 4. The gradient of the penalty term creates a regularization force directed toward the weight space axes. The strategy of LF is to scale this force by a constant amount . However, by considering as a variable function of time, more flexible behavior may be obtained. For example, a relatively large at the beginning of training will move the architecture toward a simplified configuration. Once redundant weights have been sufficiently suppressed, the value of may be reduced, since a relatively small value is able to restrict redundant weight growth as the regularization force dominates the movement of such weights. This reduction of enables nonredundant weights to settle near values necessary for local minimization of for the simplified MFNN architecture. This type of behavior is apparent in the simulation results of [12] . 
1) Approximate Solution:
In this section we develop an approximation of (23) 
Using (27) we may now approximate (23) for the quadratic error (13) as (28) It is important to note that and are constant within each region under consideration and that sgn sgn for large weights. Once a weight transitions to a different region as defined in (25) We next consider (29) for the large weight case.
2) Large Weight Case:
In this section we examine our model (28) of LF in regions of the weight space where all MFNN weights have a large magnitude as defined in (25) i.e., for all . The large weight case is the most important since the criterion for small weights (26) becomes vanishingly small as we improve approximation (21) to (4) by letting grow large. In fact, the results in this section could have been obtained by considering system (20) without approximation (23). However, we wish to use a continuous model of LF as developed in our previous work [11] and to consider the effects of .
For the large weight case and from (28) (31) Equation (31) is valid within a region of the weight space specified by and denoted as . The vector forms an angle of arccos with the half of each weight space axis which roughly borders . Thus the last term of (31) forces the system state toward the weight space axes as is evident in a particular quadrant of Fig. 3 . The regularization parameter acts as an input to control the magnitude of this force.
The state transition matrix for the large weight case is given by (32) and (29) The weight trajectory is (36) where only affects the last term. Equation (36) is valid only as long as remains in .
The last term of (36) determines the effect of the Laplace regularizer within . The vector is the representation of in the basis specified by . The direction of movement along the axis is determined by the sign of this projection as is nonnegative. The magnitude of this projection is maximal for and parallel or antiparallel and zero for and perpendicular. The nonnegative further scales this last term. For a small value of , has a greater effect on , while for a large this effect is reduced. Thus forces the system state toward the weight space axes primarily in directions which are less important for minimization of . For a constant the weight trajectory is (21) with "(t) = 0 (w hf; 1i ), "(t) = t 2 expf00:7tg (w hf; 2i ), and the large weight case approximation (33) with "(t) = t 2 expf00:7tg (trajectory 3). Point a is used in the description of Fig. 7 .
weights as defined in (25) 
For this case acts both as a parameter of the plant dynamics and as a system input. We will further consider these results in the section in which we compare the Gaussian and Laplace regularizers. Before proceeding, we provide a simple numerical example of our continuous model of Laplace regularization.
5) Numerical Example:
In this section we consider a simple example to illustrate the use of the developed approximations for Laplace regularization and the effects of an adaptable . In Fig. 5 . In this case is completely redundant and both weights are subject to regularization. Fig. 5 shows three trajectories for an initial condition along with constant error contours of . The first corresponds to the case of in which system (23) simply descends for 3.2 time units to which corresponds to an unpruned solution. The second case is the solution of (23) for an ad hoc variable regularization function and , which causes the system to settle near after 15 time units. Note that a small at the end of training enabled the system to converge to a point near the optimal solution. The third trajectory is a portion of the approximate solution for the large weight case (33) with and , also for 15 time units. The approximation closely matches the second trajectory until it reaches the neighborhood of . . These functions measure the effect of on the weight trajectory as discussed in Section II-B2. Thus has a much greater effect on than . Indeed, would not move from its initial state without a nonzero . Furthermore, regularization required approximately three times as long as the unregularized minimization to reach the optimal point, providing some rationale for the heuristic method of [12] in which is adapted to slow the learning convergence rate in order to provide MFNN regularization. As demonstrated in the divergence of the third trajectory of Fig. 5 , the mixed weight approximation must be used for close to zero. Fig. 7 shows a magnified view of the second trajectory of Fig. 5 corresponding to the solution of (23) for ranging from 4.94 to 15 time units along with constant error contours of . The trajectory for the mixed weight case as described by (43) is also shown. Note the close agreement. The rapid decay of due to is illustrated in Fig. 8 would have a constant value of one without . Function is shown for completeness. This simple example illustrates both the benefits of an regularization parameter and the utility of the presented approximation.
C. Comparison of the Gaussian and Laplace Regularizers
We have previously compared Gaussian and Laplace regularizers from a Bayesian perspective (Section I-C) and by comparing the sensitivity of the error to each weight at an error minimum (Section I-D). These results indicate that the Laplace regularizer has superior characteristics for use in regularizing the internal weights of MFNN's. Here we compare these regularizers using the results derived by considering learning as a dynamical system.
Even though both the Gaussian and Laplace regularizers reduce the norm of the weight solution, the manner in which this norm is reduced differs significantly. For the Gaussian regularizer and a quadratic error, provides weight regularization by modifying the system eigenvalues. This is evident for the case of a constant as described in (19), which indicates that the Gaussian regularizer shifts the system minimum by an amount dependent upon the ratio between the eigenvalues of the regularized and unregularized systems. The Gaussian regularizer requires an unbounded to exactly zero a component of the weight along the axis for . As grows large the large weight case of Section II-B2 describes with greater accuracy the effect of the Laplace regularizer. These results show that for the Laplace regularizer the regularization parameter acts as a control input, providing a regularization effect with a magnitude dependent upon the increased sensitivity of the weight trajectory to in directions less important for minimization of the unregularized error function . Equation (39) indicates that a constant may be used to linearly shift the system minimum within toward the weight space axes. These axes are increasingly close to as grows large. The small and mixed weight cases of Sections II-B3 and II-B4 exhibit behavior similar to that of the Gaussian regularizer which vanishes as grows large, indicating the importance of the behavior of the Laplace regularizer at the origin as noted in [4] . These differences are also evident in Figs. 1-4 and in the stability conditions (10) and (11) . Disregarding the effect of , the Gaussian regularizer forces the system state directly toward the origin. The magnitude of this regularization force is greater at points in the weight space farther from the origin as indicated in (9) . In contrast, the Laplace regularizer is capable of forcing the system state toward points in the weight space where only one or more weights are zero. As shown in (5), the magnitude of this regularization force is independent of the system state and thus is the same for small and large weights. These observations provide a dynamical system perspective of the superiority of the Laplace over the Gaussian regularizer as previously reported [4] .
III. CONCLUSIONS
We have developed a continuous dynamical system model of multilayer feedforward neural-network regularization in order to analyze the effects of Laplace regularization. For the case of a quadratic error surface, this approach provided analytic results which demonstrate that a generalized timevarying regularization parameter acts as a system input which controls the movement of weights toward the axes of the weight space. This regularization force has a greater effect in directions which are relatively less important for minimization of the quadratic error function. These analytic results also provide a partial explanation of the experimental results presented in [11] , which demonstrated the effect of on the stability of fixed points in the weight space, a rationale for the method of [12] , and additional insights into the use of adaptive regularization parameters. A similar analysis indicates that the Gaussian regularizer provides a regularization force which is directed toward the origin with a magnitude dependent upon the system state, in contrast to the Laplace regularizer. This provides a dynamical system perspective of the superiority of the Laplace regularizer as reported in [4] . We are working to extend this framework to more complex error surfaces and other penalty terms and are further investigating the utility of using a time-varying regularization parameter.
