This work investigates the computational procedures used to obtain global solution to the Economic Linear Optimal Control (ELOC) problem. The proposed method employs the Generalized Benders Decomposition (GBD) algorithm. Compared to the previous branch and bound approach, a naive application GBD to the ELOC problem will improve computational performance, due to less frequent calls to computationally slow Semi-Definite Programming (SDP) routines. However, the reverse-convex constraints of the original problem will reappear in the relaxed master problem. In response, a convexification of the relaxed master constraints has been developed and proven to preserve global solution characteristics.
Introduction
In a previous effort, [1] , the method of Minimally Back-off Operating Point (MBOP) selection was introduced. In contrast to previous BOP selection schemes, [2] [3] [4] [5] [6] [7] [8] [9] , the approach of [1] allowed the feedback element to be variable within the resulting optimization problem, which in general allowed for the selection of a smaller back off and greater profit. More recently, it has been observed that the controller generated by the MBOP selection problem possesses many attractive features, especially the fact that it has been engendered with the economic motives of the particular scenario, [10] [11] [12] [13] [14] [15] [16] . As such. this controller has been given the name Economic Linear Optimal Control (ELOC) and as of late the MBOP selection problem has been renamed the ELOC problem.
On the computational side, many existing BOP methods are extensions of optimization under uncertainty [2] [3] [4] [5] [6] or stochastic programming [7] [8] [9] type problems and as such utilize solution methods relevant to those formulations: semi-infinite optimization [2] [3] [4] [5] , bilevel programmings [6] , probabilistic or chance constraints [7] [8] [9] . In contrast, the ELOC problem uses a linear feedback assumption coupled with a statistical enforcement of constraints to arrive at a compact Linear Matrix Inequality (LMI) representation of responses to process uncertainty. Unfortunately, the connection between these LMIs (representing the closed loop process dynamics) and the steady-state operating point is a set of reverse-convex inequality constraints. Although application of a branch and bound procedure can yield the global solution to the ELOC problem, [1] , branch and bound can become computationally expensive and even intractable as problem sizes increase. Other approaches to solving the ELOC problem can be found in [17, 18] .
In the remainder of this section, the method of [1] will be reviewed and the illustrative example of a Mass Spring Damper system will be introduced. Then, the Generalized Bender's Decomposition (GBD) algorithm will be reviewed. In section 2, the GBD algorithm will be applied to the ELOC problem. The result will be the creation of a relaxed master problem that does not possess any LMI constraints and thus does not require the use of a SemiDefinite Programming (SDP) algorithm. However, this relaxed master problem will also be shown to possess reverse-convex constraints and thus will require application of the branch and bound algorithm. In section 3, a method to convexify the relaxed master constraints will be proposed and proven to preserve the global solution characteristics of the GBD algorithm. Section 4 will illustrate the computational scalability of the proposed method using a reaction process as well as a manufacturing system. In addition, section 4 will illustrate the ability of the new algorithm to employ nonlinear steady-state process models.
Review of the ELOC Problem
Consider a nonlinear process model:ṡ = f (s, m, p), q = h (s, m, p), and q min ≤ q ≤ q max where s, m, p and q are the state, manipulated, disturbance and performance variables (each a column vector of dimension n s , n m , n p and n q , respectively). The Optimal Steady State
Operating Point (OSSOP) can be found by the following optimization problem: 
Turning to the dynamic perspective, the BOP will serve as the target point for the controller in that it will seek to drive the system toward the BOP. Thus, the variables seen by the controller should be deviation variables with respect to the BOP, defined as Furthermore, assumep is a zero-mean white noise process with a spectral density S p . Then, the Expected Dynamic Operating Region (EDOR) is defined by the following relations:
and
. n q where ρ j is the j th row of an n q × n q identity matrix. Theorem 3.1 of [19] indicates that the above nonlinear equalities hold if and only if the convex Linear Matrix Inequalities (LMI) of (6) and (7) are satisfied. The size of the EDOR in the j th direction is defined as √ ζ j . Thus, to exclude any BOP such that the associated EDOR is not contained in the region defined by q min and q max , the following must be enforced:
Note the abuse of notation in that σ 2 is used to indicate [σ
T will also be used.
Example 1a: Consider the following Mass-Spring-Damper process
The OSSOP is found to be s 
If the spectral density of the disturbance is S p = 10, then the solution to the BOP problem the ELOC problem then a controller that will make this BOP feasible is
This solution is arrived at via the branch and bound procedure discussed in [1] . A key element of that procedure is the assumption that f (s, m,p), h(s, m,p) and g(q) are linear functions of s, m, and q. Since the LMI constraints (6) and (7) are convex, only the reverseconvex constraints of (5) provide a bit of insight into the branch and bound procedure (as well as the subsequent discussion) consider the impact of the under-and over-estimate approximations. In the under-estimate case, the ellipse is allowed to extend beyond the bounds slightly, and thus the BOP is allowed to be slightly closer to the OSSOP. In the over-estimate case, the ellipse must be a small distance away from the bounds and thus a bit further from the OSSOP.
Let us also take this opportunity to illustrate an important set that will be central to the subsequent discussion. This is the set of σ's such that there exists a feasible EDOR, (5), (6), (7) and (8) } and is depicted in Figure 1 (right), along with the ELOC problem solution. 
Review of Generalized Bender's Decomposition
Consider the following optimization problem min x∈X,y∈Y
Assume y is a set of complicating variables in that for a givenȳ ∈ V = { y | G(x, y) ≤ 0 for some x ∈ X } , the following primal problem is easily solved:
If X is a convex set and both G (x, y) and F (x, y) are convex in x, then problem (9) is equivalent to the following master problem (see [20] for details):
where
The GBD algorithm is then based on the following relaxed master problem
where u (k 1 ) and λ (k 2 ) are selected by the following procedure:
1. Initialize by selecting a pointȳ ∈ Y ∩ V . Obtain the solution to the primal problem, x * , along with its multipliers, u
) .
Obtain the global solution to the relaxed master problem (y
3. Setȳ = y * . If the primal is feasible go to step 3a; if infeasible go to step 3b.
3a. Obtain the solution to the primal problem along with its multipliers (x * , u * ). Set
3b. Determine multipliers λ ∈ Λ such that min
) . Return to step 2.
Concerning step 3b, ifȳ / ∈ V then there must exist λ ∈ Λ s.t. min x∈X {λG 0 (x,ȳ)} > 0 (see [20] for details). Determining such a λ will eliminateȳ from future searches over y (and hopefully many other y / ∈ V ). To obtain such a λ it has been suggested, [21, 22] , to solve
The first equality holds due to convexity of Λ, while the third equality holds due to the convexity of G (x, y) with x. Then since X is a convex set, the solution to this problem is readily obtained and its associated multipliers compose the desired λ.
Concerning the computational feasibility of the algorithm it will be exceedingly helpful to be able to calculate L * and L * as explicit functions of y. One situation that guarantees satisfaction of this L-dual adequacy property is if the functions F and G are linearly
Application of GBD to the ELOC Problem
Looking back to Problem (2), it is observed that constraints (3) and (4) (6), (7) and (8) (6), (7) and (8) are convex, it is natural to assign
as the complicating variables and
as the non-complicating variables. Thus, the BOP selection problem can be stated as min x∈X,y∈Y
where X = {x | (6), (7) and (8) are satisfied}, Y = {y | (3) and (4) are satisfied},
, and G (x, y) = ζ − σ 2 . Clearly, F (x, y), G(x, y) and X are convex with respect to x and thus no duality gap will exist. In addition, F (x, y) and G(x, y) are linearly separable which will provide L-dual-adequacy to the algorithm.
Using these definitions the primal problem is
Since x does not appear in the objective function, the primal is just a feasibility problem.
As such, if the primal is feasible then the optimal multipliers, u * , will be zero. If the primal is infeasible, then the following version of Problem (Q) should be solved.
Notice that this problem is convex in x and α, and thus can be solved to the global solution with relatively little effort.
Before considering the relaxed master problem, let us look at L * (y, u (k 1 ) ) and L * (y, λ (k 2 ) ).
As stated above, if the primal is feasible, then the multipliers u * will be zero. Thus, for all k 1 ,
. Finally, the relaxed master problem is stated as
Returning to the steps of the GBD algorithm, step 1 asks for a starting pointȳ ∈ Y ∩ V , which indicates that (P1) will be feasible and u (1) = 0. In addition, UBD is set equal to g(q).
Then, in step 2 one should solve RM1 with K 2 = 0. Clearly, this problem is identical to the OSSOP problem of (1 then the overall ELOC problem is infeasible. This will be true regardless of the iteration step and may occur several steps into the algorithm. If RM1 is feasible, then LBD will be updated (note that LBD is non-decreasing), and a new value forȳ will be sent to step 3.
If at any point in the iterations the primal is feasible, then its solution will be equal to the LBD of the previous step 2. In this case, UBD will equal LBD and the algorithm should stop, as the optimal solution has been found. Unfortunately, this characteristic of UBD only being updated at the final step of the iteration will make it difficult to track the progress of the algorithm. As a substitute one could track the α * solutions from problem (Q1). While this sequence is not guaranteed monotonic, it will give a qualitative indication of progress, as α * will need to approach zero as the iterations approach the global solution. An alternative is to define an ad-hoc upper bound calculation. For example, using the ζ (k 2 ) elements from the solution to problem (Q1) one can construct the following problem
If this problem has a solution (s * , m * , q * , σ * ), then g(q * ) will be an upper bound to the global solution, if ζ= (σ * ) 2 ∈ X. It should be noted that constraint (8) was not included in the formulation of [1] . Clearly, its addition to problem (2) will have no impact on the solution, since it is redundant with constraint (4). However, in Problem (Q1) constraint (4) is not present and a solution to Q1 could be found that violates (8) and causes problem (14) to immediately be infeasible. The addition of (8) to RM1 removes this possibility and tends to provide rather tight UBD values.
Example 1b: Application of the GBD algorithm to the mass spring damper system generates the iteration result of Table 1 . In this example the stopping criteria was set as ϵ = 0.01|LBD|.
The plots of Figure 2 It is highlighted that the feasible region for each relaxed master problem is non-convex. This is clearly observed in the plots of Figure 2 , but could also be noted by the non-convexity of each L * (y, λ (k 2 ) ) ≤ 0 constraint. Thus, to solve each of the relaxed master problems, a branch and bound algorithm had to be implemented to obtain its global solution. Each of Table 1 : GBD iteration results for Example 1b. 
Convexification of Relaxed Master Constraints
Let us now consider the following restatement of the BOP selection problem min x∈X,y∈Y
Clearly, this problem is equivalent to problem (13) , since for all ζ > 0 and σ > 0, √ ζ ≤ σ if and only if ζ ≤ σ 2 . Thus, since for allσ > 0,
is a convex region, there is no concern over a duality gap. The issue concerns the computational complexity of problem (Q) using G ′ (x, y):
The following theorem will help alleviate this complexity.
Theorem 1 The solution to problem (Q2), (ζ
is the solution to:
Proof. For any positive constant a, the solution to problem (Q2) is λ * =λ * /a whereλ * is the solution to Given Theorem 1 it is easily concluded that the appropriate relaxed master problem is where
Furthermore, the solution to problem (Q3) can be obtained from
Clearly this is a convex problem that is readily solved to a global solution.
Example 1c: Application of the convexified GBD algorithm to the mass-spring-damper problem results in Table 2 and Figure 3 (again ϵ is set to 0.01|LBD|). Now that the L * constraints of RM2 are convex, the problem can be solved significantly faster as indicated in Table 3 . 
Case Studies
This section will illustrate the computational scalability of the convexified GBD approach and compare with that of the branch and bound method. In addition, it will be shown that the decomposition allows for the use of a nonlinear steady-state model with virtually no change to the proposed algorithm. convergence of the lower and upper bounds using (14) .
Example 2b: Let us now remove the assumption of a linear steady-state model and utilize the nonlinear steady-state model and the nonlinear objective function described in [23] .
As suggested above it would be (nearly) impossible to solve this problem globally using the original branch-and-bound procedure. This is mostly due to a technological issue.
Specifically there currently does not exist an available solver to address general nonlinear optimization problems that also include LMI constraints. However, now that we have decomposed the problem such a solver will not be required. Specifically, Problem Q5 contains only LMI constraints and the relaxed master contains no LMI constraints. Thus, any relevant global algorithm can be used to solve the relaxed master. In the current example, the relaxed master problem (with nonlinear constraints and nonlinear objective function) is solved using BARON, [24] . In this case, the GBD algorithm required 10 iterations and 30 seconds. A summary of computational effort for the 3 cases of Example 2 is provided in Table 4 . Example 3a: Consider the multi-echelon manufacturing system of Figure 6 . The idea is that In this example the computational impact of θ will be investigated. The process is inherently discrete-time with a sample period of 1 week. Thus, one will need to solve the discrete-time version of problem (2). This is achieved by replacing (3) with
BOP ,p) and replacing (6) and (7) with
The manipulated variables are the raw material order, m 0 (with units of items per week), 
T , and the disturbance
The following process model will result
and 
c are appropriately redefined. The solution times for the ELOC problem as a function of θ are given in Table 5 . It should be noted that larger values of delivery delay, θ, tend to require more safety stock and thus greater utilization of storage facilities. The result is a larger EDOR which will tend to reduce the feasible region of the original problem. For this reason the number of iterations of both algorithms tends to drop for intermediate values of
θ. The aspect more relevant to our GBD approach is the fact that the size of the system state is proportional to θ, which will translate into roughly a quadratic growth in number of LMI related variables, M 0 and M 1 . Thus, the main advantage of the GBD approach, for this example, is that there are significantly fewer calls to the SDP routine. For example in the case of θ = 15, GBD makes only 7 SDP calls while the branch and bound makes roughly 206 SDP calls (2 for each iteration). Similarly, for the θ = 30 case, the GBD again makes only 7 SDP calls, but each takes about 10 times longer to complete, due to the larger system state. Clearly, all of these new variables can be added to the set of complicating variables, y, and the constraints can be added to Y. Thus, the only change will be in the particulars of the relaxed master problem. Given that the relax master problem can be solved using any global solver, the fact that the new objective is nonlinear inS j and δ j is an integer variable should not be a limitation. For this problem, we again turned to BARON and generated the results of Table 6 . While a branch and bound type solution method is possible, this approach was not investigated as it would have required the development of a customized routine similar to that used in [25] . 
Conclusion
In this work we have shown that a novel application of the GBD algorithm to the ELOC problem can yield massive reductions in computational effort. An additional feature of the decomposition is that the use of a nonlinear steady-state process model and a nonlinear objective function, both of which may contain integer variables, is made much easier to implement and is more likely to result in a computationally tractable solution scheme.
A particular aspect of the ELOC problem considered in this work is the fact that noncomplicating variables do not appear in the objective function. As a result the primal problem becomes just a feasibility problem that if found feasible will signal an abrupt stopping of the algorithm. However, in the examples considered the primal problem was never found to be feasible, a characteristic we expect to be true for all ELOC problems of this class. This characteristic of the primal always infeasible also resulted in a lack of UBD calculations, which we circumvented through the development of an ad'hoc UBD estimate.
In the smart grid coordination version of the ELOC problem [12, 13, 16] , the objective function is expected to contain non-complicating variables and the primal problem is expected to be feasible at many points within the GBD iteration cycle. Investigation of the GBD algorithm for this class of ELOC problems is the subject of future research. 
