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Abstract
Background: The Objective Structured Clinical Examination (OSCE) is now a standard assessment format and while
examiner training is seen as essential to assure quality, there appear to be no widely accepted measures of
examiner performance.
Methods: The objective of this study was to determine whether the routine training provided to examiners
improved their accuracy and reduced their mental workload. Accuracy was defined as the difference between
the rating of each examiner and that of an expert group expressed as the mean error per item. At the same
time the mental workload of each examiner was measured using a previously validated secondary task methodology.
Results: Training was not associated with an improvement in accuracy (p = 0.547) and that there was no detectable
effect on mental workload. However, accuracy was improved after exposure to the same scenario (p < 0.001) and
accuracy was greater when marking an excellent compared to a borderline performance.
Conclusions: This study suggests that the method of training OSCE examiners studied is not effective in improving
their performance, but that average item accuracy and mental workload appear to be valid methods of assessing
examiner performance.
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Background
The Objective Structured Clinical Examination (OSCE)
is commonly used as the method of assessing clinical
skills [1]. Despite the high stakes nature of these assess-
ments, doubt has been raised as to whether the format
does provide an entirely objective assessment of student
performance [2–4].
While there are accepted measures use to quality
assure an OSCE [5] such as Inter-Rater Reliability
(IRR), this quantifies the level of agreement between
examiners, but does not exclude the possibility that
examiners are consistently failing to use the objective
criteria and instead providing global, subjective ratings
[6, 7]. Calculated parameters such as MDiff (mean differ-
ence), [8] MACD (Mean Absolute Checklist Difference)
[8] and Agreement Rate (AR), [9] have been suggested as
more detailed assessments of examiner performance, but
all assume the use of a dichotomous checklist and average
the performance of an examiner over multiple stations.
Generalizability theory can also provide a method of
quantifying error [8] but should only be used where large
datasets are available. Further, these methods have the
fundamental problem that they rely on post hoc calcula-
tion which can only identify poorly performing examiners
after the assessment has been completed. We were unable
to identify any criteria validated as a method of identifying
prospective examiners as competent to take part in a high
stakes assessment.
Although examiner inaccuracy appears to be an ac-
cepted problem, [10] there has been little investigation
into why inaccuracies occur. The field of Human Fac-
tors, defined as “the characteristics of human beings that
are applicable to the design of systems and devices” [11],
provides a wealth of techniques to identify the causation
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of such problems and such an approach suggests that
the cognitive requirements of marking an OSCE could
exceed the capacity of examiners [12, 13]. That is, it sug-
gests that the human mind is not capable of accurately
observing the actions of a student, evaluating their per-
formance against fixed criteria and then accurately re-
cording the result in the time provided. If so, then
examiners might to resort to making more subjective,
global assessments. This concept has been supported by
a pilot study which indicated that the mental workload
of OSCE examiners was indeed excessive [12].
While mental workload is an abstract concept, it can be
seen as the proportion of an individual’s ability to process
information in use at any point in time, with excessive
workload associated with poor performance/error. In con-
trast, expertise is characterised by the ability to perform
complex tasks with low levels of mental workload. The
measurement of mental workload is it is well established
in many high risk industries [14] and increasingly in the
medical setting [15]. The secondary task method involves
providing operators with a very simple additional (second-
ary) task such as responding to a simple stimulus in
addition to the primary task such as assessing students
during an OSCE. If the participant is trained to complete
the primary task (low mental workload), then they would
be expected to complete the secondary task accurately.
However, if participants were overloaded, performance of
the secondary task would be expected to deteriorate. As
the secondary task method only identifies periods of
cognitive overload, any deterioration in secondary task
performance is usually equated to cognitive overload
and a risk of poor performance [16].
When used as a training outcome, it would be usual to
train participants until their expertise increased to the
point where they were able to complete both the pri-
mary and secondary tasks accurately to confirm that
there was no evidence of cognitive overload [17].
The above suggests that if OSCE examiners are pro-
vided with a simple, secondary task at the same time as
marking the performance of video recorded student per-
formances, it would be expected that an untrained
examiner would perform the secondary task poorly and
record an inaccurate assessment. In contrast, an ad-
equately trained examiner would be expected to perform
the secondary task effectively and to mark accurately, so
that the performance of examiners could be determined
prior to participation in a high stakes assessment.
Our hypothesis was therefore that the routine train-
ing provided to OSCE examiners would be effective in
changing their performance from that of a novice to
that of an expert and that this would be evident by their
marking accuracy and secondary task performance im-
proving as their expertise increased and their mental
workload decreased.
Methods
After institutional ethical approval, prospective exam-
iners in a single Graduate Entry Medical School were
studied during their initial training session. The assess-
ment instrument for which they were being trained was
an OSCE, used as a summative assessment of the clinical
skills of medical students, including practical, examin-
ation and communication skills. Each station focussed
on a single skill with the performance of each student
compared to a list of 20–25 items. The instrument
offered examiners a variety of options for each item,
with some items scored as 1/0 (completed/not done),
some as 2/1/0 (completed/partially completed/not
done) and some as 3/2/1/0 (completed/partially com-
pleted/attempted/not done) as described elsewhere
[18]. Examiners were not provided with specific an-
chors/grade descriptors for performances in the mid-
range, but were expected to make personal judgements.
The scores for each item were added to produce a total
score for each candidate/station. The passing score for
each station was determined by the borderline regression
method [19].
The examiner training programme had been in place
for four years and lasted around two and a half hours
with 4–6 participants in each training session. Each ses-
sion started with an hour long slide based presentation
explaining the OSCE process, marking, standard setting
and student feedback delivered by an experienced exam-
iner. After discussion, each subject completed four cy-
cles of simulated marking practice using video recorded
performances and the appropriate checklist. After each
practice, participants compared marks with their peers,
discussed the process and were provided with feedback
from the same experienced examiner. Two videos were
based on the same communication (history taking) sce-
nario and two contained the same (cardiovascular)
examination scenario. Each scenario had one video of an
excellent performance and one of a borderline fail per-
formance. Completion of the training was regarded by
the institution as evidence of competence. As a pilot
study had identified a marked effect of prior exposure to
a case, the order of the cases were reversed for half the
training sessions (Table 1), however, all participants
viewed the same four videos.
Examiners were selected on an opportunistic basis as
training sessions were run, with each examiner required
to provide written consent prior to participation. All ex-
aminers were qualified medical practitioners in either
community based or hospital practice and all were ac-
tively involved in student teaching. No participant de-
clined to take part in the study.
Prior to the start of the study, three tutors who had
designed the training were asked independently to rate
the performance recorded in each video using the
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standard marking checklist. The ‘correct’ answer for each
item in the checklist was taken as the agreed response
by all three tutors, or, in the small number of items
where there was a discrepancy, the majority response
was taken as correct, a method previously described by
De Champlain et al. [9].
Prior to starting the training a vibrotactile device was
attached to upper arm of each participant which vibrated
at random, at intervals of between 10 and 90 s. They
were asked to tap the screen of the device as soon as
possible to terminate the vibration as a secondary task.
The time at which the stimulus was delivered and the
response time for each participant were logged automat-
ically by the device for later analysis.
At the end of the session, response time data and
checklist scores were collected and entered into a single
database (Microsoft ACCESS, Redmond, Washington).
The completed checklists from each participant were
compared to the ‘correct’ responses with the difference
between the two recorded as error, ignoring whether
the error was positive or negative. The Average Error
per Item was calculated as the total error per case di-
vided by the number of items in the checklist, as a
modification of the method described by De Champlain
et al. [9].
Using the previously validated methodology for
measuring mental workload, [20] any response to the
vibration stimulus of more than the upper limit of
normal (1350 ms) was regarded as evidence of cogni-
tive overload. For each stimulus the delay was calcu-
lated as response in ms minus 1350 ms, with all
normal responses taken as zero. The Average Delay in
each case was calculated as the total delay divided by
the number of stimuli.
The normality of distributions was assessed with a
Shapiro-Wilk test with the significance of differences be-
tween groups tested by one way ANOVA using SPSS
(IBM Corp. Version 20.0. Armonk, NY).
Results
In all cases the examiners completed each of the four as-
sessments and data from the assessments and response
times were all available for analysis.
In terms of overall mark awarded by an examiner when
compared to the correct mark, the median error was 4
(7.0 %) Marks, interquartile range 2–4 (3.5–7.0 %), range
0–15 (0–26 %), with 56.3 % of marks lower than the
standard. There were no significant differences in the
overall mark awarded between examiners, scenarios or
number of attempts.
The distribution of Average Error per Item appeared
to have a normal distribution confirmed by a Shapiro-
Wilk analysis (S = 0.976, df = 80, p = 0.142). The Aver-
age Error per Item was 0.35 (range 4.34–0.88, SD
0.165, n = 80). One way Anova analysis including Aver-
age Error per Item as the dependant variable with
number of attempts [1–4], type of scenario (History
Taking/Cardiovascular Examination), student perform-
ance (Excellent/Borderline Fail) and prior exposure to
scenario (Yes/No) as independent variables. The Aver-
age Error per Item did not change significantly from
attempt 1 to 4, so that there was no evidence that
training improved performance (Fig. 1). Although the
type of scenario (History or Examination) had no sig-
nificant effect on the Average Error per Item, it was
significantly increased where the recorded performance
was Borderline and where the examiner had prior ex-
perience of that scenario (Table 2).
The mental workload as measured by Average Delay
was consistent with periods of cognitive overload similar
to the previous pilot study (Fig. 2) [12]. Although there
appeared to be a small decrease to mental workload as-
sociated with the second and fourth cases, there were no
statistically significant differences.
Discussion
The principle finding of this study is that training OSCE
examiners using the training described appeared to have
no detectable effect on either their marking accuracy or
their mental workload. This is surprising as the training
was perceived by both staff and participants as highly ef-
fective. Given the error rates detected and that the
checklists had 24/26 items with a total 57 marks avail-
able for both scenarios, the observed median error of
7 % and maximum error of 26 % would appear to be
highly educationally significant. The observed level of
Table 1 Summary of cases used. (Good/Borderline fail refers to the performance level of the student being assessed)
Video presentation
1 2 3 4
Group 1 (n = 10) Theme Cardiovascular examination Cardiovascular examination History taking History taking
Standard Excellent Borderline fail Excellent Borderline fail
Group 2 (n = 10) Theme History taking History taking Cardiovascular examination Cardiovascular examination
Standard Borderline fail Excellent Borderline fail Excellent
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mental workload would be consistent with cognitive
overload and could explain some or all of the observed
error [13].
While these results might suggest that either this form
of training is entirely ineffective or that the role of an
OSCE examiner is beyond the cognitive abilities of most
humans, we would instead postulate that the process of
OSCE marking should be regarded as a skill, which
requires ‘sustained, deliberate practice’ [21] for the ex-
aminers to develop appropriate levels of expertise. If
true, we would only expect trained and experienced
examiners to provide truly objective assessments. This
hypothesis would explain findings from other studies in
that the performance of OSCE examiners would im-
prove during a long examination process even if feed-
back was not provided, [22] and that an increase in the
complexity of the checklist would be associated with a
decrease in accuracy (82.75 % with 5 items to 76.19 %
with 30 items) [23].
The increased examiner error where student perform-
ance was Borderline Fail may be explained by the need
for borderline performances to be accurately compared
to the required standard and an appropriate middle rat-
ing chosen, whereas Excellent/Clear Fail performance re-
quires the less onerous task of selecting the highest/
lowest available rating. However, if true, it would suggest
that the OSCE format is least reliable where student per-
formance is borderline.
The reduction in error after exposure to a specific sce-
nario, but not an unrelated scenario suggests that there
is an effective learning process at work, but that the
learning is highly context specific [24]. This suggests
that training examiners on the scenario they are to mark
in a later summative assessment may be more effective
than training on unrelated scenarios. However, a com-
bination of factors, such as the checklist design, the
clinical scenario, the performance level of the student,
the expected performance level may also affect examiner
performance. Overall, these data suggest that the
Fig. 1 Mean Average Error per Item for all Participants across all four training scenarios. Differences between groups was not significant
(F = 2.383, P = 0.076)
Table 2 Summary data of mean error per Item
Groups Mean error
per item
Standard
deviation
F P
Scenario History taking 0.37 0.171 0.366 0.547
Cardiovascular
examination
0.34 0.160
Student
performance
Borderline fail 0.47 0.111 68.60 < 0.001
Excellent 0.24 0.131
Prior exposure Yes 0.31 0.138 7.313 =0.008
No 0.40 0.178
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incorporation of marking accuracy into the training
process could both alert subjects to their own error and
identify subjects whose performance might not be ac-
ceptable prior to their participation in a summative as-
sessment. The use of mental workload as an outcome
may also aid the redesign of the assessment process to
improve the performance of examiners.
This study was limited as it included only small num-
bers of participants and to one form of training in a sin-
gle Medical School. The results may not generalise to
other institutions and differences in the OSCE format, in
particular, the use of a dichotomous rating scale might
be expected to require less cognitive workload. It is also
possible that some aspect of the presentation itself was
the important factor, for example, it might suggest that
watching a video recording might require the acquisition
of new skills in staff familiar with the observation of
real clinical events. In addition, although these data
suggest that training does not improve the perform-
ance of OSCE examiners in later, real assessments,
this was not tested. While the performance of partici-
pants on subsequent scenarios did not improve, it
may improve after later briefings or practice. The lack
of change in measured mental workload may be a re-
flection of the small sample size and does not exclude
the possibility that mental workload may change with
later practice.
Conclusions
This study supports the concept of OSCE examination
as a high mental workload task and that a single training
session does not reliably train examiners to the standard
required to provide an accurate, objective assessment of
student performance. However, the use of error per item
and secondary task technique appear to provide a new
methodology for the further investigation of the per-
formance and training of OSCE examiners.
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