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Abstract
We have considered a Boolean control network where the state evo-
lution equations depend on past states, controls and first derivatives of
a function with respect to controls. Total approach has been the effi-
cient use of matrix semi tensor product and logical operators and logical
equations. We have obtained a absolutely new result in considering the
derivative terms to play a role to influence the states. We have discussed
about controllability with an example and also optimal control and its
significance in control theory.
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1 Introduction
Boolean Networks were first proposed inspired by the ideas of systems biology
which was developed to mimic biological networks at the very cellular level. It
was first introduced by Kauffman[6, 1], has become powerful tool for describ-
ing, analyzing, and simulating cellular networks. Today this is an active field
of research drawing attention not from researchers from biology but also from
Physics, Control and Systems Sciences. With strong mathematical foundation
it has now curved its own niche. With particular focus on its application in con-
trol and systems science we try to show how efficient a tool it is in application in
control theory by its own Boolean language still making contacts with basic the-
ories and postulates of classical control theory. Almost all the basic motivations
of control theory like controllability, observability and optimal control are still
derivable in the Boolean regime using the language of Boolean mathematics. It
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even goes further as it incoprorates the notion of calculus like derivatives and
integrals in its own Boolean version.
In this article we primarily discuss about Boolean networks when they are
driven by some external parameters called controls. So these networks can be
correctly termed as Boolean control networks. In Boolean mathematics every
function is a logical function with some logical operators operating between the
variables. In control theory we assume a controlled dynamical system which
is expressed as a differential equation either in continous or discrete time. In
case of Boolean networks the controlled dynamical systems are actually logical
dynamical systems parametrized by controls but always in discrete time. As in
classical control theory we have a evolution of state variables which are described
by some functions which in this case happens to be logical functions. Moreover
we can also consider some evolution equations of control variables which are
also described by logical functions.
A wonderful technique exists in this domain where these logical equations can
be transformed into algebraic equations. For this we use the logical matrices
in case of any logical equation and transition matrices while converting the
equations of state evolution. A wonderful formalism has been developed to
achieve this by Cheng and his collaborators and a number of interesting papers
are written along this line[5, 3, 2]. This formalism introduces a new matrix
product called the Semi Tensor Product which is a generalisation of conventional
matrix product. Using this approach any logical equation can be efficiently
converted into its algebraic form which makes mathematical operations possible
on them.
As we know in control theory there is a state evolution law which in this case
is given by a logical function of state and control variables. But as Boolean cal-
culus is also a developed subject we try to add that feature to our existing state
and control evolution laws. In our article we make a novel approach to think
of the function describing the state evolution to be a logical function of state
varibales, control variables and also first derivatives of another logical function
with respect to control variables. We like to see how the network behaves un-
der this new evolution law. Adopting the technique shown by Cheng and his
collaborators we convert each of the state evolution equations into algebraic
equations analyze them in the context of basic motivations of control theory
like controllability and optimal control.
Apart from analysing the characteristics of a Boolean control network we
present a very relevant example with some numerical results to illustrate con-
trollability. We have planned to develop a flow of discussions following some
basic structure. After a brief introductory discussion we present the basic for-
malism related to Boolean control networks along with the formalism of Semi
Tensor Product which we use as the main tool in our article. We discuss about
different types of logical operators and how to convert the logical equations into
algebraic equations using logical matrices each reserved for a particular logical
operation. As we have have used Boolean derivatives we do a brief discussion
on them. We derive a new result for state evolution using Boolean derivatives
and Semi Tensor Product approach for a general Boolean network with n state
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variables and m control variables. Then we illustrate controllability by a rele-
vant example with some numerical results. Towards the end of our discussion
we make a brief discussion about the use of optimal control in the developed
framework. Then we conclude with a brief conclusion.
1.1 Important Notations and basic formalism
We adopt similar technique and approach as shown in the book[3].
1. Mm×n is the set of m× n real matrices.
2. Coli(M) is the i-th column of matrix M ;Col(M) is the set of columns of M .
3. Dk := 1, 2, . . . , k
4. δin :=Coli(In) i.e. it is the i-th column of the identity matrix.
5. ∆ :=Col(In)
6. M ∈Mm×n is called a logical matrix if Col(M) ⊂ ∆m and the set of m× n
logical functions is denoted by Lm×n
7. Assume L ∈ Lm×n, then
L = [δi1m δ
i2
m . . . δ
in
m ]
and its shorthand form is
L = δm[i1 i2 . . . in]
8. A k dimensional vector with all entries equal to 1 is denoted by
1k := (1 . . . 1)
T
9. A⋉B is the semi tensor product(STP) of two matrices A and B. The symbol
⋉ is mostly omitted and we express
AB := A⋉B
Here we take the opportunity to briefly introduce the definition of STP.
Definition 1. Let A ∈Mm×n and B ∈Mp×q. Denote by t :=lcm(n, p). Then
we define the semi-tensor product(STP) of A and B as
A⋉B := (A⊗ I t
n
)(B ⊗ I t
p
) ∈ M(mt
n
)×( qt
p
) (1)
It is to be noted when n = p, A⋉ B = AB. So the STP is a generalisation
of conventional matrix product. STP keeps almost all the major properties of
the conventional matrix product unchanged.
We discuss some basic properties of STP.
a. Associative Law :
A⋉ (B ⋉ C) = (A⋉B)⋉ C (2)
b. Distributive Law :
(A+B)⋉ C = A⋉ C +B ⋉ C
A⋉ (B + C) = A⋉B +A⋉ C
(3)
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c. Transpose :
(A⋉B)T = BT ⋉AT (4)
d. Inverse:
If A and B are invertible then
(A⋉B)−1 = B−1 ⋉A−1 (5)
e. Let X ∈ Rt be a column vector. Then for matrix M
X ⋉M = (It ⊗M)⋉X (6)
10. Let f : Bn → B be a boolean function expressed as
y = f(x1, . . . , xn) (7)
where B = {0, 1}. Identifying
1 = δ12 = [1 0]
T , 0 = δ22 = [0 1]
T (8)
It is adopted as a convention to omit the notations of semi tensor product
where any multiplication is assumed to be semi tensor product unless explicitly
mentioned.
1.1.1 Logical Function
We define three logical operators as conjuction, disjunction and negation rep-
resented by ∧, ∨, ¬ respectively. These operators operate between booelan
variables. The respective equations can be transformed into algebraic equations
by logical matrices represented by Mc,Md,Mn each reserved for the three op-
erations respectively.
Example:
• p ∧ q = Mcpq
• p ∨ q = Mdpq
• p¬q =Mnpq
where p, q are boolean variables and Mc,Md,Mn are the respective logical ma-
trices. There is predefined boolean structure of these matrices as given below.
Mc = δ2[1 2 2 2],Md = δ2[1 1 1 2],Mn = δ2[2 1]
We define the power reducing matrices as follows.
p2 = Mrp where Mr = δ4[1 4]. The power reduction formula for a product of
variables is given by[3]
(p1 . . . pi . . . pn)
2 =
n∏
i=1
I2i−1 ⊗
[
(I2 ⊗W[2,2n−i])Mr
]
p1 . . . pi . . . pn
There are some prescribed rules to manipulate the matrices and the variables.
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• The matrices should always be pulled at the front and the variables should
be pushed at the rear. This is achieved by the rule pM = (I2 ⊗M)p.
• Using swap matrices the order of variables can be swapped as follows
pqr = W[4,2]qrp. When only two variables are swapped it is given as
follows pq =W[2]qp.
1.1.2 Boolean Derivative
Now we introduce briefly the formalism of Boolean derivative as developed in
Boolean mathematics. Denote by Mf the structure matrix corresponding to a
Boolean derivative.If x = ⋉ni=1xi Then we have[4],
∂f
∂xi
=M∂ifx = Mfx⊕Mfx1 . . . x¯i . . . xn
=Mfx1 . . . xi . . . xn ⊕Mfx1 . . . x¯i . . . xn
=Mfx1 . . . (xi + x¯i) . . . xn
=Mfx1 . . . (1) . . . xn
=Mfx1 . . . xˆi . . . xn
where the xˆi denotes the absence of the variable in that position upon differen-
tiation.
2 Boolean Control networks
As mentioned at the prelude a Boolean control network[3] is a Boolean network
driven by some parameters called controls. The network consists of n+m nodes
where the n nodes serve as states the the remaining m nodes serve as controls.
The states undergo change in discrete time following some logical equation where
the function describing the change depends on states and controls of the previous
time. In case of µ memory network the state is influenced by values of previous
states and controls upto µth previous time. But in our case we consider the
state to depend only on one previous time that is µ = 1.
In our article we have considered an added feature for the state to depend on the
first derivative of a logical function g with respect to control variables. Moreover
the controls themselves being dynamical variables of time are considered to
undergo change which is captured by a control update function which only
depends on control variables of previous time.
Let the set of states be denoted by X = {x1 . . . xn} and the set of controls
be denoted by U = {u1 . . . um}, then the logical function g can be denoted as
g = g(U).
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2.1 Mathematical Formalism
The state update laws are governed by the following equations.
x1(t+ 1) = f1
(
x1(t) . . . xn(t), u1(t) . . . um(t),
∂g(U)
∂u1
. . .
∂g(U)
∂um
)
...
xn(t+ 1) = fn
(
x1(t) . . . xn(t), u1(t) . . . um(t),
∂g(U)
∂u1
. . .
∂g(U)
∂um
) (9)
The control update laws are given by the following equations
u1(t+ 1) = g1 (u1(t) . . . um(t))
...
um(t+ 1) = gm (u1(t) . . . um(t))
(10)
Now let us try deriving a general expression for state update equation. This is
a new result which we have derived.
Converting the first of the equations of the set (9) into algebraic form we have
x1(t+ 1) =Mf1
i1∏
xi
j1∏
uj
k1∏ ∂g(U)
∂uk
(11)
Here there are i1, x variables which are multipled over. They may be some or
all different. Similarly for the ujs and the derivatives. Now converting the i th
equation of the set (9) we have,
xi(t+ 1) = Mfi
ii∏
xi
ji∏
uj
ki∏ ∂g(U)
∂uk
(12)
We have n such equations which are all multiplied over to give a single variable
x capturing the state update of the whole network. Therefore we have
x(t+ 1) =
n∏
i=1
xi(t+ 1)
=
[
Mf1
i1∏
xi
j1∏
uj
k1∏ ∂g(U)
∂uk
]
. . .
[
Mfn
in∏
xi
jn∏
uj
kn∏ ∂g(U)
∂uk
] (13)
Now all the transition matrices which are structure matrices Mf can be pulled
to the front following the proposition mentioned earlier. Doing that, the above
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equation takes the form,
x(t+ 1) =Mf1(I2i1+j1+k1 ⊗Mf2) . . . (I2i1 ...ii−1+j1...ji−1+k1...ki−1 ⊗Mfi) . . . (I2i1...in−1+j1...jn−1+k1...kn−1 ⊗Mfn)[
i1∏
xi
j1∏
uj
k1∏ ∂g(U)
∂uk
]
. . .
[
in∏
xi
jn∏
uj
kn∏ ∂g(U)
∂uk
]
= L1
[
i1∏
xi
j1∏
uj
k1∏ ∂g(U)
∂uk
]
. . .
[
in∏
xi
jn∏
uj
kn∏ ∂g(U)
∂uk
]
(14)
where L1 = Mf1(I2i1+j1+k1⊗Mf2) . . . (I2i1 ...ii−1+j1...ji−1+k1...ki−1⊗Mfi) . . . (I2i1 ...in−1+j1...jn−1+k1...kn−1⊗
Mfn)
Leaving L1 let us try to simplify the remaining of the expression of state update
equation.
Let us consider the product
[∏i1 xi∏j1 uj∏k1 ∂g(U)∂uk
]
. . .
[∏in xi∏jn uj∏kn ∂g(U)∂uk
]
.
In the above product different xi occur at different positions. So it is not pos-
sible to derive a general expression for the swap matrices to bring the like xis
together. Let us denote the swap matrix by W which brings like xis together.
then the above product can be written as,[
i1∏
xi
j1∏
uj
k1∏ ∂g(U)
∂uk
]
. . .
[
in∏
xi
jn∏
uj
kn∏ ∂g(U)
∂uk
]
= Wxp11 . . . x
pn
n u
q1
1 . . . u
qm
m
(
∂g
∂u1
)s1
. . .
(
∂g
∂um
)sm
where the power over the factors is the number of times they occur in the above
product.
Using power reducing matrices the above product can be written as[
i1∏
xi
j1∏
uj
k1∏ ∂g(U)
∂uk
]
. . .
[
in∏
xi
jn∏
uj
kn∏ ∂g(U)
∂uk
]
=WMp1−1r x1 . . .M
pn−1
r xnM
q1−1
r u1 . . .M
qm−1
r umM
s1−1
r
(
∂g
∂u1
)
. . .M sm−1r
(
∂g
∂um
)
(15)
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Again the structure matrices can be pulled to the front. Then the above product
takes the form[
Mf1
i1∏
xi
j1∏
uj
k1∏ ∂g(U)
∂uk
]
. . .
[
Mfn
in∏
xi
jn∏
uj
kn∏ ∂g(U)
∂uk
]
=WMp1−1r . . .
(
I2i−1 ⊗M
pi−1
r
)
. . .
(
I2n−1 ⊗M
pn−1
r
) (
I2n ⊗M
q1−1
r
)
. . .
(
I2n+j−1 ⊗M
qj−1
r
)
. . .
(
I2n+m−1 ⊗M
qm−1
r
) (
I2n+m ⊗M
s1−1
r
)
. . .
(
I2n+m+k−1 ⊗M
sk−1
r
)
. . .
(
I2n+2m−1 ⊗M
sm−1
r
)
x1 . . . xnu1 . . . um
∂g
∂u1
. . .
∂g
∂um
= L2x1 . . . xnu1 . . . um
∂g
∂u1
. . .
∂g
∂um
(16)
where,
L2 =WM
p1−1
r . . .
(
I2i−1 ⊗M
pi−1
r
)
. . .
(
I2n−1 ⊗M
pn−1
r
) (
I2n ⊗M
q1−1
r
)
. . .
(
I2n+j−1 ⊗M
qj−1
r
)
. . .
(
I2n+m−1 ⊗M
qm−1
r
) (
I2n+m ⊗M
s1−1
r
)
. . .
(
I2n+m+k−1 ⊗M
sk−1
r
)
. . .
(
I2n+2m−1 ⊗M
sm−1
r
)
Now consider the variables at the end in the equation (16). We have,
x1 . . . xnu1 . . . um
∂g
∂u1
. . .
∂g
∂um
= x1 . . . xnu1 . . . um [Mguˆ1 . . . ui . . . um] . . . [Mgu1 . . . uˆi . . . um] . . . [Mgu1 . . . ui . . . uˆm]
(17)
where Mg is the structure matrix of the logical function g and we have used the
formula for derivative for each of the derivatives.
Now again the structure matrices could be pulled to the front. Then we have
the above product as,
x1 . . . xnu1 . . . um
∂g
∂u1
. . .
∂g
∂um
= (I2n+m ⊗Mg) . . . (I2n+im−(i−1) ⊗Mg) . . . (I2n+m2−(m−1) ⊗Mg)
x1 . . . xnu1 . . . um[uˆ1 . . . ui . . . um] . . . [u1 . . . uˆi . . . um] . . . [u1 . . . u2 . . . uˆm]
= L3x1 . . . xnu1 . . . um[uˆ1 . . . ui . . . um] . . . [u1 . . . uˆi . . . um] . . . [u1 . . . u2 . . . uˆm]
(18)
where L3 = (I2n+m ⊗Mg) . . . (I2n+im−(i−1) ⊗Mg) . . . (I2n+m2−(m−1) ⊗Mg)
Now let us consider the part apart from L3 in the equation (18). We have,
x1 . . . xnu1 . . . um[uˆ1 . . . ui . . . um] . . . [u1 . . . uˆi . . . um] . . . [u1 . . . u2 . . . uˆm]
= x1 . . . xnW[2m−1,2]u2 . . . um[u1 . . . ui . . . um][u1uˆ2 . . . um] . . . [u1 . . . ui . . . um]
(19)
where we have filled the vacant position of u1 in the first bracket by the variable
u1 in front of the brackets using swap matrix. Now the swap matrix can be
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brought in front. So we have the above expression as(
I2n ⊗W[2m−1,2]
)
x1 . . . xnu2 . . . um[u1 . . . ui . . . um][u1uˆ2 . . . um] . . . [u1 . . . ui . . . uˆm]
(20)
The same trick could be applied for the variable u2 to fill up its vacant position
in the second bracket. By doing that we obtain the expression as
(I2n ⊗W[2m−1,2])(I2n ⊗W[22m−1,2])x1 . . . xnu3 . . . um[u1 . . . um][u1 . . . um][u1u2uˆ3 . . . um] . . . [u1 . . . uˆm]
(21)
When all the vacant positions are filled up the resultant expression stands as
follows
(I2n⊗W[2m−1,2])(I2n ⊗W[22m−1,2]) . . . (I2n ⊗W[2m2−1,2])x1 . . . xn[u1 . . . um] . . . [u1 . . . um]
(22)
where there are m such brackets. So it can be further simplied as
(I2n⊗W[2m−1,2])(I2n ⊗W[22m−1,2]) . . . (I2n ⊗W[2m2−1,2])x1 . . . xn[u1 . . . um] . . . [u1 . . . um]
=
m∏
i=1
(I2n ⊗W[2im−1,2])x1 . . . xn(u1 . . . um)
m
(23)
Using the expression for power reduction for a product of variables we can
simplify it further to
(I2n⊗W[2m−1,2])(I2n ⊗W[22m−1,2]) . . . (I2n ⊗W[2m2−1,2])x1 . . . xn[u1 . . . um] . . . [u1 . . . um]
=
m∏
i=1
(I2n ⊗W[2im−1,2])x1 . . . xn
[
m∏
i=1
I2i−1 ⊗
[
I2 ⊗W[2,2m−i]Mr
]]m−1
(u1 . . . um)
=
m∏
i=1
(I2n ⊗W[2im−1,2])

I2n ⊗
[
m∏
i=1
I2i−1 ⊗
[
I2 ⊗W[2,2m−i]Mr
]]m−1x1 . . . xmu1 . . . um
= L4x1 . . . xmu1 . . . um
(24)
where L4 =
∏m
i=1(I2n⊗W[2im−1,2])
[
I2n ⊗
[∏m
i=1 I2i−1 ⊗
[
I2 ⊗W[2,2m−i]Mr
]]m−1]
Now we do the final step of bringing all the u variables together in front of all
the x variables. For that consider the expression x1 . . . xnu1 . . . um.
We have,
x1 . . . xnu1 . . . um
= W[2,2n]u1x1 . . . xnu2 . . . um
= W[2,2n]u1W[2,2n]u2x1 . . . xnu3 . . . um
= W[2,2n](I2 ⊗W[2,2n])u1u2x1 . . . xnu3 . . . um
(25)
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When all the u variables are brought in front of all the x variables and arranged
in order we have the final expression as
x1 . . . xnu1 . . . um
=W[2,2n](I2 ⊗W[2,2n]) . . . (I2i−1 ⊗W[2,2n]) . . . (I2m−1 ⊗W[2,2n])u1 . . . umx1 . . . xn
=W[2,2n]
m−1∏
i=1
[
I2i ⊗W[2,2n]
]
u1 . . . umx1 . . . xn
= L5u1 . . . umx1 . . . xn
(26)
where L5 = W[2,2n]
∏m−1
i=1
[
I2i ⊗W[2,2n]
]
. So combining all the factors calcu-
lated in the preceding steps we have the final state transition equation as
x(t+ 1) = L1 ⋉ L2 ⋉ L3 ⋉ L4 ⋉ L5 ⋉ u1 . . . umx1 . . . xn
= L1 ⋉ L2 ⋉ L3 ⋉ L4 ⋉ L5 ⋉ ux
(27)
where L1, L2, L3, L4, L5 are calculated as above and u = ⋉
m
i=1ui and x = ⋉
n
i=1xi.
3 Controllability
Controllability is one of the main focus of control theorists while analysing any
control problem. Controllability refers to the reachable sets from an initial
position with progress of time. Analysing controllability of a control system
reveals a great deal about the system such as the trajectory it follows or the
fine tuning of the control parameters so that the system can reach a target set
in a specified time.
In our case we choose a suitable example to illustrate controllability and
its importance in control theory. For doing that we have relied on a Matlab
package where the computations were done.
Consider a system described by the following state and control laws.
x1(t+ 1) = x2(t) ∨ u1(t) ∧
∂g
∂u2
x2(t+ 1) = x1(t) ∧ u2(t) ∨
∂g
∂u1
u1(t+ 1) = ¬u2(t)
u2(t+ 1) = u1(t)
g(u1, u2) = u1 ∧ u2
(28)
with the initial condition x1(0) = x2(0) = u1(0) = u2(0) =
[
1
0
]
= δ12 Trans-
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forming the logical equations into algebraic equations we have
x1(t+ 1) =Mdx2(t)u1(t)Mc(Mgu1u2 ⊕Mgu1uˆ2)
=Mdx2(t)u1(t)Mc(Mgu1)
=Md(I4 ⊗Mc)(I4 ⊗Mg)x2(t)u1(t)u1(t)
=Md(I4 ⊗Mc)(I4 ⊗Mg)x2(t)u
2
1(t)
=Md(I4 ⊗Mc)(I4 ⊗Mg)x2(t)Mru1(t)
=Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)x2(t)u1(t)
(29)
where Mg stands for the structure matrix of the logical function g(u1, u2) and
the matrices are pulled at the front following the procedure as shown earlier.
Converting the second equation we have,
x2(t+ 1) =Mc(I4 ⊗Md)(I4 ⊗Mg)x1(t)MrU2(t)
=Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)x1(t)u2(t)
(30)
For the control equations we have,
u1(t+ 1) = Mnu2(t)
u2(t+ 1) = u1(t)
(31)
Now the total state update law of the whole network is given by
x(t+ 1) = x1(t+ 1)x2(t+ 1)
=Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)x2(t)u1(t)Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)x1(t)u2(t)
=Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr) [I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]x2(t)u1(t)x1(t)u2(t)
=Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)[I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]W[2,4]x1(t)x2(t)u1(t)u2(t)
=Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)[I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]W[2,4]x(t)u(t)
(32)
where x(t) = x1(t)x2(t) and u(t) = u1(t)u2(t) Now we solve for u(t) from the
initial conditions. We have
u(t+ 1) = u1(t+ 1)u2(t+ 1)
=Mnu2(t)u1(t)
=MnW[2]u1(t)u2(t)
=MnW[2]u(t)
(33)
Starting from the initial conditions we have
u(1) =MnW[2]u(0)
u(2) =MnW[2]u(1) = (MnW[2])
2u(0)
...
u(t) = [MnW[2]]
tu(0)
(34)
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Therefore,
x(t+ 1) =Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)[I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]W[2,4]x(t)(MnW[2])
tu(0) =
Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)[I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]W[2,4][I2 ⊗ (MnW[2])
t]x(t)u(0) =
Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)[I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]W[2,4][I2 ⊗ (MnW[2])
t]W[2]u(0)x(t)
(35)
At this point we consider the initial conditions and also the structure of the
structure matrix Mg. From the function g(u1, u2) we see that Mg = Mc. Also
from the initial conditions x(0) = x1(0) ⋉ x2(0) = δ
1
2 ⋉ δ
1
2 = δ
1
4 . Similarly
u(0) = u1(0)⋉ u2(0) = δ
1
2 ⋉ δ
1
2 = δ
1
4 .
Puting t = 0 we have,
x(1) =
Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)[I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]W[2,4][I2 ⊗ (MnW[2])
0]W[2]u(0)x(0)
=Md(I4 ⊗Mc)(I4 ⊗Mg)(I2 ⊗Mr)[I4 ⊗ [Mc(I4 ⊗Md)(I4 ⊗Mg)(I2 ⊗Mr)]]W[2,4][I2 ⊗ (MnW[2])
0]W[2]δ
1
4 ⋉ δ
1
4
= L(1)δ14 ⋉ δ
1
4
(36)
where,
L(1) = Md(I4 ⊗ Mc)(I4 ⊗ Mg)(I2 ⊗ Mr)[I4 ⊗ [Mc(I4 ⊗ Md)(I4 ⊗ Mg)(I2 ⊗
Mr)]]W[2,4][I2 ⊗ (MnW[2])
0]W[2]. A Matlab routine gives
L(1) =δ4[1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 2 2 2 2 2
4 4 4 4 4 4 4 4 2 2 2 2 2 2 2 2 4 4 4 4 4 4 4 4]
(37)
Also it is found x(1) = δ4[1 1 1 2]. The reachable set is given by columns of
x(1) = δ4{1, 1, 1, 2}. The distinct sets are δ
1
4 and δ
2
4 .
Similarly puting t = 1
x(2) = L(2)u(0)x(1) (38)
where, L(2) = Md(I4⊗Mc)(I4⊗Mg)(I2⊗Mr)[I4⊗ [Mc(I4⊗Md)(I4⊗Mg)(I2⊗
Mr)]]W[2,4][I2 ⊗ (MnW[2])
1]W[2]. As derived from Matlab L(2) comes as,
L(2) =δ4[1 1 1 2 2 2 2 2 1 1 1 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 4 4 4 4 4 4 4 4
2 2 2 2 2 2 2 2 4 4 4 4 4 4 4 4 2 2 2 2 2 2 2 2]
(39)
For x(1) = δ14 , x(2) comes as x(2) = δ4[1 1 1 2]. Therefore the reachable
set in this case =δ4{1, 1, 1, 2}. For x(1) = δ
2
4 , x(2) comes as x(2) = δ4[2 2 2 2].
Therefore the reachable set in this case =δ4{2, 2, 2, 2}. Continuing this iteration
process we can find the reachable sets of the system for any finite time.
12
4 Optimal Control
Optimal Control refers to a proper control which drives the system into a opti-
mal performance following a optimal path. The focus is on searching for such
controls. Here we define a performance index which in this context is termed
as the Payoff function. The objective is to optimize the payoff functions by
utilizing a proper control. Then the control is called Optimal control. In case
of Boolean networks it turns out optimal control drives the system in cycle over
time where the system states repeat after a definite period.
Consider a Boolean control network with the following state evolution law.
x(t+ 1) = Lu(t)x(t) (40)
with initial state x0. We define a payoff function as P (u(t), x(t)). The average
payoff of x(t, x0, u) is defined as[3],
J(x(t, x0, u)) = J(u) = lim
t→∞
1
T
T∑
t=1
P (x(t), u(t)) (41)
The objective of optimal control is to find a control denoted by u⋆ which maxi-
mizes the objective function J(u) that is,
J(u⋆) = max
u
J(u) (42)
It turns out that optimal control drives the system to a loop called a cycle where
the system states repeat after definite period. The system as a whole converges
to an attractor.
5 Conclusion
We like to conclude discussing about the main points of our work and what
we have achieved through that. We started our discussion building the main
formalism of semi tensor product and the system of equations for a Boolean
control network. Boolean networks being logical systems a completely different
framework is needed to be build with concepts of logical equations and logical
operators which we showed at the prelude. Then considering a general network
we obtained a new result on state evolution equations. As mentioned previously
it is a totally new approach where we have considered the state update equations
to depend not only on states and controls but also derivatives of a function with
respect to controls. We successfully implemented our idea to derive the result
which is absolutely novel in its structure. Here we like to point that further
investigations can be carried out in future to see if any new modifications can
be done with the system equations using Boolean calculus. In subsequent flow
of our discussion we discussed about controllability, its use in control theory and
presented some numerical results. In all our approach we have used extensively
the wonderful technique of obtaining matrix products by semi tensor product
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and also the efficient use of logical operators to reduce the logical equations into
algebraic equations. Then towards the end of our discussion we presented a brief
notion on optimal control and associated payoff functions and their significance
in control theory.
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