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Abstract--The purpose of this paper is to discuss different ypes of models of cell population dynamics 
based on differential equations and to point out the connection between them. From the starting point 
of the McKendrick/Von Foerster type model we derive Lotka-Voiterra type integral equations, and some 
delaying-differential equations. We establish a connection between the original partial differential equation 
model and the Takahashi ordinary differential equations model, based on compartmental analysis, by 
means of a numerical procedure named "the method of lines". 
1. INTRODUCTION 
One crucial point in the understanding of immunological processes i the learning of regulation 
processes governing the proliferation of certain cell populations in living organisms, as well as the 
exact description of these processes. Nowadays there is an extensive literature on the mathematical 
treatment of age-dependent/-independent population models, and the related model equations are 
intensively investigated from the theoretical viewpoint also. One explanation for this activity, 
among others, is that the mathematical equations derived for the description of cell population 
growth are also suitable for modelling the growth of other kinds of populations, as well as for the 
description of the spread of certain types of epidemics. 
What makes it difficult to survey the cell population models is that--only among 
deterministic models--we encounter both partial (PDEs) and ordinary (ODEs) differential 
equations, the latter including equations with time delays, as well as various types of integral 
and functional equations. The different kinds of equations assume different biologic reasoning 
and hypotheses, different mathematical treatment and results, as well as different biologic 
interpretations. 
Thus, for instance, starting from the McKendrick/Von Foerster approach, several PDEs can be 
derived for the description of cell population growth [e.g. 1]. 
The purpose of this paper is to present different types of models and to point out the connection 
between them, with the hope of demonstrating the necessity for a comprehensive study of this 
question for those interested in the topic from either the mathematical or the biological point of 
view. 
In Section 2, from the starting point of the McKendrick/Von Foerster type models we derive 
the most frequently used two PDE types, emphasizing the differences between them from both the 
theoretical nd practical aspects. 
Section 3 presents the derivation of Lotka-Volterra type integral equations, as well as that of 
general functional equations involving such equations, from the PDEs given in Section 2. 
Indications are given of what simplification results from using the transformed equations in 
mathematical investigations instead of the original ones. 
In Section 4 we present wo types of delay-differential equations. In one the factor causing the 
time delay is a given parameter deriving from the integral equations in Section 3. The other comes 
from the description of the threshold effect in antigen-antibody interactions and the main difficulty 
related to it is that the time lag involved is itself an unknown function to be determined from the 
given equations [e.g. 2]. 
In Section 5 we establish a connection between the original PDE model and ODE models 
based on compartmental analysis by means of a numerical procedure--"the method of lines". 
We also raise some unanswered questions which are of interest from the view-point of a numerical 
solution. 
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2. PDE- -McKENDRICK/VON FOERSTER MODEL 
Let us denote by u(t, a) the density of individuals in a population of age a at time t, where the 
variables t and a range in the domain [0, T) x [0, A), where A denotes an upper bound for the age 
of an individual. 
The change in the number of individuals--per unit age and time---of age a, which may be due 
to death or migration, at time t is denoted by f ( t ,  a, u(., .)), where 
f :  [0, T) x [0, A) x C([0, T) x [O, A ), R+ ) --* R 
is a given function. In generalf is given by a non-negative mortality function re(t, a, u(., .)) in the 
following way: 
f ( t ,  a, u(. , .)) = - re( t ,  a, u(. , .)); 
or f(t ,  a, u(., .)) is a non-negative function representing, for instance, the proliferation rate of the 
cell [e.g. 3]. The mortality rate or proliferation rate can depend on the density function u and the 
total amount of cells S~ u(t, s) ds, too. A special kind of death rate is 
rn ( t ,a ,u ( . , . ) )=( , ( t ,a )+T( t ,a ) f :u ( t , s )ds )u( t ,a )  
and a typical function for the proliferation rate is 
f ( t ,  a, u(. , .)) = •(t)u(t, a), 
where/] and ? are non-negative functions. 
Now, we consider the net change in the cell population over the time increment h > 0. If h > 0 
is a small time increment, then 
u(t + h, a + h) - u(t, a) =f ( t ,  a, u(. ,  .))h + o(h), (1) 
where o(h) denotes a function such that limh~0÷ o(h)/h = 0. This relation is the starting point of 
the well-known models of McKendrick [4] and Von Foerster [5], and most of the recent papers 
also. 
On the basis of relation (1), several different PDEs can be derived depending on the assumptions 
on the density function u(t, a). In this paper we discuss only two cases, which are the most frequent 
in the theory of age-dependent population growth. 
(a) D(T, A) denotes the set of all continuous functions u(t, a) on [0, T) x [0, A) for 
which the derivative 
Dt.aU(t, a) = lim u(t + h, a + h) - u(t, a) 
h-.O+ h 
exists and it is also a continuous function on [0, T) x [0, A). 
Then supposing that the density function u belongs to D(T, A), equation (1) 
yields the model equation 
Dt, au(t, a) = f ( t ,  a, u(. , .)). (2) 
This model equation was stated, for example, by Sinestrari [6, 7], who obtained 
a lot of interesting results related to equation (2). 
(b) Let us define a special function set ~(T,A)  for the density functions in the 
following manner: we say that a function u is an element of the set a(T, A) iff 
u(t, a) and its derivatives 
a,u(t, a) = lira u(t + h, a) - u(t, a) 
h~O h 
and 
cgau(t, a) = lim 
h-o  h 
u(t, a + h) - u(t, a) 
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are continuous functions on [0, T) x [0, A). Then for any function u ~a(T, A), 
we have 
lim u(t + h, a + h) - u(t, a) = d,u(t, a) + aau(t, a) (3) 
h~O h 
and, thus, relation (1) implies the following model equation: 
O,u(t, a) + tg~u(t, a) = f(t,  a, u(., .)). (4) 
This model equation is used in most papers dealing with age-dependent 
population dynamics. 
The model equation (2) or (4) are not sufficient o write down the density function in a unique 
way. To do this we need to know the initial population distribution, 
u(O,a)=uo(a), O<<.a <<.A, (5) 
and the number of newborns (births) in the population, 
u(t, O) = g(t, u(t, .)), (6) 
where the birth rate function g: [0, T) × C([0, A), R+)~R+ is given. 
Some typical forms of the birth rate function g will be discussed in subsequent parts of this paper. 
Now, we show only the following example: 
g(t, u(t, .)) = : :  2(t, s)u(t, s) ds, 
where ;t is a non-negative weight function. 
Let us define problem (P~) by equation (2) under the boundary value conditions (5) and (6), while 
problem (P2) is defined by equations (4)-(6). 
We say that a function u:[0, T) x [0, A )~R+ is a classical solution of problem (Pi) if 
u ~ D (T, A ) and u satisfies equations (2), (5) and (6). The function u:[0, T) x [0, A )~ R+ is called 
a classical solution of problem (P2) if u e d(T, A) and u satisfies equations (4)-(6). 
The following remarks show the relation between the differential operators D and t9 and, 
moreover, between the solutions to problems (P1) and (P2). 
Remark 1 
The domain d(T,A)  of differential operator a is a proper subset of the domain D(T, A) of 
differential operator D. In fact, if u ~ cg(T, A), then equation (3) shows that u e D(T, A) is satisfied 
also. On the other hand, for any continuous function x: ( -  A, T) ~ R the function 
belongs to D(T, A), since 
q~[x] (t, a) = x(t - a) 
Dt.adp[x](t,a)=O, O<<.t<T, O<<.a<A. 
But, if the function x is not differentiable in any point s ~ ( -A ,  T), then 4b[x] ¢ d(T, A ). Namely, 
if x is not differentiable at s~ e ( -  A, T) then there exists a point (t~, a~ ) e [0, T) x [0, A) such that 
tn = a~ + Sl and the limit 
d, 4b [x] (tl, al ) = lim ~b [x] (tl + h, al ) - ~b [x] (ti, al ) 
h~O h 
does not exist. 
= lim x(si + h) - x(si) 
h~O h 
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Remark 2 
Any solution u of the problem (P2) is a solution of problem (Pt) too. This is self-evident, because 
the solution u of problem (P2) belongs to a(T, A) and thus, u e D(T, A), moreover equation (3) 
is valid. To demonstrate, how these problems can be solved we consider the more simple equations 
D~. ~u(t, a) = fl(t, a)u(t, a) (7) 
and 
dtu(t, a) + aau(t, a) = fl(t, a)u(t, a). (8) 
With respect o these equations, we define problem (P~) by relations (5)-(7) and problem (P~) by 
relations (5), (6) and (8). These problems may be solved formally, via the method of characteristics. 
Using the method of characteristics, we get that 
j'exp[y(t, a)]u(0, a - t), t < a, 
u(t, a) (9) 
(exp[y(t,a)]u(t --a,O), t >~a, 
is a formal solution of equations (7) and (8), where 
f l a  f l ( s 'a - t+s)  ds' t<a '  
T(t, a) = (10) 
fl(t -a  + s,s)ds, t >~a. 
Then 
Dr.aT(t, a) = fl(t, a), y(t, 0) -- 7(0, a) = 0, 
for (t, a )e  [0, T) x [0, A), and using the boundary conditions (5) and (6), we have the following 
relation for the solution u(t, a): 
fg(t -- A, u(t -- a, .))exp[?(t, a)], t > a, 
u(t, a) (l 1) 
(uo(a -- t)exp[~(t, a)], t ~ a. 
This is an implicit formula for u(t, a), therefore, in general, we cannot get an explicit expression 
from formula (11). But as we shall see in the next section, formula (11) is a very good basis for 
finding the solution via functional or integral equations, 
The difficulties lie in the fact that, in general, the function u(t, a) satisfying formula (11) does 
not belong to the set D(T, A) or t3(T, A), moreover, for the general non-linear eases [see problems 
(Pt) and (P2)] we are not able to transform the original problem to an equation similar to 
formula (11). The same difficulties exist in the case when we have parallel populations with some 
control effects, i.e. the mathematical model is a system of several PDEs, or when analysing the 
dispersal of age-structured populations. 
In the last case, most questions and open problems are collected in Ref. [8]. 
3. FUNCTIONAL AND INTEGRAL EQUATIONS 
In Section 2, we obtained formula (l l) for the solutions of problems (P~) and (P~), assuming 
some regularity properties. Now, we consider problem (P'I) assuming that the function ~ defined 
by equation (10) is an element of D(T, A). Then for any solution u(t, a) of problem (P~) we have 
D,.a(u(t, a)exp[-7(t,  a)]) = (Dt.aU(t, a))exp[-y(t,  a)] - fl(t, a)u(t, a)exp[-~(t,  a)] -- 0, 
for any (t, a) ~ [0, T) x [0, A). But, this implies that there exists a function x: ( -A ,  T) ~ R+, such 
that 
x(t - a) = u(t, a)exp[-~(t,  a)]. (12) 
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Combining this and formula (11), we get the following relation for the function x: 
~g(t - a, exp[?(t - a, .)]x(t - a - .)), t > a, 
x(t a) 
(uo(a -- t), t <<. a, 
since y(O, a) = y(t, O) = O. Thus, x is a solution of the functional equation 
x(s)  = g(s, exp),(s, .)x(s -- .)), s > 0, (13) 
with the initial function 
x(s)  = Uo(-S),  s <. O. (14) 
These formal steps can be done for the solution u(t, a) of problem (P~) too. Thus, the functional 
equation (13) with initial condition (14) is a candidate to derive the solutions of problems (P~) 
and (P~). 
The exact mathematical results, without proof, are given in the following two statements. 
Proposition 1 
Assume: 
(i) fl: [0, T) x [0, A) ~ R is a continuous function such that the function ~, defined 
by equation (10) belongs to D(T, A); 
(ii) g : [O ,T )×C( [O,A) ,R+)~R+ is a given function such that for any 
u • C([0, T) x [0, A), R+), the function g(t, u(t, .)) is continuous on [0, T); 
(iii) u0 is a continuous non-negative function on [0, A) and 
u0(0) = g(0,  Uo(0 - .)). (15) 
Then a function u: [0, T) x [0, A)~R+ is solution of problem (P~) iff there exists a continuous 
function x: ( -A ,  T ) -~R+ such that it is a solution of functional equation (13) with initial 
condition (14) and 
u(t, a) = x( t  - a)exp[~(t, a)]. (16) 
Proposition 2 
Assume that conditions (ii) and (iii) of Proposition 1 are satisfied and 
(i') fl: [0, T) x [0, A) is a continuous function such that the function ~, defined by 
equation (10) belongs to d (T, A). 
Then a function u: [0, T) x [0, A) --* R+ is solution of problem (P~) iff there exists a continuously 
differentiable function x: ( -A ,  T)--* R+ such that x is a solution of the functional equation (13) 
with initial condition (14), and equation (16) holds. 
Proposition 1 shows, that it is not difficult to prove the existence of a solution of problem (P'1), 
in general we can find a continuous olution of equations (13) and (14) under some simple 
conditions. It seems to be more complicated to find a solution x of equations (13) and (14) which 
is differentiable and thus it derives a solution of problem (P~). 
It is possible that such a continuously differentiable solution of equations (13) and (14) does not 
exist. 
Therefore, it is customary to define mild solutions to eliminate this problem: 
A continuous function u: [0, T) x [0, a) ~ R+ is called the mild solution of problem 
(P~) if there exists a continuous function x: ( -A ,  T )~ R+ such that it is a solution 
of equations (13) and (14); moreover, equation (16) holds. 
Remark 3 
The mild solution of problem (P~) is a common solution of problem (P~), therefore, from the 
viewpoint of exact mathematical analysis, the use of the differential operator Dr,° is more motivated 
than the use of t~, + aa. This statement correlates with formula (1), which is the starting point of 
the age-dependent population models. 
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Now, we give some examples to show some special cases of the functional equation (13). 
Example 1 
Let the birth rate be given by 
g(t, u(t, .)) = fo  2(t, a)u(t, a) da, (17) 
I 
where the fertility function ;t is continuous and, for the y given by equation (10), 
f; h(s) = 2(s, a)exp[~(s, a)]u0(a - s) da (18) 
is a continuous function. Of course, we assume that B (t, a) and u0 (a) are also continuous functions. 
Under these conditions, the functional equation (13) with the initial value problem (14) is 
equivalent o 
( f f  2(s, a)exp[y(s, a)lx(s - a) da, s > 0 
x(s) = (19) 
Uo(-S), s <, O. 
This relation can be written as the following Lotka integral equation 
f0 x(s )=h(s )+ 2(s ,a )exp[~(s ,a ) lx (s -a )da ,  s >10, (20) 
where h(s) is defined by equation (18). 
If, as a special case, we assume that 2(s, a) -- ~(a)  and ~(s, a) = ~,(a), i.e. the fertility and birth 
functions are only age-dependent, then 
f0 y (t, a) = /J0(s) ds =:y0(a) 
and thus equation (19) turns into the well-known Voltera renewal integral equation: 
f0 x(s ) - -h (s )+ ~(a)exp[y(a)]x(s -a )da ,  s >10. 
This fact is very useful in investigating not only existence and uniqueness problems, but the 
stability and asymptotic stability questions also [6, 7, 9]. 
Example 2 
Let us assume that there exists a definite maturation time ~ E (0, .4) in the cell population at 
which the cells multiply by bipartition [8]. Then the birth rate function is defined by 
g(t, u(t, .)) = go(t, u(t, ~)), 
where go: [0, T) x R+ --* R÷ is a continuous function. In this case the functional equation (13) can 
be written in the following form: 
x(s) = go(s, exp[?(s, T)]x(s - ~)), 0 < s < T, 
(21) 
x(s) = Uo(-S) -A  < s <~ O, 
i.e. the original problems (P~) and (P~) lead to a very simple functional equation. The proof of 
existence and uniqueness of the solution of equation (21) is very easy by means of the step by step 
method. 
The solution x of equation (21) is defined by 
x(s )=x, (s )  ( i - -1 )z~<s<iz ,  i=1 ,2  . . . . .  
where, for any i i> 1, the function xi is defined by 
xt(s) = go(s, exp[y(s, z)]x~_ j(s - ~)), (i - l)x ~< s < i~, 
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and 
Xo(S) = u0( -s ) ,  - ,4  < s 6 0. 
From this process, it is self-evident that the functional equation (21) has exactly one solution 
and thus the function 
u(t, a) = x(t -- a)expD,(t, a)], (22) 
is the unique solution of problem (P~); moreover, u(t,a) is the unique mild solution of 
problem (P~). 
Example 3 
In the modelling of thrombopoiesis regulation [e.g. 3], the density function u(t, a) of committed 
stem cells was given by the following Von Foerster PDE: 
Otu(t,a)+Oau(t,a)=fl(t)u(t,a), t >.O,O<~a ~<A(<ov), (23) 
and the boundary conditions 
( f0 )  u(t, O) = g t, u(t, a) da , u(0, a) = u0(a), (24) 
where the relative growth coefficient t, the birth rate g and the initial age density are continuous 
functions. 
The mild solution u(t, a) of problem (23, 24) is given by equation (22), where 
7(t,a)= ( ftt afl(Qdz t >>.a, 
] fl(~) d~ t <a.  
From equation (11), we have x : ( -A ,  oo)~R+ satisfies 
 (fo' ) x(s) = g s, x(s - a)exp[7(s, a)] da , s > 0, 
LUo(-S), s <0,  
i.e. x is the solution of the functional equation 
) x(s)= g s, -AX(Z)exp[7(S'S--T)ld~ , s>O,  
L Uo(-S), s <~ O. 
(25) 
(26) 
This functional equation is very useful in determining and characterizing the density function 
u(t, a). Form it, using the density function, we can count the total populations, 
;: f; C(t) = u(t, a) da = x(s)exp[7(t,  - s)] ds, -A  
But, sometimes it is more comfortable to use the following equation for C, which can be obtained 
by integrating both sides of equation (26) between t -  A and t: 
ft exp[y (t, - s)]g(s, C(s)) ds, t >>. A, t 
C(t) = -A f:-' Uo(s)exp[7(t,t + s)]ds + exp[7(t,t-s)]g(s,C(s))ds, O<~t <A. 
134 I.G¥OR1 
This last equation can be written in the following form: 
C(t)= f'-aexp[f'fl(Qd~lg(s'C(s))ds' t>~A 
-, , , , (27) 
[ u°(s)expF[ f l (Qd ' lds+ [ expe l  fl(QdzJg(C(s))ds, O<~t<A 
J0 LJ0 J J0 Lds 
since y(t, a) is given by equation (25). 
This type of integral equation plays a central role in the description of some population and 
infection models [3, 10, 11], often assuming fl(t) = 0, (t >i 0), i.e. the population isclosed. Therefore, 
we apply the results of the above-mentioned papers, to analyse the original problem (23, 24). 
4. RETARDED DIFFERENTIAL EQUATIONS 
The natural way to derive a retarded ifferential equation which describes a cell population on 
growth process is to differentiate both sides of the functional equation (27): 
If/ ] O(t)=fl(t)C(t)+g(t,C(t))-exp fl(z)d~ g(t -A ,C(t  -A)),  t >~A, (28) -A  
where A > 0 is a given retardation and C is defined by 
C(t)=dp(t), (29) 
on the initial interval [0, A], where the initial function satisfies 
;0" [fo  ] f0 ' If: ] t~(t) = u0(s)exp fl(Q dz ds + exp fl(z) dT g(t~(s)) ds, 0 <, t <~ A. 
This retarded ifferential equation in the special case fl(t) = O, t >I 0, has been investigated by many 
authors [e.g. 12, 13] in relation to some age-independent population models and mathematical 
descriptions ofsome infectious diseases. In these papers the function fl(t) is chosen identically equal 
to zero, i.e. the population is assumed to be closed. 
The form of equation (28) is more complicated if the given maximal age A depends on time, i.e. 
A = A( t )  in equation (27). But, in general, the time-dependent retardation does not make a 
significant difference in the theoretical investigations of the equation. 
Both from the theoretical nd application points of view, the situation is more complicated if 
the retardation is not given in an explicit way, but is given by some equation as an unknown 
parameter. 
There is such situation in the threshold models, where if certain quantities accumulate, the nature 
of the reaction undergoes a change. The mathematical model of antigen-stimulated antibody 
production is a very good example of such a case. To illustrate the problem we use the following 
model of Waltman and Butz [2] without their details. This immune model was schematized as 
shown in Fig. 1. 
Using the notation 
x(t) = concentration of free antigen molecules at time t, 
y(t) = concentration of free receptor molecules at time t, 
z(t) = concentration of free antibody molecules at time t, 
w(t) = concentration of antigen bound to receptor molecules, 
Antigen ! Lymph°cyte Lyrnph°cyte I ] proliferation Lymphocyte Antibody = receptor ~1 population [ 
I threshold threshold 
Fig. 1. Schematic representation f the immune model used in Ref. [2]. 
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they constructed the differential equations given below using the familiar concepts of chemical 
kinetics and the birth and death processes: 
~(t )  = - rx ( t )y ( t )  - sx ( t ) . z ( t ) ,  x(O) = xo, 
.P (t) = - rx ( t )y ( t )  + ~rx(Ti ( t )y(z l  ( t ) )n ( t  - tl ), y(O) = Yo, 
~(t)  = - - sx ( t ) z ( t )  -- 7z(t)  + f l rx(~2(t ) )y(z2(t ) )n( t  - t2), z(0) = 0, 
~(t )  = rx ( t )y ( t ) ,  W(0) = 0, 
; t f l (x (s ) ,y (s ) ,  w(s ) )ds  t >>, h ,  ~m|,  
i (t) (30) 
z l ( t )=0 t~<h, 
and 
where tt and t2 are given by 
and 
f ' f2 (y (s )  + w(s))  ds = t >>. ms, t2, 2(0 (31) 
• 2(t) = 0 t ~< t2, 
fo ' f l  (x(s) ,  y (s) ,  w(s )) ds = m I 
fo ~f: (y(s  ) + w(s )) ds = m2 
or by tl = + ~ and t2 = + oo, if no such tl and h are defined by the above integrals, and H(T)  = O, 
t < 0, and H(t )  = 1, t >>. O. In this system without the functions x, y, z and w the delay functions 
z~ and z2 are also unknown. 
The origin and biological meaning of the threshold equations are demonstrated in equation (30). 
The time of triggering of the B-cell into mitotic proliferation is assumed to be (for the moment) 
an arbitrary function of free antigen, free receptors and antigen-bound receptors. Then relation 
(30) shows the fact that a lymphocyte which reaches the proliferation threshold m t at time t was 
initially stimulated at time z~(t) in the past. 
The proof of existence and uniqueness of solution of the above equations was given in Refs 
[2, 14, 15], but these papers give very little information on the qualitative (stability, asymptotically 
stability, boundedness) properties of the solution. The choice of functions f~ and f: is a very 
important but open question, therefore, at the moment, it is difficult to use these equations to 
simulate real immunology processes. These delay-differential equations with threshold effects are 
made worthy of investigation because the retarded equations without the threshold effects were 
used effectively for the modelling and simulation of immunological processes [e.g. 16]. 
5. ODEs AND AN APPROXIMATING TECHNIQUE 
The most natural way to derive an ODE to show the role of this kind of equation in the modelling 
of cell population kinetics is via the investigation of the steady-state solution of the original PDEs 
[e.g. 9, 17]. But in this section we would like to highlight another elation between the PDE-based 
and ODE-based models. 
Let us start from the following simple model, which is called the Takahashi model. More 
complicat6d versions of Takahashi type models can be found in Refs [18, 19]. The investigated 
model is specified by the following postulates: 
(a) Each phase of the cell cycle (G1, S, G~, M) is divided into a sequence of small 
hypothetical (mathematical) subcompartments. Each cell passes through n 
subcompartments and a cell which has just been born is located in the first 
compartment. 
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Fig. 2. Schematic representation of the subcompartments, A---turnover coefficient, b ffi birth rate, 
/~ = death rate. 
A cell which is about to divide is in the n th compartment. 
(b) Each cell transits from the ith compartment to the (i + 1)th compartment 
(i = 1, 2 . . . . .  n - 1) with probability AAt. 
(c) Each cell in the nth compartment gives birth to b daughter cells with probability 
AAt. These daughter cells pass into the first compartment. 
(d) The probability of death in any compartment is ~,At. 
(e) Each cell behaves independently of other cells with regard to transit times, births 
and death. 
Let r/i(t ) be the mean number of cells in the ith subcompartment. The change At/j(t) in t/i(t) 
during a time At is 
At/;(t) = (influx of cells into the ith compartment) - (efftux of cells out of the ith compartment), 
by the principle of cellular conservation. Hence, from our postulates (see Fig. 2), we have 
Arh(t ) = -fllffl(t)At - At/l(t)At + At/i_ i(t)At, i = 2, n. 
Since each cell leaving the last compartment of mitoses (i = n) results in b cells in GI(i = 1) the 
conservation principle yields 
At/i (t) = -- (A + fll)t/I (OAt + b. A .t/, (OAt. 
Dividing both sides of these equations by At, At --. 0, yields 
and 
~1(t)= - (A+~, )~ l ( t )+b 'A ' t /n ( t )  (32) 
,~,(t) ffi -(A +/~,),,(t) + At/,_ ,(t), i = 2, n. (33) 
Now, we turn back to the Von Foerster model equations. Using the idea from Section 2, we have 
the following PDE: 
a,u(t, a) + Oau(t, a) = -~(a)u(t, a) (34) 
for the density function u(t, a)of the cell population. The proliferation rule is formulated in the 
following formula: 
u(t, O) = bu(t, A ), (35) 
where A denotes the maximal age. The initial condition is given by 
u(O. a) = u0(a). (36) 
where uo(a) is a given initial density function. 
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Now, let us apply the method of lines [e.g. 20-23] for equation (34). The basis of this method 
is that for any fixed integer nand smooth solution u(t, a) of equation (34) along the lines t, i(A/n)), 
the following approximation is valid: 
(A )  n [u,.)(t)_..(.) ( t ) ]+o(A)  (37) Oau t,i =-~ "i-, , 
where u~")(t)= u(t, i(A/n)), 1 <<. i <~ n. But, putting the r.h.s, of equation (37) into equation (34), 
we obtain 
for 2 ~< i ~< n, and 
ti!")(t) = -[A+fl( i 'A)]u~")(t)+AU~")_,(t)+o(A),  (38) 
ftl~'(t)=--[A+[3fA~lu!~)t+bAU~)(t)+~,n 1_] ' ( )  n o (A) .  (39, 
The initial condition for u~(t) is given by 
,40, 
Ignoring the terms of o(A/n) and putting x~")(t) for the approximate value of the solution u(t, a) 
along the line (t, i (A/n)), we get the ODEs 
Ycl")(t) = -- + fl xl")(t) + b -~ x~)(t) (41) 
and 
with initial conditions 
:~l")(t) = -- + fl _ i - - _ _x~") ( t )+ b - - ;x~, ( t ) ,  
\ n /3  ,~ 
(42) 
x~")(0)=u0(iA), i= l,n. 
However, if we define the parameters 2 and fli by 
2= A, f l ,=f l ( iA) ,  i= l ,n ,  
(43) 
then the differential equations (32) and (33) and (41) and (42) are equivalent. That is, these ODEs 
can be derived from the McKendrick/Von Foerster model. The connection between the solutions 
of the problem (34)-(36) and (41)-(43), respectively, can be found in the following fact: for any 
smooth solution u of problem (34)-(36), the following holds: 
max u( t , ,~) -x~' ( t , [ - .O ,  
O~t~T 
I~gi~gn 
as  n ----~ -t- c~,  
i.e. the Takahashi model is an approximation to the McKendrick/Von Foerster model. 
From the viewpoint of mathematical theory it is an interesting question to construct he 
approximating ODEs for more general Von Foerster models also. But it is also a very important 
question, with regard to both the biological applications and numerical solutions of the model 
equations for this type of model [e.g. 3]. The benefit of the method of lines in parameter stimation 
problems was demonstrated in a persuasive way in Ref. [24]. 
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