ABSTRACT
I. INTRODUCTION
Belief networks are gaining popularity as a formalism for implementing knowledge bases for expert systems. With respect to the more common MYCIN-style rule bases, belief networks overcome the problems arising from a truth-functional approach to evidence propagation, by adopting a model-based (or intensional) approach, as explained, for example, by Pearl However, the designers appeal to test cases to validate the estimates and refine them when necessary. In MUNIN, "Discrepancies between the network and the medical experts lead to revision of the model parameters" (Andreassen et al. [3, p. 370] ). The expert here defines test cases, and the designers have the task of refining the parameters to fit the test cases.
There are several points to consider regarding synthesis and refinement of parameter values for diagnostic systems. In addition to the well-documented MUNIN case, there is ample evidence that refinement of parameters is normally performed in the construction of knowledge-based systems that use numerical uncertainty representations. Indeed, parameter refinement capability is needed to achieve diagnostic accuracy, because in many applications test cases reveal inaccuracies in the initial parameter settings that would lead to rejection of the system. However, it is difficult to refine parameters to fit test cases ("memorize"). One result we show is that there is no computationally feasible algorithm (explained below) that uniformly performs the refinement task.
we view the network as mapping inputs to beliefs in particular states. We call these oracular cases. In Section 8, we consider a particular class of applications--those in which the task of the expert system that uses the belief network is to classify, such as in diagnostic systems. For these applications, it is more natural to assume that the output part of a case is an indication of class. We call these cases observed cases. For example, in a medical diagnosis setting, given a set of symptoms as input, the output part of an oracular case would the beliefs in a list of diagnostic hypotheses, whereas the output part of an observed case is either the actual diagnosis (if there is such a thing) or the most likely diagnosis or a ranking of several of the most likely diagnoses. Section 9 discusses related work, and Section 10 concludes the paper with an assessment of results and the sketch of an alternative refinement model.
FORMALIZING MASS REFINEMENT
Without loss of generality, since we are after lower-bound results, we consider Dempster-Shafer networks (from now on, DS-nets) in the form of a tree (and call them, simply, DS-trees). There are many different versions of DS-trees in the literature, all related in rather straightforward ways. In this paper, alternating Markov trees are used. Markov trees are defined in various places, such as the works of Shafer [6] , Shenoy and Shafer [7, 8] , and Zarley [9] . Our definition is adapted from Mellouli [10, pp. 66, 85] . A (qualitative) Markov tree of variables in a set S is a tree T = (N, E), such that N is a subset of the power set of S (i.e., the nodes of the tree are subsets of S) and such that the intersection of two nodes nt and n 2 is contained in node n o if n o lies between n~ and n 2 in some branch of T. 2 A Markov tree T = (N, E) is alternating if every node in the tree either is contained in all its neighbors or contains all its neighbors. (The reader who is unfamiliar with the definitions may want to verify that the tree in Figure 1 is an alternating Markov tree for variables in the set S = {ci, c2 ..... cn, d}.)
For simplicity (and again, without loss of generality), each of the variables in the DS-tree will be assumed to be two-valued. Call the two values 0 and 1. We will express the mass assigned to a subset of the frame of discernment 3 of variable a as m(a = vi), where v~ = 0, 1, or as m(la), 2As noted by Shenoy and Shafer [8] , Markov trees are called join trees in the database literature.
3 See, for example, Smets [2] or Gordon and Shortliffe [11] for the definition. Informally, the frame of discernment for a set S of variables (where all variables have a discrete range of values) is the Cartesian product of the set of variable-value pairs for all variables in S. A DS-presentation is defined as a triple consisting of a DS-tree, a set of compatibility relations, and an assignment of masses to some of the compatibility relations and their frames of discernment. Figure 1 shows a DS-presentation when values s 1, s 2 ..... s n are fixed. DS-presentations will be considered as realizing a function from the vector of masses assigned to the leaf nodes of a DS-tree to a belief (simply a mass for the nets that we consider in this paper) for the root node (via a process involving Dempster's rule and summarized later). A point in the graph of the function will be called a case. In other words, a case is an input-output pair that represents the point of the function realized by the net. In a classification system, the input part of the case is an assignment of masses to traits of the item to be classified, and the output part of the case is an assignment of masses to the possible classifications. T~ through T 4 of Figure 2 are examples of cases. We now describe how this models the situation described by Andreassen et al. [3] and summarized in the introduction. The output part of a case describes the desired "answer" of the DS-tree when "queried" with the evidence encoded as the input part of the same case. Typically, there will be a discrepancy between the value of the belief as computed by the tree and the belief given as the output part of the case. This discrepancy must be eliminated in order for the DS-tree to work correctly.
Before addressing the task of refinement, we address the more basic task of parameter instantiation (assigning values to the parameters). We call this the synthesis task.
INITIAL MASS SYNTHESIS IS NP-HARD
The problem considered in this section is a problem of synthesis rather than a problem of refinement of masses in DS-presentations. Complexity of Belief Networks 127 PROBLEM NAME Mass Synthesis (MS).
PROBLEM INSTANCE A DS-tree and associated compatibility relations as given in Figure 1 ; a set of cases.
QUESTION Is there an assignment of values to s 1 ..... Sn, such that the function realized by the DS-tree satisfies the cases?
THEOREM 1 MS is NP-hard.
Proof One-in-three satisfiability (OTS) (Garey and Johnson [12, p. 259]) will be transformed into MS. The variant in which no clause in the formula contains a negative literal will be used. The generic OTS instance is a propositional formula in 3-conjunctive normal form, with no negated variables, such as (x 1 v x 2 v x3) (~L (x 1 v x 2 v x4). The question is whether there is a model (i.e., a satisfying assignment of true or false to each variable) for the expression such that each clause has exactly one true variable.
Given a formula E in OTS, the following algorithm produces in time polynomial in the size of E an instance of MS such that the question has answer yes if and only if E has a model in which only one variable per clause is true.
Let n be the number of distinct propositional variables in E and m the number of clauses in E. (n and m can be obtained in polynomial time from any reasonable encoding of E.) (Name the variables xl ..... x~ for convenience.)
The number of leaves in the DS-tree of the corresponding MS-instance is n. The number of cases in the corresponding MS-instance is 2m.
There are two cases for each clause in E. Let a and b be a pair of numbers such that 0 < a < b < 1. Let a generic clause contain the variables xi, xj, x k. The input part of the first case for each clause has m(c i) = m(cj) = m(c k) = a, and 0 everywhere else. The output part of the first case for each clause is a. To obtain the second case for this clause, substitute b for a.
The reader can easily verify that the algorithm just given runs in time polynomial in the size of E.
As an example, Figure 2 shows the instance of MS corresponding to E = (x I v x 2 V X3) • (X 1 V X 2 V X4). In the figure, T~ and T 2 correspond to the first clause in E, while T 3 and T 4 correspond to the second clause in E.
Now we prove the following statement. An instance of MS built according to the algorithm just given is a yes-instance if and only if the corresponding instance of OTS is a yes-instance. The following fact is useful. [2] .
We first prove the "if part" of the statement. If variable xi in the model for E is true, set s i to 1. Otherwise, set it to 0. This ensures that exactly one of the masses corresponding to each case is 1 and the other two are 0. Therefore, the computed Bel is equal to the mass, and each case is satisfied.
The "only if" part is proved now. Assume that we have a yes-instance of MS. It will be shown that in order for an instance of MS to be a yes-instance, it must be that exactly one of the si corresponding to each case is 1 and the other two are 0. By assigning true to the variable corresponding to this single s i, a model for E is obtained that satisfies the "one in three" condition. Consider a generic pair of cases corresponding to a clause in E. We show, by algebraic manipulation, that this pair is satisfied if and only if exactly one of the three s~ corresponding to the cases is 1 and the other two are 0. Call the strengths x, y, and z. The pair of cases is satisfied if and only if the following system has a solution: The only case left is that in which the three variables are all positive (and, of course, no greater than 1). In this case, each of the products xy, xz, and yz is greater than or equal to xyz:
and therefore it is impossible that xy + xz + yz = (b + a)xyz.
• It has been shown that MS is NP-hard. It is appropriate to ask if we can bound the computation from above; in particular, is MS in NP? Consider the following argument. We guess the correct value for each mass (if there is one, else guess 0) and compute the mass of d. If the guessed values have short representations, then the computation of re(d) is do-able in polynomial time, and the check against cases is possible in polynomial time. However, we have no assurance that when masses exist for sl .... , s n, values of sufficiently small representation exist, Without further analytic results, we must allow for the possibility that some s i has such a long representation that it cannot even be scanned in polynomial time in the length of the problem input. Thus, we can have the best possible upper bound on computation time for sl ..... s~, given the circumstances, if the sought values are reasonable. This is somewhat of a moot point anyway; the problem would be intractable enough even if it were in NP. A similar argument applies for the other NP-hardness results in this paper.
MASS REFINEMENT IS NP-HARD
PROBLEM NAME Mass Refinement, Search Version (MRS).
PROBLEM INSTANCE A DS-presentation with an assignment of values 5 for sl,..., s n as in Figure 1 ; a positive constant e; a set of cases.
QUESTION Find an assignment of values to sl,..., s n each of which is at most e away from the given assignment such that the function realized by the DS-tree satisfies the cases.
MRS is NP-hard if the next decision problem is NP-hard.
PROBLEM NAME Mass Refinement (MR).
PROBLEM INSTANCE A DS-presentation with an assignment of values for s I ..... s~, as in Figure 1 ; a positive constant e; a set of cases.
5 These values may be expert-given or otherwise estimated. Proof OTS (defined in the proof for problem MS in the previous section) will be shown to be reducible to MR. Given a formula E in positive 3-conjunctive normal form, the following algorithm produces in time polynomial in the size of E an instance of MR such that the question has answer yes if and only if E has a model in which only one literal per clause is true. Let k = e/2. The algorithm is totally analogous to the one in the proof for problem MR except that the output of the first case in each pair is a * k, and the output of the second case in each pair is b * k.
As an example, Figure 3 shows the instance of MR corresponding to E = (x I V x 2 V x3) • (x 1 V x 2 V x4). In the figure, T l and T 2 correspond to the first clause in E, and T 3 and T 4 correspond to the second clause in E.
Estimates: s 1 =s z=s 3 =s 4=0 
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An instance of MR built according to the algorithm just given is a yes-instance if and only if the corresponding instance of OTS is a yesinstance.
The "if part" is so similar to that of the proof that MS is NP-hard that it will not be detailed.
The "only if" part is also analogous. The system to be satisfied is
that is, after carrying out the probabilistic sums and dividing each side of the equation by a and b respectively, we have
If any two of the variables have value O, the system has a solution if and only if the other has value k.
To show that the system has no solution if only one of the three variables is O, subtract the second from the first, side by side:
From this point on, the proof is the same as for MS.
•
FORMALIZING LIKELIHOOD SYNTHESIS
We now consider Bayesian networks, which provide a related but alternative approach to belief networks. The relationship between Dempster-Shafer networks and Bayesian networks is not clear enough for us to translate any intractability results directly from one formulation of belief networks to the other. 6 We do prove similar intractability results for Bayesian networks (from now on, Ba-nets) in this and the following sections but in a somewhat different manner, because we have no counterpart to this section's Lemma 1 that applies to Dempster-Shafer networks. We also suspect that, should the relationship be made entirely precise, the translation of arguments here would be less clear than the direct reproofs.
As in Section 2, we consider only Ba-nets that are trees (Ba-trees), and assume that all variables are two-valued. Call the two values 0 and 1. The event corresponding to variable E being 1 will be denoted as e, and the event corresponding to variable E being 0 will be denoted as ~ e. The prior odds of A are
indicated as O(A) and defined as O(A) = P(A)/P( ~ A). The likelihood (ratio) of A I B is indicated as L(A f B) and defined as L(A I B) = P(A I B)/P(A P ~ B). The posterior odds of A I B are indicated as O(A I B) and defined as O(A I B) = P(A I B)/P( ~ A I B).
The belief in E, BeI(E), is defined as the (posterior) conditional probability of E given all available evidence. For example, in the network of Figure 4 , BeI(H) is the conditional probability of H given all evidence. By "all evidence," we mean the prior probability of H, whether e i or ~ e i holds for each i, and the two conditional probabilities P(EIH) and P(EI ~ H) for each of the links between E~ and H. Alternatively, the evidence can consist of the prior odds of H, whether e i or ~ ei holds for each i, and the two likelihoods L(el H) and L( ~ e J H) for each of the links between E~ and H. Note that there is a (very) simple procedure to compute prior probabilities from prior odds, conditional probabilities from likelihood ratios, and vice versa. Moreover, there is a (very) simple procedure to compute the posterior odds of H from BeI(H) and vice versa. Therefore, we are at liberty to choose either presentation when we examine the computational complexity of operations in Bayesian networks. We choose the odds-likelihood ratio presentation for simplicity.
To define a case for a Bayesian network, we need to recall a distinction made by Pearl [1] between tangible and intangible (or virtual) evidence. Tangible evidence is direct, categorical evidence for an event. Intangible evidence is a summary (in uncertain terms) of evidence bearing on an event. For example, there could be tangible evidence that an alarm sounds, or there could be an uncertain testimonial of the same event. Pearl argues that the uncertain testimonial (and, generally, intangible evidence) can be summarized using likelihood ratios. He also proposes [1, pp. 151-152] to introduce special events ("dummy nodes") for testimonials and link them to the events of interest (e.g., alarm activations) through a link whose likelihood ratio is the summary of intangible evidence. With the introduction of dummy nodes, intangible evidence is reduced to a special case of A Ba-presentation is a triple consisting of a Ba-tree, prior odds, and likelihood ratios. Ba-presentations will be considered as realizing a function from a set of outcomes for the events that are the leaves of the Ba-tree to a belief for the root node. A point in the graph of the function is called a case. We do not require a case to indicate the value of don't care variables, as illustrated in the following example. EXAMPLE 1 (Pearl [1] ) a Suppose that a shop has installed a set of n burglar alarms. Each burglar alarm consists of a different sensor device (e.g., photocell, air pressure sensor) that produces a distinct alarm signal. Let H stand for the event that a burglary takes place and E i stand for the event that the ith alarm goes off, so that e i indicates that the ith alarm goes off and ~ e i indicates that the ith alarm does not go off. This setup can be represented by the simple Ba-tree in Figure 4 . (Recall that Bayesian networks are directed graphs and the direction of the edges is determined by causality. 9) The reliability and sensitivity of alarm k are characterized by the conditional probabilities P
(e k I H) and P(e ~ [ ~ H) or, more succinctly, by L(ek l H) = P(ek l H)/P(ek [ ~ H).
(Reliability and sensitivity are the terms used by Pearl. Related terms used in the medical domain are true positive rate, selectivity, and false positive rate.)
A case for this example consists of an indication of active and inactive alarms and of the corresponding belief in a burglary taking place. For instance, suppose that the belief in a burglary taking place when the first alarm goes off but the second does not is 0. The corresponding case is represented as ((e 1, ~ e2), 0). Note that, as the belief in a burglary depends only on the state of alarms 1 and 2, we are not required to specify the state of all other ("don't care") alarms. The specification of the state of all alarms in this example would require an unreasonably large number of data, even for a moderately small number of alarms, because each don't care alarm can be either on or off in a case.
The situation described in the introduction has been modeled as follows. The output part of a case describes the desired answer of the Ba-tree when queried with the evidence encoded as the input part of the case. Typically, 7 This trick works in the Dempster-Shafer case too, as shown (with some technical restrictions) by Kyburg [14, Section 7] , and, of course, in MYCIN-style rule bases.
8 This example is adapted from Section 2.1.3 of Pearl [1] . 9 We do not take a position here for or against the "true" causal nature of the links. As in [1] , the term "causality" is used here in a very broad sense.
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Marco Valtorta and Donald W. Loveland there will be a discrepancy between the value of the belief computed by the tree and the belief given as the output part of the case. This discrepancy must be eliminated in order for the Ba-tree to work correctly. We consider a different definition of case in Section 8.
LIKELIHOOD SYNTHESIS IS NP-HARD
With reference to the situation described in Figure 4 , Pearl [1, Section 2.1.3], exploiting the conditional independence relation expressed by the BA-tree, shows that Recall that O(H I E) is the output of the Ba-presentation and is easily converted to belief.
The properties that cause the synthesis and refinement of likelihoods to be NP-hard are related to the fact that positive and negative likelihoods cannot be set independently. (Ironically, builders of expert systems have criticized this lack of independence as a requirement that "does violence to intuition" (Duda et al. [15] , p. 1077]). This situation is summarized in the lemma that follows. We use only the first property in most proofs. The other property is used for problems LSO and LRO, in Section 9.
(ii) If Lio and Lil are both nonzero, either (1) they are both equal to 1, or (2) one is greater than 1 and the other is less than 1.
Proof Property l is proved first. The proof consists of the application of the definition of likelihood ratio.
If L/0 = 0, then P(~ eilH)= 0, because the numerator of L/0 is P (~ ei[H) . But 
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PROBLEM INSTANCE A Ba-tree as given in Figure 5 with the associated prior odds; a set of cases.
QUESTION Is there an assignment of likelihood ratios to the links of the Ba-tree such that the function realized by the Ba-presentation satisfies the cases?
THEOREM 3 LS is NP-hard. If lij = ,~ xij (i.e., lij is a negative literal), then eij. Figure 5 . Ba-tree and associated prior odds for problem LS.
O(H) =o
As an example, Figure 6 shows the instance of LS corresponding to F=(~x 1 v ~x 2 Vx 3) & (x I v ~x 2 x/ ~x4). Case T l corresponds to the first clause in F, and case T 2 corresponds to the second clause in F. ~° An instance of LS built according to the algorithm just given a yes-instance if and only if the corresponding instance of 3SAT is a yes-instance.
The "if part" is proved first. Let k be a positive constant, k > 1. In order for the clause to be true, at least one of the literals must be true. Complexity of Belief Networks 137 case. Construct an interpretation for F as follows. Consider case T~. In order for T i to be satisfied, at least one of the corresponding likelihoods must have value 0. There are two possibilities.
Consider the generic variable x i that is

7"2: ((~ el, eZ, e4),O)
1. Assume that this is L!i. Then assign false to xij. 2. Assume that this is L~. Then assign true to xij. Lemma 1 guarantees that it is impossible for any pair of complementary likelihoods L~ and L~ to both be 0. However, there may be some complementary likelihoods Lkl and Lk0 that are both nonzero in the solution of the yes-instance of LS. In this case, assign true or false, arbitrarily, to variable xk, because it must be that one of the other likelihoods corresponding to T~ is 0. Note that the assignment of true and false just defined is an interpretation, because it is impossible for a variable in F to be assigned both true and false at the same time.
We now show that the interpretation just defined is a model and therefore the 3SAT instance is a yes-instance. Consider each clause ci of F in isolation. The corresponding case T, is satisfied because LS is a yes-instance. In order for the test to be satisfied, one of the corresponding likelihoods must be 0. First, assume that this likelihood is U~. By construction of T~ from ci, c i is true if x~j is false. But this is exactly what has been assigned to xij in the model of the 3SAT instance, according to the rules stated in the previous paragraphs. The case in which the likelihood is L~i is analogous and will not be shown. Since each of the clauses of F is true in the interpretation, F is true in the interpretation, and therefore the interpretation is a model for F.
• Like all NP-hardness results, Theorem 3 does not exclude the possibility that many or even most of the problem instances in LS are readily computable. To show that the complexity of a class of problems is high is to show that some bad members exist; this usually happens at "extreme" points. (As an analogy, consider that the undecidability of the predicate calculus does not say that you can't establish the validity of most formulas of real interest.) In our proof, we use problem instances in which likelihoods are zero. This does not seem unnatural, because the net structure is extremely simple. In fact, the structure is so simple that the class would likely not be suspect until after Theorem 3 is proved. We also emphasize that in theorems proved in subsequent sections of this paper we study problems with restrictions on allowable instances. For example, we do not need any likelihoods to be 0 in the proofs concerning synthesis and refinement in classification (LSO and LRO, Section 8). The more theoretically oriented reader may be able to use the techniques in our proofs to show results for problems with different, but similar, restrictions. Also, we study refinement, approximate solutions, and percentage error in later sections.
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The problem of synthesis of likelihoods and prior odds will also be shown to be NP-hard.
PROBLEM NAME Likelihood and Prior Odds Synthesis (LPS).
PROBLEM INSTANCE A Ba-tree as given in Figure 4 ; a set of cases.
QUESTION Is there an assignment of likelihood ratios to the links of the Ba-tree and of odds to node H such that the function realized by the Ba-presentation satisfies the cases?
THEOREM 4 LPS is NP-hard.
Proof Proof (sketch) Adapt the proof that LS is NP-hard as follows: 1. The tree of the instance of LS corresponding to the generic instance of 3SAT has n + 1 leaves (instead of n). 2. Cases are built as before, ignoring the (n + 1)th leaf, except for the additional case ((e "+ 1), p), where p is any positive constant. The new case ensures that in any solution to an LPS instance corresponding to a 3SAT instance O(H) = o, where o is a positive constant. Therefore, the modified proof that LS is NP-hard is a proof that LPS is NP-hard.
APPROXIMATIONS
This section presents two problems that arise from attempts to define meaningful approximate solutions to the refinement of numerical parameters. Both problems deal with DS-trees. The two corresponding problems for Ba-trees are also NP-hard.
PROBLEM NAME Approximate Mass Synthesis (AMS).
PROBLEM INSTANCE As for problem MS in Section 3.
QUESTION Find an assignment to s~ .... , s n strictly within 0.5 of the correct assignment, where the correct assignment is the assignment such that the function realized by the DS-presentation satisfies the cases. If AMS were tractable, problem MS with instances having masses restricted to {0, 1} would be tractable. But this contradicts the variant of Theorem 1 just mentioned.
• PROBLEM NAME Noisy Mass Refinement (NMR).
PROBLEM INSTANCE A DS-tree and associated compatibility relations as given in Figure 1 ; an assignment of values for s 1 .... , sn; a positive constant e; a positive constant k less than 100; a set of cases.
QUESTION Is there an assignment of values to s 1 .... , s n each of which is at most e away from the given ones such that the function satisfies k% of the cases?
Proof (sketch) Consider a generic MR instance with m-mk/lO0 cases (for arbitrary m). 11 Consider the instance of NMR with m cases built as follows. The NMR instance is identical to the MR instance except that it has m cases, m -mk/lO0 of the cases are as for the MR instance, while each of the remaining mk/lO0 cases is a copy of the first case of the MR instance. By this reduction, if NMR were tractable, MR would be tractable. But this contradicts Theorem 2.
CLASSIFIERS
In applications in which the task (as defined, e.g., by Breuker et al. [18] ; cf. Karbach et al. [19] ) of the expert system using the belief network is to classify, the user is concerned with the relative ranking (rather than the exact values) of beliefs associated with the terminal nodes 12 of a DS-net or a Ba-net. Cooper [4, Section 5.4 and 5.5] and Valtorta [5] provide additional motivation and techniques.
The corresponding refinement problems are NP-hard. We present the problem for Ba-nets; it is easy to show that the analogous problems for DS-nets are also NP-hard.
In the first problem, we redefine the function computed by the network as follows. The Ba-net classifies the input part of a case to be of class 1 if the computed odds of the net is less than or equal to 1. The Ba-net classifies the input part of a case to be of class 2 if the computed belief in the output node is greater than 1. Correspondingly, we change the defini-11 Round rnk/lO0 to the nearest integer. 12 When suitably defined, in the obvious way. tion of the output part of a case to be the specification of a class, that is, either "class 1" or "class 2." Note that the problem given below is stated identically to problem LS. The problems differ only because they use a different definition of case.
PROBLEM NAME Likelihood Synthesis, Ordered Output (LSO).
PROBLEM INSTANCE A Ba-tree as given in Figure 5 with the associated prior odds, a set of cases.
THEOREM 7 LSO is NP-hard.
This result is proved by the same technique as for problem LRO, which follows.
PROBLEM NAME Likelihood Refinement, Ordered Output (LRO).
PROBLEM INSTANCE A Ba-tree as given in Figure 5 The question is whether there is a model for the formula.
Given an MSAT formula F, the following algorithm produces in time polynomial in the size of F an instance of LRO such that the question has answer yes if and only if F has a model. Let n be the number of distinct propositional variables in F and m the number of clauses in F. (Name the variables Xl,..., x n for convenience.)
The number of leaves in the Ba-tree of the corresponding LRO instance is n. The number of cases is m. The prior odds are set to 1. The given assignment for each of the positive likelihood ratios is 1 + e/2. The given assignment for each of the negative likelihood ratios is 1 -e/2.
The following case (a positive case) is built for each positive clause (x i v xj v Xk): ((e i, e i, ek), class 2)
Similarly, the following case (a negative case) is built for each negative clause(~x iv ~ xj v ~xk):((~e i, ~ e j, ~ ek), class 2).
As an example, Figure 7 shows part of the LRO instance corresponding to F=(x~ vx 2vx 3) & (~x~ v ~x 2V ~x4). Case T 1 corresponds to the first clause in F, and case T 2 corresponds to the second clause in F. The assignment of values to the positive and negative likelihood ratios is not given in Figure 7 .
An instance of LRO built according to the algorithm just given is a yes-instance if and only if the corresponding instance of MSAT is a yes-instance.
The "if part" is proved first. Let g = e/2. let h = 1 + g and k = 1 -g/8. Note that h > 1, 0 < k < 1, and hkk > 1 and that h and k are within e of the values 1 + e/2 and 1 -e/2, the given assignments of the problem specification. Assume that the MSAT instance is a yes-instance. Since the MSAT instance is a yes-instance, it has a model. Consider the generic variable x i that is true in the model. Set L'~ = h and L~ = k. Similarly, consider the generic variable xi that is false in the model. Set L~ = h and L~ = k. These assignments are consistent with the definition of positive and negative likelihood and with the restriction that likelihood ratios be within e of the ones originally assigned.
Consider the generic clause, which is true in the model. The corresponding test is satisfied by the setting of likelihoods just given, because the computed output is equal to either ohhh or ohhk or ohkk, and each of these terms is greater than 1, by definition of h and k. Therefore, all the tests are satisfied, and the LRO instance is a yes-instance. Because all the cases built by the transformation algorithm have output "class 2," we can ignore the situation in which the ith positive or negative likelihood is 0. Therefore, by I~mma 1, the three cases considered just above are exhaustive, and an interpretation has indeed been built. It will next be shown that the interpretation satisfies the MSAT instance and is therefore a model for it.
Consider the generic positive case ((e i, e j, ek), class 2). In order for it to be satisfied, it must be that at least one of the ith, jth, and kth positive likelihoods is greater than 1. But in this situation the interpretation described in the previous paragraph has at least one of x i, xj, x k set to true. Therefore, the positive clause corresponding to the generic positive test is true.
Similarly, consider the generic negative case (( ~ e i, ~ e J, ~ ek), class 2). In order for it to be satisfied, it must be that at least one of the ith, jth, and kth negative likelihoods is greater than 1. But in this situation the interpretation described in the previous paragraph has at least one of x i, xj, x k set to false. Therefore, the negative clause corresponding to the generic negative test is true.
Finally, since there exists a one-to-one correspondence between all cases in the LRO instance and corresponding clauses in the MSAT instance, and all of the cases are satisfied, then all of the clauses are true and the MSAT instance is a yes-instance.
• For the next problem, the output part of a case is again an indication of a class. However, now we have a net architecture different from a tree; we consider a multiple-output net. In particular, in place of a root node, we may have many output or terminal nodes. Terminal nodes are labeled by class number. We say that the Ba-net classifies a case input as being of class i if the computed belief for the terminal node labeled i is at least as high as the belief for the other terminal nodes. We consider explicitly this different network, because there is much interest in applying belief networks to situations in which a decision among multiple competing hypotheses must be made. The fact that we need only slightly modify a previous proof to obtain the following result helps show the robustness of this class of results. PROBLEM NAME Likelihood Synthesis, Multiple Outputs (LSM).
PROBLEM INSTANCE A Ba-net as given in Figure 8 , with the associated prior odds, and labels on the terminal nodes; a set of cases.
QUESTION Is there an assignment of likelihood ratios to the links of the Ba-net such that the Ba-net correctly classifies all cases?
Proof (sketch) Change the proof that LS is NP-hard as follows: 1. Change the output of each case to 2. 2. Set p = 0. Observe that O(H z I E) = O, because O(H 2) = p and p has been set to 0. Further observe that each of the other new cases is satisfied if and only if the belief in the node labeled 1 is 0 and therefore if and only if each of the cases in the proof that LS is NP-hard is satisfied. Therefore, a proof that LSM is NP-hard has been obtained.
RELATED WORK
The main reference on the algorithmic complexity of computations in belief networks is Cooper's work [4] . The relationship between that paper and ours is discussed in Sections 1 and 10. Other work on the complexity of computation in belief networks includes that of Orponen [20] and Provan [21] .
Belief neworks are a kind of knowledge base. There is a substantial body of literature dealing with the refinement of (truth-functional) rule bases, another kind of knowledge base that is historically prevalent in expert systems. The Sixth International Workshop no Machine Learning included a track on knowledge base refinement and theory revision. See the pro-ceedings for contributions (Segre [22] ). In particular, it has been shown that automatic refinement of rule bases from cases is NP-hard (Valtorta [5] ).
Synthesis of numerical parameters in rule bases is somewhat analogous to training in neural networks. Indeed, there are apparently similar results of intractability (see Judd [23, 24] , Blum and Rivest [25] , and Lin and Vitter [26] ). However, the functions used in neural networks to process weights are different from those used in rule bases or belief networks (see Fu [27] , Valtorta [5] ). Laskey [28] proposes to use a kind of neural network (the Boltzmann machine) to "adjust conditional probabilities on the links of a Bayes network."
One would expect parameter refinement to fit cases ("memorization") to be related to and at least as hard as refining parameters to deal with new situations ("generalization"). Chapter 7 of Judd's monograph on the complexity of neural network design [29] is an excellent explanation of the "memorization" versus "generalization" issue. Much of that explanation is applicable to rule bases and belief networks and explains better than we could in a limited space why we do not address generalization directly in this paper.
An alternative to direct refinement of numerical parameters in Ba-nets is the introduction of "dummy nodes" representing unknown events whose only purpose is to account for the failure of a Ba-net with given numerical parameters. ~3 (For example, the failure of the Ba-net in Figure 4 to compute the correct belief in H could be attributed to the influence of an unknown event linked to H rather than to errors in the likelihood ratios in the network. The numerical parameters related to the unknown event could be computed using cases.) It is conjectured that this kind of refinement with limited changes in the structure of the belief network is also NP-hard, an interesting conjecture that we are not prepared to address in this paper. The arguments in this paper are based on fixed network structure.
CONCLUSION
A major technical contribution of this paper is the proof that refinement of (Dempster-Shafer and Bayesian) belief networks from cases is NP-hard. Two points regarding this result deserve amplification for their potential 13 Judea Pearl showed one of us this technique and noted its apparent complexity in August 1989. Spiegelhalter and Lauritzen consider a related technique in a recent manuscript. impact on the practice of expert system construction and will be addressed now.
The networks used in the problem instance of MS, MR, and LS (and, in fact, of all the other problems with the exception of LSM) are trees. They are much simpler than the nets used by Cooper [4] in proving that the computation of beliefs in belief networks is NP-hard. Even more strongly, it is well known (e.g., Kong [30] , Pearl [1] , Lauritzen and Spiegelhalter [13] , Shenoy and Shafer [8] ) that the computation of beliefs in trees TM is tractable. Therefore, a developer could be faced with the unpleasant situation in which the belief network is nicely structured for efficient computation of beliefs, but acquisition of the parameters (e.g., likelihood ratios, masses) for the calculation is extremely difficult, and this holds even if good estimates of the parameters are available.
Synthesis of numerical parameters in knowledge bases, be they rule bases or belief networks, is a kind of refinement of knowledge bases: the numerical estimates of the parameters are not available although the structure of the knowledge base is. This situation is particularly interesting. The structure of the knowledge base can be determined by answering relatively simple questions about independence of events. Therefore, the knowledge engineer should believe more strongly in the (qualitative) network structure than in the values of the numerical parameters, ~5 and it is natural to use an expert to obtain the knowledge structure and initial guesses. These considerations suggest a methodology for the construction of knowledge-based systems that use belief networks. At the heart of this methodology is a propose-and-fit cycle. In this cycle, after interviewing an expert, the designer proposes a structure for the belief network. The network parameters are set or adjusted to fit selected test cases. If parameters can be set to fit the cases, the development is complete. If they cannot, the designer must consult the expert further until a new (qualitative) network structure is proposed. Another attempt is made to set the parameters to fit the cases, and so on. Our results indicate that it is difficult to automate the "fit" step of this methodology.
In this paper, we have not assumed that an expert who can give the correct probability for any set of (input) evidence is on call. Instead, we have assumed (more realistically, according to MUNIN designers 16) that 14 The same is true for some kinds of graphs that are not trees. 15 This is related to the argument (Wilkins and Buchanan [31] , Valtorta [32] , Andreassen et al. [3] , Lauritzen and Spiegelhalter [13] ) that the structure of the knowledge base should be changed only if the numerical parameters cannot be set in such a way that the knowledge base performs correctly.
~6 Stig Andersen, personal communication, November 1989.
an arbitrary collection of cases is determined a priori. These may come from an expert, a textbook, a database, or some other source. As an example of alternative methods for refinement, consider the use of a type of oracle. If an expert is available after construction of the knowledge base, the expert could be used as an oracle to facilitate knowledge base refinement. In this mode, the expert would be queried with specially focused questions allowing the synthesis or refinement of specific masses or likelihoods. A result in the setting in which the oracle is on call concerning rule bases (Valtorta [32, Chapters 4 and 7; 33] ) indicates that automatic synthesis or refinement in certain belief networks that are trees is do-able in polynomial time and suggests that it is intractable for graphs. More remains to be done along this line of work.
