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Abstract 
In wireless sensor networks, sensor nodes with dead battery make holes in sensing coverage. It is necessary to fill the holes by 
replacing the nodes of dead battery with fully-charged ones. This is called sensor replacement. In this paper, following the 
existing study, to clarify the distribution of nodes information to robots, we propose two centralized manager algorithms where 
repairing robots have or not have the information list of nodes with dead battery. We carry out some simulations under the 
constant density of nodes per robots and then clarify the tradeoff between the messaging overhead and the motion overhead. We 
also investigate the case of the limited energy of the robots. Finally, we discuss the analogy between immune system and sensor 
replacement using mobile robots. 
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1. Introduction 
In large-scaled wireless sensor networks, a lot of deployed sensor nodes can detect physical values or events such 
as temperature, humidity, pressure and so on, and then send and/or forward the event reports to a base station with 
multi-hop communication. Because each node is usually powered by battery, it is easy to run out of the battery for 
only a short period of time and then shorten sensor network lifetime. The short lifetime disables wireless sensor 
networks for applying to long term tasks, for example, condition monitoring for forest, bridges and tunnels against 
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disaster or accident. Harvesting energy from environmental resources such as the sunlight [1] is a possible approach 
to make node live longer. However, to equip many tiny nodes with large-sized solar panels which can supply 
sufficient solar energy is expensive and infeasible. The amount of available solar energy is also strongly restricted 
by weather conditions. Furthermore, some components of cheap and simple sensor node are prone to failures. Nodes 
with dead battery or failure make holes in sensing coverage. For resilient wireless sensor networks, it is necessary to 
fill the holes by replacing sensor nodes of dead battery or failure with fully-charged functional ones. This is called 
sensor replacement [2]. 
Wang et al. [3] have proposed a node replacement method to fill the holes using some redundant mobile nodes 
and accomplished a balance between the energy cost and the response time of sensor replacement. Although they 
assume sensor nodes have mobility, the mobile nodes become expensive because they need additional equipment 
such as motors, motion control, GPS modules, high capacity batteries for the motion, and so on. In large-scaled 
wireless sensor networks which are usually composed of cheap and small nodes, the addition of mobility to a large 
number of nodes is not practical. Mei et al. [2] have proposed a method where failed sensor nodes are replaced by a 
small number of mobile robots. They have presented three different robot coordination algorithms: a centralized 
manager algorithm, a fixed distributed manager algorithm, and a dynamic distributed manager algorithm. The 
analysis and simulations have shown the advantages and the disadvantages of each algorithm. However, the 
distribution of failed nodes information to mobile robots in the centralized manager algorithm is unclear. The 
number of nodes which the robots can carry and the battery charging of the robots are also not taken into account. 
Tong et al. [4] have proposed a new node reclamation and replacement strategy using a robot or human labor called 
mobile repairman (MR). In the strategy, the MR periodically traverses the network composed of groups of sensors 
surrounding monitoring locations called posts to replace no energy sensors with fully-charged ones. The MR has a 
limited capacity which is defined as the maximum number of sensors it can carry. However, the strategy is a 
centralized management using only one MR. 
In this paper, following the problem and the algorithms defined by Mei et al. [2], to clarify the distribution of 
failed nodes information to robots, we propose two centralized manager algorithms where repairing robots have or 
not have the information list of nodes with dead battery. The repairing robots with the list can receive new node 
information even on working, whereas the repairing robots without the list have only one node information and 
reject new information on working. We also take up the existing fixed distributed manager algorithm for comparison. 
We carry out some simulations to compare the three algorithms. In the simulations, we change the field size and the 
number of robots under the constant density of nodes per robots. And then we evaluate the average replacement time 
of nodes with dead battery, the average number of hops when nodes with dead battery inform the emergency with 
multi-hop communication, and the average moving distance of robots. Simulation results clarify the tradeoff 
between the messaging overhead and the motion overhead. The case of the battery charging of the robots is also 
investigated. Finally, the analogy between biological immune system and sensor replacement using a few mobile 
robots is discussed. 
2. Problem Statement 
We suppose a wireless sensor network comprised of a lot of static sensor nodes and a small number of mobile 
robots. Fig. 1 illustrates an overview of sensor replacement using mobile robots on the wireless sensor network. 
Following the existing study [2], we make the following assumptions: 
x Each sensor node is randomly and uniformly deployed in a 2-dimensional field and then knows its locations in 
the initial deployment process. The lifetime of battery of each node is limited and follows an exponential 
distribution. 
x The number of robots is much smaller than the number of sensor nodes. Robots are also randomly distributed into 
the filed. Each robot serves as manager and/or maintainer. The manager robot can receive the emergency reports 
(the location information) from the nodes with dead battery and determine which maintainer replaces a specific 
dead node with a fully-charged one. The maintainer can carry some fully-charged nodes, move to the location of 
a dead node, pick it, and unload new functional node at the same location as the corresponding dead node. The 
robots can move at a constant speed. 
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x Since the communication range of small and cheap sensor nodes is restricted, all the nodes form a multi-hop 
wireless network. On the other hand, for the communication range of powerful robots is wider, all the robots can 
directly communicate each other via wireless links. 
x In the case that the energy of robots or the maximum number of nodes which each robot can carry is limited, a 
battery station is located at the center of the field. When the energy of a robot becomes low, the robot moves 
back to the battery station to recharge the energy. If the number of carried nodes is finite, then robots unload dead 
nodes and pick new functional nodes at the battery station. 
Under the above assumptions, sensor replacement using mobile robots is essentially an assignment problem of 
manager and maintainer to the robots. In other words, when a node becomes low battery level, which robot as 
manager should receive the report from the node and which robot as maintainer should replace the node? The 
assignment problem can be divided into three stages as follows: 
(1)  Initialization: This stage has mainly three issues: (a) Setting up the roles of the robots. A robot is given a role 
of either a manager or a maintainer or both roles. (b) Setting up the initial relationship between nodes and 
robots. Each node needs to know not only which robot is its own manager but also where the manager is 
located. (c) Setting up the parent-child relationship among the nodes. The child node sends a report to the 
parent node that is closer to the manager in multi-hop communication. 
(2)  Reporting: If a parent node receives the report from a child node with low battery, then it forwards the report 
toward the manager. 
(3)  Node replacement: Once a manager receives the report from a node with low battery, it dispatches a maintainer 
to the location of the node to replace with a fully-charged node. After the replacement, the new location 
information of the maintainer should be updated. 
The goal of sensor replacement using mobile robots is to minimize the messaging and the motion overhead. In 
this study, the messaging overhead is measured as the average number of hops when nodes with low battery inform 
the reports with multi-hop communication, while the motion overhead is measured as the average moving distance 




Fig. 1. An overview of sensor replacement using mobile robots 
3. Proposed Algorithms 
The existing study by Mei et al. [2] has proposed three robot assignment algorithms: a centralized manager 
algorithm, a fixed distributed manager algorithm, and a dynamic distributed manager algorithm. In the centralized 
algorithm, only one robot is a manager, and the remaining robots are maintainers. In the fixed distributed algorithm, 
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the field is partitioned into equal-size subareas of squares or hexagons. And then each robot plays both roles of 
manager and maintainer corresponding to each subarea. In other words, the number of robots is the same as the 
number of subareas. In the dynamic distributed algorithm, the subareas are dynamically constructed as Voronoi 
graphs. Although the existing study mentioned that the manager in the centralized manager algorithm selects the 
maintainer whose current location is the closest to the node with low battery, the study did not address the case that 
the maintainer is working on other sensor replacement. So the distribution of failed nodes information to maintainers 
by the centralized manager is obscure. 
In this study, we propose two centralized manager algorithms where the maintainers have or not have the 
information list of nodes which should be replaced. The maintainers with the list can receive new node information 
from the manager even on working, whereas the maintainers without the list have only one node information and 
reject new information on working. The former algorithm distributes the list management to both a manager and 
maintainers called a centralized manager algorithm with list. The latter concentrates the list management to a 
manager called simply a centralized manager algorithm. We also take up the existing fixed distributed manager 
algorithm for comparison. The three algorithms are detailed in the following subsections. 
3.1. Centralized manager algorithm 
We explain the centralized manager algorithm following the three stages mentioned in Section 2. 
(1)  Initialization: A robot that functions as the central manager can receive all the reports from nodes with low 
battery. The manager does not move and is located at the center of the field. The other robots are randomly 
deployed in the field as maintainers. The manager broadcasts its location to all the nodes and all the 
maintainers. After each maintainer sends back its current location to the manager, the manager creates the list 
of the current location information of all the maintainers. Every node selects a parent node that is closer to the 
manager from its one-hop neighbor nodes. 
(2)  Reporting: A node with low battery reports its location information to its parent node. If the parent receiving 
the information has the central manager in the one-hop range, it directly reports the information to the 
manager; otherwise it forwards the report to its parent node until the report reaches the manager using multi-
hop communication. When the manager receives the location information of the node with low battery, it 
stores to the list of the location information of nodes which should be replaced.  
(3)  Node replacement: If the list of the location information of replaced nodes is not empty, the manager picks up 
the location information of a node with low battery, calculates the distances between the node and every 
maintainer off work, and dispatches the nearest idle maintainer to the location of the node to replace with a 
fully-charged node. Namely, working maintainers reject new information to concentrate on the work. After the 
replacement, the manger updates the location information of the maintainer in list. 
 
 
Fig. 2. A problem of the centralized manager algorithm 
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The algorithm meets with success when there are many maintainers and low frequency reports. However, a 
problem may happen as shown in Fig.2. In this example, maintainer R1 closest to the node with low battery is 
working, so that the manager M must ask far and idle maintainer R4 to replace the node. Such problem affects the 
moving distance of robots and the replacement time of nodes. 
3.2. Centralized manager algorithm with list 
The centralized manager algorithm with list is almost similar to the above centralized manager algorithm. The 
different point in the centralized manager algorithm with list is that each maintainer can receive the location 
information of a new node from the manager even on working and then store to its own list. The manager in this 
algorithm needs to determine to which maintainer it distributes the location information of replaced nodes. We 
explain a distribution method using an example as illustrated in Fig.3. The manager M picks up No9 of the First 
Node in the list of the location information of nodes with low battery and then calculates the distances between the 
node No9 and the Last Node, namely, No7, No8, and No6 in the list of the location information of nodes which 
every maintainer has. For the idle maintainer R3 with the empty list, the manager directly calculates the distance 
between No9 and R3. In this case that the calculated distance between No9 and No8 is the shortest, the manager M 
sends the location information of No9 to the maintainer R2. The maintainer R2 stores the information into its own 
list, and the Last Node in the list of R2 becomes No9. The First Node in the list of M becomes No10 due to the 
deletion of No9. 
 
 
Fig. 3. An example of distribution method of location information of the node which should be replaced 
3.3. Fixed distributed manager algorithm 
We describe the fixed distributed manager algorithm also following the three stages. 
(1)  Initialization: The field is partitioned into equal-size subareas of squares in advance. Each robot is deployed in 
each subarea, so that the number of robots is the same as the number of subareas. Every robot functions as both 
manager and maintainer in its subarea. After each robot moves at the center of the corresponding subarea, it 
broadcasts its location to all the nodes in the subarea. Every node selects a parent node that is closer to the 
robot in the subarea from its one-hop neighbor nodes. 
(2)  Reporting: A node with low battery reports its location information to its parent node. The parent receiving the 
information directly sends to the robot in the subarea if possible; otherwise forwards to its parent node until the 
information reaches the robot using multi-hop communication. When the robot receives the location 
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information of the node with low battery, it stores to the list of the location information of nodes which should 
be replaced in the subarea. 
(3)  Node replacement: The robot whose roles are both manager and maintainer in the subarea picks up the location 
information of the First Node in the list of nodes with low battery to replace the node with a fully-charged node 
by itself. After the replacement, the robot rebroadcasts its location to all the nodes in the subarea. Every node 




We perform some simulations to compare the three algorithms under the following setup according to the 
previous study [2]. On the one hand, in large-scaled wireless sensor networks, if there are a few repairing robots, 
they may deal with many nodes of low battery simultaneously and then delay replacing. On the other hand, many 
robots can replace on time but the cost of the robots becomes higher. For the equal cost of the robots, we conduct the 
simulations under the constant density of the sensor nodes per robot regardless of the size of the field. We suppose 
each robot is at first deployed in square field with 20x20 sizes, which corresponds to subarea in the fixed distributed 
manager algorithm, and each robot is in charge of 50 nodes on average. The number of the robots varies 4, 9, 16, 
and 25, so that the size of the field also changes 40x40, 60x60, 80x80, and 100x100. For example, with 9 robots, the 
field is 60x60 with total 450 nodes. The expected lifetime of node is 2000, and the total simulation steps are 6000. 
The transmission range of node is 9. The speed of robot is 1 per 1 step. In the case of the limited energy of robot, 
each robot has 1000 energy at the beginning and loses 1 energy per 1 move. 
4.2. Results 
We evaluate the average replacement time of nodes with low battery, the average number of hops when nodes 
with low battery inform the report with multi-hop communication, and the average moving distance of robots over 
100 simulations. Fig. 4 (a), (b), and (c) show the average replacement time, the average number of hops and the 
average moving distance changing the number of the robots, respectively. Fig. 4 (d) is the average moving distance 
in the case of the limited energy of robot. 
From the result in Fig. 4 (a), the average replacement times of two centralized manager algorithms are directly 
proportional to the numbers of robots, that is, the size of the field. In contrast, the average replacement time of the 
fixed distributed manager algorithm is constant and the shortest regardless of the number of robots. The enlargement 
of the replacement time in the centralized algorithms is due to the augmentation of the number of hops when the 
number of robots increases as shown in Fig. 4 (b). This is obvious because all the nodes in the centralized algorithms 
should report to the manager which located at the center of the field. The bottleneck of the messaging overhead in 
the centralized is evident. On the other hand, each node in the distributed algorithm has only to send to the manager 
in the separated subarea, so that the messaging overhead is not influenced by the size of the field. 
As to the motion overhead, the result of the average moving distance in Fig. 4 (c) shows that the centralized 
manager algorithm with list is the best among the three algorithms. We confirm the proposed distribution method of 
location information of the node which should be replaced is valid. In the centralized manager algorithm without list, 
for the problem that the manager must ask far and idle maintainer to replace as already illustrated in Fig. 2, the 
moving distance is the longest when there are a small number of robots, namely, 4 and 9. When the number of 
robots becomes 16 or 25, since the manager can select from more idle maintainers, the bad effect of the problem is 
reduced and the moving distance also decreases. In the distributed algorithm, some nodes near the boundary of the 
subarea may be replaced by far maintainer in the subarea instead of closer maintainer in the next subarea. This is not 
efficient. We conclude that there is the tradeoff between the messaging overhead and the motion overhead. 
In the case of the limited energy of robot, when the energy of robot becomes low, the robot periodically moves 
back to the battery station at the center of the field to recharge the energy. So, the average moving distances in all 
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the algorithms increase as the number of robots grows up as shown in Fig. 4 (d). In future, we should explore more 
efficient algorithms for the case of the limited energy of robot. 
 
  
  (a) the average replacement time (b) the average number of hops 
 
  
  (c) the average moving distance (d) in the case of the limited energy of robot 
Fig. 4. Simulation results 
5. Discussion 
We discuss the analogy between biological immune system and sensor replacement using a few mobile robots. In 
the above problem of sensor replacement, sensor node locally monitoring the field can be regarded as antibody or 
immunoglobulin locally monitoring the body, whereas robot which manages and replaces nodes can be considered 
as B-cell or other immune cell that produces antibodies circulating through the body. Is the biological immune 
system centralized or distributed management mechanism? In our opinion, the immune system is managed not only 
centralized but also distributed. Immune cells are derived from central bone marrow and T-Cells are also developed 
in central thymus. On the other hand, antibodies are locally scattered around the body. Inspired by the characteristics 
of the biological immune system, we have a change to develop more efficient immunity-based algorithms for sensor 
replacement in future. 
6. Conclusion 
In this paper, following the existing study [2], to clarify the distribution of nodes information to robots, we 
proposed two centralized manager algorithms where repairing robots have or not have the information list of nodes 
with dead battery. We carried out some simulations under the constant density of nodes per robot. We clarified the 
tradeoff between the messaging and the motion overhead. We also investigated the case of the limited energy of the 
robots. Finally, we discussed the analogy between immune system and sensor replacement using mobile robots. In 
our future work, we will study more efficient manager algorithms which also cope with the case of the limited 
energy of robot, inspired by the immune system. 
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