ABSTRACT Video recorders record the output of each security camera. After an incident, the video footage can be used for evidence by locating a suspect or criminal for a crime. A manual scan of the video footage requires a considerable amount of manpower and time, a luxury which cannot be afforded when tracking down a person of interest (POI). An automated system is proposed in this paper which aims at finding the desired POI through the available volume of video data quickly and accurately. It is visualized to go through all the available videos and detect the POI using facial recognition. Thereafter, it would create a video montage of all the desired frames and incorporate time and location information to produce a path map followed by the POI. The proposed system reduces the human burden, human error and reduces the time taken when searching the POI manually. Validation has been performed on various video data collected by ourselves as well. The results depict that the proposed system is able to correctly identify POI with an accuracy of 86% for video data captured in a constrained environment. Videos captured by a cell phone in an unconstrained environment result in an accuracy of around 80%. Real video tested in our university campus revealed the proposed system is capable of generating tracking information for POI effectively.
I. INTRODUCTION
Public safety is increasingly a major problem in public areas such as educational institutes, airports, malls, railway stations, etc. While major efforts are put in security measures to reduce the crime rate, there is always pressure on the authorities in capturing the culprit once a crime has been committed. Technology has reached a stage where mounted surveillance cameras capture video imagery cheaply. However, having human observers to sit and watch the entire imagery is time-consuming, error-prone and expensive. Nowadays video surveillance systems are installed worldwide in many different sites such as airports, hospitals, banks, railway stations and even at home. The surveillance cameras help a supervisor oversee many different areas from the same room and quickly focus on suspected events taking place in the controlled space. The recorded videos can be exploited to present informative data to the security team who needs to take prompt actions in a critical situation and react in case of unusual events.
As the use of video surveillance system becomes more widespread and the volume of recorded video increases, the need to go through recorded data and extract specific segments and events of interest has become very challenging. After a crime occurs, investigators can go through the video archives to search for information regarding a Person Of Interest (POI). Probing up the video data and looking for the right visual information needs to be performed manually by a human being. It is a laborious task and manually takes a significant amount of time to search for the right video. The search reliability is also questionable as it is subjected to human error. This task is further marred by the presence of a large amount of video data especially in the case when the suspect had arrived at the scene hours before the incident happened.
The benefits of a video surveillance system can significantly increase when it is accompanied by automatic video surveillance and tracking. A practical and efficient surveillance system can be developed by utilizing artificial intelligence and high computing power available today. Utilizing the already available infrastructure effectively is also the main goal of this research work.
An automated system is proposed in this research which is aimed at finding the desired POI by automatically analyzing the available volume of video data. The system is visualized to analyze all the available videos, detect the suspect or POI and make a montage of all the frames from various videos into one single video. The system will reduce the human burden and reduce the time taken in searching the POI manually. The system will generate a single video with all the frames that involves the POI. If camera GPS coordinates are available, it can be used to estimate the path followed by the POI. With this system, the human input will decrease significantly and only a single computerized system can handle multiple cameras and look through volumes of video data quickly.
The automated passive tracking system utilizes facial recognition biometric and machine learning. Section 2 presents the related work in the field of facial recognition, detection and video summarization. Section 3 presents the proposed scheme with a detailed explanation of the different stages and transformations. Experimental results for recognition in high and medium quality videos are given in Section 4 and 5 followed by concluding remarks in Section 6.
II. RELATED TECHNIQUES
The related literature covers the domains of synoptic video, human face detection and tracking, face recognition, human identification in video streaming based on facial classification parameters and motion variation on a Region Of Interest (ROI). The study by Chatrath et al. [5] offers a comprehensive empirical analysis of Viola-Jones based face detection scheme. The scheme functions in three steps starting from the development of an integral image, followed by classifier construction for a quick and easy feature selection and in the end cascading these classifiers for reducing the search space and computation time for detection and tracking.
In an effort to recognize faces using more than one camera, some prior work has been done. Xie et al. [6] trained a reliability measure and it was used to select the most reliable camera for recognition. Multiple synchronized cameras were used to reduce the pose variance limitations and improved the component based face detector by utilizing Adaboost. They also presented a channel reliability measure to calculate the inherent quality recognition. The improved Adaboost reduces the empirical training error rather than just minimizing the error bound as is accomplished in the plain Adaboost. Harguess et al. [7] used a cylinder head model to track and fuse facial recognition results from different cameras. These approaches have been tested on higher resolution videos in a controlled environment in contrast to a low-resolution surveillance video data. Eigen faces is used for stationary face recognition to overcome the effect of transformation errors.
A real-time surveillance system that aims at detecting and tracking humans based on head detection has also been the recent focus of many researchers [5] , [6] , [8] , [9] . One particular study centres on human heads being reconstructed from the fusion of colour histogram and oriented gradients [10] . Though detecting and tracking are two different approaches, Ali and Dailey [11] have merged human detection and tracking into a single algorithm and presented a confirmationby-classification technique for tracking those detections with tracks. Humans can be identified based on various biometrics including facial, fingerprints and iris [12] .
Another technique aims at tracking human beings by generating a motion intensity heat map for a certain period of time [13] . The motion heat map represents hot and cold areas on the basis of motion detection intensities. The hot and cold areas are the zones of the scene where the motion is high and low respectively. Several levels of motion intensity are considered instead of focusing on a single one. The points of interest are then extracted in the selected regions of the scene which are in turn used to estimate motion variations by utilising optical flow techniques for tracking these points.
In forensic video analysis, analysing a complete video is imperative but is time-consuming. A synoptic video system was introduced by Yogameena and Priya [14] . The system generates a relatively shorter length video by preserving only the essential activities from the raw lengthy video. By doing so it aids in reducing the video analysis time through manual inspection. Vural and Akgul [15] presented a surveillance video summarization system, which employed the eye-gaze positions of the surveillance operator and mixes actions from different frames into the same summary frame for more compact videos.
Wang et al. [16] showed that useful information for creating video summaries can be extracted by analysing object motion. Rav-Acha et al. [17] and Pritch et al. [18] also worked on video synopsis in which activities from different time periods are displayed simultaneously by clustering together similar activities. It helps in the simultaneous observation of the objects with similar activities and resulting in outliers being spotted instantly. However, the summaries may be rather confusing when mixing together different activities. Event detection and clustering approach for building both static and dynamic skimming of surveillance video was used in [17] in which events were assumed as the main source of energy change between consecutive frames.
In a preceding study by Kang and Chen [19] , Hanjalic and Zhang [20] , and Hadi et al. [21] , two techniques for video summarization are enhanced (i) dynamic video skimming by [19] , which itself is still a video but a shorter version, and (ii) static video summary [20] , [21] , which is a set of images extracted or synthesized from the original video itself. Hamida et al. [22] worked on surveillance system VOLUME 6, 2018 and added a pre-analysis stage. The main purpose of this stage is to retrieve compressed information of interest from video footage data. Xu et al. worked on semantic-based model called Video Structural Description (VSD) for depicting and forming the content in videos [23] .
Facial Recognition techniques also include Principal Component Analysis (PCA), Discrete Cosine Transform (DCT), Gabor Wavelets method etc. Kaur and Himanshi [24] have utilized PCA method for facial recognition as it provides better recognition rates and less computational complexity. By reducing the dimensionality of the data, a large amount of computation time can be saved which is critical for searching faces in vast image datasets. For each face image, the PCA Eigenvector is almost unique, thus offering fewer chances of false recognition.
DCT like PCA offers a compaction capability which enables us to throw away unnecessary coefficients in the higher range [25] . Sufyanu et al. in their work in [26] used anisotropic diffusion illumination normalization technique (AS) in conjunction with DCT for facial recognition. The AS was employed as a pre-processor prior to the application of the DCT as a feature extractor. The AS-DCT technique was able to outperform other benchmark recognition schemes. Multi-resolution wavelet transform combined with DCT and Walsh transform have been used by [27] . The multiresolution hybrid wavelet transform matrix was generated using Kronecker product of Walsh and DCT transform matrices and then used to extract features from face images with different expressions of subjects' faces. Ajitha et al. [28] developed a facial recognition system by using Gabor filters in conjunction with DCT and k-Nearest Neighbour (k-NN) classifier.
Prior to feature extraction, researchers often focus on handling non-uniform illumination problems in the image/video data. A variety of illumination correction techniques have been applied for normalizing illumination to its nominal range [29] - [34] . Section 3 proposes the facial recognition based passive tracking system with a detailed explanation of the different stages and functionalities.
III. PROPOSED PASSIVE TRACKING SYSTEM
The proposed automated system looks for POI in the video data captured by several surveillance cameras. The volume of video data is gathered from different cameras positioned on different locations. Overview of the proposed system visualised for the automatic localisation of POI, generation of synoptic video and path map is given in Figure 1 and 2. Viola-Jones algorithm was employed for face detection while PCA-Eigen Face algorithm [35] has been used for facial recognition. The proposed system includes the following steps:
• All the recorded videos are collected from the available sources e.g. CCTV, PTZ cameras etc.
• Face detection algorithms are applied to the video where the incident took place or started. The Viola-Jones algorithm along with trained classification model for face detection is used to detect faces in the videos.
• The POI is selected from the detected faces.
• Facial recognition is utilised to detect POI from the volume of video data.
• All the frames with a POI hit are indexed and a single video of these frames is generated. The frames in the video are arranged in the chronological order to preserve the sequence of events.
• Utilising the GPS coordinates of each camera and the frames with POI tracked, a map of the path travelled by the POI is approximated using Google Maps [36] . An example scenario illustrating the functionality of the proposed system is presented in Figure 2 for a better understanding of the system's functionality and methodology. Assuming the POI in this case as a suspect who committed crime at Point A and then travels to Point B. The path is covered by four cameras. After the crime, the video recordings from all the cameras are collected with a focus on video data obtained from Camera 1. The recording from Camera 1 is analyzed and the POI is detected. This information is then passed to the proposed system which then analyses all the videos and searches for the POI among them. Once all the frames with the POI are located, they are combined in chronological order using timestamp information to generate a final video.
If the cameras' geological information is available e.g. the GPS coordinates, the finalized video can be used to generate the path travelled by the POI, as shown in Figure 2 . This way the POI can be tracked efficiently and the search time can be reduced a lot.
IV. ADVANTAGES, EXTENSIONS AND OTHER CHARACTERISTICS OF THE PROPOSED SYSTEM
• Automatic Alibi Generation -Through CCTV footage and utilisation of the proposed scheme, the localisation of a suspect can be easily verified. It can generate a digital alibi from the video footage where the presence of the POI is located.
• Active surveillance -The same system can be employed for real-time tracking and localisation. The Object Of Interest (OOI) can be a person, car or any object.
• Tracking -a criminal before and after the crime.
• Searching -a missing person in a place particularly a building
• Movement History -Surveillance with multiple cameras utilizing face recognition software and association of the POI with an identity number can lead to the POI's movement being tracked full time and the data recorded against their national identity number.
• Scalability -The proposed system can be installed one building or facility or it can be extended to a larger region such as a city or entire country.
• Complexity -Multiple cameras can be used for multiple OOI tracking. This would require an intelligent AI system, good recognition and tracking as well as optic flow image processing systems for prediction of movement.
• Privacy -Users may not want to be seen or recorded.
There is always a trade-off between security and other functional goals.
• Usability -It can be used by the police, intelligence or security services as well as by a company or organization to track the activities of an employee.
• Computational Overhead -More hardware and software needs to be installed however pre-existing hardware such as CCTVs can be easily connected by centralized surveillance software.
• Resources -CCTV or other image recording media have their flaws and limitations. For large scale processing supercomputing will be required.
• Recorded Data can be useless. Once the user location maps are generated, the video data can be sub-sampled and stored or thrown away.
• Reliability -The proposed scheme's reliability can be enhanced by integrating other information apart from video footage e.g. GPS on POI's cell phone.
• Illegal Immigrants can be tracked if national identification database is used. A person not registered in the database would be flagged and tracked till arrested. However, a high amount of resources are required in such case. The following section demonstrates the experimental setup for the simulations and the results for self-generated as well as benchmark video data. VOLUME 6, 2018
V. RESULTS AND DISCUSSIONS
The Proposed System was implemented on two different databases:
(i) Self-made videos database for laboratory experimentsthe videos were collected from [1] , captured in a controlled environment using a high-resolution camera. It also includes videos captured ourselves using a cell phone camera with medium resolution.
(ii) The other benchmark name NRC-IIT Facial Database, were download from [37] , for testing. The main goal of creating this database is, to check the computer's capability to identify faces in a situation known to be adequate for humans.
System used for experimentation had the following specifications: Intel(R) Core(TM) i7-3632QM CPU @ 2.20GHz (8 CPUs), ∼2.2GHz, 8192MB RAM, 1 GB Virtual Memory with Windows 7 Ultimate 64-bit OS. MATLAB computing language was used as it offers simplicity in image processing algorithm development. It supports a quick and relatively easy coding style for machine learning algorithms. Quantitative measurement of the system's accuracy is defined in the following terms:
• False Negative Rate (FN) -when the face is incorrectly labelled to another person 
A. RECOGNITION RESULTS FOR SELF COLLECTED VIDEO DATASET
In order to validate the robustness of the proposed automated system, it was first tested on some self-collected videos including ten videos from [1] and five videos from an iPhone 6 cell phone with sample thumbnails shown in Figure 3(a) and 3(b) . Robustness of a system is defined here as the ability of a facial recognition algorithm to produce accurate results over a wide range of data.
A face image is given as input to the proposed system where the face is detected by the Viola-Jones algorithm.
After detecting the dace, the system passes through the entire video dataset and retrieves all images that match the input image. Among the various advantages offered by the proposed system, one benefit that stands out is its independence in producing accurate results even if images carry a facial expression. Figure 3 (c) and (d) shows detection results for two videos depicted in Figure 3 (a) and (b), one highquality and one low-quality, respectively. Only a couple of frames are missed in detection for the high-quality video as compared to a higher miss rate in the low-quality video. The high miss rate in the low-quality video is attributed to the low resolution and blurring effect inherent in the capturing medium. Table 1 shows the facial recognition results for the 15 POI in the test videos. The proposed model provides high recognition rate for the ten high-quality videos as compared TABLE 1. Facial recognition accuracy for high-quality video dataset [1] . to the five low-quality ones. The recognition rate is on average 6.6 percent better than the later one.
B. COMPARISON WITH OTHER BENCHMARK SCHEMES
The proposed system was compared for facial recognition ability against benchmark schemes. In this regard, the proposed system was tested using the NRC-IIT videobased facial dataset, downloadable from [37] and introduced in [2] with thumbnails shown in Figure 4 . The dataset contains videos of 12 persons with two videos for each person, one for training (labelled as 0) and one for testing (labelled as 1). These videos were shot in the same background, illumination conditions and camera position. Table 2 shows the recognition accuracy achieved for the NRC-IIT dataset for four schemes including the proposed scheme and three benchmark schemes by Gorodnichy [2] , Afifi and Abdelhamed [3] , and Štruc and Pavešić [4] . The proposed system has improved accuracy as compared to the benchmark schemes. It achieves an overall accuracy of 69 percent as opposed to an accuracy of 67, 67.4 and 66.5 percent by Gorodnichy, Afifi and Struc respectively. The video resolution is 120 by 160 pixels resulting in a relatively lower recognition accuracy by all the schemes. However, marked improvement is seen in the proposed scheme which is attributed to the fact that we initially up-sampled the video frames to 360 by 480 pixels using bicubic interpolation and a Gaussian low pass filter. This allowed the proposed scheme to detect the faces with less error. Figure 5 shows the confusion matrices for the proposed and benchmark schemes. It shows that all the schemes produce lower recognition rates for video number four and five. It is due to the pose variations in these two videos which leads to inaccuracy in producing facial features for detection and in turn leading to poor or no recognition.
The proposed system deals with the automated person of interest localization in medium to high-quality video data through utilization of existing surveillance equipment. Its efficiency is however limited by low-quality video data and reduced in unconstrained environments such as varying lighting conditions, non-uniform illumination, rain or fog etc. Currently, it is also challenging to employ the system for facial recognition in a pose-invariant environment as proven by the results.
The system was implemented for real-life testing in our varsity's surveillance system. The implementation details and results are given in the section below.
VI. RESULTS ON CAMPUS SURVEILLANCE SYSTEM
The proposed system was implemented for tracking in our university's security room. It contains 14 cameras including bullet style and high-speed dome cameras. Figure 6 shows the campus map with the cameras locations marked on it in the form of red circles. The arrow depicts the direction in which a camera covers an area. The field of view is limited to 110 degrees and a face can be detected in a maximum range of 30 meters.
The orange path in Figure 6 shows the path designed for the POI and followed during the testing of the proposed system. Camera numbers are also given in the figure. Camera number 4 and 5 are installed on top of the buildings looking down towards the road. Figure 7 shows the path estimated using the proposed system. Cameras depicted as cyan circles are able to detect, FIGURE 6. Campus Google map with CCTV cameras locations marked by red circles. The orange track is the path of the POI covered for testing.
FIGURE 7.
Campus Google map with CCTV cameras locating the POI (cyan circles) and not localising the POI (yellow circles). Red path with arrows depict the estimated path followed by POI.
recognize and track the POI while cameras marked as yellow circles either do not cover the path of the POI fail to detect him in the video footage of the camera. Camera 4 and 5 is only able to observe the POI from above head height and thus fail to detect him incorrectly. Camera 3 path is blocked by a tree and thus does not detect the POI while camera 12 fails to detect the POI as he is leaving the campus and only a back shot of his body is available. Concluding remarks are presented in the following section.
VII. CONCLUSIONS
An efficient image and video processing analysis system that can automatically localise POI among the recorded videos has been designed and this in combination with the spatial and geological information of the recording medium can generate the path travelled by the POI during a specific time. The proposed system creates a video montage of all the desired frames with POI and incorporates time and location information to generate a map of the path travelled. Comparative experiments indicated that the proposed automated system is able to correctly detect POI with an accuracy of 86 percent for high-quality video data. The system was limited to constrained environment and high quality video footage as low-quality camera data resulted in an accuracy of about 70 percent.
Its performance for facial recognition surpasses other benchmark schemes. Experimentation validates the proposed scheme's facial recognition and passive tracking abilities. The proposed system was also tested on NRC-IIT facial database with the proposed system's recognition at an average rate of 69 percent while the benchmark schemes had a lower accuracy. It was implemented for real-time tracking and results prove the system can easily be integrated with existing security architecture and generates real-time path followed by POI. However, it limited by cameras with either too lowquality or placed at an angle that does not produce a good face image. For future research, further work could be directed towards its improvement in unconstrained environment and computational speed up. 
