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Abstract
The current trends in processor industry opens the way to next generations of microprocessors
may count hundreds of independent cores that may diﬀer in their functions and features. As an
extensive knowledge of their internals cannot be a prerequisite to their programming and for
the sake of portability, these forthcoming computers necessitate the compilation ﬂow to evolve
and cope with heterogeneity issues.
In this paper, we lay a ﬁrst step toward a possible solution to this challenge by exploring
the results of SPMD type of parallelism (as a ﬁrst step) with heterogeneous compute kernels
and predicting performance of the compilation results. We show some ﬁrst experimental results
with very good accuracy of the predicted performance with regard to real world measurements.
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1 Introduction
During the last decades, the performance growth of microprocessors has been continuously
driven by the growth of silicium surface densities and of clock frequencies. Adding multiple
independent execution cores is one of the proposed solutions [2]. It is simple and promising but
requires a paradigm shift in the ﬁeld of programming. Instead of writing a single monolithic
task, programmers are now required to distribute collaborating tasks to multiple cores.
Current computing trends also suggest that heterogeneous multiprocessors are on their way
to conquer a large share of the architectural landscape [2]. In order to take advantage of
such designs, a compilation ﬂow must be able to detect the aﬃnity of code portions with the
capabilities of the available Processing Elements (PEs, or cores). To this end, the process
scheduling part of the compiler must be able to predict the performance resulting from their
collaboration.
Therefore, when targeting heterogeneous systems, program characteristics must be checked
for matching the target and additional speciﬁc information must be gathered. In this paper,
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we consider SPMD-threaded programs and their execution on architectures coupling multiple
general-purpose cores to specialized cores. We also show that the proposed process works well
to distribute heterogeneous compute kernels on homogeneous targets, as a side eﬀect.
In this paper, we will present a proposition of execution model for performance prediction
and how to conduct the evaluation in section 2, then experimental results on benchmark pro-
grams and on a simple architecture as ﬁrst evaluation are presented in section 3, then we present
a quick overview of related works in section 4.
2 Program mapping and Execution Model
2.1 Detection of Candidates to Specialization
In previous works we presented a generic characterization of the input program [5] that allows
our tools to ﬁnd program constructs that could be mapped to specialized PEs (SPs). Execution
and communication costs are confronted to detailed information about the target architecture
in order to build a summary for each class of PEs.
In addition, the selection process can rely on several criteria such as: An execution cost
threshold above which the oﬄoading cost of a part of the execution may be amortized, a com-
putational intensity threshold above which extra communication costs due to the oﬄoading may
be considered negligible, or the availability on a distinct set of PEs of a category of computation
(e.g. instructions such as Multiply-Accumulate, vector operations . . . ) or functionality (e.g.
OS system calls).
2.2 Execution Model
In this paper we focus on data-parallel parts of applications, as pipelined parts could be handled
in a simpler way e.g. with Stream Graph Modulo Scheduling technique [8]. Being data-parallel,
the application can be split into N independent jobs, each operating on independent sets of
data in a SPMD fashion. A section of the application requires to be oﬄoaded to Specialized
Processors (SPs).
With these hypotheses, the proposed execution model relies on two work queues QG and QS .
The work queue QG, shared by all the available General-Purpose Processors (GPs), manages
the general-purpose jobs. It is a priority queue where idling jobs are ordered according to
their completion status. The work queue QS , shared by all the available Specialized Processors
(SPs), manages the requests of specialized sections execution issued during the processing of
general-purpose jobs. It is a FIFO queue.
In the synchronous case, a GP is blocked until the specialized job request issued for its
current job is done. In the asynchronous case, a GP puts back its current job in QG and picks
another one. The previous job will be made available to GPs as soon as its specialized job is
ﬁnished. Jobs of the application are split into 5 sections:
• GP prologue is the ﬁrst section to be executed after a job has been picked by a GP. It
contains all the code that must precede the specialized section.
• GP issue contains the code necessary for the GP to issue a request to the SPs.
• SP work is the specialized section, the code to be executed by a SP.
• GP work contains some work that is independent from the specialized section that the
GP can perform.
• GP epilogue section wraps the work that is dependent from the specialized section.
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The execution course and global state of the machine can be described by a Petri net, as
shown in Figure 1. On this ﬁgure, the Petri net is initialized with one pending job, one idling
Figure 1: Petri net tracking the machine state in the asynchronous case.
GP and one idling SP.
Each GP picks a job from QG. During the processing, each GP issues a query to oﬄoad the
specialized section, adding a job request to the queue of specialized works QS . SPs pick job
requests from QS in a FIFO order.
As the SPs are shared between the GPs, the number of each must be adjusted to avoid
contention. Then, four parameters can be devised to adapt the ﬂow of the pipelining scheme
set-up within this model: The number of GPs used, the number of SPs used, the number of
partitions of the input dataset, the number of sub-partitions applied to the specialized section
of each job. These four parameters constitute a conﬁguration of execution.
2.3 Performance Prediction
To simulate the execution of the application and achieve performance prediction, each task is
tagged with two values : a cost and a parallelism ratio. The cost corresponds to an estimation
of the execution time of a phase when executed without any partitioning of the application’s
workset. It can be obtained by proﬁling or instrumentation, but requires the execution time to
be stable and independent of the input dataset. This constraint is often met in data-parallel
algorithms, so this is an important ﬁrst step.
The parallelism ratio (referred to as P ratio in the remainder) of a task is meant in Amdahl’s
sense [1]. It establishes in which proportion the execution time is reduced when increasing the
number of workset partitions with an inﬁnite number of processors.
The issue task is distinguished from the prologue because its parallelism ratio may be
diﬀerent. Its purpose is to enable the capture of the communication costs between the GPs and
the SPs. According to the nature of the coupling between the GPs and SPs, these costs can
also be captured by the SP work task characteristics. In order to explore the behavior of the
execution model proposed and predict performance trends, an event-driven simulator has been
developed based on a Petri net model as seen in Figure 1 for the asynchronous case.
3 Experiments
Gomet [4, 5], our extension of GCC, supports code generation in the programming framework
described above. Data-parallel loops detected in the input source code are rewritten to use the
constructs of our programming framework and become kernels.
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Currently, data-parallel loops that are transformed to kernels are only checked for exposing a
computational cost superior to a constant threshold. In Section 2.2, we introduced an execution
model for SPMD-threaded programs which relies on the drawing of two sets of processing
elements: General-Purpose Processors (GPs) and Specialized Processors (SPs). This section is
a ﬁrst evaluation of the accuracy of the performance predictor developed to support this model.
The computer used for this evaluation is a quad-processor AMD Opteron 6172 with a total of
48 cores. It is clocked at 2.1 GHz with 64 GB of RAM. The compiler used is GCC 4.6.1 and the
system runs a Linux 2.6.32 kernel on a SuSE Linux Enterprise Server 11. The Filterbank and
FFT are conﬁgured to process a collection of signal slices independently. Table 1 summarizes
the costs of the tasks as returned by the runtime characterization phase when processing 2048
signal slices.
name purpose cost (ms) P ratio
prologue initialization 1596 0.97
issue specialized job request 23 0.73
GP work FFT 83702 1.0
SP work Filterbank 439767 1.0
epilogue empty 3 0.76
Table 1: Filterbank and FFT characterization on a 48-core homogeneous architecture
Setting the number of GPs to twelve and the number of SPs to twenty-four, Figure 2 shows






















Figure 2: Measured and predicted speed-up on a homogeneous architecture with a varying
number of jobs relative to an execution with one GP and one SP.
The simulator correctly captures the eﬀect of using a larger number of work partitions: the
performance grows as the balancing between GPs and SPs improves. Also, the prediction mean
absolute error is kept very low at 1.59 %.
4 Related Works
There are already various proposals of execution models and programming frameworks for het-
erogeneous architectures [6, 7, 3]. Regarding strictly the execution model, the main studied
issues are often the evaluation of the proﬁtability of oﬄoading computation to a specialized
resource, and the relevant code transformations. To the contrary, given a heterogeneous con-
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text, our model focuses on the conﬁguration of the execution so that the sharing of multiple
specialized resources is not a performance bottleneck.
On the topic of shared resource contention, the work in [9] aims at categorizing the behav-
ior and cohabitation of applications when they compete for the same resources (cache memory,
hardware prefetcher, etc.). Our work addresses the same issue, but at a coarser level of special-
ization. In addition, focusing on SPMD-threaded programs allows us to provide a ﬁner analysis
of the execution and enables performance prediction.
5 Conclusion and Outlooks
In this paper, we presented a ﬁrst step to solve some important problems regarding compilation
of applications on manycores, with heterogeneous processings. Our contribution is an automatic
tool to map the parallelism onto parallel system with heterogeneous PE, and predict with a
very good accuracy their real life performance (less than a few percents). With such results, a
parallelizing compiler can map automatically the application on a target without the help of a
programmer while reaching close to the best performance for the application on the system.
Future work will extend our results to other systems and apply our technique to parallelize
applications.
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