It is a restriction which in general involves the parameter ot in a nontrivial way. Indeed, the restriction (5) or (6) in general identifies a, and as will be seen, provides the basis for various possible methods of estimating a consistently. Before proceeding to these methods, however, we take note of the fact that there is one singular case in which a is not identified by restriction (5). This is the case in which x is governed by the process 
This can be written A way to estimate a can now be advanced. Write
where a is the innovation in x (the part of x that can't be predicted X t using lagged x's and y's) and a^j t is the innovation in y. Where Table 2 are small in absolute value. Furthermore, they are as often positive as they are negative, and are uniformly of low statistical significance.
The disappointing nature of these results naturally leads one to question whether the condition is met that E^ {"U -x,} 4 0, t-1 t t which is necessary for the estimators to work and which breaks down where Cagan*s adaptive expectation scheme is rational. This suggests that, except perhaps for Germany, the preconditions are probably not met that must be for the estimators here to be able to estimate a. The parameter a is only identified by the present procedures to the extent that E , (lJ.-x.} ^ 0.
Correcting for Serial Correlation
The techniques above all require the assumption (4) that n is serially independent. The techniques can be modified to incorporate the assumption that n follows a low-order Markov process. in which both a and p are identified. Notice that identification of a is lost if p=0, which is our previous result.
Conclusions
The discouraging results from implementing the estimators described here were to an extent foreshadowed by the overfitting tests Either way, the argument goes through. The projection interpretation is the relevant one from a practical viewpoint, since it rationalizes the linear regressions to be computed below. 
