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Работа посвящена математической модели параллельной системы, частным
случаем которой является асинхронная система. В ней введены дистрибутив-
ные асинхронные автоматы. Доказано, что сети Петри и системы переходов
с отношением независимости можно рассматривать как дистрибутивные асин-
хронные автоматы. Стандартным образом, посредством отображения, сопо-
ставляющего событиям временные интервалы, определяются временные дис-
трибутивные асинхронные автоматы. Доказано, что временные дистрибутив-
ные асинхронные автоматы обобщают временные сети Петри и асинхронные
системы.
Введение
Для исследования поведения параллельных процессов в задачах верификации при-
меняются временные сети Петри [1]-[4], временные структуры событий [5], времен-
ные системы переходов [6], временные системы переходов с независимостью [7]. Они
применяются также для разработки программного обеспечения [8] и исследования
природных процессов [9]. Несмотря на то, что сети Петри являются очень удобны-
ми математическими моделями параллельных вычислительных систем, существуют
задачи, для решения которых нужны более общие временные модели. Например, в
работе [10] для решения задачи о читателях и писателях применяются асинхронные
системы. В то же время асинхронные системы, в которых каждому переходу ста-
вится в соответствие интервал времени, не являются обобщением временных сетей
Петри, ибо отношение независимости на переходах сети Петри не удовлетворяет
аксиомам асинхронной системы. В данной работе введено обобщение асинхронных
систем, позволяющее определить временные системы, частным случаем которых
являются временные сети Петри.
1Работа выполнена в рамках программы стратегического развития государственных образова-
тельных учреждений высшего профессионального образования, № 2011-ПР-054
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1. Дистрибутивные асинхронные автоматы
Введем математическую модель параллельных систем, обобщающую асинхронную
систему М. Беднарчука [11] и докажем, что класс этих моделей включает автоматы
с отношением независимости, введенные Е. Губо [12].
Определение 1. Дистрибутивным асинхронным автоматом называется пятер-
ка
A = (S, s0, E, I, T ran),
состоящая из множеств S и E, элемента s0 ∈ S, отношения Tran ⊆ S ×E ×S и
семейства антирефлексивных симметричных отношений I = (Is)s∈S, Is ⊆ E ×E.
Должны быть выполнены следующие условия
(i) (s, a, s′) ∈ Tran & (s, a, s′′) ∈ Tran⇒ s′ = s′′;
(ii) для любых s ∈ S, (a1, a2) ∈ Is, (s, a1, s1) ∈ Tran и (s1, a2, s′) ∈ Tran суще-





















Рис. 1. Аксиома (ii) для асинхронных автоматов
Пример 1. Всякую асинхронную систему (S, s0, E, I, T ran) можно рассматривать
как дистрибутивный асинхронный автомат, полагая Is = I для всех s ∈ S.
В работе Губо [12, Definition 3] было введено определение автомата с отношением
независимости. В работе [13] были установлены интересные связи этой модели с
сетями Петри.
Определение Губо отличается от данного выше тем, что условие (ii) заменяется
следующим:
(ii)’ Для любых (a1, a2) ∈ Is существуют s1, s2, s′ ∈ S, для которых (s, a1, s1) ∈
Tran, (s1, a2, s′) ∈ Tran, (s, a2, s2) ∈ Tran и (s2, a1, s′) ∈ Tran (см. рис.1).
Пример асинхронной системы S = {s0, s1, s2}, E = {a1, a2}, I = {(a1, a2), (a2, a1)},
имеющей переходы, изображенные на рис. 2, показывает, что не всякая асинхронная
система будет автоматом с отношением независимости. Поэтому определение Губо
не является более широким, чем наше.
Широкий класс дистрибутивных асинхронных автоматов, не являющихся авто-
матами с отношением независимости, можно построить следующим образом:
Если в дистрибутивном асинхронном автомате A = (S, s0, E, I, T ran) существу-
ют состояния s, s1, s2 ∈ S, пара событий (a1, a2) ∈ Is, пара переходов (s, a1, s1) ∈






Рис. 2. Асинхронная система, не автомат с отношением независимости
Tran и (s, a2, s2) ∈ Tran, для которых не существует состояний s′ ∈ S, допускаю-
щих переходы (s1, a2, s′) или (s2, a1, s′), то A не будет удовлетворять аксиоме (ii)’.
В этом случае мы будем говорить, что в состоянии s нарушена конфлюэнтность.
Всякий дистрибутивный асинхронный автомат, имеющий хотя бы одно состояние, в
котором нарушена конфлюэнтность, не будет удовлетворять аксиоме (ii)’ и, значит,
не будет автоматом с отношением независимости.
Например, дистрибутивный асинхронный автомат A = (S, s0, E, I, T ran), со-
стоящий из множества состояний S = {s0, s1, s2, s3, s4}, множества событий E =
{a1, a2}, отношений независимости Is0 = Is1 = {(a1, a2), (a2, a1)}, Is2 = Is3 = Is4 = ∅,










не будет автоматом с отношением независимости, ибо в s1 нарушена конфлюэнт-
ность.
Следующее утверждение показывает, что всякий автомат с отношением незави-
симости будет дистрибутивным асинхронным автоматом.
Теорема 1. Всякий автомат (S, s0, E, I, T ran) с отношением независимости удо-
влетворяет аксиомам (i)-(ii) и, значит, является дистрибутивным асинхронным
автоматом.
Доказательство. Пусть для пятерки (S, s0, E, I, T ran) выполнены условия (i)
и (ii)’. Докажем (ii). С этой целью рассмотрим s ∈ S и пару (a1, a2) ∈ Is. Пусть
(s, a1, s1) ∈ Tran и (s1, a2, s′) ∈ Tran. В силу (ii)’ существуют r1, r2, r′ ∈ S, для























В силу условия (i) будет r1 = s1 и r′ = s′. Отсюда следует существование пере-
ходов (s, a2, r2) ∈ Tran и (r2, a1, s′) ∈ Tran. 2
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2. Сети Петри как дистрибутивные асинхронные
автоматы
Докажем, что сети Петри с отношением независимости, неявно использованным в
работах [1]-[4], [14] при построении временных сетей Петри, можно рассматривать
как дистрибутивные асинхронные автоматы.
Напомним, что сеть Петри определяется как пятерка (P, T, pre, post,M0), со-
стоящая из конечных множеств P и T , функций M0 : P → N, pre : T → NP ,
post : T → NP . Здесь NP обозначает множество всех функций P → N. Элементы
p ∈ P называются местами, t ∈ T – переходами, M ∈ NP – маркировками, а M0 –
начальной маркировкой. Определим отношение порядка на NP , полагая M 6 M ′,
если для всех p ∈ P верно M(p) 6 M ′(p). Сумму и разность функций определим
как (M ±M ′)(p) = M(p) ±M ′(p). Для M,M ′ ∈ NP и t ∈ T запись M t→ M ′ будет
означать, что выполнены следующие два условия
1. M > pre(t);
2. M ′ =M − pre(t) + post(t).
В этом случае мы будем говорить, что маркировкаM ′ получена изM с помощью
срабатывания перехода t.
Пусть (P, T, pre, post,M0) – сеть Петри. Обозначим •t = {p ∈ P : pre(t)(p) 6= 0}.
Для произвольной маркировки M ∈ NP определим отношение
IM = {(t1, t2) ∈ T × T :M > pre(t1) & M > pre(t2) & •t1 ∩ •t2 = ∅}. (1)
Теорема 2. Сеть Петри (P, T, pre, post,M0) определяет дистрибутивный асин-
хронный автомат (S, s0, E, I, T ran), S = NP , E = T , s0 =M0, Tran = {(M, t,M ′) ∈
NP × T × NP : существует M t→M ′}, для которого IM определяется по формуле
(1).
Доказательство. Если (t1, t2) ∈ IM , то существуют M t1→ M1 и M t2→ M2.


















будет иметь место M2
t1→ M ′. Поскольку переход t2 не влияет на фишки, находя-
щиеся во входных местах перехода t1, то M2 > pre(t1). Имеет место M2 − pre(t1) +
post(t1) = M − pre(t2) + post(t2) − pre(t1) + post(t1) = M1 − pre(t2) + post(t2) = M ′.
Стало быть, M2
t1→M ′. 2
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Множество достижимых маркировок состоит из M0(1, 0, 1), M1(0, 1, 1), M2(1, 1, 0),
M3(0, 2, 0), M4(2, 0, 0), M5(0, 0, 2). На рис. 3 показан дистрибутивный асинхронный




























Рис. 3. Дистрибутивный асинхронный автомат для сети Петри Ω
Мы видим, что маркировкам сети Петри Mi соответствуют состояния дистри-
бутивного асинхронного автомата si, 0 6 i 6 5, а переходам сети ti соответствуют
действия ai, i ∈ {1, 4}. Отношения Is для данного автомата будут равны:
Is0 = {(a1, a2), (a2, a1)}, Is1 = {(a2, a3), (a3, a2), (a2, a4), (a4, a2)},
Is2 = {(a1, a3), (a3, a1), (a1, a4), (a4, a1)}, Is3 = ∅, Is4 = ∅, Is5 = ∅.
Замечание 1. Если в качестве состояний сети Петри рассматривать марки-
ровки M : T → N, удовлетворяющие для всех p ∈ P неравенству M(p) 6 1,
то мы получим так называемую элементарную сеть Петри. Элементарная сеть
Петри называется также C/E-сетью, а обычная – P/T-сетью. Всякую элемен-
тарную сеть Петри можно превратить в безопасную сеть, имеющую те же
переходы, в которой недостижимы маркировки M , не удовлетворяющие неравен-
ству M(p) 6 1. Поэтому мы можем рассматривать элементарную сеть Петри
как обычную. В частности, если для сети Петри Ω отбросить состояния s3, s4,
s5, то мы получим элементарную сеть Петри. Она будет определять дистрибу-
тивный асинхронный автомат, с Is0 = {(a1, a2), (a2, a1)}, Is1 = Is2 = ∅, который
не будет автоматом с отношением независимости в смысле Губо [12]. Заметим,
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что в работах [1]-[3] изучаются элементарные временные сети Петри, а в рабо-
тах [8], [9], [14] – просто временные сети Петри.
3. Временные дистрибутивные асинхронные
автоматы
Обобщим определение временной сети Петри, данное в работе [14]. Обозначим через
R>0 множество всех неотрицательных вещественных чисел.
Определение 2. Временным дистрибутивным асинхронным автоматом называ-
ется дистрибутивный асинхронный автомат
A = (S, s0, E, I, T ran),
вместе с парой функций eft : E → R>0, lft : E → R>0 ∪ {∞}, удовлетворяющих
для всех a ∈ E неравенству eft(a) 6 lft(a). Временной дистрибутивный асинхрон-
ный автомат обозначим через (A, eft, lft).
Введем временные состояния. С этой целью определим частичное отображение
S × E ·→ S, (s, a) 7→ s · a, полагая s · a = s′, если существует такой s′ ∈ S, что
(s, a, s′) ∈ Tran. В противном случае значение s · a не определено. Стандартным об-
разом, добавив к S состояние “зависания” ∗, превратим это частичное отображение
в тотальное · : S × E → S unionsq {∗}, полагая s · a = s′, если (∃s′ ∈ S)(s, a, s′) ∈ Tran, и
s · a = ∗, в других случаях.
Определение 3. Временным состоянием временного дистрибутивного асинхрон-
ного автомата (A, eft, lft) называется пара (s, h), состоящая из s ∈ S и функции
h : E → R>0 ∪ {#}, таких, что
1. s · a ∈ S ⇒ h(a) 6 lft(a);
2. s · a = ∗ ⇒ h(a) = #.
Каждое действие a ∈ E имеет “часы”. В начале работы временное состояние
равно (s0, h0), где h0(a) = 0, если существует s′ ∈ S и переход s a→ s′.
Определение 4. Будем писать (s, h) a→ (s′, h′) и говорить, что действие a ∈ E
переводит временное состояние (s, h) в (s′, h′), если
(1) s · a = s′ 6= ∗ & eft(a) 6 h(a);
(2) (∀b ∈ E) h′(b) =

# если s′ · b = ∗
h(b) если и только если s′ · b 6= ∗ & (a, b) ∈ Is
0 в других случаях.
Определение 5. Для τ ∈ R>0 будем писать (s, h) τ→ (s′, h′) и говорить, что
состояние (s, h) заменяется состоянием (s′, h′) при истечении времени τ , если
(1) s′ = s;
(2) (∀a ∈ E) h(a) 6= #⇒ h(a) + τ 6 lft(a);
(3) (∀a ∈ E) h′(a) =
{
# если s′ · a = ∗
h(a) + τ если s′ · a 6= ∗.
84 Моделирование и анализ информационных систем Т.19, №4 (2012)
Легко видеть, что определения 3–5 обобщают определение временного состояния
и его изменения, введенного для сетей Петри в работе [14].
Рассмотрим, например, асинхронную систему, состоящую из двух независимых









для которых известны eft(ai) и lft(ai), i ∈ {1, 2}. Вычислим минимальное время
выполнения операций, приводящих к состоянию s3. Временные состояния (s, h) бу-
дем рассматривать как тройки (si, τ1, τ2). Пусть eft(a1) 6 eft(a2). Тогда возможен
следующий путь выполнения
(s0, 0, 0)
eft(a1)→ (s0, eft(a1), eft(a1)) a1→ (s1,#, eft(a1))
eft(a2)−eft(a1)→ (s1,#, eft(a2)) a2→ (s3,#,#) (2)
Легко видеть, что полученное время, равное сумме eft(a1) + eft(a2) − eft(a1), бу-
дет минимальным. Следовательно, в общем случае минимальное время будет равно
max(eft(a1), eft(a2)).
Вычислим максимальное время, предполагая, что lft(a1) 6 lft(a2).
(s0, 0, 0)
lft(a1)→ (s0, lft(a1), lft(a1)) a1→ (s1,#, lft(a1))
lft(a2)−lft(a1)→ (s1,#, lft(a2)) a2→ (s3,#,#) (3)
Получаем максимальное время выполнения действий max(lft(a1), lft(a2)).
Замечание 2. Мы благодарны рецензенту, который указал нам, что семейство
отношений IM ⊆ T ×T , состоящее для каждой маркировки M из множества пар
IM = {(t1, t2) ∈ T × T | M > pre(t1) + pre(t2)},
будет определять дистрибутивный асинхронный автомат, строящийся как в тео-
реме 2. В результате мы получаем новую математическую модель для изучения
временных свойств процессов, описанных сетями Петри.
Заключение
В данной статье были введены дистрибутивные асинхронные автоматы. Это поз-
волило обобщить временные сети Петри на асинхронные системы и автоматы с
отношением независимости. Введены определения временных состояний и действия
событий на этих состояниях, обобщающие соответствующие определения для сетей
Петри.
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Generalized Asynchronous Systems
Kudryashova E.S., Khusainov A.A.
Keywords: asynchronous automata, asynchronous systems, transition systems with
independence, time Petri nets
The paper consider a mathematical model of a concurrent system, the special case
of which is an asynchronous system. Distributed asynchronous automata are introduced
here. It is proved that Petri nets and transition systems with independence can be
considered as distributed asynchronous automata. Time distributed asynchronous au-
tomata are defined in a standard way by correspondence which relates events with time
intervals. It is proved that the time distributed asynchronous automata generalize time
Petri nets and asynchronous systems.
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