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Introduction
Uncovered Interest Rate Parity (henceforth UIP) is one of the most researched topics in international economics. According to the UIP hypothesis, the difference in the return on identical assets from two different countries should be fully offset by the differential of the spot and the expected future exchange rate at the points in time when the interestbearing assets are bought and redeemed. For the short-term horizon, UIP is rejected due to frictions, like irrational expectations (Mark and Wu, 1998; Frankel and Froot, 1989; Carlson and Osler, 1999) , forecast errors (Lewis, 1989; 1995) and/or non-linearities (Sarno, Valente and Leon, 2006; Baillie and Kilic, 2006; Flood and Rose, 1996; Taylor, 1996 and Bansal and Dahlquist, 2000) . Numerous studies examine the importance of these frictions.
1 However, to date no study addresses whether UIP holds if frictions are minimal. We examine this issue using London Interbank Offered Rates (LIBOR). LIBOR is a daily reference rate based on the interest rates paid on unsecured interbank deposits by international banks. As will be explained in some detail in section 2, the LIBOR market provides an environment with minimal economic frictions that may lead to rejection of UIP.
Our paper contributes to the literature in the following ways. First, to the best of our knowledge LIBOR has never been directly used for testing UIP although Juselius and MacDonald (2004) , Harvey (2005) and Ichiue and Koyama (2007) have used LIBOR, but only as a proxy for Japanese domestic interest rates. Interestingly, LIBOR is a widely used benchmark for global financial transactions and provides a setup where several of the known frictions responsible for the failure of UIP are absent.
Second, this study tests UIP using fourteen different maturities, ranging from one week to 12-months. Previous studies on UIP mostly used only two or three maturities, such as 3-months, 6-months, or sometimes 12-months, generalizing the findings. The use of several maturities helps us to identify when UIP holds.
Third, we employ panel unit root and cointegration techniques. The UIP literature has extensively adopted unit root and cointegration techniques. However, the use of panel cointegration is relatively new to this area. A panel setup has several advantages. In the first place, it takes into account that financial markets are not isolated. For instance, a shock to the US debt market that increases US interest rates vis-à-vis Japanese interest rates will activate carry trade which, in turn, may affect the US Dollar/ Japanese Yen exchange rate. However, the US specific interest rate shock also affects other markets.
Panel techniques exploit the multi-currency environment to isolate individual currencyspecific effects. The within transformation, used to isolate the currency specific effect, may lower the correlation between the series, hence a panel set-up helps in mitigating the multicollinearity problem. Moreover, a panel approach yields efficiency gains and enhances the possibility of estimating the complex dynamics. Finally, the increased sample size is expected to improve the power of the tests.
Following most previous studies, we assume perfect foresight with respect to exchange rates. However, our findings deviate from the conclusions reached in most previous UIP studies. First, we conclude that UIP holds for almost all maturities between 7 and 12 months. Furthermore, the speed of adjustment of the exchange rate due to a shock in the interest rates is related to the maturity of the underlying assets, which is not in line with the efficient market hypothesis.
The remainder of the paper is structured as follow. Section 2 discusses the market structure of LIBOR. Section 3 reviews some previous studies, while section 4 delves into data and methodology issues. Section 5 presents our results. Finally, section 6 offers our conclusions. The LIBOR markets have minimal frictions that may cause deviations from UIP.
Market homogeneity and LIBOR
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Frictions may arise: when assets differ in risk perception (Branson and Henderson, 1985; Frankel 1983; 1984) , due to transaction cost (Baldwin, 1990; Dumas, 1992) , and due to the irrational noise traders present in the market (Carlson and Osler, 1999; Mark and Wu, 1998; Frankel and Froot, 1989; De Long, Shleifer, Summers and Waldmann, 1990) .
Specifically in debt markets, the importance of noise traders and the (expected change) in transaction cost determine the market-specific premium. Baldwin (1990) shows that even small transaction cost can induce a relatively broad range of deviations from UIP within which speculative activities will not occur.
Several studies control for frictions originating from the exchange rate side by assuming perfect foresight (Tang, 2010; Bekaert, Wei and Xing, 2007; Chinn and Meredith, 2004; Carvalho, Sachsida, Loureiro and Moreira, 2004 Michaud and Upper (2008) note that the BBA tries to reduce the incentives for such behavior (and to remove quotes that are untypical for other reasons) by eliminating the highest and lowest quartiles of the distribution and averaging the remaining quotes.
transaction cost are homogenous. Both assumptions are violated if markets are not homogenous. Perfect capital mobility and similar (expected change in future) transaction cost between markets are both unlikely. However, the London interbank market provides currency-specific interest rates that are immune from market-specific heterogeneity.
Additionally, the multi-currency set up of LIBOR is ideal for using panel techniques, so that UIP can be estimated accounting for cross currency correlation and isolating the currency-specific effect.
Literature review
According to the UIP hypothesis, the differential of the return on two identical assets from different countries should be offset by the differential of the current and the future exchange rates, at the points in time when the interest-bearing asset are bought and 
If investors do not require compensation for uncertainty associated with trading currencies in the future, the expected future spot rate will be same as the forward rate and relationship (1) becomes: 
For simplicity, the exchange and interest rate differentials are denoted by it y and it x , respectively. Equation (3) then simplifies to Surveys by Froot and Thaler (1990) , MacDonald and Taylor (1992) , Isard (1996) , McCallum (1994) , and Engel (1996) report a negative beta for UIP at short horizon, contrary to the theoretical prediction of a positive unit coefficient. For instance, Froot and Thaler (1990) report an average beta coefficient of -0.88 for industrialized economies, while McCallum (1994) concludes that beta is typically around -3, while Engel (1996) argues that the representative beta coefficient falls between -3 and -4.
Recent studies have shown that a number of factors, including the functional form and the core characteristics of the underlying instruments defined by identity, maturity, and inherent risks, may influence the results. As the focus of this study is on the shortterm horizon, generally defined to be a period less than a year and more than a few hours, this review is limited to studies using short-term instruments only. Appendix 1 offers a summary of several studies focusing on the scope and techniques used for analyzing this relationship. 6 In line with the earlier surveys mentioned, the Appendix shows that many studies fail to provide comprehensive evidence supporting UIP. Although some studies report mixed results, others reject UIP (cf. Mark and Wu (1998) ; Juselius and MacDonald (2004) and Campbell, Koedijk, Lothian and Mahieu (2007) ).
Most studies use domestic interbank or money market rates to test UIP, except for Juselius and MacDonald (2004) , Harvey (2005) , and Ichiue and Koyama (2007) who employ LIBOR for one or two maturities. These studies have investigated UIP for the Japanese yen and agree that the information content of the JPY-LIBOR rate is superior to the Japanese short-term interest rate, since the money market in Japan was thin and heavily regulated until the late 1980s (Juselius and MacDonald, 2004 ).
In addition, almost all the studies referred to employ only two or three maturities to generalize their findings. Generally, the short end of the yield curve is more volatile compared to the longer end and the same is true for short-term rates. Therefore, the finding that UIP is rejected at a 3-or 6-month maturity should not be generalized to all maturities. We therefore investigate UIP using several maturities. 6 More details of progress in this area can be found in recent surveys, such as Chinn and Meredith (2004, 2005) , Pasricha (2006) , and Alper et al. (2009) .
Data and Methodology
Data
We use daily data on LIBOR from January been used as the current value. In case of an initial missing value, we used the first available value to fill the series backward.
As the movement in the exchange rate is calculated by differencing t s from i t s + , the use of overlapping data may cause autocorrelation in the error term as pointed out by Harri and Brorsen (2002) . We have used unit root and cointegration tests that compute critical values using bootstrapping and hence our basic results will not be affected by this problem.
Methodology
As shown in Appendix 1, several authors have used unit root and cointegration techniques. Following Tang 
Panel Unit Root Tests
The first generation of panel unit root tests examines the stationarity of a series assuming 7 http://www.bbalibor.com/rates/historical 8 http://www.imf.org/external/np/fin/data/param_rms_mth.aspx that the panel is cross sectionally independent. 9 This assumption is very restrictive for financial markets and for the LIBOR market especially as currency-specific interest rates influence each other. Baltagi et al. (2007) point out that tests which do not account for cross-sectional dependence can be subject to considerable size distortions and therefore tend to over-reject cointegration.
We follow Greene's (2000) recommendation to test cross-sectional independence by using the Breusch and Pagan LM test in panels with long time series. This test exploits contemporaneous correlations using seemingly unrelated regression (SUR). The resulting test statistic has a Chi-square distribution with [N*(N-1)/2] degrees of freedom, where N indicates the number of cross-sections. Table 1 gives the Chi-square statistics for the null hypothesis of independent cross-sections. The null hypothesis is rejected at the one percent level of significance for all maturities, indicating that the first generation of panel unit root tests is inappropriate for making inferences.
Second generation of panel unit root tests relax the assumption of independent cross-sections. To capture the cross sectional dependence between the series, these tests 9 Notable among the first generation of unit root tests are Levin et al. (2002) [commonly known as LLC],
Breitung (2000), Im et al. (2003) [commonly known as IPS], Maddala and Wu (1999) [Commonly known as Fischer Test], Harris and Tzaralis (1999) , Hadri (2000) and Taylor (1998a, 1998b) . 10,084.9* 0.0000 9-month 9,958.0* 0.0000 10-month 9,595.4* 0.0000 11-month 9,497.2* 0.0000 12-month 9,653.7* 0.0000 Breusch and Pagan LM statistics with Null Hypothesis of Cross sections are independent. This test statistics has Chi-square distribution with N(N-1)/2 degrees of freedom. * and ** indicates respectively 1% and 5% level of significance. model the unobserved common factor across units. 10 Underlying this technique is the premise that variability among observed variables can be described by a potentially lower number of unobserved variables, called 'factors'. These common factors are assumed to account for the variation and co-variation across a range of observed phenomena.
However, the second-generation tests require panels with moderate or large number of cross-sections with long time series. In addition, these tests can only deal with common factor structures and contemporaneous dependence. Importantly, as we use a panel with six cross-sections only, also the application of a second-generation test would be inappropriate.
The CDRBB test 11 does not entail modeling the temporal and/or cross sectional dependence structures as it uses block bootstrapping. Moreover, the inferences from this test are valid under a wide range of possible data generating processes, which makes it an appropriate tool for dealing with the fixed number of cross-sections and large time series asymptotics. In a nutshell, the block bootstrap technique is the time series version of a standard bootstrap where the dependence structure of the time series is preserved by dividing data into blocks and then re-sampling the blocks. However, the block length selected can have a large effect on the performance of any designed block bootstrap test.
The CDRBB test uses the wrap speed calibration method for selecting the optimal size of the block.
The CDRBB test provides 'pooled ( p τ )' and 'group-mean ( gm τ )' test statistics, summarized by equations (5) and (6) 
Panel Cointegration
Cointegration is essentially a method to detect the long-run relationship between integrated series. UIP requires a positive long-run relationship between interest and exchange rate differentials. Until recently, the literature has largely adopted residual based panel cointegration tests, like those proposed by Pedroni (1999; 2004), McCoskey and Kao (1998; . However, we adopt the Westerlund (2007) error correction based procedure for testing cointegration for two reasons. First, it presupposes that regressors are weakly exogenous. In line with this presumption, the UIP hypothesis assumes that the causality runs contemporaneously from the interest rate to the exchange rate only.
Second, this procedure provides robust critical values for the test statistics by applying bootstrapping which accounts for the cross sectional dependence. 
Estimates for Long-run Relationship
To specify the long-run relationship between cointegrated series, various estimation techniques have been proposed discarding ordinary least squares (OLS). Chen et al. heterogeneous panel estimates. We only report the estimates of the homogenous panel as they are less affected by the small N bias.
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The FM-OLS estimator is constructed by correcting the OLS estimator for endogeneity and serial correlation. To remove the nuisance parameters, it employs a semi-parametric correction which results in asymptotically unbiased estimators with fully efficient mixture normal asymptotics such that the inferences from its limiting distribution can be drawn easily. The key to the FM-OLS estimation is the construction of long-run covariance matrix estimators which uses kernel estimates. Originally proposed by Phillips and Hansen (1990) for time series, the FM-OLS estimator has been modified for a panel context by Pedroni (2001) , Philips and Moon (1999) , and Kao and Chiang (2001) . it is identically distributed and converges to the same limiting distribution as that of FM-OLS estimators. McCoskey and Kao (1998) formulate the single equation panel DOLS using the initial dynamic OLS method proposed by Saikkonen (1992) and Stock and 13 The FM-OLS and DOLS estimators both assume that errors are independent across cross-sections which may not true in this case. In addition, the limiting distribution of both estimators follows the sequential limit theory where
. This assumption is violated in our case, as the number of cross sections (N) is finite. However, estimation techniques for panel-cointegrated systems are still in an evolutionary phase and widely accepted answers to these problems have not yet been provided. Therefore, we apply the DOLS and FMOLS estimators suggested by Kao and Chiang (2001) . Watson (1993) for time series. The proposed estimators provide asymptotically efficient estimates of the cointegrating system. The notations have a similar meaning as in FM-OLS except for q which represents the number of leads and lags to be incorporated in (10).
Results and Analysis
For brevity's sake, Table 2 reports pooled statistics of the CDRBB test for the level of the series. The conclusions for group mean statistics are not very different from those based on pooled statistics and are therefore reported in Appendix 2 (see Table A1 ). Table 2 shows that the null hypothesis of non-stationary cannot be rejected for the exchange rate differential series for maturities from 7 to 12-months. The tests for the first difference of these maturities reject the null hypothesis (not reported), indicating that these series are I(1). Similarly, for the interest rate differentials, the tests do not (do) reject the null hypothesis for all (the first difference of) the interest differentials, indicating the series are I(1). Both exchange and interest rate differentials with maturities between 7 and 12 months are found integrated and therefore subjected to the cointegration test. The other series are ignored, as panel cointegration tests are useful only for integrated series.
Our results show the importance of considering a wide array of maturities. Had we considered, say, maturities of 3 and 6 months only, as most previous studies do, we would have ended up with the conclusion that both series are not integrated and therefore not-cointegrated; such an outcome would therefore have led us to reject UIP as cointegration is a necessary (but not sufficient) condition for UIP to hold.
We apply the Westerlund (2007) cointegration test to the integrated series. The Table 3 shows the panel statistics only. The group-mean statistics are reported in Table A2 in Appendix 2. Robust p-values for both panel statistics α P and τ P show that the null hypothesis of no cointegration is significantly rejected at the five percent level of significance. So these tests confirm that there exists a long-run equilibrium relationship between exchange and interest rate differentials. In other words, any shock to a currency specific LIBOR rates vis-à-vis another currency specific rate effects the exchange rates between these currencies in the long run.
It is important to examine the speed of adjustment of the cointegrated series. Figure 1 shows the adjustment process of the exchange rate for different maturities. 14 The period of adjustment in the exchange rate is found to be increasing in the maturity of the underlying instruments. For the 7-month maturity the adjustment period is around 159 minutes while for the 12-month maturity it is 194 minutes. The group-mean statistics lead to similar conclusions. The relatively slow adjustment in 12-month compared to the 7-month maturity points towards possible arbitrage opportunities, albeit for a very short period. This finding seems in contrast with the efficient market hypothesis and does not support the finding of Bekaert et al. (2007) . Using both short and long-term debt instruments, these authors reach the conclusion that the adjustment periods are related to 14 For α G slope coefficient see Table A2 in Appendix 2.
currencies and not to the maturities of the underlying instruments.
For the cointegrated system Tables 4 and 5 show estimates of the long-run relationship, using panel FM-OLS and DOLS estimators, respectively. In the FM-OLS estimates, the non-parametric technique (Bartlett Kernel) is used to estimate the long-run serial correlation factor. In the DOLS estimates, maximum leads of 5 days and maximum lags of 21 days have been used, similar to the cointegration test. The FM-OLS and DOLS estimates show that interest rates differentials are positively related with exchange rate differentials for all maturities considered (7 to 12 months). This finding is in contrast with the results of most previous studies which generally report negative beta coefficients for the short-run horizon. 15 In addition, the null hypothesis that beta equals one cannot be rejected for all maturities, except for a maturity of 7 months. This finding suggests that UIP holds for the short-run horizon if market specific heterogeneity is controlled for.
Although they are very different, the FM-OLS and DOLS methods provide almost the same estimate for the slope coefficients and their level of significance. Monte Carlo simulation results of Kao and Chiang (2001) show that FM-OLS estimates are more biased compared to DOLS in sample with small N. Furthermore, the negative adjusted Rsquare is in line with the existing literature on UIP which generally reports a low or even negative R-squared (Chinn, 2007) . 15 Our OLS (see Table A3 ) and adjusted OLS results (see Table A4 ) in Appendix 2 also indicate that the slope coefficients are negative and fall in a range generally predicted by empirical research. These results are in line with the findings of earlier studies on UIP. Importantly, this paper shows that previous studies have ignored two key factors while studying UIP. First, different debt market behave differently and should not be considered as identical or homogenous. Second, cross currency dynamics in exchange and interest rates play an important role. Once these factors are accounted for, the UIP hypothesis is confirmed for the short run.
Conclusions
The UIP hypothesis as tested in this paper is a joint test of the rational expectations hypothesis and UIP. In line with several previous studies, we assume perfect exchange rate foresight. This paper has number of positive outcomes. Firstly, by controlling for market specific heterogeneity it shows that UIP holds in the short run. Secondly, our result support using a wide range of maturities as inferences based on one or two maturities may be misleading. Thirdly, the tenure wise adjustment behavior in the exchange rates do not support the efficient market hypothesis. We expect some serious debate on this issue, going forwards. Finally, this study shows that the information content of LIBOR is very rich and can be used for meaningful analysis subject to the choice of the proper technique. Until now, very few researchers have taken this information source seriously. (7). The alternative hypothesis of these test statistics are at least one of the member of the panel is cointegrated. 5 and 21 are the maximum number of leads and lags considered for estimation. Values give the estimated values of the coefficients and Z-values are their standardized values. Rob. P-values are the robust probability values calculated using the bootstrap technique. *and ** indicates respectively 1% and 5% level of significance. 0.00000 0.00210 The OLS estimates are obtained after applying bias correction due to long run correlation between the cointegrating equations and the stochastic regressors' innovations. Beta coefficient gives the slope of the interest rate differential series. Additionally, a null hypothesis of beta equals to one also tested to check if UIP holds on one to one basis. The corresponding p-values show the probability values.
