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Blind Image Deblurring Using
Row-Column Sparse Representations
Mohammad Tofighi, Student Member, IEEE, Yuelong Li, Student Member, IEEE, and Vishal Monga, Senior Member, IEEE
Abstract—Blind image deblurring is a particularly challenging
inverse problem where the blur kernel is unknown and must
be estimated en route to recover the deblurred image. The
problem is of strong practical relevance since many imaging
devices such as cellphone cameras, must rely on deblurring
algorithms to yield satisfactory image quality. Despite significant
research effort, handling large motions remains an open problem.
In this paper, we develop a new method called Blind Image
Deblurring using Row-Column Sparsity (BD-RCS) to address
this issue. Specifically, we model the outer product of kernel
and image coefficients in certain transformation domains as a
rank-one matrix, and recover it by solving a rank minimization
problem. Our central contribution then includes solving two
new optimization problems involving row and column sparsity
to automatically determine blur kernel and image support
sequentially. The kernel and image can then be recovered through
a singular value decomposition (SVD). Experimental results on
linear motion deblurring demonstrate that BD-RCS can yield
better results than state of the art, particularly when the blur
is caused by large motion. This is confirmed both visually and
through quantitative measures.
I. INTRODUCTION
IMAGE blurring may come from different sources: opticaldefocusing, camera shaking, etc and frequently contributes
to loss of captured image quality. DSLR cameras usually have
image stabilizers either in the camera body or in the lenses.
However, for cellphone and compact cameras, because of size
limitations such mechanical stabilizers are hard to incorporate.
In such scenarios, image processing algorithms are required to
remove blurring artifacts in the post-processing stage. Math-
ematically image blurring can be well modelled as discrete
convolution and image deblurring algorithms generally require
solving an image deconvolution problem.
Depending on whether the Point Spread Function (PSF),
aka blur kernel is known or otherwise, image deconvolution
methods can be divided into two categories: non-blind image
deconvolution where the PSF is exactly given and blind image
deconvolution where only the blurred image is observed. The
area of non-blind image deconvolution is mature with demon-
strated practical success [1]–[6]. Blind image deconvolution on
the other hand presents a more formidable practical challenge,
since the blur kernel must be automatically estimated.
Related Works: Early works in blind deconvolution in-
clude Ayers and Dainty’s work in [7] and the blind image
deconvolution method based on Richardson-Lucy’s method
in [8]. In [7] an iterative method similar to Wiener filter is
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employed in the Fourier domain, with a positivity constraint
on the image, while in [8], a probabilistic solution based on
Bayesian estimation is proposed.
Recent blind deconvolution methods can be divided into
two groups: the first one follows an alternating minimiza-
tion scheme [9]–[12], i.e., solving for either the PSF or the
image while fixing the other iteratively until convergence.
The successes of these methods crucially rely on proper
choices of regularizers. For instance, Shan et al. [9] employed
logarithmic density of the image gradient to exploit the edge
information while Krishnan et al. [10] employed a normalized
sparsity measure. Xu et al. [11] employed truncated `2-norm
as a practical approximation of the `0-norm. These methods
are usually successful in recovering the latent images under
relatively small motions; however, when confronted with large
motions their performance may degrade due to edge distor-
tions. Recently, Ren et al. [12] designed a weighted nuclear
norm to exploit the non-local patch similarities, especially
along salient edge structures. However, this method may fail
to produce clear results when rich textures are present.
The second one follows a two-stage scheme [13]–[15], i.e.,
first estimating the PSF and then solving a non-blind decon-
volution problem using the estimated kernel. A representative
example is Fergus et. al’s method [13]. A drawback of it
is the occasional ringing artifacts in the resulting images.
More recent techniques [11], [16], [17] focus on dealing
with large motions by pre-processing the image gradients to
filter out misleading edge information. Cho and Lee [18]
employed shock filter to detect salient edges, and a coarse-
to-fine iterative refinement scheme to recover large kernels.
Xu et al. [16] mask the edges based on a customized metric
and recover the kernel using the masked edges only.
There have been notable recent breakthroughs in under-
standing the optimization problem involved in solving for
the blur kernel and the deblurred image. Levin et al. [19]
recommend estimating the kernel before the latent image
instead of jointly estimating both to rule out trivial solutions.
Perrone et al. in [20] verified this finding experimentally,
and further found that alternating minimization over the total-
variation (TV) regularized non-convex cost function can avoid
converging to a trivial solution. Other works based on TV
regularization include [21]–[23]. From a general blind de-
convolution perspective (not specifically image deblurring),
Ahmed et al. [24] proposed an analytical approach to convert
blind deconvolution into a rank-one matrix recovery problem.
Their work offers theoretical guarantees of recovery but is
based on somewhat unrealistic prior knowledge about both
the locations of nonzero PSF coefficients in pixel domain (blur
kernel support) and the locations of primary coefficients of the
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image in certain transformation domains (image support).
Motivation and Contributions: From a performance stand-
point, improving deblurred image quality in the face of large
motion is an outstanding open challenge. The work of Ahmed
et al. [24] offers promise but is hard to realize in practice
due to the requirements of exact knowledge about image and
PSF support. Motivated by this dichotomy, we develop a novel
image deblurring method called Blind Image Deblurring using
Row-Column Sparse Representations (BD-RCS). Like Ahmed
at al [24], our work formulates a rank-one matrix recovery
problem but we set up two new optimization problems in-
volving row and column sparsity to automatically determine
blur kernel and image support respectively. Note that in the
analytical development, we don’t pose any assumptions on the
types and shapes of the kernel and thus BD-RCS is versatile
across several practical blur models. In this work, we represent
the image in the Haar wavelet domain but this transform is a
flexible parameter in our work and its exact choice could be
driven by the experimental scenario.
Reproducibility: All the results in this paper are completely
reproducible. We also share our code publicly at [25].
II. PROPOSED METHOD
A. Formulation of Blind Deconvolution as Rank Minimization
For completeness, we first briefly review the technique of
formulating blind deconvolution as a rank-one matrix recovery
problem originally proposed in [24]. We also discuss its
fundamental limitations towards practical applications. Recall
the mathematical model for the blurred image:
y = x ∗ k + n, (1)
where x is the latent image, k is the blur kernel, n is
the additive white Gaussian noise, and ∗ is the discrete 2D
convolution. Let B ∈ RL×K be a subsampled version of
the identity matrix and C ∈ RL×N be the matrix which
performs an N dimensional reconstruction of x (using the
basis vectors of the inverse Haar transform). Let y = vec(y),
x = vec(x) ∈ RL , and k = vec(k) (zero-padded to length L).
Consistent with [24], x and k are assumed to be in subspaces
of dimension N and K respectively with N,K < L:
k = Bh, h ∈ RK and x = Cm, m ∈ RN . (2)
By taking 2D discrete Fourier transform on both x and k, we
can rewrite (1) in the Fourier domain as:
yˆl = 〈cˆl,m〉〈h, bˆl〉 = Tr(AHl (hmT )) l = 1, . . . , L, (3)
where Al = bˆlcˆHl and ·̂ is the Fourier transform of cor-
responding components. By lifting h and m to a rank-one
matrix via X0 := hmT , we can compactly represent (3)
as yˆ = A(X0), for a linear operator A : RK×N −→ CL
defined elementwise in (3). In this way, the problem reduces
to a linear inverse problem over the non-convex set comprising
rank-one matrices. However, directly solving this non-convex
problem is NP-hard [26], and for tractability, the following
convex surrogate is solved instead in [24]:
min
X∈RK×N
‖X‖∗ subject to yˆ = A(X), (4)
min
X∈RK×N
‖X‖∗ + λ‖X‖2,1
subject to yˆ = Â(X)
Update Â Threshold thePSF support
Estimate PSF support using luminance channel
X̂
min
X∈RK×N
‖X‖∗ + λ‖X‖1,2
subject to yˆ = Â(X)
Update Â Threshold theimage support
Estimate image support using RGB channel
Deblurred image Blur kernel
X˜
RGB Blurred Image
PSF support
Fig. 1. Flowchart of Blind image Deconvolution using Row-Column Sparsity.
where ‖X‖∗ is the nuclear norm of X defined as the sum of
the singular values of X. It was proven in [24] that, under
certain conditions (most notably max(K,N) L), h and m
can be exactly recovered (up to scaling) by a singular value
decomposition of the solution to (4).
Although this approach provides a promising direction in
principle, some fundamental limitations prevent its applica-
tions to realistic image processing problems. In particular, in
formulating (4) a precise forward model is implicitly assumed,
i.e., A needs to be exactly determined in advance. However,
such knowledge in turn requires the exact support of both the
image and the blur kernel, which is not available in practice.
B. Tractable estimation of blur kernel and image support
We first show how we detect the kernel support. Although
kernel support is hard to obtain directly, it is common practice
to initialize it with a bounding box containing all its nonzero
coefficients (refer to Fig. 2 for a concrete example). Thus we
let h ∈ RK′ in (2) be the vectorized bounding box and note
correspondingly B ∈ RL×K′ with initial K ′  K, i.e., a
vector of all ones and form the corresponding lifted matrix
X0 ∈ RK′×N as discussed in Section II-A. Nonetheless, in
practice a sensible recovery of X0 cannot be expected simply
by solving (4) due to the high ambient dimensionality of X0;
however, it turns out h can be well modeled as a sparse vector.
This property translates to row sparsity in the lifted matrix X0,
i.e., a majority of the rows in X0 are zero vectors. To capture
it, we employ the norm ‖X‖2,1 :=
∑K
i=1 ‖X(i, :)‖2, i.e., sum
of `2-norms of rows in X. As discussed in [27], this norm
effectively promotes row sparsity. Instead of solving (4), we
solve the following convex optimization problem:
X̂← arg min
X∈RK×N
‖X‖∗ + λ‖X‖2,1 s.t. yˆ = Â(X), (5)
where Â : RK′×N −→ CL is the linear operator similarly
defined as (3), and λ > 0 is the constant parameter balancing
the contributions of both terms and is practically determined
via cross validation [28], [29].
Despite the fact that merely solving (5) is insufficient to
yield an accurate estimation of the blur kernel, we may
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gather some partial information about it from the solution
X̂. Specifically, when certain rows of X̂ are of significantly
smaller magnitudes compared to the others, we may infer that
those rows should not be included in the kernel support. Via
hard thresholding1 on the rows of X̂, we can improve the
forward model yˆ = Â(X0) by reducing K ′ until convergence
to the true support. Fig. 2 visually depicts this procedure for
motion PSF of l = 10, θ = 30°.
To recover the image support, we simply note that k and
x play symmetric roles in our model. Just as initializing the
kernel support with a bounding box, we aim to initialize the
image support with a “container”. Indeed, in Haar wavelet
the locations of dominant image coefficients largely stays
stable even under large motion blurring, and through mildly
thresholding the blurred image coefficients, we can achieve
moderate dimensionality reduction while maintaining most of
the support information. With such initialization, we solve the
following optimization problem:
X˜← arg min
X∈RK×N
‖X‖∗ + λ‖X‖1,2 s.t. yˆ = Â(X), (6)
where ‖X‖1,2 :=
∑N
i=1 ‖X(:, i)‖2 effectively promotes col-
umn sparsity. Â is refined iteratively and a flowchart is shown
in Fig. 1.
Remark: To be consistent while competing with state of the
art methods [10]–[12], [17], [20], [30], we consider noise
to be relatively small. Extension to dealing with significant
amount of noise is possible by relaxing the equality constraint
in (5) and (6) to ‖yˆ − Â(X)‖2 ≤ . Further, in finding
the support of the PSF a hard-thresholding in each step is
performed, and reasonable amount of noise will not influence
the detected support. Incorporating the inequality constraint
‖yˆ − Â(X)‖2 ≤  into the optimization problem is beyond
the scope of this paper and is a direction for future work.
C. Efficient Optimization Algorithms
We discuss how to solve (5) in detail; solution to (6) follows
analogously. It is difficult to directly solve (5) using similar
methods as discussed in [31], [32], primarily because of its
non-smoothness and high dimensionality; however, we can
equivalently solve an alternative smooth optimization problem
of dramatically lower dimensionality, as stated formally in the
following theorem:
Theorem 1. The minimizer of (5) can be found by solving
inf
Z0∈RK×r,H0∈RN×r,w∈RK+
‖Z0‖2F + ‖H0‖2F
+
K∑
i=1
(
wi + λ
2 ‖eTi Z0HT0 ‖22
wi
)
s.t. ŷ = Â(Z0HT0 ), (7)
to obtain solution Ẑ0, Ĥ0 and letting X̂ = Ẑ0ĤT0 whenever
r ≥ rank(X̂) for every minimizer X̂ of (5)2.
Proof of Theorem 1 is included in the supplementary docu-
ment. To solve (7) we adopt augmented Lagrangian multiplier
1In our experiments we fix the threshold value to be half of the mean of
the `2-norms of each row of X̂. In most practical setups, usually KN > 2L
and thus (5) and (6) are feasible.
2A uniform upper bound for r depending only on K and N is derived
in [33]. Through cross-validation we choose r = 4.
. . .
. . .
Fig. 2. X̂ in selected intermediate steps (top row) and the corresponding
estimated kernels (bottom row).
method. The augmented Lagrangian is
Lσ,Â(Z0,H0,w;α) = ‖Z0‖2F + ‖H0‖2F − 2αH(Â(Z0HT0 )− ŷ)
+ σ‖Â(Z0HT0 )− ŷ‖22 +
K∑
i=1
(
wi + λ
2 ‖eTi Z0HT0 ‖22
wi
)
, (8)
which is smooth and can be efficiently minimized by the lim-
ited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS)
method widely applied to large scale nonlinear optimization
problems [34]. Instead of jointly solving for (Z0,H0,w), we
alternate between solving for (Z0,H0) and w; more details
can be found in the supplementary document. The algorithm
for solving (5) is summarized in Algorithm 1 (σ0 = 1e3,
ε0 = 1e − 4 and ρ = 10, determined for best convergence
rate). The convergence analysis of Algorithm 1 is available in
[35]. The algorithm for solving (6) can be analogously derived.
Algorithm 1 Augmented Lagrangian Algorithm for Solving (5)
Input: Parameters λ, ρ, σ0, ε0 ∈ R+.
1: Z0 ← uniform kernel, H0 ← blurred image coefficients.
2: w0 ← (λ‖eTi Z0H0T ‖2 + ε0)Ki=1, α0 ← 0.
3: for k = 0 to I do
4:
[
Zk+1
Hk+1
]
← L-BFGS(Lσk,Â(Z,H,wi;αi)).
5: wk+1 ← (λ‖eTi Zk+1Hk+1T ‖2)Ki=1 + ε0(k+2)2 .
6: αk+1 ← αk − σk(Â(Zk+1Hk+1T )− ŷ).
7: σk+1 ← ρσk.
8: end for
Output: X̂← ZI+1HI+1T .
III. EXPERIMENTAL RESULTS
We evaluate BD-RCS by experimenting on images taken
from [36], with motion blur kernels of length from l = 7 to
l = 20 in different directions, and a Gaussian blur kernel of
radius h = 15 and standard deviation σ = 1.5 (Fig. 4) to
model various realistic scenarios. Note that these PSFs are
2D, although we are using their vectorized form. The test
images are included in Fig. 6 in the supplementary document,
labeled Im1 – Im5. We compare against seven state-of-the-art
methods for blind image deconvolution in this paper: TVBD
[20], BDIRP [30], BDNSM [10], TPKE [16], HQMD [9],
FBMD [17] and UNL0 [11]. For quantitative evaluations, we
compute two widely-used metrics: the Signal-to-Noise Ratio
(SNR) and the Improvement in Signal-to-Noise (ISNR), both
in dB. ISNR is given by: ISNR = 10 × log10
(
‖y−x‖2
‖xrec−x‖2
)
,
where y is the blurry image, x is the original image, and
xrec is the reconstructed image. We initialize the PSF with a
bounding box containing all ones. We experimentally found
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the performance of our method robust to variations of the size
of the bounding box, so long as it is conservatively selected
to enclose the actual support of the blur kernel. In contrast,
UNL0, BDNSM, HQMD, and BDRIP require the exact size
of the kernel to produce the aforementioned results.
The numerical results for all the aforementioned methods
are presented in Table I for motion PSFs of angle θ = 30° and
lengths l = 7, 10, 14. The corresponding original, blurred, and
recovered images for l = 10 are included in the supplementary
document as Fig. 11. As indicated by the numerical values,
when motion gets larger, all algorithms except for TVBD [20],
TPKE [16] and BD-RCS fail to plausibly recover the latent
images. This fact is further supported by the visual results
in the supplementary document. In particular, for kernels of
length l = 10, 14, and angle θ = 30°, the recovered images for
FBMD [17], UNL0 [11], BDNSM [10], HQMD [9], BDRIP
[30] suffer from either blurring or ringing artifacts. The results
for BDRIP [30] are typically over-smoothed as also reflected
by their poor SNR and ISNR values in Table I. This can be
explained by the wide supports in their reconstructed kernels.
In contrast, BD-RCS achieves both the highest SNR and ISNR
scores in each case, and the sharpest recovered images with
the least amount of artifacts. Because only the results for
TPKE and TVBD are comparable to BD-RCS for l ≥ 10, we
present results only for these methods. The numerical results
are presented in Table II and one example of this case is shown
in Fig. 3. Results for the remaining images are included in our
supplementary document in [37].
As another challenging scenario for image deblurring we
present results for an image blurred with a Gaussian kernel.
This kind of blur occurs in cameras, microscopes, etc. as a
result of defocussing [38]. Fig. 4 shows visual comparisons of
BD-RCS against selected competing methods that are known
to be generally applicable to any blur type [10], [20], [30].
In presence of more generic motion blur (as in [19]), BD-
RCS cannot accurately recover the kernel while adopting Haar
wavelet for building C. Haar wavelet is not a very efficient
basis for sparse coding natural images. However, BD-RCS is
versatile and by adopting a customized basis (e.g. learning
a dictionary to build C), it can handle more generic blurs
(both in the sense of convergence and PSF recovery, as we
have no assumptions on kernel type/shape in our analysis of
convergence). This is a topic for future research.
For a 256 × 256 image the run times3 are as follows:
BDNSM: 68 sec, FMBD: 94 sec, UNL0: 296 sec, BDIPR:
300 sec, BD-RCS: 381 sec, and TVBD: 587 sec. Clearly, BD-
RCS enables a more favorable performance-complexity trade-
off than competing methods.
IV. CONCLUSION
We present a novel blind image deblurring method based on
structured sparse representations. Our central contribution is to
develop a practical realization of a principled rank minimiza-
tion framework for deconvolution by setting up practical and
tractable sparsity constrained optimization problems, enabling
3All methods (except for TPKE and HQMD that are implemented in C and
hence excluded for complexity comparisons) were implemented in MATLAB
on a computer with an Intel core i7-2600, 3.40 GHz CPU and 8 GB of RAM.
TABLE I
SNR AND ISNR RESULTS FOR IMAGE IM3 WITH MOTION BLUR KERNEL
OF ANGLE θ = 30° AND LENGTH l = 7, 10, 14
PSF BD-RCS TVBD TPKE BDNSMSNR ISNR SNR ISNR SNR ISNR SNR ISNR
7 22.96 4.28 22.44 3.26 20.18 1.50 20.19 1.51
10 22.01 4.93 20.31 3.23 19.01 1.94 19.17 2.09
14 21.08 5.54 17.02 1.48 16.93 1.39 15.14 -0.40
NUL0 HQMD FMBD BDIPR
7 19.59 0.91 19.96 1.28 18.32 -0.36 17.84 -0.84
10 17.60 0.52 18.01 0.92 16.93 -0.20 15.40 -1.67
14 16.44 0.89 16.21 0.67 15.19 -0.35 13.75 -1.80
TABLE II
SNR AND ISNR RESULTS FOR MOTION BLUR KERNEL OF ANGLE θ = 30°
AND LENGTH l = 15, 20 FOR IMAGES IM1 – IM4
Image Non-blind BD-RCS TVBD TPKESNR ISNR SNR ISNR SNR ISNR SNR ISNR
Im1 (l = 15) 24.43 12.49 17.66 5.72 14.00 2.06 15.91 3.97
Im2 (l = 20) 23.30 14.09 16.10 6.87 11.88 2.65 12.51 3.29
Im3 (l = 15) 27.48 13.54 21.06 7.14 14.06 0.14 16.44 2.52
Im4 (l = 20) 23.36 12.84 16.95 6.40 15.34 4.79 12.19 1.64
(a) Original (b) Blurred (c) BM3D
(d) TVBD (e) TPKE (f) BD-RCS
1
Fig. 3. a) Original image (Im1), b) Original PSF (l = 20, θ = 30°) and
blurred image, c) BM3D non-blind deblurring [2]; SNR = 23.36 dB, ISNR =
12.84 dB, d) TVBD; SNR = 15.34 dB, ISNR = 4.79, e) TPKE; SNR = 12.19
dB, ISNR = 1.64 dB, f) BD-RCS; SNR = 16.95 dB, ISNR = 6.40 dB.
(a) Original (b) Blurred (c) BDIPR
(d) BDNSM (e) TVBD (f) BD-RCS
1
Fig. 4. a) Original image (Im2), b) Gaussian PSF (h = 15 and σ = 1.5) and
blurred image, c) BDIRP [30]; SNR = 13.84 dB, d) BDNSM [10]; SNR=13.53
dB, e) TVBD [20]; SNR = 12.22 dB, and f) BD-RCS; SNR = 16.68 dB.
accurate estimation of the blur kernel and image support. The
proposed BD-RCS achieves a favorable cost-quality trade-off
against state of the art approaches. Our work first estimates
the blur kernel support followed by solving for the deblurred
image. Algorithmic extensions could include performing these
two steps in an alternating fashion until convergence.
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V. SOLUTION OF OPTIMIZATION USING DUALITY
Proof of Theorem 1: The basic idea is technically similar
to [39], although the derivations are more involved due to the
addition of ‖X‖2,1. First we need the following proposition:
Proposition 1. The dual norm of ‖X‖2,1 is ‖X‖2,∞ :=
max1≤i≤K ‖eTi X‖2.
Proof. ∀Y ∈ RK×N : ‖Y‖2,1 = 1,
〈X,Y〉F =
K∑
i=1
〈Xi,:,Yi,:〉
i≤
K∑
i=1
‖Xi,:‖2‖Yi,:‖2
≤ ‖X‖2,∞‖Y‖2,1 = ‖X‖2,∞. (9)
where in i we invoke Cauchy-Schwartz inequality. From the
definition of dual norm
[‖X‖2,1]D = sup‖Y‖2,1=1
〈X,Y〉F ≤ ‖X‖2,∞ (10)
where [‖ · ‖]D denotes the dual norm of ‖ · ‖. On the other
hand, ∀X ∈ RK×N , pick i0 ∈ arg maxi ‖Xi,:‖2, define Y˜ as
Y˜i,: =
{
Xi0,:
‖Xi0,:‖2 i = i0,
0 i 6= i0,
(11)
to establish [‖X‖2,1]D = sup‖Y‖2,1=1〈X,Y〉F ≥ 〈X, Y˜〉F =‖X‖2,∞.
Also recall the dual norm of ‖X‖∗ is ‖X‖2, i.e., the
maximum singular value of X. Using the definition of dual
norm, we may reexpress ‖X‖∗ + λ‖X‖2,1 as solution to the
following optimization problem
max
Y1,Y2∈RK×N
〈X,Y1〉F + λ〈X,Y2〉F
subject to ‖Y1‖2 ≤ 1, ‖Y2‖2,∞ ≤ 1, (12)
and rewrite (5) as the following minimax problem:
min
X∈RK×N
max
Y1,Y2∈RK×N
〈X,Y1〉F + λ〈X,Y2〉F
subject to ‖Y1‖2 ≤ 1, ‖Y2‖2,∞ ≤ 1, ŷ = A(X). (13)
To simplify this, let us first focus on the maximization prob-
lem:
(P1) : max
Y1,Y2∈RK×N
〈(
X
λX
)
,
(
Y1
Y2
)〉
F
subject to ‖Y1‖2 ≤ 1, ‖Y2‖2,∞ ≤ 1. (14)
(P1) is equivalent to the following semi-definte program-
ming (SDP) problem
(P2) : max
Y1,Y2∈RK×N
〈(
X
λX
)
,
(
Y1
Y2
)〉
F
subject to

IK Y1
YT1 IN 01 eT1 Y2
YT2 e1 IN
. . .
0 1 eTKY2YT2 eK IN
  0,
(15)
and the following dual program
(P ∗2 ) : min
X,W0,{wi}Ki=1,{Vi}Ki=0
Tr(X)
s.t. X =

W0 X
XT V0 ∗w1 λeT1 X
λXT e1 V1
. . .∗ wK λeTKXλXT eK VK
  0,
(16)
where X ∈ R2K+(K+1)N×2K+(K+1)N ,W0 ∈ RK×K , {wi ∈
R}Ki=1, {Vi ∈ RN×N}Ki=0, Ik is the K × K identity matrix
and ei denotes the i-th standard basis vector.
We apply the Burer-Monteiro Factorization [40] to eliminate
the positive semi-definite constraint and reduce the dimension-
ality.
X =

Z0
H0
zT1
H1
...
zTK
HK


Z0
H0
zT1
H1
...
zTK
HK

T
where Z0 ∈ RK×r,Hi ∈ RN×r, zi ∈ Rr,
(17)
for some r ≥ rank(X). Equating two expressions of X in (16)
and (17) yields
Z0Z
T
0 = W0, H0H
T
0 = V0,
‖zi‖22 = wi, HiHTi = Vi, Z0HT0 = X,
zTi H
T
i = λe
T
i X = λe
T
i Z0H
T
0 , i = 1, 2, . . . ,K. (18)
Therefore, we can rewrite Tr(X) as:
Tr(X˜) = Tr(W0) + Tr(V0) +
T∑
i=1
wi +
K∑
i=1
Tr(Vi)
= ‖Z0‖2F + ‖H0‖2F +
K∑
i=1
wi +
K∑
i=1
‖Hi‖2F . (19)
Plugging (18) and (19) back into (P1), we get
(P ∗1 ) : min
Z0∈RK×r,{Hi∈RN×r}Ki=0,{zi∈Rr}Ki=1
‖Z0‖2F
+ ‖H0‖2F +
K∑
i=1
wi +
K∑
i=1
‖Hi‖2F
subject to zTi H
T
i = λe
T
i Z0H
T
0 , ŷ = A(Z0HT0 ).
(20)
Note the problem
min
Hi∈RN×r
‖Hi‖2F subject to zTi HTi = λeTi Z0HT0 (21)
has closed form solution
H∗i =

λH0Z
T
0 eiz
T
i
‖zi‖22 zi 6= 0
0 zi = 0 and eTi Z0H
T
0 = 0
infeasible otherwise.
(22)
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Then we can replace Hi, i = 1, 2, . . . ,K by its closed form
solution in (P ∗1 ) to get (note wi = ‖zi‖22)
(P3) : inf
Z0∈RK×r,H0∈RN×r,w∈RK+
‖Z0‖2F + ‖H0‖2F
+
K∑
i=1
(
wi + λ
2 ‖eTi Z0HT0 ‖22
wi
)
s.t. ŷ = A(Z0HT0 ).
(23)
Finally, since X = Z0HT0 , rank(X) = rank(Z0H
T
0 ) =
rank(Z0) = rank(H0), and thus we can find X̂ as long as
r ≥ rank(X).
As discussed in II-C, we solve (8) using the BFGS method;
for higher efficiency, we analytically derive the gradients of
Z0 and H0 as follows[∇ZLσ,A
∇HLσ,A
]
= 2
[
Z0 −A∗(α̂)H0 + λ2diag(w)−1Z0HT0 H0
H0 −A∗(α̂)TZ0 + λ2H0ZT0 diag(w)−1Z0
]
,
(24)
where α̂ = α−σ(A(Z0HT0 )−ŷ), and diag(w) is the diagonal
matrix with its diagonal equal to w. In this optimization, α
is the Lagrange multiplier, σ is the penalty parameter where
σ0 = 1e3, and ρ = 10 is the scale factor. Through cross-
validation [29] we observed that r ≥ 4 yields almost identical
results regardless of different image sets and initializations;
therefore, we choose r = 4. Fig. 5 presents the estimated
kernels per iteration.
VI. EXTRA EXPERIMENTAL RESULTS
As we mentioned in Sec. III, we further increase the kernel
length (l ≥ 15) and included the corresponding numerical
results only for TPKE, TVBD, and BD-RCS in Table II for
images Im1 – Im4, respectively. The visual results for Im2
– Im4 can be found in Fig. 7 – Fig. 9, respectively. For
Im4, the original image and its blurred version are included
in Fig. 9a and Fig. 9b, respectively. The motion blur kernel
is of l = 20, θ = 30°. Fig. 9c includes the result of
a well-known non-blind image deconvolution algorithm, the
BM3D deblurring algorithm [2], as an approximation to the
performance upper-bound for any blind image deconvolution
algorithms. Fig. 9d- 9f are the recovered images from BD-
RCS, TVBD and TPKE, respectively. To compare the spatial
details of the images, we magnify a common part of these
images and place it in the bottom right portion of each image.
We also place the reconstructed blur kernel in the bottom
left portion. Clearly, the TPKE algorithm usually produces
ringing artifacts (Gibbs phenomenon) in the recovered images
particularly around edges as it works in the Fourier domain.
As for the kernel, some residuals outside the true support
can be observed, although the direction appears correct. This
contributes to the blurring artifacts in the recovered image;
in particular, the pattern in the magnified portion is distorted.
The TVBD algorithm recovers the blur kernel more accurately;
however, details of the recovered image appear over-smoothed.
In contrast, the BD-RCS algorithm accurately recovers both
the blur kernel and the latent image, with visual quality
comparable to BM3D [2]. In particular, the details in the
magnified part appear almost as sharp and clear as the original
image. Furthermore, the reconstructed blur kernel is also close
to the original one. Indeed, their supports are exactly the same.
In this paper, we mostly focused on linear motion blur and to
further corroborate the versatility of BD-RCS, we also added
deblurring results for an image blurred with a Gaussian blur
kernel which is represented in Fig. 4 for BD-RCS and selected
competing methods that work for general type of blur kernels
[10], [20], [30].
Fig. 5. Intermediate results of PSF (top left to bottom right).
(a) Im1 (b) Im2 (c) Im3
(d) Im4 (e) Im5
Fig. 6. Images used in our experiments: Im1 to Im5 from left to right
(a) (b) (c)
(d) (e) (f)
Fig. 7. a) Original image (Im2), b) Original PSF (l = 20, θ = 30) and blured
image, c) BM3D non-blind deblurring [2]; SNR = 23.30 dB, ISNR = 14.09
dB, d) BD-RCS; SNR = 16.10 dB, ISNR = 6.87 dB, e) TVBD; SNR = 11.88
dB, ISNR = 2.65 dB, f) TPKE; SNR = 12.51 dB, ISNR = 3.29 dB..
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(a) (b) (c)
(d) (e) (f)
Fig. 8. a) Original image (Im3), b) Original PSF (l = 15, θ = 30) and blured
image, c) BM3D non-blind deblurring [2]; SNR = 27.48 dB, ISNR = 13.54
dB, d) BD-RCS; SNR = 21.06 dB, ISNR = 7.14 dB, e) TVBD; SNR = 14.06
dB, ISNR = 0.14 dB, f) TPKE; SNR = 16.44 dB, ISNR = 2.52 dB.
(a) (b) (c)
(d) (e) (f)
Fig. 9. a) Original image (Im4), b) Original PSF (l = 20, θ = 30°) and
blurred image, c) BM3D non-blind deblurring [2]; SNR = 23.36 dB, ISNR =
12.84 dB, d) BD-RCS; SNR = 16.95 dB, ISNR = 6.40 dB, e) TVBD; SNR
= 15.34 dB, ISNR = 4.79, f) TPKE; SNR = 12.19 dB, ISNR = 1.64 dB.
(a) Original (b) Blurred (c) BDIPR (d) BDNSM (e) FBMD
(f) HQMD (g) UNL0 (h) TPKE (i) TVBD (j) BD-RCS
1
Fig. 10. Results for small kernel (l = 7 and θ = 130°): a) Original image, b) Original PSF (l = 7, θ = 130) and blured image, c) BDIRP [30]; SNR =
20.88 dB, d) BDNSM [10]; SNR=16.29 dB, e) FBMD [17]; SNR=20.65 dB, f) HQMD [9]; SNR=16.72 dB, g) UNL0 [11]; SNR=17.03, h) TPKE [16]; SNR
= 20.47 dB, i) TVBD [20]; SNR = 23.79 dB, and j) BD-RCS; SNR = 22.86 dB.
(a) Original (b) Blurred (c) BDIPR (d) BDNSM (e) FBMD
(f) HQMD (g) UNL0 (h) TPKE (i) TVBD (j) BD-RCS
1
Fig. 11. a) Original image, b) Original PSF (l = 10, θ = 30) and blured image, c) BDIRP [30]; SNR = 15.40 dB, d) BDNSM [10]; SNR=19.17 dB, e)
FBMD [17]; SNR=16.93 dB, f) HQMD [9]; SNR=18.01 dB, g) UNL0 [11]; SNR=17.60, h) TPKE [16]; SNR = 19.01 dB, i) TVBD [20]; SNR = 20.31 dB,
and j) BD-RCS; SNR = 22.01 dB.
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VII. CONVERGENCE ANALYSIS OF BD-RCS
In the following analysis, we assume that r is sufficiently large so that all the factorizations over X = ZHT are well defined;
a conservative bound (depending only on K,N,L) for r may be obtained using the methods discussed in [33], etc. We also
assume A is an operator satisfying the following property: ‖A(X)‖22 ≥ δ‖X‖2F for some δ > 0,∀ X ∈ RK×Nand rank(X) ≤
2r. This property is a weaker form of the restricted isometry property (RIP) discussed in [39], and has been employed in
many previous works such as [41]. We further assume that L-BFGS succeeds in finding a local minima (Zk+1,Hk+1) to
Lσk,A(Z,H,wk;αk), ∀ k.
We will prove the convergence of Algorithm 1 that solves (5); proof corresponding to the algorithm solving (6) can be
derived analogously. For ease of analysis (and to compensate for the scaling between (5) and (7) in the paper), we let f∗ be
twice of the optimal cost of (5) in paper and let X∗ = Z∗H∗T be its minimizer. We further define
f(Z,H,w) := ‖Z‖2F + ‖H‖2F +
K∑
i=1
(
wi + λ
2 ‖eTi ZHT ‖22
wi
)
. (25)
We also define w∗ via w∗i = λ‖Z∗H∗T ‖2.
Proposition 2. Every local minima (Z¯, H¯) of Lσ,A(Z,H,w;α) globally minimizes the Lagrangian L0,A(Z,H,w; α̂), where
α̂ = α− σ(A(ZHT )− ŷ).
Proof. Following the same reasoning as in Proposition 2.3 in [33], (Z¯, H¯) minimizes the following problem through the
mapping X = ZHT , V = ZZT , and W = HHT :
min
X,W,V
Tr(V) + Tr(W) + λ2
K∑
i=1
‖eTi X‖22
wi
+ 2〈α, ŷ −A(X)〉+ σ‖A(X)− ŷ‖2
subject to
[
V X
XT W
]
 0, (26)
and in turn minimizes the following dual problem by the mapping X = ZHT :
min
X
2‖X‖∗ + λ2
K∑
i=1
‖eTi X‖22
wi
+ 2〈α, ŷ −A(X)〉+ σ‖A(X)− ŷ‖2. (27)
Therefore, 0 ∈ ∂‖Z¯H¯T ‖∗ + λ2diag(w)−1Z¯H¯T −A∗(α̂) where ∂ denotes the subdifferential and A∗ is the adjoint operator
to A. This implies:
‖Z¯H¯T ‖∗ + λ
2
2
K∑
i=1
‖eTi Z¯H¯T ‖22
wi
− 〈A∗(α̂), Z¯H¯T 〉
≤ ‖X‖∗ + λ
2
2
K∑
i=1
‖eTi X‖22
wi
− 〈A∗(α̂),X〉 ∀ X ∈ RK×N . (28)
In particular, letting X = ZHT gives
‖Z¯H¯T ‖∗ + λ
2
2
K∑
i=1
‖eTi Z¯H¯T ‖22
wi
− 〈A∗(α̂), Z¯H¯T 〉
≤ ‖ZHT ‖∗ + λ
2
2
K∑
i=1
‖eTi ZHT ‖22
wi
− 〈A∗(α̂),ZHT 〉∀ H ∈ RN×r,Z ∈ RK×r. (29)
On the other hand, since ∇ZLσ,A(Z¯, H¯,w; α¯) = 0, ∇HLσ,A(Z¯, H¯,w; α¯) = 0:
Z¯−A∗(α̂)H¯+ λ2diag(w)−1Z¯H¯T H¯ = 0, (30)
H¯T − Z¯TA∗(α̂) + λ2Z¯Tdiag(w)−1Z¯H¯T = 0. (31)
Left multiplying (30) by Z¯T , right multiplying (31) by H¯ and subtracting the two gives Z¯T Z¯ = H¯T H¯; thus Z¯, H¯ admits the
following singular value decomposition:
Z¯ = U1SV
T , H¯ = U2SV
T ,U1 ∈ RK×r,
U2 ∈ RN×r,S ∈ Rr×r,V ∈ Rr×r, (32)
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and therefore
‖Z¯H¯T ‖∗ = ‖U1S2UT ‖∗ =
r∑
i=1
S2i =
1
2
(‖Z‖2F + ‖H‖2F ) where S =

S1
S2 0
0
. . .
Sr
 . (33)
Following the same procedures on ∇ZL0,A(Z∗,H∗,w∗;α∗) = 0 and ∇HL0,A(Z∗,H∗,w∗;α∗) = 0, we can obtain
‖Z∗H∗T ‖∗ = 1
2
(‖Z∗‖2F + ‖H∗‖2F ) . (34)
On the other hand, using the Arithmetic-Geometric Mean Inequality [42]:∑
i
si(ZH
T ) ≤ 1
2
∑
i
[
si(Z
TZ)2 + si(H
TH)2
]
=
1
2
[∑
i
si(Z
TZ)2
]
+
[∑
i
si(H
TH)2
]
=
1
2
(‖Z‖2F + ‖H‖2F ) , (35)
where si(X) is the i-th singular value of X. Plugging (33) and (35) into (29) gives L0,A(Z¯, H¯,w; α̂) ≤ L0,A(Z,H,w; α̂).
Proposition 3. ‖wk −w∗‖22 ≤ 2
(
λ2‖ZkHkT − Z∗H∗T ‖2F + Kε
2
0
(k+2)4
)
.
Proof. Using the mean-value theorem
|wki −w∗i | =
∣∣∣∣λ‖eTi ZkHkT ‖2 + ε0(k + 2)2 − λ‖eTi Z∗H∗T ‖2
∣∣∣∣
=
∣∣∣∣λ eTi ZθHTθ‖eTi ZθHTθ ‖2 (ZkHkT − Z∗H∗T ) ei + ε0(k + 2)2
∣∣∣∣
≤ λ ∥∥(ZkHkT − Z∗H∗T ) ei∥∥2 + ε0(k + 2)2 (Cauchy-Schwarz), (36)
where Zθ = θZ∗ + (1− θ)Zk, Hθ = θH∗ + (1− θ)Hk, θ ∈ (0, 1). Therefore
‖wk −w∗‖22 =
K∑
i=1
|wki −w∗i |2
≤
K∑
i=1
2
(
λ2‖ (ZkHkT − Z∗H∗T ) ei‖22 + ε20(k + 2)4
)
= 2
(
λ2‖ZkHkT − Z∗H∗T ‖2F +
ε20
(k + 2)4
)
.
Proposition 4. f∗ ≤ L0,A(Z,H,w;α∗),∀ Z ∈ RK×r,H ∈ RN×r, and w ∈ RK .
Proof. Since X∗ = Z∗H∗T minimizes the convex program (5) in paper, it also minimizes its Lagrangian, and we thus have
f∗ = ‖Z∗H∗T ‖∗ + λ‖Z∗H∗T ‖2,1 ≤ ‖X‖∗ + λ‖X‖2,1 + 〈α∗, ŷ −A(X)〉,∀X ∈ RK×N . (37)
By taking X = ZHT , the RHS becomes
‖ZHT ‖∗ + λ‖Z∗H∗T ‖2,1 + 〈α∗, ŷ −A(ZHT )〉
≤ 1
2
(‖Z‖2F + ‖H‖2F )+ 12
K∑
i=1
(
wi + λ
2 ‖eTi ZHT ‖22
wi
)
+ 〈α∗, ŷ −A(ZHT )〉
=
1
2
L0,A(Z,H,w;α∗), (38)
where we used the inequality ‖ZHT ‖∗ ≤ 12
(‖Z‖2F + ‖H‖2F ) (as in the proof of the Proposition 1) and wi + λ2 ‖eTi ZHT ‖22wi ≥
2
√
λ2wi
‖eTi ZHT ‖22
wi
= 2λ‖eTi ZHT ‖2.
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Theorem 2. The sequence (Zk,Hk) generated by Algorithm 1 converges to the optimal solution of (5) in the paper in the
sense of lim
k
ZkHkT = Z∗H∗T = X∗.
Proof. Let γk = ŷ −A(ZkHkT ). By Proposition 2, L0,A(Zk+1,Hk+1,wk;αk+1) ≤ L0,A(Z∗,H∗,wk;αk+1), i.e.
f(Zk+1,Hk+1,wk) + 〈αk+1,γk+1〉 ≤ f(Z∗,H∗,wk). (39)
By Proposition 4, f∗ ≤ L0,A(Zk+1,Hk+1,wk;α∗), i.e.
f∗ ≤ f(Zk+1,Hk+1,wk) + 〈αk+1,γk+1〉. (40)
Adding (39) and (40) gives
〈αk+1 −α∗,γk+1〉 ≤ f(Z∗,H∗,wk)− f∗. (41)
Recall αk = αk+1 − σkγk+1; thus
‖αk −α∗‖22 − ‖αk+1 −α∗‖22
= σ2k‖γk+1‖22 − 2σk〈αk+1 −α∗,γk+1〉
≥ σ2k‖γk+1‖22 − 2σk
(
f(Z∗,H∗,wk)− f∗) (using (41)). (42)
On the other hand, since ZkHkT − Z∗H∗T has rank at most 2r, we may invoke the RIP property of A to get
‖γk‖22 = ‖A(ZkHkT − Z∗H∗T )‖22 ≥ δ‖ZkHkT − Z∗H∗T ‖2F , (43)
and by letting εk = ε0(k+1)2 , we have
f(Z∗,H∗,wk)− f∗
=
K∑
i=1
(
wki +
w∗2i
wki
− 2w∗i
)
(using (34))
=
K∑
i=1
1
2
(wki −w∗i )2
wki
≤ ‖w
k −w∗‖22
2εk
(since wki ≥ εk)
≤ λ
2
εk
‖ZkHkT − Z∗H∗T ‖2F +Kεk (using Proposition 2)
≤ λ
2(k + 1)2
ε0δ
‖γk‖22 +
Kε0
(k + 1)2
. (44)
Plugging (44) into (42), we get
‖αk −α∗‖22 − ‖αk+1 −α∗‖22 ≥ σ2k‖γk+1‖22
− 2σkλ
2(k + 1)2
ε0δ
‖γk‖22 −
2σkKε0
(k + 1)2
. (45)
And by left division over σk, we have
‖αk −α∗‖22
σk
− ‖α
k+1 −α∗‖22
σk+1
≥ ‖α
k −α∗‖22
σk
− ‖α
k+1 −α∗‖22
σk
≥ σk‖γk+1‖22 −
2λ2(k + 1)2
ε0δ
‖γk‖22 −
2Kε0
(k + 1)2
. (46)
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Since σk = σ0ρk, σk >
2λ2ρ(k+2)2
ε0δ
+ 1 for k ≥ k¯. Summing over k¯ to ∞ gives
‖αk¯ −α∗‖22
σk¯
≥
∞∑
k=k¯
[
σk − 2λ
2(k + 2)2
ε0δ
]
‖γk+1‖22−
σk¯
2λ2(k¯ + 1)2
ε0δ
‖γ k¯‖22 −
∞∑
k=k¯
2Kε0
(k + 1)2
≥
∞∑
k=k¯
‖γk+1‖22 − σk¯
2λ2(k¯ + 1)2
ε0δ
‖γ k¯‖22−
∞∑
k=k¯
2Kε0
(k + 1)2
. (47)
Since the left hand side is bounded and
∑∞
k=k¯
1
(k+1)2 converges,
∑∞
k=k¯ σk‖γk+1‖2 converges and thus γk+1 → 0. Moreover,
as ‖ZkHkT − Z∗H∗T ‖2F ≤ 1δ ‖A(ZkHkT − Z∗H∗T )‖22, we have limk Z
kHkT = Z∗H∗T .
Finally, we note that in general it is impossible to prove limk Zk = Z∗ and limkHk = H∗ separately due to the fact that
(Z∗,H∗) cannot be uniquely identified. To understand this point, let Q ∈ Rr×r be any orthogonal matrix, then (Z∗Q,H∗Q)
also certifies as a minimizer to (7) in the paper. However, the dominating singular vector remains the same except for possible
sign changes, and under the context of blind deblurring such ambiguity is inconsequential.
