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A PROBABILISTIC PROOF OF APRIORI Lp ESTIMATES FOR A
CLASS OF DIVERGENCE FORM ELLIPTIC OPERATORS
TYMOTEUSZ CHOJECKI AND TOMASZ KOMOROWSKI
Abstract. Suppose that L is a divergence form differential operator of the form Lf :=
(1/2)eU∇x ·
[
e−U (I + H)∇xf
]
, where U is scalar valued, I identity matrix and H an
anti-symmetric matrix valued function. The coefficients are not assumed to be bounded,
but are C2 regular. We show that if Z =
∫
Rd
e−U(x)dx < +∞ and the supremum of the
numerical range of matrix − 12∇2xU+ 12∇x
{∇x ·H − [∇xU ]TH} satisfies some exponential
integrability condition with respect to measure dµ = Z−1e−Udx, then for any 1 ≤ p <
q < +∞ there exists a constant C > 0 such that ‖f‖W 2,p(µ) ≤ C
(
‖Lf‖Lq(µ) + ‖f‖Lq(µ)
)
for f ∈ C∞0 (Rd). HereW 2,p(µ) is the Sobolev space of functions that are Lp(µ) integrable
with two derivatives. Our proof is probabilistic and relies on an application of the Malliavin
calculus.
1. Introduction
In the present note we formulate some apriori bound for a divergence form differential
operator of the form
Lf(x) := 1
2
eU(x)∇x ·
[
e−U(x)(I +H(x))∇xf(x)
]
=
d∑
i,j=1
1
2
eU(x)∂xi
{
e−U(x)
[
(δi,j +Hi,j(x)) ∂xjf(x)
]}
, f ∈ C∞0 (Rd), x ∈ Rd.(1.1)
Here U : Rd → R and H(x) = [Hi,j(x)] is a d × d antisymmetric matrix valued function,
i.e.
(1.2) Hi,j(x) = −Hj,i(x), x ∈ Rd, i, j = 1, . . . , d.
We do not assume that the potential U(x) and antisymmetric part H(x) are bounded.
Instead we assume that
(1.3) Z :=
∫
Rd
e−U(x)dx < +∞.
and furthermore they satisfy some exponential integrability condition with respect to the
measure
(1.4) µ(dx) :=
1
Z
e−U(x)dx,
see (2.8) below.
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In our main result, see Theorem 2.1 and Corollary 2.2 below, we show that for any
q > p > 1, there exists constant C > 0, depending only on p, q, dimension d and exponential
moments of the coefficients, with respect to µ, such that
(1.5) ‖f‖Wm,p(µ) ≤ C(‖f‖Lq(µ) + ‖Lf‖Lq(µ)), f ∈ C∞0 (Rd).
Here, for any integer m ≥ 1 and p ∈ [1,+∞), we denote byWm,p(µ) the respective Sobolev
space, defined as the completion of C∞0 (R
d) in the norm
(1.6) ‖f‖Wm,p(µ) :=
{
‖f‖pLp(µ) +
m∑
k=1
‖∇kxf‖pLp(µ)
}1/p
, f ∈ C∞0 (Rd).
These type of estimates have been used by the authors in proving homogenization of
advection equations with non-stationary, locally ergodic coefficients, see [2].
A priori estimates for Poisson equation in case of Sobolev norms with respect to the
flat Lebesgue measure, and the Laplacian, or a uniform elliptic operator with bounded
coefficients, are classical, see e.g. [3]. For L that is an Ornstein-Uhlenbeck operator
(then U and H are quadratic polynomials, and µ is therefore Gaussian) one can in fact
assume that p = q in (1.5), see [6]. This result has been generalised in [7] to cover some
generalisation of Ornstein-Uhlenbeck operators, quite different from the one considered in
the present paper. Some further results concerning global Lp bounds for divergence form
operators with lower oreder coefficients in an appropriate Morrey class can be found in [8].
Our proof of (1.5) is probabilistic and relies on an application of the Malliavin calculus.
The gradient of function f can be represented using the Fre´chet derivative of the stochastic
flow corresponding to the diffusion with the generator L, see (3.15) and (3.16) below. The
principal novelty of the paper is to replace the Fre´chet by the Malliavin derivative in the
direction of a random path that is adapted with respect to the natural filtration of the
flow and such that, after some initial boundary layer, the respective Fre´chet and Malliavin
derivatives coincide, see (3.26) and (3.28) below. Finding such a path requires to solve a
simple linear control problem, see Section 3.3. The solution also yields an estimate of the
moments of the random path, see (3.27). We mention here that an analogous argument
has been used by D. Bell in [1] in the context of finding a representation of a certain class
of vector fields, defined over the space of paths on a Riemannian manifold, in terms of an
appropriately defined divergence operator of the field.
The organisation of the paper is as follows: the basic definitions and assumptions are
stated in Section 2, where also the main results of the paper are rigorously stated, see
Section 2.2. The proofs of the results are given throughout Section 3. Finally, in the
appendix we give the proofs of the auxiliary results, mainly from the theory of diffusions
that are used throughout the paper.
Acknowledgements. Both authors acknowledge the support of the National Science Cen-
tre: NCN grant 2016/23/B/ST1/00492. T.K. wishes to express his gratitude to Professors
D. Bakry and K. Oleszkiewicz for useful discussions on the topic of the paper.
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2. Preliminaries and formulation of the main result
We assume that the coefficients of L are sufficiently smooth, so there is no issue with
the definition of the stochastic flow (X(t, x))t≥0,x∈Rd and semigroup (Pt)t≥0 corresponding
to the operator, see Section 3.1 below.
2.1. Differential operator.
A1) We assume that U ∈ C2(Rd) and H = [Hi,j] is a d × d matrix valued function
with C2 smooth entries that satisfy (1.2).
We can rewrite L in the following way
(2.1) Lf = Lf +Af, f ∈ C∞0 (Rd),
where operator L is defined as
(2.2) Lf :=
1
2
eU∇x ·
(
e−U∇xf
)
=
1
2
∆xf − 1
2
∇xU · ∇xf, f ∈ C∞0 (Rd)
and
(2.3) Af := 1
2
b · ∇xf, f ∈ C∞0 (Rd).
where bT = [b1, . . . , bd], is given by
(2.4) b := ∇x ·H − [∇xU ]TH,
or coordinatewise
(2.5) bj(x) :=
d∑
i=1
(∂xiHi,j(x)− ∂xiU(x)Hi,j(x)) , x ∈ Rd, j = 1, . . . , d.
2.2. Main results. To ensure global existence of the stochastic flow corresponding to L,
see Section 3.1 below, we assume that:
A2) there exists ρ > 0 such that
(2.6)
∫
Rd
|x|2ρµ(dx) +
∫
Rd
(|x|2 + 1)ρ−1 |x · [−∇xU(x) + b(x)]|µ(dx) < +∞.
Let U be the matrix valued function, given by
(2.7) U := −1
2
∇2xU +
1
2
∇xb = −1
2
∇2xU +
1
2
∇x
{∇x ·H − [∇xU ]TH} ,
or entrywise U = [Uj,j′], with
Uj,j′ := −1
2
∂2xj ,xj′U +
1
2
d∑
i=1
∂xj′ {∂xiHi,j −Hi,j∂xiU} , j, j′ = 1, . . . , d.
We let
u := max
|ℓ|=1
〈Uℓ, ℓ〉Rd.
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A3) Integrability condition. Assume that there exists γ0 > 0 such that
(2.8) E(γ0) :=
∫
Rd
exp {γ0u ∨ 0} dµ < +∞.
Here a ∨ b := max{a, b}.
Our main result gives an estimate of the Lp(µ) norm of the gradient of f ∈ C∞0 (Rd) in
terms of the Lq(µ) norms of f and Lf , with q > p.
Theorem 2.1. Suppose that (1.3) and assumptions A1) − A3) hold. Then, for any p ∈
[1,+∞) and q > p there exists C(d, r, γ0) > 0, depending only on the dimension d, γ0 and
r, given by 1/p = 1/q + 1/r , for which
(2.9) ‖∇xf‖Lp(µ) ≤ C(d, r, E(γ0))
(
‖Lf‖Lq(µ) + ‖f‖Lq(µ)
)
, f ∈ C∞0 (Rd).
The proof of this theorem is contained in Section 3.2.
Using an argument based on Calderon-Zygmund estimates we can also conclude the
following.
Corollary 2.2. Suppose that all the hypotheses of Theorem 2.1 remain in force. In addi-
tion, we assume that
(2.10) ℓ2,∗ :=
d∑
j,j′=1
‖Hj,j′‖W 1,r(µ) + ‖U‖W 2,r(µ) < +∞, ∀r ∈ [1,+∞).
Then, for any q > 1 and p ∈ [1, q) there exists C(d, p, q, E(γ0), ℓ2,∗) > 0, depending only
on the indicated parameters, such that
(2.11)
∥∥∇2xf∥∥Lp(µ) ≤ C
(
‖Lf‖Lq(µ) + ‖f‖Lq(µ)
)
, f ∈ C∞0 (Rd).
The proof of the corollary is presented in Section 3.4.
3. Proofs of the Main Results
3.1. Diffusion corresponding to L. It follows from the assumptions made about the coe-
ficients of L that they are locally Lipschitz, therefore we can define a diffusion (X(t; x))0≤t<e˜x
via an Itoˆ stochastic differential equation
(3.1)
dX(t; x) =
{
−1
2
∇xU(X(t; x)) + 1
2
b(X(t; x))
}
dt+ dw(t), 0 ≤ t < e˜x X(0; x) = x,
where (w(t) = (w1(t), . . . , wd(t)))t≥0 is standard d−dimensional Brownian motion and e˜x
is an explosion time, see (3.7) below. The solutions satisfy the flow property, i.e.
X(t;X(s, x)) = X(t+ s; x), t + s < e˜x, t, s ≥ 0, x ∈ Rd
for a.s. realization of the field (X(t; x))0≤t<e˜x, x∈Rd , see e.g. Theorem 4.2.5, p. 126 of [4].
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Integrating by parts we conclude that L is symmetric and A is anti-symmetric with
respect to µ, i.e.
(3.2)
∫
Rd
Lfgdµ =
∫
Rd
fLgdµ
and
(3.3)
∫
Rd
Afgdµ = −
∫
Rd
fAgdµ, f, g ∈ C∞0 (Rd).
The processes (X(t; x))t≥0 could, in principle, explode in finite time. This scenario is
however precluded, thanks to condition A2). More precisely, for any path π : [0,+∞)→ Rd
and R > 0 define
(3.4) τR(π) := inf
t≥0
[|π(t)| ≥ R],
with the convention that τR(π) = +∞, if the set over which we take infimum is empty.
The function R 7→ τR is increasing. We can define therefore
e(π) := lim
R→+∞
τR(π).
Suppose that the random vector η is distributed according to µ and independent of
(w(t))t≥0. Consider the process
X(t) := X(t; η), 0 ≤ t < e˜ := e (X(·; η)) .
Proposition 3.1. Suppose that (1.3) and conditions A1) - A2) hold. Then,
(3.5) P[e˜ < +∞] = 0.
As a result of the above proposition, we can define the process (X(t))t≥0 for all times.
Proposition 3.2. The process (X(t))t≥0 is stationary, i.e. for any 0 ≤ t1 < t2 < . . . < tn,
bounded measurable functions f1, . . . , fn and h ≥ 0 we have
(3.6) E
[
n∏
i=1
fi(X(ti + h))
]
= E
[
n∏
i=1
fi(X(ti))
]
.
The proofs of Propositions 3.1 and 3.2 are contained in Section A.1 of Appendix.
It turns out that we can define the diffusion starting from any x for all times. Let
(3.7) e˜x := e (X(·; x)) .
Proposition 3.3. For any x ∈ Rd we have
(3.8) e˜x < +∞, a.s.
The proof of this result is contained in Section A.2 of Appendix. Thanks to the above
result the trajectories t 7→ X(t; x) are defined for all t ≥ 0, a.s. for any x ∈ Rd.
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Let Pt(x, dy) be the transition probabilities corresponding to (X(t; x))t≥0. Thanks to
Proposition 3.2 we have
(3.9)
∫
Rd
µ(dx)Pt(x,A) = µ(A), A ∈ B(Rd), t > 0.
Define by (Pt)t≥0 the respective transition probability semigroup, given by P0 = I,
(3.10) Ptf(x) = Ef(X(t; x)) =
∫
Rd
f(y)Pt(x, dy), f ∈ Bb(Rd), t > 0, x ∈ Rd.
In consequence of the path continuity of diffusions we conclude the following.
Corollary 3.4. The semigroup (Pt)t≥0 extends to a C0 semigroup on L
p(µ) for any p ≥ 1.
We use an abbreviated notation P := P1.
Proposition 3.5. There exists a Borel measurable, strictly positive function p : R2d →
(0,+∞) such that for every f ∈ L1(µ)
(3.11) Pf(x) =
∫
Rd
p(x, y)f(y)µ(dy), µ a.e.
The proof of the proposition is contained in Section A.3 of Appendix.
As a consequence of (3.11) and Theorem 6 of [11] we get
Corollary 3.6. For any f ∈ L2(µ) such that
(3.12)
∫
Rd
fdµ = 0
we have
(3.13) lim
t→+∞
‖Ptf‖L2(µ) = 0.
3.2. Proof of Theorem 2.1. We assume with no loss of generality that f ∈ C∞0 (Rd)
satisfies (3.12). We have
(3.14) f(x) = −
∫ +∞
0
PtLf(x)dt = −
∫ +∞
0
E[Lf(X(t; x))]dt, x ∈ Rd.
Therefore,
(3.15) fxj (x) =
∫ +∞
0
vj(t)dt,
where vj(t) is given by
vj(t) := −∂xjPtLf(x) = −E
[
(∇xLf)(X(t; x)) · ∂xjX(t; x)
]
(3.16)
= −
d∑
i=1
E [(Lf)xi(X(t; x))ξi,j(t)]
and ∂xjXi(t; x) = ξi,j(t) is the Fre´chet derivative of the stochastic flow x 7→ X(t; x).
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Differentiating (3.1) with respect to the initial condition we conclude that
dξi,j
dt
=
1
2
d∑
i′=1
[
−∂2xi,xi′U(X(t; x)) + ∂xi′ bi(X(t; x))
]
ξi′,j,
ξi,j(0) = δi,j, i, j = 1, . . . , d,
(3.17)
where δi,j is the Kronecker symbol, i.e. δi,i = 1 and δi,j = 0, if i 6= j.
For a given random matrix valued field
g(t, x) := (gj(t, x))j=1,...,d = [gi,j(t, x)]i,j=1,...,d , t ≥ 0, x ∈ Rd,
and r ≥ 1 we let
‖|g‖|r,t :=
d∑
i,j=1
{∫
Rd
µ(dx)E
[∫ t
0
|gi,j(s, x)|2ds
]r/2}1/r
.(3.18)
Let also hj(t, x) = (h1,j(t, x), . . . , hd,j(t, x)), j = 1, . . . , d, where
(3.19) hi,j(t, x) :=
∫ t
0
gi,j(s, x)ds, t ≥ 0, x ∈ Rd.
Suppose that (g(t, ·))t≥0 is with respect to the natural filtration of (w(t))t≥0. Treating the
solution X(t; x, w) of (3.1) as the functional of the Wiener process w(t) = (wi(t))i=1,...,d,
we define the Malliavin derivative of X(t; x, w) in the direction hj
DhjX(t; x, w) := lim
ε→0
1
ε
{X(t; x, w + εhj)−X(t; x, w)} ,
where the limit above is understood in the L2 sense, see Def. 2.1, p. 35 of [5].
Denote
ζi,j(t) := DhjXi(t; x, w), i, j = 1, . . . , d
the components of the Malliavin derivatives in the directions h1, . . . , hd. We can see, from
(3.1), that they satisfy
dζi,j
dt
=
1
2
d∑
i′=1
[−∂xi,xi′U(X(t; x)) + ∂xi′ bi(X(t; x))] ζi′,j + gi,j,
ζi,j(0) = 0, i, j = 1, . . . , d,
(3.20)
From the chain rule for the Malliavin derivative, see Proposition 1.2.3, p. 28 of [9], we
obtain
E
[DhjLf(X(t, x))] = d∑
i=1
E [∂xiLf(X(t, x))ζi,j(t)] .(3.21)
The difference of the Fre´chet and Malliavin derivatives
(3.22) Θ(t, x) := ∂xX(t; x)−DhX(t; x) = (Θi,j(t, x))i=1,...,d
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satisfies the following system of equations
dΘi,j(t, x)
dt
=
1
2
d∑
i′=1
[−∂xi,xi′U(X(t; x)) + ∂xi′ bj(X(t; x))]Θi′,j(t, x)− gi,j(t, x),
Θi,j(0, x) = δi,j , i, j = 1, . . . , d.
(3.23)
Accordingly, using (3.21) together with (3.22), we get
vj(t) = v˜j(t)− E
[DhjLf(X(t; x))] ,(3.24)
with v˜j(t) given by
v˜j(t) := −
d∑
i=1
E [(Lf)xi(X(t; x))Θi,j(t, x)] .(3.25)
Integrating by parts the second term on the right hand side of (3.24), see Theorem 2.1 p.
236 of [1] (and also Lemma 1.2.1 p. 25, of [9]), we conclude that
vj(t) = v˜j(t)−
d∑
i=1
E
[
Lf(X(t; x))
∫ t
0
gi,j(s, x)dwi(s)
]
.(3.26)
We shall look for gT (t, t0, x) = [g1(t, t0, x), . . . , gd(t, t0, x)] - a column vector - that satis-
fies the following conditions:
i) it is adapted with respect to the natural filtration of (w(t))t≥0,
ii) given t0 ∈ (0, t∗], where t∗ := γ0/r and parameter γ0 as in (2.8), we have both
Θ(t, x) ≡ 0 and g(t, t0, x) ≡ 0 for t ≥ t0, x ∈ Rd,
iii) we have (cf (3.18))
(3.27) ‖|g(·; t0)‖|r,t0 < +∞.
Suppose that we can construct such an object, that in what follows we call a control
(we show how to do it in Section 3.3). In the remaining part of the present section, we
demonstrate how to conclude with its help the proof of (2.9).
Assume first that t ≥ t0. Thanks to ii), we conclude that then v˜j(t) ≡ 0. Using formula
(3.26) and the Markov property of (X(t; x))t≥0 we can write
vj(t) = −
d∑
i=1
E
[
Pt−t0Lf(X(t0; x))
∫ t0
0
gi,j(s; t0, x)dwi(s)
]
, for t ≥ t0,(3.28)
which, invoking Corollary 3.6, yields, upon integration from t0 to +∞,
(Pt0f)xj (x) =
∫ +∞
t0
vj(t)dt =
d∑
i=1
E
[
f(X(t0; x))
∫ t0
0
gi,j(s; t0, x)dwi(s)
]
.(3.29)
First equality above comes from (3.14). Denote g(t; t0) := g(t; t0, η), where η is the sta-
tionary initial data vector for (3.1).
ESTIMATES FOR A DIVERGENCE FORM OPERATOR 9
For 1/p = 1/q + 1/r, we can write, by the Burkholder-Davies-Gundy inequality
‖∇xPt0f‖Lp(µ) ≤ ‖f‖Lq(µ)
{
E
∣∣∣∣
∫ t0
0
g(s; t0) · dw(s)
∣∣∣∣
r}1/r
(3.30)
≤ C(d, r)‖f‖Lq(µ)
{
E
[∫ t0
0
tr
(
gT (s; t0)g(s; t0)
)
ds
]r/2}1/r
= C(d, r)t
1/2
0 ‖f‖Lq(µ)
{
E
[
1
t0
∫ t0
0
tr
(
gT (s; t0)g(s; t0)
)
ds
]r/2}1/r
≤ C(d, r)t1/20 ‖f‖Lq(µ)
{
1
t0
∫ t0
0
E
[
tr
(
gT (s; t0)g(s; t0)
)]r/2
ds
}1/r
.
By virtue of estimate (3.45) below we conclude that
‖∇xPt0f‖Lp(µ) ≤ C(d, r)t−1/20 ‖f‖Lq(µ)
{∫
Rd
E(t0ru(x))µ(dx)
}1/r
,(3.31)
with E(·) given by (3.44). Therefore (see (3.29)), we obtain the following bound∥∥∥∥
∫ +∞
t0
vj(t)dt
∥∥∥∥
Lp(µ)
≤ C
t
1/2
0
‖f‖Lq(µ), t0 ∈ (0, t∗)(3.32)
and
(3.33) C := C(d, r)
{∫
Rd
exp {γ0u(x) ∨ 0}µ(dx)
}1/r
It remains to consider the case when t ∈ (0, t0). We will use estimate (3.31). Recall that
t0 appearing there can be chosen arbitrarily from (0, t∗]. Applying (3.31) with Lf instead
of f and t ∈ (0, t0] instead of t0 we conclude that
‖vj(t)‖Lp(µ) ≤ C
t1/2
‖Lf‖Lq(µ), t ∈ (0, t0],
with C given by (3.33). Therefore,∥∥∥∥
∫ t0
0
vj(t)dt
∥∥∥∥
Lp(µ)
≤
∫ t0
0
‖vj(t)‖Lp(µ)dt ≤ C‖Lf‖Lq(µ)
∫ t0
0
dt√
t
= Ct
1/2
0 ‖Lf‖Lq(µ).(3.34)
From estimates (3.32) and (3.34) we conclude that there exists a constant C > 0 such
that
(3.35) ‖∇xf‖Lp(µ) ≤ C
(
t
1/2
0 ‖Lf‖Lq(µ) + t−1/20 ‖f‖Lq(µ)
)
, f ∈ C∞0 (Rd), t0 ∈ (0, t∗)
and (2.9) follows.
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3.3. Construction of a control g(t, t0, x). We construct first g(t, 1, x). For a time being
we suppress writing arguments 1 and x. Denote by C(t, s) = [Ci,i′(t, s)]i,i′=1,...,d the fun-
damental matrix of the system (3.17). It is a d × d-matrix, which is the solution of the
equation
(3.36)
d
dt
C(t, s) = A(t)C(t, s), C(s, s) = Id, t, s ≥ 0,
where Id is the identity d× d-matrix and A(t) = [Ai,i′(t)]i,i′=1,...,d, where
(3.37) Ai,i′(t) :=
1
2
[
−∂2xi,xi′U(X(t, x)) + ∂xibi′(X(t, x))
]
.
We have
C(u, t)C(t, s) = C(u, s), u, t, s ∈ R.
System (3.23) can be rewritten as follows
(3.38)
dΘ(t)
dt
= A(t)Θ(t)− g(t), Θ(0) = Id,
where Θ(t) = [Θij(t)] was defined in (3.22) and Id is a d-dimensional identity matrix.
The solution of equation (3.38) can be expressed by the Duhamel formula
(3.39) Θ(t) = −
∫ t
0
C(t, s)g(s)ds+ C(t, 0), t ≥ 0.
We wish to show that Θ(t) ≡ 0 for t ≥ 1, see condition ii). For that purpose let
(3.40) g(t) := C(t, 0), t ∈ [0, 1],
and let g(t) := 0 for t ≥ 1. The process is adapted with respect to the natural filtration of
(wt)t≥0, satisfying therefore condition i). Additionally, we have
Θ(1) = −
∫ 1
0
C(1, s)g(s)ds+ C(1, 0) = −
∫ 1
0
C(1, 0)ds+ C(1, 0) = 0.
Thus, Θ(t) ≡ 0 for t ≥ 1. Condition ii) is therefore fulfilled.
In the general case we let
(3.41) g(t; t0, x) :=
1
t0
C(t, 0), t ∈ (0, t0) and g(t; t0, x) := 0, t ≥ t0.
It remains to be checked that (g(t, t0, x))t≥0, constructed above, satisfies estimate (3.27).
From (3.36) we conclude that
(3.42)
d
dt
gi(t, t0, x) = A(t)gi(t, t0, x), t ∈ [0, t0],
where gi(t, t0, x) is the i-th column of g(t, t0, x). Multiplying scalarly both sides of (3.42)
by gi(t; t0, x) we get
1
2
d
dt
|gi(t, t0, x)|2 = A(t)gi(t, t0, x) · gi(t; t0, x) ≤ u(X(t, x))|gi(t, t0, x)|2.
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Thus, by the Gronwall inequality we obtain
(3.43) |gi(t, t0, x)|2 ≤ 1
t20
exp
{
2
∫ t
0
u(X(s, x))ds
}
, t ∈ [0, t0]
Therefore, from (3.43) (recall g(s; t0) = g(s; t0, η)){
1
t0
∫ t0
0
E
[
tr
(
gT (s; t0)g(s; t0)
)]r/2
ds
}1/r
≤
√
d
{
1
t1+r0
∫ t0
0
E
[
exp
{
r
∫ s
0
u(X(τ))dτ
}]
ds
}1/r
.
Using the Jensen inequality and then, subsequently, the stationarity of (X(t))t≥0, the right
hand side estimates by
√
d
{
1
t1+r0
∫ t0
0
ds
s
∫ s
0
E [exp {rsu(X(τ))}] dτ
}1/r
=
√
d
{
1
t1+r0
∫ t0
0
ds
s
∫ s
0
dτ
∫
Rd
exp {rsu(x)}µ(dx)
}1/r
=
√
d
{
1
t1+r0
∫ t0
0
ds
∫
Rd
exp {rsu(x)}µ(dx)
}1/r
.
Performing integration over the s variable, we get that the utmost the right hand side
equals
√
d
{
1
tr0
∫
Rd
E (rt0u(x))µ(dx)
}1/r
,
where E(0) := 1 and
(3.44) E(x) :=
ex − 1
x
, x 6= 0.
Note that
0 < E(x) ≤


ex for x ≥ 0
1 ∧ |x|−1 for x < 0.
We have shown therefore that{
1
t0
∫ t0
0
E
[
tr
(
gT (s; t0)g(s; t0)
)]r/2
ds
}1/r
≤
√
d
t0
{∫
Rd
E(rt0u(x))µ(dx)
}1/r
.(3.45)
This finishes the proof of (3.27).
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3.4. Proof of Corollary 2.2. Let F = fe−U/p. Note that
∂2xixjF = ∂xixjfe
−U/p − 1
p
∂xif∂xjUe
−U/p
− 1
p
∂xjf∂xiUe
−U/p − 1
p
f
(
∂xixjU −
1
p
∂xiU∂xjU
)
e−U/p.
Let p′ ∈ (p, q). Using the assumption (2.10) for U and an appropriate r, we can find C > 0
such that
‖∇2xf‖Lp(µ) ≤ ‖∇2xF‖Lp(Rd) + C‖∇xf‖Lp′(µ) + C‖f‖Lq(µ).
The classical Calderon-Zygmund Lp estimates (with respect to the Lebesgue measure) give
‖∇2xF‖Lp(Rd) ≤ C‖∆xF‖Lp(Rd).
Note that
∆xF (x) = Lf(x)e−U(x)/p + a(U,∇xU,H,∇xH) · ∇xf(x)e−U(x)/p
+ b(∇xU,∆xU,H,∇xH)f(x)e−U(x)/p,
where a(·), b(·) are some polynomials in the indicated variables. Therefore
‖∆xF‖Lp(Rd) ≤ ‖Lf‖Lp(µ) + C‖∇xf‖Lp′(µ) + C‖f‖Lq(µ).
Using the already proved estimated for ‖∇xf‖Lp′(µ), in terms of ‖Lf‖Lq(µ) + ‖f‖Lq(µ) for
p′ < q, we conclude the corollary. 
Appendix A. Proofs of the auxiliary facts about the diffusion
A.1. Proofs of Propositions 3.1 and 3.2. For R > 0, let χR ∈ C∞0 (Rd) be such that
χR(x) ≡ 1 for |x| ≤ R + 1, χR(x) ≡ 0 for |x| ≥ R + 2 and ‖∇xχR‖∞ ≤ 2. Define
H(R)(x) = [H
(R)
i,j (x)], where H
(R)
i,j (x) := Hi,j(x)χR(x), i, j = 1, . . . , d and U
(R)(·) a C2-
smooth potential, such that U (R)(x) = U(x), |x| ≤ R + 1 and U (R)(x) = |x|, |x| ≥ R + 2.
Let µR(dx) = Z
−1
R e
−UR(x)dx be a probability measure, with ZR – the appropriate nor-
malizing constant. We shall assume that the truncation is made in such a way that
limR→+∞ ZR = Z. As a result limR→+∞ µR = µ in total variation.
Let LR and AR be the differential operators defined by formulas analogous to (2.2) and
(2.3), where the respective coefficients have been replaced by the truncated ones introduced
above. Then LR = LR+AR is the generator of a family of diffusions (XR(t, x))t≥0 indexed
by the starting point. The stationary XR(t) = XR(t, η), where η(x) = x is distributed ac-
cording to µR. Let eR,x := τR(XR(·, x)), see (3.4), be the exit time of diffusion (XR(t, x))t≥0
from the ball of radius R > 0, centered at 0. Note that
XR(t, x) = X(t, x), 0 ≤ t ≤ eR,x and eR,x = e˜R,x := τR(X(·, x)).
To prove (3.5) it suffices to show that for any T > 0
(A.1) lim
R→+∞
∫
Rd
µ(dx)P[e˜R,x ≤ T ] = 0.
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Since µR converges to µ in the total variation it suffices to show that
(A.2) lim
R→+∞
∫
Rd
µR(dx)P[eR,x ≤ T ] = 0.
From Itoˆ formula applied to f(XR(t, x)), where
f(x) := (|x|2 + 1)ρ,
we conclude
f(XR(T ∧ eR,x, x)) = f(x) + 1
2
∫ T∧eR,x
0
∇f(XR(s, x)) · [−∇xU(XR(s, x)) + b(XR(s, x))] ds
+
1
2
∫ T∧eR,x
0
∆xf(XR(s, x))ds+
∫ T∧eR,x
0
∇f(XR(s, x)) · dw(s).
Here, we assume that ρ is as in condition A3) and it belongs to (0, 1). Applying the
expectation to both sides of (A.2) and averaging over the initial data with respect to the
stationary measure µR we conclude∫
Rd
µR(dx)Ef(XR(T ∧ eR,x, x)) ≤
∫
Rd
f(x)µR(dx)(A.3)
+
T
2
∫
R
|∇xf(x) · [−∇xU(x) + b(x)]|µR(dx) + 2ρTd.
Here we have used the inequality
|∆xf(x)| = 2ρ(|x|2 + 1)ρ−2|(d+ 2(ρ− 1))|x|2 + d| ≤ 4ρd, x ∈ Rd.
Hence, there exists some contant C > 0, independent of R > 0, such that∫
Rd
µR(dx)E |XR(T ∧ eR,x, x)|2ρ ≤ C + CT.
As a result ∫
Rd
µR(dx)P [eR,x ≤ T ] ≤ C + CT
R2ρ
.
Passing with R→∞ we conclude (A.2), which ends the proof of Proposition 3.1.
To show Proposition 3.2, observe first that an analogue of (3.6) holds for (XR(t))t≥0
and functions f1, . . . , fn that are bounded and continuous. Letting R→ +∞ we conclude
the equality for stationary process (X(t))t≥0 and bounded continuous functions. Using
an approximation argument we can extend (3.6) to arbitary bounded and measurable
functions f1, . . . , fn that ends the proof of Proposition 3.2. 
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A.2. Proof of Proposition 3.3. From Proposition 3.1 it follows that
(A.4)
∫
Rd
µ(dx)P[e˜x < +∞] = 0.
The above equality implies that there exists a Borel measurable set of null Lebesgue mea-
sure Z ⊂ Rd, such that for any x 6∈ Z we have e˜x = +∞.
For an arbitrary x ∈ Rd there exists R > 0 such that the sphere SR(x) := [y : |y−x| = R]
intersects with Z on a set N of a null surface Lebesgue measure ωd,R. Consider the
harmonic measure ωxR(A) = P[XR(eR,x, x) ∈ A], where A ∈ B(SR(x)) – the Borel σ-algebra
of subsets of the sphere. It is equivalent with respect to ωd,R, see Theorem 4.4, p. 311 of
[10]. Hence ωxR(N ) = 0. As a result
XR(eR,x, x) = X(e˜R,x, x) 6∈ N , a.s.
and for such an event we can let
X(t, x) := X(t− e˜R,x, X(e˜R,x)) for all t ≥ e˜R,x,
which ends the proof of Proposition 3.3.
A.3. Proof of Proposition 3.5. We use the notation of Section A.1. Let ν be the law
of the random vector (X(0, η), X(1, η)) in (R2d,B(R2d)). We claim that it is equivalent
with the Lebesgue measure m2d, i.e. the families of null sets in both ν and m2d measures
are equal. First suppose that A ∈ B(R2d) is a m2d-null measure set. Given R > 0 let
νR be the law of (XR(0, η), XR(1, η)), with η distributed according to µR. It is quite
straightforward (e.g. using the Girsanov theorem) to conclude that νR is equivalent with
m2d. Let AR := A ∩ (SR(0)× SR(0)) and let eR,x := τR(XR(t, x)) = τR(X(t, x)). We have
νR[AR] = 0 and, by the argument made in Section A.1, we know that
(A.5) lim
R→+∞
∫
Rd
µ(dx)P[eR,x < 1] = 0.
Hence
ν[AR] =
∫
Rd
µ(dx)P[(x,X(1, x)) ∈ AR]
≤
∫
Rd
µ(dx)P[(x,X(1, x)) ∈ AR, eR,x ≥ 1] +
∫
Rd
µ(dx)P[eR,x < 1]
≤ ZR
Z
νR[AR] +
∫
Rd
µ(dx)P[eR,x < 1] =
∫
Rd
µ(dx)P[eR,x < 1].
Letting R→ +∞, we conclude that ν[A] = limR→+∞ ν[AR] = 0.
Now suppose that m2d(A) > 0 and ν[A] = 0. Then, for a sufficiently large R > 0 we
would have m2d(AR) > 0 and
ν[A] ≥ ν[AR] ≥
∫
Rd
µ(dx)P[(x,X(1, x)) ∈ AR, eR,x ≥ 1]
=
ZR
Z
∫
Rd
µR(dx)P[(x,XR(1, x)) ∈ AR, eR,x ≥ 1] > 0.
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The last strict inequality can be seen using, for example, the Girsanov theorem.
Using the Radon-Nikodym theorem we conclude therefore the existence of a strictly
positive, Borel measurable density p(x, y), such that
EµF (X(0), X(1)) =
∫
R2d
F (x, y)p(x, y)µ(dx)µ(dy)
for any Borel measurable and bounded function F : R2d → R. Here Eµ is the expectation
with respect to measure µ⊗ P. This in particular implies (3.10).
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