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[1] Positive feedbacks between climate change and the carbon cycle have the potential to
amplify the growth of atmospheric carbon dioxide and accelerate future climate warming.
However, both the magnitude of and the processes which drive future carbon cycle-
climate feedbacks remain highly uncertain. In this study, we use a coupled climate-carbon
model to investigate how the response of vegetation photosynthesis to climate change
contributes to the overall strength of carbon cycle-climate feedbacks. We find that the
feedback strength is particularly sensitive to the model representation of the
photosynthesis-temperature response, with lesser sensitivity to the parameterization of
soil moisture and nitrogen availability. In all simulations, large feedbacks are
associated with a climatic suppression of terrestrial primary productivity and consequent
reduction of terrestrial carbon uptake. This process is particularly evident in the
tropics and can explain a large part of the range of carbon cycle-climate feedbacks
simulated by different coupled climate-carbon models.
Citation: Matthews, H. D., M. Eby, T. Ewen, P. Friedlingstein, and B. J. Hawkins (2007), What determines the magnitude of carbon
cycle-climate feedbacks?, Global Biogeochem. Cycles, 21, GB2012, doi:10.1029/2006GB002733.
1. Introduction
[2] The global carbon cycle is an integral component of
the climate system. Levels of atmospheric carbon dioxide
(CO2) are strongly determined by the fluxes of carbon
between atmospheric, land and ocean carbon stores. In the
context of present anthropogenic emissions of carbon diox-
ide, the accumulation of CO2 in the atmosphere is critically
dependent on the strength of terrestrial and oceanic carbon
sinks. The extent to which current carbon sinks may be
affected by climate changes creates the potential for feed-
backs between the carbon cycle and climate change. The
strength of future carbon cycle-climate feedbacks may be
one of the most important uncertainties with respect to
determining the magnitude of climate change over the next
century.
[3] Numerous model studies have demonstrated the
potential for positive carbon cycle feedbacks to operate in
the climate system [Cox et al., 2000; Friedlingstein et al.,
2001; Dufresne et al., 2002; Jones et al., 2003b; Zeng et al.,
2004; Thompson et al., 2004; Matthews et al., 2005b;
Govindasamy et al., 2005; Matthews et al., 2005a; Fung
et al., 2005]. All of these studies have shown that when
climate changes are allowed to affect carbon cycle processes,
atmospheric CO2 growth is amplified owing to weakened
terrestrial and oceanic carbon sinks. The strength of the
feedback, however, has varied considerably between models,
with the amplification of atmospheric CO2 at the year 2100
ranging from 20 parts per million (ppm) to more than 200
[Friedlingstein et al., 2006]. Both ocean and terrestrial
carbon cycles have been found to contribute to the global
carbon cycle-climate feedback, though in most cases, the
terrestrial component of the feedback has been shown to
dominate over the next century. Additionally, most of the
variance between models originates from differences in
the terrestrial carbon cycle response to climate changes
[Friedlingstein et al., 2003, 2006].
[4] A striking feature of the terrestrial carbon cycle
response to climate changes is a decrease in soil carbon as
a function of climate warming [e.g., Cox et al., 2000]. All
models include a positive (exponential) relationship
between the rate of soil carbon decomposition (heterotro-
phic soil respiration) and soil temperature; increasing
temperature thus leads to a weakening of the terrestrial
carbon sink due to an acceleration of soil carbon release
[Cox et al., 2000; Friedlingstein et al., 2003]. As a
consequence of this, much research has focused on the
response of soil respiration to climate changes as a primary
driver of the terrestrial feedback [Friedlingstein et al., 2003;
Jones et al., 2003a]. Analysis of this component of the
feedback has not, however, been able to reconcile differ-
ences in model feedback strengths [Jones et al., 2005;
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Matthews et al., 2005b]. This suggests that while soil
respiration is an important component of the terrestrial
feedback, it does not on its own explain why different
models have produced such divergent results.
[5] In a recent model study using version 2.3 of the
University of Victoria Earth System Climate Model (UVic
ESCM),Matthews et al. [2005b] proposed that an important
driver of the terrestrial carbon cycle-climate feedback is the
response of vegetation productivity and carbon uptake to
climate changes. In particular, the authors argued that large
carbon cycle-climate feedbacks require decreases in vege-
tation productivity due to climate changes, in addition to an
acceleration of soil carbon decomposition. In a subsequent
study, Matthews et al. [2005a] demonstrated that suppres-
sion of photosynthesis at high temperatures can greatly
amplify the simulated carbon cycle-climate feedback, and
that much of the range of model-simulated feedback mag-
nitudes could be explained by differences in terrestrial
productivity-climate responses.
[6] In this paper, we expand on the research presented by
Matthews et al. [2005a] by examining the effect of several
environmental limitations on terrestrial carbon uptake in
determining the response of the carbon cycle to climate
changes. Plants are highly responsive to their local environ-
ments, and as such the rate of carbon uptake depends on
environmental conditions such as light, nitrogen and water
availability, atmospheric carbon dioxide and temperature.
Leaf nitrogen, for example, is associated with several
physiological stages of photosynthesis, and the rate of
photosynthesis is thus strongly affected by nitrogen avail-
ability [Lambers et al., 1998]. Water availability is also a
key limiting factor for plant growth on a global scale,
playing a role in cell expansion, transport and all physio-
logical processes [Lambers et al., 1998]. Furthermore, plant
water use can be affected by elevated atmospheric CO2; in
theory, plants are able to gain sufficient carbon with less
water loss in a high-CO2 atmosphere [Scha¨fer et al., 2002]
with the result that CO2 can affect terrestrial carbon
dynamics by both directly stimulating vegetation growth,
and also indirectly via plant influence on available soil
moisture for soil carbon decomposition. Temperature is also
an important limiting factor for photosynthesis due to its
effect on the rate of biochemical reactions and enzyme
function. The optimum temperature for photosynthesis
varies considerably among species (ranging from 5 to
40C), as does the shape of the photosynthesis-temperature
response curve [Lambers et al., 1998; Kirschbaum, 2004].
As such, the rate of terrestrial carbon uptake is highly
sensitive to the temperature at which photosynthesis occurs.
[7] In this paper, we focus on the response of vegetation
productivity to climate changes as a dominant contributor to
the net climatic effect on terrestrial carbon uptake in
coupled climate-carbon cycle models. In a detailed sensi-
tivity study, we have varied the model representation of the
effect of nitrogen limitation, soil moisture and temperature
on carbon uptake and storage in vegetation. We present
simulated carbon cycle-climate feedbacks for each model
configuration, demonstrating the effect of each change to
the model on the transient behavior of the climate-carbon
cycle system. Finally we apply the feedback analysis of
Friedlingstein et al. [2003] to the results for each version of
the model, and compare the range of model results obtained
in this sensitivity study to recently published results from
other coupled climate-carbon models [Friedlingstein et al.,
2006].
2. Methods
2.1. Model Description
[8] The model used for this study is the University of
Victoria Earth System Climate Model (UVic ESCM), ver-
sion 2.7. The climate component of the model is based on
version 2.3 of the UVic ESCM, as described by Weaver et
al. [2001]. The oceanic component of the UVic ESCM is a
general circulation ocean model with horizontal resolution
of 1.8 degrees latitude by 3.6 degree longitude, and 19 levels
in the vertical. Carbon cycling in the ocean is based on the
OCMIP abiotic protocol, with inorganic carbon simulated as
a passive tracer in the ocean model [Ewen et al., 2004]. This
ocean model is coupled to a dynamic-thermodynamic sea
ice model, and a single-layer vertically integrated energy-
moisture balance atmosphere [Weaver et al., 2001].
[9] The UVic ESCM has now been coupled to a dynamic
vegetation and terrestrial carbon cycle model [Meissner et
al., 2003; Matthews et al., 2005b]. The land surface
component of the model is a single-soil-layer version of
the U. K. Met Office Surface Exchange Scheme (MOSES2
[Cox et al., 1999; Essery et al., 2003]), and is coupled to the
TRIFFID dynamic vegetation model (Top-down Represen-
tation of Interactive Foliage and Flora Including Dynamics
[Cox, 2001]). TRIFFID models the spatial distribution of
five plant functional types (PFTs): broadleaf trees (BT),
needleleaf trees (NT), C3 grasses (C3), C4 grasses (C4) and
shrubs (SB).
[10] The terrestrial carbon cycle is represented by a
coupled photosynthesis-stomatal conductance model based
on a biochemical model of photosynthesis for C3 and C4
plants [Collatz et al., 1991, 1992]. Carbon uptake through
photosynthesis (GPP: gross primary productivity) is calcu-
lated within MOSES as a function of ambient CO2, tem-
perature, soil moisture, light and humidity. Nitrogen
availability is prescribed and does not change as a function
of changing climatic conditions. Plant growth and mainte-
nance respiration are determined on the basis of environ-
mental conditions, and subtracted from GPP to calculate net
carbon uptake or NPP (net primary productivity). NPP is
allocated to either leaf, wood or root carbon pools, or to the
spread of vegetated area. Vegetation carbon is transferred to
the soil through litterfall and then returned to the atmo-
sphere by heterotrophic (soil) respiration, which varies as a
function of soil temperature and moisture.
2.2. Model Configurations and Experimental Setup
[11] In this study we have varied the model representation
of three key processes in the model which affect terrestrial
carbon uptake: (1) the availability of leaf nitrogen, (2) the
effect of soil moisture on the rate of leaf turnover, and (3) the
effect of temperature as a limiting factor on the rate of
photosynthesis. Five versions of the UVic model are pre-
sented here, which are listed in Table 1. The base model
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version used for this study (NONE) contains vegetation
parameters consistent with the version of the model used in
[Matthews et al., 2005b]. Model versions DN, DM and DT
have been modified by decreasing nitrogen availability
(DN), including the effect of soil moisture stress on the
rate of leaf turnover (DM) and decreasing the upper and
lower temperature control parameters for photosynthesis
(DT). Model version ALL carries all of the modifications
of the previous three model versions (DN + DM + DT).
[12] Parameter values for nitrogen availability in the
model (specified as the ratio of nitrogen to carbon in leaves)
for each plant functional type are listed in Table 2. This
specified leaf nitrogen is used in the calculation of the
maximum (non-temperature stressed) rate of carboxylation
of the photosynthetic enzyme Rubisco (Vmax: discussed
further below), as well as in the model calculation of plant
growth and maintenance respiration. In model versions DN
and ALL, leaf nitrogen availability is decreased by 25% for
all plant functional types, leading to decreased model values
for both GPP and NPP (see Table 3). This change is well
within the natural range of leaf nitrogen concentrations,
which can vary from.0068 to.062 kg N/kg C depending on
species, site and environmental conditions [Reich et al.,
1997, 1999].
[13] Soil moisture affects vegetation processes in the
carbon cycle model in several ways. There is a direct impact
on photosynthesis, whereby stomata close if soil moisture
decreases beyond the vegetation wilting point. Where there
is sufficient soil moisture for photosynthesis to occur, the
net rate of photosynthesis increases linearly with soil
moisture up to a saturation soil moisture level, above which
vegetation is no longer limited by soil moisture availability.
Soil moisture also affects the rate of plant and soil respira-
tion, which in turn determine the net terrestrial carbon
uptake. Furthermore, the model contains a parameterization
for a direct effect of soil moisture on litterfall or the rate of
leaf turnover. However, in previous studies using the UVic
ESCM coupled to MOSES and TRIFFID, this parameteri-
zation was not activated in the model [e.g., Meissner et al.,
2003; Matthews et al., 2005b].
[14] The leaf turnover rate in the model (DL) is calculated
as
DL ¼ DLmin  F Tð Þ  F Mð Þ; ð1Þ
where DLmin is the minimum rate of leaf turnover (set to
0.25 for all PFTs) and F(T) and F(M) are a PFT-dependent
temperature (T) and fractional soil moisture availability (M)
effect on the leaf turnover rate. In model version DM, we
have introduced the formula for F(M),
F Mð Þ ¼ 1:0þ k Mcrit Mð Þ; ð2Þ
for cases where soil moisture (M) is less than a specified
critical soil moisture level (Mcrit). In this equation, k is a
constant representing the rate of change of the leaf turnover
rate with soil moisture. Specified values of Mcrit are shown
in Table 2. For model versions NONE, DN, and DT, F(M) is
set to 1.0 for all plant functional types (since Mcrit = 0.0):
equation (2) is only used to increase the rate of leaf turnover
in model versions DM and ALL.
[15] In many terrestrial carbon cycle models, as well as
for most plant species, photosynthesis has an approximate
Gaussian dependence on leaf temperature [Cox et al., 1999;
Table 1. Model Configurations
Model Modification From Reference Model Version
NONE unmodified vegetation parameters
DN decreased leaf nitrogen availability
DM inclusion of soil moisture stress on the rate of leaf turnover
DT decreased temperature control parameters for photosynthesis
ALL all of the above (DN + DM + DT)
Table 2. Description of Model Configurations and Modified Parameter Values
Model
Leaf Nitrogen, kg N/kg C Critical M for Leaf Drop
BL NL C3 C4 SB BL NL C3 C4 SB
NONE 0.04 0.03 0.06 0.03 0.03 0.0 0.0 0.0 0.0 0.0
DN 0.032 0.024 0.048 0.024 0.024 0.0 0.0 0.0 0.0 0.0
DM 0.04 0.03 0.06 0.03 0.03 0.90 0.65 0.15 0.05 0.65
DT 0.04 0.03 0.06 0.03 0.03 0.0 0.0 0.0 0.0 0.0
ALL 0.032 0.024 0.048 0.024 0.024 0.90 0.65 0.15 0.05 0.65
Upper T Limit Lower T Limit
BL NL C3 C4 SB BL NL C3 C4 SB
NONE 36.0 31.0 36.0 45.0 36.0 0.0 5.0 0.0 13.0 0.0
DN 36.0 31.0 36.0 45.0 36.0 0.0 5.0 0.0 13.0 0.0
DM 36.0 31.0 36.0 45.0 36.0 0.0 5.0 0.0 13.0 0.0
DT 31.0 26.0 31.0 40.0 31.0 5.0 15.0a 5.0 8.0 5.0
ALL 31.0 26.0 31.0 40.0 31.0 5.0 15.0 5.0 8.0 5.0
aTlow for needleleaf trees was decreased by 10C relative to NONE so as to improve the simulation of northern boreal forests.
Table 3. Simulated Equilibrium Terrestrial Carbon Fluxes and
Storesa
Model GPP, GtC/yr NPP, GtC/yr CV, GtC CS, GtC T, K
NONE 189 85 1204 1371 287.65
DN 158 74 1045 1144 287.15
DM 159 73 745 1140 286.55
DT 185 86 1088 1444 287.5
ALL 134 64 571 1059 286.15
aFluxes are gross primary productivity (GPP) and net primary productivity
(NPP). Stores are vegetation carbon (CV) and soil carbon (CS). Globally
averaged surface air temperature is also listed for each model (T).
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Adams et al., 2004; Medlyn et al., 2002b]. This relationship
is shown for the five TRIFFID PFTs in Figure 1. To modify
the temperature dependence of photosynthesis, we have
decreased the model parameters Tup and Tlow, which are
used in the calculation of the temperature limited maximum
rate of carboxylation of the photosynthetic enzyme Rubisco
(Vm),
Vm ¼ VmaxfT 2:0ð Þ
1þ exp 0:3 Tc  Tup
   
1þ exp 0:3 Tlow  Tcð Þf g
 :
ð3Þ
Here Tup and Tlow are the upper and lower temperature
constraints on photosynthesis, Tc is the leaf temperature,
Vmax is a nitrogen-limited (non-temperature stressed)
maximum carboxylation rate, and fT is a standard ‘‘Q10’’
temperature dependence with Q10 = 2.0. Vm is used to
calculate the gross canopy photosynthesis as limited by
Rubisco, available light or the transport of photosynthetic
products, which then goes into the calculation of GPP and
NPP [Cox et al., 1999]. In model versions DT and ALL
(Figure 1b), Tup and Tlow are both decreased by 5C for all
PFTs relative to NONE, DM and DN (Figure 1a); this shifts
the photosynthesis-temperature curve toward colder values
and thus increases (decreases) the temperature stress on
photosynthesis at high (low) temperatures (Figure 1c).
[16] Modification of these vegetation parameters, as listed
in Table 2, had large effects on the simulated pre-industrial
vegetation distribution. Values for GPP, NPP, vegetation
(CV) and soil (CS) carbon for each model version are
shown in Table 3. The changes made in each model version
(DN, DM and DT) all served to increase climatic limitations
on terrestrial carbon uptake and storage, as reflected in
decreases in simulated GPP, NPP and CV. It is clear that the
combination of all modifications (model version ALL)
resulted in the closest correspondence with observational
estimates of terrestrial carbon fluxes and stores (e.g., 52.9 to
62.6 GtC/yr for NPP; 650 GtC for CV; 1550 GtC for CS
[Saugier et al., 2001; Prentice et al., 2001]), as well as
spatial distributions of plant functional types [Loveland and
Belward, 1997] (not shown). It is also clear that the other
four model versions (NONE, DN, DM and DT) do not well
reflect observational estimates. We argue, however, that
errors in pre-industrial vegetation distributions are less
important than direct effect of parameter modifications on
the transient response of different model versions. Further-
more, the intent of this paper is not to determine what
constitutes the ‘‘best’’ version of the UVic model (the reader
is referred to Meissner et al. [2003] and Matthews et al.
[2005b] for a more detailed validation of the UVic ESCM
against observations), but rather to explore how the above
changes to vegetation parameters in the model affect the
transient behavior of the carbon cycle in the context of
anthropogenic climate change.
[17] For each version of the model, the UVic ESCM was
spun up to equilibrium (	2000 years), and then transient
simulations were performed from the year 1750 to 2100.
Simulations were forced by historical anthropogenic carbon
emissions from fossil fuels and land-use change until 2000
[Marland et al., 2002; Houghton, 2003] and then by SRES
A2 scenario emissions from 2000 to 2100 [Nakic´enovic´ et
al., 2000]. Changes in the spatial extent of anthropogenic
land-use were not included in these simulations. To isolate
the effect of carbon cycle-climate feedbacks, two transient
simulations were carried out: (1) a coupled simulation in
which both CO2 increases and associated climate changes
were calculated and coupled with the carbon cycle and (2) an
uncoupled simulation in which CO2 increases did not exert
any radiative forcing to climate, and the carbon cycle thus
responded to increased CO2 in the context of a constant pre-
industrial climate. Differences in simulated atmospheric
CO2 between coupled and uncoupled simulations represent
the magnitude of carbon cycle-climate feedbacks in each
model version.
3. Results
3.1. Global Carbon Cycle Changes and Feedbacks
[18] Results from coupled and uncoupled runs for the
5 model versions are tabulated in Table 4. Shown here are
modeled changes in surface air temperature, carbon pools
and terrestrial carbon fluxes from 1750 to 2100 for both
coupled and uncoupled model simulations, as well as the
differences between coupled and uncoupled model runs at
2100. Global temperature changes in the coupled runs,
Figure 1. Dependence of net photosynthesis (PS) on leaf temperature (T) (for a specific location with
specified soil moisture) for the five PFTs in the model: BL (solid line), NL (dotted line), C3 (short-dashed
line), C4 (dash-dotted line) and SB (long-dashed line). (a) The effect of parameters used in NONE, DN
and DM, and (b) the effect of parameters used in DT and ALL, in which Tup and Tlow were both decreased
by 5C. (c) The difference between Figures 1 and 1b.
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listed in the first column, largely reflect differences in
simulated atmospheric CO2 between the five model ver-
sions, though there are also small differences in the climate
response to CO2 forcing due to differences in pre-industrial
climatology, as well as the dynamics of terrestrial vegetation
over the course of the model runs. The small warming seen
in the uncoupled simulations results from the effect of CO2
fertilization of terrestrial vegetation and associated dynamic
vegetation feedbacks to climate.
[19] There is a large range in predicted year 2100 CO2 in
the coupled runs, from 770 (NONE) to 926 ppm (ALL)
(Table 4 and Figure 2a). Part of this difference can be
attributed to differing biospheric response to CO2 alone, as
can be seen in differences in the predicted CO2 in the
uncoupled runs. There are also large differences in the
response of the carbon cycle to climate change; the effect
of carbon cycle-climate feedbacks on atmospheric CO2 for
the five model versions are shown in Figure 2b as the CO2
difference between coupled and uncoupled runs. The small-
est feedback is seen in model DN, which simulated an
additional 80 ppm CO2 at 2100; the largest feedback is seen
in DT, which led to an increased year 2100 CO2 of
159 ppm.
[20] Changes in vegetation and soil carbon for the five
model versions are shown in Figures 2c–2f. In all runs,
vegetation carbon increased throughout the model simula-
tion (Figure 2c); the largest increase in vegetation carbon
was simulated by NONE (+392 GtC) and the smallest by
ALL (+238 GtC). When the difference in vegetation carbon
between coupled and uncoupled runs is plotted (Figure 2d),
a distinct grouping of models emerges. In runs NONE, DN
and DM, vegetation carbon was larger in the coupled run
than in the uncoupled runs; this can be explained by a
higher atmospheric CO2 in the coupled run and consequent
stronger fertilization of vegetation growth and accumulation
of vegetation carbon. In DT and ALL, however, vegetation
carbon storage was lower in the coupled than the uncoupled
run; in these cases, climate changes had a negative impact
on vegetation carbon storage, which outweighed stronger
CO2 fertilization in the coupled run. In all cases, carbon
cycle-climate feedbacks reflected the extent to which veg-
etation carbon storage was suppressed by climate changes;
larger feedbacks are associated with a negative impact of
climate change on vegetation carbon uptake.
[21] This grouping of models is also apparent when
looking at soil carbon changes. Larger feedbacks are asso-
ciated with lower accumulation of soil carbon in the coupled
runs, and in the case of DT and ALL, a slight decrease in
global soil carbon toward the end of the simulation
(Figure 2e). Also, larger soil carbon differences between
coupled and uncoupled runs are associated with larger
feedbacks (Figure 2f). It is important to emphasize, how-
ever, that these differences did not emerge from model
differences in the representation of soil carbon release, as
soil respiration was parameterized identically in all model
versions. Instead, differences soil carbon emerged from
differences in vegetation carbon accumulation and the
transfer of carbon from vegetation to soil carbon pools via
litterfall. In runs with less vegetation carbon accumulation,
less carbon was transferred to the soil carbon pool, and this
resulted in less soil carbon storage.
[22] In Figure 2g, changes in ocean dissolved inorganic
carbon (DIC) primarily reflect atmospheric CO2 concen-
trations in the coupled runs. The coupled-uncoupled DIC
difference for each model run (Figure 2h) includes the effect
of differences in atmospheric CO2 (leading to increased
uptake) plus the influence of positive climate feedbacks
(changes in sea surface temperatures, sea ice and circula-
tion). In Figure 2h, the difference in DIC initially increased
slightly for all models until year 2000, as higher atmospheric
CO2 had a larger effect on uptake than increasing ocean
temperature and other feedbacks. After this point, positive
feedbacks dominated (particularly in DN and NONE, which
had the lowest CO2 concentrations in the coupled runs) and
the coupled-uncoupled DIC difference became negative. In
the other three model versions, the effect of higher CO2
in the coupled run dominated for somewhat longer, with DT
exhibiting the largest increase in atmospheric CO2 and
consequently showing the smallest difference in DIC be-
tween the coupled and uncoupled model runs at the end of
the simulation. Differences in ocean feedback strength
between models versions, however, were not large relative
to differences in the terrestrial feedback, which is not
surprising since ocean differences arose solely from differ-
ences in climate that were initiated by terrestrial vegetation
Table 4. Coupled and Uncoupled Model Results at 2100 for the Five Model Versionsa
Model DT, C CO2, ppm DCV, GtC DCS, GtC DDIC, GtC DGPP, GtC/yr DNPP, GtC/yr DRH, GtC/yr D t, years
Coupled (Uncoupled) Run
NONE 3.1 (0.2) 770 (681) 392 (371) 374 (550) 510 (540) 117.4 (99.2) 70.5 (69.3) 64.9 (61.1) 4.4 (1.9)
DN 3.3 (0.2) 798 (718) 377 (353) 314 (454) 526 (576) 101.7 (82.5) 61.5 (58.5) 56.6 (51.8) 4.3 (1.8)
DM 3.5 (0.2) 840 (736) 293 (282) 275 (470) 561 (594) 102.0 (85.2) 58.0 (56.0) 54.0 (49.4) 4.5 (2.5)
DT 3.4 (0.2) 874 (715) 332 (376) 154 (438) 571 (575) 80.4 (77.8) 42.0 (51.9) 40.7 (44.9) 4.2 (2.4)
ALL 3.9 (0.2) 926 (780) 238 (284) 110 (346) 603 (625) 64.7 (61.2) 33.9 (39.2) 32.0 (34.1) 4.4 (2.2)
Difference: Coupled–Uncoupled Runs
NONE 2.9 89 20.9 176 30.1 18.2 1.2 3.8 1.5
DN 3.1 80 24.3 140 50.0 18.2 3.0 4.8 1.5
DM 3.3 104 10.71 195 32.6 16.8 2.0 4.6 2.0
DT 3.2 159 43.3 283 4.1 2.6 9.9 4.2 1.8
ALL 3.7 146 45.8 236 22.3 3.5 6.3 1.9 2.2
aListed here are surface air temperature increase (T), atmospheric CO2 and changes in vegetation carbon (CV), soil carbon (CS), ocean dissolved
inorganic carbon (DIC), gross primary productivity (GPP), net primary productivity (NPP), soil respiration (RH), and soil turnover time (t). Differences at
2100 between coupled and uncoupled runs are shown in the lower half of the table.
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differences, and not from any modifications to ocean carbon
cycle model formulations.
[23] The terrestrial carbon cycle differences apparent in
Figure 2 can also be seen in the behavior of terrestrial
carbon fluxes (GPP, NPP and soil respiration) in the five
models, as plotted in Figure 3. In Table 4, GPP can be seen
to have increased in all models, ranging from an increase of
65 GtC in ALL to 117 GtC in NONE for the coupled runs.
GPP increases in the uncoupled runs were all smaller, on
account of lower atmospheric CO2 (from 61.2 in ALL to 99
in NONE). The difference between coupled and uncoupled
simulations (shown in Figure 3a) reveals the same grouping
of models as was seen for vegetation and soil carbon;
models DT and ALL show a large climatic suppression of
Figure 2. Modeled changes in atmospheric, terrestrial and ocean carbon pools from 1850 to 2100.
(a) Modeled atmospheric CO2 in the coupled runs; (b) CO2 difference between coupled and uncoupled
runs; (c, e, g) vegetation/soil/ocean carbon increases in the coupled runs; and (b, f, h) vegetation/soil/
ocean carbon difference between coupled and uncoupled runs. NONE, dotted line; DN, short-dashed line;
DM, long-dashed line; DT, dash-dotted line; ALL, solid line.
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GPP, whereas in models DN, DM and NONE, GPP was
much less affected by climate changes. When NPP changes
are plotted in a similar manner (Figure 3b), the same pattern
emerges, though in this case, the differences in NPP
between coupled and uncoupled runs are either positive
(higher NPP in the coupled runs, as for NONE, DN and
DM) or negative (lower NPP in the coupled runs, as in DT
and ALL). Again, larger carbon cycle-climate feedbacks are
associated with climate suppression of photosynthesis and
consequent vegetation carbon uptake and storage.
[24] The importance of GPP and NPP changes in deter-
mining the magnitude of carbon cycle-climate feedbacks is
also apparent in the response of soil respiration in the five
model versions. In all models, soil respiration increased
throughout the simulation (Table 4); in the uncoupled runs,
soil respiration changes can be explained primarily by
changes in the soil carbon pool, as soil temperature did
not change in these runs. In the coupled runs, soil respira-
tion was affected by changes in climate; however, these runs
also experienced changes in soil carbon input from vegeta-
tion, and hence the size of the soil carbon pool over time
varied considerably between model versions. The depen-
dence of the rate of soil respiration on vegetation carbon
inputs is clear in the plot of differences between coupled
and uncoupled runs (Figure 3c). In models DT and ALL,
soil respiration was actually decreased in the coupled run
relative to the uncoupled run as a consequence of decreased
vegetation carbon input, despite increased soil respiration
from temperature increases in the coupled run.
[25] The behavior of soil carbon processes in these runs
can be further analyzed by examining changes in soil
turnover time (t, in years), defined here as the ratio of total
soil carbon (CS) to the rate of soil respiration (RH),
t ¼ CS
RH
: ð4Þ
The change in soil turnover time in the five models is listed
in the final column of Table 4. In all models, t decreased
throughout the simulation; in the coupled runs, this
represents an increase in soil respiration relative to total
soil carbon, such as would be caused by increased soil
temperature. Surprisingly, t also decreased in the uncoupled
simulations, in which soil temperature changes were
negligible. These simulations did, however, produce a
change in soil moisture, since at higher CO2, vegetation
uses water more efficiently; as a result, evaporation was
lower and soil moisture increased. The decreased turnover
times in these runs resulted from increased soil moisture and
consequent increased soil respiration relative to total soil
carbon in areas where soil respiration was limited by soil
moisture.
[26] Differences in soil turnover time between coupled
and uncoupled model runs represent the contribution of
accelerated soil respiration due to climate changes to the
total carbon cycle-climate feedback. As can be seen in
Figure 3d, all model versions showed an acceleration
of soil respiration due to climate changes (decreased t).
Differences between model versions, however, are not
large. Furthermore, most of the difference arises from
differences in the uncoupled runs, rather than the coupled
runs (Table 4). This result suggests that model differences
Figure 3. Modeled difference in terrestrial carbon fluxes and turnover times from 1850 to 2100. (a, b)
GPP/NPP difference between coupled and uncoupled runs; (c, d) as for Figures 3a and 3b for soil
respiration and soil carbon turnover time. NONE, dotted line; DN, short-dashed line; DM, long-dashed
line; DT, dash-dotted line; ALL, solid line.
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in how soil respiration responded to climate changes are
better explained by soil moisture than temperature effects
on t.
3.2. Regional Carbon Cycle Changes
[27] The UVic ESCM is a spatially explicit model, and
as such it is informative to look at the latitudinal distribu-
tion of the global terrestrial carbon cycle changes discussed
in the previous section. The net land flux to the atmosphere
in the coupled run (the difference between RH and NPP at
2100) is shown for the five model versions in Figure 4a.
As can be seen here, model runs NONE, DM and DN
showed a terrestrial carbon sink at all latitudes (shown here
as a negative net carbon flux, representing a flux of carbon
out of the atmosphere). Particularly notable in these runs is
a strong tropical carbon sink that persisted through to the
year 2100. This was not the case for runs ALL and DT,
which differed from the other three runs primarily in the
tropics: In these two runs, latitudes between about 10S
and 30N represented a net terrestrial carbon source to the
atmosphere at the year 2100. This is a direct reflection of
the increased heat stress affecting photosynthesis in these
model versions, with a dominant effect occurring in
tropical regions.
[28] The contribution of these between-model differences
in NEP to the net carbon cycle-climate feedback can be seen
in Figure 4b, which shows the difference in the year 2100
net terrestrial carbon flux to the atmosphere between cou-
pled and uncoupled runs. For all model configurations, the
net carbon flux difference is predominantly positive, reflect-
ing the effect of climate changes leading to reduced terres-
trial carbon uptake in the coupled run relative to the
uncoupled run. It is in the tropics, however, that the differ-
ences between model configurations is most apparent, with
models ALL and DT showing a notably larger change in net
carbon uptake due to the suppression of NPP at high
temperatures in the tropics. It is interesting to note here
that at high Northern and Southern latitudes the terrestrial
carbon cycle actually represents a negative feedback to
climate, as terrestrial carbon uptake at high latitudes is
stronger in the coupled run on account of climate warming.
This effect is small, however, relative to positive feedbacks
in the tropics and midlatitudes.
3.3. Feedback Analysis
[29] In this section, we apply the feedback analysis of
Friedlingstein et al. [2003] to results from the five model
versions. This analysis serves to separate the relative con-
tribution of different components of the carbon cycle to the
overall feedback, as well as to isolate the effect of climate
changes from the opposing effect of higher CO2 in the
coupled runs. This is done by characterizing carbon cycle
changes in terms of beta (b) and gamma (g) values. b-values
are derived from the uncoupled run only, and represent the
carbon cycle sensitivity to atmospheric CO2 increases (in
the absence of climate change),
DCu ¼ bDCuA: ð5Þ
Here DCu is the uncoupled-run change in either land or
ocean carbon storage (in GtC) and DCA
u is the change in
atmospheric CO2 (in ppm) in the uncoupled run. The ratio
of land carbon change (DCL
u) to DCA
u gives a value of b for
land only (bL in GtC/ppm).
[30] The g-values represent the carbon cycle sensitivity to
climate changes,
DCclim ¼ gDTc: ð6Þ
HereDTc is the globally averaged temperature change in the
coupled run, and DCclim is the change in (either land or
ocean) carbon storage due to climate changes. Since DC c
(the change in carbon storage in the coupled run) is
influenced by both climate change and atmospheric CO2
increases, DC c must be corrected for higher CO2 in the
coupled run to calculate the change in carbon storage due to
climate changes alone (DCclim),
DCclim ¼ DCc DCuð Þ  b DCcA DCuA
 
: ð7Þ
Figure 4. Zonally averaged (a) net terrestrial carbon flux at 2100 in the coupled run (positive denotes
carbon source; negative denotes carbon sink) and (b) net terrestrial carbon flux difference between
coupled and uncoupled runs at 2100 (positive denotes increased carbon source/decreased carbon sink).
NONE, dotted line; DN, short-dashed line; DM, long-dashed line; DT, dash-dotted line; ALL, solid line.
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Consequently, gL, calculated as: gL = DCL
clim/DT c,
represents the terrestrial carbon cycle contribution to
positive carbon cycle-climate feedbacks (in GtC/K).
[31] Friedlingstein et al. [2003] also defined the gain of
the carbon cycle-climate feedback (g) as
DCcA ¼ 1= 1 gð ÞDCuA; ð8Þ
where a g of zero represents no feedback, and 0 < g < 1
represents the effect of positive carbon cycle-climate
feedbacks on atmospheric CO2. As shown in Friedlingstein
et al. [2003, 2006], g can also be expressed as a function of
b and g parameters,
g ¼ a gL þ gOð Þ= 1þ bL þ bOð Þ: ð9Þ
Here subscripts L and O indicate b and g parameters for
land and ocean, respectively, and a is an additional
parameter representing the transient climate warming
response to CO2 (in K/ppm).
[32] Values of g, a, bL, bO, gL, and gO from 12 different
coupled climate-carbon models have recently been pub-
lished as part of the Coupled Climate Carbon Cycle Inter-
comparison Project (C4MIP) [Friedlingstein et al., 2006].
In this section, we apply this feedback analysis specifically
to the terrestrial carbon cycle, and compare parameter
values of g, b and g from the five UVic model versions
used in this paper to published results from the range of
C4MIP models.
[33] Result of this analysis are shown in Figure 5. For
each parameter, each UVic model version is plotted by a
symbol as indicated in the Figure 5 legend, with the UVic
model range indicated by a dotted line. The adjacent dashed
line indicates the range of C4MIP models, with maximum
and minimum vales indicated by the upper and lower
symbols. In addition to values of bL, gL and g (as defined
by equations (5), (6) and (8) above), Figure 5 also shows
values of gNPP and gt, corresponding to the g values for net
primary productivity (NPP) and soil turnover time (t),
respectively. These were calculated by the same method
as gL, but using values for DNPP and Dt in place of DCL
in equations (6) and (7), along with their respective bNPP
and bt values.
[34] From the parameter ranges plotted in Figure 5, is it
clear first that the five UVic model versions do differ
considerably with respect to their bL values. This difference
largely reflects different starting vegetation distributions,
with model versions that simulated more pre-industrial land
carbon storage, also exhibiting a greater capacity to take up
anthropogenic carbon (higher bL). Differences in bL do
affect the strength of carbon cycle-climate feedbacks, as a
decreased bL results in higher atmospheric CO2 which
generates more climate change and hence a larger impact
on the carbon cycle (see also equation (9)). This is likely an
important factor in the increased feedback strength in the
DM model run, as of the three perturbed runs (DT, DN and
DM), DM showed the largest decrease in bL relative to
NONE. However, differences in bL are not the most
important contributor to overall differences in feedback
strength between the model versions. For example, DN also
showed a decrease in bL relative to NONE, though as
shown in Figure 2b, the DN model feedback was smaller
than NONE. Furthermore, DT (largest feedback), did not
have the smallest bL, and in fact had a very similar bL to DN
(smallest feedback).
[35] More significant, is the large range between model
versions in gL values. As would be expected, DT shows the
largest (most negative) gL, corresponding with a large
negative effect of climate warming on photosynthesis and
consequent terrestrial carbon uptake. It is interesting to note
Figure 5. Feedback analysis parameters for the five UVic model versions, compared to the C4MIP
inter-model range. Parameters shown (from left to right) are beta-land (bL) and gamma-land (gL) (both
with units of GtC/ppm), gamma-NPP (gNPP) and gamma_TAU (gt) (units of GtC/yr/K), and gain
(g: unitless). For each parameter, symbols on the dotted line show the range covered by the five UVic
model versions; the adjacent dashed line shows the C4MIP intermodel parameter range from
Friedlingstein et al. [2006], with upper and lower symbols indicating the maximum and minimum values.
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here, however, that there is no additivity in the gL values of
the perturbed model versions. In particular, the difference in
gL between ALL and NONE does not reflect the sum of the
individual differences between DN, DM, DT and NONE,
respectively. This speaks to interesting nonlinearities in the
terrestrial biosphere response to climate change, which
would bear further research.
[36] Differences in gL between model versions can be
related directly to differences in gNPP and gt. Land carbon
changes (DCL) can be calculated as the time-integrated
difference between NPP and RH. It follows that gL reflects
the time-integrated difference between gNPP and gRH. How-
ever, as discussed in the previous section, changes in RH are
not independent of changes in NPP: as such, gt is a better
reflection of the soil respiration contribution to terrestrial
carbon cycle-climate feedbacks. Hence gL can be approxi-
mated as gL = Dtime (gNPP  gtDCS). Since gt differences
between UVic model versions are small, it follows that the
majority of the range in gL can be attributed differences in
gNPP. In other words, differences in the NPP response to
climate changes control the extent by which the terrestrial
carbon cycle is affected by climate changes.
[37] These b and g parameter ranges can used to explain
the range in g between the five UVic model versions. As
shown by Friedlingstein et al. [2003], the partial derivatives
of g (from equation (9)) with respect to bL and gL can be
expressed as
@g
@bL
¼ a gL þ gOð Þ= 1þ bL þ bOð Þ2 ð10Þ
@g
@gL
¼ a= 1þ bL þ bOð Þ: ð11Þ
Using average values of a, bO and gO, we calculate that the
gL range between UVic model versions would by itself
result in a range of 0.12 in g. Similarly, the range in bL
between model versions represents a range of 0.04 in g.
The actual range in g between model versions is 0.11,
indicating that the effect of gL differences between model
versions on g is reduced to some extent by differences in bL,
as well as by smaller differences in a, bO and gO. We can
conclude that the range of g between model versions is
dominated by differences in gL, which are themselves
dominated by differences in gNPP. This range of g between
UVic model versions covers 42% of the full C4MIP g range.
[38] Applying a similar calculation to the range of C4MIP
models, we estimate that the C4MIP range of gL and bL
would by themselves result in g ranges of 0.21 and 0.08,
respectively (the actual range g values between C4MIP
models is 0.27). While this calculation is approximate
(recognizing that a, b and g parameter values are not
independent, nor is there any evidence that their individual
effects on g combine linearly), it does support the claim
made by Friedlingstein et al. [2006] that variation in gL
between model values is the dominant contributor to the
large intermodel range in g. On the basis of the UVic model
parameter ranges presented above, we argue that intermodel
differences in how NPP responds to climate changes (as
reflected by the C4MIP gNPP range) could account for up to
about half of the intermodel range in the carbon cycle-
climate feedback gain.
4. Discussion
[39] In this paper, we have investigated the response of
the carbon cycle to climate changes in five versions of an
intermediate complexity coupled climate-carbon cycle
model. To explore the model sensitivity to vegetation
parameters, we have modified the extent of nitrogen limi-
tation (DN), the effect of soil moisture on rates of leaf
turnover (DM) and the temperature limitation of photosyn-
thesis (DT). The feedback between climate and the carbon
cycle in each model version is analyzed, and compared to an
unperturbed model version (NONE) and a model version
with all modifications (ALL).
[40] The sensitivity of the carbon cycle-climate feedback
in the model to changes in model parameters varied
considerably between model versions. In DN, increasing
nitrogen limitation actually decreased the net carbon cycle-
climate feedback. Since nitrogen affects both the rate of
photosynthesis and also the rate of plant respiration in the
model, this change indicates that increased nitrogen limita-
tion on balance decreased the response of plant respiration
to climate changes more than the response of photosynthe-
sis. The net effect on the carbon cycle-climate feedback was
small, indicating that this feedback is not very sensitive to
the representation of nitrogen limitation in the model. It is
important to emphasize here, however, that the nitrogen
limitation imposed here does not represent a decreased
availability of nitrogen in the model as a function of time.
In fact, since the nitrogen:carbon ratio in the model is fixed,
as vegetation carbon increased, nitrogen also increased,
implying an increasing supply of nitrogen under future
climate change. This does not necessarily reflect how the
nitrogen cycle will behave in the future [e.g., Hungate et al.,
2003] and as such does not invalidate the possibility of
strong interactions and feedbacks between nitrogen and
carbon cycles in response to future climate change.
[41] In model version DM, the carbon cycle-climate
feedback did increase notably from model version NONE.
This case is interesting, however, as there was no evidence
of increased soil moisture limitation on photosynthesis over
the course of this model run, which could explain an
increased carbon cycle-climate feedback. For example,
gNPP for DM was actually smaller than gNPP for NONE,
which would imply a smaller carbon cycle-climate feedback
were climate change effects on NPP to be directly respon-
sible. As such, the amplification of the carbon cycle
feedback in this run likely resulted from changes in the soil
moisture regime as a function of both climate and CO2
effects on vegetation, which led to decreases in the soil
turnover time in this run relative to NONE. Several exper-
imental studies have found soil carbon decomposition rates
to be limited by available soil moisture [e.g., Aerts, 2006];
to date, modeling studies have only hinted at significant
future soil moisture-carbon cycle interaction [e.g., Fung et
al., 2005], and as such this represents an open question
which warrants future investigation. It is also worth noting
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that there may be important interactions between nitrogen
availability and leaf turnover rates that were not captured
here; for example, leaves with short lifespans tend to have
more nitrogen than longer-life leaves [Wright et al., 2004].
Further model improvement, particularly with respect to the
representation of nitrogen, would be required to address the
importance of such interactions under changing climatic
conditions.
[42] By far the largest impact of vegetation parameters on
the carbon cycle-climate feedback occurred in model ver-
sion DT. In this case the mechanism for amplification of the
carbon cycle-climate feedback is clear: increasing the tem-
perature stress on photosynthesis in the model required
plants to photosynthesize at increasingly suboptimal tem-
peratures under future climate warming. The consequent
large negative effect of climate changes on NPP led to
greatly reduced terrestrial carbon uptake and amplification
of the terrestrial carbon cycle-climate feedback. As noted in
the introduction, there is a high degree of interspecies
variability in the specific shape of the photosynthetic-
temperature response curve, as well as the optimum tem-
perature for photosynthesis; in real environments, the
temperature constraint on photosynthesis is further affected
by CO2 concentration, water and nitrogen availability
[Kirschbaum, 2004], and many plants also exhibit an ability
to acclimate to changing temperatures, both seasonally and
over the longer term [Berry and Bjo¨rkman, 1980; Medlyn et
al., 2002a, 2002b]. Given the poor observational constraints
on the parameters which determine the photosynthesis-
temperature response across broad plant functional types,
it is reasonable in the model tuning process to adjust these
parameters as a means of improving simulation of equilib-
rium vegetation distributions. The results of this study
clearly indicate that adjusting temperature-photosynthesis
parameters has strong implications for the transient response
of the carbon cycle to climate warming, and as such,
modelers should be aware of the potentially large effect
that model tuning of this nature will have for the behavior of
future carbon cycle-climate feedbacks. Furthermore, given
that most land models share similar parameterizations of the
photosynthesis-temperature response curve [Friedlingstein
et al., 2006], the sensitivity of carbon cycle-climate feed-
backs to temperature control parameters shown here is
generally applicable to all such models.
[43] As shown in section 3.2, the effect of temperature
stress on photosynthesis is particularly evident in tropical
areas. As such, the large carbon cycle-climate feedbacks in
ALL and DT were driven largely by changes in tropical
productivity. This result is relevant to recent studies from
other modeling groups, notably results using the Hadley
Centre’s HadCM3LC model [Cox et al., 2000; Jones et al.,
2003b]. A striking feature of the HadCM3LC runs was a
large decrease in terrestrial carbon storage in the tropics as a
result of climate changes; it is likely that this result was
driven in large measure by high temperatures and decreased
moisture availability, both of which decreased tropical
primary productivity and amplified the overall climate
feedback from the terrestrial biosphere [Cox et al., 2001].
It is also notable that other models have not shown
similar decreases in tropical terrestrial carbon storage. Both
Govindasamy et al. [2005] and Fung et al. [2005] found
increased tropical terrestrial carbon sinks in the INCCA and
NCAR-CSM1 models, respectively, along with correspond-
ingly small terrestrial carbon cycle feedbacks to climate.
The UVic model results presented here demonstrate that
tropical productivity responses to climate changes are
critical in determining the overall strength of terrestrial
carbon cycle-climate feedbacks, and we argue that this
conclusion can be directly applied to results from other
coupled climate-carbon models.
5. Conclusions
[44] This study highlights the sensitivity of the climate-
carbon system to the choice vegetation parameters in
coupled climate-carbon models. Both the simulated pre-
industrial vegetation distribution and the transient response
of the terrestrial carbon cycle to climate and CO2 changes
reflect any changes that are made to the parameterization of
the terrestrial biosphere. The future strength of carbon
cycle-climate feedbacks is very sensitive to model param-
eters, particularly if those parameter changes modify the
impact of future climate changes on terrestrial productivity.
This was demonstrated here most clearly in the case of
temperature constraints on photosynthesis; however, differ-
ent climate models could simulate different changes in
environmental constraints on photosynthesis than those
highlighted here. For example, pronounced continental
drying as a result of atmospheric circulation changes would
have a large impact on terrestrial carbon uptake, and
contribute to a large amplification of the simulated future
carbon cycle-climate feedback.
[45] It is possible that we are now beginning to see
observational evidence of a potentially large terrestrial
productivity contribution to carbon cycle-climate feedbacks.
A recent analysis of terrestrial carbon dynamics during the
2003 summer heat-wave in Europe found that the combi-
nation of drought and high temperatures actually led the
terrestrial biosphere to become a source for carbon due to a
pronounced suppression of terrestrial photosynthesis [Ciais
et al., 2005]. It is conceivable that more such events in the
future will further emphasize the critical role that terrestrial
productivity plays in determining the net fluxes of carbon
between the atmosphere and the land biosphere. On the
basis of the results of our research, we argue that the future
behavior of terrestrial productivity will be of first-order
importance in determining the overall strength of future
carbon cycle-climate feedbacks, and may in fact exceed the
importance of the soil respiration-temperature response in
explaining the very large range of feedbacks produced by
different coupled climate-carbon models. It is clear that
further research is required to better constrain future carbon
cycle-climate feedbacks, both with respect to our under-
standing of how vegetation responds to changes in climatic
constraints, and also in our ability to represent these
processes in the current generation of global models.
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