The absence of Brownian motion in granular media is a source of much complexity, including the prevalence of heterogeneity, whether static or dynamic, within a given system. Such strong heterogeneities can exist as a function of depth in a box of grains; this is the system we study here. First, we present results from three-dimensional, cooperative and stochastic Monte Carlo shaking simulations of spheres on heterogeneous density fluctuations. Next, we juxtapose these with results obtained from a theoretical model of a column of grains under gravity; frustration via competing local fields is included in our model, whereas the effect of gravity is to slow down the dynamics of successively deeper layers. The combined conclusions suggest that the dynamics of a real granular column can be divided into different phases-ballistic, logarithmic, activated, and glassy-as a function of depth. The nature of the ground states and their retrieval (under zerotemperature dynamics) is analyzed; the glassy phase shows clear evidence of its intrinsic (''crystalline'') states, which lie below a band of approximately degenerate ground states. In the other three phases, by contrast, the system jams into a state chosen randomly from this upper band of metastable states. granular physics ͉ heterogeneous phases ͉ glassy dynamics ͉ intrinsic states M any of the most interesting properties of granular media (1-5) arise from their athermal nature, i.e., that grains are too massive to move in response to the ambient temperature; in particular, granular dynamics are strongly hysteretic and bear the imprint of configurational histories. Heterogeneity is yet another consequence of the lack of Brownian diffusion; different parts of the same system can sustain diverse structures, and have different dynamical behavior, in the absence of sufficiently strong external perturbations.
The absence of Brownian motion in granular media is a source of much complexity, including the prevalence of heterogeneity, whether static or dynamic, within a given system. Such strong heterogeneities can exist as a function of depth in a box of grains; this is the system we study here. First, we present results from three-dimensional, cooperative and stochastic Monte Carlo shaking simulations of spheres on heterogeneous density fluctuations. Next, we juxtapose these with results obtained from a theoretical model of a column of grains under gravity; frustration via competing local fields is included in our model, whereas the effect of gravity is to slow down the dynamics of successively deeper layers. The combined conclusions suggest that the dynamics of a real granular column can be divided into different phases-ballistic, logarithmic, activated, and glassy-as a function of depth. The nature of the ground states and their retrieval (under zerotemperature dynamics) is analyzed; the glassy phase shows clear evidence of its intrinsic (''crystalline'') states, which lie below a band of approximately degenerate ground states. In the other three phases, by contrast, the system jams into a state chosen randomly from this upper band of metastable states. granular physics ͉ heterogeneous phases ͉ glassy dynamics ͉ intrinsic states M any of the most interesting properties of granular media (1) (2) (3) (4) (5) arise from their athermal nature, i.e., that grains are too massive to move in response to the ambient temperature; in particular, granular dynamics are strongly hysteretic and bear the imprint of configurational histories. Heterogeneity is yet another consequence of the lack of Brownian diffusion; different parts of the same system can sustain diverse structures, and have different dynamical behavior, in the absence of sufficiently strong external perturbations.
One of the earliest indications of such heterogeneity was found in the experiments of Nagel et al. (6) in their investigation of Edwards' compactivity (7), the ''slow'' effective temperature of a granular medium; their findings indicated that this, along with average density, varied strongly throughout the system. For an interesting generalization of this idea, see also ref. 8 . The presence of force chains (9, 10) is another strong indicator of heterogeneity; it has been argued recently (11) that the carriers of these force chains are granular bridges (12) , which are structural heterogeneities unique to granular media.
The aspect of heterogeneity that we investigate here is most similar to that investigated experimentally in ref. 6 ; we examine, analytically and via computer simulations, the heterogeneities that arise as a function of depth in a system of grains, having to do with density fluctuations, as well as the retrieval of ground states. Our computer simulation algorithm (13, 14) is a stochastic and cooperative hybrid Monte Carlo scheme, which models the shaking of spheres in three dimensions via alternating periods of dilation and quench; it has long been recognized as capable of modeling much of the complexity of granular media (15) , and is in quantitative agreement with molecular-dynamics simulations of frictional grains (16) . Details of the simulations can be found in the supporting information (SI) Text.
Results of Computer Simulations
We have simulated the shaking of a box of 1,300 spheres, divided (arbitrarily) into eight horizontal slices; the shaking intensity chosen is in the intermediate range, in that it gives an additional 40% free volume on average to every sphere in the system during the dilation phase. The box has dimensions Ϸ8 ϫ 8 ϫ 18 sphere diameters; horizontal boundaries are periodic, the lower boundary is a hard plane and the upper surface is free. The shaking algorithm is a hybrid, including both Monte Carlo compression and event-driven stabilization phases, in the presence of strong gravity (upward moves are impossible during recompression). It is thus impossible to define a time scale for the dynamics; each cycle can, however, be considered as a reorganization of the whole system in response to a single ''tap.' ' The results are shown in Fig. 1 Upper. There are eight plots of macroscopic (space-averaged) density (t) against time t; each plot corresponds to a slice arranged in order of progressive depth along the column. The data are replotted in a cumulative fashion in Fig. 1 Lower to show the total range over which the density fluctuations occur in the column.
Two clear features emerge; the first of these is that the time-averaged value of , about which temporal fluctuations occur, is an increasing function of depth. The second of these seems rather more surprising; the range of density fluctuations is greatest in the middle of the box, at least for our times of observation. A moment's reflection, however, shows that this is to be expected for intermediate shaking intensities (13, 14) : Although the top is barely fluidized, with few fluctuations about an overall low density, the jammed region near the bottom also has only very slow density fluctuations (1) . It is therefore in the middle that rapid fluctuations in (t) are most to be expected because of quickly changing particulate environments, which can range from jammed to loosely packed, as a function of time.
Another illustration of dynamical diversity can be found in the particle tracks of Fig. 2 ; green tracks represent the trajectory of a tracked particle (projected onto the x Ϫ z, x Ϫ y, and y Ϫ z planes) with start and end points marked in red. A particle, initially picked from the middle of the box, is essentially able to traverse the whole system: its fluid-like trajectory near the top of the box is shown in Fig. 2 Upper. Approximately 10,000 shake cycles later, it moves to near the base of the box; Fig. 2 Lower shows that its ensuing trajectory is jammed (17, 18) . Note that the strong density fluctuations corresponding to the middle of the box (see Fig. 1 ) are uniquely responsible for the release of particles to such spatial extremes and for the subsequent manifestation of characteristically heterogeneous dynamics. We mention in passing that these tracks are qualitatively similar (19) to those observed in particle tracking experiments in dense colloidal suspensions (20) , where dynamical heterogeneities were observed.
Theoretical Models
To gain a more complete understanding of the above issues, we constructed a related series of theoretical models (21-23), which added complexity progressively to a simple starting point. The earliest model (21) was of a shaken box of grains with translational and orientational degrees of freedom in the presence of gravity; successively deep layers were hindered in their dynamics simply because of the weight of grains above them. Heterogeneous dynamics, which ranged from fluid-like to jammed, were manifested as a function of a single parameter dyn , a characteristic length that determined the speed of response of a given granular layer. Long-range orientational interactions to model jamming were added to this basic model in ref. 22 via a local field h n that measured excess void space (12) in the granular column above grain n; each grain n was constrained to minimize its local field h n by choosing one of two possible orientations (''disordered'' or ''ordered''). The disordered orientation of a grain was associated with a void of size ; because was allowed to be arbitrary, the model allowed us to differentiate between regularly (rational ) and irregularly (irrational ) shaped grains. A particularly striking prediction was that regularly shaped grains did not spontaneously retrieve their (perfectly ordered and very degenerate) ground states but, rather, gave rise to density fluctuations as a function of depth, as first indicated by the experiments of ref. 6 . Another prediction was that of the anticorrelations of grain displacements [often referred to as ''dynamical heterogeneities'' (25)] near jamming; this was in reassuring agreement with the results of independent threedimensional simulations of shaken sphere packings (13, 14) .
In our most recent model (23) , frustration (26) is added to all of the above ingredients via a local field j n , due to the effect of Simulation results for the trajectories of a single particle (initially located in the middle of the column) in the x Ϫ y, y Ϫ z, and x Ϫ z planes, as it exhibits dynamical heterogeneity via its spatial explorations. In the Upper figure, the particle inhabits the upper part of the box, whereas in the Lower figure, it has become localized in the lower regions. Each figure corresponds to Ϸ1,000 consecutive shake cycles. The two trajectories are separated by Ϸ10,000 shake cycles. Notice the fluid-like/free nature of the particle tracks in the Upper figure and their jammed appearance in the Lower figure, where the particle is clearly constrained by its neighbors.
grains below grain n; each grain is now torn between orientations suggested by the ''downward'' field h n and the ''upward'' field j n . The effect of j n is expected to be strongest at the base and modulated in its upward progression by intergrain correlations; this is modeled by an exponential dependence involving a characteristic length int . Depths within this ''frustrated'' column model are consequently probed in terms of the ratios of dyn and int to the system size N, where the combination of these ratios is adequate to pinpoint a spatial region of the column (23) . The model exhibits full heterogeneity in its dynamics as a function of depth: The ballistic and logarithmic phases (with their depthdependent density fluctuations) of the earlier model (22) are retained, whereas additions include a glassy phase with slow and intermittent dynamics near the jammed (24) base.
The Frustrated Column Model: Definition and Governing Equations.
Grain orientations m ϭ Ϯ1 in the frustrated model (18) are updated with the rates
where ⌫ is a dimensionless vibration intensity, and n is an activation energy felt by grain n, which increases linearly with the depth n, so that the local frequency
falls off exponentially, with a characteristic length dyn . This dynamical length corresponds to the depth of the boundary layer beyond which grains are frozen out by the sheer weight of grains above them. H n is the local ordering field, which is a net measure of excess void space (12) felt by grain n due to all of the other grains; this is determined by grains both above and below itself, through constituent fields h n and j n , respectively:
with the coupling constant g typically assumed to be small. More explicitly, h n and j n are given by
[5]
The motivation for this expression for f( m ) comes from ref. 22 , where it is related to h m ϭ M Ϫm Ϫ M ϩm , with M ϩm and M Ϫm being, respectively, the numbers of ordered (ϩ) and disordered (Ϫ) grains above grain m. The dynamics imposes (23) the minimization of H n , which is a complex procedure involving the often conflicting contributions of the opposing local fields h n and j n ; these comprise all of the factors f( m ) (which take values or Ϫ1 according to Eq. 5) coming from all of the other grains m in the column. Fig. 3 can be associated with a particular part of a real column-its top, bottom, or middle-in a way that will be described below.
Ballistic phase: int small with respect to N, dyn large and comparable with N. Here, grains feel hardly any frustration (small int ) and are scarcely hindered by the weights of the grains above them (large dyn ). This is appropriate to grains near the top (free surface) of a granular column; zero-temperature dynamics causes the ordering length L(t) to propagate ballistically from top to bottom (see Fig. 4 ), hence the name ballistic (see Fig. 3 ). This is visible in a movie (see Movie S1) made on a sample run of our model in the ballistic phase (23) . Each of its 320 frames corresponds to one configuration of a column of 100 grains. Red and yellow correspond respectively to disordered and ordered orientations of grains; note the propagation of an ''ordering wave'' down the column. Logarithmic phase: int and dyn both small with respect to N. Grains here experience little frustration, but begin to feel the weights of grains above them; this phase corresponds to the region between the top and middle of a column. The ordering length L(t) propagates logarithmically slowly (see Fig. 4 ), hence the name logarithmic (see Fig. 3 ). Both this and the ballistic phase were already present in the model of ref. 22 , where depth-dependent density fluctuations were observed, in satisfying agreement with the independent simulation results of Fig. 1 . Activated phase: int and dyn both large and comparable with N. Here, frustration (large int ) severely inhibits the search for the ground states, although relatively fast grain dynamics (large dyn ) are observed. Ground states are reached purely by chance, usually after long times, as every new orientation of a grain potentially destabilizes grain orientations below and above itself. The motion of L(t) whereby this occurs (see Fig. 4 ) corresponds to an activated process, hence the name of the corresponding phase (Fig. 3) . Such dynamics prevail in the region between the middle and the base of the column (23).
Glassy phase: int large and comparable with N, dyn small with respect to N. Here, grain dynamics are both slow (small dyn ) and heavily frustrated (large int ). The time for the system to jam is very long, reflecting the fact that long-range interactions are really registered by slowly moving grains; intermittency (Fig. 4) is manifested in the way L(t) approaches an attractor. There is a noticeable absence of a propagating wave from top to bottom; rather, the system hovers slowly between two nearly fully polar- ized states until it jams. Such glassy (Fig. 3 ) dynamics are predicted (23) to exist near the very bottom of the column.
Cross-Over Phenomena; Homing into the Glassy Phase. Apart from describing each of the phases mentioned above, our model is also able to shed light on the cross-overs between the different phases. That between the ballistic and the activated phase has been described (23) by a model involving drift and diffusion; the propagation of the ordered layer L(t) toward the base is visualized as the motion of an effective particle in a biased (gravitational) potential, whose velocity V at a given point in phase space is proportional to the difference between the space-averaged effects of the two local fields h (parallel to the gravitational field) and j (against the gravitational field). Thus, near the top of the column where h overwhelms j, the velocity V adds to the gravitational bias, and L(t) propagates ballistically fast. As one approaches the middle of the column, j becomes progressively more effective until a purely diffusive point is reached where it perfectly cancels out the h field on average. Further down, as j begins to predominate over h, the drift velocity V of the effective particle changes sign, so that it becomes negative with respect to the gravitational bias; drift now opposes the downward propagation of L(t) to reach the columnar base, and the ground state is found after many such oppositions by an activated process. An additional cross-over that we have been able to describe via another effective model (23) is that between the activated and the glassy regimes, which involves increasingly slower ''clocks'' of frequency n , as increasingly deep levels n of the column are probed. Our model suggests that the jamming time is always the larger of two times: the entropic time (the time taken to probe all of the layers corresponding to each clock) and that corresponding to the time scale of the slowest clock. In the middle region of a real column, where even the lowest layer has relatively fast dynamics, the jamming time is the entropic one; this corresponds to the activated regime. On the other hand, when the number of local clocks is essentially equal to the total number N (as occurs near the base of a long column), the jamming time corresponds to the largest time scale in the system, which is that of the deepest layer (T N ϭ 1/ N ). This simple reasoning actually gives good qualitative agreement with the full numerical solutions obtained in ref. 23 .
The glassy phase is the richest phase of our model, and was investigated at greater length than the others. Although our model is able to describe ground states of arbitrary symmetry, we chose for simplicity a system whose ground states were dimerized, to carry out this detailed exploration. A major observation (23) is that whereas any of the 2 N/2 dimerized ground states of an NϪgrain column are equally likely to be attained in the ballistic, logarithmic, and activated phases, the glassy phase is special in its choice of two ''intrinsic'' states-the ''crystalline'' (fully polarized) ground states (ϩϪϩϪϩϪ or ϪϩϪϩϪϩ). Under zero-temperature dynamics, trajectories in the glassy phase of our model approach them only in the asymptotic limit, and with a great deal of intermittency, as shown by the ordering length L(t) (see bottom plot in Fig. 4 ). Other quantities of interest, such as the fraction of ϩϪ dimers, also manifest a similar intermittency in the glassy phase en route to jamming (see uppermost plot of Fig. 5) ; the details of these investigations are presented in ref. 23 . The characteristic (26, 27) feature of such intermittency is that quiescent periods (when the system lingers in the vicinity of one of the two crystalline intrinsic states) are separated by periods of itinerancy, when configurations are randomly explored via strong systemic fluctuations. This is visible in a movie (see Movie S2) made on a sample run of our model in the glassy phase (23) . Red and yellow correspond, respectively, to disordered and ordered orientations of grains. Each of the 320 frames corresponds to one configuration of a column of 70 grains. The first 160 frames correspond to the beginning and the last 160 to the end configurations of a trajectory comprising 25,026 configurations, which are separated by 25 blank frames to mark the discontinuity. Notice the absence of an ordering wave here; the system hovers between different ground states and ends near one of the crystalline ones.
The cross-over to the glassy phase from the logarithmic and activated phases is continuously obtained by varying int and dyn , respectively; representative plots are presented in the two lower plots of Fig. 5 , where the histograms of ϩϪ dimers are plotted for a range of parameter values. In the first of these, dyn is fixed at a low value, whereas int is progressively increased, depicting the cross-over to the glassy from the logarithmic phase; the bottom plot of Fig. 5 depicts the cross-over from activated to glassy, as int is fixed at a high value, and dyn decreases progressively. The trends in the two plots are virtually identical; the distribution of ϩϪ dimers is close to binomial in the activated/logarithmic phases, because the ground states include all possible combinations of dimers. With the parameter shift to the glassy phase in both plots, the histogram approaches a two-peaked distribution, with each peak centered on one of the two intrinsic states mentioned above.
The above clearly implies the existence of underlying ground states of crystallinity [intrinsic states (26) ] in the glassy phase of our model, as distinct from the other three phases. It is important to emphasize that all of the dynamics considered in our model (23) are zero-temperature dynamics; clearly the application of finite-temperature dynamics would lead one to a sheaf of higher-energy, metastable states. This picture of an energy landscape where intrinsic crystalline states underlie a range of metastable states accessible at finite temperatures is characteristic of glassy systems (26, 27) and is a retrieval of earlier results found in the jammed phase of granular media modeled via random graphs (28) .
Concluding Remarks
The experimental questions that motivated our investigations concerned the depth-dependence of density fluctuations and the mysterious presence of ''metastable states'' in the ''lower portion of the column'' of ref. 6 ; the simulation results presented here, in conjunction with the theoretical framework of ref. 23 address both these issues. We have shown by a combination of analytical and numerical techniques that strong heterogeneities are manifest as a function of depth in a granular column; they arise from a complex juxtaposition of effects due to frustration and gravity. Although it is true that the similarities of behavior predicted from theory and simulation remain qualitative so far, the independence of these two approaches reinforces the robustness of their common conclusions. In particular, we have provided a framework that explains the metastability observed in the lower portion of the experimental column of ref. 6-this is likely due to the presence of the activated and glassy phases that our theoretical model (23) predicts. Finally, our results suggest that the strongest density fluctuations exist near the middle of the column.
