The h-index is the largest number h such that h publications have at least h citations. The index reflects both the number of publications and the number of citations per publication. One unperceived deficiency of this metric is that it is Pareto-inefficient. A "citation surplus" would be absent and, thus, the h-index would be efficient for a researcher if all his h papers that are equal or above his h-index received exactly h citations. This inefficiency would not be of great concern if those h papers were normally distributed. However, the rank from top to bottom does not decay exponentially. The decay follows the power law known in the literature as Lotka's law. To remedy this deficiency, I suggest the h-index be supplemented by a researcher's citation surplus.
This inefficiency would not be of great concern if those very 136 papers of Researcher One were normally distributed. However, one established result is that citations do not distribute as a Gaussian. The rank from top to bottom does not decay exponentially, as shown by the dotted line in Figure 1 . A power fit is more appropriate. Indeed, the decay follows the power law depicted as a straight line in the log-log plot of Figure 2 . In the literature, this is known as Lotka's law [2] . I further collected data from two other researchers working on the same subject as that of Researcher One. The data was taken from Researcher ID of Thomson Reuters and is available at My suggestion echoes what statisticians do when supplementing averages with measures of variance. For example, the median indicates only the value in the middle but ignores how much larger the larger numbers are and how much smaller the smaller numbers are. In our terms, the median is Pareto-inefficient.
One could supplement the h-index by similar measures of variation-for example, by counting the total number of citations beyond h of all papers with more than h citations, as suggested here. Computing this citation surplus is equivalent to determining the value of the cumulative distribution function beyond the mean, which might differ from 50 percent for nonsymmetric distributions.
Googling for "h-index" produces various suggested extensions to the h-index. Despite that, the h-index continues to be widely employed because it seems parsimonious enough and to convey only the critical relevant information. Simply counting the total number of citations ignores the distribution of citations across papers, and the h-index provides the optimal information regarding this distribution by focusing on the number of papers h that have been cited at least h times. Here, I am not suggesting another extension to the h-index. What I do is simply supplement it with a straightforward measure that tracks what is ignored by the h-index-the information about how many times the papers with more than h citations have been cited. It is a variance to supplement an average for statisticians, and it is a citation surplus for economists.
