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Abstract
Markov chain Monte Carlo(MCMC) is a popular approach to sample from high dimensional distributions,
and the asymptotic variance is a commonly used criterion to evaluate the performance. While most popular
MCMC algorithms are reversible, there is a growing literature on the development and analyses of nonre-
versible MCMC. Chen and Hwang (2013) showed that a reversible MCMC can be improved by adding an
antisymmetric perturbation. They also raised a conjecture that it can not be improved if there is no cycle in
the corresponding graph. In this paper, we present a rigorous proof of this conjecture. The proof is based on
the fact that the transition matrix with an acyclic structure will produce minimum commute time between
vertices.
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1. Introduction
Markov chain Monte Carlo(MCMC) is a popular way to sample from high dimensional distributions
with a wide variety of applications. For example, Diaconis (2009) provided several interesting examples
including applications in cryptography and physics. Among the various applications of MCMC, one of the
main purpose is to approximate the expectation of a specific function.
Let I be a fixed index set of the finite state space, and π be a fixed probability measure on I. The
expectation of a real-valued function f with respect to π is denoted by π(f) =
∑
i∈I f(i)π(i). When the
state space is extremely large, it is usually difficult to compute the expectation directly. In this case,
we can construct a Markov chain with invariant distribution π. Then the empirical distribution of the
samples X0, X1, . . . , Xn, . . . converges to π. Therefore we can approximate π(f) with the time average
1
n
∑n−1
k=0 f(Xk).
When we use MCMC algorithm with the transition matrix P to approximate the expectation of a function
f , its asymptotic variance ν(f, P, π)
ν(f, P, π) = lim
n→∞
Eµ
[ 1
n
n−1∑
k=0
f(Xk)− π(f)
]2
,
where µ is an initial distribution, is a natural way to evaluate its performance. Note that the asymptotic
variance is independent to the initial distribution (Iosifescu, 1980). Many researchers have studied how
to optimize the performance of an MCMC algorithm based on this criterion. For examples, Peskun (1973)
showed that the transition matrix with larger values in off-diagonal entries has a smaller asymptotic variance.
Frigessi et al. (1992) derived the optimal reversible transition matrix under the worst-case scenario, while
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Chen et al. (2012) obtained the optimal transition matrix under the average case scenario. Wu and Chu
(2015) proposed a global optimization technique in constructing the optimal transition matrix.
A necessary condition for the convergence of MCMC is that π is invariant under the transition P . How-
ever, the invariance is usually difficult to check when the state space is extremely large. The reversible
condition, πipi,j = πjpj,i, is a sufficient condition to guarantee the invariance, and most of the popular
MCMC algorithms such as the Metropolis-Hastings algorithm (Hastings, 1970; Metropolis et al., 1953) and
the Gibbs sampler (Geman and Geman, 1984) make use of reversibility. Though the reversible condition
makes the construction of a transition matrix easier, researchers have shown that reversible chains may
not be as efficient as the non-reversible ones (Diaconis et al., 2000; Mira and Geyer, 2000; Hwang et al.,
1993, 2005). Recently, there is an increasing number of works on non-reversible MCMC (Chen et al., 2012;
Chen and Hwang, 2013; Bierkens, 2016; Bierkens and Roberts, 2017; Poncet, 2017).
Since reversible transition matrices are found to be less efficient, two interesting questions arise naturally.
What kinds of reversible transition matrix can be improved? How can we improve these reversible transition
matrices? An earlier result can be found in Peskun (1973), and Chen and Hwang (2013) showed that the
chain can be uniformly better by adding an antisymmetric perturbation when the corresponding graph has
cycles. They also proposed a conjecture that if the graph corresponding to the reversible transition matrix
does not have any cycle, there does not exist a Markov chain that is uniformly better.
In this paper, we give a proof to the conjecture. It starts with some preliminaries listed in section 2, and
the main result is presented in section 3. Finally, the conclusion is summarized in section 4.
2. Preliminaries
In this paper, we only consider irreducible Markov chain. We start with introducing some notations and
terminologies that will be used throughout the text.
A reversible Markov chain with a transition matrix P has a corresponding undirected graph G = (V,E),
where V is its state space and E is the set of its edges. For any pair of states i and j, pi,j > 0 if and only if
(i, j) ∈ E.
A cycle in a graph G = (V,E) is a path which starts and ends at the same vertex without any other
repeated vertices along the path. When the graph G = (V,E) is undirected, a cycle must contain at least 3
different vertices. If a graph has no cycle, we say it is acyclic.
An undirected acyclic graph G = (V,E) has a tree structure. We say a vertex i is a leaf if there is only
one edge (i, j) in E that directly connects i with another vertex j.
Definition 1. For real-valued functions f and g on I, their inner product with respect to a probability
distribution π is defined as
〈f, g〉π =
∑
i∈I
f(i)g(i)π(i)
Lemma 1. For any real-valued function f
ν(f, P, π) = 2〈
[
(I − P +Π)−1 −Π
]
{f − π(f)}, f − π(f)〉π − 〈f − π(f), f − π(f)〉π
where Π is a matrix whose rows all equal π
Proof. See Theorem 4.8 in Iosifescu (1980).
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When we consider only real-valued function in N = {f : π(f) = 0}, the formula will be simplified into
ν(f, P, π) = 2〈
[
(I−P+Π)−1−Π
]
f, f〉π−〈f, f〉π. (I−P+Π)
−1−Π is the so called fundamental matrix, and
we denote it as Z. Since 〈f, f〉π is independent to the transition matrix, the minimization of the asymptotic
variance is equivalent to the minimization of 〈Zf, f〉π.
The first hitting time and the first return time are defined as
Ti = inf{t ≥ 0 : Xt = i}
and
T+i = inf{t ≥ 1 : Xt = i}.
In the following, we list some useful formulae that will be used in our proof.
Lemma 2.
zij = πjEπTj − πjEiTj.
Proof. See Lemma 11 and Lemma 12 in Chapter 2 of Aldous and Fill (2002).
Lemma 3.
EiTj + EjTk − EiTk = Pi(Tk < Tj)(EjTk + EkTj).
Proof. See Corollary 10 in Chapter 2 of Aldous and Fill (2002).
Lemma 4.
EiTj + EjTi =
[
πiPi(Tj < T
+
i )
]−1
.
Proof. See Corollary 8 in Chapter 2 of Aldous and Fill (2002).
Definition 2. A transition matrix P ′ is uniformly better than another P , denoted as P ′ ≻ P , if
1. For any real function f
ν(f, P ′, π) ≤ ν(f, P, π).
2. There exists at least one f such that
ν(f, P ′, π) < ν(f, P, π).
3. Main result
In this section, we will prove the conjecture proposed in (Chen and Hwang, 2013). We start with a few
lemmas necessary for the proof of our main result.
Lemma 5. Let fij in N be (0, . . . , 0,−π
−1
i , 0, . . . , 0, π
−1
j , 0, . . . , 0)
T , while a and b be real numbers, then
〈Z{afij + bfjk}, afij + bfjk〉π = a
2
[
EiTj + EjTi
]
+ b2
[
EjTk + EkTj
]
+
ab
[
Pk(Ti < Tj)(EiTj + EjTi) + Pi(Tk < Tj)(EjTk + EkTj)
]
where i, j and k are three different indices.
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Proof. Let zj be the jth column of Z.
〈Zfij , fij〉π = 〈−π
−1
i zi + π
−1
j zj, fij〉π
= −π−1i (−zii + zji) + π
−1
j (−zij + zjj)
= EiTj + EjTi
where the last equality is by Lemma 2. Similarly, we can show that 〈Zfjk, fjk〉π = EjTk + EkTj. For the
cross term,
〈Zfij , fjk〉π = 〈−π
−1
i zi + π
−1
j zj, fjk〉π
= −π−1i (zji − zki) + π
−1
j (zjj − zkj)
= EkTj + EjTi − EkTi
= Pk(Ti < Tj)(EiTj + EjTi)
where the last equality is by Lemma 3. Similarly, we can show that 〈Zfjk, fij〉π = Pi(Tk < Tj)(EjTk+EkTj).
These lead to the statement of the lemma.
Lemma 6. Let P and P ′ be two transition matrices such that ν(f, P ′, π) ≤ ν(f, P, π) for all real-valued
function f , and let Ti and T
′
i be their first hitting time respectively. If EiTj + EjTi = EiT
′
j + EjT
′
i and
Pk(Ti < Tj) = Pi(Tk < Tj) = 0, then p
′
k,i = p
′
i,k = 0.
Proof. Let x = EjTk + EkTj, y = Pk(Ti < Tj)(EiTj + EjTi) + Pi(Tk < Tj)(EjTk + EkTj), x
′ and y′ be the
corresponding terms for P ′. Define fij as in Lemma 5. Since ν(afij + bfjk, P
′, π) ≤ ν(afij + bfjk, P, π) for
any real number a, b and EiTj + EjTi = EiT
′
j + EjT
′
i , by Lemma 5, we have
b2x′ + aby′ ≤ b2x+ aby =⇒ ab(y′ − y) ≤ b2(x− x′).
Since ab can go to ±∞, the inequality hold only if y′ − y = 0.
Since Pk(Ti < Tj) = Pi(Tk < Tj) = 0, we have y = 0, which implies y
′ = 0. Since
y′ = Pk(T
′
i < T
′
j)(EiT
′
j + EjT
′
i ) + Pi(T
′
k < T
′
j)(EjT
′
k + EkT
′
j),
Pk(T
′
i < T
′
j) = Pi(T
′
k < T
′
j) = 0, which further implies that p
′
ki = p
′
ik = 0.
Theorem 1. Let P be a reversible transition matrix of which the diagonal has at most one non-zero entry,
and the corresponding graph G = (V,E) is acyclic. If another transition matrix P ′ has the property that
ν(f, P ′, π) ≤ ν(f, P, π) for all real-valued function f , then P = P ′.
Proof. Pick one leaf i from G with pi,i = 0. Since it is a leaf, there is only one neighbor connected to i, say j.
Since Pi(Tj < T
+
i ) = 1, EiTj+EjTi is minimized by Lemma 4. With the assumption ν(f, P
′, π) ≤ ν(f, P, π),
it leads to EiTj +EjTi = EiT
′
j +EjT
′
i . Since i is a leaf, Pk(Ti < Tj) = Pi(Tk < Tj) = 0 for k 6= i, j. Then by
Lemma 6, p′i,k = p
′
k,i = 0. Furthermore, EiTj+EjTi = EiT
′
j+EjT
′
i leads to Pi(T
′
j < T
′+
i ) = Pi(Tj < T
+
i ) = 1,
which implies p′i,i = 0 and p
′
i,j = 1. That means, the transitions of i-the row and i-th column of P
′ and P
are the same.
Now that the i-th row and i-th column of P ′ are determined, we remove the vertex i from V and the
edge (i, j) from E. Denote this new graph as G1 = (V1, E1). In the following, we iteratively determine each
row and column of P ′ and update the associated graph with the similar rule.
Assume that we have determined t− 1 rows of P ′ and have the new graph Gt−1 = (Vt−1, Et−1). Similar
to the argument for the first iteration, now we pick one leaf it from Gt−1 with pit,it = 0, and suppose that
jt is its only neighbor in Gt−1. For convenience, we first define Gt = (Vt, Et) where Vt = Vt−1 \ it and
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Et = Et−1 \ (it, jt).
If a vertex k is in V \ Vt−1, it is processed in some earlier iteration; therefore, p′ℓ,k = pℓ,k and p
′
k,ℓ = pk,ℓ
for any ℓ. Given a vertex k in V \ Vt−1 with the property pit,k > 0, since k was a leaf in some earlier
iteration, those vertices that the chain starting from k can reach without passing it are also in V \ Vt−1.
That means the connected component containing k in (V \ {i}, E \ {(i, j) ∈ E : j ∈ V }) belong to V \ Vt−1.
Since rows and columns in P ′ corresponding to vertices in that connected component are the same as those
in P , any path from k to jt in G
′, the associated graph of P ′, has to pass through it; this means that
Pk(T
′
jt
< T ′
+
it) = 0. Therefore, p
′
it,k
Pk(T
′
jt
< T ′
+
it) = 0 for any k ∈ V \ Vt−1. Then
Pit(T
′
jt < T
′+
it) =
∑
k∈Vt
p′it,kPk(T
′
jt < T
′+
it)
≤
∑
k∈Vt
p′it,k = 1−
∑
k/∈Vt
pit,k
= 1−
∑
k/∈Vt
pit,k = pit,jt .
= Pit(Tjt < T
+
it
).
With the assumption that ν(f, P ′, π) ≤ ν(f, P, π), we have Pit(Tjt < T
+
it
) = Pit(T
′
jt < T
′+
it), which leads to
EitTjt + EjtTit = EitT
′
jt
+ EjtT
′
it
by Lemma 4. Since it is a leaf in Gt−1, Pk(Ti < Tj) = Pi(Tk < Tj) = 0
for any k ∈ Vt \ jt, which implies p′it,k = pit,k and p
′
k,it
= pk,it by Lemma 6. Furthermore, EitTjt +EjtTit =
EitT
′
jt
+EjtT
′
it
leads to Pit(T
′
jt
< T ′
+
it) = Pit(Tjt < T
+
it
), which implies p′it,it = 0, p
′
i,j = pi,j and p
′
jt,it
= pjt,it .
That means, the transitions of it-the row and it-th column of P
′ and P are the same.
By the iterative process above, we can fully determine P ′ = P .
Remark 1. Theorem 1 implies there does not exist P ′ such that P ′ ≻ P , which is the conjecture proposed
in (Chen and Hwang, 2013).
4. Conclusion
Chen and Hwang (2013) showed that we can improve the performance of a reversible transition matrix by
adding an antisymmetric perturbation if there exists a cycle in the corresponding graph. They also proposed
a conjecture that there does not exist a uniformly better one if the graph is acyclic. In this paper, we present
a rigorous proof to this conjecture. The idea is that the acyclic structure leads to the minimization of the
commute time between any two vertices. Along with the fact that the commute time between two vertices
is equivalent to the asymptotic variance with respect to a specific f , a uniformly better transition has to be
with the same acyclic graph structure. This will further imply the transition matrix is exactly the same.
Reference
References
Aldous, D.-J., Fill, J.-A., 2002. Reversible Markov chains and random walks on graphs. URL
www.berkeley.edu/users/aldous/book.html.
Bierkens, J., 2016. Non-reversible metropolis-hastings. Statistics and Probability Letters 26 (6), 1213–1228.
Bierkens, J., Roberts, G., 2017. A piecewise deterministic scaling limit of lifted metropolis-hastings in the curie-weiss model.
The Annals of Applied Probability 27 (2), 846–882.
Chen, T.-L., Chen, W.-K., Hwang, C.-R., Pai, H.-M., 2012. On the optimal transition matrix for markov chain monte carlo
sampling. SIAM Journal on Control and Optimization 50 (5), 2743–2762.
Chen, T.-L., Hwang, C.-R., 2013. Accelerating reversible markov chains. Statistics and Probability Letters 83 (9), 1956–1962.
Diaconis, P., 2009. The markov chain monte carlo revolution. Bulletin of the American Mathematical Society 46 (2), 179–205.
5
Diaconis, P., Holmes, S., Neal, R., 2000. Analysis of non-reversible markov chain sampler. The Annals of Applied Probability
10 (3), 726–752.
Frigessi, A., Hwang, C.-R., Younes, L., 1992. Optimal spectral structure of reversible stochastic matrices, monte carlo methods
and the simulation of markov random fields. The Annals of Applied Probability 2 (3), 610–628.
Geman, S., Geman, D., 1984. Stochastic relaxation, gibbs distributions and the bayesian restoration of images. IEEE Transac-
tions on pattern analysis and machine intelligence 6 (6), 721–741.
Hastings, W. K., 1970. Monte carlo sampling methods using markov chains and their applications. Biometrika 57 (1), 97–109.
Hwang, C.-R., Hwang-Ma, S.-Y., Sheu, S.-J., 1993. Accelerating gaussian diffusions. The Annals of Applied probability 3 (3),
897–913.
Hwang, C.-R., Hwang-Ma, S.-Y., Sheu, S.-J., 2005. Accelerating diffusions. The Annals of Applied probability 15 (2), 1433–1444.
Iosifescu, M., 1980. Finite Markov processes and their applications. John Wiley, New York.
Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H., Teller, E., 1953. Equation of state calculations by fast
computing machines. Journal of Chemical Physics 21 (6), 1087–1092.
Mira, A., Geyer, C.-J., 2000. On non-reversible markov chains. Fields Institution Communications 26, 93–108.
Peskun, P. H., 1973. Optimum monte carlo sampling using markov chains. Biometrika 60 (3), 607–612.
Poncet, R., 2017. Generalized and hybrid metropolis-hastings overdamped langevin algorithmsArXiv:1701.05833.
Wu, S.-J., Chu, M.-T., 2015. Constructing optimal transition matrix for markov chain monte carlo. Linear Algebra and its
Applications 487 (15), 184–202.
6
