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Two related almost sure limit theorems are obtained in connection with a 
stochastic process (r(t), --a~ ( t < co} with independent increments. The first result 
deals with the existence of a simultaneous stabilizing function H(t) such that 
(r(t) - c(O))/H(t) -+ 0 for almost all sample functions of the process. The second 
result deals with a wide-sense stationary process whose random spectral 
distributions is e. It addresses the question: Under what conditions does 
(2T)-’ jf.X(t)X(t + r) dt converge as T -i co for all r for almost all sample 
functions? 
1. INTRODUCTION 
Let {r(t), -co < t < co } be a mean zero L * process with independent 
increments. In the first part we find stabilizing functions H(t) such that 
<(t)/H(t) +a.s* 0. It is shown that if the sample functions of the r(t) process 
have no discontinuities of the second kind, and if H(t) is continuous, 
H(t) T co, and J (dv(‘(t)/H*(t)) < co, where v(“(1) = Var r(t), then H(t) is such 
a function. If U(X) is a positive, increasing function with J” (&/u*(x)) < 00, 
then <(t)/u( V(t)) -+‘.‘. 0. 
In the second part we establish a new ergodic theorem for wide-sense 
stationary processes defined by X(t) = j eilA d&l). Such results are well 
known when X(t) turns out to be strictly stationary. However, since a wide- 
sense stationary process is not necessarily strictly stationary, the theorems 
and proofs do not necessarily carry over to the wide-sense case. (However, 
see [9] for conditions that a wide-sense stationary process be strictly 
stationary.) In [8] such an ergodic theorem is established for the squared 
process IX(t)]*. It is shown that (1/2T’) J’;]X(t)]” dt-f if the sample 
functions of the c(t) process satisfy a rather restrictive boundedness 
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condition, and the limiting random variable is identified. Here we present a 
considerably more general and stronger result. We do away with the boun- 
dedness condition on the r(t) process, and show that for any real t, the 
process (1/2T) j? T A’(t) X(t + r) dt -‘,+, . If the X(t) process has bounded 
fourth moments and the spectral measure F of the r(t) process satisfies an 
integral inequality, we get almost sure convergence. 
2. STABILIZING FUNCTIONS FOR PROCESSES 
WITH INDEPENDENT INCREMENTS 
Let c(t) be an L* stochastic process with independent increments and 
E<(t) E 0. We shall also need to assume that almost every sample function is 
in D((-co, co)), i.e., has no discontinuities of the second kind. We begin 
with a lemma. 
LEMMA 1. Let <, , r2,... be independent L * random variables and 6, + co 
be such that ,7Jnal (var &lb:) < 00. Then 
(see [4, p. 2381). Thefirst of the two results is the following: 
THEOREM 1. If r(t) is an L* stochastic process with independent 
increments, E<(t) = 0 and almost evev sample function in D((-00, co)), and 
if H(t) T co is continuous and such that j (dV(t)/H*(t)) < 00, then 
&)/H(t) +a.s- 0, where v(t) = Var C(t). 
Proof. It can be shown that it is possible to select points t, < 1, < * .* 
such that 
v(fj> - v(tj- 1) 
H* (t,> 
< l/2” and 
I 
m dV(t) 
2 < l/2”. 
tj H (‘1 
(2.1) 
Given such a sequence of points we have for tj- I ( s < tj 
I 
i-l 
3tYH(c) G 1/H(f) 
+ I ttt) - ttfi- 111 
I 
* (2.2) 
We next note that if tiPi = tj,O ( tj+l < . . . < t,,,+ = t, is any partition of 
[cj-i, t,], then by Kolmogorov’s inequality ([3, p. 2381) and (2.1) we have 
p max It(tj,k) - t(tj,Ol > 1/2j < v(fj)- v(tj-l) < 1/2j 
1 <kWj H(fj) ’ I ’ H*(r,) 2-” ’ 
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and since a.e. sample function ED((--co, co)), 
P 
I 
sup 14’) - ((‘J-l)1 > l/-p < l/p 
W,) ’ I 
9 
f/-l<S<‘/ 
so by the Borel-Cantelli theorem 
< a0 as. 
From this and (2.2) it follows that we only need to show 
x,5 sup 
t,-,<s<tJ 
We proceed by picking points {s,,~: 1 < j < co, 0 < k & Nj} as follows: 
tj-1 =sj,o < sj,l < **a < Sj,N, with Sj,Nj-l < t < Sj,NJ and 
WJ,,) = 2W,,,-,I. (2.3) 
It follows that 
sup I l(s) - as,,o)l + mas ItXsj,i) - Qsi,i)l 
i=O SJ,f<s<sJ.i+l H(s,,J l<i<Nj H(sj,i) ’ 
From Lemma 1 it follows that the second term on the right converges to zero 
as j+ co. From (2.1), (2.3), and Chebyshev’s inequality, 
N-I 
6 
L 
I=0 
P 
I 
s”p 
s/,I<s<sJ,f+I 
< 22J f' v@h&--~~sJ,O' 
i=o 
G2zJNk' {'@J,,)- v@,,)} [H';sJ,,j +Hysl. )+ ***] 
I=1 J.l+l 
+ 22-i W,,+J - ~(SJ,,N 
I=0 
) + H2(; 
J.i+l 
< 22J+ 1 {'@J,i)- v(s,Tt)} + 22j+3Nk1 {v(s,T,+,)- v(s,,,)} 
i=l H’@J,,) i=l H2(sj,i+ I) 
< 22Jf 3 
I 
m N(t) < 1 
tj-, H2(t) L 2’-3’ 
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From the Borel-Cantelli theorem we get convergence of the first term on the 
right above, completing the proof of the theorem. 
3. REMARKS 
If u(x) is a positive and increasing function of x with 1 (dx/u*(x)) < co, it 
follows that ( (dV(t)/u*(V(r))) < m, so that <(t)/u(V(t)) -+‘*‘* 0. To see this, 
let r(l) = &(t) + &(t) be the usual decomposition of r(t) into its continuous 
and discontinuous parts. We may then write V(t) = I’&) + Vd(t), where 
P,(t) is continuous and V&) is a step-function. Using the easily proved fact 
that ifx,,x,..s >0 
(see [7]) we note that if t, < t, < ... with t, + co are such that 
V,(f,) - V,(tj- J = 1, all j, then 
so that &(t)/~*(P,(t)) --) 0. An analogous result holds for the rd process. 
Putting the two together, we have the result. As examples, we note that 
m> 
V(t) l/*+6 
rw --) 0 
and v(t)“* log V(t) 
as t+oO. 
We also remark that if r(t) is as above, except that E&t) = 0 does not 
necessarily hold, one may easily show that the process q(t) = r(t)- 
E<(t) f D((--00, co)), and the theorem will hold for the q(t) process. It is 
also easy to show that the theorem holds if H(t) is right-continuous, with 
H(t) T co and J (dV(t)/H*(t)) < 00. 
4. AN ERGODIC THEOREM 
Let c(t) be as in Section 2, with the additional requirement that 
V(r) = Var r(t) is a bounded function (i.e., Var &co) < co). We define the 
wide-sense stationary process X(t) by X(t) = I’?,,, e’” &(A). In this section 
we show that for all r, (l/27’) jTTX(f) X(f + r) dt -$::, and give sufficient 
condition for almost sure convergence. We begin with a lemma on quadratic 
variation. 
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LEMMA 2 (Millar). (Let 4(t), t E [a, b] be a martingale with 
independent increments, and for each n let n, be a partition of [a, b]: 
a=t,, < t,,, < a.. < tn,nk = b. We assume q,, 1 is a refinement of 71, for 
each n, and that the points I,,, became dense in the interval. Then if we set 
Q,(#) = {Ckyl [#(tn,k+ 1) - $(t,J] *} “*, Q,(4) converges in probability, and 
in L’(see [5]). 
In our case r(t) has independent increments and Et(t) = 0, so the process 
is a martingale, and the result of the lemma holds on every finite interval. A 
trivial argument shows that the result also holds on (-co, co), if we take our 
partitions in such a way that they become dense in any fixed interval. 
The second of the two results is the following: 
THEOREM 2. Let X(t) = s”, enA dt(A) be as above. For T > 0 we write 
X,,, = (1/2T) jrTX(t) X(t + z) dt. Then X,,, -$+, for all t. Suflcient 
conditions for almost sure convergence are 
sup5 IX(t)l” < co 
t 
(4.1) 
and 
00 
i i 
~0 sin* T(A -p) 
for some a > 0, (4.2) 
-cc -03 T*(A -p)’ 
dF@) dF@) < +- 
where K does not depend on T. Here K is the usual spectral measure 
corresponding to the <(A) process. 
Proof We first claim that it sufftces to show the convergence of 
(l/27+) Jr, IX(t)/’ dt for any process X(t) of the above type. To see this let 
r > 0 be given, and consider the three processes X,(t) =X(t + t), 
Y,(t) = X(t + r) -X(t), and Z,(t) = X(t + z) - ix(t). It is easily verified that 
each of these processes is mean-zero, wide-sense stationary with independent 
increment spectral processes r,(L) = Ii eiTU<(du), {,*(A) = 1; (e”” - 1) <(du), 
and <,* *(A) = 1; (e’” - i) ((du), respectively. The claim above follows from 
the facts that 
Re-W)X(t + 5) = f[IX,(t)l* + 1X(01* - I Y&)l*l, 
ImW)X(t + 5) = $[I(&(# -I-WI* - I~rW1219 
and that if X(t) satisfies (4.1) and (4.2), so do X,(t), Y,(t) and Z,(t). 
To simplify matters we shall use the following notation: for fixed n, cj 
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will denote Cy?-nZn, Fj = F(j/2”) - F(j - l/2”), and <j = <(j/2”) - 
<(j- 1/2’7. We have 
&I_’ PM* dt 
T  
By Lemma 2, P-Km,,, G [{,I’ = lr[’ exists. Hence 
‘r IX(t)12dt=(t12 +&jrT ]P~~~~~~eit”-k”‘.SiS,t dt. 2T -T 
The remainder of the proof consists in showing that the second expression 
may be written as 
and that P-lim,,, Z, = 0. The details of this are rather involved, and may 
be found in [8]. This completes the first part of the proof. 
For the second part, we assume that (4.1) and (4.2) are satisfied, and wish 
to show as. convergence. 
We have (l/27’) J?, IX(t)\’ dt = /<I2 + Z,, where Z, = P-lim,,, rT,n, 
with 
j#k 
Var tT,n < 2 c c F’F sin’ T( j - k)/2” J k 
/+-k 
T2(j-k)'/2'" * 
Thus 
co 
E)Z,]‘=VarZ,<2 
I I 
m sin’ T(A -p) 
T’(A - p)’ 
dF@) dF@). 
-m --oo 
Under the hypotheses of the theorem, E I ZT12 < K/T”, for some a > 0. We 
shall complete the proof of the theorem by proving that lim,,, Z(T) = 0 a.s. 
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The proof uses arguments as shown in [2, p. 492-4931) and makes use of the 
Borell-Cantelli theorem, Holder’s inequality, and the fact that 
(x + y)’ < 2(x2 + y’) for all real x and y. 
We first pick an integer j3 so large that /?a > 1. Then if T > m4, 
E lZ,l* < K/ma4. Now let E > 0 be given. We have 
Since E > 0 is arbitrary 
lim Zm5= 0 a.s. 
m-rm (4.3) 
It remains to prove that lim,,, 1 Z, - ZmoI = 0, m4 < T < (m + 1)4 with 
probability one. In what follows MD = [m4, (m + 1)4] U [-(m + l)O, -m”] 
and MDvT = [-T, -m”] U [m4, T]. We have 
E{ sup 
m4(T<On+l)D 
lZ,- GlP121 
=E 
1 
=E 
I 
1 
+ 5 
I X(t)l*dt * 
I I 
* 
I 
m5 1 
-In4 ILw)l’ dt - p I 
lX(t)l* dt Mg 1 
<L E 
‘2 I( 
(m + 1)’ - m4 * c2m4) 
m”(m + 1)4 1 j 
m5 _mo IWI 
+ 2[(m+ l)“-mm”] 
m’P I 
Ix(t)” dtl 
M5 
< c, 
I( 
(m+1)D-mm4 *+ (m+1)4-mm4 
(m + 1)4 1 ( m4 
dt 
2 
I 
for suitable constants C, and C,. Therefore lim,,, IZ, - Z,O I = 0, 
m4 Q T < (m + 1)” with probability one. Combining this with (4.3), we have 
the desired proof. 
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5. REMARKS 
The following example shows that knowledge about the covariance 
function of the 4 process may not enable one to evaluate the above limits. 
We let 
r,w = 0, if t < 0, 
= \l;iB(t), O<t< 1, 
=flB(l), t > 1, 
where B(t) is standard Brownian motion, and 
MO = 09 if t < 0, 
= 2(t) -It, O<t<l, 
=2(1)-A, t> 1, 
where Z(t) is a Poisson process with parameter 1. It is easy to check that cl 
and & have the same covariance function, but that 
and 
where 9 has a Poisson distribution with mean A. 
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