Detection and prediction of insider threats to cyber security: a systematic literature review and meta-analysis by Gheyas, Iffat & Abdallah, Ali E.
Big Data AnalyticsGheyas and Abdallah Big Data Analytics  (2016) 1:6 
DOI 10.1186/s41044-016-0006-0REVIEW Open AccessDetection and prediction of insider threats
to cyber security: a systematic literature
review and meta-analysis
Iffat A. Gheyas* and Ali E. Abdallah* Correspondence:
Iffat.Gheyas@bcu.ac.uk
School of Computing and Digital
Technology, Birmingham City
University, City Centre Campus,
Millennium Point, Birmingham B4
7XG, United KingdomAbstract
Cyber security is vital to the success of today’s digital economy. The major security
threats are coming from within, as opposed to outside forces. Insider threat detection
and prediction are important mitigation techniques. This study addresses the following
research questions: 1) what are the research trends in insider threat detection and
prediction nowadays? 2) What are the challenges associated with insider threat
detection and prediction? 3) What are the best-to-date insider threat detection and
prediction algorithms? We conduct a systematic review of 37 articles published in
peer-reviewed journals, conference proceedings and edited books for the period of
1950–2015 to address the first two questions. Our survey suggests that game theoretic
approach (GTA) is a popular source of insider threat data; the insiders’ online activities
are the most widely used features in insider threat detection and prediction; most of
the papers use single point estimates of threat likelihood; and graph algorithms are the
most widely used tools for detecting and predicting insider threats. The key challenges
facing the insider threat detection and prediction system include unbounded patterns,
uneven time lags between activities, data nonstationarity, individuality, collusion attacks,
high false alarm rates, class imbalance problem, undetected insider attacks, uncertainty,
and the large number of free parameters in the model. To identify the best-to-date
insider threat detection and prediction algorithms, our meta-analysis study excludes
theoretical papers proposing conceptual algorithms from the 37 selected papers
resulting in the selection of 13 papers. We rank the insider threat detection and
prediction algorithms presented in the 13 selected papers based on the theoretical
merits and the transparency of information. To determine the significance of rank sums,
we perform “the Friedman two-way analysis of variance by ranks” test and “multiple
comparisons between groups or conditions” tests.
Keywords: Insider threat prediction, Anomaly detection, Machine learning, Cyber
security, Individual attacks, Collusion attacksBackground
We live in the digital age and like anything, this new reality has its upsides and down-
sides. Its major downside is the security risk. As more and more of our sensitive infor-
mation is moving to the digital world, confidentiality breaches are becoming more
common and significant. “HIV patient tells of fears of disclosure after details leak” [1],
“Barclays bank leaks thousands of customer records” [2], “Pepsi alerted Coca-Cola to
stolen-coke-secrets offer” [3], “PlayStation Network users fear identity theft after major© 2016 The Author(s). Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 International
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occur from within the company [5].
Data integrity is another important security concern. Damage to data integrity can
often cause more serious problems than confidentiality breaches. For example, our lives
may hang in the balance if the attacker alters and manipulates our medical records like
blood type and drug allergies. The most damaging data integrity attacks would be con-
ducted at the country’s critical infrastructure systems (such as its water supply or elec-
trical system) through the deliberate injection of incorrect data to the SCADA system.
Hence real-time attack detection and prediction are dominant topics for IT security.
These are the first layer of defence. Attack detection means being able to detect the
presence of an attack as early as possible. Prediction means deriving the likelihood of
future attacks from current data.
Security threats can come from inside or outside of an organization. The attacks from
insiders, be they from employees, suppliers, or other companies legitimately connected
to a company’s computer system, pose a more pernicious threat than external attacks.
These insiders have knowledge of the internal workings of the organization, and full
possession of all the rights and privileges required to mount an attack that outsiders
lack. Consequently, insiders can make their attacks look like normal operations.
Companies intend to spend more against insider attacks over the coming years [6].
However, all efforts to protect against insider attacks may go to waste if it is not access-
ible when and where it is needed. The challenge here is to develop automated threat
detection systems that do not generate too many false alarms. A false security alarm
may result in short-term or prolonged loss of availability; a loss of availability could re-
sult in employees not being able to have access to the system and do their jobs effect-
ively during a time-sensitive emergency, when every moment counts. A loss of system
availability can paralyse a company. This can lead to higher costs, lost revenue and rep-
utational damage.
Availability, confidentiality and integrity are fundamental aspects of the protection of
systems and information. Loss of any one of these items constitutes a security breach.
In order to optimize these conflicting requirements we need to develop an insider
threat detection and prediction algorithm (IDPA) that minimizes both false negatives
and false positives. Different forms of IDPAs have been developed in recent years. Since
many algorithms have been proposed for this task, it is natural to ask which the top
performers are. To our knowledge, no such screening has been performed before in the
literature. We did however find three review papers published recently focusing on in-
sider threat research: (i) Hong, Kim, & Cho [7] provide an overview of IDPAs; (ii) Ophoff
et al. [8] categorize the existing insider threat research into five categories; and (iii) Azaria
et al. [9] critically review several IDPAs. However, none of these studies performed a sys-
tematic review and meta-analysis of published studies to compare the IDPAs. The
aim of our study is to systematically review the available literature and perform a
meta-analysis to compare and rank the existing IDPAs. This study addresses the
following research questions:
I. What is the trend of study in insider threat detection and prediction (IDP)?
II. What are the challenges in IDP?
III.Which algorithms are the best to use in practice?
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used in this study. Section 3 presents the results of the systematic review and meta-
analysis. We conclude and discuss our key findings in section 4. Finally, ‘best practice’
recommendations for the development, implementation and evaluation of IDPAs are
presented in section 5.Methods
PRISMA [10] guidelines were implemented to standardise the features of this system-
atic literature review.Literature search strategy and selection criteria
The literature was searched through Web of Science (WoS) by topic from 1950 to 2015
with the key words of “insider threat”, “insider threat detection”, and “insider threat
prediction”. We also searched Google Scholar (GS) database using “insider threat detec-
tion and prediction” as search terms. We screened the first 100 search records within GS.
Additionally, we searched the reference lists of all potentially relevant articles and book
chapters. We removed duplicate papers. The abstracts of the identified articles were scru-
tinised for relevance based on the following questions—if the answers to all of these ques-
tions are ‘Yes’, then we shortlisted the article for further consideration.
I. Is the article concerned about cyber threats from insiders?
II. Is the focus of the paper on the threat detection and/or prediction?
III.Is the article focused on malicious insider actions, as opposed to unintentional or
careless insider actions?
IV.Is it a journal article/conference article/ book chapter?
V. Is the article written in English?
After the abstract screening process, shortlisted papers were read in full to ensure
that the main focus of the article was on the data-driven approach and also to ensure
that earlier versions of the same article were removed.Meta-analysis: data extraction, interpretation and bias management
This study performs the meta-analysis to compare and rank the existing IDPAs. It is
not possible to compare the algorithms against the reported performance in the litera-
ture because the majority of the time an algorithm is evaluated only once. Different al-
gorithms are evaluated using different evaluation criteria and different kinds of data.
Hence we compare IDPAs based on their theoretical features. Using a systematic litera-
ture review we identify the challenges associated with IDP. We then rank IDPAs based
on how well their theoretical constructs address those challenges. Publication bias is a
common problem, as most papers with poor results either aren’t submitted for publica-
tion or are rejected at peer review. Hence it is important to take into account publica-
tion bias. The best judge of publication bias will be how transparent the authors are
about their proposed algorithms. Transparency is a measure of how easily other re-
searchers would be able to follow and evaluate the proposed algorithms. To examine
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ity of the experimental datasets and the pseudo codes of the proposed algorithms.Statistical analysis
IDPA’s are ranked based on two conditions: (i) the score for the theoretical soundness
of the algorithm, and (ii) the score for publication bias. We apply “the Friedman two-
way analysis of variance by ranks” ([11], pp. 172–180) to the rankings of IDPAs accord-
ing to the above two conditions in order to test the null hypothesis that there are no
statistically significant differences in performance of the IDPA’s. After applying the
Friedman two-way analysis of variance by ranks test and noting that it is significant, we
use one-tailed “comparisons of groups or conditions with a control” ([11], pp.181–183)
tests to perform pairwise comparisons between IDPAs in order to test the null hypoth-
esis that there is no significant difference between the two algorithms. We choose the
significance level 0.05 for hypothesis tests.Results
We organize this section as follows. The results of the study selection process are re-
ported in section 3.1. Section 3.2 highlights the trends for the research in IDP. Section
3.3 discusses the challenges of IDP. Section 3.4 presents the meta-analysis results: a
comparative analysis of IDPAs.Study selection
A simple GS article search yielded 20,500 references. We selected the first 100 GS re-
cords for consideration. WoS search yielded 438 papers. One additional paper was
identified from the references of other published papers. These 539 references were
checked for duplicates. We screened 177 abstracts, evaluated 50 full-text articles, and
included 37 articles—a total of 22 studies (59 %) propose novel IDPAs [9, 12–32]. The
other 15 papers either propose new features for IDP or discusses challenges associated
with IDP [33–47]. Figure 1 presents the flow chart of the study selection process.Fig. 1 Flow chart of literature synthesis
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implemented and evaluated the proposed algorithms. We included these 13 studies in
the meta-analysis to find the best IDPAs. We examined all 37 selected articles to ad-
dress the first two research questions mentioned in section one: (i) the trend of re-
search in IDP, and (ii) the challenges in IDP.Trends of the research in IDP
We selected 37 papers for review [9, 12–47]. Each of these papers deals with one or
more dimensions of the data-driven modelling framework of insider threat research.
Figure 2 depicts the distribution of the papers over time.
The figure shows a clear upward trend from the year 2000 in the number of IDP publi-
cations, reflecting increased risk for insider threats. The number of publications peaks in
2009 (which coincides with the year that an army psychiatrist—after receiving a poor per-
formance evaluation— opened fire at Fort Hood, Texas killing 12 people and wounding
31 others), and in 2013 (which coincides with the year that Edward Snowden, a former
contractor for the CIA, leaked the Snowden Surveillance Archive to journalists).
To understand the trends and issues in IDP research, we carried out surveys on the fol-
lowing topics: (i) sources of research data (results are presented in section 3.1.1); (ii) In-
puts (features) of IDPAs (details are presented in section 3.1.2), (iii) Outputs of IDPAs
(details are presented in section 3.1.3), and (iv) Overview of IDPAs (details are presented
in section 3.1.4). These surveys include different numbers of studies since many of the se-
lected 37 studies focus on only a subset of issues associated with IDP research.
Sources of insider attack data for research
Only a small percentage of studies use original real-world data – in our survey 4 out of
16 studies (Fig. 3). The major sources of real data are the log files of the online systems,
and social media websites. Obtaining security data for research purposes is difficult, if
not impossible, due to financial, business and national security concerns. Furthermore,
even if one acquires real data, data on those conducting insider attacks are not publicly
available for privacy reasons [43]. Often, insider attacks are not even caught as attacker
leaves no traces. Consequently, research with real-world data proves challenging. ForFig. 2 The trend of security research for the insider cyber threat. The x-axis represents ‘Year’ and the y-axis
represents the number of publications published in any given year
Fig. 3 Usage of various data sources in the selected studies. Real-world system log data is represented by
‘RL’, social media data by ‘SM’, real data injected with synthetic anomalies by ‘RIS’, simulated data drawn
from stochastic models which are developed from real data by ‘SR’, simulated data drawn from stochastic
models by ‘SS’ and game data by ‘GTA’. The x-axis represents different data sources and the y-axis represents
the number of the studies use the data source
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YouTube videos looking for any negative comments on law enforcement. Theoretically,
these negative comments posted by employees are likely to reflect their intent to com-
mit malicious acts. However, there is no ground-truth whether the individual was in-
volved in any malicious activity.
Our survey reveals that insider threat studies use the following sources of data:
➢ Real-world system log data
➢ Social media data
➢ Simulated data drawn from stochastic models
➢ Real data injected with synthetic anomalies.
➢ Simulated data drawn from stochastic models which are developed from real data
➢ Game-theoretic approach (GTA)
In our survey, the 16 studies use data for assessing the effectiveness of a feature or al-
gorithm [12–15, 18, 21–27, 29, 34, 38, 40]. Figure 3 illustrates the percentage of data
sources used in the sample of articles.
The figure shows that the primary sources of research data are the simulated data
drawn from the arbitrarily defined models and the data generated through the game
(GTA). In GTA, a digital landscape is very carefully created to simulate the real world
as closely as possible. The game is based on a set of rules created by experts. Ideally,
these rules should simulate the real situation. The game is usually played by multiple
players. A central assumption of the game is that the players are rational. A rational
player is one who always chooses an action which gives the outcome he most prefers,
given what he expects his opponents to do. An insider game is a sequential, stochastic
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being called the insiders and the other the defendants. The goal of insiders is to exploit
potential attack paths across IT layers that may lead to a security compromise. The
goal of defenders is to prevent insiders from achieving their goal. Two teams play in
turn. Each team has a set of actions with anticipated costs and expected future benefits
of courses of action. On their turn, a team will randomly choose its action based on
some probability distribution. On any turn (except for their first turn) a team may opt
to play none. Each team’s available set of strategy choices are conditional on all pre-
vious actions of the opponent. Both teams continue to play until the Nash equilib-
rium is reached where both teams’ strategy is optimized giving what the other
player is doing. As players play the game, the data is generated automatically by
different players. GTA is not only a good source of research data, it is also a
promising source of operational data [16]. Data generated from GTA can be used
along with the real data in the case where the real data is not sufficient.
Another popular source of research data is the real data injected with synthetic
anomalies. The majority of real world data does not carry information about malicious
events. Hence, researchers collect real-wold security data that contains a great deal of
legitimate traffic. They simulate insider attacks based on high-profile cases of insider
attacks. Then they inject simulated attacks into the real data.
Other sources of research data include the simulated data drawn from stochastic
models which are developed from real data. A few studies generate models from real
world data and then generate data from estimated models to protect the anonymity
and privacy of the users’ data and also to control the size of the data stream.
Exploration of the feature space for monitoring insider threats
It is critical that the initial feature space contains all the important features since the
success or failure of a pattern recognition system is heavily dependent on the choice of
good features. Research suggests that three elements must be present at the same time
for an attack to occur: motive, ability and opportunity [39]. Although all of these fea-
tures are key to the success of insider threat detection and prediction, existing studies
concentrate on only a subset of these. Figure 4 depicts the number of studies use each
of these feature types. ‘Opportunity’ is definitively the most widely used feature type for
insider threat detection. A total of 36 studies were included in this survey [12–47].
a) Motive The motive refers to the reason or cause why an insider or group of insiders
will perpetrate a crime. Previous studies have grouped the features associated with mo-
tives into four broad categories [14, 17, 25, 34, 38–40]:
i. Predisposition to malicious behaviour—Honeypots are made to capture the
predisposition of the insider towards malicious activities. A honeypot is a trap
set to identify malicious insiders. Any interaction with the honeypot is considered
abnormal. The usage of honeypots in network measures the probability that an insider
will attack against the system if an opportunity arises.
ii. Mental disorders (e.g., paranoia, depression, hearing voices etc.),
iii. Personality factors (e.g., narcissism, neuroticism, sociopathy etc.) and
iv. Current emotional state (e.g., hostility, stress, anger etc.)
Fig. 4 An overview of the various types of features used in the selected studies. The x-axis represents different
feature types and y-axis represents the number of studies use the feature type
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which the values of these features are obtained.b) Opportunity Crime is all about opportunities. Most studies focus on the following
two broad categorizations of features to determine the level of opportunity available to
an insider in an organization to perform an attack against the system: insider’s role in
the system, and activity-based features [39].Insider’s role in the system Each insider has a system role associated his/her user ac-
count, such as being a system administrator, advanced user or novice user. A system role
defines the kind of access to the system an insider has. A system role also determines if an
insider has the privileges required to do a function or operation in the system.Activity-based features For insider threat detection and prediction, key sources of
data are log files. These log files provide real-time data on the usage of resources, users,
roles and activities [39]. A sensor can be set to any application or device to log data au-
tonomously. Table 2 lists activity-based features, their major groups and sources of in-
formation on these features. The following seven categories of activity-based patterns
are being explored widely: (i) file domain, (ii) database domain, (iii) Email domain, (iv)
HTTP domain, (v) mobile calls, (vi)print domain, (vii) TCP/IP network flows, and (viii)
Other applications such as MS Word, MS Power Point, MS Excel, JPG, and TXT. Figure 5
shows the number of selected papers used these feature vectors. A total of 35 studies were
included in this survey [12–24, 26–47]. Table 2 presents the features that belong to these
domains and the sources of information for each feature domain.
Our survey reveals that the most widely used feature domains are the file domain
and the database domain, and the least used feature domain is the device domain
(Fig. 5). Eldardiry et al. [22] compared the independent predictive powers of file, device,
Table 1 Key features and sources of information regarding the motivation
Feature domain Features Sources of information
Predisposition to Malicious
Behaviour
# Predisposition towards Law
Enforcement & authorities
# Demonstation of delinquent
Behaviour in the Past
# Social Networking Sites
# Interaction with Honey Files
# Employees' criminal record history
Mental disorders # Paranoia
# Depression,
# Schizophrenia
# Bipolarity
# Clinical Diagnoses
# Social Networking Sites
Personality factors # Narcissism
# Psychopathy
# Sociopathy
# Neuroticism,
# Conscientiousness
# Openness,
# Self-focuse
# Social Distancing
# Moral disengagement
# Agreeableness
# Excitement seeking, a facet of
Extraversion
# Feelings of Closeness
# Sense of Collective Responsibility,
# Blaming or Devaluation of a Victim,
# Perception of Punishmensy and
Balance of Punishment & Rewards
# Language Style Matching (LSM)
# Email Communication Patterns
# Website Visite Patterns
# Temporal Pattern Analysis of Online
and PC Usage Behaviour
# Sentiment Analysis of an Insider's
Communications
# Visits of Socila Media Websites
Negative emotion # Hostility
# Anger
# Stress
# Dynamic Environmental Stressors
including personal life stressors & job
stressors
# Patterns of Communication and
Social Interaction
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most important feature domains, and logon and http domains are the least important
feature domains.c) Capability Capability is used to determine the extent to which an insider can
compromise a system with his/her current level of information technology (IT)
sophistication. “Capability’ represents the demonstrated skill level of an insider
monitored by the IT system. The feature ‘Capability’ is broken down into three
sub-features [33]:
i. Unique applications run by the insider in different sessions: Typically, the higher
the number of unique applications, the higher the insider’s sophistication.
ii. Multiple applications run simultaneously by the insider in different sessions: The
higher the number of applications run simultaneously per session, the more
sophisticated the insider.
iii. The consumption of CPU and RAM by the user in different sessions: The higher
the CPU and RAM usage, the higher the sophistication level of insiders.Output variable
The output of IDPAs is whether or not a pattern is anomalous [12–47]. The mag-
nitude of anomaly is an indication of future attacks. The higher the abnormality,
Table 2 Sources and features of the insider's online activities
Domain name Source Features
Logon Daily System logs # Auxiliary Information such as user ID, PC ID,
activity code, time of day
# after hour logons,
# logons on user’s PC,
# logons on other PC(s),
# login duration time,
# login frequency.
File Daily System logs, Access logs # Auxiliary Information such as user ID, PC ID,
activity code, time of day,
# accessed directory(s),
# file created, copied, moved, written,
renamed or deleted,
Database Database audit logs # Auxiliary Information such as user ID, PC ID,
activity code, time of day
# Which data items were accessed?
# Were any modifications made? .
HTTP Web server logs # Auxiliary Information such as user ID, PC ID,
time of day
# URL and domain information activity codes
(upload or download)
# URLs visited
# Whether the website is encrypted
# browser information (internet explorer,
Firefox, or Chrome)
Removable device
(e.g., USB drives)
Event logs # Auxiliary Information such as user ID, PC ID,
activity code, time of day
# Device name and type are logged with
usage code
Email Email transaction logs # Auxiliary Information such as user ID, PC ID,
activity code, time of day
# Source and destination of email traffic
# Communication patterns
# Attachment names
Mobile calls Call logs # Source and destination of mobile calls
# Duration, date and time of calls
# Communication patterns
Print Printer activity logs # Auxiliary Information such as user ID, PC ID,
activity code, time of day
# Name of document printed
# Number of copies
TCP/IP network flows TCP/IP network flow logs # The source and destination of IP packets on a
TCP/IP network
# The size of traffic sent over the connections
# t The average duration of connections
# Positive and failed events from different IP
addresses
# Time difference between IP events
Other Applications (e.g.,
MS Word, MS Power Point,
PDF, MS Excel, JPG, TXT)
Event logs, Error logs
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group behaviours are considered to be malicious. Typical output is a point estimate
of the likelihood for an attack. A sole point estimation cannot account for the un-
certainties associated with the estimation. Only two out of the 37 selected studies
provide interval estimates of the risk of an insider attack at time step t—they estimate the
probabilities of low, medium and high risks of the insider threat at time step t.
Fig. 5 Application of various feature domains in the selected studies. The x-axis represents different feature
domains and the y-axis represents the number of studies use the feature domain
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IDPAs can be classified into different categories based on any of the following considerations:
(i) features being used, (ii) the detection strategy being used, and (iii) the main underlying
machine learning algorithm of the IDPA. Classifications of IDPAs are briefly discussed below.Classification of IDPAS based on the features being used
Based on the features used to model the threat, the existing IDPAs fall into six model
categories: i) intention models (IM), ii) individual behaviour models (IBM), iii) commu-
nity behaviour models (CBM), iv) resource usage models (RUM), v) capability model
(CM), and vi) mixed system (MS). These models are briefly discussed below. The ob-
served percentages of insider threat detection and prediction algorithms with various
types of models are shown in Fig. 6. A total of 31 studies were included in this surveyFig. 6 Application of various models in the existing IDPAs. ‘IDPAs’ represents insider threat detection and
prediction algorithms. Individual behaviour model is represented by ‘IBM’, community behaviour model by ‘CBM’,
resource usage model by ‘RUM’, mixed system by ‘MS’, capability model by ‘CM’, and intention model by ‘IM’
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IDPAs are either IBM or MS.Intention models
Assess potential threats based on the psychological profiles of insiders. Only about
10 % of IDPAs are intention models (Fig. 6).Individual behaviour models
Assess threats by examining the insider’s normal course of activities. These models
learn regular patterns of activity for each insider from the insider’s past activities. Activ-
ities can be anything that involves information systems, including more CPU and RAM
usage, accessing a restricted file, altering the content of the file, and copy the file to
their Google Drives. This is one of the most popular models used by any IDPA (Fig. 6).
Nearly 40 % of IDPAs are based on individual behaviour models.Community behaviour models
Assess potential threats from an insider based on the normative behaviour of the com-
munity within which the insider belongs. This approach is based on two assumptions:
(i) an insider’s activity pattern changes continually due to a change in role or situation
and (ii) users/insiders tend to be team and goal oriented. It works on the principle that
all members who access similar resources will also exhibit a similar behaviour. There-
fore all these members together form a dynamic community centred on a single re-
source where the membership changes by adding or losing individuals during the
course of its existence. These algorithms learn regular patterns of activity for each in-
sider based on the community members’ contemporary activity patterns. Only 3 % of
IDPAs are community behaviour models (Fig. 6).
Resource usage models
Assess the security threat posed to the system by examining the cumulative effect
of collective activities of all insiders on a particular resource(s) (e.g., file server,
database server). Only 6 % of IDPAs can detect collusion attacks by a group of
malicious insiders (Fig. 6).
Capability models
Assess insider threat based on insiders’ level of IT sophistication. It monitors insiders
IT resource usage activity. For example which IT applications an employee usually
uses, how the employee executes the application programs (from command-line or
dialog interfaces), how many applications an insider runs simultaneously, and so on.
The capability model can be replaced by the individual behaviour model, since the in-
dividual behaviour model should be able to automatically recognize the IT capability
of the insider from the insider’s activity streams. Hence only 3 % of IDPAs are cap-
ability models (Fig. 6).
Mixed systems
Employ more than one of the above mentioned models at a time. Nearly 40 % of IDPAs
are mixed systems (Fig. 6).
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Based on security threat detection strategies, the existing insider threat detection and
prediction algorithms are clustered into two groups: i) anomaly detection (AD), and ii)
signature-based intrusion detection (SID). The SID approach discovers the patterns of
the known attacks and then examines ongoing traffic, activity, transactions, or behav-
iour for matches with known patterns of attacks. However, it is well known that SIDs
are only able to detect known attacks. On the other hand, the AD approach can detect
previously unknown attacks. It learns normal behaviour patterns and classifies patterns
that deviate from established normative patterns as anomalies. Figure 7 shows how
many of the existing IDPAs use AD and how many use SID. A total of 29 studies were
included in this survey [12–16, 18–31, 34, 35, 37–42, 44, 45]. Our survey reveals that
the AD approach is more popular than the SID approach. The AD approach is more
popular because it can detect previously unknown attacks.Classification of IDPAs based on the underlying machine learning algorithms
Choosing the right machine learning algorithms is crucial for accurate estimation of in-
sider threats. We performed a survey to detect any trend in the use of machine learning
algorithms. A total of 30 out of the 37 selected studies were included in this survey
[12–31, 34, 35, 37–42, 44, 45]. Our survey shows a clear preference towards graph-
based learning algorithms (i.e., Bayesian Networks—BN) (Fig. 8). Insider threat detec-
tion and prediction are multivariate time series problems. By analogy, a time series is a di-
rected graph. Perhaps this is the reason why dynamic BNs have been studied so
extensively. The other underlying learning algorithms include: SVMs (Support Vector
Machines), FIS (Fuzzy Inference Systems), Gaussian Mixture Models (GMM), K-nearest
neighbour algorithm (KNN), game theoretic approach (GTA), and regression-basedFig. 7 The application of detection methods in the selected IDPAs. ‘IDPAs represent insider threat detection
and prediction algorithms. ‘AD’ represents anomaly detection and ‘SID’ represents signature-based intrusion
detection. The x-axis represents different detection approaches and the y-axis represents the number
of IDPAs employ the detection approach
Fig. 8 The main machine learning algorithms used in the existing insider threat detection algorithms. The
y-axis represents different learning algorithms and the x-axis represents the number of insider threat
detection and prediction algorithms (IDPAs) employ the learning algorithm
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threat detection and prediction algorithms.Challenges associated with IDP
We reviewed the selected 37 studies carefully to identify the challenges in the IDP
[9, 12–47]. The results are briefly discussed below.
Challenge 1: unbounded patterns vs. time lags between activities
Insider threat detection is a temporal phenomenon. Therefore, features can be in fre-
quency domain or in time domain. However, for this particular problem, any sudden
change in behaviour is monitored, since sudden changes in behaviour and actions can
be a signal that the insider is involved in malicious attacks. Hence, a short-term analysis
is performed on signals from insider behaviour. That means the signals must be in time
phase. In the time domain, the correct order as well as the time span between activities
is important. Most features are online commands. So these features are nominal vari-
ables. For example. Saving a file to a removable disk or network drive is a nominal vari-
able. These variables can have only two possible values—1 (if the command is invoked)
or 0 (if the command is not given). There is no in-between state. Now, the question is,
how we can capture both the sequence of and the time lag between commands. One
way is to consider the last k commands to determine if the insider activity is malicious
or benign. This strategy will fail to capture the time lag effect. Another option is to div-
ide the time into equal time steps and then consider all of the commands during the
last k-time steps as predictors. This strategy will generate the space of unbounded pat-
terns. The only algorithm that can handle the unbounded patterns is graph algorithms
(BN). Dynamic Bayesian Networks (DBNs) is one of the best solutions available for in-
corporating both the sequence and the varying time difference between activities.
Challenge 2: data non-stationarity vs. individuality
Insider threat data is highly irregular non-stationary multivariate time series. Having
permanent global technology shock causes non-stationarity in the signal, where a sud-
den technological breakthrough can make current IT infrastructure and processes
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systems and organization structures change all the time.
The problem with non-stationary data is that the multivariate joint probability distri-
bution of variables is not stationary in time, the underlying situation (probability distri-
bution) keeps changing. One possible solution is to use a Community behaviour model
(CBM) since they do not use temporal patterns to identify malicious insiders. CBM
learns regular patterns of activity for each insider based on the community members’
contemporary activity patterns. However this model cannot incorporate the individual-
ity of insiders’ unique working styles. On the other hand, Individual Behaviour models
(IBMs) are designed to capture the individuality. IBM model uses the temporal changes
of insider’s behaviour to anticipate insider attacks. The problem is that IBM cannot deal
with non-stationary data. Hence several studies propose a mixed system where these
two models (IBM and CBM) are used together.
Challenge 3: high dimensionality vs interacting features
In insider threat detection, most of the features are nominal variables. If a nominal vari-
able has k categories, k-1 dummy variables are needed to index the k categories. More-
over, IDP problems are multivariate time-series problems. In a time series process, each
time step is treated as a separate feature. As a result, the space is extremely high-
dimensional. One way to handle the high-dimensionality is using the ensemble of clas-
sifiers approach where each classifier is trained with a small subset of features. How-
ever, this approach cannot handle the interacting features. A single classifier with all
input features can handle interaction effects but suffers from high-dimensionality. The
only algorithm that captures both the high-dimensionality and the interaction effects is
the Bayesian networks since it has an inherently hierarchical structure.
Challenge 4: detecting collusion attacks
Two or more insiders may collude together to commit a malicious act without creating
any suspicion. For example, a large group of insiders can all make a few small changes
to a restricted file to corrupt the data. Small changes on the part of an insider can’t be
distinguished by the individual behaviour model or the community behaviour model.
Detecting collusion attacks requires an aggregate view of the insider activity on a re-
source. Resource Usage Models assess the security threat posed to the system by exam-
ining the collective usage patterns of a particular resource.
Challenge 5: reducing false alarms
Reducing false alarms without compromising catch detection is a big challenge for in-
sider threat detection. Conventionally, an AD approach is used for an insider threat de-
tection. In AD approach, any deviation from the normal behaviour pattern is
considered as an abnormality where an abnormality is considered to be malicious.
However, most anomalies are not malicious. This approach is bound to create many
false alarms. Several studies suggest using an intention model along with other models.
Intention Models assess potential threats based on the psychological profiles of in-
siders. Whenever a conventional model detects an anomaly in the insider’s behaviour,
the intention model is consulted to assess whether there is any reason to believe that
the insider has any motive to be malicious. If the insider possesses a significant degree
of interest and motivation, only then an alarm is raised.
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Class imbalance is prevalent in insider threat detection and prediction. The class imbal-
ance problem occurs when the number of instances of one class (positive class) is much
lower than the instances of the other class (negative class). The problem is that in such
case, classifiers always predict the majority class. To make the matter worse the major-
ity of insider attacks are undetected. Traditional approaches of dealing with the class
imbalance problems include increasing the base rate (i.e., the prior probability) of an
insider attack, oversampling the minority class and over-penalizing false negatives.
However, these approaches increase false positives. AD is the best available strategy to
address class imbalance and undetected insider attacks. Two standard anomaly detec-
tion strategies are: i) supervised one-class classification, and ii) unsupervised classifica-
tion. None of these two approaches use actual class labels: malicious or benign.
Supervised one-class classifiers consider all instances to be normal. It defines the prob-
ability of normality of a particular pattern based on the relative frequency of its occur-
rence which forms the new output variable. Then the classifier is trained in usual way
using the dataset with the new output values. When a new input pattern is presented
to the classifier, it predicts the probability that the pattern is normal. In contrast, un-
supervised classification groups patterns with similar features into distinct clusters.
When an unknown pattern is presented, the algorithm estimates the probability that
the pattern is benign based on the distance of the new pattern from its closest cluster
centre. Both of these AD approaches (on-class classification and unsupervised clas-
sification) can effectively address the problems of class imbalance and undirected
insider attacks.
Challenge 7: uncertainty
Insider threat detection and prediction algorithms predict the probability of malicious
attacks. Most of the algorithms developed so far predict point estimates (i.e., single
probability values) since it is simple to predict point estimates from a nonparametric
model. However, a single probability value fails to capture the uncertainty associated
with the estimate. Hence interval estimates are preferred over point estimates. A few
existing studies use the FIS as an interval estimation mechanism. The FIS provide esti-
mates for the probabilities that a certain pattern pertains to (i) “high risk pattern”,
(ii)“medium risk pattern” and (iii) “low risk pattern”. The pattern is classified as belong-
ing to the risk category, which assigns the highest membership probability to the pat-
tern. The given pattern can belong to all three risk categories. However, if the pattern
belongs to more than one risk category with high membership probabilities, then the
uncertainty is high.
Challenge 8: the number of free parameters in the model
The higher the number of free parameters in the model that must be optimised simul-
taneously, the higher the computational burden and the risk of overfitting effects.Comparative analysis of various IDPAs
Not all of the selected papers propose novel algorithms. Moreover, many of the proposed
algorithms have never been implemented. In only 13 papers out of the 37 selected papers,
authors have actually implemented and evaluated their proposed algorithms. Hence, we
selected these 13 papers for the meta-analysis [12–15, 18, 21–27, 29]. Figure 9 depicts the
Fig. 9 Number of citations for each selected publication based on the Google Scholar. Only those publications
are displayed where the authors implemented their proposed algorithms and the evaluation are presented. The
horizontal x-axis represents the number of citations for publications for the author on the vertical y-axis
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ation count. We also looked at the papers that cited these 13 selected research papers.
However, none of these citation papers use the IDPAs presented in these research papers.
The most cited papers are: Chen et al. [13] and Brdiczka et al. [24].
Each of the 13 selected papers proposed one IDPA except for one paper (Parveen
et al. [12]). In this paper, Parveen et al. [12] present two IDPAs. These algorithms
are—GBAD and OCSVM. In the rest of the paper, we refer GBAD by ‘Parveen et al.
[12]: GBAD’ and OCSVM by ‘Parveen et al. [12]: OCSVM’. An overview of all these 14
algorithms are provided in Additional file 1: Table S1. The authors of these 14 algo-
rithms have evaluated their proposed algorithms on different datasets. The majority of
the studies surveyed are evaluated on large datasets. Since they mainly use synthetic
data or real data with only benign activities, the size of the data is not a problem in this
case. The noise level is the prime factor to determine the optimal data size; and noise
levels vary from data to data. Therefore, no comparisons can be made among different
algorithms and studies in terms of the size of the datasets used. In addition these algo-
rithms are evaluated on the predictive performance using different metrics. For ex-
ample, Axelrad et al. [25] measure performance in terms of error rate, logarithmic loss
and quadratic loss. Zhang et al. [18] and Ambre & Shekokar [15] do not offer a predict-
ing performance assessment. Tang, Zhou and Wang [26] measure performance in
terms of inference and learning time. Our goal is to compare all the algorithms using
the true positive rate (detection rate) and the false positive rate (false alarm rate). Detec-
tion rates (DRs) and false alarm rates (FARs) have been derived from the reported per-
formance values that are found in the individual papers. We are able to convert the
performance values published in nine studies [12–14, 21–24, 27, 29] (out of the 13 stud-
ies) where levels of information are sufficient to calculate DR and FAR. The estimated
DRs and FARs of ten IDPAs (from nine studies) are shown in Additional file 1: Table S1
and Fig. 10. Figure 11 displays the Euclidean distance of the performance of each of the
ten algorithms from the desired performance metrics (DR: 100 % and FAR: 0 %).
Since the IDPAs are evaluated on different datasets, we can’t compare their empirical
performance. However these empirical results do provide two interesting observations:
First, OCSVM and GBAD proposed by Parveen et al. [12] were evaluated on the
same dataset and GBAD’s performance was much worse than that of OCSVM.
Fig. 10 Detection rates and false alarm rates of the IDPAs (taken or estimated from the original paper by
the authors of the IDPA). ‘IDPA’ represent insider threat detection and prediction algorithm’. ‘DR’ represents
‘Detection Rates’ and ‘FAR’ represents ‘False alarm rates’. ‘M15 [29]’ represents the IDPA proposed by
‘Mayhew et al. [29]’, ‘A14 [14]’ represents ‘Ahmed et al. [14]’, ‘E13 [22]’ represents ‘Eldardiry et al. [22]’.
‘P13 [12]:S’ represents Parveen et al. [12]: OCSVM’, and ‘P13 [12]:G’ represents ‘Parveen et al. [12]: GBAD’—Parveen
et al. [12] present two algorithms—OCSVM & GBAD. ‘B12 [24]’ represents ‘Brdiczka et al. [24]’, ‘C12 [24]’ represents
‘Chen et al. [24]’. ‘R11 [21]’ represents ‘Raissi-Dehkordi et al. [21]’. ‘Eb09 [27]’ represents ‘Eberie et al. [27]’. ‘Yu06 [23]’
represents ‘Yu et al. [23]’
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‘GBAD’) and their algorithm performed extremely well on the real-world datasets.
Their difference is that Parveeen’s GBAD is an ensemble comprising k number of BNs
compared to Eberie’s GBAD which is a single BN model. Parveen’s GBAD is a complex al-
gorithm. Learning an optimal BN is a NP-hard problem and Parveen’s GBAD consists of
multiple BNs. In fact it is possible that the authors would not find the optimal model solu-
tion. Also, the way the outputs of the ensemble members are combined in Parveen’s
GBAD is questionable as they perform simple majority voting or weighted voting to reach
consensus. These linear approaches cannot account for the interaction effects.Fig. 11 Euclidean distance of the performance vector of each of the IDPAs from the desired performance
vector. The performance vector includes detection rates (DR) and false alarm rates (FAR) that are extracted
from the papers by the authors of the algorithms. The desired performance vector is [DR = 100 %, FAR = 0 %].
The x-axis represents Euclidean distance and y-axis represents the different IDPAs (insider threat detection and
prediction algorithms) proposed by different authors. The higher the bar, the lower the performance
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among 14 algorithms only one algorithm was evaluated in terms of the learning time.
However, the table shows the number of free parameters for the chosen 14 IDPAs. The
learning time is proportional to the number of free parameters in the model. The
higher the number of free parameters, the longer the learning time.
A comparison of the IDPAs based on theoretical merits
We compare the IDPAs according to their theoretical abilities to address the challenges
(the challenges along with the best available ideas for achieving solutions are described in
section 3.3) associated with IDP. If an IDPA can address a challenge concerning IDP, it
scores 1 point. Table 3 shows the scoring of each of the 14 algorithms for each criterion.
Figure 12 compares the total scores of all of 14 algorithms over all criteria. The
higher the score the better the algorithm. The top three algorithms based on their the-
oretical merits are Mayhew et al. [29], Brdiczka et al. [24] and Eberie et al. [27].
Figure 13 shows how many algorithms are capable of addressing each of the 10 chal-
lenges. The majority of algorithms cannot cope with the collusion attack, uncertainty,
and data non-stantionarity; while the majority of algorithms can address individuality,
interaction effects, class imbalance and undetected insider attacks.
Publication quality
Our study reveals that none of the selected IDPAs are assessed rigorously by neutral ex-
perts. This observation suggests that there may be publication bias. Publication bias is a
potential threat in all areas of research. Hence it is important to evaluate publication bias
in studies. Bias articles provide vague information regarding design, implementation and
evaluation of the proposed algorithms so that no one else can try to replicate the study.
We measure the publication quality based on ten questions on a 5-point scale about how
transparent a publication is. The goal of these questions is to determine if the findings of
the study are replicable. Five studies have a low risk of bias – Chen et al. [13], Eberie et al.
[34], Parveen et al. [12], Raissi-Dehkordi et al. [21], and Yu et al. [23] and the remaining
eight studies have a high risk of bias (Table 4, Fig. 14).
Meta-Analysis: publication-bias adjusted ranking of IDPAs
The most promising algorithms are those that are both theoretically strong and easily
implementable. Hence, we adjust the rankings of all algorithms for the publication bias. To
do this, we first rank the algorithms in terms of their total scores for theoretical merit and
publication bias. We give the rank of 1 to the lowest score, 2 to the next lowest, and so on
with N being assigned to the most promising algorithm with the highest score (Table 5).
We then estimate the rank sum of each algorithm (column 3 of Table 5). We perform
the Friedman two-way analysis of variance by ranks ([11], pp.172–180) to test the null
hypothesis that there is no significant difference among 14 algorithms. To do this test,
we calculate the value of the statistic which we denote as Fr
Fr ¼ 12Nk k þ 1ð Þ
Xk
j¼1
R2j
" #
−3N k þ 1ð Þ
Where N = Number of algorithms = 14
Table 3 Comparisons of the proposed Insider threat detection algorithms based on theoretical strengths
Criteria Ambre et al.
2015 [15]
Mayhew et al.
2015 [29]
Ahmed et al.
2014 [14]
Zhang et al.
2014 [18]
Axelrad et al.
2013 [25]
Eldardiry et al.
2013 [22]
OCSVM: Parveen
et al. 2013 [12]
GBAD: Parveen
et al. 2013 [12]
Brdiczka et al.
2012 [24]
Chen et al.
2012 [13]
Raissi-Dehkordi
et al. 2011 [21]
Eberie et al.
2009 [27]
Tang et al.
2009 [26]
Yu et al.
2006 [23]
Unbounded
patterns
and time lags
between
activitiesa
1 0 0 1 1 0.5k 0 1 1 0 0.5l 1 1 0
Data Non-
Stationarityb
0 1 0 1 0 1 0 0 0 1 0 0 0 0
Individualityc 1 1 1 1 1 1 1 1 1 0 1 1 1 1
High
Dimensionalityd
1 0 0 1 1 1 0 1 1 0 0 1 1 0
Interaction
effectse
1 1 1 0.5m 1 0.5n 0o 0o 1 1 1 1 1 1
Collusion
Attacksf
0 1 0 0 0 0 0 0 0 0 1 0 0 0
False alarmsg 0 1 0 0 0 0 0 0 1 0 0 1 0 0
Class imbalance
& undetected
insider attacksh
0 1 1 1 0 1 1 1 1 1 1 1 0 1
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Table 3 Comparisons of the proposed Insider threat detection algorithms based on theoretical strengths (Continued)
Uncertaintyi 0 0 1 0 0 0 0 0 0 0 0 0 0 1
Number of free
parametersj
0 0.14 0.14 0 0 0 0.25 0 0 1 0.25 0 0 0.14
Total 4 6.14 4.14 5.5 4 5 2.25 4 6 4 4.75 6 4 4.14
aCriterion 1: Unbounded patterns vs. time lags between activities: If the proposed algorithm is based on a hierarchical Bayesian networks (HBNs), then the algorithm scores 1 point; otherwise it scores zero
bCriterion 2: Data non-stationarity: If the algorithm employs a CBM(s), then it scores 1 point; otherwise it scores zero
cCriterion 3: Individuality: If the algorithm employs an IBM(s), then it scores 1 point; otherwise it scores zero
dCriterion 4: High dimensionality: If the algorithm is based on a HBN(s), then it scores 1 point; otherwise it scores zero
eCriterion 5: Interaction effects: If the algorithm is based on a HBN(s) or a machine learning algorithm that uses all features simultaneously to predict the output, then it scores 1 point; otherwise it scores zero
fCriterion 6: Collusion attacks: If the proposed algorithm employs a RUM, then it scores 1 point; otherwise it scores zero
gCriterion 7: False alarms: If the insider threat detection algorithm employs an IM(s), then it scores 1 point; otherwise it scores zero
hCriterion 8: Class imbalance and undetected insider threats: If the insider threat detection algorithm adopts the AD-based approach, then it scores 1 point, otherwise it scores zero
iCriterion 9: Uncertainty: If the insider threat detection algorithm is based on a FIS, then it scores 1 point; otherwise it scores 0
jCriterion 10: The number of free parameters in the model: Each algorithm receives a score that is the inverse of its number of free parameters. We assign score zero to the HBNs since the HBN-learning problem is
known to be NP-hard
kThe proposed algorithm is a hybrid of the Markov networks and GMMs. Markov networks can handle unbounded patterns but GMMs cannot handle unbounded patterns. So the score is 0.5
lThe proposed alhorithm consists of two types of models: individual behaviour models and resource usage models. All of the variables in the resource usage model is in frequency domain. Hence resource usage
model is not affected by the challenge. However, the variables of individual behaviour model is in time domain and is susceptible to the challenge
mThis algorithm is a hybrid of Naïve Bayes (NB) and HBNs. HBNs can capture feature interactions, but NB cannot capture feature interactions. So the score is 0.5
nThis algorithm is a hybrid of of GMMs and Markove networks. In this algorithm, GMM deals with a small subset of features at a time. Therefore the GMM cannot address the interaction of features. However, the
Markov network can address the interactions of features. Hence the score is 0.5
oGBAD & OCSVM are the ensembles of classifiers. The outputs of these classifiers are combined to produce the final output. Hence these algorithms cannot address the interaction effects
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Fig. 12 Comparison of IDPAs based on the theoretical merits. The horizontal x-axis represents the theoretical
strength score for IDPAs proposed by the authors on the vertical y-axis. The higher the score, the better
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cation bias]
Rj = sum of ranks for the jth variable
∑j = 1
k directs one to sum the squares of the sums of ranks over all variables
X
j¼1
2
R2j ¼ 54ð Þ2 þ 84ð Þ2 ¼ 9972
Fr ¼ 1214 2 2þ 1ð Þ  9972
 
−3 14 2þ 1ð Þ ¼ 6172
Since the test statistic (6172) is larger than the tabled value of Fr (6.00) at the 0.05
significance level, we reject the null hypothesis. This indicates that at least some of
these 14 algorithms are significantly different. In order to find which algorithm are sig-
nificantly different, we need to perform pairwise tests. So we perform ‘Multiple Com-
parisons between Groups’ ([11], pp.181-183) to test the null hypothesis that if there isFig. 13 The number of algorithms capable of addressing diverse challenges. ‘Yes’ represents the number of
algorithms (IDPAs) that can address a particular challenge and ‘No’ represents the number of algorithms
that cannot address the challenge. ‘UBP’ stands for ‘Challenge 1: unbounded patterns vs. time lags between
activities’. ‘DNS’ stands for ‘Data non-stationarity’. ‘IN’ stands for ‘individuality’. ‘HD’ stands for ‘high dimen-
sionality’. ‘IE’ stands for ‘interaction effects’. ‘CA’ stands for ‘Collusion Attacks’. ‘FA’ stands for ‘False Alarms’.
‘CI’ stands for ‘Class Imbalance problems and undetected insider attacks’ and ‘UN’ stands for ‘Uncertainty’
Table 4 Risk of bias assessment. Assessment of sources of risk of bias within publications
Criteria Ambre et al.
(2015) [ref] [15]
Mayhew et al.
2015 [ref] [29]
Ahmed et al.
2014 [14]
Zhang et al.
2014 [18]
Axelrad et al.
2013 [25]
Eldardiry et al.
2013 [22]
Parveen et al.
2013 [12]
Brdiczka et al.
2012 [24]
Chen et al.
2012 [13]
Raissi-Dehkordi
et al. 2011 [21]
Eberie et al.
2009 [27]
Tang et al.
2009 [26]
Yu et al.
2006 [23]
Explain and justify the design
and choice of components
used in the proposed algorithma
2 3 2 3 1 3 3 3 2 3 3 4 4
A clear description of the
exact features used to train
the proposed algorithm is
givena
3 1 1 4 1 3 4 3 4 4 4 2 4
Feature selection method
is cleara
4 3 5 3 4 3 3 1 4 4 4 2 4
Model parameter
optimization method is
cearly describeda
3 3 5 1 3 2 3 1 4 4 5 2 4
A pseudocode of the
proposed algorithm is
presenteda
1 1 1 3 1 3 4 3 4 4 4 4 4
The proposed algorithm
is compared with the
benchmark algorithmsb
0 0 0 0 0 0 5 0 5 5 0 5 5
The benchmark algorithms
are chosen carefullya
0 0 0 0 0 0 2 0 2 3 0 3 4
Detailed evaluation
results are provideda
1 5 4 1 2 3 4 3 4 3 5 1 5
The key characteristcs of the
experimental dataset are
clearly describeda
2 1 1 3 1 2 3 3 3 3 4 1 5
The experimental data are
made available to other
researchersb
0 0 0 0 0 0 5 0 0 0 5 0 0
Sum 16 17 19 18 13 19 36 17 32 33 34 24 39
aRating scale: Very good=5, Good= 4, Average=3, Poor=2, Very poor=1, Absolutely no information =0
bRating scale: Yes=5, No=0
Total score less than 25= High risk of bias
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Fig. 14 Comparison of articles based on the transparency score. The horizontal x-axis represents the trans-
parency score for publications for the authors on the vertical y-axis. The higher the transparency score, the
less bias the article
Gheyas and Abdallah Big Data Analytics  (2016) 1:6 Page 24 of 29any significant difference in performance between pairs of algorithms at the significance
level of 0.05 (α = 0.05) by using the following inequality
Ru−Rvj j≥q α;#cð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Nk k þ 1ð Þ
6
r
where Ru > Rv
Where Ru = Rank sum of algorithm ‘u’ over theoretical merits and publication bias
Rv = Rank sum of algorithm ‘v’ over theoretical merits and publication bias
α = 0.05 and # c = k−1 = 2−1 = 1
Tabled value of q(0.05, # c) for one-tailed test is 1.645. ThereforeTable 5 Rankings and rank sums of IDPAs
Algorithm Ranking based on
theoretical merits
Ranking based on
publication bias
Rank sum
Amber et al. 2015 [15] 2 2 4
Mayhew et al. 2015 [29] 8 3 11
Ahmed et al. 2014 [14] 3 5 8
Zhang et al. 2014 [18] 6 4 10
Axelrad et al. 2013 [25] 2 1 3
Eldardiry et al. 2013 [22] 5 5 10
Parveen et al. 2013 [12]: OCSVM 1 10 11
Parveen et al. 2013 [12]: GBAD 2 10 12
Brdiczka et al. 2012 [24] 7 3 10
Chen et al. 2012 [13] 2 7 9
Raissi-Dehkordi et al. 2011 [21] 4 8 12
Eberie et al. 2009 [27] 7 9 16
Tang et al. 2009 [26] 2 6 8
Yu et al. 2006 [23] 3 11 14
Sum 54 84 138
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Nk k þ 1ð Þ
6
r
≥1:645
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
14 2 2þ 1ð Þ
6
r
≥6
Any difference which is equal to or exceeds 6 will indicate a significant difference be-tween that pair of algorithms.
We then rank the algorithms based on the number of algorithms has been outper-
formed by the algorithms. The result is presented in Table 6. Currently, the algorithms
proposed by Ebrie et al. [27], Yu et al. [23], Raissi-Dehkordi et al. [21] and Parveen
et al. [12]: GBAD are the optimal and best-to-date algorithms based on the theoretical
merits as well as the publication biases and limitations.
Conclusions
This study addresses three primary research questions in IDP:
Question 1. What are the trends and developments shaping the IDP problem?
Key findings include:
 The number of publications per year is increasing on IDP.
 GTA is used as a major source of generating data on insider attacks. Overall, GTA
can be a reliable source of data for both research and commercial purposes if the
games are designed correctly.Table 6 Overall Rankings of the IDPAs based on their theoretical merits taking into account
publication bias
Rank Algorithms belong to the rank Algorithm(s) that are outperformed by the
algorithm(s) that belong to the rank group
1 Eberie et al. 2009 [27] (1) Parveen et al. (2013) [12]: OCSVM,
(2) Mayhew et al. (2015) [29],
(3) Zhang et al. (2014) [18],
(4) Eldardiry et al. (2013) [22],
(5) Brdiczka et al. (2012) [24],
(6) Chen et al. (2012) [13],
(7) Ahmed et al. (2014) [14],
(8) Tang et al. (2009) [26],
(9) Amber et al. (2015) [15],
(10) Axelrad et al. (2013) [25]
2 Yu et al. (2006) [23] (1) Chen et al. (2012) [13],
(2) Ahmed et al. (2014) [14],
(3) Tang et al. (2009) [26],
(4) Amber et al. (2015) [15],
(5) Axelrad et al. (2013) [25]
3 # Parveen et al. (2013): GBAD [12],
# Raissi-Dehkordi et al. (2011) [21]
(1) Amber et al. (2015) [15],
(2) Axelrad et al. (2013) [25]
4 # Mayhew et al. (2015) [29],
# Parveen et al. (2013) [12]: OCSVM,
# Zhang et al. (2014) [18],
# Eldardiry et al. (2013) [22],
# Brdiczka et al. (2012) [24],
# Chen et al. (2012) [13],
# Ahmed et al. (2014) [14],
# Tang et al. (2009) [26],
# Amber et al. (2015) [15],
# Axelrad et al. (2013) [25]
N/A
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online activities of the insiders.
 Typically, the output of an IDPA is the point estimate of the likelihood of an insider
attack.
 The online activities are the most widely used features for IDP. Existing IDPAs assess
threats based on the individual and group perspectives of online activity data of insiders.
 Most of the current IDPAs rely on AD approach to detect attacks ahead of time.
AD uses unlabelled data for training and can discover unseen attacks.
 Graphical models/ Bayesian Networks are by far the most common tools for IDP.Question 2. What are the challenges of IDP?
Challenges associated with IDP include unbounded patterns, uneven time lags between
activities, nonstationarity, individuality, high dimensionality, interacting features, collu-
sion attacks, high false alarm rates, acute class imbalance, undetected insider attacks,
uncertainty, and the large number of free parameters in the model.Question 3. What are the best to date IDPAs?
The algorithms proposed by Eberie et al. [27] and Yu et al. [23] are the best to date al-
gorithms for IDP based on the theoretical merits and the transparency of these
approaches.Best practice recommendations
This review study offers important insights into promising IDPAs for the future
 A good algorithm should adopt a holistic approach for IDP comprising individual
behaviour models, community behaviour models, resource usage models and
intention models to make the IDPA robust against both individual and collusion
attacks, the high rate of false alarms, and data nonstationarity. The algorithm
proposed by Mayhew et al. [29] is an example of a holistic system.
 A good IDPA should be a BN like the algorithm proposed by Eberie et al. [27].
A BN will make the IDPA robust against unbounded patterns, uneven time lags
between activities, high dimensionality and interacting features.
 The BN should employ a Mamdani FIS –like the algorithm proposed by Yu et al.
[23] –for making predictions at every level of the hierarchy. This strategy will make
the algorithm robust against the uncertainty.
 A good IDPA should use the AD approach so as to address the problems associated
with class imbalance and undetected insider attacks.
 It will be a complex model—there is no magic solution to this problem. Good
search algorithms need to be employed. This problem can be reduced by running
multiple global and local search algorithms together to optimize the model
parameters [48].
Authors should take the following measures to minimize the bias and to improve the
transparency of publications.
Gheyas and Abdallah Big Data Analytics  (2016) 1:6 Page 27 of 29 The computer code for the proposed algorithm should be made public so that
other researchers can easily evaluate the algorithm.
 Detailed pseudo-codes of the proposed algorithm should be provided for the
readers with limited or no knowledge about the specific programming language.
 A reference and link to research data should be made in any publications arising
from it. If data cannot be made available for reuse on ethical grounds, authors can
build models from data and then simulate data from the model with added noise.
This data can be made public.
 The best to date algorithms should be chosen for the benchmark.
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