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RESUMO
O objetivo principal desta tese é introduzir um método que permite a proliferação
de estruturas periódicas no espaço de parâmetros de sistemas estocásticos, reduzindo
consideravelmente o domínio caótico. A importância deste estudo se justifica uma vez que a
presença de ruído em sistemas dinâmicos afeta principalmente o movimento regular. No caso
de mapas, o método consiste em adicionar ao modelo um parâmetro de controle Fj de período
k, o que possibilita a criação de k réplicas de uma determinada estrutura periódica. Esse
procedimento foi aplicado inicialmente ao mapa quadrático, cuja simplicidade matemática
permite investigar a origem desse fenômeno por meio de curvas analíticas de bifurcação
e simulações numéricas. No caso de sistemas bidimensionais, a adição do parâmetro Fj
às equações do mapa de Hénon gera a multiplicação de domínios periódicos no espaço de
parâmetros (a, b) e, consequentemente, uma diminuição das combinações paramétricas que
conduzem ao caos. Os efeitos da intensidade e do período k do parâmetro externo Fj foram
analisados e concluiu-se que o método terá êxito sempre que a razão m/k resulta em um
número inteiro, sendo m o período da estrutura que deseja-se multiplicar. Quando aplicado
ao mapa catraca estocástico, esse procedimento permite aumentar a região regular do espaço
de parâmetros em até 78,1%, mesmo considerando os efeitos do ruído térmico. Em sistemas
a tempo contínuo, a supressão do caos está condicionada à existência de multiestabilidade.
Nesse caso, o procedimento consiste em adicionar ao modelo uma função contínua periódica
que quebra a simetria da força externa ao sistema e separa os atratores no espaço de fases,
gerando a dissociação de estruturas regulares que encontravam-se sobrepostas inicialmente.
Por fim, esta tese apresenta um estudo sobre a influência do ruído na dinâmica de sistemas
Hamiltonianos, adotando como modelo o mapa padrão com ruído aditivo. Utilizando
técnicas como a estatística dos tempos de recorrência e o cálculo dos expoentes de Lyapunov,
demonstrou-se que para ruídos temporalmente descorrelacionados ocorre o efeito conhecido
como enhanced trapping, que prolonga o tempo de permanência da trajetória dentro das
ilhas de regularidade. Por outro lado, ruídos que apresentam correlação temporal podem
gerar movimento superdifusivo.
Palavras-chave: Sistemas estocásticos. Movimento periódico. Caos. Perturbações periódicas.
ABSTRACT
The main purpose of this thesis is to introduce a method that allows the proliferation
of periodic structures in the parameter space of stochastic systems, contracting the chaotic
domain. The relevance of this study is justified since the noise usually induces the destruction
of regular motion in dynamical systems. For maps, the method consists in adding the
k-periodic parameter Fj to the model, which makes it possible to create k identical copies of
periodic structures. This procedure was initially applied to the quadratic map and the origin
of the replication was studied by means of analytical bifurcation functions and numerical
simulations. In two-dimensional systems, the addition of the parameter Fj to the Hénon
map provides the multiplication of periodic domains in the parameter space (a, b) and,
consequently, a decrease of the parametric combinations that lead to chaos. The effects of
changing the intensity and the period k of the external parameter Fj were analyzed, leading
to the conclusion that the method will succeed each time the ratio m/k is an integer, where
m is the period of the structure to be multiplied. Considering the stochastic ratchet map,
the regular region in the parameter space can be enlarged about 78,1% by applying this
procedure, even if the unavoidable thermal effects are taken into consideration. In differential
equations, the suppression of chaos is conditioned by the existence of multistability. In this
case, the procedure consists in adding to the model a periodic continuous function which
breaks the symmetry of the external force and moves away attractors in the phase space,
generating the dissociation of degenerated regular structures. Finally, this thesis presents
a study about the influence of noise on the dynamics of Hamiltonian systems using the
standard map with additive noise. By applying techniques such as recurrence time statistics
and the calculation of the Lyapunov exponents, it is possible to show that for uncorrelated
noises the effect known as enhanced trapping takes place, which increases the residence time
of trajectories within the regular islands. On the other hand, correlated noises generate
superdiffusive motion.
Keywords: Stochastic systems. Periodic motion. Chaos. Periodic perturbations.
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Capítulo 1
Introdução
Na busca pela compreensão de um fenômeno físico através do método científico, a
execução de algum tipo de experimento é indispensável. Entretanto, com o desenvolvimento
das teorias matemáticas e da tecnologia, tornou-se possível aliar essas duas ferramentas
poderosas para propor, testar e validar modelos que simulam de forma veraz o universo
real. A utilização de sistemas dinâmicos na descrição de processos físicos teve início com
os trabalhos de Isaac Newton, os quais serviram como alicerces da Mecânica Clássica [1].
Todavia, a grande maioria dos fenômenos naturais são modelados por equações matemáticas
complexas que envolvem algum tipo de não linearidade, de forma que a obtenção de soluções
analíticas torna-se uma tarefa nada trivial [2]. Em razão disso, somente com o advento dos
computadores modernos foi possível identificar e caracterizar determinados comportamentos
típicos de sistemas dinâmicos não lineares, tais como órbitas periódicas e quase-periódicas,
ciclos limite, estados transientes e caos.
Atualmente, os sistemas dinâmicos não lineares são constantemente utilizados na
modelagem dos mais variados tipos de fenômenos, como por exemplo: dinâmica de redes
neurais [3, 4], mercado financeiro [5, 6], sistemas químicos e biológicos [7, 8], transporte
anômalo [9, 10], eventos extremos [11,12] etc. Uma característica comum a esses modelos é
o fato de todos serem compostos por variáveis e parâmetros de controle. O comportamento
das variáveis de um sistema pode ser verificado por meio de diagramas de bifurcação1, bacias
de atração2 e análise das trajetórias no espaço de fases. Entretanto, uma pequena alteração
nos parâmetros de controle pode modificar bruscamente a dinâmica resultante.
Quando se trata da pesquisa científica na área de sistemas dinâmicos, um dos
principais desafios é descobrir a combinação paramétrica ideal que resulta em um tipo
1 O termo bifurcação se refere às mudanças no comportamento assintótico do sistema causadas pela
variação de um ou mais parâmetros de controle [13]. Diagramas de bifurcação representam graficamente
o comportamento de uma das variáveis do sistema em função do valor de um dos parâmetros.
2 O conjunto de todas as condições iniciais que convergem para o mesmo atrator é denominado bacia de
atração. Atrator é o nome dado ao conjunto fechado e invariante contido no espaço de fases de sistemas
dissipativos para onde as trajetórias convergem após um tempo transiente. Quanto à sua dinâmica, um
atrator pode ser classificado como periódico, quase-periódico ou caótico. Uma definição mais completa de
atrator e bacia de atração é apresentada na Seção 3.6.
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desejado de dinâmica e, além disso, determinar a generalidade de tal regra estabelecida,
a fim de que possa ser aplicada a situações físicas reais. A dependência de um modelo
em relação aos parâmetros de controle pode ser identificada de forma eficiente através do
espaço de parâmetros, um diagrama no qual dois parâmetros formam uma grade de controle
e, para cada ponto de intersecção dessa grade, utiliza-se uma ferramenta de análise para
caracterizar a dinâmica resultante. Dentre essas ferramentas, as mais comuns são o período
da trajetória, calculado após um tempo transiente, e o maior Expoente de Lyapunov (EL),
quantidade que mede a taxa exponencial com a qual duas condições iniciais próximas se
afastam com o passar do tempo. Através desse diagrama é possível conhecer as combinações
paramétricas que dão origem aos diferentes comportamentos assintóticos do sistema. Se
o movimento é caótico, trajetórias originárias de condições iniciais adjacentes se afastam
exponencialmente à medida que o sistema evolui no tempo; nesse caso, o maior EL é positivo
e o movimento é aperiódico. Por outro lado, as órbitas periódicas, cujo movimento é regular,
estão sempre associadas a ELs negativos devido à convergência exponencial de condições
iniciais circunvizinhas e o período do movimento equivale ao número de iterações necessárias
para que a órbita retorne ao ponto de partida. No caso de combinações paramétricas nas
quais ocorrem bifurcações, o maior EL se torna nulo.
1.1 Controle do caos
Discernir entre o comportamento regular e caótico ou, até mesmo, a possibilidade
de obter domínio sobre a ocorrência desses regimes, despertou o interesse de muitos pesqui-
sadores ao longo das últimas décadas, dada a importância do tema [14]. A dinâmica caótica
se faz presente em diversas áreas e o controle do caos pode contribuir enormemente para a
solução de diversos problemas tecnológicos como: o aumento da periodicidade de disparos
neurais [15], a estabilização de arritmias cardíacas através da administração de estímulos
elétricos [16], a transmissão de informação [17], o controle de circuitos elétricos caóticos [18],
entre outros. Ter o controle sobre o comportamento caótico significa eliminá-lo ou, caso
desejado, induzi-lo. O primeiro método desenvolvido para controlar o caos foi o método
OGY, proposto em 1990 por Edward Ott, Celso Grebogi e James Alan Yorke [19]. Como o
atrator caótico é composto por incontáveis órbitas periódicas instáveis, a estratégia desse
método consiste em identificar uma dessas órbitas e adicionar uma pequena perturbação
em algum parâmetro de controle do sistema a fim de estabilizá-la, evitando assim que a
trajetória continue irregular.
Para que o método OGY seja aplicável, é necessário que a trajetória caótica se
aproxime da órbita instável selecionada, fato esse que pode demorar a ocorrer. Outro método,
conhecido como targeting [20], foi desenvolvido a fim de reduzir esse tempo de iteração e
considera uma das principais características do caos: a dependência sensível em relação às
condições iniciais escolhidas, de forma que uma ínfima alteração nessa escolha pode produzir
resultados completamente diferentes. Sendo assim, torna-se possível direcionar rapidamente
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a órbita de um sistema caótico para um local desejado do espaço de fases adicionando ao
sistema pequenas perturbações que devem ser cuidadosamente escolhidas [20, 21]. Tanto
o método OGY quanto o método targeting selecionam a perturbação a ser acrescida a
partir de uma análise preliminar do estado do sistema, sendo por esse motivo classificados
como métodos de controle com monitoramento (feedback). Outras teorias desenvolvidas
para controle do caos consideram somente efeitos externos, sendo desnecessário o prévio
conhecimento da dinâmica atual do sistema e, por esse motivo, tais métodos são denominados
sem monitoramento (nonfeedback). Dentro dessa proposta, o controle do caos foi obtido, por
exemplo, através do acréscimo de uma pequena perturbação em forma de uma função seno
nas equações do oscilador de Josephson [22] e também adicionando uma função harmônica
na equação de Duffing [23]. Um método analítico também foi proposto para controlar o caos
no oscilador de Duffing utilizando aproximações clássicas [24].
1.2 Movimento periódico e os efeitos do ruído
O estudo de regiões do espaço de parâmetros que resultam em órbitas periódicas
auxilia a compreensão de vários aspectos importantes da dinâmica de sistemas não lineares.
Essas órbitas se conectam às cascatas de bifurcações por dobramento de período3 levando
à formação de órbitas sub-harmônicas que originam janelas periódicas complexas [25],
denominadas Estruturas Isoperiódicas (EIPs). Através da análise do espaço de parâmetros
detectou-se a ocorrência de EIPs em diferentes classes de sistemas, tais como mapas [26–28],
equações diferenciais [29–31] e experimentos reais [32–34]. Recentemente, uma importante
relação foi estabelecida entre a existência desses domínios e as propriedades de transporte
de sistemas catraca4: combinações paramétricas localizadas dentro das EIPs geram valores
ótimos de corrente de partículas [35]. Nesses modelos, o transporte de partículas é gerado
pelo desequilíbrio térmico ou então pela existência de dissipação de energia aliada à ação
de um potencial espacialmente assimétrico. Sistemas catraca podem modelar diversas
situações físicas como, por exemplo, motores moleculares [36, 37], processos de separação de
micropartículas em soluções coloidais [38] e transporte em escala nanométrica [39].
Ao considerar os efeitos da vizinhança sobre um sistema físico de interesse, faz-
se necessário adotar uma abordagem estatística uma vez que o ambiente macroscópico é
constituído por um grande número de elementos, sendo impossível conhecer completamente o
estado inicial de todos eles. A utilização de variáveis aleatórias na modelagem de fenômenos
físicos dá origem aos sistemas denominados estocásticos, termo que deriva do grego e
se refere ao que está relacionado ao acaso. Enquanto um modelo determinístico prediz
3 Uma bifurcação por dobramento de período ocorre quando uma órbita assintoticamente estável de período
m torna-se instável com a variação de um ou mais parâmetros de controle do sistema, sendo então
substituída por uma nova órbita assintoticamente estável de período 2m [13]. Uma cascata de bifurcações
por dobramento de período é uma sequência infinita desse tipo de bifurcação.
4 Dá-se o nome de catraca a um sistema que tem a capacidade de produzir transporte direcionado de
partículas através de forças com médias nulas no espaço e no tempo.
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apenas um resultado para uma determinada circunstância, um modelo estocástico prediz
um conjunto de possíveis resultados cujo peso de cada um deles é determinado por uma
distribuição de probabilidade [40]. A aplicabilidade desses sistemas é grande visto que
flutuações macroscópicas e microscópicas erráticas, também conhecidas como ruído, são
espontâneas e inerentes aos fenômenos da natureza. Por exemplo, a presença do ruído na
equação de Langevin, modelo proposto para descrever o movimento Browniano executado
por uma pequena partícula imersa em um fluido, simula as sucessivas colisões entre a
partícula e os elementos constituintes do meio no qual ela está inserida [41]. Em um circuito
eletrônico, como o circuito de Chua [42], o ruído é proveniente das flutuações térmicas nos
dispositivos eletrônicos, das imprecisões nas especificações desses componentes e também
das interferências de origem eletromagnética [43].
De forma geral, o ruído modifica drasticamente a dinâmica de sistemas não lineares,
afetando principalmente o movimento periódico e aumentando o domínio caótico do espaço
de parâmetros. Ao considerar o ruído de origem térmica em um sistema catraca, por
exemplo, propondo assim um modelo mais realístico por meio da adição de uma variável
estocástica, geralmente obtém-se uma redução da eficiência do transporte, uma vez que as
combinações paramétricas que geram valores ótimos de corrente de partículas localizam-se
nas EIPs [44]. Não obstante, a adição de ruídos clássicos [45] e quânticos [46–48] mostrou
que esses domínios podem resistir a determinadas intensidades de temperatura e aos efeitos
de flutuações quânticas. A presença do ruído também pode influir consideravelmente na
dinâmica dos sistemas Hamiltonianos, de forma que algumas regiões inacessíveis do espaço
de fases passam a ser visitadas pela trajetória quando efeitos perturbativos são considerados,
também afetando as propriedades de transporte. Além disso, para essa classe de sistemas, a
presença do ruído modifica o volume de conjuntos invariantes de acordo com a intensidade
da perturbação [49], intensifica efeitos de aprisionamento em espalhadores caóticos [50] e
altera a taxa de escape de regiões de espalhamento fazendo com que essa taxa, antes descrita
por uma distribuição lei de potência, seja descrita por uma função exponencial [51, 52].
1.3 Objetivos e organização da tese
É farta a literatura disponível atualmente sobre o surgimento, organização e ca-
racterização das EIPs [26–28, 53–55], assim como a quantidade de trabalhos referentes
aos efeitos do ruído sobre a dinâmica periódica [45, 47, 48, 56]. Sendo assim, a principal
contribuição desta tese consiste na proposição de um novo método capaz de ampliar a
porção do espaço de parâmetros ocupada pelas EIPs, uma vez que o ruído afeta diretamente
esses domínios fazendo com que atratores periódicos estáveis se tornem metaestáveis [57].
O método proposto utiliza-se de perturbações externas periódicas que são adicionadas ao
modelo considerado, mostrando-se eficiente na multiplicação das regiões regulares do espaço
de parâmetros de mapas, sistemas nos quais o tempo é uma variável discreta, e de sistemas
a tempo contínuo modelados por equações diferenciais ordinárias. Esse procedimento, no
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entanto, não se trata de uma nova forma de controle do caos por meio da estabilização de
trajetórias instáveis como os métodos citados na Seção 1.1, nos quais a perturbação externa
apenas desloca domínios periódicos para uma região de interesse, mas sim de um protocolo
eficiente para suprimir o domínio caótico no espaço de parâmetros mesmo quando o ruído é
considerado.
Para compreender a origem da multiplicação das EIPs no espaço de parâmetros,
inicialmente foram adotados modelos mais simples do ponto de vista matemático e compu-
tacional. No Capítulo 2, o modelo utilizado foi o mapa quadrático. Após uma breve revisão
bibliográfica dos principais aspectos da dinâmica desse sistema, o método proposto nesta tese
é implementado na Seção 2.3 através da composição de mapas quadráticos modificados por
um parâmetro externo Fj, cujo período é k. Dessa forma, é possível demonstrar que interva-
los paramétricos de período m proliferam-se no diagrama de bifurcação sempre que η ∈ Z,
sendo η = m/k. Curvas analíticas de bifurcação mostram que a origem desse fenômeno se
dá pela presença de novas bifurcações sela-nó5 que não ocorrem para o mapa quadrático
sem o parâmetro externo Fj. Essas bifurcações dão origem a k novos atratores que, quando
separados por meio do aumento da intensidade do parâmetro externo, prolongam o intervalo
periódico do diagrama de bifurcação. Por outro lado, se η /∈ Z, as regiões de período m
passam a ter período m′ = km, não havendo criação de novos atratores nesses intervalos
paramétricos.
A abrangência do método para sistemas bidimensionais é testada no Capítulo 3, no
qual a dinâmica do mapa de Hénon foi estudada através do diagrama de bifurcação e também
do espaço de parâmetros, uma vez que esse modelo é constituído por dois parâmetros de
controle. Adicionando o termo Fj ao mapa de Hénon, obtém-se a proliferação das EIPs
no espaço de parâmetros, como mostram as Seções 3.4 e 3.5. As relações entre o período
k de Fj e o período m das EIPs, previamente determinadas para o mapa quadrático, são
mantidas para os sistemas bidimensionais. A criação de novos atratores devido à presença
do parâmetro externo é comprovada através de uma análise da bacia de atração do mapa de
Hénon, apresentada na Seção 3.6.
No Capítulo 4, alguns modelos de grande importância física são analisados e o
método finalmente é aplicado a sistemas estocásticos. O primeiro deles é o mapa catraca,
deduzido a partir da equação de Langevin e cujas aplicações científicas já foram citadas na
Seção 1.2. Nesse sistema, o ruído térmico destrói grande parte das EIPs e, consequentemente,
regiões de transporte otimizado. Entretanto, o método proposto pode ser aplicado de forma
eficiente para gerar um aumento da área do espaço de parâmetros com correntes ótimas
de até 78,1%, mesmo quando altas intensidades da temperatura são consideradas. Além
disso, na Subseção 4.3.2 é demonstrado que a adição da perturbação externa periódica Fj é
5 A bifurcação sela-nó, também conhecida como bifurcação tangente ou bifurcação de dobra, é o procedi-
mento através do qual são criadas duas órbitas periódicas, uma delas assintoticamente estável e a outra
instável [13,58].
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capaz de promover o importante fenômeno da ativação de corrente em regiões específicas do
espaço de parâmetros.
Também no Capítulo 4, na Seção 4.4, é apresentado um método que permite
multiplicar regiões periódicas em sistemas a tempo contínuo. Para essa classe de sistemas,
a duplicação de domínios regulares já foi mencionada na literatura. As Refs. [59,60], por
exemplo, mostram que esse fenômeno ocorre no espaço de parâmetros do oscilador de
Josephson e do oscilador de Duffing quando adicionadas funções periódicas às equações
correspondentes. Todavia, os estudos realizados até então não respondem às seguintes
questões: (i) Por que é necessário adicionar uma função diferente para cada modelo? (ii)
Por que, para o mesmo modelo, algumas regiões do espaço de parâmetros são multiplicadas
e outras não? Para responder a essas questões e desenvolver um método completo e eficaz
para sistemas a tempo contínuo, dois exemplos completamente distintos foram estudados: a
equação de Langevin, que simula o efeito catraca quando escolhido um potencial assimétrico,
e o circuito de Chua [42]. A ocorrência do efeito catraca em equações diferencias é um
tema de pesquisa bastante atual [61–63]. O circuito de Chua, por sua vez, é um modelo
que descreve todos os comportamentos dinâmicos encontrados em um experimento de
laboratório, também sendo tema recorrente de pesquisa [56, 64, 65]. No caso de sistemas
a tempo contínuo, a ampliação da periodicidade no espaço de parâmetros só é possível
nas regiões de multiestabilidade. Existindo pelo menos dois atratores para uma mesma
combinação paramétrica, deve-se então adicionar ao modelo uma função contínua periódica
que quebra a simetria da perturbação externa ao sistema e separa os atratores no espaço
de fases. Dessa forma, é possível dissociar regiões regulares degeneradas no espaço de
parâmetros, suprimindo assim os domínios caóticos mesmo na presença de ruído.
Os modelos utilizados nos Capítulos 2, 3 e 4 são exemplos de sistemas dissipativos, ao
contrário dos sistemas Hamiltonianos, os quais preservam o volume do espaço de fases. Como
essas duas classes de sistemas apresentam características e comportamentos diferentes, um
capítulo desta tese foi dedicado à investigação dos efeitos do ruído em sistemas Hamiltonianos.
No Capítulo 5 são apresentados os resultados obtidos a partir da adição de perturbações
aleatórias ao mapa padrão, um dos sistemas Hamiltonianos mais utilizados na literatura para
estudar a transição do regime regular para o caótico. Foram testados ruídos temporalmente
correlacionados e descorrelacionados, sendo que as diferenças entre esses tipos de ruído
foram investigadas analisando a dinâmica no espaço de fases, a estatística dos tempos de
recorrência, o valor do maior EL e também a área do espaço de fases visitada pela trajetória
em função do número de iterações.
Por fim, o Capítulo 6 apresenta as principais conclusões obtidas com a aplicação do
método proposto nesta tese aos diferentes sistemas estudados, algumas propostas para a
continuidade desses trabalhos e uma relação dos artigos científicos publicados em revistas
indexadas que tiveram origem nas pesquisas realizadas durante o período de doutorado.
Capítulo 2
Controle da dinâmica intermediária de sistemas
unidimensionais
Mapas unidimensionais não inversíveis formam o grupo mais simples de sistemas
que apresentam caos [66]. Por esse motivo, esses mapas são amplamente estudados com o
objetivo de compreender determinados aspectos de sua dinâmica que podem ser generalizados
para sistemas mais complexos. Inúmeros modelos cujas soluções resultam de relações de
recorrência podem ser descritos matematicamente por meio de mapas unidimensionais
como, por exemplo, o mapa logístico xn+1 = rxn(1 − xn). Esse modelo foi introduzido,
em 1845, por Pierre François Verhulst para simular o crescimento populacional em uma
área fechada, de forma que a variável xn quantifica o número de indivíduos em um tempo
discreto n e o parâmetro de controle r, por sua vez, representa a taxa de crescimento de
uma determinada espécie [67]. Essa simples relação matemática é amplamente utilizada
no estudo da dinâmica populacional de sistemas ecológicos e biológicos, e apresenta um
comportamento complexo quando analisa-se a variação de xn em função do parâmetro r.
Esse comportamento foi abordado por Robert McCredie May, em 1976, no seu trabalho
intitulado “Simple mathematical models with very complicated dynamics” [68].
O trabalho de May demonstra que sistemas extremamente simples do ponto de
vista matemático podem apresentar, dependendo do parâmetro de controle, pontos fixos
estáveis e instáveis, bifurcações, flutuações aleatórias etc [68]. Tais atributos tornam sistemas
unidimensionais uma ferramenta importante na investigação de novas metodologias. Em
razão disso, essa classe de sistemas será utilizada neste capítulo para introduzir um método
que permite controlar a dinâmica intermediária de mapas compostos e multiplicar o número
de estruturas periódicas no diagrama de bifurcação. Esse procedimento é fundamentado na
composição de k (k = 2, 3, 4, 5) mapas que são modificados a cada iteração pela inclusão
de um parâmetro externo Fj. Após compreender a interferência de Fj na estabilidade
dos pontos fixos, na ocorrência de bifurcações e na dinâmica caótica, conceitos que serão
abordados no decorrer deste capítulo, torna-se possível encontrar uma relação entre o
número k e o período das órbitas a fim de que o intervalo paramétrico que gera movimento
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periódico sofra um acréscimo, suprimindo determinadas regiões de caos no diagrama de
bifurcação. Este capítulo também é constituído por uma introdução ao mapa quadrático,
sistema unidimensional utilizado no desenvolvimento do método proposto, assim como pela
definição de expoente de Lyapunov, conceito teórico importante na análise dos resultados
apresentados nesta tese.
2.1 O mapa quadrático
O sistema unidimensional que será utilizado como base para o desenvolvimento
deste capítulo é denominado Mapa Quadrático (MQ), cujo comportamento dinâmico é
semelhante ao do mapa logístico. O MQ é descrito matematicamente pela expressão
xn+1 = 1 − ax2n, (2.1)
na qual n = 0, 1, 2, . . . corresponde ao tempo de iteração discreto e a é o parâmetro de não
linearidade. A dinâmica de um mapa unidimensional pode ser estudada por meio de um
diagrama conhecido como diagrama de bifurcação, no qual é possível identificar o surgimento,
a evolução e o desaparecimento de trajetórias à medida que algum parâmetro do sistema
é modificado. O termo bifurcação se refere às mudanças qualitativas no comportamento
assintótico do sistema causadas pela variação de um ou mais parâmetros de controle [13].
O diagrama de bifurcação do MQ (2.1), apresentado na Fig. 2.1, tem como principal
objetivo identificar o comportamento assintótico da variável xn em função do parâmetro
a. Entende-se por comportamento assintótico a trajetória obtida após um intervalo de
tempo suficientemente grande, denominado tempo transiente. Esse tipo de diagrama será
frequentemente utilizado ao longo desta tese e, por esse motivo, torna-se importante detalhar
o procedimento computacional adotado para sua obtenção. No caso do MQ, o algoritmo é
composto pelas seguintes etapas:
1. Definir um intervalo [amin, amax] para os valores do parâmetro a e um intervalo
[x0min , x0max ] para as condições iniciais.
2. Fixar o valor do parâmetro a.
3. Fixar o valor da condição inicial x0.
4. Iterar o mapa (2.1) desconsiderando as primeiras ntrans iterações transitórias.
5. Iterar o mapa (2.1) até um tempo nfinal e salvar os valores de xn juntamente com o
parâmetro a correspondente.
6. Escolher uma nova condição inicial x0 dentro do intervalo [x0min , x0max ].
7. Executar os passos 4 a 6 até que o número desejado de condições iniciais seja atingido.
8. Incrementar o valor do parâmetro a acrescendo uma quantidade Δa ao valor atual.
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9. Repetir os passos 3 a 8 até que a = amax.
O tempo transiente ntrans utilizado no passo 4 pode variar consideravelmente dependendo da
condição inicial x0 e do parâmetro a, principalmente na vizinhança das bifurcações. A escolha
das condições iniciais no passo 6 pode ser feita aleatoriamente ou então dividindo o intervalo
[x0min , x0max ] em partes iguais, de acordo com o número desejado de condições iniciais.
Após a execução do procedimento descrito acima, o diagrama de bifurcação é construído
representando graficamente os valores de xn em função de a. Para um parâmetro a de
interesse, definindo uma reta paralela ao eixo sobre o qual a variável xn está representada,
é possível determinar o período da órbita correspondente contabilizando os pontos de
intersecção dessa reta com o diagrama. Nas regiões caóticas, o diagrama de bifurcação é
densamente ocupado pelas iterações do mapa.
No diagrama da Fig. 2.1 é possível observar o nascimento de um ponto fixo em
a = a1 = −1/4, cuja origem é uma bifurcação sela-nó. De forma geral, esse tipo de bifurcação
é responsável pelo surgimento de duas órbitas periódicas, uma assintoticamente estável e
outra instável. Um ponto fixo é definido como aquele que, após um tempo transiente, obedece
à condição xn+1 = xn. Em a = a12 = 3/4 ocorre a chamada Bifurcação por Dobramento de
Período (BDP), fazendo com que o ponto fixo se torne um ponto periódico de período 2.
Figura 2.1 – Diagrama de bifurcação do MQ (2.1) que mostra o comportamento assintótico
da variável xn em função do parâmetro a. O intervalo [amin, amax] foi dividido igualmente
em 103 partes e para cada valor de a foram utilizadas 10 condições iniciais uniformemente
distribuídas no intervalo [−2, +2]. As curvas do diagrama foram construídas considerando
20 iterações de cada trajetória após um tempo transiente ntrans = 105. As linhas verticais
azul, vermelha e verde correspondem, respectivamente, aos parâmetros a = a1 = −1/4, no
qual nasce o ponto fixo, a = a12 = 3/4 e a = a24 = 5/4, nos quais ocorre BDP.
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Quando a = a24 = 5/4, ocorre uma nova BDP que dá origem ao ponto periódico de período
4.
O estudo da estabilidade de um ponto fixo, que será representado por x∗, é de
extrema importância visto que outros pontos próximos podem ser repelidos ou atraídos
por x∗, dependendo da sua condição de estabilidade. Um ponto fixo é classificado como
assintoticamente estável se os pontos situados em sua vizinhança são atraídos para ele
conforme itera-se o sistema, enquanto um ponto fixo instável repele esses mesmos pontos
vizinhos. A classificação de pontos fixos quanto à condição de estabilidade para um mapa
unidimensional f(xn) é definida pela derivada f ′(xn) calculada no ponto fixo xn = x∗, de
tal forma que [13]:
• se |f ′(x∗)| < 1, então x∗ é um ponto fixo assintoticamente estável;
• se |f ′(x∗)| > 1, então x∗ é um ponto fixo instável.
A partir dessa definição é possível compreender alguns resultados apresentados
na Fig. 2.1. Inicialmente, os pontos fixos do MQ são encontrados impondo a condição






A derivada do MQ resulta em f ′(xn) = −2axn, tal que f ′(x∗±) = 1 ∓
√
1 + 4a. Aplicando a
condição de estabilidade supracitada conclui-se que no intervalo −1/4 < a < 3/4 encontrar-
se-ão dois pontos fixos, sendo um assintoticamente estável e outro instável. Para valores
menores que a = −1/4 não existem soluções reais e portanto não são encontrados pontos
fixos, o que é corroborado pela análise numérica apresentada na Fig. 2.1. Para a = −1/4
ocorre uma bifurcação sela-nó, caracterizada pelo surgimento de dois pontos fixos com
condições de estabilidade opostas. Entretanto, na Fig. 2.1 não observa-se a órbita instável
pois, após o transiente, todas as condições iniciais convergem para a órbita assintoticamente
estável.
Tendo em vista que a classificação de um ponto fixo como assintoticamente estável
ou instável é definida pelo módulo da derivada do mapa, é intuitivo afirmar que alterações
na condição de estabilidade de x∗ ocorrem quando f ′(x∗) move-se além dos limites impostos
pelos valores ±1. Observa-se que, conforme o parâmetro a aumenta de −1/4 para 3/4,
o valor de f ′(x∗) para o ponto fixo assintoticamente estável decresce de +1 para −1 e,
para a > 3/4, o ponto fixo torna-se instável. Devido à instabilidade do ponto fixo quando
a > 3/4, serão necessárias duas iterações para repetir o valor de xn, dando origem à BDP
de forma que, sendo x∗1 e x∗2 os novos pontos periódicos assintoticamente estáveis, obtém-se
a sequência {x∗1, x∗2, x∗1, x∗2, . . .}. Os pontos x∗1 e x∗2 são pontos fixos do mapa composto por
duas iterações de f(xn), tal que f (2)(xn) = f [f(xn)] [69]. Para a = 5/4 a derivada do mapa
composto f (2), calculada pela regra da cadeia, cruza a barreira de valor −1 dando origem a
uma nova BDP e, como consequência, os pontos periódicos existentes farão parte de uma
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órbita de período 4 enquanto a for maior que 5/4 e menor que a48, valor do parâmetro a no
qual ocorrerá novamente uma alteração na condição de estabilidade.
De forma geral, órbitas periódicas originárias das BDPs têm a condição de estabili-
dade alterada à medida que aumenta-se o valor do parâmetro a, passando de assintoticamente
estáveis para instáveis. Essa mudança pode ser verificada pela derivada do mapa f (m)(xn)
que, quando calculada ao longo dos pontos periódicos, passa pelo valor −1 indicando a
criação de 2m órbitas assintoticamente estáveis, sendo possível observar o que é denominado
na literatura de cascata de BDPs [13,66].
2.2 Expoente de Lyapunov e bifurcações
Considere uma condição inicial típica próxima a um ponto fixo instável x∗ de um
mapa qualquer. Ao iterar esse mapa, a distância entre o ponto atual xn da órbita e o ponto
x∗ estará aumentando. Após um tempo transiente, a órbita convergirá para um ponto
fixo assintoticamente estável. Esse tipo de dinâmica, na qual o comportamento instável é
transitório, é comum. Entretanto, nem sempre uma condição inicial irá convergir para uma
região de estabilidade. Pode ocorrer, para determinados parâmetros, que nenhuma região
estável exista e, mesmo após um longo tempo de iteração, a trajetória ainda experimente um
comportamento instável. Nessa conjuntura, é classificada como caótica uma trajetória que
se afasta de sua vizinhança com uma taxa exponencial à medida que o mapa é iterado [13].
Sistemas caóticos apresentam uma considerável sensibilidade quando trata-se da
escolha das condições iniciais. Isso significa que condições iniciais relativamente próximas
podem, após um determinado tempo, gerar resultados completamente diferentes. Uma ferra-
menta importante na quantificação da sensibilidade que um sistema apresenta à escolha das
condições iniciais é denominada Expoente de Lyapunov (EL), que proporciona uma medida
do grau de caoticidade de uma trajetória. Considere inicialmente um mapa unidimensional,
tal que x0 e x0 + δ0 sejam duas condições iniciais vizinhas separadas por uma distância
infinitesimal δ0. Após n iterações do mapa
xn+1 = f(xn), (2.3)
a distância entre esses dois pontos será δn. Se δn relaciona-se com δ0 por |δn| ∼ |δ0|eλn,








A distância δn é a diferença entre a n-ésima iteração a partir do ponto x0 + δ0 e a











Capítulo 2. Controle da dinâmica intermediária de sistemas unidimensionais 20
na qual λ depende de δ0 e de n. Admitindo que a separação entre os pontos x0 + δ0 e x0 é


























Para calcular a derivada da Eq. (2.5) utiliza-se a regra da cadeia, de forma que λ






















que é, por definição, o EL do mapa (2.3) e constitui uma medida da expansão (λ > 0)
ou da contração (λ < 0) exponencial da distância δn. Na Eq. (2.6), xi = f (i)(x0) é o
resultado da i-ésima iteração do mapa a partir da condição inicial x0. No limite n → ∞ o
EL não deve mais depender da condição inicial x0, pois o atrator é inteiramente visitado
independentemente do ponto de partida [69].
O EL permite a obtenção de informações relevantes com respeito a estabilidade
local de uma órbita. Quando se trata de pontos fixos assintoticamente estáveis, o sinal de λ
é negativo, uma vez que as trajetórias convergem para um único ponto. É possível também
definir uma órbita caótica analisando o EL da sequência {x1, x2, x3, . . .} obtida pela iteração
de um mapa diferenciável. Tal órbita é definida como caótica se [13]:
• {x1, x2, x3, . . .} não é assintoticamente estável;
• o EL λ calculado ao longo da órbita é maior que zero.
A definição supramencionada pode ser verificada nas Figs. 2.2(a) e 2.2(b) que
mostram, respectivamente, o diagrama de bifurcação e o EL em função do parâmetro a
para o MQ. Nos intervalos periódicos o valor de λ é negativo ao passo que, nos intervalos
caóticos, λ > 0. Comparando as Figs. 2.2(a) e 2.2(b) é possível observar que λ torna-se nulo
sempre que a órbita perde estabilidade, fato que está diretamente relacionado à ocorrência
de bifurcação, como abordado anteriormente.
2.3 Composição de dois mapas quadráticos
Após introduzir algumas propriedades do MQ, o objetivo desta seção é compreender
a influência de parâmetros externos em sua dinâmica. Usando a composição de MQs
modificados a cada iteração por um parâmetro Fj, torna-se possível gerar múltiplos atratores
Capítulo 2. Controle da dinâmica intermediária de sistemas unidimensionais 21
Figura 2.2 – Comparação entre (a) o diagrama de bifurcação e (b) o valor do EL para o MQ.
As linhas verticais identificam os valores de a nos quais ocorre bifurcação. Para o cálculo de
λ, o MQ foi iterado 105 vezes após um tempo transiente ntrans = 105, utilizando uma única
condição inicial x0 = 0,5. Em (a), a variável xn encontra-se no intervalo [−0,6, 1,1] e em
(b) λ encontra-se no intervalo [−6, +1]. O diagrama de bifurcação apresentado em (a) foi
construído utilizando o mesmo procedimento numérico descrito na Fig. 2.1.
no espaço de fases e também diagramas de bifurcação independentes que se separam à
medida que a intensidade F desse parâmetro aumenta. Para isso, é necessário controlar a
dinâmica das variáveis intermediárias, conceito que será abordado no decorrer desta seção.
Considere inicialmente o mapa unidimensional descrito por
xn+1 = f(xn, ϑ, Fj), (2.7)
no qual xn representa o estado do sistema no tempo discreto n e cuja evolução temporal é
descrita pela função f . O termo ϑ representa todos os parâmetros intrínsecos ao sistema
e Fj, com j = 1, 2, . . . , k, é um parâmetro externo de período k. É possível construir um
mapa composto C(k) aplicando o mapa (2.7) k vezes, utilizando todos os k possíveis valores
de Fj, tal que
C(k) = x(c)n+k = f(xn+k−1, ϑ, Fk) ◦ . . . ◦ f(xn+1, ϑ, F2) ◦ f(x(c)n , ϑ, F1). (2.8)
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As variáveis com o sobrescrito (c) indicam quantidades relacionadas ao mapa composto, ou
seja, que ocorrem sempre a cada k iterações, enquanto os termos xn+1, . . . , xn+k−1 são as
variáveis intermediárias. A dinâmica de cada estado intermediário pode ser controlada e
manipulada independentemente. Uma aplicação recente do conceito de dinâmica interme-
diária consiste na descrição da posição de partículas após meio período de tempo em fluidos
caóticos [70]. Esse mesmo conceito também pode descrever a variação na concentração de
reagentes intermediários em oscilações químicas [71].
Para introduzir o método que é proposto nesta tese, considere o Mapa Quadrático
Modificado (MQM) descrito pela equação
xn+1 = 1 − ax2n + Fj, (2.9)
sendo F a intensidade com a qual a dinâmica é alterada. Se o período do parâmetro Fj é
k = 2, adotando F1 = −F e F2 = +F é possível obter dois MQMs diferentes a partir da
Eq. (2.9): um deles utilizando −F , que nesse caso corresponde às iterações ímpares, e outro
utilizando +F , que corresponde às iterações pares, de tal forma que:
xn+1 = 1 − a(x(c)n )2 − F,
x
(c)
n+2 = 1 − ax2n+1 + F.
(2.10)
Sendo assim, o mapa composto por esses dois MQMs é descrito por:
C(k=2) = x(c)n+2 = 1 − a[1 − a(x(c)n )2 − F ]2 + F. (2.11)
Na Eq. (2.11), x(c)n é a condição inicial do mapa C(k=2), a variável x
(c)
n+2 corresponde a uma
iteração completa desse mapa e xn+1 = 1 − a(x(c)n )2 − F é a variável intermediária. Portanto,
um ponto fixo de C(k=2) obedece à relação
x
(c)
2 = 1 − ax21 + F = x
(c)
0 , (2.12)
sendo x1 = 1 − a(x(c)0 )2 − F . O ponto intermediário x1 não é um ponto fixo de C(k=2), mas




0 . Alternando o valor de F a
cada iteração torna-se possível controlar a dinâmica da órbita intermediária, promovendo
mudanças significativas no diagrama de bifurcação do mapa C(k=2).
Os efeitos de perturbações periódicas em mapas unidimensionais já foram estudados
por meio da modulação monitorada do parâmetro de não linearidade alternando a pertur-
bação entre dois valores distintos [72], e também através do uso da função cosseno para
controlar uma perturbação periódica externa [73–75]. O método proposto nesta tese para
sistemas discretos, por sua vez, consiste em um método sem monitoramento baseado na
modificação periódica do parâmetro externo que é adicionado à variável do sistema. Esse
procedimento mostra-se mais eficiente nos casos em que a periodicidade k do parâmetro
externo é alta e, além disso, pode ser facilmente generalizado para mapas bidimensionais,
como será demonstrado nos Capítulos 3 e 4.
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O diagrama de bifurcação do mapa composto C(k=2) é apresentado na Fig. 2.3.
Esse diagrama foi construído utilizando o mesmo algoritmo descrito na Seção 2.1, porém
alternando o parâmetro externo Fj a cada iteração, conforme a Eq. (2.10), e separando
os valores da variável intermediária, representada por xn, dos valores da variável do mapa
composto, representada por x(c)n . É interessante observar o diagrama obtido para F = 0,
formado pelas curvas preta e verde das Figs. 2.3(a), 2.3(b) e 2.3(c). Esse diagrama é
idêntico ao diagrama de bifurcação usual do MQ, exibido na Fig. 2.1, porém apresenta uma
diferença estrutural: dentro do intervalo [a12, a24] existem duas órbitas de período 1 em
vez de uma órbita de período 2. Para uma única condição inicial, a curva preta é formada
pelos valores da variável x(c)n do mapa composto e a curva verde é formada pelos valores
da variável intermediária xn. Sendo assim, o diagrama de bifurcação do MQ é reproduzido
pelo mapa C(k=2) com F = 0 apenas se as iterações intermediárias forem consideradas ou
se pelo menos duas condições iniciais diferentes que geram as órbitas de período 1 forem
escolhidas. Essa é uma diferença fundamental entre o MQ e o mapa C(k=2) com F = 0. Para
comparar com o caso F 
= 0 nas demais figuras deste capítulo será utilizado o diagrama de
bifurcação do MQ, sempre representado por curvas em preto. Todos os diagramas, seja do
MQ ou do mapa composto C(k), foram construídos considerando, para cada condição inicial,
um total de 20 iterações após um tempo transiente ntrans = 105. Todos os intervalos de a
analisados foram divididos igualmente em 103 valores. Informações sobre condições iniciais
e intensidades do parâmetro externo Fj utilizadas em cada caso podem ser encontradas na
descrição das figuras.
Figura 2.3 – Diagrama de bifurcação do mapa composto C(k=2), descrito matematicamente
pela Eq. (2.11). Em (a), (b) e (c), a curva verde representa a variável intermediária xn e
a curva preta representa a variável x(c)n do mapa composto com F = 0 e condição inicial
x
(c)
0 = 0. As curvas azuis e vermelhas foram obtidas utilizando F = 7×10−3 e como condições
iniciais x(c)0 = −0,8 e x
(c)
0 = 0, respectivamente. Para esse caso, a variável intermediária
xn é apresentada em (a), a variável x(c)n do mapa composto encontra-se em (b) e em (c) as
variáveis xn e x(c)n são apresentadas simultaneamente. A linha vertical contínua indica o
parâmetro a = a(2)1 , no qual ocorre uma bifurcação sela-nó, enquanto as linhas pontilhada e
tracejada destacam a ocorrência de BDP.
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A importância da dinâmica intermediária no diagrama de bifurcação do mapa C(k=2)
torna-se mais evidente quando F = 7×10−3, caso representado pelas curvas azuis e vermelhas
da Fig. 2.3, obtidas a partir de duas condições iniciais diferentes. Nas Figs. 2.3(a) e 2.3(b)
encontram-se, respectivamente, as órbitas intermediárias xn e as órbitas x(c)n que completam
a iteração do mapa composto. Na Fig. 2.3(c), os valores de xn e x(c)n são apresentados
simultaneamente. Para F = 7 × 10−3, a partir da condição de existência de um ponto fixo
do mapa C(k=2), dada pela Eq. (2.12), obtêm-se no intervalo −1/4 ≤ a < 0,8105174508
quatro soluções dentre as quais duas são reais e duas são complexas, sendo o parâmetro
a = a(2)1 = 0,8105174508 destacado pela linha vertical contínua na Fig. 2.3. Das soluções
reais, somente uma satisfaz a condição de ponto fixo assintoticamente estável, solução essa
representada na Fig. 2.3(b) pela curva azul que se sobrepõe à vermelha visto que, nesse
intervalo, todas as condições iniciais convergem para essa órbita. A variável intermediária xn,
por sua vez, não é uma solução da equação x(c)2 −x
(c)
0 = 0, mas pode ser obtida numericamente
como mostra a curva azul da Fig. 2.3(a).
Para o mapa C(k=2), as órbitas xn e x(c)n não sofrem BDP em a12 = 3/4, como ocorre
para o MQ. Quando a = a(2)1 , entretanto, ocorre uma alteração significativa na dinâmica
do mapa composto devido à presença de uma nova bifurcação sela-nó. Para compreender
essa alteração, considere uma iteração completa do mapa composto com condição inicial
x
(c)
0 = x, a fim de simplificar a notação, tal que:
x1 = 1 − ax2 − F,
x
(c)
2 = 1 − ax21 + F.
(2.13)
A condição a ser satisfeita para obtenção de um ponto fixo é dada por
1 − a(1 − ax2 − F )2 + F − x = 0. (2.14)






Substituindo esses quatro pontos fixos no módulo da derivada do mapa C(k=2), dado por
|C ′(k=2)| = 4a2(1 − ax2 − F )x, verifica-se que apenas x(1) e x(3) são assintoticamente estáveis.
No entanto, quando a órbita intermediária x1 = 1 − ax2 − F é considerada numericamente,
em a = a(2)1 surgem dois novos pontos fixos com mesma condição de estabilidade, x(1
′) =
0,8172871692 e x(3′) = 0,2546595313. Nas Figs. 2.3(a) e 2.3(b) é possível observar que o
par de pontos (x(1), x(1′)) dá origem às órbitas representadas pelas curvas vermelhas e o
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par de pontos (x(3), x(3′)), por sua vez, compõe as órbitas representadas pelas curvas azuis,
existindo assim dois atratores possíveis em a ≥ a(2)1 .
A análise das soluções da Eq. (2.14) permite compreender a proibição da BDP
1 → 2 em a = 3/4 para o mapa C(k=2). No caso do MQ, a periodicidade m da órbita
aumenta por meio de uma BDP pois o número de soluções da equação xm − x = 0 também
aumenta. Considerando o mapa composto C(k=2), desde o nascimento do ponto fixo existem
quatro soluções para x. Ocorre que, para a < a(2)1 , existem apenas duas soluções reais (uma
assintoticamente estável) ao passo que, para a > a(2)1 , existem quatro soluções reais (duas
assintoticamente estáveis) até a ocorrência de uma nova bifurcação. Portanto, em a = a(2)1
não é possível ocorrer BDP pois não há aumento do número de soluções, sendo que a criação
de um novo par de órbitas assintoticamente estáveis nesse valor de parâmetro é devido à
bifurcação sela-nó, como será demonstrado analiticamente na sequência desta seção. Nota-se
que, conforme cresce o valor de a, os dois pares de órbitas convergem para os mesmos valores
de xn do MQ, como mostra a Fig. 2.4(a). Esse fato evidencia a tendência de preservar a
periodicidade do mapa composto até que ocorra a BDP.
Devido ao surgimento de novas soluções reais quando a = a(2)1 , nota-se uma alteração
na condição de estabilidade da curva vermelha na Fig. 2.4(a). Essa alteração é corroborada
pelo valor do EL λ calculado para o mapa C(k=2) a partir da mesma condição inicial,
representado na Fig. 2.4(b) também pela cor vermelha. Para essa órbita, iniciada em
x
(c)
0 = 0, o EL torna-se nulo quando a = a
(2)
1 . A órbita representada pela curva azul,
cuja condição inicial é x(c)0 = −0,8, não apresenta mudanças significativas nessa região
do diagrama de bifurcação. Nas Figs. 2.4(a) e 2.4(b) também é possível observar que os
pontos fixos do mapa C(k=2) encontrados em a(2)1 a partir de condições iniciais diferentes são
independentes e sofrem BDP em valores distintos de a. A BDP 1 → 2 do mapa C(k=2), ou
2 → 4 se consideradas as iterações intermediárias, é permitida somente em um intervalo
paramétrico no qual o MQ tem período 2 e, consequentemente, possui quatro soluções. Os
valores de a nos quais as órbitas azuis e vermelhas sofrem BDP são indicados nas Figs. 2.3
e 2.4 pelas linhas verticais pontilhada e tracejada, respectivamente.
É possível obter expressões analíticas que determinam os valores de a em que
ocorrem bifurcações para o mapa C(k=2). Como descrito anteriormente, um ponto fixo do
mapa composto deve satisfazer a condição x(c)2 − x = 0, que resulta na Eq. (2.14). Além
disso, deve-se considerar também a equação de autovalores |J(k=2)1 − hI| = 0, na qual J
(k=2)
1
é a matriz Jacobiana obtida após a primeira iteração do mapa composto, h o autovalor e
I a matriz identidade. No caso de C(k=2), como trata-se de um sistema unidimensional, a
matriz Jacobiana equivale à própria derivada do sistema, de forma que |J(k=2)1 − hI| = 0 dá
origem à seguinte equação:
4a2(1 − ax2 − F )x − h = 0. (2.15)
O próximo passo consiste em eliminar a variável x calculando o resultante entre os polinômios
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Figura 2.4 – (a) Diagrama de bifurcação do mapa composto C(k=2) com F = 7 × 10−3
(curvas azuis e vermelhas), considerando as variáveis xn e x(c)n . A curva preta representa o
diagrama de bifurcação do MQ. Em (b), o valor do EL λ calculado para C(k=2) é apresentado
em função do parâmetro a. As curvas azuis e vermelhas, tanto em (a) como em (b), foram
obtidas utilizando as condições iniciais x(c)0 = −0,8 e x
(c)
0 = 0, respectivamente. As linhas
verticais destacam os valores de a nos quais ocorre bifurcação. Para o cálculo de λ foram
consideradas 105 iterações após um tempo transiente ntrans = 105. Em (a), as variáveis xn e
x(c)n encontram-se no intervalo [−0,6, 1,1] e em (b) λ encontra-se no intervalo [−3, +1].
(2.14) e (2.15), fixando um valor para h. Desse modo, obtém-se a equação W (k=2)m (a, F ) = 0
que contém informações sobre a condição de estabilidade do mapa C(k=2) nas regiões do
diagrama de bifurcação que correspondem ao período 1. Para a execução desse procedimento,
foi utilizado o sistema algébrico computacional Maple 15.
Escolhendo inicialmente h = 1, condição necessária para ocorrência de uma bifurca-
ção sela-nó, obter-se-á a equação W (k=2)1 (a, F ) = 0 que, para um determinado parâmetro




1 (a, F ) = 256a4F 4 − (512a4 + 1536a3 + 288a2)F 2 + W1(a)W1→2(a) = 0. (2.16)
De forma alternativa, a equação W (k=2)1→2 (a, F ) = 0 é obtida impondo a condição necessária
para ocorrência de BDP para o mapa composto C(k=2), ou seja, h = −1. A equação resultante




1→2 (a, F ) = 256a4F 4 − (512a4 + 1536a3 + 160a2)F 2 + W2→4(a) = 0. (2.17)
As Eqs. (2.16) e (2.17) foram descritas como funções das condições de contorno do diagrama
de bifurcação do MQ, tal que W1(a) = (4a + 1) = 0 é a expressão que determina o valor
a = −1/4 no qual ocorre bifurcação sela-nó, W1→2(a) = (4a − 3)3 = 0 determina a BDP
1 → 2 que ocorre em a = 3/4 e W2→4(a) = (16a2 + 8a + 5)(4a − 5)2 = 0, por sua vez,
determina a BDP 2 → 4, tendo como soluções os parâmetros a = 5/4 e a = −1/4 ± 1/2i.
Nota-se que, para o mapa composto, ocorre o acoplamento entre W1(a) e W1→2(a) de forma
que a BDP 1 → 2 do MQ agora está inserida na Eq. (2.16) que determina os parâmetros
em que ocorre bifurcação sela-nó, provando analiticamente a proibição da BDP em a = 3/4
para o mapa C(k=2). Fazendo F = 7 × 10−3 e resolvendo W (k=2)1 (a, F ) = 0, são encontrados
os valores de a nos quais nascem as órbitas de período 1 do mapa composto representadas
pelas curvas azuis e vermelhas nas Figs. 2.3 e 2.4. O primeiro valor é a(1)1 = −0,2499992344,
no qual nasce o primeiro par de pontos fixos assintoticamente estáveis. O segundo par nasce
em a(2)1 = 0,8105174508, valor esse caracterizado pela separação entre as curvas azuis e
vermelhas originadas de diferentes condições iniciais.
Para a Eq. (2.17), considerando F 
= 0, é possível obter duas soluções reais que
indicam a ocorrência de duas BDPs em valores diferentes de a. Se F = 7 × 10−3, as soluções
reais obtidas correspondem aos parâmetros a(1)12 = 1,231673306, no qual ocorre a BDP da
órbita representada pela curva azul, e a(2)12 = 1,268801427, no qual ocorre a BDP da órbita
representada pela curva vermelha. Esses valores encontram-se destacados, respectivamente,
pelas linhas verticais pontilhada e tracejada contidas na Fig. 2.5(b), tornando evidente o
processo de duplicação e separação das regiões periódicas. O mesmo intervalo paramétrico é
considerado na Fig. 2.5(a), porém utilizando o MQ.
A duplicação de regiões periódicas no diagrama de bifurcação do mapa obtido pela
composição de dois MQMs (k = 2) continua ocorrendo em todos os intervalos cujo período
correspondente é par, como exemplificado nas Figs. 2.6(a) e 2.6(b) para o caso de uma
região de período 6. No entanto, a duplicação nesse intervalo não é resultado da proibição
da BDP, como discutido anteriormente. A Fig. 2.6(b) exemplifica a duplicação de uma
órbita de período par que nasce a partir de uma bifurcação sela-nó após uma região de caos.
O processo de duplicação é resultado da criação de dois atratores de mesmo período em dois
diferentes valores de a, sendo a órbita azul obtida a partir da condição inicial x(c)0 = −0,8 e
a vermelha obtida a partir da condição inicial x(c)0 = 0. A diferença entre os valores de a nos
quais nascem essas duas órbitas é determinada pela intensidade F do parâmetro externo Fj.
Nesse caso, a BDP não é proibida pois a órbita de período 6 do MQ corresponde a uma
órbita de período 3 do mapa composto C(k=2), sendo o número de soluções de ambos os
casos equivalentes nesse intervalo.
Os resultados desta seção mostram o processo de duplicação de regiões periódicas
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Figura 2.5 – Diagrama de bifurcação do MQ em (a) e do mapa composto C(k=2) para
F = 7 × 10−3 em (b) (curvas azul e vermelha), destacando o intervalo paramétrico no qual
ocorre BDP. As curvas azul e vermelha representam as mesmas órbitas das Figs. 2.3 e 2.4,
geradas a partir das condições iniciais x(c)0 = −0,8 e x
(c)
0 = 0, respectivamente. As linhas
verticais indicam a ocorrência de BDP das órbitas do mapa composto em diferentes valores
de a.
a partir da composição de dois MQMs e a importância da dinâmica intermediária nesse
processo. Numericamente, é possível constatar que órbitas de períodos maiores são mais
sensíveis ao valor de F e, por esse motivo, a intensidade do parâmetro externo deve ser
cuidadosamente escolhida, dependendo do intervalo paramétrico que deseja-se duplicar. Os
diagramas de bifurcação apresentados nesta seção foram construídos utilizando a sequência
Figura 2.6 – (a) Diagrama de bifurcação do MQ que destaca uma região de período 6. Em
(b), uma ampliação da região delimitada pelo retângulo azul de (a) é apresentada com as
variáveis xn e x(c)n do mapa composto C(k=2), usando F = 5 × 10−4. As órbitas representadas
pelas curvas azul e vermelha são obtidas a partir das mesmas condições iniciais das Figs.
2.3, 2.4 e 2.5.
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{−F, +F, −F, +F, . . .}. Uma simples troca do sinal de F faz com que as órbitas intermediá-
rias se tornem órbitas do mapa composto e, consequentemente, as órbitas do mapa C(k=2)
atuais se tornam intermediárias.
2.3.1 Janelas de períodos ímpares e o dobramento de período
Para o caso da composição de dois MQMs (k = 2), dependendo do período da
órbita analisada, podem ocorrer dois fenômenos:
(i). a duplicação de uma região periódica, que ocorre quando duas órbitas independentes
sofrem BDP em valores diferentes de a gerando um prolongamento do intervalo de
regularidade no diagrama de bifurcação;
(ii). o dobramento de período, que ocorre em intervalos que apresentam periodicidade
ímpar.
O segundo item é caracterizado pela duplicidade do período original da órbita quando
consideradas as iterações intermediárias, não gerando alterações no intervalo do parâmetro
a no qual existe regularidade, ao contrário do que ocorre no fenômeno descrito no item (i).
No diagrama de bifurcação, intervalos de período m podem surgir após uma região
de caos, sendo esses intervalos conhecidos como janelas de periodicidade m. Um exemplo
desse comportamento encontra-se na Fig. 2.7(a), que apresenta uma janela de período 3
após uma região caótica no diagrama de bifurcação do MQ. No caso do MQM com um
parâmetro externo Fj de período k = 2, uma órbita de período 3 pode ser composta pelas
seguintes etapas:
x1 = 1 − ax2 − F,
x
(c)
2 = 1 − ax21 + F,
x3 = 1 − a(x(c)2 )2 − F.
(2.18)
Se F = 0, a sequência (2.18) consistirá em uma órbita de período 3 do MQ se os valores de
xn e x(c)n forem considerados. Para esse cenário, eliminando a variável x entre a equação
x3 − x = 0 e o polinômio característico resultante da equação de autovalores, conclui-
se que o parâmetro a no qual ocorre o nascimento da órbita de período 3 do MQ é
a = 7/4, valor esse representado pela linha horizontal azul na Fig. 2.7(a). Para a equação
x3 −x = 0, considerando a = 7/4 e F = 0, são encontradas oito soluções e somente três delas
correspondem a pontos assintoticamente estáveis. São esses pontos que dão origem à órbita
de período 3 e estão localizados exatamente em: x(1) = −0,7439644205, x(2) = 0,03140464687
e x(3) = 0,9982740593.
Após seu nascimento, esse ponto periódico dá origem a uma cascata de BDPs na
qual órbitas de períodos m = 3 × 2l são sucessivamente criadas, com l = 1, 2, 3, . . .. A
partir de cada um dos três ramos existentes nessa janela surgirá uma região caótica e, à
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Figura 2.7 – (a) Diagrama de bifurcação do MQ mostrando o nascimento de uma janela
de período 3 em a = 7/4 (linha azul). O diagrama de bifurcação do mapa composto C(k=2)
nessa mesma região é apresentado em (b) para F = 2 × 10−4, em (d) para F = 1 × 10−3 e
em (f) para F = 5 × 10−3. As curvas azul e vermelha foram obtidas a partir das condições
iniciais x(c)0 = −0,8 e x
(c)
0 = 0, respectivamente. As figuras (c), (e) e (g) mostram uma
magnificação da região delimitada pelo quadrado preto das figuras (b), (d) e (f), nessa
ordem, e as linhas horizontais indicam o valor de a no qual ocorre BDP.
medida que o parâmetro a cresce, essas três regiões se tornarão abruptamente uma única
região de caos no diagrama de bifurcação. Sendo assim, torna-se relevante compreender
o que acontece com a órbita de período 3 do MQ quando F 
= 0 para o mapa composto
C(k=2). A primeira conclusão é que, se F 
= 0, a variável x3 na Eq. (2.18) é obtida após
uma iteração e meia do mapa C(k=2). Isso ocorre pois o termo −F é repetido, porém
não se repete o termo +F , tornando-se impossível satisfazer a condição x3 − x = 0. Ao
determinar os pontos que satisfazem a condição x3 − x = 0 para F 
= 0, oito soluções são
obtidas e nenhum desses pontos é assintoticamente estável. Dessa forma conclui-se que,
se a variável intermediária xn for considerada, não poderá existir período ímpar quando k
for um número par. A órbita de período 3 do MQ torna-se uma órbita de período 6 do
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mapa C(k=2) com F 
= 0, como mostram as Figs. 2.7(b), 2.7(d) e 2.7(f). Essa alteração
ocorre pois, nessa região do diagrama de bifurcação, o mapa composto completa sua órbita
com a sequência {−F, +F, −F, +F, −F, +F}. Essas figuras exemplificam o fenômeno do
dobramento de período que ocorre para trajetórias que inicialmente tinham período ímpar.
No entanto, apesar do período ser dobrado, apenas um atrator é encontrado de forma que as
órbitas representadas pelas cores azul e vermelha encontram-se sobrepostas nesse intervalo
paramétrico.
Como citado anteriormente, o aumento do parâmetro a do MQ dá origem a uma
cascata de BDPs em cada um dos três ramos criados em a = 7/4. A primeira ocorrência
de BDP, em a = 1,768529153, será responsável pela transição do período 3 para o período
6, passando de oito para 64 soluções. Todavia, devido à dinâmica intermediária do mapa
C(k=2) com F 
= 0, o período 3 é extinto e dá lugar a uma órbita de período 6, de forma
que a equação x(c)6 − x = 0 possui 64 soluções e, consequentemente, a BDP 3 → 6 torna-se
proibida. Nesse cenário, se F = 2 × 10−4, uma nova órbita assintoticamente estável surge
em a = 1,7723483906 por meio de uma bifurcação sela-nó, dando início ao processo de
duplicação da janela de período 6 exemplificado nas Figs. 2.7(b) e 2.7(c). Sendo assim, a
origem da duplicação dessa região do diagrama de bifurcação é a proibição da BDP 3 → 6 e
a criação de uma nova órbita periódica do mapa composto visto que, para a < 1,768529153,
o número de soluções das equações que descrevem as condições de estabilidade do MQ
e do mapa C(k=2) são incompatíveis. É importante ressaltar a diferença entre esse caso
e aquele apresentado na Fig. 2.6, no qual a duplicação da janela de período 6 do MQ
também ocorre através da criação de duas órbitas de período 3 do mapa C(k=2) (período 6
quando considerados os valores intermediários xn). Nessa janela não há incompatibilidade
entre o número de soluções das equações x6 − x = 0 (MQ) e x(c)6 − x = 0 (mapa C(k=2)) e,
consequentemente, a ocorrência de BDP não é proibida.
Os diagramas de bifurcação apresentados nas Figs. 2.7(d) e 2.7(e) foram construídos
utilizando F = 1 × 10−3. Aumentando o valor de F é possível notar o afastamento entre as
duas janelas de período 6 que foram criadas pela composição de dois MQMs, gerando uma
região caótica entre elas. Para F = 5 × 10−3, caso representado nas Figs. 2.7(f) e 2.7(g),
uma das janelas é absorvida pela região caótica e não é mais possível observar a duplicação.
Com isso, conclui-se que o valor de F deve ser escolhido adequadamente a fim de otimizar o
intervalo do parâmetro a no qual determinada periodicidade é encontrada. Além disso, o
aumento de F torna mais nítido o dobramento de período de 3 (MQ) para 6 (mapa C(k=2)
com F 
= 0), de forma que todos os seis ramos sofrem BDP no mesmo valor de a, como
destacado pela linha horizontal preta nas Figs. 2.7(c), 2.7(e) e 2.7(g).
2.4 Composição de três ou mais mapas
A próxima etapa desse estudo consiste em aumentar o período do parâmetro externo
Fj de k = 2 para k = 3, a fim de verificar como o número de mapas utilizados na composição
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de C(k) altera a dinâmica observada no diagrama de bifurcação. Para isso, propõe-se a
sequência {−F, 0, +F, −F, 0, +F, . . .} que dá origem ao mapa C(k=3) formado pelas seguintes
iterações:
xn+1 = 1 − a(x(c)n )2 − F,
xn+2 = 1 − ax2n+1,
x
(c)
n+3 = 1 − ax2n+2 + F.
(2.19)
Nesse caso, xn+1 e xn+2 são variáveis intermediárias e x(c)n+3 completa uma iteração do mapa
composto. O diagrama de bifurcação desse sistema, construído utilizando F = 1 × 10−2 e
considerando um intervalo paramétrico que contém a órbita de período 1 do MQ e também
as primeiras BDPs, é apresentado na Fig. 2.8.
Dada uma condição inicial x(c)0 = x, um ponto fixo do mapa C(k=3) satisfaz a
condição x(c)3 − x = 0, tal que:
1 − a[1 − a(1 − ax2 − F )2]2 + F − x = 0. (2.20)
Da equação de autovalores |J(k=3)1 − hI| = 0, obtém-se
8a3[1 − a(1 − ax2 − F )2](1 − ax2 − F )x − h = 0. (2.21)
Ao calcular o resultante em x entre os polinômios (2.20) e (2.21) e estabelecer h = 1, efetuando
o mesmo procedimento descrito na Seção 2.3, obter-se-á a equação W (k=3)1 (a, F ) = 0, de
forma que
Figura 2.8 – Diagrama de bifurcação do mapa composto C(k=3) com F = 1 × 10−2. Em
(a) (curva vermelha) e (b) (curva verde) encontram-se as variáveis intermediárias xn para
n = 1, 4, 7, . . . e n = 2, 5, 8, . . ., respectivamente. Em (c), a variável x(c)n do mapa composto
é representada pela curva azul, sendo n = 3, 6, 9, . . ., e em (d), todas as variáveis são
apresentadas simultaneamente. Em todos os casos o diagrama de bifurcação do MQ é
representado pela curva preta e a linha vertical pontilhada indica o parâmetro em que ocorre
BDP.
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W
(k=3)
1 (a, F ) = 16777216a10F 10 − 16777216a9(2a2 − 2a − 3)F 9 + 16777216a8(a4 − 2a3
− 7a2 − 5a + 3)F 8 + 1048576a8(160a3 + 64a2 − 352a − 287)F 7
− 1048576a6(64a6 − 368a4 − 351a3 − 145a2 + 336a + 49)F 6 − 8192a5×
(28672a6 + 36864a5 − 10240a4 − 110080a3 − 43008a2 + 31360a + 6517)F 5
+ 8192a4(12288a8 + 4096a6 − 61056a5 + 18560a4 − 86016a3 + 14847a2
− 6517a − 2401)F 4 + 8192a4(12288a7 − 24576a6 − 20480a5 + 110976a4
− 43008a3 − 62720a2 + 19551a + 7203)F 3 − 256a3(4a − 7)(256a4 + 64a3
− 704a2 + 1092a + 245)(16a2 − 4a + 7)2F 2 + (4a + 1)(4a − 7)3(16a2 − 4a
+ 7)4 = 0.
(2.22)
A equação W (k=3)1→2 (a, F ) = 0, por sua vez, é obtida fazendo h = −1, tal que
W
(k=3)
1→2 (a, F ) = 16777216a10F 10 − 16777216a9(2a2 − 2a − 3)F 9 + 16777216a8(a4 − 2a3
− 7a2 − 5a + 3)F 8 + 1048576a8(160a3 + 64a2 − 352a − 291)F 7
− 1048576a6(64a6 − 368a4 − 355a3 − 141a2 + 336a + 45)F 6 − 8192a5×
(28672a6 + 36864a5 − 10240a4 − 112128a3 − 43008a2 + 28800a + 4941)F 5
+ 8192a4(12288a8 + 4096a6 − 62592a5 + 18048a4 − 86016a3 + 12807a2
− 4941a − 729)F 4 + 8192a4(12288a7 − 24576a6 − 20480a5 + 109440a4
− 43008a3 − 57600a2 + 14823a + 2187)F 3 − 256a3(64a3 − 128a2 + 72a
− 81)(4096a6 − 10752a4 + 19968a3 − 3072a2 + 792a − 81)F 2 + (4a − 3)×
(16a2 + 12a + 3)(64a3 − 128a2 + 72a − 81)3 = 0.
(2.23)
Resolvendo a Eq. (2.22) para F = 1 × 10−2, serão encontrados os valores de a
nos quais ocorre bifurcação sela-nó, responsável pelo surgimento de órbitas de período 1
do mapa composto. O primeiro ponto fixo assintoticamente estável do mapa C(k=3) nasce
em a = −0,2499986123, valor próximo de a = −1/4, característico do MQ. A partir desse
parâmetro, a Eq. (2.20) tem oito soluções sendo que apenas duas são reais e uma representa o
ponto fixo assintoticamente estável, até que ocorra uma nova bifurcação. A órbita encontrada
analiticamente nesse intervalo é representada pela curva azul da Fig. 2.8(c) e é formada
pelas iterações x(c)n do mapa composto. As outras duas órbitas existem devido à presença
das iterações intermediárias e são representadas nas Figs. 2.8(a) (curva vermelha) e 2.8(b)
(curva verde). A junção dessas três curvas, que correspondem aos três MQMs que formam
o mapa C(k=3), faz com que o menor período existente nesse caso seja o período 3, como
mostra a Fig. 2.8(d).
Na Fig. 2.8(d) também é possível observar que todas as órbitas sofrem BDP no
mesmo valor de a, sendo esse parâmetro determinado pela expressão W (k=3)1→2 (a, F ) = 0,
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descrita na Eq. (2.23). A primeira BDP do mapa C(k=3) ocorre em a = 0,7501116953, valor
indicado pela linha vertical pontilhada na Fig. 2.8. É importante notar que, como as órbitas
intermediárias xn e as órbitas x(c)n do mapa composto sofrem BDP nesse mesmo parâmetro,
para o caso k = 3 não ocorre aumento dos intervalos de a que correspondem aos períodos
2, 22, 23, 24, . . . do MQ. Por outro lado, essas órbitas têm seu período multiplicado por um
fator k = 3 quando F 
= 0.
Como descrito na Subseção 2.3.1, a órbita de período 3 do MQ nasce quando
a = 7/4 = 1,75. Para o mapa C(k=3) com F = 1 × 10−2, a Eq. (2.22) possui quatro
soluções, o que sugere a ocorrência de outras três bifurcações sela-nó além da que ocorre
em a = −0,2499986123. Os pontos fixos do mapa composto que nascem a partir dessas
bifurcações tornam-se órbitas de período 3 quando contabilizadas as iterações intermediárias.
A Fig. 2.9(a) apresenta os diagramas de bifurcação do MQ (em preto) e do mapa C(k=3) com
F = 1 × 10−2 (em azul) e mostra que, quando F 
= 0, a triplicação da janela de período 3 do
MQ ocorre devido ao surgimento de órbitas assintoticamente estáveis em diferentes valores de
a. Esses parâmetros, determinados pela Eq. (2.22), são a = 1,713290717, a = 1,755114346 e
a = 1,782595701, e podem ser identificados na Fig. 2.9(b) pelas linhas verticais contínua,
tracejada e pontilhada, respectivamente.
Para compreender a origem da triplicação da janela de período 3, torna-se necessário
determinar os valores de x que são soluções da Eq. (2.20) para cada valor de a em que ocorre
bifurcação sela-nó, adotando sempre F = 1 × 10−2. Para a = 1,713290717 são encontradas
oito soluções, sendo quatro reais e somente x = 1,008245545 assintoticamente estável. O
ponto localizado em (a, x) = (1,713290717, 1,008245545) no diagrama de bifurcação da
Figura 2.9 – Diagrama de bifurcação do mapa composto C(k=3) considerando um intervalo
que contém uma janela de período 3 do MQ. Em (a), as curvas preta e azul correspondem ao
diagrama de bifurcação do MQ e do mapa composto usando F = 1 × 10−2, respectivamente.
Em (b), apenas o diagrama do mapa composto é apresentado, considerando as variáveis xn
e x(c)n . A figura (b) enfatiza a triplicação da janela de período 3, ocasionada pelo nascimento
de três pontos fixos assintoticamente estáveis do mapa C(k=3) em três diferentes valores de a,
sendo esses valores indicados pelas linhas verticais pretas e círculos de diferentes cores. Em
(c) encontra-se uma magnificação da figura (b) que demonstra o aumento do intervalo de a
no qual existe a órbita de período 3.
Capítulo 2. Controle da dinâmica intermediária de sistemas unidimensionais 35
Fig. 2.9(b) é destacado pelo círculo preto e mostra o nascimento de uma órbita. Como o
período 1 do mapa C(k=3) é formado por três pontos periódicos, para esse mesmo valor de a
outras duas órbitas surgem devido às iterações intermediárias xn. Utilizando o parâmetro
a = 1,755114346, são encontradas seis soluções reais e somente x = −0,7395202027 é
assintoticamente estável, sendo o ponto (a, x) = (1,755114346, −0,7395202027) destacado
pelo círculo vermelho na Fig. 2.9(b). Os outros dois pontos novamente são obtidos a partir
das iterações intermediárias de C(k=3). Por fim, para a = 1,782595701 ocorre o nascimento
de mais um ponto fixo estável do mapa composto em x = 0,02912284617, ponto destacado
pelo círculo verde. Para esse mesmo valor de a existem outras duas órbitas intermediárias
que completam a triplicação da janela de período 3, destacada pela magnificação desse
intervalo exibida na Fig. 2.9(c). O mesmo ocorre para a triplicação da janela de período 6
com F = 2 × 10−3, apresentada nas Figs. 2.10(a) e 2.10(b).
Em geral, a triplicação das órbitas cujo período é múltiplo de três ocorre da
seguinte forma quando F 
= 0: em uma região de período 3 surgirão três pontos fixos do
mapa composto C(k=3) em diferentes valores de a que, juntamente com outros dois pontos
resultantes das iterações intermediárias, formarão três órbitas de período 3 que se estenderão
por um determinado intervalo de a. No caso da janela de periodicidade 6, em três diferentes
valores de a surgirão órbitas de período 2 do mapa C(k=3) e mais quatro pontos intermediários,
formando assim um conjunto de três órbitas de período 6.
Aumentando o período do parâmetro externo Fj para k = 4, obtém-se o mapa C(k=4),
cujo diagrama de bifurcação é apresentado nas Figs. 2.11(a) e 2.11(b). Esses diagramas
foram construídos utilizando a sequência {−F, +F/2, −F/2, +F, . . .}. A alternância de sinal
Figura 2.10 – Diagrama de bifurcação do MQ em (a) e do mapa composto C(k=3) em (b),
destacando a triplicação da janela de período 6 para F = 2 × 10−3.
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Figura 2.11 – Diagrama de bifurcação dos casos k = 4 e k = 5. Em (a), as curvas azuis foram
obtidas considerando as variáveis xn e x(c)n do mapa composto C(k=4) formado pela sequência
{−F, +F/2, −F/2, +F, . . .}, usando F = 1 × 10−2, enquanto a curva preta representa o
diagrama de bifurcação do MQ. A figura (b) mostra uma magnificação da região delimitada
pelo retângulo vermelho da figura (a), e as linhas verticais pontilhadas em (a) e (b) indicam
os parâmetros em que ocorre bifurcação sela-nó para o mapa C(k=4). A figura (c) mostra
um intervalo do diagrama de bifurcação do MQ que contém uma janela de período 5. Uma
ampliação da região delimitada pelo retângulo vermelho da figura (c) é apresentada em (d),
destacando a quintuplicação da janela de período 5 a partir das variáveis xn e x(c)n do mapa
C(k=5), obtido utilizando a sequência {−F, +F/2, 0, −F/2, +F, . . .} com F = 2 × 10−3.
durante o processo de iteração do mapa composto permite obter uma separação maior entre
as estruturas periódicas sem aumentar a intensidade F do parâmetro externo. Caso uma
sequência diferente seja aplicada, apenas o tamanho do intervalo de a no qual encontram-se
as estruturas multiplicadas será alterado, desde que o período k seja mantido. Para o mapa
C(k=4), a condição de existência de um ponto fixo é dada pela equação x(c)4 − x = 0. Se
F = 1 × 10−2, um ponto fixo assintoticamente estável nasce em a = −0,2499989263 e nesse
caso, devido às órbitas intermediárias, o menor período encontrado é 4. Nessa região do
diagrama não apenas a BDP 1 → 2 do MQ é proibida, mas também a BDP 2 → 4 não
ocorre devido ao número insuficiente de soluções da equação resultante da condição de
estabilidade do MQ. Nota-se que o processo de quadruplicação é idêntico ao caso k = 2 de
forma que, em a = 0,8133633778, surge uma nova solução assintoticamente estável que dá
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origem a outro atrator. Aumentando o valor de a, duas novas bifurcações sela-nó ocorrem em
a = 1,2719968358 e a = 1,2942250355. Sendo assim, a criação de quatro novos pontos fixos
assintoticamente estáveis no intervalo [−0,2499989263, 1,2942250355] gera quatro atratores
diferentes que serão responsáveis pela quadruplicação das regiões com períodos múltiplos
de quatro. As demais órbitas terão a periodicidade multiplicada por k = 4, sendo que os
intervalos de a nos quais elas existem permanecerão inalterados. Os valores de a em que
ocorre a criação de novos atratores são indicados pelas linhas verticais nas Figs. 2.11(a) e
2.11(b).
Para k = 5, o mapa C(k=5) é composto por cinco MQMs que podem ser gerados
a partir da sequência {−F, +F/2, 0, −F/2, +F, . . .}. Os pontos fixos desse mapa devem
satisfazer a condição x(c)5 − x = 0. Nesse caso, apresentado nas Figs. 2.11(c) e 2.11(d),
somente regiões do diagrama de bifurcação que contêm janelas cujo período é múltiplo de
cinco serão quintuplicadas, o que ocorre a partir de um processo semelhante ao do caso
k = 3. Na janela de período 5 do MQ exibida na Fig. 2.11(c), ao considerar o mapa C(k=5)
com F 
= 0, observa-se o nascimento de pontos fixos assintoticamente estáveis do mapa
composto em cinco diferentes valores de a sendo que, em cada um desses parâmetros, outras
quatro órbitas são geradas a partir das iterações intermediárias. Dessa forma, dá-se origem
à quintuplicação da janela de período 5 do MQ, como mostra a Fig. 2.11(d).
2.5 Conclusões parciais
Neste capítulo, o método de multiplicação de estruturas periódicas proposto nesta
tese foi introduzido por meio da análise do diagrama de bifurcação do mapa C(k), composto
por k MQs que foram modificados por um parâmetro externo Fj de período k. As curvas
analíticas de bifurcação W (k)1 (a, F ) = 0 obtidas para os casos k = 2 e k = 3 mostram que,
quando F 
= 0, ocorrem k bifurcações sela-nó que geram k novas órbitas assintoticamente
estáveis, possibilitando assim a proliferação das estruturas periódicas no diagrama de
bifurcação quando consideradas as variáveis intermediárias xn. Além disso, essas órbitas são
independentes e sofrem BDPs em valores diferentes do parâmetro a. Sendo assim, é possível
controlar o tamanho do intervalo paramétrico no qual encontra-se determinada periodicidade
por meio do aumento ou da diminuição da intensidade F do parâmetro externo.
Após a apresentação de diversos resultados numéricos obtidos para k = 2, 3, 4 e 5, e
observando as alterações causadas pelo parâmetro Fj em regiões do diagrama de bifurcação
de diferentes periodicidades, é possível obter uma relação entre o período k do parâmetro
externo Fj, que corresponde ao número de mapas modificados utilizados na composição de
C(k), e o período m da estrutura que deseja-se multiplicar. Definindo η = m/k, verifica-se
que são geradas k réplicas de uma janela de período m sempre que η ∈ Z. Caso essa relação
não seja satisfeita, as estruturas de período m passam a ter período m′ = km.
Capítulo 3
Proliferação de Estruturas Isoperiódicas
A possibilidade de controlar a dinâmica de sistemas não lineares com mais de uma
dimensão por meio de pequenas perturbações é um tema de grande interesse atualmente
[76–80]. Para isso, torna-se relevante conhecer a combinação paramétrica que resulta
em determinado tipo de dinâmica de forma que, nesse quesito, a descoberta de regiões
periódicas imersas em domínios caóticos do espaço de parâmetros, as denominadas Estruturas
Isoperiódicas (EIPs), foi de grande importância. As EIPs, tema principal deste capítulo,
podem ser encontradas no espaço de parâmetros de diferentes classes de sistemas dinâmicos
não lineares, como por exemplo: circuitos elétricos teóricos [81] e experimentais [34], modelos
de lasers semicondutores [82], modelos de crescimento de células cancerígenas [83] e sistemas
catraca clássicos [35, 45, 84] e quânticos [46–48]. O objetivo deste capítulo é ampliar o
método introduzido no Capítulo 2 para mapas bidimensionais a fim de aumentar o número
de EIPs no espaço de parâmetros, visto que combinações paramétricas escolhidas dentro
dessas estruturas conduzem a uma dinâmica regular. Para isso, será utilizado o mapa de
Hénon, uma extensão do MQ capaz de reproduzir os principais aspectos da dinâmica de
sistemas bidimensionais dissipativos.
Neste capítulo, além da generalização dos conceitos de estabilidade de pontos fixos
e EL para sistemas com mais de uma dimensão, serão apresentados resultados analíticos e
numéricos da aplicação do método de composição de mapas bidimensionais modificados por
um parâmetro externo Fj de período k. Ao analisar a dinâmica do mapa composto por meio
do espaço de parâmetros, observa-se a proliferação de EIPs e, consequentemente, a supressão
das combinações paramétricas que geram movimento caótico. O número de estruturas de
regularidade geradas no espaço de parâmetros depende do período k e a separação entre
essas estruturas, por sua vez, depende da intensidade F do parâmetro externo.
3.1 O mapa de Hénon
Em 1963, Edward Lorenz propôs, a partir de simplificações das equações de Navier-
Stokes para fluidos, um sistema de três equações diferenciais de primeira ordem que apresen-
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tava trajetórias instáveis e aperiódicas quando pequenas modificações nas condições iniciais
eram impostas [85]. Assim como o sistema de Lorenz, uma trajetória descrita pelo Mapa
de Hénon (MH) [86], sistema discreto proposto por Michel Hénon em 1976, também pode
convergir para um atrator caótico dependendo das condições iniciais escolhidas. Entre-
tanto, esse mapa consiste em um sistema consideravelmente mais simples do ponto de vista
matemático e computacional, além de reproduzir qualitativamente todas as propriedades
essenciais do sistema de Lorenz.
O MH é descrito matematicamente pela expressão
xn+1 = 1 − ax2n + yn,
yn+1 = bxn,
(3.1)
na qual xn e yn são variáveis calculadas a tempos discretos e a e b são parâmetros de controle,
tal que a > 0. A partir da Eq. (3.1) nota-se que, quando b = 0, o MH é reduzido ao MQ
descrito pela Eq. (2.1). Dependendo dos valores dos parâmetros a e b, o MH pode originar
trajetórias que ocupam regiões fechadas do espaço de fases ou trajetórias que divergem.
Para compreender alguns aspectos básicos da dinâmica do MH, a condição de estabilidade
de pontos fixos de mapas unidimensionais, tratada na Seção 2.1, deve ser estendida para o
caso bidimensional. Para isso, considere o mapa
xn+1 = f(xn, yn),
yn+1 = g(xn, yn),
(3.2)
que possui um ponto fixo s = (x∗, y∗) cuja condição de estabilidade pode ser determinada
através do cálculo dos autovalores da matriz Jacobiana J1(s) no ponto fixo, tal que:













A partir da Eq. (3.3), obtém-se a equação característica
h2 − hTrJ1(s) + Det J1(s) = 0, (3.4)
que contém duas soluções para h que podem ser reais ou complexas. Para h1,2 reais, o
sistema é assintoticamente estável se −1 < h1,2 < 1, mas instável se h1 ou h2 for maior que
a unidade em valor absoluto. Se |h1,2| < 1, tem-se um atrator; se |h1,2| > 1, tem-se um
repulsor. Quando |h1| < 1 e |h2| > 1, ou vice-versa, obter-se-á um ponto de sela hiperbólico
que, por sua vez, é classificado como um ponto fixo instável [13]. Esse método pode ser
estendido para o caso de um sistema de dimensão D, para o qual obtém-se uma matriz J1
de dimensão D × D.
É possível obter expressões analíticas que definem os limites entre regiões de
diferentes periodicidades para mapas bidimensionais procedendo de forma bastante parecida
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com aquela abordada na Seção 2.3. Para o MH, a Eq. (3.2) é obtida com f = 1 − ax2n +
yn e g = bxn, de tal forma que uma órbita de período m deve satisfazer as condições
fm(x, y, a, b) − x = 0 e gm(x, y, a, b) − y = 0 simultaneamente. Também para uma órbita de
período m, a equação de autovalores resulta em
Mm(x, y, a, b, h) ≡ |Jm(x, y, a, b) − hI| = 0, (3.5)
na qual h corresponde ao autovalor que controla a condição de estabilidade da órbita de
período m. Uma vez que a ocorrência de bifurcações está sujeita à existência de pelo menos
um autovalor h = ±1, o índice 1,2 da notação h1,2 será omitido por simplicidade. Sendo
assim, obter-se-ão três equações que envolvem as variáveis x e y assim como os parâmetros
de controle a e b, que podem ser escritas como:
Xm(x, y, a, b) ≡ fm(x, y, a, b) − x = 0,
Ym(x, y, a, b) ≡ gm(x, y, a, b) − y = 0,
Mm(x, y, a, b, h) = 0.
(3.6)
Para um dado período m com determinados parâmetros a e b, as duas primeiras equações
determinam as soluções para as variáveis x e y, enquanto a equação Mm = 0, através da
magnitude do autovalor h, define a estabilidade dessas soluções [28].
O próximo passo consiste em eliminar a variável y entre as equações Xm e Mm e
também entre Ym e Mm, obtendo dois polinômios que envolvem somente as quantidades
(x, a, b, h). Por fim, calcula-se o resultante entre esses dois polinômios para eliminar a variável
x, resultando finalmente em uma única equação Sm(a, b, h) = 0. Para ocorrer bifurcação
sela-nó é necessária a existência de pelo menos um autovalor igual a 1. Por outro lado,
quando h = −1, ocorre uma BDP. Sendo assim, aplicando esse procedimento para as órbitas
de períodos 1 e 2 do MH, obtêm-se as equações
S1(a, b, h = +1) = 4a + 1 − 2b + b2 = 0, (3.7)
S1→2(a, b, h = −1) = 4a − 3 + 6b − 3b2 = 0, (3.8)
S2→4(a, b, h = −1) = 4a − 5 + 6b − 5b2 = 0. (3.9)
A expressão S1(a, b) = 0 estabelece o nascimento do ponto fixo assintoticamente estável,
enquanto S1→2(a, b) = 0 e S2→4(a, b) = 0 determinam as BDPs por meio das quais surgem
as órbitas de períodos 2 e 4, respectivamente.
Os pontos fixos do MH são encontrados a partir da condição x∗ = 1 − ax∗2 + bx∗,
tal que:
x∗1 =
−(1 − b) +
√





−(1 − b) −
√
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A partir da Eq. (3.7) conclui-se que em a1 = −(1 − b)2/4 ocorre uma bifurcação sela-nó,
dando origem aos pontos s1 = (x∗1, y∗1) e s2 = (x∗2, y∗2). Substituindo s1 e s2 na Eq. (3.3),
é possível verificar que para valores de a maiores que −(1 − b)2/4 o ponto s2 é instável,
enquanto o ponto s1 é assintoticamente estável no intervalo −(1 − b)2/4 < a < 3(1 − b)2/4.
Das Eqs. (3.8) e (3.9) obtêm-se os parâmetros a12 = 3(1 − b)2/4 e a24 = (5b2 − 6b + 5)/4,
respectivamente, nos quais ocorre BDP. A Fig. 3.1 apresenta o diagrama de bifurcação da
variável xn em função do parâmetro a para o MH com o valor de b fixado em b = 0,3. Nessa
figura, os valores de a1, a12 e a24 são indicados pelas linhas verticais azul, vermelha e verde,
nessa ordem.
Na Fig. 3.1 é possível verificar que a variável xn passa por seguidas bifurcações,
dando origem à cascata de BDPs que conduzirá ao caos. A Fig. 3.2 apresenta o espaço de
fases do MH com b = 0,3 e mostra que, dependendo do parâmetro a escolhido, diferentes
tipos de atratores podem ser obtidos. Nas Figs. 3.2(a) e 3.2(b) encontram-se os atratores
de períodos 4 e 16, respectivamente. À medida que a cresce, surgem atratores caóticos
(Figs. 3.2(c), 3.2(e) e 3.2(f)), exceto em algumas janelas periódicas como a obtida para
a = 1,23485, parâmetro que resulta no atrator de período 7 representado na Fig. 3.2(d).
O MH consiste em um sistema dissipativo, ou seja, que tem o volume do espaço de
fases contraído devido à existência de um atrator. Para um mapa dissipativo, essa contração
é quantificada por um fator |Det J| para cada iteração [87], de forma que para o MH, a
Figura 3.1 – Diagrama de bifurcação da variável xn do MH (3.1) em função do parâmetro
a, com b = 0,3. As linhas verticais azul, vermelha e verde correspondem aos valores
a1 = −0,1225, a12 = 0,3675 e a24 = 0,9125, respectivamente. Esse diagrama foi construído
utilizando o mesmo procedimento descrito na Fig. 2.1.
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Figura 3.2 – Espaço de fases do MH com b = 0,3 e (a) a = 0,9825, (b) a = 1,05512, (c)
a = 1,09529, (d) a = 1,23485, (e) a = 1,27991 e (f) a = 1,4. Os atratores foram construídos
utilizando 104 iterações após um tempo transiente de 105 iterações iniciadas no ponto
instável (x0, y0) = (0,63135448, 0,18940634), mesma condição inicial usada na Ref. [86].
partir da Eq. (3.1), obtém-se




∣∣∣∣∣∣∣ = −b. (3.11)
Isso significa que, a cada iteração, o espaço de fases do MH é contraído em uma proporção
constante b.
3.2 Expoentes de Lyapunov em sistemas multidimensionais
Assim como a condição de estabilidade de pontos fixos, a definição de EL, introduzida
na Seção 2.2, também pode ser generalizada para sistemas multidimensionais. Para um
mapa D-dimensional, definido por
rn+1 = fi(rn), (i = 1, . . . , D), (3.12)
é possível obter D ELs que correspondem às D dimensões linearmente independentes do
espaço de fases nas quais o elemento de volume inicial pode se expandir ou contrair, formando
o que é conhecido na literatura como espectro de Lyapunov [88–91]. Tratando-se de uma
órbita {r0, r1, . . . , rm} de período m, sua estabilidade será determinada pelos autovalores
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da matriz Jm(r0), tal que:
Jm(r0) = J(rm−1) · J(rm−2) · . . . · J(r0). (3.13)
No caso de órbitas não periódicas, obtém-se a matriz Jn(r0) que corresponde ao
produto de n matrizes Jacobianas calculadas nos n pontos que compõem a trajetória. Nesse
caso, o papel dos autovalores da matriz Jn(r0) é medir a taxa de expansão ou contração
dos D eixos ortogonais do sistema. A instabilidade exponencial dos comprimentos dos eixos







As condições de existência desse limite são estabelecidas pelo teorema multiplicativo de
Oseledec [92]. Por tratar-se de uma matriz hermitiana, A(r0) possui D autovalores hi(r0)
reais e positivos, de forma que os respectivos logaritmos definem os ELs
λ∞i = ln[hi(r0)]. (3.15)
O teorema multiplicativo de Oseledec garante que o espectro de Lyapunov será o mesmo para
todas as condições iniciais escolhidas dentro de um domínio ergódico do sistema. Usualmente,
o espectro de Lyapunov é listado em ordem decrescente, tal que
λ1 ≥ λ2 ≥ . . . ≥ λD,
sendo que o sinal de igualdade se refere a multiplicidade dos expoentes, que pode ocorrer no
caso da existência de autovalores degenerados. O EL máximo λ1 é um importante indicativo
de caos no sistema pois, sendo ele positivo, ocorre divergência exponencial em pelo menos
uma direção do espaço de fases.
Um método numérico para o cálculo do EL máximo λ1 foi desenvolvido por Giancarlo
Benettin et. al., e pode ser resumido da seguinte forma [93]: considere que r0 corresponde à
condição inicial de uma trajetória de referência e v0 representa a condição inicial de uma
trajetória próxima, sendo a distância entre elas dada por d0 = |v0 − r0|. Ao final de um
determinado intervalo de tempo finito t, a distância entre essas trajetórias será d1 = |v′1 −r1|.
No início do próximo intervalo, deve-se escolher um novo vetor v1 de forma que o vetor
(v1 − r1) tenha a mesma direção que (v′1 − r1), porém seu módulo seja d0, como ilustra a
Fig. 3.3. Após escolher o vetor v1 adequadamente, o sistema é iterado até que se obtenha a
distância d2 ao final do segundo intervalo de tempo t. Esse procedimento é repetido por l
intervalos de tempos iguais, resultando na sequência de distâncias {dj}, na qual j = 1, . . . , l.












Na Eq. (3.16), o limite d0 → 0 referente à distância inicial entre as trajetórias foi omitido.
Todavia, ele deve ser sempre obedecido.
























Figura 3.3 – O EL máximo é determinado a partir de uma sequência de distâncias {dj}
entre a trajetória de referência e uma trajetória adjacente. Cada distância dj é obtida após
um intervalo de tempo finito e, no início de cada intervalo, a distância entre as trajetórias é
ajustada para que seja equivalente à distância inicial d0. Figura construída com base na
ilustração da pág. 41 da Ref. [94].
No que se refere ao espectro de ELs, utiliza-se uma abordagem na qual a evolução
temporal do sistema é tratada simultaneamente no espaço de fases e no espaço tangente
[95–97], sendo esse último o espaço formado por uma base de vetores ortonormais centrada
na trajetória de referência. Primeiramente, da condição inicial r0, obtém-se uma trajetória
de referência a partir da iteração do mapa D-dimensional que define o movimento do centro
de uma hiperesfera. Por outro lado, a trajetória dos pontos que se encontram na superfície
dessa hiperesfera é determinada com o auxílio das equações linearizadas, responsáveis por
descrever a evolução temporal dos D eixos principais independentes {win}Di=1 que formam
o espaço tangente, como representado na Fig. 3.4 para o caso bidimensional. A evolução
temporal de um vetor tangente win é obtida através da linearização do mapa (3.12), dada
pela relação
win+1 = J(rn)win. (3.17)















Figura 3.4 – Evolução temporal de um disco de raio w0 em torno de um ponto inicial r0.
Após n iterações, o disco se transforma em uma elipse cujos eixos principais são w1n e w2n.
Figura construída com base na ilustração da pág. 194 da Ref. [13].
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equações linearizadas (3.17) para uma condição inicial de dimensão D que define uma base
ortonormal {w10, w20, . . . , wD0 }. No entanto, a execução desse procedimento conduz ao rápido
crescimento do módulo dos vetores win, fazendo com que eles se alinhem ao longo da direção
de maior taxa de expansão local. Dessa forma, os ângulos entre os vetores tornam-se muito
pequenos, impossibilitando a distinção entre as direções dos vetores devido à capacidade
computacional limitada [13].
Por esse motivo, além de renormalizar os vetores win a cada intervalo de tempo t,
torna-se necessário substituí-los por um novo conjunto de vetores ortogonais que preserva
o subespaço linear do conjunto antigo, sendo que essa substituição pode ser realizada
através do processo de ortonormalização de Gram-Schmidt, o qual encontra-se detalhado
no Apêndice A. Os D vetores wi0 escolhidos inicialmente formam um hiperparalelepípedo
de D dimensões, de forma que, iterando o conjunto de equações linearizadas e efetuando o









ln V(D)j , (3.18)
sendo V(D)j o volume do hiperparalelepípedo D-dimensional ao final do j-ésimo intervalo de
tempo, antes do processo de ortonormalização. Subtraindo o resultado obtido para o volume














que é o D-ésimo EL. Numericamente, é impossível respeitar o limite l → ∞. Portanto, torna-
se necessário truncar o cálculo dos expoentes λi em determinado instante de tempo [93,97,98].
3.3 Estruturas Isoperiódicas e o espaço de parâmetros
No caso de sistemas unidimensionais que dependem somente de um parâmetro,
como por exemplo o MQ, a dinâmica pode ser analisada com o auxílio de um diagrama de
bifurcação que relaciona diretamente a variável do sistema com o único parâmetro de controle.
Nesse diagrama é possível encontrar regiões periódicas imersas em extensos domínios caóticos.
No entanto, extrair informações sobre a dinâmica de sistemas que dependem de mais de um
parâmetro é uma tarefa mais complicada. Isso porque diferentes combinações paramétricas
podem levar a diferentes comportamentos, de forma que uma análise mais eficaz é obtida
por meio de um diagrama que considera a variação simultânea de dois parâmetros e pode
ser denominado espaço de parâmetros bidimensional, plano de parâmetros, ou simplesmente
espaço de parâmetros, nomenclatura que será adotada nesta tese. Esse diagrama consiste em
uma grade bidimensional cujos eixos correspondem a dois parâmetros de controle do sistema
estudado. Para cada ponto de intersecção dessa grade, avalia-se a dinâmica resultante
através de um indicador como, por exemplo, o valor do maior EL ou o período da órbita
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correspondente. Para o MH, esse tipo de diagrama foi estudado primeiramente em 1993
por Jason A. C. Gallas, que registrou a ocorrência de extensas regiões cujo comportamento
dinâmico é essencialmente periódico, as chamadas Estruturas Isoperiódicas (EIPs) [26].
De acordo com a Ref. [26], grande parte das EIPs tem um aspecto que lembra camarões
(“shrimps”), sendo constituídas por um corpo principal com periodicidade m seguido de
uma sucessão de domínios gerados por BDPs.
Um exemplo de EIP pode ser verificado na Fig. 3.5, que apresenta uma região
específica do espaço de parâmetros (a, b) do MH. Na Fig. 3.5(a), as cores indicam o período
da órbita encontrada para cada combinação paramétrica (a, b), de forma que a EIP contida
nesse intervalo possui um corpo principal de período 7, representado pela cor laranja. Através
de BDPs, o corpo principal dá origem às regiões de períodos 14 e 28, indicadas pelas cores
azul e cinza, respectivamente. Parâmetros a e b escolhidos nas regiões de cor preta, por
sua vez, resultam em órbitas caóticas. O mesmo diagrama pode ser obtido utilizando como
ferramenta de análise o maior EL λ1, como mostra a Fig. 3.5(b), sendo que a paleta de
cores posicionada à direita dessa figura indica o valor de λ1 calculado para cada combinação
paramétrica. Claramente conclui-se que regiões do espaço de parâmetros que geram órbitas
periódicas possuem o maior EL negativo. Por outro lado, para combinações (a, b) que geram
órbitas caóticas, o valor de λ1 se torna positivo. A Fig. 3.5(b) evidencia a complexidade de
uma EIP, sendo que a busca por uma melhor compreensão de alguns aspectos estruturais
desses domínios motivou diversos estudos ao longo das últimas décadas [27,53–55,99].
Como já abordado na Seção 3.1, uma bifurcação sela-nó ocorre quando um dos
autovalores assume o valor h = 1 e uma BDP ocorre para h = −1. No espaço de parâmetros
Figura 3.5 – Espaço de parâmetros (a, b) do MH, descrito pela Eq. (3.1), que destaca uma
EIP de período principal 7. Os intervalos de a e b considerados, [amin, amax] = [1,225, 1,295]
e [bmin, bmax] = [0,26, 0,33], formam uma grade de 103 × 103 pontos equidistantes. Em (a),
para cada ponto (a, b) do espaço de parâmetros, a cor correspondente representa o período
da órbita contabilizado após um tempo transiente de 105 iterações. Na figura (b), a grandeza
indicada pelas cores é o valor do maior EL calculado ao longo de uma trajetória de 5 × 106
iterações, obtida após um tempo transiente ntrans = 106. Em ambas as figuras e para todas as
combinações paramétricas (a, b), a única condição inicial utilizada foi (x0, y0) = (0,01, 0,05).
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do MH, as curvas de bifurcação sela-nó e de BDP são linhas que delimitam a existência de
regiões de diferentes períodos, como as representadas na Fig. 3.5(a) pelas diferentes cores.
No sentido de crescimento do parâmetro a, a separação entre as regiões caótica e periódica
se dá por uma curva de bifurcação sela-nó, responsável pela origem de órbitas cujo período
corresponde ao período principal da EIP que, no caso da Fig. 3.5(a), trata-se do período 7.
Após a ocorrência da bifurcação sela-nó, a EIP é composta por um conjunto de parâmetros
que resultam em órbitas de mesmo período, sendo que em sua região mais interna encontra-se
uma estrutura superestável composta por arcos parabólicos, conhecida na literatura como
“esqueleto” [100] ou “espinha” [53] da EIP. Tratando-se de sistemas unidimensionais, o
esqueleto corresponde a um ponto crítico posicionado entre duas bifurcações, para o qual
|f ′(x∗)| = 0. No caso do MH, o esqueleto também ocorre entre bifurcações e é formado
por duas parábolas, representadas na Fig. 3.5(b) pela cor ciano. Essa cor é atribuída ao
menor valor encontrado para λ1 de forma que, nas regiões próximas ao esqueleto, h → 0 e
λ1 → −∞. Ainda no sentido de crescimento do parâmetro a, λ1 volta a crescer até tornar-se
nulo, dando origem à BDP nas regiões representadas pela cor preta na Fig. 3.5(b). Após a
BDP, surge a região de período 14, representada pela cor azul na Fig. 3.5(a). Esse domínio
também possui esqueleto e perde estabilidade com o aumento de a, até que uma nova BDP
ocorre dando origem a uma cascata de BDPs. De fato, estruturas com períodos maiores
podem ser visualizadas ao fazer sucessivas ampliações das regiões do espaço de parâmetros
que se encontram nas proximidades das BDPs.
Os resultados numéricos que serão apresentados neste capítulo consistem, em sua
grande maioria, em espaços de parâmetros (a, b) obtidos para o MH ou para mapas compostos
derivados do MH. Esses diagramas foram construídos utilizando uma grade de 103 × 103
pontos equidistantes e, para caracterizar a dinâmica obtida a partir de cada combinação
paramétrica, foram calculados o período e o valor do maior EL de uma única trajetória,
cuja condição inicial é (x0, y0) = (0,01, 0,05). Após descartar as primeiras 105 iterações,
a contagem do período foi realizada considerando o número de iterações necessárias para
que o ponto inicial da órbita se repetisse com acurácia de 10−8. O maior EL λ1 de cada
combinação paramétrica, por sua vez, foi calculado ao longo de uma trajetória de 5 × 106
iterações, obtida após um tempo transiente ntrans = 106. Informações adicionais sobre
procedimentos numéricos, intervalos paramétricos e valores de parâmetros externos adotados
em cada caso serão disponibilizadas na descrição de cada figura.
3.4 Composição de dois Mapas de Hénon Modificados
Adicionando o parâmetro externo Fj à variável xn+1 do MH, obtém-se um novo
mapa que será denominado Mapa de Hénon Modificado (MHM), descrito matematicamente
pela seguinte expressão:
xn+1 = 1 − ax2n + yn + Fj,
yn+1 = bxn.
(3.20)
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O MHM se reduz ao MQM, descrito pela Eq. (2.9), quando b = 0. Adotando um parâmetro
externo Fj com período k = 2, tal que F1 = −F e F2 = +F , a composição dos dois MHMs












sendo xn+1 = 1 − a(x(c)n )2 + y(c)n − F e yn+1 = bx(c)n . Assim como no Capítulo 2, as variáveis
com sobrescrito (c) correspondem às variáveis do mapa composto e xn+1 e yn+1 são variáveis
intermediárias. Sendo as condições iniciais do mapa composto x(c)0 = x e y
(c)
0 = y, um ponto
fixo de H(k=2) deve obedecer às seguintes condições:
x2 = 1 − a(1 − ax2 + y − F )2 + bx + F = x,
y2 = b(1 − ax2 + y − F ) = y.
(3.22)
Utilizando o mesmo procedimento descrito na Seção 3.1, torna-se possível determinar
as curvas analíticas que delimitam os intervalos paramétricos de períodos 1 e 2 do mapa
composto H(k=2) em função dos parâmetros a, b e F . Inicialmente, a partir das condições




1 (x, y, a, b, F ) = 1 − a(1 − ax2 + y − F )2 + bx + F − x = 0, (3.23)
Y
(k=2)
1 (x, y, a, b, F ) = b(1 − ax2 + y − F ) − y = 0. (3.24)










de tal forma que a equação de autovalores |J(k=2)1 − hI| = 0 resulta em
M
(k=2)
1 (x, y, a, b, F, h) = h2 − h[2b + 4a2x − 4a3x3 + 4a2xy − 4a2xF ] + b2 = 0. (3.26)
As Eqs. (3.23), (3.24) e (3.26) dependem das variáveis x e y assim como dos
parâmetros a, b e F . O objetivo, no entanto, é obter funções que dependam somente dos
parâmetros. Para isso, elimina-se inicialmente a variável y calculando o resultante entre as
Eqs. (3.23) e (3.26) e também entre (3.24) e (3.26) obtendo, respectivamente, as seguintes
expressões:
G1(x, a, b, F, h) = 16h2a4x2 + 16h2a4x3b + 16h2a4x2F − 16h2a4x3
+ 4ah3b − 6ah2b2 + 4ahb3 − ah4 − ab4 = 0,
(3.27)
G2(x, a, b, F, h) = bh2 − 2hb2 + b3 − h2 + 2hb + 4ha2x − 4ha3x3
− 4ha2xF − b2 = 0.
(3.28)
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A próxima etapa consiste em calcular o resultante em x entre as Eqs. (3.27) e (3.28), obtendo
dessa forma um único polinômio S(k=2)m (a, b, F, h) que depende somente dos parâmetros e
do autovalor. O autovalor h pode assumir os valores ±1, de forma que h = 1, condição
necessária para ocorrência de bifurcação sela-nó, determina o nascimento da órbita de
período 1 para o mapa composto H(k=2), ao passo que h = −1 determina o nascimento




1 (a, b, F ) = 256a4F 4 − 32a2[9b4 − 36b3 + (48a + 54)b2 − (96a + 36)b
+ 16a2 + 48a + 9]F 2 + S1(a, b)[S1→2(a, b)]3 = 0,
(3.29)
sendo S1(a, b) e S1→2(a, b) expressões descritas pelas Eqs. (3.7) e (3.8), cujas soluções
determinam a ocorrência da bifurcação sela-nó e da BDP 1 → 2 no MH, respectivamente.
De forma equivalente, fazendo h = −1, obter-se-á
S
(k=2)
1→2 (a, b, F ) = 256a4F 4 − 32a2[5b4 − 36b3 + (48a + 46)b2 − (96a + 36)b
+ 16a2 + 48a + 5]F 2 + S ′2→4(a, b)[S2→4(a, b)]2 = 0,
(3.30)
tal que S2→4(a, b) é dado pela Eq. (3.9), que determina a BDP 2 → 4 do MH. O termo
S ′2→4(a, b), por sua vez, é descrito por
S ′2→4(a, b) = [5b4 + 4b3 + (8a − 2)b2 + (16a + 4)b + 16a2 + 8a + 5]. (3.31)
Atribuindo valores para b e F , as Eqs. (3.29) e (3.30) estabelecem os valores de a nos
quais ocorrem bifurcação sela-nó e BDP, respectivamente. Para b = 0,3 e F = 1 × 10−2, por
exemplo, a primeira bifurcação sela-nó do mapa H(k=2) é verificada em a = −0,1224992349,
valor próximo ao parâmetro a = a1 = −0,1225 encontrado para o MH através da Eq.
(3.7). Utilizando os mesmos valores de b e F supracitados, uma nova bifurcação sela-nó
é encontrada em a = 0,4057246526, valor esse indicado pela linha vertical tracejada no
diagrama da Fig. 3.6(a), no qual a curva preta representa os valores da variável xn do MH
e as curvas azuis representam as variáveis xn e x(c)n do mapa H(k=2). Essa figura mostra
que o procedimento de duplicação das janelas de periodicidade par do MH é idêntico ao
caso unidimensional, uma vez que a BDP 1 → 2 que ocorre em a = a12 = 0,3675 para o
MH, valor determinado através da expressão S1→2(a, b = 0,3) = 0, torna-se proibida para o
mapa composto devido ao acoplamento de S1(a, b) e S1→2(a, b) na Eq. (3.29). Além disso,
os dois atratores gerados pelas bifurcações sela-nó do mapa H(k=2) são independentes e
sofrem BDP em valores diferentes de a, indicados pelas linhas verticais na Fig. 3.6(b). Tais
valores são encontrados substituindo b = 0,3 e F = 1 × 10−2 na Eq. (3.30), de forma que
a primeira BDP ocorre em a = 0,8997278943 e a segunda ocorre em a = 0,9256911379.
Esses parâmetros substituem a única solução real obtida para o MH através da equação
S2→4(a, b = 0,3) = 0, que resulta em a = a24 = 0,9125.
O diagrama de bifurcação da Fig. 3.6 exemplifica o fenômeno que consiste no
prolongamento do intervalo do parâmetro a para uma determinada periodicidade, assim
Capítulo 3. Proliferação de Estruturas Isoperiódicas 50
Figura 3.6 – Diagrama de bifurcação do MH (curva preta) e do mapa composto H(k=2)
com b = 0,3 e F = 1 × 10−2 (curvas azuis), considerando as variáveis xn e x(c)n . O intervalo
[amin, amax] foi dividido em 103 partes iguais e, para cada parâmetro a, 10 condições iniciais
(x0, y0) foram geradas fixando y0 = 0,05 e escolhendo valores de x0 igualmente espaçados no
intervalo [−1, +1]. As curvas do diagrama foram construídas considerando 20 iterações de
cada trajetória após descartar as primeiras 105 iterações. Em (a), a linha vertical representa
o valor do parâmetro a no qual ocorre a segunda bifurcação sela-nó do mapa H(k=2). Em
(b), as duas linhas verticais indicam a ocorrência de BDP no mapa composto.
como feito para o mapa C(k=2) no Capítulo 2. No entanto, um único valor de b foi analisado,
sendo que a variação simultânea dos parâmetros a e b possibilita uma visão mais ampla da
dinâmica do mapa H(k=2). Sendo assim, o estudo do espaço de parâmetros (a, b) torna-se
indispensável para determinar como o parâmetro externo Fj modifica as EIPs e os domínios
caóticos originalmente encontrados para o MH. A Fig. 3.7 apresenta o espaço de parâmetros
do mapa composto H(k=2), considerando o período da órbita resultante de cada combinação
paramétrica (a, b). O diagrama da Fig. 3.7(a), obtido com F = 0, corresponde ao espaço de
parâmetros do MH [26,27]. É importante destacar que, para os diagramas apresentados no
decorrer deste capítulo, o período das órbitas do mapa H(k=2) foi determinado contabilizando
o número de iterações dos MHMs, ou seja, as variáveis intermediárias xn e yn também foram
consideradas e não somente as variáveis x(c)n e y(c)n do mapa composto. Isso permite uma
melhor comparação com os resultados obtidos para o MH e também, como detalhado na
Seção 2.3, mostra o papel fundamental da dinâmica intermediária na proliferação de regiões
periódicas. Sendo assim, como as iterações intermediárias foram consideradas, é possível
afirmar que o espaço de parâmetros obtido para o mapa H(k=2) com F = 0 é idêntico àquele
obtido para o MH.
A escolha de um par de parâmetros (a, b) localizado dentro de uma EIP dará origem
a uma órbita regular no espaço de fases, cujo período será o mesmo que o indicado pela cor
da EIP, conforme a paleta de cores posicionada acima da Fig. 3.7. No caso de parâmetros
escolhidos fora das EIPs, dois comportamentos diferentes podem ser encontrados: uma
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Figura 3.7 – Espaço de parâmetros (a, b) do mapa H(k=2) utilizando (a) F = 0, (b)
F = 5 × 10−3 e (c) F = 1 × 10−2. As regiões preenchidas pelas cores cinza e preta geram
trajetórias divergentes e caóticas, respectivamente. Nas demais combinações paramétricas,
a cor corresponde ao período da órbita resultante.
trajetória caótica será obtida se os parâmetros coexistirem na região de cor preta, ou ocorrerá
a divergência da trajetória quando a combinação paramétrica escolhida for representada pela
cor cinza. Nas Figs. 3.7(b) e 3.7(c), que representam os casos F = 5 × 10−3 e F = 1 × 10−2,
respectivamente, observa-se que as EIPs que apresentavam período principal par no caso
F = 0 mantêm o mesmo período e são duplicadas, de forma que cada uma dessas EIPs dá
origem a outra idêntica. Por outro lado, as EIPs cujo período principal é ímpar quando
F = 0 não são duplicadas e sofrem apenas o dobramento de período. A mesma conclusão
obtida para o caso unidimensional pode ser estendida para o caso bidimensional de tal
modo que, quando o número k de mapas modificados usados na composição for par, o mapa
composto apenas completará uma órbita após um número par de iterações, proibindo a
existência de períodos ímpares. Além disso, o menor período encontrado quando F 
= 0 será
o período k, visto que as iterações intermediárias são consideradas.
Uma melhor visualização da multiplicação do número de EIPs no espaço de parâ-
metros pode ser obtida ao analisar separadamente intervalos que contêm EIPs de períodos
principais pares e ímpares. Iniciando pelo caso par, a Fig. 3.8 mostra regiões do espaço
de parâmetros nas quais se encontram uma EIP de período principal 8 e outra de período
principal 10. As Figs. 3.8(a) e 3.8(b) mostram que a EIP de período principal 8, representado
pela cor amarela, é duplicada quando F 
= 0 e seu período permanece inalterado. O mesmo
ocorre para a EIP de período principal 10 (cor cinza) nas Figs. 3.8(e) e 3.8(f). Nas Figs.
3.8(c), 3.8(d), 3.8(g) e 3.8(h), as mesmas EIPs foram analisadas, porém as cores representam
o maior EL, sendo que a magnitude de λ1 é indicada pela paleta de cores posicionada à
direita das respectivas figuras. O valor do maior EL possibilita uma análise mais detalhada
da dinâmica encontrada no interior das EIPs, destacando a região de superestabilidade
(esqueleto) representada pela cor ciano. Também é possível identificar as curvas de BDP,
caracterizadas pela cor preta que indica o valor λ1 = 0. Além disso, torna-se evidente que
as EIPs geradas quando F 
= 0 são idênticas às originais, possuindo mesmas condições de
estabilidade e curvas de bifurcação, de forma que não só a região periódica no espaço de
parâmetros é duplicada, mas também toda a dinâmica característica de uma EIP ocorrerá
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Figura 3.8 – Espaço de parâmetros (a, b) do mapa H(k=2). Em (a), (b), (e) e (f), as cores
indicam o período da órbita para cada combinação de parâmetros e em (c), (d), (g) e
(h) as cores indicam o maior EL. A EIP de período principal 8 encontra-se nos intervalos
[amin, amax] = [1,719, 1,736] e [bmin, bmax] = [0,110, 0,118], enquanto a EIP de período principal
10 encontra-se em [amin, amax] = [1,6726, 1,6794] e [bmin, bmax] = [0,1417, 0,1441]. Nos casos
em que F 
= 0, foram utilizados os valores F = 1,2 × 10−3 para a EIP de período principal 8
e F = 5 × 10−4 para a EIP de período principal 10.
em duplicidade, incluindo o nascimento da EIP através de uma bifurcação sela-nó, região de
superestabilidade em sua parte mais interna, perda de estabilidade e sucessivas BDPs.
A distância entre EIPs idênticas no espaço de parâmetros, assim como ocorre no
diagrama de bifurcação, é determinada pela intensidade do parâmetro externo Fj, como
mostra a Fig. 3.9 para as mesmas EIPs de períodos principais 8 e 10 já analisadas na
Fig. 3.8. Nas Figs. 3.9(a), 3.9(b) e 3.9(c), o aumento gradativo da intensidade F faz com
que as EIPs de período principal 8 se distanciem, assim como mostram as Figs. 3.9(d),
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Figura 3.9 – Espaço de parâmetros (a, b) do mapa H(k=2) para diferentes intensidades do
parâmetro externo Fj, indicadas em cada figura. As EIPs de períodos principais 8 e 10
encontram-se nos mesmos intervalos descritos na Fig. 3.8.
3.9(e) e 3.9(f) para a EIP de período principal 10. Além disso, EIPs de maior periodicidade
ocupam regiões menores do espaço de parâmetros e, consequentemente, são mais sensíveis
ao incremento de F , como pode ser observado ao comparar as intensidades utilizadas em
cada um dos casos.
Na composição de dois MHMs (k = 2), devido à dinâmica intermediária do mapa
composto, períodos ímpares tornam-se proibidos quando F 
= 0. Com isso, uma EIP de
período m ímpar passa a ter período m′ = 2m. O dobramento de período no espaço de
parâmetros foi estudado com maiores detalhes na Fig. 3.10, que apresenta a EIP de período
Figura 3.10 – Espaço de parâmetros (a, b) do mapa H(k=2) que destaca a EIP de período
principal 7 contida nos intervalos [amin, amax] = [1,225, 1,295] e [bmin, bmax] = [0,26, 0,33]. Em
(a), (b), (c) e (d) as cores representam o período da órbita e em (e), (f), (g) e (h) representam
o valor do maior EL λ1. Os valores de F usados em cada caso são indicados acima de cada
coluna de figuras.
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principal 7, representado pela cor laranja. Quando F 
= 0, o período principal da EIP passa
a ser m′ = 2 × 7 = 14 (cor azul), sendo que nenhuma cópia dessa estrutura é criada visto
que η = m/k = 7/2 /∈ Z. Por outro lado, regiões secundárias de períodos 14 e 28 passam a
sofrer o processo de duplicação sem alterar a periodicidade, como indicam as setas brancas
nas Figs. 3.10(b), 3.10(c) e 3.10(d). Além disso, analisando as Figs. 3.10(e)−3.10(h) que
apresentam a mesma EIP, porém utilizando o maior EL, é possível verificar que o esqueleto
do corpo principal que era composto por duas parábolas quando F = 0 passa a ser composto
por quatro curvas, indicando um aumento da região de superestabilidade no interior da
EIP. No entanto, o corpo principal não é duplicado e a área por ele ocupada no espaço de
parâmetros permanece a mesma. Os domínios de períodos 14 e 28, cuja origem é a cascata
de BDPs iniciada no corpo principal, são duplicados e suas réplicas se afastam da EIP à
medida que F aumenta.
3.5 Composição de três ou mais MHMs
Uma composição de três MHMs (k = 3) pode ser obtida pela sequência:
xn+1 = 1 − a(x(c)n )2 + y(c)n − F, yn+1 = bx(c)n ,
xn+2 = 1 − ax2n+1 + yn+1, yn+2 = bxn+1,
x
(c)




de forma que um ponto fixo do mapa composto H(k=3) deve ser solução das equações
x
(c)
3 − x = 0 e y
(c)
3 − y = 0, dadas as condições iniciais x
(c)
0 = x e y
(c)
0 = y. O espaço de
parâmetros (a, b) do mapa H(k=3) com F = 0 é apresentado nas Figs. 3.11(a), 3.11(c)
e 3.11(e), considerando diferentes intervalos paramétricos. Esses mesmos intervalos são
novamente apresentados nas Figs. 3.11(b), 3.11(d) e 3.11(f), respectivamente, utilizando
F = 5 × 10−3, F = 8 × 10−3 e F = 2 × 10−3, nessa ordem. Na Fig. 3.11(a) são encontradas
EIPs de períodos principais 9 (ciano), 11 (branco) e 12 (verde). Quando F 
= 0, somente
as regiões de períodos 9 e 12 são triplicadas, enquanto a EIP de período principal 11 é
reduzida a ponto de não ser identificada na Fig. 3.11(b). A Fig. 3.11(c) apresenta uma
EIP de período principal 6 (marrom) e parte de uma grande EIP de período principal 5
(verde escuro). Quando F 
= 0, caso representado pela Fig. 3.11(d), somente a EIP de
período principal 6 é triplicada, enquanto a outra estrutura contida nesse intervalo passa a
ter período m′ = 3 × 5 = 15, representado pela cor azul. Por fim, observa-se novamente a
triplicação das EIPs cujo período principal é múltiplo de três ao comparar a Fig. 3.11(e),
para F = 0, com a Fig. 3.11(f), para F 
= 0. Nesse caso, as EIPs de períodos principais
9 (ciano) e 12 (verde) são triplicadas enquanto as demais sofrem a triplicação do período,
visto que η = m/k /∈ Z. Esse fenômeno pode ser verificado através da EIP cujo período
principal é 7 quando F = 0, indicado pela cor amarela na Fig. 3.11(e). Quando F 
= 0, essa
região passa a ter período m′ = 3 × 7 = 21, representado pela cor azul na Fig. 3.11(f).
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Figura 3.11 – Espaço de parâmetros (a, b) do mapa H(k=3) com as cores indicando o período
da órbita. As figuras (a), (c) e (e) representam o caso F = 0, que é idêntico ao MH visto que
a dinâmica intermediária foi considerada. As figuras (b), (d) e (f) foram obtidas utilizando
F = 5 × 10−3, F = 8 × 10−3 e F = 2 × 10−3, respectivamente.
Na Fig. 3.12 encontram-se os resultados obtidos a partir da composição de quatro,
cinco e seis MHMs. O caso k = 4, com F = 0 e F = 1×10−2, é apresentado nas Figs. 3.12(a)
e 3.12(b), respectivamente. Para obter o mapa composto H(k=4), foi utilizada a sequência
{−F, +F/2, −F/2, +F, . . .}. Quando F 
= 0, a EIP de período principal 8 da Fig. 3.12(a) é
quadruplicada, aumentando o número de combinações paramétricas que geram órbitas dessa
periodicidade. Para k = 5, a sequência {−F, +F/2, 0, −F/2, +F, . . .} foi aplicada a fim de
obter o mapa H(k=5). Para esse sistema, o período das órbitas é representado nos diagramas
das Figs. 3.12(c), para F = 0, e 3.12(d), para F = 2×10−3. Na Fig. 3.12(c) são encontradas
EIPs de períodos principais 15 (verde), 16 (azul) e 20 (vermelho), e a Fig. 3.12(d) mostra a
quintuplicação das EIPs com períodos principais múltiplos de cinco. Essa proliferação de
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Figura 3.12 – Espaço de parâmetros (a, b) com as cores indicando o período das órbitas
do mapa H(k=4) em (a) (F = 0) e (b) (F = 1 × 10−2), H(k=5) em (c) (F = 0) e (d)
(F = 2 × 10−3), e H(k=6) em (e) (F = 0) e (f) (F = 2 × 10−3). Como a dinâmica
intermediária foi considerada na contagem do período, os diagramas (a), (c) e (e) coincidem
com os resultados obtidos para o MH. As sequências utilizadas para a composição de
quatro, cinco e seis MHMs foram {−F, +F/2, −F/2, +F, . . .}, {−F, +F/2, 0, −F/2, +F, . . .}
e {−F, +F/2, −F/4, +F/4, −F/2, +F, . . .}, respectivamente.
estruturas periódicas que ocorre quando F 
= 0 resulta em um aumento considerável das
regiões de periodicidades 15 e 20 no espaço de parâmetros. O mesmo procedimento pode
ser adotado para sextuplicar EIPs cujo período principal é múltiplo de seis, utilizando para
isso a sequência {−F, +F/2, −F/4, +F/4, −F/2, +F, . . .}. Os resultados para k = 6 são
apresentados nas Figs. 3.12(e) e 3.12(f) utilizando F = 0 e F = 2 × 10−3, respectivamente.
Percebe-se que a EIP de período principal 12 (ciano) é sextuplicada, ao passo que a de
periodicidade 14 (violeta) desaparece quando F 
= 0. Em todos os casos apresentados, a
multiplicação de EIPs é resultado da ocorrência de k bifurcações sela-nó em diferentes pontos
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(a, b) do espaço de parâmetros. Além disso, ao variar o número k de MHMs que formam o
mapa composto, confirma-se que a razão η = m/k deve resultar em um número inteiro para
que ocorra a proliferação de domínios periódicos, sendo m o período principal da EIP.
3.6 Múltiplos atratores e bacias de atração
Através do estudo da bacia de atração do mapa composto, é possível mostrar que
a multiplicação de EIPs no espaço de parâmetros é uma consequência da multiplicação
do número de atratores no espaço de fases. As definições de atrator e bacia de atração
podem ser introduzidas através do conjunto limite positivo L+(x) de um ponto x, ou seja,
o conjunto de todos os pontos limites da trajetória fn(x) quando n → ∞. Sendo V a
variedade de dimensão D sobre a qual define-se f , um conjunto fechado A ⊂ V é chamado
atrator se a bacia de atração B(A), conjunto formado por todos os pontos x ∈ V para
os quais L+(x) ⊂ A, tem medida D-dimensional de Lebesgue positiva e, além disso, não
existe um subconjunto fechado menor A′ ⊂ A, de forma que B(A′) = B(A) [101]. Sendo
assim, existe uma probabilidade não nula de que L+(x) = A quando x é um ponto escolhido
aleatoriamente, de acordo com alguma distribuição de probabilidade, nas proximidades de
A.
A Fig. 3.13 apresenta as bacias de atração dos mapas H(k=2) e H(k=3) para a = 1,51
e b = 0,23, combinação de parâmetros localizada no centro da EIP de período principal
6 (cor marrom) das Figs. 3.7(a) e 3.11(c), ambas obtidas com F = 0. Se consideradas
as iterações intermediárias do mapa H(k=2) com F = 0, a bacia de atração encontrada é
idêntica à bacia de atração do MH quando calculada para os mesmos valores de a e b. Para
construir o diagrama da Fig. 3.13(a), que representa o caso F = 0, uma grade de 103 × 103
condições iniciais foi formada e, para cada par (x(c)0 , y
(c)
0 ), a dinâmica do mapa composto foi
analisada após um transiente de 107 iterações. As condições iniciais que convergem para o
atrator de período 6, indicado pelos círculos brancos na Fig. 3.13(a), são representadas pela
cor azul e formam a bacia de atração desse atrator. Por outro lado, condições iniciais que
geram trajetórias divergentes são representadas pela cor cinza.
Na maior parte dos casos estudados, assim como para o MH, uma bacia de atração
consiste em um conjunto aberto que contém discos de raio δ, sendo δ uma medida de
incerteza, de tal modo que todos os pontos escolhidos dentro desses discos pertencem à
mesma bacia de atração [102]. No entanto, existem sistemas cujas bacias de atração não
exibem esses discos, de forma que um ponto escolhido aleatoriamente tem probabilidade
não nula de pertencer à bacia B(A1) do atrator A1 e probabilidade não nula de pertencer à
bacia B(A2) de outro atrator A2. Como resultado, a bacia do atrator A1 apresenta buracos
e, por esse motivo, B(A1) é chamada de bacia crivada.
A Fig. 3.13(b) foi obtida usando o mapa H(k=2) com F = 1 × 10−3 e, nesse caso, a
EIP de período principal 6 e sua réplica recém gerada continuam sobrepostas. Devido à
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Figura 3.13 – Bacias de atração do mapa H(k=2) em (a) (F = 0) e (b) (F = 1 × 10−3), e
do mapa H(k=3) em (c) (F = 1 × 10−3). Essas bacias de atração encontram-se no intervalo
[x(c)0min , x
(c)




0max] = [−2,5, +2,5] e foram construídas fixando os parâmetros
a = 1,51 e b = 0,23, o que corresponde a uma EIP de período principal 6 no espaço de
parâmetros. A região cinza é formada por condições iniciais que divergem e as regiões
azuis, amarelas e vermelhas representam as condições iniciais que conduzem aos diferentes
atratores gerados quando F 
= 0. As Figs. (d) e (e) mostram a duplicação e a triplicação,
respectivamente, do ponto orbital destacado pelo quadrado vermelho na figura (a), ponto
esse que compõe o atrator de período 6.
sobreposição dessas duas EIPs, para a combinação paramétrica (a, b) = (1,51, 0,23) é possível
obter dois atratores de período 6 no espaço de fases. Por esse motivo, a Fig. 3.13(b) apresenta
duas bacias de atração parcialmente crivadas e que encontram-se entrelaçadas [101], sendo
tais bacias representadas pelas cores azul e amarela. Essas bacias são ditas parcialmente
crivadas pois alguns domínios desses conjuntos não apresentam buracos. O mesmo ocorre
para o mapa H(k=3), para o qual são encontradas três bacias de atração parcialmente crivadas
referentes aos três diferentes atratores de período 6, sendo essas bacias representadas na
Fig. 3.13(c) pelas cores azul, amarela e vermelha. As Figs. 3.13(d) e 3.13(e) mostram,
respectivamente, a duplicação e a triplicação do atrator de período 6 através da separação
de um ponto orbital, indicado pelo quadrado vermelho na Fig. 3.13(a), em relação aos
novos pontos criados quando F 
= 0, sendo essa separação uma consequência do aumento da
intensidade F do parâmetro externo.
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3.7 Multiplicação de EIPs de alta periodicidade
As EIPs estudadas nas Seções 3.4 e 3.5 apresentam períodos relativamente pequenos
e possuem a tradicional forma de camarão. Essa classe de EIPs pode ser encontrada no espaço
de parâmetros dos mais variados tipos de sistemas [26,34,35,103–105], de forma que suas
principais propriedades foram extensivamente estudadas nas últimas décadas [27,28,53–55].
No entanto, outros tipos de EIPs podem ser encontradas como, por exemplo, as janelas
compostas, EIPs que apresentam formas mais complexas e cujo período pode ser alto [106].
O objetivo desta seção é mostrar que o método proposto nesta tese para multiplicar EIPs
também é valido para tais estruturas, desde que η = m/k ∈ Z.
O primeiro exemplo é apresentado na Fig. 3.14 para a duplicação de uma EIP de
período 18, utilizando o mapa composto H(k=2). Observando a Fig. 3.14(a), construída
usando F = 0, esse domínio periódico pode ser erroneamente interpretado como duas EIPs
tipo camarão que encontram-se sobrepostas. No entanto, trata-se de uma única EIP de
Figura 3.14 – Espaço de parâmetros (a, b) do mapa H(k=2) nos intervalos [amin, amax] =
[1,289, 1,302] e [bmin, bmax] = [0,259, 0,268]. As cores representam o período da órbita em
(a) para F = 0, (c) para F = 6 × 10−4 e (e) para F = 1 × 10−3. Em (b), (d) e (f), as
cores indicam o valor do maior EL obtido quando consideradas as mesmas intensidades do
parâmetro externo Fj das figuras (a), (c) e (e), respectivamente.
Capítulo 3. Proliferação de Estruturas Isoperiódicas 60
período 18 cujo esqueleto é formado por quatro curvas superestáveis [106], como mostra a
Fig. 3.14(b), na qual as cores representam o maior EL. Quando F 
= 0, ocorre a duplicação
da EIP uma vez que η = 18/2 ∈ Z. Além disso, aumentando o valor de F é possível ampliar
a distância entre as EIPs, como mostram as Figs. 3.14(c) e 3.14(e). Porém, analisando as
Figs. 3.14(d) e 3.14(f), observa-se que as duas estruturas de período 18 não são totalmente
idênticas visto que o aumento de F gera, em uma das EIPs, uma maior separação entre as
curvas superestáveis.
As Figs. 3.15(a), 3.15(c) e 3.15(e) mostram a duplicação de uma EIP de período 40,
novamente usando o mapa composto H(k=2). Para esse caso, analisando o valor do maior
EL nas Figs. 3.15(b), 3.15(d) e 3.15(f), também é possível observar que as duas EIPs de
mesmo período são idênticas apenas quando pequenas intensidades do parâmetro externo
Fj são aplicadas. De forma geral, observa-se que as janelas compostas são mais sensíveis ao
incremento de F . Para EIPs mais complexas, portanto, quando F 
= 0, torna-se possível
Figura 3.15 – Espaço de parâmetros (a, b) do mapa H(k=2) nos intervalos [amin, amax] =
[1,1703, 1,1722] e [bmin, bmax] = [0,34200, 0,34235]. As cores representam o período da órbita
em (a) para F = 0, (c) para F = 2 × 10−6 e (e) para F = 1 × 10−5. Em (b), (d) e (f), as
cores indicam o valor do maior EL obtido quando consideradas as mesmas intensidades do
parâmetro externo Fj das figuras (a), (c) e (e), respectivamente.
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gerar cópias idênticas que mudam sua estrutura interna rapidamente à medida que o valor
de F aumenta.
3.8 Conclusões parciais
Neste capítulo, o fenômeno da proliferação de EIPs no espaço de parâmetros foi
apresentado por meio da composição de MHMs. A utilização do espaço de parâmetros com
o auxílio de ferramentas auxiliares, como a contagem de períodos e o valor do maior EL,
possibilita uma visão ampla da influência do parâmetro externo Fj na dinâmica do mapa
composto H(k). Os resultados apresentados nas Seções 3.4 e 3.5 mostram que as EIPs do
MH seguem as mesmas regras de multiplicação que as regiões periódicas do mapa composto
por MQMs, estudado no Capítulo 2, de forma que a razão η entre o período principal m da
EIP e o número k de MHMs utilizados na composição deve resultar em um número inteiro,
ou seja, η ∈ Z, tal que η = m/k. Caso essa condição não seja satisfeita, o período principal
m da EIP será aumentado para m′ = km, de forma que esse domínio não será multiplicado
no espaço de parâmetros.
Além da multiplicação de EIPs no espaço de parâmetros, a composição de mapas
modificados pelo parâmetro externo Fj possibilita a criação de k atratores no espaço de
fases. Dessa forma, novas bacias de atração parcialmente crivadas serão encontradas para
uma mesma combinação de parâmetros, dando origem ao entrelaçamento dessas bacias,
como apresentado na Seção 3.6. Na Seção 3.7, EIPs de alta periodicidade que assumem
formas complexas foram estudadas e, mesmo para esses casos, a multiplicação de estruturas
periódicas é possível sempre que a condição η ∈ Z for respeitada.
Capítulo 4
Separando atratores no espaço de fases para superar
efeitos do ruído
O método desenvolvido nos Capítulos 2 e 3, que possibilita a proliferação de domínios
periódicos no espaço de parâmetros, pode ser aplicado a sistemas dinâmicos nos quais as
EIPs estão intimamente relacionadas com grandezas físicas de grande interesse. Um desses
modelos é o mapa catraca, sistema dinâmico discreto que apresenta transporte direcionado
mesmo que existam apenas forças com médias espacial e temporal nulas atuando sobre a
partícula. Tal sistema comporta em seu espaço de parâmetros regiões regulares e caóticas,
existindo uma conexão entre o tipo de dinâmica e efeitos de otimização do transporte.
Como consequência, o aumento do domínio periódico por meio da composição de mapas
catraca modificados por um parâmetro externo Fj gera um aumento das regiões do espaço
de parâmetros que disponibilizam correntes de partículas cuja magnitude é diferente de
zero, de forma que novas combinações paramétricas podem ser utilizadas no intuito de obter
transporte direcionado. Além disso, com esse procedimento, torna-se possível postergar
os efeitos do ruído térmico responsável pelo aumento do domínio caótico no espaço de
parâmetros e pela consequente redução das regiões que geram valores ótimos de corrente de
partículas.
Este capítulo também é composto por uma seção destinada ao estudo de dois
sistemas dinâmicos modelados por equações diferenciais: a equação de Langevin e o circuito
de Chua. Para essa classe de sistemas, a multiplicação de domínios periódicos só é possível em
regiões de multiestabilidade e ocorre por meio da adição de funções periódicas que quebram a
simetria da perturbação externa. Dessa forma, torna-se possível separar diferentes atratores
no espaço de fases e dissociar regiões periódicas que encontram-se sobrepostas no espaço de
parâmetros. O método introduzido neste capítulo para sistemas a tempo contínuo permite
aumentar significativamente a região regular do espaço de parâmetros mesmo quando os
efeitos do ruído são considerados, e sua aplicabilidade abrange os mais variados modelos
que apresentam multiestabilidade. O principal objetivo deste capítulo é mostrar a eficiência
do método de multiplicação de EIPs em sistemas com ruído e, portanto, uma seção será
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usada para introduzir brevemente as principais características dos sistemas estocásticos que
simulam as perturbações aleatórias do ambiente.
4.1 Sistemas estocásticos
Para que um modelo matemático se aproxime ao máximo da realidade, os efeitos da
vizinhança sobre o sistema considerado não devem ser desprezados, o que torna a descrição
desse problema físico extremamente difícil. Devido ao ambiente externo ser constituído por
um grande número de elementos que se comportam de formas diferentes, torna-se necessário
o emprego de métodos estatísticos para compreender a influência de efeitos microscópicos
sobre as propriedades macroscópicas do sistema. Com isso, as variáveis dinâmicas de
um determinado sistema podem ser modeladas como sendo aleatórias, respeitando uma
distribuição de probabilidade, dando origem a uma equação estocástica responsável por
descrever matematicamente um processo estocástico.
Em 1905, Albert Einstein propôs uma explicação para o deslocamento irregular de
grãos de pólen suspensos em água, denominado de movimento Browniano1, sugerindo que
esse movimento era causado pelas recorrentes colisões do grão de pólen com as moléculas
do fluido. Além disso, Einstein também afirmou que tais moléculas se locomoviam de
forma tão complicada que o efeito dessas colisões sobre o grão de pólen poderia ser descrito
apenas em termos probabilísticos [41]. O trabalho de Einstein chamou a atenção para a
utilização da estatística na descrição matemática de processos naturais, e sua explicação para
o movimento Browniano pode ser considerada como o início da modelagem estocástica [107].
Investigações experimentais subsequentes, apoiadas no desenvolvimento de técnicas de
microscopia, revelaram que esse fenômeno é bem mais geral, ocorrendo em suspensões de
diversos tipos de partículas microscópicas em fluidos não muito viscosos. Outros exemplos
de processos estocásticos incluem flutuações no mercado de ações e nas taxas de câmbio,
fluxo turbulento de um líquido ou gás, variações no campo magnético da Terra e flutuação
da corrente em um circuito elétrico devido à agitação térmica das moléculas que compõem
os condutores.
Um processo estocástico corresponde a uma família de variáveis aleatórias X (t), com
t ∈ T , cuja evolução temporal pode seguir diferentes caminhos, dependendo da distribuição
de probabilidade que governa a evolução do processo. O conjunto T pode ser discreto
ou contínuo e, sendo discreto, o processo estocástico pode ser chamado de sequência de
números aleatórios. É possível obter os valores X1, X2, . . . de X (t) nos tempos t1, t2, . . .
e assumir que existe uma densidade de probabilidade conjunta P (X1, t1; X2, t2; . . .) que
descreve completamente o sistema. Uma importante consideração no contexto de processos
estocásticos a tempo discreto é a suposição Markoviana. Um processo Markoviano consiste
em um processo estocástico que, conhecendo-se o valor de Xt, o valor de Xs para s > t não
1 O movimento Browniano foi primeiramente observado pelo botânico Robert Brown, em 1827.
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é influenciado pelos valores de Xu, com u < t. Em outras palavras, a probabilidade de se
obter um comportamento particular do sistema não depende do comportamento passado
quando seu estado atual é completamente conhecido.
4.1.1 Distribuição normal
Considerando uma partícula de massa μ que executa um movimento Browniano
e supondo que seu deslocamento é restrito a uma dimensão, de forma que a sua posição
é descrita pela variável x(t), é possível utilizar a segunda lei de Newton para obter uma
equação diferencial que governa a dinâmica dessa partícula, tal que2
μẍ + U ′(x, t) = −νẋ + Ω(t). (4.1)
Nessa equação, conhecida como equação de Langevin, U(x, t) é um potencial periódico
no espaço cujo período é L, ou seja, U(x + L, t) = U(x, t), e F(x, t) = −U ′(x, t) é uma
força externa que atua sobre a partícula. O lado esquerdo da Eq. (4.1) representa a parte
conservativa da dinâmica da partícula, enquanto o lado direito contém os termos sujeitos
aos efeitos do ambiente [108]. As sucessivas colisões entre a partícula e as moléculas que
formam o meio no qual ela está inserida causam dois efeitos distintos: (i) uma força aleatória
Ω(t), ou um ruído, que atua sobre a partícula e a mantém executando um movimento
irregular e incessante; (ii) uma força dissipativa que depende das características do meio,
representada pelo termo νẋ. Isso sugere que a força dissipativa e a força aleatória devem
estar relacionadas, visto que têm a mesma origem. De fato, como será demonstrado na
Subseção 4.1.2, essa relação é manifestada pelo teorema flutuação-dissipação.
O fato de a força dissipativa não depender da posição x(t) demonstra que não
há direção preferencial para o movimento da partícula. Isso indica que, devido à origem
em comum, a força Ω(t) também não deve ter uma direção preferencial, de forma que
〈Ω(t)〉 = 0 para todo t, sendo a média 〈. . .〉 tomada sobre realizações independentes do ruído
Ω(t). Além disso, como o movimento Browniano é um exemplo de processo Markoviano
a tempo contínuo [40], pode-se assumir que as flutuações aleatórias são temporalmente
descorrelacionadas, isto é, 〈Ω(t)Ω(t′)〉 = 0 se t 
= t′. Por fim, o fato de a força dissipativa
atuar permanentemente no tempo indica que o mesmo ocorrerá com a força aleatória, ou
seja, o termo Ω(t) não poderá ser composto por impulsos extremamente intensos e raros, mas
sim por um grande número de pequenas contribuições independentes. Devido ao teorema
do limite central3, o efeito de todas essas contribuições sobre a partícula será definido por
uma distribuição normal, também conhecida como distribuição Gaussiana. Se uma variável
aleatória X é distribuída de acordo com uma distribuição normal com média M e variância
2 Na Eq. (4.1) os pontos correspondem às derivadas temporais e a linha corresponde à derivada espacial.
3 De forma simplificada, o teorema do limite central afirma que, para uma amostra de tamanho N na qual
as variáveis aleatórias X1, . . . , XN são independentes e igualmente distribuídas com média zero e variância
finita, a soma N−1/2[X1 + . . . + XN ] converge para uma distribuição normal quando N → ∞.
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σ2 > 0, sua função densidade de probabilidade é descrita por











O caso no qual M = 0 e σ2 = 1 é conhecido como distribuição normal padrão [109].
4.1.2 O teorema flutuação-dissipação
Na equação de Langevin (4.1), tanto a força aleatória como a força dissipativa
independem da posição da partícula em qualquer instante de tempo t. Sendo assim, o
ambiente no qual a partícula está inserida pode ser interpretado como um grande banho
térmico cujas propriedades não são alteradas pelo comportamento da partícula. O objetivo
desta subseção é analisar algumas propriedades estatísticas do ruído Ω(t) e, uma vez
que o potencial U(x, t) não altera qualquer uma dessas propriedades, pode-se considerar
U ′(x, t) = 0 na Eq. (4.1) [108]. Nesse caso, sendo v(t) = ẋ(t) a velocidade da partícula, a
solução para a Eq. (4.1) é descrita pela expressão







na qual ν̃ = ν/μ. Como 〈Ω(t)〉 = 0, a média da velocidade v(t) da partícula é dada por
〈v(t)〉 = v(t0)e−ν̃(t−t0). (4.4)
A partir do desvio da média Δv = v(t) − 〈v(t)〉 para a velocidade, considerando
que 〈(Δv)2〉 = 〈v(t)2〉 − 〈v(t)〉2 e supondo que a distribuição da velocidade no equilíbrio seja











na qual definiu-se o limite inferior t0 = −∞. Devido às propriedades do ruído Ω(t) definidas
previamente, dentre as quais estabeleceu-se que 〈Ω(t)Ω(t′)〉 = 0 para t 
= t′, o integrando da
segunda integral será diferente de zero somente quando t′ = t′′. Dessa forma, definindo o










Uma vez que as propriedades estatísticas do ruído Ω(t) são invariantes sobre
translações temporais, a segunda integral da Eq. (4.6) pode ser reescrita da seguinte
forma [108]: ∫ +∞
−∞
dt′〈Ω(t)Ω(t′)〉 = 2νμ〈v(t)2〉, (4.7)
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sendo essa expressão válida para todo tempo t. Considerando que a partícula encontra-se
em equilíbrio térmico com sua vizinhança a determinada temperatura T , torna-se válido o
teorema da equipartição da energia
1
2μ〈v(t)
2〉 = 12kBT, (4.8)
sendo kB a constante de Boltzmann. Substituindo a Eq. (4.8) na Eq. (4.7) e considerando
que 〈Ω(t)Ω(t′)〉 deve ser zero quando t 
= t′, obtém-se o teorema flutuação-dissipação
〈Ω(t)Ω(t′)〉 = 2νkBTδ(t − t′), (4.9)
formulado originalmente por Harry Nyquist, em 1928, ao considerar a força eletromotriz em
condutores gerada por agitações térmicas [110]. Na Eq. (4.9), 2νkBT é a intensidade do
ruído e δ(t) é a função Delta de Dirac [108].
Os resultados obtidos para a velocidade média e para a velocidade quadrática
média podem ser utilizados para estudar o comportamento da variável x(t), que descreve o
deslocamento da partícula Browniana. É possível demonstrar que, quando U(x, t) = 0, o
deslocamento quadrático médio da partícula é dado por
〈x(t)2〉 = 2Qt,
sendo Q = kBT/ν o coeficiente de difusão, determinado pioneiramente por Albert Einstein
em seu trabalho sobre o movimento Browniano [41]. Esse resultado mostra inicialmente
que, para tempos longos, a difusão não depende da massa da partícula. Ademais, o desvio
padrão é proporcional à raiz quadrada do tempo decorrido, sendo essa uma característica de
processos estocásticos.
A equação de Langevin foi o primeiro exemplo de equação diferencial estocástica
utilizada na descrição de um processo físico real. Cada uma das soluções dessa equação
representa uma trajetória aleatória diferente e, usando apenas as propriedades básicas
do ruído Ω(t), é possível obter resultados importantes sobre o movimento da partícula
Browniana. As ideias originais de Einstein ainda são bastante modernas e podem ser
aplicadas às mais diversas áreas da ciência, como na física da matéria condensada [111], na
investigação de sistemas granulares [112,113] e na difusão de sólitons em substratos [114],
para citar apenas alguns exemplos.
4.2 O mapa catraca
O Mapa Catraca (MC) é um modelo discreto que simula o transporte direcionado de
matéria ocasionado pelo efeito conhecido como efeito catraca (ratchet effect). A importância
desse modelo consiste na presença de correntes de partículas diferentes de zero, para
determinadas combinações paramétricas, mesmo quando as médias espacial e temporal das
forças aplicadas são nulas, sendo que o direcionamento do transporte ocorre através da quebra
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da simetria espaço-temporal [8, 36,108]. Recentemente, a relação entre o valor da corrente
de partículas gerada por mapas catraca e a presença de EIPs no espaço de parâmetros foi
estabelecida para os casos determinístico [35,84], estocástico [45] e quântico [47].
Um dos primeiros dispositivos tipo catraca foi introduzido por Richard Feynman,
que imaginou um motor capaz de gerar movimento macroscópico a partir de forças de origem
microscópica e que supostamente violaria a segunda lei da termodinâmica [115]. As ideias de
Feynman sobre o efeito catraca foram adaptadas ao contexto da biologia e aplicadas ao estudo
do transporte de proteínas no interior de células por meio dos motores moleculares, moléculas
que utilizam-se de reações químicas e de um ambiente em desequilíbrio térmico para gerar
transporte direcionado [116–119]. Devido à grande influência das flutuações térmicas do
ambiente intracelular sobre o movimento das macromoléculas, a dinâmica descrita por uma
proteína pode ser considerada igual à dinâmica de uma partícula Browniana superamortecida,
na qual o termo inercial ẍ é negligenciado e as forças atuantes geram velocidades em vez de
acelerações [108]. Com o avanço nas pesquisas sobre esse tipo de sistema, uma fenomenologia
completamente nova passou a ser considerada na qual as flutuações térmicas tornaram-se
desnecessárias para gerar movimento direcionado, sendo possível obter um sistema catraca
puramente determinístico. Para isso, os requisitos indispensáveis para gerar o efeito catraca
são: a existência de um termo de inércia ẍ, dissipação e um potencial periódico capaz de
quebrar a simetria espacial do sistema [38,108,120,121]. Com a inclusão do termo inercial
no modelo matemático que simula o efeito catraca, o número de equações diferenciais de
primeira ordem aumenta e é possível encontrar uma dinâmica caótica para a partícula,
mesmo que seu movimento seja restrito a uma única direção [120].
O transporte direcionado de matéria através da quebra da simetria espacial foi
verificado experimentalmente em diferentes contextos, como por exemplo no movimento
autopropelido de uma gota líquida sobre uma superfície sólida aquecida cuja base tem
ranhuras na forma de dentes assimétricos [122,123], como mostra a Fig. 4.1(a). Quando a
gota entra em contato com a superfície devidamente aquecida, sua parte inferior evapora e
cria uma camada isolante que impede a evaporação de toda a gota, sendo esse fenômeno
conhecido como efeito Leidenfrost. Essa camada de vapor permite que a gota levite e
as ranhuras assimétricas da superfície retificam o fluxo de vapor gerado pela diferença
de temperatura. Com isso, uma força resultante não nula começa a atuar sobre a gota
colocando-a em movimento. Esse fenômeno pode auxiliar o desenvolvimento de novas
tecnologias de resfriamento de microprocessadores de alto desempenho, por exemplo [122].
Outra aplicação importante do efeito catraca consiste na separação de micropartículas de
diferentes tamanhos a partir de um dispositivo constituído por um grande número de poros
que encontram-se dispostos paralelamente. As paredes internas desses poros também são
formadas por ranhuras assimétricas, como ilustra a Fig. 4.1(b). Ao bombear periodicamente
através desses microcanais um líquido que contém duas espécies diferentes de partículas, a
direção da corrente dessas partículas dependerá sensivelmente do tamanho delas, de forma
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Figura 4.1 – A figura (a), retirada da Ref. [123], mostra uma gota de etanol que se desloca
sobre uma chapa de latão cuja temperatura é de 350o C, muito acima do ponto de ebulição
do etanol, de forma que a gota não evapora completamente devido ao efeito Leidenfrost.
A superfície da chapa contém ranhuras em formato de dentes assimétricos com 1,5 mm de
comprimento e altura de 0,3 mm. A seta preta indica a direção na qual a gota se desloca,
e o raio equatorial da gota é R = 3 mm. Após um curto regime transiente de aceleração,
a gota passa a se mover com velocidade constante de 14 cm/s. A figura (b), retirada da
Ref. [124], mostra a ilustração de um dispositivo formado por vários poros cujas paredes
internas apresentam ranhuras assimétricas que possibilitam a separação de micropartículas
de diferentes tamanhos. No dispositivo real, o comprimento longitudinal 2zp dos poros é da
ordem de 100 − 200 μm, e a distância zb − zp de cada base pode atingir de 20 a 200 μm. A
quantidade de poros do dispositivo varia entre 1,5 × 106 e 6 × 106.
que cada espécie se concentrará em um lado diferente da base do dispositivo [124].
Considerando o movimento da partícula Browniana descrito pela Eq. (4.1), percebe-
se que essa equação tem todos os requisitos necessários para gerar transporte: o termo de
inércia, a dissipação e também as flutuações térmicas Ω(t). Caso o interesse seja estudar
um sistema catraca determinístico, no qual desconsidera-se o ruído Ω(t), uma corrente de
partículas pode ser gerada por um potencial espacialmente assimétrico e periódico no espaço
e no tempo. A periodicidade é necessária para que o movimento das partículas não seja
gerado por uma diferença líquida no potencial U(x, t) que dá origem à força. O MC, modelo
determinístico que será utilizado nesta seção, pode ser obtido a partir da Eq. (4.1) adotando
o procedimento matemático detalhado no Apêndice B. Esse sistema descreve a dinâmica de
uma partícula que se move na direção x, com x ∈ (−∞, +∞), e é expresso matematicamente
por
pn+1 = γpn + K[sen(xn) + 0,5sen(2xn + φ)],
xn+1 = xn + pn+1,
(4.10)
sendo pn o momento da partícula, K o parâmetro de não linearidade e γ ∈ [0, 1] a dissipação
[125]. O limite γ = 0 corresponde ao caso superamortecido e, considerando que para a Eq.
(4.10) obtém-se |DetJ| = γ, o limite conservativo corresponde a γ = 1. A simetria espacial é
quebrada quando φ 
= lπ, sendo l um número inteiro. No limite conservativo, o mapa (4.10)
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não produz corrente de partículas pois o sistema não é temporalmente irreversível [125].
A multiplicação de EIPs é de grande relevância no caso do MC pois possibilita que
mais combinações paramétricas produzam transporte direcionado de partículas. Com esse
objetivo, propõe-se que o MC (4.10) seja modificado por um parâmetro Fj de período k,
dando origem ao Mapa Catraca Modificado (MCM) descrito por
pn+1 = γpn + K[sen(xn) + 0,5sen(2xn + φ)] + Fj,
xn+1 = xn + pn+1.
(4.11)
É importante que o parâmetro externo respeite a condição 〈Fj〉 = 0 após k iterações
do MCM (4.11). Nesse caso, o termo Fj adicionado ao momento da partícula pode ser
interpretado como uma perturbação externa periódica que não tem direção preferencial e,
consequentemente, não influencia o cálculo da corrente de partículas. Para o caso k = 2,
considerando F1 = −F e F2 = +F , obter-se-ão dois MCMs cuja composição dá origem ao






n+2 = γpn+1 + K[sen(xn+1) + 0,5sen(2xn+1 + φ)] + F,
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com pn+1 = γp(c)n + K[sen(x(c)n ) + 0,5sen(2x(c)n + φ)] − F e xn+1 = x(c)n + pn+1. Nota-se que a
estrutura matemática do mapa R(k) é significativamente mais complexa que a dos outros
modelos discretos analisados nesta tese e, por esse motivo, este capítulo é composto somente
por resultados numéricos. Além disso, apenas os casos k = 2 e k = 3 foram considerados.
Para investigar os efeitos da perturbação Fj, foi construído o espaço de parâmetros
(K, γ) do mapa composto R(k) para k = 2 e k = 3, utilizando φ = π/2 e diferentes valores
de F , como mostra a Fig. 4.2. Nesses diagramas, para cada combinação paramétrica contida
na grade formada por 103 × 103 pontos equidistantes, o período da trajetória iniciada em
(x(c)0 , p
(c)
0 ) = (0,1, 0,1) foi contabilizado após um tempo transiente de 5×106 iterações. Assim
como nos capítulos anteriores, todas as iterações intermediárias foram consideradas. A
Fig. 4.2(a) mostra o espaço de parâmetros obtido utilizando o mapa R(k=2) com F = 0.
Como as variáveis intermediárias xn e pn foram incluídas na contagem do período, esse
resultado é idêntico àquele obtido para o MC (4.10), já publicado na Ref. [35]. Na Fig.
4.2(a) observa-se uma região caótica em preto e EIPs de períodos principais 1 (verde), 2
(azul) e 3 (ciano), conforme indica a paleta de cores. Ao considerar novamente o mapa
R(k=2), porém adotando uma intensidade F = 0,1 para a perturbação externa, obtém-se
o espaço de parâmetros apresentado na Fig. 4.2(b), que mostra a duplicação das EIPs
de período principal 2. Por outro lado, regiões cujo período principal é ímpar não são
duplicadas, mas têm sua periodicidade dobrada conforme a regra estabelecida no Capítulo
2. Observa-se que a EIP de período principal 3, representada na Fig. 4.2(a) pela cor ciano,
é praticamente destruída pela perturbação externa, dando origem a uma pequena região
vermelha de período principal 6 na Fig. 4.2(b). A Fig. 4.2(c), obtida usando F = 0,2, mostra
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Figura 4.2 – Espaço de parâmetros (K, γ) com as cores representando o período da órbita do
mapa composto R(k). Em (a), (b) e (c), a sequência de perturbações {−F, +F, −F, +F, . . .}
de período k = 2 foi utilizada com intensidades F = 0, F = 0,1 e F = 0,2, respectivamente.
O caso F = 0 corresponde ao MC (4.10), cujo espaço de parâmetros pode ser encontrado
na Ref. [35]. As figuras (d) e (e) foram obtidas considerando uma perturbação de período
k = 3 cuja sequência é {−F, 0, +F, . . .}, utilizando F = 0,05 e F = 0,1, respectivamente.
claramente que a intensidade F da perturbação externa controla a separação entre as EIPs
idênticas geradas pela composição de MCMs.
Aumentando o período da perturbação Fj de k = 2 para k = 3, usando a sequência
{−F, 0, +F, . . .}, obtém-se o mapa composto R(k=3). Nesse caso, apresentado nas Figs.
4.2(d) e 4.2(e) com intensidades F = 0,05 e F = 0,1, respectivamente, somente as EIPs
cujo período principal é múltiplo de três são triplicadas. Esse fato pode ser verificado
na triplicação da EIP de período principal 3, preenchida pela cor ciano na Fig. 4.2(a).
Esses resultados corroboram as regras introduzidas nos capítulos anteriores: sendo m o
período principal da EIP, a multiplicação desses domínios no espaço de parâmetros ocorre
quando η = m/k ∈ Z e, quando essa condição não é satisfeita, as órbitas geradas pelo mapa
composto passarão a ter período m′ = km.
4.3 O mapa catraca estocástico
Um modelo mais real para o mapeamento do efeito catraca pode ser obtido ao
considerar as flutuações térmicas do ambiente no qual a partícula está inserida. A fim
de simular a influência dessas flutuações, será adicionado ao modelo do MC um termo
estocástico conforme proposto na Ref. [44], tal que o ruído é descrito por
√
2(1 − γ)kBTψn,
com kB = 1 sendo a constante de Boltzmann e T a intensidade da temperatura. A variável
ψn representa um ruído normal, ou seja, 〈ψn〉 = 0 e 〈ψnψn′〉 = δnn′ . Dessa forma, obtém-se
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o modelo denominado Mapa Catraca Estocástico (MCE), cuja expressão matemática é:
pn+1 = γpn + K[sen(xn) + 0,5sen(2xn + φ)] +
√
2(1 − γ)kBT ψn,
xn+1 = xn + pn+1.
(4.13)
Para investigar os efeitos do ruído no espaço de parâmetros do MCE, utilizou-se o
maior EL, a fim de obter uma medida do grau de estocasticidade das trajetórias geradas
pelas diferentes combinações paramétricas. O método numérico adotado para determinar o
espectro de Lyapunov de um modelo com mais de uma dimensão foi introduzido na Seção
3.2. No caso de sistemas perturbados aleatoriamente, a obtenção dos ELs ocorre por meio de
uma técnica similar, sendo necessário apenas substituir a trajetória determinística rn pela
trajetória perturbada r(p)n [126,127]. Essa substituição é válida uma vez que, para o MCE
(4.13), o termo estocástico independe das variáveis xn e pn, de forma que a dinâmica do
espaço tangente, cuja evolução temporal é determinada pela Eq. (3.17), não é afetada pelo
ruído. Para calcular o maior EL λ1 para cada um dos 103 × 103 pontos (K, γ) dos diagramas
apresentados na Fig. 4.3, foi considerada uma única trajetória de 5 × 106 iterações cuja
condição inicial é (x0, p0) = (0,1, 0,1). O tempo transiente utilizado nessas simulações foi
ntrans = 106.
A Fig. 4.3(a) apresenta o espaço de parâmetros obtido utilizando o MCE com
T = 0. Nesse caso, a Eq. (4.13) torna-se idêntica à Eq. (4.10), que descreve a dinâmica
Figura 4.3 – Espaço de parâmetros (K, γ) do MCE (4.13) com as cores indicando o valor
do maior EL, calculado para uma única trajetória de 5 × 106 iterações após descartar um
tempo transiente ntrans = 106, sendo a condição inicial (x0, p0) = (0,1, 0,1). A intensidade
da temperatura utilizada em cada caso encontra-se indicada na figura.
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do MC. Como esperado, para combinações paramétricas localizadas no interior das EIPs
obtém-se λ1 ≤ 0, valores representados pelas cores branca, cinza e preta. Fora das EIPs,
como visto na Fig. 4.2(a), a dinâmica caótica se faz presente e consequentemente o valor
do maior EL torna-se positivo, sendo indicado na Fig. 4.3 pelas cores amarela, verde e
azul. Quando T 
= 0, caso representado nas Figs. 4.3(b), 4.3(c) e 4.3(d), obtidas utilizando
T = 10−5, T = 10−4 e T = 10−3, nessa ordem, nota-se que algumas regiões que apresentavam
movimento periódico são destruídas, aumentando o domínio caótico do espaço de parâmetros.
As primeiras regiões de regularidade que tornam-se caóticas estão localizadas nas antenas
das EIPs, de forma que tais combinações paramétricas passam a ser preenchidas pelas cores
amarela e verde-claro quando o ruído é considerado. Esses domínios, no entanto, apresentam
valores de λ1 menores do que seus entornos originalmente caóticos, os quais são preenchidos
pelas cores verde-escuro e azul. Para T = 10−3, caso exibido na Fig. 4.3(d), grande parte
das EIPs é destruída, e valores positivos de λ1 predominam no espaço de parâmetros.
Para compreender como a presença do ruído altera o valor do maior EL, deve-se
considerar não apenas o estado assintótico do sistema, mas também os estados transientes
que ocorrem devido à existência de conjuntos invariantes não atrativos [128]. Um exemplo
importante desses conjuntos é a sela caótica, constituída pela intersecção de uma variedade
estável com uma instável. Uma trajetória iniciada nas proximidades de uma sela caótica
exibe movimento caótico por um tempo finito antes de ser repelida e atingir seu estado
assintótico. Nesse caso, diz-se que o caos é transiente [129]. No entanto, a presença de
um termo estocástico pode modificar o tempo de permanência da trajetória na vizinhança
de uma sela caótica, antecipando ou adiando o fim do regime transiente. Além disso, o
ruído tem a capacidade de transformar domínios estáveis (atratores) em metaestáveis pois,
de tempos em tempos, retira a órbita do atrator conduzindo-a novamente a um estado
transiente [57]. Sendo assim, o termo estocástico afeta principalmente regiões do espaço
de parâmetros cujo estado assintótico é regular, pois a órbita ao ser expelida do atrator
pelo ruído apresentará um comportamento caótico por determinado intervalo de tempo.
Portanto, o aumento do valor de λ1 ocorre devido à possibilidade da mesma trajetória,
quando perturbada, experimentar diferentes tipos de dinâmica.
A Fig. 4.3 também mostra que as EIPs de período menor são mais resistentes aos
efeitos do ruído, sendo as EIPs de período principal 1 menos afetadas que as EIPs de período
principal 2, por exemplo. Combinações paramétricas que dão origem a trajetórias caóticas,
por sua vez, são mais robustas, não apresentando alterações significativas no valor do maior
EL. Para esses domínios, considerando pequenas intensidades do ruído, verifica-se apenas a
destruição do padrão fractal do atrator caótico em pequena escala [130].
4.3.1 Otimização de regiões com correntes não nulas
A quantidade de maior interesse em sistemas catraca, no que se refere às propriedades
de transporte, é a corrente de partículas J definida através de uma média dupla do momento














sendo M o número de condições iniciais e N o número total de iterações. A relação entre o
valor de J e a ocorrência de EIPs no espaço de parâmetros (K, γ) do MC (4.10) foi estudada
na Ref. [35], na qual observou-se que altas correntes são encontradas nas EIPs distribuídas
ao longo de direções preferenciais do espaço de parâmetros. No caso estocástico, devido
à destruição de uma porção cada vez maior desses domínios à medida que o valor de T
aumenta, ocorre a diminuição das regiões que disponibilizam valores ótimos de J [45]. Sendo
assim, a proposta desta subseção é aplicar o método de multiplicação de EIPs ao MCE a
fim de ampliar o número de combinações paramétricas que geram correntes diferentes de
zero e verificar a robustez desse procedimento sob efeitos do ruído. Para isso, foi adicionada
a perturbação periódica Fj ao MCE (4.13) dando origem ao modelo denominado Mapa
Catraca Estocástico Modificado (MCEM), expresso matematicamente por:
pn+1 = γpn + K[sen(xn) + 0,5sen(2xn + φ)] +
√
2(1 − γ)kBT ψn + Fj,
xn+1 = xn + pn+1.
(4.15)
Para verificar a relação entre a existência de EIPs e a ocorrência de transporte
direcionado no espaço de parâmetros de um sistema catraca, foi considerado o mesmo
intervalo das Figs. 4.2 e 4.3, porém calculando a corrente J de cada combinação paramétrica
(K, γ) para o mapa resultante da composição de k = 2 MCEMs. Os resultados dessa
análise são apresentados na Fig. 4.4 para diferentes valores de F e também para diferentes
intensidades da temperatura. Nessa figura, o espaço de parâmetros foi dividido em uma
grade de 800 × 800 pontos equidistantes e a corrente J foi calculada a partir da Eq. (4.14)









0 não estabeleça uma direção
de movimento preferencial. Para cada trajetória, foi descartado um tempo transiente
ntrans = 5 × 104 e a média temporal foi obtida sobre N = 5 × 104 iterações, considerando as
intermediárias.
A composição de dois MCEMs, obtidos a partir da Eq. (4.15) utilizando F1 = −F e
F2 = +F , dá origem ao mapa composto R(k=2)T que, diferentemente do mapa R(k=2) (4.12),
leva em consideração os efeitos do ruído térmico intrínseco ao ambiente. A Fig. 4.4(a)
mostra o espaço de parâmetros do mapa R(k=2)T com F = T = 0, e as cores indicam o valor
da corrente J conforme definido na paleta de cores. A cor preta representa correntes nulas
e, ao comparar com as Figs. 4.2(a) e 4.3(a), observa-se que grande parte das combinações
paramétricas com essa cor estão relacionadas ao movimento caótico. As cores verde e
branca representam correntes positivas e as cores vermelha e amarela representam correntes
negativas. Comparando novamente a Fig. 4.4(a) com a Fig. 4.2(a), observa-se que os
domínios que geram valores não nulos de J estão localizados no interior das EIPs. Na Fig.
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Figura 4.4 – Espaço de parâmetros (K, γ) do mapa composto R(k=2)T com as cores indicando
o valor da corrente de partículas J calculada sobre M = 10201 condições iniciais uniforme-
mente distribuídas e N = 5 × 104 iterações após um tempo transiente ntrans = 5 × 104. As
figuras (a) e (b) mostram os resultados para T = 0, (c) e (d) para T = 10−5 e (e) e (f) para
T = 10−3. A intensidade da perturbação externa que foi utilizada em cada caso encontra-se
indicada na figura. Tais valores de F foram selecionados a fim de maximizar a área ocupada
pelas EIPs de período principal 2, conforme será discutido na Fig. 4.6.
4.4(a) nota-se que, ao longo da direção preferencial na qual as EIPs de períodos principais
1 e 2 se organizam, no sentido de crescimento dos parâmetros K e γ, o valor absoluto |J |
da corrente total aumenta em 2π para combinações paramétricas localizadas no interior
das EIPs de mesma periodicidade. Por esse motivo, a EIP de período principal 1 tende a
alterar sua cor de verde para branco e a EIP de período principal 2, por sua vez, passa de
vermelho para amarelo [45,128]. Na Fig. 4.4(b) é apresentado o caso com F = 0,4, ainda
para temperatura nula T = 0. Como esperado, ocorre a duplicação das EIPs de período
principal 2, uma vez que trata-se da composição de k = 2 MCEMs. Com essa duplicação,
obtém-se um aumento significativo da área do espaço de parâmetros na qual encontram-se
as correntes negativas.
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A Fig. 4.4(c) mostra o caso T = 10−5, utilizando F = 0. Nessa figura observa-se
que, ao considerar os efeitos do ruído térmico sobre a dinâmica do sistema, a área do
espaço de parâmetros que contribui com valores não nulos de corrente diminui. Como
verificado na Fig. 4.3(b), que mostra o valor do maior EL para o MCE com T = 10−5, a
destruição das estruturas regulares inicia-se pelas combinações paramétricas localizadas nas
antenas das EIPs, de forma que tais regiões deixam de gerar valores ótimos de corrente.
Entretanto, considerando o caso F 
= 0, apresentado na Fig. 4.4(d) para F = 0,4, é possível
obter um aumento considerável das regiões do espaço de parâmetros que dispõem correntes
negativas (regiões vermelhas e amarelas), associadas às EIPs de periodicidade m = 2 do caso
determinístico. Por outro lado, as EIPs de período principal 1 que apresentam correntes
positivas (regiões verdes e brancas) tendem a ser destruídas com o aumento da intensidade
F da perturbação, assim como a EIP de período principal 3, que não apresenta valores
significativos de corrente.
O caso com temperatura T = 10−3 e F = 0, apresentado na Fig. 4.4(e), mostra que
mesmo considerando altas intensidades de ruído as regiões mais internas das EIPs continuam
gerando correntes diferentes de zero, sendo tais regiões as únicas que apresentam movimento
regular na Fig. 4.3(d), obtida com mesmo valor de T . Nota-se também que, elevando a
temperatura de T = 10−5 para T = 10−3, a quantidade de combinações paramétricas que
geram correntes nulas aumenta consideravelmente, mostrando que as flutuações térmicas
do ambiente, quando muito intensas, podem alterar as características determinísticas do
transporte. A Fig. 4.4(f) exibe os resultados obtidos utilizando F = 0,2, mantendo a
temperatura T = 10−3. Devido à diminuição das estruturas regulares, essa intensidade da
perturbação externa é suficiente para separar as EIPs de período principal 2 e aumentar de
forma significativa as regiões do espaço de parâmetros com correntes negativas.
Para quantificar a eficiência do método de proliferação de EIPs na presença da
temperatura, propõe-se analisar a área do espaço de parâmetros do mapa composto R(k=2)T
que contém correntes negativas, comparando os casos F = 0 e F 
= 0. Com esse objetivo, o
mesmo intervalo paramétrico da Fig. 4.4 é exibido na Fig. 4.5, porém considerando apenas
as combinações paramétricas (K, γ) nas quais J < −5, indicadas pelos pontos vermelhos.
Dessa forma, a porcentagem da área do espaço de parâmetros ocupada por esses domínios,
representada por A(%), é facilmente calculada através da razão entre o número de pontos
vermelhos e o número total de pontos do espaço de parâmetros, a saber, 6,4 × 105 pontos.
As Figs. 4.5(a) e 4.5(b) mostram o caso T = 0 com F = 0 e F = 0,4, respectivamente. Para
F = 0, as combinações paramétricas que resultam em correntes J < −5 correspondem à
10,9% do espaço de parâmetros e, para F = 0,4, esse mesmo domínio corresponde à 17,8%,
gerando um aumento de 63,3%. Quando a temperatura T aumenta, o crescimento da região
com J < −5 é ainda mais significativo. As Figs. 4.5(c) (F = 0) e 4.5(d) (F = 0,4) mostram
os resultados para T = 10−5. Com essa temperatura, a área considerada aumenta de 9,8%
para 17,4%, o que significa um ganho de 77,5%. Por fim, o caso T = 10−3 é apresentado nas
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Figura 4.5 – Espaço de parâmetros (K, γ) do mapa composto R(k=2)T no qual os pontos
vermelhos indicam as combinações paramétricas que resultam em correntes J < −5. As
figuras (a) e (b) mostram os resultados para T = 0, (c) e (d) para T = 10−5 e (e) e (f) para
T = 10−3. Em cada figura encontram-se indicadas a intensidade F da perturbação externa
utilizada e a porcentagem da área do espaço de parâmetros ocupada pelos pontos vermelhos.
Figs. 4.5(e) e 4.5(f) e o crescimento da área A(%) é de 78,1%, aumentando de 3,2% (F = 0)
para 5,7% (F = 0,2).
As intensidades F da perturbação externa utilizadas nas Figs. 4.4 e 4.5, F = 0,4
para T = 0 e T = 10−5 e F = 0,2 para T = 10−3, foram escolhidas pois são as que
maximizam a região do espaço de parâmetros com correntes J < −5. Esses valores ótimos,
definidos por F̃ (T ), podem ser observados na Fig. 4.6, que mostra o comportamento da área
A(%) em função da intensidade F para as temperaturas T = 0, T = 10−5 e T = 10−3. As
curvas da Fig. 4.6 apresentam um aumento gradativo de A(%) à medida que F aumenta,
até que a intensidade da perturbação externa alcança o valor F̃ (T ), que pode variar de
acordo com a temperatura T . Após o valor ótimo F̃ (T ), ocorre um decaimento de A(%)














Figura 4.6 – Porcentagem da área do espaço de parâmetros que corresponde às combinações
paramétricas (K, γ) que geram correntes J < −5 em função da intensidade F da perturbação
externa, considerando diferentes valores de temperatura T . A área A(%) foi determinada
através da razão entre o número de combinações paramétricas com J < −5, representadas
pelos pontos vermelhos da Fig. 4.5, e o número total de pontos do espaço de parâmetros,
que corresponde a 6,4 × 105 pontos.
uma vez que perturbações Fj muito intensas podem deslocar as EIPs para fora do intervalo
considerado no espaço de parâmetros.
A partir das curvas da Fig. 4.6 também é possível determinar a diminuição da
área do espaço de parâmetros ocupada por correntes J < −5 em virtude do aumento da
temperatura. Considerando inicialmente o caso F = 0 e T = 0, o valor de A(%) é 10,9%.
Aumentando a temperatura T e mantendo F = 0, devido à destruição parcial das EIPs, a
área ocupada por regiões com correntes J < −5 corresponde à 9,8% do espaço de parâmetros
quando T = 10−5 e 3,2% quando T = 10−3, gerando uma redução de 10,1% no primeiro caso
e de 70,6% no segundo caso. Esses resultados mostram a importância do desenvolvimento
de técnicas capazes de superar os efeitos do ruído em sistemas realísticos, uma vez que
tais efeitos não podem ser negligenciados. Para isso, o método de proliferação de EIPs a
partir da adição de perturbações externas periódicas apresenta-se como uma alternativa
bastante eficiente. Comparando o valor de A(%) para F = 0 e T = 0 (10,9%) com o valor
obtido quando considerados os valores ótimos de F , ou seja, F̃ (10−5) = 0,4 e F̃ (10−3) = 0,2,
que resultam em A(%) = 17,4% e A(%) = 5,7%, respectivamente, obtém-se um ganho
de 59,6% mesmo quando T = 10−5, e um decréscimo de apenas 47,7% quando T = 10−3,
atenuando a perda considerável de 70,6% que ocorre quando F = 0. Com isso, conclui-se
que o método proposto é capaz de postergar a destruição de regiões periódicas causada pelo
ruído. Entretanto, é necessária uma análise prévia da região que deseja-se aumentar e então
deve-se escolher adequadamente o período k e a intensidade F da perturbação externa.
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4.3.2 Ativação de corrente através da perturbação periódica
A Ref. [45] mostra que, em determinada região do espaço de parâmetros do MCE,
a corrente de partículas é ativada ao invés de ser destruída quando a temperatura T
aumenta. Essa mesma região foi estudada para o mapa composto R(k=2)T e a corrente J
para cada combinação paramétrica (K, γ), calculada a partir do mesmo número de condições
iniciais M e de iterações N usados na Subseção 4.3.1, é apresentada na Fig. 4.7. Na Fig.
4.7(a), que mostra o caso T = F = 0, é possível identificar parte de uma EIP denominada
não cuspidal [84, 131]. Esse tipo de domínio periódico, juntamente com as EIPs do tipo
camarão e cuspidal, são padrões genéricos que aparecem no espaço de parâmetros de sistemas
dissipativos do tipo catraca [35]. Com o aumento da temperatura para T = 10−5 e T = 10−3,
observa-se o fenômeno da ativação de corrente nas Figs. 4.7(b) e 4.7(c), respectivamente.
Apesar da destruição de EIPs causada pelo ruído térmico, uma região com corrente negativa
é gerada em torno do ponto K = 2,5, γ = 0,85, combinação paramétrica representada pelo
círculo azul.
Além da ativação de corrente por meio do aumento da temperatura, também é
possível gerar correntes não nulas nas vizinhanças da EIP não cuspidal considerando a
perturbação periódica Fj, mesmo quando T = 0. Nas Figs. 4.7(d) e 4.7(e) o mapa R(k=2)T
novamente foi considerado, porém usando F = 0,05 e F = 0,1, respectivamente, com T = 0
para ambos os casos. Comparando a Fig. 4.7(a) com as Figs. 4.7(d) e 4.7(e) é possível
observar que, com o aumento da intensidade F da perturbação, uma grande região amarela
surge em torno do círculo azul, indicando a ativação da corrente negativa nesse domínio do
espaço de parâmetros. Entretanto, diferentemente do caso no qual a ativação ocorre por
Figura 4.7 – Espaço de parâmetros (K, γ) no qual as cores indicam o valor da corrente de
partículas J calculada para o mapa R(k=2)T , considerando um intervalo específico em que
ocorre o fenômeno da ativação da corrente negativa através do aumento da temperatura e da
intensidade da perturbação externa periódica. Os valores de F e T utilizados estão indicados
em cada figura. Em todos os casos, o círculo azul destaca o ponto (K, γ) = (2,5, 0,85).
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meio do aumento da temperatura, a EIP não cuspidal não é destruída quando apenas a
perturbação periódica é considerada. Além disso, mesmo se T 
= 0, ao adicionar o termo Fj
torna-se possível ativar a corrente negativa em grande parte do espaço de parâmetros, como
mostra a Fig. 4.7(f). Utilizando o mesmo método comparativo apresentado na Subseção
4.3.1, é possível quantificar a efetividade da ativação de corrente através da temperatura e
através da perturbação Fj. Comparando a porcentagem da área do espaço de parâmetros
ocupada por combinações paramétricas que geram correntes J < −5 nas Figs. 4.7(a) e
4.7(c), o aumento de A(%) usando apenas a ativação térmica é de 109%. No entanto,
adotando T = 10−3 e F = 0,1, caso apresentado na Fig. 4.7(f), o aumento da região com
correntes J < −5 é de 359% quando comparado ao caso T = F = 0, apresentado na Fig.
4.7(a).
A ativação de corrente por meio do aumento da temperatura ou da intensidade da
perturbação externa periódica pode ser compreendida analisando o diagrama de bifurcação
do mapa R(k=2)T que considera o comportamento assintótico das variáveis pn e p(c)n em função
do parâmetro K, como mostra a Fig. 4.8. Para construir esse diagrama, o parâmetro γ = 0,85
Figura 4.8 – Diagrama de bifurcação do mapa R(k=2)T que mostra o comportamento assintótico
das variáveis pn e p(c)n em função do parâmetro K, com γ = 0,85. Em todas as figuras, as
curvas pretas representam o caso F = T = 0 e a linha vertical azul indica o parâmetro
K = 2,5. Na figura (a), os pontos vermelhos definem o diagrama obtido com T = 10−3 e
F = 0, e as linhas verticais pretas pontilhada (K = 2,32) e tracejada (K = 2,42) indicam, de
forma aproximada, os valores de K nos quais ocorre a destruição dos atratores localizados
em p = +2π e p = 0. As curvas verdes em (b) e (c) representam o diagrama de bifurcação
do caso com temperatura nula obtido com F = 0,05 e F = 0,1, respectivamente. As figuras
(d) e (e) mostram magnificações das regiões delimitadas pelos retângulos pontilhados pretos
das figuras (b) e (c), nessa ordem.
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foi fixado e o intervalo [Kmin, Kmax] = [1,6, 3,0], no qual encontra-se a região que apresenta
ativação de corrente, foi dividido em 103 partes iguais. Para cada combinação paramétrica
(K, γ = 0,85) foram selecionadas 25 condições iniciais que encontram-se uniformemente
distribuídas no intervalo [x(c)0min , x
(c)




0max ] = [−2π, 2π]. Após um tempo transiente
ntrans = 5 × 106, as curvas do diagrama foram obtidas considerando 20 iterações de cada
trajetória. O caso F = T = 0 é representado, em todas as figuras, pelas curvas pretas. Os
pontos vermelhos da Fig. 4.8(a) representam o caso T = 10−3 com F = 0. Esse diagrama
revela a coexistência de mais de um atrator para uma mesma combinação paramétrica,
sendo essa propriedade conhecida como multiestabilidade. A Fig. 4.8(a) mostra que o
atrator localizado em p = +2π é destruído quando K ≈ 2,32, valor indicado pela linha
vertical pontilhada de cor preta. Para K ≈ 2,42, parâmetro indicado pela linha vertical
tracejada preta, todos os atratores posicionados simetricamente em torno de p = 0 são
destruídos. Dessa forma, resta apenas o atrator de período 2 localizado em torno de p = −2π,
responsável por gerar a corrente de valor negativo J = −2π nessa região do espaço de
parâmetros. A linha vertical azul indica o parâmetro K = 2,5, mostrando que para a
combinação paramétrica K = 2,5, γ = 0,85, representada na Fig. 4.7 pelo círculo azul, resta
apenas o atrator localizado em p = −2π quando T = 10−3, justificando assim a ativação
térmica da corrente negativa pela quebra da simetria dos atratores na direção do momento.
Analisando o diagrama de bifurcação do mapa R(k=2)T com temperatura nula e F 
= 0,
representado nas Figs. 4.8(b), 4.8(c), 4.8(d) e 4.8(e) pelas curvas verdes, é possível verificar
que nenhum atrator é destruído e que a corrente negativa surge através do nascimento de
um novo atrator localizado em torno de p = −2π quando K ≈ 2,29, como mostra a Fig.
4.8(b), obtida usando F = 0,05, e a Fig. 4.8(d), que corresponde a uma magnificação da
região delimitada pelo retângulo pontilhado preto da Fig. 4.8(b). Com o nascimento de um
novo atrator na parte negativa do momento, a corrente J se torna negativa mesmo que o
atrator localizado em torno de p = +2π não seja destruído. Aumentando a intensidade da
perturbação para F = 0,1, os dois atratores localizados em torno de p = −2π se afastam,
como mostram as Figs. 4.8(c) e 4.8(e), essa última sendo uma ampliação da região delimitada
pelo retângulo pontilhado preto da Fig. 4.8(c). A separação desses atratores ao longo da
direção do parâmetro K explica a ativação da corrente negativa ao longo da direção horizontal
do espaço de parâmetros (K, γ), como mostram as Figs. 4.7(d) e 4.7(e), também obtidas
usando F = 0,05 e F = 0,1, respectivamente.
4.4 Duplicação de estruturas periódicas em sistemas a tempo contínuo
A forma mais usual de descrever a dinâmica de um sistema físico é por meio de
equações diferenciais. Considerando um sistema no qual o tempo t varia continuamente,
sua evolução temporal é definida por
dr(t)
dt
= fi[r(t)], (i = 1, . . . ,D), (4.16)
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sendo r(t) um vetor de dimensão D. A Eq. (4.16) é um sistema dinâmico visto que, para
qualquer estado inicial r(0), é possível resolver as D equações diferenciais para obter o
estado futuro r(t) em um tempo t > 0. É comum na literatura se referir a sistemas a tempo
contínuo como fluxos.
Nos capítulos anteriores, a proliferação de EIPs foi estudada para sistemas discretos
e demonstrou-se que o número de EIPs geradas no espaço de parâmetros está diretamente
relacionado aos k atratores criados pela composição de k mapas modificados por um
parâmetro externo Fj, cujo período é k. No caso de sistemas a tempo contínuo o processo é
diferente, visto que não ocorrem iterações discretas e, consequentemente, também não ocorre
a sucessiva composição de sistemas modificados por um termo periódico. Para que um
sistema a tempo contínuo seja perturbado periodicamente, deve-se adicionar ao modelo uma
função contínua periódica, sendo a adição desse termo perturbativo insuficiente para gerar
novos atratores no espaço de fases. Dessa forma, a multiplicação de EIPs ocorre apenas em
regiões do espaço de parâmetros que apresentam a propriedade de multiestabilidade, uma
característica de sistemas dissipativos que consiste na existência de dois ou mais atratores
para um mesmo conjunto de parâmetros de controle. Sendo assim, deve-se adicionar ao
sistema uma função adequada capaz de mover em direções opostas os diferentes atratores
encontrados no espaço de fases, ocasionando a separação dos domínios periódicos que
encontram-se sobrepostos no espaço de parâmetros. Esse método será desenvolvido nas
próximas subseções utilizando como exemplos dois sistemas físicos completamente distintos:
a equação de Langevin e o circuito eletrônico de Chua.
Como visto na Seção 4.1, um modelo matemático que simula determinado fenômeno
físico deve considerar os efeitos perturbativos do ambiente. Para isso, torna-se necessário
adicionar ao modelo uma variável aleatória g(t) que dá origem a um sistema dinâmico
estocástico. Como soluções analíticas exatas para essa classe de sistemas não podem
ser encontradas, lança-se mão de algoritmos numéricos. No caso de equações diferenciais
determinísticas, o método de integração mais utilizado é o método de Runge-Kutta de quarta
ordem (RKIV) [132]. No entanto, para equações diferenciais estocásticas, esse método não
pode ser aplicado diretamente pois a variância da função g(t) pode ser infinita, de forma que
o RKIV deve ser aperfeiçoado. Com esse objetivo, alguns algoritmos foram desenvolvidos
nas últimas décadas para resolver numericamente equações diferenciais perturbadas por
diferentes tipos de ruído [133–136].
O método de integração utilizado nesta seção é o Runge-Kutta Estocástico de quarta
ordem (RKEIV), apresentado na Ref. [135] para ruídos que seguem a distribuição normal e na
Ref. [136] para ruídos coloridos, os quais apresentam algum tipo de correlação temporal. Para
integrar numericamente uma equação diferencial estocástica cuja variável aleatória g(t) é um
ruído normal, isto é, distribuído conforme a densidade de probabilidade (4.2) e que satisfaz
as condições 〈g(t)〉 = 0 e 〈g(t)g(t′)〉 = 2Dδ(t−t′), o algoritmo RKEIV adiciona ao RKIV, em
cada etapa da integração, termos proporcionais a
√
DΔt[ciψ1(t) + diψ2(t)], com i = 1, . . . , 4,
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sendo D a intensidade do ruído, Δt o passo de integração, ci e di constantes e ψ1(t) e ψ2(t)
variáveis aleatórias normalmente distribuídas com 〈ψi(t)〉 = 0 e 〈ψi(t)ψi(t′)〉 = δ(t − t′),
sendo i = 1, 2 [135,136].
4.4.1 A equação de Langevin
Um sistema a tempo contínuo capaz de simular catracas clássicas pode ser obtido a
partir da equação de Langevin (4.1), separando as partes espacial e temporal da força não
dissipativa proveniente do potencial U(x, t). Sendo assim, esse termo pode ser interpretado
como a soma entre uma força oriunda de um potencial que depende apenas da posição x
da partícula e uma força periódica em t, essa última responsável por tirar o sistema do
equilíbrio. Considerando uma partícula de massa μ = 1, as equações diferenciais estocásticas
que modelam esse sistema são dadas por:
v̇ = −νv + κF(x) + Bsen(ωt) + Ω(t),
ẋ = v.
(4.17)
Na Eq. (4.17), o parâmetro κ controla a altura do potencial, B controla a intensidade da
força externa periódica e ν é o coeficiente de viscosidade do meio. A força F(x) é derivada
de um potencial de período L, tal que F(x + L) = F(x). Por sua vez, a força Bsen(ωt) tem
frequência ω e período τ = 2π. Os resultados apresentados nesta subseção foram obtidos
escolhendo uma função F(x) assimétrica do tipo
F(x) = 0,7sen(2x) + cos(x), (4.18)
de forma que a equação de Langevin (4.17) que simula o efeito catraca pode ser reescrita
como
v̇ = −νv + κ[0,7sen(2x) + cos(x)] + Bsen(ωt) + Ω(t),
ẋ = v.
(4.19)
A função Ω(t) é um ruído normal com média 〈Ω(t)〉 = 0 e satisfaz o teorema flutuação-
dissipação (4.9). Dessa forma, do ponto de vista prático, a intensidade D do ruído utilizada
no método RKEIV é D = νkBT , sendo kB = 1. Em todas as simulações numéricas os
parâmetros κ e ω foram fixados em κ = 5 e ω = 1, e o espaço de parâmetros (B, χ = e−ν)
da Eq. (4.19) foi construído utilizando uma grade de 800 × 800 pontos equidistantes.
Nos diagramas da Fig. 4.9, as cores representam o valor da corrente de partículas Jc
do caso contínuo, calculada através da média da velocidade v(t) sobre as condições iniciais e
sobre o tempo. Para obter Jc, foram escolhidas 625 condições iniciais igualmente distribuídas
no intervalo [x(0)min, x(0)max] = [v(0)min, v(0)max] = [−2π, 2π] e a média temporal foi
calculada sobre um tempo de integração t = 1256638Δt após descartar um transiente
t = 94248Δt, com Δt = 10−2. A Fig. 4.9(a) apresenta o caso com temperatura nula, e o
valor da corrente é definido pela paleta de cores. Nessa figura observa-se que as combinações
paramétricas que geram correntes nulas predominam, exceto em três regiões nas quais
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Figura 4.9 – Espaço de parâmetros (B, χ) da equação de Langevin (4.19) para κ = 5 e
ω = 1, com as cores indicando o valor da corrente Jc. A figura (a) mostra o caso sem a
força externa (4.20) e com temperatura nula. As figuras (c) e (e) são magnificações das
regiões da figura (a) delimitadas pelos retângulos ciano e amarelo, respectivamente, porém
usando T = 10−4. As figuras (b), (d) e (f) foram obtidas adicionando a força externa (4.20),
com intensidade F = 0,3, à equação de Langevin (4.19). O caso com temperatura nula é
apresentado em (b) enquanto (d) e (f) mostram os efeitos do ruído térmico sobre as JPs
destacadas pelos retângulos violeta e vermelho da figura (b), nessa ordem, usando T = 10−4.
são encontradas correntes positivas de magnitude pequena, representadas pela cor verde.
Esses domínios serão denominados Janelas Periódicas (JPs) pois, apesar de originarem
trajetórias periódicas no espaço de fases, não possuem as mesmas propriedades das EIPs
descritas na Seção 3.3. No entanto, assim como as EIPs, as JPs também são destruídas
pelo ruído térmico, de forma que as regiões do espaço de parâmetros que geram correntes
não nulas diminuem à medida que a intensidade T da temperatura aumenta. Os efeitos da
temperatura sobre esses domínios periódicos são demonstrados nas Figs. 4.9(c) e 4.9(e) para
as JPs destacadas, respectivamente, pelos retângulos ciano e amarelo da Fig. 4.9(a), usando
T = 10−4.
Para aumentar a área do espaço de parâmetros que disponibiliza correntes de
partículas não nulas, deve-se adicionar à equação de Langevin (4.19) uma nova força externa
periódica F (t). No entanto, a média temporal de F (t) calculada ao longo de um ciclo deve
ser nula para não gerar movimento em uma direção preferencial. Sendo assim, uma função
que satisfaz tais condições é
F (t) = F cos(2t). (4.20)
De forma intencional, a força externa F (t) foi definida com uma frequência ω′ diferente
da frequência ω da força Bsen(ωt) e também com uma diferença de fase 2π, a fim de que
a simetria temporal da força externa total da equação de Langevin (4.19) seja quebrada.
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O efeito dessa quebra de simetria é apresentado na Fig. 4.9(b), para T = 0, usando uma
força externa com intensidade F = 0,3. Como resultado, obtém-se um aumento significativo
da área do espaço de parâmetros que apresenta valores não nulos para a corrente. Mesmo
quando os efeitos do ruído térmico são considerados, adotando T = 10−4, esse ganho continua
sendo relevante, como mostram as Figs. 4.9(d) e 4.9(f) que são magnificações das JPs
destacadas na Fig. 4.9(b) pelos retângulos violeta e vermelho, respectivamente.
Simulações adicionais realizadas em outros intervalos do espaço de parâmetros
(B, χ) mostraram que não é possível duplicar todas as JPs quando a força externa (4.20) é
adicionada à equação de Langevin. A duplicação apenas ocorre nos domínios que apresentam
multiestabilidade e é resultado da quebra da simetria da força externa ao sistema. Para
explicar o procedimento de multiplicação de JPs em sistemas a tempo contínuo, o mesmo
intervalo do espaço de parâmetros (B, χ) da Fig. 4.9 foi considerado, porém substituindo
o valor da corrente Jc pelo número de atratores periódicos encontrados para uma mesma
combinação paramétrica. Esse resultado é apresentado na Fig. 4.10(a) para o sistema sem a
força externa F (t), e o número de atratores periódicos em cada região é indicado na paleta
de cores. Para construir esse espaço de parâmetros, o intervalo estudado foi dividido em uma
grade de 800×800 pontos e, para cada par de parâmetros (B, χ), a média temporal 〈v(t)〉 da
velocidade foi calculada para 25 trajetórias cujas condições iniciais encontram-se distribuídas
igualmente no intervalo [x(0)min, x(0)max] = [v(0)min, v(0)max] = [−2π, 2π]. Comparando o
valor de 〈v(t)〉 obtido para cada trajetória é possível identificar atratores periódicos distintos
e contabilizá-los. As regiões nas quais encontram-se apenas atratores caóticos são facilmente
reconhecidas pelo valor do maior EL, e são indicadas na Fig. 4.10(a) pela cor cinza.
Ao efetuar uma comparação entre as Figs. 4.9(a) e 4.10(a), percebe-se que apenas
regiões com pelo menos três atratores periódicos geram correntes não nulas. As regiões da
Fig. 4.10(a) preenchidas pelas cores azul e laranja, apesar de serem periódicas, não geram
valores significativos de corrente pois os atratores estão posicionados simetricamente em
torno de v(t) = 0. Para explicar a origem do valor pequeno de Jc dentro das JPs, os três
atratores periódicos encontrados para B = 7,1 e χ = 0,865 são apresentados na Fig. 4.10(c),
sendo a localização dessa combinação paramétrica indicada pela seta preta da Fig. 4.10(a).
É possível observar que o atrator azul encontra-se posicionado simetricamente em v(t) = 0,
de forma que a média temporal de uma trajetória sobre esse atrator é 〈v(t)〉 = 0. Por outro
lado, trajetórias que convergem para os atratores verde e vermelho têm médias temporais
〈v(t)〉 = 2 e 〈v(t)〉 = −2, respectivamente. No entanto, ao investigar a bacia de atração
dessa combinação paramétrica escolhendo 160801 condições iniciais (x(0), v(0)) igualmente
distribuídas no intervalo [−2π, 2π], verifica-se que 44,21% das condições iniciais convergem
para o atrator azul, 28,93% convergem para o atrator verde e 26,86% convergem para o
atrator vermelho. Como as trajetórias pertencentes ao atrator azul não contribuem para o
cálculo de Jc e a bacia de atração do atrator verde, cuja média temporal 〈v(t)〉 é positiva,
é sensivelmente maior que a bacia de atração do atrator vermelho, a corrente resultante é
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Figura 4.10 – As figuras (a) e (b) mostram o espaço de parâmetros (B, χ) da equação de
Langevin (4.19), para κ = 5 e ω = 1, com as cores representando o número de atratores
periódicos encontrados para cada combinação paramétrica, exceto na região cinza que contém
apenas atratores caóticos. Em (a) foi utilizada a equação de Langevin sem a força externa
(4.20), e em (b) essa força foi considerada com intensidade F = 0,3, ambos os casos com
temperatura nula. O espaço de fases do caso exibido na figura (a), considerando B = 7,1 e
χ = 0,865 (seta preta), é apresentado em (c) e é constituído por três atratores periódicos
diferentes, indicados pelas linhas azul, verde e vermelha. Os círculos pretos representam o
valor máximo da velocidade v(t) encontrado nos atratores verde e vermelho, e a figura (d)
mostra o aumento da distância d entre esses círculos à medida que a intensidade F da força
externa (4.20) cresce, indicando a separação dos atratores no espaço de fases.
positiva e de valor Jc ≈ 0,041293.
Ao adicionar a força externa (4.20) à equação de Langevin, utilizando F = 0,3,
ocorrem alterações no número de atratores periódicos dentro das JPs, como é possível
observar no espaço de parâmetros da Fig. 4.10(b). A Fig. 4.10(d) mostra a distância d entre
os valores máximos da velocidade v(t) encontrados para os atratores verde e vermelho da Fig.
4.10(c), sendo esses valores indicados pelos círculos pretos. Observa-se que d aumenta com o
valor de F , sinalizando a separação desses atratores no espaço de fases. Como consequência
dessa separação, na Fig. 4.10(b) é possível notar que os três atratores são encontrados
simultaneamente apenas para combinações paramétricas que situam-se na parte central da
JP correspondente, indicada pela seta preta na Fig. 4.10(a), visto que apenas essa região
continua sendo representada pela cor vermelha quando a força externa (4.20) é adicionada.
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No entanto, na parte superior e na parte inferior dessa mesma JP, a cor laranja indica que
apenas dois estados estacionários distintos são encontrados para uma mesma combinação
paramétrica: os atratores azul e vermelho da Fig. 4.10(c) coexistem na parte superior e
os atratores azul e verde da Fig. 4.10(c) coexistem na parte inferior. Com isso, a parte
superior da JP é caracterizada por uma corrente de partículas negativa, representada pela
cor vermelha nas Figs. 4.9(b) e 4.9(d). Por outro lado, na parte inferior obtém-se um
valor positivo para Jc, que é representado pela cor azul nessas mesmas figuras. Percebe-se
que, além do aumento da área das JPs, a separação dos atratores periódicos com médias
temporais 〈v(t)〉 opostas gera valores absolutos de corrente muito maiores, o que torna-se
evidente ao observar a diferença de tonalidade das cores que preenchem as Figs. 4.9(a) e
4.9(b). Comparando essas duas figuras, o aumento da área do espaço de parâmetros ocupada
por correntes cujo valor absoluto é |Jc| > 0,1 é de 85% quando a força externa (4.20) é
adicionada à equação de Langevin (4.19), considerando uma intensidade F = 0,3.
4.4.2 O circuito de Chua
O circuito de Chua foi proposto originalmente por Leon Ong Chua [42], em 1983,
para demonstrar a existência do comportamento caótico em experimentos reais. Esse circuito
eletrônico, representado esquematicamente na Fig. 4.11, é composto por um resistor R e
por três elementos de armazenamento de energia: dois capacitores, C1 e C2, e um indutor,
Figura 4.11 – Representação do circuito de Chua com realimentação contendo um resistor
R, dois capacitores, C1 e C2, e um indutor L ligado em série com o forçamento F (x). As
variáveis x e y representam as tensões nos capacitores C1 e C2, respectivamente, e a variável
z é a corrente que atravessa o indutor. Os números 1, 2 e 3 indicam as malhas do circuito e
as letras A e B representam os nós. Figura retirada da Ref. [137].
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indicado pela letra L, cuja resistência interna é rL. As variáveis x, y e z representam as
tensões nos capacitores C1 e C2 e a corrente que passa pelo indutor L, respectivamente.
A não linearidade do circuito está presente no dispositivo denominado diodo de Chua, e
a corrente id(x) é uma função linear por partes baseada nas características elétricas desse
dispositivo. A dinâmica desse sistema pode ser modificada periodicamente ao adicionar um
dispositivo que realimenta a tensão do capacitor C1, ligando-o em série com o indutor do
circuito, como mostra a Fig. 4.11 [137,138]. Os efeitos de uma realimentação periódica e
assimétrica F (x) foram analisados na Ref. [137], propondo uma função definida por
F (x) = A[sen(x) + F cos(x)],
que é assimétrica quando F 
= 0 e  
= 1, sendo A a amplitude de realimentação e F a
amplitude da parte assimétrica.
O sistema de equações diferenciais que descreve a dinâmica do circuito de Chua com
realimentação é obtido através das leis de Kirchhoff, considerando as tensões e as correntes
nas malhas 2 e 3 e nos nós A e B da Fig. 4.11. Dessa forma, obtém-se [137]
ẋ = dx
dt

























Fazendo A → 0, o forçamento F (x) tende a zero e então obter-se-á o circuito de Chua
original [30, 32, 139], sem realimentação. Esse conjunto de equações diferenciais pode ser
simplificado e adimensionalizado a partir de uma escolha adequada de variáveis paramétricas,
possibilitando a redução do número de parâmetros sem alterar o comportamento do sistema.
As novas variáveis X, Y e Z do sistema são obtidas através das variáveis antigas pelas relações
X = x/Bp, Y = y/Bp e Z = zR/Bp, sendo Bp um parâmetro relacionado à inclinação da
curva id(x), tendo dimensão de tensão. Os novos parâmetros são α = C2/C1, β = R2C2/L,
ζ = RrLC2/L, t̃ = t/RC2 e I(X) = id(x)R/Bp. Com isso, obtém-se um novo conjunto de
variáveis X, Y, Z de forma que o sistema denominado Circuito de Chua Adimensional com
Realimentação (CCAR) é descrito por [137,140]:
Ẋ = dX
dt̃
= α [Y − X − I(X)] ,
Ẏ = dY
dt̃
= X − Y + Z,
Ż = dZ
dt̃





F (X) + Ψ(t̃).
(4.22)
A função linear por partes é dada por I(X) = c2X + 12(c1 − c2)(|X + 1| − |X − 1|), com
c1 e c2 sendo parâmetros de controle. Com a adimensionalização do sistema, o forçamento
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periódico assimétrico se torna
F (X) = A[sen(BpX) + F cos(BpX)]. (4.23)
No CCAR (4.22), a função aleatória Ψ(t̃) descreve os efeitos do ruído inerente ao sistema e
obedece à distribuição normal, tal que 〈Ψ(t̃)〉 = 0 e 〈Ψ(t̃)Ψ(t̃′)〉 = 2Dδ(t̃ − t̃′), sendo D a
intensidade do ruído. Como não existe uma relação direta entre os efeitos dissipativos do
circuito e a temperatura, para o CCAR não é válido o teorema flutuação-dissipação (4.9).
Sendo assim, Ψ(t̃) pode abranger os diferentes tipos de ruído que influenciam as propriedades
eletrônicas do sistema. Os resultados apresentados nesta subseção foram obtidos fixando os
parâmetros β = 50, c1 = −1,13996128, c2 = −0,7120006131, A = 0,01, Bp = 2,2 e  = 3.
Os parâmetros α e ζ, assim como a intensidade F do termo assimétrico de F (X), foram
variados.
No caso do CCAR, as regiões regulares existentes no espaço de parâmetros (α, ζ)
são EIPs do tipo camarão [30, 56]. Para esse sistema, o aumento da área ocupada por
uma EIP é de grande importância pois, caso isso ocorra, crescem as chances de reproduzir
experimentalmente a dinâmica observada numericamente para uma combinação paramétrica
localizada em uma dessas estruturas, uma vez que o resultado experimental pode ser alterado
devido aos efeitos do ruído e às imprecisões das especificações dos dispositivos eletrônicos
utilizados. Para multiplicar as EIPs, torna-se necessário inicialmente identificar os domínios
que apresentam multiestabilidade. Com esse objetivo, a Fig. 4.12 apresenta o espaço de
parâmetros (α, ζ) construído a partir de uma grade de 900 × 900 pontos, sendo o número de
atratores periódicos em cada região indicado pelas cores. Os diferentes atratores periódicos
de uma mesma combinação paramétrica foram identificados comparando o valor do menor
EL λ3 obtido para 64 trajetórias cujas condições iniciais foram escolhidas uniformemente no
intervalo [Xmin, Xmax] = [Ymin, Ymax] = [Zmin, Zmax] = [−0,2, 0,2]. O valor do menor EL foi
analisado pois trata-se da quantidade que apresenta maior variação quando as trajetórias
convergem para diferentes estados assintóticos, permitindo diferenciar os atratores com
maior precisão. Os ELs foram calculados utilizando um tempo de integração t̃ = 5 × 106Δt̃
após descartar um transiente de mesmo tamanho, sendo Δt̃ = 10−2. O resultado do caso
sem ruído (D = 0) é apresentado na Fig. 4.12(a) com F = 0, ou seja, considerando um
forçamento periódico composto apenas pelo termo F (X) = Asen(BpX). As regiões nas
quais somente um atrator periódico é encontrado são indicadas pela cor azul, enquanto as
regiões laranjas apresentam multiestabilidade. As combinações paramétricas representadas
pela cor cinza, por sua vez, dão origem à dinâmica caótica, que durante o procedimento
numérico pode ser identificada pelo valor do maior EL λ1. A Fig. 4.12(c) mostra os dois
atratores periódicos que são encontrados no espaço de fases (X, Y, Z) para α = 24,06 e
ζ = −0,31, combinação de parâmetros localizada na EIP indicada pela seta preta da Fig.
4.12(a).
Admitindo valores F 
= 0 para a Eq. (4.23), obter-se-á um forçamento periódico
assimétrico em X que quebra a simetria do sistema nessa direção do espaço de fases,
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Figura 4.12 – As figuras (a) e (b) mostram o espaço de parâmetros (α, ζ) do CCAR (4.22),
com a cor cinza indicando a existência de atratores caóticos e as demais cores represen-
tando o número de atratores periódicos encontrados para cada combinação paramétrica.
Considerando o caso sem ruído (D = 0), os diagramas (a) e (b) foram obtidos utilizando o
forçamento (4.23) com F = 0 e F = 0,3, respectivamente. Na figura (c), os dois atratores
periódicos encontrados em (α, ζ) = (24,06, −0,31), ponto do espaço de parâmetros indicado
pela seta preta da figura (a), são representados no espaço de fases pelas curvas azul e
vermelha. Em (d) é possível verificar o movimento relativo entre esses atratores em função
da intensidade F , sendo d a distância na direção X do espaço de fases entre os círculos
pretos da figura (c), que representam o valor máximo obtido para a variável Z em cada
atrator.
possibilitando a separação dos atratores periódicos da Fig. 4.12(c). Considerando o espaço
de parâmetros do CCAR com F = 0,3, caso apresentado na Fig. 4.12(b), observa-se que
somente as EIPs laranjas da Fig. 4.12(a) são duplicadas. A multiplicação de uma EIP com
dois atratores periódicos do caso F = 0 origina duas EIPs com apenas um atrator periódico
quando F = 0,3, sendo essas novas EIPs representadas pela cor azul na Fig. 4.12(b). O
forçamento F (X) assimétrico gera um movimento relativo entre os atratores, como mostra
a Fig. 4.12(d) na qual d é a distância na direção X do espaço de fases entre os círculos
pretos da Fig. 4.12(c), que representam o valor máximo de Z de cada atrator. O gráfico
da Fig. 4.12(d) mostra que os atratores se afastam à medida que F aumenta até que, para
F ≈ 0,20, não é mais possível encontrá-los para uma mesma combinação paramétrica.
Após identificar as EIPs que apresentam multiestabilidade e duplicá-las considerando
o termo assimétrico do forçamento F (X), a próxima etapa consiste em verificar a eficiência
desse procedimento na presença de ruído. Para isso, uma magnificação da região da Fig.
4.12(a) delimitada pelo retângulo pontilhado preto é apresentada na Fig. 4.13, utilizando
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Figura 4.13 – Espaço de parâmetros (α, ζ) do CCAR (4.22) com as cores representando o
valor do maior EL λ1. O intervalo paramétrico considerado corresponde à região delimitada
pelo retângulo pontilhado preto da Fig. 4.12(a). Os valores utilizados para a intensidade F
do termo assimétrico de F (X) e para a intensidade D do ruído foram: (a) F = 0, D = 0,
(b) F = 0,2, D = 0, (c) F = 0, D = 10−5 e (d) F = 0,2, D = 10−5. O retângulo pontilhado
azul da figura (a) delimita a região do espaço de parâmetros considerada para quantificar o
aumento da área regular obtido ao duplicar as EIPs que apresentam multiestabilidade.
uma grade de 103 × 103 pontos. Nesse caso, as cores representam o maior EL λ1 para cada
combinação paramétrica (α, ζ), calculado para um tempo de integração t̃ = 5 × 106Δt̃ após
um transiente de t̃ = 2 × 106Δt̃. As regiões regulares, domínios nos quais λ1 ≤ 0, são
preenchidas pelas cores preta, cinza e branca. As combinações paramétricas que geram
movimento caótico (λ1 > 0), por sua vez, são indicadas pelas cores amarela e vermelha,
e correspondem à região cinza da Fig. 4.12(a). O espaço de parâmetros do CCAR sem
ruído é apresentado nas Figs. 4.13(a) e 4.13(b), construídas utilizando F = 0 e F = 0,2,
respectivamente. Nessas figuras é possível observar novamente que apenas as EIPs que
apresentam multiestabilidade são duplicadas. No entanto, a região periódica encontrada
no centro da Fig. 4.13(a) é parcialmente destruída quando F 
= 0, uma vez que nessa EIP
existe apenas um atrator4. É possível quantificar o aumento da área regular, ou seja, na
qual λ1 ≤ 0, considerando a seção do espaço de parâmetros delimitada na Fig. 4.13(a)
pelo retângulo pontilhado azul, que exclui grandes EIPs que contêm apenas um atrator.
Comparando essa mesma região nas Figs. 4.13(a) e 4.13(b), o aumento foi de 52,6% quando
F = 0,2. Considerando os efeitos do ruído na dinâmica do CCAR, definindo uma intensidade
4 A região periódica encontrada na parte central da Fig. 4.13(a) constitui uma das antenas de uma EIP
cujo corpo principal pertence a outro intervalo paramétrico.
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D = 10−5, obtêm-se as Figs. 4.13(c) e 4.13(d) que representam os casos F = 0 e F = 0,2,
respectivamente. Mesmo o ruído sendo responsável pela destruição de grande parte das EIPs,
a utilização do termo assimétrico do forçamento (4.23) gera um aumento de 57,8% na região
periódica, considerando novamente a mesma seção do espaço de parâmetros delimitada pelo
retângulo pontilhado azul da Fig. 4.13(a).
4.5 Conclusões parciais
Ao adicionar a perturbação Fj de período k ao MC, observa-se que as regras já
estabelecidas nos Capítulos 2 e 3 são corroboradas, de forma que a razão η = m/k entre
o período principal m da EIP e o período k da perturbação externa deve ser um número
inteiro para que ocorra a proliferação de estruturas periódicas no espaço de parâmetros.
Caso contrário, o novo período principal da EIP será m′ = km, e o domínio regular não
será multiplicado. Adotando esse mesmo procedimento, porém para o caso estocástico, é
possível aumentar a área do espaço de parâmetros com correntes J < −5 em 77,5% para
T = 10−5 e em 78,1% para T = 10−3. Ademais, os resultados da Subseção 4.3.2 mostram
que a criação de um novo atrator, que ocorre devido à composição dos mapas modificados
pela perturbação externa Fj, pode ativar correntes não nulas em determinadas regiões do
espaço de parâmetros que apresentam multiestabilidade.
No caso de sistemas a tempo contínuo, apenas as estruturas periódicas multiestáveis
podem ser multiplicadas. Para isso, é necessário adicionar ao modelo uma função periódica
capaz de quebrar a simetria da perturbação externa ao sistema. No caso da equação
de Langevin, a simetria temporal da força externa foi quebrada ao adicionar o termo
F (t) = F cos(2t). Com o aumento da intensidade F , os atratores são separados na direção
v(t) do espaço de fases, dando origem a JPs que apresentam valores opostos de corrente
no espaço de parâmetros. Com essa separação foi possível aumentar em 85% a área que
disponibiliza correntes cujo valor absoluto é maior do que 0,1. Para o CCAR, os atratores
têm simetria nas variáveis X, Y, Z, e apenas são separados no espaço de fases quando o
termo F cos(3BpX) é adicionado à função F (X). Dessa forma, é possível separar EIPs
multiestáveis no espaço de parâmetros e obter um aumento da área na qual λ1 ≤ 0 de 57,8%,
mesmo quando os efeitos do ruído são considerados.
Capítulo 5
Explorando ilhas conservativas de sistemas com ruído
Ao contrário dos sistemas dissipativos, os conservativos têm como propriedade
fundamental a conservação do volume do espaço de fases. Uma classe especial de sistemas
conservativos é a formada pelos sistemas Hamiltonianos, que podem descrever diversas
situações físicas como, por exemplo, a dinâmica dos corpos celestes, as trajetórias das linhas
de campo magnético em plasmas, as propriedades de mistura em fluidos e o espalhamento
caótico, tanto o caso clássico como o quântico. Considerando que a dinâmica de sistemas
Hamiltonianos é fundamentalmente diferente da dinâmica de sistemas dissipativos, é impor-
tante dedicar uma parte desta tese para investigar como o ruído modifica as propriedades
gerais desses sistemas.
O principal objetivo deste capítulo é identificar os efeitos da adição de ruído na
dinâmica de sistemas Hamiltonianos a fim de testar a robustez dos resultados determinísticos.
Do ponto de vista físico, o ruído é capaz de incorporar ao modelo perturbações que foram
negligenciadas em uma primeira descrição do sistema. Inicialmente, uma breve revisão
bibliográfica sobre o formalismo de Hamilton será apresentada, na qual conceitos como
variáveis ação-ângulo, integrabilidade, teorema KAM e efeito stickiness são abordados.
Na sequência, serão apresentados os principais resultados obtidos ao estudar os efeitos do
ruído através da adição de uma sequência de números aleatórios à dinâmica do mapa de
Chirikov-Taylor, mais conhecido na literatura como mapa padrão. Para compreender os
diferentes comportamentos dinâmicos desse modelo, foram calculadas quantidades como a
estatística dos tempos de recorrência, o maior EL e a área do espaço de fases ocupada pela
trajetória em função do número de iterações.
5.1 Introdução à dinâmica Hamiltoniana
A dinâmica de um sistema Hamiltoniano com N graus de liberdade é descrita
por uma função escalar H(q, p, t), denominada função Hamiltoniana do sistema, sendo
q = (q1, q2, . . . , qN) e p = (p1, p2, . . . , pN) as coordenadas e os momentos generalizados,
respectivamente. Para determinar as funções q(t) e p(t) que descrevem a evolução temporal
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das coordenadas e dos momentos generalizados e definem as trajetórias do sistema no espaço
de fases Γ de dimensão 2N , é necessário resolver o conjunto de 2N equações diferenciais de
primeira ordem conhecidas como equações de Hamilton, definidas por
q̇ = ∂H(q, p, t)
∂p
, ṗ = −∂H(q, p, t)
∂q
, (5.1)
nas quais o ponto representa a derivada temporal. Um caso especial desse formalismo ocorre
quando a função Hamiltoniana não apresenta dependência temporal de forma explícita, sendo
H = H(q(t), p(t)). Nesse caso, a derivada parcial ∂H/∂t é nula e o sistema é denominado
autônomo. Como consequência, o valor da função Hamiltoniana H permanece constante






















Desse modo, sendo a função Hamiltoniana equivalente à energia total E do sistema, conclui-se
que no caso autônomo a energia é uma quantidade conservada.
Em algumas situações, dependendo das coordenadas generalizadas q escolhidas, a
resolução das equações de movimento de Hamilton pode se tornar complexa. No entanto,
uma transformação do conjunto das coordenadas e momentos generalizados qi e pi em um
novo conjunto formado por q̃i e p̃i, sendo i = 1, . . . , N , pode tornar essa tarefa trivial, desde
que q̃i = q̃i(qi, pi, t) e p̃i = p̃i(qi, pi, t) constituam uma transformação canônica, ou seja, uma
transformação de coordenadas que preserva a forma das equações de Hamilton. Para isso, é
necessário que exista alguma função H̃(q̃, p̃, t) tal que as equações de Hamilton em termos
das novas coordenadas sejam descritas por [141]
dq̃
dt





= −∂H̃(q̃, p̃, t)
∂q̃
. (5.3)
Transformações canônicas são obtidas através de funções geradoras G, de forma que G deve
ser função de pelo menos uma variável nova (q̃ ou p̃) e uma antiga (q ou p).
Uma abordagem mais compacta e elegante do formalismo Hamiltoniano, conhecida
como notação simplética, pode ser introduzida a fim de evidenciar algumas relações de
simetria inerentes a esses sistemas [142]. Considere inicialmente a matriz M de dimensão







sendo ON a matriz nula de dimensão N × N e IN a matriz identidade de mesma dimensão.
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então as Eqs. (5.1) podem ser representadas pela seguinte expressão:
dx̃
dt
= M · ∂H
∂x̃
. (5.6)
Uma transformação de coordenadas e momentos generalizados x̃ = (q, p) → X̃ = (q̃, p̃) é
canônica se satisfaz a equação
dX̃
dt
= M · ∂H̃
∂X̃
, (5.7)




= J · dx̃
dt
, (5.8)
na qual Jij = ∂Xi/∂xj é a matriz Jacobiana da transformação. Substituindo a Eq. (5.6) na
Eq. (5.8), é possível mostrar que [142]
dX̃
dt
= JMJT · ∂H
∂X̃
, (5.9)
sendo JT a matriz transposta de J. Ao comparar as Eqs. (5.7) e (5.9), percebe-se que
a estrutura do sistema Hamiltoniano é conservada e, consequentemente, a transformação
proposta é canônica se a matriz J for simplética, ou seja, se obedece à condição
JMJ
T = M. (5.10)
O módulo do determinante de uma matriz simplética é igual a unidade, visto que, da Eq.
(5.10),
det(JMJT ) = det(J)2det(M) = det(M) = 1. (5.11)
Uma consequência direta da relação (5.11) é a conservação do volume do espaço de fases
mesmo quando aplicam-se transformações canônicas. Como a mudança de variável x̃(t) →
X̃ = x̃(t + τ) é uma transformação canônica [141], a evolução temporal também preserva
o volume do espaço de fases, de forma que o teorema de Liouville, o qual afirma que a
densidade de pontos representativos de um sistema no espaço de fases permanece constante
no tempo [1], é satisfeito.
5.1.1 Sistemas Hamiltonianos integráveis
Uma função f(q, p, t) é uma constante de movimento de um sistema Hamiltoniano
se df/dt = 0 conforme q(t) e p(t) evoluem no tempo. No caso de sistemas Hamiltonianos
autônomos, H é uma constante de movimento, como demonstrado na Eq. (5.2). Ao calcular a
derivada temporal da função f(q, p), assumindo que não há dependência temporal explícita,
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A expressão encontrada ao lado direito da Eq. (5.12) é denominada colchetes de Poisson de
f e H, e pode ser abreviada pela notação [f, H] [66]. De forma geral, para duas funções











Nota-se que [g1, g2] = −[g2, g1] e, desse modo, f será uma constante de movimento de um
sistema Hamiltoniano autônomo se [f, H] = 0.
Na Mecânica Clássica, as constantes de movimento (ou integrais de movimento)
são responsáveis pela evolução regular das trajetórias de um sistema em uma região bem
definida do espaço de fases. Se duas constantes de movimento fi(q, p) e fj(q, p) satisfazem
a condição [fi, fj] = 0, diz-se que fi e fj estão em involução [66]. Essas constantes de
movimento serão independentes entre si se, e somente se, for impossível escrever cada uma
delas como função de outra constante de movimento.
Um sistema Hamiltoniano com N graus de liberdade que possui N constantes de
movimento independentes em involução é denominado integrável. A dinâmica desse tipo
de sistema pode ser investigada com maior facilidade quando lança-se mão de coordenadas
canônicas denominadas variáveis ação-ângulo. Essa transformação canônica permite reduzir
o espaço de fases de dimensão 2N para um espaço efetivo de dimensão N , de forma que as
variáveis ação J são definidas em termos da integral sobre um período completo da órbita
no plano (q, p), tal que
J = 12π
∮
p · dq. (5.14)
Para um sistema integrável é possível escrever pi = pi(qi; f1, . . . , fN) e, consequentemente,
Ji será função somente das N constantes de movimento fi. Sendo H uma das constantes de
movimento, então a nova função Hamiltoniana H̃ é simplesmente a Hamiltoniana original
expressa em termos das variáveis ação [143]. As coordenadas conjugadas a J são as variáveis
ângulo Φ, e a transformação canônica (q, p) → (Φ, J) deve satisfazer as equações de








A Eq. (5.15) mostra que as variáveis ação são constantes e que as variáveis ângulo
são funções lineares no tempo, ou seja,
Φi(t) = Φi(0) + ωit, (i = 1, . . . , N). (5.16)
As constantes ω(J) podem ser interpretadas como um vetor velocidade angular que determina
as trajetórias sobre um toro de dimensão N [66], como exemplificado na Fig. 5.1 para o caso










Figura 5.1 – Trajetória descrita por uma condição inicial de um sistema integrável com
dois graus de liberdade (N = 2). Figura construída com base na ilustração da pág. 165 da
Ref. [87].
N = 2. Nessa figura, o toro é constituído por dois raios constantes, J1 e J2, e duas variáveis
angulares Φ1 e Φ2, que representam os ângulos poloidal e toroidal, respectivamente. O
movimento descrito pela trajetória sobre esse toro será periódico se ω1/ω2 for racional, dando
origem a um toro racional, também denominado toro ressonante, sobre o qual a trajetória
formará uma curva fechada. Todavia, se ω1/ω2 for irracional, depois de transcorrido um
tempo suficientemente longo, a trajetória retorna a uma posição arbitrariamente próxima
do ponto de partida sobre o toro, mas não se fecha. Esse tipo de movimento é denominado
quase-periódico e o toro resultante é chamado irracional ou não ressonante. Para sistemas
com N graus de liberdade, as trajetórias sobre um toro são definidas como periódicas quando
obedecem à condição de comensurabilidade, ou condição de ressonância, tal que
m · ω = 0, (5.17)
sendo m = (m1, m2, . . . , mN) um vetor cujas componentes são números inteiros, com
mi 
= 0 ∀ i. Trajetórias quase-periódicas, por outro lado, não obedecem a essa condição, e as
frequências ωi são então denominadas incomensuráveis.
Para um sistema integrável, a região acessível do espaço de fases é finita e o toro
de dimensão N corresponde a uma variedade compacta. Usando as variáveis canônicas
definidas pela Eq. (5.15), as constantes Ji definem em que toro o sistema se encontra, ao
passo que as variáveis Φi(t) para um determinado instante de tempo definem a posição da
trajetória no toro. Uma órbita iniciada em um desses toros permanece nele para sempre, e
por isso eles também são denominados toros invariantes [144].
5.1.2 O teorema KAM
O conjunto de problemas físicos integráveis é bastante restrito, pois a não integra-
bilidade se manifesta em sistemas mecânicos extremamente simples como, por exemplo, o
pêndulo duplo. Outro exemplo relevante de um problema não integrável é o movimento
dos planetas ao redor do Sol. A massa de todos os planetas equivale a menos de 1% da
massa do Sol e, por esse motivo, como uma primeira aproximação, pode-se desconsiderar a
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interação entre planetas e tratar individualmente a interação de cada planeta com o Sol.
Como resultado, obtém-se um sistema integrável formado por planetas não interagentes que
orbitam o Sol, sendo que cada planeta descreve sua elipse kleperiana independentemente
dos demais. Por outro lado, se a interação entre os planetas for considerada, o movimento
descrito pelas leis de Kleper para cada planeta será levemente alterado. Deve-se então
recorrer à teoria clássica de perturbação para tratar esse tipo de problema da mecânica
celeste.
Diferentes métodos foram desenvolvidos para calcular os efeitos perturbativos em um
sistema, mas todos eles conduzem a séries de potências divergentes e nenhuma informação
de longo prazo pode ser obtida sobre o movimento dos corpos envolvidos no problema. A
razão dessa divergência é a ocorrência dos pequenos denominadores, combinações lineares
das frequências ωi características do caso integrável (sem perturbação) que aparecem nos
denominadores dos termos perturbativos de ordens superiores. Quando essas combinações
lineares se aproximam da condição de ressonância, dada pela Eq. (5.17), esses denominadores
tendem a zero e os termos correspondentes das séries de potências divergem. Esse tipo de
adversidade não é uma característica unicamente de problemas da mecânica celeste, mas
sim de todos os sistemas mecânicos não integráveis quando tratados com o auxílio da teoria
clássica de perturbação [145].
O estudo do efeito de pequenas perturbações em um sistema Hamiltoniano foi
chamado de problema fundamental da mecânica por Jules Henri Poincaré [146]. Em alguns
casos, a função Hamiltoniana H(Φ, J) de um sistema não integrável pode ser dividida em
uma parte integrável H0, que depende apenas das variáveis ação, e uma parte não integrável
representada como uma perturbação H1, tal que
H(Φ, J) = H0(J) + εH1(Φ, J), (5.18)
sendo ε um parâmetro de perturbação. Se εH1 é suficientemente pequeno quando comparado
a H0, o sistema resultante é denominado quase-integrável. Para tal situação, torna-se
relevante determinar quão robusta é a integrabilidade do sistema quando ε 
= 0 e como se
comportam as trajetórias do sistema na presença da perturbação. As respostas para essas
questões foram obtidas através dos trabalhos matemáticos de Andrey N. Kolmogorov [147],
Jürgen K. Moser [148] e Vladimir I. Arnold [149], que promoveram um substancial avanço no
estudo de sistemas quase-integráveis. Em 1954, Kolmogorov iniciou a pesquisa sobre o tema
e conjecturou o que aconteceria com o sistema quando adicionado um termo perturbativo
à sua função Hamiltoniana. A versão atual desse teorema foi resultado das contribuições
de Moser (1962) e Arnold (1963), e ficou conhecido como teorema KAM, cujo nome é uma
homenagem aos cientistas envolvidos.
O teorema KAM utiliza-se de um método de rápida convergência que possibilita
interromper a influência dos pequenos denominadores que aparecem em todos os termos
da expansão em séries de potências, sendo esse método comparável ao método de Newton-
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Raphson para encontrar raízes de equações algébricas [145]. Tal teorema concentra-se
especialmente na estabilidade estrutural dos toros não ressonantes (irracionais), aqueles para
os quais existe a independência linear das frequências ωi. De acordo com o teorema KAM,
esses toros não serão destruídos, mas apenas ligeiramente deformados quando pequenas
perturbações ε  1 são consideradas.
Todavia, a aplicabilidade desse teorema se restringe aos casos nos quais a Hamilto-









A condição de não degenerescência garante que a Hamiltoniana não perturbada é uma
função não linear das variáveis ação e, consequentemente, que as frequências ωi definem
de forma unívoca apenas um toro [150]. Além disso, é necessário que as frequências sejam
suficientemente irracionais, isto é, que existam números reais positivos c e r, tal que r > N ,
de forma que seja satisfeita a condição diofantina
|m · ω| ≥ c|m|−r.
Os toros não ressonantes que obedecem à condição diofantina não serão destruídos para
pequenas perturbações (ε  1), e são denominados toros KAM ou superfícies KAM. O último
toro KAM que será destruído é aquele cujas razões entre as frequências não perturbadas
estão mais próximas do número “mais irracional” [87].
Para compreender o significado do termo “mais irracional”, inicialmente deve-se
citar o fato de que um número irracional R pode ser aproximado de forma única por um
número racional por meio de frações continuadas infinitas, tal que






m4 + . . .
, (5.20)
sendo m1, m2, . . . números inteiros [66]. De forma simplificada, escreve-se R = [m1, m2, . . .].
Truncando a fração em um certo valor mn, é possível obter um número racional relativamente
próximo ao número irracional R, sendo que a melhor aproximação é obtida quando os números
mi assumem grandes valores. Dessa forma, o número “mais irracional” é definido como
aquele que se aproxima mais lentamente do valor inteiro da fração (5.20). Tal número,
conhecido como razão áurea, é definido por [94]




2 = 1 +
1
1 + 1
1 + 11 + . . .
. (5.21)
Sendo assim, os toros KAM mais irracionais são aqueles cujas razões entre as frequências
são aproximadas por frações continuadas na forma da Eq. (5.21). Tais superfícies são as
mais difíceis de serem destruídas.
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5.1.3 Estrutura do espaço de fases e o efeito stickiness
O teorema KAM prevê a sobrevivência dos toros não ressonantes, porém não fornece
informações sobre o que ocorre com os toros ressonantes em sistemas perturbados. O
destino desses toros é determinado pelo teorema de Poincaré-Birkhoff, que estabelece que os
toros ressonantes destruídos dão origem a um número par de pontos fixos, sendo metade
pontos fixos elípticos e metade pontos fixos hiperbólicos [143]. Os pontos elípticos, também
chamados de ressonâncias, são estáveis e possuem autovalores imaginários puros, sendo que
condições iniciais próximas a esses pontos originam trajetórias que os circundam e formam
as chamadas ilhas de regularidade. Se uma magnificação for feita em torno de um ponto
elíptico, uma sequência de novos pontos elípticos poderá ser observada nessa região, de tal
modo que cada ressonância resulta em um padrão complexo que se repete progressivamente
em escalas menores.
No caso dos pontos hiperbólicos, os autovalores são reais e da forma h1 = 1/h e
h2 = h, sendo h um número real tal que h > 1. A curva associada ao autovalor 1/h, denotada
por V (s), é denominada variedade estável; a curva associada ao autovalor h, denotada por
V (u), é chamada de variedade instável. Os pontos da curva V (s) serão mapeados na direção
do ponto fixo e os pontos da curva V (u), por sua vez, se afastarão do ponto fixo [94]. Nesse
cenário, surgem os pontos fixos conhecidos como homoclínicos e heteroclínicos. Uma órbita
é chamada de homoclínica quando liga um ponto homoclínico P a ele mesmo, como mostra a
Fig. 5.2(a). Por outro lado, uma órbita é classificada como heteroclínica quando conecta dois
pontos hiperbólicos distintos P e Q, conhecidos como pontos heteroclínicos [66,94]. As órbitas
heteroclínicas, representadas na Fig. 5.2(b), também são conhecidas como separatrizes, uma
vez que delimitam a região onde existe movimento periódico.
Em sistemas Hamiltonianos, as regiões próximas aos pontos hiperbólicos são mais
susceptíveis às pequenas perturbações devido à ocorrência dos emaranhados homoclínicos
e heteroclínicos, que correspondem às sucessivas intersecções das variedades estáveis e
instáveis. Por esse motivo, as trajetórias nas vizinhanças dos pontos hiperbólicos apresen-
tam sensibilidade às condições iniciais, e o movimento caótico pode ser encontrado nas
proximidades das separatrizes mesmo para pequenos valores de ε. Com o aumento da











Figura 5.2 – Exemplos de uma órbita homoclínica em (a) e de órbitas heteroclínicas em
(b). Figura construída com base na ilustração da pág. 68 da Ref. [94].
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maior do espaço de fases, região essa conhecida como mar estocástico ou mar caótico. Para
determinados valores de perturbação, domínios caóticos podem coexistir com regiões de
movimento periódico (ilhas de regularidade), e o espaço de fases resultante dessa combinação
de movimentos é denominado espaço de fases dividido.
A coexistência de domínios com diferentes comportamentos é o motivo pelo qual
ocorre a quebra de ergodicidade em sistemas Hamiltonianos. Na Mecânica Estatística, a
fim de evitar o cálculo de médias temporais em intervalos de tempo excessivamente longos,
supõe-se que o sistema visita uniformemente toda a região do espaço de fases energeticamente
disponível, a chamada superfície de energia. Através dessa hipótese, conhecida como hipótese
ergódica, torna-se possível substituir médias temporais por médias sobre a superfície de
energia no espaço de fases, o que significa supor que o tempo de permanência em uma
dada região do espaço de fases é proporcional ao volume da região, e todos os microestados
acessíveis são igualmente prováveis ao longo de um período de tempo suficientemente
longo. Sendo assim, um sistema é ergódico se uma trajetória típica pode visitar todo o
espaço de fases para tempos longos, o que só é possível se não existirem curvas invariantes
que funcionam como barreiras no espaço de fases. Dessa forma, se o espaço de fases for
completamente caótico, a dinâmica observada assemelha-se à dinâmica de um sistema
ergódico.
Analisar o comportamento de trajetórias em um espaço de fases dividido não é uma
tarefa simples, pois a geometria (bordas) dos toros KAM é desconhecida e, sem conhecer
a estrutura exata do espaço de fases, é impossível desenvolver uma abordagem analítica
rigorosa. Além disso, existem regiões localizadas nas bordas das ilhas de regularidade que
“aprisionam” trajetórias, e são conhecidas como singularidades ou regiões de aprisionamento.
Uma singularidade pode ser comparada a uma armadilha ou, mais especificamente, uma
Quase-Armadilha Dinâmica (QAD), uma vez que armadilhas absolutas são proibidas em
sistemas conservativos [151].
Nesse cenário surge um tipo de dinâmica conhecida como caos fraco, caracterizado
pelo comportamento intermitente de trajetórias caóticas que esporadicamente apresentam
movimento quase regular por longos, porém finitos, intervalos de tempo nas vizinhanças
das estruturas regulares. O aprisionamento de trajetórias em QADs é denominado efeito
stickiness, e a ocorrência desse fenômeno depende da estrutura topológica do espaço de fases.
Diferentes teorias foram desenvolvidas a fim de explicar a origem do efeito stickiness, mas
não existe um consenso na literatura sobre esse assunto. Todavia, a explicação mais aceita é
que esse efeito ocorre devido à existência dos cantori [152,153], barreiras na forma de um
conjunto de Cantor formadas por estruturas remanescentes de um toro KAM destruído pelo
aumento da perturbação.
A transformação de um toro KAM em um cantorus ocorre para um determinado
parâmetro do sistema dinâmico em questão. Esse tipo de barreira pode ser descrita como
um toro no qual existem infinitas entradas geradas pela sobreposição das cadeias de ilhas
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vizinhas. À medida que aumenta a perturbação do sistema, uma camada caótica é formada
na região interna do último toro KAM que, por sua vez, não permite a conexão entre a
camada caótica interna e o mar caótico que o cerca. Após a destruição parcial desse toro
e a formação do cantorus, as entradas características desse tipo de barreira, ilustradas
na Fig. 5.3, são muito pequenas e, portanto, as órbitas caóticas permanecem por longos
tempos dentro do cantorus antes de escapar para o mar caótico, dando origem ao efeito
stickiness [154,155].
Figura 5.3 – Ilustração de uma trajetória atravessando as entradas dos cantori. Figura
retirada da Ref. [151].
5.2 O mapa padrão com ruído
Um dos modelos mais utilizados para estudar a transição da dinâmica regular para
caótica em sistemas Hamiltonianos é o mapa de Chirikov-Taylor [156], mais conhecido como
mapa padrão, descrito matematicamente pela expressão
pn+1 = pn + K sen(xn) [mod 2π],
xn+1 = xn + pn+1 [mod 2π],
(5.22)
na qual os valores das variáveis xn e pn encontram-se no intervalo [0, 2π] do espaço de
fases, e K é o parâmetro de não linearidade. O mapa (5.22) pode ser obtido através de um
modelo físico que consiste em uma barra rígida com uma das extremidades sujeita à ação de
pulsos periódicos e que gira com determinada velocidade angular. A dinâmica desse sistema,
conhecido como rotor pulsado, é descrita pela coordenada generalizada x e pelo momento
conjugado p, que representam a posição e o momento angular da barra, respectivamente.
Maiores detalhes sobre esse modelo e a dedução do mapa padrão a partir da sua função
Hamiltoniana são apresentados no Apêndice C. No Apêndice D, a condição simplética
descrita pela Eq. (5.10) é testada para o mapa padrão, comprovando que esse sistema é de
fato Hamiltoniano.
Para estudar os efeitos do ruído em sistemas Hamiltonianos, propõe-se modificar a
dinâmica do mapa padrão acrescendo números aleatórios independentes a cada iteração, de
Capítulo 5. Explorando ilhas conservativas de sistemas com ruído 102
tal forma que o modelo utilizado neste capítulo é descrito por [157]





xn+1 = xn + pn+1 [mod 1],
(5.23)
no qual as variáveis xn e pn encontram-se no intervalo [0, 1] e não mais no intervalo [0, 2π].
O parâmetro de não linearidade K assume apenas valores positivos, sendo o valor desse
parâmetro diretamente responsável pela configuração topológica do espaço de fases. À
medida que aumenta-se o valor de K, os toros KAM são destruídos e a região estocástica do
espaço de fases aumenta. A variável ξn, por sua vez, é uma variável aleatória que representa
o efeito do ruído a cada iteração e D, também um parâmetro positivo, é responsável por
controlar a intensidade desse efeito sobre o sistema.
Analisando o mapa padrão (5.23) sem ruído (D = 0), verifica-se a existência de
dois pontos fixos s1 e s2 localizados nas coordenadas (x∗1, p∗1) = (0, 0) e (x∗2, p∗2) = (1/2, 0),
respectivamente. Para verificar as condições de estabilidade desses pontos fixos, recorre-se à
equação característica (3.4), na qual J1(s) é a matriz Jacobiana do mapa padrão calculada
em um ponto fixo s. Como provado na Eq. (5.11), o determinante de uma matriz simplética




[Tr J1(s)]2 − 4
2 . (5.24)
Na Eq. (5.24) podem ocorrer os seguintes casos:
(i). Tr J1(s) > 2, sendo os autovalores reais e positivos;
(ii). Tr J1(s) < −2, sendo os autovalores reais e negativos;
(iii). −2 < Tr J1(s) < 2, de forma que os autovalores são complexos conjugados de magni-
tude 1, tal que h1,2 = e±iθ.
Os casos (i) e (ii) correspondem a um ponto fixo hiperbólico, e o caso (iii) corresponde a
um ponto fixo elíptico. Do ponto de vista da estabilidade linear, os casos (i) e (ii) geram
órbitas vizinhas que divergem exponencialmente da órbita periódica (instabilidade linear), ao
passo que, no caso (iii), as órbitas vizinhas não se afastam (estabilidade linear) [66]. Dessa
forma, conclui-se que um ponto fixo será estável se for satisfeita a condição |Tr J1(s)| < 2.
Utilizando o mapa (5.23) e considerando o caso sem ruído D = 0, obter-se-á a matriz
Jacobiana J1(s) tal que:
J1(s) =
⎡
⎢⎢⎣ 1 K cos(2πx
∗)




|Tr J1(s)| = |2 + K cos(2πx∗)| < 2. (5.25)
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A substituição dos pontos fixos s1 = (x∗1, p∗1) = (0, 0) e s2 = (x∗2, p∗2) = (1/2, 0) na
Eq. (5.25) dá origem às inequações |2 + K| < 2 e |2 − K| < 2, respectivamente. Da primeira
inequação conclui-se que o ponto fixo s1 é sempre instável, uma vez que K é sempre positivo.
Por outro lado, a partir da inequação |2−K| < 2, conclui-se que o ponto fixo s2 será elíptico
se K < 4 e hiperbólico se K > 4. Esses dois casos podem ser verificados nas Figs. 5.4(a) e
5.4(b), nas quais o espaço de fases do mapa padrão é apresentado para K = 3,28 e K = 4,23,
respectivamente. Para K = 3,28, o ponto fixo encontrado em (x∗2, p∗2) = (1/2, 0) é estável e
uma cadeia de ilhas em torno desse ponto é formada quando escolhidas diferentes condições
iniciais. No caso do espaço de fases obtido com o parâmetro de não linearidade K = 4,23, as
trajetórias são repelidas quando se aproximam do centro da ilha de regularidade principal,
local no qual encontra-se o ponto fixo hiperbólico.
Figura 5.4 – Espaço de fases do mapa padrão com (a) K = 3,28 e (b) K = 4,23. Essas
figuras foram construídas utilizando 102 condições iniciais, cada uma delas iterada 1,2 × 105
vezes. O ponto fixo localizado em (x∗2, p∗2) = (1/2, 0), destacado pelo círculo vermelho, é
elíptico em (a) e hiperbólico em (b). As linhas vermelhas delimitam a região de recorrência
utilizada para contabilizar a estatística dos tempos de recorrência, conforme detalhado na
Seção 5.4.
5.2.1 Condição de estabilidade do ponto central
Para o caso com ruído, no qual D 
= 0, não existirão mais órbitas periódicas, pois
a variável ξn assumirá um valor diferente em cada tempo n. Por exemplo, o ponto fixo
(x∗2, p∗2) = (1/2, 0) existente para o caso D = 0 não será mais um ponto fixo quando D 
= 0,
visto que o ruído altera sua localização a cada iteração. Por esse motivo, o ponto “fixo”
s2 localizado no centro da ilha de regularidade será denominado ponto central do mapa
padrão com ruído (5.23). É possível analisar a condição de estabilidade do ponto central
considerando apenas uma iteração do sistema, de forma que essa análise permite demonstrar
que a presença de pequenos ruídos Dξn/(2π) não altera os resultados obtidos para o caso
D = 0.
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1 1 + K cos(2πxn)
⎤
⎥⎥⎦ . (5.26)
A posição do ponto central após uma iteração, no caso D 





de forma que, usando a relação cos[arcsen(x)] =
√













Os autovalores h1,2 da matriz (5.27) são determinados pela Eq. (5.24), sendo o traço da
matriz J1 dado por:
Tr J1 = 2 ±
√
K2 − (Dξn)2. (5.28)
A condição de estabilidade do ponto central também é determinada pela inequação
|Tr J1| < 2. Ao considerar o sinal positivo na Eq. (5.28) conclui-se que, para uma única
iteração, os pontos fixos serão instáveis para qualquer valor de K e de Dξn. Por outro
lado, ao considerar o sinal negativo, as condições de estabilidade já obtidas para os casos
K = 3,28 e K = 4,23 permanecem inalteradas quando |Dξn| ≤ 1, sendo esse o intervalo
adotado para analisar a influência do ruído no mapa padrão no decorrer deste capítulo.
Os resultados descritos nesta subseção são importantes pois mostram analiticamente
que, para determinadas intensidades de ruído, a condição de estabilidade do ponto central
não é alterada. Esse fato garante que os comportamentos que serão analisados posteriormente
resultam exclusivamente da adição do ruído ao sistema, e não de uma eventual mudança na
estabilidade do ponto central. Sendo assim, nas próximas seções serão estudados os efeitos
do ruído na dinâmica do mapa padrão com K = 3,28, caso no qual o ponto central é elíptico
(Fig. 5.4(a)), e com K = 4,23, cujo ponto central é hiperbólico (Fig. 5.4(b)). O intervalo do
parâmetro D será [0, 1]; a variável ξn, por sua vez, assume valores −1 ≤ ξn ≤ 1, garantindo
a manutenção da condição de estabilidade do ponto central.
5.2.2 Tipos de ruído
A fim de gerar um ensemble de números aleatórios ξn que simule os efeitos do ruído
e verificar como a distribuição de probabilidade desses números interfere na dinâmica do
mapa padrão, foram escolhidas três diferentes distribuições:
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(i). distribuição normal com 〈ξn〉 = 0 e variância 0,22, considerando apenas os números
aleatórios contidos no intervalo −1 ≤ ξn ≤ 1;
(ii). distribuição uniforme, definida de forma que os números aleatórios se encontrem no
intervalo −1 ≤ ξn ≤ 1;
(iii). distribuição com Correlação Lei de Potência (CLP), que consiste em uma sequência
de números aleatórios escolhidos no intervalo −1 ≤ ξn ≤ 1 e cuja correlação temporal
decai na forma de uma lei de potência.
As sequências de números aleatórios ξn que seguem as distribuições normal e
uniforme podem ser obtidas facilmente através de rotinas computacionais [132], sendo a
principal característica dessas sequências a ausência de correlações temporais, ou seja, são
ruídos Markovianos. Todavia, as sequências de números aleatórios que apresentam CLP
foram obtidas com o auxílio de equações determinísticas, como será detalhado a seguir,
e diferem totalmente das outras duas sequências supracitadas, uma vez que a perda de
memória entre os estados passados e o estado presente ocorre de forma lenta. A fim de
simplificar a linguagem adotada no decorrer deste capítulo, os ruídos ξn definidos a partir das
distribuições (i), (ii) e (iii), apresentadas na Fig. 5.5, serão denominados ruído normal, ruído
uniforme e ruído CLP, respectivamente. É importante citar que, ao gerar uma sequência de
números aleatórios escolhidos de acordo com uma distribuição normal cuja variância é 0,22,
podem surgir números tais que |ξn| > |1|. Na prática, isso ocorre em menos de 0,001% das












Figura 5.5 – Distribuições de probabilidade utilizadas para gerar números aleatórios ξn, tal
que −1 ≤ ξn ≤ 1. As curvas verde, azul e amarela representam as distribuições normal (N),
uniforme (U) e CLP, respectivamente.
Capítulo 5. Explorando ilhas conservativas de sistemas com ruído 106
Uma sequência de números aleatórios ξn que apresenta correlação temporal pode
ser obtida através de equações determinísticas. Para um sistema dinâmico cujo espaço de
fases é completamente caótico, espera-se que a autocorrelação C(τ) = 〈f(t − τ)f(t)〉 de uma
determinada quantidade f(t) decaia exponencialmente com τ [87,158]. No entanto, para um
espaço de fases dividido, diversas investigações numéricas comprovaram que C(τ) decai de
acordo com uma de lei de potência [159–162], tal que C(τ) ∝ τ−ρ, apresentando evidências
de um expoente universal ρ ≈ 0,5 para sistemas Hamiltonianos bidimensionais [161]. Além
disso, outra propriedade importante desses sistemas é a estocasticidade apresentada por
suas trajetórias em determinadas regiões do espaço de fases. Considere, por exemplo, o
mapa padrão descrito por
In+1 = In +
K
2π sen(2πθn),
θn+1 = θn + In+1,
(5.29)
de forma que o momento In é definido no intervalo [−1, 1] e θn no intervalo [0, 1]. Utilizando
o parâmetro de não linearidade K = 2,6, obtém-se um espaço de fases dividido no qual toros
KAM e uma grande região caótica coexistem [163, 164]. Para uma dada condição inicial
desse sistema, conjectura-se que o movimento nas proximidades dos pontos homoclínicos é
aleatório [87]. Nesse sentido, a definição de aleatoriedade se baseia na observação de que
a informação contida em uma sequência aleatória não pode ser comprimida ou reduzida a
uma forma mais compacta. Devido à caoticidade presente em grande parte do espaço de
fases, cada condição inicial dará origem a uma única trajetória, de forma que a sequência
ξn = In pode ser considerada aleatória e temporalmente correlacionada. Como o momento
In do mapa (5.29) encontra-se no intervalo −1 ≤ In ≤ 1, essa sequência será utilizada para
gerar o ruído CLP que perturba o mapa padrão (5.23).
5.3 Dinâmica no espaço de fases
O espaço de fases do mapa padrão (5.23) com parâmetros de não linearidade
K = 3,28 e K = 4,23, quando desprezados os efeitos do ruído, é composto por uma grande
ilha de regularidade cercada pelo mar caótico. A coexistência desses dois tipos de regimes
forma um espaço de fases dividido, como mostram as Figs. 5.4(a) e 5.4(b). Quando D 
= 0,
condições iniciais escolhidas no mar caótico podem originar trajetórias que transpassam
as barreiras formadas pelos toros KAM e percorrem regiões no interior da grande ilha de
regularidade, o que não é possível no caso D = 0. O espaço de fases do mapa padrão com
ruído é apresentado nas Figs. 5.6(a)−5.6(i) para K = 3,28 e nas Figs. 5.6(j)−5.6(r) para
K = 4,23. Na primeira linha de figuras, 5.6(a)−5.6(c) e 5.6(j)−5.6(l), são apresentados os
casos com ruído normal. Nas figuras da segunda linha, 5.6(d)−5.6(f) e 5.6(m)−5.6(o), e
da terceira linha, 5.6(g)−5.6(i) e 5.6(p)−5.6(r), foram utilizados, respectivamente, ruído
uniforme e ruído CLP. A intensidade D do ruído utilizada em cada caso encontra-se descrita
Capítulo 5. Explorando ilhas conservativas de sistemas com ruído 107
Figura 5.6 – Espaço de fases do mapa padrão com ruído (5.23), considerando os intervalos
[xmin, xmax] = [0,25, 0,75] e [pmin, pmax] = [−0,35, 0,35], com K = 3,28 ((a)-(i)) e K = 4,23
((j)-(r)), utilizando diferentes intensidades de ruído que encontram-se indicadas acima de
cada coluna. A primeira, a segunda e a terceira linha de figuras apresentam os resultados
obtidos considerando os casos com ruído normal, ruído uniforme e ruído CLP, nessa ordem.
Em todas as simulações foram utilizadas 102 condições iniciais, cada uma iterada 3 × 105
vezes.
sobre cada coluna de figuras. Para gerar os espaços de fases da Fig. 5.6, as mesmas 102
condições iniciais da Fig. 5.4 foram utilizadas.
Analisando inicialmente o caso K = 3,28 com D = 10−5, apresentado nas Figs.
5.6(a), 5.6(d) e 5.6(g), nota-se que a presença do ruído afeta, de forma sutil, somente
algumas órbitas dentro da ilha de regularidade, principalmente quando utilizados os ruídos
uniforme e CLP. O caso mais emblemático na descrição dos efeitos do ruído no mapa padrão
é D = 10−3, utilizado nas Figs. 5.6(b), 5.6(e) e 5.6(h). Nessas figuras é possível visualizar
alguns toros que são completamente penetrados por trajetórias caóticas e outras regiões que
continuam inacessíveis. O aumento da densidade de pontos em regiões específicas no interior
da ilha de regularidade indica uma intensificação do efeito stickiness nesses domínios, o que
será tratado com maiores detalhes na Seção 5.4. Para essa sequência de figuras observa-se
que a região acessível do espaço de fases depende do tipo de ruído utilizado. Usando o
ruído uniforme com intensidade D = 10−3, as trajetórias podem percorrer a maior parte
do espaço de fases; porém, ao usar o ruído normal com a mesma intensidade, diversas
regiões no interior da ilha de regularidade continuam inacessíveis. Isso significa que, quando
considerado um mesmo número de iterações, as trajetórias caóticas visitam uma porção
maior do espaço de fases quando o mapa padrão é perturbado por ruídos gerados a partir
de distribuições de probabilidade cujos valores extremos de ξn são mais prováveis, como
observa-se na Fig. 5.5. Aumentando a intensidade do ruído para D = 10−1, aparentemente
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obtém-se uma dinâmica caótica por todo o espaço de fases. Todavia, a partir da análise feita
na Subseção 5.2.1, sabe-se que a estabilidade do ponto central é mantida e reminiscências
do movimento regular são esperadas.
Os resultados obtidos para o caso K = 4,23 são similares ao caso K = 3,28, de forma
que a existência de um ponto central hiperbólico não influencia significativamente o processo
de ocupação da ilha de regularidade por trajetórias caóticas. Um fato interessante pode
ser verificado nas Figs. 5.6(k), 5.6(n) e 5.6(q), que mostram o caso D = 10−3. Observa-se
nessas figuras que as últimas regiões do espaço de fases a serem preenchidas são os focos da
hipérbole gerada pelas trajetórias repelidas pelo ponto central. É importante citar que, para
uma melhor visualização da dinâmica no espaço de fases, cada trajetória foi iterada 3 × 105
vezes, valor relativamente pequeno quando comparado aos intervalos de tempo utilizados
nas Seções 5.4, 5.5 e 5.6, nas quais os efeitos do ruído foram investigados utilizando a
estatística dos tempos de recorrência, o maior EL e a área do espaço de fases percorrida pela
trajetória em função do tempo, respectivamente. Entretanto, os resultados apresentados
nesta seção têm o objetivo de estudar o processo de ocupação da ilha de regularidade, e não
o comportamento assintótico do sistema.
5.4 Estatística dos tempos de recorrência
Uma importante consequência da conservação do volume do espaço de fases de
sistemas Hamiltonianos é o teorema das recorrências de Poincaré, enunciado em 1890 por
Jules Henri Poincaré. Esse teorema afirma que, para um espaço de fases limitado e com
energia fixa, uma trajetória irá retornar às regiões próximas do ponto inicial após um
determinado intervalo de tempo [165], como ilustra a Fig. 5.7. Informações relevantes sobre
esse teorema são obtidas através da distribuição de probabilidade P (τ) de um conjunto de
amostras {τ1, τ2, . . . , τn}, com n → ∞, sendo τ o tempo transcorrido até que a trajetória
retorne a uma região específica do espaço de fases, a chamada região de recorrência. No caso
com tempo contínuo, P (τ) é a função densidade de probabilidade e P (τ)dτ é a probabilidade
de encontrar o tempo de recorrência τi entre τi e τi +dτi, sendo essa distribuição normalizada:
Figura 5.7 – Ilustração da recorrência de uma trajetória ao domínio A do espaço de fases
após um determinado intervalo de tempo. O domínio A é denominado região de recorrência.
Figura retirada da Ref. [151].
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∫ ∞
0
P (τ)dτ = 1. (5.30)
Numericamente, é conveniente obter a probabilidade de se encontrar um tempo de




P (τ ′)dτ ′, (5.31)
sendo P (τ ′) a função densidade de probabilidade de τ ′. A quantidade Pcum(τ) é conhecida
como distribuição cumulativa dos tempos de recorrência, ou ainda Estatística dos Tempos
de Recorrência (ETR). Na prática, observa-se que quanto maior for o tempo τ considerado,
menor será a probabilidade de que ocorra uma recorrência nesse tempo. Por esse motivo, a
função Pcum(τ) é representada por uma curva decrescente. A generalização para o caso com




P (τ ′). (5.32)
O objetivo da análise feita a partir da ETR é encontrar a melhor equação que
reproduz o comportamento da curva Pcum(τ). Os casos mais comuns são curvas que seguem
as leis de decaimento exponencial e de potência. O comportamento do tipo exponencial para
Pcum(τ) em função do tempo de recorrência τ é uma propriedade de sistemas totalmente
caóticos, com espaço de fases ergódico, ou seja, no qual toda a região tem a mesma
probabilidade de ser visitada. Esse tipo de comportamento é resultado dos sucessivos
retornos da trajetória à região de recorrência, sendo que o tempo de recorrência é curto.
Todavia, quando trata-se de um sistema cujo espaço de fases é composto por ilhas de
regularidade e domínios caóticos, a trajetória poderá ser aprisionada nas proximidades
dessas ilhas e permanecer nessa região por longos períodos de tempo, não retornando
à região de recorrência devido ao efeito stickiness. Quando tal efeito ocorre, observa-






sendo ϕ o expoente de decaimento. De acordo com a literatura, quando adiciona-se ruído a
sistemas Hamiltonianos com espaço de fases dividido, é possível observar o comportamento
conhecido como enhanced trapping. Esse fenômeno é representado por um decaimento ainda
mais lento, também na forma de lei de potência, que ocorre para tempos intermediários
nas curvas que representam a ETR [50,161] e também nas distribuições de probabilidade
dos tempos de sobrevivência das trajetórias nas regiões próximas ao ponto fixo [167]. O
enhanced trapping é resultado da potencialização do efeito stickiness nas QADs, uma vez
que, na presença de ruído, as trajetórias têm a possibilidade de vaguear dentro das ilhas
de regularidade, adiando ainda mais seu retorno à região de recorrência. A proposta desta
seção é investigar a relação do enhanced trapping com a intensidade D do ruído, com o tipo
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de distribuição utilizada para gerar ξn e também com a condição de estabilidade do ponto
central.
Nas Figs. 5.8(a)−5.8(c) são apresentadas as curvas da ETR para o mapa padrão
(5.23) com K = 3,28, usando os três diferentes tipos de ruído. A região de recorrência no
espaço de fases foi definida no mar caótico, e é indicada na Fig. 5.4 pelas linhas horizontais
vermelhas em p = −0,4 e p = 0,4, de forma que todos os domínios do espaço de fases
(x, p) contidos nos intervalos −0,5 ≤ p ≤ −0,4 e 0,4 ≤ p ≤ 0,5, com 0 ≤ x ≤ 1, formam
a região de recorrência. É possível mostrar que a ETR é independente da escolha da
região de recorrência desde que tal região seja formada apenas por domínios caóticos, não
englobando QADs [168]. O caso D = 0 é representado pela curva preta, que é caracterizada
por um decaimento na forma de lei de potência Pcum(τ) ∝ τ−ϕ, com ϕ = 1,55, devido ao
efeito stickiness característico de sistemas com espaço de fases dividido. Nas Figs. 5.8(a)
e 5.8(b), nas quais são apresentados os resultados obtidos utilizando os ruídos normal e
uniforme, respectivamente, observa-se que para intensidades de ruído D ≥ 10−2 não são
Figura 5.8 – ETR Pcum(τ) obtida a partir de uma amostra de 1012 tempos de recorrência τ
do mapa padrão com ruído (5.23). Na primeira e na segunda linha de figuras encontram-se
os casos K = 3,28 e K = 4,23, respectivamente, e o tipo de ruído utilizado é indicado acima
de cada coluna. O intervalo de tempo no qual obtém-se um decaimento na forma de lei
de potência com expoente ε ≈ 0,65 está relacionado à ocorrência do enhanced trapping no
interior da ilha de regularidade. Por outro lado, o decaimento na forma de lei de potência com
expoente  = 2,0, apresentado pela curva magenta em (c), está relacionado ao movimento
superdifusivo.
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mais encontradas recorrências a tempos longos, e o comportamento da ETR deixa de ser
representado por uma lei de potência e passa a ser descrito por um decaimento exponencial.
Ainda considerando K = 3,28, observa-se a ocorrência do enhanced trapping nos
casos em que a intensidade do ruído encontra-se no intervalo 10−3 ≤ D ≤ 10−1, indepen-
dentemente do tipo de ruído. Esse fenômeno é caracterizado pelo decaimento da ETR na
forma de lei de potência com expoente ε ≈ 0,65, consideravelmente menor que ϕ, e é uma
consequência do aprisionamento de trajetórias em determinados domínios no interior da
ilha de regularidade, como pode ser verificado nos espaços de fases das Figs. 5.6(b), 5.6(e)
e 5.6(h) nas regiões com maior densidade de pontos. O decaimento suave da ETR nesses
intervalos de tempo é devido à diminuição do número de recorrências. Isso acontece pois,
estando a trajetória no interior da ilha de regularidade, existe uma probabilidade não nula
de ocorrer uma sequência ξn de números aleatórios que mantém a trajetória aprisionada,
retardando assim seu retorno à região de recorrência. Quando o ruído CLP é utilizado,
caso apresentado na Fig. 5.8(c), observa-se um decaimento na forma de lei de potência
para a ETR mesmo quando D = 1 (curva magenta). No entanto, conforme mostra a Fig.
5.6(i), para D ≥ 10−1 o espaço de fases se torna aparentemente ergódico, de forma que o
decaimento da ETR deveria ser exponencial, como nas curvas magentas das Figs. 5.8(a) e
5.8(b), obtidas utilizando ruídos temporalmente descorrelacionados. O decaimento da curva
magenta da Fig. 5.8(c) segue a relação Pcum(τ) ∝ τ−	, com  = 2,0, o que caracteriza um
movimento superdifusivo no espaço de fases. É interessante observar, ainda na Fig. 5.8(c),
que para D = 10−3 e D = 10−2 ocorre um decaimento exponencial para tempos longos
e, ao aumentar o valor de D, o decaimento na forma de lei de potência volta a ocorrer.
Esse comportamento sugere que quanto maior for a intensidade D do ruído, maior será a
influência do mapa padrão auxiliar (5.29) na dinâmica do mapa padrão (5.23), visto que a
relação ξn = In acopla indiretamente esses dois sistemas.
Os resultados para o mapa padrão com parâmetro de não linearidade K = 4,23,
no qual o ponto central é instável, são apresentados nas Figs. 5.8(d)−5.8(f). Nesse caso
o enhanced trapping não é tão eficiente por dois motivos: a região de aprisionamento no
interior da ilha de regularidade é menor, como observa-se nas Figs. 5.6(k), 5.6(n) e 5.6(q), e
o ponto hiperbólico mantém as trajetórias afastadas do centro da ilha, facilitando o retorno
dessas trajetórias ao mar caótico. Como consequência, a curva magenta da Fig. 5.8(f),
obtida ao utilizar o ruído CLP e D = 1, não decai na forma de lei de potência como ocorre
com a curva de mesma cor na Fig. 5.8(c), que corresponde ao caso K = 3,28. Isso significa
que o efeito stickiness presente no ruído CLP devido à relação ξn = In não é suficiente
para gerar o mesmo efeito no mapa padrão (5.23) quando o ponto central é instável. Outra
importante conclusão obtida através do cálculo da ETR é que as curvas do caso K = 3,28,
assim como para K = 4,23, não apresentam alterações significativas quando utiliza-se ruído
normal ou ruído uniforme.
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5.5 Expoentes de Lyapunov
Com o objetivo de identificar alterações na dinâmica do mapa padrão devido ao
aumento da intensidade D do ruído, o maior EL λ1 foi calculado para 106 trajetórias cujas
condições iniciais formam uma grade de 103 × 103 pontos equidistantes no espaço de fases.
Para determinar λ1, cada trajetória foi iterada 2 × 106 vezes. A Fig. 5.9 foi construída
considerando o caso sem ruído (D = 0), e as cores representam o valor do maior EL calculado
a partir de cada condição inicial. Nas Figs. 5.9(a) e 5.9(b), obtidas com K = 3,28 e K = 4,23,
respectivamente, observa-se claramente que condições iniciais localizadas dentro da ilha de
regularidade dão origem a trajetórias regulares, de tal modo que λ1 ∼ 0 (pontos amarelos),
com exceção das regiões próximas ao ponto central hiperbólico na Fig. 5.9(b), cujo valor de
λ1 é sensivelmente maior que zero (pontos vermelhos). Trajetórias cujas condições iniciais
(x0, p0) estão localizadas no mar caótico são caracterizadas por altos valores de λ1, sendo
esses pontos representados pela cor ciano. Todavia, devido ao efeito stickiness, trajetórias
caóticas iniciadas nas proximidades da ilha de regularidade apresentam valores intermediários
de λ1 e, consequentemente, tais condições iniciais são representadas pelos pontos azuis.
Quando os efeitos do ruído são considerados, alterações sensíveis são observadas
no valor de λ1 à medida que aumenta-se gradativamente o valor de D. Os resultados dessa
análise são apresentados nas Figs. 5.10(a)−5.10(i) para K = 3,28 e 5.10(j)−5.10(r) para
K = 4,23, e o gradiente de cores utilizado para cada valor de K é o mesmo da Fig. 5.9.
Nesses casos, o ruído normal foi usando na primeira linha de figuras, o ruído uniforme na
segunda linha e o ruído CLP na terceira linha. É possível observar, inicialmente, que o
aumento da intensidade D do ruído faz com que as trajetórias caóticas penetrem na ilha
Figura 5.9 – Espaço de fases do mapa padrão (5.23), com D = 0, dividido em uma grade
de 103 × 103 pontos igualmente espaçados que representam as condições iniciais (x0, p0) de
trajetórias formadas por 2 × 106 iterações. A cor de cada ponto representa o valor do maior
EL λ1 calculado ao longo da trajetória correspondente, e é definida de acordo com a paleta
de cores posicionada acima de cada figura. Em (a), o valor do parâmetro de não linearidade
é K = 3,28; em (b), K = 4,23.
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Figura 5.10 – Espaço de fases do mapa padrão com ruído (5.23) dividido em uma grade
de 103 × 103 pontos igualmente espaçados que representam as condições iniciais (x0, p0) de
trajetórias formadas por 2 × 106 iterações. As cores representam o valor do maior EL λ1
calculado ao longo de cada trajetória, e são definidas pela paleta da Fig. 5.9(a) no caso
K = 3,28 ((a)-(i)) e pela paleta da Fig. 5.9(b) no caso K = 4,23 ((j)-(r)). Na primeira,
na segunda e na terceira linha de figuras encontram-se os resultados obtidos usando ruído
normal, ruído uniforme e ruído CLP, nessa ordem. O valor da intensidade D é indicado
acima de cada coluna.
de regularidade em todos os casos considerados, de forma que os toros KAM não são mais
barreiras intransponíveis que separam as regiões de movimento caótico e regular. Para
D = 10−1 (Figs. 5.10(c), 5.10(f) e 5.10(i) para K = 3,28 e 5.10(l), 5.10(o) e 5.10(r) para
K = 4,23), o espaço de fases se torna totalmente caótico e o mesmo valor de λ1 é obtido
para todas as condições iniciais, fato esse que corrobora os resultados apresentados nas
Seções 5.3 e 5.4, os quais sugerem que o espaço de fases se torna ergódico quando D ≥ 10−1.
Entretanto, na Seção 5.4 foi demonstrado que ao usar o ruído CLP e altos valores de D,
a curva da ETR apresenta um decaimento na forma de lei de potência quando K = 3,28,
sendo esse o único caso em que a ergodicidade aparente do espaço de fases não corrobora os
resultados obtidos através da ETR.
Quando diferentes tipos de ruído são adicionados ao sistema, as trajetórias se
comportam de formas diferentes e, consequentemente, esses diferentes comportamentos
refletem no valor do maior EL. Ao perturbar o mapa padrão usando o ruído normal, caso
representado na Fig. 5.10(a) para K = 3,28 e na Fig. 5.10(j) para K = 4,23, é possível notar
que as trajetórias não são afetadas de forma significativa quando D = 10−5. No entanto,
usando o ruído uniforme (Fig. 5.10(d) para K = 3,28 e 5.10(m) para K = 4,23) e o ruído
CLP (Fig. 5.10(g) para K = 3,28 e 5.10(p) para K = 4,23), obtém-se um número maior de
trajetórias que se tornam instáveis mesmo sendo geradas a partir de condições iniciais que
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se localizam no interior da ilha de regularidade, o que é evidente pela quantidade maior de
pontos vermelhos nesses casos quando comparados ao caso com ruído normal.
Os resultados obtidos com intensidade D = 10−3 são apresentados nas Figs. 5.10(b),
5.10(e) e 5.10(h) para K = 3,28 e nas Figs. 5.10(k), 5.10(n) e 5.10(q) para K = 4,23. A
ausência de pontos amarelos nessas figuras indica que nenhuma condição inicial (x0, p0) dá
origem a uma trajetória totalmente regular. Ao usar ruído uniforme (Figs. 5.10(e) e 5.10(n)),
valores altos de λ1 (≥ 0,5) são obtidos para trajetórias cujas condições iniciais se localizam
dentro da ilha de regularidade. Ademais, ao aumentar a intensidade do ruído de D = 10−5
para D = 10−3 no caso K = 4,23, observa-se um aumento considerável na magnitude de λ1
das trajetórias iniciadas nas regiões próximas ao ponto central hiperbólico. Por outro lado,
para K = 3,28, as vizinhanças do ponto central continuam gerando trajetórias relativamente
regulares (Fig. 5.10(e)).
Como já citado anteriormente, o espaço de fases obtido para o caso D = 10−1 é
aparentemente ergódico. No entanto, é importante observar que o valor de λ1 encontrado
para todas as combinações (x0, p0) é menor que o valor de λ1 calculado ao longo de uma
trajetória caótica do mapa padrão sem ruído. Esse fato torna-se evidente ao comparar a
tonalidade da cor ciano encontrada no mar caótico da Fig. 5.9(a) com a tonalidade da
cor ciano que cobre todo o espaço de fases das Figs. 5.10(c), 5.10(f) e 5.10(i) para o caso
K = 3,28. Da mesma forma, para o caso K = 4,23, uma comparação entre a cor que
preenche o mar caótico do mapa padrão sem ruído na Fig. 5.9(b) e a cor de todo o espaço
de fases das Figs. 5.10(l), 5.10(o) e 5.10(r) conduz à mesma conclusão. A diminuição do
valor de λ1 para uma trajetória perturbada é um resultado importante que contém algumas
informações sobre a dinâmica do sistema e sobre a topologia do espaço de fases. Sabe-se
que o ruído permite que uma trajetória caótica penetre na ilha de regularidade. Quando
isso ocorre, tal trajetória descreve um movimento predominantemente regular enquanto a
sequência de números aleatórios ξn não for capaz de fazê-la retornar ao mar caótico, sendo o
valor do maior EL diretamente afetado por esse movimento. Desse modo conclui-se que,
apesar do espaço de fases parecer totalmente caótico, os toros KAM ainda exercem influência
sobre a dinâmica do sistema, uma vez que o ruído não modifica a topologia do espaço de
fases. Essa conclusão é geral, não importando o tipo de ruído utilizado para perturbar o
mapa padrão, nem mesmo a condição de estabilidade do ponto central.
5.6 Visitação do espaço de fases
Esta seção tem como objetivo investigar como a trajetória percorre os diferentes
domínios do espaço de fases à medida que crescem o número de iterações e a intensidade
do ruído. Na Fig. 5.11 é apresentada a porcentagem da área do espaço de fases A(%) que
foi visitada em função do número de iterações n, considerando uma trajetória iniciada no
mar caótico, tal que x0 = 0,159146 e p0 = −0,470110. Para obter A(%), o espaço de fases
foi dividido em 106 quadrados de mesma área, de forma que cada quadrado visitado pela
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Figura 5.11 – Porcentagem da área do espaço de fases A(%) visitada pela trajetória em função
do número de iterações para diferentes intensidades D e para os três tipos de ruído usando
K = 3,28 em (a)-(c) e K = 4,23 em (d)-(f). As subfiguras mostram as regiões ocupadas pela
trajetória em cada caso após 108 iterações. Os pontos azuis indicam os domínios do espaço
de fases visitados para D = 0, enquanto os pontos azuis + amarelos e azuis + amarelos
+ vermelhos indicam os domínios do espaço de fases visitados pela trajetória caótica para
D = 10−5 e para D = 10−1, respectivamente. Em todos os casos foi considerada a mesma
trajetória iniciada no mar caótico, tal que (x0, p0) = (0,159146, −0.470110).
trajetória é contabilizado somente uma vez. Com o aumento do número de iterações n, mais
quadrados são visitados e a quantidade A(%) para um valor específico de n é calculada pela
razão entre o número total de quadrados visitados e o número total de quadrados existentes
no espaço de fases. Para o caso D = 0, o valor máximo de A(%) está associado à área
do mar caótico, visto que a trajetória não pode penetrar na ilha de regularidade. Com o
aumento gradativo de D, regiões regulares passam a ser visitadas pela trajetória caótica e o
valor máximo de A(%) também aumenta. Para o caso D = 10−1, como esperado, é possível
visitar todo o espaço de fases. As curvas vermelhas da Fig. 5.11 mostram que a trajetória
caótica tem acesso a 100% do espaço de fases após n ≈ 7 × 106 iterações, independentemente
do tipo de ruído utilizado e da condição de estabilidade do ponto central.
Efetuando uma comparação entre os casos D = 0 (curvas azuis) e D = 10−5 (curvas
amarelas), poucas diferenças são encontradas no valor de A(%), e torna-se necessário observar
os diferentes domínios do espaço de fases que foram visitados pela trajetória em cada um
desses casos. As subfiguras apresentadas na Fig. 5.11 mostram o espaço de fases do mapa
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padrão com ruído, e as cores, que estão relacionadas às diferentes intensidades D do ruído,
representam os quadrados que foram visitados ao menos uma vez ao longo das 108 iterações
da trajetória caótica. Os pontos azuis indicam a área visitada pela trajetória no caso D = 0
e os pontos azuis + amarelos indicam a área visitada para D = 10−5. Sendo assim, os
pontos amarelos representam regiões regulares que trajetórias caóticas do mapa padrão sem
ruído não têm acesso. As subfiguras mostram que, quando D = 10−5, a trajetória visita
regiões delimitadas pelas ressonâncias de maior período localizadas no entorno da grande
ilha de regularidade, o que explica a pequena diferença entre os valores de A(%) para os
casos D = 0 e D = 10−5. Em intervalos de tempo específicos, a trajetória permanece presa
nessas pequenas ilhas e o valor de A(%) do caso D = 10−5 (curva amarela) é menor do que
para o caso D = 0 (curva azul), como observa-se nas Figs. 5.11(d) para n ≈ 1,6 × 106 e
5.11(f) para n ≈ 1,8 × 107.
Os resultados mais interessantes dessa análise foram obtidos ao usar D = 10−3,
caso representado pelas curvas verdes. As Figs. 5.11(d), 5.11(e) e 5.11(f) mostram que,
com K = 4,23, o espaço de fases é completamente explorado para todos os tipos de ruído
quando D = 10−3. Por outro lado, com K = 3,28, a trajetória somente percorre 100%
do espaço de fases quando utiliza-se o ruído uniforme e após um número considerável de
iterações, n ≈ 2,8 × 107, como mostra a curva verde na Fig. 5.11(b). As Figs. 5.11(a) e
5.11(c), obtidas usando, respectivamente, ruído normal e ruído CLP, mostram que algumas
regiões continuam inacessíveis mesmo após 108 iterações. Também é possível notar em
todas as curvas verdes um aumento repentino de A(%), o que significa que a penetração na
ilha ocorre de forma abrupta em valores específicos de n. É importante enfatizar que os
resultados apresentados nesta seção foram obtidos a partir de uma mesma condição inicial
que encontra-se no mar caótico. Caso outra condição inicial for escolhida, as curvas podem
ser levemente alteradas, mas as principais conclusões aqui descritas continuam válidas.
5.7 Conclusões parciais
Neste capítulo, os efeitos causados por perturbações aleatórias na dinâmica do mapa
padrão foram estudados utilizando três diferentes tipos de ruído. Para o caso K = 3,28, no
qual o ponto central do mapa padrão é estável, as curvas da ETR mostram que o efeito
stickiness se torna mais robusto quando a intensidade do ruído é 10−5 ≤ D ≤ 10−4. Para
intensidades 10−3 ≤ D ≤ 10−1, em determinados intervalos de tempo, a ETR apresenta um
decaimento na forma de lei de potência com expoente ε ≈ 0,65, indicando a ocorrência do
efeito conhecido como enhanced trapping. Quando um decaimento exponencial é obtido para
a ETR, observa-se que a ilha de regularidade é completamente explorada pela trajetória,
tanto para o caso K = 3,28 como para K = 4,23. No entanto, ao adicionar o ruído CLP
com intensidade D ≥ 10−1 ao mapa padrão com K = 3,28, mesmo o espaço de fases sendo
completamente visitado pela trajetória, a ETR segue uma lei de potência cujo expoente de
decaimento é  = 2,0, valor que representa um movimento superdifusivo através da ilha de
Capítulo 5. Explorando ilhas conservativas de sistemas com ruído 117
regularidade.
Na Seção 5.5 foi observado que, para altos valores de D, o valor do maior EL de
uma trajetória caótica do mapa padrão com ruído é menor que o valor de λ1 obtido para
uma trajetória caótica do mapa padrão determinístico. Essa diferença ocorre pois apenas
o ruído permite que trajetórias caóticas penetrem nas ilhas e executem, por determinado
intervalo de tempo, um movimento aproximadamente regular. Os resultados da Seção 5.6
mostram que, dos três tipos de ruído utilizados, o ruído uniforme permite que uma área
maior do espaço de fases seja visitada pela trajetória, considerando um mesmo número de
iterações em todos os casos.
Capítulo 6
Considerações Finais
O fato de sistemas dinâmicos não lineares serem susceptíveis a drásticas mudanças de
comportamento, quando submetidos a pequenas perturbações, foi extensivamente utilizado
nas últimas décadas para promover técnicas de controle do caos nos mais variados tipos
de sistemas [19–24,72,74]. Grande parte desses métodos de controle consiste em adicionar
ao modelo estudado pequenas perturbações que deslocam estruturas periódicas para uma
região de interesse do espaço de parâmetros, a fim de estabilizar trajetórias caóticas. No
entanto, após o comportamento regular ser obtido, ele apenas é válido para um pequeno
domínio paramétrico específico, de forma que perturbações externas podem fazer com que
a trajetória se torne instável novamente. Assim sendo, o objetivo do estudo desenvolvido
nesta tese foi propor um método capaz de aumentar o número de combinações paramétricas
que geram movimento periódico, garantindo a manutenção da estabilidade das trajetórias
mesmo quando pequenas intensidades de ruído são acrescidas ao sistema.
O método proposto para multiplicar estruturas periódicas foi introduzido no Capítulo
2, utilizando o Mapa Quadrático (MQ). Se um parâmetro Fj de período k = 2 for adicionado
ao MQ, sendo F1 = −F e F2 = +F , por exemplo, obtém-se dois Mapas Quadráticos
Modificados (MQMs): o MQ modificado pelo parâmetro −F e o MQ modificado pelo
parâmetro +F . As sucessivas iterações desses dois MQMs dão origem ao mapa composto
C(k=2), cujas curvas analíticas de bifurcação são funções do parâmetro de não linearidade
a e também do parâmetro externo F . A curva W (k=2)1 (a, F ) = 0 mostra que, ao compor
dois MQMs, são obtidas duas bifurcações sela-nó para valores diferentes de a, que dão
origem às duas órbitas assintoticamente estáveis de período 1 do mapa C(k=2). Essas órbitas
obtidas analiticamente são mapeadas pelas variáveis x(c)n do mapa composto que, juntamente
com as variáveis intermediárias xn, dão origem ao processo de duplicação e separação das
regiões de período par no diagrama de bifurcação. Por outro lado, ainda considerando o
caso k = 2, os períodos ímpares tornam-se proibidos, pois a composição de dois mapas
ocasiona a duplicidade do número de órbitas assintoticamente estáveis quando as iterações
intermediárias são consideradas. Observando os resultados obtidos para k = 3, k = 4 e
k = 5, conclui-se que, para ocorrer a proliferação de regiões periódicas, é indispensável que
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a razão η = m/k entre a periodicidade m da órbita correspondente e o número k de MQMs
utilizados na composição resulte em um número inteiro, ou seja, η ∈ Z. Caso contrário, as
órbitas geradas pelo mapa composto passarão a ter período m′ = km.
Para o Mapa de Hénon (MH), é possível construir um espaço de parâmetros (a, b) no
qual observa-se a coexistência de domínios caóticos e periódicos, esses últimos denominados
Estruturas Isoperiódicas (EIPs). Aplicando o método ao MH, é possível multiplicar as
EIPs escolhendo adequadamente o período e a intensidade do parâmetro Fj, o que leva a
uma diminuição considerável do domínio caótico no espaço de parâmetros, como mostram
os resultados do Capítulo 3. Analisando o espaço de parâmetros do mapa H(k=2) com o
valor do maior Expoente de Lyapunov (EL) λ1, conclui-se que as EIPs criadas quando
F 
= 0 são idênticas às originais, de forma que não só o domínio regular é multiplicado, mas
também toda a dinâmica característica do sistema ocorrerá k vezes, incluindo o nascimento
da EIP através de uma bifurcação sela-nó, a região de superestabilidade em sua parte mais
interna, a perda de estabilidade e as sucessivas Bifurcações por Dobramento de Período
(BDPs). Os resultados das Seções 3.4 e 3.5 mostram que a proliferação de EIPs apenas ocorre
quando as mesmas regras estabelecidas para o mapa composto por MQMs são satisfeitas, de
forma que a razão η entre o período principal m da EIP e o número k de Mapas de Hénon
Modificados (MHMs) utilizados na composição deve resultar em um número inteiro. Caso
contrário, o período principal m da EIP será aumentado para m′ = km, e esse domínio
não será multiplicado no espaço de parâmetros. Assim como para o caso unidimensional,
a composição de mapas bidimensionais modificados pelo parâmetro externo Fj também
gera k atratores no espaço de fases, sendo que as bacias de atração desses atratores são
parcialmente crivadas e encontram-se entrelaçadas.
No caso de sistemas estocásticos, esse método mostrou-se bastante eficiente na
recuperação de regiões periódicas que são afetadas pelo ruído. Para o Mapa Catraca (MC),
sistema no qual as EIPs concentram combinações paramétricas que conduzem a valores
ótimos para a corrente de partículas J , verificou-se que as réplicas das EIPs geradas pelo
mapa R(k=2)T composto por Mapas Catraca Estocásticos Modificados (MCEMs) são tão
resistentes aos efeitos do ruído térmico quanto às originais, proporcionando um aumento
da área do espaço de parâmetros com J < −5 de 77,5% para T = 10−5 e de 78,1% para
T = 10−3. Sob ação da temperatura, o sistema perde estabilidade primeiramente nas
bordas das EIPs, sendo a parte central desses domínios mais resistente. Aumentando a
área do espaço de parâmetros ocupada pelas EIPs, automaticamente aumenta-se também a
intensidade do ruído necessária para destruir completamente esses domínios, de tal forma
que o procedimento adotado para multiplicar EIPs é capaz de garantir a estabilidade do
sistema mesmo quando ruídos mais intensos são aplicados.
Tratando-se de sistemas a tempo contínuo, a multiplicação de estruturas periódicas
ocorre por meio de um processo diferente. No entanto, a essência do método é a mesma:
deve-se adicionar ao modelo uma perturbação periódica adequada. A principal diferença
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entre mapas e equações diferenciais é que, para o caso contínuo, a adição de um termo
periódico não é capaz de criar novos atratores, como ocorre no caso discreto devido ao
processo de composição. Sendo assim, apenas os domínios do espaço de parâmetros que
apresentam multiestabilidade poderão ser multiplicados. Cada atrator periódico no espaço
de fases corresponde a um domínio regular no espaço de parâmetros. Caso existam dois
atratores periódicos no espaço de fases de uma única combinação paramétrica, então existem
duas estruturas periódicas no espaço de parâmetros associadas a esses atratores. Portanto,
quando há multiestabilidade, a estrutura periódica correspondente é degenerada e, para
quebrar essa degenerescência e desunir essas estruturas, é necessário quebrar a simetria do
sistema e separar esses atratores no espaço de fases.
O primeiro sistema a tempo contínuo considerado foi a equação de Langevin, cujos
resultados foram apresentados na Subseção 4.4.1. Como o potencial U(x) escolhido é
assimétrico em x, esse sistema apresenta apenas simetria temporal, que encontra-se no
termo perturbativo Bsen(ωt). A fim de quebrar essa simetria, foi adicionada ao modelo uma
nova força externa F (t) = F cos(2t), que apresenta uma diferença de fase 2π em relação ao
termo já existente e também uma frequência angular diferente. Dessa forma, aumentando
a intensidade F , é possível mover os atratores em direções opostas no espaço de fases e
separar as estruturas periódicas degeneradas no espaço de parâmetros, proporcionando um
aumento de 85% na área que disponibiliza correntes Jc cujo valor absoluto é maior do que
0,1. No caso do Circuito de Chua Adimensional com Realimentação (CCAR), apresentado
na Subseção 4.4.2, os atratores são simétricos nas variáveis X, Y e Z. Se o forçamento
F (X) for composto apenas por uma função periódica, tal que F (X) = Asen(BpX), as EIPs
degeneradas se movem na mesma direção do espaço de parâmetros, e não obtém-se aumento
da região regular. Entretanto, quando o termo assimétrico F cos(3BpX) é adicionado à
função F (X), a simetria na variável X é quebrada, e torna-se possível separar os atratores
no espaço de fases e dissociar as EIPs no espaço de parâmetros, obtendo um aumento da
área periódica de 57,8% quando os efeitos do ruído são considerados.
Os resultados apresentados ao longo desta tese demonstram que o método desenvol-
vido é bem sucedido em sua proposta. A ampliação de determinado domínio paramétrico que
é afetado pelo ruído é de extrema importância quando pretende-se reproduzir em laboratório
os resultados obtidos numericamente. Suponha que deseja-se investigar a dinâmica do
circuito de Chua experimentalmente para uma combinação paramétrica (α, ζ) que, para o
modelo teórico, resulta em uma dinâmica periódica. Nesse caso, os parâmetros de controle
estão diretamente relacionados às propriedades físicas dos dispositivos experimentais, tais
como a resistência, a indutância e a capacitância. Durante a execução do experimento no
laboratório, os ruídos intrínsecos ao ambiente e também as imprecisões características dos
dispositivos eletrônicos, especificadas pela margem de erro percentual, podem alterar a
dinâmica do sistema, de forma que o resultado obtido pode ser completamente diferente
daquele esperado para a configuração do circuito. Esse problema é ainda mais evidente
Capítulo 6. Considerações Finais 121
quando a combinação paramétrica localiza-se na borda de uma EIP, região que certamente
será afetada pelo ruído. Dessa forma, se o aumento do domínio periódico no espaço de
parâmetros experimental por meio do forçamento assimétrico F (X) for superior à incerteza
das especificações dos dispositivos, o método garante que essas flutuações não modificarão a
dinâmica do sistema.
Os efeitos de perturbações aleatórias em sistemas Hamiltonianos também foram
investigados, utilizando como modelo o mapa padrão com ruído aditivo. De forma geral, as
curvas da Estatística dos Tempos de Recorrência (ETR) mostram que o efeito stickiness se
torna mais robusto quando a intensidade do ruído é 10−5 ≤ D ≤ 10−4, independentemente
do tipo de ruído. A partir da ETR também observa-se que, para determinados intervalos de
tempo e de intensidade D, obtém-se um decaimento na forma de lei de potência cujo expoente
é ε ≈ 0,65, indicando a ocorrência do efeito conhecido como enhanced trapping. Quando a
curva da ETR apresenta um decaimento exponencial, nota-se que a ilha de regularidade é
completamente explorada pela trajetória e o espaço de fases se torna aparentemente ergódico.
Apenas quando adiciona-se ruído com Correlação Lei de Potência (CLP) de alta intensidade
a um mapa padrão com K = 3,28, para o qual o ponto central é elíptico, a ETR não
apresenta um decaimento exponencial, mesmo que o espaço de fases seja completamente
preenchido pela trajetória. Para esse caso, foi encontrado um decaimento na forma de lei de
potência cujo expoente é  = 2,0, o que representa um movimento superdifusivo através da
ilha de regularidade.
Analisando o valor do maior EL de trajetórias caóticas do mapa padrão com ruído
para D = 10−1 e do mapa padrão sem ruído, observa-se que λ1 do caso perturbado é menor
que do caso determinístico. Isso ocorre pois a trajetória perturbada pode penetrar nas
ilhas e executar um movimento regular por determinado intervalo de tempo, gerando uma
diminuição do valor de λ1. Sendo assim, mesmo não existindo mais regiões proibidas no
espaço de fases, reminiscências das ilhas de regularidade podem ser percebidas através do
valor do EL, uma vez que o ruído não altera a configuração topológica do espaço de fases.
Em relação aos tipos de ruído, verifica-se que o ruído uniforme permite que uma área maior
do espaço de fases seja visitada pela trajetória. De forma geral, os resultados do Capítulo 5
mostram que não é o tipo de distribuição de probabilidade utilizada para gerar ξn que exerce
maior influência na dinâmica de sistemas Hamiltonianos perturbados, mas sim o desvio
padrão da distribuição. Quando comparados os resultados obtidos adotando valores de K
que resultam em diferentes condições de estabilidade para o ponto central, observa-se que a
transição de um espaço de fases dividido para um totalmente caótico através do aumento
gradativo de D ocorre mais rapidamente para o caso no qual o ponto central é instável.
6.1 Trabalhos futuros
O método de proliferação de estruturas regulares por meio da adição de perturbações
periódicas mostrou-se bastante geral e aplicável aos mais variados tipos de modelos discretos
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e também contínuos, desde que a condição da multiestabilidade seja satisfeita. Visto o
sucesso desse procedimento na geração de transporte direcionado em sistemas catraca, uma
proposta de trabalho consiste em estudar os efeitos da perturbação externa em um modelo
que simula o movimento de duas partículas Brownianas acopladas elasticamente, sendo o
movimento de cada uma delas descrito por uma equação de Langevin. Esse tipo de sistema
pode ser utilizado na investigação do fenômeno de reversão da corrente e também para
estudar as condições para as quais ocorre sincronização [169]. Para esse mesmo modelo, é
possível ainda modificar o tipo de acoplamento, adotando por exemplo um potencial de
Lennard-Jones, o qual é aplicável na descrição das interações entre monômeros de uma única
molécula de DNA [170–172].
6.2 Produção científica
Os principais resultados apresentados nesta tese deram origem aos artigos científicos
que encontram-se listados a seguir, em ordem cronológica:
1. Manchein, C.; Da Silva, R. M.; Beims, M. W. Proliferation of stability in phase and
parameter spaces of nonlinear systems. Chaos, v. 27, n. 8, p. 081101, 2017.
2. Da Silva, R. M.; Manchein, C.; Beims, M. W. Controlling intermediate dynamics in a
family of quadratic maps. Chaos, v. 27, n. 10, p. 103101, 2017.
3. Da Silva, R. M.; Manchein, C.; Beims, M. W. Exploring conservative islands using
correlated and uncorrelated noise. Phys. Rev. E, v. 97, n. 2, p. 022219, 2018.
4. Da Silva, R. M.; Manchein, C.; Beims, M. W. Optimizing thermally affected ratchet
currents using periodic perturbations. Physica A, v. 508, p. 454-460, 2018.
5. Da Silva, R. M.; Nicolau, N. S.; Manchein, C.; Beims, M. W. Steering multiattractors
to overcome parameter inaccuracy and noise effects. Phys. Rev. E, v. 98, n. 3, p.
032210, 2018.
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Dada uma base {w1, . . . , wn}, o processo de ortonormalização de Gram-Schmidt
permite construir, através da combinação linear dos vetores wi, uma nova base ortonormal





Em seguida, define-se um segundo vetor normalizado tal que:
v2 =
w2 − (w2 · v1)v1
|w2 − (w2 · v1)v1|
, (A.2)
sendo v1 · v2 = 0, ou seja, v1 é ortogonal a v2. O procedimento é repetido quantas vezes for


















Dedução do mapa catraca
A equação que descreve o movimento em uma dimensão de uma partícula Brownia-
na, desconsiderando as forças de caráter aleatório, é dada por
μẍ = −νẋ − U ′(x, t). (B.1)
Seja a velocidade da partícula v = ẋ, essa equação diferencial de segunda ordem pode ser







ẋ = v. (B.2b)
Para gerar transporte direcionado de partículas em um modelo descrito pelas Eqs.
(B.2a) e (B.2b), deve-se especificar U(x, t) de tal modo que esse potencial seja periódico na
posição x e no tempo t, além de ser assimétrico em x. Para obter o Mapa Catraca (MC), a
dependência temporal pode ser imposta a partir de uma série de Deltas de Dirac periódicas
em t, enquanto a assimetria espacial pode ser introduzida por meio de um potencial do tipo
U(x, t) = κ[cos(x) + 0,25 cos(2x + φ)]
∞∑
n=0
δ(t − nτ), (B.3)
no qual τ é o período do potencial que gera a série de impulsos F(x, t) = −dU/dx, tal que
F(x, t) = κ[sen(x) + 0,5sen(2x + φ)]
∞∑
n=0
δ(t − nτ), (B.4)
para n = 0, 1, 2, . . .. A intensidade desses pulsos depende da posição da partícula e da
amplitude κ. A forma do potencial, por sua vez, depende da intensidade do termo assimétrico
e da fase φ.
Considerando inicialmente um período de tempo no qual não ocorre o impulso e
definindo ν̃ = ν/μ, obter-se-á a partir da Eq. (B.2a)
v̇ = −ν̃v, (B.5)
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cuja solução é
v(t) = v(0)e−ν̃t. (B.6)
O deslocamento no período τ pode ser calculado substituindo a Eq. (B.6) na Eq. (B.2b),
tal que





(1 − e−ν̃τ ), (B.7)
na qual foram utilizadas as notações xn = x(0) e xn+1 = x(τ). Definindo γ = e−ν̃t, a Eq.
(B.7) pode ser reescrita da seguinte forma:
xn+1 − xn =
τv(0)(1 − γ)
| ln γ| . (B.8)
O próximo passo consiste em integrar a Eq. (B.2a) em um intervalo de tempo
entre dois impulsos, incluindo o impulso inicial mas não incluindo o impulso final [47].
Especificamente, o intervalo de integração é nτ − ε < t < (n + 1)τ − ε, com ε sendo uma














Usando a Eq. (B.2b) e definindo os limites
xn = lim
ε→0 x(nτ − ε),
vn = lim
ε→0 v(nτ − ε),
xn+1 = lim
ε→0 x[(n + 1)τ − ε],
vn+1 = lim
ε→0 v[(n + 1)τ − ε],
a Eq. (B.9) pode ser reescrita como:
vn+1 − vn = −ν̃(xn+1 − xn) + κ̃
∫ (n+1)τ−ε
nτ−ε
[sen(x) + 0,5sen(2x + φ)]
∞∑
n=0
δ(t − nτ)dt. (B.10)
A única contribuição da função Delta de Dirac na Eq. (B.10) será no tempo t = nτ , de
forma que
vn+1 − vn = −ν̃(xn+1 − xn) + κ̃[sen(xn) + 0,5sen(2xn + φ)]. (B.11)
A variação (xn+1 − xn) na posição da partícula é dada pela Eq. (B.8). No entanto,
como ocorre um impulso no intervalo de tempo considerado, esse deslocamento será idêntico
ao deslocamento de uma partícula em um fluido de viscosidade ν a temperatura nula que
recebeu no início do movimento um impulso que a fez aumentar em κ[sen(x)+0,5sen(2x+φ)]
o seu momento cinético inicial μvn [128], ou seja, para o intervalo considerado, obtém-se
v(0) = vn + κ̃[sen(xn) + 0,5sen(2xn + φ)]. (B.12)
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Sendo assim, a variação (xn+1 − xn) no intervalo entre dois impulsos é obtido substituindo a
Eq. (B.12) na Eq. (B.8), tal que
xn+1 − xn =
τ(1 − γ){vn + κ̃[sen(xn) + 0,5sen(2xn + φ)]}
| ln γ| . (B.13)
Substituindo a Eq. (B.13) na Eq. (B.11), considerando que ν̃ = | ln γ|/τ e fazendo
as devidas simplificações matemáticas, obter-se-á
vn+1 = γvn + γκ̃[sen(xn) + 0,5sen(2xn + φ)]. (B.14)
Definindo o parâmetro K = τ(1 − γ)κ̃/| ln γ| e os momentos
pn =
vnτ(1 − γ)
γ| ln γ| , pn+1 =
vn+1τ(1 − γ)
γ| ln γ| ,
as equações do MC podem ser encontradas multiplicando a Eq. (B.14) por τ(1 − γ)/γ| ln γ|,
e também considerando a Eq. (B.13), tal que:
pn+1 = γpn + K[sen(xn) + 0,5sen(2xn + φ)],
xn+1 = xn + pn+1.
(B.15)
APÊNDICE C
Dedução do mapa padrão
O modelo físico conhecido como rotor pulsado consiste em uma barra rígida de
momento de inércia I e comprimento L, com uma das extremidades fixada em um pivô sem
atrito e a outra livre para girar, como mostra a Fig. C.1. A extremidade livre está sujeita a
uma força periódica vertical de intensidade K/L, aplicada nos tempos t = 0, τ, 2τ, . . . , nτ .
Usando a coordenada generalizada x, que representa a posição angular da barra em relação
à vertical, e o momento conjugado p, que representa o momento angular, a Hamiltoniana do
sistema é dada por [151]
H(x, p, t) = p
2
2I + K cos(x)
∞∑
n=0
δ(t − nτ), (C.1)
sendo δ(t − nτ ) a função Delta de Dirac. A partir das equações de Hamilton (5.1), é possível
obter as equações de movimento do rotor pulsado utilizando para isso a função Hamiltoniana















Figura C.1 – Ilustração do rotor pulsado.
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A Eq. (C.2b) mostra que p é constante entre dois impulsos, mas varia de forma descontínua
a cada impulso. Por outro lado, como é possível verificar a partir da Eq. (C.2a), a posição
x varia linearmente com o tempo entre dois impulsos e é contínua no momento exato do














Figura C.2 – Dependência temporal do momento angular p e da posição angular x do rotor
pulsado. Figura construída com base na ilustração da pág. 138 da Ref. [94].
Para obter o mapa padrão, é necessário integrar as Eqs. (C.2a) e (C.2b) em um
intervalo de tempo nτ − ε < t < nτ + ε, no qual ocorre a ação da força impulsiva exatamente
no tempo t = nτ , e em outro intervalo nτ + ε < t < (n + 1)τ − ε, no qual não há aplicação
de força, uma vez que se trata de um intervalo entre dois impulsos consecutivos. Nesses
intervalos, ε representa uma quantidade infinitesimal.
A fim de simplificar a notação que será empregada na sequência da dedução, serão
definidas as seguintes grandezas:
pn = lim
ε→0 p(t = nτ − ε),
p∗n = limε→0 p(t = nτ + ε),
pn+1 = lim
ε→0 p(t = (n + 1)τ − ε),
tal que a mesma convenção é adotada para a posição x. Integrando inicialmente a Eq. (C.2a)
no intervalo nτ + ε < t < (n + 1)τ − ε, lembrando que esse intervalo localiza-se entre dois
impulsos e por isso p é uma constante, obtém-se a seguinte expressão:
x[(n + 1)τ − ε] − x[nτ + ε] = p(nτ + ε)
I
(τ − 2ε).
Da integração da Eq. (C.2b) obtém-se
p[(n + 1)τ − ε] − p[nτ + ε] = 0,
uma vez que δ(t − nτ) = 0 nesse intervalo. Aplicando o limite ε → 0, essas expressões
podem ser reescritas como:




pn+1 − p∗n = 0. (C.3b)
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Efetuando a integração no intervalo nτ − ε < t < nτ + ε, no qual ocorre a aplicação
da força no instante t = nτ , obtêm-se a partir das Eqs. (C.2a) e (C.2b) as respectivas
expressões:
x[nτ + ε] − x[nτ − ε]  p(nτ − ε)
I
ε + p(nτ + ε)
I
ε, (C.4a)
p[nτ + ε] − p[nτ − ε]  Ksen[x(nτ − ε)]. (C.4b)
Para encontrar a Eq. (C.4a), foram utilizadas as propriedades de integração de funções
impróprias, uma vez que o momento p apresenta descontinuidade no intervalo de integração.
A aplicação do limite ε → 0 nas Eqs. (C.4a) e (C.4b) resulta em:
x∗n − xn = 0, (C.5a)
p∗n − pn = Ksen(xn). (C.5b)
Isolando x∗n e p∗n nas Eqs. (C.5a) e (C.5b), respectivamente, e substituindo os resultados nas
Eqs. (C.3a) e (C.3b), obter-se-á
pn+1 = pn + Ksen(xn),




Definindo τ/I = 1, surge a forma conhecida do mapa padrão, descrita matematicamente
por [66,94]
pn+1 = pn + Ksen(xn) [mod 2π],
xn+1 = xn + pn+1 [mod 2π].
(C.6)
APÊNDICE D
Condição simplética do mapa padrão
Conforme demonstrado no Apêndice C, o mapa padrão é descrito matematicamente
pela Eq. (C.6). Para provar que esse sistema é Hamiltoniano, deve-se mostrar que a condição
simplética
JMJ
T = M (D.1)
é satisfeita, sendo J a matriz Jacobiana do sistema e M a matriz definida pela Eq. (5.4).









1 1 + Kcos(xn)
⎤
⎥⎦ . (D.2)
A partir da Eq. (D.2) obtém-se facilmente a matriz transposta JT . A substituição de J e JT















Kcos(xn) 1 + Kcos(xn)
⎤
⎥⎦ . (D.3)
Efetuando o procedimento de multiplicação de matrizes, levando em conta que o




⎢⎣ (−Kcos(xn) + Kcos(xn)) (−Kcos(xn) + 1 + Kcos(xn))









⎥⎦ = M, (D.5)
mostrando de fato que o mapa padrão integra a classe de sistemas Hamiltonianos.
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