This paper is concerned with the finite-time stabilization for a class of stochastic neural networks SNNs with noise perturbations. The purpose of the addressed problem is to design a nonlinear stabilizator which can stabilize the states of neural networks in finite time. Compared with the previous references, a continuous stabilizator is designed to realize such stabilization objective. Based on the recent finite-time stability theorem of stochastic nonlinear systems, sufficient conditions are established for ensuring the finite-time stability of the dynamics of SNNs in probability. Then, the gain parameters of the finite-time controller could be obtained by solving a linear matrix inequality and the robust finite-time stabilization could also be guaranteed for SNNs with uncertain parameters. Finally, two numerical examples are given to illustrate the effectiveness of the proposed design method.
Introduction
Since the first paper of Ott et al. 1 , a large number of monographs and papers studying the stabilization of the nonlinear systems without or with delays have been published 2-5 . These publications have developed many control techniques including continuous feedback and discontinuous feedback. Take 4 for example, the authors studied the pinning stabilization problem of linearly coupled stochastic neural networks, where a minimum number of controllers are used to force the NNs to the desired equilibrium point by fully utilizing the structure of the network.
On the other hand, the well-known Hopfield neural networks, Cohen-Grossberg neural networks and cellular neural networks 6-18 , and so forth have been extensively where x t x 1 t , x 2 t , . . . , x n t T ∈ R n is the vector of neuron states; n represents the number of neurons in the network; A diag a 1 , a 2 , . . . , a n is an n × n constant diagonal matrix with a i > 0, i 1, 2, . . . , n; B b ij n×n is an n × n interconnection matrix; f x f 1 x 1 , f 2 x 2 , . . . , f n x n T : R n → R n is a diagonal mapping, where f i , i 1, 2, . . . , n represents the neuron input-output activation and J J 1 , J 2 , . . . , J n T is a constant external input vector. To establish our main results, it is necessary to give the following assumption for system 2.1 or 2.2 . where M i is a positive constant for i 1, 2, . . . , n.
Because of the existence of environmental noise in real neural networks, the stochastic disturbances should be taken into account in the recurrent NN. For this purpose, we modify the system 2.1 as the following SNN:
where ω t ω 1 t , ω 2 t , . . . , ω n t T ∈ R n is an n-dimensional Brownian motion defined on the probability space Ω, F, {F t } t≥0 , P satisfying the usual conditions i.e., the filtration contains all P-null sets and is right continuous . The white noise dω i t is independent of dω j t for i / j. The intensity function h is the noise intensity function matrix satisfying the following condition:
where M h is a known constant matrix with compatible dimensions. In this paper, we want to control the SNN 2.4 to the desired state x * , which is an equilibrium point of NN 2.1 . Based on the discussions in many other papers, the stochastic perturbation will vanish at this equilibrium point x * , that is, h t, x * 0. Without loss of generality, one can shift the equilibrium point x * to the origin by using the translation y t x t − x * , which derives the following stochastic dynamical system:
dy t −Ay t Bg y t dt h t, y t dω t , 2.6
where g y t f x t x * − f x t .
Consider the SNN 2.6 with parameter uncertainties: the parameter matrices A and B are unknown but bounded, which are assumed to satisfy
where 
Then, through simple manipulations, one has
In order to stabilize the SNN 2.4 to the equilibrium point x * , equivalently, one can stabilize the SNN 2.6 to the origin due to the transformation. Hence, in the remainder of this paper, a controller u t will be designed for the stabilization of SNN 2.6 in mean square. The controlled SNN can be described by the following stochastic differential equation SDE :
dy t −Ay t Bg y t u t dt h t, y t dω t .

2.10
Similar to 30-33 , the controller is designed as follows:
where
. . , sign y n t , constants k 1 , k 2 are gain coefficients to be determined, and the real number α satisfies 0 < α < 1. In fact, here the continuous function u t in the SNN 2.10 is the key point for ensuring the finite-time stabilization.
Obviously, when 0 < α < 1, the controller u t is a continuous function with respect to y, which leads to the continuity of controlled system 2.10 with respect to the state y t 30-33 . If α 0, u t turns to be a discontinuous one, which has been considered in 34-36 . If α 1 in the controller 2.11 , then it becomes the typical stabilization issues which only can realize an asymptotical stabilization in infinite time 3-5 . Similar to the definition of finite-time stability in probability 29 , the finite-time stabilization in probability is given through the following definition.
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Definition 2.2. The system 2.6 is said to be finite-time stabilized at the original point by the controller 2.11 in probability, that is, the controlled SNN 2.10 is finite-time stable in probability 37 if, for any initial state x 0 , there exists a finite-time function T 0 such that
The following lemmas are needed for the derivation of our main results in this paper.
Lemma 2.3 see 38 . Itô's formula . Let x t ba an n-dimensional Itô's process on t ≥ 0 with the stochastic differential dx t f t dt g t dω t .
2.13
Let 
t is a real-valued Itô's process with its stochastic differential given by dV x t , t LV x t , t dt V x x t , t g t dω t , LV x t , t V t x t , t V x x t , t f t
then the origin of system 2.13 is globally stochastically finite-time stable, and 
Main Results
In this section, we first give some theorems in detail to guarantee that the original point of SNN 2.6 is stabilized in finite time, that is, the controlled system 2.10 with 2.11 is finitetime stable in probability. Then, for SNN 2.6 with parameter uncertainties, we provide a sufficient condition under which the controlled system 2.10 is robust finite-time stable in probability. Finally, the control gains k 1 and k 2 are designed by solving some linear matrix inequalities.
Theorem 3.1. The controlled system 2.10 with 2.11 is finite-time stable in probability, if there exist a constant ε and a positive-definite matrix P ∈ R n×n such that
Moreover 
From 0 < α < 1 and Lemma 2.5, we get n i 1
Thus, based on condition 3.1 , taking the expectations on both sides of 3.3 , we have
3.9
By Lemma 2.4, V y t stochastically converges to zero in a finite time, that is, the controlled system 3.2 is finite-time stable in probability, and the settle time is upper bounded by
3.10
This completes the proof.
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Remark 3.2. The two gain parameters k 1 and k 2 in the controller u t play different roles in ensuring the finite-time stability of the controlled system 3.2 . We can see from Theorem 3.1 that, whether or not the controlled system 3.2 could realize the finite-time stability mainly depends on the value of k 1 and satisfies condition 3.1 but nothing on k 2 . However, the size of the settle time depends on the value of k 2 but unrelated to k 1 , the only requirement for the gain k 1 is satisfying condition 3.1 .
Remark 3.3. In 31, 32, 35, 41 , the candidate Lyapunov function V t was chosen as a simple form of V t y T t y t and then the upper bound of settle time turns to be y 0 1−α /k 2 1 − α . In this paper, in order ro reduce some conservation of conditions in Theorem 3.1, a positive definite matrix parameter P is introduced such that condition 3.1 is easier to be satisfied. And the previous conclusions could be included by our results if the matrix P pI is taken, where p is a arbitrary constant, just as shown in the next corollary.
Corollary 3.4. The controlled system 3.2 is finite-time stable in probability, if there exist two constants ε and p such that
Moreover, the upper bound of the settle time is
Our next goal is to deal with the design problem, that is, giving a practical design procedure for the controller gains: k 1 and k 2 , such that the inequalities in Theorem 3.1 or Corollary 3.4 are satisfied. Obviously, those inequalities are difficult to solve, since they are nonlinear and coupled. A meaningful approach to tackling such a problem is to convert the nonlinearly coupled matrix inequalities into linear matrix inequalities LMIs , while the controller gains are designed simultaneously.
Based on the discussion in Remark 3.2, the parameter gain k 2 is one of the primary factors that affect the size of the settle time, which is unrelated to condition 3.11 . Hence, in the following discussion, we will fix the gain parameter k 2 and mainly focus on the design of control gain k 1 . We claim that the desired controller gain k 1 can be designed if a linear matrix inequality is feasible. 
Moreover, the control gain coefficient
Proof. The result can be proved by pre-and post-multiplying the inequality 3.13 by the block-diagonal matrix diag{I, ε −1/2 I, ε −1/2 I} and then following from the famous Schur complement lemma and Corollary 3.4 and we omit it here.
Just as mentioned in Introduction, when modelling a dynamic system, one can hardly obtain an exact model. Specially, in practical implementation of neural networks, the firing rates and the weight coefficients of the neurons depend on certain resistance and capacitance values, which are subject to uncertainties. It is thus necessary to take parameter uncertainties into account in the considered neural network. In the following, we consider the robust finitetime stabilization issue for SNN 2.6 under the parametric uncertainties 2.7 . Theorem 3.6. The interval SNN 3.2 with uncertain parameters 2.7 is robust finite-time stable in probability, if there exist three constants ε, λ 1 , λ 2 and a positive-definite matrix P ∈ R n×n such that
Proof. From Theorems 3.1 and 3.5, we know that the SNN 3.2 is finite-time stable in probability, if there exist a constant ε and a positive-definite matrix P ∈ R n×n such that the following LMI holds:
Thus, for the uncertain parameters satisfying 2.7 , we have
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For the second term in the above equality, it is easy to have
3.17
Then, based on Lemma 2.6, 3.16 and 3.17 , there exist two constants λ 1 and λ 2 such that
3.18
Then the result can be proved by the famous Schur complement lemma and condition 3.14 . 
Proof. Let P pI and we can prove the result based on Theorem 3.6. h t, x t diag tanh x 1 t , tanh x 2 t , tanh x 3 t , and the activation function is taken as f s tanh s . Then, it is obvious that M M h I 3 , where I 3 is a 3 × 3 identity matrix. The SNN 4.1 with the above-given parameters is depicted in Figure 1 with initial values
Two Numerical Examples
The stabilization controller is designed as
where the parameter α is chosen as 0.5 and the initial value x 0 1, −1, 3 T . Then, ||x 0 || 3.3166. According to Theorem 3.5 and using Matlab LMI toolbox, we solve the LMI 3.13 , and obtain p 2.8118, K 10.8900, and ε 10.1114. Then by Theorem 3.5, the desired controller parameter can be designed as k 1 3.8730.
By choosing an arbitrary fixed gain k 2 , SNN 4.1 can be stabilized in finite time in probability. Taking k 2 1, for example, we can obtain the upper bound of the settle time Figure 2 , which shows the states x 1 t , x 2 t , and x 3 t of the controlled SNN 4.1 . The simulation result has confirmed the effectiveness of our main results. (t) By choosing an arbitrary fixed gain k 2 , SNN 4.1 can be robustly stabilized in finite time in probability. Taking k 2 1.5, for example, we can obtain the upper bound of the settle time T x 0 1−α /k 2 1 − α 1.5856. Simulation result is depicted in Figure 3 , which shows the states x 1 t and x 2 t of the second-order controlled SNN 4.1 . The simulation result has confirmed the effectiveness of our main results.
Conclusions
In this paper, we have investigated the issue of finite-time stabilization for SNNs with noise perturbations by constructing a continuous nonlinear stabilizator. Meanwhile, Based on the Lyapunov-Krasovskii functional method combining with the LMI techniques, a sufficient criterion is derived for the states of the augmented system to be global finite-time stable in probability. Subsequently, for SNNs with parameter uncertainties, the robust finite-time stabilizator could be designed well. Finally, two illustrative examples have been used to demonstrate the usefulness of the main results. It is expected that the theory established in this paper can be widely applied in delayed systems, particularly in those discontinuous cases. It will be an interesting topic in our future research.
