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Abstract—This paper presents the first demonstrator of a
portable, multi-view, high-resolution, three-dimensional (3D) and
real-time microwave imaging system. The system is based on
a recently-developed real-time 3D microwave camera, which
performs quasi-monostatic acquisitions, equipped with an op-
tical depth camera providing target surface profile information.
Additionally, the entire system can be arbitrarily moved along
the target performing microwave and depth camera synchronized
acquisitions from different views with a twofold purpose, namely;
a) enabling a coverage area much larger than that possible with a
static imaging system, and b) allowing for incorporation of several
tilt angles (or views) to enhance capturing specular reflection
imaging data to improve the overall image quality. At each scan-
ning position, the imaging data from the microwave camera are
processed to build a local 3D microwave image. The information
is then merged, using recently-proposed techniques for multi-view
synthetic aperture imaging, to compose the global image. The
synchronized optical camera depth acquisitions enable tracking
the entire imager movements so that the position and attitude
are known. Moreover, the data acquired by the depth camera
are also use to build a complementary 3D outer surface profile
model of the target, producing a combined and realistic image
of the internal and external geometries of the target. Finally, the
performance of the combined system is evaluated using several
examples related to hidden contraband covered by clothing (i.e.,
people screening).
Index Terms—3D microwave camera, multi-view imaging,
synthetic aperture imaging, depth camera.
I. INTRODUCTION
M
ICROWAVE (and millimeter wave) imaging is a pow-
erful tool for evaluating the internal composition and
structures of microwave penetrable targets. A large variety of
imaging system configurations and post-processing techniques
have been developed to carry out this type of imaging depend-
ing on the nature of the problem and the available resources
[1]. Noteworthy among the many viable and practical appli-
cations of these techniques are nondestructive evaluation [2],
[3], screening of people [4] and medical imaging [5], [6].
Some of the most effective approaches in this area are
based on synthetic aperture radar (SAR) imaging techniques
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in which the scattered field is acquired along a 2D plane,
usually referred to as (measurement or imaging) aperture
[7], [8], [9]. Depending on the arrangement between the
transmitters and receivers, a monostatic [4], [7] or multi-static
[10] measurement approach can be implemented. However,
unless a voluminous measurement system, consisting of a large
aperture, is implemented to physically encompass a relatively
large object, such as a human body (e.g., today’s airport
millimeter wave screening booths), only local areas of the
object under test can be imaged. To increase the observation
area, measurement schemes combining several fixed apertures
have been proposed [11], [12] in order to generate a collection
of independent images from different positions. In addition, for
people screening applications, some methods incorporate the
natural movement of a human being, enabling complementary
data acquisition [13]. Moreover, if the imaging system (i.e.,
aperture) does not encompass the entire body under test, then
imaging data from specular direction may not be collected,
and some areas of the body under test may not be imaged
[14].
Using conventional optical cameras, multiple view infor-
mation, obtained from several arbitrary positions, is often
employed for several purposes. For example, this information
has been used to estimate the attitude and position of a
camera as well as building a 3D model from bi-dimensional
pictures [15]. This has resulted in the implementation of 3D
(optical) scanners, which can be arbitrarily moved [16]. In
contrast, SAR imaging is often implemented from a single
aperture (synthetic or real) position, referred to as a view
(analogous to computer vision terminology). These current
capabilities of conventional optical cameras, coupled with the
recent development of portable wideband (3D) microwave
cameras [17], has been the impetus for this work, namely; the
production of multi-view electromagnetic images. The latter,
used in this work, consists of a 20−30GHz real-time, portable
microwave camera with an aperture of ∼ 250mm × 230mm
capable of producing 3D images of objects [17]. As we will
demonstrate in this paper, combining the imaging data from
both of these cameras enables image production of objects
much larger than the microwave camera aperture alone. In a
similar fashion to conventional optical cameras, in this work
microwave data is acquired from different positions resulting
from arbitrary movements. The feasibility of this novel concept
was initially demonstrated in [18] by merging optical cameras
and SAR imaging resulting from moving/scanning a single
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transceiver to synthesize the aperture. Furthermore, it was
demonstrated that the proposed algorithms could also yield
3D object surface profile, obtained from the optical camera,
and images of the interior of the object, obtained from the
electromagnetic imaging data. In addition, the capability of
using different tilted views for the same position provides a
valuable mechanism to overcome the aforementioned draw-
back regarding specular reflections when using relatively small
imaging apertures [14].
Further research to extend [18] was focused on sparse
data collection to reduce the number of antenna elements
for the multi-view imager [19] as well as on replacing the
conventional optical camera by one capable of producing
object depth information [20], which can provide not only
the RGB values of each pixel but also its depth. This is
important since this also improves pixel position accuracy
for texture-less objects (e.g., plain clothing). However, all of
the aforementioned works were conducted and validated by
raster scanning a single antenna and then performing imaging
data post-processing offline. In contrast, in this work, a fully
functional and portable multi-view microwave camera capable
of producing 3D real-time images is used. This imager (i.e.,
microwave and depth cameras), comprising the microwave
camera presented in [17] and a depth camera, is portable and it
retains the capability for building the double model on-the-fly
as the operator moves the system along arbitrary trajectories.
This work technically extends the preliminary work pre-
sented in [21], in which the positioning system was not
included but the microwave camera was placed at known
positions and the imaging data was then processed offline.
Here, we first summarize the hardware components, such as
the microwave and the depth cameras, as pertinent to the
objectives of this work, including the positioning system based
on the latter. Subsequently, data stream processing from both
cameras is presented via a flowchart detailing the relevant
steps and the need for synchronization between the two
data streams. Finally, several examples, related to concealed
weapon screening, are illustrated showing the efficacy of the
scanner for such critical applications.
II. MULTIVIEW PORTABLE IMAGER
The main goal of the approach described here is to build a
three-dimensional model of a body under test with a real-time,
portable and 3D microwave camera [17]. The combination of
this microwave camera and a depth camera results in an imager
that can dynamically acquire both data sets and produce a 3D
image on an object of interest as the two are moved around
the object. For this purpose, the multi-view paradigm from
conventional optical cameras [22] is employed. In the case
of microwave camera, the ability to obtain multiple views of
an object is of critical importance for two key reasons. First,
portable cameras are expected to be relatively small in size.
Consequently, they cannot build a complete image of a larger
object under test (see Fig. 1). Second, due to the relatively
small imaging aperture size, there is a high likelihood of
missing the scattered signal due to specular reflections [14].
To remedy this, tilting and moving the imaging aperture will
be needed to produce a representative image of the object, as




Fig. 1. Multi-view scanning: (a) imaged area with a single-view scheme, and





Fig. 2. Possible reflections in case of a single-view system: (a) oblique
incidence, and (b) normal incidence.
To build such an imaging system as proposed three main
system components are required, namely: i) microwave data
acquisition; ii) positioning system and; iii) control and data
processing, as described below.
A. Microwave data acquisition
The cornerstone of the portable scanner is the portable mi-
crowave camera (one-sided or monostatic) with the capability
of providing sufficient amount of wideband data to produce
a 3D local image of a portion of a large object in real-time
[17]. Although other cameras with different architectures are
also available (e.g., [23]), the use of a monostatic architecture
is preferred as it does not require and an external illumination
source, which among other attributes helps to keep the overall
system compact.
A detailed description of this microwave camera is pro-
vided in [17] and, therefore, only the main characteristics
and features relevant to the presented work are summarized
here. The camera is made of 16 interlaced boards, each of
them containing 16 equally-spaced tapered slot antennas with
two built-in receivers. Thus, the overall number of spatial
data acquisition points is 16 × 32. Although the receivers
are equally-spaced along the same boards, there is a shift
of 4mm between the boards. Consequently, the acquisition
points for the quasi-monostatic system are placed at a non-
regular lattice. The overall dimensions of the camera are
∼ 260× 210× 180mm and its weight is 4.8 kg. The feeding
network consists of several cascaded amplifiers, multiplexers
and switches fed by a single voltage controlled oscillator
(VCO), which continuously sweeps from 20GHz to 30GHz.
The power at each antenna input is ∼ 10 dBm (see [17] for
a complete power balance of the feeding network). The VCO
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sweep time is set so that the camera can provide wideband
data at an equivalent rate of 30 frames per second. The built-in
receivers provide a baseband signal sampled by a two-channel
ADC, whose data are collected and stored by a Beaglebone
Black board. This board also provides connectivity with an
external computer via an Ethernet connection.
Although the camera has been used to detect targets up
to standoff distances of ∼ 30 cm, its best performance is
achieved at less than 10 cm since not only the signal-to-noise
ratio decreases due to the propagation losses but also the
spatial resolution of aperture-limited SAR imagers degrades
as a function of increasing standoff distance [4]
B. Positioning system
The portable scanner must be equipped with a subsystem
capable of providing position and attitude of the camera so that
the electromagnetic data from multiple views can be properly
merged. As discussed in the previous section, the microwave
camera can perform a full acquisition in approximately 33ms,
and therefore, movement is not expected to have a significant
impact in a locally-obtained image. Nevertheless, the displace-
ment distance between multiple views can be electrically large
since the processing time, although fast, is non-negligible. The
optimal choice for a positioning system is then one that can
provide position information with an error much smaller than
the minimum operating wavelength, corresponding to 30GHz.
If this condition for the positioning error is satisfied, then the
images can be coherently merged [14].
At the considered frequencies, the required small posi-
tioning error can be achieved using laser trackers or optical
systems based on markers. Nonetheless, these methods were
not considered here since their implementation requires the use
of external equipment in the line-of-sight of the imager. Other
positioning schemes are based on photogrammetry. These
systems, which require a conventional inexpensive optical
camera, cannot estimate the position with an error significantly
smaller than the microwave wavelength [18]. Consequently,
an incoherent merging scheme must be employed. For those
merging schemes, positioning inaccuracies result in artifacts
whose sizes are similar to the positioning error [14]. If the
object under test is rich in textures, so that key points on
its surface can be identified, then a positioning error in the
order of a few millimeters results, which is tolerable for these
suboptimum systems.
In this work, the positioning scheme is based on a depth
camera following the procedure outlined in [20]. These cam-
eras have an advantage over the conventional optical cam-
eras as they provide a 3D point cloud image instead of bi-
dimensional one. The position and attitude (i.e., roll, pitch
and yaw angles) of the camera can be found by comparing
consecutive point clouds without the need to resort to color
information. This makes the approach robust in cases in which
the area under test does not have any relevant edges or flat
textures by which to detect required key points as well as
independent of variations in lighting conditions [18]. In the
presented system, a low-cost Intel® RealSense™ SR300 depth
camera [24] is used. This camera is based on structured
light [25] and it provides three-dimensional point clouds of
dimensions 640×480 at a framerate of 60 frames per second.
C. Data processing
Wideband synthetic aperture radar techniques build images
from the reflectivity function, which measures the fraction of
the incident signal reflected by each point in a scene [26].
This 3D function can be represented by different approaches
(single cut [14], stacking transparent bi-dimensional cuts [17],
projection along one dimension [10], iso-reflectivity surfaces
[27], etc.) to render an image resembling those from conven-
tional optical cameras. Thus, the main purpose of the presented
system is to estimate the model reflectivity from the microwave
data. As a complement, a model point cloud representing the
visible surface of the scene under test is also computed. Both
representations are continuously updated for each new position
of the imager.
1) Flowchart: The global flowchart of the processing al-
gorithm is shown in Fig. 3. This flowchart consists of a
continuous loop, which constantly updates the image data.
First, a query is sent to two different processes (grouped by
dashed lines in Fig. 3), which are implemented and run in a
single or multiple different computers. This query triggers the
acquisition of the data from the microwave and depth cameras.
The trigger is implemented by a simple self-developed pro-
tocol based on non-blocking Transmission Control Protocol
(TCP) sockets. Subsequently, each data stream is processed
independently, as shown in the next sections. At the conclusion
of both independent processes, the local reflectivity data and
a transformation matrix are available, which can be used to
update the target model reflectivity (i.e., microwave image).
















Fig. 3. Flowchart for the multiview portable imager. The areas enclosed by
dash lines denote the two parallel process executed at each position: i) local
electromagnetic image processing, and ii) position estimation.
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2) Local electromagnetic image processing: For the mi-
crowave camera, the first step involves interpolating the data
into a regular grid. This step is performed using a linear
interpolation based on Sherphard’s method [28] implemented
by means of a look-up table resulting in a regular lattice of
61 × 66 points along the local plane x′y′ with a spacing
between them of ∆x′ = 2.75mm and ∆y′ = 2mm (see Fig.
4). These numbers are based on the spacing in the physical
array. In particular, there is an average non-uniform spacing of
∼ 2mm between the receivers along the y-axis [17]. Moreover,
the spacing between boards in x is 11mm and, therefore, its













Fig. 4. Local systems of coordinates of the microwave camera: (o) Acquisition
points and (x) interpolated points.
The local system of coordinates (denoted by primed coor-
dinates), which moves along with the imager, is chosen so
that the central point of the aforementioned regular grid is
the origin of coordinates (x′, y′, z′) = (0, 0, 0). Fig 5 depicts
an example of different local system of coordinates for two
different imager positions along with the global system of
coordinates.
Fig. 5. Global system of coordinates and local system of coordinates for two
positions of the imager.
The weights of the look-up table are calculated by perform-
ing a Delaunay triangulation of the acquisition points. Next,
the three vertices of the triangle surrounding each point of the
interpolation grid are found. Finally, three weights, one for
each vertex of the triangle, are computed for each point of the
interpolation grid. These weights correspond to the area of the
three inner triangles normalized by the total area. Thus, the
interpolated field Sˆ at a point (x′c, y
′












i, f) , (1)
where (x′i, y
′
i) are the vertices of the i-th triangle, Ai is the
area of each inner triangle and A =
∑3
i=1Ai is the area of
the overall triangle and S (x′i, y
′
i, f) is the field acquired by




Fig. 6. Interpolation algorithm: (o) denotes acquisition point and (x) denotes
interpolation point.
Since the described weights only depend on the acquisition
and interpolation points, which are independent of the imager
position, they are precomputed together with the look-up table
indexes instead of being computed on-the-fly.
Next, a ω − k migration algorithm is implemented [26],
[4] by means of efficient fast Fourier transforms (FFTs) to
compute the local reflectivity. Thus, the local reflectivity for
the n-th scanner position is given by:
ρn (x










where, ρn(x′, y′, z′) is the local reflectivity in local coordi-
nates, Sˆn(x′, y′) denotes the field evaluated at the interpo-
lation points for the n-th imager position, F denotes Fourier




+ k2x + k
2
y being k the wavenum-
ber and kx-ky the spectral coordinates corresponding to the
first Fourier transform. The parameter z0 corresponds to the
standoff distance along the z′ axis from the center of the
interpolation points to the center of the local reconstruction
volume. In practice, the interpolated data are zero-padded
to mitigate aliasing artifacts. For this reason, 12 and 20
acquisition points along the x- and y-directions, respectively,
are added to the interpolated data Sˆ(x′, y′).
3) Position estimation: The depth camera data are acquired
and processed in parallel to the operations corresponding to the
microwave camera. The core of the depth camera processing is
the iterative closest point algorithm (ICP) [29]. This algorithm
consists of two main steps: i) registration and ii) integration.
The registration step is devoted to finding a transformation
so that depth data acquired are aligned with a representation
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of the previously-acquired data. Thus, at the n-th imager
position, the inputs for the first step (registration) are the
last acquired point cloud, denoted by {~p′1, ~p
′
2, . . . , ~p
′
N}n, and
the model point cloud, {~m1, ~m2, . . .}n. On one hand, the
last acquired point cloud is a set of N points, which are
expressed in local (and, therefore, primed) coordinates. On
the other hand, the model point cloud is a set of points
from previous acquisitions, expressed in global (non-primed)
coordinates, which is calculated during the integration step.
Once the registration step is complete, a rotation matrix R¯n
and a vector ~tn are available, and consequently, the imager
position and attitude can be determined. Subsequent to these
steps, the integration step updates the model point cloud by
merging it with the last acquired point cloud. The criterion to
include a certain point into the model point cloud is based on
maximum distance and angle criteria, as described in [20]. It is
important to note that this point cloud, in contrast to the point
clouds acquired by the depth camera, does not have a fixed
number of points as it is updated for each imager position.
Since we aim to obtain imaging results in real or quasi-
real time for many applications, such as those related to
security screening, the ICP code must be optimized to achieve
an execution time compatible with being real-time. Thus, in
order to speed up the run time, a parallelized version of our
previous offline ICP-based positioning system [20], adapted
from the Point Cloud Library (PCL) [30], was implemented
and customized to operate in real-time.
Taking into account that the developed tool is intended
to be used in conjunction with small shared-memory sys-
tems (i.e., personal computers (PC) or laptops with multicore
CPUs), the authors have incorporated a parallelization scheme
based on OpenMP [31] for the registration and integration
steps. Concerning the registration step, the calculation of the
transformation matrix for the Point Cloud (PC) obtained with
each view has been parallelized, so that several points in the
PC can be processed simultaneously. The code related to the
integration that has been parallelized deals with the generation
of new vertices, in order to accelerate the merging of each
registered PC with the growing model mesh.
It is important to note that, in addition to the transformation,
the model point cloud is also available during the execution
of the algorithm. These data can be useful in some situations
as a complement to the electromagnetic model calculated
from the microwave camera data. For example, for people
screening applications, it can be useful to check whether an
apparent protrusion is due to a concealed object or to a clothing
crease/clump.
4) Data merge: At the end of the local electromagnetic
image computation and the position estimation, the model
reflectivity, denoted by ρ(g)n (x, y, z), can be updated with
the last computed local reflectivity. For this purpose, the
local reflectivity is first translated into the global system of
coordinates with the help of the rotation matrix, R¯n, and
position vector ~tn. According to the study carried out in [20],
the positioning error provided by this positioning system is
expected to be in the order of several millimeters, and conse-
quently, is close to the operational microwave wavelength. As
previously discussed, the optimal choice in these cases is to
implement a non-coherent merging formulation. In particular,
the formulation presented in [18] is used as it enables to merge
multiple overlapping local reflectivities while preserving the
maximum reflectivity values, as they are usually associated to
areas of interest. Thus, the model reflectivity is updated as:




n−1 (x, y, z) , ρn (x, y, z)
}
. (3)
Finally, the model reflectivity and point cloud can be
visually illustrated providing insightful information about the
model about the inner and outer layers of the object under
test, respectively.
III. RESULTS
The results presented here are focused on security applica-
tions. All of these results have been conducted by performing
different arbitrary sweeps along a mannequin wearing a shirt
with different concealed objects hidden by the shirt. In order
to get a reflection closer to the human skin reflectivity,
the plastic mannequin is covered by conductive paint [32],
[33], which has a sheet resistance of 32 − 55Ω/sq [34]. In
practice, the human body reflectivity is expected to exhibit
some differences from the target (i.e., handgun, knife, etc.)
reflectivity, increasing the contrast of the image.
The resolution of the depth camera was set to 640 × 240.
Moreover, a clipping box of 10×10×20 cm3 is used to reduce
the number of points in the acquired point clouds reducing the
computational time for estimating the position. The rest of the
relevant ICP algorithm parameters are summarized in Table
I. In this table, ǫd is the difference of the average squared
distance between the (transformed) last acquired point cloud
and the correspondences in the model point cloud. Additional
description of the remaining parameters is given in [30].
The local electromagnetic image processing, merging of the
data and data representation were performed using an Intel®
2.4GHz Xeon® E5645 with 36GB of RAM. The position
estimation was performed in an Intel® 2.4GHz Core(TM) i7-
4700MQ laptop with 16GB of RAM.
Table I
MOST RELEVANT ICP PARAMETERS USED IN THE PRESENTED
EXPERIMENTS.
Registration








The imager is depicted in Fig. 7. The depth and microwave
cameras were carefully aligned to reduce the number of
transformations. Nevertheless, due to physical constraints, an
offset between both cameras along the local coordinates y′
and z′ of 185mm and −70mm, respectively, was unavoidable.
Although these offsets are easily corrected in post-processing,
the vertical offset entails that the areas imaged by the depth
and microwave cameras do not fully overlap. It is interesting
to note that other promising transmitting and receiving layouts,
such as the ones based on sparse multi-static arrays [19],
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exhibit a larger gap between the elements, where the depth













Fig. 7. Imaging system (i.e., imager) comprising depth and microwave
cameras. The local system of coordinates and the vertical offset are also
shown.
In the first example, the mannequin is placed on a turntable,
which is manually rotated. The microwave camera with the
attached depth camera is oriented so that its normal vector is
pointing towards the axis of the turntable. Thus, it emulates
the circular movement of the microwave camera around the
mannequin. This turntable setup is chosen to constrain the
movement and check whether the positions were correctly
estimated. In this example, a protrusion was generated by
attaching a metallic bar to the mannequin’s body, as shown
in Fig. 8.
(a) (b)
Fig. 8. Turntable and mannequin with a protrusion created by an aluminum
foil bar.
The turntable is moved so that it covers an arc of 100◦
with the distance between the microwave camera aperture and
the rotation axis being d = 29.0 cm. Within this movement
(rotation), the data was automatically acquired at 44 locations.
The employed imaging domain and the estimated positions are
shown in Fig. 9. In addition, the normal vectors to the x′y′
planes are also shown. As it is clearly seen, all of these normal
vectors are approximately crossing at a distance equal to the
radius of the described arc (29 cm). The total arc estimated by
the positioning system is 87.9◦ instead of the actual 100◦, i.e.,
































Fig. 9. Imaging domain and estimated positions for the mannequin with a
protrusion: (a) oblique and (b) top views.
In order to evaluate the impact of the positioning errors on
the microwave image, several intermediate images are depicted
in Fig. 10. In this figure, the color scheme corresponds to the
position of the reflectivity maxima along the y-axis weighted
by the reflectivity value, as described in [20]. These results
show that to produce a viable image one needs to obtain
microwave data from a sufficiently high number of positions.
The most visible artifact in these images (b-d) is a slight bend
at the top portion of the bar due to the cumulative error in the
roll angle estimation. Although this kind of local artifacts are
common when scanning with depth cameras [35], they do not
prevent the target from being correctly identified.
In the next example, the same setup is considered but the
metallic bar is replaced by a knife with a plastic handle, as
shown in Fig. 11(b). The same distance from the camera to
the turntable was considered as well. However, in this case the
arc length was 95◦.
(a) (b)
Fig. 11. Turntable and mannequin with a concealed knife.
The imaging domain and estimated positions for this case
are shown in Fig. 12. In this case, a total of 43 acquisitions
were performed along the total arc. The positioning system
estimated that the movement was performed along 84.4◦, i.e.,
the total cumulative error for this angle is −11.17%.









































Fig. 10. Image composed from model reflectivity for the metallic bar attached



































Fig. 12. Imaging domain and estimated positions for the mannequin with an
attached knife: (a) oblique and (b) top views.
Several intermediate images corresponding to this case are
shown in Fig. 13. In this case, the metallic blade is clearly seen
whereas a shadow around the plastic handle with the tang of












































Fig. 13. Image composed from model reflectivity for the attached knife
example using: (a) 10 positions, (b) 20 positions, (c) 30 positions and (d)
43 positions.
In the third case, an arbitrary movement, where the imager
is moved by hand without using the turntable, is considered
in which the mannequin has a BB handgun attached to his
back, as shown in Fig. 14. The BB handgun, which is made of
plastic, is also covered by conductive paint for this experiment.
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(a) (b)
Fig. 14. Mannequin with an attached BB handgun.
The imaging domain and estimated trajectory during this
scan together with the z′ axis at each position are shown in
Fig. 15. The reconstructed electromagnetic image is depicted
in Fig 16 revealing that the gun can be clearly detected by
this proposed system and approach. The computation times
for this fully arbitrary scan are summarized in Table II.
Table II
COMPUTATIONAL TIMES FOR THE PROCESSING OF THE DATA AT EACH
POSITION IN THE EXAMPLE OF A MANNEQUIN WITH AN ATTACHED GUN.
Min. [ms] Max. [ms] Avg. [ms]
Position estimation 1294 1485 1379
Local EM image 578 761 643
Data merge and representation 328 349 335





































Fig. 16. Image composed from model reflectivity for the BB handgun example
using: (a) 12 positions, (b) 24 positions, (c) 36 positions, (d) 48 positions, (e)
60 positions, (f) 72 positions and (g) 86 positions.
Fig. 17 shows an overlay of the model reflectivity and point
cloud for this case. It is important to note that there is a
clear offset between the area imaged by the depth camera and
the area imaged by the microwave camera, as a result of the
aforementioned vertical offset of 185mm.
IV. CONCLUSIONS
The first demonstrator of a real-time multi-view imager
has been presented. The use of a monostatic, portable, high-
resolution, 3D camera for the microwave data acquisition and
a depth camera for positioning systems results in a handheld
(portable) imaging systems, which can be arbitrarily moved
around the object being imaged. The imager described here
provided a continuously-updated image with a refresh rate of
approximately 1.5 seconds. Although it has been shown in the
literature that the microwave data can be processed in real-
time at a relatively high video frame-rates (e.g., ~30 fps for the
microwave camera utilized here [17]) with the help of GPUs,
the current bottleneck is due to the time required to estimate
the position from the depth camera data and, therefore, future
research should focus on this point. Despite of that, the system
showed to be quite responsive and enables sufficient resolution























Fig. 17. Overlay of the 3D electromagnetic image and model point cloud for
the BB gun example.
to easily identify objects of interest for security and contraband
detection applications.
The presented imager paves the way towards the develop-
ment of free-hand scanners with capabilities to image large
areas by simple and arbitrary movements. In the area of secu-
rity screening, this type of imager opens a way to avoid booth
scanner devices and it enables the possibility of scanning local
areas mitigating privacy concerns, while providing a relatively
high screening throughput rate. Such a system can also be
deployed on demand as complimentary to booth scanners to
increase screening throughput or to areas such as sporting and
other public events where permanently deployed (i.e., booth)
systems are not practical. Moreover, the portable imager can
be intuitively guided with the help of dynamic images so that
after finding something suspicious (e.g., a part of a protrusion)
the surroundings can be easily inspected further.
Future work includes, in addition to speeding up the posi-
tioning system, experimentation with non-static targets. Even
in the case of collaborative beings, a small movement is ex-
pected due to natural movements (e.g., respiration). Since each
local images are taken in ~30 ms, the results are not expected
to be adversely affected by these movements. However, the
global images composed by merging local images are expected
to contain moderate artifacts due to a relatively rapid motion.
Since a moderate (involuntary) movement is expected to be in
the order of a few millimeters, merging different images of the
same area any defocusing effect is expected to be in the same
order as that of the positioning error, as described earlier.
In addition, although the merge algorithm has exhibited a
robust behavior in the experimentation, it would be useful, in
the future works, to include the possibility of re-imaging some
areas in case a clear error or an artifact is observed.
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