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We demonstrate multipulse quantum control of a single electron charge qubit. The qubit is
manipulated by applying nonadiabatic voltage pulses to a surface depletion gate and readout is
achieved using a quantum point-contact charge sensor. We observe Ramsey fringes in the excited-
state occupation in response to a pi/2 – pi/2 pulse sequence and extract T ∗2 ∼ 60 ps away from
the charge degeneracy point. Simulations suggest these results may be extended to implement a
charge echo by reducing the interdot tunnel coupling and pulse rise time, thereby increasing the
nonadiabaticity of the pulses.
PACS numbers: 85.35.Gv, 03.67.Lx, 73.21.La
The goal of quantum computation has inspired a num-
ber of recent experiments in solid-state physics. A few
promising qubit candidates created so far include quan-
tum dot charge and spin qubits, as well as a variety of
superconducting devices [1–6]. One significant challenge
facing all of these architectures is the loss of coherence
due to interactions with environmental degrees of free-
dom. Since the early days of nuclear magnetic resonance,
physicists have developed pulse sequences for mitigating
environmental interactions [7]. In the context of quan-
tum information science, the concept has been expanded
in the form of dynamic decoupling pulse sequences [8, 9].
Dynamic decoupling has been employed to extend co-
herence in a wide range of systems, including nitrogen
vacancy (NV) centers in diamond, trapped ions, and elec-
tron spins in quantum dots [10–13].
The efficiency with which dynamic decoupling main-
tains coherence depends on the specific pulse sequence
used as well as the spectral characteristics of the noisy
environment [10]. A comprehensive study of charge noise
has been performed in superconducting Cooper-pair-box
charge qubits [14–16]. These experiments have shown
Larmor precession of the qubit state, probed inhomo-
geneous dephasing through Ramsey spectroscopy, and
demonstrated charge echo. Furthermore, charge noise at
different frequency scales was studied by analyzing the
amplitude of the echo signal as a function of the evolu-
tion time. In semiconductors, coherence of a charge qubit
has been demonstrated using single non-adiabatic pulses
in the many-electron and one-electron regimes [1, 17–19].
However, in order to arrive at a precise expression for the
noise spectral density, elaborate pulse sequences building
on Ramsey spectroscopy and echo are needed [20]. In
this Rapid Communication we demonstrate multipulse
control of a charge qubit, paving the way for dynamic
decoupling.
Figure 1(a) shows a scanning electron microscope im-
age of a sample identical to the one measured. A two-
dimensional electron gas (2DEG) with charge density 2
× 1011/cm2 is located 110 nm below the surface of the
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FIG. 1. (Color online) (a) Scanning electron microscope image
of a sample similar to the one measured. The triple quantum dot is
configured as a double dot, with the third dot operated as a charge
sensor. Ohmic contacts to the 2DEG are marked by black squares.
Voltage pulses are applied to the left gate (labeled L). (b) Charge
sensor conductance gQ measured near the (0,1)-(1,0) charge transition
with nonadiabatic pulses applied. The dashed line shows a typical
range of gate voltages where qubit state readout is performed. (c)
Qubit energy-level diagram. A typical voltage pulse is shown in the
lower panel. (d) Coherent oscillations are obtained by varying the
pulse width tp .
In the single pulse measurement, Larmor precession occurs
near the charge degeneracy point, where the level splitting
is first-order insensitive to charge noise. In order to probe
decoherence at arbitrary values of the detuning, we use Ramsey
interference.4 We separate two σx = π/2 rotations by a free
evolution period of variable length τ to form the Ramsey
pulse sequence. A typical voltage pulse profile is shown
in Fig. 2(b), excluding the ∼30 ns measurement interval.
This pulse sequence is generated by combining the two
output channels of an Agilent 81134A pulse generator. The
duration and amplitude of each pulse is selected to result
in an approximate π/2 rotation at the “sweet spot” in the
energy-level diagram.
Evolution of the qubit state is depicted in the Bloch sphere
represenation shown in Fig. 2(a). At the beginning of each
pulse sequence the qubit is prepared at positive detuning in
|R〉. The first σx = π/2 pulse, with width tπ/2, rotates the
Bloch vector into the x-y plane. Following the first pulse, the
Bloch vector freely precesses about the z axis with frequency
f = √ε2 + 42/h. This free evolution is interrupted by a
second σx = π/2 rotation. In the absence of any σz rotation,
the two back-to-back σx rotations convert |R〉 to |L〉. Adding
a delay between the σx rotations results in oscillations in the
excited-state probability known as Ramsey fringes.
Measurements of the charge sensor conductance exhibit
coherent oscillations as a function of VL and τ , as shown in
Fig. 2(c). For this data set tπ/2 = 122 ps and the delay ranges
from −300 to +300 ps. The two σx = π/2 pulses overlap for
|τ | ∼ 0, resulting in a pulse that is approximately twice the
height of a single pulse. As a result, the oscillations in the
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FIG. 2. (Color online) (a) Ramsey fringe pulse sequence depicted
in the Bloch sphere representation. The qubit is initialized in |R〉. A
σx = π/2 pulse rotates the Bloch vector to the equator. The qubit then
freely evolves for a variable time τ , resulting in a σz rotation on the
Bloch sphere. The final state is determined using charge sensing after
a second σx = π/2 pulse is applied. (b) A typical voltage pulse profile
with tπ/2 = 130 ps. (c) QPC conductance measured as a function of
delay τ for a pulse amplitude Vp = 900 mV. The two pulses partially
overlap for |τ | < 140 ps, resulting in Larmor precession similar the
data in Fig. 1(d). Ramsey fringes are observed for longer delay times.
vicinity of τ = 0 are a signature of Larmor precession, similar
to the data in Fig. 1(d). For |τ | > 140 ps the two σx pulses
are separated by a free evolution period, resulting in Ramsey
fringes that decay with increasing delay.
To demonstrate the reproducibility of the experiment, we
show a second Ramsey data set in Fig. 3(c), with pulse
parameters tπ/2 = 130 ps and Vp = 700 mV. In order to
quantitatively analyze the data we extract the excited-state
probability PL as a function of τ along the dashed line in Fig.
3(c). We subtract a slowly varying background from these data
and show the resulting Ramsey fringes in Fig. 3(a). We fit the
oscillations to a cosine function with an amplitude that exhibits
a Gaussian decay, consistent with a simple 1/f noise model,19
PL = A0 exp
[
−
(
τ − τ0
T ∗2
)2]
cos [2πf (τ − τ0)] . (2)
Here A0 is the oscillation amplitude, T ∗2 is the inhomogeneous
dephasing time, τ0 = 135 ps is a fixed offset time, and f is the
oscillation frequency used in the fitting. For the data shown
in Fig. 3(a) we extract T ∗2 = 60 ± 10 ps. Similar values of
T ∗2 were obtained from several other cuts at different values
of VL. Figure 3(b) shows the extracted Ramsey frequencies
as a function of VL along with a theoretical prediction based
on the interdot tunnel coupling /h = 2 GHz and lever arm
conversion between gate voltage and energy.
The evolution of the charge qubit is modeled by numerically
integrating the time-dependent Schro¨dinger equation using
voltage pulse profiles acquired at the output of the pulse
generator, tunnel coupling measured from the single pulse
161302-2
FIG. 1: (a) Scanning electron microscope image of a sample
similar to the one measured. The triple quantum dot is config-
ured as a double dot, with the third dot operated as a charge
sensor. Ohmic contacts to the 2DEG are marked by black
squares. Voltage pulses are applied to the left gate (labeled
L). (b) Charge sensor conductance, gQ, measured near he
(0,1) – (1,0) charge transit on with nonadiabatic pulses ap-
plied. The dashed line shows a typical r nge of gate voltages
where qubit state readout is erformed. (c) Qubit e ergy-
level di gram. A typical volt ge puls is shown in the lower
anel. ( ) Coherent oscillations are obtained by varying the
pulse width tp.
wafer. Surface depletion gates are arranged in a triple
qua tum dot geometry. For this experiment, a single
el ctron is isolated in a double quantum dot and the third
dot i used as a highly sensitiv quantum point contact
(QPC) charge detector. All measur ments ar perfor ed
i a dilution refriger tor with an electron temperature of
90 mK. The two basis states describing the qubit occupa-
tion are |L〉 = (1, 0) and |R〉 = (0, 1), which correspond
to the electron occupying the left or right dot. These
states form an effective two-level system described by the
Hamiltonian
H =
1
2
εσz + ∆σx, (1)
ar
X
iv
:1
10
7.
49
27
v2
  [
co
nd
-m
at.
me
s-h
all
]  
25
 M
ar 
20
12
2where ∆ is the tunnel coupling and ε is the detuning.
The tunnel coupling ∆ results in an avoided crossing
with a minimum energy splitting of 2∆ at zero detuning.
We adjust the energy difference between |L〉 and |R〉 by
sweeping the gate voltages along the detuning axis [see
the white arrow in Fig. 1(b)]. However, for quantum
control we only drive the left gate to avoid the require-
ment of generating synchronized ∼ 100 ps pulses. The
resulting conversion between gate voltage and detuning
is ε ∝ αVL, where α = -54 µeV/mV.
We first demonstrate coherent control of the qubit by
driving it with a single pulse [1, 19]. The qubit is initial-
ized at positive detuning in |R〉, a charge eigenstate. A
nonadiabatic voltage pulse of amplitude Vp and width tp
(measured at the output of the pulse generator) drives
the system to ε = 0. At ε = 0 the eigenstates are
(|L〉 ± |R〉)/√2, and the qubit evolves according to a σx
rotation on the Bloch sphere. After the free evolution
time tp, the final charge state is a superposition of |L〉
and |R〉, with the relative weighting set by Vp and tp. An
example of a pulse used in this part of the experiment is
shown in Fig. 1(c). Figure 1(b) displays the charge sen-
sor conductance, gQ, as a function of the dc voltages, VL
(VR) on the left (right) gate electrodes. Pulse parameters
for this data set are tp = 130 ps and Vp = 700 mV. Sev-
eral bright lines at positive detuning indicate conditions
for which the qubit precesses to the excited state, |L〉,
during the pulse.
We observe coherent charge oscillations by continu-
ously measuring the charge sensor conductance, gQ, as
a function of VL and tp, as shown in Fig. 1(d). The
oscillations are robust when the qubit is driven to the
charge degeneracy point, consistent with previous reports
[4, 17, 19]. Readout is performed along the dashed line
in Fig. 1(b), where the qubit can be trapped in the (0, 0)
state during readout, leading to enhanced visibility of the
oscillations [19]. The excited state probability, PL, is de-
termined by normalizing the charge sensor conductance
to the (0,0) and (1,0) plateaus in the charge stability di-
agram. We choose the length of each pulse sequence,
including the measurement interval, to equal ∼ 30 ns.
We extract a tunnel coupling ∆/h ∼ 2 GHz from the
coherent oscillations in Fig. 1(d).
In the single pulse measurement, Larmor precession
occurs near the charge degeneracy point, where the level
splitting is first-order insensitive to charge noise. In or-
der to probe decoherence at arbitrary values of the de-
tuning, we use Ramsey interference [4]. We separate two
σx = pi/2 rotations by a free evolution period of variable
length τ to form the Ramsey pulse sequence. A typi-
cal voltage pulse profile is shown in Fig. 2(b), excluding
the ∼ 30 ns measurement interval. This pulse sequence
is generated by combining the two output channels of
an Agilent 81134A pulse generator. The duration and
amplitude of each pulse is selected to result in an ap-
proximate pi/2 rotation at the “sweet spot” in the energy
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FIG. 1. (Color online) (a) Scanning electron microscope image
of a sample similar to the one measured. The triple quantum dot is
configured as a double dot, with the third dot operated as a charge
sensor. Ohmic contacts to the 2DEG are marked by black squares.
Voltage pulses are applied to the left gate (labeled L). (b) Charge
sensor conductance gQ measured near the (0,1)-(1,0) charge transition
with nonadiabatic pulses applied. The dashed line shows a typical
range f gat voltages where qubit state r adout i perfor ed. (c)
Qubit energy-lev l diagram. A typical voltage pulse is shown in the
lower panel. (d) Coherent oscillations are obtained by varying the
pulse width tp .
In the single pulse measurement, Larmor precession occurs
near the charge degeneracy point, where the level splitting
is first-order insensitive to charge noise. In order to probe
decoherence at arbitrary values of the detuning, we use Ramsey
interference.4 We separate two σx = π/2 rotations by a free
evolution period of variable length τ to form the Ramsey
pulse sequence. A typical volt ge pulse rofile is shown
in Fig. 2(b), xcluding the ∼30 s measurement interval.
This pulse sequence is genera ed by comb ning the two
output channels of n Agilent 81134A pul e generator. Th
duration and amplitude of each pulse is selected to result
in an approximate π/2 rotation at the “sweet spot” in the
energy-level diagram.
Evolution of the qubit state is depicted in the Bloch sphere
represenation shown in Fig. 2(a). At the beginning of each
pulse sequence the qubit is prepared at positive detuning in
|R〉. The first σx = π/2 pulse, with width tπ/2, rotates the
Bloch vector into the x-y plane. Following the first pulse, the
Bloch vector freely precesses about the z axis with frequency
f = √ε2 + 42/h. This free evolution is interrupted by a
second σx = π/2 rotation. In the absence of any σz rotation,
the two back-to-back σx rotations convert |R〉 to |L〉. Adding
a delay between the σx rotations results in oscillations in the
excited-state probability known as Ramsey fringes.
Measurements of the charge sensor conductance exhibit
coherent oscillations as a function of VL and τ , as shown in
Fig. 2(c). For this data set tπ/2 = 122 ps and the delay ranges
from −300 to +300 ps. The two σx = π/2 pulses overlap for
|τ | ∼ 0, resulting in a pulse that is approximately twice the
height of a single pulse. As a result, the oscillations in the
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FIG. 2. (Color online) (a) Ramsey fringe pulse sequence depicted
in the Bloch sphere representation. The qubit is initialized in |R〉. A
σx = π/2 pulse rotates the Bloch vector to the equator. The qubit then
freely evolves for a variable time τ , resulting in a σz rotation on the
Bloch sphere. The final state is determined using charge sensing after
a second σx = π/2 pulse is applied. (b) A typical voltage pulse profile
with tπ/2 = 130 ps. (c) QPC conductance measured as a function of
delay τ for a pulse amplitude Vp = 900 mV. The two pulses partially
overlap for |τ | < 140 ps, resulting in Larmor precession similar the
data in Fig. 1(d). Ramsey fringes are observed for longer delay times.
vicinity of τ = 0 are a signature of Larmor precession, similar
to the data in Fig. 1(d). For |τ | > 140 ps the two σx pulses
are separated by a free evolution period, resulting in Ramsey
fringes that decay with increasing delay.
To demonstrate the reproducibility of the experiment, we
show a second Ramsey data set in Fig. 3(c), with pulse
parameters tπ/2 = 130 ps and Vp = 700 mV. In order to
quantitatively analyze the data we extract the excited-state
probability PL as a function of τ along the dashed line in Fig.
3(c). We subtract a slowly varying background from these data
and show the resulting Ramsey fringes in Fig. 3(a). We fit the
oscillations to a cosine function with an amplitude that exhibits
a Gaussian decay, consistent with a simple 1/f noise model,19
PL = A0 exp
[
−
(
τ − τ0
T ∗2
)2]
cos [2πf (τ − τ0)] . (2)
Here A0 is the oscillation amplitude, T ∗2 is the inhomogeneous
dephasing time, τ0 = 135 ps is a fixed offset time, and f is the
oscillation frequency used in the fitting. For the data shown
in Fig. 3(a) we extract T ∗2 = 60 ± 10 ps. Similar values of
T ∗2 were obtained from several other cuts at different values
of VL. Figure 3(b) shows the extracted Ramsey frequencies
as a function of VL along with a theoretical prediction based
on the interdot tunnel coupling /h = 2 GHz and lever arm
conversion between gate voltage and energy.
The evolution of the charge qubit is modeled by numerically
integrating the time-dependent Schro¨dinger equation using
voltage pulse profiles acquired at the output of the pulse
generator, tunnel coupling measured from the single pulse
161302-2
FIG. 2: (a) Ramsey fringe pulse sequence depicted in the
Bloch sphere representation. The qubit is initialized in |R〉.
A σx = pi/2 pulse rotates the Bloch vector to the equator.
The qubit then freely evolves for a variable time τ , resulting
in a σz rotation o the Bloch sphere. The final state is de-
termi ed using charg ensing after a se ond σx = pi/2 puls
is applied. (b) A typical voltage pulse profile with tpi/2 = 130
ps. (c) QPC conductance measured as a function of delay, τ ,
for a ulse amplitude Vp = 900 mV. The two pulses partially
overlap for |τ | < 140 ps, resulting in Larmor pr cession sim-
ilar the data in Fig. 1(d). Ramsey fringes are observed for
longer delay times.
level diagram.
Evolution of the qubit state is depicted in the Bloch
sphere represenation shown in Fig. 2(a). At the begin-
ning of each pulse sequence the qubit is prepared at pos-
itive detuning in |R〉. The first σx = pi/2 pulse, with
width tpi/2, rotates the Bloch vector into the x-y plane.
Following the first pulse, the Bloch vector freely precesses
about the z axis with frequency f =
√
ε2 + 4∆2/h. This
free evolution is interrupted by a second σx = pi/2 rota-
tion. In the absence of any σz rotation, the two back-
to-back σx rotations convert |R〉 to |L〉. Adding a delay
between the σx rotations results in oscillations in the ex-
cited state probability known as Ramsey fringes.
Measurements of the charge sensor conductance ex-
hibit coherent oscillations as a function of VL and τ , as
shown in Fig. 2(c). For this data set tpi/2 = 122 ps and the
delay ranges from -300 ps to +300 ps. The two σx = pi/2
pulses overlap for |τ | ∼ 0, resulting in a pulse that is
approximately twice the height of a single pulse. As a
result, the oscillations in the vicinity of τ = 0 are a sig-
nature of Larmor precession, similar to the data in Fig.
1(b). For |τ | > 140 ps the two σx pulses are separated by
a free evolution period, resulting in Ramsey fringes that
decay with increasing delay.
To demonstrate the reproducibility of the experiment,
we show a second Ramsey data set in Fig. 3(c), with
pulse parameters tpi/2 = 130 ps and Vp = 700 mV. In
3order to quantitatively analyze the data we extract the
excited-state probability, PL, as a function of τ along
the dashed line in Fig. 3(c). We subtract a slowly vary-
ing background from these data and show the resulting
Ramsey fringes in Fig. 3(a). We fit the oscillations to a
cosine function with an amplitude that exhibits a Gaus-
sian decay, consistent with a simple 1/f noise model [19],
∆PL = A0 exp
[
−
(
τ − τ0
T∗2
)2]
cos [2pif (τ − τ0)] . (2)
Here A0 is the oscillation amplitude, T
∗
2 is the inhomoge-
neous dephasing time, τ0 = 135 ps is a fixed offset time,
and f is the oscillation frequency used in the fitting. For
the data shown in Fig. 3(a) we extract T ∗2 = 60 ± 10 ps.
Similar values of T ∗2 were obtained from several other cuts
at different values of VL. Figure 3(b) shows the extracted
Ramsey frequencies as a function of VL along with a the-
oretical prediction based on the interdot tunnel coupling
∆/h = 2 GHz and lever arm conversion between gate
voltage and energy.
The evolution of the charge qubit is modeled by numer-
ically integrating the time-dependent Schrodinger equa-
tion using voltage pulse profiles acquired at the output of
the pulse generator, tunnel coupling measured from the
single pulse Larmor precession data set, and the Hamil-
tonian in Eq. 1. Figure 3(d) shows the calculated excited
state probability as a function of VL and τ . In order to
account for charge noise, each vertical cut through the
simulation is convolved with a Gaussian 1√
2piσ2ε
e
− (αVL)2
2σ2ε
with σε = 7.3 µeV. The value of σε is chosen such that
the Ramsey fringes at the “sweet spot” have equal val-
ues of T ∗2 in both the data and the simulation. While the
characteristic decay times are similar, the amplitude of
the oscillations in the simulation is larger because charge
relaxation is not taken into account. The value of σε
extracted from the simulation suggests a dephasing time
of ∼ 130 ps according to the relation T ∗2 ≈
√
2~
σε
, [19]
which is greater than the value of 60 ps obtained from
the data. It is possible that 60 ps underestimates the true
T ∗2 because additional dephasing during the pi/2 pulses is
not taken into account in Eq. 2. For comparison, setting
τ0 = 0 in Eq. 2 leads to T
∗
2 = 130 ns [14].
Coherence during a Ramsey experiment is limited by
inhomogeneities in the precession frequency due to low-
frequency charge noise. In this experiment each data
point corresponds to an average over ∼ three million it-
erations of the pulse sequence. Since the precession fre-
quency is a function of a noisy detuning parameter, each
iteration of the pulse sequence results in a slightly differ-
ent final state. In order to cancel out the effects of varying
frequency, we apply a charge-echo pulse sequence similar
to a NMR spin echo [7]. Charge qubit evolution with
the charge-echo pulse sequence is depicted in Fig. 4(a).
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FIG. 3. (Color online) (a) Ramsey fringes with a fit to Eq. (2). The
value forT ∗2 extracted from the fit is 60 ± 10 ps. (b) Ramsey frequency
as a function of VL extracted from experimental data (in red). The
black line shows the expected frequency based on spectroscopy of the
energy-level diagram. (c) Excited-state occupation PL as a function
of VL and τ . The dashed line shows the location of the cut in (a). (d)
Numerical simulation of the excited-state occupation generated using
pulse profiles acquired at the output of the pulse generator, plotted on
the same color scale as the experimental data in (c).
Larmor precession data set, and the Hamiltonian in Eq. (1).
Figure 3(d) shows the calculated excited-state probability as
a function of VL and τ . In order to account for charge noise,
each vertical cut through the simulation is convolved with a
Gaussian 1√
2πσ 2ε
e
− (αVL )2
2σ2ε with σε = 7.3 μeV. The value of σε
is chosen such that the Ramsey fringes at the “sweet spot”
have equal values of T ∗2 in both the data and the simulation.
While the characteristic decay times are similar, the amplitude
of the oscillations in the simulation is larger because charge
relaxation is not taken into account. The value of σε extracted
from the simulation suggests a dephasing time of ∼130 ps
according to the relation T ∗2 ≈
√
2h¯
σε
,
19 which is greater than
the value of 60 ps obtained from the data. It is possible that
60 ps underestimates the true T ∗2 because additional dephasing
during the π/2 pulses is not taken into account in Eq. (2). For
comparison, setting τ0 = 0 in Eq. (2) leads to T ∗2 = 130 ps.14
Coherence during a Ramsey experiment is limited by
inhomogeneities in the precession frequency due to low-
frequency charge noise. In this experiment each data point
corresponds to an average over ∼3 million iterations of the
pulse sequence. Since the precession frequency is a function
of a noisy detuning parameter, each iteration of the pulse
sequence results in a slightly different final state. In order
to cancel out the effects of varying frequency, we apply a
charge-echo pulse sequence similar to a NMR spin echo.7
Charge qubit evolution with the charge-echo pulse sequence
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FIG. 4. (Color online) (a) Evolution of the charge qubit during
an ideal charge-echo pulse sequence. (b) A typical pulse sequence,
as acquired at the output of the pulse generator. (c) Excited-state
probability PL as a function of VL and the displacement δt . (d)
Expanded plots of PL as a function of VL and δt near δt = 0 for (i)
experimental data (c), (ii) simulation using experimental pulses, (iii)
simulation with /h = 0.5 GHz and using ideal Gaussian pulses (see
text) with Vp = 300 mV and a rise time of 60 ps, and (iv) simulation
with /h = 0.5 GHz using experimental pulses with Vp = 300 mV.
is depicted in Fig. 4(a). A σx = π/2 pulse rotates the Bloch
vector into the x-y plane and then the Bloch vector freely
precesses during a time period τ + δt . We then apply a σx = π
pulse to reverse the evolution. This is followed by a second
free evolution period of length τ − δt . A final σx = π/2 pulse
is applied before the excited-state occupation is measured.
Since the Bloch vector spends approximately equal amounts
of time rotating in both directions, fluctuations in precession
frequency now have a smaller impact on the dephasing time.
The refocusing pulse is most effective when δt = 0.
A voltage pulse profile used to implement the charge echo
is illustrated in Fig. 4(b). Pulse parameters for this data set
are Vp = 900 mV, tπ/2 = 122 ps, tπ = 190 ps, and τ = 900
ps. Doubling the pulse width at the pulse generator does not
necessarily double the evolution time at the sample due to the
finite rise time of the pulses. Therefore the length of a π pulse
is not equal to twice the length of a π/2 pulse. Moreover,
the finite rise time reduces the pulse amplitude at short
pulse lengths. We picked a relatively small initial value of τ
because longer delay allows more inhomogeneity in evolution
161302-3
FIG. 3: (a) Ramsey fringes with a fit to Eq. 2. The value
for T ∗2 extracted from the fit is 60 ± 10 ps. (b) Ramsey fre-
quency as a function of VL extracted from experimental data
(in red). The black line shows the expected frequency based
o spectroscopy of the energy-level diagram. (c) Excited-state
ccup tion PL as a function of VL and τ . The dashed line
shows the location th ut in (a). (d) Numeric l simu-
lation of the exc t -state occ pation generat d using pulse
profiles a quired at the out ut of the pulse generator, plotted
on the same color scale as the experimental data in (c).
A σx = pi/2 pulse rotates the Bloch vector into the x-y
plane and then the Bloch vector freely precesses during
a time period τ + δt. We then apply a σx = pi pulse
to re erse the evolution. This is f llowed by a second
free evolution period of length τ − δt. A final σx = pi/2
pulse is applied before the excited state occupation is
measur d. Since the Bloch vector spends approximately
equal amounts of time rotating in both directions, fluctu-
ations in precession frequency now have a smaller impact
n he dephasi g time. The refocu ing puls is most ef-
fective when δt = 0.
A voltage pulse profile used to implement the charge
echo is illustrated in Fig. 4(b). For this data set we set
Vp = 900 mV, tpi/2 = 122 ps, tpi = 190 ps, and τ = 900
ps. Doubling the pulse width at the pulse generator does
not necessarily double the evolution time at the sam-
ple due to the finite rise time of the pulses. Therefore
the length of a pi pulse is not equal to twice the length
of a pi/2 pulse. Moreover, the finite rise time reduces
the pulse amplitude at short pulse lengths. We picked
a relatively small initial value of τ because longer delay
allows more inhomogeneity in evolution frequency within
a single pulse sequence. The excited state probability is
expected to show oscillations as a function of δt around
δt = 0 due to the charge echo. Experimental data do
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FIG. 3. (Color online) (a) Ramsey fringes with a fit to Eq. (2). The
value forT ∗2 extracted from the fit is 60 ± 10 ps. (b) Ramsey frequency
as a function of VL extracted from experimental data (in red). The
black line shows the expected frequency based on spectroscopy of the
energy-level diagram. (c) Excited-state occupation PL as a function
of VL and τ . The dashed line shows the location of the cut in (a). (d)
Numerical simulation of the excited-state occupation generated using
pulse profiles acquired at the output of the pulse generator, plotted on
the same color scale as the experimental data in (c).
Larmor precession data set, and the Hamiltonian in Eq. (1).
Figure 3(d) shows the calculated excited-state probability as
a function of VL and τ . In order to account for charge noise,
each vertical cut through the simulation is convolved with a
Gaussian 1√
2πσ 2ε
e
− (αVL )2
2σ2ε with σε = 7.3 μeV. The value of σε
is chosen such that the Ramsey fringes at the “sweet spot”
have equal values of T ∗2 in both the data and the simulation.
While the characteristic decay times are similar, the amplitude
of the oscillations in the simulation is larger because charge
relaxation is not taken into account. The value of σε extracted
from the simulation suggests a dephasing time of ∼130 ps
according to the relation T ∗2 ≈
√
2h¯
σε
,
19 which is greater than
the value of 60 ps obtained from the data. It is possible that
60 ps underestimates the true T ∗2 because additional dephasing
during the π/2 pulses is not taken into account in Eq. (2). For
comparison, setting τ0 = 0 in Eq. (2) leads to T ∗2 = 130 ps.14
Coherence during a Ramsey experiment is limited by
inhomogeneities in the precession frequency due to low-
frequency charge noise. In this experiment each data point
corresponds to an average over ∼3 million iterations of the
pulse sequence. Since the precession frequency is a function
of a noisy detuning parameter, each iteration of the pulse
sequence results in a slightly different final state. In order
to cancel out the effects of varying frequency, we apply a
charge-echo pulse sequence similar to a NMR spin echo.7
Charge qubit evolution with the charge-echo pulse sequence
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FIG. 4. (Color online) (a) Evolution of the charge qubit during
an ideal charge-echo pulse sequence. (b) A typical pulse sequence,
as acquired at the output of the pulse generator. (c) Excited-state
probability PL as a function of VL and the displacement δt . (d)
Expanded plots of PL as a function of VL and δt near δt = 0 for (i)
experimental data (c), (ii) simulation using experimental pulses, (iii)
simulation with /h = 0.5 GHz and using ideal Gaussian pulses (see
text) with Vp = 300 mV and a rise time of 60 ps, and (iv) simulation
with /h = 0.5 GHz using experimental pulses with Vp = 300 mV.
is depicted in Fig. 4(a). A σx = π/2 pulse rotates the Bloch
vector into the x-y plane and then the Bloch vector freely
precesses during a time period τ + δt . We then apply a σx = π
pulse to reverse the evolution. This is followed by a second
free evolution period of length τ − δt . A final σx = π/2 pulse
is applied before the excited-state occupation is measured.
Since the Bloch vector spends approximately equal amounts
of time rotating in both directions, fluctuations in precession
frequency now have a smaller impact on the dephasing time.
The refocusing pulse is most effective when δt = 0.
A voltage pulse profile used to implement the charge echo
is illustrated in Fig. 4(b). Pulse parameters for this data set
are Vp = 900 mV, tπ/2 = 122 ps, tπ = 190 ps, and τ = 900
ps. Doubling the pulse width at the pulse generator does not
necessarily double the evolution time at the sample due to the
finite rise time of the pulses. Therefore the length of a π pulse
is not equal to twice the length of a π/2 pulse. Moreover,
the finite rise time reduces the pulse amplitude at short
pulse lengths. We picked a relatively small initial value of τ
because longer delay allows more inhomogeneity in evolution
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FIG. 4: (a) Evolution of the charge qubit during an ideal
charge-echo pulse sequence. (b) A typical pulse sequence,
as acquired at the output of the pulse generator. (c) Excited
state probability, PL, as a function of VL and the displacement
δt. (d) Ex anded plots of PL as a function of VL and δt near
δt = 0 for: (i) Exper mental data (c), (ii) Simulation using
experime tal pulses, (iii) Simulatio with ∆/h = 0.5 GHz
and us ng ideal Gaussi pulses (see text) with Vp = 300 mV
and a rise time of 60 ps, (iv) Si ulation with ∆/h = 0.5 GHz
using experimental pulses with Vp = 300 mV.
not display an echo, as illustrated in Fig. 4(c) and an
expanded plot in Fig. 4(d)(i).
We simulated the qubit evolution using voltage pulse
profiles acquired at the output of the pulse generator in
order to understand the absence of a charge echo. The
simulations in Fig. 4(d)(ii) suggest the presence of charge
oscillations with a period δt of approximately 4 ps, which
are too closely spaced to be observed in this sample due
to QPC charge noise. To further investigate the oscil-
lation visibility, we simulated qubit evolution under the
influence of perfect square pulses that are convolved with
a Gaussi n to give a 60-p , 20% – 80 % rise time (ideal
pulses). For sufficiently sma l tunnel coupling, ∆/h = 0.5
GHz, the simulations predict an echo signal s shown in
Fig. 4(d)(iii). Based on is observation, we simulated
qubit evolution for experimen al pulses with Vp = 300
mV and ∆/h = 0.5 GHz. These simulations are shown
in Fig. 4(d)(iv) and indicate that a charge echo may be
observable with sufficiently fast pulse rise times.
The dynamic decoupling pulse sequences developed by
Uhrig assume hard pulses are applied to the sample [9].
For charge qubits, the time scales for quantum evolu-
tion impose very strict technical requirements on pulse
generation capability. First, the voltage pulse must be
nonadiabatic, otherwise the qubit would simply remain
in the ground state. In this case, the minimum rise time
is limited to ∼ 60 ps by the pulse generator. Second, for a
fixed detuning, the frequency of the echo signal occurs at
twice the Larmor precession frequency, since the relevant
time difference is 2δt [14]. In order to observe a clear
echo, the oscillations must be spaced by a time interval
large enough to allow the oscillations to remain visible
in the presence of QPC charge noise. For comparison, a
charge echo has been observed at ∼ 100 GHz in a super-
conducting qubit [14]. Lastly, the entire pulse sequence
must occur within a timescale set by T2 < 10 ns [1, 19].
All of this suggests: 1) small tunnel couplings, but large
enough to observe several free precessions within T2, 2)
small pulse amplitudes to reduce the echo oscillation fre-
quency, and 3) extremely fast rise times, as to maintain
sufficient level velocity for high visibility coherent oscilla-
tions. Further technical improvements will be required to
bring quantum control of the semiconductor charge qubit
to the level attained in spin systems, where the temporal
dynamics are much slower.
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