Abstract. We analyze the 3-parameter family of random networks which are uniform on networks with fixed number of edges, triangles, and nodes (between 33 and 66). We find precursors of phase transitions which are known to be present in the asymptotic node regime as the edge and triangle numbers are varied, and focus on one of the discontinuous ones. By use of a natural edge flip dynamics we determine nucleation barriers as a random network crosses the transition, in analogy to the process a material undergoes when frozen or melted, and characterize some of the stochastic properties of the network nucleation.
Introduction
We analyze the random 'edge/triangle' network model popularized by Strauss in 1986 [24] . In particular we focus on the emergence of phases and phase transitions as system size increases. In molecular systems some transitions have been successfully modelled, such as the continuous transition at the critical point in the gas/liquid transition, a transition between phases of different density. Others have not been as successfully modelled, notably the discontinuous fluid/solid transition between phases of incompatible structure. (It is an important open problem to prove, in a reasonable toy model of particles interacting through short range forces, the existence of a fluid/solid phase transition; see for instance [3, 25] .) Such continuous and discontinuous transitions have been found in parametric random network models (see [8] and references therein). To study one of the latter we will follow a dynamical approach used in statistical physics, where nucleation theory focuses on the manner in which a fluid begins to rearrange its molecules to produce a crystal structure. (We discuss this further in Section 4; see [4] for an overview of nucleation theory.)
We begin with some notation. Given n abstract labelled nodes, we denote by E(G) and T (G) the number of edges and triangles in the simple network G. Strauss put on the set of all such networks the 2-parameter family of unnormalized probability mass functions: (1) exp[s 1 e(G) + s 2 t(G)], are the edge and triangle densities in G, with value 1 in the complete network. The model parameters s 1 , s 2 are analogues of βµ and β in a grand canonical distribution of statistical mechanics.
As in statistical mechanics, phases in parametric models of random networks require an infinite-system-size limit formalism. Such a 'graphon' formalism was produced for random networks; in an important series of papers [1, 2, 12, 13, 14] , Borgs et al have used a certain metric on the space of networks to construct a completion, called the space of (reduced) graphons, with many useful properties. Used together with an important large deviation result [6] of Chatterjee/Varadhan, one may study convergence of distributions to infinite size through optimal-free-energy graphons g s 1 ,s 2 . See for instance [5] .
While numerous papers have studied asymptotics using this formalism for the edge/triangle and similar 'exponential random graph' models (see [16] for a review), we prefer the analogous 'microcanonical' versions of these models [8, 9, 10, 11, 17, 18, 19, 20, 21] . The microcanonical edge/triangle model uses parameters e(g), t(G) and consists of the uniform distributions on networks with fixed values of e and t. One then studies convergence to infinite size through optimal-entropy graphons, g e,t . These are better adapted to modelling properties asymptotic in n → ∞, as discussed for instance in [9] . (See also [7] for a more direct large deviation principle.)
In this paper we use the adjacency matrices M (G) of networks G, symmetric n × n matrices with 0, 1 entries indicating the edges in G, to view networks as linear operators on the vector space of column vectors whose coordinates are labelled by the nodes. In brief, for fixed constraints (e, t), the graphon formalism allows one to take a limit in the number of nodes, n → ∞, with 'most' constrained networks G converging to an entropy-optimal graphon g (e,t) , their linear operators M (G) converging in the weak sense to the compact linear integral operators M (g (e,t) ) on L 2 ([0, 1] 2 ), and the ordered sets of eigenvalues of the M (G) converging to those of M (g (e,t) ); see section 11.6 in [15] .
In Figure 1 we indicate the phase diagram of the edge/triangle model [8] . We will be concentrating on the transition between the phases denoted B(1, 1) and A(3, 0), as one goes through the point with coordinates (e, t) = (0.67, 0.2596) along constant edge density 0.67. This transition is particularly interesting because it is discontinuous: as discussed in the next section, the optimizing graphons for t slightly above 0.2596 are not close to the optimizing graphs for t slightly below 0.2596. A nucleation study of this transition involves the following challenges. First, we will need to work with finite networks. The very notion of phases requires taking infinite-size limits, and although the graphon formalism ensures that systems of large enough size are well modelled, there is no mechanism in the formalism to determine how large is 'large enough'. For practical reasons it was difficult for us to study systems with over 100 nodes. Fortunately we were able to see unambiguous evidence of the emergence of the B(1, 1)/A(3, 0) transition in systems with as few as 30 nodes; we describe this in Section 2. The fact that such transitions can be seen with a system of such low size is significant both for the computer analysis of network transitions and to the modelling of scientific data of such size, and is the first major result of this paper. Then we needed to introduce a dynamics to play the role of applying a heat bath at prescribed temperature to a material, and watching the material change, out of equilibrium, into a target equilibrium state. This is described in Section 3, and in particular it can be seen simply in the by various videos referenced there.
Our objective was to see how the network structure in one phase rearrranges to that of another phase. The key discovery in the previous studies of microcanonical random graph models was the fact that each entropy-optimal graphon corresponded to a decomposition τ ε A(6, 0) of the set of nodes into a small finite number of 'podes', and that the nodes in each pode were probabilistically indistinguishable in their connections with the nodes in the same or any other given pode. In Figure 2 we indicate the optimal-entropy graphons just above and just below the transition we are studying. The graphon from above the transition has two podes, of different sizes, and the graphon below the transition has three podes of equal sizes. Our goal is to understand how a network of one kind rearranges its structure in undergoing the transition. In Section 3 we explain how, using a relevant random dynamics of adding/removing edges, we made videos which literally show nodes rearranging into the pode structure appropriate to prescribed constraints. Our analysis of this nucleation process is the second major result of the paper. The relevant mathematics is the spectral data from the operator picture of networks, as noted above. In the crystal nucleation of a fluid the molecular restructuring is modelled as a probabilistic process: the time required for (critical, homogeneous) nucleation to take place is random, as are other features of the process. We have begun an analogous analysis for network nucleation, with details in Section 3.
Equilibrium in finite systems
Our goal is to understand how a network changes from the structure of one phase to that of another, under an appropriate dynamics. Before we can do this, we must understand the structure of the two phases. We begin with the entropy-maximizing graphons that describe infinite (or sufficiently large) random networks, and then consider finite-size effects. For more about these graphons and the precise transition between them, see [8] .
In the A(3,0) phase, an optimizing graphon g e,t is shown in the bottom of Figure 2 . If we denote the value of the graphon along the diagonal by a and the off-diagonal value by b, then this describes an infinite network with the following properties.
(1) The nodes group into three classes or "podes" of equal size, which we might imagine as red, blue, and green nodes. (2) The edges within each pode, e.g. connecting two red nodes, appear with probability a. 
which is the trace of the cube of the integral operator. Given e and t, it is easy to compute a and b, the eigenvalues and eigenfunctions of M (g e,t ), and the densities of all subnetworks. (7) The eigenspace corresponding to the negative eigenvalue (a−b)/3 consists of functions that are constant on each pode and integrate to zero. If we pick an orthonormal basis {ξ 1 (x), ξ 2 (x)} for this eigenspace and pick a random point x ∈ [0, 1], the ordered pair (ξ 1 (x), ξ 2 (x)) can lie at three possible points in R 2 , and these points form the vertices of an equilateral triangle centered at the origin. A change of basis only serves to rotate the triangle.
If we pick a network G with n nodes whose adjacency matrix M (G) is close to this graphon (which necessarily requires n large), then M (G) will have two large negative eigenvalues of approximate size n(a−b)/3 and one large positive eigenvalue of approximate size n(a+2b)/3. The eigenfunctions for the negative eigenvalues will be approximately constant on each pode, so that if we plot the values {(ξ 1 (v i ), ξ 2 (v i ))} for the n nodes {v i }, we will get (with high probability) three clusters of roughly equal size, centered at the vertices of an equilateral triangle. Moreover, the second largest negative eigenvalue λ 2 will be nearly as large as the largest negative eigenvalue λ 1 , while all other negative eigenvalues will be of order √ n.
We now turn to the B(1, 1) phase, with an optimal graphon shown at the top of Figure 2 . The corresponding integral operator has rank two, and in particular only has one negative eigenvalue, whose eigenfunction is constant on each pode. If we pick a large random network that is close to this structure, then the most negative eigenvalue λ 1 of the adjacency matrix will be O(n), and the values of ξ 1 (v) will distinguish the two podes, but the second most negative eigenvalue λ 2 will only be O( √ n). ξ 2 will be essentially zero on the smaller pode and random on the larger pode. A scatter plot of {(ξ 1 (v i ), ξ 2 (v i ))} will then give a tight cluster of points corresponding to the small pode and a vertical bar corresponding to the large pode.
The upshot is that both the size of λ 2 and the distribution of (ξ 1 (v), ξ 2 (v)) are strong indicators of the phase we are in. Another indicator is the size of the podes themselves. In the A(3, 0), there are three podes of equal size. In B(1, 1), there are two podes with a roughly 60-40 split between the larger and the smaller pode.
The left side of Figure 3 shows the distribution of (ξ 1 (v), ξ 2 (v)) for a typical graph with n = 54, e = 0.67 and t = 0.24. Grouping nodes, we then generate a tripodal graphon by simply counting the number of edges that blue-blue, blue-green, etc. Figure 4 is similar, only for a sample graph at t = 0.26, which is in the B(1,1) phase. In the plot of Figure 4 , we attempt to segregate the nodes into three podes, as before, but there is no clear dividing line between the reddish triangles and squares. We prefer to treat such graphs as in the second plot, where the entire vertical bar is considered a single pode. Of course, the uniform ensemble of networks of a fixed node number n and fixed numbers of edges and triangles are only proven to look like the optimal graphons in the n → ∞ limit. We need a procedure to generate the ensemble for finite n. To do this, we implement a dynamics on the space of networks with given e, described in Subsection 2.1, which has as limit set the subset of those with given t. (The dynamics then plays the role of an adjustable heat bath.) We then run the dynamics 'sufficiently long' to obtain samples of this limit set. We next examine the histogram of values of λ 2 we obtained this way. The histograms for n = 54, e = 0.67 and equal jumps of t from 0.24 to 0.26 are shown in Figure 5 . When t = 0.248 or t = 0.250 the variance in λ 2 is large, but when t > 0.250 or t < 0.248 the variance is much smaller. We interpret this as meaning that for the higher t the networks represent one phase and for lower t they represent a different phase, and where the variance is large we have some sort of transition. Note that λ 2 is much more negative for values of t below the transition than above, which is what we would expect from a B(1, 1)/A(3, 0) transition. The behavior of the eigenfunctions is harder to quantify but easy to spot. As noted earlier, Figures 3 and 4 show the distributions of (ξ 1 (v), ξ 2 (v)) for two representative sample networks, one substantially below and one substantially above the transition. Figure 6 shows what happens when n = 30, 48 or 66. Qualitatively, the picture is the same as for n = 54. Quantitatively, there are some small differences. The transition is sharper when n is larger, but is still visible when n is as small as 30. The specific location of the transition varies somewhat in n. As n increases, the transition point approaches from below the known location of the B(1, 1)/A(3, 0) phase transition for infinite n, namely t = 0.2596. The dependence of the transition t on n is particularly intriguing. There is a lower limit to the value of t achievable by a bipodal network in which each pode has an Erdős-Rényi structure. For the range of values of n considered in this paper (30 to 66), the transition actually occurs below this point! The networks just above the transition have a clear division into "red" and "blue" nodes, but the number of red-red-red triangles is significantly less than one would expect from an Erdős-Rényi graph with the given number of red-red edges. That is, in this range of t-values the red pode has some sort of n-dependent internal structure that we do not yet understand. This phenomenon is the subject of continuing research.
Finally, we examine whether our results are sensitive to changes in the edge density e = 0.67. They are not. Figure 7 shows the mean value of λ 2 as a function of (e, t). There is a sharp transition for all values of e. All that changes with e is the specific value of t at which it occurs. Having established that the phenomena we are investigating are insensitive to changes in e or n, we will henceforth restrict attention to n = 54, e = 0.67.
2.1.
Sampling from equilibrium. We use Markov Chain Monte Carlo (MCMC) to (approximately) uniformly sample graphs with specific numbers of edges and triangles. In order to ensure that our results are not sensitive to the sampling procedure, we carry this out in several different ways, all of which follow the same general procedure: given fixed number n of vertices, and given fixed edge and triangle counts E and T , we define the following three objects:
(1) a constraint set Ω which contains all graphs on n vertices with E edges and T triangles, (2) a function d Ω measuring the "distance" from a graph to Ω, and (3) for each graph G, a probability measure Q G on graphs with n nodes (the "proposal distribution").
We use this data to define a Metropolis-Hastings Markov chain with the following update rule: given the current state G (a graph on n nodes), we draw the graph G from Q G . If G ∈ Ω, it becomes the next state of the Markov chain. If
becomes the next state of the Markov chain. Otherwise, the Markov chain remains at G.
The Markov chain defined above is reversible, and the uniform measure on Ω is a stationary measure (and if Ω is connected under the proposal distributions, this stationary measure is unique). Finally, we generate a random graph by running the Markov chain for a long time (for most of the empirical results presented here, 10
9 accepted steps were sufficient) and accepting the final graph if it had exactly E edges and T triangles.
All of the results presented here were checked with the following three choices of Ω, d Ω , and Q:
(1) Ω is the set of graphs with exactly E edges and at most T triangles; d Ω (G) = max{0, T (G) − T }; and Q G is the random graph obtained from G by deleting an edge at random and adding an edge at random (2) Ω and d Ω are as above; Q G is the random graph obtained from G by choosing a vertex at random, then deleting an incident edge at random and adding an incident edge at random (3) Ω is the set of graphs with |E(G) − E| ≤ C and |T (G) − T | ≤ C for some constant
and Q G is the random graph obtained from G by either deleting a random edge, adding a random edge, or deleting a random edge and adding a random edge.
The figures and numbers that we present in the main body of this work are all for the first choice of dynamics. The other two choices of dynamics showed the same qualitative behavior but mixed more slowly; the third choice of dynamics in particular has a tendency to "get stuck" for long periods, since after deleting an edge it sometimes struggles to find another move that respects the triangle constraints.
2.1.1. Evaluating convergence. Since we are not able to prove bounds on the mixing time of any of the Markov chains above, we validated the convergence of our Markov chains by verifying that the distribution of certain statistics of interest (for example, the secondsmallest eigenvalue of the resulting graphs) were independent of the Markov chains' initial states. Specifically, we initialized our various Markov chains from three different initial distributions:
(1) a uniformly random graph with exactly E edges, (2) a graph drawn from a B(1, 1) graphon, and (3) a graph drawn from an A(3, 0) graphon.
Note that these three distributions have very different spectral properties. After running the Markov chains above, however, we verified that the spectral statistics of the outputs did not depend on which of the three initializations we chose.
Structural rearrangement under change of phase
We now turn to the central question of this paper. We have seen that for t = t low = 0.24, the ensemble is dominated by A(3, 0) networks, as evidenced by λ 2 being very negative, and by (ξ 1 , ξ 2 ) being clustered around three points, with equal numbers of nodes near each point. When t = t high = 0.26, the ensemble is dominated by networks with λ 2 much smaller, with the (ξ 1 , ξ 2 ) plot being a vertical bar (representing 60% of the nodes) and a separate cluster (40%). But how does the network change from one kind of network to the other under our dynamics, described in Section 2?
The supplementary material contains several animations that show the evolution of (ξ 1 , ξ 2 ) and various other statistics across the three stages. In this section, we do our best to summarize the main features using figures and text. However, we highly recommend viewing the actual animations. A picture is worth a thousand words, and a movie is worth a thousand pictures.
3.1. Increasing t. We display 100 short runs of 10,000 steps in Figure 8 and two long runs of 1,000,000 steps in Figure 9 . Both figures show λ 2 as a function of time. Figure 9 also shows the number of embedded "two ear" graphs, where a "two ear" is two triangles sharing a common edge, or equivalently a tetrahedron with one edge missing. The data in Figure 9 has been smoothed, with both λ 2 and the 2-ear count averaged over 1000 successive times. The data in Figure 8 has not been smoothed. A typical transition occurs in three dynamical stages. The first two are visible in Figure 8 and the third is visible in Figure 9 . In the first stage, which only takes about 50 steps, the network retains its A(3, 0) structure as t increases from t low to t high . In this stage λ 2 increases somewhat as the parameters a and b change, but the distribution of (ξ 1 , ξ 2 ) does not significantly change.
In the second stage, which usually takes between 1000-6000 steps, the network loses its A(3, 0) structure as two of the clusters merge. This stage is marked by an increase in λ 2 and a dramatic change in the distribution of (ξ 1 , ξ 2 ). At the end of this stage, we have a structure that is very similar to the optimal B(1, 1) graphon, except that the podes do not have the optimal sizes, being closer to 2 : 1 than to 60:40. In the last stage, which takes The first stage is driven entirely by entropy. Since all networks are well below the target number of triangles, all swaps of one edge for another are allowed. This results in edges simply moving from where they are concentrated to where they are not. Since a < b, a gets bigger and b gets smaller, but (aside from random noise) the graphon remains piecewise constant, with the three podes remaining indistinguishable. This is reflected in the fact that plots of (ξ 1 , ξ 2 ) basically do not change. Since λ 2 is proportional to a − b, λ 2 increases somewhat. For n = 54, it goes from a little below −16 to around −14.5.
In the second stage, the network explores the available phase space for t = t high starting from an A(3, 0) structure. Within each cluster, the variances in ξ 1 and ξ 2 increase, and an occasional vertex may move from one cluster to another. In a typical run, there is a latency period during which λ 2 gradually increases from around −14.5 to around −11, after which two of the clusters join and λ 2 rises quickly to around −7. During the merger, all three clusters spread out, and sometimes the third cluster gains or loses a vertex or two. Figure 10 shows the evolution of ξ 1 and ξ 2 during this second stage. Figure 10 . Snapshots of (ξ 1 , ξ 2 ) after 500, 800, and 1500 steps during an upward trajectory. The transition can also be viewed in the animations.
The third stage involves punctuated equilibrium. Most of the time, both λ 2 and the 2-ear density fluctuate in a range, and the distribution of (ξ 1 , ξ 2 ) does not change qualitatively. Once in a while, a node moves from one pode to another, triggering sudden changes in both λ 2 and the two-ear count. When the new ratio of pode sizes is close to the optimal ratio, the system can stabilize in the new state for almost 100,000 steps. If the new ratio of pode sizes is far from optimal, however, entropy drives them to change back more quickly, usually within 10,000 steps. Such an extreme excursion is visible at time 150,000 in the first run, where the smaller pode grows to 24 nodes and remains there for about 10,000 steps before eventually making its way back to 21 nodes at time 170,000. On its way back, the size of the smaller pode briefly (for about 10,000 steps) stabilizes at 23, corresponding to the two-ear count stabilizing at around 111,150.
The end of stage 1 and the beginning of stage 2 is easy to define. This is when t first hits its target value, after which the constraint on t begins to affect which edge swaps are allowed. This consistently takes between 45 and 60 steps, with an average of 50.
The end of stage 2 / beginning of stage 3 is harder to define. To do this, we did a leastsquares fit of the first 10,000 steps, minus stage 1, via a line of arbitrary slope followed by a horizontal line. These best fit lines are shown in Figure 8 . We interpret the domain of the sloped line as stage 2 and the domain of the horizontal line as stage 3.
The evolution of λ 2 (smoothed over 100 steps) in runs 17, 23 and 65 is shown in more detail in Figure 11 . In a run with a long latency, such as run 65, the sloped line tracks the gradual increase during the latency period, and the subsequent rapid rise shows up as a discontinuity between the lines. In runs with short latencies, such as run 23, the entire increase from −14.5 to −7 is captured by the sloped line, so there is no discontinuity. In a few runs, such as run 17, the latency period involves some false starts, where λ 2 first increases and then decreases, and the fit to a sloped line is not good at all. However, even in these exceptional cases, the beginning of the horizontal line provides a credible measure of the beginning of stage 3.
We have plotted the distribution of the length of stage 2 in Figure 12 . The shape of this histogram is modeled well by a Gamma distribution with α = 7.5 and θ = 430 (i.e. the function x 6.5 e −x/430 ), which we have superimposed on the histogram. 3.2. Decreasing t. As with increasing t, the trajectories for decreasing t exhibit three stages of increasing length. We present the data, much as before, in Figures 13, 14, 16 , and 17. These show 100 trajectories for 5,000 steps, two trajectories for 1,000,000 steps, close-ups of three of the short downwards trajectories, and a histogram of the lengths of stage 2, respectively. The long runs show both λ 2 and the 2-ear count, while the short runs only show λ 2 . The short runs illustrate what happens in stages 1 and 2, while the long runs explore stage 3.
However, there are some important differences between the dynamics for decreasing t and the dynamics for increasing t. First, because the entropy at t = t low is substantially lower than the entropy at t = t high , the high-to-low transition has to be forced. As long as t is above the target value, the dynamics only allow edge swaps that decrease the number of triangles, or at worst keep the number constant. The initial stage of the transition, rather than being an entropy-driven relaxation, is essentially a greedy algorithm for decreasing t. This stage is a little slower than the first stage of the upward transitions, taking around 180 steps instead of about 50.
Second, the qualitative form of the graph cannot stay the same throughout stage 1. Below t = 0.26, it is mathematically impossible to achieve the desired number of triangles with two podes and with Erdős-Rényi structure within each pode. Instead, as noted above, the system has to develop additional structure within the larger pode. As t drops, vertices in this pode start to segregate into two sub-podes, with edges being more likely between sub-podes than within a sub-pode. When we reach t low , this segregation is still not complete, but the vertical bar in the (ξ 1 , ξ 2 ) plot has become more like a dumbbell, with most points near one end or the other, as can be seen in Figure 15 . At this point, λ 2 has dropped to around −13. Figure 13 . λ 2 in 100 downward trajectories for the first 5,000 steps, averaged over 100 steps for smoothing.
Once we reach t low , the dynamics no longer force us to decrease t. The second stage is shorter than for increasing t, and lasts on the order of 1000 edge swaps. In this stage, λ 2 continues to drop to a value near −15 as the two sub-podes become better defined. (The division of the original large cluster is not always exactly even, and this affects the resulting values of λ 2 .) However, the decrease in λ 2 is not as rapid as in stage 1 and is no longer monotonic. Indeed, the onset of this stage can be viewed not only as the point where t reaches the target value, but also as the point where the plot of λ 2 versus time starts to become noisy. This is clearly seen in Figure 16 , where the data has not been smoothed. At the end of the second stage, our networks now involve two (more-or-less) identical clusters, each a subset of the original large pode, and a third cluster that is different, with no evidence of any internal structure within these three new podes.
There is considerably variation in the length of stage 2, as can be seen in Figure 13 . As before, we define this length by doing a fit of the data after the end of stage 1, and until the 10,000th step, by a slanted line followed by a horizontal line. Three such fits (cut off after the 5000th step) are shown in Figure 16 . In most cases, such as run 9 with a long stage 2 and run 46 with a very short stage 2, the lines fit together clearly, with little discontinuity. In a few cases, such as run 99, λ 2 overshoots the mark and rebounds, or shows other behavior that does not really fit a linear model, making it difficult to pinpoint the end of stage 2. The distribution of the length of stage 2 is shown in Figure 17 , together with a best-fit Gamma functions, with parameters α = 2.25 and θ = 660. Compared to the similar histogram for the upwards trajectory, the value of α is much smaller, and the fit is not as good, perhaps because of outliers such as run 99.
The third stage is much more stable than for increasing t. There are still frequent excursions, where a node attempts to leave its pode and usually comes back. These appear as Figure 14 . Downward trajectories for 1,000,000 steps, averaged over 1000 steps Figure 15 . Snapshots of (ξ 1 , ξ 2 ) after 10, 100, and 200 steps during an downward trajectory. The podes are not actually changing size. Rather, values of (ξ 1 , ξ 2 ) are becoming so closely positioned that multiple nodes only show up as a single dot. This transition can also be seen in the animations. short upwards spikes in λ 2 , with simultaneous downward spikes in the 2-ear count. Successful migrations are much less common. For instance, in the first plot of Figure 14 , the first clear migration only occurs after about 180,000 steps. There is another one after 480,000 steps, and a third at about 700,000 steps, plus less clear events at about 790,000, 830,000, and 960,000 steps. 
Conclusion
In this paper we considered analogues, for constrained random networks, of phase transitions in molecular systems as normally treated statistically, in particular the melting/freezing transition between neighboring fluid and solid phases, which has been difficult to analyze analytically [3, 25] .
Statistical mechanics produces phase diagrams representing states which have settled (after 'infinite time') into thermal equilibrium. The states are of macroscopic molecular systems, which means that one is taking an infinite time limit followed by an infinite volume limit (to get well-defined transitions), and the results are applicable to real systems if sufficient care is taken. The 'transitions' one sees in a phase diagram could be understood to represent results taken through incremental changes of constraints with ample time allowed for the system to reequilibrate between steps, so-called 'quasistatic' changes.
At fixed pressure, a fluid material when cooled can remain fluid far beyond its freezing point unless it is disturbed by complicating inhomogenities. This phenomenon is studied through 'nucleation theory', which models the manner by which a supercooled fluid stochastically produces microscale crystalline clusters which, if large enough, grow to macroscopic crystals. This phenomenon is understood as resulting from the improbability for a typical fluid/disordered cluster of molecules to randomly rearrange into a large enough ('critical size') crystal cluster.
In this paper we analyzed one of the phase transitions found in constrained random networks to see if there are similar barriers for a network in one phase to rearrange structure to another phase. Our results, detailed in Section 3, show distinct barriers in both directions. We have included our first attempts to analyze these phenomena statistically.
