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L'assistance traditionnelle d'une personne atteinte de la maladie d'Alzheimer est une tâche difficile, 
coûteuse et complexe. La nécessité d’avoir une personne aidante presque tout le temps avec le patient 
épuise les ressources humaines et financières du système de santé. De plus, la relation est souvent 
compliquée entre l'aidant et le patient qui souhaite préserver son intimité. L'émergence du domaine de 
l'intelligence ambiante a permis la conception d’une assistance technologique où un agent artificiel, appelé 
aussi agent ambiant, vient aider et diminuer le temps passé par l’aidant dans l’habitat du patient.  
Comme dans l’assistance traditionnelle, l’agent ambiant observe le patient ou son environnement 
en analysant les mesures envoyées par les différents senseurs installés dans la maison qui est nommée par 
ce fait un habitat intelligent. Préférablement d’une façon non supervisée, l’agent ambiant se doit 
d’apprendre le comportement normal du patient qui peut se traduire par la création d’une structure qui 
définit les différentes activités de la vie quotidienne (AVQ) que le patient est habitué à effectuer. Ensuite, 
grâce à l’heure courante et aux récentes actions détectées, l’agent ambiant va essayer de reconnaître 
l’activité entamée par le patient pour être en mesure de détecter des erreurs et proposer de l’aide en 
comparant les comportements normaux aux récentes actions détectées. 
Plusieurs problèmes caractérisent cette nouvelle assistance, mais le plus grand défi de cette 
solution, qui réside dans l’étape de reconnaissance d’activités, est causé par le nombre très élevé des AVQs 
que nous appelons aussi le nombre d'hypothèses. En effet, comme chaque activité se compose de plusieurs 
actions, la reconnaissance d’activités se traduit donc par la recherche des récentes actions détectées parmi 
toutes les actions de toutes les AVQs, et ce, en temps réel. 
Dans cette thèse, nous proposons des contributions dans les différentes étapes de l’assistance 
technologique.  Nous répondons essentiellement à la problématique de la reconnaissance d’activités par la 
réduction maximale, à un instant précis, du nombre d'hypothèses. Tout d’abord, nous explorons la fouille 
de données temporelles et nous présentons notre propre algorithme de création de comportements normaux 
d’une façon non supervisée. L’algorithme analyse l'historique des senseurs activés afin de découvrir les 




temporelles pour choisir la technique de prédiction la plus adéquate à la prédiction des temps de débuts des 
différentes AVQs. Une méthode probabiliste est détaillée par la suite pour réduire le nombre d’hypothèses 
et reconnaître l’activité entamée. Nous terminons notre approche par l’utilisation des séries temporelles 
multivariées pour la prédiction du temps d’activation de chaque senseur de l’activité reconnue, ce qui aide 
l’agent ambiant à bien choisir le moment d’intervention pour proposer de l’aide, si nécessaire. 
Notre approche se base essentiellement sur l'aspect temporel et n'offre pas juste une solution à la 
problématique de la reconnaissance d'activités, mais elle répond aussi à différentes erreurs, dont celles 
susceptibles d'être commises par les malades d’Alzheimer comme les erreurs d'initiations qui les 
empêchent d’amorcer des activités. La validation de notre approche et les tests de ses différentes étapes ont 
été effectués avec des données réelles enregistrées dans le Laboratoire d’Intelligence Ambiante pour la 
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Aujourd'hui au Canada, plus de 500.000 personnes souffrent de la maladie 
d'Alzheimer [1]. Un chiffre qui, d'après les mêmes études, ne cessera d'augmenter et 
pourra atteindre 1 à 1.5 million après juste une génération. Les conséquences de cette 
maladie sont désastreuses sur le patient, sa famille et toute la société. Quand une 
personne est atteinte de cette maladie, ses capacités cognitives se détériorent 
progressivement jusqu’au point d’être incapable d’effectuer, par elle-même, ses activités 
de vie quotidienne (AVQ). Pour remédier à cette perte d’autonomie, le patient1 doit être 
assisté en permanence pour le restant de sa vie [2]. Ce type d’assistance, que ça soit 
effectué par un membre de sa famille ou un soignant, a de nombreux désavantages dont 
son coût très élevé. En 2014 au Canada, 231 millions d’heures d’assistance ont été 
réalisées, augmentant le coût relié à cette maladie à 15 milliards de dollars. Après juste 
une génération, les prévisions sont de 756 millions heures et 153 milliards de dollars [1]. 
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La relation complexe qui s’installe entre  la personne aidante et le patient, qui souhaite 
préserver son intimité, est un autre inconvénient de cette assistance traditionnelle [2].  
Dans un souci de réduire l'impact de ce fléau et dans l’absence de signes prometteurs 
de découverte d'un remède efficace dans le proche future [3], de récentes recherches se 
sont orientées vers la réduction des effets négatifs de l’assistance traditionnelle. Profitant 
de l'évolution des technologies de l'information, de l'électronique et surtout de 
l’émergence du domaine de l’intelligence ambiante (Iam) [4], ces recherches se focalisent 
sur la conception d’une assistance technologique où un agent artificiel, appelé aussi agent 
ambiant, soutiendrait l’aidant dans sa tâche. Par définition, l’Iam vise à améliorer le 
quotidien des personnes en introduisant, d'une façon transparente à l'utilisateur, des outils 
technologiques miniaturisés dans leur vie de tous les jours. Dans la vision de l’assistance 
technologique, des senseurs sont installés à l’intérieur de la maison du patient, qui sera 
nommée par ce fait un habitat intelligent [5]. L'agent ambiant sera conçu pour travailler 
d’une façon similaire à celle de la personne aidante puisqu’ils vont collaborer. Certes, 
l’agent artificiel utilisera des moyens différents, mais il effectuera les trois étapes de 
l’assistance : l’observation, la détection de comportements anormaux2 et l’intervention 
pour proposer de l’aide après la détection d’erreurs. Pour la première et la troisième 
étape, les deux types de senseurs vont être utilisés; les capteurs et les effecteurs. L’étape 
d’observation sera réalisée grâce à l’analyse des mesures envoyées par les capteurs 
installés sur les différents objets de la maison. Par exemple: un capteur électromagnétique 
placé sur un tiroir signalera son ouverture ou fermeture, un tapis à capteurs de pression 
localisera le patient dans l’appartement, une étiquette RFID sur une tasse aidera à la 
                                                          
2
 Dans cette thèse, comportements anormaux et comportements erronés sont utilisés indifféremment 





localiser, etc. Pour proposer de l’aide au patient, différents effecteurs peuvent être 
choisis : un message vocal sur des haut-parleurs, une vidéo sur une télévision ou des 
médias plus discrets comme la lumière, les émoticônes, les bips [6], etc. La deuxième 
étape est la phase intelligente de ce processus où les informations envoyées par les 
senseurs sont analysées dans le but de détecter tout comportement anormal et ainsi 
utiliser les effecteurs pour le corriger. Une des principales capacités, dont on veut doter 
l’agent ambiant, est de pouvoir indiquer la prochaine action au patient de la maladie 
d’Alzheimer quand il n’est plus capable de terminer son activité entamée. Pour classifier 
un comportement d’anormal, il faut d’abord définir tous les comportements normaux puis 
les comparer aux actions détectées. Selon l’approche adoptée, les comportements 
normaux peuvent être des signaux électriques [7], des transitions d’états de senseurs pour 
des périodes définies [8] ou des modèles d’activités comme proposés dans notre approche 
[9], etc. La détection de comportements erronés passe donc par la reconnaissance 
d’activités qui représente le plus grand défi de l’assistance technologique. Avant 
d’explorer ce dernier domaine et pour mieux réussir notre assistance technologique, il 
semble essentiel de définir les différents types d’erreurs susceptibles d’être commis par la 
personne observée. Pour cela, la prochaine section est consacrée à la maladie 
d’Alzheimer.      
1.2 La maladie d'Alzheimer 
 
Décrite pour la première fois par Alois Alzheimer en 1907, la maladie d'Alzheimer 
est une dégénérescence progressive du cortex cérébral et d'autres zones du cerveau qui 
entraîne la démence [10]. Elle progresse lentement et conduit à la mort dans une période 





plus connu de cette maladie. D'autres effets plus désagréables se manifestent aussi par la 
suite comme : l'incapacité d'effectuer des AVQs, le changement de la personnalité et du 
tempérament, la désintégration lente de la personnalité, la perte graduelle de la maîtrise 
du corps, les hallucinations, le délire [10], etc. 
Selon le nombre d’années après l’atteinte de cette maladie, Gauthier [11] classifie 
le patient dans l'une des trois phases : Initiale, Intermédiaire ou Avancée. Il utilise la 
phase par la suite pour spécifier le niveau de dépendance du malade. Le Tableau 1-
1définit la phase et l’autonomie selon le nombre d’années de la maladie. 














Initiale 2-3 3-4 26-18 Vie autonome 
Intermédiaire 2 5 10-17 Supervision requise 
Avancée 2-3 6-7 9-0 Dépendance totale 
 
Dans la phase initiale, le Tableau 1-1 indique que le malade peut mener une vie 
autonome, mais les chiffres 3-4 dans la catégorie "Échelle de Détérioration globale" 
montrent que le malade commence à avoir des problèmes sans qu’ils soient très 
fréquents. Durant cette phase de la maladie, le patient est confronté à de petits problèmes 
de concentration diminuant son attention sur une tâche particulière sans vraiment 
l'empêcher de mener une vie normale. 
                                                          
3 L'échelle de détérioration globale évalue le besoin d'aide progressif pour les activités quotidiennes (p.ex. 
choix des vêtements et aide pour se vêtir); le score varie de 1-2 (normal) à 6-7 (dysfonction grave). 
4 L'échelle du mini-examen de l'état mental (MEEM) en 22 points sert à évaluer la fonction cognitive; le 





C’est durant cette phase que le patient doit être observé et ses comportements normaux 
déterminés. Sachant que le patient est susceptible de commettre quelques erreurs pendant 
cette phase, il est plus judicieux que le comportement normal corresponde à la manière la 
plus fréquente d’effectuer une tâche au lieu de toutes les possibilités d’effectuer la même 
tâche. Cette remarque est très importante, surtout que notre approche proposée pour 
l’assistance technologique est basée dessus. Il faut aussi préciser que chacune des deux 
solutions a ses propres avantages et inconvénients. Considérer le comportement fréquent 
comme le seul comportement normal pour une tâche facilite la création des modèles 
d’activités ainsi que la proposition d’aide par l’agent ambiant, mais sans un algorithme 
évolué de détection d’erreurs, l’agent peut classer une autre façon d’effectuer une tâche 
comme une erreur d’exécution. Par contre, considérer toutes les possibilités d’effectuer la 
même tâche comme comportements normaux complique grandement la création des 
modèles d’activités. De plus, il ne règle pas totalement l’inconvénient de la première 
solution puisqu’une erreur peut être enregistrée comme une manière particulière 
d’effectuer une tâche lors de la création des modèles d’activités.  
 Dans la phase intermédiaire, une supervision est requise puisque, pendant cette 
période, les troubles de mémoire sont plus graves chez le patient. Lors de l'exécution 
d'une tâche, il est possible qu'il saute des étapes, ou qu'il les effectue en désordre. Il se 
peut également qu'il effectue d'autres actions n'ayant aucune relation avec la tâche 
entamée. L'étude faite par Baum et al. [12], [13] classifie ces erreurs en six catégories : 
1. Erreurs d'initiation : Quand le patient n'arrive pas à amorcer une activité. Par 





toujours pas à effectuer la première action de cette activité qui pourrait être 
prendre un vers d'eau. 
2. Erreurs d'organisation : Quand le patient n'utilise pas les bons outils pour réaliser 
une activité. Il peut, par exemple, essayer d'utiliser un couteau au lieu d'un tire-
bouchon pour ouvrir une bouteille de vin. 
3. Erreurs de réalisation : Quand le patient oublie des étapes ou ajoute des actions 
qui n'ont rien à voir avec l'activité entamée. En préparant son petit déjeuner, le 
patient peut par exemple oublier de griller le pain et le tartiner directement. 
4. Erreurs de séquence : Quand le patient réalise de façon désordonnée les 
différentes étapes de l'activité.  
5. Erreurs de jugement : Quand le patient réalise l'activité d'une façon non 
sécuritaire. Ouvrir une bouteille de vin avec un couteau fait aussi partie des 
erreurs de jugement. 
6. Erreurs de complétion : Quand le patient n'arrive pas à déterminer si l'activité en 
cours de réalisation est terminée. Le patient peut, par exemple, continuer à 
attendre devant la poêle alors que l'eau est déjà bouillante.   
Dans la phase avancée, il n'est plus question de supervision, mais le patient doit être 
complètement pris en charge. Il est incapable d'effectuer n'importe quelle tâche même 
avec assistance. Cela explique la dépendance totale mentionnée dans la rubrique 
"Autonomie globale". 
Donc, d'après le Tableau 1-1, le patient a besoin d'une assistance d’environ quatre 
ans, de la fin de la phase initiale jusqu’au début de la phase avancée. Il existe différentes 





l'assister (aidants naturels). Ou bien la famille peut engager un professionnel pour veiller 
sur le patient (aidant professionnel). Sinon, le patient peut intégrer une maison de retraite 
ou un établissement de soins de longue durée. Chacune de ces formes d'assistance a ses 
propres inconvénients, mais elles participent toutes d'une façon ou d'une autre à 
augmenter de façon spectaculaire les coûts globaux engendrés par la maladie. En plus, 
elles habituent le patient à recevoir de l'aide d'une personne aidante et le rendent 
rapidement totalement dépendant d'elle [2], [10]. 
Pour remédier à tous ces problèmes, l’assistance technologique est donc proposée. 
Malheureusement, jusqu’à présent elle souffre toujours de plusieurs problèmes dans ses 
différentes étapes et surtout dans la reconnaissance d’activités. La prochaine section 
présente la problématique générale ainsi que quelques problèmes rencontrés durant ce 
processus compliqué. 
1.3 Problématique générale 
 
Après cette présentation de la maladie d’Alzheimer, la conception d’une assistance 
technologique doit donc considérer les différentes erreurs susceptibles d’être commises 
par les patients de cette maladie. Si la majorité des approches existantes [14]–[17] sont 
conçues pour répondre aux erreurs de réalisation, elles s’avèrent inefficaces pour traiter 
d’autres catégories d’erreurs comme celles d’initiation. En d’autres termes, si le patient 
commence une activité et n’arrive plus à effectuer les prochaines actions, ces approches 
peuvent l’aider en lui envoyant des messages via les effecteurs pour lui indiquer la 
prochaine étape à exécuter. Par contre, s’il n’arrive même pas à amorcer l’activité, elles 
ne peuvent pas la prédire ou la reconnaître, puisqu’aucune action n’est détectée, et donc 





vision globale et se refléter dans toutes les étapes de l’assistance commençant par l’étape 
d’observation. Certes, l’étape d’observation se résume à la réception et la sauvegarde des 
mesures effectuées par les capteurs, mais le choix en lui-même des capteurs à intégrer 
dans la maison influence directement l’étape de détection de comportement anormal et sa 
capacité à gérer les différentes erreurs. En effet, l’utilisation de caméras, de senseurs 
portables ou de senseurs sur les objets définit le domaine auquel appartiendra la détection 
de comportements anormaux : le domaine de traitement d’image [17], celui de traitement 
de signaux [7], etc.  
En général, quel que soit le domaine auquel appartiendra la détection de 
comportement anormal, cela passe par la prédiction ou la reconnaissance du 
comportement visé par le patient, que nous définissons par la prédiction d’activités et la 
reconnaissance d’activités. Puis, par sa comparaison avec les récentes actions détectées. 
Plusieurs techniques peuvent être utilisées pour la prédiction d’activités, dont les séries 
temporelles [18] que nous allons explorer dans ce travail. La reconnaissance d’activités 
est aussi traitée différemment selon l’approche et les techniques utilisées, mais le 
processus général suivi est toujours le même. Tout d’abord, toutes les AVQs que le 
patient a l’habitude d’effectuer, que nous appelons les modèles d’activités, sont 
identifiées. Ensuite, parmi ces modèles d’activités, celui qui explique le mieux les 
récentes actions détectées est sélectionné. Pour expliquer ce processus, considérons 
l’exemple suivant. 
Supposons que nous possédons trois modèles d’activités composés des actions suivantes : 
 Préparer thé : Prendre tasse, Bouillir de l’eau, Prendre thé. 





 Regarder télévision : S’assoir au fauteuil, Prendre télécommande.  
Si la récente action détectée est Prendre tasse, alors l’activité qui sera reconnue est soit 
Préparer thé ou Préparer café puisqu’elles contiennent toutes les deux Prendre tasse. Si 
par la suite Bouillir de l’eau est détectée, l’activité reconnue sera définitivement Préparer 
thé.  
Une fois Préparer thé est reconnue et selon l’algorithme utilisé pour la détection de 
comportement anormal, si la prochaine action est différente de Prendre thé ou si aucune 
action n’est détectée après un certain temps, un comportement anormal peut être signalé 
et l’effecteur adéquat sera utilisé pour inciter le patient à prendre le thé.    
Malheureusement, cet exemple est trop simpliste et le processus de la 
reconnaissance d'activités est beaucoup plus complexe, surtout que l’activité doit être 
reconnue instantanément pour permettre à l’agent ambiant d’intervenir au moment 
opportun. Cette complexité, qui est la problématique générale de notre recherche, est 
causée par le très grand nombre d'AVQs qu'un patient peut avoir l’habitude d’effectuer 
dans sa journée, que nous appelons nombre d'hypothèses. Elle rend la reconnaissance 
d'activités, dans la vraie vie, très difficile en temps réel. En effet, supposons que nous 
possédons m modèles d'activités et que chacun d'entre eux est composé au plus de n 
actions, le temps de recherche de l'activité sera donc dans l'ordre de O(m.n). Alors, il est 
évident et indispensable de minimiser m pour accélérer cette recherche. En d’autres 
termes, pour que la reconnaissance d’activités se fasse en temps réel, il faut réduire le 
nombre d'hypothèses.  
La réduction du nombre d'hypothèses s'effectue généralement en se basant sur des 





tapis à capteurs de pression, le patient est localisé dans le salon, les deux premières 
activités peuvent être écartées : Préparer thé et Préparer café. Dans notre recherche, 
nous nous basons sur les informations temporelles pour réduire le nombre d’hypothèses 
en considérant exclusivement, dans un premier lieu, les activités que le patient a 
l'habitude d'effectuer au moment de la reconnaissance. Revenons encore une fois à notre 
exemple et supposons que l’analyse des observations a montré qu’il a plus l’habitude 
d’effectuer les activités Préparer thé et Préparer café entre 08h:00 et 10h:00 et Regarder 
télévision entre 18h:00 et 21h:00, si par exemple l’heure courante est 09h:00, Regarder 
télévision peut être écartée à ce moment.  
À part la réduction du nombre d’hypothèses, le système de reconnaissance 
d’activités doit répondre à plusieurs autres difficultés et problèmes pour qu’il soit 
fonctionnel et efficace. La création des modèles d’activités est une tâche assez délicate, 
surtout qu’elle doit se faire à partir des mesures envoyées par les capteurs d’une façon 
non supervisée. Le problème d’équiprobabilité, montré dans notre exemple, peut aussi se 
produire quand les récentes actions détectées appartiennent à plusieurs modèles 
d’activités, ce qui induit à une confusion lors de la spécification de l’activité reconnue. Le 
dernier problème que nous allons citer correspond aux erreurs d’initiation qui font en 
sorte qu’aucune action n’est détectée ce qui empêche la reconnaissance.  
Pour mieux situer notre approche et avant de détailler les différentes techniques 
que nous avons développées pour répondre à ces différents problèmes, la prochaine 
section propose une vue générale sur les catégories de travaux existants sur la 





1.4 Les catégories des approches de reconnaissance d'activités 
 
Comme nous l’avons déjà mentionné, la reconnaissance d’activités est l’étape la 
plus délicate dans l’assistance technologique, ce qui explique le grand nombre de 
recherches consacrées à ce domaine [8], [9], [15]–[17], [19]. Pour mieux comprendre la 
reconnaissance d’activités, citons sa définition par Schmidt et al. [20] : "Prendre en entrée 
une séquence d'actions exécutées par un acteur et inférer le but poursuivi en organisant la 
séquence d'actions en terme d'une structure de plan". L'acteur suit donc un plan d'actions 
afin d’atteindre un but bien déterminé. Dans ce temps, l'agent ambiant, qui doit posséder 
tous les plans d'actions ou ce que nous appelons les modèles d'activités, essaie de trouver 
le plan commencé par l’acteur en se basant sur les actions observées. Pour doter l’agent 
ambiant d’un système d’inférence efficace lui permettant de trouver en temps réel le 
modèle d’activité entamé par l’acteur, différentes techniques sont utilisées : modèles 
markoviens [21], réseaux bayésiens [22], fouille de données [23], etc. Toutes ces 
techniques peuvent être regroupées dans trois catégories : les approches logiques, les 
approches probabilistes et les approches basées sur l’apprentissage automatique. 
1.4.1 Les approches logiques  
 
Les approches logiques [24], [25] se basent sur une série de déductions logiques 
pour sélectionner, parmi les modèles d'activités, l'ensemble des activités qui peuvent 
expliquer un ensemble d'actions observées. Toutes les approches proposées dans cette 
catégorie sont dérivées du travail de Kautz [24] que nous allons détailler pour expliquer 





Tout d’abord, Kautz présume que l’agent ambiant possède une librairie de plans comme 
celle schématisée à la Figure 1-1 où les plans et les actions sont considérés 
indifféremment comme des événements.  
 
Figure 1-1. Exemple de librairie de plans par Kautz (adaptée de [24]) 
Chaque événement réfère à son abstraction (arc bleu discontinu) ou à une de ses 
décompositions (arc noir continu). Par exemple : Préparer repas est une abstraction 
(ABS) de Préparer  pâtes et Bouillir est une décomposition (DEC) ou une étape de 
Préparer pâtes. Le système d’inférence est ensuite créé en utilisant la logique du premier 
ordre et en se basant sur les quatre hypothèses suivantes :  
(EXA)     ∀𝑥. 𝐸0(𝑥)  ⊃ (𝐸1(𝑥)  ∨  𝐸2(𝑥) ∨ … ∨  𝐸𝑛(𝑥)) 
(DJA)     ∀𝑥.¬𝐸1(𝑥) ∨  ¬𝐸2(𝑥) 
(CUA) ∀𝑥. 𝐸(𝑥)  ⊃ (𝐸𝑛𝑑(𝑥)  ∨ (∃𝑦. 𝐸1,0(𝑦) ∧ 𝑓1𝑖(𝑦) = 𝑥)  ∨ … ∨ (∃𝑦. 𝐸𝑚,0(𝑦) ∧ 𝑓𝑚𝑖(𝑦) = 𝑥) 















































(EXA) stipule que si une observation x est associée à un événement de type E0 alors elle 
est associée à au moins une de ses spécialisations 𝐸1, 𝐸2, … 𝐸𝑛. Par exemple, si Préparer  
pâtes est observée alors soit Préparer Fettucini Alfredo, Préparer Spaghetti Pesto ou 
Préparer Spaghetti Marinara est valide.  
(DJA) complète (EXA). Elle stipule que si une spécialisation d’une abstraction est valide 
alors les autres spécialisations de la même abstraction sont invalides. Par exemple, si 
Préparer Fettucini Alfredo est valide alors Préparer Spaghetti Pesto et Préparer 
Spaghetti Marinara sont invalides.  
(CUA) assume que chaque action est soit une action de Fin (Fin événement) ou une étape 
d’un plan d’activité. Bouillir par exemple n’est pas un Fin événement, mais c’est une 
étape de Préparer pâtes. 
(MCA) stipule que quand deux événements observés appartiennent à un plan, c’est ce 
plan qui sera considéré et non pas tous les plans qui contiennent un des deux événements. 
Le système d’inférence commence par l’application de (CUA) après chaque observation. 
Par la suite, il utilise (ABS) récursivement pour obtenir les Fin événement. (DJA) et 
(EXA) sont ensuite exécutés pour réduire le nombre de plans. (MCA) est utilisée comme 
dernière étape pour fusionner les différentes observations et diminuer encore plus le 
nombre de plans possible.    
 Le grand avantage de l’approche de Kautz et des approches logiques en générale 
est leur efficacité sur une très large base de connaissance. Elles permettent d'ignorer 
rapidement la majorité des activités et de n'en garder qu'un petit ensemble. Les 





de réponse. Par contre, elles supposent que la librairie de plans est complète et que 
l'acteur agit de manière rationnelle et que toute action détectée est en cohérence avec 
l'objectif visé. Une supposition qui n'est pas réaliste dans notre cas, ce qui peut amener 
l’agent ambiant à ignorer le plan visé. Les approches logiques souffrent aussi du 
problème d'équiprobabilité qui se manifeste dans l’incapacité de reconnaître le plan visé 
parmi l’ensemble sélectionné par ces approches. Tous les plans de l'ensemble sélectionné 
ont la même probabilité de correspondre à l'activité recherchée. 
1.4.2 Les approches probabilistes  
 
Les approches probabilistes [26]–[28] sont basées sur des modèles markoviens 
[21] ou des réseaux bayésiens [22]. Pour utiliser ces approches, une probabilité initiale 
est assignée à chaque modèle d’activité. Par la suite, ces probabilités sont mises à jour en 
fonction des nouvelles observations.  
 
Figure 1-2. Représentation graphique d’un HMM (adaptée de [29]) 
La Figure 1-2, adaptée de Eunju et al. [29], montre une représentation graphique du 





Dans un HMM, nous observons des variables (X1,…,Xn). Chaque variable est assignée à 
un ou plusieurs états appelés états cachés parce qu’ils ne sont pas observables 
(𝑦1, … , 𝑦𝑚). Dans notre cas de reconnaissance d’activités, les états cachés peuvent être 
des modèles d’activités ou des actions d’activités et les variables observables sont les 
senseurs. HMM repose sur deux hypothèses d’indépendance pour l’inférence : 
1. L’hypothèse de transition du premier ordre de Markov : 
𝑃(𝑌𝑡|𝑌1, 𝑌2, … , 𝑌𝑡−1)  =  𝑃(𝑌𝑡|𝑌𝑡−1)  
L'état futur ne dépend que de l'état actuel et non sur les états passés [21].  
2. L'hypothèse d’indépendance conditionnelle des paramètres d'observation : 
𝑃(𝑋𝑡|𝑌𝑡, 𝑋1, 𝑋2, … , 𝑋𝑡−1, 𝑌1, 𝑌2, … , 𝑌𝑡−1)  =  𝑃(𝑋𝑡|𝑌𝑡) 
La variable observable à l'instant t, 𝑋𝑡, ne dépend que de l’état caché actuel 𝑌𝑡. 
Pour trouver la séquence d’états cachés la plus probable à partir d'une séquence de 
variables observée, HMM trouve la séquence d'états qui maximise la probabilité 
conjointe P(X,Y) à partir de la probabilité de transition P(Yt-1|Yt) et de la probabilité 
d'observation P(Xt|Yt). 
𝑃(𝑋, 𝑌) =  𝜋𝑡=1
𝑇 𝑃(𝑌𝑡|𝑌𝑡−1) 𝑃(𝑋𝑡|𝑌𝑡)  
Pour définir les probabilités et relier les variables observables aux états cachés, des 
connaissances expertes ou une phase d’apprentissage peuvent être utilisées. La Figure 1-
3, affichée dans la page suivante, présente un exemple du HMM de l’activité Manger. 
Les approches probabilistes règlent tous les problèmes cités des approches 
logiques. Elles permettent de résoudre le problème d'irrationalité de l'acteur du fait 
qu’une action qui n'a aucun rapport avec l'objectif visé ne l’éliminerait plus de l’ensemble 





probabilités calculées. Le problème d’équiprobabilité ne se pose pas aussi parce que le 
modèle d’activité avec la probabilité la plus élevée sera toujours choisi comme objectif 
visé.  L’inconvénient majeur des approches probabilistes est la lourdeur des calculs et du 
traitement qui ralentit grandement le temps d’exécution alors que la reconnaissance 
d’activités doit se faire en temps réel pour permettre à l’agent ambiant d’intervenir au 
moment opportun. La complexité des calculs vient du problème du nombre d’hypothèses 
puisque pour chaque action observée, les probabilités de tous les modèles d’activités de la 
base de connaissance doivent être mises à jour. 
 
Figure 1-3. Exemple de HMM pour l'activité Manger. 
1.4.3 Les approches basées sur l’apprentissage automatique 
 
Après la définition de Schmidt, Patterson et al. [30] ont redéfini la reconnaissance 
d’activités par : "la tâche d'inférer l'activité exécutée par l'entité observée à partir de 
données fournies par des capteurs de bas niveau". C'est une définition qui ressemble 
beaucoup à la précédente tout en ajoutant une information cruciale qui précise que la 
reconnaissance est basée sur les données envoyées par les capteurs et non pas sur des 
actions. Cette précision est très importante parce qu’elle permet aux nouvelles approches 





d’activités et n’en garder que les plus probables, mais elle leurs permet aussi d’utiliser 
d’autres contraintes spatiales ou temporelles. En effet, détectant que l’acteur est dans le 
salon peut discriminer les modèles d’activités qui se produisent en dehors du salon 
comme Préparer café, ou l’apprentissage d’une habitude temporelle comme le fait 
d’effectuer Préparer café entre 8h00 et 10h00 peut aussi la discriminer si la 
reconnaissance d’activités est exécutée en dehors de cet intervalle. L’apprentissage de 
telles habitudes et l’utilisation de ces contraintes demandent l’exploitation d’un volume 
élevé de données, générées par les senseurs, de nature complexe comme les données 
temporelles. Pour cette raison, ces approches font recours au domaine de l’apprentissage 
automatique [31] et surtout à la fouille de données [23]. Avant de donner un exemple 
d’une approche de cette catégorie, il faut préciser que le chapitre suivant est consacré aux 
différentes techniques de la fouille de données utilisées pour la reconnaissance 
d’activités. 
Dans le travail de Jurek et al. [14], les modèles d’activités sont créés d’une 
manière non supervisée en utilisant la technique de segmentation. L’algorithme K-means 
[32] est utilisé plusieurs fois avec un nombre d’éléments et de clusters choisis au hasard 
tout en prenant en considération de ne pas produire des clusters vides. Ensuite, une 
matrice de support 𝐴𝑘 est créée pour représenter le support apporté par chaque cluster, 
représenté par une ligne, à chaque classe, représentée par une colonne. 
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où 𝑁𝑖 représente le nombre total d'occurrences dans le cluster i, 𝑁𝑖𝑗 fait référence au 
nombre d'occurrences de la classe j qui appartiennent au cluster i et M représente le 
nombre de classes dans la classification du problème considéré. 
La recherche d’activité entamée est effectuée en se basant sur la technique de 
classification. La distance euclidienne entre chaque cluster et les récentes observations est 
calculée, puis l’activité reconnue est le cluster le plus proche aux récentes observations : 








           𝑆𝑖     𝐴𝑘[𝑖𝑘,𝑗] > −1 




où 𝑖𝑘 est la ligne de la matrice 𝐴𝑘 qui représente le cluster sélectionné et d représente la 
distance euclidienne métrique. 
1.5 Contribution 
 
Notre travail s'inscrit dans cette nouvelle tendance à vouloir exploiter les 
contraintes temporelles pour proposer une solution à la problématique de la 
reconnaissance d'activités au sein de l’habitat intelligent afin d'offrir une assistance 
technologique aux patients de la maladie d'Alzheimer. Quant à notre contribution, elle ne 
concerne pas seulement la réduction du nombre d’hypothèses, mais elle propose aussi des 
solutions aux différents problèmes, déjà cités, que nous avons rencontrés durant ce 
processus.   
L’approche commence par une transformation de la base de données créée par 





d’Intelligence Ambiante pour la Reconnaissance d’Activités (LIARA) où nous avons 
testé notre approche, il existe 114 senseurs qui envoient leurs mesures tous les 500 
millisecondes. La base de données, ainsi créée, est très volumineuse ce qui rend son 
exploitation presque impossible, d’où la nécessité de la transformation. À partir de la 
nouvelle base de données, nous créons tous les modèles d’activités qui résument les 
AVQs que le patient est habitué d’effectuer. Dans un premier travail [33], nous avons 
utilisé BIDE [34], un algorithme du "Sequential pattern mining", pour trouver les plus 
longues sous séquences de senseurs qui se répètent assez fréquemment. Bien que les 
résultats fussent satisfaisants, les modèles d’activités créés avec BIDE ne contenaient 
aucune information temporelle nécessaire à la détection d’erreurs. Pour cette raison, nous 
avons créé un nouvel algorithme [35] appartenant au domaine de l’extraction des motifs 
fréquents "Frequent pattern mining" [36] qui est un sous domaine de la fouille des 
données. La particularité de cet algorithme est qu’il permet de trouver les sous-séquences 
fréquentes, tout en estimant le temps normal d’activation des senseurs. Cette dernière 
information est très utile parce que nous l’utilisons pour détecter les erreurs du patient et 
pour décider du moment opportun pour lui envoyer de l’aide [19].  
Pour répondre au problème du nombre d’hypothèses, nous avons, dans la première 
approche, utilisé une segmentation temporelle pour créer des intervalles de temps qui 
résument les heures de début des modèles d’activités [37]. Ensuite, les modèles 
d’activités qui ne possèdent pas un intervalle qui comprend l’heure courante sont écartés 
de la recherche de l’activité entamée. Le seul problème avec cette solution est que les 
intervalles temporels ne reflètent pas la réalité de tous les jours. Par exemple, si l’acteur 





sera considérée même le dimanche puisque le même intervalle sera créé pour tous les 
jours de la semaine. Après une étude approfondie de ce problème, nous avons opté pour 
une solution qui utilise les séries temporelles pour profiter de leur propriété de 
saisonnalité. L’approche que nous proposons [38] utilise donc les séries temporelles pour 
prédire les temps de début des modèles d’activités selon le jour de la semaine. Ces temps 
sont utilisés par la suite pour ne considérer que les modèles d’activités avec un temps 
prédit assez proche de l’heure courante. Ils sont aussi utilisés pour répondre au problème 
des erreurs d’initiation et celui de l’équiprobabilité en programmant un réseau bayésien 
qui fait en sorte que le modèle d’activité avec le temps prédit le plus proche de l’heure 
courante soit le plus probable.  
Pour que l’assistance technologique soit efficace, il faut que les messages d’aides 
se déclenchent au bon moment. Notre dernière contribution consistait donc à trouver une 
méthode permettant la détection d’erreurs dans les plus brefs délais. Nous avons proposé 
trois solutions et la comparaison entre elles a permis la sélection de celle qui donne les 
meilleurs résultats. 
Doter l’agent ambiant d’une intelligence artificielle lui permettant d’assister une 
personne atteinte de la maladie d’Alzheimer est une tâche compliquée qui soulève 
plusieurs défis dans chacune de ses étapes. Nos contributions dans ses différentes étapes, 
qui ont été publiées dans plusieurs articles [9], [19], [35], [38], ont permis la conception 
d’une assistance technologique fonctionnelle. Elle nécessite certainement plusieurs 
améliorations comme l’exploitation des données spatiales que nous n’avons pas 






1.6 Objectifs et méthodologie de la recherche 
 
Ce travail de recherche a été effectué en cinq étapes majeures: 
La première étape avait pour premier objectif de comprendre le comportement des 
patients de la maladie d'Alzheimer afin de pouvoir anticiper les différentes erreurs qu'ils 
peuvent commettre et leur offrir ainsi une assistance plus adaptée à leur situation. C'est 
pour cette raison que nous avons commencé ce travail par une étude détaillée de cette 
maladie et des différentes erreurs qu'elle peut provoquer [10], [12], [13]. 
Comme nous avons créé un algorithme d’extraction de motifs fréquents, une autre 
étude sur les techniques de la fouille de données s'imposait et a fait l'objet de la deuxième 
étape. Cette étape avait aussi comme objectif de bien situer notre algorithme et de 
comprendre d’autres algorithmes du même domaine, ce qui nous a permis d’intégrer un 
de ces algorithmes au nôtre pour des résultats encore meilleurs. 
Quant à la troisième étape, elle définit plus précisément la reconnaissance 
d'activités et réalise un état d'art sur les travaux déjà existants. L'objectif de ce travail 
étant de nous aider à conceptualiser notre approche en profitant de leurs avantages et en 
corrigeant ou évitant leurs faiblesses. Ces différents travaux seront détaillés au troisième 
chapitre. 
La quatrième étape avait pour objectif de créer une toute nouvelle approche basée 
sur les contraintes temporelles. L’approche proposée est composée de trois parties : la 
création des modèles d'activités à partir des mesures des senseurs, la réduction du nombre 





d’un système de recherche de l’activité entamée capable de spécifier à n’importe quel 
moment l’activité la plus probable et en fin, l’utilisation des séries temporelles bivariées 
pour une prédiction assez précise des temps d’activations des senseurs, ce qui permet une 
meilleure détection d’erreurs.  
La dernière étape concerne la validation de notre approche afin de vérifier son 
opérationnalité. Les tests ont été réalisés avec des données réelles, enregistrées après la 
simulation des activités matinales d'un patient de la maladie d'Alzheimer au sein d'un 
habitat intelligent pour une période de vingt-huit jours. 
1.7 Organisation de la thèse 
 
Cette thèse est organisée en six chapitres qui viennent détailler chacune des étapes 
décrites dans la méthodologie de recherche. 
Ce premier chapitre permet de bien comprendre la problématique générale et de 
spécifier les problèmes auxquels nous comptons proposer des solutions. Au cours de ce 
chapitre, nous avons présenté une étude sur la maladie d’Alzheimer pour avoir une idée 
sur les différentes erreurs susceptibles d’être commises par les personnes observées. Nous 
avons aussi présenté les catégories des approches de reconnaissance d'activités pour 
situer notre approche. 
Le deuxième chapitre est consacré à la fouille de données, ses étapes, ses 
différentes techniques et son utilisation dans les différents domaines, surtout celui de la 
reconnaissance d’activités. Ce chapitre détaille plus l’extraction des motifs fréquents, le 





algorithmes utilisés dans notre approche ou dans les approches citées dans le troisième 
chapitre réservé à la reconnaissance d’activités. 
Le troisième Chapitre définit plus profondément la reconnaissance d'activités et 
présente différents travaux déjà existants portant sur cette problématique de recherche. 
Les travaux utilisant les contraintes temporelles sont couverts plus en profondeur afin de 
les comparer à notre approche. 
Dans le quatrième chapitre, nous expliquons en détail l’approche proposée qui offre 
une solution à l’assistance technologique et surtout à la problématique de la 
reconnaissance d'activités. Nous commençons par l'explication de notre nouvel 
algorithme qui permet de créer des modèles d’activités spécifiant une estimation du 
temps normal entre deux actions successives. Ensuite, nous détaillons la prédiction des 
heures de début des modèles d’activités avec la technique ARIMA des séries temporelles 
ainsi que le réseau bayésien utilisé pour trouver à tous moments l’activité la plus probable 
d’être entamée ou celle déjà entamée. À la fin de ce chapitre, différentes solutions de 
prédictions des temps d’activation des senseurs sont présentées.  
Quant au cinquième chapitre, il présente une vue globale sur les maisons 
intelligentes et sur les différents choix techniques qui doivent être pris lors de leur 
conception pour présenter ensuite le LIARA où nos expériences se sont déroulées. Le 
reste du chapitre est réservé aux tests et validations des différentes étapes de notre 
approche. 
Nous terminons cette thèse par une conclusion générale où nous montrons les 






















Avant l'ère de l’informatique, l'analyse des données était une tâche attribuée à une 
personne ayant des connaissances d'expert et une formation dans les statistiques. Son 
travail consistait à parcourir et analyser les données brutes et découvrir des motifs, faire 
des extrapolations et à trouver les informations intéressantes qu’il va ensuite véhiculer via 
des rapports écrits, graphiques et diagrammes. Par la suite, la tâche est devenue trop 
compliquée pour l’expert [39] et les ordinateurs, avec des algorithmes assez sophistiqués, 
ont fait leur apparition offrant de nouveaux outils facilitant son travail. De nos jours, ces 
algorithmes pèchent à répondre aux problèmes pour lesquels ils sont créés. L’une des 
causes de cette réalité revient à l'information qui est maintenant répartie sur de multiples 
plateformes et stockée dans une grande variété de formats; texte, image, son, fichier, 
vidéo, etc. De plus, la quantité de données à analyser devient de plus en plus énorme. En 
fait, d'après Dunham [40] les données doublent chaque année et pourtant la quantité 
d'informations utiles dont nous disposons est à la baisse. En effet, comme l’informatique 





secondes à partir de multiples sources à un point qu’on parle déjà  de l’ère des données 
[41]. Pour avoir une idée sur la quantité de données disponibles ces temps-ci, nous 
n’avons qu’à penser au nombre de textes, images et vidéos ajoutés quotidiennement aux 
sites Internet, aux différentes informations échangées sur les réseaux sociaux et aux 
mesures effectuées par tous les senseurs dans le domaine de l’informatique ubiquitaire 
[42] qui vise à améliorer le quotidien de l’humain en y intégrant des outils technologiques 
d’une façon transparente à l’utilisateur, etc. Rappelons que c’est à ce dernier domaine 
qu’appartient notre recherche qui a pour objectif de prolonger la vie des patients de la 
maladie d’Alzheimer chez eux d’une manière autonome et sécuritaire, tout en préservant 
leur intimité.   
Le grand volume des données et leurs différents formats ont posé plusieurs défis aux 
méthodes traditionnelles de sauvegarde et de traitement, ce qui a nécessité l’apparition 
d’un nouveau domaine appelé mégadonnées "Big data" [41], [43]. En effet, les fameux 
systèmes de gestion de bases de données relationnelles (SGBDR), qui ont révolutionné la 
sauvegarde et l’analyse des données dans les dernières décennies, sont devenus 
impuissants devant l’hétérogénéité et la quantité massive des données actuelles. Le 
domaine du mégadonnées offre aujourd’hui de nouvelles solutions comme  MongoDB 
[44], le système noSQL (pas seulement SQL) [45], ou Apache Hadoop [46], etc. Quant 
aux algorithmes habituels, ils sont devenus incapables de traiter ce grand volume de 
données ou leur temps d’exécution est tellement lent qu’on préfère ne pas les utiliser. 
Pour cette raison, le domaine du mégadonnées fait souvent appel aux différentes 





2.2 Les origines de la fouille de données 
 
Les premières briques qui ont été posées pour la création de la fouille de données 
d'aujourd'hui remontent aux années 50 quand les travaux des mathématiciens, des 
logiciens et des informaticiens ont été combinés pour créer l'apprentissage automatique 
[31] et l'intelligence artificielle (IA) [47]. La volonté de rendre les machines intelligentes 
et capables de prendre des décisions à la place de l’expert a permis l’émergence de ce 
dernier domaine.     
Le développement de l'IA et du domaine des statistiques ont permis la conception 
de nouveaux algorithmes tellement intéressants qu’ils sont utilisés de nos jours dans la 
fouille de données, comme l'analyse de régression [48], les réseaux de neurones [49] et 
les modèles linéaires de classification [50], etc. Le terme fouille de données "Data 
Mining" est apparu dans cette même période, les années 60, pour désigner la pratique de 
fouiller les données pour trouver des motifs qui n'avaient aucune signification statistique 
[39]. Le domaine de la récupération d'informations "information retrieval" [51] a fait sa 
contribution lui aussi dans cette même période par les techniques de segmentation et de 
mesure de similarité [52]. 
L'année 1971 est une année très importante dans l'histoire de la fouille de données. 
Durant cette année, Gerard Salton a publié ses travaux innovateurs sur le système 
"SMART Information Retrieval" et a présenté une nouvelle approche de recherche 
d'information qui a utilisé un modèle basé sur l'algèbre d'espace vectoriel. Ce modèle se 
révélera être un ingrédient clé dans la boîte à outils de la fouille de données [40]. 
Après cette année, plusieurs autres algorithmes très importants ont vu le jour 





algorithmes des arbres de décisions, etc. Aux années 90 et pour la première fois, le terme 
entrepôt de données "Data Warehouse" [53] a été utilisé pour décrire une grande base de 
données composée d'un schéma unique, créé à partir de la consolidation des données 
opérationnelles et transactionnelles d’une ou plusieurs bases de données. C'est durant 
cette même période que la fouille de données a connu son grand lancement en cessant 
d'être juste une technologie intéressante et en devenant une partie intégrante des pratiques 
standards du monde des affaires [40]. En effet, les entreprises ont commencé à utiliser la 
fouille de données pour les aider à gérer toutes les phases du cycle de vie des clients, à 
augmenter les recettes provenant des clients existants, à conserver les bons clients et 
même à la recherche de nouveaux clients. Plusieurs facteurs ont participé à ce que les 
entreprises adoptent la fouille de données, la chute des coûts relatifs au stockage des 
données sur les disques informatiques, l'augmentation de la puissance du traitement des 
informations et surtout, les avantages de l'exploration des données sont devenus plus 
apparents. 
De nos jours, la FD est utilisée dans des domaines très variés, comme la 
télécommunication, la sécurité, le marketing, la finance, le marché boursier et le 
commerce électronique, la santé, etc. Même les gouvernements n'hésitent plus à l'utiliser 
dans leurs projets. En 2004, dans le rapport des activités fédérales sur la fouille de 
données, le bureau de comptabilité générale des États-Unis [54] a signalé qu'il y a 199 
opérations de fouille de données en cours ou prévu dans les divers organismes fédéraux, 
et cette liste n'inclue pas les activités secrètes de la fouille de données comme MATRIX 






2.3 Définition de la fouille de données 
 
La définition la plus complète de la fouille de données, à notre avis, est celle 
présentée par Benoît [55] qui stipule que : la fouille de données est un processus, à 
plusieurs étapes, d'extraction de connaissances préalablement imprévues à partir de 
grandes bases de données, et d'application des résultats pour la prise de décision. En 
d’autres termes, les outils de la fouille de données détectent des motifs à partir des 
données et déduisent des associations et des règles. Les connaissances extraites peuvent 
ensuite être appliquées à la prédiction ou à la création de modèles de classification en 
identifiant les relations au sein des enregistrements de données ou entre des bases de 
données. Ces motifs et règles peuvent alors guider à la prise de décision et à la prévision 
des effets de ces décisions. Concrètement, la fouille de données est comme tout autre 
programme informatique. Elle prend des entrées, normalement de grandes tailles, les 
analyse et les traite pour en extraire, non pas des données déjà existantes, mais des 
connaissances. Enfin, elle formule ces connaissances sous un format compréhensible et 
les présente comme sortie à l'utilisateur.  
Les différentes techniques de la fouille de données permettent de travailler sur tous 
les types de données existants. Si les fichiers plats, qui contiennent du texte ou des 
données binaires avec une structure bien déterminée,  sont les entrées les plus courantes 
[56], d’autres entrées sont de plus en plus exploitées par ces techniques comme les bases 
de données avec des attributs de différents formats : texte, entier, réel, etc. ou  les bases 
de données qui comportent des attributs spéciaux en plus de ceux cités : les bases de 
données multimédias avec des attributs de type sons, images ou vidéos, les bases de 





régionales ou globales ou toute autre donnée géographique et les bases de données 
temporelles spécifiant pour chaque enregistrement le temps de sa sauvegarde dans la base 
de données (temps de transaction) et le temps où il s’est déroulé dans le monde réel 
(temps valide). 
 Les sorties de la fouille de données sont la représentation finale de la connaissance 
ou du savoir extrait des données. D’après Han [23], elles doivent être transmises à 
l'utilisateur final d'une manière lui permettant d'agir sur elles et de fournir une rétroaction 
au système. Elles peuvent être de différentes formes : des Arbres de décision, des  règles 
de classification (Si valeurs d’attributs = X alors attribut = y), des règles impliquant des 
relations (Si attribut1 > attribut2 alors classe = y), des segments (clusters), etc.  
2.4 Les étapes du processus de la fouille de données 
 
Après une analyse approfondie du problème permettant la spécification des 
questions auxquelles il faut trouver des réponses [55], le processus de la fouille de 
données suit les étapes schématisées à la Figure 2-1.  
 





 La sélection et nettoyage des données : au cours de cette étape, une solution est 
proposée pour les données manquantes et celles bruitées. Elles peuvent être 
estimées ou remplacées par une valeur, sinon tout l’enregistrement est supprimé 
[39], [55]. 
 La transformation des données : cette étape vise à transformer les données dans 
un format plus approprié à la fouille de données. Elle peut inclure [23], [57] : 
o Le lissage de données "smoothing" : par exemple, utiliser les moyennes 
pour remplacer les données erronées. 
o L'agrégation : par exemple, afficher les données mensuellement plutôt que 
quotidiennement. 
o La généralisation : par exemple, remplacer l'âge exact d'une personne par 
une des descriptions : petite, jeune ou vieille. 
o La normalisation : changer des valeurs pour qu'elles soient toujours dans 
une fourchette fixe. 
o La construction d'attributs : ajouter de nouveaux attributs à l'ensemble des 
données. 
 La réduction des données : généralement,  le volume de données est assez grand 
pour les exploiter directement. Alors, différentes techniques sont utilisées pour les 
réduire afin que le processus d'analyse soit gérable, rentable et plus rapide. 
o  L'agrégation : la même technique utilisée dans l'étape de transformation. 
o La réduction de dimensionnalité : les attributs non pertinents ou 





o La compression des données : les données sont codées afin de réduire leur 
taille. 
o La réduction de numérosité : des modèles ou des échantillons sont utilisés 
au lieu des données réelles. 
 La découverte de motifs : dans cette étape, les données sont itérativement 
parcourues par les algorithmes de la fouille de données pour trouver les relations 
ou les motifs intéressants et utiles [55]. Certains motifs sont plus intéressants que 
d'autres. Cet "intérêt" est l’une des mesures utilisées pour déterminer l'efficacité 
de l'algorithme [58]. 
 Évaluation des motifs : cette étape ne valide pas seulement les résultats obtenus 
et la capacité de la technique utilisée à répondre aux questions préalablement 
établies, mais elle vérifie plusieurs autres critères comme le temps d’exécution et 
l’espace mémoire utilisé, etc. Si les résultats ne sont pas satisfaisants, on peut 
revenir à n’importe quelle étape comme la réduction des données ou le 
changement de la technique utilisée, sinon les résultats sont présentés à 
l’utilisateur final d’une manière simple et facilement compréhensible.  
Avant d’entamer la prochaine section, nous tenons à signaler l’importance de l’étape de 
réduction de données qui joue un rôle primordial dans la réussite des techniques de la 
fouille de données, surtout quand elles traitent des données assez complexes comme les 
données temporelles. Par exemple, l’algorithme que nous avons créé pour la détection des 
modèles d’activités, détaillé au chapitre 4, n’a pu gérer la base de données générée à 
partir des senseurs qu’après une transformation radicale de sa structure permettant la 





2.5 La fouille de données temporelles 
 
Les bases de données temporelles [59], une des entrées de la fouille de données 
citées dans la section précédente, augmentent considérablement la complexité des 
techniques visant à les exploiter puisqu’elles doivent tenir compte des différents types de 
données temporelles, des relations ou opérateurs temporels et de la granularité 
temporelle, [60] etc. En effet, l’enregistrement de ces données dans une base de données 
temporelle attache le reste des attributs à une période de temps qui peut être soit le temps 
valide ou le temps de  transaction. Le temps valide désigne la période de temps pendant 
laquelle un fait est vrai par rapport au monde réel, tandis que le temps de transaction est 
la période de temps pendant laquelle un fait est enregistré dans la base de données. 
L’introduction de telles informations temporelles complique l’exploitation des bases de 
données puisqu’au lieu d’avoir une seule réalité, plusieurs réalités existent selon le temps 
comme schématisé à la Figure 2-2.  
 





Les bases de données temporelles sont aujourd’hui capables de sauvegarder des 
données temporelles encore plus complexes comme les séquences et les séries 
temporelles. Une séquence peut être définie comme un ensemble ordonné d'événements 
souvent représenté par une série de symboles nominaux [61]. Il existe deux types de 
séquences, les séquences ordonnées qui font ressortir une seule information temporelle 
indiquant que les événements sont ordonnés dans le temps et se produisent 
séquentiellement et les séquences horodatées qui ajoutent plus de précision temporelle en 
intégrant le temps de début de chaque événement [56]. Alors qu’une série temporelle (ou 
chronologique) est définie comme la suite d’observations d’une famille de variables 
réelles notées (𝑋𝑡) ∈ 𝜃 où l’ensemble 𝜃 est appelé espace des temps qui peut être discret 
(𝜃 ⊂ 𝑍) ou continu (𝜃 ⊂ 𝑅) [18]. 
À cause de cette complexité, certaines techniques ont été modifiées et d’autres ont 
vu le jour pour créer un sous-domaine de la fouille de données, appelé fouille de données 
temporelles, capable de bien gérer les données temporelles. Pour qu’une technique de la 
fouille de données fasse partie de la FDT, elle doit être capable de [61]: 
 Répondre à des vraies requêtes du monde réel même sur un grand volume de 
données temporelles; 
 Répondre aux requêtes quantitatives et qualitatives sur les relations temporelles. 
"Prendre médicament est effectuée après une heure de l’activation du senseur 
S" est un exemple de requêtes quantitatives, alors que "Prendre médicament est 
effectué après Prendre déjeuner" est une requête qualitative; 
 Représenter la causalité entre les événements temporels. Par exemple, 





 Distinguer entre le temps valide et le temps de transaction  
 Exprimer la persistance d'une manière parcimonieuse. En d’autres termes, 
quand un événement se produit, seules les parties du système affectées par cet 
événement doivent changer;  
 Offrir un langage expressif qui permet les mises à jour.  
2.6 Techniques de la fouille de données temporelles 
 
La fouille de données temporelles a pour objectif d'extraire de la connaissance 
après l'analyse des données stockées dans des entrepôts de données. Elle peut être définie 
plus précisément en étant un ensemble de méthodes et techniques automatiques ou semi-
automatiques explorant les données en vue de détecter des règles, des associations, des 
tendances inconnues ou cachées, des structures particulières restituant l'essentielle de 
l'information utile pour la prise de décision [55]. Selon l’objectif de l’utilisateur, les 
techniques de la fouille de données temporelles peuvent être catégorisées en quatre tâches 
générales [62] : 
1. Analyse exploratoire des données (EDA) [63] : le but de cette tâche est 
d’explorer simplement les données sans avoir une idée bien précise sur ce qu’on 
cherche. Les techniques de cette catégorie sont interactives et visuelles. 
2. Modélisation descriptive [62]: le but d'un modèle descriptif est de décrire le 
processus générant les données en décrivant, par exemple, la relation entre les 
variables ou en partitionnant les données en groupes (segmentation), etc. 
3. Modélisation prédictive: classification et de régression [64]: le but ici est de 





partir des valeurs connues des autres variables. Dans la classification, la variable 
prédite est catégorique, tandis que dans la régression elle est quantitative. 
4. Découverte de motifs et de règles [65]: dans cette catégorie, on cherche des 
règles qui associent certains attributs ou des motifs avec des caractéristiques 
spécifiques comme des motifs fréquents (des éléments qui reviennent souvent 
ensemble) des comportements anormaux ou frauduleux, etc. 
Pour réaliser ces différentes tâches, la FDT possède plusieurs techniques, dont la 
classification, la segmentation et l’extraction des règles d’association que nous 
expliquons dans le reste de ce chapitre. Le choix de détailler ces trois techniques ainsi 
que quelques algorithmes qui leurs appartiennent a pour but de faciliter la compréhension 
de notre algorithme étalé au chapitre 4 et certaines approches de reconnaissances 
d’activités citées au chapitre 3. 
2.6.1  La classification 
 
La classification [66] est l'opération la plus utilisée de la FD et a pour objectif 
d’affecter une instance inconnue à une des classes déjà définies [67]. Par exemple, dans 
le domaine de la reconnaissance de la parole [68], la classification permet d’affecter les 
signaux de la parole à leurs représentations textuelles correspondantes. Tappert et al. [69] 
l’ont utilisé pour reconnaître des mots écrits à la main en considérant chaque image 
(contenant le mot) comme une séquence de colonnes de pixels. Dans le domaine de 
reconnaissance de gestes, les vidéos contenants des mouvements des mains ou de la tête 
sont classifiés, en les découpant en plusieurs trames, afin de trouver les actions ou les 





Cette opération commence par la division des données en deux ensembles; des 
données d’apprentissage et des données de tests, qui seront utilisées dans les deux étapes 
de classification illustrées dans la Figure 2-3 [71]. 
 
Senseur1 Senseur2 Senseur3 Activité 
1 faible 125 Dormir 
1 faible 100 Manger 
0 fort 118 Lire 
0 moyen 250 Manger 
1 fort 220 Dormir 
1 faible 111 Dormir 
 
1 moyen 113 Manger 
0 fort 260 Lire 




 L'étape d'apprentissage : Dans cette étape, l'algorithme de classification essaie de 
créer un classificateur en analysant et en apprenant d'un ensemble de données 
d'apprentissage "Training Data" sélectionné à partir des enregistrements de l'entrepôt 
de données. Parmi les attributs de l’ensemble des données d’apprentissage, un attribut 
représente la classe dont la valeur est définie par les valeurs des autres attributs. Dans 
l’exemple présenté à la Figure 2-3, la classe est l’attribut Activité et sa valeur 
(Dormir, Manger, Lire) est définie par les valeurs des senseurs. Le classificateur créé 
peut être représenté par des règles de classification, comme celle de la Figure 2-3, des 
Données d’apprentissage Algorithme de 
classification 
Données de tests Règles de classification 
Si Senseur1=1 et 
Senseur3>100 Alors 
Activité = Dormir  
Nouvelles données 





arbres de décision ou des formules mathématiques de la forme y = f(X) où y est la 
classe trouvée après l'application de la fonction f sur les différents attributs x1,x2, … 
 L'étape de classification : Avant d'utiliser le classificateur créé dans l’étape 
précédente pour trouver la classe de nouvelles données, sa précision est validée en 
l’essayant sur les données de tests. Il est important de ne pas tester le classificateur 
avec des données déjà utilisées dans l’étape d’apprentissage, sinon les résultats seront 
biaisés. Plusieurs techniques existent pour diviser l'entrepôt de données en données 
d'apprentissages et données de tests, comme la technique des deux tiers un tiers, 
"cross-validation", "bootstrap" [72], etc. Dans l’exemple de la Figure 2-3, c’est la 
technique deux tiers un tiers qui est utilisée en réservant les deux tiers des données à 
l’apprentissage (l'entrainement) et un tiers aux tests. Quand les résultats des tests sont 
satisfaisants, le classificateur est ensuite utilisé pour les nouvelles données, sinon 
l’algorithme de classification ou les données d’apprentissages peuvent être changés. 
Le type de classification utilisé dans l’exemple de la Figure 2-3 est dit supervisé parce 
que la classe est connue à l'avance. Quand la classe n’est pas connue à l’avance, 
classification non supervisée, la technique de la segmentation, que nous détaillons dans la 
prochaine section, peut être utilisée pour créer des groupes qui représenteront les classes. 
2.6.2 La segmentation 
 
L'opération de segmentation "clustering" [73] permet de grouper les éléments 
similaires dans un même groupe, ou cluster, d'une façon à ce que les membres de chaque 
cluster soient le plus homogène possible et très hétérogène des membres des autres 





travaillant simplement avec les clusters créés au lieu de tous les éléments qui les 
composent. Tout comme la classification, la segmentation essaie par la suite d’assigner 
les nouvelles entrées aux clusters adéquats. La différence majeure entre les deux 
opérations est que la classification se base sur un apprentissage par les exemples tandis 
que la segmentation se base sur un apprentissage par observation en calculant une 
distance métrique entre les différentes entrées [71].  
La segmentation est d'un intérêt particulier puisqu’elle fournit un mécanisme 
capable de trouver, automatiquement, des structures, dans de grands entrepôts de 
données, qui seraient autrement difficiles à résumer ou à visualiser [67]. Il existe de 
nombreuses applications qui montrent l’importance de l’utilisation de cette technique. Par 
exemple, en l’appliquant sur les historiques de navigation Web, les clusters peuvent 
indiquer les modes de navigation des différents groupes d'utilisateurs [75]. Pour les 
données financières, il est intéressant, par exemple, de grouper les stocks qui présentent 
des tendances similaires après les mouvements de prix [76]. Un autre exemple pourrait 
être la segmentation des séquences biologiques, comme les protéines ou les acides 
nucléiques, de telle sorte à ce que les séquences du même groupe aient des propriétés 
fonctionnelles similaires [77]. Il existe plusieurs méthodes de segmentation qui peuvent 
être groupées en deux principales catégories, les méthodes hiérarchiques et les méthodes 
de partitionnement [73]. 
 Les méthodes hiérarchiques : Cette méthode crée une décomposition hiérarchique 
de l'ensemble des éléments de données. Elle peut être une méthode d'agglomération 
ou de division selon la forme de décomposition hiérarchique. Les méthodes 





elles fusionnent successivement les clusters qui sont proches l'un de l'autre jusqu'à 
l’obtention d'un seul cluster représentant le niveau supérieur ou jusqu'à ce qu'une 
condition d'arrêt soit satisfaite. À l’opposé, les méthodes de division commencent par 
un seul cluster qui englobe tous les objets. Ensuite, dans chaque itération, les clusters 
sont divisés en plus petits clusters jusqu'à ce que chaque cluster ne soit plus composé 
que d'un seul élément ou jusqu'à ce qu'une condition d'arrêt soit satisfaite. 
 Les méthodes de partitionnements : ayant des entrées de n enregistrements, ces 
méthodes permettent de créer k partitions avec k < n sachant que le nombre de 
clusters k est soit définie manuellement à l'avance ou trouvé automatiquement grâce à 
une fonction d’entropie. Chaque partition créée représente un cluster vérifiant les 
deux conditions suivantes : un cluster possède au moins un objet et un objet 
appartient à un et un seul cluster. Il faut noter que la deuxième condition n'est pas 
respectée dans la segmentation floue "Fuzzy Segmentation" [78] que nous utilisons 
dans notre algorithme de création de modèles d’activités pour compresser les données 
et trouver des intervalles temporels homogènes. Plus précisément, nous avons utilisé 
l’algorithme C-means [79] qui, à l’exception du fait qu’il permet à un élément 
d’appartenir à plusieurs clusters, est identique à l’algorithme le plus connu et le plus 
utilisé de cette catégorie qui est le k-means. L’explication du C-means aidera à la 
compréhension de notre algorithme, mais puisque le k-means lui ressemble beaucoup 
tout en étant plus facile à comprendre, c’est ce dernier que nous allons détailler en 






Algorithme 2-1. L'algorithme k-means. 
Le K-means commence par choisir k centres de clusters au hasard puis il répète les 
deux opérations suivantes jusqu’à ce que les centres des clusters ne changent plus 
(dans l’algorithme 2-1, cette condition d’arrêt est formulée mathématiquement dans la 
ligne 13 comme suit : la somme des distances entre chaque centre et sa valeur dans 
l’itération précédente est inférieure à la distance maximale ε.) :  
 Il affecte chaque élément au cluster possédant le centre le plus proche à l’élément. 
 Il calcule le nouveau centre de chaque cluster. 
2.6.3  La découverte de règles d'association 
 
La découverte de règles d'association [65] est une tâche assez spéciale de la 
fouille de données du fait que ses techniques ne possèdent aucune requête spécifique pour 
fouiller la base de données [67]. De plus, c’est une tâche propre à la fouille de données au 





d’autres domaines comme la théorie de l'estimation [80] ou l’apprentissage automatique 
[31]. La découverte de règles d'association est utilisée dans divers domaines tels que les 
réseaux de télécommunications, les achats en ligne, le contrôle des stocks, le marketing et 
la gestion des risques, etc. Elle a pour objectif d’extraire les corrélations, les associations, 
les structures informelles et les motifs d'intérêt sachant qu’il n'y a aucune notion 
universelle pour désigner un motif d’intéressant. Cependant, une des notions très utiles 
dans l'exploration de données est celle des motifs fréquents.  
La découverte de motifs fréquents "frequent pattern mining" [36], que nous 
utilisons pour créer les modèles d’activités, a été  introduite pour la première fois dans le 
travail de Agrawal et al. [81] dans le domaine de l’analyse du panier de la ménagère 
"Frequent itemset mining" [82] pour répondre à des questions du genre : quels sont les 
articles  vendus ensemble ? Les algorithmes de ce domaine considèrent un motif comme 
fréquent si sa fréquence, son nombre d’occurrences, dans la base de données, est 
supérieur à une fréquence minimale définie par l’utilisateur. Une fois un motif détecté, il 
peut aider à générer des règles d’associations du genre XY qui signifie qu’il est fort 
probable que l’élément Y apparaîtra après l’apparition de l’élément X. C’est exactement 
ce genre de règles qui nous ont poussées à chercher les motifs fréquents qui, dans notre 
cas, seront des séquences de senseurs S1, S2, S3, … et qui permettront de prédire le 
prochain senseur, la prochaine action de la personne assistée, après l’activation du dernier 
senseur. Pour mieux comprendre le fonctionnement de ces algorithmes et les comparer au 
nôtre, nous détaillerons dans la prochaine section l’algorithme Apriori sur lequel la 





l’algorithme BIDE que nous avons utilisé dans notre première approche expliquée dans le 
prochain chapitre. 
2.6.3.1 L’algorithme Apriori 
 
La majorité des algorithmes du domaine d’extraction des motifs fréquents sont basés 
sur l'algorithme Apriori [81] qui a été créé à partir des deux propriétés suivantes : 
1. Un article est fréquent si sa fréquence est supérieure ou égale à la fréquence 
minimale précisée par l'utilisateur. Ce dernier est donc appelé à spécifier la 
fréquence minimale dès le départ. 
2. Si un article n'est pas fréquent, alors sa jointure avec un autre article ne le sera pas 
elle aussi. Cette observation est très importante parce qu’elle permet de gagner un 
temps considérable en ignorant toutes les combinaisons des éléments non 
fréquents. 
Les différentes étapes de l’algorithme Apriori sont présentées dans l’algorithme 2-2, 
affiché dans la page suivante. 
Apriori commence par créer une liste de tous les éléments fréquents L1. Ensuite, il 
répète les deux étapes suivantes jusqu’à ce que la dernière liste créée soit vide : 
 Créer toutes les combinaisons possibles Ck à partir des éléments de la dernière 
liste créée Lk; 






Algorithme 2-2. L'algorithme Apriori. 
2.6.3.2 L’algorithme BIDE 
 
En se basant sur les propriétés de l’algorithme Apriori, plusieurs autres 
algorithmes de l’extraction des motifs fréquents ont été créés pour améliorer les résultats 
ou pour répondre à des problèmes plus spécifiques. L’algorithme FP-growth [83], par 
exemple, essaie de réduire la mémoire utilisée en stockant la base de données selon un 
format compressé dans des structures d’arbres spéciales appelées FP-tree. CloSpan [84] 
essaie de trouver des séquences fréquentes qui ont la particularité d’être fermées. Une 
séquence est dite fermée, si elle n’est pas contenue dans n'importe quelle autre séquence. 
Cette propriété est très intéressante pour nous parce que nous souhaitons trouver des 
activités entières et non pas des parties d’activités. Le problème avec CloSpan est qu’il 
garde l’ensemble des séquences fermées déjà trouvées pour estimer si les nouvelles 
séquences fréquentes trouvées sont susceptibles d’être fermées, ce qui encombre la 





BIDE est un algorithme du "Sequential pattern mining" [85] qui essaie de trouver 
des séquences fréquentes et fermées sans maintenir des séquences candidates dans la 
mémoire. Il prend comme entrées un ensemble de séquences, comme celui présenté au 
Tableau 2-1. Chaque séquence peut contenir plusieurs fois le même élément et l’ordre des 
éléments dans la séquence est partiellement respecté.  
Tableau 2-1. Exemple d'entrées de BIDE. 
Identificateur séquence Séquence 
1 C A A B C 
2 A B C B 
3 C A B C 
4 A B B C A 
 
De la première séquence, on peut constater que l’élément A apparaît deux fois dans cette 
séquence et que CB apparaît aussi même si B n’apparaît pas immédiatement après C. Par 
contre, AC n’apparaît pas dans cette séquence. Dans notre cas, il faut être capable 
d’indiquer, sans ambiguïté, le prochain senseur à la personne assistée. Alors, dans notre 
approche précédente, nous avions personnalisé BIDE pour que l’ordre soit parfaitement 
respecté. Dans cette approche, CB n’apparaît donc pas dans la première séquence puisque 
B n’apparaît pas immédiatement après C. Cet ordre strict est très important et nous nous 
sommes basés dessus pour élaborer notre nouvel algorithme de création de modèles 
d’activités. Il permet de réduire la complexité de la détection des motifs fréquents 
puisqu’il en découle une propriété qui stipule que pour qu’une séquence soit fréquente il 





propriété permet à notre algorithme de travailler sur des séquences moins longues en 
coupant la séquence entre chaque couple de senseurs non fréquent. 
 BIDE s’effectue en deux étapes. La première étape, détaillée dans l’algorithme 2-
3, essaie de trouver toutes les séquences fréquentes.  
 
Algorithme 2-3. Énumération de toutes les séquences fréquentes. 
Dans cette étape, BIDE crée un arbre qui ne garde que les séquences fréquentes. L'arbre 
est créé en affectant ϕ à la racine, puis un nœud N à un niveau L est développé en ajoutant 
un seul item. Après la suppression de tous les nœuds dont la fréquence est inférieure à la 
fréquence minimale spécifiée au départ, l'arbre va contenir l'ensemble des séquences 
fréquentes. La Figure 2-4 schématise l'arbre résultant de l'application de cette étape sur le 






Figure 2-4. Arbre contenant les séquences fréquentes de l'exemple (tirée de [34]). 
 La deuxième étape de BIDE, détaillée dans l’algorithme 2-4, affiché dans la page 
suivante, consiste à sélectionner parmi cette liste de séquences fréquentes les séquences 
fermées.  
À la différence des autres algorithmes qui ont besoin de garder en mémoire les 
séquences susceptibles d'être fermée et de les comparer à chaque nouvelle séquence 
trouvée, BIDE utilise la technique d'extension bidirectionnelle qui stipule que si une 
séquence S = e1, e2,..., en est non fermée alors une nouvelle séquence S’ doit forcément 
exister ayant la même fréquence que S et possédant un élément de plus e’. Trois cas sont 
possibles, e’ peut être au début : S’ = e’, e1, e2,..., en, au milieu : S’ = e1, e2,..., ek, e’, ek+1, 
en ou bien à la fin : S’ = e’, e1, e2,..., en, e’. Le test de fermeture est effectué donc en 
cherchant si le e’ n'existe pas dans les trois cas. Si on revient à l’exemple, les séquences 






Algorithme 2-4. L'algorithme BIDE. 
2.7 Conclusion 
 
Durant ce chapitre, nous avons essayé de donner une vue générale sur la fouille de 
données temporelles et ses techniques largement utilisées dans la reconnaissance 





automatiques ou semi-automatiques explorant les données en vue de détecter des règles, 
des associations, des tendances inconnues ou cachées, des structures particulières 
restituant l'essentielle de l'information utile pour la prise de décision. Les données 
temporelles, que ça soit le temps de transaction, le temps valide, les séquences ou les 
séries temporelles, posent de grands défis à la fouille de données qui pèche à gérer les 
dimensions ajoutées par les relations temporelles. Des techniques ont donc été modifiées 
et d’autres ont vu le jour pour créer un sous-domaine appelé fouille de données 
temporelles que nous utilisons dans notre nouvelle approche. 
Au cours de chapitre, nous avons aussi expliqué plus en détail trois techniques de la 
fouille de données temporelles. Nous avons commencé par la classification qui est 
utilisée, dans le domaine de la reconnaissance d’activités, par plusieurs approches [14], 
[15], [86] dont celles citées dans le prochain chapitre. La classification vise à affecter une 
nouvelle donnée à la classe adéquate en créant un classificateur à partir des données 
d’apprentissage. Nous avons détaillé aussi la segmentation qui permet de créer des 
clusters dont les éléments sont le plus homogènes possible et très hétérogènes des 
éléments des autres clusters. Puisque nous avons utilisé le C-means, un algorithme de 
cette technique, nous avons préféré expliquer le mode de fonctionnement du k-means qui 
est l’algorithme le plus utilisé de la segmentation et qui ressemble beaucoup au C-means 
tout en étant plus simple à comprendre. Nous avons terminé ce chapitre par l’explication 
de la technique de l’extraction des modèles fréquents en détaillant Apriori, l’algorithme 
qui a défini les propriétés utilisées par la majorité des algorithmes de cette catégorie, et en 
détaillant aussi BIDE que nous avons utilisé dans notre première approche citée dans le 














Reconnaître l'activité est un acte inné chez l'être humain. En effet, chaque fois 
qu'on observe une personne, on ne peut s'empêcher de penser à ce qu'elle est en train de 
faire ou ce qu'elle a l'intention de faire. En voyant, par exemple, une personne, à 9h00 du 
matin, se saisir d'une tasse, nous pouvons associer cette action, avec une certaine 
certitude, à l'activité prendre petit déjeuner. Dans le domaine de l'intelligence ambiante, 
nous essayons de doter un agent artificiel de cette faculté d'inférer l'activité entamée à 
partir des actions observées. Comme l'être humain ne peut penser qu'aux activités qu'il 
connait déjà, avec la possibilité d'en apprendre des nouvelles, l'agent ambiant doit 
posséder des modèles d'activités et doit être capable d'en créer des nouveaux. La 
reconnaissance d'activités, pour l'agent ambiant, revient donc à sélectionner l’activité qui 
explique les récentes observations parmi ces modèles d'activités.  
Le type d’activités que nous désirons reconnaître, le type de collaboration de la 





l’approche de reconnaissance d’activités. Pour mieux situer notre approche, nous allons 
donc commencer ce chapitre par l’explication de ces trois éléments, ensuite, différentes 
approches de reconnaissance d’activités seront détaillées. 
3.2 Les activités de la vie quotidienne (AVQ) 
 
La notion d'AVQ a été définie en 1963 par Katz et al. [24] comme étant l'ensemble 
des activités qu'un individu effectue comme routine pour prendre soin de lui-même, par 
exemple, préparer à manger, s'habiller, se laver, etc. La définition des AVQs s'est avérée 
d'une très grande importance parce qu'elle a permis de mesurer le niveau d'autonomie et 
le fonctionnement physique des personnes âgées et des sujets souffrants de maladies 
chroniques par le biais de l'index de Katz. Cet index est calculé, dans sa version originale, 
par l'attribution d'un 1 au cas où le sujet effectue avec succès et sans assistance chacune 
des AVQs suivantes : 
 Se laver 
 S'habiller 
 Se rendre aux toilettes 
 Les transferts 
 La marche 
 L’aide pour 1’alimentation 
Selon le score de l'index de Katz nous pouvons détecter le niveau de dépendance du sujet 
et lui offrir ainsi le type d'assistance adéquat. Au fil des ans et avec l'évolution du 
domaine de la santé, d'autres tests du niveau d'autonomie ont vu le jour [12], [87]; mais, 
ils restent tous basés sur les AVQs qui sont, de nos jours, classés en trois différents types 
[88]: 
 Les activités de vie quotidienne basiques (AVQB) : qui est l'ensemble des 





personne. Elles sont composées seulement de quelques étapes et n'exigent pas de 
planification réelle, par exemple, aller à la salle de bain, se déplacer sans 
appareils aidants, manger, etc. 
 Les activités de vie quotidienne instrumentales (AVQI) : ce sont des activités qui 
demandent une forme basique de planification et la manipulation d'objets. Une 
personne capable d'effectuer les AVQI est une personne autonome qui peut vivre 
toute seule chez elle. Les AVQI sont plus complexes et se composent de plus 
d'étapes que les AVQB. Dans cette catégorie, nous trouvons des activités du 
genre: préparer un repas, appeler avec un téléphone, gérer son argent, faire des 
achats, etc. 
 Les activités de vie quotidienne augmentées (AVQA) : correspondent aux tâches 
qui exigent une forme d'adaptation de la part de l'individu à cause de la nature de 
l'environnement. Par exemple, faire ses achats par Internet sur un site qui peut 
modifier son design et la position des liens. 
 
Dans le cadre de notre étude, nous visons à reconnaître les AVQB et les AVQI parce 
que la non-réussite d’exécution des AVQA n’empêcherait pas l’acteur de vivre d’une 
façon autonome chez lui. Dans cette thèse, le terme AVQ est utilisé exclusivement pour 
généraliser les AVQB et les AVQI. 
3.3 Les types de reconnaissance d'activités 
 
Après avoir précisé les types d’activités que nous désirons reconnaître dans la 
section précédente, dans cette section, nous allons préciser le type de collaboration de 





reconnaissance d'activités basée sur cette collaboration : la reconnaissance 
communicative, la reconnaissance d’opposition et la reconnaissance à l'insu. 
 La reconnaissance d'activités communicative : comme son nom l'indique, dans ce 
type de reconnaissance il existe une sorte de communication entre l'agent-acteur 
et l'agent observateur. L'agent-acteur est donc au courant et consentant du fait 
qu'il est observé afin de reconnaître ses activités. Il peut même aller jusqu'à 
adapter son comportement pour faciliter la reconnaissance. Nous pensons, par 
exemple, à la phase d'essai de notre système de reconnaissance d'activité au 
laboratoire d'intelligence ambiante pour la reconnaissance d'activités (LIARA) à 
l'Université du Québec à Chicoutimi, où nous répétions une action plusieurs fois 
jusqu'à ce que nous soyons sûrs que le système l'a détectée. 
 La reconnaissance d'activités d’opposition : comme dans le premier type de 
reconnaissance, l'acteur est au courant qu'il est observé, mais cette fois-ci il n'est 
pas consentant à ce que l’agent observateur reconnaisse ses activités. Loin de là, il 
va même jusqu'à agir délibérément pour induire l'observateur en erreur dans sa 
reconnaissance. Ce type de reconnaissance est très utilisé dans le domaine des 
stratégies militaires et jeux vidéo pour dissimuler la stratégie d'attaque par 
exemple.  
 
 La reconnaissance d'activités à l'insu : ce type de reconnaissance correspond au 
dernier cas de figure restant où l'agent-acteur n'est pas au courant qu'il est 
observé. Cela veut dire qu'il ne va pas influencer la décision de l'agent 





Pour des raisons d'éthique, le patient doit être informé qu'il est observé, mais cela ne veut 
pas dire que la reconnaissance à l’insu est exclue de nos choix. N’oublions pas que le 
premier objectif de l’assistance technologique est de permettre à l’agent-acteur de vivre 
d’une façon normale chez lui sans lui demander d’adapter ses actions pour influencer les 
résultats de la reconnaissance. Donc, bien que l’agent-acteur soit avisé qu’il est observé, 
les capteurs utilisés doivent être assez transparents pour l’aider à se concentrer sur 
l’accomplissement de ses activités d’une façon tout à fait normale. Le choix des capteurs 
ne rend pas seulement la reconnaissance à l’insu possible, mais il spécifie aussi le type de 
reconnaissance d’activités qui peut être : la reconnaissance d'activité basée sur la vision 
"Vision-based activity recognition" [17] ou la reconnaissance d'activité basée sur les 
senseurs "Sensor-based activity recognition" [90]. 
3.4 La reconnaissance d’activités basée sur la vision 
 
Les approches de reconnaissance d'activités basées sur la vision sont caractérisées 
par l'utilisation de caméras pour détecter les changements de comportement de l'agent-
acteur ou de son environnement. En effet, les caméras fournissent des données, sous 
forme de vidéos et d'images, qui permettent la détection des actions primitives qui 
composent les activités. L'utilisation des caméras permet d'exploiter les techniques du 
domaine de la vision par ordinateur [91] pour l'analyse des observations visuelles afin de 
reconnaître des motifs. Ces dernières techniques ont déjà fait leur preuve dans des 
domaines comme, Interface Homme-Machine, le Design d'Interface Utilisateur, 





Les premiers travaux de la reconnaissance d'activités basées sur la vision évitaient de 
reconnaître chaque action primitive, une tâche très complexe avec les techniques 
traditionnelles, et essayaient plutôt d'extraire quelques caractéristiques qui peuvent être 
reliées aux actions primitives et aider ainsi à la reconnaissance d'activités. Le travail de 
Duong et al. [92] en est un bon exemple. Dans ce travail, plusieurs caméras installées aux 
coins de la chambre, observent l'agent-acteur effectuant ses activités. La chambre est 
divisée en plusieurs cellules d'un mètre carré. Les caméras sont utilisées juste pour 
détecter le mouvement et retourner la liste des cellules visitées par l'agent-acteur. Comme 
certaines cellules comportent des objets intéressants (micro-onde, four, etc.), la visite de 
telles cellules peut être reliée à une action primitive (ouvrir le four, utilisation micro-
onde, etc.). Aucune reconnaissance des actions primitives n'est effectuée, mais la liste des 
cellules visitées est utilisée comme entrée pour la reconnaissance d'activités. 
Avec le développement des techniques utilisées et l'émergence de la fouille de 
données, les nouvelles approches visent la détection directe des actions primitives à partir 
des données enregistrées par les caméras. La figure 3-1 illustre les principales étapes d'un 
système générique de reconnaissance des actions. 
 
 
















Le système commence par l’extraction des caractéristiques discriminantes 
"Feature" qui permettent la différenciation des actions. Les deux étapes de la technique 
de classification, expliquée au chapitre précédent, sont appliquées sur les caractéristiques 
détectées. L’étape d’apprentissage permet de créer un classificateur en trouvant les 
caractéristiques propres à chaque action. La dernière étape consiste à utiliser ce 
classificateur sur les caractéristiques des nouvelles données pour trouver les actions 
qu’elles représentent. Le travail de Spriggs et al., détaillé dans la prochaine section, 
illustre bien ce processus.   
3.4.1 Approche de Spriggs et al. 
 
Dans le travail de Spriggs et al. [17], une caméra portable ainsi qu'une unité de 
mesure inertielle (IMUs) sont utilisées pour observer l'agent-acteur dans un contexte de 
préparation de recettes dans un environnement normal. Les données envoyées par ces 
senseurs sont stockées puis analysées afin d'effectuer une segmentation temporelle où 
chaque segment représente une action. Ces segments sont ensuite classifiés pour 
permettre la reconnaissance d'activités. 
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La Figure 3-2 montre les senseurs utilisés ainsi que le résultat de la segmentation 
temporelle sur les deux différents types de données. La caméra offre une vision à la 
première personne; ce qui aide à comprendre les intentions de l'agent-acteur. La 
segmentation temporelle revient donc à attribuer chaque trame de la séquence vidéo, 
enregistrée par la caméra à la première personne, à l'étape adéquate de la préparation de 
la recette. Cette segmentation est effectuée en plusieurs étapes : 
 L'étape de préparation des données : Comme une action peut se dérouler sur 
des arrières plans différents, des trames peuvent sembler très différentes même si 
elles représentent la même action. Pour cette raison, il faut prendre l'idée générale 
du contenu essentiel de la trame "gist of frame". 
 L'étape de transformation et de réduction des données : le "gist of frame" est 
divisé en blocs de 4x4. Ils sont ensuite transformés en un vecteur à 512 
dimensions pour chaque trame vidéo. Pour réduire la dimensionnalité, une analyse 
en composantes principales, présentée dans le travail de Barbic et al. [93], est 
effectuée afin de garder des vecteurs de plus petites tailles (32 ou moins). Les 
données sont enfin normalisées à une moyenne de 0 et une variance de 1. 
 L'étape de segmentation : la segmentation est effectuée d'une manière non 
supervisée en utilisant une estimation par le modèle de mélange gaussien (GMM) 
[94]. Le GMM est une somme pondérée de M densités des composantes 
gaussiennes donnée par la formule suivante : 








où 𝑥 est le vecteur de dimension 32, 𝑤𝑖, i= 1, ..., M, sont les poids du mélange, et 
g(x |µi, ∑i 𝑖 =  1, . . . , 𝑀, ), sont les densités des composantes gaussiennes. La densité de 
chaque composante est une fonction à 32-variables gaussiennes de la forme : 












−1(𝑥 − µ𝑖)} 
avec µ𝑖 est le vecteur moyen, ∑𝑖 est la matrice de covariance et le mélange des poids 
satisfaisant la contrainte ∑ 𝑤𝑖 = 1
𝑀
𝑖=1 . 
Après la segmentation vient l'étape de classification qui permet de trouver la 
classe, ou le segment, d'une nouvelle trame enregistrée afin de reconnaître l'activité 
entamée et pouvoir prédire la prochaine action. Pour la classification, les auteurs ont 
utilisé la méthode des 𝑘 proches voisins "𝑘 -Nearest Neighbor" [95]. Le principe de cette 
méthode est simple. Il suffit de calculer la distance entre la nouvelle trame et les centres 
des segments voisins pour l'attribuer au segment avec la distance minimale. Plusieurs 
formules permettent de calculer cette distance. Dans leur travail, ils ont choisi la distance 
euclidienne qui se calcule par la formule : 
𝑑(𝑝, 𝑞) = 𝑑(𝑞, 𝑝) =  √(𝑞1 − 𝑝1) 2 + (𝑞2 − 𝑝2) 2 +⋯+ (𝑞𝑛 − 𝑝𝑛)2 =  √ ∑ (𝑞𝑖 − 𝑝𝑖) 2
𝑛
𝑖=1  
où 𝑝 = (𝑝𝑖,... , 𝑝𝑛) et 𝑞 = (𝑞𝑖,... , 𝑞𝑛) deux points dans l'espace euclidien de dimension 𝑛. 
Pour valider leur approche, les auteurs de cette étude ont demandé à sept 
personnes différentes de préparer deux recettes, une omelette et des brownies. Chacune 
des deux parties de l'approche a été validée séparément. Pour l'étape de segmentation, les 
segments créés ont été comparés à des segments créés manuellement. La Figure 3-2 






Figure 3-3. Comparaison des segments automatiques et manuels (tirée de [17]) 
La Figure 3-3 présente une comparaison entre les segments créés manuellement, en noir, 
et ceux créés par la segmentation non supervisée pour l'action Agiter pour les sept 
différentes personnes. 20401 trames ont été utilisées pour un taux de réussite de 70%. 
3.4.2 Évaluation de l'approche de Spriggs et al. 
 
Ce travail est un exemple parfait de la puissance apportée par l'utilisation des 
techniques de la fouille de données temporelles. En fait, une telle approche est 
irréalisable avec les approches classiques. Toutefois, ce travail doit être pris comme une 
base pour de futures recherches qui doivent répondre à plusieurs questions. D’abord, 
quelle est la raison de ce taux de réussite pas assez élevé (70%) ? On peut se demander 
aussi, comment une trame va être classifiée si l'agent-acteur change les outils utilisés 
pour effectuer l'action ? En effet, en effectuant l'action Agiter, si l'agent-acteur utilise un 
bol de différente forme et de différentes couleurs, la trame sera très différente de celles 
classifiées pour la même action. Une autre question qui se pose concerne le temps de 
réponse de cette approche, sachant que le traitement des séquences vidéo est une lourde 
tâche pour des applications en temps réel. D'ailleurs, les auteurs ne l'ont pas essayée dans 
le cadre d'une assistance instantanée. 
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3.5 La reconnaissance d'activités basées sur les senseurs 
 
L'utilisation des caméras pour la reconnaissance d'activités est une solution qui 
essaie de doter la machine d'une forme d'intelligence humaine très complexe. Elle est 
basée sur une surveillance visuelle et des données, sous forme d'images et vidéos, que la 
machine a beaucoup de mal à traiter. Par contre, l'utilisation des senseurs est une solution 
plus adaptée à la machine; puisque, les données à traiter sont soit booléennes, des 
senseurs à ON ou OFF, soit numériques, des mesures de distance par exemple. C'est donc 
tout à fait normal que les travaux de la reconnaissance d'activités basée sur les senseurs 
soient plus nombreux et leurs résultats plus pertinents. Ces travaux peuvent à leur tour 
être divisés en deux différentes catégories, les approches basées sur les senseurs portables 
et les approches basées sur les objets. 
3.5.1 Les approches basées sur les senseurs portables 
 
Les approches basées sur les senseurs portables sont des approches où l'agent-
acteur porte sur lui une collection de senseurs. Les senseurs peuvent être mis dans ses 
vêtements, dans une poche ou une trousse, ou directement placés sur son corps, sur le 
poignet, la hanche ou le torse. Le choix de la localisation des senseurs doit être bien 
étudié parce qu'il doit assurer une bonne utilisabilité des senseurs; tout, en offrant un 
maximum de confort à l'agent qui doit les porter [96]. 
Les senseurs portables peuvent être de différents types; des accéléromètres, des 
gyroscopes, des magnétomètres, des étiquettes RFID, etc. ou des téléphones portables qui 
incluent différents senseurs. Les données qu'ils émettent fournissent principalement des 





utilisées pour reconnaître des mouvements basiques tels que marcher, courir, etc. Cela 
n'empêche qu'elles peuvent être très utiles pour la reconnaissance de certaines AVQs 
comme : se brosser les dents, écrire, utiliser un ordinateur, etc. La Figure 3-4, prise du 
travail de Ravi et al [7], montre comment un senseur accéléromètre triaxial placé sur le 
corps peut aider à la reconnaissance de certaines activités. 
 
Figure 3-4. Reconnaissance d'activités par un senseur porté (tirée de [7]) 
Plusieurs approches de reconnaissance d’activités à partir de senseurs portables ont été 
proposées utilisant différents senseurs. Dans Vigilante, le travail de Lara et al. [97], une 
application, en temps réel, pour les téléphones portables a été proposée. Le senseur 
Zephyr’s BioHarness BT, qui s’attache sur de la poitrine, a été utilisé pour mesurer 
l'accélération et les signaux physiologiques tels que la fréquence cardiaque, le rythme 
respiratoire, l’amplitude de l'onde respiratoire et la température de la peau, etc. Des 
caractéristiques sur la fréquence et le temps ont été extraites à partir des signaux 
d’accélération alors qu’une régression polynomiale a été appliquée sur les signaux 
psychologiques. Ensuite pour la classification, l’algorithme C4.5 [98] a été utilisé pour 
l’apprentissage et la reconnaissance d’activités avec une précision de 92,6%. Des 





utilisateurs avec des caractéristiques différentes ont participé à la phase d’apprentissage 
et de tests assurant la flexibilité de reconnaître les activités des nouveaux utilisateurs sans 
avoir à refaire l’étape d’apprentissage.  
 Maurer et al. [99] ont aussi proposé un système de reconnaissance d’activités 
appelé eWatch qui utilise un accéléromètre, un capteur de lumière, un thermomètre, un 
microphone et un microcontrôleur placés dans un dispositif qui peut être porté comme 
une montre de sport. En utilisant l’algorithme C4.5, ils ont obtenu 92,5% de précision 
pour la reconnaissance de six activités : s’assoir, se mettre debout, marcher, monter les 
escaliers, descendre les escaliers et courir.  
En général, la reconnaissance d'activités basée sur les senseurs portables souffre 
de deux inconvénients majeurs. Premièrement, la plupart des senseurs portables ne sont 
pas applicables dans la vie de tous les jours à cause des problèmes techniques causés par 
leur taille, la durée de vie de la batterie ou la facilité d'utilisation, en plus de 
l'acceptabilité ou la volonté de l'agent-acteur à les porter. Le second inconvénient réside 
dans la complexité de la plupart des AVQs qui impliquent des mouvements physiques 
compliqués et une interaction encore plus complexe avec des objets du monde réel. Pour 
toutes ces raisons, la reconnaissance d'activités basée sur les senseurs portables est 
souvent combinée avec celle basée sur les objets que nous allons détailler dans la 
prochaine section. 
3.5.2 Les approches basées sur les objets 
 
Dans ces approches, au lieu d’utiliser des caméras ou des senseurs portables pour 
offrir à l’agent observateur une vue semblable à celle de l’agent-acteur, ce qui nécessite 





sont posés directement sur les objets d'une façon totalement transparente à l'agent-acteur. 
C’est la comparaison des mesures successives des senseurs posés sur les objets qui 
indique leur utilisation par l’agent-acteur. Les senseurs utilisés dans ces approches 
peuvent être de différents types; des commutateurs de contact pour donner l'état, 
fermer/ouvert, des portes et des armoires, des tapis de pression pour indiquer la position 
de la personne dans l'habitat ou détecter s'il est assis sur un canapé ou allongé sur son lit, 
des étiquettes RFID pour estimer l'emplacement d'objets comme une tasse ou un bol dans 
la maison, des capteurs de température, d'humidité ou à flotteur pour détecter si le four, la 
douche ou les toilettes sont utilisés, etc [100]. 
Chaque senseur effectue ses propres mesures et les envoie à une station centrale pour y 
être sauvegardées, ce qui fait de cette dernière un nœud d'un réseau sans fil. Les données 
peuvent passer d'un nœud à un autre jusqu'à la station centrale. Nous parlons d'un réseau 
de senseurs de type ad hoc [101]. Une étude approfondie doit normalement être faite 
avant le choix des senseurs et leur emplacement. 
Plusieurs travaux ont essayé de répondre à la problématique de reconnaissance 
d'activités en se basant sur les mesures envoyées par les différents senseurs. Le grand 
volume de données enregistrées dans la base de données complique grandement cette 
tâche et rend l'utilisation des techniques de la fouille de données presque indispensable. 
Puisque l’approche que nous proposons dans cette thèse appartient à cette catégorie, nous 
allons détailler quelques approches intéressantes, dont notre première approche réalisée 







3.5.2.1 Approche de Suryadevara et al.  
 
Les approches de reconnaissances d’activités peuvent aussi être catégorisées selon 
l’étape d’apprentissage. Dans cette approche [15], l’occupant de la maison note, 
manuellement dans une feuille de temps, les activités avant de les commencer. Ce type 
d’approches est dit supervisé. Les senseurs utilisés ainsi que leurs durées sont ensuite 
utilisés pour composer la dernière activité notée. Le système de senseurs utilisé dans cette 
approche est composé de deux groupes. Les objets électriques comme le micro-onde, la 
télévision, la bouilloire, le grille-pain et le chauffage, etc., sont reliés à un dispositif 
électrique qui permet la détection des objets actifs et leur durée d’activation. Les objets 
non électriques comme le lit, les chaises et le canapé, etc., sont surveillés à l'aide d'un 
senseur de force (Flexi force) très mince, souple et non envahissant. Les signaux 
provenant des senseurs de force sont intégrés et reliés à travers une communication radio 
par l'intermédiaire des modules XBee. Les différentes étapes de cette approche sont 
schématisées à la Figure 3-5.  
 
Figure 3-5. Les différentes étapes de l'approche de Suryadevara et al (tirée de [15]). 
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Après l’enregistrement des données envoyées par les senseurs, toutes les activités sont 
détectées puisque l’occupant spécifie le début et la fin de chaque activité. Ensuite, l’étape 
de reconnaissance d’activités se déroule selon les étapes suivantes : 
 Les activités sont annotées en appliquant la méthode probabiliste conditionnelle 
suivante : la meilleure identification de l'activité pour le flux d'événements de 
senseurs est donnée par l'estimation de la probabilité conditionnelle maximale qui 
est la fréquence relative d’un senseur (t) dans le flux de senseurs appartenant à 
l’activité (c) 
𝑃(𝑡|𝑐) =  
𝑁𝑐𝑡 + 1
∑ (𝑁𝑐𝑡′ + 1)𝑡′∈𝑉
= 
𝑁𝑐𝑡 + 1
∑ 𝑁𝑐𝑡′ + 𝐾𝑡′∈𝑉
 
où 𝑁𝑐𝑡 est le nombre d’apparitions du senseur t dans l’activité c, V est l’ensemble 
des ids des senseurs et K=|V| est le nombre d’ids unique dans V.   
 Attribuer à chaque activité une lettre bien définie, par exemple Préparer thé = A, 
Préparer café = B et Préparer Toast = C. 
 Selon le senseur activé, considérer les activités qui le comportent. Par exemple, si 
la bouilloire est activée, alors il faut considérer les activités A et B, si le 
réfrigérateur est activé, alors il faut considérer A, B et C et si le thé est activé, A 
est considérée.  
 Appliquer la dernière formule pour trouver l’activité qui a la probabilité 
maximale avec le flux de senseurs activés et les activités considérées. Pour 
l’exemple, P(A,B,C,C|TS) = 0,0277 et l’activité reconnue sera Préparer Toast. 
L’une des particularités de cette approche, c’est qu’elle permet l’évaluation de l’état de 
santé de l’occupant de la maison en comparant sa moyenne journalière d’utilisation des 





calcule la durée inactive des dispositifs et 𝛽2 qui calcule l’excès d’utilisation des 
dispositifs. Les formules de calcul des deux fonctions sont les suivantes : 








où 𝑡 est la durée d’inactivité de tous les dispositifs, 𝑇 est la durée maximale pendant 
laquelle aucun dispositif n’a été activé, 𝑇𝑎 est la durée réelle de l’utilisation d’un 
dispositif et 𝑇𝑛 est la durée maximale d’utilisation de ce dispositif dans des circonstances 
normales.  
 Une fois l’activité entamée est reconnue, une étape de détection d’erreurs est 
effectuée. La détection d’erreurs se fait selon deux critères : la durée de l’activité et le 
degré de ressemblance entre les senseurs détectés et ceux prédits avec l’algorithme 
SPAM [102].  
 Pour estimer si la durée actuelle d’une activité est normale, elle est comparée à la 
durée prédite, de cette activité, en utilisant les séries temporelles. Ce processus est 
effectué en trois étapes : 
 Créer, pour chaque activité, une série temporelle composée de ses durées pour 
chaque jour, en utilisant une saisonnalité égale à 7 afin de ressortir les 
particularités de chaque jour de la semaine. 
 Appliquer récursivement un double lissage exponentiel aux séries temporelles 
pour bien gérer la saisonnalité et extraire la tendance : 
𝑇𝑡 =  𝛿(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛿)𝑇𝑡−1 





𝑆𝑡 =  𝛾(𝑋𝑡 − 𝐿𝑡) + (1 − 𝛾)𝑆𝑡−𝑆 
où 𝑇𝑡 est la tendance, 𝐿𝑡 est la pente locale de saisonnalité, 𝑆𝑡 est le facteur 
saisonnier, 𝑋𝑡 est l’observation en temps réel, 𝑠 = 7 est la saisonnalité et 𝛼, 𝛾 et 𝛿 
sont les paramètres du lissage trouvés en minimisant les erreurs par la méthode 
des moyennes carrées. 
 Prédire la durée de l’activité en extrapolant la tendance saisonnière obtenue par la 
dernière formule et en appliquant la formule suivante : 
𝐹𝑡+𝑚 = 𝐿𝑡 + 𝑇𝑡𝑚 + 𝑆𝑡−𝑠+𝑚 
où m est la période de prédiction requise. 
En ce qui concerne la détection d’erreurs basée sur les senseurs détectés, SPAM 
construit un arbre de séquences lexicographique propre au jour de la semaine et le temps 
courant. Chaque branche de l’arbre est considérée comme une séquence mère dont un 
nouveau senseur peut être ajouté à sa fin. Il utilise ensuite les propriétés d’Apriori, 
expliqué dans le chapitre précédent, afin de réduire l’espace de recherche pour la 
génération des ensembles des motifs fréquents. De cette façon, SPAM est capable de 
prédire la séquence de senseurs possible pour une journée à un temps donné. La 
comparaison de cette séquence avec les récents senseurs détectés permet la détection 
d’erreurs. 
Pour valider leur approche, les auteurs ont observé une personne pendant 8 
semaines en essayant de reconnaître 5 activités : Dormir, Diner, Utiliser toilette, Relaxer 
et Regarder télévision. Les résultats obtenus sont satisfaisants quoique l’exemple qu’ils 
ont fourni dans leur article indique que pour l’activation de la bouilloire, du réfrigérateur 





thé qui devrait être reconnue. Sinon, ils n’ont proposé aucune solution aux problèmes 
généraux des méthodes supervisées qui pèchent à reconnaître les nouvelles activités ou 
celles modifiées. Le problème du nombre d’hypothèses n’a pas été abordé non plus. Si 
leur temps d’exécution est correct pour les cinq activités qu’ils essaient de reconnaître, il 
ne le sera certainement pas quand toutes les activités seront considérées, surtout que leur 
approche comporte trop de calcul pour une application en temps réel.    
3.5.2.2 Approche de Jakkula et Cook 
 
Le travail présenté par Jakkula et Cook [16] exploite les techniques de la fouille 
de données temporelles pour prédire les prochaines activités qui seront effectuées et pour 
détecter des anomalies. Leur approche est une approche non supervisée qui travaille 
directement sur les données envoyées par les senseurs. L'analyse de ces données permet 
l'extraction d'importantes relations entre les activités de l'agent-acteur. Les relations sont 
de la forme, l'activité allumer télé s'effectue après l'activité s'assoir sur le divan. Ce genre 
de relation permet donc de prédire l’activité allumer télé après la détection de l'activité 
s'assoir sur le divan. De plus, si l'activité allumer télé est directement détectée, nous 
pouvons conclure qu'il y a eu une erreur d'exécution parce que l'activité s'assoir sur le 
divan devait la précéder. 
Cette approche est basée sur les différentes relations temporelles définies par Allen [103] 
et se déroule en plusieurs étapes : 
 L’étape de transformation : Dans cette étape, les données envoyées par les 
senseurs, qui sont sous la forme présentée dans le a Tableau 3-1, sont 





montré dans le Tableau 3-2. Les bornes des intervalles sont déterminées par le 
changement d'état (ON ↔ OFF) des senseurs. 
Tableau 3-1. Exemple de données envoyées par les senseurs. 
Temps réel État du senseur id du senseur 
3/3/2003 11:18:00 AM OFF E16 
3/3/2003 11:23:00 AM ON G12 
3/3/2003 11:24:00 AM ON G11 
3/3/2003 11:24:00 AM OFF G12 
3/3/2003 11:24:00 AM OFF G11 
3/3/2003 11:24:00 AM ON G13 
3/3/2003 11:33:00 AM ON E16 
3/3/2003 11:34:00 AM ON D16 
3/3/2003 11:34:00 AM OFF E16 
 
Tableau 3-2. Les différents intervalles temporels créés. 
Date id du senseur Temps de début Temps de fin 
3/3/2003 G11 01:44:00  01:48:00 
3/3/2003 G19 02:57:00  01:48:00 
3/3/2003 G13 04:06:00  01:48:00 
3/3/2003 G19 04:43:00  01:48:00 
3/3/2003 H9 06:04:00  06:05:00 
3/3/2003 P1 10:55:00  17:28:00 
3/3/2003 E16 11:18:00  11:34:00 
3/3/2003 G12 11:23:00  11:24:00 
 
Sachant que le senseur Gl1 est associé à la télé, la première ligne est interprétée comme : 
la télé a été allumée le 03/02/2003 de 01h44 jusqu'à 01h48. 
 L'étape de recherche de relations : durant cette étape, la comparaison des 
bornes des deux intervalles temporels décide du type de relation existante entre 
les deux activités. Le Tableau 3-3 montre quelques relations des treize relations 







Tableau 3-3. Quelques relations temporelles d'Allen. 
Relations temporelles Représentation Contraintes des intervalles 
X avant Y 
 Début(X) < Début(Y) 
Et  Fin(X) < Début(Y) 
X après Y 
 Début(X) > Début(Y) 
Et  Fin(Y) < Début(X) 
X durant Y 
 Début(X) > Début(Y) 
Et  Fin(X) < Fin(Y) 
X commence Y 
 Début(X) = Début(Y) 
Et  Fin(X) ≠ Fin(Y) 
X égale Y 
 Début(X) = Début(Y) 
Et  Fin(X) = Fin(Y) 
 
 L’étape de découverte des relations fréquentes : à l'étape précédente, un très grand 
nombre de relations est généré, beaucoup trop pour les utiliser toutes d'une façon 
efficace pour la prédiction. De plus, les relations doivent résumer les habitudes de 
l'agent-acteur. Donc, seules les relations qui reviennent assez souvent doivent être 
sélectionnées. Les auteurs ont choisi d’implémenter leur version de l'algorithme de 
découverte de motifs fréquents Apriori [81], détaillé au chapitre 2, pour sélectionner 
les relations fréquentes. L'application de cet algorithme ne sert pas juste à 
sélectionner les relations les plus fréquentes, mais elle permet aussi de calculer les 
fréquences des relations. Ces fréquences peuvent être transformées pour désigner la 
















 L'étape de prédiction et de détection d'anomalies : Dans cette étape, il suffit de 
calculer la probabilité qu'une activité X arrive après la détection d'une activité Y et ce, 
en additionnant la probabilité des relations qui peuvent unir les deux activités. La 
formule (1) est utilisée pour effectuer ce calcul : 
(1) 𝑃(𝑋|𝑌) =
|𝑎𝑝𝑟è𝑠(𝑌, 𝑋)| + |𝑑𝑢𝑟𝑎𝑛𝑡(𝑌, 𝑋)| + |𝑐ℎ𝑒𝑣𝑎𝑢𝑐ℎé𝑃𝑎𝑟(𝑌, 𝑋)| + |𝑟𝑒𝑛𝑐𝑜𝑛𝑡𝑟é𝑃𝑎𝑟(𝑌, 𝑋)| +
|𝑐𝑜𝑚𝑚𝑒𝑛𝑐𝑒(𝑌, 𝑋)| + |𝑑é𝑏𝑢𝑡é𝑃𝑎𝑟(𝑌, 𝑋)| + |é𝑔𝑎𝑙𝑒(𝑌, 𝑋)|/|𝑌| 
Quand plusieurs activités sont détectées, le calcul de la probabilité devient un peu 
plus compliqué. La formule (2) montre ce calcul quand deux activités sont détectées : 
(2) 𝑃(𝑋|𝑍 ∪ 𝑌) =  
𝑃(𝑋∩(𝑍∪𝑌))
𝑃(𝑍∪𝑌)
=   𝑃(𝑋 ∩ 𝑍) ∪ 
𝑃(𝑋∩𝑌)
𝑃(𝑍)
+ 𝑃(𝑌) − 𝑃(𝑍 ∩ 𝑌) 
𝑃(𝑋|𝑍 ∪ 𝑌) = 𝑃(𝑋|𝑍). 𝑃(𝑍) + 𝑃(𝑋|𝑌).
𝑃(𝑌)
𝑃(𝑍)
+ 𝑃(𝑌) − 𝑃(𝑍 ∩ 𝑌) 
L'interprétation de cette probabilité est très simple et peut facilement aider à la prédiction 
de la prochaine activité ou détecter une erreur d'exécution. Effectivement, si cette 
probabilité est proche de 1, cela veut dire que l'activité X a une forte probabilité qu'elle 
soit la prochaine à s'effectuer. Sinon, si cette probabilité est proche de 0 et que nous 
détectons que l’activité X s’est effectuée après Y, nous pouvons dire qu'il y avait erreur 
d'exécution de la part de l'agent-acteur. 
L'approche de Jakkula et Cook est une approche très intéressante qui a donné des 
résultats satisfaisants. Néanmoins, elle a quelques limitations. Par exemple, le calcul 
effectué pour la prédiction est vraiment lourd surtout pour une application en temps réel. 





sans exception, avec les activités détectées. Donc, ce que nous pouvons leur reprocher, 
c'est qu'ils n'utilisent pas de contraintes capables de réduire le nombre d'hypothèses. Le 
fait de ne pas utiliser de contraintes provoque un autre problème : avec les mêmes 
activités détectées, nous aurons toujours la même activité qui sera prédite, alors que ce 
n’est évidemment pas toujours le cas.   
3.5.2.3 Approche de Ordonez et al. 
 
La phase d’apprentissage permet aussi d’organiser les approches de 
reconnaissance d’activités en des approches hors-ligne et des approches en ligne. Les 
approches hors-ligne, comme toutes les approches précédentes, divisent les données 
enregistrées en données d’apprentissage et données de tests. Elles créent un classificateur 
qui sera utilisé sur les nouvelles données enregistrées. Par contre, les approches en ligne 
travaillent directement sur le flux de données produit par les senseurs. L’avantage 
principal de ces approches, c’est que le classificateur est créé puis constamment modifié 
avec le flux des données, ce qui lui permet de considérer les changements d’habitudes de 
la personne assistée. Le travail d’Ordonez et al. [8], est un bon exemple de ces approches 
et donne une idée sur leur mode de fonctionnement. 
La base de données utilisée dans ce travail est générée par un système de senseurs 
booléens installé dans une maison intelligente de trois chambres pour observer une 
personne effectuant sept activités : Quitter maison, Utiliser toilette, Prendre douche, 
dormir, Prendre petit déjeuner, Diner et Boire. Pour obtenir un format temporel adéquat, 
les données des senseurs ont été segmentées en intervalles temporels de longueur 






Figure 3-6. Création d'intervalles temporels de longueur constante (tirée de [8]). 
La durée des intervalles temporels est Δt et le vecteur des observations est 
 𝑥𝑡⃗⃗  ⃗ = 𝑥𝑡
1, 𝑥𝑡
2, … , 𝑥𝑡
𝑁−1, 𝑥𝑡
𝑁 où 𝑥𝑡
𝑖 indique si le senseur i a été activé au moins une fois lors 
de la période t+Δt, donc 𝑥𝑡
𝑖  ∈ {0, 1}. La classe correspondante à un intervalle temporel, 
qui se déroule au temps t, est notée 𝑦𝑡.  
 Pour préserver les relations temporelles entre les intervalles, l’activité de 
l’intervalle précédent est ajoutée dans l’identification d’un intervalle. Pour résumer, les 
données utilisées dans la prochaine étape de classification sont composées de plusieurs 
instances. Chaque instance It est composée de : le vecteur d’observation à l’instant t, 
l’activité correspondante à l’intervalle précédent et l’activité de l’intervalle à l’instant t, 
𝐼𝑡 = (𝑥𝑡
1, 𝑥𝑡
2, … , 𝑥𝑡
𝑁−1, 𝑥𝑡
𝑁 , 𝑦𝑡−1, 𝑦𝑡).   
 Pour l’étape de classification, les auteurs ont utilisé deux classificateurs de la 
famille eClass "evolving classifier" [104] qui sont eClass0 et eClass1. Durant la phase 
d’apprentissage de ces classificateurs, un ensemble de règles floues qui décrivent les 
caractéristiques les plus importantes de chaque classe sont créées. Les règles créées sont 
constamment changées pour s’ajuster aux nouvelles données générées par les senseurs. 
La technique utilisée dans ces classificateurs est basée sur le partitionnement de l'espace 





densité récursive (RDE) et en associant les clusters (qui sont des clusters flous) à ces 
régions. 
 eClass0 possède un ordre de Takagi-Sugeno (eTS) [105] égal à zéro. Une règle 
floue du modèle eClass0 a la structure suivante :   
𝑅è𝑔𝑙𝑒𝑖 = 𝑺𝒊 (𝑋1 𝑒𝑠𝑡 𝑃1) 𝑬𝒕…𝑬𝒕 (𝑋𝑛 𝑒𝑠𝑡 𝑃𝑛) 𝑨𝒍𝒐𝒓𝒔 𝐶𝑙𝑎𝑠𝑠 =  𝐶𝑙𝑎𝑠𝑠𝑖 
où i est le numéro de la règle, n est le nombre de variables d’entrées (senseurs).  
L'inférence dans eClass0 est produite en utilisant la règle ''le gagnant prend tout" et les 
fonctions d'appartenance qui décrivent le degré d'association avec un prototype 
spécifique sont de forme gaussienne. Le potentiel, qui est une fonction Cauchy de la 
somme des distances entre un certain échantillon de données et tous les autres 
échantillons de données, est utilisé dans l'algorithme de partitionnement. Toutefois, dans 
ces classificateurs, le potentiel est calculé d’une façon récursive, ce qui rend l'algorithme 
rapide et plus efficace [106]. 
 À la différence de eClass0, eClass1 est un classificateur non linéaire qui utilise  un 
MIMO "Multi-Input-Multi-Output" eTS du premier ordre dans la régression sur le 
vecteur de fonction [107]. Ces règles évoluent dynamiquement en adaptant les paramètres 
du classificateur, la taille des règles et les points focaux. La structure d’une règle définie 
par eClass1 est de la forme suivante : 
𝑅è𝑔𝑙𝑒𝑖 = 𝑺𝒊 (𝑋1 𝑒𝑠𝑡 𝑃1) 𝑬𝒕…𝑬𝒕 (𝑋𝑛 𝑒𝑠𝑡 𝑃𝑛) 𝑨𝒍𝒐𝒓𝒔 𝐶𝑙𝑎𝑠𝑠 = (𝑋
𝑇𝜃) 
Dans cette dernière formule, la classe représente les sorties globales qui permettent de 
différencier les classes existantes en calculant la somme pondérée des sorties normalisées 





classe, mais c’est un potentiel global utilisé pour identifier les prototypes représentatifs 
de chaque classe [104].  
 Pour valider leur approche, les auteurs ont comparé les résultats des deux 
algorithmes avec ceux obtenus après l’utilisation d’algorithmes hors-ligne comme le 
HMM et le K-NN (K plus proches voisins). Le meilleur pourcentage de reconnaissance 
d’activités a été obtenu avec eClass1 64%, suivi par HMM 62% alors qu’avec eClass0 le 
pourcentage était de 50%. On peut constater que eClass0 n’est pas vraiment efficace dans 
la reconnaissance d’activités. Par contre, même si eClass1, avec sa méthode en ligne, n’a 
amélioré la reconnaissance que de 2%, les règles créées sont d’une grande importance et 
peuvent vraiment aider à répondre à quelques problèmes de la reconnaissance d’activités 
comme l’existence de plusieurs façons d’effectuer une activité ou le changement 
d’habitudes de la personne observée. En effet, à partir des trois règles, présentées ci-
dessous, qui sont produites par eClass1 durant les expériences, on peut conclure qu’il 
existe deux façons d’effectuer l’activité Diner ou que l’occupant de la maison vient de 
changer ses habitudes en effectuant l’activité Diner différemment, et dans ce cas la 
première règle doit être retirée. 
𝑅è𝑔𝑙𝑒1 = 𝑺𝒊 (𝑋1 𝑒𝑠𝑡 1) 𝑬𝒕(𝑋2 𝑒𝑠𝑡 0)𝑬𝒕 (𝑋𝑛 𝑒𝑠𝑡 0) 𝑨𝒍𝒐𝒓𝒔 𝐶𝑙𝑎𝑠𝑠 =  𝐷𝑖𝑛𝑒𝑟  
𝑅è𝑔𝑙𝑒2 = 𝑺𝒊 (𝑋1 𝑒𝑠𝑡 0) 𝑬𝒕(𝑋5 𝑒𝑠𝑡 1)𝑬𝒕 (𝑋𝑛 𝑒𝑠𝑡 1) 𝑨𝒍𝒐𝒓𝒔 𝐶𝑙𝑎𝑠𝑠 =  𝐷𝑖𝑛𝑒𝑟  
𝑅è𝑔𝑙𝑒3 = 𝑺𝒊 (𝑋3 𝑒𝑠𝑡 1) 𝑬𝒕 (𝑋7 𝑒𝑠𝑡 1) 𝑨𝒍𝒐𝒓𝒔 𝐶𝑙𝑎𝑠𝑠 =  𝐷𝑜𝑟𝑚𝑖𝑟 
3.5.3 Notre première approche de reconnaissance d’activités 
 
À la lumière de ce que nous avons déjà présenté dans ce chapitre, nous avons créé 
une première approche de reconnaissance d’activités, lors de mon mémoire de maitrise 





reconnaissance de cette approche est une reconnaissance à l’insu, hors-ligne et non 
supervisée, qui vise à reconnaître les AVQBs et les AVQIs. Nous avons essayé, dans 
cette approche, de répondre à la problématique de réduction du nombre d’hypothèses qui 
rend la reconnaissance d’activités en temps réel une tâche très complexe. Notre approche 
commence par déduire le comportement normal de l’agent-acteur à partir de l’historique 
d’activation des senseurs en créant les modèles d’activités. Ensuite, au moment de la 
reconnaissance d’activités, elle sélectionne, parmi les modèles les plus probables, celle 
qui explique le mieux les récents senseurs activés. Cette approche est composée de quatre 
étapes : la réduction des données, la création des modèles d’activités, la sélection des 
modèles d’activités les plus probables et la recherche de l’activité entamée. 
3.5.3.1 La réduction des données   
 
Chaque senseur utilisé dans l’habitat intelligent envoie ses mesures à un délai très 
court (deux fois par seconde par exemple). Avec l’existence d’au moins une centaine de 
senseurs dans la maison, la base de données qui enregistre toutes ces mesures devient 
rapidement gigantesque et quasiment inutilisable. La première étape de notre approche 
visait donc à réduire les données sans perte d’informations pertinentes. La solution que 
nous avons élaborée consiste à ne plus sauvegarder tous les senseurs avec toutes leurs 
mesures, mais juste les senseurs activés avec leurs temps d’activation (cette étape est 
expliquée plus en détail dans le prochain chapitre). Un senseur est considéré comme 
activé quand il change d’état (entre ON et OFF) ou quand nous constatons une grande 
variation dans ses mesures (les petites variations sont considérées comme du bruit). La 
base de données ainsi créée est composée de plusieurs jours, chacun d’entre eux 





3.5.3.2 Création des modèles d’activités  
 
À partir de la base de données créée dans l’étape précédente, une activité, qui 
d’habitude est composée d’une suite d’actions, est une séquence ordonnée de senseurs. 
Comme nous désirons reconnaître les AVQs que l’agent-acteur a l’habitude d’effectuer, 
ces séquences de senseurs auront la particularité d’être fréquentes. Nous considérons 
qu’une séquence est fréquente si son nombre d’occurrences est supérieur à une fréquence 
minimale définie au préalable. La création des modèles d’activités revient donc à trouver 
les séquences de senseurs fréquentes qui appartiennent au domaine de détection de motifs 
fréquents "Frequent pattern mining". Dans ce domaine, il existe plusieurs algorithmes, 
mais nous avons choisi d’utiliser BIDE, détaillé dans le chapitre 2, qui permet de détecter 
les motifs fréquents et fermés ce qui nous aide à trouver les activités sans toutes les sous-
séquences qui les composent.  
Bien que BIDE a permis de créer plus que 71% des modèles d’activités, il souffre 
d’un problème majeur du fait qu’il ne considère pas le temps entre les senseurs d’une 
activité ce qui empêcherait l’agent ambiant de détecter si l’agent-acteur rencontre des 
problèmes dans l’accomplissement de son activité.  
3.5.3.3 Sélection des modèles d’activités les plus probables 
 
Après la création de tous les modèles d’activités, les périodes où l’agent-acteur est 
habitué à effectuer les activités sont trouvées pour essayer de réduire le nombre 
d’hypothèses au moment de recherche. Nous commençons par trouver toutes les heures 
de début de chaque modèle d’activité à partir de la base de données. Ensuite, une 





afin de créer des intervalles temporels qui résument les périodes où l’agent-acteur est 
habitué à effectuer chaque activité. La Figure 14 schématise le résultat de la segmentation 
de deux activités(x et •) en deux intervalles chacune. 
 
Figure 3-7. Exemple de répartition de deux activités dans le temps 
Dans cette Figure, les intervalles des heures de débuts de la première activité (x) sont 
délimités par les grands crochets, alors que les petits crochets délimitent ceux de la 
deuxième (•).  
 Pour la segmentation temporelle nous avions pensé à l’algorithme k-means surtout 
que le nombre de clusters à créer k, qui doit être spécifié à l’avance, est facile à calculer 
puisqu’il est égal au nombre maximal que l’activité est effectuée dans une même journée. 
Après avoir constaté que les heures de débuts des activités sont déjà triées, nous avons 
décidé de créer notre propre algorithme qui profite de cette spécificité. À la différence du 
k-means qui choisit les centres des clusters au hasard puis affecte les éléments au centre 
le plus proche et recalcule les centres avant d’itérer jusqu’à ce que les centres ne 
changent plus, notre algorithme, détaillé à l’algorithme 3-1, cherche k-1 fois les deux 






Algorithme 3-1. Création des intervalles temporels 
Il est à noter que tout intervalle créé dont le nombre d’éléments est inférieur à la 
fréquence minimale est ignoré puisqu’il ne résume pas une habitude de l’agent-acteur, 
mais plutôt des exceptions ou des erreurs d’exécution.   
Une fois les intervalles temporels créés, la réduction du nombre d’hypothèses se 
fait en ignorant, au moment de la recherche T, les modèles d’activités qui ne possèdent 
pas un intervalle temporel contenant T. Si on revient à la Figure 3-7, à T0, la deuxième 
activité (•) peut être ignorée alors qu’à T1 et T2, les deux activités doivent être 
considérées. 
3.5.3.4 Recherche de l’activité entamée 
 
À ce stade, l’ensemble des activités que l’agent-acteur a l’habitude d’effectuer au 
moment de la recherche est sélectionné. Il reste à trouver, parmi cet ensemble, l’activité 





d’initiation. Un réseau bayésien est utilisé pour ce fait. Les probabilités initiales de ce 
système sont calculées en se basant sur ces deux règles : 
 Plus l'heure courante est proche de la fin d'un intervalle d'une activité, plus 
la probabilité de cette activité est élevée. Si nous revenons à la Figure 14 
et que nous supposons que l'heure courante est T1, alors l'activité 2 (•) est 
plus probable que la première puisque T1 est plus proche de la fin de 
l'intervalle de l'activité 2, symbolisé par le petit crochet, que celui de 
l'activité 1. La relation que nous utilisons pour ce calcul est : 
𝑃𝑖1 = 1 − 
𝑇𝑓 − 𝑇𝑐 
𝐷
  
où Tf et Tc sont respectivement l'heure de fin de l'intervalle et l'heure 
courante, et D est la durée de l'intervalle : D = (Tf- Td), sachant que Td est 
l'heure de début de l'intervalle. 
 Plus le pourcentage d'apparition d'une activité avant l'heure courante au 
sein d'un intervalle est grand, plus la probabilité de cette activité est 
élevée. En d'autres termes, le patient a plus l'habitude d'effectuer cette 
activité avant l'heure courante qu'après. Toujours dans la Figure 14, si Tc = 
T2, alors l'activité 1 sera la plus probable; puisque, avant T2 l'activité 1 
apparaît 5 fois sur un total de 7, soit un pourcentage de 71%, tandis que 
l'activité 2 apparaît 2 fois sur un total de 5, soit un pourcentage de 40%. La 









où Nac et Nt sont respectivement le nombre avant l'heure courante et le 
nombre total de l'activité dans l'intervalle. 
En fin, la probabilité initiale, qui est utilisée pour prédire l’activité qui doit être entamée, 
est calculée : 
𝑃𝑖 = 𝑃𝑖1 + 𝑃𝑖2 
Les probabilités du réseau bayésien se mettent à jour pour prendre en considération les 
actions observées de l’agent-acteur. Chaque fois qu’un senseur est activé, la probabilité 
des activités, qui contiennent ce senseur, est augmentée tandis que celle des activités qui 
ne le comportent pas est diminuée. Enfin, l’activité avec la probabilité la plus élevée est 
l’activité reconnue.  
 Pour valider notre approche, nous avons choisi la technique du 90/10 en 
n’utilisant que 25 jours dans les précédentes étapes et en consacrant les données des trois 
derniers jours aux tests. Nous avons aussi introduit des erreurs dans les données pour 
simuler les erreurs susceptibles d’être commises par le patient et les résultats sont 
représentés dans le Graphe1:  
 Normal : Les résultats ont été enregistrés après avoir donné au système les mêmes 
données des trois derniers jours d'observation du patient. 
 Initiation : aucune action n'est introduite au système. Les résultats ont été 
enregistrés en se basant juste sur les probabilités initiales. 
 Réalisation : les données introduites au système comportent des actions ajoutées 
ou supprimées pour simuler des erreurs de réalisation. 
 Exécution : les actions introduites au système ne sont pas dans le bon ordre afin 






Graphe 3-1. Résultats de tests du système 
Les résultats obtenus montrent l’efficacité du système à reconnaître et prédire les 
activités. Même si nous imposons un ordre strict aux senseurs qui composent l’activité, le 
pourcentage de reconnaissance des activités avec des erreurs de séquence est élevé 
puisque la position du senseur n’est pas considérée lors de la mise à jour de la probabilité. 
Le problème majeur dont souffre ce système est la représentation des intervalles 
temporels des habitudes de l’agent-acteur qui est toujours la même pour les différents 




Ce chapitre avait pour objectif de présenter un état de l'art sur la reconnaissance 
d'activités. Nous avons commencé par définir les activités que nous allons essayer de 
reconnaître (AVQB et AVQI) et le type de collaboration de l’agent acteur avec l’agent 
observateur qui nous a orienté vers une reconnaissance à l’insu. Puis, nous avons montré 
comment le choix des senseurs influence le type de l'approche utilisée. L'utilisation de 












Spriggs et al. [17]  en est un bon exemple où la segmentation temporelle est utilisée pour 
diviser la séquence vidéo enregistrée par la caméra en plusieurs clusters représentant 
chacun une action. Ces actions sont classifiées afin de reconnaître l'activité entamée. 
Cette approche souffre tout de même de quelques inconvénients. Elle ne réduit pas le 
nombre d'hypothèses, le traitement est lourd et elle ne préserve pas l'intimité de la 
personne observée. Nous avons par la suite présenté d’autres exemples expliquant les 
autres types de reconnaissance d’activités. Les travaux de Lara et al. [97] et Maurer et al. 
[99] ont été choisis pour représenter les approches de reconnaissance d’activités basées 
sur les senseurs portables. Nous avons vu comment les signaux générés par ces senseurs 
peuvent être segmentés et classifiés pour reconnaître les activités. Pour les approches 
supervisées basées sur les objets, nous avons détaillé le travail de  Suryadevara et al. [15] 
où la personne observée notait dans une feuille les activités entamées pour faciliter la 
classification.  Un autre travail que nous avons présenté est celui de Jakkula et Cook [16] 
qui fait partie des approches basées sur les objets, mais d’une manière non supervisée. 
Dans ce travail, les auteurs analysent l'historique de la personne observée pour créer des 
relations temporelles, entre ses activités, du genre : activité 1 vient après activité 2. La 
prochaine activité qui sera effectuée par la personne observée sera donc inférée à partir 
des activités détectées et leurs relations avec les autres activités. Parmi les limitations de 
cette approche, les calculs effectués sont assez lourds pour une application en temps réel 
et le nombre d'hypothèses n'est pas réduit. Le dernier type d’approches expliqué 
concernait les approches de reconnaissances d’activités en ligne et nous avons pris 





directement sur le flux de données généré par les senseurs pour considérer toute 
modification dans les habitudes de la personne assistée.  
Avant de conclure ce chapitre, nous avons expliqué notre première approche qui 
commence par la création des modèles d’activités composés de séquences fréquentes de 
senseurs activés. Les heures de débuts de ces modèles sont résumées par la suite dans des 
intervalles temporels qui représentent les périodes où l’agent-acteur est habitué à 
effectuer ses activités. Au moment de la reconnaissance, seuls les modèles d’activité qui 
possèdent un intervalle temporel contenant l’heure courante sont considérés dans la 
recherche et celle avec la probabilité la plus élevée est prédite ou reconnue comme 
l’activité entamée. Deux problèmes majeurs dont souffre notre approche ont inspiré notre 
nouvelle approche qui sera présentée au chapitre suivant : le temps entre deux senseurs 
n’est pas considéré dans l’algorithme de création des modèles d’activités ce qui empêche 
l’agent ambiant de détecter les erreurs du patient et les intervalles temporels qui résument 
les habitudes de l’agent-acteur sont créés pour tous les jours et non pas pour chaque jour 
de la semaine, surtout que nos habitudes pour la fin de semaine, par exemple, sont très 














La vieillesse des populations est un des plus grands défis auquel les sociétés 
modernes sont confrontées. À un certain âge, la personne perd son autonomie et requiert 
un aidant pour subvenir à ses besoins et effectuer ses activités de vie quotidienne. Le 
nombre élevé des personnes âgées, auxquelles s’ajoutent les patients de la maladie 
d’Alzheimer qui ont besoin aussi d’assistance, pèse lourd sur le système de santé en 
ressources financières et personnelles. De plus, l’assistance traditionnelle, proposée 
jusqu’à présent, souffre de plusieurs inconvénients comme la perte d’intimité de la 
personne assistée, l’installation d’une relation complexe entre elle et l’assistant et la 
précipitation de la dépendance totale de la personne assistée qui s’habitue à recevoir de 
l’aide de l’assistant [2]. Le développement électronique et l’émergence du domaine de 
l’intelligence ambiante ont rendu possible la conception d’une assistance technologique 
où un agent ambiant vient épauler la personne assistante dans son travail. L’agent 
ambiant est doté des mêmes facultés que celles de la personne assistante qui leur permet 





prédire et déduire l’activité entamée, détecter les erreurs commises par l’agent-acteur et 
décider du moment opportun pour lui proposer de l’aide. 
Dans le chapitre précédent, nous avons présenté quelques travaux proposant 
différentes solutions à la reconnaissance d’activités qui est l’étape la plus délicate dans le 
processus de l’assistance technologique. Nous avons aussi situé notre approche en 
définissant les types d’AVQs que nous désirons reconnaître; les AVQBs et les AVQIs et 
en précisant le type de reconnaissance en une reconnaissance à l’insu basée sur les objets. 
La Figure 4-1 schématise la procédure d’observation choisie pour notre approche. 
 
Figure 4-1. La procédure d'observation 
Les senseurs que nous utilisons ne sont placés que sur les différents objets de la maison 
d’une façon transparente à l’agent-acteur. Aucune caméra ou autre senseur n’observe 
directement l’agent-acteur. Par contre, ses actions sont déduites lors de son interaction 
avec l’environnement. Par exemple, si l’état du senseur placé sur le réfrigérateur est à 
OFF, quand son état change à ON, l’action Ouvrir réfrigérateur est déduite. Nous avons 




Pas d’observations directes 








 Notre nouvelle approche, qui a été publiée dans le journal Springer AIHC [9], 
propose des solutions aux différentes étapes de l’assistance technologique tout en 
répondant aux différents problèmes rencontrés lors de notre première approche détaillée 
au chapitre précédent. La Figure 4-2 présente les différentes étapes de cette nouvelle 
approche. 
 
Figure 4-2. Les étapes de l'assistance technologique 
Comme le montre la Figure 4-2, notre approche est divisée en trois grandes étapes. La 
première est une étape de préparation des données qui transforme les données 
enregistrées à partir des senseurs pour qu’elles deviennent utilisables par les prochaines 
étapes. La deuxième étape est celle de la prédiction et reconnaissance d’activités qui est 
divisé à son tour en trois étapes : l’apprentissage des comportements normaux de l’agent-
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d’hypothèses qui est basée sur la prédiction des temps de débuts des modèles d’activités 
et la recherche de l’activité entamée. La dernière permet à l’agent ambiant de détecter les 
erreurs susceptibles d’être commises par l’agent-acteur et choisir le moment opportun 
pour lui offrir de l’aide. Toutes ces étapes seront détaillées dans la suite de ce chapitre. 
4.2 Préparation des données 
 
Notre approche basée sur les objets consiste à installer, d’une façon transparente à 
l’agent-acteur, des senseurs sur les différents objets de la maison intelligente afin de 
mesurer différentes propriétés de ces objets. Un tag RFID, posé sur une tasse par 
exemple, permet de mesurer la force du signal par rapport aux différentes antennes RFID 
installées dans la maison, ce qui aide à estimer la position de la tasse. Puisque l’assistance 
doit se dérouler en temps réel, tout changement de position de la tasse doit être détecté 
instantanément. Pour cette raison, les senseurs doivent effectuer et envoyer leurs mesures 
à une fréquence très élevée. Dans notre cas, les mesures sont effectuées deux fois par 
seconde. Le grand nombre des senseurs, installés sur les différents objets de la maison, 
ainsi que la fréquence élevée des mesures rendent la base de données, qui enregistre 
toutes ces mesures, très volumineuse et pratiquement inutilisable. Le Tableau 4-1 donne 
un exemple de cette base de données. 
Tableau 4-1. Enregistrement de toutes les mesures des senseurs 
Date Heure Senseur 1 Senseur … Senseur N 
01/04/2015 08:50:20.000 ON … 1245 






Dans l’objectif de réduire les données, nous avons décidé de ne garder que les 
informations les plus pertinentes. En se basant sur le type d’aide qui sera proposé à 
l’agent-acteur, qui l’incitera par exemple à utiliser la tasse avec un moyen quelconque 
sans lui indiquer sa position, nous avons constaté que l’information la plus pertinente 
n’est pas la mesure en tant que telle, mais la détection de l’utilisation de l’objet ainsi que 
le moment de son utilisation. Pour détecter si l’agent-acteur a utilisé un objet, il suffit de 
comparer deux mesures successives du senseur installé sur cet objet. Si la mesure n’a 
connue aucun changement, on déduit que l’agent acteur ne l’a pas utilisé. Par contre, si 
un senseur booléen a changé d’état (ON à OFF ou OFF à ON) ou un senseur numérique a 
connu un  grand changement dans sa valeur mesurée, le senseur est considéré comme 
activé et traduit une action de l’agent acteur. Il faut noter que les petits changements des 
valeurs numériques sont considérés comme du bruit et ne sont pas considérés comme des 
actions. La base de données que nous avons décidé de créer ne comporte donc plus toutes 
les mesures des senseurs, mais seulement les noms des senseurs activés ainsi que leurs 
temps d’activation. Le Tableau 4-2 donne un exemple de cette base de données. 
Tableau 4-2. Senseurs activés 
Date Senseurs activés 
01/04/2015 Senseur7(Heure 1), Senseur3(Heure 2), Senseur5(Heure 3), … 
02/04/2015 Senseur2(Heure 1), Senseur7(Heure 3), … 
 
Cette dernière base de données est beaucoup moins volumineuse que la première, ce qui 
permet de mieux l’exploiter. C’est cette base de données qui sera utilisée pour le reste des 





4.3 Création des modèles d’activités 
 
Lors de toute assistance, les erreurs sont détectées en comparant le comportement 
actuel de l’agent-acteur à ses différents comportements normaux. L’assistant doit donc 
posséder à l’avance la liste de tous ses comportements normaux. Comme nous nous 
intéressons à l’assister durant la réalisation de ses activités quotidiennes, les 
comportements normaux sont donc ses différents AVQs.  
Par définition, une activité est une séquence ordonnée d’actions. Dans notre cas, 
une action de l’agent-acteur est détectée par l’activation d’un senseur, ce qui redéfinit 
l’activité en une séquence ordonnée de senseurs activés. La différence entre les 
collections de senseurs installés dans chaque maison ainsi que la façon particulière avec 
laquelle chaque personne effectue ses activités, rendent impossible l’utilisation d’une 
liste de modèles d’activités unifiée pour tous les cas. De plus, le nombre élevé des AVQs 
complique la création de ces modèles d’une façon supervisée. Les modèles d’activités 
doivent donc être créés à partir du journal d’historique des senseurs propre à chaque 
personne d’une façon non supervisée en se basant sur le fait que les AVQs reviennent 
assez souvent et seront forcément fréquentes. La création des modèles d’activités 
s’effectue donc, dans notre approche, en trouvant les séquences ordonnées et fréquentes 
de senseurs activés à partir du journal d’historique des senseurs.   
Au cours de notre première approche, résumée dans le chapitre précédent, nous 
avons utilisé BIDE pour trouver les modèles d’activités. Le problème majeur de cet 
algorithme est qu’il ne considère pas le temps entre les senseurs adjacents de l’activité, ce 
qui n’empêche pas seulement la détection des erreurs de l’agent-acteur, mais ignore aussi 





de l’eau a été détecté pour une durée de deux minutes, cette action peut être attribuée à 
l’activité préparer thé. Par contre si elle a été détectée pour une dizaine de minutes, elle 
sera plutôt attribuée à l’activité préparer pâtes. Afin de répondre à ce problème, nous 
avons développé un nouvel algorithme de détection de séquences ordonnées et 
fréquentes, qui a été présenté à la conférence SSCI en 2014 [35] et que nous détaillons 
dans cette section. 
4.3.1 Définition du problème 
 
À partir d’un ensemble de séquences d’événements S, comme celui présenté au  
Tableau 4-2, l’algorithme permet de trouver les sous-séquences fréquentes, homogènes et 
fermées. Soit Es l’ensemble des senseurs, un événement est une paire (A,t) où A ∈ Es est 
un senseur et t un entier (en secondes) représentant l’heure d’activation du senseur A 
(Pour utiliser des entiers, l’heure d’activation est calculée en étant égale à la différence en 
secondes de l’heure d’activation du senseur et 6h00 am). La Figure 4-3 présente un 
exemple d’un ensemble composé de deux séquences d’événements s1 et s2: 
s1 = < (A, 01), (B, 04), (C, 06), (D, 28), (A, 36), (A, 41), (B, 56), (E, 58), (A, 59) > 
s2 = < (E, 08), (A, 11), (B, 30), (E, 32), (A, 42), (B, 46), (C, 49) > 
 
Figure 4-3. Un exemple d’un ensemble composé de deux séquences d’événements 
Définition 1 (apparence) : une sous-séquence 
𝑠′ =< (𝐴1
′ , 𝑡1




′ ),… , (𝐴𝑘
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d’événements  𝑠 =< (𝐴1, 𝑡1),… , (𝐴𝑖, 𝑡𝑖), (𝐴𝑖+1, 𝑡𝑖+1),… , (𝐴𝑛, 𝑡𝑛) >  avec 𝑛 > 𝑘 s’il 
existe au moins une sous-séquence 
𝑠′′ =< (𝐴1
′′, 𝑡1




′′ ),… , (𝐴𝑘
′′, 𝑡𝑘







′′ ,… et 𝐴𝑘
′ = 𝐴𝑘
′′ et 𝑡𝑖  ≤  𝑡𝑖+1. 
Dans cette définition d’apparition, nous n’avons spécifié aucune condition sur le temps 
(t) parce qu’une activité peut être performée à n’importe quel moment de la journée et 
difficilement avec les mêmes délais entre les senseurs. Par contre, ces délais seront 
conditionnés avec la notion d’homogénéité que nous avons introduite et que nous 
expliquerons plus loin.  
Définition 2 (sous-séquence fréquente) : une sous-séquence d’événements est fréquente 
si son nombre d’apparitions dans S est supérieur ou égal à une fréquence minimale 
prédéfinie.  
Il faut noter qu’une sous-séquence peut apparaître plusieurs fois dans la même séquence 
comme une activité peut se produire plusieurs fois dans la même journée. À partir de la 
Figure 4-3, si la fréquence minimale est égale à deux, la sous-séquence 
𝑠1
′ =< (𝐴, 𝑡1), (𝐵, 𝑡2), (𝐶, 𝑡3) > est fréquente parce que sa fréquence est égale à la 
fréquence minimale. 
Définition 3 (sous-séquence fréquente et fermée) : cette définition est composée de 
deux parties : 
 Les sous-séquences fréquentes les plus longues (contiennent le plus de 





 Une sous-séquence fréquente est dite fermée si elle reste fréquente après la 
réduction de sa fréquence par son nombre d’apparitions dans toute autre 
sous-séquence plus longue, fréquente et fermée.  
La notion de fermeture est utilisée pour ne pas considérer chaque partie d’une activité 
comme une activité à part entière sauf quand c’est le cas. Par exemple, préparer café est 
une activité, mais elle peut aussi être une partie de l’activité préparer petit déjeuner. Si 
on revient à notre exemple, la sous-séquence 𝑠1
′′ =< (𝐴, 𝑡1), (𝐵, 𝑡2), (𝐸, 𝑡3) > est 
fréquente et fermée puisqu’elle apparaît deux fois dans S et n’apparaît dans aucune autre 
sous-séquence fréquente et fermée. Par contre, < (𝐴, 𝑡1), (𝐵, 𝑡2) > n’est pas une sous-
séquence fréquente et fermée parce que sa fréquence après la notion de fermeture est 
égale à zéro; elle apparaît quatre fois dans S, mais apparaît deux fois dans 𝑠1
′  et deux fois 
dans 𝑠1
′′. 
Définition 4 (intervalle homogène) : pour deux événements 𝑒 et 𝑒′, on considère 
l’ensemble 𝐸𝑒,𝑒′ des paires < (𝑒, 𝑡), (𝑒
′, 𝑡′) > telles que 𝑡 et 𝑡′ sont deux moments 
successifs dans une séquence. On peut définir l’ensemble des différences 𝛥𝐸𝑒,𝑒′ comme 
{ 𝑡′ −  𝑡 ∶  < (𝑒, 𝑡), (𝑒′, 𝑡′) > ∈  𝐸𝑒,𝑒′}. L’intervalle 𝐼𝑒,𝑒′ = [𝑡𝑚𝑖𝑛, 𝑡𝑚𝑎𝑥] dont les bornes 
sont respectivement : 𝑡𝑚𝑖𝑛 = min𝛥𝐸𝑒,𝑒′ et 𝑡𝑚𝑎𝑥 = max𝛥𝐸𝑒,𝑒′ est un intervalle 
homogène si et seulement si la différence 𝑡𝑚𝑎𝑥 − 𝑡𝑚𝑖𝑛 est faible. 
L’utilisation des intervalles homogènes garantit que leur représentation ne sera pas 
affectée par des erreurs ou des exceptions. Si par exemple la durée habituelle entre deux 
adjacents senseurs est entre 5 et 15 secondes, et une fois à cause d’une erreur, elle était de 
200, la représentation de l’intervalle homogène sera toujours [5-15] au lieu de [5-200]. 





différences temporelles de deux senseurs adjacents en un ou plusieurs intervalles 
homogènes.  
Définition 5 (couple d’événements) : nous désignons par un couple d’événements deux 
adjacents événements avec un intervalle homogène fréquent.  
Deux différents couples de senseurs peuvent avoir les mêmes senseurs, mais différents 
intervalles homogènes fréquents. Dans la Figure 4-3, nous pouvons détecter deux 
différents couples de senseurs avec les mêmes senseurs A et B. Le premier a un intervalle 
homogène fréquent [3-4] et le deuxième [15-19]. 
Définition 6 (sous-séquence homogène) :  
une sous-séquence < (𝑒1, 𝑡1),… , (𝑒𝑖, 𝑡𝑖), (𝑒𝑗, 𝑡𝑗),… , (𝑒𝑛, 𝑡𝑛) > est homogène si chaque 
différence temporelle entre deux événements adjacents 𝑒𝑖 et 𝑒𝑗 appartient à l’intervalle 
d’un couple d’événements composé des mêmes événements : 𝑡𝑗 − 𝑡𝑖  ∈  𝐼𝑒𝑖,𝑒𝑗[𝑡𝑚𝑖𝑛, 𝑡𝑚𝑎𝑥].  
Pour démontrer l’importance de la notion de l’homogénéité, si nous revenons à la Figure 
4-3, si le senseur B est activé après trois secondes de l’activation du senseur A, l’agent 
ambiant peut prédire que le senseur C va être activé dans deux à trois secondes. Par 
contre, si le senseur B est activé après dix-sept secondes de l’activation du senseur A, 
l’agent ambiant va plutôt prédire que c’est le senseur E qui va être activé après deux 
secondes. 
Définition 7 (activité) : une séquence d’événements 
𝑠 =< (𝐴1, 𝑡1), (𝐴2, 𝑡2), … , (𝐴𝑛, 𝑡𝑛) > est considérée comme une activité si et seulement 
si 𝑠 est une sous-séquence fréquente, homogène et fermée dans S.    
Définition 8 (modèle d’activité) : un modèle d’activité est défini par 





 𝐴𝑚𝑖 ∈ 𝐸𝑠 pour tous i =1, …, k; 
 𝐼𝑗 = [𝑡𝑑 , 𝑡𝑓] est l’intervalle homogène fréquent du couple de senseurs 𝐴𝑚𝑗 
et 𝐴𝑚𝑗+1 pour tous j=1, …, k-1. 
Une activité 𝑠 correspond à un modèle d’activité 𝑎𝑚 si :  
 𝑛 = 𝑘;  
 𝐴𝑖 = 𝐴𝑚𝑖 pour tous i=1, …, n; 
 (𝑡𝑖+1 − 𝑡𝑖)  ∈  𝐼𝑖 pour tous i =1, …, n-1. 
4.3.2 Découverte des modèles d’activités    
 
La majorité des algorithmes de l’extraction des motifs fréquents sont basés sur 
l’algorithme Apriori. L’idée générale de cet algorithme est de trouver les éléments 
fréquents de taille inférieure et de les combiner pour trouver les plus longs. À l’opposé de 
cette idée, notre algorithme coupe les séquences entre les senseurs adjacents qui ne 
constituent pas des couples de senseurs, tel qu’ils sont définis à la section précédente, 
pour n’en garder que de plus petites séquences fréquentes. Si on revient à notre exemple, 
la Figure 4-3 montre, avec les X rouges, l’endroit des premières coupures. La première 
étape de notre algorithme est une étape de transformation de la base de données 
temporelle à une base de données non temporelle sans perte d’informations pertinentes. 
Après l’enregistrement  de tous les couples de senseurs trouvés dans une table, la 
substitution de chaque couple de senseurs avec son indice dans la table élimine les 
informations temporelles de la base de données. La deuxième étape est l’étape de 
détection des séquences fréquentes et homogènes. Dans cette étape, des coupures et 





utilise les indices adjacents au lieu des couples de senseurs puisque les informations 
temporelles n’existent plus. La dernière étape de cet algorithme sélectionne parmi les 
séquences fréquentes et homogènes trouvées celles qui sont fermées pour constituer les 
modèles d’activités. Dans la suite de cette section, nous allons expliquer les algorithmes 
utilisés pour chaque étape. 
4.3.2.1 D’une BD temporelle à une BD non temporelle 
  
L’existence de données temporelles au sein d’une base de données augmente 
considérablement la complexité de son exploitation parce qu’on doit tenir compte des 
différents types de ces données, des relations ou opérateurs temporels et de la granularité 
temporelle, [60] etc. Heureusement, la nature de notre problème nous permet de résumer 
ces informations et au lieu de garder tous les temps entre deux senseurs adjacents pour 
tous les jours d’observation, on peut garder un ou plusieurs intervalles temporels qui 
résument ces durées. L’algorithme T2NTDB, présenté à l’algorithme 4-1, détaille la 






Algorithme 4-1. Transformation de la base de données 
L’algorithme prend en entrée la base de données temporelle S, Tableau 4-2, et la 
fréquence minimale F dont le choix est discuté dans le chapitre de validation, et produit 
comme sortie une nouvelle base de données non temporelle S’ et un tableau T’ qui 
sauvegarde les intervalles temporels de chaque couple de senseurs. T2NTDB commence 
par trouver tous les différents senseurs adjacents, leurs fréquences ainsi que toutes les 
durées qui les séparent puis n’en garde que les fréquents. Le Tableau 4-3 montre le 











Fréquence Durées entre les deux senseurs 
A B 4 3, 15, 19, 4 
B C 2 2,3 
B E 2 2,2 
E A 3 1, 2, 10 
 
Par la suite, T2NTDB fait appel à l’algorithme CHI pour créer les couples de senseurs en 
transformant les durées en intervalles homogènes. Dans l’algorithme CHI, nous avons 
choisi d’utiliser le "Fuzzy C-means" pour la création des intervalles parce qu’il permet à 
un élément d’appartenir à plus qu’un intervalle, ce qui augmente les chances des clusters 
créés pour qu’ils soient fréquents. Le problème avec le C-means est qu’il nécessite la 
spécification du nombre de clusters à créer à l’avance. Pour décider du nombre optimal 
des clusters à créer, nous exécutons le C-means avec différentes valeurs, puis le choix est 
précisé par une fonction critère CN que nous avons définie. Comme expliqué à la section 
définition du problème, les éléments d’un intervalle temporel homogène doivent être 
assez proches de la médiane. Pour cette raison, CN calcule la déviation moyenne des 
éléments de la médiane d’un cluster et quand plusieurs clusters existent, le résultat de 









Pour détailler plus la création des couples de senseurs, l’algorithme CHI est présenté à 






Algorithme 4-2. Création des couples de senseurs 
CHI commence par considérer que toutes les durées de deux senseurs adjacents 
constituent un seul intervalle homogène et calcule CN pour N=1. Il considère ensuite le 
cas où il existe deux intervalles et fait appel au Fuzzy C-means avec N=2, puis calcule C2. 
Si C2 améliore la valeur de C1, il considère N=3 et ainsi de suite jusqu’à ce que la 
dernière valeur de CN n’améliore plus celle de CN-1 d’une façon significative. Une fois 
l’incrémentation de N est arrêtée, N-1 sera choisi comme valeur optimale et le C-means 
créera N-1 intervalle temporel homogène, ce qui signifie la création de N-1 couples de 
senseurs pour les mêmes senseurs adjacents. 
Si on revient à notre exemple et on considère les deux senseurs adjacents (A, B) avec 
leurs durées 3, 4, 15 et 19, la déviation moyenne de ce cluster 𝐶1 est égale à 6.75. Pour 
N=2, le premier cluster créé par FCM est 𝐼𝐴,𝐵[3 − 4] avec 𝐶21égale à 0.5 et le deuxième 
est 𝐼𝐴,𝐵[15 − 19] avec 𝐶22égale à 2. La valeur résultante de 𝐶2 est donc 2.5 (𝐶21 + 𝐶22) 





calculant 𝐶3, nous trouvons qu’il n’améliore pas 𝐶2 d’une façon significative ce qui veut 
dire que la valeur optimale du nombre de clusters à créer est deux. Il faut signaler que si 
𝐶𝑖+1 améliore 𝐶𝑖 d’une façon non significative, le nombre optimal de clusters qui sera 
choisi est i parce que nous souhaitons avoir des clusters fréquents. Le Tableau 4-4 montre 
le résultat de l’application du CHI sur le Tableau 4-3. 





Fréquence Durées entre les deux senseurs 
A B 2 [3, 4] 
A B 2 [15, 19] 
B C 2 [1,3] 
B E 2 [2,2] 
E A 2 [1, 2] 
 
La dernière partie du T2NTDB consiste à parcourir S en testant chaque deux 
senseurs adjacents de chaque séquence. Quand les senseurs adjacents sont un couple de 
senseurs, ils existent dans le tableau créé par CHI, ils sont remplacés par leur indice dans 
le tableau. Par contre, si les senseurs adjacents ne sont pas un couple de senseurs, 
T2NTDB coupe entre les deux et crée ainsi deux différentes séquences et le parcours de S 
continue de la deuxième séquence créée. À la fin de cette partie, les séquences composées 
de moins de deux éléments sont éliminées et la nouvelle base de données ainsi obtenue 





Pour notre exemple, l’ensemble S’ créé sera composé de quatre séquences non 
temporelles : 
< 0, 2 > 
< 1, 3, 4 > 
< 4, 1, 3 > 
< 0, 2 > 
4.3.2.2 Détection des séquences fréquentes et homogènes  
   
La deuxième étape de notre algorithme ressemble à la première à la différence de 
l’absence d’informations temporelles. La dernière base de données créée est parcourue 
pour créer cette fois-ci juste un tableau de fréquences des senseurs adjacents et non pas 
des couples de senseurs. Un deuxième parcours est effectué pour effectuer les 
substitutions et les coupures selon si les deux senseurs adjacents sont fréquents ou non. 
Après l’élimination des séquences de moins de deux éléments, cette étape est répétée 
jusqu’à l’élimination de toutes les séquences. Les six premières lignes de l’algorithme 4-
3 détaillent cette étape. 
 





Comme le montre cet algorithme, tous les tableaux créés sont sauvegardés dans un 
tableau de tableaux TT sachant que chaque tableau contient les indices du tableau qui le 
précède sauf le premier qui contient les couples de senseurs. De cette manière, les 
senseurs du dernier tableau peuvent être retrouvés d’une façon récursive en suivant les 
indices jusqu’au premier tableau. En programmant cette partie, nous avons trouvé que la 
méthode récursive prend beaucoup de temps et que la méthode itérative est plus rapide. 
Pour cette raison, nous avons ajouté une colonne dans les tableaux que nous avons 
appelée sous-séquence pour comporte la liste des senseurs. Le Tableau 4-5 donne le 
dernier tableau créé pour notre exemple. 
Tableau 4-5. Tableau contenant les sous-séquences. 
Premier 
senseur 
Deuxième senseur Fréquence Sous-séquence 
0 2 2 A, B[3,4], C[1,3] 
1 3 2 A, B[15,19], E[2,2] 
4.3.2.3 Détection des séquences fréquentes, homogènes et fermées  
 
À ce stade de notre algorithme, toutes les séquences fréquentes et homogènes sont 
détectées (la colonne Sous-séquence de tous les tableaux). Il reste juste à trouver parmi 
elles les séquences fermées. La notion de fermeture est utilisée pour ne pas considérer 
toute partie d’un modèle d’activité comme un modèle d’activité à part entière sauf quand 
c’est le cas. La séquence fréquente et homogène doit donc rester fréquente après la 
soustraction, de sa fréquence, du nombre de ses apparitions dans toute autre séquence 





séquences du dernier tableau sont automatiquement considérées comme fermées, 
puisqu’elles ne peuvent apparaître dans de plus longues séquences. On peut voir aussi 
comment les fréquences des sous-séquences des autres tableaux sont modifiées en testant 
leur appartenance aux sous-séquences des tableaux qui les succèdent.     
L’algorithme que nous proposons pour la création des modèles d’activités ne 
trouve pas seulement les senseurs activés qui composent une activité, mais il trouve aussi 
un intervalle de temps entre chaque deux senseurs adjacents, ce qui permet de 
différencier quelques activités et d’aider l’agent ambiant à détecter les erreurs commises 
par l’occupant de la maison. Les modèles d’activités créés sont parfaitement ordonnés, ce 
qui permet à l’agent ambiant de proposer, sans ambiguïté, la prochaine action à l’agent 
acteur en cas d’erreur. Nous sommes conscients qu’il est impossible que l’agent acteur 
effectue ses activités toujours de la même façon, mais nous savons aussi que toute 
personne à son propre mode de vie et ses habitudes qui feront en sorte que, la plupart du 
temps, elle va  effectuer ses activités d’une façon similaire. Pour cette raison, le choix de 
la fréquence minimale joue un rôle crucial dans cet algorithme. Ce choix sera étudié lors 
de la section de validation. 
4.4 Prédiction des temps de début des activités 
 
Après la création des modèles d’activités, la reconnaissance d’activité est effectuée 
en trouvant parmi ces modèles, l’activité qui explique le mieux les récents senseurs 
activés. Le nombre élevé des modèles d’activités, que nous appelons le nombre 
d’hypothèses, rend cette recherche difficile surtout qu’elle doit se faire en temps réel. 





pour spécifier la période où chaque activité est commencée et la réduction du nombre 
d’hypothèses est effectuée en comparant l’heure courante à ces périodes. Le problème de 
cette solution est qu’elle ne considère pas la spécificité du jour de la semaine : elle crée 
une période pour une activité pour tous les jours de la semaine sachant que, par exemple, 
dans les fins de semaines, l’agent acteur peut être habitué à retarder certaines activités 
comme Prendre petit déjeuner.  
Dans cette approche, après de longues recherches, nous avons décidé d’utiliser les 
séries temporelles pour bénéficier de la propriété de saisonnalité qui permettra de garder 
la spécificité de chaque jour de la semaine. L’idée générale de cette solution consiste à 
utiliser les techniques de prédiction des séries temporelles, avec une saisonnalité égale à 
7, pour prédire le temps de début de chaque activité. Cette prédiction peut se faire le soir, 
par exemple, pour prédire les temps de débuts des activités de la journée suivante. 
Ensuite, lors de la recherche de l’activité entamée, la réduction du nombre d’hypothèses 
se fait en ne considérant que les activités avec un temps prédit assez proche de l’heure 
courante.  
La prédiction des temps de débuts des activités est utilisée aussi pour répondre au 
problème d’équiprobabilité. En effet, quand les récents senseurs activés appartiennent à 
plusieurs modèles d’activités, ces derniers ont la même probabilité d’être effectués. Dans 
ce cas, l’activité avec le temps prédit le plus proche de l’heure courante peut être 
considérée comme les plus probables. Elle répond aussi aux erreurs d’initiations qui 
empêchent l’agent acteur d’amorcer ses activités et permet la prédiction de l’activité qui 





Une série temporelle (voir l’Annexe B pour plus de détails) est une séquence 
d’observations prises séquentiellement dans le temps [18] dénotée (𝑋𝑡)𝑡∈𝜃 où 𝜃 est 
l’espace de temps. Dans notre cas, chaque modèle d’activité est une série temporelle, les 
jours d’observations constituent l’espace de temps et les heures de débuts des activités 
sont les observations. Il faut noter que si une activité est effectuée d’habitude n fois dans 
la même journée, elle est considérée comme n différentes activités et chacune d’entre 
elles est représentée par une série temporelle. En utilisant les séquences fréquentes, 
homogènes et fermées trouvées lors de la section précédente, un seul parcours de la base 
de données permet de créer les séries temporelles schématisées dans le Tableau 4-6 et la 
Figure 4-4. 
Tableau 4-6. Les séries temporelles créées 
Activité Jour 1 … Jour N 
Se réveiller 1230 … 0 
… … … … 
Prendre petit déjeuner 6767 … 6760 
Dans le Tableau 3-5, les entiers représentent les temps des débuts des activités (la 
différence en seconde entre l’heure de début de l’activité est 6h00 du matin), tandis que 
les 0 indiquent que l’activité n’a pas été effectuée pendant cette journée. 
 
Figure 4-4. Série temporelle représentant une activité 
Jours 







































 Les techniques des séries temporelles se basent sur la notion d’autocorrélation 
pour prédire les prochaines valeurs. Cela veut dire que les valeurs successives des séries 
dépendent les unes des autres sinon les valeurs sont aléatoires et la prédiction des 
prochaines valeurs est impossible. Nos séries temporelles ne sont pas aléatoires puisque 
nous avons tous un mode de vie et des habitudes qui font en sorte que nos activités sont 
effectuées presque en même temps que le jour précédent ou le même jour de la semaine. 
De plus, les prédictions seront plus précises pour les activités que nous nous intéressons à 
reconnaître comme prendre médicament dont le temps de début est rigoureusement 
respecté. 
En tenant compte de plusieurs paramètres comme la stationnarité, 
l’autocorrélation et la covariance, nous avons opté pour la technique "autoregressive 
integrated moving average" (ARIMA) [108] qui est une équation linéaire de temps 










où 𝑝 est l’ordre du modèle autorégressif, 𝑞 est l’ordre du modèle moyenne mobile, 𝑑 est 
l’ordre de différentiation, 𝛼𝑘 et 𝛽𝑘 sont des paramètres du modèle, 𝜀𝑡 est le bruit blanc et 
𝐿 est l’opérateur de retard : 𝐿𝑋𝑡 = 𝑋𝑡−1     
La prédiction des prochaines valeurs avec ARIMA(𝑝, 𝑑, 𝑞) est effectuée en 
trouvant les trois paramètres 𝑝, 𝑑 et 𝑞 qui donnent les meilleurs résultats. Le premier 
paramètre à déterminer est l’ordre de différentiation 𝑑 : 𝑑 est égal à 0 si 𝑋𝑡 est 
stationnaire, sinon 𝑑 est incrémenté jusqu’à ce que (1 − 𝐿)𝑑𝑋𝑡 devient stationnaire. Pour 





un modèle KPSS, la série temporelle est représentée comme la somme de trois 
composantes : 
𝑋𝑡 = 𝜉𝑡 + 𝑟𝑡 + 𝜀𝑡 
Avec  𝑟𝑡 = 𝑟𝑡−1 + 𝑢𝑡 
où 𝑡 est une tendance déterministe, 𝑟𝑡 est un processus aléatoire, 𝜀𝑡 sont des termes 
d’erreurs stationnaires et 𝑢𝑡 sont des termes d’erreurs avec une variation constante 𝜎𝑢
2. 
KPSS utilise ensuite les règles suivantes pour décider de la stationnarité de 𝑋𝑡 : 
 Si 𝜉 = 0 alors 𝑋𝑡 est stationnaire aux environs de 𝑟0; 
 Si 𝜉 ≠ 0 alors 𝑋𝑡 est stationnaire aux environs d’une tendance linéaire; 
 Si 𝜎𝑢
2 > 0 alors 𝑋𝑡 n’est pas stationnaire. 
Une fois 𝑑 est déterminé et la stationnarité est confirmée, ARIMA cherche les paramètres 
𝑝 et 𝑞 qui donnent les meilleurs résultats. Pour trouver ces paramètres, nous choisissons 
ceux qui minimisent le "Akaike’s information corrected criterion" (AICC) [110]. La 
formule pour calculer l’AICC est la suivante : 
𝐴𝐼𝐶𝐶 = −2𝐿𝑛(𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑(?̂?, 𝜃, ?̂?2)) + 2𝑛
(𝑝 + 𝑞 + 1)
𝑛 − (𝑝 + 𝑞) − 2
 
où 𝜙 est une classe de paramètres autorégressifs, 𝜃 est une classe de paramètres du 
composant moyenne mobile, ?̂?2 est la variance du bruit blanc, 𝑛 est le nombre 
d’observations, 𝑝 est l’ordre du composant autorégressif et 𝑞 est l’ordre du composant 
moyenne mobile. (Voir l’Annexe B pour plus de détails)  
Après la détermination des trois paramètres 𝑑, 𝑝 et 𝑞, ARIMA peut prédire les 
prochains temps de débuts des activités. Cette prédiction, comme déjà expliquée, est 
basée sur les anciennes valeurs des jours précédents. S’il y a une exception ou des 





prendront pas ces changements en considération. Supposons, par exemple, que l’agent 
acteur s’est réveillé exceptionnellement une journée en retard d’une heure, les prédictions 
de cette journée, comme le temps de début de Prendre petit déjeuner, ne changeront pas 
et seront certainement très loin des temps réels. Pour remédier à ce problème, nous avons 
programmé une deuxième phase de prédiction effectuée quand le temps prédit pour une 
activité A est assez loin du temps réel où elle s’est produite. Nous utilisons le même 
modèle ARIMA pour la prédiction, sauf que cette fois-ci les séries temporelles sont 
créées juste pour les activités qui se déroulent juste après l’activité A. Les observations 
d’une de ces séries temporelles (𝑌𝑡)𝑡∈𝜃 sont la différence temporelle entre le temps de 
début de cette activité et celui de A pour les différents jours d’observations. La valeur qui 
sera prédite pour une activité i est donc le délai entre les activités A et i. Le nouveau 
temps de début 𝑋𝑖
′ qui sera prédit pour l’activité i est calculé comme suit : 
𝑋𝑖
′ = 𝑋𝐴 + 𝑌𝑖 
où 𝑋𝐴 est le temps réel où l’activité A s’est effectuée et 𝑌𝑖 est la prédiction du délai entre 
les deux activités A et i.    
4.5 La recherche de l’activité entamée 
 
Nous avons divisé le processus de reconnaissance d’activités en trois étapes. La 
première étape est celle d’apprentissage des comportements normaux de l’agent acteur 
qui se traduit par la création des modèles d’activités. La deuxième a pour objectif la 
réduction du nombre d’hypothèses. Elle prédit les temps de débuts des différentes 
activités qui seront utilisés pour en sélectionner juste celles qui sont assez proches de 





n’avions pas de contraintes sur le temps d’exécution des deux algorithmes utilisés 
puisque les deux étapes ne sont pas en temps réel; la première est censée être exécutée 
une fois tous les deux mois pour prendre en considération les changements d’habitudes 
de l’agent-acteur, alors que la deuxième est censée être exécutée une fois toutes les nuits 
quand l’occupant de la maison est endormi pour prédire les temps de débuts des activités 
du lendemain. La troisième étape est celle de recherche de l’activité entamée. Elle est 
plus délicate que les deux autres parce qu’elle doit s’exécuter en temps réel. Cette étape 
doit aussi répondre au problème de l’équiprobabilité et aux erreurs d’initiations. Pour 
répondre à tous ces problèmes, nous avons choisi d’utiliser un réseau bayésien après la 
réduction du nombre d’hypothèses. Les fréquences des activités pour le même jour de la 
semaine (confidence journalière) ainsi que les durées entre leurs temps de débuts prédits 
et l’heure de la recherche sont utilisées pour décider des probabilités initiales des activités 
sélectionnées. Ce sont ces probabilités qui sont utilisées pour prédire l’activité la plus 
probable et la proposer comme réponse aux erreurs d’initiations pour le problème de 






Algorithme 4-4. Réseau bayésien pour la prédiction des activités. 
 Les sept premières lignes de cet algorithme sélectionnent parmi tous les modèles 
d’activités ceux dont le temps prédit est assez proche de l’heure courante et réduisent par 
ce fait le nombre d’hypothèses. En même temps, une probabilité initiale est calculée pour 
chaque activité sélectionnée en se basant sur la fréquence d’occurrence de cette activité 
dans cette journée. Le reste de l’algorithme détaille le cas où le temps prédit est loin du 
temps détecté de la même activité. Les probabilités, dans ce cas, sont recalculées en se 
basant cette fois-ci sur les prédictions des séries temporelles composées des différences 






La recherche de l’activité entamée est effectuée en mettant à jour les probabilités 
initiales du réseau bayésien selon si l’activité contient ou non le récent senseur activé. Le 
fait que l’activité comporte le senseur activé augmente sa probabilité d’être celle 
entamée, tandis que son absence diminue sa probabilité sans l’annuler pour prendre en 
compte les différentes erreurs susceptibles d’être commises par l’agent-acteur.  
4.6 Prédiction des temps d’activation des senseurs 
 
La majorité des approches proposées pour la recherche technologique se focalisent 
sur la problématique de la reconnaissance d’activités. Si leurs testes et validations 
prouvent leur efficacité dans la reconnaissance de l’activité entamée, ils ne disent rien sur 
la capacité de ces approches à gérer le problème de détection des erreurs et celui du choix 
du moment idéal pour proposer de l’aide, qui est le but ultime de l’assistance 
technologique. Par exemple, notre dernière approche arrive à reconnaître l’activité 
entamée, mais elle est incapable de choisir le moment opportun pour proposer de l’aide 
puisque les modèles d’activités créés ne contiennent aucune information temporelle sur le 
délai habituel entre deux adjacents senseurs. 
Dans notre article présenté à la conférence PETRA [19], nous avons étudié ce point 
très important. Il faut noter que la nature des modèles d’activités, créés par notre 
approche, permet déjà de répondre à ce problème en utilisant la borne supérieure de 
l’intervalle temporel entre deux adjacents senseurs. En effet, si le deuxième senseur 𝑠2 ne 
s’est pas activé après 𝑡𝑚𝑎𝑥 de l’activation de 𝑠1, 𝑡𝑚𝑎𝑥 étant la borne supérieure de 
l’intervalle temporel entre 𝑠1 et 𝑠2, une erreur est signalée et un effecteur incitera l’agent 





remarqué qu’une activité comme préparer café durera environ 5 heures si l’agent acteur a 
besoin d’assistance pour chaque action qui compose cette activité. 
La première solution à laquelle nous avons pensé a été inspirée de la prédiction des 
temps de début des activités et vise à prédire, cette fois-ci, le temps d’activation du 
prochain senseur. Quand l’activité entamée est reconnue et après la détection du dernier 
senseur activé, le prochain senseur à s’activer 𝑠𝑝 est connu. Il suffit donc de créer une 
série temporelle (𝑋𝑡)𝑡∈𝜃 où 𝜃 est l’ensemble des jours d’observation et 𝑋𝑖 est le temps 
d’activation du senseur 𝑠𝑝 de l’activité reconnue dans la journée i. Le même modèle 
ARIMA est ensuite utilisé pour la prédiction des prochaines valeurs. Comme il sera 
montré à la section de validation, cette solution diminue le temps de déroulement des 
activités avec assistance de presque la moitié. 
Les bons résultats obtenus avec ARIMA nous ont encouragés à aller plus loin dans 
notre étude pour améliorer encore plus nos prédictions. Nous avons, encore une fois, 
utilisé la propriété de nos modèles d’activités qui stipule que le prochain senseur 𝑠2 
s’active toujours après l’activation du senseur 𝑠1, ce qui peut montrer que les prochaines 
valeurs de 𝑠2 ne sont pas seulement influencées par ses anciennes valeurs, mais aussi par 
les anciennes valeurs de 𝑠1. Cette remarque peut être formalisée en utilisant une série 
temporelle bivariée 𝑌𝑡 = (𝑦1𝑡 , 𝑦2𝑡) où 𝑦1𝑡 est la série temporelle représentant les temps 
d’activations du senseur 𝑠1 de l’activité reconnue dans les différents jours d’observation 
et 𝑦2𝑡  celle de 𝑠2. 𝑌𝑡 est ensuite modélisée en utilisant un modèle vectoriel autorégressif 
(VAR) qui est une extension naturelle du modèle autorégressif univarié au modèle 
dynamique des séries temporelles multivariées [108]. La forme basique d’un modèle 





𝑌𝑡 = 𝑐 + 𝜋1𝑌𝑡−1 + 𝜋2𝑌𝑡−2 +⋯+ 𝜋𝑝𝑌𝑡−𝑝 + 𝜀𝑡 
où 𝜋𝑖 est une matrice de coefficients (nn) et 𝜀𝑡 est un vecteur de bruit blanc. 
Pour un modèle VAR(P) bivarié, l’équation a la forme : 
𝑦1𝑡 = 𝑐1 + 𝜋11
1 𝑦1𝑡−1 + 𝜋12
1 𝑦2𝑡−1 + 𝜋11
2 𝑦1𝑡−2 + 𝜋12
2 𝑦2𝑡−2 + 𝜀1𝑡  
𝑦2𝑡 = 𝑐2 + 𝜋21
1 𝑦1𝑡−1 + 𝜋22
1 𝑦2𝑡−1 + 𝜋21
2 𝑦1𝑡−1 + 𝜋22
2 𝑦2𝑡−1 + 𝜀2𝑡 
 Le processus de prédiction avec VAR commence par la sélection de l’ordre de 
retard 𝑝. La sélection se fait en essayant différents ordres 𝑝 = 0, … , 𝑝𝑚𝑎𝑥 et en 
choisissant la valeur de 𝑝 qui minimise les trois critères suivants : 












où ∑̃(𝑝) est la matrice de covariance résiduelle sans degrés de liberté de correction d'un 
modèle VAR(p) et 𝑇 la taille de l'échantillon. 
Après la sélection de 𝑝, les coefficients du processus VAR(p) peuvent être estimés d’une 
façon efficiente en appliquant les moindres carrés séparément à chacune des dernières 
équations. 
Finalement, ces coefficients sont utilisés avec les deux dernières valeurs de la série 
temporelle pour prédire les valeurs futures. Il faut noter que pour prédire des valeurs à un 









Durant ce chapitre, nous avons présenté une solution complète à l’assistance 
technologique en abordant ses différentes étapes, surtout l’étape de reconnaissance 
d’activité qui présente le plus grand défi de ce processus. Notre approche est une 
approche basée sur les objets qui travaille directement sur les données générées par les 
senseurs d’une manière non supervisée. Elle est divisée en cinq étapes. 
Dans une maison intelligente, une centaine de senseurs y sont installés. Chaque 
senseur d’entre eux envoie, comme dans le cas du LIARA, deux mesures par seconde. 
Pour une phase d’apprentissage efficace, il faut observer l’occupant de la maison pendant 
un mois ou plus. Le volume de données généré par les senseurs est donc très grand. 
Même les techniques de la fouille de données, connues pour leur capacité à gérer une 
grande quantité de données, sont incapables d’exploiter d’une manière efficace ces 
données. Alors, la première étape de notre approche vise la réduction des données en ne 
considérant que les senseurs activés au lieu de tous les senseurs.  
La nouvelle base de données, obtenue de la première étape, est composée d’une 
séquence de senseurs activés par jour. La deuxième étape consiste à trouver parmi ces 
séquences, les sous-séquences fréquentes et fermées qui représentent les modèles 
d’activités. Pour créer ces modèles, nous avons créé un nouvel algorithme qui, 
itérativement, coupe entre les couples de senseurs adjacents non fréquents et remplace 
chaque couple fréquent par un indice. 
La reconnaissance d’activités consiste à trouver, parmi les modèles d’activités créés 
à l’étape précédente, celui qui explique le mieux les récents senseurs activés. Chercher 





application en temps réel. Alors, la troisième étape essaie de réduire le nombre 
d’hypothèses en cherchant juste parmi les modèles les plus probables. Pour déterminer 
les probabilités des modèles, une série temporelle est créée pour chaque modèle 
comportant l’historique de ces temps de début. Ensuite, son temps de début du lendemain 
est prédit. Les modèles les plus probables sont donc ceux avec un temps prédit proche du 
moment de la reconnaissance. 
La quatrième étape, qui fait toujours partie de l’étape de la reconnaissance 
d’activités, a pour objectif de trouver l’activité entamée parmi les modèles d’activités les 
plus probables. La solution adoptée dans cette étape consiste à créer un réseau bayésien 
dont les probabilités initiales sont calculées selon la différence temporelle entre le temps 
prédit pour le modèle et l’heure courante. Ces probabilités sont ensuite mises à jour 
dépendamment si le modèle comporte ou non les récents senseurs activés.   
Le but ultime de notre approche est d’assister l’agent acteur au besoin. Alors, une 
fois l’activité reconnue, les erreurs doivent être détectées pour proposer de l’aide au 
moment opportun. Dans la cinquième étape, le temps d’activation du prochain senseur de 
l’activité entamée est prédit en utilisant les séries temporelles bivariées. Quand le temps 
réel dépasse le temps prédit sans que le senseur soit activé, on considère qu’il y a erreur 











Dans le chapitre précédent, nous avons proposé une approche qui propose des 
solutions aux différentes étapes de l’assistance technologique; l’observation et la 
préparation des données, l’apprentissage des comportements normaux et la 
reconnaissance d’activités ainsi que la détection d’erreurs et le choix du moment 
opportun pour proposer de l’aide. Dans ce chapitre, nous décrivons et analysons les tests 
effectués afin de valider notre approche. Pour comprendre et bien évaluer ces tests, il est 
nécessaire d’avoir une idée bien précise sur la maison intelligente où les données ont été 
collectées, qui est le Laboratoire d’Intelligence Ambiante pour la Reconnaissance 
d’Activités (LIARA). Avant de détailler les infrastructures expérimentales du LIARA, 
nous commençons par une étude plus approfondie sur la conception des maisons 
intelligentes afin de justifier les choix technologiques au LIARA.      
5.1 Conception d’une maison intelligente  
 
Une maison était considérée comme intelligente, quand elle comportait des outils 
technologiques qui permettaient d’automatiser des tâches aussi simples que soient-elles. 





adapte automatiquement  la température des différentes chambres de la maison selon la 
position de l’agent acteur dans la maison ou selon l’apprentissage des périodes que passe 
l’agent acteur dans la maison, était considérée comme maison intelligente. De nos jours, 
les maisons intelligentes ont évolué et elles sont utilisées pour atteindre des objectifs plus 
généraux comme la réduction de consommation d’énergie, l’automatisation des tâches 
ménagères ou l’amélioration du confort dans la maison, etc [5]. Dans notre cas d’étude, 
l’objectif de la maison intelligente est d’offrir une assistance technologique à l’occupant 
de la maison pour lui permettre de vivre plus longtemps, d’une façon autonome, chez lui. 
Elle permet ainsi de soulager les ressources humaines et financières du système de santé 
et d’éviter la relation souvent complexe qui s’installe entre la personne aidante et 
l’occupant de la maison. La maison intelligente peut aussi établir et envoyer des rapports 
aux médecins pour évaluer l’état de santé de la personne assistée. 
La maison intelligente comporte trois éléments principaux : 
1. Des senseurs pour effectuer différentes mesures dans la maison; 
2. Un ou plusieurs ordinateurs capables de collecter et d’analyser ces mesures; 
3. Des effecteurs pour proposer de l’aide à la personne assistée. 
 La conception d’une telle maison ne s’effectue pas seulement en choisissant pour chaque 
élément ceux qui servent le mieux l’objectif général, mais plusieurs autres critères 
doivent être considérés comme l’architecture et le type de communication entre les 
senseurs et l’ordinateur principal, le type de la base de données qui sera créée, le langage 
qui sera utilisé pour l’exploiter, etc. Dans la suite de cette section, nous allons expliquer 
les choix importants qui ont été faits lors de la conception du LIARA et des différents 





d’une étude approfondie des différentes maisons intelligentes déjà existantes comme  
MavHome [111], eHome [112], DOMUS [113], "gator tech smart house" [114], IATSL 
[115], "Institute for Infocomm Research" [116] et "House_n project" [117].  
5.1.1 Les senseurs 
     
 
Figure 5-1. Ensemble de senseurs 
Comme l'indique la Figure 5-1, il existe sur le marché une grande variété de types 
de senseurs qui permettent d’effectuer différentes mesures à l’intérieur d’une maison. Le 
choix parmi ces senseurs se fait primordialement selon l’objectif général pour lequel la 
maison intelligente est conçue et selon d’autres critères très importants dont : 
 Le coût : l’un des objectifs de l’assistance technologique dans une maison 
intelligente est de réduire les coûts engendrés par l’assistance traditionnelle. Il 
est donc impératif que cette solution soit abordable afin de profiter à un grand 
large public de différentes classes sociales. Il faut donc choisir des senseurs pas 
chers pour minimiser le coût global de la maison intelligente. Il faut aussi 
préciser qu’il faut tenir compte des quantités de senseurs requises lors de la 





caméra est d’estimer la position de l’agent-acteur dans la maison, le prix d’une 
seule caméra doit être comparé au prix de quatre ou cinq détecteurs de 
mouvements.     
 La robustesse : le choix des senseurs ne doit pas se faire uniquement sur le 
prix, sinon on peut finir par avoir un système de senseurs douteux où des 
senseurs échoueront parfois à effectuer ou à envoyer leurs mesures. La 
robustesse est le critère qui garantit que chaque senseur est capable d’effectuer 
et d’envoyer ces mesures à la fréquence demandée. Si on prend les Tags RFID 
[118] comme exemple, il faut savoir qu’il en existe deux types; les Tags passifs 
et les Tags actifs. Les Tags actifs sont plus précis que les Tags passifs, mais ils 
sont moins robustes puisqu’ils comportent des batteries qui les empêchent de 
fonctionner une fois déchargées.    
 La précision : lors de l’analyse des mesures envoyées par les senseurs, la 
précision de ces mesures influence grandement les résultats obtenus. En plus de 
la précision des mesures entre les différentes marques des senseurs, d’autres 
paramètres permettent d’augmenter la précision de ces mesures. Par exemple, 
pour suivre la position d’un objet dans la maison on peut y installer un Tag 
RFID. L’analyse de la force du signal entre le Tag RFID et une antenne RFID 
permet d’estimer la distance entre les deux sans donner aucune information sur 
l’emplacement de l’objet par rapport à l’antenne. L’utilisation d’un deuxième et 
troisième senseur donne, grâce à la technique de triangulation [118], plus de 
précision sur l’emplacement de l’objet par rapport aux trois antennes, ce qui 





 L’invasion : avant de choisir un senseur, il faut aussi penser aux conséquences 
de son utilisation sur la vie quotidienne de l’agent acteur. Un senseur non 
invasif effectue ses mesures sans que l’agent acteur se rende compte de son 
existence ni de modifier ses habitudes pour s’adapter à son utilisation. 
Rappelons que le type d’assistance que nous avons choisi est une assistance à 
l’insu où les senseurs travaillent d’une façon transparente à l’agent-acteur. Les 
senseurs portables sont des senseurs intéressants qui permettent la détection de 
quelques actions basiques de l’agent acteur, mais la nécessité de les porter tous 
les jours les rend parmi les senseurs les plus invasifs. 
 L’installation : quand on parle de l’installation des senseurs, on parle de 
l’installation primaire et des calibrages qui s’en suivent.  L’installation de 
certains types de senseurs peut être une opération très délicate. Si, par exemple, 
l’installation des Tags RFID sur les différents objets est assez simple, le choix 
du nombre et de l’emplacement des antennes doit se faire selon une étude très 
approfondie. La facilité d’installation est un critère très important dans notre cas 
d’assistance technologique parce que l’objectif est de permettre à la personne 
assistée de vivre plus longtemps chez lui, ce qui veut dire que sa maison, qui 
n’était pas conçue depuis le départ comme une maison intelligente, est 
transformée pour y installer les différents senseurs.  
 La complexité des données : la complexité des données est un critère qu’on ne 
peut ignorer. La majorité des applications des maisons intelligentes sont des 
applications en temps réel. Cela veut dire que les données envoyées par les 





permettre une réaction assez rapide comme l’assistance au moment opportun. 
Les données complexes sont donc à éviter, si nous avons le choix, parce qu’au 
lieu d’être des informations qui enrichissent l’analyse, ils ajoutent une 
complexité supplémentaire qui peut retarder ou bloquer la réponse de la maison 
intelligente. 
Le Tableau 5-1 résume les types de senseurs les plus importants et leurs 
caractéristiques par rapport aux critères mentionnés. 
Tableau 5-1. Caractéristiques des senseurs 
Accéléromètres A A B A-B B B-C 
Capteurs de forces B A B A B-C B-C 
Senseurs ultrasoniques B-D B B-D A C-E C-D 
Senseurs de température A A B A C A 
capteurs de débit B B B A B-C B 
Senseurs de lumière B B B A C A 
Tapis de pression C B A B-C A A 
Détecteurs de mouvements A A C B A A 
Contacts électromagnétiques A-B A A A B A 
RFID B-C B B-D B C-E B-C 
Analyseurs d’énergie B-C A B-C A A C 
Microphones B-D A B C B-C D 












































5.1.2 L’architecture du système de senseurs 
 
Après la sélection des senseurs à utiliser, selon les critères expliqués dans la 





existe deux types d’architectures; l’architecture centralisée où les senseurs sont passifs et 
ne font qu’envoyer leurs mesures à un serveur afin d’y être stockées puis analysées et 
l’architecture décentralisée où les senseurs sont actifs et communiquent entre eux pour 
prendre quelques décisions et collaborer sur des services. Certes, l’architecture 
décentralisée a beaucoup d’avantages comme le soulagement du trafic réseau et la 
rapidité de réaction, mais elle souffre en contrepartie de quelques inconvénients comme 
la gestion de la complexité et l’adaptation après l’ajout ou la disparition d’un élément 
suite à la décharge d’une batterie par exemple. Plusieurs recherches explorent cette 
architecture [119], mais au LIARA nous nous concentrons d’abord sur la création d’une 
solution centralisée fonctionnelle tout en envisageant d’y intégrer des modules 
décentralisés plus tard.    
5.1.3 Les effecteurs 
 
Le choix des senseurs adéquats pour la collecte des données qui seront analysées 
pour la reconnaissance de l’activité entamée est une étape très importante dans le 
processus de l’assistance technologique, mais cette assistance ne peut réussir sans des 
effecteurs capables de transmettre les messages d’aides à l’agent acteur. Si nous avons 
défini les critères utilisés pour le choix des senseurs, il est plus délicat de définir des 
critères pour le choix des effecteurs. En effet, le meilleur effecteur est celui qui permet à 
l’agent acteur de bien saisir l’action qu’on veut lui proposer. Il dépend donc du profil de 
l’agent-acteur et du type de l’action proposée. Par exemple, si la personne assistée souffre 
d’une aphasie de Wernicke (difficultés importantes de comprendre ce qui est dit et ce qui 
est écrit), il est inutile d’utiliser des effecteurs audio. Nous pensons que l’analyse des 





thèse. Pour cette raison, nous n’allons pas détailler ce point et nous référons ceux qui 
veulent plus d’information sue ce sujet aux travaux réalisés par des membres de notre 
équipe au LIARA [6], [120].   
5.1.4 Le logiciel    
 
Le but ultime des maisons intelligentes est d’assister son occupant. Le choix de 
tous les éléments de la maison intelligente doit donc se faire pour aboutir à une assistance 
réussie et efficace. La réussite de l’assistance technologique  ne se mesure pas seulement 
par le taux des erreurs détectées et des actions prédites, mais aussi par le temps entre la 
détection d’une erreur et l’envoi du message d’aide. En effet, un message d’aide qui n’est 
pas reçu au bon moment fera plus de mal que du bien à la personne assistée. Par exemple, 
si la personne assistée commet une erreur et après un certain temps elle continue son 
activité. Ensuite, après trois actions de l’activité elle reçoit le message d’aide lié à l’erreur 
commise. Ce message n’aura plus aucune utilité et mettra le doute et la confusion dans 
l’esprit de la personne assistée. Pour que l’assistance technologique soit efficace, elle doit 
être instantanée du point de vue de l’utilisateur, ce qui veut dire que l’application 
programmée pour la réception des mesures des senseurs, pour les analyser afin d’inférer 
l’activité entamée et pour la détection d’erreurs et l’envoi du message d’aide, en cas de 
besoin, doit s’exécuter en temps réel.      
La première contrainte à l’exécution de cette application en temps réel est la 
complexité des données envoyées par les senseurs. Ces données sont hétérogènes et 
peuvent nécessiter des précalculs pour devenir utilisables. Par exemple, un senseur 
électromagnétique placé sur une porte est un senseur booléen qui peut envoyer un 0 ou 1 





est un senseur numérique, les données reçues sont au nombre des antennes RFID 
existantes dans la maison et indiquent la force du signal entre le Tag et chaque antenne. 
Ces forces de signaux peuvent être transformées en une position dans la maison grâce à 
des calculs assez complexes [121]. 
Pour obtenir des données homogènes et pour ne pas avoir à inclure des calculs de 
bas niveau dans les applications, une couche logicielle est programmée pour la 
transformation des données brutes reçues à des données utilisables par les applications 
qu’on appelle de haut niveau.  
Le fait que les approches proposées pour l’assistance technologique ne travaillent 
pas directement sur les données brutes envoyées par les senseurs, mais sur des données 
homogènes transformées par une couche logicielle ne suffit pas pour garantir une 
exécution en temps réel. Il faut que ces approches soient conçues en respectant cette 
contrainte. Dans notre cas par exemple, nous avons divisé notre approche en trois étapes 
principales : la création des modèles d’activités qui n’est pas une application en temps 
réel et peut être exécutée tous les deux mois pour considérer les nouvelles tendances de 
l’occupant de la maison, la prédiction des temps de début des différentes activités qui 
n’est pas aussi une application en temps réel et peut être exécutée toutes les nuits pour 
prédire les temps de début des activités du lendemain et la recherche de l’activité entamée 
qui est une application en temps réel que nous avons programmée en utilisant un réseau 
bayésien assez rapide dans ces calculs et dans l’obtention des probabilités finales.  
 





5.2 Notre maison intelligente LIARA  
 
Grâce à un appui de la Fondation Canadienne pour l’Innovation (FCI) et en se 
basant sur l’étude de conception des maisons intelligentes détaillée dans la section 
précédente, Le Laboratoire d’Intelligence Ambiante pour la Reconnaissance d’Activités 
LIARA a pu être construit en intégrant les récentes avancées technologiques. Situé au 
troisième étage du pavillon principal de l’Université du Québec À Chicoutimi (UQAC), 
le LIARA est une maison de 100 mètres carrés dotée d’une centaine de senseurs et 
d’effecteurs. Il est conçu selon une stratégie qui vise à ne pas observer directement 
l’occupant de la maison, mais plutôt observer les changements dans son environnement 
pour préserver son intimité. Pour cette raison, les caméras ne figurent pas parmi les 
différents types de senseurs utilisés comme les contacts électromagnétiques, les tapis de 
pression, les capteurs infrarouges, les capteurs de lumière, différents capteurs de 
température, un analyseur de puissance intelligent, les capteurs à ultrasons et plusieurs 
Tags avec huit antennes RFID. Au LIARA, différents types d’effecteurs sont installés 
comme des Haut-parleurs IP, des lumières et des diodes électroluminescentes (DEL), un 
cinéma maison,  une télévision à écran plat HD et un Ipad Apple. Pour avoir une idée 
plus précise sur le LIARA, la Figure 5-2, affichée dans la page suivante, présente 
différentes parties de cette maison intelligente. L’image principale de cette Figure montre 
la cuisine où trois antennes RFID captent les signaux envoyés par les Tags RFID installés 
sur les différents objets comme celui installé sur la tasse de l’image en bas à gauche. 
Toutes les mesures des senseurs sont envoyées à l’ordinateur central, affiché en haut à 
droite de la Figure, qui est un Dell serveur lames qui commande le traitement de ces 





équipements, contrôler les expériences menées au LIARA en permettant de les 
sauvegarder, les rejouer, etc. il peut-être aussi utilisé comme effecteur en jouant une 
vidéo d’aide quand la personne assistée est dans la cuisine. Les autres images de la Figure 
4-2 montrent la salle à manger, une petite bibliothèque en avant de la salle de bain et une 
télévision HD contrôlée par un système de contrôle multimédia (AMX) qui contrôle aussi 
le lecteur de DVD et les Haut-parleurs IP. 
 
Figure 5-2. Le LIARA 
5.2.1 L’architecture du système de senseurs au LIARA  
 
L’architecture du système de senseurs au LIARA est une architecture centralisée où 
tous les senseurs sont passifs et ne font qu’envoyer  toutes leurs mesures à l’ordinateur 
central. Lors de sa conception, l’équipe du LIARA a opté pour une solution assez robuste 
pour supporter son utilisation quotidienne et intensive. Le choix du matériel était une 





industrielle pour des mesures précises et une durée de vie assez longue qui minimisera la 
maintenance, un coût aussi faible que possible et une installation assez facile pour que la 
transformation de la maison de la personne à assister en une maison intelligente 
semblable au LIARA soit abordable et facile. De plus, pour éviter que le système de 
senseurs tombe en panne, les senseurs sont divisés en plusieurs groupes, comme 
schématisés dans la Figure 5-3, ce qui permet à certains groupes de fonctionner tandis 
que les autres sont bloqués à cause d’un ou plusieurs problèmes. 
 
Figure 5-3. L'architecture du système de senseurs 
Chaque groupe est relié à un automate APAX-5570 qui a pour rôle de collecter les 
mesures des différents groupes, en temps réel, et de les envoyer à une base de données 
sur le serveur. L’utilisation de l’automate a pour avantage de pallier les problèmes reliés 
aux incompatibilités de communication entre les différentes normes adoptées par les 
fabricants des senseurs. 
5.2.2 Le logiciel au LIARA  
 
Comme expliquée dans la section précédente, une couche logicielle est 
programmée pour la transformation des données brutes reçues de l’automate à des 
Senseurs 
Senseurs 





données utilisables par les applications de haut niveau. La Figure 5-4 montre la 
conception de cette couche logicielle au sein du LIARA. 
 
Figure 5-4. La couche logicielle au LIARA 
 La base de données principale enregistre les données reçues de l’automate. Ensuite, la 
couche logicielle recopie et transforme certaines données pour qu’elles deviennent 
homogènes créant ainsi une deuxième base de données que nous appelons base de 
données pour l’intelligence artificielle (BDIA). Cette couche comporte plusieurs 
paramètres modifiables pour mieux s’adapter aux différentes expériences menées au 
LIARA. Elle permet l’intégration de plusieurs modules pour la personnalisation de la 
transformation des données, ce qui permet aux étudiants et aux chercheurs de modifier 
l’architecture et le contenu de la BDIA. Elle permet aussi de sauvegarder les expériences 
et de les rejouer en transférant les données sauvegardées dans la BD de scénario à la 
BDIA. En fin, les approches proposées travaillent directement sur la BDIA sans avoir à 






















se préoccuper de l’hétérogénéité et de la complexité des données éliminées par la couche 
logicielle. 
 Afin de  faciliter les tests au LIARA, un logiciel de visualisation a été intégré à la 







Figure 5-5. Différentes captures d'écran du logiciel de visualisation 
Ce logiciel permet de visualiser toute la maison intelligente ou juste des parties. Il affiche 
aussi l’état (actif ou inactif) de certains senseurs booléens comme les capteurs infrarouges 
et les capteurs de lumière. Il permet aussi d’estimer les positions des objets sur lesquels 
des Tags RFID sont installés ainsi que la position de l’occupant de la maison. Cet 
affichage est d’une utilité intéressante parce qu’il permet de suivre graphiquement les 
expériences menées au LIARA, ce qui facilite la détection et la compréhension des 
raisons des erreurs rencontrées au cours des expériences. 
5.3 Validation de notre approche  
 
Lors de la validation de notre ancienne approche, nous ne possédions pas de 





pendant une période assez longue (plus que quatre semaines). Alors nous avons utilisé 
une des bases de données disponibles sur Internet, et plus précisément celle de Kasteren 
[26] qui a été choisie parce que leur habitat intelligent ressemble beaucoup au nôtre. 
Jusqu’à ce jour et pour des raisons éthiques, nous n’avons pas pu inviter un patient de la 
maladie d’Alzheimer à venir vivre au LIARA afin de créer notre propre base de données. 
Pour valider notre nouvelle approche, nous ne pouvons pas utiliser la base de données de 
Kasteren parce que notre approche exploite plusieurs informations temporelles qui 
n’existent pas dans cette base de données. De plus, nous voulions tester si notre 
laboratoire est prêt pour accueillir une personne pour y vivre et que le matériel ainsi que 
le logiciel sont bien fonctionnels. Alors, nous avons décidé de créer notre propre base de 
données en simulant la procédure du réveil au LIARA par un étudiant volontaire. Comme 
notre approche vise à observer une personne pendant les deux premières années de son 
atteinte de la maladie d’Alzheimer, nous avons demandé à cet étudiant d’effectuer, 
pendant vingt-huit jours, la procédure du réveil à sa façon tout en commettant quelques 
erreurs reliées à cette maladie comme les erreurs d’initiation, de réalisation, etc.  
L’étudiant arrivait chaque jour à cinq heures du matin. Il se mettait au lit puis 
programmait le réveil selon le jour de la semaine, la fin de semaine le réveil est 
programmé plus tard que d’habitude. Après, il se réveille, utilise la salle de bain puis se 
lave les mains et souvent il prend une douche. Ensuite, il se prépare une tasse de café et 
quitte la maison. Parmi les erreurs préméditées qu’il commettait, il commençait des 






Pendant qu’il exécutait sa procédure, nous utilisions la couche logicielle pour 
enregistrer cette procédure et nous récupérions en même temps la base de données créée 
par cette couche (BDIA). Il faut signaler que nous avons modifié les paramètres de cette 
couche et nous avons ajouté un module pour adapter BDIA à nos besoins. Par exemple, 
nous avons fait en sorte que cette couche traite deux mesures de chaque senseur par 
seconde, sachant que nous pouvions aller jusqu’à cinq mesures par seconde, mais le peu 
de précision ajoutée ne valait pas la difficulté engendrée par le grand volume de données 
générées. Le module ajouté, traite principalement les Tags RFID en changeant les forces 
de signaux de chaque Tag par rapport aux quatre antennes RFID à une position estimée 
dans la maison.               
  Après vingt-huit jours d’enregistrement des différentes expériences, nous avons 
fusionné les vingt-huit bases de données créées pour obtenir une seule base de données 
BDIA qui englobe toutes les expériences. BDIA ainsi obtenu comprend un très grand 
volume de données qui la rend inexploitable. Pour avoir une idée sur la taille de cette 
base de données, il faut savoir que chaque senseur des 112 senseurs du LIARA envoie 
deux mesures par secondes et que chaque expérience des 28 que nous avons enregistrées 
dure entre 1h30 et 2 heures. Pour cette raison, notre approche commence par transformer 
BDIA à une nouvelle base de données (BDSA) composée de 28 lignes, une ligne par 
jour, et ne comporte que les senseurs activés avec leurs temps d’activation. C’est cette 
dernière base de données, BDSA, qui a été utilisée pour la validation de notre approche. 
Comme notre approche est divisée en trois distinctes étapes, nous avons décidé de valider 





prédiction des temps de début de chaque activité et la prédiction du temps d’activation du 
prochain senseur de l’activité entamée.  
5.3.1 Validation de la création des modèles d’activités   
   
Pour cette étape de création des modèles d’activités, nous avons créé un nouvel 
algorithme qui fait partie du domaine d’extraction de motifs fréquents "frequent pattern 
mining". Nous voulions le comparer aux autres algorithmes de son domaine, mais sa 
particularité à trouver des séquences parfaitement ordonnées et de créer un intervalle 
temporel entre chaque deux éléments de la séquence a rendu la comparaison impossible. 
Alors, pour le valider, nous avons pensé à le tester sur différentes bases de données en 
évaluant le nombre de motifs fréquents trouvé et le temps d’exécution. Malheureusement, 
nous n’avons pas pu trouver des bases de données qui ressemblent à BDSA qui ne 
comporte que les senseurs activés avec leurs temps d’activation. Nous avons donc décidé 
de générer des données synthétiques pour la validation. Pour que ces données soient assez 
significatives, nous avons étudié le temps d’exécution dans le pire cas pour trouver les 
éléments qui l’influence.  
Le pire cas arrive quand après chaque passage de la BD, aucune division n’est 
faite et chaque ligne est diminuée d’un seul élément, ce qui veut dire que toute la base de 
données est composée d’un seul même élément qui se répète N fois dans la plus longue 
ligne. Si le nombre de lignes est n et la fréquence minimale est F, le temps d’exécution 
𝑇𝑒 peut être calculé selon la formule suivante : 
𝑇𝑒 = 2𝑛
𝑁(𝑁 + 1) − 𝐹(𝐹 + 1)
2
 





 Puisque la plus longue ligne est composée de N éléments et que le pire cas veut 
que les n lignes soient de la même longueur, l’algorithme passera N fois sur la BD 
avant de s’arrêter ce qui veut dire que 𝑇𝑒 = 𝑛𝑁2  
 La substitution prendra le même temps, donc  𝑇𝑒 = 2𝑛𝑁2 
 Pour être plus précis, après chaque substitution N diminue de 1, donc ce n’est pas 




 Il faut aussi considérer que l’algorithme s’arrête quand N devient inférieur à F, 








D’après la formule de calcul du temps d’exécution dans le pire cas, nous pouvons 
constater qu’il est plus influencé par la différence entre la taille de la plus longue ligne et 




Dans tous les cas, la base de données sera lue v fois, où v est le nombre 
d’éléments de la plus longue séquence fréquente, homogène et fermée. Le temps 
d'exécution dépendra de la moyenne avec laquelle la base de données diminuera après 
chaque substitution.  
 À la lumière de cette étude, nous avons décidé de générer des bases de données de 
différentes tailles comportant des sous-séquences fréquentes moyennement longues. 
Ensuite, nous avons observé le temps d’exécution dépendamment de la taille de la base 
de données et de la fréquence minimale choisie. Le Graphe 5-1 et le Graphe 5-2 montrent 






Graphe 5-1. Temps d'exécution dépendamment de la taille de la BD 
 
Graphe 5-2. Temps d'exécution dépendamment de la fréquence minimale 
À partir du Graphe 5-1, nous pouvons voir que jusqu'à 20 000 événements, 
l’augmentation de la taille de la base de données augmente presque linéairement le temps 
d'exécution. Après ce nombre, le temps d'exécution augmente considérablement pour 
atteindre trois heures. La même observation peut être faite à partir du Graphe 5-2, le 
temps d'exécution augmente presque linéairement pendant que la fréquence minimale 
















































constater que ces observations confirment l’étude du pire cas; le temps d'exécution 
dépend plus de la différence entre la fréquence minimale et le nombre d’éléments de la 
plus longue séquence fréquente. 
 Comme nous n’avons aucun contrôle sur le nombre d’éléments de la plus longue 
séquence fréquente, nous avons testé notre algorithme sur BDSA tout en étudiant 
l’influence de la fréquence minimale sur le temps d’exécution et le nombre d’activités 
créées. Le Graphe 5-3 et 5-4 montrent les résultats obtenus. 
 
Graphe 5-3. Temps d'exécution dépendamment de la fréquence minimale 
 



















































D’après les deux Graphes, une fréquence minimale assez grande (28) permet de 
minimiser le temps d’exécution, mais en même temps elle ne permet pas de créer tous les 
modèles d’activités. Une fréquence minimale égale à 28 signifie que nous cherchons des 
activités qui ont été effectuées, de la même façon, au moins une fois par jour. En 
présentant la manière avec laquelle nous avons mené nos expériences, nous avons bien 
précisé que certaines activités ne sont pas effectuées tous les jours comme prendre une 
douche. De plus, il nous arrive d’effectuer parfois une activité d’une manière différente, 
sans oublier que l’étudiant qui menait ces expériences préméditait des erreurs. Donc, il 
est tout à fait normal qu’il y ait juste une activité qui a été créée pour une fréquence 
minimale égale au nombre de jours d’observation.  
Pour une fréquence minimale assez petite (7), n’importe quelle paire de senseurs a 
plus de chance de devenir fréquente, ce qui explique le nombre élevé de motifs fréquents 
qui ont été découverts et considérés comme des modèles d’activités. Le temps 
d’exécution est très élevé lui aussi à cause du petit nombre de coupures effectué pendant 
chaque substitution. 
Les meilleurs résultats ont été obtenus en choisissant des fréquences minimales 
moyennes, assez petites pour permettre aux modèles d’activités de devenir fréquents 
malgré les erreurs et assez grandes pour empêcher des séquences hasardeuses de devenir 
fréquentes et être considérées comme des modèles d’activités. La valeur 21, dans notre 
cas, donne le meilleur compromis entre le nombre de modèles d’activités créés et le 
temps d’exécution. Elle a permis de créer les six modèles d’activités recherchés, plus une 
séquence hasardeuse qui a été considérée comme modèle d’activité (voir l’Annexe A 





1. TP1, TP6, TP1 (Se réveiller) 
2. MV3, LD5, DB7 (Utiliser toilette) 
3. TP2, DB6, DB6, MV3, TP2 (Se laver les mains) 
4. DB4, GBD, DB4 (Prendre une douche) 
5. Bou, DB2, DB2, CA1, Tas, CA1, CA2, Caf, CA2, CA5, Suc, CA5, CB2, Cui, 
CB2, Bou, Cui, Tas (Préparer le café) 
6. MV4, CP1, CP1 (Quitter la maison) 
La validation de notre algorithme a montré sa capacité à créer tous les modèles 
d’activités. Même s’il peut se tromper en considérant des séquences hasardeuses comme 
des modèles d’activités ce qui augmentera sans doute le temps d’exécution des 
prochaines étapes de notre approche, il permettra tout de même l’assistance du patient 
dans ses différentes activités.  
5.3.2 Validation de la prédiction des temps de débuts des activités   
 
La deuxième étape de notre approche consiste à reconnaître l’activité entamée. 
Pour réduire le nombre d’hypothèses, nous nous basons sur les temps de débuts habituels 
des activités pour ne considérer que celles avec un temps de début prédit assez proche du 
moment de la reconnaissance. La précision de l’algorithme utilisé pour la prédiction joue 
donc un rôle essentiel dans la réussite de cette étape. Pour valider cet algorithme, nous 
avons utilisé les trois premières semaines de la base de données BDSA comme données 
d’apprentissage et nous avons réservé les données de la dernière semaine pour valider les 
prédictions de la même période trouvées par notre algorithme.  
Comme détaillé dans le chapitre précédent, notre algorithme de prédiction des 
temps de débuts des activités commence par créer une série temporelle pour chaque 





BDSA et pour chaque modèle d’activité nous enregistrons pour chaque jour le temps 
d’activation de son premier senseur qui est le temps de début de cette activité. Ensuite 
pour chaque série temporelle, nous trouvons les trois paramètres 𝑑, 𝑝 et 𝑞 qui donnent les 
meilleures prédictions avec le modèle 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞)  puis nous l’utilisons pour prédire 
les temps de début du lendemain. Pour valider ces prédictions, les valeurs prédites pour la 
quatrième semaine et les valeurs réelles de la quatrième semaine ont été comparées pour 
chaque série temporelle. 83% des temps de début des modèles d’activités ont été bien 
prédit. Seuls les temps de début de Quitter maison n’ont pas pu être prédis ce qui indique 
que la notion d’autocorrélation n’existe pas dans cette série temporelle. Pour avoir une 
idée sur les résultats des prédictions, les valeurs des trois premières semaines et les 
valeurs prédites pour la quatrième semaine de l’activité utiliser toilette sont affichés dans 
le Graphe a Figure 5-10, tandis que la Figure 5-11 montre l’affichage des données réelles 
des quatre semaines de la même activité.  
 
 
Graphe 5-5. Prédiction de la quatrième semaine 
 
Graphe 5-6. Données réelles des quatre semaines 
Le modèle qui a été choisi pour cette série temporelle est 𝐴𝑅𝐼𝑀𝐴(1,0,0), ce qui veut dire 
que la série temporelle est stationnaire (𝑑 = 0) et la valeur minimale du AICC est 358.67 
a été trouvée par les paramètres 𝑝 = 1  et 𝑞 = 0. La comparaison des graphiques de ces 
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deux Figures montre que les valeurs prédites sont assez proches des valeurs réelles sauf 
les valeurs du 24
ème
 jour; la valeur prédite est égale à 3101.941 alors que la valeur réelle 
est égale à 4559. Avant d’analyser les causes possibles de cette différence, il faut 
s’assurer que c’est cette même valeur qui serait prédite pour cette journée. Notre 
algorithme, comme expliqué dans le chapitre précédent, quand il détecte une différence 
entre le temps prédit pour une activité et le temps réel où elle s’est déroulée, il recalcule 
d’une autre façon les temps prédits pour toutes les activités qui se déroulent après elle. 
L’analyse des prédictions de l’activité Se réveiller, qui précède Utiliser toilette, montre 
que la seule journée qui a été mal prédite est la même, 24
ème
 journée. Le temps de début 
de l’activité Utiliser toilette serait donc recalculé en créant une nouvelle série temporelle 
composée de la différence entre les deux activités pour chaque journée. Les prédictions 
de la quatrième semaine de cette nouvelle série temporelle sont présentées au Graphe 5-7. 
 
Graphe 5-7. Prédiction des différences temporelles entre Se réveiller et Utiliser toilette 
Sachant que le temps réel où l’activité Se réveiller s’est déroulée à la 24ème journée est 
4546 et que la différence prédite entre les deux activités pour la même journée est 12.714, 
le nouveau temps prédit pour Utiliser toilette est : 
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TDPa = 4546 + 12.714 = 4558.71 ≈ 4559 
Pour évaluer les résultats des autres activités, Le Graphe 5-8 affiche le pourcentage des 
prédictions réussies pour chaque activité. 
 
Graphe 5-8. Pourcentage des prédictions par activité 
À partir de ce Graphe, nous pouvons voir que les temps de début prédits pour Se réveiller 
et Se laver les mains correspondaient parfaitement aux temps réels. Le résultat de Se 
réveiller est un peu attendu parce que l’étudiant utilisait un réveil et quittait son lit 
quelques minutes avant ou après. Pour Se laver les mains, le fait qu’elle suivait 
immédiatement Utiliser toilette a contribué à sa bonne prédiction puisqu’elle est souvent 
corrigée par la deuxième partie de notre algorithme. Les résultats de Prendre une douche 
n’étaient pas optimaux et c’est tout à fait justifiable parce qu’elle n'a pas été effectuée 
régulièrement. Le pire résultat fut pour Quitter maison qui n’a pas pu être prédite. 
La validation de cet algorithme a montré qu’il est plus efficace pour les activités 
menées assez régulièrement dont les futurs temps de début dépendent des anciennes 
valeurs ou des valeurs des activités qui la précèdent. Donc, il sera très efficace pour la 
majorité des AVQs visées par notre approche comme : Prendre médicament, Se nourrir, 
etc. 
 






































































5.3.3 Validation de la prédiction des temps d’activation des senseurs 
 
La première étape de notre approche consiste à créer les modèles d’activités qui 




max]… . L’avantage de créer des modèles de 
la sorte est que le prochain senseur est bien connu et même le temps de son activation est 
estimé. Par exemple, une fois le senseur S1 est activé, nous nous attendons à ce que le 
senseur S2 soit activé après tmin secondes ou au plus tard après tmax secondes.  
La deuxième étape de notre approche permet de reconnaître l’activité entamée. En 
d’autres termes, elle permet de spécifier quel modèle d’activité est en cours d’exécution 
parmi tous les modèles d’activités créés dans la première étape. Donc, dès que la 
personne assistée commence une activité, que nous arrivons à reconnaître, nous 
connaissons les prochaines étapes et les temps approximatifs de leurs déroulements. La 
question qui se pose maintenant est : comment détecter les erreurs de la personne assistée 
et quand est-ce que nous devons déclencher les effecteurs pour l’aider en lui indiquant la 
prochaine étape? 
Dans le chapitre précédent, nous avons répondu à cette question de trois manières 
différentes : 
 Signaler une erreur et envoyer le message d’aide quand le prochain senseur 
n’est pas activé avant la borne supérieure de son intervalle temporel du modèle 
d’activité reconnu (tmax). 
 Créer une série temporelle univariée composée des temps d’activation du 
senseur par apport au début de l’activité par jour. Ensuite, prédire son temps 






 Au lieu d’une série univariée, utiliser une série bivariée composée des temps 
d’activations du senseur en question et du senseur qui le précède. 
Pour comparer les trois méthodes, nous avons utilisé les trois premières semaines pour 
créer les séries temporelles et nous avons réservé les données de la quatrième semaine 
pour les tests. Les résultats pour toutes les activités, à l’exception de Quitter maison, 
étaient semblables à ceux de l’activité Préparer café présentés au Graphe 5-9.   
 
Graphe 5-9. Les temps réels et prédits des senseurs 
Le Graphe 5-9 montre la grande différence entre les temps réels d'activation des senseurs 
et les bornes supérieures des intervalles temporels des modèles d’activités. Notre 
recherche a été motivée par cette grande différence qui peut représenter la période de 
temps où le patient de la maladie d'Alzheimer a du mal à se souvenir de sa prochaine 
action. Afin de montrer l'énorme impact de cette grande différence entre les temps réels 
d'activation des senseurs et les bornes supérieures, supposons que la personne assistée 
avait besoin d'aide pour toutes les actions de Préparer café, cette activité sera effectuée 
en environ 5 heures au lieu de 6,5 minutes. En utilisant les séries univariées, les résultats 
des prédictions se sont nettement améliorés et la différence entre les temps réels 








Senseurs de Préparer café 
Temps d’activation réel 
Temps de la borne supérieure 
Prédiction par TS univariée 





ont été obtenues en utilisant les séries temporelles bivariées, ce qui prouve que les valeurs 
précédentes d’un senseur S1 aident dans la prédiction des futures valeurs du senseur qui le 
suit S2. Dans le domaine des séries temporelles multivariées, on dit que S1 Granger-
causes S2. 
Pour terminer la comparaison entre les trois méthodes, il faut signaler que pour 
l’exemple précédent, Préparer café ne prendrait que 48 minutes en utilisant des séries 
temporelles bivariées. Certes, il y a une grande amélioration, mais il reste encore du 
travail à faire pour se rapprocher du temps réel de l’activité qui est de 6,5 minutes. 
La prédiction des temps d’activations des senseurs est une tâche très importante pour la 
réussite de l’assistance technologique. Malheureusement, peu de recherches ont ciblé 
cette problématique. Il est vrai que notre méthode utilisant les séries temporelles 
multivariées améliore grandement les résultats obtenus et semble une solution efficace 
quand la personne assistée ne commet pas beaucoup d’erreurs, mais il est évident qu’il 
faut encore l’améliorer si nous voulons l’utiliser pour des patients de la maladie 
d’Alzheimer dans des états plus avancés. 
5.4 Conclusion 
 
Nous avons commencé ce chapitre par la description des différents choix matériels 
et logiciels qu’il faut faire lors de la conception d’une maison intelligente. Nous avons vu 
comment le choix des senseurs est dicté par le type d’assistance visé; par exemple une 
assistance non intrusive qui préserve l’intimité de la personne assistée évite les caméras 





justifier les différents choix technologiques installés au LIARA, notre maison intelligente 
utilisée pour les tests des différentes approches des étudiants et des chercheurs. 
Après avoir donné une idée détaillée sur le LIARA, nous avons décrit comment les 
expériences s’y sont déroulées en spécifiant que c’est un étudiant volontaire qui a simulé 
la procédure du réveil pendant 28 jours.  
La dernière partie de ce chapitre a été consacrée à la validation séparée de trois 
importantes étapes de notre approche. Nous avons constaté comment notre premier 
algorithme était capable de créer tous les modèles d’activités même s’il peut considérer 
des séquences hasardeuses comme des modèles d’activités. Les résultats de l’algorithme 
de la deuxième étape ont été plus que satisfaisants en arrivant à bien prédire les temps de 
début de 83% des activités et il a surtout montré son efficacité à prédire les AVQs visées 
par notre approche. En fin, les séries temporelles multivariées utilisées dans la troisième 
étape ont donné les meilleurs résultats dans la prédiction des temps d’activation des 
senseurs et ont prouvé qu’elles peuvent être utilisées quand la personne assistée ne 











6 Conclusion générale 
 
 
L’assistance des personnes âgées et ceux atteints de dysfonctionnements cognitifs 
comme les patients de la maladie d’Alzheimer présente un grand défi aux sociétés 
occidentales. L’assistance technologique est la solution envisageable pour remédier aux 
différents inconvénients de l’assistance traditionnelle. En effet, des agents ambiants 
peuvent être développés pour épauler les personnes aidantes dans leur travail, ce qui 
allégera les ressources humaines et financières des systèmes de santé de ces pays. 
L’émergence de plusieurs domaines, comme l’informatique ubiquitaire et l’intelligence 
artificielle, a rendu la conception d’une telle assistance possible. Des senseurs de petite 
taille capables d’effectuer des mesures très précises ont vu le jour et sont intégrés, d’une 
façon transparente, à la vie de tous les jours de l’utilisateur pour améliorer son quotidien. 
En même temps, des techniques capables de traiter d’énormes quantités de données, 
comme celles générées par les senseurs, ont été développées dont les techniques de la 
fouille de données. Plusieurs approches ont déjà été proposées pour répondre aux 
nombreux problèmes reliés aux différentes étapes de l’assistance technologique, surtout 






À la lumière de ces approches, nous avons proposé, au cours de cette thèse, une 
approche complète qui présente des solutions aux différentes étapes de l’assistance 
technologique. Notre approche a été inspirée de quelques lacunes observées dans 
différents travaux, surtout le travail réalisé au cours de mon mémoire de maitrise. Elle 
exploite essentiellement les données temporelles souvent ignorées par les autres 
approches malgré leur importance dans la reconnaissance d’activités et la détection 
d’erreurs. Elle utilise différentes techniques de la fouille de données temporelles ainsi que 
plusieurs modèles de prédiction des séries temporelles. Dans la suite de ce dernier 
chapitre, une révision des objectifs fixés au départ sera conduite, suivie d’une évaluation 
générale de notre approche montrant ses atouts, ses limitations connues ainsi que les 
prochaines améliorations prévues. 
6.1 Réalisation des objectifs fixés 
 
Pour arriver à concevoir une approche complète permettant l’assistance 
technologique des personnes atteintes de la maladie d’Alzheimer, qui est l’objectif ultime 
de ce travail, nous nous sommes imposé des objectifs intermédiaires cités à 
l’introduction.  
Le premier objectif visé consiste en une étude approfondie de la maladie 
d’Alzheimer pour nous permettre de proposer des solutions aux différentes erreurs que 
ses patients sont susceptibles de commettre. La lecture et l’analyse de plusieurs livres et 
publications sur cette maladie [10], [12], [13] nous ont permis d’adapter notre approche à 
certaines erreurs non considérées par la majorité des approches existantes, comme les 





détectées pour reconnaître l’activité entamée. Le problème avec les erreurs d’initiation 
c’est que l’agent-acteur n’est plus capable d’amorcer son activité. Donc, aucune action ne 
sera effectuée ni détectée, ce qui empêche ces approches de reconnaître l’activité et de 
l’assister. Une méthode de prédiction des temps de début des activités a été intégrée à 
notre approche dont un de ses objectifs est la réponse à ce genre d’erreurs. 
Le grand volume des données générées par les senseurs rend l’utilisation des 
techniques de la fouille de données quasiment indispensable. Notre deuxième objectif 
consistait donc à maitriser ces techniques afin de choisir parmi elles celles qui répondront 
le mieux aux différents problèmes rencontrés lors de la conception de notre approche. 
L’étude exhaustive des techniques de la fouille de données nous a permis de choisir 
l’algorithme C-means pour l’intégrer dans notre nouvel algorithme de création des 
modèles d’activités. Elle nous a permis aussi de comprendre les approches existantes de 
reconnaissance d’activités qui utilisent ces techniques. 
Notre troisième objectif consistait à effectuer un état de l’art sur les différents types 
d’approches de reconnaissance d’activités déjà existantes. La lecture et la compréhension 
d’un grand nombre de publications [7], [8], [14], [29] destinées à différentes catégories 
de reconnaissance d’activités comme les approches basées sur la vision, sur les senseurs 
portables, sur les objets, les approches supervisées et non supervisées et les approches en 
ligne et hors ligne, nous a permis de bien situer notre travail et de le perfectionner en 
profitant des avantages et en évitant les inconvénients des autres approches étudiées. Elle 
nous a permis aussi  d’éviter de développer une approche déjà existante sans apporter une 





Le quatrième objectif visait la création d’une nouvelle approche pour l’assistance 
technologique conçue à la lumière des étapes précédentes. Notre approche, expliquée au 
chapitre 4, est une approche à l’insu, basée sur les objets, hors-ligne et non supervisée. 
Elle travaille directement sur les données générées par les senseurs. Le grand volume de 
ces données représentait le premier problème que nous avons rencontré. La solution que 
nous avons proposée consiste à commencer notre approche par une étape de réduction de 
données en ne considérant que les senseurs activés ainsi que leurs temps d’activation au 
lieu de toutes les mesures de tous les senseurs. Ensuite, nous avons divisé le processus de 
reconnaissance d’activités en trois étapes; la création des modèles d’activités, la réduction 
du nombre d’hypothèses et la recherche de l’activité entamée. Pour la création des 
modèles d’activités, nous avons développé un nouvel algorithme capable d’extraire les 
sous-séquences fréquentes et homogènes, qui représentent les modèles d’activités, à partir 
des données transformées. Il faut noter que les modèles d’activités créés par cet 
algorithme comportent l’estimation du temps habituel entre deux senseurs adjacents 
représentée sous forme d’intervalles temporels. Pour la réduction du nombre 
d’hypothèses, nous avons utilisé le modèle ARIMA des séries temporelles pour prédire le 
temps de début de chaque modèle d’activité en fonction du jour de la semaine. Ces 
prédictions nous ont permis de définir l’activité la plus probable (utilisée pour répondre 
aux problèmes d’initiation et celui de l’équiprobabilité) et de rechercher l’activité 
entamée parmi un sous ensemble limité de modèles d’activités sélectionnés selon leurs 
distances du temps de reconnaissance (réponds au problème du nombre d’hypothèses). 
Pour la recherche de l’activité entamée, nous avons programmé un réseau bayésien, 





déterminées selon les distances entre les temps de début prédits et le temps de 
reconnaissance. Ces probabilités sont par la suite mise à jour selon l’appartenance des 
récents senseurs activés aux modèles d’activités. La dernière étape de notre approche 
consiste à détecter les erreurs éventuelles. La solution proposée dans cette approche 
consiste à utiliser le modèle VAR des séries temporelles pour prédire les temps 
d’activations des senseurs qui composent l’activité reconnue et de déclencher une erreur 
quand le temps courant dépasse le temps d’activation d’un senseur sans qu’il soit activé. 
  Notre dernier objectif visé consiste à valider notre approche dans un contexte réel 
d’assistance. Nous avons donc effectué nos expériences au LIARA où une centaine de 
senseurs y sont installés. Avec l’impossibilité d’observer une personne atteinte de la 
maladie d’Alzheimer pour une assez longue période au sein du LIARA, nous avons 
simulé, pendant 28 jours, la procédure du réveil qui comporte six activités : Se réveiller, 
Utiliser toilette, Se laver les mains, Prendre une douche, Préparer le café et Quitter la 
maison. Les résultats étaient satisfaisants et nous ont permis de déterminer les points forts 
et les faiblesses de notre approche.           
Il faut signaler que les différentes étapes de notre approche ont fait l’objet de 
plusieurs publications [19], [35], [38] et que l’approche complète a été publiée dans le 
fameux journal Springer de l’intelligence ambiante et l’informatique humanisée 
"Ambient Intelligence and Humanized Computing" (AIHC) [9]. 
6.2 Les apports de notre approche 
 
Notre approche proposée dans cette thèse comporte plusieurs apports intéressants, 





domaine de l’extraction des motifs fréquents. En effet, le nouvel algorithme que nous 
avons développé pour la création des modèles d’activités appartient à ce dernier domaine 
et peut être utilisé pour découvrir des sous-séquences fréquentes et fermées où l’ordre des 
éléments est parfaitement respecté. De plus, nous avons volontairement divisé cet 
algorithme en deux parties. La première partie permet de transformer une base de 
données temporelle en une base de données non temporelle avec la possibilité d’extraire 
les informations temporelles pertinentes par la suite. Cette première partie permet donc 
aux différents algorithmes qui ne considèrent pas les données temporelles de travailler sur 
des bases de données temporelles.  
En ce qui concerne le domaine de la reconnaissance d’activités, cet algorithme a la 
spécificité de travailler sur une base de données de dimensionnalité très réduite comparée 
à la base de données originale utilisée par les autres approches comme celle d’Ordonez et 
al. [8]. Effectivement, en ne considérant que les senseurs activés et leurs temps 
d’activation, les données sont considérablement réduites sans perdre des informations 
pertinentes. Un autre apport très intéressant de cet algorithme est qu’il est le seul, à notre 
connaissance, qui crée des modèles d’activités comportant une estimation du temps 
habituel entre deux senseurs adjacents, ce qui aide grandement lors de l’étape de 
détection d’erreurs. 
La réduction du nombre d’hypothèses est un problème majeur dans la 
reconnaissance d’activité, mais peu de recherches ont proposé une réelle solution à ce 
problème. Dans notre approche, ce problème est considéré comme la problématique de la 
recherche et nous lui avons proposé une solution basée sur des contraintes temporelles. 





modèles d’activités dans le temps. Ces temps prédits sont ensuite utilisés pour 
discriminer les modèles peu probables d’être effectués au moment de la reconnaissance.  
La prédiction des temps de début des modèles d’activités a été utilisée, dans notre 
approche, pour répondre à un autre problème plus particulier causé par les erreurs 
d’initiations qui empêchent l’agent acteur d’amorcer son activité et d’activer les senseurs 
adéquats. Sans l’activation des senseurs, l’activité ne peut pas être reconnue. Dans ce cas, 
seuls les temps prédits sont utilisés pour reconnaître l’activité qui doit être entamée. 
Le dernier apport de notre approche est la prédiction des temps d’activations des 
senseurs qui composent l’activité reconnue. Cette prédiction améliore nettement la 
détection d’erreurs et permet à l’agent ambiant d’envoyer les messages d’aides au 
moment opportun. 
6.3 Les limitations connues de notre approche             
 
Bien que l’approche proposée a répondu à tous les objectifs fixés au départ et les 
résultats de chacune de ses étapes ont été satisfaisants, nous sommes conscients qu’elle 
souffre de quelques limitations et que des améliorations s’imposent pour qu’elle soit 
efficace dans le cadre d’une assistance réelle. La première limitation vient du fait que 
nous avons visé dès le départ de n’exploiter que les données temporelles. Certes, elles 
nous ont permis de capturer quelques habitudes importantes qui reflètent le 
comportement normal de la personne observée, comme les temps de début et le temps 
entre chaque deux actions successives de ses différentes activités, mais l’utilisation 
d’autres contraintes est indispensable pour capturer d’autres aspects de son comportement 





se déroulent d’habitude. De telles informations peuvent être utilisées, par exemple, dans 
la réduction du nombre d’hypothèses en considérant juste les activités qui se déroulent 
dans l’emplacement de l’agent-acteur. 
Une deuxième limitation de notre approche vient du fait que c’est une approche 
hors-ligne. Il est vrai que nous avons prévu d’exécuter notre algorithme de création des 
modèles d’activités chaque mois pour prendre en considération les changements 
d’habitudes de l’agent-acteur, mais pendant ce mois, tout changement d’habitudes sera 
considéré comme une erreur où augmentera le temps d’exécution de notre approche. Par 
exemple, si la personne observée décide de ne plus prendre sa douche le matin, cette 
activité sera toujours considérée dans le réseau bayésien de recherche de l’activité 
entamée qui se crée le matin et l’agent-acteur recevra des messages l’incitant à effectuer 
cette activité tous les matins jusqu’à la prochaine création des nouveaux modèles 
d’activités. 
La dernière limitation connue de notre approche se manifeste quand les techniques 
des séries temporelles sont incapables de prédire les temps de début de l’activité entamée. 
Dans ce cas, le système de réduction du nombre d’hypothèses ne fait que ralentir la 
reconnaissance d’activités parce que le réseau bayésien créé ne contiendra jamais 
l’activité recherchée. Il faut noter qu’il existe des activités qui doivent être incluses dans 
tous les réseaux bayésiens parce qu’elles peuvent être effectuées à n’importe quel 







6.4 Les développements futurs 
 
Avant de détailler les prochains développements envisagés pour notre approche, 
nous pensons qu’il serait intéressant de la tester dans le cadre d’une assistance réelle des 
personnes atteintes de la maladie d’Alzheimer. Une telle expérience nous aidera à 
constater l’ampleur des limitations citées à la section précédente et nous fera, sans doute,  
découvrir d’autres limitations auxquelles nous n’avons pas pensé. Elle nous permettra 
aussi de mettre le doigt sur les modifications à apporter à notre approche et nous guidera 
à définir les développements nécessaires.  
Pour l’instant, un des développements qui nous semble essentiel concerne la 
détection des erreurs après la reconnaissance de l’activité entamée. Il est vrai que notre 
style de vie et nos habitudes font en sorte qu’on se crée des routines pour effectuer nos 
activités, surtout pour les AVQs. Cela n’empêche pas que, de temps en temps, on puisse 
effectuer une activité de manières différentes. Par exemple, pour l’activité Se réveiller, la 
plupart du temps, on va arrêter le réveil puis quitter le lit, mais ça peut arriver qu’on 
quitte le lit d’abord et après on arrête le réveil. Cette remarque ne pose pas de problème 
pour la création des modèles d’activités parce que la façon routinière d’effectuer l’activité 
la rendra toujours fréquente (ça dépend évidemment de la valeur de la fréquence 
minimale choisie). Par contre, des erreurs seront signalées chaque fois que l’agent 
effectue l’activité d’une manière différente. Pour remédier à ce problème, un système de 
détection d’erreurs plus sophistiqué doit être développé. Ce système doit effectuer des 
tests plus avancés avant d’inférer qu’une erreur s’est produite. Un de ces tests auquel on 





senseur de l’activité reconnue, mais il lui appartient quand même, aucune erreur ne sera 
signalée. 
Le nouveau système de détection d’erreurs pourra même proposer une solution au 
problème des activités entrecroisées avec quelques modifications au système de 
reconnaissance d’activités. Effectivement, avec les deux systèmes actuels, quand l’agent-
acteur essaie d’effectuer plus qu’une activité en même temps, toute activation d’un 
senseur différent du prochain senseur dans l’activité reconnue sera signalée comme 
erreur. Le système de reconnaissance d’activités doit donc permettre la reconnaissance de 
plus qu’une activité et le système de détection d’erreurs doit effectuer des tests plus 
complexes pour prédire le prochain senseur qui sera activé parmi les senseurs de toutes 
les activités reconnues. 
6.5 Bilan personnel sur cette recherche 
 
Comme conclusion finale, j'aimerai bien parler de cette expérience intéressante de 
mener un projet de recherche. Certes, mon investissement dans ce travail fastidieux m'a 
coûté beaucoup d'efforts et de temps; mais l'expérience et les connaissances acquises en 
valaient bien la peine. La participation à ce projet m'a permis de me familiariser avec le 
domaine de la reconnaissance d'activités au sein d’un habitat intelligent ainsi qu'avec le 
domaine émergeant de la fouille de données. Elle m'a permis également d'assister à la 
naissance et au développement du LIARA et faire partie de sa formidable équipe. Tout au 
long de cette recherche, j’ai pu développer mes habiletés communicationnelles et 
contribuer modestement dans mon domaine de recherche en présentant mes publications 
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Les senseurs du LIARA 
 
TP* Tapis de pression  
MV* Détecteur de mouvement 
LD* Capteur de lumière 
DB* Écoulement d’eau 
CA* Capteur électromagnétique posé sur une armoire 
CB* Capteur électromagnétique posé sur un tiroir 
CP* Capteur électromagnétique posé sur une porte 








Les séries temporelles 
 
Les données obtenues d’observations collectées séquentiellement dans le temps 
sont extrêmement courantes. Nous observons les précipitations annuellement, la 
température quotidiennement, les indices de prix mensuellement, les activités cardiaques 
chaque milliseconde, l’abondance d’une espèce animale annuellement, etc. Presque dans 
tous les domaines des séries temporelles sont enregistrées. Analyser ce type de données 
temporelles nous aide à comprendre le passé et d’expliquer certaines variations 
observées, de prédire le futur et d’étudier les liens avec d’autres séries. 
Définition 
Une série temporelle (ou chronologique) est la suite d’observations d’une famille 
de variables aléatoires réelles notées (𝑋𝑡) ∈ 𝜃  où l’ensemble 𝜃 est appelé espace de 
temps qui peut être discret; 𝜃 ⊂ 𝑍 ou continu; 𝜃 ⊂ 𝑅 [18]. 
Composantes d’une série temporelle 
Généralement, une série temporelle (𝑋𝑡) est la résultante des trois composantes 
fondamentales suivantes : 
 La tendance (𝑍𝑡) représente l’évolution à long terme de la série étudiée. Elle 





 La saisonnalité ou composante saisonnière (𝑆𝑡) qui correspond à un phénomène 
qui se répète à intervalles de temps réguliers (périodiques); 
 Le bruit ou la composante résiduelle (𝜀𝑡) qui correspond à des fluctuations 
irrégulières, en général de faible intensité, mais de nature aléatoire. 
D’autres composantes peuvent être remarquées dans une série temporelle, mais elles sont 
moins importantes à étudier et plus difficiles à prédire comme les phénomènes 
accidentels ou les phénomènes cycliques qui sont des phénomènes qui se répètent, mais 
contrairement à la saisonnalité, ils se répètent sur des durées qui ne sont pas fixes et 
généralement plus longues. 
Modélisation d’une TS 
Un modèle est une image simplifiée de la réalité qui vise à traduire les 
mécanismes de fonctionnement du phénomène étudié et permet de mieux les comprendre, 
en supposant que la série est régie par une certaine fonction. On distingue principalement 
deux types de modèles : les modèles déterministes et les modèles stochastiques. 
 Les modèles déterministes 
Les modèles déterministes supposent que l’observation de la série à la date 𝑡 est 
une fonction du temps 𝑡 et d’une variable 𝜀𝑡 centrée faisant office d’erreur au modèle et 
représentant la différence entre la réalité et le modèle proposé : 𝑋𝑡 = 𝐹(𝑡, 𝜀𝑡). De plus, 𝜀𝑡 
est supposée être dé-corrélée (on ne peut pas exprimer une de ses valeurs en fonction des 






o Le modèle additif : la variable 𝑋𝑡 s’écrit comme la somme de trois termes : 
𝑋𝑡 = 𝑍𝑡 + 𝑆𝑡 + 𝜀𝑡 
où 𝑍𝑡 représente la tendance (déterministe), 𝑆𝑡 la saisonnalité (déterministe aussi) 
et 𝜀𝑡 les composantes aléatoires dé-corrélées. 
o Le modèle multiplicatif : la variable 𝑋𝑡 s’écrit comme le produit de la 
tendance et d’une composante de saisonnalité : 
𝑋𝑡 = 𝑍𝑡(1 + 𝑆𝑡)(1 + 𝜀𝑡) 
 Les modèles stochastiques 
Les modèles stochastiques sont du même type que les modèles déterministes sauf 
que les variables de bruit 𝜀𝑡 possèdent une structure de corrélation non nulle. 𝜀𝑡 est une 
fonction des valeurs passées (plus ou moins lointaines suivant le modèle) et d’un terme 
d’erreur 𝜂𝑡:  
𝜀𝑡 = 𝐺(𝜀𝑡 − 1, 𝜀𝑡 − 2,… , 𝜂𝑡) 
où 𝜂𝑡 est un bruit blanc. C’est-à-dire une variable aléatoire de moyenne nulle non 
corrélée. 
Il existe plusieurs méthodes pour décider du type du modèle à utiliser. La méthode 
analytique consiste à calculer les moyennes et les écarts-types de chacune des périodes 
considérées, puis de trouver la droite des moindres carrés 𝜎 = 𝑎?̅? + 𝑏. Si 𝑎 est nul, c’est 





Pour expliquer les termes statistiques que nous venons d’utiliser et bien d’autres 
nécessaires à la compréhension de la suite de l’annexe, nous présentons les définitions 
suivantes : 








𝑘=1   
La variance   : 𝑉(𝑋) =  
1
𝑛
 ∑ (𝑋𝑘 − ?̅?)
2𝑛
𝑘=1  
L’écart type   : 𝜎(𝑋) =  √𝑉(𝑋) 
La covariance   : 𝑐𝑜𝑣(𝑋, 𝑌) =  
1
𝑛
 ∑ (𝑋𝑘 − ?̅?)
𝑛
𝑘=1 (𝑌𝑘 − ?̅?) 
L’autocovariance  : 𝑌𝑋(𝑡 + ℎ, 𝑡) =  𝑐𝑜𝑣(𝑋𝑡+ℎ, 𝑋𝑡) 





La stationnarité est la propriété qui indique si la série temporelle évolue dans le 
temps ou non. Si la TS n’évolue pas dans le temps, c’est-à-dire que les observations 
successives de la série sont identiquement distribuées, mais pas nécessairement 
indépendantes, elle est stationnaire. En d’autres termes, une TS est stationnaire si sa 
moyenne, sa variance et son autocorrélation ne changent pas au cours du temps. 
Différentiation d’une TS 
On appelle différence d’ordre 1 de la série X𝑡 les quantités : ΔX𝑡  =  X𝑡  −  X𝑡−1 
qui peut s’écrire aussi : 𝛥𝑋𝑡  = (1 − 𝐵)𝑋𝑡 où 𝐵 est l’opérateur de retard (noté aussi L 






 Un modèle autorégressif, 𝐴𝑅(𝑝)  est une fonction linéaire où la série Y𝑡 (au temps 
t) s’exprime par la combinaison "linéaire" de ses 𝑝 précédentes valeurs. Il répond à 
l’équation : 
Y𝑡 = α + φ1Yt−1  +  φ2Yt−2 +⋯+φ𝑝Yt−p + ε𝑡 
où, α est une constante, φ1, φ2, ….. , φ𝑝 sont les coefficients autorégressifs et ε𝑡 est 
l’erreur aléatoire observée au temps 𝑡.  
Modèle de Moyenne Mobile 
Un modèle de moyenne mobile 𝑀𝐴(𝑞) est une fonction linéaire où les valeurs de 
la série Y𝑡 s’expriment par la combinaison "linéaire" des 𝑞 erreurs aléatoires précédentes. 
Un modèle 𝑀𝐴(𝑞) répond à l’équation :  
𝑌𝑡 = 𝛼 − 𝜃1𝜀𝑡−1 − 𝜃2𝜀𝑡−2 −⋯− 𝜃𝑞𝜀𝑡−𝑞 + 𝜀𝑡 
Où, α est une constante, 𝜃1, 𝜃2, …, 𝜃𝑞 sont les paramètres de moyenne mobile, 𝜀𝑡−1, 
𝜀𝑡−2,…, 𝜀𝑡−𝑞 sont les 𝑞 valeurs d’erreurs précédentes et 𝜀𝑡 est un terme d’erreur aléatoire 
qui entache l’essai au temps 𝑡.  
ARIMA 
Les modèles ARIMA, acronyme de AutoRegressive Integrated Moving-Average 
qui sont aussi appelés modèles de Box et Jenkins, sont essentiellement utilisés à des fins 
de prévision des valeurs futures, de détermination des valeurs manquantes dans une série 





en fonction de la notation (𝑝, 𝑑, 𝑞) où 𝑝 est l’ordre de termes autorégressif, 𝑑 représente 
l’ordre de différenciation et 𝑞 est l’ordre de la moyenne mobile. 
L’analyse des séries temporelles par les modèles ARIMA repose sur trois étapes: 
l’identification, la détermination et la vérification. La première étape de l’analyse 
consiste à identifier le modèle ARIMA qui pourrait générer la série temporelle étudiée en 
estimant les paramètres 𝑑, 𝑝 et 𝑞. La seconde étape d’estimation consiste à déterminer les 
coefficients des termes de l’équation. Enfin, la troisième étape, celle de la vérification 
consiste à contrôler le degré d’ajustement du modèle ARIMA à la série étudiée. 
L’étape d’identification des modèles ARIMA repose sur deux outils : les fonctions 
d’autocorrélations (ACF) et les fonctions d’autocorrélations partielles (PACF). L’étude 
des ACF et PACF permet de mettre en évidence l’existence d’une relation interessais. 
Précisément, c’est la présence d’autocorrélations et d’autocorrélations partielles 
significatives qui apparaissent sous la forme de pics dans les graphes des ACF et PACF 
qui la révèle. 
 Une ACF met en évidence le degré de corrélation de la série avec elle-même en 
fonction de l’accroissement du décalage (lag h) à pas de 1. Son étude est 
essentielle à la détermination du nombre de termes de différenciation I(d) et de 
moyenne mobile MA(q); 
 La PACF met en évidence le degré de corrélation entre deux valeurs "espacées" 
d’un décalage (lag h) alors que les valeurs intermédiaires sont contrôlées. La 
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