Abstract-We study the problem of controlling multiple 2-D directional sensors while maximizing an objective function based on the information gain corresponding to multiple target locations. We assume a joint prior Gaussian distribution for the target locations. A sensor generates a (noisy) measurement of a target only if the target lies within the field-of-view of the sensor, where the statistical properties of the measurement error depend on the location of the target with respect to the sensor and direction of the sensor. The measurements from the sensors are fused to form global estimates of target locations. This problem is combinatorial in nature-the computation time increases exponentially with the number of sensors. We develop heuristic methods to solve the problem approximately, and provide analytical results on performance guarantees. We then improve the performance of our heuristic approaches by applying an approximate dynamic programming approach called rollout. In addition, we address a variant of the above problem, where the goal is to map the sensors to the targets while maximizing the abovementioned objective function. This mapping problem also turns out to be combinatorial in nature, so we extend one of the above heuristics to solve this mapping problem approximately. We compare the performance of these heuristic approaches analytically and empirically.
This problem is combinatorial in nature-the computation time increases exponentially with the number of sensors. We develop heuristic methods to solve the problem approximately, and provide analytical results on performance guarantees. We then improve the performance of our heuristic approaches by applying an approximate dynamic programming approach called rollout. In addition, we address a variant of the above problem, where the goal is to map the sensors to the targets while maximizing the abovementioned objective function. This mapping problem also turns out to be combinatorial in nature, so we extend one of the above heuristics to solve this mapping problem approximately. We compare the performance of these heuristic approaches analytically and empirically.
Index Terms-Directional sensor control, maximizing information gain, rollout on heuristics, mapping sensors to targets.
I. INTRODUCTION

D
IRECTIONAL sensors constitute a class of sensors that have a limited field-of-view, e.g., surveillance cameras, phased-array antennas, infrared sensors, and ultrasound sensors. The methods to control the directions of these sensors are gaining importance owing to a wide range of applications, including surveillance, detection, and tracking. In this study, we develop tractable solutions to the problem of assigning directions to multiple 2-D directional sensors to maximize the information gain corresponding to multiple target locations. Directional sensor control has been studied before in various contexts [2] - [5] ; a general survey of this topic can be Manuscript received May 3, 2014; accepted July 8, 2014 . Date of publication July 25, 2014; date of current version November 7, 2014 . This work was supported by the Naval Post-Graduate School Assistance, Grant/Agreement N00244-14-1-0038 through the NAVSUP Fleet Logistics Center San Diego (NAVSUP FLC San Diego). The work of S. Ragi found in [6] , where the focus is on coverage issues in directional sensor networks.
In this study, we assume a joint prior Gaussian distribution for the target locations, and we assume that the sensor locations are known exactly. A directional sensor has a limited field-of-view (FOV), where the area sensed by the sensor is given by a sector in a circular region around the sensor as depicted in Figure 1 . The direction of the FOV of a sensor can be changed by appropriately changing the direction of the sensor. The direction of a sensor can take several discrete values in the interval [0, 2π). A directional sensor generates a measurement of a target if and only if the target lies within the FOV of the sensor. We assume that there is a notional fusion center, which collects the measurements from each sensor, and fuses them to form global estimates of target locations.
The objective is to assign a direction to each sensor while maximizing an objective function based on the information gain corresponding to target locations. This problem is hard to solve exactly because of its combinatorial nature-the computation time increases exponentially with the number of sensors. In this study, we develop heuristic approaches that are tractable, and provide bounds on the optimal information gain. We apply rollout on these heuristic approaches (as in [7] ) via a dynamic programming formulation [8] to improve the performance of our heuristics with respect to the above objective function.
We then address the above problem using a different formulation, where the objective is to find a mapping of sensors to targets while maximizing the above-mentioned objective function. This problem is also combinatorial in nature, so we extend one of the heuristic approaches, developed for the previous formulation, to solve the mapping problem approximately.
Section II provides a detailed description of the problem. In Section III, we discuss various heuristic approaches to solve the above problem approximately, and we discuss natural sufficient conditions on objective functions that lead to provable guaranteed performance for our heuristics. However, we show via counterexamples that our objective function does not satisfy these sufficient conditions, suggesting that the nature of the problem is highly nontrivial. Sections IV and V provide simulation results and concluding remarks respectively.
Parts of a preliminary version of this paper were published in the proceedings of 2013 SPIE Optics + Photonics Symposium [1] . This paper differs from the conference version in the following ways: 1) we address our directional sensor control problem via a new formulation, where we map sensors to targets while maximizing an objective function, and identify that this mapping problem is combinatorial in nature, 2) we extend a heuristic approach, published in the conference version, to solve our mapping problem approximately, 3) we provide analytical results comparing the performance of our heuristics under certain sufficient conditions on the objective function, and 4) we show via counterexamples that our objective function does not satisfy these sufficient conditions, which proves that our objective function possesses highly nontrivial features that elude currently known analytical machinery. Figure 1 , where r and α are the radial and angular sensing ranges of the sensor respectively. Because our focus is on solution methods for the problem of controlling directional sensors, rather than on detailed sensor modeling, we adopt a simple 2-D sensing model as shown in Figure 1 . The 2-D conical field-of-view model in Figure 1 is an appropriate approximation to the sensing behavior of many directional sensors, including surveillance cameras [9] and phased arrays [10] . In the case of surveillance cameras, the limited radial range in our sensing model is well justified by the constraint that the camera cannot detect the presence of targets up to a given maximum size located outside a certain range from the camera, when the size of the target image is smaller than a single pixel.
II. PROBLEM SPECIFICATION
Measurement Errors: Each sensor generates a 2-D position measurement of a target only if the target lies within the FOV of the sensor. These measurements are corrupted by random errors that depend on the relative location of the target with respect to the sensor and the direction of the sensor.
Algorithm 1 Approximate Posterior Distribution
The measurement of the j th target at the i th sensor is given by
if target lies within FOV of sensor, no measurement otherwise,
H is an observation model, and Z(·) is the measurement error-covariance matrix, which depends on the direction of the sensor and the locations of the target and the sensor.
Fusion: The observations obtained from the sensors are fused to form a global estimate for each target. Let
. . , N, be the prior distributions (Gaussian) of the target-locations. Given the observations and the prior distributions, we evaluate the posterior distribution of the target-locations by fusing the observations. The target observations are not Gaussian; the evaluation of the true Bayesian posterior distribution is not tractable. Therefore, we approximate the posterior distribution of j th target as N (ξ j , P j ), j = 1, . . . , N, where ξ j and P j are evaluated according to Algorithm 1, where z i j is the observation generated at sensor i .
Objective: The objective is to compute u, i.e., the directions for the sensors, such that the following objective function (based on information gain) is maximized:
where the expectation is over the prior joint-distribution of target locations, and P j is the posterior distribution of the j th target, which is evaluated using Algorithm 1 given the locations of the targets-these target locations are used only to check if the targets fall within the FOV of the sensors.
Information theory provides a way of quantifying the amount of signal-related information that can be extracted from a measurement. This theory also provides tools for assessing the fundamental limitations of different measurement systems in achieving objectives such as detection and tracking, and these fundamental limits can be related to the amount of information gain associated with a specific measurement method. This motivated us to choose an information-theoretic objective function (see [11] for more arguments on behalf of using an information-theoretic objective function).
Optimal Solution: The optimal directions for the sensors are given by u * = arg max
where
and P j (u), j = 1, . . . , N, are evaluated according to Algorithm 1 given the control vector u. We approximate the expectation by a Monte Carlo method. Specifically, we generate several samples from the joint prior distribution of the target locations, and we compute the average (over the samples) objective function value for a given control action. The above problem is a combinatorial optimization problem, where the computational time required to find the optimal solution is O(K M ). Since the computational time increases exponentially with the number of sensors M, we are interested in deriving tractable heuristic methods that are polynomial with respect to the number of sensors.
III. APPROXIMATE SOLUTIONS
A. Continuous Optimization
We obtain an upper bound on the optimal objective function value by "relaxing" the discrete property of our problem and solving its continuous version. The continuous version of our combinatorial optimization problem is stated as follows:
The optimal objective function value stands as an upper bound to the optimal objective function value of our original problem. The solution to the above problem can be obtained via a nonlinear programming (NLP) solver. Specifically, we adopt the simulated annealing algorithm to solve the above problem.
In the following subsection, we present several heuristic approaches to solve our problem approximately. The solutions of these heuristics provide a lower bound on the optimal objective function value (discussed later). Because it is hard to compute the optimal objective function value, we use the upper bound above on the optimal objective function value, i.e., the solution from the above-mentioned continuous optimization approach, to see how close the heuristics are to the optimal.
B. Heuristic Approaches
Let u = (u 1 , u 2 , . . . , u M ) represent a solution to our problem. The optimal solution is given by
As we discussed earlier, the computation complexity to obtain the optimal solution through (1) is O(K M ), which is exponential in the number of sensors M. So, we are interested in developing heuristic approaches that are polynomial in the number of sensors.
The following algorithm, called H 1 , generates the solution
where Ø at any j th location in the solution u = (u 1 , . . . , u M ), i.e., u j replaced by Ø, means that the senor j is ignored while computing the objective function (as if the sensor j does not generate any observations and does not influence the objective function). Therefore, the algorithm H 1 generates an approximate solution u mutation of (1, . . . , M) . This algorithm is evaluated stepwise, with a total of M steps. At each step, a sensor is assigned a direction, and this assignment is fixed for the rest of the steps, as described below.
1) In the first step, for each sensor i , we associate a direction that maximizes the objective function that depends only on the direction of sensor i , i.e., we ignore the rest of the sensors when we are associating a direction to the sensor i . Let p 1 andû p 1 be the sensor and its associated direction respectively that gives the maximum objective function value among all the associations. Now, we assign directionû p 1 to sensor p 1 , and this assignment is fixed for the rest of the steps in the algorithm. 2) In the kth step, we associate a direction to each sensor Note that the algorithm H 1 requires an ordering among the sensors, and the objective function value from H 1 depends on this order. But the objective function value from H 2 is independent of the ordering of sensors as H 2 does not require any ordering among the sensors.
C. Rollout on a Heuristic Approach
Given a heuristic approach that solves a combinatorial optimization problem step-wise like our H 1 , the authors of [7] have utilized dynamic programming formulation [8] to improve the performance of the heuristic. Specifically, they use an approximate dynamic programming approach called rollout to improve the performance of the given heuristic. We adopt a similar technique, and apply rollout on our heuristics to improve their performance (with respect to the objective function value).
We can obtain the exact optimal solution (step-wise) using the dynamic programming [8] (u 1 , . . . , u k ) be the optimal value-to-go (see [7] for details) starting from the k-solution, which is the optimal terminal reward given that (u 1 , . . . , u k ) are already assigned to the sensors 1, . . . , k. The optimal solution to our problem (u * 1 , u * 2 , . . . , u * M ) can be obtained from the following equations:
In general, the optimal value-to-go J * (·) is hard to obtain, which is in fact true for our problem. For practical purposes, J * (·) is replaced with a heuristic value-to-goJ (·), which is usually easy to obtain. Let H be any heuristic algorithm, which generates the path of states (ī 1 ,ī 2 , . . . ,ī M ), whereī k = (ū 1 , . . . ,ū k ). LetJ (ī k ) represent the heuristic value-to-go starting from the k-solutionī k = (ū 1 , . . . ,ū k ), from the algorithm H, i.e., we use H to evaluate the value-togo. The value-to-go from the algorithm H is equal to the terminal reward obtained from the algorithm H, i.e.,J (ī k ) = R(ū 1 ,ū 2 , . . . ,ū M ). Therefore, the following is true:J (ī 1 ) =J (ī 2 ) = · · · =J (ī M ). We use this heuristic value-to-go in (3) to find an approximate solution to our problem. We call this approximation algorithm "Rollout on H" (RH in short; the same notation was used in [7] ) due to its structure, which is similar to an approximate dynamic programming approach called rollout. The RH algorithm starts with the original dummy state, and generates the path (i 1 , i 2 , . . . , i M ) according to the following equation:
where, i k−1 = (u 1 , . . . , u k−1 ), and
The following lemma is adapted from [7] . For completeness, we provide its proof. 2 ). Let i 2 be the solution obtained from the second step of RH, i.e.,
Therefore,J (i 2 ) ≥J (i 1 ). We can extend this argument for the rest of the steps in RH, which proves the resultJ
The authors of [7] have argued that rollout on a heuristic performs no worse than the heuristic in a different context. We will now extend this argument to our problem and prove that RH outperforms H. 
is the path generated by RH, and since
the following is true:
. Therefore, from the above result and Lemma 1, we can obtain the following result:
The above result proves that applying rollout on a heuristic approach guarantees to improve the performance of the heuristic with respect to any objective function. The above rollout approach can be viewed as a one-step lookahead approach (or simply one-step rollout), as we optimize, at every stage, the control for the current step by maximizing the value-to-go given the control for the current step. At the expense of increased computational burden, we can further improve the solution from the above rollout by the following approach: optimize the controls for the current and the next steps combined (i.e., for two steps) by maximizing the valueto-go given the controls for the current and the next steps. This can be viewed as a two-step rollout. Similarly, we can generalize this to an m-step rollout; however as m increases, the computational requirement also increases. When m = M, the rollout approach finds the exact optimal solution by exhaustively searching through all possible directions, with computational complexity O(K M ) as in the case of (1).
D. Mapping of Sensors to Targets
In this subsection, our problem formulation differs from the formulation in the previous section. Here, our goal is to map the sensors to the targets while maximizing the objective function defined in the previous subsection. Mapping a sensor to a target gives rise to an assignment of a specific direction to the sensor via the following procedure: a direction that minimizes the angular difference between the direction of the sensor and the direction of the mean of the target's a priori distribution with respect to the sensor's location. Essentially, we are again evaluating the directions for sensors, as in the previous subsections, although indirectly via evaluating a mapping from the set of sensors to the set of targets. The motivation behind formulating this mapping problem is that if the number of targets is less than the number of directions a sensor can take, then the set of feasible solutions is smaller for this new formulation of the problem.
The above mapping problem is also a combinatorial optimization problem, where the computational complexity is now O(N M ), where N is the number of targets and M is the number of sensors. Therefore, we can simply use the heuristic approaches developed in the previous section to solve the current problem, where the set of controls for each sensor now is the set of targets, in contrast to sensor directions being controls in the previous problem. For a given mapping from sensors to targets, we compute the objective function value as described in (2) given the directions of sensors, which are indirectly obtained from a given mapping of sensors to targets.
Let us extend the heuristic algorithm H 1 from the previous section to solve the above problem, and let this new heuristic algorithm be called MH 1 (short for mapping heuristic). In these heuristics, as discussed before, we evaluate directions to sensors stage-wise, i.e., assign a direction to the first sensor, then to the second sensor, and so on. Let u k be the direction assigned to the kth sensor at stage k. Let
be the set of all possible stage-wise controls, where (u 1 , . . . , u k ) at kth stage are the assigned directions to sensors 1, . . . , k respectively. We can notice that the objective function in heuristic algorithm H 1 is defined on the set U .
At this point, it would be interesting to ask if we can provide performance guarantees for H 1 over MH 1 . Naturally, such a result would necessitate imposing appropriate restrictions on the objective function. In the following, we will explore what seems to be a reasonable such restriction, based on which we will prove that under such a restriction H 1 outperforms MH 1 . However, as we will see later, our problem is sufficiently nontrivial as to frustrate even a reasonable sufficient condition.
To proceed with this investigation, we now provide a definition of a reasonable sufficient condition under which a provable performance guarantee can be achieved.
Definition 1: Given any function R : U → R, and for every pair of elements in U of the form (û 1 , . . . ,û k ) and (ū 1 . . . ,ū k ) for any k that satisfies the condition R ((û 1 , . . . ,û k ) ) ≥ R ((ū 1 . . . ,ū k ) ), then R is said to be continuous monotone if R ((û 1 , . . . ,û k , a)) ≥ R((ū 1 . . . ,ū k , a) ), for every a ∈ .
Example: Let r i : → R for i = 1, . . . , M, and let
We can easily verify that the above additive objective function is continuous monotone.
Let R : U → R be any generic objective function, and let u H 1 be the directions for sensors obtained from H 1 and let u MH 1 be the directions for sensors from MH 1 using the objective function R.
Theorem 2: If R is continuous monotone, the algorithm H 1 outperforms MH 1 with respect to R, i.e., R(u
Proof: (ū 1 , . . . ,ū M ) . The first element of u H 1 , i.e.,û 1 is evaluated as follows:û 
R((a)), which implies that R((û 1 )) ≥ R((ū 1 )).
Since R is continuous monotone, by definition R ((û 1 , a) ) ≥ R ((ū 1 , a) ) for every a ∈ . Therefore, max a∈ R ((û 1 , a) ) ≥ max a∈ R ((ū 1 , a) ). We can extend the above discussion on the first step of MH 1 algorithm to its second step, i.e., there exists 2 ⊆ such thatū 2 = arg max a∈ 2 R ((ū 1 , a) ). We can easily verify that max a∈ R ((û 1 , a) ,ū 2 ) ). We can extend this argument for the rest of the steps, which proves the result R ((û 1 , . .
Unfortunately, as alluded to before, things do not turn out as conveniently as one would have desired. More specifically, our objective function (2) is in fact not continuous monotone. We will demonstrate this claim with the following counterexample. Nonetheless, the above theorem provides a useful result comparing the performance of H 1 and MH 1 for any generic continuous monotone objective function.
Example: Let us consider a scenario with two sensors a, b and two targets as shown in Figures 2 and 3 . In these figures, the FOV of each sensor is π/5, i.e., α = π/5 in Figure 1 . We approximate the expectation in the objective function by the following Monte Carlo method. We generate 50 samples from the (joint) target location distribution. For a given control vector u, we compute the objective function R(u) from each sample; the objective function value for the given control vector is given by the average of these 50 objective function values. In these figures, the sensors are represented by small circles, the target (prior) distributions are represented by the error concentration ellipses, and the FOVs are represented by 2-D cones. For this scenario, we compute our Table I compares the objective function values of the solutions obtained from each of the heuristic approaches discussed in this study along with the objective function value from continuous (relaxed) optimization. This table corroborates the result in Theorem 1 that the rollout on a heuristic approach outperforms the heuristic approach. Table I demonstrates that the objective function values from the heuristics are relatively close to that of the relaxed problem (upper bound), which implies that the solutions from our heuristics are close to optimal. This prompts us to question if in fact we could have known beforehand that our heuristics are provably close to optimal because our problem exhibits properties that are known to result in provable suboptimality bounds. We will now investigate this question.
In a recent study [12] , [13] , it was shown that if an objective function is string-submodular, 1 then the "greedy strategy" performs at least as good as (1 − 1/e) ≈ 0.63 of the optimal. The definition of the above-mentioned greedy strategy in [12] is exactly the same as our heuristic algorithm H 1 . The following is an interesting observation from the results in our study. The objective function value from H 1 is
i.e., the objective function value from algorithm H 1 is at least as good as (1 − 1/e)R optimal . We further compare the objective function values from H 1 and the relaxed approach (which provides an upper bound on the optimal objective function value) for various scenarios with varying numbers of sensors and targets; Table II summarizes the results.
Table II demonstrates that our heuristic algorithm H 1 is at least as good as (1−1/e)R optimal for every scenario considered. This observation suggests that our objective function may have a string-submodular type property. Unfortunately, things are once again not quite as straightforward as one would have expected. Alas, our objective function turns out not to be string-submodular, as we show in the following counterexample. This suggests that our problem possesses highly nontrivial features that elude currently known analytical machinery.
Example: Let us consider a scenario with three sensors and one target as shown in Figure 7 . Let the sensors be a, b, and c. Without loss of generality, let a → b → c be the sequence in which directions are computed. Let us assign π/3, 3π/4, 3π/4 to the sensors a, b, and c respectively. We can easily verify the following:
where R is our objective function. The above inequality shows that our objective function does not have the diminishing returns property (again, see [12] or [13] for details), thus proving that our objective function is not string-submodular.
V. CONCLUDING REMARKS We investigated the problem of controlling the directional sensors for maximizing an information-gain-based objective function. We identified that this problem is a combinatorial optimization problem, and developed heuristic approaches (H 1 and H 2 ) to solve the problem approximately. We further improved the performance of our heuristics by applying an approximate dynamic programming approach called rollout. The rollout on our heuristic approach outperforms the heuristic approach, and our empirical results are in agreement with this.
We then addressed this problem via a different formulation, where the goal was to find an optimal mapping from the set of sensors to the set of targets that maximizes our information-gain-based objective function. This problem is also combinatorial in nature, so we extended the heuristic approach H 1 , developed for the previous formulation, to solve this mapping problem approximately, and we called this new heuristic algorithm MH 1 . We investigated natural sufficient conditions on objective functions that lead to provable guaranteed performance for our heuristics. Specifically, we proved that if an objective function is continuous monotone, then MH 1 outperforms H 1 with respect to the objective function value. However, we showed via a counterexample that our objective function does not satisfy this sufficient condition, suggesting that the nature of the problem is highly nontrivial. Nonetheless, the above result provides an analytical comparison of performances of H 1 and MH 1 for any generic continuous monotone objective function.
Our empirical results show that our heuristic algorithm H 1 performed very close to the upper bound on the optimal, i.e., close to optimal, leading us to wonder whether our objective function possesses a property that would guarantee H 1 to perform close to optimal. So, we investigated this question, and found a recent study in the literature that showed that if an objective function is string-submodular, then the greedy strategy (H 1 in our study) performs at least as good as (1−1/e) of the optimal. So, we further compared the performance of H 1 for several scenarios with varying numbers of sensors and targets, and the results demonstrate that for each scenario the objective function value from H 1 is at least as good as (1−1/e) of the optimal. However, we found a counterexample proving our objective function is in fact not string-submodular. This again suggests that our problem possesses highly nontrivial features that elude currently known analytical machinery. It remains an interesting future study to understand why the performance of our heuristic algorithm is so close to optimal.
