In this paper, we present an image understanding algorithm for automatically identifying and ranking different image regions into several levels of importance. Given a color image, specialized maps for classifying image content namely: weighted similarity, weighted homogeneity, image contrast and memory colors are generated and combined to provide a metric for perceptual importance classification. Further analysis yields a region ranking map which sorts the image content into different levels of significance. The algorithm was tested on a large database of color images that consists of the Berkeley segmentation dataset as well as many other internal images. Experimental results show that our technique matches human manual ranking with 90% efficiency. Applications of the proposed algorithm include image rendering, classification, indexing and retrieval.
INTRODUCTION
The performance of many systems in image processing can be enhanced by adding more intelligence to the process. However, only certain image region(s) are of visual interest to an average observer; also referred to as Region of Interest (ROI) which is automatically computed using the psychometric aspects of input image segments. Importance map (IM), a criterion to classify image regions in relation to their perceptual importance [1] , is another representation of regions of visual interest.
Osberger and Maeder [1] used image segmentation to define the IM. To this effect, contrast, size, shape, and location -in addition to foreground / background classification -are utilized to assign a priority value for the segmented regions. The IM is then generated by finding the squared sum of these factors. This approach showed promising results but was limited by the success of the segmentation and was applied to gray-scale images only. Nyguen et al. [2] tried to overcome the segmentation drawbacks by utilizing four low level features: contrast, relative brightness, variance and edge density. However, these features are application specific and cannot be extended to image understanding in general. Pardo [3] enhanced the contrast and computational aspects of the metric proposed in [1] to extract semantic objects in previously segmented images.
A significant work on defining visual ROI using computational approaches was done by Privitera and Stark [4] . In their experiments, they employed four tools: wavelets, symmetry, contrast, orientation and edges per unit area to identify ROI. However, these features were not combined or concatenated to enhance the overall performance. Zhang et al. [5] used the wavelet modulus maxima edge detection and mean shift color region segmentation technique to identify ROI. However, this method is limited to low depth of field and landscape images only.
In this paper, we propose a novel algorithm (see Fig. 1 for block diagram) that automatically identifies image regions and ranks them, according to their perceptual importance, into different levels yielding a region ranking map (RRM). The algorithm consists of three stages namely pre-processing, importance map generation and region ranking. In the preprocessing stage, the input image is segmented and converted to a suitable color space. This serves as input to the map generation stage where it is defined as a combination of four maps: weighted similarity, weighted homogeneity, image contrast, and memory color. The region ranking module uses the importance map and the segmented image to rank and sort image regions into different levels.
The proposed technique assigns different levels of significance to objects and regions of the image in hand while ROI approaches in literature usually give the result as a mask that presents the main ROI and rejects all other regions (considered as background). The segmentation map is not required to generate the IM in the proposed technique. It also differs from the IM algorithm proposed in [1] in terms of sorting image regions adaptively into certain levels of significance.
The remainder of the paper is organized as follows. Section 2 presents the proposed algorithm. Results are shown in Section 3. Finally, conclusions are drawn in Section 4.
REGION RANKING ALGORITHM
The block diagram of the proposed algorithm is shown in Fig. 1 . The algorithm consists of three modules. In the first module, the input image is segmented and converted to a suitable color space. A weighting map and the size of the processing block are also found at the first module. The second module finds the IM which is created by combining four feature maps (weighted similarity, weighted homogeneity, image contrast, and memory color). Finally, in the third model, the RRM is generated by combining the IM with the segmented image.
Pre-processing module
Finding the IM requires transforming the input image to the YES color domain [6] where Y represents the luminance channel and E, S denote the chrominance components. This space has been chosen since it reduces variations in chrominance due to changes in luminance. The image segmentation is used in the region ranking module. The Dynamic Color Gradient Thresholding segmentation algorithm [7] is used in this work. It segments the image by placing emphasis on color-homogenous regions and color transitions without generating edges. Another segmentation algorithm can be found in [8] .
We performed an experiment to formulate an image weighting map. Eight human subjects were asked to identify and rank different regions of interest in a data set of 50 images. The analysis of the spatial position of ROI in the experiment gave the spatial position map (SPM). It showed that the image center has the first level of importance, the middle outer thirds along the larger dimension have the third level of importance and the middle thirds along the smaller dimension have the fourth value of priority. Furthermore, corners are the least important regions in the image as shown in Fig. 2 . SPM is modeled using six Gaussian distributions with a mean of 127 and a variance 60 for an 8 bit image. Four Gaussians (set a) are located at the one-third corners and the other two (set b) are located along the center of the middle outer thirds of the image (along the larger dimension, see Fig. 2c ). The weights of set a are ones while the weights assigned to set b are one-half. This weighting scheme gives highest priority to the center region (consistent with the experiment findings).
Importance Map (IM) generation module
The importance map is a criterion that represents the image regions in relation to their perceptual importance. It is defined as a weighted sum of different features of an image of size M 1 x M 2 and is given by
where F n is a feature, w n its weighting factor, N is the number of features. i = 0,1,2,…,M 1 -1, j = 0,1,2,…,M 2 -1. Due to the lack of prior knowledge about the significant features, they will be assigned equal weights. The features used in this algorithm are weighted similarity map, weighted homogeneity map, contrast map, and memory color map as are defined in the below sub-sections.
Weighted Similarity Map (WSM)
This map ranks objects located at the image center with a unique color and texture at the highest priority level. It assigns different weights to object in the input image according to their spatial position. These weights are represented by the SPM as shown in Fig. 2 .
The measure of similarity of a region across the entire image defines the following similarity map. Each color channel is divided into square sub-block windows of size L x L. The norm of each block (B) is calculated and used as a similarity measure. For an input image with size M 1 x M 2 , the numbers of blocks are K 1 and K 2 in M 1 and M 2 directions, respectively. The norm of B is given by [9] 
where λ max is the largest eigenvalue, The similarity map represents similar regions with the same norm values. Therefore, to test the uniqueness of regions in the image center, SPM and a similarity distance d are included in modeling the weighted similarity map (WSM). For each channel, it is found as follows: for each value of ||B(k 1 ,k 2 )|| in the similarity map, all positions within the intensity range (||B(k 1 ,k 2 )||-d, ||B(k 1 ,k 2 )||+d) are saved in W c and used to locate the corresponding pixel values in the SPM.
The weighted similarity map is defined as the average of the corresponding values of W c in the SPM and is given by
where C is the number of pixels in W c , k 1 = 0, 1, …, K 1 -1, k 2 = 0 , 1, …, K 2 -1. This procedure gives three WSM for the three different channels. The average of channels' WSM is scaled to the range 0 -255 and used as the image WSM.
Weighted Homogeneity Map (WHM)
A weighted Quadtree decomposition of the input image is used to find the weighted homogeneity map (WHM). The criterion that determines the homogeneity of each block in the decomposition is given in (4) where α is a threshold value.
The Quadtree decomposition of a rectangular image results in blocks of different sizes. A region with larger blocks indicates high homogeneity and hence less information. This defines a criterion such that the smaller the size of the block, the higher its (importance) weight. Accordingly, the region near strong edges will have the highest priority. However, the module fails when an edge occurs near image borders such as the frame of a portrait image. Therefore, scaling the weighted Quadtree image with the SPM overcomes this drawback and gives the WHM. This procedure gives three WHM for the different channels. The average of channels' WHM is scaled to the range 0 -255 and used as the image WHM.
Image Contrast Map
Region contrast is a strong low-level visual attractor [1] , [2] . Regions with high contrast attract more attention than their neighbors and therefore gain higher visual importance. The luminance channel in YES color domain is used to estimate the relevant contrast of an image region to the overall image brightness. Image contrast (IC) is computed as follows: 
Memory Color Map
The memory color map (MCM) is based on the algorithm proposed by Saber et al. [6] where a statistical model classifies pixels into four different classes via skin, sky, grass (memory colors) and the 'other' class. The memory color classes in the YES color space are modeled by Gaussian distributions. The MCM assigns higher priority to skin pixels and lower level of importance to sky and grass (usually come as background in landscapes). Therefore, the MCM represents skin pixels as 255, sky and grass pixels as 0, while 128 is assigned to pixels from the 'other' class. Thus, the final MCM is also within the range 0 -255.
Ranking module
Inputs to the ranking module are the pre-computed segmented image and the importance map. An intermediate map is generated by averaging the importance values that correspond to each image segment. The number of levels of importance in the intermediate map is less than or equal to the number of segments in the original image. A histogram segmentation algorithm based on Otsu's automatic threshold [10] is used to classify segments of the intermediate map into five levels.
In order to avoid having insignificant regions in the RRM, an adaptive level adjustment module is applied. If the size of any region for a particular level is less than 5% of the image size, pixels representing this level are merged into the lower level of importance, and the lower levels are promoted. Another step is to fill holes in the RRM where an area of a lower level is surrounded by pixels of a higher level of importance. Hole sizes less than or equal to 3% of the image are filled.
'I'
RESULTS AND DISCUSSIONS
Our proposed algorithm was tested on a large database that contains a variety of simple to complex portrait and landscape type RGB color images. These were acquired from the Berkeley segmentation dataset [11] or through the use of scanners and digital cameras. The values used for our experiment are d = 3 and α = 69 (Section 2). Levels of importance in the RRM are represented by colors in the following descending order: red, green, blue, gray and black. Results may not always have five levels of importance (simple images). The average execution time for images with size 480 x 320 pixels is approximately 8 seconds using MATLAB 7.2 ® running on a 3.2 GHz dual core processor machine. Fig. 3 illustrates results of 7 simple and complex images. The main object (highest visual importance) is presented by red color. Objects in the second level of priority (green regions) may complement the main region to present a meaningful object as the case of the lady's hair in Fig. 3b or may come as background as shown in Fig. 3d . The number of levels in the resulting RRM of every image helps in understanding the significance of the green regions. RRM results of portraitlike images are shown in Fig. 3a -3c . Main objects are the bird, the face, and the lady, respectively. Fig. 3d -3g show results of landscape images. Simple scenes are shown in Fig. 3d & 3e where objects of interest are ranked at the highest level of importance. Although the bears in Fig. 3d touch the lower image edge, they still have more priority than the background (touches the other three edges). Performance of the proposed algorithm on landscapes with multiple objects of interest is shown in Fig. 3f & 3g . It ranks the main objects in the scene into the first level of priority.
A subjective evaluation of the proposed algorithm is shown in Table 1 . Eight observers compared the result of the algorithm with their own ranking for each image from a set of fifty images used in human manual ranking test. They were given the input image in addition to the RRM of the proposed algorithm and were asked to match them to what they anticipated by assigning a number between 0 and 100, where zero indicates no match and 100 is an indication of a perfect match. We divided the results into four categories. Category 1 shows that the results did not correlate well with human expectation; categories 2, 3 and 4 illustrate that the RRM matched weakly, fairly and completely with all important objects in the scene, respectively. As it is shown in Table 1 , the proposed algorithm is effective on 90% of images used for testing. 
CONCLUSIONS AND FUTURE WORK
We have proposed a new image understanding algorithm for automatically identifying and ranking image regions according to their visual importance. Four feature maps (weighted similarity, weighted homogeneity, image contrast, and memory color maps) are used to generate the region ranking map. It presents image content as different levels of perceptual significance. The algorithm was tested on a large database of images with competitive performance. The average computational time is 15 seconds for a color image of size 512 x 512 using MATLAB 7.2 ® running on a 3.2 GHz dual core processor machine.
The algorithm can be used to perform intelligent region classification, object identification and scene analysis. Future work includes enhancing the generation of the importance map by utilizing information regarding image content and viewing perspective. Another potential improvement would be to have different weights for the four features depending on the applications. Automatic weight selection techniques will be studied for applications such as image rendering or image data compression.
