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ABSTRACT 
Algebraic and computational properties of the rank-one updating of a generalized 
eigenvalue problem are investigated. The results are applied to the computation of the 
eigenvalues of full Toeplitz matrices related to the Laurent expansion of a rational 
function, extending a method of Handy and Barlow already known for the banded 
Toeplitz case. 0 1997 Elsevier Science Inc. 
1. INTRODUCTION 
The problem of updating the eigenvalue decomposition for a symmetric 
matrix B modified by a correction of rank one is a classical topic in numerical 
linear algebra (see for instance Colub [16]). The computation of the per- 
turbed eigenvalues is related to the solution of a nonlinear equation (usually 
called the secular equation) that simply depends on the eigensystem of B; its 
zeros are separated by the eigenvalues of B. 
Several authors have considered numerical methods for solving the prob- 
lem, which take into account such information [lo, 221, yielding superlinear 
rates of convergence and good stability properties. However, very little 
attention has been paid in the literature to the extension of such results to the 
modification of a generalized symmetric eigenproblem, which can be reduced 
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to the solution of 
for h ES and x ES’“. 
This problem has been treated for tridiagonal matrices [2, 91. The first 
work heavily exploits the tridiagonal pattern of the matrices, by reducing the 
problem to a rank-one update of standard eigenvalues, passing through the 
Cholesky decomposition of the right-hand matrix. In contrast, several results 
of the second paper are true for general matrices too, provided that the 
restrictive assumption CL > 0 is satisfied; the updating problem is then 
expressed as a restricted-rank problem. 
Recently, Handy and Barlow [I91 showed that updating procedures can 
be efficiently applied to the computation of the eigenvalues of a banded 
Toeplitz matrix T, characterized by the property of having constant entries 
along each diagonal: T = <tj_ i>fl j = 1. Toeplitz matrices are widely used in 
many applicative fields (see [II] for a survey). 
Handy and Barlow used the fact that a banded T differs by a low-rank 
perturbation from a matrix whose explicit diagonalization is known, belonging 
to the class Fintroduced in [4]. 
In this paper we consider the generalized eigenvalue problem where the 
symmetric matrices involved have the Toeplitz structure, by extending the 
previous results to full matrices related to the Laurent expansion of rational 
functions (for this reason they are called rational Toqlitz matrices). Through 
a congruence relation we reduce ourselves to a banded generalized eigen- 
problem, and then we apply a sequence of rank-one updates to a pencil of 9 
matrices whose solution is easily computable. 
Moreover, we analyze the algebraic and numerical behavior of modified 
generalized eigenvalue problems; the extension from the standard case is not 
trivial. We generalize in a direct way mathematical properties of the standard 
updated problem, without any restrictions like those of [2] and without 
involving other kinds of modified problems. 
There is not in the literature an ultimate answer to the problem of the 
efficient computation of Toeplitz eigenvalues: some work concerns the fast 
evaluation of the characteristic polynomial ([29] for general Toeplitz matrices 
127, 28, 51 for the rational case>, while methods which directly compute the 
eigenvalues are only referred to the banded case (see [l] and the already cited 
[19]>. Here we prefer to compare the method presented with respect to 
general-purpose routines, by showing a strong improvement in the computa- 
tional cost, O(n2> instead of 0(n3>. 
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The paper is organized as follows: in Section 2 we examine the rank-one 
modification of the eigenvalue problem, by extending the algebraic results 
from the standard case to the generalized one. In Section 3 we recall some 
known properties of Toeplitz and Ymatrices, and in Section 4 we reduce the 
Toeplitz eigenproblem to a sequence of rank-one updates, by describing the 
whole algorithm. Section 5 is devoted to the study of rootfinding methods for 
the secular equation, and finally Section 6 exhibits some numerical results. 
2. MODIFIED EIGENVALUE PROBLEMS 
In this section we introduce some notation and we report the main results 
about the rank-one modification of the standard and the generalized eigen- 
value problem. 
2.1. The Standard Eigenvalue Problem 
We are intefested in finding the eigenspace decomposition of the sym- 
metric matrix B = B + pbbT, where p ~9, b ET with llbllz = 1, and B 
is an n X n symmetric matrix whose eigensystem is known: B = QDQT, with 
Q orthogonal and D diagonal with elements d, < -** 5 d,. This is equiva- 
lent to solving the standard eigenvalue problem for D = D + pgT, g = 
QTb = (ri,. . . , yJT; algebraic and numerical considerations can be found in 
[16] and [lo]. 
DEFINITION 2.1. Let a(6) = a(k?) = Id;, . . . . a,> be the spectrum of 
fi and B’. If A E a( 61, the updating problem 
6x = Ax, xzo 
is called nondefective (with respect to D) if 
(sndl) every component of g is nonzero; 
(snd2) di # dj for each i # j; 
(snd3) p # 0. 
We report in the following lemma the mathematical properties of the 
modified standard problem: the proof of the various statements can be found 
in [lo, 16, 26, 301. 
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LEMMA 2.1. With the notation introduced before, the following proper- 
ties hold: 
1. SV,,..., v,~[O,l]:C1=,v~=land~~=d~+p~~,i=l,..., n. 
2. Settingd,:=d,+p,d,+,~=d,+p,fori=l,...,nonehas 
di < di Q di+l if P > 0, di_l <di <di if p,<O; 
if Definition 2.1 applies, then the eigenvalues of D strictly separate those of 
D. 
3. ZfhEcrG’) is not an eigenvalue of D, then 
w(A)=l+p~*=o; 
j=l dj - A 
w(h) = 0 is called the secular equation. 
4. Under the same assumption as in part 3, the eigenvector x corre- 
sponding to A is given by 
x = (D - AZ)-‘g. 
Hence, the standard updating problem can be solved by the computation 
of the zeros of the secular equation; Bunch, Nielsen, and Sorensen [lo] show 
how it is always possible to reduce a defective problem to a nondefective one 
by deflation techniques. 
2.2. The Generalized Eigenvalue Problem 
We consider now the generalized eigenvalue problem 
Ax = hMx, x f 0. (1) 
DEFINITION 2.2. The pair (A, M > is a symmetric-definite pencil if A, M 
are symmetric and M is positive definite. 
We refer to the modified generalized problem as follows: assume that all 
the solutions of (1) are known; we then look for the solutions of 
(A + ‘yqqT)f = A( M + pqqT)f, x’ # 0. 
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A first complication with respect to the standard case arises because (1) is not 
immediately equivalent to the orthogonal diagonalization of the matrices 
involved, unless the Cholesky factor of M is known. 
Since we still want to reduce the problem to diagonal form, it is necessary 
to recall the Kronecker diagonal form of the pencil (A, M) (see for instance 
1241). 
THEOREM 2.1. Zf (A, M) is symmetric-definite, then there are n real 
eigenvalues h, < *** < h, of (1) associated to the eigenvectors x1, . . . , x,. Zf 
hi z 5, then xTMx. = 0, that is xi and xj are M-orthogonal; if hi = hj with 
i #j, then xi an dl xj can be chosen M-orthogonal. Moreover, okjining 
X = (x, . . . x,) ES”‘~“, we have 
XTAX = A, = diag{ aI,. . . , a,}, 
XTMX = A, = diag{ pl,. . . , CL,), 
where Ai = a/pi and X is nonsingular. 
In the following, we will assume that the matrix X realizing the simulta- 
neous diagonahzation of A and M is known. Set A = A + cxqqT, 6 = M + 
pqqT, z = X’q = ( C1 . . . &IT with q, z ELF’, such that M is also positive 
definite. The notation c+( A, M) stands for the set of the n eigenvalues of (1). 
DEFINITION 2.3. The updating problem 
Lx = hhix, XZO (2) 
is nondefective (with respect to A and M > if the following conditions hold: 
(gndl) li # 0 for each i = 1,. . . , n; 
(gnd2) hi # Aj if i #j; 
(gnd3) (Y + pAi for each i. 
The following theorem extends some of the mathematical properties of 
Lemma 2.1 to the generalized problem. 
192 FABIO DI BENEDETTO 
THEOREM 2.2. Let &, . . . , &, be the eigenvalues of (2); if Definition 2.3 
applies, then 
1. 3v,,..., un : 0 < vi < 11211; =: 5 and & = ((.ui + (YvJ/(~~ + pvi>, 
i=l ,...,n. 
2. For each i, & G u( A, M) and ii + a/p. 
3. A is a solution of (2) if and on2y if 
w(A) = 1+ (a - A/.&) k 6” 0 
j=l aj- h*j 
= ; 
we will call w(h) = 0 the generalized secular equation. 
4. An eigenvector x associated to the eigenvalue A is given by 
%=(A-AM)- 5-j = X(A, - Ah,)% 
Proof. For every A E 9, we have A - AG = (A - AM) + ((Y - 
Ap)qqT; define A(A) := XT( A - AG)X = (A, - AA,) + ((Y - Al_~)zzr. 
Since det X # 0, we have the equivalences 
A solution of (2) e detA(A) =0 * 0 E +(A)); (3) 
moreover, the multiplicity of A equals the number of zero eigenvalues of 
A( A). 
In order to prove the four points, we will apply Lemma 2.1 to the case 
where D := A, - AA,, = diag{d,, . . . , d,} with di = cq - Api, p := (a - 
h&L and g = ~/llzll2. 
1: By Lemma 2.1, for each A there exist 5,, . . . , C,, E [0, l] such that the 
ith eigenvalue Si of A( A) = D + pgT equals 
Define vi := 55, for each i; then A E a( A, i6) if and only if 3i = i(A) such 
that ai = 0, that is 
cq + aui - A( pi + pi) = 0. (4 
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If pi + pvi = 0, then (Y~ + CZV~ = 0, and (1 vi)r is a nontrivial element of 
the null space of the 2 x 2 matrix 
but its determinant is pi(cr - pAi), and this cannot vanish because of 
assumption (gnd3) in Definition 2.3. 
Hence we can divide in (4) by pi + PV~, obtaining A = ( oi + (YY~)/ 
(pi + pvi>. The correspondence between A and i is bijective, since a 
multiple A can be associated to several indices i for which Si = 0, according 
to the multiplicity of 0 in o(A(A)). Moreover, vi E [O, 5 I, since Ci E [O, 11. 
2: We start by proving that for a nondefective problem the eigenvalues hi 
of (1) cannot solve the modified problem (2). In fact, setting A = a/pi 
implies that D = A - AM has a null eigenvalue. Because of the condition 
(gnd3), p = (Y - Ap # 0 and (snd3) holds for A(A) = D + pggT. Moreover, 
the remaining eigenvalues tij - Apj of D cannot vanish in view of (gnd2), so 
that (snd2) is also true for A(A). Finally, (gndl) coincides with (sndl), and 
then Lemma 2.1 ensures that 0 is not an eigenvalue of A(A) as well, so that 
oyi/,ui does not solve (2). 
If A = a/p, then p = 0, and in view of the equivalences (3) A solves (2) 
iff A, - AR, is singular; this would imply A = Ai for some i, which 
contradicts the hypothesis (gnd3). 
3: By part 3 of Lemma 2.1, A(A) is singular if and only if the associated 
secular equation vanishes at the origin, that is, 
,+,;:Lo; 
j=l dj 
recalling that % = ly[ p = ( (Y - A~)IJ, dj = aj - Apj, and the equiva- 
lences (3) we ave t e thesis. Observe that part 2 excludes the instance 
dj = 0 for some j. 
4: An eigenvector x related to A satisfies (A - Ak)x = 0, whence 
A(A)y = 0, with x=Xy and y#O. 
Since y is an eigenvector associated to 0 of A(A), and therefore it is defined 
up to a scalar factor, by Lemma 2.1, part 4, we can choose y = D-‘z = 
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(A, - AA,)-‘z, obtaining 
x = X(h, - hhJ1 x’q 
= X[XT(A - AM)X]-‘XTq = (A - AM)-‘q, 
and the thesis is proved. n 
The previous theorem allows us to solve a generalized nondefective 
problem by searching the roots of the algebraic equation w(h). Once the 
eigenvalues are approximated, the corresponding eigenvectors can be con- 
structed according to the formula shown in part 4. Observe that, as in part 2 
of Lemma 2.1, we are still able to state a separation theorem for the updated 
eigenvalues: we prefer to postpone this result to Section 5, since the 
argument of Theorem 2.2 cannot be used for the proof. 
The following subsection describes how a generic updating problem can 
be manipulated in order to get a nondefective deflated problem. 
2.3. Dejlation Techniques 
Every time the problem (2) is defective, it is possible to reduce the 
dimension by a different technique, depending on which of the conditions of 
Definition 2.3 is false. 
Assume that & = 0 for some i: in this simplest case, an explicit eigenpair 
of (2) is at our disposal. It suffices to choose x = xi in order to get h = hi, 
since 
(A + cxqqT)xi = Axi + aq& = Axi = h,Mx, 
and analogously 
(A4 + /.LqqT)Xi = MXi + /Lq[i = ldsci, 
whence &, = hitkri. 
Next, we consider the case where (gnd2) is not satisfied, that is h is a 
solution of (1) having multiplicity T. We then have r independent eigenvec- 
tors associated to A; we can assume without loss of generality that the whole 
eigenvector matrix X be permuted and partitioned as (Xi, X,> where 
Xi E snxr contains all such eigenvectors. Accordingly, the vector z = X ‘q is 
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with zj = XjTq, j = 1,2, 
and the Kronecker form of the pencil ( A, M > can be written as 
where A’, = XTUj and Ai = XjTMXj, j = 1,2. 
Our goal is now to compute a nonsingular matrix H •9’~~’ such that 
HTAkH = AL and HTz, = (y,o ,..., 0)‘. (5) 
If these relations are fulfilled, then we Eay ch_ange the basis in the eigenspace 
relative to A, by defining x, = Xi H, X = (X,, X,). We obtain 
since Ab, = AA:, L? also performs the diagonalization of A: 
Moreover, by the second relation in (5), r - 1 entries of the new vector 
become zero, so that deflation is again possible, as we have seen before. 
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The construction of H can be done by applying the following relations: 
s := Jgl $ = ZqAyz,, y:= +&x CL1 cr := Y(Y - ll> ’ (6) 
,-:= (S, - r>52 >..., &.)‘> H := I, - CT(A;)-~E~. 
One can easily check that with such definitions the conditions (5) are 
satisfied. 
Once this process has been carried out for each multiple eigenvalue, we 
can permute again the columns of X in order to have all the zero entries of 
the vector z = Xrq in the last k positions, and partition the matrix X as 
(X1,X,) where X, is n X k: we have 
and we know that the columns of X, are eigenvectors of the updated 
problem (2). Hence, we can look for an eigenvector matrix x’ realizing the 
Kronecker form of (2) among the matrices like (Xiv, X,), where V E 
9(n-k)x(n-k) is nonsingular. 
It is straightforward to verify that 
$Ts = 
V’(A’ol+ cxz,z;)V 0 
0 A2 ’ a I 
x”GX = 
Vr(A; + jq~;)V 0 \ 
so that V is the eigenvector matrix for 
0 A2 ’ P J 
the deflated updating problem 
(A’, + cqz$ = h(A; + /.q+ (7) 
of dimension n - k. Observe that no entry of z1 can now be zero, and the 
eigenvalues of the pencil (A’,, AL) cannot be multiple, by construction. So 
we are sure that (gndl) and (gnd2) hold for our new problem: it can be 
defective only if (gnd3) is not satisfied. 
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If this happens, we can apply a further permutation to X, in order to 
have (Y = A, I_L. Since the case cy = /1 = 0 is trivial, assume I_L # 0. 
It is immediate to see that (h,, e,) is an explicit eigenpair for (7): in fact, 
= A,( plel + CLS~Z~) = A,($ + Pz14)el. 
This time, we will search for an eigenvector matrix of the form 
with u ~9~~~~’ and detU # 0. 
Setting 
we want to find V in order to put the matrices 
in diagonal fopm. We have 
V’(A; + /.qz;)V = /-‘I m’ 
I 
_ 
m M 
with 
fil = CL1 + d-12> m = &lUTz” + j&u E9PnTkm1, (8) 
hi = v(A, + pqu + jL~1(UTs4T + Uz^TU) + jilUUT (9) 
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and analogously V’(A’, + az,zf’)V = a1 
i- I 
ar with 
a A 
iii, = (Y1 + (Y&2 = A, /T.il, a = fft,UT2 + ffp = h,m, 
A^ = UT& + aET)U + a~,(UT2uT + tzTU) + i+4UT. 
Observe that G, is the leading principal element of the matrix AL + pziz:, 
which is positive definite: thus fi;;, > 0 and in order to have m = 0 we 
deduce from (8) 
substituting this value in (9) yields 
iG = UT K, + /i;;r u 
( ) with k = i+/jii; 
similarly, a = 0 and 
A^ = u’(K, + W)U with 6 = hi,%. 
Finding U is then equivalent to diagonalizing the pencil <A, + &ZZ’, fi, + 
j%Z’), of dimension n - k - 1 and for which (gnd3) is now true. If we solve 
this nondefective problem by m_eans of Theorem 2.2, we retrieve V by 
computing u in (10) and finally X = (XIV, X2>. 
3. TOEPLITZ AND Y MATRICES 
It is often useful to associate a given n X n Toeplitz matrix T to a 
suitable function defined on the complex unit circle S1. In this section and 
the next one, x will denote a complex variable. 
DEFINITION 3.1. T = (tj_i)zj=l is generated by f(z): S’ + 8 if the 
Laurent expansion of f(z) defines the entries of T: 
f(z) = E t,zk vz E s’. 
k=-m 
In this case, we will use the notation T = T,(f). 
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Such a definition is meaningful if the elements of T are taken from a 
known infinite sequence {tk}k E Z belonging to Zl(Z), i.e. C,+_“_mlt,l < +a. 
Two important examples are given by banded Toeplitz matrices, for which 
f(z) is a finite sum, whose length is related to the bandwidth of T, and by 
rational Toeplitz matrices, which are generated by a rational function with 
respect to 2. 
It is straightforward to verify that f is real-valued if T is symmetric; it 
also holds that T is positive definite iff f(z) is nonnegative on S’ [18, 121. 
We report a classical result about rational Toeplitz matrices due to 
Dickinson [ 153. 
THEOREM 3.1. Assume that T is generated by f< z> = A(z)/B( z> + 
C(Z-~)/D(Z-‘), where A, B, C, D are polynomials in 2; o?e$ne U,, U, , UC, U, 
as the upper triangular band Toeplitz matrices generated by A(z), B(z), 
C(z), D(z) respectively. The matrix T can then be expressed as 
T = U,U,-’ + U,‘U,-‘. (II) 
Since the set of upper triangular Toeplitz matrices is a commutative 
algebra, the factors in each matrix product arising in (11) can be exchanged. 
COROLLARY 3.1. Zf T is symmetric (or, equivalently, C(z) = A(z) and 
D(z) = B(z)), then the relation T = Vi1 U, + U,‘Ui T holds. 
A powerful tool for the numerical treatment of symmetric Toeplitz 
matrices is represented by the so-called 9 algebra, firstly introduced by 
Bini and Capovani [4] and later independently rediscovered in other 
works [23, 8, 131. 
THEOREM 3.2. Let r= (T~,~)E~=~ be a n X n symmetric matrix. The 
following conditions are equivalent: 
1. T satisfies the cross sum rule, that is, 
7. I,]+1 + ‘i,j-1 = 'i+l,j + 7i-l,j for 1 Gi, j<n, 
where 7i ,, = s-~ j = rn+l j = 7j n+l = 0. 
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2. T is diagonalized by the discrete sine transform: 
where AT is diagonal and E, is symmetric and orthogonal. 
3. There exists a symmetric Toeplitz matrix T = (tj_$ jz 1 such that 
r=T-H, H= 
0 
0 0 t,_, -** t, 
Zf T is banded, then for large n, T is positive definite ijjf r is. 
DEFINITION 3.2. 7 is the set of all matrices T satisfying one of the 
conditions 1, 2, or 3 of Theorem 3.2. 
It follows immediately from condition 2 that 9 is a matrix algebra; the 
computation of the eigenvalues of r E 9 can be performed in O(log n) 
parallel steps with O(n) processors through the fast sine transform [25]. 
Moreover, it is evident that if T is a given symmetric Toeplitz matrix, 
then the relation (12) defines a corresponding r E 9: 
The .!7 algebra can be efficiently used for the numerical solution of a 
Toeplitz eigenvalue problem: this will be the subject of the next section. 
4. UPDATING PROCEDURE FOR A TOEPLITZ 
EIGENPROBLEM 
Handy and Barlow applied the 9 algebra to the standard eigenvalue 
problem for banded Toephtz matrices [19]. It is easy to observe that, if T is 
banded, then the correction H required by (12) is very sparse: its nonzero 
elements are concentrated in the leading and trailing corners. In particular, 
the rank of H equals 2s - 2, s being the bandwidth of T. 
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Hence, the eigenvalues of T can be computed by applying a rank-one 
updating 2s - 2 times to the (known) eigenvalue decomposition of r = T - 
H. This technique heavily depends on the band structure of T: since rational 
Toeplitz matrices are full, some preprocessing is needed 
the method. 
The goal of this section is the numerical solution of a 
eigenvalue problem 
TX = ASx, x # 0, 
in order to extend 
symmetric-definite 
(13) 
where T and S are rational symmetric Toeplitz matrices. Assume that the 
generating functions of T and S are 
A( Z) A( Z-‘) 
T(z)=- ~ 
P(z) P( 2-l) 
B(z) + B(z-l) ’ 
S(z)=- - 
Q(z) + QW')' 
respectively; since S is assumed to be positive definite, S(Z) must be 
nonnegative on the unit circle. 
The applications of Corollary 3.1 to T and S yields the relations 
Consider now the matrix T - AS, whose determinant is zero in correspon- 
dence to the eigenvalues of (13). We have the congruence relation 
UBQ(T - hS)U,TQ = UQUsTU;Uor- - hU&SU$J;; 
in fact Use = UsUo = UoUs thanks to the isomorphism between the algebra 
of triangular Toeplitz matrices and the algebra of polynomials. Applying again 
such isomorphism and (141, we obtain that T - AS is congruent to 
%Q”;Q + 'BQ '.Q - A(UBpuzQ + UBQU&)' (151 
this expression differs from a Toeplitz matrix by a number of elements 
independent of ‘r~ 
For example, a product like U,U,‘, where F(z) = j”,, + frz + .** +fs zs 
and G(z) = g, + g,z + 1.. +gszs (we allow fs = 0 or g, = O), can be 
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FABIO DI BENEDETTO 
i 
fo 
0 
where 
. . 
0 
go 
. . . . 
gs 
gs 
L,= : I- g1 
0 
‘-* i; (17) . . . gs 
the four matrices involved in (16) are n X (n + s), (74 + s> X 12, n X s, 
s X n respectively. 
The first product in (16) equals a band Toeplitz matrix whose generating 
function is exactly the convolution F(s)G(z-l). The second one is a null 
matrix except for the s X s southeast comer, given by the formula L, L:. 
Thus, each term in (15) can be manipulated in a similar way: the result is 
formalized into the following theorem. 
THEOREM 4.1. ,?ktK*:=max(degA+degQ,degB+degQ,degB 
+ deg P), and define 
A(z)B(z-I) +A(z-‘)B(z)], 
/_&U(z) = B(Z)B(~-‘)[P(~)Q(Z-‘> + P(z_‘)Q(z)J; 
if T(cr) and T( ) p are banded Toeplitz matrices generated by the functions 
LY(.Z) and p(z) respectively, then the pencil T - AS satisfies the congruence 
r-elation 
UBQ(T - AS)U& = [T(a) + E,] - A[T(CL) + E,], 
where E,, E, are null, except in the K * x K * southeast corner. 
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In the algorithm at the end of this section we will give the explicit 
structure of E, and E,. 
Now, for both T( (Y) and I’( p> the approximations in 9 can be con- 
structed: the corrections Ha and HP can add new nonzero elements to E, 
and Ep only in the northwest comers of size K * - 1. 
We conclude that h is an eigenvalue for (13) if and only if it also solves 
the problem 
b<4 + El1 Y = w CL) + %I Y> y ELJP - (o), (18) 
where the matrices r(o) and r( CL) are the approximations in Yof T(a) and 
I’( ~1, while E, = E, + Ha and E, = E, + HP are both symmetric matrices 
of the form 
of rank not greater than 2 K * - 1. 
Once the vector y in (18) is known, we can retrieve the original 
eigenvector x of (13) through the relation 
x = g&y. (19) 
It is possible to compute a common expansion of E, and E, of the form 
k=l k=l 
with qk E 3” for all k, allowing either the scalar 6,” or 6: to be zero. If E, 
and E, were simultaneously diagonalizable, then the length K would be 
equal to 2K* - 1, the vectors qk and the scalar pairs (a,“, 6,“) being 
recovered from the generalized eigenpairs associated to the pencil (E,, E,). 
In the general case, the expansion (20) is redundant with respect to the rank 
of E, and E,, but it is possible to show that K < 3 K * - 2 in the worst case. 
However, computing (20) involves a number of operations O( K 3), indepen- 
dent of n. 
We point out that r( CL) + E, = T( CL) + Ep is congruent to S in view of 
Theorem 4.1, and therefore it is positive definite. Moreover, CL(Z) is a 
nonnegative function on the unit circle, since S(z) is; we deduce that T( ~1 is 
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positive definite as long as r( /.L) is, according to Theorem 3.2. The strategy 
we propose here in order to compute the solution of the Toeplitz problem 
(13) is based on the transition from the simple problem 
whose explicit solution is known thanks to Theorem 3.2, point 2, to the 
perturbed problem (18) through a sequence of K successive rank-one 
updates, each of them involving the k th terms in (20). The method works if 
every intermediate problem stays symmetric-definite; as the following theo- 
rem states, this can be achieved by a suitable reordering in the expansion (20) 
of E,. 
THEOREM 4.2. Define the sequence of matrices { Mk}kK,O by the recur- 
rence relation 
M, = Mk+l + SCk’qkq;; 
if M, and M, are symmetric positive definite and the scalars 6(k) are 
nonincreasing, then every matrix M, is positive definite, for all k. 
Proof. Let r be the index such that ~5~‘) > 0 > SCr+‘); we allow the 
values r = 0 or r = K in the cases where all the 6(k)‘s have the same sign. 
For all k such that 1 6 k Q r, we get the inequality h,,,,,(Mk) > 
hmi,( M, _ l> by the minimax theorem [17]: this proves by induction that !Vfk is 
symmetric positive definite for k = 0,. . . , r, by using the assumption on M,. 
On the other side, for all k > r we have &,,( M, _ 1) > A,,(M,): by using 
the assumption on M,, we also prove by induction that Mk is positive 
definite for k = K, K - 1, . . . , r, and the thesis is complete. n 
Now we are ready to explain our updating strategy for solving (13). Start 
by the pencil (A,, M,) defined by A, = T((Y), M, = T( ~1, and construct 
the sequences 
A, := Ak-l + @,kqkq;, M, := Mk-l + $kqkq; (21) 
for k = 1,. . . , K: every pencil (A,, M,) is symmetric-definite, provided that 
the 8:‘s are arranged in nonincreasing order. 
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The Kronecker form of each ( A,, M,) will be computed, i.e., we will find 
a nonsingular X, such that 
XPA,X, = A”, = diag(a:,..., on”), 
X~MkXk=A~=diag(~:,...,~~). 
The transition step (A, _ r, M, _ 1) * ( A,, M,) is performed by applying the 
results of Section 2 about the rank-one update: in particular, a rootfinding 
method is applied to the secular equation associated to this step. 
It is worth pointing out that the secular equation w(h) can be derived 
without the explicit knowledge of the whole matrix X,_ i. In fact, X,_ r 
appears in the expression of the secular function w(h) only as the product 
Xf_ rqk is concerned: hence, if the eigenvectors of the original problem (13) 
are not required, then we may restrict ourselves to the computation of the 
vectors 
y; := XkTqh, k = O,..., K-l, h=k+l,..., K, 
by avoiding a further dependence on n of the computational cost. 
For a fKed k, if the vectors ( yL_ r} are known, from the solution of the 
equation w(A) = 0 we deduce the new eigenvalues A:, . . . , hf,: by Theorem 
2.2, point 4, the new eigenvectors have the expression 
Xk =x 
J 
- A?Ak_’ 
J P )-ly;_i, j = l)..., 11. (22) 
Thus, the jth component of yt is given by the formula 
(~$9~ = ( y;_,)TA-ly;_,, A := Ak,-’ - A;Ak-‘, (23) 
just involving one diagonal scalin 
f the diagonal forms At and A,: 
and one inner product. It remains to build 
since the ratios Ai have already been 
computed, it suffices to find for ever>l j 
p; = (x$M&;) 
= yrA-‘X;_i( Mk-r + ~5,k9~9;)X~_iA-~y 
= yrA-‘(AL-l + G,kyyr)A-‘y 
= y’(A-lA;-rA- ‘)y + a,“( yTA-‘y)‘> (24 
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where y = yL_ r, by performing three diagonal scalings and two inner 
products. In order to improve the numerical stability, it is worthwhile to 
control the magnitude of the z.$‘s by applying a suitable normalization to 
(22). 
We summarize in the following scheme the whole procedure for 
solving (13). 
Znput: coefficients of the polynomials A(z), B(z), P(z), Q(z) from which 
matrices T and S are defined. 
C~~tput: generalized eigenvalues A,, . . . , A,, of the problem (13). 
1. Determine the coefficients {u,),“=‘,, {m,},!~, of 
a(z) = Q(z)Q(z-‘)[A(z)B(z-‘) +A(z-l)B(z)], 
/L(Z) = B(z)B(z-‘)[P(z)Q(z-‘) + P(z-l)Q(z)]. 
2. Construct the lower triangular K * X K * matrices LAP, LB,, LBQ as in 
(17) and the products 
P,:=L,QL;Q, P, := L,,LT,Q. 
3. Form the n X n matrices 
Ha := 
HP := 
UK’ 
a2 
0 
E, := 
I -Pa-P,T ' 
0 
E, := 
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4. Set E,:=H,+E,, E, := HP + Ep; compute the scalars {S,“>,“= r, 
{S,},“= I with 8; > 8; > *** 2 SfiK and the vectors {~k)~~l GzZ”’ such 
that the expansions (20) are satisfied. 
5. From the first columns of T( cr) and T( ~1, which are respectively 
(aa - u2, a, - a3 ,...) UK*_2 - UK’, a,*_,,a,*,O ,..., 0)’ 
and 
(m,-mm,,m,-mm, ,..., m,._,-m,.,m,._,,m,*,O ,..., O)‘, 
compute the eigenvalues {a:> of r(a) and 1 &l of r( /AU). 
6. Compute yi := E, qh by the fast sine transform, for h = 1,. . . , K. 
For k = 1,. . . , K: 
7. 
8. 
9. 
10. 
Check whether the pencil (A,_ 1, M,_ 1) is nondefective: if it is not, 
deflate the problem as described in Section 2.3, obtaining a nondefec- 
tive problem of reduced dimension n*. 
Find the zeros of the secular equation 
w(A)=l+(a-hp)S =o, sj” 
j=l aj-hPj 
where a := S,“, p, := $, a. := a?‘, pj := $‘, and Y:_~ =: Cl1 
*** fjT; retrieve from the de%latioi all the eigenvalues Ai, j = 1, . . . , n. 
By the formula (24) and the eventual deflations used at step 7, compute 
pjforj=I ,..., n;thensetcyk:=~ipf,j=I ,..., n. 
For h = k + 1,. . . , K and j 1 1,. . . , n compute the jth element of 
the vector yk y h b the relation (23) or by the deflation performed at step 
7. 
The final eigenvalues are given by A;, . . . , A,K; if the eigenvectors are also 
required, the application of the formula (22) must be added to step 8 in order 
to get the eigenvector matrix X, of (18); finally, the application of (19) to 
each column of X, yields the desired eigenvectors. 
The computational cost of the steps I-4 is independent of n [at most 
O( K3)]; steps 5 and 6 require O(K) fast sine transforms. If no deflation 
occurs, for each k a number of diagonal scalings and inner products of order 
(K - k)n are necessary for performing steps 9-10. If the eigenvectors are 
also wanted, an extra number O(Kn3> of operations is needed at step 8. 
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Thus, our procedure requires at most 0(K2n2) operations or O( K log n> 
parallel steps and O( Kn2) p rocessors in the PRAM model, provided that n is 
sufficiently large and the cost of solving the secular equations at step 8 does 
not exceed the values sketched above. 
It is then important to examine the problem of solving a secular equation 
in more detail: the next section will be devoted to this topic. 
5. SOLVING THE GENERALIZED SECULAR EQUATION 
When the secular equation comes from the rank-one updating of a 
standard eigenvalue problem, its solution is strongly helped by the knowledge 
of a set of separators, provided by Lemma 2.1, part 2. In particular, the 
original spectrum o(B) is the desired set. 
In the generalized case, a separation theorem can be proved as well, even 
though the statement is slightly less simple and a quite different proof is 
necessary. 
THEOREM 5.1. Assume that the eigenvalue problem (2) is nondefective. 
Let r be the index for which A,. < CY/~.L < A,, 1 (set r = 0 if CY[F < A, or 
p = 0 and (Y > 0, r=nifA,,<a/~or~=Oanda<O).Zfh,< me* < 
A,, are the eigenvalues of (2), then one has 
A, < i, < *-- <h,<&.<a<~~+I<h,,,< a.. <h,<A, (25) 
P 
if j..k> 0; 
Proof. For every t E [O, 11, define the pencil (A(t), M(t)) With A(t) = 
A, + tazzT and M(t) = A, + tpxz’; in this section z is once again an 
n-vector. Their eigenvalues solve the characteristic polynomial 
p(t, A) = det[h, + tazzT - A(A, + tpzT)] 
= det[ A, - AA, + t( (Y - APL) zzT] . (27) 
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The bracketed expression in (27) is the rank-one update of a diagonal matrix, 
so that we can put its determinant into the form 
p(t, A) = d(A) 1 + t(a - Ap) k 
i 
4” 
i 
= d(A) + ts( A), 
j=l ffj - AjLj 
where 
d(A) = det(h, - AR,) = ini ( oi - Api) 
and 
~(A)=(a-Al~)~il’~(ai-‘~i). 
.j= 1 
(28) 
(29) 
Since p(t, A) linearly depends on t, it is well known [2O] that every eigen- 
value A(t) is a real analytical function with respect to the parameter t; 
moreover, A(O) = A,, A(l) = A, for some h, 1. 
By taking the derivative of p(t, A(t)) = 0 with respect to t we get 
d’(A(t))A’(t) + s(A(t)) + ts’(A(t))A’(t) = 0. (30) 
It follows that A(t) is monotonic on [O, 11: in fact A’(t) = 0 would imply 
s(A(t)) = 0, whence p(t, A(t)) = &A(t)) = 0; but the pencil (A(t), M(t)) is 
nondefective for every t, so that a zero of d(A) cannot solve the updated 
problem. Hence, by continuity A’(t) has constant sign, determined by 
sgn A’(O). 
Since d’(A) = -Cy=, pjniz j(ai - A/L~) and it does not vanish at A,, by 
nondefectiveness, from (30) we deduce 
A'(O) = -4 Ah) -(‘~-Ah~~)jh2ni.,((~i-‘h~j) 
d’( Ah) = -PhniZhCai - ‘h&l 
=(a-A+)$, 
so that sgn A’(t) = sgn A’(O) = sgn p sgn(a/p - Ah). 
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If /L > 0, then A(t) moves from Ah towards (Y/P, whereas it goes far 
from CY/~ if p < 0. Part 2 of Theorem 2.2 is applicable to any value of t, so 
that A(t) cannot reach (Y/P or another eigenvalue of (A,, A,); this yields for 
t = 1 the inequalities (25) or (26) in the cases where /L # 0. 
The case p = 0 corresponds to the rank-one update of a suitable standard 
eigenvalue problem, so that we can invoke Lemma 2.1 for proving (26). w 
The following consequence of the previous separation theorem will be 
useful later. 
COROLLARY 5.1. Under tk same hypothesis of Theorem 5.1, if i solves 
the secular equation then w ‘(AX (Y - &L) > 0. 
proof. Since A is simple and different from o/p, we directly have 
w ‘(AX LY - Apu) # 0. As we can see in the inequalities (25) and (261, in every 
case there exists a suitable subscript i such that, if S is the open segment 
joining A to hi = aj/pi, then w has constan! sign on S and o/p does not 
fall into S, so that sgn( (Y - Ai /.L) = sgn( (Y - J/L). 
For sake of simplicity, assume that hi < A (we omit the treatment of the 
opposite case: the proof is quite similar). Since from the expression of w(A) 
lim w(A) = -sgn(o - hip) *a~, 
A+ A,+ 
then in a right neighborhood of hi 
sgnw(A) = -sgn( o-hip)= -sgn(,+). (31) 
The function w(A) keeps this sign_ unchanged on every point of S, in 
particular in a left neighborhood of A; but 
w(A) 
w’(A) = lim - 
,++i- A-A’ 
so that w’(A) has opposite sign with respect to w(A); by (31) we get 
sgnw’(X) = sgn( - (Y - A/.& that is, the thesis. n 
In order to solve the secular equation, it is convenient to choose a 
rootfinding technique that fully exploits the separator set given by Theo- 
rem 5.1. 
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The simplest method could be Newton’s iteration safeguarded by bisec- 
tion. In the standard case, this choice can be improved by using convexifying 
approximations of the secular equation [lo, 221. Unfortunately, such approxi- 
mations are no longer applicable to the generalized equation, unless /.L > 0; 
indeed, rootfinding techniques presented in [9] for the secular equation 
related to a tridiagonal pencil are also applicable to our case in this particular 
situation. 
In our numerical experiences we applied instead a recent technique 
developed by Bini and Gemignani for the solution of a tridiagonal eigenprob- 
lem 161, which can be also used in order to find the zeros of any polynomial, 
whose separator set is known, by covering also the case p < 0. 
If p(h) is such a polynomial, i1 < *.+ < ;?, are its zeros and 
f.xi]~‘~_l,{yi]in_i are left and right initial separators, i.e., xi < hi < yi for 
i = I..., n, then the iteration schemes 
x!O) = xi, .(k+ 1) = .$’ _ 
N( xi”‘) 
I I 
’ - N(xfk’) c X;k) : y!k) ’ 
j#i J 
yj”’ = yi, Y;k+l) = Y;k) _ N( Ylk') 
1 - N( yik’) c ’ 
j_+i yp - $“’ 
are used at each step, producing two sequences { xlk)}, { yik)] of left and right 
separators respectively; N(h) stands for Newton ratio ~(h)/p’(h). 
As k goes to infinity, xi”) and (k) yi both converge to hi at a cubic rate, 
provided that the initial separation intervals are well separated each one from 
the other, i.e., the inequalities 
yi - xi < +min( xi+l - yi, Xi - yi_l) (32) 
hold for i = l,...,n with y. = --m and x,+i = +w. 
If (32) is not true, a so-called isolation procedure may be applied before 
starting the iteration, in order to shrink the intervals (xi, yi); this procedure 
can be performed through the bisection of the exponents [3, 71, essentially 
based on the repeated application of a Sturm sequence. 
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In our case, p(A) is the characteristic polynomial of the updated pencil: 
p(h) = d(h) + s(A) = d(A)w(h) for A St hi, 
where d(h) and s(A) are defined in (28) and (29) and w(A) is the secular 
equation. 
The Newton ratio N(A) can be evaluated in two different ways according 
as A # Ai or not. In the first case, p’(A) = d’( A)w( A) + d( A)w ‘(A); setting 
and pj := 
lj" 
aj - Apj 
forj = I..., n, if w(A) # 0 at each step, we need to apply the formulae 
w(A) = 1 + (a - A/L) 5 pj, 
j=l 
w’(A) = (a - A/J.) 2 OjPj - P 5 Pj, 
j=l j=l 
1 
- = 
N(A) 
s- ke,, 
j=l 
motivated by the relation d’(A) = -d( A)C?, , 0,. In contrast, if A = hi we 
apply the formula 
I - , 
Our initial separators given by Theorem 5.1 are such that xi+ i = yi for 
i=l , , . . , n - 1, so that the isolation procedure is necessary: in a sequential 
machine the following result could be useful in order to perform such stage. 
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THEOREM 5.2. Let the pencil (2) be nondefective. Zf 
then the polynomials pk(A) := d,(A)w,(A) for k = 1, . . . , n form a Sturm 
sequence, that is, 
1. pO(A) has-simple zeros; 
2. fir each A solving pa(A), p,(i)pb(i) < 0; 
3. if pk( 5) = 0 for a value of k between 1 and n - 1, then 
Pk+l(S)Pk-lW < 0; 
4. p,(A) has constant sign. 
Proof. Statements 1 and 4 are immediate, since the zeros of p,,(A) are 
the eigenvalues of (21, which are simple in view of Theorem 5.1 and 
P”(A) = 1. 
First of all, for each k we have the relations dk_i(A) = dk(AXak - A/J.,) 
and wk- ,(A) = Wk(A) + ( o - A/.&s/( (Yk - A&. 
In order to prove statement 2, observe that p:(A) = ZO(h)w,(A) + 
$,( A)w$A), whence p;(i) = d,(lQwb(Q has the same sign as d,(& ti - 
A/L) by Corollary 5.1. Moreover, 
dd A) 
PI(A) = d,(A)w,( A) = (ye 
- Al-Q 
%(A) - (a - A/J) 
a1 
so lhat pi(A) = -d,(AXcr - &~>tf/(cxi - &J,)~ and then p,(i) and 
p;(A) have opposite sign. 
For k = 1, . . . . 
p J A) we deduce 
n - 1, if pk( 5) = 0 then with the same argument as for 
Pk+l(t) = -dk(6)(a - +) tak+lB1 - 5Pk+1Y ’ 
while 
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Thus, 
and the third point is proved. n 
The location of the zeros with respect to a given approximation h can 
then be performed by counting the sign changes in the Sturm sequence 
Ipk(Al]&’ with O(n) operations. 
In a parallel environment this method is not convenient and it is better to 
compare the sign of p(h) with those corresponding to the separators, at the 
cost of O(log n> parallel steps with O(n) processors. 
However, in our experiments we observed that a slight variant of this 
method, referred to in [6] as Scheme 3, realized a better performance. Such 
technique consists of executing the iterations only for one separator of each 
root, according to the semi-interval which the eigenvalue belongs to; the edge 
to be moved is detected through a single bisection step, by avoiding any 
sophisticated isolation procedure: the convergence may slow down, but in our 
experience this has been balanced by the computation of fewer Sturm 
sequences. 
6. NUMERICAL RESULTS 
Our method aims to be a good alternative to general-purpose eigenvalue 
solvers, especially in the situations where the computational cost has to be 
reduced and memory requirements must be bounded. It fully exploits the 
Toeplitz structure, it globally requires O(n2) operations, it is parallelizable, 
and it works without explicitly forming the matrices involved, O( Kn) memory 
locations being sufficient. 
In the particular case of the standard problem for band matrices, it has 
been already tested in [19] (although with a different rootfinder for the 
secular equation): compared to the band solver of EISPACK, the authors 
observed that the updating method outperforms the latter as far as the time 
complexity is concerned; the accuracy in the results was quite satisfactory. 
Our goal is to prove the same efficiency in the more general case of the 
generalized eigenproblem for rational matrices. We used for our preliminary 
experiments a PC 486/DX equipped with MATLAB, by considering four 
examples and comparing the performances of our updating procedure and of 
the built-in function eig, essentially equivalent to EISPACK routine HQR2. 
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For each problem, we ran the updating procedure for increasing values of 
the size n; in Tables l-4 we display the numbers of operations n,, n, 
reported by the MATLAB function flops, the elapsed CPU times t,, t,, and 
the maximum absolute error compared with the output of eig. The last 
column reports the average number of iterations required by each eigenvalue 
in order to solve the K secular equations. 
TABLE 1 
NUMERICALRESULTS FOR EXAMPLES 
n ne n, te t ” Error Iter. 
31 4.4 x 105 3.2 x lo5 2.2 x 10-l 9.2 x 100 2 x 10-14 11.4 
63 3.3 x lo6 1.3 x lo6 1.7 x 10’ 1.9 x 10’ 1 x 10-13 11.1 
127 2.4 x lo7 5.0 x lo6 1.2 x 10’ 4.8 x 10’ 11.0 
255 1.9 x 10’ 2.0 x 10’ 1.1 x lo2 1.3 x 102 ; ; wy 10.9 
511 1.5 x 109 7.9 x 107 9.0 x 102 4.9 x 102 8 x lo-” 10.8 
TABLE 2 
NUMERICALRESULTS FOREXAMPLE~ 
n n, n, t, t” Error Iter. 
31 4.0 x lo5 4.6 x lo5 2.2 x 10-l 1.3 X 10’ 2 x lo-l5 15.4 
63 3.0 x lo6 1.8 x lo6 1.5 x 10’ 2.7 x lo1 3 x lo-l5 15.1 
127 2.3 X lo7 7.2 x lo6 1.2 x 10’ 6.6 x 10’ 8 x lo-l5 14.8 
255 1.8 x 10’ 2.9 x 10’ 9.9 x 10’ 1.8 X lo2 1 x lo-l4 14.6 
511 1.4 x 10’ 1.1 x 10’ 8.8 x lo2 6.0 x lo2 6 x lo-l4 14.5 
TABLE 3 
NUMERICAL RESULTS FOR EXAMPLE 3
n “e n, t, t, Error Iter. 
31 3.9 x 105 1.0 x lo6 2.2 x 10-l 3.1 x 10’ 6 x lo-l4 38.6 
63 3.1 X lo6 4.1 X lo6 1.6 x 10’ 6.7 x lo1 4 x lo-l3 37.6 
127 2.4 x lo7 1.6 x 10’ 1.2 x lo1 1.6 x lo2 9 x lo-l3 36.9 
255 1.8 X 10’ 6.5 x lo7 9.7 x 10’ 4.3 x 102 2 x 10-12 36.3 
511 1.4 X 10’ 2.6 x lOa 8.8 x lo2 1.4 x 103 5 x 10-12 36.0 
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TABLE 4 
NUMERICALRESULTS FOREXAMPLE~ 
n n, n, t e t u Error Iter. 
31 4.7 x 104 1.0 x 106 1.1 x 10-i 3.0 x 10’ 2 x 10-13 37.3 
63 3.6 X lo5 4.0 x lo6 2.2 x 10-i 6.4 x 10’ 1 x lo-” 36.2 
100 1.4 x 106 9.7 x 106 7.7 x 10-i 1.2 x 102 2 x 10-u 35.9 
200 1.1 x 10’ 3.5 x 10’ 5.4 x 100 2.9 x 102 5 x 10-u 35.5 
255 2.3 x 10’ 6.4 x 10’ 1.1 x lo1 4.1 x 102 3 x 10-n 35.1 
511 1.8 x 10’ 2.5 X lOa 8.5 x lo1 1.4 X lo3 2 X lo-l2 34.6 
We summarize below the four problems we chose as test examples. 
1. Generalized problem for 
T= 
6 -4 1 0 
-4 . . 
1 . . . 1 
-4 
. 0 1 -4 6 
the matrices are banded, K = 2 updating corrections are necessary, and S is 
ill-conditioned with respect to inversion: its condition number grows like 
O(n2). 
2. Generalized problem for T = (0.5'i-jl):j=,, S = (3-~'-j~)~l=l: the
matrices are rational; we used the value K = 3. This problem is referred in 
literature to Kac, Murdock, and Szegij [21] and is also connected with the 
optimization of rejection filters [14]. 
3. Generalized problem for T generated by 
T(z)= 
1.5 - 3.5( Z + z-1) + ( Z2 + z-2) 
B(z)B(l/z) ' 
with B(Z) = (1 - O.lz)(l - 0.22) and S as in example 2; K = 7. The 
matrix T has been considered in [28]. 
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4. Standard problem for T generated by 
T(z) = 
1 + 2(” + 2-l) - (2” + z-2) + (2” + z-3) 
fww/4 
with B(z) = 1 - 0.42 - 0.47~~ + 0.21~~. This matrix too appears in [28]; K 
still equals 7. 
In the generalized problems, the reduction to a standard problem was 
applied through the Cholesky d ecomposition of S, before the call to eig: in 
fact, the built-in routine concerning the generalized eigenproblem uses the 
QZ algorithm and therefore does not exploit symmetry, resulting in poor 
performance. Anyway, the output of QZ has been used as comparison term 
for the errors, since it can avoid potential effects related to the ill-condition- 
ing of S. 
We used the tolerance 10~ in the solution of the secular equations, u 
being the machine precision, 2.2 X 10-16. For each equation solved by the 
rootfinder, we observed a slight variation in the number of iterations, except 
for the extremal eigenvalues, for which Theorem 5.1 does not provide tight 
estimates and that number increases. 
It turns out that the updating procedure generally outperforms the 
built-in routine in the number of operations, most significantly for small 
values of K or for the generalized problem. Since MATLAB is not a compiled 
language, execution times are not comparable: besides, for large n our 
interpreted implementation may be faster than the compiled eig function 
(see examples 1 and 2). 
The accuracy in the results keeps being satisfactory, with the loss of few 
digits in the case where S is ill-conditioned (example 1) or n + 1 is not a 
power of two (example 4). In the first case, for large 72 the eigenvalues of 
r( ~1 cluster at the origin, and this probably affects the accuracy of the initial 
approximations. In the second case, the discrete sine transform was not 
computed through a divide-and-conquer implementation, resulting in a dif- 
ferent bound on the error. 
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