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ABSTRACT
A FRMEWORK FOR CARDIO-PULMONARY RESUSCITATION (CPR) SCENE
RETRIEVAL FROM MEDICAL SIMULATION VIDEOS BASED ON OBJECT AND
ACTIVITY DETECTION
Anju Panicker Madhusoodhanan Sathik
April 20, 2018
With the increasing wealth of videos available today, automatic classification and
retrieval of videos is gaining extreme importance. A vast amount of research has been done
in the field of content based video retrieval, in the past decade, where video representations
were mainly drawn from three modalities text, audio and visual - and their combinations
with several classification techniques. An important branch of content based video retrieval
is activity detection from videos.
In this thesis, we propose a framework to detect and retrieve CPR activity scenes from
medical simulation videos. Medical simulation is a modern training method for medical
students, where an emergency patient condition is simulated on human-like mannequins
and the students act upon. These simulation sessions are recorded by the physician, for
later debriefing. With the increasing number of simulation videos, automatic detection and
retrieval of specific scenes became necessary. Our application is specific to detecting Cardio
Pulmonary Resuscitation (CPR) activity and the breathing bag activity, from the medical
simulation videos. The proposed framework for scene retrieval, would eliminate the con-
ventional approach of using shot detection and frame segmentation techniques.
Firstly, our work explores the application of Histogram of Oriented Gradients in three
iv
dimensions (HOG3D) to retrieve the scenes containing CPR activity. Human action recog-
nitions are by far mostly studied under well controlled laboratory environments, without
background disturbances, camera movements or occlusions. The proposed approach would
be able to detect specific activity even when there are multiple people performing different
actions, camera movements and several background disturbances.
Secondly, we investigate the use of Local Binary Patterns in Three Orthogonal Planes (LBP-
TOP), which is the three dimensional extension of the popular Local Binary Patterns, for
activity based scene retrieval from videos. This technique would also be used in the propo-
sed framework as a robust feature that can detect specific activities from scenes containing
multiple actors and activities.
Thirdly, we propose an improvement to the above mentioned methods by a combination
of HOG3D and LBP-TOP. Since features from different modalities can provide comple-
mentary information, we use decision level fusion techniques to combine the features. We
prove experimentally that the proposed techniques and their combination out-perform the
existing system for CPR scene retrieval.
Finally, we devise a method to detect and retrieve the scenes containing the breathing bag
activity, from the medical simulation videos.
We use a Support Vector Machine (SVM) classifier for classification of the video volumes
into CPR activity scenes or non-CPR activity scenes. We also experiment with K-Nearest
Neighbours (KNN) and Artificial Neural network (ANN) classifiers and devise decision le-
vel fusion techniques for CPR activity detection. Finally, we have developed a graphical
user interface (GUI) that gives a statistical display of the correctness of the CPR activity
performed and enables the user to directly view the desired scenes.
The proposed framework is tested and validated using eight medical simulation videos and
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The popularity of surveillance cameras and personal video recorders contributed
heavily to the enormous amount of video data these days. According to recent statistics,
over 100 hours of video are uploaded to YouTube alone every minute [8]. The superfluity
of videos available both on the internet and elsewhere has made manual annotation of
the videos almost impractical. Consequently, widespread research has been going on to
automatically categorize, analyze, classify, index, and search the large collections of videos.
This area of research is commonly referred to as content based video (CBV) analysis [9–14].
A typical CBV analysis system consists of the following three main steps:
• Pre-processing - Videos may require different pre-processing techniques depending on
the quality of video recording and the application at hand. Background subtraction,
contrast normalization, filtering, sampling etc. are different types of pre-processing
methods generally used for video analysis [15–17].
• Feature Extraction - It is important to extract the appropriate features to represent
the content of a video. Video features are typically extracted from textual [18, 19],
audio or visual modalities [20–22]. In general, a combination of multiple features from
different modalities will be needed to represent the complex content of a video [23].
In such cases, fusion of different features from different modalities are used.
• Feature Learning - Once the features are extracted, the desired system (classifier,
search engine, indexing application etc.) is built by analyzing and learning pat-
terns within the features. Existing learning algorithms use supervised [24, 25], semi-
supervised [26,27], or unsupervised [28,29] techniques for building the system.
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One of the most common tasks in CBV analysis is the classification of video scenes
based on the performed actions [25, 30]. Then, at a higher level, videos can be categorized
based on the frequency of occurrence of particular actions. For example, in the case of
online movie classification, say we want to classify movies into horror movies or action
movies. This can be done by finding the frequency of occurrence of horror scenes followed
by screams, or fight scenes respectively, and then classifying the movies accordingly. Action
recognition is therefore crucial for organizing and retrieving online videos [31,32].
Another important application of activity detection is in video surveillance [33, 34].
According to IHS (Information handling Services Markit) in 2014, there were 245 million
professionally installed video surveillance cameras active and operational globally [35]. The
main purpose of installing surveillance cameras was to cut down crime. However, these
video recordings are very long, and manual detection and retrieval of scenes containing
specific activities is tedious and mundane. Thus, automatic real-time detection of certain
activities such as a fight scene, robbery, or suspicious activity [36–38] in police surveillance
videos, can be very helpful.
Activity detection in the closed-circuit television surveillance of elderly people is
another application that can benefit from CBV analysis [39]. Specific tasks in this domain
include fall detection [40,41], monitoring home medical device operation etc. Similarly, acti-
vity detection from videos can be used for educational and medical purposes like studying
human behavior. Researchers, analysts, historians and journalists also need efficient and
accurate retrieval of archived video data for several applications.
Automatic retrieval of scenes containing particular activities find tremendous appli-
cations in sports and entertainment industry as well [42–45]. Sports highlights, replays,
classification, all require automatic action detection and retrieval techniques. CBV analysis
finds increasing use in gaming and animation industry that rely on synthesising realistic hu-
mans and human motion. Gaming industry tend to produce a large variety of motions [46]
to facilitate augmented reality and human machine interactions, whereas movie industry
focuses on producing high-quality animations [47,48].
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Human Activity Recognition (HAR) is an important area within CBV research [49].
HAR is difficult, owing to several reasons such as the high dimensionality of the features re-
presenting the video data, large intra-class variability due to difference in scale, illumination
changes, camera movements and also the resolution and quality of the video recording.
HAR in medical videos has been gaining attention in the past few years. It finds
tremendous use in patient monitoring videos [40,50,51], fall detection in elderly monitoring
videos [41], early detection of many diseases like hand tremor or neonatal epilepsy [50, 52],
and also in medical simulation videos which are recorded for educational purposes.
Studies published in the Journal of the American Medical Association in January
2005 [53] show that CPR can be incorrectly performed even by trained practitioners. Me-
dical simulation is a recent advanced methodology for training medical students to improve
patient safety, strengthen interdisciplinary and clinician-patient interactions. It allows the
acquisition of clinical skills through deliberate practice rather than simply acquiring theo-
retical knowledge.
In this work, we focus on CPR activity detection in medical simulation videos. This
work is in collaboration with the Simulation for Pediatric Assessment, Resuscitation, and
Communication (SPARC) group, within the Department of Pediatrics at the University of
Louisville. SPARC was developed to teach pediatrics faculty, fellows, and residents how to
respond to medical crises. The objective of SPARC is to enhance the care of infants and
children by using simulation-based educational methodologies to improve patient safety,
strengthen interdisciplinary and clinician-patient interactions.
The SPARC simulation sessions involve 4 to 9 people and last approximately 15
minutes to one hour. Human-like mannequins that have respiration and heartbeat and
respond to treatment with virtual drugs, are used for these simulations. After each such
session, the physician would manually review and annotate the recording, and then debrief
the trainees on the session. Video assisted debriefing allows participants to reflect on their
experience, teaching them to be more efficient and productive during such real life scena-
rios. With the increasing number of simulation sessions, the physicians find that (1) the
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manual process of review and annotation is labor intensive; (2) retrieval of specific video
segments is not trivial; and (3) there is wealth of information waiting to be mined form these
recordings. Providing the physician with automated tools to segment, semantically index
and retrieve specific scenes from a large database of training sessions will enable him/her
to (1) immediately review important sections of the training with the team, (2) allow more
efficient debriefing session with the team of trainees, and (3) identify similar circumstances
in previously recorded sessions.
CPR is a combination of techniques designed to pump the heart to keep the blood
circulating and deliver oxygen to the brain, in case the heart stopped pumping (cardiac
arrest) until definitive measures can stimulate the normal working of the heart. The Brea-
thing Bag or Bag Valve Mask (BVM) is a required component of the CPR kit for trained
professionals and is often found as standard equipment in emergency rooms and other cri-
tical care settings. The BVM consists of a flexible air chamber attached to a face mask
through a shutter valve. The flexible air chamber is squeezed to force feed air or oxygen into
the lungs of the patient, in order to inflate them under pressure, thus manually providing
a positive pressure ventilation. When the bag is released, it self inflates from the other end
drawing in either ambient air or a low pressure oxygen flow supplied by a regulated cylin-
der, while also allowing the patient’s lungs to deflate. Bag-valve masks may be of varying
sizes so as to fit infants, children, or adults. The face mask size may be independent of the
bag size; for example, a single pediatric-sized bag might be used with different masks for
multiple face sizes, or a pediatric mask might be used with an adult bag for patients with
small faces. A picture of breathing bag used in our experiments is shown in figure 1.1.
Figure 1.1: Image of a breathing bag
In an emergency room simulation, a typical CPR procedure for an adult consists
4
of either 15 chest compressions followed by 2 breaths or 30 chest compressions followed by
2 breaths depending on the number of people present. The ratio only holds if there is no
endotracheal tube. The CPR and breaths are given in a cyclic manner. If the patient is
intubated then the ratio must be 100 compressions per minute and 20 breaths per minute
given asynchronously. If there is cardiac dysrhythmia (such as ventricular tachycardia and
ventricular fibrillation) present, an external defibrillator will be used after a specific number
of CPR cycles.
In this dissertation, we developed a framework to automatically detect and retrieve
scenes containing CPR activity from medical simulation videos. We also devised a method
to detect the breathing bag action that follows the CPR activity. By measuring the ratio of
the number of CPR compressions to the breathing bag compressions, we report an estimate
of the correctness of the procedure performed by different trainees in the simulation session.
The main contributions of this dissertation can be outlined as follows:
1. We developed an adaptation of spatio-temporal Histogram Of Gradient orientation
features (HOG3D) [3]. HOG3D uses the orientation of gradients to capture the struc-
ture of the motion in three dimensions.
2. We developed a method to use spatio-temporal texture features to capture the dyn-
amic texture that appears during the up-down rhythmic movement of a CPR action
cycle. We use Local Binary Patterns on Three Orthogonal Planes (LBP-TOP) [54]
for this purpose.
3. We implemented a decision-level fusion of HOG3D and LBP-TOP to obtain higher
accuracy as compared to either of the methods individually. We train and test with
three different classifier models and report the results.
4. We devised a method to detect the breathing bag activity by detecting the change in
area of the bag, when the breathing bag activity is performed.
5. We developed a GUI prototype to enable the user to retrieve the CPR activity scenes
and also display the correctness of the CPR activity.
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An important contribution of this work is how we achieve the above mentioned tasks without
using the conventional modules like key-frame extraction, shot segmentation, and scene
segmentation. Another key aspect of this work is that we present experimental results
on a larger dataset compared to previous studies. This research aims at reducing the
false rejection, false acceptance, and, training and testing time for reliable recognition and
retrieval of scenes specific to CPR activity.
The remainder of this dissertation is organized as follows. In chapter 2, we provide
an overview of related work on activity recognition and detection techniques, and existing
work on CPR scene retrieval system. In chapter 3, we propose the CPR scene identification
system using spatio-temporal features. In chapter 4, we present the experimental results
and analysis, and describe our graphical user interface (GUI). Finally, in chapter 5, we
conclude and discuss about potential future work.
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CHAPTER 2
BACKGROUND AND LITERATURE REVIEW
In this chapter, we present an overview of the state-of-the-art methods for activity
detection and recognition in general, as well as in the medical domain. We also present an
overview of prominent decision-level fusion techniques to combine the outputs of multiple
algorithms.
In general, methods for modeling and recognizing actions can be classified into non-
parametric, volumetric, or parametric time series approaches. In the non-parametric appro-
ach, first, low-level visual features are extracted for each video frame. Then, these features
are matched to pre-computed templates [55–58] that correspond to different actions. Tem-
plates can be either two dimensional (2-D) or three dimensional (3-D). The 2-D template
modeling generally consists of a blob identification step using background subtraction or
tracking, followed by computation of flow-based features for each identified spatial location.
The flow features within each segment are averaged into a single frame. The average-flow
frames, within an activity cycle, form the template for each action class [5, 57]. The main
limitation of the template-based approach is that they tend to lose their discriminative po-
wer for complex activities due to averaging. To model 3-D objects, the 2-D object blobs, or
contours in the (x, y) spatial space, are stacked together to encode shape and motion cha-
racteristics in the 3-D (x, y, t) space [59]. Manifold learning algorithms, which are methods
for reducing the high dimensionality of video data for action recognition tasks [60,61], also
fall under this category.
In the volumetric approach, features are extracted over a 3-D volume of pixel in-
tensities [1, 3, 62]. The volumes can be extracted based on spatio-temporal filtering [1],
part-based detection [4, 63], or sub-volume matching [3]. In spatio-temporal filtering, the
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video volume is filtered using a large filter bank at various orientations and spatial sca-
les. The filter’s responses along eight different orientations for a hand-waving action is
illustrated in figure 2.1. Once the motion salient regions are identified, actions are either
recognized using mean-shift tracking of the salient regions, or by creating a histogram of
energies (HOE) as feature representing the action.
Figure 2.1: Low-level features - Motion saliency features of eight orientations (courtesy [1])
In part-based detection, a video volume is considered as a collection of local parts
and each part consists of a distinctive motion pattern which contributes to the activity [4].
In [2], Laptev and Lindeberg proposed a 3-D generalization of scale-space representations,
where spatio-temporal gradients are computed for each level of scale-space representation
of the video. The gradients within a neighborhood are combined to yield stable estimates
of a spatio-temporal second-moment matrix. Local features are then derived from these
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smoothed estimates of gradient moment matrices.
The parametric approach for activity detection and recognition attempts to model
the temporal dynamics of motion. The specific parameters for a class of action are estimated
from the training data [64–67]. The two most popular parametric approaches are the
Hidden Markov Model (HMM) and the Linear Dynamical Systems (LDS). In HMM, the
state space is considered to be a finite set of discrete points and the temporal evolution is
modeled as a sequence of probabilistic transitions from one discrete state to another [7,64].
HMMs are efficient for modeling time-sequence data and are useful for both their generative
and discriminative capabilities. They are also well suited for tasks that require recursive
probabilistic estimates. Linear dynamical systems are a more general form of HMMs where
the state space is not constrained to a finite set of symbols but can take on continuous
values [66, 67]. LDSs are commonly used for learning patterns from high-dimensional time
series data.
In this chapter, we start by reviewing the state-of-the-art methods for detecting
general human activities. This task consists of the detection of day to day actions like
running, jogging, walking etc.Typically, these methods are developed and tested on datasets
where videos are recorded under controlled environments such as a single actor is performing
the action without significant background changes or camera movement. Next, we focus
on specific activities within the medical domain. Activities within this category follow a
particular procedure or pattern and require a deeper understanding of the medical procedure
[51]. These will generally have multiple actors and multiple activities being performed
simultaneously. An example of this application is the detection and retrieval of (CPR)
scenes from medical simulation videos.
2.1 General Human Activity Detection Methods
Depending on the type of features used and the method of detection, general human
activity detection can be categorized into three main groups: 1) detection using low level
features; 2) detection using high-level features; and 3) tracking based detection.
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2.1.1 Activity detection using low-level features
Typically, low-level features are local descriptors or interest points extracted at every
frame or from 3-dimensional space-time volumes. Examples of such features include Har-
ris3D [68], Cuboids [69] and Spatio Temporal Interest Points (STIP) [2] to locate spatio-
temporal interest points. For example, the STIP detectors (figure 2.2) are computed based
on the detection of spatio-temporal corners. These points of interest are determined as
those points that exhibit a high variation of image intensity in all three directions (x, y, t).
Figure 2.2a(a) shows the 3-D plot of the detected interest points, illustrated by ellipsoids
on a level surface of a leg pattern (shown upside down) and figure 2.2b(b) shows the actual
interest points overlayed on the frames from the original walking sequence.
(a) (b)
Figure 2.2: Detected spatio temporal interest points for the leg movement in walking action:
(a) 3-D plot of interest points (ellipsoids) on a level surface of a leg pattern shown upside
down (b) STIP points overlayed on actual frames from a video of walking sequence (courtesy
[2])
After detecting the interest points, a typical procedure is to extract a cuboidal
volume of interest (VOI) around the interest point, and find spatio temporal descriptors,
such as HOG/HOF [70], HOG3D [3, 4] etc. within the VOI. The extracted descriptors are
quantified with a pre-learned code book, and input videos are typically modeled with Bag
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of Visual Words [71]. These local descriptors are somewhat successful in capturing and
representing local and repeatable properties of actions within a video. These properties
make local descriptors robust to intra-class variability and deformation to a certain degree
[63]. However, these local descriptors cannot discriminate between activities with different
high-level motions effectively.
Histogram of Oriented Gradients (HOG) is a 2-D descriptor that has been used exten-
sively for people detection, object detection, and activity recognition. Dalal and Triggs [72]
explain how a dense histogram of gradient orientations can capture edge information which
aids in efficient detection of pedestrians. HOG can also be used in combination with other
temporal features for activity recognition. For instance, Laptev et al. in [70] introduced
HOG/HOF descriptors which is a fusion of the 2-D HOG and histograms of optical flow
(HOF). The two histograms are concatenated to form one descriptor. Both descriptors are
computed in the space-time neighborhood of the detected interest points. Another descrip-
tor that proved to be effective is the Histogram of Oriented Optical Flow (HOOF) features.
HOOF was proposed in [73] to represent human activities using nonlinear dynamic systems
of HOOF time series. The HOOF features essentially capture the distribution of optical
flow. It is independent of the scale or direction of motion.
HOG and several of its variants [74, 75] were successfully used for local feature re-
presentations as well as for dense description of objects and images. In [3], Klaser et al.
proposed the 3-D HOG features (referred to as HOG3D), which are fast and efficient to
compute and are able to combine motion and appearance into one representation. This is
a 3-D extension of the HOG features into the temporal dimension and is robust to chan-
ges in illumination. Figure 2.3 gives an overview of the HOG3D descriptor computation.
For each video volume, a sparse set of spatio-temporal interest points are obtained using
Harris3D ( [68]) operator. The support region around the interest points are determined
and these regions are divided into grids. Figure 2.3(a), shows the spatio-temporal region of
size (hs, ws, ls), around an interest point. This region is divided into a M ×M × N grid,
(here M = N = 2). Each sub-volume Ci is divided into S × S × S sub-blocks bj . The
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Figure 2.3: Overview of the HOG3D descriptor computation: (a) Support region around a
point of interest divided into grid, gradient orientation histogram computed at each sub-
volume in the grid is concatenated to form final histogram; (b) each histogram is computed
over a grid of mean gradients; (c) each gradient orientation is quantized using regular
polyhedrons; (d) each mean gradient (courtesy [3])
mean gradient is computed at each of the sub-blocks bj in the grid (figure 2.3(d)). This
gradient is projected through a 20-D polyhedron to form 20-D histogram (figure 2.3(c)).
The histograms from all sub-blocks are concatenated to form the final feature vector. For
activity detection using HOG3D, features are sampled at multiple spatial and temporal
scales. Each video sequence is then represented using a bag-of-words representation of the
sparse space-time features. Finally, a non-linear SVM classifier with χ2- kernel is used for
classification.
In [4], a spatio temporal deformable part model (SDPM) was proposed. The SDPM
captures intra-class variations as a deformable configuration of parts. This model consists
of a root filter and several part models defined by the corresponding part filters. The root
filter captures the overall information of the action cycle while the part filters capture the
spatio temporal configuration of body parts. SDPM uses HOG3D as features for the action
cycle volume. Figure 2.4 shows an example of ”Swing Bench” action which is modeled using
several parts across three temporal stages. The large yellow rectangle indicates the area
under the root filter and smaller rectangles represent the parts. For each action model, the
most discriminative 3-D sub-volumes are automatically selected as parts, and the spatio-
temporal relationship between their locations are learned. This model focuses on the most
discriminative parts of each action, and therefore adapts to intra-class variation and shows
robustness to clutter.
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Figure 2.4: Action detection using spatio temporal deformable part model: The yellow
rectangle represents root filter and the smaller rectangles represent part filters. Detection
across three temporal stages is shown (courtesy [4])
In [54], the authors proposed an extension of the local binary patterns (LBP [76]),
called volume local binary patterns (VLBP), to recognize facial expressions as dynamic
textures. LBP is computed in a 3× 3 cell by comparing the gray pixel intensities of every
neighboring pixel to the center pixel. If the gray value is larger, then the corresponding
position is assigned a value 1, else 0. The computation of VLBP is similar to that of
local binary patterns. In particular, the intensity of the center voxel is compared with
the intensities of the neighboring voxels (from a space-time volume rather than a single
frame). The VLBP feature vector tends to be very high dimensional depending on the
number of neighborhood points P , which is typically 8 or 4. For instance, for an 8-point
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Figure 2.5: Computation of LBP on a 3-D volume as a concatenation of three LBP’s
extracted from Three Orthogonal Planes
neighborhood, the VLBP will have a 24 bit code word length, which leads to a total of
224 different patterns. It has been experimentally proven that this large feature pool can
be significantly reduced to a smaller subset for the task of action recognition [77, 78]. The
feature vector can be made shorter by reducing the value of P , but with loss of information.
Also if the chosen time interval L > 1 for VLBP computation, all frames with time variance
less than L will be discarded. The VLBP descriptor can be simplified by concatenating
the local binary patterns on three orthogonal 2-D planes: XY, XT and YT planes, while
considering only the co-occurrence statistics in these directions as shown in Figure 2.5. This
feature is referred to as LBP-TOP.
In [55], the VLBP and optical flow descriptors were combined to produce an efficient
descriptor, called motion binary patterns (MBP). The MBP encodes the intensity variations
in the neighborhood of each pixel as binary representations. A feature descriptor is created
by computing the histogram of all the binary patterns obtained for the given video.
As outlined earlier, several formulations of spatio temporal descriptors have been
applied to video representation. These features are either derived from spatial orientation
of intensities, motion information, or 3-D textural analysis. However, the relevance of these
different types of features and their mutual combinations are still under utilized. In several
works, it has been proven that the integration of information from different modalities
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provides a substantial improvement of the classification accuracy [79,80].
2.1.2 Activity detection using high-level features
Activity detection methods based on high level features are made up of global tem-
plates of actions. Several high level features and models use human shape masks and
silhouette information to represent the dynamics of the human body. For instance, in [81],
Bobick and Davis use shape masks from difference images for detecting human actions (Fi-
gure 2.6) using two temporal template representations: motion-energy image (MEI), which
is a binary value that represents where motion has occurred in an image sequence, and
a motion-history image (MHI), which weight these regions according to the point of time
they occurred (the more recent occurrences get higher weight). MEI is computed from the
cumulative binary motion images, generated using image differencing, from the start frame
to the end frame of the action sequence. In MHI, the pixel intensity is represented as a
function of the temporal history at that point. This gives a scalar-valued image where more
recently moving pixels appear brighter. Thus MEI and MHI behave as two components of a
vector image that can encode motion properties in a spatially indexed manner. The idea of
temporal templates was first introduced in [81]. Figure 2.6 shows sample key frames from
an aerobics video, and the respective motion energy and motion history images.
Figure 2.6: Shape masks from different images for computing motion history image (MHI)
and motion energy images (MEI) (courtesy [5])
In [6], an action model based on space-time shapes from silhouette was introduced.
Human actions in video sequences are regarded as 3-D shapes induced by the silhouettes in
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the space-time volume. The silhouette is computed using background subtraction (Figure
2.7). The properties of the solution to Poisson equation is used here to extract features like
local saliency, action dynamics, shape and structure. A high dimensional feature vector is
used to represent chunks of 10 frames. A sliding window in the temporal dimension is used
to compute features for detection, during classification.
Figure 2.7: Space-time volumes for action recognition based on silhouette information (cour-
tesy [6])
In [82], the authors proposed the Action Bank technique that applies a large set
of action detectors to the input video. The responses of these detectors are then used
as a semantically rich representation. Action bank stores a large set of individual action
detectors at various scales and view points. The action bank representation is a concatena-
tion of volumetric max-pooled detection volume features from each detector. This feature
representation, when paired with simple SVM classifiers, is shown to produce good results.
2.1.3 Activity detection using Tracking
Trajectories of body movements are common features used to identify the performed
actions. The objective of tracking is to establish correspondence of action between consecu-
tive action cycles based on features related to position, velocity, shape, texture, and color.
In particular, human body or parts of the body are identified, segmented, and tracked to
recognize the activity. Tracking can be done using a Kalman filter or a particle filter [83,84].
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Typically, low-level features are used to derive the trajectory descriptors to represent the
local motion in the video [85]. Once the trajectory features are obtained, a classifier (eg.
SVM or HMM) can be trained and used for detection.
Since trajectory based activity detection methods are based on local features, they
do not consider the global constraints in the space-time volume. A method to construct
a neighborhood topology, both in the spatial and temporal domains, using a supervised
manifold learning algorithm was proposed in [86]. This approach solves the generalized
eigenvalue problem to obtain the best projections that not only separate data points from
different classes, but also preserve local structures and temporal pose correspondence of
sequences from the same class.
A framework for tracking long sequence of activities in videos using a parametric
approach was described in [87], where activities are represented mathematically using dy-
namical models defined on the shape of the contour of the human body. This method is
capable of tracking long multi-activity sequences including time instances of change from
one activity to the next.
Another method to detect actions from dense trajectories obtained by sampling dense
points from each frame and tracking them based on displacement information from a dense
optic flow field, is described in [88]. In this approach, trajectories in the video are clustered
and an affine transformation matrix is computed for each cluster. In addition to displace-
ment vectors, the final trajectory descriptor contains elements of the affine transformation
matrix for its assigned cluster center.
2.2 Activity Detection for Medical Applications
Cardio Pulmonary Resuscitation (or CPR) activity detection finds increasing use
in medical activity detection from videos. In [7], the authors proposed an architecture for
retrieving scenes that contain CPR activity from medical simulation videos. This method
is shown in Figure 2.8.
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Figure 2.8: Architecture of the existing CPR scene retrieval system (courtesy [7])
The video is initially subjected to shot boundary detection by evaluating the simi-
larity of visual features between adjacent frames. A combination of color, edge and motion
features are used to evaluate the similarity measure for shot boundary detection [89, 90].
After video shot detection, a representative frame or key frame is chosen at a predefined
temporal location in the shot to represent the salient information from the shot. The se-
lected key frame is then segmented using the NCut algorithm [91]. Each of the segments is
then passed through a skin detector. From the identified skin regions, the region of interest
(hands of the person performing CPR) is selected. The average optical flow of the identified
region is calculated as the motion features as shown in figures 2.9 and 2.10. The motion
features are computed for each region of interest within each consecutive frame within a
given shot. To discriminate between skin regions that are involved in CPR and other skin
regions, a Hidden Markov Model (HMM) classifier [92] is developed and trained using the
motion features.
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Figure 2.9: Average Optical flow of a CPR sequence (courtesy [7])
Figure 2.10: Average Optical flow of a non-CPR sequence (courtesy [7])
The HMM classifier produces a sequence of random observation vectors at discrete
time according to an underlying Markov chain. A discrete HMM classifier with two models,
one for CPR sequences and another one for non-CPR sequences is used in this implemen-
tation.
In [93] Semeraro et al. devise a means to improve the quality of the CPR by using
a mini-VERM (Virtual Reality Enhanced Mannequin). The mini-VERM consists of a Mi-
crosoft Kinect motion sensing device and an audio-visual feedback system. This setting
provides a real-time feedback about the compression rate, compression depth etc. to the
person performing CPR compressions. This was perceived to be an easy to use self-training
mechanism for the health care professionals and others to help them improve the quality of
the CPR.
In addition to CPR activities, other medical activity detection systems include ge-
sture detection, or detection of a particular medical procedure. In [51], an activity recogni-
tion system for trauma resuscitation procedure is outlined where attributes from different
image regions and components are fused and decisions about each activity are made using
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temporal reasoning. Low level features are used to represent visually salient procedures.
The medical procedure is inferred by combining attribute probabilities with logical seman-
tics using an efficient Markov Logic Network Model. An automated transcription of trauma
resuscitation in emergency department is presented which is able to track and transcribe
the medical procedures performed during resuscitation of a patient, the time instances of
their initiation and their temporal durations. Trauma resuscitation is a challenging multi-
agent and multi-task setting, in which procedures need to be detected and recognized in a
continuous video stream. In [94] Kinect was used to capture the motion of a user to allow
a touchless manipulation of the operation table. The gesture dynamics are synchronized
with the table movements. However, these methods rely on Kinect motion sensing device
and specifically developed software to provide audiovisual feedback.
Several works have also been done using the LBP feature and its variants in the
medical field. For instance, in [95] Sarvvinda et al proposed an improvement of the standard
LBP, for 2D and 3D analysis of brain image texture for the diagnosis of Alzheimers disease.
This method utilizes sign and magnitude features extracted from the axial, coronal an
sagittal areas of the brain to create the new Advanced Local Binary Patten Sign Magnitude
(ALBPSM) feature vector. In [96] the authors present a fuzzy local binary pattern (FLBP)
operator to encode the spatio-temporal characteristics of human gait sequence. Gabor
filters are applied on gait energy images for one gait cycle and FLBP is used to encode the
resulting Gabor image. Rizwan et.al proposed a method for detecting pain in videos [97]
by using pyramid histogram of orientation gradients (PHOG) and pyramid local binary
patterns (PLBP) to get a discriminate representation of face. This model is said to achieve
real-time pain monitoring without any human intervention.
In [40], a method is proposed to validate individual human actions in the operations
of a home medical device to see if the patient has correctly performed the required actions in
the prescribed sequence. They used the MoSIFT [98] algorithm which first applies the SIFT
algorithm to find visually distinctive components in the spatial domain and detects spatio-
temporal interest points through (temporal) motion constraints. The motion constraint
20
consists of a ’sufficient’ amount of optical flow around the distinctive points.
The prompt recognition of seizures in new born by the nursery personnel is very
important to the early diagnosis and treatment of underlying problems. In [99], an auto-
mated procedure for tracking multiple body parts in video recordings of neonatal seizures
is presented. Motion in consecutive frames is detected using optical flow and the moving
body parts are tracked using Kalman filter.
2.3 Classification Algorithms
Different classifiers have different detection capabilities. Since we deal with high
dimensional features, it is not trivial to explain the classifier’s response characteristics. We
review 3 different classifiers in this section namely, Support Vector Machines, K- Nearest
Neighbors and Artificial Neural Networks, in this section.
2.3.1 Support Vector Machines
Support Vector Machines (SVM) [113] are supervised learning models based on lear-
ning algorithms that maximize the margin between the training patterns and the decision
boundary [113]. The classification function essentially depends only on the supporting pat-
terns which are those training examples that are closest to the decision boundary. They
are usually a small subset of the training data. Given the set of labeled training data, the
SVM algorithm builds a model, that assigns unseen test data into one category or the other,
making it a non-probabilistic binary linear classifier. The effective number of parameters is
automatically adjusted depending on the complexity of the problem. The solution or model
is expressed as a linear combination of the supporting patterns. Thus, the SVM classifier
constructs a hyperplane or set of hyper-planes in a high-dimensional space which can be
used for classification, regression, and other tasks.
The SVM algorithm uses a kernel, k(x, y), which is selected to suit the problem
domain, for its implementation. The hyperplanes in the high dimensional space are defined
as the set of points whose dot product with a vector in that space is constant. The learning
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of the hyperplane is done by transforming the problem using linear algebra. The SVM
kernel can be linear, polynomial or radial.
2.3.1.1 Linear Kernel SVM
For linear kernel, the equation for prediction of a new input is made using the dot
product between the input x and each support vector xi.
k(x, xi) =
∑
αi ∗ (x, xi) (2.1)
where the parameters αi must be estimated from the training data by the learning algorithm.
The kernel defines the similarity measure between new data and the support vectors. The
dot product is used as the similarity measure for linear kernel because the distance is a
linear combination of the inputs.
2.3.1.2 Polynomial Kernel SVM
In polynomial kernel SVM, we use a polynomial function instead of a dot product.
It can be expressed using the equation 2.2.
k(x, xi) =
∑
(αi ∗ (x, xi))d (2.2)
where d is the degree of the polynomial and must be specified to the learning algorithm.
When d = 1, this becomes same as linear kernel. The polynomial kernel allows non-linear
curved lines in the input space.
2.3.1.3 Radial Kernel SVM
Radial kernel uses more complex radial or exponential kernel function given by equa-
tion 2.3.
k(x, xi) = e
(−γ(x−xi)2) (2.3)
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where γ is a parameter and must be specified to the learning algorithm. The value of γ
is often between 0 and 1. The radial kernel is very local and can create complex regions
within the feature space, like closed polygons in two-dimensional space.
2.3.2 K-Nearest Neighbors
K-Nearest Neighbors (KNN) [114] algorithm is a non-parametric method of classifi-
cation. It is an example of instance based learning where the function is only approximated
locally and the computation is carried out only during classification. The training phase
consists of storing the multidimensional feature vectors and the class labels of the training
samples. Classification is done by assigning the label which is most frequent among the
k training samples which are nearest to the query point. Here, k is a user defined con-
stant and its value depends on the data. The value of k can be determined by various
heuristics such as cross validation. KNN classifiers have been used extensively in activity
detection [115,116].
2.3.3 Artificial Neural Networks
Artificial Neural network (ANN) [117, 118] is another popular supervised learning
paradigm based on a collection of connected units called nodes or neurons. Each connection
is capable of transmitting signals between them. The neural network typically has weights
between connections that adjust as the learning proceeds. ANN based classification is a
powerful and flexible approach and has been used successfully in a variety of action detection
tasks [119].
2.4 Fusion of the Outputs of Multiple Detection Algorithms
Pattern recognition algorithms aim at maximizing the classification accuracy. The
performance of any classifier is dependent upon several factors such as the amount of avai-
lable data, the dimensionality of the feature space, and the inter-class separability. For
challenging applications, no single classifier can capture all the variation in the data. In
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this case, multiple classifiers are used and their results are combined with the help of fusion
algorithms. Several fusion methods have been developed to fuse the outputs of multiple
classifiers [100]. The main fusion strategies can be broadly classified as (1) data level fusion
or low level fusion; (2) feature level fusion or intermediate level fusion; and (3) decision level
fusion or high level fusion [101]. In the data level fusion method, raw data from several
input sources are fused to obtain new raw data. Feature level fusion combines different fea-
tures from different modalities to create new feature vector. Decision level fusion combines
the outputs from different classifiers using different strategies to obtain a single confidence
value. A general architecture for information fusion is illustrated in figure 2.11. It shows
how fusion techniques applied at different levels lead to different specific models for expert
combination. Decision level fusion combines decisions coming from several experts. By
extension, one speaks of decision fusion even if the experts return a confidence (score) and
not a decision. In our project, decision level fusion is adopted to improve the accuracy of
our approach The following subsection outlines some of the decision level fusion strategies
that are relevant to our work.
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Figure 2.11: General architecture for information fusion
2.4.1 Decision Level Fusion
Often a single classifier is inadequate to handle and correctly represent the variability
of data, thereby resulting in reduced accuracy. Typically, different classifiers have different
weaknesses and produce different mistakes. Similarly, different classifiers can have different
strengths and thereby exhibit different detection capabilities. Decision level fusion of diffe-
rent classifiers is the most common method of combining the detection powers of different
classifiers to improve the overall detection accuracy. It has been applied to various fields
including character recognition [102], speech recognition [103] and text categorization [104],
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and has been proved to be superior to single classifier systems. In our work, we experiment
with the three methods outlined in the following subsections.
2.4.2 Ranking
A common approach for fusing of multiple classifier outputs is based on Ranking,
such as the Borda Count method [105]. This method first ranks the output of each algo-
rithm, and then sums the individual ranks to generate the combined ranks. It is a single
winner election method where each voter votes for their preferred candidate. The magni-
tude of Borda count is a measure of the strength of agreement by the participating classifiers
that the input pattern belongs to that class. The Borda count determines the winner of
the election by giving each candidate a certain number of points which corresponds to the
position in which the candidate is ranked by the voter. Formally, Borda count, Bj , for class





In 2.4, Bi(j) is the number of classes ranked below class j by classifier i and m is the
number of classifiers. Borda count method does not require any training and is based on the
assumption of additive independence among contributing classifiers. The main weakness of
this method is that it treats all classifiers equally and does not take into consideration the
individual classifier capabilities.
2.4.3 Logistic Regression
The Logistic Regression [105] is a generalization of the Borda Count method, where
the weighted sum of individual ranks is calculated and the weights are determined by logistic
regression. This method takes into account the relative significance of the classifiers from
a combination perspective. The logistic regression method tries to distinguish between the
classification correctness and the classifier correlation by treating them as separate problems
to be modeled. Let y1, y2, ..., ym be the output or rank scores assigned by m different
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classifiers. The logistic response function that combines the multiple series is defined as:
π(y) =
exp(α+ β1y1 + β2y2 + ...+ βmym)
1 + exp(α+ β1y1 + β2y2 + ...+ βmym)
(2.5)




= α+ β1y1 + β2y2 + ...+ βmym (2.6)
In 2.6, the transformation L(y) is called logit, which is linearly related to y and pro-
vides a new value according to which combined rankings are created. The model parameters
α, β1, β2, ..βm are estimated using data fitting methods based on maximum likelihood. The
relative magnitudes of parameters indicate the relative significance of classifiers in their
marginal contribution towards the logit.
The estimated model is used to predict the logit for each class, for every test pattern.
The classes can simply be sorted by the predicted logits in descending order, for ranking
purpose. The class with the largest logit is then considered as most likely to be the true
class. The values of π(y) or the logit can also be used as a confidence measure. A threshold
value is determined empirically and the classes with confidence value below it are rejected.
2.4.4 Discriminant Analysis
Discriminant analysis is similar to regression analysis and is used to determine which
predictor variables are related to the dependent variable and to predict the value of the de-
pendent variable, given certain values of the predictor variable. It assumes that different
classes generate data based on different Gaussian distributions [106, 107]. The model esti-
mates the mean and variances from the data for each class. The predictions are made by
estimating the probability that a new set of inputs belong to each class. The model used
Bayes’ theorem to estimate the probabilities. Let y1, y2, ..., ym be the output of m different
classifiers, and β are the linear model coefficients, the score function Z is defined as
Z = β1y1 + β2y2 + ...+ βmym (2.7)
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Suppose two classes of observations have means µ1 and µ2, and variance σ, then the
linear combination of features represented by equation 2.7 will have means βTµ1 and β
Tµ2
and variances βTσβ for i = 1, 2. Fisher in [108] defined the separation between these two






which can be represented as
S(β) =
Z̄1 − Z̄2
Variance of Z within groups
(2.9)
Given the score function, the problem is to estimate the linear coefficients that maximize
the score which can be solved by the following equations. Given the mean vectors, µ1 and
µ2 and the covariance matrices, σ1 and σ2 and the number of observations in the respective
classes n1, n2, we can estimate β and σ using




(n1σ1 + n2σ2) (2.11)
Classification is done by projecting onto the maximally separating direction, and
classifying it as C1 or C2 if:
βT (y − (µ1 + µ2
2
)) > −log p(C1)
p(C2)
(2.12)
The main difference between discriminant analysis and logistic regression is that, for
discriminant analysis, the dependent variable must be categorical and independent variables
must be continuous in nature.
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CHAPTER 3
CPR SCENE RETRIEVAL FRAMEWORK BASED ON OBJECT AND
ACTIVITY DETECTION
In this chapter we elucidate our proposed framework to detect CPR activity from
medical simulation videos, retrieve the scenes containing CPR activity, and to evaluate the
correctness of the performed CPR procedure. Medical simulation videos are recorded by the
supervising physicians for educational purposes. Then, they are evaluated, and the results
are used to debrief the trainees about their performance during the simulated emergency
scenario. The objective is to provide the physician with tools that can ”query all the scenes
that contain CPR activity” and ”return all scenes that contain CPR and ventilation given
in the correct/incorrect ratio”. First, we present the framework for temporal segmentation
of the input video into overlapping video volumes. Then we illustrate how we select the
regions of interest for detecting the CPR activity. Next, we describe the spatio-temporal
shape and texture feature extraction processes. These features will be used to encode video
simulations and learn a binary classifier, that can discriminate between CPR and non-CPR
scenes. Finally, we explain the breathing bag detection procedure. An overview of the
proposed system is illustrated in figure 3.1. The different steps of our proposed framework
are described in the following sections.
29
Figure 3.1: Overview of the proposed framework
3.1 CPR Activity Detection
The proposed system for for CPR activity detection,is composed of three main com-
ponents: 1) Video Segmentation; 2) Pre-screener module to detect region of interest and
presence of activity and; 3) Classification module that extracts features from the detected
activity regions and classifies them to be CPR or non-CPR activity regions. These compo-
nents are described in the following subsections.
3.1.1 Video Segmentation
CPR activities are localized within a small spatial region and over a short temporal
duration. The features should be extracted from a small region of interest to get a good
description and representation for the CPR activity. In order to choose the best value for
temporal overlap, we rely first on the optical flow in order to have a clear understanding
about the motion around the hand of the person performing the CPR activity. We use the
Horn-Schunck method [109] to calculate the optical flow.
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The Horn-Schunck algorithm tries to minimize distortions in flow and assumes
smoothness in flow over the whole image. The flow is formulated as a global energy function




[(Ixu+ Iyv + It)
2 + α2(‖∆u‖2 + ‖∆v‖2)]dxdy (3.1)
where Ix , Iy and It are the derivatives of the image intensity values along the x, y and t
dimensions respectively, ~V = [u(x, y), v(x, y)]T is the optical flow vector, and the parameter
α is a regularization constant. Larger values of α lead to a smoother flow. The function in
























where L is the integrand of the energy expression, givingIx(Ixu+ Iyv + It)− α
2∆u = 0
Iy(Ixu+ Iyv + It)− α2∆v = 0
(3.3)






is the Laplace operator. In practice, the Laplacian is approx-
imated numerically using finite differences, and may be written as ∆u(x, y) = ū(x, y) −
u(x, y), where ū(x, y) is a weighted average of u calculated in a neighborhood around the









2)v = α2v̄ − IyIt
(3.4)
The set of equations in (3.4) is linear in u and v and may be solved for each pixel
in the image. However, the solution depends on the neighboring values of the flow field
and hence must be repeated once the neighbors have been updated. The following iterative
scheme is used for this:
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u











In 3.5, the superscript k stands for iteration number. So, as we can notice, optical flow
measures the change in the velocity in terms of speed and direction at each pixel location.
To get an insight into the temporal extend of a CPR action cycle, we manually extract
region around the hands from CPR scenes that are labeled manually and we compute the
optical flow for all pixels within it. A single optical flow vector extracted for the region is
then estimated as the average of the optical flow of all if its pixels. Figure 3.2 displays the
average optical flow of a sample CPR activity region.
Figure 3.2: Average optical flow of a sample CPR sequence
After analyzing the average optical flow for many CPR scenes and using our know-
ledge about the typical frequency of CPR and the temporal resolution of the record video,
we set the number of frames for each volume of training and testing to be 18 frames. A se-
quence of 18 frames (approximately 0.6 seconds) of CPR action typically corresponds to one
CPR cycle (up-down movement) which is essential for capturing the rhythmic cycle of the
CPR activity. Therefore, every spatial region of interest will be segmented into overlapping
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volumes that include 18 frames.
3.1.2 Pre-screener Module
The medical simulation videos are recorded in an emergency room where a medical
condition is simulated in the dummy. An emergency room scene involves multiple persons
and multiple actions. The up-down hand movement can happen almost anywhere and
anytime on the scene, and not restricted to CPR activities. Also, there could be scenes
with absolute inactivity. Therefore, we employ a pre-screener module to select the region
of interest as well as identifying and ignoring the scenes with absolute inactivity.
3.1.2.1 Extraction of Region of Interest
A CPR activity is typically characterized by the trainee’s hands being placed on the
center of the chest of the dummy. So, in order to reduce the computational complexity of
our approach, we restrict our processing to those regions of interest. We start by detecting
the chest region of the dummy. All subsequent processing steps will be applied only to these
detected regions of interest. Since in all medical simulation videos, the dummy has a bare
chest, we can use a simple skin detector to identify the chest region of the dummy. If the
chest of the dummy cannot be detected with a high confidence value (due to occlusion), we
will scan the entire scene with a moving window volume for motion detection.
The bare chest can be detected using a simple but efficient skin pixel classifier to
discriminate between skin and non-skin regions. First, we collect several skin regions under
different illuminations and orientations, from our database of images as shown in figure 3.3.
Each sample is then mapped to the Y CbCr color space, where Y stands for luminance,
Cb for chrominance blue and Cr stands for chrominance red. Y CbCr is better suitable for
representing skin-color than the common RGB representation. We only use the Cb and Cr
components of the color to reduce the effect of noise. The color distribution from all the
skin samples is used to fit a Gaussian model with mean µ and covariance C. The probability
density function that best fits the data is then modeled using:
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(x− µ)C−1(x− u)t) (3.6)
To identify the chest region in any test image, the likelihood of each pixel is computed
using the Gaussian function in equation (3.6).The resulting skin likelihood map is then
passed through a low pass filter for smoothing. Finally, the image region with the maximum
likelihood score is identified as the chest region. This process is illustrated in figure 3.4 .
Here, the likelihood score of a region is the sum of likelihood of each pixel within the region.
After identifying the chest region, we proceed to the motion detection step.
3.1.2.2 Motion Detection
The simulation videos may have several scenes of inactivity. To improve the efficiency
of our approach, we limit the processing to scenes that involve some motion. Therefore, the
first step is to identify the scenes with any activity. To achieve this task, we use a simple
motion detection method.
Using Q consecutive image frames, I(t), t = 1...Q, first, we calculate the mean image
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Figure 3.4: ROI Selection Process







After calculating the average image B, we subtract it from the first image I(1) and
threshold it. The resulting binary image V (x, y) is defined as:
V (x, y) =





Figure 3.5: Binary images in the absence (top) and presence of motion (bottom)
Figure 3.5 top shows an example of binary image obtained for Q = 18 images of
interest picked from a CPR scene and figure 3.5, bottom shows an example of binary image
obtained for Q = 18 images which has no motion. If the sum of pixel values in V exceeds a
threshold, we identify it as occurrence of motion.
3.1.3 Classification of the Identified Activity Regions
We use spatio-temporal features to classify the detected activity regions into CPR
and non-CPR classes. The advantage of using spatio-temporal features is that the variations
in the space and time dimensions can be represented using a single feature vector. The
objective of our proposal is to identify CPR activity and breathing bag activity scenes
without video shot segmentation or tracking. We show that this is possible with the use
of features that represent the spatio-temporal shape of the activity (HOG3D) and, spatio-
temporal texture of the activity (LBP-TOP). These features are described in the following
subsections.
36
3.1.3.1 Spatio-temporal Histogram of Oriented Gradients (HOG3D)
The HOG3D [3] is an efficient descriptor to represent the pixel intensity variations
in spatial and temporal dimensions. It jointly encodes both appearance and motion infor-
mation. The HOG3D descriptors are based on spatio-temporal gradient orientations, and
hence they are robust to changes in illumination and minor deformations. While performing
a CPR activity, the hands of the actor will typically be in one specific posture as shown in
figure 3.6,(a). In our proposed work, we use the HOG3D features to capture the space-time
orientation of gradients that represents the structure of the CPR action cycle. The HOG3D
features are computed as described below.
We divide each detected activity volume c = (xc, yc, tc, wc, hc, lc)
T where (x, y, t)T
denotes the position of the center of the volume, and w, h and l its width, height and length
respectively, into cuboids of size M x M x N as shown in figure 3.6 (a). This will create
the set of M x M x N sub-blocks, bj, each of size S x S x S.
Figure 3.6: Steps for computing HOG3D features
For each bj , first we compute the gradients along the x, y, and t directions at
every pixel. Then, for each pixel, the gradient orientation is quantized by projecting the
(dx, dy, dt) vector on a 20 dimensional regular polygon (or icosahedron), with the gradient
magnitude as its weight. We will refer to the quantized block as qbj . Then, for each qbj ,
the weighted gradients are smoothed using a 3-D Gaussian filter, with σ determined by the
size of bj. The resulting vector is then thresholded and normalized. The histogram hc for








Each hc is then normalized using L2 norm within each sub-block. These histograms
are finally concatenated to form the HOG3D descriptor of M x M x N x 20 dimensions.
For example, if we select M = 2, and N = 3, then the resulting feature vector will have
2× 2× 3× 20 = 240 dimensions.
3.1.3.2 Local Binary Patterns over Three Orthogonal Planes (LBP-TOP)
Dynamic Texture is the extension of standard texture features to the temporal dom-
ain. The LBP-TOP feature combines the motion and appearance information of the un-
derlying texture. In a typical CPR action cycle, the dynamic texture is expected to display
a similar pattern for different actors. Moreover, the texture features in a small local neig-
hborhood of the volume of interest are not only insensitive to the translation and rotation,
but also robust with respect to the illumination changes.
In order to capture the dynamic texture of the CPR cyclic activity we use the LBP-
TOP feature. The LBP-TOP is a reduced representation of VLBP (as described in 2.1.1),
where the local binary patterns are computed only for the three orthogonal planes XY ,
XT and Y T . The XT and Y T planes contain the temporal information in the volume.
The three orthogonal planes intersect at the center voxel. The features are extracted from
each plane and concatenated to form the final feature histogram which serves as a global
descriptor for the spatial and temporal features. These steps are illustrated in figure 3.7.
Figure 3.7: Steps for computing LBP-TOP features
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For LBP-TOP features, as outlined in chapter 2, the number of neighborhood points
P determines the size of the feature vector. A neighborhood of P points will result in
2P codes. So, the LBP-TOP feature vector will be a 3 × 2P dimensional histogram. The
radius in the time axis can be the same as, or different from that of the radii in the space
axis, depending on the extend of variation of texture in the time and space axis. This will
sometimes result in using an elliptical neighborhood instead of the conventional circular
neighborhood. Let the radii in the X, Y and Z axis be RX , RY , and Rz, and the num-
ber of neighboring points in the XY, XT, and YT planes be PXY , PXT and PY T . If the
coordinates of the center pixel of the volume of interest are (xc, yc, tc), then the coordina-
tes of the neighboring points in the XY plane are given by (xc − RXsin(2πp/PXY ), yc +
RY cos(2πp/PXY , tc). Similarly, the coordinates of neighboring points in the XT plane are
given by (xc−RXsin(2πp/PXT ), yc, tc−RT cos(2πp/PXT ), and the coordinates of the neig-
hboring points in the YT plane are given by (xc, yc−RY sin(2πp/PY T ), tc−RT cos(2πp/PY T ).




I {fj(x, y, t) = i} for i = 0, ...nj − 1; j = 0, 1, 2 (3.10)
In 3.10 nj is the number of different labels produced by the LBP operator in the jth
plane (XY, (j = 0), XY, (j = 1)andY T, (j = 2)), fi(x, y, t) is expressed as the LBP code of
the center pixel (x, y, t), in the jth plane and
I {A} =
 1, if A is true0, if A is false (3.11)
The final histogram is then normalized to get a coherent and generalized feature descriptor.
3.2 Face Detection
We augment the CPR scene retrieval framework with face detection. Often, the
physician supervising the simulation session is interested in retrieving the CPR activity
scenes, performed by a particular person. Thus in out system we include a component that
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provides the physician with necessary tools to enable person specific CPR scene retrieval,
that could be a doctor or a nurse or any health care practitioner.
We use the Viola and Jones face detection method [76]. This algorithm can detect
faces in real time with very low false alarm rate using Haar-like features trained by the
AdaBoost algorithm [110]. We first identify the faces. For this, we run the face detection
algorithm in a sampled subset of the video frames. The detected faces are clustered to create
our face database. To retrieve the CPR scenes performed by a selected person, we apply
the face recognition algorithm. We compare the face detected from the CPR scene with the
selected face in the dataset [111, 112], and retrieve the scenes with the corresponding face
selection. Figure 3.8 shows an overview of the face detection module.
Figure 3.8: Overview of face detection module
3.3 Breathing Bag Activity Detection
The breathing bag activity detection process follows two steps: First, we detect
the presence of the breathing bag in the screen and second, we classify the scene with the
breathing bag as active or not active. These steps are explained in detail in the following
subsections.
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3.3.1 Pre-screener for Detecting the Breathing Bag
The breathing bags generally are of a few specific colors. Therefore, color masks can
be used effectively for the detection of breathing bags in the scene. The breathing bags
are almost always present in all the video frames, either in action or idle. The HSV color
space is one of the popular color spaces which separatesluma, or the image intensity, from
chroma or the color information, and it corresponds to how people experience color better
than RGB color space. As hue varies from 0 to 1.0, the corresponding colors vary from red
through yellow, green, cyan, blue, magenta, and back to red, so that there are actually red
values both at 0 and 1.0. As saturation varies from 0 to 1.0, the corresponding colors (hues)
vary from unsaturated (shades of gray) to fully saturated (no white component). As value,
or brightness, varies from 0 to 1.0, the corresponding colors become increasingly brighter.
Figure 3.9 illustrates HSV color space.
Figure 3.9: Illustration of HSV color space (Matlab)
During the training phase, the color (H, S and V values) of the breathing bag is
extracted and recorded for several frames. We use the hue and saturation distribution to fit
a Gaussian model with mean µ and covariance matrix C as shown in equation 3.6. To detect
the breathing bag during testing, the likelihood of each pixel in the frame is computed using
the Gaussian probability density function shown in equation 3.12, where µ is the mean and









The areas with the maximum likelihood values are considered as potential candidates
for the breathing bag. This is further smoothed with a 2D median filter, where each output
pixel contains the median value in a 3-by-3 neighborhood around the corresponding pixel
in the input image. In a median filter, a window slides along the image, and the median
intensity value of the pixels within the window w, becomes the output intensity of the pixel
being processed, as shown in equation 3.13. This is useful in preserving edges in the image
while reducing random noise.
y[m,n] = median {x [i, j] , (i, j)εw} (3.13)
where w represents a neighborhood defined by the user, centered around location [m,n] in
the image. Then morphological opening is applied. Morphological opening is defined as
an erosion followed by a dilation using the same structuring element for both operations.
IF 	 represents erosion and oplus represents dilation, morphological opening of A by B
can be given by equation 3.14. The morphological opening smooths the object borders and
removes small objects while preserving the shape and size of larger objects in the original
binary image.
A ◦B = (A	B)⊕B (3.14)
The connected components are found from this image and the blob that has the
maximum area within a threshold is selected as the breathing bag. If there are other objects
in the scene which has the same or similar color as that of the breathing bag (green in our
experiments), we specify the search window, which is determined manually for each video,
to reduce false detections. Figure 3.10 shows the overview of the breathing bag detection
process.
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Figure 3.10: Overview of breathing bag detection
3.3.2 Breathing Bag Activity Classification
The breathing bag activity is characterized by the compression and relaxation of the
breathing bag. During medical emergency, the breathing bag mask ventilation can be given
at any time, not necessarily during the CPR activity. The duration of the breathing bag
activity can range anywhere from 13 to 80 frames. During the breathing bag activity, the
area of the bag falls abruptly in about 6 to 10 frames. Figure 3.12 shows how the detected
area of the breathing bag changes when there is a breathing bag activity. The red region
shows the frames where there is breathing bag activity, and the blue plot corresponds to
the area of the detected bag by the frame number. We can see that, whenever there is a
breathing bag activity, when the bag is squeezed, there is a reduction in its area. We use
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this property to detect the frames with the breathing bag activity.
Figure 3.11: Example of a 3D bounding box of breathing bag action sequence
Figure 3.12: Example showing how the breathing bag area changes during breathing bag
activity
3.4 Classification
Here, we elaborate the parameter selection and implementation details of the diffe-
rent classifiers used in our experiments. To gain a better understanding of the variation in
the data characteristics, we experiment with 3 different classifiers, namely Support Vector
Machines, K-Nearest Neighbors and Artificial Neural Networks.
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3.4.1 Support Vector Machines
The SVM has proved to perform efficiently in many of the classification tasks [1,3,63],
especially when the features have very high dimensions. Since in this work we deal with
high dimensional data, we evaluate our framework with the SVM classifier. A simple SVM
classifier, with a linear kernel, is used to build the model, with the computed spatio-temporal
features for CPR activity and non-CPR activity. Separate SVM models are built for HOG3D
and LBP-TOP features.
3.4.2 K-Nearest Neighbors
In KNN classification, the object is assigned to the class most common among its
k nearest neighbors. Several distance measures can be used to compute the similarity. In
our experiments we use the default euclidean distance to measure the similarity between
neighbors.
3.4.3 Artificial Neural Networks
ANN consist of input and output layers, as well as a hidden layer consisting of
units that transform the input into values that further serve as inputs to the output layer.
The figure 3.13 illustrates this functionality. These hidden states are similar to biological
neurons. Each of these hidden state is a transient form with a probabilistic behavior. A
grid of such hidden states act as a bridge between the input and the output.
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Figure 3.13: Illustration of ANN
In the above diagram, suppose there is a vector of three inputs and the probability
that the output event will fall into class 1 or class 2. For this prediction we need to predict a
series of hidden classes in between. The three vector inputs, in some combination, predicts
the probability of activation of teh four hidden nodes. The probabilistic combination of
hidden states 1 to 4 are then used to predict the activation of the output nodes, which




In this chapter, we present the experimental results and analysis of the proposed
work. An overview of our experimental setup is illustrated in figure 4.1. We explain each
of the modules in datail, in the following sections.
Figure 4.1: Overview of the experimental setup
4.1 Data Collection
The CPR simulation videos are provided by the (SPARC) working group at Kosair
Childrens Hospital, Louisville. The duration of these simulation sessions is roughly 15 to 30
minutes, with a temporal resolution of 30 frames per second. Each video has about 4 to 10
actors. The frames have a spatial resolution of 720 x 480 pixels. More details of the data
statistics are listed in table 4.1. To provide an insight into the content of the videos, we
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TABLE 4.1
Details of the simulation videos used in our experiments










CPR1 30 m 19 s 54538 29 266.8 123.9
CPR2 16 m 1 s 28831 36 236.5 145.7
CPR3 14 m 57 s 26905 1 7387 0
CPR4 16 m 8 s 29037 46 124.9 110.5
CPR5 17 m 39 s 31751 14 1003.8 1152.6
CPR6 18 m 27 s 33204 56 226 350.9
CPR7 21 m 49 s 39253 28 632.8 750.8
CPR8 15 m 29 s 27865 0 0 0
provide sample frames from eight videos that are used in our experiments, in table 4.2. The
video CPR7 involves an infant mannequin, while the other videos have child mannequins.
4.2 Analysis of the proposed system using segmented CPR scenes
In the first experiment, we use videos CPR1 and CPR2 to analyze our proposed
system with different parameter settings. We notice that different performers have different
hand postures while performing the CPR action, and cameras have varied alignments in
different videos. CPR1 and CPR2 videos have CPR activity performed by 4 different actors
and the camera alignment is different in both the videos. We collect CPR training data
from these two videos, so that it correctly represents and captures the variance in the spatio
temporal structure of the CPR action, across all videos.
A CPR action cycle, when done correctly (at the rate of 100 compressions per minute)
roughly includes 18 frames. Due to the unavailability of the ground truth information, we
manually label the CPR frames and non-CPR frames for the experiments. After annotating
the CPR and non-CPR scenes, we extract bounding box volumes of CPR action cycles and
non-CPR action cycles. After visual inspection of few CPR scenes, the size of the bounding
box is fixed as 55 × 55, so that it covers the spatial extend (XY) of the hands of the
actor performing CPR (figure 4.2). Thus, the size of the bounding box volume becomes
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TABLE 4.2
Sample frames from medical simulation videos










55× 55× 18. The non-CPR action cycles are sub-volumes that are randomly selected from
anywhere in the scene, that does not enclose a CPR activity. The same bounding box size is
used for extracting non-CPR volumes. Videos CPR1 and CPR2 contains contains 29 CPR
scenes and 36 CPR scenes respectively as shown in table 4.1. Each CPR scene contains
roughly 15 to 40 CPR action cycles. In total, there are 827 CPR cycles in CPR1, and 1080
CPR cycles in CPR2.
Figure 4.2: Example of a 3D bounding box of a region that correspond to a CPR action
sequence
We use one-third of the CPR action cycles from both CPR1 and CPR2, to form
the positive training set, TrC , which is 650 CPR training samples. We also collect 500
non-CPR action cycles each from CPR1 and CPR2 to represent the negative training set,
TrN .
4.2.1 SVM model training with HOG3D features
First, we extract HOG3D features from TrC and TrN . The video volumes are
divided into M ×M × N sub-blocks. We choose M = 2 and N = 2, which results in a
feature vector of 2×2×2×20 = 160 dimensions. These values were empirically determined
to be best suitable for capturing the spatio temporal structure of the hand movement while
performing the CPR activity.
Next, we build a linear SVM binary classifier with the extracted CPR and non-CPR
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HOG3D features (which we will refer to as SVM-H). In order to prevent overfitting, we
determine the regularization parameter C of SVM classifier using LIBSVM [120] functiona-
lities. The value of C was determined to be 2. To evaluate the performance of the features,
we use k-fold cross validation. In k-fold cross validation, the original sample is randomly
partitioned into k equal sized subsamples. Of the k subsamples, a single subsample is retai-
ned as the validation data for testing the model, and the remaining k1 subsamples are used
as training data. The cross-validation process is then repeated k times (the folds), with
each of the k subsamples used exactly once as the validation data. The k results from the
folds can then be averaged to produce a single estimation. The advantage of this method
over repeated random sub-sampling is that all observations are used for both training and
validation, and each observation is used for validation exactly once. The main purpose of
using k fold cross validation is to find the best parameters for classifiers with the training
data extracted manually and find those which give the best accuracy in order to use them
for the second system of scene retrieval.
4.2.2 SVM model training with LBP-TOP features
In the next experiment, we first extract LBP-TOP features fromTrC and TrN . We
choose a neighborhood of 8 pixels for the XY, XT, and YT planes. We use elliptical
neighborhood instead of the conventional circular neighborhood for the XT and YT planes.
The neighborhood radii we used for this experiment was xradius = yradius = 1 and tradius =
2. We compute the uniform patterns for LBP [121], and construct feature vectors of 177
dimensions. Finally, we train a second linear SVM classifier (which we will refer to as SVM-
L) with the new set of features. In practice, SVM tends to be resistant to overfitting because
it uses regularization. To avoid over-fitting we carefully tune the regularization parameter,
C, which we determine to be equal to 8, using standard LIBSVM tuning functionalities [120].
We first use the train data to determine the value of C, before we do cross-validation. Similar
to the previous experiment, we perform 10-fold cross validation with the LBP-TOP features.
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Figure 4.3: Cross validation ROC with HOG3D and LBP-TOP features
4.2.3 Performance evaluation
To evaluate the performance of the HOG3D and LBP-TOP features in CPR activity
representation, we use the Receiver Operating Characteristic (ROC) curve. The ROC curve
is a plot of true positive rate (TPR) vs false positive rate (FPR), for different values of
discrimination threshold of the binary classifier. We measure the accuracy of classification
in terms of area under the curve (AUC). AUC will have a value between 0 and 1, and is
equivalent to the probability that the classifier will rank a randomly chosen positive instance
higher than a randomly chosen negative instance.
The purpose of this experiment is to illustrate that the binary SVM classifier is
capable of discriminating between a CPR and a non-CPR action cycle using the HOG3D
and LBP-TOP features. Figure 4.3 shows the ROC curve obtained from a 10-fold cross
52
validation. With HOG3D we were able to achieve 96.6% cross validation accuracy with 5%
false alarms and with LBP-TOP, we obtained an accuracy of 97.2% with 7% false alarms. It
can be seen that both features can achieve high probability of detection with low probability
of false alarms.
Figure 4.4: Confidence of HOG3D vs LBP-TOP with SVM classifier
The scatter plot of confidence of HOH3D vs confidence of LBP-TOP, for linear SVM
classifier, is shown in figure 4.4. We see that some CPR instances are classified with high
confidence using HOG3D features but not so with LBP-TOP features. Similarly, some non-
CPR sequences are classified as CPR by HOG3D, but correctly identified by LBP-TOP
features. Careful investigation of the detections from both features revealed that some
CPR volume cycles that are missed by HOG3D SVM model can be detected by the LBP-
TOP SVM model and vice versa, as illustrated in figures 4.5. Thus features from different
modalities can provide complementary information. We utilize this characteristic to apply
decision level fusion techniques, to improve the performance, as will be explained later in
this chapter.
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Figure 4.5: CPR1 retrieved scenes: HOG3D vs LBP-TOP
4.3 Analysis of the proposed system using unsegmented video streams
In this section, we explain how our framework can be used in a more realistic setting
for CPR scene retrieval. In the previous experiment, we created the training data by
manually extracting the bounding boxes around the CPR activity region. Manual video
segmentation and scene selection is not practical and need to be automated. In the following
experiments, we evaluate the performance of our models in detecting and retrieving the CPR
scenes from unsegmented video streams.
As illustrated in figure 3.1, the first step of CPR scene retrieval consists of identifying
the dummy’s chest region. We process each video few frames at a time, starting from the
first frame, using temporally overlapping windows, and the first frame of each volume is
subjected to chest detection using the method explained in section 3.1.2.1. More specifically,
we scan the entire test image using a 150 × 150 window with an overlap of 20 pixels, and
a likelihood score is computed for every selected region. The area with the maximum
likelihood score is identified as the chest and the region around it (200 × 300 pixels) is
selected as the region of interest which is tested for the presence of CPR activity. First, we
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conduct out experiments using the HOG3D features.
The identified region of interest is assumed to remain the same for 3 frames, which
is the temporal overlap we allow for the volume window. The chest region is temporally
divided into overlapping volumes of 18 frames each. Each of the volumes are further divided
into w × h × l overlapping grids. In our experiments, we set w = h = 55 and l = 18. We
provide a 50% overlap within the grids. The HOG3D features are computed for each of the
grid blocks. Each of these blocks are divided into 2 × 2 × 2 sub-blocks, which results in a
feature vector of 2× 2× 2× 20 = 160 dimensions. This is the test dataset, TsHOG3D.
The test data is then classified using the trained binary SVM classifier described in
section 4.2.1. Each volume is classified into CPR or non-CPR based on a certain classifica-
tion confidence. Since we used overlapping video volumes, the confidence in adjacent video
volumes are averaged out in the overlapping area. As a result we obtain a confidence value
at each pixel, which spans over the entire volume of 18 frames in the given sequence. Any
given video volume is classified into CPR action volume based on the average confidence of
the positively classified grid window volumes in the scene.
The CPR activity detections from two CPR scenes are presented in figure 4.6. Only
the positively classified grid windows are color-coded. Red color shows high confidence
and blue color shows low confidence. We can see that the CPR activity region is classified
as positive with higher confidence than the neighboring regions. It is because, the edge
orientation changes in those regions in the temporal dimension, is similar to that of CPR
activity, even though the edge orientations are essentially different in the spatial dimension.
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Figure 4.6: Sample detection results from two different CPR scenes with HOG3D features
(illustrated on first frame)
In the second experiment, we analyze the effectiveness of LBP-TOP features for CPR
activity detection. The framework for extracting the LBP-TOP features is the same as that
of the HOG3D. After detecting the chest region, we extract overlapping sub video volumes
of size 55× 55× 18. We choose a neighborhood of 8 pixels for the XY, XT, and YT planes.
The neighborhood radii we used is xradius = yradius = 1 and tradius = 2 and construct
feature vectors of 177 dimensions. This will be our second set of test data TsLBPTOP .
These features are classified using the trained binary LBP-TOP SVM model. The average
confidence in overlapping sub volumes using the LBP-TOP features on two separate CPR
scenes are shown in figure 4.7.
In addition to the SVM classifier, we test our framework using KNN and ANN
classifiers. We use the HOG3D and LBP-TOP features extracted from sections 4.2.1 and
4.2.2 to learn two KNN classifiers (which will be referred to as KNN-H and KNN-L for
HOG3D and LBP-TOP respecively) with K = 3; and we also train two shallow neural
network classifiers with 10 hidden neurons (which will be referred to as ANN-H and ANN-
L for HOG3D and LBP-TOP respecively) . The test data TsHOG3D and TsLBPTOP are
classified with the two KNN and ANN models. The classification parameters used for
different classifiers are listed in table 4.3.
The above experiments are conducted for all videos from CPR1 to CPR6 and their
56
TABLE 4.3






ANN-H No. of hidden neurons = 10
ANN-H No. of hidden neurons = 10
results are presented in the following subsection. The hand posture while performing CPR
on an infant mannequin (in CPR7) is significantly different from the other videos where
CPR is performed on child mannequin. Hence, we develop a different model for CPR7.
Two - thirds of the CPR scenes are used for training and the testing is performed on the
whole video.
Figure 4.7: Sample detection results from two different CPR scenes with LBP-TOP features
(illustrated on first frame)
4.3.1 Performance Evaluation
To evaluate the performance of the proposed method to identify and retrieve CPR
scenes, we use the receiver operating characteristic (ROC) curve. The ROC curves obtained
using HOG3D and LBP-TOP features with SVM, KNN and ANN models are shown in figure
4.8.
Video CPR8 has no CPR scenes, and the framework correctly classifies all scenes as
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(a) ROC CPR1 (b) ROC CPR2
(c) ROC CPR3 (d) ROC CPR4
(e) ROC CPR5 (f) ROC CPR6
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(g) ROC CPR7
Figure 4.8: ROC generated from HOG3D and LBP-TOP features
non-CPR scenes. Due to the absence of true positives, we cannot report the result using
ROC curve.
We see that both the features perform comparably with SVM classifier. The diffe-
rence in performance is most for CPR3 and CPR6. In CPR3, the actors are back-facing
the camera, so CPR actions are mostly occluded and hence HOG3D will not detect the
structure of the hands performing CPR. Even if the hands are not visible, the back side of
the actor moves in up-down cycle, while performing CPR. LBP-TOP captures most of this
back-side movement as the CPR activity. On further inspection we also find that HOG3D
is more sensitive to the rate of CPR compressions. It fails to capture very fast or very slow
CPR, whereas LBP-TOP is not as sensitive to the rate of compressions. KNN classifier
performs reasonably good with both the features, while ANN does not perform as good. In
CPR7, the CPR action is performed using two or three fingers in the center of the chest and
gentle compressions are given at the rate of 100− 120/minute. In most of the scenes, this
action does not involve significant hand movement, and our framework does not recognize
it as the CPR activity. The video CPR8 apparently does not include any CPR scenes and
the system correctly does not retrieve any scene.
The current system inherently does not handle occlusion. However, since we use
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overlapping video volumes, occlusions that happen in the middle of a CPR activity are
ignored by the system. This means, if few volumes are classified as non-CPR volumes
within a series of CPR volumes, we forcefully alter the class of intermediate volumes into
CPR volumes. Since the objective of this work is to retrieve the scenes that specifically
contain the CPR activity and not a frame by frame classification, the above work around is
adopted to improve the system’s efficiency in handling occlusions. We notice that sometimes
actors perform CPR without noticeable movement of the hands. Such volumes are mostly
classified with very low confidence, and are not retrieved by the system. Also, sometimes
actors examine heartbeat and other vital pulses in the chest region, with their hands. These
action continued for a fair duration, are in turn classified as CPR action and they mostly
cause the false detections.
4.3.2 Decision-level fusion
In the next set of experiments, we perform decision level fusion of all the classifier
outputs and analyze the behavior of different fusion techniques.The ROC curve obtained
after decision fusion with three different algorithms namely, discriminant analysis, linear
regression and ranking with worst performer removed, are shown in figure 4.9
The AUC values of 6 videos, CPR1 to CPR6, using HOG3D and LBP-TOP methods
with different classifiers are reported in table 4.4. The results of decision fusion using LBP-
TOP and HOG3D features with SVM, KNN and ANN classifiers are presented in table
4.6. Of the three decision fusion techniques logistic regression (LR), discriminant analysis
(DA) and ranking, we find that ranking with the worst performer (ANN-LBPTOP) removed
produced the best results.
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(a) ROC CPR1 (b) ROC CPR2
(c) ROC CPR3 (d) ROC CPR4
(e) ROC CPR5 (f) ROC CPR6
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(g) ROC CPR7
Figure 4.9: ROC after decision level fusion
Figure 4.10: Mean ROC for 6 videos for all classifiers
The overall classification accuracy obtained was 95.25 %. The comparison of mean
ROC obtained for 6 videos, for the different classifiers is shown in figure 4.10.
The performance of our system is better than the existing system [7], which has an
average AUC of 70.3, for four videos. The accuracy of our system is greatly influenced
by the presence of false positives. This is mainly because those regions have either their
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TABLE 4.4
AUC for individual classifiers before decision fusion
Before Decision Fusion
Video SVM-H SVM-L KNN-H KNN-L ANN-H ANN-L
CPR1 90.3 99.6 97.9 97.1 75.8 94.6
CPR2 79.5 79.8 79.9 74.2 78.8 76.0
CPR3 50.5 96.9 58.7 84.3 54.6 58.5
CPR4 95.9 82.0 90.8 79.7 84.4 36.0
CPR5 89.2 77.4 92.1 80.5 87.3 54.7
CPR6 91.2 61.4 83.7 68.9 81.9 46.5
Mean 82.8 82.9 83.9 80.8 77.1 61.0
TABLE 4.5
AUC for individual classifiers before decision fusion - CPR7
Before Decision Fusion
Video SVM-H SVM-L KNN-H KNN-L ANN-H ANN-L
CPR7 52.0 64.0 54.6 61.1 64.8 60.0
TABLE 4.6
AUC after decision fusion
After Decision Fusion
Video DA LR Ranking
CPR1 96.6 95.8 97.8
CPR2 83.3 82.0 95.3
CPR3 52.8 52.6 94.1
CPR4 90.8 85.9 95.9
CPR5 90.6 91.3 94.3
CPR6 93.9 94.0 94.0
Mean 84.7 83.6 95.3
TABLE 4.7
AUC after decision fusion - CPR7
Video DA LR Ranking
CPR7 77.3 63.5 98.4
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Figure 4.11: Stem plot showing ground truth and CPR scenes retrieved by the system for
CPR1
Figure 4.12: Stem plot showing ground truth and CPR scenes retrieved by the system for
CPR2
shape structure or texture pattern, similar to that of the CPR volume. For example, the
texture of the clothes worn by people have similar edge orientation histograms as that of
hands performing CPR. During the CPR activity, the body of the actor, the body of the
mannequin etc. move in a similar rhythmic fashion. The LBP-TOP descriptor cannot
discriminate between the hand and mannequin, as the texture on the hand and mannequin
are not very different from each other.
The stem plots showing the real CPR scenes and the retrieved CPR scenes by our
system for each video are shown in figures 4.11 through 4.17. The ground truth information
of CPR scenes is shown in red color and the retrieved CPR frames are shown in green. The
magnitude of retrieved CPR frames in Y-axis is purposely reduced so as to illustrate the
overlap of the retrieved frames and the ground truth.
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Figure 4.13: Stem plot showing ground truth and CPR scenes retrieved by the system for
CPR3
Figure 4.14: Stem plot showing ground truth and CPR scenes retrieved by the system for
CPR4
Figure 4.15: Stem plot showing ground truth and CPR scenes retrieved by the system for
CPR5
Figure 4.16: Stem plot showing ground truth and CPR scenes retrieved by the system for
CPR6
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Figure 4.17: Stem plot showing ground truth and CPR scenes retrieved by the system for
CPR7
4.4 Breathing bag activity detection
In this section, we explain our experiments for detecting the breathing bag activity.
During this activity, the bag is squeezed, and the area of the detected bag reduces. Alter-
natively, the area of the bag increases when it is inflated. Our system detects this change in
area and identify the presence of breathing bag activity in the corresponding scenes. Our
approach analyzes every third frame of the video to identify the presence of breathing bag.
We have noticed that this temporal sampling improves the speed without losing accuracy.
First, we apply the breathing bag detection algorithm detailed in section 3.3.1.
The training phase consists of manually identifying few scenes that contain the
breathing bag activity. The change in area of the breathing bag before and after the
activity is computed. The area of a completely inflated breathing bag is approximately
1800 pixels and that of a deflated breathing bag is less than 800 pixels. Thus, we created
a rule where, if the area of the detected breathing bag decreases by 400 pixels within 18
frames (numbers obtained empirically), it is considered as a deflation or a breathing bag
activity. The frames where deflation happens are detected and the breathing bag activity
scene is extracted as a video volume around this transition.
The duration of the breathing bag activity is not fixed. We can use the reduction
of bag area to detect the squeezing action, but we cannot determine the duration of the
activity. We can only detect the transition and extract a video volume around it to represent
the breathing bag activity scene. We report the stem graph that shows the ground truth
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Figure 4.18: Stem plot showing ground truth and breathing bag scenes retrieved by the
system for CPR1
Figure 4.19: Stem plot showing ground truth and breathing bag scenes retrieved by the
system for CPR2
breathing bag activity scenes and the breathing bag scenes retrieved by our system. These
plots are shown in figures 4.18 through 4.23.
The main challenge with this approach is that, the breathing bag could be occluded
by people moving in the scene, or by other objects in the scene. Sudden occlusion results
in sudden reduction in the detected area, which is captured as the breathing bag activity,
by the system.
The color of breathing bag used in CPR7 is different from that of the other videos.
We developed a second color filter for CPR7 using the same method. The detection results
are shown in figure 4.24.
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Figure 4.20: Stem plot showing ground truth and breathing bag scenes retrieved by the
system for CPR3
Figure 4.21: Stem plot showing ground truth and breathing bag scenes retrieved by the
system for CPR4
Figure 4.22: Stem plot showing ground truth and breathing bag scenes retrieved by the
system for CPR5
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Figure 4.23: Stem plot showing ground truth and breathing bag scenes retrieved by the
system for CPR6
Figure 4.24: Stem plot showing ground truth and breathing bag scenes retrieved by the
system for CPR7
4.5 A Graphical User Interface for CPR Scene Retrieval
To facilitate user interaction, we developed a Graphical User Interface (GUI) for our
CPR scene retrieval system. A block diagram illustrating the functionalities of the GUI is
shown in figure 4.25.
The GUI has several desirable properties which will allow the user to select and
analyze the simulation video more effectively. The different functionalities of the GUI are
illustrated in figure 4.26. The user will be able to select the video sequence using the ”Open”
command button (refer to steps 1 and 2 in figure 4.26) and watch a preview of the selected
video in a windows media player. The general description and statistics of the video are
displayed (refer to step 3 in figure 4.26) and the user is given additional options (refer to
steps 4,5 and 6 in figure 4.26).
Figure 4.27 shows a different view presented to the user on selecting the ”CPR
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Figure 4.25: Block diagram of the proposed CPR scene retrieval prototype
Figure 4.26: GUI of the proposed CPR scene retrieval prototype
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Figure 4.27: GUI for the analysis of the CPR scenes
Scenes” command button in step 4 in figure 4.26. In this view, the user has the option to
play the full video on the top-left corner. The retrieved CPR scenes will be displayed on the
”CPR Scenes” tab. The user can select and play each scene for further analysis. In addition
to the CPR scenes, we provide a summary of the video statistics (refer to steps 2 and 3 in
figure 4.27). The step 3 of figure 4.27 shows the temporal location of all CPR scenes in the
video. In step 2 of figure 4.27, the user can visualize the histogram of the frequencies of all
CPR scenes or histogram of confidence value assigned to all CPR scenes. For computing
the rate of CPR compression we compute the motion vectors of all observations within
the sequence, identify their zero crossings and determine the frequencies. The CPR rate
is quantized into 5 discrete intervals as shown in table 4.8. This allows the physician to
visualize only the CPR scenes within a given compression rate.
Figure 4.28 shows the breathing bag panel which is displayed on selecting the ”Bre-






x < 80 Very Slow
80 <= x < 95 Slow
95 <= x < 110 Good
110 <= x <125 Fast
x > 125 Very Fast
Figure 4.28: GUI for the analysis of breathing bag scenes
bag scenes. The user will be able to view the scene by clicking on the displayed thumbnail.
Panel 4 of the GUI in figure 4.28 allows the user to view the CPR performed by a selected
subject. For instance, if the user selects the ’Person 3’, all the CPR performed by this
subject will be filtered and displayed on the right side. The details of the query is shown
in figure 4.29.
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Figure 4.29: CPR performed by selected subject
Figure 4.30: GUI of validation pane
Figure 4.30 shows the validation panel that is displayed by selecting ”Validation”
command from step 6 of figure 4.26. Here, the ROC and the stem plots of the selected
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video and algorithm will be displayed.
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CHAPTER 5
CONCLUSIONS AND POTENTIAL FUTURE WORK
5.1 Conclusions
We have proposed an approach for retrieving localized activities such as CPR activity
scenes and breathing bag activity scenes from medical simulation videos. The proposed
method of action-based scene retrieval, eliminates the need for video shot detection and
frame segmentation phases, which are the typical preprocessing steps of most scene retrieval
algorithms. We presented a framework that uses two spatio-temporal features namely,
HOG3D and LBP-TOP for capturing the shape and dynamic texture of the CPR action
cycle in three dimensions. For CPR activity detection, we first implemented a region of
interest selection algorithm, which uses a skin pixel classifier to identify the chest region of
the dummy. For validation we manually identify and label the CPR scenes and breathing
bag scenes from the videos. Then, we built linear SVM models with HOG3D and LBP-TOP
features, to differentiate between CPR and non-CPR activity. We also proposed a novel
algorithm to detect breathing bag activity. Since breathing bags have a unique color we first
create a color filter to detect the presence of breathing bag in the scene. Then, we detect
the change in volume of the breathing bag caused by the squeezing, as the occurrence of
the breathing bag activity.
The proposed approach was evaluated using eight 20 min video simulation sessions.
These are simulated emergency room scenarios with multiple actors and multiple actions.
For validation, we report and compare our results in the form of ROC curves and area under
the ROC. We have shown that the HOG3D and LBP-TOP features achieve an average
accuracy of 82.8% using a binary SVM classifier with linear kernel. Further, we evaluate
our features with KNN and ANN classifiers to study the differences in classification accuracy
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by different classification algorithms. KNN was able to achieve a mean accuracy of 83.9%
with HOG3D and 80.8% with LBP-TOP features respectively. ANN classifier produce an
average accuracy of 77.1% with HOG3D and61.0% with LBP-TOP features respectively.
Since the different features and classifiers can provide complementary information,
we combined the outputs of these methods using three decision level fusion algorithms
namely, linear regression, discriminant analysis and ranking. Our extensive experiments
have indicated that the best fusion algorithm for CPR scene retrieval is the one based on
combining the ranked values of different classifiers while ignoring the output of the worst
classifier. We showed that fusion can achieve a scene retrieval accuracy of 94.4%.
We have developed a GUI for easy input and analysis if the videos. Using the
proposed framework, the physician can have a quick access to specific scenes from a large
collection of simulation videos. More importantly, our prototype GUI could be a very
important tool in retrieving video scenes in response to high-level queries such as: ”retrieve
time-specic data about such critical events as elapsed time between failure of circulation
and the initiation of CPR”, a measure clearly associated with patient outcome.
Compared to a previously developed system for this application, our proposed met-
hod is simpler, more efficient, and more accurate. Our system is evaluated on a larger
dataset of videos. Our approach has the advantage of avoiding common preprocessing and
other intermediate steps as shot detection and image segmentation.
5.2 Potential Future Work
The proposed system could be improved further by:
1. Collecting and adopting the features and classifiers using a much larger data collector.
2. Enabling real-time processing of the videos using Graphical Processing Units (GPUs)
or distributed computation (big data processing)
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