Abstract. In this note we consider the numerical solution of selfadjoint deblurring problems on bounded intervals. For these problems it has recently been shown that appropriate modelling of the solution near the boundary of the interval may significantly improve the numerical reconstructions. Among the alternatives the so-called antireflective boundary condition appears to be the best known choice.
1.
Introduction. An important task in image reconstruction is the deblurring problem. In its simplest appearance this problem consists in approximating a function f * : R 2 → R -the original scene -from a blurred photo g * : I → R, where
k(x − y)f * (y) dy , x ∈ I .
(1.1)
Here, we consider I ⊂ R 2 to be a bounded rectangle, and assume that the known characteristics of the imaging system are encoded in the so-called point spread function k : R 2 → R 2 ; in particular this implies that k is given. We will moreover assume that k is quadrantically symmetric, i.e., k(x 1 , x 2 ) = k(|x 1 |, |x 2 |) , x = (x 1 , x 2 ) ∈ R 2 , and has compact support containing the origin in its interior. Because of the compact support the integration involves only values of f * over a bounded domain, but this domain may be considerably larger than I, and hence, problem (1.1) is underdetermined.
There are several possibilities to cope with this underdetermination, see, e.g., Hansen, Nagy, and O'Leary [6] . One way is to replace the integral in (1.1) by an integral over I; an alternative viewpoint of the same approach consists in assuming that f * is zero outside of I ('zero padding'). One can imagine that this will only yield reasonable reconstructions when the true solution f * has zero boundary values on ∂I. Computationally, this leads to a linear system of equations (after discretizing the integral by a rectangular quadrature rule, say) which has a doubly Toeplitz structure. Many fast algorithms have been designed to deal with these highly structured but still nontrivial linear systems, cf. Ng [8] .
Alternatively, when the boundary values of f * are known to be the same on opposite sides of I, one can base the reconstruction on the assumption that f * is periodic with interval I of periodicity. While this assumption may be somewhat artificial in many circumstances, and will then cause so-called ringing artefacts, this leads to a linear system of equations with a doubly circulant structure that can be solved very efficiently with fast Fourier transform (FFT) techniques.
Ng, Chan, and Tang [9] have proposed to model f * by a function that is even with respect to the edges of I. This model has the advantage over the previous ones that a continuous scene f * | I always yields a continuous extension to all of R 2 . Therefore the approximation error is at least as good as with zero padding -without any further requirements on the boundary values of f * . The resulting discrete problems can be solved almost as cheaply as in the periodic case using fast cosine transforms. Note that the corresponding reconstructions of f * are (discrete) functions with a vanishing normal derivative on ∂I, which somehow limitates the degree of approximation that can be expected from this approach.
In retrospective it is quite surprising that such a considerable amount of literature deals with the zero padding model and the resulting doubly Toeplitz systems of equations. For, given zero boundary values of f * on ∂I, the true scene can also be approximated by a function f which is odd with respect to the edges of I, and from the approximation theory point of view the modelling error will generically be even smaller than in the even case. If the point spread function is quadrantically symmetric an efficient implementation of this approach can be based on the fast sine transform (FST). For these reasons we follow Serra-Capizzano [10] and strongly advocate this idea, see Sections 2 and 3.
While this last approach is restricted to homogeneous boundary values of f * , there exists a modification for inhomogeneous boundary values, namely the so-called antireflective boundary conditions introduced in [10] . In this model f * is extended at x ∈ ∂I in the normal direction by a function which is odd with respect to a ficticious origin in the point (x, f * (x)). This yields a similar approximation error as before, and the resulting linear system is again amenable to solution methods based on the FST.
Since the deblurring problem is a first kind integral equation, its solution is highly susceptible to data errors (which are inevitable), and thus problem (1.1) requires some kind of regularization. It turns out that Tikhonov regularization, to pick out one possibility, can be incorporated into the aforementioned algorithms without significant loss of performance -except for the antireflective boundary condition model, see Section 4. This loss of performance was first observed by Donatelli and Serra-Capizzano [4] . To fix the problem, they suggested an ad hoc modification of Tikhonov regularization, which lacks a theoretical foundation up to now: neither its stability nor its convergence are yet understood. In Section 4 we therefore propose a different regularization scheme, which comes in two steps. In the first step we apply a simple transformation to the problem to achieve homogeneous boundary values on ∂I for both, the true scene and its image. In the second step, we use FSTs to solve the transformed problem.
Our numerical results in Section 6 will provide evidence that the corresponding numerical reconstructions of f * are superior to the ones from [4] , while the implementation is at the same time somewhat easier conceptually, and has the same complexity. Moreover, a theoretical investigation of stability and convergence can follow the welldeveloped lines of linear regularization theory, see, e.g., [5] .
For ease of simplicity we restrict our attention mostly to 1D problems, where R instead of R 2 is the domain of integration, and I is a bounded interval. The algorithm nonetheless extends quite naturally to 2D problems, and we will briefly summarize this in Section 7.
2. Modelling aspects. In one space dimension all the models considered in the introduction can be formulated within the following mathematical framework. Let k ∈ L ∞ (R) be an even, nonnegative point spread function with compact support, and consider the blurring operator
where we fix I = [0, π] for convenience. We denote by f * ∈ L 2 (R) the true (unknown) scene, and assume that we are given a blurred and noisy image g of f * such that
We denote by δ/ Kf * L 2 (I) the (relative) noise level in the given data. Next, we choose a closed subspace X π ⊂ L 2 (R) with the induced topology of L 2 (R) as a model, out of which approximations f π ≈ f * are to be selected; we restrict ourselves to approximations that shall depend linearly on the given data, i.e.,
where R π,α depends on the choice of X π and on a regularization parameter α > 0. For example, if Tikhonov regularization is applied to the approximate identity
It is obvious that in this case f π will belong to the range of K * π , and thus to X π . The four models considered in the introduction can be embedded into this setting as follows:
1. zero padding:
3. even continuation:
odd continuation:
5. antireflective continuation:
there is c 0 = c 0 (f ) and c π = c π (f ) with
Note that if f ∈ X π is continuous, then necessarily c 0 (f ) = 2f (0) and c π (f ) = 2f (π). If we introduce
i.e., the best approximation f * π ∈ X π of the true scene f * | I and its image under K, then the following general error estimate for the approximation (2.3) is straightforward:
The three terms in the second line of (2.7) correspond, from left to right, to a propagated data error, the approximation error of the regularization scheme, and the modelling error due to the choice of X π . While the last term is independent of α, the first two terms counteract, and have to be balanced by a proper choice of the regularization parameter. The optimal balance depends on the rate of convergence of the regularization scheme, which in turn depends to some extent on some abstract 'smoothness' of f * π , cf. [5] . We shall illustrate this for a specific example: Example 2.1. Let f * be the polynomial
with homogeneous boundary values on the interval I = [0, 1], and consider a motion blur g of f * sampled on 129 equidistant pixel points within this interval; the motion blur involves 13 pixels, i.e., the kernel function k in (2.1) is the characteristic function of the interval [−6/128, 6/128]. Figure 2 .1 plots the relative errors of Tikhonov regularization versus the regularization parameter for the different models from above; note that odd and antireflective continuation are the same for this example, as the true scene has homogeneous boundary data. Without regularization the resulting system matrices are mildly illconditioned, the condition number being somewhere between 500 and 1000.
The two plots in Figure 2 .1 correspond to two different noisy copies of Kf * : In the left-hand plot the noise level g − Kf * 2 / Kf * 2 is as large as 10%, whereas in the right-hand plot it is down to 0.1%. Our discussion above and these numerical results allow the following conclusions: • When δ is large, the propagated data error dominates, and the modeling error is less important. Although the error with optimal regularization might slightly decrease with increasing smoothness of f * π , all models perform pretty much the same in our example. We mention that this is not quite the case for the reblurring scheme of [4] , when the true scene fails to have zero boundary values. In fact, Donatelli and Serra-Capizzano report in [4] that the reblurring method deteriorates somewhat for large noise levels; similar results were obtained in [3] , see also the subplot of Figure 6 .3 below that corresponds to Example 6.2.
• When δ is small, however, the optimal error mainly depends on the choice of
is essentially a lower bound for the total error. In fact, in our example the right-hand plot in Figure 2 .1 would not show any difference if no synthetic data error were superposed. In other words, the optimal error only depends on the distance between f * and f * π , and between Kf * and Kf * π , and thus only on the amenability of approximating f * by functions from X π . In our example this favors 'odd continuation', because this is the only model which leads to C 1 approximations of the true polynomial f * . Figure 2 .2 shows the reconstructions obtained by the four methods in the small noise case. Note that all but the one based on odd continuation show significant artefacts near the boundaries, being somewhat less pronounced for the zero padding approximation. Besides, even in the interior of the interval, the 'odd reconstruction' has fewer 'wiggles' than the other three. This is so because the approximate data g * π are closer to Kf * for this model, adding less 'model noise' to the data.
3. Odd continuation. We now turn to a more detailed presentation of the numerical reconstruction algorithm for the odd continuation model. For this we shall assume in the sequel that k is supported in an interval somewhat smaller than [−π, π]. Let X π be chosen as in (2.4), i.e., every function f π ∈ X π is odd (with respect to the origin) and 2π-periodic. Because of this we obtain for x ∈ [0, π]
where we have used the size restriction for the support of k in the last equality. Note that for every pair (x, y) at most two of the three terms of the kernel function will be nonzero.
The standard (although not necessarily best) discretization of these problems starts with an equidistant grid with grid size h = π/(n + 1), n some natural number, and defines the scaled values
of the point spread function. Note that k j = 0 for |j| ≥ n because of our restriction on the support of k. Evaluating Kf π at x = ih, i = 1, . . . , n, we obtain
where f j = f π (jh); recall that f π (0) = f π (π) = 0. Enforcing the right-hand side to be equal to g i = g(ih) we obtain the linear system
where
, and A is the difference of a Toeplitz and a Hankel matrix,
Since k is even, we have k −i = k i for all i ∈ Z, hence A is a symmetric matrix. It has been shown by Bini and Capovani [1] , and again by Boman and Koltracht [2] that matrices of the form (3.2) can be diagonalized as
where D is a diagonal matrix containing the eigenvalues of A, and
is the orthogonal sine matrix. Thus, the linear system (3.1) can be solved with only O(n log n) operations by using the FST, cf., e.g., Van Loan [11] . The same holds true, if Tikhonov regularization is applied to problem (3.1).
For the reader's convenience we include another proof of this result by verifying that all columns x k of S, k = 1, . . . , n, are indeed eigenvectors of A. To this end, we rewrite (3.2) as
and introduce the antidiagonal unit matrix
Note that J 2 = J T J = I, JA T J = A T , and JA H J = A H . Therefore, if we construct the block matrix
then we find that
In particular, this shows that if x is an eigenvector of A then
is an eigenvector of B for the same eigenvalue. By construction, B is a real symmetric (2n + 2) × (2n + 2) dimensional circulant matrix. Being circulant, the (2n + 2)-dimensional Fourier vectors
are eigenvectors of B, cf., e.g., [6] . Moreover, as B is symmetric and real, the imaginary partsx k of z k are also eigenvectors of B. Sincex k , k = 1, . . . , n, are connected to the sine vectors x k via (3.7), it follows from (3.6) that x k is indeed an eigenvector of A. Therefore every matrix A of (3.2) can be rewritten as in (3.3). Since it is easy to see that matrices of either form, (3.2) or (3.3) respectively, form vector spaces of dimension n, we conclude that the two sets of matrices are the same.
4. Antireflective continuation. Given X π of (2.5), i.e., the antireflective model, the resulting system K π f π = g with f π ∈ X π and K π = K| X π can be discretized in much the same way as in the previous paragraph, the only difference being that i and j now run from 0 to n + 1, since the boundary values f 0 = f (0) and f n+1 = f (π) are also unknown. Accordingly, if we let f AR = [f 0 , . . . , f n+1 ]
T and g AR = [g 0 , . . . , g n+1 ]
T , then this leads to the augmented system
where the matrix
contains the particular A from (3.2) in its center block; the other nonzero entries of A AR are given by
We refer to [10] for a derivation of (4.2). Linear systems of the form (4.1) can be solved in O(n log n) operations using the FST in a sophisticated way, cf. [10] . The same holds true for the Tikhonov regularized problem
To see this, we observe that the central block of
can again be diagonalized with the sine matrix S. Thus, permuting this block to the (1,1)-position, the Tikhonov regularized problem can be solved efficiently using a Schur complement approach. However, applying Tikhonov regularization to problem (4.1) turns out to be a pitfall similar to those discussed in a seminal paper by Varah [12] back in 1983:
T of (4.4) necessarily belong to the range of A T AR , and accordingly, by virtue of (4.2), the inner components f 1 , . . . , f n of f AR belong to the range of A, i.e., are given by a linear combination of discrete sine functions. As a consequence, these components call for a natural ('continuous') extension f 0 = f n+1 = 0, while on the other hand, generic elements from the range of A T AR will have nonzero boundary values.
We therefore expect to see severe boundary artefacts when Tikhonov regularization is applied to (4.1), and, in fact, this has been observed numerically by Donatelli and Serra-Capizzano [4] . Because of this, they recommend to replace the Tikhonov regularized system by the equation
i.e., to substitute A AR for A T AR in (4.4), and interprete this as some kind of 'reblurring' the data. Again, (4.5) can be solved in O(n log n) operations by means of the FST. While the numerical results in [4] appear to support this approach, the theoretical properties remain dubious because the coefficient matrix in (4.5) is nonnormal (unless we face the trivial case where k i = 0 for all i = 0). As of today neither a convergence nor a stability analysis appear to be in reach.
In the following section we shall therefore persue a different idea to compute regularized solutions of (4.1). It will turn out that our algorithm has the same computational efficiency and may actually be somewhat simpler conceptually. The reconstructions appear to be at least as good as the ones from [4] , cf. Section 6 for numerical examples, and a theoretical investigation of this approach on the basis of the known regularization theory (as, e.g., in [5] ) is straightforward.
Regularization after transformation.
From the particular form of A AR follows immediately that the spectrum of A AR consists of the eigenvalues of A and twice the eigenvalue s 0 . While this has already been observed in [10] , we also need the eigenspace corresponding to λ = s 0 for our purposes below.
Lemma 5.1. The spectral radius of A AR of (2.5) equals the number s 0 given in (4.3). The eigenspace corresponding to the eigenvalue λ = s 0 of the matrix A AR contains the two vectors
Proof. We will see in a minute that λ = s 0 is an eigenvalue of A AR , hence the spectral radius of A AR is at least as big as s 0 . On the other hand, the spectral radius is bounded from above by the maximum absolute row sum norm of A AR , and it is easy to see that this norm equals s 0 . This shows that the spectral radius of A AR equals s 0 .
Concerning the eigenvectors we first observe that the discretization leading to (4.1) is such that the ith component g i of g AR = A AR f AR satisfies
T . For f AR = 1 this antireflective continuation yields f j = 1 for all j ∈ Z, and hence, g i = s 0 for all i = 0, . . . , n + 1. In other words, we have g AR = s 0 1 = s 0 f AR , i.e., 1 is an eigenvector of A AR corresponding to the eigenvalue λ = s 0 .
For f AR = antireflective continuation yields f j = j for all j ∈ Z, and hence,
jk j for i = 0, . . . , n + 1. As k j = k −j for all j ∈ Z the last term vanishes, which proves that g i = is 0 , or again, that is an eigenvector of A AR corresponding to λ = s 0 .
We remark that there may be other linearly independent eigenvectors of A AR for λ = s 0 . In fact, the matrix T is an eigenvector of the associated matrix A AR of (4.2) for the same eigenvalue. Now we use Lemma 5.1 to introduce our transformation method. It has been observed in [10] that the boundary values of f AR can readily be determined from the first and the last equation in (4.1), and this computation is stable. In fact, using the notation from the proof of Lemma 5.1, we have
Next, as opposed to [10] , we use these boundary values of f AR to transform the problem to a problem with homogeneous boundary conditions. We do this by subtracting an appropriate first degree polynomial. In the discrete setting, this amounts to the transformation
In view of Lemma 5.1 the following transformation follows from (5.3) and (5.2):
The first and last components of f H and g H are zero, and thus, the first and last rows and columns of the transformed problem A AR f H = g H can be omitted, leaving us with the reduced problem
for the inner components f H ∈ R n of f H , given the inner components g H ∈ R n of g H . Here, A is the matrix of (3.2), and the solution of (5.5) now might require some kind of regularization, e.g., Tikhonov regularization. As mentioned in Section 3, the regularized problem can be solved in O(n log n) operations using the FST.
Given an approximate solutionf H ∈ R n of (5.5) and its extensionf H ∈ R n+2 by zero boundary values, we finally obtain the desired approximation of f AR from the back transformationf
where f 0 and f n+1 are the numbers from (5.2). 6. Numerical results. We present some numerical results for two of the test problems from [4] to compare our transformation method with the reblurring method of [4] . In all plots, the broken line corresponds to the reblurring method while the solid line corresponds to the new transformation method.
Example 6.1. In the first problem the solution f * is a smooth function,
and the kernel k is a truncated Gaussian, cf. [4, Figure 6 .1 compares the behavior of the two methods for a specific noise sample with g − Kf * 2 / Kf * 2 = 0.01, i.e., 1% noise: The left-hand plot shows the relative errors of the reconstructions as a function of the regularization parameter α, the righthand plot shows the optimal reconstructions of the two methods (with the thick black line being the graph of the true scene f * ). The superiority of the transformation method is obvious, as its reconstruction is hard to distinguish from the true scene.
Example 6.2. The second example, taken from [4, Table 4 ], is well-posed (the condition number of A is below three), but the solution f * is discontinuous. Being well-posed, we have run this problem with considerably more noise. Still, the recon- struction error is mainly influenced by the discontinuity of the solution which causes Gibb's like phenomena in both reconstructions, see Figure 6 .2.
We now turn to a comparison of the two methods in dependence of the noise level. Figure 6 .3 shows the optimal relative errors for the two examples and noise levels ranging from 10 −5 up to 10%. The zigzags in the curves are due to the fact that the particular noise realizations are generated randomly; of course, for each noise level both methods use the same data to allow a fair comparison.
Recall that the reconstruction in Figure 6 .2 obtained with the transformation method has fewer oscillations than the one of the reblurring method. On the other hand, for smaller noise levels the two methods essentially yield approximations with the same quality, as can be deduced from the right-hand plot of Figure 6 .3. This is different for the ill-posed example, though, see the left-hand plot in Figure 6 .3. For this example, the reconstructions of the transformation method are consistently superior by a factor between two and five. As mentioned before, this is likely to be caused by the nonnormality of the coefficient matrix A 2 + αI in (4.5).
7. Extension to 2D problems. In image reconstruction, cf. (1.1), f and g correspond to two dimensional images rather than one dimensional signals, and the discrete blurring coefficients
fill up a two-dimensional array. (Here, again, h denotes the mesh size of the grid.) Assuming antireflective boundary conditions on a bounded interval in the plane, the deconvolution problem leads to a linear system of equations for the unknown pixel values whose structure is again described in [10] . In the sequel, we briefly comment on how the ideas from our present note extend to this 2D situation. As in the 1D case the idea is to transform the given data to homogeneous boundary conditions. To this end, we gather the given pixel values in a matrix G AR , corresponding to the size of the image. For ease of notational simplicity we shall assume that this matrix is square, i.e., G AR ∈ R (n+2)×(n+2) . We can transform G AR to homogeneous boundary values by setting
, and with the vectors 1 and from (5.1). (Note that each of the four correction terms is a dyadic vector product.) The homo- Table 7 .1 Example 7.1: relative errors of the reconstructions geneous problem can be solved as in Section 3 by using 2D FSTs, provided that k is quadrantically symmetric and that k ij = 0 whenever max{|i|, |j|} ≥ n. We denote this solution by F H ∈ R (n+2)×(n+2) , using the same ordering of the pixel values as in G H .
In a second step we need to backtransform F H to obtain the approximation F AR of the original image. Similar to (5.3) this backtransformation takes the form
where the vectors a f , b f , c f , and d f need to be determined. It turns out, see [3] for details, that these vectors are the solutions of the four linear systems
where B AR ∈ R (n+2)×(n+2) has the form (4.2), constructed from the blurring coefficients
Tikhonov regularization should be utilized in both steps of this algorithm: in the solution of the 2D homogeneous problem, and in the solution of the four 1D inhomogeneous problems (7.1). In the examples to be presented below, we have used the same regularization parameter for each of these five subproblems, since this was most straightforward to implement and gave reasonable results.
Example 7.1. The first example we will show corresponds to a comparatively well-posed problem where data are generated by an averaging filter over 3 × 3 pixels, with the same weight attributed to all pixels. Random noise of 1 % in terms of the Euclidean, or rather, Frobenius norm, is added on top of the data. This example is interesting in that the antireflective reconstruction is the only one that is better than the given data in terms of the relative Euclidean error measure, compare Table 7 .1. Despite of that the printed reconstructions for even and antireflective boundary conditions are impossible to distinguish visually, although one might favor to some very minor extent the antireflective reconstruction when shown on a screen because of the texture of the sky. On the other hand, the periodic reconstruction is clearly inferior: Even in the printed version ringing artefacts are easy to see.
Example 7.2. Our second example is somewhat more difficult than the previous one, as the problem is more ill-conditioned: This time the average is taken over 5 × 5 pixels, and there is substantially more noise in the data (4 %). Looking at the results, one is tempted to argue that the antireflective reconstruction is not only better in terms of the relative error measure, see Table 7 .2, but also in terms of visual quality -even in print, cf. Figure 7. 2. Besides the texture of the sky this can be seen, for example, in the reconstruction of the tower in the background of the image, which is somewhat less obscured by the speckles than in the other two reconstructions. Table 7 .2 Example 7.2: relative errors of the reconstructions 8. Conclusion. We have investigated deblurring problems over R and R 2 , respectively, given only data on a bounded interval. Our arguments strongly advocate the use of antireflective boundary conditions if the blur is quadrantically symmetric.
In case the given boundary data are homogeneous, the solution can be computed using fast sine transforms. For inhomogeneous boundary data we suggest to transform the problem into a homogeneous one, to solve the homogeneous problem using fast sine transforms, and to transform back. The transformation involves only local computations with negligible computational overhead.
Regularization is easy to incorporate, which makes the method a vital alternative to other methods based on fast Fourier or cosine transformations.
