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SIMPLICITY OF LYAPUNOV SPECTRUM FOR LINEAR
COCYCLES OVER NON-UNIFORMLY HYPERBOLIC SYSTEMS
LUCAS BACKES, MAURICIO POLETTI, AND PAULO VARANDAS
WITH AN APPENDIX BY YURI LIMA
Abstract. We prove that generic fiber-bunched and Ho¨lder continuous linear
cocycles over a non-uniformly hyperbolic system endowed with a u-Gibbs
measure have simple Lyapunov spectrum. This gives an affirmative answer
to a conjecture proposed by Viana in the context of fiber-bunched cocycles.
1. Introduction
The notion of (uniform) hyperbolicity was introduced in the context of dynam-
ical systems by Smale [32], and since then has played a major rule in this area of
research. This notion is expressed in terms of (uniform) rates of contraction and
expansion by the dynamics along complementary directions. At first, it was con-
jectured that uniform hyperbolicity is quite frequent among all dynamical systems.
Newhouse then proved that this was not the case: he exhibited a C2-open set of
diffeomorphisms on the 2-sphere where none of its elements are hyperbolic [25].
In order to describe the majority of dynamical systems, weaker notions of hyper-
bolicity were introduced and have been intensively studied. These include partially
hyperbolic and non-uniformly hyperbolic dynamical systems. The notion of non-
uniform hyperbolicity is defined in terms of Lyapunov exponents : a diffeomorphism
is non-uniformly hyperbolic if it has no zero Lyapunov exponents. Lyapunov ex-
ponent measure the asymptotic rates of contraction and expansion along directions
and are one of the most fundamental notions in dynamical systems. They have
received a great deal of attention in the last decades, and they are the focus of the
present work. Among many interesting questions that can be posed about them,
we cite the following:
◦ What are the regularity properties of Lyapunov exponents?
◦ How frequently a system has at least one non-zero Lyapunov exponent?
◦ How frequently a system has Lyapunov exponents all different from zero?
◦ How frequently a system has Lyapunov exponents all different?
The context of linear cocycles has provided a fruitful playground for addressing
these questions, since it allows to detach the underlying dynamics from an action,
induced by it, on a vector space. In this context the abundance of non-uniform hy-
perbolicity, foreseen since the pioneering works of Furstenberg [16], Guivarch and
Raugi [18], Goldsheid and Margulis [17] on random i.i.d. products of matrices, was
later extended by Bonatti and Viana [12], Viana [33], Avila and Viana [2] to include
a much broader class of (Ho¨lder continuous) cocycles over hyperbolic maps. More
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recently, Matheus, Mo¨ller and Yoccozz [24] considered the Kontsevich-Zorich co-
cycle, Poletti and Viana [29] established a criterion for simplicity of the Lyapunov
spectrum for cocycles over partially hyperbolic maps, and Bessa et al [9] consid-
ered the top Lyapunov exponent for linear cocycles on semisimple Lie groups over
non-uniformly hyperbolic diffeomorphisms. One should mention that the coinci-
dence of all Lyapunov exponents (in opposition to the abundance of non-uniform
hyperbolicity) occurs for generic continuous cocycles over ergodic automorphisms,
as proved by Bochi [10]. In this note, we are interested in the last question: how
frequently a system has Lyapunov exponents all different? When this happens, we
say that the Lyapunov spectrum is simple. Our main result is the following.
Theorem 1.1. Generic fiber-bunched linear cocycles over a non-uniformly hyper-
bolic system have simple Lyapunov spectrum.
Since we need some preliminary definitions, the precise statement of our result is
at the end of Section 2 after some preliminary definitions. It provides an affirmative
answer to a conjecture of Viana in [33], p. 648, in the context of fiber-bunched
cocycles: the set of linear cocycles whose Lyapunov exponents are all different
contains an open and dense set of fiber-bunched cocycles. We remark that other
similar questions have also attracted the attention of the community and have
already been answered in some specific contexts, see [3, 4, 7, 8, 11, 12, 15, 28, 34] and
references therein. We also remark that for the dynamical cocycle, corresponding
to the cocycle Df over the diffeomorphism f , fewer results are known.
2. Definitions and Statements
In this section we introduce some preliminary notions and provide the precise
statement of our main result. Let M be a closed smooth manifold, f : M → M a
C1+β diffeomorphism and µ an ergodic f -invariant measure.
2.1. Linear cocycles and Lyapunov exponents. Given an integer d ≥ 1 and
K = R or C, the linear cocycle generated by a matrix-valued map A :M → GL(d,K)
over f is the (invertible) map FA :M ×K
d →M ×Kd defined by
FA (x, v) = (f(x), A(x)v) .
Its iterates are FnA (x, v) = (f
n(x), An(x)v), where
An(x) =


A(fn−1(x)) · · ·A(f(x))A(x) if n > 0
Id if n = 0
A(fn(x))−1 · · ·A(f−1(x))−1 if n < 0.
Sometimes we denote this cocycle by (f,A) or simply by A, when there is no risk
of ambiguity. The projectivized cocycle fA :M × Pd−1(K)→M × Pd−1(K) is
fA (x, v) =
(
f(x),
A(x)v
‖A(x)v‖
)
.
A natural example of linear cocycle is given by the derivative cocycle: the cocycle
generated by A(x) = Df(x) over f .
When log ‖A‖ and log
∥∥A−1∥∥ are both integrable, a famous theorem of Os-
eledets [26] guarantees the existence of a full µ-measure set R(µ) ⊂ M , whose
points are called µ-regular, such that for every x ∈ R(µ) there exist real numbers
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λ1 (A, x) > · · · > λk (A, x) and a direct sum decomposition Kd = E1,Ax ⊕ · · ·⊕E
k,A
x
such that
A(x)Ei,Ax = E
i,A
f(x) and λi(A, x) = limn→∞
1
n
log ‖An(x)v‖
for every non-zero v ∈ Ei,Ax and 1 ≤ i ≤ k. Moreover, since µ is ergodic, the
Lyapunov exponents λi(A, x) are constant on a full µ-measure subset ofM (and thus
we denote it just by λi(A, µ)) as well as the dimensions of the Oseledets subspaces
Ei,Ax . The dimension of E
i,A
x is called the multiplicity of λi(A, µ). We say that
the cocycle (f,A) has simple Lyapunov spectrum with respect to the measure µ if
every Lyapunov exponent has multiplicity one. This means that A has d distinct
Lyapunov exponents.
2.2. Non-uniformly hyperbolic systems and Gibbs states. An f -invariant
measure µ is said to be hyperbolic if all Lyapunov exponents {λi(Df, µ)}ki=1 are
non-zero. When this happens, (f, µ) is called non-uniformly hyperbolic. Given
χ > 0, µ is called χ-hyperbolic if 0 < χ < min{|λi(Df, µ)| : 1 ≤ i ≤ k}. Non-
uniform hyperbolicity implies the existence of a very rich geometric structure of
the dynamics of f , given by stable and unstable manifolds in the sense of Pesin
(see [5]): there exists a full µ-measure set H(µ) ⊂ M so that through every point
x ∈ H(µ) there exist C1 embedded disks W sloc(x) and W
u
loc(x), called local stable
and unstable sets at x, such that
◦ W sloc(x) is tangent to E
s
x and W
u
loc(x) is tangent to E
u
x ;
◦ given 0 < τx < min1≤i≤k |λi(Df, µ)| there exists Cx > 0 such that{
d(fn(y), fn(z)) ≤ Cxe−τxnd(y, z) , ∀y, z ∈ W sloc(x), ∀n ≥ 0,
d(f−n(y), f−n(z)) ≤ Cxe−τxnd(y, z) , ∀y, z ∈ Wuloc(x), ∀n ≥ 0;
◦ f(W sloc(x)) ⊂W
s
loc(f(x)) and f(W
u
loc(x)) ⊃W
u
loc(f(x));
◦ W s(x) =
⋃∞
n=0 f
−n(W sloc(f
n(x))) and Wu(x) =
⋃∞
n=0 f
n(Wuloc(f
−n(x))).
Moreover, W sloc(x) and W
u
loc(x) depend measurably on x, as C
1 embedded disks,
as well as the constants τx and Cx. By Lusin’s theorem, we may find compact
hyperbolic blocks H(C, τ), whose measure can be made arbitrarily close to 1 by
increasing C and decreasing τ , such that in H(C, τ) the sets W sloc(x) and W
u
loc(x)
vary continuously, τx > τ and Cx < C. In particular, the sizes of W
s
loc(x) and
Wuloc(x) are uniformly bounded from zero on H(C, τ), as well as the angles between
these disks. The drawback on this argumentation is that H(C, τ) is in general not
f -invariant.
Definition 2.1. An f -invariant measure µ is called a u-Gibbs state (respectively, an
s-Gibbs state) if its disintegrations along unstable (respectively, stable) manifolds
are absolutely continuous with respect to the Lebesgue measure.
In the literature, u-states are also called SRB measures. The simplest example
is given by volume preserving diffeomorphisms: the Lebesgue measure is both an
s-Gibbs and a u-Gibbs state. The class of u-Gibbs measures is physically relevant:
physical measures1 of uniformly hyperbolic and of many partially hyperbolic attrac-
tors are u-Gibbs states, see e.g. [1, 13, 27] and references therein. By [19, 20, 21],
1An ergodic invariant probability measure is a physical measure if its basin of attraction has
positive Lebesgue measure.
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an f -invariant measure µ is a u-Gibbs state iff it satisfies the entropy formula
hµ(f) =
∫ ∑
λi(x)>0
λi(x)dµ.
Analogously, µ is a s-Gibbs state iff hµ(f) =
∫ ∑
λi(x)<0
−λi(x)dµ.
2.3. Fiber-bunched cocycles. Given r ∈ N and α ∈ [0, 1], let Cr,α(M,GL(d,K))
denote the set of Cr maps A :M → GL(d,K) such that DrA is α-Ho¨lder continu-
ous. Endow Cr,α(M,GL(d,K)) with the norm
‖A‖r,α := max
0≤j≤r
sup
x∈M
‖DjA(x)‖ + sup
x,y∈M
x 6=y
‖DrA(x) −DrA(y)‖
d(x, y)α
.
For χ > 0, let µ be an ergodic χ-hyperbolic measure. We say that the cocycle
A ∈ Cr,α(M,GL(d,K)) over (f, µ) is χ2 -fiber-bunched if there are constants C > 0
and θ ∈ (0, 1) such that
(1) ‖An(x)‖‖An(x)−1‖(e−
χ
2 )|n|α ≤ Cθ|n|
for every x ∈M and n ∈ Z. A simple remark is that the previous notion does not
depend on the invariant measure µ but on the hyperbolicity constant χ > 0. Let
Br,αχ (M) denote the set of C
r,α cocycles that are χ2 -fiber-bunched over (f, µ). It is
a C0-open subset of Cr,α(M,GL(d,K)).
2.4. Main theorem. The main result of this work is that, for u-Gibbs measures,
a typical fiber-bunched cocycle has simple Lyapunov spectrum. More precisely, we
have the following theorem.
Theorem A. Let f : M → M be a C1+β diffeomorphism of a closed smooth
Riemannian manifold, and let µ be an ergodic χ-hyperbolic u-Gibbs measure. For
each r ≥ 0 and α ≥ 0 with r + α > 0, there exists an open and dense subset
O ⊂ Br,αχ (M) such that for any A ∈ O, the cocycle (f,A) has simple Lyapunov
spectrum.
It is clear that Theorem A above also applies for s-Gibbs measures. Indeed,
while on the one hand µ is s-Gibbs for f iff it is u-Gibbs for f−1, on the other hand
a cocycle is fiber-bunched for (f, µ) iff it is fiber-bunched for (f−1, µ). Moreover,
similar calculations to those of [12] imply that the complement Br,αχ (M) \ O has
infinite codimension, that is, it is locally contained in finite unions of closed sub-
manifolds with arbitrarily large codimension. Theorem A should be compared to
[33], where the author proved that an open and dense set of Cr,α cocycles over an
ergodic χ-hyperbolic measure with local product structure such that each of the
cocycles has at least one positive Lyapunov exponent.
At this point it would be interesting to exhibit non-trivial examples of open sets
of cocycles which are not fiber-bunched and yet have simple Lyapunov spectrum. By
non-trivial examples we mean, for instance, not having dominated decomposition.
The proof of Theorem A has two main ingredients: the first is the simplicity
criterion established by Avila and Viana [2], and the second is the symbolic de-
scription of non-uniformly hyperbolic diffeomorphisms given by Sarig [31] and Ben
Ovadia [6].
We would also like to mention that our result can be extended to the case when
the base dynamics is the class of billiards considered by Lima and Matheus in [23],
since their symbolic description is the same as the ones given in [31, 6].
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3. Preliminaries
This section recalls some notions and results that will be used in the proof of
Theorem A.
3.1. Topological Markov shifts. The notation in the section is the same as in
the Appendix. Let G be a directed graph with a countable vertex set R, such
that every vertex has at least one ingoing and one outgoing edge. The topological
Markov shift associated to G is the pair (Σ̂, σ̂) where
Σ̂ = Σ̂(G ) := {R = {Ri}i∈Z ∈ R
Z : Ri → Ri+1, ∀i ∈ Z}
and σ̂ : Σ̂→ Σ̂ is the left-shift, σ̂[{Ri}i∈Z] = {Ri+1}i∈Z. Define a metric on Σ by
(2) d[{Ri}i∈Z, {Si}i∈Z] := exp
[
−χ2 min{|n| : Rn 6= Sn}
]
.
With this metric, Σ̂ is a complete separable metric space and σ̂ is a hyperbolic
homeomorphism (with hyperbolicity constant e
χ
2 ). Furthermore, Σ̂ is compact iff
G is finite, and it is locally compact iff every vertex of G has finite ingoing and
outgoing degrees. We define
Σ̂# :=
{
{Ri}i∈Z ∈ Σ̂ : ∃ R,S ∈ R, ∃ nk,mk ↑ ∞ s.t. Rnk = R and R−mk = S
}
.
This set contains all periodic point of σ̂. Also, by the Poincare´ recurrence theorem,
every σ̂-invariant probability measure is supported on Σ̂#.
The next result plays an important role in our proof. It was first established by
Sarig for surface diffeomorphisms [31] and later generalized to any dimension by
Ben Ovadia [6].
Theorem 3.1 ([31, 6]). Let f : M → M be a C1+β diffeomorphism. For each
χ > 0, there exists a locally compact topological Markov shift (Σ̂, σ̂) and a Ho¨lder
continuous map π̂ : Σ̂→M such that:
(1) π̂ ◦ σ̂ = f ◦ π̂.
(2) π̂[Σ̂#] has full measure for every χ-hyperbolic measure.
(3) Every x ∈ π̂χ[Σ̂#] has finitely many pre-images in Σ̂#. More specifically: there
is ϕ : R → N such that if x = π̂(R) with Rn = R for infinitely many n > 0 and
Rn = S for infinitely many n < 0 then #{S ∈ Σ̂# : π̂(S) = x} ≤ ϕ(R)ϕ(S).
(4) For every χ-hyperbolic measure µ, there exists a σ̂-invariant measure µ̂ such
that π̂∗µ̂ = µ.
In Appendix A we present a brief sketch of the proof of Theorem 3.1. The proof
not only provides the existence (Σ̂, σ̂) and π̂, but it also implies some additional
properties of these objects, such as Lemma 4.4 below. That is why we decided,
to maintain consistence and simplify the understanding of the reader, to use the
notations of [31, 22].
Remark 3.2. It follows from [6, Theorem 1.3.21] that the Ho¨lder exponent of π̂ is
χ
2 with respect to the canonical metric d
′(R,S) = exp [−min{|n| : Rn 6= Sn}] (cf.
proof of [6, Proposition 1.3.20]). Therefore, π̂ is Lipschitz with respect to the metric
defined by (2).
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3.2. Product structure and continuous product structure. Consider
Σ̂+ =
{
{Rn}n≥0 : ∃S = {Sn}n∈Z ∈ Σ̂ such that {Rn}n≥0 = {Sn}n≥0
}
Σ̂− =
{
{Rn}n≤0 : ∃S = {Sn}n∈Z ∈ Σ̂ such that {Rn}n≤0 = {Sn}n≤0
}
.
Points in Σ̂+ will be denoted by R+ and points in Σ̂− will be denoted by R−. There
are canonical projections P+ : Σ̂ → Σ̂+ and P− : Σ̂ → Σ̂−, obtained by dropping
all the negative coordinates respectively all of the positive coordinates of elements
of Σ̂.
We define the local stable and local unstable sets of R ∈ Σ̂ by
W sloc(R) =W
s
loc(P
+(R)) =
{
{Sn}n∈Z ∈ Σ̂ : Rn = Sn for all n ≥ 0
}
Wuloc(R) =W
u
loc(P
−(R)) =
{
{Sn}n∈Z ∈ Σ̂ : Rn = Sn for all n ≤ 0
}
.
We think of Σ̂− and Σ̂+ as parametrizations of the local stable and unstable sets,
respectively. Observe that: if S ∈ W sloc(R) then d(σ̂(R), σ̂(S)) ≤ e
−χ2 d(R,S); if
S ∈ Wuloc(R) then d(σ̂
−1(R), σ̂−1(S)) ≤ e−
χ
2 d(R,S).
Given a symbol R ∈ R, define the cylinder
[R] =
{
{Sn}n∈Z ∈ Σ̂ : S0 = R
}
.
Definition 3.3. A σ̂-invariant probability measure µ̂ is said to have product struc-
ture if the normalized restriction of µ̂ to every cylinder [R] has the form µ̂|[R] =
ρ̂ × (ν̂s × ν̂u) where ν̂s = P−∗ µ̂ and ν̂
u = P−∗ µ̂ and the density ρ̂ is measurable.
Moreover, we say that µ̂ has continuous product structure if the density ρ̂ : Σ̂→ R+
is uniformly continuous and bounded away from zero and infinity.
3.3. Invariant holonomies. A (α-Ho¨lder) stable holonomy for the linear cocycle
generated by Â : Σ̂ → GL(d,K) over σ̂ is a collection of linear maps Hs,ÂRS ∈
GL(d,K) defined for S ∈ W sloc(R) which satisfy, for some L > 0, the following
properties:
◦ Hs,ÂSU = H
s,Â
RUH
s,Â
SR and H
s,Â
RR = Id;
◦ Hs,Âσ̂(S)σ̂(U) = Â(U)H
s,Â
SU Â(S)
−1;
◦
∥∥∥Hs,ÂSU − Id∥∥∥ ≤ Ld(S,U)α.
Replacing the cocycle generated by Â over σ̂ by the cocycle generated by Â
over σ̂−1, we obtain an analogous definition for the unstable holonomies Hu,ÂRS ,
S ∈ Wuloc(R). Examples of linear cocycles admitting stable and unstable holonomies
are given by locally constant cocycles and χ2 -fiber-bunched cocycles. In these cases,
the families of stable and unstable holonomies are given by:
Hs,ÂRS = limn→+∞
Ân(S)−1Ân(R), S ∈ W sloc(R),
Hu,ÂRS = limn→+∞
Â−n(S)−1Â−n(R), S ∈ Wuloc(R).
See for instance [11, 33].
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4. Translation to the symbolic setting
The goal of this section is to prove the proposition below, which provides a
translation of our problem to the symbolic setting. Remember that Br,αχ (M) is the
set of Cr,α cocycles that are χ2 -fiber-bunched over (f, µ).
Proposition 4.1. Let f : M → M be a C1+β diffeomorphism, and let µ be an
ergodic χ-hyperbolic u-Gibbs measure. Given A ∈ Br,αχ (M), there exists a topological
Markov shift (Σ̂, σ̂) and a Ho¨lder continuous map π̂ : Σ̂→M such that π̂◦σ̂ = f ◦π̂.
Moreover:
(1) There exists a σ̂-invariant ergodic measure µ̂ with continuous product structure
such that π̂∗µ̂ = µ.
(2) The map Â : Σ̂ → GL(d,K) defined by Â := A ◦ π̂ is Ho¨lder continuous and
admits invariant holonomies.
The existence of the semi-conjugacy π̂ : Σ̂ → M follows readily from our as-
sumptions and Theorem 3.1, so it remains to prove items (1) and (2).
We begin with (2). Let Â : Σ̂→ GL(d,K) be the map given by Â(R) = A(π̂(R)).
Observe that, since π̂ is Lipschitz (see Remark 3.2), Â is α-Ho¨lder. Moreover, by
the definition of Â and the assumptions on A,
‖Ân(R)‖‖Ân(R)−1‖(e−
χ
2 )|n|α ≤ θ|n|, ∀R ∈ Σ̂, ∀n ∈ Z.
Since d(σ̂(R), σ̂(S)) ≤ e−
χ
2 d(R,S) for R,S ∈ Σ̂ in the same stable manifold (sim-
ilarly for points in the same unstable manifold under iteration of σ̂−1), it follows
that Â is fiber-bunched in the sense of [2]. By [2, Proposition A.6], Â admits stable
and unstable. This proves (2).
To prove (1), we proceed as in [31]: since the semi-conjugacy π̂ satisfies property
(3) of Theorem 3.1, we can define the measure µ̂ by
(3) µ̂(E) :=
∫
M

 1∣∣∣π̂−1# (x)∣∣∣
∑
π̂#(R)=x
1E(R)

 dµ(x)
where π̂# : Σ̂
# → M is the restriction of π̂ to the recurrent set Σ̂#. The fact that
µ̂ is indeed a probability measure is proved in [31, Proposition 13.2]. The same
proposition shows that µ̂ is σ̂-invariant and satisfies π̂∗µ̂ = µ. Furthermore, almost
every ergodic component of µ̂ also projects to µ. Passing to an ergodic component,
it remains to prove the continuous product structure.
4.1. Extensions of Gibbs measures have continuous product structure. A
measurable set Q ⊂ M is said to have local product structure if for every x, y ∈ Q
there exist Pesin stable and unstable manifolds W sloc(x),W
u
loc(y) that intersect in a
unique point, and this intersection point belongs to Q. We denote the intersection
point by [x, y]. In this case, for any x0 ∈ Q there are measurable sets N uQ ⊂
Wuloc(x0), N
s
Q ⊂ W
s
loc(x0) and a bi-measurable map from Φ : N
u
Q × N
s
Q → Q
defined by Φ(x, y) 7→ [x, y].
Definition 4.2. A hyperbolic measure µ is said to have local product structure if,
for every measurable set Q ⊂ M with local product structure and µ(Q) > 0, the
pull back measure ν = Φ−1∗ µ|Q of µ restricted to Q is equivalent to ν
u × νs, where
νu and νs are the projections of ν to N uQ and N
s
Q, respectively.
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We stress that the notions of product structure and continuous product structure
stated by Definition 3.3 and the notion of local product structure defined above do
not coincide, in general.
Remark 4.3. Observe that by the absolute continuity of stable and unstable
holonomies any Gibbs state (u-Gibbs or s-Gibbs) has local product structure.
In the remaining of this section we prove that the measure µ̂ defined by (3) has
continuous product structure. We begin with some auxiliary results about π̂ given
by Theorem 3.1, as detailed in Appendix A.
Lemma 4.4. For every R ∈ R, π̂([R]) ⊂M is a compact subset with local product
structure. Moreover, π̂|[R] : [R]→ π̂([R]) preserves [·, ·], that is:
π̂([R,S]) = [π̂(R), π̂(S)], ∀R,S ∈ [R].
The proof of Lemma 4.4 is based on [31], and is contained in Appendix A.
Remark 4.5. Observe that Σ̂# is closed by [·, ·], but Σ̂# is usually not compact.
By the Poincare´ recurrence theorem, Σ̂# ⊂ Σ̂ has full µ̂-measure, and by part
(2) of Theorem 3.1 the set π̂[Σ̂#] has full µ-measure. A final observation is that,
by Lemma 4.4 above, π̂([R] ∩ Σ̂#) has product structure but it is not necessarily
compact.
Given a cylinder [R] ⊂ Σ̂, let µ̂R := µ̂|[R]. By Rokhlin’s disintegration theorem
(see [35]), µ̂R has a disintegration along local stable sets W
s
loc(R
+), say
µ̂R =
∫
Σ̂+
µ̂sR+dµ̂
u(R+).
Similarly, since R˜ = π̂([R]) ⊂ M has local product structure by Lemma 4.4, then
there exists Φ : N u
R˜
×N s
R˜
→ R˜ (see definition 4.2). From now on lets work in the
coordinates N u ×N s := N u
R˜
×N s
R˜
given by Φ, µR˜ := Φ
−1
∗ µ|R˜ has a disintegration
along stable manifolds, say
µR˜ =
∫
Nu
µsxudµ
u(xu).
The next lemma gives us a relation between the disintegrations of µ̂R and µR˜.
To state it precisely, let us introduce the following notation: given R ∈ Σ̂, write
R = (R+, R−) where R− = P−(R) and R+ = P+(R); given x = π̂(R) ∈ M , write
x = (xu, xs) where (xu, xs) ∈ N u × N s is the inverse image of x by Φ. Although
these notations do depend on the choices of N s and N u, they are locally well-
defined, so we abuse notation and write π̂−(R−) = xs and π̂+(R+) = xu. By
Remark 4.5, we can also write π̂−#(R
−) = xs and π̂+#(R
+) = xu for R ∈ Σ̂#.
Lemma 4.6. For P+∗ µ̂-almost every R
+ and every measurable set BR+ ⊂ {R
+}×
Σ̂−, it holds
µ̂sR+(BR+) =
∫
N s
1∣∣∣π̂−1# (xu, xs)∣∣∣
∑
π̂#(R+,R−)=(xu,xs)
1BR+ (R
−)dµsπ̂+(R+)(x
s).
Proof. Given a symbol R ∈ R, let R˜ := π̂([R]). Fix p̂ ∈ [R], and let p = π̂(p̂). Let
N u×N s be coordinates on R˜ centered at p, induced by the local product structure.
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By Lemma 4.4, the map π̂|[R] : [R]→ R˜ preserves [·, ·]. Using the product structure
coordinates Σ̂+ × Σ̂− on [R], it follows that π̂|[R] : [R]→ N
u ×N s is given by
π̂(R+, R−) = (π̂+(R+), π̂−(R−)) = (xu, xs).
Let B ⊂ [R] be a measurable set with µ̂(B) > 0. We have
µ̂R(B) =
∫
M

 1∣∣∣π̂−1# (xu, xs)∣∣∣
∑
π̂+#(R
+)=xu
∑
π̂−#(R
−)=xs
1B
R+
(R−)

 dµR˜,
where BR+ = {S
− ∈ Σ̂− : (R+, S−) ∈ B}. Consequently,
µ̂R(B) =
∫
Nu
∑
π̂+#(R
+)=xu
µ̂sR+(BR+)dµ
u(xu),
where
µ̂sR+(BR+) =
∫
N s
1∣∣∣π̂−1# (xu, xs)∣∣∣
∑
π̂−#(R
−)=xs
1BR+ (R
−)dµsxu(x
s).
Since disintegrations are uniquely defined almost everywhere, the result follows. 
A simple consequence of the lemma above is the following corollary.
Corollary 4.7. If µ has local product structure then µ̂ has product structure. More-
over, if µ has local product structure with density ρ then µ̂ has product structure
with density ρ̂ given by ρ̂(R) = ρ(π̂(R)).
Proof. The first part of the claim is a direct consequence of Lemma 4.6. To prove
the second part, write Φ−1∗ µ|π̂([R]) = ρν where ν := ν
s × νu and νs, νu are as
in Definition 4.2. Let ν̂ be the lift of ν as in (3). By definition, if F̂ ⊂ Σ̂ is a
measurable set and ϕ : Σ̂→ R is a measurable function, then
ν̂(F̂ ) =
∫
M
1∣∣∣π̂−1# (x)∣∣∣

 ∑
π̂#(R)=x
1F̂ (R)

 dν(x)
∫
ϕdν̂ =
∫
M
1∣∣∣π̂−1# (x)∣∣∣

 ∑
π̂#(R)=x
ϕ(R)

 dν(x).
Hence ∫
Σ̂
1F̂ (R)ρ(π̂(R))dν̂ =
∫
M
1∣∣∣π̂−1# (x)∣∣∣

 ∑
π̂#(R)=x
1F̂ (R)ρ(x)

 dν(x)
and we conclude that
µ̂(F̂ ) =
∫
M
1∣∣∣π̂−1# (x)∣∣∣

 ∑
π̂#(R)=x
1F̂ (R)

 ρ(x) dν(x) = ∫
F̂
ρ̂dν̂.

Now we are ready to prove that µ̂ has continuous product structure. Assume
that µ is an s-Gibbs state (the case of u-Gibbs states is analogous).
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Proposition 4.8. If µ is an s-Gibbs state then µ̂ has product structure with den-
sity function ρ̂ : Σ̂ → R+ uniformly continuous and bounded away from zero and
infinity.
In Corollary 4.7 we proved that µ̂ has product structure and its density function
ρ̂ is given by ρ̂(R) = ρ(π̂(R)). It remains to show that ρ̂ is uniformly continuous
and bounded away from zero and infinity. By the assumption that µ is an s-Gibbs
state, it admits a disintegration (µsp)p on stable leaves such that µ
s
p is absolutely
continuous with respect to the Lebesgue measure on the respective stable leave
for almost every p. In other words, if msp is the Lebesgue measure in the stable
manifold of p ∈ M , then µsp = ψm
s
p for some density function ψ. By [19], if we
denote by JDfn|Es(x) the Jacobian of Df
n along Esx, then ψ satisfies
(4) ∆(x, y) :=
ψ(x)
ψ(y)
= lim
n→∞
JDfn|Es(x)
JDfn|Es(y)
for every x, y in the same stable manifold. Let Γ ⊂ Σ̂ × Σ̂ be the set defined by
Γ = {(R,S) ∈ Σ̂ × Σ̂ : Rn = Sn, ∀n ≥ 0}, and consider the function ∆̂ : Γ → R
given by ∆̂(R,S) = ∆(π̂(R), π̂(S)). We now study the regularity properties of ∆̂.
Let us recall the notion of weak Ho¨lder continuity.
Definition 4.9. Let (X, distX) be a metric space. A function g : X → R is called
weak Ho¨lder if there exists γ > 0 such that for every ǫ > 0 there exists C(ǫ) > 0
such that
|g(x)− g(y)| ≤ C(ǫ) distX(x, y)
γ + ǫ, ∀x, y ∈ X.
Clearly, every weak Ho¨lder functions is absolutely continuous.
Lemma 4.10. The function ∆̂ is weak Ho¨lder (hence uniformly continuous), and
it is bounded away from zero and infinity.
Proof. Define Jf s(R) := JDf |Es(π̂(R)) and let
∆̂n(R,S) =
JDfn|Es(π̂(R))
JDfn|Es(π̂(S))
, (R,S) ∈ Γ.
The map R → Es(π̂(R)) is Ho¨lder continuous (the two dimensional case has been
proved by Sarig, the necessary tools to prove the multidimensional version of this
lemma have been developed in [6], hence the same proof of the case of surfaces
establishes the higher dimensional case). Since f is C1+β and M is compact,
R 7→ log Jf s(R) is Ho¨lder continuous and bounded away from zero. Let γ be its
Ho¨lder exponent and C > 0 the corresponding constant. Thus, for every (R,S) ∈ Γ,∣∣∣log ∆̂n(R,S)∣∣∣ =
∣∣∣∣∣
n−1∑
i=0
log Jf s[σ̂i(R)]− log Jf s[(σ̂i(S)]
∣∣∣∣∣
≤
n−1∑
i=0
∣∣log Jf s[σ̂i(R)]− log Jf s[(σ̂i(S)]∣∣
≤ C
n−1∑
i=0
d(σ̂i(R), σ̂i(S))γ ≤ C
1
1− e−χγ/2
d(R,S)γ .
Therefore, log ∆̂n converges uniformly to log ∆̂ and
(5) e−C/(1−e
−χγ/2) ≤ ∆̂(R,S) ≤ eC/(1−e
−χγ/2).
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We now claim that log ∆̂ is weak Ho¨lder. Indeed, if (R,S), (U, P ) ∈ Γ then
log ∆̂n(R,S)− log ∆̂n(U, P )
=
n−1∑
i=0
(
log Jf s[(σ̂i(R)]− log Jf s[(σ̂i(S)]− log Jf s[(σ̂i(U)] + log Jf s[(σ̂i(P )]
)
.
Recalling that R 7→ log Jf s(R) is (C, γ)-Ho¨lder, we obtain that
| log ∆̂n(R,S)− log ∆̂n(U, P )|
≤ C min
1≤j≤n
( j−1∑
i=0
d(σ̂i(R), σ̂i(U))γ + d(σ̂i(S), σ̂i(P ))γ+
n−1∑
i=j
d(σ̂i(R), σ̂i(S))γ + d(σ̂i(U), σ̂i(P ))γ
)
,
where the first summand in the latter expression is related to distances of points
that are not necessarily in the same stable manifold and the second summand to
distances of points in the same stable manifold. Now, since σ̂ is Lipschitz with
Lipschitz constant L = eχ/2, it follows that∣∣∣log ∆̂(R,S)− log ∆̂(U, P )∣∣∣
≤ Cmin
n∈N
(
Lnγ − 1
Lγ − 1
(d(R,U)γ + d(S, P )γ) +
2e−χγn/2
1− e−χγ/2
)
.
Given ǫ > 0 if we take n large enough such that 2C e
−χγn/2
1−e−χγ/2
≤ ǫ and C(ǫ) =
2C L
γn−1
Lγ−1 , then the claim follows. Consequently, using (5) and observing that ∆̂ =
elog ∆̂ we complete the proof of the proposition. 
Fix a cylinder [R] ⊂ Σ̂ and let µ̂s
R+
be the measure on {R+} × Σ̂− given by
Lemma 4.6. Recalling that µsp = ψm
s
p, take ψ̂(R) = ψ[π̂(R)]. We normalize the
map ψ̂ so that
∫
Σ̂−
ψ̂(R)dm̂sR+ = 1. By (4) it follows that
ψ̂(S) =
1∫
Σ̂−
∆̂(S, (R−, S+))dm̂sR+(R
−)
, ∀S ∈ Σ̂.
In particular, Lemma 4.10 implies that ψ̂ : [R] → R+ is uniformly continuous and
bounded away from zero and infinity.
Let R˜ := π̂([R]) ⊂ M . By Lemma 4.4, R˜ has local product structure. Working
again in the coordinates N u ×N s, Rokhlin’s Disintegration Theorem gives that
µ|R˜ =
∫
Nu
ψ(x)msxu × ν
u
wheremsxu is the volume measure in the manifoldW
s(xu) := {xu}×N s. Moreover,
in the product structure coordinates the unstable holonomy huxu,yu : W
s(xu) →
W s(yu) is a map huxu,yu : {x
u}×N s → {yu}×N s given by huxu,yu(x
u, xs) = (yu, xs).
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By the absolute continuity of the unstable foliation (huxu,yu)∗m
s
xu = Jh
u
xu,yum
s
yu ,
where Jhuxu,yu is given by (see [30]):
Jhuxu,yu(x
s) = lim
n→∞
JDf−n|Es(xu,xs)
JDf−n|Es(yu,xs)
·
We now fix some (yu, ys) ∈ N u × N s and define φ : R˜ → R by φ(xu, xs) =
Jhuxu,yu(x
s). Then µR˜ = ψφ × (m
s
yu × ν
u). Moreover, considering φ̂ : [R] → R,
φ̂(R) := φ[π̂(R)], where π̂(R) = π̂(R+, R−) = (xu, xs), an analogous calculation to
the one did in the proof of Lemma 4.10 shows that φ̂ is uniformly continuous and
bounded away from zero and infinity. By Corollary 4.7 and the equality ρ = ψφ,
we obtain that ρ̂ = ψ̂φ̂ and so ρ̂ is also uniformly continuous and bounded away
from zero and infinity. This concludes the proof of Proposition 4.8.
To conclude the proof of Proposition 4.1, it remains to show that µ̂ can be chosen
to be ergodic. This follows from the next lemma.
Lemma 4.11. Almost every ergodic component of µ̂ projects to µ and has contin-
uous product structure.
Proof. By [31, Proposition 13.2] almost every ergodic component of µ̂ projects to
µ. We claim that the ergodic decomposition of µ̂ is actually a sum of restrictions of
µ̂ to union of cylinders. Indeed, let Σ̂0 ⊂ Σ̂ be a full µ̂-measure subset on which the
Birkhoff theorem holds for every continuous function. Divide Σ̂0 into equivalence
classes: R ∼ S if the Birkhoff averages are the same for every continuous function.
For any cylinder [R], using a Hopf argument we conclude that µ̂-almost every point
in [R] is in the same equivalence class. So, every equivalence class is a union of
cylinders, modulo sets of zero measure. In particular, there are at most countably
many classes, which we denote by Γj , j ∈ N. Hence µ̂ =
∑
j µ̂j where every
µ̂j :=
1
µ̂(Γj)
µ̂|Γj is ergodic. Moreover, the restriction of µ̂j to a cylinder of positive
measure is a multiple of the restriction of µ̂ to this cylinder. In particular, every
µ̂j has continuous product structure. 
The proof of Proposition 4.1 is now complete.
5. Simplicity is typical
In this section we conclude the proof of Theorem A. We begin recalling a criterion
established by Avila and Viana in [2] that guarantees the simplicity of the Lyapunov
spectrum of a fiber-bunched cocycle over a topological Markov shift.
5.1. Simplicity Criterion. Let P ∈ Σ̂ be a σ̂-periodic point with period q ≥ 1.
A point U ∈ Wuloc(P ) is called homoclinic if there exists some multiple ℓ ≥ 1 of q
such that σ̂ℓ(U) ∈ W sloc(P ). The transition map ψ
Â
P ,U : K
d → Kd is defined by
ψÂP ,U = H
s,Â
σ̂l(U)P
◦ Âℓ(U) ◦Hu,ÂPU .
Definition 5.1. A cocycle Â : Σ̂→ GL(d,K) is simple if there exists a σ̂-periodic
point P ∈ Σ̂ of period q ≥ 1 and some homoclinic point U ∈Wuloc(pˆ) such that:
(P) all eigenvalues of Âq(P ) have distinct absolute values;
(T) for any invariant subspaces (sums of eigenspaces) E and F of Âq(P ) with
dimE + dimF = d, it holds ψÂP ,U (E) ∩ F = {0}.
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Property (P) is called pinching and property (T) is called twisting. It was proved
in [2, Theorem A] that pinching and twisting imply that the Lyapunov spectrum
is simple. More precisely,
Theorem 5.2 (Theorem A of [2]). If Â : Σ̂→ GL(d,K) is simple then the cocycle
generated by Â over σ̂ has simple Lyapunov spectrum.
Observe that, in order to apply Theorem 5.2, we only need (Σ̂, σ̂) to be a topo-
logical Markov shift and the measure µ̂ to have continuous product structure in the
sense of Definition 3.3. This fact follows from [2, Appendix A.1]. In our context,
Proposition 4.1 establishes that this is exactly the case for the topological Markov
shift (σ̂, µ̂) and measure µ̂ induced by the pair (f, µ) satisfying the hypothesis of
Theorem A.
5.2. Conclusion of the proof of Theorem A. Keeping all the notation intro-
duced in the previous sections, we will prove that Â satisfies Definition 5.1. Before
going into the proof, let us remind part (3) of Theorem 3.1: there exists a function
ϕ : R → N such that if x = π̂(R) with Rn = R for infinitely many n > 0 and
Rn = S for infinitely many n < 0 then #{S ∈ Σ̂
# : π̂(S) = x} ≤ ϕ(R)ϕ(S).
Proposition 5.3. Let f : M → M and A : M → GL(d,K) be as in Theorem
A. Then, there exists B : M → GL(d,K) Cr,α-arbitrarily close to A such that
B̂ = B ◦ π̂ is simple.
Proof. Assume first that K = C. Let P ∈ Σ̂ be a σ̂-periodic point with period q,
let U ∈ Wuloc(P ) be a homoclinic point such that σ̂
ℓ(U) ∈ W sloc(P ) and consider
p = π̂(P ) and z = π̂(U). Since A takes values in GL(d,C), we can perform a
small Cr,α-perturbation of A on a neighborhood of p such that the perturbed map
B′ : M → GL(d,C) is arbitrarily close to A and all eigenvalues of B′q(p) have
distinct absolute values. In particular, B̂′ = B′ ◦ π̂ satisfies the pinching condition.
To obtain the twisting property, we begin observing that π̂[σ̂nq(U)] 6= π̂[σ̂jq(U)]
for every pair of distinct integers n, j. Indeed, if this is not the case then there
are n 6= j such that π̂[σ̂nq(U)] = π̂[σ̂jq(U)]; using that π̂ ◦ σ̂ℓ = f ℓ ◦ π̂ for all
ℓ ∈ Z, we get that f q(j−n)(z) = z and so is z is periodic, which contradicts the
choice of U . Thus, there exists a small neighborhood V ⊂ M of z such that
U /∈ σ̂nq[π̂−1(V )] for every n 6= 0. In particular, modifying B′ in this neighborhood
V does not change neither of the holonomies Hs,B̂
′
σ̂ℓ(U)P
and Hu,B̂
′
PU . In particular,
ψB̂P ,U = H
s,B̂′
σ̂ℓ(U)P
◦Bℓ(z)◦Hu,B̂
′
PU for any C
r,α-perturbation B :M → GL(d,C) of B′
that is supported on V . Consequently, there is a cocycle B that is Cr,α-arbitrarily
close to B′ , coincides with B′ outside V , and such that ψB̂PU does not preserve
the invariant subspaces of B̂q(P ), hence B̂ has the twisting property. Noting that,
since B and B′ coincide outside V , B̂ still satisfies the pinching condition. This
concludes the proof of the proposition when K = C.
Now assume that K = R. The first perturbation performed in the case K = C
can also be performed when K = R, therefore we can assume that Â already satisfies
the twisting property at a periodic point P of period q ≥ 1. The difficulty is to
obtain the pinching property, because there may exist pairs of complex eigenvalues.
To bypass this issue, we explain how to adapt ideas from [12, Section 9] to our
context.
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After a small perturbation, if necessary, we can assume that there exists a split-
ting Rd = E1(P ) ⊕ · · · ⊕ Ek(P ) into invariant subspaces of Aq(π̂(P )), where each
Ej(P ) is a one or two dimensional eigenspace and the eigenvalues corresponding to
different subspaces have different absolute values. This perturbation can be done
in a way that Â still satisfies the twisting condition at P . If all subspaces Ej(P )
are one dimensional, then we are done. So, let us assume that dimEj(P ) = 2 for
some j, that is Ej(P ) is associated to a complex eigenvalue of Aq(π̂(P )). Since the
cocycle Â admits stable and unstable holonomies and has the twisting property at
P , there exists a horseshoe H containing P and U and a dominated decomposition
E1 ⊕ · · · ⊕ Ek over H that extends E1(P ) ⊕ · · · ⊕ Ek(P ), see [12, Section 9]. For
t ∈ [0, 1], let Rtδ : M → GL(d,R) be a C
∞ cocycle on M such that the matrix
Rtδ(p) is a rotation of angle tδ when restricted to the plane E
j(P ) ⊂ Rd, and is
the identity map when restricted to the other subspaces Ei(P ), i 6= j. Consider
the continuous family of cocycles Aδ,t := RtδA ∈ Br,αχ (M).
By the symbolic dynamics, there exists a sequence (Rn)n of periodic points of
H such that each Rn has period nq + ℓ, the points σ̂
i(Rn) and σ̂
i(U) are close for
every 0 ≤ i ≤ ℓ, and the points σ̂ℓ+i(Rn) and σ̂
i(P ) are close for every 0 ≤ i ≤ qn.
As we will perturb the cocycle generated by A : M → GL(d,R) over f , we
need real eigenvalues for the perturbation of Aper(xn)(xn), where xn := π̂(Rn).
The point xn is clearly periodic for f . If the projection π̂ restricted to the orbit
{σ̂j(Rn), j ≥ 1} is injective, then the argument given in [12, Section 9] works
directly in our context. If not, we need to estimate the period of xn.
If u ∈ R denotes the symbol such that P ∈ [u] then the symbol u appears
infinitely many times in the coding of the periodic point Rn and, by part (3) of
Theorem 3.1, π̂−1(xn) has cardinality less than or equal to m := ϕ(u)
2 < ∞.
Therefore, the period of xn satisfies per(xn) ≥
nq+ℓ
m . Now, the argument of [12,
Section 9] shows that the variation of the rotation number of A
per(xn)
δ,t (xn) is at
least ntδ2m . Thus, for n sufficiently large we can find t close to 0 so that A
per(xn)
δ,t (xn)
has a real eigenvalue of multiplicity 2 in the plane Ej(Rn). Then, making an extra
small Cr,α-perturbation near the point xn, we obtain two different real eigenvalues
on Ej(Rn).
Repeating this process a finite number of times (in fact, no more than d times)
we find a cocycle B close to A and a periodic point P ∈ Σ̂ that has both the twisting
and pinching properties. 
Proposition 5.3 implies that the set of cocycles B ∈ Br,αχ (M) for which B̂ has the
pinching and twisting conditions is dense in Br,αχ (M). We now observe that this set
is also open. Consider the map π̂∗ : Br,αχ (M)→ H
α(Σ̂) given by π̂∗(A) = Â = A◦π̂.
This map is Lipschitz continuous, since the C0,α-norm of π̂∗A on Σ̂ is bounded by
‖π̂∗A‖0,α = sup
R∈Σ̂
∥∥∥Â(R)∥∥∥+ sup
R,S∈Σ̂
R 6=S
∥∥∥Â(R)− Â(S)∥∥∥
d(R,S)α
= sup
x∈M
‖A(x)‖ + sup
R,S∈Σ̂
π̂(R)6=π̂(S)
(
‖A(π̂(R))−A(π̂(S))‖
dist(π̂(R), π̂(S))α
)(
dist(π̂(R), π̂(S))
d(R,S)
)α
≤ max{1,Lip(π̂)α}‖A‖0,α.
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Since the pinching and twisting conditions are open conditions in Hα(Σ̂), given a
cocycle B ∈ Br,αχ (M) such that π̂
∗B satisfies these two conditions it follows that if
B′ ∈ Br,αχ (M) is C
r,α sufficiently close to B, then π̂∗B′ also satisfies the pinching
and twisting conditions, because π̂∗B′ is close to π̂∗B. This proves our claim.
Since (A, f, µ) and (Â, σ̂, µ̂) have the same Lyapunov spectrum, an application
of Theorem 5.2 implies that Br,αχ (M) contains an open and dense subset of cocycles
with simple spectrum, thus concluding the proof of the Theorem A.
Appendix A. Symbolic dynamics for non-uniformly hyperbolic
diffeomorphisms (by Yuri Lima)
Here we give, as much as possible, a brief sketch of the proof of Theorem 3.1, as
well as a self contained proof of Lemma 4.4, based on the work of Sarig [31] and of
Ben Ovadia [6]. We eventually refer the reader to [22] and [23], where some of the
arguments have been simplified and/or are better explained. Let f :M →M be a
C1+β diffeomorphism on a closed smooth Riemannian manifold M of dimension d,
and let χ > 0.
χ–hyperbolic measure: An f–invariant probability measure µ onM is called χ–
hyperbolic measure if µ–almost surely all of its Lyapunov exponents are in R\[−χ, χ].
We restate Theorem 3.1 below.
Theorem A.1 ([31, 6]). Let f : M → M be a C1+β diffeomorphism. For each
χ > 0, there exists a locally compact topological Markov shift (Σ̂, σ̂) and a Ho¨lder
continuous map π̂ : Σ̂→M such that:
(1) π̂ ◦ σ̂ = f ◦ π̂.
(2) π̂[Σ̂#] has full measure for every χ-hyperbolic measure.
(3) Every x ∈ π̂χ[Σ̂#] has finitely many pre-images in Σ̂#. More specifically: there
is ϕ : R → N such that if x = π̂(R) with Rn = R for infinitely many n > 0 and
Rn = S for infinitely many n < 0 then #{S ∈ Σ̂
# : π̂(S) = x} ≤ ϕ(R)ϕ(S).
(4) For every χ-hyperbolic measure µ, there exists a σ̂-invariant measure µ̂ such
that π̂∗µ̂ = µ.
Given r > 0, let R[r] := [−r, r]d ⊂ Rd. We recap some definitions of [31]. In
the sequel, we fix ε > 0 sufficiently small. Let x ∈ M be a regular point in the
sense of the Oseledets theorem, and assume that the Lyapunov exponents of f at
x are in R\[−χ, χ]. The Pesin chart of f at x is a map Ψx : R[Qε(x)]→M , where
Qε(x) > 0 is a parameter depending on the non-uniform hyperbolicity of f at x.
See [6, Definition 1.1.12]. In Pesin charts, the map f becomes uniformly hyperbolic,
see [6, Theorem 1.1.13]. Given η ≤ Qε(x), let Ψηx : R[η]→M denote the restriction
of Ψx to R[η].
Double Pesin chart: A double Pesin chart is a pair Ψp
s,pu
x = (Ψ
ps
x ,Ψ
pu
x ) of Pesin
charts with the same center x. See [31, Section 4.1].
The parameters ps, pu represent definite choices of sizes for the stable and un-
stable manifolds of x. We draw an edge from Ψp
s,pu
x to Ψ
qs,qu
y , and write Ψ
ps,pu
x →
Ψq
s,qu
y , if the following nearest neighbor conditions hold:
◦ The non-uniform hyperbolicities at f(x) and y are close, as well as the non-
uniform hyperbolicities at f−1(y) and x; formally, these are expressed in terms
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of ε–overlaps between Pesin charts, see [31, Definition 3.1] or condition (GPO1)
in [22, Section 4].
◦ The parameters ps, pu, qs, qu are “as large as possible”; formally, these are ex-
pressed in terms of two greedy recursions, see condition (GPO2) in [22, Section
4].
Generalized pseudo-orbit: A generalized pseudo-orbit (gpo) is a sequence {vn}n∈Z
of double Pesin charts s.t. vn → vn+1 for all n ∈ Z. A positive gpo is a sequence
{vn}n≥0 of double Pesin charts s.t. vn → vn+1 for all n ≥ 0; a negative gpo is a
sequence {vn}n≤0 of double Pesin charts s.t. vn−1 → vn for all n ≤ 0. See [22,
Section 4].
Let Ψp
s,pu
x be a double Pesin chart. An s–admissible manifold at Ψ
ps,pu
x is the
image under of Ψp
s,pu
x of the graph of a C
1+β/3 function that satisfies some regu-
larity properties, see [22, Section 4] or [6, Definition 1.3.10]. Similarly, we define
u–admissible manifolds at Ψp
s,pu
x . Using that f is uniformly hyperbolic in Pesin
charts, we can introduce two graph transforms for each edge v → w: the stable
graph transform F sv,w sends s–admissible manifolds at w to s–admissible manifolds
at v; the unstable graph transform Fuv,w sends u–admissible manifolds at v to u–
admissible manifolds at w. These maps are contractions, see [31, Proposition 4.14].
Applying them along positive and negative gpo’s and passing to the limit, we define
the stable/unstable manifold of a positive/negative gpo.
Stable/unstable manifold of positive/negative gpo: The stable manifold
of a positive gpo {vn}n≥0 = {Ψ
psn,p
u
n
xn }n≥0 is the s–admissible manifold at v0,
V s[{vn}n≥0] = {x ∈ Ψx0(R[p
s
0]) : f
k(x) ∈ Ψxk(R[10Qε(xk)]), ∀k ≥ 0},
equal to the unique limit point obtained by the application of the sequence of
contractions F sv0,v1 ◦ · · · ◦F
s
vn−1,vn , n ≥ 1. The unstable manifold of a negative gpo
{vn}n≤0 = {Ψ
psn,p
u
n
xn }n≤0 is the u–admissible manifold at v0,
V u[{vn}n≤0] = {x ∈ Ψx0(R[p
u
0 ]) : f
k(x) ∈ Ψxk(R[10Q(xk)]), ∀k ≤ 0},
equal to the unique limit point obtained by the application of the sequence of
contractions Fuv−1,v0 ◦ · · · ◦F
u
vn−1,vn , n ≤ 0. See [31, Proposition 4.15].
We note that V s[{vn}n≥0] and V u[{vn}n≤0] are stable and unstable manifolds
in the sense of Pesin, see [31, Proposition 6.3].
Shadowing: Each gpo {vn}n∈Z shadows a unique point, equal to the intersection of
the admissible manifolds V s[{vn}n≥0] and V u[{vn}n≤0]. If {vn}n∈Z = {Ψ
psn,p
u
n
xn }n∈Z,
this intersection is the unique point x ∈ M s.t. fn(x) ∈ Ψxn(R[Q(xn)]) for all
n ∈ Z. See [31, Theorem 4.16] and [22, Theorem 4.2].
The next step is to pass from the set of all double Pesin charts to a countable
family A s.t. generic points of χ–hyperbolic measures are shadowed by gpo’s
in A Z. In the original work of Sarig, this is in [31, Proposition 3.5]. See also
[23, Theorem 5.1] for a cleaner version. The underlying idea used to prove these
results is simple: the set of all double Pesin charts is the union of countably many
precompact subsets. Being precompact, each of these subsets has a contable and
dense subset. The union of these coutable and dense subsets defines the countable
family A . Let Σ be the topological Markov shift with vertex set A and edge
relation defined as above.
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The coding π: It is the map π : Σ→M , π[{vn}n∈Z] := V s[{vn}n≥0]∩V u[{vn}n≤0].
The family Z : It is the family Z = {Zv : v ∈ A }, where
Zv := {π(v) : v = {vn}n∈Z ∈ Σ
# s.t. v0 = v}.
In general, each Zv is neither closed nor open. Although the elements of Z
might intersect non-trivially, the family Z is locally finite: for each Z ∈ Z , the set
{Z ′ ∈ Z : Z ∩ Z ′ 6= ∅} is finite. See [31, Theorem 10.2]. This property is certainly
one of the main difficulties encountered in [31]. Let Z ∈ Z , say Z = Z(v).
Invariant fibres on Z : Given x ∈ Z, let W s(x, Z) := V s[{vn}n≥0] ∩ Z and
Wu(x, Z) := V u[{vn}n≤0] ∩Z for some (any) v = {vn}n∈Z ∈ Σ
# s.t. π(v) = x and
v0 = v. See [31, Definition 10.3].
Apply a Bowen-Sina˘ı refinement to the family Z , see [31, Section 11.1]. This
defines a new family R of disjoint sets that covers the same set as Z . The family
R has three main properties, as we will now explain: local finiteness with respect
to Z , product structure, and the Markov property. Local finiteness with respect
to Z follows by the local finiteness of Z and is expressed by two properties:
◦ For each R ∈ R, the set {Z ∈ Z : Z ⊃ R} is finite.
◦ For each Z ∈ Z , the set {R ∈ R : R ⊂ Z} is finite.
See [23, Section 7.1]. To define the product structure and Markov property on R,
we need the following definition.
Invariant fibres on R: given R ∈ R and x ∈ R, define W s(x,R) :=W s(x, Z)∩
R and Wu(x,R) :=Wu(x, Z) ∩R. See [31, Definition 11.4].
The sets W s/u(x,R) are usually fractal-like subsets of R, contained in the Pesin
stable/unstable manifolds at x. Fix R ∈ R, and let x, y ∈ R. Since W s(x,R) and
Wu(y,R) are subsets of an s–admissible and a u–admissible manifold at a same
double Pesin chart, their intersection consists of at most one element. The product
structure property states thatW s(x,R) andWu(y,R) indeed intersect at one point,
denoted by [x, y], and that [x, y] ∈ R. See [31, Proposition 11.5].
Markov property: Let R,S ∈ R, and assume that x ∈ R and f(x) ∈ S. Then
f [W s(x,R)] ⊂W s(f(x), S) and f−1[Wu(f(x), S)] ⊂Wu(x,R).
See [31, Proposition 11.7]. Let Σ̂ be the topological Markov shift with vertex set
R and edge relation R→ S iff f(R) ∩ S 6= ∅.
The coding π̂: It is the map π̂ : Σ̂→M defined by the equality
{π̂(R)} :=
⋂
n≥0
fn(R−n) ∩ · · · ∩ f−n(Rn), for R = {Rn}n∈Z ∈ Σ̂.
This map is well-defined for two reasons: by the Markov property, the right-hand
side is the intersection of a descending chain of closed sets; by the non-uniform
hyperbolicity, the diameters decrease exponentially fast. See [31, Section 12.2] for
details. A point of attention is that, since each R ∈ R is usually neither closed
nor open, the good definition of π̂ requires that we take closures. This could
potentially increase the image of π̂ and prevent finiteness-to-one, but fortunately
there is a relation between the images of π̂ and π, as observed in [31, Lemma 12.2].
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The proof of Lemma 4.4 will use a stronger version of [31, Lemma 12.2], as we will
now state. Given a finite path vn → · · · → vm on Σ, let
Zn[vn, . . . , vm] := {π(w) : w ∈ Σ
# and wn = vn, . . . , wm = vm}.
Similarly, given a finite path Rn → · · · → Rm on Σ̂, let
n[Rn, . . . , Rm] =
m⋂
k=n
f−k(Rk) = {x ∈M : f
n(x) ∈ Rn, . . . , f
m(x) ∈ Rm}.
Claim: For each R = {Rn}n∈Z ∈ Σ̂ and Zv ⊃ R0, there exists v = {vn}n∈Z ∈ Σ
with v0 = v s.t. n[Rn, . . . , Rm] ⊂ Zn[vn, . . . , vm] for every n ≤ m. In particular,
π̂(R) = π(v).
Proof of the claim. The difference of the above claim to [31, Lemma 12.2] is that
we fix some Zv ⊃ R0 and require that v0 = v. The proof is similar to the proof of
[31, Lemma 12.2], but we include the details for completeness. Fix R = {Rn}n∈Z.
For each k ≥ 0, fix some yk ∈ −k[R−k, . . . , Rk]. Since R and Z cover the same
subset of M , there is a gpo v(k) = {v
(k)
ℓ }ℓ∈Z with v
(k)
0 = v s.t. yk = π[v
(k)]. Since
the degrees of the graph defining Σ are finite, for each ℓ ≥ 0 there are finitely many
possibilities for the tuple (v
(k)
−ℓ , . . . , v
(k)
ℓ ). By a diagonal argument, there is a gpo
v = {vℓ}ℓ∈Z s.t. for each ℓ ≥ 0 the equality (v−ℓ, . . . , vℓ) = (v
(k)
−ℓ , . . . , v
(k)
ℓ ) holds for
infinitely many k ≥ 0. We will show that v satisfies the claim.
Clearly v0 = v. For the other statements, firstly note that if k ≥ |n| then
fn(yk) = π[σ
n(v(k))], and so Rn ⊂ Zv(k)n . In particular Rn ⊂ Zvn . Now let
n ≤ m, and take k ≥ |m|, |n|. Let y ∈ n[Rn, . . . , Rm]. We wish to show that
y ∈ Zn[vn, . . . , vm].
◦ Since fn(y) ∈ Rn ⊂ Zvn , there is u ∈ Σ
# with u0 = vn s.t. f
n(y) = π(u).
◦ Since fm(y) ∈ Rm ⊂ Zvm , there is w ∈ Σ
# with w0 = vm s.t. f
m(y) = π(w).
Define a = {aℓ}ℓ∈Z by:
aℓ =


uℓ−n , ℓ ≤ n
vℓ , n ≤ ℓ ≤ m
wℓ−m , ℓ ≥ m.
Since both u,w ∈ Σ#, also a ∈ Σ#. Observe that:
◦ If ℓ ≤ n then f ℓ(y) = π[σℓ−n(u)] ∈ Zuℓ−n = Zaℓ .
◦ If n ≤ ℓ ≤ m then f ℓ(y) ∈ Rℓ ⊂ Zvℓ = Zaℓ .
◦ If ℓ ≥ m then f ℓ(y) = π[σℓ−m(w)] ∈ Zwℓ−m = Zaℓ .
This shows that the gpo a shadows y, so π(a) = y. In particular y ∈ Zn[vn, . . . , vm].
To prove the equality π̂(R) = π(v), firstly observe that
{π̂(R)} =
⋂
n≥0
−n[R−n, . . . , Rn] ⊂
⋂
n≥0
Z−n[v−n, . . . , vn].
Since
{π(v)} =
⋂
n≥0
Z−n[v−n, . . . , vn] ⊂
⋂
n≥0
Z−n[v−n, . . . , vn],
the intersection
⋂
n≥0 Z−n[v−n, . . . , vn] is non-empty. But it consists of a descending
chain of closed sets with diameter converging to zero, so it equals {π(v)}. It follows
that π̂(R) = π(v). 
SIMPLICITY OF LYAPUNOV SPECTRUM 19
Proof of Lemma 4.4. Let R = {Rn}n∈Z, S = {Sn}n∈Z ∈ Σ̂ with R0 = S0 = R. Let
x = π̂(R) and y = π̂(S). We have [R,S] = U , where U = {Un}n∈Z is defined by
Un =
{
Rn , n ≥ 0
Sn , n ≤ 0.
We wish to show that π̂([U ]) = [x, y]. Fix some Zv ⊃ R. By the claim, there are
gpo’s v = {vn}n∈Z, w = {wn}n∈Z with v0 = w0 = v s.t. π(v) = x and π(w) = y.
Let V s := V s[{vn}n≥0] and V u := V u[{wn}n≤0], then V s ∩ V u = {[x, y]}.
Now define u = {un}n∈Z by
un =
{
vn , n ≥ 0
wn , n ≤ 0.
Clearly π̂(U) = π(u), since:
◦ If n ≥ 0 then Un = Rn ⊂ Zvn = Zun .
◦ If n ≤ 0 then Un = Sn ⊂ Zwn = Zun .
But V s[{un}n≥0] = V s and V u[{un}n≤0] = V u, so {π(u)} = V s ∩ V u = {[x, y]}.
Hence π̂([U ]) and [x, y] both equal the unique intersection between V s and V u. 
The last part of the work of Sarig [31] consists of establishing the finiteness-to-
one property of π̂. Fix x ∈ π̂[Σ̂#]. The original statement [31, Theorem 12.8] stated
wrongly that π̂−1(x) is finite, but what is actually proved there is the finiteness of
the intersection π̂−1(x) ∩ Σ̂#. This inaccuracy, pointed out in [22, Appendix A],
does not cause problems for applications, since Σ̂\Σ̂# does not contain any periodic
orbits and has zero measure for every shift invariant probability measure (Poincare´
recurrence theorem). To conclude this appendix, we explicitly state the bound on
the cardinality of π̂−1(x) ∩ Σ̂#.
Affiliation: We say that R,R′ ∈ R are affiliated if there are Z,Z ′ ∈ Z s.t.
R ⊂ Z, R′ ⊂ Z ′ and Z ∩ Z ′ 6= ∅.
Given R ∈ R, define
N(R) := #{(R′, Z ′) ∈ R ×Z : R,R′ are affiliated and Z ′ ⊃ R′}.
The local finiteness properties of R with respect to Z imply that N(R) <∞. Let
x = π̂(R) with R ∈ Σ̂#. Sarig proved in [31, Theorem 12.8] that if Rn = R for
infinitely many n ≥ 0 and Rn = S for infinitely many n ≤ 0, then π̂−1(x) ∩ Σ̂#
has at most N(R)N(S) elements. The proof is an adaptation of the “diamond
argument” of Bowen [14, pp. 13–14].
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