Abstract. We show that the Jones-Wassermann subfactors for disconnected intervals, which are constructed from the representations of loop groups of type A, are finite-depth subfactors. The index value and the dual principal graphs of these subfactors are completely determined. The square root of the index value in the case of two disjoint intervals for vacuum representation is the same as the Quantum 3-manifold invariant of type A evaluated on S 1 × S 2 . §0. Introduction Let G be a simply connected simple compact Lie group and let e ∈ G be the identity element of G. We denote by LG the group of smooth maps from S 1 to G with pointwise multiplication. Let us choose a subset I of
§0. Introduction
Let G be a simply connected simple compact Lie group and let e ∈ G be the identity element of G. We denote by LG the group of smooth maps from S 1 to G with pointwise multiplication. Let us choose a subset I of S 1 , I = n i=1 I i ,Ī S 1 , I i ∩Ī j = ∅ for i = j, 1 ≤ i, j ≤ n, and I i is a connected open subset of S 1 with nonempty interior and the symbolJ means the closure of such a set J in S 1 . We shall call such an I a n − 1-disconnected interval. Notice a 0-disconnected interval is really a connected interval of S 1 such that its complement in S 1 has nonempty interior by our terminology.
Denote by L I G = {g ∈ LG|g| I c = e} where I c denotes the complement of I in S 1 .
LG has an interesting series of projective positive energy representations (see [PS] ). We denote such an irreducible representation by π. Then it follows (see [W2] or [Fro] ) that π(L I G)
′′ , π(L I c G) ′ are both hyperfinite III 1 factors, and π(
′ is called the JonesWassermann subfactor.
In his remarkable paper [W2] , Antony Wassermann has studied the above inclusion in the case when I is a 0-disconnected interval of S 1 . He shows that when G is of type A all the subfactors above are finite-depth subfactors. When I is a n-disconnected interval with n ≥ 1 , the nature of Jones-Wassermann subfactors π(L I G)
′′ ⊂ π(L I c G) ′ is not clear. In fact, such a question is raised in [W1] .
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In this paper, we will prove in the case when G is of type A, the inclusion π(L I G)
′′ ⊂ π(L I c G) ′ is of finite depth for any n-disconnected interval I. We will also determine the relevant ring structure which completely determine the dual principle graphs of the inclusion π(L I G)
′′ ⊂ π(L I c G) ′ . Our ideas are very simple and let us explain them briefly here (for details, see §3). For simplicity, let us assume I = I 1 ∪I 2 is a 1-disconnected interval. Let G ⊆ K be a conformal pair (see §3) and π be an irreducible positive energy representation of LK of level 1 (See §3.1), then it follows from [W2,W3] 
are of finite depth. Moreover π(L I G ′′ ) ′′ ⊂ π(L I K) ′′ is conjugate to (see [B] or [W3] ):
where⊗ is the tensor products of von Neumann algebras. It follows that π(
′′ is of finite depth. We then do the following analogue of basic construction of V. Jones:
It is then easy to see that π(L
′ has finite index. Moreover, we can choose certain conformal inclusions such that all the Jones-Wassermann subfactors for disjoint intervals appear as the reduced subfactor of π(L I G)
′′ ⊂ π(L I c G) ′ . So the question about the finiteness of the index of Jones-Wassermann subfactors associated to LG is reduced to that of LK with representation π of level 1.
Recall when K is a classical Lie group, the level 1 representations π of LK are built from the theory of free fermions. Hence the question about the index of π(L I K)
′′ ⊂ π(L I c K) ′ can be answered by the theory of free fermions which is more tractable.
For our cases, we have considered two conformal inclusions:
We will show that π(L I SU (n)) ′′ ⊂ π(L I c SU (n)) ′ has finite index and we will obtain an estimation on the index value by the ideas outlined above.
It turns out that, by rather simple computations of the relevant ring structure, we can completely determine the value of index and the dual principal graphs of Jones-Wassermann subfactors for disjoint intervals.
It is worth mentioning that the square root of the index for 1-disconnected interval and associated with the vacuum representation is equal to τ (S 2 × S 1 ) where τ is the 3-manifold invariant as constructed in [Tu] . See §3.5 for details.
Our constructions are very general and apply to other classical Simple Lie groups once the theory of the corresponding connected interval case of Jones-Wassermann subfactors is established. Such a theory has been outlined in [W2] , but details have not yet appeared.
This paper is organized as follows: §1 is a preliminary section of general theory of sectors, correspondences and constructive conformal field theories. §1.2 and §1.3 are contained in [GL1] and we have included them to set up the notations and concepts. In §1.4, we proved Yang-Baxter-Equation (YBE) and Braiding-FusionEquation (BFE). We also give a proof monodromy-equations . These results are scattered in the literature and their proof is not new. We have included them for future references. For an example, these equations are used in [X] to obtain a family of braided endomophisms from conformal inclusions.
In §2 we briefly discuss the representations of loop group following [PS] . In §2.1, the basic representation of LU (n) is introduced, and its decomposition under LU (1) × LSU (n) is described. The well-known Araki-duality in this context will play an important role in §3.
We sketch some results of [W2] in §2.2, together with similar but much simpler results about LU (1) when the level is even. The local factorization properties are studied in §2.3 following [B] and [W3] .
In §3.1 we consider two conformal inclusions:
. Proposition 3.1.1 determines the index of certain subfactors associated with the above conformal inclusions. We studied the ring structure associated with the JonesWassermann subfactors in §3.2. In §3.3, we studied representations of LU (1) at odd level which is important for our purposes. The new feature here is that there is no local structure and instead of Haag duality we have twisted Haag duality. However, we manage to imitate the result in §3.2 to give a crucial estimation of index value of Jones-Wassermann subfactors in Proposition 3.3.2. In §3.4, we proved a special case of our main Theorem 3.5. By using the results of §3.1 to §3.4, together with Araki-duality in §2.1 and the local factorization properties in §2.3, we give the proof of our main Theorem 3.5 in §3.5. In §4 we give our conclusions and suggest some further questions. Let us say a few words about notations and terminology. In this paper, by an interval we shall always mean an open connected subset I of S 1 such that I and the interior I c of its complement are non-empty. We use I to denote the set of such intervals. Notice the definition of a n − 1-disconnected interval is given at the beginning of the introduction. For any inclusion N ⊂ M of factors, we shall use d(N ⊂ M ) to denote its statistical dimension as defined in [L2] .
We shall use LG to denote central extensions of LG and the specific central extension should be clear from the context. Let π :
LG → LG be the canonical map. L I G is defined to be those elements of LG which are equal to identity element of G on I c . L I G is defined to be π −1 (L I G). We shall use G to denote the universal covering group of P SL(2, R). §1. Preliminaries
Sectors and Correspondences.
Let M , N be von Neumann algebras, that we always assume to have separable preduals, and H a M − N correspondence, namely H is a (separable) Hilbert space, where M acts on the left, N acts on the right and the actions are normal.
We denote by xξy, x ∈ M , y ∈ N , ξ ∈ H the relative actions. The trivial M − M correspondence is the Hilbert space L 2 (M ) with the standard actions given by the modular theory
where J is the modular conjugation of M ; the unitary correspondence is well defined modulo unitary equivalence. If ρ is a normal homomorphism of M into M we let AH ρ be the Hilbert space L 2 (M ) with actions: 
Let Sect(M ) denote the quotient of End(M ) modulo unitary equivalence in M as in Proposition 1.1. We call sectors the elements of the semigroup Sect(M ); if ρ ∈ End(M ) we denote by [ρ] its class in Sect(M ). By Proposition 2.2 Sect(M ) may be naturally identified with Corr(M ) ∼ the quotient of Corr(M ) modulo unitary equivalence. It follows from [L3] and [L4] that Sect(M ), with M a properly infinite (on Hilbert space H) von Neumann algebra, is endowed with a natural involution θ →θ that commutes with all natural operations of direct sum, tensor product and other (the tensor product of correspondences correspond to the composition of sectors). Denote by Sect 0 (M ) those elements of Sect(M ) with finite statistical dimensions. For λ, µ ∈ Sect 0 (M ), let Hom(λ, µ) denote the space of intertwiners from λ to µ, i.e. a ∈ Hom(λ, µ) iff aλ(x) = µ(x)a for any x ∈ M . Hom(λ, µ) is a finite dimensional vector space and we use λ, µ to denote the dimension of this space. λ, µ depends only on [λ] and [µ] . Moreover we have νλ, µ = λ,νµ , νλ, µ = λ, µλ which follows from Frobenius duality (See [L2] or [Y] ). We will also use the following notations: if µ is a subsector of λ, we will write as µ ≺ λ or λ ≻ µ.
General properties of conformal precosheaves on S
1 . In this section we recall the basic properties enjoyed by the family of the von Neumann algebras associated with a conformal Quantum Field Theory on S 1 . All the propositions in this section and §1.3 are proved in [GL1] .
By an interval in this section only we shall always mean an open connected subset I of S 1 such that I and the interior I ′ of its complement are non-empty. We shall denote by I the set of intervals in S 1 . A precosheaf A of von Neumann algebras on the intervals of S 1 is a map I → A(I) from I to the von Neumann algebras on a Hilbert space H that verifies the following property:
A. Isotony. If I 1 , I 2 are intervals and I 1 ⊂ I 2 , then
A is a conformal precosheaf of von Neumann algebras if the following properties B-E hold too.
B. Conformal invariance.
There is a unitary representation U of G (the universal covering group of P SL(2, R)) on H such that
The group P SL(2, R) is identified with the Möbius group of S 1 , i.e. the group of conformal transformations on the complex plane that preserve the orientation and leave the unit circle globally invariant. Therefore G has a natural action on S 1 .
C. Positivity of the energy. The generator of the rotation subgroup U (R)(·) is positive.
Here R(ϑ) denotes the (lifting to G of the) rotation by an angle ϑ. In the following we shall often write U (ϑ) instead of U (R(ϑ)). We may associate two oneparameter groups with any interval I. Let L 1 be the upper semi-circle, i.e. the interval {e iϑ , ϑ ∈ (0, π)}. We identify this interval with the positive real line R + via the Cayley transform C : S 1 → R ∪ {∞} given by z → −i(z + 1) −1 . Then we consider the one-parameter groups Λ I 1 (s) and T I 1 (t) of diffeomorphisms of S 1 (cf. Appendix B of [GL1] ) such that
We also associate with I 1 the reflection r I 1 given by
wherez is the complex conjugate of z. We remark that Λ I 1 restricts to an orientation preserving diffeomorphisms of I 1 , r I 1 restricts to an orientation reversing diffeomorphism of I 1 onto I ′ 1 and T I 1 (t) is an orientation preserving diffeomorphism of I 1 into itself if t ≥ 0. Then, if I is an interval and we chose g ∈ G such that I = gI 1 we may set
The elements Λ I (s), s ∈ R and r I are well defined, while the one parameter group T I is defined up to a scaling of the parameter. However, such a scaling plays no role in this paper. We note also that T I ′ (t) is an orientation preserving diffeomorphism of I into itself if t ≤ 0.
D. Locality. If I 0 , I are disjoint intervals then A(I 0 ) and A(I) commute. The lattice symbol ∨ will denote 'the von Neumann algebra generated by'.
E. Existence of the vacuum. There exists a unit vector Ω (vacuum vector) which is U (G)-invariant and cyclic for ∨ I∈I A(I). Let r be an orientation reversing isometry of S 1 with r 2 = 1 (e.g. r I 1 ). The action of r on P SL(2, R) by conjugation lifts to an action σ r on G, therefore we may consider the semidirect product of G × σ r Z 2 . Any involutive orientation reversing isometry has the form R(ϑ)r I 1 R(−ϑ), thus G × σ r Z 2 does not depend on the particular choice of the isometry r. Since G × σ r Z 2 is a covering of the group generated by P SL(2, R) and r, G × σ r Z 2 acts on S 1 . We call (anti-)unitary a representation U of G × σ r Z 2 by operators on H such that U (g) is unitary, resp. antiunitary, when g is orientation preserving, resp. orientation reversing. 
(c) Additivity: if a family of intervals I i covers the interval I, then Now any conformal precosheaf decomposes uniquely into a direct integral of irreducible conformal precosheaves. This can be seen as in Proposition 3.1 of [GL3] . We will therefore always assume that our precosheaves are irreducible.
1.3. Superselection structure..
In this section A is an irreducible conformal precosheaf of von Neumann algebras as defined in Section 1.2.
A covariant representation π of A is a family of representations π I of the von Neumann algebras A(I), I ∈ I, on a Hilbert space H π and a unitary representation U π of the covering group G of P SL(2, R), with positive energy, i.e. the generator of the rotation unitary subgroup has positive generator, such that the following properties hold:
A unitary equivalence class of representations of A is called superselection sector.
Assuming H π to be separable, the representations π I are normal because the A(I)'s are factors . Therefore for any given I 0 , π I ′ 0 is unitarily equivalent id A(I ′ 0 ) because A(I ′ 0 ) is a type III factor. By identifying H π and H, we can thus assume that π is localized in a given interval I 0 ∈ I, i.e. π I ′ 0 = id A(I ′ 0 ) (cf. [Fro] ). By Haag duality we then have π I (A(I)) ⊂ A(I) if I ⊃ I 0 . In other words, given I 0 ∈ I we can choose in the same sector of π a localized endomorphism with localization support in I 0 , namely a representation ρ equivalent to π such that
In the following representations are always assumed to be covariant with positive energy.
To capture the global point of view we may consider the universal algebra C * (A). Recall that C * (A) is a C * -algebra canonically associated with the precosheaf A (see [Fre] ). There are injective embeddings ι I : A(I) → C * (A) so that the local von Neumann algebras A(I), I ∈ I, are identified with subalgebras of C * (A) and generate all together a dense * -subalgebra of C * (A), and every representation of the precosheaf A factors through a representation of C * (A). Conversely any representation of C * (A) restricts to a representation of A. The vacuum representation π 0 of C * (A) corresponds to the identity representation of A on H, thus π 0 acts identically on the local von Neumann algebras. We shall often drop the symbols ι I and π 0 when no confusion arises. By the universality property, for each g ∈ P SL(2, R) the isomorphism adU (g) : A(I) → A(gI), I ∈ I lifts to an automorphism α g of C * (A). It will be convenient to lift the map g → α g to a representation, still denoted by α, of the universal covering group G of P SL(2, R) by automorphisms of C * (A). The covariance property for an endomorphism ρ of C * (A) localized in I 0 means that
. ρ g,J is the restriction of ρ g to A(J). The map g → z ρ (g) can be chosen to be a localized α-cocycle, i.e.
The relations between (π, U π ) and (ρ, z ρ ) are
To compare with the result of [Fro] , let us define:
As is known ( see [GL2] ) that the localized cocycle z ρ reconstructs the endomorphism ρ via ρ|A(gI
A localized endomorphism of C * (A) is said irreducible if the associated representation π is irreducible.
Note that the representations π 0 ·ρ 1 and π 0 ·ρ 2 associated with the endomorphisms ρ 1 , ρ 2 of C * (A) are unitarily equivalent if and only if ρ 1 and ρ 2 are equivalent endomorphisms of A, i.e. ρ 2 is a perturbation of ρ 1 by an inner automorphism of A.
An endomorphism of C * (A) localized in an interval I 0 is said to have finite index if ρ I (= ρ| A(I) ) has finite index, I 0 ⊂ I (see [L2,L3] By the above proposition the univalence of an endomorphism ρ is well defined by
By definition S ρ belongs to π(C * (A)) ′ therefore, when ρ is irreducible, S ρ is complex number of modulus one
with L ρ the lowest weight of U ρ . In this case, since
, then S ρ depends only on the superselection class of ρ.
Let ρ 1 , ρ 2 be endomorphisms of an algebra B. Their intertwiner space is defined by
In case B = C * (A), ρ i localized in the interval I i and T ∈ (ρ 1 , ρ 2 ), then π 0 (T ) is an intertwiner between the representations π 0 · ρ i . If I ⊃ I 1 ∪ I 2 , then by Haag duality its embedding ι I · π 0 (T ) is still an intertwiner in (ρ 1 , ρ 2 ) and a local operator. We shall denote by (ρ 1 , ρ 2 ) I the space of such local intertwiners
If I 1 and I 2 are disjoint, we may cover I 1 ∪I 2 by an interval I in two ways: we adopt the convention that, unless otherwise specified, a local intertwiner is an element of (ρ 1 , ρ 2 ) I where I 2 follows I 1 inside I in the clockwise sense.
We now define the statistics. Given the endomorphism ρ of A localized in I ∈ I, choose an equivalent endomorphism ρ 0 localized in an interval I 0 ∈ I withĪ 0 ∩Ī = ∅ and let u be a local intertwiner in (ρ, ρ 0 ) as above, namely u ∈ (ρ, ρ 0 )Ĩ with I 0 following clockwise I insideĨ.
The statistics operator ε := u
). An elementary computation shows that it gives rise to a presentation of the Artin braid group
where ε i = ρ i−1 (ε). The (unitary equivalence class of the) representation of the braid group thus obtained is the statistics of the superselection sector ρ.
Recall that if ρ is an endomorphism of a C * -algebra B, a left inverse of ρ is a completely positive map Φ Φ Φ from B to itself such that Φ Φ Φ · ρ = id.
We shall see in Corollary 2.12 that if ρ is irreducible there exists a unique left inverse Φ Φ Φ of ρ and that the statistics parameter
depends only on the sector of ρ.
The statistical dimension d(ρ) and the statistics phase κ ρ are then defined by
In [GL1] , κ ρ is shown to be equal to S ρ under rather general conditions. But we will not use this relation.
Coherence equations.
In this section, we assume ∆ is a set of localized covairant endomorphism of A with localization support in I 0 . Let h, g be elements of G. We assume hI
We assume in J 1 (resp. J 2 ), g.I 0 (resp. h.I 0 ) lies a clockwise (resp. anti clockwise) from I 0 . Lemma 1.4.1. For any J ⊃ J 1 ∪ J 2 , J ∈ I, γ ∈ ∆ and x ∈ A(J), we have
is well defined. To prove (1), we can calculate the left hand side as follows:
where in the first "=" we used
To prove (2), it is sufficient to prove:
This follows from
It follows from (1) and the proof of (0) 
where the last "=" follows as in the proof of (0). Because the property (1) 
For simplicity, we use σ γ,λ to denote Γ λ (g)
We are now ready to prove the following equations. For simplicity we will drop the subscript I 0 and write µ I 0 as µ for any µ ∈ ∆ in the following.
Proof. To prove (1), let us first calculate the left handside of (1) as follows:
For the right hand side of (1), we have:
where in the second "=" we have used
In the third "=" we have used λ h (σ µ,γ ) = σ µ,γ since σ µ,γ ∈ A(I 0 ) and λ h has support on h.I 0 which is disjoint from I 0 . To prove (a) of (2), let us calculate, starting from the right hand side of (a) as follows:
To prove (b), we make use of (2) in Lemma 1.4.1 to calculate, starting from the right hand side of (b) in the following:
Here g, h, J 1 , J 2 are defined as the beginning of this section.
It follows from (2) of Lemma 1.4.1 that:
is the univalence of a covariant endomorphism. When ρ is irreducable, S ρ is a complex number.
Proof. The proof is essentially contained in [Boe] . We define
Then it is easy to check that if g 1 ∈ W , g 2 ∈ W and g 1 g 2 ∈ W , then we have:
For any g ∈ G, since G is connected, g can be decomposed as g = g 1 · · · g n with
By a standard deformation argument, using the fact that G is simply connected, (see the proof of (1) of Proposition 3.3.1 or Proposition 8.2 in [GL2] ). U γλ (g) is independent of the decomposition of g. It follows from the proof of (v) of Lemma 4.8 in [Fro] that:
for any x ∈ A J . Since T * e U γλ (g)T e is a representation of G associated with δ, it follows from Proposition 1.3.2 that U δ (g) = T * e U γλ (g)T e . We may assume, for simplicitly, that I 0 is so small that I 0 ∩ π.I 0 = ∅. Notice that in particular
Choose I ξ 1 , I ξ 2 such that I ξ 1 , I ξ 2 , I 0 , π.I 0 don't intersect and anti-clockwise on the circle the order of the intervals are I 0 , I ξ 2 , π.I 0 , I ξ 1 . We have:
So we have:
It is clear, by Lemma 1.4.1, that as long as g.I 0 ∩ I 0 = ∅,
The proof of the proposition is now completed. An analogue of Proposition 1.4.3 in a special case is proved in §3.3. Proposition 1.4.3 has an interesting implication. Suppose
is not identity, i.e. if we can find δ ≺ γλ such that
, i = 1, · · · n. In fact, by isotony we have
(Γ λ (g)) = id, contradicting our assumption that σ γλ σ λγ = id. Now suppose we divide the circle into four equal parts and label the segments anti-clock wise by I 0 , I 1 , I 2 , I 3 . Letã be the anti-clockwise rotation by
. In §3, we shall see indeed that σ γ·λ · σ λ,γ = 1 for an interesting class of conformal precosheaves, and we will determine the index and the dual principle graph of the inclusion
For another application of Proposition 1.4.3, see Lemma 3.2 of [X] . §2. res . Let T be the center of U (n). T is isomorphic to S 1 , but we introduce this symbol T since there are many different circles in the theory. We shall denote by LT the central extension of LT induced from LU (n).
The basic representation of LU n is the representation on Fermionic Fock space
* as defined in §10.6 of [PS] .
We shall review what we will use in §3. For more details, see [PS] or [W2] .
Let I = n i=1 I i be a proper subset of S 1 , where I i are intervals of S 1 . Denote by M (I) the von Neumann algebra generated by c(ξ) ′ s, with ξ ∈ L 2 (I, C n ). Here c(ξ) = a(ξ) + a(ξ) * and a(ξ) is the creation operator defined as in Chapter 1 of [W2] . Let k : F ρ → F ρ be the Klein transformation given by multiplication by 1 on even forms and by i on odd forms. The proof of the following proposition may be found in §15 of chapter 2 of [W2] .
Proposition 2.1.1 (Araki duality).
(1) The vacuum vector Ω is cyclic and separating for M (I); (2) M (I)
The irreducible level n representations of LT are completely classified in chapter 9 of [PS] . There are n such irreducible representations, and we denote the representation by π i , i = 0, 1, · · · n − 1.
We denote by F i , i = 0, 1, 2, · · · n − 1 the corresponding representation space. The group (LT )
• can be written T ×V , where V is a vector space. The extension (LT )
• is T ×Ṽ . Under the action of (LT )
• , F i decomposes as:
where each F i,d is an irreducible representation of (LT )
• of level n in which the constants T ⊂ LT act by u → u −d . The loops of winding number n in LT maps F i,d to F i,d+n . The action of the central extension of Diff
Each F i is a positive energy representation and the lowest energy state of Ω i has the property tha
2n Ω i , where L 0 is the generator of the action of the rotation circle group on F i (see §9.4 of [PS] ).
Let T × T be a subset of LT (Remember LT is considered as a subset of LU n ), where the first T is the kernel of the extension and the second is the canonical copy of T in LT . It is proved on Page 57 of [PS] that conjugation by a loop of winding number k transforms T × T by (u, v) → (uv −k , v). We shall use α to denote a map from S 1 to U (n) such that
where there are n − 1 1's on the diagonal, one e ig(θ) at the (1, 1) entry, and zero elsewhere. We also require 1 2π (g(2π) − g(0)) = 1, i.e., the winding number of α is 1. The conjugation by α on LT lifts uniquely to an action Adα on LT . Let us consider the representation π i · Adα of LT . By using the fact that Adα transforms T × T by (u, v) → (uv −1 , v) it is easy to see that π i · Adα ∼ = π i+1 . We shall also use a result concerning the decomposition of F p under the action of LT × LSU n . Here LSU n is a subgroup of LU n , and T is the center of U n . It is proved on Page 212 of [PS] , and we shall record this result in the following. Denote by π the representation of LT on F p . By Araki duality, we have
for any x ∈ L I π, y ∈ L I c π, and w(x), w(y) denote the winding number of x, y respectively. It follows from Proposition 2.1.1 that
. We can obtain a local structure on π i (LT ) when n is even. In this case all the loops in LT have even winding numbers. So π i (L I T ) and π i (L I c T ) commutes when n is even.
Recall α :
for any x ∈ L I c T of winding number w(x). In fact we have
, and it follows that π j (Adαix) = (−1) i w(x) π j (x) since Adαi · x ∈ LT . Finally let us note if we denote by β : S 1 → U (n), a map defined by β(e iθ ) = e ig(θ) · id then π(Adαn · x) = π(Adβ · x) since α n β −1 ∈ LSU (n) and LT commutes with LSU (n).
It follows that
Conformal precosheaf from representation of Loop groups. Let G = SU (n). We denote LG the group of smooth maps f : S 1 → G under pointwise multiplication. The diffeomorphism group of the circle DiffS 1 is naturally a subgroup of Aut(LG) with the action given by reparametrization. In particular the group of rotations RotS 1 ≃ U (1) acts on LG. We will be interested in the projective unitary representation π : LG → U (H) that are both irreducible and have positive energy. This means that π should extend to LG ⋉ Rot S 1 so that H = ⊕ n≥0 H(n), where the H(n) are the eigenspace for the action of RotS 1 , i.e., r θ ξ = exp inθ for θ ∈ H(n) and dim H(n) < ∞ with H(0) = 0. It follows from [PS] that for fixed level m which is a positive integer, there are only finite number of such irreducible representations indexed by the finite seẗ
where P is the weight lattice of SU (n) and Λ i are the fundamental representations. We will use Λ 0 to denote the trivial representation of SU (n). For λ, µ, ν ∈P
where S δ λ is given by the Kac-Peterson formula:
where ε w = det(w) and c is a normalization constant fixed by the requirement that S δ µ is an orthonormal system. It is shown in [K2] that N ν λµ are non-negative integers. Moreover, defineGr m to be the ring whose basis are elements ofP We shall also denote S
S(Λ 0 ) . We shall call (S ρ ν ) the S-matrix of LSU (n).
FENG XU
It follows from [K2] that S-matrix is symmetric and unitary. In particular,
The irreducible positive energy representations of LSU (n) at level m give rise to an irreducible conformal precosheaf A (see §2) and its covariant representations in the following way:
First note if π λ is a representation of central extension of Diff + (S 1 ) on H λ , then π λ induces an action of G in the following way:
Let us denote the induced central extension of P SL(2, R) ⊂ Diff + (S 1 ) from that of Diff + (S 1 ) by P SL(2, R). Let π 2 : P SL(2, R) → P SL(2, R) and π 1 : G → P SL(2, R) be the natural covering maps. Since G is simply connected, there exists a homomorphism ϕ from G to P SL(2, R) such that π 2 .ϕ = π 1 . We shall fix ϕ and denote by π λ (g) the operator π λ (ϕ(g)) for any g ∈ G in the following.
The conformal precosheaf is defined by
In fact, by the results in Chapter 2 of [W2] that A(I) satisfies A to F of §1.2 and therefore is indeed an irreducible conformal precosheaf. Let U (λ, I) be a unitary operator from H λ to H 0 such that:
for any x ∈ L I G. Fix I 1 ⊂ S 1 . We define a collection of maps as follows. For any interval
It follows that if J ⊃ I 1 , then λ J (x) commutes with A(J c ) for any x ∈ A(J). By Haag-duality, if
Define:
It is easy to check that {λ J } gives a covariant representation of conformal precosheaf A. Let us note that the intervals in §1.2 are defined to be open intervals. We can actually choose the interval to be closed since we shall be concerning with the conformal precosheaves from positive energy representations of LG and by Theorem E of [W2] , π(L I G) ′′ = π(LĪG) ′′ whereĪ is the closure of I. The collection of maps {λ J } define an endomorphism λ of C * (A) (See [GL2] , Section 8). The relation between λ and λ J is given by
for any x ∈ A(J) .
Here i J : A(J) → C * (A) is the embedding of A(J) in C * (A), and π 0 is the vacuum representation of C * (A).
This makes the definition of composition λ · µ of two covariant representations {λ J } and {µ J } straightforward. One simply define λ · µ as the composition of λ, µ as endomorphisms of C * (A). It is easy to check that if
An equivalent definition can be found in [Fro] .
The following remarkable result is proved in [W2] (See Corollary 1 of Chapter V in [W2] ). The equivalence between the ring structure described in Corollary 1 of Chapter V in [W2] andGr m described above is proved on Page 288 of [K2] .
Similarly, the positive energy representations of LT at even level n give rise to an irreducible conformal precosheaf A and its covariant representations: We simply take
′′ . Notice the locality in this case follows from the end of §2.1. Recall from §2.1
If we choose g(θ) ≡ 0 on I c , then the adjoint action Adα ofα on LT gives rise to a localized automorphism, which we shall denote by the same notation Adα, of A(I). By our choice, Adα is localized on I. Moreover,
From the end of §2.1, the adjoint action ofα n on A(I) is inner. It follows that the fusion ring generated by π i i = 0, 1, . . . , n − 1 of A is isomorphic to the group ring of Z n .
In the case n is odd, A(I) does not satisfy locality conditions. (See the end of §2.1) We shall deal with this case in §3.3.
Local Factorization.
We shall use the local factorization properties for free fermions and LSU (N ) in §3. These results are well known, see e.g., [B] , [W3] . Let us first prepare some notations. Fix I = I 1 ∪ I 3 ,Ī 1 ∩Ī 3 = ∅,Ī S 1 . We assume I 1 is an interval of S 1 , and I 2 is a finite union of intervals of S 1 . For a bounded operator A : F p → F p , we define A + = ΓAΓ, A − = A − A + , where Γ is an operator on F p given by multiplication by 1 on even form stand −1 on odd forms. An operator A is called even (resp. odd) if A = A + (resp. A = A − ). For any algebra M ⊂ B(F p ) we denote by M e the subalgebra of M consisting of even operators in M .
is an inclusion of subfactors with index 2 and
Proof: (1) By Takesaki devisage as in [W2] , M (I 1 ) e is a factor. We noticed that there is a Z 2 -action on M (I 1 ) given by: α(x) = ΓxΓ for any x ∈ M (I 1 ), and M (Z 1 ) e is the fixed point algebra. Again by Takesaki's devisage as in [W2] , M (I 1 ) ⊂ {M (I 1 ), Γ} ′′ is the basic construction for M (I 1 ) e ⊂ M (I 1 ), and
e Ω M (I 1 )Ω, it follows that such an action is properly outer and the index of M (I 1 ) e ⊂ M (I 1 ) is 2. (2) We just have to show that if I is a connected interval, then π(L I U (n)) ′′ = M (I). By §12 of [W3] , we just need to show π(L I U (n))Ω = M (I)Ω, where Ω is the vacuum vector in F p . But Ω is both separating and cyclic for π(L I U (n)) ′′ and M (I), it follows that π(L I U (n)) ′′ = M (I). We define a graded tensor product ⊗ 2 by the following formula:
A ⊗ 2 B is considered as an operator on Hilbert space tensor product
It follows from the definition of ⊗ 2 that:
where Ω is the vacuum vector in F p . Let H π be an irreducible positive energy representation of LSU (m). We shall denote by N (I 1 ) (resp. N (I 3 )) the von Neumann algebra π(
Proposition 2.3.1. (1) ϕ 2 extends to a normal faithful state on N (I 1 )⊗N (I 3 ) where⊗ is von-Neumann algebra tensor product. There exists a unitary operator (2) ϕ 1 extends to a normal faithful state on von Neumann algebra
There exists a unitary operator U 1 : F p → F p ⊗ F p such that:
Proof: (1) The proof is given here as in [W3] (also see [B] ). Since we have a positive energy representation U (z) = z L 0 of the circle group on H with vacuum vector Ω and that x and y lie in disjoint local algebras N (I 1 ) and N (I 2 ), we have [x, U (z)yU (z)
−1 ] = 0 for z near 1, say on an arc I with end points a ± withā + = a − . Define f + (z) = (xz L 0 yΩ, Ω) for |z| ≤ 1 and f − (z) = (yz −L 0 xΩ, Ω) for |z| ≥ 1. The commutativity condition on x and y shows that f + and f − agree on I so jointly define a holomorphic function f on C\I c . Let
, where α = exp(−iπ/4). This holomorphic function blows up at a ± ; however in the closed sector S bounded by the radii through a ± it satisfies |g(z)| ≤ 1 and is continuous. Let Γ be any simple closed contour in S, coinciding with the radii near a ± and winding round 1 once. If D is the domain enclosed by Γ, f g is holomorphic on D and continuous onD. By Cauchy's theorem 2πif (1)
−1 dz. Let Γ + , Γ − be the parts of the contour inside and outside the unit disc. Because |g(ra ± )| ∼ exp(−(2|r − 1|) −3/2 ) and there is an asymptotic estimate (cf. [K1] 
with C > 0 as r ↑ 1, we see that
are trace class operators such that
for x ∈ N (I 1 ) and y ∈ N (I 2 ). Since A + and A − are trace class, the right hand side extends to a normal form on N (I 1 ) ⊗ M (I 2 ) which is a state ω in view of the form of the left hand side. The representation π ω of N (I 1 ) ⊗ N (I 2 ) is faithful (since the algebra is a factor) and may be canonically identified with the obvious representation on the closure of N (I 1 )N (I 2 )Ω. By the Roth-Schlieder theorem as in [W2] this is dense and thus π ω gives an isomorphism of N (I 1 ) ⊗ N (I 2 ) onto the von Neumann algebra generated by N (I 1 ) and N (I 2 ). Because everything is type III, this isomorphism can be implemented by a unitary.
(2) The proof is essentially the same as in (1) with some necessary modifications. Let us write ϕ 1 (A ⊗ 2 B) as follows:
−1 ] = 0 for z close to 1, the same argument as in (1) shows
As for
essentially the same argument as in (1) shows
where
Hence ϕ 1 extends to a normal state on the von Neumann algebra generated by
, where the action of Z 2 on M is given by conjugation of Γ ⊗ 1. If this action is inner, since both M andM are factors, we must have
has index 2 by Lemma 2.3.1, this is a contradiction. So the action is outer, and hence properly out by the factoriality of M andM .
It follows that M ⊂M has index 2. SinceM is a hyperfinite III 1 factor, so is M . Recall ϕ 1 is a normal state on the hyperfinite III 1 factor M . ϕ 1 must be faithful. The GNS representation π ϕ 1 of M is faithful and can be canonically identified with the obvious representation on the closure of M (I 1 )M (I 3 )Ω.
By the Roth-Schlieder theorem this is F p and thus π ϕ 1 gives an isomorphism of M (I 1 ) ∨ M (I 3 ) onto the von Neumann algebra M . Because M is a type III 1 factor, this isomorphism can be implemented by a unitary U 1 :
. §3. Jones-Wassermann subfactors for disjoint intervals
Conformal inclusions.
Let H ⊂ G be inclusions of compact Lie groups. H ⊂ G is called a conformal inclusion if every level 1 irreducible projective positive energy representations of LG decomposes as a finite number of irreducible projective representations of LH. A list of conformal inclusions can be found in [GNO] .
We shall be interested in the following two conformal inclusions:
Let π 0 be the vacuum representation of LSU (nm) on Hilbert space H 0 . The decomposition of π 0 under L(SU (m) × SU (n)) is known, see, e.g. [Itz] . To describe such a decomposition, let us prepare some notation. We shall useṠ to denote the S-matrices of SU (m), (see §2.2), andS to denote the S-matrices of SU (n). The level n (resp. m) weight of LSU (m) (resp. LSU (n)) will be denoted byλ (resp. λ).
Only in this section we will useλ to denote the weights of LSU (n) to distinguish them from the weights of LSU (m). We have used λ to denote the the weights of LSU (n) in the rest of this paper where no confusion may arise to simply notations. 
Let Ω m,n =Ṗ n + /Z m . Then there is a natural bijection between Ω m,n and Ω n,m (see §2 of [Itz] ).
We shall parametrize the bijection by a map
Take the complementary sequence (r 1 ,r 2 , . . . ,r n ) in {1, 2, . . . , m + n} with r 1 >r 2 > · · · >r n . Put
Then m + n = s 1 > s 2 > · · · > s n ≥ 1. The map β is defined by (r 1 , . . . , r m ) → (s 1 , . . . , s n ).
The following lemma summarizes what we will use in §3.4. For the proof, see Lemma 3, 4 of [Itz] . (2)
Hence a is a sum of projections ρλλ which maps H 0 to Hλ ⊗ Hλ. By (1) of Lemma 3.1.1, the vacuum vector Ω of H 0 appears only once in HΛ
′′ , it follows that a must be c, a scalar.
From the argument above we obtain an inclusion of irreducible subfactors:
The statistical dimension d of the above inclusion is independent of J because of the projective action of Diff + S 1 as in the proof of Prop.2.1 of [GL1] . Consider the following analogue of basic construction
It follows from Lemma 3.1.1 and Theorem 2.2 that
If J is a ℓ − 1-disconnected interval, by Proposition 2.3, we have
.
FENG XU
Simiarly as above and use Proposition 2.1.1 and 2.1.2 , we have if J is connected then:
We shall prove , by induction on ℓ, that if J is a ℓ − 1-disconnected interval, then
If ℓ = 1, it is already noted above. Suppose the formula is proved for ℓ < k, let us prove it for ℓ = k. Let J = I 1 ∪ I 2 , where I 1 is an interval and
′′ . By using (2) of Proposition 2.3.1, we just have to show
Since both M (I 1 )⊗M (I 2 ) and M (I 1 )⊗ 2 M (I 2 ) are type III 1 factors, we just have to show that the conjugate action by Γ ⊗ 1 is not inner. If it is, then
But from Lemma 2.3.1, we have:
, a contradiction. Thus the conjugate action by Γ ⊗ 1 on M (I 2 ) is outer, and hence properly outer since both M (I 1 ) ⊗ M (I 2 ) and M (I 1 )⊗M (I 2 ) are factors. It follows that
From exactly the same argument as in Lemma 2.3.1 and above we have d 2 (N (I 1 ) ⊂ N (I 1 ))) = 2 and
Now by induction hypothesis:
By induction hypothesis, we have proved that if
Let us record what we have proved above in the following proposition.
where in (1), π 0 denotes the level 1 vacuum representation of LSU (mn) and in (2), π 0 denotes the level 1 vacuum representation of LU (n).
Jones-Wasserman Subfactors for Disconnected Intervals.
Fix level m ≥ 1 and
′ is an irreducible inclusion of hyperfinite type III 1 factors.
Since the representation π λ admits an intertwinning projective action of Diff + (S 1 ), it is easy to see that the index of the Jones-Wassermann subfactor depends on I only through the disconnectedness ℓ − 1 of I. We may assume the intervals of I and I c are equally spaced on S 1 . Let g be the anti-clock wise rotation of S 1 by 
′ is irreducible if λ is irreducible (cf. [W2] ). The second statement follows from the first one and the remark before the statement of Proposition 3.2.1.
(2) By using factorization (1) of Proposition 2.3.1, there exists an isomorphism ψ : ( But
It is easy to see that
Suppose U ∈ A(I 1 )⊗ · · ·⊗A(I 2ℓ−1 ) and γ 1 ⊗ · · · ⊗ γ ℓ (x) = U xU * for any x ∈ A(I 1 )⊗ · · ·⊗A(I 2ℓ−1 ). Then it follows that there exists a unitary operatorŨ :
Denote by π γ (g) (resp. π 0 (g)) the intertwining action of G on
* is a scalar, and g →Ũ π γ (g)Ũ * π 0 (g) * is an abelian representation of G which is necessarily trivial since G is a perfect group (See the proof of Prop.2.2 in [GL1] ).
It follows that the lowest energy states on H ν 1 ⊗ · · · ⊗ H ν ℓ has the same energy as the lowest energy states of H 0 ⊗ H 0 ⊗ · · · ⊗ H 0 , which is zero. This is impossible unless all γ i 's are trivial representations of SU (n), i.e.
(5) By (2) and (3), we have
where N µ λ 1 ···λ ℓ = λ 1 · · · λ 2 , µ . If ρ has finite index, by Frobenius duality and (4), we haveρ
By the properties of statistical dimension, we have
We can use this property to calculate the following:
where we have also used
FENG XU
Recall from the end of §2.2 that for LU (1) when n is even, the covariant representation π i of the irreducible conformal precosheaf associated with LU (1) generates a ring isomorphic to the group ring of Z n . By exactly the same argument as the proof of Proposition 3.2.1, we see that Proposition 3.2.1 holds for the representations of LU (1) when n is even.
In this case,
From the same argument as in the proof of (5) of Proposition 3.2.1 we have
We shall prove a similar estimation when n is odd in the next section.
Odd n Case.
When n is odd, LT doesn't have local structure. In fact, it follows from the end of Section 2.1, 
0 , where
Recall Γ acts as 1 on F 
0 . Denote by A(I) = π 0 (L I T ) ′′ , I ∈ I. Then we have twisted Haag-duality
which follows from Takesaki's devisage and geometric modular theory for fermions on the circle as in §15 of [W2] .
Recall from §2 that an operator A ∈ B(F 0 ) is called even (resp. odd) if A = ΓAΓ (resp. A = −ΓAΓ). Every operator A decomposes uniquely into A + + A − , where A + is even and A − is odd. In fact
. For any g ∈ D which is the central extension of Diff + (S 1 ), we know from [PS] that the operator π i (g) preserves F i,d , so π i (g) is an even operator.
It is easy to see A(I) satisfies A, B, C of §1.1. Let α be localized on I 1 . For 
It is easy to see that we have ρ
, we must have ΓU Γ = ±U . But
, W has winding number 1 mod 2 and n is an odd number, we conclude ΓU Γ = (−1)
we have π i (y) ∼ = U π 0 (y)U * for any y ∈ LT , a contradiction. Fix I 1 ∈ I. Choose an interval I ξ 1 such that I ξ 1 ∩ I 1 = ∅. We define W = {g ∈ G | I 1 ∪ g.I, is a proper interval of S 1 and
For any g ∈ G, g can be written as g = g 1 · · · g n since G is simply connected. We define
The following Proposition summarizes the properties of U i,j (g).
(ii) For any J ∈ I, x ∈ A(J), we have
Proof: (i) It is sufficient to prove that if
Since G is a simply connected Lie group, we can find a path γ 0 : [0, 1] → G with the following properties:
, where γ k (S) has the property: k (t) ∈ W . It follows from the property of U i,j above that
where the order of the product is from the left to the right as j increases. Consider a function U i,j (t) : [0, 1] → U (F 0 ) defined by: U i,j (t) = U i,j (g 1 )(t) · · · U i,j (g n )(t). Notice U i,j (0) = U i,j (g 1 ) · · · U i,j (g n ), and U i,j (1) = id.
We shall show that U i,j (t) is a locally constant function of t. Fix t 0 ∈ [0, 1], there exists a neighborhood N of t 0 in [0, 1], such that, if t ∈ N , then: g 
k (t), and
k (t) · h −1 ∈ W for any h which can be written as products of not more than mn g k (t 0 )'s. Moreover, we require not more than mn products of h · g k (t) · h −1 belong to W .
To simplify our formula, we define: g k (t 0 ) = g kl , g 
′ has finite statistical dimension. By Theorem 2.2 and the end of §2.1 we have:
. It follows from Proposition 2.1.2 that nd
By (5) 
General Case.
We are now ready to prove our main theorem. LSU (m) × LSU (n) ⊂ LSU (mn).
As in §3.1, we shall denote the S-matrices of LSU (m) n (resp. LSU (n) m ) byṠ(S). Let π 0 be the vacuum representation of LSU (nm). We shall denote the statistical dimension of the Jones-Wassermann subfactor for the vacuum representation of LSU (m) (resp. LSU (n)) by d ρ ′ (resp. d ρ ).
To save some writing we shall useṠ 00 (resp.S 00 ) to denoteṠ(Λ 0 ) (resp.S(Λ 0 )). Let us consider the following inclusions:
It follows from §3.4 and (1) of Proposition 3.1.1 that the statistical dimension of
00
From this we obtain an equation:
(nm) In this paper we have shown that all Jones-Wassermann subfactors, for disjoint intervals from loop groups of type A are of finite depth. The index value and the dual principle graphs of these subfactors are completely determined.
It is worth mentioning that the square root of the index of the Jones-Wassermann subfactor, which is obtained if we take the vacuum representation and choose the interval I to be 1-disconnected, is the same as quantum 3-manifold invariant of type A evaluated on S 2 × S 1 . It has been suggested in [W1] that the Jones-Wassermann subfactors for disjoint intervals should be related to higher genus conformal field theories. It will be very interesting, for e.g., to explain the coincidence above more directly along these lines.
Our methods of using conformal inclusions, in principle, apply to any LG where G is a classical simple compact Lie group. However, the case when G is exceptional seems to be a challenging question since in this case the conformal inclusions are not available for general level case.
