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To achieve high reliability in operations, many utilities are moving towards
sharing data with each other and with security coordinators. But this data exchange is
hampered by incompatible electrical applications built on proprietary data formats and
file systems. Electric Power Research Institute's (EPRI’s) Common Information Model
(CIM) helps to achieve compatibility between applications and this research work utilizes
the CIM models to exchange power system models and measurements between a state
estimator application and sensor web application. The CIM was further extended to
include few unique devices from the shipboard medium voltage DC power system.
Finally, a wide-area monitoring test bed was set up at MSU to perform wide-area
monitoring using phasor measurement units (PMU). The outputs from the Phasor Data
Concentrator (PDC) were then converted into CIM/XML documents to make them
compatible with the sensor web application. These applications lead to advancements in
power system monitoring and interoperability.
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CHAPTER I
INTRODUCTION

1.1 Introduction
Real time monitoring of power systems has become a reality with the advent of
Phasor Measurement Units (PMU). The phasor measurement units obtain measurements
from current transformers (CT) and potential transformers (PT), and then compute the
current and voltage angles using Discrete Fourier Transform algorithms at very fast rates.
These measurements are then time-stamped using signals from Global Position System
(GPS) clocks and may be sent to suitable phasor data concentrators (PDCs). Thus PMUs
help in wide-area monitoring of power systems in real-time.
Wide-area monitoring enables a bird’s eye view of the entire power system. One
bottleneck that hinders exploiting this capability is the incompatibility between modeling,
simulation and operations applications used by various utilities. Vendors use proprietary
data formats and databases when creating applications leading to incompatibility issues.

1.2 Motivation behind the work
Oak Ridge Research Laboratory (ORNL) and its partners are working to build a
comprehensive incident management system for near-real-time detection, identification,
and assessment of chemical, biological, radiological, nuclear, and explosive (CBRNE)
1

threats on critical infrastructure. The goal of this effort, SensorNet is to bring together
and coordinate all necessary knowledge and response information quickly and effectively.
This will be done by providing a common data highway for the processing and
dissemination of data from CBRNE, meteorological, video and other sensors in order to
provide near-real-time information to emergency management decision makers and first
responders [1].
According to the geospatial consortium [2], this common data highway could be
sensorML. In addition to the CBRNE threats, future expansion of the incident
management system could include the ocean buoy system and the electrical sensor
networks to monitor oceanic threats and electrical blackouts. To include electrical sensor
systems in the incident management system, data from different utilities are needed.
These data could include up-to-date topology of the respective utilities and the
measurements from these utilities. But combining data from these different data sources
into a single SensorML format involves a lot of overhead.
In addition to the above difficulty, electrical applications may have to collect data
from different applications to get the requisite data as needed by sensorNet. To overcome
such incompatibility issues, the Electric Power Research Institute (EPRI) put forth the
Common Information Model (CIM) [3]. CIM facilitates disparate electrical applications
developed by different vendors to share data with each other. While CIM can be used for
several different applications, the activities related to this research work were to
investigate the integration of CIM into three specific areas.
discussed in section 1.3.

2

These three areas are

1.3 Contributions
The Common Information Model is the bridge between disparate applications. In
this research work, it is used to exchange models and measurements between two
applications using existing and newly created CIM models. The CIM is then extended to
include shipboard electrical applications as newer models are created for unique
shipboard devices. Finally, the CIM is used as an interface to the wide-area monitoring
test bed developed at Mississippi State University, Power and Energy Research Lab
(PERL).

1.3.1 CIM information exchange between applications
CIM is used to exchange power system topology models and sensor
measurements between two different applications. The host application is a state
estimation tool running on MATLAB and the client is a sensor web, which is a GUI
application that overlays the power system network on Google maps in this particular
application.

1.3.2 CIM extension for shipboard power systems
The shipboard power system in this work denotes the notional power system that
the future DDX family of ships may have. The Common Information Model is extended
to include non-conforming shipboard loads like RADAR/SONAR, high temperature
superconducting conductors and motors and as well as devices such as STATCOMs.

3

1.3.3 CIM messages for phasor measurements
CIM messages are generated to send the PMCU measurements to the
synchrophasor applications. A test case power system was developed on RTDS-RSCAD
with commercial relays: SEL-421 and GE D-60 in the loop to take control actions. Both
SEL-421 and GE D-60 are Phasor Measurement Control Units (PMCU) that can output
phasor measurements time-tagged with inputs from GPS clock. These measurements are
sent into the SEL-3306 Phasor Data Concentrator (PDC). The PDCs collect and sorts the
synchrophasor messages based on the time-tags. These sorted messages can then be fed
into synchrophasor applications that can be programmed to take control actions based on
the measurements.

1.4 Thesis Outline
Chapter 2 gives the background information about the technology used behind the
CIM modeling and message sharing activities. Chapter 3 deals with the various CIM
models that were used for data exchange between the client and server. Chapter 4
explains the CIM messages that were transmitted to the sensor web from the relational
database. Chapter 5 deals with the CIM models for shipboard power systems. Chapter 6
deals with the wide-area monitoring test bed setup in MSU lab and CIM messaging from
the phasor data concentrator. Chapter 7 provides the summary of the results and
suggestions for future work.

4

CHAPTER II
BACKGROUND INFORMATION

2.1 Introduction
Common Information Model (CIM) is an abstract model of the electrical system
and its supporting equipment developed using Unified Modeling Language (UML)
concepts. CIM facilitates information exchange among back-office systems and
applications using XML [4]. This chapter provides the background of CIM needed to
understand its application within the project.

2.2 Need for CIM
In a typical control center of a utility, there could be hundreds of applications
running to take care of day-to-day functionality. In many cases, these applications are
custom-built by different vendors. This mix of custom-made and off-the-shelf
applications does come with the inherent handicap of being incompatible with each other
thereby requiring some method to overcome this issue. It became obvious that to have
effective operation of the electric power grid, there needed to be a coordinated effort
related to the exchange of information between applications.

5

2.3 CIM implementation
EPRI launched the Control Center Application Program Interface (CCAPI) project
[3] with the objective of making the Control Center applications plug-and-play capable.
To realize this goal, each application is made to conform to a universally acceptable
power system model. The applications can either be CIM-compliant inherently or just
have an interface that is CIM capable. CIM-compliant means the application exchanges
data using CIM. The second type of interface has a “translator” interface that converts
the proprietary information into CIM. Security Coordinators are under the North
American Electric Reliability Council's (NERC) mandate to use CIM for their model
information exchange [5].

Figure 2.1 Comparison of point-to-point interface and CIM interface

Figure 2.1.a shows a case where six applications: Load Management, Protection,
Asset Planning, Network Management, Historian, and SCADA mutually share
6

information amongst themselves. Using the traditional one-to-one interface integration, it
can be seen that 15 interfaces are needed for these applications to become inter-operable
(n-1 interface for each application). The larger the number of applications, the larger the
number of interfaces will be needed. EPRI's CIM integration, as shown by 2.1.b,
demonstrates that each application just needs a single interface that should be able to
understand/publish CIM information to be compatible with each other. Such a setup
reduces lots of overhead required to patch every application in case an interconnected
application is upgraded or new application is added.

2.4 CIM structure
As CIM was envisioned to encompass applications running on heterogeneous
platforms and distributed networks, it needs proper data modeling. Data modeling can
either be based on implementation details: relational data modeling or based on business
concepts: conceptual modeling. With the paradigm shift in technology development, it
makes sense to model based on business model rather than implementation as
implementation can become outdated easily or be modified with change in platforms.
Object-oriented modeling is a style of data modeling based on real-world concepts where
the model revolves, not on the business operation but on the data that makes up the
business function. Object oriented model offers better design, maintenance, portability,
extensibility and reusability of data models. [6]
CIM uses object oriented modeling to model the entire power system using
classes and their associated attributes. The reason behind this is, as electrical applications
become more complex, they shouldn’t be tied down to static data models. Object models
7

that are flexible and sharable, that go beyond the current implemented models offer the
ideal platform for future expansion.
As CIM is the liaison between multi-vendor disparate applications and data
sources, it needs to be shared in a smart format that is acceptable to all. The eXtensible
Markup Language (XML), a cross-platform, software and hardware independent tool for
transmitting and exchanging data fits the bill perfectly. XML is a metadata, which means
it has data about data and it is both machine and human readable.
A brief introduction to object oriented modeling and XML is given in section 2.5
to better understand the modeling of CIM power system models and CIM message
sharing.

2.5 Object-oriented (OO) technology
Object-oriented (OO) technology broadly encompasses the following mutually
related concepts [7]
 OO programming languages
 OO databases
 OO modeling
 OO methodology
In object-oriented technology, objects with distinct structure and characteristics are
the building blocks of any software. The objects can be abstract concepts or real world
objects with each having its own identity. A class is an abstraction of an object and it can
be reused any number of times. In other words, every object is an instance of its class.

8

Computer
processor
price
brand
operatingSystem
Figure 2.2 Class diagram for computer

Fig 2.2 shows a simple class diagram for computer. Here ‘Computer’ is the class
name and it has the attributes: processor, price, brand and operatingSystem. These
attributes, when populated with custom values become an instance of the class and hence
is called an object. To eliminate redundancy, each class must be designed in such a way
that every class is crisp in its definition and shares its attributes with related classes.
Classes relate with other classes using the following main relationships [8]:
1. Inheritance
2. Association
3. Aggregation
4. Composition

2.5.1 Inheritance
Inheritance is the property by which classes inherit properties from other related
class. The sub-class inherits the attributes from the parent class in addition to having
attributes of its own. In essence, the inheritance property allows the class from not having
to declare attributes again that can be inherited from parent classes.
9

Figure 2.3 shows the inheritance diagram for a laptop. Here, Laptop class is the
sub-class of the class Computer and it has its own attributes: dimensions, videoCard,
wirelessCard, and battery. It inherits all the attributes from the parent class Computer.
The inheritance is used to “generalize” a class. Saying “all laptops are computers”, is a
generalization.

Computer
processor
price
brand
operatingSystem

Laptop
dimensions
videoCard
wirelessCard
battery
Figure 2.3 Inheritance diagram for Laptop

2.5.2 Association
Association is a type of relationship between two classes wherein one is not
subset of the other.
In Figure 2.4, the class Monitor is associated with the class Computer. Monitor is
not a subset of computer and it has its own attributes but shares a unique association with
the computer. The values ‘0…*’ and ‘1’ mentioned over the straight line indicates the
10

multiplicity. Multiplicity indicates the number of instances one class can relate to an
instance of an associated class. In this example, a monitor can be connected to one or
zero computer. But one computer may be connected to zero or many monitors. Different
multiplicities could be ‘1’, ‘0’, ‘0…*’ (zero to many), ‘1…*’ (1 to many), ‘0…1’, ‘*’ etc

Monitor

Computer
0…*

dimension
resolution
inputs

0…1

processor
price
brand
operatingSystem

Laptop
dimensions
battery

Figure 2.4 Association diagram for computer

2.5.3 Aggregation
Aggregation is a strong form of association where one object is made up of
another object. If the objects are independent but can still be linked together, it is
association. If the objects are bound by a part-whole relationship, where one is a ‘part-of’
another object, the relationship is aggregation.
In Figure 2.5, the clear-diamond ended line indicates the aggregation relationship
between notebook and papers. A notebook is composed of papers and even if the binding
11

is taken apart, the papers would still exist. Here notebook contains papers and the papers
are part of a notebook.

Notebook
numberOfPages

Papers
quality

Figure 2.5 Aggregation diagram for notebook

2.5.4 Composition

Human body
gender
age

Cells
Figure 2.6 Composition diagram for human body

2.5.5 Class Diagrams
The class diagram models the static structure of objects in a real or virtual system.
The objects in this system can be inter-related to each other using special relationships
12

and each carries its own identity, behavior and operations. The class diagram tries to
capture a real world process or a business process in all its fullness and presents it in such
a way that it is abstract, well-encapsulated and sharable.

Monitor

0…*

0…1

dimension
resolution
inputs

Computer

Laptop

price
brand
operatingSystem

dimensions
batteryLife

0…*

0…*

Processor

RAM

Printer

brand
speed
numberOfCores

brand
speed

brand
resolution
functions

InkCatridge
maxPages
compatibility
color

Figure 2.7 Class diagram for a computer

Figure 2.7 shows the class diagram for a computer. This class diagram indicates
all the major relationships that objects can have. The class Laptop “is” a Computer and
inherits all its attributes. The Computer is “made up” of Processor and Random Access
13

Memory (RAM). The Computer may be associated with Monitors and Printers. The
Printer “contains” InkCatridges.

2.6 Common Information Model for power systems
The Common Information Model (CIM) for power systems falls under two
standards
 IEC 61970-301 [8]: The International Electro Technical (IEC) 61970-301
standard describes the power system from an electrical point of view. The
electrical properties of equipment and the relationship they share with other
equipment are covered in this standard. This standard was developed from an
Energy Management System (EMS) point-of-view.
 IEC 61968-11 [8]: This IEC standard describes supplementary features required in
a power system like asset tracking, documentation work, consumers, and resource
planning. This standard defines interfaces for Distribution Management Systems
(DMS).

2.6.1 IEC 61970-301 Packages
The CIM standards as such are split into packages in which inter-related models
are grouped together. The package boundaries are purely for understanding purposes only
and applications normally transcend boundaries to access models from other packages.
The packages used in 61970-301 are [3]:
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2.6.1.1 Core
The Core package contains the Naming, PowerSystemResource,
EquipmentContainer, and ConductingEquipment classes that are shared by all
applications.

2.6.1.2 Generation
The Generation package has models for generators, turbines, and boilers. This
information can be used by applications like Unit Commitment, Economic Dispatch,
Load Forecasting, and Unit Modeling.

2.6.1.3 LoadModel
The LoadModel package has models for energy consumers (load) whose
information can be used by load forecasting and load management applications.

2.6.1.4 Meas
The measurement package has entities modeling how measurement shared
between applications looks like.

2.6.1.5 Outage
The Outage package is an extension to the Core and Wires package and has
information about planned and current network configurations.
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2.6.1.6 Protection
The Protection package is also an extension to the Core and Wires package and
has information about protective devices like relays. This information is used by fault
location applications.

2.6.1.7 SCADA
The Supervisory Control and Data Acquisition (SCADA) package has models
relevant to Supervisory Control and Data Acquisition systems. The models are on
measured values, remote points and alarm presentation.

2.6.1.8 Topology
The Topology package is an extension to the Core package and models the
topology of the network. It defines how any equipment is physically and logically
connected in a network.

2.6.1.9 Wires
The Wires package is an extension to the Core and Topology package and has
information about electrical characteristics of transmission and distribution networks.
Some of the models in the package include transformers, voltage regulators, line model,
and switches. Figure 2.8 shows the various packages in IEC 61970-301 standard and their
interconnections.

16

Generation

LoadModel

Protection

Outage

Wires

Meas

Topology

Core

Domain

Figure 2.8 IEC 61970-301 packages

2.6.2 IEC 61968-11 Packages
The main packages present in IEC 61968-11 are

Assets

Consumers

Core2

Documentation

ERP_Support

GML_Support

Metering

Work

Figure 2.9 IEC 61968-11 packages
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SCADA

2.6.2.1 Assets
The Assets package defines the asset-level models for objects. The assets indicate
the physical devices and their operations that are used in the power system.

2.6.2.2 Consumers
The Consumers package defines the models for customers of the power system
utility and the applications dealing with the consumers.

2.6.2.3 Core2
The Core2 package is a supplement to the Core package of 61970-301 and deals
with distribution management systems.

2.6.2.4 Documentation
The Documentation package contains details about documentation related
processes.

2.6.2.5 ERP_Support
The Enterprise Resource Planning (ERP) package contains models defined by the
ERP standards. This package facilitates integration between ERP applications and power
system applications.
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2.6.2.6 GML_Support
The GML_Support package contains models as defined by the Geography
Markup Language (GML) standard. This package is similar to the ERP_Support package
and it facilitates the integration between Geographical Information Systems (GIS) and
other applications.

2.6.2.7 Metering
The Metering package contains models related to the metering of electricity
consumers corresponding to their energy consumption.

2.6.2.8 Work
The Work package contains models covering the entire life cycle of all work
processes like maintenance, inspection, repair, construction and restoration.

2.6.3 CIM Classes
A CIM class is used to describe an entity (real or abstract) of the power system. A
class is supposed to be abstract and be acceptable to all applications.

2.6.4 CIM Class attributes
The CIM classes have attributes that define the characteristics of the respective
equipment or function. The attributes have primitive data type like integer, float, text etc
and other additional data types like voltage, current flow, temperature etc.
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2.6.5 CIM for line model
Figure 2.8 is the CIM model for AC/DC line segments and it illustrates the
various relationships between the classes. The vertical flow of diagram from bottom to
top describes, ‘AC/DC line segments’ are a type of ‘Conductor’; ‘Conductor’ is a type of
‘ConductingEquipment’; ‘ConductingEquipment’ is a type of ‘Equipment’; ‘Equipment’
is a ‘PowerSystemResource’.
The relationship between the classes ‘Conductor’ and ‘ConductingEquipment’ is
Inheritance (Generalization). It means the class ‘Conductor’ is a subclass of the class
‘ConductingEquipment’. It inherits all the characteristics of the parent class and in
addition has some extra characteristics of its own.
The relationship between ‘ConductorType’ and ‘Conductor’ is Association. The class
‘Conductor’ does not contain the class ‘ConductorType’ whereas it shares a special
association relation. The multiplicity at the ends of the line denotes that the class
‘Conductor’ can be associated with zero or one ‘ConductorType’ class. Similarly the
class ‘ConductorType’ can be associated with zero or many number of ‘Conductor’
classes.
The relationship between the classes ‘EquipmentContainer’ and ‘Equipment’ is
Aggregation. Here it describes that the class ‘EquipmentContainer’ contains the class
‘Equipment’. Conversely, the class ‘Equipment’ is “part-of” the class ‘Equipment
Container’.
Even though, the CIM UML model has lots of classes/attributes, not all the classes or
attributes need to be used. For example, all the classes in figure 2.10 may be required by
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one application and another application might need only one class. That means,
ACLineSegment can appear as a separate class of its own or it can be considered as a
Conductor, a ConductingEquipment, Equipment, or PowerSystemResource as needed [6].
Even if additional classes are added to the same class diagram, it is not going to affect the
applications that are already using the existing class diagrams thereby enabling
customization of the CIM class diagram according to the requirements of specific
applications [9].

PowerSystemResource

Equipment

EquipmentContainer

ConductingEquipment

ConductorType

0…1

0…*

Conductor

DCLineSegment

Figure 2.10 CIM UML model for line segment
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ACLineSegment

2.7 eXtensible Markup Language (XML)
XML is a set of rules that is used to represent data in a structured format. Just like
HTML, XML uses tags and attributes to describe the data. While HTML defines the
display characteristics of the data, XML is used to describe the data itself. XML can be
used to store data and share data between applications. The advantage of XML is it can
be used to overcome cross-platform constraints.

Windows
application

Spreadsheet
package

XML

Mainframe
application

Relational
Database

Figure 2.11 XML data exchange in cross-platform environment

Figure 2.11 shows the flexibility that XML provides between applications and
databases running on different platforms. It should be understood that while CIM helps in
data mapping between incompatible applications, XML is used to exchange the mappeddata between the applications. The XML documents can be understood by different
applications using XML parsers.
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XML allows the users to create their own tags and markups to describe the data.

<student>
<name> vinoth </name>
<RAC semester= “fall09”> 123456 </RAC>
</student>

In the above example, the ‘student’ root element has the child elements ‘name’
and ‘RAC’. The RAC element has the attribute ‘semester’ with the value ‘fall09’. Even
though, the above example is human readable, when the same is fed into a computer
application, the application has no way of interpreting it. To enable applications to
understand XML documents, the rules and constraints of the document has to be defined
using a separate DTD (Document Type Definition) or XSD (XML Schema Definition)
documents. All XML documents must be well-formed and valid. Well-formed denotes
whether the document conforms to the general XML standards. Validity denotes if the
document complies with the rules put forth in the associated DTD or XSD documents.

<student>
<name> vinoth </name>
<RAC semester= “fall09”> 123456 </RAC>
</student>
<course>
<name> electrical systems </name>
<course_id> XQWE </coursed>
<mode> face-to-face </mode>
<course>
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In the above example, there are two elements, ‘student’ and ‘course’. In normal
XML style, if the student has to be related with the course ‘electrical systems’, the entire
‘course’ element has to be included under the ‘student’ element as a child. If many
students are taking the same course, for each student, the same ‘course’ element has to be
repeated. These redundant linkages can be overcome using the Resource Description
Framework (RDF) where links can be established using resource IDs.
RDF put forth by World Wide Web Consortium (W3C) is a general-purpose
language for representing information in the web. In RDF the elements are expressed
using triplets: subject, object and predicate. [10]
Figure 2.12 shows the subject, predicate and object concept of RDF. Here the
student (subject) has the name (property) Vinoth (object). RDF is a way of expressing
relationship between resources but still if the XML RDF were to be fed into a machine, it
would still need an RDF schema to understand the document. RDF schema describes the
constraints and properties of XML RDF documents.

Subject
Student

Predicate

Object

Name

Vinoth

Figure 2.12 RDF triplet expressions

Using RDF and RDF schema, the CIM model is converted into a CIM/XML/RDF
document and is fed into relevant applications.
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2.8 Drawbacks of CIM implementation
Introduction of a CIM interface to any application introduces an additional
database design / management in addition to the existing databases. Moreover, the
implementation of CIM requires initial investment to make applications CIM compatible
and also build CIM models for any unique features /design available in the utilities’
power system applications

2.9 Summary
The Common Information Model is built using object oriented modeling
concepts. The two main features in utilizing the CIM is data preparation and data
exchange [11]. Data preparation deals with developing common power system models
and data exchange deals with storing the power system data in a universally accepted
format like XML. This chapter gave a brief introduction to the CIM concepts and XML
messaging.
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CHAPTER III
CIM SCADA MODELS FOR SENSOR WEB

3.1 Introduction
The CIM models are used by applications to achieve cross-platform compatibility.
As part of research at MSU, data is to be shared between a state estimator application and
sensor web. In the future, the data sharing could be extended to include many more
applications thereby necessitating a data model that would be compatible with every
other application. As CIM fits the role perfectly, it was chosen as the data model in this
research. This chapter explains the different CIM class models that are to be used to share
data between the state estimator and sensor web.

3.2 Wide-area monitoring using sensor web
The sensor web, the client application used in this work, makes a collection of
sensors internet addressable. The sensor web, in addition to displaying the power system
network on the Google map has two other purposes: a) upon user-request, display the
characteristics of the equipment on the grid, and b) display the power and voltage
measurements across the network. This information can be used to perform contingency
analysis and provide user control actions to the power system operator [12].
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Figure 3.1 Simple layout of sensor web

Figure 3.1 shows the simple layout of sensor web and its interaction with the
power system applications. State estimators use the measurements on the network and
these measurements are converted into CIM/XML files using a software tool. These
CIM/XML files are read by the sensor web and stored in a relational database with spatial
extension or as sensorML files. The Sensor Observatory Service (SOS) server reads these
data and populates the values on the Google map. Using this information, contingency
analysis and remedial actions can be carried out.
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3.3 Utility system
The wide area monitoring was done on a 137 bus power system grid and its
neighboring power system.

Figure 3.2 IEEE 118 bus test case [13]

Figure 3.2 shows the IEEE 118 bus test system which is similar to the utility case
and its neighboring systems. Due to the proprietary data restrictions, the actual test case
cannot be shown. The 137 bus test case has the following equipment:
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1.

Generators -12

2.

Transformers- 31

3.

Loads - 90

4.

Lines -159

The above devices and the grid they represent are to be shown on the Google map
along with the tie lines that connect the grid to its neighboring utilities. The mapping is
facilitated using CIM models which are read by the sensor web and populated onto the
Google map.

3.4 Sensors for grid monitoring [9]
The present day power system is monitored with numerous measuring and control
devices. Potential Transformers (PT), Current Transformers (CT), and Phasor
Measurement Units (PMU) are some of the important sensors used in power system
networks. PTs and CTs measure the high level voltages and currents and convert them to
safe operating level signals. Relays and PMUs are fed by CTs and PTs. The voltages and
currents sampled are converted into digital format for further processing using relays.
Relays analyze these signals to provide the necessary protection. Relays also calculate the
sequence currents, real and reactive power measurements. A conventional measuring
device measures the quantities across the power system at different instances of time. The
measurements have to be synchronized to get an accurate picture of the power system.
The measurements from the devices may not be accurate due to improper calibration or
aging of the devices. Error may also be introduced due to noise in communication
networks when the data is transmitted from the field to control center. The parameters of
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the sensors like accuracy, accuracy class and total vector error are used by the state
estimator program to obtain a better estimate of the power system states and
measurements. State Estimation plays a major role in calculating all the states of the
power system.

3.5 Wide-area monitoring using Phasor Measurement Units (PMU)
Traditionally, SCADA systems provide voltage, power flow, frequency
measurements and other values typically taken once every two or four seconds.
Moreover, SCADA systems can monitor only small areas, as measurements from farther
locations would have a time-lag associated with them leading to loss of synchronization.
Phasor Measurement Units output voltages, currents, their respective angles, and
frequency rate-of-change at a very fast rate (ex: 40 samples/second) and are timesynchronized using GPS time pulses [6]. By installing PMUs at salient positions of the
power grid, the measurements from current transformers and potential transformers
connected to each PMU can be time-tagged and sent to the control center. Due to the
time-synchronization of the measurements, wide-area monitoring of the power system is
possible [8]. Moreover as the rate of data output is very fast, the dynamic-view of the
system can be had at all times leading to fast responses from human operators or
machine.

3.6 CIM for Sensors
The sensor web is used to perform online monitoring and pseudo-control of the
power system network. The sensor web is a semantic web which is an evolving extension
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of World Wide Web (www). In the semantic web, machine-understandable data is
processed to perform automated tasks. The sensor web is required to perform
contingency analysis and output decision making results using data from the sensors.
Before the data could be fed into the sensor web, state estimators need to perform
estimation of data. To perform state estimation and output the power system network to
sensor web, we require a) equipment characteristics of Current Transformers, Potential
Transformers and PMUs, b) measurements from sensors, and c) status of machines, lines,
switches, and capacitors.
In traditional CIM, current transformers and potential transformers are substituted
with measurement class CIM. In our case, the equipment characteristics like accuracy,
accuracy class, and total vector error are required by the state estimator. These can be
taken from the IEC 61968-11 asset models. Moreover, additional attributes are required
by the sensor web for documentation purposes. IEC 61968-11 already has the CIM UML
model for Current Transformers and Potential Transformers. The measurement CIM also
exists in the 61970-301. This means only the PMU CIM model needs to be developed.
Along with the measurements, a full-blown power system model is required to be
depicted on the Google map. To achieve this, the CIM model for a power system, that
includes loads, switches, line status, and capacitors, is needed as these models would be
used to generate model data.

3.6.1 CIM model for CT
Figure 3.3 shows the CIM model for CT already available in IEC 61968-11. The
CT class has attributes like accuracyClass and accuracyLimit which would be used by the
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state estimator to estimate the measurements at points where sensors are not available.
The remaining relevant attributes in other classes would be used up by sensor web to
display the characteristics of the CT when the user clicks on a particular CT on the
Google map.

Figure 3.3 CIM model for CT [14]

3.6.2 CIM model for PT
Figure 3.4 shows the PT model already available in IEC 61968-11. As mentioned
in the CT class diagram, the accuracyClass would be used by the state estimator and other
relevant classes and attributes by the sensor web to describe a particular PT on Google
map.

32

Figure 3.4 CIM model for PT [14]

3.6.3 CIM model for measurement
Figure 3.5 shows the measurement model already available in IEC 61970-301. All
the measurements from the CTs, PTs, and PMUs would be sent to the sensor web as
CIM/XML based on the above model. Even though, the MeasurementValue class has the
attribute 'sensorAccuracy' under it which can be used to describe the accuracy of the
sensor making the measurement, it would not work accurately for a measurement from a
PMU. This is because, PMUs get their input data from CTs and PTs which have different
accuracies. So the PMUs in addition to having their own inherent accuracy, would read
values from devices from different sensors and so the accuracy could be skewed. This can
be rectified by using separate accuracies for the individual sensors and calculating their
cumulative accuracy before doing state estimation.
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Figure 3.5 CIM model for measurements [14]

3.6.4 CIM Core model
Figure 3.6 shows the Core model already available in IEC 61970-301 from which
almost every other classes inherit. It also has the wrapper classes like substation,
VoltageLevel, and BaseVoltage which are used to group the devices.
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Figure 3.6 CIM Core model [14]
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3.6.5 CIM topology model

Figure 3.7 CIM topology model [14]

Figure 3.7 shows the topology model available in IEC 61970-301 that describes
how the devices are connected in the real system. The 'terminal' denotes the connection
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point on any device. In CIM, the terminals are not connected together as this would
create complex meshes. Instead, the terminals are connected to a 'ConnectivityNode' to
reduce complexity.

3.6.6 CIM model for switch
Figure 3.8 shows the CIM model for the switch available in IEC 61970-301 which
is used to show the status of capacitors, generators, and loads on the power system
network.
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Figure 3.8 CIM model for switch [14]

3.6.7 CIM draft model for PMU
While the CIM models listed above previously exist in the CIM, the PMU CIM
model was developed from scratch. Considering the use case of state estimation, sensor
web visualization and data display, the draft model was designed to include five classes:
PMUAsset, PMUAssetModel, PMUProperties, PMU and PMUTypeAsset.
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Figure 3.9 CIM model for PMU

Figure 3.9 shows the draft CIM model for PMU that was developed to aid in state
estimation and display of PMU characteristics on sensor web. The characteristics of the
PMU are based on the SEL-421 PMU used in the MSU lab. The UML model for the
PMU was created by grouping the characteristics of the SEL-421 [15] under different
classes. The attributes of the different classes are listed below

3.6.7.1 PMUAsset
This class denotes the physical asset performing the function of a phasor
measurement unit.
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PMUType : PMUType attribute denotes whether the PMU is narrow bandwidth
or fast response one.

3.6.7.2 PMUAssetModel
This class is used to denote a particular model of a phasor measurement unit.

3.6.7.3 PMU
This class is the phasor measurement unit that gets its inputs from CTs and PTs
and calculates phasor measurements and time stamps them using GPS time signals. The
PMU can operate in narrow bandwidth mode or fast response mode.


burden – The load that the PMU applies on the CT and PT secondaries.



timeSignalType - The timing signal could be modulated or demodulated.



timingAccuracy – The accuracy of the timing signal in seconds



totalVectorError – The total vector error is the “vector” difference between the
exact applied signal and the estimate (C37.118) expressed in %.

3.6.7.4 PMUTypeAsset
This class is to be used for documentation purposes on the sensor web.


applicationMode – PMU could be on fast response or narrow bandwidth mode.



measuredCurrents – The measured currents could be line currents, sequence
currents or both.



measuredVoltages – The measured voltages could be line voltages, sequence
voltages or both.
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messageFormat – The message format could be IEEE c37.118 or SEL fast
messages



messageProtocol – The protocol could be PMU/SEL/MBA/MBB/RTD.



synchrophasorMessageRate - The rate at which the messages are streamed.



timingMode – The timing could be local time or universal time coordinated.

3.6.7.5 PMUProperties
This class is used to describe the properties of the phasor measurement unit.


CurrentAngleCompensationFactor – The angle compensation added to the current
angle in degrees



inputDropoutLevel – Input dropout level expressed in % of pickup level.



inputPickupLevel – Input pickup level in voltages.



speed - The serial communication speed.



voltageAngleCompensationFactor – The angle compensation applied to the
voltage angle.

3.7 Summary
This chapter explains the various CIM models that are to be used for data sharing
between the state estimator and sensor web. Some classes are used by the state estimator
and some classes are used by the sensor web. Moreover, the database schema for the data
converted is to be built based on these CIM models. Table 3.1 shows the various CIM
UML models used by the sensor web and the state estimator application.
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Table 3.1
CIM models used by sensor web and state estimator
Sensor web

State Estimator

CT asset model

CT asset model

PT asset model

PT asset model

PMU asset model

PMU asset model

Measurement model
Core model
Topology model
Switch model
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CHAPTER IV
CIM DATA EXCHANGE USING XML

4.1 Introduction
To overcome incompatibility between applications, two steps are to be followed:
1. Data preparation and 2. Data exchange [11]. The previous chapter dealt with the data
preparation step which describes the data semantics and the data models that are to be
used. This chapter describes how these models are to be used to exchange data.

4.2 CIM/XML generation
Based on the models presented in the previous chapter, the CIM/XML messages
are prepared and sent to the sensor web.
Figure 4.1 shows the steps involved in the CIM/XML generation. As the CIM
models are basically UML models, an UML modeling application, like Enterprise
Architect [16], is used to work upon the available CIM/UML model. The XML Metadata
Interchange (XMI) is generated from Enterprise Architect. Using this XMI, the RDF
schema is generated using the CIMtool plugin for Eclipse application. This schema is
then used to validate the CIM/XML messages that are generated in a separate step.
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Figure 4.1 Steps involved in CIM/XML generation

The data coming from the state estimator are fed into the Access database whose
schema is based on the CIM models. From the database, a C# tool is used to export the
data into CIM/XML messages. The validation of the CIM/XML messages is done using
CIMphony online model validator [17] and the cimspy tool [18].

4.3 Interaction between CIM and sensor web
Figure 4.2 gives a detailed insight into how data from CIM is shared with sensor
web. Two real power system utilities’ topologies were simulated in PSS/E to obtain the
measurements for assumed set of sensors. The PSS/E software does a comprehensive
analysis and outputs all the measurements. For state estimator applications, the numbers
of inputs are less than the number of states being estimated. To simulate this, some of the
outputs from PSS/E are docked to enable the different state estimation algorithms to run
using the remaining measurements.
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Figure 4.2 Interaction between CIM and sensor web

These state estimated data are converted into CIM/XML documents using the C#
tool and then fed into a relational database with spatial database extension. The sensor
characteristics are straightaway converted into CIM/XML documents using the C# tool.
The sensor web reads these CIM documents and then does one of the following: 1.
Measurement CIM documents - stores them in relational database 2. Sensor
characteristics CIM document – converts it into SensorML document. The relational
database and sensorML documents are queried upon by the SOS server and form the
backbone of the sensor web [12].

4.4 CIM model exchange
To plot the power system network on the Google map, first the longitude and
latitude details of the headquarters, generating plants, bulk stations, and switching
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stations are determined and fed manually into sensor web. The CIM topology model is
used to construct the topology of the power system on the Google map. The statuses of
the lines running between the buses, the generators, the capacitors, and the transformers
are sent to the sensor web using the switch model shown in figure 3.8.
Whenever the device characteristics are queried on the Google map, they are
fetched from the sensorML documents. The sensorML documents are created by the
converting the CIM/XML documents for equipment characteristics. These CIM/XML
documents for the sensors are created using the CIM asset models for CT, PT and PMU
as shown in figures 3.3, 3.4 and 3.9. As the devices are not changed frequently, a static
CIM/XML document for each device is generated once and similarly a sensorML
document for each device is created.
The dynamic things of the power system network on the Google map are the
power system measurements and the status of the devices. These power system messages
(real and reactive power, voltage) are sent as CIM/XML files based on the CIM model as
given in figure 3.5. Parts from the CIM/XML documents are given in the Appendix.

4.5 Overall implementation of wide-area monitoring using CIM and sensor web
Figure 4.3 shows the CIM interface and the sensor web applications. The sensor
measurements are further augmented by state estimators. These estimated measurements
are sent into relational database as CIM/XML messages. Separately the sensor
characteristics are converted into CIM/XML documents and finally into sensorML
documents. The sensor observation service (SOS) has the Google map as its interface
where contingency analysis is run using the CIM measurements.Based on off-line
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studies, the Google map shows alerts and remedial actions depending upon the
measurements it reads from the CIM/XML documents [12]. For contingencies to which
there are no pre-fed solutions, a MATLAB program is run to determine possible solutions
[19].

Figure 4.3 Overall implementation of wide area monitoring

4.6 Summary
This chapter deals with using the CIM models to share data between state
estimator and sensor web. The database schema is built using the CIM models and the
data are filled from state estimator application. The C# tool then pulls up these data and
converts them into CIM/XML messages. The validation of these documents is carried out
using third-party tools to make the data machine understandable.
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CHAPTER V
CIM EXTENSION FOR SHIPBOARD POWER SYSTEM

5.1 Introduction
The next generation warships are designed to work on electric propulsion systems
and the newer loads on the ships are expected to be more power consuming than the
legacy loads. The Next Generation Integrated Power Systems (NGIPS) initiative led by
the Electric Ships Office (ESO) is involved in the development of Integrated Power
Systems (IPS) that is both survivable and reliable [20]. In the IPS, the shipboard power
generation and the propulsion systems are tightly coupled.
In keeping with the increased demand, the naval architecture is investigating
future combat ships that incorporate Medium Voltage DC (MVDC) power system with
Zonal Electrical Distribution Systems (ZEDS). In addition to supporting high power
density, the MVDC system offers the advantage of decoupling the prime mover speed
from the frequency of the system. Moreover, the generators can be connected in parallel
just by matching the voltage without worrying about phase matching.
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Figure 5.1 Notional shipboard MVDC power system [21]

Figure 5.1 shows the notional shipboard MVDC power system that should cater to
the needs of the future ships running loads that require high density power. The shipboard
system is split into 5 zones with the loads being supplied by two main generators and two
auxiliary generators. The two propulsion motors, rail-guns, SONAR domes, and RADAR
are some of the bigger loads on this system.

5.2 Need for shipboard CIM models
CIM models allow software integration of heterogeneous applications used in the
ship. Moreover CIM data models can act as liaisons between electrical applications and
Leading Edge Architecture for Prototyping Systems (LEAPS) database. In related work,
CIM data models are to be used as input to the FireGUI application developed at MSU
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[22]. All these require utilizing the available CIM models available for terrestrial power
systems and developing new models for any unique shipboard power system
loads/devices.

5.3 Previous work on SPS CIM models
The shipboard power systems are designed for reliability and survivability. In case
of hostile attacks, the systems are designed to reconfigure such that they remain powered
in case of emergencies. As most of the components used in the shipboard MVDC system
have parallels with the terrestrial system, their CIM models are already available. The
CIM was extended for shipboard systems in [23] to include pulsed load models like rail
gun and active and passive filters.

5.4 CIM models for ship systems
In this work, the CIM is further extended to include unique devices that may be
used in the next generation ships like high temperature super conductors (HTS) and other
devices like synchronous motors, loads like RADAR/SONAR and STATCOM. As these
CIM models are developed with the FireGUI as its primary application, the models have
physical aspects of the devices in addition to electrical parameters. This helps the
FireGUI to display the electrical devices on the Computer Aided Design (CAD) model of
the ship along with their physical properties.
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5.4.1 CIM Model for high temperature superconductor
Figure 5.2 shows a part of the ‘linemodel’ available in IEC 61970-301. The HTS
class is associated with the ‘WireType’. The HTS conductors have a current capacity that
is more than 140 times the capacity of copper conductor of the same cross-section [30].
Apart from inheriting the characteristics of general cable / lines, the special
characteristics of HTS wires are given in the properties
 averageCurrentDensity: Denotes the average current density expressed in A/cm2
 functionType: The HTS wire could be: high current density wire, high strength
wire, compression tolerant wire, or hermetically sealed wire type. Depending on
its role, the electrical properties vary.


minimumAmperage: Denotes the minimum current that the wire allows.

Figure 5.2 High temperature superconductor
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5.4.2 CIM Model for ship propulsion motor
The ship systems use synchronous motors to propel the ship. The
‘SynchronousMotors’ class contains the ‘RotorWinding’ class. The ‘SynchronousMotors’
class has the general characteristics of the motor like efficiency, nominal voltage, output
in MW, number of pole pairs, full load current, and weight. The ‘statorCooling’ attribute
denotes that the motor could be air cooled, oil cooled or cryogenics cooled.

Figure 5.3 CIM model for propulsion motor

5.4.3 CIM Model for RADAR/SONAR
The shipboard loads like RADAR/SONAR are non-conforming loads as they do
not have specific schedules. Moreover, the SONAR could be used in either transmitting
or receiving mode or both. Depending upon the usage, the load on the system varies.
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Figure 5.4 CIM Model for RADAR/SONAR

Some of the important attributes of the RADAR/SONAR are listed below:

5.4.3.1 Characteristics
The main characteristics of the SONAR/RADAR devices are
 modeOfOperation – The device can be an active or passive device.
 pingSource – The SONAR could use various pinging sources like Sonar Projector
/ Explosions/ Air guns / Plasma sound sources. [24]
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5.4.3.2 SONAR
 detectionThreshold – The critical strength of the signal beyond which the SONAR
can recognize the signal clearly.
 directivityIndex - The directivity index is the ratio of the total acoustic power
output of the radiator to the acoustic power output of a point source producing the
same pressure at the same point on the axis [25]
 noiseLevel – Noise level is the noise present in the environment as against the
signal level and it is expressed in decibels.
 transmissionLoss – It denotes the transmission loss that occurs in a particular
water. Depending on the depth, density etc, the losses vary.

5.4.4 CIM Model for STATCOM
The Static Synchronous Compensator (STATCOM) is a self-commutated, voltagesourced switching converter used to exchange real and reactive power with the system
and also provide reactive compensation [26]. Figure 5.5 shows the STATCOM CIM
model and some of its important attributes are listed below:
 maxCurrent – the maximum current flow that the device can withstand
 maxVARabsorption – the maximum reactive power that the device can absorb
 maxVARgeneration – maximum reactive power that STATCOM can provide to
the network
 maxVoltage – the maximum voltage on which the device can act.

54

Figure 5.5 CIM model for STATCOM

5.5 Summary
The CIM models for the shipboard power systems are required to transfer models
from the electrical network to the CAD models on the FireGUI system. The terrestrial
based CIM models and developed CIM models for MVDC shipboard system would be
used to integrate the electrical system with the FireGUI system and also with any other
shipboard applications that requires data exchange with other incompatible applications.
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CHAPTER VI
WIDE AREA MONITORING TESTBED USING PMU

6.1 Introduction
Even though EMS/SCADA systems can monitor a wide-area, they do so with a
time skew. The introduction of phasor measurement units have enabled wide-area
monitoring with time synchronization thereby facilitating real-time monitoring of the
power system. The outputs from the PMU can be fed into state estimators, adaptive
relaying and control applications that may be used for security control.

6.2 Phasor technology
Phasor measurements denote a quantity in terms of a magnitude and an angle. For
example, the voltages, currents, and power in a power system can be represented in terms
of phasor magnitude and phasor angle, where the phasor angles are with respect to a
certain reference.
Figure 6.1 shows the phasor representation of a waveform. Here the phase angle is
the angular difference between the sinusoidal peak and the time reference t=0. In a real
power system network, instead of using an arbitrary time reference t=0, the angle from
any one bus may be used as the reference and the relative phase angles at different buses
are calculated using this primary bus angle as the reference.
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Figure 6.1 Phasor representation [27]

The phase angle is an important component of the power system. Just by
observing the phase angle at different parts of the network, the stress on the system can
be deduced.

6.3 Phasor Measurement Unit (PMU)
The phasor measurement unit is an electronic device that receives analog current
and voltage signals from CTs and PTs where these signals are further processed using
special algorithms (usually Digital Fourier Transform) to compute the phasor angles and
line frequencies.
Figure 6.2 shows the block diagram of the PMU. Analog signals from CT and PT
are fed into an anti-aliasing filter that filters out frequencies above the Nyquist rate. The
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GPS clock sends a pulse every second and the phase locked oscillator splits this pulse
into a sequence of timing pulses. The A/D converts the analog signal into digital form and
feeds it into the microprocessor which processes the input waveforms using DFT
algorithms and computes the phasor measurements. These measurements normally are
then sent out using TCP/IP connections.

Figure 6.2 PMU block diagram [28]

6.4 Phasor Data Concentrator (PDC)
The phasor data concentrator is an electronic device that receives its inputs from
the PMUs, time-tags the input signals and sorts them according to their time. Two or
more PDCs can be connected to a super-PDC. The outputs from the PDCs are used to
monitor the system in real time and are archived for future analyses.
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6.5 Importance of time synchronization
The drawbacks of SCADA systems is that even though they measure the voltages,
power flow, equipment status, and frequency; they do so at an unacceptably slow rate as
they typically sweep the system every 2 or 4 seconds [27]. As SCADA measurements
will not be getting data from all the nodes, some of the measurements have to be
estimated. The state estimation could take a long time for a very big system. This means
at any time in a SCADA system, only a steady-state picture of the power system at a time
in the past is available. It is highly difficult to construct the current scenario of the power
system using SCADA information as data from different points reach the control center at

Voltage Angle

different times.

Time
Figure 6.3 Voltage angle at two different points in a system
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The importance of time synchronization is shown in the figures 6.3 and 6.4.
Figure 6.3 shows the voltage angle at two different nodes on a system. The phasor data

Voltage Angle

were obtained using SEL-421 relays in the MSU lab.

Time
Figure 6.4 Voltage angle at two different points in a system with a 1 second delay

Figure 6.4 shows the same data as in figure 6.3 but with a 1 second delay. The
voltage angle curve from point B follows a different trajectory compared to the curve in
Figure 6.3. From these two pictures, it is clear how time synchronization plays a big role
in portraying the real situation of a power system network.

6.6 Wide area monitoring lab setup
Figure 6.5 shows the wide area monitoring test bed that was set up at MSU. The
power system was modeled in RSCAD (Real time Simulator Computer Aided Design)
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software that runs on the RTDS (Real Time Digital Simulator). The RTDS in our case is
designed to emulate power system components such as CTs and PTs. The low level
values from the RTDS are directly fed into the SEL-421 Phasor Measurement Control
Unit (PMCU) but in the case of GE relays D60 and N60, the values are amplified using
the Omicron amplifier.

Figure 6.5 Wide area monitoring test bed at MSU

All the PMUs are time synchronized using a time signal from the GPS clock
SEL-2407. The outputs from the three PMUs are sent to the SEL-3306 Phasor Data
Concentrator (PDC) whose software SEL-5078 synchrowave console is used to monitor
the phasor values of the original power system that was built on RSCAD.
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6.7 Test bed set up
Since some parts of the test bed were built from scratch, some of the important
steps in the connection process are given below:

6.7.1 Connection cables
Table 6.1 shows the different cables that were used to connect the individual
devices.

Table 6.1
Connection cables used in the test bed
To

From

Cable

SEL 421 (PMCU)
SEL 421 (PMCU)
GE D70 (PMCU)
GE N60 (PMCU)
SEL-3306 (PDC)
SEL-3306 (PDC)
SEL 2407 (Clock)
SEL 2407 (Clock)

Computer (commands)
PDC
PDC (data)
PDC (data)
Computer (commands)
Computer (data)
SEL 421
GE relays

C234A
C276
Ethernet
Ethernet
C235
Ethernet
C953
C953

6.7.2 SEL-421 setup
The SEL-421 is a distance protection relay that has PMU capabilities. The PMU
capability is enabled by setting the command EPMU under global enables to ‘Y’. When
high quality time signal is fed into the PMU, the relay bits TSOK and TIRIG would be
set indicating that the relay is in high accuracy time keeping mode as shown in figure 6.6.
The SEL-2407 clock was set to Greenwich Mean Time.
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Figure 6.6 TIRIG and TSOK relay bits set

To check if the relay is working in PMU mode, the command MET PM can be
used. It displays the synchrophasor measurements at that particular instance as shown in
figure 6.7.

Figure 6.7 MET PM command displaying the phasor measurement
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6.7.3 SEL-3306 settings
To connect to the PDC over Ethernet, it has to be assigned an IP address first. To
assign the IP address, the MAC address of the device has to be found. The command STA
is used to find the device status.

The HWaddr to which an IP
address is assigned

Figure 6.8 SEL-3306 settings status
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Figure 6.8 shows the status of the PDC device. The SEL-3306 has two Ethernet
interfaces and the first interface was enabled. The MAC address is indicated by the
HWaddr which is 00:30:A7:00:7A:49. A static IP address was assigned to this MAC
address by the network administrator. Further settings for the PDC are changed on the
browser by logging on to the assigned IP address.

Figure 6.9 SEL-3306 settings on browser
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Figure 6.9 shows the settings that were set on the browser/AcSELerator software.
The IP address, subnet mask, gateway address and the IP address of the host computer are
to be fed into the PDC settings. Also the message rate, frequency rate, waiting period,
time out, IRIG-B type, and date format are set using the browser.

Figure 6.10 Settings for a serial port.

The C276 serial cable from the SEL-421 is to be connected to the 10th serial port
on the PDC. The settings for that particular port is given in figure 6.10. The serial port is
enabled, the message format is set to C37.118 and the speed of the message is set at
57600 corresponding to the transmitting speed of SEL-421.
The two GE PMUs are connected to the PDC using Ethernet cables. Figure 6.11
shows the Ethernet settings for the two GE PMUs.
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Figure 6.11 Ethernet port settings for the two GE PMUs

6.7.4 GE relay settings
The two IP addresses shown in figure 6.11 are the respective IP addresses of the
two GE PMUs. The IP addresses were entered using the GE Enervista software that is
used to set up the GE relays. Figure 6.12 shows the IP address set up for the GE D60
relay on the Enervista software.

Figure 6.12 GE - D60 IP settings
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In addition to the communication settings, the PMUs have to be tuned to receive
the inputs from the CTs and PTs. The CT and PT ratings are entered into the Enervista
software as shown in the figure 6.13.The CT and PT ratios are scaled down values as
several scaling factors are to be taken into account.

Figure 6.13 CT and PT ratings for the PMU

6.7.5 Synchrowave console

The two GE PMUs are connected to the PDC using Ethernet cables. Figure 6.11
shows the Ethernet settings for the two GE PMUs.
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Figure 6.14 Communication setting between SEL-3306 and computer

The SEL-5078 synchrowave console runs on the computer and shows the phasor
measurements on the screen. The computer needs to be configured to get data from the
PDC. The communications setting between PDC and the computer is given in the figure
6.14.

6.7.6 Power system on RSCAD

Figure 6.15 8-bus power system [29]
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Figure 6.15 shows the 8-bus system that is simulated using the RTDS. The outputs
from the two CTs and PTs are retrieved from the RTDS device and fed into the SEL-421
and GE relays. The 8 bus system has a three phase source and a 3 phase load connected
through a network of 8 buses.
When the power system is run, the signals from the pseudo CT and PT are sent to
the respective PMUs. These PMUs compute the phasor measurements, time stamp them
using the GPS signal and send them to the PDC which displays the data on the screen in
addition to archiving. The synchrowave phasor measurements can either be observed on
the browser or in the synchrowave console. Figure 6.16 shows the phasor measurements
IA, IB, IC from the PMCUs SEL-421 and GE-D60 displayed on the browser.

Figure 6.16 Phasor display on the browser.
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Figure 6.17 shows the current phasor magnitudes as seen on the synchrowave
console. The advantage of using the console is it allows for archiving the data that can be
used for later data analysis.

Figure 6.17 Current magnitudes from the two PMUs
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6.7.7 Frequency monitoring
Both the PMUs come with the ability to monitor frequency and rate of change of
frequency. It was observed that the ability of the PMU-1 to act as PMU during patchy
time input goes down whereas PMU-2 didn’t have any noticeable difference in
performance. Figure 6.18 shows the frequency as observed by the both the PMUs. During
the first half of the graph, the SEL-2407 was in holdover mode with a time quality
between ±1 µs and ±100 µs. During this time, the frequency (and other phasor quantities)
measured by PMU-1 was choppy while PMU-2 was producing steady output.

PMU-2 frequency

PMU-1 choppy
frequency

Figure 6.18 Frequency monitoring using both PMUs
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6.7.8 Phasor magnitudes at off-nominal frequency
The 8-bus test case system was run using only the SEL-421 PMCU connected and
faults were applied between the bus 2 and bus 3 and the measurements made by the
device were observed.
Table 6.2 shows the average value of the voltage magnitudes at different
frequencies measured by SEL-421 that was outputting data at the rate of 60 messages per
second. For all the different frequencies, the voltage magnitude was around 193 kV
before the fault was applied. During fault, for all cases, the voltage fell to around 30 kV.
After the fault was cleared, the voltage again regained its initial value of around 193 kV.

Table 6.2
Voltage magnitude at different off-nominal frequencies
Frequency Before fault
During fault
After fault
59.3
193064.5
30688.74
193080.2
59.6
193017.9
30670.3
193097.4
59.6
193015
30705.06
193032.4
59.8
192963.8
30717.07
192978.5
60
192940.9
30661.15
192966.64
60
192955
30655.55
192975
60.02
192901.7
30663.51
192918.1
60.2
192909.4
30659.04
192923.9
60.4
192878.5
30661.42
192901.6
60.7
192828.7
30674.88
192924.2
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Voltage Magnitude

Frequency

Figure 6.19 Voltage magnitudes as measured by SEL-421 before fault

In Figure 6.20, the voltage changes with frequency and exhibits transient behavior
during the fault. From figures 6.19 & 6.20 (before and after the fault), it can be seen that
the voltage was dropping with increase in frequency.
This can be explained using the following formula
V(t) = Vmax cos(wt+δ)

(6-1)

As the value of frequency increases, the overall cosine value (throughout the entire time
period) decreases thereby reducing the average voltage.
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Voltage Magnitude

Frequency

Voltage Magnitude

Figure 6.20 Voltage magnitudes as measured by SEL-421 during fault

Frequency
Figure 6.21 Voltage magnitudes as measured by SEL-421 after fault
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6.7.9 Voltage angle at off-nominal frequencies
The angle measured at 60 Hz was constant but the angle started varying from
+180 to -180 for all off-nominal frequencies.
Figure 6.22 shows the angle fluctuations at off-nominal frequencies. This is because,
the PMU is calibrated to measure values at 60 Hz and when the frequency changes (say
60.02 Hz), the angle difference starts to spin around the fixed 60 Hz for every cycle

Angle in degrees

resulting in angle variation from -180 to +180.

Time
Figure 6.22 Voltage angle at off-nominal frequencies.
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6.8 Converting SEL-3306 phasor data into CIM/XML messages
The phasor measurement values recorded by the SEL-3306 are stored in a *.csv file.
This file was exported into the access database and the data was converted into
CIM/XML messages using the C# tool. Figure 6.23 shows the CIM/XML for voltage
magnitude at a bus. These CIM messages can be used in future integration with sensor
web and with other SCADA systems.

Figure 6.23 CIM/XML for voltage at Bus 2 node N4 of test case system

6.9 Summary
The wide-area monitoring test bed was set up in MSU lab and synchrophasor
monitoring was done using the phasor data concentrator. The frequency and phasor
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measurements were observed for different time accuracies and during off-nominal
frequencies. These archived measurements were then moved to the access database and
the C# tool was run to convert them into CIM/XML messages which can be ultimately
used for cross-platform integration.
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CHAPTER VII
CONCLUSIONS AND FUTURE WORKS

7.1 Conclusions
This research deals with improved ways to monitor the power system network and
help applications share data amongst each other. The work is split into three parts:
1. Data exchange between state estimator and sensor web using CIM/XML
2. Developing CIM UML models for shipboard power system
3. Wide area monitoring using the test bed at MSU and CIM enablement of the
test bed.
The first step deals with utilizing CIM SCADA models and CIM sensor models to
design the database based on the models. The data from the state estimator is populated
into the database and a C# tool is used to extract these data from the database and output
them in the form of CIM/XML messages. The client application sensor web reads these
CIM/XML messages and pulls out the power system data and populates them on the
Google map. Based on the measurements and inbuilt knowledge base, the sensor web
helps in assisting the user to make intelligent decisions.
The second step involves extending the Common Information Model to include
the components from Medium Voltage DC (MVDC) shipboard power system. The
components chosen were STATCOM and loads like RADAR, SONAR and new age
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propulsion motors that use High Temperature Super conductors whose current carrying
capacity is more than 140 times the current carrying capacity of copper conductor of the
same dimension.
The third step deals with setting up a wide area monitoring test bed in the MSU
lab using SEL and GE PMUs. The outputs from these PMUs are monitored using the
synchrowave console of the phasor data concentrator. Finally, the archived data from the
PDC is converted into CIM/XML messages using the developed C# tool.

7.2 Contributions
This research provided the following advancements in power system monitoring
and inter-operability:
 Draft CIM model for PMU
 Interface between state estimator and sensor web
 Draft CIM models for shipboard MVDC power system devices
 Wide area monitoring test bed development and CIM enablement of data from the
PDC

7.3 Future work
The CIM UML model for the shipboard power system is to be used linked to the
US Navy’s Leading Edge Architecture for Prototyping Systems (LEAPS) database.
Additionally, the shipboard power system is to be mapped to the FireGUI system which
examines the impact of fire on the electrical systems. The electrical parameters and
design features are to be exported as CIM models to the FireGUI system which interprets
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the models and modifies it according to its needs. The wide-area monitoring test bed is to
be connected to the PI server to fully utilize the analysis features available in the PI
system. Further, the test bed is to be used to analyze the vulnerability of the electrical
transmission networks to cyber attacks. Measurements from the test bed are to be
transmitted over the radio and these signals would be subjected to simulated terror
attacks. The observations from these attacks would be used to strengthen the electric grid
communication facilities.
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APPENDIX A
CIM/XML FOR TRANSFORMER STATUS BETWEEN TWO BUSES DURING A
FAULT
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APPENDIX B
CIM/XML FOR POWER FLOW ON A LINE
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APPENDIX C
CIM/XML FOR VOLTAGE AT A BUS

89

90

APPENDIX D
STATUS OF A LINE DURING FAULT
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APPENDIX E
STATUS OF SHUNT CAPACITOR AT A CERTAIN BUS
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