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Einstein-Maxwell theory is not only covariant under diffeomorphisms but also is under
U(1) gauge transformations. We introduce a combined transformation constructed out of
diffeomorphism and U(1) gauge transformation. We show that symplectic potential, which
is defined in covariant phase space method, is not invariant under combined transforma-
tions. In order to deal with that problem, following Donnelly and Freidel proposal [19], we
introduce new fields. In this way, phase space and consequently symplectic potential will
be extended. We show that new fields produce edge modes. We consider surface-preserving
symmetries and we show that the group of surface-preserving symmetries is semi-direct sum
of 2-dimensional diffeomorphism group on a spacelike codimension two surface with SL(2,R)
and U(1). Eventually, we deduce that the Casimir of SL(2,R) is the area element, similar
to the pure gravity case [19].
I. INTRODUCTION
Boundary conditions play crucial role in modern theoretical physics, for example in the holo-
graphic principle [1, 2], the AdS/CFT correspondence [3–5], the bulk-boundary correspondence of
condensed matter [6–8], or the study of entropy [9–14]. We know that consideration of gauge field
theories on manifolds with boundaries leads to the breaking the gauge invariance at the region’s
boundary. By the introduction edge modes which are compensating fields at the boundary, one
can restore gauge invariance fully. Considering these boundary degrees of freedom in quantum
theory need to extend Hilbert space [12, 15–18]. But in the classical theory we need to extend
the phase space. By extension of the phase space, the symplectic structure takes a boundary part
which contain physical edge mode fields. In the paper [19] the authors have considered the prob-
lem of defining localized subsystems in gauge theory and gravity. By introducing new degrees of
freedom on the boundary they have presented a general formalism to associate a gauge-invariant
classical phase space to a spatial slice with boundary. Following [19], Geiller [20] has shown that
a systematic way of identifying degrees of freedom and possible associated boundary observables
can be achieved by extending the covariant Hamiltonian formalism. In another work [21] Giller
has constructed the extended phase space for three-dimensional gravity in first order formalism.
He has studied the boundary symmetries and the integrability of their generators and has found
that the infinite-dimensional algebra of boundary symmetries with first order variables is the same
as that with metric variables.
In this paper we study edge modes and surface-preserving symmetries in Einstein-Maxwell
theory in 4-dimension. We study a combined transformation constructed out of diffeomorphism
and U(1) gauge transformation. We use the covariant phase space method to obtain conserved
charges. Since the symplectic potential is not invariant under mentioned combined transformations,
we follow the approach of paper [19] and introduce new fields. So we extend the phase space
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2and consequently symplectic potential and show that new fields produce edge modes. Then we
investigate surface-preserving symmetries and show that the group of surface-preserving symmetries
is semi-direct sum of 2-dimensional diffeomorphism group on a spacelike codimension two surface
with SL(2,R) and U(1).
II. PRELIMINARY CONSIDERATIONS
In this paper, we will focus on the Einstein-Maxwell theory in which dynamical fields are
spacetime metric gµν and the U(1) gauge field Aµ. Suppose spacetime (M, g) is globally hyperbolic
and orientable. Suppose Φ is collection of dynamical fields, i.e. Φ = {gµν , Aµ}. The action
describing Einstein-Maxwell theory is
S =
ˆ
V
L[Φ]d4x, (1)
where
L[Φ] =
√−g(R− 2Λ− 4πFµνFµν), (2)
and V is a submanifold of spacetime manifoldM, i.e. V ⊆M. Here R, Fµν = ∂µAν − ∂νAµ and Λ
are respectively the Ricci scalar, electromagnetic field strength and the cosmological constant. The
Lagrangian (2), and consequently the action (1), are invariant under both diffeomorphisms and
U(1) gauge transformations. Let Y :M→M be a diffeomorphism of spacetime and Y∗T denote
the pullback under diffeomorphism, where T is a tensor density (see Appendix A). For instance,
pullback of metric and U(1) gauge field are
Y∗gαβ(x) =
∂Yα
′
∂xα
∂Yβ
′
∂xβ
gα′β′(Y), (3)
Y∗Aα(x) =
∂Yα
′
∂xα
Aα′(Y), (4)
respectively and diffeomorphism invariance of the Lagrangian means that
Y∗L[Φ] = L[Y∗Φ]. (5)
Let g∗ denote the U(1) gauge transformation generated by λ, which acts on metric and U(1) gauge
field as
g∗λgαβ(x) = gαβ(x), (6)
g∗λAα(x) = Aα(x) + ∂αλ(x), (7)
respectively and U(1) gauge invariance of the Lagrangian means that
g∗λL[Φ] = L[g
∗
λΦ] = L[Φ]. (8)
First order variation of the action (1) is
δS =
ˆ
V
δL[Φ]d4x
=
ˆ
V
(EΦ[Φ]δΦ + ∂µΘ
µ[Φ; δΦ])d4x
=
ˆ
V
EΦ[Φ]δΦd
4x+
ˆ
∂V
Θµ[Φ; δΦ]d3xµ,
(9)
3in which EΦ have dual indices with Φ and sum on Φ is explicitly assumed. In the equation (9),
Θµ[Φ, δΦ] is the surface term. Also, EΦ = 0 give us the field equations. In Einstein-Maxwell
theory, they are given as
E
µν
(g) = −
√−g (Gµν + Λgµν − 8πT µν) = 0, (10)
E
µ
(A) = 16π
√−g∇νF νµ = 0, (11)
Θµ[Φ; δΦ] = 2
√−g
{
∇[α
(
gµ]βδgαβ
)
− 8πFµνδAν
}
. (12)
Equations (10) are known as Einstein’s field equations, where Gµν is the Einstein tensor and T µν
is the electromagnetic energy-momentum tensor
T µν = FµαF να −
1
4
gµνFαβFαβ . (13)
Also, equations (11) together with∇[λFµν] = 0 are Maxwell field equations in the curved spacetime.
The covariant phase space method [22–26] provides a Hamiltonian description so that we can study
the generators of infinitesimal gauge transformations without the need to resort to a non-manifestly-
covariant decomposition between space and time. In this method, one works with the space S of
solutions to the field equations and S can be used to construct a phase space. The treatment of the
exterior calculus given in [19] could be useful for describing the phase space symplectic geometry
on the S (such an approach is discussed more precisely in Ref.[27]). The variation δ is treated
as exterior derivative on phase space and δΦ defines a 1-form on the S. It is worth mentioning
that δΦ is a solution to linearized field equations. Let Vˆ be a vector on S and I
Vˆ
denote interior
product in Vˆ hence the interior product of δΦ in Vˆ , I
Vˆ
δΦ, becomes a scalar on S. The action of
the S Lie derivative L
Vˆ
is related to δ and I
Vˆ
via Cartan’s magic formula
L
Vˆ
= I
Vˆ
δ + δI
Vˆ
. (14)
Taking exterior derivative from Eq.(9) on S and using nilpotency δ2 = 0, one finds that
δ
ˆ
∂V
Θµ[Φ; δΦ]d3xµ = −
ˆ
V
δEΦ[Φ]δΦd
4x. (15)
Here the wedge product on phase space is implicit. Let spacetime region V be bounded by two
Cauchy surfaces, say Σ1 and Σ2, and a time-like hypersurface B, i.e. ∂V = (−Σ1) ∪Σ2 ∪ B, where
the minus sign in front of Σ1 serves to remind us that while the normal to ∂V must be directed
outward (the normal to Σ1 is future-directed and therefore points inward). Now, Eq.(15) can be
written as
δ
ˆ
Σ2
Θµ[Φ; δΦ]d3xµ − δ
ˆ
Σ1
Θµ[Φ; δΦ]d3xµ = −
ˆ
V
δEΦ[Φ]δΦd
4x− δ
ˆ
B
Θµ[Φ; δΦ]d3xµ. (16)
It is clear from Eq.(16) that the quantity δ
´
ΣΘ
µ[Φ, δΦ]d3xµ is independent of choosing the Cauchy
surface when the flow of symplectic current ωµ = δΘµ from the time-like hypersurface B vanishes
as well as equations of motion and linearized equations of motion are satisfied by Φ and δΦ,
respectively. We can define symplectic potential as
ΘΣ[Φ; δΦ] =
ˆ
Σ
Θµ[Φ; δΦ]d3xµ, (17)
4and consequently pre-symplectic form as exterior derivative of symplectic potential
Ω[Φ; δΦ, δΦ] = δΘΣ[Φ; δΦ]. (18)
Pre-symplectic form is a 2-form on S. Solution phase space can be constructed by factoring out
the degeneracy subspace of configuration space (see Ref.[22] for detailed discussion). Hence Ω will
be a symplectic form on solution phase space and it is closed, skew-symmetric and nondegenerate.
ΘΣ[Φ; δΦ] is not invariant under diffeomorphism and U(1) gauge transformation. It appears as
a problem because we would like to define ΘΣ as a one-form on the gauge orbits, and this is
only possible if ΘΣ is gauge-invariant (here we consider diffeomorphism as a gauge transformation
as well). It has been shown recently that restoration of gauge invariance requires new boundary
degrees of freedom [19–21, 27].
III. INTRODUCING COMBINED TRANSFORMATION
Unlike pure gravity, in Einstein-Maxwell theory there exists U(1) freedom in addition to dif-
feomorphism so that the describing action (equivalently, the Lagrangian) is invariant under the
action of both of them. There are some evidence that these two transformations should be com-
bined [26, 28–31]. For this purpose, we introduce a combined map as E(Y, gλ) so that it induces a
transformation E(Y, gλ)∗ = Y∗g∗λ which acts on dynamical fields as follwos:
E(Y, gλ)∗gαβ(x) = Y∗g∗λgαβ(x)
= Y∗gαβ(x),
(19)
E(Y, gλ)∗Aα(x) = Y∗g∗λAα(x)
= Y∗[Aα(x) + ∂αλ(x)],
(20)
where equations (6) and (7) were used. Variation of the pullback of a generic tensor density T is
given by (see Appendix A)
δY∗T = Y∗(δT + £∆YT ), (21)
where ∆Y = δY ◦Y−1. Then variation and E(Y, gλ)∗ do not commute and for dynamical fields we
have
δE(Y, gλ)∗gαβ(x) = δY∗gαβ
= Y∗(δgαβ + £∆Ygαβ),
(22)
δE(Y, gλ)∗Aα(x) = δY∗(Aα + ∂αλ)
= Y∗(δAα + ∂αδλ+ £∆YAα + ∂α£∆Yλ),
(23)
Now we want to see that how the symplectic potential behaves under the action of E(Y, gλ)∗. To
this end, let us consider
Θµ[E(Y, gλ)∗Φ; δE(Y, gλ)∗Φ] = Y∗{Θµ[Φ; δΦ] + Θµ[Φ;£∆Ygαβ ,£∆YAα + ∂α(δλ+ £∆Yλ)]}
= Y∗{Θµ[Φ; δΦ] + L[Φ]∆µY + ∂νΠµν [Φ,Y, λ; δY, δλ]
− 2Eµ(g)ν∆νY − Eµ(A)(δλ + £∆Yλ+Aα∆αY)}.
(24)
5This is not simply the pullback of the surface term even for the on-shell case. In the equation (24),
Πµν [Φ,Y, λ; δY, δλ] = Πµν(g)(∆Y) + Π
µν
(A)(Aα∆
α
Y) + Π
µν
(A)(δλ) + Π
µν
(A)(£∆Yλ) (25)
is an anti-symmetric tensor density of weight +1, where
Πµν(g)(∆Y) = −2
√−g∇[µ∆ν]Y , Πµν(A)(λ) = −16π
√−gFµνλ. (26)
The symplectic potential ΘΣ is obtained by integrating the surface term Θ
µ over the Cauchy
surface Σ. ΘΣ is not invariant under both diffeomorphism and U(1) gauge transformation, instead
we have
ΘΣ[E(Y, gλ)∗Φ; δE(Y, gλ)∗Φ] =
ˆ
Σ
Θµ[E(Y, gλ)∗Φ; δE(Y, gλ)∗Φ]d3xµ
=
ˆ
Σ
Y∗{Θµ[Φ; δΦ] + L[Φ]∆µY + ∂νΠµν [Φ,Y, λ; δY, δλ]
− 2Eµ(g)ν∆νY − Eµ(A)(δλ+ £∆Yλ+Aα∆αY)}d3xµ
=
ˆ
Y(Σ)
{Θµ[Φ; δΦ] + L[Φ]∆µY + ∂νΠµν [Φ,Y, λ; δY, δλ]
− 2Eµ(g)ν∆νY − Eµ(A)(δλ+ £∆Yλ+Aα∆αY)}d3xµ
(27)
Now we need to introduce new variables into the phase space whose transformation laws will cancel
the extra terms in the symplectic potential. Following [19], consider a coordinate system X which
we view as a mapping X : U → M where U ⊂ R4 is an open set and assume that X is invertible
on its image. We assume for simplicity that Σ can be covered with one open set σ ⊂ U so that
under this map we have Σ = X(σ). Under a diffeomorphism Y :M→M, the coordinate system
X changes to
X¯ ≡ Y∗(X) = Y−1 ◦ X. (28)
Therefore, we can define the symplectic potential ΘΣ[Φ; δΦ] as the integral over the slice Σ = X(σ)
so that under a diffeomorphism it transforms as
Θ(Y−1◦X)(σ)[E(Y, gλ)∗Φ; δE(Y, gλ)∗Φ] =
ˆ
Σ
{Θµ[Φ; δΦ] + L[Φ]∆µY + ∂νΠµν [Φ,Y, λ; δY, δλ]
− 2Eµ(g)ν∆νY − Eµ(A)(δλ + £∆Yλ+Aα∆αY)}d3xµ.
(29)
Consider the variation of dynamical fields
δΦ = δY∗(Y−1)∗Φ
= Y∗{δ(Y−1)∗Φ+ £∆Y(Y−1)∗Φ}
= Y∗(Y−1)∗{δΦ + £∆Y−1Φ+ £Y∗∆YΦ}
= δΦ+ £∆Y−1Φ+ £Y
∗∆YΦ,
(30)
then we find that
∆µ
Y−1
= −Y∗∆µY. (31)
6Let X¯
∗
Φ denote pullback of dynamical fields induced by X¯ then
δX¯
∗
Φ = δ(Y−1 ◦ X)∗Φ
= δX∗(Y−1)∗Φ
= X∗{δ(Y−1)∗Φ+ £∆X(Y−1)∗Φ}
= X∗(Y−1)∗{δΦ + £∆Y−1Φ+ £Y∗∆XΦ}
= X¯
∗{δΦ −£Y∗∆YΦ+ £Y∗∆XΦ},
(32)
where in the last line Eq.(31) was used. We expect that the variation of X¯
∗
Φ obey from Eq.(21)
therefore we find that
∆X¯ = Y
∗(∆X −∆Y). (33)
This equation ensures that the presence of X makes symplectic potential diffeomorphism invariant.
Now just consider U(1) gauge transformation. In order to make ΘΣ to be U(1) gauge invariant we
has to replace λ in Eq.(29) by new scalar field Ξ so that it transforms as
Ξ→ Ξ¯ = Ξ− λ (34)
under U(1) gauge transformation [20]. Now we are ready to extend phase space by introducing
new fields X and Ξ which will be our task in the next section.
IV. EXTENSION OF PHASE SPACE
As mentioned earlier we can use Donnelly and Freidel proposal [19] to extend phase space.
Let v be preimage of the subregion V ⊂ M and X∗ denote the pullback induced by coordinates
transformation X. Assume for simplicity that V can be covered with one open set v ⊂ U so that
under this map we have V = X(v). Therefore the action (1) can be written as
S =
ˆ
X(v)
L[Φ]d4x
=
ˆ
v
X∗L[Φ]d4x
=
ˆ
v
E(X, gΞ)∗L[Φ]d4x
=
ˆ
v
L[E(X, gΞ)∗Φ]d4x
(35)
where equations (5) and (8) were used. It is a minimal prescription for introducing new fields X
and Ξ into the theory. Taking the variation of the action (35) leads to
δS =
ˆ
v
δL[E(X, gΞ)∗Φ]d4x
=
ˆ
v
(EΦ[E(X, gΞ)∗Φ]δE(X, gΞ)∗Φ+ ∂µΘµ[E(X, gΞ)∗Φ; δE(X, gΞ)∗Φ])d4x.
(36)
Because equations of motion are covariant under both diffeomorphism and U(1) gauge transfor-
mations then using equations (22) and (23) we have
EΦ[E(X, gΞ)∗Φ]δE(X, gΞ)∗Φ =
X∗{Eµν(g)(δgµν + £∆Xgµν) + Eµ(A)(δAµ + ∂µδΞ + £∆XAµ + ∂µ£∆XΞ)}
= X∗{EΦ[Φ]δΦ + ∂µ[2Eµ(g)ν∆νX +Eµ(A)(δΞ + £∆XΞ +Aα∆αX)]}
(37)
7where Bianchi identities ∇νGµν = 0 and ∇[λFµν] = 0 were used. By substituting Eq.(37) into
Eq.(36) and using Eq.(24) we find that
δS =
ˆ
v
X∗(EΦ[Φ]δΦ + ∂µ{Θµ[Φ; δΦ] + L[Φ]∆µX + ∂νΠµν [Φ,X,Ξ; δX, δΞ]})d4x
=
ˆ
V
EΦ[Φ]δΦd
4x+
ˆ
∂V
{Θµ[Φ; δΦ] + L[Φ]∆µX + ∂νΠµν [Φ,X,Ξ; δX, δΞ]}d3xµ.
(38)
By introducing new fields the bulk term does not change and therefore the original equations of
motion. In other words, new fields do not affect the dynamics of theory and they are not dynamical.
Instead, the surface term has changed so that new expression for surface term is
Θ˜µ[Ψ; δΨ] = Θµ[Φ; δΦ] + L[Φ]∆µX + ∂νΠ
µν [Ψ; δΨ], (39)
where new fields are taken into account. Here Ψ is a collection of fields so that, in addition to
the dynamical fields Φ, it contains new fields X and Ξ. Extended symplectic potential Θ˜[Ψ; δΨ] is
obtained by integrating the new surface term Θ˜µ[Ψ; δΨ] over the Cauchy surface Σ. Therefore, we
define extended symplectic potential as
Θ˜[Ψ; δΨ] =
ˆ
σ
X∗Θ˜µ[Ψ; δΨ]d3xµ
=
ˆ
Σ
Θ˜µ[Ψ; δΨ]d3xµ
=
ˆ
Σ
(Θµ[Φ; δΦ] + L[Φ]∆µX)d
3xµ +
ˆ
∂Σ
Πµν [Ψ; δΨ]d2xµν .
(40)
Equation (40) differs from the symplectic potential for the non-extended phase space (17) by both
a boundary term as well as a bulk term coming from the on-shell value of the Lagrangian.
It is worth mentioning that new fields X and Ξ transform as
X¯ = E(Y, gλ)∗X = Y∗(X), (41)
Ξ¯ = E(Y, gλ)∗Ξ = Y∗(Ξ− λ), (42)
under combined transformation E(Y, gλ), respectively. Now let us consider behaviour of the ex-
tended symplectic potential (40) under combined transformation
Θ˜[E(Y, gλ)∗Ψ; δE(Y, gλ)∗Ψ] =
ˆ
E(Y,gλ)∗X(σ)
Θ˜µ[E(Y, gλ)∗Ψ; δE(Y, gλ)∗Ψ]d3xµ
=
ˆ
X¯(σ)
{
Θµ[E(Y, gλ)∗Φ; δE(Y, gλ)∗Φ] + L[E(Y, gλ)∗Φ]∆µX¯
+ ∂νΠ
µν [E(Y, gλ)∗Ψ; δE(Y, gλ)∗Ψ]
}
d3xµ
= Θ˜[Ψ; δΨ] −
ˆ
Σ
{2Eµ(g)ν∆νY + Eµ(A)(δλ+ £∆Yλ+Aα∆αY)}d3xµ.
(43)
It is clear from the above equation that the extended symplectic potential is invariant under
combined transformations at least on-shell or for transformations which do not depend on the
solution.
8V. REVISITING COVARIANT PHASE SPACE METHOD
We have extended phase space so that Ψ represent a point on the extended phase space. δΨ at
a point of extended phase space S˜ describes an infinitesimal displacement away from a particular
solution. Let ξµ(x) and λ(x) be generators of diffeomorphism and U(1) gauge transformation. We
can introduce a combined transformation so that χ = (ξ, λ) is the generator of such transformations
[28]. χ = (ξ, λ) defines a vector field on S, which we denote χˆ, whose action on δΦ is
IχˆδΦ = £ξΦ+ δ
A
Φ∂µλ, (44)
where δΦ
′
Φ is Kronecker delta on collection of dynamical fields Φ = {gµν , Aµ}. Therefore, the action
of the S Lie derivative along χˆ can be defined via Cartan’s magic formula Lχˆ = Iχˆδ + δIχˆ.
As we mentioned earlier, new fields are introduced via replacing dynamical fields by E(X, gΞ)∗Φ in
the lagrangian. Because E(X, gΞ)∗Φ is invariant under combined transformation, i.e.
E¯(X, gΞ)∗Φ¯ = E¯(X, gΞ)∗E(Y, gλ)∗Φ
= X¯
∗
g∗Ξ−λY
∗g∗λΦ
= X¯
∗
Y∗gΞΦ
= X∗(Y−1)∗Y∗gΞΦ
= E(X, gΞ)∗Φ,
(45)
then its S Lie derivative along χˆ vanishes1. Let consider the action of S Lie derivative on E(X, gΞ)∗Φ
along χˆ
0 = LχˆE(X, gΞ)∗Φ
= Iχˆδ{X∗(Φ + δAΦ∂µΞ)}
= X∗{IχˆδΦ + δAΦ∂µIχˆδΞ + £Iχˆ∆XΦ+ δAΦ∂µ£Iχˆ∆XΞ}
= X∗{£ξΦ+ δAΦ∂µλ+ δAΦ∂µIχˆδΞ +£Iχˆ∆XΦ+ δAΦ∂µ£Iχˆ∆XΞ}
(46)
This equation will be held when we have
Iχˆ∆
µ
X = −ξµ (47)
IχˆδΞ = £ξΞ− λ. (48)
These two equations are infinitesimal versions of equations (41) and (42). We can easily con-
firm from Eqs.(46)-(48) that δE(X, gΞ)∗Φ are annihilated by infinitesimal combined transformation
generated by χˆ. Also, one can show that the extended simplectic form is annihilated on-shell by
infinitesimal combined transformation generated by χˆ
IχˆΘ˜[Ψ; δΨ] =
ˆ
Σ
(Θµ[Φ; IχˆδΦ] + L[Φ]Iχˆ∆
µ
X + ∂νΠ
µν [Ψ; IχˆδΨ])d
3xµ
= −
ˆ
Σ
{2Eµ(g)νξν + Eµ(A)(λ+Aαξα)}d3xµ
≃ 0.
(49)
1 Where equations (28) and (34) were used
9Here, the symbol ≃ emphasize that the equality holds on-shell. Taking an exterior derivative of
the extended simplectic form yields the extended symplectic form,
Ω˜[Ψ; δΨ, δΨ] = δΘ˜[Ψ; δΨ]. (50)
A fundamental result of the covariant phase space method is that generatorHχ[Φ] of an infinitesimal
gauge transformation acting on the fields is defined by the variational formula
δHχ[Φ] = IχˆΩ˜[Ψ; δΨ, δΨ], (51)
so that its Poisson bracket with the fields is given by
IχˆδF = {F,Hχ}P.B, (52)
where F is an arbitrary functional on extended phase space.
To find explicit form of the Hamiltonians Hχ[Φ] and the algebra among them, we assume that
ξµ and λ in χ are test functions so that combined transformation generated by χ is independent
of solution. Due to this assumption we have ∆Y
.
= δλ
.
= 0. Here the symbol
.
= emphasize that
equality holds when components of χ are test functions. In this case, Eq.(43) reduces to
Θ˜[E(Y, gλ)∗Ψ; δE(Y, gλ)∗Ψ] .= Θ˜[Ψ; δΨ]. (53)
Hence, the S Lie derivative of extended symplectic potential along χˆ vanishes,
LχˆΘ˜[Ψ; δΨ] = δIχˆΘ˜+ IχˆδΘ˜ .= 0. (54)
This implies that the Hamiltonian is simply given by
Hχ[Φ] = −IχˆΘ˜[Ψ; δΨ]
=
ˆ
Σ
{2Eµ(g)νξν + Eµ(A)(λ+Aαξα)}d3xµ,
(55)
where Eq.(49) was used. The Hamiltonian Hχ[Φ] is constructed out of linear combination of
equations of motion and it vanishes on-shell.
Now we return to the Eq.(50) and try to simplify it. By substituting Eq.(40) into Eq.(50), we have
Ω˜[Ψ; δΨ, δΨ] = δ
ˆ
σ
X∗Θ˜µ[Ψ; δΨ]d3xµ
=
ˆ
σ
X∗(δΘ˜µ[Ψ; δΨ] + £∆XΘ˜
µ[Ψ; δΨ])d3xµ
= Ω[Φ; δΦ, δΦ] +
ˆ
Σ
EΦδΦ∆
µ
Xd
3xµ
+
ˆ
∂Σ
{δΠµν [Ψ; δΨ] + £∆XΠµν [Ψ; δΨ] − L[Φ]∆µX∆νX − 2∆[µXΘν][Φ; δΦ]}d2xµν .
(56)
In the above equation Ω[Φ; δΦ, δΦ] is non-extended symplectic form and it is given by
Ω[Φ; δΦ, δΦ] =
ˆ
Σ
√−g
{
− hαβ∇αhµβ +
1
2
hαβ∇µhαβ + 1
2
hµα∇αh+ 1
2
h∇αhµα − 1
2
h∇µh
− 16π
(
δFµνδAν +
1
2
hFµνδAν
)}
d3xµ,
(57)
10
where hµν = δgµν and h = g
µνhµν . Because the second term in the last equality in Eq.(57) vanishes
on-shell then it is not important (in fact, extended symplectic form is conserved on-shell and the
mentioned term do not play role).
The equations (51) and (52) imply that algebra among Hamiltonians can be obtained as follows:
{Hχ1,Hχ2}P.B .= Iχˆ2Iχˆ1Ω˜
.
=
ˆ
Σ
{2Eµ(g)ν [ξ1, ξ2]ν + Eµ(A)(£ξ1λ2 −£ξ2λ1 +Aα[ξ1, ξ2]α)}d3xµ
.
= H[χ1,χ2],
(58)
where the algebra among generators of combined transformations are
[χ(ξ1, λ1), χ(ξ2, λ2)] = χ(ξ12, λ12), (59)
with
ξ12 = [ξ1, ξ2], λ12 = £ξ1λ2 −£ξ2λ1. (60)
In this way, we have shown that algebra among Hamiltonians is isomorphic to the algebra among
generators of combined symmetry transformations.
VI. SURFACE-PRESERVING SYMMETRIES
As in gauge theory, we can distinguish between two types of transformations. In section V,
we considered combined transformations which are constructed out of diffeomorphisms and U(1)
gauge transformations. They simply relabel the points of spacetime manifold and internal space
of U(1) gauge field, and hence are pure gauge. Therefore, these combined transformations are null
directions in the symplectic form. However, there is a different class of combined transformations.
We can consider them so that they transform the reference frame (Xµ,Ξ). These transformations
have nontrivial generators and we will refer to them as surface symmetries [19].
To begin, let’s consider diffeomorphism part of a combined transformation. As we saw earlier X
is a map from an open set U ⊂ R4 into M, i.e. X : U → M. A transformation of the reference
system can be considered as Z : U → U . Its action can be defined as [19]
gµν → gµν , Aµ → Aµ, X→ X ◦ Z, (61)
so that it changes the labelling of the points, but keeps the dynamical fields unchanged. By
expanding Z as Z = I + w + O(w2), where w is a vector field on U , we can find the infinitesimal
version of this transformation. In order to take U(1) gauge part into account we can consider
combined transformation ̟ = (w, τ), where τ is a scalar function on U . Analogous to χ, ̟ defines
a vector ˆ̟ on S. Because E(X,Ξ)∗gµν = X∗gµν then the pullback field X∗gµν transforms as
X∗gµν → Z∗X∗gµν . (62)
Therefore, the action of ˆ̟ on E(X,Ξ)∗gµν is given by the S Lie derivative,
L ˆ̟ E(X,Ξ)∗gµν = I ˆ̟ δX∗gµν
= I ˆ̟X
∗(δgµν + £∆Xgµν)
= X∗(I ˆ̟ δgµν + £I ˆ̟ ∆Xgµν),
(63)
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while its action on gµν is trivial,
L ˆ̟ gµν = 0 ⇐⇒ I ˆ̟ δgµν = 0. (64)
Hence, we have
L ˆ̟ E(X,Ξ)∗gµν = X∗£W gµν , (65)
where
W µ = I ˆ̟∆
µ
X, (66)
is the pushforward of the vector field w to a vector field on M. Similar to Eq.(65), we can define
the action of ˆ̟ on E(X,Ξ)∗Aµ as
L ˆ̟ E(X,Ξ)∗Aµ = X∗(£WAµ + ∂µη), (67)
where η is a scalar field on M. Because the action of ˆ̟ on Aµ is trivial,
L ˆ̟Aµ = 0 ⇐⇒ I ˆ̟ δAµ = 0, (68)
then
L ˆ̟ E(X,Ξ)∗Aµ = I ˆ̟ δX∗{Aµ + ∂µΞ}
= I ˆ̟X
∗{δAµ + ∂µδΞ + £∆XAµ + ∂µ£∆XΞ}
= X∗{£WAµ + ∂µ(I ˆ̟ δΞ + £WΞ)}.
(69)
By comparing Eq.(67) and Eq.(69), we find that
I ˆ̟ δΞ = −£WΞ + η. (70)
This equation relates η and τ and we can regard I ˆ̟ δΞ as pushforward of the scalar field τ to a
scalar field on M.
Suppose that ̟ is independent of the solution, so that δ̟ = 0, then
0 = (δw, δτ)
= (δX∗I ˆ̟∆X, δX
∗I ˆ̟ δΞ)
= X∗(δW + £∆XW,−δ£WΞ+ δη + £∆X{−£WΞ + η}).
(71)
From the above equation we can deduce that nontrivial variations of W and η are
δW = [W,∆X], (72)
δη = δ£WΞ + £∆X£WΞ−£∆Xη, (73)
respectively.
The combined transformation generated by ̟ is a symmetry of the phase space and then it gen-
erates a Hamiltonian flow H̟ via
δH̟[Φ] = I ˆ̟ Ω˜[Ψ; δΨ, δΨ]
= −
ˆ
∂Σ
{
δQµν(W,η) + £∆XQ
µν(W,η) + 2W [µ
(
Θν][Φ, δΦ] + IκˆΘ
ν][Φ, δΦ]
)
+ 4W [µE
ν]
(g)α∆
α
X + 2W
[µE
ν]
(A) (δΞ +Aα∆
α
X + £∆XΞ)
}
d2xµν
−
ˆ
Σ
EΦδΦW
µd3xµ,
(74)
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where κ = (∆X, δΞ +£∆XΞ) and
Qµν(W,η) = −2√−g{∇[µW ν] + 8πFµν(η +AαWα)} (75)
is the Noether charge in Einstein-Maxwell theory. The surface symmetry algebra is generated
through the Poisson bracket of the Hamiltonians H̟ for all possible surface-preserving symmetry
generators ̟. One can show that the Poisson bracket is given by
{H̟1,H̟2}P.B = I ˆ̟ 2I ˆ̟ 1Ω˜[Ψ; δΨ, δΨ]
= −
ˆ
∂Σ
(
Qµν ([W1,W2],£W1η2 −£W2η1)− 2L[Φ]W [µ1 W ν]2 − 2W [µ2 I ˆ̟ 1IκˆΘν][Φ, δΦ]
+ 2W
[µ
1 I ˆ̟ 2IκˆΘ
ν][Φ, δΦ] + 4W
[µ
1 E
ν]
(g)αW
α
2 − 4W [µ2 Eν](g)αWα1
+ 2W1[µE
ν]
(A) (η2 +AαW
α
2 )− 2W2[µEν](A) (η1 +AαWα1 )
)
d2xµν .
(76)
Now we introduce a local coordinate system xµ = (xi, σA) where xi(i = 0, 1) denote coordinates
normal to the surface ∂Σ and σA(A = 2, 3) denote coordinates tangential to the surface ∂Σ. In
this way, we can make a 2 + 2 decomposition of the metric in a neighbourhood of ∂Σ,
ds2 = γijdx
idxj + qAB(dσ
A − UAi dxi)(dσB − UBj dxj), (77)
where qAB is induced metric on ∂Σ, γij is a generalized lapse which defines the normal geometry
and UAi is a generalized shift. Let n(i) = n(i)i dxi be normals to the level sets of constant xi. Let
n
(i)
i be entries of a 2× 2 matrix, say n. Hence the generalized lapse can be written as
γij = n
(i)
i η(i)(j)n
(j)
j , (78)
where η(i)(j) = diag(−1,+1) is a flat 2D normal metric. By demanding that the equation n(i)·n(j) =
δ
(i)
(j) to be held and inner product of n
(i) in (dσA − UAi dxi) vanishes, one can express the normal
vector fields as
n(i) = (n
−1)i(i)(∂i + UAi ∂A). (79)
We can decompose W into its normal part W⊥ = W
i
⊥∂i and tangential part W‖ = W
A
‖ ∂A so
that W = W⊥ +W‖. Here we want to focus on the surface-preserving transformations. For such
transformations we have W⊥ = 0 on ∂Σ. Despite the fact that for this class of transformations the
normal part of W vanishes on ∂Σ but its partial derivatives does not, i.e we could have ∂jW
i
⊥ 6= 0
on ∂Σ. By these assumptions, the equation (74) will be reduced to
δH̟[Φ] = −
ˆ
∂Σ
{
δQµν(W,η) + £∆XQ
µν(W,η)
}
d2xµν
= −
ˆ
∂σ
X∗
{
δQµν(W,η) + £∆XQ
µν(W,η)
}
d2xµν
= −δ
ˆ
∂σ
X∗Qµν(W,η)d2xµν .
(80)
Therefore, we can extract the Hamiltonian flow associated with surface-preserving transformations,
H̟[Φ]=ˆ −
ˆ
∂Σ
Qµν(W,η)d2xµν . (81)
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Here the symbol =ˆ indicates that the equality holds for surface-preserving transformations. In
a similar way, from Eq.(76), one can deduce that the algebra among Hamiltonians conjugate to
surface-preserving transformations is given by
{H̟1,H̟2}P.B=ˆH̟12, (82)
where
H̟12 = −
ˆ
∂Σ
Qµν(W12, η12)d
2xµν , (83)
with
W12 = [W1,W2], η12 = £W1η2 −£W2η1. (84)
Bi-normal to ∂Σ can be expressed as ǫµν = ε
(i)(j)n(i)µn(j)ν so that it is normalized to −2, where
ε(i)(j) is the antisymmetric Levi-Civita symbol with ε(0)(1) = 1. In this way, the Hamiltonian (81)
can be written as
H̟[Φ]=ˆ−
ˆ
∂Σ
Qµν(W,η)ǫµνd
2σ
=ˆ2
ˆ
∂Σ
d2σ
√
q{ε(i)(j)∇n(i)(W · n(j))− [n(0), n(1)]αWα −
Fˆ√
q
(η +AαW
α)},
(85)
where q = det(qAB) and Fˆ = −16π√qnµ(0)nν(1)Fµν is proportional to the normal component of
electric field. The first two terms in integrand are the contribution of the pure gravity part in
Lagrangian and the explicit form of them have been calculated in [19]. The last term in integrand
is the new one and comes from the Maxwell term in Lagrangian. We can rewrite Eq.(85) as follows:
H̟[Φ]=ˆ− 2
ˆ
∂Σ
d2σ{Hˆ ji ∂jW i⊥ + GˆAWA‖ + Fˆη}, (86)
where
Hˆ
j
i =
√
q
det(n)
γikε
kj , (87)
GˆA =
√
q
det(n)
qABε
ij(∂iUBj + UCi ∂CUBj ) + FˆAA. (88)
It is easy to check that Hˆ
j
i is traceless and det(Hˆ) = −det(q). The algebra among Hˆ
j
i , GˆA and
Fˆ can be extracted from Eq.(82):
−2{Hˆ ji (σ), Hˆ
l
k (σ
′)}P.B = (δliHˆ
j
k − δjkHˆ
l
i )δ
2(σ − σ′), (89)
−2{GˆA(σ), GˆB(σ′)}P.B = GˆA(σ′)∂Bδ2(σ − σ′)− GˆB(σ)∂′Aδ2(σ − σ′), (90)
−2{Hˆ ji (σ), GˆA(σ′)}P.B = Hˆ
j
i (σ
′)∂Aδ
2(σ − σ′), (91)
−2{Fˆ(σ), GˆA(σ′)}P.B = Fˆ(σ′)∂Aδ2(σ − σ′), (92)
−2{Hˆ ji (σ), Fˆ(σ′)}P.B = 0, (93)
−2{Fˆ(σ), Fˆ(σ′)}P.B = 0. (94)
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The components of Gˆ act as generators of tangential diffeomorphisms and Hˆ
j
i and Fˆ transform
as scalars under diffeomorphism, while Hˆ
j
i itself generates a local sl(2,R) algebra. Also, Fˆ itself
generates a local u(1) algebra. Therefore, the group of surface-preserving symmetries is semi-direct
sum of 2-dimensional diffeomorphism group on ∂Σ with SL(2,R) and U(1).
Because Hˆ
j
i is traceless, and hence Hˆ
1
1 = −Hˆ
0
0 , we can introduce local sl(2,R) generators:
Kˆ± = 2(Hˆ
1
0 ± Hˆ
0
1 ), Kˆ0 = −4Hˆ
0
0 , (95)
so that they satisfy the sl(2,R) commutation relations
{Kˆ+, Kˆ−}P.B = 2Kˆ0, {Kˆ±, Kˆ0}P.B = 2Kˆ∓. (96)
Hence, similar to the pure gravity case [19], the Casimir of SL(2,R) is the area element. Here,
generators of tangential diffeomorphisms GˆA differ from the one in the pure gravity (See Ref.[19])
by an additional term FˆAA which comes from the Maxwell term in the action.
VII. CONCLUSION
Dynamical fields in the Einstein-Maxwell theory are spacetime metric gµν and the U(1) gauge
field Aµ. This theory is not only covariant under diffeomorphisms but also is covariant under
U(1) gauge transformations. There are some evidence that these two transformations should be
combined [26, 28–31]. For this purpose, we have introduced a combined map as E(Y, gλ) so that
it induces a transformation E(Y, gλ)∗Φ = Y∗g∗λΦ on dynamical fields. We have considered covari-
ant phase space method of obtaining conserved charges in classical field theories, where conserved
charges can be extracted from symplectic form which is the exterior derivative of symplectic po-
tential on phase space. We inferred that symplectic potential is not invariant under combined
transformation, i.e. under both diffeomorphism and U(1) gauge transformation. In order to deal
with this problem, we followed Donnelly and Freidel proposal and introduced new fields X and Ξ
via replacing Φ→ E(X, gΞ)∗Φ. In this way, the phase space and consequently symplecic potential
have been extended. Introduced fields under the action of combined transformation behave so that
the extended symplectic potential is invariant under combined transformations at least on-shell
or for transformations which do not depend on the solutions (see equations (41), (42) and (43)).
The introduction of combined transformation caused that a vector on phase space to be extended
so that it contains a U(1) part as well as the part induced by diffeomorphism (see section V).
Consequently, we showed that Hamiltonian Hχ[Φ] conjugate to generators χ = (ξ, λ) of combined
symmetry transformations is given by (55). The Hamiltonian Hχ[Φ] is constructed out of linear
combination of equations of motion and it vanishes on-shell. In fact, the equation (55) implies that
there exist five constraints in the Einstein-Maxwell theory (four of them come from diffeomorphism
covariance and the other comes from covariance under U(1) gauge transformation). The algebra
among Hamiltonians has been calculated (see Eq.(58)). It was shown that the obtained algebra is
closed and is isomorphic to the algebra among generators of combined symmetry transformations.
As in gauge theory, we can distinguish between two types of transformations. In section V, we con-
sidered combined transformations which are constructed out of diffeomorphisms and U(1) gauge
transformations. They simply relabel the points of spacetime manifold and internal space of U(1)
gauge field, and hence are pure gauge. Therefore, these combined transformations are null di-
rections in the symplectic form. However, there is a different class of combined transformations
and we have investigated them in section VI. In fact, they transform the reference frame (Xµ,Ξ)
and hence their action on dynamical fields Φ are trivial (see Eq.(64) and Eq.(68)) while they act
on introduced fields non-trivially (see Eq.(66) and Eq.(70)). Then we applied covariant space
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method to find Hamiltonians generating surface-preserving symmetries on a spacelike codimen-
sion two surface ∂Σ. These Hamiltonians have been obtained as in Eq.(86). The algebra among
Hamiltonians generating surface-preserving symmetries, Eq.(82), implies the algebra given by the
equations (89)-(94). The algebra (89)-(94), implies that the components of Gˆ act as generators of
tangential diffeomorphisms and Hˆ
j
i and Fˆ transform as scalars under diffeomorphism, while Hˆ
j
i
itself generates a local sl(2,R) algebra. Also, Fˆ itself generates a local u(1) algebra. Therefore, the
group of surface-preserving symmetries is semi-direct sum of 2-dimensional diffeomorphism group
on ∂Σ with SL(2,R) and U(1). Here, similar to the pure gravity case [19], the Casimir of SL(2,R)
is the area element.
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Appendix A: Pullback and its Variation
Following Ref.[19], we want to introduce a variational formula for pullback of a generic tensor
density T . To find this formula we first establish it on a scalar, a contravariant vector, a covariant
vector and then on a scalar density of weight +1, respectively. One can then extend the formula
to a generic tensor density by the product rule.
Let Y :M→M be a diffeomorphism of spacetime and Y∗T denote the pullback under diffeomor-
phism. The action of pullback Y∗ on a scalar field f :M→ R is given by
Y∗f(x) = f(Y). (A1)
By taking variation from Eq.(A1), we have
δY∗f(x) = (δf)(Y) + δYα
′
∂α′f(Y)
= Y∗(δf +∆αY∂αf)
= Y∗(δf + £∆Yf)
(A2)
where ∆Y = δY ◦ Y−1 was used. Here we introduce {α′, ...} indices on Yα′ to distinguish them
from {α, ...} indices on xα. The pullback map can be applied to contravariant vectors by defining
Y∗ = (Y−1)∗ on contravariant vectors then for a contravariant vector v
α(x) we have
Y∗vα(x) =
∂xα
∂Yα
′ v
α′(Y). (A3)
Therefore, the variation of Y∗vα(x) can be written as
δY∗vα(x) = δ
(
∂xα
∂Yα
′
)
vα
′
(Y) +
∂xα
∂Yα
′
[
(δvα
′
)(Y) + δYβ
′
∂β′v
α′(Y)
]
=
∂xα
∂Yα
′
[
(δvα
′
)(Y) + δYβ
′
∂β′v
α′(Y)− vβ′(Y)∂β′δYα′
]
= Y∗(δvα + £∆Yv
α).
(A4)
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Also, for a covariant vector wα we have:
δY∗wα(x) = δ
(
∂Yα
′
∂xα
wα′(Y)
)
= δ
(
∂Yα
′
∂xα
)
wα′(Y) +
∂Yα
′
∂xα
[
(δwα′)(Y) + δY
β′∂β′wα′(Y)
]
=
∂Yα
′
∂xα
wα′(Y)
[
(δwα′)(Y) + δY
β′∂β′wα′(Y) + wβ′(Y)∂α′δY
β′
]
= Y∗(δwα + £∆Ywα).
(A5)
Square root of metric determinant
√−g is a scalar density of weight +1 and the action of pullback
on
√−g(x) is given by
Y∗
√
−g(x) =
∣∣∣∣∂Y∂x
∣∣∣∣
√
−g(Y), (A6)
where
∣∣∣∂Y∂x
∣∣∣ = det(∂Yα′∂xα
)
, then
δY∗
√−g = δ
∣∣∣∣∂Y∂x
∣∣∣∣
√
−g(Y) +
∣∣∣∣∂Y∂x
∣∣∣∣
(
δ
√−g(Y) + δYα′∂α′
√
−g(Y)
)
=
∣∣∣∣∂Y∂x
∣∣∣∣
(
δ
√−g(Y) + δYα′∂α′
√
−g(Y) +
√
−g(Y)∂α′δYα′
)
= Y∗(δ
√−g + £∆Y
√−g).
(A7)
Considering equations (A2), (A4), (A5) and (A7), by virtue of the product rule, we can state that
for a generic tensor density T we have
δY∗T = Y∗(δT + £∆YT ). (A8)
Appendix B: Derivation of some useful equations
First equation. Given χ1 = (ξ1, λ1) and χ2 = (ξ2, λ2). From Eq.(46), we have Iχˆ1∆
µ
X = −ξµ1
and Iχˆ2∆
µ
X = −ξµ2 . Consider
Iχˆ1Iχˆ2[∆X,∆X]
µ = Iχˆ1([Iχˆ2∆X,∆X]
µ − [∆X, Iχˆ2∆X]µ)
= 2Iχˆ1 [∆X, ξ2]
µ
= −2[ξ1, ξ2]µ
= −2(ξν1∇νξµ2 − ξν2∇νξµ1 )
= −2(Iχˆ1∆νX∇νIχˆ2∆µX − Iχˆ2∆νX∇νIχˆ1∆µX)
= 2Iχˆ1Iχˆ2∆
ν
X∇ν∆µX,
then we arrive at
1
2
[∆X,∆X]
µ = ∆νX∇ν∆µX. (B1)
Second equation. Using the following equation
−1
2
Iχˆ1Iχˆ2[∆X,∆X]
µ = [ξ1, ξ2]
µ,
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we can write
−1
2
Iχˆ1Iχˆ2£[∆X,∆X] = £ξ1£ξ2 −£ξ2£ξ1
= £Iχˆ1∆X£Iχˆ2∆X −£Iχˆ2∆X£Iχˆ1∆X
= −Iχˆ1Iχˆ2£∆X£∆X ,
then
£∆X£∆X = £ 1
2
[∆X,∆X]
. (B2)
Third equation.
Iχˆ1Iχˆ2£∆X∆
µ
X = £Iχˆ2∆XIχˆ1∆
µ
X −£Iχˆ1∆XIχˆ2∆
µ
X
= 2[ξ2, ξ1]
µ
= Iχˆ1Iχˆ2[∆X,∆X]
µ,
then
£∆X∆X = [∆X,∆X]. (B3)
Forth equation. Using nilpotency δ2 = 0, we have
0 = δδE(X, gΞ)∗Φ
= δδX∗(Φ + δAΦ∂µΞ)
= δX∗(δΦ + δAΦ∂µδΞ +£∆XΦ+ δ
A
Φ∂µ£∆XΞ)
= X∗(δ£∆XΦ+ δ
A
Φ∂µδ£∆YΞ + £∆XδΦ+ δ
A
Φ∂µ£∆XδΞ + £∆X£∆XΦ+ δ
A
Φ∂µ£∆X£∆XΞ)
= X∗{£δ∆X(Φ + δAΦ∂µΞ) + £ 1
2
[∆X,∆X]
(Φ + δAΦ∂µΞ)},
then
δ∆X = −1
2
[∆X,∆X]. (B4)
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