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It is our purpose to answer a question raised in [l] for the special differential 
equation 
Y”I + P(X) y’ + Q(X) y = 0. (1) 
A solution of (1) will be said to be oscillatory if it changes signs for arbi- 
trarily large values of x. Other solutions will be said to be nonoscillatory. 
If p(x) < 0 and Q(X) < 0 are constants, then it is easy to show that if (1) 
has an oscillatory solution; then there are two linearly independent oscillatory 
solutions of (1) whose zeros separate and such that any oscillatory solution 
of (1) is a linear combination of them. Assuming that p(x), p’(x) and q(x) 
are continuous on [0, + co) the following will be established. 
THEOREM 1. If P(X) < 0, Q(X) < 0 and (1) has an oscillatory solution; 
then there exist two linearly independent oscillatory solutions of (1) whose zeros 
separate and such that a solution of (1) is oscillatory if and only if it is a nontrivial 
linear combination of them. 
Before proving the theorem we will need some information concerning non- 
trivial nonoscillatory solutions of the adjoint 
of (1). 
f’ + P(X) Y’ + (P’(x) - 4(x)) Y = 0 (2) 
The following definition is due to Hanan (2). 
DEFINITION. Equation (1) is Ci if any solution for which y(a) = y’(a) = 0, 
y”(a) > 0 is positive on [0, a). It is said to be C,, if any solution for which 
y(a) = y’(a) = 0, y”(a) > 0 is positive on (a, +oo). 
It has been shown by Hanan [2] that (1) is C,, if and only if (2) is C, . 
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THEOREM 2. If p(x) < 0 and p(x) < 0 then there is a solution N of (2) 
such that N(x) > 0, N’(x) < 0, and N”(x) + p(x) N(x) > 0 for x E [0, + co). 
Proof. Let u(x), V(X), and W(X) be a basis for the solution space of (2). Let 
Z,(x) = C,,,u(x) + G,2W + G,2w(x) where 
c:,, + c:,, + c,, = 1, Z,(n) = Z;(n) = 0, and Z;(n) > 0. 
Suppose, without loss of generality, that lim C,,, = C, for i = 1,2,3. Let 
N(x) = C&c) + C,er(x) + C,w(x). 
Lazer [6] has shown that (1) is C,, when p(x) < 0 and q(x) < 0. Thus (2) 
is C, . Thus Z,(X) > 0 for x E [0, n). Now 
[-z(x) + P(X) -&(~)I’ = w -Gw < 0 for x E [0, n). 
Thus 
Z;(X) + p(x) Z,(x) > Z(n) + P(n) -G(n) = Z(n) > 0 for x E [0, n). 
Sincep(x) < 0, we have Z:(x) > 0 for x E [O, n) which implies that .&l(x) < 0 
for x E [0, n). 
Since the sequences (Z,}, {Z,‘}, and (2: + &Z,J converge uniformly to 
N, N’, and N” + pN on any finite subinterval of [0, + oo), it follows that 
N(x) > 0, N’(x) < 0, and N”(x) + p(x) N(x) > 0 for x E [0, +co). If there 
is a point x1 such that N(x,) = 0 then N(x) = 0 for x E [x1 , +co) since 
N’(x) < 0 for all 3~. But since Crs + C,s + Ca2 = 1, N is a nontrivial solution 
of (2), and thus we have a contradiction. In the same way it follows that 
N’(x) < 0 and N”(x) + p(x) N(x) > 0 for x E [0, +w). 
Using proofs similar to the ones in [5] the following properties of the solu- 
tion N of (2) given in Theorem 2 can be established. 
LEMMA 1. Lim,,, N’(x) = 0. 
Proof. Since N”(x) > N”(x) + P(X) N(x) > 0, N’ is monotone increasing. 
Thus Em,,, N’(x) exists. If it equals c < 0, then 
N(x) - N(0) = j-O% N’ < Jo2 c = cx 
which contradicts the fact that N(x) > 0. 
LEMMA 2. Lim,,, &V’(x) = 0. 
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Proof. We have 0 < s: - N’ < co. Thus for E > 0 there is an II1 such 
that if x > &I then Jt, - N’ < E. But 
E > 1’ - N’ > --N’(x) jz dt = -N’(x) [x - M]. 
-M M 
The result now follows using Lemma 1. 
LEMMA 3. s; xN” < a. 
Proof. Integration by parts gives Ji xN” = A”(x) - 6 N’. Thus the 
conclusion follows. 
LEMMA 4. Lim,,, x2[N”(x) + p(x) N(x)] = 0. 
Proof. Since 0 < x(N” + pN) < xN”, it follows by Lemma 3 that 
J-y x(N” + pN) < co. Thus for E > 0 there is an M such that if x > M then 
6 > J.:, x(N” + PN). S ince (N” + pN)’ = qN < 0, it follows that 
E > s:, x(N” + pN) > [N”(x) + p(x) N(x)] s,: x 
= [N”(x) + p(x) N(x)] [$ - F] . 
Since N” + pN is integrable and decreasing lim,,, N” + pN = 0. Thus 
the conclusion follows 
THEOREM 3. If (1) has an oscillatory solution then lim,,, N(x) = 0. 
Proof. Since N’ < 0, N is monotone decreasing. Thus lim,,, N(x) 
exists. If the limit is not zero then as in [S] it can be shown using Lemma 4 
that 
(r'/N)' + (W” + PWWY = 0 (3) 
is nonoscillatory, which is a contradiction to the fact that (1) and thus (3) 
has an oscillatory solutton. 
THEOREM 4. If N is as in Theorem 2 and y is any solution of (3) then 
G[y(x)] = Nyf2 + (N” + pN)y2 (4) 
is a decreasing function of x. 
Proof. G’[y(x)] = ~N’Y’~ + qNys < 0. Thus the conclusion follows. 
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Proof of Theorem 1. By [7] there is a solution u of (1) such that U(X) > 0, 
U’(X) > 0, u”(x) > 0 for x > 0. Let yi and ya be independent solutions of (3) 
(and consequently independent solutions of (1)) such that yr’ya - ylya’ = N. 
Now yi , ya , u is a basis for the solution space of (1). Thus 
u Y2 Yl I I d y2' yl' = c d y; y; 
where c is a nonzero constant. Expanding we obtain 
Nd-N’u’+(N”+pN)u=c. (5) 
Since each factor is positive, let us assume c = 1. If there is a solution of (1) 
that is oscillatory that is not a solution of (3) then u - y must be oscillatory 
for some y a solution of (3). Thus we have 
N(u - y)” - N’(u - y)’ + (N” + PN) (u - y) = 1. (6) 
By Theorem 4 (N” + pN)y2 is bounded and from Lemma 4 N” + pN + 0. 
Thus (N” + pN) y -+ 0 as x + co. Also since each term in (5) is positive, 
it follows that 0 < (N” + pN) I( < 1. Multiplying (6) by (u - y)’ we have 
N(u -y)” (u - y)’ - N’(u - Y)‘~ + (N” + pN) (u - y) (u - y)’ = (u - y)‘. 
(7) 
Now choose x0 such that it is a maximum point of u - y for which 
u(xJ - y(xJ > 0 and such that I[N”(x,,) + p(xa) N(x,)] y(xa)l < ). Integrat- 
ing (7) from x0 to x we have 
W ; YJr2 ] tx) _ [ N(” ; y)” ] txo) _ 3 j-=1 N’ (’ ;Y)‘2 
+ [(iv” + PN) (q](x) 
- (N” +pN)(q] (x0) - s”qNq 
% 
Thus 
= (u - Y) (4 - (u - Y> (x0)* 
(u - y) (xc,) 11 - [CN” + PN> @ ; ‘) ] Cd 1 -C (u - Y) (4 
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Thus 
Q(u - Y) c%) < (u - Y> (4 
for all x > 3~s . Consequently u - y is not oscillatory and the conclusion 
follows. 
As a consequence of the above remarks, we make the following observation. 
THEOREM 5. If p(x) < 0 and q(x) < 0 the following two conditions are 
equivalent: 
A. There exists an oscillatory solution of (1). 
B. If N is a nontrivial nonoscillatory solution of (2), 
N(x) N’(x) N”(x) # 0, 
sgn N(x) = sgn N”(x) # sgn N’(x) for all x E [0, + a). 
Proof. It is clear that B implies A. Suppose (1) has an oscillatory solution. 
Then by Theorem 1 and [6] it follows that (2) cannot have two independent 
nonoscillatory solutions. Thus by Theorem 2 the result follows. 
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