This paper discusses the use of a brain computer interface (BCI) to obtain emotional feedback from a human in response to the motion of humanoid robots in collaborative environments. The purpose of this study is to detect the human satisfaction level and use it as a feedback for correcting and improving the behavior of the robot to maximize human satisfaction. This paper describes experiments and algorithms that use human brains activity collected through BCI in order to estimate the level of satisfaction. Users wear an electroencephalogram (EEG) headset and control the movement of the robot by mental imagination. The robots responds to the mental imagination may not be the same as human mental command and this will affect the emotional satisfaction level. The headset records brain activity from 14 locations on the scalp. Power spectral density of each EEG frequency band and four largest Lyapunov exponents of each EEG signal form the feature vector. The Mann-Whitney-Wilcoxon test is then used to rank all the features. The highest rank features are then selected to train a linear discriminant classifier (LDC) to determine the satisfaction level. Our experimental results show an accuracy of 79.2% in detecting the human satisfaction level.
Introduction
Research in humanoid robotics, especially into developing robots with social behavior, has gained a lot of attentions in the last few decades. This research aims to develop robots that can function as a co-worker in social places such as schools and hospitals. [1] [2] [3] [4] [5] In addition to having anthropomorphic shape, such robots must act well socially to be accepted by humans and to cooperate effectively. One aspect of acting socially is the ability of the robot to recognize a humans emotional state and to respond properly.
Verbal and non verbal cues have been widely used to detect human emotion. Vocal tract formation, 6, 7 the change in the tone of speech and behavioral speech production process (e.g duration, pause) are some of the features that have been used to detect the humans emotion from auditory signals. 8, 9 Facial expressions can also be used to detect emotional state. Position or displacement of specific points and regions of the face are used to find a correlation between emotion and facial expression. 10, 11 It should be noted that using facial expression is limited to face-to-face interaction and may not always be detectable. Most recent works interpret anxiety from physiological signals such as heart rate, peripheral temperature, and skin conductivity for emotion detection.
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However, the main challenge in emotion detection arises from the fact that emotion is an internal state that may not be reflected through behavior. Therefore, facial expression and speech do not always coincide with internal mood. This brings the idea of using electroencephalographic (EEG) signals for detecting the humans emotion. Frontal lobe activity which is characterized in terms of decreased power in certain frequency bands has been consistently found to be associated with emotional states. 15 The best known correlates of emotionality found with EEG involve prefrontal asymmetry-that is, a positive affect is associated with greater activity in the left prefrontal region than in the right side, and negative affect with the reverse.
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Brain activity signals have been also used to detect the level of emotion during seeing emotionally-charged scenes. [17] [18] [19] Zhang and Lee used a combination of functional magnetic resonance imaging (fMRI) and EEG signals to analyze and classify the emotional states stimulated by a natural scene. 17 Schaaff and Schults used single EEG signals recording to classify the humans emotion induced by emotional pictures into three categories of pleasant, natural and unpleasant and reported and average recognition rate of 47%. 18 Frantzidis et al. 19 used multichannel EEG evoked by pleasant and unpleasant stimulus to classify humans emotion. Using Mahalanobis (MHV) distance-based classifier and support vector machines (SVMs), they could achieve overall classification rates of 79.5% and 81.3% in the discrimination of pleasant and unpleasant emotions. However less attention have been made to the change of emotional state stimulated by robots behavior. In this paper, we focus on endowing a robot with the ability to recognize human satisfaction. We investigate the feasibility of EEG based brain computer interfaces for detecting the positive, negative or neutral states of mind of the human in response to the robots behavior. Section 2 reviews the characteristics of EEG based brain-computer interfaces and describes the overall procedure of using brain activity for satisfaction detection. Section 3 discusses the experimental study that we conducted to develop the algorithms. Section 4 describes the application of power spectral density, largest Lyapunov exponent and Mann-Whitney-Wilcoxon test to obtain candidate features and Section 5 uses these features to devise classifiers to distinguish between the emotions. Finally section 6 presents and discusses the results of the classification.
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EEG Characteristics
Mental tasks and emotional states activate certain parts of the brain. This activation is a product of millions of neuronal firings within those regions of the brain. The goal of an EEG based brain computer interfaces is to detect patterns in brain activities and relate them to mental task (in this case, emotional states). This procedure is composed of the steps shown in Figure. 1. The recorded brain signal includes several artifacts such as muscle movement, eye movement, etc. The preprocessing block rejects the artifacts from the electrical signal after it has been amplified. The feature generation and selection blocks transform the preprocessed signals into a feature vector. The generated feature vector is a set of characteristics of EEG signals that discriminate between the various emotional states. The classification block uses the feature vector to classify an unknown event based on a set of observed events (training data).
Data Acquisition
The simulation environment consists of a maze through which the human user tries to make the robot navigate. The robots navigation is a combination of three movements: moving forward, turning left and turning right. The experiment involves a human participant who monitors the robots navigation in the maze and tries to correct robots movements. Participants were asked to sit in a self-selected comfortable posture, 40 cm away from a computer screen. They were then asked to mentally control the navigation of the robot through the maze in the simulation environment. The robot navigates in the maze through a sequence of movements. Each movement consists of two parts. During the first part (mental command), the direction that the robot should go is shown to the participant visually on the computer screen. The participant is asked to mentally control the robots motion on the screen in that given direction. For example, an image of a right arrow appears on the screen to indicate that the user is to imagine the robot turning to the right. Mental command lasts for about 2 seconds and the robot does not move during this time. During mental command, the participant will be in a neutral state of emotional arousal. The second part of the movement is the response of the robot to the mental command. In reality, the participant does not have control over the robots motion. The sequence of turns has been predetermined and occurs regardless of the users control input. Thus, sometimes the robot turns in the direction desired by the user and sometimes it turns in the opposite direction. Correspondingly, the participant will experience satisfaction in the former cases and dissatisfaction in the latter cases. EEG data is recorded continuously during each part of the movement. EEG data during mental command is labeled as Neutral. If the direction of mental command and robots respond are the same, we label the EEG data recorded during the robot response as Satisfied otherwise it would be labeled as Unsatisfied. We conducted this experiment with four male subjects (aged between 21 and 35) in two different sessions. Each session requires 74 movements (148 data point) for the robot to complete the maze. It thus gives a total number of 1184 data points. 80% of these are used for training the classifiers and the remainder is used for testing. Before extracting the features, the first and the last 10% of the recorded trial for each movement are chopped to eliminate the transitional effects. EEG potentials were recorded with the Emotiv neuroheadset, 20 using the following electrodes located at standard positions of the 10-20 International System: AF3, AF4, F7, F3, F4, F8, FC5, FC6, T7, T8, P7, P8, O1, and O2 (see Figure. 2). The signals were recorded at a sampling rate of 2048 Hz through a C-R high-pass hardware filter (0.16Hz cutoff), pre-amplified and low-pass filtered at 83Hz cutoff and preprocessed using two notch filters at 50 Hz and 60 Hz to remove the main artifacts. The signal is down-sampled further to 128 Hz. Figure.3 shows the signal at channel F3 ( Figure. 2) for two movements. Each movement has two data segments. In the first movement, the direction of robots movement is the same as mental task and therefore the data segment associated with 1st robot response is labeled as Satisfied. However in this second movement, the two directions are not the same and data segment is labeled as Unsatisfied. All data segments associated with mental command are labeled as neutral class. 
Feature Extraction
To analyze the EEG signals, five frequency bands are usually considered: delta (0-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz) and gamma (30-100 Hz). It has been shown that the power of these sub-bands carry useful information about the emotional states. 21, 22 Davidson et al. 21 have shown that disgust caused less alpha power in the right frontal region than happiness while, happiness caused less alpha power in the left frontal region. Moreover, Kostyunina and Kulikov 22 found that that the peak in the alpha frequencies increases when the participant experiences joy or anger, and decreases when the participant feels fear or sorrow. Both spatial and temporal features of EEG sub-bands have been used in BCI applications. Some of these features are: amplitude value of EEG signals, 21 
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It has been shown that EEG signals exhibits complex behavior with nonlinear dynamic properties. 29, 30 This behavior takes the form of EEG patterns with different complexities. Considering this, the nonlinear dynamics theory may be a better approach than traditional linear methods in characterizing the intrinsic nature of EEG. Some researchers have used nonlinear based features of EEG signals such as largest Lyapunov exponent and fractal dimension.
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In this paper, we use a combination of power spectral density (PSD) of different EEG sub-bands and the largest Lyapunov exponent (LLE) of EEG signals at each electrode location as our set of features.
Power Spectral Density
To estimate the power spectrum of EEG signals, we implemented the Welch periodogram algorithm 33 -one of the most commonly used techniques to compute the power spectrum. EEG signals for each mental task were divided into segments of one second, with a Hanning window of the same length applied to each segment, and 50% overlapping between the segments. This provides us with a frequency resolution of 1 Hz. Five frequency band powers from delta, theta, alpha, beta and gamma band were extracted. For each data point normalized power spectral density of subband 'b' at electrode location 'l' (P SD bl ) is calculated as Eq. (1).
This produce 5 features at each electrode location which makes a total number of 70 features for each data point.
Lyapunov Largest Exponent
The Lyapunov Exponent (λ) measures the sensitivity of a dynamical system to initial conditions. For a dynamical system in a m-dimensional phase space, there exist 'm' Lyapunov exponents (spectrum of Lyapunov exponents). Each Lyapunov exponent (λ i ) defines the exponential average rate of divergence of two neighboring trajectories in one direction of the state space. A positive Lyapunov exponent corresponds to divergence of trajectories (existance of a chaotic attractor). A negative exponent implies the convergence of trajectories to a common fixed point. Finally a zero exponent means the trajectories maintain their relative positions; (they are on a stable attractor). To construct m-dimensional phase space from EEG time series signal, we used the reconstruction technique developed by Packard et al. 34 and Taken. 35 For a given EEG signal x(t) m-dimensional phase space is formed by using delay coordinate,'τ ' as shown in Eq. (2).
The algorithm proposed by Wolf et al. 36 is used to compute the Largest Lyapunov Exmponent (LLE) from each EEG data. We locate nearest neighbor to initial point as Eq. (3).
Then the Lyapunov exponent can be defined by Eq. (4).
Where 'L(t 0 )' is the initial distance between these two nearby trajectories and 'L(t k )' is a distance between them at a later time 't k '. To implement this algorithm, OpenTSTOOL developed by Merkwirth et al. 37 is used. In our analysis we use an embedding dimension of 8 and delay of 10 sampling time as they show the best results. Therefor there are eight Lyapunov exponents associated with each EEG data from which we select the four largest one as the feature of each EEG signal. This will form a total number of 56 LLE features per sampling data.
Feature Selection
In dealing with EEG classification, an important problem is the huge number of features. This arises because (i) EEG signals are nonstationary, thus features must be computed in a time-varying manner and (ii) the number of EEG channels is large (14 channels which produce total number 126 features). To evaluate which of the features provides the most useful information about the emotion, we used Mann-Whitney-Wilcoxon (MWW) test. The MWW test is a nonparametric test for determining whether two independent samples of observations belong to the same distribution. 38 We rank all the features by Mann-WhitneyWilcoxon (MWW) test in three binary classifications (each class vs. the other two classes). Therefore, we get three rankings for features which each represent the most important features of its corresponding class. The features that have the highest rank in all three tests are selected as the final feature set for the classification. Selecting the optimum number of features is possible by comparing the classification result of each binary classification versus the number of features (Figure.4) . As shown in Figure. 4, increasing the number of features increases the classification rate. However, there is no significant change in the classification accuracy when we use more than 15 features. To select the final features for overall classification, we select the top 40 features of each class and then select the top 25 features through voting method.
To get more insight into the information carried by each features, we also ranked all the features based on the electrode location. Figure. rate of each of three classes just by using all features of single electrode. This figure suggests that using feature of channels T7 and P8, almost the maximum classification rate for all three channels is achievable.
Classification
The linear discriminator analysis (LDA) is used to evaluate the classification score for any possible class using the following procedure. Suppose that the number of classes is 'C' and that for each class, the number of training samples is 'E'. For each of these training samples, we extract 'F' features. Let ' c f e i ' be the i th feature of the e th example in the training set of class 'c'. The sample estimate of the mean feature vector per class is given by Eq. (5).
The sample estimate of the covariance matrix of class 'c' is calculated as Eq. (6).
Then the ' c cov ij ' of all classes are averaged to calculate an estimate of the common covariance matrix 'cov ij '. Finally the weight associated to each of the features is calculated as:
For each testing data, a score of classifying as class 'c' is calculated by using Eq. (8) .
The output of the classification stage for a data set 'x(t)' is the class with the highest score calculated through Eq. (8).
Results and discussion
We used 80 % of the recorded data for training the classifier with three classes of "neutral", "satisfied" and "unsatisfied". To compare the effect of types of features on the classification rate, we used three sets of features to train the classifier. Tables  1-3 show the results of classification for each of the classifier (when only the Largest Lyapunov Exponents -LLE, only the power spectral density -PSD and finally, both the LLE and the PSD are used). The results show that the rate of detecting "unsatisfied emotion" is significantly larger than neutral and satisfied emotions. There is no surprise to see that most of misclassification involves "neutral emotion" which is a margin between the other two classes. We compared the classification rate of the three mentioned conditions with the number of features. Furthermore, we used a fourth method where each EEG data is classified three times (each time with one of the feature sets mentioned above). In this case, if at least two of the classifiers determine that a data segment belongs to the same class, classification result will be this mutual answer. Otherwise, when none of the classifiers have the same outcome, the data will be classified as neutral. The algorithm for this voting technique is shown in Figure. 6. Figure.7 illustrates the classification rate versus the number of feature when different types or combination of features are used. Figure.7 shows that combining both features does not significantly change the classification result. However, using all the features according to the voting technique (described in Figure.6 ) will increase the accuracy of the classifier up to 80%.
Comparing the four different types of features in Figure. 7, it appears that when we want to obtain the highest accuracy with the minimum number of features, LLE is the best candidate. The LLE can achieve a classification accuracy of 75% using 4 features. Just using PSD features, we need a larger size of feature vector, to get to the same classification rate. However, increasing the size of feature vector in LLE will result in a less accurate classifier. This suggests that there are only a few electrodes or sub-bands carrying suitable information about the emotional state in form of LLE. The information is more spread out for the PSD. Classification rate based on channel information for both LLE and PSD features is shown in Figure. 8 and it appears that PSD features of T8 and P8 channels are improving the accuracy the most.
Subject based classification results for the four feature types are shown in Figure. 9 . As illustrated in Figure. 9, using the voting method between three LDA classifiers gives the highest accuracy level for the subject based classifier. These classification rates vary between 80-95% for different subjects. The fact that the accuracy of overall classification is less than the subject based may be because the emotional response of different participants to the same event is not the same. 
Summary
In this paper we used an EEG-based brain computer interface to detect the satisfaction of human about a behavior of the robot. By conducting an experience with a simulated robot that does not always follow the human desires, we collected a series of brain activity data using the electroencephalogram (EEG). We then used the power spectral density and Lyapunov largest exponent to construct 112 features.
Ranking the feature with Mann-Whitney-Wilcoxon test, the top ranked members of each feature set were selected for classification purposes. Comparing different type and combination of features, the best classification rate (79.2%) is achievable by considering the results of three single classifiers. Furthermore, the accuracy of subject based emotional classification can be much higher than the overall accuracy with using the same method (80.2%-94.7%). However using a subject based classifier for human robot interaction cannot be a good alternative for service robots as the classifier needs new training data for each subject. For future work, an adaptive classification method seems to be a wise choice as it can pre-trained based on emotional response of a large group of humans and then adapted as it interacts with a new user.
