In this paper new families of test statistics are introduced and studied for the problem of comparing two treatments in terms of the likelihood ratio order. The considered families are based on phi-divergence measures and arise as natural extensions of the classical likelihood ratio test and Pearson test statistics. It is proven that their asymptotic distribution is a common chi-bar random variable. An illustrative example is presented and the performance of these statistics is analysed through a simulation study. Through a simulation study it is shown that, for most of the proposed scenarios adjusted to be small or moderate, some members of this new family of test-statistic display clearly better performance with respect to the power in comparison to the classical likelihood ratio and the Pearson's chi-square test while the exact size remains closed to the nominal size.
Introduction
In Table 1 the results of an experiment to compare two treatments for ulcer is shown. This article proposes new families of test-statistics when we are interested in studying the possibility that the treatment is better than the control.
Larger < Let Y denote the ordinal response variable and X denote an ordinal explanatory variable with two categories. The variable Y takes the values 1, 2, 3 and 4, which represent different levels of healing, from less to much capacity to heal the ulcer. The variable X takes the values 1 and 2 according as the treatment group, 1 is control and 2 is the treatment group by itself. We shall initially focus on making statistical inference on the theoretical probabilities displayed in Table 2 .
There are several ways of formulating the statement "the treatment is better than the control". Initially, we shall consider that Treatment 2 is at least as good as Treatment 1 if the ratio for every j, and Treatment 2 is better than the Treatment 1 if (1) holds with at least one strict inequality.
If we assume that Treatment 2 is at least as good as Treatment 1, i.e., (1) holds, is there any evidence to support the claim that treatment 2 is better? In such a case null and alternative hypotheses may be for at least one j.
The null hypothesis means that both treatments are equally effective, while the alternative hypothesis means that Treatment 2 is more effective than Treatment 1. Note that if we multiply on the left and right hand side of (2a) and (2b) by
we obtain H 0 : ϑ j = 1 for every j ∈ {1, ..., J − 1}, H 1 : ϑ j ≥ 1 for every j ∈ {1, ..., J − 1} and ϑ j > 1 for at least one j ∈ {1, ..., J − 1},
where J is the number of ordered categories for response variable Y ,
, ∀j ∈ {1, ..., J − 1},
are "local odds ratios" associated with response category j, and π ij = Pr(Y = j|X = i).
The non-parametric statistical inference associated with the likelihood ratio ordering for two multinomial samples was introduced for the first time in Dykstra et al. (1995) using the likelihood ratio test-statistic. In the literature related to different types of orderings, in general there is not very clear what is the most appropriate ordering to compare two treatments according to a categorized ordinal variable. In the case of having two independent multinomial samples, the likelihood ratio ordering is the most restricted ordering type; for example, if the likelihood ratio ordering holds, then the simple stochastic ordering also holds. Dardanoni and Forcina (1998) proposed a new method for making statistical inference associated with different types of orderings. For unifying and comparing different types of orderings, they reparametrize the initial model. Different ordering types can be considered to be nested models and the likelihood ratio ordering is the most parsimonious one. The advantage of nested models is that the most restricted models tend to be more powerful for the alternatives that belong to the most restricted alternatives. In this setting, our proposal in this paper is to introduce new test-statistics that provide substantially better power for testing (2a) against (2b).
The structure of the paper is as follows. In Section 2, we have considered the likelihood ratio order associated with a non-parametric model, as in Dardanoni and Forcina, but the specification of the model through a saturated loglinear model is substantially different. Section 3 presents the phi-divergence test-statistics as extension of the likelihood ratio and chi-square test-statistics. The applied methodology in Section 4 for proving the asymptotic distribution of the phi-divergence test-statistics, based on loglinear modeling, has been developed by following a completely new and meaningful method even for the likelihood ratio test. A numerical example is given in Section 5. The aim of Section 6 is to study through simulation the behaviour of the phi-divergence test-statistics for small and moderate simple sizes. Finally, we present an Appendix in which we establish the part of the proofs of the results not shown in Section 4.
Loglinear modeling
We display the whole distribution of π ij , given in (5), in a rectangular table having 2 rows for the categories of X and J columns for the categories of Y (for the initial example, Table 2 ) and we denote the 2 × J matrix
T , with two rows of probability vectors, π i = (π i1 , ..., π iJ ) T , i = 1, 2. We consider two independent random samples N i = (N i1 , ..., N iJ ) T ∼ M(n i , π i ), i = 1, 2, where sizes n i are prefixed and π i > 0 J , that is the probability distribution of r.v.
T is product-multinomial. Let
be the joint probability distribution. Since Pr(X = i, Y = j) = Pr(Y = j|X = i) Pr(X = i), i.e. p ij = π ij ni n , i = 1, 2, where n = n 1 + n 2 , we can express (4) also in terms of the joint probabilities
, ∀j ∈ {1, ..., J − 1}.
Let P = (p 1 , p 2 ) T , with p i = (p i1 , ..., p iJ ) T , i = 1, 2, be the 2 × J probability matrix and
a probability vector obtained by stacking the columns of P T (i.e., the rows of matrix P ). Note that the compo-
, where k is a constant which does not depend on p and the kernel of the loglikelihood function
In matrix notation, we are interested in testing
where 1 a is the a-vector of 1-s, ϑ = (ϑ 1 , ..., ϑ J−1 ) T . Note that (10) involves J − 1 non-linear constraints on p, defined by (8) . In this article the hypothesis testing problem is formulated making a reparametrization of p using the saturated loglinear model, so that some linear restrictions are considered with respect to the new parameters. This fasct is important and interesting.
Focussed on p, the saturated loglinear model with canonical parametrization is defined by
with the identifiabilty restrictions
It is important to clarify that we have used the identifiability constraints (12) in order to make easier the calculations and this model formulation for making statistical inference with inequality restrictions with local odds-ratios has been given in this paper for the first time. Similar conditions have been used for instance in Lang (1996, examples of Section 7) and Silvapulle and Sen (2005, exercise 6.25 in page 345). Let θ 12 = (θ 12(11) , ..., θ 12(1,J−1) ) T , θ 2 = (θ 2(1) , ..., θ 2(J−1) ) T denote subvectors of the unknown parameters θ = (θ
T are redundant parameters since the term u can be expressed in function of θ using the fact that
and u 1(1) taking into account that
In matrix notation (11) is given by log p(θ)
where p(θ) is p such that the components are defined by (11) ,
is a 2J × 2 matrix with 1 a being the a-vector of ones, 0 a the a-vector of zeros, ⊗ the Kronecker product; W the full rank design matrix of size 2J × 2(J − 1), such that
with I a being the identity matrix of order a, 0 a×b the matrix of size a × b with zeros. The condition (1) can be expressed by the linear constraint
Condition (17) in matrix notation is given by Rθ ≥ 0 J−1 , with R = e
, e a is the a-th unit vector and G h is a h × h matrix with 1-s in the main diagonal and −1-s in the upper superdiagonal. Observe that the restrictions can be expressed also as G J−1 θ 12 ≥ 0 J−1 , and θ 1(1) are θ 2 are nuisance parameters because they do not take part actively in the restrictions.
The kernel of the likelihood function with the new parametrization is obtained replacing p by p(θ) in (9), i.e.
Hypotheses (10) can be now formulated as
Under H 0 , the parameter space is Θ 0 = θ ∈ R J+1 : Rθ = 0 J−1 and the maximum likelihood estimator
and the MLE of θ in Θ is θ = arg max θ∈Θ (N ; θ). It is worthwhile to mention that the probability vectors for both parametric spaces, p( θ) and p( θ) can be obtained by following the invariance property of the MLEs first estimating θ and later plugging it into p(θ), however p( θ) has an explicit expression,
where n i = J j=1 N ij (see Christensen (1997) , Section 2.3, for more details).
Phi-divergence test-statistics
The likelihood ratio statistic for testing (10) , equivalent to one given by Dykstra et al. (1995) but adapted for loglinear modeling, is
where p ij = N ij /n, i = 1, 2, j = 1, ..., J. Taking into account the identifiability constraints (12) and u = u( θ), u = u( θ), u 1(1) = u 1(1) ( θ), u 1(1) = u 1(1) ( θ) (see formulas (13)- (14)), (20) can also be expressed as
The chi-square statistic for testing (10) is
The Kullback-Leibler divergence measure between two 2J-dimensional probability vectors p and q is defined as
and the Pearson divergence measure
It is not difficult to check that
and
being p = N /n = (p 11 , ..., p 1J , p 21 , ...., p 2J ) T the vector of relative frequencies. More general than the Kullback-Leibler divergence and Pearson divergence measures are φ-divergence measures, defined as
where φ : R + −→ R is a convex function such that
From a statistical point of view, the first asymptotic statistical results based on divergence measures in multinomial populations were obtained in Zografos et al. (1990) . For more details about φ-divergence measures see Pardo (2006) and Cressie and Pardo (2002) . Apart from the likelihood ratio statistic (20) and the chi-square (21) statistic, we shall consider two new families of test-statistics based on φ-divergence measures. The first new family is obtained by replacing in (22) the Kullback divergence measure by a φ-divergence measure,
The second new family is obtained by replacing in (23) the Pearson divergence measure by a φ-divergence measure,
If we consider φ(x) = x log x − x + 1 in (24), we get G 2 , and if we consider φ( (24), we get X 2 . Test-statistics based on φ-divergence measures have been used in the framework of loglinear models for some authors, see Cressie and Pardo (2000 , 2002 , Martín and Pardo (2006 , 2008b , 2011 ).
Asymptotic results
As starting point, we shall establish the observed Fisher information matrix associated with θ, I
(n1,n2) F (θ), for a loglinear model with product-multinomial sampling as
where D a is the diagonal matrix of vector a. To proof (26), we take into account that the overall observed Fisher information matrix for product multinomial sampling is the weighted observed Fisher information matrix associated with each multinomial sample, I
(n1,n2)
, we shall denote θ 0 to be the true value of the unknown parameter under H 0 , and in such a case it holds
T , where π i (θ 0 ) is defined as the probability vector with the terms given in (5) and related to the loglinear model through
Notice that π i (θ 0 ) is fixed as n 1 , n 2 → ∞ and we shall assume that
the (J − 1)-dimensional vector obtained removing from π(θ 0 ) the last element. Focussing on the parameter structure θ = (θ
T and the specific structure of W , see (16), we shall establish asymptotically the specific shape of (26), a fundamental result for the posterior theorems.
Theorem 1 The asymptotic Fisher information matrix of
Proof. Replacing θ by θ 0 and the explicit expression of W in the general expression of the finite sample size Fisher information matrix for two independent multinomial samples, (26), we obtain through the property of the Kronecker product given in (1.22) of Harville (2008, page 341) that
and then
The following theorem establishes that the asymptotic distribution of the families of test statistics (24) and (25) corresponds to a J-dimensional chi-bar squared random variable, a mixture of J chi-squared distributions. Let E = {1, ..., J − 1} be the whole set of all row-indices of matrix R, F(E) the family of all possible subsets of E, and R(S) is a submatrix of R with row-índices belonging to S ∈ F(E). We must not forget that
We denote by H(θ) the following (J − 1) × (J − 1) tridiagonal matrix
and by H(S 1 , S 2 , θ) the submatrix of H(θ) obtained by deleting from it the row-indices contained in the set S 1 and column-indices contained in the set S 2 .
j=0 is the set of weights such that
where
and card(S) denotes the cardinal of the set S.
Proof. By following similar arguments of Martín and Balakrishnan we obtain H(S, S, θ 0 ) = R(S)I −1
where I F (θ 0 ) is (28). By following the properties of the inverse of the Kronecker product for calculating the inverse of (28),
and replacing it in the previous expression of H(θ 0 ),
which is equal to (29).
Even though there is an equality in (18), θ is not a fixed vector under the null hypothesis since such an equality is effective only for θ 12 , and thus θ 2 is a vector of nuisance parameters. This means that we have a composite null hypothesis which requires estimation of θ ∈ Θ 0 , through θ and we cannot use directly the results based on Theorem 2. The tests performed replacing the parameter θ 0 of the asymptotic distribution by θ are called "local tests" (see Dardanoni and Forcina (1998)) and they are usually considered to be good approximations of the theoretical tests.
In relation to the weights, {w j (θ 0 )} j=1,...,J , there are explicit expressions when J ∈ {2, 3, 4} based on the matrix given in (29) and formulas (3.24), (3.25) and (3.26) in Silvapulle and Sen (2005, page 80). When J = 2, w 0 (θ 0 ) = w 1 (θ 0 ) = 1 2 . When J = 3, the estimators of the weights are
is the correlation associated with the i-th and j-th variable of a central random variable with variance-covariance matrix
which depend on the estimation of the marginal (32) and conditional correlations
, associated with the i-th and j-th variable, given a value of the k-th variable, of a central random variable with variance-covariance matrix
It is interesting to point out that the factor related to the sample size in each multinomial sample, 1 ν1 ν2 , have no effect in the expression of estimator for the weights of the chi-bar squared distribution These formulas will be considered in the forthcoming sections. It is worthwhile to mention that the normal orthant probabilities for the weights given in (30), can also be computed for any value of J using the mvtnorm R package (see http://CRAN.R-project.org/package=mvtnorm, for details).
Numerical example
In this section the data set of the introduction (Table 1) , where J = 4, is analyzed. The sample, a realization of N , is summarized in the following vector n = (n 11 , n 12 , n 13 , n 14 , n 21 , n 22 , n 23 , n In order to solve analytically the example we shall consider a particular function φ in (24) and (25). Taking
we get the "the power divergence family"
in such a way that for each λ ∈ R − {−1, 0} a different divergence measure is obtained, and thus
It is also possible to cover the real line for λ, by defining
and by considering T λ = lim λ→ T , S λ = lim λ→ S , for λ ∈ {0, −1}, i.e.
It is well known that
, which is very interesting since G 2 and X 2 are members of the power divergence based test-statistics. It is also worthwhile to mention that
In Table 3 The p-values given in Table 3 were obtained by the following algorithm: Let T ∈ {T λ , S λ } λ∈Λ be the test-statistic associated with (10) . In the following steps the corresponding asymptotic p-value, based on the asymptotic distribution of Theorem 2, is calculated once it is suppose we have {w j ( θ)} J−1 j=0 : STEP 1: Using n calculate p( θ) taking into account (19) . STEP 2: Using p( θ) calculate value t of test-statistic T using the corresponding expression in (34)-(39). STEP 3: If T ≤ 0 then compute p-value(T ) := 1 and STOP, otherwise compute p-value(T ) := 0.
STEP 4:
For j = 0, ..., J − 2, do p-value(T ) := p-value(T ) + w j ( θ) Pr χ 2 (J−1)−j > t . E.g., the NAG Fortran library subroutine G01ECF can be useful.
Simulation study
In this Section the performance of the power divergence test statistics (34)-(39) is studied in terms of the simulated exact size and simulated power of the test, based on small and moderate sample sizes. A simulation experiment with four scenarios is designed in Table 4 , taking into account the sample sizes of the two independent samples. With respect to the choice of λ, the parameters for the power divergence test statistics, the interest is focused on the interval [−1. Table 4 : Scenarios of the simulation stydy based on sample sizes.
The algorithm described in Section 5 is taken into account to calculate the p-value of each test-statistic T ∈ {T λ , S λ } λ∈[−1.5,3] , with a sample N , and this is repeated independently R = 25 000 times. The simulated exact power was computed as
number of replications of T for which the p-value is less than α R , for the probability vectors
for δ ∈ Ξ = {0.1, 0.5, 1.0, 1.5}. The simulated exact size was computed as α T = number of replications of T for which the p-value is less than α R , for the probability vectors
which corresponds to the case of δ = 0 for π i (θ(δ)). In Table 5 the local odds ratios,
T some of the components are further from ϑ(0) = 1 2 (null hypothesis), as the value of δ > 0 is further from 0. This means that a greater value of the estimation of the power function might be obtained, as δ > 0 is greater. This claim is supported by the fact that some values of the components of ϑ = ϑ(δ) decrease as δ > 0 increases but more slowly than the others increase. In addition, for a fixed value of δ > 0, it is expected a greater value of β T (δ), as n is greater (the worst powers in Scenario A and the best powers in Scenario D). We have also added in Table 5 the last three rows for two reasons, first, to show that for any fixed value of δ, π 2j (θ(δ))/π 1j (θ(δ)) is non-decreasing as j, the ordinal category, increases and second, to clarify the meaning of the two asterisks contained in the table. It is clear that for a big value of δ, π i1 (θ(δ)) > 0 goes to zero on the right for i = 1, 2, but in the practice, due to the empty cells in the contingency table, the estimator of the ratio π 21 (θ(δ))/π 11 (θ(δ)) becomes 1 rather than 1 2 (and ϑ 1 (δ) becomes 1). This was our experience when we used values of δ bigger than 1.5, i.e. the power becomes quite little in the practice. Once a nominal size α = 0.05 is established, Table 6 summarizes the simulated exact sizes in all the scenarios for the test-statistic T ∈ {T λ , S λ } λ∈Λ ,with Λ = {−1.5, −1, − 1 2 , 0, 2 3 , 1, 1.5, 2, 3}. We have plotted 3 × 2 graphs in Figures 1-4 and we refer them as plots in three rows. In the first row of Figures 1-4 we can see on the left the exact power in all the scenarios for the test-statistic {T λ } λ∈[−1. 5, 3] and on the right for the test-statistic {S λ } λ∈[−1 .5,3] . In order to make a comparison of exact powers, we cannot directly proceed without considering the exact sizes. For this reason we are going to give a procedure based on two steps.
Step 1 : We are going to check for all the power divergence based test-statistics the criterion given by Dale (1986) 
with logit (p) = log p 1−p . We only consider the values of λ such that α T verifies (40) with e = 0.35, then we shall only consider the test-statistics such that α T ∈ [0.0357, 0.0695], in all the scenarios. This criterion has been considered for some authors, see for instance and Martín and Pardo (2012) . The cases satisfying the criterion are marked in bold in Table 6 , and comprise those values in the abscissa of the plot between the dashed band (the dashed line in the middle represents the nominal size), and we can conclude that we must not consider in our study T ∈ {T λ , S λ } λ∈[−1.5,−0.4) .
Step 2 : We compare all the test statistics obtained in Step 1 with the classical likelihood ratio test (G 2 = T 0 ) as well as the classical Pearson test statistic (X 2 = S 1 ). To do so, we have calculated the relative local efficiencies
In Figures 1-4 the powers and the relative local efficiencies are summarized. The second rows of the figures represent ρ T , while in the third row is plotted ρ * T , on the left it is considered T = T λ and T = S λ on the right. Table 6 : α T , for T ∈ {T λ , S λ } λ∈Λ in scenarios of Table 4 . c) As expected, using asymptotic distribution of test-statistics for comparing the performance for small and moderate sample sizes, the gain in power measured through the local efficiencies is better in scenarios A and B in comparison with scenarios C and D. What is not so common in comparison with usual models of categorical data is to find small size sample sizes with so good performance in exact size as it happens in the current model.
Concluding remark
The likelihood ratio ordering is a useful technique for comparing treatments in clinical trials, for this reason it is vitally important to provide test-statistics to improve the classical ones. Having considered an asymptotic distribution for two order restricted treatments, the weights needed to manage the associated asymptotic chi-bar distribution are calculated in a simple way and the useful matrix for that, H( θ), has an easy interpretation in terms of log-linear modeling. The simulation study highlights the good performance of the all the proposed tests in relation to the exact size and the comparison is made in terms of the power. We think that this is a specific characteristic of the likelihood ordering, and this is the reason of having obtained as the best test-statistics a set of values of λ ∈ [−0.6, 0] ∪ [2.25, 3] not very common in the literature of phi-divergence test-statistics. As exception, notice that
, is the Hellinger distance between the probability vectors p( θ) and p( θ). Therefore, one of the test-statistic we are proposing in this paper is a function of the well-known Hellinger distance, which has been used in many different statistical problems.
A.1 Proposition
the asymptotic distribution of (42) and (43) 
and I (n1,n2) F (θ) was defined at the beginning of Section 4. Let θ be the parameter vector such that p = p(θ), where p(θ) = 1 2Jū + W θ, withū = − log(1 T 2J exp{W θ}), is the saturated log-linear model. In particular, for θ = θ we have
In a similar way it is obtained
Multiplying both sides of the equality by 2n φ (1) and taking the difference in both sides of the equality
Now we are going to generalize the three types of estimators by θ(•), understanding that for
=R, and • = S, θ(S) and R(S) as originally defined. It is well-known that
where θ 0 is the true and unknown value of the parameter,
is the variance covariance matrix of θ(•), and
Theorem. We shall denote
Taking the differences of both sides of the equality in (46) with cases • = ∅ and • = E, we obtain
with cases • = ∅ and • = S,
and taking into account I F ( θ)
with Z ∼ N (0 J−1 , I J−1 ) and A(θ 0 ) is the Cholesky's factorization matrix for a non singular matrix such a Fisher information matrix, that is
where the variance covariance matrix is idempotent and symmetric. Following Lemma 3 in Ferguson (1996, page 57),
) is a chi-square random variable with degrees of freedom
the condition is reached. The effective degrees of freedom are given by
Regarding the other test-statistic S φ (p( θ(S)), p( θ)), observe that if we take (45), in particular for θ = θ(S) it is obtained
In addition, (48)−(49) is
I F (θ 0 ) and (50), it follows (44), which means from Slutsky's Theorem that both test-statistics have the same asymptotic distribution.
A.2 Lemma
Let Y be a k-dimensional random variable with normal distribution N (0 k , Q) with Q being a projection matrix, that is idempotent and symmetric, and let d i be the fixed k-dimensional vectors such that for them either
df , where df = rank(Q). Proof. This result can be found in several sources, for instance in Kudô (1963, 
A.3 Proof of Theorem 2
We shall perform the proof for S φ (p( θ), p( θ)). It suppose that it is true Rθ ≥ 0 J−1 and we want to test Rθ = 0 J−1 (H 0 ). It is clear that if H 0 is not true is because there exists some index i ∈ E such that R({i})θ > 0. Let us consider the family of all possible subsets in E, denoted by F(E), then we shall specify more thoroughly θ by θ(S) when there exists S ∈ F(E) such that
It is clear that for a sample θ = θ(S) can be true only for a unique set of indices S ∈ F(E), and thus by applying the Theorem of Total Probability
Pr S φ (p( θ), p( θ)) ≤ x, θ = θ(S) . 
the only conditions which characterize the MLE θ = θ(S) with a specific S ∈ F(E), are the complementary slackness conditions R({i})θ > 0, for i ∈ S and λ i < 0, for i ∈ S C , since ∂ ∂θ (N ; θ) + λ i R T ({i}) = 0, i = 1, ..., J − 1, R({i})θ = 0, for i ∈ S C and λ i = 0, for i ∈ S are redundant conditions once we know that the Karush-Khun-Tucker necessary conditions are true for all the possible sets S ∈ F(E) which define θ = θ(S). The proof of T φ (p, p( θ), p( θ)) is almost immediate from the proof for S φ (p( θ), p( θ)) and taking into account that for some S ∈ F(E)
T φ (p, p( θ), p( θ)) = T φ (p, p( θ(S)), p( θ)) + o p (1) = S φ (p( θ), p( θ)).
