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Abstract
Predictive power allocation is conceived for power-efficient video streaming over mobile networks
using deep reinforcement learning. The goal is to minimize the accumulated energy consumption over
a complete video streaming session for a mobile user under the quality of service constraint that avoids
video playback interruptions. To handle the continuous state and action spaces, we resort to deep
deterministic policy gradient (DDPG) algorithm for solving the formulated problem. In contrast to
previous predictive resource policies that first predict future information with historical data and then
optimize the policy based on the predicted information, the proposed policy operates in an on-line and
end-to-end manner. By judiciously designing the action and state that only depend on slowly-varying
average channel gains, the signaling overhead between the edge server and the base stations can be
reduced, and the dynamics of the system can be learned effortlessly. To improve the robustness of
streaming and accelerate learning, we further exploit the partially known dynamics of the system by
integrating the concepts of safer layer, post-decision state, and virtual experience into the basic DDPG
algorithm. Our simulation results show that the proposed polices converge to the optimal policy derived
based on perfect prediction of the future large-scale channel gains and outperforms the first-predict-
then-optimize policy in the presence of prediction errors. By harnessing the partially known model of
the system dynamics, the convergence speed can be dramatically improved.
Index Terms
Deep reinforcement learning, energy efficiency, video streaming
I. INTRODUCTION
Mobile video traffic is expected to account for more than 75% of the global mobile data by
2021, and video-on-demand (VoD) services represent the main contributor [2]. Video streaming
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2over cellular networks enables mobile users to watch the requested video while downloading [3–
5]. To avoid video stalling for a user experiencing hostile channel conditions, a base station (BS)
can increase its transmit power for ensuring that the video segment is downloaded before being
played. This, however, may cause a significant increase in energy consumption, hence degrading
one of the most important design metrics of cellular networks, namely energy efficiency (EE).
The dynamic nature of wireless environment mainly owing to the user behavior, which has
long been regarded as being random and remains unexploited in the design of wireless systems.
However, with the advent of big data analysis, the user behavior becomes predictable to some
degree and hence can be exploited for predictive resource allocation (PRA). For example, by
predicting the user trajectory [6] and constructing radio coverage map [7], the future average
channel gains in each time frame1 (TF) can be predicted up to a minute-level time horizon.
Based on the predicted future channel gains, the BS can transmit more data in advance to the
user’s buffer during the instances of good channel conditions.
By harnessing various kinds of future information, PRA has been shown to provide a remark-
able gain in improving the EE of mobile networks during video streaming [8–13]. Assuming
perfectly known future instantaneous channel gains, the trade-off between the required resources
and the video stalling duration was investigated in [8]. Assuming perfectly known future in-
stantaneous data rates in each time slot2 (TS), the total number of TS for video streaming was
minimized in [9] to save energy. Considering that future data rates cannot be predicted without
errors, the predicted data rate is modeled as random variables with known average values and
bounded prediction errors in [10] for optimizing PRA. Since the future data rate of a user
depends on the resource allocation, the rate prediction is coupled with PRA and the energy-
saving potential of PRA cannot be fully exploited by the policy advocated in [9, 10]. Assuming
known future average channel gains, the optimal PRA was derived in [11] for maximizing the
EE of video streaming, and was extended to hybrid scenarios, where both real-time and VoD
services coexist [14].
To employ these optimized PRA policies, an immediate approach is to first predict the future
information by machine learning and then allocate resource by solving optimization problems
1In this paper, a time frame refers to the duration of time, say one second, where the large-scale channel gain can be regarded
as a constant, instead of the “video frames” that compose a video segment.
2A time slot typically has a duration of milliseconds within the channel’s coherence time, where the small-scale fading can
be regarded as a constant.
3based on the predicted information [12, 13]. Such an approach is operated in four phases. The
first phase represents training a predictor (say for predicting the future average channel gains) in
an off-line manner using historical data [6]. The second phase corresponds to gathering data (say
the locations along the user trajectory) for making a prediction after a user initiates a request.
The third phase assigns radio resources to all the TFs or TSs in a prediction window at the start
of the window. Finally, the BS allocates resources and transmits to the user in each TS according
to the pre-assigned resources. When a user starts to play a video file, a central unit in the network
has to gather data for making a prediction. Before future resources have been allocated with
the predicted information, however, the BS has to serve the user in a non-predictive manner.
Furthermore, the first-predict-then-optimize procedure is tedious, and the resultant PRA policy
cannot be accurately matched to the dynamically fluctuating wireless environment. Furthermore,
the prediction accuracy degrades as the prediction horizon increases. A natural question is: can
we optimize PRA in an on-line and end-to-end manner?
Reinforcement learning (RL) [15] can be invoked for on-line learning by interacting with
dynamic environments. Recently, deep learning [16] has been introduced as a breakthrough
solution, heralding a new era for RL, namely deep reinforcement learning (DRL), which relies
on the powerful family of deep neural networks (DNNs). With the aid of the new paradigm of
mobile edge computing (MEC) [17], DRL becomes capable of addressing various challenging
problems [18–21]. Yet, standard DRL algorithms are designed for dealing with entirely model-
free tasks, whose convergence speed may still be unsatisfactory even upon adopting DNNs.
Fortunately, for many wireless problems, a part of the dynamic model is known. Nevertheless,
how to exploit such knowledge for accelerating DRL is an open question at the time of writing.
Against this background, we propose a DRL framework for optimizing predictive power
allocation and illustrate how to accelerate DRL with the aid of a partial model. We consider
a scenario where users travel across multiple cells covered by a MEC server during video
streaming. The objective is to minimize the total average energy consumed for streaming under
the throughput constraint that avoids video stalling. We formulate a Markov decision process
(MDP) by judiciously designing the action and state, so that the policy can exploit the dynamics
of the system without explicit prediction, whilst imposing a significantly reduced signaling
overhead. To cope with the continuous nature of the state and action spaces, we rely on the deep
deterministic policy gradient (DDPG) [22] to solve the MDP. To improve the robustness and
accelerate the learning procedure, we tailor the basic DDPG algorithm for exploiting the partially
4known dynamics, by integrating the concepts of safe layer, post-decision state (PDS) and virtual
experiences introduced in [23, 24]. Our simulation results show that the proposed DRL-based
policies converge to the optimal policy derived based on perfect future channel prediction and
achieve lower energy consumption compared with the optimal PRA in the presence of prediction
errors. By exploiting the partial knowledge on the dynamics, the interactions between agent and
environment can be significantly reduced. Our major contributions are summarized as follows:
• Instead of directly regarding the transmit power in each TS as the action of the RL agent,
we first derive the optimal power allocation policy in closed-form for an arbitrary given
average data rate in each TF by exploiting the knowledge on the distribution of small-scale
fading. In this way, we can set the average data rate as the action without loss of optimality,
and hence the system’s state only depends on the slowly-varying average channel gains.
This avoids millisecond-level information exchange between the MEC server and BSs, and
makes it easier for the agent to learn the dynamics of the system.
• Inspired by the idea of safe RL designed for the situations where the safety of the agent
(say a robot) is particularly important [23], we design a safe layer for the actor network
in DDPG for satisfying the throughput constraint. This avoids introducing a penalty term
in the reward function, eliminates a hyper-parameter that requires sophisticated tuning, and
hence improves the robustness of the policy learned. In contrast to [23] that is designed for
completely unknown environments, the safe layer in this work is derived in closed-form by
exploiting the system’s partially known dynamics.
• Inspired by the idea of introducing PDS to accelerate Q-learning by dividing the system’s
dynamics into known and unknown components [24], we integrate PDS into DDPG and
propose the amalgamated PDS-DDPG algorithm, which significantly reduces the number of
unknown parameters in the DNNs. In contrast to [24], the proposed PDS-DDPG algorithm
beneficially harnesses DNNs and it becomes eminently suitable for learning in continuous
state and action spaces.
• We further exploit the property that the unknown dynamics are independent of the known
dynamics by generating virtual experiences based on historical data. By training relying on
both virtual and real experiences, the convergence speed can be dramatically boosted.
• Our technique of integrating the PDS, safe layer and virtual experience into DRL is ap-
plicable to numerous wireless tasks for accelerate RL by exploiting a partial model on the
5system dynamics, provided that certain properties are satisfied.
The rest of the paper is organized as follows. In Section II, we introduce the system model. In
Section III, we formulate the RL problem and solve it using DDPG. In Section IV, we exploit the
partially known dynamics by integrating the concepts of safer layer, PDS and virtual experience
into the basic DDPG. Our simulations results are provided in Section V, and finally, Section VI
concludes the paper.
II. SYSTEM MODEL
We consider a learning-aided network architecture [25] relying on MEC as shown in Fig. 1,
where the BSs in an area are connected to a MEC server. The MEC server monitors and records
the status of mobile users (say the channel conditions and buffer status) and BSs (say the
consumed energy), which are then sent to the cloud server and stored in the database as training
samples. A centralized learner within the cloud server learns the transmission policy based on
the training samples stored in the database, and issues the learned policy to the MEC servers.
Each MEC server stores the learned policy, based on which the MEC server sends instructions
to the BSs to implement the transmission policy.
MEC Server
Cloud Server
Database Training SamplesTrajectory
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s
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Fig. 1. Learning-aided cellular network architecture.
Each user requesting a video file from the content sever may travel across multiple cells
during the video streaming process. We assume that each user is associated with the BS with
the strongest average channel gain, and each BS serves the associated users over orthogonal
time-frequency resources. Since all the users in the considered network share the same network
topology (e.g., BS locations), system configurations (e.g., maximal transmit power and trans-
mission bandwidth), wireless channels (e.g., path loss and small-scaling fading distribution), and
road topology, we consider a randomly chosen user and the learned policy is applicable to every
user.
6A. Transmission and Channel Models
Each video file is partitioned into Nv segments, each of which is the minimal unit for video
playback. The playback duration of each segment is further partitioned into Lv TFs, each with
duration ∆T . Each TF is divided into Ns TSs, each having a duration of τ , i.e., τ = ∆T/Ns,
as shown in Fig. 2. The large-scale channel gains (i.e., average channel gains) are assumed to
remain constant within each TF, but naturally, it may change from one TF to another due to
user mobility. The small-scale channel gains are assumed to remain constant within each TS,
but they are independently and identically distributed (i.i.d.) among TSs.
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Fig. 2. Video segment playback duration and channel variation.
Let αtgti denote the instantaneous channel gain between a user and its associated BS in the
ith TS of the tth TF, where αt and gti denote the large-scale channel gain and the small-scale
fading gain, respectively. Upon assuming perfect capacity achieving coding, the instantaneous
data rate in the ith TS of the tth TF can be expressed as
Rti = W log2
(
1 +
αtgti
σ2
pti
)
, (1)
where W is the transmission bandwidth, σ2 is the noise power, and pti is the transmit power in
the ith TS of the tth TF.
B. Video Streaming and Power Consumption Model
The video playback starts after the user has received the first video segment. To avoid stalling,
each segment should be downloaded to the user’s buffer before playback. We assume that the
buffer capacity is higher than the video file size, which is reasonable for contemporary mobile
devices. Hence, no buffer overflow is considered. Then, the following throughput constraint
should be satisfied
m∑
n=1
nLv∑
t=(n−1)Lv+1
Ns∑
i=1
τRti ≥
m+1∑
n=2
Sn, m = 1, · · · , Nv − 1, (2)
7where
∑nLv
t=(n−1)Lv+1
∑Ns
i=1 τRti is the amount of data transmitted to the user during the playback
of the nth segment, Sn is the size of the segment that is known after the user issues a request.
The energy consumed by a BS for video transmission during the tth TF is modeled as [26]
Et =
1
ρ
Ns∑
i=1
τpti + ∆TPc, (3)
where ρ reflects the power-efficiency of the power amplifier, and Pc is the power dissipated by
the baseband and radio frequency circuits as well as by the cooling and power supply.
To find the best power allocation among TSs that minimizes the average energy consumption
subject to the throughput and maximal power constraints, the problem can be formulated as
P1 : min
{pti}
Eαt,g
(Nv−1)Lv∑
t=1
(
1
ρ
Ns∑
i=1
τpti + ∆TPc
) (4a)
s.t.
m∑
n=1
nLv∑
t=(n−1)Lv+1
Ns∑
i=1
τRti ≥
m+1∑
n=2
Sn, m = 1, · · · , Nv − 1 (4b)
pti ≤ Pmax, ∀ t, i, (4c)
where Eαt,g[·] denotes the expectation taken over both the large-scale and small-scale fadings,
while Pmax is the maximal transmit power of each BS. The distribution of αt depends on the
user’s mobility pattern and Rti in the throughput constraint depends on gti and αt, all of which are
unknown in advance. Without prediction, it is impossible to solve problem P1 at the beginning
of video streaming. In the sequel, we resort to RL to find the solution.
III. ENERGY-SAVING POWER ALLOCATION BASED ON DDPG
In this section, we establish a RL framework for P1 and propose a policy learning algorithm.
A standard RL problem can be formulated as an MDP, where an agent learns how to achieve
a goal from its interactions with the environment in a sequence of discrete time steps t =
1, 2, · · · , T [15]. At each time step t, the agent observes the state st of the environment and
executes an action at. Then, the agent receives a reward rt from the environment and transits
into a new state st+1. The interaction of the agent with the environment is then captured by
an experience vector et = [st, at, rt, st+1]. The agent learns a policy from its experiences for
minimizing an expected return, which reflects the cumulative reward received by the agent
during the T -time-step episode. The policy (denoted by pi) determines which action should be
executed in which state. The expected return is defined as E
[∑T−1
t=1 γ
t−1rt
]
, where γ denotes
the discount factor.
8A. Reinforcement Learning Framework
In our learning-aided network, the MEC and cloud servers jointly serve as the agent. A direct
formulation of the RL problem is to regard the instantaneous power pti allocated to the ith TS
as the action. Then, the action depends on the instantaneous channel gain αtgti, which therefore
should be included into the state. However, this incurs millisecond-level information exchange
between the MEC server and each BS, which yields excessive signaling overhead. Furthermore,
this makes it hard for the agent to learn a good policy, because gti is hard to predict beyond the
channel’s coherence time (i.e., the duration of a TS in the model considered).
In fact, gti can be regarded as a multiplicative impairment imposed on αt and hence αtgti has
a much higher dynamic range than αt. This inspires us to find the action and the state that only
depend on αt.
1) Action: In practice, it is not hard to evaluate the distribution of small-scale fading. Based on
the distribution, we can first derive the optimal power allocation policy for each TF to minimize
the average energy consumed in the TF to achieve an arbitrarily given average data rate. Then,
by optimizing the average rate for each TF, we can obtain the optimal power allocation for the
whole video streaming session to minimize the overall energy consumption. This suggests that
we can select the average data rate of each TF as the action. In this way, the action and state
for the RL agent are independent of gti.
Based on (3), the average energy consumption in the tth TF can be expressed as
E¯t = Eg
[
1
ρ
Ns∑
i=1
τpti
]
+ ∆TPc, (5)
where Eg[·] denotes the expectation taken over small-scale fading. Then, the objective function
of problem P1 can be rewritten as Eαt
[∑(Nv−1)Lv
t=1 E¯t
]
. For the tth TF, to achieve an arbitrarily
given average rate R¯t, the optimal power allocation minimizing the average energy consumption
in the tth TF can be found by solving the following problem,
P2 : ∀t, min
{pti}
E¯t (6a)
s.t. Eg
[
W log2
(
1 +
αt
σ2
ptigti
)]
= R¯t (6b)
0 ≤ pti ≤ Pmax, ∀i, (6c)
where Eg
[
W log2
(
1 + αt
σ2
ptigti
)]
is the average data rate in the tth TF. The optimal solution of
P2 is formulated in the following proposition.
9Proposition 1. The optimal power allocation policy in the tth TF is
popt(αtgti; ξt) =

0, αtgti ≤ σ2ξt
ξt − σ2αtgti , σ
2
ξt
< αtgti <
σ2
ξt−Pmax
Pmax, αtgti ≥ σ2ξt−Pmax ,
(7)
where the parameter ξt can be obtained by solving the following equation
R¯t =
∫ ∞
0
W log2
(
1 +
αt
σ2
popt(αtg, ξt)g
)
ρ(g)dg (8)
via bisection search, and ρ(g) denotes the probability density function (PDF) of gti.
Proof: See Appendix A.
Let the function ξopt(R¯t) denote the relationship between ξt and R¯t found from (8), i.e.,
ξt , ξopt(R¯t), whose expression can be obtained for a special case in the following corollary.
Corollary 1. For Rayleigh fading and a large value of Pmax, we have
ξopt(R¯t) =
σ2
αt
[
E−11
(
R¯t ln 2
W
)]−1
, (9)
where E−11 (x) denotes the inverse function of the exponential integral function E1(x) ,
∫∞
x
e−t
t
dt.
Proof: See Appendix B.
Since we have obtained the optimal power allocation policy in the tth TF at an arbitrarily given
average data rate R¯t, the original problem P1 can be solved equivalently by first optimizing the
average rate for each TF, i.e., {R¯t}t=1,··· ,(Nv−1)Lv , and then obtaining the optimal power allocation
for each TF using (7). Given the relationship between ξt and R¯t (i.e., ξopt(R¯t)) under the optimal
power allocation policy (i.e., popt(αtgti; ξt)), the MEC server only has to decide the action as
at = R¯t. (10)
Upon determining the action, the MEC server can compute ξt by bisection search based on (8)
for the general case or by (9) for the special case given in Corollary 1, followed by sending
ξt to the specific BS that the user is associated with. According to pti = popt(αtgti; ξt), the BS
can adjust the transmit power in each TS of the tth TF. In this way, the agent interacts with
the environment on a frame-by-frame basis (i.e., the time step is set as a TF on a second-level
timescale as shown in Fig. 2) and the computational load of the MEC server can be reduced,
while the BS can adjust the transmit power for each TS on a millisecond-level timescale.
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2) State: Since the average power consumed by video transmission depends on the large-
scale channel gain, αt should be included into the state. To help the agent implicitly predict
the user’s mobility pattern, the state should also include the channel gains in the past Nt TFs.
Since different locations of a user may result in the same large-scale channel gain between the
user and its associated BS, we further include the large-scale channel gains between the user
and (Nb − 1) adjacent BSs. Let us now define a vector αt , [α1,t, · · · , αNb,t], where αn,t is the
large-scale channel gain between the user and the BS with the nth largest large-scale channel
gain, and α1,t is the large-scale channel gain between the user device and its associated BS (i.e.,
α1,t = αt). To meet the throughput requirement, the buffer status at the user should also be
incorporated into the state. Let Bt denote the amount of data remaining in the user’s buffer at
the tth TF. The transition of Bt obeys:
Bt+1 = Bt +
Ns∑
i=1
τRti − I(lt = Lv)Snt , (11)
where
∑Ns
i=1 τRti is the amount of data transmitted during the tth TF, lt ∈ [1, Lv] denotes the
number of TFs that the current segment Snt has been played without stalling (which reflects
the playback progress of the current segment), I(·) is an indicator function that equals 1 if its
argument is true and 0 otherwise. When lt = Lv, the segment is completely played within the
tth TF and the next segment should be played in the (t + 1)th TF. We use nt to denote the
index of the segment played in the tth TF and hence the size of the ntth segment is Snt . The
last term −I(lt = Lv)Snt of (11) means that the ntth segment is removed from the buffer when
its playback is completed. The evolution of the playback process obeys:
lt+1 =
 lt, if Snt+1 > Bt+1, i.e., video stallsmod(lt, Lv) + 1, otherwise. (12)
As shown in (11), both lt and Snt affect the transition of Bt to Bt+1 and hence they should
be included into the state. Finally, the state vector is designed as
st = [Bt, Snt , lt,αt,αt−1 · · · ,αt−Nt ]. (13)
3) Reward: The reward for the agent is designed as
rt = −
Ns∑
i=1
τpti − λmax{Snt+1 −Bt+1, 0}, (14)
where
∑Ns
i=1 τpti is the transmit energy consumed in the tth TF, while nt+1 is the index of the
segment to be played in the next TF. The term −λmax{Snt+1 −Bt+1, 0} imposes a penalty on
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the reward, when the amount of data in the user’s buffer is less than the size of the segment to
be played (i.e., when playback stalls), λ is the penalty coefficient, and (Snt+1 −Bt+1) increases
the impact of penalty, when there is less data in the buffer.
B. Transmission Policy Based on DDPG
The state vector defined in (13) lies in the continuous space. If st is discretized, then the
number of possible states will be huge due to the combinatorial nature of the process, and the
tabular-based RL (such as Q-learning [15]) encounters the curse of dimensionality. Moreover, the
action R¯t also lies in the continuous space. Value-based DRL methods such as deep Q-networks
(DQNs) [27] are designed for discrete action space and hence they are not suitable. DDPG [22]
is designed based on the actor-critic architecture and it is able to learn a continuous policy.
In contrast to other actor-critic-based RL algorithms that employ a stochastic policy gradient,
DDPG employs a deterministic policy gradient so that the gradient of the policy can be estimated
more efficiently [22]. Therefore, we apply DDPG for solving the RL problem.
DDPG maintains two DNNs, namely the actor network µ(st;θµ) and the critic network
Q(st, at;θQ). The DNNs’ architecture in our framework is shown in Fig. 3. The actor network
at the MEC server specifies the current policy by deterministically mapping each state into
a specific continuous action. The output of the actor network is then used for computing the
parameter ξt = ξopt(R¯t) according to Proposition 1 or Corollary 1. Upon receiving ξt from
the MEC server, the BS controls the transmit power at each TS within the tth TF accord-
ing to the policy popt(αtgti; ξt) based on the current instantaneous channel gain αtgti. The
critic network stored at the cloud server is used for approximating the action-value function,
Qµ(st, at) , E
[∑T
i=t γ
i−tri
∣∣st, at, µ], which is the expected return achieved by policy µ, when
taking action at under state st.
During the interactions with the environment, the MEC server collects the experience et =
[st, at, rt, st+1] from the BSs in the database at the cloud server as D = {e1, · · · , et}. Every ∆t
TFs, a mini-batch of the experiences B is sampled from D to update the network parameters,
representing an experience replay [27]. The parameters of the critic network are updated with
using the batch gradient descent as
θQ ← θQ + δQ|B|∇θQ
∑
j∈B
[yj −Q(sj, aj;θQ)]2 , (15)
12
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(a) Actor network µ(st;θµ) and power allocation policy popt(αtgti; ξt)
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(b) Critic network Q(st, at;θQ)
Fig. 3. Architecture of the actor and critic networks for DDPG. “FC” denotes the fully-connected layer.
where δQ is the learning rate of the critic network, while we have yj = rj if all the segments have
been transmitted to the user and yj = rj + γQ′(sj+1, µ′(sj+1;θ′µ);θ
′
Q) otherwise. Furthermore,
Q′(s, a;θ′Q) and µ
′(s;θ′µ) are the target critic network and target actor network, respectively,
which have the same structure as Q(·) and µ(·). They are respectively updated by θ′Q ← ωθQ +
(1−ω)θ′Q and θ′µ ← ωθµ+(1−ω)θ′µ using a very small value of ω to stabilize the learning [22].
The parameters of the actor network are updated using the sampled policy gradient as
θµ ← θµ + δµ|B|
∑
j∈B
∇aQ(sj, a;θQ)|a=µ(sj ;θµ)∇θµµ(sj;θµ), (16)
where δµ is the learning rate of the actor network.
To find the optimal policy, the agent has to explore the action space during the interactions
with the environment. A noise term is added to the output of the actor network [22] to encourage
exploration, which is formulated as at = µ(st;θµ) +Nt. The detailed procedure of learning the
transmission policy is formulated in Algorithm 1.
IV. PDS-DDPG WITH SAFE LAYER AND VIRTUAL EXPERIENCE
In this section, we exploit the partial knowledge concerning the dynamics of the system
for improving the robustness and learning efficiency of the DDPG-based energy-saving power
allocation, respectively by introducing the safe layer concept into the actor network and that of
the post-decision state into the critic network.
We first characterize the knowledge available concerning the state transition and the corre-
sponding contribution to the reward in the following.
Proposition 2. When τ  ∆T , we have
Pr
(
Ns∑
i=1
τpti = ∆T p¯t
)
= 1 and Pr
(
Ns∑
i=1
τRti = ∆TR¯t
)
= 1, (17)
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Algorithm 1 Learning Transmission Policy Based on DDPG
1: Initialize critic network Q(s, a;θQ) and actor network µ(s;θµ) with random weights θQ, θµ.
2: Initialize target networks Q′ and µ′ with weights θ′Q ← θQ, θ′µ ← θµ.
3: Initialize replay memory D, done← 0, step count← 0.
4: for episode = 1, 2, · · · do
5: Observe initial state s1.
6: for TF t = 1, 2, · · · do
7: Select action at = µ(st;θµ) +Nt, set R¯t = at and ξt = ξopt(R¯t).
8: for TS i = 1, · · · , Ns do
9: Allocate transmit power according to (7).
10: Observe reward rt and new state st+1.
11: if all video segments have been transmitted to the user then
12: done← 1
13: Store experience [st, at, rt, st+1] in D, step cnt← step cnt + 1.
14: if step cnt is divisible by ∆t then
15: Randomly sample a mini-batch of experiences from D as B = {[sj , aj , rj , sj+1]}.
16: Update the actor and critic networks according to (15) and (16), respectively.
17: Update the target networks: θ′µ ← ωθµ + (1− ω)θ′µ, θ′Q ← ωθQ + (1− ω)θ′Q.
18: if done = 1 then
19: break
where p¯t denotes the expectation of transmit power in the tth TF over the small-scale fading.
Under the optimal power allocation policy, the relationship between p¯t and R¯t is
p¯t = p¯(R¯t) =
∫ σ2
αt(ξ
opt(R¯t)−Pmax)
σ2
αtξ
opt(R¯t)
(
ξopt(R¯t)− σ
2
αtgti
)
ρ(g)dg + Pmax
∫ ∞
σ2
αt(ξ
opt(R¯t)−Pmax)
ρ(g)dg.
(18)
Particularly, for Rayleigh fading and a large value of Pmax, we have
p¯(R¯t) =
σ2
αt
[
e
−E−11
(
R¯t
W
ln 2
) [
E−11
(
R¯t
W
ln 2
)]−1
− R¯t
W
ln 2
]
. (19)
Proof: See Appendix C
For mobile users in wireless networks, the small-scale fading gains change much faster than
average channel gains, hence the condition of τ  ∆T holds. Proposition 2 indicates that
the energy to be consumed by the BS in the tth TF (i.e.,
∑Ns
i=1 τpti) and the amount of data
to be received by the user within the tth TF (i.e.,
∑Ns
i=1 τRti) converge almost surely to their
expectations (i.e., the ensemble-average) ∆T p¯t and ∆TR¯t, respectively. Further considering (18)
or (19), the sums of
∑Ns
i=1 τRti and
∑Ns
i=1 τpti, which respectively contribute to a part of the
state transition and a part of the reward as shown in (11) and (14), can be pre-computed at the
beginning of TF t, given an arbitrary action R¯t.
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A. Safe Layer for Actor Network
In the basic DDPG algorithm of Section III, a penalty term is added to the reward function for
ensuring the throughput constraint (2). This introduces an extra hyper-parameter λ, which has
to be fine-tuned for striking a tradeoff between the energy minimization against the throughput
guarantee. As a result, the performance of the learned policy is sensitive to the value of λ,
which has to be re-tuned for re-balancing the tradeoff, whenever the segment size changes or
the user moves along a different trajectory.3 To improve the robustness of the policy, we try to
meet the throughput constraint without the need for such an accurately-tuned hyper-parameter
by exploiting our knowledge concerning the transitions of the user’s buffer state.
According to Proposition 2, by setting the average data rate as R¯t, the amount of data to be
received by the user within TF t can be pre-computed at the beginning of the TF as
∑Ns
i=1 τRti =
∆TR¯t. Therefore, given the amount of data
∑Ns
i=1 τRti that the user should receive within the
tth TF for meeting the throughput requirement, the action in the tth frame is set as
R¯t =
∑Ns
i=1 τRti
∆T
. (20)
To guarantee the throughput constraint (2), we should ensure that the amount of data in the
user’s buffer cover the size of the video segment to be played. According to (11), to ensure
Bt+1 ≥ Snt+1 , the least amount of data that should be received by the user within the tth TF is∑Ns
i=1 τRti ≥ max{Snt+1 −Bt + I(lt = Lv)Snt , 0}, which yields
R¯t ≥ 1
∆T
max{Snt+1 −Bt + I(lt = Lv)Snt , 0} (21)
considering (20). To ensure that the executed action is “safe” in terms of satisfying the constraint
Bt+1 ≥ Snt+1 , we add an additional layer (termed as the safe layer [23]) to the output of the
original actor network µ(st;θµ) to adjust the action as follows:
at = max
{
µ(st;θµ) +Nt, 1
∆T
max{Snt+1 −Bt + I(lt = Lv)Snt , 0}
}
. (22)
In this way, the penalty term in (14) can be removed, and hence the hyper-parameter λ is no
longer needed.
3For conciseness, those simulation results are not provided.
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Remark 1. Such a safe layer can also be inserted into other RL problems for satisfying the
constraints, as long as the constraints can be equivalently transformed into the constraints on
the action of each time step with known expressions, as exemplified by (21).4
B. Post-Decision State for Critic Network
General RL/DRL algorithms are applicable to the scenarios where the dynamics of the system,
including the state transition probability distribution and the reward distribution, are completely
unknown. However, for many problems in wireless networks, these dynamics are indeed partially
known, as exemplified in Proposition 2 for the problem at hand. To exploit the knowledge
available for accelerating learning, we introduce PDS to decompose the dynamics of the system
into a known part and an unknown part. Specifically, PDS describes the intermediate state after
the known dynamic takes place, but before the unknown dynamic takes place [24].
1) Estimating the action-value function with the post-decision state: Let s˜t denote the PDS
at the tth TF. For the problem considered, s˜t is defined to characterize the buffer’s state, the size
of the video segment to be played, and the playback progress of the video segment after the
user receives the transmitted data within the tth TF, and to characterize the large-scale channel
gains before transition. To augment our exposition, we rewrite the state vector in (13) in the tth
and (t+ 1)th TF before and after the defined PDS as follows:
State at TF t: st = [Bt, Snt , lt,αt, · · · ,αt−Nt ], (23a)
PDS at TF t: s˜t , [Bt+1, Snt+1 , lt+1,αt, · · · ,αt−Nt ], (23b)
State at TF t+ 1: st+1 = [Bt+1, Snt+1 , lt+1,αt+1, · · · ,αt−Nt+1]. (23c)
By introducing the PDS, the reward can be decomposed into two parts formulated as rt =
rkt + r
u
t , where r
k
t is the reward received from transition st → s˜t and rut is the reward received
from transition s˜t → st+1. Let ρ(st+1, rt|st, at) denote the joint conditional PDF of st+1 and rt
when taking action at at state st, which characterizes the transition st → st+1. If the transition
s˜t → st+1 and rut are independent from the action at (which is true for the problem considered
since the transition of large-scale channel gains is independent from at), we can decompose the
joint conditional PDF into known and unknown components as
ρ(st+1, rt|st, at) =
∫∫
(s˜t,rkt )
ρk
(
s˜t, r
k
t
∣∣st, at) drkt ρu(st+1, rt − rkt ∣∣s˜t) ds˜t, (24)
4When the expressions are unknown, some approximation methods can be used as in [23].
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where the conditional PDF accounting for the transition st → s˜t (i.e., ρk(s˜t, rkt |st, at)) is known
(to be derived later), and the conditional PDF accounting for the transition s˜t → st+1 (i.e.,
ρu(st+1, rt − rkt |s˜t)) is unknown.
Let us define the PDS-value function of s˜t as the expected accumulated reward achieved
by policy µ started from s˜t, i.e., Vµ(s˜t) , E
[
rut +
∑T−1
i=t+1 γ
i−tri
∣∣s˜t]. Then, based on the
factorization of the state transition by PDS as well as on the definitions of the action-value
and PDS-value functions, the relationship between the PDS-value function Vµ(·) and the action-
value function Qµ(·) can be expressed as
Vµ(s˜t) =
∫∫
(st+1,rut )
[rut + γQµ(st+1, µ(st+1))] ρ
u
(
st+1, r
u
t
∣∣s˜t) drut dst+1, (25)
Qµ(st, at) =
∫∫
(s˜t,rkt )
[
rkt + Vµ(s˜t)
]
ρk
(
s˜t, r
k
t |st, at
)
drkt ds˜t. (26)
By substituting (25) into (26) and considering rt = rkt + r
u
t as well as ρ(st+1, rt
∣∣st, at) =∫∫
(rut ,s˜t)
ρk(s˜t, rt − rut |st, at)ρu(st+1, rut
∣∣s˜t)drut ds˜t, we arrive at
Qµ(st, at) =
∫∫
(st+1,rt)
[rt + γQµ(st+1, µ(st+1))] ρ
(
st+1, rt
∣∣st, at) drtdst+1, (27)
which is actually the Bellman equation with respect to Qµ, based on which the critic network
parameter θQ is updated by the DDPG. Considering that (27) can be derived from (25) and (26),
we can directly develop corresponding RL algorithm based on (25) and (26) rather than (27).
Specifically, since the transition PDF ρk
(
s˜t, r
k
t |st, at
)
can be derived, the action-value function
Qµ(st, at) can be obtained by estimating the PDS-value function Vµ(s˜t) in the right-hand-side
(RHS) of (26). Compared to directly estimating Qµ(st, at), estimating Vµ(s˜t) is more sample-
efficient, since Vµ(s˜t) does not depend on the action and hence it has a lower dimension.
2) Deriving the conditional PDF accounting for the transition st → s˜t: In what follows, we
derive ρk(s˜t, rkt |st, at). In particular, we show that s˜t and rkt become deterministic given that the
agent executes action at at state st. According to Proposition 2, we have
∑Ns
i=1 τRti = ∆TR¯t =
∆Tat. Upon substituting this into (11), the first element of s˜t, i.e., the buffer state Bt+1, can be
expressed as
s˜t[1] = Bt+1 = Bt + ∆Tat − I(lt = Lv)Snt = st[1] + ∆Tat − I(st[3] = Lv)st[2] (28)
which is deterministic, given st and at. The second element of s˜t is s˜t[2] = Snt+1 , i.e., the size of
the video segment to be played at the (t+ 1)th TF, which is also deterministic given st, because
the size of each segment is known after the user issues the video request. The third element of
17
s˜t is s˜t[3] = lt+1, i.e., the playback progress of the video segment to be played at t + 1. By
substituting (28) into (12), lt+1 can be expressed as a deterministic function of st and at as
fl(st, at) =
 lt, if Snt+1 > st[1] + ∆Tat − I(st[3] = Lv)st[2]mod(lt, Lv) + 1, otherwise. (29)
The rest of the elements in s˜t are the same as st. Finally, s˜t can be expressed as a function of
st and at as
s˜t = fPDS(st, at) = [st[1] + ∆Tat − I(st[3] = Lv)st[2], Snt+1 , fl(st, at), st[4 :]], (30)
where st[x :] denotes the sliced vector containing the xth, (x+ 1)th element to the last element
of st.
Again, according the definition of s˜t, we can obtain rkt = rt and r
u
t = 0. Furthermore,
considering Proposition 2, we have rkt = rt =
∑Ns
i=1 τpti = ∆T p¯(at)
rut = 0,
(31)
where both rkt and r
u
t are deterministic given st and at. Thus, the transition PDF ρ
k
(
s˜t, r
k
t
∣∣st, at)
degenerates into
ρk
(
s˜t, r
k
t
∣∣st, at) = δ (s˜t − fPDS(st, at), rkt −∆T p¯(at)) , (32)
where δ(s˜t−x, rkt −y) denotes the two-dimensional Dirac delta function defined as
∫
s˜t
∫
rkt
δ(s˜t−
x, rkt − y)ds˜tdrkt = 1, and δ(s˜t − x, rkt − y) = 0 if s˜t 6= x or rkt 6= y.
Finally, by substituting (31) and (32) into (25) and (26), we can obtain the relationship between
Vµ(·) and Qµ(·) for the video streaming problem considered as
Vµ(s˜t) = γ
∫
st+1
Qµ(st+1, µ(st+1))ρ
u
(
st+1
∣∣s˜t) dst+1 (33)
Qµ(st, at) = ∆T p¯ (at) + Vµ (fPDS(st, at)) . (34)
Observe from (30) that multiple state-action pairs may lead to the same PDS.5 This suggests that
if we directly estimate the PDS-value function on the RHS of (34), the action-value of multiple
state-action pairs on the left-hand-side can be updated accordingly based on (34), which indicates
the potential for accelerating the learning procedure. In Fig. 4, we summarize the relationship
between st, s˜t and st+1.
5For example, state [Bt, Snt , lt,αt, · · · ,αt−Nt ] and [Bt+∆Tx, Snt , lt,αt, · · · ,αt−Nt ] transit to the same PDS if executing
action at and at − x, respectively.
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Fig. 4. The relations between states st, st+1 and the PDS s˜t.
3) PDS-based DDPG algorithm: Again, we parameterize the transmission policy µ by a
DNN having the parameter θµ. Upon adding the safe layer defined by (22), the structure of
the modified actor network µs(st,Nt;θµ) is shown in Fig 5(a). Based on (34), we use a DNN
V (s˜t;θV ) to approximate Vµ(s˜t) and then obtain the approximated Qµ(st, at) as
Q(st, at;θV ) = ∆T p¯ (at) + V (fPDS(st, at);θV ) , (35)
whose structure is shown in Fig. 5(b).
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(a) Modified actor network, µs(st,Nt;θµ)
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(b) Modified critic network, Q(st, at;θV )
Fig. 5. Architecture of the actor and critic networks for enhanced DDPG with PDS and safe layer. “SL” denotes the safe layer.
The power allocation component that takes at as the input is the same as in the right of Fig. 3(a), and hence is omitted here.
Upon comparing Fig. 5 and Fig. 3, we can see that by exploiting the partially known dynamics,
the structures of the actor and critic networks are incorporated with the aid of known components
tailored for the system considered, i.e., the safe layer (22), fPDS(st, at) and ∆T p¯(at), instead of
only consisting of fully-connected layers having unknown parameters to be learned.
Remark 2. 1) PDS exploits partial information about the environment so that less parameters
of the critic network have to be learned. 2) Updating a single PDS value provides information
about the value of many state-action pairs, which further accelerates the learning procedure.
In Section V, we will show that given the modified structure, the number of nodes in the fully-
connected layers can be significantly reduced, and hence the convergence can be accelerated.
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Analogous to the update rule of θQ in (15) based on the Bellman equation (27), the update
rule of θV for the modified critic network can be obtained based on (33) as
θV ← θV + δV|B|∇θV
∑
j∈B
[yj − V (fPDS(sj, aj);θV )]2 , (36)
where we have substituted s˜t = fPDS(st, at), yj = 0 if all the segments have been transmitted to
the user, while yj = γQ′(sj+1, µ′s(sj+1, 0;θ
′
µ);θ
′
V ) otherwise. Again, Q
′(·;θ′V ) and µ′s(·;θ′µ) are
the target critic network and target actor network, respectively, which have the same structure
as Q(·;θV ) and µs(·;θµ), and are respectively updated by θ′V ← ωθV + (1 − ω)θ′V and θ′µ ←
ωθµ + (1− ω)θ′µ.
From (35), we can arrive at
∇aQ(st, a;θV ) = ∆T∇ap¯(a) +∇s˜V (s˜;θV )
∣∣
s˜=fPDS(st,a)
∇afPDS(st, a), (37)
By substituting (37) into (16), we can derive the update rule of θV for the modified actor network
as
θµ ← θµ + δµ|B|
∑
j∈B
[
∆T∇ap¯(a)+
∇s˜V (s˜;θV )∇afPDS(sj, a)
]∣∣∣
a=µs(sj ,0;θµ), s˜=fPDS(sj ,a)
∇θµµs(sj, 0;θµ). (38)
Remark 3. The relationship between the PDS-value function and the action-value function,
i.e., (25) and (26), are also applicable to other RL problems as long as: 1) Parts of the state
transition are known; 2) The transition from PDS s˜t to the next state st+1 is independent from at.
Therefore, the proposed approach of incorporating PDS into the DRL algorithm can be extended
to other RL problems.
C. Virtual Experiences
The analysis in the previous subsection suggests that the state transition st[1 : 3]→ st+1[1 : 3]
and the reward can be obtained in advance, given st and at. Further considering that the transition
of the average channel gain does not depend on st[1 : 3] and at, we are able to generate virtual
experience based on historical traces of average channel gains recorded for previously served
users. The virtual experience can then be used for training the DNNs for further accelerating
the learning procedure by relying on less interactions with environment.
Specifically, let h(j) = [α(j)t ]t=1−Nt,··· ,T denote a trace of the average channel gains of a
previously served user recorded during a video streaming episode. From h(j) we can generate an
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initial state for a virtual user as s1 = [B1, Sn1 , l1,α
(j)
1 , · · · ,α(j)1−Nt ] and obtain the action output by
the actor network as a1 = µs(s1,N1;θµ). Assuming that the average channel gains of the virtual
user evolve the same as recorded in the historical trace h(j), the next state and the reward can
be directly computed as s2 = [fPDS(s1, a1)[1 : 3],α
(j)
2 , · · · ,α(j)2−Nt ] and r1 = ∆T p¯ (a1) based on
(30) and (31), respectively. This suggests that the agent can deduce how the episode continues
for a given transmission policy and channel trace. Hence, it can generate virtual experience
accordingly, given that h(j) is a true channel trace sampled from the same wireless environment,
the virtual experiences can be used for training both the actor and the critic networks.
To generate and exploit the virtual experiences, every time a real episode terminates, we store
the channel trace into the channel trace memory H and randomly sample K traces from H to
generate K virtual episodes. The virtual experiences are stored into the experience relay memory
D so that the virtual experiences can be sampled together with the real experiences for training
both the actor and critic networks. The whole learning procedure of PDS-DDPG using virtual
experiences is shown in Algorithm 2.
Remark 4. The way we generate virtual experiences can be extended to other RL problems, as
long as the unknown dynamics are independent from the known dynamics. This is true for many
problems in wireless networks, where the dynamics of wireless channel do not depend on the
action and on the transition of other elements in the state.
V. SIMULATION RESULTS
In this section, we evaluate the performance of the proposed DRL-based policies by comparing
them to the benchmark policies via simulations.
A. Simulation Setup
We consider several scenarios, where users are moving along one or multiple roads across
multiple cells, as shown in Fig. 6. The distance between the adjacent BSs is 500 m and the
maximal transmit power of each BS is 46 dBm. The noise power is −95 dBm/Hz and the
transmission bandwidth of each user is 2 MHz. Since the circuit power consumption is the
same for all the policies considered, we only evaluate the transmit energy consumed by video
streaming. The path loss is modeled as 35.3+37.6 log10(d) in dB where d is the distance between
the user and BS in meters. The small-scale channel is Rayleigh fading. The playback duration
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Algorithm 2 Transmission Policy Learning Based on PDS-DDPG with Virtual Experience
1: Initialize modified critic and actor networks Q(s, a;θV ) and µs(s,N ;θµ) with random weights θV , θµ.
2: Initialize target networks Q′ and µ′ with weights θ′V ← θV , θ′µ ← θµ.
3: Initialize replay memory D, channel trace memory H, done← 0, step cnt← 0.
4: for episode = 1, 2, · · · do
5: Observe initial state s1 from the environment, and initialize channel trace h← [α1−Nt , · · · ,α1]
6: for TF t = 1, 2, · · · do # Observing real experiences
7: Select action at = µ(st,Nt;θµ) with exploration noise, and set R¯t = at and ξt = ξopt(R¯t).
8: for TS i = 1, · · · , Ns do
9: Allocate transmit power according to (7).
10: Observe reward rt, new state st+1, and add αt+1 into channel trace h← [h,αt+1]
11: if all video segments have been transmitted to the user then
12: done← 1
13: Store et = [st, at, st+1] in D, step cnt← step cnt + 1
14: if step cnt is divisible by ∆t then
15: Randomly sample a batch from D, update the actor and critic networks according to (38) and (36).
16: Update the target networks θ′µ ← ωθµ + (1− ω)θ′µ, θ′Q ← ωθQ + (1− ω)θ′Q
17: if done = 1 then
18: Store channel trace h in H
19: done = 0 and break
20: for k = 1, · · · ,K do # Generating virtual experiences
21: Randomly sample a channel trace h(j) from H and generate initial state s1.
22: for t = 1, 2, · · · do
23: Select action at = µ(st,Nt;θµ) with exploration noise.
24: Obtain αt+1 from h(j), and obtain next state st+1 = [fPDS(st, at)[1 :3],α
(j)
t+1, · · · ,α(j)t−Nt+1]
25: if all video segments have been transmitted to the virtual user then
26: done← 1
27: Store et = [st, at, st+1] in D, step cnt← step cnt + 1
28: Repeat steps 14∼16.
29: if done = 1 then
30: done = 0 and break
of each video file is 150 s and that of each segment is 10 s. Each video segment has a size of
1 MByte. The duration of each TF is ∆T = 1 s and the duration of each TS is τ = 1 ms.
500m
... ...
200m
(a) One road
500m
100m
... ...
100m
1st Road
2nd Road
(b) Multiple roads
250m
500m
... ...
200m
(c) Traffic light
Fig. 6. Simulation scenarios.
B. Fine-Tuned Parameters in Algorithm 1 and Algorithm 2
The DNNs in our algorithms are tuned to achieve the best performance, which are as follows:
1) Algorithm 1: For the actor network, µ(·) has four fully-connected layers each with 600
nodes. For the critic network, the state and action first go through three fully-connected
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layers each having 600 nodes and a single fully-connected layer having 600 nodes, which
are then concatenated, followed by two fully-connected layers each having 600 nodes.
2) Algorithm 2: For the modified actor and critic networks, both µ(·) and V (·) have three fully-
connected layers, each with 200 nodes. Based on these numbers of layers and nodes, the total
number of unknown parameters to be learned in the modified networks is reduced roughly
by a factor of 10 compared to the original actor and critic networks of Algorithm 1. This
indicates the potential of employing PDS and the safe layer in improving the convergence
speed and reducing the computational complexity.
All the hidden layers of the above DNNs use the rectified linear units (ReLU) as the activation
function. The output layer of the critic and modified critic networks has no activation function.
The network µ(·) of both the actor and the modified actor networks employs 0.5× [tanh(x) + 1]
as the activation function, which normalizes the output within [0, 1]. For the state representation,
we set Nb = 2 and Nt = 2. Since the elements of the input have different ranges and units, we
normalize the large-scale channel gain as 45 + log2(αb,t) before going through the DNNs and
employ batch normalization [28] for each fully-connected layer.
The Adam method of [29] is used for adjusting the learning rate during training, and the
initial learning rate is δµ = 10−3, δQ = δV = 10−4. The update rate for the target networks
is ω = 2.5 × 10−3. We also add a L2-norm regularization term with weight 10−3 on the loss
function when training the critic network to avoid over-fitting. The mini-batch size for gradient
descent is |B| = 128. The update interval is set to ∆t = 4. The discount factor is set to γ = 1
and the penalty coefficient for Algorithm 1 is set as λ = 30, respectively. The noise term nt
obeys the Gaussian distribution with zero mean and a variance reduced linearly from 0.1 to zero
during the training phase and remains zero during the testing phase.
C. Performance Evaluation
We compare the proposed DRL-based polices to the following baselines:
• Predict & Optimize: This is the existing first-predict-then-optimize PRA policy, which first
predicts the future average channel gains within a prediction window, and then determines
the target average data rate R¯t for each frame based on the predicted average channel gains
for minimizing the accumulated energy consumption [11]. When the future average channel
gains are perfect, this policy can serve as the performance upper bound (and hence called
“optimal policy” in the sequel). To obtain the predicted average channel gains, we train
23
a fully connected DNN for predicting the user locations and compute the future average
channel gains based on the path loss model.
• Non-predictive: This is the existing power allocation policy operating without exploiting
any future information. To satisfy the throughput constraint, the BS maintains the average
data rate as R¯t = Snt+1/Lv so that the segment to be played in the next TF is downloaded
in the current TF. Without using the predicted information, this policy can only minimize
the average energy consumption in the current TF via the power allocation given by (7).
In what follows, we compare the performance of the policies in different scenarios.
1) Same Road & Constant Speed: We first consider the scenario shown in Fig. 6(a), where
each user moves along the same road at a constant velocity of 16 m/s. In this case, a well-trained
DNN can perfectly predict the future locations of users and hence “Predict & Optimize” can
achieve the optimal performance (with legend “Optimal”).
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Fig. 7. Impact of the safe layer, post-decision state and virtual experience on the learning curves, K is the number of virtual
episodes. The results are averaged over 30 Monte Carlo trials with random initial user locations and over 300 successive episodes.
In Fig. 7, we show the learning curves of the proposed DRL-based policies. Considering that
the major concern of RL convergence speed lies in the number of interactions between the agent
and the environment, the x-axis represents the number of real episodes. Since there is no video
stalling after convergence (and hence no penalty on the reward), the minus value of the converged
return is the accumulated transmit energy consumption. We can see that the proposed DRL-based
policies converge to the optimal policy and they outperforms “Non-predictive” after convergence.
By exploiting our knowledge concerning the system dynamics, PDS-DDPG (i.e., Algorithm 2)
outperforms the basic DDPG (i.e., Algorithm 1) both in terms of the convergence speed and
the average return achieved. Specifically, by employing PDS and the safe layer, “PDS-DDPG
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K = 0” converges 2.5 times faster than “Basic DDPG”. By further training using both the real
and virtual experiences with K = 1 and K = 10, “PDS-DDPG K = 1” and “PDS-DDPG
K = 10” convergence five times and 20 times faster than “Basic DDPG”, respectively.
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Fig. 8. Policy behavior comparison when users move along the same road with constant velocity, K = 10.
In Fig. 8, we compare how the proposed policy and the baseline policies behave over time.
The result is obtained from an episode after Algorithm 2 has converged. Observe from 8(a)
that the large-scale channel gains vary periodically due to the change of user-to-BS distance as
the user moves along the road. The non-predictive policy has to maintain a constant average
data rate for satisfying the throughput constraint, since no future information is exploited. By
contrast, the DRL-based policy transmits more data when the large-scale channel gain is higher
in order to save energy and behaves similarly to the optimal policy. In Fig. 8(b), we compare
the energy consumptions of different policies. To maintain a constant average data rate, the
non-predictive policy has to increase the transmit power in order to compensate the decrease of
large-scale channel gain, which results in higher accumulated energy consumption. By contrast,
the DRL-based policy and the optimal policy allocate less power when the large-scale channel
gain decreases, because more data have been transmitted to the user’s buffer in advance when
the large-scale channel gains are higher.
2) Multiple Road & Random Acceleration: To show the applicability of the DRL-based policy
in more complex scenarios, we consider the scenario of Fig. 6(b), where the initial location of
each user is randomly chosen from two roads at different distances from the BSs, and the users
travel with random acceleration. The initial velocity of each user is 16 m/s and each user’s
acceleration in each TF is drawn from the Gaussian distribution with zero mean and standard
deviation of 0.1 m/s2. The legitimate velocity of each user is restricted to 12 m/s ∼ 20 m/s. For
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“Predict & Optimize”, a longer prediction window (say 150 s, the same as the duration of video
playback) incurs larger prediction error, which degrades the gain of PRA. For a fair comparison,
the prediction window of “Predict & Optimize” is set to 60 s.
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(c) Policy behavior, the 1st road.
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(d) Policy behavior, the 2nd road.
Fig. 9. Performance and policy behavior comparison when users move along multiple roads with random acceleration. “PDS-
DDPG” is trained for 3500 episodes with batch size 512, K = 10.
In Fig. 9, we compare the performance and the policy behavior. Observe from Fig. 9(a) and
9(b) that the DRL-based policy achieves lower accumulated energy consumption than “Predict &
Optimize” on both roads. Moreover, the CDF curve of the DRL-based policy is steeper than that
of “Predict & Optimize”, which suggests that the proposed policy is less sensitive to random user
behavior. This is because the pre-determined average data rate of “Predict & Optimize” cannot
promptly adapt to the real evolution of large-scale channel gains due to the user’s random
acceleration, as shown in Fig. 9(c) and 9(d). By contrast, “PDS-DDPG” learns a policy that can
adjust the average data rate on-line in order to adapt to the channel variation for both roads.
26
Upon comparing Fig. 9(a) and 9(b), we can see that the gain of “PDS-DDPG” over “Predict &
Optimize” is higher when the user is moving along the 1st road. This because the 1st road is
closer to the BSs and hence the channel variation is more significant along the user trajectory.
Consequently, “Predict & Optimize” is more sensitive to the prediction errors.
3) Random Stop: Let us now consider the scenario of Fig. 6(c), where the users may encounter
a traffic light on the road. In this scenario, the initial locations of users are uniformly distributed
along the road and they may stop for 0 ∼ 60 s upon encountering a red traffic light. Since the
instant of when and the duration of how long the user stops for are random, it is much harder
to predict the future locations of a user for a minute-level prediction window.
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Fig. 10. Performance and policy behavior comparison when users may stop with a random duration. “PDS-DDPG” is trained
for 2000 episodes with batch size 256, K = 10.
In Fig. 10, we compare the performance and behavior of the proposed policy to that of the
baseline policies. We can see from Fig. 10(a) that “Predict & Optimize” consumes even more
energy than “Non-Predictive”, which is due to large prediction errors caused by the random stop,
as shown in Fig. 10(b). By contrast, “PDS-DDPG” can still learn a good policy to adapt to the
channel variation.
VI. CONCLUSIONS
In this paper, we proposed a DRL-based policy for optimizing predictive power allocation
for video streaming over mobile networks aimed at minimizing the average energy consumption
under the throughput constraint. We formulated the problem in a RL framework and resorted
to DDPG to learn the policy. To reduce the signaling overhead between the MEC server and
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each BS, we judiciously designed the action and the state by exploiting the knowledge of small-
scale fading distribution. To improve the robustness and accelerate learning, we integrated the
concepts of safer layer, post-decision state, and virtual experience into the basic DDPG algorithm
by exploiting the partially known dynamics of the system. We have also shown when those
accelerating techniques can be extended to other RL problems. Our simulation results have
shown that the proposed policy can converge to the optimal policy derived based on perfect
future large-scale channel gains. When prediction errors exist, the proposed policy outperforms
the first-predict-then-optimize policy. By exploiting the partial knowledge on the dynamics, the
convergence speed can be dramatically improved.
APPENDIX A: PROOF OF PROPOSITION 1
Since the large-scale channel gain remains constant within a TF and the power allocation
policy within a TF should adapt to the small-scale fading, pti can be expressed as a function of
gti as pti = p(gti). Considering that gti is i.i.d. among TSs, (5) can be rewritten as
E¯t = Egti
[
Ns∑
i=1
τp(gti)
]
+ ∆TPc = ∆T (Egti [p(gti)] + Pc) , (39)
Since the second term Pc in (39) does not depend on the power allocation p(gti), problem P2
is equivalent to the following problem,
P3 : ∀t, min
p(gti)
E [p(gti)] (40a)
s.t. Egti
[
W log2
(
1 +
αt
σ2
p(gti)gti
)]
= R¯t (40b)
0 ≤ p(gti) ≤ Pmax, ∀gi, (40c)
The Lagrangian function of problem P3 can be expressed as
L(p(gti), λ1(gti), λ2(gti), µt) =
Egti
[
p(gti)− λ1(gti)p(gti) + λ2(gti)(p(gti)−Pmax) + µt
(
R¯t −W log2
(
1 + αt
σ2
p(gti)gti
))]
, (41)
where λ1(gti), λ2(gti) and µt are the multipliers associated with the inequality and equality
constraints, respectively. The Karush-Kuhn-Tucker (KKT) conditions of problem P3 are:
∂L
∂p(gti)
= Egti
[
1− λ1(gti) + λ2(gti)− ξt
σ2(αtgti)−1 + p(gti)
]
= 0 (42a)
λ1(gti)p(gti) = 0, ∀gti (42b)
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λ2(gti)(p(gti)− Pmax) = 0, ∀gti (42c)
(40b), (40c), λ1(gti) ≥ 0, λ2(gti) ≥ 0, ∀gti (42d)
where ξt = µtWln 2 . The stationary condition (42a) can be simplified to
1− λ1(gti) + λ2(gti)− ξt
σ2(αtgti)−1 + p(gti)
= 0, (43)
We first prove ξt > 0. Assuming that ξt ≤ 0, we can obtain λ1(gti) ≥ 1 + λ2(gti) according
to (43). Then, since λ2(gti) ≥ 0, we have λ1(gti) ≥ 0. Based on (42b), we have p(gti) = 0,∀gti,
which contradicts to (40b). Therefore, we have ξt > 0.
When gti < σ
2
αtξt
, we have 1 − ξt
σ2(αtgti)−1+p(gti)
> 0. In this case, according to (43), we can
obtain λ1(gti) > λ2(gti). Further considering that λ2(gti) ≥ 0, we have λ1(gti) > 0. Then,
according to (42b), we obtain p(gti) = 0. When gti = σ
2
αtξt
, we have 1− ξt
σ2(αtgti)−1+p(gti)
> 0 if
p(gti) > 0. However, from 1 − ξtσ2(αtgti)−1+p(gti) > 0, we can obtain p(gti) = 0 again based on
(43) and λ2(gti) ≥ 0, which contradicts to p(gti) > 0. Therefore, we have p(gti) = 0.
When gti > σ
2
αt(ξt−Pmax) , we have 1−
ξt
σ2(αtgti)−1+p(gti)
< 0. In this case, according to (43), we can
obtain λ2(gti) > λ1(gti). Further considering λ1(gti) ≥ 0, we have λ2(gti) > 0. Then, according
to (42c), we can obtain p(gti) = Pmax. When gti = σ
2
αt(ξt−Pmax) , we have 1−
ξt
σ2(αtgti)−1+p(gti)
< 0
if p(gti) < Pmax. However, from 1 − ξtσ2(αtgti)−1+p(gti) < 0 we can obtain p(gti) = Pmax again
based on (43) and λ1(gti) ≥ 0, which contradicts to p(gti) < Pmax. Therefore, p(gti) = Pmax.
When σ
2
αtξt
< gti <
σ2
αt(ξt−Pmax) , we have
σ2
αtgti
< ξt <
σ2
αtgti
+ Pmax. In this case, if p(gti) = 0,
according to (43), we can obtain λ2(gti) > λ1(gti). Further considering that λ1(gti) ≥ 0, we have
λ2(gti) > 0. Then, according to (42c), we have p(gti) = Pmax, which contradict to p(gti) = 0
and hence p(gti) > 0. Similarity, if p(gti) = Pmax, according to (43), we can obtain λ1(gti) >
λ2(gti). Further considering that λ2(gti) ≥ 0, we have λ1(gti) > 0. Then, according to (42b),
we have p(gti) = 0, which contradict to p(gti) = Pmax. Hence, p(gti) < Pmax. Therefore, we
have 0 < pgti < Pmax. Consequently, we can obtain λ1(gti) = λ2(gti) = 0. By substituting
λ1(gti) = λ2(gti) = 0 into (43), we have p(gti) = ξt − σ2αtgti .
Finally, by summarizing the above results and further considering the average rate constraint
(40b), Proposition 1 has been proved.
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APPENDIX B: PROOF OF COROLLARY 1
For Rayleigh fading, we have ρ(g) = e−g. When Pmax is sufficiently high for the maximal
transmit power constraints to be neglected, the optimal power allocation degenerates into
popt(gti;αt, ξt) =
 0, gti ≤ σ
2
αtξt
ξt − σ2αtgti , gti > σ
2
αtξt
,
(44)
Then, (8) degenerates into R¯t = W
∫∞
σ2
αtξt
log2
(
αtξt
σ2
g
)
e−gdg = W
ln 2
E1
(
σ2
αtξt
)
, from which Corol-
lary 1 can be proved.
APPENDIX C: PROOF OF PROPOSITION 2
Upon considering that ∆T = Nsτ , we obtain
∑Ns
i=1 τpti =
∑Ns
i=1
∆T
Ns
pti = ∆T
∑Ns
i=1
pti
Ns
. When
τ  ∆T , we have Ns = ∆Tτ → ∞. Since pti is a function of gti, which is i.i.d. among TSs,
we can apply the law of large numbers to obtain
∑Ns
i=1
pti
Ns
a.s.→ p¯t and hence Pr
(∑Ns
i=1 τpti =
∆T p¯t
)
= 1. Similarity, we can obtain Pr
(∑Ns
i=1 τRti = ∆TR¯t
)
= 1. The average transmit
power p¯t =
∫∞
0
popt(g;αt, ξ
opt(R¯t))ρ(g)dg can be derived from Proposition 1. Specifically, for
Rayleigh fading and large transmit power, p¯t can be expressed as
p¯t =
∫ ∞
σ2
αtξ
opt(R¯t)
(
ξopt(R¯t)− σ
2
αtg
)
e−gdg = ξoptt (R¯t)e
− σ2
αtξ
opt(R¯t) − σ
2
αt
E1
(
σ2
αtξopt(R¯t)
)
. (45)
By substituting (9) into (45), Proposition 2 has been proved.
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