I. INTRODUCTION
Understanding of the collective dynamics of a quantum electron gas is of great importance for a large variety of physical systems, including metallic nanostructures, thin metal films, and semiconductor quantum wells and quantum dots. In particular, recent experimental progress in femtosecond pump-probe spectroscopy allowed the investigation of the electron dynamics on an ultrafast timescale, where collective effects play a crucial role [1] [2] [3] [4] [5] [6] .
Thanks to the parallel development of advanced theoretical and numerical methods [7] [8] [9] [10] , meaningful comparisons between experimental and theoretical results are now becoming possible.
In typical pump-probe experiments, the electrons rapidly absorb the laser pulse energy and are brought out of equilibrium. This initial phase leads to the formation of collective oscillations (plasmon), which subsequently decay through coupling to the internal degrees of freedom of the electron gas (Landau damping). This damping occurs on a very fast time scale (< 10 fs) and was observed experimentally in gold nanoparticles [11, 12] . During these fast processes, the ionic background remains frozen and the electron distribution is non-thermal. As a result, the electron temperature cannot be properly defined at this stage of the relaxation process. On a longer timescale, the injected energy is redistributed among the electrons via electron-electron and electron-phonon collisions, leading to the eventual thermalization of the electron gas.
As the exact N -body dynamics cannot realistically be solved except for very small systems [13] , it is necessary to develop appropriate reduced models which, despite necessarily discarding some effects, still retain the principal physical features of the system under study.
Most reduced models are improvements on the mean-field approximation (time-dependent
Hartree equations), whereby the motion of a single electron is determined by the overall distribution of charges (and possibly currents) in the system. The mean field approach can be viewed as a zeroth-order approximation to the N -body problem in which two-body (and higher order) correlations have been neglected. Classically, this procedure is known as the BBGKY hierarchy, from the names of Bogoliubov, Born, Green, Kirkwood, and Yvon [14] . Quantum models that go beyond the mean-field approximations comprise the HartreeFock equations (including exchange, but neglecting correlations), density-functional theory (DFT, which retains both exchange and correlations in an approximate way), and various approaches based on the phase-space dynamics (Wigner and Vlasov equations).
All these approaches are rather costly from a computational point of view: the HartreeFock equations are nonlocal in space, DFT involves the resolution of N 1 Schrödinger equations, and the Wigner-Vlasov approach requires the meshing of a six-dimensional phase space. Therefore, it would be useful to develop a reduced model that allows a more straightforward investigation of the collective electron dynamics.
For this purpose, a quantum hydrodynamic (QHD) model was recently developed [15] by taking velocity moments of the Wigner phase-space distribution f (x, v, t). Lower-order moments are related to physically relevant quantities such as the particle density, average velocity, and pressure. As for all hydrodynamic approaches, the moments obey an infinite hierarchy of equations, whereby the equation for the i-th order moment requires the knowledge of the (i+1)-th moment. Therefore, a closure assumption has to be made, which will depend on the particular conditions of temperature, density, and coupling to the environment. For metallic nanostructures the electron density is very high (n ∼ 10
), yielding a Fermi
K. Thus, for most practical purposes, metallic nanostructures can be thought of as operating effectively at zero electron temperature. This assumption allows us to establish a relationship between the electron pressure and density, thus closing the QHD system of equations. We note that these equations do include quantum effects through the so-called Bohm potential, and thus fully deserve the qualification of 'quantum hydrodynamics'.
Hydrodynamic models were developed several times in condensed-matter physics, particularly for applications to semiconductors (Bloch equations) [16] and, to a lesser extent, metal clusters [7, 17, 18] , where they are frequently referred to as time-dependent ThomasFermi models. However, most hydrodynamic models used in the past do not actually contain quantum effects, apart from the Fermi-Dirac statistics. Further, the results of the hydrodynamic simulations were generally validated for the electric dipole response and frequency spectrum [17] , whereas higher order quantities (such as the thermal and potential energies)
were not properly assessed. Recent numerical simulations [19] [20] [21] and experiments [22] have highlighted a number of interesting effects involving precisely these quantities when thin metal films are irradiated with femtosecond laser pulses -most notably, ultrafast heating and ballistic oscillations of the electron gas. It is the main scope of this paper to establish whether these subtler effects can be described with a hydrodynamic model.
There has also been a recent surge of interest in QHD models for gaseous quantum plasmas [23, 24] , in view of possible applications to the dense plasmas found in some astrophysical objects (white dwarfs, giant planets) and in experiments on inertial confinement fusion [25] .
The QHD model of Ref. [15] has the advantage of being rigorously derived from the Wigner-Poisson equations, so that the underlying hypotheses, and hence the limitations of the model, are clearly spelled out. In particular, the two main limitations of the QHD model are that: (a) quantum effects are included only to second order in the Planck's constant and (b) wavelengths shorter than the Thomas-Fermi screening length L F are not treated properly.
Here, L F = v F /ω pe , where v F is the Fermi speed and ω pe is the plasmon frequency. The latter restriction is analogous to the well-known limitation for classical fluid models, which are valid for wavelengths longer than the Debye length (i.e., the typical screening length in a classical plasma).
In this work, we present a detailed comparison of the results of the QHD simulations against numerical results obtained with a semiclassical model based on the Vlasov equation.
The classical results were well-documented in a series of previous publications [19] [20] [21] dealing with the ultrafast electron dynamics in thin metal films. We will show that, in spite of the above limitations, the QHD model is capable of reproducing some of the most notable results obtained with the Vlasov approach.
The rest of this paper is organized as follows. First, the QHD model is described in Sec. II. Then the ground state is computed and benchmarked against the ground state obtained with a DFT approach (Sec. III). In Sec. IV, the QHD model is used to simulate the nonlinear electron dynamics, and the results are compared to those obtained with the semiclassical model. Conclusions and possible further developments are reported in Sec. V.
II. QUANTUM HYDRODYNAMIC (QHD) MODEL
The quantum QHD model used throughout this paper was derived in Ref. [15] starting from the Wigner-Poisson system and taking velocity moments of the Wigner pseudodistribution function. The Wigner representation [26] is a useful tool to express quantum mechanics in a phase space formalism (for reviews, see [27, 28] ). In this representation, a quantum state -either pure or mixed -is described by a function of the phase space variables f (x, v, t), which obeys an integro-differential evolution equation similar to the fa-miliar Vlasov equation of classical plasma physics. The Wigner function f satisfies most of the standard properties of probability distributions -in particular, it can be used to compute averages just as a classical distribution. However, it cannot in itself be regarded as a probability density because it can take negative values.
Alternatively, the QHD model can also be derived from the time-dependent Hartree equations [23] . The latter derivation is useful for extending the approach to include densitydependent potentials that model exchange and correlation effects. In that case, the derivation should start from the time-dependent Kohn-Sham equations [29] . The Wigner distribution f (x, v, t) and the Kohn-Sham wavefunctions φ k (x, t) are related by the Wigner transformation:
where the occupation probabilities p k are defined to describe a Fermi-Dirac distribution at zero temperature. Note that we restrict our discussion to one-dimensional (1D) geometry.
This is appropriate for the study of thin films, where only variations along the direction x, normal to the film surface, are taken into account.
The QHD model involves the first two moments of the Wigner function, namely the electron density n(x, t) = f (x, v, t)dv and the local mean velocity u(x, t) = f (x, v, t)vdv/n.
These quantities can also be expressed in terms of the Kohn-Sham wavefunctions:
where
Finally, the QHD model reads as a set of a continuity and an Euler equation:
where m and e are the electron mass and absolute charge respectively, and the effective
given by the sum of the Hartree, exchange, and correlation contributions. In the adiabatic local-density approximation (ALDA), the exchange and correlation terms are functionals of the time-dependent electron density n(x, t). Here, we shall use the functionals suggested by Brey et al. [30] . The Hartree potential obeys Poisson's
where 0 is the vacuum dielectric constant, and n i (x) is the ion density profile, which is supposed to be continuous and immobile (jellium approximation). The second term on the right-hand side of Eq. (6) is the so-called Bohm potential, which contains all the quantum effects that are present in the model.
The pressure term P appearing in the Euler equation (6) must be related to the electron density n via an equation of state in order to close the fluid system [23] . Generally speaking,
we can take a polytropic relation
where P 0 = (2/5)n 0 E F is the pressure of a quantum electron gas at zero temperature (Fermi pressure), E F is the Fermi energy, n 0 the equilibrium density, and γ = 5/3. Note that we use the three-dimensional value for the polytropic exponent. This reflects the fact that the equilibrium is fully 3D, whereas the nonequilibrium dynamics only affects the direction normal to the film surfaces.
It is important to stress that most hydrodynamic models developed for metal clusters and nanoparticles [7, 17, 18] do not include the Bohm potential in the Euler equation (quantum effects are only to be found in the equation of state, that is the relation between the pressure and the density). However, a simple estimate shows that, for nanometric objects, the Bohm potential V Bohm is of the same order of magnitude as the Fermi pressure P 0 :
where λ is the typical length scale of the electron density. Assuming that λ L F , one
∼ 1, indicating that both terms have a similar impact and should thus both be retained in the model.
In the forthcoming simulations, time is normalized in units of the inverse plasmon fre-
, velocity in units of the Fermi speed v F , and length in units of
In addition, particles densities are normalized to the ion density of the bulk
where r s is the Wigner-Seitz radius. With these normalizations, the exchange and correlation potentials read as [30] 
where H = ω pe /mv 2 F is the normalized Planck constant, and κ = (3π
. Here, we will concentrate on sodium films, for which r s /a 0 = 4 (a 0 = 0.529Å is the Bohr radius), so that
pe = 0.1fs, and H = 0.9405. An important feature of the QHD equations (5)- (6) is that they can be rewritten in the form of a nonlinear Schrödinger equation, by making use of a Madelung transformation
where Ψ is an effective wavefunction, |Ψ|
= n, and S(x, t) is such that mu(x, t) = ∂ x S(x, t).
We then obtain that Ψ(x, t) satisfies the following nonlinear Schrödinger equation, in normalized units
The 'Fermi' potential W F originates from the Fermi pressure P :
and, for a polytropic equation of state (8), it takes the following form
Finally, the normalized Poisson's equation reads as
Written in this form, the QHD model consists of the nonlinear Schrödinger equation (13) together with the definitions of the exchange, correlation, and Fermi potentials -Eqs. (10), (11) , and (14), respectively -and Poisson's equation (16) . This form of the QHD model is particularly well-suited for numerical simulations, because it eliminates the 'difficult' nonlinearities represented by the convective term (u∂ x u) and the Bohm potential in the Euler equation (6) .
III. GROUND STATE
Before attacking the study of the electron dynamics, we investigate the ground state of the QHD model. In order to compute the ground state, a useful numerical technique relies on the 'imaginary time' approach. This consists in replacing t with −iHt in Eq. (13), thus transforming the Schrödinger equation into a diffusion equation with nonlinear sources
The 
To compute the stationary solution, we solve Eq. (17) using an implicit numerical scheme with centered differences to evaluate the spatial derivatives. The order of the time-stepping scheme is not crucial, as we are only interested in the time-asymptotic solution. In contrast, its stability is mandatory, and this is why we use an implicit technique. The numerical resolution is stopped when the quantities of interest (kinetic and potential energies, for example) converge to a constant value, within some given accuracy.
We assume that the ions form a motionless neutralizing background represented by a positive and inhomogeneous charge density
where σ is a diffuseness parameter and L is the thickness of the slab. Homogeneous Dirichlet boundary conditions are used at the boundaries of the
with L max L. Initially, the electron density has the same form as the ion density, but with slightly larger σ. This is what we expect the ground state to look like, and this choice allows us to minimize the number of iterations necessary to converge.
The results of the QHD model are compared to those obtained using a DFT solver for the same physical system. In the Kohn-Sham formulation of DFT, the ground-state density n(x) of an N -electron system is written, in terms of the single-particle orbitals φ k and energies
These orbitals and energies obey the Schrödinger equations (k = 1 . . . N )
and the last occupied energy level defines the Fermi energy. The Kohn-Sham equations (21) are solved numerically using a standard finite-difference iterative method [31] .
We consider two test cases, both with film thickness L = 50L F , but with different values of the diffuseness parameter, σ = L F and σ = 2L F . The size of the computational box is equal to 2L max = 150L F , with N x = 1500 mesh points.
In Fig. 1 , the electron densities and the Hartree and effective potentials are plotted as functions of the normalized spatial coordinate for the case σ = L F . The electron density is basically identical for both models, although some discrepancy remains for the computed potentials. A better accordance on the potentials is obtained for σ = 2L F (Fig. 2) . This is in line with the underlying assumptions of the QHD model, which requires that all quantities vary on distances not shorter than the screening length L F . This fact appears clearly in Fig. 3 , where we plot the Thomas-Fermi energy and the effective potential energy against σ. In our normalized units, these energies are defined as follows:
with γ = 5/3. The Thomas-Fermi energy yields good results for all values of σ. This is not surprising, as E T F is simply a functional of the density, and we have seen that the density computed with the QHD model agrees well with the DFT result irrespective of σ (as far as it is not too small). The test on the effective potential energy is more stringent. We spanned values of σ going from 0.5L F to 2.5L F (larger values are not physically meaningful) and observed that the DFT and QHD results (slowly) converge for large σ.
In summary, the QHD approach yields satisfactory results for the computation of the ground state, provided that the spatial profiles do not vary too abruptly. This limitation is inherent to most hydrodynamic models (both classical and quantum). However, even for rather steep variations of the ion density (σ 0.5L F ), the electron density profile is still accurate and the relative error on the effective potential energy is only around 10%. 
IV. DYNAMICS
Recent semiclassical simulations [19] [20] [21] have revealed an interesting nonlinear regime in the electron dynamics in a thin metal film. In these studies, the electrons were initially prepared in a Fermi-Dirac equilibrium at finite (but small) temperature. They were subsequently excited by imposing a constant velocity shift δv to the initial distribution. This scenario is appropriate when no linear momentum is transferred parallel to the plane of the surface (i.e., q = 0) and is relevant to the excitation of the film with optical pulses [32] . For q = 0, only longitudinal modes (volume plasmon with ω ω pe ) can be excited.
It was observed that, after the initial absorption of the perturbation energy (which was rapidly transformed into thermal energy), a regime of low-frequency oscillations appeared.
The period of the oscillations corresponded to electrons traveling at the Fermi velocity and bouncing back and forth on the film surfaces.
The above simulations were carried out within the framework of the semiclassical VlasovPoisson equations, thus neglecting quantum-mechanical effects. The Vlasov equation describes the evolution of a classical probability distribution in phase space f (x, v, t)
where the Hartree potential V H obeys Poisson's equation (7) and can be obtained as the classical limit of the Wigner or Kohn-Sham equations.
Our purpose here is to investigate the same physical problem with the QHD model described in the previous section. Note that the Vlasov and QHD approaches are in some sense complementary. The Vlasov approach is microscopic (at the mean-field level) but classical, whereas the QHD approach is macroscopic but includes quantum effects.
The electrons are initially prepared in the ground state, computed as described in Sec.
III. In order to excite the dynamics, the initial state is suddenly accelerated by a velocity δv (normalized units are used):
This excitation corresponds to the one used for the Vlasov model, i.e. a uniform shift δv in velocity space.
A time-splitting technique [33] has been employed to integrate numerically the timedependent nonlinear Schrödinger equation (13) . Let us write the Schrödinger equation as
where K is the kinetic energy operator and V = W F − V eff is the total potential energy. The
Hamiltonian is split into these two parts and each is treated separately. For the potential part, the solution is trivial
where Ψ n ≡ Ψ(n∆t), and ∆t is the time step. For the kinetic part, we use a Crank-Nicolson scheme, which is exact to second order in ∆t
The kinetic operator K is approximated with the standard centered-differences formula. The time evolution is obtained by subsequently applying the potential and kinetic steps described above. Poisson's equation is solved just before the potential step (notice that the kinetic step does not alter the spatial density and therefore the potential V ). The resulting numerical scheme is unconditionally stable and second order accurate in both space and time. Another crucial property of the scheme is that it conserves exactly the L
We are interested in the evolution of certain energy quantities. The total energy of the electron population (which is a conserved quantity for the QHD model) can be written as the sum of several terms:
Here, E T F is the Thomas-Fermi energy and E pot is the electrostatic potential energy. The exchange-correlation energy E XC is a complicated functional of the electron density that we do not need to write explicitly. The kinetic energy E kin can be split into the energy of the center-of-mass
and a residual energy, which we refer to as the 'thermal energy',
The current is defined (in dimensionless units) as j = HIm(Ψ * ∂ x Ψ) = nu, where Ψ * denotes the complex conjugate of Ψ.
Here, some explanation is in order, as we have so far supposed that the electron system is at zero temperature. The 'thermal energy' represents an internal kinetic energy that goes beyond both the Thomas-Fermi energy (i.e. the kinetic energy of a zero-temperature Fermi gas) and the kinetic energy due to the motion of the center of mass. Basically, the thermal energy is due to the uncertainty in velocity arising from Heisenberg's relations. This is of course a purely quantum effect -for an equivalent classical model the thermal energy would be strictly equal to zero. Thus, the QHD model leaves open the possibility to account for an increase of the electron thermal energy, and therefore the electron temperature.
It is easy to estimate the thermal energy of the ground state, for which E cm = 0 and thus E th = E kin . The kinetic energy is zero inside the film, where the wavefunction is spatially uniform. At the boundaries, the typical velocity dispersion is given by the uncertainty principle ∆v = /(mσ), with σ L F . Then, the thermal energy can be estimated as
In our normalized units, we obtain that E th /mv .
Before looking at the various energy terms, we study the evolution of the electric dipole
In Fig. 4 , we plot the time history of the dipole together with its frequency spectrum (normalized to its maximum value) for different values of H, ranging from H = 0.9405 (which corresponds to sodium films with r s /a 0 = 4) to H = 0.1, and film thickness L = 50L F 60Å.
In all cases, the spectrum is peaked around ω 0.8ω pe , i.e. slightly smaller than the plasmon frequency. As explained in [20] , this is a spurious effect due to the finite size of the computational box. The smaller peaks appearing at low frequency are a manifestation of individual electron excitations in the confining potential.
It is interesting to note that, although the QHD equations are not, in principle, capable of modeling effects like Landau damping, a significant decrease of the dipole is still observed.
Like Landau damping, the electric dipole damping observed in for the QHD result, even for H = 0.1. Nevertheless, the QHD results for the long-time value of the dipole show a decreasing trend with H, so that the Vlasov result may well be attained in the limit H → 0. The classical spectrum is also peaked at ω 0.8ω pe , although it displays a less complex structure than its quantum counterpart. (Fig. 8) , the regime of slow oscillations was interpreted as the result of electrons traveling ballistically through the film at the Fermi speed and bouncing back and forth on the surfaces [19, 20] . The period of the oscillations is roughly equal to L/v F , although not exactly. The slight discrepancy comes from the fact that the actual thickness of the slab is bigger than its nominal value L (see Fig. 2 ). In addition, the relatively large value of δv used here means that velocities higher than v F are excited, thus reducing the ballistic period.
We also observe that the sum of the kinetic, center-of-mass, and potential energies at the end of the run is roughly equal to 5E F for the Vlasov results, but only to 4E F for the QHD case. The reason is that, for the Vlasov case, the Thomas-Fermi energy hardly varies at all during the entire run, so that the sum E cm + E pot + E th is approximately constant.
However, for the QHD case the Thomas-Fermi energy slightly increases over the run (just above 1% of its initial value), which is not much in relative terms, but, as E T F is large compared to the other energy terms, it is enough to account for the observed discrepancy (in the above discussion, we have ignored exchange and correlations, as we are considering the case H = 0.1). The variation of the different energy terms over the entire run is shown in Table I (Vlasov) and 
V. CONCLUSION
In this paper, we investigated in detail the ultrafast electron dynamics in a thin metal film using a quantum hydrodynamic model. The results were compared to ground-state calculations using the Kohn-Sham equations of density-functional theory, whereas the nonequilibrium dynamics was compared to recent results obtained with a semiclassical model.
In contrast to previous investigations, the full nonlinear dynamics was analyzed, going well beyond the simple electric-dipole response.
The overall results show that the QHD model is capable of capturing the essential features of the electron dynamics, in particular: (i) the dipole response at the plasmon frequency and its decay, (ii) the initial heating of the electron gas to temperatures significantly higher than the equilibrium, and (iii) the subsequent regime of ballistic nonlinear oscillations with a period close to the time-of-flight between the film's surfaces. It is particularly intriguing that an increase in the thermal energy can actually be observed in a model that is nominally valid at zero temperature. The limitations of the QHD model, which were expected from its theoretical underpinning, are essentially twofold. First, like for other fluid models, wavelengths shorter than the Thomas-Fermi screening length L F are not treated correctly. This limitation affects the calculation of the ground state. Second, the center-of-mass contribution to the kinetic energy does not decay away by Landau damping because the latter is absent from the QHD model. However, we point out that Landau damping was probably overestimated in the semiclassical simulations [19, 20] because the classical energy spectrum is by definition continuous. Landau damping is basically a phase-mixing effect that arises from many different states oscillating at slightly different frequencies and is thus amplified in the semiclassical regime, where the number of states is effectively infinite. When the spectrum is discrete and the number of states is finite, beatings and revivals can occur, thus reducing the efficiency of Landau damping.
In addition, first-order moments such as the electric dipole are indeed damped in the QHD evolution. The damping rate and the long-time saturation level are quantitatively similar to those observed in the Vlasov simulations. Thus, it seems that significant discrepancies arise only when computing second-order moments, i.e., the various energy terms.
All things considered, the incomplete damping of the center-of-mass energy does constitute a shortcoming of the present model. Recent theoretical results on a generalization of DFT that involves the electron current as well as the density could provide a means to model irreversible phenomena in the context of quantum hydrodynamics. At the simplest level, a friction term in the Euler equation would guarantee the damping of the center-of-mass energy, although the damping rate would have to be fixed ad hoc. Another possibility could be to develop a two-population model, whereby the zero-temperature component of the electron gas coexists with a thermal population, which might be treated semiclassically. The thermal population would thus provide the necessary amount of damping. These generalizations would considerably enlarge the range of applicability of the quantum hydrodynamic model described in this work.
