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ABSTRACT
A lthough  a  g r e a t  amount o f  r e s e a r c h  has  been  done 
i n  t h e  a r e a  o f ' s t o c h a s t i c  programming,  no r e a l l y  s a t i s ­
f a c t o r y  method h as  been  found f o r  f i n d i n g  t h e  c u m u la t iv e  
d i s t r i b u t i o n  (GDP) o f  t h e  maximum v a lu e  o f  t h e  o b j e c t i v e  
f u n c t i o n .  T h i s  d i s s e r t a t i o n  d e s c r i b e s  a method f o r  f i n d ­
in g  t h e  CDF t h a t  o f t e n  s i m p l i f i e s  t h e  c o m p u ta t io n .
The CDF f o r  a g iv e n  b a s i s ,  a s  w e l l  as  t h e  p r o b a b i l i t y  
t h a t  a c e r t a i n  b a s i s  i s  o p t im a l  (and  f e a s i b l e )  i s  found 
by i n t e g r a t i n g  o v e r  t h e  space f o r  which t h e  g i v e n  b a s i s  
i s  o p t im a l  (and  f e a s i b l e ) .  To s i m p l i f y  t h e  sp ace  o f  i n ­
t e g r a t i o n ,  and o f t e n  t h e  i n t e g r a t i o n  a s  w e l l ,  a change o f  
v a r i a b l e s  i s  made u s i n g  the J a c o b i a n  Theorem. The CDF 
i s  t h e n  found  by summing the  c o n t r i b u t i o n s  o f  CDF f o r  a 
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CHAPTER I  
INTRODUCTION
Almost s i n c e  l i n e a r  programming began  i n  t h e  l a t e  
19^ 0 ’ s ,  r e s e a r c h e r s  have  had  to  g r a p p l e  w i t h  a  r e l a t e d  b u t  
t r i c k y  p ro b lem  t h a t  ha s  come up i n  p r a c t i c e  as  w e l l  as 
t h e o r y :  what  t o  do i f  v a r i o u s  c o e f f i c i e n t s  t a k e  on v a l u e s
t h a t  a r e  o n ly  known p r o b a b i l i s t i c a l l y .  Such c o e f f i c i e n t s — 
t h o s e  whose v a l u e s  can o n ly  be g i v e n  by a known o r  assumed 
p r o b a b i l i t y  d i s t r i b u t i o n — w i l l  h e n c e f o r t h  be  d e n o te d  as  
s t o c h a s t i c  c o e f f i c i e n t s ,  v e c t o r s  c o n t a i n i n g  such  c o e f f i ­
c i e n t s  a r e  t o  be c a l l e d  s t o c h a s t i c  v e c t o r s ,  and t h e  p r o g ra m ­
ming p ro b lem s  u s i n g  such  c o e f f i c i e n t s  w i l l  be lumped t o g e ­
t h e r  and c a l l e d  p r o b a b i l i s t i c  program m ing .  Many a p p l i ­
c a t i o n s  o f  p r o b a b i l i s t i c  programming have b e e n  fo u n d :  f o r
e x am p le ,  m u l t i p e r i o d  a l l o c a t i o n  when demand c o e f f i c i e n t s  a r e  
s t o c h a s t i c  [ 1 0 , 1 1 ] ,  t r a n s p o r t a t i o n  p ro b lem s  [ 2 8 , 2 3 ] ,  manage­
ment d e c i s i o n  p ro b lem s  [ I 8 ] ,  and c a p i t a l  b u d g e t i n g  [ I 6 ] .
I n  o r d e r  t o  c l a s s i f y  t h e  v a r i o u s  p r o b a b i l i s t i c  p r o ­
gramming p ro b lem s  which  have been i n v e s t i g a t e d ,  f i r s t  con­
s i d e r  t h e  s t a n d a r d  l i n e a r  programming p ro b lem :
n
max z (x )  = I  c , x .  (1)
1=1
s u b j e c t  t o
n
= 1 , 2 ,  . . . m  (2)
x^ % 0 k = 1 ,  2, . . .  m, m+1, . . .  m+n (3)
We t h e n  have t h e  f o l l o w i n g  c a t e g o r i e s  o f  p r o b a b i l i s t i c  p r o ­
gramming. The t e r m i n o l o g y  comes m ain ly  f rom S e n g u p ta  
e t  a l  [ 2 0 ] .
C h a n c e - C o n s t r a i n e d  programming: I n  t h i s  c a s e ,  t h e  con­
s t r a i n t s  (2) become
where e i t h e r  t h e  a j ^  o r  t h e  b j  a r e  g iv e n  by some p r o b a b i l i ­
t y  d i s t r i b u t i o n  and 0 < a j  à 1 j  = 1,  2 ,  . . .  m. S e ^  f o r  
i n s t a n c e ,  [ 8 ] ,  [ 1 3 ] ,  [ 1 5 ] ,  and [ 2 2 ] .
Programming u n d e r  u n c e r t a i n t y :  I n  t h i s  p ro b lem  (1)
and (2)  become
max { j l  + Ey[P(y)]j,
where E y [ P ( y ) ]  d e s i g n a t e s  t a k i n g  t h e  e x p e c te d  v a lu e  w i t h  
r e s p e c t  t o  y  o f  a f u n c t i o n  P ( y ) ,  s u b j e c t  t o  
k n
I ^1i^i I ^^li^i  ^ J = l , 2 , . . . m
i = l  i = k + l  ^
where t h e  ajj^ i = k + l , . . . n  o r  t h e  t y ' s  may be s t o c h a s t i c .
See ,  f o r  e x am ple ,  [ 9 ] ,  [ l 4 ] ,  [ 2 5 ] ,  [ 2 6 ] ,  [ 2 7 ] ,  [ 2 9 ] ,  and 
[ 3 0 ] .
A s p i r a t i o n  c r i t e r i o n  programming ( te rm  due t o  [ 1 2 ] ) :
I n  t h i s  p ro b lem  (1) becomes
n
max P r [ z ( x )  = 'I c^x^ ^ z ^ ]  where z^ i s  c o n s t a n t .  
i = l
See,  f o r  i n s t a n c e ,  [1 2 ]  and [ 1 9 ] .
S t o c h a s t i c  p rog ram m ing : I n  t h i s  p ro b le m ,  t h e  o b j e c ­
t i v e  i s  t o  f i n d  t h e  d i s t r i b u t i o n  o f  max z ( x ) ,  where z ( x )  
i s  g i v e n  i n  ( 1 ) ,  and d e n o t e s  t h e  maximum v a lu e  o f  t h e  ob ­
j e c t i v e  f u n c t i o n  g i v e n  v a l u e s  f o r  t h e  s t o c h a s t i c  c o e f f i ­
c i e n t s .  S e v e r a l  a p p ro a c h e s  t o  s t o c h a s t i c  programming have 
been c o n s i d e r e d .
A c t iv e  A p p ro a ch : I n  t h i s  c a s e ,  a  b a s i s  i s  s e l e c t e d  and
f i x e d  b e f o r e  t h e  v a l u e s  o f  t h e  s t o c h a s t i c  c o e f f i c i e n t s  a r e  
o b s e r v e d  o r  known. I f  t h e  c ^ ' s  a r e  s t o c h a s t i c ,  one may have
f e a s i b i l i t y ,  b u t  a  change I n  t h e  c ^ ' s  may cause  t h e  b a s i s  
t o  be n o n - o p t l m a l . I f  t h e  b j ' s  a re  s t o c h a s t i c ,  one may 
have o p t i m a l i t y ,  b u t  changes  I n  t h e  b j ' s  may cause  I n f e a -  
s l b l l l t y ,  and I n  [2 0 ]  t h i s  would add a c o s t  t o  t h e  o b j e c ­
t i v e  f u n c t i o n .
P a s s i v e  A p p r o a c h : T h i s  I s  th e  a p p ro a c h  o f  t h i s  d i s ­
s e r t a t i o n .  An o p t i m a l  ( t h u s  f e a s i b l e )  b a s i s  I s  s e l e c t e d  
a f t e r  t h e  v a l u e s  o f  t h e  s t o c h a s t i c  c o e f f i c i e n t s  a r e  known— 
t h a t  I s ,  t h e  b a s i s  can change w i t h  t h e  change I n  t h e  b j ' s  
o r  Cj^'s,  so t h a t  one I s  n e i t h e r  I n f e a s i b l e  n o r  n o n o p t lm a l .
S e n g u p ta ,  T l n t n e r ,  and MlIlham [ 2 0 ]  and S e n g u p ta ,  
T l n t n e r ,  and M o r r i s o n  [2 1 ]  g i v e  r e l a t i o n s h i p s  be tw een  
max z (x )  f o r  t h e  a c t i v e  and max z(x)  f o r  t h e  p a s s i v e  a p ­
p ro a c h e s  .
The method g i v e n  I n  [20]  and [21]  f o r  f i n d i n g  t h e  
d i s t r i b u t i o n  o f  max z ( x )  I s  c a l l e d  t h e  "method o f  sample  
p o i n t s . "  A ( f i n i t e )  number o f  s e t s  o f  f i x e d  v a l u e s  o f  t h e  
s t o c h a s t i c  c o e f f i c i e n t s ,  known as sample p o i n t s ,  a r e  s u b s t i ­
t u t e d  f o r  t h e  s t o c h a s t i c  c o e f f i c i e n t s  I n  t h e  o b j e c t i v e  f u n c ­
t i o n  and t h e  c o n s t r a i n t s .  Fo r  each s e t  o f  sample  p o i n t s ,  t h e  
r e s u l t i n g  l i n e a r  programming problem I s  s o l v e d ,  and a p r o b a ­
b i l i t y  d e n s i t y  f u n c t i o n  I s  t h e n  f i t t e d  t o  t h e  r e s u l t i n g  
f u n c t i o n a l  v a l u e s  o f  max z ( x ) .  The a u t h o r s  o f  [2 1 ]  m e n t io n
t h a t  Kolmogorov-Smlrnov n o n - p a r a m e t r l c  t e s t s  can be u se d  
e m p i r i c a l l y  t o  f i t  t h e  d a t a .
T here  a r e  s e v e r a l  d rawbacks  t o  t h i s  a p p ro a c h .  One i s  
d e t e r m i n i n g  how many sample  p o i n t s  t o  choose  i n  o r d e r  t o  
make a "good enough f i t " .  A n o the r  i s  h a v in g  ( i n  g e n e r a l )  
t o  r e s o l v e  t h e  p rob lem  f o r  e a c h  s e t  o f  sample p o i n t s  u s i n g  
t h e  s im p lex  m ethod ,  b e c a u s e  d i f f e r e n t  s e t s  o f  sample  p o i n t s  
may p ro d uce  d i f f e r e n t  o p t i m a l  b a s e s .  F i n a l l y ,  t h e r e  i s  t h e  
p ro b lem  o f  f i n d i n g  th e  b e s t  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  
t o  f i t  t h e  f u n c t i o n a l  v a l u e s  o f  t h e  sam ple  p o i n t s  and o f  
max z ( X) .
A s i m i l a r  a r t i c l e  by Bracken  and S o la n d  [6 ]  s i m p l i ­
f i e s  t h e  t h e o r y  by o n ly  l e t t i n g  t h e  c ’ s be  s t o c h a s t i c  and  
by l e t t i n g  them have on ly  d i s c r e t e  o r  m u l t i v a r i a t e  d i s t r i ­
b u t i o n s .  I n  e i t h e r  c a s e ,  i n  f i n d i n g  t h e  d i s t r i b u t i o n  o f  
t h e  maximum o f  t h e  o b j e c t i v e  f u n c t i o n ,  t h e  d e t e r m i n a t i o n  o f  
a number o f  e x t rem e  p o i n t s  i s  m ade . The c h i e f  d raw backs  t o  
u s i n g  t h e  above method i s  (1)  t h e  r e s t r i c t i o n s  on t h e  c ' s  
and (2) t h e  d i f f i c u l t y  i n  f i n d i n g  th e  ex t rem e  p o i n t s  i n  
s u f f i c i e n t  number t o  g e t  a  r e l i a b l e  e s t i m a t e  o f  t h e  d i s ­
t r i b u t i o n .
Babbar  i n  [1 ]  c o n s i d e r s  t h e  s t o c h a s t i c  c o e f f i c i e n t s  t o  
be n o r m a l ly  d i s t r i b u t e d  and t h e  m a t r i x  A=(ajj^) t o  be s q u a r e ,
Then,  g i v e n  any s e t  o f  v a l u e s  f o r  t h e  s t o c h a s t i c  c o e f f i c i e n t s ,  
he p r o c e e d s  by means o f  d e t e r m i n a n t s ,  t o  f i n d  t h e  v a l u e s  o f  
t h e  d e c i s i o n  v a r i a b l e s  and o f  t h e  o b j e c t i v e  f u n c t i o n .  He a l ­
so f i n d s  t h e  p r o b a b i l i t y  and  c u m u la t iv e  d i s t r i b u t i o n s  o f  
t h e  d e c i s i o n  v a r i a b l e s  and o f  t h e  o b j e c t i v e  f u n c t i o n .  S in c e  
t h e  " A -m a t r ix "  i s  n o t  g e n e r a l l y  s q u a r e ,  and d i s t r i b u t i o n s  
o t h e r  t h a n  no rm a l  o c c u r  i n  p r a c t i c e ,  t h e s e  r e s u l t s  have l i ­
m i t e d  a p p l i c a b i l i t y .
P rekopa  i n  [ 1 7 ]  expands  u-Uq i n t o  a  T a y l o r  s e r i e s  where 
u = max z ( x )  and Uq = m a x [ z ( x ) |  t h e  s t o c h a s t i c  c o e f f i c i e n t s  
a r e  f i x e d ] . He t h e n  shows u n d e r  t h e  a p p r o p r i a t e  c o n d i t i o n s  
t h a t  i f  P r | f ( C j^ ,  A^) < x |  t e n d s  to w a rd  some f u n c t i o n  
* (x )  f o r  l a r g e  n ,  where  c^ i s  a  sequence  o f  v e c t o r s  
. . .  b ^  a  seq u ence  o f  v e c t o r s  . . .  and
A^ i s  a  sequence  o f  m a t r i c e s  o f  a ^ j ,  and  f  i s  a  r e a l - v a l u e d
f u n c t i o n ,  t h e n  P r ^ l .  ( u - U g ) - x j  a l s o  t e n d s  t o w a rd  (j>(x) where
i s  t h e  v a r i a n c e  o f  u - u ^ .  A d i s a d v a n t a g e  o f  t h e  method i s
t h a t  no t e c h n i q u e  i s  g iv e n  f o r  computing $ ( x )  .
F i n a l l y ,  B e rea n u  does  o b t a i n  a  c l o s e d  form e x p r e s s i o n  
f o r  t h e  d i s t r i b u t i o n  o f  max z ( x ) .  I n  [ 3 ] he c o n s i d e r s  
l i n e a r  p rogramming p rob lem s  h a v in g  a s i n g l e  random v a r i a ­
b l e .  F o r  e x a m p le ,  i n  one c a s e  (1) becomes
min f ( x )  = m l n [ c ' + t  ( w ) d ' ] x
X
where c ' and d '  a r e  v e c t o r s  o f  c o n s t a n t s  and t (w )  i s  t h e  
o n ly  random v a r i a b l e .  He t h e n  f i n d s  t h e  c u m u la t iv e  d i s ­
t r i b u t i o n  o f  t h e  o p t i m a l  v a l u e  o f  t h e  o b j e c t i v e  f u n c t i o n  
t o  be  a  p i e c e w i s e  l i n e a r  sum o f  f u n c t i o n a l  v a lu e s  o f  T ( z ) ,  
where  T ( z )  i s  t h e  c u m u la t iv e  d i s t r i b u t i o n  o f  t ( w ) .  The 
o t h e r  c a s e s  a r e  s i m i l a r .  A d i s a d v a n t a g e  o f  t h e  method i s  
t h a t  i t  i s  o n ly  shown f o r  t h o s e  p rob lem s  i n  which any s t o ­
c h a s t i c  c o e f f i c i e n t  i s  a l i n e a r  c o m b in a t io n  o f  any o t h e r .
I n  [4 ]  B e rean u  c o n s i d e r s  e i t h e r  t h e  b ’ s o r  t h e  c ’ s t o  
be s t o c h a s t i c  and d e f i n e s  what  he c a l l s  d e c i s i o n  r e g i o n s  
o f  s t o c h a s t i c  l i n e a r  programming.  L e t t i n g  c ( t )  = c° + 
t ^ c ^  + . . .  + ty C ^ ,  where c \  . . .  c^  a r e  c o n s t a n t s  and 
t j ,  . . .  t y  a r e  random v a r i a b l e s ,  he d e f i n e s  a  d e c i s i o n  r e ­
g i o n  t o  be t h e  s e t
= { t | c ’ ( t ) x *  = m i n [ c ’ ( t ) x ,  x i s  i n  t h e  f e a s i b l e  s p a c e ] }
X
where x^ i s  an  o p t i m a l  b a s i c  f e a s i b l e  s o l u t i o n  f o r  a t  
l e a s t  one v a l u e  o f  t .  Under t h e  a s su m p t io n  t h a t  t h e  c ’ s 
a r e  s t o c h a s t i c  he f i n d s  t h e  minimum o f  t h e  o b j e c t i v e  f u n c ­
t i o n ,  d e n o te d  by y ( t )  t o  be a  l i n e a r  f u n c t i o n  o v e r  f o r  
a l l  A. He t h e n  f i n d s  t h e  mean, v a r i a n c e ,  and p r o b a b i l i t i e s  
o f  y ( t )  i n  t e r m s  o f  i n t e g r a l s  over  t h e  s e t s  Sj^. S i m i l a r
8r e s u l t s  a r e  o b t a i n e d  i n  t h e  ca se  o f  s t o c h a s t i c  b ’s .  Al­
th o u gh  b a s i c  p r o p e r t i e s  o f  t h e  d e c i s i o n  r e g i o n s  a r e  g i v e n ,  
t h e  method o f  sam ple  p o i n t s  must s t i l l  be u se d  t o  o b t a i n  
t h e  d i s t r i b u t i o n  o f  max z ( x ) .
In  [5 ]  B e re a n u  u t i l i z e s  t h e  L a p la c e  t r a n s f o r m  t o  
f i n d  t h e  d i s t r i b u t i o n  o f  (j>(t), t h e  o p t i m a l  v a l u e  o f  t h e  ob­
j e c t i v e  f u n c t i o n .  To u se  h i s  m ethod,  t h e  d e c i s i o n  r e g i o n s  
a s  m en t io n ed  above must be fo u n d ,  and t h e n  t h e  p r o b a b i l i t y  
t h a t  t h e  s t o c h a s t i c  c o e f f i c i e n t s  a r e  w i t h i n  e a c h  d e c i s i o n  
r e g i o n  must  be computed .  Given t h e s e  p r o b a b i l i t i e s  and a l s o  
t h e  L a p la c e  t r a n s f o r m  o f  t h e  d i s t r i b u t i o n  o f  (J>(t) o ve r  each  
d e c i s i o n  r e g i o n ,  t h e  L a p la c e  t r a n s f o r m  o f  t h e  d i s t r i b u t i o n  
f u n c t i o n  o f  ((>(t) i s  fo u n d .  U n f o r t u n a t e l y ,  t h o u g h ,  no t  
e v e r y  d i s t r i b u t i o n  has  a  L a p la c e  t r a n s f o r m  o f  s im p le  form.
In  o r d e r  t o  o b t a i n  a c l o s e d - f o r m  d i s t r i b u t i o n  o f  t h e  
maximum v a l u e  o f  t h e  o b j e c t i v e  f u n c t i o n ,  one may need  t o  
f i n d  t h e  s e t  o f  b a s e s  t h a t  can be o p t i m a l .  I n  [ 3 2 ] ,  Zinn 
d e s c r i b e s  a n  a l g o r i t h m  t h a t  g e n e r a t e s  a l l  t h o s e  p r im a l  
s im p le x  b a s e s  t h a t  s a t i s f y  t h e  o p t i m a l i t y  c r i t e r i o n  and a re  
f e a s i b l e  and no o t h e r s .  A s t o p p i n g  r u l e  i s  f o r m u l a t e d  which 
d e t e r m i n e s  when a l l  b a s e s  t h a t  can be o p t i m a l  and f e a s i b l e  
have  been  f o u n d .
s t a t e m e n t  o f  Problem 
The p ro b lem  t o  be c o n s i d e r e d  i n  t h i s  t h e s i s  i s  t h a t  
which J .  K. S e n g u p ta  e t  a l  [20]  r e f e r  t o  a s  th e  p a s s i v e  a p ­
p r o a c h  t o  s t o c h a s t i c  programming.  I t  r e s e m b le s  t h e  o r d i ­
n a ry  l i n e a r  programming p rob lem :
n
max z (x )  = I  CjXi 
i = l
s u b j e c t  t o
n
a j l % l  + %n+j = b j .  j  =
x% -  0,  k = 1 ,  2 ,  . . .  m, m+1, . . .  m+n
e x c e p t  t h a t  one o r  more o f  t h e  c o e f f i c i e n t s  a re  s t o c h a s t i c —  
t h a t  i s ,  t h e i r  v a l u e s  can on ly  be g i v e n  i n  terms of  random 
v a r i a b l e s — and t h e  d i s t r i b u t i o n  o f  max z ( x )  as  a f u n c t i o n  
o f  a l l  v a l u e s  o f  t h e  s t o c h a s t i c  c o e f f i c i e n t s  i s  d e s i r e d .
The p ro b lem  i s  n a rrow ed  by l e t t i n g  on ly  t h e  b j ' s  o r  t h e  c ^ ' s  
be s t o c h a s t i c .  F u r t h e r m o r e ,  w h i l e  t h e y  may have a j o i n t  
p r o b a b i l i t y  d i s t r i b u t i o n ,  i t  i s  d e f i n e d  everywhere  and p i e c e -  
w ise  c o n t i n u o u s .  Moreover ,  t h e  p r o b a b i l i t y  o f  t h e  f e a s i b l e  
r e g i o n  b e in g  non-empty  and bounded i s  p o s i t i v e .  F i n a l l y ,  
i t  i s  assumed t h a t  t h e  s e t  o f  p o s s i b l e  o p t i m a l  and f e a s i b l e  
s o l u t i o n s  i s  known, o r  can be f o u n d ,  such  t h a t  no two o f  them
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a re  o p t im a l  and f e a s i b l e  s i m u l t a n e o u s l y .  The method g i v e n  
In  [ 32 ] i s  a  good way t o  enu m era te  them. I n s t e a d  o f  
a t t e m p t i n g  t o  f i n d  t h e  d i s t r i b u t i o n  o f  max z (x )  by means 
o f  sample  p o i n t s  as  u sed  by J .  K. S en gu p ta  and o t h e r s  In  
[20]  and I n  [ 2 1 ] ,  t h e  a p p ro a c h  t a k e n  h e re  I s ,  g i v e n  t h e  
d i s t r i b u t i o n  o f  t h e  b j ' s  a l o n e  o r  o f  t h e  c ^ ' s  a l o n e ,  t o  
f i n d  t h i s  d i s t r i b u t i o n  d i r e c t l y  o r ,  g iv e n  t h e  j o i n t  d i s t r i ­
b u t i o n  o f  b o t h  t h e  b j ' s  and c ^ ' s ,  a t  l e a s t  use  a s i m p l i f i e d  
v e r s i o n  o f  t h e  Monte C a r lo  method o v e r  t h e  method o f  sample 
p o i n t s .
The method I s  s i m i l a r  t o  t h a t  g iv e n  by Bereanu  I n  [4 ]  
bu t  u s e s  a t r a n s f o r m a t i o n  o f  v a r i a b l e s  t o  d e te r m in e  t h e  
d i s t r i b u t i o n  o f  m a x [ z ( x ) ] .  M oreover ,  t h e  d i s s e r t a t i o n  w i l l  
g iv e  a  s p e c i f i c  method o f  f i n d i n g  t h e  p r o b a b i l i t y  t h a t  a 
b a s i s  I s  o p t i m a l  and f e a s i b l e  and t h e  p r o b a b i l i t y  t h a t  t h e  
o b j e c t i v e  f u n c t i o n  does  n o t  ex ce ed  a c e r t a i n  v a lu e  whereas  
[4 ]  o n ly  s u g g e s t s  t h e  sample  p o i n t  method f o r  f i n d i n g  t h e s e  
p r o b a b i l i t i e s .
F o r  n o t a t l o n a l  p u r p o s e s ,  d e f i n e  b t o  be t h e  column 
v e c t o r  ( b j ,  b g ,  . . .  c t o  be t h e  row v e c t o r  (c^^, Cg,
. . .  Cjj), A t h e  m a t r i x  o f  t h e  a j ^ ' s ,  and Cg = ( c ^ ,  . . .  c^)
I s  d e f i n e d  su c h  t h a t  8^ = Cj I f  Xj I s  t h e  liËÈ e lem en t  o f
th e b a s i s  f o r  j i n  and 6j^=0 I f  Xj I s  I n  t h e  b a s i s  f o r  j>n ,
CHAPTER II
CASE OP STOCHASTIC b ’ s
I n  t h e  prob lem
n
Max z ( x )  = I  c , x  , (1 )
1=1
s u b j e c t  t o
n
I  a j i X i  + x^+j  = b j ,  j  = 1 ,  2 ,  . . .  m (2 )
1=1
x% a 0, k  = 1 ,  2, . . .  m, m+1, . . .  m+n (3 )
c o n s i d e r  f i r s t  t h e  c a s e  o f  t h e  b y ’ s b e i n g  s t o c h a s t i c .  De­
n o te  f ( b )  a s  t h e  J o i n t  c o n t in u o u s  p r o b a b i l i t y  d i s t r i b u ­
t i o n  o f  b = ( b ^ ,  b 2 . . .  b ^ ) ^ .  Let  (b^  | J  = 1 ,  2,  . . .  m} 
be a p a r t i c u l a r  s e t  o f  v a l u e s  f o r  t h e  b j ’ s .  Assuming t h a t  
a bounded s o l u t i o n  e x i s t s ,  t h e n  s o l v i n g  (1 )  s u b j e c t  to  (2)  
and t o  (3 )  w i t h  b j  r e p l a c i n g  bj  f o r  J = 1 ,  2, . . .  m, an 
o p t im a l  s o l u t i o n  I s  fo u n d  w i th  {x^ |k  = 1 ,  2, . . .  m} b e in g  
t h e  s e t  o f  b a s i c  v a r i a b l e s  o f  t h e  s o l u t i o n .  T h is  b a s i c  
f e a s i b l e  s o l u t i o n ,  d e n o te d  E ° ,  r e p r e s e n t s  an e x t re m e
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p o i n t  o f  t h e  s o l u t i o n  s e t .  D e f in e  t o  be t h e  column 
v e c t o r  o f  A whose e l e m e n t s  a r e  c o e f f i c i e n t s  o f  : A^  =
( a ^ i ,  a g ^ ,  . . . , a ^ ^ ) ^  and d e f i n e  B = (aJ ,  A°, . . .  A°) t o
be an mxm s q u a r e  m a t r i x  such t h a t  A^ c o r r e s p o n d s  t o  x ° .
(B i s  commonly r e f e r r e d  t o  as t h e  b a s i s  m a t r i x . )
I f  t h e  b j ' s  a r e  t h e n  a l l o w e d  t o  v a r y  o v e r  t h e i r  r a n g e ,
t h e  p o i n t  E° chan g es  p o s i t i o n  i n  m -sp ace .  F i r s t  t o  be 
i n v e s t i g a t e d  a r e  t h e  c o n d i t i o n s  u n d e r  which  E° rem ains  op­
t i m a l .  S in c e  o n ly  th e  b j ' s  v a r y ,  and s i n c e  changes i n  t h e  
b j ' s  do n o t  e f f e c t  t h e  o p t i m a l i t y  o f  t h e  s o l u t i o n  so lo n g  
a s  i t  i s  f e a s i b l e ,  t h e  s e t  {x^ | k = 1 ,  2 ,  . . .  m} rem a ins  
f e a s i b l e ,  and t h u s  o p t i m a l ,  i f  and o n ly  i f  t h e  f o l l o w in g  
h o l d s  :
b = r  2 0 .  (4)
From t h e  a b o v e ,  one o b t a i n s
B (B - ib )  = b = B r . (5)
The p r o b a b i l i t y  t h a t  E° r e m a in s  t h e  o p t im a l  ex treme 
p o i n t  i s
P = / / . . .  /  f ( b )d b ^ d b 2  . . . db^ , (6)
S
where 8 = {b | (4 )  h o l d s } .  S u b s t i t u t i n g  (5)  i n  f o r  t h e  b j ' s ,  
(6)  becomes ( s e e  [ 2 ] ,  page  3 3 5 ) ,
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P = I l  • • •  j  f*(Br) I Jj, I d r ^ d r g  . . . d r^  , (7)
r  % 0
where Jj,  I s  t h e  J a c o b i a n :
Jj ,  = de t
8bk
m 9bk
Because b^ = ( B r ) ^  = I  » and = B^^, t h i s  im-
j = l  1
p l i e s
= d e t [ B k i ]  = d e t (B )  . (8)
Note t h a t  i s  n o n z e ro  b e c a u se  t h e  columns o f  B, t h e  
A ^ 's  must be l i n e a r l y  i n d e p e n d e n t .
However, n o t  e v e ry  s e t  o f  m x ^ ' s  f o r  k = 1 ,  2, . . .  m+n 
n e c e s s a r i l y  forms an o p t i m a l  b a s i s  f o r  any s e l e c t i o n  o f  
v a l u e s  o f  t h e  b j ' s .  L e t t i n g  G be an m -e lem en t  s u b s e t  o f  t h e  
s e t  {Xk I k = 1 ,  2 ,  . . .  m, m+1, . . .  m+n}, G forms an o p t im a l  
b a s i s  i f  and o n ly  i f  (4 )  i s  s a t i s f i e d  and  t h e  o b j e c t i v e  
f u n c t i o n  i s  m ax im ized .  I t  can be shown t h a t  i f  G s a t i s f i e s  
t h e  o p t i m a l i t y  c r i t e r i o n  f o r  one s e l e c t i o n  o f  t h e  t y ' s ,  
w h e th e r  o r  n o t  G i s  f e a s i b l e ,  t h e n  G i s  a n  o p t i m a l  b a s i s  
whenever i t  i s  f e a s i b l e ,  b e c a u se  t h e  o p t i m a l i t y  c o n d i t i o n s  
a r e  i n d e p e n d e n t  o f  t h e  b j ' s  ( s e e  [ 2 4 ] ,  p a g e  9 5 ) .  For t h i s  
r e a s o n  t h e r e  i s  no n e ed  t o  e x p l i c i t l y  cho o se  v a l u e s  f o r  t h e  
b j ’ s .  Given any G, (7)  o n ly  g i v e s  t h e  p r o b a b i l i t y  t h a t  G
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i s  f e a s i b l e .
Using t h e  above r e s u l t s ,  d e f i n e
1 ,  i f  t h e  s e t  G s a t i s f i e s  t h e  o p t i m a l i t y  c r i t e r i o n .  
. 0 ,  o t h e r w i s e .
To d e t e r m i n e - w h e t h e r  = 1 o r  = 0 ,  one may on ly
need t o  c o n s i d e r  a p o r t i o n  o f  t h e  c o n s t r a i n t s  and a p o r t i o n
o f  t h e  s l a c k  v a r i a b l e s .  For  l e t  G = {x , x , . . .  x },
1 "2  "m
where x , x„ , . . .  and x„ a r e  a l l  o f  t h e  s l a c k  v a r i -  
* k + l  ^k+2 "m
a b l e s .  The u s u a l  method t o  check  t h e  o p t i m a l i t y  c r i t e r i o n  
i s  t o  compute Qj = Cg Aj -  Cj and se e  i f  Qj ^ 0 f o r  a l l  
J such  t h a t  1 a: j  -  m+n and Xj ^ G. To e a s e  t h e  computa­
t i o n ,  e s t a b l i s h  a new s e t  of  e q u a t i o n s  ( 1 ' ) ,  ( 2 ' ) ,  and ( 3 ’ )» 
l i k e  t h o s e  o f  ( 1 ) ,  ( 2 ) ,  and (3)  e x c e p t  t h a t  i f  à  s l a c k  v a r i ­
a b le  a p p e a rs  i n  G, t h e n  i t s  c o r r e s p o n d i n g  c o n s t r a i n t  does 
not  a p p e a r  i n  ( 2 ' )  and t h e  v a r i a b l e  i t s e l f  does  n o t  a p p e a r  
i n  ( 3 ’ ) ( o r ,  o f  c o u r s e ,  i n  ( 1 ’ ) ) .  L e t  J  be t h e  s e t  o f  i n ­
d i c e s  { j | x j  a p p e a r s  i n  ( 3 ' ) } .  F o r  t h e  new s e t  o f  e q u a t i o n s ,  
i s  t h e  column v e c t o r  o f  c o e f f i c i e n t s  o f  x% i n  ( 2 ' ) ,  Cg =
. (Cn^, . . .  c ^ ^ ) ,  and B' = (A^^, A^^, • • •  check  f o r
o p t i m a l i t y  i n  (1*)  s u b j e c t  t o  ( 2 ' )  and ( 3 ' ) ,  s im p ly  compute 
Qj = Cg B ' “  ^ Aj -  Cj and see  i f  Qj h 0 f o r  a l l  J such  t h a t
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j  E J  and X, ^ {X , . . .  x }.
J "1  “ k
I f  G i s  o p t i m a l  i n  ( 1 ' )  s u b j e c t  t o  ( 2 ' )  and  ( 3 ' ) ,  
t h e n  G s a t i s f i e s  t h e  o p t i m a l i t y  c r i t e r i o n  f o r  (1)  s u b j e c t  
t o  (2 )  and ( 3 ) .  T h i s  i s  b e c a u se  (2)  j u s t  r e p r e s e n t s  new 
a d d i t i o n  o f  c o n s t r a i n t s  o n to  ( 2 ' )  (and  (3) a d d i t i o n a l  
s l a c k  v a r i a b l e s  t o  ( 3 ' ) ) »  and t h e  a d d i t i o n  o f  c o n s t r a i n t s  
e f f e c t s  o n ly  t h e  f e a s i b i l i t y  o f  a b a s i s ,  n o t  t h e  o p t i m a l i t y  
( s e e  [ 2 4 ] ,  page  1 0 1 ) .
I f  two o r  more n o n - c o i n c i d e n t  o p t im a l  e x t r e m e  p o i n t s
e x i s t  f o r  t h e  same s e t  o f  b j ' s ,  one can change  some o f  t h e
c ^ ' s ,  say (Cj  ^ , c^ , . . .  c^ ) by " a r b i t r a r i l y  s m a l l "  numbers
E j  ,  E j  ,  . . .  E .  so  t h a t  each  c h o ic e  o f  t h e  b , ' s  g i v e s  
J-1 -1-2 J
o n ly  one o p t i m a l  e x t re m e  p o i n t  and hence  o n ly  one o p t im a l  
b a s i s .  To u n d e r s t a n d  what i s  b e in g  done ,  i f  n o n - c o i n c i d e n t  
and o p t im a l  e x t r e m e  p o i n t s ,  say  x ^ , x ^ ,  . . .  x ^ ,  e x i s t  f o r  
c e r t a i n  b j ' s  t h e n  t h e y  can  be s i m u l t a n e o u s l y  c o n t a i n e d  i n  
a h y p e r p l a n e  r e p r e s e n t i n g  t h e  o b j e c t i v e  f u n c t i o n .  However, 
by a  s l i g h t  change  o f  t h e  c ^ ' s ,  a  h y p e r p l a n e  l i k e  t h a t  g iv en  
above can c o n t a i n  o n ly  one p o i n t  from { x / ,  x ^ , . . .  x^} and i t  
i s  the  o p t i m a l  o n e .  Then p r o c e e d  t o  d e f i n e  t h e - a ^ ' s  as 
g i v e n  above.
T h u s ,  g i v e n  a  g e n e r a l  s e t  o f  m v a r i a b l e s  G, t h e  p r o b a ­
b i l i t y  t h a t  G i s  an o p t i m a l  b a s i s  can be g i v e n  by
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Pq = / / . . .  /  f ( B r ) a g  I d e t ( B ) |  d r ^ ,  d r g ,  . . .  d r ^  (9) 
r  > 0
( n o t e  t h a t  e q u a t i o n  (8)  i s  u s e d  to  r e p l a c e  J ^ ) .
T h i s  l e a d s  t o  t h e  f o l l o w i n g  th eo re m :
Theorem 1:  % Pg = 1 -  P " ,  where Pq i s  a s  d e f i n e d  i n
H
( 9 ) s  H i s  t h e  s e t  o f  a l l  m -e lem ent  s u b s e t s ,  o f  {x^, %2 ,
. . .  x ^ ,  x ^^^ ,  . . .  and  P“ = P r  {no G i s  f e a s i b l e } .
P r o o f :  I t  i s  c l e a r  f rom  (9) t h a t
Pg = «Q P r  {G i s  an o p t i m a l  b a s i s ) .
Because  i t  f o l l o w s  from t h e  h y p o t h e s i s  t h a t  i f  G i s  
an  o p t im a l  b a s i s ,  t h e n  i t  i s  un ique  a n d ,  s i n c e  t h e  s e t s  o f  
v a l u e s  o f  t h e  b j ' s  a t  which eac h  GeH i s  an o p t im a l  b a s i s  
i n t e r s e c t  on ly  i n  s e t s  of  z e r o  c o n t e n t  ( s e e  Appendix A),
I  Pr{G i s  an o p t i m a l  b a s i s )  = P r (  (J {G i s  an o p t im a l  b a s i s ) )  
H H
= P r  { t h e r e  i s  an  o p t im a l  b a s i s )
= 1 -  P“
Hence J P„ = 1 -  P“ . q . e . d .
H
Theorem 2: I f  z ( x )  i s  unbounded f o r  one s e t  o f  b j ' s ,
t h e n  z ( x )  i s  unbounded or  n o n - e x i s t e n t  f o r  a l l  s e t s  o f  b j ' s .
P r o o f :  Suppose  t h a t  z (x )  i s  unbounded f o r  a s e l e c t i o n
o f  t h e  b j ' s  fo rm in g  t h e  v e c t o r  b . T h e n ,  a f t e r  a s e r i e s  o f
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s im p le x  o p e r a t i o n s  ( s e e  [ 2 4 ] ,  page  5 9 ) ,  t h e r e  i s  a column r  
such t h a t  CgB"^Ap -  c^ < 0 ( i n d i c a t i n g  t h a t  x^ i s  a  c a n d i ­
d a t e  t o  e n t e r  t h e  b a s i s )  and < £ .  L e t  t h e r e  be a  change
i n  t h e  b j ' s ,  c h a n g in g  t h e  v e c t o r  b t o  b ' .  No change o c c u r s  
i n  t h e  v a l u e s  o f  CgB"^A^ -  o r  o f  t h e  column v e c t o r  B""^A^, 
b u t  t h e  r i g h t - h a n d  s i d e ,  B " ^ b ' ,  may ch an g e .  Suppose t h a t  
f o r  some j , (B“ ^ b ' ) j  < 0. I f  (B“ ^A^)j < 0 ,  t h e n  by s im ply  
i n c r e a s i n g  t h e  v a r i a b l e  x ^ ,  t h e  r e v i s e d  j —  c o n s t r a i n t ,
m+n
I (B-'A).Xy = (B-'b/), 
r = l  J
i s  s a t i s f i e d  f o r  x^^O, r  = 1 ,  2 ,  . . .  m+n, and t h e  o b j e c t i v e  
f u n c t i o n  can i n c r e a s e  w i t h o u t  bound.  I f  (B"^A^) j  = 0, t h e n  
t r y  a  d u a l  s im p le x  m u l t i p l i c a t i o n  on t h e  r e v i s e d  j —  con­
s t r a i n t .  I f  t h e r e  i s  an s such  t h a t  ( B " ^ ^ ) j  < 0 ,  t h e n  th e  
d u a l  s im p le x  method  can be a p p l i e d ,  a n d ,  s i n c e  t h e  v a l u e s  
o f  Cj,B“ ^A -  Cy, and  o f  B“ ^A^ r e m a in  unchanged  a f t e r  t h e  
method i s  u s e d ,  t h e  s o l u t i o n  s t a y s  unbounded.  I f  ( B " ' ^ ^ ) j  
^ 0 f o r  a l l  s ,  t h e n  th e  s o l u t i o n  i s  n o n - e x i s t e n t ,  q . e . d .
T h u s ,  i f  t h e  s o l u t i o n  t u r n s  o u t  t o  s a t i s f y  t h e  c r i t e r i o n
o f  unboundedness  (CpB~~^A -  c*  < 0 and B” ^A < 0 f o r  some r“ D —r  I —r
and m a t r i x  B ) ,  t h e n  due t o  t h e  above t h e o r e m ,  t h e r e  i s  no 
p o i n t  i n  t r y i n g  t o  f i n d  t h e  d i s t r i b u t i o n  o f  max z ( x ) .
I t  i s  n o t e w o r th y  t h a t  i n  o r d e r  t o  f i n d  t h e  p r o b a b i l i t y
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t h a t  G i s  f e a s i b l e  ( b u t  n o t  a n  o p t i m a l  b a s i s ) ,  one on ly  
needs  t o  know t h e  A ^ 's  c o r r e s p o n d i n g  t o  t h e  e le m e n ts  o f  G.
At t h i s  p o i n t  comes t h e  i n v e s t i g a t i o n  o f  t h e  d i s t r i b u ­
t i o n  o f  Z(b)  = m a x { z ( x ) |b } .  C o n s id e r  t h e  p r o b a b i l i t y  t h a t  
Z(b) ^ ((), where  (j) i s  some f i n i t e  r e a l  number. Then 
P r{Z (b )  1 and G i s  an o p t im a l  b a s i s }
= Pg(*) = agj/s ••• /ffb^db^dbg ... db^ , (10)
4»
where = {bj (4) h o ld s  and Z(b) ^ (j>}.
Given t h e  v a l u e s  o f  t h e  b j ' s ,  one has  Z(b) = CgB"^b, 
and h ence  f o r  b e S ^ , CgB“ ^b < (ji .
S in c e  b = B r ,  i t  t h e n  f o l l o w s  t h a t
m
Z(b) = Çgr = I  ô . r .  .
j ^ l  J J
Changing t h e  v a r i a b l e s  o f  i n t e g r a t i o n  i n  (10) f rom t h e  b j ' s  
t o  t h e  r j ' s  a s  was done b e f o r e ,  one has
Pg ( 4>) = otQ / / . . .  / f ( B r )  | j ^ | d r ^ ,  d r g ,  . . .  d r ^  (11)
s* m
where = { r [ r > 0  and Z(b)  = I Gjry < #}.
B e f o re  s p e c i f y i n g  t h e  l i m i t s  o f  t h e  i n t e g r a t i o n  i n
e q u a t i o n  ( 1 1 ) ,  t h e  f o l l o w i n g  s h o u ld  be n o t e d :  i f  d^sO and
m m
i f  I  Gjry = c ^ r  i  (j) f o r  & 0,  t h e n  I  ô j r j  < <j>
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f o r  > v -^ . Thus rj^ i s  a l l o w e d  t o  va ry  from z e ro  (because  
rjç may e q u a l  z e r o )  t o  i n f i n i t y .  N e x t ,  r e o r d e r  th e  r j ' s  
so  t h a t  a l l  o f  t h o s e  r ^ ' s  whose c o r r e s p o n d in g  c o e f f i c i e n t s  
i n  t h e  v e c t o r  a r e  l e s s  t h a n  o r  e q u a l  t o  z e r o  come a t
t h e  end o f  t h e  r  v e c t o r .  A j ' s ,  c ^ ' s ,  h j ' s ,  and  rows and 
columns o f  A and B a r e  a l s o  t o  be r e o r d e r e d  a c c o r d i n g l y .
Let  p be t h e  number o f  r e m a in i n g  r y ' s .  A f t e r  such  a  r e ­
o r d e r i n g ,  one can deduce from t h e  e q u a t i o n  £ g r  ^  (j> t h a t  
p m
I e , r ,  i  (j) -  I e , r ,  = (}.’ ( 12 )
J=1  ^  ^ J=P+1 ^
( d e f i n i n g  t h e  r i g h t - h a n d  sum o f  ( 12) t o  be  z e r o  i f  p - m ) .
Then c o n s i d e r i n g  t h e  l i m i t s  o f  (11) as d e f i n e d  by S^,
one can deduce from ( 12 ) t h a t  r ^  v a r i e s  f rom 0 to
p m
[ * '  -  I  GUr,] = — [<!)- I  ô . r . ]  .
8 i  j = 2   ^  ^ Cl j = 2 J J
A f t e r  r ^  i s  i n t e g r a t e d  o u t ,  i t  f o l l o w s  t h a t  V 2 t h e n  v a r i e s
from 0 t o
p m
[ * '  -  Ï  G . r ,  ] = % - [ *  -  I  c , r  ] .
02 j = 3  J J 62 J=3 J J
F i n a l l y ,  r ^  v a r i e s  from 0 t o
m
^  ( * ' )  = ~  [4» -  I c . r  ] , 
ôp ^p J=p+1 ^
(where t h e  sum from  p+1  t o  m i s  zero  f o r  p=m).
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T hus ,  (11) and t h e r e f o r e  ( 1 0 ) ,  can  be w r i t t e n  i n  t h e  
f o l l o w i n g  d e f i n i t e  form:
~ “  h ( r ' )  b u ( r ' )  h ^ ( r ' )
Pp(4)  = O r /  . . . /  . . . /  . . . /  f ( B r )  (13)" ^ 0 0 0 0 0
| d e t ( B )  I d r ^ , d r 2 , . . . d r ^ . , . .  . d r p , d r p + ^ , . . . d r ^  , 
m
where h , ( r ' )  = J -  [<|) -  I  8 , r , ] .
J=k+1  ^ J
C l e a r l y ,  l im  P g (^ )  = P g . Thus,  due t o  th eo re m  1,
(j)->-00
P (*)
P(0 )  = 51 —^ -------  , and from t h e  d e f i n i t i o n  o f  S,  P(-«>) = 0 . ( l 4 )
H ( 1 - P - )
Moreover ,  i t  f o l l o w s  from (13)  t h a t  P((J>) i s  n o n - d e c r e a s i n g ,  
so P((j)) i s  t h e  d i s t r i b u t i o n  o f  t h e  maximum v a lu e  o f  t h e  ob­
j e c t i v e  f u n c t i o n — i n  o t h e r  w o rd s ,  t h e  p r o b a b i l i t y  t h a t  
Z(b) <
T h is  l e a d s  t o  t h e  f o l l o w i n g  th eo rem :
Theorem 3: I f  t h e  o n ly  s t o c h a s t i c  v e c t o r  i s  b ,  t h e n
t h e  p r o b a b i l i t y  t h a t  a  c e r t a i n  c h o ic e  o f  m v a r i a b l e s ,  G, i s  
an o p t im a l  b a s i s  i s  g i v e n  by ( 9 ) .  A l s o ,  t h e  c u m u la t iv e  d i s ­
t r i b u t i o n  o f  Z(b)  g i v e n  t h a t  G i s  an o p t i m a l  b a s i s  i s  
P g ( * ) / P g ,  where  Pg(* )  i s  a s  g i v e n  by ( 1 3 ) .  Moreover P (* )  
d e f i n e d  i n  ( l 4 )  y i e l d s  t h e  ( c u m u l a t i v e )  d i s t r i b u t i o n  o f  th e  
maximum o f  t h e  o b j e c t i v e  f u n c t i o n .
E q u a t io n s  (9)  and (13)  g i v e  a t h e o r e t i c a l  method f o r
21
computing Pg and Pg(*)  p r o v i d e d  t h a t  t h e  f u n c t i o n  f ( b )  I s  
d e f i n e d  o v e r  a l l  o f  where  I s  t h e  C a r t e s i a n  p r o d u c t  o f  
t h e  r e a l  l i n e  m t i m e s .  However I f  f ( b )  changes  f u n c t i o n a l  
form o v e r  d i f f e r e n t  p o r t i o n s  o f  t h e r e  may be one o r  
more m u l t i p l e  I n t e g r a t i o n s  f o r  each  o f  t h e  r e g i o n s  and t h e  
l i m i t s  t o  t h e s e  I n t e g r a t i o n s  may be c o m p l i c a te d .  C o n s id e r  
t h r e e  k in d s  o f  f u n c t i o n s  f o r  f ( b ) :
(1)  A s i n g l e  f u n c t i o n a l  form o v e r  a l l  o f  l ' ” , f o r  
example t h e  m u l t i v a r i a t e  n o r m a l ,
(2) A s i n g l e  f u n c t i o n a l  form o v e r  t h e  r e g i o n
rP = {b E I b > 0} and  z e r o  o u t s i d e  rP ,  a s  f o r  exam ple ,
t h e  n e g a t i v e  e x p o n e n t i a l ,  and
(3) N e i t h e r  o f  t h e  f i r s t  two c a s e s ,  a s  f o r  exam ple ,  
t h e  u n i f o r m .
I f  f ( b )  I s  In  c a s e  ( 1 ) ,  t h e n  f ( B r )  I s  a l s o  o f  s i n g l e  
f u n c t i o n a l  form f o r  a l l  r  a  0 .  Hence, In computing Pg by 
(9)  t h e r e  I s  no need  t o  s e t  up more th a n  one m u l t i p l e
CO 00 00
I n t e g r a l  and P = a« /  /  . . .  /  f ( B r ) | d e t ( B ) j d r ^ d r p . . . d r  .Ü 0 0 0 -i- ^  in
Pg(0)  I s  l i k e w i s e  computed w i t h  no need  t o  s e t  up a n o t h e r  
m u l t i p l e  I n t e g r a l  f o r  a  d i f f e r e n t  r e g io n  o f  I?”'.
I f  f ( b )  I s  I n  c a se  (2 )  and  I f  a l l  a^j  ^ 0 ,  t h e n  e v e r y  
e n t r y  o f  t h e  m a t r i x  B I s  a l s o  n o n - n e g a t i v e .  Hence Br % 0
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f o r  r  > 0 and so f ( B r )  i s  o f  s i n g l e  f u n c t i o n a l  form f o r
r  E rP. Thus Pq and  P^ ((|)) a r e  computed J u s t  as i n  case  ( 1 ) .
Examples o f  t h i s  a r e  g iv e n  i n  t h e  Appendix.
On t h e  o t h e r  h a n d ,  i f  a ^ j< 0  f o r  some v a l u e s  o f  i  and 
J and i f  t h e  a ^ j ' s  a p p e a r  i n  B t h e n  f o r  some r  > 0 ,  (Br)j^<0
and t h u s  f ( B r )  = 0 .  Hence ,  t h e  a c t u a l  c o m p u ta t io n  o f  (9)
and o f  (13)  i n v o l v e s  f i n d i n g  t h e  l i m i t s  i m p l i c i t  i n  t h e  
e q u a t i o n  Br k 0.
I f  f ( b )  i s  i n  c a se  ( 3 ) ,  t h e  c o m p u ta t io n  o f  (9)  and  o f  
(13) may be v e ry  complex .  C o n s id e r  t h e  u n i fo rm :
f ( b )  = .
Î—3- ^ — 6 b.  < u.  ( d i = u . - & i ) ,  f o r  1 = 1 , 2 , . . .i l d 2 . . . d j j j  1 1 i  1 i  1
m
0 ,  o t h e r w i s e .
A f t e r  a change o f  v a r i a b l e s ,  one h a s  i n  t h e  c o m p u ta t io n  o f  
Pq , f o r  exam ple ,  t h a t  t h e  s p a c e  o f  i n t e g r a t i o n  f o r  p o s i ­
t i v e  f ( Br )  (which e q u a l s  ------- 1------- ) i s  A. < (Br)  < u,
d i d 2 . . . d m  ^ “ i  i
f o r  i  = 1 ,  2 ,  . . .  m, and ( Br ) ^  may be a sum o f  m te rm s  f o r
each  i .
CHAPTER III
CASE OF STOCHASTIC c ’ s
Now c o n s i d e r  t h e  p ro b lem  o f  (1) g iv e n  (2)  and (3)  
when only  t h e  c ^ ' s  a r e  t h e  s t o c h a s t i c  c o e f f i c i e n t s .  Ana­
lo g o u s  t o  b e f o r e ,  l e t  f ( c )  be t h e  j o i n t  p r o b a b i l i t y  den ­
s i t y  f u n c t i o n  o f  t h e  c ^ ' s .  L e t t i n g  | c °  | i = l , 2 , . . . n |  be 
a  s e t  o f  f i x e d  v a l u e s  f o r  t h e  c ^ ’ s d e f i n e  t h e  s e t  | x °  | 
k = l , 2 , . . . m |  s i m i l a r l y  as b e f o r e :  t h e  b a s i s  a f t e r  t h e  r e ­
s u l t i n g  d e t e r m i n i s t i c  l i n e a r  programming p ro b lem  i s  s o l v e d .
and B a r e  d e f i n e d  e x a c t l y  as  b e f o r e .  B e fo re  p r o c e e d i n g ,  
d e n o te  t h o s e  c ° ' s  t h a t  a r e  c o e f f i c i e n t s  o f  an x°  a s  b a s i c  
c o e f f i c i e n t s  and h < m in(m ,n)  as  t h e  number o f  b a s i c  co ­
e f f i c i e n t s .  Then r e o r d e r  t h e  c ^ ' s  so  t h a t  t h e  f i r s t  h o f  
them a r e  b a s i c ,  and r e o r d e r  t h e  A ^ 's  c o r r e s p o n d i n g l y .  
L ik e w is e ,  r e o r d e r  t h e  rows o f  A (and  hence  t h o s e  o f  ( 2 ) )  so  
t h a t  t h e  f i r s t  h c o n s t r a i n t s  a r e  t i g h t — t h a t  i s ,  t h e  s l a c k  
v a r i a b l e s  ( x ^ ^ j ,  where  j> 0 )  a r e  e q u a l  t o  z e r o .  The rows 
o f  A t h a t  a r e  t o  be t i g h t  can  e a s i l y  be shown t o  be t h o s e  
rows i n  which t h e  c o r r e s p o n d i n g  s l a c k  v a r i a b l e  i s  n o t  i n
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t h e  s e t  | x °  | k = l , 2 , . . .m | .  The m a t r i c e s  B and A t o  be u se d  
l a t e r  a r e  t h o s e  m a t r i c e s  r e s u l t i n g  from t h i s  r e o r d e r i n g ,  
and i t  can t h e n  be shown t h a t  Cg = (6 ^ ,  . . .  6 ^ ,  0 ,  . . .  0 ) .
F i r s t  t o  be d e te r m in e d  a r e  t h e  c o n d i t i o n s  under  which  
t h e  x ° ' s  r em a in  i n  s o l u t i o n .  S in c e  on ly  t h e  c ^ ' s  va ry  
and s i n c e  changes  i n  t h e  c ^ ’s do n o t  a f f e c t  t h e  f e a s i b i l i t y  
o f  t h e  s o l u t i o n  so lo n g  as i t  i s  o p t i m a l ,  | x °  | k = l , 2 , . . . m |  
rem a in s  i n  s o l u t i o n  i f  and on ly  i f  t h e  f o l l o w i n g  c o n d i t i o n s  
o f  o p t i m a l i t y  h o ld :
c B“  ^ A -  c = 8 k 0 (15)—D — —
c% B-1 = t  % 0 ( 1 6 )
The p r o b a b i l i t y  t h a t  t h e  x ^ ' s  rem ain  i n  s o l u t i o n  i s  
th u s  g iv e n  by
P = J/p*** j f ( o ) d c ^ ,  dcg,  . . .  dc^ , (17)
where R = {£  | (15) and (16) h o l d } .
I n  o r d e r  t o  change th e  v a r i a b l e s  o f  t o  t h o s e  o f  s^  and
o f  t ,  n o t e  t h e  f o l l o w i n g :  (a)  due t o  t h e  laws o f  s im p le x
m u l t i p l i c a t i o n s  ( s e e  [ 2 4 ] ,  page  90) f o r  i< h ,
B-^ A. = (0 ,  . . .  0 ,  1 ,  0, . . .  0)"^
' « '
i Ë l  p o s i t i o n
and hence  f o r  i ^ h  t h e  iÊÈ e n t r y  o f  (15) i s  s im p ly  C j - C i= s i = 0 ,
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and (b)  f o r  i> h  t h e  1—  e n t r y  o f  ( l 6 )  e q u a l s  z e r o  as  w i l l  
be shown i n  t h e  f o l l o w i n g  lemma;
Lemma: I n  e q u a t i o n  ( 1 6 ) ,  = 0 f o r  i > h .
P r o o f :  By t h e  d e f i n i t i o n  o f  B t h e  l a s t  m-h columns o f
B c o r r e s p o n d  t o  t h e  l a s t  m-h columns o f  t h e  i d e n t i t y  ma­
t r i x .  Let  bj^j be t h e  e n t r i e s  o f  B and c^ j  t h o s e  o f  B” ^ . 
Then t h e  e n t r i e s  o f  BB“  ^ a r e  
m
'  « Ik -  " h e r *  V  '  ^
f o r  p=q and  5pg=0 f o r  pMq. C o n s id e r  k>h.  Then b^^ = 
and so
m m
■ « Ik  = ° i j t j k  = ° i j « j k  = = ik  •
hence  t h e  l a s t  m-h columns o f  B~^ a r e  a l s o  i d e n t i c a l  t o  
t h e  l a s t  m-h columns o f  t h e  i d e n t i t y  m a t r i x .  Because  o f  
t h i s  and o f  t h e  f a c t  t h a t  t h e  i —  e n t r y  o f  c^ e q u a l s  ze ro  
f o r  i > h ,  =
n h n
I  6 c  = I  Ô ' 0 + I  0 ' c , ,  = 0 .  q . e . d .
J=1  J j = l  J j = h + l
The above lemma shows t h a t  t h e  s im p lex  m u l t i p l i e r s  f o r
t h e  s l a c k  v a r i a b l e s  i n  t h e  b a s i s  a r e  z e r o .
Because  o f  t h e  r e s u l t s  a b o v e ,  t^= 0  f o r  i> h  and s^=0
f o r  i 3h .  D e f in i n g  ^  = ( 6 ^ ,  . . .  6 = ( t ^ ,  . . .  t ^ )  and
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B t o  be t h e  f i r s t  h rows and  columns o f  B, one can d e r i v e  
from ( 1 6 ) ^  = £ ê .  F u r t h e r m o r e ,  by e q u a t i o n  (15) ,
s_ = CgB'^A -  = tA -  c ,
and d e n o t i n g  s = ( s ^ ^ ^ ,  . . .  s ^ ) ,  c = . . .  c ^ ) , and
A t o  be t h e  s u b m a t r i x  c o n s i s t i n g  o f  t h e  l a s t  n-h columns 
and o f  t h e  f i r s t  h rows o f  A, one can deduce from (15)  
t h a t  ^  = tA -  Cy
The p r e c e d i n g  s u g g e s t s  t h e  f o l l o w i n g  s u b s t i t u t i o n s :
“ ( t Ê ) i  = 1 , 2 , . . .  h ( 1 8 )
“ ( t A ) -  s ^ ,  i  = h+1,  . . .  n .  ( 1 9 )
In  a c t u a l  p r a c t i c e ,  ( tB ) ^  r e p l a c e  t h e  b a s i c  c o e f f i c i e n t s  
and ( t A ) -  s^  r e p l a c e  t h e  o t h e r  c o e f f i c i e n t s  of c .
= d e t
t ,  the Jacobian. Jg, is computed
det
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and b e c a u s e  f o r  l 2 h ,  c ,  = T t , B , , ,  tt— = B, , ; hence
j = i   ^ “
detCB'-) = ( - 1 ) “ " "  d e t ( B )  .in-h ( 2 0 )
I t  f o l l o w s  from (18) and  (19) t h a t  f ( ^ )  = f ( t ê ,  tA -  ^ ) .  
Thus ,  s u b s t i t u t i n g  (18)  and (19)  i n t o  (17)  and  a p p l y i n g  
t h e  change  o f  v a r i a b l e s  th eo rem  ( s e e  [ 2 ] ,  p a g e s  3 3 5 -3 3 6 ) ,  
one h a s
P = J[/ . /  f ( t B ,  t l  -  ^ )  1 J q  1 d t ^ ,  . . .  d t ^ ,  d s^ + ^ ,  . . .  (21)
t> 0 , ^ > 0
d s ^ ,  where  i s  a s  g i v e n  i n  ( 2 0 ) .
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However, J u s t  a s  b e f o r e ,  n o t  e v e ry  m -e lem ent  s u b s e t  o f  
{x^,  Xg, . . .  x ^ ,  . . .  i s  n e c e s s a r i l y  a b a s i s .  S i m i l a r
t o  t h e  c a s e  o f  t h e  b j ' s  b e in g  s t o c h a s t i c ,  one may say  t h a t  
i f  G ( d e f i n e d  a s  b e f o r e )  i s  f e a s i b l e ,  t h e n  i t  s a t i s f i e s  
t h e  f e a s i b i l i t y  c r i t e r i o n .  So,  much a s  b e f o r e ,  d e f i n e
1,  i f  t h e  s e t  s a t i s f i e s  t h e  f e a s i b i l i t y  c r i t e r i o n .
“ G =  '
0,  o t h e r w i s e .
U sing  t h e  above d e f i n i t i o n  (and  fo rm u la  2 0 ) ,  t h e  p r o ­
b a b i l i t y  t h a t  G forms a b a s i s  i s  fo un d  t o  be
Pg = / / ^ .  . . J f ( t B , t A - £ ) a Q | d e t ( B ) | d t ^  . . .  d t ^ d s ^ ^ ^  . . .  d s^  (22) 
tkO,FkO
T h is  l e a d s  t o
Theorem 4; I Pq = 1 -P ^ ,  where Pq i s  a s  d e f i n e d  i n  ( 2 2 ) ,
H
H i s  a s  d e f i n e d  i n  Theorem 1 and P^ = Pr{unbounded s o l u t i o n  
o c c u r s ) .
P r o o f :  S i m i l a r  to t h a t  o f  Theorem .1.
Much a s  b e f o r e ,  in  o r d e r  t o  f i n d  t h e  p r o b a b i l i t y  t h a t  
G i s  o p t i m a l  ( b u t  n o t  n e c e s s a r i l y  b a s i c ) ,  one on ly  n e e d s  
t o  know t h e  c o r r e s p o n d in g  A ^ 's  and rows o f  A (an d  g e n e r a l l y  
on ly  a  p o r t i o n  o f  t h e i r  e n t r i e s ) .
Next c o n s i d e r  the I n v e s t i g a t i o n  o f  t h e  d i s t r i b u t i o n  
o f  Z ( c )  = m a x { z (x ) |  the v a l u e s  o f  t h e  c ^ ' s  a r e  g i v e n ) ,  
when G i s  t h e  b a s i s  fo r  some GeH. Much as  b e f o r e ,  t h e
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p r o b a b i l i t y  t h a t  Z (c )^0  where (j) i s  some f i n i t e  r e a l  num­
b e r ,  can be w r i t t e n  as  
P r{Z (c )<*  and G i s  t h e  b a s i s }  =
= olqI !  . . .  / f ( c ) d C i d C 2 . . .  d c ^ , ( 2 3 )  
*4)
where R(j, = {c^ l (15)  and (16)  h o l d  and Z(c)  < 4)}.
L e t  b j : J = l , 2 , . . . m ,  be t h e  ( f i x e d )  bounds on t h e  con­
s t r a i n t s  . S ince  tjL=0 f o r  i^k + 1  one has
m h
Z (c)  = Cj,B"^b = t b  = y t j b ,  = y t . b ,  = t b  ,
-  -  - -  i : i  1 1 i = i  1 1  - -
where b = (b ^ ^ ,  . . .  b ^ ) .  Thus Pr{Z(c)<4>} = P r { ^  < (j)}.
Changing t h e  v a r i a b l e s  o f  i n t e g r a t i o n  o f  (23) from t h e  
c ^ ' s  t o  t h e  c o r r e s p o n d i n g  t ^ ' s  and s ^ ' s  y i e l d s
Pq ( 4>) = Ug / / • • , •  /^ ’(£b , t ï ï - ^ )  I d e t  (B) I d t ^  . . .  d t^ds^+ ^  . . .  d s ^ , (24)
where = { ( t , s | )  | t  > 0 ,  ^  k 0 and t b  < *}.
I n  o r d e r  t o  s p e c i f y  t h e  l i m i t s  o f  i n t e g r a t i o n  o f  ( 2 4 ) ,  
i t  i s  h e l p f u l  t o  f i r s t  r e o r d e r  t h e  t ^ ’ s o f  t  (and  hence 
t h e  a p p r o p r i a t e  c ^ ' s ) .  N o t i c e  t h a t  i f  b% 3 0 and
h h Q
y t j b i  < 4) f o r  t ^  = t ^ ,  t h e n  I  t ^ b ^  < 4> f o r  t ^  k 
i = l  i = l
S i m i l a r  t o  b e f o r e ,  t h e  t ^ ' s  i n  t  a r e  r e o r d e r e d  so t h a t  t h o s e  
t ^ ' s  whose c o r r e s p o n d i n g  c o e f f i c i e n t s  i n  t h e  b v e c t o r  a r e  
l e s s  t h a n  o r  e q u a l  t o  z e r o  a r e  a t  t h e  end o f  t h e  t - v e c t o r .
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and t h e  c ^ ' s ,  b j ' s  and t h e  rows and columns o f  A and  B a r e  
t o  be r e o r d e r e d  c o r r e s p o n d i n g l y .  L e t  q be t h e  number o f  
r e m a in in g  t ^ ' s .
T hus ,  by t h e  same r e a s o n i n g  as  b e f o r e ,  (2 4) can  be 
w r i t t e n  i n  t h e  f o l l o w i n g  d e f i n i t e  form :
00 “> g L ( t ' )  g ^ C t ' )  g - | ( t ' )
Pq C*!») = “ q /  . . .  /_ . . .  /^
skO 0 0
f  ( t ê ,  tA-s^) | d e t  (B) | d t ^ . . . d t ^ d t ^ ^ ^ . . . d t ^ d s ^ + ^ .  . . d s ^ ,  (25)
h h
where g . ( t / )  = 1/b, [cj) -  I  b . t  ] and I  b . t ,  = 0
i= k + l  i = k + l
f o r  k=h.
S in c e  l im  P _ (* )  = P _ ,F ( * )  = Z P ( * ) / ( l - p U )  i s  t h e  d i s -
(j)-)-00 ^  "
t r i b u t i o n  o f  t h e  maximum o f  t h e  o b j e c t i v e  f u n c t i o n  by Theorem 
4, where t h i s  t im e  Pg(* )  i s  a s  d e f i n e d  i n  ( 2 5 ) .
The r e s u l t s  can  be summarized i n  t h e  n e x t  th e o re m :
Theorem 5 : I f  t h e  o n ly  s t o c h a s t i c  v e c t o r  i s  c_, t h e
p r o b a b i l i t y  t h a t  a  c e r t a i n  GeH i s  a b a s i s  i s  g i v e n  by ( 2 2 ) .  
A lso ,  t h e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  o f  Z ( c )  g i v e n  t h a t  
G i s  t h e  b a s i s  i s  Pq(( |) ) /Pq,  where Pg(*)  i s  a s  g i v e n  i n  
( 2 5 ) .  F i n a l l y ,  ? ( # )  a s  d e f i n e d  im m e d ia te ly  p r e c e d i n g  t h i s  
theo rem  i s  t h e  d i s t r i b u t i o n  o f  t h e  maximum o f  t h e  o b j e c t i v e  
f u n c t i o n .
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S i m i l a r  t o  t h e  c a s e  o f  t h e  b ^ ' s  b e in g  s t o c h a s t i c ,  equa­
t i o n s  ( 2 2 ) and  ( 2 5 ) g i v e  a t h e o r e t i c a l  method f o r  compu­
t i n g  Pg and P g ( 0 ) p r o v i d e d  t h a t  t h e  f u n c t i o n  f(c_) i s  d e f in e d  
ove r  a l l  o f  F” . The d i s c u s s i o n  c o n c e r n i n g  f ( b )  s t a r t i n g  on 
page 20 a p p l i e s  as  w e l l  t o  f (£)  .
CHAPTER IV
CASE OP BOTH THE b ’s AND c ’s BEING STOCHASTIC
The t h i r d  and f i n a l  c a s e  i s  a g e n e r a l i z a t i o n  o f  t h e  
f i r s t  two c a s e s :  c o n s i d e r  (1)  s u b j e c t  t o  (2)  and (3)  l e t ­
t i n g  b o t h  c_ and  b be s t o c h a s t i c  w i th  a j o i n t  p r o b a b i l i t y  
d e n s i t y  f u n c t i o n  d e n o te d  f ( b , c ) . As b e f o r e ,  l e t  { x ° | k = l ,
2 , . . .  m} be t h e  s e t  o f  b a s i c  v a r i a b l e s  o f  t h e  o p t im a l  s o l u ­
t i o n  a f t e r  a p a r t i c u l a r  s e t  o f  v a lu e s  ( b ° ,  . . .  b ° )  and 
( c ° ,  . . .  c ° )  r e p l a c e  t h e  b j ’ s and  c ^ ’ s i n  (1) and (2) r e ­
s p e c t i v e l y .  Then f o r  t h e  x ° ' s  t o  rem ain  b o th  f e a s i b l e  and 
o p t i m a l ,  a l l  t h r e e  e q u a t i o n s  ( 4 ) ,  ( 1 5 ) ,  and ( l 6 )  must  h o l d .  
The p r o b a b i l i t y  o f  t h i s  i s
P = / . . . / /  . . .  J f ( b , c ) d b  . . .  db dc . . .  do , (26)
S R 1 m 1 n
where S i s  a s  i n  (6)  and  R as  i n  ( 1 7 ) .  Making th e  s u b s t i ­
t u t i o n  (5)  f o r  b and (1 8 )  and (19) f o r  £ ,  one can  e a s i l y  
v e r i f y  t h a t  (26)  becomes
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P = /  . / /  . . .  / f ( B r , t ê , t A - ^ ) | d e t ( B ) I
rZ O , tk O ,s iO
| d e t ( B ) | d r ^  . . .  d r  d t ^  . . .  d t^ d s ^ ^ ^  . . .  d s ^ .  (2 7)
I n  c o n t r a s t  t o  t h e  f i r s t  two c a s e s ,  i f  G i s  any m-element  
s u b s e t  o f  {x^, Xg, . . .  x ^ ,  . . .  t h e n  (27)  i s  t h e
p r o b a b i l i t y  t h a t  G i s  a b a s i s ,  s ince  i t  I s  Im m ed ia te ly  
p o s s i b l e  t o  f i n d  v a l u e s  o f  t h e  b ^ ' s  and c ^ ' s  t o  make G a
b a s i s .  Hence Pr{G i s  a b a s i s }  i s  as g iv en  i n  f o r m u la  ( 2 7 ) .
To f i n d  t h e  d i s t r i b u t i o n  o f  Z (b ,c)  = m a x { z ( x ) | t h e  
v a lu e s  o f  t h e  b ^ ' s  and  c^ys  a r e  g iven} w i t h  G a s  a b a s i s ,  
n o t e  t h a t  Z ( b ,£ )  = c^ ET^b = ^  = tB r ,  where t  i s  d e f i n e d  
as ( t ^ ,  t g ,  . . .  t ^ ,  0 ,  . . .  0) = ( t ,  0 ,  . . .  0 ) .  Hence
P r { Z ( b ,£ )  S ^} = P r { t B r  < c|>} = Pg(0) (28)
= / /  . . .  / /  . . .  / f (b ,c_)db^  . . .  db^dc . . .  d c ^ ,
where I ( ^ )  h o l d s  f o r  b ,  (1 5 )  and ( l 6 )  h o ld  f o r
c ,  and CgB"^b < <j>}, w h ic h ,  a f t e r  the a p p r o p r i a t e  s u b s t i t u ­
t i o n s  a r e  made, i s  e q u i v a l e n t  t o
Pm(*) = /  . . .  / /  . . .  / f ( B r ,  t B ,  t Â - £ ) | d e t ( B ) I
T .  (29)
<P
| d e t ( B ) | d r ^  . . .  dr^dt  . . .  d t ^ d s ^ ^ ^  . . .  d s ^ ,  
where = { ( r » t , £ )  | r > 0 ,  t ^ O ,  £>0, and t B r  1 (|)}.
However, t h e r e  i s  no s im p le  way to d e f i n e  t h e  l i m i t s
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o f  even (2 g ) ,  much l e s s  ( 2 8 ) ,  and so  one must use  a  modi­
f i e d  v e r s i o n  o f  t h e  Monte C a r lo  method g i v e n  i n  Appendix 
B.
T h is  y i e l d s  t h e  f o l l o w i n g  v a r i a t i o n  o f  Theorems 2 and
4:
Theorem 6; I f  b o th  b and  c_ a r e  s t o c h a s t i c ,  t h e n  th e  
p r o b a b i l i t y  t h a t  G i s  a  b a s i s  i s  g i v e n  by Pq as  shown i n  
( 2 7 ) .  A l s o ,  t h e  p r o b a b i l i t y  d e n s i t y  o f  Z ( b ,£ )  when G i s  
a b a s i s  i s  Fq ((|))/Pq , where  Pq (<|)) i s  g i v e n  by ( 2 9 ) .  More­
o v e r ,  t h e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  o f  t h e  maximum of  
t h e  o b j e c t i v e  f u n c t i o n ,  F ( ^ ) ,  c l e a r l y  e q u a l s  to  
Z„P„ ( ( | ) ) / (1 -P” -P '^ ) , where H a n d  P" a r e  d e f i n e d  e x a c t l y  as i n
n  vi
Theorem 1 and P^ a s  i n  Theorem 4.
Note:  The f o r e g o i n g  work w i t h  t h e  s t o c h a s t i c  b ' s
and c ’ s i m p l i c i t l y  assumes t h a t  a l l  o f  them can v a ry  from 
_oo t o  “ . I f  t h e r e  a r e  r e s t r i c t i o n s  on t h e  d i s t r i b u t i o n s  
o f  b ’s and c ’ s ,  one must be s u r e  t h a t  t h e s e  r e s t r i c t i o n s  a r e  
r e f l e c t e d  i n  t h e i r  a p p r o p r i a t e  s u b s t i t u t i o n s :  f o r  i n s t a n c e ,
i f  f ( £ ) > 0  on ly  f o r  £>0, t h e n  one must  have  tB%0 and  tA-s^ k 0.
CHAPTER V
CONCLUSION
The f o r e g o in g  r e s u l t s  a l l o w  one t o  t h e o r e t i c a l l y  f i n d  
t h e  e x a c t  d i s t r i b u t i o n  o f  t h e  maximum o f  t h e  o b j e c t i v e  
f u n c t i o n  P(<j)) whenever  e i t h e r  b o r  c_, o r  b o t h ,  a r e  s t o ­
c h a s t i c  v e c t o r s .  T here  a r e  t h r e e  c a s e s  t o  be  c o n s i d e r e d .
I n  e a c h ,  a  b a s i s  G = {x^| k = 1,  2, . . .  m} i s  p resum ed and 
Z g ( b , c )  d e s i g n a t e s  t h e  maximum v a l u e  o f  t h e  o b j e c t i v e  f u n c ­
t i o n .
Case 1. Only t h e  b - v e c t o r  I s  s t o c h a s t i c .  I n  t h i s  
c a s e ,  one h as  to  f i n d  t h e  ( s q u a r e )  m a t r i x  B which c o n s i s t s  
o f  t h e  column v e c t o r s  o f  A whose e n t r i e s  a r e  c o e f f i c i e n t s  
o f  an e le m e n t  o f  G, and  a ^ ,  w h ich  i s  an  i n d i c a t i o n  o f  whe­
t h e r  o r  n o t  6 can be made b a s i c .  One t h e n  computes Z g ( b , c )  
"  ^G fo rm u la  ( 9 ) ,  by f o r m u la  ( 1 3 ) ,  and P (* )  =
% P ( j (< | ) ) / ( l -P " ) .
Case 2. Only t h e  ^ - v e c t o r  I s  s t o c h a s t i c .  I n  t h i s
_ A
c a s e ,  t h e  m a t r i c e s  need ed  f o r  c o m p u ta t i o n  a r e  A and  B.
A i s  a su b m a t r ix  o f  A whose rows a r e  t h o s e  o f  A i n  which
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t h e  a p p r o p r i a t e  s l a c k  v a r i a b l e s  a r e  n o t  i n  G and whose 
columns a r e  t h o s e  A^’s ( o r  s u b s e t s  o f  them) h a v in g  c o e f f i ­
c i e n t s  o f  x ^ ' s  t h a t  a r e  n o t  e l e m e n t s  o f  G. The m a t r i x  B 
c o n s i s t s  o f  t h e  columns A^ ( o r  s u b s e t s  o f  them) h a v in g  as  
e n t r i e s  c o e f f i c i e n t s  o f  a n  e le m e n t  o f  G and o f  rows t h a t
a r e  e x a c t l y  l i k e  t h o s e  o f  A. A lso  i s  a s  i n  c a se  1.
Then Z ( b , c )  = t b ,  where f o r  t  = ( t _ ,  t _ , . . .  t  ) ,  t .  = 0( j — — — — X c. n - L
whenever  x^ ^ G, i s  computed by f o r m u la  ( 2 1 ) ,  Pg (* )  i s  
found  by f o r m u la  (2 3) P ( * )  = E^^P^( (J>)/( l -P '^) .
Case 3 .  Both t h e  b and t h e  £  v e c t o r s  a r e  s t o c h a s t i c .  
I n  t h i s  c a s e ,  d e f i n e  t h e  B, B, and  A m a t r i c e s  a s  t h e y  a r e  
i n  c a se s  (1 )  and ( 2 ) ,  s e t  Z g ( b ,£ )  = ^ B r , where ^  i s  d e ­
f i n e d  as  i n  c a se  ( 2 ) ,  and  compute P^ by fo rm u la  ( 2 3 ) and(j
Pg (0 )  by fo r m u la  ( 2 9 ) .  U n f o r t u n a t e l y ,  f o rm u la  (29)  i s
n o t  as  s t r a i g h t f o r w a r d  i n  i n t e g r a t i o n  a s  i n  f o r m u la  (13)
o r  fo rm ula  (26)  and may hav e  t o  be  a p p ro x im a te d  by Monte 
C a r lo  t e c h n i q u e s .  However,  i t  i s  e a s i e r  t o  a p p ly  t h i s  
t e c h n iq u e  t o  f o rm u la  ( 2 9 ) t h a n  t o  f o rm u la  ( 2 8 ) ,  which  i s  
how Pg(<j)) i s  n o rm a l ly  e x p r e s s e d ,  a l s o  
F((j>) = E jjPq(( |) ) / (1-P“ -P ^ )  .
In  t h e  f i r s t  two c a s e s ,  t h e  a d v a n t a g e s  o f  comput ing  
P (* )  a r e  t w o f o l d :  (1)  i t  i s  t h e o r e t i c a l l y  e x a c t ,  and (2)
u n l i k e  th e  Monte C a r lo  methods  a n d  t h o s e  o f  B e re a n u ,  no
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l i n e a r  programming i s  n e e d e d  f o r  t h e  c o m p u ta t io n  e x c e p t  
p o s s i b l y  f o r  d e t e r m i n i n g  a ^ .  I n  t h e  l a s t  c a s e ,  a l t h o u g h  
a v e r s i o n  o f  t h e  Monte C a r lo  method i s  n e e d e d ,  no l i n e a r  
programming i s  r e q u i r e d  ( s e e  Appendix B ) .
The f i r s t  example s t a r t i n g  on page 42 and e s p e c i a l l y  
t h e  l a s t  example s t a r t i n g  on page  48 g iv e  i n d i c a t i o n s  o f  
t h e  e a s e  o f  c o m p u ta t io n  t h a t  t h e  change o f  v a r i a b l e s  as  
p r e s e n t e d  i n  t h i s  d i s s e r t a t i o n  c a n  e f f e c t .  However, a s  th e  
se co n d  example  on page 45 i l l u s t r a t e s ,  t h e  c o m p u ta t io n  need 
n o t  be v e ry  e f f i c i e n t  when t h e  d i s t r i b u t i o n  h a s  d i f f e r e n t  
f u n c t i o n a l  forms f o r  d i f f e r e n t  r e g i o n s  o f  i t s  domain.  For 
t h i s  ty p e  o f  d i s t r i b u t i o n ,  t h o u g h ,  no method y e t  known i s  
p a r t i c u l a r l y  e f f i c i e n t .
A l though  no e x t e n s i v e  n u m e r i c a l  c a l c u l a t i o n s  o f  Pg 
and Pg(<j)) were made t h e  c o m p u ta t i o n s  o f  t h e s e  q u a n t i t i e s  
u s i n g  n u m e r i c a l  a n a l y s i s  may be a u s e f u l  a l t e r n a t i v e  t o  ap­
p r o x i m a t i n g  F(«j>) by t h e  m ethod  o f  sample p o i n t s ,  whose 
d raw backs  have a l r e a d y  b e e n  n o t e d .
APPENDIX A
L et  G = {x , X , . . .  X } (x j  v a r i a b l e )  be two d i f -  p 1 ^ m J
f e r e n t  o p t i m a l  b a s e s  and  = {bjGp i s  a n  o p t i m a l  b a s i s }
%
f o r  p = r , s .  The p u rp o se  o f  t h i s  appendix  i s  t o  show t h a t  
QOg h as  z e ro  c o n t e n t  (a  s e t  i n  n d im ens ions  h a s  ze ro  
c o n t e n t  i f  i t  c a n n o t  c o n t a i n  an  n - c u b e .  See [ 2 ] ,  page  317) .  
Def ine  f o r  a  p a r t i c u l a r  beDj,, G^(b) = (x^ ,  x ^ ,  . . .  . . .
^m+n^ as a n  (m+n)-component v e c t o r  o f  s p e c i f i c  v a l u e s  o f
t h e  x ^ ' s  making z ( x )  o p t im a l  u n d e r  t h e  c o n s t r a i n i n g  c o e f -
T —
f i c i e n t s  ( b ^ ,  b g , . . .  b^ )  = b . A lso  d e f i n e  £ =  ( c ^ ,  Cg,
mtm
. . .  Cjj, 0 ,  . . .  0 ) ,  whence z (D ^ ,b )  = c G^(b) i s  t h e  o p t im a l  
v a lu e  o f  z ( x )  f o r  beD^. S i m i l a r l y  f o r  Gg(b) and z ( D g , b ) .  
F i n a l l y ,  d e f i n e  Xj as c o r r e s p o n d i n g  t o  x^ ( o r  l e t  x^ c o r ­
re s p o n d  t o  Xj )^ i f  Xj i s  t h e  s p e c i f i c  v a lu e  t h a t  r e p l a c e s  
t h e  v a r i a b l e  x^ .
Because  a n d  G^ a r e  d i f f e r e n t  p r i m a l  b a s e s ,  b o th  
c o n t a i n  v a r i a b l e s  n o t  fo un d  i n  t h e  o t h e r .  Denote L = {x^|
* I f  two o r  more b a s e s  can be o p t im a l  and  f e a s i b l e  s i ­
m u l t a n e o u s l y ,  change  t h e  o b j e c t i v e  f u n c t i o n  as  g i v e n  on 




e (J Gs “ (G p ^ G g )} .  Given a b ,  z (D ^ ,b )  = o G^(b) = 
c G^(b) = z (D g ,b )  im p l i e s  t h a t  G^(b) = G ^ (b ) ,  ( t h i s  f o l ­
lows from t h e  d e f i n i t i o n  o f  z (D ^ ,b )  and t h e  f a c t  t h a t  no 
two b a s e s  can  be o p t im a l  and n o n - c o i n c i d e n t  s i m u l t a n e o u s l y ) ,  
and t h u s  x^ -0  f o r  a l l  c o r r e s p o n d i n g  x^eL. Hence i f  beD^D ,
—J p
t h e n  b o t h  G^(b) and G^Cb) have f e w e r  t h a n  m n o n ze ro  e l e m e n t s ,  
and a l l  o f  t h e s e  e lem en ts  c o r r e s p o n d  t o  t h o s e  found  in
S in c e  ( A , I )  i s  a m a t r i x  o f  c o n s t a n t s ,  (A*!) r e p r e s e n t s  
a  l i n e a r  mapping from t h e  s e t  y = { ( x ^ ,  x ^ , . . .  x ^ ,  . . .
J ,  , . .  . .  r,_
'm+n'x„..^) } t o  t h e  s e t  g = {b = ( b ^ ,  b ^ ,  . . .  b^)  } as  f o l l o w s :
(A ,I )G ^ (b )  = b ,  G^(b) e y  .
-jp
I t  ha s  been  shown t h a t  i f  b*eD H D ,  t h e n  G (b*) must have— r  ' s —
f ew er  t h a n  m nonze ro  e le m e n ts  and t h e y  c o r r e s p o n d  t o  t h o s e
o f  G^n Gg. L e t  P = {G^ey|Xj=0 i f  t h e  c o r r e s p o n d i n g  x^ ^
(G p / lG g )} .  Then ? ( b * ) e F  and ( A , I ) P Z > r ) D g  . S ince
dim(P)<m, dim( ( A ,I)P)<m, whence dim(D^ riDg)<m. Because
D ^ D d c z b  g i s  m -d im e n s io n a l ,  and D QD canno t  c o n ta in  r * ' s r  s
an m -cub e ,  D^f)D^ has z e r o  c o n t e n t ,  q . e . d .
A s i m i l a r  r e s u l t  can be shown f o r  t h e  ca se  o f  t h e  c ^ ' s  
b e i n g  s t o c h a s t i c  simply by c o n s i d e r i n g  t h e  d u a l .
APPENDIX B
The p u r p o s e  o f  t h i s  app en d ix  I s  t o  d e m o n s t r a te  a v e r ­
s io n  o f  t h e  Monte C a r lo  method t o  be u se d  f o r  e q u a t i o n  
( 29) .  Due t o  t h e  d e f i n i t i o n  o f  T ’ ( I . e . ,  r^O, tkO,  and 
2^0 ) ,  one does  n o t  need  t o  c o n s i d e r  n e g a t i v e  numbers .
F i r s t  p i c k  a  b a s i s ,  which d e t e r m i n e s  t h e  m a t r i x  B, and 
T^. N e x t ,  g i v e n  an e>0, p i c k  numbers M^, . . .  M^,
. . .  so  t h a t  Pr{u^ ^ M^ } _ , where Uj^=rj_ f o r  is i&m,
u i = t i  f o r  m+1 ^ 1 < m+h, and Ui=s^ f o r  m+h+1 i l l  m+n 
( a l l  m a t r i c e s  an d  v e c t o r s  a r e  assumed t o  have been  r e a r ­
ran g ed  a s  d i s c u s s e d  I n  t h e  c a s e  o f  t h e  c ^ ’s  b e in g  s t o c h a s t i c ) .
Hence , Pr{0  1 u^ 1 M^  f o r  1 = 1 ,  2 ,  . . . m ,  . . .  m+n} > Pr
mfn
{u. % 0} -  I  Pr{Uj h Mj} k Pr{Uj > 0} -  e .
1=1
B efo re  d e s c r i b i n g  t h e  Monte C a r lo  method u se d  on ( 2 9 ) ,  
some o b s e r v a t i o n s  a r e  I n  o r d e r .  L e t  a f u n c t i o n  f ( x )  be 
d e f i n e d  ov e r  some ( f i n i t e )  s e t  I n  h y p e r s p a c e ,  V. To ap­
p ro x im a te  t h e  i n t e g r a l  o f  f ( x )  o v e r  V, one can randomly 
p i c k  a number o f  p o i n t s ,  x ^ ,  Xg, . . .  x^j, from V. Then
40
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N f ( x  )
( J — - i _ )  X (hypervolum e o f  V)
1=1 ^
i s  an  e s t i m a t i o n  o f  t h e  d e s i r e d  i n t e g r a l .
L e t  P = { ( r , i , s )  = (u ^ ,  . . .  . . .  |0  <
and Q = { ( r , £ , ^ ) e  P| t B r  < (}>} . D e f in e  f o r  a  s e t  W, V(W) 
t o  be t h e  hypervolume o f  W i n  h y p e r s p a c e .  F i n a l l y ,  l e t  
g ( r , 6 , ^ )  = f ( B r ,  t B ,  t A - ^ ) .
E q u a t io n  (28)  i s  s im p ly  P r { r  ^ 0,  € > 0, s_ ^ 0 and  t B r  
< % P r { ( r , £ , s )  e Q}. Let  ti2 > %  be  a  sequence  o f
m+n random numbers :
Gm+n^’• • •
D e f in e Zi = (M,ç^
" m + n ' ' ^ i = { U j | l
i l  = 1m+h+1 <
as  b e i n g  i n  t h e  s e t  U^, d e n o te d  v^ e U^, i f  t^^Br^  ^ i  4>» sind
l e t  N . be t h e  number o f  such v e c t o r s  i n  U. .<P <p
Due t o  t h e  above r e s u l t s ,  P r { ( r ,  t ,  e Q} fi' ^
[ g ( r ^ ,  £ ^ ,  s ^ ) /N ^ ]V ( Q ) .  For  a  l a r g e  number o f  v e c t o r s  v^. 
V(Q) % [ (number o f  v^ i n  Q ) / (num ber  o f  v^ i n  P ) ]  x V(P) = 
m+n
[N. /N]  n M. .  Hence, e q u a t i o n  (29)  i s  a p p ro x im a te d  by 
*  ^ m+n
I  Cg(Hi» £ ,»  l i ) / N ]  n M .
eUx ^  j = l  J
EXAMPLES
As a f i r s t  ex am ple ,  c o n s i d e r
max z ( x ^ , X2 ) = 2x^ + 3%2
s u b j e c t  t o
Xi + Xp + X3 =
Xi + 2xg + x^ = kg ,
1 -  e " b l ,  b i>0
where P r { k 2 < b _ } = P ^ fb ^ )  = |
[ 0 , o t h e r w i s e
and
Pr{kg  ^ bg} = Pgfbg)  =-
0, o t h e r w i s e  
As shown i n  F i g u r e  1 ,  t h e  p o s ­
s i b l e  b a s e s  a r e  ( x ^ j Xg ) ,  ( x ^ , X g ) ,  
and ( x ^ j X^ ) .  The j o i n t  p r o b a b i l i t y  
d i s t r i b u t i o n  i s  f ( b ^ , b g )  =
f l C b i i f g C b g )  = 2 e - ( b l + 2 b 2 ) .
The p r o b a b i l i t y  t h a t  = (x^^Xg) 












= ( r ^  + r ^ y  + 2 r ^ )  = ( b ^ j b g ) .
H e nce ,
- [ ( r n + r ^ )  + 2 ( r , + 2 r p ) 3  - ( S r ^ + S r . )
f ( B r )  = 2e ^ ^ = 2e
| j y |  = ( d e t ( B ) 1 = 1 .
T h u s ,  a p p ly i n g  t h e  f o r m u la ,
00 00 - (  3r-,+5rp)
= (  (  2e (1 )  d r^ d rg  =
I f  t h e  p r o b a b i l i t y  t h a t  Gp = (x^^x^)  forms a b a s i s  i s  







= ( r i + T p ,  r^ )
and  so  P,
- ( 3 r  +rp)  
f ( Br )  = 2e | J ^ |  = 1 ,
00 00 - (  3 r , + r „ )  2
/  /  2e (1 )  d r , d r  = -
0 0 3




= ( r ^ ,  Srj^ + r g )  ,
and  so
00 00 - ( 5 r , + 2 r p )  .
Pq = /  /  2e (1)  d r . d r ^  =
3 0 0 1 2  5
The Pr{max < <{>} i s  computed n e x t :
F o r  G^, t h e  space  o f  i n t e g r a t i o n  i s  bounded by
= 0 ,  Tg = 0 ,  and C^r = Er^+Srg < * .  Hence, f o r  <J)>0,
1/3* l / 2 * - 3 / 2 r 2  - ( S r . + S r g )
Pp (*)  = /  /  2e d r  d r
i  rg=0 r]_=0
1/3* ^ - 5 r p  ( - 3 / 2 * - l / 2 r p )
= /  | [ e  -  e ]drp
rg=0 ^
- 5 / 3 $  u - 3 / 2 $  ,  -5 /3 $
= 15 - Ï 5  '  - 3 "  +
and Pp (*)  = 0 f o r  *<0.
^1
F o r  G^, t h e  space  o f  i n t e g r a t i o n  i s  bounded by r^ = 0 ,
r „ = 0 ,  and  C r  = 2 r  < *.  Thus,  f o r  *>0, d ~B 1
~ * /2  - ( 3 r  + rp )
fOgC*) = (  (  2e d r ^ d r j
- 2 r p  (_ 3 /2 * _ rp )
= J 2 /3  [e  -  e ]d rp
0
- 3 / 2 *
= 2 /3  -  2 /3  e
S i m i l a r l y  f o r  G^:
* /3  - ( 5 r ^ + 2 r 2 )
Pq (*) = /  /  2d d r ^ d r«2 0 0 - *- 2
- 5 / 3 *
= 1 /5  -  1 /5  e
-5 /3 *  - 3 / 2 *
F(* )  = Pq^C*) + PQ (*)  + Pq^ (* )  = l + e  ^ -  2e
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f o r  (()>0.
As a second  exam ple ,  c o n s i d e r
max z ( x )  = K^x^ + KgXg




Xi + 2Xg + Xg = 3 
3x^ + Xg + = 5
x ^ ,  Xg % 0
P ^ (c ^ )  = Pr{K^ < c^} =
c ^ ,  0 < < 1
0 ,  Cn < 1
1, c  ^ > 1
'Og, 0 < Cg < 1
PgCcg) = PrtKg < Cg} = ' 0, Cg < 1
1,  C2 ^ 1
f ( c ^ ,  Cg) = ,
4c^C2, 0 -  Cl 3 1 and  0 < Cg < 1 
0, o t h e r w i s e
The p r o b a b i l i t y  t h a t  = (x ^ ,  Xg) i s  i n  s o l u t i o n  i s  
c a l c u l a t e d  f i r s t .  I t  i s  computed t h u s :





(c^,  Cg) = tB = + 3 tg ,  2t^ + t . )
d e t ( B )  = 1 -  6 = -5
f ( c ^ ,  Cg) = f ( t B ,  t A - s )  = 4 ( t ^ + 3 t 2 ) ( S t ^ + t g )  
= 4 ( 2 t ^  + + 3 t g ) .
^Gl = I i 4(2t2+7t^t2+3t2)aR ' Sdt^dt^,^
where
“ r =
' 1 , i f  0 < t T + 3t _  < 1 and
0 < 2 t ^ + t g  ^ 1
0 , o t h e r w i s e
( R e c a l l  t h a t  f ( c ^ ,  c ^ )  i s  n o n z e ro  on ly
>tj + 1 , .  1
F i g u r e  2
Agd.O)
i f  0 < < 1 and 0 < Cg < 1 and t h a t  ( 0^ , 02 ) = ( t ^ + 3t 2 ,
2 t ^ + t 2 ) ) .
Pq = 20 / /  ( 2 t ^  + T t^ t g  + S t g i d t g d t ^
1
+ 20 / /  ( 2 t ^  + T t^ t g  + g ^ g i d t g d t ^ ,
*2
where and  Ag a r e  a s  shown i n  F i g u r e  2 . C a r r y i n g  o u t  t h e
i n t e g r a t i o n  y i e l d s
P q % . 8 2 .
I f  t h e  p r o b a b i l i t y  t h a t  G2 = (x ^ ,  x^)  i s  d e s i r e d ,  one 
has ,O g^  = 1 by r e f e r e n c e  t o  F i g u r e  3 , Â = [ 1 ]  B = [ 3 ]
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= 3 t .  tA = s = t - - s ^— 1 — — 1 i
( c^iCg)  = ( 3 t ,  -  s^ )
d e t (B )  = ( - 1 ) 2 - 1  (3)  = -3  
f f c ^ j C g )  = f ( t B ,  tA -  £)
= 4 ( 3 t ^ ) ( t ^  -  s ^ )  = 1 2 ( t ^  -  t ^ s ^ )  
00 00
= {  /  1 2 ( t i  -  ■ 3»A
where
“ a = <
1 ,  I f  t ^  -  < 0 and t ^  < _
0, o t h e r w i s e
(0 , 1)
( 1 , 0)
F e a s i b l e  r e g i o n  i s  
c r o s s h a t c h e d .
X.1
F i g u r e  3
R e f e r  t o  F i g u r e  4.
1 /3  t .
\  = I, { 3G(tl -
F i n a l l y  one can  f i n d  t h e  d i s t r i ­
b u t i o n  o f  Z ( c ) ,  g i v e n  = ( x ^ , x ^ )  i s  
t h e  b a s i s .  I n  t h i s  c a s e ,  t h e  p r o b a b i ­
l i t y  t h a t  Z(c_) = t  ' S = 3 t^  + 5 tg  = 
3 t^  i  <J) i s  d e s i r e d  ( r e c a l l  t h a t  tg^O 
i n  t h i s  c a s e .




F i g u r e  4
i s  a s  d e f i n e d  b e f o r e .
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<j>/3 p
Pq (<|.) = 36 /  /  a ^ ( t ^
0 < (J) ^ 1
I 8  '  * ^ ^
0 , 4 < 0 .
T h is  exam ple  p rob lem  shows t h a t  t h e  change o f  v a r i a ­
b l e s  as  d e s c r i b e d  I n  t h i s  d i s s e r t a t i o n  can  e a s e  c o n s i d e r a ­
b l y  th e  c o m p u ta t io n  o f  some p r o b a b i l i t i e s . Suppose t h a t  
a m a x im iz a t io n  p ro b lem  had t h e  f o l l o w i n g  c o n s t r a i n t s :
= b .Xi + 2xg + 4xg +
3x^ + 7xp + 9x^ + S x ^
2x^ + 3Xp + 12Xg + 9x^ 1
x^ + l lX g  + lOx^
+  X , = b.
+  X = b.
8 -  "4 '
7 "3
+ Xo = b
where
- ( b  +2b +2bq+bh)
4e f o r  b ^ ,  b ^ ,  b ^ ,  > 0
f ( b )  = .
0 ,  o t h e r w i s e
F u r t h e r  suppose  t h a t  G = {x^,  x ^ ,  x ^ ,  x^ }^ i s  an o p t i m a l  b a s i s
and i t  i s  d e s i r e d  t o  f i n d  P«.U
I n  t h i s  s i t u a t i o n ,  B = 1 2  4 3
3 7 9 6
2 3 12 9
1 0 11 10
and making t h e  change o f  v a r i a b l e s ,  one h a s
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Br =
1 2 4 3‘ ■ l^' ■^1 + ^2 + + 3r^-
3 7 9 6 ^2 3 r i + 7r2 + 9r3 +
2 3 12 9 ^3 2^1 + 3^2 + 12rg + 9r4
1 0 11 10_ -^4- - "*1 + l l r g + 10r^_
and n o t e  t h a t  Br a 0 f o r  r  % 0 .  Thus f ( b )  = 4e
- ( 1 2 r _ + 2 1 r ,+ 5 7 r ? + 4 3 r h )
4e ^ , [ Jyl  = 1,  and
-(b2+2b2+2bg+b^)
00 00 00 00
d r ^ d r g d r g d r ^  = ( i 2 ) ( 2 1 ) ( 5 7 ) ( 4 3 )  .
I f  t h e  I n t e g r a t i o n  i s  done d i r e c t l y  w i t h o u t  a change
o f  v a r i a b l e s ,  t h e n
Pq = /  /  /  /  f ( b )  dbmdbgdb.dbu.
B-ibkO
B“ 1 =
75 _2 i  -1  -9 ' 75 -21 - ]
24 7 0 3 -24 7 c
and so B” ^b =
- 5  1 1 0 -5 1 ]
-2  1 - 1  1 . -2 1 - ]
" 75b^ -  21b2 -  bg - 9 ^ n ' o"
—24bm — 7bp — 3b4 0
k
5b^ + b2 + bg 0
—2b^ + b2 — bg + ^4 . 0
>4J
U n l ik e  t h e  s i t u a t i o n  a f t e r  t h e  change o f  v a r i a b l e s ,  t h e  
d e t e r m i n a t i o n  o f  th e  l i m i t s  f o r  b ^ ,  b 2 » bg,  and b|  ^ p r e s e n t
g r e a t  d i f f i c u l t i e s .
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