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INTRODUCTION 
Extensive interest and effort has been given to the subject area 
of life testing and product reliability within the past decade. Any 
approach thought to be useful in the determination of life expectancy 
of industrial equipments and mechanisms has received considerable atten­
tion and a great many articles have appeared in the various technical 
journals. These articles have in general dealt with parameter esti­
mation under the assumption of some specific underlying parent popula­
tion or with the testing of some statistical hypothesis under the 
same general assumption. 
Certain methods and distributions have become topics of contention 
among the various practitioners. Proponents have arisen for several 
distributions and each develops the methodologies of reliability 
estimation, acceptance sampling procedures and other hypothesis testing 
under the assumption of the advocated distribution. In many instances, 
the situations of interest do not provide sufficient data to perform 
tests having even moderate levels of sensitivity to distinguish dis­
tributional form. Nor is there generally any a priori theoretical 
reasoning which singles out one specific distribution from among several 
conceivably feasible ones. Some of the more frequently discussed 
continuous distributions are: the exponential, the Weibull, the gamma, 
the log-normal and the extreme value distributions. Under special 
conditions it can be shown that the exponential distribution is a 
member of the Weibull, the gamma, and the extreme value families of 
distributions. Another way of stating this fact is to say that under 
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a set of special conditions the exponential, the Weibull, the gamma, 
and the extreme value distributions are equivalent. This is not, of 
course, any overall indication that these distributions are in general 
indi stingui shable. 
The problem of determining the distributional characteristics to 
be studied therefore becomes the problem of stipulating the distribu­
tional assumptions to be adopted. Weibull (50) in the article in which 
the Weibull distribution was first presented states, "It is believed... 
that the only practical way of progressing is to choose a simple 
function, test it empirically, and stick to it as long as none better 
has been found." This advice possesses a considerable amount of appeal 
and is commonly used. There is much which needs to be done in the 
subject area of distributional specification. 
If one does not wish to completely specify the underlying distri­
bution, the use of a preliminary test of hypotheses may be helpful. 
Indeed, under certain conditions, allowing a preliminary test to deter­
mine the distribution for subsequent inference can be an improvement 
over arbitrary stipulation of the precise distributional form in 
advance. Again, there has been little serious consideration devoted 
to empirically determining with the data in hand which of several 
possible distributions, not of the same family, is most likely and then 
ascertaining how subsequent inferences are affected by this first 
empirical determination. This procedure, of course, falls in the 
classification of preliminary tests. 
Preliminary tests and their effects on subsequence inferences have 
been the topic of extensive research and publication (see the following 
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Review of Literature). These studies have provided a basis upon which 
the general problem of distribution specification can be approached. 
The problem to be analyzed here is that of using a preliminary 
test to determine whether a one parameter or a two parameter exponen­
tial distribution should be assumed as the parent population for 
subsequent inferences and how this decision affects the properties of 
such inferences - It is a well known fact that if one makes a test of 
hypothesis using the same set of data used in performing some prelimin­
ary test, the power and size of that test are generally different from 
the power and size of a test made independently of any preliminary 
test - Also, that any point estimation of parameters following a pre­
liminary test may be biased even though such estimation made independ­
ently of any preliminary test is unbiased. Comparisons will thus be 
made between using a preliminary test to specify the model to be used 
for inferences concerning 9 (i.e., whether to assume a one or a two 
parameter model) and arbitrarily adopting a one or a two parameter 
distribution. In comparison of estimation procedures, the bias and 
the mean square error of the resulting estimators of 9 will be computed 
and compared = In the study of tests of hypotheses, the size and power 
of the overall testing procedure will be compared with the size and 
power of the tests which do not involve preliminary testing. 
The problem of allowing a preliminary test to determine which of 
several possible distributions to adopt, i.e., the exponential, the 
Weibull, the gamma, the normal, etc., and the effect on subsequent 
inferences still remains to be solved -
Several reasons exist for selecting the present problem. Among 
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these are the fact that computationally, results appeared to be more 
obtainable In this case. Also, in the words of Epstein (22), 
It seems as if the exponential distribution plays a 
role in life testing analogous to that of the normal dis­
tribution in other areas of statistics. It is our feeling 
that in many cases there is at least as much justification 
for using the exponential distribution in life test situations 
as to use the normal distribution, for example, in develop­
ing sampling plans by variables. 
More theoretical justification can be found in two articles by 
Cox and Smith (14, 15). Using the idea that the times between failures 
of a complex mechanism result from the superpositioning of the failure 
patterns of the parts making up the mechanism, they have shown that, 
to at least a good approximation, this kind of superpositioning gives 
rise to an exponential distribution of times between successive 
failures of the mechanism. This was found to be true for arbitrary 
failure patterns of the parts (assuming only that all parts have the 
same failure pattern). 
Consider now the physical interpretation and significance of the 
problem to be developed. A two parameter exponential distribution may 
be stated as: 
i f (t) = — e t > A 
= 0 t < A . 
In this expression the parameter 6 is called a scale parameter and in 
the popular terminology of life testing is called the mean time between 
failures or the mean time to failure. The parameter A is called the 
location parameter and in popular usage is referred to as the guarantee 
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period. In a physical sense, the time between zero and A denotes a 
period of time in which no failure can occur. This guarantee period 
may arise in any of several ways. For example, all systems within a 
missle do not operate simultaneously nor continuously from some point 
of time; yet, the only observable time to failure may include some 
period in which the sub-system of concern is not undergoing stress and 
hence can produce no overall system failure. It is possible for this 
phenomenon to occur without a logical explanation similar to that in 
the preceding sentence. Since the length of this guarantee period may 
be, and is in fact generally unknown, a dilemma presents itself in the 
form of trying to decide whether A can be assumed to be zero. This is 
equivalent to deciding whether to use the two parameter or the one 
parameter distribution. 
It is not uncommon in today's industrial world to meet a situation 
similar to the following. A very expensive and complex piece of equip­
ment is to be designed to meet some specific set of operating require­
ments. This successive set of operating conditions is frequently 
referred to as a mission profile. In order to be considered satisfac­
tory, any given piece of equipment must be capable and able to perform 
all desired functions over all phases of the mission profile. Because 
of the expense and time involved in design, construction and testing 
it is not usually possible to have a large number of these systems for 
testing purposes. It is also usually desirable to obtain estimates and 
to reach decisions concerning such equipments at the earliest possible 
time. Thus, n systems might be placed into operation and all n systems 
monitored until some specified number r, of them have failed, there 
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being no replacement of failed systems. Since n is generally small and 
r as a rule is even smaller, it is necessary to get every bit of infor­
mation available from the observed data. These concepts, then, provide 
the basis of the problem herein considered. 
Precise formulation of the problem and the assumptions thereof is 
given below. 
It is assumed that either a one parameter or a two parameter 
exponential distribution applies. No further a priori knowledge about 
the distribution is known; hence, all additional information must be 
obtained using the data in hand from one experiment. Consideration is 
thus confined to the following two distributions. 
£l(t) = i e~ i 0 < t < » (l) 
= 0 otherwise 
and 
1 - (t-A) 
f2(t) = q e~ 8 A < t < oo (2) 
= 0 otherwise. 
Actual model specification is accomplished in one of the following 
three ways: 
1. Always adopt the model f^(t). This will subsequently be 
referred to as model one. 
2. Always adopt the model fg(t). This will subsequently be 
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referred to as model two. 
3. Perform a preliminary test to decide which of the two 
models, one or two, to adopt in inferences concerning 
9. This procedure will subsequently be referred to as 
the preliminary test model or simply, model three. 
For all derivations, it is assumed that n units have been placed 
on test and that r of these have failed at times designated by t%, tg, 
. . ., tr with no replacement of failed units. The r observed times 
then occur in order of magnitude and form a set of order statistics 
from the parent population. 
Consider now the two statistics: 
S tll'l + (n-r)tr j/l 
r,n * r " "T-
and 
9 - i=2 (Ej-tlHQa-r) (tr~tl> = ^^i 
r,n r-1 r-1 
where 
= (n-i+1) (t^-tj^) • 
The statistic thus defines the total service life of all units on 
test between the (i-l)st and the i-th failure. Epstein and Sobel (24) 
have shown that when the parent population is exponentially distributed 
the random variable 2VI±/0 follows a chi-square distribution with two 
degrees of freedom for i=2, . . ., r. Furthermore, it is shown that 
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the W-l 1 s are mutually independent. If A = 0, the quantity 2nt^/0 also 
follows a chi-square distribution with two degrees of freedom and is 
independent of all , i = 2, . . ., r. If, however, A ^  0, then the 
quantity 2n(t^-A)/0 is the random variable which follows a chi-square 
distribution with two degrees of freedom and is independent of all W^, 
i = 2, » • *, r. 
a 
Thus, if A = 0, the quantity 2r0r>n/0 follows a chi-square distri­
bution with 2r degrees of freedom by virtue of the reproductive property 
of the chi-square distribution. Similarly, regardless of the true 
ft . 
value of A, the quantity 2(r-l)0r)n/8 follows a chi-square distribution 
with 2r-2 degrees of freedom. Re-stated, this means that under model 
one, 2r0r n/0 follows a chi-square distribution with 2r degrees of free­
dom. This relationship is not valid under model two. The quantity 
2(r-l)0r$n/0, however, does follow a chi-square distribution with 
2(r-l) degrees of freedom under either model one or model two. 
* 
Since the statistic 2(r-l)0r n/0 follows a known distribution for 
a 
either model and also since 6 is an unbiased estimate of 0 for 
r ,n 
either model, it might seem plausible that this statistic should always 
be used. This is certainly true if r is large. If, however, r is 
small, the loss of two degrees of freedom will markedly reduce the 
sensitivity of any test involving 0. The width of any confidence 
interval estimation of 0 will likewise be detrimentally affected. On 
the other hand, if A ^  0 (i.e., model two applies) the bias of the 
A 
statistic 0r n may produce a more undesirable effect than the loss of 
two degrees of freedom. 
Comparison of the three indicated models (i.e., always use model 
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one, always use model two, or let a preliminary test specify the model 
for inferences on 6) will be done in two ways. The first will be by 
specifying the size and power, in each case, of the testing procedure 
of hypotheses involving 9. Both upper and lower one-sided tests as 
well as the two-sided test will be considered. That is, the three 
hypotheses and alternatives to be considered are: 
H01 : 9 < 90 Hn : 9 > 9Q 
«02 : 9 > 9o H12 : 6 < 9o 
H03 : 9 = 9o H13 : 9 ^  90 
These three hypotheses will be examined for each of the three model 
selections in the section on testing of hypotheses. 
The second means of comparison will be by examining the biases 
and mean square errors of the resulting estimators of 0 for each of the 
three models. This will be done in the section on estimation. 
Define now the preliminary test to be used. The statistic 
_ n(r-l)tI = n(r-l)t% 
i|2(ti"tl)+(n"r)<tr"tl) J2Wi 
under model one or the hypothesis A = 0, follows the central F distri­
bution with 2 and 2r-2 degrees of freedom. The test procedure is thus 
to reject the hypotheses A = 0 and use model two if F > Fg,.2,2r-2 
where F^.g,2r-2 *s t*le 100 (a) percent point of the Snedecor F distri­
bution with 2 and 2r-2 degrees of freedom. If F < F^.g 2r-2 t^ien 
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accept the hypothesis A = 0 and use model one. It can be shown that 
this test is the maximum likelihood ratio test for the hypothesis, 
Hq : A - 0. 
Recommendations will be made in an attempt to guide the user of 
this procedure to attain the desired properties of an overall testing 
or estimating method. 
All tables which will be referred to are located in Appendix II. 
Figures 3 through 8 are located in Appendix III. 
A notation which may be slightly different from the one used by 
some authors will be used when referring to one sided null hypotheses 
and the corresponding alternative hypotheses. For example, when it is 
considered either impossible or unimportant for 9 to be less than 9Qi 
the null hypothesis will be stated as Hq: 9 < 9Q and the alternative 
hypothesis as H^: 9 > 9Q. This symbology is used in place of stating 
the null hypothesis as Hq: 6 = 9Q and the alternative hypothesis as 
H^: 9 > 9q. A similar statement will be used for lower one sided 
tests. This notation is used because it seems to define more concisely 
the regions of interest. 
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REVIEW OF LITERATURE 
Literature providing background for this presentation is to be 
found in two distinct subject matter areas. Since the problem concerns 
the use and effect of preliminary tests, the area of preliminary tests 
of significance will be examined first. The second area of concern 
will be that of life testing with particular emphasis placed on the use 
of the exponential distribution. 
The first theoretical investigation involving preliminary tests 
of significance was that of Bancroft (8) who investigated the bias, 
variance and mean square error of a variance estimator obtained after 
performing a preliminary test of the equality of two variances. 
In the same paper Bancroft studied the bias in the estimator of 
in the model 
y - x1 + p2 *2 + e 
with this estimator being dependent upon a preliminary test of signifi­
cance on the estimator of gg to decide whether or not to retain the 
variable *2' 
A later study by Bancroft (7) studied the biases in estimation of 
variance due to the omission of several independent variables in the 
multiple regression equation analysis. 
Hosteller (44) studied the effect of using a preliminary test of 
significance to decide when to pool two sample means in estimating a 
population mean. 
The distribution function of the variance estimator obtained by 
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the rule of procedure studied by Bancroft was obtained by Kitagawa (39). 
He also derived the distribution and moments of a pooled estimator of 
a mean assuming unknown variance when based on a preliminary test of 
significance. 
Bennett (10, 11) extended the studies of Hosteller and Kitagawa to 
situations where preliminary tests were performed for both homogeneity 
of variance and equality of means prior to estimating the mean or 
testing hypotheses about it. 
Paull (45) and Bechhofer (9) studied certain special situations 
in analysis of variance models using preliminary tests of significance 
to decide when to pool various error mean squares in order to increase 
the degrees of freedom in subsequent tests of significance. Bozivich, 
Bancroft and Hartley (12), extended the work of Paull and Bechhofer 
to cover all important degrees of freedom combinations occurring in the 
analyses of variance considered. 
These authors also made general recommendations of a pooling pro­
cedure for variances and the second of the three authors was the first 
to refer to problems of this type as "problems of incompletely speci­
fied models." 
Huntsberger (36) investigated the use of a generalized pooling 
procedure, which includes the "sometimes pool" procedure based on a 
preliminary test as a special case. 
Certain preliminary tests concerning the number of independent 
variables to be included in a predictor and their effect upon the mean 
square error and the "norm" of the predictor have been considered by 
Kitagawa (40) . 
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Kitagawa (38) has also authored a general review to 1962 of the 
works associated with a class of statistical procedures, each of which 
provide estimates after a preliminary test of significance. 
Asano (3, 4, 5, 6) has recently studied the application of general­
ized procedures, including Huntsberger's (36) weighting procedure, to 
problems encountered in biometrical and pharmaceutical research. The 
preliminary tests considered by Asano seem to be much more concerned 
with a prescribed set of switching constants than with significance 
levels. 
The bias and mean square error of the predictant y in a linear 
regression with k possible independent variables has been examined by 
Larson and Bancroft (42) for two types of preliminary testing to decide 
on the actual number of independent variables to use in predicting y. 
The two methods of testing being (1) successively eliminating the 
end variable starting with k possible ones until a significant test of 
the hypothesis = 0 is reached, and (2) starting with r (r < k) 
variables and successively adding variables until a non-significant 
test of the hypothesis = 0 is reached. 
Another study by Larson and Bancroft (41) investigates the bias 
and mean square error in a linear regression predictor which is obtain­
ed by applying a preliminary test to determine if a set of the independ­
ent variables are essentially zero, a single test being applied for 
the entire set. 
There has not appeared in the literature any studies concerning a 
preliminary test involving the exponential, the Weibull, the gamma, 
nor the extreme value distributions. 
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Literature in the area of life testing is voluminous with very 
little originating before 1950. The exponential distribution was the 
first to receive thorough theoretical treatment. Following at least 
the procedure set out by Halperln (35) for maximum likelihood estima­
tion in truncated samples, Epstein and Sobel (24, 26) obtained esti­
mators for the parameters of the one and the two parameter exponential 
distribution for truncated data and studied the distributional proper­
ties of these estimators. 
Sarhan (47) showed how to find unbiased estimates of the param­
eters of the one and the two parameter exponential distribution which 
are best in the sense of least squares in the class of all statistics 
which are linear combinations of order statistics. Epstein (20) 
pointed out that the maximum likelihood estimators are the same as the 
Sarhan-Greenberg estimators when censoring is on the right and also 
under what conditions differences between the estimators occur when 
censoring is from the left. 
Subsequent papers by Epstein (18, 19) provide many examples of 
estimation from censored life test data assuming the exponential distri­
bution. Epstein and Tsao (27) presented numerous tests for testing 
hypotheses of the equality of parameters of two exponential distribu­
tions. Epstein (21) has discussed some twelve tests for testing the 
validity of the assumption that the underlying distribution is 
exponential. 
Numerous articles have been printed showing how the exponential 
distribution may be used to describe life test data. Among these is 
one by Davis (16) which, being one of the earliest, gives some 
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justification for use of the exponential distribution. Epstein (22) 
has given theoretical justification for the use of the exponential, the 
Weibull, the gamma, the normal, the log-normal and the extreme value 
distributions by showing how certain failure patterns result in these 
distributions. A more general justification for the use of the ex­
ponential distribution was provided by Cox and Smith (14, 15) by show­
ing that for complex mechanisms, when system failure is a result of 
the super-positioning of part failure, the exponential distribution 
gives at least a good approximation to time between failures when the 
number of parts making up the system is large. 
Acceptance sampling procedures based on the exponential have been 
developed through the work of many individuals, among these are Epstein 
(23), Epstein and Sobel (25), and Aroian (2). Goodman and Madansky 
(29) have compared exact tolerance limits of the exponential with those 
obtained using non-parametric procedures. 
The Weibull distribution was first presented by Weibull (50) . A 
rather comprehensive discussion of the Weibull distribution, estimators 
of its parameters and other properties was given by Kao (37) which 
summarizes several of his earlier publications. Goode and Kao (28) 
have developed rather extensive tables for use in acceptance sampling 
assuming a Weibull population. 
Gottfried and Roberts (30) presented what they considered to be 
some rather serious limitations to the blanket use of the Weibull 
distribution, especially by the relatively inexperienced. Their main 
point was that in the case of mixtures of distributions, use of the 
Weibull distribution was apt to mask this fact altogether. 
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Considerable attention has also been given to the use of the gamma 
distribution in life testing. Authors such as Chapman (13), Raj (46), 
Greenwood and Durand (31) and Wilk, Gnanadesikan and Huyett (51) have 
worked on methods of estimating the parameters of a gamma distribution 
in life test situations. Gupta and Groll (34) have considered the 
gamma distribution as a basis for acceptance sampling based on life 
tests. 
Life test acceptance sampling plans for the normal and log-normal 
distributions were presented by Gupta (33). For other characteristics 
of the log normal distribution the reader is referred to the book by 
Aitchison and Brown (1). Sarhan and Greenberg (48, 49) gave deriva­
tions and tables for estimating the mean and standard deviation of a 
normal distribution using order statistics. 
Use and theory of the distribution of extreme values when the 
parent population is exponential, as well as other more general distri­
butions, are covered in Epstein (17) and Gumbel (32). 
Recently several books in the area of life testing and reliability 
have been published. The most comprehensive one to appear to date is 
one written by Lloyd and Lipow (43). 
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TESTS OF HYPOTHESES 
Introduction 
When considering tests of hypotheses two properties of a test are 
of paramount interest. These are the size of the test and the power of 
the test* Briefly, the size of a test is defined as the probability of 
rejecting the null hypothesis when it is true. This is also referred to 
as the probability of committing a type I error. The power of a test 
is the probability of rejecting the null hypothesis when it is not true. 
The power of a test is commonly defined as one minus the probability of 
committing a type II error where a type II error is the error of accept­
ing the null hypothesis when it is false. Note that the size may be 
thought of as a single point on the power curve, the point at which the 
null hypothesis is true. 
In considering tests based on model one it is of interest to see 
how the test is affected if A ^  0 as assumed, i.e., if an error in 
model specification is made. For this purpose, the probability of 
rejecting hypotheses concerning 6 for various values of b (hence A) is 
considered. These values are referred to as power and size and may be 
found in tables 1 and 2 but it should be remembered that this concept 
is somewhat different from the usual definition of size and power which 
apply only when b = 0 (i.e., A = 0). 
Following the procedures outlined in the introduction, the size and 
power of the three model specification procedures are derived. 
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Size and Power of Tests 
Model one 
Adopting model one under all conditions implies that the assumption 
is always made that A = 0. Under this assumption, the statistic, 
A 
2r 9r,n/®oi-s used to test hypotheses involving 9. The critical regions 
of size y for the three earlier stated hypotheses are: 
reject H01: 9 < 9Q if 2r QXtJd0> X^.2r , 
reject H02: 9 > 9Q if 2r 9r>n/9Q< *i_7;2r (8) 
and reject H03: 9 - 0Q if either 2r 9r>n/90< X^^.2r 
or 2r 9r>n/e05: *^;2r " 
2 
The power of any one of these tests is then given by 
[ 
2r9 
P r  I  — l i e s  i n  t h e  c r i t i c a l  r e g i o n  
o 
true values of A and 9 
Consider first the power of the test for Hq^: 9 < d Q .  It is known that 
if A ^  0, i.e. an error is made in the model specification, the quantity 
2  fivCti-i) + ( n" r )  (tr-A) 1 2r9 n  L. 1=1 —J = * — 2nA is distributed 
9 
as chi-square with 2r degrees of freedom. It is therefore possible to 
express the "power" in the following manner: 
19 
Power of H01 - Pr £ *2;2r j 
= Pr F 2r^r'n - 2nA > x£.2r " 2nA I 
L ®o eQ ^'2r enJ 
6 
Setting C = —2 and b = —, this may be written Q Q 
Power of HqL - Pr £ x|r > CX^.2r - 2b J 
=CXy-2r"2b f(X2r)dx2 * 
Setting CX^.2r~2b = E and integrating, the power of the test for Hqi is 
given by: 
E 
Power of fl.. = £ (£)r"^"j e—? 
01 j=o 2 r(r-j) 
2 Similarly by setting D = CX^ 2r " 2b, the power of the test for 
Hq2 is given by 
°£ «02 - 1 • 
The power of the two-sided test Hn • 9 = 9 is of the form Uj o 
Power - 1 - % W) 
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It need only be remembered that D and E (and consequently 7) need be 
chosen to give the test the desired size. The size, in terms of the 
value of 7 used in determining D and E, is, of course, 27. 
It is to be noticed that the power of any one of the above tests 
is a function of the true value of A as well as the true value of 9. 
Tables 1 and 2 give the power of the above tests. The cases 
examined are y = 0.05 for the one-sided tests Hq^ and Hgg and y = 0.10 
for the two-sided test Hq3 (obtained by adding Hq^ and Hgg)« 
Model two 
Adopting model two under all conditions implies that one considers 
A to not necessarily equal zero. Under this assumption, the statistic 
A 
2—5—^ r?n is used to test any hypotheses concerning 9. The critical 
regions of size y for the three previously stated hypotheses are: 
A 
reject H01: 9 < 0Q if 2(r 
o 
2(r-l)9r _ 9 
reject HQ2: 9 > 0 Q if Q r?n < X1_7;2r-2 (9) 
A 
reject H03: 9 = 9Q if either ^  < X2_ 7. 9 — 1- -%;2r-2 
o * 
or 2(r~1)9r,n > 
o ™ 2'2r~2 
Since the statistic ———^ r>n follows a chi-square distribution 
0 
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regardless of the true value of A, the power of the above tests may be 
obtained as follows: 
£ 
r-2 v r-2-i e 9. o 
Power of H01 = £ (—) ——— where % = g— %y;2r-2 
" 
CX7;2r-2 
K1 
r-2 K1 r.o_i e —z 
Power of H02 - 1 - (-•) 
9o v2 _ „v2 
where - -g- X1_7;2r_2 = cxi-7;2r-2 
and 
_ 
KA - K 
e T" 
Power of * " " " 
«03 - 1 - % nhrîT + jï! <f-)r"2"3 r(r-i.j> 
where K and are as above with 7 chosen such that 27 equals the 
desired size of the two-sided test. 
Tables 3 and 4 give the power of the above tests. The cases 
examined are as in model one, 7 = 0.05 for the one-sided tests, Hq^ and 
H02; and 7 = 0.10 for the two-sided test Hq^. 
Model three (preliminary test model) 
Allowing a preliminary test to determine the model to be used is 
an attempt to reduce the undesireable effects of the loss of two degrees 
of freedom if model two is used for small r, and the inflation of mean-
square error when model one is used and A ^  0. The power of the three 
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proposed tests for 9 are then obtained from the following relations: 
& 
Power of H01 = Pr > Fa;2,2r-2 and - *Y;2r-2J 
+ Pr [f <  F a;2,2r-2 and - 4?2r] 
" Qn + Q21, 
a 
Power of H02 = ?r j™ F > Fa;2,2r.2 and 2(r *)9r>n < Xi-7;2r-2J 
A 
+ Pr |^ F < Fa;2>2r_2 and —JLiJL < Xi_-y;2r J (10) 
= Q12 + Q22 
and A 
r 2(r-l)9_ _ z 1 
Power of Hq3 « Pr F > Fa;2>2r„2 and «- > ^.2r_2 J 
•— o 2* 
r 2(r-l)§ 2 1 
+ Pr |^ F > Fa.2 2r.2 and  ^t,n < xi- 2;2r-2J 
« ,®r» 
A 
+ Pr [F < Fa;2,2r-2 and ^ <2r] 
A 
+ Pr [F<F a ; 2 i 2 r_ 2and3lÎE2n<X 2_ l ; 2 rJ 
= Qll + Q12 + Q21 + 422" 
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The size of the two-sided test is normally considered as twice the 
size of the one-sided tests. 
Rejection of preliminary test To evaluate these expressions 
use the following notation and definitions. Define 
x* = 2p(^-A) ,„d x\ = 
1  6  2  
2 j^iZ2(t1-t1)+(n-r)(tr-ti) J 
Now write 
n(r-l)tv—' aXi + b 
F = i-i  ^
r vX? 
£ (ti-tl)+(n-r)(tr-ti) 2 
where a = A b = — and V - —-—- . To evaluate the Qi i's it is 
2 Q 2(r-l) 1J 
o 
necessary to obtain the joint density of F and Xg« Using the fact that 
2 2 is chi-square with two degrees of freedom, Xg is chi-square with 2r-2 
degrees of freedom, and that they are independent, it follows that the 
2 2 joint density of X^ and Xg is given by 
f(X?, xh - i <xl)r-2 e- - (11) 
2r r(r- l )  
Making a change of variables, letting 
aX? + b o 2 
F = ——=— and Xo = Xo, it is seen that the Jacob!an of 
itv2 * z 
the 
vx2 
transformation is 
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vx| FV VXo 
+ |J| = + absolute value a a = £ 
a 
0 1 
The final result is then obtained as follows 
f(,4) . A <x|>~ e- e * 
(Xo)r-1 e"(FV+a)X2 . (12) 
2r F(r) L 
The limits of integration are given either by 
VF " X2 < 00 
or 
0 < F < oo .0 < X2 < 00 
depending upon the order of integration. Figure 1 is helpful in 
visualizing the critical regions being sought. Three possible cases 
need be considered in evaluating the size of the critical region. 
These are: 
Case I < cxl--y;2r-2 ' 
Case II cxf.7;2r_2 < -L. < C X * ; 2 r _ 2  ,  
o v 9 
Case III CX-..or_o ^ where C = — • 
z VFa 9 
25 
VF 
F 
Figure 1. Critical regions for Hqi and Hgg when preliminary 
test is rejected 
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Before the actual development of the relevant power functions is 
undertaken, consider the relation . 
Q11 = Pr ^F-Fa;2,2r-2 and eo"r,n - X^;2r-2 J 
= 
Pr [F > Fa;2,2r-2 and 2(r"1g0r,n ^ T 
= Pr F ^ Fa;2,2r-2 and X 2r -2  -  CX>;2r-2^] 
Similar relations hold for the other Q^'s. 
Figure 1 can be used to visualize the critical regions for all 
three tests of 9 in each of the three cases mentioned above. Case I is 
illustrated in figure 1. To visualize Case II move the curve X? = — 
2 vf 
out from the origin (i.e., increase b) until it crosses the vertical 
o 
line, Fa, at some arbitrary point between the ordinate values, CX^.^ 
2 
and CXy. Similarly to visualize Case III move the curve out until it 
2 
crosses the line, Fa, at some point above CXÇ-
The expressions for evaluating the 1 s for each of the three 
cases will now be derived. Some of the symbols will be shortened 
where there is no confusion. For instance F(%;2,2r-2 *111 be denoted 
2 2 2 
simply by Fa and X^.gr-2 as weH as X-y2r "*1* both be denoted by Xy. 
The latter notation is possible since in all Q^j's the degrees of 
freedom are 2r-2 while in all Qgj's the decrees of freedom are 2r. 
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h 2 Case I For the case where —2— < CXi.^,. 9t--9i 
VFa 1 * 
Qn ' f f f(F,X2>dFd X^ 
°x7 f« 
- e-FV X* dFd «here Kl. liM—L 2 
=4 P 
a 
J K2 (x|)r~2 e" |(1+2VFa) x2 dX^ 
GX^ 
b 
where Kg = 
2r~1 F(r-l) 
Integration by parts yields 
r(r,1} x, 
11 2 1=1 (l+2VFa)1 r(r-i) 
- ^  m Âr-vi ^  if' • <"> 
Next 
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pXl-7 n°° o r— n 
Q12 = / / fCF.XpdFd + / VF« / 
- 
r1 + r2 
Now 
cxf_^ roo ^ v2 
r I ~ % y e-FVX2 did X2 where is as 
vfa 
fa 
previously defined. 
cx1-y n 
K1 T (x|)r 2 e" -2(1+2VFa)X2 dX2 
vfa 
Again, integration by parts yields 
- b(r-l) £iJfS) 
«1 " =b & ^r-v1 
e" g 
cx 1-7 
1-i r-1 • 
r - l+Fçg 
i e ) ( -
r-l+F, 0\ 
r-1 
T(r-i) 
Also 
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R2 
e-Fv4 dFdX: 
• r 
b 
vxj 
Jl. . xi 
vf, (xi)r'2=- i jv2 
2r-1 r(r-l) 
dX| 
e-  b( r - l )  
» 1 -r£1 !a_ 
1-1 v Fa ' rcr-l) 
Hence 
- b(r-l) 
qia - i 
. b(r-l) (r-1+Fa} 
+ £ <^r-l-l <^1 6 X-d1"1 <"> 
2 cxf_7 r-l+Fa 
eb r;X ^*1-7^-1-1 / r-1 yi e" < 2 r-1 ) 
1 - 1 2  r - l + F a  r ( r - i )  
Finally, = Qj^ + 1 f the size of 7 used in and is 
half the size desired for the two tailed test, 
Case II For the situation where CxjL-y < ~- < CXy 
pco pco 2 2 
= / / f(F, Xg)dFd Xg which is the same as under Case I. 
c4 fa 
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Ql2> however, is now defined by 
n**-y r 2 2 
ql2 = / / f(F,XpdFd X| 
0 b 
VX? 
This expression may be obtained from the expression labeled Rg obtained 
in Case I by replacing the quantity b/VFa by the quantity CX2_^ . 
Thus 
(15) 
cx2 „ CXl-7 
"i2 •1 -a <-f)r"vt %
Again Qjj = with the proper selection of 7 values, 
Case III For the situation where CX?, < —, 
^ vfq 
q = fV F a  f  f(F,X2>dFd x| + f f  f(F,x|)dFd x| 
** à 4 
= rg + r^ • 
In previous integrations it was shown that 
r3 . A ,4 . 
J 2 2r F(r-l) 
cxç 
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It then follows that 
"3 - £ 4r-1" â - A ^ • 
Also it was shown that 
R4 = K2 f  (X|)r"2 e" 2(1+2VFa)X2 dX2 . 
J_b 
vfa 
From which it is seen that 
\ - =b a 
f« (r-i+fq)1 r(r_t) 
r-1 
b(r-l) 
= 
rL (b(r-l)\r-l-i / r-1 \i Fa 
i=l Fa r-l+Fa r(r-i) 
Hence 
Qll . g C^U,r- ^  
• A 4r"vl 
_ b(r-l) 
ri1 (b(r-1)^-1-1 6 Fa 
i=l Pa T(r-i) 
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The expression for Q^2 is 
r 2 2 
«12 " J Ut.XpiM x2 
0 V%2 
which is the same as in Case II. 
As in Case I and Case II, is obtained by adding and Q^2 
using the appropriate value of y in the two one-sided tests to provide 
the desired size for the two-sided test. 
Acceptance of preliminary test Expression for the Q 2 j ' s  will 
next be developed. Consider 
Q2i - Pr [f < fa and > X^;2r] 
= Pr [f < fa and ^ > f- X2. 2r -
= Pr £f < F a  and xfr > CX2.^ - 2b J . 
Let 
r = ^ and h"xÎ+x2"^tjb " t4 
«here . . i, b - §&, V - X* - ^  ^ 
and X2 = 
2^122(t1-t1)+(n-r)(tr-t1) J 
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2 7 
and find the joint density of F and H. The joint density of X^ and Xg 
is given by 
1 , xl+x2 
f(X?,X?) = (Xn) e 2 . To make the transformation 
1 2 2rr(r-l) *• 
of variables, the Jacob!an is found to be 
+ | J 
(FV+a) (HV)-FVHV+bV 
(FV+a)2 
_ bV+aVH 
(FV+a)2 
FV 
FV+a 
FV+a 
aVH+bV 
(FV+a)2 
In terms of the new variables 
.2 FVH-b „ , v2 b+aH Xi = =r-— and X0 = ~7, _ , and thus the joint density of F and H is 
a fvtû Z J? V"t*S 
(^ r
-
2 e •- +s&] 
(r-1) r-1 (H+2b)r~ 
2rr(r-l) (r-l+F)r 
H 
2 (17) 
and the limits of integration are given either by 
V H < F < ™  
0 < H < 00 
or 
vf < H < 00 
0 < F < oo 
depending upon the order of integration. Figure 2 will be helpful in 
visualizing the critical regions under study for the Qgj's. In obtain­
ing expressions for the Qgj's, three cases similar to the cases 
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h 
cxl--y;2r"2b 
Figure 2. Critical regions for Hq^ and Hqj when preliminary 
test is accepted 
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considered in the development of the Q i j ' s  must be examined individually. 
These three cases are: 
Case I' — < CX? - 2b = D, 
VFq 7 
Case II' CX?__ - 2b < -k- < CX2 - 2b - E 
L I — VFQ, 7 
or simply 
D < -k- < E, and 
_VFa" 
Case III1 CX2 - 2b < -k- or E < _A_ 
VFa VFq, 
Case I' When —k_ < n 
VFQ; 
po° pfa 
Q21 = / / f(F,H)dFdH where D = CX^_7;2r - 2b 
E _b 
711 and E = CX2.2r - 2b . 
(r-1)r~1 (H+2b)r"1 e~ I ^ 
2rr(r-l) J (r-l+F)r 
b 
VH 
r-1 /„J_OVNr-l „- % Hr"l 
dFdH 
(r-1) .^H-f2b) e- ? (. 
2rr(r-l) (r-l)r(H+2b)r_1 
(r-1) (r-l+Fa) 
1 :) dH 
r - 1 '  
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r É±jLÏ dH - r (r-l)r"2(H+2b) e- ! ^ 
E 2rr(r-l)(r-l) JE 2T(r-l)(r-1+^)^-1 
= + sg • 
Integration by parts yields 
S = 1 £ 21r(r)Er"1 e" f = £ (Exr-i 
1 2r (r-l)r(r-l) F(r+l-i) i=l 7 T(r+l-i) 
e 2 
and 
S, ^-l)r"2 i 21(E+2b)r"1 e~ lr(r) 
2r(r-l+Fa)r"1r(r-l) 1=1 T(r+l-i) 
" " «S=gfe>*-1 Â <1 rcî+îJ) ' 
Therefore, 
"21 - ill ¥'1 rcfcri) - ill (¥>r_1 (18) 
Next, 
la 
q22 = ^ j f(F,H)dFdH 
VF^ VH 
Hr-1 e" I dH . rD (jr-1 )r"1 (H+2b)r"1 e" 2 dH 
2rF(r) J 2rr(r)(r-l+Fa)r"1 
wa wa 
Integration by parts now yields 
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"22 = À hS- - il f1'1 rdl 
- b(r-l) 
_ ( r-1 £ (b(r-l-frFptKr-i e % ng) 
r-l+F^ 1=1 ^ Fa ' r(r+l-i) k ' 
+ < r^"1 ii <42>r" 
D 
e
" 2 
r(r+l-i) 
As previously, Qg3 = Q21 + Q22 with the value of 7 appropriately 
selected in Qgi and to make 27 equal the desired size of the two-
tailed test. 
Case II' When D < < E, 
- vfa " 
\ 00 
Q21 = / / f(F,H)dFdH 
b_ 
VH 
which is the same as under Case I. 
The value of is zero since it is impossible to fall in the 
critical region of Hno when -ÎL. > D. Thus for Case II' the two-sided 0 L VFa -
test actually becomes a one-sided test since rejection on the low side 
becomes an impossibility. Thus Q23 = <?22» both tests thus having 
size 7 . 
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Case III' If _2_ > E, 
^ 
poo p*a 
Q2i = J J f(F,H)dFdH 
VFa VH 
.
r-1/u. 4 pFa 
2rr(r-l) J (r-l+F)r 
J" <r-l)\;'(»2b)— e' 7 drdH 
b b_ 
VFa VH 
• f r 1 -b b 
VFq VFa 
_ b(r-l) 
- I (b(r-l)}r-i f Fg 
i=l Fa T(r+l-i) 
- b(r-l) 
- (-ri-)r-1 z (b(r-l+fg) r_j e f^_ 
r-l+Fa' 1=1 Fa r(r+l-i) 
As in Case II', Qgg = ° and Q23 = Qgl' 
To summarize the above results the procedure is re-stated. To 
obtain a numerical value for the power of the preliminary test procedure 
model, one first specifies the hypothesis to be tested (i.e., Hqi> Hq2> 
or H03). Then, having specified a and 7 (i.e., the sizes of the pre­
liminary and subsequent tests ), one determines which cases he is 
working in (i.e., which range b/VFa falls into). The appropriate terms 
as indicated in equation 10 are then added. For example, if b/VFQ is 
such that one is working in Case I and Case I', the power of the test 
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of H01 is found by adding equations 13 and 18 while the power of the 
test of Hq2 is found by adding equations 14 and 19 and the power of 
the test of Hq3 is found by adding equations 13, 14, 18 and 19. 
Tables 5 through 10 present the power of the overall test procedure 
for 7 = 0.05 and various combinations of a, C, b and r. 
Checks Rough checks may be made on the results obtained for 
the power functions. Taking the limit of the derived power functions 
as Fa tends to zero, one should obtain as this limiting value the value 
of the power using model two. Similarly, taking the limit as Fa tends 
to infinity, one should obtain the value of the power using model one. 
These values were presented earlier. A slight complication is present 
in that consideration must be given to the range of b/VFa. This really 
presents no problem, however, since for any given situation b, r, c and 
o v 
X are all fixed constants. Thus,  as F Q—> oo,—2 > o and one is 
^ a 
always dealing with a Case I and Case I1 situation. In looking at the 
limiting situations as FQ—> 0, one need only consider the results 
listed under Case III and Case III'. For Case I we have 
b pv2 
VFa I-7; 2r-2 
for the Q^j's and for Case I' we have 
V% < CXl- 7 ;2r " 2b = D for the <%2j' 
Here it is found that 
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lim Q1l 
= 0 
Fa > 00 
lim Qi j 
= 0 
Fa —> » 
Um 921 
- E (£) e" l 
F —> oo 1=1 2 r(r+l-l) 
= Power of HQ1 under model one 
and 
lim Qgg r 
Fa > 00 
= 1 - £ (d) _î_2 i=l 2 r(r+l-i) 
= Power of Hq2 under model one. 
Similarly as FQ —-> 0, —— —> oo and one is always in a Case I I I  
a. 
and Case III1 situation. For Case III we have 
4>c4;2r-2 
for the Qij's and for Case III' we have 
4 > < 2 r -  2 b - S  
for the Qgj's. It is seen that here 
u™ eu , f^ t-1-1 e-
?a —> 0 1-1 2 r(r-i) 
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= Power of Hq1 under model two 
. cx$.7 
"12 _ r-1 CXj.7,r-l-i = T 
1 
' -Tc^rr 
= Power of Hq2 under model two 
lim Q21 
= 0 
fa —> o 
and 
lim Qj2 
a 0 
Fa —> 0 
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ESTIMATION 
Introduction 
In estimation, the characteristics of principal interest are the 
bias and the mean square error of an estimator. The bias of an esti­
mator is the average difference between the computed values of that 
estimator and the true parametric value being estimated. The mean square 
error of an estimator is defined as the expected value of the square of 
the difference between the numerical value of the estimator and the 
true value of the parameter being estimated. For example, the mean 
square error, MSB, of 9r,n equals the expected value of the quantity 
(êriI1-0)2. The mean square error of an estimator is thus an indicator 
of the spread or range of values which may actually be taken on by that 
estimator. 
In this section four possible estimators of 0 will be studied in 
terms of their biases and their mean square errors. Particular emphasis 
will be placed upon the comparison of estimators one and two with 
estimator four. The four estimators which will be examined are: 
1
• ®r,n ~ (21) 
r r 
il2(ti-t1) + (n-r)(tr-tL) 
r 
r-1 r-1 (22)  
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" 9*r,n + (I"*) 9r,n <23> 
where p = Pr(F > Fa;2,2r-2) 
4. 0r>n = 0r,n I +0r,„ (1-D (24) 
where I = 0 if F < 2,2r-2 
- 1 if F > F(%.2,2r-2 " 
These four estimators will now be studied in detail. 
Bias and Mean Square Error 
Estimator _1 
A 
If model one is adopted, 0 will be estimated by 0r n- It has been 
proven by Epstein and Sobel (24) that under the assumed conditions set 
out earlier, that the estimator 0_ _ is the maximum liklihood estimator 
r  >u 
A 
of Q. They have also shown that under model one, 0r n is the minimum 
A 
variance unbiased estimator of 0 and that 0r$n is efficient and suf-
ficient. It is also shown that under model one 2r0r >n/6 follows a 
chi-square distribution with 2r degrees of freedom. If, however, A / 0, 
the statistic 
aCill^t-A) + (n-r)(tr-A)] 
is the random variable which follows a chi-square distribution with 2r 
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degrees of freedom. That is, 
R + • R + 2b where b = — as before. Thus one can 
0 0 0 
2r^r ,n 
obtain the expected value of 3r,n as follows : 
B(êr-n) - E (SâtiSk) . E (M + M) 
r (M + m —1 (R)1"1 e- I dR J 2r r 2rr(r) 
0 
p00 û R 
I (R) e"2 dR 
0 
b6 (R)r_1 e" 1 dR 
2rr(r+l) 
e(0r,n) = 0 + m = 0 (i+ b) . 
It is obvious from this expression that if A = 0, 6r>n is unbiased; 
while if A / 0, ®r n bas a bias of b 0/r = nA/r. 
It may now be seen that 
E (ê?,n ) -E M + W-E (SV + Rbei+bV) 
2r r 4r' r* r 
• r  6  +  
(25) 
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/ 00 e2 (R)r+1 e" f dR 2r+2rr(r+l) 
I 
00 o be2 
2rrr(r+l) 
(R)r e" | dR 
b262 
2rrr(r+l) 
1 R 
(R) 1 e" 2 dR 
+ 2b + 4 
r t-2 
It is well known that 
Var (sr>n) - e (02_„) - [e (9r>„) ] 
*2 
and 
Var (0r>n) = — . 
Consequently, the mean square error, MSB, of §r$n is 
MSB (0r,n) = Var (6r>n) + (Bias)2 
, £ + bv , e2 (i + b!, 
r r2 r r2 
(26) 
(27) 
Estimator 2 
% 
If model two is adopted, 9 will be estimated by 0r n. It has been 
shown by Epstein and Sobel (26) that, under the conditions assumed, 
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9- „ is the maximum likelihood estimator and that it is a minimum 1 )ll 
a 
variance unbiased estimator of 9. Proof is also given that t% and 9r>n 
are jointly completely sufficient for estimating A and 9. The distri-
* 
bution of 2(r-l) 6r,n/® is derived and found to be chi-square with 2(r-l) 
degrees of freedom. Let 
Q  =  — 2 —  a n d  h e n c e  f  ( Q )  =  1  Q r ~ 2  e "  ^  
6 2r"1r( r-1) 
Then it is seen that 
= (lr,n) - = * J ^  
0 
regardless of the true value of A. 
e ^ f 2t+1(r;1)r(r) or •-1 *> 
= 02 ( r) 
r-1 
The variance of 9^ % then becomes 
2 , r \ _ ,2 
(28) 
Var (9? ) = 9 (-£-) - 9 
r,n r-1 
92 (_1_) . (29) 
r-1 
Since 9riI1 is unbiased under either model, 
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MSB (0r >n) - Var (®r>n) = ® (•—j-) • (30) 
Estimator _3 
In certain instances it may be practicable to use a weighted 
a a 
average of 6r}I1 and 0r >n to estimate 0. Since it is more reasonable 
ft 
to use 0r>n for large values of A, the following estimator seems to 
suggest itself: 
»r,n " *r,n \j* 9 > Fa;2,2r-2> ] + ®i,b [Pr <F < *<x;2,2v-^  
~ P®r,n + (1-P) 9r,n 
with p defined appropriately. 
It is apparent that 
E (6r,n) - PE (0r>n) + (1-p) E (0rn) 
= p0 + (1-p) (0 + b0/r) 
= 0 + b0(l-p) . (31) 
r 
Thus the bias of ©r >n = bQ(l-p) which is at most equal to the bias of 
A 
0r>n since (1-p) is at most equal to unity. 
It is possible to rewrite the expression for 0r>n *n the form 
3 _ (r-l+p)0r,n _ 
'
n ;— +—;— 
(r-!4p)0r>n ^ (1-P)n(t1-A) ^ (1-pjnA 
r r r 
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This form is desirable since this is now seen to be a constant plus 
the products of constants times independent chi-square random variables. 
Letting 
2(r
-^§r'n-xtr.2-x^ndg^>-x* 
where is chi-square with 2(r-l) degrees of freedom and is chi-
square with two degrees of freedom, one may write 
6r,n » al X1 + bl X2 + C1 
where al = (2r(ffi)' bl = C1 = (1"?)b9> and b = T " 
Note that a^ > b^ with equality occurring only when p = 0. 
The distribution of 9 is obtained as follows: remember that £ jll 
f(XpX2) = 2rr(r i) (Xi)r~ e" 2(%i + XL) . Now make a change of 
variables letting 
w = aj^Xj + b^Xg + c^ = n and X2 = X2 
Then 
o w-biXo-c-i 
xi—r1-1 and the Jacobian of the transformation is 
+ I J I - + 
_1 
al al 
0 1 
_ 1 The limits of integration are 
2 w-c-i 0 < X„ < and c, < w < oo . 
~ 2~ b, 1 ~ 
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Therefore, it is seen 
2 I w~blX2"cl+alX2 
w**blX2 " cl.r-2 e" 2 8]l 
f<w'x2> - ( X } 
' .r-^r-l) L("-Cl>H'bX2> J 2°1 
To find the density function of w, is now integrated out. That 
is, one performs the integration 
W-Ci 
r o-Tr"2 - (al"bl)X2 
J^ ^(w-c^)-b^X2^J e 2a^ dXg . Integrating by parts, 
letting 
|jw-c1)-b1x|j 
2 
r-2 (al"bl)x2 
= u and e 2a% = dV 
one obtains the expression 
+ a (^èî>j'"-c1)r"1"j(-bi)j"1 hri) 
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(a1-b1) (w-cj 
(—Efl—)r~l ("t>l)r 6 *albl 
«l"bl r(r-j) 
r-1 (w-c1)r"1"J(-b1)J"1(2a1)Jr(r-l) 
+ £ in 11 i i n 
^ ; (ajrbi)^r(r-j) 
Substitution of this expression back Into the original density 
function yields 
f(e) - ifn? 
w-c^ 
(w-c^)r"^"J(-b^)J"^(2a^)^ e %*1 
j=1 (a1-b1)^r(r-j) 
- (-Îîj-)1"1^)*-2 e" 2b 
a,-b-
w-c^ 
1 
»rui 
CX < w < 00 . 
The mean and variance of w (i.e., 6r n) may be obtained by the 
usual procedures using this density function. An alternate way of 
obtaining the moments of this distribution is to write 
alxl+blx2 = (a1-b1)Xi+b1(xf + x|) 
(a1-b1)x1 
+ b A.*Â 
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(arb ) 2 . 2 
—-—— + b 
2 
Xi + X2 
1 + ^  
X1 
A property of + X^ and x|/x^ which can easily be shown is that they 
are independent. We thus have the product of functions of two independ-
2 2 
ent random variables and hence the density of SjX^ + b^Xg is the product 
of the densities of the two above functions. Starting with the joint 
o 2 
density of x£ and X2 and making the transformation 
ai-bi - 9 
2 + b and Xo = X? It is found that 
4 
<z-bi)r-2 
f (Z) = , b < Z < a 
(ai-bi)f-lB(r-l,l) 
where B(r-l,l) is the Beta function and is expressed by 
r(r) r-1 
Applying the reproductive property of the chi-square distribution 
V = X^ + X2 is known to follow a chi-square distribution with 2r 
degrees of freedom. Thus 
f(3lXi + b^) = f(Z)f(V) 
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(Z-bi)r"2(r-l) 
(a1-b1) r-1 ZfTCr) 
(v)r_1 =" 
b < Z < a 
0 < V < oo . 
Any moments of this function may now be obtained by multiplying cor­
responding moments of the two distributions. Since the moments of 
2 2 -
al*l + bl%2 + c are desired notice that 
ECajXf+bjXli-c) = ECa^-fb^) + c 
and 
E(a1X^+b1X2+c)2 = E [(a]L)^+b1x|)2 + 2c(a]LX2+b1)|) + c2] 
E(a1xJ+b1)^)2 + 2cE(a1xJ+b1)^) + c2 
An easy means of obtaining the moments of z is to remember that 
2 , 0  o  
Xi/(Xi + Xg) follows a Beta distribution and that the moments are 
given by 
4/ Xf+X% 
B(r-1+K,l) 
B(r-l.l) 
Using this relationship 
ECa^+b^) = jfci-bj) (111) + bj [2rJ = 2a1(r-l) + 2bx 
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BCajXi+biX^)2 = 
i2r2-a^r+2a^b^r-2a^b^+2b^ 
r(r+1) 4r (r+1) 
= 4a2r2-4a2r+8a^b^r-8a^b^+8b2 
In general 
K , I (-l)J»l'J ('I'VWl)r(r) 
j=o r(r+j)r(K+i-j) 
v 2^(2 +K) 
E(V ) = 1 
r(f) and E(a1X
2 + b^X^)* = E(ZK) E(VK) 
E(a^X2 + b^X*, + cx)2 = 4a2r2 - 4a2r + Sa^b^r - 8a^b^ + 8b| 
+ 4a^c^r - 4a1c]L + 4b^c^ + 
Therefore 
Var (6r n) = E(axX^ + ^xf + c^2 - [e^X2 + b^ + 
= 4a2(r-1) + 4b2 (32) 
and the mean square error of 6%,^ is then 
M.S.E. = Var (9rjn) + (Bias)2 = 4aJ(r-l) + 4bJ + c2 (33) 
Consider now the relationships between the mean square error of 
~ . « 
the three estimators 6r >n. 6r,n» and 0r>n-
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Var 
2<r-l>3, n 
» Var(X2r-2) " 2<2r-2) - 4(r-l) 
v., 8r,„ 
9 
4(r-l) 
hence, 
Var 0 r,n 
8 
r-1 
* 
Since 9r>n Is unbiased 
A qZ 
H.S.E. (6r>n) -
2r0, 
Define 9r_ = 0rr,- — and notice that —„r ,n follows a chi-square c|ii i|u j g 
distribution with 2r degrees of freedom. Therefore, 
Var 2r(Gr,n) Var (Xgy) " 4r 
Var 
e ^2 Var(5r,n * 
Lr a 
Var r ,n " 4r 
Therefore, 
Var 9f,n 
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and 
M.S.E. (0r>n) = ^  + (^ )2 » |î + -
Since a, = b = , and c, = (l"P)b0 and 
1 2r(r-1) 1 2r 1 r 
w 2 M.S.E. (0r _) = 4a?(r-1) + 4b2 + c2, then M.S.E. (6_ n)= jr-l+p)8 + 
* 1 l 4 >" r (r-1) 
(1-6)W 
r2 ' 
A A 
The relationship of M.S.E. (0r )T1) » M.S.E. (®r>n)> and M.S.E. (0r>n) 
may be stated in several ways. If p = 0, then M.S.E. (0r n) = M.S.E. 
(0r>n); and if 0 = 1,M.S.E. (0r>n) = M.S.E. (0r>n). If 
®2 < ^ .(r-1) or (—)2 = b2 E__—- , then (34) 
r 0 (r-1)(1-p) 
M.S.E. (0r,n) < M.S.E. (Sr>n) < M.S.E. (0r>n) • 
Again, if 
02 < (2-g)n2A2(r-l) or (nA)2 = b2 > r , then (35) 
- r 0 ~ (r-1) (2-p) 
M.S.E. (0r>n) < M.S.E. (9r>n). Finally, if 
2 2 
02 < (r~l)n A or (JiA)2 = b2 > —2—, then (36) 
r 0 r-1 
« 
M.S.E. (®r,n) < M.S.E. (0r,n) • 
Estimator 4 
Using a preliminary test to determine the model to use in 
inferences on 0 subsequently leads to 0r>n as the estimator of 0. 
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It will be remembered that 
K , n  = 6rin I -I- 6rjI1(l-I) where I 
0 if F < Fa.2i2r-2 
1 lf F ^ Fa;2,r-2 
To obtain the bias and the mean square error of this estimator, one 
"2 
computes E(0rjI1) and E(9r n) . Consider first, 
E(Sr,n) • E<®r,JF > Fa)Pr(F > Fa) + E(0r>n|F < Fa)Pr(F < Fa) 
= E(6r>nI) + E(6r>n(l-I)) . 
It was previously shown that the joint distribution of 
F = -*1+b and X2 = 2(r"1>^rln = = X| 2 
vx2 1 Q V9 2r 2 
was 
1 nA 1 9 2n(tj_-A) 
where a « j, b = V = 2(r-l)' and ^ @ 
with limits of integration given by —B- < F < » and 0 < x2 < » 
VX2 
One may write 
And 
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r(r) r-1 
2r_1r(r-l)(I)r 2r-1r(r-1) 1-0 
(_b_)r~ 1-i e 2VP° VM 
VF. a r(r-i) (|)1+1 
b(r-l+Fa) 
Fa 
a 1=0 la r(r-i) 
r-1 
_ b(r-l) 
+ 2(r-l) - 2(r-1) Z (b(r-l))r-l-i e ea 
i=0 
a 
r(r-l) 
From this expression it is then seen that 
E(0r>ni) • e 
- b(r-l) 
(__HJL)r r£1 ^ (r-l+Fg)^r-l-i e Fg 
r-l+F, a i=0 la r(r-i) 
r-1 
b(r-l) ~ 
+ 1 - L (b(r-l))r-l-i e. F, a 
i=o ca r(r-i) 
A 9 9 2 2 To find E(0rn(l-I)), let H = Xf + X| where X^ and X2 are as 
defined in the preceding development, and realize that 
2r0 r ,n 
0 
= H + 2b Thus 
E [(H+2b)(1-1)] = JE E (9r>n(l-I))• Remembering that 
then 
59 
[OWb)(i-r>]. £ X ° mës?e" 'drdH 
VF_ VH 
P (r-lf l(H+2b)^ e 2 P 1 
J 2rr(r-l) J (r-l+F)r 
b _b 
VFa VH 
r Hr-1(H+2b)e 2 dH 
J 2rr (r) 
b 
VFa 
00 _ H 
( r-1 ?r-l P (H+2b)re 2 ^ 
r
"
1+Fa J 2rr(r) b 
VFa 
H^j dH + r ibcvj 
2rr(r) J 2rr(r) 
( r"1 )r"1 P (H+2b)re" 1 dR 
r-l+Fa J 2rr(r) 
VFa 
_ b(r-l) 
1 v / b \r-i r(r+l)e Fa 
2rr(r) i VFa r(r+l-i)(^)i+1 
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- Mr-1) 
, 2b £ / b \r-l-i r(r)e Fg 
2rr(r) i-0 VFa r(r-i)(I)i+l 
- b(r-l) 
- ( r-1 vr-1 | (_b_ + 2b)r"i F(r+l)e Fa 
r-l+Fa i=0 VFq, 2rr(r)r(r+l-l) (1)1+1 
- b(r-l) 
2r I £ !ûL_ 
i-0 Fa F (r+l-i) 
b(r-l) 
+ 2b *i£ (kiizlly 1=0 F~ 
r  ^  v 1 x \ T - 1 - 1  e  F g  
a r(r-l) 
-  b(r-l)  
- 2r( r_1 )r"1 L fb(r-l+Fg)^r-i e Fa 
r-l+Fa i-0 Fa r (r+l-i) 
Multiplying the last expression by 0/2r and combining it with the 
A 
expression for E(9r $nI), it is found that 
- b(r-l) 
E(er,n> " 0 1 - TZ1 (b(r-l))r~1-i e Fq_ i-0 Fa T(r-i) 
. b(r-l) 
+ I /b(r-l)\r-i e Fg 
1=0 Fa T(r+l-i) 
_ i - bfr-l) 
^ b V ,b(r-l)\r-l-i e Fg 
'riV^ r(r-i) 
_ b(r-l) 
- ( r"l )r-1 I b(r-l+Fg) _i e Fa 
r-l+Fa i-0 Fa T (r+l-i) 
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+ ( r-1 r21 (r-l+Fa)^r-i-j e % 
- bfr-l) 
r-l+Fa 1=0 F 
a 
r(r-i) J 
= 9 
. b(r-l) 
1 + (b(r-l))r e Fa 
Fa r (r+1) 
+ k rz1 (b (r-l)^r-1-1 e % 
_ b(r-l) 
r 1=0 F, 
a r(r-l) 
- b(r-l) 
, r-1 \r-l , Fa r-1 ^(r-l+F^^-l-i e Fa 
(-TTC-) ( = > r(r-l) r-l+F a r-l+Fa 1=0 " Fa 
- (• 
- b(r-l) -
r-1^ )r_l ^r-l+F^) g Fa 
r-l+F, a ca r(r+l) 
(37) 
Using E(9r$n) just obtained it immediately follows that 
Bias of 9r= 9 
- b(r-l) 
/b(r-l)xr e Fq 
Fa T(r+1) 
. - b(r-l) 
+ b Tl (b(r-l))r-l-i e_ F« 
1=0 F, 
a T(r-i) 
- ( r-1 ,r-l <rJa_) *il ,b(r-Wa) r-1-1 e' 
" - r(r-i) r-l+F, a r-l+Fa 1=0 ' Fa 
. b (r-1) _ 
t r-1 \r-l /b(r-l+Fa) r e Fa 
r-l+F. F„ r(r+l) 
a a 
(38) 
Applying the same rough checks as used in the power functions, it 
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is found that 
lim E(0r>n) 
F(%—> 0 
= 0 - E(9r>n) under model two, and 
UmE(8r.-) -6+|b.E(Srin) 
Fa —> 00 
A2 
under model one. 
The expected value of ls now needed. Write 
2 
E(<„) = E (*r,n: + *r,n(l-I) 
= E 
n*1"» 
Using the same distributions as were used in finding the expectatic 
of 0r n, the derivation of E(02 is as follows. 
ft. 
E(0^,nI) = E 
r 02(x|)2I 
22(r-l)2 
0' 
22(r-l)2 
and 
M - r /'•*&><*> drdx2 
b F. 
rv 
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_b 
VF, 
+ r r & 
vx2 
™ eb (X2,r dX2 
2r-1r(r- l )  
VF, a 
f a— r— J 2r~1r( r-1) 
' / r 
b(r-l+Fa) 
e- j. (JL.)r"i F(r+l)e Fg 
2r-lr (r-1) 1=0 VFa r(r+l-i)(FaV+a)1+1 
2r-1r(r-l) 
. b(r-l) 
F (r+1) _ l (_b_)r-l e Fa F (r+1) 
(l)r+1 lâ° VFa r(r+1.i)(^i+l 
The expectation is thus found to be 
E(02I) = 9 2  r 
r-1 
b(r-l) 
Fr r y ,b(r-l).r-i e *a 
r-1 i=o k Fa ;  T(r+l-i) 
+ r(r-l)r £ (b(r-l+Fa)^r-i e 
_ b(r-l) -
ca 
(r-l+F )r+1 1=0 Fa T(r+l-i) J 
Next, 
E<n<vm E[(H+2b)2(l-I)] and 
22r2 
3 
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_ b(r-l) 
+ 4b | Lir+lie *a_ 
2rr(r) i-0 VFa r(r+1_t)(1)^1 
_ b(r-l) 
+ 4b2 r£1 (hf-l-t T(r)e Fa 
2rr(r) i-0 VFa r(r-i)(|)i+l 
_ Mull 
- ( r-1 )Z-1 1 r£ ( b + 2b)r+1"i r(r+2)e Fa 
r-l+Fa 2rr(r) i-0 VFa r(r+2-i) (±)1+1 
Multiplying this expression by 92/4r2 and combining similar terms, one 
obtains 
b(r-l) 
E{02jn(l-I)) = 92 r+1 (b(r-1)^+1 e ^ 
r (r+2) 
_ Meill 
. b(r- iv  
- i±I { r-1 \r-l £ /b(r-l+F^K r+l-i e Fq 
r r-l+Fa i=0 Fa T(r+2-i) 
Adding E(62 (1-1)) and E(62 I) the expected value of 02 is 
r ,n r >n r >n 
obtained. Thus 
- e2 ( r(r-l)r 
(r-l+Fa)r+l 
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b(r-l) 
- wl> Jo ^ 
b(r-l) 
_ zr+l\ t r-1 Nr-1 ,b(r-l+FQ,)^r+l e Fa r 
(
—•
1 (
——' r(r+2) + 7â 
, . _ b(r-I) 
+ (I±l + 2b + bf . _r_) X"L (b(r-l))r-l-i e 
r r r2 r-r 1=0 FQ F (r-1) 
_ b(r-l> 
+ (I±1 + 2b _ _r_)(b(r-l)}r e Fg 
r r r-1 ^ Fa F (r+1) 
_ b(r-l) 
+ 5+1 (b(r-l))?+l e Frv 
r Fa F(r+2) 
The expression being sought is one for the mean square error of 
6r,n- Since 
MSB (6r,n) e E(é2n) - [E(0r>n)]2 + (Bias)2 
' 2 . 2 
we need only subtract from E(0r fi) the terms of [B(6r n)] which are 
not contained in (Bias)2. As E(@r n) • 6 + Bias, [E(6r>n)]2 • 62 
2 2 
+ 26(Bias) + (Bias), and hence the quantity to be subtracted is 6 
+ 26(Bias). It follows then that 
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+2 (7^kHî^r)r"1 ra ra 
. b(r-l) 
Z (b(r-l+Fa)^r-l-l e ^Q_ 
1=0 ra T (r+l- i )  
2( r;1„ )r"x 
r-l+F, 
a 
-1 %r-l 
- 2 ( g—)( r i ) 
r-l+Fa r-l+Fa 
b(r-l) 
£_ia_ 
Fa r(r+l) 
(i+k)2 + A - s- - A 
r r r-1 r 
. b(r-l) 
rS1 (b(r-l))r-i e F« 
1=0 F, 
a 
( 1 + | ) 2 - ^  +  f W ï T -  2  
r(r-i) 
. b(r-l) 
fb(r-l))r e fa 
lct r(r+l) 
r+1 t r-1 .)^-l ^(it-I+Fq,) ^ r+1 
r ('r-l+F, 
)J 
a a 
. b(r-l) 
: % ... 
F (r+2) 
. 
b (r-1) 
+ r+1 (b (r-1)) r+1 e F^ + _i_ 
r Fa r(r+2) r-1 
This expression may be reduced to 
2 2 - MpLl 
MSE (*r,n) = frï + 9 e ct 
(Fa-l)2(r-l)r 
r (r- 1+Fa)r+1 
I (Mr-l+y)r-i i 
1=0 ra r (r+l-l)  
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rv1 fb(r-iy-l-t 1 
& K T?a } r(r 72 " r(r-1) - i )  
2b . 1 
r r(r-l) 
(b(r-l)yr 1 
ca r(r+l) 
(39) 
r+1 1 - (I±ÎS)2 
r-1 
/b(r-l)\r+1 1 
Fa r(r+2) 
If one compares estimators based on models one, two and three for 
a given pair of r and a values, results similar to figure 3 are obtain-
2 
ed. The ordinate values are designated 7 where 
2 _ mean square error of estimator 
** variance of exponential distribution 
It is easily shown that the variance of the exponential distribution 
2 
equals 9  and therefore, 
2 mean square error 
T 92 * 
Table 15 shows the maximum value of b = nA/ 9  for which MSE(0rn) < 
% 
MSE(0r n) and table 16 shows the maximum value of b = nAJ9 for which 
MSE(0r#n) < MSE(9r>n). Ideally, it would be hoped that the values of 
b in table 16 would be less than the corresponding values of b in 
table 15. If this were always the case, then there would always be a 
range of b in which MSE(0r n) would always be smaller than or at most 
equal to either MSE(0r>n) or MSE(6r$n). For a = 0.50, it is shown in 
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appendix I that if r = 2, MSB(0r n) < MSE(9r<n) for all values of b. 
Electronic computer results indicate that this property holds for all 
r (actual computation included all r up to r = 15). An analytical 
proof of this property becomes difficult for r > 2 since the solution 
would involve solving rtb degree polynomials which are combined with 
exponential terms. It should be noted, however, that the mean square 
errors become arbitrarily close as b increases. Also, as r increases 
the value of b necessary to satisfy this characteristic of arbitrary 
closeness decreases. 
A 
The partitioning value of b for which MSE(0r>n) < MSE(9^ ^) is 
given by the square root of the quantity r/(r-1) independently of <%. 
These values decrease from a value of 1.414 for r = 2 to a value of 
1.035 for r = 15 and, of course continues to decrease, approaching one 
as r increases. 
For a = 0.25, MSE(0r ) is smaller than either MSB(@r n) or 
ft 
MSE(9riU) over some range of b for all r less than 12, although the 
range of b over which this is true decreases as r increases and there 
ceases to be such a range for r = 12. For all r > 12 and for all r 
A 
when a. = 0.10, MSE(0% n) is never smaller than both MSE(6r n) and 
A 
MSE(0r$n). In fact in these cases there exists a range of b in which 
MSB(0r n) is actually greater than either MSE(0r>n) or MSB(0r n). While 
MSE(0r>n) actually exceeds MSB(0r n) over a certain range of b in these 
cases, it is somewhat consoling that this excess is always small. 
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EXTENSIONS 
Introduction 
The procedures discussed thus far for the exponential distribution 
can be used under certain special conditions for somewhat generalized 
Welbull and extreme value distributions. It is not, however, true that 
these same procedures may in general be extended to use in the Welbull 
and extreme value distributions. 
A commonly used notation for discussing the Welbull distribution 
is used in the following expression of the Weibull density function. 
Generalized Weibull Distribution 
m 
f(t) = m(t-A) 
Q 
= 0 
0 < A < t < oo 
(40) 
otherwise 
Define an additional parameter such that 
0 < A  +  B m < t < c o  
0 (41) 
otherwise 
If one now lets y = (t-A)™, it is seen that the transformation 
yields 
f(y) = -| e 0 < B < y < °° 
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= 0 
otherwise. 
It is thus obvious that this is now a two parameter exponential 
distribution and hence all previously developed procedures for the 
exponential distribution may be applied to y. To actually make use of 
this transformation in the same manner as presented earlier, the true 
values of m and A must be known. The parameter B then becomes the 
parameter A of the earlier discussions. 
Generalized Extreme Value Distribution 
A commonly used notation for expressing the extreme value density 
function arising from the situation where the hazard rate (i.e., in­
stantaneous failure rate) is an exponential function is 
-yt -a(e7t-l) 
f (t) = aye e 0 < t < » 
= 0 (42) 
otherwise, or more generally 
f(t> - e-a<«7(t"A)-» 
= 0 
otherwise. Define 
"y(t-A) 
y = e -1. 
The density function of y then becomes 
f(y) = ae_0!y 0 < y < oo 
= 0 
0 < A < t < œ 
(43) 
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otherwise. This is the familiar exponential distribution with 
a = 1/9 . 
Consider the more general exponential distribution 
f (y) = ae 0 < B < y < » 
= 0 
otherwise. Now let 
y , ea(t-A)-l 
the same as before. The density function of y now becomes 
-v(t-A) 
£(t) - orye*t_A) e"° [e "VBl 
0 < A + < t < 00 
7 
= 0 (44) 
otherwise. 
Here B plays the part of A in the proceeding derivations and pro­
cedures for the exponential distribution. It is immediately seen that 
all procedures developed for the exponential distribution now apply to 
this special case. The limitations are similar to those of the general­
ized Weibull distribution, the true values of y and A must be known. 
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DISCUSSION 
Introduction 
General,and specific findings will be presented in this section. 
The properties actually discussed will be the size and the power of 
tests of hypotheses on 6 and the bias and the mean square error of 
estimators of 9. 
Size 
Figure 4 shows the size of the overall test procedure, as a 
function of b, for the hypothesis Hq^:9 < 9Q for r = 2 and for levels 
of the preliminary test equal to 0.10, 0.25 and 0.50. The chosen level 
of the subsequent test on 9 is 0.05. Only the curves for r = 2 were 
plotted since they constitute the extreme cases. The size of the test 
does not deviate as much from the desired level of 0.05 for larger 
values of r. Variations do of course exist but they are less pronounced. 
To obtain curves for other values of r the reader may refer to tables 
5, 6 and 7 in the columns headed C = 1.00. The numerical values listed 
there are the actual sizes of the overall test. 
It is readily apparent from figure 4 that a level of 0.50 for the 
preliminary test provides a much more uniform size curve over all values 
of b. In terms of the size of the overall test being 0.05, it is only 
when prior knowledge that b does not exceed about 0.75 that one would 
want to use a level of significance for the preliminary test less than 
0.50. In the case just cited, a = 0.25 would uniformily have size 
values closer to 0.05 for values of b less than 0.7. 
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A plot of size for the hypothesis HggiG > 60 is rather uninteresting 
and is not provided. For example, the size of the test based on model 
one starts at 0.050 for b = 0, drops to 0.005 for b = 0.25 and is 
essentially zero for all b > 0.25. For model three with a ™ 0.10, the 
size of the test of Hgg starts at 0.085 for b • 0, drops to 0.050 for 
b == 0.25 and remains at 0.050 for all b > 0.25. For model three with 
a = 0.50, the size of the test of Hq2 starts at 0.074 for b • 0, drops 
to 0.050 before it reaches b = 0.25 and remains equal to 0.050 for all 
b > 0.25. 
Power 
Tables 1 and 2 give the powers of the one tailed 5 percent tests 
of the hypotheses Hq^ and Hgg based on model one and tables 17 and 21 
give the power gain of model one tests over model two tests. The 
terminology, power gain, is used to describe the difference, power of 
model one or model three tests minus the power of the model two test, 
even though this difference may be negative and hence indicates a power 
loss rather than a power gain. Tables 3 and 4 provide the power of the 
one tailed 5 percent tests of the model two tests of the hypotheses Hq^ 
and Hq2* The power of tests based on model three with a = 0.10, a = 0.25 
and a = 0.50 for the hypotheses Hq^ and a r e  given in tables 5 
through 10. Power gains of the model three tests for the various 
values of a over the model two tests are given in tables 18, 19, 20, 
22, 23 and 24. Figures 5 and 6 show the gain in power over tests based 
on model two of tests based on model one and model three with various 
values of eg. All curves are for the case r  = 2 and b = 0. 
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One immediately sees from figure 5 that when using model three with 
a = 0.50 to test Hq^, there is actual power loss over the entire range 
of C. A careful study of figure 8 reveals that this is indeed a fact 
since the size of the critical region is actually smaller than the 
corresponding critical region of model two. Referring to table 20, it 
is seen that as b Increases this loss in power becomes negligible. In 
fact, as b increases, in tables 18, 19 and 20, the power of all model 
three tests are seen to approach the power of the corresponding model 
two test. The power of the model three test with a = 0.50, however, 
approaches the power of the model two test more rapidly than does the 
power of the model three test with a < 0.50. 
After looking at figure 5, one might get the impression that model 
one should always be used since it always has the greatest power. A 
look at table 1, however, reveals that the size of the test as b in­
creases also increases. In fact the size of the test of Hqi when b = 5.0 
is found to be unity which is highly undesirable. 
For a test procedure to merit consideration for possible use, its 
power should be at least equal to the power of the model two test, com­
parison of powers being valid only when the sizes of the tests are equal. 
When reference is made to a power gain, it is always meant to be the 
difference between the power of the test being considered and the power 
of the model two test of the same hypothesis. As indicated earlier, 
a negative power gain is actually a power loss. 
Figure 6 gives curves showing the gain of power of model one and 
two cases of model three over using model two for testing the hypotheses 
Hq2* Again a careful study of figure 8, considering now the unhatched 
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areas, shows the conditions illustrated to be valid. It is noticed that 
the power gain of model three with a = 0.10 is greater (at least in the 
range of C considered) than the power gain of model one. It should also 
be noted that the size of this test is increased by approximately the 
same amount as the increase in power„ A study of tables 21, 22, 23 and 
24 shows that as b increases there is a power loss by the model one test 
while the power of all model three tests approach the power of the model 
two test. Table 22 with C = 1.00 indicates that b must be 0.5 or greater 
for the size of the model three test with a = 0.10 to equal the size of 
the model two test; and that under these conditions there is actual 
power loss rather than gain for values of 0 not too much smaller than 0Q. 
Tables 23 and 24 indicate that for b > 0.5 the size of model three tests 
with a = 0.25 and 0.50 equal the size of the model two test; and that 
under these conditions, the power differences are always power gains. 
Bias 
Figure 7 illustrates the bias of estimators based on r = 2 for 
model one, model two and three cases of model three. Model two esti­
mators are unbiased for all values of b. Model one estimators are 
unbiased only when b = 0. For values of b greater than 1.2 it is seen 
that the bias of estimators with a = 0.50 is smaller than the bias of 
estimators with a = 0.25 and for b greater than 0.80 the bias of the 
estimators with a = 0.50 is smaller than the bias of estimators with 
a. = 0.10. For values of b less than those just cited, the bias relation­
ships are reversed. A look at table 11 shows that these general char­
acteristics are true for other values of r as well. One can even get 
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some idea as to the ranges of b which provide smaller biases for 
various of the estimators based on model three. 
Mean Square Error 
Figure 3 illustrates several properties of the mean square error 
of various estimators. It is seen that there exists a range of b over 
which the mean square error of the estimator of model three with a = 0.10 
exceeds the mean square error of both the estimator of model one and the 
estimator of model two. Also it is seen that there exists a range of b 
over which the mean square error of the estimator of model three with 
a = 0.25 is smaller than the mean square error of either the estimator 
of model one or the estimator of model two. A fact already referred to 
earlier is that the mean square error of the estimator of model three 
with a = 0.50 is smaller than the mean square error of either the esti­
mator of model one or the estimator of model two for all values of b 
except b = 0. At the point b = 0, the mean square error of the model 
three estimator equals the mean square error of the model one estimator. 
Tables 12, 13 and 14 give the mean square errors for the various 
preliminary test models, for model one and for model two. 
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CONCLUSIONS 
It appears that recommendations for selecting the level of signif­
icance of the preliminary test depend upon the type of inferences on 6 
one is desirous of making. The situation is such that the solution of 
the problem of estimation and the solution of the problem of testing of 
hypotheses are not necessarily optimized by the same value of a. Two 
sided tests of hypotheses are optimized by roughly the same value of a 
that optimizes the estimation problem. However, one sided tests of 
hypotheses need not have this property. 
Consider the case of estimation. It was pointed out earlier that 
with a = 0.50, the mean square error of the model three estimator is 
never greater than the mean square errors of either the model one or the 
model two estimators (see figure 3). For r = 2 the bias of the model 
three estimator with (X = 0.50 was seen to become smaller as the value of 
b increases and is smaller in absolute magnitude than the bias of the 
model three estimators with a = 0.10 or 0.25 for values of b greater 
than 1.20. For values of b less than 1.2 there is not a tremendous dif­
ference between the mean square errors of the model one and the model 
three estimators. Hence if one has a priori knowledge that b is less 
than one and the interest is in estimation one would do best by using 
a model three estimator with the level of significance of the prelimi­
nary test small. If prior knowledge indicates the value of b is greater 
than 1.20 then a model three estimator with a = 0.50 would be best both 
in terms of bias and mean square error. Lacking any prior information 
regarding b one is faced between deciding on large or small values of a 
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and their resulting consequences for large or small b. 
If the main emphasis is to be given to the problem of testing of 
hypotheses the situation is somewhat reversed. Model one tests of Hq^ 
show large power gains but at the expense of an increase in the size of 
the test. Similar conditions apply for model three tests when a is 
small but both the power gains and the size shifts are smaller. If b 
is less6 than 1.00, the size of the model three test with a = 0.25 is 
not too different from 0.05 while in most instances the power gain is 
reasonable. If b - O, however, there may be actual power loss for some 
values of r with this test. For extremely small values of b, one should 
use a model one test or a model three test with a quite small. There 
appears to be nothing to recommend the use of a test with a = 0.50 
since there are few cases where there is a power gain over the use of 
a model two test. For large values of b the power is the same as the 
model two test while for small values of b there is loss in power over 
using a model two test. 
For tests of Hgg» model one tests have actual power losses except 
when b = 0. Similar conditions hold with model three tests having a = 
0.10 or smaller though there is a smaller loss in power in the use of 
such model three tests over the use of model one tests. This, of 
course, also affects the values of the size of the test in the same 
fashion. It would appear that in this test a definite preference should 
be given to a model three test with a = 0.25. With a = 0.25, the power 
gain with respect to model two is always positive and is sizable for 
small values of b. The test with a = 0.50 always has positive power 
gain but is less powerful than the test with a = 0.25 with little 
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difference in terms of size. 
For tests of Hq3 model three tests with CC • 0.10 give actual power 
gains over model two tests for alternatives on both ends while model 
three tests with a =» 0.25 or 0.50 have power losses when 9 > 9Q. It is 
of interest, however, that in the case of model three with a « 0.50, the 
size of the overall testing procedure when b •» 0 is 0.05 even though 
there exists the power loss for 6 > 6Q. As b gets large, however, the 
increase in size of the model three test with a « 0.10 makes it undesir­
able while the power of the model three test with a ° 0.50 approaches 
the power of the model two test. 
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appendix i 
A 
Proof that MSE(9r n) < MSE(0r>n) for all b when r - 2 and Fa < 1.00. 
Re-examine the preliminary test procedure in terms of 
x2 , 2°(ti-A) md ^ _ 2(r-l)8 . 
Let 
2 7 
9)C 6xf 
X = -Z-,—rr and Y= —and consider first the situation in which 2(r-l) L 
b » 0. In this case one computes f = y/X and uses X as the estimator 
of 0 if f is found to exceed f^. If f is less than fa then the 
statistic 
z = m ZSlzXL x + -1 Y 
2r 2r 2r 
is used as the estimator of 6. 
Now consider situations where b ^ 0. In these situations one 
computes 
F , 2±b£ = eXl+2b8 
X 0x|/( r-1) 
and if f > fg, X is used to estimate 9 while if f < , 
xZ&+x?&+2be 2 1 
= X + 1_ y + m 
2r 2r 2r 2r 
thus 
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MSE(6r n) » E [CX-S)2I + (Z-9)2 (1-1)] 
where I • 1 if F > 
0 if F < FQ 
That is 
MSB(9r>n) » E [(X-9)2I + % + r + IT " 9)2 ' 
This may be rewritten in the following form 
MSB(9 ) - E [(X-9)2 I + (X-9)2 (1-1) 
r »n 
+ 1 (X-9) (Y-X+b9) (1-1) (45) 
+ •^2 (Y-X+b9)2(l-I)] 
But 
E [(X-9)2 I + (X-9)2(1-I)] = E (X-9)2 = MSE(9rn) . 
In all ranges in which it can be shown that 
E 2 (X-9) (Y-X+b9) (1-1) + JL(Y-X+b9)2(l-I)~| 
5 r2 J 
A 
is negative the proof will be complete, [i.e., MSE(9r^n) < MSE(9^ n)] . 
Let 
E^| (X-9) (Y-X+b9) (1-1) +^(Y-X+b9)2(l-I) J = Q 
Now 
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(X-9)(Y-X+b9) » (Yx-x2+bx0-e (Y-X+b0)) 
and 
(Y-X+bSr - (Y-X) (Y-X+b0) + b0 (Y-X+b0) 
- Y2 - 2YX + X2 + b0 (Y-X) + b0 (Y-X4b0) 
Using these expressions with r =» 2 
Q - E J~[YX - X2 + bX0 - 0 (Y-X+b0) 
Y2- 2YX-fX2+b0 (Y-X)+b0 (Y-X-fb0) 
E [• f [IX . 3X^ + ]d + 3b0X + bSY . (g. b0) (Y-X+b0) ] (1-1)1 (_ 2 4 4 4 4 4 J 
E YX(l-I) 
4 r / 
FaX"b9 _ Y _ X 
Xï e 6 e 6 dYdX 
02  
be o 
a 
l 
2 
b0 
la 
]e dX 
1, 
2 
.$ , .. . 
X e 9 dX - - / e Xe 9 dX 
2 J b0 
b8 
Fa 
F, a 
X(l+Fa) 
1 f (F"X -b8X> eb e' dX 
2 ./ 0 
be 
F 
a 
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1 
2 
be 
a 
2 - ~ 
- b_ 
»«a>2 
Fa + 02 e Fa - eb 
b(l+Fa)n 
%T" 
b(l+Fa) 
(M) a 
L1+Fa Fa 
- Faec 
2.2 
b(l+Fa) b(l+Fa) 
_LL_ e Fa + 2be ^ e Fa 
(l«a)Fa2 Fa<1+Fa>* 
26 
(1+Fa)3 
bd+Fg) 
Fa 
b(l+Fa) 
+ be be2 + e2 
Fa(l4Fa) (1+Fa)2 
e F« 
e2e Fa + i -
a Fa^1+FcP 
_ i . _r— 
<1+Fa>2 Fa<1+Fa> 
2b 2Fa + b2 4. b 
(1+Fa)2 (l+Fa)3 Fa(1+Fa} (l+Fa)2 
e2e Fa 
=- + i d+b) _ 2F« 
Fa Fa<1+Fa> (i+Fa)2 (l+Fa)3 (46) 
Next, 
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E [X2(l-I)l - J " .2/ # 
bd 
* 
X e 
e | e 9 dYdX 
I 
bd 
.  X 2  . x  , 5 £ ï î  
T e 9 (1-e )dX 
"a 
x 
X2e~ 6 
\00 2 
X(14-FQ) 
dX - X -b - 6 dX e e
be 
a 
be 
Fa 
2.2 b b 6 
ra 
e F + 2kâ- e Fa + 26 e a 
Fa 
b2e2 + 2b92 + 262 
(l+fa>Fof Fa(l+*a>: d+Vll 
b(l+Fa) 
e F, a 
e2 e" bz . 2b + ±2. + 2- 2b 
J-Fa Fa Fa(1+FcP V1+Fa>2 
H) J 
and 
n 
ro 
<D M 
p-r 
I 
CD % O* 
CD 
ro 
f i s  
s 
V 
CD 
ro 
ro CL 
X 
Jfe 
CDlX 
X 
4 •nier 
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+ 15 
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CD 
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K IO 
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CD 
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- 2 V be (- e e' Fa l+Fa + (1+F(%)Z 
bd+Fg) 
Fa 
r-_2 
- e 'a 
l+Fa 
b2e2 
Fa 
2Fgbe2 2F2e2 1 
FaCi+Fa) d+Fa) 
b(l+Fa) 
ra 
+ eL 
2^2 2Fab6 + 2Fab6 
_(l+Fa)Fa (1+Fa)2_ 
b(l+Fa) 
~~f£T 
e2b2e2 
1+F, 
b(!+Ffx) 
F 
a 
a 
b 
6Ze" F, 
1+F, a 
2b _ 
1+F, 
2b 
a d+Fa) (1+Fa) 1+F, a 
2bF 
a 
2F' 
(l+Fa) (l+Fa) 
- + - »  
3 1+F 
2bF 
a 
a (l+Fa)' 
_b 
1+F, a 
92 e" F* 2 - 2b 2b 
2F_ 
SL 
2F, a 
l+Fa l+Fa d+Fa) d+Fa)2 (l+Fa)3 
and 
i E (Y2(l-I)) 
b_ 
9 e F« 
1 -
la •â " 
1+F, a (l+Fa)Z (l+Fa)3 
(48) 
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Next, 
FAX-B0 
b£ 0 
Fa 
r 
be 
F_. 
p°° r v - — - -
E((X)(1-I)) - J  J ^ e e  e 6 dYdX 
- X 
| (1-e 9 ) e y dX 
X « X(l+Fg) 
| e 6 dX - J | eb e 6 dX 
b£ b£ 
Fa Fa 
- b _ b 
— e Fa + e e Fa - eb 
Fa 
<1+V2J 
KWgl 
Fa 
and 
^ E((X)(1-I)) 
92e-F- 3b£ . 3b 3bl + + Jb, 
2F« 2 2Fa(l+Fa) 2(1+Fa)2„ 
• (49) 
Next, 
r. J^be Y .2 -x 
B(Y(1-I)) = / / I- e © e 9 dYdX 
be 0 
Fa 
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>00 X 
e" 9 
-bQ 
[ i  • *£=>]  a  e  
bd 
dX 
a 
r 
bd 
e 9 dX 
ca 
r 
bÔ 
X(l+Fg) 
9 dX 
ca 
- *b I 
b 9 
:a 
00 
<^> 
e e Fa 
b b _ b n û 
~a - t4- •" Fa " ,?2- (Èê) e" Fa . sL 
1+f, a 1+Fa Fa d+Fa)-
_ b_ 
e Fa 
+ 6 
a 
and 
E(Y(1-I)) = ^ Fq! bF 
2(l+Fo) 
a 
2(l+Fa)' 
(50) 
Next evaluate 
95 
B [(Y-X+b9) (1-1)] S 
M 
Fa 
Fo(X-b0 Y f e 9 (Y-X+b9) e 0 dYdX 
' 02 
where 
/ 
:-b9 
lr e" I  y dY = 1 -
_(F^b£) 
e 9 
and 
JTaX-b9 
e" ë dY 
9 
FoX-b9 
(zM9)(Ve"(_9 } ) 
& 
Thus 
E [ (Y-X+b9) (1-1) ] = 
b9 
* 
l-(£±6)+(ï - î s e  -l)e e  
9 9 9 
_ X 
e 9 dX 
e @ dX -
b9 
Fa 
(2tM) e 9 dX 
b9 
Fa 
dX 
b9 
'a 
96 
f 
be 
frv 
b - i(1+Fct> 
e e 9 dX 
b 
e Fa be 
d-F^be e(i-Fa) 13 e 0 • * 0 ^ bd + . . . 
Fg Fa(l+Fa) (i+Fa)2 1+Fa 
and 
,4-b 
- e Pf-) e [(y-x+be)(i-i)] e2e Fg + b(4-b) _ b(4-b) 
2Fg 2 
b(l-F )(4-b) (4-b)(1-F ) S w 
"2 2Fa(l«a> 2d+Fa) 
4-b 
2(1+Fg) (51) 
The sum of all these expectations Is then the quantity being sought. 
This sum is 
2 - Ï-
9 e FO! 
2 
b _ +  !  .  2b . 2(l+b) „ 2F. a 3b 
'a 2Fa(l+Fa) 2 (l+Fa) 2 (1+Fg) 3 2Fg(l+Fg) 
- m . 3 + 
Fa 
+ —L-_ + l 2f ÛL 
Fgd+Fg)2 (l+Fa)3 2 (1+Fg) 2(1+F%)2 
ca + M+ 3b . 3b 3b + * -
(l+Fa) 3 2Fa 2 2Fg(l+Fa) 2 (1+Fg) 2 2 2 (1+Fg) 
bF, a + (4b-b2) _ (4b-b2) . (4b-b2-4bFo+b2Fa) 
2 d+Fg) 2F. a 2Fg(l+Fg) 
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- (4-4Frx-b+bFfï) . (4-b) 
2 ( q) 2(1+Fa) 
This can be reduced to 
= 6 e Fg 
2 
-  1  + t _  +  +  b  3b 5b' 
Fa 1+Fg 1+Fg Fa(l+Fa) 2FaU+Fa) 
2b ca 2bFa 
2 (1+Fg) (1+Fg)2 (1+Fg) 2 (1+Fa)2 2 (1+Fg) 1 +T 
+ 3b _ Ff,(Fg+2)-3 
Fad+Fg)2 (1+Fg)3 
_ b_ 
e2e Fg 
Fa(1+2Fa+Fa) + b2a+Fa+F2) + Fa + F2 2Fa(l+Fa)' 
• «„ • - 3B(1+Pa) - . 3Fa 
. 2bFa + F§ - bp' + "2f°(1:2f^ + 3b - P'(y2)-3F° 
a 
" 
0 2 (1+Fg) 
02e" F, a 
2Fg(l+Fg)' "
Fa " 2Fg - F3 + b2 + 2b2Fa + b2F2 + F, a 
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+ F J + bFa + bFy - 3b - 3bF_ - 3F„ - 2bF„ + F* - bF, a " Jta " '"a T ra " a 
b2Fa 2b2F^ b2F^ ,2 cv2 2_2 
Fa(Fçy4-2)-3Fa 
(1+Fa) 
2Fa(i-*Fa)' 
- 3b£ . b%a + 3b2Fg + . 4bF 
2 2 2 2 a " 
3*a 
F3 _ Fg(Fgf2)-3Fa 
'a l+F, a 
fl2e" F0= 
2Fa(l+Fa) 
b2 (-— + ^ - | - y2) - b(4Fa) - 3Fa - Fq 
F2(FQ+2)-3Fa 
1+Fa 
Setting FQ = 1, the expression inside the brackets becomes 
- 4b - 4 - -• » - 4b - 3.5 
2 
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which is negative for all possible values of b. Hence MSB(®r>n) < 
A 
MSE(0r>n) for all values of b when FQ «• 1 and r » 2. It is also 
evident from this expression that MSE(0r)n) < HSE(3r>n) for all values 
of b if Fa < 1 which was to be shown. Solutions for b with Fa = 3, 9 
and 19 also check with the results obtained from the other derivation 
and the electronic computer computations. 
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Table 1. Power of upper one tailed 5 percent test of Hq^ : 8 < 90, 
based on model one 
b=»0.0 
b=0.5 
b-1.0 
b»1.5 
b=2.0 
b=5.0 
r 0.10 0.20 0.40 0.60 0.80 1.00 1 .50 2.00 
2 0.918 0.755 0.434 0.223 0.108 0.050 0 .007 0.001 
3 0.974 0.866 0.539 0.273 0.122 0.050 0 .004 0.000 
4 0.992 0.928 0.624 0.317 0.134 0.050 0 .003 0.000 
5 0.998 0.961 0.695 0.359 0.146 0.050 0 .002 0.000 
10 1.000 0.999 0.895 0.532 0.197 0.050 0 .001 0.000 
15 1.000 1.000 0.966 0.662 0.242 0.050 0 .000 0.000 
2 1 .000 0 .925 0.593 0.320 0 .159 0.075 0 .010 0.001 
3 1 .000 0 .958 0.672 0.364 0 .170 0.072 0 .006" 0.000 
4 1 .000 0 .978 0.736 0.404 0 .180 0*070 0 .004 0.000 
5 1 .000 0 .988 0.788 0.442 0 .190 0.068 0 .003 0.000 
10 1 .000 1 .000 0.930 0.598 0 .237 0.064 0 .001 0.000 
15 1 .000 1 .000 0.978 0.712 0 .280 0.061 0 .000 0.000 
2 1.000 1.000 0.773 0.449 0.232 0.112 0.016 0.002 
3 1.000 0.998 0.804 0.475 0.233 0.102 0.010 0.001 
4 1.000 0.998 0.838 0.504 0.238 0.096 0.006 0.000 
5 1.000 0.998 0.869 0.534 0.244 0.091 0.004 0.000 
10 " 1.000 1.000 0.957 0.663 0.282 0.080 0.001 0.000 
15 1.000 1.000 0.986 0.760 0.322 0.075 0.000 0.000 
2 1.000 1.000 0.939 0.610 0.332 0.166 0.024 0.003 
3 1.000 1.000 0.916 0.602 0.314 0.143 0.014 0.001 
4 1.000 1.000 0.921 0.613 0.309 0.130 0.009 0.000 
5 1.000 1.000 0.932 0.630 0.310 0.121 0.006 0.000 
10 1.000 1.000 0.975 0,726 0.334 0.100 0.002 0.000 
15 1.000 1.000 0.992 0.804 0.367 0.091 0.000 0.000 
2 1.000 1.000 1.000 0.792 0.464 0.241 0.037 0.005 
3 1.000 1.000 0.984 0.747 0.415 0.198 0.021 0.002 
4 1.000 1.000 0.974 0.725 0.395 0.175 0.014 0.001 
5 1.000 1.000 0.973 0.727 0.386 0.159 0.009 0.000 
10 1.000 1.000 0.987 0.785 0.390 0.124 0.002 0.000 
15 1.000 1.000 0.996 0.844 0.414 0.109 0.001 0.000 
2 1 .000 1 .000 1 .000 1 .000 1.000 1 .000 0.376 0.062 
3 1 .000 1 .000 1 .000 1 .000 1.000 0 .858 0.180 0.019 
4 1 .000 1 .000 1 .000 1 .000 0.966 0 .702 0.103 0.007 
5 1 .000 1 .000 1 .000 1 .000 0.914 0 .599 0.065 0.003 
10 1 .000 1 .000 1 .000 0 .985 0.769 0 .373 0.011 0.000 
15 1 .000 1 .000 1 .000 0 .980 0.724 0 .290 0.003 0.000 
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Table 2. Power of lower one tailed 5 percent test of Hgg: ® > 90» 
based or. model one 
Ç " 
r 0.60 1.00 1.25 1.50 2.00 3.00 4.00 5.00 
2 
3 
4 
5 
10 
15 
b=0.5 
2 
3 
4 
5 
10 
15 
b=l .0 
2 
3 
4 
5 
10 
15 
b=l .5 
2 
3 
4 
5 
10 
15 
b-2.0 
2 
3 
4 
5 
10 
15 
b-5.0 
2 
3 
4 
5 
10 
15 
0.020 0.050 
0.014 0.050 
0.010 0.050 
0.007 0.050 
0.002 0.050 
0.001 0.050 
0.000 0.000 
0.000 0.004 
0.000 0.012 
0.001 0.017 
0.001 0.029 
0.000 0.034 
0.000 0.000 
0.000 0.000 
0.000 0.001 
0.000 0.003 
0.000 0.015 
0.000 0.022 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.007 
0.000 0.013 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.003 
0.000 0.008 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.074 0.100 
0.084 0.126 
0.094 0.152 
0.104 0.177 
0.148 0.301 
0.190 0.416 
0.000 0.000 
0.016 0.038 
0.034 0.072 
0.049 0.103 
0.105 0.240 
0.150 0.363 
0.000 0.000 
0.000 0.002 
0.006 0.022 
0.017 0.049 
0.070 0.184 
0.116 0.312 
0.000 0,000 
0.000 0.000 
0.000 0.002 
0.003 0.016 
0.043 0.135 
0.086 0.262 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.003 
0.025 0.094 
0.062 0.216 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.003 
0.160 0.288 
0.226 0.444 
0.293 0.586 
0.360 0.703 
0.643 0.962 
0,822 0.997 
0.019 0.111 
0.107 0.311 
0.187 0.485 
0.263 0.628 
0.585 0.952 
0.791 0.996 
0.000 0.002 
0.027 0.180 
0.098 0.375 
0.175 0.544 
0.523 0.939 
0.757 0.995 
0.000 0.000 
0.000 0.072 
0.037 0.264 
0.101 0.451 
0.459 0.923 
0.719 0.993 
0.000 0.000 
0.000 0.011 
0.007 0.161 
0.047 0.354 
0.393 0.903 
0.677 0.991 
0.000 0.000 
0.000 0.000 
0.000 0.000 
0.000 0.002 
0.002 0.689 
0.037 0.965 
0.416 0.530 
0.635 0.775 
0.794 0.909 
0.893 0.968 
0.998 1.000 
1.000 1.000 
0.235 0.365 
0.524 0.695 
0.730 0.876 
0.859 0.956 
0.998 1.000 
1.000 1,000 
0.067 0.183 
0.396 0.597 
0.652 0.833 
0.816 0.940 
0.997 1.000 
1.000 1.000 
0.000 0.032 
0.262 0.479 
0.560 0.778 
0.763 0.919 
0.996 1.000 
1.000 1.000 
0.000 0.000 
0.136 0.347 
0.456 0.710 
0.699 0.892 
0.994 0.999 
1.000 1.000 
0.000 0.000 
0.000 0.000 
0.001 0.114 
0.165 0.533 
0.970 0.999 
1.000 1.000 
r 
2 
3 
4 
5 
10 
15 
Tal 
r 
2 
3 
4 
5 
10 
15 
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Power of upper one tailed 5 percent test for Hqi: 9 < 0O, 
based on model two 
C 
0 .10 0 .20 0.40 0.60 0 .80 1 .00 1 .50 2 .00 
0 .741 0 .549 0.302 0.166 0 .091 0 .050 0 .011 0 .002 
0 .918 0 .755 0.434 0.223 0 .108 0 .050 0 .007 0 .001 
0 .974 0 .866 0.539 0.273 0 .122 0 .050 0 .004 0 .000 
0 .992 0 .928 0.624 0.317 0 .134 0 .050 0 .003 0 .000 
1 .000 0 .997 0.870 0.501 0 .187 0 .050 0 .001 0 .000 
1 .000 1 .000 0.957 0.639 0 .233 0 .050 0 .000 0 .000 
Power of lower one tailed 5 percent test for Hq2î 6 > 60, 
based on model two 
C 
0 .20 0 .60 1 
o
 
o
 1 .50 2 
o
 
o
 3 .00 4 
o
 
o
 5 .00 
0 .010 0 .030 0 .050 0 .074 0 .098 0 .143 0 .186 0 .226 
0 .002 0 .020 0 .050 0 .100 0 .160 0 .288 0 .416 0 .530 
0 .001 0 .014 0 .050 0 .126 0 .226 0 .444 0 .635 0 .775 
0 .000 0 .010 0 .050 0 .152 0 .293 0 .586 0 .794 0 .909 
0 .000 0 .002 0 .050 0 .276 0 .595 0 .940 0 .996 1 .000 
0 .000 0 .001 0 .050 0 .394 0 .794 0 .995 1 .000 1 .000 
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Table 5. Power, Q^l + Qgl' °f upper one tailed test of Hqi: 9 < 90> 
based on preliminary test model (a = 0.10 and 7 = 0.05) 
Ç 
r 0.10 0.20 0.40 0.60 0.80 1.00 1.50 2.00 
2 
3 
4 
5 
10 
15 
b=0.5 
2 
3 
4 
5 
10 
15 
b=>l .0 
2 
3 
4 
5 
10 
15 
b=l .5 
2 
3 
4 
5 
10 
15 
b=2.0 
2 
3 
4 
5 
10 
15 
b=5.0 
2 
3 
4 
5 
10 
15 
0.831 0.679 
0.932 0.800 
0.977 0.884 
0.993 0.935 
1.000 0.997 
1.000 1.000 
0.860 0.801 
0.932 0.848 
0.976 0.906 
0.992 0.945, 
1.000 0.998 
1.000 1.000 
0.819 0.806 
0.918 0.820 
0.974 0.882 
0.992 0.931 
1.000 0.997 
1.000 1.000 
0.784 0.763 
0.918 0.776 
0.974 0.866 
0.992 0.928 
1.000 0.997 
1.000 1.000 
0.758 0.722 
0.918 0.755 
0.974 0.866 
0.992 0.928 
1.000 0.997 
1.000 1.000 
0.741 0.554 
0.918 0.755 
0.974 0.866 
0.992 0.928 
1.000 p.997 
1.000 1.000 
0.391 0.201 
0.487 0.245 
0.571 0.287 
0.645 0.326 
0.873 0.500 
0.958 0.636 
0.521 0.284 
0.586 0.319 
0.648 0.354 
0.706 0.388 
0.893 0.545 
0.964 0.669 
0.655 0.388 
0.662 0.401 
0.694 0.421 
0.734 0.446 
0.895 0.577 
0.964 0.689 
0.744 0.510 
0.682 0.480 
0.683 0.476 
0.710 0.485 
0.874 0.585 
0.957 0.687 
0.721 0.627 
0.620 0.536 
0.611 0.499 
0.646 0.488 
0.870 0.552 
0.957 0.652 
0.516 0.516 
0.434 0.264 
0.539 0.272 
0.624 0.317 
0.870 0.501 
0.957 0.639 
0.097 0.045 
0.109 0.045 
0.121 0.045 
0.132 0.045 
0.181 0.046 
0.226 0.046 
0.141 0.067 
0.150 0.064 
0.158 0.061 
0.167 0.060 
0.211 0.056 
0.254 0.055 
0.203 0.099 
0.200 0.088 
0.202 0.082 
0.206 0.078 
0.240 0.068 
0.278 0.064 
0.284 0.143 
0.260 0.120 
0.250 0.108 
0.246 0.099 
0.263 0.080 
0.295 0.072 
0.385 0.204 
0.325 0.161 
0.297 0.138 
0.282 0.123 
0.273 0.091 
0.296 0.079 
0.516 0.516 
0.247 0.246 
0.143 0.125 
0.134 0.073 
0.187 0.050 
0.233 0.050 
0.006 0.001 
0.004 0.000 
0.003 0.000 
0.002 0.000 
0.000 0.000 
0.000 0.000 
0.009 0.001 
0.006 0.000 
0.004 0.000 
0.003 0.000 
0.001 0.000 
0.000 0.000 
0.014 0.002 
0.008 0.001 
0.006 0.000 
0.004 0.000 
0.001 0.000 
0.000 0.000 
0.021 0.003 
0.012 0.001 
0.008 0.000 
0.006 0.000 
0.001 0.000 
0.000 0.000 
0.032 0.004 
0.018 0.002 
0.011 0.001 
0.008 0.000 
0.002 0.000 
0.000 0.000 
0.278 0.050 
0.115 0.014 
0.058 0.005 
0.032 0.002 
0.003 0.000 
0.000 0.000 
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Table 6. Power, Q11 + Qgi» o£ upper one tailed test of H01: 0 < 0O, 
based on preliminary test model (a = 0.25 and 7 = 0.05) 
b"0.0 
b=0.5 
b=l .0 
b=1.5 
b=2.0 
b=5 .0 
r 0.10 0.20 0.40 0.60 0.80 1.00 1.50 2.00 
2 0.764 0.589 0.328 0.168 0.081 0.038 0.005 0.001 
3 0.919 0.758 0.431 0.210 0.092 0.038 0.003 0.000 
4 0.974 0.865 0.528 0.254 0.104 0.038 0.002 0.000 
5 0.992 0.926 0.612 0.296 0.115 0.039 0.002 0.000 
10 1.000 0.997 0.862 0.479 0.167 0.041 0.000 0.000 
15 1.000 1.000 0.954 0.621 0.214 0.042 0.000 0.000 
2 0.759 0.651 0.417 0.229 0.115 0.055 0.008 0.001 
3 0.917 0.780 0.494 0.261 0.121 0.051 0.005 0.000 
4 0.974 0.874 0.577 0.299 0.130 0.050 0.003 0.000 
5 0.992 0.930 0.650 0.338 0.140 0.049 0.002 0.000 
10 1.000 0.997 0.876 0.511 0.189 0.049 0.000 0.000 
15 1.000 1.000 0.959 0.644 0.234 0.048 0.000 0.000 
2 0.741 0.599 0.484 0.298 0.159 0.078 0.011 0.001 
3 0.917 0.754 0.511 0.305 0.153 0.068 0.007 0.000 
4 0.974 0.866 0.576 0.331 0.156 0.064 0.004 0.000 
5 0.992 0.928 0.642 0.362 0.162 0.061 0.003 0.000 
10 1.000 0.997 0.870 0.520 0.203 0.055 0.001 0.000 
15 1.000 1.000 0.957 0.648 0.246 0.054 O.OOO 0.000 
2 0.741 0.557 0.464 0.361 0.211 0.110 0.017 0.002 
3 0.917 0.755 0.456 0.322 0.183 0.087 0.010 0.001 
4 0.974 0.866 0.539 0.327 0.175 0.077 0.006 0.000 
5 0.992 0.928 0.624 0.348 0.174 0.071 0.004 0.000 
10 1.000 0.997 0.870 0.501 0.203 0.060 0.001 0.000 
15 1.000 1.000 0.957 0.638 0.241 0.056 0.000 0.000 
2 0.741 0.549 0.400 0.381 0.265 0.148 0.024 0.003 
3 0.917 0.755 0.434 0.278 0.198 0.107 0.013 0.001 
4 0.974 0.866 0.539 0.279 0.173 0.087 0.008 0,000 
5 0.992 0.928 0.625 0.317 0.163 0.076 0.005 0.000 
10 1.000 0.997 0.870 0.501 0.187 0.057 0.001 0.000 
15 1.000 1.000 0.957 0.639 0.233 0.052 0.000 0.000 
2 0 .741 0 .549 0 .302 0.170 0 .144 0 .142 0,131 0 .032 
3 0 .917 0 .755 0 .434 0.223 0 .108 0 .050 0.021 0 .007 
4 0 .974 0 .866 0 .539 0.273 0 .122 0 .050 0,005 0 .002 
5 0 .992 0 .928 0 .624 0.317 0 .134 0 050 0.003 0 .000 
10 1 .000 0 .997 0 .870 0.501 0 .187 0 .050 0.001 0 .000 
15 1 .000 1 .000 0 .957 0.639 0 .233 0 .050 0.000 0 .000 
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Table 7. Power, Qj^ + Qgl' °* uPPer one tailed test of HQ^: 6 < 0o, 
based on preliminary test model (a = 0.50 and y • 0.05) 
C 
r 0.10 0.20 0.40 0.60 0.80 1.00 1.50 2.00 
2 0.733 0.528 0.263 0.125 0.058 0.026 0.003 0.000 
3 0.914 0.739 0.395 0.181 0.076 0.030 0.002 0.000 
4 0.973 0.857 0.505 0.232 0.091 0.032 0.002 0.000 
5 0.991 0.923 0.596 0.278 0.105 0.034 0.001 0.000 
10 1.000 0.997 0.859 0.471 0.162 0.039 0.000 0.000 
15 1.000 1.000 0.953 0.616 0.210 0.041 0.000 0.000 
2 0.741 0.552 0.310 0.159 0.077 0.036 0.005 0.001 
3 0.918 0.755 0.435 0.213 0.094 0.038 0.003 0.000 
4 0.974 0.866 0.539 0.264 0.109 0.040 0.002 0.000 
5 0.992 0.928 0.624 0.309 0.123 0.042 0.002 0.000 
10 1.000 0.997 0.870 0.497 0.179 0.045 0.000 0.000 
15 1.000 1.000 0.957 0.636 0.227 0.046 0.000 0.000 
2 0.741 0.549 0.308 0.183 0.097 0.048 0.007 0.001 
3 0.918 0.755 0.434 0.226 0.108 0.047 0.004 0.000 
4 0.974 0.866 0.539 0.272 0.122 0.047 0.003 0.000 
5 0.992 0.928 0.624 0.317 0.134 0.048 0.002 0.000 
10 1.000 0.997 0.870 0.501 0.187 0.049 0.001 0.000 
15 1.000 1.000 0.957 0.638 0.233 0.050 0.000 0.000 
b-1.5 
2 0 .741 0 .549 0 .302 0.173 0 .109 0 .059 0.010 0 .001 
3 0 .917 0 .755 0 .434 0.223 0 .108 0 .052 0.006 0 .000 
4 0 .974 0 .866 0 .539 0.272 0 .122 0 .050 0.004 0 .000 
5 0 .992 0 .928 0 .624 0.317 0 .134 0 .050 0.003 0 .000 
10 1 .000 0 .997 0 .870 0.501 0 .187 0 .050 0.001 0 .000 
15 1 .000 1 .000 0 .957 0.638 0 .233 0 .050 0.000 0 .000 
b=2.0 
2 0.741 0 .549 0 .302 0 .166 0 .098 0 .065 0 .013 0 .002 
3 0.918 0 .755 0 .434 0 .223 0 .108 0 .050 0 .007 0 .001 
4 0.974 0 .866 0 .539 0 .272 0 .122 0 .050 0 .004 0 .000 
5 0.992 0 .928 0 .624 0 .317 0 .134 0 .050 0 .003 0 .000 
10 1.000 0 .997 0 .870 0 .501 0 .187 0 .050 0 .001 0 .000 
15 1.000 1 .000 0 .957 0 .639 0 .223 0 .050 0 .000 0 .000 
2 0.741 0 .549 0 .302 0 .166 0 .091 0 .050 0 .011 0 .004 
3 0.918 0 .755 0 .434 0 .223 0 .108 0 .050 0 .007 0 .001 
4 0.974 0 .866 0 .539 0 .273 0 .122 0 .050 0 .004 0 .000 
5 0.992 0 .928 0 .624 0 .317 0 .134 0 .050 0 .003 0 .000 
10 1.000 0 .997 0 .870 0 .501 0 .187 0 .050 0 .001 0 .000 
15 1.000 1 .000 0 .957 0 .639 0 .233 0 .050 0 .000 0 .000 
107 
Table 8. Power, + Qg?» o£ lower one tailed test of Hgg: 6 > 90, 
based on preliminary test model (a = 0.10 and y = 0.05) 
b=»0.0 
b=»0.5 
b"l .0 
b=l .5 
b=2.0 
b=5.0 
r 0.60 1.00 1.25 1.50 2.00 3.00 4.00 5.00 
2 0.044 0.085 0.114 0.144 0.208 0.338 0.461 0.570 
3 0.027 0.076 0.117 0.164 0.269 0.485 0.665 0.795 
4 0.018 0.071 0.123 0.186 0.332 0.617 0.812 0.917 
5 0.013 0.068 0.130 0.209 0.395 0.726 0.903 0.971 
10 0.003 0.061 0.168 0.326 0.664 0.965 0.998 1.000 
15 0.001 0.058 0.208 0.438 0.834 0.997 1.000 1.000 
2 0.030 0.050 0.062 0.072 0.099 0.193 0.310 0.430 
3 0.020 0.047 0.070 0.100 0.178 0.378 0.574 0.728 
4 0.014 0.046 0.081 0.128 0.251 0.536 0.759 0.890 
5 0.010 0.046 0.092 0.155 0.322 0.666 0.874 0.961 
10 0.002 0.047 0.138 0.282 0.620 0.957 0.998 1.000 
15 0.001 0.048 0.180 0.399 0.810 0.996 1.000 1.000 
2 0.030 0.050 0.062 0.074 0.098 0.136 0.191 0.290 
3 0.020 0.050 0.074 0.099 0.144 0.290 0.479 0.651 
4 0.014 0.050 0.082 0.115 0.204 0.460 0.700 0.856 
5 0.010 0.050 0.087 0.135 0.271 0.606 0.841 0.948 
10 0.002 0.045 0.124 0.254 0.580 0.947 0.997 1.000 
15 0.001 0.045 0.165 0.371 0.787 0.996 1.000 1.000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.181 0.208 
3 0.020 0.050 0.074 0.100 0.159 0.254 0.398 0.569 
4 0.014 0.050 0.084 0.126 0.211 0.404 0.639 0.816 
5 0.010 0.050 0.094 0.151 0.260 0.554 0.805 0.932 
10 0.002 0.050 0.133 0.250 0.553 0.937 0.996 1.000 
15 0.001 0.050 0.167 0.360 0.768 0.994 1.000 1.000 
2 0.030 0.050 0.062 0.074 0 .098 0 .143 0 .186 0 .222 
3 0.020 0.050 0.074 0.100 0 .160 0 .281 0 .361 0 .496 
4 0.014 0.050 0.084 0.126 0 .226 0 .392 0 .587 0 .772 
5 0.010 0.050 0.094 0.152 0 .291 0 .523 0 .768 0 .914 
10 0.002 0.050 0.140 0.276 0 .548 0 .926 0 .995 1 .000 
15 0.001 0.050 0.181 0.377 0 .758 0 .993 1 .000 1 .000 
2 0.030 0.050 0.062 0.074 0 .098 0 .143 0 .186 0 .226 
3 0.020 0.050 0.074 0.100 0 .160 0 .288 0 .416 0 .530 
4 0.014 0.050 0.084 0.126 0 .226 0 .444 0 .635 0 .775 
5 0.010 0.050 0.094 0.152 0 .293 0 .586 0 .794 0 .905 
10 0.002 0.050 0.140 0.276 0 .595 0 .940 0 .996 1 .000 
15 0.001 0.050 0.181 0.394 0 .794 0 .995 1 .000 1 .000 
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Table 9. Power, Q%2 + Q22» of lower one tailed test of H02: ® > ®o» 
based on preliminary test model (a = 0.25 and 7 « 0.05) 
b=0.0 
b=0.5 
b=l .0 
b=1.5 
b=2.0 
b=5.0 
r 0.60 1.00 1.25 1.50 2.00 3.00 4.00 5.00 
2 0.044 0.084 0.112 0.142 0.204 0.331 0.452 0.558 
3 0.028 0.077 0.119 0.167 0.273 0.490 0.670 0.798 
4 0.018 0.073 0.126 0.191 0.340 0.626 0.818 0.921 
5 0.013 0.070 0.134 0.216 0.404 0.734 0.907 0.973 
10 0.003 0.063 0.174 0.335 0.673 0.967 0.998 1.000 
15 0.001 0.061 0.182 0.446 0.839 0.997 1.000 1.000 
2 0.030 0.050 0.062 0.074 0.098 0.182 0.295 0.411 
3 0.020 0.050 0.074 0.104 0.185 0.387 0.582 0.734 
4 0.014 0.050 0.087 0.137 0.264 0.551 0.770 0.896 
5 0.010 0.051 0.099 0.166 0.338 0.681 0.882 0.964 
10 0.002 0.051 0.147 0.296 0.635 0.960 0.998 1.000 
15 0.001 0.051 0.190 0.413 0.819 0.997 1.000 1.000 
2 0 .030 0 .050 0 .062 0.074 0 .098 0.143 0.188 0 .266 
3 0 .020 0 .050 0 .074 0.100 0 .160 0.305 0.492 0 .661 
4 0 .014 0 .050 0 .084 0.126 0 .226 0.484 0.717 0 .866 
5 0 .010 0 .050 0 .094 0.152 0 .297 0.630 0.854 0 .953 
10 0 .002 0 .050 0 .140 0.277 0 .605 0.952 0.998 1 .000 
15 0 .001 0 .050 0 .180 0.394 0 .802 0.996 1.000 1 .000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.186 0, .226 
3 0.020 0.050 0.074 0.100 0.160 0.288 0.421 0. .585 
4 0.014 0.050 0.084 0.126 0.226 0.444 0.668 0, .832 
5 0.010 0.050 0.094 0.152 0.293 0.593 0.825 0, .940 
10 0.002 0.050 0.140 0.276 0.595 0.945 0.997 1 .000 
15 0.001 0.050 0.181 0.394 0.794 0.995 1.000 1 .000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.186 0 .226 
3 0.020 0.050 0.074 0.100 0.160 0.288 0.416 0 .531 
4 0.014 0.050 0.084 0.126 0.226 0.444 0.635 0 .798 
5 0.010 0.050 0.094 0.152 0.293 0.586 0.802 0 .926 
10 0.002 0.050 0.140 0.276 0.595 0.941 0.996 1 .000 
15 0.001 0.050 0.181 0.394 0.794 0.995 1.000 1 .000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.186 0 .226 
3 0.020 0.050 0.074 0.100 0.160 0.288 0.416 0 .530 
4 0.014 0.050 0.084 0.126 0.226 0.444 0.635 0 .775 
5 0.010 0.050 0.094 0.152 0.293 0.586 0.794 0 .909 
10 0.002 0.050 0.140 0.276 0.595 0.940 0.996 1 .000 
15 0.001 0.050 0.181 0.394 0.794 0.995 1.000 1 .000 
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Table 10. Power, + $22» o£ l°wer one tailed test of Hgg: ® >' ®o> 
based on preliminary test model (a = 0.50 and y = 0.05) 
b-0.0 
b=0.5 
b*l .0 
b=1.5 
b=2.0 
b=5.0 
r 0.60 1.00 1.25 1.50 2.00 3.00 4.00 5.00 
2 0.040 0.074 0.097 0.122 0.172 0.277 0.376 0.466 
3 0.025 0.070 0.108 0.151 0.246 0.444 0.616 0.745 
4 0.017 0.068 0.117 0.177 0.316 0.591 0.787 0.898 
5 0.012 0.066 0.126 0.203 0.384 0.710 0.891 0.964 
10 0.003 0.061 0.169 0.327 0.663 0.964 0.998 1*000 
15 0.001 0.059 0.210 0.440 0.834 0.997 1.000 1.000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.206 0.282 
3 0.020 0.050 0.074 0.100 0.160 0.313 0.492 0.646 
4 0.014 0.050 0.064 0.126 0.228 0.494 0.718 0.858 
5 0.010 0.050 0.094 0.152 0.304 0.640 0.855 0.950 
10 0.002 0.050 0.140 0.283 0.618 0.955 0.998 1.000 
15 0.001 0.050 0.183 0.403 0.811 0.996 1.000 1.000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.186 0.226 
3 0.020 0.050 0.074 0.100 0.160 0.288 0.416 0.541 
4 0.014 0.050 0.084 0.126 0.226 0.444 0.640 0.804 
5 0.010 0.050 0.094 0.152 0.293 0.586 0.809 0.931 
10 0.002 0.050 0.140 0.276 0.595 0.944 0.997 1.000 
15 0.001 0.050 0.181 0.394 0.794 0.995 1.000 1.000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.186 0.226 
3 0.020 0.050 0.074 0.100 0.160 0.288 0.416 0.530 
4 0.014 0.050 0.084 0.126 0.226 0.444 0.635 0.775 
5 0.010 0.050 0.094 0.152 0.293 0.586 0.794 0.909 
10 0.002 0.050 0.140 0.276 0.595 0.940 0.996 1.000 
15 0.001 0.050 0.181 0.394 0.794 0.995 1.000 1.000 
2 0.030 0.050 0.062 0.074 0.098 0.143 0.186 0.226 
3 0.020 0.050 0.074 0.100 0.160 0.288 0.416 0.530 
4 0.014 0.050 0.084 0.126 0.226 0.444 0.635 0.775 
5 0.010 0.050 0.094 0.152 0.293 0.586 0.794 0.909 
10 0.002 0.050 0.140 0.276 0.595 0.940 0.996 1.000 
15 0.001 0.050 0.181 0.394 0.794 0.995 1.000 1.000 
2 0.030 0.050 0 .062 0.074 0.098 0 .143 0.186 0 .226 
3 0.020 0.050 0 .074 0.100 0.160 0 .288 0.416 0 .530 
4 0.014 0.050 0 .084 0.126 0.226 0 .444 0.635 0 .775 
5 0.010 0.050 0 .094 0.152 0.293 0 .586 0.794 0 .909 
10 0.002 0.050 0 .140 0.276 0.595 0 .940 0.996 1 .000 
15 0.001 0.050 0 .181 0.394 0.794 0 .995 1.000 1 .000 
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Table 11. Bias, 6, of estimator based on preliminary test model 
b 
r 0.00 0.50 1.00 1.50 2.00 3.00 4.00 5.00 
a » o.io 
2 -0.090 0.104 0.277 0.432 0.568 0.795 0.968 1.096 
3 -0.068 0.054 0.155 0.232 0.286 0.340 0.340 0.309 
4 -0.054 0.037 0.107 0.155 0.181 0.184 0.150 0.108 
5 -0.044 0.028 0.082 0.116 0.129 0.113 0.076 0.044 
10 -0.023 0.013 0.039 0.051 0.048 0.024 0.006 0.001 
15 -0.015 0.008 0.026 0.033 0.028 0.008 0.001 0.000 
a • 0.25 
2 -0.188 -0.053 0.045 0.114 0.160 0.207 0.214 0.201 
3 -0.125 -0.038 0.015 0.042 0.051 0.044 0.028 0.016 
4 -0.092 -0.027 0.010 0.023 0.024 0.014 0.006 0.002 
5 -0.073 -0.020 0.008 0.016 0.014 0.005 0.001 0.000 
10 -0.036 -0.009 0.004 0.005 0.002 0.000 0.000 0.000 
15 -0.024 -0.006 0.003 0.002 0.001 0.000 0.000 0.000 
a 0.50 
2 -0.250 -0.152 -0.092 -0.056 -0.034 -0.012 -0.005 -0 .002 
3 -0.146 -0.072 -0.032 -0.014 -0.005 -0.001 -0.000 -0 .000 
4 -0.103 -0.044 -0.015 -0.004 -0.001 -0.000 -0.000 -0 .000 
5 -0.080 -0.031 -0.008 -0.002 -0.000 -0.000 -0.000 -0 .000 
10 -0.037 -0.011 -0.001 -0.000 -0.000 -0.000 -0.000 -0 .000 
15 -0.024 -0.006 -0.000 -0.000 -0.000 -0.000 -0.000 -0 .000 
12.  
r 
.10 
2 
3 
4 
5 
10 
15 
.25 
2 
3 
4 
5 
10 
15 
1.50 
2 
3 
4 
5 
10 
15 
111 
Mean square error, 7^, of estimator based on preliminary 
test model 
b 
0.00 0.50 1.00 1.50 2.00 3.00 4.00 5.00 
0.532 0.611 
0.352 0.391 
0.261 0.283 
0.207 0.222 
0.102 0.105 
0.067 0.069 
0.802 1.086 
0.483 0.614 
0.338 0.413 
0.257 0.306 
0.115 0.128 
0.073 0.080 
1.447 2.341 
0.765 1.072 
0,495 0.627 
0.357 0.421 
0.140 0.140 
0.085 0.081 
3.384 4.499 
1.316 1.461 
0.680 0.661 
0.419 0.379 
0.124 0.114 
0.073 0.072 
0.531 0.603 
0.344 0.376 
0.255 0.273 
0.203 0.214 
0.100 0.103 
0.067 0.068 
0,754 0.943 
0.442 0.514 
0.311 0.348 
0.239 0.261 
0.110 0.115 
0.071 0.073 
1.144 1.517 
0.571 0.623 
0.369 0.372 
0.270 0.265 
0.114 0.112 
0.072 0.071 
1.799 1.974 
0.615 0.584 
0.356 0.343 
0.256 0.252 
0.111 0.111 
0.071 0.071 
0.500 0.545 
0.335 0,359 
0.251 0.267 
0.201 0.211 
0.100 0.103 
0.067 0.068 
0.632 0.721 
0.406 0.447 
0.296 0.318 
0.232 0.244 
0.109 0.111 
0.071 0.071 
0.797 0.900 
0.473 0.494 
0.328 0.333 
0.249 0.250 
0.111 0.111 
0.071 0.071 
0.954 0.980 
0.499 0.500 
0.333 0.333 
0.250 0.250 
0.111 0.111 
0.071 0.071 
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Table 13. Mean square error, y , of estimator based on model one 
b 
r 0.00 0.50 1.00 1.50 2.00 3.00 4.00 5.00 
2 0.500 0.562 0.750 1.062 1.500 2.750 4.500 6.750 
3 0.333 0.361 0.444 0.583 0.778 1.333 2.111 3.111 
4 0.250 0.266 0.312 0.391 0.500 0.812 1.250 1.812 
5 0.200 0.210 0.240 0.290 0.360 0.560 0.840 1.200 
10 0.100 0.102 0.110 0.122 0.140 0.190 0.260 0.350 
15 0.067 0.068 0.071 0.077 0.085 0.107 0.134 0.178 
Table 14. Mean square error, y^, of estimator based on model two 
b 
r 0.00 0.50 1.00 1.50 2.00 3.00 4.00 5.00 
2 1.000 
3 0.500 these values remain constant 
4 0.333 over all values of b 
5 0.250 
10 0.111 
15 0.071 
r 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
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Partitioning (max.) values of b = nA/9 for which the MSB of 
the preliminary test model estimator,: is less than the MSB 
of the model two estimator 
Size of preliminary test, (a) 
0.05 0.10 0.25 0.50 
1.366 1.363 1.642 CO 
1.084 1.073 1.397 CO 
0.974 0.969 1.286 00 
0.918 0.918 1.218 CO 
0.885 0.888 1.169 00 
0.863 0.869 1.134 00 
0.848 0.857 1.107 00 
0.837 0.847 1.085 00 
0.828 0.841 1.068 00 
0.821 0.835 1.054 . 00 
0.815 0.831 1.042 00 
0.810 0.827 1.032 00 
0.806 0.824 1.024 
0.803 0.822 1.017 00 
r 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
114 
Partitioning (max.) values of b = nA/9 for which the MSB of 
the model one estimator is less than the MSB of the prelim­
inary test model estimator 
Size of preliminary test, (a) 
0.05 0.10 0.25 0.50 
1.969 
2.453 
2.580 
2.632 
2.661 
2.680 
2.695 
2.707 
2.718 
2.726 
2.734 
2.741 
2.747 
2.754 
1.699 
1.897 
1.936 
1.955 
1.969 
1.982 
1.993 
2.002 
2.011 
2.019 
2.027 
2.033 
2.040 
2.046 
1.024 
0.974 
0.964 
0.971 
0.982 
0.994 
1.007 
1.018 
1.029 
1.040 
1.049 
1.058 
1.066 
1.074 
0.010 
0.407 
0.590 
0.705 
0.787 
0.841 
0.880 
0.908 
0.929 
0.945 
0.957 
0.967 
0.974 
0.981 
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Table 17. Power gain over model two of model one for the hypothesis 
H01 
c 
r 0.10 0.20 0.40 0.60 0.80 1.00 1.50 2.00 
b=0.0 
b=0.5 
b=1.0 
b-l.5 
b=2.0 
b«5.0 
2 0.177 0.206 0.132 0.057 0.017 0.000 -0.004 -0.001 
5 0.006 0.033 0.071 0.042 0.012 0.000 -0.001 0.000 
10 0.000 0.002 0.025 0.031 0.010 0.000 0.000 0.000 
2 0.259 0.376 0.291 0.154 0.068 0.025 -0.001 -0.001 
5 0.008 0.060 0.164 0.125 0.056 0.018 0.000 0.000 
10 0.000 0.003 0.060 0.097 0.050 0.014 0.000 0.000 
2 0.259 0.451 0.471 0.283 0.141 0.062 0.005 0.000 
5 0.008 0.070 0.245 0.217 0.110 0.041 0.001 0.000 
10 0.000 0.003 0.087 0.162 0.095 0.030 0.000 0.000 
2 0.259 0.451 0.637 0.444 0.241 0.116 0.013 0.001 
5 0.008 0.072 0.308 0.313 0.176 0.071 0.003 0.000 
10 0.000 0.003 0.105 0.225 0.147 0.050 0.001 0.000 
2 0.259 0.451 0.698 0.626 0.373 0.191 0.026 0.003 
5 0.008 0.072 0.349 0.410 0.252 0.109 0.006 0.000 
10 0.000 0.003 0.117 0.284 0.203 0.074 0.001 0.000 
2 0.259 0.451 0.692 0.834 0.909 0.950 0.365 0.060 
5 0.008 0.072 0.376 0.683 0.780 0.549 0.062 0.003 
10 0.000 0.003 0.130 0.484 0.582 0.323 0.010 0.000 
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Table 18. Power gain over model two of model three with a = 0.10 for 
the hypothesis Hq^ 
Ç 
r 0.10 0.20 0.40 0.60 0.80 1.00 1.50 2.00 
b=0.0 
b=0.5 
b=l .0 
b-1.5 
b«2.0 
b=5.0 
2 0.090 0.130 0.089 0.035 0.006 -0.005 -0.005 -0.001 
5 0.001 0.007 0.021 0.009 -0.002 -0.005 -0.001 0.000 
10 0.000 0.000 0.003 -0.001 -0.006 -0.004 -0.001 0.000 
2 0.119 0.252 0.219 0.118 0.050 0.017 -0.002 -0.001 
5 0.000 0.017 0.082 0.071 0.033 0.010 0.000 0.000 
10 0.000 0.001 0.023 0.044 0.024 0.006 0.000 0,000 
2 0.078 0.257 0.353 0.222 0.112 0.049 0.003 0.000 
5 0.000 0.003 0.110 0.129 0.072 0.028 0.001 0.000 
10 0.000 0.000 0.025 0.076 0.053 0.018 0.000 0.000 
2 0.043 0.214 0.442 0.344 0.193 0.093 0.010 0.001 
5 0.000 0.000 0.086 0.168 0.112 0.049 0.003 0.000 
10 0.000 0.000 0.004 0.084 0.076 0.030 0.000 0.000 
2 0.019 0.173 0.419 0.461 0.294 0.154 0.021 0.002 
5 0.000 0.000 0.022 0.171 0.148 0.073 0.005 0.000 
10 0.000 0.000 0.000 0.051 0.086 0.041 0.001 0.000 
2 0.000 0.005 0.214 0.350 0.425 0.466 0.267 0.048 
5 0.000 0.000 0.000 0.000 0.000 0.023 0.029 0.002 
10 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.000 
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Table 19. Power gain over model two of model three with a = 0.25 for 
testing the hypothesis Hqi 
G 
r 0.10 0.20 0.40 0.60 0.80 1.00 1.50 2.00 
b«0.0 
b-0.5 
2 0 .020 0.040 0.026 0 .002 -0 .010 -0 .012 -0 .006 -0 .001 
5 0 .000 -0.002 -0.012 -0 .021 -0 .019 -0 .011 -0 .001 0 .000 
10 0 .000 0.000 -0.008 -0 .022 -0 .020 -0 .009 -0 .001 0 .000 
2 0 .018 0.112 0.115 0 .063 0 .024 0 .005 -0 .003 -0 .001 
5 0 .000 0.002 0.026 0 .021 0 .006 -0 .001 0 .001 0 .000 
10 0 .000 0.000 0.006 0 .010 0 .002 -0 .001 -0 .001 0 .000 
b=»1.0 
b-1.5 
b-2.0 
2 0.000 0.050 0.182 0.132 0.068 0.028 0.000 -0.001 
5 0.000 0.000 0.018 0.045 0.028 0.011 0.000 0.000 
10 0.000 0.000 0.000 0.019 0.016 0.005 0.000 0.000 
2 0.000 0.008 0.162 0.195 0.120 0.060 0.004 0.000 
5 0.000 0.000 0.000 0.031 0.040 0.021 0.001 0.000 
10 0.000 0.000 0.000 0.000 0.016 0.010 0.000 0.000 
2 0.000 0.000 0.098 0.215 0.174 0.098 0.013 0.001 
5 0.000 0.000 0.001 0.000 0.029 0.026 0.002 0.000 
10 0.000 0.000 0.000 0.000 0.000 0.007 0.000 0.000 
b=5.0 
2 0.000 0.000 0.000 0.004 0.053 0.092 0.120 0.030 
5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
10 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
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Table 20. Power gain over model two of model three with a = 0.50 for 
the hypothesis Hqi 
0.10 0.20 0.40 0.60 0.80 1.00 1.50 2.00 
b™0.0 
b-O.5 
b"1.0 
b-1.5 
b-2.0 
b-5.0 
2 -0.008 -0.021 -0.039 -0.041 -0.033 -0.024 -0.008 -0.002 
5 -0.001 -0.005 -0.028 -0.039 -0.029 -0.016 -0.002 0.000 
10 0.000 0.000 -0.011 -0.030 -0.025 -0.011 -0.001 0.000 
2 0.000 0.003 0.008 -0.007 -0.014 -0.014 -0.006 -0.001 
5 0.000 0.000 0.000 -0.008 -0.011 -0.008 -0.001 0.000 
10 0.000 0.000 0.000 -0.004 -0.010 -0.005 -0.001 0.000 
2 0.000 0.000 0.006 0.017 0.006 -0.002 -0.004 -0.001 
5 0.000 0.000 0.000 0.000 0.000 -0.002 -0.001 0.000 
10 0.000 0.000 0.000 0.000 0.000 -0.001 0.000 0.000 
2 0.000 0.000 0.000 0.007 0.018 0.009 -0.001 -0.001 
5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
10 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
2 0.000 0.000 0.000 0.000 0.007 0.015 0.002 0.000 
5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
10 0.000 0.000 0.000 0.000 0.000 0,000 0.000 0.000 
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 
5 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
10 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
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Table 21. Power gain over model two of model one for the hypothesis 
h02 
0.60 1.00 1.50 2.00 3.00 4.00 5.00 
b*0 .0 
b*0.5 
b=l .0 
b-1.5 
b=2.0 
b=5.0 
2 -0.010 0.000 0.026 0.062 0.145 0.230 0.304 
5 -0.003 0.000 0.025 0.067 0.117 0.099 0.059 
10 0.000 0.000 0.025 0.048 0.022 0.002 0.000 
2 -0.030 -0.050 -0.074 -0.079 -0.022 0.049 0.139 
5 -0.009 -0.033 -0.049 -0.030 0.042 0.065 0.047 
10 -0.001 -0.021 -0.036 -0.010 0.012 0.002 0.000 
2 -0.030 -0.050 -0.074 -0.098 -0.141 -0.119 -0.043 
5 -0.010 -0.047 -0.103 -0.118 -0.042 0.022 0.031 
10 -0.002 -0.035 -0.092 -0.072 -0.001 0.001 0.000 
2 -0.030 -0.050 -0.074 -0.098 -0.143 -0.186 -0.194 
5 -0.010 -0.050 -0.136 -0.192 -0.135 -0.031 0.010 
10 -0.002 -0.043 -0.141 -0.136 -0.017 0.000 0.000 
2 -0.030 -0.050 -0.074 -0.098 -0.143 -0.186 -0.226 
5 -0.010 -0.050 -0.149 -0.246 -0.232 -0.095 -0.017 
10 -0.002 -0.047 -0.182 -0.202 -0.037 -0.002 0.000 
2 -0.030 -0.050 -0.074 -0.098 -0.143 -0.186 -0.226 
5 -0.010 -0.050 -0.152 -0.293 -0.584 -0.629 -0.376 
10 -0.002 -0,050 -0.276 -0.593 -0.251 -0.026 -0.001 
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Table 22. Power gain over model two of model three with a • 0.10 for 
the hypothesis Hgg 
G 
r 0.60 1.00 1.50 2.00 3.00 4.00 5.00 
b»0.0 
2 0.014 0.035 0.070 0.110 0.195 0.275 0.344 
5 0.003 0.018 0.057 0.102 0.140 0.109 0.062 
10 0.001 0.011 0.050 0.069 0.025 0.002 0.000 
2 0.000 0.000 -0.002 -0.001 0.050 0.124 0.204 
5 0.000 -0.004 0.003 0.029 0.080 0.080 0.052 
10 0.000 -0.003 0.006 0.025 0.017 0.002 0.000 
2 0.000 0.000 0.000 0.000 -0.007 0.005 0.064 
5 0.000 0.000 -0.017 -0.022 0.020 0.047 0.039 
10 0.000 -0.005 -0.022 -0.015 0.007 0.001 0.000 
b-1.5 
2 0.000 0.000 0.000 0.000 0.000 -0 .005 -0 .018 
5 0.000 0.000 -0.001 -0.033 -0.032 0 .009 0 .023 
10 0.000 0.000 -0.026 -0.042 -0.003 0 .000 0 .000 
2 0.000 0.000 0.000 0.000 0.000 0 .000 -0 .004 
5 0.000 0.000 0.000 -0.002 -0.063 -0 .026 0 .005 
10 0.000 0.000 0.000 -0.047 -0.014 -0 .001 0 .000 
b=»5.0 
2 
5 
10 
0.000 0.000 0.000 0.000 0.000 0.000 0.000 
0.000 0.000 0.000 0.000 0.000 0.000 -0.004 
0.000 0.000 0.000 0.000 0.000 0.000 0.000 
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Table 23. Power gain over model two of model three with a = 0.25 for 
the hypothesis Hgg 
C 
r 0.60 1.00 1.50 2.00 3.00 4.00 5.00 
b-0.0 
2 0.014 0 .034 0.068 0.106 0.188 0.266 0.332 
5 0.003 0 .020 0.064 0.111 0.148 0.113 0.064 
10 0.001 0 .013 0.059 0.078 0.027 0.002 0.000 
b-0.5 
2 0.000 0.000 0.000 0.000 0.039 0 .109 0.185 
5 0.000 0.001 0.014 0.045 0.095 0 .088 0.055 
10 0.000 0.001 0.020 0.040 0.020 0 .002 0.000 
2 0.000 0.000 0.000 0.000 0.000 0 .002 0.040 
5 0.000 0.000 0.000 0.004 0.044 0 .060 0.044 
10 0.000 0.000 0.001 0.010 0.012 0 .002 0.000 
2 0.000 0.000 0.000 0.000 0.000 0 .000 0.000 
5 0.000 0.000 0.000 0.000 0.007 0 .031 0.031 
10 0.000 0.000 0.000 0.000 0.005 0 .001 0.000 
h=2.0 
2 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 
5 0 .000 0 .000 0 .000 0 .000 0 .000 0 .008 0 .017 
10 0 .000 0 .000 0 .000 0 .000 0 .001 0 .000 0 .000 
2 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 
5 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 
10 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 0 .000 
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Table 24. Power gain over model two of model three with a = 0.50 for 
the hypothesis Hq2 
_C 
r 0.60 1.00 1.50 2.00 3.00 4.00 5.00 
b»0.0 
b«0.5 
b-l.O 
b-1.5 
b=2.0 
b=5.0 
2 0.010 0.024 0.048 0.074 0.134 0.190 0.240 
5 0.002 0.016 0.051 0.091 0.124 0.097 0.055 
10 0.001 0.011 0.051 0.068 0.024 0.002 0.000 
2 0.000 0.000 0.000 0.000 0.000 0.020 0.056 
5 0.000 0.000 0.000 0.007 0.054 0.061 0.041 
10 0.000 0.000 0.007 0.023 0.015 0.002 0.000 
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
5 0.000 0.000 0.000 0.000 0.000 0.015 0.022 
10 0.000 0.000 0.000 0.000 0.004 0.001 0.000 
2 All remaining values are zero 
5 
10 
2 
5 
10 
2 
5 
10 
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APPENDIX III 
(1) model one 
(2) model three - - a  »  0 .10 
(3) model three -- a - 0 .25 
(4) model three 
— a • 0 .50 
(5) model two 
2.0 3.0 4.0 
b 
5.0 
Figure 3. Mean square error, y , curves under different 
models with r - 2 
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(1) model one 
(2) model three 
a • o.io 
(3) model three 
a - 0.25 
(4) model three 
a * 0.50 
(5) model two 1.0  
(1) 0 .8  
0 . 6  (2) 
0.5 
0.4 
(3) 
2.0  1 .0  3.0 4.0 5.0 0 
b 
Figure 4. Size curves for upper one tailed 5 percent test 
of Hq1 with r = 2 
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0.20 
(1) model one 
(2) model three 
a = o.io 
(3) model three 
0.18 
0.16 
(4) model three 
a = 0.50 0.14 
(2) 
0.12  
0.10 
0.08 
0.04 
(3) 
0 .02  
(4) -0.02 
-0.04 
0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 
Figure 5. Power gain curves of models one and three compared 
with model two for the case r = 2 and b = 0 when 
testing the hypotheses Hqi 
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(1) model one 
0.40 
(2) model three 
a - 0.10 
(3) model three 
a - 0.50 
0.30 
e 
5 0.20 
0.10 
1 . 0  2.0 3.0 4.0 5.0 
Figure 6. Power gain curves of models one and three compared 
with model two for the case r - 2 and b • 0 when test 
Ing the hypotheses HQ2 
(1) model one 
(2) model three 
(3) model three 
(4) model three 
(5) model two 
Bias curves under different models with r ---- 2 
Figure 8. Critical regions for Hqj using the preliminary test procedure 
