In this paper we express the eigenvalues of a sort of real heptadiagonal symmetric matrices as the zeros of explicit rational functions establishing upper and lower bounds for each of them. From these prescribed eigenvalues we compute also eigenvectors for these type of matrices. A formula not depending on any unknown parameter for the determinant and the inverse of these heptadiagonal matrices is still provided.
Introduction
The main goal of this paper is to express the eigenvalues of the following n×n real heptadiagonal matrix 
as the zeros of explicit rational functions giving also upper and lower bounds non-depending of any unknown parameter to each of them. Further, we shall compute eigenvectors for these sort of matrices at the expense of the prescribed eigenvalues. The matrices of the form (1.1) fall into a general class of matrices called band matrices (see [13] , page 13) which are widely used in several areas of science and engineering such as numerical solution of ordinary and partial differential equations (ODE and PDE), interpolation problems, boundary value problems among others (see, for instance, [2] , [5] , [7] , [8] , [11] , [14] ). To accomplish our purpose and in a first stage, we shall exploit the so-called modification technique founded by Fasino in [6] for matrices of the type (1.1) in order to decompose them into an orthogonal block diagonalization and, at a second stage, use results concerning to a secular equation of diagonal matrices perturbed by the addition of rank-one matrices developed by Anderson in the nineties (see [1] ). Our decomposition will also lead us to explicit formulae for the determinant and the inverse of complex heptadiagonal matrices (1.1) assuming, of course, its nonsingularity.
Auxiliary tools
Consider the class of matrices defined by
where it is assumed [A n ] n+1,ℓ = [A n ] k,n+1 = [A n ] 0,ℓ = [A n ] k,0 = 0 for all k, ℓ. We begin by gather two results announced in [3] , presenting them for complex matrices. The proofs do not suffer any changes from the original ones and so we omit the details.
Lemma 1 (a)
The class A n is the algebra generated over C by the n × n matrix 
where Ω n is the n×n matrix (2.1) and
Throughout, n will denote an integer greater or equal to 5 and S n will be the n × n symmetric, involutory and orthogonal matrix defined by
Our second auxiliary result provide us an orthogonal diagonalization for the following n×n complex heptadiagonal symmetric matrix 
Lemma 2 Let n 5 be an integer, a, b, c, d ∈ C and
where Λ n = diag (λ 1 , . . . , λ n ) and S n is the matrix (2.2).
Proof. Suppose an integer n 5 and a, b, c, d ∈ C. Since H n ∈ A n and its first row is a ⊤ = (a − c, b − d, c, d, 0, . . . , 0) we have, from Lemma 1,
Using the spectral decomposition
where
e. the ℓth column of S n ), it follows
where Λ n = diag (λ 1 , . . . , λ n ) and S n is the matrix (2.2). The proof is completed.
The following statement is an orthogonal block diagonalization for matrices H n of the form (1.1) extending Proposition 3.1 in [3] which is valid only for heptadiagonal symmetric Toeplitz matrices.
Lemma 3 Let n 5 be an integer, a, b, c, d, ξ, η ∈ C, λ k , k = 1, . . . , n be given by (2.4) and H n the n × n matrix (1.1).
(a) If n is even,
. . .
where S n is the n × n matrix (2.2), P n is the n × n permutation matrix defined by
. . , n given by (2.4) and H n the n × n matrix (1.1).
we have, from Lemma 2,
where S n is the n × n matrix (2.2), H n is the n × n matrix (2.3),
we can permute rows and columns of Λ n + G n + K n according to the permutation matrices (2.5c) and (2.6c), yielding: for n even,
. . , λ n ) and x, y are given by (2.5a); for n odd,
. . , λ n−1 ) and v, w defined by (2.6a). The proof is completed.
Remark Let us point out that the decomposition for real heptadiagonal symmetric Toeplitz matrices established in Proposition 3.1 of [3] at the expense of the bordering technique is no more useful for matrices having the shape (1.1). As consequence, some results stated by these authors will be necessarily extended, particularly, the referred decomposition and a formula to compute the determinant of real heptadiagonal symmetric Toeplitz matrices (Corollary 3.1 of [3] ).
3 Main results
Determinant of H n
The orthogonal block diagonalization established in Lemma 3 will lead us to an explicit formula for the determinant of the matrix H n .
. . , n be given by (2.4),
Proof. Since both assertions can be proven in the same way, we only prove (a). Consider an even integer
. . , n given by (2.4), θ := c + ξ − a, ϑ := d + η − b and the notations used in Lemma 3. The determinant formula for block-triangular matrices (see [9] , page 185) and Lemma 3 ensure det(
We shall first assume λ k = 0 for all k = 1, . . . , n,
(see [12] , page 69 and 70), i.e.
Since both sides of (3.3) are polynomials in the variables a, b, c, d, ξ, η, conditions (3.1a), (3.1b), (3.1c), (3.2a), (3.2b), (3.2c) as well as λ k = 0 can be dropped and (3.3) is valid more generally.
Eigenvalue localization for H n
The next lemma will allow us to express the eigenvalues of key matrices in this paper as the zeros of explicit rational functions providing, additionally, explicit upper and lower bounds for each one. Throughout, · will denote the Euclidean norm. n 5 be an integer, a, b, c, d , ξ, η ∈ R and λ k , k = 1, . . . , n be given by (2.4).
Lemma 4 Let
(a) If n is even, i. x, y are given by (2.5a) and the eigenvalues of
are not of the form a + 2b cos
+ 2d cos
then the eigenvalues of (3.4a) are precisely the zeros of the rational function
are the eigenvalues of (3.4a) and
. . . λ τ (n−1) are arranged in non-decreasing order by some bijection τ defined in {1, 3, . . . , n − 1} then
ii. v, w are given by (2.5b) and the eigenvalues of
2 then the eigenvalues of (3.5a) are precisely the zeros of the rational function
are the eigenvalues of (3.5a) and λ σ(2) λ σ(4) . . . λ σ(n) are arranged in non-decreasing order by some bijection σ defined in {2, 4, . . . , n} then
i. x, y are given by (2.6a) and the eigenvalues of
are not of the form a+2b cos
+2c cos
+2d cos
then the eigenvalues of (3.6a) are precisely the zeros of the rational function
are the eigenvalues of (3.6a) and λ τ (1) λ τ (3) . . . λ τ (n) are arranged in non-decreasing order by some bijection τ defined in {1, 3, . . . , n} then
ii. v, w are given by (2.6b) and the eigenvalues of
2 then the eigenvalues of (3.7a) are precisely the zeros of the rational function
are the eigenvalues of (3.7a) and λ σ(2) λ σ(4) . . . λ σ(n−1) are arranged in non-decreasing order by some bijection σ defined in {2, 4, . . . , n − 1} then
2 . Proof. Suppose n 5 an even integer, a, b, c, d, ξ, η ∈ R, λ k , k = 1, . . . , n given by (2.4) and put θ := c + ξ − a, ϑ := d + η − b. We shall denote by S(k, m) the collection of all k-element subsets of {1, 2, . . . , m} written in increasing order; additionally, for any rectangular matrix M, we shall indicate by det (M[I, J]) the minor determined by the subsets I = {i 1 < i 2 < . . . < i k } and J = {j 1 < j 2 < . . . < j k }. Supposing θ = 0,
Theorem 1 of [1] ensures that ζ is an eigenvalue of (3.4a) if and only if
provided that ζ is not an eigenvalue of diag (λ 1 , λ 3 , . . . , λ n−1 ). Since
we obtain (3.4b). Considering now θ = 0 and setting
. . . k=1 J∈S(k,
assuming that ζ is not an eigenvalue of diag (λ 1 , λ 3 , . . . , λ n−1 ). Hence,
and (3.4b) is established. Let µ 1 µ 2 . . . µ n 2 be the eigenvalues of (3.4a) and λ τ (1) λ τ (3) . . . λ τ (n−1) be arranged in non-decreasing order by some bijection τ defined in {1, 3, . . . , n − 1}. Thus,
for each k = 1, . . . , n 2 (see [10] , page 242). Since the characteristic polynomial of θxx
we have that its spectrum is
. From the identities,
it follows x = y = 1 and x ⊤ y = 0. Hence, (3.8) and (3.9) yields (3.4c). The proofs of the remaining assertions are performed in the same way and so will be omitted.
The next statement allows us to locate the eigenvalues of H n providing also explicit bounds for each of them. and ν k , k = 1, . . . , n−1 2 satisfy (3.6c) and (3.7c), respectively. Proof. Suppose an integer n 5, a, b, c, d, ξ, η ∈ R and λ k , k = 1, . . . , n be given by (2.4).
(a) According to Lemma 3 and the determinant formula for block-triangular matrices (see [9] , page 185), the characteristic polynomial of H n , for n even, is
where Φ n 2 and Ψ n 2 are given by (2.5d) and (2.5e), respectively, so that the thesis is a direct consequence of Lemma 4.
(b) For n odd, we obtain
where Φ n+1 2 and Ψ n−1 2 are given by (2.6d) and (2.6e), respectively. The conclusion follows from Lemma 4.
Eigenvectors of H n
The decomposition presented in Lemma 3 allows us also to compute eigenvectors for H n in (1.1). n 5 be an integer, a, b, c, d, ξ, η ∈ R, λ k , k = 1, . . . , n be given by (2.4) and H n the n × n matrix (1.1).
Theorem 3 Let
(a) If n is even, S n is the n × n matrix (2.2), P n is the n × n permutation matrix (2.5c), the zeros µ 1 , . . . , µ n 2 of (3.4b) are not of the form λ 2k−1 , k = 1, . . . , n 2 , the zeros ν 1 , . . . , ν n 2 of (3.5b) are not of the form λ 2k , k = 1, . . . ,
is an eigenvector of H n associated to µ k , k = 1, . . . , n 2 and
If n is odd, S n is the n × n matrix (2.2), P n is the n × n permutation matrix (2.5c), the zeros µ 1 , . . . , µ n+1 2 of (3.6b) are not of the form λ 2k−1 , k = 1, . . . , 
is an eigenvector of H n associated to µ k , k = 1, . . . , n+1 2 and
sin[
sin[ Proof. Since both assertions can be proven in the same way, we only prove (a). Let n 5 be even. We can rewrite the matricial equation (µ k I n − H n )q = 0 as
where S n is the matrix (2.2), P n is the permutation matrix (2.5c), Φ n 2 and Ψ n 2 are given by (2.5d) and (2.5e), respectively. Thus, is a nontrivial solution of (3.12). Thus, choosing α = 1 we conclude that (3.10a) is an eigenvector of H n associated to the eigenvalue µ k . Similarly, from (ν k I n − H n )q = 0 we have 
Expression of H

−1 n
The orthogonal block diagonalization presented in Lemma 3 and Miller's formula for the inverse of the sum of nonsingular matrices lead us to an explicit expression for the inverse of H n . n 5 be an integer, a, b, c, d , ξ, η ∈ C, λ k , k = 1, . . . , n be given by (2.4) and H n the n × n matrix (1.1). If λ k = 0 for every k = 1, . . . , n, H n is nonsingular and:
Theorem 4 Let
(a) n is even then
where S n is the n × n matrix (2.2), P n is the n × n permutation matrix (2.5c), 
