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ABSTRACT
The Fast Radio Burst FRB121102 has been observed to repeat in an irregular fashion.
Using published timing data of the observed bursts, we show that Poissonian statistics
are not a good description of this random process. As an alternative we suggest to
describe the intervals between bursts with a Weibull distribution with a shape param-
eter smaller than one, which allows for the clustered nature of the bursts. We quantify
the amount of clustering using the parameters of the Weibull distribution and discuss
the consequences that it has for the detection probabilities of future observations and
for the optimization of observing strategies. Allowing for this generalization, we find a
mean repetition rate of r = 5.7+3.0−2.0 per day and index k = 0.34
+0.06
−0.05 for a correlation
function ξ(t) = (t/t0)
k−1.
Key words: methods: statistical – pulsars: general
1 INTRODUCTION
Fast Radio Bursts (FRBs) are bright, short-duration (ms),
pulses detected in the radio waveband. They are charac-
terized by high dispersion measures (102–103 pc cm−3) and
their origin is not yet understood. Several bursts have been
observed to arrive from a single location and with the same
dispersion measure, collectively referred to in the following
as FRB121102. None of the other FRBs have been observed
to emit repeated pulses. However, it is possible that these
have merely escaped detection.
The bursts of FRB121102 seem to happen in an irreg-
ular fashion, but appear to be clustered to some degree.
This clustering may contain hints to the emission mecha-
nism. Additionally, it has important consequences for the
strategy that will have to be followed in order to detect the
maximum number of bursts in the future and for the max-
imum repeat rate that one may infer from non-detections
of repetitions for other FRBs, as discussed by Connor et al.
(2016).
In this paper, we suggest to model the distribution of in-
tervals between successive bursts of FRB121102. This allows
us to consider simple deviations from Poissonian statistics
and to quantify the clustering. Any clustering parameter es-
timation explicitily or implicitly requires a Bayesian prior to
quantify error bars on the inferred parameters. To this end,
we discuss the Weibull distribution in the next section. We
? E-mail: niels@cita.utoronto.ca
introduce the data we use in Sect. 3, derive the statistical
formalism in Sect. 4, and discuss our results and their con-
sequences in Sect. 5. A brief summary of our findings and
their consequences is given in Sect. 6.
2 BEYOND POISSONIAN STATISTICS
For a Poissonian point process, a sufficient statistic is the
total number of events. Here we consider deviations from
purely Poissonian statistics and make use of the additional
information given by the distribution of events.
If the bursts of FRB121102 were distributed in time
according to a Poisson point process with a constant ex-
pectation value, then the distribution of intervals δ between
subsequent bursts would be exponential, i.e.,
P(δ|r) = r e−δ r, (1)
where r is the constant rate of bursts. One possible general-
ization of this distribution of intervals is the Weibull distri-
bution,
W(δ|k, r) = kδ−1 [δ r Γ (1 + 1/k)]k e−[δ r Γ(1+1/k)]k , (2)
which has an additional shape parameter k. Here,
Γ(x) =
∫ ∞
0
dt tx−1 e−t (3)
is the gamma function. We choose a parameterization in
c© 2016 The Authors
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which the parameter r can again be interpreted as a rate,
since
r−1 = 〈δ〉(δ|k,r) =
∫ ∞
0
dδ δW(δ|k, r). (4)
For k = 1 the Weibull distribution reduces to the Poissonian
case. For values of k different from 1, the Weibull distribu-
tion describes a certain degree of clustering. Specifically, for
k < 1, small intervals are favored compared to the Poisso-
nian case and thus the presence of a burst makes an addi-
tional burst in the near future more likely.
With this parameterization, we can ask whether the ex-
isting observations of bursts and observations with an ab-
sence of bursts are consistent with purely Poissonian statis-
tics and, if not, we can quantify how strong the clustering
of bursts is.
3 DATA
For this analysis, we use the bursts listed in Table 1 of Spitler
et al. (2016) and Table 3 of Scholz et al. (2016), as well as
the starting and stopping times of the observations listed
in Table 2 of Scholz et al. (2016). To get all times onto
equal footing, we convert the starting and stopping times
to barycentric modified Julian dates and apply a frequency-
dependent dispersion correction. These corrections have al-
ready been applied to the published burst arrival times and
we apply them here to the observation intervals to obtain
the correct time differences. The lengths of the resulting ob-
servational intervals and the location of each burst within
these intervals are shown in Fig. 1.
Further follow-up observations of FRB121102 have been
conducted and more bursts have been detected (e.g., Chat-
terjee et al. 2017). However, the exact duration of each ob-
servation is not published and thus we do not include these
in our analysis. While more data will constrain the param-
eters more tightly, the qualitative conclusions of this study
will not change once the necessary data from newer obser-
vations are included.
4 FORMALISM
Consider first a single observation of a finite duration ∆. The
information from this observation consists of the number of
observed bursts, N , and the times at which these bursts
happened, t1, t2, . . . , tN . For simplicity, we measure times
with respect to the start time of the observation. Figure 2
illustrates the variables we use.
We calculate the likelihood for N and t1, . . . , tN by
marginalizing over the time of the next burst, tN+1,
1
P(N, t1, . . . , tN |k, r)
=
∫ ∞
tN
dtN+1 P (N |t1, . . . , tN , tN+1)P(t1, . . . , tN , tN+1|k, r).
(5)
The first ingredient is the probability that N bursts are ob-
served, given the times of the N + 1 first bursts. This is
1 We use P to denote probability densities and P to denote prob-
abilities.
0 1 2 3 4
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Figure 1. Lengths of observational intervals (green lines) with
positions of bursts within them (orange dots). The vertical order-
ing of the intervals is chronological with the most recent observa-
tion at the top. All intervals have been shifted to the same start
time.
independent of the parameters of the Weibull distribution
and trivially given by
P (N |t1, . . . , tN , tN+1) = θ(∆− tN ) θ(tN+1 −∆), (6)
where θ(·) is the Heaviside step function, which is 1 for a
positive argument and 0 otherwise.
The second ingredient, the probability for the arrival
times of the N + 1 first bursts, given the parameters of the
Weibull distribution, can be split into a product of proba-
bilities for the inter-burst intervals,
P(t1, . . . , tN , tN+1|k, r) = P(t1|k, r)
N−1∏
i=1
P(ti+1|ti, k, r)
= P(t1|k, r)
N−1∏
i=1
W(ti+1 − ti|, k, r).
(7)
The first factor in the last equation, the probability den-
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Figure 2. Illustration of the variables used to describe a single
finite-duration observation (green line). We assume that N bursts
(orange dots) happen during the observation.
sity for the time of the first observed burst, is slightly more
complicated than the others. Since there is no previously ob-
served burst, this is not a pure Weibull distribution. How-
ever, we will relate the two distributions in the following
way: Consider the interval δ01 = t1− t0 between the last un-
observed burst and the first observed burst. The probability
distribution for the length of this interval is characterized by
the Weibull distribution, which describes the distribution for
interval lengths in general, and the fact that the observation
started within this interval. The probability for the latter
fact is proportional to the length of the interval so that we
can write
P (obs. start during δ01|δ01) ∝ δ01 (8)
and thus
P(δ01|k, r, obs. start during δ01)
∝ P (obs. start during δ01|δ01)P(δ01|k, r)
∝ δ01W(δ01|k, r). (9)
To ensure the correct normalization, the full probability dis-
tribution has to be
P(δ01|k, r, obs. start during δ01) = δ01
δ¯
W(δ01|k, r), (10)
where
δ¯ =
∫ ∞
0
dδ δW(δ|k, r) = 1
r
. (11)
Further, for symmetry reasons, we have
P(t1|δ01) = 1
δ01
θ(δ01 − t1). (12)
Thus, we can write the first factor in Eq. (7) as
P(t1|k, r) =
∫ ∞
0
dδ01 P(t1|δ01)P(δ01|k, r, obs. start during δ01)
=
1
δ¯
∫ ∞
t1
dδ01W(δ01|k, r)
=
1
δ¯
CCDF(t1|k, r), (13)
where we have defined the complementary cumulative dis-
tribution function
CCDF(δ|k, r) = e−[δ r Γ(1+1/k)]k (14)
in the last line.
Plugging everything into Eq. (5), we are left with a
product of N−1 Weibull distributions, a cumulative Weibull
distribution due to the time difference ∆− tN at the end of
the observation, and another cumulative Weibull distribu-
tion due to the time elapsed at the beginning of the ob-
servation before the first burst. As argued above, this last
factor has an additional factor 1/δ¯. In total, we obtain
P(N, t1, . . . , tN |k, r) = 1
δ¯
CCDF(t1|k, r) CCDF(∆− tN |k, r)
N−1∏
i=1
W(ti+1 − ti|k, r). (15)
This expression is valid for any distribution of intervals. To
obtain the specific expression for the case of the Weibull
distribution, we plug in Eqs. (2), (11), and (14).
Strictly speaking, Eq. (15) is only valid for N > 1. For
N = 1 it simplifies trivially to
P(N = 1, t1|k, r) = 1
δ¯
CCDF(t1|k, r) CCDF(∆− t1|k, r).
(16)
For the case N = 0, i.e., an observation without de-
tected bursts, we follow a similar argument as above and
marginalize over the time of the first burst after the start of
the observations,
P (N = 0|k, r) =
∫ ∞
∆
dt1 P(t1|k, r)
=
1
δ¯
∫ ∞
∆
dt1 CCDF(t1|k, r). (17)
Plugging in Eq. (14) yields the result for the Weibull distri-
bution,
P (N = 0|k, r) =
Γi
(
1/k, (∆ r Γ(1 + 1/k))k
)
k Γ(1 + 1/k)
, (18)
where
Γi(x, z) =
∫ ∞
z
dt tx−1 e−t (19)
is the incomplete gamma function.
This completes the derivation of the likelihood for a
single finite-duration observation. In the limit that succes-
sive observations are widely spaced when compared to the
spacing of the bursts, the individual observations become in-
dependent and the likelihood turns into a simple product of
the likelihoods of the individual observations. In the follow-
ing, we follow this approximation. In Appendix A we show
that the error introduced by this simplification is small.
To infer the parameters k and r we need to multiply
the likelihood with a prior and calculate the posterior dis-
tribution for the two parameters. Since both parameters are
strictly positive we work with their logarithms. Specifically,
we choose independent Jeffreys priors for k and r, i.e.,
P(k, r) ∝ k−1 r−1 (20)
so that
P(log k, log r) = const. (21)
We then calculate the posterior as
P(k, r|N, t1, . . . , tN ) ∝ P(N, t1, . . . , tN |k, r)P(k, r). (22)
MNRAS 000, 1–7 (2016)
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Figure 3. Posterior probability distribution for the two parame-
ters of the Weibull distribution (green). The contours correspond
to the 68 %-, 95 %-, and 99 %-confidence regions. The dashed blue
curve in the top panel depicts the slice through the posterior at
k = 1, i.e., the posterior for the rate r when restricting the Weibull
distribution to a Poissonian distribution. The orange lines indi-
cate the posterior mean parameters.
5 RESULTS AND DISCUSSION
We make use of the data shown in Fig. 1 and insert them
into Eqs. (15), (16), and (18). Figure 3 shows the resulting
two-dimensional posterior distribution for k and r, as well
as the one-dimensional marginal posteriors for the individual
parameters.
5.1 Non-Poissonian nature of FRB121102
From Fig. 3 we immediately see that the Poissonian case of
k = 1 is strongly disfavored by the data. The posterior mean
value for the shape parameter is 〈k〉(k|N,t) = 0.34+0.06−0.05 and
the posterior mean for the rate is 〈r〉(r|N,t) = 5.7+3.0−2.0/day
The uncertainties given here are the 68 % confidence inter-
vals. The estimated rate is similar to the Poissonian rate,
but the uncertainty interval is about twice as wide. Since
the value of k is less than 1, there is indeed an excess of
short inter-burst intervals. A consequence of this is that, if
a burst is observed, the probability that another burst hap-
pens shortly after is increased.
Although we have not exhausted all possible distribu-
tions to model the data, it can be quantitatively shown that
the Weibull distribution describes the data much better than
Poissonian case. We examine this by Kolmogorov-Smirnov
(KS) test on the distribution of burst intervals. For Pois-
sonian case, the distribution of intervals disagrees with the
exponential best fit at level α = 1.03× 10−6. If we assume a
Weibull distribution, we have to consider 3 kinds of intervals
(N = 2, N = 1 and N = 0 as discussed in §4) separately.
0 5 10 15 20 25
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Figure 4. Probability to see N bursts during an observation
for which the expected number of bursts is 10. The solid green
histogram shows the Weibull case with parameters fixed to the
posterior-mean values and the dashed blue histogram shows the
Poissonian case with the same rate.
For each of these, the distribution depends on the Weibull
parameters k, r, and additionally the distribution of obser-
vation durations (see Appendix B for more details). These
three distributions disagree with the Weibull model at lev-
els α = 1.46, 1.18 × 10−4, 0.37 respectively. It shows that
Weibull model performs much better than Poissonian. Note
that, although much better than Poissonian in α the Weibull
distribution still does not describe the data well, especially
in the distribution of “N = 1”-kind intervals. The reason is
obvious – from Fig. 1 we see many clustered bursts to accu-
mulate in short observations, and even very likely to be in
the beginning or ending of one observation.
To illustrate the effect this has on the number of bursts
during an observation, we consider the case of a Weibull dis-
tribution with parameters fixed to the posterior-mean val-
ues. We numerically calculate the probability to see N bursts
during an observation that lasts ten times the mean burst
separation, i.e., ∆ = 10/r. For the posterior-mean repeti-
tion rate of FRB121102, this is a 42-hour observation. The
result is shown in Fig. 4. For comparison, we also plot the
Poissonian probability. While the mean number of bursts is
the same for both cases, the Weibull case has a much higher
probability of yielding no bursts at all. The excess of short
intervals makes it likely that either no burst is seen (if the
observation happens to fall within a long inter-burst inter-
val) or several bursts are seen, since the presence of one burst
makes the presence of other bursts in the temporal vicinity
more likely.
An important consequence is that the inference that
can be done on the mean repetition rate from observing
an FRB, or a random location in the sky, for some time
∆ and not seeing any bursts is much weaker than in the
Poissonian case. A possible line of reasoning is to equate the
probability of seeing no bursts in such an observation with
a probability threshold α, to solve for the threshold rate rα,
and to conclude that rates above this threshold value are
disfavored by the observational evidence. For the Poissonian
MNRAS 000, 1–7 (2016)
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Figure 5. Ratio of the thresholds above which rates can be ruled
out at the 95 % level for the Weibull case and the Poissonian case
after conducting a continuous observation without detection. For
k = 1 the ratio is 1 by definition. The vertical dashed line marks
the posterior-mean value of 〈k〉(k|N,t) = 0.34, for which we find a
ratio of 13, indicated by the horizontal dashed line.
case, this leads to a threshold rate of
r(Poiss)α = − ln(α)
∆
, (23)
whereas the Weibull result can be obtained by numerically
solving Eq. (18) for r. Figure 5 shows the ratio of the thresh-
old rate in the Weibull case, r(Weib), and the threshold rate
in the Poissonian case, as a function of the shape parameter
k. For the posterior-mean value, we find a ratio of 13 for
α = 5 %, meaning that rates that are consistent with the
data of such an observation can be 13 times as high when
allowing for k 6= 1 than when assuming Poissonian statistics.
Choosing a lower probability threshold α makes this ratio
even larger.
Thus, it is possible within the Weibull model that an
FRB that has been observed not to repeat for some time
does indeed repeat with a fairly high average rate, but with
a value of k that is significantly less than 1. This opens the
door to the possibility that all observed FRBs are in fact the
same class of objects, even though only one object has been
observed to burst repeatedly.
5.2 Clustering
To further quantify the degree of clustering, we consider the
power spectrum of the burst density for the Weibull dis-
tribution with the parameters fixed to the posterior-mean
values. If we discretize the time axis into bins of width dt,
the mean number of bursts during a bin is
N¯ = r dt. (24)
We can calculate a density of bursts by dividing by the bin
width, n(t) = N(t)/dt, and use its Fourier-space version
n(ν) to define the power spectrum,
P (ν) =
〈|n(ν)|2〉
(N|k,r) . (25)
For a Poissonian point process, the power spectrum is
flat, i.e., independent of ν. We choose the normalization of
10-5 10-4 10-3 10-2 10-1 100 101 102 103 104
ν/(day−1)
1
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Figure 6. Power spectrum of the burst number density for the
Weibull distribution with parameters fixed to the posterior-mean
values (green line). The Poissonian expectation (r = 5.7) has
been subtracted to show the excess power due to clustering. The
horizontal orange dashed line shows the Poissonian power spec-
trum increased by a factor (Γ(1 + 2/k)/Γ(1 + 1/k)2 − 1) ∼ 17.6.
The vertical orange dashed line marks the mean rate 〈r〉(r|N,t).
the Fourier transform in such a way that the value of the
power spectrum, except for the zero frequency, is the mean
number of bursts per day. In Fig. 6 we show the numerical re-
sult for the power spectrum of Weibull-distributed events af-
ter subtracting the Poissonian power, i.e., we show the excess
of power due to the clustering. Two extremes are of interest:
For frequencies much larger than the mean rate r, the clus-
tering becomes unimportant and the Poissonian power spec-
trum is recovered. The clustering power declines as a power
law in frequency. For frequencies much smaller than the
mean rate the power spectrum becomes flat as well, but with
an increase in power by a factor (Γ(1+2/k)/Γ(1+1/k)2−1).
We derive this result in Appendix C. At intermediate fre-
quencies, the power spectrum smoothly transitions between
these two regimes and it is this range that describes the
non-trivial clustering.
A common parametrization of temporal clustering
is through the Fourier Transform of the power spec-
trum, called the two-point correlation function, ξ(t) ≡
(2pi)−1
∫∞
0
P (ν) exp(itν) dν, which describes the fractional
excess over Poissonian at time lag t. The asymptotic forms
of the correlation function at short and long lags are
ξ(t) =
{
k [ Γ (1 + 1/k)]k (rt)k−1 t . 10/r
Γ(1+2/k)/Γ(1+1/k)2−2
rt
t 10/r . (26)
5.3 Observational strategies
The fact that the bursts appear clustered should inform
future observational campaigns that aim to detect more
bursts. In the Poissonian case, the probability of detecting
a burst depends only on the total duration of the observa-
tion. In the presence of clustering, however, an observational
strategy that spreads the same observing time over a larger
period by introducing gaps has a higher chance of detecting
a burst.
To illustrate this effect, we consider again the example
MNRAS 000, 1–7 (2016)
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Figure 7. Probability of detecting at least one burst as a func-
tion of observing strategy. The assumed campaign consists of ten
equally long observations of a duration such that the Poissonian
expectation value for the number of bursts is 10, interrupted by
nine equally long gaps. The graph shows the detection probability
as a function of the gap duration.
of an observation whose total duration is such that the ex-
pected number of bursts is 10. However, we now split this
time into ten equally long observations with equally long
gaps between them. Figure 7 shows the numerically calcu-
lated probability of detecting at least one burst in such an
observation, as a function of the length of each observing
gap. Evidently, spreading the observations out increases the
odds of a successful detection. Here we have again fixed the
parameters to the posterior-mean values and the Poissonian
probability of detecting at least one burst is 99.995 %.
Calculations such as the one shown here can be done for
arbitrary observing strategies and may therefore be useful
for their optimization.
6 SUMMARY
We have used the Weibull distribution as a generalization
from Poisson statistics. This is not the only possible ex-
tension. Examples for other extensions could be a gamma
distribution of intervals or a Poissonian model with time-
varying rate, which could for example be modeled as a log-
normal random field. We use the Weibull distribution as a
simple, mathematically tractable, model that allows us to
demonstrate that the available information on burst arrival
times and the observation timing strongly disfavors Poisso-
nian statistics and favors instead a clustered distribution.
The most important consequences are:
• For a continuous observation, a non-detection of bursts
is much more likely than in the Poissonian case.
• Consequently, upper limits on repetition rates derived
from non-detections become much looser and rate estimates
in general less certain.
• A spread-out observation interspersed with gaps is bet-
ter suited for detecting further bursts than continuous ob-
servations with the same total observation time.
Table A1. Fraction of the simulations with independent intervals
(second column) and those with finite observational separations
(third column) for which the parameter values assumed in the
simulations lie within the 68 %-, 95 %-, and 99 %-confidence re-
gions derived from the simulated data.
confidence level independent finite
68 % 59 % 63 %
95 % 93 % 93 %
99 % 98 % 98 %
APPENDIX A: EFFECT OF THE FINITE TIME
BETWEEN OBSERVATIONS
In our analysis we treat each of the observational intervals
shown in Fig. 1 as independent. In reality, however, they are
separated by finite gaps and the correlations in the burst
pattern extend, at least in principle, across these gaps and
thus correlate the observations across observational inter-
vals. Here we investigate the severity of this effect.
We run two series of simulations of Weibull-distributed
events, with parameters fixed to the posterior-mean values.
In the first series, we simulate events in the intervals shown
in Fig. 1 assuming that they are completely independent,
i.e., infinitely separated. In the second series, we simulate
the intervals at their actual separation. We then apply the
analysis described in Sect. 4 to each simulated data set. If the
finite separation of the observations had a great effect, we
would expect to see posterior distributions that are different
for the two simulation series and are shifted away from the
simulated parameters in the case of the realistic simulation.
However, neither appears to be the case for the two times
240 simulations that we have run.
We check the accuracy of our model by computing the
fraction of simulations for which the true parameter values
lie within each contour. The result of this test is shown in
Table A1 and confirms that the size of our uncertainty region
is accurate.
As a null test, we have also run a similar set of simula-
tions where we set k = 1, i.e., the Poissonian case. In this
case, we do find a posterior that is centered on k = 1, thus
confirming that the non-Poissonian structure we infer is not
an artifact of our analysis.
APPENDIX B: PROBABILITY DENSITY
FUNCTIONS OF INTERVALS
We consider a number of events (e.g. FRB bursts here) de-
tected by an independent series of observations with finite
times. The duration of each observation Tobs obeys fobs. In
the case of Tobs →∞, we can observe the intrinsic statistics
of intervals between two events – we denote it f∞2 (∆t). Re-
alistically, when Tobs is finite, we observe 3 kinds of intervals
– combinations between observation boundaries and events.
We define t0 as time of interval between two boundaries,
t1 as time of interval between one event and one boundary,
and t2 as time of interval between two events. We study the
distribution of {t0, t1, t2} given f∞2 and fobs.
One can easily proof that the PDF of t0 can be written
as f0 ∝ P0(t)fobs(t), where P0 is the probability of no detec-
MNRAS 000, 1–7 (2016)
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tions within Ti. For discrete cases, fobs = N
−1∑N
i=1 δ(t −
Ti), where δ(t) is the Dirac delta function. It is straightfor-
ward to integrate and get the CCDF of t0,
1− F0(t) =
∑N
i=m P0(Ti)∑N
i=1 P0(Ti)
, (B1)
where m is the smallest index s.t. Tm > t.
To produce t1 = t, we need condition(1): Given an
event, the probability that the next/previous event happens
at least t after/before it2 P1(t) = 1−F∞2 3, and condition(2):
the probability that Ti > t, which is 1− Fobs(t). Thus,
f1 ∝ f∞1 (t)
∫ ∞
t
fobs(t
′)dt′ = f∞1 (t)(1− Fobs(t)), (B2)
To produce t2 = t, we need the probability of ∆t = t
selected from f∞2 (∆t), the probability of Ti > t, and the
probability that t can be put in Ti, which is Ti − t. So
f2 ∝ f∞2 (t)
∫ ∞
t
fobs(t
′)(t′ − t)dt′ = f∞2 (t)
N∑
i=m
(Ti − t), (B3)
where again m is the smallest index s.t. Tm > t.
Recall that for Weibull distribution,
f∞2 = kt
−1[r Γ(1 + 1/k) t]k exp
[
−(r Γ(1 + 1/k) t)k
]
, (B4)
f∞1 = P1 = 1− F∞2 = exp
[
−(r Γ(1 + 1/k) t)k
]
, (B5)
P0 =
Γi
(
1/k, (r Γ(1 + 1/k) t)k
)
k Γ(1 + 1/k)
. (B6)
APPENDIX C: POWER SPECTRUM OF A
WEIBULL DISTRIBUTION
For a Weibull distribution of inter-burst intervals, the power
spectrum on temporal scales much smaller than the mean
burst separation and on scales much larger than this sep-
aration is flat. Here we derive the ratio of power between
these two regimes.
Consider the time elapsed until N successive events
have occurred, ∆N . For large N this will correspond to
large time-scales and thus small frequencies. Since the inter-
event intervals are considered to be independent, the central
limit theorem holds and the distribution of ∆N is Gaussian
for large N . The mean and variance of this Gaussian are
straightforwardly calculated from the mean and variance of
an individual interval. The mean is
∆¯N =
N
r
(C1)
both for the Poissonian and the Weibull case. The variance
is
σ2∆N ,Poiss =
N
r2
(C2)
for the Poissonian case and
σ2∆N ,Weib =
N
r2
[
Γ (1 + 2/k)
Γ (1 + 1/k)2
− 1
]
(C3)
2 condition(1)∼ condition(1′): Given a boundary, the
next/previous event happens t away from it.
3 In Eq.(B1), P0(t) = 1− F∞1 (t).
for the Weibull case.
Now consider a fixed time-scale ∆. For large ∆, the
number of bursts that occur during this time, N∆ will again
be approximately Gaussian distributed with a mean
N¯∆ = ∆ r (C4)
and a comparatively small variance, which is proportional
to the variance of the duration of N¯∆ events, given above.
We thus obtain as the ratio of the large-scale power in the
Weibull case and the Poissonian power the factor
PWeib(ν  r)
PPoiss(ν  r) =
Γ (1 + 2/k)
Γ (1 + 1/k)2
− 1. (C5)
At high frequencies, the Poisson noise subtracted power
spectrum scales as ∝ ν−k. The numerical result shown in
Fig. 6 confirms the validity of this argument.
Note that the line of reasoning followed here is appli-
cable more generally than just to the case of a Weibull dis-
tribution. For any distribution of independent intervals for
which the central limit theorem has validity, i.e., any distri-
bution with finite non-zero moments, a similar result can be
derived.
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