Background: 3D segmentation and analysis of dendritic spines involve two major challenges: 1) how to segment individual spines in 3D from the dendrites and 2) how to quantitatively assess the 3D morphology of individual spines. We developed software named 3dSpAn to address these two issues by implementing a 3D multiscale opening algorithm in shared intensity space and using effective morphological features, for individual dendritic spine plasticity analysis.
Background
Dendritic spines are small membranous protrusions on neuronal dendrites having distinct structural features and falls in different categories based on shape and size. Generally, dendritic spine consists of spine head and thin spine neck which separates it from the parent dendrite [1] and such a specific shape helps to control electrical and biochemical compartmentalization [2] . Dendritic spines play major roles in activity and signal transmission of neural circuits, but their exact function is still not clear and under comprehensive research. The shape of dendritic spines changes spontaneously or in response to neuronal stimulation. This phenomenon is termed as structural plasticity widely considered as critical for synaptic function [3, 4] . The functional consequences of these morphological changes are not completely known yet. However, it is evident from the literature that the plasticity of dendritic spines accompany learning and memory [5] and many neuropsychiatric and neurodegenerative diseases [6, 7] e.g. Alzheimer's disease [8] , schizophrenia [9] . Many aspects of the existing structure-function relationship in dendritic spines are still unknown because of their complex morphology [5, 7] . It is difficult to segment individual spine and find true spine boundaries from low resolution microscopic images which creates the challenge in accurate modeling of the three-dimensional (3D) morphology of individual spines.
With the advances in microscopic imaging technologies researchers are equipped with sufficient amount of imaging data. There is a need of robust image analysis tool to process this huge amount of imaging data for segmentation and quantitative morphological assessment of dendritic spines.
There are mainly two approaches for segmentation and morphological analysis of dendritic spines: using 2D MIP (Maximum Intensity Projection) image obtained from microscopic 3D image and directly using microcopic 3D image. The method stated in [10, 11, 12, 13] used 2D MIP image for quantitative assessment of morphological changes in dendritic spines. However, 2D MIP images are misleading due to loss of information and structure overlapping. Therefore, accurate quantitative morphological analysis of individual dendritic spine from 2-D MIP images is nearly impossible. The developed software uses 3D images for morphological analysis of dendritic spine. A few studies in the literature addressed the issue of individual spine morphometry. A commercially available tool Imaris [14] allows user for 4D analysis of den-dritic spine. Imaris is good for analyzing overall spine population but it fails to assess individual spine morphometry. In [15] , Swanger et al proposed a method for automatic 4D analysis of dendritc spine morphology which follows the same pipeline as Imaris. It also fails to quantify individual spine morphology. A robust user interactive tool for segmentation and morphological analysis of individual dendritic spine in 3D is still missing. In this work, we present an interactive software 3dSpAn to segment and quantitatively assess the 3D morphology of individual spines in 3D and evaluate its efficacy over different imaging conditions (in vitro, ex vivo and in vivo). The developed software uses 3D multiscale opening (MSO) algorithm [16] to segment the spines from the dendritic segments. The detail theoretical work and experimental results on individual spine plasticity, shown in our prior work [17] , successfully validated the method with respect to the available state-of-the-art tools, like Imaris software [14] and demonstrated a high multi-user reproducibility. The objective the present work is to develop a free standalone software with user friendly GUI for segmentation and analysis of dendritic spine. Several measures have been taken to ease the user interaction process and obtain better analysis result. The challenges and our approach are discussed in detail in later sections. The detail user guide and video tutorials are available at:https://sites.google.com/view/3dSpAn/ under LGPLV3 license.
Implementation
The main advantage of 3dSpAn in comparison with other state of the art dendritic spine segmentation software is that it allows user to segment and reconstruct individual spine in 3D, extracts its quantitative morphological features and classify it into one of the three major spine classes: stubby, filopodia and mushroom.
3dSpAn is written in C++ language in Qt development environment [18] . Instead of working on the whole image, user can select different region of interest (ROI) from the image and work on them individually. 3dSpAn comprises of four main modules: Preprocessing and ROI selection(M1), Intensity thresholding and seed selection(M2), Multiscale segmentation(M3) and Quantitative morphological feature extraction(M4).
Preprocessing and ROI selection(M1)
All 3D microscopic images, irrespective of imaging modalities, have two common drawbacks: one is inherent noise and lower depth resolution than in-plane resolution. A preprocessing step is necessary to overcome these drawbacks. 3D median filter [19] is applied for noise elimination and blinear interpolation [20] is applied along the depth for appropriate scaling. Bilinear interpolation produces smooth interpolated result in real time.
After preprocessing, user selects a ROI for segmentation and quantitative morphological analyis of individual dendritic spine. Figure 1 describes the overall workflow of 3dSpAn, the different components of GUI and selected ROI. A confocal microscopic image of in vitro neuronal culture is used in Figure 1 .
Intensity thresholding and seed selection(M2)
The benefits of working in a smaller ROI is that the intensity thresholds are better estimated and adjustment of these thresholds are also easy for a smaller ROI. For segmentation of dendritic spines, first we have to segment dendrite and spines together from the background and after that segment individual spines from the dendrite. Generally spines are of low intensity and dendrites are higher intensity but spine and dendrite share a common intensity range. Two intensity thresholds for spine and dendrite, th s and th d respectively are calculated for the selected ROI(R i ). Let µ be mean intensity of the ROI and δ be standard deviation then th s and th d are calculated as
If intensity at a point P (x, y, z), I(P ) < th s then it is pure background point and if I(P ) ≥ th d then it is pure dendrite.The intensity range between th s and th d is the shared intensity space between spine and dendrite. A monotonically increasing fuzzy membership function is used here calculating spine and dendrite membership (µ s and µ d ) of each pixel.
It may happen a spine in R i are of high intensity(> th d ) or a spine is disconnected from dendrite because of low intensity(< th s )then we have to modify the value of th s and th d to segment the spine. The intensity space between th s and th d can visualized as color transition from red to green changing from spine to dendrite. This color coded visualization helps user to modify th s and th d manually. To select a dendritic spine(S i ) for segmentation user need place a spine seed on it. Multiple spine seeds can be placed for a single spine(S i ). The pixels with intensities greater than th d are considered as implicit dendritic seeds. Explicit dendritic seeds are required if µ d value of points are low in a dendrite region. A separator is placed to separate two touching spines. Figure 2 describes the intensity thresholding and seed selection module.
Multiscale segmentation(M3) User given seeds and separators set stage for the MSO algorithm to segment dendrite and spine. MSO algorithm segments two conjoint objects, spines from dendrites in this case, coupled at unknown locations and arbitrary scales in the shared intensity space (bounded by th s and th d ). With user given seeds and separators, the MSO algorithm separates the spines from the dendrites at a specific scale based on fuzzy distance transform(FDT) and fuzzy morphoconnectivity strength.
After segmentation at a specific scale, the previous separation boundary is freezed using constrained morphological dilation, enabling segmentation at the next finer scale. In the iterative approach of MSO, it takes several iterations to grow path-continuity of an object starting from its seed, often falling in large-scale regions, to a peripheral location with fine scale details. Please go through Saha et. al [16] for theoretical and mathematical detail of MSO algorithm. Figure 3 describes the multiscale segmentation on the image taken in Figure 1 .
Quantitative morphological feature extraction(M4) After 3D segmentation, the feature extraction module extracts key morphological features each segmented spine S i like volume, length, head width, and neck length from each spine. These features are extracted by identifying three characteristic points for each dendritic spine, 1) the central base point, i.e., the central point of the junction between the segmented spine and dendrite, 2) central head point, i.e., the locally deepest point in the spine, and 3) the farthest point on the spine from the central base point are determined using FDT and other morphological operations. Using these features, each S i are categorized into one of the three major spine classes: stubby, filopodia or mushroom. Each spine shape reflects the function and strength of synaptic connections, thus the precise determination of spine morphology is crucial in studies of synaptic plasticity [21] . For the mathematical detail of the quantitative measurements and spine classification please refer to our previous paper [13] . Figure  4 describes the quantitative morphological feature extraction module.
After working on the current ROI user can select another ROI from the image and perform segmentation and analysis. It is possible to stop in between the analysis process and resume later from the saved profile.
Results and Discussion
The experiment is done on images of three different biological models in vitro, ex vivo, and in vivo. The details of biological models and imaging modalities are described in Table 1 . For 3D visualization of the segmented spines, we used the open source software ITK SNAP [22] . The morphological feature values(volume, length, head width and neck length) of the segmented spine from confocal microscopic image of in vitro neuronal culture(refer Figure 4 ) are shown in Table 2 . The performance of the software in segmentation and analysis of dendritic spine remains unchanged regardless of the biological model and imaging modality. Figure  5 and Figure 6 show the segmentation results in ex vivo sample and in vivo sample respectively. Table 3 and Table 4 show the morphological feature values of the segmented spines in Figure 5 and Figure 6 . Figure  7 shows different segmented region in a a single 3D image.
Conclusions
The presented software enable user to successfully segment the dendritic spines in 3D and quantify its morphological features from images of different biological model and imaging modalities. The segmentation results are shown in in vitro and ex vivo images captured using confocal microscopy and in vivo image captured using two photon microscopy. The high reproducibility of segmentation method is already established in our previous publications [17, 23] . The main focus of the present work is the usability, reducing user interaction in the segmentation process and help user to estimate the segmentation parameters with enhanced visualization. in: [13, 17] Primary hippocampal cultures from P 0 (post-natal Day 0) Wistar rats were prepared as described later. Brains were removed and hippocampi were isolated on ice in dissociation medium DM; 81.8mM Na2SO4, 30mM K2SO4, 5.8mM MgCl2, 0.25mM CaCl2, 1mM HEPES pH 7.4, 20mM glucose; 1mM kynureic acid; 0.001% Phenol Red. Next, hippocampi were incubated twice for 15min at 37 • C with 100 units of papain (Worthington, NY) in DM, then rinsed three times in DM and subsequently three times in plating medium [MEM, 10% fetal bovine serum and 1% penicilin-streptomycin]. Hippocampi were triturated in plating medium, then centrifuged for 10min at room temperature, at 208.5g. The resulting cell pellet was suspended in plating medium, cells were counted and plated at density 120000 cells per 18mm diameter coverslip (Assistent, Germany) coated with 1mg/ml poly-Llysine (Sigma) and 2.5µg/ml laminin (Roche). At 3h after plating medium was exchanged for maintenance medium (Neurobasal-A without Phenol Red, 2% B-27 supplement, 1% penicillin-streptomycin, 0.5mM glutamine, 12.5µM glutamate, 25µM β-mercaptoethanol) and cells were kept at 37 • C under a humidified 5% CO2 atmosphere.
Availability and requirements
DiI staining was performed in brain slices from C57BL6J mice.
The mice were anesthetized and transcardially perfused with 1.5% paraformaldehyde. The brains were dissected and sliced using a vibratome. Slices (140µm thick) were allowed to recover for at least 1.5h at room temperature. Random dendrite labeling was performed using 1.6mm tungsten particles (Bio-Rad, Hercules, CA, USA) that were coated with propelled lipophilic fluorescent dye(1, 1 -dioctadecyl-3, 3, 3, 3tetramethylindocarbocyanine perchlorate), (DiI; Invitrogen) that was delivered to the cells by gene gun (Bio-Rad) bombardment.
Virus
injections Implant cranial windows and inject HAPLN1-Scarlet + Synaptophysin-BFP AAVs in PFC for Thy1-GFP mice. Imaging after 4 weeks postinjection: Anaesthetize with Isoflurane to perform baseline images (3 to 4 positions) and 24hours after performance of single image for all positions.
Imaging protocols
Live cell imaging Cultured hippocampal neurons were transfected at 14days In-vitro (DIV) with Syn-GFP plasmid to visualize neuronal morphology. Live cell imaging was performed on 20˘22 DIV. Prior the imaging, the cells were placed in an acquisition chamber with controlled temperature (37 • C) and stable CO2 5% concentration. Dendritic segments decorated with dendritic spines were imaged at the Time 0, before stimulation, and then was induced by bath application of a mixture of 50µM forskolin, 50µM picrotoxin and 0.1µM rolipram (each dissolved in DMSO) in maintenance media. Dendritic segments were imaged at 10min after cLTP induction. Images were acquired using the Carl Zeiss LSM780 confocal microscope with a C-Apochromat 40x/1.2 NA water immersion objective using 488nm wavelength argon laser at 3% transmission at 70nm/pixel resolution. A series of z-stacks were acquired at 0.4µm step.
Imaging
Images of dendrites in different brain regions were acquired under 561 nm fluorescent illumination using a confocal microscope (63 objective, 1.4 NA) at a pixel resolution of 1024 × 1024 with a 3.43 zoom, resulting in a 0.07µm pixel size [24] .
Images of dendrites in different brain regions were acquired under 488nm fluores-cent illumination using a 2-photon microscope (40 objective) with a 2.0 zoom.
Procedure references
Refer [24, 25] Refer [24, 26] Refer [27, 28, 29, 30] Aparatus Figure 1 (c) with color transition from red to green describing the spine membership and dendrite membership value of a pixels(above). The block interactive module show the intensity thresholds ths(40) and th d (240) for the spine and dendrite respectively and the graph shows fuzzy membership curve for both spine(red) and dendrite(green). (b) Some of the user given spine seeds (red) and separators(blue) which are place on the same depth are shown. The seeds are numbered in the order they are given. Often, to include a spine user need to adjust ths and th d . The pixels with greater than th d are used as dendrite seeds implicitly. For this ROI, explicit dendrite seeds are not given. 
