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Abstract
By collecting statistics over runtime executions of a program we can answer com-
plex queries, such as “what is the average number of packet retransmissions” in a
communication protocol, or “how often does process P1 enter the critical section
while process P2 waits” in a mutual exclusion algorithm. We present an extension
to linear-time temporal logic that combines the temporal speciﬁcation with the col-
lection of statistical data. By translating formulas of this language to alternating
automata we obtain a simple and eﬃcient query evaluation algorithm. We illustrate
our approach with examples and experimental results.
1 Introduction
Runtime veriﬁcation [13] is a lightweight approach to program safety. Given
a trace of a program execution, we report success if the trace satisﬁes the
program speciﬁcation and failure if a fault is detected. There are certain
limitations to this approach. Liveness properties, for example, can never be
falsiﬁed on a ﬁnite trace. In monitoring applications it is often more helpful
to be warned about indicators of impending failure, such as the number of
packet retransmissions in a network, than about the actual violation.
In this paper, we present an extension to linear-time temporal logic that
combines the temporal speciﬁcation with the collection of statistical data.
Instead of checking the property “there are only ﬁnitely many retransmissions
for each packet”, which is vacuously true over ﬁnite traces, we evaluate queries
like “what is the average number of retransmissions” or “what is the maximum
packet delay”, which give a good picture of the current network status.
Our queries are constructed from experiments, which form basic observa-
tions at individual trace positions, and aggregate statistics which combine the
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results of multiple experiments. This query language is deﬁned in Section 2.
We discuss examples from a communication protocol and a mutual exclusion
algorithm. Next, we develop an automata-theoretic solution for the evalua-
tion of queries. We introduce algebraic alternating automata in Section 4 and
discuss their evaluation over traces. The translation of queries to automata
is described in Section 5. Section 6 concludes with experimental results from
our prototype implementation.
Related Work
Program proﬁling has a long history, exempliﬁed in popular tools like gprof [11].
However, this research has concentrated mostly on certain speciﬁc types of
data like running time and memory leaks. Our approach can be used to de-
velop ﬂexible proﬁling tools that evaluate user-deﬁned temporal queries.
Runtime veriﬁcation with linear-time temporal logic has received a grow-
ing attention recently. Examples include the commercial system Temporal
Rover [7], a tool that allows the speciﬁcations to be embedded in C, C++,
Java, Verilog and VHDL programs. Runtime veriﬁcation algorithms have also
been applied in guiding the Java model checker Java PathFinder developed at
NASA [12].
Linear-time temporal logic is a widely used formalism for the speciﬁcation
and veriﬁcation of reactive and concurrent systems [15]. For static analysis,
other extensions to quantitative queries have ﬁrst been studied in the context
of real time systems [8,9]. Recent work along the same lines includes [1,5]. Our
query language can be seen as a generalization of the logic MinMax Ctl [5].
Alternating automata [6] are a generalization of nondeterministic automata
and ∀-automata [14]. Because of their succinctness they are an eﬃcient data
structure for many problems in speciﬁcation and veriﬁcation [19,18]. The
algebraic alternating automata we deﬁne in Section 4 are inspired by the
extended alternating automata of [4]. There, extended alternating automata
are used for static Query Checking, which determines the set of propositional
formulas that satisfy a temporal query over a program. Our general framework
for using alternating automata for runtime veriﬁcation was reported in [10]. In
this paper we concretize the general approach by providing a query language
and a translation from queries to alternating automata.
2 Specifying Runtime Statistics
2.1 Programs, States and Traces
In our framework runtime veriﬁcation consists of posing queries about program
traces. These queries typically contain expressions over program variables, but
they do not further depend on the program or its structure, nor does their
evaluation. Therefore it is suﬃcient to formalize only the notions of states
and traces.
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Let Σ be a many-sorted algebraic signature and P be a program with a
ﬁnite set of variables X. Each variable x ∈ X is assumed to have a ﬁxed sort
τx. A query expression e is a term in the term algebra T (Σ, X). Given a Σ-
algebra V , a V-state of a program P is a map s : X → V such that each variable
x ∈ X is assigned a value of the right sort in V . We intentionally confuse a
state s with the unique homomorphism s : T (Σ, X) → V that extends s.
Therefore, if e is an expression, s(e) is deﬁned by this homomorphism.
An expression with sort boolean is called an assertion. We assume the
existence of an entailment relation q such that a state satisﬁes an assertion
ψ, written s q ψ, if and only if ψ is true in s, that is s(ψ) has value true.
Queries may return a value or they may fail. Therefore we assume that all
sorts contain a special element ⊥ to indicate the failure of a query.
Queries are interpreted over program traces. Formally, a (P -)trace σ of
length n is a sequence of states s0, s1, . . . , sn−1. We write σ(i) to denote the
state si.
2.2 Experiments
Queries over program traces are constructed from statistical experiments: ex-
pressions that specify a query about the trace at a particular position in the
trace.
Given the Σ-algebra introduced before, let p be an assertion, c a constant
in Σ, δ a Σ-term, and f and g a unary and binary function in Σ respectively.
Then if ψ1 and ψ2 are statistical experiments, so are the following:
• State Expression. p : δ, denoting the value of δ in the given position, if p
holds at that position, otherwise the experiment is a failure.
• Conjunction. ψ1 ∧g ψ2, giving the value of g applied to the outcomes of ψ1
and ψ2, provided both ψ1 and ψ2 succeeded, otherwise the experiment is a
failure.
• Disjunction. ψ1 ∨g ψ2, same as above, except that only one of ψ1 and ψ2
has to succeed for the experiment to succeed.
• Negation. ¬cψ1, denoting the value c if ψ1 fails, and considered a failure
otherwise.
• Next. 2 f ψ1, denoting the value of f applied to the result of ψ1 performed
at the next position in the trace, provided ψ1 succeeded.
• Until. ψ1Ugψ2, denoting the value of g applied to the result of ψ1 in the
same position and the result of ψ2 in the ﬁrst position in which it succeeds,
provided ψ1 succeeded in all positions up to that point.
More formally, the outcome value of a statistical experiment ψ over a trace
σ : s0, s1, . . . , sn at a position j ≥ 0 is written [ψ](σ,j), and deﬁned inductively
as follows:
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For a state expression:
[p : δ](σ,j) =


sj(δ) if sj q p
⊥ otherwise
where sj(δ) is the value of δ in s.
For the boolean connectives:
[¬cψ1](σ,j) =


c if [ψ1](σ,j) = ⊥
⊥ otherwise
[ψ1 ∧g ψ2](σ,j) =


g([ψ1](σ,j), [ψ2](σ,j)) if [ψ1](σ,j) = ⊥ and [ψ2](σ,j) = ⊥
⊥ otherwise
[ψ1 ∨g ψ2](σ,j) =


g([ψ1](σ,j), [ψ2](σ,j)) if [ψ1](σ,j) = ⊥ or [ψ2](σ,j) = ⊥
⊥ otherwise
For the temporal operators:
[2 f ψ1](σ,j) =


f([ψ1](σ,j+1)) if [ψ1](σ,j+1) = ⊥
⊥ otherwise
[ψ1 Ug ψ2](σ,j) =


g([ψ1](σ,j), [ψ2](σ,k)) where k is the least k, j ≤ k ≤ n,
such that [ψ2](σ,k) = ⊥ and
[ψ1](σ,i) = ⊥ for every i, j ≤ i < k, or
⊥ if no such k exists.
In the case of disjunction and the case of the Until operator, one of the
arguments of g may be ⊥. We assume that g is extended to be deﬁned in this
case.
Example 1. Consider the trace
σ : 〈1, 1〉, 〈1, 2〉, 〈1, 3〉, 〈2, 3〉, 〈5, 3〉, 〈4, 3〉
where each state 〈x, y〉 identiﬁes the values of two integer variables x and y.
The following are simple examples of statistical experiments:
• The value of x in the ﬁrst state of σ if x < y holds, expressed by
[x < y : x](σ,0)
has outcome value ⊥, since the ﬁrst state does not satisfy x < y.
• The tuple 〈x, y〉 in the ﬁrst state of σ if x ≤ y, expressed by
[x ≤ y : 〈x, y〉](σ,0)
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has outcome value 〈1, 1〉.
• The experiment
[ (x ≤ y : x) U+ (y = x+ 2 : y) ](σ,0)
returns 4, the sum of the value of x in the ﬁrst state and the value of y in
the third state, as 〈1, 3〉 is the ﬁrst state such that y = x+ 2 is true.
Remark Note that linear-time temporal formulas with their usual interpre-
tation over traces are a special case of statistical experiments where δ has
sort {T,⊥} for all state expressions, and the operators have the following
associated functions:
∧∧, ∨∨, ¬T , 2
id
, Uπ2
where id is the identity function and π2 is projection onto the second element.
Thus a linear-time temporal formula can be considered a statistical exper-
iment with value T if it holds and value ⊥ if it fails, and can therefore also be
used as subformulas in more complex queries. In the remainder of the paper
we will use the usual notation for temporal formulas and omit the term δ and
the functions associated with the operators.
2.3 Aggregate Statistics
Statistical experiments provide a value for a particular position in the trace.
The outcomes of these experiments can be combined into aggregate statistics
to obtain a value for part of the trace or the full trace. Examples of such
aggregate statistics are computing the minimum or maximum value of all
successful experiments on a trace, or the sum of all outcomes, or just a count
of all successfull experiments. We assume that these aggregate statistics can
be computed in an incremental fashion and that the evaluation order, forward
or backward, does not aﬀect the ﬁnal value. In addition, we assume that all
aggregate statistics return ⊥ if and only if all experiments fail.
An aggregate expression is deﬁned as follows. Let ϕ be a statistical experi-
ment, ψ a statistical experiment with sort boolean, g a binary function, and α
an incrementally computable aggregate function. If ψ1 and ψ2 are aggregate
expressions, so are the following:
• Experiment: ϕ. The value of the aggregate expression is equal to the out-
come of the experiment at a particular position.
• Conjunction: ψ1 ∧g ψ2. The values of the aggregate expressions ψ1 and ψ2
are combined as described before for statistical experiments.
• Disjunction: ψ1 ∨g ψ2. The values are combined as described above.
• Unconditional Collection: Cαψ1. The aggregate statistic α is applied to all
outcomes of ψ1 that are not ⊥ from the current position until the end of
the trace.
• Interval Collection: ψ1Iαψ. The aggregate statistic α is applied to all out-
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comes of ψ1 that are not ⊥ over the maximal interval starting at the current
position and ending when ψ ceases to hold.
Before we present a formal semantics of the last two operators, we show
some examples of incrementally computable statistics, that is, functions α
over traces σ : s0, s1, . . . , sn, such that there exists a binary function fα such
that
α(σ) = fα(. . . (fα(fα(⊥, sn), sn−1), . . .), s0)
Following are the binary functions that compute the aggregate statistics mini-
mum, maximum, sum, and count. In the case that both arguments are non-⊥:
fmin (x, y) = if x < y then x else y;
fmax (x, y) = if x < y then y else x;
f∑(x, y) = x+ y
fcount (x, y) = x+ 1
For the case that one of the arguments is ⊥ the above functions return the
non-⊥ argument, except for fcount , which returns 1 if the ﬁrst argument is
⊥, and the non-⊥ argument if the second argument is ⊥.
Given an incrementally computable statistic α the outcome of an aggregate
expression at a position j ≥ 0 in trace σ is deﬁned as follows
[Cα ψ1](σ,j) = fα( [Cα ψ1](σ,j+1) , [ψ1](σ,j) )
[ψ1 Iα φ](σ,j) =


fα( [ψ1 Iα φ](σ,j+1) , [ψ1](σ,j) ) if (σ, j) q φ
⊥ otherwise
Sometimes the value of the non-⊥ argument of a subexpression does not
matter, for example in the scope of a counting aggregate. In the following we
will simply omit the terms and function symbols in this case and assume a
default labeling with a constant T .
Example 2. To illustrate the aggregate statistics consider the trace
σ : 〈1, 1, 2〉, 〈1, 2, 2〉, 〈1, 3, 1〉, 〈2, 3, 1〉, 〈5, 3, 1〉, 〈4, 3, 2〉
where each triple 〈x, y, z〉 identiﬁes the values of three integer variables x, y
and z. Below we show how various questions about this trace can be expressed
as aggregate expressions and what their outcome values are.
• What is the number of positions such that the value of x is the same as the
value of y?
[Ccount (x = y)](σ,0) = count(T,⊥,⊥,⊥,⊥,⊥) = 1
Note that the type of the expression here is the default, T .
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• What is the minimum value of x+ y in the trace?
[Cmin (true : x+ y)](σ,0) = min(2, 3, 4, 5, 8, 7) = 2
• What is the minimum diﬀerence between the value of x in some position
where x < y and that in the nearest position where x ≥ y?
[Cmin ((x < y : x) U |−| (x ≥ y : x))](σ,0) = min(⊥, 4, 4, 3, 5,⊥) = 3
where | − | is the absolute diﬀerence between the two arguments; if one of
the arguments is ⊥ (as is the case here for the ﬁfth element in the sequence),
it is deﬁned to be equal to the non-⊥ argument.
• What is the average value of x+ y?
Although this is not directly deﬁnable here, we can deﬁne the average of a
quantity as the pair of its sum and its count, that is we deﬁne
Cavgϕ = CΣϕ ∧〈·,·〉 Ccountϕ .
Then the average value of x+ y can be written as
[ Cavg (true : x+ y) ](σ,0) = 〈29, 6〉
• What is the maximum number of times that z = 1 inside an interval where
x ≤ y?
[ Cmax ( (z = 1) Icount (x ≤ y) ) ](σ,0) = max (2, 2, 2, 1,⊥,⊥) = 2
In the next section we illustrate our speciﬁcation language with two exam-
ples: a mutual exclusion algorithm and a communication protocol.
3 Examples
To illustrate the collection of statistics of running programs, we present two
well known programs and some examples of relevant statistics for these pro-
grams. The programs are written in the Simple Programming Language (SPL)
of [15], which is a Pascal-like language with constructs for concurrency. State-
ments are labeled to allow explicit reference to control locations.
3.1 Mutual Exclusion
Figure 1 shows a simple SPL program that ensures mutually exclusive
access to the critical section of two processes by means of a semaphore[15].
The request statement is enabled only if r is positive, and when executed, it
decrements r by 1. The release statement increments r by 1.
Following are some examples of statistics that can be monitored during
program execution.
• Semaphore values: In a correct implementation, the maximum value of r
should not exceed 1. The expression
Cmax (true : r)
can be used to monitor whether this is indeed the case.
42
Finkbeiner, Sankaranarayanan, and Sipma
local x : integer where r = 1

!0: loop forever do

!1: noncritical
!2: request r
!3: critical
!4: release r




||


m0: loop forever do

m1: noncritical
m2: request r
m3: critical
m4: release r




–P1– –P2–
Fig. 1. Program mux-sem (mutual exclusion by semaphores)
• Mutual Exclusion: The expression
Cmax (at !3 : 1 ∨+ at m3 : 1)
records the maximum number of processes present in the critical section at
any one time. The predicate at !3 is true when process P1 is in location !3;
similarly, at m3 is true when process P2 is in location m3. If the value of
this expression exceeds 1, mutual exclusion is violated.
• Bias: The expression
Ccount(at !3 ∧ 2 ¬at !3) ∧÷ Ccount(at m3 ∧ 2 ¬at m3)
returns the ratio of the number of visits by P1 to the critical section to the
number of visits of P2 to the critical section.
• Overtaking: Program mux-sem does not put a bound on how often one
process can enter the critical section while the other process is waiting to
enter. In practice, one may want to monitor the number of times a process
is overtaken. The expression
Cmax ((¬at m3 ∧ 2 (at m3)) Icount (at !2))
records the maximum number of times P2 visits the critical section during
any period where P1 idles at !2.
3.2 Communication Protocol
Figure 2 shows an SPL implementation (adapted from [16]) of the Alternating
Bit Protocol, a communication protocol that guarantees data delivery to the
receiver across a lossy channel, ﬁrst proposed in [2]. Two processes, a sender
and a receiver execute in parallel. The sender sends data items via the asyn-
chronous data channel dchan; each data item is accompanied by a boolean
value seq (the alternating bit). It then waits for the receiver to send an ac-
knowledgement, consisting of one bit, on the asynchronous acknowledgement
channel achan, or it times out (we assume that statement !4 is taken a ﬁxed
amount of time after it becomes enabled). If an ack was received and its value
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is equal to the seq bit, the sender assumes the data was received and it moves
on to the next data item, simultaneously ﬂipping the value of seq. If no ack
was received, or its value was not equal to seq, the same data item is sent
again. The receiver retrieves the data items from dchan. If the accompanying
seq bit is equal to its local ack bit, it accepts the data by moving its pointer
to the next data item, and ﬂips its ack bit. We assume that both achan and
dchan may lose items, but do not corrupt or reorder items.
Following are some example queries on traces of this protocol.
• Throughput: The total number of data items successfully sent, can be ex-
pressed by
Ccount ( at !6 ∧ 2 ¬at !6)
• Sent vs Received: The number of items sent by the Sender versus the
number of items received by the Receiver is recorded by
Ccount (at !1 ∧ 2 ¬at !1) ∧〈.,.〉 Ccount (at m1 ∧ 2 ¬at m1)
• Maximum Retransmissions: The maximum number of retransmissions for
any one packet is expressed by
Cmax ( (at !1 ∧ 2 (¬at !1)) Icount (¬at !6) )
The expression counts the number of times statement !1 is executed in any
interval in which control does not reside at control location !6, where the
current data item is updated. It then takes the maximum over all intervals.
• Average Retransmissions: The average number of retransmissions per packet
can be expressed by a similar expression
Cavg


(at !6 ∧ 2 ¬at !6)
∧π2
true Uπ2 ((at !1 ∧ 2 (¬at !1)) Icount (¬at 6))


In each position the Until expression evaluates to the number of transmis-
sions performed in the nearest interval where control is not at !6. The
conjunction with at !6 ∧ 2 ¬at !6 ensures that we count each interval only
once in computing the average, as the sequence will have a non-⊥ value
only in the positions where the sender moves to a new data item.
4 Evaluating Statistics
We now turn our attention to the problem of evaluating formulas for a given
trace. Similar to the trace checking methods of [10], we use alternating au-
tomata as an intermediate representation. We deﬁne algebraic automata which
produce a value when evaluated over traces. Our construction then consists of
two steps: we ﬁrst translate the formula into an equivalent automaton; then
we traverse the automaton for the given trace to compute the result. The
motivation for this approach is to decouple the evaluation strategy from the
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local dchan : channel [1..] of (integer,boolean)
local achan : channel [1..] of boolean
Sender ::


local data : array [1..] of integer
local i : integer where i = 1
local seq, ack : boolean where seq = true
local timeout : boolean where ¬timeout
!0: loop forever do

!1: dchan⇐ (data[i], seq)
!2:


!3: achan⇒ ack
or
!4: timeout := true


!5: if ¬timeout ∧ ack = seq
!6: (i, seq) := (i+ 1,¬seq)
!7: timeout := false




||
Receiver ::


local recvd : array [1..] of integer
local j : integer where j = 1
local seq, ack : boolean where ack = true
m0: loop forever do

m1: dchan⇒ (recvd[j], seq)
m2: if seq = ack then
m3: (j, ack) := (j + 1,¬ack)
m4: achan⇐ seq




Fig. 2. Program abp: Alternating bit protocol
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A0, π2(x1, x2) ld
A1 p : x ldA2, fmin (x1, x2)
A3 q : y A4 id(x1)
Fig. 3. Algebraic Alternating Automaton
deﬁnition of the temporal operators.
We begin with some basic deﬁnitions.
4.1 Algebraic Alternating Automata
Deﬁnition 1. (Algebraic Alternating Automaton). Let Σ be a many-sorted
algebraic signature and X be a set of program variables. Let g(x1 : τ1, x2 :
τ2) : τ be any term of sort τ over two variables x1 : τ1, x2 : τ2 ∈ X, and f(x1)
be a term of sort τ over one variable x1 of sort τ1. An algebraic alternating
automaton (aaa) of sort τ is deﬁned as follows:
A : τ ::= 〈p, e〉 terminal node
with assertion p and e : τ ∈ T (Σ, X)
| 〈A : τ1, f〉 transient node
| A : τ1 ∧g A : τ2 conjunction
| A : τ1 ∨g A : τ2 disjunction
| f(A : τ1) function application
Note that the sort of any conjunction or disjunction operation of two au-
tomata is the sort of the term g(x1, x2) that annotates the operation.
Example 3. Figure 3 shows an example of an aaa over the signature Σ, con-
taining the single sort nat, a single constant ⊥ for the undeﬁned value, and the
functions π1, π2, fmin and id. Nodes without outgoing edges denote terminal
nodes; nodes with an outgoing edge are transient nodes 〈A, f〉, with the edge
leading to A. The diamonds accompanied by an arc denote conjunction of the
two branches and those without an arc denote disjunction.
Deﬁnition 2. (Value). Given a trace σ : s0, . . . , sn−1 of length n and a po-
sition i < n, the value of an aaa A is deﬁned by the function eval(A, σ, i),
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given as follows
eval(〈p, e〉, σ, i) =


[σ(i)](e) if (σ, i) q p
⊥ otherwise
eval(〈A1, f〉, σ, i) =


f(eval(A1, σ, i+ 1)) if eval(A1, σ, i+ 1) = ⊥
⊥ otherwise
eval(A1 ∧g A2, σ, i) =


g(eval(A1, σ, i), eval(A2, σ, i))
if eval(A1, σ, i) = ⊥ and eval(A2, σ, i) = ⊥
⊥ otherwise
eval(A1 ∨g A2, σ, i) =


g(eval(A1, σ, i), eval(A2, σ, i))
if eval(A1, σ, i) = ⊥ or eval(A2, σ, i) = ⊥
⊥ otherwise
eval(f(A1), σ, i) = f(eval(A1, σ, i))
The value of any automaton is deﬁned to be ⊥ at any position outside the
trace, that is, for a trace of length n, any position i ≥ n has value ⊥. Also
note that for function application, f may have the ability to convert a non-⊥
value to ⊥ and vice-versa.
Example 4. Consider again the automatonA0 in Figure 3 and let V be the Σ-
Algebra with carrier set A = N ∪{⊥}, where N is the set of natural numbers,
functions π1(x1, x2) = x1, π2(x1, x2) = x2, fmin the minimum function over
integers that gives ⊥ if both the arguments are ⊥ and the non-⊥ value if one
of the arguments is ⊥, and id the identity function. We evaluate A0 over the
trace tr shown in Figure 4. The trace shows the values of two variables x and
y in each position and the satisfaction (indicated by
√
) of two assertions p
and q over the program variables. The evaluation of A0 over tr is computed
as follows
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Positions 0 1 2 3 4 5 6
Assertion p
√ √ √ √
Assertion q
√ √ √ √ √
Program State 〈3, 1〉 〈1, 2〉 〈2, 1〉 〈2, 3〉 〈0, 3〉 〈6, 2〉 〈1, 0〉
Fig. 4. Example program trace and satisfaction of assertions p and q
Position 0 1 2 3 4 5 6 7
A0 1 2 ⊥ ⊥ ⊥ ⊥ 0 ⊥
A1 3 1 2 ⊥ ⊥ ⊥ 1 ⊥
A2 1 2 ⊥ 3 ⊥ 0 0 ⊥
A3 1 2 ⊥ 3 ⊥ 2 0 ⊥
A4 2 ⊥ ⊥ ⊥ ⊥ 0 ⊥ ⊥
Fig. 5. The result of eval
eval(A0, tr, i) =


eval(A2, tr, i) if eval(A1, tr, i) = ⊥
⊥ otherwise
eval(A1, tr, i) =


tr(i)(x) if tr(i) q p
⊥ otherwise
eval(A2, tr, i) =


fmin (eval(A3, tr, i), eval(A4, tr, i))
if eval(A3, tr, i) = ⊥ or eval(A4, tr, i) = ⊥
⊥ otherwise
eval(A3, tr, i) =


tr(i)(y) if tr(i) q q
⊥ otherwise
eval(A4, tr, i) = id(eval(A0, tr, i+ 1)) = eval(A0, tr, i+ 1)
The outcome values of eval are shown in Figure 5. Notice that the au-
tomaton A0 corresponds to the formula ϕ0 : q : y Imin p. As expected, the
outcome values at the positions where p or q is false are ⊥, and the outcome
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values at positions 0, 1, and 6 are the mimimum values of y over the interval
where p is true.
4.2 Evaluation on Traces
Evaluation can proceed in the forward direction or in the reverse direction.
The former strategy traverses the trace from the beginning to the end. The
automaton is evaluated recursively, as dictated by the equations in Deﬁni-
tion 2. Unfortunately, the complexity of forward evaluation is exponential in
the length of the trace. This can be avoided, as pointed out by Rosu and
Havelund [17], by traversing the trace backwards. We start by assigning the
value ⊥ to all nodes of the form 〈A, f〉. The value of an automaton at a
position i < n depends only on the value of its sub-automata at the same
position or, in case of a node of the form 〈A, f〉, on the value of A in the next
position of the trace (if any). Therefore, it is possible to perform a backwards
evaluation while storing the values of all automata at the current and the next
positions only.
5 Translating Speciﬁcations to Automata
In this section, we describe the translation of formulas of the query language
to the algebraic alternating automata described in the previous section.
We assume that the algebraic signature Σ contains a binary function fα
for the incremental computation of each aggregate statistic α. In addition, to
model the negation operator, we assume that for each constant c in Σ there
exists a function negatec deﬁned as
negatec(v) =


⊥ if v = ⊥
c otherwise
.
We also assume that each sort has the identity function id .
Given a statistical experiment ψ, its corresponding aaa AA(ψ) is con-
structed as follows.
For a state expression and the boolean connectives:
AA(ψ : ej) = 〈ψ, ej〉
AA(ψ1 ∧g ψ2) = AA(ψ1) ∧g AA(ψ2)
AA(ψ1 ∨g ψ2) = AA(ψ1) ∨g AA(ψ2)
AA(¬cψ1) = negatec(AA(ψ1))
For the temporal operators:
AA(2 f (ψ)) = 〈AA(ψ), f〉
AA(ψ1Uψ2) = f( A1 )
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ld
ld
A1 : collect(x1, x2)
A0 : f(A1)
A2 : 〈x1, π2(x2)〉
AA(ψ1) id(x1)
AA(ψ2)
Fig. 6. Automata construction for ψ1Uψ2
with
A1 = (AA(ψ1) ∧〈x1,π2(x2)〉 〈A1, id〉) ∨collect AA(ψ2)
where the function collect is deﬁned by
collect(x1, x2) =


〈π1(x1), x2〉 if x2 = ⊥
x1 otherwise
The ﬁrst argument x1 is a tuple containing the value of ψ1 in the current state
and the value of ψ2 from the ψ2 state nearest to the next position in the trace.
The second argument x2 represents the value of ψ2 in the current state. If
there is a non-⊥ ψ2 value in the current state, the old value of ψ2 is discarded
and the current value is chosen.
The construction of the U automaton is illustrated in Figure 6. Automaton
A2 computes a tuple consisting of the current value of ψ1 and the value of ψ2
nearest to the next position in the trace. The node A0 computes the same
tuple as A1 except that it applies the function f to the tuple as indicated in
the ﬁgure.
Given an aggregate expression ψ the corresponding aaa AA(ψ) is con-
structed as above for conjunction and disjunction. The constructions for the
unconditional and interval collection are as follows:
AA(Cα(ψ)) = AA(ψ) ∨fα 〈AA(Cα(ψ)), id〉
AA(ψIαϕ) = (〈 AA(ψIαϕ), id〉 ∨fα AA(ψ)) ∧π1 AAϕ
The constructions of these automata are shown in Figure 7. In the con-
struction of the Cα operator, the node labelled with the identity function
id(x1) collects the value of the statistic in the next state of the trace (which
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is initialized to ⊥ at the end of the trace).
Example 5. Figure 8 shows the aaa for the formula
Cavg ( at !6 ∧π2 2 ((at !1 ∧ 2 ¬at !1) Icount (¬at !6)) ) ,
the formula for calculating the number of retransmissions in the alternating
bit protocol example from Section 3.2.
6 Experimental Results
The evaluation algorithm from Section 4.2 has been implemented in Java,
making use of existing software modules for expression parsing and proposi-
tional simpliﬁcation available in the STeP (Stanford Temporal Prover) system
[3]. The formulas described in the mutual exclusion and alternating bit proto-
col examples of Section 3.1 along with some other formulas on these examples
were hand translated following the translation described in 5. Traces of vary-
ing length were generated by simulating the SPL programs. At each position
a single step of a randomly chosen process was executed. We then measured
the time taken for evaluation by means of backward evaluation over traces of
varying length. The results are shown in Figure 9. The times were measured
for a 1.7GHz PC, running Redhat Linux v7.0 and Sun JDK 1.4.
Acknowledgements
We would like to thank the anonymous referees for their thorough reading of
our submission and their many constructive comments and suggestions.
ld
A0 : π1(x1, x2)
ldA2 : fα(x1, x2)
AA(ψ1)id(x1)
AA(ψ2)
ld A1 : fα(x1, x2)
AA(ψ)id(x1)
Fig. 7. Automata construction for the operators ψ1Iαψ2 (left) and Cαψ (right).
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ld〈x1, x2〉
ld f∑ (x1, x2)ldfcount (x1, x2)
id(x1) id(x1)
ldπ1(x1, x2)
at 
6 : Tid(x1)
ldπ1(x1, x2)
negateT (at 
6 : T )ldfcount
id(x1) ∧ld
at 
1 : T id(x1)
negateT (at 
1 : T )
Fig. 8. Translation for Cavg [at 
6 ∧π2 2 ((at 
1 ∧ 2 ¬at 
1) Icount (¬at 
6))]
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