Abstract: The identification of stochastic systems operating under multiple conditions is addressed based on data records obtained under a sample of these conditions. The problem is important in many practical applications and is tackled within a recently introduced Functional Pooling framework. The study focuses on the case of operating conditions characterized by several parameters. Global Vector-dependent Functionally Pooled models of the ARX type are postulated, proper estimators based on the Least Squares and Maximum Likelihood principles are formulated, and their strong consistency and asymptotic normality are established. For model structure selection a Genetic Algorithm based procedure is formulated. The performance characteristics of the methods are assessed via a Monte Carlo study.
INTRODUCTION
Classical system identification aims at deriving a model representing a system under a specific operating condition. Yet, in many cases, a system may operate under different conditions at different occasions (time periods), with the dynamics depending in a pseudo-static fashion on certain operating parameter(s) -also referred to as scheduling parameter(s). Typical examples include mechanical structures operating under different environmental conditions, such as temperature (Hios and Fassois [2009a] ), aircraft systems under different flight conditions, such as altitude and velocity (Dimogianopoulos et al. [2009] ), machinery operating under different rotating speeds, and so on.
Given a number of data records from a system operating under different conditions, it is highly desirable to establish a single and global model, that, while compact (parsimonious), will be capable of accurately representing the dynamics under any considered condition.
A "feasible" approach for solving this identification problem could be along the lines of the "multi-model" principle. This postulates identification of several conventional models (one for each operating condition), and their subsequent "interconnection" into a single global model via proper interpolation of their parameters. This is in fact the procedure followed for tackling the problem within the celebrated Linear Parameter Varying (LPV) modelling framework (see Toth [2010] and the references therein).
Nevertheless, such a two-stage "multi-model" approach is statistically suboptimal and leads to decreased accuracy. The reasons for this are: First, the artificial splitting of the problem into disjoint subproblems (separate identification for each data record) leads to the estimation of an unnecessarily high number of parameters (due to the fact that each model is identified separately from any other), a fact violating the principle of statistical parsimony and leading to decreased accuracy. Second, any interrelations that may exist among the various data records are disregarded, a fact leading to further loss of information. Third, the separate treatment of the parameter interpolation stage leads to further (unnecessary) estimation errors.
In order to overcome the aforementioned drawbacks and enable the identification of compact and accurate "global" models in a statistically optimal sense, a novel Functional Pooling (FP) framework has been introduced by the authors and co-workers (Sakellariou and Fassois [2007] , Hios and Fassois [2009a] ). This FP framework is based on three important entities:
(i) A stochastic Functionally Pooled (FP) model structure that explicitly allows for system modelling under multiple operating conditions via a single ("global") mathematical representation. This representation is characterized by parameters that functionally (explicitly) depend on the operating parameter in a quasi-static fashion and allows for the proper, parsimonious, modelling of the dynamics under all possible conditions without using excessively many parameters or requiring a separate interpolation stage.
(ii) Data pooling techniques which simultaneously treat, as a single entity, the data records corresponding to all available operating conditions. In this way potential interrelations are also accounted for. (iii) Properly formulated statistical inference techniques for model estimation.
The identification of univariate and multivariate (vector) FP models characterized by a single operating parameter has been treated in Sakellariou and Fassois [2007] and Hios and Fassois [2009b] , respectively. First applications using early versions of the methods are reported in Hios and Fassois [2009a] (modelling of composite beam dynamics under different temperature conditions), Sakellariou and Fassois [2008] (modelling of different damage states in an aircraft skeleton structure), Dimogianopoulos et al. [2009] (modelling of aircraft dynamics under different flight conditions). In Hios and Fassois [2009a] the aforementioned theoretical advantages and improved achievable accuracy of the FP framework over the multi-model approach are also practically confirmed.
The aim of the present study is the proper formulation and extension of the FP framework to the case of stochastic systems operating under conditions characterized by several (more than one) operating parameters -a case of obvious practical importance. These parameters are collected into a vector, which is subsequently referred to as the operating parameter vector, and the models are referred to as Vector-dependent Functionally Pooled (VFP). Due to space limitations, the case of AutoRegressive with eXogenous excitation (ARX) models is presently treated, although the more complete ARMAX (AutoRegressive Moving Average with eXogenous excitation models) case is also treated in Kopsaftopoulos [2012] and shall be presented elsewhere.
Following the postulation of the class of VFP models, the study proceeds with the formulation of proper estimators based on the Least Squares (LS) and Maximum Likelihood (ML) principles. For these developments, a proper vector algebra and the construction of functional subspaces comprising of polynomials of several variables (Dunkl and Xu [2001] ) are employed. An additional contribution of the study is the establishment of the strong consistency (almost sure convergence) property of the formulated estimators (in contrast to the weaker "in probability" convergence proven in Sakellariou and Fassois [2007] and Hios and Fassois [2009b] ). For this purpose a reformulation of the procedures and stronger asymptotic theorems are utilized. For the model structure (model orders and functional subspaces) estimation a Genetic Algorithm (GA) based procedure is formulated. The effectiveness and performance characteristics of the estimators are finally assessed via a Monte Carlo study.
THE VFP-ARX MODEL STRUCTURE
The identification of Vector-dependent Functionally Pooled (VFP) models is based on M 1 × M 2 sets of excitation and/or response data records corresponding to a sample of the admissible operating conditions. Each record corresponds to a specific value of the operating parameter vector k, which, without loss of generality, is presently assumed to be two-dimensional. 
. This vector is, for simplicity of notation, also designated as the duplet
(the first subscript of k i,j designating the value of k 1 and the second that of k 2 ). Assuming N sample-long records, the complete data set is designated as 2 :
} (1) with t designating normalized discrete time, and x k [t], y k [t] the excitation and response signals, respectively, corresponding to the k-th operating condition.
The VFP AutoRegressive with eXogenous excitation (VFP-ARX) representation postulated in this work is of the form:
(2d) with na, nb designating the AutoRegressive (AR) and eXogenous (X) orders, respectively, and w k [t] the innovations signal, which is zero-mean, serially uncorrelated, with variance σ 2 w (k), but potentially cross-correlated with its counterparts corresponding to different experiments.
while iid stands for identically independently distributed. As (2c) indicates, the AR and X parameters a i (k), b i (k) are modelled as explicit functions of the operating parameter vector k and belong to the functional subspaces:
sisting of polynomials of two variables. These may be obtained from corresponding univariate polynomials (Chebyshev, Legendre and other families -see Dunkl and Xu [2001] ). pa, pb designate the AR and X parameter subspace dimensionalities, respectively, while the indices d a (j) (j = 1, . . . , pa) and d b (j) (j = 1, . . . , pb) designate the specific basis functions that are included in each subspace. The constants a i,j and b i,j designate the AR and X coefficients of projection, respectively.
The VFP-ARX(na, nb) [pa,pb] model of (2a)-(2d) is parameterized in terms of the model's projection coeffi-
, and the model structure M, defined by the model orders na, nb and the functional subspaces F a i (k) , F b i (k) . It is worth noting that:
(1) All information in terms of interrelations among the data records in Z N M1M2 is reflected in the covari-
T . This knowledge is incorporated into the parameter estimation phase to obtain statistically optimal models (see section 3). (2) The projection of the parameters a i (k), b i (k) on the functional subspaces F a i (k) , F b i (k) allows for models capable of representing the system dynamics everywhere within [k
, and not only at the distinct values {k
Physical insight may be used, while experience indicates that orthogonal polynomials or trigonometric functions are often sufficient (refer to Hios and Fassois [2009a] and Kopsaftopoulos and Fassois [2011] for practical applications where shifted Type II Chebyshev polynomials are employed).
Using the backshift operator
the VFP-ARX model may be expressed as follows:
In analogy to conventional models, this representation is assumed to satisfy the following conditions:
CD1. Stability condition. The poles of the AR polynomials (see Equation (4a) 
VFP-ARX MODEL PARAMETER ESTIMATION
Consider the general case of VFP-ARX models with "incomplete" (that is not necessarily including all consecutive basis functions up to the specified degree) functional subspaces. The estimation of the VFP-ARX coefficient of projection vector:
and a selected model structure M. The VFP-ARX model of (2a)-(2d) may be rewritten as:
with e k [t] designating the model's one-step-ahead prediction error (residual) corresponding to k-th operating condition and:
Model parameter estimation requires stacking the equations of the form (6) for each distinct operating condition {k 1,1 , k 1,2 , . . . , k M1,M2 }. This procedure is referred to as pooling and gives:
. . .
Following substitution of the available signal samples (for t = 1, . . . , N ) the following dynamic regression like expression is obtained:
Notice that despite its phenomenal resemblance to standard regression, this expression includes a rich structure of interdependencies among the various variables and experiments, which need to be carefully taken into account. Furthermore, the term functional pooling signifies the functional dependence of each equation on the operating parameter vector k. Proper estimation procedures based on the Least Squares (LS) and Maximum Likelihood (ML) principles are developed next.
Least Squares (LS) based estimation methods
Minimization of the Weighted Least Squares (WLS) criterion:
w e (9) with Γ w = Γ w[t] ⊗ I N (I N designates the N unity matrix), leads to the corresponding WLS estimator:
As the covariance matrix Γ w is practically unavailable, it may be consistently estimated by using the Ordinary Least Squares (OLS) estimator: The estimator in (10) is then expressed as:
with the final residual covariance matrix obtained as:
The Ordinary Least Squares (OLS) estimator is obtained as a special case by setting Γ w = I in equation (10), with I designating the N M 1 M 2 unity matrix.
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The Maximum Likelihood (ML) estimation method
The complete parameter vectorθ = θ
is estimated as Kopsaftopoulos [2012] :
with L(·) designating the conditional likelihood function.
In the general case of normally distributed and contemporaneously correlated residuals 3 e k [t] ∀ k the ML estimators of θ and Γ w[t] are obtained as:
Notice that the use of nonlinear optimization techniques is required.
It should be noted that the WLS based estimation coincides with the ML based estimation when the innovations covariance matrix Γ w in Equation (10) is replaced by consistent estimates.
LARGE SAMPLE PROPERTIES OF THE ESTIMATORS
The consistency and asymptotic distribution of the LS and the ML estimators are studied under the assumption of exactly known model structure. The proofs of the theorems may be found in Kopsaftopoulos [2012] .
Consistency analysis
In contrast to previous studies referring to the scalar operating parameter case (Sakellariou and Fassois [2007] , Hios and Fassois [2009b] ) where a weaker "in probability" convergence was proven, strong consistency (almost sure convergence) of the formulated estimators is presently established. This is based on a proper reformulation of the appropriate asymptotic analysis framework and the use of proper strong convergence tools. 
and " d −→" designating convergence in distribution (White [2001, pp. 65-66] Then the estimate θ follows asymptotically Gaussian distribution with meanθ o and covariance matrix equal to that indicated by the Cramér-Rao lower bound:
The part of P ML that corresponds to the coefficients of projection vector θ o may be shown to coincide with the covariance matrix of equation (17), in analogy to the classical linear regression case with correlated residual sequences (Söderström and Stoica [1989, p. 564] ). Hence, the WLS estimator of Section 3.1 achieves efficient estimation of θ (reaching the Cramér-Rao lower bound) when a consistent estimate of the true covariance matrix Γ w is employed.
VFP-ARX MODEL STRUCTURE ESTIMATION
Model structure estimation may be based on customary statistical criteria, such as the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC - Ljung [1999] , Söderström and Stoica [1989] ), that are properly adapted to the VFP model structure. In the present study these criteria are used within the context of an introduced Genetic Algorithm (GA) based procedure which is very useful in the case of incomplete (that is not necessarily including consecutive basis functions) functional subspaces.
Given a basis function family, selection of the VFP-ARX model structure M refers to the estimation of the set of integers:
Model structure estimation may then be seen as the estimation of the integer-valued model structure vector m:
na, nb ∈ {1, . . . ,n}, pa, pb ∈ {1, . . . ,p}
withn,p andd designating the maximum considered orders, subspace dimensionalities and basis function indices, 16th IFAC Symposium on System Identification Brussels, Belgium. July 11-13, 2012 respectively, which define the search space of the model structure estimation subproblem.
The estimation of m may be based on minimization of the BIC (Kopsaftopoulos [2012] 
However, the model structure M is not uniquely defined in terms of the model structure vector m as defined in (18). As the sub-
correspond to ordered sets of integers, any recomposition produces equivalent model structures (for example vectors
correspond to the same model structure). Thus, the model structure M is not uniquely defined, which implies that several global minima with respect to m exist in the BIC criterion (fitness function). Moreover, during the optimization procedure the dimension of the model structure vector m varies, as the subspace dimensionalities pa and pb change. Thus, the definition of the model structure vector m of equation (18) is inappropriate for actual optimization.
In order for the model structure M to be uniquely defined, m is transformed into a binary variable vector as follows (details in Kopsaftopoulos [2012] ):
with z a,j , z b,j designating binary variables indicating whether the basis function G j (k) is included in the functional subspace F AR , F X , respectively. Thus:
∈ F AR and similarly for the variables z b,j .
By the above procedure the model structure M is uniquely defined by the fixed-dimensional vector m bin of equation (22). Hence, the estimation of m bin is achieved as:
The minimization of m constitutes a discrete variable optimization problem, which is tackled via the use of Genetic Algorithms (GAs). Alternatively, in order to reduce the dimension of the optimization problem, the AR and X model orders may be initially selected via customary model order selection techniques and the GA based procedure may be used for estimating the functional subspace dimensionalities and indices.
A MONTE CARLO STUDY
A VFP-ARX(4, 1) [9, 9] true model with zero delay is used to generate the data sets. An incomplete (that is not including all consecutively obtained functions) functional subspace of maximum polynomial degree 4 consisting of 9 shifted Type II Chebyshev polynomials (subspace dimensionality p = pa = pb = 9) is considered. The study includes 500 runs, in each one of which the first scalar operating parameter takes 20 values (k M 1 × M 2 = 320 operating conditions. Each response is corrupted by random noise at the 10% standard deviation level (according to the ARX equation). The innovations sequences corresponding to different operating conditions are cross-sectionally uncorrelated, characterized by different variances σ 2 w (k). In all cases the responses are generated by using a number of mutually independent, random sequences with zero mean and approximately flat spectra acting as excitations and innovations.
Model structure estimation consists of the determination of the functional subspace dimensionality p, as well as of the specific basis functions included in the subspace, and is treated via the GA procedure; details are provided in Table 1 . The correct functional subspace dimensionality and specific basis functions have been thus selected in 89% of the cases (446/500 correct selections). These results may be further improved by increasing the population size, nevertheless computational burden will be also increased.
OLS and WLS estimation is based on QR implementation (Ljung [1999, pp. 318-320] ). WLS estimation is non-iterative, while the ML estimation makes use of the Gauss-Newton non-linear optimization scheme (maximum number of iterations 100; maximum number of function evaluations 5000; termination tolerance of the loss function 10 −2 ; termination tolerance of the estimated parameters 10 −8 ). The WLS estimation is initialized by the OLS covariance matrix, while the ML estimator is initialized by the WLS estimates. Indicative parameter estimation results are presented in Fig. 1 . All three methods provide accurate, effectively unbiased, estimates, with the WLS and ML methods expectedly achieving better accuracy for the coefficients of projection (smaller standard deviations). The validity of the derived asymptotic distribution for the projection coefficient estimators is confirmed by the excellent agreement between the sample standard deviations and their counterparts obtained through the asymptotic analysis.
The VFP-ARX(4, 1) [9, 9] second natural frequency versus the operating vector components (k 1 , k 2 ) is depicted in Fig. 2 for the true model and the OLS, WLS, and ML estimates (sample means over 500 runs). Fig. 3 ), for the true system, as well as the OLS, WLS, and ML estimates (also sample means over 500 runs). The agreement between the true and all estimated curves is indeed excellent.
CONCLUDING REMARKS
The identification of global and parsimonious models based on data records obtained under a sample of different operating conditions, each one characterized by several parameters, was considered. The problem was tackled within a recently developed Functional Pooling (FP) framework. Vector-dependent Functionally Pooled ARX (VFP-ARX) models were postulated, and estimators based on the LS and ML principles were formulated. The estimators' strong consistency and asymptotic distribution were established. For model structure (including functional subspaces) estimation a Genetic Algorithm based procedure was formulated. The effectiveness of the formulated methods, along with the validity of the asymptotic results, were confirmed via a Monte Carlo study.
