Introduction
Tanzania's human development record has shown a steady deterioration in recent years. On the basis of the United Nations Development Programme (UNDP) human development index for 1993, it was ranked 144th out of 174 countries (see UNDP, 1997) . It is one of the poorest countries in the world, with over three-quarters of the total population engaged in agricultural activity.
2 Using data from the early 1990s, it was estimated that over a half of the rural population fell below two-thirds of the national per capita mean income as compared with less than one-fifth of the urban population (see World Bank, 1996) . In Tanzania's post-independence era, a significant emphasis was placed on the development of a basic education system with a strong orientation towards agriculture. The Education for Self-Reliance (ESR) programme embodied this emphasis and was introduced after the Arusha Declaration of 1967. Although it was implemented for many years, ultimately it proved unpopular with parents in rural areas, who felt it tied their children to agriculture and restricted their access to modern sectors (see Peasgood et al., 1997) . A major objective of the Arusha declaration was the achievement of universal primary education by 1989, and the abolition of school fees in 1973 was prompted by the desire to achieve this goal. The Musoma Resolution of 1974 reaffirmed the goal of universal primary education and optimistically advanced the target year to 1977. 3 The Education Act of 1978 made primary enrolment and school attendance between the ages of 7 and 13 years compulsory, 4 and parents faced fines or even imprisonment for non-compliance. The gross enrolment ratio at the primary level peaked at 96% in 1983. 5 The economic crisis of the 1980s impacted heavily on the Tanzanian education sector. Real incomes declined during this period, particularly for the rural upper and middle classes, the ultra-poor and the urban rich (see Sarris and Van den Brink, 1993; Ferreira, 1996) , reducing the ability of households to send all of their children to school. On the supply side, constrained government finances meant that education quality could not be maintained in the primary sector, which had experienced a dramatic expansion through the 1970s. The declines in both real income and school quality induced a fall in school enrolments and a rise in drop-out rates at the primary level. Fiscal austerity with regard to the education sector prompted a reintroduction of school fees. By 1993 the gross enrolment rate for children of primary school going age had declined to around 75% [see Ministry of Education and Culture (MOEC), 1998 ].
Although primary school enrolment rates were declining in the 1980s, secondary school enrolment rates, which had been severely restricted by government policy for many years, enjoyed their fastest growth since independence. In spite of this unprecedented growth, the Tanzanian secondary school system still remains one of the smallest in Sub-Saharan Africa (see UNESCO, 1999) . The institutional restrictions governing access to secondary schooling were in sharp contrast to the policies pursued with regard to primary schooling, and this ultimately affected the returns to different educational levels in the formal labour market. A 'filtering down' process occurred during the initial expansion in primary schooling, with primary school leavers taking jobs that had previously required no formal schooling (see Knight and Sabot, 1981, 1990) . The small number of secondary graduates ensured that the wage premium for this group remained high. The trend identified in the work of Knight and Sabot continued during the 1980s, and by the early 1990s the prospects of obtaining a formal sector job with only a primary education were poor. Recent estimates for the rates of return to educational levels indicate that private returns to secondary schooling are slightly higher than primary returns in Tanzania (see Mason and Khandker, 1996) , which is in contrast to the reported experience of other Sub-Saharan African countries, where primary rates of return, on average, tend to be higher than secondary ones (see, e.g., Psachoropoulos, 1994) . 6 There has been little research devoted to documenting the urbanrural disparities in educational uptake and provision in Tanzania. The most recent census for Tanzania, undertaken in 1988 , suggested a rural-urban differential of around eight percentage points in net enrolment rates for those in the 7-15 years age category. The net rates differ from the gross rates in that only children of primary school age, which is 7-13 years of age in Tanzania, are included as part of this definition. More recent studies suggest that urban-rural differences in access and performance have increased (see Komba, 1995; Cooksey et al., 1998) . In particular, Cooksey et al. (1998) , using district level data drawn from 1995, report a differential of 17 percentage points in net enrolment rates between urban and rural areas. In addition, their work reveals important differences between urban and rural schools. These include a larger proportion of more qualified teachers, a more favourable pupil-teacher ratio and higher average achievement levels in the primary school leaving examination in urban areas.
The data used by Cooksey et al. (1998) with regard to enrolments, drawn as they are from school census data, are not directly comparable to the Tanzanian population census data. The Tanzanian Demographic and Health Surveys (Tanzanian DHS), however, confirm the upward trend in the urban-rural enrolment disparity (see Tanzanian DHS, 1991 /2, 1996 . Using the 6-15 years age category, the differential in age-specific enrolments between the urban and rural areas was nearly seven percentage points in 1991/2, rising to 12 percentage points by 1996. The widening of the gap is largely attributable to increases in urban enrolments, with rural enrolments exhibiting little movement.
In principle, the urban-rural differences in primary level access and performance can be explained by a number of factors. These include differences between rural and urban households in their socioeconomic status, expectations regarding returns to education and access to the formal labour market, the household attitude towards the accumulation of human capital and the nature of human capital provided by the Tanzanian education system, and differences in schooling quality between urban and rural areas.
It is certainly the case, as already indicated, that urban schools in mainland Tanzania are better resourced. Government funds are allocated without reference to either differentials in socio-economic levels between districts or to a district's capacity to raise revenue. The onset of the economic crisis in the 1980s placed a heavier financial responsibility for primary schooling on district councils. Urban districts are better able to raise their own revenues and community contributions tend to be higher in the wealthier urban districts. Peasgood et al. (1997) provide further information on this issue. If schooling quality is an important factor in determining the attendance decision, quality differentials are likely to widen the disparity in attendance rates between urban and rural areas.
Primary schooling provides the opportunity for the development of basic human capital, but also provides the route into the post-primary education system. The persistence of urban-rural disparities in access to primary education could prevent large numbers of rural children from exploiting educational opportunities that could enhance both their life-cycle opportunities and their capacity to render a significant social contribution. Cooksey et al. (1998) argue that 'Attempting to rectify urban-rural imbalances in educational inputs and outputs will pose severe challenges to policy makers ' (p. 3) . In order to identify the nature of the challenge and to inform on the design of appropriate policy responses, this paper examines the key determinants of primary school attendance rates within the context of the urban-rural divide in Tanzania.
Our study provides estimates for primary school enrolments using separate reduced form relationships for rural and urban settlement types. This approach allows us to decompose the overall differential in primary school attendance rates between urban and rural areas into differences in the estimated relationships between the settlement types, and into differences in the characteristics (or endowments) between the settlement types. Our approach also allows the contribution of subsets of variables and differences in their estimated coefficients to be quantified.
The structure of the paper is as follows. The next two sections detail respectively the relevant theoretical issues and the data used in our analysis. Section 4 provides a detailed description of the methodology used and Section 5 provides a discussion of the empirical results. Section 6 reports the decomposition analysis, and the final section offers some policy conclusions and outlines potential areas for future research.
Theoretical Issues
The household is the unit that makes the decision as to whether a child attends primary school or not. Education can be viewed both as a consumption and as an investment good. Parents invest in their children's education not only to enhance their children's life-chances but also to ensure that they are better placed to support them in later life. In addition, there are household consumption benefits associated with having literate and educated children.
A household production function approach has been widely adopted in the literature to model household schooling decisions (see, e.g., Durasaimy, 1992; Tansel, 1993; Strauss and Thomas, 1995; Glewwe, 1999) . These models imply that there is an optimal investment in education for each child equating the present value of the expected marginal costs and benefits to the household. Costs are incurred throughout the duration of a child's schooling and include direct costs (e.g., fees, travel expenditures and school material expenditures) and the opportunity costs of the child's time (e.g., household work activities foregone whilst at school). Although attendance at primary school is compulsory in Tanzania, there has been poor enforcement in recent times and, as far as parents are concerned, the cost of non-compliance can be ignored. The benefits to the parents of educating their children depend on a number of factors, including the rate of expected remittances from their children when they leave home, the probability that their children will find work and the time preferences of the household.
Although, in the light of the above factors, the optimal level of investment in education is determinate for each household, the presence of constraints implies that the optimum amount of education may be unobtainable. For example, the monetary costs of education are incurred before many of the monetary benefits are realised. Some households may not have the resources available to finance the initial costs of education for some or all of their children and, through lack of collateral, may be unable to borrow the necessary resources from capital markets. This implies that the amount of education will be related to other household characteristics, such as household income, wealth and levels of parental education.
Education can also be seen as a consumption good in that it can directly enhance parents' utility and there may also be non-monetary benefits to education for the acquiring child. Household preferences for educated children may be an important factor in the decision to send children to school or not.
The above considerations suggest a number of explanatory factors that could be taken to influence primary school attendance. These factors are best accommodated within a reduced form relationship for schooling, which includes, inter alia, parental characteristics, household income levels, household size and structure variables, costs of schooling variables (in monetary and opportunity terms), gender, age, and location variables. There is now a significant literature that has adopted such an approach in the study of primary schooling in Africa, including the work of Birdsall and Orivel (1996) for Mali, Lavy (1996) for Ghana, Mason and Khandker (1996) for Tanzania, and Grootaert (1999) for Côte d'Ivoire.
We adopt this framework here but with an emphasis placed on exploring the urban-rural dimension. There are two broad reasons why urban and rural areas could exhibit different enrolment patterns. Firstly, the relationship between household characteristics and school attendance could be different depending on location. There may be a number of explanations for such a difference. For example, the perceived expected rate of return to education may be different in rural and urban areas due to differences in the rate of return to education between the formal and agricultural sectors.
7 This implies that a household's expected returns to schooling might be different between rural and urban areas. The distribution of post-primary schooling opportunities may differ in such a way as to favour the urban areas, thus creating weaker incentives for rural households to send their children to primary schools, regardless of the legal penalties that attach to such decisions. Parental preferences for education may also be influenced by cultural considerations and may thus differ between more traditional rural areas and the modern urban areas. It has also been suggested that demand for schooling has been greatest in areas that have had a strong educational presence or legacy. The second broad reason for rural-urban differentials in primary school attendance is the existence of differences in household, individual or regional characteristics (or endowments) between the rural and urban areas. These differences may be in terms of parental occupational levels, parental educational levels, household structure, household income levels, distance to the nearest primary school, fee levels incurred or differences in schooling quality. A key issue, therefore, is to establish the extent to which large differences between urban and rural areas in the attributes that determine primary schooling explain disparities in attendance.
Data
The data used in this paper are obtained from a nationally representative survey of approximately 5,000 households conducted in Tanzania between 1993 and 1994. The survey was jointly undertaken by the Department of Economics at the University of Dar es Salaam, the Government of Tanzania and the World Bank, and was funded by the World Bank, the Government of Japan and the British Overseas Development Agency. The data were collected as part of the Tanzanian Human Resource Development Survey (HRDS). The HRDS covers both mainland Tanzania and Zanzibar. 9 The focus of our analysis, however, is mainland Tanzania. Ferreira and Griffin (1995) provide a detailed description of the survey instrument. The HRDS includes household-level questions on education, health and expenditure. There are also questions relating to the occupational and educational backgrounds of the heads of the households and on household location. One limitation of the survey data set is that they do not contain information on household income. Behrman and Knowles (1999) , in their study of child schooling in Vietnam, however, argue that an expenditure-based measure may be subject to less measurement error than an income-based measure since it smooths transitory income fluctuations and more adequately reflects the longrun resource constraint facing the household. In addition, expenditure data may be more accurately reported than income data in both rural and urban households given the inherent tendency of households to under-report income in these types of surveys (see Deaton, 1997, pp. 29-32) . In this analysis, therefore, we use household expenditure data as a proxy for household income. There is one possible disadvantage to using this measure in undertaking an urban-rural comparison and this relates to the fact that a larger component of household expenditure in rural areas is imputed and some measurement error may thus occur in its calculation. Our use of a predicted expenditure measure (see below) may help mitigate this problem.
Another variable that is of some interest to our analysis is the fee for primary schooling facing households. Although there are data on educational expenditures in the HRDS, they are only available for those households whose children actually attend primary school. It is possible to econometrically model the educational expenditures incurred for those attending and use the econometric estimates thus obtained to predict educational expenditures for all households with children of primary school-going age. The absence of adequate identifying variables vitiates this approach, so instead primary school fees are computed using subdistrict level data. This method has been adopted by Lavy (1996) and Grootaert (1999) in their studies and is relatively uncontroversial. Our fees variable is calculated using the average primary school fees in the HRDS as computed at the village level in rural areas and enumeration level in urban areas. 10 Although we accept that this may not represent a perfect measure, in our view it provides a reasonable proxy.
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It should be noted that school fees capture only one part of the direct (or explicit) costs of schooling. In the context of the HRDS data, fees represent about 15% of total primary education costs in both urban and rural areas. We take the view, however, that at the margin, this is one of the more important items of educational expenditure that governs household behaviour with regard to schooling decisions. No other educational cost measure is used in our analysis and, in contrast to Mason and Khandker (1996) , who also used the HRDS, we make no attempt to compute the indirect opportunity costs of attending primary school.
After eliminating households containing missing values for the variables of interest to us, we were left with 4,667 individuals aged between 7 and 15 years of age. These individuals comprise the data points for our empirical work. Table A1 of the appendix provides a full description of the variables used in our analysis and it should be noted that sample weights, based on the National Master Sample of Tanzania and the number of households per cluster, are used in generating the reported statistics (see Ferreira and Griffin, 1995, p. 31) . The descriptive statistics reported in Table A1 thus capture a nationally representative picture for mainland Tanzania.
Methodology
The outcome of interest to us is primary school attendance. The event we model, therefore, is the probability that a child of primary school age is currently attending primary school or has been at primary school in the last 12 months. We denote this event for individual i by a dichotomous variable (attend i ) which equals 1 if the event occurs and 0 otherwise. Using a probit model, the probability that a child attends primary school over the specified period may be expressed as:
10 If the number of observations for a particular village or enumeration area was less than five, the regional average was taken instead. 11 We concede that estimates obtained using this proxy measure may be subject to bias through both the omission of school quality variables (perhaps positively correlated with school fees) and measurement error. The net direction of the bias in the estimated school fees effect is, however, indeterminate.
where X i is a vector of household and individual level characteristics taken to influence the probability of attendance for individual i, β denotes a vector of unknown parameters to be estimated, and Φ(•) denotes the standard normal cumulative distribution function.
An important objective of our study is to explore the differentials in primary attendance rates between the urban and rural areas in mainland Tanzania. This requires estimation of separate attendance equations for the urban and rural sectors. The average differential in primary attendance probabilities between the two sectors may be expressed as:
( 1) where the u and r subscripts denote urban and rural respectively, the bars denote mean values, the circumflexes denote estimates, X ui and X ri are the ith individual's vector of characteristics for the urban and rural sectors respectively, and β u and β r are the vectors of estimated maximum likelihood probit parameters for the urban and rural sectors respectively.
The decomposition of the difference in the dependent variable between two sectors is relatively straightforward in the context of a linear regression model and the ordinary least squares (OLS) estimation procedure. In this case, the decomposition uses the property that the regression plane passes through the means of the data, and the average value of the dependent variable is perfectly predictable using the estimated OLS coefficients in conjunction with the average values of the explanatory variables. For example, if the dependent variable is denoted by y, the explanatory variables by the vector X, and α represents the estimated OLS coefficient vector, the urban-rural gap could be decomposed into explained and unexplained parts as follows: (2) where bars denote sample mean values and circumflexes denote estimates.
The first part of the decomposition shows the effect of coefficient differences on the differential, which captures the shift in the relationship between urban and rural areas, and the second part captures the effect of changes in the average values of the characteristics, at constant coefficients, on the differential of interest. This is called the
index number ' approach and has been used extensively in the applied labour economics literature since first being popularised by Oaxaca (1973) . It is important to note that it is subject to the standard 'index number' problem where the outcomes may be sensitive to the weights (or coefficients) used to calculate the component parts. 12 It should also be registered that, in a linear setting, it is relatively easy to break down the contribution of subsets of variables to the explained component and the contribution of subsets of coefficient differences to the unexplained component.
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The task of decomposing the differential when the dependent variable is a binary variable is complicated by the non-linearity inherent in the probit model. Gomulka and Stern (1990) outline an approach that is applicable to non-linear binary models such as the probit. Following Gomulka and Stern (1990) , the average differential in attendance rates between urban and rural sectors (∆ i ) may be decomposed into two parts as follows: (3) The resemblance to the decomposition in the linear model is evident. The first part of the right-hand side of expression (3) in parentheses is the portion of the average differential, which is explained by differences in coefficients (or the estimated relationships) between the rural and urban sectors. The second part of the expression in parentheses is the portion of the average differential that is explained by the settlement differences in individual, household and other characteristics. Expression (3) is evaluated using the estimated urban coefficients, but it is also possible to unpack these components using
e j e j e j e j 12 This approach is called the index number approach since the procedure involves weighting a 'basket' of characteristics by estimated coefficients. It thus bears a close resemblance to the construction of Laspeyres and Paasche indices, which are known to provide results that are sensitive to the weights (coefficients) used. 13 The decomposition described in expression (2) could be implemented in our application using a linear probability model. Experimentation with such a model for the various samples used in this paper yielded a significant proportion of predictions that fell outside the [0,1] interval in all cases. Our preference is to use a model that bounds the predicted outcomes within this interval. It should be noted in passing, however, that the decomposition results obtained using linear probability models are broadly similar to the results reported for the probit. These results are available from the authors on request.
the rural coefficient estimates. In this case the average differential may be expressed as: (4) The foregoing clearly provides an extension to a non-linear model of the decomposition proposed by Oaxaca (1973) . It is important, however, to flag an important distinction. The linear decomposition exploits the OLS property that the regression plane passes through the means of the data; in the non-linear case, this does not necessarily hold. The reported decompositions in (3) and (4) involve averaging the estimated probabilities over all individuals in the sample. This creates a number of potential problems. In contrast to the linear case, the non-linear decomposition does not easily permit identifying the contribution of individual explanatory variables (or subsets of explanatory variables) to the explained portion or the contribution of differentials in estimated coefficients to the unexplained portion. Doiron and Riddell (1994) suggest an approach that uses a Taylor series approximation. 14 Their method transforms the difference in average probabilities between two sectors into a linear function of variables, which then facilitates standard linear decomposition ana-lysis of the type illustrated in expression (2).
The urban-rural gap in attendance, for arbitrary urban and rural individuals, can be expressed as:
e j e j e j e j 14 Even and McPherson (1993) suggest an alternative methodology designed to identify the contribution of subsets of variables to the overall explained components of expressions (3) and (4). This uses the average explained differential in the estimated probit index to weight the explained components by the share of a particular variable in the explained total. If we define k as the variable (or set of variables of interest), the weight used is defined as where the urban coefficients are used. See Even and McPherson (1993) for further details.
This is interpretable as a Taylor series expansion with second-and higher-order terms neglected. It should be noted, therefore, that the differential in average probabilities, as computed using the righthand side of the expression, provides an approximation yielding an approximation error, which depends on the magnitude of the higher-order terms. The expression for the derivative is the probability density function for the standard normal and this allows the curvature of the probability function to enter the analysis. The expression in parentheses on the right-hand side of the expression can be decomposed into explained and unexplained components using the linear decomposition outlined in (2). It is obviously subject to the 'index number' problem.
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It may appear natural to proceed with decomposing the expression in parentheses using the sample means of the characteristics. This is problematic since, ignoring urban and rural subscripts, it is generally the case that:
where n equals the sample size. Depending on the mean characteristics, significant errors can occur in computing the probabilities using mean sample characteristics. To overcome this problem, Doiron and Riddell (1994) suggest scaling the average characteristics by a factor that takes into consideration the above error. The characteristics used to undertake the decomposition are defined as: (6) for the urban characteristics and
e j e j e j
for the rural characteristics, where and where Φ -1 represents the inverse of the standard normal cumulative distribution function.
The use of the realisations of the characteristics described in (6) and (7) ensures that, approximation error aside, the explained and unexplained components sum to the overall gap in average estimated probabilities between the two sectors. An issue here, however, is the point at which the linearisation actually occurs (i.e., the z value). Following Doiron and Riddell (1994) , we use a weighted average of X u ′β u and X r ′β r as follows:
where n is the pooled (urban and rural) sample size, n u is the urban sample size and n r is the rural sample size.
One outstanding issue is the computation of expressions for the standard errors of the explained and unexplained components. We could re-write expression (5) as: (8) where φ(•) is the probability density function for the standard normal and the decomposition uses the rural estimated coefficients. The first part of the expression in brackets is the unexplained portion and the second part of the expression is the explained portion. For convenience, we could re-write this more compactly as:
where ∆ U is the unexplained and ∆ E the explained component. Tanzania 443 An approximate expression for the variance of ∆ U can be calculated as: (9) where V = Vβ u + Vβ r which is the sum of the variance-covariance matrices associated with the vectors β u and β r respectively. Since non-overlapping samples are used, there is no covariance term. We can approximate the variance of ∆ E as: (10) where Vβ r is the variance-covariance matrix for the estimated rural coefficients. We could choose to use the urban coefficients to compute the component parts of the decomposition. In this case, the necessary amendments to expressions (9) and (10) are relatively straightforward to implement.
One important econometric issue that we need to address relates to the use of sample weights in our regression analysis. The use of such weights in regression analysis remains a controversial issue (see Deaton, 1997) . Kish and Frankel (1974) view regression as descriptive rather than as a device to provide insights into structural relationships. Their justification for using weights in regression analysis is no different from the justification for using weights in the computation of means or other descriptive statistics from sample data. Our approach, however, is to use the unweighted data in the regression analysis but weight the characteristics by the survey weights in our decomposition analysis. In order to inform policy, we take the view that the mean characteristics should reflect the underlying population's mean characteristics, and this requires use of the sample weights.
In the context of our empirical analysis, we can provide an indication of the difference associated with using the weighted rather than the unweighted HRDS data. If we use the latter, the magnitude of the gap in primary school attendance rates between urban and rural areas is underestimated, relative to the former, by just over one-third for the 7-15 years age group. From the perspective of policy, this highlights one of the dangers attached to using the unweighted survey data to inform discussion. The use of the unweighted HRDS provides a
misleading picture regarding the magnitude of the differential and, in a temporal context, suggests a less adverse movement in the disparity than is actually the case. Finally, the school attendance equations are estimated using maximum likelihood techniques. The standard errors reported are robust to the presence of heteroscedasticity, and are based on the White (1980) procedure with suitable adjustments for the maximum likelihood estimator. 
Empirical Results
The phenomenon of delayed or late enrolment remains a significant issue in Tanzania (see Mason and Khandker, 1996) . This is reflected in the fact that the average age at enrolment is 9 years for girls and just under 10 years for boys (see World Bank, 1995) . In order to ensure that non-enrolment effects are not confounded with the effects of delayed enrolment, we report estimates from primary attendance equations based on two categories, which are the 7-15 and 10-15 age groups. Other age categorisations were also used to define the dependent variable; to conserve space the results of that analysis are not reported here but are available from the authors on request. Table A2 of the appendix reports the weighted means/proportions for the dependent and independent variables by rural and urban areas for the two selected age groups. This table also reports z-scores or t-tests to ascertain any evidence of statistical differences in variables by settlement type.
The primary school attendance rates in both rural and urban areas are seen to increase as the initial age used to define each category rises. The rural-urban attendance rate differential exhibits some degree of variability across the two age groups, with a steep fall occurring for the more narrowly defined age group. In both cases, however, the rural-urban differential is found to be statistically significant at a conventional level. Table A2 also reports z-scores and t-tests for the set of explanatory variables used in our analysis. In general, the test results are relatively consistent across the two age categories. For instance, paternal and maternal educational attainments are higher in urban than in rural areas, as are per capita household expenditures (our proxy measure for household income), the average level of primary educational fees and the proportion of households headed by Muslims. In contrast, the number of adults and the number of children in each household are higher in the rural areas as, predictably, is the distance to a government-run primary school. There is no evidence of a gender differential across rural and urban areas for any of the age groups, and children in households with no parents present are equally represented across the two settlement types. However, using the 7-15 age category, there is a higher proportion of 7-year-olds and a smaller proportion of 12-year-olds in rural as compared with the urban areas. In both cases, the differentials are statistically significant at a conventional level.
The Probit Estimates
The empirical results reported in Table 1 are based on the separate estimations of rural and urban primary school attendance equations.
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A set of likelihood ratio tests undertaken indicates rejection of the set of pooled specifications that constrained parameters to equality across the rural and urban areas. 18 In order to ensure that the unobservables influencing primary school attendance and household expenditure are independent, the expenditure variable is instrumented using, amongst other things, household asset variables. 19 The use of a predicted measure may also reduce the potential for measurement error in 17 The specifications estimated used the regional controls listed in Table A1 . We also estimated probit fixed effects specifications with cluster controls designed to capture unobserved community-level effects. None of the estimated coefficients for the household-level variables were materially altered. The approach we adopt in this paper uses the regional controls in preference to the cluster-level effects, since use of the latter renders our decomposition analysis less tractable as most clusters are either exclusively rural or exclusively urban. 18 The null hypothesis is defined as the pooled equation with a control for urban settlements and Dar es Salaam. The computed chi-squared value is 163.6 for the 7-15 years age category and is distributed with 55 degrees of freedom. For the narrower age category, the computed chi-squared is 107.9 and is distributed with 52 degrees of freedom. In both cases the null is rejected in favour of two separate (rural and urban) equations. 19 The household expenditure per capita variable is predicted using all the exogenous variables in the attendance specifications and the identifying instruments of total land in hectares per household, the number of goats per household, the number of cows per household, the number of poultry per household and a set of dummy variables capturing whether cement was used in the construction of a dwelling's walls and floors. The estimation procedure used is OLS, and separate expenditure equations are estimated for the rural and the urban samples. It has become conventional to use household asset measures as instruments in the prediction of household expenditure. Smith and Blundell (1986) . The probit estimates are transformed into marginal effects for the continuous variables and impact effects for the binary variables. ***, statistical significance at the 1% level, ** at the 5% level, * at the 10% level using two-tailed tests. NA, not applicable in estimation.
the rural expenditure variable given that its calculation relies, in part, on imputed values. The tests are reported at the bottom of Table 1 and suggest strong evidence of endogeneity for the widest age category. This test provides some empirical justification for use of the predicted measure.
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The fits obtained for the estimated model 21 are good but suffer some degradation with the reduction in sample size as the age interval defining the dependent variable is narrowed. Taken together, however, these summary measures indicate that the estimated models provide reasonably adequate descriptions of the data.
In order to facilitate interpretation, the probit estimates reported in Table 1 are transformed respectively into marginal and impact effects for the continuous variables and binary variables. In addition to the variables reported in this table, controls for region and age were also included; to conserve space these are not reported here. We initially focus on the rural estimates reported in Table 1 . The estimated effects allow for some general inferences that appear invariant to the age categorisations used. The level of maternal education, as measured by mother 's education to primary level or better, features as an important factor in the narrowest age category. The result for the wider age category is less well determined but also achieves statistical significance at a conventional level. Fathers with some primary education tend to have a positive impact on children's schooling for the wider age category, whereas fathers with primary level or better have a significant positive effect on children in the narrower age category. Since we control for household expenditure (the proxy measure for income), these parental education effects capture the positive attitude of educated parents to the accumulation of human capital rather than the availability of resources or access to credit markets normally associated with such educational levels.
The gender effects for rural children are poorly determined and the estimated effects for neither age range attain statistical significance. There is no statistical difference in the attendance behaviour of children from Muslim-headed households in rural areas relative to the 20 The tests for endogeneity are based on Smith and Blundell (1986) . 21 Veall and Zimmerman (1996) have explored different measures of fit for binary models and argue that the McKelvey and Zavoina measure provides the most accurate estimate for the underlying latent model's OLS-R 2 . This is reported at the bottom of this table in conjunction with the McFadden R 2 for each estimated specification and the proportion of correct predictions obtained for each model. base group, which is the set of Christian-headed households. There is evidence of a difference, however, for children from mixed religion households, but the small proportion of rural households in this particular category warrants a cautious interpretation.
The birth sequencing of siblings is found to exert minimal influence on primary school attendance in rural areas, with only one of the estimated effects achieving statistical significance. This result conflicts with the findings of Al-Samarrai and Peasgood (1998), though their analysis was undertaken using a less representative village-based rural survey for Tanzania.
The estimates reported in Table 1 indicate that the number of children in the household exerts a positive effect on attendance. This result is consistent with the notion that the greater the number of children per household, the less time required per child for household production activity, which may include agriculture-based activity. The estimated marginal effect, using the 7-15 years age interval for illustrative purposes, suggests that raising the number of children per rural household by one increases the probability of attendance, on average, by just over three percentage points, ceteris paribus. In contrast, the number of adults in the household exerts a negative effect on attendance and is more pronounced for the widest age category. An increase in the number of adults per household by one reduces the probability of attendance by over three percentage points for this category. Although the result is weaker for the narrower age interval, taken together these estimates suggest that adult competition for resources has unfavourable implications for a child's school attendance in rural areas.
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The time costs of travel to school are important in the rural areas, as one would anticipate a priori. The estimated coefficient for the distance to the nearest primary school is negative and reasonably well determined in both rural equations. The computed marginal effect suggests that an additional kilometre from the nearest governmentrun primary school reduces the attendance rate by nearly four percentage points, ceteris paribus, for the widest age category used. The 22 This result for rural households is not consistent with Becker's notion that households are trading off 'quality' for 'quantity' in terms of children. If this were the case, we would expect an inverse relationship between school attendance and the number of children in the household. Other studies have also suggested that the quantity/quality trade-off in Africa does not always hold (e.g., see Montgomery et al., 1995) . implied elasticity for the distance variable, using the 7-15 years age interval, is -0.1, falling to -0.06 for the older age group (see Table A3 ). The point estimates, however, are not statistically different from each other. These estimates are consistent with those of Lavy (1996) for Ghana but are below (in absolute terms) the set of elasticity estimates reported for a small rural Mali sample in Birdsall and Orivel (1996) , which ranged between -0.34 and -0.18. On the other hand, Grootaert (1999) , using data from the 1980s for Côte d'Ivoire, failed to detect any significant or plausible values for the distance measures used.
The estimates for the two 'demand variables' used in our analysis, the per capita expenditure variable (the proxy for income) and the fees variable, are now explored. Neither of the estimated fee effects is found to be statistically significant at a conventional level. The per capita expenditure (or per capita income) effects, on the other hand, are found to be better determined in both cases. In the 7-15 age category, the computed marginal effect suggests that an increase of 1,000 shillings in per capita expenditure raises the probability of primary school participation, on average, by just under 0.4 of a percentage point, ceteris paribus. The computed elasticities (see Table A3 ) lie between onehalf and one-quarter, and are roughly in line with elasticity estimates provided by Mason and Khandker (1996) for Tanzania, and more generally by Behrman and Knowles (1999) for other African countries.
We now turn to the estimates for the urban specifications, which are also reported in Table 1 . Parental education is again seen to exert a role on primary school attendance, with the effects of mother's education again more robust than father 's education. In contrast to the rural results, the distance to the nearest primary school was found to be unimportant in urban areas, as was both the number of children and number of adults per household. In addition, children in Muslimheaded households were found to be less likely to attend primary school than those from Christian-headed households, which is in contrast to the rural result. For instance, in the widest age category children in Muslim-headed households are over seven percentage points less likely to attend primary school, although this effect is halved for the narrowest age category. This may be explained by cultural differences and a stronger preference in Muslim households for Madresa schools. This issue clearly warrants further investigation.
The birth sequencing effects appear stronger in the urban than in the rural specifications and, for those born at the end of the sequence, there is some evidence of a statistical difference in these effects across the urban-rural divide for the widest age category. In contrast to the rural estimates, a strong gender effect emerges. However, the corresponding t-tests for an urban-rural difference in the estimated gender coefficients are found to be insignificant at a conventional level in both cases. The point estimates suggest that, on average, girls in the 7-15 age category residing in urban areas are eight percentage points more likely to attend primary school than boys, ceteris paribus. The strong urban effect may reflect the opportunity cost of attending primary school, which may be lower for girls in urban areas given that foregone hours of household activity are likely to be more valued in rural areas. The urban results may also be taken to reflect the fact that boys have greater access to labour market opportunities than girls.
There is some evidence that children not living with their parents are less likely to attend primary school than those living with their parents. In both age categories, the estimated effect is negative and statistically significant. The computed impact effect provides an indication of the disadvantage children not living with their parents encounter in urban areas. A child in the 7-15 age group residing in an urban area and living in a household without parents is, on average, nearly 20 percentage points less likely to attend primary school, ceteris paribus, than a child living in a household with parents. The impact effect is somewhat lower for the narrower age category but retains statistical significance at a conventional level. The absence of any effect in the rural areas may suggest that extended family networks in rural areas work more effectively to offset the disadvantage of not having parents present in the household.
The urban specifications included a control for household residence in Dar es Salaam. The estimated effect is statistically significant for both age groups. The implied impact effects are large and suggest that a child Dar es Salaam in the 7-15 age group is, ceteris paribus, just under 30 percentage points less likely to attend primary school than a child resident in the base region of Iringa. This estimate falls to just over 11 percentage points for a child in the 10-15 years age category. It is difficult to rationalise this result in unambiguous terms, but the estimates for the wider age category may reflect the effects of late starting in Dar es Salaam. The result for the narrower age interval, on the other hand, may be attributable to the high opportunity costs, in terms of labour market activity, that attach to primary school attendance for older children in Dar es Salaam.
We now turn to an examination of the 'demand variables' used in the urban equations. The estimated per capita expenditure coefficients are slightly better determined in the urban than in the rural specifications and, although the estimated marginal effects are slightly lower, there is no evidence of a statistical difference in the estimated effects across settlement types with regard to this proxy measure. Neither of the fee terms are found to be statistically significant at a conventional level, which is in line with the rural estimates. It might be useful to place these estimates in a broader context. The literature on the demand for schooling contains a number of estimates for income/expenditure and primary schooling fee elasticities. Although estimation procedures, sample sizes, weighting procedures, the measurement of the variables (and what they include) and specifications vary across studies, there are a number of estimates that provide a basis for comparison. Behrman and Knowles (1999) provide a comprehensive list of income/expenditure elasticities and, as already noted, our estimates are broadly comparable to those reported for a number of African countries. Tan et al. (1984) report modest price effects for Malawi, two of the four price elasticity estimates reported in Birdsall and Orivel (1996) for rural Mali were statistically insignificant, Lavy (1996) finds no evidence of a negative price effect for Ghana and neither does Grootaert (1999) for Côte d'Ivoire. Thus, our finding of a zero fee effect for primary schooling in both urban and rural areas is not incompatible with estimates previously reported in the literature for Africa.
The Decomposition Analysis
The top panel of Table 2 reports primary school attendance rates based on averaging the actual weighted data. The actual primary school attendance gaps between urban and rural areas are statistically significant for the two age categories. Given the weighting procedures used, the estimates reported reflect the national picture in terms of primary school attendance in mainland Tanzania by rural and urban areas. The actual gap in primary school attendance between urban and rural areas is calculated at nearly 10 percentage points for the widest age category and falls to just under four percentage points for the narrowest age group. The following two subsections explore the decomposition of this overall gap into its explained and unexplained parts. (9) and (10) and accompanying text. All row entries are expressed as percentage points. The approximation error is the difference between the actual attendance gap and the approximated gap. ***, statistical significance at the 1% level, ** at the 5% level, * at the 10% level using two-tailed tests.
The Explained Differentials
Panels A and B of Table 2 use expression (8), and variants of it, to decompose the probability gap in primary school attendance between urban and rural areas into explained and unexplained parts. The neglect of higher-order terms in the Taylor series expansion creates an approximation error, which is also reported in this table. The standard errors corresponding to the explained point estimates are reported in italics. The explained components are statistically significant at a conventional level in three of the four cases but the numerical values appear sensitive to the estimated coefficients used. The consistent finding, however, is that average differentials in characteristics explain most of the primary attendance differential between urban and rural areas.
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Our decomposition analysis allows us to compute the relative contribution of individual variables, or subsets of variables, to the determination of the overall explained component. This exercise is reported in Table 3 , where the numbers are again expressed as percentage points. Standard errors, also expressed as percentage points, are given in italics. The row entries in each of the age category columns sum to the overall average explained component, which is repeated at the bottom of the table for completeness. The findings are broadly consistent across the age categories, but again some differ- 23 If we undertake the decompositions outlined in expressions (3) and (4), we again see the sensitivity of the estimated component parts to the estimated coefficients used. If we use the rural coefficients the explained part dominates, but the reverse holds if we use the urban coefficients. Nevertheless, for the broadest age interval and using the urban coefficients, the explained component accounts for over half of the total differential. The following table provides the results.
Expression (3) Expression (4) Age group (years) 7-15 10-15 7-15 10-15 Total 9.7 3.9 9.7 3.9 Explained 4.9 0.5 11.5 10.4 Unexplained 4.8 3.4 -1.8 -6.5
See text for an explanation of expressions (3) and (4). The totals are based on predictions and are slightly different from the actuals reported in Table 1. ences emerge depending on whether urban or rural coefficients are used to compute the explained portions. The best way to interpret these numbers intuitively is in terms of their effect in either narrowing or widening the overall urban-rural attendance gap. A positive sign suggests a widening of the differential, with a negative sign indicating a contraction. For instance, using urban coefficients (i.e., the left-hand side of Table 3 ) and the broadest age group, average urban-rural differences in mother's educational attainment, widen the urban-rural attendance gap by around one and a half percentage points, which is statistically significant at a conventional level. Using the rural set of estimates (i.e., the right-hand side of Table  3 ), the effects are less well determined but all estimates are within the 10% level of significance using two-tailed tests. Differences in paternal educational levels are not found to be important when urban coefficients are used, but when rural coefficients are used these differences act to widen the attendance rate for the narrowest age category. It is clear that disparities in maternal educational attainment between urban and rural areas have a tendency to widen the urban-rural differential in primary school attendance regardless of the coefficients used, and this clearly flags an important gender issue with some policy content.
If the estimated urban coefficients are used to compute the explained component, urban-rural differences in the occupational distribution of the households, in the household structure variables and in the Table 3 footnotes: The left-hand side panel uses the urban coefficients with where k denotes the partitioned vector relating to the kth variable or subsets of variables -see expression (8) in the text. The right-hand side of the panel uses the rural coefficients with where k denotes the partitioned vector relating to the kth variable or subsets of variables -see expression (8) in the text. The row entries in each column sum to the total explained component reported in Table 2 . Row entries are expressed in percentage points. Standard errors are given in italics. ***, statistical significance at the 1% level, ** at the 5% level, * at the 10% level, using a two-tailed test. NA, not applicable in estimation.
distance to the nearest government-run primary school contribute little to explaining the overall gap. There is, however, evidence that differences in the religious affiliation of the head of household act to reduce the disparity, and this is attributable to the large and significant positive effects reported for the 'other religion' category in urban areas in Table 1 . Age differences are found to be important for the widest age category. This is perhaps not a surprising result in this case since there are statistical differences between the age 7 and age 12 rural and corresponding urban proportions (see Table A1 ). The large numerical value for the contribution of the age category though may also be attributable in part to the X construct used in our analysis. The construction of this variable also ensures a non-zero entry for the constant term's contribution in this particular table. However, in all cases the reported effects are statistically insignificant. Nevertheless, this does highlight a shortcoming of this particular methodology since a straightforward linear decomposition along Oaxaca (1973) lines would generate a zero entry here.
The use of rural coefficients reveals a statistically significant role for urban-rural differences in the number of children per household, the number of adults per household and the distance to the nearest government-run primary school. These results are in contrast with those obtained using the urban estimates. We reported earlier that the number of children per household in rural areas exerted positive and robust effects on attendance for both age groups. The difference in this household structure variable between settlement types works to reduce the urban-rural differential by about four percentage points for the widest age category, falling to one percentage point for the narrowest age interval. In both cases the effects are found to be statistically significant. On the assumption that children are required to engage in household and agricultural production activities in rural areas, a large number of children per household reduces the opportunity cost of attending school. Table 1 revealed that the distance to a government-run primary school was seen to exert an important negative influence on attendance in rural areas. For the widest age group used, the average distance differential between urban and rural areas accounts for about two percentage points of the overall gap, but this declines to one percentage point for the narrowest age group. Both these results imply that rural school location has an important role to play in schooling decisions and that rural children are at a substantial disadvantage relative to their urban counterparts with regard to distance.
The decomposition analysis computed with the urban coefficients allows us to isolate the role of Dar es Salaam in our analysis. We noted earlier that children resident in this Tanzanian city, in both age groups, were less likely to attend primary school ceteris paribus. As can be seen from Table 3 , if everything else were held constant, the Dar es Salaam effect narrows the overall differential by between one and a half and four percentage points depending on the age interval used to define the dependent variable. This emphasizes the fact that low attendance rates in Tanzania are not restricted to rural areas. Indeed, they are an integral part of the educational profile of the country's largest urban centre. This finding clearly warrants further research.
The interpretation of the other regional effects represents a more difficult task. We noted from Table A2 significant differences in most regions in the proportion of residents by settlement type. There are clearly region-specific factors that influence school attendance. These could include infrastructure effects, supply availability effects or school quality effects, which are all specific to regions. The clear picture that emerges in Table 3 is that these undefined (and unidentified) region-specific effects act to increase attendance in urban areas relative to rural areas in three of the four cases reported. Additional and richer regional information is clearly required to unpack these effects in a more thorough way.
The consistently largest effect after age as reported in Table 3 is reserved for the proxy measure for household income -per capita household expenditure. The estimated effects are relatively consistent across both the two age categories and the coefficient estimates used. These results suggest that a large part of the gap is indeed explained by urban-rural differences in this important variable, with the effects statistically significant in all cases. The gap in household income is responsible for widening the disparity in attendance by around 6-7 percentage points depending on the age interval and the coefficient estimates used. The point estimates suggest that, holding everything else constant, if there were no difference in household per capita expenditure levels between rural and urban areas, the attendance gaps would narrow considerably. Thus, policies that lead to a narrowing of the income gap between urban and rural sectors may have sizeable effects on the overall attendance differential.
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The Unexplained Differentials
The interpretation of the unexplained component always represents a more difficult task in this type of decomposition as it captures residual effects. The preceding discussion highlighted the sensitivity of the explained components to the estimated coefficients used. As Table 2 reveals, the unexplained part is also found to be sensitive to the sample characteristics used. If the unexplained component is computed using the sample averages for the rural sector, the overall estimated effects are numerically small and neither is statistically significant at an acceptable level. If urban sample average characteristics are used, on the other hand, the unexplained point estimates are larger and negative in both cases, counterbalancing the large and positive explained components noted earlier when rural coefficients were used. However, the point estimates are statistically significant at a conventional level using urban but not rural characteristics.
The focus on the average, however, may disguise statistically significant effects for subsets of the estimated coefficients and Table 4 endeavours to unpack these. Again the sum of the point estimates reported in the rows of each column equals the overall unexplained total, which is reported at the bottom of this table. One variable that registers a statistically significant effect, regardless of whether urban or rural characteristics are used, is the distance variable. For the broadest age group, the urban-rural difference in the estimated effects for distance acts to widen the disparity by about four percentage points. The effect is attenuated if the urban characteristics are used. Thus, holding distance constant, the estimated negative effects are stronger in rural than in urban areas. This is plausible since a superior infrastructure in urban areas perhaps ensures that the time required to travel a 1 km journey to school is less than in rural areas. In addition, more children are likely to be making the same journey in urban areas, which may help allay parental concerns.
Differences in estimated coefficients for the regional variables account for a widening of the gap and, as with the explained component, are not amenable to a clean interpretation. It is worth noting, however, that unexplained differences in regional effects only register statistical significance for the older age groups. In addition, the row entries relating to the constant term are not amenable to an intuitive interpretation either since the estimates refer to a stylised individual belonging to the base group with a value of 0 for all continuous variables. The interpretation of differences in the constant terms, therefore, represents neither a meaningful nor a fruitful exercise, and the differences are reported in the table purely for completeness.
We noted above the importance of urban-rural differences in household income in determining the overall gap in school attendance. Although the contribution of rural-urban differences in the estimated coefficients to the unexplained total is numerically large, the estimates from Table 4 reveal no statistical effect on the attendance gap between urban and rural sectors.
Conclusions
This paper presented empirical estimates for the determinants of primary school attendance in Tanzania for the early 1990s, and used a reduced form model of primary school demand to inform a comparison of attendance rates by rural and urban settlement type. In order to prevent late enrolment being confounded with nonenrolment in our analysis, we estimated models based on a number of different age categories, and presented results for two of these categories. All the estimated models provided reasonably good descriptions of the underlying data and many of the estimated coefficients were in agreement with prior expectations. We uncovered robust inelastic expenditure effects in both rural and urban areas, but all the estimated effects for primary school fees were poorly determined and suggested a zero fee elasticity of demand for primary schooling in both rural and urban Tanzania. We are mindful that both our income and price variables are proxy empirical measures and may be poorly correlated with the theoretical constructs posited in a demand relationship. This warrants a cautious interpretation of the results relating to the predictions of conventional demand theory. However, it is comforting to note that neither our income nor price effects are contradicted by estimates provided in the literature for other African countries. The major thrust of our paper was the exploration of the differential in primary school attendance rates between urban and rural areas. This ranged from about 10 percentage points for the widest age category to just under four percentage points for the narrowest age interval. Using the decomposition methodology outlined in Doiron and Riddell (1994) , we found that most of the differential was attributed to differences in characteristics or endowments between the urban and the rural sectors. Nevertheless, a notable feature of the decomposition results were their sensitivity to the coefficient estimates used. Although this is a standard problem with such decomposition analysis, some degree of caution in interpretation is clearly required.
Our empirical work uncovered some interesting differences in the determinants of primary attendance within and between rural and urban areas. A mother 's education was seen as a very important determinant of primary school attendance in both urban and rural areas and, in most cases, featured as a more important determinant than a father 's educational level. The differentials in maternal educational levels between urban and rural areas acted to widen the urban-rural disparity in primary attendance. This confirms the intergenerational effects associated with poor levels of female education Table 4 Table 2 . Row entries are expressed as percentage points. Standard errors are given in italics. ***, statistical significance at the 1% level, ** at the 5% level, * at the 10% level, using a two-tailed test. NA, not applicable in estimation.
and highlights the importance of designing and implementing policies that improve female educational access and provision, particularly in rural areas. The issue of gender and education has been the subject of some investigation in Tanzania in the past (see, e.g., Bendera and Mboya, 1996; Peasgood et al., 1997) . Our results indicate that girls are more likely than boys to attend primary school, ceteris paribus, with the gender effects more pronounced in the urban than in the rural areas. Our analysis only allowed for the gender effect to enter through an intercept shift. There may be some leverage in exploring this effect as mediated through other explanatory variables (see, e.g., Al-Samarrai and Peasgood, 1998) but this was not pursued here.
The most important effect, however, was reserved for the differential in per capita income/expenditure, which accounted for much of the difference. Our estimates suggest that if there were no urban-rural per capita income/expenditure gaps, ceteris paribus, the primary school attendance gaps would narrow considerably. Clearly, if economic development narrows urban-rural income disparities, this would go some way to attenuating the observed differentials in school attendance. The recent economic history of Tanzania, however, suggests a sluggish, if not stagnant, process of economic growth. If the objective is to reduce what appears to be a growing urban-rural disparity, the design and implementation of educational policies with more immediate effects are clearly desirable. Ravallion and Wodon (2000) explored the incentive effects of enrolment subsidies on schooling and child labour supply under the Bangladesh Food-for-Education programme. Their analysis concluded that a targeted school stipend, with a value considerably less than the mean child labour wage, was sufficient to achieve nearly full school attendance among participants. The policy was seen to have more modest effects on child labour supply. The programme targeted the less economically developed areas of Bangladesh and participating households received monthly food rations as long as they sent their children to school. The policy implemented represented a discount on the price of schooling. It is arguable whether such a policy would be effective in the Tanzanian context given our estimates with regard to school fees. Nevertheless, the policy provided an income subsidy to households and reduced uncertainty in terms of household food supply. The application of a similar policy targeted at the rural areas of Tanzania may similarly affect primary school participation through both its influence in narrowing the urban-rural gap in per capita expenditure and in reducing uncertainty. Our analysis suggests that the design of such a programme customised to suit the Tanzanian rural context is worthy of exploration.
Although this paper makes a contribution to explaining urban-rural differences in primary schooling, the estimated models omit other factors that could be regarded as important in explaining primary school enrolment. Our analysis was constrained by the absence in the HRDS of any worthwhile data relating to school quality. Nevertheless, the inclusion of region-specific controls helps reduce the magnitude of this problem. The effects on school attendance of a household's book and uniform expenditures based on district averages were explored. In general, the reported estimates for these variables were poorly determined and our results with regard to the fees effect, noted above, were not materially affected by their inclusion. In addition, indirect labour market measures designed to capture the opportunity cost of undertaking primary education (see, e.g., Mason and Khandker, 1996) were not used in our analysis. We take the view that for children in Tanzania, and particularly rural children, the quality of wage data is either poor or non-existent, and is of limited value in constructing an opportunity cost measure. Despite these limitations and the caveats offered with regard to the measurement of other key variables, we believe, however, that the substantive findings of this paper are relatively robust.
The work reported here could be developed along two important dimensions. Our analysis focused only on primary school attendance and explored that household decision in isolation from decisions relating to child labour supply. The work reported in Grootaert and Patrinos (1999) and the work of Ravallion and Wodon (2000) highlight the importance of integrating the study of schooling with child labour supply decisions. Such an approach obviously raises more complex econometric issues but data constraints inherent in the HRDS data prevented an exploration of this issue here. 25 Finally, the focus of this study was primary school attendance, not 25 Akabayashi and Psacharopoulos (1999) explore the relationship between child labour activity, schooling and attainment for Tanzania using time-log data drawn from the 1993/4 HRDS survey used in this paper. However, their study was constrained by the fact that the time-log survey was only available for clusters in the Tanga region of mainland Tanzania. Their analysis did indicate a trade-off between child labour activity and hours of study. attainment. We reported in the introduction to this paper the existence of significant differences in attainment as measured by average scores in the primary school leaving examination (see Cooksey et al., 1998) . We believe a broadly similar decomposition analysis could be fruitfully used to explore the factors that give rise to such differences, with the work of Glewwe and Jacoby (1994) providing a template for this type of study. Such an analysis would allow the contribution of urbanrural differences at the level of the household, the individual and the school in determining attainment differences to be quantified. This would provide a logical extension of the analysis reported here and could also be integrated with an analysis of child labour supply. Male and female head refer to the head and their eldest spouse. The occupation of a female-headed household is recorded in the female head occupation group. Data on the level of fees paid by each household for each child going to primary school was collected. These were averaged across the village or enumeration areas to give an average fee for that village/school. If for a particular village/enumera-tion area the number of observations to calculate this average fell below five the regional average was taken instead. Fees for twenty-eight of the 205 village/ enumeration areas in the sample were worked out in this way. Tanzania 473 Sample survey weights used in the computation of means and standard deviations. a The reference category, which is not included in the regression analysis. ***, statistical significance at the 1% level, ** at the 5% level, * at the 10% level using two-tailed tests. NA, not applicable. Standard errors are given in italics. The elasticities are computed at the means of the data using the weighted sample. ***, statistical significance at the 1% level, ** at the 5% level, * at the 10% level using two-tailed tests.
