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Resumen Quepy es una librer´ıa para construir sistema de respuesta a pregun-
tas sobre datos enlazados. Al utilizar patrones esta´ticos para reconocer las preguntas
alcanzar una gran cobertura es muy costoso, dada la gran variabilidad del lenguaje.
Para solucionar este problema proponemos utilizar un clasificador bayesiano ingenuo
para clasificar reformulaciones de preguntas sema´nticamente equivalentes y ligarlas a
una misma interpretacio´n. La falta de un corpus etiquetado para esta tarea y de tra-
bajos anteriores con esta configuracio´n nos llevo´ a utilizar un enfoque de aprendizaje
activo sobre instancias y sobre caracter´ısticas siguiendo a Settles [2011]. Utilizare-
mos una novedosa representacio´n de las instancias que incluye las concordancias con
los patrones parciales del sistema, esperando capturar de esta forma la informacio´n
sema´ntica de la pregunta. En este escenario contamos con una gran cantidad de pre-
guntas que no son reconocidas por el sistema que agrupamos es una clase other, y
muchas clases minoritarias con pocos ejemplos cada una. Los resultados indican que
balancear el corpus de entrenamiento utilizado por el clasificador evita que la clase
mayoritaria se convierta en la u´nica clase reconocida por el clasificador, mientras que
el entrenamiento con caracter´ısticas aumento´ en gran medida el reconocimiento de
las clases minoritarias.
Palabras claves Aprendizaje Activo, Sistema de Respuesta a Preguntas, Datos
Enlazados, Procesamiento del Lenguaje Natural.
Abstract Quepy is a library used to build question answering systems over linked
data. By using static patterns to recognize the questions the achievement of a high
coverage is very expensive, given the variability of language. To solve this problem we
propose to use a Na¨ıve Bayes classifier to classify semantically equivalent reformula-
tions of the questions and link them to a single interpretation. The lack of a tagged
corpus for this tasks and previous work with this configuration led us to use an active
learning approach on instances and features, following Settles [2011]. We present a
novel representation of the instances including their matches to partial patterns of the
system. We hope to capture this way the semantic information of the questions. In
this scenario we have a lot of questions that are not recognized by the system grouped
is a class “other”, and many smaller classes with few examples each. Results indica-
te that balancing the training corpus prevents the classifier from recognizing only one
class, while training with features greatly increased the recognition of minority classes.
Keywords Active Learning, Question Answering, Linked Data, Natural Language
Processing.
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Introduccio´n
Los sistemas de respuesta a preguntas sobre datos enlazados son un a´rea naciente
del procesamiento del lenguaje natural y particularmente del a´rea de recuperacio´n de
informacio´n.
Gupta and Gupta [2012] destacan que existen dos formas principales de buscar la
respuesta a una pregunta de un usuario. La primera de ellas, utilizada inicialmente,
consiste de encontrar similitudes sema´nticas o sinta´cticas entre la pregunta y docu-
mentos de texto que pueden contener evidencias para la respuesta. La segunda, que
abordaremos durante este trabajo, traduce la pregunta a un lenguaje formal para
luego realizar consultas a una base de conocimiento estructurada.
La reciente posibilidad de manejo de grandes volu´menes de datos ha permitido
la formacio´n de grades bases de conocimiento, muchas de ellas pu´blicas y disponi-
bles online. Estas ontolog´ıas cambian ampliamente el paradigma utilizado hasta el
momento, ya que dan estructura a los datos y permiten entonces extraer relaciones
complejas entre sus entidades, como plantean Ou and Zhu [2011].
Sin embargo, el primer paso para la resolucio´n de una pregunta es la formaliza-
cio´n de la misma a partir del texto ingresado por el usuario, independientemente del
me´todo de extraccio´n de informacio´n empleado a continuacio´n. Au´n as´ı, la mayor´ıa
de los sistemas se centran en la bu´squeda de la respuesta ma´s que en la correcta
interpretacio´n de la pregunta, y en general se limitan a textos cortos y preguntas
factuales.
Una aproximacio´n que trata de simplificar la creacio´n de sistemas de respuesta a
preguntas es la de Quepy 1: es una librer´ıa para la traduccio´n automa´tica de preguntas
en lenguaje natural a un lenguaje de consultas formalizado. El programador define
una serie de plantillas para cada tipo de pregunta que el sistema pueda procesar y su
correspondiente interpretacio´n en la base de conocimiento elegida.
Aunque Quepy esta´ disen˜ado para simplificar la tarea de construccio´n de dichas
reglas, la cantidad de trabajo necesario para lograr cobertura amplia es todav´ıa muy
1http://quepy.machinalis.com/
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elevada por varios motivos:
Las plantillas deben ser desarrolladas por un experto de forma individual.
El poder expresivo de las preguntas que soporte el sistema es lineal con respecto
a la cantidad de plantillas generadas.
Existe redundancia de informacio´n por falta de modularizacio´n ya que en mu-
chos casos deben definirse patrones de preguntas muy similares. Por ejemplo,
para las preguntas Who are the presidents of Argentina? y Who are the children
of the presidents of Argentina? se necesitan dos plantillas que contienen la mis-
ma informacio´n utilizada para construir la parte de la consulta que representa
presidents of Argentina.
Existen numerosas preguntas que son equivalentes y que no necesariamente se
representan con la misma plantilla porque tienen diferentes formas superficiales.
Por ejemplo las preguntas Where is Angelina Jolie from? y Where was Angelina
Jolie born? tienen esencialmente la misma sema´ntica.
Debido a las grandes variaciones del lenguaje natural, se requiere un analista
experto para lograr una cobertura completa de todas las reformulaciones para
una misma sema´ntica.
De todas las dificultades anteriores nos enfocaremos en las dos u´ltimas ya que
las consideramos prioritarias y, al solucionarlas, podemos ampliar la cobertura de los
sistemas construidos sobre Quepy significativamente.
Nuestra propuesta es aplicar un clasificador automa´tico sobre las preguntas donde
cada clase es una de las posibles interpretaciones de Quepy. De esta forma, podemos
ligar muchas ma´s reformulaciones de la misma pregunta a su correspondiente sema´nti-
ca y lograr mayor cobertura.
La principal originalidad de nuestra aplicacio´n se basa en utilizar como carac-
ter´ısticas las concordancias parciales con las plantillas de Quepy predefinidas por un
programador. Consideramos que identifican claramente los aspectos relevantes para
la correcta interpretacio´n de la pregunta, y como tal son mejores representaciones.
Para evaluar el aporte de nuestro sistema consideramos que entrenar el clasificador
con pocos patrones predefinidos nos ayudar´ıa a percibir con ma´s exactitud la posible
mejora generada por su interaccio´n con Quepy. Por ello, y debido a que no existen
grandes corpus etiquetados para reformulaciones de preguntas, planteamos que un
enfoque de aprendizaje activo es lo ma´s adecuado.
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El aprendizaje activo, como describe Settles [2009], permite entrenar un clasifica-
dor automa´tico con menor cantidad de instancias que en un entrenamiento automa´tico
pasivo y es beneficioso cuando se cuenta con muchos ejemplos no etiquetados pero, la
mayor´ıa de ellos son redundantes. En nuestro entorno en particular se presenta este
feno´meno, debido a que en un corpus no anotado esta´ndar pocas de las preguntas
caera´n dentro de alguna de las clases sema´nticas de los patrones iniciales.
Adicionalmente realizaremos experimentos para medir el impacto del aprendizaje
activo sobre caracter´ısticas en un entorno con clases minoritarias de pocas instancias
y corpus de entrenamiento muy pequen˜os. Druck et al. [2009] han obtenido inclu-
so mejores resultados con esta te´cnica que con el entrenamiento tradicional usando
instancias.
Un enfoque novedoso que combina todos los conceptos anteriores es el de Settles
[2011] en Dualist. Esta herramienta optimiza el aprendizaje activo preguntado al
usuario sobre instancias y caracter´ısticas de las mismas. Settles tambie´n incluye una
serie de investigaciones sobre el rendimiento de tareas de clasificacio´n con usuarios
reales y simulados. Es por ello que tomamos como base este trabajo y lo adaptamos
con una nueva implementacio´n a nuestro problema.
Para llevar a cabo esta tesis implementaremos un marco de trabajo para el en-
trenamiento de un clasificador bayesiano ingenuo (na¨ıve bayes classifier) con apren-
dizaje activo sobre instancias y caracter´ısticas. Aplicaremos este marco de trabajo al
problema particular de clasificacio´n de preguntas para Quepy eligiendo para ello un
espacio de representacio´n adecuado y entrenando el clasificador. Finalmente realiza-
remos experimentos que demuestran la utilidad de un sistema de estas caracter´ısticas
y determinan los mejores para´metros para el entrenamiento.
Esta tesis se estructura en seis cap´ıtulos. En el primero de ellos explicamos bre-
vemente una serie de conceptos relativos a los sistemas de preguntas sobre datos
enlazados que forman la base de nuestro problema. En el segundo cap´ıtulo definimos
formalmente el problema a abordar y la solucio´n que proponemos para el mismo. El
tercer y cuarto cap´ıtulo explican co´mo hemos implementado esta solucio´n y la forma
en que elegimos modelar el problema. En el quinto cap´ıtulo comenzamos con la intro-
duccio´n a nuestro entorno de experimentacio´n y los corpus construidos. En el u´ltimo
cap´ıtulo describimos los experimentos realizados y sus resultados, agregando tambie´n
las decisiones que tomamos entre cada uno de ellos.
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Cap´ıtulo 1
Marco de referencia
Tanto el problema que planteamos abordar como la solucio´n propuesta son com-
plejos de definir, ya que involucran numerosos problemas propios del procesamiento
automa´tico del lenguaje natural. En este cap´ıtulo describiremos algunos conceptos
que sirven como marco de referencia del problema. A partir de esta base, en el si-
guiente cap´ıtulo daremos una descripcio´n del problema propiamente dicha, seguida
por una formalizacio´n de la solucio´n.
1.1. Datos Enlazados y Sistemas de Respuesta
La cantidad de informacio´n disponible en internet es abrumadora, y sin embargo,
au´n no puede utilizarse en conjunto para extraccio´n de informacio´n satisfactoriamen-
te. Berners-Lee [2014] explica que este feno´meno se debe a que no se pueden relacionar
automa´ticamente fragmentos de informacio´n que se refieren al mismo objeto o suceso
que provengan de fuentes o documentos distintos. Es necesario que la informacio´n
pueda ser adquirida y procesada por una computadora.
Christian Bizer and Berners-Lee [2009] definen los datos enlazados o linked data
como informacio´n que cumple las siguientes caracter´ısticas:
1. Puede ser le´ıda automa´ticamente por una computadora (machine readable).
2. Su significado esta´ expl´ıcitamente definido.
3. Esta´ conectada a fuentes de datos externas.
4. Puede ser conectada desde fuentes de datos externas a su vez.
Sin embargo, no existe un consenso o una definicio´n formal sobre el tema. Berners-
Lee [2014] describe en su art´ıculo un protocolo orientativo para publicar datos enla-
zados en la web de tal forma que pudiera formarse una base de conocimiento global.
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Con el tiempo estas reglas se han tomado como un esta´ndar para la construccio´n de
ontolog´ıas, bases de conocimiento estructurado que incluyen normalmente entidades
y relaciones entre estas entidades. En la actualidad existen ontolog´ıas que contienen
millardos de aserciones.
Los datos enlazados se representan comu´nmente siguiendo un lenguaje de descrip-
cio´n como RDF (Resource Description Framework) que consiste en una coleccio´n de
ternas, tal como lo describen Brickley and Guha [2014]. Cada terna se compone de
un sujeto, un predicado y un objeto, donde el predicado representa una relacio´n entre
el sujeto y el objeto. De esta forma se puede representar cualquier tipo de asociacio´n
entre entidades sin importar su complejidad, construye´ndolo a partir de relaciones
parciales. El resultado es informacio´n organizada en forma de grafo donde cada nodo
es una entidad y cada arista es una relacio´n entre dichas entidades.
Las ontolog´ıas ma´s populares en el momento son FreeBase 1 y DBPedia 2, aunque
existen numerosos proyectos con dominios ma´s acotados como MusicBrainz 3. Estas
plataformas son abiertas con interfaces fa´ciles de utilizar que permiten agregar nuevos
datos a cualquier persona, y como resultado se observa un ra´pido crecimiento en la
cantidad de informacio´n disponible.
Estos sitios cuentan con puertos de acceso donde los usuarios pueden realizar
consultas utilizando algu´n lenguaje formal. Aunque estos servicios esta´n disponibles
a todo el pu´blico, se requiere cierto nivel de conocimiento te´cnico para generar dichas
consultas. Para dar acceso real a las masas a esta gran cantidad de informacio´n se
requieren interfaces capaces de obtener los datos relevantes de las ontolog´ıas a partir
de consultas en lenguaje natural, es decir, sistemas de respuestas a preguntas.
Complementariamente, los sistemas de respuesta a preguntas pueden obtener gran-
des beneficios de una ontolog´ıa. En lugar de buscar documentos o pasajes que pue-
dan contener una respuesta, los datos enlazados pueden brindar informacio´n exacta.
Adema´s de ello, resulta ma´s fa´cil procesar preguntas donde es muy poco probable
encontrar la respuesta en un solo documento, por ejemplo, ¿Que´ famosas actrices
nacieron en el mismo pa´ıs que Naima Akef?. Desde los an˜os 70 este tipo de software
ha utilizado bancos de conocimiento estructurado que inicialmente eran bases de da-
tos locales. Sin embargo, dadas las limitaciones de equipamiento de la e´poca nunca
llegaron a lograr una gran cobertura. Con el desarrollo cualitativo y cuantitativo de
1www.freebase.com
2www.dbpedia.org
3www.musicbrainz.org
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las tecnolog´ıas y recursos asociados a la web sema´ntica se ha podido superar esta
dificultad y la atencio´n ha vuelto nuevamente hacia la informacio´n estructurada.
Extraer informacio´n de una ontolog´ıa no es dif´ıcil, sin embargo, como describe
Unger et al. [2014], identificar la correspondencia o mapeo (mapping) entre una pre-
gunta en forma textual y los conceptos correspondientes de una ontolog´ıa no es una
tarea simple. Este proceso implica resolver distintos tipos de ambigu¨edades textuales,
entre ellas:
Anclaje de sintagmas preposicionales Es un problema muy comu´n, donde los
sintagmas preposiciones pueden estar ligadas al verbo o al sustantivo. Por ejem-
plo, en la oracio´n El gato atrapa al pescado con elegancia el sintagma preposicio-
nal con elegancia esta´ ligado al verbo, mientras que en la oracio´n El gato atrapa
pescado con escamas el sintagma con escamas esta´ ligado al sustantivo. Para
identificar esta adjuncio´n no hay informacio´n suficiente en el ana´lisis puramente
sinta´ctico y es necesario entender la sema´ntica.
Sema´ntica le´xica Este te´rmino hace referencia a los sentidos de las palabras. El pro-
blema de ambigu¨edad es causado por la presencia de homonimia en el lenguaje
natural, ya que existen palabras que tienen varios significados. Por ejemplo, en
la pregunta ¿De que´ color es la vela que esta´ sobre la mesa?, la palabra vela
puede hacer referencia a dos conceptos distintos: un cilindro de cera o una forma
de propulsio´n nau´tica.
Sema´ntica ontolo´gica Au´n cuando se ha determinado el concepto al cual el usuario
se refiere en la pregunta, no hay garant´ıas de que este concepto tenga un nodo
equivalente dentro de la ontolog´ıa.
Cuando se han resuelto estas ambigu¨edades, es necesario construir una consulta
en lenguaje formal para ser enviada a la base de conocimiento. Una vez que se ha
obtenido la informacio´n de la base, otra etapa de procesamiento convierte estos datos
del formato legible por una computadora a un formato legible por el usuario. A con-
tinuacio´n ilustramos con un ejemplo estas etapas utilizando una consulta en lenguaje
MQL4, sobre la estructura de FreeBase.
Ejemplo 1.
1. Pregunta en leguaje natural.
4http://mql.freebaseapps.com/index.html
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What i s the c a p i t a l c i t y o f Argentina ?
2. Generacio´n de la consulta en lenguaje MQL sema´nticamente equivalente.
{
” type ” : ”/ l o c a t i o n / country ” ,
” id ” : ”/en/ argent ina ” ,
” c a p i t a l ” : n u l l
}
3. Resultado de la consulta.
{
” r e s u l t ” : {
” type ” : ”/ l o c a t i o n / country ” ,
” id ” : ”/en/ argent ina ” ,
” c a p i t a l ” : ”Buenos Aires ”
}
}
4. Respuesta en leguaje natural.
The c a p i t a l c i t y o f Argentina i s Buenos Ai re s .
En las consultas utilizando MQL se detalla la estructura de la informacio´n y
se completan los datos necesarios para identificar el objeto en la base de datos. Para
obtener informacio´n sobre la entidad se nombran sus atributos, pero se les da un valor
de null. El motor de bu´squeda identifica estos campos y completa la informacio´n
faltante. Este lenguaje es muy intuitivo y fue disen˜ado para ser accesible, pero no
todos los lenguajes de consulta son tan simples como MQL.
Unger et al. [2014] menciona problemas que frecuentemente enfrentan este tipo
de sistemas. Uno de ellos es identificar la entidad a la que se hace referencia en
la pregunta, en nuestro caso, Argentina. Esta tarea puede llegar a ser mucho ma´s
compleja, por ejemplo en el caso de la entidad People’s Republic of China. Para
resolver estos problemas se requieren sistemas de parseo y asignacio´n de etiquetas
morfosinta´cticas, as´ı como sistemas espec´ıficos de reconocimiento y clasificacio´n de
entidades nombradas (NERC).
Adicionalmente, las consultas contienen no so´lo informacio´n brindada por la pre-
gunta del usuario, sino tambie´n datos asociados a la estructura de la base. Si en lugar
de /location/country hubieramos utilizado /location/location la consulta hubiera de-
vuelto un error, a pesar de que el nodo asociado a Argentina es tambie´n de tipo
/location/location.
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Veamos a continuacio´n un ejemplo en otro lenguaje de consulta llamado SPARQL,
definido por Prud’hommeaux and Seaborne [2008]. Esta consulta es compatible con
la estructura de la ontolog´ıa DBPedia.
Ejemplo 2. Consulta en SPARQL para la pregunta How many episodes does Seinfeld
have?
PREFIX rd f : <http ://www. w3 . org /1999/02/22− rdf−syntax−ns#>
PREFIX dbpprop : <http :// dbpedia . org /property/>
PREFIX dbpedia−owl : <http :// dbpedia . org / onto logy/>
SELECT DISTINCT ?x1 WHERE {
?x0 rd f : type dbpedia−owl : Televis ionShow .
?x0 dbpprop : showName ” S e i n f e l d ”@en .
?x0 dbpedia−owl : numberOfEpisodes ?x1 .
}
La cantidad de informacio´n necesaria para construir esta consulta es mucho ma-
yor mientras que su estructura no es simple de comprender. Sin embargo, pone en
relevancia el uso de ternas para representar la relacio´n entre distintos nodos. En parti-
cular, la variable ?x1 representa el resultado, mientras que la variable ?x0 representa
a la entidad de nombre Seinfield y tipo TelevisionShow. Observemos que el concepto
numberOfEpisodes depende totalmente de la estructura de la ontolog´ıa, y debe ser
derivado del texto number of episodes. Sin embargo, esta derivacio´n es arbitraria y
no sigue reglas fijas.
Hemos visto algunos de los conceptos y problemas involucrados en la traduccio´n
de preguntas en lenguaje natural a consultas en lenguajes formales. Quepy es una
librer´ıa que facilita el manejo de esta complejidad a trave´s de la abstraccio´n, como
veremos en la siguiente seccio´n.
1.2. Quepy
Como se menciono´ anteriormente, Quepy es un entorno de trabajo para crear
aplicaciones de respuesta a preguntas. Su objetivo principal es brindar una herra-
mienta fa´cilmente adaptable a distintos dominios y distintos lenguajes de consultas.
Los lenguajes soportados hasta el momento son MQL y SPARQL; ambos permiten
consultas a FreeBase y DBPedia. Haremos un breve resumen a continuacio´n sobre la
arquitectura general de Quepy y sus principales caracter´ısticas.
Una aplicacio´n creada en Quepy tiene tres secciones:
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Settings Es la configuracio´n de Quepy, que incluye las herramientas de ana´lisis
sinta´ctico a utilizar como ntlk (Bird et al. [2009]), la URL del servidor para
enviar las consultas, etc.
Templates Contiene las plantillas a ser definidas por el creador de la aplicacio´n.
Cada plantilla es una expresio´n regular que combina distintos tipos de carac-
ter´ısticas como etiquetas morfosinta´cticas o etiquetas POS (part of speech), que
indican el tipo gramatical de la palabra, y lemas, o forma cano´nica de la pala-
bra, un identificador comu´n para las diferentes formas que pueda tomar. Estos
patrones le permite al sistema identificar las piezas sema´nticas que componen
la pregunta u´nicamente en base a su forma superficial. Junto con la expresio´n
regular, cada plantilla tiene una funcio´n de interpretacio´n que toma las sec-
ciones de la pregunta que considera relevantes y las utiliza para construir una
representacio´n interna de la pregunta llamada Expresio´n. Una Expresio´n repre-
senta la sema´ntica de la pregunta como una fo´rmula de lo´gica de predicados. El
vocabulario de predicados disponibles se especifica en el DSL.
DSL Son las siglas correspondientes a Lenguaje de Dominio Espec´ıfico en ingle´s. En
esta seccio´n se detalla co´mo las Expresiones de Quepy se traducen a las partes
integrantes de una consulta formal. En otras palabras, se establecen correspon-
dencias (mappings) entre los predicados de las plantillas y los conceptos de una
ontolog´ıa en particular.
A grandes rasgos, Quepy utiliza dos etapas que traducen una pregunta a una
Expresio´n y luego utilizan la Expresio´n para formar consultas. Esto es as´ı ya que
permite soportar diversos lenguajes de consultas y vuelve la traduccio´n totalmente
transparente para el usuario. Estas representaciones internas son lo suficientemente
abstractas como para generar cualquier consulta. Es el programador quien se encarga
de especificar las reglas de construccio´n de las expresiones y las de traduccio´n a
lenguaje formal, por ejemplo, SPARQL.
1.2.1. Construccio´n de las consultas
Para entender mejor co´mo funciona Quepy internamente veamos en detalle un
ejemplo en particular, extra´ıdo de la documentacio´n oficial 5. Este ejemplo correspon-
de a una aplicacio´n realizada para generar consultas SPARQL y para ser enviadas a
5http://quepy.readthedocs.org/en/latest/tutorial.html
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un motor de la DBPedia. Analicemos primero la forma en que se definen los elementos
del DSL para luego seguir con las plantilla propiamente dichas.
Ejemplo 3. Definicio´n de un elemento del DSL.
from quepy . d s l import FixedRelat ion
class I sDe f ined In ( FixedRelat ion ) :
r e l a t i o n = ” r d f s : comment”
r e v e r s e = True
La clase IsDefinedIn es una Expresio´n primitiva de Quepy que representa una
relacio´n entre dos objetos o terna, como vimos anteriormente en RDF. Dependiendo
del lenguaje de consulta tendra´ distinas traducciones, y en particular para SPARQL
es equivalente a:
? t a r g e t r d f s : comment ? d e f i n i t i o n
donde ?target y ?definition son para´metros que tomara´ la Expresio´n al instan-
ciarse.
Las Expresiones primitivas pueden combinarse para construir composicionalmente
Expresiones que den cuenta de la sema´ntica completa de una pregunta en la corres-
pondiente plantilla asociada, como veremos a continuacio´n. El siguiente co´digo es
parte de la seccio´n de plantillas o templates.
Ejemplo 4. Plantilla para las preguntas de tipo What is ... ?.
from r e f o import Group , Question
from quepy . d s l import HasKeyword
from quepy . par s ing import Lemma, Pos , QuestionTemplate
from d s l import I sDe f ined In
class WhatIs ( QuestionTemplate ) :
aux = Question ( Pos ( ”DT” ) ) + Group ( Pos ( ”NN” ) , ” t a r g e t ” )
regex = Lemma( ”what” ) + Lemma( ”be” ) + aux + Question ( Pos ( ” . ” ) )
def i n t e r p r e t ( s e l f , match ) :
th ing = match . t a r g e t . tokens
t a r g e t = HasKeyword ( th ing )
d e f i n i t i o n = IsDe f ined In ( t a r g e t )
return d e f i n i t i o n
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Observemos que la clase tiene un atributo llamado regex que corresponde a la
expresio´n regular que define la plantilla. Estas regex o patrones capturan la informa-
cio´n sinta´ctica de la pregunta. Profundizaremos en la estructura de estas expresiones
regulares ma´s adelante, pero ahora notemos que uno de los elementos Group tiene una
etiqueta target. Si la pregunta ingresada por el usuario concuerda con esta expresio´n
regular, entonces los elementos que concuerden con la sub expresio´n etiquetada sera´n
pasados al me´todo interpret de la clase. En este caso, el segmento de oracio´n que
corresponda a Group(Pos(”NN”)) (una secuencia de sustantivos) sera´ un atributo
del para´metro match recibido por interpret.
El me´todo interpret construye una Expresio´n de tipo HasKeyword a partir de
target y luego la utiliza para construir otra Expresio´n de tipo IsDefinedIn. El re-
sultado final de la Expresio´n traducida a SPARQL para la pregunta What is a car?
sera´:
PREFIX r d f s : <http ://www. w3 . org /2000/01/ rdf−schema#>
PREFIX quepy : <http ://www. mach ina l i s . com/quepy#>
SELECT DISTINCT ?x1 WHERE {
?x0 quepy : Keyword ” car ” .
?x0 r d f s : comment ?x1 .
}
1.2.2. Plantillas y sus expresiones regulares
Describiremos a continuacio´n ma´s en detalle la estructura de las plantillas que
permiten crear una Expresio´n a partir de una pregunta. Cada una de las plantillas
esta´ construida en base a la librer´ıa REfO6, que define expresiones regulares para
secuencias de objetos complejos de Python, no solamente cadenas de caracteres.
Ejemplo 5. Expresio´n regular del ejemplo 4.
regex = Lemma( ”what” ) + Lemma( ”be” ) + Question ( Pos ( ”DT” ) )
+ Group ( Pos ( ”NN” ) , ” t a r g e t ” ) + Question ( Pos ( ” . ” ) )
En el ejemplo anterior reemplazamos la variable aux por su contenido para mayor
claridad, lo cual no afecta el significado de la expresio´n regular.
Los elementos de esta expresio´n regular son Lemas y POS. Los lemas, o ra´ıces, son
la forma primitiva de la palabra que se obtiene al extraerle su morfolog´ıa. Por ejemplo,
6https://github.com/machinalis/refo
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el lema de un verbo es su infinitivo, de un sustantivo es su forma singular masculina,
etc. POS hace referencia a las etiquetas morfosinta´cticas que se asignan a cada palabra
segu´n su categor´ıa gramatical. La categor´ıa puede obtenerse en base a la palabra en
por si sola o a su relacio´n con las restantes palabras en la oracio´n. Por ejemplo, una
categor´ıa gramatical indica si la palabra es un verbo, un sustantivo, e incluso si esta´ en
plural o cua´l es su tiempo verbal. Durante todo el trabajo utilizaremos las etiquetas
POS definidas para el proyecto Penn TreeBank (Marcus et al. [1993])7.
Para analizar si un frase concuerda o no con una expresio´n regular, Quepy prepro-
cesara´ la oracio´n con el analizador morfosinta´ctico indicado en su configuracio´n para
obtener los lemas y las etiqueta POS. Luego, utilizara´ esa informacio´n para compa-
rarla con la expresio´n regular. Entonces, nuestro ejemplo concordara´ con una frase
cuya primera palabra tenga lema what, su segunda palabra tenga lema be, su tercera
palabra (opcionalmente) tenga etiqueta POS DT, etc.
Dada una pregunta, Quepy intentara´ encontrar una concordancia con cada una
de estas expresiones regulares existentes. Si la encuentra, entonces utilizara´ el me´todo
interpret que explicamos en la seccio´n anterior para construir una Expresio´n y luego
traducira´ esa Expresio´n a una consulta. Esta traduccio´n intermedia es la que brinda
un nivel abstraccio´n que ayuda a resolver los problemas planteados en la seccio´n
anterior.
7http://www.ling.upenn.edu/courses/Fall 2003/ling001/penn treebank pos.html
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Cap´ıtulo 2
Formalizacio´n del problema
A pesar de que Quepy facilita la generacio´n de consultas en lenguajes formales,
restan por solucionar problemas de gran magnitud. El ma´s importante de ellos es que,
al utilizar expresiones regulares, los patrones tienen poca flexibilidad ya que esta´n
ligados fuertemente a su forma superficial, sin tener en cuenta clases de equivalencia,
sino´nimos, polisemia o para´frasis.
En particular, si tomamos el ejemplo de la seccio´n anterior, no se podr´ıan reconocer
preguntas del estilo Definition of a car o How would you define what a car is?. La
respuesta a estas preguntas se obtiene con la misma consulta generada que acabamos
de analizar, por lo cual son sema´nticamente equivalentes. Diremos entonces que estas
preguntas comparten la misma sema´ntica, y que son reformulaciones una de la otra.
Para agregar un nuevo tipo de pregunta al sistema se deben definir sus patrones
y su traduccio´n a una consulta. Es decir, su regex y su me´todo interpret. Debido a la
gran cantidad de formas distintas en las que se puede expresar una pregunta existen
muchos patrones para una misma interpretacio´n, pero es muy costoso construir todas
las expresiones regulares necesarias. Como consecuencia, los sistemas de Quepy esta´n
fuertemente limitados por esta caracter´ıstica. Si los patrones fueran ma´s generales o
pudieran inferirse de alguna forma, entonces ampliar los tipos soportados consistir´ıa
so´lo en definir las interpretaciones.
Unger et al. [2014] clasifican los sistemas de respuesta a preguntas sobre datos
enlazados (QALD por sus siglas en ingle´s) segu´n sus estrategias de resolucio´n de
la pregunta. Entre ellos se encuentra la clase a la cual pertenece Quepy, llamada
por los autores Template-Based approaches o Aproximaciones basadas en patrones.
Claramente, la cobertura pobre sobre el universo posible de preguntas en una dolencia
de cualquier sistema que utilice patrones esta´ticos para clasificar las preguntas en una
determinada representacio´n.
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Lo que nos proponemos entonces lograr con este trabajo es ampliar la cobertura
de un sistema QALD basado en concordancia con patrones para reconocer preguntas
sema´nticamente equivalentes a una de las clases ya definidas en e´l. El sistema QALD
que tomamos como base es Quepy y en particular una aplicacio´n realizada como
demostracio´n de la librer´ıa1. A partir de este punto, usaremos la palabra Quepy para
referirnos tanto al marco de trabajo como a las aplicaciones construidas sobre e´l, y
en particular a la que estaremos utilizando.
2.1. Solucio´n propuesta
Como la generacio´n de nuevas plantillas manualmente es muy costosa, entonces
proponemos una solucio´n automa´tica: agregar al sistema un clasificador que identi-
fique (si existiera) el patro´n que corresponde a la pregunta. Es tarea del clasificador
asociar reformulaciones que tengan la misma sema´ntica a una sola interpretacio´n. Una
vez obtenida la clase sema´ntica e identificado el objeto de la pregunta, Quepy u otro
sistema puede construir la consulta directamente. Dejaremos como trabajo futuro el
reconocimiento de la entidad a la que hace referencia la pregunta y nos centraremos
en la clasificacio´n de la misma.
Este enfoque de encontrar reformulaciones de una misma pregunta esta´ enmarcado
dentro del reconocimiento de implicaciones textuales y ha sido utilizado previamente
para sistema de respuesta a preguntas. Ou and Zhu [2011] utilizan esta te´cnica to-
mando como base preguntas modelo construidas automa´ticamente desde la ontolog´ıa,
y se centran tambie´n en la composicio´n de patrones simples para formar otros ma´s
complejos. Sin embargo, se limitan a un dominio muy restringido que permite formar
texto en lenguaje natural desde las relaciones formales entre las entidades, lo cual ser´ıa
dificultoso en ontolog´ıas complejas como FreeBase. Wang and Li [2012] explican otros
posibles usos de identificar estas relaciones para sugerencia de preguntas relacionadas
o u´tiles para el usuario. El trabajo de Kosseim and Yousefi [2008], por otra parte,
utiliza la reformulacio´n para obtener patrones sema´nticamente equivalente, aunque
durante el entrenamiento el clasificador tiene acceso a la respuesta de la pregunta.
Nuestro trabajo sera´ construir y entrenar un clasificador capaz de recibir una pre-
gunta y decidir a que´ clase sema´ntica pertenece, siguiendo la definicio´n de Sebastiani
[2002]:
1Puede utilizarse online ingresando a http://quepy.machinalis.com/
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Definicio´n 1. La clasificacio´n de una instancia es una funcio´n Ψ : X×C → {0, 1} que
asigna valores booleanos donde X es el dominio de las instancias y C es el conjunto
de clases posibles.
Asignaremos el valor 1 o V erdadero a los pares 〈xi, cj〉 si la clase cj corresponde
a la instancia xi, y 0 o Falso en el caso contrario. Como en nuestro caso la clase
asociada a cada instancia es u´nica, podemos definir tambie´n:
Definicio´n 2. Un clasificador mono-etiqueta es una funcio´n Φ : X → C tal que:
Φ(xi) = cj ⇔ Ψ(xi, cj) = 1
C para esta clasificacio´n es el conjunto de clases sema´nticas de Quepy, es decir,
cada una de las plantillas o patrones. El ejemplo que describimos en la seccio´n anterior
corresponde a la clase Whatis. Todas las preguntas que puedan responderse a trave´s
de la consulta generada por esta plantilla sera´n clasificadas dentro de esta clase.
Cabe destacar que esta solucio´n so´lo permite ampliar la cobertura de los patrones
existentes, pero no crear nuevas interpretaciones o nuevas clases que no hayan sido
definidas en la aplicacio´n de Quepy.
Aunque la tarea a realizar no parece compleja y ha sido ampliamente estudia-
da, nos encontramos con numerosos obsta´culos que impiden utilizar algu´n me´todo
esta´ndar de clasificacio´n de texto. A continuacio´n discutiremos dos de estos inconve-
nientes y las decisiones que tomamos para resolverlos.
2.1.1. De la Clasificacio´n Supervisada al Aprendizaje Activo
En primer lugar, no contamos con un corpus anotado que permita utilizar clasifi-
cacio´n supervisada cla´sica. Desarrollamos entonces un pequen˜o corpus manualmente a
partir de los ejemplos incluidos en Quepy. Por cada clase agregamos tambie´n algunos
casos de reformulaciones no reconocidos por la aplicacio´n y tambie´n las etiquetamos.
El resultados final es un conjunto de 115 preguntas, un nu´mero ma´s que modesto y
que dif´ıcilmente cubre el universo de posibles reformulaciones de todas las clases.
Sin embargo, existen muchos corpus de preguntas utilizados para otras tareas de
clasificacio´n que no esta´n etiquetados. Por lo tanto, decidimos utilizar un enfoque
semisupervisado que comience con un conjunto de semillas y que utilice las preguntas
no etiquetadas y la anotacio´n manual de un experto de las mismas paulatinamente
para mejorar la clasificacio´n. Esto nos permitira´ compensar la falta de cobertura sobre
el dominio.
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La fuente ma´s importante de preguntas para la construccio´n del corpus no anotado
fueron las preguntas de entrenamiento y evaluacio´n de las tareas de TREC2. Por lo
tanto, consideramos que este es un conjunto representativo de las posibles preguntas
que un usuario podr´ıa esperar que un sistema responda. Sin embargo so´lo una porcio´n
muy pequen˜a del ellas se corresponde con alguna de las clases de Quepy. Entrenar un
clasificador con tan alta cantidad de ruido ser´ıa una tarea muy dif´ıcil.
Tengamos en cuenta tambie´n que los l´ımites de una clase sema´ntica no siempre
esta´n claros y algunas veces dependen fuertemente de la estructura de los datos en la
ontolog´ıa.
Ejemplo 6.
1. What is the tallest mountain?
2. What is the Everest mountain?
Estas preguntas son muy similares, y sin embargo so´lo la segunda pertenece a la
case whatis, ya que para responder la primera pregunta debe obtenerse la altura de
todas las montan˜as de la base de datos y seleccionar la mayor.
Por este motivo decidimos utilizar una plataforma de aprendizaje activo donde un
ora´culo humano ayudara´ al sistema a delimitar estas sutilezas sema´nticas. Hospedales
et al. [2011] y Ertekin et al. [2007] describen clasificadores adaptados a trave´s del
aprendizaje activo para encontrar y clasificar ejemplos raros de clases minoritarias.
Adema´s de ello, el aprendizaje activo es una estrategia que obtiene buenos resultados
para problemas con una gran cantidad de clases, de acuerdo con Jain and Kapoor
[2009].
Settles [2009] explica que el aprendizaje activo es un paradigma donde el aprende-
dor selecciona preguntas para que un humano u experto las etiquete. La interaccio´n
aproximada entre el sistema y el experto se muestra en la figura 2.1. Si el aprendedor
elige las instancias de las cuales puede obtener la informacio´n que mejorara´ su desem-
pen˜o en mayor medida, entonces se minimiza la cantidad de instancias etiquetadas
necesarias para lograr el mismo rendimiento. La mayor motivacio´n para este tipo de
estrategias es la dificultad de conseguir datos etiquetados al mismo tiempo que se
disponen de grandes cantidad de ejemplos no etiquetados, tal y como es nuestro caso.
Utilizaremos, entonces, aprendizaje activo para entrenar el clasificador con la menor
cantidad de consultas posibles a un experto.
2http://trec.nist.gov/data/qamain.html
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Figura 2.1: Diagrama de interaccio´n con el usuario de un sistema de aprendizaje
activo
2.1.2. Aprendizaje activo sobre caracter´ısticas
Durante las primeras etapas de desarrollo y especificacio´n del problema debimos
definir la representacio´n de las instancias ante el clasificador. Es decir, seleccionar los
aspectos o caracter´ısticas de la pregunta que sean representativos de la misma para
que la clasificacio´n pueda llevarse a cabo, por ejemplo, las palabras de la pregunta o
sus lemas. Sin embargo, al no existir trabajos previos con la misma aproximacio´n al
problema no tenemos un punto de referencia para tomar como ejemplo. Por esto, de-
cidimos incluir caracter´ısticas tentativamente y realizar experimentos con aprendizaje
activos sobre caracter´ısticas e instancias. En el cap´ıtulo siguiente profundizaremos en
las representacio´n inicial elegida.
En un enfoque como este se pedira´ al usuario que etiquete las caracter´ısticas selec-
cionadas con una clase si la presencia de la caracter´ıstica en una instancia es indicativa
de la clase. Druck et al. [2009] han realizado experimentos sobre clasificacio´n de texto
en donde se demuestra que el aprendizaje activo sobre caracter´ısticas puede dar me-
jores resultados incluso que el aprendizaje sobre instancias. Durante este trabajo nos
ayudara´ tambie´n a identificar las caracter´ısticas que mejor describen las instancias
para la clasificacio´n descripta.
Las etiquetas obtenidas se utilizara´n para entrenar el clasificador como un aumento
adicional a la probabilidad de que una caracter´ıstica este´ presente dada una clase,
como veremos en detalle en la implementacio´n.
El usuario tambie´n tendra´ la posibilidad de entrenar el clasificador con las etique-
tas que ya ha ingresado o de terminar la sesio´n en cualquier momento. El diagrama
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de iteracio´n queda configurado como se muestra en la imagen 2.2.
Figura 2.2: Diagrama de interaccio´n con el usuario de un sistema de aprendizaje
activo sobre instancias y caracter´ısticas.
2.1.3. Dualist
Dualist es un sistema muy similar al que estamos planteando desarrollado por
Settles [2011] que combina aprendizaje activo sobre instancias y sobre caracter´ısti-
cas. Se obtuvieron con e´l buenos resultados para diversas tareas como el ana´lisis de
sentimientos o la clasificacio´n de documentos.
La interfaz gra´fica de una instancia de Dualist (como se muestra en la figura 2.3)
tiene dos secciones principales. A la izquierda se muestra una lista de instancias con las
clases para que el usuario pueda etiquetarlas so´lo con un click. A la derecha, por cada
clase hay una lista de objetos seleccionables representando las caracter´ısticas (en este
caso palabras) que esta´n potencialmente asociadas a la clase. Settles [2011] sostiene
que presentar al usuario toda la informacio´n en conjunto hara´ que e´ste etiquete una
mayor cantidad antes de esperar a que el clasificador se reentrene o le presente nuevas
opciones.
Dualist utiliza como modelo subyacente un clasificador bayesiano ingenuo por su
simplicidad, su rapidez y sus buenos resultados en tareas de clasificacio´n de texto
(McCallum and Nigam [1998], Rennie et al. [2003]). Luego de cada paso de entrena-
miento aplica una iteracio´n del algoritmo de Esperanza-Maximizacio´n agregando al
entrenamiento del clasificador informacio´n del conjunto de instancias no etiquetadas.
En las u´ltimas secciones del cap´ıtulo 4 explicaremos en detalle estos conceptos.
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Figura 2.3: Captura de pantalla de la interfaz gra´fica de Dualist.
Nuestra implementacio´n seguira´ los mismos lineamientos principales que Dualist:
decidimos tomarlo como modelo ya que se centra en la interaccio´n con el usuario y en
la capacidad del software de ser utilizado en tiempo real. Nosotros deseamos lograr
un sistema que sea viable de integrar con Quepy y complementar aplicaciones reales,
en lugar de ser utilizado so´lo para demostrar los resultados de este trabajo.
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Cap´ıtulo 3
Representacio´n de las preguntas
Una parte importante de cualquier problema que aborde el lenguaje natural es
la forma de representarlo. Las caracter´ısticas relevantes para describir un problema
dependen fuertemente del mismo y de su solucio´n, si bien existen numerosos ejemplos
de trabajos previos a tomar como modelo. El siguiente paso en esta tesis es identificar
que´ caracter´ısticas de una pregunta son indicativas de su clase sema´ntica, lo cual no
tiene una respuesta intuitiva.
Nuestra primera aproximacio´n fue utilizar criterios esta´ndares en la categorizacio´n
de texto como los lemas de las palabras y sus etiquetas POS. Sebastiani [2002] describe
que a pesar de su simpleza son representaciones muy poderosas y que otras ma´s
complejas no necesariamente llevara´n a un mejor desempen˜o del clasificador. A pesar
de ser formas superficiales del lenguaje, son una manifestacio´n de la sema´ntica ya que
e´sta es su causa latente.
Una representacio´n posible pero que descartamos es utilizar las palabras o el le´xico
de las preguntas. Este tipo de representacio´n es redundante con respecto a los lemas
ya que contienen informacio´n muy similar, mientras que tienen una dispersio´n mucho
mayor. Por ejemplo, el lema “comer” incluye la informacio´n de las palabras “come”,
“comı´a”, “comeremos”, etc.
Adema´s de lemas es comu´n el uso de n-gramas para la representacio´n de texto.
Un n-grama de lemas es una secuencia de longitud n extra´ıda del texto. Ilustramos
este concepto con un ejemplo:
Ejemplo 7. Descomposicio´n de una oracio´n en bigramas y trigramas.
Oracio´n: “El gato come pescado.”
Lemas: “el”, “gato”, “comer”, “pescado”, “.”.
Bigramas: “el gato”, “gato comer”, “comer pescado”, “pescado .”.
Trigramas: “el gato comer”, “gato comer pescado”, “comer pescado .”.
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Se espera que los n-gramas representen adema´s de las palabras del texto la relacio´n
que existe entre ellas derivada de su posicio´n relativa. Sin embargo, estas combina-
ciones crecen exponencialmente con el taman˜o del corpus y dan lugar a matrices muy
dispersas, ya que pocos n-gramas ocurren en muchas instancias del corpus. Por ello
decidimos limitarnos a bigramas y trigramas.
Los n-gramas pueden construirse no so´lo a partir de los lemas sino tambie´n inclu-
yendo etiquetas POS. Este tipo de estructuras son u´tiles cuando queremos represen-
tar, por ejemplo, “la palabra comer seguida de un sustantivo”. Utilizaremos bigramas
combinados de la forma (lema, POS) y (POS, lema), a las que llamamos Bigramas
Mezclados.
3.1. Subpatrones
Como mostramos en el ejemplo 6 algunas preguntas tienen tanto lemas como
etiquetas POS muy similares y sin embargo pertenecen a clases distintas. La forma en
la que Quepy distingue estos casos es utilizando la estructura de la frase, representada
en sus patrones. Por eso, decidimos utilizar adema´s como caracter´ıstica los patrones
que concuerdan con la pregunta.
Esta representacio´n por s´ı sola tampoco mejora nuestra situacio´n inicial, ya que
so´lo reconoce las preguntas que corresponden de forma exacta a un patro´n. La so-
lucio´n que encontramos para este problema fue dividir cada patro´n en todos sus
posibles subpatrones y determinar con cuales de todos estos subpatrones concuerda
cada instancia.
Ejemplo 8. Subpatrones del ejemplo 5.
1. Lemma( ”what” ) + Lemma( ”be” ) + Question ( Pos ( ”DT” ) )
+ Group ( Pos ( ”NN” ) , ” t a r g e t ” ) + Question ( Pos ( ” . ” ) )
2. Lemma( ”what” ) + Lemma( ”be” ) + Question ( Pos ( ”DT” ) )
+ Group ( Pos ( ”NN” ) , ” t a r g e t ” )
3. Lemma( ”what” ) + Lemma( ”be” ) + Question ( Pos ( ”DT” ) )
4. Lemma( ”what” ) + Lemma( ”be” )
5. Lemma( ”what” )
6. Lemma( ”be” )
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7. Lemma( ”be” ) + Question ( Pos ( ”DT” ) )
+ Group ( Pos ( ”NN” ) , ” t a r g e t ” ) + Question ( Pos ( ” . ” ) )
8. . . .
Cabe destacar que estos patrones incluyen mucha informacio´n presente en los
lemas y en las etiquetas POS, concordando con ellas en algunos casos como los sub-
patrones 4, 5 y 6 del ejemplo 8.
3.2. Nombres y tipos de entidades
Existe un tipo ma´s de caracter´ıstica que determina fuertemente la sema´ntica de la
pregunta. Recordemos que las ontolog´ıas son creadas colaborativamente por muchos
usuarios que agregan porciones de datos e incluso definen el esquema de los mismos.
Como resultado, la forma de acceder a una propiedad de una entidad dentro de la
ontolog´ıa esta´ ı´ntimamente ligada a la estructura que le dio el usuario al ingresar
los datos. La misma propiedad como “fecha de creacio´n” puede tener dos nombres
distintos si nos referimos a entidades de tipo libro o de tipo pel´ıcula, llevando a la
generacio´n de consultas distintas. Por eso, en la situacio´n que hemos propuesto, son
necesarias dos clases sema´nticas en lugar de una, ya que las clases sema´nticas sirven
de mediadoras entre la sema´ntica y la ontolog´ıa.
Ejemplo 9. Ejemplos con sema´ntica diferenciada por el tipo de la entidad.
1. “Who are the actors of Titanic?”
2. “Who are the actors of Friends?”
En FreeBase, para obtener los actores que trabajaron en una pel´ıcula, como en el caso
de la primera pregunta, debe utilizarse la relacio´n /film/film/starring, mientras que
en el caso de una serie televisiva se utiliza /tv/tv program/regular cast.
El indicio ma´s certero de la clase sema´ntica en estos casos es la entidad nombrada
en la pregunta. Por ello, la incluimos como una caracter´ıstica ma´s. Agregaremos
los tipos de dicha entidad en la base de conocimiento extra´ıdos de FreeBase. Cabe
destacar que no todas las preguntas tienen una entidad, y en el caso de que s´ı tenga
no siempre podemos reconocerla. Esto depende del mo´dulo externo de reconocimiento
de nombres de entidades (NERC). En el cap´ıtulo siguiente describiremos el sistema
que utilizamos para esta tarea.
En resumen, las caracter´ısticas propuestas para el sistema son:
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Lemas, bigramas, trigramas y bigramas mezclados.
Etiquetas POS.
Concordancias a patrones parciales.
Entidades nombradas.
Tipos de las entidades nombradas.
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Cap´ıtulo 4
Implementacio´n
4.1. Arquitectura del sistema
Si bien el objetivo principal de este trabajo es incrementar la cobertura de Quepy,
deseamos tambie´n que el sistema este´ compartimentado de tal forma que sus compo-
nentes puedan utilizarse individualmente para otras aplicaciones.
La arquitectura de nuestro sistema integra tres grandes bloques que interactu´an
a trave´s de interfaces:
FeatMultinomialNB Es el clasificador del sistema. Hereda del clasificador multi-
nomial bayesiano MultinomialNB de la librer´ıa scikit-learn (Pedregosa et al.
[2011]) y esta´ adaptado para soportar el entrenamiento utilizando tanto instan-
cias como caracter´ısticas. Elegimos este clasificador siguiendo a Settles [2011].
ActivePipeline Es una clase que abstrae los ciclos de aprendizaje activo. Recorde-
mos que constan de dos pasos principales donde se seleccionan las instancias o
caracter´ısticas y luego se procesan las etiqueta devueltas por el usuario. Para
llevar a cabo estas tareas el ActivePipeline necesita tener acceso a los corpus
etiquetados y no etiquetados y al clasificador, lo cual lo convierte en el mo´dulo
central del proyecto.
Preprocess Es un mo´dulo que convierte las preguntas de entrenamiento etiqueta-
das a su representacio´n vectorial utilizando las caracter´ısticas descriptas en el
cap´ıtulo anterior. La representacio´n de las preguntas esta´ completamente ligada
a los patrones de la aplicacio´n de Quepy. Por ello disen˜amos el preproceso como
una extensio´n opcional de Quepy que puede utilizar cualquier clasificador. En
otras palabras, no es necesario que se integre con el aprendizaje activo.
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4.1.1. ActivePipeline: Un marco de trabajo de aprendizaje
activo sobre caracter´ısticas e instancias
ActivePipeline es una clase creada para simplificar la tarea del aprendizaje activo.
Entre las actividades que realiza se encuentra la lectura de los conjuntos de datos, la
seleccio´n de instancias y caracter´ısticas para presentar al ora´culo humano, la gestio´n
de los datos ingresados y el reentrenamiento del clasificador. Tambie´n agregamos
funciones que facilitan el entorno de experimentacio´n como sesiones y me´tricas de
evaluacio´n parcial.
Hasta el momento hemos realizado una prueba de concepto que demuestra que una
aproximacio´n de este estilo ayudar´ıa a resolver el problema de la falta de cobertura
de Quepy. Esta arquitectura esta´ en desarrollo constante y no ha sido terminada
para integrarse en un sistema estable. Describiremos a continuacio´n los puntos ma´s
centrales de la implementacio´n ya que los detalles son altamente propensos a ser
modificados en el futuro.
Para crear una instancia de ActivePipeline se requiere un diccionario con los si-
guientes para´metros:
Clasificador Es una instancia entrenable de un clasificador. Para mantener gene-
ralidad, requerimos que tenga la interfaz esta´ndar de scikit-learn. Los me´todos
que utilizamos son fit para contruir el modelo a partir de los datos anotados,
predict proba, predict log proba para obtener la probabilidad de cada clase y su
logaritmo dado un conjunto de instancias y score para calcular el rendimiento
del clasificador.
Conjuntos de datos Se deben definir los archivos desde donde recuperar al menos
tres conjuntos de datos: el de entrenamiento, el de evaluacio´n y el no etiquetado.
Ya deben estar preprocesados antes de ser le´ıdos por el ActivePipeline, y es
recomendable que sean instancias de una clase Corpus tambie´n definida en el
sistema.
Al permitir elegir tanto caracter´ısticas como el conjunto de datos y el clasificador,
la clase ActivePipeline puede ser utilizada dentro de cualquier a´mbito de aprendizaje
activo incluso no relacionado al procesamiento del lenguaje natural.
Tanto para el aprendizaje sobre caracter´ısticas y sobre instancias el ActivePipeline
cuenta con una funcio´n automa´tica. El usuario debe definir so´lo las funciones de
interaccio´n con el usuario, es decir, co´mo mostrar la informacio´n, y pasarlas como
para´metros al ActivePipeline.
25
4.1.2. FeatMultinomialNB: Un clasificador entrenado con ca-
racter´ısticas
Como ya mencionamos anteriormente FeatMultinomialNB es un clasificador ba-
yesiano ingenuo. Profundizaremos ahora en el fundamente teo´rico detra´s de e´l y en
las modificaciones que realizamos para soportar el entrenamiento con caracter´ısticas.
Un clasificador bayesiano, explica Abney [2007], es un ejemplo de un modelo ge-
nerativo. Estos modelos usualmente utilizan la distribucio´n anterior de las clases P (c)
y la distribucio´n de las instancias espec´ıfica para la clase o verosimilitud P (x|y). Su
nombre se debe a que un modelo es una hipo´tesis acerca de co´mo cada instancia puede
ser generada por una clase. Se utiliza esta probabilidad generativa para la clasificacio´n
a trave´s del teorema de Bayes:
P (x|c) = P (c)P (x|y)
P (x)
El MultinomialNB descripto por Manning et al. [2008] se basa en la asuncio´n inge-
nua de que el valor de cada una de las caracter´ısticas de una instancia es independiente
de las dema´s. Si bien sabemos que esto no es as´ı y que cada caracter´ıstica s´ı se relacio-
na con las restantes, este clasificador es ampliamente utilizado para la categorizacio´n
de texto Settles [2011], McCallum and Nigam [1998] y Frank and Bouckaert [2006].
Su principal ventaja es la simplicidad, lo que en nuestro caso ayudo´ a su adaptacio´n
para esta tarea de aprendizaje activo.
En gran parte de la bibliograf´ıa se asume que las caracter´ısticas de una instancia
sera´n so´lo las palabras presentes en el documento o instancia, lo cual no se ajusta a la
representacio´n elegida para este problema. Por lo tanto, hemos cambiado levemente
la notacio´n que utilizan otros autores reemplazando palabras como words o terms por
caracter´ısticas. Tambie´n hemos reemplazado documents por instancias.
Bajo este modelo, la probabilidad de que una instancia xi sea de clase cj es compu-
tada utilizando la fo´rmula:
P (cj|xi) ∝ P (cj)
∏
1≤k≤ni
P (fk|cj) (4.1)
donde ni es la cantidad de caracter´ısticas que aparecen en la instancia xi y P (fk|cj)
es la probabilidad de que la caracter´ıstica fk este´ presente en una instancia de clase
cj. Manning et al. [2008] explican que la intuicio´n detra´s de estos conceptos es que
P (fk|cj) representa que´ tan buen indicador es fk para la clase cj, mientras que P (cj)
pesa estos valores por la probabilidad de la clase. El producto de las probabilidades
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y pesos es una medida de cua´nta evidencia existe de que la instancia pertenezca a la
clase.
La gran cantidad de multiplicaciones sobre valores probabil´ısticos menores que
uno puede llevar fa´cilmente a un desbordamiento aritme´tico debido la imposibilidad
de representar nu´meros tan pequen˜os en una computadora. Utilizaremos logaritmos
para manejar esta situacio´n, manteniendo la proporcio´n de los operandos ya que el lo-
garitmo es una funcio´n mono´tona creciente y basa´ndonos fuertemente en la propiedad
que asegura que log(ab) = log(a) + log(b). La ecuacio´n 4.1 es equivalente a:
logP (cj|xi) ∝ logP (cj) +
∑
1≤k≤ni
logP (fk|cj) (4.2)
La tarea de clasificacio´n se reduce entonces a encontrar la clase cj que maximice
la ecuacio´n 4.1. Volviendo a la definicio´n 2, podemos reescribirla como:
Definicio´n 3.
Φ(xi) = argmax
cj ∈C
logP (cj|xi) = argmax
cj ∈C
logP (cj) +
∑
1≤k≤ni
logP (fk|cj) (4.3)
Nuestro modelo depende entonces de dos para´metros: P (cj) y P (fk|cj). Sin em-
bargo no conocemos las distribuciones reales de estas variables, y por lo tanto las
estimaremos emp´ıricamente a partir de los datos observados. Existen muchas formas
de obtener estos para´metros, la que proponemos a continuacio´n es un ejemplo de un
entrenamiento supervisado ya que utiliza instancias etiquetadas. Llamaremos Pˆ (cj)
y Pˆ (fk|cj) a las estimaciones respectivamente, que se calculan utilizando estimadores
de ma´xima verosimilitud:
Pˆ (cj) =
∑
x∈L Ψˆ(x, cj)
|L| (4.4)
Pˆ (fk|cj) =
∑
x∈L Ψˆ(x, cj)fk(x)∑
x∈L fk(x)
(4.5)
donde L es el conjunto de datos etiquetados de entrenamiento, Ψˆ(x, cj) ∈ {0, 1} es
la clasificacio´n obtenida del mismo y fk(x) es la cantidad de veces que la caracter´ıstica
fk esta´ presente en la instancia x.
Aunque las ecuaciones esta´n bien definidas, puede suceder que el numerador de la
ecuacio´n 4.5
∑
x∈L Ψˆ(x, cj)fk(x) sea nulo ya que una caracter´ıstica puede no ocurrir
en ninguna instancia de la clase. Debido a la raleza en la distribucio´n de palabras (Zipf
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[1935] y Zipf [1949]), es comu´n que ocurra este feno´meno. Para evitarlo se suavizan
los datos de la siguiente manera:
Pˆ (fk|cj) =
mjk +
∑
x∈L Ψˆ(x, cj)fk(x)∑
x∈L(fk(x) +mk)
(4.6)
Settles [2011] plantea que mjk es la probabilidad anterior o a priori de fk para la
clase cj, es decir, una cantidad desconocida que expresa la incertidumbre acerca de la
distribucio´n de probabilidad de las caracter´ısticas. Al ser desconocida comu´nmente
se utiliza en su lugar una distribucio´n uniforme como la Laplaciana donde todos los
valores son 1. El te´rmino mk es un valor para normalizar la divisio´n.
Nuestro objetivo principal es poder entrenar el clasificador con informacio´n sobre
la relacio´n entre las caracter´ısticas y las clases. Adaptamos entonces el MultinomialNB
para que utilice un para´metro adicional mjk modificando esta probabilidad anterior
siguiendo las etiquetas de las caracter´ısticas que provee ora´culo humano. Introduci-
remos entonces la siguiente definicio´n:
Definicio´n 4. La clasificacio´n de una caracter´ısticas es una funcio´n Ψf : F × C →
{0, 1} que asigna valores booleanos donde F es el conjunto de caracter´ısticas y C es
el conjunto de clases posibles.
Seguimos la implementacio´n de Dualist para agregar esta clasificacio´n adicional
de la siguiente manera:
mjk = 1 + Ψf (fk, cj) α (4.7)
donde α es una constante y Ψf es la clasificacio´n aprendida del usuario.
En las secciones siguientes describiremos co´mo implementamos algunos mo´dulos
que intervienen en el aprendizaje activo. En la figura 4.1 se ilustran en que´ momento
del ciclo se utilizan estas implementaciones.
4.2. Seleccio´n de instancias
Elegir las instancias para que sean etiquetadas por el usuario es central en los al-
goritmos de aprendizaje activo y existen numerosas estrategias que pueden utilizarse.
Trabajos como los de Settles [2009] y Schein [2005] resumen las ma´s importantes de
ellas:
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Figura 4.1: Diagrama de la implementacio´n de un sistema aprendizaje activo.
Muestreo por incertidumbre Asumiendo que el aprendedor tiene cierto grado de
certidumbre a la hora de etiquetar un ejemplo, hay varias formas de utilizar
esta informacio´n para seleccionar los ejemplos que se enviara´n al ora´culo:
Confianza o incertidumbre en su clasificacio´n.
Distancia entre la dos primeras etiquetas ma´s probables.
Entrop´ıa.
Algunos estudios han mostrado que dichas estrategias obtienen resultados simi-
lares y que la eleccio´n debe hacerse teniendo en cuenta la aplicacio´n particular
para la que se utilizara´n.
Seleccio´n por comite´ (QBC) Se utilizan varios clasificadores para obtener un con-
junto de etiquetas para cada una de las instancias no etiquetadas. Luego se
seleccionan las instancias que hayan generado mayor desacuerdo entre los cla-
sificadores.
Cambio esperado del modelo Selecciona las instancias que generar´ıan un mayor
cambio en el modelo (aprendedor) si se supiera su etiqueta. Como medida de
cambio se utiliza el largo del gradiente del modelo (EGL). Se ha demostrado
que funciona bien emp´ıricamente, pero puede ser computacionalmente caro.
Reduccio´n del error esperado Es similar al me´todo anterior, pero en lugar de
maximizar el cambio en el modelo, minimiza su error de generalizacio´n. El
objetivo es reducir el nu´mero esperado de predicciones erro´neas. Este me´todo ha
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sido ampliamente estudiado demostrando muy buenos resultados. Sin embargo,
es el me´todo computacionalmente ma´s costoso.
Reduccio´n de la varianza Intenta minimizar el error esperado indirectamente mi-
nimizando la varianza de los resultados. Para ello, selecciona un conjunto de
instancias que maximice la cantidad de informacio´n Fisher. Al igual que en el
me´todo anterior tiene en cuenta todo el espacio de ejemplos en lugar de cada
una de las instancias, y por lo tanto tiene menos probabilidades de seleccionar
ejemplos raros en la distribucio´n.
Me´todos pesados por la densidad Siguiendo la misma l´ınea que los dos me´todos
anteriores, supone que los ejemplos significativos son aquellos que no solo tienen
alta incertidumbre, sino que son representativos de la distribucio´n subyacente.
Algunos estudios indican resultados superiores, acompan˜ados por implementa-
ciones de alta velocidad que permiten incluso interaccio´n de tiempo real con el
usuario.
De todas estas opciones elegimos explorar el espacio de instancias a trave´s de la
entrop´ıa definida por Shannon [1948] como:
H(x) = −
∑
ci ∈C
P (ci|x) log P (ci|x)
Cover and Thomas [1991] explica en te´rminos simples que la entrop´ıa es la cantidad de
informacio´n necesaria para representar una variable aleatoria. Manning et al. [2008]
plantea tambie´n que la entrop´ıa es una forma de medir la incertidumbre, ya que se
maximiza cuando las etiquetas para una instancia son equiprobales y se vuelve 0
cuando la instancia esta´ etiquetada.
Este me´todo ha sido utilizado previamente como parte del aprendizaje activo por
Holub et al. [2008], Settles and Craven [2008] y Hwa [2004]. Nosotros lo tomamos por
varios motivos:
Es simple y ra´pido de calcular.
Tiene en cuenta la incertidumbre de todas las clases, no so´lo una o dos de ellas.
Settles [2009] sostiene que la entrop´ıa es ma´s adecuada cuando se busca minimi-
zar la pe´rdida o log-loss, definida como la desviacio´n de la clasificacio´n; mientras
que los otros me´todos son adecuados para minimizar el error. En particular bus-
camos que el clasificador se desempen˜e correctamente en todas las clases y no
so´lo en la clase mayoritaria.
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4.3. Seleccio´n de caracter´ısticas
Un criterio ampliamente utilizado para la seleccio´n de caracter´ısticas es la Ganan-
cia de Informacio´n o Information Gain. Algunos estudios que destacan su uso como
medida de relevancia son Settles [2011], Forman [2003] y Sebastiani [2002]
Roobaert et al. [2006] define la ganancia de informacio´n como la cantidad de
informacio´n en bits sobre la prediccio´n de la clase, si la u´nica informacio´n disponible
es la presencia de la caracter´ıstica y la distribucio´n de la clase correspondiente. En
otras palabras, mide la reduccio´n esperada de la entrop´ıa cuando la caracter´ıstica
esta´ presente o ausente. Podemos expresarla segu´n la siguiente fo´rmula:
IG(X ,Y) = H(X )−H(X|Y) = H(Y)−H(Y|X ) (4.8)
Notemos que es una funcio´n entre variables aleatorias, donde una es la presencia
de una caracter´ıstica y otra es la clase. Para la clasificacio´n de texto en particular,
podemos reemplazar la fo´rmula de la entrop´ıa y definir la ganancia de informacio´n
como:
IG(fk) =
∑
Ik
∑
j
P (Ik, cj) log
P (Ik, cj)
P (Ik)P (cj)
(4.9)
donde Ik ∈ {0, 1} indica la presencia o ausencia de la caracter´ıstica k.
Algunas de estas probabilidades no son parte del modelo bayesiano ingenuo, por
lo que las estimamos emp´ıricamente como:
Pˆ (Ik = 1) =
|{x ∈ X : fk(x) > 0}|
|X |
Pˆ (Ik = z, cj) =
|{x ∈ X : Ik(x) = z ∧Ψ(x, cj)}|
|X |
Pˆ (Ik = 0) = 1− Pˆ (Ik = 1)
donde X es el conjunto de instancias.
Para simplificar la tarea de etiquetamiento, presentamos al usuario las caracter´ısti-
cas asociadas a las clases para las que son ma´s probables. Esta seleccio´n se realiza en
dos pasos: primero seleccionamos las k caracter´ısticas que coocurren ma´s veces con
la clase y luego las ordenamos por su ganancia de informacio´n.
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4.4. Esperanza-Maximizacio´n
El algoritmo de esperanza-maximizacio´n propuesto por Dempster et al. [1977] es
ampliamente utilizado para inferir para´metros desconocidos en una distribucio´n que
tiene estados latentes. Para la clasificacio´n de texto, los estados latentes son las clases
de las instancias.
Esperanza-Maximizacio´n es utilizado como un me´todo de entrenamiento de clasi-
ficadores no supervisado, es decir, con datos no etiquetados. La variante que propone
Settles [2011] y que describiremos a continuacio´n incluye tantos instancias etiquetadas
como no etiquetadas. El objetivo de aplicar este algoritmo es introducir al clasificador
parte de la informacio´n de las instancias no etiquetadas al maximizar la probabilidad
de los datos observados.
Ya hemos definido previamente el concepto de verosimilitud o likelihood del mo-
delo: es una funcio´n sobre los para´metros del modelo y un conjunto de datos que
calcula la probabilidad de los valores tomados por cada variable aleatoria del modelo
bajo dichos para´metros. Podemos escribirlo como:
L(θ) = P (Xl, Cl; θ) (4.10)
donde θ representa a los para´metros y L = (Xl, Cl). Como las instancias de en-
trenamiento se asume que son independientes e ide´nticamente distribuidos, entonces
podemos escribir las dos siguientes fo´rmulas equivalentes:
L(θ) =
∏
xi,ci∈L
P (xi, ci; θ) (4.11)
l(θ) = logL(θ) =
∑
xi,ci∈L
logP (xi, ci; θ) (4.12)
Si llamamos cant(cj) a la cantidad de instancias etiquetadas con la clase cj, en-
tonces definimos:
l(θ) =
∑
xi∈L, cj∈C
cant(cj) logP (xi, cj; θ) (4.13)
l(θ) = |Xl|
∑
xi∈L, cj∈C
P (cj) logP (xi, cj; θ) (4.14)
A grandes rasgos, el algoritmo funciona en dos pasos E y M, por sus siglas en
ingle´s Expectation y Maximization.
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El paso E es el que calcula el valor esperado de la verosimilitud asumiendo que la
distribucio´n actual es verdadera y no existen variables no observadas. Para realizarlo,
utilizamos el clasificador en su estado actual para etiquetar probabil´ısticamente el
conjunto de datos no etiquetados, y asumimos dichas etiquetas como correctas. Con
este conjunto de nuevos datos se calcula el l(θ) del modelo segu´n la ecuacio´n 4.14.
Si los para´metros actuales fueran correctos, entonces la verosimilitud obtenida
ser´ıa la verosimilitud real del modelo, pero como no lo son provee una cota inferior.
Luego, como tenemos una funcio´n sin valores no observados, el paso M maximiza l(θ)
encontrando para´metros del modelo ma´s adecuados. De esta forma optimizamos la
cota inferior encontrada generando un nuevo conjunto de para´metros θˆ.
Ambos pasos se repiten numerosas veces hasta lograr convergencia. En nuestros
experimentos, tomamos ejemplo de Settles, y realizamos una sola iteracio´n, dado que
las siguientes iteraciones no aportan significativamente a la precisio´n del clasificador.
Si bien derivar la maximizacio´n correcta de los para´metros del MultinomialNB
no es trivial, la implementacio´n posterior s´ı es sencilla. Para realizarlo nos basamos
en la maximizacio´n de un clasificador Bayesiano simple de Liu [2006], agregando la
nocio´n de Settles [2011] de utilizar tanto los datos etiquetados como no etiquetados
pesando los no etiquetados por un factor de 0,1.
En el paso E al etiquetar probabil´ısticamente los ejemplos no anotados con el
clasificador se obtiene una matriz con P (cj|xi) para cada instancia y cada clase.
En base a ella y a los para´metros actuales del clasificador reestimamos los nuevos
para´metros de la siguiente forma:
Pˆu(cj) =
∑
xi∈U
P (cj|xi)P (xi)
Pˆu(fk|cj) =
∑
xi∈U
P (cj|xi)P (xi)fk(xi)
Pˆl(cj) =
∑
xi∈U
P (cj|xi)Ψ(xi, cj)
Pˆl(fk|cj) =
∑
xi∈U
P (cj|xi)Ψ(xi, cj)fk(xi)
Pˆ (cj) =
0,9 ∗ Pˆl(cj) + 0,1 ∗ Pˆu(cj)
Z1 (4.15)
Pˆ (fk|cj) = 0,9 ∗ Pˆl(fk|cj) + 0,1 ∗ Pˆu(fk|cj)Z2 (4.16)
donde U es el conjunto de datos no etiquetados y Z1, Z2 son contantes de norma-
lizacio´n.
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Cap´ıtulo 5
Entorno de experimentacio´n
5.1. Ejemplos seleccionados
El primer paso antes de comenzar a experimentar fue conseguir las preguntas para
construir un corpus. Son necesarios tanto ejemplos etiquetados que fueran la semilla
de entrenamiento inicial de nuestro clasificador como un gran conjunto de ejemplos
no etiquetados a partir de los cuales seleccionar instancias para enviar al ora´culo.
Para el conjunto etiquetado comenzamos a partir de 58 ejemplos inclu´ıdos dentro
de la aplicacio´n de Quepy que describ´ıan posibles preguntas en ingle´s reconocidas
por el programa. Es decir, estas 58 preguntas concuerdan con alguno de los patrones
de la aplicacio´n. Manualmente generamos reformulaciones para las cuales no exist´ıan
patrones, aumentando el nu´mero de instancias etiquetadas a 115. En el ape´ndice C
incluimos un listado de este corpus incial.
A partir de este punto comenzamos a buscar preguntas no etiquetadas. Utilizamos
los corpus de entrenamiento y evaluacio´n de los concursos de Text REtrieval Confe-
rence (TREC) 8 y 91. Esta competencia incluye preguntas de variados dominios y por
ello la consideramos suficientemente representativa. Agregamos tambie´n las preguntas
compiladas por Judge et al. [2006], aunque no utilizamos la informacio´n adicional de
este corpus. Obtuvimos un total de 6658 preguntas no etiquetadas.
Como u´ltimo paso, etiquetamos otras 597 preguntas de este u´ltimo conjunto que
seleccionamos al azar. Aqu´ı se introducen ejemplos etiquetados de preguntas que no
pertenecen a ninguna clase sema´ntica que pueda ser respondida por Quepy, y por lo
tanto les asignamos la clase other.
A partir de este conjunto de preguntas etiquetado separamos un porcentaje para
evaluar el desempen˜o del clasificador de tal forma de que todas las clases estuvieran
1http://trec.nist.gov/data/qamain.html
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representadas en e´l. La distribucio´n final de instancias se explica en la tabla 5.1.
Cantidad de Instancias
Etiquetadas 526
No etiquetadas 6061
Para evaluacio´n 186
Cuadro 5.1: Distribucio´n de instancias.
Sin embargo, algunos de los experimentos a realizar simular´ıan las respuestas de
un ora´culo humano interactuando con el sistema a partir de las preguntas previamente
etiquetadas.
Dividimos entonces las instancias etiquetadas entre un corpus semilla de entre-
namiento inicial del aprendedor, con una instancia de cada clase, y un corpus que
simular´ıa el no etiquetado para generar las respuestas de esta interaccio´n. Esta divi-
sio´n nos permitio´ simular el funcionamiento del sistema con diferentes configuraciones,
sin necesidad de recurrir a la colaboracio´n de un experto para cada una de ellas. El
la tabla 5.2 se describe la configuracio´n de estos corpus para simulaciones y en al
ape´ndice A se incluye una tabla con la distribucio´n de cada corpus por clase.
Cantidad de Instancias
Corpus de entrenamiento 29
Corpus no etiquetado 497
Corpus de evaluacio´n 186
Cuadro 5.2: Distribucio´n de instancias en los corpus para simulaciones
5.2. Preproceso
Para poder comparar las preguntas con los patrones definidos en Quepy utilizamos
el mo´dulo de preproceso inclu´ıdo en el mismo. Para la lematizacio´n y la extraccio´n
de etiquetas POS Quepy utiliza la librer´ıa nltk (Bird et al. [2009]), y a partir de esta
informacio´n construye automa´ticamente objetos que pueden ser comparados con un
patro´n. El siguiente paso es comparar cada una de las preguntas procesadas con los
patrones parciales de Quepy que extraemos de la misma aplicacio´n. Adicionalmente
utilizamos lemas y etiquetas POS para construir los bigramas, trigramas y bigramas
mezclados.
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Para obtener las entidades nombradas en las preguntas primero descargamos direc-
tamente desde FreeBase los nombres de posibles entidades. Debido a que la cantidad
de infomacio´n disponible es muy grande, restringimos nuestra bu´squeda a entidades
que probablemente estuvieran involucrados en preguntas de nuestro corpus. FreeBase
organiza sus nodos asigna´ndoles a cada uno varios tipos y decidimos tomar ventaja
de esta caracter´ıstica para la seleccio´n de entidades.
Guia´ndonos por las clases de preguntas presentes en el corpus decidimos que los
siguientes tipos eran relevantes: film actor, film director, books, book author, cele-
brities, locations, movies, musical group, musical group member, tv actor y tv show.
Descargamos los nombres de todas las entidades de esos tipos y todos los otros tipos
que tuvieran esas entidades.
Una vez obtenida esa informacio´n, comparamos cada nombre con cada pregunta
para identificar si estaba contenido en ella o no. Si lo estaba, agregamos el nombre y
sus tipos a la representacio´n de la pregunta.
Al momento de procesar los corpus con las carater´ısticas que ya mencionamos
encontramos varios problemas. Una aproximacio´n simple al aprendizaje activo incluye
reentrenar el clasificador en cada una de las iteraciones del ciclo, cambiando as´ı el
modelo. Al introducir el etiquetado de caracter´ısticas ya no se puede cambiar el
modelo sin perder rastro de la ubicacio´n de las caracter´ısticas etiquetadas dentro
de las matrices internas del clasificador. Por esto es que tuvimos que cambiar la
implementacio´n ba´sica y extraer todas las caracter´ısticas dentro del preproceso. De
esta forma, nuestras matrices iniciales tienen todas las caracter´ısticas tanto del corpus
anotado como no anotado, aunque en cada corpus por separado muchas columnas
contengan so´lo ceros.
5.3. Me´tricas utilizadas
Accuracy Llamamos Accuracy a la cantidad de preguntas etiquetadas correctamen-
te sobre el total de preguntas clasificadas. Utilizamos el nombre en ingle´s debido
a la falta de una traduccio´n adecuada y para evitar confusiones con la me´trica
Precisio´n que describiremos a continuacio´n.
Curva de aprendizaje Definimos la curva de aprendizaje como la accuracy en fun-
cio´n de la cantidad de ejemplos o caracter´ısticas etiquetados utilizados para
entrenar al clasificador.
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Coeficiente Kappa de Cohen Esta medida ajusta el accuracy del clasificador uti-
lizado a la de un clasificador aleatorio o muy simple. Un accuracy del 80 %
no es muy sorprendente si asignando etiquetas al azar obtenemos un accuracy
del 70 %. En nuestro caso el corpus de evaluacio´n contiene aproximadamente
un 75 % de instancias de clase “otro”, por lo tanto un clasificador que elija es-
ta etiqueta todas las veces obtendr´ıa un accuracy semejante. Esta me´trica nos
permitira´ medir ma´s adecuadamente el desempen˜o del clasificador.
Una definicio´n ma´s formal del Coeficiente de Kappa es la que propone Carletta
[1996]:
K =
P (A)− P (E)
1− P (E)
donde P (A) es la proporcio´n de veces que los clasificadores acuerdan y P (E)
es la proporcio´n de veces que se esperar´ıa que acuerden por casualidad. En este
caso, uno de los clasificadores es el Multinomial bayesiano entrenado y el otro
son las etiquetas del corpus de evaluacio´n. Por lo tanto, P (A) no es otra cosa
ma´s que la accuracy calculada en el primer item. Adicionalmente, calculamos
P (E) de la siguiente forma:
P (E) =
∑
i∈C Pr(xˆi) ∗ Pr(xi)
|E|
donde C es el conjunto de clases, E es el corpus de evaluacio´n, Pr(xˆi) es la
proporcio´n de instancias etiquetadas por el clasificador con la clase i, y Pr(xi)
es la proporcio´n de instancias que pertenecen realmente a la clase i.
Precisio´n y cobertura por clase Estas dos medidas puede utilizarse so´lo en cla-
sificacio´n binaria, por lo que tomaremos sus valores para cada una de las clases
posibles. Definimos precisio´n como la cantidad de instancias etiquetadas para
una clase que son correctas (positivos verdaderos o Pv) sobre la cantidad de
instancias etiquetadas para esa clase (Pv y falsos positivos o Pf ).
Precision(Ci) =
Pv
Pv + Pf
La cobertura, por otro lado, esta´ definida como la cantidad de instancias eti-
quetadas correctamente (Pv) de una clase dada sobre la cantidad de instancias
que pertenecen a la clase verdaderamente (Pv y falsos negativos o Nf ).
Cobertura(Ci) =
Pv
Pv +Nf
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Reconocimiento Definimos esta me´trica como Accuracy pero calculada so´lo sobre
la porcio´n del corpus de evaluacio´n que no es de la clase mayoritaria other. Con
esto podremos medir si el clasificador esta´ ampliando la cobertura de las clases
con una sema´ntica definida expl´ıcitamente, sin ser abrumados por la gran canti-
dad de preguntas de la clase mayoritaria en el corpus de evaluacio´n. Tengamos
en cuenta que la pe´rdida acarreada por no identificar una pregunta que puede
ser respondida por Quepy es mucho mayor que clasificar una pregunta con una
clase sema´ntica que no le corresponde. En el segundo escenario, el sistema sim-
plemente construira´ una consulta y la enviara´ al motor de bu´squeda, obteniendo
en la mayor´ıa de los casos una respuesta vac´ıa. Por ello es que tomaremos el
reconocimiento como una medida ma´s significativa que el accuracy.
Curva de reconocimiento Ana´logamente a la curva de aprendizaje, definimos la
curva de reconocimiento como el reconocimiento del clasificador en funcio´n de
la cantidad de ejemplos o caracter´ısticas etiquetados utilizados para entrenarlo.
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Cap´ıtulo 6
Experimentos
En este cap´ıtulo explicaremos cada uno de los experimentos que realizamos. Las
hipo´tesis a validar abarcan desde la representacio´n elegida y preproceso hasta la
utilidad del aprendizaje activo. Por ello, describimos los experimentos en el orden en
que los fuimos desarrollando, ya que los resultados de cada uno de ellos cambiaron
las hipo´tesis iniciales de los restantes e incluso generaron nuevos experimentos.
Todos los gra´ficos de esta seccio´n son generados a partir de los datos con un suavi-
zado para que sean ma´s fa´ciles de interpretar. Se aplico´ el me´todo interpolate.interp1d
de la librer´ıa scipy (Jones et al. [2001–]), que interpola con una funcio´n cu´bica los
datos obtenidos para calcular datos desconocidos. Para todos los casos se redujo la
cantidad de puntos a un 10 % de la cantidad original.
6.1. Experimento 1
Hipo´tesis El clasificador MultinomialNB ba´sico de la librer´ıa scikit-learn obtie-
ne buenos resultados utilizando aprendizaje supervisado y entrenando con el corpus
etiquetado.
Este es el primer experimento que realizamos para obtener una base de desempen˜o
con la cual comparar luego nuestro clasificador. Utilizamos el corpus completo de
entrenamiento y obtenemos las me´tricas a partir del corpus de evaluacio´n tal y como
fueron descriptos en la seccio´n 5.1. Adicionalmente, realizamos el mismo proceso
con otros clasificadores populares en clasificacio´n de texto: Support Vector Machine
(SVM) desarrollado por Cortes and Vapnik [1995] y Decision Trees, mencionados
ambos en Sebastiani [2002].
Los dos nuevos clasificadores utilizados pertenecen tambie´n a la librer´ıa scikit-learn
de Pedregosa et al. [2011]. Son instancias de las clases sklearn.tree.DecisionTreeClassifier
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y sklearn.svm.SCV respectivamente que dejamos con sus para´metros predeterminados
por defecto. Joachims [1998] ha obtenido buenos resultados usando SVM y sostiene
que elimina la necesidad de utilizar seleccio´n de caracter´ısticas. Por estos dos motivos
consideramos la comparacio´n adecuada.
Incluimos estos clasificadores dentro de un ciclo de aprendizaje activo so´lo so-
bre instancias simulado para analizar el posible beneficio de este me´todo. En todos
los casos las instancias fueron seleccionadas eligiendo primero las de mayor entrop´ıa.
Destacamos que aunque el aprendizaje activo es so´lo sobre instancias, estamos utili-
zando el mo´dulo ActivePipeline y llevando a cabo un paso del algoritmo Esperanza-
Maximizacio´n para el clasificador MultinomialNB.
Resultados En la siguiente tabla se muestran el accuracy, el reconocimiento y el
coeficiente kappa para los tres clasificadores MultinomialNB (MNB), Support Vector
Machine (SVM) y Decision Trees (DT).
MNB SVM DT
Accuracy 0.725 0.725 0.655
Coeficiente kappa 0.000 0.000 0.235
Reconocimiento 0.000 0.000 0.235
Cuadro 6.1: Comparacio´n de rendimiento sobre el corpus de evaluacio´n
Figura 6.1: Curvas de aprendizaje y reconocimiento para el clasificador DT con un
corpus no balanceado.
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En la figura 6.1 se presentan las curvas de aprendizaje y reconocimiento para el
clasificador DT en los experimentos de aprendizaje activo simulado.
El valor las tres medidas en los clasificadores SVM y MNB durante el aprendizaje
activo se mantiene constante luego de superar las 10 instancias agregadas al corpus
de entrenamiento.
Conclusio´n Si observa´ramos aisladamente la medida del accuracy para este expe-
rimento podr´ıa pensarse que todos los clasificadores obtienen resultados significativos,
o al menos aceptables. Sin embargo el reconocimiento y el factor kappa ponen en re-
levancia que los clasificadores MNB y SVM so´lo reconocen la clase mayoritaria y
etiquetan con ella a todas las instancias. Es decir, estos clasificadores tienen un sesgo
por la clase mayoritaria, ya que, ante las poca informacio´n que tienen, clasificar a
todos los ejemplos como la clase mayoritaria ofrece el mejor resultado posible.
La figura 6.1 con el desempen˜o en el aprendizaje activo del clasificador DT da in-
dicios de porque´ sucede este feno´meno. El reconocimiento alcanza su punto ma´ximo
con un valor de 0.45 con 60 instancias agregadas al corpus de entrenamiento y poste-
riormente decae hasta su valor final. Las instancias agregadas en los primeros ciclos
son las que tienen mayor entrop´ıa, es decir, requieren mayor cantidad de informacio´n
para ser representadas. Dicho de otra manera, son aquellas sobre las que el clasificador
tiene menos informacio´n y por lo tanto no pertenecen a la clase mayoritaria. Todo
esto nos indica que al agregar instancias de la clase mayoritaria el reconocimiento del
clasificador decae, mientras que el accuracy aumenta.
Por lo tanto, formulamos la hipo´tesis de nuestro experimento nu´mero 2 de que
entrenar el clasificador con pocas instancias de la clase mayoritaria aumentar´ıa el
reconocimiento final.
6.2. Experimento 2
Hipo´tesis Entrenar el clasificador MultinomialNB ba´sico de la librer´ıa scikit-
learn con un corpus de entrenamiento con una cantidad reducida de instancias de
clase mayoritaria aumenta el reconocimiento, mientras reduce el accuracy.
Para realizar este experimento medimos co´mo se comporta el accuracy y el reco-
nocimiento en funcio´n de la cantidad de instancias de clase mayoritaria con que se
entrena al clasificador. Es decir, comenzamos con un clasificador entrenado con todas
las instancias etiquetadas de clases minoritarias de las que disponemos, 129 en total.
41
Luego agregamos paulatinamente instancias de clase mayoritaria y reentrenamos el
clasificador.
Para tener una l´ınea de comparacio´n, tambie´n realizamos el mismo proceso con
los dos clasificadores utilizados en el experimento anterior.
Resultados En las siguientes ima´genes se muestran los valores del accuracy y
el reconocimiento para los tres clasificadores MultinomialNB (MNB), Support Vector
Machine (SVM) y Decision Trees (DT), utilizando una estrategia de seleccio´n de
instancias priorizando ma´xima entrop´ıa.
Figura 6.2: Accuracy y reconocimiento en funcio´n de la cantidad de instancias de la
clase mayoritaria utilizadas en el entrenamiento para los clasificadores DT, SVM y
MNB.
Conclusio´n Como espera´bamos, el reconocimiento es inversamente proporcional
a la cantidad de instancias de clase mayoritaria que se utilizan en el entrenamiento.
Esto no quiere decir que no deban ser utilizadas, sino que pueden estar oscureciendo
los pocos datos etiquetados de las otras clases.
Estos resultados no son extran˜os en problemas donde se busca reconocer y clasi-
ficar una pequen˜a parte del universo de instancias, como ya hemos visto que plantea
Hospedales et al. [2011]. En nuestro caso, estamos clasificando el resto del universo
dentro de una clase mayoritaria aunque esto no se corresponda con la realidad. Esta
mega-clase engloba las instancias de todas las clases que no podemos reconocer, y co-
mo tal no existen caracter´ısticas distintivas que permitan al clasificador reconocerlas.
Ante tanta diversidad, como podemos observar el desempen˜o es pobre y se basa so´lo
en la probabilidad mayor de una etiqueta.
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6.3. Nueva configuracio´n del corpus
Como resultado del experimento anterior utilizaremos a partir de ahora un corpus
no etiquetado (simulado) con la misma cantidad de instancias de la clase mayoritaria
que de la segunda clase mayoritaria, es decir, 14 instancias. Si bien esto constituye un
corpus muy pequen˜o, queremos identificar tendencias y no resultados contundentes
dado los limitados recursos de los que disponemos.
Al realizar las primeras pruebas tentativas para este corpus notamos que la pre-
cisio´n no pod´ıa ser calculada para aquellas clases que se entrenaban con menos de
4 instancias. Esto se debe a que el clasificador no clasifica ninguna instancia como
perteneciente a esta clase, lo que resulta en una divisio´n por 0 al calcular la me´tri-
ca. Tengamos en cuenta de que son so´lo 4 las instancias que podemos incluir en el
corpus de entrenamiento porque previamente seleccionamos 1 o 2 para el corpus de
evaluacio´n.
La base de la clasificacio´n es la generalizacio´n de la informacio´n de los datos de
entrenamiento a instancias nunca vistas previamente. La poca cantidad de reformu-
laciones que pudimos encontrar para estas preguntas conduce a la conclusio´n de que
estas clases no podra´n ser discriminadas sin incluir ma´s ejemplos. Por ello tomamos
la decisio´n de excluir estas clases de los siguientes experimentos considerando que no
aportan ningu´n beneficio ni perjuicio a los datos que queremos observar. Se eliminan
en este paso 17 clases que representan un 37 % del corpus de entrenamiento y no
etiquetado, mientras que so´lo es un 10 % del corpus de evaluacio´n. Las clases seleccio-
nadas y la estructura final de los corpus para simulaciones se detalla en el ape´ndice
B.
6.4. Experimento 3
Hipo´tesis Las caracter´ısticas como las concordancias parciales y los tipos de
entidades nombradas son ma´s significativas que las otras para el clasificador Multi-
nomialNB.
Antes de comenzar con el entrenamiento a trave´s de aprendizaje activo propia-
mente dicho queremos determinar la combinacio´n de caracter´ısticas y te´cnicas de pre-
procesamiento que maximizara´ el resultado final. Como mencionamos en el cap´ıtulo 3,
consideramos que este grupo de caracter´ısticas representa mejor a las instancias para
esta tarea de categorizacio´n en particular. Las preguntas que queremos analizar tie-
nen una longitud corta y un vocabulario similar, es decir, muchas preguntas contiene
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palabras como What, Who o is. Sin embargo, estas palabras no son discriminatorias
de la clase en la mayor´ıa de los casos, sino que dependemos del resto de la frase. Por
otro lado, al tener una alta cantidad de clases distintas, es probable que cada una de
estas palabras discriminatorias este´ presente en pocos ejemplos, si no so´lo en uno, re-
sultando en un matriz de representacio´n muy dispersa. Por estos motivos suponemos
que utilizar derivados simples de los lemas no formara´ una frontera de decisio´n tan
clara para el clasificador.
Para probar esta hipo´tesis entrenamos el clasificador MultinomialNB con el cor-
pus de entrenamiento y no etiquetado (simulado) descriptos en la seccio´n anterior
preprocesados con distintas combinaciones de caracter´ısticas. Para un mejor entendi-
miento de los datos, realizamos un ana´lisis sobre el corpus usado para entrenamiento
y obtenemos la distribucio´n de ocurrencias de cada tipo de caracter´ısticas en las
instancias.
Resultados En la siguiente tabla mostramos las mediciones ma´s significativas de
accuracy y reconocimiento obtenidas con un entrenamiento supervisado tradicional
para combinaciones de los siguientes tipos de caracter´ısticas: Lemas (L), Bigramas
(B), Trigramas (T), Bigramas Mezclados (MB), Etiquetas POS (POS), Entidades
nombradas (NE), Tipos de las entidades nombradas (NET) y Concordancia a patrones
parciales (PM).
En la figura 6.3 cada gra´fico de torta ilustra la cantidad de caracter´ısticas que
ocurren en un nu´mero fijo de instancias distribuidas segu´n la clase a la que pertenecen.
Es decir, en el primer gra´fico la porcio´n de color negro representa cua´ntos lemas (L)
aparecen so´lo en una pregunta de todo el corpus.
Conclusio´n Primero realizaremos un ana´lisis de los gra´ficos de torta y luego
ahondaremos en el desempen˜o del clasificador a partir de esa base. Lo primero que
notamos es que, como hab´ıamos supuesto, la proporcio´n de Concordancias parciales
(PM) y Tipos de entidades nombradas (NET) aumenta mientras aumenta el nu´mero
de instancias en las que esta´n presentes. Es decir, en proporcio´n hay muchas ma´s
reglas que concuerdan con muchas instancias que con una sola, lo que nos indica que
son menos dispersas. Lo mismo ocurre con las etiquetas POS, pero recordemos que
hay pocas de ellas y que en general ocurren muchas veces en el texto. Es decir, en todas
las frases hay sustantivos y verbos. Por lo tanto, no las consideraremos relevantes.
Sin embargo, s´ı encontramos significativo que la proporcio´n de los lemas se mantenga
constante con respecto a la cantidad de instancias en las que ocurren. Esto nos indica
que esta caracter´ıstica podr´ıa ser mucho ma´s u´til de lo que espera´bamos.
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Accuracy Reconocimiento
Todos 0.31 0.46
L 0.49 0.59
L + B 0.40 0.59
L + B + T 0.32 0.71
L + B + T + MB + POS 0.30 0.59
L + B + T + NET + NE 0.35 0.59
L + B + T + PM 0.40 0.59
L + B + T + PM + NET 0.39 0.53
L + PM 0.43 0.59
L + PM + NET 0.50 0.46
L + PM + NET + NE 0.52 0.46
PM 0.40 0.65
PM + NET 0.60 0.53
PM + NET + NE 0.64 0.43
Cuadro 6.2: Rendimiento del clasificador para distintas combinaciones de caracter´ısti-
cas
Figura 6.3: Distribucio´n de las clases de las caracter´ısticas segu´n la cantidad de ins-
tancias en las que esta´n presentes.
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El feno´meno contrario ocurre con los Bigramas (B) y Trigramas (T), junto con las
Entidades Nombradas en s´ı (NE), que en general ocurren en pocas instancias dentro
del corpus. Por lo tanto, esperar´ıamos que no se desempen˜en bien aisladas sino en
conjunto con otras caracter´ısticas.
Con respecto al rendimiento del clasificador, ninguna combinacio´n de caracter´ısti-
cas maximiza tanto el accuracy como el reconocimiento. Es decir, que para identificar
mejor las instancias de las clases minoritarias es necesario perder precisio´n sobre
la clase mayoritaria. Recordemos que para el fin de nuestra clasificacio´n preferimos
lograr un alto reconocimiento.
A partir de la tabla 6.2 podemos observar claramente que el mayor reconocimien-
to se obtiene utilizando Concordancias a los patrones (PM) o la combinacio´n Lemas,
Bigramas y Trigramas. Sin embargo, la combinacio´n de estos no arroja buenos resul-
tados. Una causa posible para esto puede ser que parte de la informacio´n aportada
por los Lemas, Bigramas y Trigramas es opacada por la fuerte presencia de las Con-
cordancias a patrones y viceversa.
Por otra parte, los Tipos de las entidades nombradas y las Entidades nombradas
so´lo aumentan el accuracy pero reducen el reconocimiento. Si observamos la figura
6.3 estos tipos de caracter´ısticas son muy dispersas y ocurren generalmente en menos
de tres instancias. Adema´s de ello, muchas de las preguntas de clase other no tienen
entidad nombrada, por lo tanto son una caracter´ıstica que permite separar mejor el
universo entre la clase mayoritaria y las dema´s.
6.5. Experimento 4
Hipo´tesis La clasificacio´n obtendra´ mejores resultados si se aplica algu´n me´todo
de suavizado como Tf-idf o LSA.
Me´todos de suavizado son utilizados comu´nmente en la clasificacio´n de texto y
extraccio´n de informacio´n para contrarrestar la distribucio´n de palabras descripta por
la ley de Zipff, donde pocas palabras ocurren muchas veces mientras que la mayor´ıa
de los te´rminos esta´n presentes en pocas instancias.
Tf-Idf hace referencia a Frecuencia de te´rminos y frecuencia inversa de documen-
tos, una medida estad´ıstica para determinar cua´n importante es una palabra dentro
de una instancia o documento. Se calcula como el producto de otras dos medidas:
la Frecuencia del te´rmino es la cantidad de veces que una caracter´ıstica ocurre en la
instancia, y la Frecuencia inversa del documento es la inversa de la cantidad de veces
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que la caracter´ıstica aparece en todo el corpus. Como resultado, palabras que ocurren
pocas veces en el corpus y se concentran so´lo en una porcio´n de instancias toman
proporcionalmente ma´s relevancia con respecto a palabras que ocurren en muchas
instancias, ya que se consideran ma´s representativas. Ha sido utilizado por Rennie
et al. [2003] como una forma de modelado alternativa para el clasificador Bayesiano
ingenuo.
LSA o Ana´lisis de sema´ntica latente es una te´cnica introducida por Deerwester
et al. [1990] para superar los problemas de utilizar aproximaciones basadas so´lo en
te´rminos para el procesamiento de lenguaje natural. Supone que existe una estruc-
tura sema´ntica oculta por la alta variabilidad del vocabulario e intenta minimizar el
ruido a trave´s de te´cnicas estad´ısticas. LSA utiliza una te´cnica llamada Descompo-
sicio´n en valores singulares o SVD que descompone la matriz de representacio´n en
un nuevo espacio vectorial de forma que se reduce la dimensionalidad (tiene menos
caracter´ısticas) mientras se preserva la relacio´n entre las las caracter´ısticas restantes
y las instancias. El objetivo de esta transformacio´n es reducir el ruido en los datos
introducido por la dispersio´n de las caracter´ısticas.
Para aplicar estos dos me´todos usamos las clases TfidfTransformer y Trunca-
tedSVD de la librer´ıa scikit-learn. Luego de preprocesar todos los corpus con estos
me´todos entrenamos el clasificador MultinomialNB y comprobamos su rendimiento
sobre el corpus de evaluacio´n.
Resultados
Tf-Idf LSA
Accuracy Reconocimiento Accuracy Reconocimiento
Todos 0.32(+.01) 0.40(−.06) 0.67(+.36) 0.53(+.07)
L 0.45(−.04) 0.40(−.19) 0.72(+.30) 0.37(−.22)
L + B + T 0.36(+.04) 0.34(−.37) 0.74(+.42) 0.43(−.28)
PM 0.44(+.04) 0.59(−.06) 0.41(+.01) 0.43(−.22)
PM + L 0.35(−.08) 0.50(−.09) 0.44(+.01) 0.68(+.09)
PM + L + NET 0.50(+.00) 0.50(+.04) 0.79(+.29) 0.25(−.21)
PM + L + B + T 0.32(−.08) 0.46(−.13) 0.49(+.09) 0.68(+.09)
PM + L + B + T + NET 0.40(+.01) 0.43(−.10) 0.79(+.30) 0.31(−.22)
PM + NET + NE 0.64(+.00) 0.43(+.00) 0.74(+.10) 0.09(−.34)
PM + NET + NE + L 0.52(+.00) 0.46(+.00) 0.76(+.24) 0.21(−.25)
Cuadro 6.3: Comparacio´n de desempen˜o sobre el corpus de evaluacio´n con distintas
carater´ısticas y te´cnicas de suavizamiento.
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En la tabla 6.3 mostramos las mediciones ma´s significativas de accuracy y re-
conocimiento obtenidas sin aprendizaje activo para combinaciones de las siguientes
caracter´ısticas: Lemas (L), Bigramas (B), Trigramas (T), Bigramas Mezclados (MB),
Etiquetas POS (POS), Entidades nombradas (NE), Tipos de las entidades nombradas
(NET) y Concordancia a patrones parciales (PM), aplicando me´todos de suavizado
de Tf-idf y LSA. Entre pare´ntesis se incluye la diferencia de cada me´trica con respecto
a los resultados de la tabla 6.2. En el ape´ndice D se muestran las tablas ambas tablas
para una mejor comparacio´n.
No incluimos los resultados de los experimentos utilizando ambos me´todos ya que
ninguno de ellos es superior a los mencionados anteriormente.
Los datos expresados con el preprocesamiento de LSA tienen el nu´mero de dimen-
siones que maximizan el resultado. Para las combinaciones ma´s exitosas PM + L +
B + T y PM + L se utilizaron 250 caracter´ısticas.
En la tabla 6.4 se muestra la precisio´n y la cobertura para cada una de las clases
utilizando las dos mejores combinaciones de caracter´ısticas de la tabla 6.2. En la
u´ltima columna se incluye el nu´mero de instancias para cada clase dentro del corpus
de evaluacio´n.
PM + L + B + T + LSA PM + L + LSA
Clase Precisio´n Cobertura Precisio´n Cobertura Instancias
actedon 0.57 1.00 0.57 1.00 4
albumsofband 0.33 0.80 0.36 0.86 5
bandmembers 1.00 0.50 1.00 0.50 2
booksbyauthor 1.00 0.67 0.50 0.67 3
castof 0.00 0.00 0.00 0.00 1
creatorof 0.17 1.00 0.15 1.00 2
howoldis 0.09 1.00 0.08 1.00 5
other 0.92 0.44 0.93 0.38 135
presidentsof 0.50 0.50 0.50 0.50 2
showswith 0.00 0.00 0.00 0.00 1
whereis 0.38 1.00 0.33 1.00 3
whereisfrom 0.00 0.00 0.00 0.00 4
Promedio/total 0.82 0.49 0.81 0.44 167
Cuadro 6.4: Precisio´n y cobertura sobre el corpus de evaluacio´n con dos combinaciones
de caracter´ısticas y LSA.
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Conclusio´n La te´cnica Tf-Ifd mejora en un porcentaje muy bajo el accuracy en
algunos casos, mientras que para la mayor´ıa de las combinaciones reduce el reconoci-
miento. Observamos que en general aplicar esta te´cnica reduce los valores en la matriz
de representacio´n. Por ejemplo, para la combinacio´n de caracter´ısticas L + B + T
+ PM + NET el valor ma´ximo de dicha matriz es 0.43, mientras que su media es
0.0014 teniendo un 1.1 % de valores no nulos. Sin Tf-Ifd la media de valores de la
matriz de representacio´n es 0.011 y el valor ma´ximo 6. Como resultado, al clasificar
la probabilidad de la clase tiene ma´s importancia utilizando esta te´cnica y la mayor´ıa
de las etiquetas es alguna de las clases con ma´s instancias.
Por otro lado, como espera´bamos, agregar LSA permite combinar mejor los Lemas,
Bigramas y Trigramas con las Concordancias a patrones. Au´n si esta combinacio´n
no alcanza los valores de reconocimiento que pudimos observar en el experimento
anterior, aumenta significativamente el accuracy. Vemos que este en un feno´meno
general de todas las combinaciones, por lo que esperamos que con un corpus mayor
esta te´cnica permita aumentar el rendimiento sobre todas las clases. Insistimos en
agregar ma´s caracter´ısticas que Lemas, Bigramas y Trigramas ya que tenemos la
intuicio´n de que con mayor cantidad de ejemplos y un vocabulario ma´s amplio e´stas
no ser´ıan suficientes.
Un resultado sorprendente es el bajo reconocimiento de la combinacio´n L + B
+ T con LSA, que en el experimento anterior obtuvo los mejores resultados. Un
feno´meno comu´n que observamos al reducir la dimensionalidad es que la clase mayo-
ritaria vuelve a adquirir un gran peso. Por ello aumenta tanto el accuracy de todas
las combinaciones.
La tabla 6.4 indica, con un ana´lisis ma´s detallado, que la combinacio´n de carac-
ter´ısticas es L + B + T + PM + LSA es ligeramente mejor. Sin embargo, sobre un
corpus de evaluacio´n tan pequen˜o estas diferencias no son siempre significativas y
ambas combinaciones podr´ıan ser igualmente buenas. Rescatamos que la adicio´n de
los Bigramas y Trigramas, caracter´ısticas muy dispersas, no disminuyo´ el desempen˜o
del clasificador, y por eso tomaremos esta combinacio´n como la ma´s significativa ya
que incluye ma´s informacio´n en ella.
6.6. Experimento 5
Hipo´tesis El aprendizaje activo sobre instancias permite al clasificador obtener
el mismo rendimiento con menor cantidad de instancias.
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En este experimento simulamos la interaccio´n con un usuario como describimos
en la seccio´n 5.1, comenzando con un corpus de entrenamiento pequen˜o el ciclo de
aprendizaje activo. El aprendedor selecciona la siguiente instancia de un corpus eti-
quetado (sin conocer la verdadera clase) para enviar al ora´culo, pero en lugar de
interactuar con e´ste obtenemos las respuestas de las etiquetas obtenidas previamente
de un experto.
Para esta seccio´n decidimos preprocesar los datos utilizando Lemas, Bigramas,
Trigramas y Concordancias a patrones y aplicando LSA, basa´ndonos en los resultados
del experimento anterior. Evaluaremos la curva de aprendizaje y de reconocimiento
con tres estrategias de seleccio´n de instancias distintas: al azar, con mayor entrop´ıa y
con menor entrop´ıa. El clasificador utilizado es MultinomialNB junto con el mo´dulo
ActivePipeline.
Recordemos que las instancias con menor entrop´ıa son aquellas sobre las que
el clasificador tiene mayor seguridad, y por lo tanto aportan menos informacio´n.
Seleccionar instancias con menor entrop´ıa primero permitira´ al clasificador asegurar
la informacio´n que se asume es verdadera y caracterizar mejor el centro de masa
de cada clase. Consideramos que esta es una buena estrategia teniendo en cuenta la
reducida cantidad de ejemplos con los que comienza el entrenamiento del clasificador.
El clasificador se reentreno´ y se aplico´ un ciclo del algoritmo Esperanza-Maximizacio´n
luego de agregar una instancia al corpus de entrenamiento.
Resultados En la figura 6.4 mostramos la evolucio´n del accuracy y del reconoci-
miento para las tres estrategias de seleccio´n de instancias: aleatoria, mayor entrop´ıa
y menor entrop´ıa. Para graficar las curvas utilizando seleccio´n aleatoria se promedian
los valores obtenidos de cada me´trica en 5 experimentos distintos.
Conclusio´n Como podemos observar en la curva de aprendizaje ambas estrategias
se desempen˜an mejor que un aprendizaje aleatorio. Sin embargo, la seleccio´n por
mayor entrop´ıa maximiza tanto el accuracy como el reconocimiento.
A partir de las 20 instancias la mejor estrategia de seleccio´n de instancias es uti-
lizando ma´xima entrop´ıa. Sin embargo, agregar instancias con menor entrop´ıa puede
ser una buena estrategia en un principio, pero para no ralentizar el crecimiento debe
utilizarse cambiarse la forma de seleccio´n.
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Figura 6.4: Rendimiento del clasificador con aprendizaje activo y distintas estrategias
de seleccio´n de instancias.
6.7. Corpus de caracter´ısticas
Antes de comenzar con experimentos que involucren entrenamiento con carac-
ter´ısticas utilizamos el mo´dulo ActivePipeline para crear un corpus de caracter´ısticas
etiqueta´ndolas manualmente. Este corpus no es ma´s que una matriz ternaria con
tres valores posibles: asociacio´n positiva, no asociacio´n, desconocido. De esta forma
tambie´n almacenamos informacio´n para evitar preguntar a un usuario por las carac-
ter´ısticas que ya han sido vistas pero no esta´n relacionadas a esa clase en particular.
Observemos que guardar la informacio´n de tal manera soporta etiquetas de mu´ltiples
clases para una misma caracter´ıstica.
Todas las instancias etiquetadas fueron preprocesadas utilizando como carac-
ter´ısticas las concordancias a patrones, lemas, bigramas y trigramas. La cantidad
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total de caracter´ısticas extra´ıdas es 3781, incluyendo todos los corpus. No se utilizo´ la
te´cnica de LSA aunque hab´ıa arrojado buenos resultados ya que afecta la dimen-
sionalidad del modelo y por lo tanto el mapeo entre las columnas de la matriz de
representacio´n y las caracter´ısticas seleccionadas.
Para la creacio´n del corpus de caracter´ısticas se realizo´ una sesio´n de aproxima-
damente una hora utilizando un clasificador MultinomialNB entrenado con el corpus
de entrenamiento y el corpus no etiquetado (simulado). Para elegir las caracter´ısti-
cas a ser etiquetadas se las ordeno´ por mayor coocurrencia con la clase y por mayor
ganancia de informacio´n.
De las 2891 caracter´ısticas que se presentaron al usuario, e´ste etiqueto´ como aso-
ciaciones positivas 355. En la tabla 6.5 se muestra la distribucio´n de caracter´ısticas
asociadas a cada clase.
Clase Caracter´ısticas asociadas
actedon 40
albumsofband 43
bandmembers 23
booksbyauthor 42
castof 42
creatorof 16
howoldis 45
other 0
presidentsof 20
showswith 30
whereis 26
Cuadro 6.5: Distribucio´n de la cantidad de etiquetas de caracter´ısticas para cada una
de las clases
No se realizaron etiquetamientos sobre la clase other ya que, al no constituir
una clase sema´ntica propiamente dicha, no hay caracter´ısticas que indiquen que una
pregunta pertenece a esa clase. Cabe destacar que en todos los experimentos siguientes
hemos utilizado este corpus para el entrenamiento con caracter´ısticas, y que de ser
necesario cambiar la representacio´n debe crearse otro corpus con anotaciones para las
nuevas dimensiones.
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6.8. Experimento 6
Hipo´tesis Entrenar el clasificador utilizando informacio´n sobre las caracter´ısticas
incrementara´ su rendimiento.
Nuestro objetivo principal es medir el aumento del rendimiento de un clasificador
FeatMultinomialNB entrenado solamente con instancias y entrenado con instancias y
caracter´ısticas. Adicionalmente queremos analizar co´mo var´ıa este resultado de acuer-
do a la cantidad de instancias utilizadas para el entrenamiento. Esperamos que el
impacto del corpus de caracter´ısticas disminuya al agregar ma´s instancias.
Un para´metro muy importante para esta tarea es el peso adicional de las carac-
ter´ısticas llamado α en la ecuacio´n 4.7. Este peso adicional sera´ sumado directamente
a la matriz de probabilidad Pˆ (fk|cj) si la caracter´ıstica fk ha sido asociada a la clase
cj. Settles [2011] muestra en sus experimentos que cualquier valor entre 0.5 y 100 para
este para´metro es indistinto, pero probaremos si esta hipo´tesis es va´lida para nuestra
configuracio´n tambie´n.
El primer experimento a realizar sera´ entrenar el clasificador con el corpus de
entrenamiento que tiene una instancia por clase y el corpus de features descripto
anteriormente con distinto pesos adicionales. Realizaremos el mismo trabajo con en-
trenando con todo el conjunto de instancias anotadas y finalmente compararemos los
resultados.
Resultados
En la figura 6.5 se comparan las tres medidas de desempen˜o del clasificador utili-
zando distintos pesos adicionales. Se utilizo´ un clasificador que utiliza so´lo el corpus
de entrenamiento con 12 instancias y un clasificador que utiliza adema´s el corpus no
etiquetado (simulado).
En la figura 6.6 se muestra el accuracy y reconocimiento para el clasificador en-
trenado con y sin caracter´ısticas, utilizando distintas cantidades de instancias.
Conclusio´n Comenzamos por evaluar cua´l era el mejor valor posible para el
para´metro α y obtuvimos resultados que no se corresponden con los experimentos
de Settles [2011]. Si bien para el reconocimiento el valor del peso adicional no tiene
grandes variaciones, el crecimiento es casi proporcional para el accuracy. Al no existir
etiquetas para la clase other introducir pesos en las caracter´ısticas crea un l´ımite
que le permite al clasificador distinguir las instancias de la clase mayoritaria sin
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Figura 6.5: Rendimiento del clasificador entrenado con caracter´ısticas para distintos
pesos adicionales entrenado con dos corpus distintos.
Figura 6.6: Rendimiento del clasificador entrenado con caracter´ısticas con un peso
adicional de 100 sobre distintas cantidades de instancias.
perder reconocimiento. Mientras mayor es el peso adicional, ma´s clara es la l´ınea de
separacio´n.
Podemos observar en la imagen 6.6 que la separacio´n entre las curvas de apren-
dizaje entrenando con y sin caracter´ısticas se mantiene aproximadamente constante
a partir de las 20 instancias. Por otra parte, para el reconocimiento no ocurre lo
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mismo sino que se cumple nuestra hipo´tesis de que la contribucio´n del corpus de ca-
racter´ısticas disminuir´ıa al agregar instancias. Esto se debe principalmente, como ya
mencionamos, a que no hay etiquetas para la clase other en el corpus de caracter´ısti-
cas.
Notamos tambie´n que agregar ma´s de 20 instancias no afecta en gran medida
ni el accuracy ni el reconocimiento ya que gran parte de la informacio´n aportada
por estas instancias tambie´n esta´ representada en el corpus de caracter´ısticas. Sin
embargo, nosotros hemos etiquetado la mayor´ıa de las caracter´ısticas extra´ıdas del
estas instancias que estamos agregando. En una sesio´n de aprendizaje activo real el
usuario etiquetar´ıa instancias que probablemente tengan caracter´ısticas que no sean
redundantes y entonces se justificar´ıa el entrenamiento con gran nu´mero de instancias
y caracter´ısticas.
Utilizar pesos adicionales con valores tan altos no es intuitivo y parece extremo,
ya que no se espera que una caracter´ıstica sea 100 o 150 veces ma´s representativa
de una clase que otra. Sin embargo, obtenemos estos resultados extremos ya que el
corpus con el que estamos trabajando es muy pequen˜o y la informacio´n que de otra
forma estar´ıa presente en las instancias de entrenamiento se encuentra directamente
en las caracter´ısticas. Por ello, para el corpus con menos instancias es necesario pesos
adicionales ma´s grandes para aumentar el accuracy.
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Conclusiones y trabajo futuro
La conclusio´n ma´s importante que podemos sacar de este trabajo son los beneficios
del aprendizaje activo en entornos poco estudiados o con alta incertidumbre donde no
se disponen de ejemplos etiquetados. Por otra parte, el entrenamiento del clasificador
con un corpus de caracter´ısticas indicativas de cada clase ha demostrado que puede
aumentar significativamente el desempen˜o en clases minoritarias con pocas instancias
sin perder precisio´n en las clases mayoritarias.
Para llevar a cabo estos experimentos fue necesario implementar un sistema de
aprendizaje activo sobre caracter´ısticas e instancias comparable a Dualist, de Settles
[2011]. Lo hemos desarrollado de tal forma que es independiente a nuestro problema
y al clasificador utilizado, pudiendo ser adaptado a otras tareas de clasificacio´n con
aprendizaje activo. Au´n as´ı, este sistema es joven y so´lo fue utilizado en una aplicacio´n.
Es necesario entonces refinar su arquitectura y transformarlo en una librer´ıa para su
uso general.
Otra importante implementacio´n desarrollada para este trabajo fue la modificacio´n
del clasificador bayesiano MultinomialNB para que pueda ser entrenado utilizando un
corpus de caracter´ısticas relacionadas a clases. Nuestra aproximacio´n, aunque ba´sica,
ha demostrado ser de gran utilidad. Proponemos como trabajo futuro investigar el
impacto de graduar la relacio´n entre una caracter´ıstica y una clase, incluyendo tam-
bie´n etiquetas negativas donde la presencia de la caracter´ıstica indica que la instancia
no pertenece a una clase determinada.
Algunos para´metros del aprendizaje activo no fueron incluidos en nuestros expe-
rimentos y los proponemos para un estudio posterior ya que su impacto puede no ser
trivial. Utilizamos la te´cnica Esperanza-maximizacio´n siguiendo a Settles [2011], pero
no hemos comprobado co´mo se comporta el sistema sin este paso o co´mo afecta la
cantidad de iteraciones del algoritmo. Adema´s de ello, consideramos interesante con-
tinuar con la investigacio´n sobre las mejores formas de seleccio´n de caracter´ısticas con
ganancia de informacio´n calculada con respecto a cada clase en lugar de globalmente.
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Los resultados de los experimentos con aprendizaje activo revelan que cambiar la
estrategia de seleccio´n tanto de caracter´ısticas e instancias durante el entrenamiento
puede ser beneficioso en escenarios donde se disponen de pocos ejemplos. Comenzar
seleccionando instancias con baja entrop´ıa ha demostrado ser una buena estrategia en
las primeras iteraciones ya que permite al clasificador afirmar su conocimiento sobre
una pequen˜a parte del universo antes continuar con sectores desconocidos. Hemos
mostrado que el entrenamiento con caracter´ısticas mejora el rendimiento del clasi-
ficador, por lo que esperamos buenos resultados al utilizar aprendizaje activo sobre
caracter´ısticas en experimentos posteriores.
Con respecto al problema de cobertura de Quepy en particular logramos ampliar
el reconocimiento de nuevas preguntas dentro de las clases sema´nticas. Antes de poder
integrar un clasificador a Quepy necesitamos un sistema de reconocimiento de entida-
des nombradas para identificar el objetivo de la pregunta. Insistiremos en representar
las preguntas con el tipo de las entidades nombradas en ella ya que consideramos que
los resultados pobres que obtuvimos en nuestros experimentos derivan en la forma en
que obtuvimos las entidades nombradas.
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Ape´ndice A
Descripcio´n de los corpus para
simulaciones iniciales
En la siguiente tabla se muestra la cantidad de instancias etiquetadas para cada
clase y co´mo se distribuyeron entre los corpus inicialmente utilizados para simulacio-
nes.
Total No etiquetado Entrenamiento Evaluacio´n
actedon 14 4 1 9
actorsof 4 2 1 1
albumsofband 18 5 1 11
bandfoundation 5 2 1 2
bandmembers 9 2 1 6
booksbyauthor 12 3 1 8
capitalcityof 3 1 1 1
castof 6 1 1 4
creatorof 7 2 1 4
directorof 2 1 1 0
episodecount 2 1 1 0
howoldis 20 5 1 14
listmovies 2 1 1 0
listtvshows 3 1 1 1
movieduration 3 1 1 1
moviereleasedate 3 1 1 1
moviesbydirector 4 1 1 2
musicgenre 5 1 1 3
other 540 135 1 404
plotof 4 1 1 2
populationof 5 1 1 3
presidentsof 6 2 1 3
showswith 6 1 1 4
spokenlanguageof 5 1 1 3
whatis 4 1 1 2
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whois 2 1 1 0
whowrote 2 1 1 0
whereis 12 3 1 8
whereisfrom 13 4 1 8
Total 720 505 29 186
Cuadro A.1: Cantidad de instancias en los corpus para
simulaciones.
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Ape´ndice B
Descripcio´n de los corpus para
simulaciones definitivos
En la siguiente tabla se muestran la cantidad de instancias etiquetadas para ca-
da clase y co´mo se distribuyeron entre los corpus para simulaciones. Las clases y
cantidades incluidas son aquellas seleccionadas luego del experimento 2.
Total No etiquetado Entrenamiento Evaluacio´n
actedon 14 4 1 9
bandmembers 9 2 1 6
albumsofband 18 5 1 11
booksbyauthor 12 3 1 8
castof 6 1 1 4
creatorof 7 2 1 4
howoldis 20 5 1 14
other 540 14 1 404
presidentsof 6 2 1 3
showswith 6 1 1 4
whereis 12 3 1 8
whereisfrom 13 4 1 8
Total 663 98 12 167
Cuadro B.1: Cantidad de instancias en cada uno de los corpus para simulaciones
definitivos.
60
Ape´ndice C
Corpus generado a partir de Quepy
En la primera tabla se listan las preguntas incluidas en los ejemplos de la aplica-
cio´n de Quepy. Todas ellas concuerdan con los patrones definidos en la aplicacio´n para
su interpretacio´n correcta. En la segunda tabla se incluyen las reformulaciones cons-
truidas manualmente en base a estos ejemplos para cada una de las clases. Ninguna
de estas reformulaciones concuerda con algu´n patro´n de la aplicacio´n.
Instancia Clase
List movies with Hugh Laurie actedon
Movies with Matt LeBlanc actedon
In what movies did Jennifer Aniston appear? actedon
Which movies did Mel Gibson starred? actedon
Movies starring Winona Ryder actedon
Who are the actors of Titanic? actorsof
Who acted in Alien? actorsof
Who starred in Depredator? actorsof
Actors of Fight Club actorsof
List albums of Pink Floyd albumsofband
What albums did Pearl Jam record? albumsofband
Albums by Metallica albumsofband
What albums did The Beatles make? albumsofband
When was Korn formed? bandfoundation
Radiohead members bandmembers
What are the members of Metallica? bandmembers
Who were the members of pink floyd? bandmembers
List books by George Orwell booksbyauthor
Which books did Suzanne Collins wrote? booksbyauthor
What is the capital of Bolivia? capitalcityof
What is the cast of Friends? castof
Who works in Breaking Bad? castof
List actors of Seinfeld castof
Who is the creator of Breaking Bad? creatorof
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Who are the creators of Friends? creatorof
Who is the director of Big Fish? directorof
Who directed Pocahontas? directorof
How many episodes does Seinfeld have? episodecount
Number of episodes of Seinfeld episodecount
How old is Bob Dylan howoldis
List movies listmovies
List TV shows listtvshows
How long is Pulp Fiction movieduration
What is the duration of The Thin Red Line? movieduration
When was gravity released? moviereleasedate
Release date of the hobbit? moviereleasedate
List movies directed by Quentin Tarantino. moviesbydirector
Movies directed by Martin Scorsese moviesbydirector
Which movies did Mel Gibson directed moviesbydirector
What is the music genre of Gorillaz? musicgenre
Music genre of Radiohead musicgenre
What is the plot of Titanic plotof
What was Sherk about? plotof
What is the population of China? populationof
How many people live in Australia? populationof
List presidents of Argentina? presidentsof
List shows with Hugh Laurie showswith
In what shows does Jennifer Aniston appears? showswith
Shows with Matt LeBlanc showswith
What is the language of Liberia? spokenlanguageof
What is the spoken language in Russia? spokenlanguageof
What is a car? whatis
What is Seinfield? whatis
Where in the world is the Eiffel Tower? whereis
Where is Bill Gates from? whereisfrom
Who is Tom Cruise? whois
Who wrote The Little Prince? whowrote
Who is the author of A Game Of Thrones? whowrote
Cuadro C.1: Instancias extra´ıdas de los ejemplos de
Quepy y sus clases.
Instancia Clase
What movies did James Dean appear in? actedon
What actors worked on the matrix? actedon
Actors of Memoirs of a Geisha actedon
Actors that worked in the movie Matrix? actedon
List the actors that worked in Alice in Wonderland actedon
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List actors starring in the movie The Nightmare Before Christmas actedon
What works did the Beatles do? albumsofband
Which works did Linkin Park make? albumsofband
Albums recorded by the Guns n’ Roses albumsofband
What are titles of albums featuring The Black Eyed Peas? albumsofband
When was the Red Hot Chili Peppers founded? bandfoundation
When was the Rolling Stones born? bandfoundation
When did My Chemical Romance start to perform? bandfoundation
In what year did the Sex Pistols start to make recitals? bandfoundation
List books written by J. K. Rowling booksbyauthor
List of works written by George R.R. Martin booksbyauthor
List of books created by Agatha Christie booksbyauthor
What are titles of books written by Dan Brown? booksbyauthor
What is the capital city of the United Kingdom? capitalcityof
What is the capital of the country Germany? capitalcityof
Which are the actors of Grey’s Anatomy castof
List of actors of the show The Addams Family castof
Which were the actors of the TV show Uggly Betty castof
Who create Stargate Atlantis? creatorof
Who create The Neverending Story? creatorof
When is Angelina Jolie’s birthday? howoldis
What is the age of Katy Perry? howoldis
In what year was Madonna born? howoldis
In what date did Bryan Cranston born? howoldis
When was George Clooney born? howoldis
What movies there are? listmovies
What TV shows are? listtvshows
What TV shows have been made? listtvshows
How many minutes long is the lord of the rings? movieduration
When was Harry Potter the movie released? moviereleasedate
Steven spielberg was the director of what movies? moviesbydirector
What type of music does AC DC? musicgenre
What type of songs does the Rolling Stones? musicgenre
Plot of Frozen? plotof
What is the hitchhiker’s guide to the galaxy about? plotof
How many people is in Paraguay? populationof
How many people there is in the People’s Republic of China? populationof
Who are the presidents of Bolivia? presidentsof
Who have been presidents of the Republic of Egypt? presidentsof
Who have been presidents of the Arab Republic of Egypt? presidentsof
Who are the past liders of Brazil? presidentsof
On what TV show does Hammond regularly appear? showswith
Shows where Matthew Perry worked in? showswith
What is the main spoken language in Poland? spokenlanguageof
What is the main language in th republic of Argentina? spokenlanguageof
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Definition of computer whatis
Where is the Statue of Liberty whereis
Where was Matt Damon born? whereisfrom
Where did he grow up? whereisfrom
Where did J. R. R. Tolkien born? whereisfrom
Biography of Charles Dickens whois
Who is the writer of The Lord of the Rings? whowrote
Cuadro C.2: Reformulaciones construidas manualmente
y sus clases.
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Ape´ndice D
Comparacio´n completa de
rendimiento con suavizado
En la siguiente tabla se muestran los valores del accuracy (A) y reconocimiento
(R) para las versio´n base y para las dos te´cnicas de suavizado utilizadas: LSA y Tf-Idf.
Cada fila representa las mediciones obtenidas para una combinacio´n de diferentes
tipos de caracter´ısticas. Los tipos utilizados son: Lemas (L), Bigramas (B), Trigramas
(T), Bigramas Mezclados (MB), Etiquetas POS (POS), Entidades nombradas (NE),
Tipos de las entidades nombradas (NET) y Concordancia a patrones parciales (PM).
Base Tf-Idf LSA
A R A R A R
Todos 0.31 0.46 0.32 0.4 0.67 0.53
L 0.49 0.59 0.45 0.4 0.72 0.37
L + B + T 0.32 0.71 0.36 0.34 0.74 0.43
PM 0.40 0.65 0.44 0.59 0.41 0.43
PM + L 0.43 0.59 0.35 0.5 0.44 0.68
PM + L + NET 0.50 0.46 0.50 0.50 0.79 0.25
PM + L+ B + T 0.40 0.59 0.32 0.46 0.49 0.68
PM + L + B + T + NET 0.39 0.53 0.40 0.43 0.79 0.31
PM + NET + NE 0.64 0.43 0.64 0.43 0.74 0.09
PM + NET + NE + L 0.52 0.46 0.52 0.46 0.76 0.21
Cuadro D.1: Comparacio´n de desempen˜o con distintas carater´ısticas y te´cnicas de
suavizamiento.
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