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ABSTRACT
Cluster analysis plays an important role in many areas of science,
and clustering algorithms and cluster validation are two essential
elements. Before clustering, the number of clusters is an essential
parameter for the clustering algorithm, while after clustering, the
validity of the clustering is performed.
Internal indexes such as the Bayesian information criterion (BIC)
and sum-of-squares have difficulties in finding a knee point of the in-
dexes, so detection methods through BIC in partition-based cluster-
ing are proposed in the present study. A new sum-of-squares based
index is also proposed, where the minimal value is considered the
optimal number of clusters. External indexes, on the other hand,
need a reference clustering or ground-truth information of data and
therefore cannot be used in cluster validity. Consequently, we ex-
tend the external index into an internal index in order to determine
the number of clusters by introducing a re-sampling method.
Iterative algorithms, such as the K-means and EM algorithms,
suffer from an initialisation problem, so a random swap strategy is
employed to overcome this issue. In the present thesis, we extend
this approach to the optimisation of the EM algorithm for learning
Gaussian mixture model from multivariate data. The EM variant
is known as the random swap EM (RSEM) algorithm. It provided in
our practical tests better results than split-and-merge (SMEM) and
is more efficient than repeated EM (REM).
We propose a cluster-level validity criterion called a centroid ra-
tio. It has low time complexity and is applicable for detecting un-
stable or incorrectly located centroids. Employing the centroid ratio
in swap-based clustering, we further suggest a pairwise random swap
clustering algorithm, for which no stopping criterion is required.
AMS Classification: 62H30, 68Q25, 68W40
Universal Decimal Classification: 004.93, 519.237.8
Library of Congress Subject Headings: Data mining; Machine learning;
Image processing; Parameter estimation; Cluster analysis; Algorithms
Yleinen suomalainen asiasanasto: tiedonlouhinta; koneoppiminen; kuvanka¨sittely;
ryhmittelyanalyysi; algoritmit; parametrit; estimointi; validointi
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1 Introduction
Nowadays, the world is full of data – most of which is stored digi-
tally in electronic media, thus providing huge potential for the de-
velopment of automatic data analysis, classification and retrieval
techniques [2].
Cluster analysis is one of the most widely used techniques for
exploratory data analysis, with applications ranging from image
processing [3, 4], speech processing [5], information retrieval [6, 7]
and Web applications [8, 9]. As a basic tool, clustering has been
developed and modified for different application fields, providing
many clustering algorithms [2, 10–16]. In most cases, the number
of clusters is an unknown parameter because clustering is unsuper-
vised and the user has very little knowledge about the data. Thus,
the evaluation of different clustering algorithms, and the problem
of determining the number of clusters, are important research prob-
lems in cluster analysis.
Clustering is defined as the problem of partitioning data points
into groups (clusters), such that the points in the same group are
similar, while points in different groups are dissimilar [10]. This ba-
sic rule guides the design of clustering algorithms and evaluation
of clusterings. Most of the currently existing parametric cluster-
ing methods partition data into a predefined number of clusters,
with a cluster representative corresponding to each cluster, so that
a well-defined cost function involving the data and its representa-
tives is minimised [17]. As such, there are three aspects involved in
clustering: data, the cost function and the evaluation function.
The cost function in clustering algorithms is used to decide
whether the clustering result is suitable for certain kinds of data
structures. The Mean squared error (MSE)-based cost function, for ex-
ample, in K-means, assumes the clusters are spherical, while model-
based clustering, utilising an EM algorithm for example, assumes
that the data points originate from a Gaussian mixture model (GMM).
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The covariance parameter in Gaussian models defines the size and
direction of the model, which is more general than the model em-
ployed in MSE-based methods. A summary of clustering algo-
rithms for different data types, shapes of clusters and other proper-
ties is given in [18].
There are many different ways to express and formulate the
clustering problem, as each clustering algorithm may provide a
different grouping for a data set depending on the cost function
used. The categorisation of clustering methods is neither straight-
forward nor canonical [19], but one option is to classify the methods
as hierarchical methods, partitional methods, density-based meth-
ods, graph-based methods, grid-based methods and methods for
high-dimensional space data. Based on the relationship of each
data point to the clusters, the algorithms can also be categorised
into hard (crisp) and soft (fuzzy) clustering algorithms. In hard clus-
tering, each object belongs to one cluster crisply, while each object
belongs to each cluster in soft clustering but only to a certain de-
gree.
Hierarchical methods include agglomerative and divisive algo-
rithms. Hierarchical clustering based on linkage metrics results
in clusters of proper (convex) shapes, but to avoid problems with
non-uniform sized or shaped clusters, clustering using represen-
tatives (CURE) [20] employs a novel hierarchical clustering algo-
rithm that adopts a middle ground between the centroid-based
and all point extremes. A hierarchical clustering algorithm known
as CHAMELEON [21] measures similarities between two clusters
based on a dynamic model. In the clustering process, two clusters
are merged only if the inter-connectivity and closeness between the
two clusters are highly relative to the internal interconnectivity of
the clusters and the closeness of items therein. The algorithm is
applicable to all types of data as long as a similarity matrix can be
constructed for the data points. A divisive algorithm, known as
principal direction divisive partitioning (PDDP) [22], bisects data
in Euclidean space by employing a hyperplane that passes through
the data centroid orthogonally to eigenvector with the largest sin-
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gular value. While PDDP concentrates on how to split a cluster, the
problem of which cluster to split is also an important consideration.
In partition-based methods, K-means clustering is popular be-
cause it is easy to implement and efficient with O(MN) time com-
plexity, where M is the number of clusters and N the size of the
data set. Its major downfall is that it is sensitive to the initialisa-
tion and may converge to local minima. Another problem is the
settings of the number of clusters in K-means clustering. To solve
these issues, the K-means algorithm has been well studied by many
researchers [23–37]. The swap-based clustering algorithm [25, 38, 39] is
a local search heuristic used to find optimal centroids, which can
be used to improve the solution of the K-means clustering. The
random swap algorithm (RS), originally called randomised local search
(RLS) [25], is based on randomisation. Here, a randomly selected
centroid is swapped to another randomly selected location in the
data space.
The expectation maximisation (EM) [40, 41] algorithm is com-
monly used for the parameter estimation of GMMs. If all covari-
ances are diagonal and equal in each model, K-means is tightly
associated with the EM algorithm [42] because EM shares the ini-
tialisation problem in common with K-means clustering. Improve-
ments to the EM algorithm have nevertheless been proposed in
[15, 41, 43–60]. When only part of the data fits in the memory at
one time, on-line EM algorithms can be used in [61, 62].
In density-based clustering, clusters are defined as areas of higher
density than in the remainder of the data set. The most popular
density-based clustering method is DBSCAN [63, 64]. OPTICS [65]
can be seen as a generalisation of DBSCAN across multiple ranges,
effectively replacing the ǫ parameter in DBSCAN with a maximum
search radius. These two algorithms are less sensitive to outliers
and can discover clusters of irregular shapes; however, density-
based clusterings are not very successful for data sets with large
differences in densities.
A number of other clustering algorithms have been developed,
such as spectral clustering [10, 66], grid-based clustering [67–70],
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ensemble clustering [71–77] and subspace clustering [12].
Cluster validity provides a way of validating the quality of clus-
tering algorithms and the means of discovering the natural struc-
ture of data sets. Furthermore, its measures are used to compare
the results of different clustering algorithms, as well as two cluster-
ing results with different numbers of clusters. Cluster validity can
therefore be used for determining the correct number of clusters in
a data set. In fact, the clustering procedure and cluster validity have
a chicken-and-egg relationship whereby knowing how to define a
good clustering criterion requires an understanding of the data, but
clustering is one of the principal tools used to help understand the
data [72] in the first place.
Many different cluster validity indexes have been proposed and
studied [18, 36, 78–84]. In general, they are classified into internal
indexes and external indexes, the former of which are usually based
on information intrinsic to the data, while the latter are based on
prior knowledge about the data. The problem of determining the
number of clusters is solved by finding a knee point among the
validity index values of different numbers of clusters in a range,
M = [Mmin, Mmax]. The knee point is the number of clusters with
sharp change of the index values. Validity indexes with minimum
or maximum value are preferred. However, it is possible that the va-
lidity index has several local minimum or maximum points. Thus,
knee point detection methods for determining the number of clus-
ters are needed, especially for those indexes with non-obvious knee
point.
The focus of this thesis is the study of clustering algorithms and
cluster validity indexes. In order to solve the problem of determin-
ing the number of clusters, validation measures are studied. Meth-
ods for knee point detection on the Bayesian information criterion
are proposed [P1, P2] because the original method is too subjective.
WB-index, a sum-of-squares based cluster validity index, is intro-
duced and compared systematically to other sum-of-squares based
indexes in [P3]. The index takes the minimum value as the optimal
number of clusters. While studying external indexes, an extension
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of the external index to the internal index by utilising a resampling
method is introduced in order to determine the number of clusters
[P4]. There is little research on cluster validity at the cluster level,
so we introduce in [P5] a novel validity measure called the centroid
ratio, which has O(M2) time complexity. Consequently, pairwise
random swap clustering employing the centroid ratio is introduced.
Furthermore, and motivated by the improvements produced by the
swap strategy in K-means, we give an improved version of the EM
algorithm by employing a random swap strategy in [P6, P7]. The
new algorithm (RSEM) provides better and faster optimisation of
the cluster models. Finally, a study of RSEM in image segmenta-
tion is reported in [P7].
The rest of the thesis is organised as follows. Basic concepts of
clustering and cluster validity are summarised in Chapter 2. Clus-
ter validity is discussed in Chapter 3, and the clustering algorithms
in Chapter 4. The application of clustering in image segmentation
is presented in Chapter 5, while in in Chapter 6, a summary of the
contributions of the publications is included. A summary of the
main results is given in Chapter 7. Finally, conclusions are drawn
and future directions are suggested in Chapter 8. The original re-
search papers are attached at the end of the thesis.
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2 Concepts
Given a data set X ⊂ RD, with N points xi ∈ X in a D-dimensional
space, the problem is to group the data set into M clusters at min-
imum cost, yet with maximum likelihood. Examples of synthetic
data sets (S1–S4) [85] with different degree of cluster overlapping
can be seen in Fig. 2.1. The two-dimensional data sets consist of
5000 data points and 15 Gaussian clusters.
S1 S2
S3 S4
Figure 2.1: A visualisation of data sets S1–S4 [85, 86].
The clusters can be considered as Gaussian models, and the
data set as a mixture of Gaussian models (see Fig. 2.2). Among
many possibilities, such as Binomial distribution, Poisson distribution
and Gaussian distribution for the distribution of the mixture compo-
nents, the Gaussian is the most popular and practical for mixture
models [40]. A Gaussian model (or component) is defined by pa-
rameters Θ = (µ, Σ), where µ represents the mean value and Σ the
covariance matrix.
N (X|Θ) = 1
(2π)D/2|Σ|−1/2 exp (−
(x − µ)TΣ−1(x − µ)
2
) (2.1)
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A GMM is a mixture of Gaussian models by weights α, each of
which is a probability in [0,1] summing up to 1.
−5 0 5 10 15
0
0.1
0.2
x
p(
x)
Gaussian Mixture Model
 
 
components
mixture model
Figure 2.2: A GMM is plotted to approximate one-dimensional data (left). 2-D clusters
are represented by Gaussian models (right).
When the covariance matrix Σ is a diagonal matrix and equal
in each model, the mean value µ can be represented as the cen-
troid of a cluster in prototype-based clustering. We define a set of
centroids C = {c1, c2, ..., cM} whereby partitions, i.e. cluster la-
bels/memberships for each data point, are defined as P = [pij]N×M
.
M
∑
j=1
pij = 1; ∀i ∈ [1, N] (2.2)
In hard (crisp) clustering, pij is either 0 or 1, and pij = 1 for one
value of j only. In soft (fuzzy) clustering pij ∈ [0, 1] and pi can have
nonzero values in several values of j.
Taking the mean as the centroid of a cluster and MSE as the cost
function, for example in the K-means algorithm, the centroid and
partition are defined as:
cj ← ( ∑
pi=j
xi)/( ∑
pi=j
1), ∀j ∈ [1, M] (2.3)
pi ← argmin
1≤j≤M
∥∥xi − cj∥∥2 , ∀i ∈ [1, N] (2.4)
where �·� is Euclidean norm.
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Concepts
For given partitions, the optimal set of prototypes consists of the
centroids (arithmetic mean) of the clusters and vice versa for a given
set of prototypes, where the optimal partition can be obtained by
assigning each point to the cluster with the nearest prototype. Thus,
partitions and centroids are dual structures, in that if one of them is
known, the other one can be determined uniquely. This duality is
utilised in the K-means algorithm [2], which finds the nearest local
minima for a given initialisation by repeatedly applying these two
steps in turn. The two steps are called the partition step and centroid
step, respectively.
2D−Random Data Set
Figure 2.3: The problem of determining the number of clusters. Given the data and par-
titions on different numbers of clusters, which partitioning is better? How should one
evaluate the different partitions?
Cluster Validity includes problems such as measuring the good-
ness of a clustering algorithm by using different parameter settings,
determining the number of clusters (Fig. 2.3) and comparing clus-
tering algorithms (Fig. 2.4).
When the evaluation is based on data set and clustering struc-
tures, it is known as an internal evaluation, so internal validity in-
dexes are functions of X, C and P. Measures of differences between
two clusterings have been found, where one of them is the ground-
truth or reference result, and they are considered in this context
as external evaluation. External indexes are functions of the parti-
tions formed by the clustering algorithm (P1) and the ground truth
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or reference partitions (P2). An example of a comparison between
two clusterings is shown in Fig. 2.4, the difference for which can
be obtained either by the difference of two partitions from external
indexes or the difference of values from internal indexes.
Figure 2.4: Comparison of a random swap clustering solution for the data set S3 against
the K-means result. The difference between two solutions is represented by the grey area.
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3 Cluster Validity
3.1 REVIEW OF VALIDITY INDEXES
Clustering algorithms with different cost functions give different
solutions, and there is no single best choice of the algorithm and
the cost function for all possible data sets. The task is therefore to
select the best possible clustering method for a data set. For most
clustering algorithms, the number of clusters is set as a parame-
ter. However, the number of clusters is initially not available for
most data sets, so determining this number is essential. After the
correct clustering algorithm and the number of clusters have been
selected, evaluating the clustering results on different parameter
settings needs to be addressed. These problems are all related to
the cluster validity analysis.
Milligan and Cooper [78] presented a comparison of 30 inter-
nal validity indexes for hierarchical clustering algorithms, whereas
Dimitriadou et al. [79] conducted their comparison for 15 validity
indexes in the case of binary data. Meanwhile, a systematic study
of 16 external validation measures for K-means clustering is given
in [23, 36]. A survey of cluster validation indexes was conducted in
[87] for the analysis of post-genomic and other application-specific
data.
Since external indexes are based mainly on prior information of
the data, e.g. the optimal number of clusters, the indexes are used
for choosing the best clustering method for a specific data set. Con-
versely, internal indexes can be used to choose the best clustering
algorithm as well as the optimal number of clusters, without the
need for additional information. In practice, prior information re-
garding data sets is often not available, and internal validation is
therefore more useful in general.
Data resampling [88] is an alternative approach for statistical val-
idation of clustering results. The resampling is expected to simulate
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in [23, 36]. A survey of cluster validation indexes was conducted in
[87] for the analysis of post-genomic and other application-specific
data.
Since external indexes are based mainly on prior information of
the data, e.g. the optimal number of clusters, the indexes are used
for choosing the best clustering method for a specific data set. Con-
versely, internal indexes can be used to choose the best clustering
algorithm as well as the optimal number of clusters, without the
need for additional information. In practice, prior information re-
garding data sets is often not available, and internal validation is
therefore more useful in general.
Data resampling [88] is an alternative approach for statistical val-
idation of clustering results. The resampling is expected to simulate
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perturbations of the original data set so as to assess the stability of
the clustering results in respect to the sampling variability. The
underlying assumption is that the more stable the results are in re-
spect to the simulated perturbations, the more these results are to
be trusted [74]. Several resampling techniques such as bootstrapping,
jackknife and perturbation [89] are commonly used for generating re-
samples. The choice of the technique depends on the data and
the clustering method used. Once the clustering results have been
generated for the resamples, the stability of the partitioning can be
obtained. The number of clusters is also estimated, typically based
on the maximization or minimization of the stability score from the
resampling.
A gap statistics method is employed in [90] for estimating the
number of clusters by comparing changes in within-cluster disper-
sion with its expectation under uniform distribution of data as a
null hypothesis. Peck et al. [91] developed a bootstrap-based pro-
cedure to obtain approximate confidence bounds on the number of
clusters in the best clustering, while Ben-Hur et al. [89] presented a
method that exploits measurements of the stability of clustering so-
lutions obtained by perturbing the data set. The Prediction strength
method [92] views clustering as a classification problem, and uses
the cross-validation technique in the method. Dudoit and Fridlyand
[93] introduced a prediction-based sampling method, CLEST, in
which a data is first split into two non-overlapping sets – learn-
ing and test sets. The learning set is then clustered and a classifier
is built using the obtained labels for the points in the training set.
The test set is also clustered and the obtained labels from the test
set are compared using an external index.
Extensions of resampling approaches to fuzzy clustering are
also studied in [94, 95]. A method in [94] determines the number
of clusters based on the evaluation of fuzzy partition stability un-
der bootstrap resmapling. An investigation is performed in [95] on
whether resampling approaches for hard clustering can be trans-
ferred to fuzzy clustering. It turns out that they are applicable to
fuzzy clustering as well with certain restrictions.
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Determining the number of clusters relies on the cluster validity
indexes. In order to determine the optimal number of clusters M∗,
other parameters are fixed and parameter M is optimised by the va-
lidity indexes. A procedure for determining the optimal number of
clusters is shown in Fig. 3.1. Given the data set X, a specific cluster-
ing algorithm and a fixed range of number of clusters [Mmin, Mmax],
the basic procedure involves:
1. Repeat a clustering algorithm successively for the number of
clusters M from a predefined range [Mmin, Mmax].
2. Obtain the clustering results (partitions P and centroids C)
and calculate the validity index value for each.
3. Select the M∗ for which the partitioning provides the best re-
sult according to the validity index. (see Fig. 3.3).
4. Compare the M∗ with external information if available.
Input
DataSet  (X)
Clustering
algorithm
Validity
Index
M  = [Mmin , Mmax ]
C, P
Figure 3.1: Determining the number of clusters in cluster validity analysis.
A knee point is defined as the number of clusters with sig-
nificant change on the validity index values. Given the range of
M ∈ [Mmin, Mmax], the knee point can be the minimum, maximum
or points with obvious changes (see Fig. 3.2) of the validity indexes.
The points with obvious changes exist in some validity indexes
which are monotonously increasing or decreasing with respect to
the increasing of the number of clusters. As shown in Fig. 3.3, min-
imum values of WB-index are the knee points indicating the num-
ber of clusters. However, several local minima or maxima of the
validity index may exist. Besides, the points with obvious changes
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are difficult to locate. Thus, it is meaningful to study knee point
detection methods.
Figure 3.2: Knee points: maximum, minimum and points of curves with obvious changes.
0 5 10 15 20 25 30
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
WB−Index
number of clusters
in
de
x 
va
lu
e
 
 
s1
s2
s3
s4
minimum
Figure 3.3: A graph of the number of clusters vs. the WB-index [P3] on the data sets
S1–S4.
It is meaningless to set Mmin = 1 because a test of uniformity
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(deficiency of randomness) is enough in this case; the clustering
algorithm has no effect when all data are in a single cluster, so it is
usual to set Mmin = 2. A rule of thumb is to let Mmax ∼ (N/2)1/2
[96] when there is no prior information about the data.
In most validation studies, 2D data sets have been used because
it is then possible to verify visually the validity of the results, i.e.
how well the clustering algorithm discovers the clusters in the data
set. For multidimensional data with more than three dimensions,
visualisation is a non-trivial and highly difficult task [97]. Then ar-
tificially generated data sets and high dimensional data sets with
prior information [85, 98] are commonly used in validation experi-
ments.
A visual cluster validation tool CVAP [83] based on Graphi-
cal user interface (GUI) provides four external validity indexes, 14
internal validity indexes and five clustering algorithms (K-means,
partitioning around medoids [99] (PAM), hierarchical clustering, self-
organising map [100] (SOM) and affinity propagation [101]). CVAP is
designed for the validity evaluation of clustering solutions, estimat-
ing the number of clusters and performance comparisons between
clustering algorithms. An R package clValid [102] contains func-
tions for validating the results of a clustering analysis.
3.2 INTERNAL VALIDITY INDEX
A good clustering algorithm generates clusters with high intra-
cluster homogeneity, good inter-cluster separation and high con-
nectedness between neighboring data points [87]. One category
of internal indexes is based on these properties, and examples of
this type are given by Dunn [103], Davies and Bouldin [104], Xie-
Beni [105], Calinski and Harabasz [106] and S Dbw [107]. Another
category is based on whether the internal indexes are applied to
hard (crisp) or soft (fuzzy) clustering. A review of fuzzy cluster
validity indexes is available in [108].
The sum-of-squares-based indexes are based on sum-of-squares
within cluster (SSW) or sum-of-squares between clusters (SSB) values.
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this type are given by Dunn [103], Davies and Bouldin [104], Xie-
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category is based on whether the internal indexes are applied to
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within cluster (SSW) or sum-of-squares between clusters (SSB) values.
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Sum-of-squares-based indexes such as Ball and Hall [109], Hartigan
[110], Calinski and Harabasz [106] and Xu [111] are compared in [78,
79].
Examples of other popular indexes are given in [103–105, 107,
112]. Dunn-type indexes [103] are based on the inter-cluster dis-
tance and diameter of cluster hyperspheres. The Dunn index is
sensitive to outliers, whereas the Davies and Bouldin index is de-
fined by the average of cluster evaluation measures for all the clus-
ters. Xie-Beni [105] adopted the minimum distance between any
pair of clusters and the global average of distances between each
data object and clusters as inter- and intra-cluster distances, respec-
tively. S Dbw [107] replaced the total separation with the density of
data points in the middle of two clusters and omitted the weighting
factor. An improved version of silhouette coefficient (SC) in [113]
reduces the computation time on distance calculations by decreas-
ing the number of addition operations.
A model selection method called the Bayesian information crite-
rion (BIC) [114, 115] has been applied in model-based clustering,
but it can be adapted to partition-based clustering [35], too. An-
other popular method for determining the number of components
and simultaneously learning parameters of GMMs, is to use Dirich-
let Process Mixture Model (DPMM) [116] framework.
A summary of internal validity indexes is listed in Table 3.1.
Table 3.1: Formulas for internal indexes
Name Formula
SSW SSWM =
N
∑
i=1
∥∥xi − cpi∥∥2
SSB SSBM =
M
∑
i=1
ni
∥∥ci − X∥∥2
Calinski-Harabasz [106] CH = SSBM/(M−1)
SSWM/(N−M)
Ball&Hall [109] BH = SSWM/M
Xu-index [111] Xu = D log2 (
√
SSWM/(DN2)) + log M
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Krzanowski-Lai [117]
di f fM =(M − 1)2/DSSWM−1
− M2/DSSWM
KL = |di f fM| / |di f fM+1|
Hartigan [110] H = (
SSWM
SSWM+1
− 1)(N − M − 1)
or: H = log2 (SSBM/SSWM)
Dunn’s index [103]
d(ci, cj) = min
x∈ci ,x′∈cj
∥∥x − x′∥∥2
diam(ck) = max
x,x′∈ck
∥∥x − x′∥∥2
Dunn =
M
min
i=1
M
min
j=i+1
d(ci, cj)
M
max
k=1
diam(ck)
Davies&Bouldin [104]
Rij =
Si + Sj
dij
, i �= j
where: dij =
∥∥ci − cj∥∥2
Si =
1
ni
ni
∑
j=1
∥∥xj − ci∥∥2
and, Ri = max
j=1,...,M
Rij, i = 1, ..., M
DBI =
1
M
M
∑
i=1
Ri
R-square [118] SSW = ∑
k=1,...,M
d=1,...,D
nkd
∑
i=1
(xi − xd)2
SST = ∑
d=1,...,D
nd
∑
i=1
(xi − xd)2
RS = SST−SSWSST
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RMSSTD [118] RMSSTD =
∑
k=1,...,M
d=1,...,D
nkd
∑
i=1
(xi−xd)2
∑
k=1,...,M
d=1,...,D
(nkd−1)
SC [113]
a(xi) =
1
nm − 1
nm
∑
j=1,j �=i
∥∥xi − xj∥∥2xi ,xj∈cm
b(xi) = min {∑
t �=m
�ct − cm�2}xi /∈Ct
s(xi) =
b(xi)− a(xi)
max(a(xi), b(xi))
SC =
1
N
N
∑
i=1
s(xi)
S Dbw [107]
stdev =
√√√√ M∑
i=1
�σ(ci)�/M
den(c) =
nij
∑
l=1
f (xl , c), xl ∈ ci ∪ cj ⊆ X
f (x, c) =
{
0 if d(x, c) > stdev
1 otherwise
Scat(M) =
1
M
M
∑
i=1
�σ(ci)� / �σ(X)�
Dens bw(M) =
M
∑
i=1
M
∑
j=1
den(cij)
max(den(ci),den(cj))
M(M − 1)
S Dbw = Scat(M) + Dens bw(M)
BIC [112] BIC = L ∗ N − 12 M(D + 1)
M
∑
i=1
log(ni)
Xie-Beni [105] XB =
N
∑
i=1
M
∑
k=1
u2ik�xi−Ck�2
N min
t �=s
{�Ct−Cs�2}
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Partition Coefficient [119] PC =
N
∑
i=1
M
∑
k=1
u2ik/N
Partition Entropy [119] PE = −( N∑
i=1
M
∑
k=1
uik log(uik))/N
3.2.1 Knee point detection
BIC has been widely used for determining the number of compo-
nents (clusters) in model-based clustering, but it can be reformu-
lated into partition-based clustering as follows:
BIC =
M
∑
i=1
(ni log
ni
N
− ni × D
2
log (2π)− ni
2
log Σi
− ni − M
2
)− 1
2
M log N (3.1)
and
Σi =
1
N − M
ni
∑
j=1
∥∥xj − ci∥∥2 (3.2)
where ci represents the ith cluster, ni the size of it and xj the jth
point in cluster ci.
An example of BIC values for partition-based clustering on data
S1–S4 is demonstrated in Fig. 3.4. As a partition-based clustering
algorithm, the RS clustering [25] is employed in the experiment.
The first decisive local maxima of the BIC values is used for deter-
mining the number of clusters in [112]; however, the selection of
a local maximum is subjective and it is difficult to choose among
them when there are several local maxima. The choice of Mmax af-
fects the number of local minima and maxima, which in turn affects
the number of clusters determined.
The second successive difference between index values (Fig. 3.4)
can be used for knee point detection, although this approach only
reflects local information. The second successive difference (SD) of
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BIC values is defined as:
SD = BIC(M − 1) + BIC(M + 1)− 2 ∗ BIC(M) (3.3)
where M ∈ [Mmin + 1, Mmax − 1].
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Figure 3.4: Number of clusters vs. BIC on S1–S4 and its second successive difference.
Other methods, such as the L-method [120], have been proposed
to find the knee point of the validity index curve by examining the
boundary between the pair of straight lines that most closely fit
the curve in hierarchical/segmentation clustering. More general
methods should be used based on the global trend of the curve.
To improve the BIC index and produce more reliable results on
the determined number of clusters, two methods in line with the
knee point detection are proposed in [P1, P2].
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Figure 3.5: Illustration of the angle-based BIC [P1] method used on data set S4. The
original BIC (left), the second successive difference of the BIC (middle) and the angles of
the local changes (right) are indicated.
In [P1], we use the angle property of a curve. As seen in Fig. 3.5,
we calculate the second successive difference of the original BIC
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values and detect l locally significant changes by finding the first
l minimum values in the successive difference. Here, l ≤ M/2 −
1 because at least two points can generate one peak in a curve.
We sort the detected local minimum values in a decreasing order
and then start from the points with bigger peak and calculate their
angle. The value of M with a maximum angle is determined as the
knee point, which indicates the global trend of the curve.
Another graphical knee point detection method, called DiffBIC,
is proposed in [P2]. We first normalise the value of BIC to the range
[Mmin,Mmax] giving C1, Cm is then calculated as the average of C1
values over the M clusters and C2 is finally a normalised value of
Cm in the range [Mmin,Mmax].
C1 = (Mmax − Mmin)(BIC − BICmin)/(BICmax − BICmin)
Cm = C1/M
C2 = (Mmax − Mmin)(Cm − Cmmin)/(Cmmax − Cmmin) (3.4)
We consider two cases, where the original BIC curve has either
a globally increasing trend (case1) or a decreasing trend (case2). We
define:
Di f f BIC =
{
(C1 + C2)/2, for case1
|C1 − C2|/2, for case2
(3.5)
The range [Mmin,Mmax] is user-defined. Mmax is assumed to
be large enough so that we can refine the range for searching the
optimal M value by resetting Mmax. The operation is called the
max refinement on DiffBIC (see Fig. 3.6). There will be intersections
across the C1 and DiffBIC values because of the normalisations tak-
ing place whenever the trend of the original BIC is increasing or
decreasing. The positions of the intersection are affected by the set-
ting of Mmin and Mmax, and we assume that Mmax is large enough
to contain M∗. With the assumption that Mmax ≥ M∗, the first in-
tersection M = max′, where max′ �= Mmin and max′ > M∗ exist.
The value of max′ can be thought of as a refinement to Mmax, with
which the range of M can be reduced to [Mmin, max
′].
There are two reasons for the max refinement operation. First,
the original range setting is arbitrary and the refined range is a
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BIC values is defined as:
SD = BIC(M − 1) + BIC(M + 1)− 2 ∗ BIC(M) (3.3)
where M ∈ [Mmin + 1, Mmax − 1].
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Other methods, such as the L-method [120], have been proposed
to find the knee point of the validity index curve by examining the
boundary between the pair of straight lines that most closely fit
the curve in hierarchical/segmentation clustering. More general
methods should be used based on the global trend of the curve.
To improve the BIC index and produce more reliable results on
the determined number of clusters, two methods in line with the
knee point detection are proposed in [P1, P2].
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Figure 3.6: An illustration of DiffBIC [P2] for data sets S1–S4 with the RS clustering
algorithm. The normalised BIC is represented as C1 in this context.
smaller range that still contains the optimal value of M. Second,
the BIC exhibits a monotonic trend with the number of clusters, so
the points after the intersection have less information. Since there
exist several local maxima of BIC index, the max refinement step
shrinks the search range, which helps the index to produce a more
accurate decision.
The methods in [P1, P2] give a direction on the knee point de-
tection of the BIC, which can also be a reference for other validity
indexes.
3.2.2 WB-index
The sum-of-squares within (SSW) clusters is a commonly used mea-
sure of compactness, while the sum-of-squares between (SSB) clus-
ters is a measure of separation. Sum-of-squares-based indexes (see
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Table 3.1) are mainly functions of M, N, D, SSW and SSB, and they
usually have a so-called elbow phenomenon. As seen in Fig. 3.7,
knee points are minimum and maximum values in Xu-index and
Calinski-Harabasz index. However, Ball & Hall and Hartigan in-
dexes have unclear knee points. Thus, knee point detection is needed
for them. The second successive difference is commonly used for
the knee point detection.
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Figure 3.7: A graph of the number of clusters vs. sum-of-squares-based indexes on S1–S4.
Knee point detection is needed for Hartigan and Ball & Hall indexes.
We propose a WB-index in [P3]:
WB(M) = M × SSW/SSB (3.6)
Let us assume that cluster i has ni points and we take an av-
erage data point (or representative data point) xi in cluster ci (see
Fig. 3.8). The within-cluster variance for cluster i (Wi) can then be
reformulated as:
Wi = ni �xi − ci�2 , i ∈ [1, M] (3.7)
Bi = ni
∥∥X − ci∥∥2 , i ∈ [1, M] (3.8)
Dissertations in Forestry and Natural Sciences No 77 23
Qinpei Zhao: Cluster Validity in Clustering Methods
0 5 15 25 35
0
10
20
30
40
50
number of clusters
N
or
m
al
iz
ed
 V
al
ue
DiffBIC
 
 
C1
DiffBIC
0 5 15 25 35
0
10
20
30
40
50
number of clusters
N
or
m
al
iz
ed
 V
al
ue
 
 
C1
DiffBIC
0 5 15 25 35
0
10
20
30
40
number of clusters
N
or
m
al
iz
ed
 V
al
ue
 
 
C1
DiffBIC
0 5 15 25 35
0
10
20
30
40
number of clusters
N
or
m
al
iz
ed
 V
al
ue
 
 
C1
DiffBIC
max’
max refinement
max’
max refinement
max’
max’
max refinement
max refinement
Figure 3.6: An illustration of DiffBIC [P2] for data sets S1–S4 with the RS clustering
algorithm. The normalised BIC is represented as C1 in this context.
smaller range that still contains the optimal value of M. Second,
the BIC exhibits a monotonic trend with the number of clusters, so
the points after the intersection have less information. Since there
exist several local maxima of BIC index, the max refinement step
shrinks the search range, which helps the index to produce a more
accurate decision.
The methods in [P1, P2] give a direction on the knee point de-
tection of the BIC, which can also be a reference for other validity
indexes.
3.2.2 WB-index
The sum-of-squares within (SSW) clusters is a commonly used mea-
sure of compactness, while the sum-of-squares between (SSB) clus-
ters is a measure of separation. Sum-of-squares-based indexes (see
22 Dissertations in Forestry and Natural Sciences No 77
Cluster Validity
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Knee point detection is needed for Hartigan and Ball & Hall indexes.
We propose a WB-index in [P3]:
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Let us assume that cluster i has ni points and we take an av-
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Figure 3.8: The calculation of Wi and Bi.
With increment of one cluster, the difference of SSW/SSB can
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Since
M−1
∑
i
Wi is monotonously decreasing and
M−1
∑
i
Bi is monotonously
increasing with respect to increasing M, ∆SSW/SSB(M) is then
monotonously decreasing also. This indicates that the decrement
of SSW/SSB from cluster size M − 1 to M is larger than that from
M to M + 1. i.e., the decrement is decreasing with increasing M
(see Fig. 3.9). When the decrement degree of ∆SSW/SSB is larger
than linear increment of M at the beginning, WB is decreasing until
M∗ ≥ Mmin. A special case is that WB is increasing for all M when
M∗ = Mmin. Thus, there exists M∗ such that WB(M) ≥ WB(M∗)
for M ≤ M∗ and WB(M) < WB(M∗) for M > M∗. The number of
clusters is determined by the minimum value of WB-index. Result
of WB-index on data S1–S4 is shown in Fig. 3.3. Although SSW de-
creases monotonically with increasing M, WB-index has a U-shape
with a clear minima at M = 15.
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Figure 3.9: Values of SSW/SSB are decreasing when M is linearly increasing. Values of
∆(SSW/SSB(M)) as a function of M are decreasing also.
We develop two approaches for assessing the statistical signif-
icance of the proposed method. One approach analyses the vari-
ability of each index value by using the quartile range. Quantiles
can be used to characterize data with unknown theoretical distri-
bution. With the same input parameter settings, we fix the number
of clusters and run the clustering algorithm B = 100 times to get
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a distribution of WB-index values on the same number of clusters.
Then the fifth and 95th percentiles of WB-index values are used to
get a 90% probability range of the index. The fifth percentile is ob-
tained by sorting the inde values and taking the fifth value in the
order. The 90% probability intervals with RS and K-means cluster-
ing are shown respectively in Fig. 3.10, in which the dash line is the
boundary of the range.
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Figure 3.10: A 90% probability interval of the WB-index with RS and K-means clustering
on data set Iris.
Figure 3.11: Distribution of the WB-index values on Iris data set (M = 3) for 1000
permutations of the partitions with RS clustering. The WB-index value with original
partitions is very extreme referring to this distribution (WB = 0.03).
Our second approach estimates the certainty of the WB-index
26 Dissertations in Forestry and Natural Sciences No 77
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through a resampling method. For analysing the certainty of the
index, we take a partition P and permutate it B = 1000 times, get-
ting a set of partitions {P∗}. The set of index values {WB∗} is
calculated on {P∗} and the certainty is estimated by counting the
probability frequently that WB∗ ≤ WB.
Prob =
No.(WB∗ ≤ WB)
B
(3.11)
The smaller the probability Prob is, the more certainty the method
obtains. It is not practical to calculate all possible permutations
because of the time involved. An example of the certainty analysis
on the WB-index is shown in Fig. 3.11.
3.3 EXTERNAL VALIDITY INDEX
External validity indexes are preferable when ground-truth labels
are available [121]. The ground-truth consists of class labels as-
signed to each data point. The ideal clustering is selected based
on how well the cluster labels produced by the algorithm match
to the ground-truth labels. External measures are used to compare
the similarity of the two clustering results. A study of 16 external
indexes for K-means clustering was conducted in [36]. The mea-
sures are categorised into pair-counting, set-matching and information
theoretic in [122]. The common basis of the indexes is that their com-
putations are all based on a contingency table [36] (see Table 3.2).
The time complexity of the indexes based on contingency table is
O(M2 + N) for hard partitions.
To construct a contingency table, consider a data set with N
points, and suppose we have two partitions P = {P1, P2, ..., PM}
of M clusters and G = {G1, G2, ..., GM′ } for M′ clusters. Denote
nij the number of common points in cluster Pi and Gj. Then the
contingency table of P and G is a matrix of the nij-numbers.
Representatives of pair-counting measures, Rand Index, adjusted
Rand Index, Jaccard coefficient and the Fowlkes and Mallows index [123]
are based on counting the pairs of points on which two clusterings
agree or disagree. Rand Index (Fig. 3.12) is a well-known index
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Table 3.2: Contingency table between two clustering partitions P and G.
G1 G2 . . . GM′ ∑
P1 n11 n12 . . . n1M′ n1·
P2 n21 n22 . . . n2M′ n2·
...
...
... . . .
...
...
PM nM1 nM2 . . . nMM′ nM·
∑ n·1 n·2 . . . n·M′ n
of this class. However, its adjusted form is more commonly used
[24, 124] because the Rand Index lies within the narrower range of
[0.5, 1] in practice. The adjusted Rand Index (ARI) [122] puts the
expected value at zero, which gives a more dynamic range [0, 1].
Figure 3.12: A visual explanation of the Rand Index. (a): a pair of points that belong to
the same cluster in P and G; (b): belong to the same cluster in P but not in G; (c): belong
to the same cluster in G but not in P; (d): are in different clusters in P and G.
Let pij = nij/n, pi = ni·/n, pj = n·j/n. A list of commonly used
external indexes is shown in Table 3.3.
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Table 3.3: Formulas for external indexes
Name Formula
Entropy [125] E = −∑i pi(∑j pij/pi log(pij/pi))
Purity [125] P = ∑i pi(maxj pij/pi)
F-measure [126] F = ∑j pj maxi[2
pij
pi
pij
pj
/(
pij
pi
+
pij
pj
)]
Variation of Information [127]
VI =−∑
i
pi log pi −∑
j
pj log pj
− 2 ∑
i
∑
j
pij log
pij
pi pj
Mutual Information [128] MI = ∑i ∑j pij log
pij
pi pj
Rand index [129] RI =
[(n2 )−∑i(
ni·
2 )−∑j(
n·j
2 )+2 ∑ij(
nij
2 )]
(n2 )
Adjusted Rand index [122] ARI =
∑ij(
nij
2 )−[∑i(
ni·
2 ) ∑j(
n·j
2 )]/(
n
2 )
1
2 [∑i(
ni·
2 )+∑j(
n·j
2 )]−[∑i(
ni·
2 ) ∑j(
n·j
2 )]/(
n
2 )
Jaccard [130] J =
∑ij(
nij
2 )
[∑i(
ni·
2 )+∑j(
n·j
2 )−∑ij(
nij
2 )]
Fowlkes and Mallows [131] FM = ∑ij(
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Two topics can be discussed on external indexes – the first is
their extension from hard partitions to soft partitions and the sec-
ond is the use of external indexes in absence of any ground-truth
information.
A fuzzy extension of the Rand index has been introduced in
[135]. Other measures such as the adjusted Rand index, Jaccard
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Table 3.2: Contingency table between two clustering partitions P and G.
G1 G2 . . . GM′ ∑
P1 n11 n12 . . . n1M′ n1·
P2 n21 n22 . . . n2M′ n2·
...
...
... . . .
...
...
PM nM1 nM2 . . . nMM′ nM·
∑ n·1 n·2 . . . n·M′ n
of this class. However, its adjusted form is more commonly used
[24, 124] because the Rand Index lies within the narrower range of
[0.5, 1] in practice. The adjusted Rand Index (ARI) [122] puts the
expected value at zero, which gives a more dynamic range [0, 1].
Figure 3.12: A visual explanation of the Rand Index. (a): a pair of points that belong to
the same cluster in P and G; (b): belong to the same cluster in P but not in G; (c): belong
to the same cluster in G but not in P; (d): are in different clusters in P and G.
Let pij = nij/n, pi = ni·/n, pj = n·j/n. A list of commonly used
external indexes is shown in Table 3.3.
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Table 3.3: Formulas for external indexes
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coefficient and Fowlkes and Mallows index have also been derived
from the same formulation; however, they have a high time com-
plexity of O(M2N2). A pioneer solution for fuzzy clustering [136]
reduces the complexity significantly to O(M2N).
In clustering, prior knowledge of the data is usually not avail-
able, but resampling methods can be used to overcome this diffi-
culty. The Rand index was extended to calculate pairwise stabil-
ity [24], which is calculated as the variability of the clustering re-
sults by resampling the original data or by multiple initialisations.
In [123], a bootstrapping-based measure is proposed. The cluster-
ing algorithm is interpreted as a statistical estimator and external
indexes are then used for comparing the partitions. Bootstrap re-
sampling has been utilised in evaluating fuzzy partition stability
in [94], and its fuzzy extension was introduced in [135], but these
methods lead to high time complexity in general.
An extension of external indexes for both hard and soft parti-
tions with no ground-truth (see Algorithm 1) is introduced in [P4].
First, we perform a state-of-the-art sub-sampling algorithm [137]
with O(N) time complexity on the original data set X to reduce the
number of data points Xs.
Then the procedure in Fig. 3.1 (see page 13) is performed to
get the number of clusters. The algorithm consists of two parts:
first is to use a reference partition in calculating external validity
index, and the second is to apply a resampling method for statistical
validation of clustering results.
The reference partition G is generated by an assumption that
the data points are indexed subsequently such that for example the
reference partition is that the first 100 data points belong to one
cluster and the second 100 points into another cluster when a data
set of 200 points contains two clusters. Let c = ⌊N/M⌋, in which
case reference partition GN×M is generated by:
[G]ij =
{
1, i f i > (j − 1)× c & i < j × c + 1
0, otherwise
(3.12)
Similar as the resampling method in [90], the proposed method
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compares the external index value with its expectation under uni-
form distribution.
I = EB{Iu} − Ix (3.13)
where EB denotes the expectation of validity index values under
a sample of size B from the uniform distribution, i.e., EB{Iu} =
∑
B
b=1 Iu/B. The samples are generated uniformly for each dimen-
sion of data independently over the range of the original data set at
that dimension. The external index value Ix is calculated between
the partition from the sub-sampled data Xs (Px) and the reference
partition (G), and Iu represents a set of the external index values be-
tween the partition from the uniform samples (Pu) and the reference
partition (G).
Input: X = {x1, x2, ..., xn}, Mmax
Output: Mopt
Xs = subsampling(X) ;1
for m = 2 : Mmax do2
Set reference labels G = [gij]N×M ;3
Px = CLUSTER(Xs) ;4
Ix = ExternalIndex(Px, G) ;5
for b = 1 : B do6
Generate reference data Xb uniformly ;7
Pu = CLUSTER(Xb) ;8
Iu = ExternalIndex(Pu, G) ;9
end10
I(m) = EB{Iu} − Ix ;11
end12
Mopt = min(I(m)) ;13
return Mopt14
Algorithm 1: Pseudocode of the proposed method
The external index involved in the method is the adjusted Rand
Index (ARI), however, any other external indexes can also be em-
ployed instead. When an efficient fuzzy extension of the external in-
dex [136] is employed, the proposed method is applicable for fuzzy
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partition. Soft clustering algorithms such as the EM algorithm and
Fuzzy C-means (FCM) [138] are studied in the method. For hard
partition, K-means and hard-cut of EM and FCM are used.
An example of the result from the proposed method is demon-
strated in Fig. 3.13. The sub-sampled data of S2 and the partition
from FCM on the data is displayed. The sub-sampling method re-
duces 38%-78% of the running time in the experiment and the fuzzy
extension of the external index affects little on the running time (see
the running time in Fig. 3.13). For determining the number of clus-
ters, the proposed method works well on real data sets and small
Gaussian-distributed data sets. In general, it has better performance
on hard partitions than on soft ones.
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Figure 3.13: Clustering on the sub-sampled data set of S2 from FCM, a comparison on the
running time of the proposed method on different soft and hard clusterings and the index
value of the proposed method (hard and soft clustering respectively) on the increasing
number of clusters. FCM H and FCMH represent the hard partition of FCM, similar for
EM H and EMH. FCM S and FCMS represent the soft partition of FCM, similar for
EM S and EMS.
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3.4 CENTROID RATIO
There is little research on cluster-level evaluation measures, which
are based on centroids only. Centroids play an important role in
clustering because they reveal the allocation of clusters. In eval-
uation of clustering, the time complexity of internal and external
indexes is usually O(MN) or O(N2) and utilising centroids only in
evaluation reduces the time complexity to O(M2). A cluster-level
evaluation criterion called the centroid ratio is introduced in [P5].
Let C1 = {c11, c12, ..., c1M} and C2 = {c21, c22, ..., c2M} be the cen-
troids of two clusterings C1 and C2, respectively.
Definition The nearest pairing of two sets of centroids (C1 and C2)
can be stated in graph-theoretic terms as the minimum matching of
a given bipartite graph where nodes correspond to the centroids,
edges connect centroids from different clusterings, and edge cost
stands for the centroid distance.
Pair Ratio
D2
D12
D1 C2
C1
Figure 3.14: Calculation of the pair ratio for one pair of centroids.
Definition The Pair ratio for centroid i, PR(i), is the degree of
matching in terms of distance between centroid i from C1 and C2
after the nearest pairing.
The minimum matching in the nearest pairing is solved in a greedy
way whereby, for each i, j, where 1 ≤ i ≤ M, 1 ≤ j ≤ M, we
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way whereby, for each i, j, where 1 ≤ i ≤ M, 1 ≤ j ≤ M, we
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consider they are paired if c2j is the closest centroid to c1i out of
{c21, c22, ..., c2M}. We thus iterate M times the operations:
{i, j} = argmin
c1i∈C1,c2j∈C2
∥∥c1i − c2j∥∥2
C1 ← C1\{c1i}
C2 ← C2\{c2j} (3.14)
For paired centroids c1i ∈ C1 and c2j ∈ C2, we define the dis-
tances:
D1(i) = min
c1s∈C1
�c1i − c1s�2
D2(i) = min
c2s∈C2
∥∥c2j − c2s∥∥2
D12(i) =
∥∥c1i − c2j∥∥2 (3.15)
The value of D12 is the distance of the matched centroids in two
clustering results C1 and C2. D1 is the nearest distance of two cen-
troids in the same set of centroids C1 and similarly, D2 is the nearest
distance in C2. The centroids in two clusterings are strictly matched
when D12 = 0. We consider centroid i is stable or correctly located
when D12 ≤ D1 and D12 ≤ D2. Thus, the Pair Ratio for a centroid i
of clustering C1 with respect to C2 (see Fig. 3.14) is defined by:
PR(i) =
D12(i)
D1(i)
× D12(i)
D2(i)
(3.16)
A centroid i is considered as stable or correctly located when PR(i) ≤
1. For unstable and incorrectly located centroids, PR(i) > 1.
Definition Similarity S between the two clusterings C1 and C2 is:
S(C1, C2) = 1−
M
∑
i=1
γi/M
γi =
{
1 if PR(i) > 1
0 otherwise
(3.17)
S is in the range of [0, 1], where 1 indicates a complete match of two
clusterings, and 0 indicates a complete mismatch.
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Definition The centroid ratio is involved with the calculations of
pair ratio (PR) and similarity (S), where PR finds incorrectly lo-
cated centroids and the S value indicates the similarity of the two
clusterings.
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4 Clustering Algorithms
In this chapter, we give a closer look at the partition-based (or
centroid-based) clustering represented by K-means, random swap
based clustering, and the EM algorithm and its variants in model-
based clustering.
4.1 REVIEW OF ALGORITHMS
As a representative of the centroid-based clustering algorithms, K-
means suffers from an initialisation problem: the result of the clus-
tering depends on the initial setting of the centroids. A common
way of addressing this problem is to run K-means multiple times
with a different set of randomly chosen initial centroids [28] and
to choose the best solution as a result. We call this variant repeated
K-means (RKM). For different data sets, the correct number of rep-
etitions for RKM is an empirical choice. K-means++ [32] chooses
initial centroids (seeds) for K-means. This improves both the speed
of the computation and the quality of the clustering. In addi-
tion, it is Θ(log M)-competitive with optimal clustering [32], i.e.
E[φ] ≤ 8(log M + 2)φOPT, where φ indicates the cost function and
M represents the number of clusters. Other methods based on the
selection of initial cluster centroids are proposed in [33, 34].
Several methods based on stochastic global optimisation have
been developed, such as simulated annealing [29] and genetic algo-
rithms [30], although these methods have not gained wide accep-
tance because of their high time complexity. An accelerated algo-
rithm on K-means is introduced in [31, 139]. The algorithm avoids
unnecessary distance calculations by applying triangle inequality
in two different ways and by keeping track of the lower and upper
bounds for distances between points and centres in [139]. Kd-tree
is used in [31] for storing the data points, while a global K-means
algorithm (GKM) [27] is an incremental approach that dynamically
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adds one cluster centroid at a time through a deterministic global
search procedure. The search procedure consists of N (number of
data points) executions of the K-means algorithm from suitable ini-
tial positions. Experimental results show that the GKM algorithm
considerably outperforms the conventional K-means algorithm.
The stability of clustering has been proposed as a measure of
the quality for clustering algorithms, and the stability of K-means
clustering is analysed in [24, 140, 141]. Variants are available for
improving the K-means by combining the problem of determining
the number of clusters. For example X-means [35] searches the
space for cluster locations and the number of clusters is optimised
by the Bayesian Information Criterion (BIC) efficiently.
Clustering can be found by a sequence of centroid swaps and by
fine-tuning their exact location by K-means [25, 38]. In each swap-
based clustering iteration, a swap strategy is employed to search for
a pair of centroids, of which one is to be removed and the other is
inserted to lead to an improved solution. If this gives an improved
solution, the swap is made and the procedure is iterated after a
fine-tuning step by K-means. Swap-based clustering is simple to
implement and produces good quality results independent of the
initialisation.
In model-based clustering, the expectation maximisation (EM)
algorithm [40, 41] is well studied. It iteratively refines the maxi-
mum likelihood (ML) parameter estimation by first calculating the
expectation of the posterior of the latent variables (as opposed to
observable variables) while keeping the parameters fixed, at which
time the algorithm finds the maximum of the parameters. This it-
erative process is guaranteed to converge [40,41]. However, the EM
algorithm shares the initialisation problem with the K-means algo-
rithm, as both are hill climbing algorithms, as shown in Fig. 4.1.
An initial set of parameters is needed for the initialisation, but un-
fortunately not all initial values of the parameters lead to the same
unique solution when the algorithm has converged [15], and espe-
cially for Gaussian mixture models, the log-likelihood landscape is
multimodal [142].
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Figure 4.1: The effect of initialisation of model parameters on the EM algorithm: two
different initial solutions (left); two EM results (right).
Several initialisation methods have been presented in [43,44]. A
common way to address this problem is to run EM multiple times
with a different set of randomly chosen initial parameters [15] and
pick the best performing solution as the result. We call this variant
repeated EM (REM) and it gives higher stability with respect to the
log-likelihood and less dependence on the initialisation and data
set [43]. However, the deficiency of REM is that it leads to a great
waste of computation because it restarts at every initialisation and
unimproved solutions make no contribution to the final result. An
accelerated EM algorithm [58] is accomplished by deriving a region
bounding the possible locations of the local optimum, followed by
upper bound estimation on the maximum likelihood. As a result of
the estimation, the EM algorithm can be terminated in advance to
avoid useless solutions.
A more sophisticated strategy for escaping a poor initial solu-
tion is to alternate between converging the solution by EM and in-
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adds one cluster centroid at a time through a deterministic global
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The stability of clustering has been proposed as a measure of
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time the algorithm finds the maximum of the parameters. This it-
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algorithm shares the initialisation problem with the K-means algo-
rithm, as both are hill climbing algorithms, as shown in Fig. 4.1.
An initial set of parameters is needed for the initialisation, but un-
fortunately not all initial values of the parameters lead to the same
unique solution when the algorithm has converged [15], and espe-
cially for Gaussian mixture models, the log-likelihood landscape is
multimodal [142].
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Figure 4.1: The effect of initialisation of model parameters on the EM algorithm: two
different initial solutions (left); two EM results (right).
Several initialisation methods have been presented in [43,44]. A
common way to address this problem is to run EM multiple times
with a different set of randomly chosen initial parameters [15] and
pick the best performing solution as the result. We call this variant
repeated EM (REM) and it gives higher stability with respect to the
log-likelihood and less dependence on the initialisation and data
set [43]. However, the deficiency of REM is that it leads to a great
waste of computation because it restarts at every initialisation and
unimproved solutions make no contribution to the final result. An
accelerated EM algorithm [58] is accomplished by deriving a region
bounding the possible locations of the local optimum, followed by
upper bound estimation on the maximum likelihood. As a result of
the estimation, the EM algorithm can be terminated in advance to
avoid useless solutions.
A more sophisticated strategy for escaping a poor initial solu-
tion is to alternate between converging the solution by EM and in-
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troducing a perturbation to the solution. While EM converges to a
solution pointed to by a steepest gradient, perturbation can, at least
in principle, circumvent that restriction. By accepting only a solu-
tion that improves the log-likelihood, perturbation-based methods
guarantee that the best solution found so far is not discarded [57].
One possible perturbation operation is to split one component
and merge two other components. Ueda and Nakano proposed
the split and merge EM (SMEM) algorithm [45]. Improved the split-
and-merge operation, a variant of SMEM is introduced in [46].
Other algorithmic strategies employed to escape local maximum
are: competitive learning [60], incremental clustering implemented in
greedy EM (GEM) [47] and stochastic variants such as stochastic EM
(SEM) [55] and Monte Carlo EM (MCEM) [49].
Input: X, M
Output: C, P, MSE
cj = xi|i = random(1, N), 0 ≤ j ≤ M ;1
while ∆MSE ≥ ǫ do2
pi ← argmin
1≤j≤M
d(xi, cj)
2, ∀i ∈ [1, N] ;
3
cj ← (∑pi=j xi)/(∑pi=j 1) ;4
MSE = ∑Ni=1 d(xi, Cpi)
2/N ;5
end6
return C, P, MSE ;7
Algorithm 2: K-means algorithm
4.2 K-MEANS AND SWAP-BASED CLUSTERING
The K-means (Algorithm 2) is the most famous clustering algo-
rithm. It aims to partition N points into M clusters with minimal
cost. The mean squared error (MSE) is commonly used as the cost
function:
MSE =
1
N
N
∑
i=1
M
∑
j=1
d(xi, cj)
2 (4.1)
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where the distance function d is commonly the Euclidean distance.
The initilisation of the centroids in K-means is typically done
by randomly selecting M data points. The algorithm stops until
convergence when the difference of MSE between two iterations
becomes less than a given threshold (ǫ = 1.53× 10−5 in our study).
Another option for the algorithm is to stop after a fixed number of
iterations defined by user.
Input: X, M
Output: C, P, MSE
C ← initialiseCentroids(X) ;1
P ← OptimalPartition(X, C) ;2
for T times do3
Cnew ← RandomSwap(C);4
Pnew ← LocalRepartition(P, Cnew) ;5
KmeansIteration(Pnew, Cnew) ;6
if MSE(Pnew, Cnew) < MSE(P, C) then7
(P, C) ← Pnew, Cnew ;8
end9
end10
MSE = 1N ∑
N
i=1 �xi − C�2 ;11
return C, P, MSE ;12
Algorithm 3: Pseudocode of Random Swap algorithm
The initialisation problem of K-means causes that the algorithm
may get stuck at local optima. In swap-based clustering, centroids
are perturbed through a certain strategy in order to get rid of local
minima, and the swap is accepted if it improves the clustering qual-
ity. This trial-and-error approach is simple to implement and very
effective in practice. The random swap algorithm (RS) is based on
randomisation whereby a randomly selected centroid is swapped
to another randomly selected location in the region of the data.
After that, local repartitioning is performed and the clustering is
fine-tuned by two K-means iterations. The pseudo code of RS is in
Algorithm 3. However, since the swapping is completely random
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where the distance function d is commonly the Euclidean distance.
The initilisation of the centroids in K-means is typically done
by randomly selecting M data points. The algorithm stops until
convergence when the difference of MSE between two iterations
becomes less than a given threshold (ǫ = 1.53× 10−5 in our study).
Another option for the algorithm is to stop after a fixed number of
iterations defined by user.
Input: X, M
Output: C, P, MSE
C ← initialiseCentroids(X) ;1
P ← OptimalPartition(X, C) ;2
for T times do3
Cnew ← RandomSwap(C);4
Pnew ← LocalRepartition(P, Cnew) ;5
KmeansIteration(Pnew, Cnew) ;6
if MSE(Pnew, Cnew) < MSE(P, C) then7
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Algorithm 3: Pseudocode of Random Swap algorithm
The initialisation problem of K-means causes that the algorithm
may get stuck at local optima. In swap-based clustering, centroids
are perturbed through a certain strategy in order to get rid of local
minima, and the swap is accepted if it improves the clustering qual-
ity. This trial-and-error approach is simple to implement and very
effective in practice. The random swap algorithm (RS) is based on
randomisation whereby a randomly selected centroid is swapped
to another randomly selected location in the region of the data.
After that, local repartitioning is performed and the clustering is
fine-tuned by two K-means iterations. The pseudo code of RS is in
Algorithm 3. However, since the swapping is completely random
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in RS, the running time is not stabilised. As such, the deterministic
swap (DS), using different swap criteria, is also studied in [39].
Deterministic swap operations aim at finding good swaps by
a systematic analysis rather than in a trial-and-error manner. In
general, a favorable clustering can be found in a few swaps only,
if the algorithm would know the centroid that should be swapped
and the location where it should be relocated.
Several heuristic criteria have been considered for selection of
the centroids to be swapped, but simple criteria such as selecting
the clusters with the smallest size or variance do not work very well
in practice. Other approaches, like removing one cluster [86] or
merging two existing clusters, as in agglomerative clustering [143],
have also been introduced. With random and deterministic swap
strategies, an analysis combining the deterministic heuristic with a
random swap was conducted in [39].
4.3 PAIRWISE RANDOM SWAP CLUSTERING
In random swap, the swapping is completely random, so it needs a
large number of iterations to provide a clustering of good quality.
A method using deterministic swaps aims at finding good swaps
through systematic analysis rather than making pure trial and er-
ror. The pairwise random swap (PRS) (see Algorithm 4) clustering
employs the centroid ratio in section 3.4 to establish candidates for
swapping, and no parameter for the number of iterations is needed
[P5].
Given a data set X and the number of clusters M as the input,
two centroid sets (C1, C2) with M clusters are obtained initially by
K-means. Then, we calculate the pair ratio value to attain the set of
incorrectly located centroids Sid and the similarity value S(C1, C2)
according to Eq. 3.17. We then perform the swap function (Algo-
rithm 5) to get an improved solution, in which we swap the detected
centroid c1j and c2j in C1 and C2 (j ∈ Sid) randomly and fine-tune
the clustering by K-means. The algorithm stops when the similarity
between two centroid sets S is 1, which indicates that the two clus-
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Input: X, M
Output: C, MSE
Two initializations: I1, I2;1
(C1, MSE1) = k-means(X, I1, M);2
(C2, MSE2) = k-means (X, I2, M);3
Calculate Sid = i|PR(i) > 1 and S(C1, C2);4
while S �= 1 do5
(C
′
1, C
′
2, MSE
′
1, MSE
′
2) = Swap(X, M, C1, C2, MSE1, MSE2,6
Sid);
MSE1 = MSE
′
1; MSE2 = MSE
′
2;7
C1 = C
′
1; C2 = C
′
2;8
Calculate Sid = {i|PR(i) > 1} and S(C1, C2);9
end10
return min (MSE1, MSE2) and corresponding C1 or C2;11
Algorithm 4: Pairwise Random Swap clustering algorithm
Input: X, m, C1, C2, MSE1, MSE2, Sid
Output: C
′
r1, C
′
r2 and MSE
′
r1, MSE
′
r2
MSE
′
r1 = MSE1 + 1;1
while MSE
′
r1 > MSE1 do2
Cr1 ← random swap Sid on C1;3
(C
′
r1, MSE
′
r1) = k-means(X, Cr1, m);4
end5
MSE
′
r2 = MSE2 + 1;6
while MSE
′
r2 > MSE2 do7
Cr2 ← random swap Sid on C2;8
(C
′
r2, MSE
′
r2) = k-means(X, Cr2, m);9
end10
return C
′
r1, C
′
r2 and MSE
′
r1, MSE
′
r2;11
Algorithm 5: Function of Swap
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terings are matched. The final solution for the PRS algorithm is the
centroid set corresponding to a lower MSE value of the two cluster-
ings. On occasion, the initial centroid sets C1 and C2 are completely
matching but the partition is local optimal, i.e. S(C1, C2) = 1 and
Sid ∈ ∅ at the beginning, in which case the PRS algorithm performs
a random swap on the centroids.
The proposed algorithm is a type of deterministic swap clus-
tering, since the selection of centroids to be swapped is chosen by
the centroid ratio and the allocated position of the centroids is ran-
dom. The time complexity of the removal step is O(M2) and O(1)
for the addition step. Although the swap heuristic is capable of
moving out of a local minimum, it may take a long time to move
near to a local minimum. Thus, it is profitable to use K-means for
fine-tuning after the swap heuristic [26]. A note for the PRS algo-
rithm is that K-means can be substituted by other prototype-based
clustering algorithms.
4.4 EXPECTATION MAXIMISATION ALGORITHM
4.4.1 EM algorithm
The EM algorithm can be used to estimate the maximum likelihood
(ML) parameters of many different types of parametric densities.
Here, we restrict the discussion to the problem of finding the ML es-
timates of the Gaussian mixtures with a known number M of com-
ponents. The goal is then to maximise the following log-likelihood:
L(Θ) = log p(X|Θ) =
N
∑
i=1
log
M
∑
j=1
αjN (xi|Θj), (4.2)
where N (.|.) is Gaussian distribution, X = (x1, . . . , xN) is the ob-
served d-dimensional data set of size N), Θ is the configuration of
all components and Θj = (µj, Σj) are the mean vector and covari-
ance matrix of the jth Gaussian, respectively. Finally, αj is the mix-
ture weight of the jth component. The parameters αj must satisfy
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the following constraints:
M
∑
j=1
αj = 1, and, αj ≥ 0, j = 1, ..., M. (4.3)
Unfortunately, a closed-form solution of the (4.2) is not possi-
ble [40], since it contains the log of the sum. Maximization is then
performed on the expectation of the complete-data log-likelihood,
given posterior density of the latent variables [40]. This function is
usually called the Q-function, and can be written for iteration t in a
concrete form of Gaussian mixtures as:
Q(Θ, Θt−1) =
N
∑
i=1
M
∑
j=1
τij
{
log αj + logN (xi|Θt−1j )
}
. (4.4)
where Θt−1 are parameters estimated in the previous iteration. Max-
imization of Eq. (4.4), in terms of Θ can be performed easily, by
keeping the posterior probabilities τij fixed. Then, given estimated
parameters, the posterior probability τij of xi from component j, can
be calculated as follows:
τij =
N (xi|Θt−1j )αj
∑
M
l=1 N (xi|Θt−1l )αl
(4.5)
The EM algorithm is in Algorithm 6. To find an initial set of
parameters in EM algorithm, one possibility is to randomly select
mean vectors and set equal weights and whole data covariance ma-
trix for all components [14]. A more common practice is to first
run k-means on the dataset to get a hard partitioning. The initial
mean vectors are directly the cluster centroids, partition covariance
is the component covariance matrix and proportion of vectors in
each partition is the component weight. Several short runs of k-
means starting with random initial solutions each followed by a
long run of EM is recommended in [43].
The implementation of Expectation-step and Maximisation-step
for each component j, j = 1, ..., M at each iteration is summarised
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the following constraints:
M
∑
j=1
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ble [40], since it contains the log of the sum. Maximization is then
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usually called the Q-function, and can be written for iteration t in a
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∑
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}
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where Θt−1 are parameters estimated in the previous iteration. Max-
imization of Eq. (4.4), in terms of Θ can be performed easily, by
keeping the posterior probabilities τij fixed. Then, given estimated
parameters, the posterior probability τij of xi from component j, can
be calculated as follows:
τij =
N (xi|Θt−1j )αj
∑
M
l=1 N (xi|Θt−1l )αl
(4.5)
The EM algorithm is in Algorithm 6. To find an initial set of
parameters in EM algorithm, one possibility is to randomly select
mean vectors and set equal weights and whole data covariance ma-
trix for all components [14]. A more common practice is to first
run k-means on the dataset to get a hard partitioning. The initial
mean vectors are directly the cluster centroids, partition covariance
is the component covariance matrix and proportion of vectors in
each partition is the component weight. Several short runs of k-
means starting with random initial solutions each followed by a
long run of EM is recommended in [43].
The implementation of Expectation-step and Maximisation-step
for each component j, j = 1, ..., M at each iteration is summarised
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Input: Data Set X = {x1, x2, . . . , xN}
Output: Parameters Θ = {α, µ, Σ} and log-likelihood L(Θ)
[Θ, L(Θ)] ← initialisation(X);1
while |L(Θ)− L(Θt−1)| > ǫ do2
Expectation-step: calculate Q-function Q(Θ|Θt−1);3
Maximisation-step: find Θ that maximizes Q(Θ|Θt−1);4
end5
return Θ, L(Θ)6
Algorithm 6: EM algorithm
as follows:
αtj =
1
N
N
∑
i=1
τt−1ij
µtj =
1
αtjN
N
∑
i=1
τt−1ij xi
Σtj =
1
αtjN
N
∑
i=1
τt−1ij (xi − µtj)(xi − µtj)T (4.6)
The algorithm proceeds by using the newly derived parameters as
a guess for the next iteration. A detail derivation of the equations
refers to [144].
4.4.2 Split-and-Merge EM
One strategy to overcome sensitivity to the initialisation of the EM
algorithm is to identify the parts of the solution that do not fit well
to the data, and then revise the solution by making local changes.
One way is to split a component into two parts and to merge two
other components into one. Carrying out both of these actions at
the same time keeps the number of components unchanged. The
split and merge EM (SMEM) [45] makes a systematic search through
all possibilities, after which the algorithm selects the best candi-
dates and performs the necessary operations. After the split and
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merge operations have been completed, SMEM smooths the af-
fected components with a few partial EM iterations that change
the parameters of the affected components only (see Algorithm 7).
The conventional EM is then performed until convergence.
Input: Data Set X = {x1, x2, . . . , xN}
Output: Parameters Θ = {α, µ, Σ} and log-likelihood L(Θ)
[Θ0, L(Θ0)] ← EM(X);1
while candidates left to process do2
Sort candidates (i, j, k)Cmax by JMerge and JSplit3
(equation 4.7);
for c = 1 : Cmax do4
[Θ
′
, L(Θ
′
)] ← partialEM((i, j, k)c);5
[Θ∗, L(Θ∗)] ← EM(X, Θ′);6
if (L(Θ∗) > L(Θ)) then7
Θ = Θ∗; L(Θ) = L(Θ∗);8
end9
end10
end11
return Θ, L(Θ)12
Algorithm 7: SMEM algorithm
SMEM algorithm searches among the candidates composed of
combinations of all components i, j and k until the likelihood value
improves [45]. The candidates are sorted by the merge and split
criteria. Merge criterion is based on the correlation of posterior
probabilities of components i and j. The split criterion is based on
the Kullback-Leibler divergence between component k and the local
data density.
JMerge(i, j) =
τi(Θ)
Tτj(Θ)
||τi(Θ)||||τj(Θ)||
JSplit(k) =
∫
fk(X, θk) log
fk(X, θk)
pk(X, θk)
dx (4.7)
where, τi(Θ) = (τ1i(Θ), ..., τNi(Θ)) is an N-dimensional vector con-
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Input: Data Set X = {x1, x2, . . . , xN}
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Algorithm 6: EM algorithm
as follows:
αtj =
1
N
N
∑
i=1
τt−1ij
µtj =
1
αtjN
N
∑
i=1
τt−1ij xi
Σtj =
1
αtjN
N
∑
i=1
τt−1ij (xi − µtj)(xi − µtj)T (4.6)
The algorithm proceeds by using the newly derived parameters as
a guess for the next iteration. A detail derivation of the equations
refers to [144].
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One strategy to overcome sensitivity to the initialisation of the EM
algorithm is to identify the parts of the solution that do not fit well
to the data, and then revise the solution by making local changes.
One way is to split a component into two parts and to merge two
other components into one. Carrying out both of these actions at
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dates and performs the necessary operations. After the split and
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merge operations have been completed, SMEM smooths the af-
fected components with a few partial EM iterations that change
the parameters of the affected components only (see Algorithm 7).
The conventional EM is then performed until convergence.
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sisting of the posterior probabilities for the ith component. T de-
notes the transpose operation and 1 < k �= i �= j < M. The fk(X, θk)
is the local data density around the component k and the pk(X, θk) is
the empirical distribution of X. The merged components are com-
bined linearly and the split component is split by adding a small
offset ǫ in vector or matrix on the original parameters. Then a par-
tial EM step is performed on the merge and split candidate.
The original acceptance rule, line 7 in Algorithm 7, used the Q-
function instead of L(Θ) [45]. However, it was found in [48] that
by doing so the global maximum might be accidentally rejected. In
[P6], we therefore check the log-likelihood in order to accept the
new solution.
4.4.3 Greedy EM and stochastic EM
The Greedy EM (GEM) [47] algorithm increases the number of com-
ponents by one at each iteration. Selection of the component for
insertion is a crucial step in the algorithm. The data is partitioned
into M disjoint subsets Ai for a M-component mixture. For each
subset Ai, k candidate components are generated. Two data points
xl and xr are randomly picked from subset Ai. The subset is then
partitioned into two disjoint subsets Air and Ail in such a way that
the elements in Ail are closer to xl than xr and vice versa for Air.
The mean and covariance of Ail and Air are used as parameters for
two candidate components. It is repeated until k candidate compo-
nents are obtained for subset Ai. Partial EM is performed on the
M× k candidates. After that, the new component is selected among
M × k candidates such that it maximizes the log-likelihood when
mixed into the existing mixture. The time complexity of the greedy
EM algorithm is O(M2N) or O(kMN) if M < k, where k = 10 is the
number of candidates in [47].
Stochastic variants of the EM algorithm have also been intro-
duced [51]. These variants typically perform a simulation of the
conditional distribution of the missing data τij, to approximate the
Q function. Partitions P = (P1, ..., PN) of X is designed by assigning
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each point xi randomly to one of the mixture components accord-
ing to the multinomial distribution with τij in the simulation step of
MCEM [49] and SEM [55]. A comparison between three stochastic
variants of the EM algorithm can be found in [52], while a number
of asymptotic convergence properties of the stochastic EM algo-
rithms are presented in [59]. The time complexity of the stochastic
versions is O(kMN), where k is the number of simulations in one
simulation step.
4.5 RANDOM SWAP EM ALGORITHM
The idea of the random swap EM (RSEM) [P6, P7] algorithm is to
alternate between simple perturbation by random swap and con-
vergence towards the nearest optimum by employing the EM algo-
rithm. The random swap consists of removal and addition opera-
tions of components.
The pseudo code for RSEM is presented in Algorithm 8. The
initialisation is performed as for the EM algorithm, described in
Section 4.4.1. After the solution has been initialised, we perform
t random swap iterations (called RS-iterations). During each itera-
tion, a component is removed, a new one is added and the resulting
solution is improved using the EM algorithm. The best solution, in
terms of log-likelihood, is maintained as the starting point for the
next RS iteration.
Let L(Θt) denote the value of the log-likelihood function ob-
tained at iteration t of the EM algorithm. Furthermore, suppose
that component r is the randomly selected component for removal
and the rest of components will be kept unchanged. Then the pos-
terior probability after swapping will be calculated as:
τsij =
αtjN (xi|Θtj)
∑
M
l=1,l �=r αtlN (xi|Θtl)
(4.8)
and the equations for parameter changes on the rth component are:
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Let L(Θt) denote the value of the log-likelihood function ob-
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τsij =
αtjN (xi|Θtj)
∑
M
l=1,l �=r αtlN (xi|Θtl)
(4.8)
and the equations for parameter changes on the rth component are:
Dissertations in Forestry and Natural Sciences No 77 49
Qinpei Zhao: Cluster Validity in Clustering Methods
µsr = xp
αsr = α
t
r or α
s
r =
M
∑
l=1,l �=r
(
N
∑
i=1
τsij
)
αtl
Σsr = Σ
t
r or Σ
s
r =
M
∑
k=1,k �=r
τsijΣk
(4.9)
In order to retain a valid Gaussian mixture model after the swap
operation, the weights αi, 1 ≤ i ≤ M are normalised to sum up to
unity.
Input: Data Set X = {x1, x2, . . . , xN}
Output: Parameters Θ = {α, µ, Σ} and log-likelihood L(Θ)
[Θ0, L(Θ0)] ← initialisation(X);1
Θ = Θ0, L(Θ) = L(Θ0) ;2
for Iteration = 1 : t do3
r = U(1, M), remove rth component: αr = 0, µr = 0;4
p = U(1, N), add a new component at pth position (see5
equation 4.9);
normalise weights α to sum to 1;6
new parameters Θs = {αs, µs, Σs};7
[Θst, L(Θst)] ← EM(X, Θs);8
if L(Θst) > L(Θ) then9
Θ = Θst;10
L(Θ) = L(Θst);11
end12
end13
return Θ, L(Θ)14
Algorithm 8: RSEM algorithm
After each swap, the new parameters Θs are set as initial solu-
tions for EM, which fine-tunes the result. After EM has converged,
with a new likelihood value L(Θst), we compute
∆L = L(Θst)− L(Θt) (4.10)
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If ∆L is positive, the new parameter estimate replaces the previous
best solution. Otherwise the new parameter estimate is discarded.
This process is repeated until all possible swap pairs are tried out
and none of them improves the solution. However, as a practical
matter we restrict the total number of swaps to a user selectable
number of RS iterations t. A result for RSEM on S2 is shown in
Fig. 4.2.
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Figure 4.2: Surface plot of GMM’s probability density (S2) and a clustering result from
RSEM on S2.
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and none of them improves the solution. However, as a practical
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Figure 4.2: Surface plot of GMM’s probability density (S2) and a clustering result from
RSEM on S2.
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5 Image Segmentation
Image segmentation is a key step in several image analysis meth-
ods [145]. In image analysis, the pixels contained in each region
provide a good statistical sampling of data values for more reliable
labeling in feature space. In image compression, the regions form
a basis for a compact representation of image data. Content-based
image indexing for image retrieval is another potential application
of image segmentation [56].
Many methods [146, 147] have been proposed and studied in
the last decades to solve the image segmentation problem. They
include active contours [148] (e.g., snakes and level sets), region grow-
ing and split-and-merge [149], clustering-based (e.g., mean shift, K-
means, Fuzzy C-means, EM and normalized cuts) and energy-based
methods [150] (e.g., variational formulation and Markov random field).
In this chapter, we give a brief introduction to how clustering
algorithms can be applied in image segmentation. The cluster va-
lidity measures are also studied in clustering-based image segmen-
tation.
5.1 CLUSTERING ALGORITHMS IN IMAGE SEGMENTATION
Clustering is concerned with the partitioning of a data set into sev-
eral groups such that the similarity within a group is larger than
that among groups. It has a similar goal to image segmentation,
where each region is homogeneous and adjacent regions are het-
erogeneous. Image segmentation can be converted into a clustering
problem, the key issue of which is feature selection. An image
has features such as texture, colour and shape, which can be se-
lected as input data for clustering. Clustering algorithms such as
K-means, Fuzzy C-means (FCM), EM and spectral clustering have
been widely applied in image segmentation [151–157].
The most straightforward application of clustering algorithms is
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colour quantisation, which is considered as the simplest colour im-
age segmentation approach using cluster analysis. When the input
data set is the colour space of an image, clustering points in three-
dimensional space are treated as standard colour quantisation. Af-
ter the clusters have been located, typically the points in each cluster
are averaged to obtain the representative colour to which colours of
all pixels in that cluster are mapped. However, the result is closer
to real “segments” if the spatial connectivity of pixels is combined
with colour quantisation.
There exist segmentation methods considering clustering meth-
ods and spatial connectivity in the neighborhood of each pixel si-
multaneously. Spatial information is incorporated into the mem-
bership function for clustering in Fuzzy C-means [158]. A fast gen-
eralized fuzzy c-means (FGFCM) clustering algorithm is proposed in
citeFGFCM by incorporating local spatial and gray information to-
gether. Taking into account the inherent spatial relationships of
pixels, spatial constraints for K-means is introduced in [159] to suc-
ceed in finding an accurate segmentation. A segmentation method
is proposed in [160] based on a fusion of several segmentation maps
from K-means clustering on an input image expressed in different
color spaces. A Bayesian model is proposed in [161] for image seg-
mentation based upon Gaussian mixture model (GMM) with spatial
smoothness constraints.
Considering that the spatial connectivity is applied after fea-
ture clustering, a method called JSEG [156] has been designed
for colour-texture image segmentation. Clustering methods are ap-
plied to obtain class maps from the original colour image, which
can be viewed as a set of spatial data points located on a 2D plane
(Figure. 5.1). The value of each point is the image pixel position, a
2-D vector (x, y). Spatial smoothness between pixels is enforced on
class maps obtained from clustering methods.
To evaluate the difference of pixels, J value (see Eq. 5.3) is calcu-
lated based on between-class and within-class distance information
over a local window (e.g., 9× 9 pixels) of a class map. Suppose that
X represents the pixels in the local window and X is classified into
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Figure 5.1: Schematic of the clustering methods applied in image segmentation algorithm
JSEG.
M classes ci, i = 1, ..., M. Let X stand for the mean of the pixels in
the local window.
ST = ∑
x∈X
∥∥x − X∥∥2 (5.1)
Sw =
M
∑
i=1
∑
x∈ci
�x − ci�2 (5.2)
J = (ST − Sw)/Sw (5.3)
The J-image is a grey-scale image whose pixel values represent
the J values calculated over local windows centered on these pix-
els. The image reflects the texture information. With small local
windows, the J-image is useful in localizing the edges, while it is
useful for detecting texture boundaries with large windows. A spa-
tial segmentation algorithm by region growing is then performed
on the J-images.
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5.2 CLUSTER VALIDITY IN IMAGE SEGMENTATION
The evaluation of the quality of image segmentation [162–165] is
important when comparing different segmentation methods. In
most cases, segmentation acquired by dividing an image into salient
regions is objective. For the evaluation of segmentation results, hu-
man interpretation is usually employed as a reference. A generic
framework for evaluation of segmentation is introduced in [162].
A measure of similarity, the normalised probabilistic Rand index, is
used for quantitative comparison between image segmentation al-
gorithms using a hand-labelled set of ground-truth segmentations
in [163]. In this index, the original Rand index is extended by com-
bining multiple ground-truth segmentations of an image. A survey
of unsupervised evaluation methods is given in [164].
Determining the number of clusters has been discussed as find-
ing the number of segments [166–168]. One of the criteria for a
good segmentation is that regions should be uniform and homoge-
neous with respect to certain characteristics. Internal indexes such
as the sum-of-squares-based index can be applied for evaluation
of unsupervised image segmentation, while model selection crite-
ria such as Akaike’s information criterion (AIC) [167] and Minimum
Description Length (MDL) have also been applied for evaluation of
image segmentation when model-based clustering is used.
We used the evaluation method proposed in [P4] and the BIC
on EM result to determine the number of clusters, see Fig. 5.2 for
results with K-means, EM and FCM. The best number of clusters in
this case is three for the method employed in [P4], while it is seven
or eight for the BIC on the EM algorithm. The choice between these
numbers of segments is therefore subjective and expert information
should therefore be involved.
External indexes can be used for evaluation of image segmen-
tation. Usually, human segmentation is required to compare the
results of different segmentation algorithms. We tested a number
of EM variants in image segmentation in Fig. 5.3. It is difficult to
tell the difference between the segmentations from the EM variants
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Figure 5.2: Evaluation results for the proposed method in [P4] (left) and BIC (right) for
an image; The image in the YUV colour space and image segmentations to three clusters
by KM, EM and FCM.
Table 5.1: Evaluation by external indexes on the segmentations by EM variants with a
human-segmented result. Value 1 indicates they are completely matched. The segmen-
tation by RSEM is the closest to the human segmentation and REM generates the most
different segmentation.
RI ARI Jac FM
REM 0.76 0.35 0.29 0.52
SMEM 0.78 0.37 0.31 0.54
RSEM 0.82 0.44 0.36 0.59
SEM 0.79 0.38 0.32 0.54
GEM 0.82 0.44 0.36 0.58
and the human segmentation directly from the images. With the
external indexes such as the Rand Index (RI), adjusted Rand In-
dex (ARI), Jaccard coefficient (Jac) and Fowlkes and Mallows index
(FM), it is more straightforward to see the difference (see Table 5.1).
The higher the index values are, the more agreement the two seg-
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5.2 CLUSTER VALIDITY IN IMAGE SEGMENTATION
The evaluation of the quality of image segmentation [162–165] is
important when comparing different segmentation methods. In
most cases, segmentation acquired by dividing an image into salient
regions is objective. For the evaluation of segmentation results, hu-
man interpretation is usually employed as a reference. A generic
framework for evaluation of segmentation is introduced in [162].
A measure of similarity, the normalised probabilistic Rand index, is
used for quantitative comparison between image segmentation al-
gorithms using a hand-labelled set of ground-truth segmentations
in [163]. In this index, the original Rand index is extended by com-
bining multiple ground-truth segmentations of an image. A survey
of unsupervised evaluation methods is given in [164].
Determining the number of clusters has been discussed as find-
ing the number of segments [166–168]. One of the criteria for a
good segmentation is that regions should be uniform and homoge-
neous with respect to certain characteristics. Internal indexes such
as the sum-of-squares-based index can be applied for evaluation
of unsupervised image segmentation, while model selection crite-
ria such as Akaike’s information criterion (AIC) [167] and Minimum
Description Length (MDL) have also been applied for evaluation of
image segmentation when model-based clustering is used.
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on EM result to determine the number of clusters, see Fig. 5.2 for
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this case is three for the method employed in [P4], while it is seven
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External indexes can be used for evaluation of image segmen-
tation. Usually, human segmentation is required to compare the
results of different segmentation algorithms. We tested a number
of EM variants in image segmentation in Fig. 5.3. It is difficult to
tell the difference between the segmentations from the EM variants
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Figure 5.2: Evaluation results for the proposed method in [P4] (left) and BIC (right) for
an image; The image in the YUV colour space and image segmentations to three clusters
by KM, EM and FCM.
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and the human segmentation directly from the images. With the
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(FM), it is more straightforward to see the difference (see Table 5.1).
The higher the index values are, the more agreement the two seg-
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mentations share. Thus, the segmentations from RSEM and GEM
are closer to the human segmentation.
(a) human segmented image (b) RSEM
(c) REM (d) SMEM
(e) SEM (f) GEM
Figure 5.3: Image segmentation results of different EM variants on image flower. For the
pistil area, SEM and SMEM have over segmentation. REM has less segments on the non-
flower area than the others. RSEM and GEM get closer segments as human segmented
result.
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6 Summary of Contributions
In this chapter, we summarise the contribution of the original pub-
lications [P1–P7]. The work can be separated into two research top-
ics: cluster validity [P1–P4] and the clustering algorithm [P5–P7].
[P1]: An angle-based knee point detection method for Bayesian
Information Criterion (BIC) is proposed. The BIC was originally
used in model-based clustering with a Guassian mixture model.
The first decisive local maximum value is considered to give the
number of clusters, although the first decisive maxima is subjective.
We reformulate the BIC for determining the number of clusters in
partition-based clustering. The angle-based method includes infor-
mation on the angles of BIC curve at the local maxima, which gives
more reliable results than just considering the first maxima on the
number of clusters. It provides better results than the original BIC
for six out of 17 data sets while keeping the same result for eight
out of 17 in terms of the percentage of the correctly determined
number of clusters (see Table 7.1, 7.2 and 7.3).
[P2]: This work introduces another knee point detection method
for BIC, which takes advantage of the information on the original
BIC and the number of clusters. It provides better results than the
original BIC for seven out of 17 data sets and maintains the same
result for 10 data sets (see Table 7.1, 7.2 and 7.3). Knee point detec-
tion methods on the BIC can provide a useful guide for using the
BIC in determining the number of clusters. The methods serve also
as a reference to other validity indexes.
[P3]: A new sum-of-squares based validity index is proposed
in this publication. The proposed WB-index takes the minimum
value of the index as the determined number of clusters. The pro-
posed index avoids the problem of knee point detection, which ex-
ists in some of the sum-of-squares based indexes. It detects the cor-
rect number of clusters for eight out of 17 data sets and provides
the most correctly determined number of clusters among sum-of-
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mentations share. Thus, the segmentations from RSEM and GEM
are closer to the human segmentation.
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pistil area, SEM and SMEM have over segmentation. REM has less segments on the non-
flower area than the others. RSEM and GEM get closer segments as human segmented
result.
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squares indexes in Table 7.1, 7.2 and 7.3. Besides, we also provide
a variability and certainty analysis on the index, where quantile
range and resampling method are used. In our test, the WB-index
was 100% stable under RS, as shown in Fig. 7.2.
[P4]: In this article, we propose a method for extending external
validity indexes for determining the number of clusters by employ-
ing a resampling method, when ground-truth information is not
available. The method is applicable to both soft and hard cluster-
ings and was verified through 10 correctly determined numbers of
clusters in 17 real and artificial data sets in Table 7.1, 7.2 and 7.3.
The proposed method is not affected significantly by the choice of
the clustering algorithm and the structure of data sets.
[P5]: There is scant research on cluster-level validity indexes,
so we propose a new index called the centroid ratio, which can
be used to detect unstably or incorrectly located centroids. The
time complexity of the index is O(M2), which is less than that of
other known validity indexes. A pairwise random swap clustering
approach employing the centroid ratio is also proposed. The algo-
rithm is compared to random swap, deterministic random swap, re-
peated K-means and K-means++ and the new approach is the most
efficient method in these comparisons. Moreover, it is not necessary
to set any parameters in pairwise random swap clustering.
[P6]: The expectation maximisation (EM) algorithm is studied
and an improved variant called the random swap EM (RSEM) is
introduced. RSEM is based on the random swap strategy (addition
and removal) of components to overcome the initialisation problem
of EM. Random swaps of components are repeatedly performed,
which can break the stuck configuration of parameters. The pro-
posed method was in our tests 9–63% faster compared to the re-
peated EM, and 20–83% faster than the split and merge EM.
[P7]: In this publication, the RSEM in [P6] is used for the pa-
rameter estimation of GMMs. When tested with synthetic data, the
parameters estimated by RSEM were closer to those from the EM
and SMEM. The results were also verified in colour image segmen-
tation.
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7 Summary of Results
The data sets1 in the experiment includes shaped, Gaussian-like
and real data. Internal indexes, pairwise random swap clustering
and RSEM, and other EM variants are implemented in C and C++,
the knee point detection methods on the BIC, the method in [P4]
and image segmentation JSEG are implemented using MATLAB.
The program codes can be found in supplementary materials2.
The validity indexes are tested with K-means and RS with rep-
etitions. The results are studied for the performance of the in-
dexes with different clustering algorithms using both artificial and
real data, and Mmin = 2 and Mmax =
√
N. The values of 15 in-
dexes are computed for all clusters for values of M in [Mmin, Mmax].
The determined number of clusters corresponds to the minimum
(Krzanowski-Lai, Xu, Wb, DBI, Xie-Beni, ABIC and External) or
maximum value (Calinski-Harabsz, Dunn, SC, SCI and DiffBIC) of
the indexes. For some of the indexes (Ball&Hall, Hartigan and BIC),
the minimum or maximum value of the second successive differ-
ence is used as a knee point detection method.
We plot the performance of validity indexes on DBI, Xie-Beni
and the WB-index with K-means and RS. As shown in Fig. 7.1 and
Fig. 7.2, the validity indexes with K-means rarely achieve the correct
number of clusters. However, there are clear minima for indexes
with RS. Furthermore, the indexes have higher variance with K-
means than RS, so it is necessary to choose a stable algorithm in
cluster validity. Indexes using the min or max function such as DBI
and Xie-Beni have high variance among 100 repetitions. On the
other hand, sum-of-squares indexes such as the WB-index are more
stable.
The numbers in the tables (Table. 7.1, 7.2 and 7.3) show the per-
centage of the correctly determined number of clusters when using
1http://cs.joensuu.fi/sipu/datasets/
2http://cs.joensuu.fi/sipu/soft/
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and the WB-index with K-means and RS. As shown in Fig. 7.1 and
Fig. 7.2, the validity indexes with K-means rarely achieve the correct
number of clusters. However, there are clear minima for indexes
with RS. Furthermore, the indexes have higher variance with K-
means than RS, so it is necessary to choose a stable algorithm in
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Figure 7.1: Validity indexes DBI, Xie-Beni and the WB-index when K-means algorithm
has been repeated 100 times on data sets S1–S4. The solid line is the mean value and the
dashed lines show the minimum and maximum values.
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Figure 7.2: Validity indexes including DBI, Xie-Beni and the WB-index when RS algo-
rithm has been repeated 100 times on data sets S1–S4. The solid line is the mean value
and the dashed lines show the minimum and maximum values.
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different validity indexes with RS. The percentages are obtained
from 100 repetitions, except for birch1 (one repetition) and External
(one for all data) [P4].
Table 7.1: Percentage of the correctly determined number of clusters for different cluster
validity indexes with RS on shaped data.
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M∗ 2 3 6 7
Mmax 8 17 19 28
Ball& Hall 0 0 3 0
Calinski-Harabsz 50 0 0 0
Hartigan 0 100 0 0
Krzanowski-Lai 50 0 0 0
Xu-index 0 0 0 0
WB-index [P3] 0 0 0 0
Dunn 6 0 0 1
DBI 99 100 0 0
SC 100 100 0 0
SCI 0 100 0 0
Xie-Beni 36 66 0 0
BIC 0 100 0 0
ABIC [P1] 0 20 11 0
DiffBIC [P2] 0 100 0 0
External [P4] 1 1 0 0
For unbalanced and shaped data (e.g., Aggregation), as well as
for data with densities (e.g., Compound), almost all of the indexes
fail (see in Table 7.1. It is interesting to view the performance of
the indexes for these data sets through the lens of density-based
clustering or spectral clustering instead of RS, which can be stud-
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different validity indexes with RS. The percentages are obtained
from 100 repetitions, except for birch1 (one repetition) and External
(one for all data) [P4].
Table 7.1: Percentage of the correctly determined number of clusters for different cluster
validity indexes with RS on shaped data.
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For unbalanced and shaped data (e.g., Aggregation), as well as
for data with densities (e.g., Compound), almost all of the indexes
fail (see in Table 7.1. It is interesting to view the performance of
the indexes for these data sets through the lens of density-based
clustering or spectral clustering instead of RS, which can be stud-
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ied in future. DBI and SC work very well for both Touching and
pathbased functions. As seen in Table. 7.1, the number of clusters is
correctly determined in all cases by SC and DBI for data pathbased.
Table 7.2: Percentage of the correctly determined number of clusters for different cluster
validity indexes with RS on Gaussian-like data.
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M∗ 15 31 15 15 15 15 100
Mmax 24 56 70 70 70 70 316
Ball& Hall 66 0 100 0 0 0 0
Calinski-Harabsz 52 44 100 100 0 1 0
Hartigan 41 2 100 18 0 0 0
Krzanowski-Lai 67 5 14 0 0 0 0
Xu-index 80 60 100 100 100 94 0
WB-index [P3] 80 60 100 100 100 96 0
Dunn 0 21 77 74 1 5 0
DBI 53 45 98 71 24 6 0
SC 85 61 100 100 100 90 0
SCI 15 61 100 100 93 0 0
Xie-Beni 62 59 100 87 37 1 0
BIC 0 6 100 1 0 0 0
ABIC [P1] 13 51 96 92 73 5 0
DiffBIC [P2] 15 59 100 100 100 9 0
External [P4] 1 1 0 1 1 1 0
The performance of indexes on Gaussian-like data is much bet-
ter than that on shaped data (see Table 7.2). For large data sets
such as birch1, most of the validity indexes produce cluster num-
bers close to 100; however, none of them gives exactly 100 as the
number of clusters. Among the sum-of-squares indexes, Xu and
the WB-index have similar performances. For highly overlapped
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data such as S4, the Xu and WB indexes and SC have good perfor-
mance in comparison to other indexes. Since ABIC and DiffBIC are
improved versions of the original BIC, they outperform the original
BIC in general.
For real data, the indexes give more diverse results; their per-
formance depends strongly on the data set. For instance, the WB-
index is the only index working for Iris, but it does not work for
wine, control, image and yeast see Table 7.3. DiffBIC outperformed
the original BIC and ABIC in these tests.
Table 7.3: Percentage of the correctly determined number of clusters for different cluster
validity indexes with RS on real data.









Index
Data
Ir
is
W
in
e
C
o
n
tr
o
l
Im
ag
e
W
d
b
c
Y
ea
st
M∗ 3 3 6 7 2 10
Mmax 12 13 24 48 23 38
Ball& Hall 0 0 10 0 0 0
Calinski-Harabsz 0 0 0 0 100 0
Hartigan 0 100 0 0 0 0
Krzanowski-Lai 0 42 0 0 100 0
Xu-index 0 0 0 0 0 0
WB-index [P3] 100 0 0 0 100 0
Dunn 0 0 0 0 0 0
DBI 0 0 0 0 100 0
SC 0 0 0 0 100 0
SCI 0 0 0 0 98 0
Xie-Beni 0 0 100 0 100 0
BIC 0 0 0 0 100 0
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DiffBIC [P2] 0 100 100 0 100 0
External [P4] 1 1 0 0 1 0
The GMMs obtained from EM variants on data S2 and R15 are
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improved versions of the original BIC, they outperform the original
BIC in general.
For real data, the indexes give more diverse results; their per-
formance depends strongly on the data set. For instance, the WB-
index is the only index working for Iris, but it does not work for
wine, control, image and yeast see Table 7.3. DiffBIC outperformed
the original BIC and ABIC in these tests.
Table 7.3: Percentage of the correctly determined number of clusters for different cluster
validity indexes with RS on real data.
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External [P4] 1 1 0 0 1 0
The GMMs obtained from EM variants on data S2 and R15 are
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shown in Fig. 7.3 and Fig. 7.4. The median and best GMMs of 20
repetitions in terms of log-likelihood value are compared among
the EM variants.
RSEM:−26.43
SMEM:−26.54
REM:−26.52 REM:−26.44
SMEM:−26.42
RSEM:−26.42
Figure 7.3: GMMs on data S2 estimated by EM variants of REM, SMEM and RSEM.
The GMMs with median log-likelihood value from 20 repetitions are in the first column
and the GMMs with the best log-likelihood value are in the second column.
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REM:−6.37REM:−6.42
SMEM:−6.53
RSEM:−6.37
SMEM:−6.33
RSEM:−6.33
Figure 7.4: GMMs on data R15 estimated by EM variants of REM, SMEM and RSEM.
The GMMs with median log-likelihood value from 20 repetitions are in the first column
and the GMMs with the best log-likelihood value are in the second column.
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8 Conclusions
In this thesis, we have studied cluster validity measures for evalu-
ating the quality of clustering and determining the number of clus-
ters. Clustering algorithms, especially swap-based clustering and
the EM algorithm, have been studied in depth. The initialisation
problem of EM for GMM estimation is focused.
The cluster validity is an important issue in cluster analysis, as
evaluating different clustering algorithms helps the user to gain a
better understanding on the properties and efficiency on different
algorithms. Meanwhile, determining the number of clusters can-
not be avoided in cluster methods. Furthermore, according to the
study on existing internal and external validity indexes, there is no
perfect, generic index suitable for every type of data, so finding
the best index among the existing ones, and proposing a general
validity index, is our goal.
In our practical tests, sum-of-squares-based indexes worked well
for Gaussian-type data, although most of them were not capable
of providing a global minimum or maximum point for the correct
number of clusters. As such, two knee point detection methods
were designed. The methods proposed for the BIC can be gener-
alized to other validity indexes as well, and as a sum-of-squares
based index, the WB-index used the minimum value as the optimal
number of clusters. Consequently, it showed the best performance
among sum-of-squares based indexes in our study. The extension
of external indexes for determining the number of clusters by using
the resampling method is less sensitive to the shape of data and
it works with different dataset types. As a drawback, the method
exhibits high time complexity, and so a more efficient design is
needed. We found the results of the indexes are more stable for RS
than for K-means, so this indicates that the performance of valid-
ity indexes is affected by the choice of clustering algorithms. Also,
the sum-of-squares indexes (e.g., WB-index) are more stable than
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indexes employing min-max functions (e.g., DBI). Finally, a validity
index based on centroids only is rarely considered. The centroid ra-
tio for two sets of centroids was proposed to evaluate the clustering
globally, but its application remains a topic of future work. Based
on the results of the study, a more general validity index, which
relies less on the kind of input data and clustering algorithms, is
highly preferred.
Cluster validity indexes were applied in image segmentation to
determine the number of segments and to evaluate segmentation
results. Other applications, for example validity indexes in short
text clustering, can be considered in the future work, too.
Cluster validity depends strongly on clustering algorithms. For
this reason we studied clustering algorithms in this thesis. Our
main focus was on partition-based and model-based clustering al-
gorithms. Pairwise random swap clustering is a swap-based al-
gorithm, which employs the centroid ratio for selecting swapping
candidates. The algorithm required 26% to 96% less processing
time than the random swap, deterministic random swap, repeated
K-means and K-means++ algorithms.
The EM algorithm is an iterative method for parameter estima-
tion of Gaussian mixture models (GMM). A random swap EM algo-
rithm (RSEM) was proposed in order to dispose of the tendency of
the standard EM algorithm to get stuck in local maxima. Compar-
ing the RSEM to the repeated EM, which is the conventional way
to solve the same the problem, RSEM reaches higher or comparable
levels of log-likelihood and is 9-63% faster, which was proved by a
bound derived from our formulas. RSEM is also easier to imple-
ment and more efficient (20-83% faster) than SMEM. Determining
the number of components for GMMs in EM variants is a problem
and it should be studied further.
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