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Abstract
  We consider a new class of ﬁltering (i.e., state estimation) algorithms for discrete-time nonlinear stochastic 
systems with additive unknown disturbances because these systems are often found in practice. We note that 
modeling errors between the mathematical models derived by engineers and the real systems are mostly 
inevitable and lead to unknown disturbances in the proposed mathematical models. For such stochastic systems 
with unknown disturbances, we developed new state estimation algorithms that satisfy both the disturbance 
decoupling property and applicability to nonlinear stochastic systems in our previous work. In this study, we 
review those state estimation algorithms as well as propose modiﬁcations to them in consideration of simulation 
results. In particular, the main purpose of this paper is to present an extensive study on the numerical simulation 
of those algorithms to demonstrate their usefulness.
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1 Introduction
We consider discrete-time nonlinear stochastic systems with additive unknown disturbances
and study recursive procedures for estimating the states of these systems. If modeled systems
made by engineers are very accurate representations of real systems, we do not have to consider
stochastic systems with unknown inputs. However, in practice, most of modeled systems are
not free from modeling errors and should be considered as stochastic systems with unknown
inputs very often.
Many research works have been published based on the disturbance decoupling principles
for linear stochastic systems. Well-known works in the early stages are due to Darouach et
al. ([7] and [8]), Chang and Hsu ([3]) and Hou and Mu¨ller ([10]). In their papers, some
transformations were used to make the original systems with unknown inputs into some singular
systems without unknown inputs. In 1996, Chen and Patton ([4]) published the important paper
which is based on a diﬀerent idea called ODDO (Optimal Disturbance Decoupling Observer)
and showed its excellent simulation results compared to the standard Kalman ﬁlter. See also
the related papers by Caliskan; Mukai; Katz and Tanikawa ([2]), Hou and Mu¨ller ([11]), Hou
and Patton ([12]) and Sawada and Tanikawa ([16]) and the book by Chen and Patton ([5]).
Later, the recursive procedure ODDO has been modiﬁed by the author and his colleagues in
[20] and [21]. Moreover, applying the ﬁltering algorithm modiﬁed from ODDO to smoothing
problems, the author obtained optimal smoothers with disturbance decoupling property in [17]
and [18].
The recursive algorithms in [20] and [21] were utilized to derive new state estimation methods
in [19] for nonlinear stochastic systems with unknown inputs. In this report, we present several
simulation results to show usefulness of the methods proposed in [19] and their modiﬁcations.
This report is organized as follows. Some preliminary results for stochastic systems are given
in Section 2. In Section 3, we present two state estimation algorithms and their modiﬁcations
for nonlinear stochastic systems with the disturbance decoupling property proposed in [19]. In
Section 4, some simulation results of those methods are given to demonstrate their usefulness.
2 Preliminary results for linear stochastic systems
First of all, let us consider the discrete-time linear stochastic system for t = 0, 1, 2, · · ·
xt+1 = At xt +Bt ut + Et dt + wt, (1)
yt = Ct xt + vt, (2)
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where
xt ∈ Rn the state vector,
yt ∈ Rm the output vector,
ut ∈ Rr the known input vector,
dt ∈ Rq the unknown input vector.
Here, wt and vt are independent zero mean white noise sequences with covariance matrices Qt
and Rt. Let At, Bt, Ct and Et be known matrices with appropriate dimensions. Here, we make
the assumption that Et is a full column rank matrix, which is not an essential restriction.
We investigates the optimal estimate of the state xt at time t at time t + 1 with minimum
variance based on the observation Yt of the outputs {y0, y1, · · · , yt}, i.e., Yt = σ{ys, s =
0, 1, · · · , t} (the smallest σ-field generated by {y0, y1, · · · , yt} (see e.g., [13], Chapter 4)).
In [20] and [21], we found the optimal state estimate xˆt+1/t+1 of the state xt+1 which was
also proposed by Chen and Patton ([4] and [5]) with the following structure:
zt+1 = Ft+1 zt + Tt+1Bt ut +Kt+1 yt, (3)
xˆt+1/t+1 = zt+1 +Ht+1 yt+1, (4)
for t = 0, 1, 2, · · · . Here, xˆ0/0 is chosen to be z0 for a fixed z0. We denote the state estimation
error and its covariance matrix respectively by et and Pt. Namely, we make use of the notations
et = xt− xˆt/t and Pt = E{et etT } for t = 0, 1, 2, · · · . Here, E denotes expectation and T denotes
transposition of a matrix. We assume that random variables e0, {vt}, {wt} are independent. As
in [4], [5], [20] and [21], we consider state estimate (3)-(4) with the matrices Ft+1, Tt+1, Ht+1
and Kt+1 of the forms:
Kt+1 = K
1
t+1 +K
2
t+1, (5)
Et = Ht+1 Ct+1Et, (6)
Tt+1 = I −Ht+1 Ct+1, (7)
Ft+1 = At −Ht+1 Ct+1At −K1t+1 Ct, (8)
K2t+1 = Ft+1Ht. (9)
Under the assumption
rank (Ct+1Et) = rank (Et) , (10)
we have the explicit form of Ht+1 from (6) :
Ht+1 = Et
{
(Ct+1Et)
T
(Ct+1Et)
}−1
(Ct+1Et)
T
. (11)
Hence, we have
Ct+1Ht+1 = Ct+1Et
{
(Ct+1Et)
T
(Ct+1Et)
}−1
(Ct+1Et)
T
(12)
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which is a non-negative definite symmetric matrix. See [20] and [21] for the detail.
When the matrix K1t+1 has the form
K1t+1 = A
1
t+1
(
Pt Ct
T −HtRt
) (
Ct Pt Ct
T +Rt
)−1
, (13)
A1t+1 = At −Ht+1 Ct+1At, (14)
we obtained the following result (Theorem 3.6 in [20]).
Proposition 2.1 If CtHt and Rt are commutative, i.e.,
CtHtRt = Rt CtHt, (15)
then the optimal gain matrix K1t+1 which makes the variance of the state estimation error et+1
minimum is determined by (13). Hence, we obtain the optimal filtering algorithm:
xˆt+1/t+1 = A
1
t+1
{
xˆt/t +Gt
(
yt − Ct xˆt/t
)}
+Ht+1 yt+1 + Tt+1Bt ut, (16)
Pt+1 = A
1
t+1MtA
1
t+1
T
+ Tt+1Qt Tt+1
T +Ht+1Rt+1Ht+1
T , (17)
where
Gt =
(
Pt Ct
T −HtRt
) (
Ct Pt Ct
T +Rt
)−1
, (18)
and
Mt = Pt −Gt
(
Ct Pt −RtHtT
)
. (19)
Remark 2.2 If the matrix Rt has the form
Rt = rt I
with some positive number rt for each t = 1, 2, · · ·, then it is obvious to see that condition (15)
holds.
Finally, we remark that the standard Kalman filter is a special case of the optimal filter
proposed in this section (see e.g., Theorem 5.2 (page 90) in [13]).
Proposition 2.3 Suppose that Et ≡ O holds for all t (i.e., the unknown input term is zero).
Then, we can choose Ht ≡ O for all t in this case, and the optimal filter given in Proposition 2.1
reduces to the optimal (one-step) predictor xˆt+1/t of the standard Kalman filter.
3 Optimal filters for nonlinear stochastic systems
In this report, we are concerned with the stochastic process given by the form
xt+1 = at(xt) +Bt ut + Et dt + wt, (20)
yt = ct(xt) + vt, (21)
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where at ∈ Rn and ct ∈ Rm are nonlinear functions in general and supposed to be known. We
also suppose that Bt, Et, ut, wt and vt satisfy the same conditions as in Section 2.
Let the state estimate xˆt/t be obtained at the time t. Then, by applying the Taylor expansion
to the functions at and ct around xˆt/t, we obtained the following nonlinear filter in [19] in a
similar manner to the extended Kalman filter (EKF) (see [13]).
Theorem 3.1 For nonlinear stochastic process (20)-(21), we obtain the following filtering
algorithm of the type of EKF:
(1) Set initial values: xˆ0/0 = x¯0, P0 = P¯0, t = 0.
(2) Compute the Jacobian matrices:
Aˆt =
(
∂at(xt)
∂xt
)
xt=xˆ(t|t)
, (22)
Cˆt =
(
∂ct(xt)
∂xt
)
xt=xˆ(t|t)
. (23)
(3) Compute the gain matrices:
Gt =
(
Pt Cˆ
T
t −HtRt
)(
Cˆt Pt Cˆ
T
t +Rt
)−1
, (24)
Mt = Pt −Gt
(
Cˆt Pt −RtHtT
)
. (25)
(4) Compute the state estimate:
xˆt+1/t+1 = Tt+1Aˆt
[
xˆt/t +Gt
{
yt − ct(xˆt/t)
}]
+Ht+1 yt+1
+Tt+1
{
at(xˆt/t)− Aˆt xˆt/t +Bt ut
}
. (26)
(5) Compute the covariance matrix:
Pt+1 = Tt+1AˆtMt Aˆ
T
t Tt+1
T + Tt+1Qt Tt+1
T +Ht+1Rt+1Ht+1
T . (27)
(6) Set t = t+ 1 and go to step (2).
The following filtering algorithm is a modified version of the method of the type of the iterated
extended Kalman filter (IEKF) given in [19] which can be obtained by using iterations of local
linear approximations of the nonlinear functions at and ct similarly to IEKF (see [1] and [14]).
Theorem 3.2 For nonlinear stochastic process (20)-(21), we obtain the following filtering
algorithm of the type of IEKF:
(0) Choose the number r(≥ 0) and the number of iterations N .
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(1) Set initial values: xˆ0/0 = x¯0, P0 = P¯0, t = 0.
(2) Set η0 = xˆt/t and i = 0.
(3) Compute the Jacobian matrices:
Aˆ
(i)
t =
(
∂at(xt)
∂xt
)
xt=ηi
, (28)
Cˆ
(i)
t =
(
∂ct(xt)
∂xt
)
xt=ηi
. (29)
(4) Compute the gain matrix:
G
(i)
t =
(
Pt (Cˆ
(i)
t )
T −HtRt
)(
Cˆ
(i)
t Pt (Cˆ
(i)
t )
T +Rt
)−1
. (30)
(5) Compute the sequences ξi and ηi:
ξi = yt − ct(ηi)− Cˆ(i)t
(
xˆt/t − ηi
)
, (31)
ηi+1 = Tt+1Aˆ
(i)
t
{
xˆt/t +G
(i)
t ξi
}
+Ht+1 yt+1 + Tt+1
{
at(xˆt/t)− Aˆ(i)t xˆt/t +Bt ut
}
. (32)
(6) If |ηi+1 − ηi| < r, then set i = L− 1.
If i+ 1 < L, then set i = i+ 1 and go to step (3).
If i+ 1 = L, then we have the state estimate
xˆt+1/t+1 = ηL.
(7) Compute the matrices:
Mt = Pt −G(L−1)t
(
Cˆ
(L−1)
t Pt −RtHtT
)
, (33)
Pt+1 = Tt+1Aˆ
(L−1)
t Mt (Aˆ
(L−1)
t )
TTt+1
T + Tt+1Qt Tt+1
T +Ht+1Rt+1Ht+1
T . (34)
(8) Set t = t+ 1 and go to step (2).
Remark 3.3 If we choose N = 1, then the iterative process in Theorem 3.2 reduces to that of
Theorem 3.1.
Remark 3.4 r is the constant for the stopping criterion of the step (6) in Theorem 3.2 for
computing {ηi}. If we choose r = 0, then the stopping rule will never be applied and the
iteration of step (6) will continue until i+ 1 reaches N .
4 Numerical Simulation
In this section, we applied the filtering algorithm given in Theorem 3.2 to a simple example
and compared the results. Notice that the algorithm in Theorem 3.1 is included in that in
Theorem 3.2 as a special one (i.e., L = 1) (see Remark 3.3).
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We consider the discrete-time model of a simpliﬁed longitudinal ﬂight control system given
in Chen and Patton [4]:
xt+1 = At xt +Bt ut + Et dt + wt, (35)
yt = ct(xt) + vt. (36)
Here, the state variables x are normal velocity ηy, pitch angle δz and pitch rate ωz, i.e., x =
[ηy, ωz, δz]
T
. The system matrices of (37) are:
At =
 0.9944 −0.1203 −0.43020.0017 0.9902 −0.0747
0 0.8187 0
 ,
Bt =
 0.4252−0.0082
0.1813
 .
And the control input ut is elevator control signal. The term Etdt is used to represent the
parameter perturbation in matrices At and Bt:
Etdt = ∆Atxt +∆Btut
= E
{[
∆a11 ∆a12 ∆a13
∆a21 ∆a22 ∆a23
]
xt +
[
∆b1
∆b2
]
ut
}
with
E =
 1 00 1
0 0
 ,
where ∆aij and ∆bi (i = 1, 2; j = 1, 2, 3) are perturbations in aerodynamic and control coeﬃ-
cients. We consider these terms as unknown disturbances which should be decoupled from the
state estimation using the iterative method given in Theorem 3.1. In the simulation, the aero-
dynamic coeﬃcients are perturbed by ±50%, i.e.,∆aij = −0.5aij and ∆bi = 0.5bi. We suppose
that the covariance matrices of the noises are: Qt = diag
{
0.12, 0.12, 0.012
}
and Rt = 0.1
2I3×3.
These coeﬃcients and the assumptions are the same as in Chen and Patton [4]. In the simula-
tion, we use the nonlinear system observation:
ct(x)=
 1 + αx(1) 0 00 1 + βx(2) 0
0 0 1 + γx(3)
 x(1)x(2)
x(3)
,
where x =
[
x(1), x(2), x(3)
]T
and the constants α, β and γ are either 0 or 0.2. When (α, β, γ) =
(0, 0, 0) holds, we immediately see that ct(x) = I3×3x. Namely, this is the linear observation
case which has been discussed already in Chen and Patton [4]. We performed the simulation
for (α, β, γ) = (0, 1, 1) where the initial state of system (37) is given by x(0) = [10, 0, 0]
T
and
the known input is given by u(t) ≡ 10. We set xˆ0/0 = [10, 0, 0]T and P0 = 0.12I3×3.
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The first simulation result is obtained for the seed number ”123” of the random numbers
in MATLAB. The first row of the following table shows the sum of the absolute values of the
state estimation errors of the first 100 iterations of the filtering algorithm in Theorem 3.1. The
second row of the following table shows the average of 4 simulations with N between 2 and 5
of the sum of the absolute values of the state estimation errors of the first 100 iterations of the
filtering algorithm in Theorem 3.2 for each choice of r. Similarly, the third row stands for that
of 4 simulations with N between 6 and 9, and the forth row stands for that of 4 simulations with
N between 10 and 13. The minimum of the sum of the absolute values of the state estimation
errors and the value of N when the minimum is attained for each r are also included in the
sixth row of the table.
r 0 0.5 1 2
L = 1 66.99
av.(2 ≤ N ≤ 5) 160.6 59.04 38.19 48.49
av.(6 ≤ N ≤ 9) 132.3 33.63 31.11 45.03
av.(10 ≤ N ≤ 13) 115.9 30.26 31.02 45.03
min. (N) 58.18 (4) 23.28 (6) 30.02 (6) 44.58 (3)
The following table shows the results of the same numerical simulation for the seed number
”1234” on the random number.
r 0 0.5 1 2
L = 1 164.97
av.(2 ≤ N ≤ 5) 138.52 79.94 37.59 47.51
av.(6 ≤ N ≤ 9) 260.36 27.82 28.88 45.48
av.(10 ≤ N ≤ 13) 267.55 34.56 28.88 45.48
min. (N) 68.67 (11) 22.79 (13) 28.88 (4∼) 44.67 (3)
The following table shows the results of the same numerical simulation for the seed number
”12345” on the random number.
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r 0 0.5 1 2
L = 1 68.96
av.(2 ≤ N ≤ 5) 241.48 40.71 37.26 53.32
av.(6 ≤ N ≤ 9) 274.16 31.76 31.21 51.86
av.(10 ≤ N ≤ 13) 94.14 31.59 31.25 51.86
min. (N) 65.68 (11) 27.95 (3) 31.10 (6) 51.86 (4∼)
The following table shows the results of the same numerical simulation for the seed number
”23456” on the random number.
r 0 0.5 1 2
L = 1 65.14
av.(2 ≤ N ≤ 5) 213.32 122.45 56.60 49.90
av.(6 ≤ N ≤ 9) 106.26 46.84 33.55 48.78
av.(10 ≤ N ≤ 13) 143.13 42.16 33.51 48.78
min. (N) 73.25 (7) 26.98 (6) 30.61 (3) 44.93 (3)
The following table shows the results of the same numerical simulation for the seed number
”34567” on the random number.
r 0 0.5 1 2
L = 1 245.45
av.(2 ≤ N ≤ 5) 198.75 69.68 60.37 86.09
av.(6 ≤ N ≤ 9) 182.29 34.98 33.38 45.48
av.(10 ≤ N ≤ 13) 142.86 42.04 33.38 45.48
min. (N) 71.58 (6) 28.46 (3) 31.10 (3) 44.67 (3)
The following table shows the results of the same numerical simulation for the seed number
”45678” on the random number.
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r 0 0.5 1 2
L = 1 57.72
av.(2 ≤ N ≤ 5) 104.50 39.75 30.22 39.65
av.(6 ≤ N ≤ 9) 94.49 69.76 27.61 37.91
av.(10 ≤ N ≤ 13) 115.90 30.97 27.61 37.91
min. (N) 51.44 (4) 22.72 (3) 26.34 (3) 37.58 (3)
From the tables, we see that the results are not so simple since the sum of the estimation
errors varies depending on the seed number especially for r = 0. But, the results are very stable
for r ≥ 0.5.
Remark 4.1 We can replace (32) in step (5) in Theorem 3.2 by the following equations:
ζi+1 = Tt+1Aˆ
(i)
t
{
xˆt/t +G
(i)
t ξi
}
+Ht+1 yt+1 + Tt+1
{
at(xˆt/t)− Aˆ(i)t xˆt/t +Bt ut
}
. (37)
ηi+1 = qi+1ζi+1 + (1− qi+1)ηi, (38)
where qi+1 satisfies 0 ≤ qi+1 ≤ 1. When qi+1 = 1 for any i, the above equations reduce to the
step (5) in Theorem 3.2. According to the numerical simulations of this case, we obtain slightly
better results for 0 < qi+1 < 1 than for qi+1 = 1.
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6 Conclusions
We consider discrete-time nonlinear stochastic systems with unknown inputs and review the
new class of state estimation algorithms proposed in our previous paper [19] for estimating the
states of these systems. We also give modifications of those methods in consideration of the
simulation results. The main purpose of this report is to present extensive study of numerical
simulation of those algorithms to show their usefulness.
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