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ABSTRACT 
 Stationary continuous wave Doppler radar has been used for displacement 
measurement and vital signs detection in many state-of-the-art studies. However, further 
improvement, i.e., accurate radar characterization of respiration, may allow sleep diagnostics 
and unique subject identification. A low distortion DC coupled system with high signal to 
noise ratio is required for such characterization and classification, which is especially critical 
with small signals, as with through wall measurements which suffer from poor signal to noise 
ratio (SNR). This thesis proposes techniques to improve the signal to noise ratio by DC offset 
management and using the method of zooming in on fractions of the respiratory cycle 
waveform. A month-long study of six human subjects was performed and the developed 
Doppler radar system with classification algorithms has shown promising results in unique 
identification (vital signs based fingerprint) with more than 90% accuracy. Measurement time 
sample can be as low as 30 seconds. Neural networks, minimum distance classifiers, and 
majority vote algorithms were fused on multi-feature spaces to make classification decisions. 
Training and testing were performed on the extracted features such as variation in their 
breathing energy, frequency, and patterns captured by the radar. The system has shown the 
advantages of non-contact unique-identification where camera-based systems are not 
preferred or are incapable. This study also has an impact on radar-based breathing pattern 
classification for health diagnostics. 
This research also investigates the poor SNR problem associated with mobile 
platform as measurements, which become challenging due to motion artifacts induced by the 
platform. To implement a feasible field applicable solution, low intermediate frequency (IF) 
techniques for non-invasive detection of vital signs from a mobile short-range Doppler radar 
platform were proposed and validated through mechanical and human experiments. A low IF 
radar architecture using RF tags is employed to extract desired vital signs motion information 
even in the presence of large platform motion. Upon researching SNR improvement and 
developing algorithms, this research took one step further for unique identification of human 
subjects behind the walls.  Many potential applications for such technology, such as security, 
health monitoring, IoT, virtual reality, and health diagnostics, will benefit from such 
ubiquitous monitoring, leading to have benefits for human society and sustainable existence 
of humans and nature.   
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CHAPTER 1.  INTRODUCTION 
Short range microwave Doppler radar has been employed for non-invasive monitoring 
of human cardiopulmonary activity [1]. A Doppler radar motion sensing transceiver transmits 
a continuous microwave signal and demodulates the signal reflected from a target.  
According to Doppler theory, if the target has a time-varying displacement having zero net 
velocity, the reflected signal is phase-modulated in proportion to the position of the object 
rather than the velocity [2]. Thus, the phase of a reflected signal will be directly associated 
with positional changes of the chest surface due to the lungs and heart movements [2]. 
Chapter 2, 3 describes the background of radars and demodulation process. 
Adult human breathing patterns at rest are different not only with respect to tidal 
volume and, inspiratory and expiratory duration, but also in airflow profile [3]. Besides this 
diversity, in every recording of ventilation at rest in a steady-state condition, breath to breath 
fluctuations are observed in ventilatory variables [3]. This variability is non-random and may 
be explained either by a central neural mechanism or by instability in the chemical feedback 
loops. Beyond this variability, everyone appears to select one pattern among the infinite 
number of possible combination of ventilatory variables and airflow profile [3]. Any 
collection of information generated by monitoring that person’s health may uniquely identify 
a person or a group of people, which is crucial in the unique identification of, or creation of a 
unique medical identity for people. Unique-identification based on vital signs may add 
another dimension to traditional fingerprint systems. Camera based unique identification can 
be inappropriate due to privacy concerns. This thesis proposes a Doppler radar based system, 
 2 
capable of recording and classifying vital signs such as respiration and heart signal for 
biometric identification. 
Abnormal respiration results in distinctive patterns which are indicative of specific 
health disorders. Breathing could be normal, Cheyene-stokes, central neurigenci- 
hyperventilation, ataxic-breathing, and cluster-breathing to cite some examples. Simple 
inspection of the respiratory cycle, rate, rhythm, inspiratory volume, and effort of breathing, 
are useful parameters in finding any abnormality [4]. Finding differences in normal breathing 
from person to person needs further careful analysis and observation which is the prime 
motivation of this thesis. However, these abnormalities are relatively easier to detect since 
each one shows a definitive pattern. Useful features can be extracted and an artificial 
intelligence network can be trained for classifying the signals. This classification can 
represent a unique identification of the person or a group of persons [4]. Chapter 4 presents 
the basics of data classification. A study on unique identification is performed to evaluate the 
radar based system’s potential. The process and results are presented in chapter 4.  
Signal to noise ratio (SNR) can be greatly reduced if the vital sign is measured from a 
mobile radar system. Correct measurement of vital signs is challenging due to possible 
aliasing, phase distortion and occurrence of non-linear distortion. These problems occur due 
to variable traveling distance from moving radar antennas and target [5]. If tracked radar 
motion is simple and precisely detected, IIR filtering techniques can remove the motion 
artifact. However, in cases of extreme aliasing advanced noise cancellation techniques are 
required. Some work has been published addressing motion artifacts due to hand shake for 
Doppler radar sensors. One way of tackling this problem is using a sensor node [6]. Empirical 
mode decomposition techniques were discussed for removing fidgeting interference in 
Doppler radar life signs monitoring devices [7]. This thesis further analyses the noise 
compensation not only for transmit antenna, but also the whole radar module for continuous 
motion of larger amplitude to use the system in vehicle mounted devices. The sensor node 
technique is not always feasible because it requires an additional device nearby a subject. In 
the EMD method intrinsic mode functions (IMFs) should be selected by the user, which is not 
always possible, and it is more computationally complex [7]. Chapter 5 begins discussion on 
theory and experiments of motion artifact cancellation. This chapter extends on the 
techniques of through wall measurements. 
To enhance radar-based system’s capability, the see-through-wall measurement 
technique is very crucial.  A through wall radar has many civil and military applications, for 
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instance, in rescue missions, behind-the-wall target detection, surveillance, and 
reconnaissance. Some challenges in see-through-wall measurements have been addressed in 
subsequent chapters.  
Some experiments presented in Chapter 5 to overcome motion artifact problem, 
however, only validating limited indoor cases using expensive precise infrared cameras. 
Motion artifact problems require more techniques for field application cases. This dissertation 
further presents a great deal of experiments and results on the analysis of noise compensation 
methods suitable for the motion of the whole radar system, which can be applied to large 
amplitude motion as would be expected in vehicle mounted applications. RF tag is introduced 
for motion artifact compensation. The original idea of using RF tag for platform motion 
cancellation is inspired by prior work [8] [9]where motion artifact cancellation for a moving 
target (stationary radar) was investigated via the use of a harmonic radar tag which provided 
a reference signal for the motion content to be canceled. Chapter 6 presents the details of 
using Low-IF tags for motion artifact cancellation.  
Preliminary work in Doppler radar-based unique identification has been discussed in 
Chapter 4. However, published results in [4] did not incorporate any physical obstacle in the 
field of view; hence a fair SNR enabled unique feature detection. The training data and 
testing data both were collected from sedentary subjects. Breathing rate was a major feature 
for unique identification in [4]. However, subjects whose breathing rates are close will create 
ambiguity and false identification. Breathing depth also changes depending on subject’s 
mood and physical condition. So, further research was required to identify distinct patterns of 
breathing. Additionally, a wall in between target and radar transceivers significantly lowers 
the SNR which hampers the possibility of detecting very saddle and unique signatures in 
human vital signs. In summary, a very good SNR system is required to achieve micro 
signatures in breathing patterns. This thesis finally puts efforts in achieving good SNR in DC 
coupled CW Doppler radar system and its impact on a robust system and signal processing 
algorithm to avoid any false detection in unique identification using Doppler radar. 
Algorithms were researched and reported on Doppler radar-based unique identification for a 
larger set of subjects. Chapter 7 presents these newly developed algorithms. The dissertation 
is concluded in chapter 8, which discuss some challenges and future direction. The overall 
scope of the dissertation is depicted in Figure 1.1. The challenge of isolating chest wall 
motion from other sources of motion is addressed. After achieving acceptable noise 
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1.1    Scope of the dissertation 
 
(a) 
                                                               
(b) 
Figure 1.1 The scope of the dissertation (a) displacement measurement (b) unique identification  
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reduced bio-signals (cardio-pulmonary), research efforts were made to recognize patterns in 
human subjects for unique identification.    
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CHAPTER 2.  RADAR 
2.1 Radar 
The term Radar is derived from the original name given to this technique that was 
Radio Detection And Ranging [2]. Pulses of electromagnetic waves (EM) are generated by 
the transmitter and sent to a radiating antenna which usually focuses the EM wave energy 
into a beam towards the target [10]. The received signal is received by the same antenna 
(duplex) or a different antenna and is sent to the receiver which proceeds signal processing 
system (Figure 2.1). After the signal processing, the results are displayed.  The radar is 
designed to search and detect the target of interest and to determine certain target parameters 
[10]. 
2.2 Radar range equation 
 Determination of radar range is very crucial in designing or evaluating a radar’s 
performance. A very simplified range equation is given below [10]- 
 
                                                          𝑅𝑚𝑎𝑥 = [
𝑃𝑡𝐴𝑒𝐺𝜎
(4𝜋)2𝑆𝑚𝑖𝑛
]1/4                                            (2.1) 
 
The parameters are described below. 
𝑃𝑡 = transmitted power, W 
𝐴𝑒 = Antenna effective aperture, m
2 
𝐺 = Antenna gain, 
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 𝜎 = Radar cross section of the target, m2 
𝑆𝑚𝑖𝑛 = Minimum detectable signal, W 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1 An illustration of the radar system. 
 The parameters of this maximum range equation can be designed; however, the 
designer cannot control the target’s radar cross section. To achieve long range the 
transmission power should be higher. For short range operation, the transmission power can 
be kept considerably low; the energy radiation not necessarily has to be a very narrow beam, 
a small aperture antenna can receive the echo energy. All these design parameters present the 
trade-offs between having a large range versus small power small sized radar system [10].    
 The actual range is a function of many factors and may vary due to the following 
facts- 
1) The minimum detectable signal is not a fixed number/quantity. Usually, it is determined 
by receiver noise 
2) Fluctuations and uncertainties in target radar’s cross section 
3) Free space loss, other losses experienced in hardware 
4) Propagation effects (composition of walls and clutters in indoor scenario) 
Transmitter 
Receiver 
Receive antenna 
Transmit antenna 
Echo 
Target 
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2.3 Radar history 
2.3.1 Early experiments 
 The basic idea of radar had its origins in the classical experiments on 
electromagnetic radiation conducted by German physicist Heinrich Hertz during the late 
1880s. Later solemn developmental work on radar began in the 1930s. Hertz work relates to 
scientist Maxwell's work. Maxwell had formulated the general equations of the 
electromagnetic field, determining that both light and radio waves are examples of 
electromagnetic waves. These waves are governed by the same fundamental laws but having 
widely different frequencies which led to the conclusion that radio waves can be reflected 
from metallic objects and refracted by a dielectric medium, just as light waves can. Hertz 
demonstrated these properties in 1888, using radio waves at a wavelength of 66 cm 
associating a frequency of about 455 MHz) [11]. 
2.3.2 First military radars 
 The first radars developed by the U.S. Army were the SCR-268. The frequency of 
operation of the SCR-268 was 205 megahertz. To detect aircraft Britain commenced radar 
research (1935). In September 1938 the first British radar system, the Chain Home, had gone 
into 24-hour operation. Soviets had developed several different types of radars and had in 
production aircraft detection radar that operated at 75 MHz during World War II [11]. 
2.3.3 Advances during World War II 
 The successful development of innovative and important microwave radars at the 
MIT Radiation Laboratory has been accredited to the urgency for meeting new military 
capabilities.  Many different radar systems were developed because of the laboratory’s 
program during the five years of its existence (1940–45). One of the most noteworthy 
microwave radars developed by the MIT Radiation Laboratory was the SCR-584. SCR-584 
was widely used for gunfire control system. The conical scan tracking of SCR-584 had a 
single offset (squinted) radar beam that is continuously rotated about the radar antenna’s 
central axis [11]. 
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2.3.4 Radar in the digital age 
 With the advancement of digital technology airborne pulse Doppler radars were 
developed during 1970, greatly enhancing its ability to detect aircraft amid the heavy ground 
clutter. The U.S. Air Force’s airborne-warning-and-control-system (AWACS) radar and 
military airborne intercept radar relies on the pulse Doppler principle.  Additionally, radar 
was also used in spacecraft for remote sensing of the environment during the 1970s. 
Advances in digital technology in the first decade of the 21st century helped further 
improvement in signal and data processing, with the goal of developing (almost) all-digital 
phased-array radars. High-power transmitters became accessible for radar application in the 
millimetre-wave portion of the spectrum (typically 94 GHz), with higher power [11]. 
2.3.5 Doppler radar measurement for physiological motion 
 In 1975 James Lin measured respiration signal of rabbit and human from a 30 cm 
distance using X-band sweep oscillator equipped with a rectangular horn antenna. He and his 
team continued research on using the microwave for detecting apnea noninvasively and was 
published in 1977. Researchers also wanted to find both the respiration and heart rate. With 
the advancement of analog and digital signal processing, Chan and Lin could obtain heart and 
respiration signals separately in 1987. In 2002 Lubecke invented methods to make add-on 
module that uses signals from existing wireless devices to measure heart and respiration rates.  
Quadrature Doppler radars were developed and different modulation techniques were 
proposed for accurate respiration and heart signal measurement. Techniques were also 
developed in last decades to compensate for distortion such as AC coupling distortion, I/Q 
channel imbalances, random body motion cancellation. Hybrid FMCW-interferometer radar 
was proposed for precise 2-D positioning and life activities surveillance. The proposed hybrid 
radar works in the 5.8 GHz ISM band with a 160 MHz bandwidth [11].  
2.4 Types of radar  
 Since the invention, radars have been designed and used for many applications. Even 
though the basic principle remained same, many kinds of radars have evolved over the years. 
Radars can be categorized in domains and subdomains depending on the architecture and the 
waveforms used for various applications.   
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Figure 2.2 A simplified classification approach for radars. PRF stands for pulse repetition 
frequency. CW stands for continuous wave.  
 To illustrate an example that some radars from one of the domains in Figure 2.2 may 
be classified in sub-domains as is shown in Figure 2.3.  
 
                               
Figure 2.3 Continuous wave (CW) radar classification based on operating distance.  
2.5 Doppler radar 
 In radar theory, Doppler effect is very well-known concept [12] [13]. To detect or 
characterize a moving object Doppler theory plays an important role and receivers are 
designed accordingly. According to Doppler theory while tracking a moving object, received 
RF signal’s frequency shift is caused by motion that changes the number of wavelengths 
between the reflector and the radar. This process can corrupt or enhance radar performance 
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depending upon how that affects the detection process. Many applications such as sea-based 
radar systems, semi-active radar homing, active radar homing, military aircraft, weather 
radar, and radar astronomy rely on the enhancement effect of Doppler [14].  
 Doppler radar produces information about target velocity during the detection 
process. The information also allows small objects to be detected in an environment where 
there is a big contrast of velocities, for instance, the object of interest is moving relatively 
faster surrounded by slow moving objects [14]. Doppler shift subject the radar configurations, 
either if active or passive. The active radar transmits a signal, and the receiver receives the 
reflected signal. Passive radar receives signals from the object itself. 
 
The Doppler frequency depends on the speed of light. The received frequency from a moving 
target is given by [15]– 
                                            𝑓𝑟 = 𝑓𝑡 (
1+
𝑣
𝑐
1−
𝑣
𝑐
)                                                                    (2.2) 
                                            𝑓𝑑 = 𝑓𝑟 − 𝑓𝑡 = 2𝑣 (
𝑓𝑡
𝑐−𝑣
)                                                  (2.3) 
                                       𝑓𝑑 = 𝑓𝑟 − 𝑓𝑡 ≈ 2𝑣 (
𝑓𝑡
𝑐
)                                                          (2.4) 
Where  𝑓𝑟, 𝑓𝑡, 𝑓𝑑, 𝑣, 𝑐 denote the transmitter frequency, received frequency, Doppler or beat 
frequency, speed of the moving target and speed of the light in the medium (usually air for 
radars). Now the speed of the EM wave/light is usually much higher than the speed of the 
targets in our world applications. In such case, Doppler frequency can be expressed in more 
simplified form as shown in 2.4. 
2.6 Pulse Doppler radar 
 It is important to understand the principle of pulse Doppler radar because it leads us 
to the understanding of phase modulation.  Radial velocity is required for pulse-Doppler radar 
operation. Pulse radar sends out pulse RF with some interval. As the target moves between 
each transmit pulse the return signal will undergo a phase change from pulse to pulse, thus 
creating Doppler modulation. The amplitude of the successively returning pulse from the 
target is almost equal – 
 
                                      𝑉 = 𝑉0𝑠𝑖𝑛 (
4𝜋(𝑑0+𝑣∆t)
𝜆
) = 𝑉0 sin(∅0 + ∆∅)                               (2.5) 
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Figure 2.4 Pulse Doppler radar [15] 
where  
𝑑0 = distance between the radar and the target 
𝜆 = Wavelength of the transmitted signal 
∆t = time interval between two pulses 
                                                 ∆∅ =  
4𝜋(𝑣∆t)
𝜆
                                                         (2.6) 
 Now if the phase shift can be measured in 2.6, the velocity can be found having 
other parameters known. Interestingly, only the radial component of the velocity is 
applicable. In case the target is moving at right angle to the radar beam, it has no relative 
velocity. Maximum Doppler frequency shift is found in the vehicles and weather move 
parallel to the radar beam. 
2.7 Phase modulation 
 Consider a case where a target has a low-frequency oscillating motion on a fixed 
nominal distance from radar. The target is neither going away nor coming towards the radar. 
So, the net velocity of the target is 0. In short distance application, a target having a net 0 
velocity the Doppler frequency shift measurement is hard to produce good results, it will be 
almost 0 which can be realized analyzing equation 2.4. We may use phase modulation 
information instead of Doppler frequency shift to track the low-frequency motion of the slow 
moving torso of the target. For this special case, we can modify the Equation 2.5. If a 
continuous wave radar is used instead of pulse radar, 
 
                                                      𝑣∆t = 𝑥(𝑡)                                                           (2.7) 
Target 
Scattered RF 
Radar transmitter 
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                                 𝑉 = 𝑉0 (
4𝜋(𝑑0+𝑥(𝑡))
𝜆
) = 𝑉0 sin(∅0 + ∆∅)                                     (2.8) 
                                                   ∆∅ =  
4𝜋𝑥(t)
𝜆
                                                           (2.9) 
where  
𝑥(𝑡) =  time varying position of the reflector / target. 
 
Figure 2.5  Continuous wave (CW) radar classification 
 Continuous wave Doppler radars are the kind that transmits RF signal towards the 
target ceaselessly. This kind of radar has some advantages over pulse radar. Continuous wave 
radar can completely produce the motion of a target within the environment of a stationary 
clutter. This type of radars has many applications in the field of biomedical science. 
Continuous wave radars can be classified in many ways as shown in Figure 2.5.  
2.8 Radar application 
Radar provides a range (and therefore position) of the object from the radar scanner. It 
is thus used in many different fields where the need for such positioning is critical. The first 
use of radar was for military drives as it facilitates in locating air, ground and sea targets [2]. 
Later civilian fields used radars extensively into applications for aircraft, ships, and roads. 
With improvements of different types of radar technologies, it is possible to also obtain 
information such as velocity, angle, size and shape, and radial velocity. These capabilities 
• Single Channel
• QudratureChannel
• Doppler phase
• Doppler frequencyModulation
• Short distance
• Long distanceApplication
• Homodyne
• HeterodyneArchitecture
• Phase array
• Single antenna
• MIMO
Antenna
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(shown in Table 2.1) of radar technologies attracted many applications beyond aviation and 
war assisting system.  
Table 2-1 Information gathered using Different Topologies of Radar Transceivers [2] 
Information Method of Determination Required Topology 
Range Time Delay Any but not CW, need 
enough range resolution 
Velocity Doppler Shift Any, pulse radar with enough 
velocity resolution 
Angle Direction of Reflection Any, array antenna 
Size and Shape Received Power Any but CW, high resolution 
Radial velocity Doppler Shift and Time 
Delay 
CW 
 In aviation, aircraft are armed with radar devices that notify of aircraft or other 
obstacles in or approaching their path, display weather information, and give precise altitude 
readings. One of the early stage radar was used in civil aircraft that can land in fog at airports 
equipped with radar. The landing was very precise, and radar-assisted ground-controlled 
approach systems were utilized. 
  Marine radars can help to measure the bearing and distance of ships to prevent 
collision with other ships, to navigate, and to fix their position at sea when within the range 
of shore or other fixed references such as islands, buoys, and lightships [2]. Vessel-traffic 
service radar systems are used to monitor and regulate ship movements in busy waters in the 
harbor.  
 Radar is used by meteorologists to monitor precipitation and the wind. Radar has 
become the key tool for short-term weather forecasting and watching for severe weather such 
as thunderstorms, tornadoes, winter storms, precipitation types, etc. Geologists use 
specialized ground-penetrating radars to record the composition of Earth's crust. Police forces 
use radar guns to screen vehicle speeds on the roads. Smaller radar systems are used to sense 
human movement. Examples are breathing pattern detection for sleep monitoring and hand 
and finger gesture detection for computer interaction. 
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2.9 Single channel and quadrature radar 
 One way to categorize CW radar is a single channel and quadrature radar. The 
simple architecture has been used by many researchers over the years to monitor 
physiological signals of human subjects in short-range scenarios.  While single-channel 
radars have some practical limitation quadrature radar overcomes the limitations (shown in 
Figure 2.7). The working principle and demodulation techniques will be discussed in detail in 
next chapter.  
 
Figure 2.6 A single channel CW radar transceiver is shown. The RF signal is split into a carrier 
for the transmitter and local oscillator. Transmitter couples RFout and receiver demodulates   
RFin  [2] 
 Another kind of radar is popular among researchers. The ultra-wideband radar has 
also been deployed for vital sign measurements. The ultra-wideband radar has some 
advantages and disadvantages compared to CW radar [16]. UWB radars are used as pulsed 
radar and require very complicated hardware for receiving and may suffer rare, distance 
ambiguity. However, the good side is it is very low power radar [17].    
2.10 Short Distance Radar: Physiological applications  
Recent developments in non-invasive radar measurement of small-scale motion offer 
great potential for indoor activity classification in applications such as health diagnostics, 
health monitoring, surveillance, product tracking product, occupancy sensing, and animal 
research [18] [19] [20]. Combined with wireless body area networks and indoor localization 
technology, measurement, and recognition of biological motion patterns will shape the future 
of home and workplace security, safety and comfort [21] [22] [23].  
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Many researchers chose many different topologies for physiological monitoring of 
human subjects. Two frequency radars, single channel radars, MIMO system radars, radars 
with varying waveforms and technologies have been reported in the literature [24]. Different 
types of radar provide different features, and almost all of those has trade-offs. Some 
concerns on displacement detection, some on rate, some are focused on respiratory patterns 
whereas some are designed to detect heart signals [25]. 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
Figure 2.7: Block diagram of a CW quadrature radar system. Unlike single-channel radar, the 
LO is spilt with 90-degree phase shift. The received RFin is then mixed with phase shifted LO’s 
to generate two outputs, namely, in-phase (I) and quadrature phase (Q) which are orthonormal 
to each other [2]. 
 Quadrature-radar is very popular for vital sign monitoring and accurate displacement 
measurement which came to maturity after solving many problems relating signal to noise 
ratio [26] [27] [28]. Digital signal processing also enhanced the usefulness of such radars [29] 
[30] [31] [32] [33]. 
In the last decade, new front-end architectures, baseband signal processing methods, 
and system-level integration technologies have been proposed by many researchers in 
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biomedical radar to improve detection accuracy and robustness [13] [34] [35] [36]. The 
advantages of non-contact detection have drawn interest for various applications, such as 
energy management in smart homes, occupancy monitoring [37], baby monitoring [38], 
cardiopulmonary activity assessment, and tumor tracking [39] [40] [41]. Radar can be used to 
monitor older adults, and that can work as an aid to medical emergency notification [42]. 
Advances in biomedical radar technology have also opened the door to many indoor activity 
monitoring applications, only limited by the imagination [43] [44] [45] [46]. Beyond the 
measurement of heart and respiratory rate, this technology enables us to measure the effective 
radar cross section (ERCS) yielding information about body orientation, torso displacement, 
and physical characteristics of human subjects [47]. Heart rate variability and tidal volumes 
are very important parameters that can be measured with radars [48] [49]. Sleep is widely 
understood to play a key part in physical and mental health [50] [51]. The quality and 
quantity of sleep that an individual experience can have a substantial impact on learning and 
memory, metabolism and weight, safety, mood, cardiovascular health, disease and immune 
system function. Research indicates that in America alone 40 million people suffer from 
insomnia and chronic sleep disorders [52] [41]. Doppler radar technology shows a promising 
non-invasive way of monitoring sleep behavior with automated pattern recognition. This 
technology can potentially provide a huge cut in the cost of sleep studies [53] [54]. Some 
work has been reported in the literature on EEG analysis of sleep behavior detection [39] 
[50]. A similar approach can be adopted for the radar based monitoring system. In addition to 
recognition, artificial neural network based automatic classifiers will be very useful in the 
diagnosis of diseases and physiological conditions [55] [36] [56] [57]. Radar technology may 
also provide a non-contact, low cost, fast, unique identification solution without the privacy 
concerns associated with camera-based monitoring systems [4].  
Doppler radar offers a convenient method for monitoring activity of animals as well 
as the recognition of various behavioral events [35] [46] [40]. Using multi-radar systems 
provides the ability to classify motion such as walking, running, or fidgeting, which is 
important in animal activity monitoring of energetic cost [58] [59]. It’s a demographic fact 
that elderly population (older than 60 years) has been gradually increasing worldwide. This 
change calls for greater attention to cost-effective healthcare worldwide [60]. Since falling 
represents a major risk for older adults who live independently, innovative techniques are 
required for long-term monitoring of human subjects [61] [61]. System improvement with 
various waveform method [62] , digital processing [63], and random body motion canceling 
radars also opens the door for more applications [64] [65] [66]. 
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CHAPTER 3.   
DEMODULATION  
 This chapter presents a summary of two types of vital-sign radars and the 
demodulation techniques that are employed. As mentioned in earlier chapter radars can be 
classified from many viewpoints. Some well-known types of CW short distance radars are 
listed in Figure 3.1. There is always a trade-off between architectural simplicity and the 
desired performance. While single channel radars are very simple, these radars suffer 
positional sensitivity and output distortion.  This thesis evaluated the need for the efficient 
type of Doppler radar for unique identification application.  
3.1 Single channel receiver limitations 
 A non-invasive CW radar-based system can monitor respiration parameters of the 
human subject by sending RF signal to the human chest and by processing reflected signal 
from human torso. A Doppler radar motion-sensing transceiver transmits a continuous 
microwave signal and demodulates the reflected signal from a target.  According to Doppler 
theory, if the target has a time-varying displacement having zero net velocity, the reflected 
signal is phase-modulated in proportion to the position of the object rather than the velocity 
[9]. Thus, the phase of a reflected signal will be directly associated with positional changes of 
the chest surface due to the lungs and heart movements [67]. CW radars can be classified in a 
different perspective. Some well-known types are listed in Figure 3.1. Some features are also 
noted for each type. 
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Figure 3.1 A simplified classification of CW short distance radar based on receiver architecture   
A typical coherent continuous wave vital sign Doppler radar system sends an RF 
signal towards human torso; the echo is phase modulated due to the positional variation of 
moving body parts. The echo is mixed and down converted to retrieve the target’s 
displacement. The output of a single channel receiver is given by [68] 
                                                B(𝑡) ≈  𝐴𝐵 𝑐𝑜𝑠 (𝜃 +
4𝜋𝑟(𝑡)
𝜆
+
4𝜋ℎ(𝑡)
𝜆
 + ∆∅ (𝑡 −
2𝑑0
𝑐
))                    (3.1) 
where the 𝜃 is constant phase-shift and ∆∅ is residual phase noise. 𝐴𝐵, 𝜆, 𝑟(𝑡), ℎ(𝑡)  and 𝑑0 are 
baseband amplitude, wavelength, chest movement, heart movement and nominal distance 
between the radar and target. 
The constant phase shift in (3.1) is related to nominal distance and can be expressed as    
                     𝜃 =  
4𝜋𝑑0
𝜆
+ 𝜃0  →  𝑑0 =
𝜆(𝜃− 𝜃0)
4𝜋
                                                    (3.2) 
If  𝜃 is denoted as the k multiple of    
𝜋
2
 
                                             𝑑0 =
𝜆(
𝑘𝜋
2
− 𝜃0)
4𝜋
                                                 (3.3) 
The baseband output  B(𝑡) will be either null or optimum for an integer value of  𝑘 when 
small signal approximation is applicable [2]. 
The optimum output is given by [68], 
 
and the null output is - 
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B(t) ≈ Asin2πf1t + Bsin2πf2t + ∆∅(t) 
B(t) ≈ 1 − [Asin2πf1t + Bsin2πf2t + ∆∅(t)]
2 
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 From (3.1) and (3.3) we see that null and optimum baseband output occurs for the nominal 
distances as  
                                         𝑑𝑁𝑈𝐿𝐿 =
𝜆(𝑚𝜋− 𝜃0)
4𝜋
;  𝑑𝑂𝑃𝑇 =
𝜆(𝑚𝜋+ 
𝜋
2
− 𝜃0)
4𝜋
                                                (3.4) 
m is an integer. (3) reveals that the adjacent null and optimum separation is 
                            |𝑑𝑁𝑈𝐿𝐿 − 𝑑𝑂𝑃𝑇| =   
𝜆
8
.                                                       (3.5) 
Chest and heart movements are approximated as sinusoids of frequencies of  𝑓1 and 𝑓2. Figure 
3.2 depicts the null and optimum outputs. 
 
 
Figure 3.2 The occurrence of null and optimum based on the nominal distance between the 
radar and target is shown (Single-channel radar). 
3.2 Quadrature radar using single channel radars 
This analysis proves the fact that if two single channel radars are oriented similarly 
with a separation of  
𝜆
8
 in the plane of nominal distance between the target and the radar 
transceivers, one of the radars will be in optimum position given that the other is in null 
position and vice versa. One fundamental assumption is that the difference of the residual 
phase noise of the radars is negligible.  An experiment was performed to validate this theory. 
𝐵(𝑡) ≈ 𝐴𝑠𝑖𝑛2𝜋𝑓1𝑡 + 𝐵𝑠𝑖𝑛2𝜋𝑓2𝑡 + ∆∅(𝑡) 
𝐵(𝑡) ≈ 1 − [𝐴𝑠𝑖𝑛2𝜋𝑓1𝑡 + 𝐵𝑠𝑖𝑛2𝜋𝑓2𝑡 + ∆∅(𝑡)]
2 
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Figure 3.3 Quadrature radar assembly is illustrated. A physical offset of approximately 3.5 mm 
has been kept between the two MDU1020 single channel x-band radars [69].  
 Two MDU1020 radars were used for the experiment. MDU1020 has the operating 
frequency 10.525 GHz. The theoretical distance between consecutive null and optimum 
points is (
𝜆
8
) 3.5629 mm. Now creating the physical separation of this length in traveling 
plane of the wave should ensure one channel will be always in the optimum point. In case the 
nominal distance between one of the radars is in null position the other will be in optimum 
position. The two radars were physically separated approximately 3.5 mm. Figure 3.4 
illustrates the experimental setup. 
 A mechanical mover was programmed to move in 1 Hz sinusoidal motion. The 
nominal distance between the radar pair and target was varied in the range of [0.5 m 
(0.5+.0035) m]. Linear demodulation has been performed using the output ( a voltage 
proportional to displacement) of the two radars as shown in Figure 3.5. 
 
 
𝜆
8
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(a) 
  
 
 
 
 
 
 
(b) 
 
 
Figure 3.4 Experimental setup of the quadrature radar, assembled using two single channel 
radars (a), a motorized mover with a mounted reflector (torso representation) was used to 
simulate periodic motion.  (b), human experiment. 
 
In each subplot, the top two figures are baseband signals from the two radars. Linear 
demodulation (LD) [2] of the two-radar’s output is also shown. Figure 3.5 (a) shows the two 
channels that are similar and in between null and optimum points with 180˚ phase shift. In 
Figure 3.5 (b) and Figure 3.5 (c) radar one is in optimum point while radar two is in null 
point and the doubled frequency is evident. Human testing was performed to compare the 
respiration curve with a respiration chest belt sensor’s output. 
Single channel radars are inexpensive. Anyone requiring IQ radar can use multiple 
single channel radars to create IQ radars. Experiments conducted with the mechanical target 
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𝜆
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and human subject supports the concepts of null point distortions and provides a means for 
avoiding it for single channel radars. 
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(d) 
 
Figure 3.5  (a) The top two plots are the output of the two radars and the bottom plot is the 
result of linear demodulation of the two radars, (b) and (c) shows the same when the nominal 
distance is gradually changed. It is evident that one radar suffers distortion, but the other radar 
helps to demodulate the correct signal. (d) Shows a human experiment result, the bottom curve 
compares demodulation result with a respiration belt [69].  
 The experiment was performed to prove the occurrence of distortion using one-
channel radar experimentally. Now, we do not have to use two separate single channel radars 
for such case; rather the circuit could be combined to one single circuit to make quadrature 
radar. 
3.3 Continuous wave (CW) quadrature Doppler radar: 
 A quadrature Doppler radar provides the benefits of stereo vision. Demodulation of 
Single channel radars signal may become complicated and falls in the region of non-linearity 
at a certain distance from the radar TRX.   
A typical CW quadrature Doppler radar system is shown in Figure 3.6. 
 
The output of the quadrature receiver channels is, 
 
𝐵𝐼(𝑡) = 𝑉𝐼 + cos (∅ +
4𝜋𝑥(𝑡)
𝜆
) 
Time (s) 
A
m
p
li
tu
d
e 
(V
) 
(3.6) 
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𝐵𝑄(𝑡) = 𝑉𝑄 + sin (∅ +
4𝜋𝑥(𝑡)
𝜆
) 
 
 
 
 
 
 
Legends:  
 
Mixer:   Power Splitter:   Antenna:  RF Generator:  
 
Figure 3.6 Doppler radar vital sign measurement assembly is shown. The quadrature 
receiver includes RF mixer and dividers. 
 
where  𝑉𝐼 , 𝑉𝑄 are dc offset voltages, ∅ is phase noise,  𝜆 is wavelength and 𝑥(𝑡) is chest and 
heart composite displacement. After performing linear demodulation, the baseband output 
can be approximated as, 
B(t) ≈ AB (4πx(t)/λ + ∆∅(t) ). 
3.4 Linear demodulation  
The linear demodulated signal is a proportional and close approximation of torso 
displacement (a combination of movement due to heart pumping and breathing). Linear 
demodulation is straight forward, and rate estimation from this method is accurate. Accurate 
displacement measurement is usually avoided using this method. The steps of the linear 
demodulation are described below-  
Step 1: DC cancellation 
The mean value of both I and Q signals are calculated in post-processing. 
Step 2: Covariance matrix 
x(t) 
(3.8) 
(3.7) 
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The covariance matrix of the I and Q signals is created from the data points. The covariance 
matrix generalizes the notion of variance to multiple dimensions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                         
Figure 3.7 Linear demodulation, graphical illustration. a) shows arc created plotting I data vs Q 
data, the projections are taken on both axis, b) rotates the arc for projection on the larger side, 
c) shows the projection or linearization of the arc, and d) shows if the case were opposite, i.e., 
larger projection is on I axis.  
Step 3: Eigenvectors and eigenvalues 
(a) (b) 
(c) (d) 
I 
Q 
Q 
Q 
Q 
I 
I I 
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Upon finding the covariance matrix the eigenvectors and eigenvalues are found. 
Step 4: Largest variance 
The Eigenvectors are multiplied with data, and the output with the largest variance is 
picked.  
 For periodic movement sensed by the radar, the demodulated baseband signals will 
be periodic too. However, once the demodulated signals are plotted on an IQ plane for a 
periodic signal, an arc will be found. The length of the arc depends on factors like 
wavelength. A 10 GHz radar system will create much larger arc than the signals demodulated 
from 2.4 GHz radar.  Graphically, linear demodulation can be understood by rotating the arc 
of IQ data in IQ plane such that it will be in line with one of the axes resulting in maximum 
demodulated signal.  The fundamental assumption for using linear demodulation is that the 
arc of IQ signals is very small such that it can be approximated with a line (hence the name 
linear demodulation). This supposition may not always be valid. Bigger physiological 
displacement or a higher RF frequency (smaller wavelength) can cause a larger arc in the IQ 
plane. The arc can still be approximated as a line, up to 46.8 degrees corresponding to 0.81 
cm of displacement. Past that point, the linear demodulation will not give in the optimum 
result, and a nonlinear method must be used. 
3.5 Arctangent demodulation:  
 The single-channel receiver Doppler radar system margins previously described can 
be eliminated by using a quadrature receiver system like the one shown in Figure 3.6 with 
both channels considered concurrently. A quadrature receiver provides two outputs that are 
orthogonal to each other; this ensures that when one channel is in a “null” position, the other 
will be in an “optimum” position [68]. Also, by combining the two channels, accurate phase 
demodulation can be achieved regardless of the target position or displacement amplitude. It 
is important to mention that the displacement amplitude is restricted to the small angle 
deviation condition for even the optimum case in a single channel receiver. In ideal case, the 
outputs of the quadrature radars are given by the following equations- 
                                          𝐵𝐼(𝑡) = cos (∆∅(𝑡) +
4𝜋𝑥(𝑡)
𝜆
+ 𝜃)                                             (3.9) 
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                                         𝐵𝑄(𝑡) = sin (∆∅(𝑡) +
4𝜋𝑥(𝑡)
𝜆
+ 𝜃)                                           (3.10) 
As shown in (3.9) and (3.10), the I and Q outputs are the cosine and sine of a constant phase 
delay caused by the nominal distance to a target with a time varying phase shift that is 
linearly proportional to the chest displacement. By applying the arctangent operation to the I 
and Q output data ratio, accurate phase demodulation can always be obtained regardless of 
the target’s position as [70], 
                           𝛷(𝑡) = arctan (
𝐵𝑄(𝑡)
 𝐵𝐼(𝑡)
) = arctan (
sin (∆∅(𝑡)+
4𝜋𝑥(𝑡)
𝜆
+𝜃
cos(∆∅(𝑡)+
4𝜋𝑥(𝑡)
𝜆
+𝜃)
)                         (3.11) 
 However, quadrature channel imbalance and DC-offset act as a linear transform on the I and 
Q components, thus modifying (3.11) to 
        𝛷(𝑡) = arctan (
𝐵𝑄(𝑡)
 𝐵𝐼(𝑡)
) = arctan (
𝑉𝑄+𝐴𝑒sin (∆∅(𝑡)+
4𝜋𝑥(𝑡)
𝜆
+𝜃+∅𝑒
𝑉𝐼+cos(∆∅(𝑡)+
4𝜋𝑥(𝑡)
𝜆
+𝜃)
)                           (3.12) 
Where 𝑉𝐼 and 𝑉𝑄 refer to the DC offsets of each channel, and 𝐴𝑒and  ∅𝑒 are the amplitude 
error and phase error, respectively.  Impact and correction of these errors will be discussed 
later in this chapter.  The dc offset issue is more complex, however, since the total DC signal 
contains DC information required for accurate demodulation. The sources of the DC offset in 
Doppler radar system are shown as below Figure 3.8; DC information associated with the 
target’s position is also part of each baseband signal.  
                         
Figure 3.8 Sources of the DC offset in Doppler radar system. 
The magnitude of this DC level is reliant on the target’s position, such that the DC level is 
higher for target positions closer to the “null” case [70]. As a result, before arctangent 
DC Offset
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Mixer LO to RF 
port isolation
Stationary clutter
Reflectors, walls, 
Subject's position
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demodulation is performed, the DC information must be extracted from the total DC output 
and preserved.   
3.6 Channel imbalance correction 
 Amplitude and phase imbalance problems in quadrature radio transceivers are 
obvious due to hardware imperfections [71]. The consequences of I/Q mismatch in a 
quadrature microwave Doppler radar have been previously documented [72].  An efficient 
and accurate data-based quadrature imbalance correction method that does not involve any 
hardware medications has been reported in [73]. A mechanical target is utilized that provides 
a sufficient arc length to perform the best-ﬁt ellipse method for calibration. The imbalance 
coefficients determined from the best-ﬁt ellipse method are used to carry out GS correction 
[74].  
                                              𝐼 =  𝐵𝐼 + 𝐴𝐼 cos (
4𝜋𝑥(𝑡)
𝜆
+ ∅𝐼)                                        (3.13) 
                                              𝑄 = 𝐵𝑄 + 𝐴𝑄 sin (
4𝜋𝑥(𝑡)
𝜆
+ ∅𝑄)                                     (3.14) 
 The DC offsets are represented by 𝐵𝐼 and 𝐵𝑄. The displacement of the target is 𝑥(𝑡). 
The signal amplitude factors for the two channels are 𝐴𝐼 and 𝐴𝑄. In ideal case, these should 
be equal. However, the amplitude imbalance is present because of hardware imperfection and 
is given by 𝐴𝑒 = (𝐴𝐼/𝐴𝑄). Similarly, the phase imbalance is denoted by, ∅𝑒 = (∅𝐼 − ∅𝑄). 
Now the following algebraic equation can be found after combining equation x and equation 
y. 
      (
𝑄
𝐴𝑄
−
𝐵𝑄
𝐴𝑄
)
2
+ (
𝐼
𝐴𝐼
−
𝐵𝐼
𝐴𝐼
)
2
− 2(
𝑄
𝐴𝑄
−
𝐵𝑄
𝐴𝑄
) (
𝐼
𝐴𝐼
−
𝐵𝐼
𝐴𝐼
) sin(∅𝑒) − 𝑐𝑜𝑠
2(∅𝑒) = 0             (3.15) 
 Now, this equation can be expanded, and coefficients of interested can be found by 
comparing and the general ellipse equation as follows [74]. 
                                       𝐼2 + 𝐴 ∗ 𝑄2 + 𝐵 ∗ 𝐼𝑄 + 𝐶 ∗ 𝐼 + 𝐷 ∗ 𝑄 + 𝐸 = 0.                      (3.16) 
                                                                   𝐴𝑒 = √
1
𝐴
                                                        (3.17) 
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(b) 
Figure 3.9 A reflector was moved in periodic sinusoidal motion in front of a quadrature radar, 
with the balanced channel the IQ plot would have been an arc of a circle. a) shows time series of 
I and Q channel, displacement is more than a quarter circle in IQ plane, b) IQ plot to show 
channel imbalance, it is evident from the elliptic shape.   
                                                          ∅𝑒 = 𝑠𝑖𝑛
−1 (
𝐵
2√𝐴
)                                                  (3.18) 
                           𝐴 ∗ 𝑄𝑁
2 + 𝐵 ∗ 𝐼𝑁𝑄𝑁 + 𝐶 ∗ 𝐼𝑁 + 𝐷 ∗ 𝑄𝑁 + 𝐸 = −𝐼𝑁
2                            (3.19) 
(a) 
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Figure 3.10 a) shows imbalance correction using the method described in this section (ellipse 
fit), and b) shows circle fitting using GS method. 
 
(a) 
(b) 
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Figure 3.11 Demodulated output after imbalance correction, which resembles the sinusoidal 
movement.  
The coefficient matrix of such linear system is given by, 
                        𝑀 = [      
𝑄1
2 ⋯ 𝐼1𝑄1
⋮ ⋱ ⋮
𝑄𝑁
2 ⋯ 𝐼𝑁𝑄𝑁
       
𝐼1 ⋯ 𝑄1
⋮ ⋱ ⋮
𝐼𝑁 ⋯ …
      
1
⋮
1
 ]                                  (3.20) 
                                                  𝑏 = [
−𝐼1
2
⋮
−𝐼𝑁
2
]                                                                  (3.21) 
The solution of such system is given by, (𝑀𝑇𝑀)−1𝑀𝑇𝑏. After estimating the coefficients, the 
imbalance factors can be found. The popular Graham-Smith method can be then applied to 
correct the imbalance factor.  The arc transcribed in the I-Q plane is a function of the 
transmitted frequency and displacement of the target. Figure 3.10 shows the imbalance 
correction results. Using the imbalance parameters ∅𝑒 and 𝐴𝑒 in Equation (3.12) the phase 
angle and displacement relation can be obtained. Figure 3.11 shows recovered displacement. 
     Φ(t) =
4πx(t)
λ
                                                     (3.22) 
 33 
CHAPTER 4.  RADAR SIGNAL 
CLASSIFICATION 
In the last decade, new front-end architectures, baseband signal processing methods, 
and system-level integration technologies have been proposed by many researchers in 
biomedical radar to improve detection accuracy and robustness. The advantages of non-
contact detection have drawn interest for various applications, such as energy management in 
smart homes, baby monitoring, cardiopulmonary activity assessment, and tumor tracking. 
Advances in biomedical radar technology have also opened the door to many indoor activity 
monitoring applications, only limited by the imagination [14] [35] [34]. Beyond the 
measurement of heart and respiratory rate, this technology enables us to measure the effective 
radar cross section (ERCS) yielding information about body orientation, torso displacement, 
and physical characteristics of human subjects [47]. Sleep is widely understood to play a key 
part in physical and mental health. The quality and quantity of sleep that an individual 
experience can have a substantial impact on learning and memory, metabolism and weight, 
safety, mood, cardiovascular health, disease and immune system function [75]. Research 
indicates that in America alone 40 million people suffer from insomnia and chronic sleep 
disorders. Doppler radar technology shows a promising non-invasive way of monitoring sleep 
behavior with automated pattern recognition [76] [41]. This technology can potentially 
provide a huge cut in the cost of sleep studies. In addition to recognition, artificial neural 
network based automatic classifiers will be very useful in the diagnosis of diseases and 
physiological conditions. Radar technology may also provide a non-contact, low cost, fast, 
unique identification solution without the privacy concerns associated with camera-based 
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monitoring systems [4]. Doppler radar offers a convenient method for monitoring activity of 
animals as well as the recognition of various behavioral events. Using multi-radar systems 
provides the ability to classify motion such as walking, running, or fidgeting, which is 
important in animal activity monitoring of energetic cost [59]. It’s a demographic fact that 
elderly population (older than 60 years) has been gradually increasing worldwide. This 
change calls for greater attention to cost-effective healthcare worldwide. Since falling 
represents a major risk for older adults who live independently, innovative techniques are 
required for long-term monitoring of human subjects [61]. 
4.1  Future of RF activity classification 
 We are at the beginning of an era in networking that has the potential to define a 
new phase of human existence. This era will be demarcated by the digitization and 
connection of everything and everyone with the goal of automating much of life, successfully 
creating time, by exploiting the efficiency of all we do.  
 The future is emerging towards a reality of big data. The new Envision is everything 
will be sensed, and data will be turned into knowledge [77]. Computing technology, software 
and an immense amount of sensing capabilities will augment human intelligence and the 
ability to perform more efficiently and achieve more than people could only imagine in the 
past. Big enterprises have already started implementing some of these concepts. 
 Samsung Electronics broadcasted Samsung Smart Home, a service enabling Smart 
TVs, home appliances, and smartphones to be linked and managed through a single 
integrated platform [78]. Samsung claimed Smart Home’s unique functionality enables users 
to control and manage their home devices through a sole application. The application 
connects personal and consumers to connect with their devices from anywhere, anytime, 
device control, home view, and smart customer service [78]. 
 This example shows that we are moving towards an internet of things (IOT) and big 
data. Cameras are good for a security application, unique identification, however, sometimes 
they are overkill depending on the application, if we only care about the information, high-
resolution data might be redundant and will just add up to cost for storing or transporting. 
Radars can well replace some of the applications of the camera. Some features of the 
wearables can also be replaced by radar sensing, providing the benefits of non-invasive 
sensing.   
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Figure 4.1 Samsung’s smart home service architecture [78]. 
  
It follows that we can envision a future where RF based sensing will play a big role in indoor 
activity monitoring, sharing information with cloud servers. As big data technology is 
emerging, more and more sensing data will be sent to the cloud servers, and intelligent 
decisions will be made. Figure 4.2 shows some of the possible applications which have 
already been through several phases of research. A centralized service platform will collect 
useful data and communicate with cloud server for decision making. 
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Figure 4.2  The author’s vision for indoor RF activity sensing and classification [79]  
  
4.2 Theory of RF activity classification  
 Using wireless technology in indoor environments for activity classification will 
require a comprehensive integration of multiple techniques, including RF sensing, signal 
processing, and artificial intelligence.  
4.2.1 Sensing techniques 
 Researchers have reported different types of short distance radar for different 
applications [79] [80]. Ultra-wide band (UWB) radar, continuous wave (CW), frequency 
modulated continuous wave radar (FMCW), pulsed-radar to cite a few [81] [82] [46] [83]. 
Radars also vary based on the operating frequency (X band, K band, etc.) [82]. The 
directivity of sensing is also a diversity; this diversity is mainly introduced by antenna design 
[84] [36]. However, the sensing principle is unique regardless the type of each radar. They all 
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sense the backscattered signal reflected from the target. The single channel radars are limited 
by the inability to produce displacement sensing in all positions. However, this limitation is 
overcome using quadrature radar system, which in principle provides a stereo vision. The 
outputs of the quadrature radars are called in-phase (I) and quadrature phase (Q). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
      Time (s) 
Figure 4.3 Time domain data and corresponding IQ plot, for Doppler radar measurement of 
sinusoidal motion in (a), and (b) shows the same for a series random linear movement [79]. 
The combination of I and Q can provide useful insight in characterizing targets motion.  
Figure 4.3 shows the experiment results of two different kinds of motion patterns of a linear 
moving platform. It is evident from the plots that distinguishing patterns of I and Q waves 
holds the information regarding the motion pattern. Additionally, IQ plots are apparently 
different, indicating that these could be useful parameters in RF activity classification.     
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4.2.2 Useful information extraction 
 Sensing enables us to record data; this data contains useful information about 
target’s motion, position, or some other characteristics. However, firstly, collected data needs 
to be demodulated with a proper software algorithm. Upon demodulation of data summary 
information needs to be extracted from data and store those features in vectors or matrices. 
For instance, for a long time serious of the sinusoidal wave we may only be interested in 
frequency, amplitude and phase information of the signal rather than each data points of the 
time series. The useful features can be statistical or multi-domain. Some of the well-known 
statistical features are mean, and variances. Some other common techniques applied in signal 
processing are listed in subsequent paragraphs.     
4.2.2.1 Mean and variance 
 The mean is a measure of the central tendency of a given set of numbers. There are 
many different central tendencies including but not limited to: mean, median, mode, and 
range. An average or arithmetic mean is the sum of a list of numbers divided by the number 
of numbers in the list. Variance is the expectation of the squared deviation of a random 
variable from its mean. Statistical tools sometimes provide a good understanding of the data. 
4.2.2.2 Frequency domain analysis 
 A frequency domain analysis determines the existences or extent of each given 
frequency band over a range of frequencies. Fourier analysis and Fourier transforms are the 
most common techniques of frequency domain analysis. There are many established 
algorithms for Fourier transforms; each one is strong in its own set of applications. 
4.2.2.3 Fixed and adaptive filters 
 There are many different bases of categorizing filters, and they may overlap. Some 
notable classifications are linear and non-linear; time-invariant and time-variant; causal and 
non-causal. Also, filters could be classified as analog or digital, discrete-time (sampled) or 
continuous-time, passive or active class of continuous-time filter, infinite impulse response 
(IIR) or finite impulse response (FIR) type digital filter. Some filters are inherently good for 
removing noise, for example, Wiener filter, Kalman filter, Savitzky–Golay smoothing filter. 
On the other hand, adaptive filters dynamically change its coefficients over time, therefore, 
dynamically changes its frequency suppression properties.  
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4.2.2.4 Wavelet transformation 
 Unlike Fourier transforms wavelet transform methods provides temporal resolution, 
i.e., it captures both frequency and location information. The location refers to time. A 
discrete wavelet transforms (DWT) is any wavelet transform for which the wavelets are 
discretely sampled.  
4.2.2.5 Spectral energy 
 The distribution of signal energy for each frequency can be mathematically 
described. Also, it can be measured for a given signal. Spectral energy distribution can 
provide vital information of a signal, in classification and characterization of the signal itself 
or the device that delivered the output. 
4.2.2.6  Spectral entropy 
 Spectral entropy is a derived parameter. The results of Fourier transform is usually 
used to measure this parameter. The spectral distribution of entropy may be a good feature in 
classifying signals. Also, time-frequency analysis can be useful for pattern extraction [85]. 
4.2.2.7 Fractal Analysis 
 Fractal analysis is a modern method of applying non-traditional mathematics to 
patterns. It measures complexity using the fractal dimension. There are many versions of 
fractal analysis, and each has its strength and weakness. The fractal analysis assumes 
beforehand that a signal is fractal in nature. Algorithms for fractal dimension calculations are 
applied to the signal. The fractal analysis evaluates a form of the signal’s complexity. 
Researchers have reported fractal dimension analysis can predict some patterns in sleep EEG 
signals [86]. Pathological insight can be found from this analysis [87] which leads the way of 
using radar-based vital sign data as well. 
4.2.2.8 Empirical mode decomposition 
 The Hilbert–Huang transform (HHT) is a way to decompose a signal into intrinsic 
mode functions (IMF). A trend is also observed. Instantaneous frequency data is obtained 
alongside. This method works well with nonstationary and nonlinear data. Unlike Fourier 
transform, the HHT is considered as an empirical method. Empirical mode decomposition 
can be applied to a data set, which is little different than just a theoretical tool. 
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4.2.3 Turning data into knowledge 
 This chapter, so far, discussed the non-invasive sensing techniques and touched on 
some useful analytical tools that can extract useful parameters from raw data. However, this 
extracted knowledge can only be put to use once we know how those relate to some physical 
phenomenon that we care about, and it requires extensive data mining [88]. Often time these 
parameters change over time, we also want to relate these dynamic behaviors to the behavior 
of certain things. While we care about instantaneous output sometimes, some other behaviors 
need to be observed over a long time. For instance, we may be interested in knowing 
someone’s heart rate at this moment, which can be measured using the current RF sensing 
technology. However, if we are interested in how someone’s long time behavior of heart rate 
that relates to a certain disease, we need to have more knowledge. Acquiring more knowledge 
will call for long-term data collection and understanding of the disease. Artificial intelligence 
may help us make an intelligent decision. Systems can be trained using features extracted 
from raw data over a long term. Then these trained systems can be used to guide us, warn us 
with a collective knowledge and classifying various phenomena. Essentially, data needs to be 
turned into knowledge. The subsequent paragraphs mention some of the artificial intelligence 
techniques out of many. These techniques can be used to train and classify data. 
4.2.3.1 Neural network 
 Artificial neural networks (ANNs) are a very common family of models in machine 
learning and cognitive science. ANNs are enthused by biological neural networks (the central 
nervous systems of animals, in the brain) which are used to estimate or approximate functions 
that can depend on many inputs and are unknown [89]. 
4.2.3.2 Probabilistic Neural Network 
 A probabilistic neural network (PNN) is a derived algorithm from the Bayesian 
network. This network is a class of feedforward neural network. D.F. Specht introduced it in 
the early 1990s. In a PNN, the processes are organized into a multi-layered feedforward 
network with four layers. These layers are input layer, hidden layer, summation layer, and the 
output layer [90] [89]. 
4.2.3.3 Support Vector Machine 
 Support vector machines (SVMs) are a kind of supervised learning models. Each 
SVM has its learning algorithms for analyzing data. SVMs are used for classification and 
regression analysis. Assumed a set of training instances, each is assigned to one of the two 
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categories, an SVM training algorithm constructs a model that assigns new examples into one 
category or the other. SVMs essentially follows a non-probabilistic binary linear classifier 
algorithm [91]. 
4.2.3.4 k-Nearest Neighbor   
 The k-Nearest Neighbors algorithm (or k-NN for short) is a non-parametric method 
which is one of the most common algorithms used for classification and regression. An object 
is classified by a popular vote of its neighbors, with the object being allocated to the class 
most common among its k nearest neighbors. Usually, k is a small positive integer. 
4.2.3.5 Bayesian classifier 
 In machine learning, naive Bayes classifiers are a family of simple probabilistic 
classifiers based on applying Bayes' theorem. The classifier tend to have strong (naive) 
independence assumptions between the features. Some of the concepts of naïve Bayes 
classifier are explained in [92].  
4.3 Doppler radar-based unique identification system 
 A continuous-wave (CW) Doppler radar-based unique identification system has 
been studied. Experiments have been performed using a neural network based classifier to 
uniquely identify individuals based on the variation in their breathing energy, frequency, and 
patterns captured by the radar [93]. Adult human breathing patterns at rest are different not 
only regarding tidal volume, inspiratory and expiratory duration but also in the airflow 
profile. Besides this diversity, in every recording of ventilation at rest in a steady-state 
condition, breath to breath fluctuations are observed in ventilatory variables [3]. This 
variability is non-random and may be explained either by a central neural mechanism or by 
instability in the chemical feedback loops. Beyond this variability, everyone appears to select 
one pattern among the infinite number of possible combination of ventilatory variables and 
airflow profile [3]. Inspired by some prior works [94] [94] [95] on pattern recognition in EEG 
signals various approach were taken at the bringing to understand the possibility and 
requirement. Any collection of information generated by that person’s health may uniquely 
identify a person or a group of people which is crucial in the unique identification or creating 
a unique medical identity of people. Unique-identification based on the vital sign may add 
another dimension to the traditional fingerprint systems. Camera based unique identification 
can be inappropriate due to privacy concern. We propose a Doppler radar based non-contact 
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unique identification method which is capable of classifying people based on their vital sign 
parameters.  
 Abnormal breathings have some distinctive patterns which are indicative of specific 
health disorder. Breathing could be normal, Cheyene-stokes, central neurigenci- 
hyperventilation, ataxic-breathing, and cluster-breathing to cite some examples. Simple 
inspection of the respiratory cycle, rate, rhythm, inspiratory volume, and effort of breathing, 
are useful parameters in finding any abnormality. 
 
 
 
 
 
 
 
 
Figure 4.4 Doppler radar vital sign measurement assembly is shown. The quadrature receiver 
includes RF mixer and dividers. 
Finding differences in normal breathing from person to person needs further careful analysis 
and observation which is the prime motivation of our work. However, these abnormalities are 
relatively easier to detect since each one shows a definitive pattern. 
 Useful features can be extracted, and a neural network can be trained for classifying 
the signals. This classification can represent a unique identification of the person or a group 
of persons. Recall a typical CW quadrature Doppler radar system is shown in Figure. 4.4 
The output of the quadrature receiver channels is, 
𝐵𝐼(𝑡) = 𝑉𝐼 + cos (∅ +
4𝜋𝑥(𝑡)
𝜆
) 
𝐵𝑄(𝑡) = 𝑉𝑄 + 𝑐𝑜𝑠 (∅ + (4𝜋𝑥(𝑡))/𝜆) 
where  𝑉𝐼 , 𝑉𝑄 are dc offset voltages, ∅ is phase noise,  𝜆 is wavelength and 𝑥(𝑡) is chest 
displacement. After performing linear demodulation, the baseband output can be 
approximated as, 
x(t) 
(4.1) 
(4.2) 
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B(t) ≈ AB (4πx(t)/λ + ∆∅(t) ). 
AB, ∆∅(t) are baseband signal amplitude, and phase noise respectively. For each person  
𝑥(𝑡)  varies from person to person. For n persons in an experiment will have displacement as  
𝑥1(𝑡),  𝑥2(𝑡), 𝑥3(𝑡), … 𝑥𝑛(𝑡). 
Artificial neural networks are usually presented as systems of interconnected units 
called perceptron which launch messages to each other. The connections have numeric 
weights that can be adjusted based on experience, making neural nets adaptive to inputs and 
skilled of learning. While neural networks are a system of many neurons, a single neuron’s 
input and output can be modeled as in equation 4.4 and 4.5. 
 
𝑢𝑘 = ∑ 𝑤𝑘𝑗𝑧𝑗
𝑚
𝑗=1  
𝑦𝑘 = 𝜑(𝑢𝑘 + 𝑏𝑘) 
 
where 𝑧1, 𝑧2, 𝑧3, … , 𝑧𝑚 are the input signals or features, and  𝑤𝑘1, 𝑤𝑘2, 𝑤𝑘3, … , 𝑤𝑘𝑚 are the 
synaptic weights of neuron k. The variable 𝑢𝑘 is the output generated by the linear combiner, 
𝑏𝑘 is bias vector, and 𝑦𝑘 is the output of the neuron k. This output is achieved once the 
function 𝜑(. ) is operated on the input. This function is called the squashing function.  
Combination of such unit neurons creates a neural network that can classify or estimate a 
function following the principal of minimizing error between estimated outputs to expected 
output for a given set of input features [89]. 
4.3.1 System setup 
 A 2.4-GHz quadrature Doppler radar system was used for the experiment. The 
measuring system included a signal generator and the following off-the-shelf coaxial 
components: transmit and receive antennas (Antenna Specialist ASPPT2988), two 0° power 
splitters (Mini-Circuits ZFC-2-2500), one 90° power splitter (Mini-Circuits ZX10Q-2-25-
S+), and two mixers (Mini-Circuits ZFM-4212). The retrieved signal from a human subject is 
split and fed into two mixers. The local oscillator is connected to a quadrature power divider, 
providing in-phase and quadrature versions of the signal, after down conversion filtering and 
amplification. Finally, the data is recorded by data acquisition device for further signal 
(4.3) 
(4.4) 
(4.5) 
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processing with MATLAB. The two channel output signals were pre-conditioned by SR560 
low-noise amplifiers. Although a reasonably large dataset is recommended, as a proof of 
concept data from three individuals were collected for 15 minutes. There were no notable 
strong physiological differences among the subjects. Each person’s collected data was 
segmented 45 sec epochs for feature extraction.  
4.3.2 Feature extraction 
 For each person 19 windows, each containing 45 seconds of data were used for 
training the neural network. Three features were extracted from each window/epoch as 
described in the following text: 
 1) Peak power spectral density  
Power spectral density (PSD) describes how the power of a signal or time series is distributed 
over the different frequencies. 
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where t denotes time variable, E denotes the expected value, T is a time interval, f indicates 
frequency, and x(t) is signal component whose power spectral density is to be determined. 
The frequency of peak was selected as one of the features. 
 2) Packing density 
A parameter could identify the differences in inspiratory and expiratory duration from person 
to person called packing density. To calculate packing density first the minimum value of the 
signal segment was calculated. That value was added to the signal to transform the signal 
window as a non-zero envelope. Integration was performed to find out the area covered. The 
integrated value was divided by the area of the bounding box of the signal segment.   
 3) Linear envelope error 
By observing respiration signals, we can see that respiration cycles have slightly variable 
peaks. These peaks might show some patterns and will vary person to person. After 
determining the local maximum points, a linear fit is determined.  The deviation for each 
peak from the fit line was summed as a distinct feature of each window.   
  
(4.6) 
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Figure 4.5 Epoch features for neural network training are illustrated. a)  Time series of 
respiration record b) Power spectral density c) Peak line fit and error d) Packing density [4] 
[79].  
4.3.3 Method and results 
 A three layer (input, output and hidden) neural network was trained using 
Levenberg- Marquardt back propagation algorithm in MATLAB to perform classification 
task. There were six neurons in the system, 3 in the input layer, 1 in output and 2 in the 
hidden layer. Overall regression coefficient was in neural network training was 0.954 having 
a potential of good classification. Training converges with six validation stops with mean 
squared error 0.01. For testing the performance of the trained network, a different set of data 
were collected at a different time. A total of 43 set of data each having 45 seconds of epoch 
were collected from the three persons. The saved trained network was then tested against 
(d
) 
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these new data which did not have any part in network training. A confusion matrix shows 
the classification performance. Person-1 and person-3 have classified accurately. However, 
out of 17 data from person-2, four were misclassified as person-3. 
  
Table 4-1. Respiration segment features 
 
Packing density 
Frequency of 
maximum spectral 
power (Hz) 
Linear regression error in 
peak fit (mV) 
Person 
0.521341 0.213298 0.170702 P1 
0.517554 0.191968 0.038110 P1 
0.406263 0.213298 0.010226 P1 
….. ….. …….  
0.312932 0.277287 0.019954 P2 
0.369265 0.277287 0.067173 P2 
0.354366 0.234627 0.090660 P2 
….. ….. ……  
0.499702 0.234628 0.027535 P3 
0.473084 0.234628 0.019782 P3 
0.4183060 0.2346208 0.0136630 P3 
 
Table 4-2 Unique identification testing results in a confusion matrix [4] 
 
 Person 1 Person 2 Person 3 Success 
Person 1 7 0 0 100 % 
Person 2 0 13 4 76.4% 
Person 3 0 0 17 100% 
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 Doppler radar is investigated as a unique human identifier with more than 90% 
success rate. A three-layer back propagation neural network classifier is used to identify 
individuals based on their breathing patterns. Peak power-spectral-density, packing density, 
and linear envelope-error are three parameters of the breathing used for identification 
purpose. In addition to recognition, artificial neural network based automatic classifiers will 
be very useful in the diagnosis of diseases and physiological conditions. 
4.4 Conclusion 
 Radar technology can provide non-contact, low cost, fast, unique identification 
solution with no privacy violation as is in camera-based systems. 
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CHAPTER 5.  MOBILE 
PLATFORM RADAR 
 This Chapter presents an investigation of mobile non-contact vital sign monitoring 
device for short range application. The radar module is mounted on a programmable linear 
stage, and an optical tracking system monitors precise stage movements. The motion artifacts 
due to radar system’s mobility are removed using IIR filter and adaptive noise cancellation 
techniques. The system is capable of extracting respiration rate even in the presence of radar 
module motion. In many applications, vital sign measurement from a mobile platform will be 
very useful, i.e., using the unmanned vehicle as a first responder in battlefield including other 
military and medical applications. The experiments and theoretical techniques provide a 
baseline that can be potentially used to measure vital signs from any arbitrarily moving radar 
system.  
 As mentioned in earlier chapters, vital sign detection from mobile radar system is 
challenging due to possible aliasing, phase distortion, and occurrence of a null point [97]. 
These problems occur due to variable traveling distance from radar antennas and target. If 
tracked radar motion is simple and precisely detected, IIR filtering techniques could remove 
the motion artifact. However, in cases of extreme aliasing advanced noise cancellation 
techniques are required. Some works have been published addressing motion artifact due to 
hand shake for Doppler radar sensors. One way of tackling this problem is using a sensor 
node [6]. Empirical mode decomposition techniques were discussed for removing fidgeting 
interference in Doppler radar life signs monitoring devices [7].  This chapter presents further 
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analysis of the noise compensation not only for transmit antenna, but also the whole radar 
module for continuous motion of larger amplitude to use the system in vehicle mounted 
devices. Sensor node technique is not always feasible because it requires additional 
equipment nearby a subject. In EMD method intrinsic mode functions (IMFs) should be 
selected by the programmer which is not always achievable, and it is more computationally 
complex. 
5.1 Platform motion compensation 
 In a mobile Doppler radar, received data has two motion signature one coming from 
radar itself and the other from the human respiratory effort. Experimentally the movement of 
the radar is determined using the optical tracker. Further advanced filtering techniques can be 
applied to filter the net effect of radar movement and extract heart rate in addition to 
respiration rate. The experimental assembly including radar system has been shown in Figure. 
5.1. The local oscillator generates 2.4 GHz signal which is transmitted through the antenna, 
the reflected signal from the subject whose vital signal is to be measured is then mixed with 
local oscillator signals to generate quadrature outputs.  The output signals 𝐵𝐼(𝑡) and 𝐵𝑄(𝑡) of 
the radar system are given by [96],  
 
                                  BI(t) =  ABIcos (θ +
4πx(t)
λ
+ ∆∅(t − d(t)/c))                                (5.1) 
                                BQ(t) = ABQsin (θ +
4πx(t)
λ
+ ∆∅(t − d(t)/c))                                 (5.2) 
                                                 x(t) = x1(t) − x2(t)                                              (5.3) 
                                                        d(t) = |d0 + x1(t) − x2(t)|                                        (5.4) 
 
where 𝜃, 𝜆, and ∆∅ represent constant phase shift, wavelength and residual phase noise of the 
oscillator. Fixed phase shift depends on the nominal distance between the target and radar 
antenna. 𝑥(𝑡) is composed of two displacements, one coming from the human respiratory-
effort and the other from radar’s movement itself which are denoted by 𝑥1(𝑡) and 𝑥2(𝑡) 
respectively. d(t) is the distance between target and radar at any given time, and   𝑑0 denotes 
the nominal distance between the radar and target. After filtering, amplification, and 
performing linear demodulation the received baseband signal can be approximated by [96], 
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                                            B(t) ≈ AB (
4πx(t)
λ
+ ∆∅(t)).                                             (5.5) 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Mobile quadrature Doppler radar system. The transceiver is mounted on a linear 
stage which can move the radar. 
 
5.2 Motion compensation experiment 
 A 2.4-GHz quadrature Doppler radar system was used for the test. The assembly 
included a signal generator and the following off-the-shelf coaxial components: transmit and 
receive antennas (Antenna Specialist ASPPT2988), two 0° power splitters (Mini-Circuits 
ZFC-2-2500), one 90° power splitter (Mini-Circuits ZX10Q-2-25-S+), and two mixers (Mini-
Circuits ZFM-4212). The reflected back signal from a human subject is split and fed into two 
mixers. The local oscillator paths that are connected to mixers have 90-degree phase shift, 
providing in-phase and quadrature versions of the signal. Finally, the data is recorded by data 
acquisition device for further signal processing with MATLAB. Both DC and AC couple 
measurements were taken. The two channel output signals were pre-conditioned by SR560 
low-noise amplifiers. Radar transceiver was mounted on a precision linear stage (Single-Axis 
𝑥1(𝑡) 
𝑑(𝑡) 
Linear stage 
𝑥2(𝑡) 
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Series CDS-3310) from Galil that provided motion in front of the human target. The linear 
stage was programmed to have periodic motion with 0.2Hz, 1.2Hz and 2Hz frequencies. The 
amplitude of the motion was 4mm (8 mm displacement).          
 For capturing the motion of the radar system, an infrared camera based tracking 
device has been utilized. The tracking system is designed by Advanced Real-time Tracking 
(ART). Their images are processed to identify and calculate possible marker positions with 
high precision; a mean accuracy of 0.04 pixels is typical in ART tracking systems.  
 For testing and respiration measurement a human subject was sitting stationary in a 
chair and breathing normally. A conventional respiratory belt transducer (contains a piezo-
electric device) is strapped around the chest to derive breathing rate. The human subject was 
1 meter away from the radar transceiver reference point. The output from the Doppler radar 
system, optical tracking system, and respiratory belt transducer was connected to SR560 low-
noise amplifier via coaxial connectors. A National Instrument data acquisition tool was used 
to record and synchronize data from various sensors.    
 While the radar was moving in 2 Hz and 1.2 Hz, IIR low pass filters showed good 
results in extraction of respiratory rate showing an exact match with a respiratory belt. A 4th 
order Butterworth filter was applied that returns the filter coefficients of low pass digital 
infinite impulse response (IIR) filter. The filter coefficients are generated based on the cut-off 
frequency approximation from the tracked motion of the radar. As shown in Figure 5.2 and 
Figure 5.3, the effect of the radar motion was filtered out successfully to extract respiration 
rate for 1.2 Hz and 2 Hz radar movements. However, with 0.2 Hz motion fixed IIR filters 
were not very useful due to extreme aliasing as respiration rate was roughly about the same. 
An adaptive noise cancellation (ANC) filter was applied to this case. Adaptive filtering 
results in optimal noise reduction without distorting the signals as could be the case with 
single-linear filtering. Least mean square algorithm is employed for ANC due to its simplicity 
and real-time capability with 0.008 constant step size and an order of 8. The results are shown 
in Figure 5.4 [5]. 
5.3 See-through-the-wall (STTW) life sign detection from a mobile 
platform 
 A through wall radar has many civil and military applications, for instance, in rescue 
missions, behind-the-wall target detection, surveillance, and reconnaissance. UWB for short- 
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range radar imaging has been researched for remarkably fine range resolution, high power 
efficiency due to low transmit duty cycle, low probability of detection, low interference to 
 
Figure 5.2 Linear stage mounted radar system moving with 2 Hz sinusoidal having 4 mm 
amplitude. a) Linear demodulated the signal from radar system b) radar displacement (mm) 
from the nominal reference position with infrared tracking system c) comparison of extracted 
respiration rate using IIR filter (blue) and respiratory belt transducer (red) [5].  
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Figure 5.3 Radar system is moving with 1.2 Hz sinusoidal having 4 mm amplitude [5]. 
 
 
 
 
 
Figure 5.4 Mounted radar system running with 0.2 Hz sinusoidal having 4 mm amplitude. a) 
Linear demodulated the signal from radar system b) radar displacement (mm) from nominal 
reference position c) plot showing respiration rate from ANC (black) filter, IIR notch filter with 
0.2 Hz center (red) and chest belt (blue) reference. In extreme aliasing case (0.2 Hz radar 
motion) ANC showed much better performance in respiration measurement [5]. 
legacy systems, and ability to detect moving or stationary targets [97]. Some STTW radars 
are reported in the literature [98]. However, none presents a mobile platform scenario. 
5.3.1 Theory of mobile STTW radar 
 Doppler and UWB STTW radar research comprises complex propagation channel 
modeling based on real-world urban environment expectations and multiple wall scenarios. 
Advanced algorithms for real-time vital signs detection and high-resolution imaging 
algorithms, antenna arrays and multiple receivers for increased resolution and estimation 
accuracy, passive exploitation of environmental signals, and compact radio integration 
technologies are employed [99] [13]. Clutter and motion isolation hampers these 
technologies, as well as persistent wide band hardware challenges,  limits the field 
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deployment [29] [100] [101]. Wall loss, hardware, regulations, and the probability of 
detection also influence the transmit power levels, frequencies, and modulation choices, 
ultimately limiting the effectiveness of any radar. Some other works deal with the localization 
problem of behind-wall stationary human that achieve human location by life-sign detection 
and ellipse-cross localization [97]. This part of the thesis is inspired by the fact that through 
wall vital sign detection may be required from a mobile platform to get a faster measurement 
on the go.  In previous chapter vital sign detection from a mobile platform was demonstrated. 
High precision cameras were used to characterize platform motion, in other words, the signal 
components proportional to positional variation were determined. Using cameras is not a 
viable solution for a practical scenario. The next chapter will discuss Frequency shifting tags 
(low-IF tags) to extract signal components due to the unwanted motion. The tag will be 
placed on a side and slightly behind the human target hiding it from the field of view of 
target’s reflection so the tag can only see platform motion. However, through wall systems 
cannot take advantage of tag because the tag needs to be placed physically beyond the wall. 
There is no optimum position where the tag only sees platform motion. The tag will be 
uncovered to the reflections coming through the wall from the subject [97].     
Enough information about the motion artifact is required to apply adaptive filters 
successfully, or other motion compensating algorithms.  Ultrasonic distance measurement 
sensors can range based on echo bounced from an obstacle. Ultrasonic sensors are 
inexpensive and seemingly an affordable solution to uniquely identify one-dimensional 
platform motion in through wall measurements from a mobile platform. The distance of wall 
to radar transceivers measured by these sensors provides a means to sense the positional 
variations of radar platform.  
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Figure 5.5 See through wall vital sign detection for a stationary human target and stationary 
radar using continuous wave radar [1]. Ultra-wide band (UWB) pulse radars also used for 
STTW applications [97]. 
Ultrasonic sensors can be an alternative to low-IF tag for platform motion measurements.  
This work includes an ultrasonic sensor for acquiring platform’s motion information.   
Doppler theory states that a time varying periodic motion with net zero velocity will 
modulate the phase of received signal.  
As shown in Figure 5.5, this phase can be expressed as  
                                                      ∅(𝑡) =   
4𝜋𝑥(𝑡))
𝜆
                                                              (5.6) 
where 𝜆 is wavelength and x(t) is the periodic movement of the target.  However, the received 
signal can be altered with multiple sources of motions, including the motion of the radar 
itself. Since the experiment is carried in a place where radar is confined in walls. Signal 
bounced off the walls from moving radar modulates the phase in a similar manner. The 
received signal can be represented in a general expression as,               
                                                   𝑟(𝑡)⃗⃗⃗⃗⃗⃗⃗⃗ = ∑ 𝑟𝑖(𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
𝑛
𝑖=1                                                                   (5.7) 
The integer i is an index of moving bodies in the experiment scenario. Figure 5.6 illustrates 
the see-through-the-wall system. When considering a single axis movement, the total 
received echo can be expressed as is, 
 𝑅𝑚(𝑡) = 𝐴𝑠 𝑐𝑜𝑠 (2𝜋𝑓𝐿𝑂𝑡 + 𝜃 +
4𝜋(𝑥1(𝑡) + 𝑥2(𝑡))
𝜆
+ ∆∅(𝑡 −
𝑑𝑛(𝑡)
𝑐
)) 
                                                     𝑑𝑛(𝑡) = 𝑑0 + 𝑥1(𝑡) − 𝑥2(𝑡)                                              (5.8) 
where 𝑥1(𝑡) , 𝑥2(𝑡) , 𝑑0  , 𝑓𝐿𝑂   are target motion, radar platform motion, nominal distance 
between the target and radar, and oscillator frequency respectively. However, the intensity of 
radiation transmitted depends on several things, the wavelength of the radiation, the intensity 
of the radiation hitting the barrier, the chemical composition of the barrier, the physical 
microstructure of the barrier, and the thickness of the barrier. Since a great deal of RF 
radiation is reflected and scattered by the obstacle, therefore, any through wall experiment 
will require more input RF power for penetration which can be controlled during experiments 
given the wall parameters are fixed.  
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5.3.2 Experiment 
   A 2.45-GHz quadrature Doppler radar system was implemented for the 
experiment. A USB signal generator from Trinity Power Incorporated (TPI) was used along with 
following off-the-shelf coaxial components: transmit and receive antennas (Antenna Specialist 
ASPPT2988), two 0° power splitters (Mini-Circuits ZFC-2-2500), one 90° power splitter (Mini-
Circuits ZX10Q-2-25-S+), and two mixers (Mini-Circuits ZFM-4212). The 
 
 
 
 
 
 
 
 
Figure 5.6 See-through wall visualization with Doppler radar transceiver. The radar is on a 
mobile platform. A mechanical target (chest phantom) can be moved on a linear stage [97].  
echo signals from the wall and mechanical target behind the wall are received in receive 
antenna. The net received signal is divided and fed into two mixers. A quadrature receiver is 
constructed using the two channels coming from the mixer’s output. Following the down 
conversion, filtering, and amplification further signal processing are performed in MATLAB. 
A single drywall is used as the obstacle that creates a partition between the radar and the 
target (a chest phantom). Linear stage controlled by Galil DMC 3100 was used to move the 
radar and the mechanical target (chest phantom). Radar platform and mechanical target were 
set 0.5 m away on the opposite sides from the wall. A US-016 ultrasonic ranging module was 
used to capture the motion of the platform. The sensor’s dynamic range is up to the supply 
voltage with 3 meters ranging capability in 1 mm resolution. The linear stage containing the 
radar modules was programmed to move in a simple oscillating mode in one dimension (back 
and forth) Extraneous motion was introduced on top of the base motion by shaking and 
moving the linear stage. Both ultrasonic sensor and radar outputs voltages that are 
proportional to the positional differences between target and the radar transceiver. Since the 
radar and ultrasonic sensors are different devices and their measurement principle is different, 
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Q - Ch 
0 
90 
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𝑥2(𝑡) Mover 
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it requires further work to calibrate the sensors to one another. Regardless the radar and 
ultrasonic sensor data were captured by the same DAQ. Hence, they were well synchronized. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.7 Flow chart is showing motion compensation procedure. Radar output is continuously 
checked against a threshold. Motion compensation is only performed on the data that is within 
the limit. Various motion compensation techniques are applied such as spectral filtering, 
adaptive noise cancellation, or sometimes fixed filtering [97].  
 
Figure 5.8 Through wall experiment in the laboratory [97]. 
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For quick testing, it is possible to perform frequency domain processing since the 
output shapes are similar to platform motion. However, beyond some threshold radar signals 
get saturated and conventional demodulation techniques become invalid due to the non-
linearity introduced. So the boundary conditions must be defined, and motion compensation 
can be performed within the limit of the threshold. Figure 5.7 shows the flowchart of motion 
compensation (MC) procedure. It is required that valid times are picked to perform filtering 
and discard the rest which is shown in Figure 5.9.  
 
 
 
Figure 5.9 Implementation of the adaptive algorithm as shown in Fig. 5.8. Any turbulent motion 
causes the radar signal to be severely saturated and throws in the nonlinear region for that is 
not suitable for vital sign detection. The filtering only takes place when the motion is within the 
limit of the threshold, (a) shows the output of the radar for a two-minute span of time, (b) shows 
the same for ultrasound sensor. 
The green marked times are suitable for processing.  A segment from 100 s to 120 s in Figure 
5.9  has been selected for filtering. Performing FFT on both ultrasound sensor and radar 
signal it is evident that a 1 Hz signal is present in both which is the base motion of the 
platform. On the FFT plot, a 0.2 Hz component is present with a significant amplitude which 
is supposedly the motion of the mechanical target since radar could see through the wall.     
Vital sign detection for mobile radar system has been successfully tested for various cases. 
These experiments lead to the conclusion that once radar motion is known, applying filtering  
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Figure 5.10 Frequency response of radar output in (a), and ultrasonic sensor’s output in (b). 
Both outputs show that a common 1 Hz is present which is platform’s motion [98].  
 
 
 
Figure 5.11 Radar output is shown in (a) which comprises voltage output due to the motion of 
platform and target. (b) shows the output of ultrasonic sensor capturing voltage due to platform 
motion, and (c) is the output of filtering of platform motion from the radar output resulting in 
the voltage proportional to the motion of the target which fairly compares well with the 
reference of the target [97].   
 
algorithms vital signs can be detected. Butterworth IIR filter and adaptive filter are used for 
radar movement cancellation. The infrared tracking system is employed for tracking radar 
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module movements and training the adaptive filter. By applying filtering techniques desired 
motion signature can be traced even in the presence of unwanted radar module motions. The 
analysis and experiments are conducted to demonstrate the feasibility of vital sign detection 
through a wall when the device is in motion. 
Ultrasonic distance meter sensor is used to compensate for unwanted motion 
simulated with a mechanical target. Adaptive noise cancellation technique enables to 
combine platform movement information and behind the wall radar data to cancel unwanted 
motion from radar data.  
5.4 Conclusion 
 This chapter presented theory and experiments of mobile Doppler radar for vital sign 
measurement. Upon characterizing the platform motion it can be subtracted from composite 
signal (representing vector summation of chest wall motion and platform motion), and thus 
the motion of interest (related to vital signs) can be extracted.   
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CHAPTER 6.  LOW-IF TAG 
BASED COMPENSATION 
This chapter presents low intermediate frequency (IF) techniques for non-invasive 
detection of vital signs from a mobile short-range Doppler radar platform. Stationary 
continuous wave Doppler radar has been used for displacement measurement and vital signs 
detection. However, on mobile platform measurements become challenging due to motion 
artifacts induced by the platform. In an earlier chapter, it was shown that motion of the radar 
module was determined using cameras installed on site. However, practical mobile 
monitoring applications would preclude the use of such stationary cameras. In the chapter, 
research effort presents the development and implementation of an RF tag and a low IF radar 
architecture with an adaptive noise cancellation technique to extract desired vital signs 
motion information even in the presence of large platform motion. 
6.1 Low IF Background 
Previous research addressing motion artifacts due to a subject’s extraneous body 
movement has been reported [100] [101]. Random body movement cancellation with 
complex signal demodulation has shown promising results [101]. The technique in [101] 
requires two identical radars sitting on opposite sides of the human torso which limits its 
usage, e.g., a subject lying on the ground. Applying this technique to a mobile platform 
requires two identically moving radars from opposite sides of a subject which may not be 
practical. 
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Life signs detection from a mobile platform is a new topic in literature. Researchers 
have investigated artifacts due to the shake of a hand-held radar sensor [6], and a sensor node 
architecture has been demonstrated to solve the interference problem [6]. However, this 
technique is not always feasible; it may result in poor SNR due to the use of an over-the-air 
local oscillator signal. Empirical Mode Decomposition (EMD) has been investigated as a 
technique for removing fidgeting interference in Doppler radar life signs monitoring devices 
[7]. EMD intrinsic mode functions (IMFs) were selected manually though, which is not 
always possible and involves a good deal of computational complexity.  
This experiment focus is the analysis of noise compensation methods suitable for the 
motion of the whole radar system, which can be applied to large amplitude motion as would 
be expected in vehicle mounted applications. The original idea of this experiment is inspired 
by prior work [8] [9] where motion artifact cancellation for a moving target (stationary radar) 
was investigated via the use of a harmonic radar tag which provided a reference signal for the 
motion content to be canceled. The harmonic tag and receiver uniquely identified a tagged 
moving subject in the presence of multiple motion sources and facilitated cancellation of tag-
related motion to isolate the remaining motion within the radar’s view [8] [9] which was due 
to a second, untagged mover.  Low-IF system architectures have also been investigated for 
CW [102] and pulse Doppler radar [103] [104]. In theory, it is possible to apply the same 
principle to track and cancel radar platform motion instead of the motion of the second 
moving target. Two distinct applications of RFID tags for motion cancellation have been 
shown in Figure 6.1. Figure 6.1(a) depicts a stationary radar and a stationary subject. Figure 
6.1(b) illustrates a case where the tag is attached to the chest to cancel extraneous motion, but 
the radar is stationary. Figure 6.1(c) shows the proposed application, where the radar itself is 
in motion. In this case, radar platform motion compensation is performed without attaching a 
tag to any moving object, but instead placing it stationary near the subject (Figure 6.1(c)). 
While this could be done using harmonic tags, these commonly require a complex system 
architecture with two receivers [8], as was done when this approach was studied for the 
tagging of a moving target.   
This thesis proposes a frequency shifting tag method that only requires one receiver 
[96]. The frequency shifting tag is essentially a low intermediate frequency technology. The 
reflection from a stationary tag can be used to isolate and track the random motion or drift 
information of the moving radar platform. Tags which induce a small frequency offset 
combined with a low IF system offers paramount flexibility as opposed to harmonic tags. 
With a low IF system, one front-end can be used to uniquely decode reflections from multiple 
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tags with distinct offsets which theoretically leads to the identification and measurement of 
multiple sources of motions. In a harmonic tag system, multiple receiving antennas and 
circuits are required, and feasible measurements can likely only be made up to a few 
harmonics. Using low IF tags, multiple subject isolation or tracking of a specific motion (i.e., 
radar motion) can be done by each tag shifting and reflecting the incident frequency by a 
unique amount. Decoding of all sources of motion can be done using multiple IF band pass 
filters that lead to unique identification and measurement of each motion source [9]. 
Low intermediate frequency (IF) methods have been used for dc offset management, 
and flicker noise reduction [105] [9] [102]. Some results investigating multiple-target motion 
compensation techniques for vital signs detection have been published [8]. When platform 
motion data (i.e., displacement, acceleration) is known, vital signs can be detected by filtering 
out the components introduced due to radar motion. This subtraction can be direct, spectral, 
or achieved through adaptive filtering [8] techniques or a combination of these methods. It 
has been demonstrated that if radar motion is simple and precisely tracked, filtering 
techniques could remove the motion artifact [97].  
However, in cases of extreme aliasing, advanced noise cancellation techniques are 
required [5]. An adaptive filtering technique was employed in one of the test cases. In [5] 
high precision infrared cameras were used in a lab environment to measure the motion of the 
mobile radar platform. However, in practical applications, a system is needed that can 
determine the motion or vibration of the mobile platform on the fly. Practical applications for 
the work proposed here include vital signs radars mounted on unmanned aerial vehicles to 
measure vital signs in search and rescue operations or for monitoring wildlife activities, 
where arranged precision cameras would be impractical. Real-time onboard processing will 
also be crucial for such systems.  
This chapter introduces a low IF tag (small, portable RF device) based method for 
platform motion assessment and cancellation in life signs detection from mobile radar 
systems. The use of simple scattered tags (disposable) promotes the possibility of life signs 
measurement from radar mounted on a vehicle. Tags can be made very small, lightweight, 
portable, and wireless providing a practical solution for field applications. 
Radar transceiver movement will modulate the received signal, just as the target 
motion will. If the movement is small in displacement, and thus phase, small angle 
approximation can be applied for demodulation [5]. This approximation is valid in simple 
cases where the motion is one-dimensional [5]. Even the experiment is demonstrated for a 
linear one-dimensional scenario. However, the analysis can be extended to a spherical 
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coordinate system for multiple dimensions. 
 
     
Figure 6.1 Application of RFID tagging in Doppler radar motion sensing. A stationary radar 
and subject, (a), a subject tagged to cancel (ignore) unwanted hand movement, (b), and the 
proposed system where the radar itself is in movement, (c), are shown. In (c), the stationary tag 
is used to find the radar motion and cancel it from another motion measurement [97]. 
 
A complex vector model can be designed to map physical motion and electrical signal 
strength for three-dimensional cases since received signal strength is a function of effective 
radar cross section [5].   
6.2 Theory of operation of low-IF motion compensation tag 
Figure. 6.2 gives an illustration of life signs detection from a mobile radar platform. 
The null distortion problem in the Doppler radar receiver can be addressed by using a 
quadrature receiver [68]. Linear and arctangent demodulation combine two channels and 
select the optimum channel at any given instance. Linear demodulation is a straightforward 
procedure of projecting the two-dimensional baseband data to a single dimension through 
linear combination, maximizing variance in the data and suppressing redundant information 
[4] [9]. With the linear demodulation technique, the small signal approximation is valid for 
the received data that will directly relate motion that modulates the phase. However, the 
received radar signal has two components: one coming from the radar itself and the other 
Tag 
Tag 
(a) 
(b) 
(c) 
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from human target’s cardiorespiratory effort. After detecting the modulation component due 
to the radar platform displacement or vibration, advanced filtering techniques can be applied 
to filter the net effect of radar movement, thus allowing extraction of heart or respiratory rate. 
The local oscillator generates an RF signal which is transmitted through the antenna; 
the reflected signal from the subject whose vital signs are to be measured is then mixed with 
local oscillator signals to generate quadrature outputs.  The output baseband signals 𝐵𝐼(𝑡) and 
𝐵𝑄(𝑡) of the radar system are given by, 
 
 
 
 
Figure 6.2 Mobile quadrature Doppler radar system. The transceiver is mounted on a linear 
stage which can move the radar. BB refers to baseband [96].  
  
 
                   𝐵𝐼(𝑡) ≈  𝐴𝐵𝐼 𝑐𝑜𝑠 (𝜃 +
4𝜋𝑥(𝑡)
𝜆
+ ∆∅ (𝑡 −
𝑑(𝑡)
𝑐
))                                        (6.1) 
                   𝐵𝑄(𝑡) ≈ 𝐴𝐵𝑄 𝑠𝑖𝑛 (𝜃 +
4𝜋𝑥(𝑡)
𝜆
+ ∆∅ (𝑡 −
𝑑(𝑡)
𝑐
))                                         (6.2) 
                                      𝑥(𝑡) = 𝑥1(𝑡) − 𝑥2(𝑡)                                                                    (6.3) 
                               
                                                𝑑(𝑡) = 𝑑0 + 𝑥1(𝑡) − 𝑥2(𝑡).                                             (6.4)                       
 
where 𝜃, 𝜆 and ∆∅ represent constant phase shift, wavelength and residual phase noise of the 
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oscillator. 𝐴𝐵𝐼 and 𝐴𝐵𝑄 are the baseband amplitude of quadrature channels which are 
functions of receiver gain and mixer conversion losses [2]. Steady phase shift depends on the 
nominal distance between the target and the radar antenna. 𝑥(𝑡) is a composition of two 
displacements, one coming from the human torso displacement due to respiratory effort, and 
the other from radar’s movement itself, which are denoted by 𝑥1(𝑡) and 𝑥2(𝑡) respectively, 
while d(t) is the distance between target and radar at any given time, and   𝑑0 denotes the 
nominal distance between the radar and target [5]. After filtering, amplification, and 
performing linear demodulation the received baseband signal can be approximated by, 
 
𝐵(𝑡) ≈ 𝐴𝐵 (
4𝜋𝑥(𝑡)
𝜆
+ ∆∅(𝑡)). (6.5) 
 
𝐴𝐵 is the baseband gain of demodulated signal. While 𝑥(𝑡) is the resultant of two 
motions, once the radar’s motion is identified the other (respiratory) motion can be 
determined using fixed or adaptive filtering techniques. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.3 RF tag device includes a mixer, an on-board oscillator, and an antenna [96].  
 
A new RF-based method using an RF tag can be used to track platform motion. The 
RF tag is essentially a lightweight, a small device that can be dropped or set in the field of 
view of the radar on a mobile platform, but the tag is unaffected by the motion of the subject 
being measured. The device can be a passive or active node that is coherent with the local 
oscillator (with frequency 𝑓𝐿𝑂) and able to shift the local oscillator frequency to an 
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intermediate extent. The tag antenna will receive the transmitted signal and mix it with a 
generated IF signal (with frequency 𝑓𝐼𝐹 ).  
The output of the mixer will then be transmitted back to the receiver. When the tag is 
stationary, the down-converted signal should contain the IF signal which is modulated only 
by the motion of the mobile platform. The proposed tag circuit is shown in Figure 6.3. Figure 
6.2 shows the complete system architecture with the tag. Note that the tag is placed beside the 
subject, so that reflected signal from the human torso poses minimal interference to the tag 
signal. The total received signal in the radar receiver has essentially two components, one up-
converted signal coming from the tag and the other baseband signal reflected from the human 
torso. When the RF signal is mixed with a local oscillator and filtered, we can separate both 
baseband data and intermediate frequency components. The mathematical analysis is shown 
in following equations. The IF component includes only the motion of radar platform. Signal 
reflected of human torso can be modeled as [97], 
 
𝑅𝑠(𝑡) = 𝐴𝑠 𝑐𝑜𝑠 (2𝜋𝑓𝐿𝑂𝑡 + 𝜃 +
4𝜋(𝑥1(𝑡) + 𝑥2(𝑡))
𝜆
+ ∆∅(𝑡 −
𝑑1(𝑡)
𝑐
))                          (6.6) 
 
                                              𝑑1(𝑡) = 𝑑0 + 𝑥1(𝑡) − 𝑥2(𝑡)                                                    (6.7) 
 
where 𝑥1(𝑡) and 𝑥2(𝑡) are the human torso displacement due to respiratory effort and 
platform motion respectively. Quantities d0 and 𝑑1(t) are the nominal distance and variable 
distance between the radar receiver and human torso. 𝐴𝑠 is the amplitude of the torso 
reflected signal, and c is speed of light. Frequency 𝑓𝐿𝑂 is RF local oscillator frequency and 
𝑓𝐼𝐹 is the low IF frequency. Reflected signals from the tag can be modeled as [97], 
 
          𝑅𝐼𝐹+(𝑡) = 𝐴𝐼𝐹𝑐𝑜 𝑠 (2𝜋(𝑓𝐿𝑂 + 𝑓𝐼𝐹)𝑡 + 𝜃 +
4𝜋𝑥2(𝑡)
𝜆
+ ∆∅(𝑡 −
𝑑2(𝑡)
𝑐
))                                                                                      (6.8) 
            𝑅𝐼𝐹−(𝑡) = 𝐴𝐼𝐹𝑐𝑜 𝑠 (2𝜋(𝑓𝐿𝑂 − 𝑓𝐼𝐹)𝑡 + 𝜃 +
4𝜋𝑥2(𝑡)
𝜆
+ ∆∅(𝑡 −
𝑑2(𝑡)
𝑐
))                                                                                     (6.9) 
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                                                𝑑2(𝑡) = 𝑑0 − 𝑥2(𝑡)                                                                 (6.10) 
 
d0 and 𝑑2(t) are the nominal distance and variable distance with radar receiver and tag. 𝐴𝐼𝐹 
is the amplitude of the tag reflected signal. Total superimposed received signal in radar 
receiver antenna is,  
 
               𝑅(𝑡) =  𝑅𝐼𝐹+(𝑡) + 𝑅𝐼𝐹− + 𝑅𝑠(𝑡).                (6.11) 
 
After mixing and filtering the baseband output of the quadrature radar is given by [97], 
 
𝐵𝐼(𝑡) ≈ 𝐴𝐵𝐼𝑐𝑜 𝑠 (𝜃 +
4𝜋(𝑥1(𝑡) + 𝑥2(𝑡))
𝜆
+ ∆∅(𝑡 −
𝑑1(𝑡)
𝑐
))                                          (6.12) 
and 
𝐵𝑄(𝑡) ≈ 𝐴𝐵𝑄𝑠𝑖 𝑛 (𝜃 +
4𝜋(𝑥1(𝑡) + 𝑥2(𝑡))
𝜆
+ ∆∅(𝑡 −
𝑑1(𝑡)
𝑐
)) .                                        (6.13) 
𝐴𝐵𝐼 and 𝐴𝐵𝑄 are the baseband amplitude of quadrature channels which are functions of 
receiver gain and mixer conversion loss [2]. Using linear demodulation and small signal 
approximation on 𝐵𝐼  , 𝐵𝑄 the baseband output will be like (6.5). 
The output of the IF filters is [97]: 
𝐼𝐹𝐼(𝑡) ≈
𝐴𝐼𝐹𝐼
2
[𝑐𝑜 s (2𝜋𝑓𝐼𝐹𝑡 + 𝜃 +
4𝜋𝑥2(𝑡)
𝜆
+ ∆∅(𝑡))
+ 𝑐𝑜 s (2𝜋𝑓𝐼𝐹𝑡 − 𝜃 −
4𝜋𝑥2(𝑡)
𝜆
− ∆∅(𝑡))]                                                 (6.14) 
and 
𝐼𝐹𝑄(𝑡) ≈
𝐴𝐼𝐹𝑄
2
[𝑠𝑖 𝑛 (2𝜋𝑓𝐼𝐹𝑡 + 𝜃 +
4𝜋𝑥2(𝑡)
𝜆
+ ∆∅(𝑡))
+ 𝑠𝑖 𝑛 (2𝜋𝑓𝐼𝐹𝑡 − 𝜃 −
4𝜋𝑥2(𝑡)
𝜆
− ∆∅(𝑡))].                                                (6.15) 
 
𝐴𝐼𝐹𝐼 and 𝐴𝐼𝐹𝑄 are doubled the amplitude of filtered and mixed components of IF inphase and 
quadrature phase signals. If with DC coupling, (6.1) through (6.15) will require some 
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modifications. 
It is interesting to note; the IF signal does not contain 𝑥1(𝑡) component since the tag 
is stationary and placed beyond the field of view of the torso reflected signal. We can view 
these equations as standard amplitude modulation with a carrier frequency of IF. The signal 
component due to platform motion 𝑥2(𝑡)  can be determined using envelop detection.  The 
hypothetical frequency domain plot is shown in Fig. 6.4. 
Now, 𝑥2(𝑡) can be measured by mixing the IF signal with a coherent IF LO with the 
exact same frequency and performing low pass filtering. This method is usually known as 
down conversion. With small angle approximation, the filtered output will be proportional to 
displacement. Since the tag is a remote device the only option is creating a software based 
mixing. Another way to find 𝑥2(𝑡) is to see the effect of motion on the low-IF signal. 
Traditionally, the received continuous wave signal is phase modulated which is demodulated 
by quadrature mixing with the LO signal [10] [106]. The modeling of CW radar system 
includes a stationary transmitter and receiver and a moving target with a zero net velocity. 
However, with a low-IF tag system, the net velocity of the target would be zero only from a 
frame of reference of an observer [107] [9]. From radar point of view, due to the presence of 
an IF beyond DC region, the 
  
 
 
 
 
 
 
Figure 6.4 Theoretical frequency domain response of the demodulated RF signal [96].  
 
radar is effectively looking at an object traveling radially at a speed corresponding to the IF.  
The challenge is to model this behavior and predict the resulting signal correctly. Fortunately, 
this behavior does resemble radar scattering by flying airplanes that have been studied and 
referred to as "jet engine modulation” [84] [9]. Reference [84] explains that moving or 
rotating surfaces on a moving target will have the same Doppler shift as the moving target, 
but will also impose amplitude modulation (AM) on the Doppler shifted return [84].  
Amplitude demodulation techniques can then be applied to the obtained Doppler 
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shifted return to obtain information about the moving surface. In radar signal, the amplitude 
appears as a voltage which is proportional to the displacement within the limit of small signal 
approximation [4]. For our work, we have only focused on the frequency components of the 
platform motion. Voltage to displacement conversion remains as our future work. Few 
assumptions were made for this work. One assumption is linear one-dimensional platform 
motion with frequency range much smaller than IF. In such a scenario, squaring the signal 
followed by low pass filtering (LPF) results in a signal proportional to radar motion. This 
method is called envelope detection throughout this paper.  
 
 
                                𝐼𝐹𝐼
2 
 
                                𝐼𝐹𝑄
2 
 
where kI  and kQ are the amplification factors relating to signal conditioning such as 
amplification and digital filtering.  One can perform arctangent demodulation of  MCI  and 
MCQ   to find out 𝑥2(𝑡).  However, this work used linear demodulation method to record a 
voltage proportional to displacement. Applying linear demodulation and small signal 
approximation we can find out the motion compensation signal as, 
 
                                                         MCsig ≃ (
4𝜋𝑥2(𝑡)
𝜆
+ ∅′(𝑡)).                                             (6.16) 
 
Note that the assumption in Fig. 6.4 is that the frequency component of the platform motion 
is band limited.  
A prototype of a RFID tag was simulated and fabricated to measure the motion of the 
setup. The circuit was made as shown in Figure 6.5. An oscillator from linear technology 
(LTC6900) was chosen to generate intermediate frequency LO signal and configured to 
generate 1515 Hz. For mixing, a Schottky diode from Avago Technologies (HSMS-286Y) 
was used. A small size 2.4 GHz dielectric antenna from TOKO was selected (part No. 
DAC2450CT1T) [96]. The free-running oscillator of the tag generates 1531 Hz signal. The 
tag was placed 30 cm away from the radar transceivers for characterization. Typical DC 
power consumption of the tag was 3 mW, Transmitted power through the 8dBi radar antenna 
kI𝐴𝐼𝐹𝐼cos (
4𝜋𝑥2(𝑡)
𝜆
+  ∅′(𝑡)) = MCI 
kQ𝐴𝐼𝐹𝑄sin (
4𝜋𝑥2(𝑡)
𝜆
+  ∅′(𝑡)) = MCQ 
LPF 
LPF 
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was -11 dBm; the tag reflected received power at IF frequency with 8 dBi gain antenna was - 
65 dBm. The power efficiency of the tag is low and long-distance operation might not be 
possible with this prototype. However, the described architecture in Figure 6.3 has a 
dedicated directional coupler. A well-matched circuit with the directional coupler and 
balanced mixing is expected to provide much stronger up-converted signal in IF band suitable 
for long distance operation. 
6.3 Experiment and results 
A 2.4-GHz quadrature Doppler radar system was used for the tests. The assembly 
incorporated a signal generator (HP83640B) and subsequent off-the-shelf coaxial 
components: transmit and receive antennas (Antenna Specialist ASPPT2988), two 0° power 
splitters (Mini-Circuits ZFC-2-2500), one 90° power splitter (Mini-Circuits ZX10Q-2-25-
S+), and two mixers (Mini-Circuits ZFM-4212). The received signal reflected from human 
subject and tag is split and fed into two mixers. The local oscillator paths that are coupled to 
mixers have 90-degree phase shift, providing in-phase and quadrature versions of the signal 
[5]. After down conversion, filtering and amplification are performed using SR560 LNA. 
Finally, the data is recorded by NI data acquisition device for additional signal processing 
with MATLAB. Radar transceiver is installed on a precision linear stage (Single-Axis Series 
CDS-3310) from Galil that provides various motion patterns. In [5], the linear stage was 
programmed to have periodic motion with 8 mm 1.2 Hz frequency. Same setup parameters 
are used in this work for a fair comparison. A human subject was sitting stationary (1 m 
away) on a chair and breathing normally for respiration tests. A standard respiratory belt 
transducer (contains a piezo-electric device) is strapped around the chest for breathing 
reference rate. RF tag is placed about the same height of subject’s chest. 
In experiments, I and Q outputs of the receiver are branched out to 4 amplifier and 
filter channels. Each channel is connected to one band pass filter with 300 Hz - 3 kHz to filter 
IF, and a baseband low pass filter having 30 Hz corner frequency to capture baseband signal. 
This setup required four SR560 LNAs for amplification and filtering. The band pass filters 
are used to record the IF data. It is assumed that bandwidth of radar movements are limited to 
30 Hz. Since the induced platform motion was less than 2 Hz, the prominent frequency 
components would lie well under 30 Hz. The low pass filter configuration records baseband 
data. The sampling rate is set to 12 kHz to avoid aliasing when capturing IF data. The tag is 
set in a position that minimizes the reflected signal interference, but it sees the transmit 
signal. For our experiment, optimally this position is side by side with the subject 
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(considering signal scattering and antenna directivity). The tag can be viewed as a coherent 
device because LO signal from radar transmitter is incident on the tag, following mixing with 
IF signal and retransmitting of shifted signal through the same antenna. Hence range 
correlation benefits are achieved in tag signal demodulation [9].   
 
 
 
 
Figure 6.5 Fabricated IF tag and ADS simulation circuit [96].  
 
 The IF bandpass output data are processed and plotted in Figure 6.6 and Figure 6.7. 
The time series of I and Q channels are sketched on the top, and corresponding IF envelopes 
are plotted on the bottom in Figure 6.6(c) and Figure 6.7(c). As expected and explained in 
theory the IF time-series in Figure 6.6(a) and Figure 6.7(a) appears like an amplitude 
modulated the carrier. Since platform motion modulates the IF, it preserves the platform 
motion information. Performing FFT on data of Figure 6.6(a) and Figure 6.7(a) shows the 
presence of IF frequency at 1531 Hz in Figure 6.6(b) and Figure 6.7(b). It is suggested for 
low-IF quadrature systems that I and Q data be combined after envelope-detection [15] [18]. 
The linear demodulation of these two envelopes is plotted in Figure 6.8(b). The linear stage is 
programmed to move in 1.2 Hz sinusoidal motion with 8 mm displacement which apparently 
shows that tag can successfully reproduce a voltage proportional to platform motion. In Figure 
6.8(a) filtered baseband data is plotted which should contain two displacement components. 
Upon IIR filtering the tag signal (platform motion) from baseband signal respiration signal is 
retrieved.  
Antenna /RF 
Battery 
IF oscillator 
Schottky diode 
IF oscillator 
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Figure 6.6 Platform motion detection using IF tag. The radar-carrying linear stage was 
programmed to move in 1.2 Hz with 8mm displacement. The IF filter output from I channel, 
(a),  the Fourier transform of the 1531 Hz IF signal amplitude modulated by the motion of 
radar module, (b), and the IF demodulated signal which is proportional to the displacement, (c), 
are shown. It is evident that 1.2 Hz sinusoidal motion is detected [96].     
        
 
 
 
Figure 6.7  Similar plots are shown for Q channel. To avoid the null problem both I and Q 
channels are required. Therefore, both I and Q measurements are taken to perform linear 
demodulation [96]. 
The result summary is shown in Figure 6.8. Figure 6.8(a) shows the baseband signal 
comprised of the radar motion and respiration motion. Figure 6.8(b) shows the voltage 
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demodulated from the IF envelope. This retrieved signal is compared with chest band output 
and plotted. Linear scaling (10 times) is performed on the radar data for better comparison 
with a chest belt. In Figure 6.8(c) result shows a 
  
 
 
 
 
 
 
 
 
Figure 6.8 Tag performance for motion compensation. Radar output is showing baseband data 
comprised of (a voltage proportional to) platform motion and respiratory effort, (a); 
demodulated IF signal representing the voltage proportional to platform motion. The platform 
motion is filtered out from baseband data to retrieve respiration signal, (b); and a comparison 
of motion compensated radar result and reference chest belt, (c), are shown. The results are 
comparable to the infrared camera tracker system (8 mm, 1.2 Hz motion of the platform) [5]. 
good agreement between standard chest belt reference and radar-based signal.  An experiment 
was also conducted when there are multiple harmonics in IF received signal due to complex 
motion of the platform.  The linear stage was programmed to move the platform in a square 
wave fashion; move forward with constant velocity, stop then go backward with constant 
velocity, stop, and repeat the motion. The system is DC coupled, so a pause in motion shows a 
constant voltage, constant velocity of radar platform extending and retracting represents the 
voltage traces having positive and negative slopes. A human subject was also in the 
experiment. 
 The radar output voltage is linearly related to the position. However, the voltage and 
displacement linearity only holds until a certain limit with linear demodulation. The 
redundant voltage component in the baseband signal can be removed by subtracting the 
voltage found through IF demodulation. However, direct subtraction is not possible as a 
proper scaling factor is not well determined.  To get around this problem an adaptive filter 
Ref. 
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with normalized least mean square (step size .08) was applied to retrieve respiration 
information from baseband data.   The output of the filter compares well with standard chest 
belt reference as shown in Figure 6.9(c). Side and front view of the experimental setup are 
illustrated in Figure 6.10. A vital signs detection technique has been explored for a mobile 
Doppler radar platform using low IF tags.  
 
 
  
 
 
 
 
Figure 6.9 Respiration signal retrieved using adaptive filters. Radar output showing baseband 
data comprising ( a voltage proportional to) platform motion and respiratory effort, (a), 
demodulated IF signal representing the voltage proportional to platform motion, (b), and a 
comparison of the motion compensated radar result and chest belt reference, (c), is shown [96]. 
 
 A small, portable, and wireless tag can be used to produce a reference signal for 
platform motion compensation. A single receiver architecture has been proposed to be used 
with frequency-shifting low IF tags. Signal processing methods such as adaptive filtering 
techniques have been applied for motion compensation.  A 1531 Hz IF tag was fabricated and 
tested for the proposed architecture. The retrieved signal was in good agreement with a 
standard chest band reference for two experimental cases of platform motions of 8 mm at 1.2-
Hz sinusoidal motion and square-wave motion with 12-mm displacement. This experiment 
results may have an impact in the development of search and rescue unmanned vehicles or 
autonomous wildlife monitoring systems. 
 With the advancement of inertial measurements units and FPGA and computing 
technology, tiny unmanned aerial vehicles are now easy to fabricate, and public consumers are 
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very interested in these products. Radars with low-IF tag compensation can be used with 
UAVs for various purposes. 
  
 
 
Figure 6.10 Experiment setup in the laboratory. Front view and a side view shows the placement 
of radar, RF tag, and human subject [96].  
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CHAPTER 7.  SUBJECT 
IDENTIFICATION  
7.1 System requirement 
In Chapter 4 some results on unique identification were presented. Respiration signal 
has good potential to be used as biometric [108] [109] [110]. Owing to the simple structure 
and validity, 2.4 GHz direct conversion systems are frequently used for vital signs detection 
applications. In such system, the portion of DC offset caused by system imperfections, 
internal DC offset, and the external environment, clutter, is problematic. However, the DC 
offset added from the subject is critical for accurate displacement measurement.  
This thesis proposed a system to make measurements of time-varying signals which 
preserve useful DC contributions while eliminating non-essential DC contributions which 
would otherwise undermine the use of appropriate gain and resolution. The diagnostics and 
analysis of sleep-disorder, unique identification involving respiration markers required high-
precision displacement measurement and managed DC components. AC coupled system may 
offer high gain system, but AC distortion is undesirable for high precision respiration 
characterization.  
Figure 7.1 illustrates the AC distortion problem with a mechanical experiment.   
Accurate displacement measurement depends on the accuracy of radius finding and proper 
arc fitting in arctangent demodulation. With a 2.4 GHz system, a small arc is produced with 
normal human breathing. Circle fitting and radius finding are core part of accurate 
displacement measurement. For circle fitting a small arc is less reliable. Figure. 7.2 
demonstrates such an occurrence of overestimation when fitted circle has a much bigger 
 78 
radius than the correct value and a biased center. With higher SNR/DR and gain the arc is 
magnified with the circle radius which improves the performance of LM algorithm. 
                 
 
Figure 7.1 Radar output of displacement of a very simplified mechanical breathing simulator. 
Both AC coupled, and DC coupled measurements are presented. When a rest in between inhale 
and exhale is simulated, DC coupling preserves the state in its displacement measurement. 
However, AC coupled measurement is distorted [111]. 
7.2 System improvement 
 A 2.4-GHz quadrature Doppler direct-conversion radar system was initially used for 
the experiment. Major components of the system are (Antenna Specialist ASPPT2988), two 
0° power splitters (Mini-Circuits ZFC-2-2500), one 90° power splitter (Mini-Circuits 
ZX10Q-2-25-S+), and two mixers (Mini-Circuits ZFM-4212). The local oscillator utilizes a 
quadrature power divider, providing in-phase and quadrature versions of the signal.  
Following the down conversion, filtering (DC-30 Hz) and amplification are performed. The 
NI-DAQ recorded the data and processed further using MATLAB. The two channel output 
signals were pre-conditioned by SR560 low-noise amplifiers. Multiple sets of experiments 
were performed using both traditional and proposed systems. Two subjects (S1, S2) with 
known similar breathing rate were selected for the experiment. The purpose of the 
experiments was to identify the subjects uniquely just by analyzing respiration data. Feature, 
for example, power spectral density  (PSD) describes how the power of a signal or time series 
is distributed over the different frequencies and given by (7.1) 
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Figure 7.2 Replication of Levenberg-Marquardt method based circle fitting on the very short 
arc. The operating frequency is 2.4GHz. The nominal displacement simulated is 2 mm, which is 
equivalent to 3.2% of a full circle. A 30dB white Gaussian noise (AWGN) was added to 
baseband signals [111].  
 
Some other features including the feature terms in [4] are presented in Table 7.1. Most 
of these features were reported in the literature for vital signal classification. In the first 
phase, 20 sets of data were taken in different days and beginning part of the data was saved 
for training. Seven sets of data from each subject were tested using a Bayesian classifier, and 
the results are shown in a confusion matrix in Table 7.2 showing the false detection.    
 Table 7.2 indicates that there is a need for hardware improvement so that additional 
features such as fractal or complexity analysis can be used. Poor signal to noise may 
undermine the presence of distinguishable patterns in different episodes of breathing cycle. 
The transition periods of exhaling and inhale contain important information about the 
breathing dynamics. To preserve this information the system needs to be low noise and high 
gain. These two-subject’s data were collected in multiple days. The breathing rate and depth 
were very similar in values. The summation of feature values was overlapping. So the 
algorithm could not distinguish the subjects based on the features listed in Table 7.1.  A 
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proposed DC management and DR improvement technique are presented in Figure 7.3. 
Programmable National Instruments (NI) data acquisition (DAQ) NI USB6009 is used in this 
topology. The same device is used for recording data. So, the additional voltage source is not 
required. The DAQ output can be used as an automatic gain control and DC offset removal. 
However, implementation of this topology requires voltage subtraction capability or a 
difference amplifier in the baseband circuit. 
 
Table 7-1 Features for unique identification 
 
Breathing Frequency 𝑀𝑒𝑎𝑛 (1/𝐵𝐶𝑖) 
𝐵𝐶𝑖: The 
ith breathing cycle  
Power spectral density E denotes the expected value, T is a time interval, f 
indicates frequency, and x(t) is signal component whose 
power spectral density is to be determined. The frequency 
of peak was selected as one of the features. 
Rate variability 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 (1/𝐵𝐶𝑖) 
𝐵𝐶𝑖: The 
ith breathing cycle 
Breathing Depth 𝑀𝑒𝑎𝑛 (𝐷𝑚𝑥 − 𝐷𝑚𝑛) 
𝐷𝑚𝑥,  𝐷𝑚𝑛: Inhale peak, Exhale nadir 
 
 
Table 7-2 Unique identification without gain improvement for close pairs subjects 
 
 S1 S2 % False 
S1 4 3 42 
S2 2 5 28 
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Figure 7.3 Proposed method for dynamic range improvement. Required DC offset cancellation 
margin is calculated in the beginning and subtracted/added from the down-conversion output 
which enhances the margin of amplification without saturating LNA with lower gain. Table III 
shows some gain improvement in two different target distances [111].  
 
Table 7-3 Gain improvement with proposed DC-offset cancellation 
 
Distance Gain Gain 
(new) 
Improvement 
.7 m 5 200 195 
1 m 10 500 490 
 
 By enabling magnification of signal at a scale of 200-minute variations and features 
in a fraction of seconds (which are not degraded by noise) were recorded using the high DR 
system (Figure 7.3). The fractions of the breathing cycle were analyzed using wavelet 
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complexity measurement on 14 sets of data from the same subjects. The results are in Table 
7.4. 
 
 
 
Figure 7.4 4 cycles of respiration signal from subject 1 measured using the proposed system in 
Fig.4. This high DR system allows zooming in the fractions of breathing cycle without distorting 
useful patterns. The intactness of these patterns produces good unique identification accuracy 
while using wavelet complexity analysis [111].   
 
Table 7-4 Unique identification with gain improvement for close pairs subjects 
  
 S1 S2 % False 
S1 7 0 0 
S2 0 7 0 
 
7.3 Enhanced system and new algorithm 
 The subsequent sections do a detailed analysis of features that were discovered and 
studied for unique identification of a complex problem. The set consists of 6 people; some 
prior knowledge was taken into consideration that the subjects have similar or equal 
breathing frequency.  A search for a distinct pattern rather than relying on rate or rate 
Inhale 
Exhale 
Repeating 
patterns 
Transition 
Time (s) 
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variability or depth of breathing was required. The features were categorized in different 
domains called feature spaces. 
7.4 Feature space 1:  
7.4.1 Breathing Rate  
 An organism with lungs performs ventilation; this method is usually called breathing 
which includes inhalation and exhalation. This process is called respiration.  The breaths 
occurring rate is usually calculated in breaths per minute. Breathing rate can be found by 
observation of some breathing cycle in a given amount of time. On the other hand, digital 
signal processing can also be used as shown in Figure 7.5 that FFT is used to find respiration 
rate. 
 
Figure 7.5 Finding the respiration rate using FFT 
7.4.2 Average exhale-start cycle period 𝑇𝑒𝑥: 
 During a breathing cycle, human subject inhales and take air inside the lung, when 
the subject feels lung volume is full he/she stops and prepares for exhaling. The point of this 
transitions can be found by detecting the displacement peak in Doppler radar signal. Let us 
assume in a data record there are N breathing cycles, and the transition peaks are denoted as 
𝑝𝑥𝑖 , therefore, the set of such points will be, 
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 𝑃𝑒𝑥 = [ 𝑝𝑥1  𝑝𝑥2  𝑝𝑥3  𝑝𝑥4 ………𝑝𝑥𝑁 ]  
The corresponding time stamp is denoted by 𝑡𝑝𝑥𝑖 , therefore, exhale-start time period (time 
between two successive exhale start peak)  
𝑇𝑒𝑥𝑖  = 𝑡𝑝𝑥(𝑖+1) − 𝑡𝑝𝑥(𝑖)  
The average exhale-start period is - 
𝑇𝑒𝑥 = (
1
𝑁
) ∗ ∑𝑇𝑒𝑥𝑖
𝑁
𝑖
 
 
Figure 7.6 Breathing depth estimation after peak searching. 
 
7.4.3 Standard deviation of exhaling-start period over N cycles 
 The standard deviation is a measure to quantify the amount of deviation or 
dispersion of a set of data values. A low standard deviation indicates that the data points tend 
to be close to the mean (also called the expected value) of the set, whereas a high standard 
deviation specifies that the data points are spread out over a wider range of values. 
(7.2) 
(7.4) 
(7.3) 
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𝑆𝑇𝑒𝑥 = √∑
1
𝑁
𝑁
𝑖=1
(𝑇𝑒𝑥𝑖 − 𝑇𝑒𝑥)2 
7.4.4 Average inhale-start cycle period 𝑇𝑖𝑛: 
 The average inhales period can be defined as the average time required reaching two 
successive apexes in breathing curve. The apexes are defined as the transition points of 
exhaling and inhale.  
For a record of N successive apexes, the average inhale cycle period can be defined as- 
𝑁𝑖𝑛 = [ 𝑛𝑥1  𝑛𝑥2  𝑛𝑥3  𝑛𝑥4 ………𝑛𝑥𝑁 ]  
The corresponding time stamp is denoted by 𝑡𝑛𝑥𝑖 , therefore, exhale-start time period (time 
between two successive exhale start peak)  
𝑇𝑖𝑛𝑖  = 𝑡𝑛𝑥(𝑖+1) − 𝑡𝑛𝑥(𝑖)  
𝑇𝑖𝑛 = (
1
𝑁
) ∗ ∑𝑇𝑖𝑛𝑖
𝑁
𝑖
 
7.4.5 Standard deviation of Tin over N cycles  
𝑆𝑇𝑖𝑛 = √∑
1
𝑁
𝑁
𝑖=1
(𝑇𝑖𝑛𝑖 − 𝑇𝑖𝑛)2 
7.4.6 Speed of exhaling 
 The quantized velocity of inhaling can be computed by quantizing and measuring 
the rate of displacement. The breathing mechanism may not resemble a constant inhale speed 
in its segments. However, an approximate average value can be measured by the following 
formulae. 
The speed of exhaling = [Displacement measured successive apex to nadir] / Time required 
for exhaling.    
𝑣𝑒𝑥𝑖 =
𝑝𝑥(𝑖+1) − 𝑝𝑥(𝑖) 
𝑡𝑝𝑥(𝑖+1) − 𝑡𝑝𝑥(𝑖) 
  
 
(7.5) 
(7.7) 
(7.8) 
(7.6) 
(7.9) 
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In N breathing cycles, the ith transition peak is denoted as 𝑝𝑥(𝑖) , and 𝑡𝑝𝑥(𝑖) is corresponding 
time axis value. 𝑣𝑒𝑥𝑖 the speed of exhale.  
7.4.7 Speed of inhaling  
 Like the speed of exhaling, inhale velocity can be approximated be by quantizing 
and measuring the rate of displacement of course where the breathing curve is moving from 
nadir to apex. The following formulae can measure an approximate average value. 
Speed of exhale = [Displacement measured successive nadir to apex] / Time required for 
inhaling.    
𝑣𝑖𝑛𝑖 =
𝑛𝑥(𝑖+1) − 𝑛𝑥(𝑖) 
𝑡𝑛𝑥(𝑖+1) − 𝑡𝑛𝑥(𝑖) 
 
7.5 Feature space 2: 
7.5.1 Ratio of [inhale – exhale] area to [exhale-inhale area], Inhale-exhale-trapezium 
/ Exhale-inhale-trapezium 
   
 
Figure 7.7 Dynamic segmentation of [30%-70%] displacement in each breathing cycle.  
 
(7.11) 
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Input Data:
Segment 60 
Seconds
Trend remove 
(body motion)
Find local 
maxima and 
minima
Create array of 
minima
Create array of 
maxima
Find the points 
70% smaller 
than peak
Find the points 
30% higher in 
value from 
bottom points
Calculate area 
1 = [exhale-
inhale]
Calculate area 
2 = [inhale –
exhale]
Calculate area 
ratio = 
area1/area2
Average out 
the area ratios
By dynamically evaluating the displacement and identifying points in the range of 30%-70% 
of both exhale and inhale episode will give four boundary points of a trapezium. Two sets of 
trapezia can be identified as shown in Figure 7.8.  
 
Figure 7.8 Dynamic segmentation of [30%-70%] displacement in each breathing cycle, and area 
ratio calculation, [inhale-exhale]/[exhale-inhale]  
The algorithm for finding this ration is described as below- 
 
 
 
 
 
 
 
 
 
Figure 7.9 The summary of the algorithm (flow chart) of determining the ratio feature 
 
Area of inhale-exhale trapezium 
Area of exhale-inhale trapezium 
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Now the ratio of these two areas can be a useful feature because this feature relates a 
mechanism of how fast someone starts the next cycle of inhaling. 
𝑅 =
Area Inhale − exhale − trapezium
Area exhale − inhale − trapezium
  
𝑟1 = (
1
𝑁
) ∗ ∑(𝐴_𝑒𝑥𝑖/𝐴_𝑖𝑛𝑖
𝑁
𝑖
) 
The R is an important feature that indicates how soon one starts inhaling after finishing exhalation. 
The feature R may correlate to the oxygen requirement of someone’s body. Figure 7.8 shows the 
dynamic segmentation and area selection concept and Figure 7.9 illustrates the algorithm for ration 
calculation.  
  
 
Figure 7.10 Signal pattern which relates to the dynamics of breathing near the points where 
exhale- inhale transition occurs. 
7.6 Feature space 3: 
7.6.1 Signal complexity prior and after lung volume full 
 By observation on multiple data from multiple people, it was significant that some 
subject shows some unique patterns. By carefully studying the breathing mechanism right 
(7.12) 
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after and before the apex (full-lung-volume) yields some interesting result. Some subjects 
tend to rest longer than others.  
 
(a) 
                      
      (b) 
 
Figure 7.11 a) shows the color coded 100 samples prior and after the apex occurs. This apex is 
considered as the full lung volume; exhalation starts from apex; b) depicts the summary of the 
algorithm (flow chart) of determining the signal feature near breathing transition (exhale-inhale 
handover) 
The resting behavior is slightly different as well.   This behavior can be characterized in 
many ways. A very simple way is to use Euclidian distance as follows-  
Find the peaks 
(where lung 
volume is full)
Find the data 
points duration of 
1 s prior to lung 
volume full A
Find the data 
points duration of 
1s after lung 
volume is full B
Measure the 
Eucledian distance, 
edges of A  , B
Count lenght A > 
length B and 
record normalized 
% of total cycles
100 samples 
100 samples  
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𝑟2 =  (
1
𝑁
) ∗ ∑(𝑑𝑎𝑖/𝑑𝑝𝑖
𝑁
𝑖
) < 1 
where  𝑑𝑎  is Euclidian distance from apex to the point 100 samples (1 second) after, 𝑑𝑝  is 
distance from apex to the point 100 samples prior, 𝑟2 is the feature. This feature is unit less 
and averaged on N cycles in a respiration data sample. 
7.7 Identify one person out of a group of people 
 One possible application of unique identification is identifying one single person out 
of many. The idea is presented in the following figure. If a group of person is tested can one 
single person (C) be found out from the group using prior knowledge?  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.12 Hypothetical setup of a system where one individual is identified out of a group. 
 
A 
C 
B 
Antenna 
D 
Radar System 
(7.13) 
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There are some distinct patterns in one individual that single out the individual from many. 
For example, Figure 7.13 shows individual who is very special in having 𝑑𝑎 < 𝑑𝑝 100%  
 
Figure 7.13 Signal pattern which relates to the dynamics of breathing near the points where 
exhale- inhale transition occurs. This subject shows a constant pattern of slow-down in 
transition. 
 
Figure 7.14 There is no fixed pattern; rather the subject shows variable nature, slow or fast 
either. 
of the cycles, whereas, subject S (and other subjects) shows the random relation of 𝑑𝑎 , 𝑑𝑝. 
This feature uniquely distinguish subject X from others. 
 𝑑𝑎 (𝑏𝑙𝑢𝑒) < 𝑑𝑝(𝑟𝑒𝑑)  in all cycles 
Either 𝑑𝑎 (𝑏𝑙𝑢𝑒) < 𝑑𝑝(𝑟𝑒𝑑)  or 𝑑𝑎 (𝑏𝑙𝑢𝑒) > 𝑑𝑝(𝑟𝑒𝑑)   
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7.8 Identify a group of people from many 
 A group of people can be identified based on a specific feature value. For instance, 
the ratio of the inhale-exhale area to exhale-inhale area is tabulated for some data in Table 7-
5, and the corresponding range is found. Depending on this range value we can find a group 
of people out of many. For instance, a value of 1.79 would give us S3/S4/S5 out of six 
subjects. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.15 shows hypothetical class boundaries of subjects S1 through S6. These boundaries 
have been found by training data and fusing some features and taking a weighted average. The 
ranges of the feature values overlap which means we can identify a group of people (if not an 
individual) from a larger set.   
Evaluating any recorded data and listing the feature value can be compared to previously 
saved range values. A group of people may represent the same value.  
Table 7-5 Ratio of [inhale – exhale] area to [exhale-inhale area] – Feature space 2 
S1  S2  S3  S4  S5  S6  
1.1- 1.45  1.20 – 1.40  1.60 – 2.20  1.72 – 2.10  1.4 - 2.0  0.95 – 1.35  
 
S1 
S1 & S2  
S1, S2 & S3 
S4  
S5  
S6 
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For example, in Figure 7.15 a feature value in the common area for S1/S2/S3 may indicate 
that the group has been found out of many. 
7.9 Uniquely identify everyone 
  Majority vote criteria can be used to shrink down the groups to find out a 
specific person from a group.  
  
 
 
 
 
 
 
 
 
 
            
   
 
Decision: Majority common vote: S1  
Figure 7.16 Majority vote concept from multiple feature space is illustrated. A test data 
evaluates to the class of S1/S3 in feature space 2. However, same test data evaluates to S1/S2 in 
feature space 3. Now, the majority vote goes to S1. The decision is made based on most likely 
probability.  
Table 7-6 Fraction of times inhale-exhale transition speed is greater than unity – Feature space 
3 
S1 S2 S3 S4 S5 S6 
0.25 – 0.60 0.75-0.95 0.50 – 0.80 0.3-0.6 0.1-0.7 0.4 – 0.6 
S1      S2  
 
 S3 
S1         
S2 
S3 
S1 / S3 S1 / S2 
Feature Space 
2 
Feature Space 3 
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(a) 
 
(b) 
Figure 7.17 a) shows the stages of feature extraction for identifying one person trivially from a 
group, a group of people from many, and uniquely identifying an individual from a group of 
people, b) shows steps to evaluate identification. The average value of each feature was 
calculated and saves in the database in the training process. Table 7-7 shows the collection of 
training data. 
Table 7-6 lists range of values of six subjects in feature space 3. Table 7-5 indicates of feature 
space 2. By taking intersection set of smaller groups will make the identified group even 
smaller (maybe one single person). If required in next step nearest neighbor classifier can be 
used using the summation features in space 1, such as rate, the speed of exhaling, etc.     
Trivial Case 
Features
Feature Space Extraction -
Majority vote
Feature space 1 Feature space 2 Feature space 3
Specific Feature Extraction, 
Nearest Neighbour Classifier
Rate Depth etc ..
Step 1
•Evaluate all the trivial cases, 
unique feature value for a 
single person
• S6 will be trivial case in 
Figure 7.15
Step 2
•Extract feature spaces
•Apply mejority vote 
algorithm , Figure 7.16
Step 3
•Not evaluated by Step 1-2
•Apply weighted nearest 
neighbour classifier
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Table 7-7  Training data collection from subjects – October 10 – October 20, 2016  
 S1 S2 S3 S4 S5 S6 
Day-1 1 0 0 0 0 0 
Day -2 1 0 1 0 0 0 
Day -3 1 1 1 0 0 0 
Day - 4 1 1 0 1 0 0 
Day -5 0 0 1 1 1 1 
Day - 6 0 0 0 0 1 1 
Total 4 2 3 2 2 2 
 
Total training data = 15 sets of 60 seconds.  
 Once training data were collected and features were evaluated and saved, the testing 
process began. In the testing process, 85 data value from multiple subjects were taken, and 
the system was evaluated for its performance.  
Table 7-8 Training data collection from subjects – October 21 – November 20, 2016  
 S1 S2 S3 S4 S5 S6 % 
S1 (20) 14 0 0 0 4 2 70% 
S2 (14) 0 14 0 0 0 0 100% 
S3 (13) 0 0 13 0 0 0 100% 
S4 (15) 0 0 0 15 0 0 100% 
S5 (7) 0 0 0 0 7 0 100% 
S6 (5) 0 0 0 0 0 5 100% 
The confusion matrix table in Table 7.8 shows the results and success of the system.  
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Figure 7.18 A minimum distance classifier was used if the testing data did not identify the 
person in stage 1 and 2. In this figure S1 through Sn are the sum of the feature values in feature 
space 1 and the each point value indicates individuals in the database system. The data point is 
evaluated on the same feature space, and Euclidian distance is calculated to find the minimum 
and make decision whoever is the closest match. S2 is closest, in this case; the identification 
result will be subject #2. 
7.10 Conclusion:  
 The results prove that there is good promise in radar-based unique identification. 
The challenges remain in the fact that there might be overlapping feature values and the 
current algorithm may produce an error. However, this does not limit the system’s use in 
local identification system rather than a global fingerprint. The advantages of such systems 
are many, including low complexity system. Since the unique identification is made based on 
vital signs, this system provides health information alongside. 
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CHAPTER 8.  RF UNIQUE 
IDENTIFICATION CHALLENGES 
AND FUTURE WORK  
8.1 Introduction 
 The proposed Doppler radar-based unique identification system is subject to further 
improvements. The critical reviewers often wonder what will be the efficiency and accuracy 
of such system. Another concern is minimum detection time.  Is there a fundamental breaking 
limit of the proposed algorithm? What future measures can be taken to improve the accuracy 
of the system? This chapter presents some insights on the investigation of some of these 
crucial questions. 
8.2 Accuracy Vs. detection time 
 Experiments were done to see how the unique identification accuracy is affected as 
sample time is varied. The results varied person to person showing a common trend. Many 
experiments may lead to a conclusion. However, there were some important findings. The 
lower limit of sample time is approximately 20 seconds. Having a 20-second sample size 
yields different success rate for a different person. However, with increasing time the 
accuracy tends to increase.      
The experiment results are presented in subsequent figures. 
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Table 8-1 Accuracy and breakdown testing with varied testing time on subject #2 
 
Time(s) # Trial # Success % Success 
60 8 8 100 
50 8 8 100 
45 8 8 100 
40 8 8 100 
35 8 7 87.5 
30 8 7 87.5 
25 8 7 87.5 
20 8 7 87.5 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.1 Plot of the data in Table 8.1 shows sample-time versus detection accuracy curve for 
subject #1. Algorithm fails to run if sample time is less than 20 s. 
 
 
#2 
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Table 8-2 Accuracy and breakdown testing with varied testing time on subject #3 
 
Time(s) # Trial # Success % Success 
60 6 6 100 
50 6 6 100 
45 6 6 100 
40 6 5 83.33 
35 6 5 83.33 
30 6 5 83.33 
25 6 5 83.33 
20 8 Fail NA 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.2 Plot of the data in Table 8.2 shows sample-time versus detection accuracy curve for 
subject #3 
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8.3 Low success rate subject  
 Some results of one of the subject showed lower detection rate. From accuracy 
versus detection time, it was logical to think that with increased sampling period accuracy 
will increase. The identification results for Subject #1 showed poor performance. Longer 
sample time was taken to examine if the results improve. With sample time 2 minutes and 3 
minutes, the results were improved. However, one test with 4 minutes rather failed.  
Table 8-3 Longer sample-time experiment for low success-rate subject 
 
Trials 3 1 2 1 
Success/Fail     
Time (s) 60 120 180 240 
 
 This table shows that even longer sample size does not guarantee perfect 
identification. So, no conclusion can be drawn for this subject, and increased sample time 
may not necessarily increase success rate which raises the question whether the unique 
patterns hold. In most cases, the answer is yes. One subject was tested six months later, and 
the system could identify the subject. The search for unique features should never put to an 
end. This dissertation further did some studies on the minor component analysis of higher 
frequency components. Since respiration signal is very strong, that part is filtered out using a 
proper set of filters. More investigation was performed on the data. This subject is often 
misclassified with another subject. This dissertation mainly focused on the features that can 
be described by some physical phenomena or patterns apparent in time domain signals. 
However, high-frequency components may also have unique signatures. Two-dimensional 
principal component analyses tend to give some new information which may be visible in the 
frequency domain.  
8.3.1 Frequency analysis of minor components.   
 Two-dimensional principal component analyses give major and minor components. 
The variation in minor components may relate to radar cross section and high-frequency 
components of respiration-heart signal modulation. The steps are described here- 
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Figure 8.3 This figure shows frequency domain analysis of minor components for subject #1. 
There is a definite pattern visible. The data peaks at 1 Hz which is well contrasted with other 
frequency components. 
Step 1: DC cancellation and respiration filtering 
 The mean value of both I and Q signals are calculated in post-processing, the low-
frequency respiration component is filtered. 
Step 2: Covariance matrix 
 The covariance matrix of the I and Q signals is created from the data points. The 
covariance matrix generalizes the notion of variance to multiple dimensions. 
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Step 3: Eigenvectors and eigenvalues 
 Upon finding the covariance matrix the eigenvectors and eigenvalues are found. 
Step 4: Largest variance 
 The Eigenvectors are multiplied with data, and the output with the smallest variance 
is picked. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.4 This figure shows frequency domain analysis of minor components for subject #4. If 
this data is compared to subject #1, a clear difference is visible. The data peak is at nearly 1.1 
Hz. The other frequency components are relatively much more dominant than the subject #1. 
Also, there a second peak noticed almost same distance for all the four samples. 
 
8.3.2 Algorithm for minor component feature for unique identification 
 The simplified algorithm is presented in the following flow chart. 
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      (a) 
 
 
 
 
 
 
 
 
 
      (b) 
Figure 8.5 In (a) the algorithm of using minor component of demodulated high passed IQ data 
is presented for unique identification, (b) shows the plot of major versus minor components of 
high passed demodulated radar data for one of the subjects in the experiment.  
 Other biometric capabilities combine with those – gait analysis and others; radar 
cross section may be fused with radar information to enhance the success rate and make the 
system applicable to larger data set. 
8.3.3 Biometric feature summary 
 
Read Data
High pass filter , I 
and Q
Principle 
component 
analysis
FFT on minor 
component
Histogram of 
power spectra
Pattern 
recognition 
(Histogram 
comparison)
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Table 8-4 Biometric features [112] 
 
No. Feature Technology Description 
1 DNA 
Matching 
Chemical Biometric The identification of an individual using the 
analysis of segments of DNA 
2 Ear  
Visual Biometric 
 
The identification of an individual using the 
shape of the ear 
3 Eyes - Iris 
Recognition 
Visual Biometric The use of the features found in the iris to 
identify an individual 
4 Eyes - Retina 
Recognition 
Visual Biometric The use of patterns of veins in the back of the 
eye to accomplish recognition. 
5 Face 
Recognition 
Visual Biometric The analysis of facial features or patterns for 
the authentication or recognition of an 
individual’s identity. Most face recognition 
systems either use Eigenfaces or local feature 
analysis 
6 Fingerprint 
Recognition 
Visual Biometric The use of the ridges and valleys (minutiae) 
found on the surface tips of a human finger to 
identify an individual 
7 Finger 
Geometry 
Recognition 
Visual/Spatial 
Biometric 
The use of 3D geometry of the finger to 
determine identity 
8 
 
 
Gait Behavioural Biometric The use of an individual’s walking style or 
gait to determine identity. 
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Table 8-5 Biometric features continued [112] 
 
No. Feature Technology Description 
9 Hand 
Geometry 
Recognition 
Visual/Spatial 
Biometric 
The use of the geometric features of the hand 
such as the lengths of fingers and the width of 
the hand to identify an individual 
 
10 Odor Olfactory Biometric The use of an individual’s odor to determine 
identity. 
11 Signature 
Recognition 
Visual/Behavioural 
Biometric 
The authentication of an individual by the 
analysis of handwriting style, in particular, 
the signature 
12  
Typing 
Recognition 
 
Behavioural Biometric 
The use of the unique characteristics of a 
person’s typing for establishing identity 
13  
Vein 
Recognition 
 Vein recognition is a type of biometrics that 
can be used to identify individuals based on 
the vein patterns in the human finger or palm. 
14  
Voice / 
Speaker 
Recognition 
Auditory Biometric  
 
8.3.4 Feature fusion topology 
 Additional features may help to achieve better performance than that with a single 
one. Different features can represent different characteristics of human uniqueness, and 
utilizing different features will have a constructive effect. Meanwhile, the advances of 
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algorithms in image processing (for instance, sparse coding) enable us to develop various 
recognition methods to cooperate with multiple features. 
 
 
 
Figure 8.6 Algorithm shows the prospective feature fusion method that can be used to enhance 
the performance of radar-based unique identification  
 
8.4 Conclusion 
 With the advancement of electronics technology and microwave communication, it 
is now possible to make cheap hardware, and we can process much data with low cost. Data 
have values because we can learn many physical phenomena by studying data. This 
dissertation presents hardware and algorithm development for a system that can collect 
human vital sign information and extract unique markers to identify patterns to recognize any 
specific illness or a specific person. 5G is emerging with the potential of making everything 
connected. Long-term data can be collected from human subjects, and further study can be 
done to learn a lot about human physiology. From an application point of view, this can be 
used to identify people for security reasons. The subject can artificially trick many biometric 
markers. However, the ones that are unique to people and has less control on those can be 
RecognitionProcessingFeature
Respiration 
features
Gait analysis
Ear shape analysis
Summation
Unique person out 
of many
Unique group
Estimation
Each person 
uniquely 
identification
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used for unique identification. Continuous monitoring of human subject and collecting long-
term data is possible using such system.  
 Artificial intelligence can be employed to perform analytics, optimization and 
extract knowledge from data. Long-term data can be useful for predictors of possible 
physiological change. Health can be monitored much well than ever without even going to 
hospitals and clinic. The radar offers many advantages over other systems. For example, 
identifying person beyond the wall is very lucrative. Radar measurement is non-invasive, and 
the subject does not have to be in a controlled environment which mitigates measurement 
bias. Direction to high SNR system design has been proposed in this work. Various features 
were identified to distinguish patterns among individuals. More study and more data 
collection will lead to finding more features. Intelligently fusing many features will make the 
system more robust and fault tolerant. 
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