We study the problem of scheduling groups of tasks with precedence constraints on three dedicated processors. Each task requires a speciÿed set of processors. Up to three precedence constraints are considered among groups of tasks requiring the same set of processors. The objective of the problem is to ÿnd a nonpreemptive schedule which minimizes the maximum completion time (makespan). This scheduling problem is equivalent to the problem of ÿnding an extension of the constraint graph (i.e. the graph which represents the con icts between tasks and the precedence constraints) to a comparability graph with minimum (over all the extensions) maximum clique weight. The problem is NP-hard in the strong sense. A normal schedule is such that all the tasks requiring the same set of processors are scheduled consecutively. With a normal schedule the problem reduces to the quotient graph of the constraint graph. In this paper we obtain tight approximation results for the minimum makespan of a normal schedule through tight results on the minimum increase of the maximum clique weight when the (partially oriented) quotient graph is extended to a comparability graph. ?
Introduction
One of the usual assumptions in scheduling problems is that each task is processed on at most one processor at a time. The rapid development of manufacturing systems in the last years gave rise to multi-processor systems and invalidated this traditional assumption. In this paper, the more general case of a set of required resources for each task is considered. The problem tackled with is that of minimizing the time needed to process a set of multi-processor tasks when precedence constraints are introduced among con icting groups of tasks.
Several reasons motivate and justify the introduction of precedence constraints between con icting groups of tasks. Among them, technological constraints and deadlines on production batches are typical examples. In practice, it frequently happens that manufacturing parts are ÿrst processed on a machine (say processor P 1 ) and then the same machine, with the introduction of an additional tool (processor P 2 ), is used to perform on the same pieces a subsequent operation: in this case, all the tasks which require processor P 1 must precede all the tasks which require processors P 1 and P 2 .
A classical example in small manufacturing systems where this kind of precedence constraints occurs is the production of screws. In this case, a machine (processor P 1 ) is used to produce the raw pieces (i.e. the screws without the thread) under the supervision of a worker (processor P 2 ). Subsequently, the same worker has to control the thread carried out on the raw pieces by the threading machine (processor P 3 ). Thus, the production process requires, in this case, that all the tasks which use processors P 1 and P 2 must precede all the tasks which require processors P 2 and P 3 .
Let T = {T 1 ; : : : ; T n } be a set of n tasks. Let P = {P 1 ; P 2 ; P 3 } be the set of available processors. Each task T i requires a nonempty subset P(T i ) ⊆ P of processors and its processing time is p i . Tasks T i and T k are said to be in con ict when they have at least one processor in common, i.e. when P(T i ) ∩ P(T k ) = ∅. Tasks in con ict cannot be processed simultaneously. Precedence constraints may exist between groups of tasks in con ict, more exactly between all the tasks which require a set of processors and all the tasks which require another set of processors. The problem consists of ÿnding a schedule, satisfying the given con icts and precedence constraints, which minimizes the maximum completion time (i.e. the makespan) of the tasks. The problem we consider has no release dates, no due dates and no preemption allowed. Since the tasks requiring for their processing the simultaneous availability of all the three processors cannot be scheduled in parallel with any other task, we assume that they are simply added at the beginning (or at the end) of any schedule, i.e. we do not consider the case in which precedence constraints involve tasks requiring all the three processors simultaneously. The version of the problem with no precedence constraints was classiÿed by Veltman et al. [6] as P3=ÿx=C max . Accordingly we deÿne the present scheduling problem as P3=ÿx, group − prec=C max , where group-prec indicates that precedence constraints between groups of tasks are also considered.
The problem of scheduling multi-processor tasks on three dedicated processors, even without precedence constraints, is known to be NP-hard in the strong sense (see [3] ) and various approximation algorithms have been analyzed for it.
In this paper, we analyze the performance of the minimum makespan of a normal schedule for the case with up to three precedence constraints between con icting groups of tasks. We deÿne as normal a schedule such that all the tasks requiring the same set of processors are scheduled consecutively. With respect to other more complex and e ective algorithms, the best normal schedule has the advantage of being simple to obtain and of minimizing the number of changes in the set of processors used, and thus, in the situations where these changes require time (and cost), also the advantage of minimizing the waste of time due to these changes.
Until now, as far as we have knowledge of it, no approximation result has been proposed for the case when some precedence constraints exist among tasks. In the past a non-tight 4 3 performance ratio was shown by Blazewicz et al. [3] for the best normal schedule. Some years later, the tight 5 4 bound for the best normal schedule was found by Dell'Olmo et al. [4] . A 7 6 -approximation algorithm has been shown by Goemans [5] and, ÿnally, a performance ratio of 13 12 has been obtained with the algorithm proposed by Amoura et al. [1] .
If a single precedence constraint exists, the same result, 5 4 , obtained for the best normal schedule without precedences remains valid. Thus, in this paper, we study the performance of the best normal schedule for the cases of two and three precedence constraints between groups of tasks.
The described scheduling problem has an equivalent graph-theoretical formulation. A partially oriented graph G = (V; E) can be associated to a problem instance, where the set V of vertices corresponds to the set of tasks, and the set E of edges/arcs represents the con icts/precedences between tasks. Each vertex i ∈ V is weighted with the processing time p i of the corresponding task T i . An unordered pair (i; j) is an edge when the tasks T i and T j are in con ict, but not related by precedence constraints, while the ordered pair i; j is an arc when task T i is forced to precede task T j . From now on, we will refer to the partially oriented graph G simply as the constraint graph. The partially oriented graph G = (V; E) is a comparability graph if there exists an orientation of the edges of E such that the resulting oriented graph (V; F), obtained by assigning to each edge in E a one-way direction, satisÿes the following transitivity property:
If G is a comparability graph, several transitive orientations may exist and we can associate to any of its transitive orientations a schedule, the makespan of which is equal to the maximum clique weight of G, i.e. the maximum weighted clique of the underlying unoriented graph. In this case the makespan can be found in polynomial time (see [2] ). If G is not a comparability graph, then the problem becomes that of ÿnding an extension of the partially oriented graph G to a comparability graph (obtained by adding at least one edge to G) such that the maximum clique weight is minimum. We denote by C max this minimum value, i.e. the minimum makespan, and by W * the maximum weight of a clique in the transitive closure of the partially oriented constraint graph G (to obtain the transitive closure, the arc i; k is inserted, or the edge (i; k) becomes an arc i; k , whenever a consecutive pair i; j , j; k of arcs is present). Since all the tasks which require the same set of processors are mutually in con ict, we can transform the constraint graph by grouping the tasks with the same processors in a vertex weighted with the total processing time. By doing this for all the tasks, G is then transformed into a partially oriented quotient graph (see Fig. 1 .a for an example). We deÿne this resulting graph simply as the quotient graph and denote it by G = (V; E), where V is the set of the six vertices, each representing a group of tasks requiring the same set of processors. Each vertex of G is weighted with the total processing time p d of the tasks requiring the same set d of processors; set d is also used to indicate the corresponding vertex of the quotient graph: for instance, p 23 is the processing time of all the tasks requiring simultaneously processors P 2 and P 3 , while 23 is the corresponding vertex of G.
The performance of the best normal schedule can be studied with respect to the quotient graph: the minimum (over all the extensions) maximum clique weight of an extension of G to a comparability graph (obtained by adding edges to G) is the makespan N * of the best normal schedule. Note that W * is the maximum clique weight of the transitive closure of G, by deÿnition, and of the transitive closure of G. The inequality N * ¿ C max ¿ W * holds. The paper is composed of two main parts. The ÿrst part is graph-theoretically oriented. It evaluates the minimum increase of the maximum clique weight W * when G is extended to a comparability graph. Thus, in this part of the paper we analyze the upper bound for the ratio N * =W * for the di erent classes of problem instances, depending on the partial orientation of G. All the bounds obtained are shown to be tight. In the second part, the performance of the best normal schedule with respect to the minimum makespan is investigated, i.e. the ratio N * =C max is bounded. These bounds are shown to be tight, too. In Section 2 some basic results are derived for the scheduling problem formulated as the problem of minimizing the maximum clique weight of a graph extension. The graph-theoretical part is treated in Sections 3 and 4, where the cases of two and three precedence constraints between groups of tasks are analyzed, respectively. The approximation results on the best normal schedule are given in Section 5. Finally, in Section 6, some conclusions are drawn. 
Basic results
When there exists at least one task per group and no precedence constraints are considered, the quotient graph is unoriented (see Fig. 1 .b). The ÿrst result states that a comparability graph can be obtained from this unoriented graph by adding at least one edge. Proposition 1. If at least one edge between two vertices with processing time p i and p j (i = j) or two vertices with processing time p i and p jk ({i; j; k} = {1; 2; 3}) is added to the graph shown in Fig. 1 .b, then it becomes a comparability graph.
Proof. Either the new graph contains some vertices with degree 5 (when at least one edge is added between two vertices with processing time p i and p jk , {i; j; k}={1; 2; 3}) or it is one of the three graphs which can be obtained by adding one, two or all the three external edges shown in Fig. 2 . It is trivially true that each of the latter described graphs is a comparability graph. For the case with a degree-5 vertex the comparability graph is obtained as follows: we give the same direction to the edges entering the degree-5 vertex, then we arbitrarily orient one of the unoriented edges while the remaining edges have a forced orientation implied by the transitivity property. Deÿnition 1. We deÿne as strong pair for the partially oriented quotient graph G = (V; E) the edge (u; v) such that:
(1) u; v ∈ V and (u; v) ∈ E, and (2) the graph resulting from adding (u; v) to E is a comparability graph.
Note: If the graph obtained by adding (u; v) to E is a comparability graph and its maximum clique weight is equal to W * , then N * = W * . We distinguish the strong pairs according to the type of vertices they involve.
Deÿnition 2. An external strong pair is a strong pair which connects two vertices i and j, i = j. Deÿnition 3. An internal strong pair is a strong pair which connects two vertices i and jk, {i; j; k} = {1; 2; 3}.
For example, Fig. 2 shows all the possible external strong pairs which can be added to the quotient graph without precedence constraints shown in Fig. 1b . Given a partially oriented quotient graph G, one or more extensions to a comparability graph may exist. In the following lemma the minimum, over all the extensions, of the maximum clique weight of an extension to a comparability graph of the quotient graph with respect to the maximum clique weight of the transitive closure of the quotient graph, i.e. the ratio N * =W * is bounded. Proof. The proof is given for each of the cases separately. In the proof the strong pairs are represented by means of the vertices involved. For example, (1,23) is the internal strong pair between vertex 1 and vertex 23.
(1) If G or its transitive closure is already a comparability graph, then trivially N * = W * . In each of the following cases, if an extension exists with the maximum clique weight equal to the maximum clique weight of the original graph, then W * = N * and the bounds hold. Thus, in the following we assume W * = N * . (2) We distinguish between the following two cases:
2.1. There exist two internal strong pairs for G Without loss of generality, let us assume that the two internal strong pairs are (1, 23) and (3, 12) , respectively. Then the minimum makespan of a normal schedule is bounded by the following two cliques: From now on, this more concise notation will be used.
2.2.
There exist one internal strong pair and one external strong pair for G Let us assume that the internal strong pair is (2,13). Then, without loss of generality, the external strong pair can be assumed to be (1, 2) or (1, 
Preorientations with two precedence constraints
In this section, according to the graph-theoretical formulation, we describe the results for the minimum, taken over all the extensions, of the maximum clique weight of an extension with respect to the maximum clique weight of the transitive closure of the quotient graph, when two precedence constraints are considered. Herein, we consider an exhaustive enumeration of the pairs of precedence constraints: this implies 8 unoriented pairs and 16 oriented combinations (two for each pair) both obtained excluding their isomorphic transformations (i.e. reverse orientation, re ection and rotation). All the possible pairs of precedence constraints are analyzed according to the number of strong pairs required to get a transitive orientation (i.e. to the number of di erent one-edge extensions to a comparability graph allowed by each case).
We will show that for some given pairs of precedence constraints the transitive closure of the quotient graph is a comparability graph (i.e. the maximum clique does not increase) and, in any case, the performance ratio never has a bound larger than 3 2 with respect to the maximum clique weight of the transitive closure of the quotient graph. For each case, once determined the bound, an instance is found to show its tightness. We shortly describe the content of the ÿgures. For each case all the extensions to a comparability graph obtained by adding one edge (one strong pair) are shown. More precisely, Fig. 3 refers to the instances in which the transitive closure of the quotient graph is already a comparability graph, while Fig. 4 represents the instances implying only two possible extensions to a comparability graph. Fig. 5 shows the instances with at least three strong pairs two of which being internal, while Fig. 6 the cases with at least 4 extensions to a comparability graph, three of which obtained by adding an internal strong pair. In all the ÿgures, the "· · · " represent the arcs, as in Fig. 3 , induced by the given precedences constraints and the "---" the possible edges added to extend the graph to a comparability one.
The following lemma states that for each instance with two precedence constraints it is possible to ÿnd a comparability graph by only adding one more edge. Lemma 2. If the quotient graph with two arcs is not a comparability graph, then there exists at least one strong pair. All the above bounds are shown to be tight.
Proof.
(1) If the transitive closure of the quotient graph is a comparability graph (see Fig. 3 ), then the proof follows from part (1) of Lemma 1.
(2) The cases in which the quotient graph with two arcs can be extended to two di erent comparability graphs with at least one internal strong pair are shown in The tightness for N * , in Example 1 and in the other examples, is veriÿed as follows. Starting with the partially oriented quotient graph we ÿnd an edge, if it exists, whose orientation has to be forced if we do not want to increase the maximum clique weight. Similarly, all the edges, if any, which have only one possible orientation in order to not increase the maximum clique weight are sequentially oriented. Finally, an edge will occur where both orientations increase W * determining di erent extensions of the quotient graph to a comparability graph (e.
(3) All the pairs of arcs implying at least three extensions to a comparability graph, two of which obtained by adding one internal strong pair and at least one external strong pair, are shown in Fig. 5 . For all such cases the bound follows from part (3) of Lemma 1. To prove tightness we construct an example for each pair of arcs. (4) All the pairs of arcs which generate at least four di erent extensions to a comparability graph (three out of which are internal strong pairs and one external strong pair) are shown in Fig. 6 . For each case the bound follows from part (4) of Lemma 1. The bound is tight, as it is tight for the case without precedence constraints (see [4] for a proof). To show its tightness take, independently from the precedence constraints, the instance with p 12 = p 13 = p 23 = 1 and p 1 = p 2 = p 3 = 2.
Preorientations with three precedence constraints
In this section the bounds on the minimum (over all extensions) of the maximum clique weight with respect to the maximum clique weight of the transitive closure of the quotient graph are derived for the cases with three precedence constraints. Let G be the quotient graph with three precedence constraints. Herein, we analyze all the possible triples of precedence constraints. The exhaustive enumeration of all the triples implies to consider, after the exclusion of their isomorphic transformations, 15 unoriented triples. For each of them, we get all the possible orientations by arbitrarily orienting one of the three edges and by considering all the possible ways to combine the orientations for the remaining two edges. This usually means 4 di erent orientations for each triple, but there are two cases in which the arcs imply only three orientations and one case in which we get only two orientations: we have 56 oriented combinations altogether. With three arcs the possibility to ÿnd a comparability graph by simply adding one more edge, as stated in Lemma 2 for a quotient graph with two arcs, does not always exist. However, if only extensions to comparability graphs are obtained from the partially oriented graph G by adding one edge (a strong pair) then the bound follows immediately from Lemma 1 as for the cases with two precedence constraints. We brie y describe the content of Figs. 7-23. For each oriented combination we show all the extensions to a comparability graph when this can be obtained by adding only one edge. This is the case for the orientations considered in Figs. 7-10. For instance, each case analyzed in Fig. 10 shows, given the oriented triple, all its possible extensions to a comparability graph. Case (10.a) allows four di erent extensions to a comparability graph, one obtained by adding an edge between vertex 2 and vertex 3, the others by adding each a di erent internal edge.
For the other cases, namely those shown in Figs. 11-23 , in which the extensions to a comparability graph may require more than one edge, the extensions used in the proof of the bounds are shown. So, for instance, for the oriented triple considered in Fig. 15 , two extensions to a comparability graph are shown: the ÿrst one (15.a) is obtained by jointly adding two external edges, one between vertices 1 and 2 and the other between vertices 2 and 3; the second one (15.b) requires the introduction of only one internal edge between vertices 2 and 13. The di erent oriented triples considered in Figs. 7-10 are grouped separately according to the type of strong pairs they require to get a comparability graph. Fig. 7 shows the cases in which the transitive closure of G is a comparability graph (i.e. when two out of the three precedence constraints force one or more arcs). Figs. 8-10 show all the cases in which the ratio has an upper bound equal to Proof. The result follows for all such cases from Lemma 1, part (2) . For all the cases of precedence constraints included in Fig. 8 , we ÿnd an instance to prove the tightness of the bound. More precisely, taking Example 1 the tightness of the bound is shown Proof. The result follows for all such cases from Lemma 1, part (3) . To show the tightness of the bound for the di erent cases included in Fig. 9 take Example 3 for the cases (9.c), (9.e), (9.f) and (9.i), take Example 4 for the cases (9.a), (9.b), (9.d) and (9.h) and Example 5 for the remaining case (9.g). Then N * =W * → Proof. The result follows for all such cases from Lemma 1, part (4) . To show the tightness of the bound take the example introduced for the cases shown in Fig. 6 . The cases for which at least two edges (possibly one implied by the precedence constraints) are jointly needed to extend the quotient graph to a comparability one are shown in the ÿgures from 11 to 23. Notice that while ÿgures from 7 to 10 show di erent cases, in ÿgures from 11 to 23 only one case at a time is depicted with all the extensions to a comparability graph which are required to prove its bound.
In the following propositions the results for the special instances shown in Fig. 11 (1) Fig. 11: If in (11.b) • The maximum clique weight in (11.a) is jointly generated by the two arcs (1,23) and (1, 2 Fig. 13 : Same proof of the case in Fig. 12. (4) Fig. 14: From extension (14.a) To show the tightness of the bound consider the example Fig. 17 : The precedence constraints imply the arc (1,2) and admit either the internal edge (2,13) ( Fig. 17.a) or both the edges (3,12) and (2,3) (Fig. 17.b) (2) Fig. 22 : The precedence constraints imply the arc (1,23) and admit separately the extensions shown in Fig. 22 
The scheduling problem
The starting point of this work was the problem of nonpreemptively scheduling a set of tasks, possibly related by precedence constraints, each of which requiring a speciÿed set of processors. In the previous sections for each case with two and three precedence constraints we have found the worst-case error of N * in terms of the graph-theoretical formulation. More precisely, for each case, identiÿed by given precedence constraints, we have found the guaranteed ratio of the smallest possible maximum clique weight of a transitive extension with respect to the maximum clique weight of the transitive closure of the quotient graph (and then of the constraint graph).
In this section we highlight how such results are related to the scheduling problem, showing the guaranteed bound of the best normal schedule with respect to the minimum makespan C max . Since N * =C max 6 N * =W * , all the bounds shown in Sections 3 and 4 are upper bounds on the relative error of the minimum makespan of the normal schedule with respect to the optimum. Now the issue is to show in which cases the bound found with respect to W * is also tight for the scheduling problem and in which cases it can be improved further.
Since in most of the cases the bounds found with respect to W * are also tight for the scheduling problem, in order to avoid a cumbersome discussion of all such cases we only show, as an example, the instance corresponding to the case of Fig. 4 .a, where the bound is 3 2 . For all the remaining cases the tightness can be veriÿed by constructing a scheduling instance from the examples introduced to show the tightness of the bounds with respect to W * . Consider an instance for the scheduling problem in which we have two tasks of unit length requiring processor P 2 , two tasks of unit length the ÿrst requiring processor P 1 and the second requiring jointly the processors P 1 and P 3 , and all the remaining tasks requiring processors P 3 ; P 1 and P 2 ; P 2 and P 3 , with length equal to . Notice that these are the weights associated to the vertices of the graph in Example 1. The optimal schedule for this instance is shown in Fig. 24 .a, where the idle times are in gray. Fig.  24 .b shows the best normal schedule for the same example. The optimal solution can be obtained by partitioning the two tasks requiring processor P 2 one before and one after the tasks jointly requiring processors P 1 and P 2 . In this way C max → 2; N * → 3 and the bound the trivial cases (7.a)-(7.o), all the remaining cases are dealt with in the sequel. Last but not least, Fig. 19 represents the unique case for which neither the bound found with respect to W * is tight for the scheduling problem nor the best normal schedule is always optimal. The result is discussed in Proposition 9. Now we show that for the case with two precedence constraints represented in Fig. 4 .b the best normal schedule is optimal, i.e. N * = C max . From now on, we will refer to T ij ; i; j ∈ {1; 2; 3}, to indicate the set of tasks requiring processors P i and P j , simultaneously. Proof. If an extension exists with the maximum clique weight equal to the maximum clique weight of the original graph, then W * = N * and the best normal schedule is optimal. Thus, in the following, we assume W * = N * . For Fig. 4 .b, let T be the task scheduled as the ÿrst in the set of the tasks an analogous argument is obtained by symmetry, interchanging the role of T 1 and T 3 . Similarly also cases (8.a), (8.g) and (8.h) can be proved. In particular, case (8.h) can be shown taking T as the task scheduled ÿrst in the set of tasks T 12 ∪ T 13 , and case (8.a) by reversing orientation and considering T in the set of tasks T 13 ∪ T 23 .
Proposition 8. If the quotient graph has the three precedence constraints shown in Figs. 16 and 17, then the best normal schedule is optimal.
Proof. If an extension exists with the maximum clique weight equal to the maximum clique weight of the original graph, then W * = N * and the best normal schedule is optimal. Thus, in the following, we assume W * = N * . For Fig. 16 , let T be the task 
Conclusions
In this paper, we have considered the problem of nonpreemptively scheduling tasks on three dedicated processors to minimize the maximum completion time (makespan). The problem belongs to the interesting class of the so-called multi-processor task systems where tasks may require more than one processor simultaneously. At most three precedence constraints have been considered among groups of tasks requiring the same set of processors. By means of a graph-theoretical formulation we have derived tight approximation results for the best normal schedule. In particular, tight bounds of 
