Scheduling is a key factor for operations management as well as for 
INTRODUCTION
A typical Job-shop consists on a high-mix low-volume (HMLV) production flow, which simultaneously requires process of operations by the use of shared resources.
In this manufacturing context, scheduling and sequencing operations became critical to the efficient use of both time and the machinery involved in a certain production system.
In this context scheduling is a well-known problem that deals with the efficient allocation of resources in order to perform a collection of tasks given a certain time range (DUMITRESCU; STOEAN; STOEAN, 2007) . Thus, one of the challenges related to those issues is to reduce lead time by minimizing the amount jobs work in progress (WIP inventories). Then accordingly to Boushaala et al. (2012) and French 
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xi. There are no limiting resources other than machines/workstations xii. The machines are not identical and perform different operations xiii. Operation cannot be interrupted,
xiv. An operation of a job can be performed by only one machine.
xv. There are capacity limitations which lead to bottleneck problems, xvi. Due dates must be observed together with the completion times. Each model was set to obtain the best possible result given a range of 3600 sec, and after performing the simulations those 3 models performances are analyzed and commented.
Data used on this work was partially extracted from the work of Applegate and Cook (1991) and (BEASLY, 2005) and the approach to solve them was based on the work of Fisher (1973) , Applegate and Cook (1991) , Zhou (1996) and also by Mastrolilli (2000) . Despites the reference works, this article does not aim to reproduce exactly the same results but to discuss the classical mathematical JSSP formulation and the computational solution obtained at IBM ILOG CPLEX environment under the light of Linear Programming perspective.
Then, on the next sections, a brief review of Linear Programming, Mixed
Integer Programming and Constraint Programming will be presented, followed by JSSP mathematical model statement.
DEFINITIONS

A Brief Overview of Linear Programing
Linear Programming (LP) was first proposed by George B. Dantzig in 1947 as resource to the need of solving complex planning problems concerning to warlike operations during the World War II. LP is one of the most famous features of
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"branch of mathematics dealing with techniques for maximizing or minimizing an objective function subject to linear, nonlinear, and integer constraints on the variables" This fundamental concept is important to define the range of this study as the initial step taken to optimize the JSSP was to build an integer optimization model, composed by some of those elements mentioned above.
Continuing with the definitions, the Linear programming (LP) can be viewed as part of a great revolutionary development, which has given humankind the ability to state general goals and to lay out a path of detailed decisions to take in order to "best" achieve its goals when faced with practical situations of great complexity (DANTZIG, 2002) . In order to be linear, an optimization model must satisfy 3 assumptions: proportionality, nonnegativity and additivity, which are described on The quantities of flow of various items into or out the activity are always proportion to the activity levels. i.e.: it concerns to contribution per unit of each decision variable to the objective function.
Assumption 2: Additivity
Relates to the relationships among the decision variables. For each item it is required that the total amount specified by the system as a whole equals to the sum of the amounts flowing into the various activities minus the total amount flowing out. i.e.: The total value of the objective function equals the sum of the contributions of each variable to it.
Assumption 3: Nonnegativity
While any positive multiple of an activity is possible, negative quantities of activities are not. Ex.: A negative quantity of delivery packages cannot be negative. Source: Adapted from DANTZIG (1996) Summarizing it in a more scientific verbiage, Linear programming (LP) consists on the mathematical programming technique applied for finding optimal solutions to problems expressed in linear equations and inequalities (BRADLEY;
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Where, is a given vector Continuing, those linear equations and inequalities in the linear program are called constraints and a linear program is often written using matrices and vectors, in a way similar to the notation AX = b for a system of linear equations in linear algebra.
Therefore, linear programs are problems that can be expressed in canonical form:
Subject to:
The standard form of this kind of problem is:
Subject to
The way usually pursued to solve such problems is the Simplex Method, which was introduced in the late 1940s, simplex evaluates from vertex to vertex on the boundary of the feasible polygon gradually improving the objective function until an optimal solution is found -or it is established that no solution exists (MATOUSEK; GARTNER, 2007) . It is not the aim of this work to discuss step by step the methods to solve Linear Programs -even though Simplex method is very important to solve real world optimization problems. Thus, in order to obtain a detailed explanation of how
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Once presented a quick overview of Linear programming, on subsection 2.2 the main definitions of mixed and integer programming are briefly presented.
Basic definitions of MIP
Mixed and integer programming is a part of mathematical programming dedicated to solve problems which require that the variables must be integers numbers. i.e. {0, 1, 2, 3,…, n}. Therefore, it focuses on discrete optimization problems (KAUFMANN, 1977) . It is noteworthy that most of the integer problems are 
However, for problems in which the decision variables may assume any nonnegative integer value, it is necessary to resort to techniques such as the branch- Magnanti (1977) and Vanderbei (1998) .
The Branch-and-bound intends solve an expected large number of correlated LP problems at the search for an optimal integer solution. Marie-France Derhy described this method as based on the principle that the total set of feasible solutions can be portioned into smaller subsets of solutions (DERHY, 2010) , such as shown on However, as an integer linear program is a LP only constrained by , in a minimization problem, the value of the objective function at the linear-program optimum will always be a lower bound on the optimal integer-programming objective, while any other integer feasible point is always a upper bound on the optimal linearprogram objective value (BRADLEY, HAX and MAGNANTI, 1977) . This process is repeatedly upgraded until an optimal solution if found or until every node is whacked.
With this in perspective, it is important to present two more fundamental concepts:
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Although it presents limitations, MIP has proved to be very effective in modeling and solving both theoretical and practical optimization problems.
Additionally, MIP consists on a special case of CP, despites the former represents a very important case of CP where all constraints and the objective function are required to be linear and only integer or real-valued domains are feasible accordingly to Salvagni(2008a) and Barták, (1999) . With that idea on focus and considering that the second part of this work betakes Constrain Programming for Job-shop Scheduling Problems, the section is dedicated to present definitions on CP and its main features.
Basic Definitions of Constraint Programming
This section aims to present definitions related to constraint programming as 
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http://www.ijmp.jor.br v. 6, n. 1, January - ii) Constraints are non-directional and they are declarative, i.e. they specify what relationship must hold without specifying a computational procedure to enforce that relationship, iii) They possess additive propriety. Therefore, the order of imposition of constraints is irrelevant as the conjunction of constraints is in effect, iv) Usually, constraints from the constraint store share variables.
CP has been successfully applied to a high variety of knowledge fields such as project management, whether industry or hospital scheduling. Further applications exemplified by Wallace (1996) , such as Circuit Checking, Real-time control systems.
Constrain Programming Techniques
Constraint problems Techniques (solving technologies) can usually be Therefore, the solution of a CSP will be accomplished when every variable assumes on value from the domain and all constraint are simultaneously satisfied.
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http://www.ijmp.jor.br v. 6, n. 1, January -March 2015 ISSN: 2236-269X DOI: 10.14807/ijmp.v6i1.262 A CSP allows multiple solutions depending on the goals can various solutions or only one can be found. Yet, is it still possible to obtain optimal solutions or even only a desirable one. In order to satisfy the constraints of such problems, following approaches are suggested (ACHTERBERG et al., 2008a) : (LITTLE, TSANG, 1995) . Therefore the solution must comply with a previously defined objective function and at the same time it satisfies all the constraints together. In that context, the Branch and Bound (B&B) method is the most recurrent resource, which can be applied to the CSOP and to MIP problems as well (BARTÁK, 1999) .
According to the same author, the B&B requires an heuristic function for mapping the partial labelling to a numerical value and in the case of a minimization problem such as the ones studied in this work, it represents an under estimate of the objective function for the best complete labelling achieved.
Thus, this kind of model searches for solutions in a depth first manner and behaves like chronological Backtracking1 except that as soon as a value is assigned to the variable, the value of heuristic function for the labelling is computed. If this value exceeds the bound, then the sub-tree under the current partial labelling is pruned immediately. Another way to address that type of problem is the use of Stochastic and Heuristics algorithms such as Genetic algorithms (GAs). GAs represent a class of stochastic search based on the concept of the evolution in 1 "Backtracking" is a problem solving method according to which one systematically searches for one or all solutions to a problem by repeatedly trying to extend an approximate solution in all possible ways (FOKKINGA, 2004) .
http://www.ijmp.jor.br v. 6, n. 1, January -March 2015 ISSN: 2236-269X DOI: 10.14807/ijmp.v6i1.262 nature which successfully has been applied to combinatorial optimization problems such: i) the travelling salesman problem (TSP), ii) the quadratic assignment problem (QAP) and , iii) Scheduling Problems.
The plurality of constraint programming techniques is evident, as well as large range of applications. However, it is not the objective of this study to conduct a broad theoretical review on each technique related to this area of knowledge. In fact, it is noteworthy to recapitulate that this works intends to present a comparison between the different results obtained through a MIP model and several CP models aiming to optimize 17 hard Job-shop problems.
In this sense it is relevant to mention the work of Berthold and Naturwissenschaften (2008) A CIP must fulfil the conditions below: : 10.14807/ijmp.v6i1.262 (2008) consists on establishing a parallel on both techniques, which can be observed on Table 2 . Once presented main definitions that based this work, on the next section the proceedings of MIP study are presented, followed by the empirical study of CP.
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JSSP GENERAL STATEMENTS
The objective function
Inputs of these JSSP consist on a set of Jn (jobs) x Mn (machines), where the due dates are not known, and there where specified two schedule decision criteria: i) Maximization of the number of jobs, : 10.14807/ijmp.v6i1.262 ii) Minimization of the makespan and, iii) J = finite set of jobs, J= {ji,….,jn}, iv) M = finite set of machines, M= {mi,….,mn} Now that the objective function is defined, the declaration of the constraints is presented on the next section.
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Constraints
The constraints established for this problem are:
X j(t) ≥ X j(t-1) + P j(t-1)m for all t = 2,…,m
In order to solve this problem with the IBM ILOG CPLEX, a dummy variable was incorporated on constraint (5) so that this problem could be solved with MIP. The binary variable Ym (ij) assumes value one, whenever job i is scheduled on m before job j (7).
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JSSP FORMULATIONS
MIP formulation
After stating the mathematical model for the JSSP, in this subsection the MIP formulation to solve this problem is presented.
Objective function Min C max
Constraints
for all I, j ∈ J, m ∈ M Nonnegative times:
No-Preemption
X j(t) ≥ X j(t-1) + P j(t-1)m for all t = 2,…,m
Dummy Variable:
for all j i-1 ∈ J > j i ∈ J
Sequencing Criteria
L (sec): Time limit: = 3.600
The objective function of this problem is consistent with equation (17), which is minimizing the completion time of all the jobs through finding the best sequencing.
The constraints for this problem recall the Job-shop characteristics described on section one (items 1-14), which were translated to equations 23 to 26.
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The CP -1 Model for JSSP
The CP -1 model consists on running the standard algorithm of IBM for default job-shop scheduling problems. This default model was conceived under the paradigm of setting discrete decision variables (processing intervals and sequencing machines) with the objective function of minimizing Makespan. For this kind of problem, IBM set the constraints according to the definitions of the Constraint Programming, and which are consequently aligned to the JSSP rules presented on section 1. After setting the constraints, the next step is to search for a satisfactory solutions, which is performed as illustrated on 
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ii) EndBeforeStart: this constraint states that the end of a given interval variable Ij,m -1 is necessarily less than or equal to the start of a given interval variable Ijm. (IBM, 2014).
iii) TimeLimit (sec): the solutions search was originally limited per number of fails.
However, for this study this parameter was changed to TimeLimit of 3600 sec.
That implies that this search is not guaranteed to return the optimal solution, but the best one found within the limit available (IBM, 2014).
The CP -2 Model for JSSP
CP-2 model resembles definitions from section 3.1 and 3.2, from which is added the constraint of time limit Eq. (36). This proposition can be observed next.
Objective function
Min C max C max = Max X jm + P jm (32)
Constraints
Nonnegative times:
Process Sequencing:
L (sec): Time limit: = 3.600 (36)
The sequencing criteria for CP-2 model does not differ mathematically from the one presented on model MIP excepting for discharging the use of dummy variables and, of course, by the use of the CP solver.
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experimental results the test problem
Aiming to verify if the proposed models could successfully solve a JJSP, one short test problem was ran on IBM ILOG CPLEX for each model, before any attempt to run one of the hard proposed by (BEASLY, 2005) . This short problem was based on the JSSP description by i) Slack, Chambers and Johnston(2010) , ii) (Boushaala et al., 2012) and French (1982) and it consists on a 3 jobs x 4 machines, in which, every job had to follow a predefined. The problem times and routes are presented on Table 3 . 
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Next, the CP-2 model is presented as an alternative to CP-1 model in the search for solutions. For testing Model CP2, the instance TEST was run in 1.05 seconds until the best Cmax was found.
Thus, as every model presented in this section has shown capability to find optimal results for the JSS test problem, their application on hard problems was The Gantt chart consists on a bar graphic which pictures the schedule of a certain set of operations in the appropriate sequence. Through this chart it is possible to observe both start and finish times of each operation at the jobs involved on the problem.
Those start and finish times were initially calculated via IBM ILOG CPLEX.
But, in order to pedagogically illustrate this JSSP, the following discussion will be supported by the Gantt chart. : 10.14807/ijmp.v6i1.262 Then, calculating the total waiting time of each job through the graph: J0 presented no waiting time, efficiently flowing all long the processing. J1 had 15h of waiting time from machine 1 to machine 0. J2 had the sequencing with higher and also more frequent waiting time among machines: M0 (9 h), M1 (8h), M3 (1h). Therefore, the total waiting time for this job was 18 h.
Additionally, from the chart it is possible to extract the available time of each machine in this timeframe: i) M0 is free for 5hs between J2 and Job1, ii) M1 has 14h not occupied as between J0 and J2 there is 7hs and once J2 leaves this machine there are still 6h free to be used, iii) M2 has 18hs unoccupied before J0 starts to be processed, iv) and M3 has 28h free before J1 starts to be processed and also 1hs between J1 and J2.
Still, it is relevant to expatiate that because the sequencing results of CP are not identical to the one obtained from MIP model, Figure 3 will suffice to illustrate the obtained sequencing results. Once this solution for the test problem presented no deviation from its optimal, the next step taken was to run further complex problems in order to observe how it fits them.
EXPERIMENTAL ANALYSIS
Studied instances
At this stage of work, there were selected 17 differently sized JSSP to be optimized by the algorithms written on IBM ILOG CPLEX. The sizes of the chosen problems are presented on Table 5 . FT06 optimal value was published by Fisher and Thompson (1973) and the others were previously published by Applegate and Cook (1991) and also
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http://www.ijmp.jor.br v. 6, n. 1, January -March 2015 ISSN: 2236 -269X DOI: 10.14807/ijmp.v6i1.262 Zhou,(1996 and with a different approach by Mastrolilli (2000) . The calculated Cmax, and their deviations from the optimal solution, which were obtained though models MIP, CP-1 and CP-2 are presented on Table 6 .
Experimental Results
The experimental results were organized in a way such as the interpretation of the reader was facilitated. Therefore: i) Colum Opt shows the Optimal Cmax value for the problem, ii) Colum SMIP corresponds to the solution obtained by MIP model, iii) in the sequence, iv)SCP1 displays the solution btained by model CP-1, v) SCP2 exhibit the solution obtained by model CP-2. Finally, every Colum containing the symbol vi) Dn, shows the deviation from optimal Cmax. Deviations were calculated taking as an example footnote 2, on page 227. = deviation from best C max l % Despites the limitation of time which was set in 3600 seconds for both models, the MIP achieved optimality on 6 problems: ABZ6, LA01, LA02, LA03, LA04, LA20.
Other 4 problems were granted as optimized, but they presented small gaps3.
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The CP-1 model presented the smaller time of solution processing, within a range from 0s03 sec (LA06) to 1,06 sec (ABZ06), with ORB 01 as an outlier (1390 sec). In fact, none problem solution was interrupted before exceeding the time limit.
However from 17 problems only 3 presented no deviation from the best Cmax value of literature review. Continuing with CP-1 outputs, 6 instances presented solutions close to the target (optimal), with deviations inferior to 10%, which were : ABZ5 , ABZ6 , LA03 , LA19, LA20, and ORB2.
Although the satisfactory results, some other instances presented the highest deviation from the desired Cmax value, among the 3 models, such as: ORB3 (0,147), LA04 (0,11), LA02 (0,11) ORB5 (0,11) and especially LA06 (0,728), MT10 (0,856) that presented values superior than 70%.
Moving the analysis to model CP-2, the general processing time were much higher in comparison to its predecessor. The processing time range stands from 0,005 (LA08) to 1926 (ORB01).
On the other hand, deviation from the target were much lower: i) There were successfully solved 9 problems: with zero deviations from optimal value (ABZ6, FT06 , LA01, LA02 , LA03 , LA04 ,LA05, LA08 , LA19) and There were 6 problems solved with divergence between 4% and 0,1%, see Table 6 , ii) There are only 2 solutions with diversion higher than 10% from optimal, which are: ORB01 (0,17) and MT10 (0,638).
At the stage of research, the standard model CP-1 was discharged as the best choice, because although it presented the best solving time, it failed to solve 53% of instances. Still, it was able to fully solve 3 problems: LA05, FT06 and LA01 as well as it nearly solved 35% of this set of problems4. For that reason, the Gantt Charts of 4 Tolerance for CP models: problems presenting deviations from optimal between 0.1% and 10% on their solutions were considered nearly optimal.
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By the MIP processing, most problems were optimized (or at least nearly optimized) in less than 400 sec. However, ORB1, ORB3 and ORB5 have reached the time limit of 3600 with gaps superiors to 11%. Because the tolerance level of gaps was set on 10%, it was considered that these problems were not successfully solved.
Moving forward to CP-2 model, its processing times obtained were very much lower than the previous one, by solving 88% of instances under 500 sec. The exceptions were ORB01 (1.926sec), OBR02 (871sec) and ORB03 (1.117sec), but notwithstanding the time, solutions presented deviations inferior to 10% on the first 2 orbs. To observe all processing times, see Erro! Fonte de referência não encontrada..
In terms of time performance and solving success, model CP -2 has demonstrated to be most adequate to solve this particular set of problems. However MIP model also presented satisfactory results. Due to the times and success rates of MIP and CP-2 models have been considered virtually equivalent, a further exploration of results were elaborated. Thus, in the following subsection some further comments related to the operations management perspective are presented to aid the choice of the most appropriate model for the studied set of solutions.
Complementary Analysis
This complementary analysis of the 2 selected models is illustrated with the example of instance FT06. This instance is a 6 x 6 system, with optimal Cmax = 55h. 
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Thus, changing the perspective of the job for the machines, MIP sequencing also presents better performance in most of machines, with exception of M3 ( Figure   7 ). However, CP-2 also surpasses 50% of the cycle time with this machine idle for the same machine 
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 Considering the Objective function: Min Cmax CP2-Model was considered the best model among three to solve this particular set of problems, as it successfully presented the optimal value at 88% of the studied instances as well as it fail to solve only one problem. In addition to that, this model has demonstrated the second best timing.
As a disadvantage, this model has shown inferior performance on reducing the WIP inventory and also on reducing idle machine times.
MIP model was considered the second best option because it presented a larger processing time, and because it successfully optimized 60% of the studied instances. This model also presented good (though not optimal solutions) for 23% of the JSSP and finally, it fail to optimize 12% of the problems. As an advantage, MIP model presented better performance at the use of machinery resources and also by presenting a shorter WIP inventory timing.
Once concluded the experimental analysis, the final considerations of this study are presented on Conclusions section.
CONCLUSIONS
This work aimed to present a comparison among 3 optimizing models, which are 1 MIP model and 2 CP Model, both had as objective to optimize 17 classical hard job-shop scheduling problems.
Through the study of those problems, it has been proved that the 2 algorithm succeed on optimizing the majority of problems as well as they observed the 16 premises of JSSP presented on section 1.
CP-2 has proven to be the most appropriate model to be faster on finding a close to optimal solution for 10X10 problems, while MIP was faster to find it on 10x5 problems.
INDEPENDENT JOURNAL OF MANAGEMENT & PRODUCTION (IJM&P)
http://www.ijmp.jor.br v. 6, n. 1, January -March 2015 ISSN: 2236-269X DOI: 10.14807/ijmp.v6i1.262 Considering the computational processing time range of 3600sec, in spite of 79% slower, MIP has demonstrate more accuracy of results then CP-2 in 82,35% of the studied problems. Therefore, it is evidenced the trade-off between response speed and accuracy between those 2 models.
Another analysis should be effectuated by a decision maker who wished to choose between MIP and CP algorithms: the performance criteria of a given productive system. Those trade-off analysis enter into the domain of Operations Strategy, which is not the focus of this work and because of that it is suggested for the reader to see the work of Slack, Nigel and Lewis (2009) on the field of Operations Strategy.
As future works opportunities it is suggested to be taken a multi-criteria study aiming to simultaneously optimized Cmax, GRU and WIP or even any other performance criteria of Productive Systems in order to pursue better results. Another possibility is to deconstruct this work and redo it with the use of heuristics techniques, which would require more sophisticated tools in the search for new solutions.
Finally, this work is concluded with the confidence of not only presenting 2 functional Optimization algorithms for JSSP but also with certainty of having contributed to the demonstration of the many insights to the industrial management that MIP and CP can bring along.
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