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Er bestaan verschillende i teratieve methoden om partiele differentiaal-
vergelijkingen van het elliptische type op te lossen. Een ervan is de 
methode van Richardson die geschikt is om matrixvergelijkingen Lu= g 
op te lossen, waarin Leen symrnetrische positief definiete operator is 
(zie [1] en [2]). 
De methode berust op reductie van de componenten van de eigenfuncties 
van L waaruit de beginbenadering u0 van Lu= g opgebouwd is. 
In hoofdstuk 1 geven we een ALGOL 60 versie van deze methode in de vorm 
van r de procedure richardson, Heading en betekenis van de parameters 
komen aan de orde, evenals de subprocedures. 
De methode van Richardson kan versneld worden; deze versnelling berust 
op reductie van de componenten van de laatste eigenfuncties van L waar-
ui t de beginbenadering u0 is opgebouwd, gevolgd door eliminatie van de 
componenten van de overblijvende eigenfuncties (zie [1] en [2]). 
In hoofdstuk 2 wordt een ALGOL 60 versie gegeven van dit eliminatie-
proces in de vorm van de procedure elimination; voor de reductie kan 
richardson gebruikt worden. 
Hoofdstuk 3 bevat een tweetal opmerkingen over de procedure richardson, 
de eerste opmerking betreft het aantal iteratieslagen en de tweede be-
treft eventuele bespa.ring van geheugenruimte. 
Hoofdstuk 4 bestaat uit de resultaten van een drietal experimenten om 
beide procedures te testen, te weten: 
0 
1 • het Dirichletprobleem voor de snaar op het interval [0,TI]; 
0 
2 • het Dirichletprobleem voor het membraan op het vierkant [0,TI;O,TI]; 
3 • een probleem uit de rheologie. 
Ten slotte wordt in hoofdstuk 5 de ALGOL 60 tekst gegeven van de pro-
cedures richardson en elimination. 
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1 • Reductiemethode 
1. 1. Methode van Richardson 
De methode v-an Richardson wordt gebruikt om i teratief matrixvergelij-
kingen op te lossen van het type 
Lu= g, 
waarin Leen symmetrische matrix is met positieve eigenwaarden. In toe-
passingen van deze methode moeten de kleinste eigenwaarde van L, nota-
tie ;i,_ 1 , en de grootste, notatie cr(L), voorgeschreven warden (zie [1], 
[2]). De (asymptotische) convergentiesnelheid is gelijk aan 2/('5;1/cr(L)). 
De procedure richardson die nu volgt, is een ALGOL 60 versie van de 
methode van Richardson. 
1. 2. Procedure ri chards on 
Heading en betekenis van de parameters. 
procedure richardson (u,lj,uj,11,ul,inap, residual,a,b,n,discr,k, 
rateconv,domeigval,output); · 
value lj' UJ' 11, ul, a, b; 
intes;er lj' UJ' 11, ul, n, k; 
real a, b, rateconv, domeigval; 
arrai u, discr; 
boolean inap; 
:12rocedure residual, output; 
De actuele parameters die met de formele corresponderen, ziJn: 
u twee dimensionaal array u[lj :uj ,11:ul]; in u staat na 
iedere iteratiestap de door de procedure berekende bena-
dering van de oplossing van Lu= g. 
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onder- en bovengrenzen van het array u. 
<boolean>; 
inap:= true , als de gebruiker een beginapproximatie op-
geeft in het array u; 
inap:= false , als beginapproximatie wordt een vector met 
componenten die alle de waarde 1 hebben, 
aangehouden. 
procedure die door de gebruiker gedeclareerd moet worden: 
procedure residual (u); array u; 
<body>; 
na aanroep levert residual het residu Lu - g af in array 
u. 
<expression> ; 
a en b geven resp. de onder- en bovengrens aan van de 
eigenwaarden van L; er moet gelden a> O. 
<expression>; 
n geeft het aantal iteratieslagen aan, dat richardson uit-
voert. 
1-dim, array discr [1:2]; 
richardson levert in dit array na iedere iteratieslag de 
volgende waarden af: 
discr [1]: hierin I jLu-gj 12 met I J 11 2 : euclidische norm, 
dis er [2 J: hierin I J Lu-g I I 00 met I J I Lxi: maximum norm. 
<variable> ; 
Jensenparameter voor de procedure output; verder telt k 
het aantal iteratieslagen dat de procedure richardson uit-
voert. 
<variable>; 






na iedere iteratie levert de procedure hierin de waarde af 
van de dominante eigenwaarde (mits aanwezig). 
een procedure die door de gebruiker gedeclareerd moet wor-
den: 
procedure output (k); value k; integer k; 
<body>; 
output (k) levert de volgende waarden af: 
k = 0 u 1 in array u; 
I 1Lu0-gl 12 00 in resp. discr [1] en discr [2]; 
' 
0 < k < n: ~+l in array u; 
k = n+1 
I IL~-gl 12 , 00 in resp. discr [1] en discr [2]; 
rateconv en domeigval m.b.t. uk; 
un+ 1 in array u; 
I ILu 1-gl 12 in resp. discr [1] en discr [2]; n+ ,oo 
rateconv en domeigval m. b. t. u 1 • n+ 
1.3. Bespreking van de subprocedures 
procedure calpar; 
deze procedure berekent de coefficienten ak en wk van het iteratie-
schema, door een recursierelatie. 
procedure iteration; 
iteration berekent in iedere iteratieslag: 
0 
1 • ~+l volgens het schema: 
k > O, 
zie [2], formule (1.2), pag. 2. 
5 
0 
3. domeigval volgens: 
labda = s(l(ab)-s)/(.25(/a+/5") 2-s) 
met 
(zie a.a. [2]). 
De formule levert in de 11 11 2-norm labda 2 en in de 11 ] I 00-norm 
labda 00 ; nu wordt domeigval als volgt berekend: 
domeigval = • 5 ( labda 2 +_ labda qo). 
40. rateconv volgens: 
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2. Eliminatiemethode 
2.1.' Versnelling van de methode van Richardson 
Deze methode berust op de reductie van de laatste eigenfuncties van de 
operator L die corresponderen met eigenwaarden A. E [a,b] met a> O, 
J. 
b ~ o(L), gevolgd door eliminatie van de overblijvende eigenfuncties 
(die corresponderen met eigenwaarden A.< a). 
J 
Hierbij kiezen we de overblijvende eigenwaarden Aj als nulpunten van 
een eliminatiepolynoom. 
De (asymptotische) convergentiesnelheid is weer 2/(~/b), maar nu is 
a> A1: een versnelling t.o.v. Richardson met /fa./A 1), zie ook [1], [2]. 
De procedure elimination is een ALGOL 60 versie van dit eliminatiepro-
ces; voor de reductie kan b.v. de procedure richardson gebruikt warden. 
2.2. Procedure elimination 
Heading en betekenis van de parameters, voorzover afwijkend van die van 
de procedure richardson. 










lj, uj, 11, ul, b; 
lj, uj' 11, ul, n, k• ,
a, b, rateconv, domeigval; 
u, discr; 
residual, output; 
2-dim. array u[lj:uj, 11:ul]; hierin geeft de gebruiker 
een beginapproximatie. 
<variable>; 
er geldt: a> O, en a> domeigval. 
<variable>; 
inn levert elimination de graad af van het eliminatie-
polynoom. 
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domeigval <expression> ; 
domeigval heeft bij aanroep van elimination de waarde van 
de te eliminer€n eigenwaarde van L. 
2.3. Bespreking van de subprocedures 
real procedure arc cos ( w); 
berekent de functiewaarden van arc cos voor w E [-1, 1 J met behulp 
van de procedure arctan(w). 
real procedure tanh( w); 
berekent de functiewaarden van tanh voor w E (- 00 , 00 ) met behulp van 
de procedure exp(w). 
real procedure optpol(x); 
berekent de functiewaarden van g = g(x), waar g de functie verte-
genwoordigt zoals gegeven in [1], pag. 102, formules (3.19) en 
(3.20); het nulpunt van g bepaalt de graad van het beste elimina-
tiepolynoom, d.w.z. het polynoom dat de grootste convergentie 
levert. 
Het nulpunt wordt bepaald met de procedure zeroin; hierbij dient een 
onder- en ·bovengrens opgegeven te worden van het nulpunt. Als boven-
grens dis gekozen d = mTI l(b/domeigval) met m = 1, 2, . Als onder-
grens c is genomen c = 1, waarbij er van uit is gegaan dat het elimina-
tiepolynoom in ieder geval van de eerste graad is. 
We onderscheiden twee gevallen: 
0 
1 . g(c) .:::_ 0 : voor de graad n van het eliminatiepolynoom wordt dan 
0 
2 • g( C) < 0 
n = 1 gekozen. 
zeroin zoekt een nulpunt in [1,d] met 
d = TI ✓(b/domeigval); als zeroin geen nulpunt vindt, 
wordt d verdubbeld; zeroin zoekt vervolgens op het 
nieuwe interval [1,2d] een nulpunt. Als dit mislukt, 
dan wordt gezocht op [1,3d], etc. Dit proces berust op 
het feit, dat voor voldoend grote d geldt g(d) > 0. De 
graad van het polynoom wordt nu verkregen uit: 
8 
n = entier(c+,5), 
zie [1], pag. 102. 
Voor de werking van de procedures zeroin en entier wordt verwezen naar 
[7] resp. [8]. 
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3. Opmerkingen 
Voor de resultaten van de experimenten ter sprake komen, willen we 
een tweetal opmerkingen maken over de procedure richardson. De eerste 
opmerking zal gaan over het aantal iteratieslagen, en de tweede betreft 
een eventuele besparing van geheugenruimte. 
Opmerking 
Het is in het algemeen niet mogelijk het aantal iteraties te schatten 
dat de procedure richardson moet uitvoeren om een gewenste precisie te 
bereiken bij de berekening van de oplossing u van Lu = g. 
De procedure richardson is zo geprograrnmeerd dat het mogelijk is om het 
aantal i teraties n te bepalen in afhankelijkheid van: 
0 
convergentiesnelheid (rateconv); 1 de 
0 
norm van het residu ( discr [ 1 J discr [ 2 J) ; 2 . de en 
0 dominante eigenwaarde ( domeigval) . 3 . de 
Voorbeelden 
0 
ad 1 . n := if rateconv < 10-4 then k else 50; 
0 
ad 2 . n := if discr [ 1 J < 10-3 then k else 80; 
0 
ad 3 • dit geval is iets anders; de procedure richardson heeft nl. 
alleen de beschikking over de berekende waarde van domeigval, 
en niet over de voorgaande. In de procedure output kan de ge-
bruiker twee variabelen d1 en d2 declareren, waarmee de vorige 
waarde van domeigval onthouden kan worden en tevens de precisie 
meegegeven wordt ,waarmee domeigval berekend moet worden: 
procedure output (k); value k; integer k; 
begin real d1, d2; 
if k = 0 then d1:= d2:= 0; if k > 0 then 
begin d2:= d1; d1:= domeigval; 
n:= if abs((d1-d2)/d2) < 10-4 then k else 80 
end; S 1 ; .•. ; SM 
end output; 
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0pmerking 2: vermindering van het aantal array's 
De procedure richardson gebruikt drie array's, te weten: 
1) u[lj:uj, 11:ul] voor het onthouden van~-
2) v[lj:uj, 11:ul] voor het onthouden van ~- 1 ; ook fungeert v als 
doorschuifarray. 
3) res[lj:uj, 11:ul] voor het onthouden van L~-g (zie ook 1.3, 
iteration). 
De gebruiker kan geheugenruimte besparen door het array res[lj:uj, 11:ul] 
te laten vervallen. 
De volgende veranderingen zijn dan nodig: 
1) de procedure residual meet als volgt gedeclareerd warden: 
real procedure residual (u,~,j); value i,j; integer i,j; array u; 
<body>; 
Na aanroep van residual staat in u[i,j] nog steeds dezelfde waarde 
als voor de aanroep van residual en de waarde van het residu voor 
de component (i,j) wordt toegekend aan residual zelf! 
2) in de procedure iteration en in de nulde iteratieslag komen de 
volgende veranderingen (zie ook progra.mma tekst in 5,1): 
de regels 18, 19, 20 en 60, 61, 62 vervallen; 
de regels 23 en 68 veranderen als volgt: 
r. 23 
r. 68 
begin auxv:= v[j,l]; auxu:= u[j,l]; auxres:= residual(u,j,l); 
begin auxresO:= residual (u,j,l); 
11 
4. Experiment en 
4.1. Dirichletprobleem voor de snaar 
in ( 0 , 1T) , 
u(O) = u(1r) = O. 
d2 
Discretisatie met een rooster (roosterafstand h) van de operator -
dx2 
geeft een matrixvergelijking van het type Lu= g met g ~ 0 en: 
2 -1 
-1 2 -1 
-1 
-1 2 
De eigenwaarden van L volgen uit 
:>..n - .?_ (1-cos nh), 
- h2 
n = 1 , 2 , ••• , N ( Nh=,r ) . 
1T Genomen is h = 11 , zodat :>.. 1 ~ .993 en cr(L) .::_ 49. 
Als beginbenadering is gekozen u0 (x) = x(,r-x), x = jh met 
j = O, 1, 2, ... , 11. Richardson is op dit probleem getest met a= .9 
en b = 49. 
De aanroep van richardson is dan als volgt: 
richardson (u,o,11,1,1,true,residual,.9,49,47,discr,k,rateconv, 
domeigval,output); 
waarin de procedure residual gegeven wordt door: 
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procedure residual ( u); array u; 
begin real u 1 , u2 ; 
u 1 : == u[ lj , 1 ] ; 
for j:= lj+1 step 1 until uj-1 do 
begin u2:= u[j,1]; u[j,1]:= (2*u2-u1-u[j+1,1])/h2; 
u 1 := u2 
end 
end residual; 
A. richardson met a= .9 en b = 49 
k discr [1] discr [2] rateconv domeigval 
0 
.63310+1 .20010+1 - -
10 
.49910-0 .23310-0 .23 +.8672210-0 
20 
.18510-1 .95310-2 .28 -.9019610+1 
30 
.30510-2 .15210-2 .25 +.7313710-0 
40 .20710-3 .93110_4 .25 +.8999910-0 
48 .889 10-5 .40710-5 .27 +. 8569310-0 
De theoretische convergentiesnelheid wordt gegeven door 
R(k) = 2/(a/b) - ln(2)/k, 
zodat 
R(48) = .26. 
We testen nu elimination op hetzelfde probleem; 
de beginbenadering hebben we verkregen door op dezelfde beginoplossing 
als voor de eerste test 44 reductieslagen toe te passen op het eigen-
,, 
waarden interval [4 ,49 J met de procedure richardson, waardoor we tevens 
een schattin~ verkregen van de dominante eigenwaarde. In het programma 






B. elimination met a= 4 en b = 49 
k discr [1] discr [2] rateconv domeigval opmerkingen 
0 .63210+1 .20010+1 - -
10 
.27410+1 .11510+1 .068 +.99806 
20 .12710+1 ,535 10-0 .073 +.993221 
30 ,58610-0 .247 10-o .074 +,9932212 reductiefase 
40 
.27110-0 .114 10-0 .075 +,9932212 
44 .184 10-0 • 77710-1 .075 +.9932212 
4 
.42910-10 .29310-10 5.48 -.164 10-20 3 slagen elimination 
De convergentie in vergelijking met richardson op het interval [,9,49], 
t.o.v. de beginapproximatie u0 = x(TI-x), wordt berekend uit 
44 4 R(48) = 48 * ,075 + 48 * 5,48 = ,53, 
De asymptotische convergentiesnelheid is gelijk aan: 
R( 00 ) = 2/(a/b) = ,57, 
4.2. Dirichletprobleem voor het membraan 
-Liu= 0 in G, G = (0,TI; 0,TI), 
u = 0 op clG, 
a2 a2 
en Li= -- + -- • 
ax2 ay2 
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Discretiseren van de operator -t geeft weer een matrix vergelijking 
Lu= g met g = O, en L gegeven door: 
4 -1 -1 
-1 4 -1 -1 
-1 4 -1 -1 
-1 -1 4 -1 -1 
L = -1 -1 4 -1 -1 
-1. 
-1 4 -1 -1 
-1 
• - 1 
-1 4 
waarin h de roosterafstand voorstelt van het rooster waarmee het pro-
bleem gediscretiseerd is. 




= ( 1-cos nh) , 
h2 
n = 1 , 2 , ••• , N, ( Nh=1r ) . 
We stellen weer h = 1r/11; voor de eigenwaarden volgen dan de grenzen 
a = 2 en b = 96. 
* * * Als beginbenadering hebben we genomen u0 met u0 = 1 in Gen u0 - 0 op 
3G. Eerst is richardson toegepast op dit interval. 
aanroep: 
richard.son ( u, 0, 11 ,O, 11 , true ,residual ,2 ,96 ,49 ,dis er ,k ,rateconv, 
domeigval,output); 
waarin de procedure residual gegeven wordt door: 
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procedure residual (u); array u; 
begin array u 1[ 11 :ul]; real u2; 
u1[11]:= u[lj+1,11]; 
for l:= 11+1 step 1 until ul-1 do u1[1]:= u[lj,l]; 
for j:= lj+1 step until uj-1 do 
begin _f2E. l:= 11+1 step until ul-1 do 
begin u2:= u[j,l]; 
u[j,l] := (4*u2-u1[1-1]-u[j ,1+1]-u[j+1,l]-u1[1] )/h2; 






De resultaten staan in de eerstvolgende tabel. 
Vervolgens hebben we elimination getest op het interval [4,96], met een 
aangepaste beginoplossing, verkregen door 43 reductieslagen met de 
procedure richardson uit te voeren op u; (zie vorige pag.), waardoor 
tevens een schatting verkregen is van de dominante eigenwaarde; 
richardson en elimination worden dan ook beide in het programma aange-





De resultaten staan in de tweede tabel op de volgende pagina. 
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A. richardson met a= 2, b = 96 
k discr [ 1 J discr [2] rateconv domeigval 
0 .84910+2 .24510+2 - -
10 .80310+1 .23310+1 .235 -.54210+2 
20 . 39910-0 .937 10-1 .273 - . 165 10 +2 
30 .20110-1 .41210-2 .289 -.14110+1 
40 
.10710-2 .274 10-3 .283 +.70310-0 
.50 
.42610-4 .11610_4 .285 -.19010+1 
De theoretische convergentiesnelheid wordt gegeven door 
n- ln(2) R(50) = 2v(a/b) - 50 = .28. 
B. elimination met a = 4, b = 96 
k discr [ 11 discr [2] rateconv domeigval opmerkingen 
0 .84910+2 .24510+2 - -
10 
.56910+1 .14110+1 .277 +.177 10+ 1 
20 .16110+1 . 29110-0 .209 +.19656 10+ 1 reductiefase 
30 .489 10-o .87010-1 . 179 +. 19876 10+1 
40 • 148 10--o .264 10-1 . 164 +.19862210+1 
44 
.81810·-1 . 146 10-1 . 161 + . 19 86 4 4 1 0 + 1 
7 .-485 --6 10 .85610-7 1.72 +.36 10_4 6 slagen elimination\ 
* De convergentie t.o.v. de beginapproximatie u0 wordt gegeven door: 
R ( 51 ) 44 = -* 51 161 + _]_ * 1 72 - 37 . 51 . - . . 
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De theoretisch te verwachten convergentie is gelijk aan: 
R( 00 ) = 2ffa/b) = ,39, 
4.3. Matrixprobleem uit de rheologie 
Het probleem is het berekenen van de verdelingsfunctie van moleculen 
die in het XYZ coordinatenstelsel een laminaire stroming ondervinden 
parallel .aan het YZ-vlak met een snelheidsgradient: in de positieve X-
richting. Dit leidt dan tot een partiele elliptische differentiaalver-
gelijking die m.b.v. de methode der kleinste kwadraten aangepakt kan 
warden. Daarbij wordt een matrix A bepaald, waarvan o.a. de kleinste 
eigenwaarde berekend moet warden. 
A is in ons geval een 16x16 matrix. We geven van A de diagonaalelemen-
ten en het grootste (in absolute waarde) niet-diagonaal element: 
.27 3, 1 
37,3 12.5 
3, 1 37,9 10.2 
36.8 9,5 
404 0 29,3 
12.5 406 -24.2 23.4 
10.2 404 24.8 
9,5 403 24.2 





24.2 1770 4.8 
20. 1 1768 
4.8 1766 
Opm.: de overige elementen van A zijn niet alle 0. 
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Matrix A heeft de volgende eigenschappen: 
0 
1 . A is symmetrisch. 
0 
2 . A is positief definiet. 
0 
3. A is sterk diagonaal dominant, behalve in de eerste riJ. 
40. Uit het theorema van Gerschgorin volgt voor de ligging der eigen-
waarden van A het volgende: 
er zijn drie clusters van eigenwaarden, nl. een cluster bestaande 
uit 3 ieigenwaarden met zwaartepunt ±37,3, een volgende cluster van 
5 eigenwaarden met zwaartepunt ±403, en ten slotte een cluster van 
7 eigenwaarden met zwaartepunt ±1770; 
er bli,j ft nog een eigenwaarde over, die in een cirkel met straal 
±3 ligt met middelpunt .27. 
We beschouwen het probleem Au= 0. 
Als beginbenadering kiezen we u0 = 1. 
Verder is b = a(A) = 1832. 
We bepalen nu eerst de dominante eigenwaarde van A met de procedure 
richardson door de benedengrens a van de eigenwaarden van Ate varieren. 
De resultaten vermelden we in de volgende tabel: 
a domeigval aantal iteraties 
1 1852 Bo 




40 - Bo 
60 36.4 80 
Bo 36.7 80 
100 36.8 Bo 
120 36.8 80 
200 37,0 Bo 
Conclusie: de dominante eigenwaarde is niet de kleinste eigenwaarde, 
maar ligt in de omgeving van 37,0. 
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Het ligt nu voor de hand om twee experimenten uit te voeren: 
A. reductie op het interval [ 36, 1832] met richardson ; 
B. reductie-eliminatie op het interval [200,1832] met richardson 
en elimination. 
In het geval A is de aanroep van richardson als volgt: 
richardson (u, 1, 16, 1, 1,true,residual,36, 1832, 160,discr,k,rateconv, 
domeigval,output); 
met voor de procedure residual: 
procedure residual (u); array (u); 
begin array v[lj:uj]; 
for j:= lj step 1 until uj do 
v[j]:= matmat(lj,uj,j,1,g,u); 
for j:= lj step 1 until uj do u[j,1]:= v[j] 
end residual; 
Voor de procedure matmat zij verwezen naar [6]. 
De resultaten staan in de tabel op pag. 20. 
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A. richardson met a = 36 en b = 1832 
k discr [ 1 J discr [2 J rateconv domeigval 
0 .481 10+4 . 18010+4 - -
10 ,500 10+3 . 19810+3 .22 +1839 
20 . 196 10+2 .90810+1 .27 +1876 
30 ,727 10-0 ,30710-0 .29 +2010 
l+O .632 10-1 .38110-1 .28 +1904 
;50 ,529 10-2 .257 10-2 .27 +1869 
60 ,551 10-3 . 421 10-3 .26 -43.2 
70 .423 10-3 . 42110-3 .23 - . 116 10-0 
Bo • 422510-3 .42110-3 .20 -.167 10-3 
100 .4225 10-3 . 42110-3 . 16 +. 54 10-3 
120 . 422510-3 . 42110-3 . 13 +.70 10-3 
140 .4225 10-3 . 421 10-3 . 11 +.32 10-3 
160 .4225 10-3 . 42110-3 . 10 +,37 10-3 
De kleinste eigenwaarde is orde 10-3, en heeft blijkbaar nauwelijks in-
vloed op de oplossing van het probleem. 
In het geval B passen we dus reductie en eliminatie toe en wel als 
volgt: 
we reduceren totdat een dominante eigenwaarde verkregen is, en elimi-
neren deze d.an; vervolgens voeren we weer een aantal reductieslagen uit 
tot een nieu.we waarde voor domeigval berekend is, en elimineren deze, 
enz. 
De aanroepen van richardson en elimination zijn: 
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richardson ( u, 1, 16, 1 , 1 , true ,residual, 200, 1832, 30 ,dis er ,k ,rate-conv, 
domeigval,output); 
elimination (u, 1, 16, 1, 1,residual,200, 1832,n,discr,k,rateconv, 
domeigval,output); 
richardson (u,1,16,1,1 ,true,residual,200,1832,20,discr,k,rateconv, 
domeigval,output); 
elimination (u, 1, 16, 1, 1,residual,200, 1832,n,discr,k,rateconv, 
domeigval,output); 
richardson (u,1,16,1 ,1,true,residual,200,1832,40,discr,k,rateconv, 
domeigval,output); 
De resultaten staan weer in een tabel. 
B. elimination met a= 200, b = 1832 
k discr [ 1 J discr [2] rateconv domeigval opmerkingen 
0 .48110+4 180 10 +4 - -
10 .349 10+2 .21210+2 .47 +.234 10+2 1e reductiefase 
20 . 176,0+2 . 10710 +2 .-27 +.38209 10+2 
30 .85610+1 .50810+1 .20 +.38215610+2 
4 .246 10-0 .16510-0 1. 16 -.347 10+1 3 slagen elimination 
0 .246 10-o .16510-0 - -
10 
. 13210-0 .88810-1 .06 +.35650 10+2 2e reductiefase 
20 .665 10-1 .449 10-1 .06 +.35605 10+2 
4 
.80210-3 ,559 10-3 1. 47 -.300 10+ 1 3 slagen elimination 
0 .80210-3 -55910-3 - -
10 ,55110:-3 .409 10-3 .034 +.714 10+1 3e en laatste 
20 .46010-3 .41510-3 .014 +. 300 10+ 1 reductiefase 
30 .43310-3 .41810-3 .015 +.871 10-0 
40 
.42510-3 .41910-3 .012 +.212 10-0 
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5, ALGOL 60 tekst 
We geven nu de ALGOL 60 tekst van beide procedures. 
5.1. procedure richardson (ALGOL 60 tekst) 
1. 'procedure' richardson( u,lj ,uj ,11, ul ,inap ,residual ,a,b ,n ,discr ,k, 
2. rateconv,domeigval,output); 'value' lj,uj,11,ul,a,b; 
3, 'integer' n,k,lj,uj,11,ul; 'real' a,b,rateconv,domeigval; 
4. 'boolean' inap; 'array' u,discr; 'procedure' residual,output; 
5, 'begin' 'integer' j,l; 'real' x,y,z,yO,c,d,alfa,omega,omegaO, 
6. eigmax,eigeucl,euclres,maxres,rcmax,rceucl,maxresO,euclresO; 
7, 'array' v,res[lj :uj ,11:ul]; 
8. 'procedure' calpar; 
9, 'comment' calpar calculates the parameters alfa and omega 
10, of each iteration; 
11. 'begin' alfa:= 1/(1 - alfa/z); 
12. omega:= 1/(x - omega* y) 
13, 'end' calpar; 
14. 'procedure' iteration; 
15, 'comment' first the iteration formula is constructed; 
16. 'begin' 'real' auxv,auxu,auxres,eucluv,maxuv; 
17, eucluv:= euclres:= maxuv:= maxres:= O; 
18, 'for' j:= lj 'step' 1 'until' uj 'do' 
19, 'for' l:= 11 'step' 1 'until' ul 'do' res[j,l]:= u[j,l]; 
20. res!dual(res); 
21, 'for' j:= lj 'step' 'until' UJ 'do' 
22, 'for' l:= 11 'step' 'until' ul 'do' 
23, 'begin' auxv:= v[j,l]; auxu:= u[j,l]; auxres:= res[j,l]; 
24, auxv:= alfa * auxu - omega* auxres + (1 - alfa) * auxv; 
25, u[j,l]:= auxv; v[j,l]:= auxu; 
26. 'comment' the norms of the k-th residual and the difference 
27, between the (k+1)-th and k-th iterand are calculated; 
28. auxu:= abs(auxu - auxv); auxres:= abs(auxres); 
29, maxuv:= 'if' maxuv < auxu 'then' auxu 'else' maxuv; 
30, maxres:= 'if' maxres < auxres 'then' auxres 'else' maxres; 
31, eucluv:= eucluv + auxu * auxu; 
32. euclres:= euclres + auxres * auxres; 
33, 'end'; 
34, eucluv:= sqrt(eucluv); euclres:= sqrt(euclres); 
35, discr[1]:= euclres; discr[2]:= maxres; 
36, 'comment' domeigval is evaluated; 
37, maxuv:= maxres/maxuv; eucluv:= euclres/eucluv; 
38. eigmax:= maxuv * (c - maxuv)/( ,25 * d - maxuv); 
39, eigeucl:= eucluv * (c - eucluv)/(.25 * d - eucluv); 
40. domeigval:= ,5 * (eigmax + eigeucl); 
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41. 'comment' finally the rate of convergence is calculated; 
42. rceucl:= -ln(euclres/euclresO)/k; 
43. rcmax:= -ln(maxres/maxresO)/k; 
44. rateconv:= .5 * (rceucl + rcmax) 
45. 'end' iteration; 
46. 'comment' the constants for starting calpar are calculated; 
47, alfa:= 2; omega:= 4/(b + a); yO:= (b + a)/(b - a); 
48. x:= .5 * (b + a); y:= (b - a)* (b - a)/16; z:= 4 * yO * yO; 
49. 'comment' the constants needed for domeigval are calculated; 
50, c:= a* b; c:= sqrt(c); d:= sqrt(a) + sqrt(b); d:= d * d; 
51. 'comment' the initial approximation is put into array v; 
52, 'if' inap 'then' 
53, 'begin' 'for' j:= lj 'step' 1 'until' uj 'do' 
54, 'for' l:= 11 'step' 1 'until' ul 'do' v[j,l]:= u[j,l] 
55, 'end' 'else' 
56. 'begin' 'for' j:= lj 'step' 1 'until' uj 'do' 
57, 'for' l:= 11 'step' 1 'until' ul 'do' v[j,l]:= 
58, 'end'; 
59. 'comment' the zeroth iteration is now performed; 
60. 'for' j:= lj 'step' 1 'until' uj 'do' 
61. 'for' l:= 11 'step' 1 'until' ul 'do' res[j,l]:= v[j,l]; 
62. residual(res); 
63, k:= O; omegaO:= 2/(b+a); 
64. 'begin' 'real 11 auxresO; 
65. maxresO:= euclresO:= O; 
66. 'for' j:= lj 'step' 1 'until' uj 'do' 
67. 'for' l:= 11 'step' 1 'until' ul 'do' 
68. 'begin' auxresO:= res[j,l]; 
69, u[j,l]:= v[j,l] - omegaO * auxresO; 
70, auxresO:= abs(auxresO); 
71, maxresO:= 'if' maxresO < auxresO 'then' auxresO 'else' maxresO; 
72. euclresO:= euclresO + auxresO * auxresO 
73, 'end'; 
74. euclresO:= sqrt(euclresO) 
75. 'end'; 
76. discr[1]:= euclresO; discr[2]:= maxresO; 
77. output(k); 
78. 'if' k 'ge' n 'then' 'goto' finally; 
79, next step: 
80. k:= k + 1;calpar; iteration; output(k); 
81. 'if' k < n 'then' 'goto' next step; 
82. 'comment' now an empty iteration is performed in order to 
83. calculate the norm of the residual,rateconv and domeigval with 
84. respect to the last approximation; 
85 . finally: 
86. k:= k + 1; calpar; iteration; 
87. 'for' j:= lj 'step' 'until' uj 'do' 
88. 'for' l:= 11 'step' 1 'until' ul 'do' u[j,l]:= v[j,l]; 
89. output (k); 
90, 'end' richardson; 
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5,2. procedure elimination (ALGOL 60 tekst) 
1. 'procedure' elimination( u ,lj, uj ,11, ul ,residual ,a, b ,n ,discr ,k, 
2. rateconv,domeigval,output); 'value' lj,uj,11,ul,b; 
3, 'integer' lj ,uj ,11,ul,n,k; 'real' a,b,rateconv,domeigval; 
4. 'array' u,discr; 'procedure' residual,output; 
5, 'begin' 'real' pi,auxcos,c,d; 
6. 'real' 'procedure' arccos(x); 'value' x; 'real' x; 
7, arccos:= 'if' x 'ge' 0 'then' arctan(sqrt(1-x*x)/x) 'else' 
8. pi+ arctan(sqrt(1-x*x)/x); 
9. 'real' 'procedure' tanh(z); 'value' z; 'real' z; 
10, 'begin' 'real' u; u:= exp(-2*z); 
11. tanh:= (1 - u) / (1 + u) 
12, 'end' tanh; 
13, 'real' 'procedure' optpol(x); 'value' x; 'real' x; 
14, 'begin' 'real' w,y; 
15. 1: w:= (b *· cos(,5*pi/x) + domeigval) / (b - domeigval); 
16. 'if' abs(w) < 1 'then' 
17, 'begin' y:= arccos(w); 
18. optpol:= 2 * sqrt(a/b) + sin(x*y) / cos(x*y) * 
19, (y - b*pi*sin(,5*pi/x)*,5 / (x * (b-domeigval) * sqrt(1-w*w))) 
20. 'end' 'else' 
21. 'begin' 'if' abs(w) > 1 'then' 
22. 'begin' y:= ln(w + sqrt(w*w-1)); 
23, optpol:= 2 * sqrt(a/b) - tanh(x*y) * (y + b*pi*sin(,5*pi/x)* 
24. ,5/x/(b-domeigval)/sqrt(w*w-1)) 
25. 'end' 'else' 
26. 'begin' x:= x + 10-2; 'goto' 1 'end' 
27. 'end'; 
28. 'end' optpol; 
29, pi:= 4 * arctan(1); 
30, c:= 1; 
31, 'if' optpol(c) < 0 'then' 
32. 'begin' d:= ,5 *pi* sqrt(b/domeigval); 
33, m: d:= d + d; 
34. 'if' zeroin(c,d,optpol(c),c* 10-3) 'then' n:= entier(c+,5) 
35. 'else' 'goto' m; 
36. 'end' 'else' n:= 1; 
37, auxcos:= cos(,5*pi/n); 
38. a:= (2*domeigval + b*(auxcos-1) )/(auxcos+1); 
39, richardson(u,lj ,uj ,11,ul, 'true' ,residual,a,b,n-1,discr,k,rateconv, 
40. domeigval,output) 
41 . 'end' elimination; 
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