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We propose a class of variational wavefunctions, namely the correlated valence bond states, for
the frustrated Hamiltonians in the paramagnetic phase. This class of wavefunctions admits negative
amplitude and the same sublattice pairing when a bipartite lattice is considered, thus suffers from
the negative sign problem. However if applied to small systems, the sign problem is manageable
using the standard variational Monte Carlo method. We optimize the wavefunctions for the J1−J2
Antiferromagnetic Heisenberg model on a square lattice in the coupling region J2/J1 ∈ [0.45 : 0.56]
for system sizes L = 4, 6, 8. To calculate the correlation functions and the order parameters for larger
systems, we make the extensive Monte Carlo samplings using the variational parameters optimized
at system size L = 8. We find that the paramagnetic phase is a gapless spin liquid in the entire
range of J2/J1 ∈ [0.45 : 0.56] with a gapless singlet excitation and a gaped triplet excitation.
PACS numbers: 75.10.Kt,75.10.Jm
I. INTRODUCTION
The J1−J2 antiferromagnetic (AF) Heisenberg model
on a square lattice has attracted a lot of attention due to
its close relation to the disappearance of the AF order in
high-Tc superconducting material
1–5 and its possibility
of realizing the so called spin liquid state6–14. The spin
liquids, defined as lacking long range order and support-
ing strong quantum fluctuation, have all the key proper-
ties of the insulating state “nearby” to a superconduct-
ing phase. Hence a simple example of spin liquids, the
resonating valence bond (RVB) state was proposed to
describe high-Tc superconductivity
1,2. Spin liquids have
become the focus of research in modern condensed mat-
ter physics since the discovery of different kinds of spin
liquids in theory15–20. Although the existence and sta-
bility of spin liquids in realistic models and real material
are still in question21–25.
The nature of the ground state of the J1 − J2 AF
Heisenberg model in the intermediate coupling region has
been debated6–12,16,17,26–39 for decades due to the highly
frustrated nature of this model and is still a open ques-
tion. Recently, several numerical works revisited this
model using novel concept, such as the topological en-
tanglement entropy (TEE)13, and new numerical tools,
such as the projected entangled pair states (PEPSs)12,39.
Amazingly many of them have reached a consistent and
the lowest ground state energy ever12–14,40, however their
resulting ground states behave diversely. A density ma-
trix renormalization group (DMRG) study on long cylin-
ders suggested a gaped Z2 spin liquids from the evidences
of non-vanishing singlet and triplet gaps in the param-
agnetic phase and a nonzero TEE13. The Gutzwiller-
projected BCS wavefunction study indicated a gapless
spin liquid state supported by the existence of gapless
triplet excitations at momenta (pi, 0) and (0, pi)14. Most
recently, the DMRG study with SU(2) symmetry im-
posed on the states on long cylinders found a diverging
dimer correlation length, and claimed a plaquette valence
bond solid (VBS) state as the ground state40. These con-
troversial results pose the question about the numerical
convergence and the system size dependence41.
In this paper, we propose a novel wavefunction and
use the variational Monte Carlo (VMC) method to tackle
this system. As one knows, the key to a meaningful varia-
tional method is to have a good trial wavefunction. Here,
we take a resonating valence bond state approach. The
reasons for such a choice are the following, first of all,
RVB states can describe a variety of phases including the
spin liquids, the AF long range ordered states and the va-
lence bond solids15,19,20,42–47; second of all, recent devel-
opment in PEPSs showed that a family of one parameter
PEPSs with bond dimension D = 3, which described
the RVB state beyond the nearest neighbor pairing, can
greatly lower the variational energy of this model com-
pared to that of the short range RVB state48. We can
imagine that with more build-in correlations and hence
more variational parameters, the RVB states should ap-
proach the true ground state very well.
The simplest RVB ansatz on a bipartite lattice is the
valence bond amplitude product (AP) state, where the
probability of having a valence bond of separation (x, y)
is independent of each other and is denoted as h(x, y)49.
Consequently the bond amplitudes h(x, y) become the
variational parameters for the valence bond AP states.
Simulations based on this variational ansatz has been
done43,44: it was found that the amplitude h(1, 2) tends
to be negative for J2/J1 ' 0.4 in order to minimize the
energy within this variational subspace. The place where
h(1, 2) changes sign signals the break down of the Mar-
shall’s sign rule50 and is very close to the proposed critical
point where the AF long range order disappears. It is in-
teresting to ask the question that does the onset of the
negative amplitude in the valence bond AP state indicate
a phase transition to new states? In this paper, we will
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2give our answer to this question from the correlated va-
lence bond point of view. Prior to our investigation, Lin
et al. introduced the so called correlated amplitude prod-
uct (CAP) state, where an extra weight factor has been
given to a pair of valence bonds47 in order to build the
bond-bond correlations into the wavefunction, however
they have not yet applied the CAPs to the J1 − J2 AF
Heienberg model. The goal of this paper is to simulate
the ground state of the J1 − J2 AF Heisenberg model on
square lattice using the correlated valence bond states,
whose definition will be clear in Sec II.
The rest of this paper is arranged as following: in
Sec. II, we define the correlated valence bond states,
which have some similarity but are essentially different
from the CAPs47. We introduce the variational Monte
Carlo method and the optimization strategy for this
wavefunction in Sec. III. Upon optimization of the corre-
lated valence bond states by minimizing the ground state
energies, we arrive at the optimal states. In Sec. IV,
We present the variational ground state energy and the
ground state correlations for the optimized states. In
Sec. V, we discuss the advantages and limitation of this
ansatz and conclude for the nature of the intermediate
phase of the J1 − J2 AF Heisenberg model on square
lattice.
II. HAMILTONIAN AND THE TRIAL
WAVEFUNCTION
The Hamiltonian of the J1 − J2 AF Heisenberg model
on a square lattice is given by
H = J1
∑
〈i,j〉
Si · Sj + J2
∑
〈〈i,j〉〉
Si · Sj , (1)
where the first summation runs over the NN pair 〈i, j〉
and the second summation runs over the next NN (NNN)
pair 〈〈i, j〉〉.
An equal weight superposition of the short range RVB
state has been applied as a trial wavefunction to the
ground state of Hamiltonian Eq. (1)42, but the varia-
tional energy is not good and it is nowhere close to the
true ground state at any coupling ratio J2/J1. One
step forward was made by introducing a positive am-
plitude to an arbitrary ranged bipartite valence bond in
the frame work of the valence bond AP states44; the re-
ported best thermodynamic energy at J2/J1 = 0.5 is
EAP = −0.49023(2) per site, which is still much higher
than the DMRG studies40 and has left a lot of room for
improvement in the trial wavefunction. Here we specu-
late that the bond-bond correlations may play a crucial
role than the individual long range bonds47. Therefore,
we define a class of ansatze called the correlated valence
bond states by a set of statistical rules:
1. Considering without the presence of the correlated
valence bond pairs, the ansatz is reduced to a short-
bond amplitude product state: the bond amplitude
h(1, 0) = h(0, 1) = 1 and otherwise 0.
1 : b1
1 : c1
1 : b2
1 : c2
1 : b3
1 : c3
1 : b4
1 : c4
(a) (b)
(c) (d)
FIG. 1: On the left hand side of the reversible arrows, we
demonstrate four possible short bond pairs which are con-
nected by a common edge in the lattice; whereas one the
right hand side of the arrows, we show two other valence bond
tilings of the four sites. Blue dashed lines are the reference
edge. The ratios mark the relative amplitudes of the short
bonds and the correlated-bond-pairs in the wavefunction co-
efficients.
2. If two short individual bonds are sitting next to
a common edge of the lattice, they are allowed to
quantum fluctuate to any other valence bond tilings
on these four sites, and vice versa, as illustrated in
Fig. 1. Each valence bond tiling of these four sites is
associated with a amplitude marked as either 1, bi
or ci, where bi, ci (i = 1, 2, 3, 4) are the variational
parameters.
3. The two short bonds on the left hand side of
the reversible-arrow in Fig. 1 are two individual
bonds (uncorrelated), which can be randomly rear-
ranged with all other uncorrelated short bonds into
any allowed short bond product state. However
the two correlated bonds together with the lattice
edge (in blue dash line) on the right hand side of
the reversible-arrow form a single object such that
the two bonds there in can not be treated inde-
pendently. The correlated-bond-pair can only be
flipped back to the two short bonds exactly shown
on the left hand side of the reversible-arrow.
The above three rules together form a statistical me-
chanic ensemble. Before discussing the variational Monte
Carlo algorithm, several comments are along the line.
We choose such a statistical ensemble as the trial wave-
function in order to address bond-bond correlations. The
amplitudes of the correlated-bond-pairs give extra factors
to the wavefunction coefficients, and this ansatz goes be-
yond the AP state. The correlated-bond-pair amplitudes
serve as the variational parameters of the trial wavefunc-
tion. We can easily translate this ansatz to a PEPS wave-
function that describes qualitatively the same statistical
ensemble.
We impose the translational and rotational symmetries
to the wavefunction to reduce the number of variational
parameters. This restriction is perfectly valid as long as
we work with finite size systems. There are four distinct
3(a) (b)
FIG. 2: (a) The singlet sign convention for the wavefunction.
(b) A transition graph for calculation of the overlap matrix
element 〈β|α〉. The arrows marked for |α〉 (in black lines)
align with the sign convention, whereas for |β〉 (in gray lines)
anti-align with the sign convention. 〈β|α〉 = (−1)nv2nl−N2 ,
where nv is the number of arrows that violate the direction of
the flow and nl is the number of loops in the transition graph.
arrangements of two short bonds that are connected by a
common lattice edge, as illuminated in Fig. 1, therefore
eight different correlated-bond-pairs whose amplitudes
are denoted by b1, b2, b3, b4 and c1, c2, c3, c4. Hereafter,
we use the word “correlated-bond-pair” and its ampli-
tude interchangeably. Given these clarifications, we can
write the trial wavefunction as following
|Ψ〉 =
∑
C(α)
4∏
i=1
b
nbi
i
4∏
i=1
c
nci
i |α〉 ≡
∑
C(α)
ψC(α)|α〉, (2)
where C(α) is a compact pack of individual short bonds
and correlated-bond-pairs on a lattice which produce a
valence bond tiling configuration |α〉, nbi (nci) is the
number of bi (ci) in a compact pack C(α). Note that dif-
ferent packing C(α) can generate the same valence bond
tiling configuration |α〉.
III. THE VARIATIONAL MONTE CARLO
METHOD
In this section, we first briefly describe the variational
valence bond Monte Carlo method, followed by the op-
timization method used to determine the optimal varia-
tional parameters.
Given a variational wavefunction |Ψ〉, the expectation
value of any operator Oˆ is written as
〈Ψ|Oˆ|Ψ〉
〈Ψ|Ψ〉 =
∑
C(α)C(β)WC(α)C(β)Oαβ∑
C(α)C(β)WC(α)C(β)
, (3)
with the importance sampling weight defined as
WC(α)C(β) = ψC(β)ψC(α)〈β|α〉, (4)
and the operator matrix element defined as
Oαβ =
〈β|Oˆ|α〉
〈β|α〉 , (5)
here 〈β|α〉 is the overlap matrix element. If both the co-
efficients ψC(α) and the overlap matrix elements 〈β|α〉 are
positive definite, we could use the standard valence bond
MC method43. However our valence bond configuration
|α〉 allows valence bonds of the same sublattice pairing,
therefore the overlap matrix elements can be negative; in
addition, the correlated-bond-pair amplitudes can take
negative values, which means the coefficients ψC(α) can
be negative too. Thus our wavefunction encounters a
negative sign problem. We can treat it in a standard
way by rewriting Eq. (3) as
〈Ψ|Oˆ|Ψ〉
〈Ψ|Ψ〉 =
∑
C(α)C(β) |WC(α)C(β)|Sgn(W )Oαβ∑
C(α)C(β) |WC(α)C(β)|∑
C(α)C(β) |WC(α)C(β)|Sgn(W )∑
C(α)C(β) |WC(α)C(β)|
≡ 〈Sgn(W )Oαβ〉|W |〈Sgn(W )〉|W | , (6)
where Sgn(W ) denotes the sign of the weight Eq. (4).
We sample using the absolute value |WC(α)C(β)| (abbre-
viated as |W |) as the importance weight. The operator
expectation value can be obtained by taking the ratio of
〈Sgn(W )Oαβ〉|W | and 〈Sgn(W )〉|W |.
We now explain how to calculate the overlap matrix
element 〈β|α〉 and how to count the sign in Sgn(W ). We
fix the sign convention for any valence bond in |α〉: for
the AB sublattice pairing, the direction of the valence
bond is always pointing from the A sublattice to the B
sublattice; whereas for the same sublattice pairing, we
refer to the signs drawn in Fig. 2(a) as the convention.
Given |α〉 and |β〉, the overlap matrix element for a tran-
sition graph is (−1)nv2nl−N2 , where nl is the number of
loops in the transition graph and nv is the number of sin-
glets that violate the direction of flow that is arbitrarily
chosen for each loop in the transition graph. An exam-
ple of the transition graph is shown in Fig. 2(b). Here
2−N/2 is a normalization constant, since the maximum
number of loops in a transition graph is N/2. The to-
tal number of minus sign factors in the coefficient ψC(α)
depends on the sign convention and the signs of the vari-
ational parameters bi, ci. Putting all signs together we
have Sgn(W) = Sgn(ψα)Sgn(ψβ)Sgn(〈β|α〉).
Next, we explain how to calculate the operator matrix
element Oαβ . Since the singlet product states |α〉, |β〉
appear on both the numerator and the denominator, we
can choose any singlet sign convention we want (those
sign factors will cancel if otherwise choose a difference
sign convention). For any transition graph, we choose one
such that every loop has A′B′A′B′ · · ·A′B′ structure, i.e.
we choose the sign to be always pointing from A′ to B′.
Here we use A′, B′ to differentiate the A,B sublattices
of the original lattice bipartition, and A′ and B′ only
have a relative meaning within each loop. Therefore all
operator expectation values can be evaluated using the
same formulas as in the Ref.41 with the replacement of
A (B) by A′ (B′).
The MC sampling of wavefunction Eq. (2) takes two
types of update. The first type of update is the local
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FIG. 3: Optimized variational parameters for system sizes
L = 4, 6, 8 with coupling strength J2/J1 ∈ [0.45 : 0.56].
Parmeters not shown here are optimized close to 0.
update. We begin by randomly selecting a link from the
lattice, one of the following cases will happen:
1. if the link is not occupied by any singlets and it
sits beside two individual short bonds, propose to
flip randomly to one of the correlated-bond-pairs or
stay unchanged with the corresponding probability;
2. if the link belongs to a correlated-bond-pair and is
exactly sitting on the reference edge in blue dashed
lines in Fig. 1, propose to flip to the two individ-
ual short bonds or stay unchanged with the corre-
sponding probability;
3. for any other cases, abandon such a choice and it-
erate.
If a local update is proposed, we accept or reject this lo-
cal update with probability P = min[2n
′
l−nl , 1], where n′l
is the number of loop in the trial transition graph. The
second type of update is the loop update. We randomly
construct an allowed loop of alternating individual short
bonds and vacant lattice links, then we shift all individ-
ual short bonds on that loop by one lattice space. This
rearrangement can always be proposed with probability
1, since all individual short bond have equal amplitudes,
and it will keep all the correlated-bond-pairs untouched.
The loop update is accepted or rejected with probability
P = min[2n
′
l−nl , 1] defined above.
We use variational MC to calculate the derivative of
the energy with respect to a variational parameter a (a ∈
{bi, ci}) as
∂〈E〉
∂a
= 〈na
a
E〉 − 〈na
a
〉〈E〉, (7)
10−3
10−2
0.45 0.5 0.55
Δ
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L=6 p−BCS p=0
FIG. 4: The ground state energy error per site for the 4 × 4
(green circle), 6 × 6 (green dots) and 8 × 8 (blue triangles)
lattices, here the reference ground state energies for the 8× 8
lattice are taken from the DMRG results in Ref.40. Red square
is a comparison to the projected fermionic BCS wavefunction
for a 6× 6 lattice without Lanczos projection step14.
and update them according to43
a(t+ 1) = a(t)− rδ(t+ 1)× sign
((
∂〈E〉
∂a
)
t
)
, (8)
where t is the iteration index, r is a random number
r ∈ [0, 1), and δ(t) = 0.01/t until the energy converges.
The function form δ(t) is chosen heuristically43. The op-
timization results and correlation functions will be pre-
sented in the next section.
IV. THE VARIATIONAL RESULTS
We present the well optimized variational parameters
for the wavefunction Eq. (2) for system sizes L = 4, 6, 8 at
J2/J1 ∈ [0.45 : 0.56] in Fig. 3. We find strong size depen-
dence for the optimized variational parameters b1, b3, b4.
However, parameters b2, c2 have less size dependence.
Other parameters that are not shown in Fig. 3 are opti-
mized close to zero. The absolute energy error per site
∆E(L, J2) for sizes L = 4, 6 compared with the exact di-
agonalization (ED) results10 and for size L = 8 compared
with the DMRG results40 are presented in Fig. 4. The ab-
solute errors are small, e.g., ∆E(4, 0.55J1) ∼ 1.5×10−3J1
and ∆E(6, 0.55J1) ∼ 3 × 10−3J1. For comparison, we
draw the Gutzwiller-projected BCS wavefunction results
without Lanczos projection14 in the same frame: at
L = 6, J2 = 0.55J1, our absolute energy error is lower
by about 40%.
We take the optimized parameters from size L = 8 to
calculate the order parameters and the correlation func-
tions for system sizes L > 8 until the average signs are
no longer manageable, because optimizing variational pa-
rameters for L > 8 becomes not feasible. We assume that
the correlation functions at larger sizes will not be too
510−2
10−1
M
2
α0.45=2.06
α0.5 =2.12
α0.55=2.01
J2=0.45J2=0.5J2=0.55
10−2
10−1
10
D2
L
β0.45=1.14
β0.5 =1.12
β0.55=1.02
J2=0.45J2=0.5J2=0.55
(a)
(b)
FIG. 5: (a) The sublattice magnetization and (b) the dimer
order parameter as a function of system size at J2/J1 =
0.45, 0.5, 0.55 in a log-log plot. Power law functions M2 ∼
1/Lα, D2 ∼ 1/Lβ have been fitted to the points for L ≥ 10.
sensitive to the variational parameters as long as they
are within a reasonable range from the optimal values.
Let us first define a set of order parameters. The sub-
lattice magnetization is written as
M2 =
1
N
∑
r
C(r), (9)
where r = (x, y), C(r) is the spin correlation function,
and it is defined as
C(r) =
(−1)x+y
N
N∑
i=1
Sri · Sri+r. (10)
The dimer order parameter is defined as
D2 = D2x +D
2
y, (11)
where
Dx =
1
N
N∑
i
(−1)xiSri · Sri+ex , (12)
Dy =
1
N
N∑
i
(−1)yiSri · Sri+ey , (13)
and ex = (1, 0), ey = (0, 1).
The sublattice magnetization and the dimer order pa-
rameter are presented in log-log plots in Fig. 5. The sub-
lattice magnetization at couplings J2/J1 = 0.45, 0.5, 0.55
scale as M2 ∼ 1/L2, which is expected for the exponen-
tially decaying spin correlation function Eq. (10). The
dimer order parameter follows a power law decay with
system size as D2 ∼ 1/Lβ where β ≈ 1. Therefore,
we find a critical phase that has gapless singlet excita-
tions and gaped triplet excitations within the range of
J2/J1 ∈ [0.45 : 0.56].
We next make some connections to the results given by
previous work. A large optimal parameter b1 is consis-
tent with the results of an enhanced spin-spin correlation
along the x and y axes shown in Ref.44. A negative opti-
mal parameter b2 is consistent with the result of having
negative h(1, 2) in the simulation using an AP product
state43,44. Our variational term c2 generates configura-
tion of parallel diagonal bond pair. The parallel diagonal
bond pairs together with the short bonds, if contribute
with equal weights to the resonating wavefunction on a
square lattice, will give a Z2 spin liquid state20. Our opti-
mized wavefunction, which contains both the parallel di-
agonal bonds and the short bonds, does not behave like a
Z2 spin liquid, although it deviates from the special point
of equal weights superposition defined in Ref.20. We need
to do further investigation to answer why it fails to be a
Z2 spin liquid. The optimal parameter b3 at system size
L = 8 grows rapidly as a function of J2, whose effect is to
increase the dimer-dimer correlation. However given this
optimized parameter strength, the effect of b3 will not in-
duce a quantum phase transition from a critical phase to
the VBS phase as predicted in Ref40, because the latter
phase requires a very large value in b3
47.
Let us turn to the question that we asked earlier: does
a negative amplitude h(2, 1) in an AP state indicate a
phase transition? From our example, the answer seems
to be NO. The critical phase presented in our work is
simply a result of muting all the long range bonds in the
AP state, as one increase the weights of b2 and c2 from 0,
there are no signs of a phase transition from the critical
phase to either Z2 or VBS states. Therefore we conclude
that the negative amplitude h(2, 1) along in an AP state
could not trigger a phase transition.
V. CONCLUSION
Using the correlated valence bond state, we minimized
the ground state energy of the J1− J2 antiferromagnetic
(AF) Heisenberg model on a square lattice for a coupling
ratio J2/J1 ∈ [0.45 : 0.56] by turning a few correlated-
bond-pair amplitudes. The energies are consistent with
the exact diagonalization (ED) results on the 4 × 4 and
6×6 tori10 and the density matrix renormalization group
(DMRG) results on the 8×8 torus40. We applied the op-
timal variational parameters from the 8×8 system to the
larger tori and studied their correlation functions using
the valence bond Monte Carlo (MC) sampling method.
We found that within the optimized phase, the Neel or-
der parameter scales as the inverse of the volume, and the
dimer order parameter describing the columnar or pla-
6quette valence bond solid (VBS) phases follows a power
law decay with the system size L approximately as 1/L.
These correlation functions indicate a critical phase with
gapless singlet excitations and gaped triplet excitations
in the entire range of J2/J1 ∈ [0.45 : 0.56]. Due to the
negative sign problem, we can not optimize even larger
systems or further increase the number of variational
parameters, such as turn on the individual long range
bonds. Our simulation provide insights of how and when
the critical phase can turn into a VBS or a Z2 spin liquid.
However with the current results, we can not conclude
which one is the true ground state with the intermediate
coupling strength.
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