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Abstract
String theory is the most promising candidate for a complete theory of quantum gravity.
However, in order to obtain relevant four-dimensional phenomenological models, it is
necessary to reduce the higher-dimensional string effective descriptions down to four
dimensions. The four-dimensional effective field theories so obtained are characterized by
a potential which is determined by background fluxes and sources. The set of vacua of
the potential constitutes the Landscape of string theory, each of the vacua being endowed
with its own value of the cosmological constant. A good understanding of the potential
which can arise from string theory models is then the premise to properly understand
which vacua are admissible within an effective description and inquire their stability.
In this thesis we provide new tools to determine and explore the Landscape of four-
dimensional effective field theories originating from string and M-theory. The main aim is
to introduce, within four-dimensional effective descriptions, elements that are predicted
from string theory.
To this end, a hierarchy of forms is introduced within the four-dimensional N = 1
supergravity theories. The inclusion of gauge three-forms provides a dynamical way to
generate flux–induced superpotentials. Instead, gauge two-forms, dual descriptions of
axions, may be eventually gauged by the three-forms to generate a superpotential coupling
between the different chiral multiplet sectors of the theory. The mutual constraints among
the background fluxes, such as tadpole cancellations, are imposed by gauge four-forms.
A hierarchy of objects, to which the gauge forms couple, is then introduced: four-
dimensional BPS-strings, membranes and 3-branes enlarge the Landscape, allowing the
background fluxes to consistently change transversing different spacetime regions. The
Freed-Witten anomaly cancellations and the changing of tadpole cancellation conditions
due to background sources are neatly expressed by BPS–junctions of membranes ending on
strings and 3-branes ending on membranes. Membrane-mediated domain wall transitions
are studied, which determine how the scalar fields flow connecting a vacuum to another
of the Landscape. According to the perturbative regime that is scanned only some
transitions are allowed, with a dramatic influence on the spectrum of objects that can be
consistently incorporated in the four-dimensional description.
This thesis is divided into three parts. In the first part we show how to include a
hierarchy of forms and objects in four-dimensionalN = 1 globally supersymmetric theories.
In the second part, such findings are generalized to generic N = 1 supergravity theories.
In the last part we reformulate the effective field theories arising from compactifications
of string and M-theory, providing the consistency conditions that determine which forms
and objects can be appropriately included within the effective description.
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Preface
The Standard Model is the most accurate theory that describes the interactions among
particles. Several experimental checks have proved its validity at the energy scales that are
currently probed by the particle detectors, which have culminated with the recent finding
of the Higgs boson [1]. The Standard Model stands out for its remarkable simplicity and
consistency as a quantum theory of interactions. It is unitary and renormalizable, which
allow the Standard Model to be treated as a well defined ultraviolet theory, whose validity
goes well beyond the energy scales actually scanned.
However, the Standard Model leaves apart the gravitational interactions. Promoting
gravity, in its bare Einstein-Hilbert form, to a quantum theory delivers a strict non-
renormalizable theory. Although in the early ‘70s it was recognized that quantum gravity
is finite at one-loop [2], the hopes of canceling all the divergences at subsequent loops soon
faded away [3]. It was then clear that the simple inclusion of gravity into the Standard
model could not be provide a well defined quantum theory. Additionally, moving towards
the Planck scale new Physics, not predicted by the sole Standard Model, is expected
to emerge, from the unification of forces to the black hole Physics. Nevertheless, the
Standard Model coupled to gravity can be regarded as an effective theory, which is valid
for the energy scales well below the Planck mass and could not provide, per se, a complete
ultraviolet theory of quantum gravity.
Having at hand a complete quantum theory of gravity could be crucial to better
address fundamental problems of modern physics: for instance, the explanations of dark
matter and dark energy, as well as a good understanding of inflationary models beg for
ultraviolet complete models. Among them, there is the cosmological constant problem, one
of the greatest conundrums in modern Physics. The measured value of the cosmological
constant is dramatically small, Λ ∼ 10−122 in reduced Planck units [4]. The problem
of its smallness is quantum in nature: the cosmological constant is the vacuum energy,
resulting from the sum of all the possible interactions among the particles of the theory
and one should have expected it to be of the order of the cut-off of the theory, which
could be estimated by the Planck mass. A near-zero value of the cosmological constant
would then require quite miraculous cancellations among the different contributions to
the vacuum energy.
String theory, along with its parents M- and F-theory, is the most promising candidate
for a quantum theory of gravity and could lead important physical insights on phenomena
such as the gauge coupling unification and on the cosmological constant, possibly justifying
its microscopic origin. However, in order to extract phenomenological, particle models
from string theory, one has to pass to an effective description. At low energy, the ten-
1
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dimensional string theory, or the eleven-dimensional M-theory, can be approximated with
effective field theories, governing the low-energy dynamics of gravity and the matter
fields. In order ot get four-dimensional models, one has to properly compactify the higher-
dimensional theory down to four dimensions and the structure of the compactification
determines the spectrum of the four-dimensional fields.
Such a compactification procedure comes at a high price: plenty of scalar fields are
introduced in the four-dimensional description, the moduli of the theory, which couple
to the matter fields. Their origin relies on the huge arbitrariness that one has in order
to pass from a higher-dimensional to a four-dimensional description. They determine a
moduli space, which is parametrized by their vacuum expectation values (vevs). Moving
across the moduli space the effective description may however dramatically change, for
the spectrum of objects differs for different regions of the moduli space. For instance, it
is known that moving towards certain regions of the moduli space, an infinite tower of
particles become massless, signaling the breaking of the effective description [5]. Therefore,
sticking with a certain EFT implies that the moduli space is only partially explorable.
In fact, the moduli vevs determine all the physical relevant quantities of the EFT, such
as masses and coupling constants. Certain points in the moduli space could well be
associated to strongly coupled regimes for which the EFT breaks down.
Studying the moduli space then intertwines two relevant problems: the determination
of the region of validity of the effective field theory and the stabilization of the moduli.
The latter can be achieved with the introduction of a potential for the moduli. However,
it is the perturbative regime, for which the putative EFT is supposed to be valid, that
determines how the potential is built and whether the vacua are stable. Once the
moduli are stabilized, in principle, all the four-dimensional Physics is determined. For
instance, the on-shell value potential, evaluated at the point where moduli are stabilized,
is the effective cosmological constant. The problem of the cosmological constant is then
rephrased in questioning which potentials are allowed in a given string theory effective
theory and which Landscape of vacua they give rise to.
The arbitrariness in compactifying higher dimensional theories down to four dimensions
does not seem to allow for a systematic study of all the possible EFTs. Rather, one may
start with a four-dimensional theory and inquire whether such a description is coherent
with its quantum gravity ultraviolet completion. Consistency criteria may be formulated,
straightly within the four-dimensional description, which dictates whether the EFT can
have a string theory origin. This approach has a distinctive bottom-up nature, and goes
by the name of the Swampland program.
In this work we proceed along these lines, pursuing a bottom-up approach. Our main
aim is to introduce, within the four-dimensional effective description, elements that are
predicted from string theory. We will include generic gauge p-forms in four-dimensional
theories, along with the objects that they couple to. The former find their origin in the
higher-dimensional gauge potentials, while the latter come from higher-dimensional branes.
In reshaping the four-dimensional theories, supersymmetry will be our guiding beacon,
furnishing an organizing principle for the fields and objects populating the effective theory.
2
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Synopsis
This work is organized as follows:
Chapter 1 In the introductory Chapter 1 we illustrate the key ideas that will accompany
us throughout the rest of the work by means of simple bosonic models. We show how gauge
three-forms dynamically generate a potential for the scalar fields and how membranes, to
which gauge three-forms couple, may allow for jumps of the potential between their sides.
The inclusion of strings may further allow the axions to transverse periods once they are
encircled. Spacetime filling 3-branes also have their own role, constraining the admissible
jumps of the potential. Strings, membranes and 3-branes, along with the gauge forms to
which they couple, are the basic tools required to ‘sail’ across the Landscape of vacua of
an effective theory. At the same time, we show how the spectrum of gauge forms and
objects is related to the consistency conditions of a theory and may allow for detecting
when a theory is inconsistent, living in the Swampland.
Chapter 2 The second chapter is devoted to the implementation of p–forms into N = 1
globally supersymmetric multiplets. The spectrum of p–forms influences the potential for
the scalar fields of the theory. Our attention mostly focuses on the previously least studied
cases of gauge three- and four-forms. The former provide a way to dynamically generate
either F- or D-term potentials, quadratically and linearly depending on some constants,
while the latter constrain the parameters that appear in such dynamically generated
potentials. We also revisit the inclusion of gauge two-forms, which we understand as
dual to axions, into supersymmetric theories. We show that F-term couplings between
axions and another chiral sector may be elegantly reabsorbed into a gauging of the linear
multiplets. At the end of the chapter we will be able to couple all the possible gauge
p–forms to any given N = 1 supersymmetric theory, while still preserving supersymmetry.
Chapter 3 In Chapter 3 we introduce BPS–strings, membranes and 3-branes into the
N = 1 globally supersymmetric theories given in Chapter 2. The link which allows us to
couple these extended objects to N = 1 theories is provided by the introduction of super
p–forms, namely superspace defined p–forms built out of the supersymmetric multiplets
introduced in Chapter 2. The guiding principle that we shall follow to write down
their supersymmetric actions is the κ-symmetry: being a local worldvolume fermionic
symmetry, κ-symmetry is the way in which supersymmetry can be (partially) linearly
realized over the objects’ worldvolumes. The physical consequences of the introductions
of these objects in supersymmetric theories are also explored.
Chapters 4 and 5 The fourth and the fifth chapters deal with the extension of the
results of Chapters 2 and 3 to N = 1 supergravity. Our globally supersymmetric findings
are easily generalized to the local theories by means of the super-Weyl invariant approach,
at the price of introducing an unphysical compensator. In Chapter 4 we formulate
generic N = 1 Supergravity theories containing any number of gauge two-, three- and
four-forms, which are then coupled to BPS–string, membranes and 3-branes in Chapter 5.
All the results are given in both the super-Weyl invariant formalism and, after properly
gauge-fixing the compensator, in the traditional supergravity formulation.
Chapter 6 Concrete examples of supergravity theories with a hierarchy of forms are
given in Chapter 6. We reformulate four-dimensional effective field theories originating
from compactification of Type II superstring theories and M-theory. The scalar potential,
generated by background fluxes, is understood as stemming from integrating out gauge
3
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three-forms. The tadpole cancellation conditions, ubiquitous in compactification scenarios,
here appear as a gauging of the three-forms by gauge four-forms. The axions are then
dualized to gauge two-forms, eventually gauged by three-forms reabsorbing F-terms
couplings between different moduli sectors. The proposed reformulation is general and, as
we show, can include moduli from both closed and open string sectors, as well as involve
nongeometric fluxes.
Chapter 7 The seventh chapter is devoted to the consistency conditions that the newly
reformulated theories of Chapter 6 need to satisfy. We show that, according to the
perturbative regime, only some extended objects can be included in the effective theory.
This has profound physical consequences, since it dictates which portions of the string
Landscape are explorable within the same effective theory.
Appendices The Appendices A, B and C collect conventions on differential forms and
superspace that we use throughout this work and the explicit computations of components
of the superfields. The Appendix D delivers an introduction to the super-Weyl invariant
formalism in N = 1 supergravity. The interplay between Freed-Witten anomalies and
axion monodromies is briefly summarized in Appendix E.
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1 Introduction: a toolkit to sail across
the Landscape
A better understanding of the microscopic structure of the effective potential is one of the
main scopes of this work. The approach that we follow is, in a certain sense, bottom-up,
aiming at including, genuinely from a four-dimensional perspective, all the basic elements
that string theory predicts, equipped with the proper consistency conditions.
In this chapter we briefly introduce the basic ideas that will accompany us throughout
this work. Tightening the links between four-dimensional effective field theories and their
higher-dimensional origin will require the introduction of gauge gauge two-, three- and
four-forms. Such p-forms will provide an alternative, possibly more complete, description
for axions, background fluxes and tadpole cancellation conditions.
The introduction of a hierarchy of p-forms will allow us to introduce in the EFT the
extended objects to which they couple, namely strings, membranes and 3-branes. The
complete picture draws a spacetime populated by various extended objects, which allow
for connecting the different vacua of the Landscape.
1.1 String theory, EFTs and the cosmological constant
In order to construct four-dimensional effective theories originating from string theory,
the typical procedure is top-down in nature: one starts with a D-dimensional effective
field theory, formulated in MD and compactify it over an internal (D − 4)-dimensional
manifold X:
MD =M4 ×X , (1.1)
whereM4 is the external four-dimensional manifold. In this work, we will always consider
the internal manifold X to be compact and chosen in such a way that inM4 the minimal
amount of supersymmetry is preserved. The four-dimensional effective theory is then
obtained by reducing the higher-dimensional theory1 over X with the spectrum of fields
determined by dimensionally reducing the higher-dimensional fields.
However, the compactification procedure come at a price: many scalar fields appear in
the four-dimensional effective theories, which are associated to the admissible deformations
of the internal manifold. These fields do actually constitute the moduli ϕ of the theory:
1We stress that throughout this work we always consider effective theories with at most two derivatives
acting on the various fields, in both higher- and lower-dimensions.
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they are not subjected to any potential and, as such, do not acquire mass. Therefore,
the effective theory would be characterized by an infinite family of equivalent vacua,
parametrized by the different values of the moduli ϕ. Furthermore, the abundance of
such massless particles would be in clear conflict with the observations. In fact, moduli
couple to the other fields of the effective theory, in turn determining long–range forces
which have been not observed in our Universe.
The aforementioned, severe issue of compactifications goes by the name of problem
of moduli stabilization. A viable solution was found in the late ‘90 [15–17] and further
developed in the first years of 2000 [18–23] (see also [24–27] for reviews): introducing
nonvanishing background values for the p–form fluxes, which thread the internal manifold
X, induces a potential for the moduli which may allow for giving them mass, stabilizing
them at a scale mϕ fixed by the fluxes. At the level of the four-dimensional effective field
theory, this can be understood with the appearance of a potential that acquires the very
general form
V (ϕ) =
1
2
TAB(φ)(NA + fA(φ))(NB + fB(φ)) + Vˆ (ϕ) (1.2)
where NA constitute a set of quantized constants and fA(ϕ) and Vˆ (ϕ) are arbitrary func-
tions of the scalar fields. The constants NA are related to the p–form background fluxes,
while fA(ϕ) and Vˆ (ϕ) may include both perturbative or non-perturbative contributions.
Furthermore, typically the constants NA cannot be arbitrarily chosen, for they have to
obey some mutual constraints, for example, the tadpole cancellation conditions. The
‘effective’ cosmological constant is then obtained by simply setting the scalar fields in
(1.2) at the vevs ϕ∗ at which they are stabilized:
Λeffective = V (ϕ∗) . (1.3)
The potential (1.2) has a higher-dimensional origin, but let us now consider a bottom-
up perspective. Namely, let us assume that we are working with a four-dimensional theory,
characterized by some scalar fields ϕ, eventually regarded as moduli, that we would like to
stabilize: what kind of potential could we choose and how many parameters NA could we
tune to stabilize the moduli? If one wishes the four-dimensional theory to have a proper
quantum origin, namely from string theory, then one has to stick with the potential (1.2),
the one that string theory predicts. In other words, we do not have full freedom within
our four-dimensional EFT.
However, a potential (1.2), once imported into the four-dimensional theory, is com-
pletely blind to any constraint that string theory imposes on the quantized constants,
as well as the origin of the NA fluxes gets completely forgotten, being merely treated as
constants. A new perspective is required to re-examine the potential and understand the
deeper origin of each term of (1.2) so as to tighten the link between the four-dimensional
description and its higher-dimensional origin.
To this aim, the first step is the inclusion of the full set of all the possible gauge
p–forms within the four-dimensional description, which are indeed predicted from a higher
dimensional string theory description. In fact, in higher dimensions, some field strengths
Fq+1 = dAq appear. The four-dimensional fields which such field strengths give rise are
obtained by decomposing Fq+1 into an external part, living in M4 and into an internal
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part on X, schematically as follows:
Fq+1 = dAp︸︷︷︸
external
∧ ωq−p︸︷︷︸
internal
, (1.4)
where ωq−p is a (q − p)–form in X. It is then clear that the existence of some gauge
p–forms Ap in four-dimensions is related to the homology structure of the internal space
which allows for decompositions as (1.4). However, generically, one should expect that
all the gauge p–forms, for p = 0, . . . , 4, are present in four dimensions and a ‘faithful’
four-dimensional theory ought to include all of them.
In this regard, we will introduce in the effective four-dimensional theories are gauge
three-forms AA3 . These were typically disregarded in the past since they do no carry
physical degrees of freedom in four dimensions. We will indeed show in Section 1.2 that
gauge three-forms can be interpreted as ‘dual’ to the quantized constants NA so that,
once the three-forms are integrated out, the constants NA appear in the potential. Stated
differently, gauge three-forms may dynamically generate entire portions of the potential.
Their role does not stop here: if also non-dynamical gauge four-forms CI4 are introduced,
these may gauge the three-forms as dAA3 +QAI C
I
4 which results in forcing the constant
NA to satisfy some (linear) constraint, mimicking directly in four dimensions the tadpole
conditions.
In four-dimensional EFTs, symmetries sometimes will suggest us alternative represen-
tations of fields. In some perturbative regimes, the action may develop an approximate
‘axionic’ symmetry for a field a, namely a → a + c, with constant c. Then, one can
alternatively represent the axion a, regarded as a zero–form, with a gauge two-form B2.
Via a Stückelberg trick, its field strength can be gauged by the three-forms as dB2 + cAAA3
whose interpretation, for the potential (1.2), is the appearance of a mass term for the
axion.
Furthermore, whenever gauge one-form Aσ1 are present in the effective description,
these may be gauged by the two-forms as dAσ1 +kσΛBΛ2 . Such a gauging, does also influence
the structure of the potential, albeit in this chapter we will not explore such a possibility.
A hierarchy of gauge p–forms is then established within the EFT, allowing us to couple
the extended objects which are electrically charged under them: strings, membranes
and 3-branes. These will be our basic tools to explore the Landscape of vacua. In fact,
membranes will make the constants NA of the potential change across the different regions
separated by the membranes. The moduli therefore feel different potentials for each region
delimited by the membranes and are consequently (classically) stabilized at different
vacua on the two sides, with different masses and inducing diverse cosmological constants
(1.3). Membranes then become the objects which allow one to interpolate among different
vacua of the Landscape and their very existence is a criterion which determines what
vacua one can hope to reach within a single EFT. Four-dimensional strings will instead
tell when an axion is subjected to a monodromy transformation, while 3-branes make the
flux constraint change, according to membrane-induced transitions.
In this chapter, we show how to re-interpret the potential (1.2) in terms of a hierarchy
of forms by means of simple bosonic models. Also the role of the extended objects is
examined in simple setups, which will allow us to highlight their main physical properties.
These models are later imported in globally supersymmetric theories in the Chapters 2
and 3 and in supergravity in the Chapters 4 and 5.
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1.2 Generating the potential of effective field theories
Gauge three-forms are typically neglected in four-dimensional theories, owing to the fact
that the gauge redundancy is so vast that it does not allow them to have propagating
degrees of freedom [28]. Nevertheless, their inclusion may influence the very structure
of the potential. In fact, the procedure of integrating gauge three-forms out delivers
new constants, which were not present before, in the effective description. This rather
peculiar phenomenon was firstly explored in supergravity contexts [29], where gauge
three-forms naturally appear after reducing higher–dimensional theories, and later found
fertile ground in cosmological [28, 30–32] and inflationary models [33–38], as well as in
connections with the strong CP -problem [39–44].
In this section, we develop on the on-shell effect of the gauge three-forms and in which
sense they can ‘generate’ nontrivial contributions to the potential.
1.2.1 An alternative understanding of the cosmological constant
One of the first phenomenological applications of gauge three-forms in physics was in
understanding the generation of the cosmological constant. In the ‘80s [28–32], it was
recognized that the coupling of three-forms to the simple Einstein-Hilbert action could
nontrivially contribute to the value of the cosmological constant. We now briefly recall
this model, which provides possibly the simplest example of phenomenological models
including three-forms.
The action describing the interaction of a single, real gauge three-form A3 =
1
3!Amnpdx
m ∧ dxn ∧ dxp with gravity is2
S =
∫
Σ
(
1
2
M2PR ∗1− Λ0 ∗1−
1
2
F4 ∗F4
)
+ Sbd . (1.5)
The integration is here performed over the full spacetime, denoted with Σ, whose boundary,
eventually located at infinity, we will denote with ∂Σ. The first term in (1.5) is the usual
Einstein-Hilbert term, encoding the dynamics of the graviton gmn, and we have also
added a ‘bare’ cosmological constant term Λ0.3 The last term in the parentheses in (1.5)
expresses just the kinetic terms for the gauge three-form A3, which are written in terms
of its four-form field strength F4 = dA3 and are invariant under the gauge transformation
A3 → A3 + dΛ2, with Λ2 a generic two-form.4
The last term in the action (1.5) deserves particular attention: it collects the boundary
contributions which include the gauge three-form A3. These have to be added in order to
2We refer to Appendix A for the conventions and useful identities of the differential forms used
throughout this work.
3In writing down the ‘pure’ gravitational part of the action, we have disregarded a possible contribution
from the Gibbons-Hawking-York term [45, 46], which is present whenever the manifold Σ has a nontrivial
boundary, in order to ensure the correct variational problem for the components of the metric gmn normal
to ∂Σ. Such a boundary term will be reinstated in Section 5.3 – see for example (5.52) – where, once the
metric is set on-shell, it nontrivially contributes to the curvature term.
4The kinetic terms can indeed be recast as
−1
2
∫
Σ
F4 ∗F4 = − 1
2 · 4!
∫
Σ
FmnpqF
mnpq ∗1 , (1.6)
where Fmnpq = 4∂[mAnpq].
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guarantee that the variational problem for the gauge three-form is well-posed, which can
be understood as follows. Let us consider the variation of the action (1.5) with respect to
A3
δA3S = −
∫
Σ
dδA3 ∗F4 + δA3Sbd
= −
∫
Σ
δA3d ∗F4 −
∫
∂Σ
δA3 ∗F4 + δA3Sbd ,
(1.7)
where in the second line we have performed an integration by parts and used the Stokes’
theorem in the convention (A.8). If one wishes to obtain the equations of motion for the
gauge three-form A3 from the variation (1.7), proper boundary conditions have to be
imposed for the variations of A3 over ∂Σ. The first, naïve option could be to impose
δA3|∂Σ = 0. However, such a condition is not gauge invariant and, as such, has to be
discarded. The correct, gauge invariant boundary conditions are
δF4|∂Σ = δdA3|∂Σ = 0 . (1.8)
This implies that δA3|∂Σ is not generically zero and whenever a boundary contribution
contains a ‘naked’ δA3, namely without derivatives acting on it, that contribution has to
be canceled. In the present case, this is achieved by selecting the boundary terms in (1.5)
to be
Sbd =
∫
∂Σ
A3 ∗ F4 = 1
3!
∫
Σ
∂m (AnpqF
mnpq) ∗ 1 , (1.9)
whose variation is such that the boundary contributions in (1.7) exactly cancel between
one another.
Having defined the proper boundary conditions, we are now ready to compute the
equations of motion for the gauge three-form A3. These can be immediately read from
(1.7) and acquire the simple form
d ∗F4 = 0 . (1.10)
This equation can be immediately integrated out, obtaining
∗F4 = λ , (1.11)
where λ is just a real constant, fixed by the boundary conditions ∗F4|∂Σ = λ, compatibly
with (1.8). Although fixed at the boundary, one can indeed choose arbitrary values for
λ ∈ R. We can then plug the solution (1.11) into the action (1.5) where we started from,
obtaining
S =
∫
Σ
[
1
2
M2PR ∗1−
(
Λ0 +
1
2
λ2
)
∗1
]
. (1.12)
The effective cosmological constant is then the sum of its bare value Λ0 and the three-form
contribution:
Λeff = Λ0 +
1
2
λ2 . (1.13)
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Some crucial comments are in order. First, we stress that the boundary terms
(1.9) have also be taken into account in computing (1.12), since they contribute to the
cosmological constant term with
Sbd = λ
∫
Σ
F4 = −λ2
∫
Σ
∗1 . (1.14)
By comparing the ‘three-form action’ (1.5) with (1.12), we realize that, in (1.5) we can
indeed identify an ‘off-shell’ cosmological constant term as∫
Σ
Λeff,‘off-shell’ ∗ 1 =
∫
Σ
(
Λ0 ∗1 + 1
2
F4 ∗F4
)
+
∫
∂Σ
A3 ∗ F4 , (1.15)
which then acquires the proper meaning of a cosmological constant once the gauge three-
form is integrated out via (1.11). In this regard, it is crucial the presence of the boundary
terms (1.9). Assume, for example, that Λ0 = 0, so that the cosmological constant purely
stems from the gauge three-form A3: if the boundary contributions (1.14) are neglected,
we would get a cosmological Λeff = −12λ2 with the opposite sign!5 The inclusion of the
boundary terms in this ‘three-form formalism’ was source of confusion in the past [29, 30,
32, 47]. They were indeed first recognized to be a ‘topologica term’ as in the first equality
of (1.14) [29, 32]: the constant λ was there considered fixed, directly inserted from the
start in the action. It was then recognized that such a topological term was indeed a
manifestation of a boundary term required by the variational problem [28, 31, 47].
This very simple example should make clear that gauge three-forms, although appar-
ently harmless, can instead be crucial elements for any effective field theory, owing to the
fact that they contribute to the potential. In the following section, we will see how such
a very simple model can be modified to generate a more general kind of potentials.
1.2.2 Potential and gauge three-forms
With the sole ingredients of gravity and gauge three-forms, one cannot achieve more than
obtaining a constant potential, once the gauge three-forms are set on-shell. However, we
can generalize the previous simple model to more general cases pretty straightforwardly.
Let us take into account also the presence of a set of n real scalar fields φa, a = 1, . . . , n.
The action describing the interaction of gravity, gauge three-forms and scalar fields takes
the general form
S = M2P
∫
Σ
(
1
2
R ∗ 1− 1
2
Gab(φ)dφ
a ∧ ∗dφb
)
−
∫
Σ
[1
2
TAB(φ)F
A
4 ∗FB4 + fA(φ)FA4 + Vˆ (φ) ∗1
]
+ Sbd .
(1.16)
Here Gab(φ) is a generic field-dependent metric over the field space parametrized by the
scalar fields φa and, as such, is assumed to be positive definite at any point given point
φa0 of the field space. The second line of (1.16) comprises the three-form kinetic terms
5In order to understand why the boundary terms do contribute to the cosmological constant, one can
start by adding the topological term λ
∫
Σ
F4, written first equality of (1.14). Such a topological term,
although a divergence, contributes to the cosmological constant since it introduces three-form–graviton
vertices of coupling constant λ.
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and the interaction of the gauge three-forms with the scalar fields. More specifically, the
kinetic matrix TAB(φ) is generically allowed to depend on the scalar fields φa; we further
assume TAB to be symmetric TAB = TBA, but it is not required to be positive definite.6
Moreover, fA(φ) is a further field-dependent quantity, providing the couplings of the
fields φa to the the gauge three-forms and Vˆ (φ) collects all the other possible scalar field
interactions.
The last term in the second line of (1.16) indeed collects all the boundary terms
involving the gauge three-forms. As explained above, these are necessary to ensure the
correct formulation of the three-form variational problem. The proper, gauge invariant
boundary conditions that have to be imposed over the gauge three-forms are, in fact
δFA4 |bd != 0 , (1.17)
rather than δAA3 |bd = 0. It is therefore necessary that, once we take the variation of
(1.16) with respect to the gauge three-forms AA3 , all the contributions which involve the
variations δAA3 over the spacetime boundary ∂Σ strictly need to vanish. Explicitly, the
boundary contributions to the action Sbd have to be chosen such that the AA3 –variation
of the action (1.16) gives
δAA3
S = −
∫
Σ
[
dδAA3
(
TAB(φ) ∗FB4 + fA(φ)
)]
+ δSbd ,
= −
∫
Σ
δAB3 d
[
TAB(φ) ∗FA4 + fA(φ)
]
,
(1.18)
which is achieved by setting
Sbd =
∫
∂Σ
(TAB ∗FA4 + fB)AB3 . (1.19)
We also note that the action (1.16) is invariant under the gauge transformation
AA3 → AA3 + dΛA2 , (1.20)
for any two-form ΛA2 .
We now regard the second and the third line of (1.16), given (1.19), as an ‘off-shell’
potential for the scalar fields
−
∫
Σ
V‘off-shell’ ∗ 1 = −
∫
Σ
[1
2
TAB(φ)F
A
4 ∗FB4 + fA(φ)FA4 + Vˆ (φ) ∗1
]
+
∫
∂Σ
(TAB ∗ FA4 + fB)AB3 ,
(1.21)
with ‘off-shell’ referring to the presence of the gauge three-forms, which are not yet
integrated out. Clearly, as it stands, (1.21) is also not, strictly speaking, a potential for
the scalar fields φa, owing to the fact that the gauge three-forms are still there. Let us
now integrate out the gauge three-forms. Their equations of motion, immediately read
from the variations (1.18), are
d
[
TAB(φ) ∗FB4 + fA(φ)
]
= 0 . (1.22)
6Since, as stressed above, gauge three-forms do not carry any physical degrees of freedom, negative–
definite kinetic terms are not sources of bad ghosts which would imply a lack of unitarity.
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We may then integrate them, producing
TAB(φ) ∗FB4 + fA(φ) = −NA , (1.23)
where NA are integration constants. Remarkably, for each gauge three-form AA3 a constant
NA is generated. Classically, NA are generic real constants; however, in a quantum theory,
as it is explored in details in the later Section 4.5.1, the constants NA are quantized,
basically because the left hand sides of (1.23) are the momenta conjugated to the three-
forms AA3 . Moreover, the boundary conditions (1.23) allow also the boundary contributions
(1.19) to be invariant under (1.20).
Once (1.23) are plugged into (1.21) setting the three-forms on-shell, makes it become
a proper potential for the scalar fields
V (φ) =
1
2
TAB(φ)(NA + fA(φ))(NB + fB(φ)) + Vˆ (φ) (1.24)
where we have assumed that TAB is invertible, with inverse TAB = (TAB)−1. Therefore,
the action (1.16), upon using (1.23) reduces to an action which depends only on the
scalar fields φa interacting with gravity
S = M2P
∫
Σ
(
1
2
R ∗ 1− 1
2
Gab(φ)dφ
a ∧ ∗dφb − V (φ) ∗1
)
(1.25)
with the scalar potential V given in (1.24).
The actions (1.16) and (1.25) are therefore strictly tightened one another, with the
latter, purely scalar, being obtained from the former after integrating out the gauge
three-forms: in some sense, the actions (1.16) and (1.25) are dual of one another. Indeed,
the two formulations may be related by an electro-magnetic like duality. The equations of
motion (1.23) suggests that the (field strengths of the) gauge three-forms AA3 are ‘dual’ to
the constants NA seen as ‘zero-form field strength’, obeying the trivial Bianchi identities
dNA = 0. This is a quite degenerate electro-magnetic duality and not particularly useful
per se. One can however translate the duality at the level of the actions as follows. We
promote the constants NA in (1.25) to real scalar fields yA and, after that, impose their
Bianchi identities – namely, the constancy of yA – via a Lagrange multiplier, which we
choose to be a three-form AA3 :
S = M2P
∫
Σ
(
1
2
R ∗ 1− 1
2
Gab(φ)dφ
a ∧ ∗dφb
)
−
∫
Σ
[1
2
TAB(φ)(yA + fA(φ))(yB + fB(φ)) + Vˆ (φ)
]
∗1
−
∫
Σ
dyAA
A
3 .
(1.26)
The action offers two possibilities. On the one hand, one may immediately integrate
out the gauge three-forms AA3 . As anticipated, this sets the Bianchi identities for the
zero-form field strengths yA
dyA = 0 ⇒ yA = NA (constants) , (1.27)
reducing the action (1.26) to (1.25).
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On the other hand, one can integrate out the scalar fields yA as
yA = −TAB(φ) ∗FB4 − fA(φ) (1.28)
which, plugged into (1.26), leads back to the action (1.16) which contains gauge three-
forms explicitly, also delivering the proper boundary terms.
The action (1.26), to which we refer as master action, conveys the joining link between
the three-form action (1.16) and an ‘ordinary’, scalar field action (1.26), making it explicit
the duality between them.
1.3 Jumps in the Landscape
Figure 1.1 – A membrane as a hypersur-
face of codimension one described by the
embedding (1.29).
We have shown that gauge three-forms actively con-
tribute to the determination of the potential for the
scalar fields. They indeed generate, by integrating
them out, arbitrary constants which, entering the
potential, influence the stabilization of the scalar
fields as well as the value of the cosmological con-
stant. However, one may wonder that, after all, the
three-form perspective does not help much in under-
standing the physics that lies behind a potential: at
the end of the day, the potential dynamically gen-
erated by gauge three-forms, as for example (1.24),
can be equivalently described in terms of a scalar
theory, without gauge three-forms. Their inclusion
is also further complicated by the presence of bound-
ary terms, which are necessary for the consistency
of the variational problem. The natural question
that begs an answer is why gauge three-forms are
useful and worth considering within a theory.
Exactly as gauge one-form potentials couple to
point particles, with the usual, minimal interaction q
∫
A1 where the gauge one-form is
integrated over the particle worldline, gauge three-forms have their own extended objects
to couple with, which are three-dimensional membranes. In fact, string theory is not
just a theory of particles, for it can include extended objects as well, which manifest
themselves also in four dimensions. Let us consider a (p+ 1)–extended objects in higher
dimensions. If it ‘wraps’ an internal cycle of dimension q in X, then it extends for the
residual (p − q + 1)–dimensions in the external space. In order to get a membrane in
four dimensions, then the wrapped cycle has to be of dimension (p+ 2), as depicted in
Fig. 1.1. A good four-dimensional theory has to take into account the presence of such
objects, properly describing their dynamics.
First, the worldvolumeM of a membrane is parametrized by three coordinates ξi,
i = 0, 1, 2. It is then described as a hypersurface of codimension one in the target
four-dimensional spacetime via the embedding
ξi 7→ M : xm ≡ xm(ξ) , (1.29)
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external space internal space
Figure 1.2 – A (p + 1)–dimensional object can give birth to a membrane in the four-dimensional,
external space if it wraps a (p− 2)–cycle in the internal space.
as in Fig 1.1. With such an embedding, one can define the induced metric over the
membrane worldvolume
hij =
∂xm
∂ξi
∂xn
∂ξj
ηmn , (1.30)
for a Minkowskian background. The physics of a single membrane, minimally coupled to
a set of gauge three-forms AA3 , is governed by the action [28, 31]
Smemb = −
∫
M
√−det h Tmemb(φ) + qA
∫
M
AA3 . (1.31)
The first term is in the usual Nambu-Goto form and encodes the kinetic terms of
the membrane; by construction, it is invariant under worldvolume reparamerizations
ξi → ξ′i(ξ). The quantity Tmemb(φ) is the tension of the membrane, namely its energy
per unit area. We have generically assumed that it depends also on the scalar fields
of the theory, understood to be evaluated over the membrane worldvolume M. This
general assumption is indeed not uncommon in four-dimensional theories originating from
compactification of string or M-theory: there, membranes originate from compactification
of higher dimensional objects, naturally producing a four-dimensional tension which
depends on the moduli of the compactification. The second term in (1.31) expresses the
minimal U(1) coupling of the membrane to the gauge three-forms AA3 with charges qA.
In a quantum theory, we may consider the membrane charges as quantized, qA ∈ Z.
The membrane action contains both the scalar fields φa and the gauge three-forms
AA3 and a full action which describes at once the dynamics of membranes interacting with
gravity, three-forms and scalar fields has to be supported by the kinetic terms of all these
fields. In other words, the action (1.31) has to be coupled to the bulk action (1.16), here
denoted as Sbulk:
S = Sbulk −
∫
M
√−det h Tmemb(φ) + qA
∫
M
AA3 . (1.32)
The action (1.32) is fit to investigate the influence of the membrane on the description
of the bulk theory. For simplicity, let us assume the membrane to span the codimension
one hypersurface z = 0. The equations of motion of the gauge three-forms AA3 leads to
TAB(φ) ∗FB4 + fA(φ) = −NA − qAΘ(z) , (1.33)
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where NA are quantized constants. The equation (1.33) tells that the constants NA are
shifted by the charges qA of the membrane, once this is crossed. Once gauge three-forms
are set on-shell, the action (1.32) reduces to an action in the very same form as (1.25),
adding the membrane Nambu-Goto contribution of (1.31) and where the potential is
defined differently on the two sides:
V (φ) = V−(φ;N)Θ(−z) + V+(φ;N + q)Θ(z) . (1.34)
The potential is then as in (1.24) which is specified by the constants NA on the left side
of the membrane and NA + qA on its right:
V−(φ;N) =
1
2
TAB(φ)(NA + fA(φ))(NB + fB(φ)) + Vˆ (φ) ,
V+(φ;N + q) =
1
2
TAB(φ)(NA + qA + fA(φ))(NB + qB + fB(φ)) + Vˆ (φ) ,
(1.35)
as depicted in Fig. 1.3.
Figure 1.3 – The membrane separate the spacetime into two regions distinguished by different potentials.
As a result, on the two sides the vacua and the associated energies may be different.
1.3.1 ‘Weighting’ the flux jumps: how to choose what is dynamical and what not
Let us reconsider the form of the potential (1.24) generated by gauge three-forms. There,
all the constants NA are dualized to gauge three-forms and, in light of (1.33) all of them
can be subjected to jumps induced by membranes. However, already from (1.24), it is
clear that other constants, different from NA may appear in fA(φ) or Vˆ (φ). A particular
case is when fA(φ) = MA + . . ., where MA are quantized constants and the dots stand
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for contributions, possibly field-dependent, which we are presently not interested into. A
question that deserves to be addressed is whether these other quantized constants could
be generated by the introduction of another set of gauge three-forms A˜A3 along with AA3 .
This is a crucial issue: if and only if the constants can be dualized to gauge three-forms,
they can undertake jumps, allowing us to explore different vacua of the landscape.
In order to address this issue, let us start with a potential of the form (1.24)
V (φ) =
1
2
TAB(φ)(NA + fA(φ))(NB + fB(φ)) + Vˆ0(φ) . (1.36)
Here, NA are quantized constants spanning a lattice
Γ = {NA | NA ∈ Z} , with A = 1, . . . ,N (1.37)
The constants NA which can be truly interpreted as stemming from a set of gauge
three-forms AA3 is a subset of NA and they determine a sublattice ΓEFT of Γ. In order to
identify such a sublattice, one can then split the constants NA as
NA = vAANA +N bgA , (1.38)
where vAA are N ×N matrices with integral entries and N bgA collects all the fluxes of NA
which are not interpreted as originated from gauge three-forms. Then, the dynamical
sublattice is characterized by the sole NA
ΓEFT = {NA | NA ∈ Z and NA = vAANA +N bgA } ⊂ Γ , (1.39)
with A = 1, . . . , N ≤ N . By further introducing
TAB(φ) ≡ vAAvBB TAB(φ) ,
vAAfA(φ) ≡ N bgA + fA(φ) ,
Vˆ (φ) ≡ TAB(N bgA + fA(φ))(N bgB + fB(φ)) + Vˆ0(φ) ,
(1.40)
the potential (1.36) reduces to (1.24).
The splitting (1.38) is the keystone relation that identifies what flux sublattice we
can explore within a single effective theories. Membranes can only induce changes in
the dynamical sector NA, while the others N bgA are fixed ; this determines the explorable
sublattice
Γexp = ΓEFT +N bgA ⊂ Γ . (1.41)
The ‘background’ constants N bg then determine equivalence classes
[N bg] ∈ Γexp/ΓEFT , (1.42)
which then label the possible choices of the explorable sublattice.
The picture that we have just illustrated can be alternatively interpreted in terms
of membranes that one can include within the effective field theory. Let us assume that
in the potential (1.36) all the constants NA can be dualized to gauge three-forms, say
AA3 for NA and A˜A˜3 for all the rest of fluxes, above regarded as ‘background fluxes’ N bgA .
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Then, membranes exist which couple to gauge three-forms as in (1.31), the former with a
tension Tmemb(φ) and the latter with tension T˜memb(φ). If the transitions for N bgA ought
to be forbidden, then the corresponding membranes have to be excluded from the effective
theory. In other words, the tensions of such membranes have to be much greater that the
tension of the membranes which shift NA
T˜memb(φ) Tmemb(φ) . (1.43)
For the moment, we do not comment any further on this issue, giving a more complete
picture in the later Section 1.6.
1.4 Exploring a constrained Landscape
In typical effective field theories, consistency conditions do not allow for choosing arbitrary
values of fluxes in Γ. Indeed, it is common to encounter constraints for the full lattice
(1.37) of internal fluxes NA. These may be given by a set of constraints of the form
QI ≡ 1
2
IABI NANB + Q˜AI NA + Q˜bgI = 0 , (1.44)
where the index I labels the different conditions, IABI = IBAI defines a symmetric
pairing between the fluxes NA, Q˜AI NA stands for a possible linear contribution and Q˜bgI
denotes some additional constant contribution. In string theory the last contribution is
typically generated by background sources, such as orientifold planes, branes or curvature
corrections.
As we have explained in the previous section, only the flux sublattice ΓEFT, labeled
by NA, can be understood as stemming dynamically from gauge three-form. Using the
splitting (1.40), we can define
IABI ≡ vAAvBB IABI , (1.45a)
QbgI ≡ Q˜bgI +
1
2
IABI N bgA N bgB , (1.45b)
QAI ≡ vAAQ˜AI + IABI vAAN bgB , (1.45c)
and then rewrite the condition (1.44) as
QI ≡ 1
2
IABI NANB +QAI NA +QbgI = 0 , (1.46)
manifestly in terms of the dynamical sublattice (1.41).
The process of integrating out gauge three-forms, as we explained in Section 1.2.2, is
blind to any constraint, owing to the fact that three-forms generate arbitrary constants
spanning the full (1.41). It is indeed possible to slightly modify the dualization procedure
given in Section 1.2.2 so that, once we integrate out the gauge three-forms, the dynamically
generated constants satisfy the constraint (1.46).
As a first step, it is convenient to impose (1.46) at the level of equations of motion,
and we will do that by adding, to the action (1.25), the following coupling to a set of
four-form potentials CI4
QI
∫
CI4 . (1.47)
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This is invariant under the gauge transformations
CI4 → CI4 + dΛI3 , (1.48)
and does not introduce new, unwanted degrees of freedom within the theory. The gauge
four-forms here act as Lagrange multipliers, with the constraints (1.46) that are set after
varying (1.47) with respect to CI4 .
It is somehow pointless to straightly impose (1.46) at the level of the equations of
motion in (1.25). In fact, in (1.25), the fluxes NA have been already fixed and, rather,
the constraints (1.46) are to be satisfied a priori by the choice of NA included in (1.25).
In the dual, three-form perspective the constants are promoted to dynamical variables
and there we might require that the set NA, once generated, has to satisfy (1.46). We
can try to proceed along the very same lines as in Section 1.2.2. That is, we promote the
constants NA to real scalar fields yA, with the coupling (1.48) consistently replaced by∫ (1
2
IABI yAyB +QAI yA +QbgI
)
CI4 . (1.49)
In this form, the coupling (1.49) is fit to be added to the master action (1.26), arriving
at the action
S = M2P
∫
Σ
(
1
2
R ∗ 1− 1
2
Gab(φ)dφ
a ∧ ∗dφb
)
−
∫
Σ
[1
2
TAB(φ)(yA + fA(φ))(yB + fB(φ)) + Vˆ (φ)
]
∗1
−
∫
Σ
dyAA
A
3 +
∫
Σ
(1
2
IABI yAyB +QAI yA +QbgI
)
CI4 .
(1.50)
Before proceeding, some comments are in order. As it stands, (1.49) breaks the gauge
invariance under (1.48) in the complete action (1.50), which should be re-installed. A
general way to restore a symmetry is the ‘Stückelberg trick’, which in the considered case
amounts to introducing the following Stückelberg gauge transformations of the three-form
potentials
AA3 → AA3 − (IABI yB +QAI )ΛI3 . (1.51)
Indeed, it is easy to see that in this way the variations under (1.48)-(1.51) of the gauge
three-forms AA3 and four-forms CI4 of the last line in (1.50) precisely cancel each other.
This is however not the end of the story, because the contribution IABI yB to the charge
that defines the three-form gauging (1.51) is not a constant. This not only introduces, in
a quantum theory, consistency issues regarding the compactness of the three-form gauge
symmetry, but actually results in an obstruction to the dualization procedure, basically
because the yA should eventually be expressed in terms of gauge invariant field-strengths
of AA3 , which should in turn define their own charges under (1.48).
The only apparent way to get out of this impasse is to choose the lattice ΓEFT of
fluxes to be dualized so that the induced pairings defined in (1.45a) vanish
IABI = 0 . (1.52)
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In other words, ΓEFT must be isotropic with respect to all the pairings IABI entering the
constraints (1.44). With such a choice, the constraints (1.46) become linear
QI = QAI NA +QbgI = 0 , (1.53)
and one no longer encounters any obstruction to dualize the constants NA. Indeed, the
term (1.49) reduces to∫ (
QbgI +QAI yA
)
CI4 , (1.54)
and (1.51) becomes a well-defined gauge symmetry
AA3 → AA3 −QAI ΛI3 . (1.55)
Upon integrating out yA from the resulting parent Lagrangian one gets the dual action.
This can be obtained from the three-form action (1.16) by adding the term
QbgI
∫
CI4 , (1.56)
and replacing FA4 = dAA3 with the field-strengths
FˆA4 ≡ FA4 +QAI CI4 (1.57)
which are gauge invariant under (1.55). As a check, one can rederive the constraints in
the dual formulation. In fact, still standing that integrating out the gauge three-forms
reproduces (1.23), by additionally integrating out the gauge four-forms from (1.50), we
would get
QbgI −QAI (TAB(φ) ∗ FˆB4 + fA(φ)) = 0 , (1.58)
which indeed reduce to (1.53) upon employing (1.23).
1.4.1 3-branes and ‘jumping’ constraints
The inclusion of gauge four-form into four-dimensional theories comes with the introduction
of the extended objects that they couple to. These are 3-branes, whose four-dimensional
worldvolume fills the whole spacetime or just portions thereof. Again, these objects are
predicted from higher-dimensional theories: they may be (p+ 1)–brane, wrapping internal
(p− 3)–cycles. Spacetime–filling branes are in fact fundamental in string theory–related
constructions, since they actively contribute to the tadpole cancellation conditions, along
with O3-planes, which we will encounter in the later Chapter 6.
Consider the above term (1.56), that we introduced as a particular type of La-
grange multiplier term. One can interpret (1.56) as a Chern-Simons like–term, ex-
pressing the coupling of CI4 to a spacetime filling 3-brane, with charges QbgI . In-
deed, in (1.56), the four-dimensional 3-brane worldvolume is identified with the space-
time. However, as described by the sole (1.56), such a ‘putative’ spacetime-filling
brane is quite peculiar: we did not include any dynamics fo such a four-dimensional
objects, as well as we completely neglected the matter living on its worldvolume.
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Figure 1.4 – The 3-brane fills the region W =
{z < 0} and a membrane, serving as its boundary, is
located at z = 0.
For the moment, we do not further com-
ment on such nterpretation and, as of
now, we content ourselves just thinking
of the coupling (1.56) as being a ‘topolog-
ical’ term for the action (1.50). A more
appropriate justification of the term (1.56)
as originated from a concrete action of a
spacetime-filling brane will be given in later
section, pointing out the assumption that
leads to single out the term (1.56).
A special role is played by 3-branes
which fill portions of spacetime, which are
bounded by membranes, as depicted in
Fig. 1.4. These are quite helpful in under-
standing how the constraint (1.53) chang-
ing after membranes are crossed. Let us re-
consider the action (1.50) which, as we saw
above, generate a Landscape ‘constrained’
by (1.53); let us further couple a single
membrane to (1.50) with its action (1.31). Then, on the two sides of the membrane, the
constants NA differ by the charges of the membranes ∆NA = qA. Clearly, we should
expect that, if (1.53) holds on one side of the membrane, it cannot hold on the other side,
simply because the fluxes change, making (1.31) change as
QAI NA +QbgI = 0→ QAI (NA + qA) +QbgI = 0 . (1.59)
It is pretty awkward that the constraint (1.53) changes across a membrane, a fact
that renders (1.53) only ‘locally’ defined in every spacetime region delimited by the
membrane. We can however try to find out a ‘global’ constraint, still of the kind (1.53).
The starting point is the left hand side of the first relation in (1.59), which introduces
the additional QAI qA. This can be alternatively interpreted as a shift on the background
value QbgI → QbgI + qAQAI . We can then add the very term to the left hand side of (1.59),
so that the tadpole acquires the same form on both the sides of the membrane. And it is
a 3-brane that does this job: we may introduce a 3-brane which fills the whole spacetime
region W = {z < 0}, , which has the membrane as boundary, M = ∂W and whose
charges are µI = QAI qA.
To be concrete, the configuration just described is governed by the action
S = M2P
∫
Σ
(
1
2
R ∗ 1− 1
2
Gab(φ)dφ
a ∧ ∗dφb
)
−
∫
Σ
[1
2
TAB(φ)Fˆ
A
4 ∗FˆB4 + fA(φ)FˆA4 + Vˆ (φ) ∗1
]
+
∫
∂Σ
(TAB ∗FˆA4 + fB)AB3 +QbgI
∫
Σ
CI4
−
∫
M
√−det h Tmemb(φ) + qA
∫
M
AA3 +Q
A
I qA
∫
W
CI4 .
(1.60)
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It is then clear that the equations of motion of the gauge three-forms AA3 and those of
the gauge four-forms CI4 , once crossing the membrane, lead to the shifts
NA → NA + qA , QI + qAQAI → QI , (1.61)
with QI as in (1.53). However, the constraint has still the same form
QI + qAQAI = QAI (NA + qA) +QbgI = 0 (1.62)
on both the sides of the membrane. One can then regard the shift (1.61) as changing
the background values on the left of the membrane QbgI + qAQAI to the sole QbgI on the
right. Loosely speaking, a 3-brane, which fills the region z < 0, ‘dissolves’ into fluxes
after crossing the membrane.
We also stress that such a spacetime–region, constituted by a 3-brane delimited by a
membrane, could be straightly predicted by the very form of the gauged field strength
(1.57). In fact, from the last line of (1.60), which is invariant under the combined (1.48)
and (1.51), we can infer (1.57) provide the proper gauge invariant forms living over W.
1.5 Axions and monodromies in the Landscape
Typical effective field theories originating from string theory are populated by axions.
The axions are regarded as gauge zero-forms, subjected to the gauge transformation
aΛ → aΛ + cΛ (1.63)
for any given constant cΛ. The reason why such zero-forms are common in four-dimensional
EFTs can be traced back to their higher-dimensional origin, where gauge p-forms Cp appear
via their field strengths Fp+1 = dCp. Whenever a set of internal, closed p-form ωΛp |X
exist, we may decompose Fp+1 = daΛ(x) ∧ ωΛp |X , with aΛ(x) a set of zero-forms. After
integrating over the internal manifold, we are just left with daΛ in the four-dimensional
theory. The transformations (1.63) are then just ‘remnants’ of the higher-dimensional
gauge transformation Cp → Cp + dΛp−1.
At the level of four-dimensional theories, enforcing the gauge symmetry (1.63) severely
restricts the possible interactions among fields, since the fields aΛ can only appear through
their derivatives daΛ. To be concrete, let us assume that the field content of the effective
theory, beside the graviton, is constituted by two sets of real fields: the axions aΛ and
real fields `Λ, in the same number as the axions. We will refer to the latter as saxions.
The action describing their dynamics may acquire, for example, the form7
S = M2P
∫
Σ
(
1
2
R ∗ 1 + 1
2
GΛΓ(`)d`Λ ∧ ∗d`Γ + 1
2
GΛΓ(`)daΛ ∧ ∗daΣ
)
, (1.64)
where we have neglected possible axion/saxions mixing terms as well as possible terms
with higher number of derivatives. The field metric GΛΓ, which we here assume to be the
same for the two sectors of fields, can only depend on the saxionic sector `Λ.
7We consider this particular form of the action guided by the supersymmetric models – see, for
example, the following (2.150) in Section 2.5 in global supersymmetry. There, the axions and saxions are
naturally paired, sharing the same multiplet as in (2.223).
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As real scalar fields, the axions aΛ are endowed with one physical degree of freedom
each. In four dimensions, gauge two-forms BΛ2 also carry a single degree of freedom.
Indeed, we can reformulate an axionic theory in terms of another, physically equivalent
theory where the axions are replaced by gauge two-forms. The duality of the axions aΛ to
gauge two-forms BΛ2 can be established directly at level of the action. One can then relax
the assumptions that the one-forms daΛ are exact, but rather regard them as generic
one-forms θΛ and add a ‘dualizing term’ to the action (1.64) as follows
S = M2P
∫
Σ
(
1
2
R ∗ 1 + 1
2
GΛΓ(`)d`Λ ∧ ∗d`Γ + 1
2
GΛΓ(`)θΛ ∧ ∗θΓ
)
−
∫
Σ
θΛHΛ3 (1.65)
where, in the last term, we have introduced HΛ3 ≡ dBΛ2 .
If one integrates out BΛ2 from (1.65), the relation dθΛ = 0 is obtained. This can be
solved by requiring θΛ = daΛ for a generic zero-form aΛ, reducing the action (1.65) to
(1.64).
On the other hand, we can integrate out θΛ from (1.65), leading to
δθΛ : M
2
P ∗ θΛ = GΛΓ(`)HΓ3 . (1.66)
where GΛΓ defined by GΛΓGΓΠ = δΠΛ . The relation (1.66) provides the duality we
were looking for, since it properly exchanges the one-forms daΛ with their Hodge-dual
counterparts HΛ3 . By plugging (1.66) into (1.65), we arrive at an action which now
depends on the saxionic sector and the gauge two-forms BΛ2 as
S = M2P
∫
Σ
(
1
2
R ∗ 1 + 1
2
GΛΓ(`)d`Λ ∧ ∗d`Γ
)
+
1
2M2P
∫
Σ
GΛΣ(`)HΛ3 ∧ ∗HΣ3 . (1.67)
This action is invariant under the gauge transformations BΛ2 → BΛ2 +dαΛ1 , with αΛ1 generic
one-forms. Additionally, (1.65) is also invariant under the global shifts
BΛ2 → BΛ2 + CΛ2 , (1.68)
with CΛ2 are constant two-forms, providing the counterparts of the axionic transformations
(1.63) in two-forms language.
1.5.1 Strings and monodronomies
Gauge two-forms electrically couple to strings. A string spans a two-dimensional hyper-
surface S in the target four-dimensional space Σ, which is determined by the embedding
ζi 7→ S : xm ≡ xm(ζ) , (1.69)
where ζi, i = 0, 1, are two spacetime coordinates parametrizing the string worldsheet.
The embedding (1.69) in turn defines the induced metric over the string worldsheet
γij =
∂xm
∂ζi
∂xn
∂ζj
ηmn , (1.70)
for a Minkowskian background.
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Figure 1.5 – A membrane as a hypersur-
face of codimension one described by the
embedding (1.69). It is also depicted the
integration path L used in (1.74).
A string which is minimally coupled to a set of
gauge two-forms Bλ2 is described by the action
Sstring = −
∫
S
√
−detγ Tstring(`) + eΛ
∫
S
BΛ2 .
(1.71)
Again, the first, Nambu-Goto term describe the mo-
tion of the string, encoding the kinetic terms of the
string degrees of freedom, and it is invariant under
reparamerizations of the worldsheet ζi → ζ ′i(ζ). It
further depends on the string tension Tstring(`), its
mass per unit area, and may generically depends
on the saxions `Λ. The second, Wess-Zumino term
expresses instead the minimal coupling of the string
to the gauge two-forms BΛ2 , under which the string
has charges eΛ.
The full action which describes the interaction
of a string with the bulk fields is then obtained by
combining (1.67) with (1.71):
S = M2P
∫
Σ
(
1
2
R ∗ 1 + 1
2
GΛΓ(`)d`Λ ∧ ∗d`Γ
)
+
1
2M2P
∫
Σ
GΛΣ(`)HΛ3 ∧ ∗HΣ3
−
∫
S
√
−detγ Tstring(`) + eΛ
∫
S
BΛ2 .
(1.72)
It is important to stress that it does not make sense to couple a string to the bulk
action (1.64), since no kinetic terms for the gauge two-forms appear. However, one can
first dualize the axions aΛ to gauge two-forms BΛ2 as we did above in (1.66), obtaining
the action (1.67) and later couple the dual action to a string. The gauge two-forms BΛ2 ,
electrically coupled to the string, do indeed provide an alternative representation for the
axions aΛ. In this sense, we will say that the axions aΛ are ‘magnetically’ coupled to the
string (1.71) and call such a string an ‘axionic string’.
The coupling of the gauge two-forms to a string has in fact interesting consequences
in the dual axion picture. In order to see this, let us compute the equations of motion for
the gauge two-forms which originate from the action (1.72):
1
M2P
d
(
GΛΓ ∗HΓ3
)
= eΛδ2(S) . (1.73)
We can now integrate this equation over a disk D, whose boundary L = ∂D is a circle
enclosing the string, as depicted in Fig. 1.5, obtaining
1
M2P
∫
L
(
GΛΓ ∗HΓ3
)
= eΛ . (1.74)
Going back to the axionic picture by means of the duality relation (1.66), the equation
(1.74) reads
∆aΛ = eΛ , (1.75)
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which tells that, encircling a string, an axion aΛ is subjected to a monodromy transfor-
mation that shifts the axion aΛ by the charge eΛ of the string under the dual two-form
BΛ2 .
1.5.2 Two-form gaugings and anomalous strings
As stated above, the requirement of invariance under the axionic symmetry (1.63) restricts
the admissible actions and, in particular, the dependence on the fields of a potential that
one could introduce in (1.63). Let us assume that the axions shift by integral values,
namely in (1.63) cΛ ∈ Z. Indeed, this is what happens in a quantum theory transversing
a string, being the charges eΛ in (1.75) quantized. An axionic dependent potential could
then be built out of, for example, cos(2piaΛ) or sin(2piaΛ) but no finite polynomials or
a rational function thereof would be allowed as a potential, which are ubiquitous in
compactification scenarios. Therefore, another way to realize the symmetry (1.63) within
a potential has to be found.
The idea relies on a ‘Stückelberg trick’, introduced in [39–44]. Let us consider, for
simplicity, just a single axion a, and dualize it to a gauge two-form B2, for which the
axionic shift symmetry is realized as (1.68). Let us now gauge (1.68), by promoting C2
to a generic, point-dependent two-form. Clearly, the usual field strength H3 = dB2 would
not be gauge-invariant, for it transforms as H3 → H3 + dC2. In order to define a proper
gauge invariant field strength we then introduced the ‘gauged’ three-forms
Hˆ3 = dB2 +A3 (1.76)
and require that, under the gauged (1.68), the gauge three-form A3 transforms as
A3 → A3 − dC2 (1.77)
which is just a gauge transformation for the gauge three-form, which although combines
with B2 → B2 + C2 making (1.76) gauge-invariant.
An action for the gauge invariant field strength (1.76) is most readily built as
S = − 1
2M2P
∫
Σ
Hˆ3 ∧ ∗Hˆ3 − 1
2
∫
Σ
F4 ∗F4 +
∫
∂Σ
A3 ∗ F4 (1.78)
where the first terms are the gauge-invariant kinetic terms built out of (1.76) and the
last two terms include the kinetic terms for the gauge three-form A3 (1.5), equipped with
the boundary terms (1.9) as discussed in Section 1.2.1.
In order to understand the effect of such a gauging for the axionic physics, let us
perform the duality of (1.65) in reverse order. Namely, we here promote dB2 to an
arbitrary three-form Θ3 and add a dualizing term as
S = − 1
2M2P
∫
Σ
(Θ3 +A3)∧∗(Θ3 +A3)− 1
2
∫
Σ
F4 ∗F4 +
∫
∂Σ
A3 ∗F4 +
∫
Σ
Θ3∧da . (1.79)
Integrating out Θ3 gives
δΘ3 : M
2
P ∗ da = Θ3 +A3 , (1.80)
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which reduces (1.79) to
S = −1
2
M2P
∫
Σ
da ∧ ∗da−
∫
Σ
aF4 − 1
2
∫
Σ
F4 ∗F4 +
∫
∂Σ
A3(∗F4 + a) . (1.81)
This action is invariant under the shift symmetry (1.63), here interpreted as a remnant of
the gauge symmetry of B2.
Further integrating out the gauge three-forms gives
δA3 : d (∗F4 + a) = 0 ⇒ ∗F4 + a = n (1.82)
where n is an arbitrary, but quantized constant. The action (1.81) then reduces into an
action for the sole axion a as
S = −1
2
M2P
∫
Σ
da ∧ ∗da− 1
2
∫
Σ
(a− n)2 ∗1 , (1.83)
where the last term provides a mass for the axion a. Indeed, the model just described
was proposed in [39–44] in order to make the QCD axion massive while still preserving
the axionic symmetry.
In literature, the model just presented found also applications in inflationary scenarios
[33, 34], elaborating on the natural inflation models [48]. In an effective field theory,
as our (1.81), the shift symmetry (1.63) protects the mass term against perturbative
corrections. In fact, all the couplings of a to other fields necessarily involve a derivative
acting of a and no corrections to the mass term for a can be originated. In gauge theories,
however the shift symmetry (1.63) may be broken down to a discrete subgroup, due to
instanton corrections, which could contribute to the mass term for the axion, but these
are typically supressed with respect to the mass term [34]. These observations make the
axion a in (1.81) a good candidate for the inflaton, with the slow-roll inflation driven
by the potential in (1.83). The ubiquitous presence of axions in string theory – along
with possibility of realizing the models like (1.81) in supersymmetric scenarios, as we will
see in the following chapters – allowed for importing the natural inflation models also in
EFTs originating from string theory [35–38, 49–54], providing their UV completion.
We now pause to discuss the interpretation of the action (1.83) in terms of the two-
and three-form gaugings. In the ‘on-shell’ action (1.83) the axionic shift symmetry (1.63)
is broken due to the mass term. This breaking may be regarded as spontaneous, due to
the choice of the vacuum a = n. In order to ensure the symmetry (1.63) over (1.83) one
must also require that n may shift, so that (1.83) is invariant under the combined shift
a→ a+ q , n→ n+ q . (1.84)
This relation finds a cleaner interpretation in terms of extended objects. In fact, the
gauged three-form (1.76) couples to membranes which have a string as a boundary via
an action whose Wess-Zumino term is
q
(∫
M
A3 +
∫
S
B2
)
, (1.85)
such that ∂M = S (see Fig. 1.6). Then, the relation (1.84) reads as follows: transversing
the object defined by the coupling (1.85), the axion undertakes a monodromy transfor-
mation, being shifted by the charge q of the string, and at the same time the membrane
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makes the quantized flux shift by the charge q of the membrane so that the effects
compensate between each other. In string theory, indeed, a string develops the so-called
Freed-Witten anomalies [55, 56], which are cured by attaching a proper number of branes.
Then, configurations of the kind of that depicted in Fig. 1.6 are present and it is expected
to find symmetries of the kind of (1.84) for the potential.
Figure 1.6 – A membrane with a string as boundary.
1.6 Consistent EFTs and the Swampland
Across the previous sections, we have shown how some constants which appear in the
potential can be dualized to gauge three-forms and how axions can be alternatively
described as gauge two-forms. It is by using the latter representations that one may
couple membranes and strings to the effective theory. A special role is deserved to
3-branes, which fill the full or a portion of spacetime and are coupled to gauge four-forms.
Using such 3-branes, in Section 1.4, we were able to impose some constraints over the
flux lattice, with an important caveat: the constraint has to be linear with respect to the
fluxes NA which are generated by gauge three-forms; if the constraint is not linear but, for
example, quadratic as in (1.44), one has to strictly reduce it to a linear constraint. This is
achieved by requiring that some fluxes are not dynamical and thus not dualized to gauge
three-forms. Imposing a constraint as (1.44) requires to make a choice, that amounts in
declaring which set of fluxes is dynamical and which other is not, performing a splitting
as (1.38). In turn, (1.44) tells the amount of membranes that we can consistently insert
in the EFT, forbidding those which would make the fluxes N bgA shift. In other words,
properly choosing the prescription (1.38) tells which are the ‘good’ representations of
fields that we may use and the extended objects that does make sense to consistently
include in the EFT. Our task, for the moment, is to give very general physical arguments
that can justify the splitting (1.38), leaving a more detailed and precise description to
Chapter 7.
Any effective field theory is defined by a cut-off scale, which we denote as ΛUV, that
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tells the scale above which the effective description is no more valid and has to abandoned
eventually in favor of a more complete one. For instance, in string theory EFTs, ΛUV
could be chosen below the Kaluza-Klein scale, preventing the inclusion of the Kaluza-Klein
excitations in the EFT. Other mass scales which can be identified in the EFT are the
very masses of the scalar fields φa and we will assume them to be of order mφ. Given
the potential (1.24), we can generically expect that the masses of the scalar fields do
depend on the fluxes and that a hierarchy of masses is established among the various
combinations of the scalar fields. We would like to keep the scalar fields φa within the
effective field theory, albeit they are massive. It is then sufficient to require that the
cut-off ΛUV lies just above the mass scale set by mφ:
mφ . ΛUV . (1.86)
Now, let us assume that we wish to insert a membrane which causes some fluxes
to jump. The potential is differently defined on the two sides of the membrane, with
different vacua and generically determining a different mass hierarchy on the two sides.
The energy involved in a transition from a vacuum on the left to another on the right may
be roughly estimated by ∆V ∼ T 2memb/M2P. Compatibility with the cut-off ΛUV requires
∆V . Λ2UVM2P, that is
Tmemb(φ)
M2P
. ΛUV . (1.87)
Furthermore, such a relation has to satisfied by a parametrically large fraction of mem-
branes, so as subsequent membrane–transitions can be undertaken by the fluxes.
An analogous requirement can be formulated for strings. We then require the tension
of the string to be small with respect to the Planck mass as
Tstring(`)
M2P
. 1 . (1.88)
Some crucial notes are in order for these relations. The requirements (1.87) and (1.88)
may be read as constraints over the explorable field space. In fact, both the string and
membrane tensions are field dependent and then, given certain membranes and strings,
specified by their tensions and charges, (1.87) and (1.88) tell which is the admissible field
region of the field space which can be explored within the EFT. One can alternatively
reverse such a reasoning: we can declare which field region we wish to explore and,
afterwards, (1.87) and (1.88) determine which membranes and strings are admissible
in our effective description. This last picture will be particularly useful in string and
M-theory EFTs and also connects with the discussion of Section 1.3.1. There, the vevs of
the fields can be interpreted as coupling constants and setting a field region identifies the
perturbative regime which is described by the EFT.
Therefore, once we choose the perturbative regime, (1.87) and (1.88) tell the membrane
and strings which does make sense to include in the EFTs. The membranes which are
excluded are associated to the set of background fluxes N bgA which are left invariant under
any admissible transition in the EFT. In turn, this also determines the charges of the
3-branes which have to be included in the EFT in order to impose the constraints (1.44).
The membranes which can be included, because they satisfy (1.87), tell which fluxes NA
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field space
Figure 1.7 – The dynamical sublattices at different regions in the field space of an effective field theory.
are dualized to gauge three-forms and constitute the dynamical sublattice (1.39). The
choice of the dynamical sublattice (1.39) is then not universal and varies as we move
along the field space, as depicted in Fig 1.7. A wrong choice of the membrane and string
spectrum, not compatible with the requirements (1.87)-(1.88) would instead lead the
theory to inconsistencies, namely the Swampland of the EFTs.
1.7 A supersymmetry appetizer
In this chapter we have considered bosonic models, rarely invoking supersymmetry.
However, in order to set the ground for the discussion of the following chapters, we briefly
anticipate what to expect from theories which enjoy supersymmetry, focusing on the rigid
N = 1 case.
In N = 1 supersymmetry, we understand the scalar fields entering (1.16) as compo-
nents of chiral superfields. In chiral superfields, the scalar fields φa are actually paired
so as to build up complex fields ϕi. The F-term potential is computed starting from a
superpotential W (ϕi), which is holomorphic in ϕi. We may take the superpotential to
acquire the form
W (ϕ) = NAVA(ϕ) + Wˆ (ϕ) , (1.89)
where NA are some constants, VA(ϕ) are generic holomorphic functions of ϕi, which we
will call periods, and Wˆ (ϕ) denotes other possible contributions. The potential is then
computed from the superpotential as
V (ϕ, ϕ¯) = K ¯iWiW¯¯ , (1.90)
where we have denoted Wi ≡ ∂W∂ϕi , W¯ı¯ ≡ ∂W¯∂ϕ¯ı¯ and K ¯i is the inverse of the Kähler metric
Ki¯. The potential (1.90) has then the same form as (1.16).
Let us now assume that we wish to include gauge three-forms. The dynamical genera-
tion of the scalar potential explained in Section 1.2.2 is translated, in a supersymmetric
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theory, into the dynamical generation of the part of the superpotential (1.89) which is
linear in NA. However, the introduction of gauge three-forms in supersymmetric theories
will take place by including a real or a complex gauge three-form for each chiral superfield
of the theory. Then, if the number of complex scalar fields is n, we can generate at most
2n constants in (1.89), the others, if present, are necessarily regarded as non-dynamical.
Furthermore, as already anticipated, the saxions `Λ and the gauge two-forms BΛ2 also
share the same multiplet and hence are always paired, if supersymmetry ought to be
preserved.
But the role of supersymmetry is not limited in telling how the numbers of fields are
related among one another. The preservation of supersymmetry also strictly fixes the
form of the membrane and string actions (1.31) and (1.71). Once we choose a ground
state for membranes or strings, the actions (1.31) and (1.71) generically break all the
supersymmetry of the underlying ‘bulk’ theory. The only way to ensure the supersymmetry
to be preserved is to require that, over their worldvolumes and worldsheets, membranes
and strings enjoy a peculiar fermionic symmetry, which is ultimately identified with the
worldvolume preserved supersymmetry. It turns out that this requirements strictly fixes
the membrane tension to be
Tmemb = 2|qAVA(ϕ)| , (1.91)
where the periods are the same as those in (1.89), and the string tension as
Tstring = |eΛ`Λ| . (1.92)
In short, the membrane and string actions (1.31) and (1.71) are fully determined by their
charges. Also 3-branes may be imported into supersymmetric settings. However, the
absence of a Nambu-Goto term for them greatly simplifies their analysis: they will always
preserve supersymmetry.
In what follows, we will take a journey that aims at fully writing the actions presented
in this chapter in N = 1 supersymmetric theories, first in global and then in local
supersymmetry. This will provide the basic framework that will allow us to re-interpret
the effective field theories originating from compactification of string and M-theory and
formulate consistency condition thereof according to the supersymmetric objects allowed.
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PART IHIERARCHY OF FORMS AND
EXTENDED OBJECTS IN GLOBAL
SUPERSYMMETRY

2 Hierarchy of forms in global super-
symmetry
In theories enjoying supersymmetry, fields are appropriately collected intomultiplets. Then,
if we wish to import the models studied in the previous chapter into any supersymmetric
theory, the first step is to properly accommodate the gauge p–forms into such multiplets.
Possibly, the most common example of inclusion of gauge forms into a supersymmetric
multiplet is that of a one-form A1 = Amdxm. The two-form field strength F2 = dA1
neatly appears among the components of a ‘super-field strength’ multipletWα, along with
the gaugino λα and the non-propagating real scalar field d, as required by supersymmetry:
Wα = {Fmn = ∂[mAn], λα, d} . (2.1)
In superfield language, this multiplet is represented by a (spinorial) chiral superfield Wα
constructed by means of a real multiplet U as
Wα = −1
4
D¯2DαU , (2.2)
with U a real multiplet including, in its components, a one-form A1. In the construction
(2.2) U plays the role of a gauge potential, conveniently promoted to a superfield. As we
shall see below, real linear multiplets are somehow similar to the multiplets Wα: they
include, in their components, the field strengths of gauge two-forms, the linear multiplets
being a super-field strength completion thereof.
The inclusion of gauge three- and four-forms in supersymmetric theories has attracted
much less attention in literature. The construction of supersymmetric super-field strength
for gauge three-forms was first made in [57], with later appearances in [36, 58–64]. Possibly,
the most prominent application of gauge three-forms into supersymmetric theories has
been in examining super-Yang-Mills theories, with the three-form being related to three-
dimensional Chern-Simons terms [62, 65]. The possibility of using gauge three-forms as a
tool to dynamically generate a potential was applied, in supersymmetric contexts, only
timidly for the cases of field-independent contributions. The generalization to more generic
potentials, which include dependences on scalars as in (1.24), requires the introduction
of more general multiplets which were not introduced in literature. On the other hand,
gauge four-forms, although included in supersymmetric multiplets in [57], due to their
triviality, were generically excluded from supersymmetric theories.
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This chapter has a three-fold aim. First, we generalize the construction of multiplets
containing gauge three-forms present in literature. Secondly, we will show how to build
generic globally supersymmetric Lagrangians containing gauge two-, three- and four-forms
and what is the role of such forms in the Lagrangians. Finally, we show how the different
multiplets intertwine among one another, namely how a multiplet which contains a gauge
p–form may gauge the super-field strength of a (p − 1)–form. At the end, we will be
able to construct, in global supersymmetry, all the bulk theories which were presented in
the previous chapter. The results of this chapter will be the starting point for the next
chapter, where BPS–objects, namely strings, membranes and 3-branes, will be coupled to
the bulk theories here introduced.
We use the conventions of [66] and we refer to Appendix B for the complete list of
the components of the multiplets that we use throughout this chapter.
2.1 Including gauge three-forms in globally supersymmetric theo-
ries
To begin with, we show how an ordinary supersymmetric theory, formulated in terms of
‘standard’ chiral multiplets, may be seen as stemming from a dual three-form theory. The
parent theory which includes gauge three-forms is also required to be supersymmetric.
Therefore, the first question to address is: how can we include gauge three-forms into an
N = 1 supersymmetric theory? In order to settle the method and for sake of clarity, we
present the procedure first working at the more familiar component level and then with
the superspace formalism. The basic idea, hereby presented in a simplified setup, will
accompany us throughout the rest of this chapter and of this work.
2.1.1 The basic idea, in components
Consider the simple Lagrangian [11, 67]
L = −∂mϕ∂mϕ¯− iψσm∂mψ¯ + ff¯ + bf + b¯f¯ , (2.3)
where ϕ is a (propagating) complex scalar field, ψα a two-component Weyl-fermion and
f a complex scalar auxiliary field; moreover, b is just an arbitrary complex constant. The
Lagrangian (2.3) is supersymmetric owing to its invariance under the transformations
δϕ =
√
2ψ ,
δψα = i
√
2σmαα˙¯
α˙∂mϕ+
√
2αf ,
δf = i
√
2¯σ¯m∂mψ ,
(2.4)
where α is a constant, fermionic parameter. Integrating out f by using its equation of
motion, f = −b¯, we arrive at the following Lagrangian
L∣∣on-shell = −∂mϕ∂mϕ¯− iψσm∂mψ¯ − |b|2 , (2.5)
with the last term being just a constant, positive contribution to the vacuum energy
V = |b|2.1
1In a non-gravitational theory, this contribution could be disregarded. Presently, we will however keep
the constant Lagrangian contribution |b|2, for we want to relate it with an analogous contributions from
the gauge three-forms – see below. As stressed in the previous chapter, in a theory coupled to gravity,
the constant term |b|2 may be interpreted as a contribution to the cosmological constant.
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More interestingly, in the previous chapter, we showed that a constant contribution to
the Lagrangian may be dynamically generated by setting on-shell some gauge three-forms.
We may then inquire how to dynamically generate the constant b which appears in
(2.3). In the present context, however, we would like to modify the Lagrangian (2.3) by
inserting gauge three-forms in such a way that the Lagrangian is still supersymmetric. It
is therefore important that the number of degrees of freedom of (2.3) and (2.5) has to
match with their three-form Lagrangian counterparts. Then, naïvely, one should expect
that, in the three-form picture, the auxiliary field f is simply replaced by another scalar,
built out of a complex gauge three-form C3; in addition, gauge invariance forces such a
three-form to appear in the Lagrangian only via its field strength F4. In other words, an
educated guess is to trade
f ↔ ∗F4 = − 1
3!
εmnpq∂[mCnpq] = −∂mCm . (2.6)
where Cm are the components of the Hodge-dual of the three-form C3
Cm = − 1
3!
εnpqmCnpq . (2.7)
Specifically, we shall set
f ≡ − i
2
∗F¯4 (2.8)
whose form and factor, here arbitrary, are chosen just for later convenience and will be
justified shortly. The Lagrangian (2.3) is replaced by
L˜ = −∂mϕ¯∂mϕ− iψσm∂mψ¯ + 1
4
|∗F4|2 + L˜bd
= −∂mϕ¯∂mϕ− iψσm∂mψ¯ − 1
4 · 4!FmnpqF¯
mnpq + L˜bd ,
(2.9)
with the boundary terms
L˜bd = 1
4
∂m(C
m ∗F¯4) +
1
4
∂m(C¯
m ∗F4)
=
1
4 · 3!∂m(CnpqF¯
mnpq) +
1
4 · 3!∂m(C¯npqF
mnpq)
(2.10)
With respect to (2.3), there are two important differences: first, in (2.9) no parameter
appears; secondly, in (2.9) we needed to add the necessary boundary terms L˜bd to
ensure the correct variation of the gauge three-form as stressed in Section 1.2. This
Lagrangian may be also rendered supersymmetric invariant, by paying attention that the
supersymmetry transformations (2.4) can be rephrased in terms of the new, independent
elementary fields. The last line of (2.4) then translates into
δCm = −2
√
2σmψ¯ , (2.11)
which prescribes how the gauge three-form components transform under supersymmetry.
The Lagrangians (2.3) and (2.9) are on-shell equivalent. In fact, varying (2.9) with
respect to the gauge three-form C3 and imposing the gauge invariant boundary conditions
δF4|bd = 0, we obtain
∂m ∗F4 = 0 ⇒ ∗F4 = 2c , (2.12)
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where c is a complex constant determined by the boundary condition for the gauge
three-form C3. By plugging (2.12) in (2.9), by also taking into account the contribution
of the boundary terms, we get
L˜∣∣
C3 on-shell
= −∂mϕ∂mϕ¯− iψσm∂mψ¯ − |c|2 . (2.13)
Although identical in form, the on-shell Lagrangians (2.5) and (2.13) encode an important
conceptual difference: in contrast with b in (2.3), the parameter c that determines the
constant Lagrangian contribution in (2.13) does not appear in the Lagrangian (2.9) from
which we started. Rather, the constant c appears only after the gauge three-form C3 is
integrated out and – in absence of membranes (see the later Sections 3.2 and 3.7) – is
determined by the boundary conditions. By tuning the parameter c, (2.9) gives birth to
all the on-shell Lagrangians of the class (2.3). In this sense, the three-form Lagrangian
(2.9) is a parent Lagrangian for (2.3).
We have demonstrated that the Lagrangian (2.3) and (2.9), albeit different, lead to the
same class of Lagrangians delivering the same constant contribution to the vacuum energy.
One then might wonder whether there is a common starting point which, bifurcating, may
lead to either (2.3) or (2.9). This is possible introducing a complex Lagrange multiplier x
and starting from the master Lagrangian
Lmaster = −∂mϕ∂mϕ¯− iψσm∂mψ¯+ ff¯ +
[
xf +
i
2 · 3!ε
mnpqC¯npq∂mx+ c.c.
]
. (2.14)
We may follow two distinct paths:
1. integrating out the gauge three-form C3 in (2.14) leads to
δC3 : ∂mx = 0 ⇒ x = b (2.15)
with b an arbitrary complex constant. Inserting (2.15) into (2.14), the master
Lagrangian reproduces (2.3). It is worthwhile to notice that the integration of
the three-form C3 from (2.14) may be easily performed since in the master La-
grangian the three-form does not appear via its field strength, which implies that
no integration by parts involving C3 is needed;
2. alternatively, integrating out both x and f leads to
δx : f =
i
2
∂mC¯
m ,
δf : x = −f¯ = i
2
∂mC
m ,
(2.16)
which, substituted in (2.14), reproduces (2.9) with the proper boundary contribu-
tions.
2.1.2 The basic idea, in superspace
The guiding principle for including gauge three-forms into a standard chiral multiplet
theory in the previous section was the preservation of the off-shell supersymmetry. We now
rephrase the previous discussion in superspace, by appropriately collecting the fields into
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superfields, the irreducible representations of the supersymmetry algebra. The superfield
language provides the most powerful tool to write down manifestly supersymmetric
invariant Lagrangians.
The fields ϕ, ψα and f contained in the Lagrangian (2.3) may be collected inside a
single supersymmetric object, a chiral superfield Φ. It is a special kind of constrained
superfield, obeying the condition
D¯α˙Φ = 0 . (2.17)
The superfield Φ has, in chiral superspace coordinates (see [66]), the following expansion
Φ = ϕ+
√
2θψ + θ2f (2.18)
so that we may retrieve the fields ϕ, ψα and f as the projections
Φ| = ϕ ,
DαΦ| =
√
2ψα ,
−1
4
D2Φ| = f .
(2.19)
The component Lagrangian (2.3) may be neatly rewritten as the superspace Lagrangian
L =
∫
d4θΦΦ¯ +
(∫
d2θ bΦ + c.c.
)
. (2.20)
The replacement (2.6) can also be performed at the superspace level, by trading the whole
multiplet with a new one whose auxiliary field is replaced by (the Hodge dual of) the
field strength of a gauge three-form. To this end, we need a superfield which, among its
components, may accommodate a complex three-form. A complex linear multiplet is a
viable option: it is a constrained superfield obeying
D¯2Σ = 0 , (2.21)
whose components are
Σ = {s, σ, Cm, κ, χ, ϑ} , (2.22)
where s and σ are complex scalar fields, κ, χ, ϑ are Weyl fermions and Cm is a complex
vector. In particular, the latter appears in the θθ¯–component as
−1
2
σ¯mα˙α[Dα, D¯α˙]Σ| = Cm . (2.23)
A three-form may be inserted by simply replacing the complex vector with its Hodge-
dual as in (2.7).2 However, such a superfield Σ endows definitely too many degrees
of freedom with respect to a chiral superfield! We cannot simply exchange Φ with Σ
in (2.20); rather we would expect that the chiral superfield Φ is traded with another
chiral superfield. Indeed, a chiral superfield may be built out of Σ by simply taking the
projection
2It is important to notice that such a trading via Hodge-duality simply exchanges, here, (the components
of) a one-form with (those of) a three-form. The number of independent components is therefore unaltered
by Hodge-duality.
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S ≡ −1
4
D¯2Σ¯ , Double three-form multiplet (2.24)
This is a chiral superfield by construction which has the following expansion in chiral
coordinates
S = ϕS +
√
2 θψS + θ2fS , (2.25)
whose components may be re-expressed in terms of those of Σ as
ϕS = s, (2.26)
ψSα = ζα , (2.27)
fS = − i
2
∗F¯4 = i
2
∂mC¯
m . (2.28)
In its highest, θ2-component, the superfield (2.24) endows a complex gauge three-forms,
namely two real ones: for this reason, we will call it double three-form multiplet. Moreover,
the three-form C3 appropriately appears in a gauge invariant way via ∗F4. This can be
traced back to the very definition of the double three-form multiplets (2.24). In fact,
such multiplets can be seen as super-field strengths, which are defined by a complex linear
multiplet potential and gauge invariant under the superfield transformation
Σ→ Σ + L1 + iL2 , (2.29)
with L1 and L2 being arbitrary linear multiplets. In fact, the θθ¯–component, of (2.29)
transforms as the usual three-form gauge field
Cmnp → Cmnp + 3∂[m(Λ1 + iΛ2)np] . (2.30)
With the use of the double three-form superfield (2.24), the component Lagrangian
(2.9) may be rewritten as
L˜ =
∫
d4θ SS¯ + L˜bd (2.31)
with
L˜bd = −1
4
(∫
d2θD¯2 −
∫
d2θ¯D2
)[(
1
4
D¯2S¯
)
Σ¯
]
+ c.c.
=
1
16
[D2, D¯2]
[(
1
4
D¯2S¯
)
Σ¯
]
+ c.c. .
(2.32)
It can be easily shown that the Lagrangian (2.31) gives the same component Lagrangian
as (2.9) with the appropriate boundary terms. It is worthwhile to stress that, in this
simple Lagrangian, no superpotential term (hence, no arbitrary constant) appears in
(2.31).
As we did in components, the superspace Lagrangians (2.20) and (2.31) may be unified
into the single superspace master Lagrangian
Lmaster =
∫
d4θΦΦ¯ +
(∫
d2θXΦ + c.c.
)
−
[∫
d2θ
(
−1
4
D¯2
)(
X¯Σ
)
+ c.c.
]
. (2.33)
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Here Φ si the same chiral multiplet as the one which appears in (2.20), Σ is the complex
linear multiplet (2.22) and X is a chiral multiplet which we treat as a Lagrange multiplier
and has the expansion
X = x+
√
2 θψX + θ2fX , (2.34)
The particular combination of Grassmannian integrations and chiral projectors that
we chose is due to the fact that we strictly want to reproduce the component master
Lagrangian (2.14), with no derivatives acting on the three-form. The two-fold path that
we followed in components to retrieve the Lagrangians (2.3) and (2.9) may be performed
directly in superspace to relate the Lagrangians (2.20) and (2.31) as follows:
1. in order to recover the Lagrangian (2.20), we should integrate the complex linear
multiplet Σ from (2.33). Such an integration can be performed at the superspace
level with, however, a caveat: the complex linear multiplet is constrained by (2.21)
and its variation cannot be directly taken. To integrate it out, we first solve the
constraint (2.21) by
Σ = D¯α˙Ψ¯
α˙ , Σ¯ = DαΨα , (2.35)
where Ψα is an unconstrained spinorial superfield. Then, we vary (2.33) with respect
to Ψα and Ψ¯α˙, giving
δΨ, δΨ¯ : DαX = 0 and D¯α˙X¯ = 0 . (2.36)
The chirality of X simply sets
X = b , (2.37)
with b being an arbitrary complex constant. Hence, (2.33) reproduces (2.20). It is
important to stress that here, as happened in components, no integration by parts
over Σ is required to get (2.36);
2. in order to get the superspace three-form Lagrangian (2.31), we integrate out, from
(2.33), the Lagrange multiplier X and the ordinary chiral superfield Φ:
δX : Φ = −1
4
D¯2Σ¯ = S ,
δΦ : X =
1
4
D¯2S¯ .
(2.38)
The first relation expresses, in superfield language, the relation between the compo-
nents (2.19) and (2.26). Plugging the solutions (2.38) back in the master Lagrangian
(2.33) leads to (2.31), with the proper superspace boundary terms (2.32).
The basic idea hereby illustrated is the foundation of the following Sections 2.3, 2.2
and 2.4, where it is applied with some variations. We have explained it from the point of
view of the components, as well as from that of the superspace. The two points of views
have their own characteristics and virtues: on the one hand, the component perspective
is more direct, with the drawback that, in order to preserve supersymmetry, we need to
rephrase the variations of the fields that we start with in terms of the new, elementary
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ones as in (2.11) and ensure that the new multiplet we build is truly an irreducible
representation of the supersymmetry algebra. On the other hand, from the superspace
perspective, although the component structure is not immediate and has to be computed,
it is not necessary to prove the invariance under supersymmetry before and after the
relation (2.6): the Lagrangian obtained in components is supersymmetric by construction
and (2.6) gets translated into a full superfield relation. For this reason, in what follows,
we always start from superspace in order to build up the Lagrangians, while still taking
care of making the component structure always explicit, by a direct computation from
superspace.
In the next Section 2.2 we generalize the construction presented above to more
general double three-form multiplets, while in Section 2.3 the single three-form multiplets
are considered. In Section 2.4 a more general procedure will be given which allow
for considering any number of single and double three-form multiplets in a globally
supersymmetric theory, so that the dualizations performed in Sections 2.2 and 2.3 will
be understood as subcases thereof. A reader who is interested just in such a general
dualization may skip directly to Section 2.4.
2.2 Double three-form multiplets
In the previous section, we have shown how, using one double three-form multiplet
containing a complex gauge three-form, a positive contribution to the vacuum energy can
be generated by integrating out that three-form. In the dual, ordinary chiral multiplet
picture, this potential was generated by a linear superpotential W = bΦ. In this section,
we generalize the previous discussion to an arbitrary number of chiral superfields Φa, with
a = 1, . . . , n, which will be replaced, as above, by appropriate three-form multiplets. We
show how to relate an ordinary chiral theory with the superpotential
Wgen = eaΦ
a +maGab(Φ)Φb (2.39)
with a dual three-form Lagrangian, where the superpotential (2.39) is not included, but
its contribution still enters the potential by integrating out the gauge three-forms [6, 11].
In (2.39), we assume the parameters ea and ma to be real, Gab(Φ) to be holomorphic in
Φa and Gab(Φ) = Gba(Φ). As we will see in more details in Chapter 6, superpotential of
the class (2.39) are very common in compactification scenarios [17, 68], where ea and ma
are associated to the background fluxes.
For the sake of generality, we also consider an arbitrary Kähler potential for the chiral
fields Φ, K(Φ, Φ¯), and include a spectator superpotential, Wˆ (Φ). Namely, we start from
the ordinary chiral multiplet theory
L =
∫
d4θK(Φ, Φ¯) +
[∫
d2θ
(
eaΦ
a +maGab(Φ)Φb + Wˆ (Φ)
)
+ c.c.
]
, (2.40)
whose bosonic components are
L|bos = −Kab¯∂mϕa∂mϕ¯b¯ +Kab¯faf¯ b¯+
+
[
fa
(
ea + Gab(ϕ)mb + Gabc(ϕ)mbϕc + Wˆa(ϕ)
)
+ c.c.
]
.
(2.41)
Integrating out the auxiliary fields fa, we arrive at the following on-shell Lagrangian
L|bos = −Kab¯∂mϕa∂mϕ¯b¯ − V , (2.42)
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where the potential is
V = K b¯a
(
ea + Gac(ϕ)mc + Gacd(ϕ)mcϕd + Wˆa(ϕ)
)
×
(
eb + G¯b¯e¯(ϕ¯)me + G¯b¯e¯f¯ (ϕ¯)meϕ¯f¯ + ¯ˆWb¯(ϕ¯)
)
.
(2.43)
2.2.1 Generating a linear superpotential
First, let us consider the case in which the superpotential that we are going to generate
is linear. Then, in (2.39) we take the matrix Gab(Φ) to be constant, set
ca ≡ ea + Gabmb , (2.44)
and rewrite the Lagrangian in the form
L =
∫
d4θK(Φ, Φ¯) +
[∫
d2θ
(
caΦ
a + Wˆ (Φ)
)
+ c.c.
]
. (2.45)
As in the previous section, we can promote the constants to chiral superfield Lagrange
multipliers Xa and add a dualizing term containing the complex linear multiplets Σa¯. We
then construct the master Lagrangian
Lmaster =
∫
d4θK(Φ, Φ¯)
+
[∫
d2θ
(
XaΦ
a +
1
4
D¯2
(
X¯a¯Σ
a¯
) )
+
∫
d2θ Wˆ (Φ) + c.c.
]
.
(2.46)
We can now follow the two-fold path of the previous section as follows.
Ordinary formulation First, let us check that the master Lagrangian (2.46) reproduces
(2.45). Re-expressing the complex linear multiplets as Σa¯ = D¯Ψ¯a¯ as in (2.35) and
integrating out Ψa and Ψ¯a¯, we get
δΨa : Xa = ca , (2.47)
with ca being arbitrary complex constants. Substituting (2.47) into (2.46), we
re-obtain (2.45).
Three-form formulation In order to get the superspace three-form Lagrangian (2.31),
we integrate out, from (2.33), the Lagrange multiplier X and the ordinary chiral
superfield Φ:
δXa : Φa = −1
4
D¯2Σ¯a ,
δΦa : Xa =
1
4
D¯2Ka − Wˆa .
(2.48)
The first relation expresses, in superfield language, the trading between the compo-
nents (2.19) and (2.26)
Sa ≡ −1
4
D¯2Σ¯a . (2.49)
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Plugging the solutions (2.48) back into the master Lagrangian (2.46) leads to:
L˜ =
∫
d4θK(S, S¯) +
(∫
d2θ Wˆ (S) + c.c.
)
+ L˜bd (2.50)
with the boundary terms
L˜bd = −1
4
(∫
d2θD¯2 −
∫
d2θ¯D2
)[(
1
4
D¯2Ka − Wˆa
)
Σ¯a
]
+ c.c. (2.51)
Its bosonic components are
L|bos = −Kab¯∂mϕa∂mϕ¯b¯ −
1
4 · 4!Kab¯F
a
mnpqF¯
b¯ mnpq
+
[
i
2 · 3!ε
mnpq∂mC¯
a
npq Wˆa(ϕ) + c.c.
]
,
with L˜bd = 1
3!
∂m
[
i
2
C¯anpq
(
− i
2
Kab¯F
b¯ mnpq − εmnpqWˆa(s)
)]
+ c.c. .
(2.52)
It is simple to prove that this Lagrangian indeed generates a whole family of
Lagrangians (2.42), provided the identification (2.44). In fact, by integrating out
the gauge three-forms via
∂m
[
− i
2
Kab¯F
b¯ mnpq − εmnpqWˆa(s)
]
= 0 , (2.53)
which implies
− i
2
F b¯mnpq = K
b¯a
(
ca + Wˆa(s)
)
εmnpq , (2.54)
we arrive at a Lagrangian of the form (2.42), with
V = K b¯a
(
ca + Wˆa(ϕ)
)(
cb +
¯ˆ
Wb¯(ϕ¯)
)
. (2.55)
2.2.2 Generating a nonlinear superpotential
We now pass to examine the more involved case where Gab(Φ) in (2.39) is a general
symmetric holomorphic matrix. For convenience, we define
Nab = ReGab , Mab = ImGab . (2.56)
In the following, we assume thatMab is invertible, det(Mab) 6= 0, and let us callMab
its inverse. Furthermore we assume, for simplicity, that Gabc(ϕ)ϕc = 0 (that is, Gab(ϕ) is
homogeneous of degree two). This simplifying condition will be relaxed in Section 2.4.
In order to get, at once, the ordinary chiral multiplet theory as well as the three-form
theory, we start with the master Lagrangian, that is a slight generalization of (2.46)
Lmaster =
∫
d4θK(Φ, Φ¯) +
[∫
d2θ
(
XaΦ
a + Wˆ (Φ)
)
+ c.c.
]
− 1
4
[∫
d2θ D¯2
(
ΣaMab(Xb − X¯b¯)
)
+ c.c.
]
.
(2.57)
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The two-fold path that we followed above is here a little more subtle. Nevertheless,
the logic remains the same.
Ordinary formulation Integrating out the complex linear multiplets Σa = D¯Ψ¯a gives
δΨ¯a : Dα(Mab ImXb) = 0 , (2.58)
and we get an analogous relation for the complex conjugate. This is solved by
Mab ImXb = ma (2.59)
for real ma, but, in order to find the most general solution, we set
Xb = ReXb + iMbcmc = Re(Xb − Gbcmc) + Gbcmc . (2.60)
The chirality of Xb implies that Re(Xb −Gbcmc) has to be just a (real) constant eb,
whence
Xb = eb + Gbcmc (2.61)
which, plugged into (2.57), allows for recovering (2.40).
Three-form formulation More interestingly, let us see how, from (2.33), we may get a
three-form Lagrangian, by integrating out both the Lagrange multipliers Xa and
the ordinary chiral superfields Φa:
δXa : Φ
a =
1
4
D¯2
[
Mab(Σb − Σ¯b)
]
,
δΦa : Xa =
1
4
D¯2Ka − Wˆa .
(2.62)
The first relation tells how the old chiral superfields are traded, that is Φa are
exchanged with the new chiral superfields
Sa ≡ 1
4
D¯2
[
Mab(Σb − Σ¯b)
]
Nonlinear double three-form multiplet (2.63)
which we dub nonlinear double three-form multiplets.
Before computing its components explicitly, let us notice that the complex vector
component of Σa now have to be split as
−1
2
σ¯mα˙α[Dα, D¯α˙]Σa| = A˜ma − GabAbm , (2.64)
and
A˜ma = −
1
3!
εmnpqA˜amnp , A
m
a = −
1
3!
εmnpqAamnp . (2.65)
The split in (2.64) can be traced back to the structure of the nonlinear multiplet
(2.63), which shows that the gauge transformations are
Σa → Σa + L1a − GabLb2 (2.66)
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or, in components,
Camnp → Camnp + 3∂[m(Λ1a − G¯abΛb2)np] , (2.67)
confirming that the split (2.64) is the correct one that delivers the proper gauge
transformations for the both real Aa3 and A˜3a. Accordingly, we define the complex
four-forms
F4a ≡ F˜4a − G¯abF b4 , (2.68)
which, clearly, are not closed (and are not proper field strengths!).
With respect to the simpler double three-form multiplets (2.24), (2.63) defines the
new multiplets Sa recursively, since alsoMab depends on them. Nevertheless, we
may still set
Sa| =Mab(ϕ)
(
−1
4
D¯2Σ¯b
∣∣) ≡ sa , (2.69a)
−1
4
D2Sa| ≡ F a(S) = −
i
2
Mab ∗F4b + iMabRe(GbcdF c(S)ϕd) , (2.69b)
We are now ready to explicitly compute the dual Lagrangian for the nonlinear
double three-form multiplets. Inserting (2.62) into the master Lagrangian (2.57),
we get
L˜ =
∫
d4θK(S, S¯) +
(∫
d2θ Wˆ (S) + c.c.
)
+ L˜bd (2.70)
with the boundary terms
L˜bd = 1
4
(∫
d2θ¯D2 −
∫
d2θD¯2
)(
XaMabΣ¯b
)
+ c.c. , (2.71)
where Xa are given in (2.62). Its bosonic components, which we write via the
Hodge-duals of the gauge three-forms and four-form field strengths for brevity, are
L|bos = −Kab¯∂mϕa∂mϕ¯b¯ +
1
4
Kab¯MacMbd ∗F4c ∗F¯4d
+
[
− i
2
MabWˆa ∗F4b + c.c.
]
+ L˜bd ,
(2.72)
with
L˜bd = ∂m
{[
1
4
Kab¯Mbd∗ F¯4dMac −
i
2
MacWˆa
]
(A˜mc − G¯ceAem)
}
+ c.c. (2.73)
Here we have preferred to keep, as dynamical scalar fields, the ones of the old
multiplets ϕa, rather than (2.69a) due to their simpler kinetic terms.
As a further consistency check, integrating out the gauge three-forms AA3 and A˜3A
separately, we obtain
2Re
[
1
4
Kab¯Mbd∗ F¯4dMac −
i
2
MacWˆa
]
= −mc ,
2Re
[
1
4
Kab¯Mbd∗ F¯4dMacG¯c¯f¯ −
i
2
MacWˆaG¯c¯f¯
]
= −ef ,
(2.74)
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where ea and ma are real constants. These are simultaneously solved by setting
Mab ∗F¯4b = 2iK a¯c(ec + Gcdmd + Wˆc) . (2.75)
Reinserting (2.75) into (2.72), the full potential (2.43) is obtained, in the assumption
that Gabc(ϕ)ϕc = 0.
2.3 Single three-form multiplets
There is another viable option to build chiral multiplets whose components contain a
gauge three-form, that is by means of a real multiplet as a prepotential. As it is clear
from its superspace expansion (B.4), a real multiplet U contains the components of a
single, real one-form, A1 = Amdxm, in its θθ¯-part as
−1
4
σ¯α˙αm [Dα, D¯α˙]U | = Am . (2.76)
As in (2.7), we Hodge-dualize A1 to A3 = 13!Anpqdx
ndxpdxq, i.e.
Am = − 1
3!
εnpqmAnpq . (2.77)
As we did for the complex linear multiplet Σ in (2.24), we may define a chiral multiplet
out of the real multiplet U by taking its chiral projection
Y ≡ − i
4
D¯2U Single Three-form Multiplet (2.78)
The superfield Y is chiral by construction and therefore enjoys the expansion
Y = y +
√
2θχ+ θ2fY , (2.79)
whose components, in terms of those of U , may be computed from the projections3
Y | =
(
− i
4
D¯2U
) ∣∣∣ ≡ y , (2.80a)
DαY | = Dα
(
− i
4
D¯2U
) ∣∣∣ ≡χα , (2.80b)
−1
4
D2Y | = −1
4
D2
(
− i
4
D¯2U
) ∣∣∣= 1
2
(∗F4 + id) ≡ fY , (2.80c)
As (2.24) and (2.63), Y differs from an ordinary chiral superfield (2.19) only in its highest,
θ2-component. However, in contrast with (2.24) and (2.63), the highest components are
not fully replaced by gauge three-forms, since the real, scalar auxiliary field d still remains
in (2.80). For this reason, we will refer to the chiral multiplets of the kind (2.78) as single
three-form multiplets.
Unlike the double three-form multiplets, these have attracted much more attention
in the past. They were first constructed in [57] and later reconsidered, for example, in
3We refer to (B.5) for the projections of a generic real multiplet.
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[36, 63, 64]. Above all, it was recognized that they were useful for the study of super
Yang-Mills theory, where three-forms were related to three-dimensional Chern-Simons
terms (see [59, 62, 65] and the recent work [9]).
Since in a single three-form multiplet one real gauge three-form appears, in (2.80c),
only a real constant may be dynamically generated for each single three-form multiplet
in the theory. Therefore, given n single three-form multiplets Y a (2.78), the most general
superpotential that we may dynamically generate in the dual chiral picture is
Wgen = raΦ
a , (2.81)
with ra being n real constants. In other words, the most general, up to two derivatives,
chiral multiplet theory to which we may relate a ‘dual’ single three-form theory is
L =
∫
d4θK(Φ, Φ¯) +
[∫
d2θ
(
raΦ
a + Wˆ (Φ)
)
+ c.c.
]
, (2.82)
whose (on-shell) components may be easily deduced from (2.42)
L|bos = −Kab¯∂mϕa∂mϕ¯b¯ − V , (2.83)
where the potential is
V = K b¯a
(
ra + Wˆa(ϕ)
)(
rb +
¯ˆ
Wb¯(ϕ¯)
)
. (2.84)
In order to get a three-form Lagrangian, we define the master Lagrangian
Lmaster =
∫
d4θK(Φ, Φ¯) +
(∫
d2θ Wˆ (Φ) + c.c.
)
+
[∫
d2θXaΦ
a +
i
8
∫
d2θD¯2
[
(Xa − X¯a)Ua
]
+ c.c.
]
,
(2.85)
where we have introduced a set of chiral Lagrangian multiplier Xa. The second line in
(2.85) is singled out by the requirement that the three-forms do not appear via their field
strengths. In fact, the bosonic components of (2.85) are
Lmaster|bos = −Kab¯∂mϕa∂mϕ¯b¯ +Kab¯faf¯ b +
(
Wˆaf
a + c.c.
)
+
[
xaf
a − 1
2 · 3!ε
mnpqAanpq∂mxa −
i
2
xad
a + c.c.
]
+ [fXa(ϕ
a − ya) + c.c.] .
(2.86)
We may now follow two paths.
Ordinary formulation The equations of motion of Ua, which are unconstrained super-
fields, can be immediately computed and they set
Xa − X¯a = 0 ⇒ Xa = ra , (2.87)
with ra being real constants. Plugging this solution back into the master Lagrangian
(2.86), we get the ordinary Lagrangian (2.82). The same can be achieved, in
components, by integrating out at once, from (2.86) ya, Aa3 and da.
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Three-form formulation To find the dual three-form formulation, the master Lagrangian
has to be fully re-expressed in terms of the real potentials Ua only. To this aim, we
integrate out the Lagrange multipliers Xa and the ordinary chiral multiples Φa as
δXa : Φ
a = − i
4
D¯2Ua ≡ Y a , (2.88a)
δΦa : Xa =
1
4
D¯2Ka − Wˆa . (2.88b)
The first of these relations provides the sought trading: the old chiral multiplets
are exchanged with the single three-form multiplets (2.78). Plugging the solutions
(2.88) back into (2.85), we arrive at
L˜ =
∫
d4θK(Y, Y¯ ) +
[∫
d2θ Wˆ (Y ) + c.c.
]
+ L˜bd, (2.89)
with the superspace–formulated boundary terms
L˜bd = − i
8
(∫
d2θD¯2 −
∫
d2θ¯D2
)[(
1
4
D¯2KA − WˆA
)
UA
]
+ c.c. . (2.90)
In components, (2.89) reads
L|bos = −Kab¯∂mϕa∂mϕ¯b¯ +
1
4
Kab¯(∗F a4 + ida)(∗F b4 − idb)
+
[
1
2
Wˆ a (∗F a4 + ida) + c.c.
]
,
(2.91)
with
L˜bd = 1
3!
∂m
{[
εmnpq
(
ReWˆa +
1
2
ImKab¯d
b +
1
2
ReKab¯ ∗F b4
)]
Aanpq
}
. (2.92)
However, with respect to (2.52), still some residual auxiliary fields, namely the das,
are present. In order to get a Lagrangian in a form similar to (1.16), we have to
integrate them out. By using their equations of motion, we get
da = −Rab
(
Ibc ∗F c4 − 2ImWˆb
)
(2.93)
where we have defined Rab ≡ ReKab¯ and Iab ≡ ImKab¯, whence (2.91) becomes
L˜|bos = −Kab¯∂mϕa∂mϕ¯b¯ +
1
4
Rˆab ∗F a4 ∗F b4
+
(
ReWˆa + ImWˆcRcbIba
)
∗F a4 −RabImWˆaImWˆb + L˜bd ,
(2.94)
with
L˜bd = 1
3!
∂m
{[
εmnpq
(
ReWˆa + IabRbcImWˆc + 1
2
Rˆab ∗F b4
)]
Aanpq
}
, (2.95)
where now Rˆab = ReK a¯b and its inverse Rˆab.
As a consistency check, after integrating out the gauge three-forms via
∗F a4 = −2Rˆab
(
rb + ReWˆb + IbcRcdImWˆd
)
(2.96)
with rb real constants, it can be shown that the potential (2.84) is recovered.
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2.4 Generic Lagrangians with three-form multiplets
In the previous sections we have shown how, in a generic supersymmetric theory with
n chiral multiplets Φa (a = 1, . . . , n), to trade all Φa for double three-form multiplets,
either (2.49) or (2.63), or with single three-form multiplets (2.78). As we shall see in
Chapter 6, effective theories arising from string/M-theory typically come with many chiral
multiplets, containing different kinds of moduli, but only some of them can be regarded
as single or double three-form multiplets.
The dualization procedures explained in Section 2.2 and 2.3 can be easily extended
to Lagrangians which contain a spectator sector of chiral superfields T q (q = 1, . . . ,M),
namely chiral fields which are not traded with their three-form counterparts. More
explicitly, we may easily promote
K(Φ, Φ¯)→ K(Φ, Φ¯;T, T¯ ) , Wˆ (Φ)→ Wˆ (Φ, T ) (2.97)
in the formulae of the previous sections, and the dualization procedure would proceed
along the very same lines. There is however a complication at the level of the components:
the spectators T q, although not participating in the dualization, come with their auxiliary
fields f qT . In order to get a three-form Lagrangian in the form (1.16), they have to be
integrated out and such an integration is, in general, not simple to be performed. We
have already encountered this issue in the previous section where, to arrive at (2.94),
the real auxiliary fields da had to be integrated out. Therefore, it is tantalizing to try
to formulate a more general, possibly more flexible dualization procedure which, given
some chiral superfields, may allow for relating them in any way we prefer to three-form
multiplets of any kind.
Consider n chiral superfields Φa
Φa = ϕa +
√
2θψa + θ2fa (2.98)
and assume that we want to dynamically generate a superpotential of the form
Wgen = NAVA(Φ) (2.99)
where VA(Φ), which we will refer to as periods, already introduced in (1.89), are holo-
morphic functions of Φa. The previous sections have instructed us that the core of the
dualization procedure is finding out a master Lagrangian, as in (2.46), (2.57), (2.85). Such
Lagrangians are ‘special’, in the sense that they are uniquely determined by requiring
that the variational problem involving the gauge three-forms is well posed. We have also
seen that the single three-form multiplets (2.78) contain minimally the gauge three-forms:
only a real gauge three-form is contained for each multiplet. We may consider them as
the basic bricks to build up a general dualization procedure. In the master Lagrangian,
however, the real multiplets PA, through which they are defined, appear. Each of them
contains a real gauge three-form, which serves to dynamically generate a real constant.
Hence, let us introduces N of real potentials PA, whose relevant bosonic components are
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defined by
−1
4
σ¯α˙αm [Dα, D¯α˙]P
A| = AAm ,
− i
4
D¯2PA| = sA ,
i
16
D2D¯2PA| = 1
2
(
idA − ∂mAAm
)
=
1
2
(
idA + ∗FA4
)
.
(2.100)
Along with them, we need to introduce N chiral Lagrangian multiplers XA, with the
expansion (2.34). Equipped with all these ingredients, we generalize the master Lagrangian
(2.85) as
Lmaster =
∫
d4θK(Φ, Φ¯) +
(∫
d2θ Wˆ (Φ) + c.c.
)
+
(∫
d2θXAVA(Φ) + i
8
∫
d2θD¯2(XA − X¯A)PA + c.c.
)
.
(2.101)
whose bosonic components have the following form
Lmaster|bos = −Kab¯∂mϕa∂mϕ¯b¯ +Kab¯faf¯ b +
(
Wˆaf
a + c.c.
)
+
[
xAVAa fa −
1
2 · 3!ε
mnpqAAnpq∂mxA −
i
2
dAxA + c.c.
]
+
[
fXA(VA − sA) + c.c.
]
.
(2.102)
This Lagrangian establishes a link between an ordinary formulation where only chiral
multiplets are present and a three-form formulation.
Ordinary formulation From the master Lagrangian (2.101), we may retrieve the for-
mulation in terms of ordinary chiral multiplet by integrating out the degrees of
freedom of the real multiplets PA. Integrating PA from the superspace Lagrangian
immediately leads to
δPA : ImXA = 0 (2.103)
which implies that
XA = NA (2.104)
with NA real constants. It is immediate to see that the superspace conditions
(2.103) and (2.103) may be also read off from the component Lagrangian (2.102)
upon integrating out, respectively, the auxiliary fields dA and the three-forms CA3 .
Plugging the result (2.104) into (2.101), we get the superspace Lagrangian
Lchiral =
∫
d4θK(Φ, Φ¯) +
(∫
d2θW (Φ) + c.c.
)
(2.105)
with the superpotential
W (Φ) ≡ NAVA(Φ) + Wˆ (Φ) (2.106)
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After setting the auxiliary fields on-shell, the bosonic components of the Lagrangian
(2.105) are
L|bos = −Kab¯∂mϕa∂mϕ¯b¯ − V , (2.107)
where the potential is
V = K b¯a
(
NAVAa (ϕ) + Wˆa(ϕ)
)(
NBV¯Bb¯ (ϕ¯) +
¯ˆ
Wb¯(ϕ¯)
)
. (2.108)
Three-form formulation Integrating out the Lagrange multipliers XA, we arrive at the
following identification between the holomorphic functions VA(Φ) and real potentials
PA
VA(Φ) = − i
4
D¯2PA ≡ SA Master three-form multiplet (2.109)
whose components are
VA| = VA(ϕ) =
(
− i
4
D¯2PA
) ∣∣∣ ≡ sA , (2.110a)
−1
4
D2VA| = VAa (ϕ)fa=−
1
4
D2
(
− i
4
D¯2PA
) ∣∣∣= 1
2
(∗FA4 + idA) ≡ fA .
(2.110b)
In contrast with the single or double three-form multiplets (2.78), (2.49) and (2.63),
the trading (2.109) is less explicit: we are not trading a single chiral superfield
Φa with a variant three-form version; rather, (2.109) expresses a recipe to relate,
via VA(Φ) and the relations (2.110), the components of the old, ordinary chiral
superfields Φa with the components of the real potentials PA. For this reason, we
will refer to (2.109) as master three-form multiplets.
We may then proceed as in the previous sections. Further integrating out the
ordinary chiral multiplets Φa we get
VAa XA =
1
4
D¯2Ka − Wˆa , (2.111)
which, plugged back into the master Lagrangian (2.101), gives
L˜ =
∫
d4θK(Φ(P ), Φ¯(P )) +
[∫
d2θ Wˆ (Φ(P )) + c.c.
]
+ L˜bd, (2.112)
with
L˜bd = − i
8
(∫
d2θD¯2 −
∫
d2θ¯D2
)[(
1
4
D¯2KA − WˆA
)
PA
]
+ c.c. . (2.113)
This Lagrangian, as it stands, has two awkward features: the superfields Φa
appearing in (2.112) are not all independent, but have to be re-expressed in terms of
the new superfields SA (hence, in terms of the potentials PA) by inverting (2.109);
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moreover, it still contains the real, auxiliary fields dA preventing us to immediately
write a three-form Lagrangian in the form (1.16). A convenient way out is to work
directly with the component master Lagrangian (2.102), rather than with (2.101).
Let us proceed as follows. First, let us integrate out fXA by using their equations
of motion, which set
δ fXA : VA(ϕ) = sA . (2.114)
Then, the integration of dA can be performed easily, immediately giving
δ dA : ImxA = 0 . (2.115)
The master Lagrangian then becomes
Lmaster|bos = −Kab¯∂mϕa∂mϕ¯b¯ +Kab¯faf¯ b +
(
Wˆaf
a + c.c.
)
+
[
xAVAa fa −
1
2 · 3!ε
mnpqAAnpq∂mxA + c.c.
] (2.116)
Further integrating out the auxiliary fields fa of the oridinary chiral multiplets give
δ fa : f¯ b¯ = −K b¯a(xAVAa + Wˆa) , (2.117)
which in turn leads to
Lmaster|bos = −Kab¯∂mϕa∂mϕ¯b¯ −K b¯a
(
Wˆa + xAVAa
)(
¯ˆ
Wb¯ + xBV¯Bb¯
)
+
[
− 1
2 · 3!ε
mnpqAAnpq∂mxA + c.c.
]
.
(2.118)
A three-form Lagrangian is obtained with a final integration of xA
δ xA : xA = −TAB(∗FB4 + ΥB) (2.119)
where we have introduced
TAB = 2 Re
(
K b¯aVAa V¯B¯b¯
)
, (2.120a)
ΥA ≡ 2 Re
(
K b¯aVAa ¯ˆWb¯
)
, (2.120b)
and TAB is the inverse of TAB. We may then rewrite (2.116) as
L3-form|bos = −Kab¯∂mϕa∂mϕ¯b¯ +
1
2
TAB ∗FA4 ∗FB4 + TABΥA ∗FB4
−
(
Vˆ − 1
2
TABΥ
AΥB
)
+ Lbd
with L˜bd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FB4 + ΥB)
]
.
(2.121)
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and
Vˆ ≡ K b¯aWˆa ¯ˆWb¯ . (2.122)
It can be easily shown that, after setting the gauge three-forms on-shell
δAA3 : TAB(∗FˆB4 + ΥB) = −NA , (2.123)
a potential of the same form as (2.108) is obtained.
Before concluding this section, it is quite instructive to see how the cases examined in
Sections 2.2 and 2.3 are recovered from the general approach just introduced.
Linear superpotential
Assume that the superpotential (2.99) which we are going to generate is
Wgen = raΦ
a , (2.124)
with ra being n real constants. From (2.99), the periods acquire the simple form
Va(Φ) ≡ Φa . (2.125)
According to the recipe given above, the dynamical generation of the constants ra requires
the presence of n real three-forms Aa3. In turn, at the superspace level, this translate into
introducing, in the master Lagrangian (2.101) n real potentials P a.
The superspace description of the three-form Lagrangian requires to solve the constraint
(2.109), which here simply produces (2.88b). Namely, all the chiral superfields are replaced
with single three-form multiplets Y a. The superspace theory is then (2.89). In components,
the three-form Lagrangian is (2.121), with the identification
T ab = 2 ReK b¯a , Υa ≡ 2 Re
(
K b¯a
¯ˆ
Wb¯
)
, Vˆ ≡ K b¯aWˆa ¯ˆWb¯ . (2.126)
Maximally nonlinear case
Let us assume that we want to generate a superpotential of the class
Wgen = eaΦ
a +maGab(Φ)Φb (2.127)
with ea and ma a set of 2n real constants, as in Section (2.2). The periods which, as
defined from (2.127), are
VA(Φ) ≡
(
Φa
Gbc(Φ)Φc
)
. (2.128)
We need to introduce 2n real periods, which we split as
PA ≡
( Pa
P˜b
)
. (2.129)
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Now, the constraint (2.109) sets
Φa = − i
4
D¯2Pa ≡ Sa , (2.130a)
Gab(Φ)Φb = − i
4
D¯2P˜a ≡ S˜a . (2.130b)
In contrast with the previous example, here the form of the multiplets that we expect to
describe our three-form theory, the nonlinear three-form multiplets (2.63), do not directly
appear. We need to fully solve the constraints (2.130) in order to recover the same form
of the theory as in Section 2.2. Indeed, substituting (2.130a) into (2.130b), we get the
constraint
D¯2
[Gab(Z)Pb − P˜a] = 0 . (2.131)
This is solved by setting
Gab(Z)Pb − P˜a ≡ −2Σa , (2.132)
where Σa are generic complex linear multiplets, which allows us to fully re-express the
real multiplets in terms of the complex linear multiplets as
Pa = −2MabImΣb , P˜a = −2Im(G¯abMbcΣc) . (2.133)
Therefore, plugging these solutions into (2.130a), we most readily see that the multiplets
Sa do actually coincide with the nonlinear multiplets (2.63) of Section 2.2.
The superspace Lagrangian is then (2.70) with the boundary terms as in (2.71). In
components, the three-form Lagrangian is (2.121), with
TAB = 2Re
 K b¯a K c¯a (G¯b¯c¯d¯Φ¯d¯ + Gb¯c¯)
K b¯e
(GaefΦf + Gae) K c¯e (GaefΦf + Gae) (G¯b¯c¯d¯Φ¯d¯ + Gb¯c¯)
 , (2.134)
ΥA ≡ 2 Re
(
K b¯a
¯ˆ
Wb¯
K b¯c
(GacdΦd + Gac) ¯ˆWb¯
)
, (2.135)
Vˆ ≡ K b¯aWˆa ¯ˆWb¯ . (2.136)
2.5 Axions and linear multiplets
As briefly recalled in the introduction of this chapter, gauge two-forms appear directly
among the components of linear multiplets. Linear multiplets do contain their three-form
field strengths, making them super-field strengths for gauge two-forms. In this section we
review how to construct manifestly globally supersymmetric Lagrangians which include
linear and chiral multiplets. This will serve as an introduction to build up Lagrangians
where both gauge two- and three-forms appear, with the latter gauging the former.
A real linear superfield L obeys the constraints
D2L = 0 , D¯2L = 0 . (2.137)
These reduce the degrees of freedom of L in such a way that a real linear multiplet contains
the same amount of propagating scalar fields as a chiral multiplet, namely, focusing on the
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bosonic sector, a real scalar (1 d.o.f) and a gauge two-form (1 d.o.f.) for the former and a
complex scalar for the latter (2 d.o.f.). However, no bosonic non-propagating degrees of
freedom are accommodated in linear multiplets. Still, the naïve comparison of the degrees
of freedom already suggests that there may exist a ‘duality’ which relates chiral and linear
multiplets. Such a duality was introduced in [69] and, for the sake of completeness and
to set up the notation, we will summarize it here.
Consider a supersymmetric theory with chiral superfields Φa, a = 1, . . . , n, which we
will here treat as spectators, and some other chiral multiplets TΛ, Λ = 1, . . . ,M . Let us
assume that the Kähler potential depends on TΛ only via their imaginary parts:
K(Φ, Φ¯;T ) ≡ K(Φ, Φ¯; ImT ) , (2.138)
keeping generic the dependence on Φa. The Kähler potential is then invariant under the
axionic shifts
TΛ → TΛ + cΛ (2.139)
with real constant cΛ and we identify the lowest components ReTΛ| = RetΛ ≡ aΛ as
axions, the only components influenced by the shift (2.139)
aΛ → aΛ + cΛ . (2.140)
For this reason, we will sometimes refer to the multiplets TΛ as axionic multiplets.
We might therefore trade the axions aΛ with gauge two-forms BΛ2 via a usual ‘electro-
magnetic duality’, that is
daΛ ↔ ∗dBΛ2 , (2.141)
the number of degrees of freedom does not change and the shift (2.140) simply translates
into a shift of the gauge two form B2 → B2 + Λ2 for constant two-form Λ2.
In the same spirit as the one adopted in Section 2.1, we may promote the relation
(2.141) at the superspace level passing through a first order formalism. Therefore, we first
relax the assumption that in (2.138) ImTΛ are the imaginary parts of chiral superfields
TΛ and rather consider them real, unconstrained superfields UΛ. Then, we start with the
Lagrangian
Ldual =
∫
d4θK(Φ, Φ¯;U) + 2
∫
d4θ LΛUΛ (2.142)
where LΛ are linear multiplets. Two paths may be followed, one leading to the ordinary
formulation, solely depending on chiral multiplets with the Kähler potential (2.138), the
other to a dual formulation where the linear multiplets LΛ replace the axionic multiplets
TΛ. In details:
Ordinary chiral formulation In order to retrieve a formulation in terms of chiral multi-
plets only, we need to integrate out the linear multiplets LΛ from the Lagrangian
(2.142). It is clearly not possible to integrate them out directly, since they are
constrained by (2.137). However, the constraint (2.137) can be solved as
LΛ = DαD¯2ΨΛα + D¯α˙D
2Ψ¯Λα˙ (2.143)
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where ΨΛα , Ψ¯Λα˙ are unconstrained spinorial superfields. The – now legitimate –
variations with respect to ΨΛα , Ψ¯Λα˙ of the Lagrangian (2.142) sets the following
constraints on UΛ:
δΨΛα , δΨ¯
Λα˙ : D¯2DαUΛ = 0 , D
2D¯α˙UΛ = 0 . (2.144)
These are solved by
UΛ =
1
2i
(TΛ − T¯Λ) = ImTΛ (2.145)
for generic chiral multiplets TΛ. Substituting (2.145) into (2.142), we get a La-
grangian fully depending on the chiral multiplets Φ and T
Lchiral =
∫
d4θK(Φ, Φ¯; ImT ) . (2.146)
Formulation with linear multiplets The alternative formulation where the axionic mul-
tiplets TΛ are replaced by linear multiplets is obtained by integrating out the real
multiplets UΛ from (2.142), setting
δUΛ : L
Λ =
1
2
∂K
∂UΛ
. (2.147)
Once this is plugged inside (2.142), we get
Llinear =
∫
d4θ
(
K(Φ, Φ¯;U) +
∂K
∂UΛ
UΛ
)
≡
∫
d4θ F (Φ, Φ¯;L) (2.148)
where F (Φ, Φ¯;L) is the Legendre transform of the Kähler potential K(Φ, Φ¯; ImT ).
Indeed, (2.146) provides a relation as the sought one (2.141). In fact, assuming for
simplicity that the Kähler potential depends only on the axionic multiplets TΛ, the
[D, D¯]–component of (2.147) relates
dRetΛ = −1
2
FΛΣ ∗dBΣ2 . (2.149)
For completeness, we also give the bosonic components of the Lagrangian (2.148),
which are
Llinear|bos = −Fab¯∂ϕa∂ϕ¯b¯ +
1
4
FΛΣ∂ml
Λ∂mlΣ +
1
4 · 3!FΛΣHˆ
Λ
mnpHˆΣmnp
+
[
Fa¯Λ∂mϕ¯
a¯
(
− i
2 · 3!ε
mnpqHˆΛmnp
)
+ c.c.
]
+ Fab¯f
af¯ b¯ .
(2.150)
The procedure outlined above can be followed also in the reverse direction: we may
start with the Legendre transform (2.148) and, by using a first order formalism, come
back to the ordinary, chiral multiplets-only formulation. Since below and in the later
Sections 4.4 this is the procedure that will be preferred, for the sake of completeness,
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we briefly show how, from (2.148) one can obtain (2.146). We start with the first order
Lagrangian
Ldual =
∫
d4θF (Φ, Φ¯;L)− 2
∫
d4θ LΛImTΛ . (2.151)
The first piece is just (2.148) where, however, LΛ are understood to be real multiplets
rather than linear multiplets; the second piece contains the (imaginary parts of the) chiral
multiplets TΛ and serves for the duality. According to the formulation that we prefer,
two different roads are ahead.
Formulation with linear multiplets In order to integrate out the chiral multiplets TΛ,
we first need to solve the chirality constraints DαTΛ = 0, D¯α˙TΛ = 0 and re-express
them as4
ImTΛ =
1
2i
(
D¯2Ξ¯Λ − D¯2ΞΛ
)
(2.152)
with ΞΛ unconstrained (complex) superfields. Varying (2.151) with repect to ΞΛ,
we get the constraints
δΞΛ , δΞ¯Λ : D
2LΛ = 0 , D¯2LΛ = 0 (2.153)
which tell that LΛ are linear multiplets, retrieving (2.148).
Ordinary formulation By integrating out the real multiplets LΛ, we get
δLΛ : ImTΛ =
1
2
∂F
∂LΛ
, (2.154)
which, plugged in (2.151), allows us to re-obtain the ordinary chiral formulation
Ldual =
∫
d4θ
(
F (Φ, Φ¯;L)− ∂F
∂LΛ
LΛ
)
=
∫
d4θK(Φ, Φ¯; ImT ) = Lchiral . (2.155)
2.5.1 Gauged linear multiplets and F-term couplings
Above we have assumed that no superpotential for the superfields TΛ is present: they
only appear in the Kähler potential as in (2.138), thus manifestly preserving the axionic
symmetry. But let us now assume that the superfields TΛ do enter in a superpotential
and, in particular, they appear via the coupling to the chiral superfields Φa as
Wcoupling = −cΛATΛVA(Φ) , (2.156)
where the periods VA(Φ) depend holomorphically on Φa. The coupling (2.156) is quite
peculiar: although it clearly breaks the axionic shift symmetry, a dualization of TΛ with
4It is worthwhile to mention that it is here necessary to solve the chiral constraints because in (2.151)
the superspace integration is performed over the full set of Grassmannian variables θ, θ¯. In the master
Lagrangians of the previous sections, such as (2.33), this was not necessary because the integrations were
performed in the chiral superspace.
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linear multiplets is still possible. As we shall see shortly, this possibility comes with a
price, that is the gauging of the linear multiplets with real multiplets. Such a gauging
procedure, here extended and generalized, was already performed in inflationary models
[36] as well as in [9, 62] in super-Yang-Mills theory to give mass to glueballs.
What we are seeking is a theory which simultaneously contains gauge two-forms
sitting inside linear multiplets and gauge three-forms included into multiplets of the sort
of (2.109). Therefore, we preliminary start with a theory in the form of (2.151). We
emphasize that, in order to arrive at (2.151), we have assumed that there is a set of
superfields, Φa, which is not dualized to linear multiplets and is a spectator sector with
respect to the axion/two-form duality presented above. We may therefore apply the very
procedure of trading chiral multiplets with three-form multiplets of Section 2.4 to the set
of superfields Φa. We therefore introduce the following master Lagrangian:
Lmaster =
∫
d4θF (Φ, Φ¯; Lˆ)− 2
∫
d4θ LˆΛImTΛ
+
(∫
d2θ Wˆ (Φ) + c.c.
)
+
(∫
d2θXAVA(Φ) + i
8
∫
d2θD¯2(XA − X¯A)PA + c.c.
)
+
(
i
8
∫
d2θD¯2cΛA(TΛ − T¯Λ)PA + c.c.
)
.
(2.157)
The first line is just the Lagrangian (2.151) (where now Lˆ are unconstrained real mul-
tiplets), upon which we would like to apply the duality procedure of Section 2.4. The
latter duality is achieved with the third line of (2.157). The novel last line of (2.157), as
we shall see in a moment, is what allows for a dynamical generation of a superpotential
in the form (2.156). To this end, let us now show how, from (2.157), one can obtain
an ordinary chiral multiplet formulation and then a dual formulation with linear and
three-form multiplets.
Ordinary chiral formulation The formulation depending purely on chiral multiplets is
obtained by integrating out the real superfields LˆΛ and PA, which lead, respectively,
to
δLΛ : ImTΛ =
1
2
∂F
∂LΛ
, (2.158)
and
δPA : ImXA + c
Λ
AImTΛ = 0 , (2.159)
which implies, due to the chirality of both XA and TΛ, that
XA + c
Λ
ATΛ = NA , (2.160)
with NA real constants. Plugging (2.158) and (2.160) into (2.157), upon using the
relation (2.155), we get
Lchiral =
∫
d4θK(Φ, Φ¯; ImT ) +
(∫
d2θW (Φ;T ) + c.c.
)
, (2.161)
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with the superpotential
W (Φ;T ) = NAVA(Φ)− cAΛTΛVA(Φ) + Wˆ (Φ) . (2.162)
Formulation with gauged linear multiplets Obtaining the dual Lagrangian expressed
in terms of linear and three-form multiplets is definitely much more involved. To
begin with, we integrate out of the master Lagrangian (2.157) the chiral superfields
TΛ. Expressing them as in (2.152) and varying with respect to the unconstrained
ΞΛ, we get
δΞΛ , δΞ¯Λ : D
2(LˆΛ − cΛAPA) = 0 , D¯2(LˆΛ − cΛAPA) = 0 (2.163)
which are generically solved by setting
LˆΛ = LΛ + cΛAP
A Gauged linear multiplets (2.164)
which defines the gauged linear multiplets. They go by the name ‘gauged’ because
in their θθ¯–components there appear
HˆΛ3 = dBΛ2 + cΛAAA3 (2.165)
which are the three-form field strengths for BΛ2 gauged by the three-forms AA3 in a
Stückelberg–like manner.
With (2.164), the master Lagrangian (2.157) becomes
Lmaster =
∫
d4θF (Φ, Φ¯; Lˆ) +
(∫
d2θ Wˆ (Φ) + c.c.
)
+
(∫
d2θXAVA(Φ) + i
8
∫
d2θD¯2(XA − X¯A)PA + c.c.
)
.
(2.166)
It is also useful to write down its bosonic components
Lmaster|bos = −Fab¯∂ϕa∂ϕ¯b¯ +
1
4
FΛΣ∂ml
Λ∂mlΣ +
1
4 · 3!FΛΣHˆ
Λ
mnpHˆΣmnp
+
[
Fa¯Λ∂mϕ¯
a¯
(
− i
2 · 3!ε
mnpqHˆΛmnp
)
+ c.c.
]
+ Fab¯f
af¯ b¯ + FΛΣc
Λ
Ac
Σ
BVA(ϕ)V¯B(ϕ¯)+
+
[(
Wˆa(ϕ)− iFaΛcΛAVA(ϕ)−
i
2
FΛc
Λ
AVAa (ϕ)
)
fa + c.c.
]
+
[
xAVAa fa −
1
2 · 3!ε
mnpqAAnpq∂mxA −
i
2
dAxA + c.c.
]
+
[
fXA(VA − sA) + c.c.
]
.
(2.167)
Now, beside the replacement of the Kähler potential with its Legendre transform,
the master Lagrangian (2.166) is formally equivalent to (2.101). We can then
proceed along the same lines that we drew in Section 2.4.
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At the superspace level, integrating out XA leads to the same identification as
(2.109), providing a trading between the ordinary chiral multiplets Φa with three-
form multiplets. We then arrive at the superspace Lagrangian
L˜ =
∫
d4θ F (Φ(P ), Φ¯(P ); Lˆ) +
[∫
d2θ Wˆ (Φ(P )) + c.c.
]
+ L˜bd, (2.168)
with the boundary terms
L˜bd = − i
8
(∫
d2θD¯2 −
∫
d2θ¯D2
)[(
1
4
D¯2FA − WˆA
)
PA
]
+ c.c. . (2.169)
As stressed in Section 2.4, this Lagrangian is not particularly useful for obtaining
its bosonic components. We can however work with the bosonic Lagrangian (2.167).
Following the very same steps as in Section 2.4 to pass from (2.101) to (2.121), we
arrive at the Lagrangian
L˜|bos = −Fab¯∂ϕa∂ϕ¯b¯ +
1
4
FΛΣ∂ml
Λ∂mlΣ +
1
4 · 3!FΛΣHˆ
Λ
mnpHˆΣmnp
+
[
Fa¯Λ∂mϕ¯
a¯
(
− i
2 · 3!ε
mnpqHˆΛmnp
)
+ c.c.
]
+
1
2
TAB ∗FA4 ∗FB4 + TABΥA ∗FB4
−
(
Vˆ − 1
2
TABΥ
AΥB
)
+ Lbd
with L˜bd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FB4 + ΥB)
]
.
(2.170)
where we have defined
TAB = 2 Re
(
F b¯aVAa V¯B¯b¯
)
, (2.171a)
ΥA ≡ 2 Re
[
F b¯aVAa
(
¯ˆ
Wb¯ + iFb¯Λc
Λ
BV¯B(ϕ¯) +
i
2
FΛc
Λ
BV¯Bb¯ (ϕ¯)
)]
, (2.171b)
Vˆ ≡ F b¯a
(
Wˆa − iFaΛcΛAVA(ϕ)−
i
2
FΛc
Λ
AV¯Aa (ϕ)
)
(2.171c)
×
(
¯ˆ
Wb¯ + iFb¯Λc
Λ
BV¯B(ϕ¯) +
i
2
FΛc
Λ
BV¯Bb¯ (ϕ¯)
)
(2.171d)
− FΛΣcΛAcΣBVA(ϕ)V¯B(ϕ¯) . (2.171e)
It is important to stress that the Lagrangian (2.170) is not an immediate general-
ization of the Lagrangian (2.150), to which we add a three-form contribution. In
fact, the gauging of the three-form multiplets makes Lˆ not linear anymore and
significantly changes the component Lagrangian (2.170).
2.6 Four-form multiplets
Finally, to complete the hierarchy, let us explore the possibility of including a gauge four-
form into a supersymmetric multiplet. At first, this might appear a useless effort: in four
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dimensions, a gauge four-form does not carry any dynamics and, in some circumstances,
they can be set everywhere to zero by a gauge transformation! However, we shall see
that, for the bulk theory, they can gauge three-forms, constraining the constants that
they can generate and, in the later Section 3.6, we will need them in order to build the
action for space-time filling 3-branes.
We may follow the same logic as the one we applied in the previous sections to include
gauge three-forms into superfields. First, we need a supersymmetric ‘gauge potential’
that can accommodate a four-form. The simplest solution is to take a chiral multiplet Γ
Γ = γ +
√
2θψΓ + θ
2fΓ , D¯α˙Γ = 0 , (2.172)
serving as a potential, where - say - the imaginary part of its auxiliary field fΓ is replaced
by the Hodge-dual of a four-form C4 = 14!Cmnpqdx
m ∧ dxn ∧ dxp ∧ dxq
ImfΓ =
1
2i
(
−1
4
D2Γ +
1
4
D¯2Γ¯
) ∣∣∣ ≡ − 1
2 · 4!ε
mnpqCmnpq =
1
2
∗C4 (2.173)
The gauge transformation of the multiplet (2.172) is immediately given by
Γ→ Γ + Ξ (2.174)
where Ξ is a single three-form multiplet of the kind (2.78)
Ξ =
1
4
D¯2U (2.175)
whose components are
Ξ| =
(
1
4
D¯2U
)
≡ ξ ,
DαΞ| = Dα
(
1
4
D¯2U
)
≡χα ,
−1
4
D2Ξ| = −1
4
D2
(
1
4
D¯2U
)
=
1
2
(i ∗dΛ3 − d) ≡ fY .
(2.176)
In this way, (2.174) reproduces, in the imaginary part of its highest component, the usual
gauge transformation
C4 → C4 + dΛ3 . (2.177)
Notably, (2.174) can be used to gauge away all the components of Γ but the gauge
four-form C4!
Eventually, we may also implement a complex gauge four-form into a chiral superfield
Γ˜ = γ˜ +
√
2θψ˜Γ + θ
2f˜Γ , D¯α˙Γ˜ = 0 (2.178)
by simply regarding its whole complex auxiliary field as the Hodge-dual of a complex
four-form D˜4 as
fΓ = −1
4
D2Γ˜
∣∣∣ ≡ − 1
2 · 4!ε
mnpqD˜mnpq =
1
2
∗D˜4 . (2.179)
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The multiplets Γ˜ can be regarded as potential only if they are equipped with the gauge
transformation
Γ˜→ Γ˜ + Ξ˜ , (2.180)
where Ξ˜ is a double three-form multiplet of the kind (2.49)
Ξ˜ = −1
4
D¯2Σ¯ , (2.181)
whose components are
Ξ˜| =
(
−1
4
D¯2Σ¯
)
≡ ξ˜ ,
DαΞ˜| = Dα
(
−1
4
D¯2Σ¯
)
≡ χ˜α ,
−1
4
D2Ξ˜| = −1
4
D2
(
−1
4
D¯2Σ¯
)
=
1
2
∗dΛ3 .
(2.182)
with Λ3 being a complex three-form. It is then immediate to see that the highest component
of (2.180) correctly reproduces the expected gauge transformation D˜4 → D˜4 + dΛ3.
2.6.1 Implementing constraints via three-form gaugings
Let us immediately show a context where the four-form multiplets introduced above are
helpful. Assume that the constants NA which appear in the superpotential (2.106) are
not all independent, but satisfy a linear constraint of the form
QAI NA +QbgI = 0 (2.183)
where QbgI , I = 1, . . . ,K is a set of fixed ‘background’ real constants – in analogy with
those in (1.44) – and QAI is a K ×N matrix. In order to set the constraint (2.183) at a
Lagrangian level, we need a Lagrange multiplier. We may then use a set of four-form
multiplets ΓI and build the term
Lconstraint = i
∫
d2θ
(
QAI NA +QbgI
)
ΓI + c.c. , (2.184)
whose components are simply given by
Lconstraint = −
(
QAI NA +QbgI
)
∗CI4 . (2.185)
It is then immediately clear that the variation of (2.184) with respect to ΓI (or, in
components, the variation of (2.185) with respect to C4) reproduces the desired constraint
(2.183).
However, in the three-form picture, the constants NA are dynamically generated with
arbitrary values. Then, it would be tantalizing to see whether the constraint (2.183)
could be implemented in the three-form Lagrangians: to be more explicit, we would like
a mechanism such that, once we generate the constants NA, these automatically come
‘dressed’ with the constraint (2.183).
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In the spirit of the discussion of the previous sections and recalling the discussion of
Section 1.4, we may promote the constants NA which appear in the constraint (2.183) to
Lagrange multipliers XA. We may then consider the term
Lconstraint = i
∫
d2θ
(
QAI XA +QbgI
)
ΓI + c.c. , (2.186)
and add it to the master Lagrangian (2.101). The new master Lagrangian is
Lmaster =
∫
d4θK(Φ, Φ¯) +
(∫
d2θ Wˆ (Φ) + c.c.
)
+
(∫
d2θXAVA(Φ) + i
8
∫
d2θD¯2(XA − X¯A)PA + c.c.
)
+
(
i
∫
d2θ
(
QAI XA +QbgI
)
ΓI + c.c.
)
,
(2.187)
whose bosonic components are
Lmaster|bos = −Kab¯∂mϕa∂mϕ¯b¯ +Kab¯faf¯ b +
(
Wˆaf
a + c.c.
)
+
[
xAVAa fa −
1
2 · 3!ε
mnpqAAnpq∂mxA −
i
2
dAxA + c.c.
]
+
[
fXA(VA − sA) + c.c.
]− (QAI RexA +QbgI ) ∗CI4 .
(2.188)
Ordinary formulation First, we show how to recover, from (2.187), the ordinary formu-
lation in terms of the chiral multiplets Φ. The superfields that we need to integrate
are PA and ΓI . The former integration, as in (2.103), sets XA to be real constants
NA
δPA : XA = NA , (2.189)
while the latter sets the constraint (2.183) over the constants NA. We then obtain
the Lagrangian
Lmaster =
∫
d4θK(Φ, Φ¯) +
(∫
d2θW (Φ) + c.c.
)
(2.190)
with the superpotential
W (Φ) ≡ NAVA(Φ) + Wˆ (Φ) and QAI NA +QbgI = 0 (2.191)
Gauged three-form formulation More interestingly, let us obtain the three-form for-
mulation. As shown in Section 2.4, the first step is the integration of the La-
grange multipliers XA. And now a novelty comes: the functions VA(Φ) are traded
with
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VA(Φ) = − i
4
D¯2PA − iQAI ΓI ≡ SˆA , Gauged masterthree-form multiplet (2.192)
where, with respect to (2.109), a new term appears. Due to the simple component
structure of the multiplets ΓI , the sole, but important effect of the new term is to
modify the highest components of the multiplet SA in (2.110) to
VA| = VA(ϕ) = SˆA∣∣ ≡ sA ,
−1
4
D2VA| = VAa (ϕ)fa =−
1
4
D2SˆA
∣∣∣ = 1
2
(
∗FˆA4 + idA
)
≡ fA ,
(2.193)
where we have defined the gauged four-forms
FˆA4 ≡ dAA3 +QAI CI4 . (2.194)
In order to get the complete superspace description in terms of – now gauged –
three-form multiplets, a further integration of the old, chiral multiplets Φa is needed.
It gives
VAa XA =
1
4
D¯2Ka − Wˆa , (2.195)
which, once inserted into (2.101), gives
L˜ =
∫
d4θK(Φ(P ), Φ¯(P ))
+
[∫
d2θ Wˆ (Φ(P ))− i
∫
d2θQIΓI + c.c.
]
+ L˜bd ,
(2.196)
with the boundary terms
L˜bd = − i
8
(∫
d2θD¯2 −
∫
d2θ¯D2
)[(
1
4
D¯2KA − WˆA
)
PA
]
+ c.c. . (2.197)
As stressed in Section 2.4, the bosonic three-form Lagrangian is more easily obtained
directly working with the component form of the master Lagrangian (2.187). The
steps that we need to follow are the same as those from (2.114) to (2.118) and will
not be repeated here. The only difference appears when the final integration of the
real Lagrange multipliers xA is performed, which now gives
δ xA : xA = −TAB(∗FˆB4 + ΥB) (2.198)
with the very same matrices (2.120a) and (2.120b) and the gauged four-forms (2.194).
The bosonic components of the (gauged) three-form Lagrangian are then
65
Chapter 2. Hierarchy of forms in global supersymmetry
L3-form|bos = −Kab¯∂mϕa∂mϕ¯b¯ +
1
2
TAB ∗FˆA4 ∗FˆB4 + TABΥA ∗FˆB4
−
(
Vˆ − 1
2
TABΥ
AΥB
)
−QbgI ∗CI4 + Lbd
with L˜bd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FˆB4 + ΥB)
]
.
(2.199)
with Vˆ as defined in (2.122).
It is quite instructive to directly see how the constants NA, appropriately dressed
with the constraint (2.183), originate. We then integrate out the gauge three-forms
AA3
δAA3 : TAB(∗FˆB4 + ΥB) = −NA , (2.200)
as well as the full set of gauge four-forms CI4
δCI4 : TAB(∗FˆB4 + ΥB)QAI −QbgI = −NAQAI −QbgI = 0 , (2.201)
where we have employed the on-shell relation (2.200). Therefore, the Lagrangian
that we finally obtain has the same potential as (2.108) where, importantly, the
constants NA are not allowed to take any possible value, due to the restriction
(2.183).
2.7 Three-form vector multiplet
So far, we have shown how setting on-shell a set of gauge three-forms provides the
same effect as an F-term superpotential. It is worthwhile to mention that in global
supersymmetry gauge three-forms may also serve to generate a D-term. This requires
the promotion of the super-field strength (2.2) to a variant three-form version which
accommodates a real gauge three-form in replacement of the real auxiliary field d in
(2.1). This multiplet already appeared, for example, in [58, 70] and was later revisited,
by properly considering the Lagrangian boundary contribution thereof, in [8].
Given a vector multiplet V , the minimal Lagrangian which can be built is
L =
(
1
4
∫
d2θWαWα + c.c.
)
+ ξ
∫
d4θ V (2.202)
where ξ, a real parameter, is the so called Fayet–Iliopoulos parameter. Focusing only on
the bosonic sector for simplicity, we have
L|bos = −1
4
FmnFmn +
1
2
d2 +
ξ
2
d , (2.203)
where we have neglected the total derivative which involves the gauge field. Integrating
out the auxiliary field d via its equation of motion d = − ξ2 , we get the on/shell Lagrangian
L|bos, on-shell = −1
4
FmnFmn − ξ
2
8
(2.204)
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with a constant, semi-positive contribution to the vacuum energy V = ξ
2
8 .
As we did for the dualization of chiral multiplets, instead of starting with (2.202), we
can rather consider the master Lagrangian
L = 1
4
(∫
d2θWαWα + c.c.
)
− 1
8
∫
d2θ D¯2(ΛV )− 1
8
∫
d2θ¯ D2(ΛV )
+
1
8
[∫
d2θD¯2(ΛΣ) +
∫
d2θ¯D2(ΛΣ¯)
]
,
(2.205)
which is obtained by promoting the Fayet–Iliopoulos parameter ξ to a real Lagrangian
multiplier Λ and adding new terms which contain the complex linear multiplet Σ encoding
the three-form.
Ordinary vector multiplet formulation Let us see how, from the Lagrangian (2.205), we
get the usual Lagrangian (2.202). We then need to eliminate the dependence on
the gauge three-form from the master Lagrangian (2.205). Re-expressing Σ as in
(2.35) in terms of unconstrained spinorial superfields Ψα and Ψ¯α˙ and integrating
them out, we get
DαΛ = 0, D¯α˙Λ = 0 , (2.206)
which imply Λ is just a real constant ξ. Once inserted into (2.205), the ordinary
vector multiplet Lagrangian (2.202) is recovered.
Three-form formulation Now let us follow a second path in order to rephrase the master
Lagrangian solely in terms of a new, variant real three-form multiplet. The variation
of the Lagrangian (2.205) with respect to the Lagrangian multiplier Λ gives
V =
Σ + Σ¯
2
≡ U, Three-form real multiplet (2.207)
which is a real multiplet containing a gauge three-form as auxiliary degree of
freedom [58, 70] and for this reason we dub it three-form real multiplet. This can be
understood as follows. We recall that Σ contains in its expansion a complex vector
Bm
1
4
σ¯mα˙α
[
Dα, D¯α˙
]
Σ| = Bm ≡ Bm + iCm , (2.208)
where Bm ≡ ReBm and Cm ≡ ImBm. With respect to (2.7), we here regard only
Cm as the Hodge dual of a real three-form Cmnp
Cm =
1
3!
εmnpqCnpq , (2.209)
whose four-form field strength will be denoted G4 = dC3. The relevant projection
of the real three-form multiplets (2.207) are
1
4
σ¯mα˙α
[
Dα, D¯α˙
]
U | = Bm
1
16
D2D¯2U | = 1
2
∗G4 − i
2
∂mB
m
(2.210)
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where we have introduced ∗G4, which is the Hodge-dual of the field strength G4.
Comparing (2.210) with the usual projection of an ordinary real multiplet V
1
4
σ¯mα˙α
[
Dα, D¯α˙
]
V | = vm
1
16
D2D¯2V | = d
2
− i
2
∂mA
m
(2.211)
we immediately recognize that, in the dual formulation (2.210), the auxiliary field
d of the usual vector multiplet is here replaced with the Hodge-dual of the field
strength of the three-form Cmnp, namely
d → ∗G4 . (2.212)
The usual gauge invariance U → U + Φ + Φ¯, which the real multiplets are endowed
with, may also be recovered in the dual three-form picture. In fact, the Lagrangian
(2.205) is invariant under the shift
Σ→ Σ + Φ + iL (2.213)
with Φ and L being, respectively, an arbitrary chiral and real linear superfield. This
reflects onto the real three-form multiplet (2.207) as the transformation
U → U + Φ + Φ¯. (2.214)
and encodes, in components, the gauge transformation for the three-form Cmnp as
Cmnp → Cmnp + 3∂[mΛnp] (2.215)
where Λmn is an arbitrary real gauge two-form. This enforces the interpretation of
Cmnp as components of a gauge three-form.
To conclude the construction of the three-form Lagrangian, we compute the variation
of the Lagrangian (2.205) with respect to the vector multiplet V , obtaining
Λ =
1
2
(
DαWα + D¯α˙W¯
α˙
)
= DαWα . (2.216)
Substituting (2.207) and (2.216) in (2.205) we get
L =
(
1
4
∫
d2θWαWα + c.c.
)
+ Lbd (2.217)
where the boundary terms are given by
Lbd =− 1
8
∫
d2θ D¯2(ΛV )− 1
8
∫
d2θ¯ D2(ΛV )
+
1
8
[∫
d2θ D¯2(ΛΣ) +
∫
d2θ¯ D2(ΛΣ¯)
]
=
1
64
[D2, D¯2]
(
Λ(Σ¯− Σ)) | .
(2.218)
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In components, this Lagrangian is
L = −1
4
FmnFmn − 1
2 · 4!G
mnpqGmnpq + Lbd , (2.219)
with
Lbd = 1
3!
∂m (G
mnpqCnpq) . (2.220)
Setting the gauge three-form on-shell we immediately get
Gmnpq =
ξ
2
εmnpq (2.221)
with ξ a real constant. Plugging this solution back into (2.219), we obtain the
on-shell Lagrangian (2.204). Hence, the role of the gauge three-form in (2.219) is to
dynamically generate the Fayet–Iliopoulos parameter ξ as expectation value of ∗G4.
In [8], the three-form multiplets (2.207) were introduced alongside with the double
three-form multiplets (2.24) in order to build novel chiral multiplets in N = 2 rigid
supersymmetry. The introduction of gauge three-forms allowed us to give a novel,
dynamical interpretation of the partial braking of supersymmetry, from N = 2 to N = 1.
The supersymmetry breaking parameters are in one-to-one correspondence with the gauge
three-forms. Then, by properly choosing the vevs for the gauge three-forms, vacua with
different amount of supersymmetry may be generated. A generalization of the procedure
introduced in [8] both in the context of N = 1 supersymmetry, in order to consider more
complicated Lagrangians and D-terms, as well as in different scenarios with extended
supersymmetry is left for future work.
2.8 A hierachy of forms
Throughout the sections of this chapter we have introduced a full, complete hierarchy
of gauge p–forms: each of them is included inside a supersymmetric multiplet, serving
as a potential, by means of which we can build a super-field strength, endowed with a
proper gauge invariance. We here report the full four-dimensional hierarchy so built,
schematically further summarized in Table 2.1.
0-forms To begin with, we consider real gauge 0-forms, namely axions a(x), which
transform as
a(x) → a(x) + c , (2.222)
where c is just a constant. At the superspace level, axions can be easily included
among the components of a chiral multiplet. That is, we split the lowest component
of Φ into real and imaginary parts
Φ| = a(x) + it(x) , (2.223)
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and regard the real part a(x) as an axion. An appropriate ‘field strength’, invariant
under the transformation (2.222), is simply given by the imaginary part of the
superfield Φ
ImΦ =
Φ− Φ¯
2i
. (2.224)
In fact, the superfield ImΦ has, as bosonic components
ImΦ| = t ,
1
4
σ¯α˙αm [Dα, D¯α˙]ImΦ| = ∂ma .
(2.225)
where the axion a(x) only appears with a derivative acting on it.
1-forms The inclusion of gauge one-form in superfields has been recalled at the very
beginning of this chapter. The components of a gauge one-form appear among
those of real superfields V (see (B.4) and (B.5)) as
1
4
σ¯α˙αm [Dα, D¯α˙]V | = Am . (2.226)
The gauge transformation A → A + dΛ, with Λ a zero-form, is realized via the
[D, D¯]–component of the superspace transformation
V → V + 1
2i
(Φ− Φ¯) (2.227)
as it can be easily checked by comparing (2.225) and (2.226).
A super-field strength can be defined in superspace as
Wα = −1
4
D¯2DαV , (2.228)
which is clearly invariant under (2.227). The spinorial superfield Wα is chiral and
its components are
Wα = {λ, F2, d} (2.229)
where λα, the gaugino, is a Weyl spinor, d a real (auxiliary) scalar field and the
two-form field strength F2.
2-forms Linear superfields contain, among their components, the field strengths H3 of
the gauge two-forms B2:
L = {l, ψ,H3 = dB2} (2.230)
as can be seen from (B.8). Therefore, we may regard the linear multiplets as the
proper ‘super-field strengths’ which contain the gauge two-forms.
As shown in Section 2.5, linear superfields are constrained by (2.137), which is
solved by
LΛ = DαD¯2ΨΛα + D¯α˙D
2Ψ¯Λα˙ (2.231)
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where Ψα is an unconstrained spinorial superfield, which may be regarded as a
prepotential containing the gauge two-forms.
The gauge transformation B2 → B2 +dΛ1, with Λ1 an arbitrary one-form, is realized
at the superspace level as
Ψα → Ψα + Λα , Ψ¯α˙ → Ψ¯α˙ + Λ¯α˙ , (2.232)
where Wα is the spinorial chiral superfield . Clearly, the linear multiplets (2.231),
as expected from a field strength, are not affected by (2.232).
3-forms In this chapter we have devoted the Sections from 2.1 to 2.4 to the implementation
of gauge three-forms into superfields and we will be here very brief. We have seen
that the simplest way to implement gauge three-forms is to start with a real
superfield P . We then replace, by Hodge-duality, the one-form components with
three-form components, that is
−1
4
σ¯α˙αm [Dα, D¯α˙]P | =
1
3!
εmnpqAnpq . (2.233)
We then construct the three-form multiplets
Y ≡ − i
4
D¯2P , (2.234)
whose components are
Y = {y, ψα, d, ∗F4} . (2.235)
The role of such multiplets is to to dynamically generate the constants which appear
in the F-term: for each three-form, a single real constant may be generated.
4-forms The four-form multiplets were built in Section 2.6. These are chiral multiplets
Γ, required to transform as in (2.174) under gauge transformations. The gauge
transformations allow us to gauge away all the components of Γ, leaving just the
four-form as the only off-shell degree of freedom
Γ = {∗C4} . (2.236)
The usefulness of these multiplets comes when also the three-form multiplets (2.234)
are present in the theory: the four-forms can gauge the three-form multiplets,
constraining the constants that can be possibly generated.
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p-form in... Super-field strength Gauge tr. Data
0-form Φ i2(Φ− Φ¯) − axions
1-form V Wα = −14D¯2DαV i2(Φ− Φ¯) local U(1)
2-form Ψα L = DαD¯2Ψα + D¯α˙D2Ψ¯α˙ Λα (dual) axions
3-form U Y = − i4D¯2U L W = rΦ
Σ S = −14D¯2Σ¯ L1 + iL2 W = cΦ
Σa Sa = −14D¯2
[Mab(Σb − Σ¯b)] L1a − GabLb2 W = eaΦa +maGabΦb
4-form Γ − −iY NA–constraint
Γ˜ − −iS NA–constraint
Table 2.1 – The four-dimensional N = 1 hierarchy of forms. A bosonic p–form appears
among the components of the superfields in the second column, by means of which a
super-field strength may be built; the super-field strength is invariant under the super-
gauge transformation enlisted in the fourth column. This table is an extension of the one
which appears in [57].
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3 Extended objects in global supersym-
metry
The hierarchy of forms introduced in the previous chapter is here translated into a
hierarchy of objects to which the gauge p–forms couple. We will build manifestly
N = 1 supersymmetric actions for BPS–strings, membranes and 3-branes, which couple,
respectively, to gauge two-, three- and four-forms.
However, as will become soon clear, the linear realization of supersymmetry over the
worldvolume of an object is definitely nontrivial. If and only if over the worldvolume there
exists a certain fermionic gauge symmetry, the so–called κ-symmetry [71, 72], then the
bulk supersymmetry may be preserved, being it identified with such a fermionic symmetry.
In order to corroborate this interpretation, in the super-embedding approach [73] (see [74]
for a review), it is shown that κ-symmetry is a genuine supersymmetry realized over the
worldvolume of extended objects, as was first established for superparticles in [75–77].
As a consequence, in general it will not be possible to preserve all the bulk, ambient
space N = 1 supersymmetry, but only a fraction thereof, the other being spontaneously
broken.1
Two crucial elements will be our guidance for writing down BPS–actions for extended
objects: the just mentioned κ–symmetry and the supersymmetric multiplets introduced in
the previous chapter. The latter in fact include, among their components, gauge p–forms
and bulk scalar fields and they will provide the basic bricks which allow for coupling
extended objects at once to the bulk fields.
The gauged versions of the three-form multiplets and linear multiplets introduced
in the previous chapter will also find their ‘composite’ objects to couple with: gauged
linear multiplets are the proper gauge–invariant objects living over junctions of strings
and membranes, while gauged three-form multiplets define the gauge invariant multiplets
living on 3-branes with membranes as boundaries.
3.1 The free membrane in supersymmetry
Our exposition of the supersymmetric extended objects starts with the simple case of a
single, free membrane. With free membrane we understand a membrane whose tension
is just a constant, independent of the bulk fields, and which does not couple to any
1In this sense the objects that we will build are 1/n–BPS, with 1/n denoting the fraction of the bulk
supersymmetry generators which can be preserved over the worldvolume of the object.
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gauge three-form; in short, its action is consistent per se and is decoupled from the bulk.
Nevertheless, as we will see shortly, such a simplified setup allows us, on the one hand, to
explain how supersymmetric actions for extended objects can be built and, on the other,
to highlight the physics that such objects enjoy.
In usual four dimensional spacetime R1,3, membranes are hypersurfaces of codimen-
sion one. The worldvolume of a membrane is parametrized by three coordinates ξi,
i = 1, 2, 3 and, as objects living in four dimensional spacetime, they are described via
the embedding ξi 7→ xm(ξ), the R1,3 coordinates xm(ξ) capturing the motion of the
membrane in the target space which is here just the ordinary spacetime. Analogously, we
can regard membranes as objects living in the full superspace R1,3|4, with coordinates
zM = (xm, θα, θ¯α˙). Still standing that the membrane worldvolume is described by three
coordinates ξi, membranes can be described as superspace objects by the superspace
embedding
ξµ 7→ M : zM (ξ) = (xm(ξ), θα(ξ), θ¯α˙(ξ)) . (3.1)
The superspace coordinates zM (ξ) draw an hypersurface, along which the membrane is
stretched, in the full ambient space R1,3|4.
With the superspace embedding in the hands, we can now write down the action of a
membrane using the very same superspace language that we introduced in Chapter 2.
A first attempt is to generalize the Nambu–Goto part of the membrane action (1.31)
straightly to superspace as:
Smemb,NG = −2σ
∫
M
d3ξ
√−h . (3.2)
Here σ, a real constant, is the membrane tension and h = dethij is the determinant of
the induced metric
hij(ξ) ≡ ηabEai (ξ)Ebj (ξ) . (3.3)
This is constructed starting from the pull–back of the target superspace supervielbein
Eai (ξ) ≡ ∂izM (ξ)EaM (z(ξ)) . (3.4)
However, once the membrane sits in its ground state, the sole Nambu–Goto action
(3.2) cannot preserve even part of the full N = 1 supersymmetry. This can be most
readily understood with a simple counting of the degrees of freedom. Let us consider the
membrane ground state for which the membrane spans the hypersurface z = 0. Over
the membrane worldvolume, only a single, physical bosonic degrees of freedom describes
the dynamics of the membrane, which is associated to the membrane displacement along
z – below we will be more precise about this statement. However, the fermions θα, θ¯α˙
would still be there: no multiplet can be built out of z and θ, θ¯, because there is no
pairing between fermionic and bosonic degrees of freedoms. In other words, the membrane
worldvolume would break spontaneously all the four supersymmetry generators of the
N = 1 bulk supersymmetry, making it impossible to linearly realize even a part of it in
the whole spacetime.
In order to preserve part of the N = 1 supersymmetry, the Wess-Zumino term
Smemb,WZ = σ
∫
M
A3 (3.5)
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has to be added to the Nambu–Goto action (3.2), so that the full free membrane action
reads
Smemb = Smemb,NG + Smemb,WZ = −2σ
∫
M
d3ξ
√−h + σ
∫
M
A3 . (3.6)
Here A3 is a super-three-form, defined directly in superspace through the supervielbein
forms
EA = (Ea, Eα, Eα˙) = dz
MEAM (z) , (3.7)
which are supersymmetric invariant by construction (we refer to Appendix B.2 for further
details). The definition of A3 passes through the construction of a proper super-field
strength F4, from which the super-three-form is defined by requiring2
F4 =: dA3 . (3.8)
The super-field strength F4 is required to be supersymmetric invariant: it is then natural
to build it by using the superveilbein basis (3.7); moreover, it has to be closed in the full
superspace cohomology, dF4 = 0. These requirements fix the super-field strength to be
F4 = 2iE
b ∧ Ea ∧ Eα ∧ Eβσab αβ − 2iEb ∧ Ea ∧ E¯α˙ ∧ E¯β˙σ¯abα˙β˙ , (3.9)
which implies that, from (3.8), the super-three-form A3 is given by
A3 = 2E
a ∧ Eα ∧ Eα˙σaαα˙(θ2 − θ¯2)
+ 2iEb ∧ Ea ∧ Eασab αβθβ − 2iEb ∧ Ea ∧ Eα˙σ¯abα˙β˙ θ¯β˙ .
(3.10)
Remarkably, although (3.9) is constructed as a supersymmetric invariant object, the
super-three-form A3 is not supersymmetric invariant! This is invariant only up to a total
derivative, a feature that will be used in Section 3.2.2 in order to compute the central
charge–modification to the supersymmetry algebra induced by the membrane.
As of now, we have been vague about the sense in which supersymmetry has to be
preserved by the action (3.6). Indeed, the problem of finding out the amount of preserved
supersymmetry is strictly tightened to the symmetries that the action (3.6) enjoys. In
global supersymmetry, the action (3.6) is endowed with two symmetries:
Reparametrization invariance By construction, (3.6) is invariant under reparametriza-
tions of the membrane worldvolume
ξ → ξ′(ξ) . (3.11)
This symmetry was expected already from the bosonic action (1.31) and holds also
at the level of superspace embedding. The simplest way to fix this freedom is to set
ξi ≡ xi i = 0, 1, 2 , (3.12)
2The differential operator d introduced here is the usual one defined in superspace in [66] and,
differently with respect to the bosonic d, acts from the right (see (B.17) and (B.19)).
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which is the so–called static gauge. This gauge choice leaves out the fourth coordinate
x3(ξ) ≡ z(ξ), which is not fixed. Therefore, we may regard z(ξ) as the only
bosonic physical field which describes the dynamics of the membrane, namely the
displacement of the membrane from its ground state, fixed position z = z0;
κ-symmetry Additionally, the action (3.6) is invariant under a local fermionic symmetry,
which acts on the embedding coordinates as
δzM (ξ) = κα(ξ)EMα (z(ξ)) + κ¯α˙(ξ)E
Mα˙(z(ξ)) , (3.13)
which, more explicitly, reads
δxm(ξ) = iθ(ξ)σmκ¯− iκσmθ¯(ξ) ,
δθα(ξ) = κα(ξ) , δθ¯α˙ = κ¯α˙(ξ) .
(3.14)
However, the parameters κα and κ¯α˙ are constrained by the conditions
κα = −(Γκ¯)α , κ¯α˙ = −(Γ¯κ)α˙ , (3.15)
where we have defined
Γαα˙ ≡ i
ijk
3!
√−dethabcdE
b
iE
c
jE
d
k σ
a
αα˙ ,
Γ¯α˙α ≡ i
ijk
3!
√−dethabcdE
b
iE
c
jE
d
k σ¯
aα˙α ,
(3.16)
which satisfy
Γαα˙Γ¯
α˙β = δβα . (3.17)
The constraints (3.15) are projection conditions which halves, from four to two, the
independent parameters of the fermionic κ-symmetry. Using the four-component
formalism, we can collect κα and κ¯α˙ into a single Majorana spinor κ
κ =
(
κα
κ¯α˙
)
(3.18)
and introduce the projector
P ≡ 1√
2
(1− Γ) = 1√
2
(
δα
β −Γαβ˙
−Γ¯α˙β δα˙β˙
)
, (3.19)
which satisfies P 2 = P . Then, the constraints (3.15) are solved by setting
κ = PΨ , (3.20)
with Ψ an arbitrary Majorana spinor, making it explicit the projection structure.
76
3.1. The free membrane in supersymmetry
It is the κ-symmetry which allows to linearly realize part of the N = 1 supersymmetry
over the membrane worldvolume. Let us recall that the supersymmetry transformations
act on the superspace coordinates zM as
δxm = iθσm¯− iσmθ¯ , δθα = α , δθ¯α˙ = ¯α˙ , (3.21)
where α, ¯α˙ are constant parameters. If the entire bulk N = 1 supersymmetry were
preserved over the three-dimensional membrane worldvolume, this would imply that,
on the membrane, an N = 2 supersymmetry theory would live. However, comparing
(3.21) with (3.14) it is evident that, if the membrane has to preserve supersymmetry over
its worldvolume, then κ-symmetry has to be identified with supersymmetry over the
worldvolume. In other words, in order to preserve supersymmetry, it has to hold that
α|memb = κα , ¯α˙|memb = κ¯α˙ , (3.22)
implying that the supersymmetry parameters obey the very same projection conditions
(3.16). In terms of Majorana spinors, this means that supersymmetry is preserved only if
we choose the parameter s such that
s = P , (3.23)
as pictorially depicted in Fig. 3.1. Let us decompose the fermionic fields as
θ(ξ) = Pθ(ξ) + P⊥θ(ξ) (3.24)
where we have introduced the projector P⊥ = 1 + Γ, orthogonal to P , that is PP⊥ = 0.
Under the action of supersymmetry transformations, the two components transform as
Pθ(ξ) transform as P δθ(ξ) = P = κ(ξ) , (3.25a)
P⊥θ(ξ) transform as P⊥δθ(ξ) = P⊥ . (3.25b)
The first relation can then be used to gauge away the components Pθ, leaving just P⊥θ.
Namely, we gauge fix the κ-symmetry so that
Pθ = 0 . (3.26)
Combining this with (3.12), we then see that
z(ξ) , P⊥θ(ξ) (3.27)
are the only physical fields governing the physics of the membrane. The first, z(ξ),
describes the displacement of the membrane from its ground state at fixed z0: it is then
identified with the Goldstone boson associated to the spontaneous breaking of the bulk
translations along z – see Fig. 3.1; the second, P⊥θ(ξ), is a Goldstino: its nonlinear
transformation (3.25b) signals the fact that, over the three-dimensional membrane
worldvolume, only N = 1 supersymmetry is preserved, rather than the maximal N = 2.
In short, G = {z(ξ),P⊥θ(ξ)} is a Goldstone supermultiplet living over the membrane
worldvolume.
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ground state
displacements from 
the ground state
Figure 3.1 – On the left: the three-dimensional supersymmetry over the membrane is realized if and
only if it can be associated with κ-symmetry. On the right: the translational symmetry along z is
spontaneously broken by the membrane ground state; the physical field z(ξ), interpreted as Goldstone
boson associated to such breaking, represents the displacement of the membrane with respect to its
ground state.
In order to enforce this physical interpretation, it is possible to directly compute the
effective three-dimensional Lagrangian for the Goldstone supermultiplet. In fact, for the
gauge choices (3.12)-(3.26), the veilbein Eai are
Eji = δ
j
i + iθ¯σ¯
j∂iθ + iθσ
j∂iθ¯ , E
3
i = ∂iz , (3.28)
and the membrane action (3.6) reduces to
Smemb = −2σ
∫
M
d3x
(
1 + ∂iz∂
iz + iθ¯σ¯i∂iθ + iθσ
i∂iθ¯
)
+ . . . (3.29)
where the dots stand for coupling terms which we are presently not interested in. Over
the membrane ground state, for fixed z = z0, the action (3.29) clearly reduces to a
three-dimensional Volkov-Akulov action [66, 78, 79], as expected whenever (part of)
supersymmetry is nonlinearly realized.
3.2 Membranes in supersymmetry
The case of free membranes examined in the previous section is definitely too restrictive.
Free membranes are completely decoupled from the bulk and they contribute to the total
energy of the system just with a constant contribution. However, as already anticipated
in Section 1.3 and as will be extensively explored in the following chapters, tensions of
membranes that come from reducing higher dimensional objects typically depend on the
bulk superfields. Moreover, free membranes do not couple to any gauge field, making the
phenomenological models of Section 1.3 not realizable. The question that we want to
address is how such dependences may be included by still preserving the supersymmetric
properties of the membrane action.
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Let us begin with inquiring how to insert a supersymmetric coupling of membranes to
gauge three-forms. We would like, in the end, at a bosonic level, to reproduce the same
minimal coupling of the membrane to the gauge three-forms AA3 as in (1.31). However,
it is clear that, as it is in (1.31), such a coupling cannot preserve supersymmetry at all,
since the bosonic fields there present need to be paired with an equal number of fermionic
fields. If we want to hope to preserve (part of) the bulk supersymmetry, as we did in
the previous section, we actually need a proper supersymmetric object which contains,
in its lowest bosonic components, a gauge three-form AA3 . More concretely, we seek a
super-three-form AA3 such that AA3 | = AA3 , which allows for writing a supersymmetric
Wess-Zumino term
SWZ = qA
∫
M
AA3 . (3.30)
In the previous section we have seen that the super-three-form (3.10) does not preserve
supersymmetry and also in the present context we do not expect AA3 to be supersymmetric
invariant. In order to build up the super-gauge three-form potentials AA3 , it is definitely
better to start from the super-four-form field strengths FA4 . As for (3.9), we require them
to be closed and such that the lowest bosonic component of FA4 is3
FA4 | = −FA4 = −dAA3 . (3.31)
But how to embed gauge three-forms in a super-form? The answer comes from Section
(2.4). There we saw that, generically, the field strengths of gauge three-forms can be
included in the highest components of the chiral superfields
SA = − i
4
D¯2PA , (3.32)
which are defined via the potentials PA, whose components contain three-forms as in
(2.100), and are gauge–invariant by construction. The superfields (3.32) are proper
supersymmetric objects, by means of which we can construct the closed super-field
strength [7, 12, 13, 80–82]
FA4 = 2iE
b ∧ Ea ∧ Eα ∧ Eβσab αβS¯A − 2iEb ∧ Ea ∧ E¯α˙ ∧ E¯β˙σ¯abα˙β˙SA
+
i
6
Ec ∧ Eb ∧ Ea ∧ Eαabcdσdαα˙D¯α˙S¯A
+
i
6
Ec ∧ Eb ∧ Ea ∧ E¯α˙abcdσ¯dα˙αDαSA
+
1
96
Ed ∧ Ec ∧ Eb ∧ Eaabcd
(
D2SA + D¯2S¯A
)
.
(3.33)
It can be easily checked that, from the components (2.100), (3.31) is retrieved. Then, the
super-three-forms are defined as
FA4 = dA
A
3 . (3.34)
3The minus sign which appears in (3.31) is due to the definition (3.34) and the differently defined
differentials for bosonic components and superspace forms (see (A.3) and (B.17)).
79
Chapter 3. Extended objects in global supersymmetry
Clearly, for any generic super-four-form, we cannot find a three-form potential satisfying
(3.34). Nevertheless, by using the definition (3.32) of the three-form multiplets, (3.34)
holds for the gauge potential
AA3 = −2iEa ∧ Eα ∧ Eα˙σaαα˙PA
+ Eb ∧ Ea ∧ Eασab αβDβPA + Eb ∧ Ea ∧ Eα˙σ¯abα˙β˙D¯β˙PA
+
1
24
Ec ∧ Eb ∧ Eaabcd σ¯dα˙α[Dα, D¯α˙]PA .
(3.35)
Clearly, it explicitly depends on the real potentials PA. It is indeed the relation (3.32)
which is crucial in obtaining (3.35): it is (3.32) which allows us to trivialize (3.33) in de
Rham-cohomology.
So far, all our efforts have been focused on the Wess-Zumino coupling term, but let
us now come to the Nambu-Goto term. The case of the free membrane of the previous
section has instructed us that, in order to preserve (part of the) supersymmetry once
a membrane ground state is chosen, a close interplay between the Nambu-Goto and
Wess-Zumino terms has to take place. Let us write the Nambu-Goto term as
SNG = −
∫
M
d3ξ
√−h Tmemb(Φ) , (3.36)
where we have used the same notation as (3.2), albeit here Tmemb(Φ) may generically
depend on the bulk superfields Φ. It turns out that if and only we choose
Tmemb = 2|qAVA(Φ)| = 2|qASA| , (3.37)
where VA(Φ) are the holomorphic periods introduced in (2.109), then supersymmetry
may be preserved over the membrane worldvolume. In fact, in such a case, the combined
(3.36) and (3.30) terms are invariant under κ–symmetry transformations of the kind
(3.13), provided that the parameters κ obey the projection conditions
κα = − qAS
A
|qASA|(Γκ¯)α , κ¯
α˙ = − qAS¯
A
|qASA|(Γ¯κ)
α˙ ,
κα =
qAS
A
|qASA|(κ¯Γ¯)
α , κ¯α˙ =
qAS¯
A
|qASA|(κΓ)α˙ ,
(3.38)
where we have introduced the matrices Γαα˙ and Γ¯α˙α as in (3.16).
Therefore, the BPS-action of a membrane minimally coupled to the gauge three-forms
AA3 is
Smemb = −2
∫
M
d3ξ |qASA|
√−det h + qA
∫
M
AA3 . (3.39)
We stress that, given the charges qA, the form of this action is strictly determined by
κ–symmetry.
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3.2.1 Proof of κ-symmetry
In this section we give a detailed proof of the κ–symmetry of the action (3.39). Although
κ–symmetry transformations directly act on the embedding coordinates zM (ξ) as in (3.13),
it is convenient to see how they act over the super-vielbeins. The κ–transformations are
defined by requiring
iκE
a = δκz
MEaM (z) = 0 ,
iκE
α = δκz
MEαM (z) = κ
α , iκE
α˙ = δκz
MEα˙M (z) = κ¯
α˙ .
(3.40)
In the following we will need the variations of the bosonic supervielbein
δκE
a = diκE
a + iκdE
a = −2iEα(σaκ¯)α + 2i(κσa)α˙Eα˙ , (3.41)
and of generic chiral (anti-chiral) superfields T (T¯ )
δκT = κ
αDαT , δκT¯ = κ¯α˙D¯
α˙T¯ = D¯α˙T¯ κ¯
α˙ . (3.42)
The variation of the action (3.39) splits into
δκSmemb = δκSmemb,NG + δκSmemb,WZ , (3.43)
and we consider separately the two pieces.
First, let us start with the variation of the Nambu-Goto part (3.36). We rewrite the
volume measure as
d3ξ
√−det h = 1
3
∗3Ea ∧ Ea , (3.44)
where we have introduced the worldvolume Hodge dual of the supervielbein, defined as
∗3EA ≡ 1
2
dξj ∧ dξi√−det hijkhklEAl . (3.45)
Using (3.45), we may easily compute the variation of the Nambu-Goto part of the action
with respect to the embedding coordinates zM (ξ), which reads
δκSmemb,NG = −2
∫
M
∗3Ea ∧ δEa |T | −
∫
M
d3ξ
√−det hTδT¯ + δT T¯|T |
= 4i
∫
M
∗3Ea ∧ Eα(σaκ¯)α|T |+ 4i
∫
M
∗3Ea ∧ Eα˙(σ¯aκ)α˙ |T |
−
∫
M
d3ξ
√−det hTD¯α˙T¯ κ¯
α˙
|T | −
∫
M
d3ξ
√−det h T¯D
αTκα
|T | ,
(3.46)
where we have introduced the shorthand notation T ≡ qASA.
Let us now come to the variation of the Wess-Zumino term, which can be recast as
δSmemb,WZ = qA
∫
M
δAA3 = qA
∫
M
(iκdA
A
3 + d iκA
A
3 ) . (3.47)
For the moment, let us consider just closed membranes, namely, membranes without
any boundary (this assumption will be relaxed in Section (3.5.2)). Then, the second,
boundary contribution in (3.47) simply cancels out
∂M = ∅ ⇒ qA
∫
M
d iκA
A
3 = qA
∫
∂M
iκF
A
4
!
= 0 , (3.48)
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reducing (3.47) to
δSmemb,WZ = qA
∫
M
δAA3 = qA
∫
M
(iκdA
A
3 + d iκA
A
3 ) = qA
∫
M
iκA
A
3 . (3.49)
We now have
iκF
A
4 = 4iE
b ∧ Ea ∧ Eα(σabκ)αS¯A − 4iEb ∧ Ea ∧ Eα˙(σ¯abκ¯)α˙SA
+
i
6
Ec ∧ Eb ∧ Eaabcd(κσd)α˙D¯α˙S¯A + i
6
Ec ∧ Eb ∧ Eaabcd(κ¯σ¯d)αDαSA .
(3.50)
It is straightforward, from the definition (3.16), to get the following identities
Eb ∧ Ec ∧ Eβσbc βα = − ∗3Ea ∧ Eβ(σa Γ¯)βα ,
Eb ∧ Ec ∧ E¯β˙σ¯bcβ˙ α˙ = ∗3Ea ∧ E¯β˙(σ¯a Γ)β˙ α˙ ,
(3.51)
by means of which the first line of (3.50) may be written as
4i∗3Ea ∧ Eβ(σa Γ¯κ)βS¯A + 4i∗3Ea ∧ Eβ˙(σ¯a Γκ¯)β˙SA , . (3.52)
and using
d3ξ
√−det h Γ = i
3!
σaabcdE
b ∧ Ec ∧ Ed , d3ξ√−det h Γ¯ = i
3!
σ¯aabcdE
b ∧ Ec ∧ Ed ,
(3.53)
the second line becomes
d3ξ
√−det h (κΓ)α˙D¯α˙S¯A + d3ξ
√−det h (κ¯Γ¯)αDαSA . (3.54)
Collecting (3.52) and (3.54), the variation of the Wess-Zumino term (3.49) becomes
δSmemb,WZ = 4i
∫
M
∗3Ea ∧ Eβ(σa Γ¯κ)βT¯ + 4i
∫
M
∗3Ea ∧ Eβ˙(σ¯a Γκ¯)β˙T
+
∫
M
d3ξ
√−det h D¯α˙T¯ (Γ¯κ)α˙ +
∫
M
d3ξ
√−det hDαT (Γκ¯)α
(3.55)
It is immediate to check that this variation cancels (3.46) if and only if the κ–
parameters obey (3.38).
3.2.2 Central charge for a membrane
Although the N = 1 does not have a central extension in a strictly group theoretical
meaning, the presence of extended objects does modify the supersymmetry algebra in a
very similar way that a central extension does. This is a well known issue, solved first in
the seminal work by Olive and Witten [83] for solitons, later generalized to more general
extended objects (see, for example, [84–91]).
In a supersymmetric theory, we can define the conserved currents jmα (x), ¯mα˙(x). In
presence of extended objects, the usual anti-commutators of the conserved currents
{j0α(x), j0β(x′)} = 0 , {¯0α˙(x), ¯0β˙(x′)} = 0 , (3.56)
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get modified so as to include a central extension
{j0α(x), j0β(x′)} = mαβ(x, x′) , {¯0α˙(x), ¯0β˙(x′)} = m¯α˙β˙(x, x′) . (3.57)
The integration over spacetime, whenever well defined, allows for defining the central,
topological charges Mαβ and M¯ α˙β˙ as
{Qα, Qβ} = Mαβ , {Q¯α˙, Q¯β˙} = M¯ α˙β˙ . (3.58)
Localized extended objects, such as membranes, modifies the supersymmetry algebra
by introducing a central charge–like term as in (3.58) [84, 88]. The central charge is
associated with the quasi–invariance of the Wess-Zumino term under superymmetry
transformations. Namely, under the supersymmetry transformations, the Wess-Zumino
term is invariant up to a total derivative
δSmemb,WZ = 
α
∫
d∆α + ¯α˙
∫
d∆¯α˙ + . . . , (3.59)
defining the current two-forms ∆α(x) and ∆¯α˙(x). The conserved currents jmα and ¯mα˙
have to take into account of these ‘anomalous’ pieces and are modified to
j˜mα = j
m
α −∆mα , ¯˜mα˙ = ¯mα˙ − ∆¯mα˙ (3.60)
so that j0α, ¯0α˙ now satisfy the algebra (3.57) with
mαβ(x, x
′) = −{j0α(x),∆0β(x′)} − {j0β(x),∆0α(x′)}
m¯α˙β˙(x, x′) = −{¯0α˙(x), ∆¯0β˙(x′)} − {¯0β˙(x), ∆¯0α˙(x′)}
(3.61)
Once integrated, they immediately give
Mαβ = −
∫
(δα∆β + δβ∆α) ,
M¯ α˙β˙ = −
∫ (
δ¯α˙∆¯
β˙ + δ¯β˙∆¯
α˙
)
.
(3.62)
From the variation of the Wess-Zumino term (3.49)
δSmemb,WZ|bd = qA
∫
M
δAA3 |bd = qA
∫
M
diA
A
3 (3.63)
we may identify the current two-forms
α∆α(x) ≡ qAiAA3 , ¯α˙∆¯α˙(x) ≡ qAi¯AA3 . (3.64)
Considering the membrane in its static ground state, we easily get that the only relevant
terms for ∆α(x) and ∆¯α˙(x) are
∆α(x) = qAE
b ∧ EaσabαγDγPA , ∆¯α˙(x) = qAEb ∧ Eaσ¯abα˙γ˙D¯γ˙PA . (3.65)
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whence
Mαβ = −4iqA
∫
Eb ∧ Ea σabαγεβγV¯A(Φ¯) ,
M¯ α˙β˙ = 4iqA
∫
Eb ∧ Ea σ¯abα˙γ˙εβ˙γ˙VA(Φ) .
(3.66)
The central charges then depend on the very same combination qAVA(Φ) whose absolute
value defines the tension of the membrane in (3.39). As an anticipation of what will be
discussed in Section 3.4, we also notice that the combination qAVA(Φ) that enters the
central charge is the same as the one that appears in the superpotential (2.99), which
was there generated by the gauge three-forms.
3.3 Domain Walls
In four-dimensional theories other BPS-objects may appear, namely domain walls which,
like membranes, extend along three dimensions. However, unlike membranes, these are
not generically structureless: they are not hypersurfaces of strict codimension one, for
they are also extended along the fourth dimension, although they are ‘mostly’ localized
within a certain interval thereof. Domain walls may be born whenever a theory exhibits
multiple vacua. Here, we will summarize their main features in global supersymmetry
which will be relevant for the discussion of the next section, where we will study the
interplay between membranes and domain walls. The literature on the subject is vast
and, in our treatment, we will mostly follow [90, 92–94], to which we refer for further
references and discussions.
Let us consider a classical theory, with field content Ψa and with a potential V (Ψ, Ψ¯).
In the classical framework, the vacua of the theory can be computed by simply extremizing
the potential, setting ∂ΨaV = 0. Such a condition determines the space of vacua Mvac.
Generically, we may assume that Mvac is made up by different disconnected components,
that is, the zero-th homotopy group is nontrivial
pi0(Mvac) 6= ∅ . (3.67)
Two stable vacua, belonging to two path-disconnected components to Mvac, may fill
two different regions of spacetime, which are separated by domain walls. Domain walls
are indeed defined as solitonic solutions of the Minkowskian equations of motion which
interpolate between two stable vacua.
The construction of domain wall solutions is generically not easy. Presently we focus
just on a particular, but important class of domain walls, namely BPS–domain walls.
These are solitonic solutions which preserve part of the bulk supersymmetry in a sense
that will be shortly discussed. Moreover, the vacua among which a BPS–domain wall
interpolate are supersymmetric. Furthermore, as an additional simplifying assumption,
we consider the domain walls to be flat and symmetric for SO(1, 2) rotations in the
xi–directions, with i = 0, 1, 2. This implies that the profile of the domain wall is solely
determined by the dynamics along the fourth direction x3 ≡ z.
To be concrete, let us consider a supersymmetric theory whose field content is just made
up by chiral multiplets Φa (which, for the moment, we assume to be just ordinary chiral
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multiplets as (B.2)) and with an F-term potential solely determined by a superpotential
W (Φ). Superymmetric vacua can be easily found by requiring
∂
∂ϕa
W (ϕ)
!
= 0 . (3.68)
Let us assume that this condition leads to (at least) two disconnected set of vacua
Mvac,−,Mvac,+ ⊂Mvac. Let su pick up two vacua belonging to distinct subsets, ϕa− ∈
Mvac,− and ϕa+ ∈Mvac,+. We can imagine the vacuum ϕa− as located at z → −∞ and
ϕa+ as reached when the scalar fields ϕa move towards z → +∞:
ϕa− ≡ ϕa|−∞ vacuum reached for z → −∞ ,
ϕa+ ≡ ϕa|+∞ vacuum reached for z → +∞ .
(3.69)
In this setup, a domain wall is the extended solitonic object which is determined by how
the field profiles vary, subjected to the boundary condition (3.69).
In order to see how a BPS–domain wall solution can be constructed, let us first make
use of the simplifying assumption that the dynamics is fully determined by the z-direction,
that translates in the fact that all the components of the chiral multiplets Φa nontrivially
depend just on z:
ϕa ≡ ϕa(z) , ψaα ≡ ψaα(z) fa ≡ fa(z) . (3.70)
In order the domain wall to preserve supersymmetry, it is necessary that its profile,
specified by the field configurations (3.70), identifies a nontrivial killing spinor which
allows the supersymmetry variations to vanish. Since we are just focusing on bosonic
components, a killing spinor is straightforwardly identified by requiring the variations of
the chiralini ψaα to vanish, that is
δψaα
∣∣
DW
=
√
2iσmαα˙¯
α˙∂mϕ
a +
√
2αf
a
∣∣
DW
!
= 0 , (3.71)
where α is the global supersymmetry parameter. Hence, setting the auxiliary fields fa
on-shell
iσ3αα˙¯
α˙∂zϕ
a = K b¯aW¯b¯α . (3.72)
Provided that the supersymmetry parameter α satisfies the projection condition
α = ∓ieiϑσ3αα˙¯α˙ (3.73)
with real ϑ then, (3.72) is satisfied when
∂zϕ
a = ∓eiϑK b¯aW¯b¯ Flow equation (3.74)
Some comments to these crucial relations are in order. The projection condition (3.73)
singles out the combination of original supersymmetric parameters which are still well
defined over the domain wall. Analogously to (3.15), (3.73) halves the degrees of freedom
of the supersymmetric parameter : in this sense, the domain walls under considerations
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are 12–BPS objects. Furthermore, the relation (3.74) dictates how the profiles of the
scalar fields vary along the transverse direction for the given superpotential.
Above, we have also stated that the domain walls are solitons, which satisfy the
classical equations of motions, but so far we have not exploited them. Using the simplifyng
assumption (3.70), the action, integrating out the auxiliary fields fa and restricting just
to the bosonic components, acquires the simplified form
Sbos =
∫
d4xLbos =
∫
d4x
[
−Kab¯∂zϕa∂zϕ¯b¯ − V (ϕ, ϕ¯)
]
, (3.75)
where V (ϕ, ϕ¯) = K b¯aWaW¯b¯. It is immediate to show that the scalar profile (3.74) is a
solution of the equations of motion which can be computed from (3.75)
−Kab¯c¯∂mϕa∂mϕ¯c¯ + ∂m (Kab¯∂mϕa)−K e¯dKdb¯c¯K c¯aW¯e¯Wa −K c¯aWaW¯c¯b¯ = 0 , (3.76)
satisfying them identically. Therefore, we conclude that solving (3.74) with the boundary
conditions (3.69) identifies the domain wall as a supersymmetric, solitonic extended
object.
In the following sections we explore two important properties of the domain walls: in
Section 3.3.1 we see how to properly define an energy for domain walls and in Section 3.3.2
we show how the presence of a domain wall modifies the supersymmetry algebra by
introducing a central charge. Finally, in Section 3.3.3 we give a simple example where we
explicitly compute the BPS domain wall solution.
3.3.1 Tension of a BPS-domain wall
Although domain walls are objects (mostly) localized along the z-direction, they are
infinitely extended along the three spacetime direction xi. Hence it does not make
sense, in general, to define an energy for the domain wall configuration. Instead, more
appropriately, we define an energy per unit area, or a tension TDW, for the domain wall
as
Son-shell ≡ −
∫
d3x TDW , (3.77)
where the action is understood as evaluated over the domain wall configuration specified
by the flow equation (3.74).
As a first step, we rewrite the action (3.75) in the more practical and elegant BPS–form
Sbos =
∫
d3x dz
[
−Kab¯
(
∂zϕ
a ± eiβK c¯aW¯c¯
)(
∂zϕ¯
b¯ ± e−iβK b¯dWd
)
±
(
∂zϕ
aWae
−iβ + ∂zϕ¯b¯W¯b¯e
iβ
)]
,
(3.78)
where β is a generic real constant. By rearranging the terms in the second line, the action
may be written as
Sbos =
∫
d3x dz
[
−Kab¯
(
∂zϕ
a ± eiβK c¯aW¯c¯
)(
∂zϕ¯
b¯ ± e−iβK b¯dWd
)]
± 2
∫
d3x dz
d
dz
Re
(
We−iβ
)
,
(3.79)
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which, upon performing an integration of the last line, leads to
Sbos =
∫
d3x dz
[
−Kab¯
(
∂zϕ
a ± eiβK c¯aW¯c¯
)(
∂zϕ¯
b¯ ± e−iβK b¯dWd
)]
± 2
∫
d3xRe
[
(W+∞ −W−∞)e−iβ
]
.
(3.80)
The (semi–)positive definiteness of the first line, implies that the energy per unit area of
the field configuration, which we here generically denote with σ, is
σ ≥ ∓ 2 Re
[
(W+∞ −W−∞)e−iβ
]
. (3.81)
which is in the form of a BPS bound.
Indeed, BPS domain walls satisfies (3.73) and, choosing β = α, from (3.80) we most
readily get
TDW = ∓ 2 Re
[
(W+∞ −W−∞)e−iα
]
(3.82)
It is also possible to show that the scalar profile (3.74) implies the existence of the integral
of motion
d
dz
Im(We−iα) = 0 ⇒ Im [e−iα(W+∞ −W−∞)] = 0 . (3.83)
Further combing this with the request the tension TDW to be non-negative definite strictly
correlates α with the choice of sign in (3.82). In fact, we need to choose
α = arg(W+∞ −W−∞) + (2k + 1)pi with k ∈ Z for the upper sign , (3.84a)
α = arg(W+∞ −W−∞) + 2kpi with k ∈ Z for the lower sign . (3.84b)
Finally, with the choice (3.84), the tension of the BPS–domain wall (3.82) be-
comes
TDW = 2 |W+∞ −W−∞| Tension of a BPS domain wall (3.85)
In view of (3.81), the tension (3.85) is the strongest bound on the energy per unit
area. Notably, such a bound is uniquely determined by the value of the superpotential at
the asymptotic vacua.
3.3.2 Central charge for a BPS–domain wall
Domain walls, as extended objects, modify the supersymmetry algebra as in (3.58) [83].
In this case, it is however more convenient to compute directly the commutators (3.58).
We need to consider tensorial representations of the supersymmetry generators Qα, Q¯α˙,
which can be immediately read from the variations of the fermions. The supersymmetry
variations of the fermions of the bulk superfields are
δχaα = {χaα, Qβ}ζβ + {χaα, Q¯β˙}ζ¯ β˙ ,
δχ¯α˙a = {Qβ, χ¯α˙a}ζβ + {Q¯β˙, χ¯α˙a}ζ¯β˙ .
(3.86)
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which, on the domain wall background specified by (3.70) and (3.74), read
δχaα =
√
2iσ3αα˙ζ¯
α˙∂zϕ
a −
√
2ζαK
b¯aW¯b ,
δχ¯α˙b¯ =
√
2iσ¯3α˙αζα∂zϕ¯
b¯ −
√
2ζ¯α˙K b¯aWa .
(3.87)
By comparing (3.86) with (3.87), we most readily get
Qα =
∫
dx1dx2dz
[
−i
√
2σ0
αβ˙
χ¯β˙b¯W¯I +
√
2σ3
αβ˙
σ¯0β˙γχaγKab¯∂zϕ¯
b¯
]
,
Q¯α˙ =
∫
dx1dx2dz
[
i
√
2σ¯0α˙βχaβWa +
√
2σ¯3α˙βσ0βγ˙χ¯
γ˙b¯Ka¯b∂zϕ
a
]
,
(3.88)
where we have employed the equal-time anti-commutation relation
{χaα(x), χ¯b¯β˙(x′)} = iK b¯aδ(3)(x− x′)σ0αβ˙ . (3.89)
Hence, by explicitly computing the anti-commutators in (3.58), we get
Mαβ = −8
∫
dx1dx2dz εβγσ
03
α
γ W¯b¯∂zϕ¯
b¯ ,
M¯ α˙β˙ = −8
∫
dx1dx2dz σ¯03α˙γ˙ε
γ˙β˙Wa∂zϕ
a .
(3.90)
which, integrated, give the topological charges
Mαβ = −8
∫
dx1dx2 εβδσ
03
α
δ (W¯+∞ − W¯−∞) ,
M¯ α˙β˙ = −8
∫
dx1dx2 σ¯03α˙γ˙ε
γ˙β˙(W+∞ −W−∞) .
(3.91)
3.3.3 A simple example
Before concluding this section, we show a very simple example of explicit computation of
a BPS–domain wall profile.
Consider a supersymmetric theory where a single, ordinary chiral superfield Φ is
present and described by the Kähler potential and superpotential
K(Φ, Φ¯) = ΦΦ¯ , W (Φ) =
m2
λ
Φ− λ
3
Φ3 , (3.92)
with m > 0 and λ real parameters.
This model admits two distinct supersymmetric vacua given by
∂ΦW
!
= 0 ⇒ Φ±| = ϕ± = ±m
λ
, (3.93)
at which the superpotential takes the value W± = ±23 m
3
λ2
. let us assume that the vacuum
determined by ϕ− is reached when z → −∞, while the vacuum ϕ+ when z → +∞.
Let us choose α = 0, so that (3.83) is trivially satisfied. Then, in order to achieve
a positive tension for the domain wall configuration, in (3.82) the lower sign has to be
chosen, leading to
TDW = 4
3
m3
λ2
. (3.94)
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Figure 3.2 – The domain wall profile as specified by (3.96), where we chose m = 1
2
. The wall profile
interpolates between the asymptotic vacua ϕ− and ϕ+. Its width, highlighted in the figure on the right
and given by the region where ϕ evolves, is roughly estimated by ∼ 2/m.
Equivalently, we could have chosen α = pi and the upper sign in (3.82) obtaining the
same tension.
The domain wall profile is determined by the flow equation (3.74), which, in this
simple model, becomes
∂zϕ = ∓e
iα
λ
(
m2 − λ2ϕ¯2) = 1
λ
(
m2 − λ2ϕ¯2) . (3.95)
Since Imϕ = 0 is a solution to (3.95), we can assume the field ϕ to be real. Then, the
differential equation (3.95) is solved by
ϕ =
m
λ
tanh(mz) . (3.96)
It can be easily checked that this solution is such that lim
z→±∞ϕ(z) = ϕ±, as also depicted
in Fig. 3.2. The domain wall profile is nontrivial around z = 0: its width can be roughly
estimated from the region where the field ϕ varies, that is ∼ 2/m , as highlighted in
Fig. 3.2.
3.4 Domain Walls sourced by Membranes
We have introduced membranes and domain walls separately and indeed it seems that
they are objects that do not talk between one another: membranes are fundamental
BPS–objects, which are part of the spectrum of a theory; domain walls, instead, arise
only if the theory admits them as solitonic solutions. However, they are somewhat similar
in nature: they cover three spacetime directions and they are both BPS, spontaneously
breaking half of the bulk generators.
This section is devoted to explore how new domain wall solution can be generated by
membranes. After qualitatively describing how membranes may induce new domain walls,
we will pass to examine the mathematical properties that configurations which merge
membranes and domain walls enjoy.
3.4.1 Membranes creating new domain walls
The membranes that we introduced in Sections 3.1 and 3.2 are fundamental objects,
governed by actions of the form (3.6) or (3.39), using which they are directly included
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into a supersymmetric theory. Furthermore, they are structureless. That is, owing to
their very definition via the embedding (3.1) as hypersurfaces in the ambient superspace,
in the ordinary spacetime, when they are frozen in their ground state, they are strictly
hypersurfaces of codimension one. In the static gauge, for example, a membrane fully
covers the xi–directions, but it is just a point, z = z0, along the fourth.
The presence of charged membranes within a theory does not just serve to add more
energy to the system, but also to divide the spacetime into two regions with two different
potentials, as already explained in Section 1.3. Eventually, the sets of vacua on the two
sides of the membrane are different. Membranes, in other words, provide a new theory,
with new vacua and, within this theory, one might look for the admissible domain wall
solutions which interpolate between the vacua on one side to the others on the other
side. In this sense membranes and domain walls are extended objects that can coexist
and interestingly create new nonperturbative effects within a theory. Remarkably, an
ordinary chiral multiplet theory without membranes, may not admit any domain wall
solution (for example, if the theory has a trivial pi0(Mvac), because the vacuum is just
a point); however, once we couple a membrane to the theory, new vacua are born and
domain wall solutions can exist. In Section 3.4.5 we will indeed see a simple example
when this happens.
It is also important to remark that it is not obvious that domain walls ‘enclosing’ a
membrane may exist. A domain wall is in fact a full solitonic solution which includes
the backreaction of the scalars of the theory, as dictated by the flow equations and these,
generically, may not be possible to be solved, preventing the formation of a domain wall.
The study of the domain walls with a membrane at its core is the object of the next
sections, where we compute the energy and the central charges for such a configuration,
whenever a domain wall solution exists.
3.4.2 BPS-condition and flow equations
The analysis of BPS–domain wall solutions performed in (3.3) may be easily extended to
the case where membranes are present. Our aim is to explicitly show how the presence of
membranes can create new domain wall solutions. In order to ease the exposition, we
focus on the case where there is just a single, flat membrane which divides the spacetime
into two distinct regions. Moreover, we will work in the static gauge (3.12): the membrane
stretches along three spacetime directions, say xi with i = 0, 1, 2, and the transverse
direction is most readily identified with z ≡ x3. We also assume the membrane to be
fixed at z = 0, frozen in its ground state.
In the general case, some chiral, bulk superfields SA are coupled to the membrane,
as in Section 3.2. We assume them to be the three-form superfields (2.109), with chiral
expansion
SA = sA +
√
2θαψASα +
1
2
(∗FA4 + idA) θ2 , (3.97)
where the gauge three-forms AA3 appear in their highest components through the field
strengths FA4 . As in the previous section, we will work with the simplifying assumption
that the profile of the fields depends only on the coordinate z transverse to the membrane
sA ≡ sA(z) , ψASα ≡ ψASα(z) , AA3 ≡ AA3 (z) , dA ≡ dA(z) . (3.98)
90
3.4. Domain Walls sourced by Membranes
However we stress that the scalar fields sA(ϕ(z)) do actually depend on the sets of
the physical fields ϕa through which they can be expressed (see (2.110a)). We refer to
Section 2.4 for a detailed discussion regarding the correspondence between ordinary chiral
fields and three-form multiplets SA. Moreover, the physical fields sA (and ϕa) and ψA(S)
are continuous in the whole spacetime, although their derivatives may be discontinuous
at z = 0, where the membrane is encountered.
The full action describing the bulk and the membrane dynamics is
S = Sbulk + Smemb , (3.99)
where the bulk action, defined by the Lagrangian (2.112), is
Sbulk =
∫
d4xLbulk
=
∫
d4x
(∫
d4θK(Φ(P ), Φ¯(P )) +
[∫
d2θ Wˆ (Φ(P )) + c.c.
]
+ L˜bd
) (3.100)
and Smemb is given in (3.39). For simplicity we shall focus just on bosons and set the
fermions to zero. Then, the bulk action is the very same as that given in (2.121).
In order to get an ‘ordinary’ chiral theory and connect the present discussion with that
of the previous section, we have to get rid of the gauge three-forms. We then integrate
them out as
TAB(∗FˆB4 + ΥB) = −NA − qAΘ(z) , (3.101)
where the last term is due to the Wess-Zumino term of (3.39), which makes the constants
NA jump with the membrane charge.
As explained in Section 2.4, we then arrive at an on-shell Lagrangian of the form
Sbulk =
∫
d4xLbulk =
∫
d4x
[
−Kab¯∂zϕa∂zϕ¯b¯ − V (ϕ, ϕ¯)
]
. (3.102)
Importantly, due to the presence of the membrane, the potential on the two sides of the
membrane is different, being it specified by different constants, that is
V (ϕ, ϕ¯) = Θ(−z)V−(ϕ, ϕ¯) + Θ(z)V+(ϕ, ϕ¯) , (3.103)
with
V−(ϕ, ϕ¯) = K b¯a(NAVAa (ϕ) + Wˆa(ϕ))(NBV¯Bb¯ (ϕ¯) +
¯ˆ
Wb¯(ϕ¯)) ,
V+(ϕ, ϕ¯) = K
b¯a[(NA + qA)VAa (ϕ) + Wˆa(ϕ)][(NB + qB)V¯Bb¯ (ϕ¯) +
¯ˆ
Wb¯(ϕ¯)] .
(3.104)
The potential (3.103) can be seen as originating from the superpotential
W (ϕ) = Θ(−z)W−(ϕ) + Θ(z)W+(ϕ) (3.105)
with the usual relation V = K b¯aWaW¯b¯, where W− and W+ are, respectively, the on–shell
superpotential on the left and on the right of the membrane, which are partly dynamically
generated by the gauge three-forms and given by
W−(ϕ) ≡ NAVA(ϕ) + Wˆ (ϕ) and W+(ϕ) ≡ (NA + qA)VA(ϕ) + Wˆ (ϕ) . (3.106)
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It is also convenient to define
∆W (Φ) ≡W+(Φ)−W−(Φ) = qAVA(Φ) (3.107)
so that, when the scalar fields are evaluated at z = 0, Tmemb = 2|∆W |.
Generically, the classical vacua of the potentials V−(ϕ, ϕ¯) and V+(ϕ, ϕ¯) are different
and we may study the domain wall solutions which interpolate between the set of vacua
on the left of the membrane to those on the right. Let us then consider a vacuum ϕa−
on the left of the membrane and ϕa+ on the right. A domain wall is a solitonic solution
of the field equations which interpolates between ϕa−, which we may assume to be the
asymptotic field configuration at z → −∞, and ϕa+, which is reached at z → +∞; in
between, the fields may nontrivially vary.
We are still interested in BPS–domain walls and the preservation of (part of) the bulk
supersymmetry requires the supersymmetry variations of the fields to vanish over the
domain wall solution. Setting to zero the variations of the chiralini as in (3.71) leads to
the flow equation
∂zϕ
a = ∓eiϑKab¯W¯b¯ , (3.108)
with the superpotential defined in (3.105), provided that the supersymmetry parameters
satisfy the projection condition
α = ∓ieiασ3αα˙¯α˙ . (3.109)
Consistency with the κ-symmetry of the membrane requires that, at z = 0, the supersym-
metry parameter is identified with the κ-parameter:
α|z=0 != κα = −i qAV
A(ϕ)
|qAVA(ϕ)|
∣∣∣
z=0
σ3αα˙κ¯
α˙ . (3.110)
Setting ϑ ≡ arg[qAVA(ϕ)]|z=0, the previous relation implies that
eiα
!
= ±eiϑ (3.111)
needs to hold over the membrane worldvolume.
In the following sections we first compute, as we did for sourceless domain walls, the
tension of the domain wall-plus-membrane system and later the central charge. Finally,
we present a very simple example where we explicitly compute the domain wall solution
where a membrane is present.
3.4.3 Tension of a BPS-domain wall sourced by a single membrane
Even though a membrane is present, we may still define the tension of a domain wall
enclosing the membrane as in (3.77), where the action to be set on-shell is the full (3.99).
Once we set the three-forms on-shell on the two sides of the membrane, in order to
compute the tension, we can proceed as in Section 3.3.1. In fact, we may still rewrite the
action in the BPS–form
Sbos =
∫
d3x dz
[
−Kab¯
(
∂zϕ
a ± eiβK c¯aW¯c¯
)(
∂zϕ¯
b¯ ± e−iβK b¯dWd
)]
± 2
∫
d3x dz
d
dz
Re
(
We−iβ
)
−
∫
d3x dz δ(z)Tmemb .
(3.112)
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where β is an arbitrary real constant. and the superpotential is given in (3.105). In order
to perform the integration in the last line, let us notice that, from (3.105), we easily get
d
dz
W = Wa∂zϕ
a + ∆Wδ(z) (3.113)
and then (3.112) gives
Sbos =
∫
d3x dz
[
−Kab¯
(
∂zϕ
a ± eiβK c¯aW¯c¯
)(
∂zϕ¯
b¯ ± e−iβK b¯dWd
)]
± 2
∫
d3xRe
[
(W+∞ −W−∞)e−iβ
]
−
∫
d3x dz δ(z)
[
Tmemb ∓ 2Re(∆We−iβ)
]
.
(3.114)
Furthermore, although the superpotential is discontinuous, the integral of motion (3.83)
is present also here
d
dz
Im(We−iα) = 0 ⇒ Im [e−iα(W+∞ −W−∞)] = 0 . (3.115)
The third line of (3.114) includes the contributions localized over the membrane
worldvolume. However, upon using the consistency condition (3.111) between bulk
supersymmetry and κ–symmetry, they cancel out
Tmemb ∓ 2Re(∆We−iβ)|z=0 = Tmemb − 2Re(∆We−iϑ)|z=0 = 0 (3.116)
Hence, the on-shell action simply reads
TDW = 2 |W+∞−W−∞| Tension of a BPS domain wall sourced by a membrane (3.117)
which is formally equivalent to (3.117) with, however, the superpotential asymptotic
values computed from (3.105), in turn determined by the presence of the membrane.
3.4.4 Central charge of a BPS-domain wall sourced by a membrane
In the case where membranes are present, the topological charges which modify the
supersymmetry algebra have a twofold origin: first, they come from the very existence
of the membrane, in analogy with [84] and (3.66); moreover, another contribution come
from the full domain-wall configuration interpolating among vacua, in analogy with [83,
93] and our (3.91).
By combining (3.66) and (3.91), we immediately get the central charges for the whole
configuration of a domain wall supported by a static membrane
Mαβ = −8
∫
dx1dx2 εβδσ
03
α
δ (W¯+∞ − W¯−∞) ,
M¯ α˙β˙ = −8
∫
dx1dx2 σ¯03α˙γ˙ε
γ˙β˙(W+∞ −W−∞) ,
(3.118)
with the superpotential defined as in (3.105).
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3.4.5 A simple example
Consider a supersymmetric theory with just a single chiral superfield Φ and characterized
by
K(Φ, Φ¯) = ΦΦ¯ , W (Φ) = nΦ− 1
2
Φ2 , (3.119)
with n a real constant. This model exhibits just a single supersymmetric vacuum, located
at ϕ = n. Therefore, according to the discussion of Section 3.3, it is not possible to
construct any nontrivial domain wall within this theory.
However, in Section 2.4 we saw that the linear part of the superpotential in (3.119)
can be seen as generated by a single three-form multiplet. Namely, we consider a dual
three-form theore, described by the Lagrangian (2.112), with just one single three-form
multiplet S (as (2.78)), including a gauge three-form A3 in its components:
K(S, S¯) = SS¯ , Wˆ (S) = −1
2
S2 . (3.120)
Once the gauge three-form is integrated out, we reget the same theory as the one specified
by (3.119), where n is regarded as an arbitrary integration constant.
The true advantage of dealing with the theory in the form (3.120) is that now we can
couple a membrane, charged with charge q under the gauge three-form A3. Let us assume,
for simplicity, that the membrane is located at z = 0 and frozen in its static ground state.
Then, the membrane influences the equation of motion for the gauge three-forms as in
(3.101), making the constant n shift to n+ q once pass across z = 0. In turn, this implies
that the superpotential of the dual chiral multiplet theory is
W (Φ) = Wgen(Φ)− 1
2
Φ2 , (3.121)
where the dynamically generated part differs on the two sides:
Wgen(Φ) = (n+ qΘ(z))Φ . (3.122)
As a result, two different potentials on the two sides of the membrane originate, each one
with its own suspersymmetric vacuum, determined by
∂ΦW−
!
= 0 ⇒ Φ−| = n ,
∂ΦW+
!
= 0 ⇒ Φ+| = n+ q ,
(3.123)
with W+ and W− defined from (3.121) as
W =: W−Θ(−z) +W+Θ(z) . (3.124)
At the vacua, the superpotential is
W−∞ =
c2
2
, W+∞ =
(c+ q)2
2
. (3.125)
Now, domain walls can exist which interpolate between Φ− and Φ+ from the left to the
right of the membrane.
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Let us now determine α. The integral of motion (3.115) implies that
Im(e−iαW+∞) ≡ C ≡ Im(e−iαW−∞) (3.126)
with C a fixed constant. Consistency with (3.125) and positivity of the domain wall
tension (3.117) requires C = 0 and α = 2pik, k ∈ Z, for the upper sign choice or
α = (2k + 1)pi for the lower sign in (3.114). Then, the flow equations (3.108) become{
∂zϕ = −ϕ¯+ c for z < 0
∂zϕ = −ϕ¯+ c+ k for z > 0
(3.127)
Further assuming ϕ to be real for simplicity, these are simply solved by{
ϕ(z) = n for z < 0
ϕ(z) = n+ q(1− e−z) for z > 0 (3.128)
where the integration constants are determined requiring ϕ to be continuous at z = 0.
The wall profile is plotted in Fig. 3.3.
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Figure 3.3 – The domain wall profile described by (3.128). The membrane is located at z = 0: there,
although ϕ is continuous, is derivative is not. In yellow is highlighted the region where the scalar field
varies.
This example should have made concrete an important, remarkable physical fact that
was drawn in the general discussion at the beginning of this section: the very existence of
membranes open the possibilities of getting new vacua, eventually connected by domain
walls as examined here.
3.5 Strings in Supersymmetry
In Section 2.5 we have seen how to construct generic supersymmetric Lagrangians
containing some linear multiplets LΛ, which play the role of super-field strengths for
some gauge two-forms BΛ2 . Within such a framework, we may then consider fundamental,
structureless objects which electrically couple to BΛ2 . These objects are fundamental
strings, of the kind which we already introduced in Section 1.5: they are structureless
objects, namely of strictly codimension two. Here, however, we would like to take a step
forward: we want to write down an action for strings, generically coupled to the BΛ2 gauge
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fields, in a manifestly supersymmetric way. The strategy which we follow is the same as
the one we adopted for membranes in the Sections 3.1 and 3.2.
A fundamental string, whose worldsheet is parametrized by the coordinates ζi (i = 1, 2),
spans a superspace hypersurface S which is described by the superspace embedding
ζi 7→ S : zM (ξ) = (xm(ζ), θα(ζ), θ¯α˙(ζ)) . (3.129)
Consequently, we define the induced metric on the string as
γij ≡ Eai ηabEbj , (3.130)
where we have introduced the pull–backs of the target superspace supervielbein
Eai (ζ) ≡ ∂izM (ζ)EaM (z(ζ)) . (3.131)
Furthermore, it is necessary to promote the gauge two-forms BΛ2 to a super–gauge two-
form BΛ2 whose lowest bosonic component just coincides with BΛ2 . As we will see shortly,
the super–gauge two-form BΛ2 are defined in terms of the linear multiplets LΛ, exactly as
AA3 in (3.35) are defined by the potentials PA.
Equipped with these ingredients, we can introduce the supersymmetric action for a
fundamental string:
Sstring = −
∫
S
d2ζ |eΛLΛ|
√
−detγ + eΛ
∫
S
BΛ2 . (3.132)
The first part of the action (3.132) encodes the dynamics of the string and defines the
string tension
Tstring = |eΛlΛ| . (3.133)
The second part of the action (3.132), that is the Wess-Zumino term, expresses the
coupling of the gauge two-forms BΛ2 to the string with charges eΛ.
As stressed for membranes, the super-two-form BΛ2 is defined in terms of closed
super-field strength three-form HΛ3 = dBΛ2 ,
HΛ3 = dB
Λ
2 = −2iEa ∧ Eα ∧ E¯α˙σaαα˙LΛ
+ Eb ∧ Ea ∧ Eασab αβDβLΛ + Eb ∧ Ea ∧ E¯α˙σ¯abβ˙ α˙D¯β˙LΛ
+
1
24
Ec ∧ Eb ∧ Eaabcd σ¯dα˙α[Dα, D¯α˙]LΛ ,
(3.134)
and it is the unique closed super-three-form which can be constructed from the linear
multiplets [95]. It can be immediately seen that its lowest bosonic component is
HΛ3 | = HΛ3 = dBΛ2 (3.135)
so that (3.132) reduces to (1.71) once we restrict to the bosonic components.
As for the membrane action (3.6) and (3.39), the string action (3.132) is invari-
ant under worldsheet reparametrizations by construction. Moreover, it enjoys a local,
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fermionic κ-symmetry specified by the parameters κα(ζ) and κ¯α˙(ζ). As is demonstrated
in Section 3.5.1, requiring
δκSstring
!
= 0 (3.136)
implies that the fermionic parameters κα(ζ) and κ¯α˙(ζ) obey the projection conditions
κα = − eΛL
Λ
|eΛLΛ|Γα
βκβ , κ¯
α˙ = − eΛL
Λ
|eΛLΛ| Γ¯
α˙
β˙κ¯
β˙ , (3.137)
where we have defined
Γα
β ≡ 1√−detγ 
ijEai E
b
j (σab)α
β , Γ¯α˙β˙ ≡
1√−detγ 
ijEai E
b
j (σ¯ab)
α˙
β˙ . (3.138)
satisfying
Γα
γΓγ
β = δβα , Γ¯
α˙
γ˙Γ¯
γ˙
β˙ = δ
α˙
β˙
. (3.139)
3.5.1 Proof of κ–symmetry
In this section we provide a detailed demonstration of the κ-symmetry of the string action
(3.132). We want to show that the variation of the string action (3.132) is zero under
local fermionic transformations, specified by the parameters κα(ζ) and κ¯α˙(ζ), provided
that the local parameters satisfy (3.137). The action of such transformations on the
super-vielbeins is given by (3.40) and (3.41).
We split the variation of (3.132) into two pieces, the variation of the Nambu-Goto
part and that of the Wess-Zumino part
δκSstring = δκSstring,NG + δκSstring,WZ . (3.140)
The variation of the Nambu-Goto part Sstring,NG can be easily computed by first
rewriting the world-sheet measure as
d2ζ
√−γ = −1
2
∗2Ea ∧ Ea , (3.141)
where we have defined the action of worldvolume Hodge duality operation ∗2 as
∗2EM ≡ dξi√−γijγjlEMl . (3.142)
Then, using (3.41), we immediately get
δSstring,NG =
∫
S
∗2Ea ∧ δEa |eΛLΛ| −
∫
S
d2ζ
√−γ eΣL
Σ
|eΣLΣ|eΛ
(
καDαL
Λ + κ¯α˙D¯
α˙LΛ
)
= −2i
∫
S
∗2Ea ∧ Eασaαα˙κ¯α˙|eΛLΛ|+ 2i
∫
S
∗2Ea ∧ κασaαα˙E¯α˙|eΛLΛ|
−
∫
S
d2ζ
√−γ eΣL
Σ
|eΣLΣ|eΛκ
αDαL
Λ −
∫
S
d2ζ
√−γ eΣL
Σ
|eΣLΣ|eΛκ¯α˙D¯
α˙LΛ ,
(3.143)
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The variation of the Wess-Zumino term is
δSstring,WZ = eΛ
∫
S
δκB
Λ
2 = eΛ
∫
S
(iκdB
Λ
2 + d iκB
Λ
2 ) = eΛ
∫
S
iκH
Λ
3 . (3.144)
where, in order to get the second equality, we have assumed that the string has no
boundary. Using (3.40), from (3.134), we get
iκH
Λ
3 = − 2iEa ∧ Eα(σaκ¯)αLΛ + 2iEa ∧ (κσa)α˙E¯α˙LΛ
− Eb ∧ Ea(κσab)βDβLΛ + Eb ∧ EaD¯β˙LΛ(σ¯abκ¯)β˙ .
(3.145)
By using
Ea ∧ Eα σaαα˙ = −∗2Ea ∧ Eβσaβα˙Γ¯α˙α˙ ,
Ea ∧ E¯α˙ σ¯α˙αa = ∗2Ea ∧ E¯α˙σ¯α˙βa Γβα ,
(3.146)
the first line may be written as
2i∗2Ea ∧ Eα(σa Γ¯κ¯)αLΛ − 2i∗2Ea ∧ E¯α˙(σ¯a Γκ)α˙LΛ ; (3.147)
indeed, by means of the identities
d2ζ
√−γ Γ = Ea ∧ Ebσab ,
d2ζ
√−γ Γ¯ = −Ea ∧ Ebσ¯ab .
(3.148)
the second line becomes
− d2ζ√−γ (κΓ)βDβ − d2ζ
√−γ (κ¯Γ)β˙D¯β˙LΛ . (3.149)
Hence
δSstring,WZ = 2ieΛ
∫
S
∗2Ea ∧ Eα(σa Γ¯κ¯)αLΛ − 2ieΛ
∫
S
∗2Ea ∧ Eα˙(σ¯a Γκ)β˙LΛ
− eΛ
∫
S
d2ζ
√−γ (κΓ)βDβLΛ − eΛ
∫
S
d2ζ
√−γ (κ¯Γ¯)β˙D¯β˙LΛ
(3.150)
Then, it is immediate to see that (3.150) cancels (3.143) provided that
κα = − eΛL|eΛL|Γα
βκβ , κ¯
α˙ = − eΛL|eΛL| Γ¯
α˙
β˙κ¯
β˙ . (3.151)
3.5.2 Membranes ending on Strings
In Section 3.2 we just considered membranes without any boundary: these could be, for
instance, membranes which are infinitely stretched along three spacetime direction, as
hyperplanes, or closed membranes. This assumption was crucial, in Section 3.2.1, to
demonstrate the κ-symmetry of the membrane action (3.39) (see, in particular, (3.49)
and (3.48), where this hypothesis enters). Let us now re-examine the issue, assuming
that the membrane ends on a string, that is
∂M = S (3.152)
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Figure 3.4 – A membrane, coupled to the gauge three-forms AA3 , whose boundary is a BPS–string,
coupled to the gauge two-forms BΛ2 .
as depicted in Fig. 3.4. Then, even though we assume the κ-symmetry parameter to
satisfy (3.38), the membrane action (3.39) is not κ-symmetric, due to the boundary term
δSmemb|κ = qA
∫
∂M
iκA
A
3 . (3.153)
This lack of variation clearly prevents us to consider such membranes as BPS-objects. How-
ever, this is not the end of the story. Assume that the boundary is a BPS–string described
by an action of the same form as (3.132). The full variation under κ–transformations at
the junction is then
(δSmemb + δSstring)|κ = δSstring,NG|κ + eΛ
∫
S
iκH
Λ
3 + qA
∫
S
iκA
A
3 (3.154)
with κ obeying (3.38). It is therefore reasonable to try to cancel the last membrane
contribution by appropriately modifying the string Nambu-Goto term. In order to see
what such a modification has to be, rewrite qA = eΛcΛA, so that (3.154) becomes
(δSmemb + δSstring)|κ = δSstring,NG|κ + eΛ
∫
S
iκ
(
HΛ3 + c
Λ
AA
Λ
3
)
. (3.155)
With respect to (3.144) that we encountered in proving the κ-symmetry of BPS–strings,
here the field strengths HΛ3 are gauged by some combinations of the three-form potentials
coupling to the membrane. A direct inspection of (3.155), recalling the definitions of
super-forms (3.35) and (3.134), shows that the variation (3.155) is zero provided that we
modify the Nambu-Goto term of the BPS-string as
Sstring,NG = −
∫
S
d2ζ |eΛLˆΛ|
√
−detγ , (3.156)
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where the old linear multiplets LΛ are replaced by their gauged versions
LˆΛ ≡ LΛ + cΛAPA , (3.157)
and if the parameters κ, beside satisfying (3.38), also obey the projection conditions
(3.137). The projections (3.38) and (3.137) are, in general, two independent conditions
that the spinor κ has to satisfy. These both halves the number of the independent
parameters, making the junction a 14–BPS object.
To summarize, the full supersymmetric action of a membrane, coupled to the bulk
scalars sA and charged under the gauge three-forms AA3 , whose boundary is a string,
charged under the gauge two forms BΛ2 , is
SBPS-junction = −2
∫
M
d3ξ |eΛcΛASA|
√−det h + eΛcΛA
∫
M
AA3 +
−
∫
S
d2ζ |eΛLˆΛ|
√
−detγ + eΛ
∫
S
BΛ2 ,
(3.158)
with the superfields SA and LˆΛ defined in (3.32) and (3.157).
3.6 Spacetime filling 3-branes
Finally, to complete the hierarchy of four-dimensional BPS-objects, let us consider 3-
branes. For the moment, let us assume that these objects fill the whole spacetime with
their worldvolume W and do not have boundaries. We should expect that 3-branes
couple to some gauge four-forms CI4 . As discussed in Section 2.6, the variant chiral
superfields (3.33) are those which properly contain (real) gauge four-forms in their highest
components and we may use them to construct the super-four-form potentials
CI4 = E
b ∧ Ea ∧ E¯α˙ ∧ E¯β˙ σ¯ab α˙β˙ΓI + Eb ∧ Ea ∧ Eα ∧ Eβσab αβΓ¯I
− 1
6
Ec ∧ Eb ∧ Ea ∧ E¯α˙abcdσdαα˙DαΓI +
1
6
Ec ∧ Eb ∧ Ea ∧ Eαabcdσdαα˙D¯α˙Γ¯I
+
i
96
Ed ∧ Ec ∧ Eb ∧ Eaabcd
(
D2ΓI − D¯2Γ¯I) .
(3.159)
Its lowest bosonic component can be immediately computed from (2.173) and is
CI4| =
1
4!
(2 Imf IΓ)εmnpqdx
m ∧ dxn ∧ dxp ∧ dxq
=
1
4!
CImnpqdx
m ∧ dxn ∧ dxp ∧ dxq = CI4
(3.160)
This is formally similar to the super-field strength (3.33) of three-form potentials. As
such, also CI4 is closed
dCI4 = 0 . (3.161)
We can immediately write down a BPS-action for 3-branes as
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Figure 3.5 – A 3-brane, coupled to the gauge four-forms CI4, whose boundary is a BPS–membrane,
coupled to the gauge three-forms AA3 .
S3-brane = µI
∫
W
CI4 (3.162)
where we have not included any Nambu-Goto term. In fact, owing to the closure of CI4 and
assuming that the 3-brane has no boundary, the action (3.162) is already κ–symmetric,
the proof of κ–symmetry being trivial
δκS3-brane = µI
∫
W
(
iκdC
I
4 + diκC
I
4
)
= 0 , (3.163)
with no projection condition over the parameters κ. In other words, we may directly
choose κ to be the spacetime supersymmetry parameter and the 3-brane worldvolume
still enjoys the full N = 1 supersymmetry.
3.6.1 3-branes ending on membranes
The (trivial) proof of κ-symmetry for 3-branes in (3.163) relies on the fact that 3-branes
do not have any boundary. However, let us now assume that this is not the case and,
rather, that the 3-brane ends on a BPS–membrane, that is ∂W =M (see Fig. 3.5). Then,
the variation under κ-transformations of the the 3-brane action (3.163) is no more zero,
due to the boundary contribution
δκS3-brane = −µI
∫
∂W
iκC
I
4 = −µI
∫
M
iκC
I
4 . (3.164)
Therefore, over the membrane worldvolume, the full variation of the action is
δSmemb + δS3-brane = δSmemb,NG|κ + qA
∫
M
iκF
A
4 − µI
∫
M
iκC
I
4 . (3.165)
We may hope to cancel the last, 3-brane boundary contribution by conveniently modifying
the Nambu-Goto part of the membrane action. In order to achieve this, let us decompose
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µI = qAQ
A
I , so that the variation reads (3.165)
δSmemb + δS3-brane = δSmemb,NG|κ − qA
∫
M
iκ
(−FA4 +QAI CI4) (3.166)
Remarkably, in the last modified Wess-Zumino term appear the gauged four-forms
−FA4 |+QAI CI4| = dAA3 +QIACI4 (3.167)
Recalling the definitions (3.33) and (3.159), from the proof of membrane κ-symmetry
that we gave in Section 3.2.1, it is immediate to see that (3.166) vanishes provided that
the κ–parameter does obey (3.38) and the Nambu-Goto part of the membrane action is
modified as
Smemb,NG = −2
∫
M
d3ξ |qASˆA|
√−det h (3.168)
where the chiral three-form multiplets SA are substituted by their gauged versions
SˆA ≡ SA − iQAI ΓI . (3.169)
To summarize, the full supersymmetric action of a 3-brane whose boundary is a
membrane, coupled to the bulk scalars sA and charged under the gauge three-forms
AA3 , is
SBPS-region = −2
∫
M
d3ξ |qASˆA|
√− det h + qA
∫
M
AA3 + qAQ
A
I
∫
W
CI4 (3.170)
with the superfields SˆA defined in (3.169).
Moreover, the action (3.170) is invariant under the combined gauge transformation:
C4
I → C4I + dΛI3 , (3.171a)
AA3 → AA3 − qAQAI ΛI3 , (3.171b)
where, in analogy with (3.134), ΛI3 is defined as
ΛI3 =−2iEa ∧ Eα ∧ E¯α˙σaαα˙ΞI
+ Eb ∧ Ea ∧ Eασab αβDβΞI + Eb ∧ Ea ∧ E¯α˙σ¯abβ˙ α˙D¯β˙ΞI
+
1
24
Ec ∧ Eb ∧ Eaabcd σ¯dα˙α[Dα, D¯α˙]ΞI .
(3.172)
Indeed, (3.171) provides the supersymmetric promotion of the bosonic gauge transforma-
tion foreseen in (1.55).
3.7 A hierarchy of objects, a hierarchy of gaugings
We conclude this chapter by providing the complete actions coupling the bulk theories
examined in Chapter 2 with the extended objects just introduced. We will outline,
for each of the cases examined, the physical consequences, for the bulk theory, of the
introduction of the extended objects.
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Three-forms coupled to membranes
The complete action describing the coupling of a single membrane (which we assume
to be localized at z = 0) to gauge three-form is obtained combining (2.121) with (3.39).
We get
S|bos = −
∫
Σ
Kab¯dϕ
a ∧ ∗dϕ¯b¯
−
∫
Σ
[1
2
TABF
A
4 ∗FB4 + TABΥAFB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FA4 + ΥA)AB3
− 2
∫
M
d3ξ |qAVA(ϕ)|
√−det h + qA
∫
M
AA3 ,
(3.173)
where Σ denotes the four-dimensional spacetime. Integrating out the gauge three-forms
leads to the equations of motion
TAB(∗FB4 + ΥB) = −NA − qAΘ(z) , (3.174)
with NA real constants. The resulting on-shell theory is the ordinary theory
S|bos =
∫ [
−Kab¯dϕa ∧ ∗dϕ¯b¯ − V (ϕ, ϕ¯) ∗ 1
]
. (3.175)
where, however, the potential is different on the two sides of the membrane
V (ϕ, ϕ¯) = Θ(−z)V−(ϕ, ϕ¯) + Θ(z)V+(ϕ, ϕ¯) (3.176)
with
V−(ϕ, ϕ¯) = K b¯a(NAVAa (ϕ) + Wˆa(ϕ))(NBV¯Bb¯ (ϕ¯) +
¯ˆ
Wb¯(ϕ¯)) ,
V+(ϕ, ϕ¯) = K
b¯a[(NA + qA)VAa (ϕ) + Wˆa(ϕ)][(NB + qB)V¯Bb¯ (ϕ¯) +
¯ˆ
Wb¯(ϕ¯)] .
(3.177)
Therefore, the role of a membrane is to make the constants NA, which appear in the
superpotential (2.99), jump of an amount given by the charge of the membrane, as
depicted in Fig. 3.6.
Three- and four-forms coupled to membranes and 3-branes
Combining (2.199) with (3.170) we can build up the action which couples, at once,
gauge three- and four-forms to membranes and 3-branes, with the latter having the former
as boundaries:
S|bos = −
∫
Σ
Kab¯dϕ
a ∧ ∗dϕ¯b¯
−
∫
Σ
[1
2
TABFˆ
A
4 ∗FˆB4 + TABΥAFˆB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FˆA4 + ΥA)AB3 +
∫
Σ
QbgI CI4
− 2
∫
M
d3ξ |qAVA(ϕ)|
√−det h + qA
∫
M
AA3 + qAQ
A
I
∫
W
CI4 .
(3.178)
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Figure 3.6 – The presence of a membrane of charges qA under the gauge three-forms AA3 influences
the potential, for the constant NA shift making the potential change its shape on the two sides of the
membrane.
Again the dual, on-shell chiral theory has the very same form as (3.175) and, owing to
the presence of membranes, the potential is generically different on the two sides of the
membrane. The equations of motion for the gauge three-forms AA3 are as in (3.174);
additionally, here, in order to get the ordinary chiral theory, we also need to integrate out
the gauge four-forms CI4 , obtaining
−TAB(∗FˆB4 + ΥB)QAI + qAQAI −QbgI = 0 , (3.179)
in all the spacetime. Indeed, the action (3.178) provides the globally supersymmetric
version of the model introduced in Section 1.4.1. The role of 3-branes having membranes
as boundaries is to ‘accompany’ the changing of the tadpole cancellation condition due to
the change of the constants NA.
Two-forms coupled to strings
In the absence of a superpotential for the chiral fields Φa, merging (2.150) with (3.132)
we get the full action describing a BPS–string coupled to a bulk theory where both linear
and chiral multiplets are present
S|bos =
∫
Σ
(
−Fab¯dϕa ∧ ∗dϕ¯b¯ +
1
4
FΛΣdl
Λ ∧ ∗dlΣ + 1
4
FΛΣHΛ3 ∧ ∗HΣ3
)
+
∫
Σ
(
i
2
Fa¯Σ dϕ¯
a¯ ∧HΣ3 + c.c.
)
−
∫
S
d2ζ |eΛlΛ|
√
−detγ + eΛ
∫
S
BΛ2 .
(3.180)
In the electro-magnetic dual theory, after transversing a string, the axions shift with the
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charge of the string
aΛ → aΛ + eΛ . (3.181)
Two- and three-forms coupled to a BPS-junction
The full action that governs the coupling of a BPS–junction to a bulk theory is
obtained from (2.170) and (3.158):
S|bos =
∫
Σ
(
−Fab¯dϕa ∧ ∗dϕ¯b¯ +
1
4
FΛΣdl
Λ ∧ ∗dlΣ + 1
4
FΛΣHˆΛ3 ∧ ∗HˆΣ3
)
+
∫
Σ
(
i
2
Fa¯Σ dϕ¯
a¯ ∧ HˆΣ3 + c.c.
)
−
∫
Σ
[1
2
TABF
A
4 ∗FB4 + TABΥAFB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FA4 + ΥA)AB3
−
∫
S
d2ζ |eΛlΛ|
√
−detγ + eΛ
∫
S
BΛ2
− 2
∫
M
d3ξ |eΛcΛAVA(ϕ)|
√−det h + eΛcΛA
∫
M
AA3 .
(3.182)
Transversing both the string and the membrane, combining the results (3.174) and (3.181),
we get the combined shift
NA → NA + eAcΛA , aΛ → aΛ + eΛ . (3.183)
In dual, ordinary chiral theory described by the superpotential (2.162)
W (Φ;T ) = NAVA(Φ)− cAΛTΛVA(Φ) + Wˆ (Φ) (3.184)
the shift (3.183) has no net effect! In other words, a BPS–junction so built connects two
equivalent theories sharing the same potential. This is depicted in Fig. 3.7.
Two-, three- and four-forms coupled to a BPS-junction and a BPS-region
As an example of more complete networks that we can build with the objcets presented
in this chapter, we consider the simultaneous presence of a BPS–junction and a BPS–
region within the same theory. Combining (2.199) and (2.170) with (3.158) and (3.170),
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Figure 3.7 – Crossing simultaneously a string and a membrane ending on the string makes the constants
NA and the axions aΛ to shift so as the potential is left invariant on the two sides.
we get the full action
S|bos =
∫
Σ
(
−Fab¯dϕa ∧ ∗dϕ¯b¯ +
1
4
FΛΣdl
Λ ∧ ∗dlΣ + 1
4
FΛΣHˆΛ3 ∧ ∗HˆΣ3
)
+
∫
Σ
(
i
2
Fa¯Σ dϕ¯
a¯ ∧ HˆΣ3 + c.c.
)
−
∫
Σ
[1
2
TABFˆ
A
4 ∗FˆB4 + TABΥAFˆB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FˆA4 + ΥA)AB3 +
∫
Σ
QbgI CI4
−
∫
S
d2ζ |eΛlΛ|
√
−detγ + eΛ
∫
S
BΛ2
− 2
∫
M
d3ξ |eΛcΛAVA(ϕ)|
√−det h + eΛcΛA
∫
M
AA3
− 2
∫
M′
d3ξ |qAVA(ϕ)|
√−det h + qA
∫
M′
AA3
+ qAQ
A
I
∫
W
CI4 .
(3.185)
The worldvolumes are chosen as
∂M = S , ∂W =M′ , (3.186)
and the membranes described by the worldvolumesM andM′ span different hypersurfaces
(for example, one lozalized at z = 0, the other at z = z0 6= 0). In fact, a membrane which
serves as the boundary of a 3-brane cannot simultaneously end on a string, otherwise the
latter would be ‘the boundary of a boundary’. Consistency then requires the compatibility
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condition
QAI c
Λ
A = 0 (3.187)
to hold. In turn, this implies that the gauge three-forms that are gauged by four-forms as
in (2.194) do not simultaneously participate to the gauging of three-form field strength
as in (2.165).
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PART IIHIERARCHY OF FORMS AND
EXTENDED OBJECTS IN
SUPERGRAVITY

4 Hierarchies of forms and gaugings in
supergravity
As of now, we have extensively explored the implementation of p–forms into globally
supersymmetric multiplets and how to construct their super-field strengths, whenever a
gauge invariance is present. With such multiplets, we were also able to couple extended
objects to generic N = 1 supersymmetric theories by preserving totally or partially the
supersymmetry of the bulk theory.
This chapter is devoted to the extension of the results of Chapters 2 and 3 to locally
supersymmetric theories. Preliminarily, however, we will briefly introduce the super-
Weyl invariant approach to supergravity [96, 97] which is further examined in greater
details in Appendix D. For our purposes, the super-Weyl invariant approach has some
advantages: still relying on the superfield formalism, it allows us to write manifestly
supersymmetric invariant action, and the components of super-Weyl invariant Lagrangians,
up to some proper covariantizations, have a striking resemblance to those of globally
supersymmetric Lagrangians. The apparent price to be paid is the introduction of an
unphysical compensator which, as we will see, will indeed be a useful tool to achieve a
canonical normalization of the Einstein-Hilbert term with a little effort.
Such a formalism will allow us to easily generalize the globally supersymmetric results
to locally supersymmetric theories: we will be able to introduce gauge three-forms in any
given N = 1 supergravity theory to dynamically generate F -term potentials, introduce
gauge four-forms to constrain the constants that we may so generate and couple gauge
two-forms, included in linear multiplets eventually gauged by three-form multiplets. As
in the Chapter 2, we will end up with a now locally supersymmetric theory where a
hierarchy of forms is present. What is developed in this chapter will serve as the basic
framework to study and reformulate effective theories originating from compactification
of string/M-theory.
4.1 The super-Weyl invariant approach to Supergravity
Although discussed in details in Appendix D, in order to keep this chapter self-contained,
we briefly summarize the super-Weyl invariant approach to supergravity. Consider a
theory with n chiral multiplets Φi, whose components
Φi = {ϕi, χiα, F i(Φ)} (4.1)
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contain propagating complex scalars ϕi and Weyl-fermions χiα and the nonpropagating
complex scalar fields F i(Φ). The promotion of supersymmetry to a local symmetry of the
theory further introduces new degrees of freedom, collected into the supergravity multiplet
R = {ema , ψmα , Ga,M} (4.2)
where ema is the veilbein encoding the propagating bosonic degrees of the graviton, ψmα is
the gravitino, the fermionic superpartner of the graviton, and the nonpropagating fields
Ga and M are a real vector and a complex scalar, required for a proper definition of R
as an off-shell multiplet. Up to two derivatives, the most general, locally supersymmetric
Lagrangian which describes the coupling of the chiral multiplets Φi to the supergravity
multiplet R is
L =
∫
d4θ E Ω(Φ, Φ¯) +
(∫
d2Θ 2EW (Φ) + c.c.
)
. (4.3)
Here we have denoted with E the Berezinian super-determinant of the super-vielbein
EAM and d
2Θ 2E the chiral superspace measure, which is the covariantization of ∫ d2θ
of global supersymmetry. The Lagrangian is then fully specified by the kinetic section
Ω(Φ, Φ¯), which defines the Kähler potential K(Φ, Φ¯) as
Ω(Φ, Φ¯) ≡ −3 e− 13K(Φ,Φ¯) , (4.4)
and the holomorphic superpotential W (Φ).
In N = 1 supergravity, the chiral fields Φi describe a Hodge–Kähler manifold, namely
a Kähler manifold Mscalar such that there exists a line bundle L → Mscalar, whose
first Chern class equals the cohomology class of the Kähler form J : c1(L ) = [J ]. The
superpotential W (Φ), as well as the chiralini χiα, the gravitino ψmα and the auxiliary
fields F iΦ, M are then interpreted as sections of the line bundle L . Then, once a Kähler
transformation is performed
K(Φ, Φ¯)→ K(Φ, Φ¯) + h(Φ) + h¯(Φ¯) , (4.5)
also the superpotential nontrivially transforms
W (Φ)→ e−h(Φ)W (Φ) , (4.6)
along with the fermions and the auxiliary fields. This makes the Kähler invariance of the
Lagrangian (4.3) not manifest. In fact, if we want to recover its Kähler invariance, we
additionally need to exploit super-Weyl transformations. These, which are a superspace
generalization of the more common Weyl transformations, act on the supervielbeins so
that the superspace measures get transformed to
d4θ E → d4θ E e−Υ+Υ¯3 , d2Θ 2E → d2Θ 2E eΥ , (4.7)
with Υ a generic chiral field, compensating (4.5) and (4.6) by choosing Υ = h(Φ).
One might wonder whether there exists a smarter way to implement the Kähler
invariance in supergravity Lagrangians of the kind of (4.3), which does not need the pass
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through super-Weyl transformations. The answer resides in the so-called super-Weyl
invariant approach, first introduced in [96]. At the core of the approach is the introduction
of an unphysical chiral field U , serving the role of a compensator, which transforms, under
super-Weyl transformations, as
U → eΥU . (4.8)
We then introduce a new set of n + 1 chiral superfieldsZa, a = 1, . . . , n. These carry
a dependence on both the compensator U and the physical superfields Φi, which can
however be split as
Za(U,Φ) = Uga(Φ) (4.9)
where ga(Φ) are holomorphic sections, which depend on the physical fields only and are
inert under super-Weyl transformations. We rewrite (4.3) as
L =
∫
d4θ EK(Z, Z¯) +
(∫
d2Θ 2E W(Z) + c.c.
)
, (4.10)
Here, K(Z, Z¯) and W(Z) satisfy the homogeneity properties
K(λZ, λ¯Z¯) = |λ| 23K(Z, Z¯) , W(λZ) = λW(Z) . (4.11)
and, extracting the compensator U using (4.9), are then related to the usual Kähler
potential K(Φ, Φ¯) and superpotential W (Φ) via
K(Z, Z¯) ≡ −3|U | 23 e−K(Φ,Φ¯)3 , W(Z) ≡ 1
M3P
UW (Φ) , (4.12)
where we have set K(Φ, Φ¯) ≡ K(g(Φ), g¯(Φ¯)) and W (Φ) ≡ W (g(Φ)). It is immediate
to check that, using (4.9) and (4.11), the Lagrangian (4.10) is invariant under the sole
super-Weyl transformations. Moreover, the Kähler invariance is here manifest, in fact
emerging as the residual freedom in the parametrization (4.9). That is, (4.9) is unaffected
by the transformations
U → eh(Φ)U , g(Φ)→ e−h(Φ)g(Φ) , (4.13)
which, applied to (4.12), clearly reproduce the transformations (4.5)–(4.6).
As anticipated above, the super-Weyl invariant approach has also virtues at the level
of the bosonic components. From (4.10) we get the bosonic Lagrangian
e−1Lbos = −1
6
KR−Kab¯DµzaD¯µz¯b +Kab¯faf¯ b +
(
Wˆafa + c.c.
)
. (4.14)
where we have defined fa ≡ M¯za − F aZ and introduced the derivatives
Dµz
a = ∂µz
a + iAµz
a with Aµ =
3i
2K (Ka∂µz
b −Kb¯∂µz¯b) . (4.15)
which are covariant with respect to the U(1)–bundle associated to L .
113
Chapter 4. Hierarchies of forms and gaugings in supergravity
The bosonic components (4.14) have an astonishingly simple form: beside the intro-
duction of the covariant derivatives and the curvature term, they are formally equal to
those of rigid superymmetry (see, for example, (2.41))! However, such a neat appearance
is just the result of a hidden redundancy in the Lagrangian (4.14), that is the dependence
on the super-Weyl compensator U . The presence of U can indeed be used in our favor in
order to immediately pass to the Einstein-frame. Concretely, we gauge fix U in such a
way that its lowest bosonic component u is
u = M3P e
1
2
K(ϕ,ϕ¯) , (4.16)
which sets, for instance, K = −3M2P and, as explained in Section D.2, leads to the usual
supergravity Lagrangian
e−1Lbos = 1
2
M2PR−M2PKi¯∂mϕi∂mϕ¯¯ − V (ϕ, ϕ¯) , (4.17)
where the potential V (ϕ, ϕ¯) is given by the usual Cremmer et al. formula [98]
V (ϕ, ϕ¯) =
eK
M2P
(
K ¯iDiWD¯¯W¯ − 3|W |2
)
. (4.18)
4.2 Gauge three-forms and F-term potential
In Chapter 2, across the Sections 2.1 to 2.4, we have seen how to implement gauge
three-forms into globally supersymmetric theories with arbitrary Kähler potential and su-
perpotential. Presently, we shall see how to generalize those constructions to supergravity
theories by using the super-Weyl invariant formalism introduced in the previous section.
Here, rather than reproducing each of the cases examined in Chapter 2 separately one by
one, we will directly use the more general recipe given in Section 2.4. Namely, we shall
start with a master Lagrangian with a generic number of chiral multiplets and three-forms
and relate them via master three-form multiplets. We shall however see how, from this
generic viewpoint, the local versions of the models of Sections 2.3 and 2.2 are retrieved.
Consider a superpotential of the form
W(Z) = NAVA(Z) + Wˆ(Z) . (4.19)
Here NA, A = 0, . . . , N , are real constants and consistency with the homogeneity prop-
erties (4.11) require the periods VA(Z) and the additional superpotential contribution
Wˆ(Z) to be homogeneous of degree one. Our goal, as in Section 2.4, is to generate, via
gauge three-forms, a contribution to the potential which generates the same effect as the
superpotential
Wgen(Z) = NAVA(Z) . (4.20)
By extracting the compensator U as
VA(Z) = UVA(g(Φ)) ≡ UΠA(Φ) , (4.21)
with ΠA holomorphic in Φi, and gauge fixing the super-Weyl invariance as in (4.16), the
physical superpotential that we are going to generate via gauge three-forms is
Wgen(Φ) = M
3
PNAΠ
A(Φ) . (4.22)
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The recipe of Section 2.4 can now be applied to the local case by a simple covariantization.
We start with a chiral multiplet theory (4.10), with the superpotential of the class (4.19).
In order to build a master Lagrangian, the term (4.20) of the superpotential that we are
going to generate is promoted to
NAVA(Z) → XAVA(Z) (4.23)
where XA are chiral Lagrange multipliers with components {xA, ψα(X)A , F (X)A }. We then
introduce the master Lagrangian
Lmaster =
∫
d4θ EK(Z, Z¯) +
(∫
d2Θ 2E Wˆ(Z) + c.c.
)
+
(∫
d2Θ 2E XAVA(Z) + i
8
∫
d2Θ 2E (D¯2 − 8R) [(XA − X¯A)PA]+ c.c.) . (4.24)
The last term contains a set real superfields PA. As we will see shortly, as in Section 2.4,
the role of the last term is either to set XA to constants or to provide the correct duality
between ordinary and three-form chiral multiplets. In the following, we will also need the
bosonic components of the master Lagrangian (4.24), which read
e−1Lmaster|bos = −1
6
KR−Kab¯DmzaDmzb¯ +Kab¯faf¯ b¯ +
(
Wˆafa + c.c.
)
+
[
xAVAa fa −
1
2 · 3! eε
mnpqAAnpq∂mxA −
i
2
dAxA
+ fXA(VA − sA) + xA
(
M¯VA − Re(M¯sA))+ c.c.] ,
(4.25)
which are formally similar to those of (2.102), if we turn off the fields of the supergravity
multiplet. Two paths can be followed which can lead either to an ordinary formulation
(4.10) or to a three-form formulation.
Ordinary formulation Integrating the real superfields PA from the Lagrangian (4.24)
immediately imposes
δPA : ImXA = 0 . (4.26)
The chirality of XA further constraints them to be real constants NA
XA = NA . (4.27)
Once (4.27) is plugged into (4.24), we immediately obtain the Lagrangian (4.10)
with the superpotential (4.19)
L =
∫
d4θ EK(Z, Z¯) +
[∫
d2Θ 2E (NAVA(Z) +W(Z)) + c.c.
]
. (4.28)
After gauge-fixing the super-Weyl invariance, the superpotential is
W (Φ) = M3PNAΠ
A(Φ) + Wˆ (Φ) , (4.29)
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which defines the potential as in (4.17).
The possibility of recovering the ordinary formulation from the master Lagrangian
(4.24) can also be seen at the level of bosonic components. Integrating out the
auxiliary fields dA, fXA and the three-forms CA3 from (4.25), we immediately obtain
that xA are real constants.
This proves the consistency of the master Lagrangian with the ordinary formulation
(4.10).
Three-form formulation In order to get a three-form Lagrangian, we need to integrate out
the Lagrange multipliers XA and (part of) the ordinary chiral fields Za. Integrating
out the Lagrange multipliers XA results in the following relation between the periods
and the real superfields PA
VA(Z) = − i
4
(D¯2 − 8R)PA ≡ SA Master three-form multiplet (4.30)
whose components are
VA| = VA(z) =
(
− i
4
(D¯2 − 8R)PA
) ∣∣∣ ≡ sA , (4.31a)
−1
4
D2VA| = VAa (z)F a(Z) =−
1
4
D2
(
− i
4
(D¯2 − 8R)PA
) ∣∣∣ ≡FA(S) , (4.31b)
with
FA(S) =
1
2
(∗FA4 + idA)+ Re(M¯sA) . (4.32)
Loosely speaking, (4.30), via the component relations (4.31), (4.32) provides the
translation between ordinary chiral fields Za and three-form multiplets. As we shall
see in the example of the next section, the number of Za multiplets which can be
promoted to three-form multiplets is determined by the periods VA(Z). For this
reason, we shall call SA master three-form multiplets.
Integrating out the chiral superfields Φa gives
VAa XA =
1
4
(D¯2 − 8R)Ka − Wˆa , (4.33)
which, plugged back into the master Lagrangian (4.24), gives
L˜ =
∫
d4θ EK(Z(P ), Z¯(P )) +
[∫
d2Θ 2E Wˆ(Z(P )) + c.c.
]
+ L˜bd, (4.34)
with the boundary terms
L˜bd = − i
8
[∫
d2Θ 2E (D¯2 − 8R)−
∫
d2Θ¯ 2E¯ (D2 − 8R¯)
] (
XAP
A
)
+c.c. , (4.35)
with XA defined by (4.33). The superspace Lagrangian (4.34) is then specified in
terms of the superfields Za, some of which do depend on PA through (4.30) and
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their highest components contain gauge three-forms. At first sight, it is clear that
the Lagrangian (4.34), due to the nontrivial dependence on the real potentials PA,
does not fit well to compute the bosonic components of generic models containing
an arbitrary number of gauge three-forms. In order to more easily extract the
bosonic components of the three-form Lagrangian, it is better to start from the
master Lagrangian (4.24), with components (4.25). Rather then integrating whole
superfields at once, as done above, we integrate out the components one by one.
First, integrating out the auxiliary fields of the Lagrange multipliers XA immediately
gives
δ fXA : VA(ϕ) = sA , (4.36)
compatibly with (4.31a); further integrating dA results in setting xA to be real
Lagrange multipliers
δ dA : ImxA = 0 . (4.37)
Up to this point, the master Lagrangian becomes
e−1Lmaster|bos = −1
6
KR−Kab¯DmϕaDmϕb¯ +Kab¯faf¯ b¯ +
(
Wˆafa + c.c.
)
+
[
xAVAa fa −
1
2 · 3! eε
mnpqAAnpq∂mxA + c.c.
]
.
(4.38)
Let us now proceed by integrating out the fields fa
δ fa : f¯ b¯ = −Kb¯a(xAVAa + Wˆa) , (4.39)
which recast the Lagrangian (4.38) in the simple form
e−1Lmaster|bos = −1
6
KR−Kab¯DmϕaDmϕ¯b¯ −Kb¯a
(
Wˆa + xAVAa
)(
¯ˆWb¯ + xBV¯Bb¯
)
+
[
− 1
2 · 3!eε
mnpqAAnpq∂mxA + c.c.
]
.
(4.40)
From this Lagrangian, it is then easy to get a three-form Lagrangian. It is just
sufficient to integrate out the now–real Lagrange multipliers xA
δ xA : xA = −TAB(∗FB4 + ΥB) , (4.41)
where we have defined
TAB = 2 Re
(
K b¯aVAa V¯B¯b¯
)
, (4.42a)
ΥA ≡ 2 Re
(
K b¯aVAa ¯ˆWb¯
)
, (4.42b)
and TAB is the inverse of TAB. Finally, we arrive to the Lagrangian
e−1L˜|bos = −1
6
KR−Kab¯DmzaDmz¯b¯ + e−1L3-form|bos , (4.43)
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Here we have collected the three-form and potential contributions in e−1L3-form|bos,
which reads
e−1L3-form|bos = 1
2
TAB ∗FA4 ∗FB4 + TABΥA ∗FB4
−
(
Vˆ − 1
2
TABΥ
AΥB
)
+ e−1Lbd
(4.44)
with the boundary terms
Lbd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FB4 + ΥB)
]
, (4.45)
and
Vˆ ≡ Kb¯aWˆa ¯ˆWb¯ . (4.46a)
Up to now, the steps that we have followed to obtain a generic three-form Lagrangian
are the same – up to covariantization and some field redefinitions – to the ones
of Section 2.4. But this was expected, since we have worked within super-Weyl
invariant Lagrangians.
In supergravity, however, if we want to get Lagrangians expressed solely in terms of
physical fields, an additional step is required: we need to gauge-fix the super-Weyl
invariance so as to eliminate the dependence on the unphysical compensator U .
As explained in the previous section, the gauge-fixing (4.16) allows us to get a
Lagrangian in the Einstein-frame. Employing (4.16), as explained in more details
in Appendix D, the Lagrangian (4.44) becomes
e−1L˜|bos = 1
2
M2PR−M2PKi¯∂mϕi∂mϕ¯¯ +
1
2
TAB ∗FA4 ∗FB4
+ TABΥ
A ∗FB4 −
(
Vˆ − 1
2
TABΥ
AΥB
)
+ e−1L˜bd
with L˜bd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FB4 + ΥB)
]
,
(4.47)
where now the three-form part of the Lagrangian is also re-expressed in terms of
the physical quantities K(Φ, Φ¯), ΠA(Φ) and Wˆ (Φ) as
TAB = 2M4P e
KRe
(
K ¯iDiΠ
AD¯¯Π¯
B − 3ΠAΠ¯B) , (4.48a)
ΥA = 2MP e
KRe
(
K ¯iDiWˆ D¯¯Π¯
A − 3Wˆ Π¯A
)
, (4.48b)
Vˆ =
eK
M2P
(
K ¯iDiWˆ D¯¯Wˆ − 3|Wˆ |2
)
. (4.48c)
It is immediate to see, as a consistency check, that integrating out the gauge
three-forms as
δAA3 : TAB(∗FˆB4 + ΥB) = −NA , (4.49)
reduces (4.47) to (4.17) with the superpotential (4.29).
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4.2.1 Relevant examples
Before moving on and see how gauge four- and two-forms may be implemented into
supergravity theories, let us pause for a moment to examine some relevant examples where
the previous discussion finds concrete applications. Some of the models here presented
will naturally emerge in EFT originating from string/M-theory compactifications. As a
summary, the examples here examined are collected in Table 4.1.
Scalars Three-forms Wgen Superfields L˜
1 1 λ S = − i4(D¯2 − 8R)P (4.55)
1 2 ω S = −14(D¯2 − 8R)Σ¯ (4.65)
n+ 1 n+ 1 r0 + riΦ
i Sa = − i4(D¯2 − 8R)P a (4.71)
n+ 1 2(n+ 1) e0 + eiΦi +maGa(Φ) Sa = i2 (D¯2 − 8R)(MabImΣb) (4.81)
Table 4.1 – The relevant examples of supergravity models where (part of) the potential
is dynamically generated by gauge three-forms. The number of scalars include the
super-Weyl compensator.
Minimal single three-form Supergravity
As stressed in the introductory Chapter 1, one of the main reasons why gauge three-forms
were first considered into any effective theory was to generate a cosmological constant,
eventually dynamically neutralized by subsequent membrane nucleation. One of the
first appearances of gauge three-forms in supegravity was to find out similar models in
contexts where supersymmetry is preserved. For instance, in [28–32, 47, 99–102], the
cosmological constant is understood as originating from a real gauge three-form; in the
later [61, 103] is inserted into the supergravity multiplet by preserving supersymmetry.
Here, we rephrase that simple model in our super-Weyl invariant approach.
Our aim is to dynamically generate a field–independent cosmological constant, namely
we wish to generate a potential Wgen = M3Pλ, with λ a real, dimensionless constant. We
then assume that no physical fields Φi are present and we set K(Φ, Φ¯) = 0 and Wˆ (Φ) = 0.
In the super-Weyl invariant approach, such requests translate into setting
K(U, U¯) = −3|U | 23 , Wˆ(U) = 0 , (4.50)
and, since we are going to generate just a single constant, there is only one period, which,
by homogeneity, can be chosen to be just
V(U) = U . (4.51)
Generating a single real constant λ requires only one real three-form and we need to
consider only a single real prepotential P . Then, the super-Weyl invariant Lagrangian
(4.34) simply becomes
L˜ =
∫
d4θ E |S| 23 + L˜bd (4.52)
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with S given by
S = − i
4
(D¯2 − 8R)P (4.53)
and the boundary terms are given by (4.35) with X = −14(D¯2 − 8R)U−
2
3 U¯
1
3 . In compo-
nents, from (4.44), we immediately get
e−1L˜|bos = 1
2
|u| 23R+ 1
3|u| 43
∂mu∂
mu¯− 1
12|u| 43
(∗F4)2 + e−1L˜bd
with L˜bd = −∂m
(
1
6 · 3!|u| 43
εmnpqAnpq ∗F4
)
.
(4.54)
Gauge fixing u = M3P as in (4.16), we arrive at
e−1L˜|bos = 1
2
M2PR−
1
12M4P
(∗F4)2 + e−1L˜bd
with L˜bd = −∂m
(
1
6 · 3!M4P
εmnpqAnpq ∗F4
)
.
(4.55)
as can be also directly computed from (4.47), considering just a single period Π = 1.
At the superfield level, the action (4.55) is described by just one superfield, namely the
supergravity one (4.2), where, however, the imaginary part of the complex auxiliary
field M has been replaced with the real gauge three-form A3:
Rsingle = {ema , ψmα , Ga,ReM, ∗F4} , (4.56)
Its action is
Lsingle =
(
−3
∫
d2Θ 2E Rsingle + c.c.
)
+ L˜bd (4.57)
In this sense, (4.55) is a variant minimal supergravity, which we call single three-form
supergravity [6, 61].
By integrating out the gauge three-form A3, we immediately get
∗F4 = 6M4Pλ , (4.58)
whence, on-shell, (4.55) reduces to
e−1L˜|bos = 1
2
M2PR+ 3M
4
Pλ
2 , V = −3M4Pλ2 (4.59)
with a constant, negative potential.
Minimal double three-form Supergravity
A slight generalization of the previous example consists in generating a cosmological
constant term which, although still negative definite, depends on a complex parameter
ω ≡ λ1 + iλ2 (with λ1 and λ2 real). Namely, our goal is to generate, with the help of two
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real gauge three-forms, a superpotential Wgen = M3Pω. In super-Weyl invariant language,
this means that in (4.20) we need two periods
W(U) = NAVA(U) with NA ≡
(
λ1
λ2
)
, VA(U) ≡ U
(
1
i
)
. (4.60)
We still work with the assumptions that no matter fields are present, so that, in the
super-Weyl invariant approach, (4.50) still holds.
In order to regard W(U) as generated by gauge three-forms, we need to introduce
two real potentials, PA = (P, P˜)t, to generate the real constants λ1 and λ2, building the
complex ω. The trading prescribed by (4.30) then reads
U = − i
4
(D¯2 − 8R)P , iU = − i
4
(D¯2 − 8R)P˜ . (4.61)
These two conditions may be rearranged as
(D¯2 − 8R)(P − iP˜) = 0 , (4.62)
which is solved by setting
iP + P˜ = −2Σ , (4.63)
with Σ a complex linear multiplet. Then, U is fully determined by the complex linear
multiplet as
U = − i
4
(D¯2 − 8R)(−2ImΣ) = −1
4
(D¯2 − 8R)Σ ≡ S , (4.64)
which provides the Supergravity generalization of the double three-form multiplet (2.24).
In the super-Weyl invariant approach, the superspace Lagrangian has exactly the
same form as (4.52), where now S is given by (4.64). After gauge-fixing the super-Weyl
invariance as in (4.16), we arrive at the Lagrangian
e−1L˜|bos = 1
2
M2PR−
1
12M4P
| ∗G4|2 + e−1L˜bd
with L˜bd = −∂m
(
1
6 · 3!M4P
εmnpqCnpq ∗G4 + c.c.
)
,
(4.65)
where G4 = dC3 is the field strength of the complex three-form entering the components
of Σ as in (C.10).
At the superfield level, the action (4.65) is described by just the supergravity multiplet
(4.2), where now the full complex auxiliary field M has been traded with the complex
gauge three-form C3:
Rdouble = {ema , ψmα , Ga, ∗G4} , (4.66)
Its action is
Ldouble =
(
−3
∫
d2Θ 2E Rdouble + c.c.
)
+ L˜bd (4.67)
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In this sense, (4.55) is another variant version of the minimal supergravity, which we
call double three-form supergravity [6].
Integrating out the complex gauge three-form C3 we immediately get
∗G4 = 6M4Pλ , (4.68)
with λ a complex constant, whence, on-shell, (4.65) becomes
e−1L˜|bos = 1
2
M2PR+ 3M
4
P|ω|2 , V = −3M4P(λ21 + λ22) . (4.69)
with again a constant, negative potential.
Linear superpotential
Consider now the more involved case where a generic number n+ 1 of complex scalars za,
a = 0, . . . , n, including the super-Weyl compensator, enter the superpotential W(z) =
NAVA(z), A = 1, . . . , N ≤ n + 1. We may assume the matrix VAa (z) to have maximal
rank N . It is however convenient choose ‘adapted’ coordinates za = (zA, z˜a˜) such that
VA(z) ≡ zA and the homogeneous superpotential generated by the gauge three-forms
takes the form Wgen = NAzA. In this picture, clearly, z˜a˜ constitute a spectator sector,
with zero super-Weyl weight.
In the zA-sector, we may isolate the compensator u by setting z0 = u and zi = uϕi,
with i = 1, . . . , n, so that Π0 = 1 and Πi = ϕi. In the spectator sector, the fields z˜a˜ can
be immediately identified with the physical fields ϕa˜. We will then collect ϕα = (ϕi, ϕa˜).
Then, before dualization, the superpotential takes the form W = M3P(N0 +Niϕ
i). For
instance, we will encounter this kind of superpotential when we will discuss M-theory
compactifications on G2-holonomy spaces in Section 6.4.
In the dual three-forms picture, where NA are promoted to dynamical variables, we
then introduce N gauge three-forms AA3 included in the same number of real multiplets
PA. Then, the constraint (4.30) reads
VA(Z) = ZA = − i
4
(D¯2 − 8R)PA (4.70)
The dual Lagrangian is
e−1L˜|bos = 1
2
M2PR−M2PKαβ¯∂mϕα∂mϕ¯β¯ +
1
2
TAB ∗FA4 ∗FB4
+ TABΥ
A ∗FB4 −
(
Vˆ − 1
2
TABΥ
AΥB
)
+ e−1L˜bd ,
with L˜bd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FB4 + ΥB)
]
.
(4.71)
The three-form kinetic matrix TAB is the inverse of TAB as defined in (4.48a), This can
be most readily computed by observing that DiΠ0 = Ki and DiΠj = δ
j
i + ϕ
iKj , which
gives
TABsingle =
(
T 00 T 0j
T i0 T ij
)
= 2M4Pe
KRe
(
α Kα¯Kα + αφ¯
¯
Kiβ¯Kβ¯ + αφ
i Ki¯ +Kiβ¯Kβ¯φ¯
¯ +Kα¯Kαφ
i + αφiφ¯¯
) (4.72)
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where we have defined the quantity
α = K β¯αKβ¯Kα − 3 . (4.73)
Maximally nonlinear case
We now consider the maximal case, where the number of gauge three-forms N equals the
number of real scalars 2n+ 2 entering the superpotential W = NAVA(z). and we are still
assuming VAa be of maximal rank. For the sake of generality, we keep the spectator sector
z˜a˜, with zero super-Weyl weights. Locally in field space, we can make a field-redefinition
such that
VA(z) ≡
(
za
Ga(z)
)
. (4.74)
and conveniently introduce a set of 2(n+ 1) real prepotential
PA ≡
( Pa
P˜b
)
, (4.75)
whose [D, D¯]–components are the gauge three-forms AA3 and A˜3A. The constraint (4.30)
then splits as follows:
Za = Sa ≡ − i
4
(D¯2 − 8R)Pa , (4.76a)
Ga(Z) = S˜a = − i
4
(D¯2 − 8R)P˜a . (4.76b)
By substituting the first condition into the second, we get
(D¯2 − 8R)[Gab(Z)Pb − P˜a] = 0 , (4.77)
which can be explicitly solved by setting
Gab(Z)Pb − P˜a ≡ −2Σa , (4.78)
where Σa are arbitrary complex linear multiplets, obeying the constraint (C.8). We can
then invert (4.78) into
Pa = −2MabImΣb , P˜a = −2Im(G¯abMbcΣc) . (4.79)
Hence, at the superspace level, the full Lagrangian is given by
L˜ =
∫
d4θ EK(S, S¯; Z˜, ¯˜Z) +
[∫
d2Θ 2E Wˆ(Z;T ) + c.c.
]
+ L˜bd, (4.80)
with the boundary terms properly given by (4.35).
Gauge-fixing the super-Weyl invariance by first setting z0 = u, zi = uϕi and imposing
(4.16), we arrive at the dual Lagrangian
e−1L˜|bos = 1
2
M2PR−M2PKαβ¯∂mϕα∂mϕ¯β¯ +
1
2
TAB ∗FA4 ∗FB4
+ TABΥ
A ∗FB4 −
(
Vˆ − 1
2
TABΥ
AΥB
)
+ e−1Lbd
with L˜bd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FB4 + ΥB)
]
,
(4.81)
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where now the three-form kinetic matrix TAB is the inverse of the matrix
TAB =
 T 0bT absingle T ib
T 0a T
j
a Tab
 , (4.82)
with T absingle as given in (4.72) and the other matrix elements
T 0a = 2M
4
Pe
KRe
(
K ¯βKβG¯a¯¯ + αG¯a¯
)
,
T ia = 2M
4
Pe
KRe
(
K ¯iG¯a¯¯ +K β¯iKβ¯G¯a¯ϕ¯¯ +K ¯βKβϕiG¯a¯¯ + αϕiG¯a¯
)
,
Tab = 2M
4
Pe
KRe
(
K ¯iGiaG¯¯b¯ + 2K ¯βKβGaG¯¯b¯ + αGaG¯b¯
)
.
(4.83)
4.3 Gauge four-forms and constraints
The four-form multiplets introduced in Section 2.6 in global supersymmetry may be
straightforwardly introduced in supergravity as well. Since their introduction is a simple
generalization of the global case, here we will be briefer, recalling the basic features of
such multiplets.
Let us consider a chiral multiplet Γ, which satisfies the constraint D¯α˙Γ = 0. In order
to implement a gauge four-form among its components, it is just sufficient to trade – say –
the imaginary part of the auxiliary field F(Γ) of Γ with the Hodge-dual of a real four-form
C4:
ImF(Γ) =
1
2
∗C4 . (4.84)
Hence, the components of a four-form multiplet are
Γ| = γ ,
DαΓ| = χα(Γ) ,
−1
4
D2Γ| = F(Γ) ≡ ReF(Γ) +
i
2
∗C4 .
(4.85)
Interpreting Γ as a super-gauge potential, it has to transform via a super-gauge transfor-
mation. Such a transformation is of the kind
Γ→ Γ + Ξ (4.86)
where Ξ is a single three-form multiplet as (4.53), that is
Ξ =
1
4
(D¯2 − 8R)P (4.87)
whose components are
Ξ| =
[
1
4
(D¯2 − 8R)U
] ∣∣∣∣ ≡ ξ ,
DαΞ| = Dα
[
1
4
(D¯2 − 8R)U
] ∣∣∣∣ ≡χα ,
−1
4
D2Ξ| = −1
4
D2
[
1
4
(D¯2 − 8R)U
] ∣∣∣∣ = 12 (i ∗dΛ3 − d) + iIm(M¯ξ) .
(4.88)
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It is then clear that a transformation of the kind (4.86) may gauge away all the components
of Γ, but the gauge four-form, which transforms, as expected, as
C4 → C4 + dΛ3 . (4.89)
4.3.1 Implementing constraints via three-form gaugings
Consider a three-form theory as (4.47). Once gauge three-forms are integrated out as in
(4.49), they dynamically generate any real arbitrary constants NA. However, as we shall
see in details in the next chapters, in typical compactification scenarios, the constants
NA are indeed constrained. In particular, assume that they satisfy the linear constraint
QAI NA +QbgI = 0 . (4.90)
with QbgI , I = 1, . . . , L, fixed real constants and QAI real L× (N + 1) matrices. As already
pointed out in Section 2.6.1, such constraints can indeed be implement dynamically
into the three-form Lagrangian (4.47) and it is the peculiar structure of the four-form
multiplets which, regarding them as Lagrange multipliers, serve to set the constraints
(4.90).
Preliminarily, we notice that, also in Supergravity, a term of the form
Lconstraint = i
∫
d2Θ 2E
(
QAI NA +QbgI
)
ΓI + c.c. , (4.91)
locally supersymmetric generalization of (2.184), where ΓI are a set of L four-form
multiplets, serves at the scope of setting the constraint (4.90) once we integrate out the
superfields ΓI . This is also clear at the component level, where, due to the fact that
we can gauge away all the components of ΓI but the four-forms CI4 in their highest
components, (4.91) simply reduces to
e−1Lconstraint| = −
(
QAI NA +QbgI
)
∗CI4 . (4.92)
It is then immediate to recognize that integrating out the gauge four-forms CI4 sets the
constraints (4.90).
However, the terms (4.91) and (4.92), as they stand, are not fit to be implemented
into the three-form Lagrangians (4.47). There, the fluxes NA are dynamically generated,
as such they are not present directly in (4.47) and it is pointless to constraint them as
in (4.90) straightly from the begininng. Rather, we need a mechanism which is able to
generate at once the fluxes NA along with the constraints (4.90). We therefore promote
(4.91) to
Lconstraint = i
∫
d2Θ 2E
(
QAI XA +QbgI
)
ΓI + c.c. , (4.93)
where XA are Lagrange multipliers. The term (4.93) can then be straightly added to the
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master Lagrangian (4.24), resulting in
Lmaster =
∫
d4θ EK(Z, Z¯) +
(∫
d2Θ 2E Wˆ(Z) + c.c.
)
+
(∫
d2Θ 2E XAVA(Z) + i
8
∫
d2Θ 2E (D¯2 − 8R) [(XA − X¯A)PA]+ c.c.)
+
[
i
∫
d2Θ 2E
(
QAI XA +QbgI
)
ΓI + c.c.
]
,
(4.94)
whose components are
e−1Lmaster|bos = −1
6
KR−Kab¯DmϕaDmϕb¯ +Kab¯faf¯ b¯ +
(
Wˆafa + c.c.
)
+
[
xAVAa fa −
1
2 · 3! eε
mnpqAAnpq∂mxA −
i
2
dAxA
+ fXA(VA − sA) + xA
(
M¯VA − Re(M¯sA))+ c.c.]
− (QAI RexA +QbgI ) ∗CI4 .
(4.95)
Given the master Lagrangian, we may decide to either re-get an ordinary formulation in
terms of chiral multiplets or obtain a formulation where (gauged) three-forms are present.
The steps to get both the formulations closely follow those of global supsersymmetry of
Section 2.6.1 and we will here be very brief.
Ordinary formulation Integrating out the real superfields PA and the four-form multiplets
ΓI from the master Lagrangian (4.94), we get XA = NA, with NA real constants
constrained by (4.90). We therefore go back at (4.28).
Gauged three-form formulation More interestingly, we may keep the potentials PA
and ΓI and rather integrate out the Lagrange multipliers XA and the ordinary
chiral superfields Za. The latter integration reproduces (4.33), while the former
gives
VA(Z) = − i
4
(D¯2−8R)PA− iQAI ΓI ≡ SˆA Gauged masterthree-form multiplet (4.96)
which are the master three-form multiplets introduced in (4.30), augmented with
a gauging of the three-forms. their components differ form (4.31) only for (4.32),
which here becomes
FA(S) =
1
2
(
∗FˆA4 + idA
)
+ Re(M¯sA) , (4.97)
where we have defined the gauged four-form field strengths
FˆA4 ≡ dAA3 +QAI CI4 . (4.98)
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In order to recover the full bosonic Lagrangian, it is convenient to work with the
bosonic components of the master Lagrangian (4.95). By closely following the same
steps as in Section 2.6.1, after gauge-fixing the super-Weyl invariance as in (4.16),
we get
e−1L˜|bos = 1
2
M2PR−M2PKi¯∂mϕi∂mϕ¯¯ +
1
2
TAB ∗FˆA4 ∗FˆB4
+ TABΥ
A ∗FˆB4 −
(
Vˆ − 1
2
TABΥ
AΥB
)
−QbgI ∗CI4 + e−1Lbd
with L˜bd = 1
3!
∂m
[
εmnpqAAnpqTAB(∗FˆB4 + ΥB)
]
,
(4.99)
where we have employed the same definitions as in (4.48). It can be easily shown,
in complete analogy with the global case (2.200)-(2.201), that integrating out the
gauge three- and four-forms we indeed get the usual Cremmer et al. potential,
specified by the superpotential (4.29), where the constants NA generated by the
gauge three-forms are constrained by (4.90).
4.4 Gauge two-forms and axions
Consider a theory where, among the matter multiplets, we can single out an axionic sector
made up by the chiral multiplets TΛ. Explicitly, the kinetic part of the Lagrangian reads
Lchiral =
∫
d4θ EK(Z, Z¯; ImT ) , (4.100)
which depends on the sector TΛ only through their imaginary parts, while keeping a generic
dependence on the other chiral multiplets Za, including the super-Weyl compensator.
Consistency of super-Weyl transformation with the chirality of TΛ requires the axionic
multiplets TΛ to carry zero super-Weyl weight and the homogeneity properties of the
kinetic section are
K(λZ, λ¯Z¯; ImT ) = |λ| 23K(Z, Z¯; ImT ) . (4.101)
As seen in global supersymmetry in Section 2.5, there exists a dual description where
the axionic multiplets are traded with linear multiplets LΛ. In supergravity, linear
multiplets satisfy the covariant constraints
(D2 − 8R¯)LΛ = 0 , (D¯2 − 8R)LΛ = 0 , (4.102)
and their bosonic components are a real scalar field lΛ and a real field strength HΛ3 of a
gauge two form BΛ2 , which can be regarded as the electro-magnetic dual of the axions
ReTΛ| = aΛ. The kinetic Lagrangian (4.100) gets replaced by
Llinear =
∫
d4θ E F(Z, Z¯;L) , (4.103)
where F(Z, Z¯;L), similarly to F (Φ, Φ¯;L) in (2.148) for the global case, is the Legendre
transform of the kinetic function K(Z, Z¯; ImT ). Unlike their chiral counterparts, the linear
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multiplets LΛ are required to have super-Weyl weights (13 ,
1
3), whence the homogeneity
property of the kinetic function are
F(λZ, λ¯Z¯; |λ| 23L) = |λ| 23F(Z, Z¯;L) . (4.104)
In the following, after introducing a first order formalism which relates the Lagrangians
(4.100) and (4.103), we shall see how linear multiplets can be gauged by the three-form
multiplets introduced in Section 4.2, along the lines of the global case examined in
Section 2.5.1.
4.4.1 Axion/two-form duality in supergravity
In order to establish a connection between the ordinary formulation in terms of chiral
multiplets with a dual formulation where the axionic multiplets are replaced with linear
multiplets, we consider the super-Weyl invariant Lagrangian
Ldual =
∫
d4θ E F(Z, Z¯;L)− 2
∫
d4θ E LΛImTΛ . (4.105)
where here L are generic real multiplets. The two pictures are related as follows.
Ordinary chiral formulation The formulation in terms of the multiplets TΛ is obtained
by integrating out the real multiplets LΛ from (4.105) as
δLΛ : ImTΛ =
1
2
∂F
∂LΛ
. (4.106)
Substituting this relation in (4.105) gives
Ldual =
∫
d4θ E
(
F(Z, Z¯;L)− ∂F
∂LΛ
LΛ
)
=
∫
d4θ EK(Z, Z¯; ImT ) = Lchiral .
(4.107)
The purely chiral multiplet formulation is then obtained requiring that the kinetic
functions K(Φ, Φ¯; ImT ) and F(Φ, Φ¯;L) are related by a Legendre transformation.
Formulation with linear multiplets In order to integrate out the chiral multiplets TΛ,
we first need to solve the chirality constraints DαTΛ = 0, D¯α˙T¯Λ = 0 and re-express
them as
ImTΛ =
1
2i
[
(D¯2 − 8R)Ξ¯Λ − (D2 − 8R¯)ΞΛ
]
(4.108)
with ΞΛ unconstrained (complex) superfields. Varying (4.105) with repect to ΞΛ,
we get the constraints
δΞΛ , δΞ¯Λ : (D2 − 8R¯)LΛ = 0 , (D¯2 − 8R)LΛ = 0 (4.109)
which tell that LΛ are linear multiplets, retrieving (4.103).
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In the super-Weyl invariant formalism, the bosonic components of the Lagrangian
(4.103) are
e−1Lbos = −1
6
F˜ R−Fab¯DzaD¯z¯b +
1
4
FΛΣ∂µlΛ∂µlΣ + 1
4 · 3!FΛΣH
Λ
µνρHΣµνρ
+
(
i
2 · 3!Fa¯Σε
µνρσHΣνρσD¯µz¯a¯ + c.c.
)
.
(4.110)
Before gauge fixing the super-Weyl invariance, we introduce the Legendre transform
of the Kähler potential
F (ϕ, ϕ¯; `) = K + 2`ΛImtΛ , (4.111)
where we have introduced the variables
`Λ ≡ −1
2
∂K
∂ImtΛ
, (4.112)
related to the lowest components of the linear multiplets lΛ as
lΛ = M2P `
Λ . (4.113)
In (4.110), we may then gauge fix the super-Weyl invariance by setting
u = M3P e
1
2
F˜ (φ,φ¯) , with F˜ = F − `ΛFΛ , (4.114)
which is indeed analogous to (4.16), because of the identification F˜ (ϕ, ϕ¯; `) =
K(ϕ, ϕ¯; Imt(`)). However, we stress that gauge-fixing the super-Weyl invariance
in the presence of linear multiplets is a quite involved procedure [10], which is
discussed in details in Appendix D. The bosonic components of the gauge-fixed
Lagrangian reassemble into a rather simple form
e−1Lbos = M
2
P
2
R−M2PFi¯∂φi∂¯φ¯¯ +
M2P
4
FΛΣ∂µ`
Λ∂µ`Σ
+
1
4 · 3!M2P
HΛµνρHΣµνρ +
{
i
2 · 3!Fı¯Σε
µνρσHΣνρσ∂µφ¯ı¯ + c.c.
}
.
(4.115)
4.4.2 Gauged linear multiplets and F-term couplings
Linear multiplets do not only provide an alternative description for axionic multiplets,
but they can also dynamically generate F-term couplings between the axionic multiplets
and another chiral multiplet sector. To be concrete, let us consider a theory which, as
above, is made up by two sectors: an axionic one TΛ and an ordinary chiral one Za, which
also includes the super-Weyl compensator. Consider a superpotential of the form
W(Z;T ) = NAVA(Z)− cΛATΛVA(Z) + Wˆ(Z) . (4.116)
In Section 4.2 we saw that NA can be interpreted as integration constants coming from
integrating out a set of gauge three-forms. Hence, the first part of the superpotential
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is dynamically generated by exchanging, according to the recipe (4.30), (part of) the
multiplets Za with three-form multiplets SA.
We want to show that also the second piece of the superpotential (4.116) may be
indeed dynamically generated in the following sense: if we move to the dual picture where
the axionic multiplets TΛ are exchanged with linear multiplets LΛ, the coupling term
cΛATΛVA(Z) is fully re-absorbed into a gauging of the linear multiplets LΛ with the real
multiplets PA [36]. Therefore, in a gauge fixed picture, our aim is to show that the full
superpotential in a purely, ordinary chiral multiplet theory
W (Φ;T ) = M3PNAΠ
A(Φ)︸ ︷︷ ︸
generated by AA3
− M3PcΛATΛΠA(Φ)︸ ︷︷ ︸
generated by gauging LΛ
+ Wˆ (Φ)︸ ︷︷ ︸
spectator
. (4.117)
collapses to just the spectator part Wˆ (Φ) once we pass to a parent theory with three-form
multiplets and gauged linear multiplets.
The joining link between a chiral theory and the dual one that we are looking for is
provided once again by a master Lagrangian, which here is
Lmaster =
∫
d4θ E F(Z, Z¯; Lˆ)− 2
∫
d4θ E LˆΛImTΛ
+
(∫
d2Θ 2E Wˆ(Z) + c.c.
)
+
(∫
d2Θ 2E XAVA(Z) + i
8
∫
d2Θ 2E (D¯2 − 8R) [(XA − X¯A)PA]+ c.c.)
+
(
i
8
∫
d2Θ 2E (D¯2 − 8R) [cΛA(TΛ − T¯Λ)PA]+ c.c.) .ffiffl
(4.118)
The first line is just (4.105) and the second line contains the spectator super-Weyl
superpotential Wˆ(Z). The third line, directly coming from (4.24), provides the trading
between the multiplets Za and SA. The last line is new and it will be responsible for the
generation of the F-term coupling. Let us now see how, from (4.118), we may retrieve
either an ordinary theory or a dual one.
Ordinary chiral formulation A formulation where only chiral multiplets are present is
obtained integrating out the the real superfields PA and LˆΛ from the master
Lagrangian (4.118). The former integration sets
δPA : ImXA + c
Λ
AImTΛ = 0 , (4.119)
which, employing the chirality of both XA and TΛ, implies
XA = NA − cΛATΛ , (4.120)
with NA arbitrary real constants. The variation of the master Lagrangian (4.118)
with respect to the real superfields LˆΛ instead gives
δLˆΛ : ImTΛ =
1
2
∂F
∂LˆΛ
. (4.121)
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Plugging both (4.120) and (4.121) into (4.118) we arrive at the Lagrangian
Lchiral =
∫
d4θ EK(Z, Z¯; ImT ) +
(∫
d2Θ 2E W(Z;T ) + c.c.
)
(4.122)
with the super-Weyl invariant superpotential
W(Z;T ) = NAVA(Φ)− cΛATΛVA(Φ) + Wˆ(Z) . (4.123)
Formulation with linear multiplets The steps which allow for obtaining a Lagrangian
fully given in terms of (gauged) linear multiplets and three-form multiplets is
definitely much more involved. At the superspace level, the first step is to integrate
out the axionic chiral superfields TΛ. Re-expressing them in terms of unconstrained
complex superfields ΞΛ as in (4.108), the variations with respect to the latter give
δΞΛ , δΞ¯Λ : (D2−8R¯)(LˆΛ−cΛAPA) = 0 , (D¯2−8R)(LˆΛ−cΛAPA) = 0 , (4.124)
which are solved by
LˆΛ = LΛ + cΛAP
A , (4.125)
with LΛ generic linear multiplets. The relation (4.125) defines a gauged counterpart
of the linear multiplets LΛ and their [D, D¯]–components contain the three-form
field strengths HΛ3 gauged by the three-forms AA3 :
HˆΛ3 = HΛ3 + cΛAAA3 . (4.126)
The variation with respect to the Lagrange multipliers XA indeed gives the same
trading as in (4.30) between the old chiral superfields Za and the three-form
multiplets SA. A final integration of the chiral multiplets Za leads to
VAa XA =
1
4
(D¯2 − 8R)Fa − Wˆa . (4.127)
The master Lagrangian (4.118) becomes
L˜ =
∫
d4θ E F(Z(P ), Z¯(P ), Lˆ) +
[∫
d2Θ 2E Wˆ(Z(P )) + c.c.
]
+ L˜bd, (4.128)
with the boundary terms
L˜bd = − i
8
[∫
d2Θ 2E (D¯2 − 8R)−
∫
d2Θ¯ 2E¯ (D2 − 8R¯)
] (
XAP
A
)
+c.c. , (4.129)
with XA defined by (4.127).
At the level of components, it is however better to work with the master Lagrangian
(4.118). Within the super-Weyl invariant formalism, the procedure of integrating
out the fields proceeds along the very same lines as in the previous Section 4.4.1
and we refer to the Appendix D for further details regarding how that procedure is
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generalized to supergravity. The super-Weyl invariant Lagrangian which includes
both gauge two- and three-forms is
e−1Lbos = −1
6
F˜ R−Fab¯DzaD¯z¯b +
1
4
FΛΣ∂µlΛ∂µlΣ
+
1
4 · 3!FΛΣHˆ
Λ
µνρHˆΣµνρ +
(
i
2 · 3!Fa¯Σε
µνρσHˆΣνρσD¯µz¯a¯ + c.c.
)
+ e−1L3-forms ,
(4.130)
where the three-form Lagrangrian has the same form as (4.44) with, however
TAB(z, z¯) ≡ 2 Re
(
F b¯a VAa V¯Bb¯
)
, (4.131a)
ΥA(z, z¯) ≡ 2Re
[
F b¯a
(
¯ˆWb¯ +
i
2
FΛcΛBV¯Bb¯ + iFΛb¯cΛF V¯ F¯
)
VAa
]
, (4.131b)
Vˆ (z, z¯) ≡ F b¯a
(
Wˆa − i
2
FΛcΛAVAa − iFΛacΛEVE
)
×
×
(
¯ˆWb¯ +
i
2
FΛcΛBV¯Bb¯ + iFΛb¯cΛF V¯ F¯
)
−FΛΣcΛAcΣBVAV¯B .
(4.131c)
We can now proceed to gauge-fixing the super-Weyl invariance by following the same
procedure described above for ungauged linear multiplets. After having imposed
the Einstein frame condition (4.114), redefined the linear multiplets as in (4.113)
and introduced the Legendre transform (4.111) of the Kähler potential, we arrive
at
e−1Lbos = M
2
P
2
R−M2PFi¯∂φi∂¯φ¯¯ +
M2P
4
FΛΣ∂µ`
Λ∂µ`Σ
+
1
4 · 3!M2P
HˆΛµνρHˆΣµνρ +
{
i
2 · 3!Fı¯Σε
µνρσHˆΣνρσ∂µφ¯ı¯ + c.c.
}
+ e−1Lthree-forms ,
(4.132)
where the three-form Lagrangian has the same form as (4.44) with now
TAB ≡ 2M4P eF˜ Re
(
F ¯iDiΠ
AD¯¯Π¯
B − (3− `ΛF˜Λ)ΠAΠ¯B
)
, (4.133a)
ΥA ≡ 2MP eF˜Re
[
F ¯i
(
D¯
¯ˆ
W +
i
2
M3PFΛc
Λ
BD¯Π¯
B + iM3PFΛ¯c
Λ
BΠ¯
B¯
)
DiΠ
A
− (3− `ΛF˜Λ)
(
¯ˆ
W +
i
2
M3PFΛc
Λ
DΠ¯
D
)
ΠA − iM3PF˜ΛcΛBΠ¯B¯ΠA
]
,
(4.133b)
Vˆ ≡ e
F˜
M2P
F ¯i
(
DiWˆ − i
2
M3PFΛc
Λ
ADiΠ
A − iM3PFΛicΛAΠA
)
×
×
(
D¯
¯ˆ
W +
i
2
M3PFΛc
Λ
BD¯Π¯
B + iM3PFΛ¯c
Λ
BΠ¯
B¯
)
− (3− `ΛF˜Λ) e
F˜
M2P
∣∣∣∣Wˆ − i2M3PFΛcΛAΠA
∣∣∣∣2 −M4PeF˜FΛΣcΛAcΣBΠAΠ¯B
−MPeF˜
[
−icΣBF˜ΣΠB
(
¯ˆ
W +
i
2
M3PFΛc
Λ
AΠ¯
A
)
+ c.c.
]
.
(4.133c)
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4.5 Quantization conditions and dualities
We conclude this chapter discussing two important properties that the actions introduced
above enjoy: the compactness of the gauge symmetry, which allows us to infer the
quantization conditions for the constants NA, and the symmetries of the actions, which
will be related, in the next chapter, to the BPS–extended objects.
4.5.1 Three-forms and quantization conditions
In the discussion so far, the integration constants NA introduced in (4.49) in the dual
three-form picture, or in the superpotential (4.22) in the ordinary chiral multiplet theory,
have been treated as arbitrary real parameters. However, this is really so if the gauge
three-forms AA3 are associated to non-compact gauge symmetries. On the other hand,
constructions from string theory, as well as purely four-dimensional arguments (for instance
in [104]), indicate that in consistent quantum gravitational theories all gauge symmetries
should be compact. In practice, given any compact three-dimensional submanifold E , this
means that the integrals
qA ≡
∫
E
AA3 , (4.134)
are periodic. It is then natural to normalize the gauge three-form fields so that (4.134)
have 2pi–periodicity.
The compactness of the gauge symmetries implies quantization conditions on the
corresponding field strengths. As in [34], a simple way to identify these conditions is to
relate our system to a 1-dimensional theory by performing the dimensional reduction of
the four-dimensional theory R× E along the compact space-like E . Let us focus on the
four-form part of the bosonic action (4.47), namely∫
R
dt Lflux ≡ −1
2
∫
R×E
TABF
A
4 ∗ FB4 (4.135)
where t parametrizes the time direction R. In the one-dimensional effective theory we
can compute the momenta conjugated to the angles qA, namely
pA ≡ ∂Lflux
∂q˙A
= −TAB ∗ FB4 , (4.136)
where q˙A denote the derivatives of the angles with respect to t. Quantum mechanically,
the momenta must be integrally quantized, that is pA ∈ Z, since the angles are 2pi-periodic.
On the other hand, by comparing (4.136) and (4.49) we see that pA coincide with the
integration constants NA, leading to the quantization condition
NA ∈ Z . (4.137)
This shows how the compactness of the gauge symmetries implies the quantization of
the constants appearing in the effective superpotential (4.22). This is in agreement
with what is expected from explicit string theory models, in which NA usually measure
quantized internal fluxes, as we will see in details in Chapter 6. However, we stress that
the three-form formulation has allowed for a purely four-dimensional derivation of this
fact.
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4.5.2 Symmetries of the dual action
In general, there may exist a duality group Gdual of transformations which acts on the
quantized constants NA as well as on the EFT fields. Hence, in a traditional EFT
depending on fixed non-vanishing fluxes NA, part or all of the duality group is explicitly
broken. By using the dual formulation in terms of three-forms, the constants NA are
traded for dynamical three-forms AA3 . In such a formulation Gdual acts as an actual
symmetry group of the action, which is only spontaneously broken.
More concretely, given a homogeneous kinetic section K(z, z¯) and a superpotential
(4.20), a class of dualities are given by isometries za → z′a which leave K(z, z¯) and Wˆ(z)
invariant and act linearly on the periods
VA(z)→ VA(z′) = RABVB(z) . (4.138)
In the presence of non-vanishing flux quanta NA, the superpotential (4.20) is clearly not
invariant under such a transformation, which may be regarded as a ‘spurionic’ symmetry
if NA transform in an opposite way: NA → N ′A = (R−1)BANB .1 Recalling the procedure
followed for constructing the three-form formulation, or more directly from explicit
formulas like (4.47), with (4.48), or (4.130), with (4.131), it is clear that the three-form
theory is exactly invariant under the duality transformation provided that the three-form
potentials transform as follows,
AA3 → A′A3 = RABAB3 . (4.139)
Such a symmetry is spontaneously broken once a certain vacuum sector specified by (4.49)
is selected.
Another class of possible duality transformations appear in the models with superpoten-
tials of the forms (4.116). These are associated with the integral shifts tΛ → tΛ +nΛ, with
nΛ ∈ Z, and are explicitly broken, even though the explicit breaking may be compensated
by shifting NA to N ′A = NA+c
Λ
AnΛ. To analyze this case, let us consider the corresponding
Weyl-invariant EFT with three-forms AA3 and chiral fields (za, tΛ). By extending the
formulas (4.42a)–(4.42b) in order to include the chiral fields tΛ in an obvious way and to
replace Wˆ with Wˆ ′ as defined in (4.116), it is immediate to check that a shift tΛ → tΛ +nΛ
induces the shifts ΥA → ΥA − nΛcΛBTAB and Vˆ → Vˆ − nΛcΛBhB + 12nΛnΣcΛAcΣBTAB. It
follows that the three-form action (4.47) is exactly invariant under such transforma-
tions. Hence, also in this case, the duality transformations are proper symmetries of
the three-form action, which are only spontaneously broken by the choice of a vacuum
sector. We also notice that, on the one hand, the same conclusion would hold also in the
presence of corrections depending on e2piikΛtΛ , with kΛ ∈ Z, which break the continuous
shift symmetries, but preserve the discrete ones. On the other hand, in absence of such
corrections, one may make a further step and dualize the chiral fields tΛ to the linear
multiplet bosons (lΛ,BΛ2 ). In the resulting formulation the original shift symmetries are
traded for the compact gauge symmetry of the two-form potentials BΛ2 .
1Notice that, by imposing the Weyl-fixing and splitting the homogeneous periods VA as in (4.21),
the periods ΠA may transform linearly only up to a pre-factor, which should then be compensated by a
Kähler tranformation of K.
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5 BPS–extended objects and domain
walls in supergravity
Having introduced gauge two-, three- and four-forms into generic supergravity theories,
we may couple them to BPS–strings, membranes and 3-branes. As was explained in
Chapter 3 for globally supersymmetric theories, the key elements that we need to introduce
to properly couple such BPS–objects are super-gauge forms. These allow us to write down
the actions coupling the BPS–objects to the bulk sector in a manifestly supersymmetric
manner. Once the charges of the objects are specified, the form of their action is strictly
determined by κ–symmetry. Indeed, as we will see, the construction of their BPS actions
proceeds along the same lines as for the global case of Chapter 3. Therefore, in this
chapter we will be very brief and we will focus on highlighting the differences of the local
case with the respect to the globally supersymmetric one.
Particular attention will be devoted to membranes. As already explored in the previous
chapters, membranes determine spacetime regions with different potential for the scalar
fields. As shown in Section 3.4 for global supersymmetry, new domain wall solutions,
which are supported by membranes, may appear within a theory. Presently, we will
generalize those constructions to supergravity, highlighting the modifications induced by
gravity.
5.1 Extended BPS–objects in supergravity
In supergravity we may introduce the very same hierarchy of BPS–objects that we included
in globally supersymmetric theories in Chapter 3. We shall introduce the BPS–objects by
increasing codimension, starting with 3-branes, then moving to membranes and finally
strings. We will also show how to construct BPS string/membrane junctions as well as
BPS membrane/3-brane regions.
5.1.1 Supersymmetric 3-branes
We start with supersymmetric spacetime filling 3-branes, with no boundary. They are
specified by the super-embedding
ξi 7→ zM = (xm(ξ), θα(ξ), θ¯α˙(ξ)) , (5.1)
where ξi, with i = 0, . . . , 3, are the 3-brane worlvolume coordinates. The action of a
supersymmetric spacetime filling 3-brane is given by
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S3-brane = µI
∫
W
CI4 , (5.2)
where W is the 3-brane world-volume and µI denotes the charges of the 3-branes. The
super-four-forms CI4 are a covariantization of (3.159)
CI4 = 2E
b ∧ Ea ∧ Eα ∧ Eβσab αβΓ¯I + 2Eb ∧ Ea ∧ E¯α˙ ∧ E¯β˙ σ¯ab α˙β˙ΓI
−1
6
Ec ∧ Eb ∧ Ea ∧ E¯α˙abcdσdαα˙DαΓI +
1
6
Ec ∧ Eb ∧ Ea ∧ Eαabcdσdαα˙D¯α˙Γ¯I
+
i
96
Ed ∧ Ec ∧ Eb ∧ Eaabcd
[
(D2 − 24R¯)ΓI − (D¯2 − 24R)Γ¯I] . (5.3)
These are constructed out of the four-form multiplets ΓI introduced in Section 4.3, which
contain, among their components (4.85), real gauge four-forms CI4 . It is immediate to
show that, using (4.85), the purely bosonic components of (5.3) are
CI4| = CI4 =
1
4!
CImnpqdx
m ∧ dxn ∧ dxp ∧ dxq . (5.4)
The super-four-forms (5.3) are the unique closed super-forms which can be constructed
with the four-form multiplets ΓI . As explained in Section 3.6, the closure of CI4, com-
bined with the fact that the 3-brane has no boundary, makes the action (5.2) to be
trivially invariant under any superdiffeomorphism and hence, in particular, under any
κ-transformation. Being the κ-parameters unconstrained, we can trivially choose the
κ-parameters to coincide, over the full 3-brane worldvolume, with the local supersymmetry
parameters. Therefore, the 3-brane specified by the action (5.2) preserves the complete
N = 1 bulk supersymmetry.
It may seem quite awkward that we have not included any Nambu-Goto term to the
action (5.2). In Section 7.3.3, for Type IIB EFTs, we will give a top-down justification
of why (and under which hypotheses) an action of the sort of (5.2) may be born from
a complete 3-brane action, which also include a Nambu-Goto term. For the moment
let us notice that, eventually, we may also add a supersymmetric Nambu-Goto term
in the action (5.2), but it turns out that such an addition comes with a huge price:
supersymmetry is fully spontaneously broken, being it realized only non-linearly. Such a
3-brane can be identified with a Goldstino brane of the kind introduced in [105, 106].
As we shall see in Chapter 7, the aforementioned problem of including a Nambu–Goto
term intertwines with the definition of the charges µI . Within the four-dimensional
description that we are considering throughout this chapter, nothing seems to strictly
fix the sign of the charges µI : whatever sign we choose for µI , the action (5.2) is still
invariant under the full N = 1 local supersymmetry. But we do know that, in typical
(orientifolded) string compactifications, where both 3-branes and anti-3-branes are present,
only one choice of signs for µI is consistent with a linear realization of the N = 1 local
supersymmetry, the opposite choice being associated to the Goldstino branes. It would
then be interesting to see whether such correlation could be understood also at pure
four-dimensional level.
Furthermore, since the 3-branes that we are considering here do fill entire spacetime
regions, the worldvolume fields living on them cannot be generically neglected. Neverthe-
less, in this work, we shall assume that this is the case. We treat the action (5.2) as a
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topological term once coupled to a bulk action and then, apart from contributing to the
total four-form charge QI by µI , it does not contain much more physical content. Due to
its peculiar nature of being completely decoupled from the rest, the action (5.2) can be
added to any supergravity action.
5.1.2 Supersymmetric membranes
We now pass to supersymmetric objects of codimension one, the BPS–membranes. Mem-
branes are described by three worldvolume coordinates ξi, with i = 0, 1, 2 and, as objects
living in the ambient superspace, are defined via the super-embedding
ξi 7→ zM = (xm(ξ), θα(ξ), θ¯α˙(ξ)) . (5.5)
As in Section 3.2, we would like to couple membranes minimally to some gauge three-
forms AA3 with charges qA. Therefore, to begin with, we need a proper generalization
to superspace Wess-Zumino term which appears in (1.31). This promotion of the Wess-
Zumino term is obtained, as explained in Section 3.2, by introducing a super-gauge
three-form AA3 :
Smemb,WZ = qA
∫
M
AA3 , (5.6)
where M is the membrane worldvolume. We already saw in Section 4.2 that the real
multiplets PA are the proper suspersymmetric objects that contain a real three-form
among their components (see, for example, (C.4)). The super-three-form AA3 is then built
as a manifestly supersymmetric object with the supervielben EA and the real multiplets
PA as
AA3 =−2iEa ∧ Eα ∧ E¯α˙σaαα˙PA + Eb ∧ Ea ∧ Eασab αβDβPA
+ Eb ∧ Ea ∧ E¯α˙σ¯abβ˙ α˙D¯β˙PA
+
1
24
Ec ∧ Eb ∧ Eaabcd
(
σ¯dα˙α[Dα, D¯α˙]PA + 8GdPA
)
.
(5.7)
Such a super-three-form is the covariantization of (3.35) and it is immediate to show that,
using the components (C.4), if we restrict ourselves to the bosonic components
AA3 |bos = AA3 =
1
3!
AAmnpdx
m ∧ dxn ∧ dxp . (5.8)
The closed four-form form super-field strength is given by
FA4 = dA
A
3 = 2iE
b ∧ Ea ∧ Eα ∧ Eβσab αβS¯A − 2iEb ∧ Ea ∧ E¯α˙ ∧ E¯β˙σ¯abα˙β˙SA
+
i
6
Ec ∧ Eb ∧ Ea ∧ E¯α˙abcdσdαα˙DαSA
+
i
6
Ec ∧ Eb ∧ Ea ∧ Eαabcdσdαα˙D¯α˙S¯A
+
1
96
Ed ∧ Ec ∧ Eb ∧ Eaabcd
[
(D2 − 24R¯)SA + (D¯2 − 24R)S¯A] ,
(5.9)
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which is the covariantization of (3.33).1 Importantly enough, such super-four-forms do
depend on the three-form multiplets SA (4.30), which are gauge-invariant by construction.
Restricting to the bosonic components, we obtain
FA4 |bos = dAA3 |bos = −dAA3 = −
1
3!
∂[mA
A
npq]dx
m ∧ dxn ∧ dxp ∧ dxq . (5.10)
The construction of this kind of super-three-forms and their super-field strengths in
supergravity was firstly performed in [80–82] and later generalized in [7, 12, 13, 107]. It is
important to stress here that the very possibility to relate (5.7) and (5.9) via the relation
FA4 = dA
A
3 comes from the definition of the multiplets (4.30) and how those are related
to the real prepotentials PA. Taking SA as general chiral multiplets, quite similarly to
what we did in (5.3), may allow for defining a closed four-form, but this, not being exact
in the superspace de Rham cohomology, does not define a field strength.
As explained in details in Section 3.2, the sole action (5.6) spontaneously breaks
all the four generators of the bulk N = 1 supersymmetry. In order to overcome this
problem, we need to add another contribution to the Wess-Zumino term such that the
resulting action enjoys a fermionic gauge symmetry, the κ-symmetry, of the kind of (3.15).
Assuming that the membrane has no boundary – a request which will be relaxed in the
later Section 5.1.5 – it turns out that this can be achieved by adding
Smemb,NG = −2
∫
Σ
d3ζ |qASA|
√−det h (5.11)
to (5.6), where qA are the same charges that appear in the Wess-Zumino term (5.6) and
we have defined hij ≡ ηabEai Ebj , with Eai the pull-back of the bulk super-vielbein to the
worldvolumeM. Therefore, the BPS–action of a membrane minimally coupled to the
gauge three-forms AA3 , in the super-Weyl invariant formalism is
Smemb = −2
∫
M
d3ξ |qASA|
√−det h + qA
∫
M
AA3 , (5.12)
which, in turn, defines the membrane tension
Tmemb = 2|qAsA| = 2|qAVA(ϕ)| , (5.13)
where the fields are assumed to be evaluated over the membrane worldvolume. The action
(5.12) naturally couples to the bulk action defined by (4.44). As its globally supersym-
metric counterpart (3.39), the action (5.13) enjoys the local fermionic κ–symmetry (3.13),
with the parameter κα satisfying the projection condition
κα = − qAS
A
|qASA|(Γκ¯)α , κ¯
α˙ = − qAS¯
A
|qASA|(Γ¯κ)
α˙ . (5.14)
As a result, the action (5.12) spontaneously breaks half of the bulk supersymmetry
generators, making it possible to linearly realize only a three-dimensional N = 1 super-
symmetry over the membrane worldvolume. Furthermore, as in the global case, (5.12) is
also invariant under worldvolume reparametrizations (3.11) by construction. Additionally,
however, the bulk super-diffeomorphism invariance may allow to always choose a frame
where the membrane is located at z = 0 and looks static.
1Comparing this with (5.3), these coincide provided the identification SA ↔ iΓI . The mismatch of
the i-factor is just due to the convention we are using for the four-form multiplets ΓI in (4.85).
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Gauge-fixing the super-Weyl invariance as in (4.16), the membrane action becomes
Smemb = −2M3P
∫
M
d3ξ e
K
2 |qAΠA(Φ)|
√−det h + qA
∫
M
AA3 , (5.15)
which defines the gauge-fixed, physical membrane tension
Tmemb = 2M3Pe
K
2 |qAΠA(ϕ)| . (5.16)
The action (5.15) couples to the bulk contribution (4.47).
5.1.3 BPS–3-brane/membrane region
In the previous Section 5.1.1 we have just considered spacetime filling 3-branes, whose
simple action (5.2), combined with the absence of any boundary, trivially preserves the
full N = 1 supersymmetry. But let us now relax this assumption and assume that the
3-brane does not fill the spacetime entirely, but just a region thereof delimited by a
BPS–membrane of the kind studied in Section 5.1.2, that is ∂W =M – see Fig. 3.5.
The presence of a nontrivial boundary makes the action (5.1.1) no more invariant
under bulk superdiffeomorphisms, owing to the contribution
δκS3-brane = −µI
∫
∂W
iκC
I
4 = −µI
∫
M
iκC
I
4 , (5.17)
which is localized over the membrane serving as a boundary. However, at the boundary,
the variation of the membrane action has also to be taken into account, Under the action
of κ-symmetry transformations, the full variation of the combined 3-brane/membrane
action is
δκSmemb + δκS3-brane = δSmemb,NG|κ − qA
∫
M
iκ
(−FA4 +QAI CI4) , (5.18)
where we have decomposed µI = QAI qA. We can make the variation vanish if and only if
we choose the membrane Nambu–Goto term as
Smemb,NG = −2
∫
M
d3ξ |qASˆA|
√−det h (5.19)
where, with respect (5.12), the three-form multiplets appear in their gauged version (4.96).
Therefore, in the super-Weyl invariant formalism, the full supersymmetric action of a
3-brane region delimited by a BPS membrane, coupled to the bulk scalars sA and charged
under the gauge three-forms AA3 , is
SBPS-region = −2
∫
M
d3ξ |qASˆA|
√−det h + qA
∫
M
AA3 + qAQ
A
I
∫
W
CI4 , (5.20)
with the superfields SˆA defined in (4.96).
We also notice that the action (5.20) is invariant under the combined gauge transfor-
mation:
C4
I → C4I + dΛI3 , (5.21a)
AA3 → AA3 − qAQAI ΛI3 , (5.21b)
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with
ΛI3 =−2iEa ∧ Eα ∧ E¯α˙σaαα˙ΞI + Eb ∧ Ea ∧ Eασab αβDβΞI
+ Eb ∧ Ea ∧ E¯α˙σ¯abβ˙ α˙D¯β˙ΞI
+
1
24
Ec ∧ Eb ∧ Eaabcd
(
σ¯dα˙α[Dα, D¯α˙]ΞI + 8GdΞI
)
.
(5.22)
After gauge-fixing the super-Weyl invariance as in (4.16), we get
SBPS-region = −2
∫
M
d3ξ e
K
2 |qAΠˆA(Φ)|
√−det h + qA
∫
M
AA3
+ qAQ
A
I
∫
W
CI4
(5.23)
with the superfields ΠˆA defined from (4.96) and (4.21).
5.1.4 Supersymmetric strings
Finally, let us examine the last fundamental BPS–objects, the supersymmetric strings
of codimension two. The construction of a proper supersymmetric action for strings
proceeds along the same lines as for membranes [9, 95, 107].
A supersymmetric string, whose worldsheet S is parametrized by two coordinates ζi,
i = 0, 1, is embedded in the ambient superspace via
ζi 7→ S : zM (ζ) = (xm(ζ), θα(ζ), θ¯α˙(ζ)) . (5.24)
We want our supersymmetric strings to be minimally charged under some gauge two-forms
BΛ2 , with charges eΛ, as in (1.71). The first step to build a putative supersymmetric
action for a string is to promote to superspace the Wess-Zumino term in (1.71). We then
consider
Sstring,WZ = eΛ
∫
S
BΛ2 , (5.25)
where BΛ2 is a super-gauge two-form whose purely bosonic component is just the ordinary
BΛ2 :
BΛ2 |bos = BΛ2 =
1
2
BΛmndxm ∧ dxn . (5.26)
As a super-form, BΛ2 is defined through its super-three-form field-strength HΛ3 , by requiring
HΛ3 =: dB
Λ
2 . (5.27)
The super-form HΛ3 is built in terms of the supervielbeins EA and the linear multiplets
LΛ, the proper supersymmetric and gauge invariant objects which contain, among their
components, the field strengths HΛ3 = dBΛ2 (see (C.7)). Indeed, requiring HΛ3 to be a
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closed super-form singles out a unique super-three-form which can be constructed out of
the linear multiplets LΛ [95, 108], which is
HΛ3 =− 2iEa ∧ Eα ∧ E¯α˙σaαα˙LΛ
+ Eb ∧ Ea ∧ Eασab αβDβLΛ + Eb ∧ Ea ∧ E¯α˙σ¯abβ˙ α˙D¯β˙LΛ
+
1
24
Ec ∧ Eb ∧ Eaabcd (σ¯dα˙α[Dα, D¯α˙] + 8Gd)LΛ .
(5.28)
Using the components (C.7), it can be easily checked that, if we restrict ourselves to the
bosonic components only
HΛ3 |bos = dBΛ2 |bos = dBΛ2 =
1
2
∂[mBΛnp]dxm ∧ dxn ∧ dxp . (5.29)
As for the case of membranes, the Wess–Zumino term (5.25) alone breaks spontaneously
all the bulk N = 1 supersymmetry. In order to preserve part of the supersymmetry
we need to add, to (5.25), a Nambu–Goto term. The final, supersymmetric action of a
BPS-string, in the super-Weyl invariant formalism, is
Sstring = −
∫
S
d2ζ |eΛLΛ|
√
−detγ + eΛ
∫
S
BΛ2 . (5.30)
It can be seen that (5.30) reduces to (1.71) once we restrict to the bosonic components
and it defines the string tension as
Tstring = |eΛlΛ| , (5.31)
with the scalar fields lΛ assumed to be evaluated over the string worldsheet S. The
super-Weyl invariant action can be naturally coupled to the actions defined by (4.110),
which also contain the dynamics of the linear multiplets.
The form of the action (5.30) is strictly determined by κ-symmetry. In fact, the action
(5.30) is invariant under the fermionic κ-transformations (3.15), where the parameter κα
satisfies the projection condition
κα = − eΛL
Λ
|eΛLΛ|Γα
βκβ , (5.32)
with Γαβ defined in (3.138). The bulk supersymmetry, with local parameter α(x) can
then be preserved, over the string worldsheet, only if the κ-parameters can be identified
α(x), namely
κα(ζ) ≡ α(x)|string . (5.33)
Hence, the supersymmetric strings described by the action (5.30) are 12–BPS objects,
preserving only half of the bulk supersymmetry over their worldsheet, the other half being
spontaneously broken.
Before concluding this section, we also report the Einstein-frame string action
Sstring = −M2P
∫
S
d2ζ |eΛLΛ|
√
−detγ + eΛ
∫
S
BΛ2 . (5.34)
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where we have employed the change of variables (4.113) and which defines the physical
string tension
Tstring = M2P|eΛ`Λ| . (5.35)
This action couples directly to the bulk action defined by (4.115).
5.1.5 BPS–membrane/string junction
In Section 5.1.2 we assumed that the membrane had no boundaries: this assumption
is crucial in order to build the κ–symmetric action (3.39), allowing for mutual the
cancellation of the variation of the Wess-Zumino and Nambu-Goto terms as given in (5.6)
and (5.11). However, let us now assume that the membrane possesses a boundary and it
is given by a BPS-string of the kind examined in the previous section, that is ∂M = S.
Then, the variation of the action (3.39) under the κ–transformation, with parameters
obeying (5.14), is no more zero, due to the appearance of the term
δκSmemb = qA
∫
∂M
iκA
A
3 = qA
∫
S
iκA
A
3 , (5.36)
which is localized over the string at the boundary of the membrane. Such a variation
may be compensated by that of the string located at the boundary. We write the total
variation at the boundary as
δSstring + δSmemb = δSstring,NG|κ + eΛ
∫
M
iκ
(
HΛ3 + c
Λ
AA
A
3
)
, (5.37)
where, we recall, we are assuming the κ-parameters to satisfy (5.14) and we have de-
composed qA = cΛAeΛ. We can then make the variation vanish by requiring the string
Nambu-Goto term to be
Sstring,NG = −
∫
S
d2ζ |eΛLˆΛ|
√
−detγ (5.38)
where, with respect (5.30), the linear multiplets appear in their gauged version (4.125).
With the choice (5.38), the variation (5.37) vanishes provided that the κ-parameters
satisfy (5.32) in addition to (5.14).
Therefore, in the super-Weyl invariant approach, the full supersymmetric action
describing a junction of a membrane, coupled to the bulk scalars sA and charged under the
gauge three-forms AA3 , with a string, charged under the gauge two forms BΛ2 , is
SBPS-junction = −2
∫
M
d3ξ |eΛcΛASA|
√−det h + eΛcΛA
∫
M
AA3 +
−
∫
S
d2ζ |eΛLˆΛ|
√
−detγ + eΛ
∫
S
BΛ2 ,
(5.39)
with the superfields SA and LˆΛ defined, respectively, in (4.30) and (4.126). Owing to the
two projection conditions (5.32) and (5.14), at the junction only a fourth of the original
N = 1 supersymmetry is preserved.
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Gauge-fixing the super-Weyl invariance as in (4.16), we obtain the following Einstein-
frame action for a 14–BPS junction
SBPS-junction = −2M3P
∫
M
d3ξ e
K
2 |eΛcΛASA|
√−det h + eΛcΛA
∫
M
AA3 +
−M2P
∫
S
d2ζ |eΛLˆΛ|
√
−detγ + eΛ
∫
S
BΛ2 ,
(5.40)
which is coupled to the action defined by (4.132).
5.2 Hierarchies of forms and BPS-objects in supergravity
In the section, for the sake of completeness, we provide the complete actions coupling the
bulk theories examined in Chapter 4 with the extended objects just introduced. We will
outline, for each of the cases examined, the physical consequences, for the bulk theory, of
the introduction of the extended objects. We will give the action directly in the Einstein
frame.
Three-forms coupled to membranes
The complete action describing the coupling of a single membrane located at z = 0 to
a set of gauge three-forms AA3 is obtained combining (4.47) with (5.15):
S|bos = M2P
∫
Σ
(
1
2
R ∗ 1−Ki¯dϕi ∧ ∗dϕ¯¯
)
−
∫
Σ
[1
2
TABF
A
4 ∗FB4 + TABΥAFB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FA4 + ΥA)AB3
− 2M3P
∫
M
d3ξ e
K
2 |qAΠA(ϕ)|
√−det h + qA
∫
M
AA3 ,
(5.41)
where Σ denotes the four-dimensional spacetime and the quantities TAB, ΥA and Vˆ are
given in (4.48). If we integrate out the gauge three-forms AA3 as
TAB(∗FB4 + ΥB) = −NA − qAΘ(z) , (5.42)
with NA real constants, we obtain a chiral theory in the usual form (4.17). However, the
standard Cremmer et al. potential is different on the two sides, for the superpotential is
different and is given by
W (Φ) = Θ(−z)W−(Φ) + Θ(z)W+(Φ) , (5.43)
with
W−(Φ) = M3PNAΠ
A(Φ) + Wˆ (Φ) ,
W+(Φ) = M
3
P(NA + qA)Π
A(Φ) + Wˆ (Φ) .
(5.44)
Therefore a membrane allows the quantized constants NA to jump of an amount given
by the charge of the membrane under the gauge three-forms AA3 which generate NA
dynamically.
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Three- and four-forms coupled to membranes and 3-branes
The action which couples gauge three- and four-forms, the latter gauging the former,
to a membrane and a 3-brane, filling the spacetime region W = {z < 0}, is obtained by
combining (4.99) with (5.23):
S|bos = M2P
∫
Σ
(
1
2
R ∗ 1−Ki¯dϕi ∧ ∗dϕ¯¯
)
−
∫
Σ
[1
2
TABFˆ
A
4 ∗FˆB4 + TABΥAFˆB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FˆA4 + ΥA)AB3 +
∫
Σ
QbgI CI4
− 2M3P
∫
M
d3ξ e
K
2 |qAVA(ϕ)|
√−det h + qA
∫
M
AA3 + qAQ
A
I
∫
W
CI4 .
(5.45)
The on-shell chiral multiplet theory has the very same form as (4.17) with the a different
superpotential on the two spacetime regions separated by the membrane as in (5.43).
The equations of motion for the gauge three-forms AA3 are the same as (5.42); however,
here the constants NA are not arbitrary but constrained, as can be seen integrating out
the gauge four-forms CI4 :
(NA + qA)Q
A
I +QbgI = 0 , (5.46)
in both the spacetime regions. A 3-brane with the BPS–membrane as boundary has then
the role to change the constraint (4.90) accompanying the flux shift due to the membrane
charge; in this way, the constraint (4.90) can be satisfied in both the spacetime regions
dissected by the membrane.
Two-forms coupled to strings
In the absence of a superpotential for the chiral fields Φa, merging (4.115) with (5.34)
we get the full action describing a BPS–string coupled to a bulk theory where both linear
and chiral multiplets are present
S|bos = M2P
∫
Σ
(
1
2
R ∗ 1− Fi¯ dϕi ∧ ∗dϕ¯¯ + 1
4
FΛΣd`
Λ ∧ ∗d`Σ
)
+
1
4M2P
∫
Σ
FΛΣ HˆΛ3 ∧ ∗HˆΣ3 +
∫ (
i
2
Fı¯Σ dϕ¯
ı¯ ∧ HˆΣ3 + c.c.
)
−M2P
∫
S
d2ζ |eΛ`Λ|
√
−detγ + eΛ
∫
S
BΛ2 .
(5.47)
In the electro-magnetic dual theory, after encircling a string, the axions shift by the
charge of the string
aΛ → aΛ + eΛ . (5.48)
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Two- and three-forms coupled to a BPS-junction
The full action that governs the coupling of a BPS–junction to a bulk theory is
obtained from (4.132) and (5.40):
S|bos = M2P
∫ (
1
2
R ∗ 1− Fi¯ dϕi ∧ ∗dϕ¯¯ + 1
4
FΛΣd`
Λ ∧ ∗d`Σ
)
+
1
4M2P
∫
FΛΣ HˆΛ3 ∧ ∗HˆΣ3 +
∫ (
i
2
Fı¯Σ dϕ¯
ı¯ ∧ HˆΣ3 + c.c.
)
−
∫
Σ
[1
2
TABF
A
4 ∗FB4 + TABΥAFB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FA4 + ΥA)AB3
−M2P
∫
S
d2ζ |eΛ`Λ|
√
−detγ + eΛ
∫
S
BΛ2
− 2M3P
∫
M
d3ξ e
F˜
2 |eΛcΛAVA(ϕ)|
√−det h + eΛcΛA
∫
M
AA3 .
(5.49)
Transversing both the string and the membrane, combining the results (5.42) and (5.48),
we get the combined shift
NA → NA + eAcΛA , aΛ → aΛ + eΛ . (5.50)
In dual, ordinary chiral theory described by the superpotential (2.162)
W (Φ;T ) = NAVA(Φ)− cΛATΛVA(Φ) + Wˆ (Φ) (5.51)
the shift (5.50) has no net effect! In other words, a BPS–junction so built connects two
equivalent theories sharing the same potential.
Eventually, the above actions can be combined to obtain supersymmetric effective
actions for more complicated networks of 3-branes, membranes and strings, like those
considered in e.g. [109, 110]. A detailed treatment of these more involved configurations
is left for future work.
5.3 Sailing through the Landscape
Within a four-dimensional theory, membranes play a central role. As stressed for the global
case in Section 3.4, they make the potential change once they are crossed, consequently
modifying the space of vacua Mvac in the various spacetime regions which they dissect.
This, in turn, leads to a change of the mass spectrum across the different spacetime
regions.
We devote this section to study how vacua can change and are connected across the
spacetime. We shall focus on the case of supersymmetric domain walls, which determine
stable regions, where fields sit at certain vevs. Such a configuration is of course possible if
a potential admits a space of vacuaMvac with nontrivial zeroth homotopy group, namely
it is made up by path-disconnected components. Domain walls are stable, solitonic
objects which interpolate between two vacua belonging to different path-disconnected
components.
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We will generalize the globally supersymmetric results of Sections 3.3 and 3.4 to
generic supergravity theories. However, here, we directly consider the case of domain
walls supported by membranes, obtaining the case without membranes as a limit thereof.
5.3.1 Domain Walls in Supergravity: the flow equations and the BPS–conditions
Let us consider a generic supergravity theory, whose matter content is described by n
physical chiral superfields Φi. Our aim is to study domain walls induced by membranes,
coupled to some gauge three-forms. We consider the simplest case where just a single
membrane is present, covering the spacetime hypersurfaceM = {z = 0} and we restrict
ourselves to the bosonic components only. As stressed in the previous sections, an ordinary
supergravity formulation is not fit to fully describe nontrivial couplings of the membrane
to the bulk theory and we should rather consider the dual three-form formulation (5.41).
The action (5.41) encodes a potential via gauge three-forms; that is, in order to obtain a
potential, we need to integrate out the gauge three-forms as we did in (5.42). We then
arrive at an ‘ordinary’ supergravity formulation
S|bos =
∫
Σ
(
1
2
R ∗ 1−Ki¯dϕi ∧ ∗dϕ¯¯ − V (ϕ, ϕ¯) ∗ 1
)
−
∫
M
√−det h Tmemb(ϕ) +
∫
∂Σ
K ∗ 1
(5.52)
where we have set MP = 1 to ease the following exposition. Owing to the presence of the
membrane, the potential differs on the two sides of the membrane
V (ϕ(z), ϕ¯(z)) = V−(ϕ, ϕ¯)Θ(−z) + V+(ϕ, ϕ¯)Θ(z) . (5.53)
Working with N = 1 supersymmetric theories, the potential is computed by the usual
Cremmer et al. formula (4.18), with the superpotential undertaking a step once the
membrane is encountered as in (5.44). The last term of (5.52) is the Gibbons-Hawking-
York boundary terms [45, 46, 111], containing the extrinsic curvature Kext = gabKextab is
the extrinsic curvature, with Kextab =
1
2n
m∂gab
∂xm .
Domain walls are solitonic objects, being solutions of both the Minkowskian scalar
and gravitational equations of motion. In general, without further assumptions, it is
pretty difficult to extract solutions of the equations of motion from the generic action
(5.52). However, we are interested in the simplest family of domain wall solutions, namely
flat and static domain walls, which enjoy an SO(1,2) symmetry along three spacetime
directions. It is then useful to split the spacetime coordinates xm into (xi, x3 ≡ z),
i = 0, 1, 2. A flat domain wall fully covers the spacetime directions xi and has a nontrivial
profile only along the fourth direction z. With respect to the globally supersymmetric
case examined in the Sections 3.3 and 3.4, here gravity also plays a role and influences
the solution. In fact, as an extended object, a domain wall ‘backreacts’ on the spacetime
metric, modifying the geometry. Compatibly with the SO(1,2) symmetry, we choose the
following ansatz for the spacetime metric [92, 111, 112]
ds2 = e2D(z)dxidxi + dz
2 , (5.54)
where the warping D(z) solely depends on the fourth coordinate z. As a further simplifying
assumption, the scalar fields ϕi are allowed to depend only on the transverse coordinate
ϕi = ϕi(z) . (5.55)
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We further assume that ϕi(z) are continuous along z, while their derivatives may be
discontinuous at z = 0, where the membrane is located.
The profile of a domain wall is determined by solving some flow equations, which
dictates how the scalar fields evolve across the spacetime. We are interested in domain
walls which preserve (part of) the bulk supersymmetry. The analysis that we are going
to carry is pretty similar to that of domain walls in standard supergravity (for example
in [92–94, 111, 113, 114], to which we refer for further details). In order to preserve
supersymmetry, the variations of the bulk fields need to vanish over the background
specified by (5.54), leading to a set of Killing spinor equations. Presently, since we are
focusing on bosonic domain walls, it is just sufficient to require that the variations of the
bulk fermions need to vanish.
The supersymmetry variations of the gravitino ψmα and the chiralini χiα are
δψm
α = −2Dˆmα − iemce−K2 W (εσc¯)α ,
δχiα =
√
2αe
K
2 K ¯i(W ¯ +K¯W )− i
√
2σαβ˙
a¯β˙∂aϕ
i .
(5.56)
Here, α = α(z) is the local supersymmetry parameter and the action of the covariant
derivative on the supersymmetry parameter is given by
Dˆmα ≡ ∂mα + βωmβα − i
2
Amα , (5.57)
with the U(1) Kähler connection
Am = i
2
(
Ki∂mϕ
i −Kı¯∂mϕ¯ı¯
)
. (5.58)
The variations (5.56) evaluated over the background (5.54) read
δψz
α =− 2˙α + iAzα − ieK2 W (εσz ¯)α , (5.59a)
δψi
α =eD
[
D˙ (σzσ¯i)
α − ieK2 W (εσi¯)α
]
, (5.59b)
δχiα =
√
2αe
K
2 K ¯i(W ¯ +K¯W )− i
√
2σαβ˙
z ¯β˙ϕ˙i , (5.59c)
where the dot corresponds to the derivative with respect to z and the underlined indices
are flat indices. Preserving supersymmetry requires such variations to vanish
δψm
α != 0 , δχiα
!
= 0 . (5.60)
These conditions are solved by first imposing that the local supersymmetry parameter
α(z) obeys the projection conditions
α(z) = ∓ieiα(σ3)αα˙¯α˙(z) , (5.61)
which, plugged into (5.59b)-(5.59c) and setting (5.60), lead to the flow equations
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ϕ˙i = ∓e 12K(ϕ,ϕ¯)+iϑ(y)K ¯i(W ¯ +K¯W ) , (5.62a)
D˙ = ±e 12K(ϕ,ϕ¯)|W | , (5.62b)
where D˙ ≡ ddzD and ϑ(z) = ϑ(ϕ(z), ϕ¯(z)) is the phase of the superpotential W namely
W = eiϑ|W | . (5.63)
In addition to (5.62), it can be shown that (5.59a) and (5.61) imply that the phase ϑ
satisfies
ϑ˙ = −Im (ϕ˙iKi) (5.64)
across the flow. In the following, we shall assume that ϑ is continuous along the flow,
also when the membrane is encountered.
Some comments to the crucial relations that we have found are in order. The first of
these relations, (5.62a), in analogy with (3.74), tells how the scalar fields evolve, passing
from the vacuum ϕi−∞ at the asymptotic left of the membrane to the vacuum ϕi+∞,
located at its far right. Then, (5.62a) is the relation determining the scalar profile of the
domain wall solution. The second relation (5.62b), which does not appear in the globally
supersymmetric treatment of Section 3.4, is connected to the geometry, expressing the
backreaction of the domain wall, including the membrane, over the spacetime metric
(5.54).
We are now also in the position to describe in which sense supersymmetry is preserved.
The discussion proceeds along the same lines of Section 3.4 and here we will be briefer.
The projection condition (5.61) tells that only half the bulk supersymmetry is preserved
by the full domain wall solution. Over the membrane worldvolume, for the membrane
static ground state, supersymmetry is realized via the fermionic κ–symmetry. In order
to preserve half of the supersymmetry generators also on the membrane worldvolume,
we need the supersymmetry parameter (5.61) to be identified with the κ–symmetry
parameter of (5.14). We must then require that, at z = 0 where the membrane sits in its
ground state
α|z=0 != κα = −i qAV
A(ϕ)
|qAVA(ϕ)|σ
3
αα˙κ¯
α˙
∣∣∣
z=0
. (5.65)
This is compatible with (5.61). In fact, due to the continuity of the phase, over the
membrane we can identify ϑ ≡ arg[qAVA(ϕ)]|z=0.
In order to rewrite the flow equations in a more compact form, it is convenient to
introduce a flowing covariantly holomorphic superpotential [111] 2
Z(ϕ, ϕ¯) ≡ e 12K(ϕ,ϕ¯)W = e 12K(ϕ,ϕ¯) [Θ(z)W+(ϕ) + Θ(−z)W−(ϕ)] . (5.66)
As in (5.44) and (5.53), the dependence of Z on z is both explicit, through the step
functions, and implicit, through the scalar fields ϕi = ϕi(z). The jump induced by the
2Note that this quantity matches with the super-Weyl superpotential of (4.11), after having gauge
fixed the super-Weyl compensator as in (4.16).
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membrane over the quantity Z can be computed by taking the limits of the difference of
the right and left covariantly holomorphic superpotential (5.66) as
∆Z ≡ lim
ε→0
(Z|z=ε −Z|z=−ε) = e 12K(ϕ,ϕ¯)
(
qAΠ
A(ϕ)
) |z=0 . (5.67)
The absolute value of ∆Z is related to the (gauge-fixed) membrane tension (5.16) as
Tmemb ≡ 2 e
1
2
K(ϕ,ϕ¯)
∣∣qAΠA(ϕ)∣∣z=0 = 2|∆Z| (5.68)
and at z = 0 its phase eiϑ(z) enters the κ-symmetry projector (5.14).
The previous formulas may be written in a more compact way in terms of Z, rather
than of the superpotential W ; the translation between the formulas makes use of the
holomorphicity of W , which gives
∂¯|W |+ i∂¯ϑ |W | = 0, (5.69)
consequently relating the derivatives of Z with the Kähler covariant derivatives of the
superpotential as
∂¯|Z| ≡ 1
2
eiϑe
1
2
KD¯¯W¯ . (5.70)
Hence, in terms of Z, the usual Cremmer et al. potential (4.18) becomes
V (ϕ, ϕ¯) = K ¯iDiZD¯¯Z¯ − 3|Z|2 = 4K ¯i∂i|Z|∂¯|Z| − 3|Z|2 (5.71)
and the flow equations (5.62) take the simpler form [92–94, 111, 113, 114]
ϕ˙i = ∓2K ¯i ∂¯|Z| , (5.72a)
D˙ = ±|Z| . (5.72b)
The equations (5.72) govern the domain wall profile. The points where the flow starts
and ends are the fixed points for the (5.72). Owing to (5.70), the flow equation (5.72a) has
fixed-point solutions provided by the supersymmetric vevs ϕi∗ (such that D¯W |ϕ∗ = 0).
Then the solution of (5.72b) is D = −|Z∗|z + constant, which corresponds to an AdS
space of radius 1/|Z∗| for Z∗ 6= 0 and to flat space if Z∗ = 0. Hence, a regular BPS
domain wall interpolates between two different supersymmetric vacua and its geometry is
asymptotically AdS or flat for z → ±∞.
As in AdS/CFT contexts [115, 116], one may then define a monotonic c-function
which tells the direction of the flow. To this aim, let us preliminarily recall that the phase
ϑ(z) is required to be a continuous function. In other words, the phase of Z does not
to change in passing through the membrane, so that we have ∆Z = eiϑ(0)|∆Z|. This
requirement, together with the covariant holomorphicity of Z and (5.72a), implies that
d|Z|
dz
= 2Re
(
ϕ˙i∂i|Z|
)
+
1
2
Tmemb δ(z) , (5.73)
which follows from (5.66). As in [111], we can combine (5.72) and (5.73) to get the
following relation
C˙ = 4Ki¯∂i|Z|∂¯|Z|+ 1
2
Tmembδ(z) ≥ 0, (5.74)
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where we have introduced C(z) ≡ −D˙(z). Equation (5.74) shows the contribution of the
membrane to the monotonic flow of C(z), which ‘jumps up’ by 12Tmemb at z = 0.3
Let us assume that Z is nowhere vanishing and focus on the lower sign choice in
(5.72). Then, |Z|z=+∞ > |Z|z=−∞, equation (5.72a) tells us that |Z| = C. Hence (5.74)
also implies that |Z| monotonically increases as we move from z = −∞ to z = +∞.
Clearly, in the case |Z|z=+∞ < |Z|z=−∞, the upper choice of sign in the flow equations
(5.72) implies that |Z| is monotonically decreasing, while (5.74) still holds, since in that
case the sign-reversed (5.72a) becomes |Z| = D˙ ≡ −C. Due to this ‘symmetry’, in the
following we will just consider the lower choice of signs in (5.61) and (5.72).
As a final note, let us assume to remove our assumption that Z is nowhere vanishing,
supposing that Z|z0 = 0 at some transversal coordinate y0. Then, |Z| must necessarily
be monotonically increasing for z > z0 and decreasing for z < z0, so that Z can vanish
only at z0. This implies that for z > z0 the flow equations (5.72) with the upper sign
hold, while for y < y0 one must use the lower signs.
5.3.2 BPS action and domain wall tension
We now compute the tension of the domain wall configuration enclosing the membrane.
The starting point is the action (5.41), with a membrane coupled to a bulk supergravity
action. Once gauge three-forms are set on-shell, we arrive at the action (5.52), with
potential defined as in (5.52). Using the covariantly holomorphic superpotential (5.66),
we may rewrite (5.52) as
S|bos =
∫
Σ
(
1
2
R ∗ 1−Ki¯dϕi ∧ ∗dϕ¯¯
)
+
∫
∂Σ
K ∗ 1
−
∫
Σ
(K ¯iDiZD¯¯Z¯ − 3|Z|2) ∗ 1−
∫
M
√−det h Tmemb(ϕ, ϕ¯) .
(5.75)
Now, employing the metric ansantz (5.54), we get the on-shell value for the curvature
R = −6
[
2(D˙)2 + D¨
]
, (5.76)
and ∫
∂Σ
K ∗ 1 = d
dz
e3D
∣∣∣
+∞
− d
dz
e3D
∣∣∣
−∞
(5.77)
and we recognize that the ‘pure gravitational’ part of (5.75) simply reduces to
1
2
∫
Σ
R ∗ 1 +
∫
∂Σ
K ∗ 1 = 3
∫
Σ
(D˙)2 ∗ 1 . (5.78)
Following [111], we may now rewrite the action in the elegant BPS–form
S|bos =
∫
d3x
∫
dz e3D
[
3
(
D˙ + |Z|)2 −Ki¯(ϕ˙i − 2Kik¯∂k¯|Z|)( ˙¯ϕ¯ − 2Kl¯∂l|Z|)]
− 2
∫
d3x
∫
dz e3D
[
3D˙|Z|+ 2Re(ϕ˙i∂i|Z|)]− ∫ d3x∫ dze3Dδ(z) Tmemb(ϕ, ϕ¯) .
3A similar equation was also derived in [117] by dimensionally reducing ten-dimensional flow equations
in the presence of effective membranes corresponding to D-branes wrapped along internal cycles.
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(5.79)
On the other hand, using (5.66) we can write the second line of (5.79) in the form
− 2
∫
d3x
∫
dz
[
d
dz
(
e3D|Z|)− 1
2
δ(z)Tmembe3D
]
−
∫
d3x
∫
dze3Dδ(z) Tmemb
= −2
∫
d3x
[(
e3D|Z|)|z=+∞ −
(
e3D|Z|)|z=−∞] , (5.80)
where the terms localized over the membrane perfectly cancel. Then, (5.79) reduces to
the
Sred =
∫
d3x
∫
dz e3D
[
3
(
D˙ + |Z|)2 −Ki¯(ϕ˙i − 2Kik¯∂k¯|Z|)( ˙¯ϕ¯ − 2K l¯∂l|Z|)]
− 2
∫
d3x
[(
e3D|Z|)|z=+∞ −
(
e3D|Z|)|z=−∞] . (5.81)
This reduced action is identical in form to the one obtained in [111] in the absence of
membranes, basically because of the observed reciprocal cancellations of various terms
localised on the membrane.
Hence, as in the absence of membranes, the extremization of the BPS action (5.81)
precisely reproduces the bulk flow equations (5.72). Indeed, on any solution of the flow
equations, we get
Sred|on-shell = −2
∫
d3x
[(
e3D|Z|)|z=+∞ −
(
e3D|Z|)|z=−∞] = −∫ d3x˜ TDW, (5.82)
where on the slices of constant y we have introduced coordinates x˜i = eD(y)xi, so that
d3x˜ denotes the physical volume, and the domain wall tension is
TDW = 2
(|Z|z=+∞ − |Z|z=−∞) . (5.83)
It is however important to stress that (5.83) is only formally identical to the formula
obtained in the absence of membranes [92–94, 111, 113, 114]. However one should keep
in mind that it includes the contribution of the membrane. This can be seen by splitting
the overall change of |Z| in the bulk and membrane contributions4
TDW = 2
(|Z|z=+∞ − lim
ε→0
|Z|z=ε
)
+ 2
(
lim
ε→0
|Z|z=−ε − |Z|z=−∞
)
+ Tmemb . (5.84)
From (5.83) we see that our working assumption |Z|z=+∞ > |Z|z=−∞ guarantees
that TDW > 0. The case |Z|z=+∞ < |Z|z=−∞ (with still nowhere vanishing Z) can
be obtained by changing z → −z in the above steps, so that the sign-reversed flow
equations (5.72) extremize the corresponding BPS reduced action and the tension is given
by TDW = 2
(|Z|z=−∞ − |Z|z=+∞).
Furthermore, as mentioned above, at the end of the previous section, the case in which
there is a vanishing point of z0 of Z can be obtained by gluing two regions along which
4In [117] the same conclusion was reached starting from a ten-dimensional description of similar
domain wall solutions.
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|Z| flows in opposite directions, first decreasing from |Z|z=−∞ to 0 and then increasing
to |Z|z=+∞. The above arguments can be easily adapted to this case as well and give
TDW = 2
(|Z|z=−∞ + |Z|z=+∞), again as in the absence of membranes [92–94, 111, 113,
114]. However, in this case the membrane sitting at z0 would have vanishing localized
tension, TDW = 0. This would signal breaking of the validity of the effective action.
5.4 A mini-landscape example
To exemplify the discussion of the previous section, let us now consider a concrete simple
model for which domain wall solutions can be computed explicitly. In the super-Weyl,
chiral multiplet formulation the theory is described by two superfields za = (z0, z1),
associated with the prepotential
G = −iz0z1. (5.85)
The periods are then defined as in (4.74)
VA =

z0
z1
−iz1
−iz0
 . (5.86)
The super-Weyl invariance can then be gauge-fixed by choosing, for example
z0 = 1 , z1 = −iφ , (5.87)
where φ is the only physical field. The gauge-fixed potential acquires the form (4.22),
with NA = (e0, e1,−m0,−m1)
W (Φ) = (e0 + im
1)− i(e1 + im0)Φ . (5.88)
The dual three-form picture is easily identified from the discussion of Section 4.2. We
would like to dynamically generate all the constants NA. We will then need, as for the
maximal nonlinear case of Section 4.2.1, four gauge three-forms, properly included into a
couple of double three-form multiplets. Since G is quadratic, the 2× 2 matrix
Gab = iMab = −i
(
0 1
1 0
)
(5.89)
is constant, and the constraint (4.30), which defines the two double three-form multiplets
Sa in terms of the complex linear superfields Σa = (Σ0,Σ1), becomes linear
S0 = − i
2
(D¯2 − 8R)ImΣ1 , S1 = − i
2
(D¯2 − 8R)ImΣ0 . (5.90)
At the component level, they include the four three-forms
A0(3)
A1(3)
A˜(3)0
A˜(3)1
 (5.91)
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where, for clarity, we have introduced the change of notation AA3 → AA(3), with field
strengths F 0(4), F
1
(4), F˜(4)0, F˜(4)1. The three-form Lagrangian is then (4.34), where, in the
following, we will put to zero superpotential Wˆ for simplicity.
As of now we have not assumed any particular form for the Kähler potential. We will
regard za as coordinates for a one-dimensional special Kähler manifold, whose Kähler
potential is of the same form as (6.57). Then, after gauge-fixing the super-Weyl invariance,
we arrive at
K(φ, φ¯) = − log (4Imφ) + Kˆ0 . (5.92)
where Kˆ0 is an additional, constant contribution. In particular, we see that in order to
have a well defined Kähler potential we should require
Imφ > 0 . (5.93)
5.4.1 Bosonic action, three-forms and SL(2,Z) dualities
The three-form Lagrangian may more conveniently re-written by introducing the following
SL(2,Z)–covariant basis [7]
F(4)0 = F˜(4)0 − iF 1(4) , F(4)1 = F˜(4)1 − iF 0(4) . (5.94)
and we will collect F(4)a = (F(4)0,F(4)1). It is then possible to show that the gauge
three-form action (4.47) reduces to
S =
∫
Σ
[
1
2
R ∗1− dφ ∧ ∗dφ¯
4(Imφ)2
− T ab(φ)F¯4a ∗F4b
]
+ Sbd (5.95)
with the boundary contribution
Sbd =
∫
∂Σ
(A˜b(3) − GacAc(3))T ab ∗F4b + c.c. (5.96)
and
T ab(φ) =
e−Kˆ0
6 Imφ
(
1 iφ− Imφ
−iφ¯− Imφ |φ|2
)
, (5.97)
where Kˆ0 is the constant appearing in the complete Kähler potential (5.92). It is known
that the group of symmetries associated with the special Kähler structure defined by the
prepotential (5.85) is SL(2,R) (see for instance [118]). More precisely, an element(
a b
c d
)
∈ SL(2,R) (5.98)
acts on φ as follows
φ→ aφ+ b
cφ+ d
. (5.99)
In the assumption of the quantization conditions of Section 4.5.1, this reduces to SL(2,Z)
(with a, b, c, d ∈ Z), which we will interpret as the duality group of the model. This
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duality symmetry SL(2,Z) is embedded into the group of symplectic transformations
Sp(4,Z), see e.g. [118]. Here we focus on the SL(2,Z) generators
t =
(
1 1
0 1
)
, s =
(
0 1
−1 0
)
(5.100)
which correspond to the following Sp(4,Z) transformations
S(t) =

1 0 0 0
0 1 0 1
−1 0 1 0
0 0 0 1
 , S(s) =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 . (5.101)
One can check that, applying S(t) and S(s) to the (bosonic component of) the symplectic
vector (5.86), one gets the t- and s-actions on φ as in (5.99).5 Furthermore, one can verify
that [S(s)S(t)]3 = 1, which together with S(s)2 = −1 implies that (5.101) generate a
four-dimensional representation of SL(2,Z).
By applying (5.101) to (5.91), one can then get the transformation properties of the
gauge three-forms under the SL(2,Z) duality group. Consider the complex field-strengths
(5.94) and organize them into a 2-components vector
~F(4) ≡
( F(4)0
F(4)1
)
. (5.102)
Under SL(2,Z) we have ~F(4) → U ~F(4), with
U(t) =
(
1 −i
0 1
)
, U(s) =
(
0 −i
−i 0
)
. (5.103)
Notice that these matrices satisfy U †σ1U = σ1 and detU = 1, i.e. they are elements of
SU(1, 1) (defined with respect to the C2 metric σ1), which is known to be isomorphic to
SL(2,R). In other words, U(t) and U(s) generate the SU(1, 1) representation of SL(2,Z).
Using (5.97), one can also check that the 2× 2 matrix T ab(φ) transforms as follows
T (φ+ 1) = U(t)†−1T (φ)U(t)−1 ,
T
(
− 1
φ
)
= U(s)†−1T (φ)U(s)−1 .
(5.104)
Observing that the combination A˜(3)I − G¯IKAK(3) appearing in the boundary term (5.96)
transforms as F(4)I , one can readily check that the bulk and boundary terms in the action
(5.95) are separately invariant under the SL(2,Z) duality group. This shows that the
SL(2,Z) duality group is indeed a symmetry of the action (5.95).
5Under s one needs to make also the change Y → φY , which can be reabsorbed by a Kähler
transformation K → K − log φ− log φ¯.
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5.4.2 The mini-landscape of vacua
Let us study the vacua of the action (5.95) (in the absence of membranes). As discussed
in Section 4.2, one can first integrate out the gauge three-forms by picking up a particular
symplectic constant vector
m0
m1
e0
e1
 ∈ Z4 , (5.105)
and rewriting (5.95) in the form
S =
∫
Σ
[
1
2
R ∗1− dφ ∧ ∗dφ¯
4(Imφ)2
− V (φ, φ¯)
]
, (5.106)
where V is a conventional N = 1 potential
V (φ, φ¯) = eK+Kˆ0
(
Kφφ¯|DφW |2 − 3|W |2
)
= − e
Kˆ0
2Imφ
[
(m1)2 + (e0)
2 + 4(m0m1 + e0e1)Imφ
+ 2(m0e0 −m1e1)Reφ+ ((m0)2 + (e1)2)|φ|2
]
,
(5.107)
with W and K are as in (5.88) and (5.92), respectively. Generically, the effective action
(5.106) is not invariant under SL(2,Z) transformations of φ (unless we appropriately
transform also the integration constants ma, ea). However, given the ‘microscopic’ for-
mulation with three-forms we started from, we can regard this breaking as spontaneous
rather than explicit.
Let us first consider the simplest possibility: m0 = m1 = e0 = e1 = 0. In this
case W ≡ 0 and hence V ≡ 0. So, we have a one-dimensional moduli space of vacua
parametrized by an arbitrary expectation value of φ. As standard in similar situations,
one should identify two vacua related by an SL(2,Z) duality transformation. In view of
the restriction (5.93), the moduli space of the inequivalent vacua can be identified with
the familiar fundamental domain{
− 1
2
≤ Reφ ≤ 1
2
}
∩
{
|φ| ≥ 1
}
. (5.108)
On the other hand, this moduli space is drastically modified by any non-trivial set of
constants (5.105). It is useful to introduce the complex numbers
α0 ≡ e0 − im1 , α1 ≡ e1 − im0 (5.109)
taking values in Z+ iZ. Notice that the vector
~α ≡
(
α0
α1
)
(5.110)
transforms as (5.102) under the SL(2,Z) duality tranformations, that is, in the funda-
mental SU(1, 1) representation generated by (5.103). The bosonic component of the
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superpotential (5.88) takes the formW = α¯0−iα¯1φ and the corresponding supersymmetric
vacuum expectation value of φ (such that DφW |φ∗ = 0) is
φ∗ = i
α0
α1
. (5.111)
Taking into account (5.93), we require
Imφ∗ =
1
|α1|2 Re(α0α¯1) (5.112)
to be finite and positive. In particular, this implies that the cases α1 = 0 and Re(α0α¯1) = 0
must be discarded. Then, given a certain ~α, (5.111) is the only extremum of the potential
(5.107).
The condition Imφ∗ > 0 is equivalent to requiring that
Re(α0α¯1) ≡ 1
2
~α†σ1~α > 0. (5.113)
At the supersymmetric vacua (5.111) the covariantly holomorphic superpotential Z takes
the value
Z∗ = e 12 Kˆ0 α¯1|α1|
√
Re(α0α¯1) (5.114)
and the potential reduces to
V∗ = −3|Z∗|2 = −3 eKˆ0Re(α0α¯1) , (5.115)
which is strictly negative in view of (5.113), and thus determines the constant curvature
of the AdS vacuum. The AdS radius (where, we recall, natural units MP = 1) is identified
with the inverse of
|Z∗| = e 12 Kˆ0
√
Re(α0α¯1) . (5.116)
Since α0 and α1 are integrally quantized, we should assume that e
1
2
Kˆ0  1 in order to
be within the regime of reliability of our effective supergravity, which is equivalent to
|Z∗|  1, therefore the AdS radius is much larger than the Planck length.
Now the SL(2,Z) duality group of the theory relates a vacuum (5.111) associated with
a certain set of constants (5.105) (and a corresponding effective superpotential (5.88)) to
another vacuum associated with a different set of constants and effective superpotential.
It follows that, chosen a certain (generic) set of constants (5.105), the domain of φ is the
entire upper half-plane (5.93) (up to some possible residual and non-generic identification),
and not the fundamental domain (5.108). This is a purely four-dimensional realization of
the flux-induced monodromy effects observed in string compactifications, see for instance
[35] for a recent discussion.
On the other hand, in order to identify the inequivalent vacua, corresponding to
inequivalent choices of the constants (5.105) and of the corresponding effective potentials,
we can restrict ourselves to the vacua (5.111) which sit in the fundamental domain of
(5.108). The set of such vacua is plotted in Fig. 5.1. A similar set of vacua appears in
the simplest models of type IIB flux compactifications on a rigid Calabi–Yau [119], in
which φ can be identified with the axion-dilaton. In the type IIB models one needs to
impose the tadpole cancellation condition, which adds a constraint on the set of allowed
vacua. In our formulation with gauge three-forms, the tadpole cancellation condition can
be implemented as outlined at the end of Section 4.3.
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Figure 5.1 – A sampling of vacua (5.111) filling the fundamental domain (5.108), for the values of the
constants eI ,mJ ∈ [−11, 11].
5.4.3 Domain walls between aligned vacua
In this section we explicitly construct a class of domain walls of the kind discussed in the
previous section, encapsulating a membrane. The membrane will be considered static,
frozen at its position y = 0.6 These relate pairs of vacua φ|−∞ = φ∗ and φ|+∞ = φ′∗
of the form (5.111), corresponding to two sets of constants αa and α′a respectively. We
make the simplifying assumption that the phases of Z∗ and Z ′∗ are aligned and that the
phase of Z(y) remains constant along the flow. Of course, in order to have a (non-trivial)
domain wall |Z∗| and |Z ′∗| should be different and then the corresponding vacua cannot be
related by a SL(2,Z) duality. From (5.64) we see that we should impose Im(φ˙ ∂φK) = 0
with K as in (5.92). This is possible only if Reφ is constant and equals to
Reφ∗ = − Im(α0α¯1)|α1|2 . (5.117)
Clearly, we should also require Reφ′∗ = Reφ∗ . Hence,
v(y) ≡ Imφ(y) (5.118)
is the only dynamical real field along the flow. Again, we will assume that |Z| is always
increasing along the flow, which drives the field v from v|−∞ = v∗ towards v|+∞ = v′∗
and, at y = 0, it crosses a membrane of charges pa, qb such that
q0 − ip1 = α0 − α′0 , q1 − ip0 = α1 − α′1 . (5.119)
6Here, with respect to the previous section, we have called the fourth spacetime direction y instead of
z in order not to make confusion with the chiral fields za.
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The equations of the flow (5.72) are governed by the growth of |Z|. In particular,
equation (5.72a) reduces to
v˙ = 4v2
d
dv
|Z| . (5.120)
For y < 0, |Z| takes the following form
|Z(v)| = e
1
2
Kˆ0
2
√
v
[
|α1|v + Re(α0α¯1)|α1|
]
. (5.121)
For y > 0 the from of |Z| is obtained by replacing αa with α′a in (5.121).
On the left of the membrane, v∗ is a global minimum of |Z|. Hence, it is a repulsive
fixed point of (5.120), a flow is triggered and v is driven away from v∗, letting the value
of |Z| increase. When the membrane is reached at y = 0, v and consequently |Z| have
evolved to certain values v(0) and |Z|y=0. Here, the solution of the flow equations on the
left should be glued to the one on the right. We are then led to impose the continuity
of v across y = 0 while still keeping a growing |Z|. However, since on the right of the
membrane v′∗ is also a global minimum of |Z|, v′∗ is a repulsive (rather than attractive)
fixed point of (5.120). Hence the solution to the flow equations is such that v reaches the
value v′∗ at y = 0 and then remains constant
v(y) = v′∗ for y ≥ 0 . (5.122)
Correspondingly, |Z| starts from |Z∗| at y = −∞ and smoothly grows until it reaches the
membrane. At this point it jumps up to |Z ′∗| and then remains constant (see Fig. 5.4
for an example). Hence, on the right of the membrane, the background is just the AdS
vacuum solution.
Recalling (5.84), we see that the bound
TDW ≥ Tmemb (5.123)
is saturated if and only if on the left-hand side of the membrane |Z| is also constant.
In the following we will first examine the case in which the bound (5.123) is saturated,
leading to trivial flow equations on both sides of the membrane, and then we will consider
an example for which the inequality (5.123) strictly holds.
As a warm up, let us assume that on the left of the membrane ~α = 0, so that the
potential (5.107) and Z are identically zero. Then, for y < 0, the flow equations (5.72)
are trivial and are immediately solved by taking v and D to be arbitrary constants. In
particular, with no loss of generality, we can choose D(y) ≡ 0 for y < 0. Therefore, on
the left of the membrane, the bulk is always at a fixed Minkowski vacuum. As discussed
above, on the right of the membrane, the bulk is at its supersymmetric AdS vacuum,
in which v takes the constant value v′∗. Hence, by continuity, we should impose that
v(y) ≡ v′∗ also for y < 0. Furthermore, by imposing also the continuity of the warp factor,
we must set D(y) = −|Z ′∗|y for y > 0.
It is worthwhile to mention that this particular case of trivial flow for both y < 0 and
y > 0 can be realized only when on the left-hand side the vacuum is Minkowski, owing to
the freedom in choosing any constant value of v for y < 0.
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Let us now consider a more involved example, for which the flow on the left side of
the membrane is nontrivial. For any choice of initial constants α0, α1 and any k ∈ Q such
that
kα1 ∈ Z+ iZ (5.124)
we can choose a jump to new constants
α′0 = α0 + kα1 , α
′
1 = α1 , (5.125)
which clearly satisfies Reφ′∗ = Reφ∗. Notice that
Imφ′∗ = Imφ∗ + k . (5.126)
The flow moves along the vertical direction of the upper-half-plane parametrized by φ
(see Fig. 5.2). With no loss of generality, we take k > 0, so that Imφ′∗ > Imφ∗. From
(5.114), one can also see that |Z ′∗| > |Z∗| which is the default assumption in the previous
section.
−1 −0.5 0 0.5 1
1
φ
φ∗
φ′∗
Figure 5.2 – The fundamental domain of φ. Along the domain wall, φ flows up along the vertical line
specified by Reφ∗.
Under these restrictions, the initial and final values of v(y) are
v∗ =
Re(α0α¯1)
|α1|2 , v
′
∗ =
Re(α0α¯1)
|α1|2 + k (5.127)
and the membranes charges are
p0 = 0 , p1 = k Imα1 , q0 = −kReα1 , q1 = 0 . (5.128)
We can now compute the function Z(v, y) corresponding to our setting
Z(v, y) = α¯1e
1
2
Kˆ0
2|α1|
√
v
[
|α1|v + Re(α0α¯1)|α1| + k|α1|Θ(y)
]
. (5.129)
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Figure 5.3 – The potential (5.107) for the choice of the constants e1 = m0 = 1, e0 = m1 = 2, k = 1 and
keeping Reφ = 0. The solid red line refers to the potential on the left of the membrane, while the dashed
blue line to that on the right. This potential exhibits, on the left of the membrane, a supersymmetric
AdS critical point located at v∗ = 2 and, on the right, a supersymmetric AdS critical point at v′∗ = 3.
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Figure 5.4 – The flow of |Z| for the same set of parameters as in Fig. 5.3. The solid red line refers
to |Z| on the left of the membrane, while the dashed blue line to that on the right. The flow drives v∗
towards the value v′∗, at which |Z| jumps so that v is located at new supersymmetric vacuum on the
right.
In agreement with (5.73), Z(v, y) is discontinuous at y = 0 and the width of the
discontinuity is set by the tension of the membrane with the charges (5.128)
lim
ε→0
∣∣∣Z(yM + ε)−Z(yM − ε)∣∣∣ = k|α1|e 12 Kˆ0
2
√
v|y=0
≡ 1
2
Tmemb. (5.130)
An example for the flow of |Z| is depicted in Fig. 5.4.
Consider now the flow equation (5.120). For the examples under consideration, it
takes the explicit form
v˙ = e
1
2
Kˆ0
√
v
[
|α1|v − Re(α0α¯1)|α1| − k|α1|Θ(y)
]
, (5.131)
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which is solved by
v(y) =
{
v∗ coth2
[
1
2 |Z∗|(y + c)
]
for y ≤ 0 ,
v′∗ for y ≥ 0 .
(5.132)
The integration constant c must be negative, c < 0, and is fixed by the continuity at
y = 0, which imposes v∗ coth2
[
1
2c |Z∗|
]
= v′∗ and always admits a solution.
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Figure 5.5 – Above are depicted all the solutions to the flow equations (5.131), (5.134) for the same set
of parameters as in Fig. 5.3. The solid red lines refer to the quantities in the region on the left of the
membrane, while the dashed blue lines to those on the right. On the top left there is the evolution of the
scalar field: starting from the critical point on the left of the membrane, the field v is driven towards the
critical point on the right of the membrane. On the top right there is the modulus of the covariantly
holomorphic superpotential |Z|, which is always increasing. On the bottom left there is the warping
D(y), which is always decreasing, using which the curvature, on the bottom right, can be obtained. As
expected from the AdS vacua, the curvature is at a fixed positive value when the field v reaches the vacua
and, even though not explicitly shown here, is singular at the point y = 0. In the figures y is |Z∗|−1 units.
Since the bulk exhibits a non-trivial flow only on the left-hand side of the membrane,
the membrane tension is given by the vacuum expectation value of φ′∗ to the right of the
membrane
Tmemb = k|α1|
2eKˆ0
|Z ′∗|
. (5.133)
We still have to solve the equation for the warping (5.72b), which in the present case
reads
D˙ = −e
1
2
Kˆ0
2
√
v
[
|α1|v + Re(α0α¯1)|α1| + k|α1|Θ(y)
]
. (5.134)
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It also admits an analytic solution given by
D(y) =
{
d+ e−
1
2
Kˆ0 (log(− sinhu) + log coshu) for y ≤ 0 ,
−|Z ′∗|y for y ≥ 0 ,
(5.135)
where we have set to zero an arbitrary additive constant and u(y) ≡ 12 |Z∗|(y + c). The
integration constant d is fixed by imposing the continuity of D(y) at y = 0.
A couple of final comments. Notice that on the left-hand side of the membrane the
deviation of the complete solution from the AdS vacuum is concentrated within a length
of the same order of the AdS radius |Z∗|−1. Hence, in this sense, the domain wall may
be considered as ‘thick’. Furthermore, clearly, we can make a coordinate redefinition
y → y − yM to get a solution with the membrane localised at any point yM.
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PART IIIEXPLORING THE LANDSCAPE OF
EFFECTIVE FIELD THEORIES

6 Effective field theories from compact-
ifications of string and M-theory
In the previous chapters we gave a general recipe to introduce gauge three-forms into
generic N = 1 supergravity theories while still preserving supersymmetry. Their net
effect is to generate, once they are integrated out, a potential which includes a quadratic
dependence on some quantized constants, corresponding to a superpotential which linearly
depends on those constants. Such constants can be eventually constrained, an effect that
in the dual three-form picture rephrases into a gauging of the three-forms. We have also
illustrated how to couple linear multiplets to the dual theory, whose role is to provide an
alternative description of the axions and also incorporate, via gauging, an F-term coupling
between the axionic and other chiral sectors of the theory. The conclusions drawn in
the previous chapter are general and hold for any four-dimensional N = 1 supergravity
theory.
Concrete, important applications of the new formulation that we propose are effective
field theories emerging from compactifications of string and M-theory. Although our
formulation applies to more general cases, we will be mainly interested in superstring Type
II EFTs compactified over orientifolded Calabi-Yau manifolds and M-theory compactified
over G2–manifolds. In this chapter we will be focusing on the bulk theories, neglecting
the possible presence of membranes or strings in the four-dimensional theories, which will
be included in the next chapter. The material presented here is partly derived from [10],
using which we can re-obtain known results in the literature [6, 7, 37, 63, 120–123] but
also significantly extend them.
6.1 Towards a reformulation of EFTs from compactifications
Before directly considering specific examples of effective theories, let us qualitatively
explain the general ideas and the method that will be applied in the following sections.
The main aim of this chapter is to provide a new formulations of the EFTs directly from
a four-dimensional perspective, catching however all the elements that are predicted from
string theory.
The realm within which we move are four-dimensional N = 1 EFTs obtained after
compactifying higher dimensional string and M-theory over proper compact manifolds.
We shall consider effective theories with at most two-derivatives. Our first step will be to
reformulate the theory in the super-Weyl invariant approach introduced in Section 4.1.
The kinetic terms of the fields entering the EFT are then fully encoded into a real kinetic
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section K.1 As we shall see, the superfield content splits into two sectors: an axionic
sector TΛ of chiral superfields, distinguished by the fact that K depends explicitly only
on ImTΛ and with zero super-Weyl weight, and the rest of the chiral superfields Za, with
super-Weyl weight (1, 0), which depends on both the compensator U and the physical
chiral superfields Φi. In the EFT, a potential is introduced via a superpotentialW , which,
as we shall see in the various examples, acquires the typical form
W(Z;T ) = NAVA(Z)− cΛATΛVA(Z) + Wˆ0(Z) . (6.1)
The quantized constants NA, with A = 1, . . . ,N are originated from background fluxes
threading the manifold upon which we are compactifying and determine the maximal
lattice Γ; the parameters cΛA, which provide couplings between the axionic sector TΛ and
the other chiral superfields Za, also depends on the quantized background fluxes. All the
other contributions, which may include, for example, perturbative and nonperturbative
corrections, are generically collected into Wˆ0(Z).
A reformulation of the ordinary EFTs so formulated passes through regarding NA as
generated by gauge three-forms and, dualizing TΛ to linear multiplets LΛ, further reabsorb
the coupling term cΛATΛVA(Z) of the superpotential in a gauging of the three-forms. The
relevant issue that has to be addressed in the EFTs that we will encounter is to what
extent the procedure explained in Chapter 4. Namely, we need to answer the question:
how many fluxes can truly be promoted to dynamical variables? and how many axions
can be regarded as dual to gauge two-forms?
In answering the first question, two main restrictions are encountered:
- supersymmetry requires the fields of the compactifications to be properly collected
into supermultiplets. The moduli of the compactifications need to be paired with
gauge three-forms. Then, if the maximal amount of scalar moduli is n+1 (including
the compensator), we cannot promote to gauge three-forms a number N > 2(n+ 1)
of fluxes;
- the background fluxes are constrained by the tadpole cancellation conditions. As
we shall see in the specific examples in Sections 6.2.2 and 6.3.2, these acquire the
general form
QI ≡ 1
2
IABI NANB + Q˜AI NA + Q˜bgI = 0 , (6.2)
where the index I labels the different tadpole conditions, IABI = IBAI defines
a symmetric pairing between the fluxes NA, Q˜AI NA stands for a possible linear
contribution of fluxes to the tadpoles, and Q˜bgI denotes some background ‘charge’
that needs to be canceled by the flux contribution. In string theory the last
contribution is typically generated by orientifolds or curvature corrections (see the
following (6.30) and (6.89) for examples). As was anticipated in the introductory
Section 1.4 and as concretely explained in supergravity models in Section 4.3.1,
a consistent implementation of the constraint (6.2) requires it to be linear in the
1In this regard, we will also be neglecting higher derivatives terms on the graviton, such as those
considered in [124–130], which may be related to the backreaction of the fluxes over the metric and
α′–corrections.
166
6.2. Type IIB effective field theories
fluxes generated by the gauge three-forms. Then, we need to identify a subset NA
of NA as in (1.38), satisfying IAB = 0, leaving untouched some others N bgA . This
reduces (6.2) to
QI ≡ QbgI +
1
2
IABI NANB +QAI NA = 0 . (6.3)
The above issues apparently leave apart the axionic sector made up by the multiplets
TΛ. As explained in Section 4.4.2, we can reabsorb the F-term couplings cΛATΛVA(Z) by
introducing gauged linear multiplets [36]. The introduction of such objects requires the
presence in the EFT of gauge two-forms and paired ‘saxionic’ fields. We again stress that
in dualizing TΛ to LΛ we are assuming that no gauge three-form is paired to the lowest
components of TΛ (in other words, TΛ cannot be simultaneously regarded as three-form
multiplets). Furthermore, the gauging of the gauge two-forms by gauge three-forms
strictly requires the gauging parameters cΛA to depend on N bgA only, strictly correlating
with how we choose NA in (6.3).
Finally, we will come up with an alternative four dimensional theory, which is fully
determined by the Legendre transform F(Z, Z¯; Lˆ) of the kinetic section K(Z, Z¯;T ) and
with a superpotential Wˆ(Z), which depends on the fixed background fluxes N bgA .
6.2 Type IIB effective field theories
Effective four-dimensional N = 1 theories originating from the compactification of ten-
dimensional Type IIB string theory provide some of the simplest examples where the
above general discussion can find concrete applications. After having recalled the basic
features of orientifolded Calabi-Yau compactifications with background fluxes, we will
show how the four-dimensional EFT can be rephrased within the language of the previous
chapter, introducing gauge three-forms to generate background fluxes and gauge two-forms
in replacement of axions.
6.2.1 From 10D to 4D
In ten dimensions, the bosonic massless spectrum of Type IIB superstring theory consists
of the graviton g˜MN , the NS-NS gauge two-form B˜2, the dilaton φ˜, which stem from
the NS-NS sector, and gauge zero-, two- and four-forms C˜0, C˜2 and C˜4, from the R-R
sector.2 In the Einstein frame, the low energy effective action governing their dynamics is
[131–133]
S
(10)
IIB =
1
2κ210
∫ (
R˜ ∗ 1− 1
2
dφ˜ ∧ ∗dφ˜− 1
2
e−φ˜H˜3 ∧ ∗H˜3
)
− 1
2κ210
∫ (
1
2
e2φ˜F˜1 ∧ ∗F˜1 + 1
2
eφ˜F˜3 ∧ ∗F˜3 + 1
4
F˜5 ∧ ∗F˜5
)
− 1
4κ210
∫
C˜4 ∧ H˜3 ∧ F˜3 + Sloc ,
(6.4)
2Here and in the following sections, the tilde denotes the ten-dimensional quantities.
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with 2κ210 = `8s/(2pi) and where we have introduced the gauge invariant field strengths
F˜1 = dC˜0 , H˜3 = dB˜2 ,
F˜3 = dC˜2 − C˜0dB˜2 ,
F˜5 = dC˜4 − 1
2
dB˜2 ∧ C˜2 + 1
2
B˜2 ∧ dC˜2 .
(6.5)
In order to obtain a correct counting of the degrees of freedom, the self-duality condition
F˜5 = ∗F˜5 has to be further imposed, either at the level of the equations of motion or
slightly modifying the above action by following [134–137]. Furthermore, Sloc generically
includes all the contribution from localized sources, such as D-branes and O-planes.
A four-dimensional N = 1 supergravity effective theory is obtained by compactifying
the ten-dimensional theory (6.4) on an orientifolded Calabi-Yau background X = CY3/R.
The ten-dimensional background is chosen to be in the block diagonal form
ds2 = e2A(y)gmndx
mdxn + e−2A(y)gµν¯dyµdy¯ν¯ , (6.6)
where xm, with m = 0, . . . , 3, denote the external four-dimensional coordinates and yµ,
with µ = 1, 2, 3, are the internal complex coordinates parametrizing the Calabi-Yau
three-fold CY3, with gµν¯ an hermitean metric. The warp factor e2A(y), which depends on
the internal coordinates, is due to the presence of sources and background fluxes. We here
choose the orientifold involution R such that its action over the holomorphic Calabi-Yau
three-form is
RΩ = −Ω . (6.7)
The fixed loci in X are then either points or hypersurfaces of complex codimension
one. This implies that the allowed spacetime filling objects for such a background are
D3-branes and O3-planes, which are just points in the internal manifold or D7-branes
and O7-planes wrapping internal four-cycles.
The four-dimensional fields building up the EFT are identified with the zero modes
on X of the ten-dimensional fields. These are in one-to-one correspondence with the
harmonic forms of X. Presently, we focus on identifying only the scalar sector of the
four-dimensional EFT. To begin with, we introduce the periods as
M3PΠ
A(ϕ) =
pi
`3s
∫
ΣA
Ω =
pi
`3s
∫
X
Ω ∧$A , (6.8)
where $A, A = 0, . . . , b−3 a basis of H
3−(X;Z) and ΣA a basis of dual cycles. The
periods ΠA do depend on the complex structure parameters ϕi, i = 1, . . . , h2,1− . Then, Ω
decomposes as
Ω =
`3s
pi
M3PΠ
A(φ)$A , (6.9)
with $A that integrate, over a cycle ΣB, as
∫
ΣB
$A = δ
B
A . To be more explicit, we may
choose a symplectic basis {αa, βb}, a = 0, 1, . . . , h(2,1)− (X) of H3−(X,Z) as3
Ω = faαa − Gaβa . (6.12)
3We recall that a symplectic basis is such that∫
X
αa ∧ βb = −
∫
X
βb ∧ αa = δab ,
∫
X
αa ∧ αb =
∫
X
βa ∧ βb = 0 . (6.10)
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The periods (fa(ϕ),Ga(ϕ)), in terms of a symplectic basis of cycles {Σa, Σ˜b}, are given
by
fa(ϕ) =
∫
Σ˜a
Ω , Ga(ϕ) =
∫
Σa
Ω . (6.13)
By construction, they depend on the complex structure, but they are not most readily
good coordinates for the complex structure moduli space, owing to their redundancy. In
fact, it can be shown [139] that the periods Ga can be fully re-expressed in terms of fa.
Indeed, as function of fa, Ga(f) are homogeneous of degree one and can be regarded as
derivatives Ga = ∂G∂fa of a prepotential G, homogeneous of degree two [141]. Moreover, due
to the very definition of Ω as a section of a line bundle, fa provide projective coordinates,
one of which is unphysical and can be gauge-fixed. We then conclude that the complex
structure moduli space Mcs is a special Kähler manifold, parametrized by the projective
coordinates fa and described by the Kähler potential
Kcs = − log
[
i
(
faG¯a − f¯aGa
)]
. (6.14)
In the super-Weyl invariant formulation, the complex structure moduli are included into
n+1 chiral multiplets za with super-Weyl weights (1,0). Then, we introduce a super-Weyl
compensator u, lowest component of the chiral superfield U , and define
za = ufa(φ) . (6.15)
The kinetic section Kcs associated to the complex structure sector is then
Kcs(z, z¯) = −3|U | 23 e− 13Kcs(ϕ,ϕ¯) , (6.16)
where we have isolated the compensator using the homogeneity properties of the Kähler
potential.
The four-dimensional dilaton φ and the axion C0 assemble into the holomorphic
axio-dilaton as
τ = C0 − ie−φ , (6.17)
and contributes to the Kähler potential with
Kτ = − log [−i(τ − τ¯)] . (6.18)
In order to identify the remaining moduli, it is necessary to expand the Kähler form
J and both the NS-NS and R-R potentials into a basis of harmonic forms of H2+(X,Z) in
accordance with their parity under R. The Kähler form J decomposes as
J = vα(x)ωα , α = 1, . . . , h
(1,1)
+ (X) , (6.19)
By Poincaré duality, we can relate this three-form basis with a dual basis of symplectic cycles {Σa, Σ˜b}.
Given the relations αa = PD[Σa], βa = PD[Σ˜a], a symplectic basis of cycles is defined as
Σa ∩ Σ˜b :=
∫
Σ˜b
αa = −
∫
Σa
βb = δba ,
Σa ∩ Σb :=
∫
Σa
αb = 0 , Σ˜a ∩ Σ˜b :=
∫
Σ˜a
βb = 0 ,
(6.11)
where the symbol ∩ denotes the intersection number between two cycles (see, for example [138–140]).
169
Chapter 6. Effective field theories from compactifications of string and M-theory
where ωα is an harmonic basis for H
(1,1)
+ (X,Z). The NS-NS field strength H˜3 and the
R-R field strengths F˜3 and F˜5 split as
H˜3 = db
k(x) ∧ ωk +H3 ,
F˜3 = dc
k(x) ∧ ωk + F 3 , k = 1, . . . , h(1,1)− (X) ,
F˜5 = dCα(x) ∧ ω˜α , α = 1, . . . , h(2,2)+ (X) ,
(6.20)
where ωk and ω˜α are, respectively, an harmonic basis for H
(1,1)
− (X,Z) and H
(2,2)
+ (X,Z).
We also included the background three-form fluxes H3, F 3 which are expanded as4
H3 = `
2
shA$
A ≡ `2smaHαa − `2seHa βa ,
F 3 = `
2
smA$
A ≡ `2smaFαa − `2seFa βa ,
(6.21)
where mA = (eFa ,maF ) and hA = (e
H
a ,m
a
H) are quantized constants.
We can then collect the scalars ck, bk into h(1,1)− (X) chiral coordinates Gk = ck − τbk.
The Kähler deformations vα and the 4D scalars Cα do not however find an immediate
identification as Kähler coordinates. The proper chiral fields Tα serving as coordinates
are rather convoluted functions of vα, Cα, Gk and the axio-dilaton τ . We will not need
their expressions here and we refer to [120, 132] for further details. Together, Tα, Gk and
τ do provide h(1,1)(X) + 1 coordinates for a Kähler manifold described by the Kähler
potential
Kk = − log [−i(τ − τ¯)]− 2 log
[
1
6
K(τ, T,G)
]
≡ − log [−i(τ − τ¯)]− 2 log VE , (6.22)
where VE is the internal volume of X, measured in the Einstein frame. The set of moduli
which the four-dimensional EFT includes is further summarized in Table 6.1. In the
super-Weyl invariant language, we assume that both the dilaton and the superfields Gk
and Tα do not carry any super-Weyl weight.
The full kinetic section for the moduli is then
K(Z, Z¯; Ψ, Ψ¯) = Kcs(Z, Z¯)Kk(Ψ, Ψ¯) = −3|U |
2
3 e−
Kcs(Φ,Φ¯)
3 e−
Kk(Ψ,Ψ¯)
3 , (6.23)
with the superfields Φi and Ψaˆ whose lowest components are, respectively, the complex
structure moduli φi and the Kähler coordinates ψaˆ. While the superfields Za = Uga(Φ)
carry super-Weyl weights (1, 0), the superfields Ψaˆ do not carry any super-Weyl weight. It
is worthwhile to mention that the different weights of Za and Ψaˆ make the homogeneity
properties (4.11) realized only by Kcs(Z, Z¯), regarding Ψaˆ as a ‘spectator’ sector.
After gauge-fixing the super-Weyl invariance as in (4.16), we retrieve Kähler potential
K = Kcs +Kk = − log
[
i
(
faG¯a − f¯aGa
)]− log [−i(τ − τ¯)]− 2 log VE (6.24)
which reflects the factorized structure of the moduli space
Mmoduli =M
h
(2,1)
−
cs ×M h(1,1)+1k (6.25)
4We here adopt the convention such that a gauge p–form Cp has dimensions [Cp] = −p in units of
energy and its field strength Fp+1 = dCp dimensions [Fp+1] = −p+ 1.
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with the former, Mcs, being a special Kähler manifold parametrized by the projective
coordinates fa and the latter, Mk, a Kähler manifold parametrized by ψaˆ = (τ,Ga, Tα).
We also stress that the factorized structure (6.25) and the Kähler potential (6.24) hold
for the large volume and constant warping approximations. We do not expect them to
remain unaltered beyond such approximations and we refer to [142, 143] for the definition
of Kähler potentials taking into account a nontrivial warping. Still, one can explicitly
check that, in the large Imτ and large VE limit, the warped Kähler potentials of [142,
143] are well approximated by (6.24).
Fields Number Data Manifold
ga(ϕ) h
(2,1)
− (X) complex structure moduli Mcs
(C0, φ) 1 axio-dilaton
Mk(bk, ck) h
(1,1)
− (X) Kähler moduli
(vα, Cα) h
(1,1)
+ (X)
Table 6.1 – How the 4D fields originating form compactification of Type IIB superstring
theory reassemble as lowest components of N = 1 chiral superfields.
The presence of the three-form background fluxes H3, F 3 introduces a potential for
the complex structure moduli and the axio-dilaton. The potential is determined by the
GVW–superpotential [68, 144] which, in super-Weyl invariant language is
W(z; τ) = U pi
`5s
∫
X
Ω ∧ (F 3 − τH3) = mAVA(z)− τhAVA(z) . (6.26)
Here we have included the super-Weyl compensator as required by the homogeneity
properties (4.11)5 and introduced the periods
VA(z) = uΠA(ϕ) , (6.27)
which are homogeneous of degree one as in (4.21). Once gauge-fixed, the periods (6.27)
reduce to (6.8) and the superpotential becomes
W (Φ; τ) = M3P
(
mAΠ
A(Φ)− τhAΠA(Φ)
)
. (6.28)
6.2.2 The tadpole cancellation condition
The background three-forms H3, F 3 introduce, in the four-dimensional EFT, a set of
2b3−(X) quantized fluxes (mA, hA). However, (mA, hA) cannot be arbitrarily chosen: due
to the tadpole cancellation condition, they are strictly tightened together and also related
to the numbers of D3-branes and O3-planes which are present in the theory.
The tadpole cancellation condition originates from the ten-dimensional Bianchi identi-
ties involving the four-form C˜4, which here, due to the self-duality of F˜5, coincide with
their equations of motion:
dF˜5 = H˜3 ∧ F˜3 + 2κ210µ3ρlocal3 , (6.29)
5Here, with a little abuse of notation, we are denoting with τ both the axio-dilaton as well as the
superfield which contains it as lowest component τ(x, θ, θ¯)| = τ(x).
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with µ3 = 2pi`−4s . We can now integrate (6.29) over the full internal, compact manifold
X: standing that the term on the left hand side of (6.29) integrates to zero, upon using
the decompositions (6.20) and (6.21), we get
0 = IABhAmB +ND3 − 1
2
NO3 . (6.30)
Here we have defined the anti-symmetric intersection number
IAB ≡
∫
X
$A ∧$B , IAB = −IBA , (6.31)
while ND3 denotes the number of D3-branes in the CY3 double cover (namely, counting
separately D3-branes and their orientifold images, rather than counting the D3-branes in
the quotient space CY3/R, where we would count just half as many branes).6
6.2.3 Reformulating the 4D EFT
We are now ready to reformulate the four-dimensional EFT by introducing a hierarchy
of gauge forms. The forthcoming discussion will directly involve the complex structure
moduli and the axio-dilaton, while the remaining Kähler moduli will be ‘spectators’.
Hence, for the sake of clarity, we will set h(1,1)− (X) = 0, so that the internal volume VE in
(6.22) does not depend on the axio-dilaton τ [145].
The superpotential (6.26) depends on 2b3−(X) background fluxes (mA, hA), which
determine the maximal lattice Γ of fluxes
Γ = {(mA, hA) | mA, hA ∈ Z} = {NA} . (6.33)
However, due to the constraint (6.30), it is clear that they are not all independent.
Only one sublattice, constituted by either mA or hA can be regarded as originated from
three-form potentials. For simplicity, let us choose the former R-R fluxes as the dynamical
sublattice
ΓEFT = {(mA, 0) | mA ∈ Z} . (6.34)
This is indeed an isotropic lattice in the sense of (1.52). In fact, comparing the tadpole
cancellation condition (6.29) with the general (6.2), we recognize that
I ≡
(
0 −I
I 0
)
, (6.35)
and (6.34) clearly constitute null directions with respect to IAB.
Then, given an initial flux background N bgA = (mbgA , hbgA ), the set of fluxes that is
accessible within the 4D EFT description is
Γexp ≡ ΓEFT +N bg =
{
(mA, h
bg
A ) | mA ∈ Z, hbgA fixed
}
, (6.36)
6We recall that in our conventions, the same as [133], the charge of an Op-plane, with respect to that
of a Dp-brane charged under the same R-R form, is
QOp = −2p−4QDp . (6.32)
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which is an affine sublattice of the flux lattice Γ. These sublattices are parametrized by
quotient elements [N bg] ∈ Γ/ΓEFT, which can be identified with the set of NS-NS fluxes
hA. In other words, as of now, the superpotential W(z; τ) in the super-Weyl invariant
formalism will be so built:
W(z; τ) = mAVA(z)︸ ︷︷ ︸
generated by three-forms
−τhAVA(z)︸ ︷︷ ︸
‘spectator’ sector → Wˆ(z; τ)
, (6.37)
where we have neglected, for simplicity, additional corrections. In this setup, the fluxes
hA are then considered frozen, fixed constants and, consequently, we may rewrite the
constraint (6.30) in the linearized form (4.90) as
QAmA +Qbg = 0 , with QA ≡ −IABhB , Qbg = ND3 − 1
2
NO3 . (6.38)
The dynamical generation of the sublattice (6.34) requires the inclusion, in the four-
dimensional theory, of b3−(X) gauge three-form potential, the same amount as mA in
(6.34).
Gauge three-forms may be included into a generic EFT following the steps traced in
Section 4.2. Here we would also like to have a ten-dimensional understanding of why
gauge three-forms have to be present in the four-dimensional theory, whether they are
predicted and what is their origin. Clearly, it is not possible to obtain, by dimensional
reduction, any four-form field strength from the usual (6.5). However, as was noticed in
[37], we may pass to a ‘democratic’ formulation where, beside the electric potentials C0,
C2, B2, their magnetic duals C8, C6, B6 also appear. Reducing their field strengths, 4D
four-form field strengths naturally appear
F˜7 = dA
A
3 (x) ∧$A + . . . , H˜7 = dAˇA3 (x) ∧$A + . . . . (6.39)
The maximal amount of gauge three-forms (AA3 , AˇA3 ) which are predicted by dimensional
reduction is then 2×2b3−(X), as the dimensionality of Γ. In order to dynamically generate
the sublattice (6.34) it is just sufficient to consider the subset AA3 , dual to the R-R
potentials F3.
We have now at hands all the basic elements to reshape the 4D EFT presented in
Section 6.2.1. Notably, the number of gauge three-forms AA3 is twice as the number of
complex scalars za: this is the maximally nonlinear case of Section 4.2.1, described by
nonlinear double three-form multiplets of the kind of (4.76). We can then introduce the
multiplets
SA ≡
(
Sa
Ga(S)
)
(6.40)
with
Sa ≡ − i
4
(D¯2 − 8R)Pa , S˜a = Ga(S) ≡ − i
4
(D¯2 − 8R)Pa , (6.41)
which neatly collect, in their components, the complex structure moduli za (with the
super-Weyl compensator), as well as the gauge three-forms AA3 = (Aa3, A˜3a), with the latter
embedded into PA = (Pa, P˜a) as in (C.4). Furthermore, the dynamical implementation
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of the tadpole cancellation condition (6.38) requires the inclusion in the EFT of one
four-form multiplet Γ of the kind of (4.85), whose effect is the appearance of a four-form
C4 and the gauging of SA as
SA → SˆA ≡ − i
4
(D¯2 − 8R)PA − iQAΓ , (6.42)
resulting into a gauging of the three-forms as
FˆA4 = dA
A
3 +Q
AC4 = dA
A
3 − IABhBC4 . (6.43)
Therefore, in the super-Weyl invariant language we arrive at the 4D EFT Lagrangian
L˜ =
∫
d4θ EKcs(Sˆ, ¯ˆS)e−
Kk(τ,τ¯ ;T,T¯ )
3 +
(∫
d2Θ 2E Wˆ(Sˆ; τ) + c.c.
)
,
+
[
i
∫
d2Θ 2E QbgΓ + c.c.
]
+ L˜bd .
(6.44)
After fixing the super-Weyl invariance we arrive at the four-dimensional action determined
by (4.99) as
S|bos = M2P
∫
Σ
(
1
2
R ∗ 1− FMN¯ dϕM ∧ ∗dϕ¯N¯
)
−
∫
Σ
[1
2
TABFˆ
A
4 ∗FˆB4 + TABΥAFˆB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FˆA4 + ΥA)AB3 +
∫
Σ
QbgC4 .
(6.45)
Here we have collectively denoted the physical complex structure moduli and the (com-
plexified) Kähler moduli by ϕM = (ϕi, tαˆ), with i = 1, . . . , h2,1− and αˆ = 1, . . . , h
1,1
+ . The
three-form kinetic terms are defined as in (4.48) with
Wˆ (ϕ; τ) = −M3PτhAΠA(Φ) (6.46)
and the periods as those entering (6.28).
The action (6.45) already provides a three-form origin for the R-R flux potential
which, owing to the gauging (6.43), are generated dressed with the constraint (6.38). Still,
we do not content ourselves with the formulation (6.45) and make a step forward. The
NS-NS originated superpotential Wˆ (ϕ; τ), which in (6.46) we regarded as a spectator,
may be reabsorbed into a gauging of the two-form dual to the axion C0. In order to see
this, first, we dualize the axio-dilaton τ to the scalar component ` of a linear multiplet by
using (4.112)
` =
1
2Imτ
. (6.47)
The field metric is now determined by the Legendre transform (4.111) of the Kähler
potential (6.24), that is
F = log `+ 1− 2 log VE +Kcs . (6.48)
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Owing to the block diagonal structure of the metric, the Lagrangian (4.132) reduces to
S|bos = M2P
∫
Σ
(
1
2
R ∗ 1− FMN¯ dϕM ∧ ∗dϕ¯N¯ −
1
4`2
d` ∧ ∗d`
)
− 1
M2P
∫
Σ
(
1
4`2
Hˆ3 ∧ ∗Hˆ3
)
+Qbg
∫
Σ
C4
−
∫
Σ
[1
2
TABFˆ
A
4 ∗FˆB4 + TABΥAFˆB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FˆA4 + ΥA)AB3 .
(6.49)
The field strength Hˆ3 is gauged as in (4.126), with the charges cΛA → hA, that is
Hˆ3 ≡ H3 + hAAA3 . (6.50)
The potential is fully encoded in the three-form part of the Lagrangian, whose quantities
are determined by
TAB = 2M4Pe
F˜ Re
(
K ¯icsDiΠ
AD¯¯Π¯
B + ΠAΠ¯B
)
,
ΥA = −M
4
Pe
F˜
`
Im
(
hBK
¯i
csD¯¯Π¯
BDiΠ
A − hBΠ¯B¯ΠA
)
,
Vˆ =
M4Pe
F˜
4`2
(
hAhBK
¯i
csDiΠ
AD¯¯Π¯
B + hAhBΠ
AΠ¯B
)
,
(6.51)
as it can be easily computed from the general formulas (4.133).
Superfields Bosonic fields Number Data
za(ϕ)
h
(2,1)
− (X) + 1
complex structure deformations
R-R axionsSˆa
AA3 , A˜3A gauge three-forms
T αˆ tαˆ h
(1,1)
+ (X) Kähler deformations
`
1
(dual of) dilaton
Lˆ B2 C0–axion
Γ C4 1 gauge four-form
Table 6.2 – The 4D superfields leading to a new reformulation of N = 1 Type IIB EFTs.
The spectrum of the newly reformulated Type IIB EFTs is further summarized in
Table 6.2. We stress, again, that in this reformulation the R-R fluxes are treated as dynam-
ical variables, while the NS-NS are frozen. Hence, as will be performed in Section 7.3, only
the R-R fluxes can undertake membrane–mediated transitions. Additionally, considering
the NS-NS fixed allowed us to both implement the tapdole cancellation condition and
define the gaugings of the linear multiplet, dual to the axio-dilaton. Of course, a different
choice of dynamical lattice (6.34) would have led to a different theory, with a different
hierarchy of forms. In Section 7.3 we will however show that the choice (6.34) is the most
natural to be taken.
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6.3 Type IIA effective field theories
Effective fields theories originating from Type IIA superstring theory provide other
examples of theories which can be rephrased in the dual formulation of Chapter 4. With
respect to the case of Type IIB EFTs examined in the previous section, background
fluxes generate a superpotential which involve both the entire sets of Kähler and complex
structure moduli [132, 146]. After briefly recalling the basic elements entering the 4D
EFTs originating from ten dimensions, we show how the closed string superpotential can
be interpreted as dynamically generated by a set of gauge three-forms. Furthermore,
we will show how the dual three-form picture can take into account the presence of
nongeometric background fluxes [133, 147–149] and open string moduli [150, 151].
6.3.1 From 10D to 4D
The bosonic massless, closed string spectrum of Type IIA superstring theory comprehends
the graviton g˜MN , the gauge two-form B˜2 and the dilaton φ˜ originating from the NS-NS
sector and a gauge one-form A˜1 and a gauge three-form C˜3 from the R-R sector. The
ten-dimensional, N = 2 supersymmetric action describing their dynamics, taking into
account a possible nonvanishing Romans mass m0, is [132, 133, 152]
S
(10)
IIA =
1
2κ210
∫ (
R˜ ∗ 1− 1
2
dφ˜ ∧ ∗dφ˜− 1
2
e−φ˜H˜3 ∧ ∗H˜3
)
− 1
4κ210
∫ (
e
5
2
φ˜(m0)2 ∗ 1 + e 32 φ˜G˜2 ∧ ∗G˜2 + e 12 φ˜G˜4 ∧ ∗G˜4
)
− 1
4κ210
∫ [
B˜2 ∧ dC˜3 ∧ dC˜3 + m
0
3
(B˜2)
3 ∧ dC˜3 + (m
0)2
20
(B˜2)
5
]
+ Sloc ,
(6.52)
where we have defined the gauge invariant field strengths
G˜2 = dA˜1 +m
0B2 , H˜3 = dB˜2 ,
G˜4 = dC˜3 + dA˜1 ∧ B˜2 − 1
2
m0B˜2 ∧ B˜2 ,
(6.53)
and Sloc generically collects all the contributions from localized sources.
The compactification of the ten-dimensional theory over an orientifolded Calabi-Yau
manifold X = CY3/R produces a four-dimensional N = 1 supergravity EFT. The
compactification metric ansatz is in the form (6.6). However, we here choose the action
of the orientifold involution R on the Calabi-Yau holomorphic three-form Ω as
RΩ = e2iθΩ¯ , (6.54)
still acting trivially on the external coordinates xm. The fixed loci under (6.54) are
spacetime filling O6-planes, wrapping special Lagrangian three-cycles in X.
The identification of the fields building up the four-dimensional theory proceeds as in
Section 6.2.1. We expand the ten-dimensional fields into a basis of harmonic forms on X,
the zero-modes, which are ultimately identified with the four-dimensional fields, being in
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one-to-one correspondence with the harmonic forms. Presently, we are just interested in
the scalar sector of fields and how the moduli assemble into N = 1 superfields.
To begin with, let us notice that the Kähler form J and the NS-NS two-form B˜2 are
both odd under the orientifold involution (6.54). We can then expand them into a basis
{ωi}, i = 1, . . . , h(1,1)− (X) of harmonic two-forms of H(1,1)(X;Z) as
J = ti(x)ωi , B2 = b
i(x)ωi , i = 1, . . . , h
(1,1)
− (X) . (6.55)
We can combine them into the complexified Kähler form Jc = B2 + iJ , which straightfor-
wardly identifies the complex scalar fields
ϕi(x) ≡
∫
Ci
Jc = b
i(x) + iti(x) , (6.56)
where {Ci} is a basis of orientifold-odd two-cycles, Poicaré dual to the basis {ωi}. It can
be shown that the moduli space Mk, described by the complexified Kähler deformations
(6.56), is a special Kähler manifold. By introducing the homogeneous coordinates fa(φ),
with a = 0, 1, . . . , h(1,1)− (X), the geometry ofMk is fully encoded into a prepotential G(f),
which is homogenous of degree two in fa and determines the Kähler potential
Kk = − log
[
i
(
f¯aGa − faG¯a
)]
. (6.57)
In the large-volume limit we can set
G(z) = − 1
6f0
κijkf
ifkfk +
1
2
aab f
af b +O(e2piiϕ) , (6.58)
where κijk are triple-intersection numbers and the terms aabzazb and O(e2piiϕ) encode the
possible perturbative and non-perturbative α′-corrections, respectively. However, away
from the large volume limit, G(z) can eventually have a more general form.
In order to pass to a super-Weyl invariant formulation, we introduce h(1,1)− (X) + 1
chiral multiplets za with super-Weyl weights (1,0), related to fa as
za = ufa(φ) , (6.59)
where we have introduced the compensator U , whose lowest component is u. The kinetic
section Kk expressing the kinetic terms of the Kähler moduli is
Kk(z, z¯) = −3|U |
2
3 e−
1
3
Kk(ϕ,ϕ¯) , (6.60)
where we have isolated the compensator using the homogeneity properties (4.11). Gauge-
fixing the super-Weyl invariance amounts in setting, for example, z0 = u and zi = uϕi,
with u as in (4.16).
The identification of the complex structure moduli is slightly more involved. The
complex structure deformations are encoded into the Calabi-Yau holomorphic three-
form Ω, which is defined only up to a real rescaling Ω → Ωe−Reh(z), with h(z) a
generic holomorphic function7. A gauge invariant quantity can then be defined as CΩ
7Generically, Ω is a section of a line bundle L → X and, as such, transforms as Ω→ Ωe−h(z) for a
generic holomorphic function h(z). This reduces to just a real rescaling by (6.54).
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by introducing a compensator C = e−φ˜−iθe 12 (Kcs−Kk) transforming as C → CeReh(z). One
may then decompose CΩ into a symplectic basis (αλ, βκ) ∈ H3(X;Z) as
CΩ = αλ(Cgλ)− βκ(CFκ) (6.61)
with the periods (gκ,Fλ(z)) defined as
gκ =
∫
X
Ω ∧ βκ , Fλ(z) =
∫
X
Ω ∧ αλ . (6.62)
In order to exhibit the action of the orientifold projection on Ω, H3(X;Z) can be
decomposed into its even and odd-parts under the involutionR, H3+(X;Z)⊕H3−(X;Z) and
consequently define the symplectic bases (αK , βQ) ∈ H3+(X;Z) and (βK , αQ) ∈ H3−(X;Z).
Then, (6.54) implies that
Im(CgK) = Re(CFK) = 0 , Re(CgQ) = Im(CFQ) = 0 , (6.63)
halving the number of independent periods, reducing the expansion (6.61) to
CΩ = Re(CzK)αK + iIm(CzQ)αQ − Re(CFQ)βQ − iIm(CFK)βK , (6.64)
which encode h(2,1)(X) + 1 independent parameters parametrizing the complex structure
deformations. Indeed, the R-R three-form C3, even under R, enjoys the expansion
C3 = ξ
K(x)αK − ξQ(x)βQ , (6.65)
which identifies the four-dimensional axions (ξK , ξQ).
Combining the four-dimensional fields originating from Ω and C3, we can identify the
complexified three-forms
Ωc = C3 + iRe(CΩ) , (6.66)
and we identify the complex coordinates for the complex structure space Mcs as
NK =
∫
Ωc ∧ βK ≡ ξK + inK , UQ =
∫
Ωc ∧ αΛ ≡ ξQ + iuQ . (6.67)
These provide h(2,1)(X) + 1 Kähler coordinates for the complex structure moduli space
Mcs, which is described by the Kähler potential
Kcs = −2 log
[
i
2
∫
X
CΩ ∧ CΩ
]
= −2 log [Im(CgQ)Re(CFQ)− Re(CgK)Im(CFK)] =: − log e−4D (6.68)
where we have defined the four-dimensional dilaton D.
The scalar fields entering the Type IIA EFTs are schematically summarized in Table 6.3.
The moduli space has then a factorized structure
Mmoduli =M
h
(1,1)
−
k ×M h
(2,1)+1
cs (6.69)
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described by the Kähler potential
K = Kk +Kcs = − log
[
i
(
f¯aGa − faG¯a
)]− log e−4D . (6.70)
In super-Weyl invariant language, we identify za as the lowest components of the superfields
Za, which carry super-Weyl weight (1, 0). Furthermore, we identify NK and UQ with
the lowest components of chiral superfields which, with an abuse of notation, we call NK
and UQ as well; we assume that the superfields NK and UQ do not carry any super-Weyl
weight. It will also be convenient to collect them into the superfields TΛ = (NK , UQ).
The kinetic section K which determines the kinetic terms is then
K(Z, Z¯;T, T¯ ) = Kk(Z, Z¯)e−
Kcs(T,T¯ )
3 = −3|U | 23 e−Kk(Φ,Φ¯)3 e−Kcs(T,T¯ )3 . (6.71)
Fields Number Data Manifold
ϕi h
(1,1)
− (X) Kähler moduli Mk
TΛ = (N
K , UΛ) h
(2,1)(X) + 1 complex structure moduli Mcs
Table 6.3 – How the 4D fields originating form compactification of Type IIA superstring
theory reassemble as lowest components of N = 1 chiral superfields.
A superpotential for the moduli fields can be introduced by threading the Calabi-Yau
manifold X with background fluxes. In the democratic formulation, along with the R-R
gauge potentials C1, C3, we also introduce C5, C7 and C9, with the gauge invariant field
strengths F0 ≡ m0, G2, G4 accompanied by their duals G10 = ∗G0, G8 = ∗G2, G6 = ∗G4
[37, 120, 153]. We collectively arrange the gauge potentials C2p+1 into the polyform
C = C1 + C3 + C5 + C7 + C9 (6.72)
which identifies the so-called C-basis [153]. This is distinguished from the A-basis
A = C ∧ e−B2 , (6.73)
in terms of which we introduce the gauge invariant field strengths
G = (dA + G) ∧ eB2 = dC−H3 ∧C + G ∧ eB2 . (6.74)
Here we have introduced the background R-R fluxes as the formal sum G of harmonic
forms on X. The A-basis is particularly useful to convey the quantization condition for
the fluxes. That is, given a (p+ 1)–cycle Σp+1 in X not intersecting a localized source,
the charge quantization reads
1
`ps
∫
Σp+1
(
dAp +Gp+1
) ∈ Z . (6.75)
Therefore, the integral background fluxes are defined as
m0 = `sG0 , m
i = − 1
`s
∫
Σi
G2 , ei =
1
`3s
∫
Σ˜i
G4 , e0 =
1
`5s
∫
X
G6 , (6.76)
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where Σi and Σ˜i constitute bases of cycles of H−2 (X;Z) and H
+
4 (X;Z) respectively. We
are now in the position to write down the superpotential generated by the background
fluxes as
WR-R = U
∫
X
G ∧ eiJ = U
∫
X
G ∧ eJc , (6.77)
where we have introduced an overall compensator in order to guarantee the super-Weyl
weight (1, 0). If we define the quantities
VA(Z) =
(
Za
Ga(Z)
)
, eA =
(
ea
ma
)
, (6.78)
then, the superpotential (6.77) may be rewritten in the more compact form
WR-R = eAVA(Z) . (6.79)
A superpotential involving the complex structure moduli is instead introduced assuming
that the Calabi-Yau is threaded with background NS-NS fluxes H3
H3 = h
QαQ − hKβK (6.80)
with hK and hQ the quantized fluxes defined by
1
`2s
∫
ΣQ
H3 = hQ ,
1
`2s
∫
ΣK
H3 = h
K , (6.81)
where {ΣK ,ΣQ} is a basis of cycles in H−3 (X;Z), Poincaré dual of {βK , αQ}. In the
super-Weyl invariant language, a superpotential for the complex structure moduli is given
by
WNS-NS(U ;N) = U
∫
X
Ωc ∧H3 =: −U
(
hKN
K + hLNL
) ≡ −UhΛTΛ , (6.82)
where the super-Weyl compensator U is introduced to get the correct super-Weyl weight.
Therefore, collecting (6.79) and (6.82), we get the superpotential
W(Z;T ) = eAVA(Z)− UhΛTΛ + Wˆ(Z;N) (6.83)
where Wˆ(Z;N) generically collects all the other contributions beyond those presently
considered. After gauge-fixing the super-Weyl invariance, the superpotential (6.83) is
W (Φ;T ) = M3P
(
eAΠ
A(Φ)− hΛTΛ
)
+ Wˆ (Φ) , (6.84)
where the periods may be chosen as
ΠA =
 1ϕi
Ga(ϕ)
 . (6.85)
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6.3.2 The tadpole cancellation condition
The set of tadpole cancellation conditions that we will be interested in are those originating
from the seven-form C˜7, which couples to D6-branes and O6-planes. The tadpole
cancellation can be more easily understood in a ‘democratic’ formulation where also C5,
C7 and C9 are considered [133, 153] – we will briefly comment on such a formulation
in the next section. It emerges as equations of motion for C˜7, which coincide with the
Bianchi identities for the field strengths G˜2. The relevant contribution of C˜7 to the
ten-dimensional action are
S|C˜7 ⊃ −
1
4κ210
∫
M4×X
e
3
2
φ˜dC˜7 ∧ ∗G˜8 + µ6
∑
α
qα
∫
M4×Πα
C˜7
= − 1
4κ210
∫
M4×X
e
3
2
φ˜dC˜7 ∧ ∗G˜8 + µ6
∑
Λ
qΛ
∫
M4×X
C˜7 ∧ δ3(Πα) ,
(6.86)
where the sum over α involves separately the D6-branes, wrapping some internal three-
cycle Πα, their orientifold images, wrapping the image cycles RΠα and the O6-planes.8
From (6.86) we immediately read the Bianchi identity for G˜2
d ∗ G˜8 = dG˜2 = 2κ210µ6
∑
α
qαδ3(Π
α) . (6.87)
Integrating it over the internal, compact manifold X provides the cohomological relation∑
[Πα] + [RΠα]− 4[ΠO6] = m0[ΠH ] , (6.88)
which we will re-express as
QΛbg −m0hΛ = 0 . (6.89)
where QΛbg generically takes into account the contributions of the local sources. In contrast
with the Type IIB case, where the Bianchi identity (6.29) provides just a single constraint,
here the tadpole conditions are counted by the dimension of the odd integral cohomology
H3−(X;Z).
6.3.3 Reformulating the 4D EFT
The four-dimensional Type IIA EFTs are equipped with a set of 2h(1,1)− + h(2,1) + 3 fluxes
(eA, h
Λ), spanning the lattice
Γ =
{
(eA, h
Λ) | eA, hΛ ∈ Z
}
= {NA} . (6.90)
The admissible flux configurations are however constrained due to the tadpole cancellation
condition (6.88). The tadpole condition (6.88) further signals that it is not possible to
regard all the fluxes as originated from integrating out three-forms, but only a sublattice
of them. The simplest choice seems to assume the NS-NS background fluxes to be fixed
8We recall that, due to the chosen convention (6.32), given the charge qD6α = 1 under C˜7 of a D6-brane
and their orientifold image, counted separately, the charge of an O6-plane is qO6α = −4.
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at given background values hΛbg and the R-R fluxes to be dynamically generated. Namely,
the flux sublattice that we can span with such a choice is
Γexp ≡ ΓEFT +N bg =
{
(eA, h
Λ
bg) | eA ∈ Z, hΛbg fixed
}
. (6.91)
This reflects, upon the super-Weyl superpotential (6.83), in the fact that we will regard
the R-R contributions (6.79) as dynamically generated by a set of gauge three-forms,
while the other contributions are, for the moment, considered as spectators
W(z; τ) = eAVA(z)︸ ︷︷ ︸
generated by three-forms
−UhΛTΛ + Wˆ(Z;T )︸ ︷︷ ︸
‘spectator’ sector →W ′(z; τ)
. (6.92)
Having set the NS-NS fluxes as fixed, the tadpole cancellation condition (6.88) becomes
linear with respect to the dynamically generated fluxes, which here is just the Romans
mass:
m0QΛ +QΛbg = 0 , with QΛ ≡ −hΛ . (6.93)
It is then immediate to see that, since IABΛ → IΣ0Λ = δΛΣδA0 , the subset eA constitute an
isotropic sublattice in the sense of (1.52).
The dynamical generation of the sublattice (6.91) requires the introduction of a set
of 2h(1,1)− (X) + 2 gauge three-form potentials, the same amount as eA in (6.34). Their
origin from a ten-dimensional theory may be better understood switching to a democratic
formulation [120, 153]. Along with the Romans mass m0 and G˜2, G˜4, we also consider
G˜10, G˜8 and G˜6. They obey ∗G˜10 = m0, ∗G˜8 = G˜2, ∗G˜6 = G4, which can be imposed at
the level of equations of motion. The presence of the higher-form potentials C˜5, C˜7, C˜9
allows one to get, by dimensional reduction, the following sets of gauge three-forms in 4D
EFT:
G˜4 = dA
0
3 + . . . , G˜6 = dA
i
3 ∧ ωi + . . . , (6.94)
G˜8 = dA˜3i ∧ ωi + . . . , G˜10 = dA˜30 ∧ volX + . . . , (6.95)
where the dots stand for other contributions where we are presently not interested into.
Together, the gauge three-forms {Aa3, A˜3a} are a set of 2h(1,1)− + 2 gauge three-forms. This
has to be compared with the number of physical complex scalars ϕi, h(1,1)− , which actively
participate in the dynamically generated part of the superpotential. This case falls into
the maximally nonlinear class of examples of Section 4.2.1. The supersymmetric EFT
which appropriately include the gauge three-forms is described in terms nonlinear double
three-form multiplets of the kind of (4.76a)
Sa ≡ − i
4
(D¯2 − 8R)Pa , Sa = Ga(S) ≡ − i
4
(D¯2 − 8R)P˜a , (6.96)
which collect at once the Kähler moduli (plus the super-Weyl compensator) za and the
gauge three-forms AA3 among their components.
The gauge three-forms so included would arbitrarily generate any possible constant
eA ∈ Z. The tadpole constraint (6.88) is enforced upon the dynamically generated eA by
inserting, in the EFT, a set of gauge four-forms CΛ4 gauging the three-forms {Aa3, A˜3a}.
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Following the recipe of Section 4.3, we introduce b−3 (X) gauge four-forms, one for each of
the constraints imposed by (6.93). Applying (4.96), with the definitions (6.93), it turns
out that the only multiplets that is subjected to the gauging is
S0 = G0(Sa) → Sˆ0 ≡ − i
4
(D¯2 − 8R)P˜0 + ihΛΓΛ . (6.97)
This results also into the fact that in the four-dimensional theory, rather than F˜40, its
gauged counterpart appears
ˆ˜F40 = dA˜30 − hΛC4Λ . (6.98)
To recap, up to to this point we have arrived at the superspace Lagrangian
L˜ =
∫
d4θ EKk(Sˆ, ¯ˆS)e−
Kcs(T,T¯ )
3 +
(∫
d2Θ 2E W ′(Sˆ; τ) + c.c.
)
,
+
[
i
∫
d2Θ 2E QΛbgΓΛ + c.c.
]
+ L˜bd
(6.99)
with the remnant superpotential
W ′(S;N) = −S0hΛTΛ + Wˆ(S) . (6.100)
The components of (6.99), after gauge-fixing the super-Weyl invariance, are the same as
(4.99), with the three-form kinetic parts given by (4.48) and (4.83) (see also, in comparison,
[120–123, 154]).
This not the end of the story. The complex structure multiplets TΛ may be regarded as
axionic multiplets for the Lagrangian (6.99) and can then be dualized to linear multiplets
LΛ following the procedure of Section 4.4.1. In this picture, the R-R axions ξΛ are
then replaced with gauge two-forms BΛ2 , while the saxions nΛ are replaced by `Λ, the
lowest components of the linear multiplets. Furthermore, comparing the superpotential
(6.100) with (4.116) considered in Section 4.4.2, we immediately recognize that the first
contribution in (6.100), which couples the compensator S0 to the complex structure
superfields TΛ, can be reabsorbed in a gauging of the newly added linear multiplets.
Hence, we trade LΛ with their gauged variants
LΛ → LˆΛ = LΛ + hΛP˜0 , (6.101)
which, at the level of components, reflects into the gauging
HΛ3 = dBΛ2 → HˆΛ3 = dBΛ2 + hΛA03 . (6.102)
The full spectrum of superfields which build the theory, along with the bosonic
components that they include, is summarized in Table 6.4. At the superspace level, the
Lagrangian (6.99) becomes
L˜ = −3
∫
d4θ E F(Sˆ, ¯ˆS; Lˆ) +
(∫
d2Θ 2E Wˆ(Sˆ) + c.c.
)
,
+
[
i
∫
d2Θ 2E QbgΛ ΓΛ + c.c.
]
+ L˜bd
(6.103)
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Superfields Bosonic fields Number Data
za(ϕ)
h
(1,1)
− (X) + 1
Kähler deformations
R-R axionsSˆa
AA3 , A˜3A gauge three-forms
lΛ(t)
h(2,1)(X) + 1
complex structure deformations
LˆΛ
BΛ2 NS-NS axions
ΓΛ CΛ4 h
(2,1) + 1 gauge four-forms
Table 6.4 – How the 4D fields originating form compactification of Type IIA superstring
theory reassemble as lowest components of N = 1 chiral superfields.
where the only remnant piece of the superpotential is Wˆ(S).
In components, the Lagrangian (6.103) reads
S|bos = M2P
∫ (
1
2
R ∗ 1−Kk i¯ dϕi ∧ ∗dϕ¯¯ + 1
4
FΛΣd`
Λ ∧ ∗d`Σ
)
+
1
4M2P
∫
FΛΣ HˆΛ3 ∧ ∗HˆΣ3 +
−
∫
Σ
[1
2
TABFˆ
A
4 ∗FˆB4 + TABΥAFˆB4 +
(
Vˆ − 1
2
TABΥ
AΥB
)
∗1
]
+
∫
∂Σ
TAB(∗FˆA4 + ΥA)AB3
+QΛbg
∫
Σ
C4Λ
(6.104)
with the three-form part specified by (4.133) with ΠA as in (6.85). Moreover, the Legendre
transform of the Kähler potential (6.70) is here given by
F (ϕ, ϕ¯; `) = K + 2`ΛImtΛ , (6.105)
where we have introduced the variables
`Λ = −1
2
∂Kcs
∂ImtΛ
, (6.106)
and we recall that F˜ (ϕ, ϕ¯; `) = K(ϕ, ϕ¯; Imt(ϕ, ϕ¯; `)).
6.3.4 Including non-geometric fluxes
Non-geometric fluxes can be included by extending the NS-NS sector to
cΛA = (c
Λ
0 , c
Λ
i , c
Λj , cΛ0) ≡ (hΛ, ωΛi , QΛj , RΛ) , (6.107)
where hΛ counts the H3 flux quanta, while ωΛi , R
Λ, QΛj represent the geometric and
non-geometric fluxes [133, 147–149]. A superpotential which takes into account the
contribution of the non-geometric sector is a slight extension of (6.82)
WNS-NS(Z;T ) = U
∫
Ωc ∧D(eJc) . (6.108)
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Here D is the twisted differential operator
D = d +H3 ∧ −ω  +Q −R • , (6.109)
where the actions of the operators over the cohomology classes is such that [149, 155]
ω : Hp(X,Z)→ Hp+1(X,Z)
Q : Hp(X,Z)→ Hp−1(X,Z)
R • : Hp(X,Z)→ Hp−3(X,Z)
(6.110)
Expanding the integrand in (6.108) into an harmonic basis over the Calabi-Yau, gives
the superpotential
WNS-NS(Z;T ) = −UTΛ
(
hΛ + ωΛi Φ
i +
1
2
κijkQ
ΛiΦjΦk − 1
6
κijkΦ
iΦjΦkRΛ
)
(6.111)
which can be recast in the more compact form
WNS-NS(Z;T ) = −cΛATΛVA(Z;T ) . (6.112)
where we have used the quantities have been defined so as
DeJc =: −
(
hΛ + ωΛi Φ
i +
1
2
κijkQ
ΛiΦjΦk − 1
6
κijkΦ
iΦjΦkRΛ
)
αΛ . (6.113)
The four-dimensional tadpole cancellation condition requires that the contribution
∫
C7∧
DG, once we expand C7, is canceled by the contributions of background charges; namely,
the tadpole cancellation condition (6.93) now becomes
QΛbg − hΛm0 + ωΛi mi − eiQΛi − e0RΛ = 0 . (6.114)
These can be written in the form (6.3) by making the index change (. . .)I → (. . .)Λ,
grouping the fluxes into NA = (NA, cΛB) ∈ Γ and correspondingly decomposing
(IΛ)AB =
(
0 δΛΘI
AD
−δΛΣICB 0
)
(6.115)
with
IAB =

0 0 0 −1
0 0 −δij 0
0 δji 0 0
−1 0 0 0
 , (6.116)
which identifies the charges
QΛ ≡ −(RΛ, QΛi,−ωΛi , hΛ) . (6.117)
The path that we followed in the previous section to get the dual formulation can be
applied to the present case as well, taking care of the change of the tadpole condition,
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from (6.93) to the more complicated (6.114). The gauging of the three-form multiplets of
(4.96), due to (6.117), now involve all the multiplets
Sˆ0 = − i
4
(D¯2 − 8R)P0 + iRΛΓΛ ,
Sˆi = − i
4
(D¯2 − 8R)P i + iQΛiΓΛ ,
Sˆi = − i
4
(D¯2 − 8R)P˜i − iωΛi ΓΛ ,
Sˆ0 = − i
4
(D¯2 − 8R)P˜0 + ihΛΓΛ ,
(6.118)
resulting into a gauging of all the gauge three-form entering the four dimensional theory
as
Fˆ 04 = dA
0
3 −RΛC4Λ ,
Fˆ i4 = dA
i
3 −QΛiC4Λ ,
Fˆ4i = dA3i + ω
Λ
i C4Λ ,
Fˆ40 = dA30 − hΛC4Λ .
(6.119)
Of course, this reflects also in a change of the gauging of the linear multiplets (6.101)
which now, in order to incorporate all the non-geometric fluxes, gets modified to
LˆΛ = LΛ + cΛAPA (6.120)
which, in components, implies the gauging of the two-forms as
HˆΛ3 = dBΛ2 + hΛA03 + ωΛi Ai3 +QΛiA˜3i +RΛA˜30 . (6.121)
The four-dimensional bosonic action is the very same as (6.104), provided however the
redefinition of the gauged two- and three-forms according to (6.121) and (6.119).
6.3.5 Including open string moduli
The open string moduli sector can also be introduced without many difficulties. In this
case, we will just focus on moduli originating from spacetime filling D6 branes [120]. Let
us for simplicity turn off the geometric and non-geometric fluxes, restricting Γ so that
ωΛi = R
Λ = QΛj = 0 , (6.122)
in order to deal with proper Calabi-Yau orientifold compactifications. The chiral moduli
χα ' χα + 1 of a D6-brane wrapping a special Lagranian 3-cycle S (including D6 and
image D6) combine Wilson lines and geometric moduli, both labelled by α = 1, . . . , b−1 (S).
These couple to the bulk moduli through a contribution to the superpotential [150, 151].
In super-Weyl invariant notation, this contribution takes the form9
WD6 = −nαa χαza . (6.123)
9In the presence of metric fluxes D6-branes also develop superpotentials quadratic in χα, see e.g. [156].
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Here nα0 ∈ Z correspond to the D6-brane world-volume flux quanta, which take values
into H2−(S;Z) and are then also labelled by α = 1, . . . , b−1 (S). The remaining quantized
coupling constants are given by the intersection numbers
nαi =
∫
S
ωi ∧ ηα , (6.124)
where ωi is the basis ofH2−(X;Z) used to identify the complexified Kähler moduli ϕi, while
ηα is the basis of H1−(S) used to identify the world-volume moduli χα [150]. Comparing
(6.123) with (4.116), it is clear that also the coupling (6.123) can be interpreted as
produced from a two-form gauging of the linear multiplets dual to the world-volume chiral
fields χα. To be more precise, let us denote by Bˆα2 the corresponding two-form potentials
and split AA3 into (Aa3, A˜3a). Then, (6.123) corresponds to a gauging
Bˆα2 → Bˆα2 + nαaΛa2 , (6.125)
under the transformation Aa3 → Aa3 +dΛa2, implying the introduction of the gauge invariant
three-forms
Hˆα3 → Hˆα3 + nαaAa3 . (6.126)
In doing so, we are assuming the fluxes nαa must be treated as non-dynamical in the
EFT. This also fits well with the observation made in [121] that the matrix TAB becomes
non-invertible in the presence of such fluxes.
Again, the four-dimensional bosonic action acquires the same form as (6.104), provided
however the redefinition of the gauged three-forms (6.119) and the gauged two-forms
given by (6.121). However, the Legendre transform F will also depend on the (duals of)
the moduli χα and the associated two-forms appear via the gauge-invariant field strengths
(6.126).
6.4 M-theory effective field theories
At very strong coupling, when gs  1, the ten-dimensional Type IIA effective theory is
no longer valid and we should rather pass to the eleven-dimensional M-theory description.
Indeed, the eleven-dimensional M-theory spectrum is naturally endowed with a gauge
three-form, which will reflect, as we will see shortly, in the presence of multiple gauge
three-forms in the four-dimensional spectrum, and thus seems naturally fit to apply the
dualization procedure developed in Chapter 4.
It is known that, once compactified on a circle, M-theory reproduces the weakly
coupled Type IIA supergravity, but M-theory and Type IIA are definitely not quite the
same. For example, no Romans mass is allowed in the M-theory description [157] and
no tadpole cancellation condition constrains the background fluxes. These peculiarities
forces us to treat the M-theory EFTs separately from the Type IIA ones. In the following
we will first consider the case where the seven-dimensional manifold upon which we
compactify the eleven-dimensional M-theory enjoys a G2–holonomy. This request will be
later relaxed and we will also provide connections with the Type IIA case examined in
the previous section.
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6.4.1 From 11D to 4D
The eleven-dimensional massless, bosonic spectrum of M-theory is made up just by the
graviton gMN and a gauge three-form C˜3. The low energy supergravity EFT is [27, 133,
145]
S
(11)
M-theory =
1
2κ211
∫ (
R˜ ∗ 1− 1
2
G˜4 ∧ ∗G˜4 − 1
6
C˜3 ∧ G˜4 ∧ G˜4
)
, (6.127)
where we have introduced the four-form field strength G˜4 = dC˜3.
A four-dimensional N = 1 supergravity theory can be obtained by compactifying
M-theory over a proper seven manifold Y . Presently, we shall assume that the manifold
Y is equipped with a G2–holonomy. The manifold Y , similarly to a Calabi-Yau manifold,
is embedded with a real, covariantly constant and harmonic three-form Φ3, satisfying
dY Φ3 = 0.
The identification of the four-dimensional fields entering the effective theory proceeds
along the same lines as for Type II superstring theories. The scalar fields have a two-fold
origin. Introducing a basis of harmonic forms {ρˇiˇ} of H3(X), with ıˇ = 1, . . . , b3(X), we
may decompose the eleven dimensional three-form C˜3 as
C˜3 = c
ıˇρˇıˇ , (6.128)
as well as the covariantly constant three-form Φ3 as
Φ3 = φ
ıˇρˇıˇ . (6.129)
The zero modes cıˇ and φıˇ identify the complex coordinates
Sˇ ıˇ ≡
∫
Σıˇ
(C˜3 + iΦ3) = c
ıˇ + iφıˇ . (6.130)
where we have introduced a basis Σıˇ of three-cycles in H3(X;Z), Poicaré dual to ρˇıˇ. The
coordinates Sˇ ıˇ parametrize a Kähler manifold with Kähler potential
KG2 = −3 log
(
1
7κ211
∫
X
Φ3 ∧ ∗Φ3
)
. (6.131)
At the superfield level, we may regard Sˇ ıˇ as the lowest components of a set of b3(X)
superfields which, with a slight abuse of notation, we will call Sˇ ıˇ as well.
A superpotential for the chiral superfields Sˇ ıˇ is introduced by turning on some
background fluxes G4 and its dual G7. Expanding G4 in an harmonic basis {ζˇ ˇ} of
H4(X;Z), with ˇ = 1, . . . , b3(X), dual to {ρˇıˇ}, as
G4 = nˇζˇ
ˇ (6.132)
and G7 as
G4 = n0dvolY (6.133)
we recognize that the available number of fluxes is b3(X) + 1. Then, a superpotential for
the chiral fields S ıˇ acquires the form [132, 158, 159]
WG2 = U
[∫
X
G7 +
∫
X
(
C˜3 + iΦ3
)
∧ G˜4
]
(6.134)
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where G4 ≡ dC˜3 +G4 includes also the contribution of the background four-form fluxes.
The contributions from G7 is actually tied to the one of G4 via [158]∫
X
(
G7 +
1
2
C3 ∧G4
)
= 0 (6.135)
so that (6.134) can be also written as
WG2 = U
∫
X
(
1
2
C3 + iΦ
)
∧G4 (6.136)
As stressed in [158], the factor of 12 is crucial to make the superpotential holomorphic in
S ıˇ. In fact, now expanding C3, Φ and G4 as in (6.128), (6.129) and (6.132), (6.134) gives
WG2 = U
(
n0 + nıˇSˇ
ıˇ
)
. (6.137)
The introduction of U , interpreted here as a compensator, is necessary in the super-Weyl
formulation, in order to ensure the superpotential (6.137) to properly acquire super-Weyl
weight (1, 0). In the following, it will also convenient to collect the fluxes as nI = (n0, nıˇ),
with I = 0, 1, . . . , b3(Y ). Accordingly, we also define the periods VI(S) = (U,USˇ ıˇ), the
superpotential being rewritten as
WG2 = nIVI(U, S) . (6.138)
6.4.2 Reformulating the 4D EFT
The potential of the four-dimensional theory is characterized by b3(Y ) + 1 background
fluxes (n0, nıˇ), spanning a lattice
Γ = {(n0, nıˇ) | n0, nıˇ ∈ Z} = {nI} . (6.139)
In contrast with the Type II EFTs, no tadpole cancellation condition constrains the
admissible values nI . We may then regard all the lattice Γ as generated by a set of gauge
three-forms AI3 . Comparing the number of complex scalars upon which the superpotential
(6.137) depends, b3(Y ), with the dimensionality of the lattice (6.139), we immediately
understand that the case at hand falls into the linear superpotential family examined in
Section 4.2.1. We then trade all the periods VI with single three-form multiplets as in
(4.70)
VI(z) = − i
4
(D¯2 − 8R)P I ≡ SI , (6.140)
each of them including, among its bosonic components, the moduli sıˇ, along with the
compensator u, via zI(u, s) as well as the gauge three-forms AI3
SI = {zI , AI3} . (6.141)
The dual three-form theory is then immediately read off from (4.71) and is given by
S|bos = M2P
∫
Σ
(
1
2
R ∗ 1−Kıˇ¯ˇdsıˇ ∧ ∗ds¯¯ˇ
)
− 1
2
∫
Σ
TIJF I4 ∗FJ4 +
∫
∂Σ
TIJ ∗ F I4 AJ3
(6.142)
with TIJ defined from (4.72), with α = 4. The spectrum of the dual theory is summarized
in Table 6.5.
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Superfields Bosonic fields Number Data
Φ–deformations
zI
C3–axionsSI
AI3
b3(Y )
gauge three-forms
Table 6.5 – How the 4D fields originating form compactification of M-theory theory
reassemble as lowest components of N = 1 chiral superfields in the dual picture.
6.4.3 Connection to Type IIA compactifications
In order to connect this picture with the Type IIA orientifold compactifications of Section
(6.3), let us assume that the internal manifold Y can be decomposed as [132]
Y =
X × S1
Rˆ (6.143)
where X is a Calabi-Yau three-fold, S1 a circle with radius R and Rˆ acts on X as an
anti-holomorphic involution and on S1 by inverting the coordinate y → −y (in other
words, the only forms along S1 which we should consider belong to the class H1−(S1)).
To begin with, we split the eleven-dimensional forms Φ3 and C3 in components along
the Calabi-Yau X and the circle S1. The choice (6.143) makes the third cohomology class
of Y split as
H3(Y ) = H3+(X)⊕ [H2−(X) ∧H1−(S1)] (6.144)
and we can then expand C3 and Φ3 as
C3 = Bˆ2 ∧ dy +
√
2Cˆ3
Φ3 = Jˆ ∧ dy +
√
8Re(CΩ)
(6.145)
where the hatted-quantities have only internal legs.
In order to compute the superpotential (6.134), we will explicitly need the four-form
field strength G4 with only internal legs
G4|Y = H3 ∧ dy +
√
2G4 (6.146)
where H3 and F 4 are the background fluxes, as well as G7|Y decomposed as
G7|Y = G6 ∧ dy (6.147)
where F 6 is an internal six-form flux. As in Type IIA, we now define the complexified
forms
Jc = Bˆ2 + iJ , Ωc = Cˆ3 + 2iRe(CΩ) . (6.148)
Therefore, we immediately recognize that the chiral coordinates (6.130) emerging from
M-theory
Sˇ ıˇρˇıˇ = Jc ∧ dy +
√
2Ωc (6.149)
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do actually include at once both the Kähler and the complex structure moduli, which
constituted the scalar spectrum considered in Section 6.3.1 (see Table 6.3).
Then, the superpotential becomes
WG2 = U
∫
X
(G6 + Jc ∧G4 + Ωc ∧H3) . (6.150)
Expanding now over an internal basis of X, we get
WG2 = U(e0 + eiΦi + hΛTΛ) (6.151)
where the normalization of the background fluxes ei and hΛ is chosen so as to match with
(6.79)-(6.82).
We get a four-dimensional theory, which is consistent with those obtained from Type
IIA compactifications. This is indeed a subcase of the superpotentials appearing in Type
IIA (6.79)-(6.82). By consistency with the strongly coupled regime, the Romans mass m0
has necessarily to be zero [157]. Here also mi = 0, but we will see in the next section how
to reintroduce them. Hence, the full superpotential which come from compactifying on
G2-holonomy seven-manifolds, translated in terms of moduli for X, is the same as (6.83),
provided that in the latter we set Wˆ = 0 and ma = 0. The three-form theory (6.142)
indeed can be retrieved from the Type IIA case (6.104) employing these assumptions.
6.4.4 Relaxing the G2–holonomy assumption
The assumption of G2-holonomy of the internal seven-manifold allows only for the
expansion (6.128)-(6.129) of the three-forms C3 and Φ3. This, in turn, influences the
structure of the superpotential (6.134) generated by the background fluxes. From the
Type IIA perpspective, the superpotential (6.137) cannot contain two-form background
fluxes, as the mi appearing in (6.84). However, we may relax the G2–holonomy request,
so that the three-form Φ3 is not closed anymore, that is dY Φ3 6= 0. Then, the expansions
(6.128) and (6.129) are performed over a basis which is not harmonic, that is, in particular,
dX ρˇ
ıˇ 6= 0.
The generalization of the superpotential (6.136) is [159–163]
WG2 = U
∫
X
1
2
(C3 + iΦ3) ∧ d(C3 + iΦ3)
= U
∫
X
[
G7 + (C˜3 + iΦ3) ∧G4 + 1
2
(C˜3 + iΦ3) ∧ d(C˜3 + iΦ3)
]
= U
(
n0 + nıˇSˇ
ıˇ +
1
2
mıˇˇSˇ
ıˇSˇ ˇ
)
,
(6.152)
where we have defined the symmetric matrix
mıˇˇ ≡
∫
X
ρˇıˇ ∧ dρˇˇ , (6.153)
whose entries play the role of quantized fluxes. The Type IIA superpotential (6.84) can
now be recovered from the compactification over G2-structure manifolds. The expansions
(6.145) of C3 and Φ read
C3 = Bˆ2 ∧ σ +
√
2Cˆ3 + [B2 ∧ dy +
√
2C3]
Φ3 = Jˆ ∧ σ +
√
8Re(CΩ)
(6.154)
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where σ = dy+A1 and dσ = F 2 = miωi represents the failure of the closure of Φ. Hence,
G4|Y = dY C3 = Bˆ2 ∧ F 2 +H3 ∧ dy +
√
2F 4 (6.155)
Substituted in the first line of (6.152) and integrating over the S1 gives
WG2 = U
∫
X
(
F 6 + Jc ∧ F 4 + 1
2
Jc ∧ Jc ∧ F 2 + Ωc ∧H3
)
. (6.156)
A final expansion over a over an internal basis of X gives
WG2 = U
(
e0 − eiΦi + 1
2
κijkm
iΦjΦk + hΛTΛ
)
(6.157)
The choice of which fluxes to generate dynamically then proceeds as in Section (6.3.3),
with the simplification m0 = 0 and no tadpole cancellation condition. The bosonic theory
is the same as the one obtained in (6.104) for vanishing Romans mass: this, in particular,
implies that in (6.104) the gauge three-forms are not gauged, with no gauge four-form
appearing because no tadpole condition has to be enforced.
The four-dimensional bosonic action in then again as (6.104), but now no gauge
three-form associated to m0 appears: namely, in (6.104) we should set A˜30 = 0.
6.5 The F-theory uplift
Before concluding this chapter, let us briefly comment on the possible uplift of the
previous constructions to the F-theory case. In Section 6.2 we have seen how, in a
weak-coupling regime with only O3-planes and D3-branes, we may choose an isotropic
sublattice ΓEFT ⊂ Γ. In more general flux compactifications, the choice of ΓEFT is
less obvious. This is indeed what happens if D7-branes wrapping holomorphic surfaces
are present [164, 165] and we include their world-volume fluxes into Γ, or we go to a
strongly coupled F-theory regime. In order to illustrate this point let us consider an
F-theory compactification on a smooth elliptically fibred Calabi-Yau four-fold Y – see
[140, 166, 167] for reviews. We can then identify Γ with the lattice of ‘transversal’ fluxes
G4 ∈ H4(Y ;Z)T [168],10 that is, whose Poincaré dual 4-cycle has vanishing intersection
number with any pair of divisors of Y . By introducing an appropriate basis of transversal
cocycles αA ∈ H4(Y ;Z)T, we can expand
G4 = NA αA , (6.158)
and introduce the symmetric pairing
IAB ≡
∫
Y
αA ∧ αB . (6.159)
The D3-charge tadpole condition then takes the form (6.38), with the additional contri-
bution − 124χ(Y ) to Qbg, where χ(Y ) is the Euler characteristic of Y . Furthermore, the
flux-induced superpotential is given by
W(z) = NAVA(z) with VA(z) ≡ pi
`6M
∫
Y
Ω4 ∧ αA , (6.160)
10For smooth elliptically fibered Calabi-Yau four-folds there is no half-integral correction to the flux
quantization [169].
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where Ω4 is the (dimensionless) holomorphic (4,0)-form on Y and `6M is the M-theory
Planck length. The chiral fields za (a = 0, . . . , h3,1) parametrize Y -complex structure
moduli and include the super-Weyl compensator.
Let us now pick an isotropic sublattice ΓEFT ⊂ Γ. By splitting NA as in (1.38), and
defining VA(z) ≡ vAAVA(z), we can write the superpotential (6.160) in the form
W(z) = NA VA(z) + Wˆ(z) with Wˆ(z) ≡ N bgA VA(z) . (6.161)
By making an Hodge decomposition of H4(Y ;C)T, one realises that the pairing (6.159)
has signature (2 + h2,2T , 2h
3,1). Then the dimension of any maximal isotropic sublattice
ΓEFT ⊂ Γ is at most 2h3,1. This means there are always enough complex scalars za to
allow for a supersymmetric dualization of the flux quanta NA spanning ΓEFT to three-form
potentials AA3 . 11
As a concrete example, leaving a more detailed discussion of other settings to the future,
we can consider the model spelled out in [170], for which dim Γ = 23320, h3,1 = 3878,
h2,2T = h
2,2− 2 = 15562. In this case, following our general prescription, one would obtain
an EFT with dim ΓEFT = 7756 three-form potentials AA3 and dim(Γ/ΓEFT) = 15564
non-dynamical fluxes. The 7756 three-form potentials may be accommodated, together
with the Weyl compensator and 3877 = h3,1 − 1 of the Y -complex structure moduli, into
3878 double three-form multiplets. Notice that there does not appear any ‘natural’ choice
of the sublattice ΓEFT and of the Y -complex structure modulus which is excluded from
these double three-form multiplets. Analogously, differently from what we observed in
the previous subsection, there is no obvious hierarchy between the energy scales of the
potential and the membrane tensions.
It is instructive to observe how such ‘democracy’ is removed by going to weak coupling.
In this limit, the total amount of fluxes 23320 splits into 2× 300 bulk R-R plus NS-NS
three-form fluxes and 22720 D7-brane fluxes, while the moduli za include the overall Weyl
compensator, the axio-dilaton τ , 149 bulk complex-structure moduli, and 3728 D7-brane
geometric moduli. The 149 complex-structure moduli and the Weyl compensator can
combine with 300 R-R bulk fluxes into double three-form multiplets, as we did in the
previous subsections. The axio-dilaton τ can again be dualized to a linear multiplet which
is gauged, with charge defined by the 300 NS-NS fluxes. The 7756− 300 = 7456 D7-brane
fluxes in ΓEFT, can then be accommodated, together with the D7-brane moduli, into
other 3728 double three-form multiplets. The remaining 15264 D7-brane fluxes stand
non-dynamical and contribute to Wˆ in (6.161).
Leaving a more detailed study of the three-form formulation of the EFT for general
F-theory compactifications – as well as their weak-coupling limits – to the future, we
close this section by briefly discussing the microscopic origin of the three-form gauging
AA3 → AA3 −QAΛ3 with QA = IABvAAN bgB . (6.162)
This can be understood from the perspective of the dual M-theory compactified to
three dimensions on an elliptically fibred Calabi-Yau four-fold Y and the derivation is
similar to the weakly-coupled IIB case discussed in Section 6.2.3. One can start from the
11For a general Calabi-Yau four-fold, the pairing (6.159) has signature (b+4 , b
−
4 ), with b
+
4 −b−4 = chi/3+32,
If h2,1 = 0, from the
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eleven-dimensional Bianchi identity
dF7 − 1
2
F4 ∧ F4 = (M2-brane charge) . (6.163)
By appropriately reducing F7, F4 and the corresponding potentials to three dimensions
one gets a set of gauge-invariant three-forms which are dual to the F-theory field-strengths
FˆA4 = dA
A
3 + Q
AC4 . These are gauge invariant under C4 → C4 + dΛ3 provided that
AA transform as in (6.162). In the weak-coupling limit, this generalizes the gauging of
three-forms discussed in the previous subsections by including a sector supported on the
D7-branes.
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7 Consistency conditions of EFTs and
the spectrum of BPS–objects
The previous chapter led us to a full reformulation of the four-dimensional effective theories
originating from string and M-theory. The introduction of the gauge three-forms into the
EFTs allowed us to give a dynamical interpretation of the appearance of the background
fluxes. However, not all of the background fluxes that enter the four-dimensional EFT
can be generically dualized to gauge three-forms. The tadpole cancellation conditions and
the Freed-Witten anomalies force us to treat some of the fluxes as frozen: these fluxes in
fact identify the gauging parameters for the gauge two- and three-forms, which cannot be
rendered dynamical. Accordingly, in the previous chapter, in both Type IIA and Type
IIB cases, we arbitrarily chose which fluxes can be dualized and those which may not.
We will now fill the gap of the previous chapter and provide some physical arguments
to enforce the choices of dynamical sublattices of Sections 6.2 and 6.3. These arguments
rely on the amount and type of extended objects, either strings, membranes or 3-branes,
which can be included into the effective field theory. The spectrum of objects is indeed
strictly tightened to cut-off of the EFT as well as on the masses of the scalar fields and
how these change across the spacetime: namely, crossing membranes and encircling strings
induce changes in the background fluxes and axions, leading to a change in the mass
spectrum. Further developing the ideas settled in the introductory Section 1.6, we shall
see how forbidding some transitions, basically by requiring the full consistency of the
effective description, naturally leads to the exclusion of some objects in the EFT.
The picture that will emerge at the end of the chapter convey an EFT whose spectrum
of objects is strictly fixed by the perturbative regimes that the EFT is supposed to scan.
The inclusion of other objects in the theory, as well as an improper dualization of fluxes
to gauge three-forms or of axions to two-forms, may lead the EFT to the Swampland of
inconsistent EFTs.
7.1 Extended objects from higher dimensions
In Section 5.1 we have introduced supersymmetric 3-branes, membranes and strings.
Writing down a supersymmetric action for them required to enforce κ-symmetry, which
strictly tightens together the tensions for these objects to their charges. From a different
viewpoint, in ten-dimensional string theory p-branes can be coupled, understood as
hypersurfaces spanning a (p+1)–dimensional volume. Once we reduce the ten-dimensional
theory down to 4D, a plethora of objects stem from such p-branes and we end up with a
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four-dimensional theory which naturally include a hierarchy of BPS–objects, as those of
Section 5.1.
We will briefly recall how the reduction can be performed, showing that the tension
of the reduced objects naturally depends on the moduli of the compactification. Our aim
is to get a grasp of how the BPS–objects of Section 5.1 may be generated from string
theory and we will be very schematic, referring to [133, 171] and references therein for a
more detailed discussion.
In ten dimensions and in the string frame1,the action of a Dp-brane stretching along
the cycle (p+ 1)-dimensional cycle Σp+1 is given by
SDp = SDp,DBI + SDp,CS . (7.3)
The first, Dirac-Born-Infeld term is
SDp,DBI = −µp
∫
Σp+1
dp+1σe−φ
√
−det (P [gMN +BMN ]) , (7.4)
where gMN and BMN are, respectively, the ten-dimensional metric and the components
of the NS-NS two-form, with P denoting their pullback to the brane worldvolume
Σp+1. Additionally, here and below we have neglected possible contributions from the
worldvolume gauge field. This term encodes the kinetic terms of the p-brane and µp
denotes its tension which, in terms of the string length `s, is given by
µp =
2pi
`p+1s
. (7.5)
The second, Chern-Simons term in (7.3) expresses the minimal coupling of the p-brane to
a gauge p-form Cp+1
SDp,CS = µp
∫
Σp+1
P [Cp+1e
−B2 ] , (7.6)
where, again, P denotes the pull-back to the brane worldvolume. The sign and charge µp
in (7.6) are fixed by requiring that the full action (7.3) preserves supersymmetry. Namely,
it has to be κ-symmetric so that, when (7.3) is evaluated at its ground state, only half of
the supersymmetry generators are spontaneously broken, making the Dp-branes 1/2–BPS
objects, in analogy with our four-dimensional membrane counterparts (5.15). We also
1We recall that, in the string frame, the Einstein-Hilbert term of the Type II effective actions is
normalized as [133]
S
(10)
EH,II =
1
2κ210
∫
e−2φR ∗ 1 (7.1)
with φ the ten-dimensional dilaton and κ210 = `8s/(4pi), where `s = 2pi
√
α′ (with respect to [133], our
`heres = 2pil
there
s ). We also recall that reducing (7.1) to four dimensions, we get the following identification
for the four-dimensional Planck mass
MP =
√
4piV6
`sgs
, (7.2)
where V6 is the volume of X as computed in the string frame – see (7.10).
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recall that the action of the NS5-branes is the same as (7.3), provided however that the
DBI and CS-terms in (7.3) get multiplied by 1/gs.
Instead, anti-Dp-branes, denoted with Dp, spontaneously break all the supersymmetry:
their action is the very same as (7.3), with, however, an opposite Chern-Simons term.
Such a difference of relative sign does not allow the κ-symmetry to be realized, making it
impossible to preserve even a portion of the bulk supersymmetry over the worldvolume.2
Other objects, already introduced in the previous chapter, are O-planes: they preserve
supersymmetry, albeit their DBI-term has an opposite sign with respect to (7.3)
SOp = µp
∫
Σp+1
dp+1σe−φ
√
− det (P [gMN ])− µp
∫
Σp+1
P [Cp+1] . (7.7)
The sign of the Chern-Simons term has been also changed with respect to (7.3) in order
to ensure these objects to preserve supersymmetry.
In the next sections, we will be mostly interested in retrieving membranes and strings
in four-dimensional EFTs. For simplicity, let us focus just on Dp-branes. In order to get
four-dimensional membranes, we can start with a Dp-brane and assume that it wraps
an internal (p− 2)-cycle Σp−2, so that it spans a three-dimensional hypersurfaceM in
the external space. As a simplifying assumption, we shall take the cycle Σp+1 as the
product of Σp−2 and the external membrane worldvolume. The 4D tension can be easily
computed by dimensionally reducing the DBI–term (7.4) as:
Smemb,NG = −
∫
M
d3σ Tq(φ)
√−h , (7.8)
with the tension
Tq(φ) = 1
4
√
pi
g2sM
3
P
Vp−2
V
3/2
6
(7.9)
and we have defined the volumes in the string frame as
Vp−2 ≡ `2−ps vol (Σp−2) . (7.10)
It is however important to stress that the volumes of the cycles vol (Σp−2) are moduli
dependent and therefore we expect also the tension (7.9) to generically depend on the
moduli of the compactification. Furthermore, if we wish the membrane to be a super-
symmetric object in four dimensions, in the sense of Section 5.1.2, one needs to properly
choose the internal cycles Σp−2 (for example, in Type IIB, the three-cycles wrapped by
a D5-brane need to be special Lagrangian): this is a rather important requirement, but
its discussion goes beyond the scope of this work and we refer, for example, to [172,
173] for detailed discussions. The relation presented above is quite general and does not
rely on the bulk sector. We will however show in the examples of the next sections that
the tension (7.9) reduces to precisely to the expression (5.15) that we obtained, in four
dimensions, from arguments that were genuinely based on κ–symmetry.
2We stress that the choices of sign depend on the background, namely from the solutions of the Killing
spinor equations that dictate the amount of preserved supersymmetry (quite in analogy with what we
did in Section 5.3 for four-dimensional domain walls).
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The same reasoning can be applied to get BPS–strings in the four-dimensional EFT.
A supersymmeytric string is obtain by wrapping a Dp-brane over a Σp−1 internal cycle,
spanning a two-dimensional spacetime surface S in the external space. A direct reduction
of (7.4), in the absence of worldvolume fluxes, leads to the Nambu-Goto term
Sstring,NG = −
∫
S
d2σ Tq(φ)
√−γ , (7.11)
with the tension
Tq(φ) = 1
2
gsM
2
P
Vp−1
V6
. (7.12)
Supersymmetric 3-branes may, in principle, be treated equivalently as membranes
and strings. However, the 3-branes introduced in Section 5.1.1 are quite peculiar, for
the Nambu-Goto term is absent. Still, as we will see explicitly in the Type IIB case
in Section 7.3.3, those 3-branes constitute a ‘degenerate case’ of the extended objects
treated here, because a mutual cancellation between the Nambu-Goto and Chern-Simons
part of the reduced (7.3) will lead to an action which is the sole (5.2).
7.2 Perturbative regimes and spectrum of objects
A membrane allows for describing potential with different shapes in two regions of
spacetime, but there are some caveats. Within the same effective theory, it is possible
to pass from a potential V (ϕ;NA), depending on some quantized constants NA, to the
potential V (ϕ;NA+qA), where the constants get shifted by qA, if and only if the constants
NA are dual to a set of gauge three-forms AA3 and there exists a membrane, with charges
qA under AA3 , which allows for the flux transition NA → NA + qA. Although generically
a domain wall solution which interpolates between the vacua on the two sides may not
exist, the presence of a membrane is still a necessary condition to connect the vacua of
V (ϕ;NA) with those of V (ϕ;NA + qA).
As explained in Section 6.1, generically the potential depends on the fluxes NA, but
only a portion thereof can be properly understood as dynamical. In fact, whenever there
are some constraints on the flux lattice such as (6.2), we are forced to consider some
fluxes fixed at a background value. The fluxes which are ‘frozen’ cannot be subjected to
transitions: in fact, they are not dualized to gauge three-forms and no membrane coupling
is present in the effective theory. In this section, we elaborate more on the distinction of
which fluxes are dynamical and which are not, further developing the general discussion of
Section 1.6. We will give physical arguments that corroborate the discussion of Section 6.1,
which rely on the spectrum of membranes that is allowed in the effective theory.
Any effective field theory is characterized by a cut-off scale ΛUV, below which the
theory is valid. We will assume that such a cut-off is field independent. If we wish to
disregard the Kaluza-Klein excitations, we need to choose
ΛUV . mKK , (7.13)
where mKK is the lowest mass of the Kaluza-Klein excitations. We will always work in
the assumption that (7.13) is satisfied, consequently identifying mKK as the upper bound
for the cut-off scale ΛUV. In the effective field theory, plenty of moduli are present, which
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we generically denote with χ and the presence of a potential may render them massive.
Their mass, of generic order mχ, clearly depends on the fluxes NA. Since we want to keep
the moduli within the EFT description, we assume that they are stabilized at masses mχ
lower than the cut-off ΛUV:
mχ . ΛUV . (7.14)
Both the Kaluza-Klein scale mKK as well the moduli masses mχ are moduli dependent.
Therefore, the combined conditions (7.13) and (7.14) identifies a region within the moduli
space in which the effective field theory is valid, for a given choice of the cutoff ΛUV.
The cut-off ΛUV determines, in turn, which objects we are legitimate to include
within the effective theory. Let us first consider membranes. We would like to treat the
membrane semi-classically, neglecting their quantum fluctuations. Indeed, the quantum
spectrum of a supersymmetric membrane is continuous, with no mass gap [174]: including
the quantum excitations of membranes would then introduce an infinite tower of fields.
In order to avoid such a tower, it is necessary to assume that the tension of the membrane
is greater that the cut-off ΛUV in the following sense:
Tmemb
Λ3UV
& 1 Semi-classical membranes requirement (7.15)
Let us now assume that on the two sides of the membrane we can select two different
vacua, with the moduli acquiring that may acquire masses of order mχ depending on
the background fluxes. We can now split the fluxes as in (1.38), namely into a set NA
which is dynamical and into another N bgA regarded as frozen. A hierarchy of masses is
originated, which is fixed by both the sectors. A membrane can indeed induce transitions
between a vacuum on the left to another on the right and let us assume that a domain
wall solution, interpolating between them, exists. In short, we are assuming that it is
legitimate to consider transitions between the vacua. Across the flow which leads to
a change of the vevs of the fields, the masses mχ, which do depend on the particular
point of the moduli space and thus on the background fluxes, generically change. We
now require that the allowed transitions are those which do not significantly change the
hierarchy of masses. In other words, we assume that the hierarchy is basically fixed by
the frozen sector N bgA and that any change in the dynamical sector NA has not enough
energy to completely re-shuffle the masses mχ.
Furthermore, the energy involved in transitions across the membrane can roughly be
estimated from the difference of the potential at the vacua as
|∆V |2 'M2P
∣∣|W+∞|2 − |W−∞|2∣∣ ' T 2membM−4P . (7.16)
Therefore, if a transition is allowed, the energy involved has to be lower than the cut-off
of the theory
Tmemb
M2P
. ΛUV Compatibility with UV cut-off (7.17)
This relation becomes indeed the criterion that has to be respected by the split (1.38).
Namely, the membranes that we can include in the four-dimensional EFT must obey
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field space
Excluded 
from the EFT
Membranes
heavier
MembranesBPS-junctions
heavier
BPS-junctions
Figure 7.1 – At different points in the field space, the hierarchy of objects change: some membranes
and strings may become lighter than others. Accordingly, the dynamical sublattice ΓEFT changes. An
EFT is then characterized differently according to the perturbative regime that we want to scan.
(7.17) and the allowed three-forms are those which couple to such membranes. This
indeed determines which fluxes cannot have a three-form origin and have to be regarded
as N bgA , which determine the gaugings induced by the tadpole cancellation conditions.
It is also important to stress another important feature of the relation (7.17). All
the quantities that appear in (7.17) are moduli dependent, making (7.17) be related to
the particular region of the moduli space that we are exploring. The relation (7.17) is,
in particular, related to the coupling constants of the theory, leading to the following
interpretation: given a certain perturbative regime that we want to scan within the EFT,
(7.17) tells what membranes can be included into the effective theory. As an example, in
the EFTs originating from string theory, (7.17) depends on the string coupling constant
gs and, as we shall see in the next two sections, choosing whether we want to explore the
regions gs . 1, gs ∼ 1 or gs & 1 different kind of membranes may be included.
As of now, our discussion has been focused on membranes only, but can be also
extended to BPS–strings, with some modifications and additional notes. As we noticed
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for membranes, if we wish to treat strings as semi-classical objects, their tensions has to
satisfy
Tstring
Λ2UV
& 1 Semi-classical strings requirement (7.18)
In an EFT where also semiclassical membranes are present, this criterion combines
with (7.15). However, strings develop the so–called Freed-Witten anomalies as briefly
summarized in Appendix E. These are cured by attaching, in the effective description, a
certain amount of membranes to the string, creating a BPS–junction as that examined in
Section 5.1.5. An anomaly–free theory has then to consistently include the whole BPS–
junction. In terms of the tension of the string, in analogy with (7.17), we require
Tstring
M2P
. 1 Compatibility with Freed-Witten anomaly cancellations (7.19)
However, in contrast with (7.17), no ΛUV appears. This can be traced back to the fact
that the backreaction of the strings grow only logarithmically with the distance and is
negligible with respect to that of membranes, which grows linearly. In Type IIB case,
we will deliver an example of cancellation of Freed-Witten anomalies with BPS–objects,
relating the criteria (7.18), (7.19) for strings, (7.15), (7.17) for membranes with the
consistency of the EFT.
To summarize, the region of the moduli space that we would like to explore selects
the perturbative regime of the EFT. Within such region, the compatibility of the EFT
dictates which elements, namely field representations and extended objects, may be
consistently included. As a result, depicted in Fig. 7.1, the effective descriptions change
moving across the field space.
7.3 A hierarchy of objects in Type IIB EFTs
In Section 6.2.3 we arbitrarily regarded the R-R fluxes mA as dynamical, by properly
generating them by using a set of b−3 (X) gauge three-forms, and the NS-NS fluxes hA as
frozen, entering the gauging of both gauge two- and three-forms. There, such splitting
seemed rather arbitrary, but we will now justify it in light of the general discussion of
Section 7.2. The first step is the introduction of a proper cut-off ΛUV, which dictates
what kinds of membranes and string may be included in the EFT.
7.3.1 Identification of the EFT scales
Preliminarily, we may characterize the EFT by introducing a moduli-independent UV
cut-off scale ΛUV, which has however to be related to other mass scales entering the EFT.
There are two natural scales that may enter the effective theory: the Kaluza-Klein mass
scale mKK and the masses of the moduli mχ, which are induced by the background fluxes.
On the one hand, the Kaluza-Klein scale mKK sets an upper bound on the cut-off, so
that we are legitimate to discard all the Kaluza-Klein excitation modes from the effective
theory; on the other, we may assume that the induced masses mχ for the moduli lie below
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the cut-off ΛUV. In summary, we choose the cut-off in such a way that
mχ . ΛUV . mKK . (7.20)
The relation (7.20) indeed specifies a region inside the moduli space as follows. The
Kaluza-Klein mass mKK can be easily computed from (6.4), obtaining
mKK ' 1
ρ2 Imτ
MP , (7.21)
where, for the sake of clarity, we have dropped all the 2pis and O(1) factors. We have
also introduced the volume modulus
ρ ≡ V
1
3
s , (7.22)
with Vs the string-frame volume of the internal space, measured in string units. In order
to get an estimate over the moduli mass scale mχ, we focus on the induced mass mφ of
the four-dimensional dilaton φ. Then, from the usual Cremmer et al. potential (4.18),
with the superpotential (6.28), one can obtain the following estimation for the dilaton
mass:
mφ ' |h|‖Π(φ)‖
ρ3 Imτ
MP , (7.23)
where |h| represents the typical hA flux quanta and ‖Π(φ)‖2 schematically denotes a
contribution of the form eKcsKi¯csΠAi Π
B
j , e
KcsΠAΠB, . . .We assume that these terms are
all of the same finite order. We also employed the relations
eKk =
e4φ
V 26
, eKcs =
1
8V6
, (7.24)
as can be deduced from (6.14) and (6.22). Here we have introduced the internal volume
V6 as measured in the string units, that is V6 ≡ 13!
∫
X J
3.Therefore the requirement (7.20)
translates into the following EFT condition on Imτ and ρ:
ρ2 Imτ . MP
ΛUV
. ρ
3 Imτ
|h|‖Π‖ , (7.25)
which specifies the region depicted in Fig. 7.2.
From these conditions we obtain the following minimal and maximal values of ρ and
Imτ respectively, allowed by the EFT bounds (7.21)
ρmin ' |h|‖Π‖ , Imτmax ' 1|h|‖Π‖
(
MP
ΛUV
)
. (7.26)
Hence, if the combination |h|‖Π‖ entering the estimate of mφ in (7.21) is moderately
large, the conditions (7.25) guarantee the geometric regime. Furthermore, by taking
ΛUV MP, Imτ can reach very large values. On the other hand, we will take
Imτ ≥ Imτmin , (7.27)
for any Imτmin which should be large but much smaller than MP/ΛUV, so that
ρ2max =
1
Imτmin
(
MP
ΛUV
)
(7.28)
is large too.
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Figure 7.2 – Region of validity of the EFT specified by (7.25).
7.3.2 A hierarchy of membranes
Let us now pass to the dual formulation in terms of three-forms. For the moment, let us
assume that we can dualize both the R-R and NS-NS fluxes to gauge three-forms. Then,
accordingly, we should couple all the possible membranes which make both the kinds of
fluxes jump.
Indeed, in Type IIB EFTs, four-dimensional membranes may have only two origins:
they can come from either D5-branes or NS5-branes wrapped over internal special
Lagrangian three-cycles ΣA; we will call the membranes so obtained as ‘R-R membranes’
and ‘NS-NS membranes’, respectively. The former, carrying charges qR-RA under the gauge
three-forms, provide the jumps of the R-R fluxes as ∆mA = qR-RA ; the latter do instead
make the NS-NS fluxes jumps as ∆hA = qNS-NSA , with q
NS-NS
A denoting their charges.
Their tension can be obtained from the general reduction formula (7.9), with the volume
of the internal three-cycle ΣΛ given, schematically, by
vol(ΣΛ) ∼ qA
∣∣∣∣∫
ΣΛ
Ω
∣∣∣∣ ∼ |qAVA(ϕ)| (7.29)
where qA are some quantized charges, either qR-RA or q
NS-NS
A . Then, the tensions of R-R
and NS-NS membranes are
T R-Rmemb 'M3Pe
K
2 |mAΠA| , T NS-NSmemb 'M3P
e
K
2
gs
|hAΠA| , (7.30)
coherently with the four-dimensional counterpart (5.16) predicted form κ-symmetry. We
get the following estimations of the tensions of the R-R and NS-NS membranes wrapped
over the very same cycle ΣA
T R-Rmemb
M2P
' |q
R-R|‖Π‖
ρ3(Imτ)2
MP ,
T NS-NSmemb
M2P
' |q
NS-NS|‖Π‖
ρ3Imτ
MP . (7.31)
In Table 7.1 we have collected all the relevant membrane and flux information.
Now we should question whether it makes sense to include both the kinds of membranes
within the cut-off ΛUV determined from (7.20). First, we can easily relate the tensions to
the Kaluza-Klein scale (7.21), obtaining
T R-Rmemb
M2P
' |q
R-R|
|h|Imτ
ρmin
ρ
mKK ,
T NS-NSmemb
M2P
' |q
NS-NS|
|h|
ρmin
ρ
mKK . (7.32)
203
Chapter 7. Consistency conditions of EFTs and the spectrum of BPS–objects
Dp-brane wrapped over... Charge Flux Tmemb/M3P Dynamical
D5 three-cycles ΓA qR-RA mA =
∫
ΣA F 3 g
2
sρ
−3 3
NS5 three-cycles ΓA qNS-NSA hA =
∫
ΣA H3 gsρ
−3 7
Table 7.1 – The branes originating the membranes which give the jumps over the RR
fluxes mA and the NS-NS fluxes hA.
Hence, both R-R and NS-NS membranes do satisfy the condition (7.17) for ΛUV ' mKK
in the large volume, weak coupling region in which we are working.
However, it is also clear that, in the weak string coupling regime gs = (Imτ)−1  1,
the NS-NS membranes are much heavier that the R-R membranes wrapped over the same
internal three-cycle, since their tensions are enhanced with a factor 1/gs:
T R-Rmemb
T NS−NSmemb
' 1
Imτ
= gs . (7.33)
In other words, at low energy, the only membranes which we can insert into the EFT
are the R-R membranes; the NS-NS membranes are excluded because the jumps that
they induce over the NS-NS fluxes would involve greater energies with respect to the
cut-off ΛUV. We are then led to the dynamical flux sublattice (6.34) or, equivalently, to
the explorable sublattice (6.36).
We can also be more precise, trying to quantify the cutoff ΛUV that realizes such a
situation. First, combining (7.31) with (7.23), we can relate the membrane tensions to
the dilaton mass as
T R-Rmemb
M2P
' |q
R-R|
|h|Imτ mφ ,
T NS-NSmemb
M2P
' |q
NS-NS|
|h| mφ . (7.34)
Therefore, the energetic condition including R-R membranes and leaving out the NS-NS
membranes is
Tmemb
M2P
. mφ . (7.35)
Namely, it is just sufficient to choose the low energy cut-off to be just slightly above mφ,
while still being well below the Kaluza-Klein mass scale:
mφ . ΛUV . mKK , (7.36)
as foreseen in (7.20). In this case, the condition (7.35) is satisfied by a parametrically
large number of R-R membranes, but only ‘marginally’ by NS-NS membranes.
On the other hand, one may read (7.35) by following a reverse reasoning. That is,
(7.35) selects the region of validity of the EFT description within ΓEFT, which include
R-R membranes but exclude the NS-NS ones, and restricts
|qR-R|
|h|Imτ . 1 . (7.37)
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Such region will have a minimal radius set by |h| Imτmin and for large values of this
quantity one may effectively work with a lattice of fluxes ΓEFT.
As a final remark, we also stress that the semi-classical requirement (7.15) is indeed
satisfied for both R-R and NS-NS membranes, legitimating us to treat them semi-classically.
In fact, from (7.31), we obtain the estimates
Tmemb
Λ3UV
' |q|‖Π‖
ρ3(Imτ)2
(
MP
ΛUV
)3
, (7.38)
so that, in the above range of Imτ and ρ, (7.38) is always satisfied.
7.3.3 Including strings and 3-branes
Membranes are crucial to identify the dynamical fluxes, but they are not the only extended
objects that one can include in four-dimensional Type IIB EFTs. After having chosen the
flux sublattice (6.34), in Section 6.2.3, we dualized the axio-dilaton to a linear multiplet
– see (6.47) and below – introducing a gauge two-form B2 in the EFT. We should then
include an axionic string to be coupled to B2, in a similar manner as in (5.47). The
ten-dimensional picture in fact predicts the existence of such a string, by considering
a D7-brane wrapped over the full internal space X. Its tension is easily obtained from
(5.35) as
Tstring = |e|M2P ` '
|e|M2P
Imτ
. (7.39)
However, we also stated that the gauge two-form is gauged as in (6.50), if the gauge
two-form is supposed to encapsulate the superpotential axio-dilaton/complex structure
moduli coupling W ∼ τhAΠA(Φ) (6.46). The gauging (6.50) indeed couples to a string
which serves as a boundary of membranes, with the string charge e related to the
membrane R-R charges qR-RA as
qR-RA = ehA . (7.40)
After crossing a membrane so determined, with a ‘hole’ bounded by a string, both the
axio-dilaton and the R-R fluxes shift as
τ → τ + e , mA → mA + ehA , (7.41)
identifying the vacua on the two sides, owing to the fact that the potential is equal.
In order include such a string, this has to be treated semiclassically, satisfying (7.18).
Here, the condition (7.18) reads
Tstring
Λ2UV
' |e|
Imτ
(
MP
ΛUV
)2
. 1 , (7.42)
which is clearly satisfied in the weak string coupling limit Imτ  1.
The picture just described precisely matches the prediction of the Freed-Witten
anomalies [110]. As briefly summarized in Appendix E, a string of charge e develops
an anomaly which is cured by attaching q membranes of charge e. Furthermore, the
condition (7.19), as can be easily seen from (7.39), exactly matches with the membrane
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condition (7.37) for q = eΛhΛ. This is an important consistency check of the dual
formulation of Type IIB EFTs that we proposed in Section 6.2.3: the two-form gauging
(6.50) (allowed by the choice of the lattice (6.34)) naturally leads to the introduction of
BPS–string/membrane junctions, which are in turn predicted from the ten-dimensional
perspective and the Freed-Witten anomaly cancellation mechanism; additionally, in
the chosen perturbative regime (7.37), in the EFT both the string and the membranes
constituting the junction can coexist.
So far, we have never discussed about the possible origin of the four-form term as it
appears in the second line of (6.104):
Qbg
∫
Σ
C4 , (7.43)
where C4 is trivially closed. Its ten-dimensional origin may be understood as follows. Let
us consider the GKP Type IIB background [175]: there, the five-form field strength is
given by
F˜5 = (1 + ∗)de4A(y) ∧ d4x (7.44)
where, we recall, e2A(y) is the warp factor that appears in the background metric (6.6).
Then, one may think of the four-form potential C4, related to F˜5 as in (6.5), as composed
by a closed part d10C
(0)
4 = 0 in the full ten-dimensional space and a non-closed part C4.
Then, C4|ext = e4A(y)d4x and the action of a D3-brane in the Einstein-frame simplifies as
SD3 = −2pi
`4s
∫
Σ4
d4σ
√
−det (P [gmn]) + 2pi
`4s
∫
Σ4
(C4 + C
(0)
4 ) =
2pi
`4s
∫
Σ4
C
(0)
4 , (7.45)
where the Nambu-Goto term has been canceled by the Chern-Simons contribution. Hence,
the ‘topological’ term (7.45) may be understood as coming from spacetime filling D3-
branes.
7.4 A hierarchy of objects in Type IIA and M-theory EFTs
We now move the case of Type IIA and M-theory EFTs, which we will treat together. The
perturbative regimes that we consider are distinguished by the string coupling constant gs:
in weak coupling limit, the Type IIA effective description is valid and therethe requirement
gs  1 determines a hierarchy of membranes, as for the Type IIB case; moving towards
strongly coupled regions, the hierachy of membranes changes and, for gs  1 the Type
IIA effective description has to be abandoned, in favor of an M-theory description.
7.4.1 Weak coupling
The first case that we examine is the weak coupling limit, gs  1, where the Type IIA
effective description is expected to be valid. We focus our attention of flux lattice (6.90)
of Section 6.3.3, by turning off the geometric and non-geometric fluxes as in (6.122) and
further considering, as a simplifying assumption, that no open string moduli are present,
turning off also the D6 flux quanta nαa = 0 in (6.123). As for the Type IIB case, we would
like to have an understanding of the mass scales entering the effective theory. It is then
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convenient to follow the simplification introduced in [176], introducing the moduli
ρ ≡ V
1
3
s , σ ≡ 1
gs
V
1
2
s , (7.46)
which have diagonal kinetic terms
−3
4
M2P
∂µρ∂
µρ
ρ2
−M2P
∂µσ∂
µσ
σ2
, (7.47)
and generically denoting the remaining moduli, associated with the Kähler and complex
structure deformations, with χα.
The background is characterized by picking up background fluxes into the lattice
(6.90) and let us assume that, for the moment, the only local sources which enter the
effective description are D6-branes and O6-planes. These contribute to the ten-dimensional
effective action (6.52) as
Sloc = −µ6
∫
D6
d7ξ
√−det h e 34φ + 2µ6
∫
O6
d7ξ
√−det h e 34φ (7.48)
where we have just restricted to their Nambu-Goto term, expressed in the Einstein frame.
Recalling the identification (7.2), we can rewrite the effective potential in the generic
form [176]
V = M4P
A3(χ)
ρ3σ2
+
∑
n=0,2,4,6
An(χ)
ρn−3σ4
+
AD6(χ)−AO6(χ)
ρ3σ3
 . (7.49)
Here A3(χ) comes from the NS-NS internal flux and then scales as |h|2, while the Ans
quadratically depend on the R-R fluxes ea, ma. We also notice that in the weak-coupling
limit gs  1, it is the first term of (7.49) to dominate and thus we can get the following
estimation for the mass of the moduli
mχ '
√
A3(χ)
ρ3σ2
MP =
gs
ρ3
√
A3(χ)MP , (7.50)
which agrees with its IIB counterpart given in (7.23). The Kaluza-Klein mass scale mKK
can again be estimated by (7.21). Hence, the arguments leading to (7.25) (with Imτ = 1gs )
can be applied to the Type IIA case as well.
Let us now pass to investigate the membrane content that the four-dimensional theory
may be endowed with. First, there can be included membranes that originate from
compactifying Dp-branes, with p = 2, 4, 6, 8, over an internal (p− 2)-cycle. These wrap,
respectively, zero-, two-, four- and six-cycles in the internal manifold X. The volume of
such cycles are
vol(Σ2) =
∫
Σ2
Jc , vol(Σ4) =
1
2
∫
Σ4
J2c , vol(X) =
1
3!
∫
X
J3c . (7.51)
By then recalling that Jc = ϕiωi, the tensions of such membranes have the following
schematic behaviors in terms of the Kähler moduli
T (2)memb ∼ q0 , T (4)memb ∼ qiϕi , T (6)memb ∼ κijkpiϕjϕk , T (8)memb ∼ κijkp0ϕiϕjϕk , (7.52)
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with (qa, pa) a set of quantized constants, ultimately identified with the charges of the
membranes. Therefore, given a generic four-dimensional membrane originating from a set
of p-cycles chosen as above, this gives rise to a tension of the form
T R-Rmemb = 2M3P|qAVA(ϕ)| (7.53)
where qA = (qa, pa) are the quantized charges and we introduced the periods as in (6.85)
with the prepotential chosen as in (6.58), with aab = 0. The relation (7.53) matches with
the pure four-dimensional counterpart (5.16).
A Dp-brane generates a jump for the the (8−p)-form background fluxes NA = (ea,ma)
in (6.76) – see also Table 7.2.3 Then, following the general expression for the tension (7.8),
we get the following estimation for the membrane tensions originating from Dp-branes
T (p)memb '
g2s A(8−p)(χ)
ρ
1
2
(11−p) M
3
P . (7.56)
where we have used the relation
eKk =
1
8V6
, eKcs =
e4φ
V 26
, (7.57)
where V6 ≡ 13!
∫
X J
3 is the internal volume measured in string units. The moduli-
dependent quantity A(8−p)(χ) linearly depends on the charges making the (8− p)–fluxes
jump.
However, also ten-dimensional NS5-branes can make four-dimensional membranes be
born, once wrapped over internal three-cycles ΣΛ. Their tensions, again, can be inferred
from the general expression (7.8). Given that the volume of an internal three-cycle,
proportional to | ∫ΣΛ eφ˜CΩ|, carry a linear dependence on the complex structure moduli
vol(ΣΛ) ∼ TΛ , (7.58)
the tension of a NS-NS membrane is
T NS-NSmemb = 2M3Pg−1s e
K
2 |rΛTΛ| , (7.59)
as a particular case of (5.16).
They induce jumps for the NS-NS background fluxes hΛ = (hK , hQ) in (6.80) and we
can estimate their tensions as
T NS-NSmemb '
gsANS-NS(χ)
ρ3
M3P . (7.60)
3This can be easily inferred by the Bianchi identities associated to the Fp+1 = dCp, which read
dFp+1 = qδp+2(Σ8−p) (7.54)
where δp+1 is a (p+ 2)-current form representing the (8− p) cycle Σ8−p. One may think of δp+1 as the
Poincaré dual representative of the cycle Σ8−p. Integrating the previous relation along the directions
transverse to Σ8−p, we get the cohomological relation
[Fp+1]|right − [Fp+1]|left = qPD[Γ7−p ⊂ Σ8−p] (7.55)
It is then clear that a Dp-brane makes a (8− p)–flux jump.
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An immediate comparison of (7.56) with (7.60) shows off that, in the small string
coupling limit gs → 0, while keeping the volume Vs fixed
T NS-NSmemb  T (p)memb (7.61)
Brane wrapped over... Charge Flux Behavior of Tmemb/M3P Dynamical
D2 trivial cycle q0 e0 =
∫
X G6 g
2
s ρ
− 9
2 3
D4 two-cycles Σ˜i qi ei =
∫
Σ˜i G4 g
2
s ρ
− 7
2 3
D6 four-cycles Σi pi mi = − ∫Σi G2 g2s ρ− 52 3
D8 six-cycle X p0 m0 = G0 g2s ρ
− 3
2 3
NS5 three-cycles ΣΛ rΛ hΛ =
∫
ΣΛ
H3 gsρ
−3 7
Table 7.2 – The branes originating the membranes which give the jumps over the R-R
fluxes ea, ma and the NS-NS fluxes hp.
We also notice that
T (p)mem
M2P
' gs
ρ
1
2
(11−p)
|q(p)|
|h| mχ ,
T NS-NSmem
M2P
' |q
NS-NS|
|h| mχ , (7.62)
and so the condition (7.61) is satisfied for a parametrically large fraction of R-R membranes
at sufficiently weak coupling, while it essentialy excludes the NS-NS membranes. Therefore,
once again the criterion (7.61) matches the choice of EFT flux lattice (6.91).
7.4.2 Moderately strong coupling
The hierarchy of membrane tensions illustrated above changes as we change the perturba-
tive regime that we are scanning. As an example , let us examine the case of moderately
strong coupling gs ' 1. The estimate (7.56) for D8-branes, which make the Romans mass
m0 jump, reads
T (8)memb
M2P
' A
(0)(χ)
ρ
3
2
MP ' A(0)(χ)ρ 12 mKK > mKK , (7.63)
which violates the EFT condition (7.15), with ΛUV ' mKK. This fact is just a manifesta-
tion of the usual strong coupling obstruction for massive IIA, as explained, for instance,
in the recent [157]. In our framework, we can interpret this result as stating that those
membranes for which Tmemb
M2P
> mKK not only do not correspond to elements of ΓEFT,
but in fact must be excluded from the larger flux lattice Γ. This is to be expected, in
the sense that if one works in the ten-dimensional supergravity approximation such flux
lattice is defined at the compactification scale, being different for each compact manifold.
Notably, with the choice (6.122), turning off the open string fluxes and excluding the
Romans mass m0 from the full lattice Γ (6.90), the flux contributions to the tadpole
conditions (6.88) disappear, and so does the obstruction to dualize all the remaining
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fluxes to three-form potentials. We are then led to an ‘unconstrained’ dual three-form
theory, with the fluxes (ei,mj) regarded as generated by three-form potentials (Ai3, A˜3j)
which are accommodated into b−2 double three-form multiplets of the kind (4.76a), and
the remaining fluxes e0 and hΛ generated by the three-forms A03 and Aˆ3Λ which are part
of single three-form multiplets as (4.70).
We also notice that, in general, the strong coupling regime does not allow for identifying
the Kähler potential of the effective theory, unless the theory is interpreted as stemming
from M-theory (see below or the previous Section (6.4.4)). Nevertheless, the structure
of the three-form multiplets is dictated just by the superpotential, thus by holomorphic
periods, and so it is expected to enjoy some protection mechanism against perturbative
corrections.
7.4.3 M-theory regime
To conclude, we consider the very strong coupling regime gs  1, in which the Type IIA
description is no longer suitable and one must rather formulate the setup in terms of
M-theory compactifications. The eleven-dimensional M-theory metric ds211 is related to
the IIA string frame metric ds210 by
ds211 = e
− 2
3
φds210 + `
2
Me
4
3
φ(dy + C1)
2 , (7.64)
where y is the S1 coordinate y ' y + 1 nontrivially fibered over the ten-dimensional
base manifold, with connection C1. For simplicity, we have chosen a parametrization
such that the M-theory Planck length `M coincides with the string length, `M ≡ `s. We
can consider a limit in which the internal seven-dimensional space Xˆ is large in natural
`M-units, VM  1. Furthermore, as will be particularly useful to get energy estimates, we
assume that Xˆ is approximately isotropic and homogeneous. Then, from (7.64) we get
the relations ρ = V
3
7
M and gs = 〈eφ〉 = V
3
14
M = ρ
1
2 . With such assumption, the estimates
(7.61)-(7.60) can be rephrased exclusively in terms of ρ:
T (p)memb '
A(8−p)
ρ
1
2
(9−p) M
3
P , T NS-NSmemb '
ANS-NS
ρ
5
2
M3P . (7.65)
In the M-theory regime, with metric (7.64), the KK-scale becomes
mMKK =
MP
ρ
3
2
. (7.66)
and therefore we obtain that
T (p)memb
M2P
' A(n)ρ 12 (p−6)mMKK ,
T NS-NSmemb
M2P
' A(p)ρ−1mMKK . (7.67)
Hence, in the geometric regime ρ  1, both T (8)memb and T (6)memb violate the KK scale
condition Tmemb
M2P
. mKK. According to our criterion above the corresponding fluxes,
namely the Romans mass and the IIA R-R two-form fluxes, must not be included. From
the M-theory perspective, to geometric fluxes that vanish on G2-holonomy spaces.
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Type IIA EFTs M-theory EFTs
NS5-membranes EXCLUDED
INCLUDED
NS5-memb. NS5-memb.
D8/D6/D4/D2-memb. D6/D4/D2-memb. D4/D2-memb.
D8-memb. D8/D6-memb.
Figure 7.3 – How the membrane content changes across Type IIA and M-theory EFTs according to the
chosen value of gs. Darker colors correspond to ‘heavier’ membranes.
The flux lattice Γ in this regime is parametrized by the former type IIA fluxes e0, ei
and hΛ. In M-theory language, e0 is identified with the internal G7-flux n0 over the entire
Xˆ, while ea, hΛ recombine into the flux quanta nıˇ of G4 ∈ H4(Xˆ;Z) as in (6.137) . The
associated membranes correspond to M2-branes, which are just points in the internal
manifold, and M5-branes, wrapped over internal three-cycles, respectively.
Interestingly, with this restricted choice of Γ there are no tadpole conditions, and
so in principle one may take ΓEFT = Γ. More precisely, one can see that (n0, nıˇ) can
be dualized to three-form potentials A03, Aıˇ3 which can be incorporated, together with sˇ0
and sˇıˇ, into single three-form multiplets as in (6.140). One may then see if this choice is
compatible with the hierarchy of corresponding membrane tensions. By using the Kähler
potential of [158] in the one-modulus case, one can obtain a simple estimate mφ ∼MPρ− 52
of the scaling behaviour of the moduli masses. We then find that
T (2)memb
M2P
' ρ−1mφ ,
T (4)memb
M2P
' T
NS-NS
memb
M2P
' mφ . (7.68)
Therefore, to set ΓEFT = Γ one must take a cut-off scale such that mφ  ΛUV . mMKK.
As a result, the corresponding EFT has the attractive feature of including flux transitions
that change significantly the masses of the would-be moduli, unlike in previous examples.
The full picture that has emerged from Type IIA and M-theory EFTs is depicted in
Fig. 7.3.
While this is a perfectly consistent low-energy effective action, it does not incorporate
anomalous axionic strings in its spectrum of fundamental extended objects, as well as the
associated gauging of the two-forms dual to the corresponding axions. Indeed, such strings
are given by M5-branes wrapping four-cycles of the compactification manifold. If the
integral of the internal four-form flux does not vanish over the M5-brane, a Freed-Witten
anomaly will be generated on its worldvolume [177], which will then be cured by M2-
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branes ending on the corresponding 4d axionic string. In terms of the EFT Lagrangian,
we will have a series of non-trivial gaugings of the 4d two-forms dual to the C3-axions by
the three-form potential A03 coupling to the M2-branes. On the other hand, the gauging
coefficients are nothing but the four-form fluxes nI and, by the reasoning of section 4.4.2,
we could adopt the dual description in terms of two-forms, in which the four-form fluxes
are considered as part of the background fluxes N bgA and specify the two-form gaugings.
In this case, we identify ΓEFT with the one-dimensional lattice parametrized by e0.
It seems that this class of compactifications allow for two different, complementary
descriptions in terms of the three-form Lagrangians. Either we describe a 4d EFT
containing b3 + 1 classes of membranes, or we have an EFT with one class of membranes
and one anomalous strings. It would be interesting to consider further examples of
compactifications of this sort, and to understand whether the obstruction we find in
incorporating all of these ingredients simultaneously is fundamental or can be overcome
by adopting some so far unknown alternative scheme.
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8 Conclusions and future outlook
In this work we have presented a full reformulation of generic N = 1 four-dimensional
supersymmetric theories including elements predicted from higher-dimensional string
theory. In both global and local supersymmetric theories we have introduced a hierarchy
of gauge forms, summarized in Table 8.1. In order to construct manifestly N = 1
supersymmetric Lagrangians, such gauge forms have been properly included among the
components of supersymmetric multiplets: gauge two-forms find their place in linear
multiplets, while gauge three- and four-forms are accommodated into special three- and
four-form multiplets, the construction of some of which was only recently performed in [6,
7, 10].
p-form Data Multiplet
Two-form BΛ2 axion Linear multiplet LΛ
Three-form AA3 dynamical background fluxes Master three-form multiplet SA
Four-form CI4 tadpole cancellation conditions Four-form multiplet ΓI
Table 8.1 – The role of the p-forms in four-dimensional effective theories of string and
M-theory
The introduction of such forms within a four-dimensional theory is related to the
spectrum of the theory. Gauge two-forms may be regarded as ‘dual’ of axionic fields, for
which they provide an alternative representation. The rather peculiar gauge three-forms,
although not carrying any propagating degrees of freedom, dynamically generate sets
of constants which enter quadratically and linearly the potential. Such constants are
arbitrary, but they may be constrained by means of gauge four-forms. In short, the newly
introduced hierarchy delivers an alternative, possibly more complete formulation of known
N = 1 supersymmetric theories.
The proposed reformulation is necessary when it comes to coupling extended objects,
summarized in Table 8.2. By introducing a set of super p-forms, built out of the aforemen-
tioned supersymmetric multiplets, we were able to construct manifestly supersymmetric
actions for BPS-strings, membranes and 3-branes. The action for strings and membranes
are composed by a Nambu-Goto part, which includes the field-dependent tension of
the object, and a Wess-Zumino part, which expresses the coupling of the object to the
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gauge p-forms and depends on its charges. The two terms are tightened together by the
requirement that the action is κ-symmetric, allowing strings and membranes to preserve
a N = 1 worldvolume supersymmetry once a ground state is chosen. In turn, this implies
that the tensions of the BPS-objects are completely determined by their charges. Instead,
3-branes appear in our framework only with a Wess-Zumino term, which depends on the
charge, and preserve the full four-dimensional N = 1 supersymmetry.
BPS–object coupled to Data
String BΛ2 axion monodromy
Membrane AA3 shifts in background fluxes
Topological 3-brane CI4 tadpole cancellation conditions
Table 8.2 – The extended BPS–objects included in the 4D EFTs.
The inclusion of such objects has important physical consequences. The presence
of a string signals a monodromy transformation which makes the axions transverse a
certain number of periods. Membranes make the constants which are dual to the gauge
three-forms jump. As a result, within the same theory, one can describe a multi-branched
potential. Membranes then open the possibility to get new vacua for a potential and new
nonperturbative transitions among them can be triggered by the very existence of the
membrane. Particular attention in this work has been devoted to the study of stable,
BPS-domain wall solutions, which spontaneously break half of the bulk supersymmetry.
More complex BPS-objects were also built and are here summarized in Table 8.3.
Membranes can be regarded as boundaries of 3-branes, identifying a ‘BPS–region’, whose
naturally defined gauge-invariant object is the gauged three-form dAA3 +QAI C
I
4 . Such a
gauging serves to take into account how the tadpole cancellation conditions change across
the various spacetime regions separated by the membranes. At the same time, strings may
serve as boundaries for membranes and identify the gauged two-form dBΛ2 + cΛAAA3 . The
discrete data which is encoded in this configuration is the cancellation of the Freed-Witten
anomalies, which make the membrane ‘unstable’, forming the hole bounded by the string.
Gauged p-form BPS–object Data
dBΛ2 + cΛAAA3 Membranes ending on a string Freed-Witten anomaly cancellation
dAA3 +Q
A
I C
I
4 3-branes ending on a membrane changing tadpole cancellation
Table 8.3 – The mutual gaugings of the p-forms of Table 8.2 and the composite objects
to which they couple.
The results mentioned so far hold for any N = 1 global and local supersymmetric
theory, namely with arbitrary Kähler potential and superpotential. They find fertile
ground in the contexts of effective field theories stemming from compactifications of
string and M-theory. In this work we focused on Type IIA and Type IIB string theory
compactified over an orientifolded Calabi-Yau three-fold and on M-theory compactified
over a seven-manifold with either G2-holonomy or G2-structure and briefly mentioned
a possible F-theory uplift. In compactification scenarios, a potential for the otherwise
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moduli of the compactification is introduced by threading the internal manifold with
background fluxes and filling it with sources. Allowing them to vary, the background
fluxes determine the maximal flux lattice
Γ = {NA | NA ∈ Z} , (8.1)
which enter linearly into the superpotential. In a three-form formulation, where membranes
are also coupled, one may then think the lattice Γ to be dynamically spanned via membrane
transitions.
However, we found some obstructions in interpreting the full lattice Γ dynamically:
only a portion thereof ΓEFT ⊂ Γ can be truly generated by gauge three-forms and
undertake membrane transitions. The obstructions to identify ΓEFT with Γ are a priori
all different, and arise independently from the EFT ingredients mentioned above:
Supersymmetry The number of dynamical fluxes must be such that n+ 1 ≤ dim ΓEFT ≤
2n + 2, where n is the number of chiral fields entering the superpotential terms
generated by the dynamical fluxes. This comes from the upper and lower bound on
the number of three-forms per scalar in master multiplets.
Tadpoles Fluxes typically contribute to tadpole conditions quadratically, by means of
symmetric bilinear forms II . To implement tadpoles as three-form gaugings, ΓEFT
must be an isotropic sublattice of Γ with respect to each of these parings. As
a result, at the level of the EFT tadople cancellation appears as a set of linear
conditions on the dynamical fluxes.
Axion-monodromy In certain regimes of the compactification anomalous axionic strings
appear at low energies, which means that membranes can nucleate holes in their
worldvolume [109, 110]. At the EFT level it makes sense to include the two-forms
coupled electrically to the strings, together with a gauging encoding the anomaly.
The gauging parameters will be fluxes that cannot belong to ΓEFT.
As a result, the lattice is somehow ‘perceived differently’ from the four-dimensional
EFT perspective with respect to the higher-dimensional viewpoint. The most vivid
argument is in the correct implementation of the tadpole cancellation condition. In higher
dimensions, the tadpole cancellation involves quadratic combination of the fluxes in Γ;
in four dimensions, a proper dynamical implementation of the tadpole require it to be
reduced to a linear constraint for ΓEFT – see Table 8.4.
Then, while ΓEFT ⊂ Γ is what can be rendered dynamical, the quotient Γ/ΓEFT, in
one-to-one correspondence with the background, ‘frozen’ fluxes, is what determines the
gauging parameters in Table 8.3.
The choice of the dynamical sublattice is crucial, for it tells what is the explorable
Landscape within a single effective theory and which nonperturbative effects may connect
the various vacua of the Ladscape. However, such a choice is not arbitrary and we gave
some physical arguments in Chapter 7 to discriminate the well–motivated choices. For
a given perturbative regime, certain kinds of membranes may be lighter, signaling that
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String Theory EFT
Flux lattice Γ ΓEFT
Tadpole condition Quadratic Linear
Table 8.4 – Main difference between the string theory and the 4d EFT perspectives. For each region of
field space in the string theory construction a different sublattice ΓEFT ⊂ Γ may be selected, but the
linear dependence of the tadpole condition on the EFT fluxes applies to all of them.
the associated flux transitions require less energy to take place. Choosing ΓEFT then
amounts in singling out which objects can be included within the EFT and which others
may not, being too ‘heavy’. The picture that emerged draws effective field theories with
a mutable spectrum of objects, according to the perturbative regime that is scanned, and
with different amounts of fields which may render a potential multi-branched.
This is not the end of the story and the results presented in this work can be generalized
and extended along diverse directions. A first, interesting technical development would
be to include worldvolume matter supported on the effective strings, membranes and 3-
branes here considered. Such a matter content is indeed expected from higher-dimensional
constructions, predicting, for example, gauge bosons and adjoint chiral fields living on
3-branes. Furthermore, it would be interesting to study the gauge theories living on top of
membranes, better exploring the coupling of the Goldstone sector with the worldvolume
fields and how the EFT treats this sector upon membrane-mediated transitions that
change the number of 3-branes. Moreover, the presence of world-volume matter would
allow for the study of possible novel swampland criteria, along the lines of [178].
The theories here presented could be a starting point to extract models useful for
phenomenology and cosmology. It would be interesting to question which Physics one
should expect from the sub-ensemble of vacua dynamically connected through membrane
nucleations within ΓEFT and how physical observables like the cosmological constant,
Yukawa couplings, soft terms vary significantly sailing through the EFT landscape. Then,
for those couplings that are effectively scanned over by the EFT, one may attempt to see
if any physically relevant information can be extracted from a statistical analysis [179,
180].
The models here presented could well provide a compelling framework to test the
recent Swampland conjectures [181, 182]. The simultaneous presence of gravity, gauge
fields and extended objects in a controlled setup could indeed be crucial to inquire how
the conjectures intertwine among each other.
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PART IVAPPENDICES

A Conventions on differential forms
In generic D dimensions, we define the totally antisymmetric Levi-Civita symbol such
that
ε01...D = −ε01...D = 1 . (A.1)
In the differential basis {dxµ}, with µ = 0, . . . , D − 1, a generic bosonic p–form ωp has
the following expansion
ωp =
1
p!
ωµ1...µpdx
µ1 ∧ . . . ∧ dxµp (A.2)
The differential d acts on ωp as
dωp =
1
p!
∂[σωµ1...µp]dx
σ ∧ dxµ1 ∧ . . . ∧ dxµp (A.3)
The Hodge-dual of a p–form ωp is the (D − p)–form defined as
∗ω = − e
(D − p)!p!εµ1...µDg
µ1ν1 . . . gµpνpων1...νpdx
µp+1 ∧ . . . ∧ dxµD (A.4)
where the components given by
(∗ω)µp+1...µD = −
e
p!
εµ1...µDg
µ1ν1 . . . gµpνpων1...νp . (A.5)
The components ωµ1...µp are defined by raising the indices of the components of ωp with
the inverse gµν of the metric as usual.
In any dimension D, we get the following useful identity
ω ∧ ∗ω = − e
p!(D − p)!ων1...νpεµ1...µDω
µ1...µpdxν1 ∧ . . . ∧ dxνp ∧ dxµp+1 ∧ . . . ∧ dxµD
=
e
p!
ωµ1...µpωµ1...µpdx
0 ∧ . . . ∧ dxD ≡ e ωyω ,
(A.6)
and we have
∗(∗ωp) = −(−)p(D−p)ωp . (A.7)
219
Appendix A. Conventions on differential forms
Finally, given the embedding of a (p+ 1)-dimensional bosonic manifold Σp+1, we use
orientation conventions such that Stokes’ theorem is∫
Σp+1
dωp =
∫
∂Σp+1
ωp . (A.8)
Four-dimensional conventions
In four dimensions, we define the Levi-Civita totally anti-symmetric symbol εmnpq such
that
ε0123 = −ε0123 = 1 . (A.9)
Then, the four-dimensional volume element is
∗1 = e dx0 ∧ dx1 ∧ dx2 ∧ dx3 ≡ ed4x . (A.10)
Other useful identities that we used throughout this work include
∗F4 = −1
e
∂m (e(∗A3)m) ,
F4 = −e (∗F4) d4x .
(A.11)
World-volume conventions
The 3-brane worldvolume differentials enjoy the same conventions as the four-dimensional
ones enlisted above.
For the membrane worldvolume we define the Levi-Civita antisymmetric symbol εijk
such that
ε012 = −ε012 = 1 , (A.12)
and, given the local coordinates ξi, i = 0, 1, 2, the worldvolume integration is performed
by
d3ξ ≡ dξ0 ∧ dξ1 ∧ dξ2 = − 1
3!
εijkdξ
i ∧ dξj ∧ dξk . (A.13)
Equivalently, for the string worldvolume, the two-dimensional Levi-Civita symbol εij
is defined such that
ε01 = −ε01 = 1 , (A.14)
and, denoting with ζi, i = 0, 1 the local coordinates, the worlvolume integration is
performed by
d2ζ ≡ dζ0 ∧ dζ1 = − 1
2!
εijdζ
i ∧ dζj . (A.15)
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B Conventions on N = 1 superspace
The superspace conventions that we have used throughout this work coincide with those
of [66]. In this appendix we collects definitions and computations of the superfield
components used in the main text. Furthermore, we also briefly recall how differential
forms are defined in superspace.
B.1 Component structure of N = 1 superfields
In this section we provide all the components of the N = 1 multiplets considered
throughout this work. We will be very schematic.
Chiral multiplets
The chiral superfield Φ satisfies the constraint
D¯α˙Φ = 0 (B.1)
and its expansion in components is
Φ = ϕ+
√
2θψ + θ2f + iθσmθ¯∂mϕ− i√
2
θ2∂mψσ
mθ¯ +
1
4
θ2θ¯22ϕ . (B.2)
Here ϕ and f are complex scalar fields, while ψ is a Weyl spinor. The independent
components of Φ can be defined by the projections
Φ| = ϕ ,
DαΦ| =
√
2ψα ,
−1
4
D2Φ| = f ,
(B.3)
where the vertical line means that the quantity is evaluated at θ = θ¯ = 0.
Real multiplets
A real scalar superfield V , beside being real V = V¯ , is unconstrained. It has the
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following component expansion
V =u+ iθχ− iθ¯χ¯+ iθ2ϕ¯− iθ¯2ϕ− θσmθ¯Bm
+ iθ2θ¯
(
λ¯+
i
2
σ¯m∂mχ
)
− iθ¯2θ
(
λ+
i
2
σm∂mχ¯
)
+
1
2
θ2θ¯2
(
D− 1
2
2u
)
,
(B.4)
where u and D are real scalar fields, ϕ is a complex scalar field, vm is a real vector field
and χ and λ are Weyl spinors. The independent components of V can be defined by
projections
V | = u ,
DαV | = iχα ,
1
4
σ¯α˙αm [Dα, D¯α˙]V | = Bm ,
i
4
D2V | = ϕ¯ ,
−1
4
D¯2DαV | = −iλα ,
1
16
D2D¯2V | = 1
2
(D− i∂mvm) .
(B.5)
Real linear multiplets
A real linear superfield L is a real superfield that obeys the constraint
D2L = 0 , D¯2L = 0 . (B.6)
Its component expansion is
L = l + iθη − iθ¯η¯ − 1
2
θσmθ¯ε
mnpq∂nΛpq
+
1
2
θ2θ¯σ¯m∂mη +
1
2
θ¯2θσm∂mη¯ − 1
4
θ2θ¯22l ,
(B.7)
where l is a real scalar, Λmn is a rank 2 antisimmetric tensor and η is a Weyl spinor. The
independent components of L can be defined by projections
L| = l ,
DαL| = iηα ,
−1
2
σ¯mα˙α
[
Dα, D¯α˙
]
L| = εmnpq∂nΛpq .
(B.8)
Complex linear multiplets
A complex linear multiplet Σ satisfies the condition
D¯2Σ = 0 . (B.9)
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Its component expansion is
Σ = σ +
√
2θψ +
√
2θ¯ρ¯− θσmθ¯Bm + θ2s¯+
√
2θ2θ¯ζ¯
− i√
2
θ¯2θσm∂mρ¯+ θ
2θ¯2
(
i
2
∂mBm − 1
4
2σ
)
,
(B.10)
where σ and s¯ are complex scalars, ρ, ψ and ξ are Weyl spinors and Bm is a complex
vector. The components of Σ can be defined by the projections
Σ| = σ ,
DαΣ| =
√
2ψα ,
D¯α˙Σ| =
√
2ρ¯α˙ ,
1
4
σ¯mα˙α
[
Dα, D¯α˙
]
Σ| = Bm ,
−1
4
D2Σ| = s¯ ,
D¯α˙D
2Σ| = −4
√
2ζ¯α˙ + 2
√
2i ∂mψ
ασmαα˙ ,
1
16
D¯2D2Σ| = i∂mBm .
(B.11)
B.2 Differential forms in superspace
Also in the whole superspace R1,3|4 differential forms can be introduced. The most natural
basis of differentials dzM = {dxm,dθα,dθ¯α˙} is however not so useful in order to build
supersymmetric objects. It is more convenient to introduce the differential basis
Ea ≡ dxa − idθσaθ¯ + iθσadθ¯ ,
Eα ≡ dθα , Eα˙ ≡ dθ¯α˙ .
(B.12)
which we collectively denote as EA = {Em, Eα, Eα˙}. As can be easily checked, this basis
in invariant under the supersymmetry transformations (3.21).
The vierbein matrices which allow to pass from the basis dzM to EA are then defined
as
Ea = dxmEam + dθ
µEaµ + dθ¯µ˙E
µ˙a ,
Eα = dxmEαm + dθ
µEαµ + dθ¯µ˙E
µ˙α ,
Eα˙ = dx
mEmα˙ + dθ
µEµα˙ + dθ¯µ˙E
µ˙
α˙ ,
(B.13)
with
Eam = δ
a
m , E
a
µ = −iσaµµ˙θ¯µ˙ , Eµ˙a = −iσ¯aµ˙µθµ , (B.14)
Eαm = 0 , E
α
µ = δ
α
µ , E
µ˙α = 0 , (B.15)
Emα˙ = 0 , Eµα˙ = 0 , E
µ˙
α˙ = δ
µ˙
α˙ . (B.16)
We define the superspace differential d
d = EADA = E
aDa + E
αDα + Eα˙D¯
α¯ . (B.17)
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Given generic super p-form Ωp, with the superspace differential expansion
Ωp = E
A1 ∧ . . . EApΩAp...A1 , (B.18)
the action of the superspace differential (B.17) is defined as
dΩp = E
A1 ∧ . . . EAp ∧ EADAΩAp...A1 (B.19)
We have also introduced the more common differential operator d, acting on the left
on a form as in (A.3). If we focus on the bosonic components, the relation between the
action of d and d on a generic super p-form Ωp is given by
dΩp|bos = dΩp = (−)pdΩp|bos . (B.20)
Furthermore, in superspace, given the embedding of a (p+1)-dimensional bosonic manifold
Σp+1 into superspace, we use orientation conventions such that Stokes’ theorem reads∫
Σp+1
dAp =
∫
∂Σp+1
Ap, compatibly with its purely bosonic counterpart (A.8).
Whenever the superspace coordinates zM define a super-embedding of the form
ξi 7→ zM = (xm(ξ), θα(ξ), θ¯α˙(ξ)) , (B.21)
with ξi generic worldvolume local coordinates, the basis EA may be re-expressed in terms
of a basis of worldvolume differentials {dξi} as
Ea = dξi
(
∂ix
mEam + ∂iθ
µEaµ + ∂iθ¯µ˙E
µ˙a
) ≡ dξiEai ,
Eα = dξi
(
∂ix
mEαm + ∂iθ
µEαµ + ∂iθ¯µ˙E
µ˙α
) ≡ dξiEαi ,
Eα˙ = dξ
i
(
∂ix
mEmα˙ + ∂iθ
µEµα˙ + ∂iθ¯µ˙E
µ˙
α˙
)
≡ dξiEα˙i .
(B.22)
with the vierbein EAi defined by the pullback of E
A
M to the worldvolume as
Eai = ∂ix
m − i∂iθσmθ¯ − i∂iθ¯σ¯mθ ,
Eαi = ∂iθ
α , Eα˙i = ∂iθ¯α˙ .
(B.23)
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C Projections of N = 1 Supergravity su-
perfields
We enlist the component structure of the multiplets in Supergravity that we have used
throughout this work. We focus on the bosonic components only. The notation is that of
[66], except for the scalar curvature, here redefined as R→ −R.
Chiral multiplets
In supergravity, a chiral superfield Φ is a constrained superfield satisfying the covari-
antized chirality condition
Dα˙Φ = 0 . (C.1)
Its component fields are defined as
Φ| = ϕ , (C.2a)
−1
4
D2Φ| = F(Φ) . (C.2b)
with ϕ and F complex scalar fields. The vertical line means that the quantity is evaluated
at θ = θ¯ = 0.
Supergravity multiplet
The bosonic components of the off-shell Supergravity multiplet R are the graviton gmn,
an auxiliary real vector Ga and a complex scalar auxiliary field M . These components
may be defined as projections of a chiral superfield R as
R| = −1
6
M , (C.3a)
−1
4
D2R| = − 1
12
R+
i
6
DaGa − 1
18
GaG
a − 1
9
MM¯ . (C.3b)
Real multiplets
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An unconstrained, real multiplet P , in a Wess-Zumino gauge [66], are
P | = 0 , (C.4a)
− i
4
D¯2P | = z (C.4b)
−1
4
σ¯α˙αa [Dα, D¯α˙]P | = Aa , (C.4c)
i
16
D2(D¯2 − 8R)P | = i
2
d− 1
2
DaAa + Re(M¯z) (C.4d)
where z is a complex, propagating scalar field, d a real, auxiliary scalar field and Aa a
real vector field, which can although be related, via Hodge–duality, to a three-form as in
(2.7).
Real linear multiplets
A real linear superfield L satisfies the constraint
(D¯2 − 8R)L = 0 , (D2 − 8R¯)L = 0 (C.5)
which can be solved in terms of an unconstrained spinorial superfield Ψα as [97]
L = Dα(D¯2 − 8R)ΨΛα + D¯α˙(D2 − 8R¯)Ψ¯Λα˙ . (C.6)
The bosonic components of L are a real scalar l and a gauge two-form B2, which
appear through its field strength H3 = dB2. These are defined via:
L| = l , (C.7a)
−1
4
D¯2L| = 1
3
Ml , (C.7b)
−1
4
σ¯α˙αa [Dα, D¯α˙]L| = Ha −
2
3
bal , (C.7c)
where Ha = 13!εabcdHbcd = 12εabcd∂[bB
cd]
2 .
Complex linear multiplets
A complex linear superfield Σ satisfies the constraint [97]
(D¯2 − 8R)Σ = 0 (C.8)
which can be solved in terms of an unconstrained spinorial superfield Ψα as
Σ = D¯α˙Ψ¯α˙ (C.9)
In the Wess-Zumino gauge, the bosonic components of Σ read
Σ| = 0 (C.10a)
−1
4
D2Σ| = s¯ , (C.10b)
−1
2
σ¯α˙αm [Dα, D¯α˙]Σ| = Cm , (C.10c)
1
16
D2D¯2Σ¯| = i
2
DmCm + M¯s , (C.10d)
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where s is a complex scalar field and Ca are component of a complex vector which can be
related to those of a three-form as in (2.7).
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D Super-Weyl invariant Supergravity
In Chapter 4 we have extensively used the super-Weyl invariant formalism. This approach
was firstly formulated in [96] and we refer to [97] for a more detailed treatment. Here we
provide a review on how to construct generic super-Weyl invariant Lagrangians and how
to compute their gauge–fixed components. For the sake of clarity, in this appendix we set
MP = 1, which can be re-installed with simple field redefinitions.
D.1 Kähler and super-Weyl invariance in Supergravity
Let us consider a set of n chiral multiplets Φi, whose bosonic components are
Φi = {ϕi, F iΦ} , with i = 1, . . . , n , (D.1)
where, as in (C.2), ϕi are the lowest component, complex scalar fields and F iΦ are the
highest component, auxiliary complex scalar fields. These are ‘physical’ fields, containing
all the propagating degrees of freedom associated to the matter fields.
The locally supersymmetric coupling of the matter multiplets Φi to gravity requires
the introduction of another chiral multiplet R, the supergravity multiplet:
R = {ema , ψmα , ba,M} (D.2)
which accommodates the veilbein ema , the gravitino ψm and the nonpropgating fields, ba
and M which are a real vector and a complex scalar field. Up to two derivatives, the
most general N = 1 locally supersymmetric Lagrangian that we can build in superspace
with only these ingredients is
L =
∫
d4θ E Ω(Φ, Φ¯) +
(∫
d2Θ 2EW (Φ) + c.c
)
, (D.3)
where Ω(Φ, Φ¯) = −3e− 13K(Φ,Φ¯), with K(Φ, Φ¯) being the ordinary Kähler potential and
W (Φ), holomorphic in Φi, is the superpotential. A direct computation of the bosonic
components of the Lagrangian (D.3) leads to
e−1Lbos = −1
6
ΩR− Ωi¯∂µϕi∂µϕ¯¯ − 1
4Ω
(
Ωi∂µϕ
i − Ω¯¯∂µϕ¯¯
)2
+
Ω
9
∣∣∣∣∣M − 3Ωı¯F¯ ¯ΦΩ
∣∣∣∣∣
2
+
(
Ωi¯ − ΩiΩ¯
Ω
)
F iΦF¯
¯
Φ +
(
WiF
i
Φ + W¯¯F¯
¯
Φ
)
.
(D.4)
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The Lagrangian (D.3) exhibits a neat geometrical interpretation. The fields ϕi
parametrize a Hodge–Kähler manifold. This is a Kähler manifold Mscalar of restricted
type, namely it is defined by the existence of a line bundle L → Mscalar, whose first
Chern class equals the cohomology class of the Kähler form J : c1(L ) = [J ]. Practically,
this implies the following. Given a holomorphic section ξ(z) over the line bundle L , the
first Chern class is determined by
c1(L ) = − i
2pi
∂∂¯ log |ξ(z)|2 (D.5)
where |ξ(z)|2 ≡ h(z, z¯)ξ(z)ξ¯(z¯) is with h(z, z¯)an hermitian fiber metric over L . Then,
recalling that J = i2piKi¯dz
i ∧ dz¯ ¯ is closed, locally, by the Poincaré-Lelong theorem, we
may rewrite
J = − i
2pi
∂∂¯ρ (D.6)
in terms of a potential ρ(z, z¯). The comparison of (D.5) with (D.6) shows that, when
Mscalar is Hodge–Kähler, then we may regard ρ = eK as the metric over the line bundle
L .
A Kähler transformations
K(Φ, Φ¯)→ K(Φ, Φ¯) + h(Φ) + h¯(Φ¯) (D.7)
with h(Φ) an arbitrary holomorphic function of Φi, leaves (D.6) invariant. However,
the Lagrangian (D.4) is not invariant under the sole (D.7). The reason is that the
superpotential and the auxiliary fields are sections of the L -line bundle and, whenever
(D.7) acts over the Kähler potential, the following transformations have also to be
performed:
W (Φ)→ e−h(Φ)W (Φ) (D.8a)
M → e− 23 (h(Φ)+h¯(Φ))M , F iΦ → F iΦe−
2
3
(h(Φ)+h¯(Φ)) . (D.8b)
A proper Kähler transformation then combines the three relations (D.7), (D.8) and
(D.8b).
Still, the combined action of (D.7), (D.8) and (D.8b) does not leave the Lagrangian
(D.4) invariant. In fact, they have to be further combined with the super-Weyl transfor-
mation, which acts on the super-vielbeins as [183]
EaM → eΥ+Υ¯EaM , EαM → e2Υ¯−Υ
(
EαM −
i
4
EaMσ
αα˙
a D¯α˙Υ¯
)
. (D.9)
where (a, α) are flat superspace indices, M = (m,µ) are curved indices and Υ is an
arbitrary chiral superfield parameterizing the super-Weyl transformation. In particular,
(D.9) implies that
E → e2Υ+2Υ¯E , d2Θ 2E → e6Υd2Θ 2E (D.10)
as well as, from the lower bosonic components of (D.9), we recover the usual Weyl-rescaling
eam → eameΥ+Υ¯. It can be immediately show that the superspace Lagrangian (D.3) is
invariant if (D.7) and (D.8) are supplemented by (D.9) with the choice 6Υ = h(Φ).
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However, the Lagrangian (D.4) is not expressed in the Einstein frame. It is then the
lack of invariance of (D.4) under the sole super-Weyl rescaling (D.9) that can be used to
perform just a super-Weyl rescaling (D.9), choosing Υ + Υ¯ = 16K(Φ, Φ¯), which recasts
the Lagrangian in the form
e−1Lbos = 1
2
R−Ki¯∂µϕi∂¯µϕ¯¯
+ e−KKi¯F iΦF¯
¯
Φ −
e−K
3
∣∣M¯ +KiF iΦ∣∣2 + (WiF iΦ −WM¯ + c.c.) . (D.11)
with a canonically normalized Einstein-Hilbert term. Further integrating out the auxiliary
fields F iΦ and M , we arrive at the Lagrangian
e−1Lbos = 1
2
R−Ki¯∂µϕi∂µϕ¯¯ − eK
(
K ¯iDiWD¯¯W¯ − 3|W |2
)
, (D.12)
where the last term is nothing but the well-known Cremmer et al. potential [98]. Indeed,
this Lagrangian is invariant under (D.7) and (D.8a).
D.2 Super-Weyl invariant Lagrangians with chiral multiplets
The super-Weyl invariant formalism takes somewhat another perspective. The Lagrangian
(D.3) is rendered invariant under Kähler transformations (D.7)-(D.8) and super-Weyl
transformations (D.9) separately, while still arriving at the same component Lagrangian
(D.11) or (D.12) when the the super-Weyl transformations are properly gauge-fixed. At
the core of the formalism is the introduction of an unphysical, chiral compensator U ,
which transforms as
U → e−6ΥU (D.13)
under super-Weyl transformations. In turn, we introduce new chiral superfields Za
Za = {za, F aZ} with a = 1, . . . , n+ 1 , (D.14)
where za and fa are understood to be functions of the components of Φi and those of U ,
and we assume that, from Za, we can single out the compensator U as
Za = Uga(Φ) (D.15)
where ga are functions of the physical fields only and are inert under super-Weyl transfor-
mations.
The most general supergravity Lagrangian that we can build out the Za multiplets
has still the form (D.3)
L =
∫
d4θ EK(Z, Z¯) +
(∫
d2Θ 2E W(Z) + c.c.
)
(D.16)
where K(Z, Z¯) is the kinetic potential andW(Z) the superpotential. Additionally, however,
they satisfy the following homogeneity conditions
K(λZ, λ¯Z¯) = |λ| 23K(Z, Z¯) , W(λZ) = λW(Z). (D.17)
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with λ an arbitrary chiral superfield.
The ordinary Kähler potential K(Φ, Φ¯) and superpotential W (Φ) are then recovered
by isolating the compensator U as
K(Z, Z¯) = −3|U | 23 e− 13K(Φ,Φ¯) , W(Z) = U W (Φ) (D.18)
where we have set K(Φ, Φ¯) ≡ K(g(Φ), g¯(Φ¯)) and W (Φ) ≡W (g(Φ)). Such homogeneity
properties, along with (D.13), make the Lagrangian (D.16) manifestly invariant under
(D.9). Indeed, the Lagrangian (D.17) is also invariant under Kähler transformations. In
fact, the split (D.15) is clearly not unique, since we may redefine
U → eh(Φ)U , ga(Φ)→ e−h(Φ)ga(Φ) . (D.19)
Such a residual symmetry may be used to re-absorb a Kähler transformation (D.7)-(D.8).
The bosonic components of the Lagrangian (D.16) acquire a very simple form
e−1Lbos = −1
6
KR−Kab¯DµzaD¯µz¯b +Kab¯faf¯ b +
(
Wˆafa + c.c.
)
, (D.20)
which is quite similar to the rigid case, as for example (2.41). However, here we have
redefined fa ≡ M¯za − F aZ and introduced the U(1)-covariant derivatives
Dµz
a = ∂µz
a + iAµz
a with Aµ =
3i
2K (Ka∂µz
b −Kb¯∂µz¯b) . (D.21)
In order to pass to the Einstein frame, we isolate the compensator U and gauge-fix the
super-Weyl invariance by setting [96]
|U | 23 = eK(Φ,Φ¯)3 . (D.22)
In order to arrive at the bosonic components (D.11), one has to isolate the compensator
u and split the index a = (0, i), with 0 associated to the compensator u and i to the
physical fields ϕi, namely we may set za = (u, uϕi). Then, the kinetic matrix Kab¯ splits
as
Kab¯ = e−K
(
−13 K¯3
Ki
3 Ki¯ − 13KiK¯
)
. (D.23)
The Cremmer et al. potential instead stems after integrating out the auxiliary fields fa.
This requires the inverse of Kb¯a, which is
Kb¯a = eK
(−3 +Km¯nKnKm¯ Km¯iKm¯
K ¯nKn K
¯i
)
, (D.24)
From the discussion above it is clear that we may assign a couple of super-Weyl
weights (w1, w¯2) to each physical quantity according to how they transform under (D.13)
and its anti-holomorphic counterpart. In Table D.1, we have collected the super-Weyl
weights of all the relevant quantities which enter the supergravity actions considered in
this Appendix and in Chapter 4. Super-Weyl invariant physical quantities are built simply
by identifying combinations of objects in Table D.1 so that the sum of their super-Weyl
weights is zero.
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Supergravity quantity super-Weyl weights
U chiral compensator (1, 0)
Za chiral superfields (1, 0)
LΛ linear multiplets (13 ,
1
3)
K(Z, Z¯, T ) kinetic function (13 , 13)
F(Z, Z¯, L) Legendre transform (13 , 13)
E Berezinian super-determinant (−13 ,−13)
d2Θ 2E chiral superspace measure (−1, 0)
Table D.1 – Super-Weyl weights (w1, w¯2) of the relevant quantities which enter the
Supergravity Lagrangian. The super-Weyl weight w1 (w¯2) refers to how the sections
transform in the holomorphic (anti-holomorphic) line bundle. Quantities which only
depend on the physical fields Φi and `Λ carry zero super-Weyl weights.
D.3 Super-Weyl invariant Lagrangians with chiral and linear mul-
tiplets
Let us now couple linear multiplets to the Lagrangians considered in the previous section.
The linear multiplets are endowed with the components
LΛ = {lΛ,HΛ3 } , with Λ = 1, . . . ,M , (D.25)
with lΛ real scalar fields and HΛ3 real field strengths of gauge two-forms BΛ2 . These
transform under the super-Weyl transformations as LΛ → e−2Υ−2Υ¯LΛ. The most general
Lagrangian that we can build out of the chiral multiplets (D.14) and linear multiplets
(D.25) is
L =
∫
d4θ E F(Z, Z¯;L) +
(∫
d2θ 2E W(Z) + c.c.
)
. (D.26)
As in (4.107), the kinetic function F(Z, Z¯;L) can be seen as Legendre transform of a
kinetic function K(Z, Z¯; ImT )
K(Z, Z¯; ImT ) = F(Z, Z¯;L)−FΛLΛ , (D.27)
with ImTΛ dual to LΛ as in (4.106). We require that F satisfies the same homogeneity
condition as K in (D.18), namely
F(λZ, λ¯Z¯; |λ| 23L) = |λ| 23F(Z, Z¯;L) (D.28)
The bosonic components of (D.26) are
e−1Lbos = −1
6
F˜ R−Fab¯DµzaD¯µz¯b +
1
4
FΛΣ∂µlΛ∂µlΣ + 1
4 · 3!FΛΣH
Λ
µνρHΣµνρ
+
(
i
2 · 3!Fa¯Σε
µνρσHΣνρσDµz¯a + c.c.
)
+ Fab¯faf¯ b + (Wafa + c.c.)
(D.29)
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where we have defined F˜ = F − lΛFΛ and introduced the U(1)–covariant derivative
Dµz
a = ∂µz
a + iAµz
a , (D.30)
with
Aµ =
3
2(F˜ − F˜ΛlΛ)
[
i(F˜a∂µza − ¯˜Fa¯∂µz¯a) + 1
3!
F˜ΛεµνρσHΣνρσ
]
. (D.31)
In order to gauge fix the super-Weyl invariance, we need to isolate the compensator
from the chiral multiplets Za and linear multiplets LΛ as
Za = Uga(Φ) , LΛ = F˜L˜Λ (D.32)
with F˜ = F − FΛLΛ and, afterwards, set
|U | 23 = e F˜ (Φ,Φ¯;L)3 , (D.33)
where F˜ = F − `ΛFΛ, with F (Φ, Φ¯;L) the Legendre transform of the Kähler potential
K(Φ, Φ¯, ImT ).
We now explain, with further details, the gauge-fixing procedure adopted in Sec-
tion 4.4.1 in order to pass from (4.110) to (4.115). In principle, implementing the
gauge-fixing in (D.33) allows one to compute the Lagrangian in the Einstein frame. The
gauge-fixing relations (D.32) may suggest that the proper linear multiplets to consider,
after the gauge-fixing, are the L˜Λ obtained ‘extracting’ the compensator form LΛ. This
is a necessary first step, but this is not the end of the story. In order to get kinetic terms
in a compact form, it is then convenient to redefine the lowest components l˜Λ of L˜Λ as
l˜Λ = e−
1
3
F˜ `Λ. Comparing this change of variables with (D.32)-(D.33), it is clear that we
are somehow ‘undoing’ the super-Weyl rescaling for the lowest component of L. Restoring
the Planck mass, passing from our starting lΛ to `Λ simply results in (4.113). In order to
express the kinetic matrices in terms of the Legendre transform of the Kähler potential
(4.111), we preliminary notice that
K(ϕ, ϕ¯; Imt) = F (ϕ, ϕ¯; `)− `ΛFΛ(ϕ, ϕ¯; `) ≡ F˜ (ϕ, ϕ¯; `) . (D.34)
We then get the following identifications between the derivatives of the Kähler potential
and its Legendre transform1
Ki =
∂K
∂ϕi
∣∣∣
Im tΛ
=
∂F
∂ϕi
∣∣∣
`Λ
= Fi ,
Ki¯ + F
ΛΣFΛiFΣ¯ =
∂2F
∂ϕi∂ϕ¯¯
∣∣∣
`Λ
= Fi¯ .
(D.35)
Now, from
F˜ ≡ F − FΛlΛ = −3e− F˜3 ≡ −3e−
F−FΛ`Λ
3 (D.36)
1We notice that partial derivatives of K with respect to ϕi are computed for constant ImtΛ, while
those of F for constant `Λ.
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we get the following identities
− 3F˜
(
Fab¯ −
F˜aF˜b¯
F˜ − F˜ΠlΠ
)
= Fab¯ ,
−F˜
3
(
FΛΣ − F˜ΛF˜ΣF˜ − F˜ΠlΠ
)
= FΛΣ ,
FaΣ − F˜aF˜ΣF˜ − F˜ΠlΠ
= FaΛ .
(D.37)
which relate the super-Weyl invariant quantities with the gauge-fixed ones. These relations
can be rewritten so as to get, more explicitly
FΛΣ = − 3F˜
(
FΛΣ − F˜ΛF˜Σ
3− `ΠF˜Π
)
(D.38)
whence we can compute
FΛΣ = −F˜
3
(
FΛΣ +
1
3
`Λ`Σ
)
(D.39)
and
FΛi = 1
u
FΛi − 1
u
F˜ΛF˜i
3− `ΠF˜Π
,
FΛ0 = 1
u
F˜Λ
3− `ΠF˜Π
,
(D.40)
where the 0th-index is associated to the compensator u, while the is to the physical fields
ϕi. Moreover, from (D.27), we may further relate the derivatives of K with those of the
Legendre transform F as
Fa|lΛ = Ka|Im tΛ ,
Fab¯|lΛ = Kab¯|Im tΛ −KΛΣ
∂ImtΛ
∂za
∂ImtΣ
∂z¯b
= Kab¯|Im tΛ + FΛΣFΛaFΣb¯
(D.41)
where we have used
FΛΣKΣΠ = −4δΛΠ ⇒ KΛΣ|lΠ = −4FΛΣ|Im tΠ
KΛa = −KΛΣ
∂ImtΣ
∂za
FΛa = −2∂ImtΛ
∂za
(D.42)
These relations, combined with (D.35), allow us to rewrite
Fi¯ = e
− F˜
3
|u| 43
(
Fi¯ − F˜iF˜¯
3− `ΠF˜Π
)
(D.43)
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whence
Fab¯ =
e−
F˜
3
|u| 43
− 13−`ΠF˜Π F˜¯3−`ΠF˜Π
F˜i
3−`ΠF˜Π Fi¯ −
F˜iF˜¯
3−`ΠF˜Π
 (D.44)
We can now get the Lagrangian in the gauge-fixed Einstein frame. Integrating out
the fields fa, extracting the compensator u and using (D.44), (D.40) and (D.38), allows
us to finally rewrite the Lagrangian (D.29) as
e−1Lbos = 1
2
R− Fi¯∂ϕi∂¯ϕ¯¯ + 1
4
FΛΣ
(
∂µ`
Λ∂µ`Σ +
1
3!
HΛµνρHΣµνρ
)
+
{
i
2 · 3!Fı¯Σε
µνρσHΣνρσ∂µϕ¯ı¯ + c.c.
}
− eF˜
[
F ¯iDiWD¯¯W¯ − (3− `ΛF˜Λ)|W |2
] (D.45)
where the Kähler covariant derivatives are now given by
Di = ∂i + F˜i . (D.46)
D.4 Super-Weyl invariant Lagrangians with three-form and gauged
linear multiplets
Finally, let us consider the more general case where some chiral superfields are endowed
with gauge three-forms, namely they are constrained as in (4.30), and also linear multiplets
are present. The linear multiplets can also be gauged by the three-form potentials as
in (4.125). The most general Lagrangian including these ingredients (plus other hidden
multiplets) is given by (4.128). However, in order to obtain its expression in bosonic
components, it is convenient to start from the master Lagrangian (4.118). After integrating
out TΣ from (4.118), we arrive at a master Lagrangian of the form
L =
∫
d4θ EF(Z, Z¯, Lˆ) +
(∫
d2Θ 2E Wˆ(Z) + c.c.
)
+
[∫
d2Θ 2E XAVA(Z) + i
8
∫
d2Θ 2E (D¯2 − 8R)(XA − X¯A)PA + c.c.
]
.
(D.47)
We recall that XA is a chiral superfield, with bosonic components {xA, F (X)A } and VA are
homogeneous of degree one as in (4.21). The homogeneity properties for F and Wˆ are
the same as in (D.18)-(D.28).
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multiplets
The bosonic components of the Lagrangian (D.47) are
e−1Lbos = −1
6
F˜ R−Fab¯DzaD¯z¯b +
1
4
FΛΣ∂µlΛ∂µlΣ + 1
4 · 3!FΛΣHˆ
Λ
µνρHˆΣµνρ
+
(
i
2 · 3!Fa¯Σε
µνρσHˆΣνρσDµz¯a¯ + c.c.
)
+
+ Fab¯faf¯ b + FΛΣcΛAcΣBVAV¯B
+
{
− i
2
FΛcΛAVAa fa − iFΛbf bcΛAVA + Wˆafa + c.c.
}
+
[ (
F
(X)
A − M¯xA
) (−sA + VAa za)
+ xAVAa F aZ −
i
2
xAd
A − 1
2 · 3!eε
µνρσ∂µxAA
A
νρσ − xARe(M¯sA) + c.c.
]
,
(D.48)
where now HˆΛµνρ = HΛµνρ + cΛAAAµνρ and with the same covariant derivative as (D.30),
modulo the replacement HΛ → HˆΛ.
We now proceed as follows. First, we integrate out the real auxiliary fields dA, which
constrain xA to be real, and F
(X)
A , identifying VA(z) = sA as in (4.31a). Then, (D.48)
becomes
e−1Lbos = −1
6
F˜ R−Fab¯DzaD¯z¯b +
1
4
FΛΣ∂µlΛ∂µlΣ + 1
4 · 3!FΛΣHˆ
Λ
µνρHˆΣµνρ
+
(
i
2 · 3!Fa¯Σε
µνρσHˆΣνρσDµz¯a¯ + c.c.
)
+ Fab¯faf¯ b + FΛΣcΛAcΣBVAV¯B
+
{
− i
2
FΛcΛAVAa fa − iFΛbf bcΛAVA + Wˆafa + c.c.
}
+
[
xAVAa fa −
1
2 · 3!eε
µνρσ∂µxAA
A
νρσ + c.c.
]
.
(D.49)
Then, we further integrate out the auxiliary fields fa of the chiral multiplets Za via
f¯ b = −Fab¯
(
xAVAa −
i
2
FΛcΛAVAa − iFaΛcΛEVE + Wˆa
)
(D.50)
and, subsequently, the real Lagrange multipliers xA. We then arrive at the super-Weyl
invariant Lagrangian
e−1Lbos = −1
6
F˜ R−Fab¯DzaD¯z¯b +
1
4
FΛΣ∂µlΛ∂µlΣ + 1
4 · 3!FΛΣHˆ
Λ
µνρHˆΣµνρ
+
(
i
2 · 3!Fa¯Σε
µνρσHˆΣνρσDµz¯a¯ + c.c.
)
+ e−1L3-forms ,
(D.51)
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where the three-form Lagrangian Lthree-forms can be recast as in (4.44), with
TAB(z, z¯) ≡ 2 Re
(
F b¯a VAa V¯Bb¯
)
, (D.52a)
hA(z, z¯) ≡ 2Re
[
F b¯a
(
¯ˆWb¯ +
i
2
FΛcΛBV¯Bb¯ + iFΛb¯cΛF V¯ F¯
)
VAa
]
, (D.52b)
Vˆ (z, z¯) ≡ F b¯a
(
Wˆa − i
2
FΛcΛAVAa − iFΛacΛEVE
)
×
(
¯ˆWb¯ +
i
2
FΛcΛBV¯Bb¯ + iFΛb¯cΛF V¯ F¯
)
−FΛΣcΛAcΣBVAV¯B .
(D.52c)
We can now proceed to gauge-fixing the super-Weyl invariance by following the same
procedure described in the previous subsection. After having imposed the Einstein frame
condition (D.33), we arrive at
e−1Lbos = 1
2
R− Fi¯∂φi∂¯φ¯¯ + 1
4
FΛΣ
(
∂µ`
Λ∂µ`Σ +
1
3!
HˆΛµνρHˆΣµνρ
)
+
{
i
2 · 3!Fı¯Σε
µνρσHˆΣνρσ∂µφ¯ı¯ + c.c.
}
+ e−1L3-forms ,
(D.53)
where the three-form Lagrangian has the same form as (4.44) with
TAB ≡ 2eF˜ Re
(
F i¯DiΠ
AD¯¯Π¯
B − (3− `ΛF˜Λ)ΠAΠ¯B
)
, (D.54a)
hA ≡ 2eF˜Re
[
F i¯
(
D¯
¯ˆ
W +
i
2
FΛc
Λ
BD¯Π¯
B + iFΛ¯c
Λ
F Π¯
F¯
)
DiΠ
A
− (3− `ΛF˜Λ)
(
Wˆ +
i
2
FΛc
Λ
DΠ¯
D
)
ΠA − iF˜ΛcΛF Π¯F¯ΠA
]
,
(D.54b)
Vˆ ≡ eF˜F ¯i
(
DiWˆ − i
2
FΛc
Λ
ADiΠ
A − iFΛicΛFΠF
)(
D¯
¯ˆ
W +
i
2
FΛc
Λ
BD¯Π¯
B + iFΛ¯c
Λ
F Π¯
F¯
)
− (3− `ΛF˜Λ)eF˜
∣∣∣∣Wˆ − i2FΛcΛAΠA
∣∣∣∣2 − eF˜FΛΣcΛAcΣBΠAΠ¯B
+ eF˜
[
icΛF F˜ΛΠ
F
(
¯ˆ
W +
i
2
FΛc
Λ
AΠ¯
A
)
+ c.c.
]
.
(D.54c)
In addition to the various identities among the kinetic matrices enlisted in the previous
section, we have also employed the following relations
FΛΣFΛ0FΣ0¯ = −
e−
F˜
3
3|u| 43
F˜Λ`
Λ
3− `ΠF˜Π
,
FΛΣFΛiFΣ0¯ = −
e−
F˜
3
3|u| 43
3FΣi`
Σ − (`ΠF˜Π)F˜i
3− `ΠF˜Π
,
FΛΣFΛiFΣ¯ = e
− F˜
3
|u| 43
(
FΛΣFiΛF¯Σ +
1
3
FiF¯ − F˜iF˜¯
3− `ΠF˜Π
)
,
(D.55)
which can be obtained from (D.39) and (D.40).
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E Freed-Witten anomalies and axion
monodromies
The configurations that we introduced in Sections 1.4.1 and 1.5.2, namely of membranes
ending on strings or of 3-branes ending on membranes are not unusual in string theory
constructions. In fact, ‘attaching’ 3-branes or membranes to a string provides a mechanism
to cure the anomalies of the gauge theories defined over the worldvoumes of such objects.
This effect, known as Freed-Witten anomaly cancellation mechanism [55, 56], has a
higher-dimensional origin in string theory contexts. The descriptions that we gave in
Sections 1.4.1 and 1.5.2, as well as in supergravity settings in Sections 5.1.3 and 5.1.5,
provides effective four-dimensional descriptions of such effects inherited from higher
dimensions.
E.1 Freed-Witten anomaly cancellation and Hanany-Witten brane
creation effects
From the ten-dimensional string theory description, configurations of branes with non-
trivial background fluxes may lead to anomalies in the gauge theories living on their
worldvolumes. The Freed-Witten anomaly cancellation mechanisms are as follows:
• consider a Dp-brane whose worldvolume Sp+1 is threaded by a nontrivial background
NS-NS H3 flux. Then, the Dp-brane has to emit a D(p − 2)-brane spanning the
directions orthogonal to H3 [56];
• consider an NS5-brane whose worldvolume S6 is threaded by nontrivial background
R-R F p fluxes. Then, the NS5-brane has to emit a D(6− p)-brane spanning the
directions orthogonal to F p;
• consider a Dp-brane whose worldvolume Sp+1 is threaded by a nontrivial background
F p. Then, an F1-string is emitted spanning the direction orthogonal to F p.
The Freed-Witten anomaly cancellation conditions, as explained in [110], are in one-
to-one correspondence with the Hanany-Witten brane creation effects [184]. To exemplify
the discussion, let us consider two examples:
1. consider an NS5-brane stretching along all the external directions x0, . . . , x3 and the
internal x4 and x5 and a D8-brane covering all the directions but x9, as summarized
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in Table E.1. The NS5-brane may transverse the D8-brane along the x9-direction
and this results in creating a D6-brane covering the directions enlisted in Table E.1.
In terms of Freed-Witten anomaly cancellation mechanism, the NS5-brane may
x0,...,3 x4 x5 x6 x7 x8 x9
NS5 × × × − − − −
D8 × × × × × × −
[H3] − − − • • • −
D6 × × × − − − ×
Table E.1 – The brane/flux-configuration considered in the first example of Hanany-Witten effect,
where × denotes the spanned direction, while − a direction orthogonal to the brane. Analogously, •
denotes the cycle spannes, in homology, by the background flux.
be understood as a source for an H3 flux over the D8-brane worldvolume. This
anomalous configuration is cured by emitting a D6-brane in the directions orthogonal
to H3.
2. consider a D0-brane and a D8-brane covering all the directions but x9, as in
Table E.2. The D0-brane may transverse the D8-brane along the x9-direction and
this results in creating an F1-string stretching along x0 and x9. Again, this effect
x0 x1 x2 x3 x4 x5 x6 x7 x8 x9
D0 × − − − × × − − − −
D8 × × × × × × × × × −
[F 8] − • • • • • • • • −
F1 × − − − − − − − − ×
Table E.2 – The brane/flux-configuration considered in the second example of Hanany-Witten effect.
may be understood in terms of Freed-Witten anomaly cancellations, as the D0-brane
generate an F8 fluxes over the D8-brane worldvolume. According the third point
enlisted above, an F1-string cures such an anomalous configuration.
E.2 Freed-Witten anomalies and four-dimensional EFTs
Four-dimensional effective theories inevitably inherit such higher-dimensional phenomena:
what in higher dimensions were branes emitting other branes, in four dimensions we get
extended objects, whose boundary is nontrivial, being constituted by another object of
one dimension less. To exemplify the discussion, let us again consider a simple example.
An NS5-brane wrapping a special Lagrangian four cycle in the internal space gives rise
to a supersymmetric string in four dimensions. Assume that over the NS5-brane a
nontrivial zero-form flux F 0 = p is turned on. Now, according to the Freed-Witten
anomaly cancellation mechanism, such a configuration is cured by attaching p D6-branes
to the string, whose number is counted by the zero-form flux, as depicted in Fig. E.1.
These D6-branes look like membranes in four dimensions.
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p D6-branes
Figure E.1 – An example of Freed-Witten anomaly cancellation mechanism.
A D6-brane generates a jump for the background two-form flux F 2, from n units
on the left to n + p units on the right. At the level of four-dimensional theories, the
superpotential induced by such a flux, schematically WR-R = nZ (see (6.79) for the
complete expression), is different on the two sides of the membrane. However, also a
string is present, which couples to a gauge two-form in such a way that, after transversing
the string, the dual axion is subjected to a monodromy transformation that changes
a → a + p. The superpotential associated to such a configuration, as explained in
Section 4.4.2, is of the form Wstring = −TZ, with a = ReT . It is then clear that the dull
superpotential W = WR-R +Wstring is unaltered if both a monodromy transformation
and a flux jump are performed.
This simple example can be further generalized to more complicated monodromy
transformations as in [110, 121, 185]. In particular, it can be also generalized to the case
where the four-dimensional ‘anomalous’ object is a membrane, whose anomaly is cured
by attaching 3-branes to it, in a similar fashion that we did for a string.
In other words, the Freed-Witten anomaly cancellation mechanism is inherited in
the four-dimensional theory with the appearance of three elements, although connected
among each other: the composite extended objects that constitute the spectrum of the
theory; the gauging of forms that are coupled to the objects; the symmetries of the
superpotential and, thus, the potential.
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