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1.1 ????????
アニメ作品やゲーム作品といったデジタルコンテンツ市場は拡大の一途をたどっている．
しかし，作品制作の大部分は手描き作業であるのに対し，デザイナの人数不足や分業体制
による労働環境やクオリティの低下といった様々な点で問題視されている．そこで，限ら
れた時間で高いクオリティを保ちつつ，効率的に作品を制作するための技術が求められて
いる．このような背景から，物理方程式を用いたコンピュータ・グラフィックス (CG)技
術が注目されている．CG技術において物理方程式が広く用いられているが，物理方程式
はあくまでも「一つの解」を導き出す手法に過ぎないことから，アニメ作品のようなデザ
イナ固有の世界観を表現した作品制作には不向きであるといえる．さらにCG技術やソフ
トウェアには専門的な知識が要求され，ユーザには操作が煩雑であること，ユーザの意図
(こだわり)を反映させることも非常に困難である．その結果，ユーザは未だに手作業で試
行錯誤しながら映像制作を行う必要があるのが現状である．そこで筆者は，アニメ作品が
漫画作品が原作であるように，手描きのイラスト（静止画）を参考に作品を制作すること
に着目し，「既存の映像作品から、全自動で漫画作品を生み出すシステム」「漫画作品中の
擬音語を定量的に扱う手法」を考案した．さらに，ユーザがアニメ作品を制作するための
基盤技術として，手描きアニメーション作成支援インターフェースと 3Dキャラクタを制
作するためのモデリングインターフェースも同時に提案した．
1.2 ??????
本論文の構成は以下の通りである．
アニメ作品を制作する際，原作となる漫画作品のコマを参考に、キャラクタの動きやカ
メラワーク演出を決定する．つまり漫画のコマ (静止画)を観るだけでキャラクタの動きを
読者が想像できることが予想される．そこで第 2章では,「あらゆる動作にはキメとなる瞬
間（フレーム）が存在する」と仮定し,原作漫画のコマ割りとアニメ作品のフレームにお
ける関係を調査した．その調査結果から,色相や動き情報を用いた評価関数を定義するこ
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とで,アニメ作品中 (動画)から漫画のコマとしてふさわしいフレームを検出する手法と視
聴者がまるで漫画を読むような感覚で動画内容を提示するシステムを提案した．これまで
にも動画の情報圧縮の方法として,プレイログや画像特徴量を用いた漫画形式の映像要約
手法が提案されてきた．しかし,従来手法の多くで,動画を適切に要約するために必要な情
報量や,粒度が言及されていないことが課題とされていた．この主な原因として,取得した
キーフレームを漫画として適切であるか判定するための評価尺度が存在しないことが挙げ
られる．そこで漫画とアニメ作品の一致度合いを映像要約の評価尺度と定めることで,従
来手法では一切言及されてこなかった動画の情報圧縮に対して,定量的な評価を行う．ア
ニメ作品をショットごとに分割し,ショット単位,フレーム単位の 2つの階層においての重
要度を算出することで,アニメ作品から原作漫画のコマに相当するキーフレームの高精度
な抽出を実現し,定量的な評価結果により,その有効性を示した．本手法はあらゆる映像作
品 (実写映画,インターネット動画)への適用も可能かつ,動画内容の一覧性を高めること
ができることが期待される．
第 3章では,日本のアニメ作品で登場する演出技法のひとつ,「擬音語」を映像に付与す
るためのシステムを提案する．擬音語は音声や動きを言語表現化したものであり,映像や
静止画に躍動感を演出し,コンテンツ中の内容を視聴者に直接的に把握させる補助ツール
として用いられる．本研究では言語学や心理学で提唱される音象徴の理論とKomatsu[35]
の手法を参考に, 擬音語を構成する文字列から感じ取ることのできる印象を主観評価実験
を基に定量化する．本手法はユーザの好みに応じて,擬音語の印象値の更新（再学習）する
編集機能も搭載している．また,映像シーンに擬音語を付与する際に,3DCG空間の視点向
きを参考に,最適な位置を提示する手法も同時に提案する．これらの結果,ユーザは 3DCG
アニメーションを制作しながら「どのような擬音語を付与すると映像にマッチするか,誇
張することができるか」を確認することができる．これらは,アニメ作品を制作するデザ
イナの傾向をコンピュータ上で再現するために,実際の漫画作品を参考に定量的に論じた
のは初めての試みである．
第 4章では,ペンタブレット上で描いたイラストから中割画像を生成する処理と,既定の
動作を合成する手法を組み合わせることで手描きアニメーションの作成を支援するユーザ
インターフェースを提案する．これまでに,3DCGモデルや煩雑な物理方程式を用いるこ
とでアニメーション制作を効率化する手法が数多く提案されているが,これらはあくまで
も「現実に近い動きを再現する」ための解を導く方法に過ぎず、(1)作者ごとの作品の特
徴（手描き感）を再現することが難しく,(2)3DCG等の専門的な知識を持たないユーザに
とっては困難なタスクであるといった点が問題視されている．本研究ではこのような問題
を解決するために,ユーザが描いたイラストを直接変形させることでアニメーションを生
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成する手法を提案する．アルゴリズムとしては,「パラパラ漫画」のように前フレームをト
レースしながら描いた複数のイラストを滑らかに補間する中割り画像を生成する機能と,
事前に用意したアニメーションデータをイラストに半自動的に付与する機能を導入した．
この機能によって,既存の作品の動き情報を転写する「再利用」という新たな制作法を可
能とする．
第 5章では,イラストを描くだけのプロのデザイナ自らが 3DCGアニメーション作品を
作るための技術として,「3DCGに関する専門知識を持たないユーザのための 3Dモデリン
グツール」の研究を行ってきた．先行研究として 2Dイラストを (1)画像特徴量（陰影情
報）を用いる手法,(2)球体や円柱といった簡易的な形状に近似する手法,(2)事前知識 (テ
ンプレートモデルや統計データ)を用いた手法が挙げられる．しかし,いずれの方法も「ノ
イズが多い結果 または滑らかになりすぎる結果がある」「生成可能な 3D形状の種類が限
定される」「パラメータチューニングが困難」といった課題がある．また実際の現場では,
ユーザ入力に対する生成結果を高速に提示し,ユーザがその結果を確認しながら,さらなる
編集を行う対話的な編集が求められる．そこで筆者は実際の制作現場でプロのデザイナが
必ず描くキャラクタのデザインシート（多視点画像と複数の表情画像）に着目し,三角測
量法を用いた設計法を考案した．ユーザはデザインシート（二次元平面）上でイラスト間
の対応関係を指定するだけの非常にシンプルな操作でありつつ,ユーザ指定に対して 3Dモ
デルを生成するための計算時間は僅か 1秒となっている．
最後に第 6章で本研究を総括し、結論および今後の展望について述べる.
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2.1 ??
マルチメディアコンテンツのデジタル化に伴い，インターネットによる動画配信サービ
スが増えた結果，個人が観賞できる動画の数も増え続けている．特にアニメ作品は，第 3
期科学技術基本計画分野別推進戦略や経済産業省「技術戦略マップ 2012」等において，日
本の戦略産業分野に位置づけられており，日本を中心として世界市場に流通している重要
コンテンツである．アニメ文化は各国のローカルマーケットに即して形成されており，年
代や性別を問わず，非常に高い人気を博している．その主な理由として，漫画には国民性
や社会情勢が如実に表れる多様性が要因である．しかし，アニメ作品の大半はシリーズ作
品であり，作品全体の内容を把握するためには 1話目から全てを通して観る必要がある．
つまり，話数が多いアニメ作品の場合，まとまった時間が確保できない人は，日常的に楽
しむことは困難である．そのような背景から，動画コンテンツの全てを鑑賞せず，観たい
コンテンツを効率的に観るための動画鑑賞する技術，要約技術の研究が盛んに行われてい
る．しかし，多くの映像要約手法は，出力結果が動画であるため，その内容把握にも一定
の時間が必要である．つまり，内容の情報量と要約することで短縮される時間はトレード
オフの関係にある．そのため，要約で短縮された時間によっては，本編中の重要な瞬間を
見逃してしまう可能性がある．つまり，初めて鑑賞する（事前知識なしで鑑賞する）ユー
ザにとって，作品ごとに適切なパラメータ設定を行うことは難しい．
このような背景のもと，作品の内容に踏み込んだ映像要約に関する研究が提案されてい
る．特に動画を漫画に変換することで，内容を理解するために最低限の要素のみを抜き出
す漫画形式の映像要約手法が注目されている．これらの研究は，主に画像特徴量や付加情
報を利用してキーフレームを選択している．しかし，取得されたキーフレームが漫画とし
て適切であるかどうかを判定する評価尺度は未だに提案されておらず，主観的な評価に留
まっているのが現状である．そのため，動画の意味的な要約を行う際，適切な要約が行え
ているかどうかについての議論が十分にできていない．そこで本研究では，キーフレーム
が適切であるかを判定する新たな評価尺度と，画像特徴量を基に漫画として最適なキーフ
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図 2.1: 提案手法の概要図.
レーム（コマ）を自動検出する手法を提案する．評価尺度として，原作漫画のコマと一致
するアニメ作品中のフレームを正解値とし，正解値に対して適切な画像特徴量を複合した
評価関数を用いる．同時に取得したキーフレームにおける評価関数を最大限利用し，漫画
状にレイアウトした映像要約システムも紹介する．本技術によって，ユーザが漫画を読む
感覚で動画のあらすじを一目で理解できる，映像要約が実現可能となる．
2.2 ????
入力となる動画から漫画形式の映像要約 (情報圧縮)を行う場合，一目で内容把握するた
めの情報を持ったキーフレームを決定する必要がある．近年のオンラインゲームに搭載さ
れたユーザが遊んだ記録を保存できる機能 (プレイログ機能)を用いたキーフレーム取得
を実現する手法を考案されている [1, 2, 3]. しかし，プレイログは各コンテンツで事前に
記録したデータベースであることから，任意の動画に適用することができない．
汎用的な映像要約手法として，画像特徴量を用いた研究が存在する [4, 5, 6, 7, 8]．Zhuang
ら [9]はHS特徴量 (16×8)を基に入力動画中の全フレームをクラスタリングする事前学習
を行わない手法を考案した．次に，Calicらはニュース番組などの映像から取得したHSV
特徴量を用いて，各フレームの重要度を計算し，学習なし動的計画法に基づいた漫画のコ
マ取得及びレイアウトを実現した [10]. この手法は重要度を基に、レイアウトの際のキー
フレームのサイズを決定するため，「取得したキーフレームが重要な瞬間をとらえたフレー
ムか，そうでない場面かどうか」を一目で把握できる点で優れている．しかし，取得した
キーフレームは，ショット単位の重要度を考慮していないため，同一のシーンから連続し
たフレームを取得してしまう課題が挙げられる．
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動画中のシーン重要度を判定する研究として，Uchihashiはショットの長さとクラスタリ
ング手法を組み合わせることで，ショット単位の重要度を判定するシステム，Video Manga
を開発した [11]．この手法は，動画中のショットの時間情報を考慮することができる一方，
ショットから一枚のキーフレームを決定する際に各フレームの特徴量を考慮していなかっ
た．また，Kasamatsuらは映像中に登場する人物の顔検出結果を基に各シーンの重要度を
算出し，キーフレームの重要度をカラー特徴量で決定している [12]. この手法は，複数の
動画において動画全体の長さや各シーンの位置の直観的な把握や，特定シーンを確認する
ことが容易になった．しかし，この手法ではシーンの重要度は，ショット区間の中央 1フ
レームの顔検出結果とカラー特徴量のみで決定されている．さらに中央フレームをキーフ
レームとし，時系列情報が一切考慮されていないため，フレームの重要度を計算する機能
がないことが課題となっている．これまでの既存の映像要約技術は，キーフレームを決定
する際，シーンあるいはフレームの重要度一方しか重視せず，動画全体または各シーンの
いずれかの時系列情報を考慮していなかった．内容を一目で把握するためには，シーン単
位とフレーム単位の重要度の両方を考慮しなければならない．シーンとフレーム双方の重
要度を決定するためには，「内容把握のために必要な情報を持つかどうか」という意味的な
評価尺度が必要となる．しかしジャンル，映像ごとに正解値の分散が大きいため，動画ご
とにモデル化が必要となってしまい，現実的ではない．
そこで本論文では，プレイログなどの事前情報を使わず，画像特徴量を用いて各シーン
の重要度とフレームの重要度を計算し，キーフレームを取得する手法を提案する．さらに，
アニメ作品が制作される際，原作漫画のコマの補間が行われていることに着目し，アニメ
作品に対する原作漫画との一致度合いを基準とした，動画要約における精度評価の尺度を
提案する．それにより，内容を理解するために必要であり，漫画作品のコマとしてふさわ
しいキーフレームを取得することを実現する．
2.3 ???????????
多くのアニメ作品は原作漫画のコマを参考に制作されている．画像の構図，類似度や動
き情報は画像特徴量を基に判定することが可能であることから，原作漫画と一致するキー
フレームを画像特徴量によって特定できる可能性が高い．そこで本システムでは，画像特
徴量を基にアニメ作品から原作漫画と一致するキーフレームを検出する方法を提案する．
さらに取得したフレーム群を基に漫画風にレイアウトすることにより，まるで漫画を読む
ような感覚で動画を鑑賞できる要約システムを構築した．その一方，原作漫画が存在しな
い小説やライトノベルを原作としたアニメ作品や自主制作アニメ作品，或いはアニメー
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ションスタジオ独自製作のアニメ作品も数多く普及している．これらの多くはアニメ配信・
放送の後に漫画が制作され，この工程には一定の法則があることが予想される．そこで，
原作漫画とアニメ作品の対応関係を基に，キーフレームを特定する法則を定式化すること
で，原作漫画の存在しないアニメ作品も漫画化できると予想される．
2.3.1 ???????????
動画において切れ目なしに連続して撮影された区間のことをショットという．ショット
内の構図は突然切り替わることはなく，時系列上に徐々に変化していく．アニメ作品の構
図は，原作漫画のコマを基に制作されることから，筆者は各ショット内に原作漫画のコマ
と一致するキーフレームが存在することを仮定を立てた．この仮定を検証するために，す
べてのジャンルにわたるアニメ 20作品の全ショットに対して，「原作漫画の吹き出しと一
致するセリフをアニメ作品中で話しているか」，「原作漫画のコマと一致する構図をとる
映像が存在するか」の条件を満たすフレームが存在するかどうかを手動で分析した．ただ
し，上記の条件のどちらか一方を満たさないショット（構図は大きく異なるが，セリフの
み一致する場合）は全て対応してしないこととする．その結果，約 88.7%のショット内に
原作漫画のコマと一致する 1フレームが存在することが確認できた．従って，アニメ作品
のショット単位に分割することで，漫画のコマとなるキーフレームが存在する範囲（探索
範囲）を決定することができる．
ショットの切り替わりを判定する方法として，Kasamatsuらは連続するフレーム間の
差分 (SAD)を用いて分割を行っていた．しかし，ショットの切り替わりにはフェードや
カメラワークによる切り替わりが存在し，この手法では暗転などといったフェードによる
ショットの切り替わりやカメラワークに対応することは困難であった．本論文の仮定であ
る 1ショットに原作漫画 1コマの関係性を最大限利用するためには，隣接フレームで発生
する切り替わり判定，フェード効果，カメラワークの検出を全て考慮する必要がある．そ
こでショットの切り替わり箇所の判定するために，筆者はフレーム差分法，RGBヒストグ
ラム，ブロックマッチング法を組み合わせた Lianらの提案する分割手法 [13]と EOH特
徴量 [14]を組み合わせたフレーム間の類似度を用いた．これらの類似度を用いることで，
カメラの動き (e.g., zoom in/out, pan, and tilt)や物体の動きに対して頑強なショット区
間の検出を行うことができる．但し，分割の際のショット内に存在するフレーム数の最小
値（閾値）は経験的に 10フレームとしている．ここでショット検出手法の精度評価とし
て，評価尺度には Precisionと Recallを用いる．なお，取得したショットの切り替わりに
含まれる正解数を C，取得したショットの総数を S，アニメ作品の正解数をTとしたとき
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Precision(P)とRecall(R)は以下の式で表される．
P =
C
S
∗ 100 (2.1)
R =
C
T
∗ 100 (2.2)
この結果，日本のアニメ作品 20作品に対し Precision = 92.34%, Recall = 86.09%と
いった高精度な結果を得られた.
2.3.2 ???????????????????
本章では，アニメ作品中のショットごとにキーフレームを決定する手法について述べる．
実際のアニメ作品の原作となる漫画のコマと完全に一致するキーフレームを探索する，あ
るいはアニメ作品中の内容を考慮しようとする試みがなされれているものの，現時点の最
新技術では十分な結果を出せないことが課題として挙げられる．そこで，我々はフレーム
の重要度を決定するために，アニメ作品と原作漫画が一致するフレームの傾向を調査した．
その結果，原作漫画のコマと一致するフレームは，移動する登場人物やオブジェクトの面
積，瞬間的なトーンの変化 (ネガポジ反転など)，フレームの構図の複雑さに大きく依存す
ることがわかった．以下に各特徴における特徴量について述べる．
?????:
Zhungら [9]は HSVカラーヒストグラムを基にキーフレームを決定するクラスタリン
グ手法を提案したものの，時系列情報を考慮していないため，類似したキーフレームが検
出する可能性があることが課題として挙げられる．特にアニメ作品には、制作コストの削
減や時間的な制約などによって同じフレームの使い回しや類似したフレームが数多く存在
する．そこで使い回しされたショットを判定するため，ショット単位でクラスタリングを
行い，作品上でのショットの出現頻度を算出する．ショット単位のクラスタリングによっ
て動画全体における出現頻度を計算することで，使いまわされるショット（重要度の低い
ショット）を検出・除外する．その後，キーフレームの探索をすることで，内容把握にお
いて適切なキーフレームの取得が可能となる．出現頻度を算出する手法として，Calicら
が提案した各フレームのHSV出現頻度コスト関数を参考に定義する [10]．同一のショット
内のフレームは，切れ目のない動画であることから構図が類似している．つまりショット
内のフレームのコスト関数を計算し，各ショットでフレーム重要度の平均値を計算するこ
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とで，ショット単位の出現頻度を算出する．手順としては全フレームから HSV特徴量取
得し，k-means法を用いてクラスタリングをする．各クラスタ内分散 σi， 各セントロイ
ドに一番近いフレームを決定することでアニメ作品中の出現する k枚の平均画像を決定す
る．平均画像との類似度が低いフレームは，アニメ作品全体を通して，出現頻度の低いフ
レームを重要な瞬間として定義する．アニメ作品の i番目のフレームに対する色味特徴量
ベースの評価関数E1，(i = 1, · · · , N)は以下の式で表される．
E1(i) = α ·
{
1.0−
∑
k
βk exp
(
−Dk(i)T
∑−1Dk(i)
2
)}
(2.3)
βk =
ωk√
(2π)k|∑ |
Dk(i) = H(i)− Hˆk∑
はHSVヒストグラムの共分散行列，ωkは重み係数，αは定数, H(i)は i番目のフレー
ムのHSVヒストグラム, Hˆkは k番目のクラスタの中心となるHSVヒストグラムをさす.
各クラスタにおけるショットのコスト関数，フレーム数それぞれに閾値を設定する．コス
ト関数の閾値 Cth，とショット間のフレーム数の閾値 N未満の場合，重要度が低いショッ
トと判定する．閾値はCth=0.15，Nは各クラスタに属するフレーム数の Lth[%]未満の数
(Lth=1.0)とした．この結果，クラスタの中心付近に配置されるフレームは色味特徴量の
類似した使いまわしのフレームである判定することができる．また，クラスタの外部に位
置するフレームをユーザが注目するフレームとして認識することができ，瞬間的なネガポ
ジ反転といった特殊なエフェクトが付与されたフレームをキーフレームとして認識するこ
とができる．
?????:
但し，この評価関数（式 (5.2)）は映像中の動き情報を考慮していないため，アニメ作
品中のキャラクタ動作（例：パンチ動作）のキメをキーフレームとして判定することは困
難である．そこで，本システムでは評価関数に動き情報に対する制約条件をキーフレーム
を検出するための評価関数追加する．動き情報に着目した研究として，Wolfらは，オプ
ティカルフローを基に Stillness状態 (カメラの静止，登場人物の身振りが静止する瞬間)
をキーフレームと定義した [15]. しかし，動作が連続的に続いている動画や，アニメ作品
のようにショットに動きが少ない動画に対しては，対応できなかった．そこで本論文では，
Farneback[16]の考案するオプティカルフロー検出手法を用いてショット内の移動物体の面
積を計算し，動き特徴量の項を定義する．但し，オプティカルフローの誤検出に関しては，
ショット内の時間的な連続性に基づき補間処理を行うことで，移動物体の挙動を十分にト
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ラッキングができる．そこでショット内での誤検出が前後 5フレーム以内の場合には，線
形補間を施した．
E2(i) =
∫ ∫
(x,y)∈f
φ1( vf (i, x, y))dxdy (2.4)
φ1(vf (i, x, y)) =
⎧⎨
⎩ 1.0 |vf | > threshold0.0 else
vf はオプティカルフローのベクトルを示し，E2(i)は全フレームにおける最大値Emaxで
正規化を行う.
?????:
最後に，各フレームの構図（アニメータが描き込んだフレーム）に関する特徴を考慮す
るために，各フレームのエッジ領域を抽出し，エッジの画素数をカウントする関数E3を
設定した．この特徴は，アニメータが重要な瞬間のイラスト（フレーム）を詳細に描き込
む傾向を参考に導入している．
E3(i) =
∫ ∫
φ2(i, x, y)dxdy (2.5)
φ2(i, x, y) =
⎧⎨
⎩ 1.0 if(x, y) ∈ edge0.0 else
E3(i)もE2(i)と同様に全フレームにおける最大値Emaxで正規化を行う. 以上の定義した
項を足し合わせることで，j 番目のショット内のフレーム重要度を計算し，重要度が最大
となるフレームを検出する．この手順を全ショットに対して行うことで，アニメ作品中の
キーフレーム群を取得が可能となる．
max
i∈j
λ1E1(i) + λ2E2(i) + λ3E3(i) (2.6)
λ1，λ2， λ3は重み係数であり，本システムでは λ1 = 2.0，λ2 = λ3 = 1.0と設定してい
る．我々が提案するキーフレーム検出法を用いることで，約 30分程度のアニメ作品に対
し，約 100枚程度のキーフレームを自動取得することができる．
11
図 2.2: 漫画レイアウト概要
“Daﬀy : The Commando”, (1943, public domain)
2.3.3 ????????????
我々は本論文中に，キーフレームを検出するために用いた評価関数 2.6を最大限利用し，
キーフレームの中でも特に重要な瞬間を直感的に理解できるレイアウト手法も紹介する．
本システムは，UchihashiらのVideoManga[17]，Caoらや [19], Myodoらの漫画形式のレ
イアウト手法 [18]を参考にしている．上記で取得したキーフレームを漫画のようにレイア
ウトするためには，漫画のページ数，各ページのコマ数，コマサイズ，コマの配置方法を
設定する必要がある．そこで本研究では事前に，1ページに 1コマ，5コマ，6コマをサ
イズ，配置方法を指定したラベリングページを 15種類用意することで，コマ数，配置方
法のバリエーションを生み出すことができる．実際の原作漫画で大きいサイズのコマは，
全体のストーリーを通して特に重要な瞬間を表現したものであるため，ラベリングページ
には各コマのサイズに応じて重要度を付与しておく．次にレイアウトする際，どのキーフ
レームが特に重要かを決定するために，キーフレームの重要度 (式 (2.6))とショットの重
要度を組み合わせた評価関数（以下，paneling score）を計算する．ショットの重要度を計
算するための手順としては，前節の色特徴量のクラスタリングで求められるクラスタ kに
おける重み係数Wkをそれぞれ求める．
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Wk =
Sk∑C
l=1 Sl
(2.7)
Sk はクラスタ k中の全ショットのフレーム長である. この重み係数Wk を用いることで，
フレーム長が十分に大きく，出現頻度の低いショットは重要な瞬間であると判定が可能と
なる．この結果を基に j番目のショットの重要度 Ij を以下のように計算する．
Ij =
Lj
Lmax
log
1
Wk
(2.8)
Ljは j番目のショットのフレーム長，Lmaxはクラスタ k内のショットの中で最大のフレー
ム長を示す. 以上のショット重要度 Ij とキーフレーム重要度 (式 (2.6))を基に paneling
scoreを決定する
Fj = λ4Ij + λ5Ej (2.9)
但し，重み係数 λ4 = 0.6，λ5 = 0.4と設定している．以上の手順で求めた漫画形式にキー
フレームをレイアウトするための評価関数（式 (2.9)）と，ラベリングページに事前に付
与された特徴量間のユークリッド距離が最小になるラベリングページを決定する．
min
n
∑
j
|Fj − Ωn(j)|2 (2.10)
Ωn(j)はテンプレートレイアウトnの j番目のコマに付与されたpaneling score(large panel
= 3.0, middlepanel = 2.0, smallpanel = 1.0)である.
また，実際の漫画にはページ数の都合上，コマ数に関する制限が設けられている．この
考えを参考に，Kasamatsuら [12]はキーフレームのカラー特徴量を用いてコマ数の制限
を行った．しかし，この手法はキーフレームがアニメ作品中でどこに登場したかといった
時系列情報や，ショット区間の長さを考慮しないため，コマを制限する際に，時間的な偏
りが生じる可能性がある．そこで時間的な偏りがないように，筆者は時間軸方向に y分割
する．分割する境界のフレーム番号は，分割境界に最近傍のショットの境界となるように
した．分割した範囲ごとに paneling score(2.9)の大きい順にキーフレームに優先順位を設
けることで，ユーザが指定したコマ数で漫画を生成することができるようになった．時間
方向の分割数には，漫画の構成として，最も一般的に使用される「起承転結（掴み，展開，
転回，結末）」と同様，y=4とした．生成結果を図 4.4に示す．
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図 2.3: 生成結果 -左図: ”Daﬀy The Commando”(1943, public domain). 右図: ”A Wild
Hare”(1941, public domain)-.
2.4 ????
本手法の有用性を検証するため，取得したキーフレームと原作漫画のコマの一致率を提
示する．分析方法は，「取得したキーフレームと一致する原作漫画のコマが存在するかどう
か」を人手で行うものである．比較手法には，後述のショット内の時系列を考慮しない手
法と一定間隔でフレームを取得した場合の 2パターンを用いた．実験に使用するデータに
は，各年代においてコミック発行部数及びDVD売上ランキングからすべてのジャンル（ア
クション，コメディ，スポーツ，SF，ファンタジー，4コマ，キッズ，医療）にわたって
合計 20作品を用いた．精度評価するにあたって，オープニングムービー，アイキャッチな
ど，本編内容と直接関係しない箇所は対象範囲外として除外した．各アニメ作品をショッ
トに分割し，ショット単位でクラスタリングを行い，ショットの重要度を決定する．次に
フレーム重要度を計算し，キーフレームを取得した．その後，取得したキーフレームと原
作漫画のコマと一致するかどうかを評価することによって本手法の有効性を検証する．こ
こで使用する正解データとは，検証するアニメ作品の全フレームに対して，漫画のコマと
一致するフレームに人手でラベリングしたものである．ただし，登場人物やオブジェクト
が見切れているフレームは全て除外した．評価尺度には PrecisionとRecallを用いた．認
識の目的，用途によって PrecisionまたはRecallのどちらか一方だけが重視される場合が
あるが，今回は双方が高い値になることが望ましい．そこで次のように定義される F値を
用いる．
F (i) =
2PR
P +R
(2.11)
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表 2.1: キーフレーム検出結果.
Precision(%) Recall(%) F-measure(%)
Our Method 83.47 80.17 81.17
SC 41.95 76.76 53.15
EQL 56.58 58.46 56.99
提案手法で取得したキーフレームの有効性を確認するために従来手法と精度比較を行っ
た．Kasamatsuらが提案したショットの中央フレームをキーフレームとする手法 (以下 SC:
Shot Center)と，提案手法のキーフレーム数と同じ枚数になる時間幅でキーフレームを取
得した場合 (以下 EQL: Equal interval)の二手法である．それぞれの手法で取得したキー
フレームに対するPrecisionとRecallの値を図 2.4，及び表 2.1に示す．この結果から，提
案手法により漫画のコマとして適切なキーフレーム取得の精度が向上していることが確認
できる．Recallに比べて，Precisionが大きく上昇したことから，取得したキーフレームの
誤検出率が大幅に低下したことがわかる．またRecallとPrecisionを比較すると，SCで取
得したキーフレームの数は提案手法と比べ，多いこともわかる．ショット内のキーフレー
ム検出についても，従来手法ではフレーム単位の重要度を一切考慮せず，中央フレームを
キーフレームとして取得する一方，提案手法は，検証するアニメ作品をショットに分割し，
全フレームに対して，フレームの重要度を計算する．それを基にキーフレームを決定する
ことで，Precisionと Recallの値が上昇した．また，原作漫画が存在せず，アニメ作品が
配信された後に漫画化した作品にも対して，同様の手順でキーフレームを取得し，精度評
価を行なった．その結果 P = 77.619，R = 88.587，F = 82.744となり，原作漫画の存在
しなかったアニメ作品にも，提案手法は有効であり，原作漫画の存在するアニメ作品と同
等の精度でキーフレームの取得が可能であると言える．本稿で提案した評価尺度が 100[%]
になることとは，原作漫画と完全に一致する漫画を生成することである．漫画とは動きの
ない少ないコマから内容を，読者 (ユーザ)に直観的に理解させることができる．つまり，
この精度は，ユーザが漫画を読むように，内容を完全に把握することができるかどうかの
尺度と言える．取得精度が約 80[%]であることは，従来手法と比べると可能性が低いもの
の，物語を完全に理解するために重要な時系列的な流れが途切れてしまい，内容の一部が
把握できなくなる可能性がある．完全な内容把握のためには，キーフレームの取得精度の
更なる向上が必要となる．
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図 2.4: キーフレーム検出結果.
2.5 ??????????
本研究では，アニメ作品と原作漫画の対応関係に着目し，色，動き，構図を基に算出し
たフレームの重要度から，キーフレームの取得手法を提案し，その有用性を確認できた．
また本論文では，漫画形式にキーフレームを配置するレイアウト法に関しても同時に提案
した．本稿により，漫画のアニメ化が対象年齢やジャンル問わない法則が存在し，その法
則を理解することにつながった．今後は，登場人物はアニメ作品において重要な要素であ
るため，登場人物に着目したキーフレームの取得手法についても検討している．
インターネット上に存在する大量の動画の付加情報はテキスト情報しかないものが多い．
そのため，動画中にどのようなイベントが移っているかといった動画内容を一目で把握す
ることは困難である．そこで，本手法で動画を漫画化することで，内容の一覧性を高め，
効率的なコンテンツの鑑賞が可能となる．
本研究の目的は，あくまでも画像特徴量を用いて，アニメ作品内で最適なキーフレーム
の取得することである．つまり，実際の動画に付与されている音声情報を除外したキーフ
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レームの一覧表示にすぎない．そのため，動画の内容を完全に把握することは難しい．今
後はより正確に内容を把握するために，登場人物のセリフや効果音などといった音響情報
や，字幕情報の利用を想定し，漫画特有の表現技法であるセリフ (吹き出し)を自動的に付
加する手法についても検討していく予定である．
音響情報や字幕情報の利用によるキーフレーム取得精度向上とともに，読者の想像力を
豊かにするために用いられる効果音文字や集中線といった漫画的なエフェクトを自動的に
付与する手法についても検討する．
本手法を応用することで，動画の内容を理解するだけでなく，個人が動画を鑑賞して感
じた印象や感想などを，他人へ伝達するための媒体として利用できるようなシステムを目
指したい．
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?3? ?????????????????
????3D?????????
3.1 ??
アニメ作品や漫画作品において，質感や動きを強調するために「擬音語（サウンドエ
フェクト）」が頻繁に用いられている．擬音語とは音声や動きを言語表現化したものであ
り，映像や静止画に躍動感を演出し，コンテンツ中の内容を視聴者に直接的に把握させる
補助ツールとして用いられる．各シーンに対して最適な擬音語を選択するには，映像中の
音響情報（例：衝突音）を参考にする必要があるが，実際のアニメ制作現場では，完成し
た映像と別途で音声を録音する After Recording（アフレコ）と呼ばれる技法を用いた工
程が一般的である．その主な理由として，アニメ作品の非現実的なシーンを実際の音では
表現しきれず，アニメータの主観に大きく依存したものであることがわかる．但し，擬音
語を決める際，音響情報でなくキャラクタの動作や設定資料の情報を基に決定しなければ
ならないため，アニメータや漫画家には経験的な感覚が要求される．近年のCG技術が向
上する中，擬音語の選択・描画の工程はいまだに手作業となっている．そこで本章では，
擬音語から感じ取れる印象を定量化し，任意のシーンに対して最適な擬音語を決定するこ
とを目的とする．擬音語を定量化する手順として，擬音語の形状（発音記号）と意味に直
感的な関連性があると仮定した理論，“音象徴”の理論に着目し，主観評価実験による印
象の数値化を行う．この解析結果を用いることで，アニメーションに用いられる物理パラ
メータ（動的パラメータ及び静的パラメータ）を基に擬音語を高速に自動推定することが
できる．
3.2 ????
3.2.1 ????????????????????
これまでに，CGアニメーションにエフェクトを付与する方法として，流体方程式に基
づいた音情報の生成技術（サウンドレンダリング）が多数提案されてきた [20, 21]．これ
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図 3.1: アニメ作品や漫画作品中に登場する擬音語の一例 (Top: Super Smash Bros
c©Nintendo Co., Ltd). Bottom: Klonoa c©BANDAI NAMCO Games Inc.)
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らの手法は「物体は剛体」「音情報は物体の形状と動き情報にのみ依存する」と前提条件
を立てる必要があるものの，CGアニメーション中の 3次元空間の力場を基に各シーンに
最適な音響情報を付与することができる．但し，アニメ作品のように必ずしも物理現象に
沿わない動きや質感等を表現することが求められる擬音語を付与する方法としては直接用
いることができない．また，これまでにアニメ作品中に登場するエフェクトを付与する手
法として，Schmid[22]らはキーフレームアニメーションに効果線やモーションブラー生成
手法が挙げられる．この技法は各フレームにおけるキャラクタの動き情報を参照し，各フ
レームでの形状を変化させるという 3DCGにおける新たな可能性を提示した．しかし，フ
レーム間の解析や 3Dモデルの再構成に膨大な処理時間を要することが課題であった．ま
たBurrら [23]，Masuchら [24]やNienhausら [25]は時系列的な軌道情報を基にDynamic
Glyphを生成し，キャラクタの動きや物体同士の衝突といったイベント情報を一枚の静止
画上で可視化する手法を考案した．この手法は漫画作品のようにキャラクタの動きを一枚
の静止画（コマ）を表現する「情報の圧縮」という点において非常に有効な手段であった
が，多くの手作業を要求する．そこで，Umedaら [26]はKinectで取得した人物の関節情
報を基に，擬音語や効果線といった漫画的なエフェクトを映像に付与するための自動かつ，
リアルタイム処理可能なシステムを開発した．この手法は，トーン処理といった簡易的な
画像処理を用いることから計算処理が早い特徴を持つものの，事前情報としてある動作に
対し一定の擬音語を付与するといった一対一関係の対応付けをする必要がある．つまり任
意のシーンに対して適切なエフェクトを選択すること自体が困難である．その一方，動画
や静止画に対して漫画的なエフェクトを付与する手法も考案されてきた．中でもHongら
[27], Wangら [28]は動画の画像特徴量と音響特徴量を併用し，漫画の吹き出しのように字
幕情報や擬音語を配置する手法を提案している．しかし，音響特徴量のクラスタリング手
法を用いる必要があり，聴講者が感じる印象を基にデータを分類することは困難である．
3.2.2 ???????????
音象徴に関する研究では，英語にも共感的音象徴と呼ばれる現象が多数挙げられている．
Crystalら [29]は，音象徴とは，心理学と言語学の分野で用いられ，言葉の意味と形式（ス
ペル，発音記号）には直接的な相関があると提唱した．例えば，Lyons[30]やOtto[31]は
[ﬂ-][sl-][gl-]に”音と視界”，[i]や [u]は”明るさや暗さ”に関連していることを示した．ま
た Bloomﬁeld[32]は，[ﬂ-]に”光の動き”(例：ﬂash, ﬂame)や”空気中の動き”(例：ﬂy,
ﬂap)，[sl-]から”湿っぽさ”(例：slime, slush, slop)に関する印象，Kohler[33]は破裂音に”
鋭さ，直線的”な印象，共鳴音に”丸み”に関する印象が潜在することを提唱した．その他
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の音象徴から受け取る印象の例を表 3.1に紹介する．特に擬音語に関して，Ullman[34]は
擬音語のように直接的な意味を持たない文字列（形状）と意味（印象）において相関が強
いことを示した．これらの文献をまとめると，音象徴の基となる文字列と文字列から感じ
取れる印象には相関関係があり，人間は意味が存在しない言葉，特に擬音語に対する印象
も認知できることがわかる．擬音語の印象を定量化する手法として，Komatsu[?]は「擬音
語の印象は，構成するアルファベットの印象の総和によって決定される」という仮定を立
てた．具体的には擬音語の印象を表すベクトル（擬音語ベクトル）を以下の式で定義した．
Ii = aiCiX + biViX + ciCiY + diViY (3.1)
この前提条件を基に主観評価実験を行うことで，日本語の擬音語を構成するアルファベッ
ト一文字（母音と子音）の印象を数値化を実現した．この数値データによって，未知の擬
音語から感じ取れる印象値を高速に推定することができる．その反面，この手法は (1)印
象を左右するアルファベットが経験的に選択されていることや，(2)日本の擬音語（繰り
返し言葉）に限定されていた (例, もこもこ， ぴよぴよといったXYXY型の擬音語)．
つまり，心理学や言語学で提唱される「音象徴」の知見から擬音語を定性的に扱うこと
は十分に可能であるものの，音象徴の印象評価は未だに成されていなかった．そこで本稿
では，主観評価実験を基に音象徴を数値化することで，アニメーションから感じ取れる印
象にマッチする擬音語を決定する手法を考案する．さらに擬音語の推定結果に対してダメ
出し機能を追加することで，擬音語の豊富なバリエーションへの対応及びユーザの好みに
合わせた擬音語推定が可能となる．この手法によって，これまで経験的に行われていた擬
音語アニメーションを効率的に作成することが可能になる．
3.3 ????????????????
擬音語に対する印象を数値化する手法として，komatsuらの手法 [35]と擬音語を構成す
る音象徴における知見を参考にする．音象徴から感じ取れる印象を n次元の印象ベクト
ル（以下，”発音記号ベクトル”）とすることで，Phonetic Vectorの線形和で擬音語の印
象ベクトル（以下，擬音語ベクトル”）て表わすことができると仮定する．この仮定の下，
複数の被験者に対し主観評価実験を行うことで，この印象ベクトルを数値化をめざす．具
体的な手順としては，被験者に簡易的な 3DCGアニメーションを提示し，「このシーンに
はどのような擬音語がふさわしいか」を選んでもらうものである．本研究では，アニメー
ションの基となる物理パラメータと音象徴の対応関係によって任意の映像に最適な擬音語
を選択できることを検証することを目的としているため，被験者に提示するアニメーショ
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表 3.1: 音象徴の一例.
Form Motivated
Example of
symbolic words
[a] large large vast grand
[i] small and thin little petit piccolo
[u] dark blue glum
[b] dull impact bang bash bump
[j] up and down movement jump jangle jig
[g] cracking bang, bong
[cr] noisy impact crash crack crunch
[sl] smoothly wet slime slop slip
[sn] quick separation or movement snap snatch
ンは，アニメ作品において擬音語の種類が最も豊富な「二物体の衝突アニメーション」に
限定している (例：ボールとボールの衝突，床との接触)．
但し，擬音語の印象を数値化するためには，擬音語における印象の種類，音象徴の種類
を決定する必要がある．そこで，音象徴の種類を決定する方法として，音象徴の単位とな
る発音記号，11種類の国際音声記号 (IPA)(表 3.2)を用いた．
次に擬音語ベクトルと発音記号ベクトルに格納する印象パラメータの種類を決定する．今
回は，音象徴をにおける物体の形，大きさ，速度感 [31]を参考に，印象ベクトルに格納する
べき印象の種類を”mass”, ”volume”, ”acceleration”,”viscosity.”であると仮定した．但し，
対象とする「二つの物体の衝突アニメーションにおける擬音語」の場合，二つの物体の印象
それぞれを考慮する必要がある．そこで，我々は 6種類，mass(object A), volume(object
A), acceleration(object A), mass(object B), viscosity(object B), and acceleration(object
B)を用いることとする (表 3.3)．この 6種類 (n = 6)の印象を一つのベクトルに格納し，
擬音語や発音記号の印象ベクトル Vector = (massA, volumeA, accelerationA, massB,
viscosityB, accelerationB),つまり擬音語ベクトル Viは以下のように定義する.
Vi = (v0, v1, · · · , vn)T (3.2)
同様の手順で．発音記号の印象ベクトル Tj は以下のように示す.
Tj = (t0, t1, · · · , tn)T (3.3)
jは IPAのクラスタ番号をさす. 図 3.3に擬音語”BANG,”を発音記号の印象の線形和で表
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図 3.2: アンケート調査の際に用いた二物体の衝突アニメーション.
表 3.2: 母音と子音の国際音声記号（IPA）.
Name Class Phonetic symbol
close vowel 0 /ı/ /u/
close-mid vowel 1 /e/ /o/
open-mid vowel 2 /æ/ /3/ /2/
open vowel 3 /A/ /a/
voiceless-plosive 4 /p/ /t/ /k/ /Ù/
voiced plosive 5 /b/ /d/ /Ã/ /g/
implosive 6 /á/ /â/ /ä/
voiceless fricative 7 /f/ /T/ /s/ /S/
voiced fricative 8 /v/ /D/ /z/ /Z/
nasal 9 /m/ /n/ /N/
lateral 10 /l/ /j/
approximant 11 /r/ /w/ /h/
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図 3.3: 擬音語ベクトル V の一例 (BANG = [b]+[a]+[N]).
表 3.3: 擬音語の印象に関するパラメータの種類.
Physical parameters
Object A mass, volume, acceleration
Object B mass, viscosity, acceleration
現する一例を示す.
次に各発音記号の印象ベクトルを一つの行列に格納する (T = n × D). D は IPA
classiﬁcation数 (今回はD = 11)である．具体的には以下のようなフォームで表現する．
T = ( T0, T1, · · · , TD) (3.4)
上記の行列 T の各成分を求めるために, 我々は擬音語を構成する発音記号の数を格納す
る文字列ベクトル Xiを定義する. 手順としては IPA classiﬁcationsを参考に、任意の擬音
語を構成する発音記号の種類と数を分類するものである.
Xi = (x0, x1, · · · , xD)T (3.5)
この定義により，発音記号の印象行列 T と発音記号の印象の線形和である過程を基に，
擬音語の印象ベクトル Viを以下の式で求めることができることがわかる.
Vi = T · Xi (3.6)
上記の式を基に発音記号の印象値を求めるために，主観評価実験を行った．手順として
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図 3.4: 擬音語の文字列ベクトル X の一例.
は，事前に用意した二物体の衝突アニメーションを被験者に提示し，どのような印象を受
けたか（例：堅そう、重そう等）を 10段階のアンケート方式で回答してもらうものであ
る．但し，提示する物理アニメーションの物理パラメータは事前に決定している．さらに，
被験者には「この映像にどのような擬音語がマッチしそうか」を回答してもらうことで，
擬音語における印象ベクトルの実験データを作成する．被験者数は 5名，ユーザに提示し
たアニメーションの種類は 23種類，実験には一人当たり 20分程度の実験時間を要する．
次に，主観評価実験で得られた擬音語のデータセット（擬音語の文字列ベクトル Xi と
擬音語の印象ベクトル Vi )を基に，式 (3.6)を用いることで発音記号の印象行列の各成分
の値を決定する．但し,式 (3.6)は一つの擬音語に対する関係式であり，複数の擬音語の印
象値を利用することができない．
そこで擬音語の音象徴における知見”二つの擬音語における発音が類似している場合，そ
こから得られる印象は類似する”ことに着目し，我々は式 (3.6)で用いられる行列 T は擬
音語の種類によらない値であると仮定する．式 (3.2),(3.5),(3.6)のベクトルを行列形式に
拡張し，k種類の擬音語ベクトルを表現する行列 V と文字列ベクトルを表現する行列X
を作成する．
X = ( X0, X1, · · · , Xk) (3.7)
V = ( V0, V1, · · · , Vk) (3.8)
V ≈ T ·X (3.9)
以上の関係式に基づき，以下の式 (9)を最小化することで，発音記号行列 T を計算する.
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表 3.4: 音象徴行列 T の計算時間.
The number of
investigations (k)
The number of dimension
of phonetic vectors (n)
Convergence
time (s)
10 6 0.997
23 6 1.265
F (T ) = ‖V − TX‖2 (3.10)
‖・‖2はフロベニウスノルムを示す．上記の誤差関数を最小化する行列 T を求めるにあ
たり，擬音語印象ベクトル V 及び文字列ベクトルX が非負値であることから，行列 T の
各成分が非負値である制約条件を設け，以下の更新式を用いて誤差を最小化する.
Tkj ←
∑
i VkiXji∑
i(
Tk
T · Xi)Xji
(3.11)
表 3.4に発音記号の印象行列を収束させるのに要した処理時間を示す.
3.3.1 ???????
任意のアニメーションから算出される物理パラメータ Vext を基に，最適な擬音語を提
示する手順を述べる．具体的には，少量の学習データを基に算出した発音記号の印象パラ
メータ行列 Tと外部パラメータ Vextを基に，「どのような発音記号を用いた擬音語が妥当
か」を判定し，擬音語データベース内から検索するというものである．擬音語のデータベー
スはアニメ作品や漫画作品から 100種類の衝突に関連する擬音語を選択し，構築した. 上
記の手順によって推定された発音記号の任意の擬音語に対し，印象ベクトルを付与するこ
とも可能だが，印象値の付与に要する時間は擬音語数に比例し，ユーザの好みに応じて再
学習するのは現実的でない．また，音象徴とは言語に依存しないものの，英語の擬音語で
学習した際，implosiveの発音は英語に存在しないため，他言語の擬音語に印象を直接反
映させることはできない．一つの解決策として，学習の段階で存在しなかった発音記号に
は一定の値を付与することが挙げられるが，印象ベクトルの次元が異なることから，各成
分に対してどのような値を付与するのか，また発音記号ごとに適切な値が設定することは
現実的でない．そこでデータベースの擬音語に印象値を付与するのではなく，今回はデー
タベースは発音記号の種類，文字ベクトルのみ，外部パラメータ Vextで擬音語を扱う必要
があると前提を立てている．データベース中の擬音語を文字情報（発音記号）として扱う
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ことができるため，発音記号の有無で検索が可能となる．各発音記号数は正値であること
や，擬音語の発音記号数に制約を加え，以下の評価関数 (7)を最小にすることで，発音記
号ベクトルWを決定した．
f(ω) = | Vext − Tω|2 (3.12)⎧⎨
⎩ ωi ≥ 0 (i ∈ R
D)
8.0 ≥ |ω| ≥ 3.0
上式の不等式制約有り非線形問題を解くために SUMTと準ニュートン法を用いた．こ
の手順によって，アニメーションから得られる印象値を基に，どのような発音記号を用い
るべきかを求めることができる．本研究の目的は映像シーンにどのような擬音語が適切か
を判断することであるため，今回はデータベース中の擬音語から適切な擬音語を検索する
こととする．（例：æと Nを一回ずつ発音する擬音語をデータベースから検索）この手順は
画像検索で用いられる”Bag-of-features”と似た手順をとっている．発音記号ベクトル ωか
ら類似度O(d)を計算し，類似度の高い擬音語をユーザに提示するものである．学習時に
存在しなかった発音記号に関しては，一定のペナルティ関数 fを第二項に設け，類似度を
計算した．類似度を計算する式は以下に示す．
O(d) = |(ω − d)TS−1(ω − d)|+ α
∑
j
f(j) (3.13)
f(j) =
⎧⎨
⎩ 1.0 if dj = 0, ωj > 00.0 else
Sは共分散行列，αは重み係数である．以上の手順で任意のCGアニメーションで算出され
た外部パラメータに対する最適な擬音語を決定した．またユーザの好みに応じた再学習機
能として，発音記号の印象パラメータ行列Tを編集する機能を追加した．具体的には，学
習に用いた k種類の擬音語に対し，各ユーザが編集した擬音語と物理パラメータを (k+1)
番目の情報として行列 (2)(4)に加え，再計算することで，各ユーザの意思を反映した擬音
語推定が可能になると考えられる．
3.4 ???????
次にCGアニメーション中に擬音語を自動マッピングする手法を述べる．そのためには，
以下の二つの条件を満たす必要がある．一つ目は「視線方向に依存せず，擬音語を読むこ
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とができること（視線ベクトルに垂直な面にマッピングすること）」，二つ目として「複
数の擬音語をマッピングする際，擬音語どうしが重ならないようにすること」が挙げられ
る．一つ目は，視線方向ベクトルを決定する回転行列（クォータニオン基準）で擬音語を
回転させる．二つ目の擬音語位置を決定するルールとして，i番目の擬音語をマッピングす
る際，0 (i-1)番目の擬音語の位置（分布）を考慮するルールを提案する．具体的には擬音
語を視線方向に依存するガウス分布とみなし，分布的に小さい位置に新たな擬音語をマッ
ピングするものである．そこで以下の評価関数 Eを定義し，最小値となる座標 piを決定
した．
E(pi) =
j<i∑
j=1
β(t) exp
( logw · | hij |2
|sˆij |2
)
(3.14)
sˆij =
(
2.0− |
hij − q|
|pj − q|
)
· sj
hij = rj · (rj · ri)|rj |2 − ri
ri = q − pi
β(t) =
⎧⎨
⎩ kf · t(tmax − t) t ≤ tmax0.0 else
qはカメラ座標，sは擬音語の文字列の長さ，wは任意の定数，tmaxは擬音語を描画する
最大時間を指す．さらに擬音語のフォントを自動判定する機能として，学習の際にあらか
じめ擬音語にフォントの種類の対応付けを行う．3.2章で判定した擬音語と学習に用いた
擬音語の類似度を計算し，類似度が最も高い擬音語に付与されているフォントを選択した．
擬音語どうしの類似度計算には発音記号に対し，重み付け Levenshtein距離を用いた．
3.4.1 ????
以上の手順で生成した擬音語付きのアニメーションの例を図 5-7に示す．本手法による
擬音語の検索精度を検証するためのクローズドテストを行った．分析方法は「データベー
スとして用いた擬音語と物理パラメータの組で構成されたデータベース」に着目し，物理
パラメータからデータベース中の擬音語を選択できるか」を数値評価するものである．擬
音語データベース数は 10種及び 23種の二パターンで行った．その結果を表 3.3に示す．
この結果から発音記号を学習させることで尤もらしい擬音語を選択できることがわかる．
ただし擬音語と物理パラメータを対応付けを行う際に用いた擬音語どうしが類似している
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図 3.5: 擬音語の最適位置に関する概念図.
場合，結果に大きく影響することが考えられる．今後，実験段階で擬音語を構成する発音
記号の類似度が十分に低い擬音語セットを用いて学習する必要があるといえる．ただし，
提示された擬音語の上位 5位以内に学習で用いた擬音語が存在することも確認できた．ま
たその他の結果を確認すると，擬音語を構成する発音記号が同じであり，学習結果にこの
ことから，本稿の目的である擬音語の提示としては十分な機能を果たしていると言える．
精度が 100%になることとは，あらゆる状況に対し，最適な擬音語の唯一解を決定できる
ことである．しかし擬音語を検索する際，各ユーザが予想していない擬音語を提示できる
ことが望ましいため，今回は 80[%]を目標値とした．現段階の精度が約 60[[%]]であるこ
とは，適切な擬音語を提示できていない可能性がある．今後，更なる精度の向上が必要と
なる．また処理時間に関しては，従来の CGアニメーションとの比較で約 5[%]程度の付
加で本システムは実現した．またユーザ評価として被験者 500人に対し，主観評価実験
を行った．内容は，(1)擬音語を付与した場合，映像の見応えがどの程度向上するか，(2)
「本手法で最適化した擬音語アニメーション」と「擬音語の辞書からランダムに選出した
擬音語アニメーション」のどちらが映像にマッチしているかを答えてもらうAB法を実施
した．Figure 7(b)に Q4-10にユーザのスコア分布を示す (x軸は 5段階のリッカートス
ケール (5=提案手法で決定した擬音語がより自然に見える，3=どちらともいえない，5=
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表 3.5: 擬音語推定結果.
Number of onomatopoeia Our method (%)
23 47.8
表 3.6: 主観評価実験の際に使用したアンケート調査の各項目.
No Question
1
I can feel the strength of collision and sound volume in
a CG animation (without onomatopoeia/our result )
2
I can feel the strength of collisions and sound volume
in an image.
3
It is easy to watch the animation.
(without onomatopoeia/our result )
4
Which onomatopoeia animations are posted in prominent
place? (constraint position/our result) (AB scale)
5 - 6
Which onomatopoeia is optimum
in rigid animation? (AB scale)
7 - 8
Which onomatopoeia is optimum
in character animation? (AB scale)
9 - 10
Which onomatopoeia is optimum in elastic animation?
(AB scale)
ランダムで決定した擬音語がよい)，y軸は被験者の人数をさす”population”). 平均スコア
は 3.55，標準偏差は 1.09となった．更に各問に対し，基準となる「どちらともいえない
(=3)」との差のデータに対し，ウィルコクソンの符号付順位和検定（マン・ホイットニー
の U検定）を実行する．その結果，いずれの問いも優位確率 P ≤ 1.0e − 08 < 0.01とな
り，帰無仮説「母代表値に差はない」を棄却できる．つまり，平均値が 3より大きいこと
から，本手法のほうが映像に対する擬音語が適切であるという結論が得られた．また，被
験者の大多数は擬音語を通し，CGアニメーションにおける印象（衝突の強さなど）を得
られるといった意見が得られた．さらに「本手法で 3次元空間上に擬音語をマッピングし
た場合」と「従来手法 (スクリーン座標に直接マッピング)する場合」[23]も同様にユーザ
評価を行った結果，本手法のほうが「奥行き感が感じられる」「ダイナミックさが伝わる」
というポジティブな意見が得られた．この生成結果から，アニメーション中でどの位置に
ボールが衝突しているかが明確であり，擬音語どうしが重ならないように描画されている
ことが確認できる．
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図 3.6: 擬音語有無に関するアンケート調査結果 (Q1-Q4).
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図 3.7: 提案手法による擬音語選択とランダム選択に関するアンケート調査結果 (Q5-Q10).
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表 3.7: 処理速度 (弾性体シミュレーションに本手法を適用した結果).
Model
Vertex
no
Our
method (fps)
Elastic
simulation (fps)
Teapot 530 749.89 762.67
Rabbit 4138 185.47 199.82
The Bunny 16292 52.46 54.75
King Kong 23581 32.84 34.88
表 3.8: 処理速度 (スキニングアニメーションに本手法を適用した結果).
Model
Vertex
no
Our
method (fps)
Skinning
animation (fps)
Skeleton 4138 58.47 60.98
3.4.2 ????
A 64-bit Windows PC (Intel R©CoreTM i7-3770 CPU@3.40GHz 8GB RAM; NVIDIA
GeForce GT 620M 1 GB)上で各 3DCGアニメーションに提案手法を付与した場合の負
荷を検証した（表 3.6, 3.7）この結果から，弾性体アニメーション及びキーフレームアニ
メーションいずれも 5%程度の処理負荷で本手法は実現していることがわかる.
3.5 ???
本研究は，言語学で提唱される「音象徴」と「アニメータが経験的に用いる擬音語」を
参考に，物理パラメータで構成されるCGアニメーションに最適な擬音語を決定する手法
を考案した．複数の物理パラメータに基づく擬音語検索を行った結果に対し，ユーザの好
みに応じたダメ出し・再学習する機能も追加した．本研究によって，アニメ作品中におけ
るシーンに合った擬音語を選択するというアニメータの感覚的な技法の定式化につながり，
アニメ作品を効率的に制作する新しいフローの第一歩となったと言える．今後は空間力場
や輝度値などいった多数の特徴量を追加し，より複雑なシーンに対する擬音語の印象推定
を行いたい．また，最適化された擬音語を読みやすい位置に配置する手法を同時に考案す
ることで，アニメーションの詳細（物理的な印象等）を一目で理解することができる可視
化ツールとしても利用できる．さらに，このシステムはアニメーションに質感や動きを強
調することができることから，前節の漫画生成（映像要約）に応用できると考えている．
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図 3.8: 擬音語付与結果 -”drum animation,” (左図) 及び生成結果 (右図).
図 3.9: 擬音語付与結果 -”a character get a blow on the head,”(左図) 及び生成結果 (右
図).
手順としてはアニメ作品における音響情報や動き情報を基に漫画フレームに擬音語を付与
するものである．本研究はあくまでもこれまでにも一般的に制作されるCGアニメーショ
ンを強調・補助するためのツールであり，CGアニメーション自体を編集する技法ではな
い．そこでアニメーション結果，動きの軌跡を直接編集することができる手法と本システ
ムを組み合わせることで，よりアニメらしい 3DCGコンテンツを生成することができる
のではないかと期待している．
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?4? ?????????????????
?2D?????????????
??
4.1 ??
近年,LINEの「動く」スタンプやGif画像の普及に伴い，アニメーション作品を観るだ
けに限らず，自ら制作するといった活動が一般的に見られる．その主な理由は，アニメー
ションは，日記やデッサンといった静止画とは異なり，「動き」によって感情や製作者の感
性を直感的に伝えられることが挙げられる．しかし,パラパラ漫画の制作工程からわかる
ように，アニメーション制作は滑らかな動きを意識しつつ大量に絵を描く必要があるため，
非常に手間のかかる作業であることが問題視されている．このような背景から，CGモデ
ルや物理方程式に基づいた技術によって，アニメーション制作の効率化を目指す研究が多
数考案されてきた．しかし，これらの技術は複雑な操作を要求する上に、作者の感性や意
図 (こだわり)を自由に反映することが困難である．
そこで本研究では，ペンタブレット上で描いたイラストを直接動かすことで，効率的に
アニメーションを生成するシステムを提案する (図 4.1)．提案手法では，ユーザは複数の
フレーム上にイラストを描くことで,フレーム間を滑らかに補間する「中割り画像」を生
成する．その際，アニメーション制作で用いられる「トレーシング」を利用することで，
中割り画像生成における対応付けの手間を軽減している．さらに，中割りを生成しないよ
うに設定した箇所に対して，事前に用意した動きのデータ (フェードアウトや振動など)を
半自動的に付与することで，パラパラ漫画のように前フレームを意識してイラストを描く
ことなく，アニメーションを手軽に作成することもできる．
4.2 ????
手描きアニメーション制作を支援する手法として，Nakajimaら [37] は，アナログ画材
を用いて描いたイラストを簡易的な矩形で近似し、既定の動作ルール (例：平行移動，拡
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図 4.1: 提案システムのスクリーンショット.
大縮小，回転)を付与する手法を考案した．しかし，一つのイラストを一つの単純な矩形
として扱うため，イラストの各領域ごとに異なった動きやユーザが意図する結果を得るこ
とが困難である．そこで，様々なイラストに対する領域指定が可能なシステムが考案され
ている [38]．特に，LIVE2D[39]ではパーツ単位に分離されたイラストに対して手作業で
二次元メッシュ構造を作成し，各メッシュ領域に「動き」のルールを割り当てることでイ
ラストを直接変形させる機能を実現した．その一方，課題として (1)入力となるイラスト
をパーツ単位で作成する必要がある点（レイヤー構造が必要），(2)メッシュ構造は全て手
作業で作成する必要がある点,(3)メッシュの変形手法には各頂点単位の線形補間を用いる
ため，一つのアニメーションを制作することにも膨大な時間を要する点が課題として挙げ
られる．
一方，メッシュ構造を利用する手法として，これまでにAs-Rigid-As-Possible Mesh Ma-
nipulationと呼ばれる手法が多数提案されてきた [40, 41, 42, 43, 44, 45, 46]．これらの手
法はメッシュを構成する最小単位である三角形に着目し，各三角形を変形させるためのア
フィン変換行列に基づいた全体形状の自然な変形を実現するものである．しかし，三角形
構造を作成する手間に加え，ユーザが描くようなストロークの制御点 2点間に対するア
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図 4.2: トレーシング機能の概要.ユーザが新たなイラストを描く際に，前フレームに描か
れたイラストに付与されたラベリング番号を順次提示することで，次にどの部位を描くべ
きかを把握することができる．
フィン変換行列を算出することが困難である．また，ストローク間の中割形状を求める手
法として，Sederberg[47]はストローク情報を長さと角度情報と分離し，それぞれ情報を内
分補間するアルゴリズムを考案した. さらに，Whiteら [48]はストロークの制御点に基づ
く曲線フィッティングと接線ベースのワーピング手法を提案した．しかし，フレーム間の
形状（ストロークの描き方）が大きく異なる場合，生成した形状が大きく破綻する可能性
がある．提案手法では,各フレームに描いたストローク (入力)に対し，疑似的なメッシュ
構造を簡易的に自動生成することで，中割り画像を効率的に生成できる点が大きく異なる．
また,アニメーションデータ (例：平行移動や回転)を活用する機能を用いることで,フレー
ム間の対応付けを行うことなく，単一フレーム上のストロークに動きを付与することがで
きる．
4.3 ???????????????????
本インターフェースは,ユーザがイラストを描くための (1)ペンの色や太さを指定する
機能，(2)背景の色の指定,画像の読み込みに加え,(3)アニメーション制作で一般的に用い
られるトレーシング機能を有している．操作方法としては，ユーザは中央に表示されたメ
39
イン画面に自由にイラストを描く．左端にアニメーション生成で用いるフレームのコント
ロールが配置され，マウスクリックによってフレーム番号を指定できる．また,ユーザが
描いたフレームを別のフレームにコピーする場合や,フレームの順番を入れ替える場合を
想定し，ドラッグアンドドロップ機能を追加している．次にユーザが描いた各ストローク
に対してラべリング番号を付与する（初期設定として,ストロークの描き順を基に番号を
付与してある）．トレーシング機能は,前フレームで描いたイラストに付与されたラベリ
ング番号と描いたストロークの形状を提示することで，ユーザが次フレームのイラストを
作成する際にどの順番で描く必要があるかを逐次確認することができる（図 4.2）．この
機能により，フレーム間におけるストロークの中割り形状を生成する際に必要となる対応
関係の作成の手間を軽減することができる．下端にラベリング番号コントロールが配置さ
れており,ドラッグアンドドロップによって各ストロークに付与されたラベリング番号を
変更することができる．
内部的には,ユーザによって描かれたストロークに対し,等間隔で n点の制御点をサンプ
リングする．表示する際は,制御点間を Catmull-Rom Spline曲線を用いることで補間を
行っている．離散的な結果を編集する方法として,マウスクリックとドラッグによって，各
制御点の位置やストローク全体（全制御点）の位置を編集する機能も追加している．
4.3.1 ?????????????????????????????
中割形状の生成に伴い，各フレームに描かれたイラストに付与されたラべリング番号を
基にストロークどうしの対応付けを行う．ただし，対応付けを行ったストロークの制御点
数が異なる場合，制御点数の正規化処理 (再サンプリング)を行った．次に,フレーム間の
ストローク形状の変化情報を基にアフィン変換行列を算出する．従来手法として，Baxter
ら [43]は入力画像の輪郭線 (ストローク)を基にドロネー三角形分割を用いた対応付け手
法を考案した．しかし，ドロネー三角形分割を用いた場合，各フレーム上に描かれたイラ
ストの輪郭形状が類似している必要があり，任意のストローク間に対してロバストな対応
関係を取得することが困難であった．そこで我々は，Sumnerら [49]やUmetaniら [50]が
考案した 3Dモデル変形の制約条件として仮想頂点を配置するアプローチを参考に，ユー
ザが描いたストロークの各制御点 viに対し，垂直方向に仮想的な頂点ベクトル v
′
iを定義
する．この頂点を用いることで，ストロークに疑似的な厚みを持たせた三角形メッシュ構
造を生成する (R90は 90°回転行列を示す）．
vi
g = vi +R90
(
vi+1 − vi−1
2
)
(4.1)
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図 4.3: ストロークに対する疑似的な三角形構造の概要図．ストロークの制御点 (赤点)に
対し仮想頂点 (青色)を配置することで，三角形メッシュ(橙色)間のアフィン変換行列を計
算する.
上記の手順によって対応付けられた各ストローク間の三角形構造におけるアフィン変換行
列Aを取得することができる (図 4.3)．
この結果を基に特異値分解 (SVD)を用いた As-Rigid-As-Possible Mesh Interpolation
技術を利用し，各ストロークの中割り形状を実現した．具体的には，中割りパラメータ t
(0.0 ≤ t ≤ 1.0)に対し，以下の評価関数を最小化することで中割形状の最適化を行った．
Ai(t) = R
t
θ · exp(t logS) (4.2)
ERi (Ai(t), Bi(t)) = min
s,δ∈R
‖sRδAi(t)−Bi(t)‖2F (4.3)
Ai(t)は i番目の三角形のアフィン行列Aに対し，中割処理を行った行列 (ローカル変換)，
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図 4.4: ストローク形状補間法の比較結果 (t = 0.5)．(a) 頂点単位の線形補間結果,
(b)Sederberg et al. 1993[47], (c)Alexa 2003[51], (d)提案手法.
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Bi(t)は出力結果から得られるアフィン変換行列 (グローバル変換)，sはスケール値, Rは
回転行列，Sは拡大縮小行列である．今回は,ストロークの太さ情報及び，色情報 (RGB)
の補間に関しては線形補間を用いている．
図 4.4に Source(t = 0.0)と Target(t = 1.0)を基に生成した中割り形状結果を以下に示
す．比較手法として本システムで対象とする「ストローク」に適用可能な手法を用いた．
この結果から提案手法では，角度と長さ情報を用いた手法 (b)と同様に入力となるイラス
トにみられる形状特徴を破綻 (例：縮退)させることなく，自然な中割り形状を実現してい
る．しかし，従来のストローク中割手法 (b)と異なり，本手法は角度や長さではなく、ア
フィン変換行列を算出し線形最小化問題として扱うことができることから，複数の制約条
件（例：制御点間の位置関係や位置）を多数追加することができる．本システムは下端に
配置されたレイヤーコントロール部で,各ストロークのアニメーションのタイミングを調
整し，中割パラメータ tを設定するタイムスライダ機能も追加している．
4.3.2 ??????????????????????????
次のステップは，各フレームに描かれた任意のストロークに対し既定の動きルールを付
与する機能を検討する．この機能はMicrosoft PowerPointのような基礎的なアニメーショ
ン機能を模したものとなっている．動きルールは平行移動，振動，回転，拡大縮小，フェー
ドの 5種類を用意し,本システムの下端のタイムスライダに表示された各ストロークの色
わけによって，どのルールが割り当てられているかを確認できる．また，タイムスライダ
上でクリックすることで，各ストロークの動きルールを追加,変更，削除を行うメニュー
機能と,付与された動きのタイミングを調整する機能を追加している．
さらに，ユーザが編集する手間を削減するために，動きルールを半自動的に決定するサ
ポート機能にも着手した．半自動的に決定するために「これまでにユーザが作成したアニ
メーションをデータベースとして格納し,新たに描いたイラストに適用する」ことを検討
する. 前提条件として「ユーザが描いたイラストが，これまでに作成したイラストと類似
している場合，同様の動きを生成する」と仮定し，ユーザが作成したアニメーション（イ
ラストのストローク情報と動きデータ）をデータベースとして格納しておく．次に，ユー
ザ描いたイラストとデータベース上のストローク間の類似度を計算し，類似度の高いイラ
ストの動きデータを検索する．従来の手描きストローク間の類似度を計算する方法として，
Ipら [52]や Shinら [53]のイラストの中心から各方向に対するベクトル情報を利用した手
法が挙げられる．しかし、これらの手法は前章で扱ってきた手描きストロークの制御点座
標を一切考慮しないため，描き順をはじめ複雑な形状への対応が困難であった．一方，描
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図 4.5: データドリブンなアニメーション生成の概要図.ユーザが描いたイラストと，デー
タベース内のストロークとの類似度比較を行うことで，データベースのストロークにタグ
付けされた動き情報を検索及び合成を行う．
き順を考慮することを目的とし，ストロークの角度や曲率情報に着目した手法 [54, 55]も
提案されているが，ストローク全体の形状特徴を考慮できないことが課題としてあげられ
る．そこで，本機能は,ストロークを構成する制御点の座標情報を直接用いた類似度計算
を検討する．手順として，入力ストロークの制御点 vi, i ∈ {0, · · · , n}に対する重心座標
vcmを基準とし，データベース上のストローク座標 di(重心座標 dcm)との誤差を評価関数
として定義する．但し，pi(= vi − vcm)，qi(= di − dcm)とする．
E =
∑
i
|pi − sR · qi|2 (4.4)
R = ApqS
−1 = Apq(
√
ATpqApq)
−1
Apq =
∑
i
pi · qiT
n はストロークの頂点数,s はスケールの正規化用の値 (s =
∑
i |pi|/|qi|)である．R　は回
転行列を示し，R = ApqS−1　 (S =
√
ATpqApq)によって計算される. 以上の手順によって，
回転情報及び拡大縮小情報に依存しないストロークデータベースの検索及び，動きデータ
の割り当てを可能とする．
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表 4.1: 類似検索手法の精度比較.
検索精度 (%)
提案手法 75.0
Ip et al. 2002 [52] 40.0
本手法の有用性を検証するために，類似度検索の精度評価実験を行った．実験に用いた
データベース数は 15種類である．比較手法としては Ipらの類似度検索手法 [52]を用いた
(表 4.1)．この結果から,従来手法に比べ，高精度にデータベースから手描きストロークを
検索することができることが分かる．また推定結果に満足しない場合，ユーザが手作業で
動きルールを追加及び変更することができる．更に,この編集結果をデータベースに格納す
ることで,本システムを使い込むほどにユーザ各自の好みにあった自動割り当てが可能と
なると考えられる．将来的には，データベースに格納するアニメーション種類の増築 (例：
二次動作)に取り組む予定である．
4.4 ????
本システム上で作成した手描きアニメーションの一例を図 4.6に示す．これらの作品は
いずれも，5歳から 20歳までのユーザ 5名が約 5分程度で作成したものである．処理速度
に関しては，ユーザが描いたストロークの本数に依存するものの，いずれの作品も 60[fps]
以上を実現した．また，本システムに対するユーザからのフィードバックとしては，「自分
で描いた手描きの絵が動いたことがうれしい．」「TwitterやFacebookに気軽にアップロー
ドしたい．」「gif画像や LINEのモーションスタンプを自分で作りたくなる．」「授業の発表
スライドに使うイラストやアニメーションとして使いたい．」といったポジティブな意見が
得られた．一方で，「描いたイラストをグラデーションにする機能がほしい」「幾何学的な
イラストを簡単に作成するために手描きストロークを直線状に補正する機能がほしい」と
いったイラストを描く際のサポート機能に関する意見も得られた．
4.5 ???
4.5.1 ??
本研究は，ユーザがペンタブレット上で描いたイラストから簡単にアニメーションを制
作するために,(1)ストロークの中割り生成手法，(2)データベースを用いた，ストローク
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図 4.6: 本システムによる生成結果の一例.
への動き情報を付与する半自動機能を開発し，その有用性を検証した．これらを併用する
ことで，LINEのスタンプといったシンプルなアニメーション作品を簡単に作成すること
ができるようになった．
4.5.2 ?????
本システムは，イラストを構成するストロークを離散化して使用しているため，離散化
した制御点数や曲線補間法にイラストの形状やアニメーション結果が依存することが課題
としてあげられる. そこで，よりユーザの描いた形状を反映し，直観的なサンプリング手
法及び，曲線補間手法を開発する必要がある．またユーザにとって直観的な色味の補間 (表
色系や補間方法)をはじめ，より詳細なイラスト描きこめるようにする予定である．将来
的には「一部の絵を書いたら残りの絵を予想し、提示する」といった，効率的に描くため
の技術についても着手していきたい [56, 57, 58]．
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?5? 2D??????3D???????
????????????????
5.1 ??
Autodesk社のAutodesk MAYATM やCADシステムをはじめ，仮想空間上の 3Dオブ
ジェクトをの生成及び編集用のソフトウェアが普及し，特に写真やイラストを基に本物と
区別がつかないほどの高品質な 3Dモデリングを行うことができるようになってきた．そ
れに伴い，映画やゲームに登場するキャラクタデザインを担当するプロのデザイナが，自
らの 3D映像制作を行いたいといった需要が高まってきている．しかし，絵を描くデザイ
ナは 3DCGに対する専門知識を持たないため，実際のCG映像作品において (1)ペイント
デザイナがイラストを描き，(2)イラストを基に 3Dキャラクタを制作することのできる
3Dモデラーと呼ばれる人々に委託をする手順がとられている．その結果，3Dモデラーは
二次元上に描かれたキャラクタデザインに対する意図（こだわり）を十分にくみ取ること
が出来ず，絵を描くデザイナが作りたかった作品を世に送り出すことができないことが課
題として挙げられている．このプロジェクトは，これまでの 3Dキャラクタのモデリング
工程自体に着目し，3Dモデリングの専門知識がないユーザのための新たなフレームワー
クを提案する．具体的には，三次元空間上での編集を一切行わず，二次元画面上のみで直
観的な操作のみの三次元モデリングである．これまでに二次元画像から 3Dモデルを生成
する手法として，(1)画像解析による手法，(2)スケッチベースの手法，(3)事前情報（テン
プレートモデルや統計モデル）を用いる手法が挙げられる．(1)画像解析技術を用いた手
法は，入力となる画像から陰影情報や輪郭，色味情報といった局所特徴量を抽出し，物体
の深度情報を取得する．しかし，この手法はキャラクタデザイナが描くような物理的に正
しくない陰影やラフ画には対応できないことや，ユーザによる生成結果の編集が困難であ
ることが課題として挙げられる．(2)スケッチベースの手法は，ユーザが入力したイラス
トの輪郭線情報 [60, 59, 61]を基に、球体や筒形状 [62]といったモデルの集合体としてイラ
ストを近似する．この手法によって，専門的な知識を用いることなくユーザは絵を描くよ
うに 3Dモデリングを実現した一方，アーティストが時間をかけて描がいたイラストのよ
うな詳細な表現を再現することが困難であった．(3)その一方，「作成する 3Dモデルを顔モ
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デルに限定する」「3Dモデルの基礎となる初期形状を与える」といった事前情報 [63, 64]
や統計学モデルを用いた手法によって，写真一枚から自動かつ高精細なモデルを高速に作
成することが実現している．しかし，この手法は事前情報に大きく依存し，アーティスト
一人一人の個性的な作品ごとに適切なモデルを逐次作成しなければならない．このように
調査した結果，生成可能なキャラクタの種類が写実的な画像だけに限らず，モデル生成の
際に事前情報に依存しないシステムを構築する必要があることが分かった．そこで解決策
の一つとして，我々はアーティストの作りこんだ作品を 3Dモデルにするために「専門知
識を用いないことでアーティスト自ら、モデル化できる」「操作一つ一つがシンプルであ
る」新しい 3Dモデリング用インターフェースを開発する．我々は，実際の映画やゲーム
に登場するキャラクタを作成する際，デザイナが想像するキャラクタのイメージを具体的
にするために描く「多視点からのイラスト」あるいは「複数の表情や姿勢」で構成された
キャラクタシートに着目し，イラスト平面上に「特徴点を手動で配置する」という非常に
シンプルな操作だけで，イラストを直接 3Dモデルにするフレームワークを考案した.
また，ユーザのモデリング作業をサポートするための機能として (1)二次元平面状での
特徴点の初期座標の推定，(2)軸及びイラストの領域指定機能，(3)特徴点位置を編集した
時の同期機能，(4)左右及び前後への特徴点座標のコピー機能，(5)テクスチャマップの編
集用ブラシツールを搭載している．このシステムの長所として事前情報（データベース）
を用いることなく，一から 3Dモデルを簡単にデザインできることから、スケッチブック
に描くようなラフなモデルから，詳細に作りこんだ複雑なモデルといったようにユーザの
目的に応じた品質のモデリングを行うことが可能なことが挙げられる．本研究のユーザテ
ストとしてグラフィックデザイナ及びアニメータといったプロのアーティスト 30名に本イ
ンターフェースを実際に使用してもらった結果，すべてのユーザが 30分以内に 3Dモデル
を作成することができたことを確認している.
5.2 ????
5.2.1 ???????? 3D???????
近年，単画像および複数画像から 3Dモデルを生成する手法はたくさん公開されてきた.
全自動生成手法として，画像の陰影情報や輪郭，色味情報を解析することで深度情報を取
得する Shape From X が挙げられる．但し structure-from-motionや photometric stereo
手法のようにローカルな情報に基づく手法は，デザイナが描くようなイラストと写真（写
実的な作品）に適用できず，直接適用した場合は推定された結果の誤差値が大きい，また
は極端にノイズの乗った結果，あるいは極端に滑らかなモデルが得られてしまう可能性が
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図 5.1: 本手法の生成結果の一例.
ある．これはデザイナの描くイラストは物理的に正しい形状や陰影情報を持たないことが
原因として挙げられる．その一方，Wang et al.[65] や Zhang et al. [66] は単画像に深度情
報を付与するユーザ操作を前提とした半自動的な 3Dモデリングシステムを提案した．本
手法によって自然な 3Dモデルを生成することができる一方，ユーザに対し複雑な操作を
要求する課題が挙げられる．
一方，最もシンプルな操作である特徴点（ローカル情報）を配置することで 3Dモデル
を作成する手作業フレームワークは多数提案されてきたが，任意の視点画像を確認しつつ，
三次元空間にメッシュ情報を構築することが非常に困難あった．そこで，Thorma¨hlen et
al.[67]は動画シーケンスのローカル情報を基に平行投影された他視点画像を合成する手法
を考案し，画像を参考に 3Dモデリングをする際に「ユーザに位置を想像しやすくする」
というユーザ支援の手法を考案した．この支援方法は，実際の映画やゲームにおいて，プ
ロのアーティストが正面，側面，背面といったイメージしやすい視点から描かれたイラス
トを作成し，イラストを基にプロの 3Dモデラーがモデリングを行う工程を参考にしてい
る．そこで本手法においても，Thorma¨hlenの考え方が前提としていた「ユーザに位置を
想像しやすい視点の画像」を基に「手作業]でモデリングを行うための方法を検討する．
5.2.2 ???????? 3D???????
上記の画像解析システムで用いられるような局所的な特徴量とは異なり，シルエットや
中心線等を用いた伝統的なデザイン技法を模した手法 [68, 69, 70]や入力となる画像にユー
49
ザが直接曲線等を書き込むことで 3Dモデルを実現するスケッチベースドな手法 [71, 72, 73]
が提案されている. その中でも特に，輪郭線を基にイラストを球体 [?, 59, ?]や筒 [62]な
どの簡単な形状に近似し，疑似的に深度情報を与える手法は，専門的な知識なしに簡易的
な 3Dモデルを生成できる手法として注目されてきた．また，より複雑なモデルを生成す
るために，一旦作成した 3Dモデルの表面上を編集するためのスケッチベースな手法もこ
れまでに多数考案されてきた [74, 75, 76, 77]. この発想は単純に 3Dモデルを制作するだ
けにとどまらず，イラストに付与できる深度情報を基にRiver et al [78]や Yeh et al. [79]
は 3Dモデルと 2Dモデル (二次元画像)の中間となる 2.5Dモデルを構築するといった新た
な可能性を模索されてきた．また，Levi et al. [80]や Bessmeltsev et al. [81]はイラスト
を輪郭ではなく，芯となる骨格構造を基に 3Dモデリングを行うシステムを実現した. こ
のようにイラストを簡易的な形状に近似するスケッチベースの手法は，高速かつ簡単にモ
デリングできる反面，現時点ではデザイナが描く個性的な形状に対応できない点が課題と
して挙げられている．
そこで，我々は簡易的な形状に近似せず，イラストに直接アノテーションとなる特徴点
を配置するだけでモデリングを行う手法に着目する．具体的には，ユーザは多視点から描
かれたイラストに特徴点（アノテーション）のみを配置し，その情報を基に 3Dモデルを対
話的に作成するものである．本システムは部分的に Facade system [82]や Photomodeler
のようなモデリング手法を参考にしている.
5.2.3 ???????? 3D???????
これまでに 3Dモデルのジオメトリを簡単に設定することを目的とし，テンプレートモ
デルを使用する手法が考案されている．入力が単画像の場合，二次元画像状の特徴点の位
置と三次元モデルから投影された頂点座標に合うようにテンプレートモデルを変形させ
[83, 64]，複数画像の場合は各特徴点から推定された三次元座標を制約条件とするアプロー
チがとられている [63]. また，テンプレートモデルは医療データのような複雑なボリュー
ムデータにも適用ができる点 [84]が長所として挙げられる一方，入力したテンプレートモ
デルの種類（例：顔形状）や解像度等に大きく依存する．
また，事前情報として大量の 3Dモデルを解析した統計モデルを用いた 3Dモデリング手
法も注目されている [85]. 特に人間の顔形状復元手法として，Blanz et al.[86]や Amberg
et al. [87]は主成分分析 (PCA)を基に linear morphable modelを作成するアプローチを
提案している. これらの手法によって，3D顔モデルを低次元空間上で扱うことができ，各
パラメータを変更することで 3Dキャラクタの顔モデルをカスタマイズすることができる．
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しかしその一方，解析時に大量のトレーニングデータが必要となる点，初期条件によって
解析結果自体が大きく変わる点，ユーザがパラメータを変更した際に 3Dモデルの結果に
どのように反映されるかを把握することが難しい点，モデルの種類ごとにモデルを逐次構
築する必要があるといった課題が挙げられる．これらの手法は 3Dモデリングに関する専
門知識のなく，とにかく簡単に 3Dモデルの結果を得たいユーザに対して非常に有効な手
法であるが，映画やゲームで登場するようなキャラクタを描くデザイナのようにイラスト
を一つ一つを丁寧に描き込み，高品質な 3Dモデルを自ら生み出したいと願うユーザにとっ
ては望ましくない結果になってしまう．そこで，我々は事前情報による自動及び半自動的
な生成ではなく，テンプレートモデルを用いたユーザの手作業をサポート支援する機能を
開発する.
5.3 ??????
本システムは複数の視点で描かれたイラストに特徴点を指定するだけで 3次元モデルを
簡単に生成するものである．手順としては，ユーザが複数視点でキャラクタを描いた画像
を用意し，その画像のなかからキャラクタのイラスト位置（バウンディングボックス）と
視点（向き）を指定する．次に各領域においてキャラクタの目や鼻といった位置の対応関
係を取得するために，イラスト上に二次元特徴点を指定する．指定した特徴点の位置をド
ラッグアンドドロップで編集することもできる．
図 5.2: 提案手法の概要.
さらに二次元特徴点を配置する際，本システムは以下の 4つのサポート機能を有している．
1)????????????????
ユーザがある視点のイラスト領域に特徴点を配置した際，その特徴点の位置情報を基に
他視点のイラスト上に特徴点を配置する．
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2)???????????????????
ユーザが配置した特徴点の位置が軸に十分近い場合，「軸上に特徴点を配置した」と判定
し，軸上に平行移動させることができる．
3) ??????????????
左右，または前後といった対称性を持つデザインを対象とし，ユーザが片面に特徴点を
配置した際，反対の面に特徴点をコピーするものである．この機能によって，ユーザが用
意した画像が両面ある場合は特徴点の配置の手間を軽減し，片面しかない場合も 3Dモデ
ルを両面生成することができる．
4) ???????????????????
この機能は，ユーザが特徴点の位置を変更した際，残りの視点に存在する特徴点の位置
を更新することができる．
次にユーザが指定した二次元平面上の特徴点を基に (a)特徴点の三次元座標を推定，(b)
特徴点の領域分割，(c)各領域の面情報及び法線を計算することで，各領域のサーフェス
モデルを生成，(d)各領域のサーフェスモデルの境界を接続を自動かつ高速に行う．生成
したモデルを本インターフェースの右上部に提示することで，ユーザが二次元特徴点を移
動させることで 3Dモデルの形状がどのように編集されたかを逐次確認することができる．
3Dモデルの形状 (ジオメトリ)を決定した後，本システムは複数の視点からの描かれた
デザインを基に，3Dモデルに対するテクスチャマップを作成することができる. 具体的
な手順としては，上記の工程 (c)で分割した 3Dモデルの各サーフェス領域（三角形情報）
を基に，二次元平面上に配置した特徴点間を結ぶメッシュ構造を作成する．このメッシュ
構造を基に，複数視点のイラストのメッシュ単位の対応関係を取得し，一枚のテクスチャ
を作成する．その後，各サーフェス間を接続する工程 (d)の際に発生する境界線の除去，
およびユーザの好みに応じた調整を行うために，各視点のイラストをブレンドするための
ブラシツールを開発した．ユーザはブラシのサイズ及び重み係数を設定することができ，
3Dモデルの生成結果を表示する画面上に直接ストロークを描くことで編集することがで
きる．
5.4 ???????????
本章では，本インターフェースについて説明する.
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図 5.3: インターフェースのスクリーンショット.
5.4.1 ???????
本システムは，キャラクタを多視点から描いたデザインシート（例：キャラクタの頭部
イラスト）を用いる．最初に，デザインシートに描かれた各視点のイラストの領域（バウ
ンディングボックス）と視点の向き情報を指定する．バウンディングボックスを設定する
際，位置やサイズをドラッグアンドドロップで指定し，視点の向きは正面や側面といった
既定の方向を示すボタン (図 5.2の右上部)をクリック，またはプレビュー画面のマウスド
ラッグで微調整することができる．次に，各領域のバウンディングボックス中の中心軸を
マウスドラッグで指定する．その際，バウンディングボックスと視点の向き情報を利用し，
ユーザがバウンディングボックスの軸を編集した結果を残りの視点のバウンディングボッ
クスに同期させることができる．この工程によって，各視点のイラストのサイズを正規化
し，これらの領域を直接利用した 3Dモデル生成を行うことができる.
(a) (b) (c) (d) (e) (f) (g)
図 5.4: 向き指定ボタン (a)正面図, (b)右側, (c)左図 (d)背面図, (e)上図 (f)下図 (g)カ
スタム.
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5.4.2 ?????????????
次にユーザはマウスコントロールまたはタッチスクリーンを用いて，上記で指定した各
視点の領域に特徴点をそれぞれ指定する．ユーザが特徴点を指定する際の負担を軽減する
ために，ユーザが指定した領域の特徴点の位置を基に，残りの領域に対して特徴点を自動
配置する機能を追加した．具体的なアルゴリズムとして，我々は事前に 3Dテンプレート
モデルを用意し，ユーザの指定した二次元平面上の特徴点を 3Dテンプレートモデルの表
面に投影することで，残りの視点のバウンディングボックスに対して自動投影を行うもの
である．この自動配置された位置（初期位置）及びユーザが一度指定した特徴点の位置は、
ドラッグアンドドロップで自由に調整することができる．このテンプレートモデルはあく
までも初期位置を提示するためにすぎず，3Dモデリングの結果がテンプレートモデルの
解像度や形状に依存することはない．更に，ユーザが本インターフェースを用いて一度，
3Dモデルを生成すると，テンプレートモデルの形状を自動更新する機能を搭載させてい
る．この機能によって，「作りこめば作りこむほど」正確な特徴点の初期位置の配置を実現
する．また，前章で紹介したように各領域の軸付近に配置した特徴点を，軸（線）との距
離を基に軸上に移動させるフィッティング機能 (5.7)，ユーザが編集する特徴点の移動量を
基に残りの領域の位置を自動で移動させる同期機能（5.8），特徴点の位置を鏡面上に配置
する機能（5.9）を搭載している．
(a) (b) (c) (d)
図 5.5: (a)二次元特徴点の指定，(b)軸への補正機能, (c)同期機能, (d)鏡面複製機能.
5.4.3 3D?????
ユーザが指定した二次元平面状の特徴点を基に，各画像の投影行列Π : R3 
→ R2を基に
三角測量法を用いた特徴点の三次元ベクトル vi i ∈ {0 · · ·n}を計算する．
arg min
vi
M∑
j=0
||Πj(Rj · (vi − tj))− ˜vji ||2 (5.1)
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図 5.6: 初期位置推定機能.
図 5.7: 軸上への補正機能.
˜vji はユーザが指定した二次元平面状の特徴点ベクトル，但し j番目の画像領域 j ∈ {0 · · ·M}
に設定したバウンディングボックスを基に正規化している．tj は j番目の画像領域の中心
座標，Rj は回転行列をさす．推定された三次元座標を基に全体の 3Dモデルを生成するた
めに，推定された三次元特徴点群を正面，側面，背面それぞれ 90度ごとに領域分割し，そ
れぞれの領域に対して制約付きドロネー三角形分割を適用する．これにより，各領域にお
ける二次元平面上のメッシュ構造を作成し，三次元特徴点群にメッシュ構造を投影する．
この手順によって，各領域の三次元上のサーフェスモデル（頂点，面情報）を生成する．
各領域の間を補完するための方法として，今回は三角形単位のテッセレーションを施すこ
とで，ユーザが指定した特徴点座標の位置をずらすことなく 3Dモデルの生成を実現する．
また，三次元モデルを生成した後，本インターフェースではユーザは 3次元モデルの結果
を確認しつつ，二次元操作画面上の特徴点の位置を編集し，3次元モデルがどのように変
形していくかを逐次確認することができる (as see Figure 5.3). 更に，本システムは入力
となるイラストが片側面しかない場合を想定し，方側面から作成したサーフェスモデルの
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図 5.8: 特徴点の編集結果の同期機能.
図 5.9: 鏡面複製機能.
特徴点及び面情報を鏡面反転し，両側面のモデルを生成するをコピーする機能も追加して
いる．
本インターフェースはイラストの各領域に対しバウンディングボックスを指定し，頂点
単位の 3次元推定を行うことからイラストの向き，各領域の大きさ，パースがかかったイ
ラストに対しても同様の手順で直観的に作成できる利点を持つ．
5.4.4 ????????????
上記の手順で各領域を統合した三次元形状を生成できる一方，各領域のテクスチャ情報
の境界部に違和感が生じる可能性がある．複数枚の画像から一枚のテクスチャマップを作
成する手法として，これまでに多数の手法が提案されてきたものの，デザイナが手作業で
描いたイラストや，写真の光源情報が各視点で異なる場合は境界部が自然な結果を得るこ
とは難しい．そこで今回は，3Dモデルの表面上にストロークを描くことで，各視点のイ
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ラストをブレンドするブラシ機能を開発した．この機能は，3Dプレビュー画面上に二次
元上のストローク ˜ci ∈ R3, i ∈ {1 · · ·m}, を指定することで，3Dモデルの表面へ投影を行
う．手順としては，前節で作成したイラストのメッシュ構造と 3Dモデルを構成する三角
形 Tj構造の対応関係を基に，二次元平面上に描いたブラシストロークを 3Dモデルの表面
に投影するものである. 投影するために Sumnerら [49]の手法を参考に，3Dモデルを構
成する各三角形に仮想頂点 v4を定義する．
v4 = v1 +
(v2 − v1)× (v3 − v1)
||(v2 − v1)× (v3 − v1)|| (5.2)
二次元平面（各視点画像）上に射影された三角形の頂点ベクトルvi，3Dモデルの三角形の
頂点ベクトル ˜vi(i ∈ {1, 2, 3})とする．次に，仮想頂点による疑似的な四面体の頂点ベクト
ルを一つの行列，V˜ = {˜vj2 − ˜vj1, ˜vj3 − ˜vj1, ˜vj4 − ˜vj1} ∈ R3×3， V = {v2 −v1, v3 −v1, v4 −v1}
に格納し，アフィン変換行列Aji : R
3 
→ R2を決定する．
Aji = V˜ V
−1 (5.3)
以上で求めたアフィン変換行列を基に，入力したブラシストロークを 3Dモデルへの転写
し，ほかの視点から描かれたイラストへ転写する．
˜cji =
˜cj1 +A
j
i (ci − v1) (5.4)
図 5.10: テクスチャブラシ適用結果 - （左図）テクスチャ編集なし, (中央)テクスチャ編
集あり, (右部)ウエイトマップ.
今回はガウシアンオペレータを用いてピクセル間の色味の補間を行い，境界部の不自然
さを削減を実現した．この補間パラメータはウエイトマップとして画像データ形式として
自動的に書き出す機能を搭載し，どのようにブレンド編集したかを確認することができる．
以上の手順で作成した 3Dモデルを図 5.10に示す．この結果から，ブラシツールを使うこ
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図 5.11: トレーニングタスク.
とで自然なテクスチャマップを作成できていることが確認できる．
5.5 ???????
本システムのユーザテストとして，4名のプロのキャラクタデザイナと 2名の 3Dモデラ
に本システムを用いて 3Dモデルを制作してもらい，アンケート回答をしてもらった．本
ユーザスタディは各被験者に対し，以下のステップ（約 50分）を行ってもらった．
1) ????????????? (5− 10?).
初めに，各被験者に本システムの使い方を説明する．その際，筆者は 3Dモデルを作る
ための各ステップ及び，サポート機能を全て説明することとする．
2) ????????? (5− 10?).
次に，被験者はトレーニングタスクとして，筆者が準備した正面画，側面画から 3Dモ
デルを作成していただく．被験者は主に，二次元イラスト上に特徴点を指定または，境界
線，中心点の指定に対する質問があった．このタスクでは時間制約は設けず，あくまでも
本システムを使って 3Dモデルを作る工程を覚えてもらうことを目的とする．
3) ????????????????????? (30?).
本ステップでは，アーティストに自身で用意したイラスト，または筆者が用意したイラ
ストから 3Dモデルを自由にデザインしてもらった．また，3Dデザインの後，各被験者か
ら簡単なコメントをいただいた．以下に，いただいたコメントの一部を示す．
• 2Dから 3Dにモデリングすることができるのは素晴らしい．モデリングの知識がな
い子どもたちに使ってもらいたい.
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• 二次元操作と 3次元画面を確認しつつ，二次元操作のみで 3Dモデルを視覚的にデ
ザインできるのはとても簡単.
• これでPhotoshopで人物をもうすこし横向かせてほしいといった要望にも対応できる.
• 画像のパースやサイズが異なっても枠を指定するだけで正規化してくれるので，イ
ラストを用意すること自体もとても簡単.またサポートツールを使うことで，効率的
にモデルを作れた．
多くのアーティストは本システムの操作性をはじめ，従来のモデリングツールと比べ，効
率的に 3Dモデルをデザインできたとポジティブな意見が得られた．その一方，ある被験
者がより複雑なモデルをデザインする際に，モデルデザインに苦労する面がみられた．
• このインターフェースを使うことで，二次元操作のみで 3Dモデルの生成，編集結
果を確認できることはとても便利．しかし，3Dモデルの面情報とテクスチャ形状の
割り当てられ方を覚える必要があり，多少の練習は必要.
本システムでは，面情報とテクスチャ情報を生成するために，90°毎に領域を分割してい
る．つまり，ユーザの指定した頂点の位置や分布によっては，ユーザが求める面情報やテ
クスチャを正しく生成できない可能性がある．つまり，現インターフェースは従来の 3D
モデリングツールの知識がないユーザも 3Dモデルをデザインできるようになったものの，
多少の慣れが必要であると言える.
5.6 ????????
本システムは，ユーザが二次元上に追加した特徴点を基に高速に 3Dモデルを生成可能
であることから，ユーザは生成結果及び，特徴点の位置を変更した際の結果を確認しつつ，
対話的に 3Dモデルを生成することができる．本システムはWindows 7 notebook PC with
Intel(R) Core(TM) i7-5500U CPUを用いることで，5秒程度に 3Dモデルを作成するこ
とができる．生成において最も時間を要したのは，入力となるデザインシート上のキャラ
クタの解像度に依存する「テクスチャマップ生成」の過程であるものの，この工程は事前
計算等を行うことで更に高速化することも可能である．本システムの汎用性を確認するた
めに，実際の写真やラフスケッチを含む複数の二次元イラストを基に 3Dモデルを作成し
た（図 4.4）. これらの結果は，ユーザが配置する特徴点の数に依存するものの，いずれも
30分以内に作成することができる．
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図 5.12: アーティストによる 3Dモデル生成結果.
??????. 本システムは様々な二次元イラストを直接 3Dモデルにすることができる
反面，また，生成結果はユーザが指定した頂点の数に依存することから、髪の毛のように
シャープな面とスムーズな面を共に含む場合が困難である．そこで，イラストから得られ
る大域的な特徴（色味）や，または局所的な特徴（輪郭）を解析することで，よりユーザ
が特徴点を配置する際の手間を軽減させることができるのではないかと考えている．また，
本システムではユーザの指定した特徴点の位置を三次元空間上で推定し，メッシュ作成を
することから，ユーザが指定した一部の特徴点を基に頂点数の増加（高解像度化）といっ
たサポート機能を追加する必要がある．
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図 5.13: 3Dモデルの生成結果の一例（食品モデル）.
5.7 ?????????
本章では，シンプルな操作のみでデザイナが描いたイラストを直接 3Dモデル化にする
ためのインターフェースを紹介した．また，本インターフェースの機能を用いることで，
ユーザは操作用の二次元画面（イラスト）と 3Dモデル結果表示の画面を同時確認しつつ，
直観的に 3Dモデルを作りこむことができる．将来的には，我々は単純に 3Dモデルを作
るだけでなく，VR技術等と組み合わせることで，映像制作の際の 3Dモデラーとペイン
トデザイナの感覚の違いを埋めることができると考えている．
今後の課題としては，より大きな 3Dモデル（例：キャラクタの全身や巨大建造物）を
制作できるように，Autodesk社のMeshmixarや poisson方程式を用いた手法 [88]等を導
入し，3Dモデル同士をより自然に合成する機能を導入することが挙げられる. また，画
像解析技術を組み合わせることで，アーティストの描いたイラストから得られた情報 (例：
エッジ情報)に基づいたサポート機能（制約条件）を導入したいと考えている．最後に，こ
の手法を応用することで 3Dキャラクタの表情変化をはじめ、動き情報も二次元平面上で
コントロールすることができると考えられる．我々は，本フレームワークがこれまでのイ
ンタラクティブなモデリング手法におけるペイントデザイナに対する一つの答えとなるこ
とを信じている.
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?6? ??
6.1 ??
本研究では、デジタルコンテンツ作品の制作において最も課題となる「専門的な知見」
を用いる必要のないフレームワークを確立することである．本稿で提案した動画を基に
漫画を生成する手法及び，擬音語を定量化するフレームワークを利用することで，アニメ
作品や漫画作品らしい演出を全自動で実現したと言える．さらに，提案したお絵かきイン
ターフェース及びモデリングインターフェースを用いることで，アニメーション制作や 3D
制作におけるハードルを大幅に下げ，デザイナ（ユーザ）の意図を反映した作品を効率的
に制作できるようになった．本章では、これらの研究成果に対するまとめ及び，そこから
導かれる今後の課題を述べる．
第 2章では，アニメ作品と原作漫画の対応関係を基に漫画のコマらしいフレームを抽出す
ることで効率的な情報圧縮及び，漫画生成を実現した．更に漫画とアニメ作品の一致度合
いを映像要約の精度の尺度として定義することで,従来手法では一切言及されてこなかっ
た動画の情報圧縮に関して，定量的な精度評価が可能となり，約 1.5倍の精度向上を実現
した．また,本手法はあらゆる映像作品 (実写映画,インターネット動画)への適用も可能で
あり,評価関数を用いることで漫画のコマの大きさを調整し動画内容の一覧性を高めるこ
とができる．
第 3章では，言語学や心理学で提唱される音象徴とよばれる定性的な理論を基に，アニメ
作品の演出の一つ，擬音語アニメーションを効率的に作るためのフレームワークを提案し
た．提示された擬音語をインタラクティブに変更し，擬音語から感じ取る印象の値を再学
習することで，各ユーザの好みに合った多彩な擬音語アニメーションを短時間で作成可能
となった．
第 4章では，従来から存在するようなアニメーションツールの拡張として，ユーザの描い
た複数のイラストの特徴を保持しつつ、自然なアニメーションを生成する手法を提案した．
通常はストロークの角度や長さといった非線形なルールを用いて変形を行っていたものを，
ストローク上に疑似的な頂点を配置するこどで，これまでの 2D及び 3Dモデルに用いら
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れるメッシュ変形手法を適用できるように拡張を行った．この結果，高速かつ安定した変
形が可能となった．また，任意のイラストに対し既定の動作を割り当てるデータドリブン
な機能を導入することで，「一枚の絵を描くだけで、絵が動き出す」というフレームワーク
の可能性を提示することができた．
第 5章では，実際のアニメ制作現場におけるプロのデザイナの創作活動の範囲を拡張する
ためのシステムを提案したのは我々が初めてである．その理由として「デザイナの感性」
と「研究者が提唱する理論」の違いから,(1)イラストを編集する研究と,(2)3DCG映像を
高品質にする物理方程式ベースの研究が,それぞれ独立して行われていたため,それぞれの
間をつなぐ架け橋になる研究を行う研究機関 (大学および企業)が存在しなかったことが
あげられる．これまでは静止画を描くだけのデザイナが，自分の想像力を活かしたデジタ
ル作品を制作するためのハードルを大幅に下げ，アニメやゲーム産業的な競争力の強化に
もつながる．3DCG技術に関する専門知識を持たないデザイナを対象とした評価実験の結
果,約 5分の操作説明のみで全ての被験者が 5 20分程度で 3Dキャラクタやアニメーショ
ンを制作できたことを確認した．これまでの既存ツールの場合,数日 数十日程度を要する
ことから,本研究は劇的な成果だといえる．
6.2 ?????
本研究において残された今後の課題は以下のとおりである.
1. 第 2章で提案した手法はアニメ作品における大域的な画像特徴量のみを基に漫画を生
成したことから，音響情報での演出を考慮できない．そのため、音響特徴量を組み合わせ
たキーフレームの検出及び，漫画上のレイアウトが必要であると考えられる．また，本シ
ステムのアイディアであった「原作漫画とアニメ作品の対応関係」を大規模なデータベー
スとして用意することで，機械学習ベースの漫画生成手法にも取り組んでいきたい．
2. 第 3章で提案した擬音語の付与手法は，擬音語から感じ取ることのできる印象の種類
の拡張が課題である．提案法はあくまで「二物体の衝突アニメーション」に対する擬音語
に限定されていたものなので，アーティストが求めるようなシーンに適用できるとは限ら
ない．そこで，音声情報や動画から抽出した特徴量を組み合わせることが必要であると考
えられる．
3. 第 4章で提案したお絵かきインターフェースは，ユーザが描いたイラストを構成する
ストロークを滑らかに補完する技術に着目したものである．しかし，ユーザが描き順を意
識しなければならない点や，複数のストロークで描かれた箇所をまとめてアニメーション
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を行う機能を搭載していないことから，ユーザのトライアンドエラーで操作する手間がか
かることが課題として挙げられる．そこで，描き順やグルーピングを行うための対応付け
の手法が必要であると考えられる．
4. 第 5章ではプロのアーティストを対象に専門知識を用いることなく 3Dモデルを生成す
るインターフェースを開発した．しかし、あくまでユーザの指定した特徴点のみを考慮し
たモデル構築手法であることから，ユーザの好みに応じて解像度を調整できる一方，高解
像なモデルを制作するのは時間がかかりすぎることが課題として挙げられる．アーティス
トが描いたイラストから得られる特徴量を考慮することで，ユーザが「一部の特徴点を指
定するだけで，残りの特徴点の位置を予測する」「メッシュ生成における制約」といった
手法を模索することが必要であると言える．
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今日に至るまで終始ご指導を賜り、貴重な研究の機会を与えて下さいました森島繁生教
授に深く感謝の意を表します。また、学位審査の副査をお引き受けいただき、ご指導を頂
いた早稲田大学の橋本周司教授、小松進一教授、東京大学の五十嵐健夫教授に厚く御礼申
し上げます。また，僕自身に新たな研究のチャンスを与えてくださった Adobe Research
のDaichi Ito氏，Darshan Prasad氏, Duygu Ceylan氏, Nathan Carr氏,Radomir Mech
氏をはじめ，インターン仲間たちに重ねて感謝申し上げます。また様々な形で研究を支援
していただいた、早稲田大学森島研究室の卒業生・在学生の皆様に深くお礼申し上げます。
最後に、現在に至るまでの大学生活の間、筆者を精神的・経済的に支えてくれた両親と兄、
祖父母、そして友人達に心より感謝致します。
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