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ANALYTICITÉ DES APPLICATIONS CR DANS DES VARIÉTÉS
PRESQUE COMPLEXES.
Résumé. Nous étudions l’analyticité des applications CR entre deux hypersurfaces
dans des variétés presque complexes. Nous démontrons l’analyticité d’une telle ap-
plication lorsque la structure presque complexe d’arrivée est une déformation d’une
structure modèle et lorsque l’hypersurface d’arrivée a une fonction définissante par-
ticulière. La preuve utilise la méthode de prolongation des systèmes d’équations aux
dérivées partielles ainsi que la théorie des systèmes complets.
1. Introduction
Le travail fondamental de M. Gromov ([Gro85]) établit des résultats de référence
en géométrie symplectique. Les courbes pseudo-holomorphes constituent un des outils
essentiels de ce travail. L’analyse dans les variétés presque complexes se situe donc
au cœur des préoccupations en géométrie symplectique. L’étude des disques pseudo-
holomorphes et de leur régularité au bord ([IR04]), ainsi que des propriétés des domaines
strictement pseudoconvexes ([EG91], [McD91]) ont déjà permis d’obtenir des résultats
en géométrie symplectique et en géométrie de contact.
Depuis le théorème de Newlander-Nirenberg ([NN57]), nous savons qu’une structure
presque complexe n’est pas nécessairement intégrable. De nombreux travaux ont natu-
rellement cherché à savoir quels résultats demeurent dans le cadre presque complexe
et quels sont les résultats qui font défaut. Ainsi, l’équivalence entre la positivité de la
forme de Lévi et l’existence de fonctions d’exhaustion strictement plurisousharmoniques
permet, comme dans le cadre complexe, de caractériser les domaines pseudoconvexes
dans les variétés presque complexes ([DS08]). En revanche, le théorème de Wong-Rosay
n’est plus vérifié dans le cadre presque complexe ([Lee06]). Pour démontrer les résultats
qui demeurent, il est nécessaire d’adapter les techniques de l’analyse complexe.
Nous nous intéressons ici à l’analyticité des applications CR entre deux variétés
presque complexes. Dans le cadre complexe, un tel résultat concernant l’analyticité
d’une application CR entre deux variétés a été établi pour la première fois par S. Pin-
chuk dans [Pin75] et H. Lewy dans [Lew76] en utilisant un principe de réflexion : si
les variétés M et M ′ sont strictement pseudoconvexes et analytiques réelles, un difféo-
morphisme CR de classe C∞ entre M et M ′ s’étend en une application holomorphe. Le
principe de réflexion est aussi utilisé par F. Forstneric dans [For89] et par J. Faran dans
[Far90].
De plus, M. S. Baouendi, J. Jacobowitz et F. Treves ([BJT85]) ont démontré l’ana-
lyticité des difféomorphismes C∞ entre deux variétés pseudoconvexes CR dont l’une
des deux est essentiellement finie. Une hypothèse supplémentaire de prolongation est
nécessaire afin d’autoriser l’utilisation du “edge of the wedge theorem”.
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Enfin, C. K. Han obtient des résultats d’analyticité en utilisant la théorie de prolon-
gation et des systèmes complets, dans [Han97] et [Han83] notamment. Il s’agit d’obtenir
un système complet dont la fonction CR f est solution en différençiant les équations de
Cauchy-Riemann tangentielles vérifiées par cette fonction f .
Dans le cas presque complexe, nous pouvons utiliser la théorie de la prolongation et
démontrer le Théorème 1.1, qui constitue le résultat principal de cet article. Il s’agit
d’une généralisation au cas presque complexe d’un théorème dû à C. K. Han ([Han97]),
pour certaines déformations des structures modèles vérifiant la condition (∗) (voir la
section 4.1 pour la définition précise).
Théorème 1.1. Soient Γ et Γ′ deux hypersurfaces dans Cn telles que Γ = {z ∈
Cn, ρ(z) = 0}, où ρ est une fonction analytique réelle telle que telle que ρ(z) = Re(zn)+
|z′|2 + o(|z|) et Γ′ = {w ∈ Cn, ρ′(w) = 0}, où ρ′ est une fonction analytique réelle telle
que ρ′(w) = Re(wn) + |w′|2 + o(|w|). Soient J et J ′ deux structures presque complexes
analytiques réelles sur Cn, avec J ′ une structure vérifiant la condition (∗).
Soit U une boule ouverte centrée en 0 dans Cn. Soit g : Γ∩U → Γ′ une application CR
de classe C4. On suppose que g un difféomorphisme local en 0 et que g(0) = 0. Alors g
est uniquement déterminée par ses jets d’ordre 2 en un point, et g est analytique réelle.
On a donc :
Corollaire 1.2. Soit Γ une hypersurface définie sur Cn par Γ = {w ∈ Cn, ρ(w) = 0},
où ρ est une fonction analytique réelle telle que ρ(w) = Re(wn) + |w′|2 + o(|w|). Soit J
une structure presque complexe sur Cn vérifiant la condition (∗). Alors, le groupe des
automorphismes CR de (Γ, J) est de dimension finie et dimRAut(Γ, J) 6 (2n)3.
Remarquons que cette estimée sur la dimension n’est pas précise.
Nous signalons aussi que la démonstration du Théorème 1.1 s’adapte dans le cas où
les hypersurfaces et les structures presque complexes sont lisses. On obtient alors que
l’application est uniquement déterminée par ses jets d’ordre 2 en un point.
La preuve du Théorème 1.1 constitue un premier pas vers la démonstration d’un
résultat plus général concernant l’analyticité des applications CR entre deux hyper-
surfaces strictement pseudoconvexes dans des variétés presque complexes analytiques
réelles.
La théorie des systèmes complets ([Han08]) permet de démontrer que certaines appli-
cations sont analytiques réelles. Il suffit d’exprimer toutes les dérivées d’un certain ordre
k d’une fonction f vérifiant un système d’équations différentielles comme des fonctions
analytiques réelles des dérivées d’ordre inférieur ou égal à k-1 de cette fonction pour
conclure à l’analyticité de la fonction f . (cf. 1.4)
Les structures modèles, introduites dans [CGS05] et étudiées dans [GS06], jouent un
rôle de référence dans l’étude des propriétés des domaines strictement pseudoconvexes.
Elles apparaissent naturellement comme limite d’un processus de dilatation anisotrope
des coordonnées et constituent l’analogue presque complexe de la boule dans le cadre
complexe. En effet, dans le cadre complexe, le théorème de Wong-Rosay ([Won77],
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[Ros79]) stipule que, à biholomorphisme près, le seul domaine strictement pseudocon-
vexe à groupe d’automorphisme non compact est la boule unité. Il s’agit un résultat
local puisqu’un domaine strictement pseudoconvexe qui admet une orbite d’accumu-
lation en un point de stricte pseudoconvexité de sa frontière est biholomorphe à la
boule unité ([GKK02]). Ce résultat fait défaut dans le cadre presque complexe. En ef-
fet, les structures modèles admettent des orbites d’accumulation en un point de stricte
J-pseudoconvexité de leur frontière. De plus, un domaine qui admet une orbite d’accu-
mulation en un point de stricte J-pseudoconvexité de sa frontière est biholomorphe à
une variété modèle ([GS06], [Lee06]).
Les structures modèles ont notamment été utilisées par H. Gaussier et A. Sukhov
([GS06]) pour démontrer qu’un difféomorphisme lisse entre deux domaines D et D′
lisses et relativement compacts dans des variétés réelles s’étend à la frontière à condi-
tion que D admette une structure presque complexe lisse sur D telle que (D, J) soit
strictement pseudoconvexe et que la structure f?(J) admette une extension lisse sur D′
avec (D′, f?(J)) strictement pseudoconvexe.
On peut noter que toute variété presque complexe strictement pseudoconvexe est une
petite déformation d’une variété modèle. Ce résultat classique est obtenu en utilisant
une technique de dilatation anisotrope des coordonnées. Cette méthode constitue un
analogue presque complexe de la technique des dilatations introduite par S. Pinchuk
([Pin91]) dans le cadre complexe.
Les structures presque complexes vérifiant la condition (∗) sont particulières puisque
le défaut d’intégrabilité de T 1,0J Cn est porté par une seule direction. Les structures
vérifiant la condition (∗) constituent une généralisation des structures modèles. Dans
le cas de la dimension réelle 4, la seule structure modèle est la structure standard. En
revanche, la matrice complexe représentant une structure presque complexe vérifiant la
condition (∗) est de la forme suivante :
JC =

i 0 0 0
0 −i 0 0
a b i+ c d
b a d −i+ c
 .
Il existe donc des structures non standard qui vérifient la condition (∗). Il est tou-
jours possible, en dimension réelle 4, d’obtenir une forme “normale“ pour une structure
presque complexe ([Sik94]). La matrice complexe d’une telle structure est une matrice
diagonale par blocs :
JC =
(
J1(z) 0
0 J2(z)
)
.
Nous verrons que, même en dimension 2, il n’est pas toujours possible d’obtenir, après
un difféomorphisme local, une structure presque complexe vérifiant la condition (∗).
Dans le cas d’une application CR entre (Γ, J) et (Γ′, J ′) vérifiant les hypothèses du
Théorème 1.1, les équations de Cauchy-Riemann tangentielles sont très proches des
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équations dans le cas complexe. La prolongation du système CR afin d’obtenir un sys-
tème complet est essentiellement une adaptation de celle réalisée par C. K. Han dans
[Han97].
L’article est organisé comme suit : dans la première partie nous définissons les notions
de base concernant les variétés presque complexes. La deuxième partie est consacrée
à la démonstration du Théorème 1.1 dans le cas particulier où l’hypersurface Γ est
définie par Γ = {z ∈ Cn,Re(zn) + |z′|2 = 0}, (où z′ = (z1, · · · , zn−1)), et lorsque
les structures presque complexes sont des structures modèles. Nous établissons dans
le premier paragraphe le système d’équations de Cauchy-Riemann tangentielles véri-
fiées par la fonction f . Le deuxième paragraphe, très calculatoire, est consacré à la
démonstration d’une proposition clé : la Proposition 3.2. Il s’agit d’exprimer certaines
dérivées de la fonction f comme des fonctions analytiques réelles d’autres dérivées de
la fonction f . A l’aide de ce résultat, nous parvenons, dans le troisième paragraphe, à
expliciter un système complet vérifié par la fonction f et ainsi terminer la preuve. La
troisième partie contient la démonstration du théorème 1.1. Nous définissons dans le
premier paragraphe les structures presque complexes vérifiant la condition (∗). Dans le
deuxième paragraphe, nous montrons que le système d’équations de Cauchy-Riemann
tangentielles vérifiées par la fonction g permet d’appliquer la même méthode que dans
la démonstration du Théorème 3.1 pour obtenir l’analyticité de la fonction g. Nous don-
nons dans le troisième paragraphe une interprétation géométrique pour les structures
presque complexes vérifiant la condition (∗).
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2. Préliminaires
2.1. Variétés presque complexes, Applications CR. Soit M une variété diffé-
rentielle de dimension réelle 2n. Une structure presque complexe J sur M est la
donnée d’un isomorphisme de fibrés vectoriels différentiable, J : T (M) → T (M) vé-
rifiant J2 = −I. On appelle variété presque complexe une variété différentielle M
munie d’une structure presque complexe J .
Une structure presque complexe J est dite intégrable lorsque (M,J) est une variété
complexe.
Soient (M,J) et (M ′, J ′) deux variétés presque complexes. Une application f : M →
M ′ de classe C1 est dite (J, J ′)-holomorphe, ou pseudo-holomorphe, si
∀z ∈M, dfz ◦ Jz = J ′f(z) ◦ dfz.(2.1)
Soit Γ une sous-variété de (M,J). Nous noterons TCΓ le complexifié de l’espace tangent
de Γ : TCΓ = C ⊗ TΓ. On définit l’espace tangent J-holomorphe de Γ par H1,0Γ =
{Z ∈ TCΓ, JZ = iZ}. Il intervient dans la définition d’une application CR entre deux
variétés presque complexes :
Définition 2.1. Soient (M,J) et (N, J ′) deux variétés presque complexes. Soient Γ
et Γ′ deux sous-variétés de M et N . Une application C1, f : Γ → Γ′ est dite CR si
f?{H1,0Γ} ⊂ H1,0Γ′.
Remarque 2.2. Soit f : (M,J) 7→ (M ′, J ′) une bijection pseudo-holomorphe. Soit
Γ une sous-variété de M . Alors l’application f˜ = f|Γ définie sur Γ et à valeurs dans
f(Γ) = Γ′ est CR.
Localement, soient Ω et Ω′ des ouverts de M et M ′, tels que Γ ∩ Ω est non vide, soit
f : (Ω, J) 7→ (Ω′, J ′) une bijection pseudo-holomorphe. Alors l’application f˜ = f|Γ∩Ω
définie sur Γ ∩ Ω et à valeurs dans f(Γ ∩ Ω) est CR.
Si ϕ est une 1-forme sur M , alors J?ϕ est la forme définie sur l’espace tangent de M
par, (J?ϕ)X = ϕ(JX), pour X ∈ TM . Le crochet de Lie de deux champs de vecteurs
X et Y est le champ de vecteurs [X, Y ] tel que pour toute fonction f de classe C∞
sur M , on ait : [X, Y ]f = X(Y f) − Y (Xf). Soit Γ une hypersurface réelle lisse de M
définie par Γ = {r = 0}. Soit p ∈ Γ. Le fibré tangent J-holomorphe de Γ est défini par
HJp Γ = TpΓ ∩ JTpΓ. C’est sur cet espace qu’est définie la forme de Lévi :
Définition 2.3. (1) La forme de Lévi de Γ en p est l’application définie sur HJp Γ
par LJΓ(Xp) = J?dr[X, JX]p, où X est un champ de vecteurs de HJΓ tel que
X(p) = Xp. (La définition ne dépend pas du choix d’un tel X).
(2) Une variété presque complexe (M,J) est dite strictement J-pseudoconvexe
en p si, pour tout Xp tel que Xp ∈ HJp Γ, LJΓ(Xp) > 0. L’hypersurface Γ est dite
strictement J-pseudoconvexe si elle l’est en tout point.
2.2. Structures modèles. Nous définissons maintenant les structures modèles. Nous
utilisons les notations de H. Gaussier et A. Sukhov dans [GS06].
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Définition 2.4. Une structure presque complexe J sur Cn est dite structure modèle
si J(z) = Jst + L(z), où L est une matrice L = (Lj,k)16j,k62n telle que
Lj,k = 0 si 1 6 j 6 2n− 2, 1 6 k 6 2n,
Lj,k =
n−1∑
l=1
(aj,kl zl + a
j,k
l zl), a
j,k
l ∈ C, si j = 2n− 1, 2n et k = 1, . . . , 2n− 2.
La complexification JC d’une structure modèle s’écrit comme une matrice complexe 2n×
2n :
JC =

i 0 0 0 . . . 0 0
0 −i 0 0 . . . 0 0
0 0 i 0 . . . 0 0
0 0 0 −i . . . 0 0
. . . . . . . . . . . . . . . . . . . . .
0 L˜2n−1,2(z, z) 0 L˜2n−1,4(z, z) . . . i 0
L˜2n,1(z, z) 0 L˜2n,3(z, z) 0 . . . 0 −i

,
avec L˜2n,2i−1(z, z) =
∑n−1
l=1 (α
i
lzl + β
i
lzl), où αil, βil ∈ C et L˜2n,2i−1 = L˜2n−1,2i.
Soit J une structure modèle sur Cn, et D = {z ∈ Cn, Re(zn) + P (z′, z′) = 0}, avec P
un polynôme homogène du second degré sur Cn−1 à valeurs réelles. Le couple (D, J) est
dit domaine modèle si D est strictement J-pseudoconvexe au voisinage de l’origine.
Remarquons qu’une structure modèle est nécessairement analytique réelle.
Nous étudions maintenant les structures modèles et l’espace tangent J-holomorphe
pour l’hypersurface Γ définie par Γ = ∂H = {z ∈ Cn,Re(zn) + |z′|2 = 0}, où z′ =
(z1, · · · , zn−1) et H est le demi-plan de Siegel défini parH = {z ∈ Cn,Re(zn)+|z′|2 < 0}.
Soit Jmod une structure modèle sur Cn. Soit H1,0∂H = T∂H ∩ JT∂H l’espace tangent
J-holomorphe . Les (n− 1) champs de vecteurs
(2.2) Lj =
∂
∂zi
+ αj(z)
∂
∂zn
+ βj(z)
∂
∂zn
, j = 1, . . . , n− 1,
forment une base de H1,0∂H, avec
(2.3) βj(z) = − i
2
L˜2n,2j−1(z) = − i
2
n−1∑
l=1
(αjl zl + β
j
l zl) :=
n−1∑
l=1
(ajl zl + b
j
l zl)
et,
(2.4) αj(z) = 2(
i
4
L˜2n,2j−1(z)− zj) = −
n−1∑
l=1
(ajl zl + b
j
l zl)− 2zj
Nous définissons un champ de vecteurs T comme étant la projection du champ de
vecteurs [L1, L1] dans TC∂H/H1,0∂H
⊕
H1,0∂H. Nous avons alors
TC∂H = H1,0∂H
⊕
H1,0∂H
⊕
< T > .
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Le calcul du crochet de Lie [L1, L1] permet de calculer explicitement le champ T . Nous
avons T = i(
∂
∂zn
− ∂
∂zn
). Ainsi, {T, Lj, Lj, j = 1, . . . , n− 1} est une base de TC∂H, le
complexifié de l’espace tangent de ∂H.
En particulier, nous remarquons que
(2.5) [Lj, Lk] = γj,kT, avec γj,k =

−2i+ 1
2
(
βjj + β
j
j
)
si j = k
1
2
(
βjk + β
k
j
)
si j 6= k.
Ainsi,
(2.6) LkLj = LjLk − [Lj, Lk] = LjLk − γj,kT.
On remarque en particulier que pour tout j = 1, . . . , n − 1, γj,j 6= 0. Nous avons aussi
[Lk, Lj] = γk,jT , avec γk,j = −γj,k.
Il faut noter que γj,k est constant. Enfin, nous remarquons que les champs T et Lk,
(k = 1, . . . , n− 1) commutent, ainsi que les champs T et Lk, (k = 1, . . . , n− 1).
2.3. Systèmes complets. La théorie des systèmes complets permet de conclure à
l’analyticité des applications vérifiant un tel système. Dans ce paragraphe, nous définis-
sons les systèmes complets. Nous utilisons les notations et nous rappellons les résultats
de [Han08].
Soient U et V des ouverts de Rm et Rn. Soit f = (f1, . . . , fn) : U → V une application
de classe Ck, vérifiant un système d’équations différentielles d’ordre q (q ≤ k), pour
x = (x1, . . . , xm) ∈ U :
∆p(x,D
βf, |β| ≤ q) = 0, p = 1, . . . , l,(2.7)
où les applications ∆p sont lisses.
Définition 2.5. On dit que f vérifie un système complet d’ordre k lorsque toutes les
dérivées partielles de fj, j = 1, . . . , n, d’ordre k peuvent être exprimées comme des
fonctions lisses des derivées de f1, . . . , fn d’ordre inférieur à k :
Pour tout j = 1, . . . , n, pour tout multi-indice α tel que |α| = k, il existe Hαj lisse telle
que :
(2.8) Dαfj = Hαj (D
βf, |β| < k)
D’après [Han08], nous avons :
Proposition 2.6. Soit f une application de classe Ck vérifiant un système complet
(2.8) d’ordre k. Alors,
(1) f est uniquement déterminée par son jet d’ordre (k − 1) en un point, et f est
de classe C∞.
(2) Si de plus, les applications ∆p et Hαj sont analytiques réelles (pour p = 1, . . . , l,
j = 1, . . . , n et |α| = k ), alors l’application f est aussi analytique réelle.
La proposition 2.6 a été utilisée par C. K. Han, en particulier dans [Han83] et [Han97].
Dans le cas où k0 = 1, le théorème suivant constitue le cas particulier du Théorème 3.1
pour des structures complexes.
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Théorème 2.7. (C.K. Han [Han97])
Soit M une variété analytique réelle CR, Levi non dégénérée, de dimension 2m+1. Soit
{L1, . . . , Lm} une base du fibré V définissant la structure CR. Soit N une sous-variété
analytique réelle de Cn+1, (n > m) définie par r(z, z) = 0 (où r est normalisée).
Soit f : M → N une application CR telle que, pour un certain entier k0, les vecteurs
{Lαf, |α| 6 k0} et (0, . . . , 0, 1) engendrent Cn+1.
Si f est de classe C2k0+1, alors f est analytique réelle.
Pour démontrer que les fonctions considérées vérifient un système complet, C. K. Han
utilise la théorie de la prolongation. Prolonger un système d’équations aux dérivées par-
tielles consiste à différencier ce système un certain nombre de fois. Génériquement, en
différençiant le système d’équations vérifiées par la fonction autant de fois que néces-
saire, il est possible d’inverser le système prolongé et d’exprimer les dérivées partielles
d’un certain ordre k comme des fonctions lisses, ou analytiques réelles, des dérivées
partielles d’ordre inférieur ou égal à k − 1.
3. Démonstration dans le cas des structures modèles.
Nous démontrons dans cette partie un cas particulier du Théorème 1.1 lorsque l’hy-
persurface Γ est définie par Γ = ∂H = {z ∈ Cn,Re(zn) + |z′|2 = 0}, (où z′ =
(z1, · · · , zn−1)), et lorsque les structures presque complexes sont des structures modèles.
Théorème 3.1. Soient Jmod et J ′mod deux structures modèles sur Cn.
Soit U une boule ouverte centrée en 0 dans Cn. Soit f : ∂H∩U → ∂H une application
CR de classe C4. On suppose que f est un difféomorphisme local en 0 et que f(0) = 0.
Alors f est uniquement déterminée par ses jets d’ordre 2 en un point, et f est analytique
réelle.
Pour prouver le Théorème 3.1, nous utiliserons la proposition 2.6 à propos des sys-
tèmes complets pour obtenir l’analyticité de f . Il suffira de montrer que toutes ses
dérivées d’ordre 3 s’expriment de façon analytique réelle en fonction de ses dérivées
d’ordre inférieur ou égal à 2.
3.1. Système d’équations vérifiées par f . Nous cherchons maintenant à écrire une
condition nécessaire et suffisante pour que f soit CR de (∂H∩U, Jmod) dans (∂H, J ′mod) :
Soit (L1(z), . . . , Ln−1(z)) une base de H1,0Jmod∂H et (Z1(w), . . . , Zn−1(w)) une base de
H1,0J ′mod
∂H.
Si f est CR, pour chaque Lp(z), nous avons : f?{Lp(z)} ∈ H1,0J ′mod∂H.
Calculons d’abord f?{Lp(z)} :
(3.1) f?{Lp(z)} =
n∑
j=1
(
Lp(z)fj(z)
∂
∂wj
+ Lp(z)f j(z)
∂
∂wj
)
.
De plus, H1,0J ′mod∂H =< Z1(w), . . . , Zn−1(w) >, avec w = f(z).
f?{Lp(z)} s’écrit donc :
f?{Lp(z)} = a1(w)Z1(w) + . . .+ an−1(w)Zn−1(w).(3.2)
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D’après (2.2), nous avons Zj(w) =
∂
∂wj
+βj(w)
∂
∂wn
+αj(w)
∂
∂wn
. Ainsi, dans les égalités
(3.1) et (3.2), les termes en
∂
∂wj
et
∂
∂wj
doivent être égaux. On obtient donc
aj(w) = Lp(z)fj(z), pour j = 1, . . . , n− 1,
Lp(z)f j(z) = 0, pour j, p = 1, . . . , n− 1.(3.3)
De plus,
f?{Lp(z)} =
n−1∑
j=1
Lp(z)fjZj(w)
+
(
Lp(z)fn(z)−
n−1∑
j=1
αj(f(z))Lp(z)fj(z)
)
∂
∂wn
+
(
Lp(z)fn(z)−
n−1∑
j=1
βj(f(z))Lp(z)fj(z)
)
∂
∂wn
.
Nous avons donc, pour p = 1, . . . , n− 1 :
Lp(z)fn(z)−
n−1∑
j=1
αj(f(z))Lp(z)fj(z) = 0,(3.4)
Lp(z)fn(z)−
n−1∑
j=1
βj(f(z))Lp(z)fj(z) = 0.(3.5)
Avec les égalités (3.3), (3.4) et (3.5), nous obtenons :
f = (f1, . . . , fn) est une application CR de ∂H∩U dans ∂H si et seulement si les égalités
suivantes sont vérifiées sur ∂H ∩ U :
(3.6) Lpf j = 0, pour j, p = 1, . . . , n− 1,
(3.7) Lpfn =
n−1∑
j=1
βj(f)Lpfj, pour p = 1, . . . , n− 1,
(3.8) Lpfn =
n−1∑
j=1
αj(f)Lpfj, pour p = 1, . . . , n− 1,
(3.9)
fn + fn
2
+
n−1∑
j=1
fjf j = 0.
où (3.9) est l’écriture de f(∂H ∩ U) ⊂ ∂H.
Nous remarquons que si J ′mod = Jst, alors βj(z) = 0 pour j = 1, . . . , n − 1. L’équation
(3.7) devient donc Lpfn = 0, pour p = 1, . . . , n − 1, et nous retrouvons les équations
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dans le cas complexe de [Han97].
3.2. Prolongation du système CR. Soit Cp,q l’espace des fonctions analytiques réelles
en les variables
{T tLαfj : t+ |α| 6 p , t 6 q, j = 1, . . . , n− 1, Lαfn : |α| 6 p}.
L’introduction de cet espace, qui apparaît naturellement dans les calculs, permet d’al-
léger les notations. Nous noterons Cp,q l’espace des fonctions analytiques réelles en les
variables
{T tLαf j : t+ |α| 6 p , t 6 q, j = 1, . . . , n− 1, Lαfn : |α| 6 p}.
Nous allons prouver dans cette partie la proposition suivante :
Proposition 3.2. Pour p = 1, . . . , n,
(i) Pour tous t, α tels que t+ |α| 6 3, T tLαfp ∈ C1+t,1.
(ii) Pour tous t, α tels que t+ |α| 6 4, et t 6 1, T tLαfp ∈ C2,1.
C’est l’étape clé dans la démonstration du Théorème 3.1 puisque l’utilisation de
l’assertion (i) de ce résultat et du conjugué de l’assertion (ii) permettront d’obtenir,
avec des calculs supplémentaires, un système complet vérifié par f . La preuve de cette
proposition est adaptée de la démonstration de [Han97]. Elle est scindée en quatre pro-
positions, les Propositions 3.4, 3.7, 3.9 et 3.10, correspondant chacune aux valeurs de t
égales à 0, 1, 2 et 3.
Nous commençons par démontrer le lemme suivant :
Lemme 3.3. La matrice (Lkfj)k,j=1,...,n−1 est inversible en 0.
Preuve du Lemme 3.3 : Puisque f est un difféomorphisme CR local en 0, nous avons
< f∗(L1)(0), . . . , f∗(Ln−1)(0) >= H
1,0
J ∂H.Or,
f?(Lk)(0) =
n∑
j=1
(
Lp(0)fj(0)
∂
∂wj
+ Lp(0)f j(0)
∂
∂wj
)
.
De plus, d’après (3.6), (3.7) et (3.8), on a,
Lk(0)f j = 0, pour j = 1, . . . , n− 1,
Lk(0)fn(0) =
n−1∑
j=1
βj(f(0))Lk(0)fj(0) = 0, car f(0) = 0 et d’après (2.3), βj(0) = 0,
Lk(0)fn(0) =
n−1∑
j=1
αj(f(0))Lp(0)fj(0) = 0, car f(0) = 0et d’après (2.4), αj(0) = 0.
Ainsi, les (n− 1) vecteurs f∗(Lk)(0) =
∑n−1
j=1 Lp(0)fj(0)
∂
∂wj
engendrent H1,0J ∂H qui est
de dimension (n− 1). La matrice (Lkfj)k,j=1,...,n−1 est donc inversible en 0.
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Appliquons le champ Lk à l’égalité (3.9). Avec (3.6), il vient :
(3.10)
Lkfn + Lkfn
2
+
n−1∑
j=1
fjLkf j = 0
Considérons alors le système linéaire d’équations (3.10) (pour k = 1, . . . , n−1) et (3.9)
d’inconnues (f1, . . . , fn). La matrice

L1f 1 . . . L1fn−1 0
...
...
...
...
Ln−1f 1 . . . Ln−1fn−1 0
f 1 . . . fn−1
1
2
 étant inversible en
0, elle est inversible sur un voisinage de 0. Nous pouvons résoudre ce système pour
(f1, . . . , fn) sur un voisinage de 0 en fonction de {f j, Lkf j; j = 1, . . . , n, Lkfn; k =
1, . . . , n− 1}. Ainsi,
fp = Hp(f j, Lkf j; j = 1, . . . , n, Lkfn; k = 1, . . . , n− 1), pour p = 1, . . . , n,
où Hp est une fonction analytique des termes à l’intérieur de la parenthèse.
En prenant le conjugué de l’égalité (3.7), nous observons que Lkfn peut s’écrire en
fonction de {f j, Lkf j, j = 1, . . . , n− 1}. Ainsi,
(3.11) fp = Hp(f j, Lkf j; j = 1, . . . , n, k = 1, . . . , n− 1),
où Hp est une autre fonction analytique des termes à l’intérieur de la parenthèse. Nous
pouvons réecrire l’égalité (3.11) sous la forme :
(3.12) fp = Hp(f, Lf).
Cette écriture est le point de départ de la démonstration de la Proposition 3.2.
Démontrons maintenant la Proposition 3.4, qui constitue la première étape de la
démonstration de la Proposition 3.2 :
Proposition 3.4. Pour p = 1, . . . , n, pour k = 1, . . . , n− 1,
(i) Lkfp ∈ C1,1(3.13)
(ii) Lk(C1,1) ⊂ C1,1
En particulier, Lαfp ∈ C1,1 pour tout multi-indice α avec |α| 6 4(3.14)
Preuve de la Proposition 3.4 : (i) Fixons k0 et appliquons Lk0 à l’égalité (3.12) :
Lk0fp = Lk0Hp(f, Lf).
La fonction Hp étant analytique réelle (en les n2 variables f j, Lkf j, j = 1, . . . , n, k =
1, . . . , n− 1) , nous pouvons l’écrire sous la forme
Hp(f, Lf) =
∑
α
apαf
α1
1 . . . f
αn
n L1f
αn+1
1 . . . Ln−1f
αn2−n+1
1 . . . Ln−1f
αn2
n ,
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où la série
∑
α a
p
αr
α1
1 . . . r
αn2
n2 converge pour rj < r0, 1 6 j 6 n2. Ainsi,
Lk0fp =
∑
α
apαLk0(f
α1
1 . . . Ln−1f
αn2
n ).
Lorsque le champ Lk0 s’applique à l’un des facteurs du terme f
α1
1 . . . Ln−1f
αn2
n , il faut
distinguer quatre cas :
– Le champ Lk0 s’applique à f j, j 6= n : d’après (3.6), nous avons Lk0f j = 0.
– Lorsque le champ Lk0 s’applique à fn, écrivons l’égalité (3.7) et remplaçons βj(f)
par sa valeur donnée dans (2.3) :
Lk0fn =
n−1∑
j=1
βj(f)Lk0fj
=
n−1∑
j=1
n−1∑
l=1
(
aljfl + b
l
jf l
)
Lk0fj.(3.15)
Ce cas se produit pour les multi-indices α tels que αn 6= 0.
– Le champ Lk0 s’applique à Lmf j, j 6= n. Nous utilisons d’abord (2.6) :
Lk0Lmf j = LmLk0f j − [Lm, Lk0 ]f j.
D’après (3.6), nous avons Lk0f j = 0. Nous pouvons de plus utiliser l’égalité (2.5)
et remplacer [Lm, Lk0 ] par sa valeur.
Lk0Lmf j = 0− γm,k0Tf j(3.16)
Ce cas se produit pour les multi-indices α tels que αnm+j 6= 0, m, j = 1, . . . , n− 1.
– Lorsque le champ Lk0 s’applique à Lmfn, nous utilisons le conjugué de l’égalité
(3.8) :
Lk0Lmfn = Lk0
(
n−1∑
j=1
αj(f)Lmf j
)
.
Nous remplaçons αj(f) par sa valeur, donnée par le conjugué de l’égalité (2.4) :
Lk0Lmfn = Lk0
(
n−1∑
j=1
−
((
n−1∑
l=1
aljf l + b
l
jfl
)
− 2fj
)
Lmf j
)
=
n−1∑
j=1
((
n−1∑
l=1
−bljLk0fl − 2Lk0fj
)
Lmf j
−
((
n−1∑
l=1
aljf l + b
l
jfl
)
− 2fj
)
Lk0Lmf j
)
.
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Nous avons vu en (3.16) que Lk0Lmf j = −γm,k0Tf j. Nous avons donc :
Lk0Lmfn =
n−1∑
j=1
((
n−1∑
l=1
−bljLk0fl − 2Lk0fj
)
Lmf j
+
((
n−1∑
l=1
aljf l + b
l
jfl
)
− 2fj
)
γm,k0Tf j
)
.(3.17)
Ce cas se produit pour les multi-indices α tels que αnm 6= 0, m = 1, . . . , n.
Nous pouvons donc écrire l’égalité suivante :
Lk0fp = h
p
k0
+
n−1∑
k=1
ϕp,kk0
(
f l, fl, Lqf l, q = 1, . . . , n− 1, l = 1, . . . , n
)
Lk0fk, pour p = 1, . . . , n,
avec
hpk0 =
∑
j,m=1,...,n−1
∑
α |αnm+j 6=0
ψ1,p,k0α,m,j +
∑
m=1,...,n
∑
α |αmn 6=0
ψ2,p,k0α,m
et,
ϕp,kk0 =
∑
α |αn 6=0
ψ3,p,k0α,n,k +
n−1∑
m=1
∑
α |αmn 6=0
ψ4α,m,n,k,k0 +
∑
α |α(k+1)n 6=0
ψ5,p,k0α,k ,
où,
ψ1,p,k0α,m,j = −γm,k0Tf jαnm+japαf
α1
1 . . . f
αn−1
n . . . Lmf
αnm+j−1
j . . . Ln−1f
αn2
n ,
ψ2,p,k0α,m = αmna
p
α((
n−1∑
l=1
aljf l + b
l
jfl)− 2fj)γm,k0Tf jf
α1
1 . . . Lmf
αmn−1
n . . . Ln−1f
αn2
n ,
ψ3,p,k0α,n,k = αna
p
α
(
n−1∑
l=1
alkfl + b
l
kf l
)
f
α1
1 . . . f
αn−1
n . . . Ln−1f
αn2
n ,
ψ4,p,k0α,m,n,k = (−2Lmfk +
n−1∑
j=1
−bkjLmf j)αmnapαf
α1
1 . . . Lmf
αmn−1
n . . . Ln−1f
αn2
n ,
ψ5,p,k0α,k = −2Lkfkα(k+1)napαf
α1
1 . . . Lkf
α(k+1)n−1
n . . . Ln−1f
αn2
n .
Ainsi, en notant Ak0 =
1− ϕ
1,1
k0
. . . −ϕ1,nk0... ...
−ϕn,1k0 . . . 1− ϕn,nk0
, on a (Ak0)
Lk0f1...
Lk0fn
 =
h1k0...
hnk0
 .
Nous remarquons que hpk0 appartient à l’espace C1,1, ainsi que ϕp,kk0 .
Soit δ0 tel que si une matrice B = (bi,j)16i,j6n vérifie |bi,j| < δ0 pour 1 6 i, j 6 n, alors
la matrice A = In −B est inversible.
Nous savons que
∑
α
∑
q=1,...,n2 αq|apα|rα10 . . . rαq−10 . . . r
αn2
0 = M <∞.
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Soit b = sup{2 +∑n−1j=1 |bkj |, k = 1, . . . , n− 1}.
Soit  = min(r0,
δ0
bM
).
Lemme 3.5.
(1) Après dilatation, nous pouvons supposer que : ∀ j, k = 1, . . . , n−1 : |Lkfj(0)| <
.
(2) La matrice Ak0(0) est alors inversible.
Preuve du Lemme 3.5 : (i) : Soit z = (z′, zn) ∈ Cn−1 × C.
Soit λδ : ∂H→ ∂H l’application définie par λδ(z′, zn) = (
√
δz′, δzn).
Soit f δ = λδ ◦ f . L’application λδ est (J, J ′)-holomorphe sur Cn et λδ(∂H) = ∂H, donc
d’après la remarque 2.2), l’application λδ étant un automorphisme CR de ∂H. L’appli-
cation f δ vérifie donc aussi les hypothèses du Théorème 3.1. Ainsi, f δ est analytique
réelle si et seulement si f l’est.
De plus, si j 6= n : Lkf δj = Lk(λδ ◦ f)j =
√
δLkfj.
De même, Lkf δn(0) = δLkfn. Ainsi, pour δ assez petit, nous avons bien |Lkf δj (0)| < .
(ii) : Nous avons la majoration suivante :
|ϕp,kk0 (0)| 6
n−1∑
m=1
∑
α |αmn 6=0
|ψ4α,m,n,k,k0|+
∑
α |α(k+1)n 6=0
|ψ5,p,k0α,k |(3.18)
Or,
|ψ4α,m,n,k,k0| 6 2|Lkfk(0)|α(k+1)n|apα||f 1(0)|α1 . . . |Lkfn(0)|α(k+1)n−1 . . . |Ln−1fn(0)|αn2
Ainsi, puisque |Lkfj(0)| <  = min(r0, δ0
bM
), nous avons :
|ψ4α,m,n,k,k0| 6 2α(k+1)n|apα|rα10 . . . r
α(k+1)n−1
0 . . . r
αn2
0
6 bα(k+1)n|apα|rα10 . . . rα(k+1)n−10 . . . rαn20 .(3.19)
De même, nous obtenons
|ψ5,p,k0α,k | 6 (2+
n−1∑
j=1
|bkj |)α(m+1)n|apα|rα10 . . . rα(m+1)n−10 . . . rαn20
6 bα(m+1)n|apα|rα10 . . . rα(m+1)n−10 . . . rαn20 .(3.20)
En replaçant les majorations obtenues en (3.19) et (3.20) dans l’inégalité (3.18), nous
obtenons :
|ϕp,kk0 (0)| 6 b
∑
α
n2∑
q=1
αq|apα|rα10 . . . rαq−10 . . . rαn20
6 bM 6 δ0.
La matrice Ak0(0) est donc inversible.
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La matriceAk0 est donc inversible sur un voisinage de 0. Ainsi,
Lk0f1...
Lk0fn
 = (Ak0)−1
h1k0...
hnk0
 .
On a Ak0 = In − B, avec B = (ϕp,kk0 )p,k=1,...,n. Rappellons que les ϕp,kk0 appartiennent à
l’espace C1,1. D’après la formule (In − B)−1 =
∑+∞
p=0(−B)p, les coefficients de la ma-
trice (Ak0)−1 sont dans l’espace C1,1. Puisque hpk0 ∈ C1,1 pour p = 1, . . . , n, nous avons
Lk0fp ∈ C1,1, pour p = 1, . . . , n.
(ii) Montrons que pour m = 1, . . . , n− 1 ; Lm(C1,1) ⊂ C1,1.
Il suffit de voir que les termes Lmf j, LmLkf j, LmTf j, Lmfn, LmLkfn sont dans l’espace
C1,1 (pour m, j, k = 1, . . . , n− 1) :
– D’après (3.6), nous avons Lmf j = 0.
– D’après l’égalité (3.16), nous avons :
LmLkf j = −γk,mTf j ∈ C1,1.
– Les champs T et Lm commutent, donc LmTf j = TLmf j = 0.
– D’après l’égalité (3.7), nous avons : Lmfn =
∑n−1
j=1 βj(f)Lmfj.
Or, nous avons démontré au (i) que Lmfj ∈ C1,1, et d’après (2.3), nous avons
βj(f) =
∑n−1
l=1
(
aljfl + b
l
jf l
) ∈ C1,1. Nous avons donc Lmfn ∈ C1,1.
– Pour le terme LmLkfn, le calcul a déjà été fait en (3.17) :
LmLkfn =
n−1∑
j=1
((
n−1∑
l=1
−bljLmfl − 2Lmfj
)
Lkf j + γk,m
(
n−1∑
l=1,
(
aljf l + b
l
jfl
)
− 2fj
)
Tf j
)
.
Nous avons déjà démontré que Lmfl ∈ C1,1 et que fj ∈ C1,1. Ainsi, LmLkfn ∈ C1,1.
Par récurrence, nous obtenons immédiatemment que pour tout multi-indice α, |α| 6
4, Lαfp ∈ C1,1. Ceci termine la preuve de la Proposition 3.4.
Le Lemme 3.6 sera utilisé régulièrement dans les prochains calculs :
Lemme 3.6. Pour m = 1, . . . , n− 1, pour t = 1, 2, 3 :
Lm(Ct,1) ⊂ C1+t,1.
Preuve du Lemme 3.6 : La démonstration se fait par récurrence sur t :
Pour t = 1 : Il suffit de voir que les termes Lmf j, LmLkf j, LmTf j, Lmfn, LkLmfn sont
dans C2,1 (pour m, j, k = 1, . . . , n− 1) :
– Par définition, nous avons : Lmf j ∈ C1,1.
– Par définition encore, nous avons : LmLkf j ∈ C2,1.
– Puisque les champs T et Lm commutent, nous avons : LmTf j = TLmf j ∈ C2,1 par
définition.
– D’après le conjugué de l’égalité (3.8), nous avons :
Lmfn =
∑n−1
j=1 αj(f)Lmf j.
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Nous remplaçons αj(f) par sa valeur, donnée par le conjugué de (2.4) :
Lmfn = −
∑n−1
j=1
(∑n−1
l=1
(
aljf l + b
l
jfl
)
+ 2fj
)
Lmf j(3.21)
∈ C1,1 car fj ∈ C1,1.
– Appliquons maintenant le champ Lk à l’égalité (3.21) :
LkLmfn = Lk
(
n−1∑
j=1
αj(f)Lmf j
)
= −Lk
n−1∑
j=1
(
n−1∑
l=1
(
aljf l + b
l
jfl
)
+ 2fj
)
Lmf j
= −
n−1∑
j=1
((
n−1∑
l=1
(
aljf l + b
l
jfl
)
+ 2fj
)
LkLmf j +
n−1∑
l=1
aljLkf lLmf j
)
∈ C2,1 car fj ∈ C1,1.
t− 1⇒ t :
Il suffit de voir que LmTLi1 . . . Lit−1f j ∈ C1+t,1 (les autres termes sont donnés par
l’hypothèse de récurrence ou par la définition).
Puisque les champs T et Lm commutent, nous avons :
LmTLi1 . . . Lit−1f j = TLmLi1 . . . Lit−1f j ∈ Ct+1,1.

Démontrons maintenant la Proposition 3.7, qui constitue la deuxième étape de la
démonstration de la Proposition 3.2 :
Proposition 3.7. Pour p = 1, . . . , n, pour k,m = 1, . . . , n− 1, :
(i) Tfp ∈ C2,1
(ii) TLkfp ∈ C2,1
(iii) TLkLmfp ∈ C2,1
(iv) TLkLmLjfp ∈ C2,1
Preuve de la Proposition 3.7 : (i) Appliquons le champ L1 à l’égalité (3.13).
D’après le Lemme 3.6, nous avons L1(C1,1) ⊂ C2,1. Ainsi, L1L1fp ∈ C2,1.
Utilisons l’égalité (2.6) :
L1L1fp = L1L1fp − [L1, L1]fp
= L1L1fp − γ1,1Tfp(3.22)
– Si p 6= n : D’après (3.6), nous avons L1fp = 0. Ainsi,
L1L1fp = −γ1,1Tfp(3.23)
Ainsi, puisque γ1,1 6= 0, Tfp =
−1
γ1,1
L1L1fp ∈ C2,1 (puisque γ1,1 est constant).
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– Si p = n :
L1L1fn = L1L1fn − γ1,1Tfn
Or, d’après le conjugué de l’égalité (3.7), nous avons :
L1L1fn = L1
(∑n−1
j=1 βj(f)L1f j
)
Nous remplaçons βj(f) par sa valeur, donnée par le conjugué de (2.3) :
L1L1fn = L1
(
n−1∑
j=1
n−1∑
l=1
(
aljf l + b
l
jfl
)
L1f j
)
=
n−1∑
j=1
n−1∑
l=1
(
b
l
j
(
L1flL1f j + flL1L1f j + a
l
jf lL1L1f j
))
D’après le conjugué de l’égalité (3.23), nous avons L1L1f j = −γ1,1Tf j. Ainsi,
L1L1fn =
n−1∑
j=1
n−1∑
l=1
(
b
l
j
(
L1flL1f j − γ1,1flTf j
)− γ1,1aljf lTf j)(3.24)
∈ C2,1 car L1fl et fl ∈ C2,1
Nous avons donc L1L1fn − L1L1fn ∈ C2,1.
Ainsi, Tfn =
1
γ1,1
(
L1L1fn − L1L1fn
) ∈ C2,1.
(ii) Montrons que TLkfp ∈ C2,1
Nous avons démontré en (3.14) que LkLkfp ∈ C1,1. Grâce au Lemme 3.6, nous avons
LkLkLkfp ∈ C2,1.
Nous chercons à calculer le terme TLkfp, pour cela, dans le terme LkLkLkfp, nous
faisons commuter deux fois les champs Lk et Lk en utilisant l’égalité (2.6) :
LkLkLkfp = LkLkLkfp − [Lk, Lk]Lkfp
= LkLkLkfp − Lk[Lk, Lk]fp − γk,kTLkfp
= LkLkLkfp − Lk(γk,kT )fp − γk,kTLkfp
Le terme γk,k étant constant, nous avons :
LkLkLkfp = LkLkLkfp − γk,kLkTfp − γk,kTLkfp
Les champs T et Lk commutent. Nous avons donc :
LkLkLkfp = LkLkLkfp − γk,kTLkfp − γk,kTLkfp
= LkLkLkfp − 2γk,kTLkfp
– Si p 6= n : D’après (3.6), nous avons Lkfp = 0. Ainsi,
LkLkLkfp = −2γk,kTLkfp(3.25)
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Nous obtenons TLkfp =
−1
2γk,k
LkLkLkfp ∈ C2,1, puisque γk,k est constant.
– Si p = n : Reprenons le calcul en (3.25) :
LkLkLkfn = LkLkLkfn − 2γk,kTLkfn.
Le terme LkLkLkfn est non nul. Pour le calculer, appliquons Lk dans l’égalité (3.24)
(en remplaçant 1 par k) :
LkLkLkfn = Lk
(
n−1∑
j=1
n−1∑
l=1,
(
b
l
j(LkflLkf j − γk,kflTf j)
)
− γk,kaljf lTf j
)
=
n−1∑
j=1
n−1∑
l=1
(
b
l
j(LkLkflLkf j + LkflLkLkf j
−γk,k(LkflTf j + flLkTf j))− γk,kaljLk(f lTf j)
)
Les champs T et Lk commutent puis le terme Lkf j est nul. Nous avons donc :
LkLkLkfn =
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLkflLkf j − γk,kLkflTf j − γk,kLkflTf j
)
=
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLkflLkf j − 2γk,kLkflTf j
)
.(3.26)
∈ C2,1
Ainsi, TLkfn =
1
2γk,k
(
LkLkLkfn − LkLkLkfn
) ∈ C2,1.
(iii) Montrons que TLkLmfp ∈ C2,1
Nous avons démontré en (3.14) que LkLkLmfp ∈ C1,1. Grâce au Lemme 3.6, nous avons
LkLkLkLmfp ∈ C2,1.
Pour calculer le terme TLkLmfp, nous partons de LkLkLkLmfp et nous utilisons trois
fois l’égalité (2.6).
LkLkLkLmfp = LkLkLkLmfp − [Lk, Lk]LkLmfp
= LkLkLkLmfp − Lk[Lk, Lk]Lmfp − γk,kTLkLmfp
= LkLkLmLkfp − LkLk(γm,kT )fp − Lk(γk,kT )Lmfp − γk,kTLkLmfp
Les termes γm,k et γk,k étant constants, il vient :
LkLkLkLmfp = LkLkLmLkfp − γm,kLkLkTfp − γk,kLkTLmfp − γk,kTLkLmfp
Les champs T et Lk commutant, nous obtenons :
LkLkLkLmfp = LkLkLmLkfp − γm,kTLkLkfp − 2γk,kTLkLmfp.
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– Si p 6= n :
D’après (3.6), nous avons Lkfp = 0, et nous obtenons :
LkLkLkLmfp = −γm,kTLkLkfp − 2γk,kTLkLmfp.(3.27)
- Si m = k : Nous avons : TLkLkfp =
−LkLkLkLkfp
3γk,k
∈ C2,1, pour p = 1, . . . , n− 1.
- Si m 6= k : Nous venons de démontrer que TLkLkfp ∈ C2,1. Ainsi,
TLkLmfp =
−LkLkLkLmfp − γm,kTLkLkfp
2γk,k
∈ C2,1, pour p = 1, . . . , n− 1.
– Si p = n.
Nous avons :
LkLkLkLmfp = LkLkLmLkfn − γm,kTLkLkfn − 2γk,kTLkLmfp.
Calculons le terme LkLkLmLkfn. Appliquons les champs LkLkLm à l’égalité (3.15).
Nous obtenons :
LkLkLmLkfn = LkLkLm
(
n−1∑
j=1
βj(f)Lkf j
)
Remplaçons βj par sa valeur donnée dans (2.3) :
LkLkLmLkfn = LkLkLm
(
n−1∑
j=1
(
n−1∑
l=1
aljf l + b
l
jfl)Lkf j
)
= LkLk
(
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LmflLkf j + flLmLkf j
)
+ aljf lLmLkf j
)
.
Or, LmLkf j = γm,kTf j. Nous avons donc :
LkLkLmLkfn = LkLk
(
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LmflLkf j + γm,kflTf j
)
+ γm,ka
l
jf lTf j
)
= Lk
(
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLmflLkf j + LmflLkLkf j + γm,k
(
LmflTf j + flLkTf j
)
+ 0
))
.
Or, LkLkf j = −γk,kTf j. Ainsi,
LkLkLmLkfn = Lk
(
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLmflLkf j +
(
γm,k − γk,k
)
LmflTf j
))
=
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLkLmflLkf j + LkLmflLkLkf j
+
(
γm,k − γk,k
) (
LkLmflTf j + LmflLkTf j
))
.
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Or, les champs T et Lk commutent et LkLkf j = −γk,kTf j. Ainsi,
LkLkLmLkfn =
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLkLmflLkf j − γk,kLkLmflTf j +
(
γm,k − γk,k
)
LkLmflTf j
)
=
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLkLmflLkf j +
(
γm,k − 2γk,k
)
LkLmflTf j
)
∈ C2,1.
- Si m = k : Reprenons le calcul en (3.27) :
TLkLkfn =
1
3γk,k
(LkLkLmLkfn − LkLkLkLmfn) ∈ C2,1.
- Si m 6= k : Nous avons, toujours d’après l’égalité (3.27) :
TLkLkfn =
1
2γk,k
(LkLkLmLkfn − LkLkLkLmfn + γm,kTLkLkfn) ∈ C2,1.
(iv) Nous pouvons démontrer que TLkLmLjfp ∈ C2,1 en utilisant la même technique
que précédemment.
Ceci achève la démonstration de la Proposition 3.7.
Remarque 3.8. A ce stade, nous avons démontré l’assertion (ii) de la Proposition 3.2.
Il reste à traiter les cas t = 2 et t = 3 pour l’assertion (i).
Nous pouvons maintenant démontrer la Proposition 3.9, qui constitue la troisième
étape de la démonstration de la Proposition 3.2 :
Proposition 3.9. Pour p = 1, . . . , n, pour k = 1, . . . , n− 1 :
(i) T 2fp ∈ C3,1,
(ii) T 2Lkfp ∈ C3,1.
Preuve de la Proposition 3.9 : Le calcul est similaire à celui du (iii) de la Propo-
sition 3.7 :
(i) Montrons que T 2fp ∈ C3,1 :
Nous avons déjà démontré que TL1fp ∈ C2,1. D’après le Lemme 3.6, nous obtenons que
L1TL1fp ∈ C3,1.
Les champs T et L1 commutant, nous pouvons écrire :
L1TL1fp = TL1L1fp.
Nous avons déjà calculé L1L1fp à l’égalité (3.22) :
L1TL1fp = T (L1L1fp − γ1,1Tfp)
= TL1L1fp − γ1,1T 2fp.
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– Si p 6= n :
Nous avons L1fp = 0. Ainsi,
L1TL1fp = −γ1,1T 2fp.
Ainsi, T 2fp =
−1
γ1,1
L1TL1fp ∈ C3,1.
– Si p = n :
Nous avons
L1TL1fp = TL1L1fn + T (−γ1,1Tfn)
= TL1L1fn − γ1,1T 2fn.
Or, en remplaçant L1L1fn par sa valeur donnée dans (3.24), nous obtenons :
TL1L1fn = T
(
n−1∑
j=1
(
n−1∑
l=1
b
l
j
(
L1flL1f j − γ1,1flTf j
)− γ1,1aljf lTf j
))
=
n−1∑
j=1
n−1∑
l=1
(
b
l
j
(
TL1flL1f j + L1flTL1f j − γ1,1
(
TflTf j + flT
2f j
))
−γ1,1alj
(
Tf lTf j + f lT
2f j
))
.(3.28)
Tous les termes qui apparaissent dans le membre de droite de l’égalité (3.28) sont
dans l’espace C2,1, sauf T 2f j. Or nous venons de démontrer que le terme T 2fj ap-
partient à l’espace C3,1. Par conjugaison, nous avons : T 2f j ∈ C3,1.
Le terme T 2f j s’écrit donc comme une fonction analytique réelle de {T tLαfj :
t + |α| 6 3 , t 6 1, j = 1, . . . , n − 1, Lαfn : |α| 6 3}. Mais nous avons démontré
dans les Propositions 3.4 et 3.7 que ces termes sont dans l’espace C2,1. Nous pou-
vons donc conclure que le terme T 2f j appartient à l’espace C2,1.
Ainsi, T 2fn =
−1
γ1,1
(L1TL1fn − TL1L1fn) ∈ C3,1.
(ii) Montrons que T 2Lkfp ∈ C3,1 :
Nous avons démontré que TLkLkfp ∈ C2,1. D’après le Lemme 3.6, nous obtenons que
LkTLkLkfp ∈ C3,1.
Les champs T et Lk commutant, nous pouvons écrire :
LkTLkLkfp = TLkLkLkfp.
Or, nous avons déjà calculé LkLkLkfp en (3.25) :
LkTLkLkfp = T (LkLkLkfp − 2γk,kTLkfp)
= TLkLkLkfp − 2γk,kT 2Lkfp.
– Si p 6= n :
Nous avons Lkfp = 0. Ainsi, T 2Lkfp =
−1
2γk,k
LkTLkLkfp ∈ C3,1.
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– Si p = n : Appliquons le champ T à l’égalité (3.26).
TLkLkLkfn = T
(
n−1∑
j=1
n−1∑
l=1
b
l
j
(
LkLkflLkf j − 2γk,kLkflTf j
))
=
n−1∑
j=1
n−1∑
l=1
b
l
j
(
TLkLkflLkf j + LkLkflTLkf j − 2γk,k
(
TLkflTf j + LkflT
2f j
))
.
Tous les termes qui apparaissent dans le membre de droite sont dans l’espace C2,1.
Ainsi, T 2Lkfn =
−1
2γk,k
(LkTLkLkfn − TLkLkLkfn) ∈ C3,1.
Nous obtenons ainsi que T tLαfp ∈ C1+t,1 pour p = 1, . . . , n, t + |α| 6 3 et t 6 2, ce
qui termine la démonstration de la Proposition 3.9.
Pour compléter la démonstration de la Proposition 3.4, il reste à démontrer que :
Proposition 3.10. Pour p = 1, . . . , n :
T 3fp ∈ C4,1.
Preuve de la Proposition 3.10 : Nous avons déjà démontré que T 2L1fp ∈ C3,1.
D’après le Lemme 3.6, nous obtenons que L1T 2L1fp ∈ C4,1. Les champs T et L1 com-
mutant, nous pouvons écrire :
L1T
2L1fp = T
2L1L1fp.
Nous avons déjà calculé L1L1fp en (3.22) :
L1T
2L1fp = T
2(L1L1fp − γ1,1Tfp)
= T 2L1L1fp − γ1,1T 3fp.
– Si p 6= n :
Nous avons L1fp = 0. Ainsi, T 3fp =
−1
γ1,1
L1T
2L1fp ∈ C4,1.
– Si p = n :
Appliquons le champ T dans l’égalité (3.28) :
T 2L1L1fn = T
(
n−1∑
j=1
n−1∑
l=1
b
l
j
(
TL1flL1f j + L1flTL1f j − γ1,1
(
TflTf j + flT
2f j
))
−γ1,1alj
(
Tf lTf j + f lT
2f j
))
=
n−1∑
j=1
n−1∑
l=1
(
b
l
j
(
T 2L1flL1f j + 2TL1flTL1f j + L1flT
2L1f j
−γ1,1
(
T 2flTf j + TflT
2f j + flT
3f j
))
−γ1,1alj
(
T 2f lTf j + 2Tf lT
2f j + f lT
3f j
))
.(3.29)
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Tous les termes qui apparaissent dans le membre de droite de l’égalité (3.29)
sont dans l’espace C3,1, sauf T 3f j. Or nous venons de démontrer que le terme que
T 3fj appartient à l’espace C4,1. Par conjugaison, nous avons : T 3f j ∈ C4,1.
Le terme T 3f j s’écrit donc comme une fonction analytique réelle de {T tLαfj :
t + |α| 6 4 , t 6 1, j = 1, . . . , n − 1, Lαfn : |α| 6 4}. Mais nous avons démontré
dans les Propositions 3.4 et 3.7 que ces termes sont dans l’espace C2,1. Nous pouvons
donc conclure donc que le terme T 3f j appartient à l’espace C2,1.
Ainsi, T 3fn =
−1
γ1,1
(L1T
2L1fn − T 2L1L1fn) ∈ C4,1.

Ceci termine la preuve de la Proposition 3.2 .
3.3. Démonstration du Théorème 3.1. Pour obtenir un système complet vérifié
par la fonction f , et ainsi terminer la démonstration du Théorème 3.1, nous procédons
en trois étapes. Nous commençons d’abord, dans le Lemme 3.11, par exprimer les dé-
rivées d’ordre 3 de f de la forme T tLαfj comme des fonctions analytiques réelles des
dérivées d’ordre inférieur ou égal à 2. Nous utilisons pour cela le résultat obtenu dans
la Proposition 3.2. Puis, dans le Lemme 3.12, nous exprimons les dérivées de la forme
T tLαL
β
fj. Enfin, nous exprimons toutes les dérivées dans la Proposition 3.13.
Démontrons maintenant le lemme correspondant à la première étape :
Lemme 3.11. Pour t+ |α| = 3, pour j = 1, . . . , n− 1,
T tLαfj ∈ C2,1.
Preuve du Lemme 3.11 : La preuve de ce lemme est encore basée sur [Han97]. La
Proposition 3.2 signifie que pour t+ |α| 6 p, pour t 6 q, pour j = 1, . . . , n− 1,
(3.30) T tLαfj ∈ C1+q,1, si q 6 p 6 3.
Or, l’assertion (ii) de la Proposition 3.2 implique l’inclusion suivante :
(3.31) C4,1 ⊂ C2,1.
En prenant le conjugué (3.31), nous obtenons :
(3.32) C4,1 ⊂ C2,1.
En prenant p = q = 3 dans (3.30), et en utilisant l’inclusion (3.32), nous avons :
T tLαfj ∈ C2,1.
Ceci termine la démonstration du Lemme 3.11.
En particulier, nous avons aussi
C3,3 ⊂ C2,1.
Nous pouvons maintenant obtenir les dérivées d’ordre 3 de la forme T tLαLβfj comme
des fonctions analytiques réelles des dérivées d’ordre inférieur ou égal à deux :
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Lemme 3.12. Les dérivées de la forme T tLαLβfj, (où t+ |α|+ |β| = 3) appartiennent
à l’espace C2,1 et s’expriment donc comme une fonction analytique réelle des dérivées
d’ordre inférieur ou égal à 2.
Preuve du Lemme 3.12 : Les deux éléments importants de la preuve de ce lemme
sont le résultat du Lemme 3.11 ainsi que la relation (3.7).
– Si |β| = 0, d’après la Proposition 3.11, nous savons que T tLαfj est une fonction
analytique réelle de {T sLβf, s+ |β| 6 2, s 6 1}.
– Si |β| 6= 0 et j 6= n, alors T tLαLβfj = 0 d’après (3.6).
– Si |β| 6= 0 et j = n, alors nous avons six formes de termes possibles : T 2Lkfn,
TLmLkfn, TLmLkfn, LpLmLkfn, LpLmLkfn et LpLmLkfn.
– En appliquant les champs T 2 à l’égalité (3.15), nous obtenons :
T 2Lkfn = T
n−1∑
j=1
n−1∑
l=1
((
b
l
jTfl + a
l
jTf l
)
Lkf j +
(
b
l
jfl + a
l
jf l
)
TLkf j
)
=
n−1∑
j=1
n−1∑
l=1
((
b
l
jT
2fl + a
l
jT
2f l
)
Lkf j + 2
(
b
l
jTfl + a
l
jTf l
)
TLkf j
+
(
b
l
jfl + a
l
jf l
)
T 2Lkf j
)
∈ C3,2 ⊂ C3,1 ⊂ C2,1 d’après le conjugué de (3.30) et (3.31).
Nous avons donc T 2Lkfn ∈ C2,1.
– En appliquant le champ Lm à l’égalité (3.15), nous obtenons :
LmLkfn =
n−1∑
j=1
n−1∑
l=1
(
b
l
jLmflLkf j +
(
b
l
jfl + a
l
jf l
)
LmLkf j
)
=
n−1∑
j=1
n−1∑
l=1
(
b
l
jLmflLkf j − γk,m
(
b
l
jfl + a
l
jf l
)
Tf j
)
.(3.33)
Donc, en appliquant le champ T à l’égalité précédente :
TLmLkfn =
n−1∑
j=1
n−1∑
l=1
(
b
l
j
(
TLmflLkf j + LmflTLkf j
)
−γk,m
((
b
l
jTfl + a
l
jTf l
)
Tf j +
(
b
l
jfl + a
l
jf l
)
T 2f j
))
∈ C2,2 ⊂ C2,1.
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Enfin, en appliquant le champ Lp à l’égalité (3.33), nous obtenons :
LpLmLkfn =
n−1∑
j=1
n−1∑
l=1
(
b
l
j(LpLmflLkf j + LmflLpLkf j)− γk,mb
l
jLpflTf j
)
=
n−1∑
j=1
n−1∑
l=1
(
b
l
j(LpLmflLkf j − γk,pLmflTf j)− γk,mb
l
jLpflTf j
)
∈ C2,1.
– En appliquant le champ Lm à l’égalité (3.15), nous obtenons :
LmLkfn =
n−1∑
j=1
n−1∑
l=1
(
aljLmf lLkf j +
(
b
l
jfl + a
l
jf l
)
LmLkf j
)
.(3.34)
Donc, en appliquant le champ T à l’égalité précédente :
TLmLkfn =
n−1∑
j=1
n−1∑
l=1
(
alj
(
TLmf lLkf j + Lmf lTLkf j
)
+
(
b
l
jTfl + a
l
jTf l
)
LmLkf j
+
(
b
l
jfl + a
l
jf l
)
TLmLkf j
)
∈ C3,1 ⊂ C2,1.
De plus, appliquons le champ Lp à l’égalité (3.34) :
LpLmLkfn =
n−1∑
j=1
n−1∑
l=1
(
alj
(
LpLmf lLkf j + Lmf lLpLkf j
)
+ b
l
jLpflLmLkf j
+
(
b
l
jfl + a
l
jf l
)
LpLmLkf j
)
=
n−1∑
j=1
n−1∑
l=1
(
alj
(
γp,mTf lLkf j + γp,kLmf lTf j
)
+ b
l
jLpflLmLkf j
+
(
b
l
jfl + a
l
jf l
) (
LmLpLkf j + γp,mTLkf j
))
=
n−1∑
j=1
n−1∑
l=1
(
alj
(
γp,mTf lLkf j + γp,kLmf lTf j
)
+ b
l
jLpflLmLkf j
+
(
b
l
jfl + a
l
jf l
) (
γp,kLmTf j + γp,mTLkf j
))
=
n−1∑
j=1
n−1∑
l=1
(
alj
(
γp,mTf lLkf j + γp,kLmf lTf j
)
+ b
l
jLpflLmLkf j
+
(
b
l
jfl + a
l
jf l
) (
γp,kTLmf j + γp,mTLkf j
))
∈ C2,1 ⊂ C2,1.
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Enfin, appliquons le champ Lp à l’égalité (3.34) :
LpLmLkfn =
n−1∑
j=1
n−1∑
l=1
(
alj
(
LpLmf lLkf j + Lmf lLpLkf j
)
+ aljLpf lLmLkf j
+
(
b
l
jfl + a
l
jf l
)
LpLmLkf j
)
∈ C3,0 ⊂ C2,1.
Ceci termine la démonstration du Lemme 3.12. 
Enfin, nous pouvons maintenant exprimer toutes les dérivées d’ordre 3 de f comme
des fonctions analytiques réelles des dérivées d’ordre inférieur ou égal à deux :
Proposition 3.13. Toutes les dérivées d’ordre 3 de f = (f1, . . . , fn) s’expriment comme
des fonctions analytiques réelles des dérivées d’ordre inférieur ou égal à 2.
Preuve de la Proposition 3.13 : D’après le Lemme 3.12, il s’agit de démontrer
que les dérivées d’ordre 3 qui ne sont pas de la forme T tLαLβfj s’expriment comme des
fonctions analytiques réelles des dérivées d’ordre inférieur ou égal à 2.
Pour une telle dérivée, soit t le nombre de fois où le champ de vecteurs T apparaît, a
le nombre de fois où un champ Lj apparaît, et b le nombre de fois où un champ Lj
apparaît. Il s’agit essentiellement d’effectuer des crochets de Lie pour se ramener à des
dérivées qui ont déjà été exprimées dans le Lemme 3.12.
– Si t = 2 et a = 1 ou si t = 1 et a = 2, les champs T et Lk commutant, la dérivée
est égale à une dérivée de la forme T 2Lkfj ou TLkLmfj, qui s’expriment comme
des fonctions analytiques réelles des dérivées d’ordre 6 2.
– Si t = 2 et b = 1 ou si t = 1 et b = 2, les champs T et Lk commutant, la dérivée est
égale à une dérivée de la forme T 2Lkfj ou TLkLmfj qui s’expriment comme des
fonctions analytiques réelles des dérivées d’ordre 6 2.
– Si a = 2 et b = 1 : il y a deux formes de termes possibles : LkLmLpfj et LmLkLpfj.
Or, d’après l’égalité (2.6), nous avons :
LmLkLpfj = Lm(LpLkfj − [LpLk]fj) = LmLpLkfj − γp,kLmTfj.
Nous pouvons donc exprimer LmLkLpfj comme une fonction analytique réelle des
dérivées d’ordre 6 2.
Nous avons aussi,
LkLmLpfj = LmLkLpfj − [Lm, Lk]Lpfj = LmLkLpfj − γm,kTLpfj.
Nous pouvons donc exprimer LkLmLpfj comme une fonction analytique réelle des
dérivées d’ordre 6 2.
– Si a = 1 et b = 2 : il y a encore deux formes de termes possibles : LkLmLpfj et
LmLkLpfj.
Or, d’après l’égalité (2.6), nous avons :
LmLkLpfj = LkLmLpfj − γk,mTLpfj.
Nous pouvons donc exprimer LmLkLpfj comme une fonction analytique réelle des
dérivées d’ordre 6 2.
Nous avons aussi, toujours d’après l’égalité (2.6),
ANALYTICITÉ DES APPLICATIONS CR DANS DES VARIÉTÉS PRESQUE COMPLEXES. 27
LkLmLpfj = LmLkLpfj − γm,kTLpfj.
Nous pouvons donc exprimer LkLmLpfj comme une fonction analytique réelle des
dérivées d’ordre 6 2.
– Si t = 1, a = 1 et b = 1 : il y a cinq formes de termes possibles :
Les termes LmTLkfj et LmLkTfj sont tous deux égaux à TLmLkfj et s’expriment
comme des fonctions analytiques réelles des dérivées d’ordre 6 2.
De plus, TLkLmfj = TLmLkfj−γm,kT 2fj s’exprime comme une fonction analytique
réelle des dérivées d’ordre 6 2 .
Enfin, les termes LkTLmfj et LkLmTfj sont tous deux égaux à TLkLmfj. Ce qui
termine la preuve de la Proposition 3.13.
Ainsi, l’application f vérifie un système complet d’ordre 3 avec des applications ana-
lytiques réelles. D’après la Proposition 2.6, l’application f est analytique réelle. Ceci
termine la démonstration du Théorème 3.1.
4. Démonstration du Théorème 1.1
Nous définissons, dans le premier paragraphe les structures presque complexes vé-
rifiant la condition (∗). Dans le deuxième paragraphe, nous démontrons le Théorème
1.1. Les équations de Cauchy-Riemann tangentielles vérifiées par l’application g sont
identiques à celles obtenues dans le cas modèle. Nous pouvons donc conclure la démons-
tration avec la même méthode que dans le cas modèle. Dans le troisième paragraphe,
nous donnons une interprétation géométrique pour les structures presque complexes
vérifiant la condition (∗).
4.1. Structures presque complexes vérifiant la condition (∗).
Définition 4.1. Une structure presque complexe J sur Cn vérifie la condition (∗)
si J(z) = Jst + L(z), où L est une matrice L = (Lj,k)16j,k62n telle que Lj,k = 0 si
1 6 j 6 2n− 2, 1 6 k 6 2n.
La complexification JC d’une structure presque complexe vérifiant la condition (∗) s’écrit
comme une matrice complexe 2n× 2n :
JC =

i 0 . . . 0 0
0 −i . . . 0 0
0 0 . . . 0 0
0 0 . . . 0 0
. . . . . . . . . . . . . . .
L˜2n−1,1(z, z) L˜2n−1,2(z, z) . . . i+ L˜2n−1,2n−1(z, z) L˜2n−1,2n(z, z)
L˜2n−1,2(z, z) L˜2n−1,1(z, z) . . . L˜2n−1,2n(z, z) −i+ L˜2n−1,2n−1(z, z)

.
La condition J2C = −I2n implique que, pour j = 1, . . . , n− 1,
2iL˜2n−1,2j−1(z, z) + L˜2n−1,2j−1(z, z)L˜2n−1,2n−1(z, z)
+L˜2n−1,2j(z, z)L˜2n−1,2n(z, z) = 0,(4.1)
L˜2n−1,2j(z, z)L˜2n−1,2n−1(z, z) + L˜2n−1,2j−1(z, z)L˜2n−1,2n(z, z) = 0.(4.2)
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Et aussi,
2iL˜2n−1,2n−1(z, z) + (L˜2n−1,2n−1(z, z))2 + |L˜2n−1,2n(z, z)|2 = 0,(4.3)
Re(L˜2n−1,2n−1(z, z)) = 0.(4.4)
En particulier, d’après (4.1), le développement limité à l’ordre 1 en 0 de L˜2n−1,2i−1 est
nul pour i = 1, . . . , n− 1.
Nous étudions maintenant l’espace tangent J-holomorphe pour une structure vérifiant
la condition (∗).
Lemme 4.2. Soit J une structure presque complexe sur Cn vérifiant la condition (∗).
Les champs de vecteurs
Xi =
∂
∂zi
+ ai(z)
∂
∂zn
+ bi(z)
∂
∂zn
, i = 1, . . . , n− 1,(4.5)
Xn =
∂
∂zn
+ bn(z)
∂
∂zn
,(4.6)
forment une base de l’espace tangent J-holomorphe H1,0J Cn, avec
ai(z) =
−i
2
L˜2n−1,2i−1(z, z),(4.7)
bi(z) =
−i
2
L˜2n−1,2i(z, z),(4.8)
bn(z) =
L˜2n−1,2n(z, z)
2i− L˜2n−1,2n−1(z, z)
.(4.9)
Preuve du Lemme 4.2 : On a :
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JXj = J
(
∂
∂zi
+ aj(z)
∂
∂zn
+ bj(z)
∂
∂zn
)
= i
∂
∂zj
+ L˜2n−1,2j−1(z, z)
∂
∂zn
+ L˜2n−1,2j(z, z)
∂
∂zn
+aj(z)
(
(i+ L˜2n−1,2n−1(z, z))
∂
∂zn
+ L˜2n−1,2n(z, z)
∂
∂zn
)
+bj(z)
(
L˜2n−1,2n(z, z)
∂
∂zn
+ (−i+ L˜2n−1,2n−1(z, z)) ∂
∂zn
)
= i
(
∂
∂zj
+ aj(z)
∂
∂zn
+ bj(z)
∂
∂zn
)
+
(
L˜2n−1,2j−1(z, z) + aj(z)L˜2n−1,2n−1(z, z) + bj(z)L˜2n−1,2n(z, z)
) ∂
∂zn
+
(
L˜2n−1,2j(z, z) + aj(z)L˜2n−1,2n(z, z) + bj(z)
(
−2i+ L˜2n−1,2n−1(z, z))
)) ∂
∂zn
= iXj en remplaçant aj(z) et bj(z) par leurs valeurs données dans (4.7) et (4.8)
et en utilisant (4.1) et (4.2).
De plus,
JXn = J
(
∂
∂zn
+ bn(z)
∂
∂zn
)
=
(
i+ L˜2n−1,2n−1(z, z)
) ∂
∂zn
+ L˜2n−1,2n(z, z)
∂
∂zn
+bn(z)
(
L˜2n−1,2n(z, z)
∂
∂zn
+
(
−i+ L˜2n−1,2n−1(z, z)) ∂
∂zn
))
= i
(
∂
∂zn
+ bn(z)
∂
∂zn
)
+
(
L˜2n−1,2n−1(z, z) + bn(z)L˜2n−1,2n(z, z)
) ∂
∂zn
+
(
L˜2n−1,2n(z, z) + bn(z)
(
−2i+ L˜2n−1,2n−1(z, z))
)) ∂
∂zn
= iXn en remplaçant bn(z) par sa valeur donnée dans (4.9) et en utilisant (4.3), (4.4).

4.2. Etude de l’espace tangent J-holomorphe H1,0J Γ. Nous nous intéressons main-
tenant à l’espace tangent J-holomorphe pour une hypersurface Γ définie par Γ = {z ∈
Cn, ρ(z) = 0}, où ρ est une fonction analytique réelle telle que ρ(z) = Re(zn) + |z′|2 +
o(|z|2).
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Soit (L1(z), . . . , Ln−1(z)) une base de H1,0J Γ telle que, pour i = 1, . . . , n−1, Li(0) =
∂
∂zi
.
Les champs Li sont des combinaisons linéaires des champs Xj, j = 1, . . . , n. On a donc :
Li(z) =
∂
∂zi
+
n∑
j=1
αi,j(z, z)
∂
∂zj
+ βi,n(z, z)
∂
∂zn
.(4.10)
De plus, on a les développements limités suivants :
αi,j(0) = 0, pour j = 1, . . . , n− 1
αi,n(z, z) = −(b˜i + 2zi) + o(1),
βi,n(z, z) = b˜i + o(1),
où b˜i désigne le développement limité à l’ordre 1 de bi (définition (4.8)).
Nous définissons un champ de vecteurs T comme étant la projection du champ de vec-
teurs [L1, L1] dans CTΓ/H1,0Γ
⊕
H1,0Γ. Nous avons alors CTΓ = H1,0Γ
⊕
H1,0Γ
⊕
<
T >. Ainsi, {T, Li, Li, i = 1, . . . , n−1} est une base de CTΓ, le complexifié de l’espace
tangent de Γ.
Nous avons T = i(
∂
∂zn
− ∂
∂zn
)ordre 1 Les règles de calcul ((2.5), ... ) utilisées dans le
cas modèle ne sont plus vérifiées. Nous pouvons cependant écrire :
[Lj, Lk] = γj,k(z)T +
n∑
l=1
alj,k(z)Ll + b
l
j,k(z)Ll,(4.11)
TLk = LkT + γk(z)T +
n∑
l=1
alk(z)Ll + b
l
k(z)Ll.(4.12)
avec les développements limités suivants,
γj,k(z) = −2iδj,k +
1
2
(
βkj + β
j
k
)
+ o(1),
alj,k(0) = 0,
blj,k(0) = 0,
γk(0) = 0,
alk(0) = 0,
blk(0) = 0,
On vérifie en particulier que l’on a encore, pour j = 1, . . . , n− 1, γj,k(0) 6= 0.
Soit (Z1(w), . . . , Zn−1(w)) une base de H1,0J ′ Γ
′, avec Zi =
∂
∂wi
+
∑n
j=1 αi,j(w)
∂
∂wj
+
βi,n(w)
∂
∂wn
, i = 1, . . . , n− 1. Les équations de Cauchy-Riemann tangentielles vérifiées
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par la fonction g sont les suivantes, pour z ∈ Γ :
Lpgj = 0 pour p = 1, . . . , n− 1 et j = 1, . . . , n− 1,(4.13)
Lpgn =
∑n−1
l=1
βl,n(g)
1 + ϕl(g)
Lpgl pour p = 1, . . . , n− 1,(4.14)
Lpgn =
∑n−1
l=1
αl,n(g)
1 + ϕl(g)
Lpgl, pour p = 1, . . . , n− 1,(4.15)
gn + gn
2
+
∑n−1
j=1 gjgj +
∑
A,B c
′
A,Bg
AgB = 0.(4.16)
où (4.16) est l’écriture de g(Γ) ⊂ Γ′, avec ρ′(w) = Re(wn) + |w′|2 +
∑
A,B c
′
A,Bw
AwB et
où ϕl(w) =
∑n−1
m=1 αm,l(w).
Ces équations sont similaires aux équations (3.6), (3.7), (3.8) et (3.9) obtenues dans le
cas modèle. Nous pouvons donc appliquer le procédé utilisé dans le cas des structures
modèles. Les calculs sont plus techniques puisque les règles de calcul (4.11) et (4.12)
entre les champs font intervenir des termes supplémentaires. Cependant, les termes
supplémentaires qui apparaissent sont toujours de degré inférieur et ne constituent que
des difficultés d’écriture. 
4.3. Interprétation géométrique des structures presque complexes vérifiant
la condition (∗). Soit J une structure presque complexe sur Cn vérifiant la condition
(∗), et soient (X1, . . . , Xn) les champs (1, 0) tels que Xj(0) = ∂
∂zj
. D’après (4.5) et
(4.6), nous avons :
Xi =
∂
∂zi
+ αi(z)
∂
∂zn
+ βi(z)
∂
∂zn
, i = 1, . . . , n− 1,
Xn =
∂
∂zn
+ βn(z)
∂
∂zn
,
Le calcul des crochets de Lie donne, pour j, k = 1, . . . , n− 1 :
[Xj, Xk] = aj,k(z)
∂
∂zn
+ bj,k(z)
∂
∂zn
,
[Xj, Xn] = aj,n(z)
∂
∂zn
+ bj,n(z)
∂
∂zn
,
où, pour j, k = 1, . . . , n− 1 :
aj,k(z) =
∂αk
∂zj
− ∂αj
∂zk
+ αj
∂αk
∂zn
− αk ∂αj
∂zn
+ βj
∂αk
∂zn
− βk ∂αj
∂zn
,
bj,k(z) =
∂βk
∂zj
− ∂βj
∂zk
+ αj
∂βk
∂zn
− αk ∂βj
∂zn
+ βj
∂βk
∂zn
− βk ∂βj
∂zn
,
aj,n(z) = −∂αj
∂zn
+ αj
∂βn
∂zn
− βn∂αj
∂zn
,
bj,n(z) =
∂βn
∂zj
− ∂βj
∂zn
+ βj
∂βn
∂zn
− βn∂βj
∂zn
.
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Nous avons donc :
Lemme 4.3. Pour j = 1, . . . , n−1 et k = 1, . . . , n, les crochets de Lie [Xj, Xk] vérifient
[Xj, Xk] = Aj,kXn +Bj,kXn, avec
Aj,k =
aj,k − βnbj,k
1− |βn|2 ,
Bj,k =
bj,k − βnaj,k
1− |βn|2 .
Si Π désigne la projection de TCn sur TCn/T 1,0Cn, on a Π([Xj, Xk]) = bj,kXn. Le
terme bj,kXn précise donc le défaut d’intégrabilité de la structure : ce défaut est porté
uniquement par la direction du champ de vecteurs Xn.
Pour démontrer un résultat général concernant l’analyticité des applications CR, il
est naturel de chercher à ”redresser“ les structures presque complexes, c’est-à-dire, de
trouver un difféomorphisme local φ tel que φ?(J) soit une structure presque complexe
vérifiant la condition (∗). L’analyse précédente indique que ceci n’est pas toujours pos-
sible. En effet, le fait que le défaut d’intégrabilité soit porté par une seule direction est
stable par difféomorphisme. Une structure presque complexe qui ne vérifie pas cette
condition ne pourra donc pas être redressée par un changement de coordonnées en une
structure vérifiant la condition (∗).
Par exemple, dans le cas où n = 2, soit C2 = (z1, z2), avec zj = xj + iyj, j = 1, 2. Soit
J la structure presque complexe définie sur C2 par :
JC =

i+ a b 0 0
b −i+ a 0 0
0 0 i+ c d
0 0 d −i+ c
 ,
avec,
a = iy22, b = y2
√
2 + y22,
c = y1
√
2 + y21, d = iy
2
1.
Les champs (1, 0) sont donnés par X1 =
∂
∂z1
+ α
∂
∂z1
et X2 =
∂
∂z2
+ β
∂
∂z2
, avec
α =
b
2i− a, β =
d
2i− c.
On a
[X1, X2] =
∂β
∂z1
∂
∂z2
− ∂α
∂z2
∂
∂z1
,
=
α
1− |α|2
∂α
∂z2
X1 − 1
1− |α|2
∂α
∂z2
X1 − β
1− |β|2
∂β
∂z1
X2 +
1
1− |β|2
∂β
∂z1
X2.
D’où,
Π([X1, X2]) = − 1
1− |α|2
∂α
∂z2
X1 +
1
1− |β|2
∂β
∂z1
X2.
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Or,
− 1
1− |α|2
∂α
∂z2
=
1
2
√
2 + y22
,
1
1− |β|2
∂β
∂z1
=
−1
2
√
2 + y21
.
La projection Π([X1, X2]) n’est pas portée par une direction constante. On ne peut
donc pas redresser la structure J en une structure vérifiant la condition (∗) par un
difféomorphisme local.
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