Introduction
Robust control deals with the feedback system shown in Fig. 1 , where P represents the uncertain physical plant and C is a fixed controller to be designed.
Here, it is assumed that the controller and the plant are linear time invariant (LTI) systems and Robust Control of Infinite Dimensional Systems, Fig. 1 Feedback system F .C; P / with fixed controller C and uncertain plant P they are represented by their transfer functions. Furthermore, P satisfies the following conditions: P .s/ D P .s/ C .s/ where P is the nominal plant model, with P .s/ and P .s/ having the same number of poles in C C ; and there is a known uncertainty bound W .s/ satisfying j.j!/j < jW .j!/j 8 ! 2 R:
Definition 1 All P satisfying the above conditions are said to be in the set of uncertain plants P, which is characterized by the given functions P .s/ and W .s/.
Depending on physical system modeling, other forms of uncertainty representations can be more convenient than the additive unstructured uncertainty model taken here; see, e.g., Doyle et al. (1992) , Özbay (2000) , and Zhou et al. (1996) for the examples of multiplicative, coprime factor, parametric, and structured uncertainty descriptions. Note that for notational convenience and simplicity of the presentation, single-input-single-output (SISO) plants are considered here; for extensions to multi-inputmulti-output (MIMO) plants, see, e.g., Curtain and Zwart (1995) .
When the plant under consideration is infinite dimensional, the transfer function P .s/ is irrational, i.e., it cannot be expressed as a ratio of two polynomials (it does not admit a finitedimensional state-space representation). Typical examples of such systems are spatially distributed parameter systems modeled by partial differential equations, fractional-order systems, and systems with time delays. The reader is referred to Curtain and Morris (2009) for examples of transfer functions of distributed parameter systems. There are many interesting industrial applications where fractional-order transfer functions are used for modeling and control, see, e.g., Monje et al. (2010) 
jH.s/j;
which is equivalent to the energy amplification through the system H; see Doyle et al. (1992) and Foias et al. (1996) .
Definition 2 is sometimes called the H 1stability, and in this setting, the set of all stable plants is the function space H 1 . It is worth noting that for infinite-dimensional systems, there are other definitions of stability (Curtain and Zwart 1995; Desoer and Vidyasagar 2009 ), leading to different measures of the system norm.
Robust Control Design Objectives
Let F .C; P / denote the feedback system shown in Fig. 1 . This system is said to be robustly stable if all the transfer functions from external inputs .r; v/ to internal signals .e; u/ are in H 1 for all P 2 P. In the controller design, robust stability of the feedback system is the primary constraint.
The feedback system F .C; P / is robustly stable if and only if the following conditions hold; see, e.g., Doyle et al. (1992) and Foias et al. (1996) , In order to illustrate these design constraints for robustly stabilizing controller, as an example, consider a strictly proper stable plant, i.e., P 2 H 1 with lim jsj!1 jP .s/j D 0:
R
In this case, all controllers in the form C D Q=.1 PQ/ satisfy condition .a/ for any Q 2 H 1 (moreover, any controller C satisfying .a/ must be in this form for some Q 2 H 1 ). Now consider a rational W .s/ with a stable Q such that jQ.j!/j is a continuous function of ! 2 R. Then, condition .b/ becomes
So, whenever the modeling uncertainty is "large" on a frequency band ! 2 , the magnitude of Q should be "small" in this region. When the plant is unstable, say p 2 C C is a pole of P .s/ of multiplicity one, conditions .a/ and .b/ impose a restriction on the controller, that leads to
So, a necessary condition, for .b/ to hold in this case, is jW .p/j Ä jN.p/j, which means that the modeling uncertainty at the unstable pole of the plant should be small enough for the existence of a robustly stabilizing controller. This is one of the fundamental quantifiable limitations of feedback systems with unstable plants; see Stein (2003) for further discussions on other limitations. Many other performance-related design objectives, such as reference tracking and disturbance attenuation, are captured by the sensitivity minimization, which is defined as finding a controller satisfying .a/ and achieving .c/ kW 1 S k 1 Ä for the smallest possible > 0, for a given stable sensitivity weight W 1 .s/. Selection of W 1 depends on the class of reference signals and disturbances considered; see Doyle et al. (1992) , Özbay (2000) , and Stein (2003) for general guidelines. Stability robustness and performance objectives defined above can be blended to define a single H 1 -optimization problem, known as the mixed sensitivity minimization: given W 1 , W 2 , P , find a controller C satisfying .a/ and achieving
for the smallest possible > 0, where T .s/ WD 1 S.s/ and W 2 .s/ represents the multiplicative uncertainty bound, with jW 2 .j!/j D jW .j!/j=jP .j!/j; 8 ! 2 R: The smallest achievable is the optimal performance level opt and the corresponding controller is denoted by C opt . Typically, when P is infinite dimensional so is the optimal controller.
Design Methods

Approximation of the Plant
One possible way to design a robust controller for an infinite-dimensional plant P is to design a robust controller C a for an approximate finitedimensional plant P a ; (for a frequency domain approximation technique for infinite-dimensional systems, see Gu et al. 1989) . When W 1 , W 2 , and P a are finite dimensional, standard state-space methods, Zhou et al. (1996) , can be used to find an H 1 controller C a achieving
for the smallest possible a , where S a WD .1 C P a C a / 1 and T a D .1 S a /. Then, the controller C D C a satisfies .a/ and achieves the performance objective .d / with
D . a C"/ 1 1 "
; " WD kC a S a .P P a /k 1 ;
where it is assumed that the approximation of the plant is made in such a way that " < 1. Clearly, if a ! opt as " ! 0, then ! opt as " ! 0. The conditions under which a ! opt are discussed in Morris (2001) .
Direct Design Methods
The classical two-Riccati equation approach, Zhou et al. (1996) , developed for finitedimensional systems, has been extended to various classes of infinite-dimensional systems by using the state-space techniques where semigroup theory plays an important role; see van Keulen (1993) for further details.
In order to illustrate some of the key steps of a frequency domain method developed in Foias et al. (1996) , consider a specific example where the plant is given as
First, compute the location of the poles in C C using available numerical tools for finding the roots of quasi-polynomials; see, e.g., Sipahi et al. (2011) for references. For the simple example chosen here, P .s/ has only one pole in C C , at s D 0:5 (for larger values of h, the number of unstable poles of P may be higher). Now, the plant can be factored as follows: 
with N 1 ; N 1 1 2 H 1 and N 2 is finite-dimensional (first order in this example).
The above steps illustrate coprime factorizations and inner-outer factorizations for systems with time delays (retarded case). For systems represented by PDEs or integrodifferential equations, plant transfer function can be factored similarly, provided that the poles and zeros in C C can be computed numerically.
When the plant is in the form (2) given above and the weights W 1 and W 2 are rational, the optimal performance level and the corresponding optimal controller is obtained by the following procedure (see Foias et al. (1996) for details).
• Controller parameterization transforms the mixed sensitivity minimization to a problem of finding the smallest > 0 for which there exists Q 2 H 1 such that 
The operator . C ‡ ‡/ is in the form of a skew-Toeplitz operator that gives the name to this approach. See Foias et al. (1996) for a detailed exposition.
Optimal H 1 -Controller The above steps have been implemented, and the final optimal controller expression has been obtained in a simplified form described below. Let˛1; : : : ;˛`2 C C be the zeros of M D .s/, i.e., unstable poles of the plant (for simplicity of the exposition, they are assumed to be distinct With the above definitions, under certain mild conditions (satisfied generically in most practical cases), the optimal controller can be expressed as The above system of equations can be rewritten in the matrix form
where the 2.n 1 C`/ 1 vectorˆcontains the coefficients of L 1 and L 2 , and R is a 2.n 1 C / 2.n 1 C`/ matrix which can be computed numerically when is fixed. The optimal performance level opt is the largest which makes R singular. The corresponding nonzeroˆgives L.s/, and hence, all the components of C opt are computed.
Example 1 Consider the weighted sensitivity minimization for the plant (1) with the following first-order weights:
where k > 0 represents the relative importance of the multiplicative uncertainty with respect to the tracking performance under steplike reference inputs (see Doyle et al. 1992; Özbay 2000) . With where k D s 2k k 2 2 :
In this example`D 1 and n 1 D 1, with˛1 D 0:5,ˇ1 D j= . Hence, there are internal unstable pole-zero cancelations in the representation (4). An internally stable implementation of this controller is shown in Gumussoy (2011) using a realization similar to (3).
The above approach can also be extended to a class of infinite-dimensional plants with infinitely many poles in C C ; see Gumussoy and Özbay (2004) for technical details.
Summary and Future Directions
This entry briefly summarized robust control problems involving linear time invariant infinitedimensional plants with dynamic uncertainty models. Salient features of these robust control problems are captured by the mixed sensitivity minimization problem, for which a numerical computational procedure is outlined under the assumption that the weights are rational functions. Note that different types of plant models involving probabilistic, parametric, or structured (MIMO case) uncertainty are left out in this entry. Other robust control problems that are not discussed here include simultaneous stabilization (control of finitely many plant models by a single robust controller) and strong stabilization (robust control with the added restriction that the controller must be stable) of infinite-dimensional systems. Stable robust controller design techniques for different types of systems with time delays are illustrated in Özbay (2010) and Wakaiki et al. (2013) ; see also their references.
For practical implementation of infinitedimensional robust controllers, it is important to find low-order approximations of stable irrational transfer functions with prescribed H 1 error bound. There exist many different approximation techniques for various types of transfer functions, but there is still need for computationally efficient algorithms in this area. Another interesting topic along the same lines is direct computation of fixed-order H 1 controllers for infinitedimensional plants. In fact, computation of H 1optimal PID controllers is still a challenging R problem for infinite-dimensional plants, except for some time-delay systems satisfying certain simplifying structural assumptions. Advances in numerical optimization tools will play critical roles in the computation of low (or fixed)-order robust controller design for infinite-dimensional plants; see, e.g., Gumussoy and Michiels (2011) for recent results along this direction.
In the past, robust control of infinitedimensional systems found applications in many different areas such as chemical processes, flexible structures, robotic systems, transportation systems, and aerospace. Robust control problems involving systems with timevarying and uncertain time delays appear in control of networks and control over networks. Ongoing research in the networked systems area include generalization of these problems to more complex and interconnected systems.
There are also many interesting robust control problems in biological systems, where typical underlying plant models are nonlinear and infinite dimensional. Some of these problems are solved under simplifying assumptions; it is expected that robust control theory will make significant contributions to this field by extensions of the existing results to more realistic plant and uncertainty models. 
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Introduction
Advanced automatic control systems are marked by the high integration degree of digital electronics, intelligent sensors, and actuators. In parallel to this development, a new trend of integrating model-based fault detection and isolation (FDI) into the control systems can be observed (Blanke et al. 2006; Ding 2013; Gertler 1998; Isermann 2006; Patton et al. 2000) , which is strongly driven by the enhanced needs for system reliability and availability.
A critical issue surrounding the integration of a diagnostic module into a feedback control loop is the interaction between the control and diagnosis. Initiated by Nett et al. (1988) , study on the integrated design of control and diagnosis has received much attention, both in the research and application domains. The original idea of the integrated design scheme proposed by Nett et al. (1988) is to manage the interactions between the control and diagnosis in an integrated manner (Ding 2009; Jacobson and Nett 1991) .
Robustness is an essential performance for model-based control and diagnostic systems. In the control and diagnosis framework, robustness is often addressed in different context (Ding 2013) and thus calls for special attention in the integrated design of control and diagnostic systems. In their study on fault-tolerant controller architecture, Zhou and Ren (2001) have proposed to deal with the integrated design in the framework of the Youla parametrization of stabilization controllers (Zhou et al. 1996) , which also builds the basis for achieving high robustness in an integrated control and diagnosis system. Below, we present the basic ideas and some representative schemes and methods for the integrated design of robust diagnosis and control systems.
Plant Model and Factorization Technique
Consider linear time invariant (LTI) systems given in the state space representation
where x 2 R n ; y 2 R m ; u 2 R k u stand for the plant state, output, and input vectors, respectively. z 2 R k z is the controlled output vector. d 2 R k d ; f 2 R k f denote disturbance and fault vectors, respectively. A; B; C; D; C z ; D z ; E d ; E f ; F d ; F f are known matrices of appropriate dimensions.
A transfer matrix G.s/ D D C C.sI A/ 1 B with the minimal state space realization .A; B; C; D/ can be factorized into
