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Abstract. A proposal for an electron-beam device that can act as an efficient spin-
polarization filter has been recently put forward [E. Karimi et al., Phys. Rev. Lett. 108, 
044801 (2012)]. It is based on combining the recently developed diffraction technology for 
imposing orbital angular momentum to the beam with a multipolar Wien filter inducing a sort 
of artificial non-relativistic spin-orbit coupling. Here we reconsider the proposed device with 
a fully quantum-mechanical simulation of the electron beam propagation, based on the well 
established multi-slice method, supplemented with a Pauli term for taking into account the 
spin degree of freedom. Using this upgraded numerical tool, we study the feasibility and 
practical limitations of the proposed method for spin-polarizing a free electron beam. 
 
1. Introduction 
 
In electron microscopy, the electron spin has been, for a long time, a spectator degree of freedom. The main 
reason is that it is very hard to produce good quality spin-polarized electron beams. Indeed, at the present 
state of the art of electron microscopy, this can only be done by exploiting laser-induced emission from a 
strained semiconductor [ 1][ 2], a process that cannot reach a very high brightness and polarization purity at 
the same time, and that typically requires the frequent replacement of the emitting tip. The introduction of a 
spin polarizer for free electrons hence would be a breakthrough in the generation of spin-polarized electron 
beams with high brilliance. 
The question of if a device capable of spin-polarizing free electron beams could ever exist has been largely 
debated in the scientific literature. The first attempts date back even to the early times of quantum 
mechanics. The failure of the first experiments and the debate on their possible improvements led to the idea 
that fundamental reasons hamper the realization of such a polarizer [ 3]. More explicitly,  Bohr‟s assertion, 
as formulated by Pauli, was that  “it is impossible to observe the spin of the electron, separated fully from its 
orbital momentum, by means of experiments based on the concept of classical particle trajectories” [ 4]. 
This sort of interdiction discouraged until recently the attempts to create a spin polarizer for an electron beam 
based on classic trajectory manipulation. The reason for the denial of these experiments was always tied 
down, more or less directly, to the uncertainity principle [ 4]. Among the proposed experiments [ 5], there 
was a variant of the famous experiment of Stern and Gerlach, in which a gradient of the magnetic field was 
exploited to separate the trajectories of particles with different spins [ 6]. The refutation, in this case, was 
based on the argument that an additional Lorenz force must exist because of the ineliminable component of 
the magnetic field perpendicular to its gradient. This led to the proposal by Knauer [ 7], again based on the 
Stern Gerlach concept, but with the addition of an electric field for compensating the Lorentz force. This idea 
was also proved to be ineffective by Bohr and Pauli, owing to the unavoidable effect of the fringe fields on 
the electrons entering the device. Looking at the details of Bohr‟s interdiction argument, one may notice that 
it does not deny the possibility of spin polarization in general, but only of methods based on classical physics 
concepts. In this sense, the prediction and following discovery of the  partial polarization of electrons 
undergoing Mott scattering cannot be considered as a violation of Bohr‟s statement [ 8][ 9]. Indeed, the 
crucial factor determining the polarization in Mott scattering is the spin-orbit potential, which has no direct 
classic analogue. Moreover, a recent reanalysis of “anti-Bohr” experiments has actually shown that even in 
the classic Stern-Gerlach-like experiments a small but non-vanishing polarization can be obtained [ 10]. 
In this context, we have proposed an experiment based on the use of electron vortex beams, i.e. beams 
carrying orbital angular momentum (OAM)[ 11]. We took advantage of the fact that electron vortex beams 
have been recently demonstrated experimentally [ 12][ 13][ 14].  
The advantage of such beams is that the OAM can be coupled with the spin in the interaction with typical 
electron-optical elements such as the magnetic quadrupoles used for beam stigmatization. The most 
promising implementation of the proposed polarization experiment is based on a quadrupolar magnetic field 
combined with an electric quadrupole, in order to cancel the Lorentz force. Such device is sometimes called 
a second-order Wien filter.  
To a first view, this proposed experiment looks similar to that of Knauer [7]. The main difference apparently 
is in the shape of the magnetic (and electric) field. In the new method the field pattern is characterized by the 
presence of a topological charge. The latter implies the presence of an ineliminable singularity related to the 
topology of the field, as for example in the case of the quadrupolar field, which goes to zero (and therefore 
has singular phase) in its center. Explicitly the topological charge q enters in the analytical description of the 
magnetic field, which can be expressed as  
                                          (1) 
where  ,   are the polar coordinates in the plane transverse to the beam propagation axis z,   is a real 
constant, and the field radial profile is        
  . The topological charge q is an integer, which must be 
negative if we assume that there is no field source at the element center, r = 0. The simplest case is the 
quadrupole, for which q = –1. We introduced the name “q-filter” to denote a higher-order Wien filter with 
fields having the geometry given by Eq. (1). 
Owing to this topological charge, a non vanishing Berry phase is associated to the adiabatic transport around 
the singularity of the spin precession solution. In fact, while the classical spin precesses in presence of a 
magnetic field, a different phase is associated to each “trajectory” inside the quadrupole. This phase, in turn, 
gives rise to a spin-dependent quantum interference effect in the radial direction, allowing for the electron 
separation according to their spin along this coordinate. Despite its superficial similarity to Knauer‟s 
proposal, our method, being based on a quantum interference, is again clearly non-classical, and hence it can 
escape Bohr‟s interdiction. 
In our previous work, only a semi-classical analysis of the electron propagation in the filter has been carried 
out [11]. However, the subtle arguments used against the Stern-Gerlach experiment prove that limiting 
factors can be easily overseen in any qualitative or approximate analysis. A fully quantum simulation of the 
electron wavefunction propagation is therefore in order. To this aim, in this work, we introduce a simulation 
algorithm derived from the multi-slice method used for simulating electron-matter interaction, which is one 
of the most powerful tools to calculate dynamical scattering in transmission electron microscopy (TEM) [ 
15]. The multi-slice simulation, in its basic form, is based on paraxial high-energy forward scattering and is 
typically applied to the interaction of TEM electron with crystals. Nonetheless, it has been demonstrated that 
the interaction of the electromagnetic lenses of a microscope with the beam can also be satisfactorily 
accounted for by this algorithm [ 16]. 
The advantage of the multi-slice algorithm is that it retains the wave description of the electrons. In many 
cases, such as in the propagation of electrons through electromagnetic lenses, this approach may result time-
consuming and not truly advantageous with respect to classical ray-tracing. But it becomes essential in the 
description of purely quantum effects, such as the Aharonov-Bohm problem [ 17][ 18]. In the present case, 
the use of a quantum-mechanical approach is necessary to capture the role of the spin in the wavefunction 
propagation in the presence of spin-orbit effects [ 19]. 
Previous attempts to produce a spin-dependent multi-slice approach to describe electron-matter interaction 
have been based on the relativistic description of electron propagation derived from the Dirac equation [ 20]. 
In the present case we limit ourselves to the non-relativistic case, adding the sole Pauli term in the interaction 
Hamiltonian, while postpone to future work a full evaluation of all the relativistic corrections.   
Based on this approach, we aim to reconsider in greater detail the proposed procedure to create beams of 
polarized electrons. Particular attention will be given to the polarized intensity in relation to the applied field, 
to the role of the fringing fields, and to the required emission coherence. 
2. Non-relativistic simulation model 
 
As the main optical element in the calculation is the Wien filter, it is necessary to describe the effect of both 
electrostatic and magnetic fields on a free electron. The non-relativistic Pauli Hamiltonian for the electron 
dynamics can be written as follows:  
   
            
  
                  (2) 
where   is the reduced Plank constant, m is the electron rest mass, e is the (absolute value of the) electron 
charge,    is the magnetic vector potential,    is the electrostatic potential, and     
  
  
 
 
 is the magnetic 
momentum vector, with the factor g≈2 being the gyromagnetic g-factor, and   the Pauli matrix vector. 
This Hamiltonian can be split into three terms that in the Coulomb gauge are as follows: 
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The paraxial approximation permits to simplify the kinetic-energy hamiltonian    as follows: 
     
    
 
  
 
 
 
    
 
  
         (5) 
where    is the gradient operator in the transverse plane xy and z is the main propagation direction. The 
quantity k0 is the wave number, inversely proportional to the electron wavelength   and can be written  
 k0 
  
 
 
 
 
       
 
    
           (6) 
where   is the kinetic energy imposed by the accelerating voltage and c is the seed of light in vacuum. It is 
appropriate to introduce here also the related quantities that describe the forward propagation and that are 
treated as constant throughout this article namely the average velocity v and the relativistic mass as a 
function of the kinetic energy ε 
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The U term of Eq. 4b gives the spin-independent interaction term with the applied electromagnetic field. If 
the magnetic field B is everywhere orthogonal to the propagation, as in the core of the Wien filter, we can 
write 
        
  
  
   
  
 
   
 
  
         (9) 
The third term of U is usually the dominating one, responsible for the main Lorentz force effects and can be 
further simplified in the forward scattering approximation as  
  
 
    . 
Conversely if the magnetic field is oriented along z, as, for example, in the center of the objective lens of a 
microscope, one has 
        
  
  
   
  
 
    
 
  
   
 
  
             (10) 
The second term provides the lensing effect responsible for localization, while the third one produces, for an 
homogeneous field, a coordinate rotation [ 21]. 
Finally the Up term given in Eq. 4c, typically excluded in microscopy simulations, is the Pauli term, 
describing the interaction between the magnetic dipole of the electron and the external magnetic field. 
3. Main relativistic corrections 
 
In this section the main relativistic corrections to the electron motion, taking into account the spin, will be 
considered, following in part the approach of Rother [ 20]. 
The first somehow more obvious correction should be applied to the dispersion equation, namely in the term 
  . An expansion of the exact relativistic Hamiltonian in power of the momentum p would yield a series of 
correction terms, the first of which is [ 22] 
   
   
  
     
           (11) 
Since all these terms commute with    and can be treated perturbatively, it is customary to include these 
effects in the substitution of the rest mass with its relativistic counterpart m* [ 22]. 
More complex to deal with are the terms that contain the charge and spin interaction  with external fields. 
While the non-relativistic treatment of the spin requires a 2-component spinor, the full relativistic treatment 
derived from Dirac equation would require the introduction of a 4-component spinor. In fact, in the rest 
frame of the electron the two additional components vanish identically.  
To correct our approach, we refer to the work of Rother et al. for a fully relativistic multi-slice method [ 20]. 
This article highlights the presence of two Hamiltonian correction terms not included so far 
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where    
  
  
   in the standard representation an   is the electric field. The second term is responsible for 
spin-orbit effects. We note in passing that the Darwin term vanishes here, since, in our case,      . 
These two terms are responsible for complex  effects depending on the electric field. In the case of interest of 
a Wien filter, for which   and    are compensated, their role can be better clarified. 
Since in this case VE=vAZ the term VE
2
 has a similar effect as the term A
2
. Therefore  a way to account for 
this in the simulation would be  to substitute 
     
       
  
  
            (13) 
But we will not consider this correction. In fact, in agreement with what stated in the literature and 
anticipated above, we assume that the spin-independent electron spatial evolution can be satisfactorily 
described by the non-relativistic equations modified only with the relativistic corrections for mass and 
wavelength [ 22] (a more comprehensive discussion can be found in [ 23]). 
What remains to be considered are therefore only the relativistic terms in the Pauli interaction. The term     
in Eq. (12) introduces an interaction between spin and electric field, but also involves the lower part of the 
quadrispinor that we are going to neglect. The size of this  correction would once again go as v
2
/c
2
. However 
we prefer to calculate this term in a more “classical” way. 
This can be done by requiring the relativistic covariance of the forces acting on electron in presence of an 
electric field. In the reference frame at rest with the electron, the electric field can be seen as an additional 
magnetic field providing an additional     Hamiltonian. The first-order approximation of this effect, in the 
hypothesis of a perfectly compensated Wien filter, gives rise to a reduction of the effective B field, as 
explained in appendix A 
              
  
  
)          (14) 
At variance with what happens in the case of the kinetic terms, this correction cannot be accounted for by a 
simple replacement of the electron mass with its relativistic counterpart. In fact, even if in the electron 
magnetic moment the relativistic mass is used, a further correction of     in the Pauli term (4c) would still 
be necessary. 
4. Formalization of the spin-OAM  interaction in q-filters  
 
It is tempting to look for analogies between the effect of the Pauli term Up in the q-filter, which couples the 
electron spin and OAM during the propagation, and the well known spin-orbit effect taking place in atoms. 
In atoms, the spin-orbit coupling originates only as a relativistic effect, as there is no applied magnetic field. 
The electrostatic  potential generated by the nuclei produce, as an effect of relativistic invariance, the well 
know spin-orbit Hamiltonian, which has the form [ 24] 
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where  B is the Bohr magneton and    is the OAM vectorial operator. It is easy to verify that 
                              (16) 
where     
  
  
  and     
  
  
  and lz,  l+, l– are the OAM z component operator and ladder operators, 
respectively.  
If, for example, this potential is applied to a state         it is found that 
                               
                                    (17) 
This potential hence produces a simultaneous raising or lowering of spin and OAM by one quantum.  
Let us now write down the spin-OAM interaction operator resulting from the Pauli term in a quadrupolar 
magnetic field, where               . Here    is the value of the module of the field at a reference 
radius   . We thus find  
                                       (18)  
to prove this relation we used the following paraxial approximation for the angular momentum: 
              
                             (19) 
Which leads, apart from constants, to  
          
                     (20) 
The formula can be easily extended to higher multipolar geometries, or higher |q| values; E.g. in the case of 
an hexapole, for which 
         
                                    (21) 
The similarity of this spin-OAM coupling hamiltonian terms with the spin-orbit atomic ones allows one to 
develop a formal analogy between our spin-polarization method and the well established polarization scheme 
based on Mott scattering, in which the polarization is indeed arising from the spin-orbit term. This analogy 
therefore provides a further argument to explain why our method escapes Bohr‟s interdiction statement.  
5. Multi-slice algorithm  
 
The multi-slice simulation algorithm is based on replacing the continuous propagation of the wavefunction 
along z, under the effect of external fields, with a discrete alternated sequence of thin interaction layers and 
free-space propagation in given space “slices”. In this manner the interaction and propagation can be treated 
separately, as two simpler problems [ 25]. 
 
 
 
 
 
 
Explicitly, for the calculation, a 2 component spinor is introduced in the form 
        
  
  
            (22) 
Figure 1 - Scheme of the algorithm for the multi-slice calculation. After interaction with a small slice 
of projected potential, a free propagation is calculated between slices. The figure schematizes the 
wavefunction evolution after the interaction with each potential slice (the Az component for a 
quadrupole is also shown). 
 
The two wavefunctions appearing in this equation can be treated separately, as long as H0 and U are 
concerned. The only term mixing them is the Pauli term   . The normalization condition is      
 
   
     
 
    , while the initial amplitude of the two components depends on the polarization state at the 
entrance of the system. In the case of mixed polarization, the relative phase of the two components should be 
randomized, to avoid coherent effects. For each single slice i comprised between zi and zi+1 = zi+   , 
assuming a B field lying in the xy plane, the effect of the interaction with the fields can be written as [ 21] 
             
 
  
       
    
  
              (23) 
Here we used the velocity v as in eq. 7. This expression assumes implicitly a constant velocity of the electron 
in the forward direction. Any dependence on the velocity could be included only as higher-order terms. 
The interaction term derived from U (eq. 8), excluding the spin, can be rewritten as 
                 
  
 
            
    
  
 
  
  
            
    
  
 
   
    
   
          
    
  
  (24) 
However in the case of interest, if |E|=v|B| in every point, the first two terms balance each other and cancel 
while the third does not and has significant effects on the wavefunction evolution.   
If now the Pauli term    is introduced, the two spinor component become coupled. The interaction term due 
to    is then written as  
         
 
  
               (25) 
using the properties of Pauli matrixes   ,    and assuming a field in the form                    , this can 
be rewritten as follows: 
       
      
  
 
            
  
 
 
          
  
 
       
  
 
 
                   (26) 
where   
      
   
 
     
 and    is taken as      as in eq. 1.  This term produces a mixing of the two spinor 
components that increases with the slice thickness   .  
The multi-slice recipe requires that the interactions with the fields are alternated with free propagations. 
These can be usually accounted for by the convolution with a propagator function: 
                           (27) 
In the paraxial approximation, the propagator kernel is the following: 
      
 
    
      
 
   
                (28) 
Since the convolution is typically performed in the Fourier space, it is useful to write also its Fourier 
transform 
 )(exp)(~ 22 yx KKziKP           (29) 
where Kx,y are the conjugate coordinates of x,y. This expression will be also used for further discussions in 
appendix D. 
The described approach works only for a transverse magnetic field. In the case of a longitudinal field 
components, there is an additional Hamiltonian term   
  
  
               (where the T indicates the vector lying 
in the x,y plane) which is neither a simple phase factor nor a simple free-space propagator, so that the 
problem becomes more complex. We will consider this term further below, when discussing the effect of the 
fringing fields. 
For the practical implementation of the described method, the Kirkland multi-slice code  [ 25] has been 
modified in order to add the spinorial representation and the Pauli term. In order to increase the accuracy, a 
double precision representation of the wavefunction and of the field potentials was used. However the final 
results were stored on single precision. Finally, for the graphical handling of the simulation, a routine of the 
STEM CELL software package was added to set the simulation parameters, start the simulations and collect 
their results [ 26]. 
5.1. Limitations in the multi-slice 
The main numerical limitation in the multi-slice method is in the size of the spatial sampling. In particular, 
this limits the strength of the magnetic fields that can be accounted for by simulations. 
Let us assume for a moment that the propagation effects are negligible. The total phase factor due to the 
interaction with the magnetic field can be directly calculated by integration of a single uniform potential on 
the whole lens thickness. 
In fact, it is required that the phase shift between neighboring pixels induced by the magnetic field are small, 
that is 
            . We analyze here two cases: if only the Az term (the third term in eq. 8) matters, one 
has for example along x 
     
  
 
                                  (30) 
and therefore to the first order 
         
 
 
               (31) 
If the typical sampling is on 1024 pixels for a 100  m wide slice           then            T m. 
This means that fields of 0.001 T can be used only for a thickness of 100  m. This limits the field and/or the 
thickness of the optical elements to be simulated.   
For a Wien filter, only the A
2
 term matters and the limit condition becomes  
   
  
    
   
              
                                (32) 
In this case the condition cannot be simply expressed in terms of the magnetic field and thickness of the 
optical element but the radius of the probe and the shape of the field should also be considered. 
We made sure that this condition was satisfied in all considered cases. 
6.  Feasibility of the spin-polarization experiment 
 
Wien filters are electro-optical configurations where the electric and magnetic fields are set up in order to 
have a compensation between the electrical and magnetic forces. The fields can be constant or space-variant. 
In the latter case a typical multipolar configuration is used. Wien filters find their application in electron 
microscopy, for example as monochromators (since the compensation occurs only for a single energy), or in 
experiments to measure the coherence of the beams [ 27][ 28].  
The first thing to point out in the description of a Wien filter is that in spite of the fact that we have 
compensated the field to the first order, the A
2
 term is not compensated. The semi-classical  explanation of 
this effect (associated with fringe-field effects) was given in the previous article supplementary material [ 
11]. 
 
 
 
 
The simulation geometry is shown in figure 2. We assumed as entrance wave a beam in a state with a defined 
orbital angular momentum per electron OAM=   with     (which can be obtained, for example, at the exit 
of a fork hologram) and calculated the evolution at the end of the filter and in the far field, in order to 
investigate the spatial separation of electrons with different spin. 
In more detail, for the entrance wave we used the following spatial dependence of the wavefunction: 
     
 
 
 
 
       
  
  
                      (33) 
Where    
    
     
 is the appropriate normalization factor. This beam corresponds to a Laguerre-Gauss 
beam of waist w (maximum intensity at          , with the radial number set to 0, and the two spin 
eigenstates, i.e. 
                 
                       (34) 
where      
 
 
           
 
 
  . 
Let us introduce the Rayleigh length    
   
 
, which gives the distance at which a Gaussian beam of initial 
radius   doubles its radius, owing to diffraction. It gives us the order of magnitude of the length scale at 
which the diffraction effects become relevant.  For our simulation, we considered =100KeV, a realistic 
values of w‟=10  m, a slice size of 200  m, a magnetic field of B=0.003 T at the circle with radius w. The 
total filter thickness was 5 cm and the number of slices was 20. 
Since zR=10 m, while the filter is only few centimeter long, we do not expect a large contribution of 
diffraction effects inside the device. But the contribution can become larger for higher values of the fields. 
The results of the simulation immediately after the filter (near field) are given in figure 3a-h, showing the 
wavefunction amplitude and phase for different initial spin states and separating the two final spin states. 
In this simulation example, the field strength and filter thickness were such that only 0.6% of the beam (as 
given by the wavefunction integrated absolute square) has undergone spin flip and hence acquired a different 
OAM value at the exit. The remaining 98.8% is essentially unmodified by the filter. 
Figure 2 Spatial distribution of the electrostatic potential, corresponding to the Az 
potential of the Wien filter. The doughnut shaped probe before the filter for  =1 is also 
shown.  
 
The exit beam is then let to evolve to its far field by Fourier transforming. The results are shown in figure 3 
i-n. 
The most evident result is that three states with different radial distributions are well visible in the output, 
namely corresponding to    =0,1,2. Among them, only the state with    =1 (the input one) is present in both 
polarizations: it is hence in a mixed polarization state. The far-field wavefunction patterns show a 
characteristic “petal” shape, due to the A2 which has a fourfold symmetry.  
 
 
 
 
Due to the different magnetic field strength and filter length, this result cannot be directly compared  with the 
ray tracing calculation of our previous article, but we verified in other cases that the two simulation schemes 
give comparable results (see appendix B). For the spin-polarization application, the most important outcome 
here is that only the spin-down input / spin-up output case shows a non-negligible intensity in the beam 
center (because it has acquired a    =0 component). Therefore, by selecting the central region one can filter 
the spin in an effective way. 
6.2 Expected intensity  
In the precedent article [ 11] a formula was given for the conversion rate, but it applied to an infinitely thin 
circle-shaped beam, that is a beam having a single radius. This allowed considering the magnetic field in the 
formula as a constant, while in a more realistic situation such as that considered here, the field is actually 
varying across the radial extension of the wavefunction. For this reason, it is easy to demonstrate that a full 
conversion of the entire beam is actually unreachable. This however does not represent a too severe 
Figure  3 (a-h) The wavefunction at the exit of the q-filter [(a-d) intensity and (e-h) phase, in 
gray scale] as a function of the initial and final polarization states. (i-n) Same wave functions 
after propagation to the far field (only amplitudes). 
 
limitation, as a conversion beyond 50% can still be obtained. The fact that an important, and even dominant, 
fraction of the electrons remains in the state    =1 can be considered a practical problem, but not a 
fundamental limitation. In fact, it can be necessary to reduce the size of the selection pupil with respect to the 
full conversion case [ 11], in order to remove the residual transmission of a strong     =1 component. This 
produces a further reduction in the filter efficiency. A possible way around this problem could be the use of 
larger values of |q| and  of the OAM of the impinging beam, but this will not be further considered here. 
In Table 1, the amount of intensity converted into  =0 is calculated as a function of the field intensity of the 
magnetic lenses, for two different values of the electron kinetic energy. The filter length was set to 5 cm and 
the beam size was 10 m. 
Table 1.  Fraction of electron spin conversion for different values of the magnetic field in the 
Wien filter and for two values of the kinetic energy. 
 Kinetic energy of the e-beam 
Magnetic field 100 keV 40 keV 
0.3mT 6 x 10
–5
 2.7 x 10
–4
 
1mT 7 x 10
–4
 0.3 % 
3mT 0.6% 2.7% 
10mT 6.6% 25% 
 
From this table it is clear that the use of lower electron energies makes the spin-polarization easier, by 
increasing the conversion for the same filter length and magnetic field intensity. As realistic field values at a 
10 m radius are, at the moment, in the range  of some mT, a conversion in the order of 1% appears as the 
most optimistic performance.  
In spite of these small numbers, an appropriate aperture could produce a relatively large polarization degree, 
although at the cost of large intensity reduction. A discussion on the choice of the aperture can be found for 
example in  [ 29]. 
 
6.3 Coherence issues 
One of the coherence issues arising in Wien filters was studied by Hasselbach [ 28][ 30]. It regards the 
temporal coherence of the electron source which turns eventually in a spatial incoherence effect. In fact, due 
to the different group velocity of wave packets fractions inside the filter (depending on the local electrostatic 
potential), two rays experience a different transverse shift of their envelope function even though their phase 
is practically unchanged. The displacement of wave packets due to the different group velocity can be 
calculated as  
     
  
ε
            (35) 
Where    is the difference of potential in two separate optical paths and L is the device length. 
Using L=5 cm ,   =5 V and  = 100KeV, one finds    2.5 m this value is comparable with the coherence 
length of a cold field emission gun and can be therefore a real limiting factor for the size of the applied 
fields. Since the source of the finite temporal coherence is the energy spread of the source, an equivalent way 
to see the effect is to introduce a small un-compensation of the Wien filter, namely a small component of the 
A term proportional to the spread in electron energy. The actual probe profile will then be the incoherent sum 
of the results obtained for many different energies. 
Figure 4 is an example of the propagation where the energy spread is accounted for. Simulations for different 
energy and consequent unbalancing of the Wien filter have been summed incoherently with a Gaussian 
weight. Three values of the energy spread have been considered, with Gaussian deviation =0.7 eV, 0.3 eV, 
0.1 eV, respectively (corresponding to FWHM 1.6eV, 0.7 eV and 0.2eV). The beam energy is 100 keV the 
filter is 5cm long and with a magnetic field of 0.1 mT. It is clear that with large energy spreads it is 
impossible to separate the  =0 case.
It is also evident that this factor can be the main  limiting factor for the actual conversion rate: with the 
present sources, this is limited to few percent. A highly monochromatic source could be used to improve this 
figure, but at the cost of a greatly reduced intensity [ 31]. 
Other more conventional issues regarding the spatial and temporal coherence have been already discussed in 
a precedent paper [ 32]. It is worth here mentioning that depending on the convergence used in the vortex 
imaging, the central spot for    =0 can disappear. At the moment this does not seem to be an ultimate limit, 
though, since many parameters like convergence and the spacing in the fork hologram, or even the kind of 
hologram to be used can be varied in order to reduce this effect. 
 
6.4. Fringing Fields 
Since electric and magnetic field forces balance inside the Wien filter, to a first approximation one can 
assume that their in-plane effects balance also for the fringing fields. In fact, in the region outside the sources 
the expression for both fields can be calculated starting from the Laplace equation  
                 (36) 
where V represent the electrostatic potential or the magnetic scalar potential. Nevertheless, as in the case of 
the main field it is necessary to evaluate residual effects due to the Pauli term Up and A
2 
potential and an 
additional term              . For an evaluation of these terms we can base on an analytical model assuming a 
scaling of the fields with z. Using the scaling function k(z) the expression for the magnetic field and vector 
potential are provided in appendix C. The simplest expression for these field is obtained  for 
       
           
      
                   (37) 
This scaling can be considered as a first-order approximation. If this simple expression is assumed, the 
resulting field potential expression is  
    
  
  
 
 
 
     
 
 
    
 
 
                         (38) 
where B0 is the value of the field at a reference distance R0 from optical axis at z=0. The condition R0=w, 
namely the Laguerre-Gauss radius can be chosen in our case.  
The magnetic field is given by  
    
  
  
                                 (39) 
The derivation and other relevant expressions are given in appendix C.  
If a->0, this becomes the conventional quadrupolar field expression. The relevant terms are Up and 
   
  
   
   
  
  
    
 
  
   
 
  
              (40) 
which is deduced from Eq. (9) by assuming that VE is exactly compensated in-plane by Az. The effect arising 
from the second term in Eq. (39) is a deformation of the wavefunction, but this term is typically negligible, 
as we show in appendix D. The term in A
2
 provides a weak lensing effect that can be easily taken into 
account in the simulation, but that does not alter significantly the wavefunction.  
  
 
 
 
 
Figure 4. The wavefunction intensity at the Fourier (far field) plane after the Wien filter. In this 
case, the images are obtained as the incoherent average over 5 different energy conditions, 
weighted by a Gaussian distribution with standard deviation   = 0.1 eV (a-d), 0.3 eV (e-h) and 
0.7 eV (i-n). The effect of the energy spread of the source was accounted for by a residual small 
miss-compensation of the filter and therefore the appearance of a term in A (the beam radius was 
w=10  m and the the field amplitude at 10  m was 3 mT; the lens was 5 cm thick). It results 
quite evident that with  =0.7eV (corresponding to a FWHM=1.5eV) it is not possible to separate 
the final polarized states. 
 
  
 
 
 
 
The most interesting effect is hence coming from the Pauli interaction. Due to the presence of a complex 
gradient of the magnetic field, this term couples with the spin in a complicated way, adding a space-variant 
phase factor (arising from the Bz terms) and spin flip effects (from the transverse components). We find that 
the most important and disturbing effects occur when the two fringing fields with opposite direction of the 
field Bz are used.  
Figure 5 shows the effect of the sole fringing field (i.e. removing the central Wien-filter region of purely 
transverse fields) on the wave function in the far field. In figure 5.a-d, the geometry included two regions 
with fields having opposite direction extending for 1/a=3cm and the field at r=R0=10 m z=0 (z=0 is the 
center of the lens) was set to 1 mT. In figure. 5.e-h, the fringe fields extended for 1/a=30 cm and the field at 
r=R0=10 m z=0 was set to 0.1 mT.  The separation of the spin from these fringe fields alone is clearly not 
possible, since the state with nominally   =0 cannot be well separated in the far field 
 
Figure 5. Simulation of the effect of a lens made out of the sole fringing fields, without the central region 
of pure transverse fields, as seen in the Fourier (far field) plane. This geometry could represent also a first 
approximation of a thin quadupolar lens. Panels a-d refer to the case in which the fringe field regions are 
1/a=3cm long and the field at r=R0=10  m and z=0 (the center of the lens) is 1 mT. Panels e-h refer to the 
case where 1/a=30 cm, and the field at r=R0=10 m and z=0 was 0.1mT. 
  
 
 
 
 
Conversely figure 6 shows a simulation for a full Wien filter including a central region of purely transverse 
fields having the same size as the external regions of fringing fields. The dimension directly correspond to 
those of figure 5. A net separation of the   =0 state appears again possible in both considered cases, despite 
the presence of the fringing fields. This leads us to the conclusion that the fringing fields are not a main 
limiting factor for achieving the electron spin polarization. 
7. Conclusions 
 
In this work, we have reanalyzed the feasibility of a realistic electron spin polarizer for applications in 
electron microscopes. In particular, we have developed a new simulation method based on the multi-slice 
algorithm to study the spin-wave interaction. 
While beam propagation inside the lenses, including fringing fields, does not seem to hamper the possibility 
of achieving a good spin separation, important limiting issues arise in connection with the achievable field 
strengths and with finite beam coherence. 
Still, there seems to be no fundamental limitation ruling out the feasibility of a spin polarization experiment. 
The present technological constraints seem to limit the achievable filter efficiency to a few percent, mainly 
as an effect of chromatic aberrations. Such limitation could be perhaps overcome with the future generation 
of electron sources. 
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Appendix A 
This appendix is concerned with the relativistic corrections to be applied to the magnetic field in the spin-
field interaction. This effective field accounts for two contributions in the reference system of the laboratory 
(LS), as both the electric field E and the magnetic field in the Laboratory reference transform to a component 
of a magnetic field. The formula for the magnetic field B‟ in the reference system (RS) at rest with the 
electron is 
          
 
  
                    (A1) 
However in the main part of the compensated Wien filter  
                    (A2) 
So that  
         
  
  
   
 
 
            (A3) 
Therefore in the system RS the spin dependent part of the Hamiltonian is  
    
 
 
                  (A4) 
This result in the reference LS can be also obtained in different way , for example based on Dirac equation 
which is automatically covariant.  
In this context we prefer to describe the evolution matrix due to    in RS (see also eq.(23) 
       
 
 
   
    
  
              (A5) 
The integration limits are calculated in the RS but correspond to the distance        in the LS through 
         
 
  
                  (A6) 
Therefore the transmission coefficient is  
       
 
   
   
    
  
              (A7) 
This adds an additional coefficient 
 
 
 so that the effective B  accounting for these effects should be 
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Appendix B 
In order to control the reliability of our simulations we compared the propagation predicted by ray-tracing 
and multi-slice, with identical conditions. For numerical reasons we are limited in the maximum field that we 
can apply, so we decided to use a smaller radius than those in the previous article. In fact the beam radius w‟ 
was reduced to 1  m and the field applied was 17 and 35, mT at such radius.  The lens depth was kept to 
4cm. No Pauli interaction was considered in this test. 
Fig B1 shows the beam shape for the different values of the magnetic field, showing a very good agreement 
between the two simulation methods, within the limit in which classical ray tracing can be compared to 
quantum simulation. 
 
 
 
 
 
We notice that while in the quantum simulations based on the multi-slice method the fourfold aberration 
patterns arise as a consequence of the A
2
 term in the Hamiltonian, in the classical ray-tracing description the 
same pattern arises as a consequence of the unavoidable fringe-field effects on the input velocity of the 
electrons. 
Appendix C 
 
In order to calculate the fringing field effects we rely on the soft-fringe approximation that leads, for a 
quadrupole, to the following expression for the electrostatic  and magnetic scalar potential [ 33] 
   
  
  
    
 
                 (C1) 
Figure  B1 – Example of comparison between the multi-slice simulation results and the ray-tracing 
results with the same beam and field parameters. The field intensity is indicated in figure while the 
beam radius is 1  m. The lens was 4 cm thick and the beam energy ε was 100 keV. 
Or with an appropriate axis rotation by 45° that make it consistent with our notation for the magnetic field 
   
  
  
                  (C2) 
Where k(z) is the scaling factor of the fields with z. Note that this represents an exact solution of the Poisson 
equation only in the linear case  
                     (C3) 
Higher order expansion could be possible 
   
  
  
         
  
    
     
  
                    (C4) 
That are correct for further polynomial degree of k(z)  
Using the first order as an approximate solution the components of the field become 
    
  
  
 
  
  
       
    
  
  
 
  
  
       
    
  
  
 
  
  
  
  
            (C5) 
The vector magnetic potential A that generates this B,  compatible with Coulomb gauge and the linear 
approximation of K(z) is 
     
  
  
  
 
 
  
  
    
 
 
  
  
    
 
 
                                           (C6) 
For sake of completeness with the 45° rotated system A would have been  
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Appendix D 
We consider here a possible term in the interaction hamiltonian which appears for magnetic field 
components which are parallel to the z axis. Even if the Wien filter has only transverse fields, such term is 
present in the fringe fields. It is the term  
   
  
  
    
 
  
   
 
  
          (D1) 
This term cannot be easily included in the multi-slice scheme. The free propagation works as a multiplication 
by a phase factor in Fourier space, while the spatial potential is a multiplication in real space. Eq. (D1) 
cannot be dealt with in neither way. 
To cope with this term, one possibility is to assume that a limited region is characterized by a constant value 
of the potential A. In detail, the evolution with this sole term is described in paraxial approximation as 
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In Fourier space, the evolution of the Fourier Transform of the wavefunction )(
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that is solved if A is constant by 
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where )('
~
KP  is an additional propagator-like term (see  eq. 28 for comparison) 
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~
                 (D6) 
This term has the same shape of correction to the propagator with a tilted illumination [ 25]. In real space, 
the propagator becomes  
)()()(' zAyzAxrP yx             (D7) 
The evolution of wavefunction is therefore 
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Therefore, the wavefunction is translated, in the transverse plane, by a length proportional to         . The 
additional step now is to assume that Ax and Ay vary  slowly with position. In such case, the translation due 
to the local        induced tilt is position dependent. Eq. 6 is locally valid as infinitesimal translation, while eq. 
5 is not. 
This approximation can be demonstrated to work for example when a fixed field B is along z and A is   
)0,,(
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xy
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          (D9) 
This implies a translation in both x and y 
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which is an infinitesimal rotation. If this evolution is performed 2n times, one obtains  
 
                             
                            
                 (D11) 
which is the exact evolution in a constant field along z. 
In the case of the fringing field the shape of the field is more complex and for generality we applied the 
translation through a numerical approach where both real and imaginary part are interpolated with sub-pixel 
precision by spline algorithms in order to perform the appropriate rotation.  
In the specific case it turns out that within the linear approximation for the fringes shape  the total translation 
(assuming it only occurs in one step) does not depend on the fringe width. 
We can calculate the size of the displacement using  
    
  
  
 
 
 
                        (D12) 
For example when x=y=R0 a=1/   
       
  
  
 
 
   
  
                      (D13) 
we find 
                   
                    (D14) 
The displacement does not depend on the size of the fringing field but on the lateral distance from the optical 
axis. For a B=1mT R0=0.1 mm the displacement is of the order of 10nm, namely below the typical size of a 
pixel. In most cases this term can be therefore neglected. Nevertheless we accounted for this term in all 
fringing field simulations and verified it had no sizable effect. 
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