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Introduction
Míssing observations are a rule rather than an exception in panel data sets. It is common practice in applied economic analysis of panel data to analyze only the observations on units for which a complete time series is available. Since the seminal contributions of Heckman [1976, 19~9] and Hausman and Wise [19~9] it is well known that inferences based on either the balanced sub-panel (with the complete observations only) or the unbalanced panel without correcting for selectivity bias, may be subject to bias if the nonresponse is endogenously determined. Because the estimation of the full model including a response equation explaining the missing observations, is, in general, rather cumbersome (cf. Ridder [1990] , Verbeek [1989] ), it is worthwhile to have some simple tests to check for the presence of selectivity bias which can be performed first. An obvious choice for such a test is the Lagrange Multiplier test, which requires estimation of the model under the null hypothesís only. As will be shown in this paper, the computation of the LM test statistic is still rather cumbersome and, in addition, its value is highly dependent on the specification of the response mechanism and the distributional assumptions (cf. Manski [1989] ). In this paper we will therefore consider several simple tests to check for the presence of selectivity bias without the necessity to estimate the full model or to specify s response equation. A consequential advantage of these tests is that they can be performed in a simple wa,y in cases with wave nonresponse, where all information on individuals is missing in some periods, as well as unit nonresponse, where only information on the endogenous variable may be missing.
For ease of presentation we will in this paper restrict attention to the linear regression model, although several of the tests can straightforwardly be generalized to nonlinear models. Consider yit -Xitp 4 ai~Eit' t -1,...,T; i -1,..,N
where Xit is e k dimensional row vector of exogenous variables of individusl i in period t, g is a column vector of unknown parameters of interest, ací -4- 
where gi is independent of all Zit's, in order to account for possible r correlation between~i and the explanatory variables in Zit. Substitution in 
-5-with ei -(ei1,...,eiT)~~d~i -(~il "" n T)~-For identification of the probit model we will impose ( as usual) on .'a~-1. Throughout, we impose the (important) assumption that ( Ei'~i' gi' ai) is independent of Xft and Zjt (Vj,t).
The fully efficient maximum likelihood estimator of the parameters in the model can be derived using e.g. the results in Ridder [1990] , but this will in general be a computationally highly demanding and time consuming estimation procedure, which is unattractive in applied work (cf. Nijman and [1989] 
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t -1,...,T, i -1,...,N,
respectively. Consequently, a sufficient condition3) for both conditions (9) end (10) to hold is that
In Appendix A we show that for the case of normally distributed errors 
Note that these estimators can easily be computed using OLS on transformed data even if the unbalanced panel is used ( see, e.g., Baltagi [1985] or Wansbeek and Kapteyn [1989] ).
The estimators pHE(.) are (asymptotically) unbiased if E{ ai 4 eit~ri }-0 t-1,...,T, i-1,...,N.
In case of normally distributed errors, the expectation of eit given selection is given by (see Appendix A) 
Note that the second term on the righthand-side of (16) and the righthandside of (1~) cancel out in (15) and hence have no effect on the bias if 6a~~6E~-a~~on, whích restriction was implicitely imposed by Hausman and
Wise [1979] . Clearly, aa~-vE~-0 implies that (15) will hold. However, the condition that E{ 5i;nit~r i } dces not vary with t which is sufficient for the consistency of~~is not sufficient for the consistency of SRE. For the latter we either need that E{ sianit~r i } is constant and T~m(since the FE-estimator and the RE-estimator are equivalent when T tends to infinity5)) or that E{ gi.nit~ri } is constant and 6a~--6En, which does not seem to be very likely in practice. Thus, the fact that for small T the estimator~~is more robust to selective nonresponse than gRE might be a reason to prefer the fixed effects estimator although of course some efficiency is lost by this choice if in fact aEn -aa~-0(and the model is correct).
The size of the bias is determined by the projection of the conditional expectation that was derived above on the ( transformed) Xit's. Although it is possible to analyze the effects of changes i n model parameters on the conditional expectation of the ( transformed) error term analytically (cf.
Ridder [1988] ), it is, in general, virtually impossible to give analytical expressions in terms of the model parameters for projections of these expectations on the explanatory variables, i.e. of the biases in the estimators.
To obtain some insight in the numerical importance of the bias in the four estimators discussed above, we will present some numerical reaults in the next section.
-10-3. Some numerical results on the pseudo true values of the RE and FE estimators.
In this section we will present some numerical results on the pseudo true values of gFE and sRE for a simple model consisting of equations (1) and (4) with only one exogenous variable i ncluded besides the constant term.
This exogenous variable ( zit -xit) is assumed to be generated by a Gaussian AR(1) process with mean zero, autocorrelation coefficient px and variance oX. For simplicity we have imposed equality of all rtt's in ( 3). The model used for simulation is thus given by
where xi is the average value of the xit's over time. and -pE~-aEn~aEan, the correlation between the error shocks in (18) and (19);
-p~, the correlation between the individual effects in (18) and (19).
If we assume that all correlations are nonnegative, all parameters, except T, are restricted to the interval [0,1]. Without loss of generality, it is assumed that yl ) 0 or rt) 0. In Table 1 Although, as always, it is difficult to draw definitive conclusions from results for specific parameter values the results in Table 1 suggest the following points. 
Notes: 1) The number of replications in each situation is chosen in such a way that all standard errors are smaller than 0.5 X. 2) All simulation results are obtained using the NAG-library subroutines G05CCF and G05DDF. 3) From the analytical results we know that the fixed effects estimators are consistent in thís case, which was confirmed by the Monte Carlo results.
-13--Although the fact that the conditions for the fixed effects estimator to be consistent are weaker than those for the random effects estimator does not necessarily imply that the bias in the latter is always larger than that in the first, our simulations show that this ia in fact the case. If there is a difference between the RE and FE pseudo true values, it is in favor oF the latter estimator. This result is caused by the fact that we have assumed that pa~) 0. In the not very likely situation where pa~C 0 and pEn ) 0, the bias in the random effects estimator may in fact be smaller. If the amount of bias is used as criterion for choosing an estimator, it is obvious from our analytical and numerical results that the fixed effects estimator is likely to be preferable to the random effects estimator. .
-For almost all situations we consider, the bias in the estimator based on the unbalanced panel is larger (in absolute value) than that in the same estimator based on the balanced panel; if it is smaller the difference between the two estimates is negligible given the size of the Monte Carlo experiment. This somewhat surprising result suggests that a balanced panel may be preferred to an unbalanced panel. A possible explanation for this result might be that the individuals that are not observed in all periods have on average a lower probability of being observed, thus also a lower probability in those periods they are observed, implying a larger correction term in the regression equation. In the standard sample selection model of Heckman this would mean that for those individuals Heckman's lambda deviates more from zero.
Keeping all parameters fixed at some level except one, it may be possible to say something about the change of the bias if that one parameter is changed. It is evident from the analytical results and also from the numerical results above that a rise in RZ will cause a decrease in the Y absolute value of the bias, simply because a rising Ry diminishes the role of the error terms oci and eit. On the other hand, a rise in Rr increases the absolute value of the bias, since it increases the correlation between the probabilities of being observed and the explanatory variable(s) xit. For p~)}(,r0 ) 0), an increase in pp diminishes this correlation and therefore -14-decreases the absolute value of the bias. Obviously, íncreasing the (absolute values of the) correlation coefficients pE~or p~~(already being nonnegative) causes a rise in the absolute value of the bias of all estimators. A more important individual effect in equation (18), pa, seems to reduce the absolute value of the bias; the effect of px and p~however is ambiguous. 
Hausman tests for selective nonresponse

S -( AFE(B),~FE(U). PRE(B). RREÍU) )~~~~N~m
and V the corresponding asymptotic variance covariance matrix, the hypothesis Rg -0 can be tested using
which is asymptotically distributed as a central Chi-square with d degrees of freedom under Rg -0(the null hypothesis), where A-denotes a generalized inverse of A and d is the rank of RVR'. Note that the asymptotic Chi-square distribution is also valid in cases with non-normal errors in (1) and (4) if some regularity conditions are met (see, e.g., Newey [1985] ).
-15-In order to be able to compute the test statistics in (21) for the restrictions we would like to test, the full matrix V is needed. Using the following property ( see, e.g., Hausman [1978] ) of an efficient estimator 8E
for 8 and any consistent estimator 8C for 86),
Cov { 8E -8C , 8C }-0.
and the definitions of the four estimators it cen be shown that all blocks in the matrix V are a function of the variance covariance matrices of the four estimators in~only. In particular, it holds that v-
where V11 L V{g~(B)}, v22 -V{g~(U)}, V33 -V{~(B)} end v44 -v{pRE(v)}.
Using ( With respect to the question whether a single Rip -0(i -1,...,6) or a combination of two or three restrictions ahould be tested, one can note that which of these testing procedures is more powerful depends on the differences between the poasible pairings of estimators. If, e.g., R~~0
and R~~á ) 0 then the test based on R~will be more powerful than the test based on both Rk and R~and also more powerful then the one besed on Rk only. Thus, to obtain some ideas about the power properties of the teats, we are forced to numerical analyses, which is the subject of the Section 6. If only a single restriction is tested (one R1 is chosen), nothing can be said analytically about the power properties either. The test with the highest power is the one which is based on the estimatora with the largest possible difference between the pseudo true values end the smallest difference between the corresponding variances. Again, numerical analysis should answer the question.
-i8- For the cross sectional sample selection model Heckman [1976, 1979] proposed a simple way to test for selectivity bias and to obtain consistent estimators. As discussed in Ridder [1990] Because of the computational burden of the generalized Heckman [1979] procedure, it may be worthwhile to have some simple variables that can be used instead to approximate the true correction terms to check for selective 6. Some numerical results on the power of the tests
In the preceding two sections a number of tests are proposed which can be used to check whether selectivity bias is present or not. In this section we present numerical results on the power properties of the Hausman tests, the variable addition tests and the LM test for the parameter values that were already used in Section 3. Note that we do not consider the generalized Heckman test which is as hard to compute but asymptotícally less powerful than the asymptotically optimal Lagrange Multiplier test. Because we transform the t-statistics in the variable addition tests into the cor- 
Using the estimated pseudo true values p from Section 3 and the corresponding estimated variances V, the decentrality parameter SR can be estimated
For the variable addition tests proposed in Section 5 we extend the random effects estimator based on the unbalanced panel given in (13) 
from which (approximate) probabilities of rejection for sample size n can be computed.
The Lagrange Multiplier test statistic is given by
where L1 is the loglikelihood contribution of individual í, 9 is the full parameter vector (including v~~and oE~) and 8U the estimate for 9 under HU.
-22-
The decentrality parameter of the asymptotic Chi-square distribution (under a sequence of local alternatives) bLM can be estimated by
where g~equals the expression in (29) evaluated in the ML estimator (under HO) for~B, aá and 6E, zeroes for a~~and aEn and the true values for a~, an and~(n). The latter is allowed since the ML estimator for these parameters under HO is consistent under the alternative. Details on the computation of LM are presented in Appendix B.
The estimated decentrality parameters for six Hausman tests, three variable addition tests and the LM test are presented in Table 2 Looking at panel A of 
If the restriction vEn -0 is imposed s priori this test has one degree of freedom.
-25- 
Notes: 1. Estimated decentrality parametera are based on 25,000 individuel observations. 2. Estimates for decentrality parameters for semple size n can be obtained by multiplying the numbers by n~500.
-26- It should be noted from Table 2 that it is not the case that the power of the (asymptotically optimal) Lagrange Multiplier test (for H~) increases with the size of the bias in the random effects estimator in the unbalanced panel. In some cases the bias i n the estimators is substantial while the LM test only has limited power. 
