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Resum 
El problema que s’estudia és la programació (assignació i temporització) dels recursos 
disponibles d’una línia de producció que pugui modelitzar-se com un flow-shop híbrid 
flexible, amb màquines idèntiques en paral·lel en cada etapa i temps de preparació 
dependents de la seqüència. 
Amb tal fi, s’ha desenvolupat un procediment metaheurístic que, donades unes 
determinades característiques de la línia de producció (nombre d’etapes, nombre de 
màquines en cada etapa, etc.) i dels treballs a realitzar (nombre de peces, data de 
venciment de les peces, temps de procés de les peces, etc.), realitzi la seva programació 
de la manera més eficient possible i minimitzant el retard mitjà en el lliurament de les peces. 
El procediment proposat es basa en una metaheurística anomenada Variable 
Neighborhood Search (VNS). Aquesta metaheurística parteix d’una solució inicial (que pot 
ser de major o menor qualitat) i utilitza com a idea fonamental el canvi sistemàtic del 
veïnatge o de l’entorn dins d’una cerca local.  
S’han analitzat 12 variants basades en l’algoritme VNS. Aquestes variants implementades 
resulten de canvis en els mètodes per obtenir la solució inicial, per completar la solució a 
cada iteració i per explorar els veïnatges.  
L’anàlisi de l’eficiència de les diferents variants del procediment proposat ha estat realitzat 
per comparació entre els resultats obtinguts, mitjançant un conjunt de 1440 exemplars. En 
aquesta comparació s’han tingut en compte dos factors: la qualitat de la solució obtinguda i 
el temps de càlcul requerit per trobar la solució.  
Finalment s’ha comparat la millor versió de les 12 variants proposades de l’algoritme VNS 
amb una versió de l’algoritme ILS. La conclusió ha estat que la conveniència d’utilitzar un 
algoritme o l’altre depèn de la dimensió de l’exemplar que es vulgui resoldre. 
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1. Glossari 
 
• n : Nombre de peces a processar 
• i : Índex de les peces; },...,3,2,1{ nIi =∈  
• m : Nombre d’etapes del procés productiu 
• j : Índex de les etapes; },...,3,2,1{ mJj =∈  
• jmpe :    Nombre de màquines en paral·lel a l’etapa j 
• ijp : Temps de procés de la peça i en l’etapa j 
• ijkS : Temps de preparació de la peça i en l’etapa j quan k ha estat la peça precedent 
de la seqüència 
• id : Data prevista de lliurament de la peça i o data de venciment 
• iw : Pes de la peça i  
• ir : Instant d’entrada de la peça i en el procés productiu (arrival time o ready time) 
• iC : Instant de finalització de la peça i, és a dir, instant en què la peça i surt del 
procés productiu (Completion Time) 
• maxC :     Instant de finalització de la última peça, és a dir, instant en què l’última peça 
•  surt del procés productiu  
• iF : Temps que la peça i roman en el procés productiu 
• iL : Diferència entre l’instant de sortida real de la peça i i el previst (Lateness) 
• iT : Retard de la peça i (Tardiness) 
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2. Introducció 
En aquest capítol s’exposen les motivacions que impulsen la investigació en el camp de la 
programació d’operacions, i en particular, la realització d’aquest projecte. També es 
defineixen els objectius que volen aconseguir-se i l’abast de l’estudi realitzat. 
 
2.1. Origen i motivació del projecte 
Cada vegada més, les indústries necessiten ser capaces de produir un determinat número 
de productes per satisfer unes necessitats, uns requisits i unes expectatives dels clients, de 
la manera més competitiva possible i adaptant-se ràpidament als continus canvis de les 
línies productives, dels mercats o de la cartera de productes en el menor temps possible[1]. 
Per poder assolir aquest objectiu cal augmentar la flexibilitat de les línies de producció, ja 
que l’eficiència de qualsevol empresa de producció depèn no només dels recursos dels que 
disposa, sinó també de la manera d’utilitzar-los. Un factor clau és realitzar una programació 
de la producció el més eficient possible, que inclogui la seqüència de cada tasca de 
producció, els temps de procés, de transport i d’espera, i la localització dels recursos. 
En les empreses del passat, el problema de la programació d’operacions es resolia de 
forma manual, utilitzant criteris basats en l’experiència del personal. Aquest enfocament no 
admet canvis d’última hora en la programació de les operacions i, per tant, és poc flexible i 
costosa. Per això no s’adapta a un escenari de gran competitivitat com l’actual. D’aquí 
sorgeix la necessitat d’eines que proporcionin una solució de qualitat en un temps 
computacional adequat a aquests problemes. 
Els sistemes de fabricació flexible permeten disposar d’una capacitat d’adaptació als canvis 
en els processos de fabricació no igualada ni en costos ni en rapidesa per cap altre sistema 
de producció.  
El cas que es tracta a continuació analitza el problema de la programació d’una línea de 
producció i/o distribució qualsevol, que pugui modelitzar-se com un flow-shop híbrid flexible. 
Per trobar la solució al problema de programació s’ha escollit un procediment heurístic ja 
que aquest tipus de mètodes permet obtenir una solució acceptable en un temps raonable. 
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2.2. Objectiu del projecte 
L’objectiu principal del projecte és realitzar la programació (assignació i temporització) dels 
recursos disponibles d’una línia de producció per aconseguir la producció desitjada 
minimitzant els retards. 
Amb tal fi, s’ha desenvolupat un algoritme que, donades unes determinades 
característiques de la línia de producció (nombre d’etapes, nombre de màquines en cada 
etapa, etc.) i dels treballs a realitzar (nombre de peces, data de venciment de les peces, 
temps de procés de les peces, etc.), realitzi la seva programació de la manera més eficient 
possible i minimitzant els retards. 
 
2.3. Abast del projecte 
El procediment de resolució proposat és apte per resoldre problemes que puguin 
modelitzar-se com un flow-shop híbrid flexible amb temps de preparació dependents de la 
seqüència. L’índex d’eficiència utilitzat és el retard mitjà, però una petita modificació 
permetria utilitzar el programa amb altres índexs d’eficiència, ampliant així el seu camp 
d’aplicació. 
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3. Programació d’operacions 
En aquest apartat s’introdueixen els conceptes fonamentals de la programació 
d’operacions, la classificació dels problemes, els índexs utilitzats per calcular l’eficiència 
d’un programa de producció, les regles de seqüenciació per assignar les tasques als 
recursos, els tipus de flux que poden donar-se, les diferents configuracions productives 
existents i la seva nomenclatura. 
 
3.1. Programació d’activitats 
La programació d’operacions pot definir-se de la següent manera, segons Companys [2]: 
“La programació d’operacions té com a finalitat definir de forma concreta en quin dels 
recursos disponibles s’executarà cadascuna de les operacions necessàries per la 
realització de les ordres de treball emeses i els instants (dates) en que tindran lloc dites 
execucions”. 
La programació d’operacions consisteix en resoldre les tres subfuncions següents [3]: 
• Càrrega: consisteix en l’assignació de les operacions a les estacions de treball.  
• Seqüenciació: consisteix en establir l’ordre o la seqüència amb la què es 
processaran les operacions assignades a una estació de treball. 
• Temporització: consisteix en determinar les dates d’inici i d’acabament 
(programats) de cada operació. 
Les tres subfuncions poden resoldre’s simultàniament o per separat. En general, es 
segueixen els passos següents per realitzar la programació: 
1. Es parteix de les ordres de treball, les quals tenen una data prevista de lliurament. 
2. Les ordres de treball es transformen en operacions específiques per cadascuna de les 
quals es determinen les necessitats de maquinaria. 
3. Les ordres de treball s’assignen a estacions de treball concretes (càrrega). 
4. Es procedeix a la seqüenciació en cada estació de treball. 
5. Es desenvolupa el programa detallat (temporització). 
Però també és freqüent resoldre juntament la subfunció de seqüenciació amb la 
temporització per tal d’obtenir solucions de millor qualitat. 
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3.2. El problema del taller mecànic 
El problema del taller mecànic considera únicament dues de les subfuncions de la 
programació d’operacions: la seqüenciació i la temporització, si es suposa que la càrrega 
ha estat realitzada anteriorment.  
El prototipus de problema de seqüenciació acostuma a denominar-se problema del taller 
mecànic i el seu enunciat és el següent [2]: 
“n peces (lots de peces, comandes o ordres de treball) han de realitzar-se en m màquines 
(recursos, seccions, llocs de treball). La realització de cada peça implica l’execució, en cert 
ordre establert, d’una sèrie d’operacions prefixades on cada operació està assignada a una 
de les m màquines i té una durada (temps de procés) determinada i coneguda; ha 
d’establir-se un programa, és a dir, la seqüència d’operacions en cada màquina i l’interval 
temporal d’execució de les operacions, amb l’objectiu d’optimitzar un índex determinat que 
mesura l’eficiència del programa.” 
La seqüenciació és una part molt important dins d’una empresa, ja que s’utilitza en moltes 
de les seves àrees, com per exemple: producció, transport i/o distribució. L’assignació 
adequada dels recursos permet a una empresa aprofitar aquests recursos al màxim, 
disminuir costos, disminuir temps d’espera i aconseguir les metes proposades.  
Problemes com el descrit s’originen en els sectors més diversos, encara que no tinguin cap 
relació ni amb la mecànica ni amb els tallers. De tota manera, per uniformar la 
nomenclatura, s’utilitzen les paraules “peces” i “màquines” per indicar els conceptes 
equivalents en dits problemes.  
En qualsevol problema del taller mecànic es distingeixen dos tipus de seqüència: 
• Ruta: ordre amb el qual cadascuna de les peces passa per les màquines, en 
principi establert a priori. 
• Seqüència: ordre amb el qual les peces van passant per cadascuna de les 
màquines. És la incògnita del problema. 
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3.3. Problemes estàtics, semidinàmics i dinàmics 
Els problemes del taller mecànic poden dividir-se en problemes estàtics, semidinàmics i 
dinàmics segons les seves característiques. 
Els problemes estàtics es caracteritzen perquè: 
1. El nombre de peces és finit i determinat, i dites peces han de realitzar-se en un taller 
amb un nombre finit de màquines. 
2. En l’instant en què es realitza la programació es coneixen la ruta de cada peça, les 
operacions que la composen, la màquina on ha de realitzar-se cada operació i la seva 
durada corresponent. 
3. L’instant de disponibilitat és el mateix per totes les peces i totes les màquines, el 
qual és habitualment l’instant inicial o l’instant 0 en temps relatiu. 
Els problemes semidinàmics es caracteritzen perquè: 
1. El nombre de peces és finit i determinat, i dites peces han de realitzar-se en un taller 
amb un nombre finit de màquines. 
2. En l’instant en què es realitza la programació es coneixen la ruta de cada peça, les 
operacions que la composen, la màquina on ha de realitzar-se cada operació i la seva 
durada corresponent. 
3. Els instants de disponibilitat de totes les peces i/o màquines no són iguals, però sí 
coneguts en l’instant en què es realitza la programació. 
Els problemes dinàmics es caracteritzen perquè: 
1. L’horitzó de funcionament del taller es considera il·limitat cap al futur. 
2. El nombre de peces és il·limitat mentre que el nombre de màquines és finit. 
3. Les peces que haurà de tractar el taller en el futur no estan definides en un instant 
determinat, sinó que la definició de les peces es coneix progressivament a mida que 
transcorre el temps i les peces arriben al taller. 
4. Quan les peces acaben de ser processades al taller, l’abandonen donant pas a 
altres peces que arriben per ser processades. 
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La única diferència entre els problemes estàtics i semidinàmics està en els instants de 
disponibilitat de les peces i les màquines. No obstant, la resolució d’ambdós tipus de 
problema es basa en la cerca d’un programa que optimitzi un índex d’eficiència 
preestablert. 
En canvi, els problemes dinàmics requereixen un enfocament diferent respecte als 
problemes estàtics o semidinàmics. Realitzar un únic programa no és suficient per 
optimitzar un índex d’eficiència preestablert en problemes dinàmics, ja que amb el 
transcurs del temps s’altera la situació i, per tant, cal establir cicles de reprogramació per 
adaptar el programa o bé realitzar-ne diversos al llarg del temps. 
 
3.4. Hipòtesis de Conway, Maxwell i Miller per a problemes 
estàtics 
Conway, Maxwell i Miller (1967) [4] van establir les següents hipòtesis per descriure 
problemes estàtics del taller mecànic: 
1. Cada màquina està disponible contínuament des d’un instant f ≥ 0, fins T, amb T 
arbitràriament gran. No es consideren intervals de no-disponibilitat per avaries o per 
manteniment. 
2. En les rutes de les peces no es produeixen convergències (muntatges) ni divergències 
(partició en lots). Cada operació té una única operació immediatament precedent 
(excepte la primera operació de cada peça) i una sola operació immediatament 
següent (excepte l’última operació de cada peça). 
3. Cada operació pot executar-se en un sol tipus de màquina del taller. 
4. Només hi ha una màquina de cada tipus en el taller. 
5. No s’admeten interrupcions, és a dir, quan una operació ha començat ha d’acabar-se 
abans d’efectuar-ne una altra en la mateixa màquina. 
6. No poden solapar-se dues operacions de la mateixa peça (en la mateixa màquina o 
en màquines distintes). 
7. Cada màquina pot efectuar una única operació a la vegada. 
8. La única restricció activa en el taller és relativa a les màquines. No existeixen 
restriccions relatives a la disponibilitat de la mà d’obra, dels materials etc. 
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3.5. Índexs d’eficiència 
Els índexs d’eficiència permeten classificar els programes segons la seva finalitat i a més 
quantificar la qualitat d’un programa respecte un altre. 
Un índex d’eficiència és regular si l’índex pot formular-se en funció dels instants de sortida 
de les peces Ci i és tal que, augmenta (empitjora) si com a mínim un dels valors de Ci 
augmenta, o disminueix (millora) si com a mínim un dels valors de Ci disminueix: 
( )1 2, ,..., nf c c cγ =  
Alguns índexs d’eficiència regulars són els següents: 
• Fmax , el major dels temps de permanència de les peces. 
• Fmed , el valor mitjà dels temps de permanència de les peces. 
• Cmax , l’instant de finalització de la última peça (Makespan). 
• Cmed , el valor mitjà dels instants de terminació de les peces. 
• Tmax  , el major dels retards de les peces. 
• Tmed  , el valor mitjà dels retards de les peces. 
 
3.6. Regles de seqüenciació 
Les regles de seqüenciació (també anomenades regles d’ordenació o dispatching rules) 
són regles que donen prioritat a les peces que esperen per ser processades en una 
màquina. Aquestes regles tenen en compte les peces, les màquines, el temps i els 
recursos. S’inspeccionen les peces en espera i es selecciona aquella o aquelles que tenen 
una prioritat major [5]. 
Les regles de seqüenciació poden classificar-se en estàtiques i dinàmiques. Les regles 
estàtiques no depenen del temps, sinó només de les peces, de les màquines o ambdues. 
Les regles dinàmiques depenen del temps, és a dir, de la data de lliurament, del temps de 
procés i de l’instant actual. Això implica que en un instant determinat la peça a pot tenir una 
prioritat major que la peça b, i que en un altre instant sigui b la peça amb major prioritat de 
les dues. 
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A continuació es detallen algunes de les regles de seqüenciació més utilitzades per realitzar 
la seqüenciació en problemes del taller mecànic: 
 SIRO (Service in random order): quan una màquina estigui lliure, la peça següent es 
selecciona aleatòriament entre les que estan en espera. 
 ERD (Earliest Ready Date): segueix la regla “executar primer allò que arriba abans”. 
Les peces es processen en ordre creixent de data d’entrada en el taller ri. 
nrrr ≤≤≤ ...21  
 EDD (Earliest Due Date): segueix la regla “executar primer allò més urgent” i permet 
minimitzar l’índex d’eficiència Tmax . Les peces es processen en ordre creixent de data 
de venciment di. 
1 2 ... nd d d≤ ≤ ≤  
 SPT (Shortest Processing Time): segueix la regla “executar primer l’operació més 
curta” i permet minimitzar l’índex d’eficiència Fmed i l’stock mitjà. Les peces es 
processen en ordre creixent de temps de procés pi: 
1 2 ... np p p≤ ≤ ≤  
 LPT (Longest Processing Time): segueix la regla “executar primer l’operació més 
llarga”. Les peces es processen en ordre decreixent de temps de procés pi: 
nppp ≥≥≥ ...21  
 WSPT (Weighted Shortest Processing Time): es prioritzen les peces amb menor temps 
de procés. Les peces es processen en ordre creixent de ii wp : 
n
n
w
p
w
p
w
p
≤≤≤ ...
2
2
1
1
 
 ECT (Earliest Completion Time): segueix la regla “executar primer allò que acaba 
abans”. És igual al SPT si no hi ha temps de preparació. Les peces es processen en 
ordre creixent de data de terminació Ci. 
1 2 ... nC C C≤ ≤ ≤  
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3.7. Tipus de flux 
Els problemes de programació d’operacions també poden classificar-se en funció del flux 
de les seves peces. Els més comuns són els següents: 
 Flux aleatori (random): la ruta de les peces és aleatòria, no segueix cap norma lògica. 
 Flux regular (flow-shop): Totes les peces segueixen la mateixa ruta i passen per 
cadascuna de les màquines en el mateix ordre. A més, cap peça realitza més d’una 
operació en cada màquina. 
 Flux permutacional (permutation flow-shop): És un cas particular del flux regular en el 
qual la seqüència de les peces és la mateixa en totes les màquines. Per tant, el 
programa queda definit amb una sola permutació de les peces, d’aquí en ve el nom. 
 Flux general (general job-shop): No totes les peces passen en el mateix ordre per les 
màquines i a més, una peça pot realitzar una o vàries operacions en la mateixa 
màquina. 
 
3.8. Configuracions productives 
3.8.1. Una màquina 
La configuració productiva més senzilla està constituïda per una única màquina en la qual 
es realitza una única operació per cada peça.  
Totes les peces es processen en aquesta màquina, és a dir, la subfunció de càrrega es 
realitza automàticament, i només cal programar la seqüenciació i la temporització. Donat un 
exemplar amb n treballs a realitzar, les solucions possibles seran n!.  
 
Figura 3.1: Configuració productiva amb una màquina – Font: Pròpia 
 
Màquina 
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processar 
Peces 
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3.8.2. Màquines en paral·lel 
Una generalització del cas anterior és la que preveu m màquines en paral·lel en cada etapa 
enlloc d’una sola. És a dir, el procés productiu està format per una única operació, però 
existeixen diversos centres de treball alternatius que poden realitzar-la. 
 
Figura 3.2: Configuració productiva d’una etapa amb m màquines en paral·lel – Font: Pròpia 
 
Pel que fa a la velocitat de les màquines, poden donar-se tres casos diferents: 
• Màquines idèntiques: m màquines idèntiques en paral·lel. Totes les màquines 
tarden el mateix temps en realitzar la mateixa tasca. 
• Màquines uniformes: m màquines en paral·lel amb velocitats diferents però 
proporcionals. Cada màquina té associat un factor de velocitat, és a dir, pot realitzar 
les tasques amb una velocitat diferent respecte a les altres.  
• Màquines diferents: m màquines en paral·lel amb velocitats diferents no 
relacionades. El temps de procés és completament arbitrari entre una màquina i una 
altra. Una màquina donada pot ser ràpida en una tasca però lenta en una altra tasca 
en comparació amb les altres màquines. 
Al contrari del que succeeix en configuracions compostes per una etapa amb una única 
màquina, en problemes amb màquines en paral·lel és necessari desenvolupar també la 
subfunció de càrrega. Un desenvolupament interrelacionat de càrrega i seqüenciació 
permet aconseguir generalment programes millors, però degut a la dificultat que això 
comporta, sovint es resolen independentment les dues subfuncions.  
Màquina 2 
Peces a 
processar 
Peces 
acabades 
Màquina 1 
Màquina m 
. 
. 
. 
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3.8.3. Flow-shop 
El sistema flow-shop és una de les problemàtiques més estudiades. En aquest tipus de 
sistemes s’ha de processar un conjunt de n peces en m etapes de treball disposades en 
sèrie, on cada etapa disposa d’una única màquina.  
La ruta de producció de totes peces és idèntica, és a dir, totes les peces recorren les 
màquines en un mateix ordre. Les peces es processen en cada màquina una sola vegada i 
cada operació té una durada determinada anomenada temps de procés ( ijp ). 
 
Figura 3.3: Configuració productiva flow-shop tradicional – Font: Pròpia 
 
En el flow-shop tradicional: 
• Hi ha m etapes en sèrie. 
• Hi ha una única màquina en cada etapa. 
• Totes les peces segueixen la mateixa ruta: etapa 1, etapa 2, ..., etapa m. 
 
Quan totes les peces no han de passar necessàriament per totes les màquines, sinó que 
poden saltar algunes etapes de la línia de producció, ens trobem davant d’una línia de 
producció flexible. Aquest fenomen es coneix amb el nom de stage skipping. Un problema 
de flow-shop amb possibilitat de stage skipping és conegut com flow-shop flexible.  
 
3.8.4. Flow-shop híbrid 
En aquest tipus de sistema també s’ha de processar un conjunt de n peces en m etapes de 
treball disposades en sèrie. La diferència amb el flow-shop tradicional és que en el flow-
shop híbrid cada etapa disposa d’una o varies màquines en paral·lel.  
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Les característiques del flow-shop híbrid són les següents: 
• Hi ha m etapes en sèrie. 
• Cada etapa està formada per Mj màquines en paral·lel, i en almenys una de les 
etapes Mj > 1. Les màquines disponibles per realitzar una operació poden ser 
idèntiques, proporcionals o diferents. 
• Totes les peces segueixen la mateixa ruta: etapa 1, etapa 2, ..., etapa m. 
 
Figura 3.4: Flow-shop híbrid de m etapes amb Mj màquines en paral·lel en cada etapa – Font: Pròpia 
 
Un problema de flow-shop híbrid on les peces poden saltar algunes etapes de la línia de 
producció (stage skipping) és conegut com flow-shop híbrid flexible. És el cas que 
s’estudia en aquest projecte. 
 
3.8.5. Job-shop 
En aquest sistema les màquines estan disposades amb una certa configuració i cada peça 
segueix la seva pròpia ruta a través de la línia de producció. Així doncs, en el job-shop 
tradicional: 
• Hi ha m etapes en sèrie. 
• Hi ha una única màquina en cada etapa. 
• Cada peça segueix una ruta determinada. 
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3.9. Nomenclatura 
3.9.1. Nomenclatura de Conway, Maxwell i Miller 
Conway, Maxwell i Miller (1967) [4] van proposar una notació per als problemes de 
seqüenciació que consta de quatre símbols: 
n / m / A / B 
 n:   En els problemes estàtics i semidinàmics és el nombre de peces (per indicar-ne un 
nombre arbitrari s’utilitza el símbol n), mentre que en els problemes dinàmics és una llei 
de probabilitat que indica l’arribada de les peces al taller. 
 m:   Indica el nombre de màquines (per indicar-ne un arbitrari s’utilitza el símbol m). 
 A:   Indica el tipus de flux de les peces en el taller: 
• R: flux aleatori 
• F: flux regular (flow-shop) 
• P: flux permutacional 
• G: flux general (job-shop) 
 B:   Indica l’índex d’eficiència que avalua la qualitat dels programes (Fmax, cmax, Tmax,...) 
Aquest tipus de nomenclatura és ràpida i senzilla, però no és exhaustiva, donat el gran 
nombre de variants del problema del taller mecànic estudiades en la literatura. 
 
3.9.2. Nomenclatura de Lawler 
Més endavant, Lawler et al. (1982) [6] va proposar una notació per al problema del taller 
mecànic que consta de tres símbols: 
α | β | γ 
 α:    Descriu l’entorn de les màquines i conté una única inscripció: 
• 1: una màquina 
• P:  màquines idèntiques en paral·lel 
• Q:    màquines en paral·lel amb velocitats diferents però proporcionals 
• R: màquines en paral·lel amb velocitats diferents no relacionades 
• F:    flow-shop amb m màquines en sèrie 
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• FF: flow-shop flexible  
• HF:  flow-shop híbrid 
• Jm: job-shop 
 
 β:   Detalla les característiques del procés i pot contenir una, vàries o cap inscripció: 
• ri: dates de disponibilitat de les peces diferents de 0 
• p: tots els temps de procés són iguals 
• d: totes les dates de lliurament són iguals 
• sh,i: temps de preparació dependents de la seqüència 
• prmp: interrupcions (preemptions) 
• bkdw: no disponibilitat de la màquina (breakdowns) 
 
 γ:   Representa l’índex d’eficiència que avalua la qualitat dels programes. 
 
3.9.3. Nomenclatura de Vignier 
Al 1999, Vignier et al. [7] proposa una notació específica per a problemes flow-shop híbrids. 
Aquesta notació segueix la de Lawler, però desglossant el camp α en quatre paràmetres de 
la manera següent: 
( )2( )(1) (2)1 2 3 4 3 4 3 4, ,..., αα α α α α α α α α=  
On: 
 1α :  Equival al paràmetre α  de la nomenclatura de Lawler. 
 2α :  Indica el nombre d’etapes en un flow-shop. 
 3α  i 4α  es repeteixen per cadascuna de les 2α  etapes: 
• 
( )
3
kα  indica el tipus de màquines en l’etapa k. Valdrà 0 si hi ha únicament una 
màquina en l’etapa, P si hi ha màquines idèntiques en paral·lel, Q si les màquines 
són proporcionals o R si hi ha màquines en paral·lel no relacionades. 
• 
( )
4
kα  indica el nombre de màquines en l’etapa k. 
La notació de Vignier et al. és la més completa entre les analitzades i permet descriure 
sistemes més complexes i realistes. 
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3.10. Programes semiactius, actius i òptims 
Els problemes de programació d’operacions poden classificar-se en problemes semiactius, 
actius i actius sense retard segons el nombre de solucions factibles. 
 
Figura 3.1: Classificació dels programes de programació d’operacions  
en funció del nombre de solucions factibles – Font: Pròpia 
 
3.10.1. Programes semiactius 
Els programes semiactius són un subconjunt de les solucions del problema. 
En el diagrama de Gantt d’un programa qualsevol, els desplaçaments de les operacions 
cap a l’esquerra tant com sigui possible, sense alterar l’ordre de les operacions en cap 
màquina, s’anomenen desplaçaments limitats a l’esquerra. Els desplaçaments queden 
limitats perquè s’arriba a un punt en que la màquina o la peça no estan disponibles. Un 
programa en el qual no són possibles ulteriors desplaçaments limitats a l’esquerra 
s’anomena programa semiactiu.  
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3.10.2. Programes actius 
Els programes actius són un subconjunt dels programes semiactius.  
Ulteriors retards poden ser recuperats aplicant desplaçaments cap a l’esquerra en que la 
seqüència de les peces en alguna màquina pugui canviar. Els desplaçaments generals a 
l’esquerra poden definir-se com el conjunt d’aquests desplaçaments i dels desplaçaments 
limitats, i llavors definir programa actiu un programa en què no siguin possibles ulteriors 
desplaçaments generals a l’esquerra. És a dir, en un programa actiu, cap operació pot 
iniciar-se sense que retardi qualsevol altre operació o sense que violi alguna de les 
restriccions tecnològiques. 
 
3.10.3. Programes actius sense retards 
Un programa actiu sense retards és aquell programa en el qual les màquines disponibles 
no resten inactives mantenint les operacions a la cua en espera de poder realitzar una 
operació sobre una peça amb major prioritat. És a dir, en un programa actiu sense retards 
no existeix cap moviment en el diagrama de Gannt que no provoqui el retard d’alguna 
operació. 
 
3.10.4. Programa òptim 
Un programa òptim és aquell programa que minimitza l’índex d’eficiència. Si l’índex 
d’eficiència és regular, la cerca de la solució òptima s’efectua en el conjunt dels programes 
actius. De fet, existirà sempre un programa òptim actiu de qualitat igual o superior a un 
programa qualsevol, perquè la transformació a programa actiu no pot empitjorar l’índex 
d’eficiència. 
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4. Definició del problema considerat 
En aquest capítol es descriu un sistema productiu d’una empresa del sector d’alimentació, 
que es pot modelitzar com un flow-shop híbrid flexible. Aquest exemple ha de servir per 
aclarir els conceptes que s’han introduït i per donar una idea de les possibles aplicacions 
del projecte. 
 
4.1. Exemple industrial: fabricació de cacau turbo vitaminat 
El procés productiu de fabricació de colacao turbo vitaminat (Figura 4.1.) comença barrejant 
el cacau amb farina, sucre i altres productes minoritaris. A continuació s’efectua una fase 
de tamissat, amb un posterior refredament, i el cacau en pols obtingut (colacao) 
s’emmagatzema en unes sitges. 
Hi haurà un percentatge del cacau en pols d’aquestes sitges que passarà pel procés de 
fabricació de colacao turbo vitaminat. És a dir, primer passarà per un procés per convertir-lo 
en colacao turbo i després s’hi afegiran les vitamines, obtenint-se el colacao turbo 
vitaminat. 
Finalment, aquest colacao turbo vitaminat passarà a la zona d’envasat, junt amb el 
percentatge de colacao tradicional que no ha passat pel procés de fabricació de colacao 
turbo vitaminat. La zona d’envasat de colacao està formada per diferents línies: una de 
sobres, una de bosses mitjanes, una de bosses grans, una de pots i una línea ràpida. 
Com pot observar-se, el procés pot modelitzar-se com un flow-shop híbrid flexible, ja que: 
• Hi ha 6 etapes en sèrie: pre-mescla, tamissat, refredament, procés turbo, addicció 
de les vitamines i envasat. 
• Hi ha etapes amb diverses màquines en paral·lel. 
• Tot el cacau (peces) segueix la mateixa ruta: etapa 1, etapa 2, ..., etapa 6. 
• Hi ha un percentatge del cacau (peces) que salta algunes etapes de la línia de 
producció (procés turbo, addicció de les vitamines). 
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Figura 4.1: Diagrama de blocs del procés de fabricació de colacao turbo vitaminat – Font: Ribas (2007) [8] 
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4.2. Característiques del problema 
La modelització de línies de producció mitjançant un flow-shop tradicional no és gaire 
realista, ja que no té en compte moltes de les característiques de les línies del mercat 
actual, és a dir, simplifica en excés els processos de producció. Per això, en aquest estudi 
s’ha utilitzat el Flow-shop Híbrid Flexible per a dita modelització, i s’hi han introduït unes 
variants per tal d’obtenir un sistema encara més realista.  
Així doncs, les característiques del problema tractat són les següents:  
1. m etapes en sèrie. 
Normalment una línia de producció no està formada per una única operació, sinó que la 
majoria de processos requereixen varies operacions.  
 
2. Mj màquines idèntiques en paral·lel en cada etapa 
Rara vegada una línia de producció està formada per una única màquina en cada 
etapa, sinó que sovint hi ha varies màquines iguals en paral·lel que realitzen la mateixa 
tasca en cada etapa, sobretot en les etapes coll d’ampolla per evitar els embussaments. 
Aquest fet, però, fa que el problema estudiat incompleixi la quarta hipòtesi de Conway, 
Maxwell i Miller. 
 
3. Mateixa ruta per totes les peces 
És habitual trobar línies de producció en el mercat actual on totes les peces segueixen 
la mateixa ruta, és a dir, requereixen les mateixes operacions i, per tant, passen per les 
m etapes en el mateix ordre: etapa 1, etapa 2, ..., etapa m. 
 
4. Stage skipping 
Sovint existeixen operacions que només s’han de realitzar a un tipus de peces, o peces 
que necessiten operacions especials que les altres peces no necessiten. Per això es 
contempla la possibilitat de que les peces puguin saltar algunes etapes de la línia de 
producció. 
 
5. Temps de preparació de les peces i/o màquines dependents de la seqüència. 
En la majoria de les indústries és necessari un temps de preparació o Setup entre 
operació i operació. Aquest temps de preparació considera tan aquelles operacions que 
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s’han de realitzar a les peces abans de processar-les (neteja de la peça, tractament 
superficial, etc) com aquelles que s’han de realitzar a les màquines abans de començar 
el procés de la peça (canvi de motlle, ajust de les dimensions, etc). Aquests temps de 
preparació no només depenen de la peça que s’acaba de processar, sinó també de la 
peça que es processarà a continuació; és a dir, depenen de la seqüència establerta.  
Sovint aquestes operacions tenen durades iguals o superiors a les de procés. No 
considerar aquests temps de preparació pot conduir a seqüències poc eficients molt 
importants. Per això, en aquest estudi s’han considerat els temps de preparació 
dependents de la seqüència. 
 
6. Índex d’eficiència: el retard mitjà. 
L’índex d’eficiència escollit és el retard mitjà, és a dir, la suma dels retards de cada peça 
dividit pel nombre total de peces, que matemàticament s’expressa: 
1
1 n
med i
i
T T
n
=
= ⋅∑       (Eq. 4.1) 
El retard d’una peça es defineix com el màxim entre zero i la diferència entre la data de 
finalització d’una peça Ci i la seva data prevista de lliurament di. Matemàticament: 
[ ]max ( ),0i i iT C d= −        (Eq. 4.2) 
 
7. Pes igual per totes les peces. 
Quan es finalitzen peces més tard de la seva data de lliurament, s’ha de pagar 
penalització per aquest retard. En funció del cost d’aquesta penalització, les peces 
tindran més o menys prioritat (pes) en la fabricació. En aquest estudi s’ha considerat un 
pes unitari per a totes les peces, però el programa està dissenyat per a tenir en compte 
pesos diferents si les dades d’entrada així ho indiquen. 
 
8. No penalització de la fabricació anticipada de les peces. 
Quan es fabriquen peces abans de la seva data de lliurament, s’evita pagar penalització 
pel retard, però això també comporta uns costos de possessió, com la creació i 
manteniment de la capacitat i emmagatzemament o l’entrada i sortida d’articles en 
stock, uns costos de seguretat, etc. En aquest estudi no s’ha considerat penalitzar la 
fabricació anticipada de peces, però podria ser un dels desenvolupaments futurs del 
programa. 
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Així doncs, el problema considerat, un flow-shop híbrid flexible amb temps de preparació 
dependents de la seqüència que té com a objectiu minimitzar el retard mitjà, es definiria 
utilitzant la notació de Vignier et al. [7] de la següent manera: 
( )14 4,..., mHFFm P Pα α  / ijkS  / medT  
On: 
• HFF, indica la configuració flow-shop híbrid flexible 
• m, és el nombre d’etapes 
• P, indica el fet que les màquines en paral·lel en cada etapa són idèntiques 
• α4, és el nombre de màquines idèntiques en paral·lel en cada etapa. Els exemplars 
considerats poden dividir-se en dos grups: 
 Constant: hi ha el mateix nombre de màquines en cada etapa. 
 Variable: el nombre de màquines en cada etapa és diferent. 
• Sijk, indica que es consideren els temps de preparació dependents de la seqüència, 
diferents en cada etapa de treball, on i és la peça que es processa, j l’etapa i k 
l’última peça que s’ha processat. 
• Tmed, és l’índex d’eficiència, el retard mitjà. 
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5. Mètodes de resolució 
Per a resoldre el problema que es planteja existeixen dos possibles mètodes de resolució: 
els mètodes exactes i els mètodes heurístics. Dins d’aquests últims s’hi troba una altra 
subcategoria: els mètodes metaheurístics. En aquest capítol s’identifiquen els avantatges i 
desavantatges de cadascun d’aquests mètodes, i s’expliquen diferents algoritmes per a 
cadascun d’ells.  
 
5.1. Mètodes exactes 
Els mètodes exactes són els que garanteixen trobar la solució òptima d’un problema en un 
temps finit, sempre i quan aquesta existeixi.  
El desavantatge d’aquest tipus de mètodes és que el temps invertit pot arribar a ser d’un 
ordre de magnitud molt superior al dels mètodes heurístics i, per tant, inaplicable en la 
indústria. Aquests mètodes només s’acostumen a aplicar en exemplars de dimensió molt 
reduïda, ja que el temps de càlcul requerit augmenta exponencialment amb la dimensió de 
l’exemplar.  
 
5.1.1. Branch and Bound 
El branch and bound (B&B) és un algoritme d’optimització que utilitza la separació i 
l’acotació de les solucions i inclou multitud de procediments amb característiques comuns. 
El B&B és un procediment enumeratiu de cerca, ja que “enumera” totes les solucions 
possibles fins arribar a la òptima, tot i que pel camí es van descartant solucions, demostrant 
a priori la seva no-optimalitat. En aquest tipus d’algoritme l’espai de les solucions es divideix 
en unes branques (fase de ramificació), s’avalua cada branca, i es continua investigant 
només sobre les branques susceptibles d’arribar a solucions òptimes mitjançant un 
indicador de qualitat de la millor solució en cada branca (fase de poda). 
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5.1.2. Programació entera i mixta 
Quasi la totalitat dels problemes combinatoris admeten una formulació com programes 
lineals enters o binaris, i especialment com mixtos. L’inconvenient d’aquest mètode resideix 
en la gran quantitat de variables que sorgeixen en la majoria dels problemes. 
 
5.2. Mètodes heurístics 
Així com els mètodes exactes proporcionen una solució òptima, els mètodes heurístics no 
poden garantir l’optimalitat de la solució. No obstant, el temps de càlcul dels mètodes 
heurístics és molt inferior al dels exactes. 
Els mètodes heurístics són més fàcils d’entendre, ja que són procediments basats en el 
sentit comú. Proporcionen una solució de bon nivell (no necessàriament òptima) a 
problemes difícils, de forma fàcil i ràpida sacrificant la garantia d’optimalitat de la solució a 
canvi d’un temps de càlcul acceptable.. 
Diaz et al. (1996) [9] va definir els mètodes heurístics de la següent manera: 
“Un mètode heurístic és un procediment per a resoldre un problema d’optimització 
ben definit mitjançant una aproximació intuïtiva, en la qual l’estructura del problema 
s’utilitza de forma intel·ligent per obtenir una bona solució.” 
Els algoritmes heurístics solen ser mètodes de resolució de problemes molt útils quan es 
donen una o més de les següents circumstàncies [9]: 
- Quan no existeix cap mètode exacte per a la resolució o, si existeix, el seu ús és 
molt costós perquè requereix masses recursos (temps de càlcul, memòria, etc.).  
- Quan hi ha limitacions de temps i/o d’espai (per l’emmagatzematge de dades). 
- Quan no es necessita la solució òptima. 
- Quan les dades disponibles són poc fiables. Si s’han simplificat les dades, no té 
sentit buscar la solució exacta ja que les dades no són reals. 
- Com un pas intermedi per l’aplicació d’altres algoritmes. Moltes vegades la solució 
aportada per un mètode heurístic es pren com a punt de partida d’altres 
procediments (especialment metaheurístics). 
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Existeixen diversos algoritmes heurístics, segons la manera de buscar i construir la solució. 
A continuació se’n detallen alguns [9]. 
 
5.2.1. Mètodes constructius 
Son aquells mètodes que afegeixen components individuals a una solució parcial fins que 
s’obté una solució factible. El més popular d’aquests mètodes el és l’algoritme Greedy 
(golós), el qual construeix la solució afegint-hi en cada pas només un element, buscant el 
màxim benefici en cada pas. 
 
5.2.2. Mètodes destructius 
En els mètodes destructius es tenen tots els elements en una solució infactible i es van 
eliminant els pitjors fins a obtenir-ne una factible. 
 
5.2.3. Mètodes de descomposició 
Aquests mètodes divideixen el problema en subproblemes més petits, essent la sortida d’un 
l’entrada del següent i així successivament. Així, quan s’han resolt tots els subproblemes 
s’obté també la solució del problema global. 
 
5.2.4. Mètodes de reducció 
Els mètodes de reducció identifiquen alguna característica que podria tenir la solució òptima 
i d’aquesta manera simplifiquen el problema. Per exemple, la detecció d’alguna variable 
amb certs valors o correlació. 
 
5.2.5. Mètodes de manipulació del model 
Els mètodes de manipulació del model modifiquen les estructures del model per tal de fer-lo 
més senzill de resoldre, deduint, a partir de la solució del problema modificat, la solució del 
problema original.  
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5.2.6. Mètodes de cerca per entorns 
Aquest tipus d’heurístiques parteixen d’una solució inicial factible (probablement obtinguda 
a partir d’una altra heurística) i mitjançant alteracions de la solució de forma iterativa, 
emmagatzemen la millor de les solucions trobades com a millor solució coneguda. A 
aquesta categoria pertanyen dos de les heurístiques més utilitzades: els algoritmes de 
descens exhaustiu i no exhaustiu. 
En la heurística de descens exhaustiu (AED), tots els veïns es generen a partir de la solució 
en curs i s’avaluen. Si el millor d’ells és millor que la solució en curs, s’emmagatzema com 
a nova solució en curs i es repeteix el procediment. En cas contrari, si el millor veí es pitjor 
o igual a la solució en curs, el procediment es dóna per acabat. 
En canvi en el mètode de descens no-exhaustiu (ANED), tots els veïns es generen a partir 
de la solució en curs en un cert ordre i s’avaluen. Si un d’ells es millor que la solució en 
curs, s’emmagatzema com a nova solució en curs (sense acabar la  generació dels veïns 
de la solució primitiva) i es continua aplicant el procediment als veïns de la nova solució en 
curs. Quan s’han generat tots els veïns d’una determinada solució en curs sense que cap 
sigui millor, el procediment es dóna per acabat. 
 
5.3. Mètodes metaheurístics 
En els procediments heurístics és difícil escapar dels òptims locals, que poden estar molt 
lluny de l’òptim global. Per escapar d’aquests òptims locals a vegades es necessiten 
moviments que empitjorin (o no millorin) la funció objectiu sense repetir solucions ja 
analitzades i aplicant un cert criteri de parada. 
Les metaheurístiques són estratègies iteratives que combinen diferents conceptes 
intel·ligents per explorar l’espai de cerca escapant d’òptims locals. En cada iteració 
manipulen una única solució o un conjunt d’aquestes i, a mesura que el procés avança, la 
solució o les solucions van millorant. 
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Utilitzant la definició d’Osman i Kelli (1996) [10]: 
“Els procediments metaheurístics són una classe de mètodes aproximats que estan 
dissenyats per resoldre problemes difícils d’optimització combinatòria, en els que els 
heurístics clàssics no són ni efectius ni eficients.” 
A continuació s’exposen els procediments metaheurístics més utilitzats. 
 
5.3.1. Cerca Tabú (TS, Tabú Search) 
La cerca tabú, tècnica proposada per Glover (1989) [11], utilitza la cerca per entorns 
seleccionant el millor dels moviments en cada pas i prohibint-ne altres en un determinat 
horitzó temporal. 
És una evolució del mètode de descens (AED o ANED), en el qual es parteix d’una solució 
inicial i s’analitzen les solucions veïnes buscant una solució en que la funció objectiu tingui 
un valor inferior respecte a la solució actual. Si en el veïnatge no hi ha cap solució millor, el 
procediment s’acaba, però la solució trobada podria ser un mínim local que està molt lluny 
de la solució optima.  
El TS permet moure’s a solucions veïnes pitjors, perquè la solució no es quedi atrapada en 
mínims locals, i marca les últimes solucions analitzades com a solucions prohibides o tabú, 
per evitar tornar a caure en el mateix mínim local en la cerca de veïns següent.  
 
5.3.2. GRASP (Greedy Randomized Adaptive Search Procedure) 
El GRASP és una metaheurística de tipus iteratiu, desenvolupada per Feo i Resende 
(1989) [12]. En aquest algoritme es repeteixen iterativament dues fases. En la primera es 
construeix cada vegada una solució inicial utilitzant la heurística Greedy aleatoritzada, és a 
dir, es tria la solució en cada pas de manera aleatòria entre una llista de les millors 
candidates. En la segona fase de l’algoritme, les solucions factibles generades passen per 
un procés de millora local mitjançant un procediment d’intercanvi, i la millor solució 
obtinguda es queda guardada com resultat del procediment. 
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5.3.3. Simulated Annealing (SA) 
El SA parteix de la idea que, si la solució en curs es troba en un mínim local respecte el seu 
veïnatge, només podrà escapar-ne si es pren com a nova solució en curs un veí pitjor, el 
qual potser tindrà veïns millors que l’antic mínim local. 
Per aconseguir-ho, utilitza una estratègia heurística de cerca local, en la qual l’elecció del 
nou element de l’entorn es realitza de manera aleatòria. 
Es parteix d’una solució inicial determinada per una heurística, i mitjançant l’exploració del 
seu entorn, tracta de millorar la solució. En cada iteració, el procediment considera alguns 
veïns de la solució en curs s. Si el valor de la seva funció objectiu és igual o millor que el de 
la solució en curs, el veí s’ passa a ser la nova solució en curs s. Si el veí és pitjor que la 
solució en curs, només es prendrà el veí com a nova solució en curs segons una certa 
probabilitat. Aquest pas es repeteix fins que es dóna una determinada condició de parada 
(per exemple un nombre determinat d’iteracions o un cert temps de càlcul). 
La probabilitat d’acceptar s' com a nova solució en curs segueix la distribució de Boltzmann: 
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On: 
• Z(s'): és el valor de la funció objectiu de la solució veïna (s’) 
• Z(s): és el valor de la funció objectiu de la solució en curs (s) 
• T:   és el paràmetre temperatura. Generalment el seu valor es va reduint a llarg de 
l’aplicació del procediment. 
Aquesta probabilitat és més petita com pitjor sigui el veí candidat a ser acceptat com a nova 
solució en curs, és a dir, com més gran sigui la diferència Z(s')- Z(s), i com més petit sigui el 
valor del paràmetre T. 
 
5.3.4. Algoritme Genètic (GA, Genetic Algorithm) 
Els GA, introduïts per Holland (1975) [13], són algoritmes de cerca basats en la selecció 
natural i la genètica. En lloc d’una única solució en curs, s’arrossega una població de 
solucions, que s’obté mitjançant el creuament i/o la mutació dels pares de la població inicial. 
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La informació d’un problema es codifica amb una sèrie de cadenes (cromosomes) que 
formen una població. Mitjançant l’intercanvi d’informació entre elles (creuament) i/o la 
variació aleatòria d’aquest informació (mutació), s’avalua la solució definida per les 
cadenes, relacionada amb el problema en qüestió, mesurant així la seva adaptabilitat a 
l’entorn (avaluació de la funció objectiu). Els individus es trien en funció decreixent de la 
seva adaptació (selecció). Després es genera una nova població a partir d’aquests 
cromosomes seleccionats, sobre la qual es torna a aplicar aquest procediment un 
determinat número d’iteracions. D’aquesta manera, la qualitat mitjana dels individus 
augmenta progressivament. 
 
5.3.5. Cerca Local Iterativa (ILS, Iterated Local Search) 
Segons Hoos i Stützle (2005) [14], l’ILS és una de les metodologies més senzilles i eficaç 
per evitar l’estancament de la solució al voltant d’òptims locals. En els mètodes ILS es 
parteix d’una solució inicial i a continuació comença la part iterativa de l’algoritme, la qual 
consta de tres fases: la cerca local del veïnatge, el criteri d’acceptació i la pertorbació de la 
solució. 
El pseudocodi d’aquesta metodologia pot veure’s a la figura següent: 
 
Figura 5.1: Pseudocodi de l’algoritme ILS 
 
Inicialització: 
- Generar una solució inicial s0 
- Inicialitzar variables:  
s* (millor solució trobada fins al moment) = s0 
s (solució resultat de la pertorbació) = s0 
s’ (solució resultat de la cerca): no cal inicialitzar-la
 
 
Iteracions: 
  while Condició_de_sortida 
s’ = Cerca local (s0) 
s* = Criteri d’acceptació (s*, s’) 
s = Pertorbació (s*) 
  end while 
 
End 
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Així doncs, l’ILS consta de quatre grans mòduls: 
1. Generació d’una solució inicial 
És el punt de partida de l’algoritme. Es pot generar de forma aleatòria o mitjançant un 
procediment heurístic. 
2. Cerca local 
Permet trobar el mínim local de la regió de l’espai de les solucions que s’està 
analitzant. Hi ha diferents maneres de fer aquesta cerca local, depenent del número 
de peces desplaçades i del tipus de desplaçament realitzat (intercanvi, inserció, 
creuament, mutació, etc). 
3. Criteri d’acceptació 
Decideix quina solució de les trobades en la cerca local serà pertorbada en la fase 
següent. Poden seguir-se diferents estratègies: la intensificació escull una nova 
solució només si aquesta és millor que l’anterior, la diversificació accepta també 
solucions pitjors i també es pot utilitzar memòria per evitar l’anàlisi de solucions ja 
considerades (Cerca Tabú). 
4. Pertorbació de la solució 
La pertorbació modifica la solució en curs per allunyar-la de l’entorn d’un mínim local i 
així poder explorar altres regions de l’espai que puguin conduir a un nou mínim local, 
menor que l’anterior. Una pertorbació excessiva podria transformar l’ILS en un 
algoritme de cerca aleatòria  i poc eficient, mentre que una pertorbació massa dèbil 
podria no ser suficient per allunyar la solució del mínim local. 
 
5.3.6. Cerca per veïnatges variables (VNS, Variable Neighborhood Search) 
La Cerca en Veïnatges Variables (Variable Neighborhood Search, VNS) és una 
metaheurística recent per a resoldre problemes d’optimització que té com a idea 
fonamental el canvi sistemàtic del veïnatge o de l’entorn dins d’una cerca local [15].  
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El VNS és el procediment escollit per a resoldre el problema d’optimització que s’estudia. 
En el nostre cas, el problema d’optimització és de minimització, ja que la finalitat es 
minimitzar els retards, i es formula com: 
}|)(min{ Xxxf ∈      (Eq. 6.1) 
On x  representa una solució alternativa, f  és la funció objectiu i X  és l’espai de 
solucions factibles del problema. 
Una estructura d’entorns o veïnatges a l’espai de solucions X  és una aplicació que associa 
a cada solució Xx∈  un entorn de solucions XxN ⊂)( , que es diu que són solucions 
veïnes o veïns de x . Denotarem per max,...,1, kkNk =  a un conjunt finit d’estructures 
d’entorns o veïnatges en l’espai X . 
La majoria d’heurístiques basades en la cerca local utilitzen una única estructura d’entorns i 
apliquen diferents maneres de continuar la cerca després de trobar el primer mínim local. 
La Cerca en Veïnatges Variables, en canvi, utilitza més d’una estructura d’entorns i està 
basada en els tres fets següents: 
1) Un mínim local en una estructura d’entorns no ho és necessàriament en una altra. 
2) Un mínim global és mínim local en totes les estructures possibles d’entorns. 
3) Per a molts problemes, els mínims locals amb la mateixa o diferent estructura d’entorns 
estan relativament a prop. 
Aquesta última observació implica que els mínims locals proporcionen informació sobre el 
mínim global. Sovint succeeix que ambdues solucions tenen característiques comuns, però 
en general es desconeix quines són aquestes característiques. Per això és important 
realitzar un estudi organitzat en les proximitats d’aquest òptim local, fins que se’n trobi un 
de millor. 
Les observacions 1 i 3 suggereixen l’ús de varies estructures d’entorns en les cerques 
locals per abordar problemes d’optimització, tal i com es fa en el VNS. El canvi entre 
aquestes estructures d’entorns pot realitzar-se de manera determinista, estocàstica o 
determinista i estocàstica a la vegada. 
A continuació es mostren algunes de les diferents maneres d’aplicar la metaheurística VNS. 
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 VNS descendent (VND) 
La cerca clàssica és l’anomenada Cerca Descendent en Veïnatges Variables (Variable 
Neighbourhood Descend, VND), en la qual el canvi d’entorn o veïnatge es realitza de 
manera determinista i la solució actual es substitueix iterativament pel resultat de la 
cerca local sempre i quan es produeixi millora. 
El pseudocodi de la VNS descendent pot veure’s a la figura següent: 
 
Figura 5.2: Pseudocodi del VND 
 
La solució final que proporciona aquest algoritme és un mínim local respecte a totes les 
maxk  estructures d’entorns i, per tant, la probabilitat de trobar un mínim global és més 
elevada que utilitzant una única estructura. 
 
Inicialització: 
- Generar una solució inicial s0 
- Seleccionar un conjunt d’estructures d’entorns max,...,1, kkNk =  
- Inicialitzar variables:  
s* (millor solució trobada fins al moment) = s0 
s’ (solució resultat de la cerca) = s0 
 
Iteracions: 
Repetir, fins que no s’obtingui millora, la seqüència següent: 
  k = 1 
  while k < kmax 
Exploració de l’entorn: Trobar el millor veí de k mitjançant 
una cerca local (s’) 
if   Retard (s’) < Retard (s*) then 
s* = s’ 
else  
k = k + 1 
end if 
  end while 
 
End 
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 VNS reduïda (RVNS) 
La Cerca Reduïda en Veïnatges Variables (Reduced Variable Neighbourhood Search, 
RVNS) s’obté quan es generen solucions aleatòries de )(xNk , sense aplicar-les-hi a 
continuació un descens. 
El pseudocodi de la VNS reduïda pot veure’s a la figura següent: 
 
Figura 5.3: Pseudocodi del RNVS 
 
La RNVS és útil per instàncies molt grans de problemes en els que la cerca local és 
molt costosa. El millor valor del paràmetre maxk  és freqüentment 2 i com a condició de 
parada s’utilitza generalment el nombre màxim d’iteracions entre dues millores. 
 
Inicialització: 
- Generar una solució inicial s0 
- Seleccionar un conjunt d’estructures d’entorns max,...,1, kkNk =  
- Trobar una condició de parada 
- Inicialitzar variables:  
s* (millor solució trobada fins al moment) = s0 
s’ (solució resultat de la cerca) = s0 
 
Iteracions: 
Repetir, fins que es compleixi la condició de parada, la seqüència 
següent: 
  k = 1 
  while k < kmax 
Agitació: Generar a l’atzar un veí de k (s’) 
if   Retard (s’) < Retard (s*) then 
s* = s’ 
else  
k = k + 1 
end if 
  end while 
 
End 
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 VNS bàsica (BVNS) 
La Cerca Bàsica en Veïnatges Variables (Basic Variable Neighbourhood Search, 
BVNS) combina canvis deterministes i estocàstics d’estructures d’entorns a la vegada. 
L’agitació (fase en la qual es genera un nou veí) es realitza de manera aleatòria, 
mentre que la cerca local es realitza de manera determinista. 
El pseudocodi de la VNS bàsica pot veure’s a la figura següent: 
 
Figura 5.4: Pseudocodi del BNVS 
 
La condició de parada pot ser, per exemple, un cert temps màxim de CPU permès, el 
nombre màxim d’iteracions entre dues millores o simplement el nombre màxim 
d’iteracions. 
 
Inicialització: 
- Generar una solució inicial s0 
- Seleccionar un conjunt d’estructures d’entorns max,...,1, kkNk =  
- Trobar una condició de parada 
- Inicialitzar variables:  
s* (millor solució trobada fins al moment) = s0 
s’ (solució resultat de la cerca) = s0 
 
Iteracions: 
Repetir, fins que es compleixi la condició de parada, la seqüència 
següent: 
  k = 1 
  while k < kmax 
Agitació: Generar a l’atzar un veí de k (s’) 
Cerca Local: Aplicar algun mètode de cerca local a s’, 
aconseguint s’’ com a mínim local 
if   Retard (s’’) < Retard (s*) then 
s* = s’’ 
else  
k = k + 1 
end if 
  end while 
 
End 
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6. Procediment de resolució proposat 
En aquest capítol s’expliquen les fases del VNS i es detallen les variants analitzades. 
 
6.1. Etapes del VNS 
Com s’ha pogut observar, la metaheurística VNS és molt flexible, però ha de seguir unes 
etapes concretes: 
1) Generació d’una solució inicial 
2) Generació dels veïnatges 
3) Recorregut dels veïnatges 
4) Criteri d’acceptació 
En el cas del problema estudiat, un flow-shop híbrid, hi ha m etapes en sèrie on cada etapa 
està formada per Mj màquines en paral·lel. La manera de generar la solució inicial, així com 
de generar els veïns, s’ha realitzat només en la primera etapa (seqüenciació i temporització 
de les peces en les màquines de la primera etapa). Això implica que cal completar la 
solució per a la resta d’etapes cada vegada que es genera una solució inicial o un veí.   
Per a què es vegi més clarament, s’exposa un exemple. Donat un exemplar amb: 
• 4 peces 
• 2 etapes, amb 2 màquines en paral·lel en cada etapa 
• Temps de procés: 
pij Peça 1 Peça 2 Peça 3 Peça 4 
Etapa 1 39 13 20 0 
Etapa 2 0 54 5 41 
 
• Temps de preparació: 
Sijk Peça anterior: 
cap 
Peça 
anterior: 1 
Peça 
anterior: 2 
Peça 
anterior: 3 
Peça 
anterior: 4 
Etapa 1 15 0 41 28 0 Peça 1 
Etapa 2 0 0 0 0 0 
Etapa 1 4 4 0 24 0 Peça 2 
Etapa 2 9 0 0 30 26 
Etapa 1 6 30 18 0 0 Peça 3 
Etapa 2 1 0 29 0 7 
Etapa 1 0 0 0 0 0 Peça 4 
Etapa 2 21 0 26 40 0 
Pàg. 44  Memòria 
 
Es genera una solució per a la primera etapa en la qual la peça 1 es processi en la 
màquina m1 i les peces 2 i 3 en la màquina m2 en aquest mateix ordre. Tenint en compte 
els temps de procés de les peces i els temps de preparació de les màquines, el diagrama 
de Gannt d’aquesta solució seria:  
 
Figura 6.1: Diagrama de Gannt de l’etapa 1 d’una solució aleatòria 
 
A partir d’aquesta solució, es completarà la solució per a la resta d’etapes. En aquest cas 
només per a l’etapa 2. Per exemple, les peces 4 i 3 es processaran en la màquina m1 en 
aquest ordre i la peça 2 en la màquina m2. Tenint en compte els temps de procés de les 
peces, els temps de preparació de les màquines i les dates de finalització de les peces en 
l’etapa 1, la temporització de l’etapa 2 quedaria com en el diagrama de Gannt següent: 
 
Figura 6.2: Diagrama de Gannt de l’etapa 2 d’una solució aleatòria 
 
Aquesta manera d’abordar el problema, exigeix completar la solució per a la resta d’etapes 
cada vegada que es genera una solució inicial o un veí. En conseqüència, per al cas 
particular estudiat s’han seguit les cinc fases següents: 
1) Generació d’una solució inicial 
2) Generació dels veïnatges 
3) Recorregut dels veïnatges 
4) Completar la solució 
5) Criteri d’acceptació 
         
m1 P4 P3   
         
m2   P2  
         
               
            
         17    21    26          62    67  80 
        
m1 P1   
        
m2 P2 P3  
        
            
           
      4     17     35     39      55 
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L’avantatge d’aquesta estructura modular és que permet introduir les millores pas a pas, 
optimitzant primer cada fase i aconseguint millores més notables en la solució final. Sempre 
i quan es mantingui aquesta estructura, el programador té llibertat per escollir quina 
estratègia aplicar per aconseguir els millors resultats. 
A priori no es pot saber quina estratègia és més eficient en cada fase, per això s’han 
analitzat les següents estratègies per a cadascuna de les fases (Taula 6.1.). 
Mòdul Estratègies analitzades 
Manera de calcular la solució inicial 
- Aleatòriament 
- Per ATCS 
- Per Slack 
Veïnatges 
- Intercanvi 
- Inserció 
- Mutació 
Manera de recórrer els veïnatges - Seqüencialment 
- Un dins de l’altre 
Criteri d’acceptació - Enfocament cap a la intensificació 
- Enfocament cap a la diversificació 
Mètode per completar la solució - Per ATCS 
- Per Slack 
Taula 6.1: Estratègies analitzades en cada etapa del VNS 
 
6.1.1. Generació de la solució inicial 
La primera fase de l’algoritme és la generació d’una solució inicial que serà el punt de 
partida de la cerca. Aquesta es pot generar aleatòriament o per mitjà d’una heurística. 
Generalment les solucions inicials aleatòries tendeixen a una convergència lenta, tot i que 
en simulacions llargues la qualitat de la solució inicial no és significativa, com va demostrar 
Stützle en un estudi al 2003 [16] (Figura 6.3). 
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Figura 6.3: Efecte de la qualitat de la solució inicial en la convergència del mètode – Font: Stützle [16] 
 
 Aleatòriament (random): 
La manera més ràpida de calcular una solució inicial és fer-ho aleatòriament. El 
procediment utilitzat ha estat el següent: 
1) Les peces estan per ordre (1, 2, 3, ..., n) 
2) Aleatòriament, es decideix per a cada peça (sempre que s’hagi de processar en 
la primera etapa),  la màquina de la primera etapa on es processarà. 
3) Una vegada es té la seqüència de les peces en cada màquina de l’etapa 1, es fa 
la temporització.  
Tot i ser una manera ràpida de trobar una solució, si aquesta solució generada 
aleatòriament no és de bona qualitat (que serà el cas més probable), el temps que 
posteriorment tardarà el programa en convergir serà més elevat si la condició de 
parada de l’algorisme és un cert número d’iteracions que l’algorisme es repeteix sense 
aconseguir alguna millora de l’índex d’eficiència, o bé arribarà a una solució final de 
pitjor qualitat si la condició de parada és una quantitat de temps fixada. 
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 Segons l’índex ATCS: 
L’ATCS (Apparent Tardiness Cost with Setup) és una regla d’ordenació proposada per 
Lee y Pinedo (1997) [17] per resoldre problemes amb màquines en paral·lel i temps de 
preparació dependents de la seqüència. Està basada en el càlcul d’un índex de 
prioritat, a partir del qual els treballs a processar es trien en ordre decreixent. 
En l’ATCS per una sola etapa amb màquines en paral·lel, l’índex de la peça genèrica i 
té la següent expressió: 
[ ]
1 2
max ( ),0
( , , )
i i ikd p t S
k p k si
i
wI i t k e e
p
   − −
− −   
⋅ ⋅   
= ⋅ ⋅      (Eq. 6.1) 
L’índex està compost pel producte de tres termes, el primer dels quals s’anomena 
WSPT (Weighted Shortest Processing Time), i
i
w
p
 on: 
• iw :  és el pes de la peça i ,és a dir, un indicador de la seva importància. Es troba 
de forma lineal en el numerador, així que l’índex serà major si el pes és major.  
• ip :  és el temps de procés de la peça i. Es troba de forma linear en el 
denominador, per tant, el mètode dóna prioritat a les peces que tenen un temps de 
procés menor. 
El segon terme,és exponencial i es coneix com terme de marge, 
[ ]
1
max ( ),0i id p t
k p
e
 − −
− 
⋅ 
 on: 
• id :  és la data de venciment de la peça. 
• ip :  és el temps de procés de la peça. 
• t :  és l’instant en que s’avalua l’índex. 
• 1k :  és el primer factor d’escala. Té un efecte d’amplificació sobre el terme, com 
més pròxim a zero sigui el seu valor, major serà la importància del terme en 
l’expressió. La seva expressió serà detallada més endavant. 
• p :  és el temps mitjà de procés, calculat com la mitjana dels temps de procés de 
totes les peces. 
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Si la peça considerada ja porta retard o portarà retard després de la tasca, el 
numerador de l’exponent serà nul, per tant, l’exponencial prendrà el seu valor màxim 
igual a 1. En cas contrari, l’exponencial serà més pròxim a 0 com més marge tingui la 
peça, és a dir, la prioritat de la peça disminueix proporcionalment al seu marge. 
L’últim exponencial és el terme de Setup 2
ikS
k s
e
 
− 
⋅ 
 , que té la funció de desanimar 
l’elecció de treballs que requereixen temps de preparació llargs respecte a la mitjana, 
on: 
• iks :  és el temps de preparació de la peça i quan k ha estat la peça precedent de 
la seqüència. 
• 2k :  és el segon factor d’escala. Dóna més importància al terme de Setup, i en 
conseqüència als temps de preparació, a mesura que vagi disminuint. La seva 
expressió serà detallada més endavant. 
• s :  és el temps mitjà de preparació, és a dir, la mitjana dels temps de preparació 
de totes les peces. 
 
La versió utilitzada és una adaptació a problemes flow-shop híbrids proposada per De 
Micheli (2010) [18]. S’han substituït els conceptes de la configuració amb una sola 
etapa pels anàlegs de la configuració flow-shop híbrid, conservant l’estructura i els 
principis del mètode. Després d’aquestes modificacions, l’índex ATCS modificat és: 
,
1, 2 ,
max ( ),0
,
( , , , )
i rem i ijk
j j j j
d p t S
k p k si
rem i
wI j i t k e e
p
  − −    −
− 
⋅  ⋅    
= ⋅ ⋅    (Eq. 6.2) 
Els canvis que s’han realitzat són els següents: 
• 
,i rem ip p→ : S’ha substituït el temps de procés d’una peça per la suma dels temps 
de procés que falten per acabar el seu procés. El canvi afecta el terme WSPT i al 
terme de marge. En el WSPT el criteri de selecció resultant queda igual, donant 
més prioritat a les peces que sortiran abans del procés de producció, i que per 
tant, tindran ocupades les màquines el menor temps possible. En el terme de 
marge la substitució permet avaluar el marge que tindria la peça si fos processada 
en totes les etapes següents, sense esperes.  
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• ik ijks s→ : Els temps de preparació no només són funció de la seqüència, sinó 
també de l’etapa. Per això, s’ha substituït el concepte de temps de preparació 
anterior amb el de temps de preparació de la peça i quan es precedit per la peça k 
en l’etapa j. 
• ,j jp p s s→ → : Els temps mitjans de procés i de preparació depenen de 
l’etapa. 
• 1 1, 2 2,,j jk k k k→ → : Els factors d’escala també seran diferents en cada etapa. 
Els factors d’escala fan que l’índex no es calculi només sobre les dades de cada peça, 
sinó també tenint en compte les característiques generals i estadístiques del problema 
que es tracta cada vegada. El seu valor dependrà, per exemple, del retard mitjà de les 
peces, o del nombre mitjà de peces que processarà cada màquina en una etapa. La 
seva expressió matemàtica és: 
1, 2,
2
1, 2 ln( )j j j
j
k R k
A
τµ
η
= ⋅ − =     (Eq. 6.3) 
On: 
• τ: És una mesura del retard mitjà de les peces, és a dir, indica la proximitat de les 
dates de venciment. Es troba entre 0 i 1: com més elevat sigui el seu valor, més a 
prop estaran aquestes dates de venciment. 
max
1 d
C
τ
 
= −  
 
                (Eq.  6.4) 
• R:  Indica la manera en la qual estan distribuïdes les dates de venciment en el 
temps. Si el valor de R és baix, aquestes estan concentrades al voltant de la data 
mitjana de venciment, en cas contrari estan distribuïdes en un interval de temps 
més ampli. 
max min
max
( )d dR
C
−
=                 (Eq.  6.5) 
• µ: Indica quantes peces en mitjana processa cada màquina en cada etapa. 
j
j
mpe
n
=µ                         (Eq.  6.6) 
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• η: indica la relació entre els temps de preparació i els temps de procés. 
j
j
j
s
p
η =                          (Eq.  6.7) 
Mentre τ  i R  són característiques de tot l’exemplar, µ  i η  canvien d’etapa a etapa, 
això implica que els factors d’escala també varien en cada etapa.  
Pot observar-se que en l’expressió de τ  i R  apareix l’instant de finalització de la última 
peça maxC . En la fase de construcció de la solució inicial aquest valor es desconeix, per 
això cal fer-ne una estimació, que es farà amb la fórmula següent:  
  
mpe
pS
C
j
m
j
jj
MAX
µ·)(
1
∑
=
+
=      (Eq.  6.8) 
On mpe  és el nombre mitjà de màquines per etapes. 
 
A partir d’aquest índex, el procediment aplicat per generar la solució inicial és el 
següent: en cada etapa es calcula l’índex ATCS modificat per totes les combinacions 
màquina–peça disponibles en l’instant considerat i es tria la parella amb índex major. 
Llavors s’actualitza la solució i es torna a aplicar el procediment. És necessari tornar a 
calcular l’índex ATCS de les peces cada vegada que s’actualitza la solució, ja que 
l’instant de disponibilitat i la seqüència en una de les màquines hauran canviat.  
Si cap màquina o cap peça queda disponible en l’instant considerat, el programa 
avança fins l’instant de temps en què estarà disponible la següent parella màquina–
peça.  
Quan ja no queden treballs per realitzar en l’etapa actual, es passa a la successiva, i el 
rellotge s’avança fins a l’instant en què està disponible la primera parella màquina–
peça. Així successivament fins arribar a l’última etapa. El procediment està il·lustrat a la 
figura 6.4. 
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Figura 6.4: Diagrama de flux de la generació de la solució inicial per ATCS – Font: De Micheli (2010) [18] 
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 Segons l’índex Slack: 
Per començar amb una solució de qualitat, però sense haver de calcular índexs tan 
complexes com l’ATCS, es pot utilitzar l’índex Slack adaptat a problemes flow-shop 
híbrids. 
L’Slack (temps de folgança) és una regla de seqüenciació basada en el càlcul d’un 
índex de prioritat, a partir del qual els treballs a processar es trien en ordre creixent. La 
prioritat s’assigna en funció del temps que falta fins la data d’entrega menys el temps 
de procés (processament i preparació) que manca: 
ijijkii SremStpremdtkjiI −−−−=),,,(    (Eq. 6.9) 
On: 
• id : és la data d’entrega de la peça. 
• iremp , : és la suma dels temps de procés que li falten a la peça per acabar el seu 
procés 
• t  és l’instant en que s’avalua l’índex. 
• ijkS : és el temps de preparació de la peça i en l’etapa j quan la peça precedent ha 
estat la peça k. 
• ijremS , : és una estimació dels temps de preparació que li falten a la peça abans 
d’acabar el procés. Es calcula com suma dels temps de preparació de les etapes 
posteriors a j dividit entre el nombre de peces (n). 
A partir d’aquest índex, el procediment aplicat per generar la solució inicial és 
exactament el mateix que el descrit en l’apartat anterior per l’ATCS: en cada etapa es 
calcula l’índex Slack per totes les combinacions màquina–peça disponibles en l’instant 
considerat i es tria la parella amb índex menor. Llavors s’actualitza la solució i es torna 
a aplicar el procediment.  
 
Si cap màquina o cap peça queda disponible en l’instant considerat, el programa 
avança fins l’instant de temps en què estarà disponible la següent parella màquina–
peça. Quan ja no queden treballs per realitzar en l’etapa actual, es passa a la 
successiva, i el rellotge s’avança fins a l’instant en què està disponible la primera 
parella màquina–peça. Així successivament fins arribar a l’última etapa. El procediment 
està il·lustrat a la figura 6.5. 
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Figura 6.5: Diagrama de flux de la generació de la solució inicial per Slack – Font: Pròpia 
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6.1.2. Generació dels veïnatges 
Aquesta fase del procediment té com a finalitat explorar altres regions de l’espai de 
solucions per tal de trobar una regió amb una solució millor. Els paràmetres importants 
d’aquesta fase són l’eficàcia i la rapidesa, perquè és la que més vegades es repeteix en el 
programa. 
Com s’ha comentat abans, cada vegada que es genera un veí, els canvis en la 
programació s’introdueixen únicament en la primera etapa i després es completa la solució 
utilitzant un mètode heurístic (l’ATCS modificat o l’Slack).  
 
 Intercanvi: 
Una manera de modificar la solució és intercanviant la posició de dues peces en la 
primera etapa, les quals poden pertànyer a la mateixa màquina o a màquines diferents.  
El programa genera quatre números aleatoris, dos dels quals seran les màquines de la 
primera etapa en les quals es realitzarà l’intercanvi i els altres dos seran les peces 
respectives que s’intercanviaran. Es pot veure un exemple en la figura 6.6: 
 
Figura 6.6: Intercanvi de dues peces entre dues màquines diferents de la primera etapa  – Font: Pròpia 
Si els dos números que indiquen les màquines són el mateix, el intercanvi de les dues 
peces serà en aquesta mateixa màquina, com pot veure’s en la figura 6.7: 
 
Figura 6.7: Intercanvi de dues peces en una mateixa màquina de la primera etapa – Font: Pròpia 
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 Inserció: 
Una altra manera de modificar la solució és inserint una peça en una posició qualsevol 
de la mateixa màquina o d’una màquina diferent. 
Com en el cas anterior, el programa genera quatre números aleatoris, dos dels quals 
seran les màquines de la primera etapa en les quals es realitzarà la inserció i els altres 
dos seran la peça i la posició on aquesta s’inserirà.  
Per evitar que a mida que es generen els veïnatges alguna màquina es quedi sense 
peces per processar, es tria la màquina amb major número de peces per a que cedeixi 
la peça a inserir en la posició triada de la màquina amb menor número de peces. Es 
pot veure un exemple en la figura 6.8: 
 
Figura 6.8: Inserció de la peça i de la màquina mi en la posició j de la màquina mj de la primera etapa – 
Font: Pròpia 
Si els dos números que indiquen les màquines són el mateix, dins aquesta màquina es 
realitzarà la inserció d’una peça i  en la posició j, com pot veure’s en la figura 6.9: 
 
Figura 6.9: Inserció de la peça i en la posició j en una mateixa màquina de la primera etapa – Font: Pròpia 
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6.1.3. Recorregut dels veïnatges 
Els veïnatges es poden recórrer un rere l’altre o un dins de l’altre. 
 Seqüencialment (un rere l’altre): 
Es recorren els veïnatges en sentit creixent (k = 1,2, ..., kmax) i no es torna mai al 
veïnatge anterior. És a dir, es realitzen α iteracions en el primer veïnatge, després es 
passa al segon veïnatge i s’hi realitzen α iteracions, després es passa al següent 
veïnatge i s’hi realitzen α iteracions, i així successivament fins arribar al veïnatge kmax. 
Quan es recorren els veïnatges seqüencialment, el primer veïnatge hauria de ser el 
que és capaç de generar veïns més diversificats, mentre que l’últim hauria de ser 
aquell que proporciona veïns menys diversificats. Aquesta manera de recórrer els 
veïnatges acostuma a conduir l’algoritme cap a mínims locals cada vegada que es 
passa a l’algoritme següent, que serà més restrictiu. 
 
 Un dins de l’altre: 
En canvi, quan un veïnatge es troba dins de l’altre, el que està dins (k = 2) hauria de 
ser el que genera veïns menys diversificats. 
La manera de procedir és la següent: 
1) S’entra al primer veïnatge (k = 1) i es genera una solució 
2) S’analitza aquesta solució:  
• Si s’accepta com a nova solució en curs, es passa a l’altre veïnatge (k = 2) i s’hi 
realitzen α iteracions. Després es torna a k = 1 i es repeteix el cicle fins a β 
iteracions. 
• Si no s’accepta com a nova solució en curs, es continua en k = 1 i es genera 
una altra solució. 
Aquesta manera de recórrer els veïnatges fa que l’algoritme no quedi atrapat en 
mínims locals i explori altres regions de l’espai de solucions, on podria trobar-se la 
solució òptima. 
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6.1.4. Criteri d’acceptació 
Cada vegada que es crea una solució veïna, independentment de la manera en què es 
recorrin els veïnatges, es passa pel criteri d’acceptació, el qual definirà quina serà la nova 
solució a partir de la qual crear una nova solució veïna. Poden seguir-se diferents 
estratègies, com per exemple la intensificació o la diversificació de la solució.  
 Intensificació: 
La intensificació consisteix en triar una nova solució només si aquesta és millor que la 
millor trobada fins al moment. L’inconvenient d’aquesta estratègia és que és fàcil que 
l’algorisme es quedi atrapat al voltant d’un mínim local i no pugui sortir-ne. 
 
 Diversificació: 
La diversificació accepta solucions pitjors com a punt de partida per recórrer els 
veïnatges, però només emmagatzema la millor trobada fins al moment: es tria la 
solució S , però s’emmagatzema com a millor la *S .  
És important controlar el grau de diversificació, ja que una gran diversificació pot portar 
l’algorisme a zones del veïnatge on la solució s’allunya de l’òptim, mentre que poca 
diversificació pot conduir l’algorisme cap a un mínim local, com succeeix amb la 
intensificació. 
Una manera de controlar aquest grau de diversificació és fent que el seu valor 
disminueixi a mida que l’algorisme avança, per exemple parametritzant-lo en funció del 
número de la iteració en curs: 
cursen  Iteració Nº
acióDiversific
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6.2. Variants analitzades 
Combinant les diferents maneres de generar la solució inicial explicades, els diferents 
veïnatges, les diverses maneres de recórrer-los, les diferents maneres de completar la 
solució cada vegada que es genera un veí i els diversos criteris d’acceptació, s’han creat 12 
variants per analitzar.  
Les característiques d’aquestes variants es detallen a la taula següent: 
Notació Solució inicial 
Veïnatges, manera de 
recórrer-los i criteri 
d’acceptació 
Completar la 
solució 
R1A Random ATCS 
A1A ATCS ATCS 
S1A Slack ATCS 
S1S Slack 
VNS1 
(3 veïnatges successius, 
intensificació) 
Slack 
R2A Random ATCS 
A2A ATCS ATCS 
S2A Slack ATCS 
S2S Slack 
VNS2 
(3 veïnatges successius, 
diversificació) 
Slack 
R3A Random ATCS 
A3A ATCS ATCS 
S3A Slack ATCS 
S3S Slack 
VNS3 
(2 veïnatges: un dins de 
l’altre, diversificació) 
Slack 
Taula 6.2: Característiques dels 12 programes analitzats 
 
La notació utilitzada per anomenar a cadascuna de les 12 variants analitzades és molt 
intuïtiva i consta de 3 termes: 
 El primer terme és una lletra que indica el mètode utilitzat per calcular la solució inicial. 
• R: random (aleatòriament) 
• A: en funció de l’índex ATCS 
• S: en funció de l’índex Slack 
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 El segon terme és un número que indica la combinació utilitzada entre nombre de 
veïnatges, manera de recórrer-los i criteri d’acceptació. Les característiques d’aquestes 
combinacions s’explicaran a continuació. 
• 1: VNS1 
• 2: VNS2 
• 3: VNS3 
 El tercer terme és una lletra que indica el mètode utilitzat per completar la solució en 
cada iteració. 
• A: en funció de l’índex ATCS 
• S: en funció de l’índex Slack 
 
A continuació s’expliquen les característiques de les combinacions analitzades entre 
nombre de veïnatges, manera de recórrer-los i criteri d’acceptació. Com que en el problema 
estudiat és molt costós avaluar tots els veïns, ja que per a cada veí cal completar la solució, 
s’ha optat per un procediment basat en la Cerca Reduïda en Veïnatges Variables (RVNS) 
entre els procediments explicats per aplicar l’algorisme VNS. En aquest procediment no es 
realitza una cerca local descendent, sinó que en cada iteració es genera únicament un veí a 
l’atzar. 
 
6.2.1. VNS1 
Les característiques de la variant VNS1 (notació pròpia) són: 
• 3 veïnatges (k = 1, 2, 3):  
1) Intercanvi entre dues peces de dues màquines diferents. 
2) Inserció d’una peça d’una màquina en una altra màquina. 
3) Intercanvi de dues peces en una mateixa màquina. 
• Manera de recórrer els veïnatges: seqüencial, un rere l’altre en sentit creixent. 
• Criteri de selecció: intensificar, quedar-se sempre amb la millor solució trobada fins al 
moment ( *S ). 
• Condició de parada: parar després de realitzar α iteracions consecutives en cada 
veïnatge sense millora. 
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Es comença inicialitzant la solució de partida (s’) i la millor solució trobada fins al moment 
(s*) amb la solució inicial (s0).  
S’entra en el primer veïnatge, que aplica una modificació en la seqüenciació d’una de les 
màquines de la primera etapa realitzant un intercanvi entre dues peces de dues màquines 
diferents. Llavors es completa la nova solució (de la segona etapa fins la última) utilitzant 
una regla de seqüenciació (l’ATCS o l’Slack) i es guarda a s’. 
A continuació s’avalua el retard de s’ i si aquest és superior al de s*, es descarta s’ i 
s’incrementa un comptador anomenat alfa. Si el comptador ha arribat al seu valor llindar 
(α), es passa al següent veïnatge i es repeteix el procediment, mentre que si no hi ha 
arribat es repeteix el cicle en el mateix veïnatge fins que alfa arribi al seu valor llindar. Si el 
retard de s’ és inferior al de s*, s’actualitza s* amb s’ i es posa el comptador α a zero. 
 
El pseudocodi i el diagrama de flux d’aquesta variant poden veure’s a les figures següents: 
 
Figura 6.8: Pseudocodi de la variant VNS1 – Font: Pròpia 
Inicialització: 
- Generar una solució inicial s0 
- Seleccionar un conjunt d’estructures d’entorns max,...,1, kkNk =  (En aquest 
cas kmax = 3). 
- Inicialitzar variables: 
s* = s0 
s’ = s0 
 
Iteracions: 
  k = 1 
  for k = 1, until k > kmax 
while alfa < α iteracions 
Generar veí (s’) 
if   Retard (s’) < Retard (s*) 
s* = s’ 
alfa = 0 
else 
s’ = s* 
alfa = alfa + 1 
end if 
   end while 
  end for 
 
End 
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Figura 6.9: Diagrama de flux de la variant VNS1 – Font: Pròpia 
NO 
SI 
s* = s0  ,  k = 1 
s’ = s0  ,  alfa = 0 
Generar una solució veïna i 
es guarda a s’ 
Avaluar el retard de s’ 
Retard (s’) < Retard (s*)? 
alfa = α? 
FI 
s* = s’ 
alfa = 0 
k = k + 1 
alfa = 0 
SI 
s’ = s* 
alfa = alfa +1 
k = 3? 
SI 
NO 
NO 
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6.2.2. VNS2 
Les característiques de la variant VNS2 (notació pròpia) són: 
• 3 veïnatges (k = 1, 2, 3):  
1) Intercanvi de dues peces entre dues màquines diferents. 
2) Inserció d’una peça d’una màquina en una altra màquina. 
3) Intercanvi de dues peces en una mateixa màquina. 
• Manera de recórrer els veïnatges: seqüencial, un rere l’altre en sentit creixent. 
• Criteri de selecció: diversificar. No quedar-se sempre la millor solució trobada, sinó en 
funció de la diferència entre el retard de la millor solució trobada fins al moment i el de 
la solució actual. Aquesta diferència es compara amb el paràmetre D dividit per la 
iteració actual i si és menor o igual, es pren la solució s’ com a solució de partida en la 
següent iteració.  
cursen  Iteració Nº
)'( Retard *)( Retard Dss ≤−  
• Condició de parada: parar després de realitzar α iteracions consecutives en cada 
veïnatge sense millora. 
 
Aquesta variant és igual que l’anterior, amb l’única diferència que no es substitueix la 
solució actual pel resultat de la cerca local, sinó en funció del paràmetre D.  
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El pseudocodi d’aquesta variant pot veure’s a la figura següent: 
 
Figura 6.10: Pseudocodi de la variant VNS2 – Font: Pròpia 
 
Pot veure’s un diagrama de flux a la pàgina següent (Figura 6.11). 
Inicialització: 
- Generar una solució inicial s0 
- Seleccionar un conjunt d’estructures d’entorns max,...,1, kkNk = (En aquest 
cas kmax = 3). 
- Inicialitzar variables:  
s* = s0 
s’ = s0 
temp = s0 
 
Iteracions: 
  k = 1 
  for k = 1, until k > kmax 
while alfa < α iteracions 
Generar veí (s’) 
if   Retard (s’) < Retard (s*) 
s* = s’ 
temp = s’ 
alfa = 0 
else 
       if |Retard (s*) – Retard (s’)| > (D / alfa) 
s’ = temp 
alfa = alfa + 1 
    else 
temp = s’ 
alfa = alfa + 1 
end if 
end if 
   end while 
  end for 
 
End 
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Figura 6.11: Diagrama de flux de la variant VNS2 – Font: Pròpia 
NO 
NO 
SI 
Generar una solució 
veïna i es guarda a s’ 
Avaluar el retard de s’ 
Retard (s’) < Retard (s*)? 
alfa = α? 
FI 
s* = s’ 
temp = s’ 
alfa = 0 
k = k + 1 
alfa = 0 
SI 
temp = s’ 
alfa = alfa +1 
k = 3? 
SI 
NO 
| Retard (s’) – Retard (s*) |     
 > 
alfa
D
? 
SI 
s’ = temp 
alfa = alfa + 1 
s* = s0  , k=1 
s’ = s0  ,  alfa = 0 
temp = s0 
Resolució de problemes flow-shop híbrids flexibles mitjançant un algorisme de Cerca en Veïnatges Variables Pàg. 65 
 
6.2.3. VNS3 
Les característiques de la variant VNS3 (notació pròpia) són: 
• 2 veïnatges (k = 1, 2):  
1) Intercanvi de dues peces entre dues màquines (diferents o la mateixa). 
2) Inserció d’una peça d’una màquina en una altra màquina. 
• Manera de recórrer els veïnatges: un dins de l’altre. 
• Criteri de selecció: diversificar. No quedar-se sempre la millor solució trobada, sinó en 
funció de la diferència entre el retard de la millor solució trobada fins al moment i el de 
la solució actual. Aquesta diferència es compara amb el paràmetre D dividit per la 
iteració actual i si és menor o igual, es pren la solució s’ com a solució de partida en la 
següent iteració.  
cursen  Iteració Nº
)'( Retard *)( Retard Dss ≤−  
 
• Condició de parada: en el veïnatge 1 la condició de parada és realitzar β iteracions 
consecutives sense millora, mentre que en el veïnatge 2 el nombre d’iteracions 
consecutives sense millora és α. 
 
Com s’ha pogut observar, hi ha dues diferències amb la variant anterior. La primera 
diferència és que en aquesta variant hi ha només dos veïnatges, i la segona que els 
veïnatges no es recorren de forma seqüencial, sinó que el primer veïnatge condueix 
l’algorisme cap al segon i viceversa fins que es dóna una certa condició de parada. 
 
El pseudocodi d’aquesta variant i el diagrama de flux poden veure’s a les figures següents. 
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Figura 6.12: Pseudocodi de la variant VNS3 – Font: Pròpia 
Inicialització: 
- Generar una solució inicial s0 
- Seleccionar un conjunt d’estructures d’entorns max,...,1, kkNk = (kmax = 2). 
- Inicialitzar variables:  
s* = s0 
s’ = s0 
temp = s0 
 
Iteracions: 
k = 1 
while beta < β iteracions  
Generar veí per intercanvi (k = 1) (s’) 
if   Retard (s’) < Retard (s*) 
s* = s’ 
temp = s’ 
β = 0 
k = 2 
else 
if |Retard (s*) – Retard (s’)| > (D / beta) 
s’ = temp 
β = β+1 
else 
temp = s’ 
β = β+1 
k = 2 
end if 
end if 
end while 
 
If k = 2 
while alfa < α iteracions 
Generar veí per inserció (k = 2) (s’) 
if   Retard (s’) < Retard (s*) 
s* = s’ 
temp = s’ 
α = 0 
else 
if |Retard (s*) – Retard (s’)| > (D / beta) 
s’ = temp 
α = α+1 
else 
temp = s’ 
α = α+1 
end if 
end if 
     end while 
 
End 
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Figura 6.13: Diagrama de flux de la variant VNS3 – Font: Pròpia 
SI 
SI 
alfa = α? 
FI 
SI 
s* = s’, temp = s’ 
beta = 0, k = 2 
beta = β? 
SI 
temp = s’ 
alfa = alfa +1 
s’ = temp 
alfa = alfa + 1 
|Retard (s’) – Retard (s*)|     
> 
beta
D
? 
s* = s0  , s’ = s0  ,  temp = s0, 
beta = 0, k = 1
 
Retard (s’) < Retard (s*)? 
Generar una solució 
veïna i es guarda a s’ 
NO 
N
s* = s’ , temp = s’ 
alfa = 0 
NO 
Retard (s’) < Retard (s*)? 
SI 
SI 
temp = s’, k = 2 
beta = beta + 1 
s’ = temp 
beta = beta + 1 
| Retard (s*) – Retard (s*) |    
  > 
beta
D
? 
Generar una solució 
veïna i es guarda a s’ 
NO 
NO 
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7. Ajust de paràmetres 
En aquest capítol s’explica la manera en què s’han obtingut els jocs de dades per a l’ajust, 
es mostra un exemple del fitxer on el programa escriu la millor solució trobada, es detallen 
els paràmetres a ajustar i s’analitzen les diferents opcions de disseny que els paràmetres α, 
β i D ofereixen a les variants detallades en l’apartat 6.6.  
 
7.1. Paràmetres a ajustar 
Els algoritmes del tipus VNS analitzats són senzills i tenen pocs paràmetres a ajustar. En 
concret, només caldrà ajustar 3 paràmetres, que són els següents: 
 α:  És el nombre màxim d’iteracions consecutives sense aportar millora que es 
realitzen en cada veïnatge. El valor d’aquest paràmetre depèn del nombre de peces de 
l’exemplar analitzat. S’analitzaran dos nivells: 
- α  ϵ  { n, 2n } 
 β:  És el nombre màxim d’iteracions consecutives sense aportar millora que es repeteix 
el cicle principal en els programes del tipus VNS3 analitzats. El valor d’aquest 
paràmetre, com en el cas d’ α, depèn del nombre de peces de l’exemplar analitzat. 
S’analitzaran dos nivells: 
- β  ϵ  { n, 2n } 
 D:  Dividit per la iteració actual, és el número amb el qual es compara la diferència 
entre el cost de la millor solució trobada fins al moment i solució trobada a cada iteració 
per decidir si s’utilitza en la següent iteració o si es rebutja. Com és lògic el marge 
depèn del nombre de peces de l’exemplar i va disminuint a mida que l’algoritme 
avança. S’analitzaran dos nivells: 
- D  ϵ  






4
,
2
22 nn
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Els paràmetres a ajustar depenen dels veïnatges i la manera de recórrer-los (VNS1, VNS2 i 
VNS3), com pot veure’s en la figura 7.2: 
 VNS1: 
En el VNS1 només s’ha d’ajustar el paràmetre α. Per tant, per al VNS1 caldrà estudiar 
només dues possibles configuracions del programa. 
 VNS2: 
En el VNS2 s’han d’ajustar els paràmetres α i D. Per tant, per al VNS2 caldrà estudiar 
quatre possibles configuracions del programa. 
 VNS3: 
En el VNS3 s’han d’ajustar els paràmetres α, β i D. Per tant, per al VNS3 caldrà 
estudiar vuit possibles configuracions del programa. 
 
Figura 7.1: Arbre de configuracions diferents que ofereixen els paràmetres α, β i D – Font: Pròpia 
 
Per trobar la millor combinació d’aquests paràmetres per a cadascuna de les variants, s’ha 
realitzat un disseny d’experiments Full Factorial. 
VNS3 
β = n 
D = n2/4 
β = 2n 
α = n 
α = 2n 
D = n2/2 
D = n2/4 
D = n2/2 
D = n2/4 
α = n 
α = 2n 
D = n2/2 
D = n2/4 
D = n2/2 
D = n2/4 
α = n 
α = 2n 
D = n2/2 
D = n2/4 
D = n2/2 VNS2 
VNS1 
α = n 
α = 2n 
Paràmetres 
a ajustar 
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7.2. Exemplars per l’ajust 
S’han utilitzat 96 col·leccions d’exemplars per l’ajust dels paràmetres, cadascuna de les 
quals està composta de 15 exemplars diferents. Les 96 col·leccions resulten de les 
combinacions de les següents variables: 
- n ϵ { 20, 50, 80, 120 } 
- m ϵ { 2, 4, 8 } 
- mpe ϵ { constant i igual a 2, variable segons U[1, 4] } 
- dd ϵ { HH, HL, LH, LL } 
On: 
• n és el nombre de peces a processar. Hi ha exemplars amb {20, 50, 80, 120} peces. 
• m és el nombre d’etapes. Hi ha exemplars amb {2, 4, 8} etapes. 
• mpe és el nombre de màquines en paral·lel en cada etapa. Aquest nombre pot ser 
constant i igual a dos, o bé variable i generat aleatòriament segons una distribució 
uniforme entre 1 i 4. 
• dd són les dates de lliurament de les peces. S’han generat aleatòriament segons una 
distribució uniforme entre dos valors que queden definits per les característiques de 
l’exemplar considerat i pels coeficients T i R, com pot veure’s en la següent fórmula 
proposada per Potts i Van Wassenhove (1982) [19], adaptada al cas de flow-shop 
híbrid: 
1 , 1
2 2
R Rdd U P T P T    = ⋅ − − ⋅ − +    
    
   (Eq.  7.1) 
On: 
 P és una estimació del temps que la línia de producció tardarà en processar totes 
les peces. Donat que el temps d’un procés de producció queda definit per la seva 
etapa més lenta, anomenada coll d’ampolla, P es calcula com el màxim entre els 
temps mitjans de la producció de cada etapa ( jp ).  
mjambpP j ,...,1       ]max[ ==    (Eq.  7.2) 
Els temps mitjans de producció de cada etapa, pj , es defineixen com la suma dels 
temps de procés de totes les peces en l’etapa, dividit pel nombre de màquines en 
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paral·lel de dita etapa, més la suma dels temps mitjans de preparació de cada 
peça en l’etapa dividit pel nombre de màquines en l’etapa: 
mjamb
n
Sp
p
j
n
i
n
ikk
ijk
j
n
i
ij
j ,...,1       
· 
1 ,01
=+=
∑ ∑∑
= ≠==
αα
  (Eq.  7.3) 
 T (Tardiness) representa el factor de retard de les dates de lliurament. Com més 
elevat sigui aquest valor, més properes seran les dates de lliurament de les peces; 
és a dir, la mitjana de les dates de lliurament serà menor del temps mitjà de procés 
P. En els exemplars analitzats s’han utilitzat els següents valors: T = 0,1  i T = 0,5. 
 R (Range factor) és el factor de distribució en el temps de les dates de lliurament. 
Mentre T defineix la proximitat d’aquestes dates, R indica si aquestes estan més 
concentrades a prop de la mitjana (R elevat), o distribuïdes en un interval de temps 
més ampli (R baix).  
En els exemplars s’han utilitzat els valors: R = 0,8  i R = 1,8. Combinant els valors 
dels paràmetres T i R s’obtenen les quatre dates de venciment diferents indicades 
anteriorment: 
- HH: T = 0,5 i R = 0,8 
- LH: T = 0,1 i R = 1,8 
- HL: T = 0,5 i R = 0,8 
- LL: T = 0,1 i R = 0,8 
L’elecció dels paràmetres T i R no impedeix que es generin dates de lliurament 
negatives, és a dir, casos en els quals s’han desatès les dates de lliurament. 
Altres dades que apareixen en els exemplars i que es calculen de la mateixa manera per a 
tots ells són el pes, els temps de procés i els temps de preparació. 
• El pes w  és igual per a totes les peces, i de valor unitari.  
• Els temps de procés i preparació s’han generat segons una distribució uniforme, entre 
0 i 99. 
Finalment, la probabilitat que una peça no requereixi l’operació d’una etapa depèn d’una 
distribució uniforme entre el 10% i el 40%. 
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Figura 7.2: Representació gràfica de l’arbre d’exemplars – Font: Pròpia 
 
n = 120 
(360 ex) 
m = 6 
… 
m = 2 
m = 4 
… 
… 
m = 4 
m = 2 
m = 4 
m = 6 
… 
… 
… 
m = 2 
m = 6 
… 
… 
… 
n = 20 
(360 ex) 
n = 50 
(360 ex) 
n = 80 
(360 ex) 
… 
… 
m = 2 
m = 4 
… 
m = 8 
mpe = variable, U[1,4] 
… 
dd = LH   →  15 exemplars 
dd = HL   →  15 exemplars 
 
dd = LL   →  15 exemplars 
 
dd = HH  →  15 exemplars 
 
mpe = cnt, 2 
1440 
exemplars 
Pàg. 74  Memòria 
 
7.3. Anàlisi dels resultats 
Per a cadascun dels exemplars i amb cadascuna de les combinacions de paràmetres 
fixades per cada variant VNS (VNS1, VNS2 i VNS3), s’han calculat cinc rèpliques per 
eliminar l’aleatorietat del procés. A partir d’aquestes rèpliques, s’ha calculat la mitjana. 
Els resultats obtinguts han estat analitzats comparant-los entre si. Aquests resultats es 
mostraran agrupats per dimensió dels exemplars, és a dir, en funció del nombre de peces, 
del nombre d’etapes i del nombre de màquines per etapa.  
La notació utilitzada consta de tres termes, separats entre si mitjançant un guió baix: 
 El primer terme és un nombre que indica el nombre de peces de l’exemplar (n). 
• n:  { 20, 50, 80, 120 } 
 El segon terme és un nombre que indica el nombre d’etapes de l’exemplar (m). 
• m:  { 2, 4, 8 } 
 Finalment, el tercer terme indica si el nombre de màquines per etapa de l’exemplar 
(mpe) és constat o variable. 
• mpe:  { cnt, var } 
 
En la comparació entre els resultats obtinguts, s’han tingut en compte dos factors: 
• La qualitat de la solució (mitjançant el retard de la solució). 
• Els temps de càlcul (expressat en segons). 
Degut a la impossibilitat de conèixer les solucions òptimes per a cadascun dels exemplars 
utilitzats tant en l’ajust dels paràmetres com en l’avaluació dels programes, cal un índex 
objectiu per efectuar la comparació de la qualitat de les solucions que ofereixen les 
diferents variants. Dit índex s’ha d’ajustar als valors de cada exemplar concret, per això s’ha 
escollit l’error relatiu normalitzat (ERN), que s’expressa com: 
millorpitjor
millortrobada
soluciósolució
soluciósolució
ERN
−
−
=      (Eq.  7.4) 
Aquest índex pren un valor comprès entre 0 (si la solució coincideix amb la millor solució 
trobada per a aquell exemplar) i 1 (si la solució coincideix amb la pitjor solució trobada per a 
aquell exemplar). 
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Després de calcular l’error relatiu normalitzat per a cada exemplar i variant, aquests s’han 
analitzat mitjançant l’Anàlisi de la Variança (ANalisis Of VAriance, ANOVA). El mètode 
ANOVA serveix per dictaminar si els valors d’un conjunt de dades numèrics són 
significativament diferents dels valors d’altres conjunts de dades, és a dir, s’utilitza quan es 
volen comparar les mitjanes de més de dos tractaments. La manera de dir si les mitjanes 
són prou properes per considerar-se iguals la marca la dispersió de les dades, 
representada per la variança. S’associa una probabilitat a la hipòtesi de que la mitjana d’un 
grup de dades sigui igual que la mitjana d’un altre grup de dades, la qual s’anomena p-
valor. Si el valor del p-valor que dóna l’ANOVA és inferior a 0,051 s’accepta la hipòtesi que 
les mitjanes dels grups de dades són diferents, mentre que si és superior a 0,05 no es pot 
acceptar dita hipòtesi.  
Per tal d’utilitzar la taula ANOVA s’han de complir les tres hipòtesis següents, les quals 
s’han verificat amb èxit en aquest estudi. 
1. Aleatorietat de les mostres 
2. Normalitat de les poblacions 
3. Igualtat de variances poblacionals 
En aquest capítol s’utilitza l’ANOVA per decidir quins valors dels paràmetres α, β i D 
generen una mitjana d’error significativament inferior respecte als altres. Si el p-valor que 
s’obtingui per a un cert paràmetre serà inferior a 0,05, s’acceptarà que les mitjanes dels 
errors obtinguts amb cadascun dels valors dels paràmetres α, β i D són significativament 
inferiors respecte als altres i es mirarà com afecta cadascun en un gràfic d’intervals. En cas 
contrari s’assumirà que per dit paràmetre no s’obtenen diferències significatives en els 
errors en funció del seu valor. 
Quan el nombre de paràmetres a analitzar és superior a dos, també cal comprovar si hi ha 
interacció o no entre dits paràmetres. Això ho diu el p-valor de la interacció: si és inferior a 
0,05 existeix interacció, en cas contrari no. 
                                               
 
 
1
 No sempre s’utilitza el valor 0,05. Això depèn de l’interval de confiança (IC) que es desitgi. Si es 
desitja un IC del 95%, efectivament el valor llindar del p-valor acceptat és 0,05, però si es desitgés un 
IC del 97% el valor llindar del p-valor serà de 0,03. 
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Finalment, la comparació entre els temps de càlcul s’ha realitzat únicament mitjançant el 
seu valor mitjà (en segons) en funció de la dimensió dels exemplars. 
L’ordinador utilitzat per l’experiència, amb el que s’han realitzat tots els càlculs, presenta les 
característiques següents: 
- Microprocesador: Intel® Core(TM)2 Duo CPU T6400, 2 GHz 
- Memòria RAM: 4 Gb 
- Tipus de sistema: Sistema operatiu de 32 bits 
 
7.4. Variant ajustada 
Donada la gran quantitat de variants de les que es disposa per analitzar, s’ha realitzat un 
primer estudi orientatiu per determinar quin dels mètodes per trobar la solució inicial 
(Random, ATCS, Slack) i per completar la solució a cada iteració (ATCS, Slack), podria 
donar millors resultats per a cadascuna de les maneres de recórrer els veïnatges (VNS1, 
VNS2 i VNS3).  
És important remarcar que aquest primer estudi és purament orientatiu, i que el resultat 
obtingut no té perquè ser el mateix que s’obtindrà una vegada s’hagin ajustat els 
paràmetres i es torni a realitzar un altre estudi més detallat. 
Per realitzar aquest primer estudi s’han utilitzat només 48 col·leccions (diferents de les 
col·leccions utilitzades en l’ajust de paràmetres), cadascuna de les quals està composta de 
15 exemplars diferents. La manera en què s’han calculat les dades d’aquests exemplars és 
la explicada en l’apartat 7.1., però només s’han estudiat exemplars que resulten de les 
combinacions de les següents variables: 
- n:  { 20, 50, 80 } 
- m:  { 2, 4 } 
- mpe:  { constant i igual a 2, variable segons U[1, 4] } 
- dd:  { HH, HL, LH, LL } 
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En aquest primer estudi orientatiu, els valors dels paràmetres (que posteriorment 
s’ajustaran), han estat els següents: 
• α = 2n 
• β = 2n 
• D = 1000 
Després d’executar les variants sobre els jocs de dades i calcular les mitjanes dels errors, 
s’han agrupat els resultats en la taula 7.1.  
 
VNS1 VNS2 VNS3 ERN 
R1A A1A A1S S1S R2A A2A A2S S2S R3A A3A A3S S3S 
20_2_cnt 0,207 0,133 0,115 0,124 0,230 0,125 0,115 0,122 0,516 0,216 0,225 0,231 
20_2_var 0,314 0,249 0,118 0,087 0,309 0,234 0,127 0,092 0,352 0,293 0,167 0,130 
20_4_cnt 0,300 0,172 0,188 0,214 0,279 0,166 0,182 0,197 0,451 0,272 0,292 0,337 
20_4_var 0,329 0,204 0,160 0,261 0,300 0,198 0,157 0,260 0,363 0,292 0,232 0,337 
20 PECES 0,288 0,190 0,145 0,172 0,279 0,181 0,145 0,168 0,421 0,268 0,229 0,259 
             
50_2_cnt 0,194 0,067 0,049 0,064 0,199 0,072 0,049 0,071 0,543 0,184 0,122 0,146 
50_2_var 0,279 0,172 0,083 0,134 0,277 0,171 0,078 0,131 0,400 0,246 0,103 0,171 
50_4_cnt 0,351 0,231 0,267 0,329 0,603 0,209 0,287 0,336 0,616 0,275 0,379 0,417 
50_4_var 0,392 0,218 0,096 0,202 0,378 0,224 0,095 0,201 0,335 0,244 0,116 0,211 
50 PECES 0,304 0,172 0,124 0,182 0,364 0,169 0,127 0,185 0,473 0,237 0,180 0,236 
             
80_2_cnt 0,219 0,027 0,066 0,113 0,216 0,030 0,067 0,115 0,387 0,053 0,101 0,143 
80_2_var 0,332 0,255 0,097 0,119 0,369 0,240 0,092 0,119 0,447 0,311 0,100 0,138 
80_4_cnt 0,311 0,036 0,090 0,153 0,344 0,033 0,094 0,155 0,460 0,063 0,142 0,206 
80_4_var 0,398 0,084 0,090 0,264 0,375 0,084 0,087 0,263 0,295 0,112 0,111 0,267 
80 PECES 0,315 0,101 0,086 0,162 0,326 0,097 0,085 0,163 0,397 0,135 0,113 0,189 
             
TOTAL 0,302 0,154 0,118 0,172 0,323 0,149 0,119 0,172 0,430 0,213 0,174 0,228 
Taula 7.1: Mitjanes dels ERN  de les solucions per a cada variant analitzada en l’estudi orientatiu 
 
Com pot observar-se, la variant que calcula la solució inicial mitjançant l’índex ATCS i la 
completa amb l’índex Slack és la que dóna un índex d’error menor amb cadascuna de les 
maneres de recórrer els veïnatges (VNS1, VNS2 i VNS3). Per això, és en la que es 
realitzarà l’ajustament dels paràmetres. No obstant, un anàlisi posterior ha demostrat que 
els resultats obtinguts són també vàlids per les altres variants implementades. 
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7.5. Resultats 
7.5.1. Variants que utilitzen el VNS1 
En la variant A1S només s’ha d’ajustar el paràmetre α. Com que s’estudien dos possibles 
nivells d’ α, caldrà estudiar dues possibles configuracions del programa:  
• α: { n, 2n } 
A1S  A1S ERN 
α = n α = 2n  
TEMPS 
CÀLCUL [s] α = n α = 2n 
20_2_cnt 0,321 0,219  20_2_cnt 0,016 0,016 
20_2_var 0,384 0,292  20_2_var 0,020 0,020 
20_4_cnt 0,431 0,329  20_4_cnt 0,022 0,029 
20_4_var 0,401 0,335  20_4_var 0,022 0,028 
20_8_cnt 0,529 0,450  20_8_cnt 0,031 0,048 
20_8_var 0,412 0,337  20_8_var 0,033 0,051 
20 PECES 0,413 0,327 
 
20 PECES 0,024 0,032 
       
50_2_cnt 0,242 0,177  50_2_cnt 0,242 0,177 
50_2_var 0,240 0,171  50_2_var 0,240 0,171 
50_4_cnt 0,311 0,230  50_4_cnt 0,311 0,230 
50_4_var 0,298 0,224  50_4_var 0,298 0,224 
50_8_cnt 0,396 0,323  50_8_cnt 0,396 0,323 
50_8_var 0,364 0,288  50_8_var 0,364 0,288 
50 PECES 0,308 0,236 
 
50 PECES 0,308 0,236 
       
80_2_cnt 0,228 0,161  80_2_cnt 0,103 0,191 
80_2_var 0,230 0,169  80_2_var 0,121 0,225 
80_4_cnt 0,270 0,207  80_4_cnt 0,243 0,455 
80_4_var 0,265 0,203  80_4_var 0,243 0,435 
80_8_cnt 0,266 0,216  80_8_cnt 0,460 0,845 
80_8_var 0,231 0,178  80_8_var 0,584 1,065 
80 PECES 0,248 0,189 
 
80 PECES 0,292 0,536 
       
120_2_cnt 0,182 0,125  120_2_cnt 0,293 0,528 
120_2_var 0,251 0,186  120_2_var 0,288 0,527 
120_4_cnt 0,224 0,174  120_4_cnt 0,671 1,237 
120_4_var 0,186 0,147  120_4_var 0,734 1,315 
120_8_cnt 0,218 0,168  120_8_cnt 1,420 2,651 
120_8_var 0,193 0,168  120_8_var 1,653 2,964 
120 PECES 0,209 0,161 
 
120 PECES 0,843 1,537 
       
TOTAL 0,295 0,228 
 
TOTAL 0,315 0,572 
Taula 7.2: Mitjanes dels ERN i dels temps de càlcul per a totes les configuracions de la variant A1S 
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A la taula 7.2. es mostren les mitjanes dels errors relatius normalitzats i dels temps de 
càlcul obtinguts per a cadascun dels nivells analitzats, agrupades per nombre de peces, 
nombre d’etapes i nombre de màquines per etapa dels exemplars.  
A simple vista, es pot veure que la configuració amb α = 2n dóna millors resultats que la 
configuració amb α = n, però això comporta també un augment del temps de càlcul. És 
convenient corroborar aquesta primera observació mitjançant l’anàlisi de la variança, que 
dóna un p-valor per als errors relatius normalitzats de 0,001. Es pot veure com afecta cada 
valor d’α en el gràfic per intervals (Figura 7.3). 
 
Figura 7.3: Interval de les mitjanes (IC del 95%) de l’error relatiu per a les diferents configuracions d’α en el A1S 
 
Com es veu a la gràfica (Fig. 7.3), la diferència entre les mitjanes dels errors relatius 
normalitzats no només és estadísticament significativa (els intervals de confiança no es 
solapen), sinó també considerable. Es confirma doncs, que la configuració amb α = 2n 
dóna millors resultats. 
Per altra banda, el fet de duplicar el valor d’α implica un augment del temps de càlcul de 
quasi el doble. Tot i així, com que els temps de càlcul són d’un ordre de magnitud tan baix 
(inferior a 1,6 s), val la pena apostar per una millor qualitat. 
Així doncs, per al A1S s’escull la configuració que minimitza els errors: α = 2n. 
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7.5.2. Variants que utilitzen el VNS2 
En la variant A2S s’han d’ajustar els paràmetres α i D. S’estudien dos nivells per cadascun 
d’ells:  
• α: { n, 2n } 
• D: { n2/2, n2/4} 
A2S  A2S 
D = n2/4 D = n2/2  D = n2/4 D = n2/2 ERN 
α = n α = 2n α = n α = 2n  
TEMPS 
CÀLCUL [s] 
α = n α = 2n α = n α = 2n 
20_2_cnt 0,310 0,242 0,299 0,243  20_2_cnt 0,011 0,012 0,011 0,012 
20_2_var 0,353 0,288 0,367 0,299  20_2_var 0,012 0,012 0,010 0,011 
20_4_cnt 0,409 0,315 0,430 0,336  20_4_cnt 0,016 0,022 0,016 0,022 
20_4_var 0,390 0,297 0,375 0,304  20_4_var 0,016 0,020 0,015 0,021 
20_8_cnt 0,516 0,428 0,521 0,428  20_8_cnt 0,025 0,039 0,026 0,039 
20_8_var 0,423 0,327 0,434 0,323  20_8_var 0,027 0,042 0,027 0,041 
20 PECES 0,400 0,316 0,405 0,322 
 
20 PECES 0,018 0,025 0,017 0,024 
           
50_2_cnt 0,235 0,171 0,233 0,165  50_2_cnt 0,235 0,171 0,233 0,165 
50_2_var 0,237 0,182 0,252 0,180  50_2_var 0,237 0,182 0,252 0,180 
50_4_cnt 0,327 0,250 0,314 0,223  50_4_cnt 0,327 0,250 0,314 0,223 
50_4_var 0,300 0,235 0,301 0,235  50_4_var 0,300 0,235 0,301 0,235 
50_8_cnt 0,379 0,331 0,402 0,316  50_8_cnt 0,379 0,331 0,402 0,316 
50_8_var 0,361 0,288 0,359 0,279  50_8_var 0,361 0,288 0,359 0,279 
50 PECES 0,306 0,243 0,310 0,233 
 
50 PECES 0,306 0,243 0,310 0,233 
           
80_2_cnt 0,225 0,154 0,228 0,156  80_2_cnt 0,091 0,165 0,093 0,166 
80_2_var 0,229 0,182 0,241 0,175  80_2_var 0,116 0,213 0,121 0,214 
80_4_cnt 0,283 0,212 0,270 0,207  80_4_cnt 0,233 0,436 0,238 0,437 
80_4_var 0,246 0,195 0,254 0,183  80_4_var 0,229 0,425 0,236 0,426 
80_8_cnt 0,276 0,196 0,270 0,195  80_8_cnt 0,442 0,833 0,453 0,834 
80_8_var 0,233 0,179 0,229 0,186  80_8_var 0,552 1,046 0,566 1,052 
80 PECES 0,249 0,186 0,249 0,184 
 
80 PECES 0,277 0,519 0,284 0,522 
           
120_2_cnt 0,169 0,124 0,179 0,125  120_2_cnt 0,273 0,514 0,279 0,511 
120_2_var 0,258 0,189 0,257 0,172  120_2_var 0,276 0,521 0,279 0,516 
120_4_cnt 0,234 0,155 0,212 0,154  120_4_cnt 0,638 1,238 0,650 1,223 
120_4_var 0,194 0,140 0,189 0,139  120_4_var 0,709 1,316 0,711 1,302 
120_8_cnt 0,212 0,162 0,218 0,170  120_8_cnt 1,402 2,617 1,388 2,609 
120_8_var 0,214 0,156 0,219 0,167  120_8_var 1,548 2,989 1,611 2,979 
120 PECES 0,213 0,154 0,212 0,154 
 
120 PECES 0,808 1,532 0,820 1,523 
           
TOTAL 0,292 0,225 0,294 0,223 
 
TOTAL 0,299 0,560 0,304 0,558 
Taula 7.3: Mitjanes dels ERN i dels temps de càlcul per a totes les configuracions de la variant A2S 
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A la taula 7.3. es mostren les mitjanes dels errors relatius normalitzats i dels temps de 
càlcul obtinguts per a cadascun dels nivells analitzats per a cada paràmetre, agrupades per 
dimensió dels exemplars.  
A la taula 7.4. es poden veure els p-valors obtinguts, els quals indiquen que el valor de D no 
influeix en les mitjanes dels índexs d’error, però en canvi α ho fa de forma significativa. A 
més pot veure’s que la interacció entre els dos paràmetres no és significativa, ja que el p-
valor del producte α·D és de 0,782. 
ERN versus α D α · D 
p-valors  0,004 0,998 0,782 
Taula 7.4: P-valors obtinguts amb l’ANOVA per a la variant A2S 
 
Es mostren les mitjanes dels errors en un gràfic per intervals (Figura 7.4). Es veu que 
qualsevol de les configuracions amb α = 2n dóna millors resultats que les configuracions 
amb α = n. En canvi, no es pot deduir res de l’efecte del paràmetre D en la qualitat de les 
solucions. 
 
Figura 7.4: Interval de les mitjanes (IC del 95%) dels ERN per a les diferents configuracions d’α i D en el A2S 
 
Com succeïa en la variant A1S, duplicar el valor d’α implica un augment del temps de 
càlcul. Però igual que abans, com que els temps de càlcul són d’un ordre de magnitud tan 
baix, val la pena apostar per una millor qualitat. 
Així doncs, per al A2S es pot escollir qualsevol de les configuracions amb α = 2n, ja que 
ambdues minimitzen els índexs d’error (Figura 7.5) i no hi ha interacció entre α i D. En 
aquest estudi s’escull la configuració amb α = 2n i D = n2/4, però es podria haver escollit la 
configuració amb α = 2n i D = n2/2 perquè no hi ha cap diferència significativa entre elles. 
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Figura 7.5: Interval de les mitjanes (IC del 95%) dels ERN  
per a les quatre possibles combinacions d’α i D en la variant A2S 
 
 
7.5.3. Variants que utilitzen el VNS3 
En la variant A3S s’han d’ajustar els paràmetres α, β i D. S’estudien dos nivells per 
cadascun d’ells: 
• α: { n, 2n } 
• D: { n2/2, n2/4} 
• β: { n, 2n } 
A la taula 7.5. es mostren les mitjanes dels errors relatius normalitzats i a la taula 7.6. les 
dels temps de càlcul per a cadascun dels nivells analitzats per a cada paràmetre, 
agrupades per dimensió (nombre de peces) dels exemplars.  
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A3S 
β = n β = 2n 
D = n2/4 D = n2/2 D = n2/4 D = n2/2 
ERN 
α = n α = 2n α = n α = 2n α = n α = 2n α = n α = 2n 
20_2_cnt 0,326 0,246 0,379 0,317 0,245 0,221 0,324 0,277 
20_2_var 0,328 0,278 0,343 0,313 0,285 0,239 0,323 0,277 
20_4_cnt 0,406 0,338 0,464 0,399 0,362 0,297 0,398 0,386 
20_4_var 0,347 0,257 0,341 0,323 0,276 0,244 0,328 0,280 
20_8_cnt 0,465 0,386 0,468 0,393 0,407 0,323 0,392 0,370 
20_8_var 0,293 0,255 0,340 0,272 0,255 0,218 0,296 0,249 
20 PECES 0,361 0,294 0,389 0,336 0,305 0,257 0,343 0,306 
         
50_2_cnt 0,352 0,343 0,450 0,458 0,349 0,303 0,448 0,453 
50_2_var 0,297 0,276 0,392 0,381 0,270 0,268 0,363 0,379 
50_4_cnt 0,441 0,396 0,536 0,522 0,395 0,385 0,513 0,532 
50_4_var 0,328 0,304 0,437 0,415 0,330 0,301 0,428 0,409 
50_8_cnt 0,515 0,473 0,632 0,605 0,482 0,448 0,602 0,588 
50_8_var 0,384 0,360 0,500 0,468 0,361 0,337 0,477 0,443 
50 PECES 0,386 0,359 0,491 0,475 0,364 0,340 0,472 0,467 
         
80_2_cnt 0,443 0,436 0,512 0,511 0,428 0,406 0,508 0,515 
80_2_var 0,370 0,383 0,418 0,417 0,377 0,369 0,421 0,415 
80_4_cnt 0,510 0,500 0,570 0,580 0,484 0,488 0,565 0,569 
80_4_var 0,336 0,304 0,399 0,410 0,315 0,301 0,398 0,398 
80_8_cnt 0,468 0,455 0,557 0,556 0,443 0,439 0,544 0,546 
80_8_var 0,400 0,401 0,457 0,485 0,407 0,393 0,461 0,477 
80 PECES 0,421 0,413 0,486 0,493 0,409 0,399 0,483 0,487 
         
120_2_cnt 0,443 0,431 0,456 0,461 0,411 0,417 0,451 0,460 
120_2_var 0,410 0,402 0,459 0,455 0,411 0,413 0,455 0,465 
120_4_cnt 0,498 0,499 0,520 0,525 0,499 0,499 0,537 0,511 
120_4_var 0,351 0,351 0,386 0,381 0,351 0,370 0,378 0,371 
120_8_cnt 0,509 0,504 0,529 0,543 0,500 0,500 0,545 0,544 
120_8_var 0,431 0,422 0,451 0,440 0,415 0,429 0,469 0,441 
120 PECES 0,440 0,435 0,467 0,467 0,431 0,438 0,472 0,465 
         
TOTAL 0,402 0,375 0,458 0,443 0,377 0,359 0,443 0,431 
Taula 7.5: Mitjanes dels ERN per a totes les configuracions de la variant A3S 
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A3S 
β = n β = 2n 
D = n2/4 D = n2/2 D = n2/4 D = n2/2 
Temps de 
càlcul [s] 
α = n α = 2n α = n α = 2n α = n α = 2n α = n α = 2n 
20_2_cnt 0,011 0,013 0,013 0,013 0,015 0,016 0,012 0,016 
20_2_var 0,012 0,014 0,012 0,013 0,014 0,017 0,015 0,016 
20_4_cnt 0,019 0,025 0,018 0,024 0,026 0,031 0,024 0,029 
20_4_var 0,020 0,027 0,020 0,026 0,028 0,038 0,028 0,033 
20_8_cnt 0,033 0,045 0,034 0,047 0,047 0,062 0,046 0,058 
20_8_var 0,043 0,060 0,041 0,062 0,063 0,085 0,061 0,082 
20 PECES 0,023 0,031 0,023 0,031 0,032 0,041 0,031 0,039 
         
50_2_cnt 0,352 0,343 0,450 0,458 0,349 0,303 0,448 0,453 
50_2_var 0,297 0,276 0,392 0,381 0,270 0,268 0,363 0,379 
50_4_cnt 0,441 0,396 0,536 0,522 0,395 0,385 0,513 0,532 
50_4_var 0,328 0,304 0,437 0,415 0,330 0,301 0,428 0,409 
50_8_cnt 0,515 0,473 0,632 0,605 0,482 0,448 0,602 0,588 
50_8_var 0,384 0,360 0,500 0,468 0,361 0,337 0,477 0,443 
50 PECES 0,386 0,359 0,491 0,475 0,364 0,340 0,472 0,467 
         
80_2_cnt 0,110 0,158 0,081 0,111 0,154 0,238 0,111 0,140 
80_2_var 0,141 0,184 0,108 0,143 0,198 0,289 0,140 0,188 
80_4_cnt 0,279 0,459 0,225 0,324 0,400 0,565 0,287 0,423 
80_4_var 0,448 0,707 0,331 0,469 0,687 0,931 0,429 0,593 
80_8_cnt 0,546 0,903 0,416 0,674 0,793 1,110 0,554 0,809 
80_8_var 0,760 1,069 0,628 0,904 1,012 1,508 0,805 1,129 
80 PECES 0,381 0,580 0,298 0,438 0,541 0,774 0,388 0,547 
         
120_2_cnt 0,234 0,385 0,203 0,300 0,401 0,551 0,289 0,391 
120_2_var 0,390 0,600 0,269 0,387 0,486 0,636 0,391 0,474 
120_4_cnt 0,496 0,861 0,492 0,758 0,821 1,052 0,698 0,952 
120_4_var 0,861 1,330 0,754 1,240 1,147 1,616 1,091 1,498 
120_8_cnt 1,265 1,967 1,164 1,694 1,785 2,545 1,516 2,134 
120_8_var 1,921 3,066 1,886 2,979 3,069 3,966 2,627 3,826 
120 PECES 0,861 1,368 0,795 1,226 1,285 1,727 1,102 1,546 
         
TOTAL 0,352 0,551 0,308 0,468 0,518 0,709 0,421 0,587 
Taula 7.6: Mitjanes dels temps de càlcul per a totes les configuracions de la variant A3S 
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A simple vista, sembla que la configuració amb α = 2n, β = 2n, D = n2/4 dóna un índex 
d’error menor que les altres configuracions, però també consumeix més temps de càlcul.  
A la taula 7.7. es poden veure els p-valors obtinguts per als errors relatius normalitzats, els 
quals indiquen que el valor dels tres paràmetres influeixen de forma significativa en les 
mitjanes dels índexs d’error. A més, els p-valors dels productes dels paràmetres (α·D, D·β, 
β·α i α·D·β) indiquen que la interacció entre els paràmetres no és significativa. 
ERN versus α D β α·D D · β β · α α · D · β 
p-valors  0,004 0,001 0,006 0,433 0,565 0,618 0,870 
Taula 7.7: P-valors obtinguts amb l’ANOVA per a la variant A3S 
 
Si es mostren les mitjanes dels errors en un gràfic per intervals (Figura 7.6), s’observa que: 
• Amb α = 2n s’aconsegueixen índexs d’error menors que amb α = n 
• Amb D = n2/4 s’aconsegueixen índexs d’error menors que amb D = n2/2 
• Amb β = 2n s’aconsegueixen índexs d’error menors que amb β = n 
 
Figura 7.6: Interval de les mitjanes (IC del 95%) dels ERN  
per a les diferents configuracions d’α, D i β i interaccions entre els paràmetres 
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El fet que α o β tinguin com a valor 2n fa que el temps de càlcul sigui més elevat. No 
obstant, com en els casos anteriors, com que els temps de càlcul són d’un ordre de 
magnitud tan baix, val la pena apostar per una qualitat millor.  
 
Figura 7.7: Interval de les mitjanes (IC del 95%) dels ERN per a les vuit combinacions dels paràmetres α, D i β 
 
Així doncs, per al A3S s’escull la configuració α = 2n, β = 2n i D = n2/4, que com es veu a la 
figura 7.7. és la que minimitza l’índex d’error. 
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8. Avaluació de resultats 
En aquest capítol es compara l’eficiència de les diferents versions del programa 
proposades per tal d’escollir-ne la millor. Posteriorment es fa una comparació entre la versió 
escollida de l’algoritme VNS amb una versió de l’algoritme ILS proposada per De Micheli 
(2010) [18]. 
L’experiència computacional s’ha realitzat mitjançant un joc de 1440 exemplars, diferent del 
que s’ha utilitzat en l’ajust dels paràmetres. No obstant, el nombre d’exemplars i l’estructura 
d’aquests és exactament igual a la dels utilitzats en l’ajust dels paràmetres; és a dir, s’han 
utilitzat 96 col·leccions d’exemplars, cadascuna de les quals està composta de 15 
exemplars diferents, que resulten de les combinacions de les següents variables: 
- n: { 20, 50, 80, 120 } 
- m: { 2, 4, 8 } 
- mpe: { constant i igual a 2, variable segons U[1, 4] } 
- dd: { HH, HL, LH, LL } 
Com en l’apartat anterior, s’han calculat cinc rèpliques per eliminar l’aleatorietat del procés, i 
a partir d’aquestes rèpliques, s’ha calculat la mitjana. En l’anàlisi s’han considerat els dos 
factors següents:  
• La qualitat de la solució (mitjançant el retard de la solució). 
• Els temps de càlcul (expressat en segons). 
Per a l’anàlisi de la qualitat s’ha calculat l’error relatiu normalitzat per a cada exemplar i 
després s’han analitzat mitjançant l’Anàlisi de la Variança. En aquest capítol s’utilitza 
l’ANOVA per decidir quina de les variants analitzades genera una mitjana d’error 
significativament inferior respecte les altres. S’ha realitzat un disseny d’experiments Full 
Factorial, considerant totes les combinacions possibles entre mètode per calcular la solució 
inicial, mètode per completar la solució en cada iteració i manera de recórrer els veïnatges. 
En canvi, la comparació entre els temps de càlcul s’ha realitzat únicament mitjançant el 
valor mitjà en funció de la dimensió dels exemplars (nombre de peces, nombre d’etapes i 
nombre de màquines per etapa). 
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8.1. Elecció de la millor variant VNS 
Una vegada s’han ajustat els valors dels paràmetres α, β i D per cadascuna de les maneres 
de recórrer els veïnatges (VNS1, VNS2 i VNS3), cal analitzar quina és la variant que 
aconsegueix millors resultats. 
Recordem que s’han analitzat 12 variants, les quals combinen diferents maneres de 
calcular la solució inicial (random, mitjançant l’índex ATCS i mitjançant l’índex Slack), de 
completar la solució en cada iteració (mitjançant l’índex ATCS i mitjançant l’índex Slack) i 
de recórrer els veïnatges (VNS1, VNS2 i VNS3). 
A les taules 8.1. i 8.2. es mostren les mitjanes dels errors relatius normalitzats i dels temps 
de càlcul per a les dotze variants analitzades, agrupades per dimensió dels exemplars 
(nombre de peces, nombre d’etapes i nombre de màquines per etapa). 
Ja s’intueix que les variants que calculen la solució inicial i la completen en cada iteració 
mitjançant l’índex ATCS són les que aconsegueixen millors resultats. No obstant, cal fer un 
anàlisi més detallat per verificar-ho. 
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ERN R1A A1A A1S S1S R2A A2A A2S S2S R3A A3A A3S S3S 
20_2_cnt 0,420 0,186 0,206 0,245 0,438 0,183 0,194 0,231 0,271 0,206 0,192 0,229 
20_2_var 0,450 0,252 0,197 0,161 0,444 0,251 0,196 0,157 0,270 0,212 0,167 0,152 
20_4_cnt 0,506 0,249 0,306 0,410 0,496 0,255 0,305 0,416 0,347 0,232 0,282 0,355 
20_4_var 0,428 0,286 0,204 0,355 0,382 0,255 0,206 0,351 0,251 0,213 0,172 0,304 
20_8_cnt 0,442 0,307 0,380 0,631 0,437 0,307 0,373 0,601 0,306 0,261 0,294 0,516 
20_8_var 0,406 0,259 0,274 0,503 0,426 0,256 0,263 0,494 0,229 0,191 0,183 0,387 
20 PECES 0,442 0,256 0,261 0,384 0,437 0,251 0,256 0,375 0,279 0,219 0,215 0,324 
             
50_2_cnt 0,352 0,096 0,146 0,219 0,345 0,093 0,157 0,235 0,539 0,185 0,257 0,320 
50_2_var 0,383 0,145 0,133 0,181 0,389 0,153 0,139 0,188 0,425 0,203 0,193 0,241 
50_4_cnt 0,348 0,064 0,150 0,283 0,337 0,063 0,163 0,292 0,537 0,124 0,260 0,367 
50_4_var 0,373 0,134 0,100 0,318 0,360 0,127 0,102 0,312 0,337 0,179 0,142 0,364 
50_8_cnt 0,510 0,136 0,252 0,477 0,488 0,134 0,250 0,467 0,477 0,217 0,335 0,521 
50_8_var 0,331 0,109 0,161 0,459 0,329 0,115 0,160 0,453 0,259 0,153 0,174 0,449 
50 PECES 0,383 0,114 0,157 0,323 0,375 0,114 0,162 0,324 0,429 0,177 0,227 0,377 
             
80_2_cnt 0,224 0,037 0,077 0,140 0,216 0,034 0,080 0,138 0,645 0,084 0,174 0,231 
80_2_var 0,249 0,093 0,082 0,107 0,257 0,095 0,079 0,106 0,580 0,160 0,154 0,195 
80_4_cnt 0,282 0,027 0,113 0,239 0,276 0,027 0,114 0,236 0,637 0,066 0,218 0,356 
80_4_var 0,295 0,047 0,078 0,253 0,297 0,050 0,084 0,253 0,517 0,093 0,131 0,325 
80_8_cnt 0,501 0,037 0,200 0,449 0,502 0,039 0,195 0,446 0,525 0,081 0,255 0,478 
80_8_var 0,374 0,044 0,111 0,438 0,369 0,039 0,114 0,427 0,253 0,070 0,132 0,434 
80 PECES 0,321 0,047 0,110 0,271 0,320 0,047 0,111 0,268 0,526 0,092 0,177 0,337 
             
120_2_cnt 0,155 0,014 0,057 0,107 0,155 0,014 0,056 0,106 0,750 0,035 0,141 0,184 
120_2_var 0,239 0,084 0,061 0,108 0,236 0,083 0,060 0,107 0,644 0,133 0,107 0,174 
120_4_cnt 0,307 0,008 0,126 0,308 0,314 0,008 0,130 0,310 0,645 0,018 0,260 0,363 
120_4_var 0,311 0,021 0,074 0,243 0,311 0,023 0,074 0,259 0,445 0,046 0,122 0,291 
120_8_cnt 0,423 0,018 0,185 0,431 0,418 0,019 0,185 0,429 0,618 0,051 0,277 0,470 
120_8_var 0,376 0,023 0,101 0,394 0,388 0,025 0,105 0,404 0,360 0,043 0,131 0,397 
120 PECES 0,302 0,028 0,101 0,265 0,304 0,029 0,102 0,269 0,577 0,055 0,173 0,313 
             
TOTAL 0,362 0,111 0,157 0,311 0,359 0,110 0,158 0,309 0,453 0,136 0,198 0,338 
Taula 8.1: Mitjanes dels ERN per a totes les variants analitzades 
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TEMPS 
CÀLCUL [s] R1A A1A A1S S1S R2A A2A A2S S2S R3A A3A A3S S3S 
20_2_cnt 0,023 0,022 0,028 0,018 0,025 0,030 0,020 0,018 0,030 0,026 0,025 0,023 
20_2_var 0,022 0,021 0,024 0,019 0,022 0,025 0,020 0,018 0,033 0,030 0,026 0,024 
20_4_cnt 0,037 0,033 0,036 0,029 0,035 0,036 0,032 0,030 0,054 0,041 0,046 0,040 
20_4_var 0,038 0,035 0,042 0,027 0,036 0,039 0,035 0,029 0,076 0,062 0,052 0,045 
20_8_cnt 0,071 0,058 0,061 0,047 0,058 0,061 0,063 0,051 0,102 0,091 0,097 0,075 
20_8_var 0,074 0,066 0,065 0,049 0,062 0,067 0,068 0,054 0,165 0,133 0,123 0,103 
20 PECES 0,044 0,039 0,043 0,032 0,040 0,043 0,040 0,033 0,077 0,064 0,061 0,052 
             
50_2_cnt 0,105 0,083 0,080 0,069 0,090 0,086 0,079 0,065 0,236 0,085 0,111 0,076 
50_2_var 0,117 0,082 0,083 0,054 0,091 0,083 0,084 0,058 0,282 0,185 0,132 0,123 
50_4_cnt 0,254 0,230 0,187 0,175 0,261 0,204 0,203 0,155 0,472 0,165 0,224 0,224 
50_4_var 0,280 0,303 0,215 0,183 0,258 0,242 0,215 0,196 0,650 0,383 0,322 0,297 
50_8_cnt 0,547 0,519 0,458 0,407 0,488 0,465 0,475 0,411 1,049 0,521 0,632 0,632 
50_8_var 0,491 0,419 0,415 0,359 0,459 0,424 0,426 0,354 1,331 0,757 0,983 0,801 
50 PECES 0,299 0,273 0,240 0,208 0,274 0,251 0,247 0,207 0,670 0,349 0,401 0,359 
             
80_2_cnt 0,326 0,240 0,228 0,189 0,310 0,242 0,240 0,191 0,788 0,204 0,272 0,166 
80_2_var 0,390 0,316 0,296 0,229 0,370 0,314 0,301 0,230 1,038 0,473 0,269 0,240 
80_4_cnt 0,823 0,614 0,584 0,499 0,760 0,591 0,600 0,494 1,894 0,421 0,589 0,514 
80_4_var 0,903 0,764 0,699 0,577 0,886 0,774 0,719 0,581 2,291 0,685 0,796 0,794 
80_8_cnt 2,116 1,450 1,423 1,305 1,934 1,430 1,473 1,267 5,270 1,304 2,201 1,901 
80_8_var 1,974 1,641 1,635 1,429 1,860 1,628 1,722 1,411 7,247 2,456 3,732 3,862 
80 PECES 1,089 0,838 0,811 0,705 1,020 0,830 0,842 0,696 3,088 0,924 1,310 1,246 
             
120_2_cnt 0,980 0,705 0,676 0,539 0,935 0,687 0,695 0,546 2,233 0,490 0,530 0,382 
120_2_var 1,069 0,849 0,832 0,584 1,035 0,843 0,840 0,580 3,005 0,802 0,654 0,574 
120_4_cnt 2,747 1,960 1,913 1,660 2,601 1,945 1,932 1,661 8,821 1,309 2,189 1,992 
120_4_var 3,144 1,939 1,938 1,971 3,062 1,941 1,975 1,970 12,713 2,218 3,817 4,309 
120_8_cnt 6,770 4,467 4,327 3,945 6,136 4,424 4,453 3,939 18,042 3,025 5,522 4,943 
120_8_var 6,276 4,254 4,261 4,112 5,693 4,271 4,511 4,094 25,106 5,742 10,426 12,453 
120 PECES 3,498 2,362 2,324 2,135 3,244 2,352 2,401 2,131 11,653 2,264 3,856 4,109 
             
TOTAL 1,232 0,878 0,855 0,770 1,144 0,869 0,882 0,767 3,872 0,900 1,407 1,441 
Taula 8.2: Mitjanes dels temps de càlcul per a totes les variants analitzades 
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A la taula 8.3. es poden veure els p-valors obtinguts per als errors relatius normalitzats, els 
quals indiquen que el tant el programa utilitzat per realitzar la programació de les 
operacions com les característiques del problema (nombre de peces) influeixen de forma 
significativa en les mitjanes dels índexs d’error. A més, el p-valors del producte dels 
paràmetres indica que la interacció entre ells és significativa. 
ERN versus Programa Nº peces (n) Programa · Nº peces 
p-valors  0,001 0,001 0,001 
Taula 8.3: P-valors obtinguts amb l’ANOVA per a les 12 variants estudiades 
 
Si es mostren les mitjanes dels errors relatius normalitzats per cadascuna de les 12 variants 
analitzades en un gràfic per intervals (Figura 8.1), s’observa clarament que les variants 
A1A, A2A i A3A són les que ofereixen índexs d’error menor. En el gràfic de les mitjanes del 
temps de càlcul es veu que el temps de càlcul és del mateix ordre de magnitud per quasi 
tots els programes, excepte aquells que calculen la solució inicial aleatòriament o utilitzen la 
variant VNS3 per recórrer els veïnatges (tret de la A3A). 
  
Figura 8.1: Interval de les mitjanes (IC del 95%) dels ERN i temps mitjà de càlcul  
per a cadascuna de les variants analitzades 
 
Tot i així, com que existeix interacció entre la variant utilitzada i el nombre de peces de 
l’exemplar, val la pena estudiar en detall la solució en funció del nombre de peces. Si es 
mostren els intervals de les mitjanes dels errors relatius normalitzats i les mitjanes dels 
temps de càlcul en funció del nombre de peces dels exemplars en un gràfic per intervals 
(Figura 8.2), s’observa que: 
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n = 20 peces 
 
 
n = 50 peces 
 
 
n = 80 peces 
 
 
n = 120 peces 
 
 
Figura 8.2: Interval de les mitjanes (IC del 95%) dels ERN i temps mitjà de càlcul  
en funció del nombre de peces dels exemplars per a les 12 variants analitzades 
Resolució de problemes flow-shop híbrids flexibles mitjançant un algorisme de Cerca en Veïnatges Variables Pàg. 93 
 
 Exemplars de 20 peces:  
• Qualitat de la solució: les variants A3A i S3A són les que ofereixen solucions amb 
índexs d’error inferiors. 
• Temps de càlcul: les velocitats de convergència són superiors per a les variants que 
utilitzen la manera VNS3 per recórrer els veïnatges. No obstant, les diferències són 
inferiors a 0,5 segons. Entre les variants A3A i S3A és lleugerament més ràpida la 
S3A. 
• Conclusió: per a exemplars de 20 peces és millor optar per la variant S3A. 
 Exemplars de 50, 80 i 120 peces:  
• Qualitat de la solució: les variants A1A i A2A són les que ofereixen solucions amb 
índexs d’error inferiors. 
• Temps de càlcul: les velocitats de convergència són del mateix ordre de magnitud 
(excepte per a la variant R3A, que té una velocitat de convergència molt superior). 
• Conclusió: per a exemplars de 50, 80 i 120 peces és indiferent utilitzar la variant 
A1A o la A2A. 
 
En la posterior comparació de la eficiència del VNS respecte la versió ILS proposada per 
De Micheli (2010) [18], s’utilitzarà: 
• La variant S3A en exemplars de 20 peces. 
• La variant A2A en exemplars de 50, 80 i 120 peces (També es podria haver utilitzat 
la A1A ja que, com s’ha comentat, no existeixen diferències significatives entre les 
dues variants, però s’ha optat per la A2A). 
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8.2. Comparació entre VNS i ILS 
Per a fer la comparació entre els algoritmes VNS i ILS per a resoldre problemes flow-shop 
híbrids flexibles amb temps de preparació dependents de la seqüència i que tenen com a 
índex d’eficiència el retard mitjà, s’han utilitzat les següents versions dels programes: 
• VNS: la S3A en exemplars de 20 peces i la A2A en exemplars de 50, 80 i 120 peces.  
• ILS: millor versió trobada per De Micheli [18] en el seu projecte.  
Les característiques de la versió S3A de l’algoritme VNS són les següents: 
• Mètode per calcular la solució inicial: Slack 
• Mètode per completar la solució: ATCS 
• 2 veïnatges que es recorren un dins de l’altre:  
1) Intercanvi de dues peces entre dues màquines (diferents o la mateixa). 
2) Inserció d’una peça d’una màquina en una altra màquina. 
• Criteri de selecció: diversificar. Quedar-se la solució en funció de la diferència entre el 
retard de la millor solució trobada fins al moment i el de la solució actual.  
cursen  Iteració Nº
)'( Retard *)( Retard Dss ≤− , amb 
4
2
nD =  
• Condició de parada: 2n iteracions consecutives en cada veïnatge sense aportar millora. 
Les característiques de la versió A2A de l’algoritme VNS són les següents: 
• Mètode per calcular la solució inicial i per completar la solució: ATCS 
• 3 veïnatges que es recorren de manera seqüencial, un rere l’altre en sentit creixent:  
1) Intercanvi de dues peces entre dues màquines diferents. 
2) Inserció d’una peça d’una màquina en una altra màquina. 
3) Intercanvi de dues peces en una mateixa màquina. 
• Criteri de selecció: diversificar. Quedar-se la solució en funció de la diferència entre el 
retard de la millor solució trobada fins al moment i el de la solució actual.  
cursen  Iteració Nº
)'( Retard *)( Retard Dss ≤− , amb 
4
2nD =  
• Condició de parada: 2n iteracions consecutives en cada veïnatge sense aportar millora. 
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Les característiques de la versió de l’algoritme ILS2 comparada són les següents: 
• Mètode per calcular la solució inicial i per completar la solució: ATCS 
• Veïnatge en la fase de cerca local: intercanvi de dues peces en una mateixa màquina. 
• Criteri de selecció per entrar a la fase de pertorbació: màxima intensificació. Quedar-se 
sempre la solució que surt de la cerca local.  
• Veïnatge en la fase de pertorbació: intercanvi de dues peces en una mateixa màquina.  
• Condició de parada (tant de la fase de cerca local com de la de pertorbació): parar 
després de realitzar 2n iteracions consecutives en cada veïnatge sense millora. 
A la taula 8.4. poden veure’s les mitjanes dels errors relatius normalitzats i dels temps de 
càlcul per a les millors versions dels dos algoritmes (en el cas de l’algoritme VNS s’ha 
utilitzat la versió S3A per a exemplars de 20 peces i la A2A per a la resta d’exemplars). 
                                               
 
 
2
 A l’apartat 5.3.5. hi ha una explicació de l’algoritme ILS, si necessita recordar-se el seu 
funcionament. 
Pàg. 96  Memòria 
 
 
Algoritme  Algoritme ERN 
VNS ILS  
TEMPS 
CÀLCUL [s] VNS ILS 
20_2_cnt 0,192 0,176  20_2_cnt 0,025 0,127 
20_2_var 0,167 0,213  20_2_var 0,026 0,139 
20_4_cnt 0,282 0,224  20_4_cnt 0,046 0,283 
20_4_var 0,172 0,158  20_4_var 0,052 0,350 
20_8_cnt 0,294 0,213  20_8_cnt 0,097 0,676 
20_8_var 0,183 0,161  20_8_var 0,123 0,876 
20 PECES 0,215 0,191 
 
20 PECES 0,061 0,408 
       
50_2_cnt 0,093 0,096  50_2_cnt 0,086 2,252 
50_2_var 0,153 0,138  50_2_var 0,083 2,880 
50_4_cnt 0,063 0,098  50_4_cnt 0,204 6,480 
50_4_var 0,127 0,090  50_4_var 0,242 8,622 
50_8_cnt 0,134 0,158  50_8_cnt 0,465 14,322 
50_8_var 0,115 0,079  50_8_var 0,424 15,703 
50 PECES 0,114 0,110  50 PECES 0,251 8,376 
       
80_2_cnt 0,034 0,038  80_2_cnt 0,242 11,224 
80_2_var 0,095 0,122  80_2_var 0,314 15,748 
80_4_cnt 0,027 0,046  80_4_cnt 0,591 28,963 
80_4_var 0,050 0,053  80_4_var 0,774 42,517 
80_8_cnt 0,039 0,068  80_8_cnt 1,430 68,855 
80_8_var 0,039 0,037  80_8_var 1,628 105,956 
80 PECES 0,047 0,061 
 
80 PECES 0,830 45,544 
       
120_2_cnt 0,014 0,019  120_2_cnt 0,687 50,251 
120_2_var 0,083 0,097  120_2_var 0,843 67,666 
120_4_cnt 0,008 0,013  120_4_cnt 1,945 142,688 
120_4_var 0,023 0,028  120_4_var 1,941 178,020 
120_8_cnt 0,019 0,039  120_8_cnt 4,424 321,915 
120_8_var 0,025 0,015  120_8_var 4,271 468,764 
120 PECES 0,029 0,035  120 PECES 2,352 204,884 
       
TOTAL 0,101 0,099  TOTAL 0,873 64,803 
Taula 8.4: Mitjanes dels errors relatius i dels temps de càlcul  
per a les diferents maneres de completar la solució 
 
Es pot veure que no hi ha una gran diferència entre les mitjanes globals de l’error, però en 
canvi l’ILS té una mitjana global del temps de càlcul molt superior (en un 98%).  
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A la taula 8.5. es poden veure els p-valors obtinguts per als errors relatius normalitzats, els 
quals indiquen que no hi ha diferències significatives ni segons l’algoritme utilitzat per 
realitzar la programació de les operacions ni segons la interacció d’aquest amb el nombre 
d’etapes, ja que els p-valors són superiors a 0,05. En canvi, tant les característiques de 
l’exemplar (nombre de peces i d’etapes) com la interacció entre l’algoritme i el nombre 
peces influeixen de forma significativa en les mitjanes dels índexs d’error.  
ERN versus p-valors 
Algoritme 0,657 
Nº peces (n) 0,001 
Nº etapes (m) 0,016 
Algoritme · Nº peces 0,034 
Algoritme · Nº etapes 0,271 
Nº peces · Nº etapes 0,001 
Taula 8.5: P-valors obtinguts amb l’ANOVA per als algoritmes VNS i ILS 
 
Si es mostren els intervals de les mitjanes dels errors relatius normalitzats en funció del 
nombre de peces dels exemplars per als dos algoritmes en un gràfic per intervals (Figura 
8.3), s’observa que: 
• En exemplars de 20 peces l’ILS ofereix solucions amb errors relatius inferiors. 
• En exemplars de 50 peces les qualitats de les solucions obtingudes són 
pràcticament iguals. 
• En exemplars de 80 i 120 peces les qualitats de les solucions obtingudes són del 
mateix ordre de magnitud, però una mica millors amb el VNS. 
  
Figura 8.3: Interval de les mitjanes (IC del 95%) dels ERN i temps mitjà de càlcul  
en funció del nombre de peces dels exemplars per als algoritmes VNS i ILS 
 
En el gràfic de les mitjanes del temps de càlcul, es veu que amb el ILS calen temps de 
càlcul superiors, pronunciant-se exponencialment la diferència entre els dos algoritmes a 
mida que augmenta la dimensió dels exemplars. 
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Es poden extreure les següents conclusions en funció del nombre de peces dels 
exemplars: 
 Exemplars de 20 peces:  
• Qualitat de la solució: l’ILS ofereix solucions amb errors relatius inferiors. 
• Temps de càlcul: les velocitats de convergència són del mateix ordre de magnitud. 
• Conclusió: per a exemplars de 20 peces és millor optar per l’algoritme ILS. 
 Exemplars de 50 peces:  
• Qualitat de la solució: les qualitats de les solucions obtingudes són quasi iguals, 
però una mica millors amb el ILS. 
• Temps de càlcul: les velocitats de convergència són del mateix ordre de magnitud, 
però una mica inferiors amb el VNS. 
• Conclusió: per a exemplars de 50 peces és indiferent utilitzar el VNS o l’ILS. 
 Exemplars de 80 i 120 peces:  
• Qualitat de la solució: les qualitats de les solucions obtingudes són del mateix ordre 
de magnitud. 
• Temps de càlcul: el VNS ofereix solucions en temps de càlcul molt inferiors. 
• Conclusió: per a exemplars de 80 i 120 peces és millor optar per l’algoritme VNS. 
 
De tot això, es pot extreure com a conclusió global que per a exemplars amb un nombre 
reduït de peces els temps de convergència són pràcticament iguals, però l’ILS ofereix 
solucions de major qualitat. En canvi, per a exemplars amb un nombre elevat de peces les 
qualitats de les solucions obtingudes són pràcticament iguals però les velocitats de 
convergència són molt superiors amb el VNS, que es caracteritza per un temps de 
convergència quasi constant mentre en l’ILS el temps de convergència creix 
exponencialment en funció del nombre de peces. És a dir, per a resoldre exemplars amb 50 
peces o menys és preferible utilitzar l’ILS, i per a resoldre exemplars amb més de 50 peces 
millor el VNS. 
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9. Pressupost 
En aquest apartat es realitza una valoració econòmica del projecte, analitzant les fases que 
el componen, que serien les següents: 
1. Definició del problema 
1.1. Estudi del cas particular: determinació de l’estat de l’art. Cerca i estudi 
d’informació i publicacions que tractin problemes del taller mecànic, en particular el 
flow-shop híbrid flexible amb temps de preparació dependents de la seqüència. 
1.2. Estudi dels mètodes de resolució: estudi dels mètodes més utilitzats i eficients 
per resoldre aquest tipus de problema. Anàlisi dels avantatges i dels inconvenients. 
2. Disseny del programa 
2.1. Creació de dades XML: creació de jocs de dades amb exemplars de diferents 
característiques (nombre de peces, nombre d’etapes, nombre de màquines, etc) 
per a la posterior avaluació del programa. 
2.2. Disseny de l’algoritme: elecció del mètode més apropiat per resoldre el problema 
i definició dels passos de l’algoritme. Determinació de l’estratègia i de paràmetres a 
ajustar per tal d’aconseguir els millors resultats. 
2.3. Implementació del software: traducció de les operacions de l’algoritme al codi del 
llenguatge escollit.  
2.4. Disseny de la interface: disseny d’una interface per comercialitzar el programa. 
3. Resultats 
3.1. Obtenció de resultats: avaluació del programa sobre els jocs de dades creats. 
3.2. Anàlisi de resultats i propostes de millora: anàlisi els resultats obtinguts en 3.1. i 
determinació dels paràmetres que proporcionen els millors resultats. Cerca 
d’eventuals punts dèbils de l’algoritme i introducció  dels canvis que es creguin 
necessaris. 
3.3. Elaboració d’un informe: elaboració d’un informe on es detallen les fases del 
projecte, les opcions de disseny, l’anàlisi dels resultats i les conclusions. 
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S’ha de valorar econòmicament las fases del projecte tenint en compte el tipus de 
professional que les desenvolupa.  
S’han avaluat dues opcions: 
 Opció 1: 
Que un enginyer porti a terme tot el projecte. Això implica que si no està familiaritzat 
amb la programació i amb el llenguatge concret que es vulgui utilitzar, perdrà un temps 
considerable per poder realitzar les fases 2.3. i 2.4. del projecte. 
 
 Opció 2: 
Que un enginyer porti a terme totes les fases del projecte excepte la 2.3. i la 2.4., de 
les quals se n’encarregaria un informàtic expert en programació en el llenguatge 
escollit. L’avantatge d’aquesta opció és l’estalvi de temps i en conseqüència de costos 
de mà d’obra, però té l’inconvenient que requereix que hi hagi comunicació constant 
entre l’enginyer i l’informàtic durant les fases de programació i implementació (2.3, 2.4). 
El salari per hora de cada categoria ha estat calculat a partir del sou mitjà anual de 
professionals amb experiència. S’ha considerat que els professionals estan en la plantilla 
de l’empresa que vol realitzar l’estudi. 
En la taula 9.2. es mostra el cost del projecte desglossat per fases per a la opció 1: 
Concepte Categoria Professional 
Temps  
[h] 
Salari 
[€/h] 
Cost 
total [€] 
1. Definició del problema     
1.1. Estudi del cas particular Enginyer 40 30 1.200 
1.2. Estudi dels mètodes de resolució Enginyer 35 30 1.050 
2. Disseny    
 
2.1. Creació de dades XML Enginyer 30 30 900 
2.2. Disseny de l’algoritme Enginyer 100 30 3.000 
2.3. Implementació del software Enginyer 100 30 3.000 
2.4. Disseny de la interface  Enginyer 40 30 1.200 
3. Resultats    
 
3.1. Obtenció de resultats Enginyer 50 30 1.500 
3.2. Anàlisi de resultats i millora Enginyer 35 30 1.050 
3.3. Elaboració d’un informe Enginyer 50 30 1.500 
 Total [€] 14.400 
Taula 9.1: Càlcul del pressupost del projecte per a la opció 1 
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En la taula 9.2. es mostra el cost del projecte desglossat per fases per a la opció 2: 
Concepte Categoria Professional 
Temps  
[h] 
Salari 
[€/h] 
Cost 
total [€] 
1. Definició del problema     
1.1. Estudi del cas particular Enginyer 40 30 1.200 
1.2. Estudi dels mètodes de resolució Enginyer 35 30 1.050 
2. Disseny    
 
2.1. Creació de dades XML Enginyer 30 30 900 
2.2. Disseny de l’algoritme Enginyer 100 30 3.000 
2.3. Implementació del software Informàtic 50 25 1.250 
2.4. Disseny de la interface  Informàtic 20 25 500 
3. Resultats    
 
3.1. Obtenció de resultats Enginyer 50 30 1.500 
3.2. Anàlisi de resultats i millora Enginyer 35 30 1.050 
3.3. Elaboració d’un informe Enginyer 50 30 1.500 
 Total [€] 11.950 
Taula 9.2: Càlcul del pressupost del projecte per a la opció 2 
 
Si l’empresa disposa d’un informàtic per a l’estudi, és preferible utilitzar l’opció 2 per 
estalviar en costos de mà d’obra. 
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10. Anàlisi de l’impacte ambiental 
En l’entorn industrial actual, un requisit important per a totes les empreses és dur a terme 
una política que recolzi el desenvolupament sostenible. Una empresa sostenible és aquella 
que crea un valor econòmic (un bé o un producte) compatible a curt i llarg termini amb una 
realitat socioeconòmica intel·ligent, pròspera i respectuosa amb el medi ambient, que 
preservi la biodiversitat i minimitzi la degradació de la biosfera provocada per l’acció 
humana. 
Per fer un estudi de la sostenibilitat d’una empresa, és necessari estudiar tant els beneficis 
com els danys i els perjudicis mediambientals derivats de qualsevol projecte que es vulgui 
integrar. 
En l’estudi de la sostenibilitat d’aquest projecte no s’han detectat danys causats per la 
hipotètica implantació en una empresa del programa informàtic dissenyat. En canvi, és 
possible identificar-hi diversos beneficis. 
L’ús d’un programa que trobi una programació eficient de les tasques que han de realitzar-
se en un procés productiu que minimitza el retard mitjà, comporta generalment una 
reducció de la duració total del procés. Això, a la vegada, suposa una reducció de la 
despesa d’energia i, per tant, dels combustibles fòssils, el que es tradueix en una 
disminució de la contaminació atmosfèrica, de l’efecte hivernacle i del creixement del forat 
de la capa d’ozó.  
A més, reduint la duració total del procés es necessitarà una menor refrigeració, en 
conseqüència menys líquid de refrigeració, i la contaminació tèrmica de l’aigua serà menor. 
I si les màquines de la línia de producció són molt sorolloses, la reducció de la duració total 
del procés també implicarà una disminució de la contaminació acústica. 
Temps de procés menors es tradueixen també en un menor desgast de la maquinaria, les 
quals tindran llavors una vida útil més llarga. Conseqüentment, hi haurà un estalvi de les 
matèries primeres i dels costos d’eliminació. 
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La implantació del programa dissenyat en una empresa, no només seria útil en la línia de 
producció, sinó també en la línia de transport i distribució. S’optimitzaria la logística de 
l’empresa, reduint el nombre de viatges per entregar els productes fabricats. 
I en últim lloc, l’ús d’una programa informàtic que dissenyi la programació redueix la 
necessitat d’un suport físic per anotar les dades i fer càlculs, amb la conseqüent reducció 
de l’ús de paper. 
Però per aconseguir compatibilitzar el desenvolupament econòmic de l’activitat empresarial 
i el respecte vers el medi ambient, la gestió mediambiental hauria d’estar inclosa en la 
gestió global de l’empresa. La integració d’una política sostenible que minimitzi l’impacte 
mediambiental hauria de ser un dels objectius a tenir en compte durant la planificació, 
sobretot quan això no retardi les dates de finalització dels productes (per exemple en 
períodes de baixa demanda o amb marges de lliurament elevats). 
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Conclusions 
S’ha desenvolupat un procediment metaheurístic basat en la Cerca en Veïnatges Variables 
(Variable Neighborhood Search, VNS) per realitzar la programació (assignació i 
temporització) de la manera més eficient possible dels recursos disponibles d’una línia de 
producció que pugui modelitzar-se com un flow-shop híbrid flexible, amb màquines 
idèntiques en paral·lel en cada etapa i temps de preparació dependents de la seqüència, 
amb l’objectiu de minimitzar el retard mitjà del lliurament de les peces. 
Aquesta metaheurística parteix d’una solució inicial i utilitza com a idea fonamental 
l’exploració de veïns en diferents veïnatges. En aquest projecte, s’han analitzat 12 variants 
d’aquest algoritme que resulten de canvis en els mètodes per obtenir la solució inicial, per 
completar la solució a cada iteració i per explorar els veïnatges.  
Per analitzar de l’eficiència de les diferents variants del procediment proposat, aquestes 
s’han  executat sobre un conjunt de 1440 exemplars, agrupats per dimensió, és a dir, per 
nombre de peces a processar i per nombre d’etapes i nombre de màquines de la línia de 
producció. En aquest anàlisi de l’eficiència s’han tingut en compte dos factors: la qualitat de 
la solució obtinguda i el temps de càlcul requerit per trobar la solució. Degut a la 
impossibilitat de conèixer les solucions òptimes per a cadascun dels exemplars utilitzats, les 
diferents variants del programa s’han comparat entre si mitjançant un índex normalitzat de 
l’error relatiu. 
Dels resultats obtingut, s’ha extret la següent conclusió: l’eficiència de les variants 
analitzades, no depèn de la configuració productiva, sinó del nombre de peces dels 
exemplars. Així doncs, s’ha obtingut que la variant més eficient per a realitzar la 
programació en exemplars de 20 peces és aquella que calcula la solució inicial mitjançant 
l’índex Slack, la completa en cada iteració mitjançant l’índex ATCS i recorre dos veïnatges 
(intercanvi de dues peces entre dues màquines i inserció d’una peça d’una màquina en una 
altra màquina), un dels quals està dins de l’altre, durant α i β iteracions respectivament i 
que utilitza com a criteri de selecció de la solució en cada iteració la diversificació en funció 
d’un paràmetre D.  
En canvi, per a exemplars de major nombre de peces, és més eficient utilitzar la variant que 
calcula la solució inicial i la completa en cada iteració mitjançant l’índex ATCS, que recorre 
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tres veïnatges (intercanvi de dues peces entre dues màquines diferents, inserció d’una 
peça d’una màquina en una altra màquina i intercanvi de dues peces en una mateixa 
màquina) de manera seqüencial durant α iteracions i que utilitza com a criteri de selecció de 
la solució en cada iteració la diversificació en funció del paràmetre D. 
Per establir la millor combinació de paràmetres α i β (nombre d’iteracions consecutives en 
els veïnatges sense aportar millora) i D (grau de diversificació), s’ha realitzat un disseny 
d’experiments Full Factorial. 
Finalment s’ha comparat l’algoritme VNS amb una versió de l’algoritme ILS. La conclusió 
d’aquesta comparació ha estat que la conveniència d’utilitzar un algoritme o l’altre també 
depèn de la dimensió de l’exemplar que es vulgui resoldre. Per resoldre exemplars amb 
una dimensió reduïda és preferible utilitzar la versió proposada de l’ILS, mentre que per 
resoldre exemplars de major dimensió és millor el VNS. 
Podria ampliar-se l’estudi i, en conseqüència obtenir un programa més competitiu i 
adaptable a les característiques de les empreses del mercat, desenvolupant els següents 
suggeriments: 
• Considerar pesos no unitaris i diferents per a les peces. 
• Introduir la penalització de fabricació anticipada afegint costos de possessió d’stocks, 
potenciant d’aquesta manera la filosofia JIT (Just-In-Time). 
• Considerar períodes de manteniment preventiu de les màquines. 
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