Recently, there have been many studies on solving different kinds of fuzzy equations. In this paper, the solution of a trapezoidal fully fuzzy linear system (FFLS) is studied. Uzawa approach, which is a popular iterative technique for saddle point problems, is considered for solving such FFLSs. In our Uzawa approach, it is possible to compute the solution of a fuzzy system using various relaxation iterative methods such as Richardson, Jacobi, Gauss-Seidel, SOR, SSOR as well as Krylov subspace methods such as GMRES, QMR and BiCGSTAB. Krylov subspace iterative methods are known to converge for a larger class of matrices than relaxation iterative methods and they exhibit higher convergence rates. Thus, they are more widely used in practical problems. Numerical experiments are to illustrate the performance of our suggested methods.
Introduction
Linear system of equations Ax = b, where A and b are respectively a crisp (i.e. exact) square matrix and vector, mostly comes from the discretization of some practical partial differential equations. The solution of linear systems is required in various areas such as Physics, Statistics, Engineering and Social Science. Then, several researchers have focused on solving such systems by numerous developed iterative methods over the years. In the past, researchers in numerical computing have developed relaxation iterative methods such as Richardson, Jacobi, Gauss-Seidel, SOR, SSOR. Some of these methods are applicable to only to diagonally dominant and others for symmetric positive definite matrices. They are proved to converge in infinite number of iterations (steps) and their convergence rate is rather slow for practical problems. Thus more attractive iterative methods are the iterative method based on conjugate gradient (CG). CG is applicable for symmetric positive definite matrices and it is proven to converge in a finite number of steps and in general at higher convergence rates than the relaxation iterative methods. Various extensions of CG that apply to non symmetric and non definite matrices exist and are widely known as Krylov subspace (iterative) methods. Well known Krylov subspace methods are GMRES, Orthodir, (s-step) Orthomin (which are extensions of conjugate gradient method) and QMR, CGS, BiCGSTAB (which are extensions of biconjugate gradient and biorthogonal Lanczos methods). These methods and the theory for their convergence is covered in Refs. 1-9 and references therein. One difficulty for numerous linear systems is that, in Furthermore, there is a secondary kind of fuzzy linear systems of the form 
where A ∈ R n×n was a symmetric and positive definite matrix, C ∈ R m×m was a symmetric positive semi-definite, B ∈ R m×n had full rank, x, f ∈ R n and y, g ∈ R m . Later on, many investigations, such as the works in Refs. 23-26, have developed different Uzawa approaches for solving different kinds of linear or nonlinear saddle point problems because this sort of problem frequently arises from the discretization of Stokes equations and elasticity problems or from the linearization of Navier-Stokes equations. Generally, the implementation of Uzawa algorithm is as follows. Suppose (x 0 ; y 0 ) is an initial guess for the exact pair solution (x; y) of (2). Uzawa algorithms mainly construct a sequence of approximations x k and y k for x and y based on the following instruction:
In this algorithm, the extrapolation scalar τ is a real number which is named as Uzawa parameter.
This papers aim is to compute the solution of a trapezoidal FFLS by the above Uzawa instruction based on several different appropriate iterative methods. The rest of this paper is organized as follows. In Section 2, some basic definitions and remarks on fuzzy numbers and FFLSs are reviewed. Uzawa algorithm is discussed more in Section 3. Next, some iterative methods for computing the solution of FFLSs based on Uzawa algorithm are proposed in Section 3. Our proposed algorithms are illustrated by solving some numerical examples in Sections 4 and 5.
Preliminaries
In this section, some basic definitions and notes on fuzzy numbers and FFLSs are reviewed Refs. 11, 12, 14, 17, 18 and 20. 
For simplicity the above fuzzy number u, which is called trapezoidal fuzzy number, is represented by u = (a, b, α, β ) where 0 α = a − c and 0
The set of all such fuzzy numbers is denoted by E. Definition 2: The parametric form of an arbitrary fuzzy number u is also represented by an ordered pair of functions (u (r) , u (r)), 0 r 1, see Ref. 27 , that satisfies :
1. u is a bounded monotonically increasing left continuous function.
2. u is a bounded monotonically decreasing left continuous function.
A crisp number c is simply represented by u (r) = u (r) = c, 0 r 1.
and its parametric form is
Furthermore, if a = b, then u = (a, α, β ) is called a triangular fuzzy number. Remark: For an arbitrary trapezoidal fuzzy number
Definition 4: For two arbitrary fuzzy numbers u = (m, n, α, β )and v = (p, q, γ, λ ) (or in parametric form u (r) = (u (r) , u (r))and v (r) = (v (r) , v (r))) and a crisp number c, the following algebraic operations are defined
4. The multiplication of two trapezoidal fuzzy numbers are defined by
where |x| means the absolute value of x.
In parametric form, we have 
Definition 6: The following linear system of equations
. . .
where A = ( a i, j ) is a n × n fuzzy matrix and b i ∈ E, (1 i n) is called a fully fuzzy linear system. The system of equations (5) in matrix form is A ⊗ x = b with the fuzzy vectors 
From multiplication of two fuzzy numbers (following definition 4), the equation (6) is divided into the following four separate crisp linear systems of equations,
Let the crisp matrices A and Bare nonsingular, the generalized inverse techniques might be useful for some singular matrices, then
Uzawa algorithm
One of the simple and efficient algorithms for computing the solution of crisp saddle point problem (2) is the Uzawa implementation (algorithm 1) which finds some approximations x k and y k (k > 0) for the following system of equations
computed by the following iterative relations
where τ is a positive descent parameter. Based on equation (14), the approximation x k+1 (k 0) is determined by solving linear system of equations with different right column f − B T y k for any iteration by some suitable methods. Next, y k+1 (k 0) is computed from equation (15) by an appropriate amount of τ. This scalar has directly a significant effect on the convergence speed of Uzawa algorithm because the algorithm may converge slowly or perhaps may not converge for inappropriate values of τ.
Let us assume that A is a nonsingular matrix. By applying block Gaussian elimination to (2) Ref. 24 , the following equation is obtained
From (16) it is easily concluded that the unknown vector x can be removed from the second block equation and y may be computed by solving the linear system
instead of computing y from (15) . By applying Uzawa approach on this equation, the approximation y k (k > 0) can be obtained from
which is a Richardson iterative method for the solution of (17).
Theorem 1.
Let suppose that (18) is converges for any arbitrary vector y 0 , if the spectral radius of G is less than unity, i.e. ρ (G) < 1.
Proof. Let y is the exact solution of (17), then we have
Suppose y k is the approximate solution of (18) for 0 k. Subtracting (19) from (18) yields
From ρ (G) < 1, it is quickly concluded that G k+1 → 0. Then y k+1 → y for any y 0 . The spectral radius of matrix G, which is very important for convergence of (18), is named as "convergence factor". The following theorem gives us some more practical information about Uzawa algorithm and optimum Uzawa parameter. 
, the Uzawa algorithm is convergent and
iv. The optimal parameter is τ opt = 2 λ m +λ M and the corresponding convergence factor is
The Uzawa algorithm needs some practical iterative method, which works by repeatedly improving an approximate solution until it is accurate enough.
Uzawa Iterative methods for FFLSs
Now, the trapezoidal FFLS A ⊗ x = b is considered to be solved by the Uzawa approach based on some popular iterative methods like Richardson, Jacobi, Gauss-Seidel, SOR, SSOR, USSOR, as well as iterative methods of Krylov subspace type such as conjugate gradient for symmetric crisp linear systems and its variants for nonsymmetric crisp system of equations and several other popular iterative methods like GMRES Ref. As it has been discussed in section 2, the FFLS (1) is divided into four separate crisp systems of equations (7) to (10) . Using the Uzawa algorithm, the crisp linear systems (7) and (9) are solved together and similarly the equations (8) and (10) 
For the better convergence speed, some appropriate parameters τ and τ have to be considered for algorithm 2. In section 3, we have discussed the convergence factor and optimum parameter of Uzawa algorithm. So, if A, B are symmetric positive definite matrices, it is concluded that
and steps 2 and 4 of algorithm 2 are convergent to the exact solutions w and z for any initial vectors w 0 and z 0 , where λ m and λ M are respectively the smallest and the largest eigenvalues of A and λ m and λ M are similarly the smallest and the largest eigenvalues of B.
The following are some of the possible iterative methods for the solution of such FFLSs.
Uzawa-Richardson (UR) method
The structure of this iterative algorithm is as follows. At first, the Richardson iterative method needs to compute the solutions of two crisp linear systems (7) and (8), separately. From these primary linear systems we have
where η and η are the scalars which called as the extrapolation Richardson parameters.
Using the preceding equations and steps 2 and 4 of algorithm 2, sequentially, the approximate solution of a FFLS is computed. Then the algorithm of UR for the acceleration scalars η, η , τ and τ is as follows. Algorithm 3: UR algorithm for FFLSs For k = 0 until convergence do
End
If the square matrices A and B are symmetric and positive definite, the optimal extrapolation parameters η and η are
and the corresponding spectral radiuses are respectively as
To apply some iterative methods like Jacobi, GaussSeidel (GS), SOR, SSOR, etc, the following decompositions for the coefficient matrices of A, B are needed
in which D and D are the diagonals of A, B, L and L are the strict lower parts and U and U are the strict upper sections of A and B, respectively.
Uzawa-Gauss-Seidel (UGS) method
Gauss-Seidel algorithm uses the decompositions (26) and (27) to transform the linear equations (7) and (8) into iterative methods of the forms
To achieve this, Gauss-Seidel computes the components of approximations x k+1 and y k+1 by the following iterations
or in matrix form by
Proposition 1: These two last iterative relations are convergent for any arbitrary initial vectors if the spectral radius of (D + L)
are less than unity (theorem 1). Now, the UGS algorithm is similar to algorithm 3 except for the steps 1 and 3 in which UGS instead computes the approximate solutions x k+1 and y k+1 by (30) and (31).
Uzawa-SOR (USOR) method
SOR is an iterative algorithm which is a modified version of Gauss-Seidel. SOR is derived from Gauss-Seidel method by applying an extrapolation parameter ω, which named as "convergence rate", to accelerate the convergence speed of algorithm as much as possible. In USOR, we also have to replace the equations (7) and (8) by two iterative methods of the forms (28) and (29).
Due to the SOR condition, the components of x k+1 and y k+1 are computed from the following iterations
where ω and ω are the convergence rates. In matrix form, we have
Proposition 2: The iterative formulas (32) and (33) are convergent for arbitrary initial vectors x 0 and y 0 , if ρ (H) < 1 and ρ (H ) < 1, where
lows from theorem 1).
Therefore, USOR algorithm differs from UR only in the style of computing the solutions of crisp linear systems (7) and (8) . USOR computes these solutions by the above iterative formulas (32) and (33). There are some more similar implementations for Uzawa algorithm based on other iterative methods such as Jacobi, SSOR (Symmetric Successive Over Relaxation), USSOR (UnSymmetric successive Over Relaxation), etc (see Refs. 1-3), which may yield similar or better performances. For Uzawa-Jacobi algorithm, x k+1 and y k+1 are computed by
SSOR and USSOR are two modified versions of SOR algorithm which have no advantage over SOR as iterative methods except they are mainly more practical used in preconditionings for Krylov subspace iterative methods. If these two methods want to be considered for solving FFLSs by Uzawa approach, their instructions are as follows. For Uzawa-SSOR and Uzawa-USSOR, if A = Q − P and B = Q − P the iterative solutions are obtained from
where in Uzawa-SSOR
while in Uzawa-USSOR
and
In all these cases, the equations (7) and (8) are replaced by equations of the forms (28) and (29). Next, w k+1 and z k+1 of the two rest equations (9) and (10) are computed by algorithm 2. The discussed above iterative methods, which are older algorithms, are named stationary iterative methods with simpler theory and implementations. Nonstationary methods (e.g. Krylov) are more recently developed methods, with harder analysis and implementations, can be highly more effective for crisp linear systems. The following is a discussion about Uzawa algorithm based on some nonstationary iterative methods for solving trapezoidal FFLSs.
Uzawa algorithms for large sparse FFLSs
Previous iterative methods are more suitable for FFLSs with small matrix dimensions because the convergence speed of these methods is usually slow and they may converge to the solution after too many iterations or may not even converge. Furthermore, the required arithmetic computations of those methods will increase dramatically by raising the dimension of the original problems. As a remedy, a class of popular iterative methods which is called "Krylov subspace methods" is considered because many Krylov subspace approaches are popular for dealing with large sparse crisp linear system of equations. Among these methods, there are some techniques only for solving symmetric linear systems such as Conjugate Gradient (CG), MINRES, etc. as well as several popular iterative algorithms such as FOM, GMRES and several variants of CG algorithms like BiCG, CGS, QMR, BiCGSTAB and many unmentioned algorithms for the solution of unsymmetric linear system of equations (see Refs. 1-3). CG, which generates orthogonal residual sequences, is an effective method for a linear system of equations with symmetric positive definite coefficient matrix such that this method storages a limited number of vectors. BiCG generates two CG-like sequences of vectors simultaneously, one for original linear system with coefficient matrix A and one for an alternative system with coefficient matrix A T . QMR is an updated version of BiCG which mostly avoid the possible breakdown that can occur in BiCG. BiCGSTAB is a variant of BiCG which uses different updates for A Tsequences. BiCGSTAB has a smoother convergence than BiCG. GMRES is an effective method that requires heavy storage requirement. To avoid this drawback, restarted versions of GMRES are considered for crisp linear systems. Generally, most of the practical iterative methods are based on a projection process. For example, FOM and GMRES depend on an orthogonal projection while BiCG variants are based on biorthogonalization techniques.
Generally, each iterative algorithm has some advantages and disadvantages. It is normally difficult to find an iterative method which could quickly solve all kinds of crisp linear systems with low memory requirement, especially if the linear systems are illposed or singular. Numerous iterative techniques have been developed by several authors, for the solution of such problems, over the years. Also, many researchers have investigated the existing methods to improve their convergence speed. Readers whom are interested in knowing more about these iterative techniques for crisp linear systems are referred to Refs. 1 and 4. Now, for solving large sparse FFLSs by Uzawa approach similar to the previous discussed methods, at first, two extracted crisp linear equations (7) and (8) have to be solved by a Krylov method. Next, the two reminded iterative solutions w k+1 and z k+1 are computed by the above mentioned Uzawa approaches of Algorithm 2. Generally, many iterative methods have been developed and it is impossible to discuss about them all in this section. However, our Uzawa algorithm is flexible to employ any effective iterative method for solving two required crisp linear system of equations.
Numerical Experiments
The following numerical experiments are for readers to gain a better understanding of the algorithms discussed in previous section.
is considered to be solved by some discussed Uzawa based algorithms where the system of equations is as follows. 
Conclusion
In this work, the solution of a trapezoidal fully fuzzy linear system of equations has been studied. Before, Uzawa algorithm has been widely used for solving system of saddle point problems because of its efficiency and minimal storage requirement. We found out that the mentioned fully fuzzy linear system of equations can be solved by different Uzawa approaches based on relaxation iterative methods such as Richardson, Jacobi, Gauss-Seidel, SOR, SSOR and by krylov subspace methods such as GMRES and BiCGSTAB. We note that the rate of convergence of Krylov subspace methods is higher than that of the relaxation methods and that they apply to a larger class of matrices. Also, Krylov methods are preferred because they have low computational costs. Numerical experiments of previous sections confirm the usefulness of our suggested methods for fully fuzzy linear systems.
