ABSTRACT Memory-based recommender systems with m users and n items typically require O(mn) space to store the rating information. In item-based collaborative filtering (CF) algorithms, the feature vector of each item has length m, and it takes O(m) time to compute the similarity between two items using the Pearson or cosine distances. In this paper, we propose an efficient CF algorithm based on a new measure called the M -distance, which is defined as the difference between the average ratings of two items. In the initialization stage, we compute the average ratings of items and store them in two vectors, which requires O(m) space. Scanning the rating dataset then takes O(mn) time. In the online prediction stage, a threshold δ is employed to identify similar items. To predict p ratings, our algorithm requires O(np) time compared with the O(mnp) time of the cosine-based kNN algorithm. Experiments are undertaken on four well-known datasets, and the proposed M -distance is compared with the cosine-based kNN, Pearson-based kNN, and Slope One methods. Our results show that the new algorithm is significantly faster than the conventional techniques, especially for large datasets, and that its prediction ability is no worse in terms of the mean absolute error and root mean square error.
I. INTRODUCTION
A simple, effective, and accurate recommender system (RS) [1] - [3] not only reduces costs, but also increases our income. Among RSs, collaborative filtering (CF) is a popular algorithm that uses a database of user preferences to predict additional items of interest. There are many famous CF algorithms, such as kNN [4] and Slope One [5] . The fundamental RS algorithms that use kNN are based on a distance measure [6] . Popular distance measures include the Manhattan [7] , cosine [8] , and Pearson [9] distances. In the era of big data, we are often faced with the situation in which data are updated quickly. Under this situation, one key issue concerns how to design new distance measure with lower time complexity and good performance.
In this paper, we define a new distance measure based on the average rating of items, and design a neighborhoodbased CF algorithm. The distance between two items is the difference in their average ratings, which we call the M-distance. Compared with the cosine distance, we will show that the M-distance consumes only 1/m time, where m is the number of users considered by the recommender system.
The whole recommendation process has three stages. In the initialization stage, we compute the ratings information of items and construct two vectors of length m. One is for the total rating, and the other is for the number of ratings of each item. In this way, the average rating of each item can be computed directly. This stage takes O(mn) time to scan the rating dataset once. In the online prediction stage, a threshold δ is employed to find neighboring items. To predict p ratings, our algorithm takes only O(np) time, compared with O(mnp) in the cosine-based kNN algorithm. In the online updating stage, only O(1) time is required to update the two rating information vectors for each newly added rating.
To examine the performance of the proposed method, we conducted experiments on the well-known MovieLens, DouBan, EachMovie, and Netflix datasets with a Java implementation. We used the leave-one-out [10] scheme to test the performance of our algorithms, and compared the results with those using cosine-based kNN (C-kNN), Pearson-based kNN (P-kNN), and Slope One algorithms. The experimental results show that the new algorithm is 10-1,000 times faster than the conventional techniques, depending on the size of the dataset. The prediction ability of our approach is shown to be at least as good as in the conventional methods in terms of the mean absolute error (MAE) and root mean square error (RMSE).
II. RELATED WORK
Memory-based CF recommender systems typically use the rating system as their input and the recommendation accuracy as an evaluation metric.
A. MEMORY-BASED RECOMMENDATION
Memory-based recommendations [11] often use the rating system to generate a prediction. The concept of rating systems can be defined as follows [12] . Let U = {u 0 , u 1 , . . . , u n−1 } be the set of users of a recommender system and M = {m 0 , m 1 , . . . , m m−1 } be the set of all possible items that can be recommended to users. The rating function is given by
where R k is the rating domain used to evaluate items. For convenience, we represent the rating system as an n×m rating matrix R = (r i,j ) n×m , where
An example of a memory-based movie recommendation system is given in Table 1 , where R k = {0, 1, 2, 3, 4, 5}. The numbers 1-5 represent the five rating levels; 0 indicates that the user has not rated the movie. Given a rating system, the performance of a memory-based approach is often tested using the leave-one-out scheme. For each r i,j = 0, we predict its value using all the other data in R. The predicted value is denoted as p i,j . In this way, we obtain the prediction matrix P = (p i,j ) n×m . The MAE accuracy index [11] is defined as:
The RMSE index [13] is defined as:
Lower values of MAE and RMSE signify more accurate approaches. In Table 1 , 15 ratings are tested with the leaveone-out approach.
B. kNN-BASED COLLABORATIVE FILTERING
CF recommendation systems [14] , [15] predict the preferences of active users regarding items within the rating matrix. It has been shown that item-based CF [16] gives more accurate recommendations than user-based CF [17] . The kNN [11] , [18] algorithm is one of the most fundamental CF recommendation methods. One key to kNN algorithms is the definition of the distance measure. Popular measures include the cosine [8] and Pearson [9] distances.
In item-based CF, for example, the cosine distance between m i and m j is
and the Pearson distance is
wherer i is the average rating of m i . The time complexity of both approaches is O(n).
III. PROPOSED M-DISTANCE ALGORITHM
In this section, we define the M-distance, and propose the M-distance-based recommendation (MBR) algorithm.
A. THE M-DISTANCE
The M-distance is defined as the difference between the average ratings of two items. Formally, the average rating of item m i is given bȳ
When computing the average rating, missing ratings (indicated by 0s) are not considered. The time complexity of computingr i is O(n). Thus, computing the average rating of all items has a time complexity of O(mn). The M-distance between items m i and m j is defined as
If the average ratings are already known, the time complexity of computing the distance is O(1).
B. THE INITIALIZATION STAGE
For small datasets, the rating information is often stored in a matrix. For large datasets, the rating information may be stored in many user or item files. We need to process the matrix or read these files in the initialization stage. To facilitate the update stage, we use two vectors to store different information. The first vector, denoted by num, stores information about how many users have rated an item. The second vector, denoted by sum, stores the total rating score of the items. 
To obtain these two vectors, we need O(mn) time to scan the rating matrix or read the user files. if (k == j) then 6: continue; //Cannot be the neighbor of itself 7: end if 8: if (r i,k == 0) then 9: continue; //The item has not been rated by the user 10: end if 11 :
if (md j,k ≤ δ) then 13: nb + +; 
C. THE MBR ALGORITHM
We now describe the MBR algorithm for online prediction. The inputs to the MBR algorithm are the sum and num vectors obtained in the initialization stage. This algorithm employs a two-step process to compute p i,j .
In Step 1, we use a threshold δ to identify the neighbors of a given item. Given u i , the neighbor indices of m j are given by
where k = j indicates that an item cannot be a neighbor of itself, and r i,k = 0 indicates that an item not rated by u i cannot be a neighbor. This step corresponds to Lines 2-16 of Algorithm 1. In
Step 2, we compute the predicted rating as
wherer j serves as the default value when no neighbors exist. This situation occurs when a user has rated only one item, an item has only been rated by one user, or if δ is too small. This step corresponds to Lines 18-21 of Algorithm 1. From Eq. (10), we know that each prediction has a time complexity of O(n). Therefore, the time complexity for p predictions is O(pn).
D. THE ONLINE UPDATING STAGE
When u i rates m j , the respective information must be updated. This is done by adding 1 to num j and adding r i,j to sum j . Both actions consume O(1) time. Thus, the time complexity of p update actions is O(p).
In summary, to predict one rating, the time complexity is:
In a dynamic environment, users continuously rate items and the system provides more recommendations. The time complexity of predicting p ratings will be:
where O(mn) time is required for the first prediction and O(mp) time is needed for all other predictions.
E. A RUNNING EXAMPLE
In this section, we use an example to explain the proposed recommendation process in detail. Figure 1 shows an example of our approach. In the initialization stage, we have num = [2, 4, 2, 3, 1, 3] and sum = [7, 13, 7, 11, 4, 11] . In the prediction stage, suppose that δ = 0.3 and we want to predict the rating of r 0,2 . Becausē r = [3.5, 3.3, 3.5, 3.7, 4, 3.7] , the average ratings given by neighboring users has the range In the update stage, r 0,2 is predicted, and we continue to predict r 1, 3 . This time, we do not need to scan the rating dataset, and can simply update the values of num 2 , sum 2 , andr 2 , which requires O(1) time. The modification is indicated by bold values on the right-hand side of Fig. 1 . The new prediction process is repeated as before.
IV. RESULTS
In this section, we report the results of extensive computational tests carried out to address the following two questions. Figure 2 compares the runtime of the MBR algorithm with that of the C-kNN, P-kNN, and Slope One algorithms. We can observe that the MBR algorithm is significantly faster than its counterparts. When the number of users is small, it is about 10 times faster, whereas with more users, it is approximately 1,000 times faster. Therefore, the MBR algorithm is more appropriate for large datasets. Figure 3 illustrates the runtime of the MBR algorithm on two larger datasets. Since C-kNN, P-kNN, and Slope One take several tens of hours to predict all ratings, the runtimes of these algorithms are not listed. It can be seen that the runtime of MBR increases linearly with respect to the number of users. Tables 2 and 3 compare the MAE and RMSE of the different methods. Italic font indicates the best result among all algorithms. From Tables 2 and 3 , we can conclude that the prediction ability of the MBR algorithm is comparable to, or even better than, that of the other algorithms.
V. CONCLUSIONS
In this paper, we defined the M-distance and proposed the MBR algorithm. The M-distance is extremely simple, and the MBR algorithm is significantly more efficient than existing techniques. Therefore, it is more appropriate for large-scale dynamic data. Compared with existing algorithms, the MBR algorithm also exhibits good accuracy.
