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ABSTRACT
The assumption of a spatially uniform helium distribution in the intracluster medium can lead to biases in the
estimates of key cluster parameters if composition gradients are present. The helium concentration profile in
galaxy clusters is unfortunately not directly observable. Current models addressing the putative sedimentation
are one-dimensional and parametrize the presence of magnetic fields in a crude way, ignoring the weakly-
collisional, magnetized nature of the medium. When these effects are considered, a wide variety of instabilities
can play an important role in the plasma dynamics. In a series of recent papers, we have developed the lo-
cal, linear theory of these instabilities and addressed their non-linear development with a modified version of
Athena. Here, we extend our study by developing a quasi-global approach that we use to simulate the mixing
of helium as induced by generalizations of the heat-flux-driven buoyancy instability (HBI) and the magneto-
thermal instability (MTI), which feed off thermal and composition gradients. In the inner region of the ICM,
mixing can occur on few Gyrs, after which the average magnetic field inclination angle is ∼ 30 − 50◦ resulting
in an averaged Spitzer parameter higher by about 20% than the value obtained in homogeneous simulations. In
the cluster outskirts the instabilities are rather inefficient, due to the shallow gradients. This suggests that com-
positions gradients in cluster cores might be shallower than one-dimensional models predict. More quantitative
statements demand more refined models that can incorporate the physics driving the sedimentation process and
simultaneously account for the weakly-collisional nature of the plasma.
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1. INTRODUCTION
The intracluster medium (ICM) of galaxy clusters is com-
prised of a very high temperature and low density gas in
which charged particles are bound to the magnetic field with
gyroradii that are much smaller than the mean free path of
particle collisions. In this weakly collisional medium, the
weak (∼ µG) magnetic field (Carilli & Taylor 2002) chan-
nels the transport of heat and momentum, as well as the dif-
fusion of particles. The anisotropic character of the weakly-
collisional ICM has been found to significantly alter its dy-
namical properties. Whereas the stability of a stratified gas
in the presence of a gravitational field is governed by its en-
tropy gradient (Ledoux 1947; Schwarzschild 1958), Balbus
(2000, 2001) and Quataert (2008) found that temperature gra-
dients can have an important impact on the stability proper-
ties if the plasma is weakly collisional. Two distinct instabil-
ities were found to feed off temperature gradients in weakly-
collisional plane-parallel atmospheres, even when their en-
tropy increases with height. The discovery of the magne-
tothermal instability (MTI, Balbus 2000, 2001), maximally
unstable when the magnetic field is perpendicular to gravity
and the temperature decreases with height and the heat-flux-
driven buoyancy instability (HBI, Quataert 2008), maximally
unstable when the magnetic field is parallel to gravity and the
temperature increases with height, led to a surge in research
on the stability properties of the ICM during the last decade.
These investigations considered both two and three-
dimensional simulations in local, quasi-global, and
even global settings including a variety of physical
effects, for instance, anisotropic heat conduction, Bra-
ginskii viscosity, radiative cooling and imposed turbu-
lence (Parrish & Stone 2005, 2007; Parrish & Quataert
2008; Parrish et al. 2008, 2009; Bogdanovic´ et al. 2009;
Parrish et al. 2010; Ruszkowski & Oh 2010; McCourt et al.
2011, 2012; Kunz et al. 2012; Parrish et al. 2012a,b). This
collection of studies have led to a better understanding of
a number of fundamental issues governing ICM plasma
dynamics (see Balbus & Potter (2016) for a recent review
of the physics of the MTI and HBI). In particular, Kunz
(2011) pointed out that Braginskii viscosity makes the
fastest growing wavelengths for the HBI very long in the
direction parallel to gravity (see also Gupta et al. 2016).
This limited the validity of the local approaches employed
thus far and ultimately led to quasi-global studies of the HBI
(Latter & Kunz 2012; Kunz et al. 2012).
While the temperature distribution of the ICM is observ-
able (Vikhlinin et al. 2006), the fact that most elements are
completely ionized makes it difficult to constrain the com-
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position of the plasma. If present, composition gradients,
as envisioned for example by the sedimentation of helium
over a Hubble time, can lead to biases in the estimates of key
cluster properties with important implications for cosmology
(Markevitch 2007; Peng & Nagai 2009). This has motivated
the study of the long-term dynamics of heavy elements in the
ICM. As an example, the models in Peng & Nagai (2009)
predict that composition gradients can lead to a bias of up
to 20 percent in the Hubble constant if the total mass of the
cluster is estimated assuming a uniform, primordial compo-
sition (see Figure 4 in Peng & Nagai 2009). The models for
the evolution of the radial distribution of elements are one-
dimensional (Fabian & Pringle 1977; Gilfanov & Syunyaev
1984; Chuzhoy & Nusser 2003; Chuzhoy & Loeb 2004;
Peng & Nagai 2009; Shtykovskiy & Gilfanov 2010) and
consider the effects of magnetic fields in rather simplified
form, or ignore it altogether.
Motivated by the need of a more fundamental approach
to understand the role of magnetic fields in the dynamics
of weakly-collisional media Pessah & Chakraborty (2013)
and Berlok & Pessah (2015) extended the works carried out
in homogeneous settings by Balbus (2000, 2001), Quataert
(2008) and Kunz (2011) to include composition gradients.
They showed that a host of instabilities feeding off compo-
sition gradients can have an important impact on the stabil-
ity properties of the ICM. Two of these instabilities are the
generalizations of the MTI and HBI, namely the magneto-
thermo-compositional instability (MTCI) and the heat- and
particle-flux-driven buoyancy instability (HPBI). Both insta-
bilities can be active even for isothermal atmospheres if the
mean molecular weight increases with height, even if the en-
tropy gradient increases with height.
In order to understand how the new instabilities driven
by composition gradients saturate, Berlok & Pessah (2016)
considered the non-linear evolution of the MTCI and the
HPBI in local, isothermal settings, using a modified ver-
sion of the magnetohydrodynamics (MHD) code Athena
(Stone et al. 2008). These simplifying assumptions made it
possible to understand some of the differences observed in
the saturated state of instabilities that are driven by either
thermal or composition gradients alone. A notable differ-
ence is that the instabilities driven exclusively by compo-
sition gradients saturate with an average magnetic field in-
clination of 45◦. This is in contrast to the thermal insta-
bilities where the MTI drives the magnetic field to be al-
most parallel to gravity (Parrish & Stone 2005) and the HBI
drives the magnetic field to be almost perpendicular to grav-
ity (Parrish & Quataert 2008). If composition gradients can
prevent the saturated field in the inner cluster to be perpen-
dicular to the radial direction under more general circum-
stances, this could potentially help to alleviate the thermal
insulation thought to be a consequence of the HBI in homo-
geneous media (Parrish & Quataert 2008; Bogdanovic´ et al.
2009; Parrish et al. 2009; Kunz et al. 2012).
In this paper, we present the first two-dimensional (2D)
quasi-global simulations of plane-parallel atmospheres with
initial equilibrium structures inspired by the models of
Peng & Nagai (2009), that we use to model the inner and
outer regions of the ICM. We show that the HPBI leads to
mixing of the helium content in the inner regions of the ICM
and, as a consequence, diminishes the initial gradient in com-
position. The inclusion of a composition gradient leads to a
∼ 20 % increase in heat flux to the core at late times com-
pared with a simulation of a homogeneous ICM. Our sim-
ulations therefore illustrate that composition gradients could
play a role in determining to what extent the core is thermally
shielded from its surroundings.
The paper is organized as follows: In Section 2, we intro-
duce the equations of kinetic MHD that we employ to model
a completely ionized plasma composed of hydrogen and he-
lium. In Section 3, we present an equilibrium atmosphere for
the inner regions of the ICM which is based on the helium
sedimentation model of Peng & Nagai (2009). This atmo-
sphere is then studied in Section 4 by using a quasi-global
linear theory and in Section 5 by performing a suite of sim-
ulations using a modified version of the MHD code Athena
(Stone et al. 2008; Berlok & Pessah 2016). We also present
in Section 6 simulations of the outer region of the ICM,
where the MTCI could be active. We conclude in Section
7 by discussing the consequences of plasma instabilities on
the longterm evolution of composition gradients in the ICM
as well as the limitations of our present approach.
2. KINETIC MHD FOR A BINARY MIXTURE
We model the intracluster medium by solving equations
that evolve the total mass density, ρ, momentum density, ρu,
magnetic field, B, total energy density, E, and composition,
c, for a weakly collisional binary mixture of hydrogen and
helium. Here, u is the fluid velocity and the total energy den-
sity of the plasma is given by
E =
1
2
ρv2 +
B2
8pi +
P
γ − 1
, (1)
where γ = 5/3 is the adiabatic index and P is the thermal
gas pressure. We assume the magnetic field to have direction
ˆb = (bx, 0, bz) and define the composition of the plasma as
c ≡
ρHe
ρ
. (2)
The plasma is assumed to obey the ideal gas law
P =
ρkBT
µmH
, (3)
where T is the temperature, mH is the proton mass and kB is
Boltzmann’s constant. The mean molecular weight, µ, which
enters in Equation (3), can be shown to be related to the com-
position by
µ =
4
8 − 5c , (4)
for a completely ionized mixture of hydrogen and helium.
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The equations of motion are (Pessah & Chakraborty 2013;
Berlok & Pessah 2016): the continuity equation for the total
mass
∂ρ
∂t
+ ∇·(ρu)= 0 , (5)
the momentum equation
∂ (ρu)
∂t
+ ∇·
(
ρuu + PTI −
B2
4pi
ˆb ˆb
)
=−∇·Π + ρg, (6)
the energy equation
∂E
∂t
+ ∇·
[
(E + PT) u − B (B · u)4pi
]
=−∇·Qs − ∇· (Π·u) + ρg · u ,
(7)
the induction equation for the magnetic field
∂B
∂t
=∇ × (u × B) , (8)
and the continuity equation for the helium mass
∂ (cρ)
∂t
+ ∇·(cρu)=−∇·Qc . (9)
In these equations, PT is the total pressure (gas + magnetic)
and g = (0, 0,−g) is the gravitational acceleration which we
assume to be constant.
The equations include terms that take into account the in-
fluence of three anisotropic effects. These anisotropic effects
arise because the plasma is weakly collisional and weakly
magnetised. In this regime the charged particles are effec-
tively bound to the magnetic field and collisions occur pri-
marily along the magnetic field. This makes the assosicated
transport phenomena be directed along the magnetic field.
Electrons, which are responsible for heat conduction, can
in this way create a heat flux along the magnetic field given
by
Qs = −χ‖ ˆb ˆb · ∇T, (10)
where χ‖ is the Spitzer heat conductivity (Spitzer 1962).
Similarly, the continuity equation for the helium density
includes a flux of composition along the magnetic field given
by (Bahcall & Loeb 1990; Pessah & Chakraborty 2013)
Qc = −D ˆb ˆb · ∇c , (11)
where D is the diffusion coefficient.
Finally, conservation of the first adiabatic invariant of the
ions can lead to anisotropy in the pressure tensor with dif-
ferences in the parallel (p‖) and perpendicular (p⊥) pres-
sures. This pressure difference results in gradients in
velocity-components along the magnetic field being vis-
cously damped. This effect, called Braginskii viscosity
(Braginskii 1965), is described by the viscosity tensor
Π = −3ρν‖
(
ˆb ˆb − 13I
) (
ˆb ˆb − 13I
)
:∇u , (12)
where ν‖ is the viscosity coefficient and I is a unit tensor.
Expressions for the dependence of χ‖, D and ν‖ for an ion-
ized mixture of hydrogen and helium can be found in the
Appendix of Berlok & Pessah (2015). More details about the
utility of Braginskii MHD and its range of applicability can
be found in Schekochihin et al. (2005); Kunz et al. (2012);
Pessah & Chakraborty (2013) and references therein.
For future reference we also define the plasma-β =
8piP/B2 = 2v2th/v
2
A, where vA = B/
√
4piρ is the Alfve´n speed
and vth =
√
P/ρ is the thermal speed.
3. EQUILIBRIUM PROFILE
In order to understand the quasi-global linear dynamics
arising from Equations (5-9), we derive an equilibrium pro-
file for a model plane parallel atmosphere, which has proven
to be useful for capturing key aspects of the plasma dynamics
in galaxy clusters. We assume that gravity can be modelled
locally via a constant acceleration, g, and that the magnetic
field is purely vertical, i.e., bx = 0 and bz = 1. The magnetic
field is assumed to be weak enough that we can neglect its
contribution to the total pressure gradient responsible for hy-
drostatic equilibrium. Nevertheless, the vertical weak mag-
netic field can enable a background heat flux in the vertical
direction. Therefore, in order for the model atmosphere to be
in equilibrium we require ∇ · Qc = 0 and ∇ · Qc = 0. In what
follows, we ignore helium diffusion and assume D = 0 such
that the second condition is trivially satisfied.
Motivated by the models considered in Peng & Nagai
(2009), which result in helium concentration profiles that
peak off-center, we consider a situation where the composi-
tion of the plasma increases linearly outwards from the bot-
tom of the atmosphere, i.e., center of the cluster, as
c (z) = c0 + scz , (13)
where sc = (cZ − c0)/LZ is the slope in composition. Notice
that the mass concentration of helium, c(z), is related to the
mean molecular weight, µ(z), by
µ(z) = 48 − 5c(z) , (14)
for a completely ionized plasma of hydrogen and helium.
The equilibrium needs to fulfill
d
dz
(
χ‖
dT
dz
)
= 0 , (15)
where χ‖ is a function of temperature T (z) and composition,
c(z). We will for simplicity assume that χ‖ depends only on
temperature as χ‖ = χ‖,0(T/T0)5/2, i.e. we assume that the
dependence on composition can be neglected1. With this as-
sumption, Equation (15) is identical to the one derived in
1 For the profiles employed here, the dependence on composition is much
weaker than the dependence on temperature (Pessah & Chakraborty 2013).
The maximum error incurred by using this approximation is less than 5 %
on the value of χ‖ at the top of the atmosphere.
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Latter & Kunz (2012) and it decouples from the rest of the
equations yielding the solution
T (z) = T0 (1 + ζz)2/7 , (16)
where ζLZ = (TZ/T0)7/2 − 1 and TZ (T0) is the temperature
at the top (bottom) of the atmosphere. Using the equation of
state
P(z) = ρ(z) kBT (z)
µ(z) mH , (17)
we solve the equation for hydrostatic equilibrium
∂P
∂z
= −ρg , (18)
and find
P(z) = P0eh(0)−h(z) , (19)
where the function h(z) is related to a Gauss hypergeometric
function, 2F1, as
h(z) = 28(1 + ζz)
5/7
5H0α 2
F1
(
5
7
, 1; 12
7
;
5scµ0
α
(1 + ζz)
)
. (20)
In deriving the above result we have introduced the scale
height at the bottom of the atmosphere
H0 =
kBT0
µ0mHg
, (21)
and the parameter
α = 5scµ0 + 4ζ . (22)
The density, ρ(z), can then be found from Equation (3).
The values of the constants used for this equilibrium atmo-
sphere are inspired by the model of Peng & Nagai (2009). In
physical units, the model atmosphere has height LZ = 2H0 =
80 kpc, corresponding to the region between r/r500 = 0.01
and r/r500 = 0.06 with r500 = 1.63 Mpc in their model. The
values for the temperature and composition of the plasma at
the top and bottom of the atmosphere are given by TZ = 9.6
keV, T0 = 5.8 keV, cZ = 0.62, and c0 = 0.52, respectively.
In Figure 1 we show P(z)/P0, ρ(z)/ρ0, T (z)/T0, µ(z)/µ0 and
(2H0mH/3kB) (ds/dz), where the entropy per unit mass is de-
fined by
s =
3kB
2mH
ln

(
P
P0
) (
ρ
ρ0
)−5/3 . (23)
Note that, even though the composition increases with height,
the Ledoux criterion for stability (Ledoux 1947) (which is the
generalization of the Schwarzschild criterion, Schwarzschild
1958, valid for a heterogeneous collisional medium) is not
violated. Indeed, for this model atmosphere the entropy is an
increasing function of height, i.e.,
ds
dz > 0 , (24)
as illustrated in Figure 1. As we will discuss next, the insta-
bilities present in the linear theory and in the simulations are
due to the weakly collisional nature of the plasma.
0.0 0.5 1.0 1.5 2.0
z/H0
0.0
0.5
1.0
1.5
2.0
T/T0
µ/µ0
P/P0
ρ/ρ0
2H0mH
3kB
d
dz
s(z)
Figure 1. Equilibrium atmosphere inspired by the sedimentation
model of Peng & Nagai (2009) and the radial temperature profile
of Vikhlinin et al. (2006). The temperature (blue) and the mean
molecular weight (green) increase with radius while pressure (red)
and density (magenta) decrease with radius at this radial distance in
the cluster model. The derivative of the entropy (purple) is positive,
indicating stability according to Equation (24).
4. QUASI-GLOBAL LINEAR THEORY
The HPBI has its fastest growth rates on radial scales
longer than a scale height when Braginskii viscosity is in-
cluded in the analysis (Berlok & Pessah 2015). The local
linear mode analysis is therefore not strictly valid as it as-
sumes that the radial scales are much shorter than a scale
height. This problem has previously been found for the HBI
in Kunz (2011) and solved by introducing a quasi-global lin-
ear theory for the HBI in Latter & Kunz (2012). In the same
vein, in this section, we develop a quasi-global linear the-
ory for the HPBI by considering a model atmosphere with a
non-uniform mean molecular weight.
The purpose of deriving a quasi-global theory is to predict
the growth rates of the instability as a function of perpen-
dicular wavenumber, kx, in order to understand whether the
instability will grow on astrophysically relevant timescales.
Furthermore, the eigenmodes obtained from linear theory can
also be used to compare with the linear stage of simulations
using Athena. Such a comparison will serve as a test of our
modified version of Athena in Section 4.3.
4.1. Equations of Motion and Relevant Parameters
The equations governing the quasi-global, linear dynam-
ics for the perturbations are obtained from the equations of
kinetic MHD for a binary mixture (Pessah & Chakraborty
2013; Berlok & Pessah 2015) by using a Fourier transform
along the x-coordinate but retaining the z-derivatives ex-
plicitly in order to relax the local approximation. There-
fore, the perturbations are calculated in terms of the com-
plex Fourier coefficients, ˜f (kx, z), which we assume to have
a time dependence, exp(σt), where σ is the (in general com-
plex) eigenvalue. We assume that χ‖ = χ‖,0(T/T0)5/2 and
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ν‖ = ν‖,0 ρ0/ρ (T/T0)5/2, i.e. χ‖ and ν‖ only depend on the
composition through the constants χ‖,0 and ν‖,0. We also in-
troduce a flux function such that B = ∇ × (Ayˆ). The initial
condition is A = Bx which is equivalent to B = B zˆ. In the
present work, we only consider the case of D = 0. In this
case, and with the above caveats, the quasi-global linearized
equations are: the continuity equation
σ
δρ
ρ
=−ikxδvx −
(
d ln ρ
dz +
∂
∂z
)
δvz, (25)
the x-component of the momentum equation
σδvx =−ikx
T
µ
(
δρ
ρ
+
δT
T
−
δµ
µ
)
+
2
ρβ0
(
k2x −
∂2
∂z2
)
δA
−
ikxT 5/2
3ρRe0
(
2∂δvz
∂z
− ikxδvx
)
, (26)
the z-component of the momentum equation
σδvz =−
T
µ
(
δT
T
−
δµ
µ
)
d ln P
dz −
T
µ
∂
∂z
(
δρ
ρ
+
δT
T
−
δµ
µ
)
+
2T 5/2
3ρRe0
(
5
2
d ln T
dz +
∂
∂z
) (
2∂δvz
∂z
− ikxδvx
)
, (27)
the entropy equation (with γ = 5/3)
3
2
σ
δT
T
=−ikxδvx −
(
3
2
d ln T
dz +
∂
∂z
)
δvz +
1
P Pe0
(
∂2
∂z2
(
T 7/2
δT
T
)
+ q0ikx
∂δA
∂z
)
, (28)
the induction equation
σδA = −δvx , (29)
and the equation for the mean molecular weight, µ,
σ
δµ
µ
=−δvz
d ln µ
dz . (30)
Here, the perturbation to the flux function is related to the
perturbation to the magnetic field by δB = ∇ × (δA yˆ).
Equations (25-30) have been written in dimensionless vari-
ables by scaling µ with µ0, T with T0, the velocities with vth,0,
σ with σ0 = t−10 = vth,0/H0, δA with B0H0 and z with H0 such
that kx is scaled with 1/H0. The background heat flux param-
eter q0, is given by
q0 = −T 7/2
d ln T
dz , (31)
in dimensionless variables. At the bottom of the atmosphere,
z = 0, the Peclet number is given by
Pe0 =
vth,0 P0 H0
χ‖,0 T0
≈ 70 , (32)
and the Reynolds number is given by
Re0 =
vth,0 ρ0 H0
ν‖,0
≈ 3800 . (33)
These parameters were found by using Equations (B6) and
(B7) in Berlok & Pessah (2015) to estimate the values of χ‖,0
and ν‖,0. Following Latter & Kunz (2012) and Kunz et al.
(2012) we furthermore take the plasma-β at the bottom of
the atmosphere to be
β0 = 105 . (34)
4.2. Solutions obtained with a pseudo-spectral method
The linearized quasi-global equations (Equations 25-30)
are solved using a pseudo- spectral method, in a manner
similar to the analysis presented in Latter & Kunz (2012),
see also Boyd (2000). We discretize the six equations on
a Chebyshev-Gauss-Lobatto roots grid transformed onto the
domain z = [0, 2]. The grid has N grid points, where
N = 200, and the resulting algebraic equations constitute a
generalized eigenvalue problem of size 6N. We use the same
boundary conditions as Latter & Kunz (2012) which means
that δvz, δT/T , and ∂zδA are set to zero at the boundaries.
The latter condition corresponds to δBx = 0 at the bound-
aries, which implies that the field remains vertical there. We
furthermore impose δµ/µ = 0 at the boundaries.
Equations (25)-(30) only depend on the value of kxH0 =
2pin where n is the horizontal mode number. All other pa-
rameters are set by our model. For each value of kx, there
are a number of modes which we designate with the vertical
mode number m, where m = 1 is the fastest growing mode,
m = 2 labels the second fastest growing mode, and so on.
We show the solution for n = 5 in Figure 2, where the left
panel shows the m = 1 mode which is confined to the lower
region of the domain. The right panel shows the m = 2 mode
which has a slower growth rate but a larger vertical extent
than the m = 1 mode. This is a general property of the solu-
tions: The vertical extent of the perturbations increase with
the mode number m, while it does not depend on the mode
number n. Therefore, in a simulation where the instability is
excited using Gaussian noise, we expect the perturbations to
grow fastest in the lower region of the computational domain.
This is indeed the case, as we will see in Section 5.
The growth rates as a function of the wavenumber, kx, are
shown in Figure 3, where the solid lines are obtained using
the pseudo-spectral method and the crosses are obtained from
Athena simulations (see next subsection). The maximum
growth rate is σmax ≈ 10 Gyr−1 implying that the instability
can develop significantly on relevant time scales. The gradi-
ent in the mean molecular weight acts to increase the growth
rate with respect to the homogeneous case. The maximum
growth rate found for the HPBI is however still smaller than
the one found for the HBI in Latter & Kunz (2012) due to
the shallower temperature gradient that we use in this work,
which is inspired by the models in Peng & Nagai (2009) as
detailed above. The temperature ratio, TZ/T0, is 2.5 in the
model of Latter & Kunz (2012) while it is only ∼ 1.65 in our
model. The growth rate is proportional to the gradient in tem-
perature in the local, weak magnetic field and fast heat con-
duction limit. A rough estimate is therefore that their growth
rate should be higher by a factor of roughly 1.5, which we
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0
1
δρ/ρ
σ/σ0 =0. 41
δρ/ρ
σ/σ0 =0. 38
−50
0
50
δBz/B δBz/B
−1.0
−0.5
0.0
0.5
1.0
δvz/vth, 0 δvz/vth, 0
0 1 2
z/H0
−0.2
0.0
0.2
δµ/µ
0 1 2
z/H0
δµ/µ
Figure 2. Select components of the eigenmode for the fastest (left,
m = 1) and second fastest (right, m = 2) eigenmode with n = 5 and
the real (imaginary) part of the eigenmode shown in blue (green).
A general rule seems to be that the fastest growing modes have a
small vertical extent while slower growing modes have a larger ver-
tical extent. This trend also appears in the homegeneous setting
(Latter & Kunz 2012) and it is consistent with the simulations pre-
sented in Section 5.
confirmed with the results of the full quasi-global analysis.
4.3. Solutions obtained with Athena
We have modified the publicly available MHD code
Athena (Stone et al. 2008) in order to be able to describe the
nonlinear evolution of weakly-collisional atmospheres with
non-uniform composition. Our modified version of the code
has anisotropic heat conduction and diffusion of composi-
tion with spatially dependent transport coefficients. These
modifications, along with tests, were described in detail in
Berlok & Pessah (2016) and applied to local settings, where
the vertical extent of the simulation domains considered was
small compared to the relevant scale-height.
We use a pseudo-spectral method in order to test the nu-
merical solutions obtained with Athena in a quasi-global set-
ting. This is done by exciting the HPBI in the Athena sim-
ulations using an exact eigenmode found in the quasi-global
linear theory. An example is shown in Figure 4 where four of
101 102
kxH0
0.0
0.1
0.2
0.3
0.4
0.5
R(
σ
)/
σ
0
Figure 3. Growth rates as a function of the horizontal wavenum-
ber, kx, for the 10 fastest growing modes. The solid blue lines were
obtained using the pseudo-spectral method. Each cross corresponds
to a simulation were the eigenmodes were used for initial condi-
tions. The numerical growth rate was found from the subsequent
exponential evolution.
the components of the perturbation are shown for the n = 5
and m = 4 mode at t = 3 in units of t0 = H0/v0,th = 45 Myr.
The growth rate is measured in the simulation by following
the evolution of the amplitude of the perturbations. We find
that the error in the growth rate for this simulation is less than
a percent compared to the pseudo-spectral linear theory.
We have thoroughly tested this method by running a suite
of simulations where we vary the n and m mode numbers.
A total of 42 simulations were run with n = 1 to 8 and
m = 1 to 6 with six of the simulations being degenerate2
in m. A comparison between the growth rates obtained us-
ing the pseudo-spectral method and the simulations is shown
in Figure 3. In this figure, each cross corresponds to an in-
dividual simulation where the eigenmode was excited ex-
actly. These simulations were run at half the resolution,
256 × 512, of the simulations presented in Section 5 in or-
der to expedite the numerical simulations. As noted already
by Latter & Kunz (2012), the low resolution causes some dis-
crepancy at the highest wavenumbers. These tests illustrate
the generally good agreement between the numerical imple-
mentation in Athena and our quasi-global linear theory using
pseudo-spectral methods.
2 They are complex conjugate solutions so the eigenvalues do differ in
their imaginary part which is however very small.
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Figure 4. A comparison between a simulation using Athena and
the pseudo-spectral method. A slice in the x-direction at t = 3 is
shown in dashed red and the pseudo-spectral solution is shown in
blue. The growth rate is σ/σ0 = 0.324 according to the pseudo-
spectral method and σ/σ0 = 0.325 according to the simulation, the
error is less than a percent. This mode has n = 5 and m = 4 and it is
also indicated with a red cross in Figure 3.
5. INNER REGIONS OF THE ICM
In this section we consider the long time evolution of
plasma instabilities in the inner regions of the ICM by
performing fully nonlinear simulations of the HPBI using
Athena. We describe the details of the numerical setup in
Section 5.1, the evolution of key quantities in Section 5.2
and conclude by comparing a simulation of the HPBI with a
simulation of the HBI in Section 5.3.
Some of the simulations include Braginskii viscos-
ity which is a numerical and theoretical challenge
(Schekochihin et al. 2005; Kunz et al. 2012). The reason is
that microscale instabilities are triggered if the magnitude of
the pressure anisotropy grows too large. The pressure tensor
can become anisotropic due to conservation of the first adi-
abatic invariant of the ions. Specifically, when the pressure
anisotropy exceeds the limits given by
−
B2
4pi
< p⊥ − p‖ <
B2
8pi . (35)
the firehose or mirror instabilities are triggered (Parker
1958). This is an issue for the kind of simulations we con-
sider because the microscale instabilities are not correctly de-
scribed by Braginskii-MHD (Schekochihin et al. 2005).
Two different approaches used to handle this problem
are described in Kunz et al. (2012). The first approach is
to use high resolution and hope that the firehose instabil-
ity grows sufficiently fast in order to regulate the pres-
sure anisotropy. The second approach is to artificially limit
the pressure anisotropy to the interval given by Equation
(35). The latter approach is motivated by studies show-
ing that the microscale instabilities will likely saturate by
driving the pressure anisotropy back to marginal stabil-
ity (Schekochihin et al. 2008; Bale et al. 2009; Rosin et al.
2011) and a similar approach has been used for the mag-
netorotational instability in local studies of weakly colli-
sional disks (Sharma et al. 2006). A recent study of the solar
wind showed that the firehose and mirror thresholds also pro-
vide good constraints for the pressure anisotropy in a multi-
species plasma with electrons, hydrogen and helium ions
(Chen et al. 2016). We have used both of these approaches
in our simulations.
5.1. Description of numerical setup and overview of results
We perform a suite of three simulations of the HPBI:
one without Braginskii viscosity (HPBI isoP), one with Bra-
ginskii viscosity where the pressure anisotropy is limited
(HPBI Blim) by Equation (35) and one with Braginskii vis-
cosity without limiters (HPBI Brag). We furthermore con-
sider a simulation where the atmosphere has uniform compo-
sition (c0 = cZ = 0.62) in order to compare the simulations
with the homogeneous case (HBI Brag) in Section 5.3.
The initial condition is the plane-parallel atmosphere in-
troduced in Section 3. The instability is triggered by adding
Gaussian, subsonic noise in the velocity components with
a magnitude of 10−4. All simulations have a spatial extent
of H0 × 2H0 (with H0 = 1 in code units). The resolution
used is 512×1024. In terms of the dimensionless units intro-
duced above, the coefficients for anisotropic heat diffusivity
and Braginskii viscosity are κ‖ = 1.4 × 10−2 T 5/2µρ−1 and
ν‖ = 2.6 × 10−4 T 5/2ρ−1.
The three simulations of the HPBI are shown in Figure
5 where the evolution of the mean molecular weight and
the magnetic field lines is followed as a function of time
with snapshots at t/t0 = 0, 25, 40, 100 and 200, with
t0 = H0/v0,th = 45 Myr. In this figure, a high (low) concentra-
tion of helium is indicated with green (purple) and the mag-
netic field lines are shown as solid black lines. The top row
of panels was created from HPBI isoP which did not include
Braginskii viscosity while the middle row (HPBI Blim) and
bottom row (HPBI Brag) of panels did include Braginskii
viscosity.
The various panels in Figure 5 illustrate how the magnetic
field, which is initially vertical, becomes rapidly tangled. The
temperature profile, which is not shown here does not vary
significantly as time progresses. The composition evolves
rapidly with bubbles of helium sinking down to the center
of the core. By the end of the simulation, the helium con-
tent has been very well mixed in HPBI isoP. In HPBI Brag
blobs of gas with a high helium content have sunk towards
the center of the cluster but they have retained their structure
and have not mixed with their new environment. This lack
of mixing can be understood from the ability of Braginskii
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Figure 5. Evolution of the HPBI as a function of time in units of t0 = H0/v0,th = 45 Myr. The size of the box is H0 × 2H0 with H0 = 40 kpc.
The bottom of the atmosphere has T0 = 5.8 keV and c0 = 0.52 while the top of the atmosphere has T = 9.6 keV and c = 0.62, values found at
r0 = 160 kpc and r = r0 + 2H0 = 240 kpc in the model of Peng & Nagai (2009). The top row of panels include anisotropic heat conduction and
the middle and bottom rows also include Braginskii viscosity. The middle row uses limiters. An animated version is available at this http URL.
viscosity to make the magnetic field retain a coherent struc-
ture over larger distances than one would find for a simula-
tion with isotropic pressure (see the discussion of the MTI in
Kunz et al. 2012). This feature, along with the fact that the
magnetic field is tied to the gas, suppresses small scale mix-
ing of the helium content. This implies that the spatial dis-
tribution of helium might be more patchy in a viscous ICM
than in a non-viscous ICM.
5.2. Evolution of composition, temperature, magnetic field
inclination, and energy densities
The evolution of the composition gradient can be illus-
trated by taking averages along the x-direction, designated
by the brackets 〈〉x. This is shown in the top row of panels
in Figure 6, which have been produced at the same times as
the snapshots shown in Figure 5. We see that on very long
timescales of the order of 9 Gyr (t/t0 = 200) the instability,
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Figure 6. Key quantities averaged along x as a function of height z scaled by H0 = 40 kpc, at times t/t0 = 0, 25, 40, 100 and 200, with
t0 = 45 Myr, for the simulation without viscosity (blue), with viscosity and limiters (magenta) and with viscosity but without limiters (red).
Top: Average mean molecular weight. Middle: Average temperature. Bottom: Average inclination angle of the magnetic field.
on average, acts to remove the gradient in composition that
originally gave rise to it. Note, however, that the gradient in
composition is rather long-lived as its profile remains rather
unaltered until about 4.5 Gyr (t/t0 = 100).
The evolution of the temperature gradient is less dra-
matic, as illustrated in the middle row of panels in Figure 6.
Changes in the temperature profile are also modest when the
composition is uniform, as seen in, for instance, Kunz et al.
(2012) and Figure 8.
It is already evident from Figure 5 that the magnetic field
changes its inclination with respect to the direction perpen-
dicular to gravity as time progresses. This can be further
studied by considering the average inclination angle defined
by (Parrish & Quataert 2008)
〈θB〉x = 〈sin−1(|bz|)〉x. (36)
The evolution of this quantity is shown in the bottom row of
panels in Figure 6. We see that the instability grows fastest at
the bottom of the atmosphere but increases its region of in-
fluence as time progresses. The evolution of 〈θB〉x is initially
fast compared with the changes in either composition or tem-
perature and the average angle has changed significantly at
most heights by 1.8 Gyr (t/t0 = 40)3. However, on timescales
of the order of 4.5 Gyr (t/t0 = 100), 〈θB〉x seems to settle at
around∼ 30−50◦ and the overall distribution of angles shows
little evolution until the end of the run at 9 Gyr (t/t0 = 200).
The change in average inclination angle might have conse-
quences for the cooling flow problem (Fabian 1994) because
heat transport is primarily along magnetic field lines. We
discuss this in more detail in terms of the Spitzer parameter
below.
We consider the evolution of the the kinetic and magnetic
energy densities by calculating volume averages, designated
by the brackets 〈〉, and shown in Figure 7 as a function of
time. Braginskii viscosity acts to inhibit the growth rate of
the instability and we therefore see the highest growth rate
in HPBI isoP, followed by HPBI Blim (which is less viscous
than HPBI Brag due to the limiters) and then HPBI Brag.
All the simulations saturate with magnetic and kinetic en-
ergy density components in rough equipartition with B2z/8pi
having increased by a factor of about ten.
3 In the second panel of the bottom row, it is evident that Braginskii vis-
cosity slows down the instability.
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Figure 7. Evolution of the magnetic and kinetic energies in the simulations of the HPBI with blue (HPBI isoP), red (HPBI Blim) and magenta
(HPBI Brag) with spatial averages of ρv2x/2 (first panel), ρv2z /2 (second panel), B2x/8pi (third panel) and B2z/8pi (fourth panel). In the fifth panel
we show the evolution of the volume-averaged Spitzer parameter, fS = 〈Qc/ ˜Q〉 for the HBI and the HPBI. The initial growth of the HPBI is
faster than for the HBI but the final state of the simulation with a composition gradient has a heat flux that is roughly 20 % higher than for the
uniform simulation. More information about this panel can be found in Section 5.3.
5.3. Comparison between HBI and HPBI
In order to compare our results with previous work on the
HBI where the plasma is assumed to be of uniform composi-
tion, we performed a simulation (HBI Brag) using the same
atmosphere as for the HPBI but with c0 = cZ . All other as-
pects of this simulation are identical to run HPBI Brag. The
evolution of the temperature and the magnetic field is shown
in Figure 8. The gradient in composition leads to a slightly
faster growth rate with respect to the homogeneous case,
as predicted by linear theory (Pessah & Chakraborty 2013;
Berlok & Pessah 2015).
We see that both instabilities reorient the magnetic field,
driving the average inclination of the magnetic field to be
more horizontal (azimuthal). This feature of the HBI has
been argued to be of importance for the cooling flow problem
because a magnetic field that is predominantly perpendicu-
lar to gravity tends to insulate the core from heat transport
from the outskirts of the cluster (Parrish & Quataert 2008;
Bogdanovic´ et al. 2009; Parrish et al. 2009). For a vertical
(radial) magnetic field the heat flux is given by the Spitzer
value
˜Q = −χ‖ ∂T
∂z
, (37)
while the heat flux is zero for a horizontal (azimuthal) field.
In Berlok & Pessah (2016), we showed that when consider-
ing a local domain in an isothermal atmosphere, the HPBI
drives the magnetic field to have an average inclination an-
gle of 45◦. This is in contrast to the uniform case, where the
HBI drives the magnetic field towards 0◦ (Parrish & Quataert
2008). This feature of the HPBI led us to speculate that a
composition gradient might be able to alleviate the cooling
flow problem by limiting the average magnetic field inclina-
tion. We can now test this idea in our quasi-global simula-
tions where the temperature gradient has been obtained from
Vikhlinin et al. (2006).
We consider the evolution of the volume-averaged Spitzer
parameter (Parrish & Quataert 2008)
fS = 〈 zˆ·Qc/ ˜Q〉 , (38)
as a function of time. This quantity shows how effective heat
conduction is at transporting heat in the radial direction in the
cluster compared to the case of a vertical (radial) magnetic
field (or unmagnetised heat conduction). The same parame-
ter was used to parameterize the effectiveness of helium sed-
imentation in the model of Peng & Nagai (2009). We show
the evolution of fS in the fifth panel of Figure 7 with the HBI
simulation (∇µ = 0) indicated with a blue solid line and the
HPBI simulation (∇µ , 0) indicated with a red solid line. Ini-
tially, the volume-averaged Spitzer parameter decreases more
rapidly in the HBPI simulation than in the HBI simulation,
the reason being the slower growth rate in the absence of a
composition gradient. The inclusion of a composition gra-
dient however leads to an increase in the volume-averaged
Spitzer parameter at late times compared to the homogeneous
case. We find that fS ≈ 0.20 ( fS ≈ 0.17) for the HPBI (HBI)
at t/t0 = 200. This corresponds to an increase in heat flux
by ∼ 20% with respect to the homogeneous case. Albeit this
effect is small, our simulations show that composition gradi-
ents could play a part in determining to what extent the inner
ICM is thermally shielded from its surroundings.
6. OUTER REGIONS OF THE ICM
In this section, we consider two simulations of the outer
parts of the ICM where we assume that the initial mag-
netic field is perpendicular to gravity, i.e., horizontal. In
one of these simulations, labeled MTI Brag, the plasma
is assumed to have uniform composition and in the other
one, labeled MTCI Brag, the composition is assumed to de-
crease with height (radius). The bottom of the model plane-
parallel atmosphere is located at r = 0.65 Mpc, correspond-
ing roughly to the radius indicated with an A in Figure 8 in
Berlok & Pessah (2015).
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Figure 8. Temperature and magnetic field evolution as function of time for the HBI (HBI Brag, upper row) and the HPBI (HPBI Brag, lower
row) in units of t0 = H0/v0,th = 45 Myr. The size of the box is H0 × 2H0 with H0 = 40 kpc. The evolution of the composition for HPBI Brag
is shown in the bottom row of Figure 5 while HBI Brag has uniform composition at all times. Both simulations included anisotropic heat
conduction and Braginskii viscosity without limiters.
As in Section 5, we use reflecting boundary conditions at
the top and bottom of the domain. The MTCI creates verti-
cal motions that will eventually reach the top and bottom of
the domain, potentially influencing the nonlinear evolution
of the instability. In order to circumvent this problem, we
implement a procedure that has successfully been applied to
the MTI by Parrish & Stone (2007) and Kunz et al. (2012).
We sandwich the unstable layer between two buffer zones in
which we add isotropic heat conduction and viscosity in or-
der to damp any motions making their way into these regions.
This results in two stable layers at the top and bottom where
the density decreases exponentially away from the mid-plane
and the temperature and composition are constant, with val-
ues T0 and c0 (TZ and cZ) in the lower (upper) stable layer.
We use the equilibrium for an initially horizontal magnetic
field given in Berlok & Pessah (2016), i.e., the temperature
and composition profiles given by
T (z)=T0 + sT z′ , (39)
c(z)= c0 + sc z′ , (40)
in the middle of the computational domain (z′ = z − H0/4
and H0/4 < z < 3H0/4) where sT = (TZ − T0)/H0 is the
slope in temperature and sc = (cZ − c0)/H0 is the slope in
composition. The pressure in the unstable region is given by
P(z′) = P0
(
T (z′) µ(z′)
T0 µ0
)α
, (41)
where µ(z) is related to c(z) by Equation (4) and the constant
coefficient α is given by
α = −
T0
H0
(
4
4sT + 5µ0T0sc
)
. (42)
Due to the very strong time-step constraint arising from the
non-ideal terms, we have however opted to use significantly
reduced values of χ‖ and ν‖, by dividing the expected val-
ues by a factor of ten. The dimensionless values used in
the simulations are therefore κ‖ = 0.12 T 5/2µρ−1 and ν‖ =
3.3 × 10−3T 5/2ρ−1. Both temperature and composition de-
crease with radius with T0 = 10.2 keV and c0 = 0.32 at the
bottom of the unstable domain and T = 9 keV and c = 0.27
at the top for the non-uniform simulation (c0 = cZ = 0.32 for
the uniform simulation). Furthermore, we use β = 105 and
include Braginskii viscosity without limiters.
The evolution of the initial horizontal magnetic field and
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Figure 9. Evolution of the MTI (upper row) and the MTCI (lower row) as function of time in units of t0 = H0/v0,th = 230 Myr. The size of the
unstable part of the box is H0 × H0 with H0 = 300 Mpc. The bottom of the unstable region has T0 = 10.2 keV while the top of the unstable
region has T = 9 keV, values found at r0 = 0.65 Mpc and r = r0 + H0 = 0.95 Mpc in the model of Peng & Nagai (2009). The MTI (upper row)
has a uniform composition while the MTCI (lower row) has c0 = 0.32 at the bottom and c = 0.27 at the top.
the temperature is shown in Figure 9 for MTI Brag (top row)
and MTCI Brag (bottom row). In these simulations the unit
of time is t0 = H0/v0,th = 230 Myr. Note that because this
is roughly a factor of 5 longer than the t0 characterising the
inner cluster it is only necessary to evolve the simulations
up to 50t0 to cover timescales of the order of 10+Gyr. For
the MTI (top row) the evolution is very similar to the one
presented for the MTI with Braginskii viscosity in Figure
17 in Kunz et al. (2012) except that the growth rate is sig-
nificantly slower in the simulation presented here. This is
simply due to the much shallower temperature gradient that
we are using (Vikhlinin et al. 2006). As predicted by the-
ory (Pessah & Chakraborty 2013; Berlok & Pessah 2015),
we observe that the instability grows at an even slower rate
when a gradient in composition is included (bottom row of
Figure 9). For these parameters, linear theory predicts that
the maximum growth rate4 of the MTI is σ = 1.42 Gyr−1
while the MTCI only has a maximum growth rate of σ = 1.09
4 Found by solving the dispersion relation for a grid of values in k-space
and taking the maximum value.
Gyr−1. The maximum growth rate is only ∼ 20% slower but
this difference is able to significantly alter the final state of
the system in this case. The instabilities are still in the ex-
ponential phase and have not reached saturation at the end of
the simulation.
7. DISCUSSION
Understanding the distribution of helium in the intraclus-
ter medium is an open problem with important implica-
tions for astrophysics and cosmology (Markevitch 2007;
Peng & Nagai 2009).
The assumption of a spatially uniform composition of he-
lium in the ICM is routinely applied when interpreting X-ray
observations of galaxy clusters. This can lead to biases in
the estimates of various key cluster parameters if a compo-
sition gradient is present, which can in turn propagate into
estimates of the inferred cosmological constants (Markevitch
2007; Peng & Nagai 2009).
Current models to address this problem are one-
dimensional and treat the turbulent, magnetized nature
of the medium in a very crude way (Fabian & Pringle
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1977; Gilfanov & Syunyaev 1984; Chuzhoy & Nusser
2003; Chuzhoy & Loeb 2004; Peng & Nagai 2009;
Shtykovskiy & Gilfanov 2010). This usually amounts
to parametrize the presence of magnetic fields so that its
main effect is to slow down the sedimentation process at the
same rate at all radii. The advantage of these kind of models
is that they can be evolved for long timescales. In general
terms they predict helium profiles that peak off-centre when
the (fixed) temperature profile is typical of cool-core clusters
(Peng & Nagai 2009).
The approach employed, however, does not allow to take
into consideration the fact that the weakly-collisional nature
of the ICM renders its properties anisotropic due to ineffi-
cient transport across the magnetic field. When the effects of
anisotropic heat conduction, viscosity and particle diffusion
are considered, with given initial thermal and composition
profiles, a wide variety of instabilities, which are absent in
one-dimensional settings, can play an important role in the
plasma dynamics (Balbus 2000, 2001; Quataert 2008; Kunz
2011; Pessah & Chakraborty 2013).
Ideally, it would be desirable to evolve, in a global setting,
the system of equations that describes the evolution of the
thermal and composition gradients of a weakly-collisional
plasma (with initial cosmic composition) in the potential well
of a dark-matter halo. In lieu of pursuing this arguably daunt-
ing task at once, we have opted to analyze this problem by
developing a better understanding of the plasma dynamics
using a number of approximations, which can in principle be
relaxed in future studies:
i) We have adopted as a working model a binary mix-
ture composed of hydrogen and helium in the kinetic-MHD
approximation with Braginskii viscosity (Braginskii 1965;
Pessah & Chakraborty 2013). This approach is known to be
subject to small-scale instabilities that need to be dealt with
appropriately in numerical simulations (Schekochihin et al.
2005; Kunz et al. 2012). The firehose and mirror instabilities
can be more accurately captured using hybrid particle-in-cell
codes where the ions are treated as particles and the electrons
are treated as a fluid (see for instance Kunz et al. 2014). Stud-
ies of the firehose and mirror instabilities normally assume
a hydrogen plasma. Extending such simulations in order to
study the kinetics of a multispecies plasma might therefore
give new insights on how to incorporate microscale instabil-
ities in kinetic MHD simulations of binary mixtures.
ii) We have simplified the geometry of the problem by con-
sidering a plane-parallel atmosphere. This approach has been
applied with success in a wide variety of astrophysical set-
tings. Its accuracy depends on the phenomena under study
having radial scales that are smaller than the fiducial radius
at which the model is adopted. We have improved on our pre-
vious work (Pessah & Chakraborty 2013; Berlok & Pessah
2015, 2016), in which the domain under considerations were
local in both radius and azimuth, and developed a quasi-
global approach, extending previous work in homogeneous
settings (Latter & Kunz 2012; Kunz et al. 2012). This en-
abled us to consider domains that are not necessarily small
compared to the thermal scale height at the fiducial radius.
iii) The helium concentration profile in galaxy clusters
is unfortunately not directly observable (Markevitch 2007).
In order to construct our model atmospheres we relied
on current one-dimensional helium sedimentation models
(Peng & Nagai 2009). By considering these as initial con-
ditions, we investigated the evolution of a number of insta-
bilities that feed off the gradients in temperature and com-
position in the inner regions as well as the outskirts of the
ICM. This approach assumes that the timescales for the evo-
lution of the temperature and composition profiles are long
compared to the timescales for the instabilities to grow sig-
nificantly (Berlok & Pessah 2015). While this seems to be
a reasonable assumption, the fact that the large scale gra-
dients, from which the instabilities feed off, are unable to
evolve prevents us from understanding how the instabilities
interact with the processes that drive their evolution at a more
fundamental level (Burgers 1969; Bahcall & Loeb 1990).
While our approach cannot directly predict the evolution of
the helium distribution in the ICM, we have been able to learn
a few interesting things about how composition gradients can
influence the dynamics of the weakly-collisional medium.
In the inner region of the ICM, the nonlinear evolution of
our model shows that helium rich material, initially at the
top of the atmosphere, will fall down onto the inner core
of the cluster. The relevant timescale for mixing to occur
is of the order of a few Gyrs. It is important to emphasise
that this process cannot be attributed to standard convection
driven by composition gradients since the Ledoux criterion
(Ledoux 1947) is fulfilled in the model atmospheres we em-
ployed. The driving mechanism is the generalisation of the
heat-flux driven buoyancy instability HBI, which we have
termed the heat- and particle-flux-driven buoyancy instabil-
ity (HPBI). We analysed in some detail the effects that the
evolution of the magnetic fields has on the thermal conduc-
tivity of the plasma to assess whether composition gradients
can alleviate the core insulation observed in homogeneous
settings (Parrish & Quataert 2008). Beyond a few Gyrs, the
average inclination angle of the magnetic field is close to
∼ 45◦ resulting in an averaged Spitzer parameter higher by
about 20% than the value obtained in a corresponding homo-
geneous simulation. The distribution of composition is more
patchy in the simulations where Braginskii viscosity is in-
cluded because it can inhibit mixing at smaller scales. The
main conclusions described here however seem to be rather
insensitive to Braginskii viscosity when composition is aver-
aged along the azimuthal direction.
We also investigated the dynamics of the outskirts of the
ICM, where both the temperature and the composition are
expected to decrease with increasing radius (Vikhlinin et al.
2006; Peng & Nagai 2009). In this case, the mechanism driv-
ing instabilities is the generalisation of the magneto-thermal
instability (MTI), which we have termed the magneto-
thermal-compositional instability (MTCI). The shallower
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gradients characterising current models imply that the insta-
bilities evolve slowly and there is not enough time for them
to evolve in the strong non-linear regime even after several
Gyrs. Therefore, in the outskirts of the cluster, the instabili-
ties are rather inefficient at erasing the composition gradients.
This mismatch between fast growing instabilities in the in-
ner core and rather slow instabilities in the outskirts could
imply that compositions gradients in cluster cores might be
shallower than predicted by one-dimensional models. One
could speculate about the long-term outcome of the interplay
between the various competing processes, but it seems to be
safer to develop more self-consistent models in which the in-
stabilities can develop in a global setting where the physics
driving helium sedimentation is accounted for. One alter-
native, intermediate step in developing these models could
consist of using the type of numerical simulations we have
employed here to develop more physically motivated effec-
tive models for mixing that can be incorporated in improved
one-dimensional models.
The weakly-collisional, magnetized nature of the ICM is
likely to have an impact on the long-term evolution of the
gas dynamics, including the issue of whether helium can sed-
iment efficiently. Our work constitutes the first few steps in
this direction. More quantitative statements will demand im-
proved models that incorporate the physics driving the sed-
imentation process while simultaneously accounting for the
anisotropic transport properties of the medium.
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