features which can properly maintain the structure of the data such as the existing data clusters. Data structure or data clusters must not change during feature reduction. In sparse k-means [10, 15] , in order to maintain data clusters as more as possible, those features are selected which decrease intra-cluster distance of the data compared to pair-wise distance between pairs of data. Unfortunately, the number of selected features can not be determined explicitly by the user in this method.
In this article, with regard to the success of k-means-based clustering methods [19, 20, 21] , a feature reduction method is presented based on wk-means [22] . More specifically, firstly, data features are weighted using wk-means method. A feature with a high weight is not a better feature for clustering than a feature with a low weight, necessarily, and the weight of a feature only change feature range for better clustering. Then, by using a novel mathematical model, a group of weighted features with the least effect on data clusters are eliminated and the remaining features are selected as the output of the proposed feature reduction method. Contrary to sparse k-means, the number of selected features is explicitly determined by the user in our proposed method. Experimental results on four real datasets show that the accuracy of clustering by wk-means after feature reduction by the proposed method is better than that of sparse k-means, PCA and LLE.
In continue, the prerequisites of the research are explained in section 2. The proposed feature reduction method is presented in section 3. By using four real datasets, the proposed method is compared experimentally with three related feature reduction methods in section 4. Finally, in section 5, conclusion is drawn.
Prerequisites 2.1 K-means
Consider training data set X = {x 1 , x 2 , … , x n } which must be grouped into c clusters, where x i ∈ R m , and m is data dimension. K-means clustering model is as follows: min
= 1, i = 1,2, … , n; u ik ∈ {0,1}, i = 1,2, … , n; k = 1,2, … , c. (1) where z k is k -th cluster center, u ik is the membership degree of i -th data to k -th cluster, and
. The aim of the k-means model is determination of cluster centers in a way that the summation of distance between each data cluster and its corresponding cluster center is minimized. The first constraint of the k-means model states that each data must belong only to one cluster. Clustering is NP-Complete. Algorithm 1 is an iterative algorithm which tries to obtain a local optimum of the k-means model. 
Wk-Means
The wk-means model is as follows: , k = 1,2, … , c; u ik ∈ {0,1}, i = 1,2, … , n; k = 1,2, … , c; w kj ≥ 0, k = 1,2, … , c; j = 1,2, … , m. (2) where w kj is the weight of j-th feature of k-th cluster which is determined during the clustering or optimization process. Indeed, the optimization model (2) assigns a higher weight to a feature with smaller range. In other words, this model changes the feature ranges or the clusters shapes by feature weighting such that data to be clustered better. The hyperparameter β controls the relation between feature weight w kj and the term (x ij − z kj ) 2 . If β = 1, only the weight of one feature of each data cluster becomes non-zero. Algorithm 2 is an iterative algorithm which tries to obtain a local optimum of the wk-means model.
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Algorithm 2: wk-means algorithm. 1. Initialize cluster centers ( ) and weights ( ). 2. Fix cluster centers ( ) and weights ( ), and then obtain the optimal membership values ( ) of wk-means model by using the following equation:
3. Fix cluster centers ( ) and membership values ( ), and then obtain the optimal weights ( ) of wk-means model by using the following equation:
4.
Fix membership values ( ) and weights ( ), and then obtain the optimal cluster centers ( ) of wk-means model by using the following equation:
5. Repeat steps 2-4 until convergence condition is met.
Our proposed method
Our proposed feature reduction method has two phases. In the first phase, the data are clustered using wk-means method. Wk-means assigns a different weight to different cluster features. Therefore, it changes the range of cluster features or the cluster shapes for better clustering. In the second phase and after determining the optimal weight of each cluster feature, S features of data clusters are selected using the following model in a way that the minimum amount of change occurs in clustering or in the objective function of wk-means model: min
where is the -th feature of k-th cluster which was previously obtained by wk-means model. ̃ is a feature selection variable. If ̃= 1, j-th feature of k-th cluster is selected, otherwise it is eliminated. Algorithm 3 is proposed for solving the model (3).
Algorithm 3: our proposed algorithm. 1. Initialize cluster centers ( ) and feature selection variables (̃). 2. Fix cluster centers ( ) and feature selection variables (̃), and then obtain the optimal membership values ( ) of the model (3) by using the following equation:
where 
where
and Smin is S-th smallest value. 4. Fix feature selection variables (̃) and membership values ( ), and then obtain the optimal cluster centers ( ) of the model (3) by using the following equation:
Each of the algorithms 1-3 terminates when cluster centers do not change. In continue, the correctness of each step of algorithm 3 is proved. Theorem 1. If cluster centers (z) and feature selection variables (̃) are fixed, the optimal solution of the model (3), i.e. the optimal membership values ( ), can be obtained by using Eq. (4).
Proof.
If cluster centers (z) and feature selection variables (̃) are fixed, the model (3) is transformed into the following model:
subject to { ∑ =1 = 1, = 1,2, … , ; ∈ {0,1}, = 1,2, … , ; = 1,2, … , . (9) The model (9) can be written as the summation of n sub-models, i.e. as follows:
Consider the -th sub-model:
subject to { ∑ =1 = 1; ∈ {0,1}, = 1,2, … , .
According to the constraints of this sub-model, only and only one member of the set { } =1 is equal to 1 and all others are zero. Therefore, in order to minimize the objective function of the model (11), = 1 if its coefficient in the objective function of the model, i.e. = ∑= 1 ( 1 − ) 2 , is the minimum of the set { } =1 .
End of proof. 
The model (12) can be written as the summation of c sub-models, i.e. as follows: 
According to the constraints of this sub-model, only and only S member of the set {̃} =1 is equal to 1 and all others are zero. Therefore, in order to minimize the objective function of the model (14) , ̃= 1 if its coefficient in the objective function of the model, i.e.
= ∑ ( − ) 2 =1
, is one of the S minimum values of the set { } =1 .
End of Proof.
Theorem 3. If feature selection variables (̃) and membership values ( ) are fixed, the optimal solution of the model (3), i.e. the optimal cluster centers ( ), can be obtained by using Eq. (8) .
Proof.
If feature selection variables (̃) and membership values ( ) are fixed, the model (3) is transformed into the following unconstrained model: (15) We have at the optimal solution of the model (15)
End of Proof.
Experimental results
In this section, the proposed feature reduction method is compared with sparse k-means, LLE and PCA by using the following real dataset of UCI repository:  Wine: contains 3 clusters, 178 data and 13 features. In each experiment, one of the mentioned feature reduction methods was applied on a real datasets, then the obtained dataset was clustered using wk-means method, and finally its accuracy was reported. The hyper-parameter of wkmeans model was set to 6.
Clustering and clustering based feature reduction results depend severely to initial cluster centers which are selected randomly. Therefore, each experiment was repeated 20 times, and mean and standard deviation of accuracy was reported in Table 1 . The best feature reduction method for each dataset was bolded in Table 1. Table 2 shows the clustering accuracy without the feature reduction phase. Table 1 Accuracy of clustering by using wk-means after feature reduction by using LLE, PCA, sparse K-means, and the proposed method (%). [23] , and the ranking criterion must be used for comparison [24] as follows: According to Table 1 , the accuracy of the proposed method is better than PCA, LLE and sparse k-means for 13, 13 and 12 cases out of 18 cases, respectively. Therefore, the proposed method is more accurate than the three other methods.
The mentioned experiments were performed using 64-bit 2.5GHz Core i5 CPU with 6GB RAM. Table 3 shows the running time of the mentioned feature reduction methods. According to Table 3 , it can be stated that the speed of the proposed method is better than that of LLE, whereas it is worse than that of PCA and sparse k-means.
Conclusion
In this article, with regard to the success of k-means-based clustering methods, a feature reduction method is presented based on wk-means. Contrary to related method such as sparse k-means and sparse fuzzy c-means methods, the number of selected features is explicitly determined by the user in our proposed method. Experimental results on four real datasets showed that:
• Feature reduction could sometimes enhance the clustering accuracy of Parkinson, Verteberal2 and Verteberal3 datasets. Indeed, feature reduction can enhance data analysis if there are irrelevant feature in data.
• The accuracy of the proposed method is better than that of PCA, LLE and sparse k-means for 13, 13 and 12 scenarios out of 18 scenarios, respectively. Therefore, the proposed method is more accurate than the three other methods.
• The speed of the proposed method is better than that of LLE, whereas it is worse than that of PCA and sparse kmeans.
Our proposed model is based on k-means clustering not a fuzzy clustering model. In future, the fuzzy version of our proposed model is studied.
