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I. INTRODUCTION
A LINEAR scrambler is usually used in a communication system to convert a data bit sequence into a pseudorandom sequence that is free from long strings of 1 s and 0 s. It is easy to implement with a wide variety of scrambler polynomials to choose from and the choice of which one to use has relatively little impact on the performance of the communication system. However, basing on the scrambler reconstruction technique detailed in [1] , it is found in [2] that not all scrambler polynomials offer equal protection against reconstruction. In this work, we examined further the reconstruction of the feedback polynomial of a linear scrambler assuming the source bits are being encoded with forward error correction coding before being scrambled. The findings of this work are envisaged to aid the design of secured digital communication systems implemented in a flexible platform such as software defined radio (SDR). Our results point out what can be done to prevent reconstruction of a communication system; for example, various scrambler reconstruction techniques were proposed in [1] - [5] . The proposed approach will also add to the plethora of techniques for designing an intelligent receiver which can adapt itself to the different building blocks of the transmitter such as those proposed in [6] - [8] . It is also an extension of the results and findings on recovery of error-correcting codes Manuscript which include linear block codes [9] - [11] and convolutional codes [12] - [16] . There are generally two types of linear scrambler, namely synchronous scrambler and self-synchronized scrambler. Both types of scrambler usually consist of a LFSR whose output sequence is combined with the input sequence and the result is the scrambled sequence , i.e.,
where denotes modulo 2 summation. In this paper, for simplicity, only synchronous scramblers are considered. Reconstruction of a synchronous scrambler consists of reconstructing the feedback polynomial of the LFSR as well as its initial state. When some input and scrambled bits are known, the Berlekamp-Massey algorithm [3] can be used to reconstruct the feedback polynomial of the LFSR. In [4] , a method is proposed to estimate the initial state of the LFSR from the scrambled sequence only, and by assuming that the feedback polynomial of the LFSR is also known. Recently, in [1] , an algorithm is proposed by Cluzeau for reconstructing the feedback polynomial of the LFSR by only using the scrambled sequence. In the following, this algorithm will be referred to as Cluzeau's algorithm. Although Cluzeau's algorithm is much more efficient than the brute force search algorithm in the recovery of the feedback polynomials of the LFSR, it is based on the critical assumption that the source bits, which XOR directly with the outputs of the LFSR, are distributed with a biased probability Pr , where . Although this assumption usually holds for natural sources, when the source bits pass through a channel encoder before they are scrambled, the bias existing in the bit sequence might become very small. Consequently, the number of bits required to do the reconstruction becomes exorbitantly large. To deal with this problem, in this paper, a scheme is proposed to use the property of "dual words", which are orthogonal to the codewords generated by the channel encoder, instead of the bias existing in the encoded bit sequence, to achieve reconstruction of the scrambler. It can be observed that by using the proposed scheme, the number of bits required for reconstruction is reduced drastically.
The paper is organized as follows. In Section II, Cluzeau's algorithm is reviewed. In Section III, the bias existing in the encoded bit sequence after a channel encoder is analyzed. In Section IV, the scheme to recover the feedback polynomial as well as the initial state of the LFSR in a linear scrambler placed after a channel encoder is proposed. In Section V, the problem of reconstruction of the scrambler in the presence of channel noise is investigated. Some security propositions are given in the concluding section in Section VI. 
II. CLUZEAU'S ALGORITHM FOR RECONSTRUCTING A SYNCHRONOUS SCRAMBLER
In a synchronous scrambler, is generated independently of and , as shown in Fig. 1 . Instead of brute force searching for the feedback polynomial directly, Cluzeau's algorithm searches for sparse multiples of with the degree of the sparse multiples varying from low to high. After two multiples of are detected, it returns the nontrivial greatest common divisor (gcd) of the two detected multiples as the detected feedback polynomial. The determination of whether a sparse polynomial is a multiple of or not is based on a statistical test on the absolute value of a variable , which is given by (2) where is a modulo 2 summation of scrambled bits, i.e., , , and is the number of bits required for the reconstruction. Let . When is a multiple of , we have
since and . According to the statistical analysis results given in [1] , is biasedly distributed with Pr , if the input bits are biasedly distributed with Pr , where . Consequently, the value of , i.e., , is Gaussian distributed with the mean value given by (4) and the variance [5] given by (5) It can also be shown that when is not a multiple of , Pr
, implying that has a Gaussian distribution with the mean value 0 and the variance . The two distributions are depicted in Fig. 2 .
From Fig. 2 , it can be observed that when the two distributions of have a small enough intersection, a threshold can be used to determine whether is a multiple of , i.e., when , is not a multiple of ; otherwise, is a multiple of . The threshold and the number of bits required for the reconstruction depend on two factors, i.e., the false-alarm probability and the nondetection probability . Let (6) and (7) where denotes the normal distribution function. From (6) and (7), it can be derived that the threshold is (8) and the number of bits required for the reconstruction is (9) where is the normalized upper bound of , which is given by (10) More detailed description of Cluzeau's algorithm can be found in [1] and [5] .
III. BIAS AFTER CHANNEL ENCODER
In many communication systems, error correcting codes are used to combat errors introduced by the communication channel. In this work, we considered the case when the channel encoder is placed between the source and the scrambler as shown in Fig. 3 .
In the following, the bias existing in the encoded bit sequence after a channel encoder will be analyzed. Two commonly used error correcting codes are considered, i.e., linear block code and convolutional code.
A. Bias of a Bit Sequence After a Linear Block Encoder
Generally, for a binary linear block code , where is the number of information bits and is the number of coded bits, a generator matrix can be defined by the following array:
. . . . . . 
Any encoded bit can be written as a linear binary summation of the message bits, i.e., (13) Suppose the source bit sequence is produced by a biased and memoryless source with bias , and the number of nonzero terms (the weight) in the th column of is , then the probability that is given by (14) According to (14) , the bias existing in the th encoded bit is . As and , we have .
TABLE I BIAS AFTER SOME BCH ENCODERS
The bias existing in the whole encoded bit sequence, , can be expressed by (15) From the above equation, it can be observed that the bias existing in the encoded bit sequence is less than or equal to the bias existing in the bit sequence before the encoder. Consider the systematic encoder, for which and . The bias existing in the encoded bit sequence can be roughly estimated by (16) To verify (16) , the bias existing in the bit sequences of the output of the BCH encoders are obtained by computer simulations and results are shown in Table I . In each simulation, a bit sequence which contains information bits is input into a BCH encoder (systematic encoder) and the simulation is repeated 100 times. The bias existing in the bit sequence before the encoder is set to 0.1. From Table I , it can be observed that the bias after the BCH encoder determined by the simulation results matches very well with that computed by (16) . TABLE II BIAS AFTER SOME RATE 1/2 CONVOLUTIONAL ENCODERS Supposing the bit sequence at the th input of the convolutional encoder is , the bit sequence at the th output is given by (19) where is the convolution operation. Suppose the number of nonzero terms in is , then the bias of the whole encoded bit sequence, , can be expressed as (20) To verify (20) , the bias existing in the bit sequences after some optimum rate 1/2 convolutional code encoders [17] are obtained by computer simulations and results are shown in Table II . In each simulation, a bit sequence which contains 1,000,000 information bits is input into a convolutional encoder and the simulation is repeated 1000 times. The bias existing in the bit sequence before the encoder is assumed to be 0.1.
B. Bias of a Bit Sequence After a Convolutional Encoder
From Table II , it can again be observed that in general, the bias existing in the bit sequence after the sequence has passed through a convolutional encoder is very low as is normally .
IV. RECONSTRUCTION OF THE SCRAMBLER AFTER
A CHANNEL CODE
In the last section, our analysis shows that after passing through a channel encoder, the bias existing in the bit sequence drops, especially when convolutional codes are used. In this section, a novel scheme for reconstruction of the feedback polynomial and initial state of the LFSR in a scrambler which is placed after a channel encoder is proposed. This scheme exploits the property of dual words instead of the bias existing in the encoded bit sequence. In the following, the reconstruction of the scrambler placed after a linear block code will be considered first and after that, the proposed scheme will be extended to the case of convolutional code.
A. Reconstruction of the Scrambler After Linear Block Code 1) Reconstruction of the Feedback Polynomial of the LFSR:
Consider a binary linear block code with generator matrix
. Rows in form a basis for . The parity-check matrix for is a matrix whose rows span the dual code , i.e.,
. . .
and . , denote rows in and they are called dual words of .
To use the property of dual words to reconstruct the feedback polynomial of the LFSR, firstly, the received bit sequence is divided into blocks , with each block containing bits, i.e., . Then, a new sequence can be generated, in which each bit is the dot product of with a dual word, say , as shown in Fig. 4 . From Fig. 4 , it can be seen that . . . 
As is a dual word, cannot be all 0. Therefore, only holds when , i.e., . It means is a multiple of the feedback polynomial . It is interesting to note that since the encoded bits are removed according to (24), the sequence can be taken as a combination of some th decimated sequences of the original sequence produced by the LFSR. Some properties of such a decimated sequence have been found in [19] . Actually, proposition 1 can also be proved by using properties of the decimated sequence proposed in [19] .
From Proposition 1, it can be observed that when the sequence is obtained, Cluzeau's algorithm, with only minor changes, can be applied to to find the feedback polynomial of the LFSR. In the following, the scheme to determine the feedback polynomial of the LFSR in a scrambler placed after a channel encoder is described: 1) Divide the received bit sequence into blocks , with each block containing bits. 2) Generate a new bit sequence , in which each bit is the dot product of the received block with a dual word. 3) For , , compute the number of bits in , , required for the summation of . How to compute will be described later. Let . The scheme proposed above is based on the fact that if is a multiple of the feedback polynomial, will always be 0 for varying from to , and therefore, the value of should be . If is not a multiple of the feedback polynomial, Pr and will be Gaussian distributed with the mean value 0 and the variance . The distribution of is shown in Fig. 5 .
Similar to Cluzeau's algorithm, the number of bits in used in the summation of , will affect the false-alarm probability and nondetection probability . As shown in Fig. 5 , the value of is always equal to when is a multiple of . That means when the proposed scheme is used. The false-alarm can happen only when but is not a multiple of , and the probability is given by . The total number of bits in used in the reconstruction is . According to (22) and Fig. 4 , each bit in is a dot product of a dual word with a received block consisting of bits. Therefore, the total number of bits required by the proposed scheme is (32)
Comparing (32) with (9), it can be observed that the number of bits required to do the reconstruction by the proposed algorithm does not depend on the bias anymore. Obviously, when is small, it is most probably that . To show this fact clearer, the proposed algorithm is applied to reconstruct some feedback polynomials of LFSR in synchronous scramblers placed after different linear block codes. The number of bits required by the proposed algorithm are shown in Table III . The number of bits required by Cluzeau's algorithm are also shown in Table III for comparison. In the simulation, it is assumed that the bias existing in the bit sequence before the block encoder is 0.1 and . For Cluzeau's algorithm, it is assumed that and . For the proposed algorithm, it is assumed that , which will lead to and . From Table III , it can be observed that the number of bits required by the proposed algorithm to do the reconstruction is much lower than that required by Cluzeau's algorithm, especially when Hamming (7,4) code is used. This is because the property of the dual word is exploited by the proposed algorithm instead of the bias in the encoded bit sequence. Since the code rate of Hamming (7, 4) code is the lowest among the 3 types of codes shown in Table III , the bias existing in the encoded bit sequence is also the lowest, and the number of bits required to do the reconstruction is the longest when Cluzeau's algorithm is used.
It should be noted that in Table III , the gcd of the two detected multiples is normally not the feedback polynomial but a multiple of the feedback polynomial. Suppose the gcd of the two detected multiples is . To find the correct feedback polynomial, is firstly factorized. The correct feedback polynomial can then be found by descrambling the bit sequence by using each polynomial factor of respectively, and see which one would lead to a descrambled bit sequence that satisfies the condition that the dot product of each codeword in the sequence with the dual words , equals to 0. For example, the first two detected multiples in Table III are and . Their gcd is , which is the product of 3 polynomial factors , and . After descrambling the bit sequence by each polynomial factor, it is found that only leads to a sensible descrambled sequence. Hence, it is the correct feedback polynomial.
2) Reconstruction of the Initial State of the LFSR:
After the feedback polynomial of the LFSR is determined, to descramble the received bit sequence, the initial state of the LFSR needs also to be recovered. In the following, a scheme to determine the initial state of the LFSR is described. This scheme is similar to the scheme proposed in [4] , which also uses the encoder redundancy to determine the initial state of the LFSR.
Suppose the feedback polynomial of the LFSR is denoted by , where is the degree of the feedback polynomial and , then the output of the LFSR at time index is (33) In many cases, there are more than one dual word for an error correcting code. According to (41), for the same feedback polynomial and different dual words, the matrices are different. For each and vector , an initial state can be obtained by using (42). Obviously, if the feedback polynomial is the true feedback polynomial of the LFSR, obtained from (42) are the same no matter which dual word is used. Otherwise, obtained from different dual words are most likely to be different. This property can be used to determine the correct feedback polynomial of the LFSR without descrambling the bit sequence.
B. Reconstruction of the Scrambler After a Convolutional Code
Similar to linear block code, the generator matrix of a convolutional code generates a vector space of dimension over the finite field . This vector space has an orthogonal space of dimension and any element in this space satisfies the property: . can therefore be "translated" into a "dual word". Suppose where or . The binary vector of length will be the corresponding dual word. After the dual word is obtained, the rest of the steps for reconstruction of the feedback polynomial and initial state of the LFSR are the same as those used for the linear block code. The only difference is that the received bit sequence is not divided into blocks. In fact, the dual word will be orthogonal to any segment of bits in the coded sequence, when the starting offset of the bits is or a multiple of . An example of the dot product of the dual word of a convolutional code with the received bit sequence is shown in Fig. 6 .
In Fig. 6 , the convolutional code is a (2,1,5) convolutional code with generator matrix [11011 11001]. It is found that the dual word of the convolutional code is 1101001111. As shown in Fig. 6 , is generated by making a dot product of the dual word with 10 bits in the coded sequence at time index . For every increase of the time index , the starting offset of the 10 bits will be increased by bits. To see the effect of the proposed algorithm clearer, it is used to reconstruct some feedback polynomials of LFSR in synchronous scramblers placed after different convolutional codes with optimum distance spectrum [18] . The multiples detected and the number of bits required by the proposed algorithm are shown in Table IV . The number of bits required by Cluzeau's algorithm are also shown in Table IV for comparison. The setting of parameters for the simulation are the same as before.
From Table IV , it can be observed that the reduction of the number of bits required to do the reconstruction is very significant. This is because firstly, as described previously, the bias existing in the bit sequence after the sequence has passed through a convolutional encoder is very low, and consequently is very big according to (9) . Secondly, for convolutional code, the value of is usually very small ( 10), and consequently is small according to (32). Therefore, the proposed scheme is the most suitable for convolutional code as the number of bits required by it to do the reconstruction is very small.
V. RECONSTRUCTION OF SCRAMBLER WHEN CHANNEL NOISE IS PRESENT
In the previous sections, it is assumed that the channel is noiseless, i.e., there is no error in the received bit sequence. In practical situations, there is usually noise in the channel and some of the received bits will be wrong, as shown in Fig. 7 . When channel errors are present, the dual words are no longer completely orthogonal to the received encoded bit sequence and the scheme proposed in Section IV cannot be applied directly.
Suppose the channel is modelled as a binary symmetric channel (BSC). The probabilities that the channel error is equal to 1 and 0 are Pr and Pr respectively. Let , where is the weight of the dual word and ( is the channel crossover probability).
Proof: For linear block codes, can be written as (47) Similarly,
Therefore, . . .
According to the property of the LFSR, when is not a multiple of , and as Pr , it is apparent that Pr . When is a multiple of , for any and we have
In (50), is a modulo 2 summation of channel errors , where is the weight of the dual word. Similar to (14) , it can be derived that (51) For convolutional codes, similarly, is a modulo 2 summation of channel errors . However, according to Fig. 6 , some of the channel errors might be overlapped; therefore, we have
, where is the number of bits in required for the reconstruction when noise is present. According to Proposition 2 and the scheme described in Section IV, when is not a multiple of , is Gaussian distributed with the mean value 0 and variance . Similar to the derivation of the distribution of [5] , when is a multiple of , it can be derived that is Gaussian distributed with the mean value and variance . Therefore, the algorithm proposed in Section IV can still be used with a minor change in Step 4, i.e., a threshold can be used to determine whether is a multiple of the feedback polynomial. Similar to Cluzeau's algorithm described in Section II, when the false-alarm probability and the nondetection probability are given, the threshold can be determined by (53) where (54) and (55) From (54) and (55), it can be derived that the total number of bits used in the reconstruction is given by (56) In Figs. 8 and 9 , the numbers of bits required for reconstruction when channel noise is present are shown for different error correcting codes and channel error probabilities. It is assumed that , and . The feedback polynomial is assumed to be . From Figs. 8 and 9 , it can be observed that the number of bits required to do the reconstruction when channel noise is present is larger, as compared with that required in a noiseless condition. The larger the channel error probability, the larger the number of bits required to do the reconstruction. Another factor which affects the number of bits for the reconstruction is the dual word weight . Obviously, with the increase of , the number of bits required will increase accordingly, especially when the channel error probability is large. Therefore, for the same error correcting code, the dual word of minimum weight is the best choice for the reconstruction.
In practical situations, the number of bits available for reconstruction is usually limited. In that case, the false-alarm proba- bility or the nondetection probability will be affected. Suppose the number of bits in available for reconstruction is and the false-alarm probability is determined in advance, i.e., is determined in advance. The threshold is then given by (57) and the nondetection probability can then be calculated by (58) Fig. 10 . Nondetection probabilities versus the number of bits available for reconstruction.
In Fig. 10 , the nondetection probabilities versus different number of bits available for reconstruction are plotted. It is assumed that , and the feedback polynomial is . For recovering the initial state of the LFSR when noise is present, some known techniques, such as those proposed in [20] , [21] , can be used.
VI. CONCLUSION
In this paper, the problem of reconstruction of the LFSR in a linear scrambler placed after a channel encoder is studied. The existing algorithm, i.e., Cluzeau's algorithm, is very promising in reconstructing the feedback polynomial based on the assumption that the source bits are biasedly distributed. However, after passing through a channel encoder, the bias (relative numbers of 1 s and 0 s) in the bit sequence drops, especially when a convolutional code is used, and the number of bits required by Cluzeau's algorithm will become exorbitantly large. In this paper, a new scheme which, instead of relying on the bias in the bit sequence, uses the orthogonality between the dual words and codewords generated by the channel encoder is studied. Our analysis shows that by using this proposed scheme, the feedback polynomial can be reconstructed much faster, as the number of bits required to do the reconstruction is reduced greatly, especially when convolutional codes are used as the error correcting codes. When channel noise is added, the above scheme can still be used to perform reconstruction, as long as the number of bits used to do the reconstruction is increased accordingly. It is noted that the larger the channel error probability, the larger the number of bits required to do the reconstruction.
Based on the above results, it is clear that scrambling the source bits before applying the FEC offers better protection against scrambler reconstruction when all else being equal.
Secondly, it has been shown that for a linear block code, the bias of the binary bits stream before scrambling can be approximated by the product of the bias of the source bits and the code rate (16) . For convolutional encoder, the resultant bias is much lower (20) . However, using dual words of the encoder, our results show that a convolutional code-linear scrambler pair is a much weaker pair compared with a linear block code-linear scrambler pair. This is because any shift of a multiple of bits of a dual word is orthogonal to the coded sequence, and for most practical convolutional code, is typically a small number.
The work presented in this paper is focused on determining the scrambler polynomial assuming dual word is known and word synchronization has been achieved a priori. A more challenging reconstruction problem would be to reconstruct both the code and the scrambler at the same time. One possible solution to this problem is to incorporate a scheme which recovers the code's length and achieves synchronization without considering the scrambler, such as schemes proposed in [10] , [11] into the scheme proposed in this paper. For example, for a short linear block code or a convolutional code, an exhaustive search can be used to test all possible dual words and generate all possible . Obviously, after applying the scheme proposed in Section IV-A to , in noiseless case, only the generated by the correct dual word will lead to two different distributions of as shown in Fig. 5 . In a noisy condition, the situation is similar. For longer block codes, more sophisticated schemes need to be used for recovering both the code and the scrambler at the same time. Finally, the weight of the dual word plays a key part in the reconstruction, as low weight dual words are easier to be found and in noisy condition, low weight dual words lead to fewer bits required for the reconstruction. Therefore, one might consider using error correcting codes which do not have low weight dual words. How to find such codes is also an interesting topic for future work.
