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Eine Hybride Architektur tür Mehragenten-Systeme 
Übersicht 
Afsaneh Haddadi, Birgit Burmeister 
Daimler-Benz AG, Forschung Systemtechnik 
Alt-Moabit 91 b, W-1000 Berlin 21 
afsaneh@DBresearch-berlin.de 
Gegenwärtig wird in der Verteilten Künstlichen Intelligenz heftig diskutiert, ob ein Agent eher 
als reflektiven oder als reaktives System aufgefaßt werden sollte. In der reflektiven Sichtweise 
muß der Agent explizit über "mentale" Zustände (Wissen, Annahmen, Ziele) verfügen um über 
Ziele und Pläne räsonieren zu können. In der reaktiven Sichtweise dagegen bildet sich das 
angemessene Verhalten aus einem einfachen Reiz-Antwort Schema heraus. In jüngster Zeit 
werden sogenannte hybride Agenten-Architekturen diskutiert, in denen sowohl reaktives als 
auch reflektives Verhalten modelliert wird. Die meisten der vorgestellten Systeme betreffen 
aber einen einzelne Agenten und sein Verhalten in dynamischen Umgebungen .. ln diesem 
Beitrag wird eine hybride Architektur vorgestellt, die zusätzlich berücksichtigt, daß im Umfeld 
eines Agenten weitere Agenten mit weitgehend unvorhersehbarem Verhalten existieren. 
Diese Architektur ist im Rahmen des eOSY Projekts entstanden. 
1 Einleitung 
Diskussionen in der DAllaufen derzeit immer wieder auf die Frage hinaus, ob ein Agent 
eher eine reflektive oder reaktive Architektur haben sollte. Anhänger der "Reflektiven 
Schule" vertreten die Auffassung, daß die einen Agenten auszeichnende Autonomie 
und Rationalität sinnvoll nur dadurch charakterisiert werden können, daß der Agent 
explizit über mentale Zustände (Wissen, Absichten, Ziele) verfügt. Gemäß der 
"Reaktiven Schule" bildet sich dagegen sinnvolles Verhalten eines Agenten aus einem 
einfachen Reiz-Antwort Schema heraus. Die Wahrheit liegt wohl, wie immer, in der 
Mitte: Gefragt sind hybride Systeme, die über ein ausgewogenes Maß sowohl 
reflektiver als auch reaktiver Fähigkeiten verfügen. 
Als Vorläufer der reflektiven Architekturen können klassische Planungssysteme wie 
STRIPS [Fikes/Nilsson 71] angesehen werden. Bei diesen Systemen wird ein Plan zur 
Erreichung eines gewünschten Zielzustands zunächst detailliert ausgearbeitet und 
dann erst ausgeführt. Klassische Planungssysteme setzen eine statische, sich außer 
durch die Aktionen des Planers nicht verändernde, Umwelt voraus ("static world 
assumption" [Sanborn/Hendler 88]) und sind daher nicht für komplexe 
hochdynamische Umgebungen geeignet. In solchen Umgebungen kann durch die 
Überbetonung der Planungsphase nicht in angemessener Zeit auf Veränderungen der 
Umgebung reagiert werden. Planungssysteme in dynamischen Umgebungen müs~en 
in der Lage sein, den Planungsprozeß zu unterbrechen, um einen Kompromiß 
zwischen der benötigten Planungs- und Ausführungszeit zu finden, oder einen Plan zu 
überarbeiten sowie den Planungsprozeß vollständig zu beenden und einen gänzlich 
neuen Plan zur Erreichung eines neuen Zielzustandes zu erarbeiten [Georgeff/Lansky 
87]. 
Es wurde ei ne Reihe von Systemen entwickelt, die die oben genannten Problem 
angehen, z.B. Incremental Planning [Durfee/Lesser 86], in dem Planung und 
Ausführung miteinander verwoben werden, die Ausführung von Aktionen überwacht 
und mit der so gewonnenen Information ein Plan modifiziert wird. Obwohl diese 
Systeme für dynamische Umgebungen besser geeignet sind als die klassischen 
Planer, stoßen sie an ihre Grenzen in Domänen, in denen ein ständiges Neu-Planen 
erforderlich ist. 
Zu den reaktiven Architekturen gehören u.a. PENGI [Agre/Chapman 87], die 
Subsumption Architecture [Braoks 86] und die Situated Automata [Kaelbling 87] . Der 
Vorteil dieser Systeme liegt in der direkten Kopplung der Sensoren und Effektoren, die 
eine dezentrale Steuerung und die dynamische Interaktion mit der Umgebung erlaubt 
[Maes 90]. Durch ihr einfaches Reiz-Antwort-Verhalten sind reaktive Systeme fähig, 
schnell auf Veränderungen der Umgebung zu reagieren. Allerdings basieren auch 
diese Systeme auf strengen Annahmen, nämlich daß alle Aktionen eines Agenten 
situationsbedingt sind, daß alle Ziele oder Absichten des Agenten in eine einfache 
Rangordnung eingeordnet werden können und daß zur Laufzeit des Systems nicht 
über Ziele räsoniert werden muß [Ferguson 92]. Es ist daher fraglich, ob die reaktiven 
Systeme fähig sind, anspruchsvolle Aufgaben auszuführen. 
In letzter Zeit wird versucht, diese beiden extremen Ansätze zu verbinden. Sogenannte 
hybride Architekturen erlauben es dem Agenten, einerseits über die Umgebung und 
sich selbst zu reflektieren, andererseits auf unvorhergesehene Ereignisse in der 
Umgebung in angemessener Zeit zu reagieren. Beispiele für solche Systeme sind das 
Procedural Reasoning System (PRS) [Georgeff/lngrand 88], die "architecture tor a 
rational agenf' , im folgenden kurz ARA genannt [Bratman/lsrael/Pollack 88] und 
Touring Machines [Ferguson 92]. PRS und ARA werden als 
BDI-(Beliet/Desire/lntention-)Architekturen bezeichnet, da Annahmen, Wünsche und 
Absichten des Agenten explizit repräsentiert werden. 
Diese hybriden Systeme sind in der "Centralized Al' angesiedelt. Sie sollen Agenten 
befähigen, in unvorhergesehenen Situationen, die sich aus der Dynamik des Umfelds 
des Agenten ergeben, zielgerichtet zu agieren. Im Kontext der "Oistributed Al' wird die 
Dynamik durch die Anwesenheit anderer Agenten verstärkt. 
In diesem Artikel wird eine Architektur vorgestellt, die sowohl reaktives als auch 
reflektives Verhalten, insbesondere bei der Interaktion mit anderen Agenten erlaubt. 
Diese Architektur ist eine BDI Architektur, die in einigen ihren Strukturen mit PRS uno 
ARA vergleichbar ist. 
Die vorgestellte hybride Architektur beruht auf dem dem CaSY Projekt zugrunde 
liegencten Agenten Modell. Dieses wird, soweit es zum Verständnis der Architektul 
nötig ist, im nächsten Abschnitt beschrieben. Der darauf folgende Abschnitt enthäl' 
eine Darstellung von Struktur und Funktion einer "Reasoning, Deciding and Reacting' 
Komponente. Der letzte Abschnitt enthält einen Zusammenfassung und einen Ausblid 
auf nach ungelöste Frage in Zusammenhang mit der hybriden Architektur. 
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2 easy Agentenmodell 
Das Agentenmodell beschreibt einen Agenten durch seine Absichten, sein Verhalten 
(Handlungen und Wahrnehmung) sowie durch die Ressourcen, die er zur Erfüllung 
seiner Absichten und Durchführung seines Verhaltens benötigt [Sundermeyer 90]. 
Das in CaSY entwickelte domänenunabhängige Verfahren zum kooperativen 
Problemlösen basiert auf Skripten und Kooperationsprotokollen, bei dem ein Agent, 
abhängig von seiner Wahrnehmung und seinen Absichten, ein der jeweiligen Situation 
angemessenes Verhaltensschema zu verfolgen versucht [BurmeisterlSundermeyer 
92]. 
Aus dem Agentenmodell wurde eine modulare Agenten-Architektur abgeleitet, 
s. Abb. 1. Ein CaSY Agent besteht aus Modulen ACTUATORS, SENSORS, 
COMMUNICATION, INTENTION und COGNITION. Die Namen der erstgenannten Module 
sind weitgehend selbsterklärend. INTENTION steht für langfristige Ziele, 
Grundeinsteilungen, Verantwortlichkeit etc., also das, was im ARA System von 
Bratman, Israel und Pollack "Desires" genannt wird. Das zentrale Modul COGNITION, 
welches für die Auswertung der Wahrnehmung und die Vorbereitung von Aktionen 
zuständig ist, ist wissensbasiert realisiert, vgl. Abb. 1. COGNITION besteht aus den 
Komponenten 
- KB ('Knowledge Base') 
- SEC ('Skript Execution Component') 
- PEC ('Protocol Execution Component') 
- RDRC (,Reasoning, Deciding and Reacting Component'). 
In der Wissensbasis ist u.a. das Wissen des Agenten über seine Verhaltensschemata 
abgelegt. Dies entspriCht der "plan library" von ARA und den "knowledge areas" in PRS. 
INTENTION 
SENSORS t---+-....... 
ACTUATORS~+-- :~--tI ... COMMUNICATION 
COGNITION 
Abb. 1: eOSY Agent Architektur 
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Skripte beschreiben einen prototypischen Verhaltensablauf. Sie enthalten eine 
Ausführungsvorschrift, die Aufrufe von anderen Skripten, Kooperationsprotokollen 
oder elementarem Verhalten enthalten kann. Elementares Verhalten wird als "acting" 
von ACTUATORS oder als "sending" von COMMUNICATION ausgeführt. Die COGNITION 
Komponente SEC sorgt für die korrekte Abwicklung eine Skriptes. Unter anderem 
delegiert sie die Ausführung von elementaren Handlungen an ACTUATORS und 
verweist Kooperationsprotokolle an PEC. 
Kooperationsprotokolle beschreiben generische Dialoge 
[Burmeister/Haddadi/Sundermeyer 93]. Sie sind Skripten vergleichbar insofern sie 
Planmuster für die Interaktion von Agenten über Kommunikation darstellen. Die 
COGNITION Komponente PEC überwacht und steuert die Abwicklung der 
Kooperationsprotokolle; unter anderem bereitet sie Nachrichten zum Senden auf und 
wertet empfangene Nachrichten aus. Innerhalb eines Protokolls zu treffende 
Entscheidungen hinsichtlich der Reaktion auf empfangene NachriChten ist nicht 
Aufgabe von PEC, sondern erfolgt, wie unten beschrieben, durch RDRC. 
3 Reagieren und Reflektieren 
Die Skript- und Protokoll-Verwaltung ist Aufgabe der COGNITION Komponente RDRC. 
Die Verwaltung beinhaltet die Auswahl von Skripten und Protokollen, Entscheidungen 
bei deren Verzweigungen, die flexible Behandlung von möglichen Unterbrechungen 
und Wiederaufsetzen nach Unterbrechungen sowie den eventuellen Abbruch eines 
Skripts. 
3.1 Hintergrund 
Zur Motivierung von Struktur und Funktion von RDRC so" zunächst auf eine Arbeit von 
Covrigaru und Lindsay [Covrigaru/Lindsay 91] eingegangen werden. Diese Autoren 
bezeichnen ein System als autonom " ... i1 it includes a measure of complexity, 
interaction, movement, a variety 01 behaviours, robustness, differential responses to a 
variety of enviranmental conditions, selective attention and independent existence 
without detailed, knowledgeable intervention". Sie betonen darüberhinaus, daß " .. . a 
system with all these praperties is usually perceived to be autonomous provided that in 
addition it was also seen to be goal-directed". Und konsequenterweise charakterisieren 
sie Autonomie als " .. . having the right kinds of goals and the ability to select goals fram 
an existing set". Dies gibt Anlaß zu zwei Fragen, nämlich (1) Woher kommen die Ziele? 
und (2) Wie wählt ein Agent Ziele aus? 
Die zweite Frage ist letztlich diejenige, die wir in diesem Artikel zu beantworten 
versuchen. Dies ist allerdings nur möglich, wenn zuvor die Frage nach dem Ursprung 
der Ziele beantwortet ist. Covrigaru und Lindsay klassifizieren Ziele nach ihrem 
Ursprung im Kontext eines isolierten Agenten. Wir übertragen ihre Klassifikation auf 
Multi-Agenten Szenarien. Ziele werden hinsichtlich zweier überlappender 
Dimensionen, nämlich acquired/built-in und endogenous/exogenous klassifiziert: 
Built-in sind die dem Agenten per Entwurf zugewiesenen Ziele, die letztlich die 
Funktion und den Zweck des Agenten beschreiben. 
Acquired sind diejenige Ziele, die ein Agent im Laufe des Wechselwirkung mit anderen 
Agenten annimmt (z. Bsp. als Resultat einer Aufforderung). 
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Endogenous sind built-in Ziele zusammen ihren Subzielen. Dies sind typischerweise 
die Ziele, die von klassischen Planern betrachtet werden. 
Exogenous sind acquired Ziele zusammen mit Zielen, die ein Agent als Reaktion auf 
Umweltänderungen annimmt. Diese Art von Zielen sind damit typischerweise mit der 
Dynamik in Multi-Agenten Szenarien verknüpft. 
In dem hier vorgestellten Agentenmodell werden diese Ziele durch perzeptives und 
kognitives Verhalten ermittelt. Perzeptives Verhalten ist zum einem die direkte 
Wahrnehmung der Umgebung und zum andern das Empfangen von Nachrichten von 
anderen Agenten. 
Diese Verhaltensweisen sind passiv, d.h. sie laufen nicht gemäß Skripten ob, sondern 
werden zyklisch ausgeführt. Ihnen si nd Skripte zugeordnet, die anwendbar werden, 
wenn gewisse Bedingungen erfüllt sind. 
3.2 Struktur von RDRe 
Abbildung 2. gibt das COGNITION Modul RDRC schematisch wieder. RDRC verfügt über 
Schnittstellen zu INTENTION sowie zu den Komponenten SEC und PEC in COGNITION. 
Über die Schnittstelle mit INTENTION greift RDRC auf die dort (anwendungspezifisch) 
modellierten langfristigen Ziele und GrundeinsteIlungen zu. 
RDRC besteht aus einer Agenda, einer Intentions-Struktur und Prozeduren zum 
"reasoning, deciding and reacting". Die Agenda und die Intentions-Struktur beinhalten 



















3.2.1 Agenda und Intentions-Struktur 
Die Agenda enthält all diejenige Skripte, die in einer gegebenen Situation anwendbar 
sind. Diese Skripte gelangen auf die Agenda aufgrund von Wahrnehmung des Agenten 
(d.h. über SENSORS oder COMMUNICATION), oder von Änderungen langfristiger Ziele 
(d.h. über INTENTION). Skripte auf der Agenda sind danach unterschieden, welchem 
Ziel sie zugeordnet sind und durch welche wahrgenommenen Ereignisse sie 
anwendbar werden: 
Reactive: hei ßen diejenigen Skripte, die unmittelbar auszuführen sind und jene, die die 
Ausführung eines gegenwärtig bearbeiteten Skripts tangieren. 
Oeliberative: hei ßen diejenige Skripte, über deren Ausfü~lrung der Agent entscheiden 
kann, und die er gegenüber dem gegenwärtig bearbeiteten Skript abwägen muß. 
Goa/-directed: hei Ben diejenige Skripte, die langfristigen Zielen (bui/t-in oder acquired) 
zugeordnet sind. 
Die Agenda ist gemäß dieser Klassifikation unterteilt, und Skripte werden, sofern sie 
anwendbar werden, in das entsprechende "Fach" abgelegt. 
Wä~lrend die Agenda diejenigen Skripte enthält, die in der gegenwärtiger Situation 
anwendbar sind, enthält die Intentions-Struktur (der Name wurde der "intention 
structure" des PRS entlehnt) Skripte, die der Agent zu einem gegebenen Zeitpunkt 
betrachtet. Dementsprechend werden in der Intentions-Struktur zwei Arten von Listen 
geführt: 
• das Skript, welches gegenwärtig ausgeführt wird, einschließlich aller seiner 
Subskripte. 
• diejenigen Skripte, deren Ausführung unterbrochen wurde. Diese Unterbrechung 
kann dadurch bedingt sein, daß (i) eine unmittelbare Antwort auf eine 
unvorhergesehene Situation durch ein reactive Skript nötig wurde, (ii) ein anderes 
Ziel aufgegriffen wird, oder (iii) die Resourcen zur Ausführung des Skripte 
gegenwärtig nicht verfügbar sind. 
3.2.2 Filter, Reaktions und Deliberations Prozeduren 
Filter, Reaktion und Deliberation sind die Prozeduren, die die Fähigkeit des Agenten 
zum angemessenen Reagieren und Räsonieren ausmachen. Die Idee ist die folgende: 
Zu jedem Zeitpunkt ist der Agent bestrebt ein bestimmtest Ziel zu erreichen. Dieses Ziel 
kann entweder ein built-in Ziel oder ein acquired Ziel sein. Einige Situationen sind nicht 
vorhersagbar und stehen nicht in Zusammenhang mit dem Plan zur Erreichung des 
angenommenen Zieles. Der Agent mu ß jedoch auf diese Situation reagieren ohne 
dabei sein ursprüngliches Zeit aus dem Auge zu verlieren. Anderseits kann es 
geschehen, daß der Agent während der Verfolgung eines Zieles auf andere Ziele 
aufmerksam wird. In diesem Fall muß darüber räsoniert werden, ob vorübergehend 
oder endgültig ein anderes Ziel verfolgt werden soll. Falls der Agent sich für ein neues 
Ziel entscheidet, mu ß er auch entscheiden, was mit dem ursprünglichen Ziel zu 
geschehen ist. 
Diese Überwachung und Steuerung gesdlie~lt durch die Prozeduren Filter, Reaktion 
und Deliberation in RDRC. In jedem Interpretations-Zyklus ruft RDRC zunächst die 
Filter Prozedur auf. Diese filtert all diejenigen Skripte aus, die als nächstes ausgeführt 
werden sollten und trennt sie von denjenigen, die weiteres räsonieren zulassen. 
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Dementsprechend teilt sich der Kontrollflu ß zum einen in Richtung der Reaktions 
Prozedur (im Falle des Vorliegens eines reactive oder goal-directed Skripts) und zum 
anderen in Richtung Deliberations Prozedur (im Falle des Vorliegens von Skripten, über 
deren Ausführung entschieden werden mu ß). Falls keine derartige Skripte vorliegen, 
ist SEC erlaubt, das gegenwärtig bearbeitete Skript weiter auszuführen. In 
Abhängigkeit von den Entscheidungen der Deliberations Prozedur aktualisiert RDRC 
die Intentions-Struktur durch neu ausgewählte Skripte. 
Die Filter Prozedur 
Zentrale Aufgabe des Filters (die der gleichnamigen Prozedur in ARA entspricht) ist die 
Überprüfung, ob auf der Agenda irgendwelche reactive oder goal-directed Skripte 
vorliegen und gegebenenfalls sofort die Reaktions Prozedur mit der Bearbeitung dieser 
Skripte zu beauftragen. Diese Überprüfung geschieht zunächst hinsichtlich reactive 
Skripte bevor überhaupt goal-directed Skripte in Erwägung gezogen werden. Falls 
weder reactive noch goal-directed Skripte auf der Agenda liegen, wird SEC erlaubt, mit 
der Ausführung eines geöffneten Skripts fortzufahren. Eine weitere Aufgabe der Filter 
Prozedur ist es, die in der Intentions-Struktur anstehenden Skripte zusammen mit 
gegenwärtig vorhandenen deliberation Skripten auf der Agenda zur nächsten 
Entscheidungsrunde der Deliberations Prozedur zur Verführung zu stellen. 
Die Reaktions Prozedur 
Die Reaktions Prozedur bestimmt aus den von der Filter Prozedur ermittelten reactive 
und goal-directed Skripten die dringendsten oder angemessensten zur Ausführung 
aus. In einer gegebenen Situation kann durchaus mehr als nur ein reactive oder 
goal-directed Skript auf der Agenda stehen . Dies kann daran liegen, daß entweder 
mehr als ein Skript geeignet ist, ein Ziel zu erreichen, oder daß auf unterschiedliche 
Ereignisse in der Umgebung reagiert werden mu ß. In diesen Fällen greift die Reaktions 
Prozedur auf das INTENTION Modul zu in dem die Prioritäten solcher Ziele bzw. 
Ereignisse festgelegt ist. Die Reaktions Prozedur wählt dementsprechend ein Skript 
aus und leitet es zur Ausführung an SEC weiter. 
Die Deliberation Prozedur 
Skripte über deren Auswahl weiter zu entscheiden ist, werden an die Deliberations 
Prozedur übergeben. Diese Prozedur ist somit für Meta-Entscheidungen zuständig. 
Diese Entscheidungen beruhen auf Kosten-Nutzen ("utility") Bewertungen und sind 
damit stark applikationsspezifisch. Die Aufgabe von Deliberation ist vergleichbar mit 
den nicht näher spezifizieren "meta-level knowledge areas" des PRS. 
Die Deliberations Prozedur enthält applikationsspezifische Teile die auf deklarativ 
dargestellte langfristige Ziele, GrundeinsteIlungen und Rollen im Modul INTENTION 
zugreifen. Input für Deliberation sind deliberative Skripte zusammen mit den 
Ereignissen, die diese Skripte anwendbar machen sowie die in der Intentions-Struktur 
verwalteten Skripte. Output von Deliberation sind Skripte, die die auf der 
Intentions-Struktur verwalteten Listen aktualisieren sowie die Entscheidung darüber, 
ob das gegenwärtig verfolgte Skript fortgesetzt, vorübergehend unterbrochen oder 
ganz und gar beendet werden soll. 
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3.3 Reagieren und Räsonieren in Multi-Agenten Systeme 
Wie bereits zuvor erläutert, wird die Wechselwirkung von Agenten in Form von 
Kooperationsprotokollen beschrieben. Basierend auf [Haddadi/Sundermeyer 93] 
wurden in [Burmeister/Haddadi/Sundermeyer 93] elementare Protokolle "Informing", 
"Querying", "Commanding" und "Offering" definiert, aus denen komplexere Protokolle 
wie "Demanding", "Requesting" und "Proposing" konstruiert wurden. 
Protokolle sind verzweigte Strukturen, bei denen jede Verzweigung einer möglichen 
Entscheidung im Rahmen eines Kooperationsmusters entspricht. Zum Beispiel 
entsprechen die Zweige in "Requesting" dem Annehmen, dem Ablehnen und dem 
Vorschlag einer Alternative zu einer Aufforderung. Die PEC veranlaßt, falls sie bei der 
Abarbeitung eines Protokolls an eine solche Verzweigung gelangt, eine Entscheidung 
durch RDRC. Dazu überträgt sie die entsprechenden Protokolle in die Agenda und 
wartet auf die Entscheidung bevor sie mit der Abarbeitung des Protokolls fortfährt. Im 
folgenden wird beschrieben, wie diese Übertragung für die unterschiedlichen 
Protokolle geschieht. 
Protokolle vom Typ "Offering" und "Proposing" drücken aus, daß der sendende Agent 
gewillt ist, zum built-in Ziel des Empfängerbeizutragen. Andererseits werden Protokolle 
vom Typ "Requesting", "Demanding" und "Commanding" vom Sender verwendet um 
vom Empfänger Unterstützung für built-in Ziele zu erhalten. Dies ist dann andrerseits 
der Anlaß für acquired Ziele des empfangenen Agenten. 
Die Protokolle "Offering" und "Proposing" unterscheiden sich dadurch, daß "Proposing" 
den Vorschlag von Alternativen durch den Empfänger zuläßt. Ein ähnlicher Unterschied 
besteht zwischen "Demanding" und "Requesting". Das "Commanding" Protokoll wird in 
Situationen verwendet, in denen die Ausführung eines Skripts durch den Empfänger 
der Nachricht dringend geboten ist. Somit gehört das zum "Commanding" gehörende 
Skript in den reactive Anteil der Agenda, während die zu "Offering", "Proposing", 
"Demanding" und "Requesting" gehörenden Skripte vom Typ deliberative sind. 
Die Steuerung der innerhalb von Protokollen notwendigen Entscheidungen geschieht 
in der Deliberations Prozedur. Die getroffene Entscheidung wird von RDRC an PEC 
weitergegeben. In ähnlicher Weise werden gegebenenfalls Resultate des in der 
Reaktions Prozedur bearbeiteten "Commanding" Protokolls an PEC gegeben, wie 
z. Bsp. Berichte über den Erfolg eines Agenten bei der Ausführung einer Anordnung. 
4 Zusammenfassung und Ausblick 
Die in diesem Beitrag vorgestellte Architektur erfaßt sowohl reaktives als auch 
reflektives Verhalten, welches einem Agenten ermöglicht, nicht nur zielgerichtet 
vorzugehen, sondern dabei auch auf unvorhergesehene Ereignisse zu reagieren. Die 
Architektur ist Teilen den BOI Architektur von Bratman, Israel und Pollack sowie 
Georgeff und Mitarbeitern vergleichbar. Verglichen mit diesen Systemen berücksichtigt 
sie zusätzlich die dynamischen Aspekte in Multi-Agenten Szenarien. 
q 
In diesen Szenarien kann ein Agent veranlaßt werden, andere als seine ursprünglich 
verfolgten Ziele anzunehmen. Diese Ziele entstehen durch Wechselwirkung der 
Agenten über Kooperationsprotokolle. Bislang wurden von nur einfache Protokolle 
analysiert die sich entweder auf built-in Ziele ("Offering" und "Proposing"), auf acquired 
Ziele ("Demanding" und "Requesting") oder darauf beziehen, daß ein Agent 
unmittelbar zu handeln hat ("Commanding") . Zukünftige Arbeiten werden die 
Einordnung komplexerer Protokolle in das reflektiv/reaktiv Schema betreffen . 
Die Behandlung von built-in und acquired Zielen durch die Prozedur Deliberation 
beziehen in der gegenwärtigen Form applikationsspezifisch. Wünschenswert wäre es, 
hier applikationsunabhängige Aspekte abzutrennen und sie an bekannte Verfahren der 
Entscheidungs- und Spieltheorie anzubinden. Dazu ist es nötig, ein besseres 
Verständnis für die Feinstruktur von langfristigen Zielen, Rollen, Grundeinsteilungen 
und dergleichen zu gewinnen. 
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Zusanlmenfassllng 
In diesem Art.ikel wird INTERRAP, eine Agentenarchitektur für Multiagenten-
systeme, vorgest.ellt.. Die grundlegende Idee dabei liegt in der Kombination von so-
genannten VCT'haltcnsmustcrn mit. plan-basierten Mechanismen. Dies ermöglicht 
es, die Vorteile reaktiver, verhalt.ensbasierter Architekturen einerseits und ratio-
naler , plan-basiert.er Archit.ekt.uren andererseit.s nutzbar zu machen . Verhaltens-
muster ermöglichen Agenten, schnell und flexibel auf Änderungen in ihrer Umwelt 
zu reagieren. Die Fähigkeit zu planen erweist sich dagegen als notwendig, sollen 
komplexere Sit.uationen gemeist.ert werden. Um die konzeptuellen Vorteile der 
Architekt.ur effizient nut.zbar zu machen, wird ein flexibler Kontrollmechanismus 
definiert, durch welchen die verhalt.ensbasierte und die planbasierte Komponente 
miteinander verzahnt. sind. 
Der INTERRAP Ansat.z erweist sich aufgrund seiner Flexibilität als ein ge-
eignetes Werkzeug zur Beschreibung dynamischer Agentengesellschaften. Diese 
Ansicht wird durch erst.e Erfahrungen untermauert, die wir anhand der Model-
Iierung des Verladehofszenarios, einem Anwendungsbeispiel aus dem Bereich der 
Mobilen Robot.er, gewonnen haben. 
1 Einleitung 
Das Forschungsgebiet der Verteilt.en K iinstlichen Intelligenz (VKI) [BG88] beschäftigt 
sich mit der Frage nach Mechanismen und Gesetzmäßigkeiten, die es Gesellschaften 
intelligenter und autonomer Systeme (sog. Agenten) ermöglichen, ihr Wissen, ihre 
Ziele, ihre Fähigkeiten und ihre Pläne zu koordinieren (Multiagentensysteme ); der 
Teilbereich des Verteilten Problemlösens erforscht, wie die Lösung eines bestimmten 
Problems innerhalb einer Menge von Problemlöseknoten verteilt werden kann. Un-
sere Forschung ist dabei im Bereich der Multiagentensysteme angesiedelt. Das heißt, 
daß die von uns betrachteten Agenten autonome entscheidungstragende Instanzen mit 
lokalen, möglicherweise nnvollständigem Wissen sind. Sie sind an die Erreichung ihrer 
• e-lIlail :j pllI@dfki .nni-sh .Je 
t e-maihnfp@dfki.llni-sh.de 
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lokalen Ziele gebunden, müssen aber aufgrund der Umwelt, in der sie existieren, mit 
anderen Agenten in Interaktion treten. 
Das Forschllngsgebiet intemgierender Roboter hat sich in den letzten Jahren in 
zunehmendem Maße als fruchtbares Testbett für die Entwicklung und Auswertung 
von Konzepten in der VKI erwiesen. Dafür sind verschiedene Gründe maßgeblich: 
• Die inhärente Verteilung von Kontrolle und Information in diesen Domänen. 
• Die hohe Dynamik und Komplexität, die flexibles und intelligentes Verhalten 
der Agenten erfordern, und die Robotikdomänen zu ansprucksvollen Prüfsteinen 
für Architekturen und Methoden sowohl aus dem verhaltens- als auch aus dem 
planbasierten Lager innerhalb der VKI-Gemeinde gemacht haben. 
• Die große Zahl an Interaktionsmöglichkeiten zwischen den Agenten einer Gesell-
schaft von Robotern. 
Herkömmliche Ansätze im Bereich der Robotik waren vorwiegend mit den Proble-
men der mechanischen Kontrolle und der Kollisionsvermeidung bei der Wegeplanung 
beschäftigt (siehe auch [BI'086 , FD90, ST92, Lat92]). Unterstützt durch die wachsende 
Rolle der Verteilten KI ist jedoch in den letzten .Jahren die Vision von Robotern ent-
standen, die in einer dynamischen Umgebung aktiv kooperieren, um gewisse Ziele zu 
erreichen. 
In diesem Artikel stellen wir die INTERRAP Agentenarchitektur vor und demon-
strieren, wie sie zur Modellierung eines Multiagentensystems zur Simulation eines 
Verladehofszenarios verwendet werden kann: in diesem Szenario hat eine Gruppe von 
automatisierten Gabelstapler-Robotern die Aufgabe, einen LKW zu be- und entla-
den. Obwohl wir das Szenario im weserttlichen aus der Perspektive der Modellierung 
als Multiagentensystem bet rachten, sind wesentliche Aspekte herkömmlicher Robo-
tik zu beachten, wie beispielsweise Probleme der Perzeption und der Wegeplanung. 
Dabei wurden bei der Entwicklung des INTERRAP Modells wurde die Kriterien der 
Operationalisierbarkeit und der effizienten Implementierbarkeit in den Vordergrund 
gestellt. 
Der Aufbau des Artikels ist wie folgt: in Abschnitt 2 geben wir eine kurze Einführung 
in die verwendete Terminologie. Abschnitt 3 beschreibt das konzeptionelle, Abschnitt 
4 das funktionale INTERRAP Agentenmodell. In Abschnitt 5 wird beschrieben, wie 
die Verladehofdomäne unter Verwendung von INTERRAP als Multiagentenszenario 
modelliert wird. 
2 Bemerkungen zur Terminologie 
Begriffe wie "rational", "planbasiert" , "verhaltensbasiert" oder "reaktiv", die wir zur 
Beschreibung von Agenten und Systemen verwenden , besitzen - bezüglich ihrer Ver-
wendung innerhalb der VKI - zahlreiche Konnotationen. Daher möchten wir in diesem 
Abschnitt die Bedeutungen klären, die wir diesen Begriffen beimessen. 
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Zum einen sehen wir die Unterscheidung zwischen planbasierten und verhaltensba-
sierten Agenten als eine Unterscheidung auf der Ebene der Repräsentation an: plan-
basierte Agenten verfügen über explizite symbolische Repräsentationen ihrer Umwelt 
lind ihrer eigenen Pläne und sind dadurch in der Lage, über die Struktur dieser Pläne 
Schlüsse zu ziehen [FHN71]. In diesem Sinne verwenden wir die Begriffe rational und 
plan-basiert als Synonyme. Verhaltensbasierte Agenten sind über sogenannte Verhal-
tensm1lster beschrieben, die im Gegensatz zu Plänen keine sichtbare Struktur besitzen , 
sondern von außen gesehen Black-Box-Charakter haben [Suc87, Ste90] . Verhaltens-
muster sind eng mit ihrer Ausführung verbunden , ja sie existieren sozusagen nur in 
Verbindung mit ihrer Ausführung. In dieser Hinsicht ähnelt die Einteilung in plan- und 
verhaltensbasiert.e Agenten dem Verhältnis zwischen dem deklarativen und dem pro-
zednralen Paradigma [Win7.5]: die Aktivitäten verhaltensbasierter Agenten werden 
prozedural repräsent.iert , wohingegen plan-basierte Agenten nach dem deklarativen 
Pftradigma modelliert sind. 
In der Literatur findet man "verhaltens basiert" oft als synonymen Begriff zu " reak-
tiv". Verhaltensbasierte Agenten werden als Stimulus-Response-Systeme definiert, die 
durch externe Triggerbedingungen aktiviert werden [Fer89, Ste90]. Unsere Definition 
von "Verhalten" subsumiert diese Beziehung: da ein Verhaltensmuster stets mit der 
Ausführung von Aktionen in der Welt verbunden ist, müssen verhaltensbasierte Agen-
ten reaktiv sein in dem Sinne, daß sie Änderungen in ihrer Umgebung wahrnehmen 
und darauf reagieren können. 
N ach unserer Ansicht hat das verhaltensbasierte Paradigma jedoch weit mehr zu 
bieten als die bloße Beschreibung von reaktiven Agenten: Verhaltensmuster sind ge-
eignet zur Beschreibung jeglicher Aktivitäten, die ein Agent ausführen kann , ohne eine 
explizite Planstruktm dafür aufzubauen, d.h. ohne "viel darüber nachzudenken". Das 
Entlanggehen eines Ganges oder das Sta.rten eines Autos sind Beispiele für solche Rou-
tinetätigkeiten. Verhaltensmuster liefern eine Möglichkeit, solche Routineaktivitäten 
mehr oder weniger unbewllßt auszuführen. Kleinere Zwischenfälle können dabei von 
dem jeweiligen Verhaltensmuster behandelt werden . Wenn ernsthafte unvorhergese-
hene Situationen auftauchen, muß entweder eine andere Ebene von Verhaltensmu-
stern aktiviert werden ( vgl. Subsumptionsarchitekturen [Bro86] ), oder die Kontrolle 
geht zu einem planbasierten Mechanismus ii ber. In dieser Hinsicht sind Verhaltens-
muster kompilie1"te Multipliine, d.h. Mengen möglicher Pläne, die einem intelligenten 
Ausführungsmechanismus unterworfen sind 1. Betrachtet man physikalische Systeme, 
dann kann zumindest ein Teil dieser Verhaltensmuster durch "feste Verdrahtung" in 
die Hardware kodiert werden. 
3 INTERRAP - das Konzeptionelle Modell 
Bile! 1 zeigt das konzeptionelle INTERRAP Aktions- und Interaktionsmodell. Dabei 
wird davon ausgegangen, daß ein Agent über eine Menge skriptähnlicher Aktionsmu-
I Dies wirft die interessante Frage il.uf, wie Verhaltensmuster aus Plänen gelernt werden können 
(vgl. dazu il.uch Newell's SOAR system [Wal91J) . 
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ster PA und Inlfl'lIktionsmusteT' PI verfügt, die seine lokalen und interaktiven Pro-
hlemlösefähigkeiten heschreiben. Bei der Definition dieser Muster vollziehen wir eine 
klare strukturelle Trennung zwischen dem deskriptiven Teil, der die Repräsentation. 
Erkennung und Bewertung von Situationen und mögliche Ergebnisse der Ausfiihrung 





















Ahhildung 1: Struktur des Konzeptionellen Modells 
verwenden zwei Kontexte zur Bestimmung des Verhaltens eines Agenten: der situa-
tive Kontext (extrinsische Einwirkung auf den Agenten) beschreibt die Muster, die in 
einer gegebenen (externen) Situation anwendbar sind. Der Zielkontext (intrinsische 
Einwirkung auf den Agenten) beschreibt, welche Muster für den Agenten im Hinblick 
auf die Erreichung seiner aktuellen Ziele geeignet sind. Zusammen betrachtet bewir-
ken diese heiden Kontexte ein Filter, welches die Menge der Muster PA U PI auf eine 
Teilmenge P ~ PA U PI aktiver Aktions- bzw. Interaktionsmuster reduziert. Diese 
Festlegung spiegelt die Aussage eines der meistzitierten Lehrsätze aus der Soziologie 
[Lew35] wieder, nach der das Verhalten eines Agenten abhängig ist von Persönlichkeits-
eigenschaften (die wir hier vereinfacht durch die Ziele und die sich daraus ableitenden 
Entscheidungen darstellen) \lnd von situativen Bedingungen. 
In einem weiteren Entscheidungsschritt wird ein Muster PEP ausgewählt und 
kommt zur Ausführnng2 . Diese Entscheidung wird durch Bewertungsinformation un-
terstützt, die in der Definition der Aktions-bzw. Interaktionsmuster enthalten ist. Zur 
Ausführung von Jl können entweder verhaltensbasierte oder planbasierte Mechanismen 
2Gehen wir von einem nehelllällfigen Agentenmodell aus, so kann in diesem Entscheidungsschritt 
eine Menge pi <; p von Mustern allsgewiildt und parallel ausgeführt werden. 
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angewendet werden. Diese Auswahl erfolgt in unserem Modell nach heuristischen 
I\"riterien, die VOIll Designer des Systems vorgegeben werden. Für eine detailliertere 
Beschreibung und Diskussion der Interaktionsmuster verweisen wir auf [Mü93]. 
Diese Architektur ermöglicht es uns, reaktive, völlig verhaltensbasierte Agenten zu 
bauen , indem wir Aktions-/Interaktionsmuster definieren, die sehr "situationslastig" 
sind, d .h. , die größtenteils vom situativen Kontext abhängen, und, wenn überhaupt, 
nur zu einem sehr geringen Maße von den aktuellen Zielen der Agenten beeinflußt 
werden. Für diese Agenten werden verhaltensbasierte Ausführungsmechanismen spe-
zifiziert. Andererseits können rationale, planbasierte Agenten durch eine stärkere 
Betonung des Zielkontextes und der Verwendung von Ausführungsmechanismen wie 
Planung und - im Falle von Interaktion - Verhandlungsführung modelliert werden. 
4 INTERRAP - das Funktionale Modell 
Bild 2 zeigt die Funktionalität des INTERRAP Agentenmodelles, d.h. die Art und 
Weise seiner Operationalisierung. Es besteht aus vier grundlegenden Komponenten , 
nämlich 
• Der SchnittsteUe zur Welt , 
• der verhaltens basierten Komponente ( BBC, eng!. behaviour-based component ), 
• der planbasierten Komponente ( PBC, eng!. plan-based component ), und 
• der Wissensbasis. 
Die Weltschnittstelle realisiert die Perzeptions-, Aktions-, und Kommunikationsfähig-
keiten des Agenten. Die BBC beschreibt das Basisverhalten des Agenten und die 
Allsfiihrungskomponente. Sie steht in enger Kopplung zur WeltschnittsteUe, und so-
mit zu den Geschehnissen in der Umwelt des Agenten. Die PBC enthält einen Pla-
nungsmechanismus, der sowohl lokale Ein-Agenten-Pläne als auch Pläne für mehrere 
Agenten ( sogenannte joint plans) erzeugen kann.Die Pläne sind als hierarchische 
Skelettpläne [BKL92] modelliert, deren Knoten entweder wiederum Teilpläne oder 
ausführbare Verhaltensmuster sein können. Die Wissens basis enthält Wissen über 
die Welt, über andere Agenten, und über den Agenten selbst. BBC und PBC sind 
über einen KontroUmechanismus verbunden , der eine dynamische Schachtelung und 
eine flexible Übertragung der KontroUe zwischen beiden Modulen erlaubt. Diese ge-
schachtelte Kontrollstruktur steUt eine echte Erweiterung bestehender Ansätze zur 
Kombination von reaktiven und rationalen Verhalten dar. Die letzteren sind auf 
die Iterationstiefe eins beschränkt, d.h. entweder es existiert eine verhaltens basierte 
Komponente, die in gewissen Situationen einen Planer aktivieren kann ( z.B. Ne-
weU's SOAR system [Wal91] ), oder aber die Systeme beruhen auf einem Planer mit 
einem Mechanismus für die Behandlung von Unterbrechungen und für Neuplanung ( 
z.B. [PR90] ). Im folgenden Abschnitt wird die Arbeitsweise des KontroUmechanismus 




Ahbildung 2: Aufl)all des Funktionalen Modells 
5 Eine Anwendung: das Verladehof-Szenario 
Die in diesem Abschnitt beschriebene Anwendung modelliert die Simulation eines au-
tomatisierten Verladehofes. Bild 3 zeigt den Aufbau des Szenarios. Die Agenten sind 
automatisierte Gabelstapler, deren Aufgabe es ist, LKWs, die in den Verladehof ein-
fahren, zu be- oder zn entladen. In dem Verladehof befinden sich Regale, in denen 
verschiedene Giiterarten gelagert sind. Hauptmerkmal des Szenarios ist seine im-
mense physikalische Dynamik. Die Agenten, die sich im Verladehof bewegen, müssen 
ihre Aktionen synchronisieren und koordinieren. Dabei sind Kollisionen zu vermeiden 
und Konfliktsituationen, in denen Agenten einander blockieren, aufzulösen. Darüber-





Abbildung 3: Das Verladehofszenario 
der Anwendung werden wir uns in dieser Arbeit auf das Zusammenspiel der verhal-
tensbasierten und der plan basierten Komponente konzentrieren. Für eine detaillierte 
Abhandlung eier relevanten Interaktionsvorgänge in dem Szenario verweisen wir auf 
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[Mü93] . 
Allsgehend von einer Zielhierarchie, die die bei den möglichen ii bergeordneten Ziele 
load_truck ( Bela.den des LKWs mit einer Kiste ) und unload_truck ( Abladen 
einer Kiste vom LKW und Transport der Kiste in ein passendes Regal) wurde eine 
Bibliothek mit Plänen und Verhaltensmustern zum Erreichen der einzelnen Teilziele 
implementiert. In Bild 4 ist ein Teil dieser Plan- und Verhaltensbihliothek abgebildet. 
Die Syntax eines Bibliothekseintrages ist 
lpb_entry( Ziel,Typ,Ausführung ). 
Dabei können Einträge in der Bihliothek entweder Skelett pläne ( hezeichnet durch 
Typ "s" ) oder ausführhare Verhaltensmust.er ( bezeichnet durch Typ "b" ) sein. Der 
Eintrag Ausführung beschreiht, wie das jeweilige Ziel erreicht werden kann, also bei-
spielsweise durch das Erfüllen einer Liste von Teilzielen . Beispielsweise muß , um eine 
Kiste auf einen LKW zn laden ( Ziel load_truck ), zunächst die Kiste gefunden und 
aufgenommen werden. Dann muß der LKW erreicht und die Kiste dort auf einen 
freien Platz ahgestellt werden. Um eine Kiste zu finden, muß der Agent zunächst das 
passende Regal ( hier ausgedrückt durch eine Region um das Regal herum) finden, 
und innerhalb dieser Region die Kist.e suchen. Zum Finden des passenden Regales 
( Ziel goto...region ) existieren in dem Beispiel zwei Möglichkeiten: der Agent kann 
zwischen der Generierung eines Planes ( in Form einer Liste von Landmarken , die 
nacheinander anzufahren sind, und die beispielsweise durch den Voronoi-Algorithmus 
[OY82] berechnet werden können) und der Ausführung eines Verhaltensmusters ( bei-
spielsweise unter Verwendung einer gewichteten Zufallsfunktion oder einer auf Potenti-
alfeldern basierenden Methode [BLL91J ) wählen. Bei der Expansion des Skelettplans 
wird jedes Vorkommen des Prädikates generate durch das Ergehnis des Aufrufs seines 
ersten Arguments ersetzt, wodurch eine Liste neuer Ziele dynamisch erzeugt werden 
kann. Beispielsweise wird das Ziel 
generata(find~isCof ~andmarks(LL, bOX23, region12)) 
ersetzt durch eine Liste 
[goto~andmark(lo), ... , gotoJandmark(lk)], 
so daß die Landmarke lk innerhalb ragion12 liegt . Wie man sieht, erlauht das INTER-
RAP Modell auf diese Weise eine flexible Kombination von Verhaltensmustern und 
Plänen. In dem verhaltensbasierten Teil ist weiterhin das Basisverhalten der Agenten 
spezifiziert. Dies beinhaltet die Definition der Aktions- und Interaktionsmuster sowie 
verschiedene Aspekte der Kontrolle, beispielsweise Bedingungen für die Aktivierung 
der planbasierten Komponente und Default- Verhalten wie das Warten auf neue Auf-
gaben oder das Durchfiihren von Zufallsschritten. Da es Agenten stets möglich ist , 
sich auf diese allgemeinen Verhaltensmuster zurückzuziehen3 , welches mit den unter-
sten Schichten einer Suhsumptionsarchitektur [Br086] verglichen werden kann, ist die 
Agenten robust und verhalten sich in den meisten Fällen verniinftig . 
J Beispielsweise kann ein Agent mit Hilfe einer r(mdom walk Strategie beide Top-Level Ziele in 
endlicher Zeit erreichen, setzt man eine begrenzte Flä.che des Verl;ulehofes voraus [ChIl74]. 
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lpb_entry( load_truck (T, Box) , s , [find(Box), get(Box), find(T) , put (Box)) ). 
lpb_entry( find(X) , s , [goto...region(X ,R), search(X ,R)) ). 
lpb_entry( goto...region(X,R), s, [generate(find~ist_of~andmarks(LL,X,R))) ). 
lpb_entry( goto...region(X, R), b, [behaviours :goto..region(X,R)] ). 
lpb_entry( goto~andmark(L), s, [generate(find~isLof..1ields(LF,L))) ). 
lpb_entry( goto..1ield(F) , s , [generate(find~isLof~oves(LM,F))l ). 
lpb_entry( turn...right, b , [actions:turn_to(right,90)] ) . 
Abbildung 4: Die INTERRAP Plan- und Verhaltensbihliothek 
Im folgenden werden wir genauer auf das Problem des Kontrollflusses zwischen der 
verhaltensbasierten lind der planbasierten Komponente eingehen . Im Normalfall übt 
die BBC die Kontrolle aus. Dies ist vernünftig, da diese Komponente in enger Ver-
bindung mit der Weltschnittstelle steht, unel die unmittelbar für das "Überleben" des 
Agenten wesentlichen Entscheidungen zu treffen hat. Beim Auftreten einer speziellen 
Situation , die ein komplexere, intelligenteres Verhalten erfordert ( beispielsweise erhält 
der Agent einen Auftrag load_truck(truckl, bOX23) ), geht die Kontrolle auf die PBC 
iiber, wo ein Plan ausgearbeitet wird. Bei der Ausführung der einzelnen Schritte des 
Plans können nun wiederum Verhaltensmuster verwendet werden, d.h. die BBC über-
nimmt erneut die Kontrolle. So kann heispielsweise die ( geradlinige) Bewegung von 
einer Landmarke zu einer anderen als Verhaltensmuster modelliert werden, d.h. ohne 







Abbildung 5: Interaktionen zwischen Agenten im Verladehof-Szenario 
während der Agent sich auf seinem Weg zwischen zwei Landmarken befindet, es zu 
einer der in Bild 5 beschriebenen Situationen kommt , ihm also ein anderer Agent .. 
unvermittelt elen Weg versperrt. In diesem Falle gibt es zwei Möglichkeiten: en~weder 
kann die Behanellung dieser Situat.ion innerhalb des gegenwärtig aktiven Verhaltens-
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musters erfolgen ( beispielsweise könnte man in Situation (5.1) erwarten, daß der 
Agent. einfach zufä llig einen Schritt zur Seite macht ) , oder, wenn eine kompliziertere 
Sit.uation vorliegt. kann der Einsatz von planbasierten Methoden der Konfliktlösung 
erforderlich sein. So könnten die beiden Agenten einen gemeinsamen Plan zur Lösung 
des Konfliktes aushandeln (dies kann notwendig sein , wenn der Konflikt innerhalb ei-
nes engen Ganges allft.ritt, vgl. Bild (5.2 )) . Im letzteren Fall wird die Kontrolle erneut 
von der planhasierten Komponente übernommen. Dieses Wechselspiel wird so lange 
fortgeset.zt, bis der Agent seine aktuellen Ziele erreicht hat. 
Implementierung Ein Prototyp des Verladehofszenarios wurde in unserer Gruppe 
implementiert. Dabei ging man zunächst von je einer rein verhaltensbasierten und 
einer rein planbasiert.en Beschreibung der Problemlöseprozesse im Szenario aus. So 
wmden zwei Agenten konzipiert, die heide in der Lage waren , die in dem Szenario 
gestellten Aufgaben zu erledigen , der eine unter Verwendung verhaltensbasierter Pro-
blernlösest.rategien, der andere unter Verwendung planbasierter Mechanismen. Die 
beiden Agenten wurden als UNIX Prozesse in einer lokalen N etzwerk- Umgebung rea-
lisiert. Der verhaltenshasierte Agent wurde in der Multiagenten-Basissprache MAGSY 
[FW92], einer Erweiterung von OPS-5, implementiert, der rationale Agent dagegen in 
PROLOG. 
Die Funktionalität dieser heiden Agenten entspricht weitgehend den Komponenten 
BBC und PBC eines INTERRAP Agenten . Der nächste Schritt liegt in der Kopplung 
der beiden Komponenten gemä3 dem oben beschriebenen Kontrollmechanismus . Dies 
stellt die Voraussetzung für ein flexibles Testhett dar, das es erlaubt, bezüglich einer 
vorgegebenen Zielhierarchie den Einsatz verhaltens- und planbasierter Aktions- und 
Interaktionsmechanismen zu "mischen" und somit mehr Klarheit über die Möglich-
keiten und Grenzen des Einsatzes heider Paradigmen zu erhalten. Erste Ergebnisse 
bestätigen jedenfalls den Nutzen und die Notwendigkeit, dem Entwickler eines Multi-
agentensystems einen ganzen "Baukasten" sowohl verhaltensbasierter als auch plan-
hasierter Agentenfunktionalitäten zur Verfügung zu stellen . 
6 Zusammenfassung 
In diesem Artikel wurde das INTERRAP Agentenmodell vorgestellt. Seine Angemes-
senheit und Leistungsfähigkeit wllfde anhand der Verladehofdomäne , einer Roboti-
kanwendung, evaluiert. Der wissenschaftliche Beitrag dieser Arbeit ist wie folgt zu 
hewerten: INTERRAP ermöglicht es, in flexibler Weise Fähigkeiten verhaltensbasier-
t.er und planbasiert.er Agenten zu kombinieren. Auf diese Weise kann der Designer 
eines Multiagentensystems heim Entwurf eines konkreten Szenarios aus einem breiten 
Spektrum von Aktions- lind Interaktionsmechanismen die im Spezialfall geeigneten 
aus wählen. Konkret biet.et INTERRAP zum einen Verhaltensmuster zur Modellierung 
reaktiver Agenten \lud zur effizienten Ausführung von Routinetätigkeiten an, zum 
anderen werden Planungsmechanismen für Ein-Agenten- und Multi-Agenten-Planung 
hereitgestellt. Durch einen flexibles Zusammenspiel zwischen der verhaltensbasierten 
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und der plan basierten Komponente bedingt sind die INTERRAP Agenten sehr robust 
und können die meisten Situationen erfolgreich bewältigen. 
Selbst.verst.ändlich hat auch der INTERRAP Ansatz seine Grenzen: zum einen, 
wie bereits Brooks bemerkt hat [Br091], muß einern bewußt sein, daß auch eine noch 
so gute Simulation keinen Ersatz für eine reale Robotik-Experimentierumgebung dar-
stellen kann. Durch die für die Simulation notwendige Modellbildung werden einige 
Probleme, insbesondere diejenigen, welche die Perzeption und die physikalische Kon-
t.rolle der Roboter betreffen, wegabstrahiert oder zumindest vereinfacht. Da unsere 
Arbeit sich auf Multi-Agenten-Aspekte konzentriert, halten wir dies jedoch für ver-
zeihlich. Darüberhinaus ist im Verladehofszenario ein einfaches Perzeptionsmodell für 
die Gahelstapler implementiert. 
Zum anderen ist das Problem, einen guten Komprorniß zwischen verhaltensba-
sierter und planbasiert.er Prohlemlösung zu finden, sicherlich nicht trivial. Erste Er-
fahrungen scheinen zu belegen, daß, in dem Maße, in dem unsere Agenten planba-
siert werden, sie zum einen zunehmend mit den traditionellen KI-Problemen wie dem 
Frame-Problem [Hay73] konfrontiert werden, und sie zum anderen an der Flexibilität 
verlieren, die in dynamischen Szenarien gewünscht ist - ein Großteil der Rechenleistung 
muß für lokale Umplanung aufgrund veränderter äußerer Gegebenheiten aufgewendet 
werden. Andererseits haben reaktive, verhaltens basierte Agenten oft Schwierigkeiten, 
sich in "Standardsituationen" , in denen mehr oder weniger festgelegte Abfolgen von 
Aktionen erforderlich sind, und in komplexen Interaktionssituationen intelligent zu 
verhalten. Hier zahlt sich das flexible INTERRAP Konzept in besonderem Maße aus, 
da es in einfacher und eleganter Weise erlaubt, mit verschiedenen Mechanismen zur 
Problemlösung auf verschiedenen Ebenen der Problemhierarchie (siehe Bild 4) zu ex-
perimentieren. Dadurch erhoffen wir uns, allgemeinere Regeln zu entdecken, die den 
Anwendungsbereich und die Grenzen verhaltensbasierter und planbasierter Ansätze 
beschrei hen. 
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1. Einleitung 
Dieses Papier gibt eine kurze Einführung in die Analytische Philosophie des Geistes (im anglo-amerikanischen 
Bereich: Philosophy of Mind), um anschließend zwei Begriffsgruppen dieses Bereiches skizzieren zu können. 
In Anlehnung an sie wird auf einen entwickelten Formalismus rur Intentionalität bei der ModelIierung von 
Agenten hingeführt, der im Rahmen des Forschungsprojektes MAGIe l an der TU-Berlin entwickelt wurde. Es 
wurde sich dabei hauptsächlich auf Arbeiten von Dennett und Searle bezogen, die über das spezielle Problem 
der Intentionalität hinaus eine interessante Perspektive aufzeigen, wie Zusammenarbeit zwischen Philosophen 
und Wissenschaftlern im Bereich der Künstlichen Intelligenz (KI) aussehen kann, ohne sich dem Anspruch der 
"adäquaten Formalisierung" zu verpflichten, wie sie in der KI mit dem Namen Bratman verbunden ist. 
1.1 Intentionalität und das Leib-Seele Problem 
Mit Descartes wurde in der ersten Hälfte des 17. Jahrhunderts das Leib-Seele Problem (auch: Körper-Geist 
oder im englischen: Mind-Body Problem) in der Philosophie aufgeworfen. Er glaubte, daß die belebten und 
unbelebten Phänomene der Natur durch gegenseitige physikalische Beeinflussung von Korpuskeln zu erklären 
seien. Hiervon nahm er die Tätigkeit des menschlichen Geistes aus. Akzeptiert man diese Unterteilung, so 
wirft sich die Frage auf, wie es dann möglich ist, daß unser Geist und unsere Gedanken physikalische 
Auswirkungen haben können; d.h. wie wir z.B. überhaupt unseren Körper willentlich bewegen können. 
Philosophische Positionen, die auf einer, wie von Descartes vertretenen, Trennung von Körper und Geist 
basieren, werden unter dem Begriff des Dualismus zusammengefaßt. Diesen entgegen stehen Positionen, die 
die Tätigkeit des Geistes und damit unsere mentalen Zustände als Zustände des Gehirns und somit als 
körperliche Zustände erklären. Diese Positionen werden unter dem Begriff des Materialismus 
zusammengefaßt. 
Intentionalität ist nun eng an diese Fragestellung gebunden, da sie von vielen Philosophen als das Kriteriuml 
zur Unterscheidung zwischen mentalen und physikalischen Zuständen gesehen wird. Unter Intentionalität wird 
hier das Phänomen verstanden, daß mentale Zustände von etwas handeln, was selber außerhalb des TrägeJ 
des mentalen Zustands liegt. Physikalische Zustände können zwar in einer kausalen Beziehung zu anderen 
physikalischen Phänomenen außerhalb ihrer selbst liegen, sie handeln aber nicht von ihnen. 
1 MAGIe: Multi-Agent-Architecture for Intelligent honsulting. Dieses Projekt wird von der Deutschen 
Forschungsgemeinschaft im Rahmen des DFG-Schwerpunktprogrammes "Verteilte DV-Systeme in der 
Betriebswirtschaft" gefördert. 
Franz Brentano war der erste neuzeitliche Philosoph, der sich im 19. Jahrhundert auf das Thema der 
Intentionalität konzentrierte. Dabei beschäftigte er sich vor allem mit der Tatsache, daß die Objekte, von denen 
mentale Zustände handeln, nicht existent zu sein brauchen. Ein kleines Kind, das an den Weihnachtsmann 
glaubt, hat einen mentalen Zustand, der von einem nicht-existenten Objekt handelt. 
Dieses Problem führte in der Folge zur Definition verschiedener Formen der Seins, die neben der physikali-
schen Existenz noch andere Seinsformen kennen. Solche Positionen entwickelten sich vor allem in der europä-
isch-kontinentalen Philosophie, hatten aber alle mit dem Problem der ontologischen Begriffsvielfalt zu 
kämpfen. 
1.2 Intentionalität und Sprachphilosophie 
Die Philosophen im anglo-amerikanischen Bereich konzentrierten sich mehr auf den Zusammenhang zwischen 
mentalen Zuständen und der Tatsache, daß wir sie in Sprache ausdrücken. Mit dem Namen Roderick Chisholm 
verbinden sich die Versuche, Sätze, die intentionale Zustände ausdrücken, durch linguistische Kriterien zu 
erfassen. Dabei stellte er fest, daß intentionale Sätze gegen eine Reihe von logischen Prinzipien verstoßen 
können, wie z.B. erstens die funktionale Abhängigkeit des Wahrheitswertes (-> Der Wahrheitswert eines 
zusammengesetzten Satzes ergibt sich als Funktion aus den Wahrheitswerten seiner Teilsätze), zweitens den 
extensionalen Charakter symbolischer Logik (-> Der Wahrheitswert eines Satzes wird nur von Objekten -
Termen - beeinflußt, welche explizit im Satz vorkommen) und der daraus folgenden Möglichkeit der 
Substitution gleicher Terme, ohne dabei den Wahrheitswert des Satzes zu ändern und drittens die Möglichkeit 
der existenziellen Generalisierung. 
Zu erstens (funktionale Abhängigkeit): 
Der Satz "Ich wünsche, daß vielen Kranken geholf~n werden kann." ist wahr und enthält den ebenfalls wahren 
Teilsatz "Vielen Kranken kann geholfen werden." Ersetzen wir diesen Teilsatz durch "Viele Menschen werden 
krank.", so bleiben zwar Funktion und logischer Eingabewert gleich, der gesamte Satz: "Ich wünsche, daß viele 
Menschen krank werden." aber ist falsch . 
Zu zweitens (extensionaler Charakter): 
"Julias Verwandte wünschen dem jungen Mann mit der Maske nichts Schlechtes." Während dieser Satz 
durchaus wahr ist, können wir trotzdem nicht einfach den Begriff "junger Mann mit der Maske" durch "Romeo 
Montague" ersetzen, obwohl damit das gleiche Objekt bezeichnet wird. "Julias Verwandte wünschen Romeo 
Montague nichts Schlechtes." wäre eindeutig eine falsche Aussage. 
Zu drittens (existentielle Generalisierung) : 
"Das Kind hat einen Ball." Setzen wir diesen Satz als wahr voraus, so kann man schlußfolgern: "Es existiert 
etwas, derart, daß das Kind es hat." Diese Schlußfolgerung scheitert für folgende beiden Sätze: "Das Kind 
glaubt an den Weihnachtsmann." "Es existiert etwas, derart, daß das Kind daran glaubt." 
2. Das Begriffsfeld Mentale Zustände - Intentionale Zustände 
Für diese Arbeit soll die Begriftlichkeit zugrundegelegt werden. wie sie in [Searie 87] beschrieben ist. Sie ha 
den Vorteil, daß zwischen mentalen und intentionalen Zuständen unterschieden werden kann, was ein< 
Verbesserung gegenüber dem Ansatz von Chisholm darstellt, da seine Kriterien weder hinreichend noeft 
vollständig sind, um Intentionalität charakterisieren zu können. So gibt es Sätze, die mentale Zuständ 
beschreiben, aber keines der Kriterien erfüllen und Sätze, die zwar eines der Kriterien erfullen, aber nich 
mentale Zustände beschreiben. Die Verbesserung liegt in der Unterscheidung der verschiedenen semantischen 
Eigenschaften und der Einführung des präpositionalen Gehalts fur Intentionalität. 
Mentale Zustände 



















Abb. l: Das Verhältnis von mentalen und intentionalen Zuständen zueinander J 
Gemäß der Searl'schen Terminologie haben mentale Zustände drei natürlich-semantische Eigenschaftc 
Erfüllungsbedingungen, Referenz und Bedeutung. Erstere stehen fur die Bedingungen der Gültigkeit menlal 
Zustände, also jene Bedingungen, bei deren Erfüllung wir z.B. sagen würden, der Satz: "Ich befinde mich 
Zustand der Angst." oder einfacher: "Ich habe Angst." sei wahr. Die Referenz als semantische Eigenschaft ~ 
fest, worauf sich etwas - in diesem Fall der mentale Zustand - bezieht. Der Bezug im Beispiel wäre . 
Sprecher selbst und eine Vorstellung von Angst. Die Bedeutung schließlich legt fest, wovon etwas han~, 
Diese am schwierigsten zu fassende semantische Eigenschaft wäre im Beispiel am ehesten durch p. 
zustandsgebundenen Vorstellungen zu beschreiben, die vorliegen, wenn wir davon sprechen, Angst zu haben 
Intentionale Zustände sind eine Unterklasse mentaler Zustände. Sie haben ebenfalls ErfuliungsbedingunBl 
Referenz und Bedeutung. Bei ihnen zeichnet sich allerdings die Bedeutung durch einen präpositionalen Geb 
aus, der sich in einem Nebensatz mit " .... derart. daß .. . " formulieren läßt; z.B.: "Ich befinde mich im ZuSIJ 
des Wünschens. derart. daß ich ein Glas Wasser haben will." Der präpositionale Zusatz ist bei IntentiOll 
nicht nur notwendig (so kann z.B. die Bedeutung eines Wunsches erst mit diesem Zusatz festgelegt werden), 
er individuiert auch Intentionen, d.h. unterschiedliche Intentionen können durchaus die gleichen 
Erfullungsbedingungen oder Referenz haben, sie haben aber auf jeden Fall eine unterschiedliche Bedeutung. 
3. Das Begriffsfeld Intelligenz - Rationalität - Intentionalität 
Zur Bestimmung des Rahmens, innerhalb dessen sich hier mit Intentionalität beschäftigt wird, soll kurz auf die 
Beziehung zwischen den drei Begriffen Intelligenz, Rationalität und Intentionalität eingegangen werden. 
Gerade auch für Wissenschaftler im Bereich der KI ist es sinnvoll, sich Gedanken über diese Einordnung zu 
machen, um sich über die Grenzen und Voraussetzungen klar zu werden, die bei der Behandlung von 







Abb. 2: Das VerhtJltnis der Begriffe Intelligenz, Rationalität und Intentionalität 
Rationales Verhalten wird als eine Form intelligenten Verhaltens angesehen. Es ist natürlich nicht die 
ausschließliche Form, in der sich Intelligenz äußert, soll aber für den vernunftbetonten Teil stehen und in 
dieser Arbeit mit dem Begriff der "Rationalität im engeren Sinne" der Philosophy of Mind gleichgeselZt 
werden. Intentionalität kann wiederum nur sinnvoll im Rahmen von Rationalität interpretiert werden. Ohne 
die Voraussetzung von Rationalität lassen sich keine Beziehungen zwischen Intentionalität einerseits und 
Aktionen, Zielen und Handlungen andererseits herstellen. So gibt es z.B. keine logische Garantie, daß ein 
irrationaler Mensch versuchen wird, seine Wünsche durch ziel gerichtetes Handeln zu realisieren. 
4. Einige Positionen in der Philosophie des Geistes 
An dieser Stelle sollen einige philosophische Positionen kurz skizziert werden, die alle im Rahmen der 
Behandlung von Intentionalität zu sehen sind. Bei diesen Positionen handelt es sich ausschließlich um 
Varianten des Materialismus, die die Tätigkeit des Geistes in direkte Beziehung zur Tätigkeit des Gehirns 
setzen. Die Darstellung orientiert sich dabei an den Möglichkeiten der KI und somit an der Fragestellung, 
inwiewell die Bedeutung W1serer geistigen Tätigkeilcn. also die naturhche Semantik durch "körperliche' 
spnch materielle, an Symbole, Syntax und formale Semantik gebundene Verfahren dargestellt werden kann. 
Funktionalismus: I de ntitätsth e 0 rie; 
t 




Der Funktionalismus setzt mentale Zustände in eine funktionale Be7iehung zu Zuständen des Gehirns 
Wesentlich an dieser Position ist die Meinung, daß ein bestimmter mentaler Zustand von Fall lU Fall von 
Wlterschiedlichen Zustanden des Gehirns vertreten werden kann. Dabei kommt es nur auf die funktionale 
Äquivalenz dieser neuronalen Zustände an [Fodor 87J . Die IdentitätsLheoric geht dagegen von einer direkten 
Abbildung zwischen mentalen und neuronalen Zuständen aus. Als elimlßatorische Positionen werdeD 
diejenigen Meinungen bezeichnet, die den menUllen Zuständen ihre Existenz absprechen. Hier sind nur die 
neuronalen Zustände des Gehirns wichtig; unsere geistigen Tätigkeiten sind lediglich Epiphänomene der 
neuronalen NetzzUstände [Churchland 861· 
Alle diese materialistischen Positionen lassen viel Spielraum fiir die Betätigung von Angehöngen der 
empirischen Wissenschaften, wie etwa der Neurobiologie oder den Kognitionswissenschaften. Überlegt maD 
sich, worin sich Unterschiede ergeben, so lassen sich folgende Einteilungen vornehmen: 
Der Funktionalismus kommt den Kognitionswissenschaften am meisten entgegen. 
Möglichkeit, unabhängig von ~neuronalen Realisierungen~ die mentalen Zustände zu untersuchen und setzt die 
Kognitionswissenschaften gleichberechtigt neben die Neurobiologie. 
Die Idenlität.sLheorie würde ein Primat der Neurobiologie über die Kognitionswissenschaften bedingen, da 
mentale Zust11nde genausogut in ihren neuronalen Entsprechungen untersucht werden könnten und man dOll 
die exakteren Methoden zur Verfilgung hätte. 
Die eliminatorische Position hingegen macht Kognitionswissenschaften tlberflüssig, da ihnen schlichcweg die 
Ex,iSlcnz ihres wissenschaftlichen Gegenstandes abgesprochen wird. Wenn mentale Zustände 
Wünschen elC. nichl exiSlieren , dann brauchi es auch keine Wissenschaft. um sie 7.U erklären. 
Diese kurze Übersicht sollte deutlich machen, warum der Funktionalismus die bei weitem favorisierte Position 
bei Kognitionswissenschaftlern ist und mit Bratman [Bratman 87] auch weite Verbreitung in der KI gefunden 
hat. 
5. Dennett's Position 
"I wish to examine the concept of a system whose behavior can be - at least sometimes - explained and 
predicted by relying on ascriptions to the system of beliefs and desires (and hopes, fears, intentions, hunches, 
.. . ), I will call such systems intentional systems, ... " Diese Definition Intentionaler Systeme aus [Dennett 85] 











Gemäß Dennett zeichnen sich Intentionale Systeme dadurch aus, daß ihr Verhalten durch Zuschreibung von 
Intentionen zumindestens teilweise erklärt und vorhergesagt werden kann. Wichtig an dieser Definition ist die 
Perspektive der 3. Person, die gegenüber den Intentionalen Systemen durch den Terminus der Zuschreibung 
bezogen wird. Die Definition besteht nicht darauf, daß Intentionale Systeme im philosophischen Sinne 
Intentionen haben. Damit umgeht Dennett die Diskussion um das Leib-Seele Problem, da über die Beziehung 
zwischen mentalen und neuronalen Zuständen keine nähere Aussage gemacht wird. Wesentlich an dieser 
Position ist auch, daß Intentionalität somit nicht mehr Eigenschaft des inneren Zustandes eines Systems ist, 
sondern von außen kommt. Intentionalität ist Eigenschaft der Interpretation eines Dritten. Für eine 
ausfuhrliche Diskussion der Dennett'schen Zuschreibungstheorie sei noch auf [Dennett 87 ] verwiesen. 
6. Hinführung zum Formalismus 
Agenten werden in MAGIe gemäß der Dennett'schen Definition als Intentionale Systeme gesehen, Wenn 
diesen Agenten nun Intentionen als Teii ihrer Architektur zugeordnet werden, so ist damit ein Teil 
Funktionalität des programmierten Agenten gemeint, der dafür verantwortlich ist, daß externe Beobachter des 
Agenten geneigt sein werden, das Verhalten des Agenten durch intentionale Zuschreibungen zu erklären und 
vorherzusagen. Dieser Teil Funktionalität erhebt den Anspruch, daß Änderungen an seiner Programmierung 
zu vorhersagbaren Änderungen der intentionalen Zuschreibungen der Beobachter führen wird. Dies sei die 
Rechtfertigung für die Namenswahl. Es wird nicht beabsichtigt, den Eindruck zu erwecken, daß die 
vorgestellten Konzepte eine adäquate Formalisierung des Begriffes der Intentionalität darstellen. Dies ist auen 
I 
kein Nachteil des Formalismus, da trotzdem mit ihm Intentionale Systeme gebildet werden können und 
darüber hinaus die Position bezogen wird, daß eine adäquate Formalisierung von Intentionalität iJ 
philosophischen Sinne nicht möglich ist. 
6.1 Intentionen in MAGIe 
Intentionen sind im Formalismus einem Agenten zugeordnet und werden unterteilt in ziel gerichtete und 
handlungsgerichtete Intentionen. Beide Sorten verfugen über die jetzt formal-semantischen Eigenschaften der 
Erfullungsbedingungen, Referenzen und Bedeutung. Dabei wird für die Erfullungsbedingungen und 
Referenzen kein Unterschied zwischen ziel- und handlungsgerichteten Intentionen gemacht. 
6.1.1 Erfüllungsbedingungen 
Erfullungsbedingungen werden durch Intentionsformeln beschrieben, die die logischen Werte "true", "false' 
und "unknown" annehmen können. Ihre Syntax ist wie folgt definiert: 
FORMEL "(" "and" FORMEL [FORMEL]+ ")" I 
"(" "or" FORMEL [FORMEL)+ ")" I 
"(" "not" FORMEL ")" I 
ATOMAREFORMEL 







"(" PRÄDIKAT [TERM]· ")" 
,,<tl I ">" I "=" I "<=" I ">=" I "<>" I "isActive" I "isKnown" I "isUnknown" 
T ASKKLASSE I VARIABLE I KONSTANTE 
ist eine Objektklasse in der Implementierungssprache Smalltalk, die unterhalb der 
Klasse "GenericTask" definiert wurde. 
ist eine Instanz der Klasse "IFVariable", die einer Objektklasse zugeordnet ist, 
welche unterhalb von "GenericType" definiert wurde. 
ist eine Instanz der Klasse "IFConstant", die einer Objektklasse zugeordnet ist, 
welche unterhalb von "GenericType" definiert wurde. 
Im folgenden ist mit "Die Formel ist wahr" gemeint, daß ihr Wahrheitswert "true" ist. Analoges gilt für falsch~ 
und unbekannt. 
And-Formeln haben zwei oder mehr Teilformeln. Ist mindestens eine Teilformel falsch, so ist die and-Formel 
falsch. Sind alle Teilformeln wahr, so ist die and-Formel wahr. Ansonsten ist sie unbekannt. Auch or-Formeln 
haben zwei oder mehr Teilformeln. Ist mindestens eine Teilformel wahr, so ist die or-Formel wahr. Sind alle 
Teilformeln falsch, so ist die or-Formel falsch. Ansonsten ist sie unbekannt. Not-Formeln haben eine 
Teilformel. Ist sie wahr bzw. falsch , so ist die not-Formel falsch bzw. wahr. Ist sie unbekannt, so ist es die not· 
Formel auch. 
Die ersten sechs der oben aufgeführten Prädikate können von zwei oder mehr Termen gefolgt werden. Diese 
Terme dürfen nur Variablen oder Konstanten des gleichen Typs sein. Eine =-Formel ist wahr, wenn alle Werte 
der Terme gleich sind. Sie ist falsch , wenn sich mindestens zwei Werte unterscheiden. Ansonsten ist sie 
unbekannt. Eine <-Formel ist wahr, wenn die Werte ihrer Terme eine streng monoton wachsende Folge bilden. 
Sie ist falsch , wenn ein Term einen gleichen oder kleineren Wert als ein Vorgängerterm hat. Ansonsten ist sie 
unbekannt. Eine >-Formel ist wahr, wenn die Werte ihrer Terme eine streng monoton fallende Folge bilden. 
Sie ist falsch , wenn ein Term einen gleichen oder größeren Wert als ein Vorgängerterm hat. Ansonsten ist sie 
unbekannt. Eine >=-Formel ist wahr, wenn die Werte ihrer Terme eine monoton fallende Folge bilden. Sie ist 
falsch , wenn ein Term einen größeren Wert als ein Vorgängerterm hat. Ansonsten ist sie unbekannt. Eine <=-
Formel ist wahr, wenn die Werte ihrer Terme eine monoton wachsende Folge bilden. Sie ist falsch, wenn ein 
Term einen kleineren Wert als ein Vorgängerterm hat. Ansonsten ist sie unbekannt. Eine <>-Formel ist wahr, 
wenn alle Werte der Terme paarweise ungleich sind. Sie ist falsch, wenn mindestens zwei Werte gleich sind. 
Ansonsten ist sie unbekannt. 
"isActive" ist ein unäres Prädikat. Der Term muß eine Taskklasse sein. Eine isActive-Formel ist wahr, wenn 
ihre Taskklasse mindestens eine aktivierte Instanz hat, ansonsten ist sie falsch. "isKnown" und "isUnknown" 
sind ebenfalls unäre Prädikate. Ihr Term muß eine Variable sein. Eine isKnown-Formel ist wahr, wenn der 
Variablen ein Wert ihres Typs zugeordnet wurde, sie ist falsch, wenn die Variable den Wert "nil" hat. Für 
isUnknown-Formeln gilt das Gegenteil. Konstante haben als Wert einen der Werte ihres Typs. 
6.1.2 Referenzen 
Die Referenzen einer Intention sind eine Teilmenge aller Szenarioobjekte, wobei letztere sich aus der Menge 
aller Agenten, der Menge der Environmentobjekte und der Menge der Applikationsobjekte zusammensetzen. 
Environrnentobjekte sind Ressourcen, die den Agenten zur Verfügung stehen (z.B. Datenbanken). Die 
Applikationsobjekte sind die Typklassen. In ihnen sind Begriffe des Anwendungsgebietes formalisiert und in 
ihrer Funktionalität zusammengefaßt. Die Typen enthalten also nicht nur eine Aufzählung möglicher Werte, 
sondern auch Methoden. So gibt es z.B. in der MAGNIFIC02-Anwendung die Typklasse "Risiko" , welche 
unter anderem Werte wie "sehr gering", "mittel" oder "spekulativ" enthält. Dazu gibt es Variablen wie 
"Risikobereitschaft des Anlegers", "Risiko des Anlagevorschlages" und Methoden, die Risikoberechnungen 
oder -abschätzungen für Anlagen im Aktienbereich, im Bereich festverzinslicher Wertpapiere etc. durchführen 
können. 
6.2 Zielgerichtete Intentionen 
Zielgerichtete Intentionen verfügen neben Erfüllungsbedingungen und Referenzen über eine Zielbedeutung, die 
einerseits aus einem Verweis auf das Ziel besteht, dessen Erreichen bzw. Halten Sinn der Intention ist. Ziele 
sind dabei als Zustände definiert, in deren Erfüllungsberechnung als Parameter der Agent eingeht, der das Ziel 
verfolgt. Somit kann gewährleistet werden, daß das gleiche Ziel für bestimmte Agenten erfullt, für andere aber 
2MAGNTFICO: Multi-Age!!t-System for Intelligent Financial Consulting. Teilprojekt von MAGIC, welches die 
Architekturkonzepte \'on MAGIC im Anwendungsbereich der Allfinanzberatung evaluiert. 
nicht erfüllt iSt, ohne dabei nur auf den internen Zustand des Agenten beschränkt sein zu müssen. Andererseit~ 















Erfüllungsbedingungen und vom Erfüllungsgrad des Zieles bezüglich des Agenten, zu erledigende Tasks 
eingetragen sind. Tasks formulieren dabei lediglich was gemacht werden soll, nicht wie dies zu geschehen ha~. 














Abb. 6: Die Struktur der handlungsgerichteten Intentionen 1 
Handlungsgerichtete Intentionen reagieren nun auf aktivierte Tasks und können, falls ihre 
Erfullungsbedingungen wahr sind, Handlungen vollführen, die mit Hilfe von komplexen Aktionsausdrückea 
beschrieben werden. Wichtig ist hierbei die Trennung zwischen dem Begriff "Handeln" und dem BegriJf 
"Aktion" . Das Konzept des Handeins umfaßt sowohl das Ausführen von Aktionen wie auch das wissentliche 
Unterlassen von Aktionen, wobei letzteres einen wesentlichen Bestandteil intentionalen Handeins ausmacht 
(man denke an unterlassene Hilfeleistungen) und sich hauptsächlich beim Halten erreichter Ziele auswirkt, wo 
ein erreichter Zustand durch die Ausfuhrung bestimmter Aktionen gefährdet sein könnte. Der Begriff des 
Handeins ist dabei an eine Entscheidung und damit an einen kognitiven Gehalt gebunden, womit der BegriJf 
vom bloßen agieren im Sinne von "Aktionen ausfuhren" unterschieden ist. So ist z.B. das Zurückzucken VOI 
einer heißen Herdplatte zwar eine (reaktive) Aktion, es stellt aber keine Handlung dar. 
Zielt eine handlungsgerichtete Intention auf das Unterlassen einer Aktion, so wird diese Aktion auf eine 
"Schwarze Liste" gesetzt und nicht ausgefuhrt. Eine Ausfuhrung würde auch abgelehnt werden, falls der Agent : 
von anderen Agenten um eine Ausfuhrung ersucht wird. Aktionen werden wieder von der Liste gestrichen . 
~ 
sobald die Intenllon. welche die Unlerlassung bewirkt hal. nicht mehr erfiillt ist. d.h. ihre Intenlionsformel 
nicht mehr wahr ist. 






"(" "seq" AKTAUSDRUCK IAKTAUSDRUCK)+ ")" / 
"( "par" AKTAUSDRUCK [AKTAUSDRUCK[+ ")" / 
"(" "loopCond" BOOLBLOCK AKT AUSDRUCK")" / 
"C' "cond" BOOLBLOCK AKTAUSDRUCK AKT AUSDRUCK ")" / 
ATOMAKTION 
ist eine Instanz der Smalltalkktasse BlockClosure. dIe als Berechnungswen eine 
der Smalltalkkonstanten "true" oder "false" haben muß 
"(" T ASKKLASSE")" / 
"C AKTION U)" 
ist ein Smalltalkausdruck, der in der "execution"-Inslanzenmethode einer 
Aktionsklasse detiruen ist. die als Unterklasse von "GenericAction" angelegt 
wurde. 
ist eine Objektklasse in der Implementierungssprache Smalltalk. die unterhalb der 
Klasse "GenericTask" definiert wurde . 
Semantische Erläuterungen: 
Seq-Ausdrucke stellen die sequentielle Ausführung der in ihnen aufgefillmcn Aktionsausdrucke dar. Par-
Ausdrucke stehen fur parallele Ausfuhrungen. LoopCond-Ausdrticke wiederholen ihren Aktionsausdruck, 
solange der Wert des Boolblocks "true H ist. Cond-Ausdrucke fuhren den ersten Aktionsausdruck aus, falls der 
Boolblock den Wert "true" hat; ist der Wert "false", wird der zweite Ausdruck ausgefilhn. Das Ausfuhren eIner 
Taskklasse besteht aus ihrer Aktivierung, d.h. der Generierung einer Instanz des Tasks und der AbarbeitWlg 
durch den Agenten rruuels anderer handJungsgerichleler Intentionen. Über diesen Mechanismus können 
handJWlgsgerichtete Intentionen ineinander geschachtelt werden. Das Abarbeiten einer Aktion besteht aus der 
Generierung einer Instanz der Aktionsklasse und der Ausführung der zugehörigen "execution"-Melhode. 
6.4 Der Interpreterlauf der Agenten 
Der an den Intentionen ausgerichtete Intef1>reterlauf der Agenten durchl~uft in einer Schleife folgende Phasen. 
I. AJle über die Sensorik oder die Kommunikationskomponente neu erhaltenen Informationen werden 
in die Wissensbasis eingetragen. Dabei werden gegebenenfalls auch die Werte der Variablen neu 
gesetzt. 
2. Jetzt folgt die Auswertung aller Erfullungsbedingungen der zielger1chtelen Intenllonen. Da 
Variablen ihre Werte geänden haben können. kann dies auch für die Intentionsformeln gelten. 
3. Abhängig vom . Wechsel bZW: dem Bleiben des logischen Wertes der Intentionsformel und dej 
momentanen ZIelerfüllung wird nun der entsprechende Task aus der Tasktabelle aktiviert . Deli 
Agent hat nun eine Menge von abzuarbeitenden Taskinstanzen in einer Agenda stehen. 
4. Die neuen Aktivierungsstände der Taskklassen werden den Intentionsformeln mitgeteilt. EventueU 
ändern einige von ihnen ihren Wert, falls sie sich mit einer isActive-Formel auf einen Task 
beziehen. 
5. Die Erfüllungsbedingungen der handlungsgerichteten Intentionen werden ausgewertet. 
6. Alle handlungsgerichteten Intentionen, die eine wahre Intentionsformel haben, werden ihn 
Handlung vollfiihren. Diese besteht entweder in der Ausfiihrung des Aktionsausdrucks oder il 
seinem Verbot. 
7. Der Tunnbau zu Babel 
Die momentan in der KI diskutierten Positionen zur Intentionalität bauen hauptsächlich auf den Arbeiten von 
Bratman auf und zielen auf eine möglichst adäquate Formalisierung der Intentionalität. Dieses Vorhaben 
gleicht dem Turmbau zu Babel, nur daß hier mit den Mitteln der formalen Logik versucht wird, sich de/ 
natürlichen Semantik zu nähern. Schicht um Schicht werden die bisherigen Konzepte erweitert bzw 
verfeinert, in der Hoffnung schließlich die Formalisierung von Intentionalität finden zu können. Dabei laufea 
die Protagonisten diese Prozesses letztendlich in die Gefahr, sich (und vor allem ihre Leser) nur in die formaf 




Temporallogische Erweiterung (Goldman I Lang) 
Intentionalität mit "Subjektivismus" (Sadek) 
Cohen und Levesque ~ i 
Bratmans Theorie der Intentionalität 
Abb. 7: Der Turmbau zu Babel 
Es soll nun nicht die formale Logik kritisiert werden, sondern lediglich die Motivation dieser VorgehensweiSi 
die darin besteht, die Philosophie als Rezeptgeberin fiir die empirischen Wissenschaften zu sehen. In (Abe1 91 
wird nicht nur bereits von einem Scheitern der drei vorgestellten materialistischen Positionen ausgegangen, 
was dem oben vorgestellten Vorhaben die Basis entziehen würde - es werden auch jene interpretatorisc~ 
Positionen gestärkt, die sich unter anderem in der Tradition von Kant entwickelt haben und denen auch 
Dennetts Position zuzurechnen wäre. Es sind diese Denkgebäude, mit denen sich auch Kl-ler im Zuge des 
Ringens der Philosophie um einen modernen Geistbegriff konfrontiert sehen werden, sollten sie sich weiterhin 
um einen Dialog mit der Philosophie bemühen - was wünschenswert wäre. 
Modelle der Kl sollten sich in Auseinandersetzung mit philosophischen Positionen bilden und bewähren, sie 
können keine philosophischen Positionen darstellen. Philosophie kann nicht implementiert werden. So zeigt 
sich auch die "Wahrheit" der Modelle der Kl nicht darin, ob es eine philosophische Position gibt, die sie 
unterstützt, sondern darin, ob sich das Modell in der praktischen Anwendung bewährt. Nicht der Formalismus 
fur Intentionalität ist der beste, der möglichst viele logische Konzepte umfaßt, sondern jener, bei dessen 
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Lernen und Aktionskoordinierung 
in ~ehragentensysteD1en 
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weissg@informatik.tu-muenchen.de 
Zusammenfassung. Lernen in Mehragentensystemen ist ein junges Forschungsgebiet innerhaI 
Verteilten Künstlichen Intelligenz. Trotz verstärkter Forschungsbemühungen gerade in den verganl 
Jahren gibt es zahlreiche offene Fragen und Probleme. Dieser Artikel untersucht den Zusammen 
zwischen Lernen und Aktionskoordinierung in solchen Systemen. Es wird ein Verfahren vorgestellt, W€ 
mehreren Agenten ermöglicht, die Ausführung ihrer Aktionen zu koordinieren und geeignete Sequt 
von Aktionsmengen zu lernen. 
Schlüsselwörter. Mehragentensysteme, verteiltes Lernen, Aktionskoordinierung. 
1. Motivation 
Das Konzept interagierender Agenten ist in der Künstlichen Intelligenz und der Informatik ke 
wegs neu, sondern beinflußte bereits vor vielen Jahren die anfänglichen Entwicklungen in BereicheJ 
kognitiven ModelIierung [24, 22], Blackboard Systeme [7], objektorientierte Programmierung [15J und 
dellierung von Nebenläufigkeit [23J. In den vergangenen Jahren lieferte dieses Konzept wichtige Im~ 
für neue Denkansätze in der Informatik (vgl. etwa [3, 4, 20, 21)) und entwickelte sich zu einem Forsch~ 
schwerpunkt in der Künstlichen Intelligenz (z.B . [2 , 5, 10, 18]). Das Interesse an solchen Systemen gr ~ 
vor allem auf der Tatsache, daß viele Aufgaben- und Problemstellungen - man denke etwa an auto 
Fertigung oder Verkehrsflußüberwachung - von sich aus einen verteilten Lösungsansatz erfordern und 
mit mehreren anstatt mit einem einzelnen Agenten modelliert werden (vgl. [11]). Insbesondere ermö. 
die Verwendung mehrerer Agenten sowohl eine bessere Handhabung von natürlichen Einschränkungea 
etwa die begrenzte Leistung eines einzelnen Agenten oder die physikalischen Verteiltheit der zu 
beitenden Daten als auch die Nutzung von inhärenten Eigenschaften verteilter Systeme wie ParalJ 
Robustheit und Fehlertoleranz. 
Im Gegensatz zum Problemlösen und Planen wurde dem Lernen in Mehragentensystemen lange 
nur wenig Aufmerksamkeit geschenkt. Dies steht in deutlichem Widerspruch zu der mittlerweile gewoi 
Einsicht, daß gerade dem Lernen eine wichtige Rolle zukommt: da nämlich solche Systeme typischer 
sehr komplex und deshalb in ihrem Verhalten nur schwer zu spezifizieren sind, sollten sie in der Lage 
weitgehend selbständig zu lernen, die ihnen gestellten Aufgaben zu bewältigen . Erst seit wenigen J 
gibt es verstärkt Forschungsbemühungen, die sich mit grundlegenden Aspekten des Mehragenten-Ler 
beschäftigen. So wurden beispielsweise die Wechsel wirkungen zwischen verteiltem und nichtverteiltem 
nen [27, 25] näher untersucht und Verfahren zum verteilten Erlernen von Konzepten [6] und von plausi' 
Hypothesen [26, 28] entwickelt. Trotz dieser Bemühungen gibt es jedoch eine Vielzahl offener Fragen 
Probleme im Bereich des Mehragenten-Lernens. 
Die hier vorgestellte Arbeit untersucht den Zusammenhang zwischen Lernen und Aktionskoordiniel 
in Mehragentensystemen. Im Mittelpunkt stehen dabei folgende Fragestellungen: 
• Wie können mehrere Agenten lernen, welche Aktionen nebenläufig ausgeführt werden sollen? 
• Wie können mehrere Agenten lernen, welche Aktionsmengen sequentiell ausgeführt sollen? 
Der Artikel ist wie folgt strukturiert. Im Abschnitt 2 wird der Begriff eines Agenten konkretisiert 
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L ___ I 
Umwelt / / 
~------------------~ 
weitere Agenten '" 
Bild 1: Struktur eines Agenten. Jeder Agent besteht aus einer sensorischen Komponente (S), einer motori-
schen Komponente (M), einer Wissensbasis (W) und einer Lerneinheit (L) . Die sensorische und motorische 
Komponente erlauben dem Agenten die Interaktion mit seiner Umwelt. Die Wissensbasis enthält das Wis-
sen des Agenten über seine Umwelt . Die Lerneinheit modifiziert die Wissensbasis derart , daß der Agent 
zu einem verbesserten Verhalten befahigt wird. 
Agenten- und Gruppenbegriff ein Lernverfahren vorgestellt, welches auf die Beantwortung der beiden 
obigen Fragen abzielt. Im Abschnitt 4 werden theoretische und experimentelle Ergebnisse zu diesem 
Verfahren beschrieben. Im Abschnitt 5 werden mögliche Erweiterungen des vorgestellten Lernverfahrens 
aufgezeigt. 
2. Agenten und Gruppen als organisatorische Einheiten 
In der Literatur findet sich eine Vielzahl unterschiedlicher Spezifikationen und Implementierungen von 
Mehragentensystemen. Diesem Artikel liegt die in der Verteilten Künstlichen Intelligenz "prototypischen 
Sichtweise" zugrunde, derzufolge ein Mehragentensystem aus mehreren autonomen Agenten besteht die 
in der Lage sind zu interagieren und die sich in ihren Fähigkeiten und ihrem Weltwissen voneinander 
unterscheiden . Dabei werden zwei Typen von organisatorischen Einheiten unterschieden : einzelne Agenten 
und Gruppen von Agenten die kompatible Aktionen ausführen . 
Jeder Agent besitzt eine sensorische Komponente, eine motorische Komponente, eine Wissensbasis und 
eine Lerneinheit; siehe Bild 1. Insbesondere ist jeder Agent hinsichtlich seiner Aktivitäten in folgender 
Weise eingeschränkt : 
• aufgrund beschränkter sensorischer Fähigkeiten kennt er nur einen bestimmten Ausschnitt seiner 
Umwelt, 
• aufgrund beschränkter motorischer Fähigkeiten ist er nur zu bestimmten umweltbeeinflußenden Ak-
tionen fahig und 
• Aktionen verschiedener Agenten können inkompatibel sein. 
Wegen dieser Einschränkungen ist es möglich, daß verschiedene Agenten unterschiedliches Wissen über 
ihre Umwelt besitzen und auf unterschiedliche und inkompatible Aktionen spezialisiert sind. 
Die einzelnen Agenten dienen als Primitive ("building blocks" ) für komplexere Organisations- und Kon-
trollstrukturen . Eine der elementarsten Strukturen ist eine Gruppe von Agenten die kompatible Aktionen 
ausführen [8, 9] . Diese elementare Struktur liegt auch dem im nächsten Abschnitt beschriebenen Lernver-
fahren zugrunde. Der Gruppenbegriff ist wie folgt definiert. Eine Gruppe besteht aus einem Gruppenleiter 
und mehreren kompatiblen Gruppenmitgliedern, wobei ein Leiter ein einzelner Agent und jedes Mitglied 
entweder ein einzelner Agent oder wiederum eine Gruppe ist. Dabei bedeutet "kompatibel", daß in einem 
2 
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A : I 
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(a) (b) 
Bild 2: Struktur einer Gruppe. Eine Gruppe besteht aus einer Menge von einzelnen Agenten (0) , die dUl 
Leiter-Mitglied Relationen (J \) hierarchisch strukturiert sind. (a) zeigt eine Gruppe , die nur aus cl 
Lei ter und zwei Mitgliedern besteht, wobei jedes Mitglied ein einzelner Agent ist. (b) zeigt eine Grup 
die einen Agenten und eine weitere Gruppe (gestricheltes Kästchen) als Mitglieder hat; die "gestrich 
Gruppe" ihrerseits hat einen Agenten und eine Gruppe (gepunktetes Kästchen) als Mitglieder, wobei 
"gepunktete Gruppe" ihrerseits drei einzelne Agenten als Mitglieder hat. Alle Mitglieder einer Gru 
müssen kompatibel sein. 
gegebenen Umweltzustand die Aktivität keines der Mitglieder zu Umweltveränderungen führt, welche 
Aktivität eines anderen Mitgliedes verhindern. Der Gruppenleiter hat die Aufgabe, die Interessen sei: 
Gruppe zu vertreten; insbesondere bewertet er die Zielrelevanz seiner Gruppe und entscheidet, ob sei 
Gruppe weiterhin als autonome Einheit agiert, Mitglied einer anderen Gruppe wird oder aufzulösen 
(siehe Abschnitt 3) . Wie Bild 2 illustriert, erlaubt diese rekursive Definition die Bildung von einfachen 
auch von komplex strukturierten Gruppen. 
In den nächsten Abschnitten wird folgende Sprechweise und Notation verwendet. Der Aktivitätskon{ 
eines Agenten in einem gegebenen Umweltzustand ist definiert als derjenige Ausschnitt des Umweitzusl 
des, welcher dem Agenten bekannt ist. In jedem Umweltzustand ist der Aktivitätskontext einer Gru 
definiert als die Summe der Aktivitätskontexte aller in dieser Gruppe enthaltenen Agenten. Ein Agent 
potentiell aktiv in einem Umweltzustand, wenn er seine Aktion ausführen könnte; eine Gruppe ist po 
tiell aktiv, wenn alle beteiligten Agenten potentiell aktiv sind. Ein Agent und eine Gruppe ist autonom 
einem Umweltzustand, wenn er bzw. sie nicht Mitglied einer in diesem Umweltzustand potentiell akti 
Gruppe ist. Si bezeichnet einen Umweltzustand. Uj bezeichnet eine organisatorische Einheit , also ei 
Agenten oder eine Gruppe. Falls Uj eine Gruppe ist, dann verweist Uj auf den Leiter dieser Gruppe; Ca 
Uj ein einzelner Agent ist, dann bezeichnet Uj ebenfalls diesen Agenten. Schließlich bezeichnet [Ui, Si] , 
Aktivitätskontext der Einheit Uj im Zustand Si' 
3. Der DFG Algorithmus 
3.1. Prinzipielle Arbeitsweise 
Der DFG Algorithmus - DFG als Akronym für "Dissolution and Formation of Groups" - ist ein Verfi 
ren zum Erlernen von geeigneten Sequenzen von Aktionsmengen in Mehragentensysstemen [31]. Er basi 
auf der aktionsorientierten Variante [30] des aus dem Bereich der sog. classifier systems stammenden bUG: 
brigade Lernprinzips [17] und stellt eine Weiterentwicklung der in [32, 33] beschriebenen Lernverfahren 
verteilten Aktionskoordinierung dar. Der Algorithmus gehört zur Klasse der Reinforcement-Lernverfah 
das heißt, die von der Umwelt erforderliche Lernrückkoppelung ist minimal und besteht lediglich aus 
gewissen Zeitpunkten bereitgestellten skalaren Werten. 
Die prinzipielle Arbeitsweise des DFG Algorithmus kann wie folgt zusammengefaBt werden. Es 
zwischen einzelnen Agenten und Gruppen bestehend aus mehreren kompatiblen Agenten als den agierl 
den organisatorischen Einheiten unterschieden (siehe Abschnitt 2). Jede Einheit bewertet die Rele 
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ihrer Aktivität in Abhängigkeit vom jeweiligen Umweltzustand. Lernen erfolgt durch zwei sich wechsel-
seitig beeinfiußende Prozesse: Bewertungsmodifizierung (credit assignment), also die Modifizierung der 
Aktivitätsbewertungen, und Gruppenentwicklung, also der Bildung neuer und der Zerfall alter Gruppen. 
In jedem Umweltzustand findet abhängig von den Aktivitätsbewertungen ein Wettbewerb zwischen den 
Einheiten statt. Nur dem Gewinner eines Wettbewerbes ist es gestattet, tatsächlich aktiv zu werden und 
damit den aktuellen in den nächsten Umweltzustand zu überführen. Insgesamt ergibt sich die Gesamtak-
tivität des Mehragentensystems durch die wiederholte Ausführung des folgenden Arbeitszyklus: 
1. Aktivitätsauswahl: Die Einheiten prüfen, ob sie im aktuellen Umweltzustand aktiv werden könnten. 
Basierend auf den Bewertungen ihrer Aktivitäten wird diejenige Einheit bestimmt, die tatsächlich 
aktiv werden darf. 
2. Bewertungsmodifizierung: Die aktiven Einheiten modifizieren ihre Aktivitätsbewertungen entspre-
chend dem bucket brigade Mechanismus. 
3. Gruppenentwicklung: Abhängig von den Aktivitätsbewertungen werden alte (erfolglose) Gruppen 
aufgelöst und neue (erfolgreichere) Gruppen gebildet. 
Im folgenden werden die einzelnen Schritte dieses Zyklus im Detail beschrieben . 
3.2. Aktivitätsauswahl und Bewertungsmodifizierung 
In jedem Umweltzustand Sj läuft zwischen den Agenten ein Wettbewerb um das Recht, aktiv zu werden. 
Für jede potentiell aktive und autonome Einheit Ui berechnet Ui ein Gebot B{ gemäß 
B{ = (0: + ß) . E{ (1) 
wobei 0: eine Konstante, ß ein Zufallsterm und Ei ein skalarer Wert ist, der die von Ui vorgenommene 
Bewertung der Aktivität von Ui im Kontext [Ui, Si 1 darstellt. (Die Autonomiebedingung gewährleistet, 
daß die Mitglieder einer potentiell aktiven Gruppe nicht miteinander konkurrieren. Der Zufallsterm dient 
der Vermeidung lokaler Lernminima; es sei hier erwähnt, daß im Bereich der classifier systems verschiedene 
Varianten des zufalisbeeinflußten Wettbewerbs vorgeschlagen wurden.) Die Aktivitätsauswahl erfolgt dann 
über die Bestimmung der höchstbietenden Einheit. Nur diese Einheit, also der Gewinner dieses Wettbe-
werbs, wird aktiv und generiert somit einen neuen Umweltzustand. 
Die Bewertungsmodifizierung erfolgt durch eine lokale Umverteilung der Bewertungen zwischen den 
aktiven Einheiten. Sei Ui der Gewinner im aktuellen Zustand Si und sei UI; der Gewinner im unmittelbar 
vorausgehenden Zustand SI. Ui reduziert seine Bewertung E{ um den deterministischen Anteil 0: ' E{ seines 
Gebots und zahlt diesen Anteil an UI;; dieser erhöht dann seine eigene Bewertung E~ um den erhaltenen 
Betrag. (Der aktuelle Gewinner zahlt für das Previleg, aktiv zu werden, der vorherige Gewinner wird dafür 
belohnt, die Umwelt in geeigneter Weise modifiziert zu haben.) Gibt es zudem eine Lernrückkoppelung 
Rert von der Umwelt, so addiert diese der aktuelle Gewinner zur seiner eigenen Bewertung. Insgesamt 
ergeben sich also folgende Modifikationen: 
Ei _ 0: . Ei + Rert 
I I 
E~ + 0:' Ei 
(2) 
(3) 
Informell lassen sich sich Auswirkungen dieser Modifikationen wie folgt beschreiben (vgl. auch [16]). In 
einer Sequenz von aktiven Einheiten zahlt jede Einheit einen gewissen Betrag an ihren Vorgänger und erhält 
einen gewissen Betrag von ihrem Nachfolger. Zum einen nimmt dadurch die Bewertung einer Aktivität 
einer Einheit zu (ab), wenn eine Einheit weniger (mehr) bezahlt als sie erhält. Zum anderen wird jede 
Bewertungsänderung im Laufe der Zeit innerhalb einer Sequenz "nach hinten weitergereicht" . Dies führt 
zu einer Stabilisierung einer Sequenz, falls die letzte Einheit regelmäßig eine positive Lernrückkoppelung 
von der Umwelt erhält, und zu einer Destabilisierung, falls dies nicht der Fall ist. 
3.3. Gruppenentwicklung 
Gruppenentwicklung umfaßt zwei gegenläufige Prozesse: den Zerfall alter und die Formation neuer 
Gruppen . Beide Prozesse gehorchen folgenden Entwicklungsprinzipien: 
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• Anfangs ist kein Agent und keine neu gebildete Gruppe bereit, mit anderen Einheiten zu kooperi 
und neue Gruppen zu bilden (d.h. Gruppenmitglied zu werden) . 
• Eine Einheit ist nicht bereit zu kooperieren, solange die Bewertung ihrer Aktivität im Zuge 
Bewertungsmodifizierung eine ansteigende Tendenz aufweist. 
• Eine Einheit ist bereit zu kooperieren, sobald die Bewertung ihrer Aktivität nur mehr geringro 
ansteigt , stagniert oder sogar abfällt. 
• Kompatible und kooperationswillige Einheiten bilden neue Gruppen. 
• Eine Gruppe wird aufgelöst und zerfällt damit in ihre Mitglieder, falls die Bewertung ihrer Akti 
unter ein kritisches Minimum abfallt. 
Diese Prinzipien sind folgendermaßen realisiert. Um die zeitliche Entwicklung und die Tendenz 
Bewertung einer Einheit Ui beurteilen zu können, berechnet Ui den gleitenden Mittelwert seiner Bel 
tungen über die vergangenen Episoden, wobei eine Episode definiert ist als das Zeitintervall zwischen ~ 
aufeinanderfolgenden externen Lernrückkoppelungen. Formal bedeutet dies, daß Ui während jeder Ep·1 
r + 1 den Mittelwert M![r + 1] seiner Bewertung Ei berechnet gemäß 
T 
. 1 ~ Mf[r + 1] = ~. ~ 
T=T-lI+1 
EI[T] 
wobei v eine Konstante ist, welche den zu berücksichtigenden vergangenen Zeitabschnitt bestimmt, 
Et [T] die Bewertung Ei am Ende der Episode T ist. Mit Hilfe dieses Mittelwertes lassen sich nun Krit 
für den Zerfall und die Bildung von Gruppen spezifizieren. 
Sei r + 1 die aktuelle Episode, Si der aktuelle Umweltzustand und Ui eine in Si potentiell aktive 
autonome Einheit. Dann entscheidet Ui, daß Ui im Kontext [Ui, Si] bereit ist zu kooperieren und 
anderen Einheiten eine neue Gruppe zu bilden, falls 
M![r+ 1] ~ ()". Ef[r - v] 
wobei ()" eine Konstante ist, welche das Maß der Kooperationsbereitschaft steuert. Unter allen koo 
tionsbereiten Einheiten wählt zunächst diejenige Einheit, die mit der höchsten Bewertung assoziiert 
ihre Kooperationspartner. Hierbei sind verschiedene Auswahlstrategien denkbar. In den gegenwärf 
Implementierung wird nur ein einzelner Partner gewählt, und zwar derjenige, dessen Aktivität komp 
ist und hoch bewertet wird. Diese Auswahl wird iteriert, bis keine weiteren Gruppenneubildungen m" 
sind. 
Umgekehrt entscheidet Ui, daß seine Gruppe Ui aufzulösen ist, falls 
M![r + 1] ~ p' Einil 
wobei p eine Konstante ist, welche die Auflösungsbereitschaft der Gruppen reguliert. (Die Autono 
bedingung spielt dabei eine zweifache Rolle: im Falle der Gruppenbildung verhindert sie die Koope 
onsbereitschaft einer Einheit, falls sie bereits Mitglied einer potentiell aktiven Gruppe ist, und im 
des Gruppenzerfalls verhindert sie die Auflösung einer Gruppe, falls sie Mitglied einer potentiell akli 
Gruppe ist .) 
Die Bildung und der Zerfall von Gruppen stellen äußerst kontextsensitive Prozesse dar. Dies ist 
wünschenswert, da die Aktivität einer Gruppe in unterschiedlichen Umweltzuständen typischerweise 
unterschiedliche Bewertungen erfordert. 
4. Analyse 
4.1. Theoretische Überlegungen 
Da der DFG Algorithmus auf das Erlernen geeigneter Sequenzen von Aktionsmengen abzielt, ist 
scheidend, wie die Bewertungen von Aktivitäten aufeinanderfolgend aktiver Einheiten verändert we 
Erweitert man das in [12] beschriebene Konvergenzergebnis für den bucket brigade Algorithmus au~ 
DFG Algorithmus, so erhält man folgendes 
Resultat 1 (Lernkonvergenz). Sei {Ui l' ... , Ui"} eine Menge von organisatorischen Einheiten derart, d 
5 . 
(i) Ui., I :S k < n, mit Ui.+ 1 "gekoppelt" ist, d .h. immer wenn Ui• in einem Kontext (Uik,Sikl aktiv 
ist , dann ist im darauffolgenden Zyklus Uik +1 im Kontext [Ui .+ 1 , Sj.+J aktiv, und 
(ii) nur Ui
n 
eine eventuelle Lernrückkoppelung von der Umwelt erhält . 
Dann gilt: falls Ei: gegen einen konstanten Wert E* konvergiert, dann konvergiert auch Ei: , I :S k < n, 
gegen diesen Wert. 
Beweis. Sei Uik' 1 :S k < n , während des Zyklus t aktiv. Dann folgt : 
Ej· [t + 2] = Ejk [tl - a . Ejk [tl + a . Eik + 1 [t + 1] 
tk l,lt l,lt lk+l 
wobei Ei: [t + 2] den Wert von EI: zu Beginn des Zyklus t + 2 bezeichnet. Daraus läßt sich die Gleichung 
Ejk [5 + 2J = (1 - a)n . Einit + + '\"'. a· (1 - a)·-r . Ejk + 1 [1' + 1] 
'k L...r= I Ik+1 
ableiten , wobei sEN und 5 definiert ist als 5 = t genau dann wenn Ui k während des Zyklus t zum s-ten 
Mal im Kontext [Uik, Sj.J aktiv ist. Konvergiert nun E1::
1
1 gegen E*, dann ergibt sich 
Jimt_oo Ei: [tl = lim._ oo Ei: [5 + 2] = E* . • 
Unter dem DFG Algorithmus konvergieren also die Bewertungen aufeinanderfolgend aktiver Einheiten 
gegen ein Gleichgewichtsniveau. Unter Gleichgewichtsbedingungen zahlt dann jede Einheit an ihren 
Vorgänger denselben Betrag, den sie von ihrem Nachfolger erhält. 
Entscheidend ist auch die Frage nach der Güte der gelernten Lösungen, wobei eine Lösung wie üblich 
definiert ist als jede Sequenz SI, .. . , Sn von Umweltzuständen mit SI = Startzustand , Sn = Zielzustand 
und Si i= Sn für alle i E {I, .. . , n - I}. Eine Antwort auf diese Frage liefert folgendes 
Resultat 2 (Lösungsqualität). Jede unter dem DFG Algorithmus gelernte Lösung ist zyklenfrei. 
Beweis. Sei SI, ... , Sn eine gelernte Lösung die nicht zyklenfrei ist. Dann gibt es ein i E {I , . .. , n - 2} 
und ein k E {I, ... , n - i} mit Si = Si +!<. Somit ist in Si und Si+!< dieselbe organisatorische Einheit aktiv. 
Daraus folgt unmittelbar Si+1 = Si+k+1 , oder allgemeiner, Si+m = Si+!<+m für jedes m E {I, ... , n - i - k}. 
Somit ist Sn-k = Sn, und dies ist im Widerspruch zur Annahme, daß SI, ... , Sn eine Lösung darstellt .• 
Bemerkenswert an diesem Ergebnis ist, daß die "globale Eigenschaft" der Zyklenfreiheit erreicht wird , 
obwohl jeder einzelne Agent nur einen lokalen Ausschnitt des jeweiligen Umweltzustandes kennt und kein 
expliziter Wissenstransfer zwischen den Agenten erfolgt. 
4.2. Experim~ntelle Ergebnisse 
Um Erfahrungen mit dem DFG Algorithmus zu sammeln, wurde die blocksworld als Experimentier-
umgebung gewählt. Im folgenden werden die Ergebnisse zu der in Bild 3 gezeigten Aufgabe beschrieben. 
Jeder Agent ist in eine bestimmte Tätigkeit spezialisiert (z.B. kann Agent Al den Block A auf den Bo-
den stellen und der Agent A2 kann Block A auf Block B legen). Vorbedingung für die Ausführbarkeit 
einer Aktion put(x, y) ist, daß keine anderen Blöcke auf x und y positioniert sind. Jeder Agent besitzt 
in jedem Umweltzustand nur minimales Wissen: er weiß nur, ob die Vorbedingung seiner Aktion erfüllt 
ist. Aufgrund dieser Einschränkung ist ein Agent nicht in der Lage, alle verschiedenen Umweltzustände zu 
differenzieren; vielmehr kann er nur zwischen der Klasse der Zustände, in denen er seine Aktion ausführen 
könnte, und der Klasse der Zustände, in denen dies nicht der Fall ist, unterscheiden (siehe auch [32, 33]) . 
Diese Einschränkung erschwert die Aufgabe erheblich, da kein Agent zu irgendeinem Zeitpunkt einen "glo-
baIen Überblick" über die Blockkonstellation besitzt. Insbesondere ist es nun möglich, daß ein Agent nicht 
mehr in der Lage ist, zwischen Zuständen, in denen seine Aktion nützlich ist, und Zuständen , in denen sie 
nutzlos ist, zu unterscheiden. Je zwei Agenten gelten als kompatibel, wenn ihre Aktionen nicht folgende 
Bedingungen verletzen: 
• ein Block kann nicht zugleich auf verschiedene Positionen gestellt werden, 
• verschiedene Blöcke können nicht zugleich auf dieselbe Position gestellt werden und 
• ein Block kann nicht auf einen anderen Block gestellt werden, dessen Position gerade verändert wird. 
(Beispiele für inkompatible Agenten sind Al und A2, A3 und A7 , und As und ASo) Mehrere Agenten 
gelten kompatibel, wenn sie paarweise kompatibel sind. 
Eine Analyse des Suchraums der in Bild 3 gezeigten Aufgabe zeigt, daß es nur eine einzige Lösung der 







Al : put(A, 1.) 
A4 : put(C, 1.) 
A7 : put(E , F) 
A2 : put(A , B) 
As : put( C, D) 
AB: put(F,1.) 
Zeitintervall : maximal 4 Zyklen 
A3 : put(B , F) 
A6 : put(D , A) 
Ao: put(F, E) 
Bild 3: Eine vorgegebene Menge von Agenten soll lernen, innerhalb eines begrenzten zeitintervalls l 
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Bild 4: Lernperformanz des DFG Algorithmus. 
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5 Einzelaktionen, weshalb diese Aufgabe ohne Gruppenbildung nicht lösbar ist . Die Wahrscheinlich 
daß eine zufällig gewählte und anwendbare Sequenz der Länge 2 (3, 4) die Aufgabe löst , ist geringe 
1 (4, 5) Prozent; insgesamt es damit die Wahrscheinlichkeit, daß eine zufällig gewählte und anwend 
Sequenz der Maximallänge 4 die Aufgabe löst geringer als 10 Prozent. 
Bild 4 zeigt die Lernresultate des DFG Algorithmus für folgende Parameterkonstellation: Q = I 
ß E [-a/5 . .. + a/5] (zufallig generiert), v = 4, (j = 1 + 3a, p = 1- a, und Eini ! = Re:z:! = 1000. (Weil 
experimentelle Resultate finden sich z.B . in [31] .) Jeder Datenwert zeigt, gemittelt über 10 Läufe 
unterschiedlicher Initialisierung des Pseudozufallszahlengenerators, die in den jeweils letzten 10 Versu 
erzielte durchschnittliche externe Lernrückkoppelung. Ein Versuch ist dabei definiert als jede Seq 
bestehend aus maximal 4 Arbeitszyklen, welche zur Lösung der Aufgabe führt (erfolgreicher Versuch) , 
jede Sequenz der exakten Länge 4, welche die Aufgabe nicht löst (erfolgloser Versuch). Nach jedem VI! 
wird die Startkonstellation erneut präsentiert. Die externe Lernrückkoppelung wird nur am Ende 
erfolgreichen Versuches bereitgestellt. Wie die Lernkurve zeigt, liegt die erzielte Lernperformanz deul 
über der zufälligen Performanz. Dies illustriert insbesondere, daß der DFG Algorithmus mehreren Ag 
ermöglicht, geeignete und stabile Lösungen zu lernen, obwohl jeder einzelne Agent nur ein sehr besch'rä 
Wissen von seiner Umwelt besitzt. 
7 
5. Schlußbetrachtungen 
Mit dem DFG A.lgorithmus wurde ein Verfahren zum Erlernen geeigneter Sequenzen von Aktionsmen-
gen in Mehragentensystemen vorgestellt. Dieses Verfahren liefert eine breite Grundlage für weiterführende 
Untersuchungen im Umfeld des verteilten Lernens und der Aktionskoordinierung . 
Ausgehend von den bisher gewonnenen Ergebnissen lassen sich folgende zentrale Themen und Frage-
stellungen hinsichtlich möglicher Erweiterungen des DFG Algorithmus ableiten: 
• Der Lernerfolg des DFG Algorithmus ist an eine explizite Bewertung genügend vieler Umweltzustände 
Aktionsmengen gebunden. Welche in der Künstlichen Intelligenz entwickelten Methoden zur Genera-
lierung, Wissensakquistion und Planung können dazu verwendet werden, diese Bindung zu mindern? 
• Das dem DFG Algorithmus zugrunde liegende Gruppenkonzept impliziert eine strenge Hierarchie 
zwischen den Agenten. Welche alternativen und möglicherweise flexibleren Gruppenkonzepte sind 
anwendbar? 
• Die Gruppenentwicklung erfolgt statisch nach fest vorgegebenen Kriterien. Welche alternativen und 
möglicherweise adaptiven Kriterien und Strategien für den Zerfall und die Bildung von Gruppen sind 
anwendbar? 
Diese Fragestellungen müssen Gegenstand zukünftiger Forschung sein. Da bei der Beantwortung dieser 
Fragen weitgehend Neuland in der Künstlichen Intelligenz und in der Informatik betreten wird, ist es 
zweckmäßig und ratsam, auch einschlägige Literatur aus der Sozialpsychologie (z.B. [13, 19]) und den 
Wirtschaftswissenschaften (z.B. [1, 9, 14, 29] heranzuziehen. 
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Zusammenfass u ng 
Der Artikel diskutiert das Problem der Rollenverteilung unter gleichbe-
rechtigten Agenten. Dieses Problem tritt immer dann auf, wenn eine Menge 
von Aufgaben an eine Gruppe von gleichberechtigten Agenten bekanntgegeben 
wird, die diese Aufgaben kooperativ lösen sollen. Die Agenten sollen dabei 
selbst entscheiden können, welchen Teil von welcher Aufgabe sie übernehmen 
möchten. Ein Anwendungsbeispiel ist das im Projekt AKA-MOD am DFKI 
in Saarbrücken untersuchte Verladehofszenario, bei dem eine Menge von Ga-
belstaplern einen Lastwagen be- bzw. entladen sollen, wobei sie manche Be-
und Entladevorgänge nur kooperativ ausführen können [Müller 93]. Ein an-
deres Beispiel dieses Problems tritt in einer flexiblen Fertigung auf, weil hier 
eine Instanz (das Fertigungsleitsystem) existiert, die zentral plant und Auf-
gaben bekanntgibt, die jeweils von einer Gruppe von Agenten (autonomen 
Systemen) in Kooperation gelöst werden müssen [Fischer 91, Fischer 92b] . 
Die autonomen Systeme sind selbständig arbeitende Einheiten, so daß es bei 
der Koordination hzgl. der Aufgaben zwischen den autonomen Systemen zu 
Konfliktsituationen kommen kann. Die Behandlung dieser Konfliktsituatio-
nen sind Gegenstand des vorliegenden Beitrages. Wenn in der Literatur über 
Konfliktlösung geschrieben wurde, dann wurde in vielen Fällen vorausgesetzt, 
daß die Agenten in der Lage sind, den Nutzen abzuschätzen, den sie aus einer 
bestimmten Aktion ziehen [Zlotkin 89, Zlotkin 90, Zlotkin 91a, Zlotkin 91b]. 
Im vorliegenden Fall ist dies nicht in sinnvoller Weise möglich, weil es nicht 
darum geht, einen Nutzengewinn für die Agenten zu erzielen. Es geht vielmehr 
darum, daß ein Agent die Entscheidungen eines anderen Agenten adaptieren 
muß, damit überhaupt ein Weiterarbeiten möglich ist. Andere Arbeiten un-
tersuchen das Konfliktlösungsverhalten bei aus Menschen gebildeten Gruppen 
[Klein 91.], aber auch diese Ansätze lassen sich nicht auf den beschriebenen 
Fall übertragen. 
1 Einleitung 
Der Artikel diskutiert das Problem der Rollenverteilung unter gleichberechtigten 
Agenten. Dieses Problem tritt immer dann auf, wenn eine Menge von Aufgaben an 
eine Gruppe von gleichberechtigten Agenten bekanntgegeben wird, die diese Aufga-
ben kooperativ lösen sollen. Die Agenten sollen dabei selbst entscheiden können, 
welchen Teil von welcher Aufgabe sie übernehmen möchten. Ein Anwendungsbei -
spiel ist das im Proj~kt AKA-MOD am DFKI in Saarbrücken untersuchte Verlade-
hofszenario, bei dem eine Menge von Gabelstaplern einen Lastwagen be- bzw. ent-
laden sollen, wobei sie manche Be- und Entladevorgänge nur kooperativ ausführen 
können [Müller 93J. Ein anderes Beispiel dieses Problems tritt in einer flexiblen 
Fertigung auf, weil hier eine Instanz (das Fertigungsleitsystem) existiert, die zentral 
plant und Aufgaben bekanntgibt, die jeweils von einer Gruppe von Agenten (auto-
nomen Systemen) in Kooperation gelöst werden müssen [Fischer 91, Fischer 92b]. 
Die autonomen Systeme sind selbständig arbeitende Einheiten, so daß es bei der 
Koordination bzgl. der Aufgaben zwischen den autonomen Systemen zu Konflikt-
situationen kommen kalln. Die Behandlung dieser Konfliktsituationen sind Gegen-
stand des vorliegenden Beitrages. Wenn in der Literatur über Konfliktlösung ge-
schrieben wurde, dann wurde in vielen Fällen vorausgesetzt, daß die Agenten in der 
Lage sind, den Nutzen abzuschätzen , den sie aus einer bestimmten Aktion ziehen 
[Zlotkin 89, Zlotkin 90, Zlotkin 91a, Zlotkin 91b]. Im vorliegenden Fall ist dies nicht 
in sinnvoller Weise möglich, weil es nicht darum geht, einen Nutzengewinn für die 
Agenten zu erzielen, es geht vielmehr darum, daß ein Agent die Entscheidungen ei-
nes anderen Agenten adaptieren muß, damit überhaupt ein Weiterarbeiten möglich 
ist . Andere Arbeiten untersuchen das Konfliktlösungsverhalten bei aus Menschen 
gebildeten Gruppen [Klein 91], aber auch diese Ansätze lassen sich nicht auf den 
beschriebenen Fall übertragen. 
Prinzipiell ließen sich die im vorliegenden Artikel diskutierten Probleme auch 
durch das Einführen von zentralen Sperrmechanismen lösen, weil es sich im Kern 
um das Problem des gegenseitigen Ausschluß handelt. Zum einen ist dies aber keine 
natürliche Modellierung der Problemlösung und zum anderen würde dadurch ein 
synchroner Ablauf erzwungen, der einen hohen Grad an Ineffizienz mit sich bringen 
würde. Die Dekker'sche Lösung für das Problem des gegenseitigen Ausschluß, die 
bekanntlich ohne zentralen Sperrmechanismus auskommt, ist auch kein adäqutes 
Problemlösungsmittel, weil hier globale Variablen verwendet werden, die wiederum 
einer zentralen Instanz entsprechen. Darü berhinaus ist bei dieser Lösung über glo-
bale Variablen eine Rangfolge unter den Agenten festgelegt. Im vorliegenden Artikel 
soll aber genau die Rangfolge ausdiskutiert werden. 
2 Problemstellung 
Gegeben sei eine Menge von Agenten A 
Aufgaben T = {tl,"" t m }. 
{ al, ... , an}, n E J!V, eine Menge von 
Für Aufgaben sollen folgende Funktionen definiert sein: 
tim e: T ---- IN 
Ergebnis ist der Zeitpunkt, zu dem die Aufgabe spätestens 
begonnen werden soll. 
duration : T ---- IN 
Ergebnis ist der Erwartungswert der Dauer der Aufgabe. 
roles : T ____ i R 
Ergebnis ist die Menge der RoUenbeschreibungen der Aufgabe. 
Dabei ist 
R = {rl"'" rd, kEIN 
die Menge aller bekannten Aufgabenbeschreibungen. 
Für Agenten sollen folgende Funktionen definiert sein: 
next : A ----t TU .1 
Gibt an, welche Aufgabe der Agent als nächstes bearbeiten 
möchte. Wenn 
next(a) =.1 
gilt, dann sucht der Agent gerade nach einer neuen Aufgabe 
oder die Menge T der Aufgaben ist leer. 
role : A ---- Ru .1 
Gi bt an, welche Rolle ein Agent bei der Aufgabe, die er als 
nächstes ausführen möchte, übernehmen will. Es gilt: 
Va E A: next(a) =.1:=:} role(a) =.1 . 
Ein Agent a kann eine Rollenbeschreibung r erfüllen (a ~ r), wenn a eine Menge 
von Skripten kennt, die es a erlauben, die durch r spezifizierte Teilaufgabe zu lösen. 
Für eine Aufgabe t ist durch die Menge: 
team(t) = {a 1 next(a) = t} 
ein Team definiert. team( t) heißt vollständig, wenn gilt 
1 team(t) I 1 roles(t) 1/\ 
Die Fragestellung, die nun diskutiert werden soll, ist nun: Gibt es ein Verhandlungs-
protokoll, das es den Agenten für jede beliebige Menge von Aufgaben gestattet, eine 
gemeinsame Ausführungsreihenfolge für die Aufgaben zu bestimmen. 
erzeugt wird entspricht. einer vom Agenten an elen Kommunikationspartner gesen-
deten Nachricht. 
Stellen können durch - und ---e mit einer Transition verbunden 
sein. Sind alle Stellen, die durch -- bzw. mit einer Transition verbunden 
sind, mit einer Marke belegt, dann kann die Transition schalten. Beim Schalten 
wird von jeder Stelle, elie mit -- mit der Transition verbunden ist, eine Marke 
entfernt. Ist eine Stelle elurch ---e mit einer Transition verbunden, dann kann die 
Transition nur dann schalten , wenn sich auf der Stelle keine Marke befindet. Die 
Verbindung einer Stelle mit einer Transition kann mit einem Symbol beschriftet sein. 
In diesem Fall kann die Transition nur dann schalten, wenn der Term, der der Marke 
entspricht, mit dem Symbol übereinstimmt. Ist die Verbindung einer Transition mit 
einer Stelle mit einem Symbol beschriftet, so wird, wenn die Transition schaltet, 
das entsprechende Symbol als Marke auf die Stelle erzeugt. Gehen von einer Stelle I 
mehrere Verbindungen zu Transitionen, so kann den Verbindungen eine Wahrschein-
lichkeit p zugeordnet werden, die besagt, daß die entsprechende Transition mit der 
Wahrscheinlichkeit p schaltet. Einer Transition kann eine Zeit t zugewiesen werden , 
die besagt, daß der Schalt vorgang der Transi tion künstlich auf die Zeit tausgedehnt 
wird. 
Bei der Interakt.ion zwischen den Agenten wird in einem Agenten jeweils ein 
Interaktionsmuster mit einer Menge von Interaktionspartnern instantiiert, was be-
deutet, daß die entsprechenden Verbidungen zwischen den <l und t> Stellen in den 
einzelnen Agenten automatisch richtig miteinander verbunden werden, wenn der 
Interaktionsvorgang beginnt . 
Die EST-Netz-Darstellung der Protokollebene eines Interaktionsmuster wird ver-
wendet, weil sie sich einerseits praktisch eins zu eins in eine Regelprogrammierspra-
che übersetzen Iä.ßt [Fischer 92a, Fischer 92b, Fischer 93]. Andererseits abstrahiert 
sie von den Details eines Regelprogramms und ist somit kompakter und intuitiv leich-
ter verständlich. Nicht zuletzt besteht auch die Hoffnung, daß sich über die Theorie 
der Petrinetze Verifikationsmethoden für mit Hilfe von EST-Netzen beschriebene 
Verhandlungsprotokolle finden lassen [Starke 90]. 
Abbildung 1 zeigt das EST-Netz für das Interaktionsmuster I E . Unter folgenden 
Annahmen: 
A-I Beide Agenten haben elen Konflikt erkannt, d.h. R1 wird irgendwann 
mit einer Marke belegt . 
A-II Jede Transition, die in einem Agent.en ausgeführt werden kann, wird 
auch irgendwann ausgeführt. 
A-III t > maximale Nachrichtenlaufzeit. 
A-IV Ein Agent ist in der Lage, beliebig viele Interaktionsmuster parallel zu-
einander auszuführen. 
kann gezeigt werden, daß mit diesem Interaktionsmuster immer eine Einigung 
zwischen zwei zueinander in Konflikt stehenden Agenten möglich ist, in dem Sinne, 
daß einem der bei den Agenten eine Vorrangstellung eingeräumt wird. Der Agent, 
der die Vorrangstellllng erhält , darf dann elen bestehenden Konflikt aus seiner loka-
len Sicht opt.imal lösen. Der "unterlegene" Verhandlungspartner muß diese Lösung 
übernehmen. 
Lemma 1 Unter den Annahmen A-I, A-II und A-III wird, falls in einem Agenten 
eine Marke auf Platz R 4 liegt , irgendwann eine Nachricht vom Verhandlungspartner 
eingehen. 
Der Beweis von Lemma 1 ist sehr technisch und in seiner Darstellung relativ 
lange, so daß er den Rahmen eies Artikels sprengen würde. 
Lemma 2 P(n, R4 ) se.i die Wahrscheinlichkeit, daß bei einem Einigungsprozeß n-
Mal eine M(tr/'~e auf de.n Platz R4 gelangt, dann !lilt: 
Es gilt weiter 
o < P < 1 ~ lim P( n, R4 ) = 0, 
n-oo 
d.h. statistisch ist es unmöglich, daß ein Einigungsprozeß ein unbeschränkte Zeit-
spanne benötigt (auch wenn es im Einzelfall sehr lange dauern kann). 
Beweis: Es gilt: 
n 





Satz 1 Unter den Annahmen A-I, A-II und A-III terminiert das Interaktionsmu-
ster I E mit dem Ergebnis, daß genau ein Agent die Marke me auf Platz &, erhält. 
Beweis: Die Behauptung folgt unmittelbar aus Lemma 1 und Lemma 2. 0 
Abbildung 2 zeigt das - im Vergleich zum EST-Netz des Interaktionsmusters 
I E um einen O-Eingang und einen O-Ausgang erweiterte - EST-Netz des Inter-
aktionsmusters IEn . Der O-Ausgang eines EST-Netzes hat die Semantik, daß eine 
Marke, die auf diese Stelle erzeugt wird, automatisch auf allen O-Eingängen der 
in einem Agenten aktiven EST-Netze erscheint. Im Falle des Interaktionsmusters 
IEn bewirkt dies, daß der Einigungsprozeß mit einer Menge von Agenten mit dem 
Ergebnis terminiert, daß das Vorrangrecht dem Kommunikationspartner eingeräumt 




Abbildung 2: Interaktionsmuster zur Konfliktlösung zwischen n Agenten yEn. 
Satz 2 Unter den Annahme1l A-I, A-II, A-III und A-IV terminiert der mit Hilfe 
von Interal.:tionsmuster yEn zwischen n-Agenten geführte EiTligungsprozeß mit dem 
Ergebnis, daß gena1l ein Agent die Marke me auf Platz R 6 erhält. 
Beweis: Der Beweis wird mit Induktion über n geführt. 
n = 2 : folgt unmittelbar aus Satz l. 
n ----t n + 1 : Satz 1 besagt, daß zwischen beliebigen zwei der n + 1 Agenten nach 
endlicher Zeit eine Einigung erzielt wird. Damit scheidet einer der beiden Agenten 
aus der Menge der n + 1 Agenten aus. Für die restlichen n Agenten gilt die Aussage 
wegen der Induktionsvoraussetzung. 0 
5 Initiierung einer Konfliktlösung 
Für den im vorigen Abschnitt beschriebenen Einigungsprozeß war es wesentlich, 
daß beide Agenten den Konflikt erkannt haben und somit das Interaktionsmuster 
yE instantiiert und aktiviert hatten. Ein Konflikt wird aber immer zunächst in 
einem Agenten lokal erkannt, ohne daß dieser davon ausgehen kann, daß der Agent, 
mit dem er in Konflikt steht, diesen Konflikt ebenso erkannt hat. 
Das Problem, einen Einigungsprozeß zu initiieren, könnte durch einen zentralen 
Sperrmechanismus gelöst werden. Immer wenn ein Agent einen lokalen Konflikt ' 
erkennt, dann versucht er zentral eine Sperre für sich zusetzen, die es ihm als einzi-
gem Agenten im System erlaubt, einen Einigungsprozeß zu initiieren. Erst wenn der 
Agent, mit dem er in Konflikt steht, in den Einigungsprozeß einwilligt, dann wird die 
zentrale Sperre wieder freigegeben. Durch die Sperre wird verhindert, daß bei der 
Initiierung eines Einigungsprozesses erneut eine Konfliktsituation entstehen kann. 
Abbildung 3: Interaktionsmuster zur Initiierung einer Konfiiktlösung Ill. 
Abbildung 4: Interaktiollsmuster zur Initiierung einer Konfliktlösung I/2. 
Obwohl diese Lösung zum gewünschten Ziel führt, hat sie doch den Nachteil, daß die 
Agenten ihre Aktionen sehr stark synchronisiert ausführen. Schlimmer noch, wenn 
ein Agent sehr stark belastet ist, so kann es unter Umständen relativ lange dauern, 
bis er in einen Einigungsprozeß, der von außen initiiert wird, einwilligt. Das bedeu-
tet, daß in diesem Fall alle Agenten des Systems blockiert werden können, nur weil 
ein einziger Agent im Augenblick eine zeitaufwendige Berechnung durchführt, die 
ihn davon abhält, unmittelbar auf seine Umgebung zu reagieren. 
Wenn man die Initiierung eines Eingungsprozesses ohne zentrale Sperre lösen 
möchte, besteht das Problem, daß man immer damit rechnen muß, daß die bei den 
miteinander in Konflikt stehenden Agenten zeitlich in etwa gleichzeitig den Eini-
gungsprozeß initiieren. Dabei ist es im allgemeinen sogar möglich, daß die beiden 
Agenten bzgl. mehrerer Subjekte miteinander in Konflikt stehen und daß die Agen-
ten den Einigungsprozeß für unterschiedliche Subjekte initiieren, so daß aus der In-
itiierung des Einigungsprozesses erneut eine Konfliktsituation entsteht. Glücklicher-
weise kann hier davon ausgegangen werden, daß beide Agenten das Eintreten dieses 
neuerlichen Konflikts erkennen und somit automatisch einen Einigungsprozeß bzgl. 
dieses Konflikts aktivieren. 
Abbildung 3 zeigt das EST-Netz des Interaktionsmusters I/I, mit dessen Hilfe 
ein Agent einen Einigungsprozeß initiieren kann. Abbildung 4 zeigt das Interak-
tionsmuster Ih, mit dem ein Agent auf die Initiierung einer Konfliktlösung durch 
einen anderen Agenten reagieren kann. 
6 Zusammenfassung und Ausblick 
In dem Artikel wurde das Problem der Rollenverteilung unter gleichberechtigten 
Agenten diskutiert. Es wurde erläutert, daß eine solche Rollenverteilung ohne zen-
trale Steuerung nur dann möglich ist, wenn zwischen miteinander in Konflikt stehen-
den Agenten ein Einigungsprozeß möglich ist. Zunächst wurde hier gezeigt, daß es 
ein Verhandlungsprotokoll gibt, das einen Einigungsprozeß zwischen zwei Agenten 
beschreibt. Dann wurde gezeigt , daß dieses Verhandlungsprotokoll auf den Fall für 
n Agenten verallgemeinert werden kann. Am Ende wurde dann erläutert, daß ein 
Konflikt zwischen zwei oder auch mehreren Agenten immer in einem der Agenten 
zuerst festgestellt wird . Dieser kann nicht davon ausgehen, daß dieser Konflikt von 
allen anderen Agenten auch bereits erkannt wurde oder daß die anderen Agenten 
den Konflikt. auf jeden Fall in der Zukunft erkennen werden. Aus diesem Grund 
wurde ein weiteres Verhandlungsprotokoll definiert, das es einem Agenten erlaubt, 
einen Einigungsprozeß mit einem oder mehreren anderen Agenten zu initiieren. 
Bei der bisherigen Darstellung wurde die Entscheidungsebene bei der Beschrei-
bung der Verhandlungsprotokolle völlig außer Acht gelassen. Dies liegt vor allem 
daran, daß die angegebenen Beweise im allgemeinen nicht geführt werden können , 
wenn die EST-Netze für den Einigungsprozeß um Funktionen erweitert wären, die 
den Einigungsprozeß beeinflussen. Hier liegt ein großes Potential für weiterführende 
Ä ber legungen. 
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Sich selbst organisierende Produktionsprozesse a ls 
Möglichkeit zur flexiblen Fertigungssteuerung 
rungen und Änderungen der Anlagenkonfiguration keinen Einfluß auf den Fertigung 
zeß, solange für jede benötigte Funktion Fertigungseinheiten zur Verfügung stehen, d. 
ist keine Umplanung erforderlich . Drittens kann sich die Organisation von Wartungs 
keiten an der aktuellen Belegung der Fertigungseinheiten orientieren. 
Das SOPP-Konzept läßt sich nicht auf beliebige Fertigungen anwenden. Voraussetzu 
ein bestimmtes Maß an Parallelität, und zwar sowohl in der Fertigungsanlage als au 
möglichen Produktionsverlauf, vgl. [Dilger et al. 92] 
In den folgenden Abschnitten werden zunächst die Voraussetzungen an ein FFS angeg 
unter denen der SOPP-Ansatz sinnvoll ist. Abschnitt 2 behandelt das Konzept des Bro 
der für den Informationsaustausch zwischen den Agenten zuständig ist. In Abschnitt 3 
den Modelle für die verschiedenen Typen von Agenten beschrieben. Die Wirkung der p 
orientierten Verhaltensweise der einzelnen Agenten auf den Gesamtablauf ist in Absch 
dargestellt. In Abschnitt 5 folgen Ideen zur Erweiterbarkeit des Ansatzes in Richtung I 
mehrstufigen hierarchischen Systems. Die Implementierung einer Testumgebung ist in: 
schnitt 6 skizziert und in Abschnitt 7 wird der SOPP-Ansatz mit anderen Arbeiten v 
chen. 
2. Das Broker-Konzept 
Eines der wichtigsten Probleme bei Multiagentensystemen ist die Organisation der Ko 
nikation zwischen den Agenten. In SOPP ist die Kommunikation mittels des Broker-
zepts organisiert. Der Broker ist ein spezieller Agent. Seine Aufgabe ist, für den Info 
onsaustausch zwischen den anderen Agenten zu sorgen. Die Kommunikation zwischen 
Agenten erfolgt ausschließlich über den Broker, d.h. sie ist zentralisiert. Dadurch wirl 
reicht, daß die Agenten sich nicht alle gegenseitig kennen müssen, sie müssen nur 
Broker kennen. Die Zahl der am Geschehen beteiligten Agenten braucht damit auch 
fest zu sein. Das entspricht der Tatsache, daß in FFS die Zahl der verfügbaren Produk ' 
einheiten sich oft aufgrund von Ausfällen ändert. Zu sonstigen Eigenschaften des Bro: 
Konzepts vgl. [Dilger et al. 92] 
3, Die Agenten-Typen 
Die Klasse der SOPP-Agenten besteht aus zwei Unterklassen. Die erste Unterklasse be 
aus den Agenten, die unmittelbar in das FFS involviert sind; sie werden deshalb Pro 
onsagenten genannt. Diese Klasse kann wiederum in zwei Klassen unterteilt werden, 
Klassen der Fertigungsagenten und der Transportagenten. Beide können weiter in verschi, 
ne Typen unterteilt werden, von denen jeder mehrere Instanzen hat. Die zweite Unterkl: 
der SOPP-Agenten, die sog. Mittleragenten, besteht ebenfalls aus zwei Unterklassen, 
Planungsagentenklasse und der Brokerklasse. Diese beiden Klassen haben jeweils nur 
Instanz. Die Agentenhierarchie ist in Abbildung 1 dargestellt. 
Der Informationsfluß zwischen den Agenten ist in Abbildung 2 dargestellt. Der Broker 
im Zentrum des Informationsaustauschs und der Planungsagent dient als Bindeglied 
schen dem Produktionsplanungssystem und dem Agentensystem über den Broker. In 
folgenden Abschnitten werden die vier Agenten-Typen genauer dargestellt. 
Sich selbst organisierende Produktionsprozesse als 





Planungsagenten I ,-I _B_r_o.,--ke_r_--il 
Abbildung 1: Die Hierarchie der SOPP-Agenten . 
Produktions-
planungssystem 
Abbildung 2 : Der Informationsfluß zwischen den Agenten. 
3.1. Der Planungsagent 
Der Planungsagent bekommt vom Produktionsplanungssystem einen Grobplan des Produk-
tionsprozesses als Eingabe. Dieser Plan enthält die spätesten Bearbeitungsendzeiten und 
Prioritäten für die Fertigungsaufträge. Für jeden Fertigungsauftrag sind in dem Plan alle 
notwendigen Schritte für die Produktion eines einzelnen Teils und ihre Reihenfolge angege-
ben. Diese Reihenfolge kann eine partielle Ordnung sein, falls irgendwe1che Schritte neben-
läufig durchgeführt werden können. Der Planungsagent bearbeitet den Produktionsplan und 
erzeugt Folgen von einzelnen Operationen. Dann wird die voraussichtliche Bearbeitungszeit 
plus der durchschnittlichen Rüstzeit, die späteste Anfangszeit und die späteste Endzeit der 
ersten Operation bestimmt. Der Planungsagent übergibt schließlich die so im Detail festge-
legten Operationsfolgen an den Broker. 
Sich selbst organisierende Produktionsprozesse als 
Möglichkeit zur flexiblen Fertigungssteuerung Si 
Während des Ablaufs des Fertigungsprozesses erhält der Planungsagent Informationen 
den Prozeßzustand vom Broker. Damit kann er die früheste Anfangszeit für die nachfO 
de Operation bestimmen. Dieser Zeitpunkt kann erst dann vollständig bestimmt we 
wenn alle erforderlichen Materialien und Bauteile zur Verfügung stehen. 
3.2. Der Broker 
In A 
Rea 
bschnitt 2 wurde bereit.<) das Broker-Konzept beschrieben. Der Broker-Agent is 
isierung dieses Konzepts . Seine Struktur, dargestellt in Abbildung 3, spiegelt die 
J ! 
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Abbildung 3: Die Struktur des Broker-Agenten. 
fältigen Aufgaben des Brokers wider. Der Broker-Agent muß die Arbeitsaufträge de 
nungsagenten bearbeiten, die Angebote der Fertigungsagenten für verschiedene Be 
tungsschritte und die Transportangebote der Transportagenten auswerten, er muß de 
tuellen Prozeßstatus anzeigen und er muß die ein- und ausgehenden Nachrichten vo 
zu den anderen Agenten handhaben. 
Der Broker-Agent nimmt die zentrale Stellung im SOPP-Prozeß ein . Seine Hauptauf: 
liegen im Verwalten der Werkstatt- und Transportaufträge und im Auswerten der zug 
gen Angebote der Produktionsagenten. Der Prozeß der Angebotsabgabe wird gena 
Abschnitt 4 beschrieben. 
3.3. Die Produktionsagenten 
Die Grobstruktur der Produktionsagenten ist für beide Teilklassen gleich. Sie ist in. 
dung 4 dargestellt. Da die Fertigungsagenten untereinander in ihrem Verhalten ähnlich! 
wird im Folgenden nur von dem Fertigungsagenten gesprochen; gleiches gilt für die TI 
portagenten. 
Der Fertigungsagent 
Der Fertigungsagent spielt die Rolle eines Meisters in einer Werkstatt, der für eine G 
von Mitarbeitern und eine Anzahl von Maschinen verantwortlich ist und mit diesen z 
men eine Fertigungseinheit bildet, die bestimmte Aufträge erledigen kann. Um diese 
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Abbildung 4: Die Struktur der Produktionsagenten. 
Seite 5 
... ~ 
spielen zu können, ist der Fertigungsagent aus mehreren Modulen zusammengesetzt, die 
unabhängig voneinander arbeiten. 
Der Kommunikator besorgt die Kommunikation zwischen dem Agenten und dem Broker. Er 
erhält die Ankündigung von zur Bearbeitung anstehenden Aufträgen. Diese übergibt er an 
die Planungskomponente zum Zweck einer genauen Abschätzung der Kosten und der benö-
tigten Zeit und zur Planung der einzelnen Arbeitsschritte auf den verfügbaren Maschinen. 
Das Ergebnis wird dem Broker durch den Kommunikator des Fertigungsagenten übermit-
telt. 
Wenn der Fertigungsagent informiert wird, daß ein Auftrag für ihn reserviert ist, dann wer-
den durch die Planungskomponente Transportaufträge generiert . Dazu müssen die für den 
Auftrag benötigten Werkzeuge, Materialien und Bauteile ermittelt und dementsprechend 
eine Anzahl von Transportaufträgen erzeugt werden. Jedem Transportauftrag wird der spä-
testen Anlieferungszeit versehen. Die Transportaufträge werden dem Broker durch den 
Kommunikator des Fertigungsagenten übermittelt. 
Die Systemkontrolle des Fertigungsagenten ist das Bindeglied zwischen den für die Planung 
zuständigen Modulen und der Hardware der Fertigungszelle. Sie erhält über Sensoren Infor-
mationen über den aktuellen Zustand aller Teile der Fertigungszelle und steuert die Aktivi-
täten dieser Teile. Insbesondere ist sie für die korrekte Materialübergabe von den und an die 
Transportagenten, für die Qualitätskontrolle und für den Dialog mit dem menschlichen Be-
diener zuständig. Generell zeigt sie den Zustand des Fertigungsprozesses innerhalb der 
Zelle an, indem sie laufend die Wissensbasis auf den neuesten Stand bringt. 
Der Transportagent 
Die Aufgabe des Transportagenten ist, Güter zwischen verschiedenen Plätzen zu transpor-
tieren. Dazu muß er die Umgebung kennen, in der er sich bewegt, und er muß auf mögliche 
Störungen reagieren können . Für das SOPP-Konzept braucht er noch weitere Fähigkeiten. 
Er muß mit dem Broker kommunizieren, Transportaufträge entgegennehmen und Angebote 
für sie erstellen, d.h. hauptsächlich Kosten für Wege berechnen, und die Angebote dem 
Broker übermtteln. 
Sich selbst organisierende Produktionsprozesse ais 
Möglichkeit zur flexiblen Fertigungssteuerung 
Die Aufgabe der Planungskomponente ist , Wege zwischen verschiedenen Stellen des 
planen, die Kosten der Wege zu berechnen, Transportangebote zu generieren und üb 
Systemsteuerung die Hardware des Fahrzeugs zu steuern. Das dafür erforderliche V 
über die Koordinaten der Stellen, über verschiedene Wege und über die Kosten ist i 
Wissensbasis enthalten. Wenn eine Störung eintritt, muß der Planer sie untersuchen 
falls möglich, einen alternativen Weg vorschlagen. 
Der Transportagent kann vier Zustände annehmen : Ruhestellung, Leer/ahrt, Last/ah 
Störung. Der Planer kontrolliert die Zustände des Agenten und wechselt von einem 
anderen, in Abhängigkeit von der zu erledigenden Aufgabe und der Umgebung. Ist z. 
Agent im Zustand Ruhestellung, dann wechselt er in den Zustand Leer/ahrt, falls er 
holen muß. Nach der Beladung geht er in den Zustand Last/ahrt über. Stößt er bei der 
auf ein Hindernis, dann geht er in Störung über. Der Planer informiert den Kommun' 
über das Ereignis und dieser sendet eine Nachricht an den Broker und an den mensch!' 
Bediener. 
4. Sich selbst organisierende Produktionsprozesse 
Jeder SOPP-Agent verhält sich egoistisch. Dies bedeutet, daß jeder Agent nur daran in 
siert ist, seinen eigenen Gewinn zu steigern, ohne dabei die Ziele oder Wünsche der an 
Agenten zu berücksichtigen. Damit das Gesamtsystem funktioniert (im Sinne einer glo 
Optimierung des flexiblen Fertigungsprozesses), müssen die Ziele der Agenten so aufl 
der abgestimmt werden, daß sie zusammen gute Lösungen für das Fertigungsproble 
fern. 
Der Planungsagent spielt bei diesem Geschehen nur eine sekundäre Rolle. Er bereitl 
Fertigungsaufträge für die Verteilung vor, indem er alle fertigungstechnisch mögliche 
henfolgen für jeden Auftrag ermittelt und dann die jeweils ersten Schritte jeder dieser 
lichkeiten mit zugeordneten Bearbeitungsendzeiten an den Broker übergibt. (Ferti 
technisch möglich sind Arbeitsschritte gdw. alle Arbeitsschritte, die technisch vorher 
gefunden haben müssen, bereits abgearbeitet wurden.) Diese durchführbaren Schri 
ßen Werkstattaufträge und die Menge der aktuell durchführbaren Werkstattaufträ 
zeichnen wir mit W. Auf der Menge der übergebenen Arbeitsschritte W wird unter 
sichtigung der frühesten Anfangs- und spätesten Endzeiten eine Rangordnung be stil 
Diese Ordnung ist total und ordnet W in der Form (W 1, W2, ... , Wp) an mit W1 als "wi 
stern" Auftrag. 
Nach diesen Vorberechnungen beginnt die eigentliche Selbstorganisation: 
Jeder Fertigungsagent, der in absehbarer Zeit einen neuen Werkstattauftrag bear 
kann, sendet eine Nachricht an den Broker, der seine (Kommunikations-)Adresse, 
Beschreibung seiner Fähigkeiten und die frühestmögliche Anfangszeit für einen neuen 
trag beinhaltet. 
Für jeden dieser Fertigungsagenten FAk bestimmt der Broker eine Teilmenge von Wer 
aufträgen {Wkl , Wk2 , ... , Wkp(k,1 c W, die von diesem Agenten bearbeitet werden kl" 
und am dringlichsten sind. Diese eingeschränkte Auftragsliste wird FAk gesendet. 
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Ist die vom Broker gesendete Liste leer (keine passenden und dringlichen Aufträge), muß 
der Fertigungsagent einige Zeit warten und danach erneut versuchen, Aufträge zu erhalten . 
Ist die Liste nicht leer, berechnet er für jeden Werkstattauftrag Wkj in der übermittelten Liste 
die zu erwartende Zeit und die voraussichtlich entstehenden Kosten. Diese Daten werden als 
Angebot für diesen Auftrag dem Broker übermittelt. 
Nach Ablauf einer vordefinierten Wartezeit wertet der Broker die eingegangene Angebote 
aus. Obwohl nur der dringlichste Auftrag W I an einen Fertigungsagenten FAwl zugeteilt 
wird, werden für die Berechnung des günstigsten Angebots die ersten n Werkstattaufträge 
Wl, W2, ... , Wn auf einmal betrachtet. Dadurch erweitert sich der Planungshorizont des 
Brokers auf n Aufträge . Der Broker bestimmt n-Tupel von Fertigungsagenten (FAj(I ), 
FAj(2 ), ... , FAj(n»), wobei FAj(i) den Auftrag Wi bearbeiten soll . Von diesen n-Tupeln wer-
den die m (m fest) errechnet, die sich in der ersten Komponente unterscheiden und die 
niedrigsten Gesamtkosten aufweisen. Die m Agenten, die den Auftrag Wl in den selektierten 
n-Tupeln bearbeiten sollten, FAI, FA2, ... , FArn, werden daraufhin informiert, daß Wl 
vorläufig für sie reserviert ist. 
Aufgrund dieser Meldung berechnen diese Agenten FAi die benötigten Transportkapazitä-
ten und erzeugen daraus Transportaufträge {Ti 1, Ti2 , ... , Tik(i)} ' Diese werden an den Broker 
zur Ausschreibung für die Transportagenten übergeben. 
Sind alle Transportaufträge ausgewertet (d.h. an Transportagenten verteilt), so bestimmt 
der Broker den "besten" der m Fertigungsagenten und erteilt ihm den endgültigen Zuschlag 
für Wl. 
Dieser Fertigungsagent FAwl bereitet nun die Ausführung von Wl vor. Sobald er mit der 
Bearbeitung von W! beginnt, sendet er eine Nachricht an den Broker mit der aktuellen Ferti-
gungsanfangszeit. Diese wird dazu verwendet, die globale Datenhaltung des PPS-Systems 
zu unterstützen und es dem Planungsagenten zu ermöglichen, die frühest mögliche An-
fangszeit für nachfolgende Werkstattaufträge zu bestimmen. Der Planungsagent kann dann 
nach dieser Berechnung die nachfolgenden Werkstattaufträge an den Broker zur Bearbei-
tung übertragen . Dadurch beginnt der Zuteilungszyklus von vorne. 
Die Transportaufträge werden ähnlich wie die Werkstattaufträge behandelt. Jeder Trans-
portagent, der in Bälde einen Transportauftrag ausführen kann, sendet an den Broker eine 
Nachricht, in der er mitteilt, was für Güter er laden kann, ob er be- oder entladen ist, und ab 
wann er einen Auftrag ausführen kann . An diese Nachricht wird automatisch vom Nachrich-
tenübermittlungssystem die symbolische Adresse des Transportagenten angefügt. 
Der Broker bestimmt daraufhin aufgrund der Angaben des Transportagenten TAi eine Teil-
menge {Ti!, Ti2 , ... , Tin(i)} mit Transportaufträgen, die dieser Agent ausführen kann. Diese 
Teilmenge wird an den Agenten TAi übermittelt. 
Der Transportagent bestimmt für jeden Auftrag Tik die Zeit, die er brauchen würde, um 
diesen Auftrag auszuführen. Danach gibt er Angebote für die für ihn günstigsten Transpor-
taufträge ab . Es macht im allgemeinen wenig Sinn, wenn er mehrere Angebote für von 
einem Fertigungsagenten generierte Transportaufträge abgibt, da diese meist zeitlich paral-
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lei liegen. Er muß sich also nur einen für ihn profitablen Auftrag pro Fertigungsagent 
chen. Hingegen ist es sinnvoll, daß der Transportagent gleichzeitig Angebote für Tran 
aufträge verschiedener Fertigungsagenten abgibt, auch wenn diese zeitlich parallel I 
Diese Aufträge können nämlich von um einen Werkstattauftrag konkurrierenden 
gungsagenten ausgeschrieben worden sein. Von diesen konkurrierenden Fertigungsa 
kann aber nur einer den endgültigen Zuschlag für den Werkstattauftrag bekommen u 
für diesen werden dann die Transportaufträge auch ausgeführt. 
Wenn nach diesem (ersten) Ausschreibungsschritt noch Transportaufträge ohne An 
eines Transportagenten existieren, werden diese in einem zweiten Schritt nochmals 
ner höheren Priorität ausgeschrieben, was zu besseren Resultaten bei der Berechnung 
die Transportagenten führt und dadurch diese Aufträge attraktiver macht. 
Der Broker wartet wieder eine vorgegebene Zeitspanne und wertet dann die abgege 
Angebote für jeden Transportauftrag aus. Wenn alle Transportaufträge, die von eine 
tigungsagenten stammen, ausgewertet worden sind, kann der Broker daraus endgül 
Güte der Angebote der Fertigungsagenten bestimmen. Sobald also alle Transporta 
aller m Fertigungsagenten, die um den Werkstattauftrag W1 konkurrieren, ein Ange 
halten haben, läßt sich der Fertigungsagent bestimmen, der (inklusive Transportzeit1 günstigsten fertigen kann. Dieser Fertigungsagent FA) erhält dann den endgültig~ 
schlag für W). Ebenso erhalten alle Transportagenten, die die besten Angebote für d 
FA) generierten Transportaufträge abgegeben haben, einen endgültigen Zuschlag. 
Sobald die Transportagenten auf- bzw. abgeladen haben, senden sie eine Nachricht, 
globale Datenbank des PPS-Systems auf den neuesten Stand zu bringen . 
5. Erweiterung des Ansatzes auf mehrere Hierarchiestufen 
Da eine flexible Fertigungszelle intern wieder aus mehreren Bearbeitungszentren und~ 
zelleninternen Materialflußsystem bestehen kann, kann die Notwendigkeit bestehel 
oben vorgestellten Ansatz zu erweitern. 
Um eine solche Erweiterung durchzuführen, muß der Fertigungsagent intern die Ro 
Brokers und des Planungsagenten übernehmen, um in der flexiblen Fertigungsze, 
Werkstattaufträge weiter in feinere Aufträge zu zerlegen, die innerhalb der einzelne~ 
beitungszentren der Zelle als elementar zu erledigende Arbeiten gehandhabt werde 
Fertigungsagent hat also eine Komponente, die die Werkstattaufträge in geeigneter 
zerlegen kann. Weiterhin muß er eine Komponente enthalten, die diese Subaufträge 
geeigneten Stellen vergibt. Dadurch ergibt sich intern dieselbe Rollenverteilung wie <: 
Werkstattebene. Die Rolle der Fertigungsagenten auf Werkstattebene wird auf der Z, 
bene von den Rechnern übernommen, die die einzelnen Bearbeitungszentren steut 
Der größte Unterschied zwischen · zellen internem und auf Werkstattebene angesi'el 
Prozeß besteht im verschieden gestalteten Materialflußsystem . lnnerhalb der einzelne 
tigungszelle gibt es nämlich in der Regel keine fahrerlosen Transportsysteme, vielm 
das zelleninterne Transportsystem wesentlich unflexibler und festgelegter im Bearbeit 
Transportanforderungen. Deshalb kann auch die Rolle der Transportagenten hier nie 
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ter an einzelne Agenten aufgeteilt werden, sondern es gibt nur einen Prozeß, der alle Trans-
portanforderungen gemeinsam bearbeitet. 
Für die Verknüpfung des zelleninternen SOPP mit dem Werkstatt-SOPP gibt es drei ver-
schiedene Strategien: Zum einen könnte schon zum Zeitpunkt der Angebotsabgabe des Fer-
tigungsagenten die interne Aufwandsabschätzung geschehen. Zum anderen kann die Abga-
be der Angebote auf Schätzungen des Fertigungsagenten über die Kapazitäten der Zelle 
beruhen, und die konkrete Berechnung der eigentlichen Fertigungsdauer wird auf den Zeit-
punkt der vorläufigen Reservierung eines Auftrags verschoben. Zum dritten wird die Be-
rechnung sogar auf den Zeitpunkt des endgültigen Zuschlags für einen Auftrag verschoben. 
Die erste der drei vorgeschlagenen Strategien ist sicher recht schwierig durchzuführen. Sie 
impliziert, daß für jeden überhaupt technisch fertigbaren Auftrag die konkrete Planung der 
zelleninternen Ressourcen durchgeführt wird. Dies führt aber wiederum dazu, daß diese 
Aufträge die Ressourcen auch (zumindest zeitweise) reservieren, um die Planimgsergebnis-
se dann auch praktisch durchführen zu können. Damit blockiert sich das zelleninterne Sy-
stem selbst, da die internen Reservierungen erst viel später wieder zurückgenommen wer-
den können, nämlich erst dann, wenn es endgültig feststeht, daß der Auftrag nicht durch 
diesen Fertigungsagenten bearbeitet wird. 
Aus demselben Grund bietet sich auch die zweite Variante nur dann an, wenn die Zahl m der 
Agenten, die einen vorläufigen Zuschlag bekommen, so klein ist, daß der zelleninterne 
Planungsaufwand nicht zu groß ist. Da diese interne Planung schon zu einer Blockierung der 
entsprechenden Ressourcen für andere Aufträge führt, wird es auf jeden Fall schwierig, 
mehrere mögliche Fertigungsschritte parallel zu verarbeiten. 
Die dritte Variante hat im Gegensatz zu den anderen den Nachteil, daß der Fertigungsagent 
im Fall eines internen Problems die Zusage der Fertigung erst in dem Augenblick verwei-
gert, wenn er bereits einen endgültigen Zuschlag bekommen hat. Dies verlangt eine entspre-
chend höhere Flexibilität des Verhaltens des Brokers, der die Absagen an die anderen Ferti-
gungsagenten erst dann senden kann, wenn die zelleninterne Verteilung der Aufgabe erfolg-
reich war und vom Agenten zurückgemeldet wurde. 
6. Implementierung 
Eine Testumgebung für SOPP wurde auf einer Siemens WS-30 Workstation unter UNIX 
implementiert. Als graphisches Window-System wurde X11, Release 3, mit Motif Window 
Manager verwendet. Die Implementierungssprache ist eH. Diese Sprache wurde gewählt, 
weil sie objektorientiert ist und die Features von C benutzt. Eine graphische Ausgabe der 
Ergebnisse in Form von Gantt-Charts wurde ebenfalls objektorientiert programmiert. Die 
Benutzung von C als der CH zugrundeliegende Sprache vereinfachte die Programmierung 
der Kommunikationsroutinen für alle Agenten. Die in UNIX vorhandenen Möglichkeiten 
der Handhabung multipler Prozesse wurden genutzt, um eine Quasi-Parallelität der Agen-
ten zu erreichen. 
Jeder Agent ist als separater Prozeß implementiert. Die Prozesse werden vom Betriebssy-
stem verwaltet. Um den Ablauf eines SOPP zu simulieren, wurde ein Master-Prozeß entwik-
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kelt. Die Aufgabe des Masters ist, alle Agenten zu starten, eine Uhr zu simulieren un 
Benutzer die Möglichkeit zum Einbringen von Störungen zu geben. Die Produktionsag 
simulieren ihr Verhalten, indem sie den realen Fertigungs- bzw. Transportvorgang 
eine entsprechende Zeitverzögerung ersetzen. Diese Verzögerung wird durch den 
der simulierten Uhr im Master-Prozeß gesteuert. Der Benutzer des Systems hat dre 
griffsmöglichkeiten: Erstens kann er über die (simulierte) Schnittstelle zum Produktio 
nungssystem neue Arbeitsaufträge in das System eingeben. Zweitens kann er neue Pr.o 
onsagenten hinzufügen oder vorhandene entfernen, was der sich verändernden Ferti 
umgebung entspricht. Drittens kann er die simulierte Zeit steuern, d.h. den Produktio 
zeß beschleunigen oder verlangsamen. 
7. Vergleich mit anderen Ansätzen 
SOPP ist im wesentlichen ein DeAl-Ansatz (Decentralized Al) [Castelfranchi 90], [ 
zeaulMüller 90], [Galliers 90]. Dieser Ansatz geht davon aus, daß eine Gesellscha 
autonomen Agenten vorhanden ist. Jeder Agent existiert und agiert unabhängig vo 
anderen und hat seine eigenen Intentionen. Dasselbe gilt für die SOPP-Agenten. Als 
für die Kommunikation zwischen den Agenten wurde von Smith das Contract Net en 
[Smith 88]. Nach diesem Modell kann jeder Agent die Rollen eines Managers und 
Vertragsnehmers spielen. In der Rolle des Managers muß der Agent eine gegebene A 
in Teilaufgaben zerlegen und sie potentiellen Vertragsnehmern, die sich in der Lage 
eine der Teilaufgaben zu lösen, bekannt machen. Der Manager wählt dann für jede TI 
gabe den günstigsten Anbieter aus und gibt ihm den Zuschlag. Ein Vertragsnehme~ 
entweder die Teilaufgabe direkt lösen oder selbst die Rolle des Managers annehmel 
seine Teilaufgabe weiter zerlegen usw. ,Ein prototypisches System für die Fertigungsl 
rung nach dem Contract Net-Modell wurde von Parunak entwickelt [Parunak 87]. 
Ein wesentlicher Nachteil des Contract Net ist, daß der Kommunikationsaufwand fl 
I 
Lösung nicht trivialer Aufgaben sehr hoch ist. In SOPP ist die Kommunikation zentral 
wodurch die Zahl der notwendigen Kommunikationskanäle vermindert wird. Ein w 
Nachteil des Contract Net (aus der Sicht von SOPP) ist, daß die Agenten sich gege 
kennen müssen, zumindest teilweise. Deshalb ist es aufwendig, die Menge der verfü~ 
Agenten zu verändern. In SOPP muß nur der Broker alle Agenten kennen, deshalb 
einfach, einen existierenden Agenten zu entfernen oder einen neuen hinzuzufügen 
Sycara et al. haben ein prototypisches Steuerungssystem entwickelt, bei dem die A 
zwar miteinander kommunizieren, aber nur in begrenztem Umfang [SycaralRoth/ 
Fox 91 J. Sie wissen über ihre Umwelt teilweise Bescheid und berücksichtigen sie bei 
Entscheidungen. Die Kommunikation ist vor allem zur Auflösung von Konflikten bei 
griff auf gemeinsame Ressourcen erforderlich. Die Ressourcen sind passive Einheite 
keine Agenten, der Zugriff wird aber durch Agenten kontrolliert, die mit Überwac 
funktion ausgestattet sind. Diese bedienen die eingehenden Anforderungen unter 
sichtigung von Prioritäten nach dem first come first served-Prinzip. Im Sinne von SO 
gemeinsame Ressourcen als autonome Agenten zu modellieren. Sie müssen die Inrl 
haben, die Vorgaben des Produktionsptans bei der Vergabe der Zugriffsrechte möglic 
zu erfüllen. 
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Als zentrale Stelle für den Informationsaustausch ist der Broker einem Blackboard ähnlich 
(vgl. die Artikel in[EngelmorelMorgan 88]). Die Wissensquellen, die auf einem Blackboard 
operieren, können mit den Agenten verglichen werden. Die Informationen im Broker sind 
strukturiert wie am Blackboard, allerdings nicht hierarchisch. Die Kontrollinstanzen des 
Blackboards geben ihm ein gewisses Maß an Autonomie, d.h. es ist mehr als ein reiner 
Datenspeicher. Die Aufgaben des Brokers gehen allerdings ein beträchtliches Stück über die 
üblichen Aufgaben eines Blackboards hinaus (vgl. Abschnitt 2). Er ist ein autonom handeln-
der Agent mit eigenen Intentionen und Entscheidungsfähigkeit, die den Fertigungsprozeß 
beeinflußt. Andererseits ist er aber kein Steuerungsorgan, das den anderen Agenten Anwei-
sungen geben kann, und ähnelt damit wiederum dem Blackboard. 
SOPP hat als Modell für die Fertigungssteuerung Ähnlichkeiten mit dem Kanban-Prinzip 
(vgl. [BrownelHarhen/Shivnan 88]) und mit der Belastungsorientierten Auftragsfreigabe 
(BOA) [Wiendahl 87]. Nach Kanban wird ein Produktionsprozeß durch die Entnahme eines 
fertigen Produkts aus einem Lager in Gang gesetzt. Dadurch werden nämlich Produktions-
aufträge für das entnommene Produkt erzeugt, die ihrerseits ähnliche Wirkung haben wie 
die erste Entnahme. Kanban-Produktionsprozesse sind in starkem Maße selbst organisie-
rend, wie SOPP-Prozesse. Kanban eignet sich aber am besten für Prozesse mit klar definier-
ten Folgen von Arbeitsschritten, wie z.B. in der Fließfertigung, deshalb ist es weniger flexi-
bel als SOPP. BOA dagegen ist eine zentralisierte Produktionssteuerung. Sie kontrolliert die 
Warteschlangen an den Fertigungszellen und entscheidet in Abhängigkeit von der Länge der 
Schlange an einer Zelle, wann die nächste Arbeitsgangfolge an die Zelle übergeben wird. 
Dadurch ist BOA gut für FFS geeignet. Da es ein zentralisierter Ansatz ist, kann es jedoch 
die Modularität von FFS (im Gegensatz zu SOPP) nicht genügend ausnützen . 
8. Schluß 
Wir haben ein System von autonomen Agenten beschrieben, die einen Fertigungsprozeß 
flexibel steuern können. Die Steuerung kommt dadurch zustande, daß jeder Agent seinen 
eigenen Intentionen folgt und keiner dem anderen Befehle erteilen kann. Deshalb kann ein 
so gesteuerter Fertigungsprozeß als selbst organisierend betrachtet werden . Wir haben die 
Struktur und Funktionsweise der einzelnen Agenten und des Gesamtprozesses beschrieben. 
Das SOPP-Modell soll in verschiedene Richtungen weiterentwickelt werden. Zum einen ist 
geplant, die Hierarchisierung des Systems in mehrere Hierarchiestufen zu untersuchen. In-
teressant ist dabei insbesondere die Ausweitung nach oben in Richtung eines dezentralisier-
ten PPS-Systems. Dies führt in das Gebiet des verteilten Scheduling. Zum anderen soll 
untersucht werden, ob der Broker selbst sinnvoll in mehrere Subprozesse zerlegt werden 
kann, die die Aufgaben des Brokers untereinander aufteilen und damit die Effizienz des 
Systems steigern. 
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Zusammenfassung 
Es wird ein verteilter Algorithmus für Planungsaufgaben in einer Fer-
tigungsumgebung vorgestellt, dessen Steuerung weitgehend implizit durch 
den sogenannten Aktionsflu·ß erfolgt. Das hier verwendete spezielle Konzept 
gewährleistet ein hohes Maß an Flexibilitä.t, vermeidet dabei aber für M uI-
tiagentensysteme ohne zentrale Instanz typische Anomalien. Trotz hochgra.-
diger Parallelitä.t bleibt der notwendige Kommunikationsaufwand weitgehend 
begrenzt. 
1 Einleitung 
Fertigungsumgebungen werden immer häufiger als Multiagentensysteme modelliert 
[4, 8, 17]. Bei diesen unterscheidet man solche mit zentraler Steuerung und solche 
ohne. Während die Agenten im ersten Fall nur der Ausführung dienen, partizipieren 
sie im zweiten an Entscheidungen und an koordinierenden Maßnahmen. Obwohl in-
folge ihrer Einfachheit und Durchschaubarkeit manchmal bevorzugt, besitzen Mul-
tiagentensysteme mit zentraler Steuerung eine ganze Reihe von Nachteilen [9]. Der 
wohl schwerwiegendste betrifft die NP-Vollständigkeit vieler Planungsprobleme: Ab 
einer gewissen ProblemgröBe kann die gewünschte Lösung wegen der eintretenden 
kombinatorischen Explosion möglicher Varianten nicht mehr in einem akzeptablen 
Zeitraum erstellt werden. In dieselbe Richtung weist die zusätzliche Belastung der 
Zentralinstanz durch Störungen, welche infolge vieler eng miteinander verknüpfter 
Festlegungen meist nicht lokal behandelbar sind und mit zunehmender Systemkom-
plexität immer häufiger auftreten. Die so fortschreitend verlängerte Berechnungs-
dauer führt zu starken EinbuBen hinsichtlich der Ergebnisqualität, da der reale 
Systemstatus immer mehr von dem der Planung zugrunde gelegten abweicht. 
Zur Vermeidung derartiger Schwierigkeiten weicht man auf Multiagentensyste-
me ohne zentrale Komponente aus. Zahlreiche Berechnungsinstanzen helfen dort 
die Problemkomplexität zu dämpfen. Dies kann allerdings nicht zum Nulltarif er-
reicht werden: Weil die Agenten ihre Planungen aufeinander abstimmen müssen, 
erhöht sich der notwendige Kommunikationsaufwand. Darüber hinaus können je 
nach dem gerade verwendeten Verfahren verschiedene Anomalien auftreten. Parun-
ak [14] nennt für das häufig benutzte Contract-Net Modell [3] insbesondere Zeit- und 
Lastanomalien. Zeitanomalien entstehen durch Entscheidungen der Agenten über 
-Diese Arbeit wurde von der Deutschen ForschungsgemeinschaCt (DFG) im Rahmen des Son-
derforschungsbe~ichs 331 Informl1tion~1Jerl1rbeitung in l1utonomen mobilen Hl1ndhl1bunguy~temen 
Teilprojekt Q4 gefördert. 
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Auftragsannahmen noch vor Eintreffen aller relevanter Daten . Dadurch verteilen 
sich die anstehenden Aufgaben mitunter sehr unvorteilhaft. Demgegnüber resultie-
ren Lastanomalien aus der Wissensbeschränkung der einzelnen Agenten auf lokale 
Belange, wodurch man unter Umständen eine stark asymmetrische Lastverteilung 
erhält. 
Die vorliegende Arbeit gibt einen Algorithmus zur verteilten Planung in Ferti-
gungsumgebungen [6] an , der durch gleichberechtigte Beteiligung aller im System 
enthaltenen Agenten eine hohe Parallelität erreicht. Durch Auf teilung des Algo-
rithmus in mehrere Phasen - Einbettung der Produktionsschritte in sogenannte 
Aktionen, Test auf Ausführbarkeit der Aktionen, Aufgabenverteilung , eventuelle 
dynamische Korrektur des erstellten Plans - vergrößert sich der Parallelitätsgrad 
nochmals [7] . Weil die einzelnen Phasen weitgehend unabhängig voneinander arbei-
ten, wird das Kommunikationsnetz kaum zusätzlich belastet. Infolge der Möglich-
keit der Agenten, bei Bedarf die Produktion von zur Plandurchführung benötigten 
Hilfsmitteln und Bauteilen selbsttätig zu veranlassen, besitzt das betrachtete Mo-
dell ein hohes Maß an Flexibilität. Die zur Aufgabenauswahl verwendete Grundidee, 
Agenten ihre Eignung für einen Arbeitsschritt unter Einbeziehung von Informatio-
nen globaler Natur selbst bewerten und so lokal die Aktionsverteilung regeln zu 
lassen, vermeidet die oben erwähnten Zeit- und Lastanomalien . Der Algorithmus 
wird implizit durch in den einzelnen Aktionen enthaltenen Informationen gesteuert, 
die ihre Stellung im Gesamtplan beschreiben. Entsprechend den gängigen Begriffen 
'Datenfluß' und 'Informationsfluß' - in Zusammenhang mit CIM sei an die GRAI-
Methode [1, 2, 5] erinnert - wird dafür der Begriff Aktionsfluß eingeführt. Durch 
die Möglichkeit der dynamischen Korrektur erhält das System die Fähigkeit, einmal 
getroffene Entscheidungen veränderten Gegebenheiten anzupassen . 
2 Das Modell 
2.1 Agenten und Objekte 
Die von uns betrachtete Fertigungsumgebung ist als Multiagentensystem model-
liert und wird mit der Menge der in ihr enthaltenen Agenten A identifiziert. Jedem 
Agenten a E Al ist ein Tupel (Pa,.a.a,Oa,Aa, Ea, Da, Ba) von Variablenzugeord-
net. Die Agenten selbst sind als spezielle endliche Automaten formalisiert [10] . Um 
deren Aufbau besser verstehen zu können, machen wir zunächst einige Anmerkun-
gen zu den passiven Elementen einer Fertigungsumgebung, den sogenannten Ob-
jekten. Diese werden in der Menge 0 zusammengefaßt. Beziehungen der Gestalt 
'Agent a kontrolliert das Objekt 0' - man schreibt dafür auch 0 E Oa - führen in 
natürlicher Weise eine Zuordnung zwischen Objekten und Agenten ein. Für diese 
gelte 0 = L:JOa. Die so eingeführten notationellen Hilfsmittel gestatten eine Be-
schreibung der Übergangsrelation .a.a eines Agenten aals Z x P(O) - Z x P(O); 
P bezeichnet dabei die Potenzmengenbildung. Die Elemente (z,O,z',O') von .a.a, 
sogenannte Aktionen, modifizieren den gerade vorliegenden Agentenzustand z zu 
z' und überführen gleichzeitig eine Menge von Objekten 0 in eine neue Menge 
0' . Ein Übergang (z,O,z',O') ist dabei nur möglich, wenn sich a im Zustand 
z befindet und außerdem 0 ~ Oa gilt; nach Ausführung der Aktion ergibt sich 
Oaneu := (Oaalt \ 0) U 0'. 
Die zur Verfügung stehenden Produktionspläne P sind wie die Objekte in Form 
von Teilmengen Pa ~ P auf die einzelnen Agenten verteilt. Vereinbarungsgemäß 
sei p E Pa nur möglich, wenn a den letzten Produktionsschritt von pausführen 
kann. Alle Pa sind ebenso wie die .a.a zeitlich invariant. Die Mengen Aa I Ea und 
1 Grundaätzlich sind alle hier verwendeten Mengen als Multimengen aufzufassen; alternativ kAn 
man sich auch durch die Einführung von Identifikatoren behelfen. 
Da enthalten zur Ausführung durch den Agenten a bestimmte Aktionen 8 E ~a, 
die um zusätzliche Informationen ergänzt sind. Während die Aa der Aufstellung, 
der Bewertung und der Auswahl von Plänen dienen, gehören die in Ea und Da 
gespeicherten Aktionen zu fertigen Plänen. Die Mengen Ea unterscheiden sich von 
den Da durch die Möglichkeit einer nachträglichen Korrektur. Beiden gemeinsam 
ist die Existenz einer Ordnung auf ihren jeweiligen Elementen, induziert durch eine 
sich aus Bewertungsinformationen ergebende zeitliche Einordnung dieser Aktionen. 
Die Ba sind Arbeitsspeicher für Planbewertungen. 
2.2 Pläne 
Zur Beschreibung der Arbeiten, die vom System durchzuführen sind, dienen so-
genannte Pläne. Im Zusammenhang mit Fertigungsumgebungen von besonderer 
Bedeutung sind dabei Darstellungen von Produktionsabläufen; diese erfolgen in 
Produktionsplänen, welche aus der Literatur wohlbekannt sind (siehe etwa [llD. 
Sie enthalten alle notwendigen Informationen hinsichtlich der vorzunehmenden Ob-
jektverarbeitung; darüber hinausgehende Daten (etwa in Bezug auf Transporte oder 
Werkzeugeinsatz ) fehlen allerdings. Solche finden sich erst in den detaillierteren 
Aktionsplänen, die man als verfeinerte Produktionspläne ansehen kann. Formal 
gesehen sind sowohl Produktionspläne als auch Aktionspläne zusammenhängende 
und zyklenfreie BedingungsjEreignis-Petrinetze [15], wobei für Produktionspläne 
noch zusätzlich gefordert wird, daß die Stellen des zugrundeliegenden Netzes we-
der vorwärts- noch rückwärtsverzweigend sind und die Zie\ste\\enmenge - d.h. die 
Menge der Stellen mit leeren Nachbereich - nur aus einem Element besteht. Al-
le Stellen eines Planes sind mit Objekten beschriftet. Die Menge der Transitionen 
Tp eines Planes p gewinnt man durch die Funktion d, d.h. Tp = d(p) . Die Transi-
tionen eines Produktionsplans werden als Produktionsschritte bezeichnet, die eines 
Aktionsplans als Aktionen. 
Entsprechend dem Grundgedanken des hier vorgestellten Algorithmus verteilt 
das System die Produktionsschritte eines Produktionsplanes in Form von Aktionen 
an die einzelnen Agenten; dort findet dann eine Ergänzung zu einem vollständigen 
Aktionsplan statt. Ein Problem stellt dabei der Wechsel der Betrachtungsweise dar 
[16]: Während Produktionspläne und die aus ihnen entstehenden Aktionspläne einen 
Fertigungsprozeß o.a. in seinem kausalen Zusammenhang beschreiben, ist nach er-
folgter Verteilung für den einzelnen Agenten a statt dessen die Verknüpfung von 
Aktionen unterschiedlicher Pläne zu einem Art persönlichen Arbeitsschema von Be-
deutung. Die damit verbundenen Schwierigkeiten sind nichttrivialer Natur: a kann 
nach der Aktion 8 E 6.a die Aktion 8' E 6.a nur ausführen, wenn der Zielzustand von 
8 mit dem Startzustand von 8' übereinstimmt; ansonsten muß a durch Zwischen-
schaltung weiterer Aktionen eine Zustandstransformation vornehmen. Abgesehen 
von der Möglichkeit, dabei die Menge Oa in unvorhergesehener Weise zu verändern, 
ist die Existenz einer derartigen Transformation keineswegs immer gesichert. Mit 
Rücksicht auf die Verständlichkeit des Algorithmus treffen wir daher die folgenden 
vereinfachenden Vereinbarungen: 
• Die Zustandsmenge jedes Agenten enthält mindestens ein ausgezeichnetes Ele-
ment, das man als Grundzustand bezeichnet. 
• Für je zwei Grundzustände eines Agenten a gibt es für jede Gestalt der Menge 
Oa eine verbindende Folge von Aktionen, die Oa invariant läßt. 
• Für je zwei Aktionen eines Agenten a, die weder die Menge Oa verändern noch 
an sie irgendwelche Anforderungen stellen, gibt es eine verbindende Folge von 
Aktionen mit denselben Eigenschaften hinsichtlich Oa . 
• Alle Aktionen ° E <la, die Hilfsmittel zu ihrer Durchführung benötigen, wer-
den mit den entsprechenden vor- und nachbereitenden Aktionen zu sogenann-
ten Rüstplänen zusammengefaßt und eventuell in mehreren Varianten in den 
Mengen ?(o, a) zur Verfügung gestellt. Ist für ° und a ein ?(o, a) definiert, 
fordert man zusätzlich ?(o, a) i= 0. Alle Rüstpläne pE ?(o, a) beginnen und 
enden in Agentengrundzuständen. 
Ein weiteres Problem stellen Objektbelegungen durch nebenläufige Pläne dar . Be-
sonders evident ist dies bei Objekten, die in irgendeiner Weise weiterverarbeitet 
werden. Hier schließt ein spezielles Verfahren zur Markierung von Verbrauchsob-
jekten deren Mehrfachverwendung aus. Doch auch Objekte, die die Agenten le-
diglich benutzen, verlangen zusätzliche Überlegungen. Prinzipiell besteht nämlich 
die Möglichkeit, daß das betrachtete Objekt infolge einer verwendungsbedingten 
Ortsveränderung wegen nun fehlender Transportpläne einer weiteren Nutzung ent-
zogen ist. Um dies auszuschließen, gelte die folgende Symmetriebedingung: Kann 
das System ein als Hilfsmittel benutztes Objekt von einem Ort x zu einem Ort y 
transportieren, muß auch ein Transport von y nach x möglich sein. Formal läßt sich 
dies als Bedingung an die Objektzustände formulieren. Damit vermeiden wir prinzi-
pielle Inkonsistenzen zwischen dem realen und dem der Planung zugrundeliegenden 
Systemstat uso 
2.3 Planbewertung 
Die Bewertung eines Aktionsplans erfolgt durch Zuordnung eines Tupels w E V mit 
V ~ Rn, n E N. Um ein Vergleich von Bewertungen zu ermöglichen, definiert man 
auf V eine Halbordnung. Durch Projektionen auf Teilräume von V sind Informatio-
nen wie der zur Ausführung des Plans benötigte Zeitbedarf, die dabei anfallenden 
Betriebskosten, der Rohstoffverbrauch u.a. direkt von w ablesbar. Die Berechnung 
einer Planbewertung erfolgt ausgehend von den Einzelaktionen. Die Beschreibung 
des betrachteten Aktionsplans mit Hilfe einer Grammatik [10] liefert eine formale 
Definition der Planstruktur. Man faßt nun die Bewertungen der einzelnen Aktionen 
als Attribute [12] der in der Grammatik vorhandenen Terminale auf. Abhängig von 
der jeweilig angewandten Ableitungsregel, die die lokale Planstruktur beschreibt, 
berechnet das System daraus die Bewertungen der Nonterminale bis hinauf zum 
Startsymbol. Die diesem zugeordnete Bewertung stellt die Bewertung des gesamten 
Aktionsplanes dar. Um die Auswahl von Plänen hinsichtlich ihrer Bewertung mit der 
Komposition von Teilplänen verträglich zu machen, treffen wir die folgende Verein-
barung: Besitzen zwei Pläne p, p' die Bewertungen w(p), w(p') mit w(p) 5 w(p') und 
tragen die aus ihnen durch Verlängerung um dieselbe Aktionenfolge entstehenden 
Pläne fJ,fJ' die Bewertungen w(fJ), w(fJ') , so gelte w(fJ) 5 w(fJ')· 
3 Der Algorithmus 
Im Prinzip kann jeder Agent des beschriebenen Multiagentensystems einen Fer-
tigungsauftrag initiieren. Die Anforderung des zu produzierenden Objekts 0 durch 
einen Agenten a E A erfolgt dabei entweder intern durch einen bereits existierenden 
Plan, der 0 zu seiner Ausführung benötigt, oder extern durch manuellen Eingriff. In 
beiden Fällen startet azur Generierung geeigneter Produktionspläne unmittelbar 
nach der Beauftragung die Methode prodplan. Als Parameter werden das Objekt 
o und der anfordernde Agent a übergeben. Das so eingeleitete Planungsverfahren 
wird im folgenden ausführlich geschildert. Dabei benutzen wir die in Tabelle r auf-
geführte Notation. 
postprodacts( 8) Die Menge der Nachfolgeaktionen 8·· hinsichtlich des zu-
grundeliegenden Produktionsplans 
preactions( 8) Die Menge der vorbereitenden Aktionen für 8 
postactions( 8) Die Menge der nachbereitenden Aktionen für 8 
preacts(8) Die Menge der Vorgängeraktionen von 8, die nicht vorbe-
reitend sind 
postacts( 8) Die Menge der Nachfolgeraktionen von 8, die nicht nachbe-
reitend sind 
postends( 8) Die Menge der Aktionen, die die Folgen nachbereitender 
Aktionen von 8 abschließen 
Tabelle 1: 
3.1 Produktionsschritte als Aktionen 
In prodplan wird zunächst sichergestellt, daß sich alle Agenten an der Entwicklung 
des gewünschten Produktionsplans beteiligen. Dazu prüft sel!, ob er mit dem Agen-
ten a identisch ist, der das Objekt ° anfordert. Trifft das zu, veranlaßt er alle anderen 
außer ihm im System vorhandenen Agenten a' E A \ {self} ebenfalls zum Start der 
Produktionsplanung; andernfalls erübrigt sich eine Benachrichtigung durch sei!, da 
dies bereits der Agent a übernommen hat. Um die Verfügbarkeit des durch sel! zu 
produzierenden Objekts für a zu gewährleisten, ist im Falle sel! # a stattdessen die 
Entwicklung eines zusätzlichen Transportplans notwendig. Dazu ruft sei! die Metho-
de moveplan auf. Kann diese keinen geeigneten Transportvorgang in Gestalt eines 
entsprechenden Aktionsplans abliefern, ist die Bereitstellung des Objekts ° an der 
benötigten Stelle in Frage gestellt und die weitere Arbeit des Agenten sel! an einem 
Produktionsplan für ° somit sinnlos; in diesem Fall bricht die Methode prodplan ab. 
Nach dieser Vorbereitungsphase wird durch Beschränkung der lokalen Produktions-
planmenge PselI auf eine Teilmenge P' S; PselI bestehend aus Produktionsplänen 
für ° ,der eigentliche Planungsvorgang eingeleitet. Es erfolgt das Aufbrechen aller 
pE P' in einzelne Produktionsschritte s E d(p) und deren Verteilung an die Agen-
ten mittels der Methode distribute. Wie distribute arbeitet, wird weiter unten näher 
erläutert. Es ist zu beachten, daß das geschilderte Verfahren in der Regel ein s meh-
reren Agenten zuteilt; eine konkrete Zuordnung zwischen Produktionsschritten und 
ausführenden Agenten findet erst im Rahmen der späteren Planauswahl statt. Nicht 
verteilbare Produktionsschritte s führen zum Ausschluß der betreffenden Produkti-
onspläne p aus allen weiteren Betrachtungen. Dies beinhaltet sowohl die Entfernung 
von p aus der Menge P' als auch die Löschung aller bereits separierten Schritte von 
p aus den Mengen Aa" Wird durch das voranstehende Verfahren P' zur leeren Men-
ge reduziert, bricht sei! den Planungsvorgang ab; dasselbe gilt natürlich auch für 
den Fall, daß die Menge P' schon bei ihrer Bildung leer war. 
method prodplan(self, ° E 0, a E A) 
if self= a 
then for a' E A \ {a} do sendmessage( a' ,prodplan,o, a) endfor 
else sendmessage(self,moveplan,o, self -+ a); . 
if no moveplan then exit fi 
fi· , 
P' := {p E PselI I p produces o}; 
for p E P' do for s E d(p) do 
for a' E A do sendmessage(a' ,distribute,s,p) endfor; 
if s not distributed then remove(p); exitloop fi 
endfor endfor 
if P' = 0 then exit else fi 
Nun zu der für die Verteilung der Produktionsschritte s verantwortlichen Me-
thode distribute. In ihr überprüft der Agent self jede in ~self enthaltene Aktion 
8 E ~self auf die Möglichkeit, durch sie den Schritt sET realisieren zu können. 
Dies ist genau dann möglich, wenn gemäß der Stellenbeschriftung m Vor- und N ach-
bereich [15] der Aktion 8 Obermengen des Vor- und Nachbereichs von s sind, d.h. 
in formaler Schreibweise s ~ 8 :~ m(·s) ~ m(·8) /\ m(s") ~ m(8"). Zu jeder 
s gemäß s ~ 8 einbettenden Aktion 8 E ~self werden entsprechende, in ?(8, self) 
aufgeführte Rüstpläne in Einzelaktionen 6 aufgebrochen und die 6 anschließend in 
der agenteneigenen Aufgabenliste Aself vermerkt. Ein der Unterscheidung dienender 
Identifikator i und ein Label 'new' zur Kennzeichnung des Planungszustandes der 
betreffenden Aktion ergänzen die jeweiligen Einträge in Aself' 
method distribute(self, sET, PEP) 
for 8 E ~self do 
if se 8 then 
fi 
endfor 
fur P E ?(8, self) do for action 6 E d(p) do 
Aself ...... Aself U {(6, i(o, a, p, s, .. . ), new)} 
endfor endfor 
3.2 Test auf Ausführbarkeit 
In der nächsten Phase werden die vom System entwickelten Pläne auf Ausführbar-
keit getestet und, sofern notwendig, um weitere Aktionen ergänzt. Diese Aufgaben 
übernimmt die Methode check-plan. Sie bearbeitet jede Stelle a E ·8 u 8" einer in 
der Aufgabenliste Aself des Agenten self E A vermerkten Aktion (8, i, new) E Aself 
abhängig von ihrem Typus. Für diesen unterscheidet check-plan vier Fälle: 
1) Erfüllt a das Prädikat starting-place, handelt es sich um eine Startstelle im 
Sinne des zugrunde liegenden Produktionsplans. Für Startstellen von Rüstplänen 
gilt stets starting-place(a) = false. Die vorgenommene Unterscheidung resultiert 
aus der Verschiedenartigkeit des Systemverhaltens gegenüber Bauteilen/Rohstoffen 
und Hilfsmitteln/Werkzeugen. Während letztere im Prinzip immer wieder neu ver-
wendbar sind, werden erstere verarbeitet und stehen somit nach ihrem Gebrauch 
nicht mehr zu Verfügung. Daraus ergibt sich folgende spezielle Behandlung für a: 
Durch Aufruf der Methode getplan wird versucht, einen Plan zum Antransport ei-
nes Objekts m(a) zu entwickeln. Ein Markierungsverfahren stellt sicher, daß keine 
Mehrfachbelegungen erfolgen. Die Markierungsinformationen für ein einzelnes Ob-
jekt ° E 0 verwaltet dabei genau der Agent a, für den ° E Oa gilt; sie sind im Falle 
von Objektbewegungen nach Bedarf an andere Agenten weiterzugeben. Existiert 
kein geeignetes Objekt oder versagt das System hinsichtlich der Konstruktion eines 
entsprechenden Transportplans, versucht check-plan mit Hilfe der Methode prod-
plan einen Aktionsplan zur Produktion von m( a) zu erstellen. Scheitert auch dies, 
ist (8, i, new) nicht ausführbar und wird ersatzlos aus der Aufgabenliste Aself ent-
fernt. Gibt es darüber hinaus keine alternative Realisierung der Aktion 8, schließt 
die Prozedur remove den gesamten zu 8 gehörenden Plan p(i) aus den weiteren 
Berechnungen aus. 
2) Im Falle von intermediate-place( a) = true stellt a eine Zwischenstelle des 
zugrunde liegenden Produktionsplans dar, die zusätzlich a E 8· erfüllt. Aufgabe von 
check-plan ist hier die Entwicklung geeigneter Transportpläne zur Verbindung der 
Stelle a aus dem Nachbereichvon 8 mit Stellen aus den Vorbereichen von Aktionen 
8', die hinsichtlich des zugehörigen Produktionsplans unmittelbar auf 8 folgen. Dazu 
wird für alle Nachfolgeaktionen (8', i', new) E postprodacts( 8) von 8 mit a E "8' 
die Methode moveplan aufgerufen. Kann moveplan für kein 8' einen Transportplan 
bereitstellen (es muß mindestens ein 0' existieren wegen intermediate-place( a) = 
true), ist der intendierte Plan nach Beendigung von 0 nicht mehr fortsetzbar; dann 
entfernt check-plan mit Hilfe der Prozedur remove (0, i, new) aus der Liste Aseu. 
Gibt es keine Aktion 0' als Ersatz für 0, wird der gesamte zu 0 gehörende Plan p(i) 
aus den Aufgabenlisten gelöscht. 
3) StartsteIlen von Rüstplänen sind gekennzeichnet durch pre-place( a) = true. 
Bei den für sie angeforderten Objekten m(a) handelt es sich stets um Hilfsmit-
tel. Deren Wiederverwendbarkeit ermöglicht den Verzicht auf ein Markierungsver-
fahren zur Vermeidung von Mehrfachbelegungen, zumal die weiter oben erwähn-
te Symmetrie bedingung für Objekttransporte den Erhalt der Verfügbarkeit auch 
bei Durchführung beliebiger Objektbewegungen sicherstellt . Derartige Bewegungen 
können etwa infolge von Aktionen nebenläufiger Pläne auftreten. check-plan begnügt 
sich daher im Gegensatz zu Falll mit der Beauftragung der Methode preactplan, die 
versucht, ein Objekt des benötigten Typs m( a) im System zu finden und einen ge-
eigneten Aktionsplan zum Antransport zu konstruieren. Liefert preactplan nicht das 
gewünschte Ergebnis, verfährt check-plan in völliger Übereinstimmung zu Fall 1: Ist 
auch prodplan nicht in der Lage, das Objekt m( a) bereitzustellen, wird die Aktion 
(0, i, new) oder sogar der gesamte zugehörige Plan p(i) aus dem Planungsverfahren 
ausgeschlossen. 
4) Der letzte Fall behandelt die Zielstellen von Rüstplänen. Er ist charakterisiert 
durch post-place( a) = true. Seine Aufgabe besteht darin, vom Agenten self nicht 
mehr benötigte Hilfsmittel abzutransportieren und so seifwieder für neue Aufgaben 
freizumachen. Dieser Teil der Methode check-plan entspricht in seinem Aufbau dem 
von Teil 3; als einzige Änderung ruft check-plan hier anstelle der Methode preactplan 
die Methode postactplan auf. 
Am Ende von check-plan werden bereits überprüfte Einträge der Aufgabenliste 
durch Abänderung des Labels für den Planstatus von 'new' auf 'tested' gekenn-
zeichnet. 
method check-plan(self) 
for (0 , i, new) E Aseu do 
for a E . 0 U o' do 
if starting-place(a) then sendmessage(self,getplan,a, i,self); 
if nogetplan then sendmessage( self,prodplan,m( a), self); 
if noprodplan then remove(o, i, new); 
if] Alternativaktion mit existierenden Startobjekten then 
remove(p( i)); exitloop fi fi fi 
orif intermediate-place( a) then 
for (0', i', new) E postprodacts(o) do 
if a E '0' then sendmessage(self,moveplan,m(a),self -+ agent(i')) fi 
endfor; 
if nomoveplan then remove((o, i, new)); 
if]a' E A, (0', i', new) E Aa': 0' :f:. 0 1\ s( i') = s( i) then remove(p( i)) fi fi 
orif pre-place( a) then 
sendmessage( self,preactplan,m( a), self); 
if nopreactplan then sendmessage(self,prodplan,m( a), self); 
if noprodplan then remove(o, i, new); 
if]a' E A, (0', i', new) E Aa': O':f:. 01\ s(i') = s(i) then 
remove(p( i)) exitloop fi fi fi 
orif post-place(a) then 
sendmessage(self,postactplan,m( a), self); 
if nopostactplan then remove(( 0, i, new)); 
if]a' E A, (0', i', new) E Aa': 0' :f:. 01\ s( i') = s( i) then remove(p( i)) fi fi fi 
endfor 
Aself +- Aself \ {(o , i, new)} U {(o, i, tested)} 
endfor 
Die Methode getplan ist dafür zuständig, Bauteile und Rohstoffe für den Produk-
tionsvorgang bereitzustellen. Wie bereits bei check-plan erwähnt, muß das System 
derartige Verbrauchsobjekte mit Hilfe von Markierungen von einer mehrfachen Ver-
wendung ausschließen . Der Aufruf von getplan erfolgt so, daß zunächst getestet wird, 
ob der anfordernde Agent a E A das gewünschte Objekt m(a) zur Verfügung stellen 
kann. Dazu prüft a in getplan alle Elemente ° seiner lokalen Objektmenge Os elf auf 
Typübereinstimmung mit m( a); gilt diese und ist ° noch nicht für eine anderweitige 
Verwendung markiert, beauftragt a die Methode moveplan mit der Konstruktion 
eines Transportplans für o. Sobald ein solcher vorliegt, markiert getplan das Objekt 
° und beendet seine Arbeit. Hat der m( a) anfordernde Agent a so keinen Erfolg, 
werden nacheinander alle anderen im System existierenden a' E A \ {a} zu ent-
sprechenden Kalkulationen veranlaßt. Auch hier gilt die Regel, daß bei Erhalt eines 
geeigneten Ergebnisses getplan sofort abbricht. Ist sei! nicht mit a identisch, erübrigt 
sich die Benachrichtigung, da eine solche bereits vom Agent a vorgenommen wird. 
Im Gegensatz zu den anderen Teilen des Algorithmus zur Planerstellung nimmt 
getplan keine vollständige Generierung aller möglichen Objektbelegungen vor, son-
dern ist mit der Aufstellung einer einzelnen ausführbaren Planvariante zufrieden . 
Dies stellt ein Zugeständnis an die Einfachheit des verwendeten Markierungsver-
fahrens dar. Durch entsprechende Änderungen kann getplan aber jederzeit verallge-
meinert werden . 
method getplan(self,a E S,i E N,a E A) 
for ° E OselI do 
if 0= m(a)t\ not marked(o, i, a) then sendmessage(self,moveplan,o, self ~ a) ; 
if moveplan then mark(o, i, a); exitloop fi 
fi 
endfor 
if self= athen 
fi 
for a' E A \ {self} do 
sendmessage( a' ,getplan,o, a, a); 
jf getplan then exitloop fi 
endfor 
3.3 Planauswahl 
Zur Bewertung der Pläne, die check-plan im Laufe seiner Arbeit entwickelt, und zur 
Auswahl der zu realisierenden Planvariante aufgrund dieser Bewertung starten die 
Agenten die Methode se/eet-plan. Sie bearbeitet alle Einträge (0, i, tested) E AselI 
der Aufgabenlisten AselI in dreifacher Hinsicht: 
1) Ähnlich der Funktionsweise einer attributierten Grammatik [12] berechnet 
se/ect-plan abhängig von den globalen Bewertungen der Nachbaraktionen und der 
lokalen Bewertung von 0 je nach der in 0 gerade vorliegenden Planstruktur die 
globale Bewertung von o. Dabei beurteilen lokale Bewertungen einzelne Aktionen, 
globale dagegen den gesamten Teilplan von den Startstellen bis zur angegebenen 
Aktion . 
2) Aus Planvarianten, die in 0 zusammenlaufen, wählt se/eet-plan aufgrund der 
ihnen jeweils zugeordneten Bewertungen die günstigste aus. Alle anderen Varianten 
werden anschließend gelöscht. 
3) Abschließend wird die für 0 ermittelte globale Bewertung an alle N ach folge-
aktionen weitergeleitet . 
Eine direkte Umsetzung dieser Aufgaben in einen entsprechenden Algorithmus 
verkompliziert sich durch die Existenz nachbereitender Aktionen . Man erhält für 
seleet-plan schließlich die folgende Gestalt: 
Sind alle Vorgängeraktionen von 8 bewertet und sind die Planstatuslabel al-
ler Nachbaraktionen preaets( 8) U preactions( 8) U postaetions( 8) auf ' tested ' gesetzt, 
leitet seleet-plan die Berechnung der globalen Bewertung für 8 ein . Fehlen nachberei-
tende Aktionen, erfolgt diese sofort durch die Funktion evaluate( 8, w( 81), .. . ,w( 8~)). 
Andernfalls nimmt man unter Benützung von preevaluate(8, w( 81), .. . ,w(8~)) 
zunächst eine Vorbewertung w(8) vor. Sie dient der Aktualisierung einiger wichtiger 
globaler Bewertungsparameter und soll unter anderem eine zeitliche Einordnung 
der nachbereitenden Aktionen ermöglichen. An diese gibt seleet-plan w(8) unmit-
telbar nach Ausführung von preevaluate weiter . Liegt bereits eine Vorbewertung 
von 8 vor und ist die Bewertung aller nachbereitenden Aktionsfolgen abgeschlos-
sen , führt seleet-plan unter Benützung der Funktion evaluate( 8, w( 8D, ... ,w( 8:")) 
abhängig von den globalen Bewertungen der Vorgängeraktionen und der nachberei-
tenden Aktionsfolgen die eigentliche globale Bewertung von 8 durch . 
Unmittelbar nach erfolgter Bewertung, gekennzeichnet durch evaluated( 8) = 
true, bereinigt seleet-plan mit Hilfe der Prozedur prune die betrachteten Pläne 
von ungünstigen Varianten. Anschließend gibt seleet-plan die ermittelte Bewertung 
w(8) an alle Folgeaktionen weiter, die nicht zu den nachbereitenden gehören. Han-
delt es sich bei 8 dagegen um eine Aktion ohne Nachfolger, muß unterschieden 
werden zwischen dem Abschluß einer nachbereitenden Aktion (postend(8) = true) 
und dem Abschluß durch Produktion des gewünschten Objekts (postend( 8) = fal-
se). Während bei postend( 8) = true check-plan die Bewertung w( 8) an den Agen-
ten preagent( i) sendet, der die vorliegende nachbereitende Aktion initiiert hat, ist 
im zweiten Fall der das zu produzierende Objekt anfordernde Agent owner( i) der 
Empfänger. seleet-plan beendet seine Arbeit durch Korrektur des Planstatuslabels 
der Aktion (8, i, tested) von 'tested' auf 'value' als Zeichen dafür, daß 8 bereits 
bewertet worden ist. 
method select-plan(self) 
for (8, i, tested) E Aself do 
if V( 8A" i/c, IA,) E preactions( 8) U preacts( 8): evaluated( 8') 1\ IA, = ' tested' 1\ 
V( 8A" i/c, lk) E postactions(8): IA, ='tested' then 
if postactions( 8) = 0 
then w( 8) ...... evaluate( 8, w( 8U, .. . ,w( 8~)) 
else if not preevaluated( 8) 
then w(8) ...... preevaluate(8,w(8D, . ·. ,w(8~)); 
for (8L i/c, tested) E postactions(8) do 
sendmessage(agent(i),(w(8), i) - Bagent(i») endfor 
else if'V(8A"iJe, tested) E postends(8):evaluated(8') then 
w(8) ...... evaluate(8,w(8~), ... ,w(8:")) fi fi fi fi 
ifevaluated(8) then prune(8); 
if postacts( 8) :f 0 
then for (8k, i/c, tested) E postacts( 8) do 
sendmessage(agent(i),(w(8),i) - Bagent(i») endfor 
else if postende 6) 
then sendmessage(preagent(i),(w(8), i) - Bpreagent(i») 
else sendmessage(owner(i),(w(8), i) - BOwner(i») 
fi 
fi · A~elf ...... Aself \ {( 8, i, tested)} U {(8, i, value, w( 8))} fi 
endfor 
Die bisherigen Arbeitsschritte dienten dazu, geeignete Pläne zur Produktion des 
gewünschten Objekts 0 zu entwerfen, sie hinsichtlich der vorgegebenen Bewertungs-
funktion zu beurteilen und variantenfrei zu machen . Es verbleibt die Auswahl eines 
Planes gemäß den festgelegten Bewertungen . Dies geschieht mit Hilfe der Methode 
move. In ihr bearbeitet der Agent sei! E A alle Einträge (w(8), i) seiner Bewer-
tungsmenge Bseu. Ist 8 eine Finalaktion und sind alle Finalaktionen der Pläne, die 
hinsichtlich des zu produzierenden Objekts dem 8 zugehörigen Plan entsprechen, 
bewertet, ruft sei! die Prozedur prune auf und nimmt somit die beabsichtigte Pla-
nauswahl vor. Danach ändert die Methode move das Label für den Planungsstatus 
der verbliebenen abschließenden Aktion von 'value' auf 'move', um anzuzeigen , das 
die betreffenden Aktionen nun den Status der Ausführbarkeit erreicht haben. Gene-
rell geschieht dies mit allen Einträgen der Aufgabenliste, sobald für einen Vorgänger 
oder Nachfolger der gerade betrachteten Aktion der Status 'move' festgestellt wird. 
Schrittweise arbeitet sich das System so bis zu den Startaktionen durch. Trifft sei! 
auf eine Startaktion, d.h. eine Aktion ohne Vorgänger, mit bereits auf 'move' ge-
setzten Label , übergibt er diese von der Aufgabenliste Aseu an die Ausführungsliste 
E seu· 
Das etwas aufwendige mehrmalige Scannen der Aktionen eines Plans hat den 
Zweck, die Aktionen so gut wie möglich in der 'richtigen' Reihenfolge an die Aus-
führungslisten zu übergeben und damit aufwendige Umsortierungen basierend auf 
den Informationen der Zeitbewertung weitgehend einzusparen. 
methad move(self) 
far (w(8), i) E Bseu da 
if postacts( 8) = 0 /\ not postend( 8) /\ 
rt(8, i, value, w(8)) E lastactions(w(8)) : evaluated(8) then 
prune(plan( i)); 
far (8, i, value,w(8)) E lastactions(w) da 
Aagent(i) +- Aa.gent(i) \ {(8, i, value,w(8))} U {(8, i, move, w(8))} endfar fi 
endfar 
far (8, i, value,w(8)) E Aseu da 
if 3( 8' , i' , move, w( 8')) E postactions( 8) U preactions( 8) U postacts( 8) U preacts( 8) then 
AseU +- AseU \ {( 8, i, value, w( 8))} U {( 8, i, move, w( 8))} fi 
endfar 
far (8, i, move, w( 8)) E Aself da 
if~(8/, i/, . .. ,w(8')) E preactions(8) U preacts(8) then 
transfer(8, i, move,w(8)) E Aseu to (8, i,w(8)) E Eseu fi 
endfar 
3.4 Dynamische Korrektur 
Hat ein Plan in Gestalt einzelner Aktionen die Methode move erfolgreich durchlau-
fen, ändert sich für ihn die Betrachtungsweise durch das System. Er gehört nicht 
mehr zu einer Menge ausführbarer Pläne, aus denen der am besten geeignete aus-
gewählt werden soll, sondern ist die aktuell zu befolgende Arbeitsvorschrift zur 
Herstellung des gewünschten Objekts. Etwaige Modifikationen dieses Plans sollten 
mit der zwischenzeitlich eventuell bereits geleisteten Arbeit verträglich sein, um 
diese nicht wertlos zu machen; insofern sind Änderungen im groBen Maßstab wenig 
sinnvoll. Kleinere Korrekturen dagegen haben in zweierlei Hinsicht durchaus ihre 
Berechtigung: 
• Abweichungen der Planungsgrundlage vom realen Systemstatus können zuvor 
verworfene Varianten wieder aktuell machen. 
• Aufwendige Verfahren zur Planoptimierung, dessen Kosten/Nutzen-Verhält-
nis bisher zu schlecht war, können durch Beschränkung auf einen einzigen 
konkreten Plan wieder aktuell werden. 
Der Durchführung derartiger während der Planrealisierung stattfindender dyna-
mischen Korrekturen dient die Methode dyncorr. Welche verschiedenen Verfahren 
geeignet sind, ist noch nicht ganz geklärt; letztendlich müssen hier wohl prakti-
sche Experimente entscheiden. Wir begnügen uns daher mit einer überblicksartigen 
Aufzählung verschiedener Techniken. 
• Durch Permutationen der Reihenfolge von Aktionen, die in den Listen Ea auf 
ihre Ausführung warten, sind eventuell große Teile der vorzunehmenden Auf-
und Abrüstvorgänge einsparbar. Einen ähnlichen Effekt kann der Austausch 
von Aktionen zwischen den Agenten haben, doch ist hier im Bedarfsfall der 
Änderungsaufwand umfangreicher. 
• Ein weites Betätigungsfeld für dynamische Korrekturen bieten Transporte 
oftmals eingesetzter Hilfsmittel. Hier lassen sich hinsichtlich des Zeitbedarfs 
durch Verschmelzungen vor- und nachbereitender Aktionsfolgen unter Um-
ständen drastische Einsparungen erzielen. Auch eine genaue zeitliche Abstim-
mung der Aktionen aufeinander kann hilfreich sein; ansonsten notwendige Zwi-
schenlagerungen von Objekten entfallen dann. 
• Jede Veränderung der Agentenmenge sollte Anlaß sein, die Verteilung der 
Aktionen auf die einzelnen Agenten einer erneuten Prüfung zu unterwerfen. 
• Möglicherweise empfiehlt es sich, mit 'gut' bewertete Varianten als Alternati-
ven im Plan zu belassen; unvorhergesehene Abweichungen des realen System-
status von der Planungsgrundlage könnten dann leichter kompensiert werden. 
Unmittelbar vor Ausführung befindliche Aktionen 0 werden von dyncorr durch 
Übertragung von der Liste Ea in die Liste Da jedem weiteren Modifikationszu-
griff entzogen. Zur Vermeidung von Inkonsisterizen wird mit allen Aktionen, die 
zu 0 in enger Beziehung stehen und zeitlich vor 0 auszuführen sind, entsprechend 
verfahren. 
method dyncorr(self) 
for (0, i,w(o)) E Eself do 
if exectime( 0) near realtime 
then transfer(o, i) E Esel! to (0, i) E Dsel!; 
for a' E A do 





Expandiere Ersatzteilpläne und bewerte sie; 
Ersetze eventuell alten Teilplan gegen neuen; 
Neuordnung der aktuellen Variante in zeitlicher Hinsicht; 
Überprüfung auf Verschmelzbarkeit von vor/nachbereitenden Aktionen; 
Überprüfung auf Vereinfachbarkeit lokaler Aktionspläne 
4 Zusammenfassung und Ausblick 
Es wurde ein verteilter Planungsalgorithmus für den Einsatz in Fertigungsumge-
bungen entwickelt, der den Aktionsfluß zur Steuerung der Agenten nutzt. Der vor-
gestellte Algorithmus ist in der Lage, einige Anomalien des Contract-Net Modells 
zu vermeiden. Die durchgeführte Untersuchung liefert mit dem Verfahren, globale 
Informationen über Aktionsbewertungen zu transportieren, abhängig von der loka-
len Planstruktur zu verarbeiten und so eine Auswahl hinsichtlich der Aufgabenver-
teilung zu treffen , einen auch außerhalb des Computer Integrated Manufacturing 
bei anderen Planungsproblemen vielseitig anwendbaren Ansatz . Es erscheint der 
Schluß möglich, daß sich die aktionsfiußbasierte Planung insbesondere für komplexe 
Situationen eignet. Der Einsatz von Heuristiken eröffnet ein zusätzliches Entwick-
lungspotential. 
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Mit unserem Beitrag wollen wir unsere Forschungsaktivitäten im Bereich Verbindung von 
Verteilter Künstlicher Intelligenz (VKI) mit Verteilten PPS-Systemen (VPPS) vorstellen, die im 
Rahmen der Entwicklung des Hierarchischen Blackboard-Systems HBBS durchgeführt werden. 
Zunächst wollen wir unseren hierarchischen Blackboard-Ansatz gegen andere Forschungsansätze 
abgrenzen bzw. einordnen. Nach einer Motivation unseres Ansatzes für die Verbindung von VKI 
mit VPPS wird die System- und Kontrollstruktur von HBBS vorgestellt. Es folgt die Anwendung 
von HBBS auf die Verbindung von VPPS und VKI sowie die Vorstellung eines Prototyps zur 
kurzfristigen Umdisposition im Störungsfall. Es zeigt sich, daß HBBS für die Anwendung im 
Bereich der VPPS über ausreichend mächtige Mechanismen verfügt. Insbesondere wird gezeigt, 
wie unter HBBS verschiedene Interaktionsstrategien (Kooperation und Konkurrenz) innerhalb 
derselben Multiagentenstruktur umgesetzt werden können. 
1. Einordnung in den Stand der Forschung 
VPPS-Forschungsansätze 
In der Literatur gibt es grob drei Sichtweisen, wie an die Problemstellung der Verteilten 
PPS herangetreten wird (Aob. 1): 
1. Beim technikorientierten Ansatz wird ausgehend von technischen Gegebenheiten 
versucht, die PPS-Verteilung so vorzunehmen, daß hard- und softwaretechnische Pro-
bleme wie beispielsweise Lastverteilung in einem Rechnernetz minimiert werden. In 
[1] wird beispielsweise auf die Problematik von verteilten Datenbeständen in der PPS 
eingegangen. 
2. Beim anwendungsorientierten Ansatz wird die Verteilung rein aus Sicht des An-
wenders betrieben, so daß betriebswirtschaftliche und organisatorische Aspekte im 
Vordergrund stehen. Hierbei kann sich eine Verteilung an bereits bestehenden 
betrieblichen Strukturen orientieren [2] oder sich von einer bereits existierenden 
organisatorischen Aufteilung ganz lösen [3]. Kemmner beispielsweise geht von 22 
1 
allgemeingültigen PPS-Teilfunktionen aus, die anhand von AbspaJtungs- u 
Gruppierungskriterien zu Verteileinheiten (Subsystemen) zusammengefaßt werden. 
3. PPS-Funktionen können auch in Form von isolierten, oft historisch gewachsen 
Insellösungen vorliegen [4]. Der Integrationsorientierte Ansatz verfolgt hier d 
Entwurf eines Verteilten PPS-Systems, so daß die oft sehr heterogenen Hard- u 
Softwareumgebungen der einzelnen Inseln integriert werden. 
Forschungsansätze ~ VPPS 
~ 
I I I 
I Technikorientierter I Integrationsorientierter ~ Anwendungsorientierter Ansatz Ansatz Ansatz 
.. .• »~ 
Abb. 1: Forschungsansätze der VPPS 
Verbindung zwischen PPS und KI 
Wie Abb. 2 zeigt, gibt es verschiedene Möglichkeiten, wissensbasierte Systeme in d' 
Produktionsplanung und -steuerung einzubeziehen. Eine Zuordnung vorhandener Sy 
terne sieht wie folgt aus: Punkt (1) - z.B. ISIS/OPIS, YAMS; Punkt (2) - z.B. XPS z 
Unterst tzung der Erstinstallation des PPS-Systems RM von SAP; Punkt (3) - z. 
SOJNSONIA; Punkt (4) - z.B. DEPRODEX. 
Unser Ansatz ist ebenfalls in Punkt (4) einzuordnen. Der Unterschied zu anderen Sy 
ternen besteht u.a. in dem hierarchischen Multi-Blackboard-Ansatz und damit in d 
Wissens- und Kommunikationsstruktur von HBBS. 
2. Motivation 
Bei der Entwicklung von ISIS/OPIS [6] und auch von SOJNSONIA [7] hat sich gezei 
daß Blackboard-Ansätze für die Verbindung von VKI mit VPPS besonders geeignet sin 
Neben den allgemeinen Nachteilen wie Ausfallsicherheit haben die Erfahrungen (z.B. . 
Hearsay-II [8]) jedoch auch gezeigt, das ein einzelnes (zentrales) Blackboard schnell zu 
Engpaß werden kann. Dieser Engpaß kann sowohol bezüglich des Kommunikations-
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Abb. 2: Systematisierung wissensbasierter Ansätze in der PPS in Anlehnung an [5] 
Dies motiviert zunächst eine Verteilung der Aufgaben des zentralen Blackboards auf 
mehrere verteilte Blackboards. Unseres Erachtens sollte für die Verbindung von VKI mit 
VPPS eine solche verteilte Blackboard-Struktur aus folgenden Gründen hierarchischer 
Art sein: 
InteJJigente Informationaggregation Betrachtet man das häufig benutzte Modell der 
Unternehmenspyramide, ist vertikale als auch horizontale Information zwar ein Pro-
duktionsfaktor, aber im Gegensatz zu früher kein knappes Gut mehr. Knapp dagegen ist 
die Ressource "Entscheider' , bzw. "Experte". Daraus folgt, daß gerade die selektive 
Weiterleitung, Aggregation und Aufbereitung von entscheidungsrelevanten Informati-
onen durch eine wissen basierte Kommunikationsstruktur unterstützt werden muß. 
Strukturierung der Prinzipien Kooperation und Konkurrenz Mertens [9] unterschei-
det zwischen PPS-Systemen, deren einzelne Problemlöser in Kooperation oder in Kon-
kurrenz zueinander stehen. In den meisten Prototypen wird entweder nur das Prinzip der 
Konkurrenz oder das der Kooperation verfolgt Dabei ist es vergleichsweise schwierig, 
bei einer zentralen Blackboard-Architektur beide Prinzipien klar strukturiert zu imple-
mentieren. In einem hierarchischen Multi-Blackboard-System dagegen können die beiden 
Prinzipien sehr einfach nebeneinander realisiert werden. Ebenfalls ist eine klare 
hierarchisch-strukturelle Trennung der beiden Prinzipien möglich. 
Wissensintegration über eine intelligente, hierarchische Kommunikationsstruktur 
Es muß eine horizontale als auch vertikale Integration von Daten, Funktionen und Wissen 
der verschiedenen betrieblichen Anwendungen mit deren Unterstützung durch wissens-
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basierte Elemente angestrebt werden. Insbesondere die Wissensintegration erfordert a 
eine Kommunikationsstruktur, die nicht wie bisher "tot", sondern "intelligent" ist, 
sie mit HBBS errichtet werden kann. 
Ganzheitlicher Ansatz innerhalb der verteilten PPS Die drei VPPS-Forscnun 
ansätze werden in der aktuellen Forschung tendenziell isoliert bearbeitet. Die Sichtweisl 
ergänzen sich jedoch und sollten im Sinne einer ganzheitlichen Sichtweise d 
Problemstellung nicht isoliert betrachtet werden. Mit den Werkzeugen von HBBS könOi 
diese drei Sichtweisen zusammengeführt werden. . 
3. Das Hierarchische Blackboard-System HBBS 
Das Hierarchische Blackboard-System HBBS [10,11] stellt die für die Interaktion, d.1 
Kommunikation und Interaktion, von intelligenten Agenten benötigte Basisfunktionali 
bereit und reduziert dadurch den Aufwand, der bei der Entwicklung einzelner Agem 
hierfür entstehen würde, erheblich. Es wurde als Infrastruktur für die Konstruktion v 
Multiagentensystemen entworfen. 
Die Bedeutung einer solchen Infrastruktur ist zum einen darin zu sehen, daß sie eine VI 
der Komplexität und den Details der Implementierung der Agenteninteraktion getren 
Entwicklung der Agenten enn"oglicht und zum anderen darin, daß sie eine inkrementei' 
Entwicklung und Integration der lokalen Perspektiven von Agenten zuläßt. Di 
Infrastruktur wird als verteiltes Blackboard-System realisiert, dessen Struktur sich 
Aufbau realer Organisationen orientiert, die Ld.R. einen hierarchischen Aufbau ha 
(Abb. 3). Hieraus leitet sich auch der Name des Hierarchischen Blackboard-Systems ab. 
Die Elemente eines HBBS sind Metaagenten, die im Gegensatz zu den durch HB 
verknüpften Agenten kein Anwendungswissen, sondern allein Koordinationswissen e 
halten. Die Verbindungen zwischen den Agenten werden durch "Botschafter" in d 
Metaagenten etabliert. Diese Botschafter vertreten die Interessen der Agenten an d 
Ergebnissen, die von anderen Agenten auf den Blackboards der Metaagenten vel 
öffentlicht werden. Agenten, die auf ähnlichen Teilbereichen des gemeinsamen Proble 
arbeiten, können dabei zu Teams verbunden werden, die nach außen in derselben Wei 
wie "nonnale" Agenten mit den anderen Agenten über Botschafter interagieren. 
Botschafter werden als Wissensquellen der Metaagenten-!3lackboards realisieret u 
bestehen, wie allgemein üblich [8], aus Trigger, Vor- und Ausschlußbedingung u 
Aktionsteil. Sie werden durch Ziele auf dem Blackboard des Metaagenten aktivie. 
("getriggert") und können bei der Bearbeitung des Ziels auf alle Blackboard-Einträl 
zugreifen. Die Abarbeitung eines Botschafters führt zur Generierung eines Ziels in de 
durch ihn repräsentierten Agenten. Es können aber auch lokale Ziele erzeugt werden, ' . 
deren Hilfe ein komplexes Ziel in Teilziele zerlegt und auf verschiedene Botschafl 
verteilt werden kann. Dabei nehmen die Botschafter auch eine Umsetzung der gelesen 
Infonnationen in die interne Sprache der Agenten vor. 
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Abb. 3: Hierarchisches Blackboard-Modell 
Das Hierarchische Blackboard-System wurde bereits auf den verteilten Entwurf, d.h. die 
Integration menschlicher und maschineller Agenten (Entwerfer und Werkzeuge) im 
Entwurf angewandt [11]. Es genügt außerdem den Kriterien einer adaptiven Architektur 
und erlaubt die Untersuchung von Strategien zur dynamischen Reorganisation von 
B lackboard-Hierarchien. 
4. Anwendung von HBBS auf die Verbindung von VPPS mit VKI 
Es werden hochautomatisierte Maschinen und Maschinengruppen eingesetzt, die uni-
versell für verschiedene Aufträge verwendbar sind. Ein Fertigungsauftrag ist die 
Planungseinheit der Produktionsplanung. Ein Maschinenauftrag ist die Planungseinheit 
auf Maschinenebene und umfaßt alle Arbeitsgänge, die eine Maschine hintereinander 
ausführen kann. Maschinen sind zu Maschinengruppen zusammengefaßt, die alle den-
selben Arbeitsplan zur Herstellung eines Maschinenauftrags verwenden. Die 
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Produktionsplanung dient der Grobterminierung, eine Feintenninierung erfolgt in d 
Prod uktionssteuerung. 
Die Grenzen des Entwurfs sind darin zu sehen, daß kein neuer Algorithmus zur Lösu 
des Problems der Produktionsplanung und -steuerung entworfen wird. Vielmehr soll ei 
Ansatz entworfen werden, der besonders die Kooperation und die Kommunikation v, 
verteilten PPS-Funktionen mit verteilten Expertensystemen unterstützt. Der Entw 
findet auf der Ebene von Ereignissen statt, die entsprechende Botschafter in d 
Metaagenten des Hierarchischen Blackboard-Systems ansprechen ('triggern'). 
4.1 Produktionssteuerung 
Auf unterster Ebene befinden sich die Maschinen. Zu jeder Maschine eXIstIert e. 
Maschinenagent (MaA), der ber die aktuelle Situation (Auslastung, Wartung, ... ) seinl 
Maschine infonniert ist. Er erhält von dem übergeordneten Maschinengruppen-Blac 
board Aufträge. Falls irgendwelche Störungen auftreten, gibt er den Auftrag mittels eine 
Fehlenneldung zurück auf das Blackboard, so daß eine andere Maschine der Maschine! 
gruppe den Auftrag übernehmen kann. Die Fehlermeldung löst eine entsprechen 
Aktion in Fonn einer Meldung an übergeordnete Ebenen aus. 
U Blackboard Agent Kooperation · l:t'· KOn kij'trenz~ 
Abb. 3 Verteilte PPS auf Basis von HBBS 
Das Maschinengruppen-Blackboard (MG) dient dazu, Aufträge für die Maschinengrup; 
entgegenzunehmen. Es koordiniert die kooperative Zusammenarbeit der einzeln 
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Mascrunenagenten. Dieses Blackboard erhält Mascrunenaufträge von einem über-
geordneten Mascrunenauftrags-Blackboard (MF) oder im Störungsfall auch von einem 
der Maschinenagenten. 
Der Schedulingagent (ScA) bernimmt die Reihenfolgeplanung der Fertigungsaufträge 
einer Maschinengruppe. Das Maschinenaujtrags-Blackboard (MF) enthält Maschinen-
aufträge, für deren Bearbeitung sind Lager-, Transport- und Personalkapazitäten nötig 
sind. Diese werden von einem Lagergruppen-Blackboard (LG), Transportgruppen-Black-
board (TG) und Personalgruppen-Blackboard (PG) zur Verfügung gestellt. Um diese 
Kapazitäten zu erhalten, fommliert das Maschinenauftrags-Blackboard entsprechende 
Aufträge. Diese triggern die jeweiligen Botschafter des entsprechenden Blackboards. Die 
verschiedenen Maschinenauftrags-Blackboards stehen dabei untereinander in Konkurrenz 
um diese Ressourcen. 
Kann eine bestimmte Maschinengruppe einen Maschinenauftrag nicht erfüllen, erfolgt 
. eine Meldung auf dem Fertigungsaujtrags-Blackboard (FA). Mit Hilfe eines Dis-
positionsagenten (DiA) werden dann eine oder mehrere Maschinengruppen gesucht, die 
den Auftrag übernehmen können. Das Fertigungsauftrags-Blackboard ist nach dem 
Prinzip der Kooperation organisiert, damit sich die Maschinengruppen gegenseitig unter-
stützen können. 
Wird ein Maschinenauftrag aufgrund einer Störungssituation zurückgegeben, aktiviert 
dies den Botschafter des Dispositionsagenten (DiA), der den zurückgegebenen 
Maschinenauftrag umdisponiert. Dazu muß er eine oder mehrere Maschinengruppen fin-
den, die die Arbeitsgänge des Maschin~nauftrags erledigen können. 
4.2 Produktionsplanung 
Als erstes erscheint der Primärbedarf eines Erzeugnisses auf dem PPS-Blackboard (PPS). 
Dieses Blackboard koordiniert die Materialwirtschaft und die Zeitwirtschaft nach dem 
Prinzip der Kooperation. Ist die Mengenplanung als auch die Kapazitätsplanung 
abgeschlossen, wird der Botschafter des Fertigungsauftrags-Blackboard aktiviert. Die 
entsprechenden Fertigungsaufträge erscheinen auf den Fertigungsaujtrags-Blackboard 
(FA). 
Der Dispositionsagent (DiA) sucht freie Maschinengruppen und zerlegt die Fertigungs-
aufträge anhand der entsprechenden Arbeitspläne in Maschinenaufträge, die dem 
Maschinenauftrags-Blackboard (MF) übergeben werden. Die hierfür notwendigen Infor-
mationen, wie beispielsweise freie Kapazitäten der Maschinengruppen, erhält der Dis-
positionsagent aus den Rück- und Kontrollmeldungen der Maschinenauftrags-Black-
boards. 
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4.3 Umsetzung der Prinzipien Konkurrenz und Kooperation 
Die Zusammenarbeit der beteiligten Systemkomponenten kann dem Prinzip 
Kooperation oder dem Prinzip der Konkurrenz folgen. 
Prinzip der Konkurrenz 
Konkurrenz kann prinzipiell um Aufgaben (Aufträge) oder um Ressourcen bestehen. 
gleiche Aufgaben beziehungsweise Ressourcen in einer hierarchischen Unternchm 
gliederung auf derselben Hierarchiestufe bestehen, kann somit das Prinzip der K 
kurrenz nur zwischen Systemelementen herrschen, die sich auf gleicher horizont 
Ebene befinden. 
Zur Umsetzung des Konkurrenzprinzips gibt es somit zwei Möglichkeiten: 
I. Ein Agent hat die Möglichkeit zur Ablehnung von Aufträgen. Erhält beispielsw 
das Transportgruppen-Blackboard zwei konkurrierende Aufträge von verschiede 
Maschinenauftrags-Blackboards, beurteilt er deren Attraktivität und lehnt den Au 
mit der für ihn geringeren Attraktivität ab. 
2. Der Botschafter erhält von seinem Agenten einen Schwellwert, ab welcher Att 
tivität er noch bereit ist, neue Aufträge anzunehmen. Dieser Schwellwert geht in 
Ausschlußbedingung des Bedingungsteils des Botschafters ein. 
Es hat sich gezeigt, daa die zweite Variante zur Umsetzung des Prinzips der Konku 
besser geeignet ist. 
Prinzip der Kooperation 
Folgt man dem Prinzip der Kooperation, so sind zur Erledigung einer bestimm 
Aufgabe der Ebene n verschiedene Systemelemente der darunterliegenden Ebene 
notwendig. Wegen der lokalen Sichtweise der Elemente der Ebene n-l kann e 
Kooperation der Elemente nur über ein Element der Ebene n erfolgen. 
Das Prinzip der Kooperation kann dadurch realisiert werden, daß die Prioritätensteue 
der Agenda des Blackboards der Ebene n "gerecht" ist. Gerecht bedeutet hier, daß s' 
die Priorität eines Warteschlangeneintrags an dem Gruppenziel der an diesem Blackbo 
angeschlossenen Agenten der Ebene n-l orientiert. 
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5 Prototyp 
5.1 Aufbau und Ablauf einer Störungsbehandlung 
An dieser Stelle wird gezeigt, wie das System auf Störungen reagiert und wie diese so 
lokal wie möglich behandelt werden (Abb. 4). 
maaO maal maa2 
(1 ) 
Abb 4. Aufbau des Prototyps 
Angenommen, Maschine 0 der betrachteten Maschinengruppe fällt aus, hat aber einen 
übernommenen Maschinenauftrag noch nicht begonnen. Der Maschinenagent (MaA) 
informiert sein Maschinengruppen-Blackboard über den Störungsfall, indem er den 
Auftrag zurückgibt. (Die folgenden Nummern beziehen sich auf Abb. 4 und sind nicht im 
Progranuntext enthalten). 
(1) defekt --> (2) inform MG to Auftrag ?anr 
defekt --> (3) inform MG to nicht bereit Maschine 0 
Es kann zunächst probiert werden, den Auftrag von einer anderen Maschine der Gruppe 
übernehmen zu lassen. Dazu muß der Schedulingagent eine neue Maschine bestimmen. 
Aufgrund der Fehlenneldung hat er die notwendigen Infonnationen, um die neue 
Situation entsprechend zu berücksichtigen. 
(4) nicht bereit Maschine 0 --> inform ScA 
Kann eine der Maschinen den Auftrag übernehmen, ist die Störung bereits auf dieser 
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Ebene erfolgreich behandelt. 
(5) inform MG to Maschine 2 erhält Auftrag ?anr 
(6) inform MAA2 to Auftrag ?anr 
Kann der Schedulingagent keine neue Maschine bestimmen, gibt er eine entsprec 
Meldung zurück. 
(7) inform MG to Maschine erfolglos erhält Auftrag ?anr 
Anschließend erfolgt der Versuch, die Störung auf höherer Ebene zu bewältigen. E 
wird der Maschinenauftrag ganz aus der Maschinengruppe herausgenommen, un 
Maschinenauftrags-Blackboard wie folgt benachrichtigt. 
(8) inform MF to Auftragsstorno ?anr 
Das Maschinenauftrags-Blackboard storniert die entsprechenden Transport-, 
und Lageraufträge bei den entsprechenden Gruppen-Blackboards, über die 
entsprechenden Agenten informiert werden. 
Anschließend wird versucht, eine andere Maschinengruppe den Maschinenau 
übernehmen zu lassen. Dazu muß der Auftrag dem Fertigungsauftrags-Blackboard 
übergeben werden. 
5.2 Beispielhafter Aufbau eines Maschinenagenten 
Die Auftragsbearbeitung findet auf den an die Maschinenagenten angeschlossenen 
schinen statt. Ein Maschinenagent (siehe Abb. 5) dient primär dazu, die Maschine 
Aufträgen zu versorgen und Statusmeldungen der Maschine zu behandeln. 
Für die Versorgung der Maschine mit Aufträgen ist die Wissensquelle 
zuständig. Ihr Aktionsteil informiert das Maschinengruppen-Blackboard, daß der Au 
angenommen wurde, indem es die Nachricht nicht bereit Maschine verschickt. 
die Auftragsbearbeitung auf der Ebene des Maschinenagenten simulieren zu k nnen, 
im Aktionsteil zusätzlich das lokale Teilproblem bearbei te erzeugt, welches 
Wissensquelle auftragsbearbei tung aktiviert. 
Die Wissensquelle erzeugt ebenfalls eine Bereitmeldung an das Maschinengrup 




















erzeugt. Es wird zu Dokumentationszwecken und für die Umdisposition im Störungsfall 
benutzt. Das Objekt enthält alle bearbeiteten Aufträge seit Start des Maschinenagenten 
sowie den gerade in Bearbeitung befindlichen Auftrag. 
Für die Behandlung der Statusmeldungen sind drei Wissensquellen zuständig: 
1. Die Wissensquelle status-stop dient dazu. ein Ausschalten der Maschine zu 
verarbeiten. 
2. Die Wissensquelle status-bereit hat zweierlei Bedeutungen. Erstens wird sie 
beim Start der Maschine benutzt. zweitens nach Bearbeitung eines Auftrags. so daß 
die Maschine weitere Aufträge erhalten kann. 
3. Die Wissensquelle status-defekt reagiert im Störungsfall der Maschine. Der 
gerade in Bearbeitung befindliche Auftrag muß nun umdisponiert werden. 
S. Ergebnisse 
Unsere bisherigen Forschungen haben folgendes gezeigt: 
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Das hierarchische Blackboard-System HBBS eignet sich gut für die Verbindung 
VKI und VPPS und es können damit in eleganter Art und Weise einige Proble 
bisheriger Systeme gelöst oder vennieden werden. 
Der neue Ansatz zeichnet sich vor allem durch seinen integrativen Charakter (In 
gration verteilter wissenbasierter Systeme und historisch gewachsener Insellösung, 
und seine Flexibilität aus. 
Neu gegenüber früheren Ansätzen ist ebenfalls, daa mit Hilfe von HBBS die bei 
Prinzipien Kooperation und Konkurrenz in einem System sauber entworfen UI 
implementiert werden k nnen. 
Wie man an Abb. 4 sehen kann, wird hier in natürlicher Weise eine anwenderori 
tierte Organisationsstruktur eines Unternehmens abgebildet. Es wurde ebenfalls 
zeigt, wie sich eine hierarchische Blackboard-Architektur für die Integration und E 
wicklung von PPS-Teilsystemen eignet. 
Der entwickelte Prototyp eignet sich noch nicht für einen realen Einsatz. Es zei 
sich aber, daß die Werkzeuge, die HBBS zur Verfügung stellt, für die gege 
AufgabensteIlung geeignet und ausreichend sind. 
Die Untersuchung in [12] zeigt außerdem, daß auch eine dynamische Anpassung 
hierarchischen Blackboard-Struktur von HBBS möglich ist. Die Hierarchie-Struktur k 
im Falle der Überlastung bestimmter Kommunikationswege so geändert werden, d 
dieser Engpaß vermieden wird. Ebenfalls kann bei einer Überlastung eines Blackbo 
durch Aufteilung des Blackboards auf zwei Blackboards dieser Engpaß überwund 
werden. Somit wird auch der technikorientierten Sichtweise Genüge geleistet. Wir seh 
somit unsere Forschungsbestrebungen als einen ersten Schritt an, die oben erwähnt, 
VPPS-Forschungsbestrebungen zusammenzuführen. 
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Der Begriff "agenten-orientiertes Programmieren" wurde von Shoham in [Shoham 9 
eingeführt und bezeichnet die Weiterentwicklung oder Verfeinerung des objekt-orientiert 
Programmierens: Objekte, jetzt Agenten genannt, werden mit "mentalen" Fähigkeiten (w.· 
Wissen, Zielen, Absichten) ausgestattet, so daß sie eine größere Autonomie als Obje 
erlangen. Oie Kommunikation zwischen den Agenten ist stark typisiert, basiert auf 
Spechakttheorie von Searle [Searie 69], und kann so auf der Ebene der Kooperation ( 
Formen wie "anbieten", "vorschlagen") betrachtet werden. Oie agenten-orientie 
Programmierung erlaubt damit eine Programmierung auf einer höheren Abstraktionseben 
komplexe Problemstellungen werden durch die Modellierung als "Multi-Agenten-System" al 
einfachere Art und Weise strukturiert. 
Zur schnellen und effizienten Entwicklung eines Multi-Agenten-Systems reicht allerdings allei! 
die Verwendung einer agenten-orientierten Programmiersprache, wie sie beispielsweise v 
Shoham mit AGENTO [Shoham 91] vorgeschlagen wurde, nicht aus. Es muß eine umfassend 
Entwicklungsumgebung bereitgestellt werden, die nicht nur die Programmierung 
Werkzeugen unterstützt, sondern darüberhinaus eine methodische Unterstützung bietet. FI" 
solche Entwicklungsumgebungen wurde der Begriff agent factory vorgeschlagel 
[O'Hare/Wooldridge 92]. 
Oie vorgestellte Entwicklungsumgebung DASEDIS ("Development And Simulation Environme 
for Distributed Intelligent Systems") ist in diesem Sinne ein Schritt in Richtung einer age, 
factory. DASEDIS bietet einen konzeptionellen und architektonischen Rahmen für dil 
Entwicklung von MUlti-Agenten Systemen und beinhaltet 
- Richtlinien, wie eine Domäne als Multi-Agenten-Szenario zu konzeptualisieren ist, 
- ein allgemeines Agentenmodell und generische Modelle der Interaktionen zwischen Agente 
sowie Agent und Umwelt, 
- eine Anleitung, wie die Fähigkeiten von Agenten auf das Agentenmodell abgebildet werd 
können, 
- wohldefinierte, reproduzierbare Kooperationsmuster und 
- entsprechende Entwicklungswerkzeuge. 
DASEDIS wurde und wird innerhalb des Projektes COSY ("COoperating SYstems") entwick 
In eaSY sollen die Grundlagen für das agenten-orientierte Programmieren gelegt werden. m 
Arbeiten in eaSY betreffen zum einen die UnterSUChung von Methoden und Verfahren, die al 
ihre allgemeine Verwendbarkeit geprüft und als Teil von DASEDIS implementiert werden. Zu 
anderen werden diese Methoden und Verfahren an hand unterschiedlicher Anwendung 
getestet. 
Im folgenden Abschnitt wird zunächst ein allgemeiner Überblick über DASEDIS gegeben. Es wi 
dargestellt, welches Agentenmodell hinter DASEDIS steht und wie sich daraus die Archite 
der Entwicklungsumgebung ableitet. Im Abschnitt 3 wird die Agentenarchitektur von DASEDI 
im Detail beschrieben und eine Sprache zur Agenten- bzw. Wissensdefinition vorgestellt, mitd 
die eigentliche agenten-orientierte Programmierung erfolgt. Im Abschnitt 4 werden Werkzeug
' beschrieben, die DASEDIS zur Unterstützung des agenten-orientierten Programmierens bere 
stellt. Eine Zusammenfassung und ein Ausblick auf den weiteren Ausbau von DASEDIS bilde 
den Abschnitt 5. 
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2 DASEDIS im Überblick 
Das allgemeine Agentenmodell des COSY-Projektes [Sundermeyer 90] beschreibt einen 
Agenten durch das Tupel (Wahrnehmung, Handlungen, Absichten, Ressourcen): Jeder Agent 
nimmt gewisse andere Agenten und einen Ausschnitt des Umfeldes wahr, handelt gemäß 
Absichten und benötigt Ressourcen zur Verwirklichung von Absichten, d.h. zum Handeln. Aus 
diesem Agentenmodell wurde in COSY eine modulare Agenten-Architektur abgeleitet, bei der 
die unterschiedlichen Verhaltensformen (Verhalten = Wahrnehmung + Handlungen) unter-
schiedlichen Modulen zugeordnet wurden: 
- Das Modul COGNITION übernimmt die "kognitiven" Handlungen des Agenten , d.h. solche 
Handlungen, die von anderen Agenten nicht wahrgenommen werden. 
- ACTUATORS beinhaltet alle effektorischen Handlungen, d.h. solche die von anderen Agenten 
wahrgenommen werden können und unmittelbar Auswirkungen in der Umgebung des 
Agenten haben. 
- SENSORS bildet das Wahrnehmungsverhalten ab, bei dem andere Agenten nicht explizit 
beteiligt sind. 
- Das Modul COMMUNICATION ist zuständig für die explizite Kommunikation mit anderen 
Agenten, d.h. das Empfangen und Senden von Nachrichten. 
- INTENTION stellt die langfristigen Ziele, GrundeinsteIlungen, Rollen usw. eines Agenten dar. 
Das Kernstück jedes Agenten bildet das Modul COGNITION, welches in DASEDIS als wissens-
basiertes System realisiert ist. Alle anderen Module der Agenten-Architektur sowie das Umfeld 
der Agenten (ENVIRONMENT) werden anwendungsabhängig simuliert. 
Aus dieser Sichtweise ergibt sich der grobe Aufbau von DASEDIS, den Abbildung 1 zeigt: 
DASEDIS enthält eine Simulationskomponente, die die Modelle zur Simulation von INTENTION, 
COMMUNICATION, SENSORS, ACTUATORS und ENVIRONMENT enthält. Eine Entwicklungs-
komponente dient vor allem der Entwicklung der einzelnen wissensbasierten Systeme. Diese 
beiden Komponenten liegen unter einer gemeinsamen graphischen Benutzeroberfläche. Darin 
eingebettet sind die wissensbasierten Systeme, d.h. die COGNITION-Module der Agenten. 
Abb. 1: DASEDIS Architektur 
DASEDIS enthält sowohl anwendungsunabhängige Teile, DASEDIS-Kern genannt, als auch eine 
"DASEDIS-Hül1e" tür jede spezifische Anwendung COx oder COy (siehe Abbildung 2). 
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Abb. 2: DASEDIS-Kem und -Hülle 
Die Entwicklungskomponente liegt vollständig im DASEDIS-Kern. 
Der Bestandteil der Simulationskomponente im Kern enthält generische Konstrukte zu 
Simulationsmodellen, die in den konkreten Simulationsmodellen der jeweiligen Anwendun 
verwendet werden. Weiterhin ist im Kern die Simulationssteuerung realisiert. 
Auch die Benutzeroberfläche hat Bestandteile im DASEDIS-Kern und in der DASEDIS-Hülle. 
der Hülle sind die anwendungsspezifischen Funktionen für die Visualisierung und Animati 
enthalten. 
Die Strukturierung der wissensbasierten Systeme, d.h ihre Aufteilung in Wissensbasis SO' 
Problemlösungs- und Kooperationskomponente (s. Abschnitt 3), ist Teil des DASEDIS-Ker 
Ebenso das Verfahren zum anwendungsunabhängigen Problemlösen, das in der Problei 
lösungs- und Kooperationskomponente abläuft. Es greift auf die ebenfalls im DASEDIS-K 
festgelegte Strukturierung des Wissens zu. Das anwendungsspezifische Wissen muß in die: 
Struktur eingepaßt werden. 
Bei der Implementierung und Untersuchung einer Anwendung in DASEDIS sind drei Arbei 
schritte zu unterscheiden. 
- Nach der Konzeptualisierung der Anwendung als Multl-Agenten-Szenario mit ei 
Abbildung auf das COSY-Agentenmodell erfolgt die 'Programmierung' der Agenten. D 
muß das Wissen der Agenten definiert, die Simulationsmodelle für die simulierten Agentl 
module (und ENVIRONMENT) müssen formuliert und anwendungsabhängige Animatiolli 
funktionen bereitgestellt werden. 
- Nachdem die Agenten programmiert wurden, werden Agententypen definiert und Simu 
tionsszenarien und -fälle konfiguriert. 
- Schließlich können dann Simulationsfälle 'abgearbeitef werden, d.h. die kooperati 
Erarbeitung einer Problemlösung in der Anwendung simuliert und visualisiert werden. 
Die in DASEDIS bereitgestellten Werkzeuge, die sowohl in der Simulations- als auch in . 
Entwicklungskomponente liegen, unterstützen das oben genannte Vorgehen in dreie 
Hinsicht: Zur Wissensdefinition steht eine "Agenten-IWlssensdefinitionssprache" zur VI 
fügung, in derdas Verhalten der Agenten in Form von Skripten und Protokollen, die zugehörig~ 
Absichten und benötigte Ressourcen beschrieben werden. Standard-Kooperatlonsprotokol 
werden im DASEDIS-Kern bereitgestellt und können für jede Anwendung verwendet werden. Zl 
Definition und Konfigurierung von Szenarien sind "Entwicklungswerkzeuge" vorhanden, 
eine graphische Definition von Agententypen, und darauf aufbauend die Konfigurierung v· 
Simulationsszenarien und Standard-Simulationsfällen erlauben. 
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Mit Hilfe der Werkzeuge in der Simulationskomponente von DASEDIS können Simulationsläufe 
kontrolliert werden. 
Sch\\e~\ich dienen d\~ "'C.).~~t\m~n\\~NH~~'Q~\l~~" ~n~~eC\(J~ ~\\~ (J~~~~~\ ~~\ ~\\\~\'\l~'\l\\~ 
'UnQ 'Oeo'oacn\ung von Agenten während einer Simulation. 
3 Agenten in DASEDIS 
3.1 Architektur 
Agenten in DASEDIS haben die im vorigen Abschnitt erläuterte modulare Architektur bestehend 
aus dem als wissensbasiertem System realisiertem Modul COGNITION und den' simulierten 
Modulen SENSORS, ACTUATORS, COMMUNICATION und INTENTION. Abbildung 3 zeigt zwei 
Agenten dieser Architektur in einem Umfeld ENVIRONMENT. 
AGENT 
Abb. 3: Agenten-Architektur von DASEDIS 
Die Module eines Agenten, mit Ausnahme von COGNITION, werden anwendungsabhängig 
simuliert und haben damit keine im DASEDIS-Kern festgelegte Architektur. 
Das Modul COGNITION hat eine gegenüber herkömmlichen wissensbasierten Systemen 
erweiterte Architektur (so Abbildung 4). Neben einer Wissensbasis und einer Problemlösungs-
komponente (PC) ist zusätzlich eine Kooperationskomponente (CC) vorhanden. 
Die Wissensbasis ist in drei Teile eingeteilt: Wissen des Agenten über sich selbst, über andere 
Agenten und über das Umfeld. In jedem dieser Anteile ist sowohl generisches als auch aktuelles 
Wissen vorhanden. Generisches und aktuelles Wissen über den Agenten selbst und andere 
Agenten betrifft Absichten, Verhalten und Ressourcen. Wissen über das Umfeld betrifft nur die 
Ressourcen. die das Umfeld grundsätzlich bzw. aktuell bereitstellt. 
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Abb. 4: COGNITION Architektur 
Die Problemlösungskomponente PC enthält zum einen eine Skriptabarbeitungskomponentl 
(SEC, script execution componen~ und den Teil der Entscheidungskomponente (RDR, Reason, 
ing, Deciding, Reacting), der für die lokale Problemlösung des Agenten benötigt wird. 
Die Kooperationskomponente CC beinhaltet eine Protokollabarbeitungskomponente (PEe, 
protocOI execution componen~ und die Teile von RDR, die bei der Interaktion/Kooperation mi 
anderen Agenten benötigt werden. 
Die in PC und ce verwendeten Algorithmen sind anwendungsunabhängig und Teil d 
DASEDIS-Kerns [Burmeister/Sundermeyer 92]. Wie das anwendungsabhängige Wissen 
definiert und in die Wissensbasis eingetragen wird, wird im folgenden Abschnitt erläutert. 
3.2 Wissensdefinition 
Der Teil des Wissens, durch den die eigentliche Programmierung eines Agenten erfolgt, ist der 
generische Teil des Wissens des Agenten über sich selbst. In ihm wird das Verhaltensrepertoire 
des Agenten, seine Absichten und die zur Ausführung des Verhaltens benötigten Ressourcen 
beschrieben. Die anderen generischen Anteile der Wissensbasis, das generische Wissen über 
andere Agenten (d.h. über Agententypen) und das generische Wissen über das Umfeld werden 
in der derzeitigen Ausbaustufe von DASEDIS noch nicht verwendet. Die aktuellen Anteile der 
Wissensbasis werden dynamisch während des kooperativen Problemlösens aufgebaut. 
Das Verhaltensrepertoire eines Agenten wird in Form von Skripten und ProtOkOllen festgelegt 
Skripte beschreiben die Einzelschritte eines Verhaltens des Agenten; ProtOkOlle beschreiben 
die einzelnen Kommunikationsschritte einer Kooperation zwischen zwei Agenten. 
Skrlpte 
Skripte beschreiben die typischen einzelnen Schritte eines Verhaltens eines Agenten und deren 
zeitliche Abfolge. Einzelschritte eines Skriptes können Sub-Skripte sein, Protokollaufrufe oder 
primitive Aktionen/Handlungen. Primitive Aktionen sind entweder primitive kognitive Aktionen, 
d.h. Aufrufe von benutzerdefinierten Funktionen, die in COGNITION definiert sind (z.B. zur 
Berechnung eines Wertes). Oder es handelt sich um primitive aktorische Aktionen, d.h. Aufrufe 
von Schnittstellenfunktionen, die im simulierten Modul ACTUATORS ausgeführt (d.h. simuliert) 
werden (z.B. fahren eines Fahrzeuges). Bedingungen für Verzweigungen innerhalb eines Skrip· 
tes sind das Vorhandensein von Ressourcen oder Prioritäten von nachfolgenden Schritten. 
Skripte können Parameter haben. 
Zur Definition von Skripten eignet sich eine graphische Notation. Diese Notation besteht aus ~· 
nem Wurzelknoten, der den Namen und die Parameter des Skriptes angibt, und Folgeknoten, 
die die einzelnen Schritte des Skriptes darstellen (s. Abbildung 5). 
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<Skriptname mit Parametern> 
<primitive Aktion> 
<Sub-Skript> <Protokoll> 
<primitive Aktion> <Sub-Skript> 
Abb. 5: Graphische Notation für Skripte 
Manche Skripte (sogenannte top-Ievel-Skripte) sind nur in bestimmten Situationen anwendbar. 
Dies kann eine Situation in der Umgebung des Agenten sein, die über SENSORS wahrgenom-
men wird, oder ein interner Zustand der Wissensbasis. Die Situationen und ihre Zuordnung zu 
Skripten werden getrennt von den Skripten beschrieben. Diese Trennung, der oft "Eingangs-
oder Initialbedingungen" genannten Situationen von den Skripten, erlaubt die Verwendung 
eines Skriptes in unterschiedlichen Situationen. 
In manchen Situationen sind mehrere Skripte anwendbar. In diesem Fall mu ß eine Entschei-
dung getroffen werden, welches der Skripte zur Ausführung gelangen soll. Diese Entscheidung 
erfolgt mit Hilfe des INTENTION-Moduls des Agenten. Die zu diesem Zweck vorhandene Model-
Iierung von INTENTION in der Wissensbasis, favorisiert jeweils ein Skript, welches dann gewählt 
wird. An einer Verbesserung der Einbindung von INTENTION wird derzeit im eaSY-Projekt 
gearbeitet, s.a. [Haddadi 93]. 
Zur Ausführung eines Skriptes werden Ressourcen benötigt. Bei den Ressourcen wird unter, 
schieden zwischen Ressourcen über die ein Agent selbst verfügt oder die er allein beschaffen 
kann, und solchen Ressourcen, zu deren Beschaffung mit anderen Agenten kooperiert werden 
muß. Ressourcen werden durch die Art ihrer Beschaffung beschrieben. Verfügt der Agent selbst 
über die Ressource, so kann sie aus einem simulierten Agentenmodul oder durch die Ausfüh-
rung eines Skriptes bzw. einer primitiven Aktion besorgt werden. Muß zur Ressourcenbeschaf-
fung mit anderen Agenten kooperiert werden, so wird bei der Ressource ein Kooperations-
protokoll angegeben, mit dem die Beschaffung erfolgen kann. 
Alle Wissensarten eines Agenten, d.h. Verhalten, Absichten und Ressourcen, werden als frame-
artige Strukturen repräsentiert. Die DASEDIS-Wissensdefinitionssprache stellt spezielle 
Definitionsmakros. wie def-script, def-strategic-intention, def-own-resource, 
zur Verfügung, mit denen festgelegte Attribute beschrieben werden können. Die Definitions-
makros sorgen auch für die Einordnung eines definierten Skriptes, einer Ressource usw. in den 
richtigen Teil der Wissensbasis. 
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Protokolle 
Kooperationsprotokolle beschreiben den Ablauf der Kommunikation zwischen zwei Agentelli 
d.h. die Abfolge der zwischen den beiden Agenten ausgetauschten Nachrichten. 
Zur Vereinfachung der Kommunikation und Interpretation der Nachrichten werden in OASEDI: 
aufbauend auf der Sprechakttheorie [Searie 69] Nachrichten mit einem Typ versehen. 
Zu jedem Protokoll gehört ein Nachrichtentypdurch den das Protokoll eindeutig identifiziertwir' 
Dieser Nachrichtentyp kennzeichnet den ersten Schritt in einem Protokoll, zu dem auch die p! 
mitiven kommunikativen Verhalten gehören, die der Sender/Empfänger bei Abarbeitung dies 
Knotens, d.h. zum SendenNerarbeiten der ersten Nachricht, ausführen. Weitere Schritte in ei 
nem Protokoll sind die Aufrufe von (Sub-)Protokollen. Hier mu ß zusätzlich angegeben werde 
welcher der zwei beteiligten Agenten in diesem Knoten der aktive Agent, d.h. der Sender, ist 
Eine graphische Notation für Protokolle zeigt Abbildung 6. Der erste Knoten zeigt stets den d 
Protokoll identifizierenden Nachrichtentypen mit den durch Sender bzw. Empfänger ausgeführ· 
ten primitiven kommunikativen Verhaltensweisen. Oie Knotenfarbe bei Subprotokoll-Aufruf, 
zeigt an, welcher der zwei beteiligten Agenten in diesem Knoten der aktive Agent ist: Weiß ste 
für den Sender der ersten Nachricht, also den Initiator des Protokolls, grau für den Empfäng 
der ersten Nachricht. 
<Protokollname mit Parametern> 
S: send-msg-type 0 
R: process-msg-type 0 
<Sub-Protokoll> <Sub-Protokoll> 
Abb. 6: Graphische Notation für Protokolle 
Die zur Ausführung von Protokollen benötigten Ressourcen müssen nicht explizit definiert wer· 
den, da es sich nur um interne Ressourcen des Agenten handelt. 
Auch Protokolle werden als frame-artigen Stukturen repräsentiert. Die Definition und Eino 
nung in die Wissensbasis erfolgt mit dem Definitionsmakro def-protocol. 
Der DASEDIS-Kern stellt allerdings verschiedene Basisprotokolle zur Verfügung, die in jeder 
wendung verwendet oder erweitert werden können [Burmeister/Haddadi/Sundermeyer 931 
Dies sind die Protokolle Informing (über Inhalte der Wissensbasis informieren), Querying (I 
halte der Wissensbasis anfragen), Commanding(Ausführen einer Handlung befehlen), Offeril 
(Ausführen einer Handlung oder Ressourcen anbieten), Demanding(Ausführen einerHandlu 
verlangen), Proposing (etwas vorschlagen) und Requesting (etwas ersuchen). 
Neben der Wissenseingabe müssen zur vollständigen Beschreibung eines Agenten die anwe 
dungsabhängigen Simulationsmodelle für SENSORS, ACTUATORS, COMMUNICATION u 
INTENTION bereitgestellt werden. Hierfür wird jedoch von DASEDIS keine weitere Definition 
oder Werkzeugunterstützung angeboten. 
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4 Werkzeuge in DASEDIS 
4.1 Entwicklungswerkzeuge 
Nachdem Agenten und Umfeld in einer Anwendung vOllständig programmiert wurden, erlauben 
di'e Entwicklungswerkzeuge von DASEDIS die Definition und Konfiguration von Agententypen, 
Simulationsszenarien und Standardsimulationsfällen (kurz Standards). 
Unter einem Agententyp wird in DASEDIS eine spezielle Kombination von Typen der simulierten 
Agentenmodule (ACTUATORS usw.), einer generischen Wissensbasis und einem graphischen 
Symbol verstanden. Agententypen werden innerhalb einer Anwendung definiert. Für die einzel-
nen simulierten Agentenmodule kann die Klasse eines Simulationsmodells festgelegt, sowie 
ggf. Parameter des Modells mit Werten vorbelegt werden. Für das Modul COGNITION kann der 
Name einer Wissensbasis eingegeben werden. 
Neben der Erzeugung von vollständig neuen Agententypen können Untertypen oder Typkopien 
gebildet werden. Die Eingaben erfolgen über die graphische Darstellung der Agentenarchitektur 
(5. Abbildung 7). 
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Abb. 7: Definition von Agententypen 
Ein Simulationsszenario ist die Kombination von Agententypen mit einem Umfeldtyp. Ein 
Szenario wird durch Auswahl von Agententypen und Umfeldtyp in Menüs zusammengestellt 
und ist dann in der DASEDIS-Simulationskomponente ebenfalls über ein Menü auswählbar. 
Ein Simulationsfall in einem Szenario enthält instantiierte Umfeld- und Agententypen, d.h. eine 
Menge von Agenten "existiert" in einem konkreten Umfeld. Ein beliebiger Simulationsfall kann 
zum Standard erklärt werden. Ein Standard kann jederzeit abgerufen werden und mu ß nicht vor 
jedem Simulationslauf neu erzeugt werden. 
4.2 Simulations- und Experlmentlerwerkzeuge 
In der Simulationskomponente von DASEDIS kann nach der Auswahl eines Szenarios und der 
Zusammenstellung eines Simulationsfalles oder Auswahl eines Standards die Simulation 
erfolgen: sie kann gestartet und angehalten werden, ein Rücksetzen auf einen definferten Aus-
gangszustand ist möglich oder das Re-Initialisieren durch Löschen aller Agenten. 
DASEDIS bietet zwei Experimentierwerkzeuge zur Überwachung der Agenten, der Agenten-
Module und speziell des Agenten-Moduls COGNITION an. 
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Inspector 
Ein Inspektionswerkzeug dient zum Inspizieren/Untersuchen der Agenten und ihrer IVlUOl ll .. 
Über die graphische Darstellung der Agenten-Architektur können während der Simulation 
simulierten Agentenmodule und das Modul COGNITION untersucht werden. Als Teil 
COGNITION kann die Wissensbasis in ihrer hierarchischen Struktur bis zu einzelnen Eiern 
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Abb. 8: DASEDIS Inspectorfür Agent und COGNITION 
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Abb. 9: DASEDIS Inspector für die Wissensbasis 
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Observer 
Mit dem Beobachtungswerkzeug kann das kooperative Problemlösen eines Agenten sowie die 
Kommunikation eines Agenten bzw. des gesamten Systems beobachtet werden. 
Bei der Beobachtung des kooperativen Problemlösens eines Agenten wird der Beginn der 
Ausführung eines Verhaltens (Skriptes, Protokolls oder primitiven Verhaltens) protokolliert. 



















Abb. 10: Beobachtung des kooperativen Problemlösens 
Wird die Kommunikation eines einzelnen Agenten beobachtet, so werden die Nachrichten, die 
der ausgewählte Agent versendet und empfängt protokolliert. Bei der Beobachtung der globalen 
Kommunikation wird jeweils das Senden der Nachrichten angezeigt. Ausgegeben werden die 
Nachrichtenidentifikation und der Nachrichtentyp, Absender und Empfänger (1. Zeile), der 
eigentliche Inhalt der Nachricht und die Identifikation einer Referenznachricht (2. Zeile). 
Abbildung 11 zeigt die Beobachtung der Kommunikation eines einzelnen Agenten. 
I Clear 
IIlsg- : B 
Text: (MOVE-AWAY FROM-8LOCK B) 
Receiving: IIlsg-385/INFORMATION Receiver: 
Text: C()vIPLETE 
Sending: IIlsg-386/DEMAND Sender: B 
Text: (CLEAR-TOP) 
Receiving: IIlsi-388/INFORMATION Receiver: 
Text: COMPLETE 
Recei v i ni: IIlsg-387/DEMAND Receiver: 
Text: (CLEAR-TOP) 

















Abb. 11: Beobachtung der Kommunikation eines Agenten 
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5 Zusammenfassung und Ausblick 
Vorgestellt wurde das Werkzeug DASEDIS, das im Rahmen des eOSY-Projektes entwickelt wird 
DASEDIS, dessen Architektur aus der Agenten-Architektur von eOSY abgeleitet wurde, enthäl 
unter einer gemeinsamen graphischen Benutzeroberfläche eine Simulations- und eine Entwick-
lungskomponente, die die Programmierung der Agenten, genauer der eOGNITION-Module de 
Agenten unterstützen. DASEDIS besteht aus einem anwendungsunabhängigen Kern und de 
jeweils anwendungsspezifischen Hülle. 
Die eigentliche agenten-orientierte Programmierung erfolgt in DASEDIS durch die Wissens· 
definition, d.h. durch eine Beschreibung des Agentenverhaltens in Form von Skripten un 
Protokollen und mit ihren zugehörigen Absichten und Ressourcen. DASEDIS stellt hierfür Defini 
tionsmakros bereit sowie eine graphische Notation für Skripte und Protokolle. Zur Kooperatio 
können die im DASEDIS-Kern vorhandenen Basis-Protokolle direkt verwendet oder erweite 
werden. 
Um die Durchführung von Simulationsläufen zu vereinfachen, erlaubt DASEDIS die (graphiscn' 
unterstützte) Definition von Agententypen und darauf aufbauend die Konfigurierung vo 
Sim ulatio nsszenarien und Standardsimu lationsfällen. 
Neben der eigentlichen Kontrolle eines Simulationslaufs durch Starten, Unterbrechen, Rück· 
setzen usw. können die Agenten während des Simulationslaufs in ihren Interna untersuci 
sowie das kooperative Problemlösen und die Kommunikation im Detail beobachtet werden. 
DASED/S läuft auf SUN-Sparcstations unter Allegro CommonLisp und X-Windows. Bish 
wurden in DASEDIS drei verschiedene Anwendungen implementiert und getestet und so. 
insbesondere die Tragfähigkeit der im DASED/S-Kern verwendeten Konzepte gezeigt. 
Eine UnterSUChung vorhandener Werkzeuge und Test-Umgebungen aus dem Bereich 0 
(Distributed Artificial Intelligence) zeigte, daß Werkzeuge wie MACE [Gasser/Braganza/Her, 
mann 87] oder MICE [Durtee/Montgomery 89] meist experimentellen Charakter haben und ein 
Programmierung auf höherer Ebene nicht gestatten . Test-Umgebungen, wie z.B. DVMT [Lessel 
Corkill 88] sind jeweils auf eine spezielle Anwendung zugeschnitten und daher nicht allgemei 
verwendbar, wie dies für DASEDIS der Fall ist. 
DASEDIS ist (noch) kein fertiges Werkzeug. Im Rahmen des COSY-Projektes werden stän ~' 
neue Konzepte in den DASEDIS-Kern aufgenommen. Derzeitige Arbeiten betreffen insbesol 
dere die RDR-(Reasoning, Deciding; Reacting)-Komponente in COGNITION (s.a. [Haddadi 93 
und die Ausarbeitung weiterer Kooperationsprotokolle. 
Auf der eigentlichen Werkzeugseite sind graphische Editoren für Skripte und Protokolle Zi 
vereinfachten Wissenseingabe angedacht. In diesem Zusammenhang soll auch die BeoM 
tung der kooperativen ProblemlOsung eines Agenten, d.h. die Skriptabarbeitung, und eil, 
Kommunikation/Kooperation, d.h. die Protokollabarbeitung graphisch erfolgen. 
Die durch DASEDIS unterstützte Vorgehensweise der agenten-orientierten Programmierung ' 
eine konsequente Weiterentwicklung der objekt-orientierten Programmierung. Die Wissens 
finitionsprache von DASED/S, die Entwicklungs- und Experimentierwerkzeuge unterstütz, 
diese Vorgehensweise nicht durch eine agenten-orientierte Programmiersprache, sondern i, 
Sinne einer echten agent factory. 
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Zusammenfassung 
In der Verteilten Künstlichen Intelligenz (VKI) werden große und komplexe Soft-
waresysteme entwickelt, die aus einer Vielzahl von (teil- )automen Subsystemen be-
stehen und verteilt an der Lösung einer komplexen Problemstellung arbeiten. Dabei 
steht man immer wieder vor dem Problem, das Verhalten der entwickelten Software-
systeme unter möglichst realistischen Einsatzbedingungen zu testen und zu evaluie-
ren, vorhandene Fehler zu finden, Verhaltensanomalien aufzudecken und Aussagen 
über die Leistungsfähigkeit eines Softwaresystems zu machen. 
Konventionelle Verfahren und formale Methoden, wie sie aus dem Bereich des 
Software Engineering bekannt sind, sowie verfügbare Experimentierumgebungen be-
sitzen eine Reihe von Defiziten, wodurch sie für das Testen und Evaluieren komplexer 
Softwaresysteme, insbesondere von VKI-Systemen, nicht ausreichen oder nur bedingt 
eingesetzt werden können. 
Im PEDE-Projekt wird mit der Experimentierumgebung PEDE-Lab ein neuer 
Ansatz für das Testen und Evaluieren komplexer Softwaresysteme verfolgt. Für die 
Experimentierumgebung PEDE-Lab wurde ein konventionelles Simulationssystem 
als Basissystem verwendet. Darauf aufbauend wurden Konzepte und Methoden ent-
wickelt, die es ermöglichen, Softwaresysteme in Simulationsmodelle innerhalb des 
Simulationssystems zu integrieren und eine gemeinsame Simulation durchzuführen. 
1 Einleitung und Motivation 
In der Verteilten Künstlichen Intelligenz (VKI) werden sehr große und komplexe Softwar 
systeme entwickelt, die meist aus einer Vielzahl von (teil- )automen Subsystemen bestehe: 
und verteilt an der Lösung einer komplexen Problemstellung arbeiten. Dabei steht m 
immer wieder vor dem Problem, das Verhalten der entwickelten Softwaresysteme unte: 
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möglichst realist ischen Einsatzbedingungen zu testen und zu evaluieren. vorhandene fph-
ler zu finden. \/erhaltensanomalien aufzudecken und Aussagen über die Leist ungsfälli gkei t 
eines Softwaresystems machen zu wollen. 
Stehen für die Lösung einer Problemstellung verschiedene alternat i ve .-\.nsätze . . -\. [chi-
tekturen oder Softwaresysteme zur Verfügung, so will man deren Verhalten in charak-
teristi schen Problemsituationen untersuchen. die ermittelten Ergebnisse analysieren und 
miteinander vergleichen können . um Aufschlüsse über die Verwendbarkeit in frage kom-
mender Ansätze und Systeme zu erhalten und die bestmögliche Problemlösung zu finden. 
Konventionelle Verfahren und formale Methoden , wie sie aus dem Bereich des Software 
Engineering bekannt sind, reichen nicht aus oder können nur bedingt eingesetzt werden. 
Beispielsweise erfordert die Anwendbarkeit formaler Methoden zur Komplexitätsanalyse 
gerade bei komplexen Softwaresystemen so viele idealisierende Annahmen, daß die entste-
henden ~'1odelle nur noch sehr wenig Ahnlichkeit mit den tatsächlichen Systemen haben . 
Weiterhin lassen sich realistische Einsatzszenarien eines Softwaresystems mit Hilfe mathe-
matischer \tlodelle nur unbefriedigend nachbilden. Ebenso scheiden häufig auch U ntersu-
chungen eines Softwaresystems in seiner realen Einsatzumgebung aus, da diese meist noch 
gar nicht existiert oder die Untersuchungen einen unzumutbaren Eingriff auf das System-
verhalten zur Folge haben. 
Experimentierumgebungen sind also unverzichtbare Werkzeuge, wenn es darum geht. 
das Verhalten komplexer Softwaresysteme, insbesondere VKI-Systeme, zu testen und zu 
evaluieren. 
Im folgenden Abschnitt soll dargestellt werden, welche Defizite verfügbare Experimen-
tierumgebungen besitzen und welche Anforderungen an eine Experimentierumgebung für 
komplexe Softwaresysteme zu stellen sind. Anschließend wird gezeigt, welche Unterstützung 
die Experimentierumgebung PEDE-Lab dem Anwender bieten kann, das Verhalten eines 
komplexen Softwaresystems in einem Modell seiner Einsatzumgebung zu untersuchen. 
2 Verfügbare Werkzeuge und deren Defizite 
2.1 Debugging-Systeme 
Im Bereich der konventionellen Softwaretechnik gibt es verschiedene Verfahren für das 
Testen und Evaluieren von Softwaresystemen. Dazu gehören neben formaler Programmve-
rifikation, symbolischen Tests und statischer Analyse auch dynamische Tests [Reinema 93]. 
Bei dynamischen Testverfahren wird ein zu untersuchendes Softwaresystem mit Hilfe von 
Debugging-Systemen direkt in seiner realen Systemumgebung getestet. 
Mit den derzeit vorhandenen Debugging-Systemen lassen sich fast ausschließlich inter-
aktive Tests und Experimente durchführen. Bei großen und komplexen Softwaresystemen 
müssen umfangreiche Testdatensätze interaktiv eingegeben werden. Die Generierung von 
Ereignissen und Zufallszahlenfolgen, die bestimmten Verteilungsfunktionen angehören sol-
len, bleibt dem Anwender überlassen. 
Auch die Steuerung der Experimentabläufe sowie die Auslösung von asynchronen Er-
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eignissen obliegt dem .-\nwen de r. Da nicht gewährleistet we rde n kan n. daß fü r \'ersc hi ed: 
ne Testsituationen die gleichen Rahmenbedingungen reproduzierba r sind . sind die ermi 
te lte n l' nte rsuchungsergebnisse im allgemeinen nicht miteinander ve rgleichbar. Darüb 
hinaus fü hren die mangelnde automatische Aufbereitung und .-\uswertung vo n um fangre: 
chen Tes tergebnissen und deren graphische Präsentation dazu , daß eine Verwendung \" 
Debugging-vVerkzeugen für das Testen und Evaluieren von komplexen Softwaresystem 
wenig praktikabel ist. 
Besonders problematisch ist jedoch die Tatsache, daß die meis ten der verfügbar 
Debugging-Systeme für das Testen verteilter Softwaresys teme ungeeignet sind (siehe hierz 
[YlcDowell 91 ]) . 
2.2 Simulationssysteme 
Simulationssysteme verfügen über eine Vielzahl von Methoden und Verfahren zur Durc 
führung von Untersuchungen des Verhaltens komplexer und verteilter Systeme unter vorg' 
gebenen Bedingungen. Dazu gehören unter anderem die Erzeugung von Zufallszahlenfolge 
die bestimmten Verteilungsfunktionen genügen, die Beschreibung von Experimentabläufl 
und hervorragende Verfahren zur Ergebnisauswertung und -präsent ation [SI~IPLEX 92]. 
Simulationsuntersuchungen zum Verhalten eines komplexen Softwaresystems lassen sie! 
jedoch nicht direkt am System selbst, sondern immer nur an einem Modell des zu untersu 
chenden Systems durchführen. Für die Erstellung solcher Modelle werden dem Anwende~ 
von konventionellen Simulationssystemen wie SIMPLEX-II [SIMPLEX 92], unterschied· 
liche Methoden zur Verfügung gestellt. Dabei lassen sich im wesentlichen die Auswahl. 
bereits vorgefertigter Bausteine aus Bibliotheken und die Beschreibung des dynamischen 
Verhaltens mit Hilfe spezieller Modellbeschreibungssprachen unterscheiden. 
Die Tatsache, daß das Verhalten eines komplexen Softwaresystems nur an einem ~'lodell 
untersucht werden kann, ist in der Praxis häufig ein K.O.-Kriterium für den Einsatz eines 
konventionellen Simulationssystems. Dies liegt vor allem daran, daß die Modellierung kom· 
plexer Softwaresysteme sowie die Modellvalidierung im allgemeinen schwierig und einen ho-
hen Aufwand an Zeit und damit auch Kosten erfordert. Es gibt komplexe Sachverhalte und 
Problemstellungen (beispielsweise aus der Verteilten KI) , die sich mit den zur Verfügung 
gestellten Mitteln nur schwer oder gar nicht beschreiben lassen. 
2.3 Experimentierumgebungen der VKI 
Die im Bereich der Verteilten Künstlichen Intelligenz derzeit existierenden Experimentier 
umgebungen (siehe u. a. [Bond 88], [Brauer 91], [Huhns 87]) besitzen ihrerseits ebenfall 
eine Reihe von Defiziten, die deren Verwendbarkeit einschränkt. 
Dazu gehört unter anderem die Beschränkung auf eine eng begrenzte Klasse von Soft'l 
waresystemen und Anwendungsszenarien (oft mi t relati v geringem Praxisbezug) sowie die 
Einschränkung auf bestimmte Modellierungsansätze der VKI oder Programmiersprachen. 
Die Hauptursache hierfür liegt darin, daß die existierenden Experimentierumgebungen aus 
Ermangelung geeigneter Werkzeuge meist um ein existierendes Softwaresystem. dessen 
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Verhalten getestet und evaluiert werden sollte, herumgebaut wurden .. -\us diesem Grund 
enthalten viele der existierenden Experimentierumgebungen nur sehr rudimentäre Verfah-
ren zur Ergebnisauswertung und -präsenation , die eine Vielzahl von \Vünschen zur C rl-
terstützung eines Anwenders offen lassen. 
2.4 Anforderungen an eine Experimentierumgebung 
Untersuchungen des Verhaltens komplexer Softwaresysteme in Mini-Welten. wie beispiels-
weise die Untersuchung des Verhaltens von Planungssystemen in der Klötzen- oder Raum-
welt, sind für die praktische Einsatzfähigkeit solcher Systeme nur von geringer Relevanz . 
Sie können zwar erste Aufschlüsse über mögliche Schwächen der untersuchten Software-
systeme in solchen Mini-Welten geben, es sind jedoch keine genauen Aussagen über das 
Verhalten in realen Systemumgebungen möglich, die durch eine Vielzahl komplexer äußerer 
Einwirkungen und sich dynamisch ändernden Problemsituationen gekennzeichnet sind. 
Abbildung 1: Anforderungen an eine Experimentierumgebung 
Eine Experimentierumgebung sollte daher eine Modellierungsumgebung zur Verfügung 
stellen, die es erlaubt, beliebige Modellbausteine für die Komponenten einer künstlichen 
Systemumgebung zu erstellen und ein zu testendes Softwaresystem darin zu integrieren. 
Beispielsweise sollte es möglich sein, ein Modell eines Flexiblen Fertigungssystems aufzu-
bauen und ein zu testendes Produktionsplanungssystem in dieses Modell zu integrieren. 
Einmal erstellte Testumgebungen sollten in Form sogenannter Modellbanken verwaltet 
werden, aus denen der Anwender dann für ein bestimmtes Szenario eine bereits existieren-
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de Test umgebung aus\vählen beziehungsweise eine neue Testumgebung aus \·orhande. 
Bausteinen aufbauen und von ihm erstellte Bausteine und Testumgebungen einfügen ka 
r m Experimente an einem heterogenen \IIodell. das aus den zu testenden Software' 
sternen und deren Testumgebung besteht, durchführen zu können , sind geeignete \[ethodl 
zur Experimentsteuerung erforderlich . Dazu gehören die Initialisierung vom .-\mvender \' 
gebbarer Anfangsbedingungen, das Starten, Beenden und gegebenenfalls Unterbrechen ,; 
Experimenten sowie die zeitliche Koordination von .-\bläufen. 
Sollen ausgehend von einem einmal erreichten Zustand weitere Untersuchungen dur 
geführt werden (z. B. detaillierte Untersuchung der Ursachen einer aufgetretenen Fe 
lersituation), so sollten derartige (konsistente) Zustände jederzeit wiederherstellbar sei 
Hierfür sind geeignete Verfahren zur Verfügung zu stellen, durch die einerseits \'om A 
wender spezifizierbare Zwischenzustände vollständig aufgezeichnet werden können und di 
andererseits bei Bedarf ein Wiederherstellen eines aufgezeichneten Zustands ermögliche 
Eine Experimentierumgebung sollte Verfahren zur selektiven Aufzeichnung von 
präsentativen Daten während eines Experiments sowie deren Analyse zur Verfügung st 
len. Dabei müssen die aufgezeichneten Daten und ermittelte Ergebnisse eindeutig ei ne! 
bestimmten Experiment zugeordnet werden können und jederzeit wieder auffind bar sein. 
In einer Präsentationsumgebung sollten aufgezeichnete Daten und Auswertungserge' 
nisse übersichtlich in graphischer Form dargestellt werden können. Dazu gehören beispie 
weise Funktionsdiagramme, Histogramme und Kreisdiagramme. Für die Veranschaulichu 
dynamischer Vorgänge und Zusammenhänge innerhalb eines betrachteten Systems ist ei 
graphische Animation von großem Nutzen. 
Durchzuführende Experimente sollten mit Hilfe einer Experimentbeschreibungssprac 
spezifiziert werden können. Dies ist besonders dann von großem Nutzen, wenn eine Vielza 
ähnlicher Exper'imente durchgeführt werden sollen oder die Experimente sich über länge 
Zeiträume erstrecken und eine ständige Interaktion zwischen Anwender und Experime! 
tierumgebung überflüssig ist. Durch die Verwaltung der durchgeführten Experimente i 
Form von Experimentbeschreibungen, kann die Reproduzierbarkeit eines Experiments a 
elegante Art und Weise erreicht werden. 
3 PEDE-Lab 
Im Rahmen des PEDE-Projekts [Stoyan 92J sollte für die zu realisierende Experimentier: 
umgebung PEDE-Lab kein von Grund auf neues Simulationssystem mitsamt einer eigene 
Modellbeschreibungssprache erstellt werden. Vielmehr wurde auf ein konventionelles Simu· 
lationssystem zurückgegriffen, um den nicht unerheblichen Aufwand für die Realisierun 
von Verfahren beispielsweise zur Erzeugung von Zufallszahlen, Ergebnisauswertung un, 
-präsentation zu reduzieren. 
Als Basisystem der Experimentierumgebung PEDE-Lab wurde das Simulationssyste 
SIMPLEX-II verwendet [SIMPLEX 92J. SIMPLEX-II und die zugehörige Modellbeschrei 
bungssprache SIMPLEX-MDL sind gut geeignete Werkzeuge zur formalen Beschreibun 
abstrakter Modelle, deren automatische Übersetzung in ablauffähige Simulationsprogram 
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me und die a.nschließende Durchführung von Simulationsexperimenten. Die \fodell beschrei-
bungssprache SCvIPLEX-\IDL basiert auf der allgemeinen Systemtheorie. SI\IPLE\:-
\lID L ist eine deklarati ,-e ~ Iodel! beschrei bungssprache. die einen hierarchischen. moc! ularen 
Ylodellautbau ermöglicht und über ein Klassenkonzept \·e rfügt. \Iit ihr lassen sich .\fodelle 
der Klassen zeitkontinuierlich , zeitdiskret und transaktionsorientiert aufbauen. 
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Abbildung 2: PEDE-Lab Systemarchitektur 
3.1 Aufbau von Testumgebungen 
Für die Experimentierumgebung PEDE-Lab wurde das Simulationssystem SI~IPLEX-II 
so erweitert, daß Softwaresysteme, deren Verhalten in einer ganz bestimmten Systemum-
gebung untersucht werden soll, in ein Simulationsmodell innerhalb des Simulationsystems 
integriert werden können und eine gemeinsame Simulation durchgeführt werden kann. 
Damit externe Softwaresysteme überhaupt in ein Simulationsmodell integriert werden 
können, mußte eine Klasse von Modellkomponenten (sogenannte externe ~\'Iodellkompo­
nenten) geschaffen werden, die nicht nur in der Lage ist, mit anderen Ylodellkomponenten 
durch den Austausch von Daten und Informationen zu interagieren, sondern darüber hinaus 
auch mit externen Softwaresystemen_ 
Der Austausch von Daten und Informationen zwischen externen Modellkomponenten 
des Simulationsmodells und den zu integrierenden Softwaresystemen wurde durch Nach-
richtenaustausch über ein für alle Teilnehmer verbindliches Rahmenprotokoll realisiert. 
Dabei wurde insbesondere berücksichtigt, daß eine externe Modellkomponente mit mehre-
ren externen Softwaresystemen Nachrichten austauschen kann und umgekehrt. 
Weiterhin wurde durch die Verwendung des TCP /IP-Protokolls bei der Realisierung 
der Kommunikation berücksichtigt, daß die zu integrierenden Softwaresysteme-sowie das 
Simulationssystem über ein Mehrrechnersystem mit dynamischer Rechnerzuordnung ver-
teilt sein können_ Damit Nachrichten unabhängig von genauen physikalischen Rechner- und 
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Prozeßidentifikationen adressiert werden können. werden sämtliche 0Iachrichten an ein 
Transceiver geschickt. der sie an die entsprechenden Empfänger weiterleitet. 
\eben den Erweiteruü 'sen für ?v[odellkomponenten werden auch ?vlodule (C und PR 
LOG) für die Erweiterung der zu integrierenden Softwaresysteme zur Verfügung gestel 
Dazu gehören unter anderem ~1odule zum Nachrichtenaustausch, der Vorverarbeitung '.' 
:.; achrichten sowie zur Experimentdurchführung . 
3.2 Experimentdurchführung 
Neben dem Austausch von Daten und Informationen zwischen ?vlodellkomponenten u 
Softwaresystemen muß auch für die Durchführung und Steuerung von Simulationsex 
rimenten gesorgt werden. Dazu wurden einerseits am Simulationssystem entsprechen, 
Erweiterungen vorgenommen und andererseits ein Protokoll festgelegt , über das beispie 
weise Beginn, Ende, Unterbrechung oder Fortsetzung eines Experiments allen arigeschl 
senen externen Softwaresystemen mitgeteilt werden. Eine Unterbrechung oder das En 
eines Simulationsexperiments kann aber nicht nur durch das Simulationssystem ausgel" 
werden, sondern auch durch eines der angeschlossenen externen Softwaresysteme. Auch 
der Experimentdurchführung werden alle Nachrichten an den Transceiver übertragen. cl, 
sie dann an die entsprechenden Empfänger weiterleitet. 
Neben Verfahren zur Experimentsteuerung beinhaltet die Experimentierumgebung ei 
Reihe weiterer Vefahren, unter anderem zur zeitlichen Synchronisation, zur Initialisieru 
eines definierten Anfangszustands sowie zum Wiederaufsetzen auf einen früheren Zustan 
Sollen während eines Simulationsexperiments Daten aufgezeichnet werden, so kann di 
im allgemeinen mit Hilfe der vom Simulationssystem dafür zur Verfügung gestellten Ver; 
fahren geschehen, wobei unter Umständen eine vorherige Konvertierung von Datentyp 
erforderlich ist. Es hat sich gezeigt, daß es komplexe Datenstrukturen gibt, deren Werte\'er-
lauf man gerne aufzeichnen möchte (z. B. Veränderung der Wissensbasis eines Expertensy' 
sterns), die sich aber nicht so einfach in die vom Simulationssystem zur Verfügung gestellte 
Datentypen konvertieren lassen. Um die allzu aufwendige Konvertierung von Daten zu ver· 
meiden, wurde eine Möglichkeit vorgesehen, solche Daten auch extern aufzuzeichnen un, 
einem Simulationsexperiment zuzuordnen. 
3.3 Ergebnisaufbereitung und -präsentation 
Für die Auswertung von Untersuchungsergebnissen stellt das Simulationssystem dem An· 
wender eine ganze Reihe von mathematischen Verfahren zur Analyse und Vergleich auf· 
gezeichneter Daten zur Verfügung. Neben statistischen Auswertungsverfahren (z. B. Be-
rechnung von Mittelwerten, Konfidenzintervallen, Momente empirischer Verteilungen) sind 
hier die Verfahren zur Durchführung von Zeitreihenanalysen (Einschwingphasen, Fourier· 
analysen, Frequenzspektrum) zu nennen. Um spezielle Anforderungen eines Anwende~ 
nach weiteren Auswertungsverfahren zu berücksichtigen, besteht die Möglichkeit; entweder 
zusätzliche Verfahren direkt in das Simulationssystem zu integrieren oder aufgezeichnete 
Daten in Form von einfachen Textdateien zu exportieren und extern auszuwerten. 
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Die Darstellungsumgebung des Simulationssystems SI\IPLEX-[I ~tellt dem .\ rmf'l1-
der eine Reihe von Verfahren zur graphischen Präsentation von aufgezeichneten oder he-
rechneteten Simulationsergebnissen in Form von Diagrammen (z. B. I\u[\·en-. Balken lind 
I\reisdiagramme) zur Verfügung. :'-leben der einfachen statischen Darstellung ,'on Zusam-
menhängen in einem untersuchten System können dynamische Vorgänge durch eine graphi-
sche .-\nimation veranschaulicht werden. Dazu können vom Anwencler graphische Objekte 
und Animationslayouts erstellt und Animationen durchgeführt werden . 
4 Anwendungsbeispiel 
Eines der Arbeitspakete im PEDE-Projekt befaßt sich mit der Erstellung einer Bibliothek 
von Ylodellbausteinen sowie kompletten Ylodellumgebungen, die eine Untersuchung des 
Verhaltens komplexer Softwaresysteme in möglichst realistischen Szenarien und unter pra-
xisrelevanten Bedingungen gestatten. Eine solche Modellumgebung wurcle bereits für das 
in [Schrödel 92] beschriebene Flexible Fertigungssystem aufgebaut (vgl. Abbilclung :3). 
In diesem Fertigungssystem werden verschiedene Varianten von Ritzelwellen, Abtriebs-
wellen und Zahnräder für eine einstufige Getriebebaureihe gefertigt und unter Verwendung 
von Wälzlagern, Paßfedern und Sicherungsringen vormontiert. 
Abbildung 3: Flexibles Fertigungssystem zur Fertigung von Motorgetrieben 
Das Flexible Fertigungssystem beinhaltet verschiedene, zum Teil alternativ benutzba-
re Fertigungs- und Montagezellen. Diese Zellen bestehen ihrerseits aus der eigentlichen 
Bearbeitungseinheit (z. B. Drehmaschine), einem Werkzeugspeicher, einem Palettenwech-
selsystem und mi t Ausnahme der Montagezelle einem Portalroboter zur Handhabung von 
Werkstücken und Werkzeugen. Die Versorgung der einzelnen Zellen mit Werkstücken er-
folgt durch ein induktiv geführtes Fahrerloses Transportsystem. Die Werkzeugversorgung 
erfolgt über ein Bandsystem. 
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Das gesamte Fertigungssystem wird über ein hierarchisch gegliedertes. rechnerintegri 
tes Werkstattsteuerungssystem überwacht und gesteuert. Dabei wird im wesentlichen ZI' 
sehen Steuerungen auf Zellenebene (Zellensteuerung) und einer Steuerung auf Leiteb 
(vVerkstat tsteuerung) unterschieden. Aufgabe der Zellensteuerungen ist die Steuerung u 
tberwachung der Abläufe in der zugehörigen Zelle, die Bereitstellung erforderlicher Ste 
rungsprogramme und die .\bwicklung der Kommunikation mit der vVerkstattsteuerung, 
vVerktstattsteuerung übernimmt die Termin- und Kapazitätsplanung, die Ermittlung \', 
Fertigungsalternativen, die \-1aschinenbelegungsplanung und die Planung der Transporta 
träge für alle Fertigungs- und :\1ontageaufträge. Sie verfügt über einen kurzfristigen PI 
nungshorizont und plant auf Grund der von einem übergeordneten Produktionsplanun 
und -steuerungssystem vorgegebenen Tagesscheiben sowie der von der Arbeitsplanung \' 
gegebenen Arbeitspläne. 
Dem Anwender wird eine Modellbank zur Verfügung gestellt, die unter anderem ~[, 
dellkomponenten für Fertigungs- und Montagezellen, Teilelager, Transportsysteme sow' 
Werkstücke und Werkzeuge enthält. Aus diesen Modellkomponenten lassen sich nahe 
beliebige Modelle Flexibler Fertigungssysteme aufbauen, Softwaresysteme (z. B. Produ 
tionsplanungs- und Steuerungssysteme, Scheduling-Systeme) einbetten und das Verhalt 
einzelner Teilsysteme sowie das Verhalten des Gesamtsystems gezielt untersuchen I, 
5 Stand der Implementierung und künftige Arbeite 
Dem Anwender steht derzeit ein erster Prototyp der Experimentierumgebung zur \/erfü, 
gung, der es erlaubt, Softwaresysteme in ein Simulationsmodell innerhalb des Simulation~ 
systems SIMPLEX-II zu integrieren und Simulationsuntersuchungen daran durchzuführen. 
Dabei lag der Schwerpunkt der bisherigen Arbeiten vorwiegend auf der Realisierung vo 
Methoden zum Datenaustausch und Kommunikation zwischen verteilten Softwaresystemelll 
und Modellkomponenten innerhalb eines Simulationsmodells. Der Schwerpunkt künftiger 
Arbeiten liegt dagegen im Bereich der Experimentdurchführung. Hier gilt es noch eine Rei· 
he von Problemen zu lösen, die überwiegend aus der räumlichen und zeitlichen Verteilun 
von Simulationsmodell und den darin integrierten Softwaresysteme resultieren. 
Für einige der erkannten Probleme sind bereits erste Lösungsansätze bekannt und zum 
Teil schon realisiert. Ein Beispiel dafür ist die zeitliche Synchronisation zwischen externen 
Softwaresysteme und einem Simulationsmodell, welche durch ein modifiziertes Broadcast-
Protokoll realisiert wurde [Reinema 93J. Bei einigen der gewählten Lösungsansätze hat 
sich gezeigt, daß sie nur in bestimmten Grenzen und unter ganz bestimmten Voraussetzun-
gen verwendbar sind. Daraus resultiert beispielsweise die Einschränkung, daß der Einsatz 
der Experimentierumgebung zum jetzigen Zei tpunkt praktisch auf lokale Rechnernetze be-
schränkt ist, obwohl die externen Softwaresysteme und das Simulationssystem prinzipiell 
über größere Entfernungen verteilt sein können. 
l Eine solche Einbettung wurde bereits erfolgreich realisiert, Dabei wurde ein Softwaresystem zur Werk-
stattsteuerung in das Simulationsmodell des beschriebenen Fertigungsystems integriert und eine gemein-
same Simulation durchgeführt. 
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Daneben gibt es aber auch noch andere Probleme . bei denen derzeit flicht ",indeltt ig le."l-
steht. inwie\\'eit die in der Literatur vorgeschlagenen Lösungen übertrAgbar lind einsetzi)i\.;" 
sind. Ein solches PrOf)\em ist das Anhalten eines verteilten So(t\\'(Hes~'stems in (·'ine-m h/-'· 
stimmten Zustand. Bei verteilten Softwaresvsternen kann es un ter 1;mständl'n sch\\'ierieY 
. ' -' 
sein, konsistente Zustände zu finden. in denen sie angehalten werden können . Es ~ann vor: 
kommen. daß sich einige Teilsysteme in Zuständen befinden. in denen eine r'-nterbrechl.l:\g 
zu bestimmten Zeitpunkten nicht zulässig ist. da sonst [nkoosisLenzen {\I.d'treten. Dai'iirJe:' 
hinaus kann bei einem \;erteilten Softwaresystem im allgemeinen nicht ge\\'ährleistet \\'t'rdell 
kann , daß alle Teilsysteme gleichzeitig und bei der Durchführung des gleichen E.'\[1erlmenh 
I auch immer an der sei ben Stelle angehalten werden können . Verantwortlich hierfür "inel 
hauptsächlich mögliche Verzögerungen bei der Nachrichten- oder Signalübertragung. 
Ein weiteres noch zu lösendes Problem ist das Speichern von Zuständen. auf die zu 
einem späteren Zei tpunkt wieder aufgesetzt werden soll sowie das vViederaufsetzen auf 
einen solchen früheren Zustand. Dies ist nur dann möglich . wenn sich so\vohl der entspre· 
chende Zustand des Simulationsmodells als auch der Zustand der angekoppelten externen 
Softwaresysteme wiederherstellen läßt. Auch hier besteht das Problem . daß ein Zurückset-
zen bestimmter Softwaresysteme auf einen beliebigen Zustand nicht zulässig sein kann. da 
sonst Iokonsistenzen auftreten können. In diesem Zusammenhang muß auch überlegt wer· 
den. auf welcbe Weise ein Rücksetzen beziehungsweise die Initialisierung ganz bestimmter . 
vom Anwender vorgebbare Anfangszustände realisiert werden kann . 
Damit Experimentabläufe besser beschrieben und Experimente leichter durchgeführt 
werden können. ist eine deklarative Experimentbeschreibungssprache von großem Nutzen . 
Eine solche Experimentbeschreibungssprache sollte mindestens über sprachliche \iittel zur 
formulierung von Bedingungen und Schleifen sowie zur Spezifikation und Auslösung von 
Ereignissen, die nicht Bestandteil des Verhaltens eines modellierten Systems sind. verfügen. 
Neben der Modellumgebung für das im vorangegangenen Abschnitt dargestellte :-\n-
wendungsbeispiel steht derzeit noch eine weitere Modellumgebung zur Verfügung , Sie be-
inhaltet Modelle und Modellkomponenten für Just-In-Tirne Beschaffungsprozesse in der 
Automobilindustrie [Reinema 931. Ziel künftiger Arbeiten wird es auch sein. weitere \Jfo-
dellumgebungen für ausgewählte Anwendungsszenarien zur Verfügung zu stellen . 
6 Zusammenfassung 
Im PEDE-Projekt wird mit der Experimentierumgebung PEDE-Lab ein neuer Ansatz 
für da.s Testen und Evaluieren komplexer Softwaresysteme verfolgt. Die entscheidende Idee 
bei der Realisierung der Experimentierumgebung war es, ein konventionelles Simulationssy-
stem so zu erweitern, daß sich die zu untersuchenden Softwaresysteme (z. B. VKI-Systeme) 
in ein Simulationsmodell integrieren lassen und eine gemeinsame Simulalion durchgeführt 
werden kann_ Es ist keine zeit- und kostenintensive ModelIierung komplexer Softwaresy-
sterne mehr erforderlich. Die zu untersuchenden Softwaresysteme können prinzipiell als ['hr 
eigenes Modell verwendet werden. 
Ein weiterer Vorteil ist. daß eine Modellbeschreibung eines realen Systems nicht mehr 
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ausschließlich mit der zur Verfügung gestellten \Iodellbeschreibungssprache prfolgen m 
Bestimmte Sachverhalte, die sich mit der \tlodellbeschreibungssprache SI.\IPLEX-\ID: 
[SI:\IPLEX 92] nur schwer oder gar nicht beschre iben lassen. können mit Hilfe ander' 
Repräsentationssprachen beschrieben werden. die dafür wesentlich besser geeignet sin 
Die Softwaresysteme. die aus derartigen Beschreibungen hervorgehen, lassen sich dann ffiI 
den zur Verfügung gestellten ylethoden \vieder in das Simulationsmodell integrieren . 
Durch .\ utzung der im Simulationssystem bereits verfügbaren Verfahren. beispielswei 
zur Erzeugung von Zufallszahlen, Ergebnisauswertung und -präsentation. konnte der zei 
liehe Aufwand für die Realisierung der Experimentierumgebung reduziert werden. Di 
Verfahren bieten dem Anwender bereits sehr komfortable Möglichkeiten und reduzier, 
den Aufwand für das Testen, die Evaluation und den Vergleich verschiedener komplex, 
Softwaresysteme ganz erheblich. 
Mit der Entwicklung der Experimentierumgebung PEDE-Lab wird ein wichtiger Schri 
zur besseren Unterstützung des Anwenders bei der Untersuchung des Verhaltens komplex! 
und verteilter Systeme unternommen. Gerade bei der Entwicklung von VKI-Systemen k 
die Experimentierumgebung PEDE-Lab einen wertvollen Beitrag leisten, wenn es dar 
geht, verschiedene alternative Ansätze und Softwaresysteme in standardisierten Testsze 
rien miteinander zu vergleichen. 
Die Weiterentwicklung von PEDE-Lab wird begleitet durch praxisnahe Einsatzbeispi, 
le, um einen Aufschluß über eventuell vorhandene Schwächen und Grenzen der Experime 
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Verteil tes, wissensbasiertes Gleichheits-
1:. Einleitung 
beweisen durch Team.work 
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FB Inrormatik . Universität Kaiserslnutcrn 
6750 Kaiserslautern 
E-Mail: denzinge@informatik.uni-kl.de 
Das automatische Theorembeweisen ist immer noch ein interessantes Gebiet 
künstlichen Intelligenz. ZUIll einen benutzen viele Systeme Logik 
Wissensrepräsentation und benötigen dadurch eine Beweiskomponente. Zum anderen 
bei m Theorembeweis en seh r große Suchp rob I eme auf. de ren Lösung auch 
Disziplinen hilfreich sind. Dies trifft auch schon auf das reine Gleichheitsbeweisen 
das das Anwendungsgebiet unserer Teamwork-Methode ist. Wie viele 
Beweisverfahren. so wird auch die Vervollständigung durch eine Menge von Inferenzr 
beschrieben (vgl. Abschnitt 2). Ein naiver Verteilungsansatz könnte nun darin 
die Inferenzregelanwendungen auf die vorhandenen Prozessoren zu verteilen. 
Dabei ergeben sich allerdings erhebliche Probleme. Zum einen gibt es nicht 
Inferenzregeln. die neue Gleichungen erzeugen. sondern auch solche. die alte Gleic h' 
veriindern oder löschen. Die Auswirkungen dieser Inferenzregeln müssen natürlich s 
allen Prozessoren mitgeteilt werden. um weitere Inferenzschritte mit den 
Gleichungen zu verhindern. Dadurch entsteht aber ein sehr hoher Kommunikationsaufli 
Ein zweites. viel größeres Problem besteht darin. daß die entstehenden Suchräum 
groll sind. daß nur sehr gute Auswahlheuristiken für die Anwendung von Inferenzregel 
erfolgreichen Beweisen führen. Eine verteilte Realisierung einer solchen 
aufwendig und wieder sehr kOl11munikationsintensiv. da in der Regel jede 
Gleichung zu Änderungen in der Reihenfolge der nächsten Inferenzen fuhrt. Desha i 
eine solche Vorgehensweise nicht sinnvoll. 
Betrachtet man die bekannten Methoden der verteilten Kr. wie z. B. Blackboards 
[Ha8S]) oder verhandlungsbasierte Methoden (vgl. [Sm81]), so stellt man fest. daß 
Methoden darauf basieren. daß man ein Problem zerlegen kann. Die entsteh 
Teilprobleme bilden dann natürliche Ansatzpunkte rur die Verteilung. Beim automatis 
Theorembeweisen ist - außer der unpraktikablen Zerlegung des Such raums - eine Zerl 
des Beweisproblems apriori sehr selten möglich. Die bekannten Heuristiken sind in 
Regel Vermutungen. welche Beweisschritte für einen Beweis wichtig sind. Sie stellen 
- I -
keine Zerlegung des Problems dcn. [n dieser Arbeit stellen Wir mit 
Teal11wor!-:-\!et hode (\'gl. CDel)ll. LDe93]) ein Verfahrcn \'or. dCls diese Problemc IOSl. 
;-,lach einer l-: urzen Beschreibung des Gleichheitsbe\\eisens durch Ven'ollständigung ::1 
Abschnitt 2 werden \\'ir in Abschnitt 3 die Teal11\Vor!-:-Methode beschreiben und lilre 
Anwendung auf die Ven'ollständigung skizzieren . [n Abschnitt ~ wer den \'vlr U:iSC,C 
Erfahrungen mit dem D[SCOUNT-S.\stem (,'gI. [DP<JZ]l, einer Il11plementieru ng der 
rerteilten Vervollständigung, anhClnd einiger Beispiele schildern. Schließlich werden \\ Ir :n 
Abschnitt 5 einige Ausblicke ,lUr Erweiterungen der Teamwork-Methode geben. 
2. GlcichhcihbcwciscD durch Vcrvollständigung 
Unter Gleichheitsbeweisen versteht man die folgenrle Aufgabe: 
Gegeben Eine Menge E von Gleichungen. E = {Si = t i i i = I, .... n}, 
und ein Ziel u = v, 
Fra ge : Ist u = v ein e F 0 I ger u n gau sE. d . h. gi I t u = E \' .? 
Als bestes Verfahren zur Lösung dieser Aufgabe hut sich die Vervollständigung nach 
Knuth und Bendi:..: ([KB70]l. verbessert zur Vervollständigung ohne Abbruch (\'gl. 
[BDP89]l. erwiesen. In [BDP89] wird die Ver vollständigung durch ein Inferenzregels\stem 
beschrieben. das viele algorithmische Umsetzungen zuläßt. Die grundlegenden Operationen 
sind das Richten von Gleichungen. das Bilden Kritischer Paare und die Reduktion 'on 
Termen. 
Gleichungen. deren Terme mit einer Reduktionsordnung > (vgl. [De79]) vergleichbar sind. 
werden zu Regel n "größerer Term ...,. Ueinerer 
benutzt. um andere Terme zu reduzieren. Ist 
Substitution mit 0(1) ;: t/p für eine Stelle p in t, 




Ij ( r ) 
" gerichtet. Diese Rege In we rden 
Term, I -) r eine Regel. 0 eine 
kann t zu t' - t[ P <'-0 (r )] reduziert 
ersetzt wi rd. Gibt es In einem 
Regelsystem keine Regel. die einen Term t reduzieren kann. so heißt t irreduzibel. Kann 
man t (eventuell in mehreren Schritten) zu t' reduzieren und ist t' irreduzibel. so heißt t' 
Normalform zu t. Eine Menge von Regeln und Gleichungen. bei denen alle Terme jeder 
Regel oder Gleichung (außer mit der eigenen Regel) irreduzibel sind. heißt interreduziert. 
Neue Gleichungen werden durch das Bilden kritischer Paare erzeugt. Sind I = rund s = t 
Gleichungen (oder Regeln). p eine Stelle in I und gibt es einen mgu IJ zu I/p und s. dann 
ist ( Ci(r) . 1J(1)[p~lJ(t)] > ein kritisches Paar zu den beiden Gleichungen, falls o(r) 4! :(1) 
und 1J(I)[p~lJ(t)] ~ 0(1) gilt. 
Die von uns benutzte algorithmische Umsetzung der Inferenzregeln der Vervollständigung 
arbeitet wie folgt 
Eingabe sind E. u = v und >. Die Menge CP ergibt sich initial aus E. Dann startet man 
mit leerem E und R. Solange es kritische Paare in CP gibt und die Norl11alformen "on u 
- ) -
un d \,' nic ht iden ti sch si nd. \vahl t 111,111 e in s = taus ep unrl bilde t die Normalfo rmen 
l zu <; und t bez ü:;1 ich R. Fall s s und nicht irlentisch s inrl . vergleicht man s on 
mit >. Sind die Terme vergl eichbilr. so erh iilt man eine Regel I - .' r . ~it di eser R 
werrlen zunach st R unrl E inte rreduz iert. dann Ivi rd s ie zu R hinzugefLigt und 
bit ischen Paare zIvisehen rund Rund E in ep aufgenommen. Sind s un 
unvergleichbar. so wir d 5 = In E aufgenommen und es we rd e n alle bitischen P 
zwischen s = t und Rund E gebil det und zu ep addiert. 
Sind di e Norma lformen zu u und v irgendwann identisch. so gilt u =E v. Ist ep leer 
sind die Normalforme n von u und v ungleich. so gilt nicht u =E v . 
Man beachte. daß der Re dUK tion eine wichtige Rolle zuJ..:olllmt. Bevor Regeln 
Gleichungen aufgenommen wer den. werden ihre Normalformen gebildet. Außerdem 
mit jeder neuen Regel das bestehende S.V stelll interreduziert . Dadurch werden R un 
möglichst J..:lein und J..:ompaJ..: t gelwlten. Andererseits werden Rund E fast 
veriindert. Im HinblicJ..: auf verteilte Systeme bereitet dies Schwier igkeiten. wenn R un 
in einem allen Prozessoren gemeinsamen Speicher gehalten werden sollen. da Änderu 
eines Prozessors zum Sperren aller Zugriffe der anderen Prozessoren fLihren mussen. 
Wesentlich für die Effizienz des Algorithmus ist die Auswahl des nächsten 
bearbeitenden J..:ritischen Paares s = t. Es gibt viele unterschiedliche Strateg ien 
Heuristiken. die alle fLir manche Beispiele gut und fLir andere Beispiele nur sehr schI 
geeignet sind. Diese Strategien und Heuristiken sind so unterschiedlich. daß sequenti 
Versuche. sie in eine Heuristik zu J..:olllbinieren. fehlschlagen. d.h. die 
Heuristiken sind in der Regel schlechter, als die ursprünglichen. Dieses Problem 
durch unsere Teamwork-Methode erfolgreich gelöst. 
1:. Die Teamwork-Methode am Beispiel der Vervolhtändisunl 
Wie schon eingangs erwähnt. ergeben sich bei der Verteilung der Vervollst ä ndigung ' 
Probleme. Versucht man bekannte Verfahren der verteilten KI anzuwenden. so fehlt 
Vervollständigung entweder die Struktur. die eine Zerlegung des Problems ermögl il 
oder die Verfahren erlauben es nicht. das vorhandene Wissen über die Vervollständig 
wie z.B . Auswahlheuristiken für kritische Paare. sinnvoll zu integrieren. Ein Beispiel 
die zweite Art von Verfahren ist in [KH81] zu finden. Hier ist besonders die Prärn' 
daß kein Wissen verloren gehen darf. sehr schädlich. da jede überflüssige Regel 
Gleichung den Suchraum bei der Vervollst iin digung stark aufbläht. Um ein Vergessen 
Wissen zu ermöglichen. wird eine stärkere Kontrolle benötigt. 
Mit der Teamwork-Methode haben wir versucht. einige gegensätzliche AspeJ..:te 
Systeme zu kombinieren. wie zum Beispiel Wettbewerb mit Kooperation 
eigenständiges. unabhängiges Arbeiten mit zentraler Kontrolle . Wie wir in Abschnit 
unter Beweis stellen werden. ist dieser Versuch gelungen. 
- J -
Vorbild unserer Te ,l m\\or k-:vtethode !st das ProJekt - Team. Wie es \'iele Firmen 
zusammenstellen. '·\enn inno \'a ti\' Pr obleme gcl öst \\'erden sollen. In ihm werdcn genau die 
geschildcrten Gegensätze vercinigt, Wir haben eine Va ri ,lntc dcs Projekt- Tcams ge\~ilhll, 
die die \vichtigsten Eigenschaften erhiilt und gleichzcitig gut auf e inem ~etz \ on 
Computern implementicrt werden kann . 
Unser Team besteht JUS E:--:pe rten (Spezialisten). Gutachtern und einem Leiter. Der Leiter 
ist verantwortlich für die Zusammcnsetzung des Teams und für dic Kooperation der 
einzelnen Komponenten. [n der Regel sind mehr Ex pcrten \' orhanden. als dem Tcam 
Computer zur Verfügung stehen. Deswegen ist es \\'ichtig. daß die rur ein Problem am 
besten geeigneten E:-.: pcrten diese Computer belegcn. Dic se Auswahl wird vom Leiter 
getroffen. Außer auf Hintergrundinformationen über die E:-.:pert en ve rläßt sich der Leiter 
im wesentlichen auf Beurteilungen der Arbeit der Ex perten durch die Gutachter. 
Der Leiter stellt allen ausgewählten E:--:perten die gesamte Problemspezifikation zur 
Verfügung und gibt einen Zeitpunkt vor. an dem er über die Arbeit aller E:-.: perten 
unterrichtet werden möchte . Zu diesem Zeitpunkt findet ein sogenanntes Teamtreffen 
statt. Während eines Teamtreffens nimmt der Leiter die Berichte der Gutachter entgegen. 
bestimmt auf Grund der Berichte Experten für die vorhandenen Computer und nutzt die 
besten Resultate der E:-.:perten. die von den Gutachtern ebenfalls bestimmt werden. um 
eine genauere Probl e mspezifikation zu erstellen . Diese bildet den Ausgangspunkt rur eine 
neue Arbeitsperiode. Somit ist der Leiter für die Strategie des Gesamtteams zuständig. 
Die ExpcrtcD haben die Aufgabe. die Lösung des gegebenen Problems zu finden oder 
zumindest voral(zutreiben. Ihnen ist die Gesamtaufgabe bekannt und sie gehen diese 
Aufgabe mit ihren eigenen. individuellen Lösungsansätzen und -methoden an. Sie sind nur 
zwei Einschränkungen unterworfen ihre Resultate müssen zu jedem Zeitpunkt den 
Gutachtern zur Verrugung gestellt werden können und sie müssen in einer Form abgefaßt 
sem, die von allen anderen Komponenten des Teams. auch von anderen E:\p erten. 
verstanden wird. Während der Leiter strategische Entscheidungen mit Hilfe 
entsprechenden Wissens trifft. liegen die Entscheidungen der E:-.:perten auf der tal-;tischen 
Ebene. 
Die Gutachtcr stellen die Verbindung zwischen den Experten und dem Leiter dar. Jedem 
Experten wird eIn eIgener Gutachter zugewiesen. Sie haben kurz vor dem Teamtreffen 
zwei Aufgaben zu erfüllen. Zum einen müssen sie die Gesamtleistung ihres Experten in 
der letzten Arbeitsperiode beurteilen und zum anderen herausragende Resultate des 
Experten bestimmen. Beide Ergebnisse melden sie dem Leiter. Liegen keine 
herausragenden Resul tate vor. werden auch keine weitergemeldet. Zur Durchrlihrung ihrer 
Aufgaben verwenden die Gutachter Beurteilungswissen. 
Unser Team ist in dieser Form sehr gut geeignet. Probleme zu lösen. deren Struktur l-;ein 
a-priori-Erl-;ennen \'on Teilproblemen ermöglicht. wie es beim Theorembeweisen meistens 
- .. -
Teamtr er fe n i-.: 
Lei tel' 
aktualisierte 
Prob I e mbesch reibung /··1 
Arbeits- E:-.:pertel E:-.:pertei E:-.:perte n phase Auswahl- Auswahl- Auswahl-
funktionl funktioni funktion n 
J, J, ~ktuelle[ . . . Problemzustand B e\\' e rt u ngs-
phase 
Gutachter l Gutachterj I . . . I Gutachtern 
~ ... 1 
ausgewähl te neue Result at 
Teamt reffen k .. I 
Leiter 
Bild I Arbei(szyklus eines Teams zwischen 2 Team(reffen 
der fall ist. Potentiell erfolgreiche Lösungsstrategien werden ausprobiert. ihre Erfl 
beurteilt und verglichen und sinnvolle Teilresultate ausgewählt. bzw. 
erfolgreiche Lösungsstrategien weiter verfolgt. Das gleiche Modell läßt sich. mit 
Erweiterungen. auch auf Probleme anwenden. bei denen es - unter anderem -
erkennbare Teilprobleme gibt. 
Stat tet man den Leiter mit Möglichkeiten zur Erkennung von unabhängigen Teilprobl e: 
aus . so kann er spezielle Lösungsmethoden auf solche Teilprobleme ansetzen. 0' 
Lösungsmethoden werden von sogenannten SpczialiltCll angewendet. Spezialisten erhal 
im Gegensatz zu E:-.:perten. nur die Beschreibung eines Teilproblems. das sie lösen soU 
Außerdem melden sie nur die Lösung dieses Teilproblems direkt an den Leiter. 
Gutachter. Diese Meldung erfolgt allerdings auch nur bei Teamtreffen. 
Teamtreffen noch keine Lösung gefunden , so arbeitet der Spezialist bis 
Treffen weiter. Man beachte, daß der Einsatz eines Spezinlisten nicht nur 
Benrbeitung eines Problems erfolgen kann . sondern auch als Reaktion auf 
Resultate. In Bild I ist ein Arbeitszyklus eines Teams graphisch dargestellt. 
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\Vir werrlen nun ;.1111 Bei sp iel der Vc[\ollstiin rl igung ze igen , ,,\i e konk ret e RCidi sie ru n.:;cn 
de r KOll1ponenten eines Team s dusschen Ul1 rl \Vle die Tedll1\\"or k-,Vlclh odc efriz ient 
implementiert I\'erden Kann . 
Experten : 
Die E :-; p e rt e n rü h ren all e den I n Ab s c h n i t t 2 vo r g e s tell te n A I go r i t h mus zu r 
Vervollständigung aus. Allerding s können sie Ill1ll1er vor der Auswilhl eInes neuen 
kritischen Paares aus ep unterbrochen werden. UIl1 Tcamtrefren zu ermög lichen. 
U n te r s chi e d I ich e E:-; p e rt e n \V erd en d ure h u n t e r s chi e d I ich e Aus \\" CI h I heu r is t i k e n rü r kr i t i s ehe 
Paare er rei cht, 
Wie schon erwähnt. gibt es eIne grolle Anzilill an Auswilhlheuristiken fur kritische Pilil re . 
In un serer Implementierung sind zum Beispie l unter anderem folgende . schon länger 
bekannte. Heuristiken enthalten (es wird ein Gewicht bestimmt und jew eils das kleinste 
kritische Paare ausgewähl t) : 
Add-Wcight: Summe der Anzilhl der S\mbole In beiden Termen des kritischen 
Paares. 
Max-Wcight : Ma:-;imu!11 der Anzahl der S\mbole pro Term des Paares. 
GT-Wcight : Anzahl der Symbole im bezüglich der Reduktionsordnung größeren Te rm 
des Paares. 
Prcfcr-Rulc : Eine Variante von Add-Weight. Allerdings werden kritische Pila re. 
deren Terme (noch) nicht vergleichbar sind. zurückgestellt. Dadurch bleibt die 
Menge Eleer. 
Die Teamwork-Methode erlaubte zusätzlich noch die Entwicklung weiterer Heuristiken. 
die sich stärker auf bestimmte Teile der Problemstellung konzentrieren. Für eine 
sequentielle Vervollständigung sind solche Heuristd,en nicht sinnvoll. da sie nur bei sehr 
wenigen Beispielen zum Erfolg fLihren. Im Teilm verrichten sie allerdings substantielle 
Arbeit. Solche Heuristiken sind zum Beispiel 
Polynom-Wcight : Jedem Funktionssymbol \\' ird ein Polynom in soviel Unbestimmten. 
wie die Funktion Argumente hat . zugewiesen. Dils Gewicht eines Termes ergibt 
sich durch Auswertung der Poh/nome. \'iobei Variablen ein konstanter Wert 
zugewiesen wird. 
Forccd-Divcrgcncc : Es werden solche kritischen Paare ausgewählt. in denen " iele 
geschachtelte Wiederholungen von Teiltermen vorkommen. 
Goal-Match: In beiden Termen des Zieles \'lird ein Teilterm gesucht. den eine Seite 
des kritischen Paares matcht. Das Gewicht des Pnares ist die Anzahl aller 
Symbole des Zieles. die nicht in den gefundenen Teiltermen liegen. 
- ( J -
Goal-Sim : [n beioen Termen des krit ischen Paa res \Vi rd ein 
e ine Seite des Zieles matcht. Das Gewicht des Paares 
Tei \ t er Il1 gesucht. 
ist die An zahl 
SVl11b ole des Paares. oie nicht in den gefundenen Teiltermen liegen. 
Die Heuristik. bz\\'. rier so entstilnoene E;;perte. Polvnol11-Weight erlilubt 
krit ische Paare zu \ on zentrieren . die nur bestimmte Funktionssymbole 
entsprechende Wuhl der Po!."nol11e). Verwendet man in einem Team 
Pol\' nol11-Weight E:.:perten. die sich auf verschiedene Mengen von Funktionssvmb 
konzentrieren, so erreicht man eine Auf teilung des Suchraums . Während eine sol 
Vorgehensweise besonders in der Angangspha se der Lösung eines Beweisproblems Slnnl' 
ist . sind Goal-Match und Goal-Sim darauf spezialisiert. Beweise zu beenden. 
GOitl-Match bevorzugt solche kritischcn Paare. die als Regeln das Beweisziel reduzi 
wer den. Go a I - S i m \V ii hIt kr i ti s c h e Pa ur e. In den end a s Be w eis z i e I als 
vorkommt. Die Hoffnung ist. das durch erneute Kritische-Paar-Bildung 
entstehen. in denen der Ziel anteil immer größer wird. In der Regel sind zu Beginn 
Beweissuche keine entsprechenden Paare vorhanden. so daß Goal-Match und Goal-Sim 
die Hilfe anderer E;; perten angewiesen sind. die vom Team auch zur Ver fugung gest 
werden. 
Gutachter 
Das Problem bei der Realisierung der Gutachter besteht darin. Kritierien zu entwickel 
mit denen der Erfolg eines E:.:perten und die Güte von Regeln und 
festgestellt werden können. Will man Beweise in einer schon 
Anwendungsdomäne führen. ist es einfach. sol che Kriterien zu finden. Aber 
man kaum Wissen über die Domäne eines Beispieles. Für diesen Fall 
Gutachter entwickelt. die statistische Kriterien benutzen. Insbesondere 
Reduktionsoperation sorgt bei der Vervollständigung für sehr 
statistischen Gutachter benutzen als Bewertungskriteriull1 für 
Summe aus folgenden Zahlen: 
- Gesamtanzahl der Regeln. Gleichungen und kritischen Paare 
- Anzahl der neuen Regeln, Gleichungen und kritischen Paare dieser Arbeitsperiode 
- Anzahl der gelöschten Regeln und Gleichungen 
- Anzahl der Reduktionen von Regeln und Gleichungen 
- Anzahl der Reduktionen des Zieles 
- Gesamtanzahl aller durchgeführten Reduktionen 
Man beachte. daß es. wie auch bei den E:.:perten. sinnvoll ist. je nach Phase 
Beweises. die Gutachter auszutauschen. Wiihrend am Anfang eines Beweisversuches 
Menge der Regeln wachsen muß und auch viele kritische Paare vorhanden sein sol ll 
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sollten in der En rlplwse so lch e E:-.:pertcll besser beIlerlei I\erden. deren Regcllllcngcn 
kaum WJchscn Jder soga r sc hrumpfen. 
Gute Re.s e ln und Gleichungen Können ebenfal ls durch stdt is ti sche Kritcrien ermittel t 
werden. \Vieder ist eine gewichtete Summe der schon dufgefuhrrcn Zahlen. j etzt Jbcr nur 
für die zu beurtcilende Rcgel oder Gleichung. Grundldse der Bc '.'·ertung unscrer 
Gutachter. Da bei werden nur solche Regeln und Gleichungen an den Leiter gemel det. die 
besser als eine vo rgegebene Beurteilung s ind . Außerdem ist e ine Höc hs tan za hl n an zu 
übermittelnden Regeln und Gl eic hungen vorgegeben. ri ie nich t übersch ritten wird. um den 
KommunibtionsaufwJnd zIvise hen Gutacht er n und dem Le iter Klei n zu hai ten . 
Man beachte. daß die nicht ausgewählten Regeln und Gleichungen schlech ter E'perten 
vergessen werden . falls sie nicht vo n anderen E'perten ebenfalls erzeugt wurden. 
Der Leiter: 
Neben der Auswahl rier E :..: perten und Gutachter ist die wesentliche Aufgabe des Leiters 
das Erstellen einer neuen Problembeschreibung aus den Resultaten der E:..:pe rten bei 
jedem Teamtreffen. Wichtig dabei ist. rlaß die neue Problembeschreibung im mer noch das 
alte Problem (hoffentlich vereinfacht) enthält. 
Für unsere verteilte Vervollständigung haben wir die folgende Lös ung dieser Aufgabe 
gewählt. Beim Teamtreffen nimmt der Leiter die aktuellen Mengen R. E und CP des 
besten Experten der letzten Arbeitsperiode als Ausgangspun\.;t. Zu diesem System addiert 
er die ausgewählten Resultate der anderen Experten . Sowohl die Addition von Regeln als 
auch von Gleichungen erfolgt dabei Wie die Bearbeitung \ion \.;ritischen Paaren aus 
Abschnitt 2. Die so entsta ndenen Mengen R. E und CP werden dann an alle Experten 
geschickt. 
Das Zusammenstellen eines neuen Teams nach einer Arbeitsperiode läßt sich in zwei 
Teilfragen zerlegen : Welche alten Experten sollen ersetzt werden und welche neuen 
Experten sollen ihre Plätze. i.e. Prozessoren. einnehmen'? Zum Finden der Experten. die 
ausgetauscht werden sollen. gehen wir nach zwei Grundsätzen vor. Zum einen sollte 
periodisch ein neuer Experte ins Team aufgenommen werden. um nicht ständig In 
eingefahrenen Bahnen zu bleiben. Für diesen Experten hat der am schlechtesten bewertete 
Experte der letzten Periode zu weichen. Außerdem führt der Leiter Buch über aIle 
Bewertungen eines Experten. 1st ein Experte die beiden letzten Arbeitsphasen deutlich 
schlechter bewertet worden als der jeweilige beste Experte. so kann er im Moment nicht 
viel zur Lösung beitragen und wird ersetzt. Dadurch sind schnelle Reaktionen des Leiters 
möglich. 
Bei der Auswahl neuer Experten geht der Leiter ebenfalls nach zwei Gesichts pun\.;ten 
vor. Zum einen be\'orzugt er E :-; perten. von denen er weiß . daß sie gut zum tl111 besten 
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be\\'ert c tc l1 E:\pert .: n paSSCI l. Zum dn deren bemüht er sich. a l len Experten die Ge lege 
zu :;eben. :; ic h an ri er Lös ung des Problems zu \' ersuch en. 
Die Implementierung : 
Wir haben eine \' erteilte Vef\'ollständigung. basierend auf der Teamwork-Methode. 
DI S CO U N T - S y s t e 111 • auf ein e m C I u s t e r von S u n - Wo r ks tat ion s 1 neu n t e r C. 
implementiert (vgl. [ DP92]). Dabei hab e n wir grollen Wert auf einen Klei 
Komtnunikationsaufw and zwi schen den Rechnern gelegt. Betrachtet man die Aufg aben 
Akti vitäten der ein zelnen Komponenten e ines auf der Teamwork-Methode 
Systems. so stellt man fest. daß man ,die drei Arten von Komponenten 
Prozeß mit untcrschiedlichen Arbeitsmodi realisieren kann . Insbesondere ist der L 
immer nur bei den Teamtreffen akti v und die Gutachter können so von den Ex pe 
unterstützt werden. daß sie nur kurz vor den Teamtreffen aktiv sein müssen. Sonst 
immer nur die E:-,:perten aktiv. Es ergibt sich folgender Ablauf auf einem Prozessor: 
Kurz vor dem Teamtreffen wechselt der Prozessor vom Ex perten- In 
Gutachtermodus. Ist die Begutachtung abgeschlossen. gibt es zwei Möglichkeiten. Lier 
dem Prozessor am Ende dcs letzten Teamtreffens der Leiter. so wechselt er in 
Leitermodus. Ansonsten bleibt er im Gutachtermodus. Der Prozessor 
bestimmt den besten Ex perten. dessen Prozessor nun in den Leitermodus 
während der al te Leiterprozessor zurück in den Gutachtermodus wechsel t. Der 
Leiter nimmt nun die ausgewählten Resultate der Gutachter entgegen. Daraufhin wec; 
alle Prozessoren. bis auf den Leiter. in den E:-,:pertenmodus. Der Leiter versendet. 
Integration der empfangenen Resultate. sein System an alle anderen Prozessoren 
wechsel t danach wieder in den Expertenmodus und eine neue Arbeitsphase beginnt. 
Durch diese Implementierung müssen nur noch die Berichte der Gutachter . die sehr 
sind. und . per Broadcast. das neue Startsystem verschickt werden. Da die Prozessoren 
Teamtreffen dazu benutzen . um die Daten kompakt im Speicher abzulegen und über 
ihre Speicherungsstruktur besser zu organisieren. fällt der entstandene Kommunikali, 
aufwand praktisch nicht ins Gewicht. Dadurch konnten die guten Laufzeitresultate 
nächsten Abschnittes erzielt werden. 
!:. Erfahrungen mit dem DISCOUNT-System 
Der Erfolg jedes Theorembeweisers wird an zwei Dingen gemessen. den Problemen. 
zu lösen er im Stande ist. und der Geschwindigkeit. in der er diese Probleme 
Besonders die Geschwindigkeit oder Effizienz erlaubt uns eine gute Bewertung 
oder Mißerfolgs unserer Te amwork-Methode . da Wir ja den Vergleich 
sequentiellen Version unserer Vervollständigung ziehen können. Bei der Bewertung e 
') 
sich etlle,d ing s das Problem. d,tll uns \ iele Heurist iken für die sequentielle Ver s io n zur 
Verfüg'Jng st ehen. :Vfögliche VergleichslI"erte könnten die Zeit dcr besten Heuristi k 
überhaupt. der besten Heuristik. die auch ,tls Ec:pertc 1111 erfolgreichen Team benutzt 
wu r d e. \) der I. er s chi e den e Dur c h s c h n i t t s 1\ e rt c sei n. 
Niltürlie h s tellen schnellere Llufzeiten gegeni.iber der bestcn \'vrhandenen Heuri s tik einen 
sehr sch\\'er zu erzielenden Erfolg dar. Trotzdem zeigt die folgende Tabelle. daß ," Ir 
deutlich bessere Laufzeiten (angegeben In Sekunden) erzielen. seibst \\enn wir 
berücksichtigen. daß \\'ir z\\'ci Rechner benutzen und deshalb \'on \'orn herein e inen 
Speed-up von mindestens 2 erwarten. 
Beispiel Team l.Experte 2. Ec:perte b es t e r Ec:perte 
al/ 15.0 .... .. 0.908 95 ... 07 29 ..... 1 
al2 13.518 23730.000 8 1 .383 32.822 
a/J 17 ... 189 -- - - --
ring] 307.692 5153.000 -- 3019.000 
hirsh9-.j 1.690 2 ... 927 .. 2.862 .. . 718 
hirsh9-5 1.7J 9 I 7.696 60 . ) .. 8 ... 1 78 
Ebenfalls bemerkenswert ist. daß es uns mit Beispiel el/J gelang, im Team ein Beispiel zu 
lösen, das wir mit keiner unserer Heuristiken sequentiel I lösen konnten. Somit konnten 
wir in bei den Bewertungs kri lerien rur Theorembeweiser Er fo I ge erz iel en. 
Unsere Beispiele stellen einen Querschnitt durch verschiedene Anwendungsdomänen dar . 
Die Beispiele a/J bis a/J beweisen, eine Gleichungsi.l c: iomatisierung der Aussagenlogik 
benutzend. Tautologien. Die Beispiele hirsh9-.j und hirsh9-5 stammen aus dem Gebiet der 
Robbins-Algebren und das Beispiel ring] beweist, das ein Ring, In dem :<3=x gilt. 
kommutativ ist. Für nähere Angaben zu diesen Beispielen. die alle von verschiedenen 
Autoren als schwierig eingestuft werden. sei auf [AD9J] und [De9J] verwiesen. 
Wir wollen anhand eines Beispiels. ring]. erörtern. wie die erzielten Effizienzsteigerungen 
durch die Teamwork-Methode erreicht werden. Wie schon erwähnt, lautet die 
Beweisaufgabe, zu zeigen, daß ein Ring (Operatoren f. j, i inverses Element bzgl. j, 0 
neutrales Element zu j), in dem f(x.f(x.x)) = x gilt. in f kommutativ ist. Das von uns 
verwendete Team bestand aus den Experten Prefer-Rule und Add-Weight mit statistischen 
Gu/achtern, die maximal 5 Regeln und 2 Gleichungen auswiihlen durften. Die Dauer der 
Arbeitsperioden wurde linear gesteigert. Die Lösung wurde in der 5. Arbeitsperiode 
gefunden. Wir betrachten die Arbeitsperioden im einzelnen. 
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I. Arbe:l sp criooc 
bes ter E"perte : Prefer-Rule 
-+ Regeln und 2 Gleichungen von Add-Weight ausge\\iihlt. 
Benötigt wurde eine dieser Gleichungen ( j(" .j (y,z)) = j(y ,j( z,,,)) ) ZUl1l Bewei 
2. Ar beitsperiode : 
bester E"perte Prefer-Rule 
5 Regeln und Gleichung von Add-Weight ausgewählt. 
Keines dieser ausge\\'ähl ten Resul tate wird zum Beweis benötigt. 
J. Arbeitsperiode : 
bester E"perte : Prefer- Rul e 
2 Gleichungen von Add-Weight ausgewählt. 
Beide werden nicht zum Beweis benötigt . 
.. L Arbeitsperiode : 
bester E:-..:perte : Prefer-Rule 
2 Gleichungen von Add-Weight ausgewählt. 
Beide werden nicht zum Beweis benötigt. 
5. Arbeitsperiode : 
Die zu beweisende Gleichung wird von Add-Weight erzeugt. 
Dieses Beispiel demonstriert beide Arten der Kooperation zwischen den E"perten, die : 
die Effizienzsteigerungen verantwortlich sind. Zum einen können ausgewählte Resull! 
von anderen Experten. die von dem besten Experten (noch) nicht hergeleitet wurden, a' 
n.ir den Beweis nötig sind. natürlich die Beweisfindung stark beschleunigen . wie im 
der ausgewählten Gleichung nach der I. Arbeitsperiode .. Zum anderen kann ein Expe 
ausgehend vom Gesamtsystem des besten Experten des letzten Teamtreffens. den Be 
weiter vorantreiben oder sogar. wie hier. beenden. Dieser Wechsel der Heuristik Ki 
auch mehrmals erfolgen (so zum Beispiel bei a/J). Wie das Beispiel ring] zeigt. kö 
auch beide Arten zusammenwirken. 
Unsere Erfahrungen haben gezeigt, daß die Teamwork-Methode zu deutlich besse 
Ergebnissen führt als unsere Heuristiken in sequentiellen Läufen. Da unser sequentiel 
Beweiser durchaus in Konkurrenz mit al·len anderen bekannten Gleichheitsbeweisern Ire 
kann - z.B. ist er der einzige uns bekannte Be\\'eiser. der das Beispiel ring] ohne 
Verwendung von AC-Unifikation lösen kann - sind die Effizienzgewinne nicht dUi 
Schwächen im Grundbeweiser entstanden. 
Der Grund für die Gewinne liegt vielmehr im Auftreten synergctischcr Errcktc durch 
Kooperation und den Wettbewerb der E :-..: perten. Damit wird. zumindest für das Gebiel 
Deduktionssysteme. der Anspruch der verteil ten Kr. eine neue Dimension 
Modeliierung mit entsprechend besseren Resultaten zu eröffnen. bestätigt. 
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Mit der TeamworK-\1ethode haben Wir ein Verteilungs'"erfahren \"orgestel l t. das es 
erlilubt. Pro b leme verteilt zu lösen. deren Struktur Keine Verteilung nllhele~t. Am 
Beispiel des Gleichheitsbeweisens durch Ver vollstiindigung haben wir gezeigt. daß die 
Tealllwork-\!ethode grolle Effizienzge\vinne erlaubt. schon beim Ve[\venden von nur zwei 
Prozessoren. Eine Version unseres Systems. das durch Broadcllsting die Verwendung \"011 
mehr als zwei Prozessoren erL.lUbt. befindet sich In der Erprobung. 
In Kapitel J haben wir mit den Spezialisten eine Möglichkeit angegeben. Wie ;j pr lorl 
identifizierbare Teilprobleme durch die Teamwork-Methode behandelt werden Können. 
Solche Teilprobleme sind beim Theorembeweisen abcr erst dann zu finden (mit 
entsprechenden Lösungsverfahren für die Spezialisten). wenn mün feste Anwendungsdomänen 
betrachtet. Eine solche feste Anwendungsdomäne mir herausfordernden Beispielen. die 
I'erbandsgeordneten Gruppen. wird "on uns zur Zeit auf ihre Eignung untersucht. 
Um die Eignung der Teamwork-Methode als generelles Verfahren zu unterstreichen. 
werden wir sie zunächst auf weitere Theorembeweisverfahren anwenden. Später sind auch 
weitere Anwendungen. z.B. im Gebiet E:-:pertensysteme. denkbar . 
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Zusammenfassung 
Eine der zentralen Fragen der Verteilten Künstlichen Intelligenz ist: Wie können 
widersprüchliche Standpunkte und Zielkonjlikte zwischen verschiedenen Agenten 
erkannt und ausgesöhnt werden?ln diesem Beitrag wird ein Ansatz vorgestellt. 
Voten verschiedener Agenten als Wahrheitswerte einer mehrwerrigen Logik 
aufzufassen, die neben den üblichen logischen Verknüpfungen zwei weitere Opera 
toren anbietet. Die algebraischen Strukturen dafür sind Bilattices - nach M. Gins-
berg -, die einen Rahmen für mehrwertige, nichtmonotone und Defaultlogiken 
bilden. Als Formalismen zur Behandlung unvo//stdndiger und widersprüchlicher 
Informationen bieten sie sich aber auch an, um divergierende, verteilte Daten zu 
koordinü:ren . 
1 Einleitung 
1.1 Problemstellung und Lösungsansätze 
Eine der zentralen Fragen der Verteilten KUnstlichen Intelligenz ist: Wie können 
widersprüchliche Standpunkte und Zielkonftikte zwischen verschiedenen Agenten erkannt 
ausgesöhnt werden? Wie können kohärente Entscheidungen getroffen werden, die lokale und 
globale Effekte in Einklang bringen? 
Um diese Probleme zu lösen, müssen Mechanismen entwickelt werden, um Präferenzen, 
Zielvorstellungen oder Antworten einzelner Agenten auszuwerten. Hier ist zu unterscheiden, 
und in welchem Maße die Agenten durch einen Supervisor gesteuert werden. 
Soll aus den Zielvorstellungen einer Gesellschaft von Agenten eine gemeinsame Strategie 
entwickelt werden, ergeben sich enge Berührungspunkte zur Entscheidungstheorie, insbeson 
zur Wahlverhaltensforschung. 
Ephrati und Rosenschein ([EpR91], [EpR92aD wenden Ergebnisse aus der 
Entscheidungstheorie auf Multi-Agentensysteme an, zum Beispiel die Clarkesche Steuer: 
Agenten verteilen Gewichtungsfaktoren auf verschiedenen Ziele; bei der Gesamtentscheidung 
wird derjenige, ohne den das Ergebnis anders ausgefallen wäre, mit einer Steuer bestraft. 
Ebenfalls aus der Enischeidungstheorie stammt die rekursive Modellierungsmethode 
[GDW91] . Hierbei werden Auszahlungsfunktionen verwendet, die für jede mögliche 
EntscheIdung und jeden Agenten die Nützlichkeit angeben. Die globale Entscheidung wud nun 
rekursiv entwickelt, indem jeder Agent nicht nur seine eigene Auszahlungsfunktion betrachtet, 
sondern auch überlegt, wie sich wohl ein anderer Agent verhält. Diese WIederum überlegt. was 
der erste Agent über seine Entscheidungsfindung denken könnte - und so weiter. 
Die Grundlage fUr die schlußendliche Entscheidung sind in den bei den genannten A.nsätzen im 
wesentlichen monetäre Aspekte: Einem Agenten und einem Ziel wird jeweils ein Nutzen 
zugeordnet; dieser soll nach Möglichkeit maximiert werden. 
Eine andere Möglichkeit, verschiedene Präferenzrelationen zu kombinieren ist die Anwendung 
des Dempster-Shafer Belief-Kalküls . Barnett [Bar9l] stellt einen darauf basierenden Algorithmus 
vor, der anhand einzelner, gewichteter Präferenzen eine Reihenfolge der Ausführung von Zielen 
bestimmt, so daß die Präferenzrelationen möglichst wenig mißachtet werden (dieses Problem ist 
NP-vollständig). 
Je nach Bereich ist es sinnvoll, uber das "abstimmen" hinaus von einem globalen Standpunkt 
eines Supervisors aus verschiedene Ziele zu koordinieren. Wie in [EpR92b] beschrieben darf dies 
aber kein "master-slave"-Verhältnis sein. Während vom Supervisor erwartet wird, daß er den 
überblick hat, können einzelne Agenten Wissen haben, das der Supervisor nicht hat, z.B. findet 
ein auf dem Mond ausgesetzter Roboter möglicherweise Bodenverhältnisse vor, mit denen der 
Supervisor auf der Erde nicht rechnet. Es gilt hier, eine sinnvolle Abwägung zwischen den 
verschiedenen Plänen von Supervisor und Agenten zu finden. 
In [ShT92] wird vorgeschlagen, bei Konflikten als Mittelweg zwischen globaler Kontrolle aller 
Agenten und lokalen Verhandlungen zwischen einzelnen Agenten gesellschaftliche Gesetze 
aufzustellen. Jede Situationsveränderung muß mit diesen Gesetzen verträ.glich sein. Als Beispiel 
wird das Rechtsfahrgebot im Straßenverkehr angefühn. Drohende Kollisionen werden dann 
weder durch globale Regelungen fur alle Fahrzeuge in einer Situation, noch durch zeitraubende 
Einzelverhandlungen abgewendet, sondern dadurch, daß sich jeweils zwei Fahrzeuge an die 
Konvention halten. 
1.2 Ein Ansatz mit mehrwertiger Logik 
In diesem Beitrag wird ein Ansatz vorgestellt, Voten verschiedener Agenten als 
Wahrheitswerte einer mehrwertigen Logik aufzufassen, die neben den üblichen logischen 
Verknüpfungen zwei weitere Operatoren anbietet. Von hier aus können lokale Verhandlungen und 
. globale Koordinierung in einem größeren Rahmen behandelt werden. 
Angenommen, es wird eine Anfrage an eine Menge von Agenten gestellt, deren Antwort "ja" 
oder ,,nein" ist oder ganz entfällt. Das Ergebnis ist in einem Paar ( {al' ... , a 1 }, {a2 ' ..• , a2 } ) 
zusammenzufassen, wobei die erste Komponente angibt, welche Agen1ten mit :,ja" ant-tvortet und 
die zweite, welche Agenten mit "nein" antworten. 
Auf der Menge dieser Paare sind in natürlicher Weise zwei partielle Ordnungen definiert: 
(V,V) ~t (S,T) :~ V ~ Sund T ~ V bzw. (V,V) ~k (S,n :~ V ~ S und V ~ T. 
"t" steht fur "truth" und ,Je" fur ,.knowledge". (V,V) ~t (S,T) bedeutet, daß (S,n eher zu der 
globalen Antwort "ja" tendiert als (V,V), während (V,V) ~k (S,n gedeutet wird als die Aussage 
,,(S,T) ist eine umfassendere Information als (V,V), denn es haben mehr Agenten überhaupt 
geantwortet". Beide Anordnungen induzieren jeweils eine Verbandsstruktur und sind zusätzlich 
auf eine gewisse Weise ineinander verschränkt. Strukturen dieser Art werden Bilattices genannt. 
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Diese Begriffsbildung geht zurück aus Matthew L. Ginsberg [Gin88] und fungierte zu 
als Rahmen fUr mehrwertige, nichtmonorone und Defaultiogiken. In diesem Zusammenha: 
auch die Arbeiten von Melvin Fitting zu nennen ([Fit91],[Fit92]). Bilattices als Formalism 
Behandlung unvollständiger und widersprüchlicher Informationen bieten sich aber auch 
divergierende, verteilte Daten zu koordinieren. Die einzelnen Wahrheitswerte spiegeln zu 
einen Wahrheitsgehalt, zum anderen einen Informationsgehalt wider. Insbesondere wird fl 
Information durch den Wahrheitswen "unknown" explizit dargestellt. Neben ihrer 
Anschaulichkeit bieten Bilattices die Möglichkeit, in flexibler Weise Koordinierungsope 
zu konsrruieren. 
In [Mes93] werden Bilattices im Zusammenhang mit der Integration von Wissens basen 
verwendet. Im folgenden Beitrag werden Bilattices als formale Grundlage für die Koordi 
divergierender Ziele vorgestellt. In Kapitel 2 geben wir eine Einführung in die Theorie d 
Bilattices. Im Anschluß betrachten wir Beispiele (Kapitel 3 ). 
2 Theoretischer Hintergrund 
Ausgehend von mehrwenigen Logiken, die eine Ordnung auf Wahrheitwerten verwen 
definien Ginsberg [Gin88] Bilattices als Mengen von Wahrheitswerten mit zwei darauf e 
Ordnungen, die beide eine Verbandsstruktur induzieren (daher der Name), zum einen der 
abgestufte Wahrheitsgehalt zwischen ,.falsch" und "wahr", zum anderen der anwachsende 
Inforrnationsgehalt zwischen ,.unbekannt" und "überbestimmt". 
2.1 Definition: Bilattice 
Ein Bilattice ist eine Struktur 13 = (B, ®,~, /\, v), so daß(B, ®,~) und (B , /\, v) VOl/SI 
Verbtinde sind und jar die es eine Abbildung 
I : B ~ B, genannt Negation gibt, so daß gilt: 
i) 1(la) =. a , 
ii) I ist ein Verbandshomomorphismus von 
(B,/\, v) nach (B, v, /\) und von (B, ®, EB) nach (B, ®, EB). 
Sind x,y E B, dann ist x ~t y :~ x /\ y = x, x ~k y :~ x ® y = x. 
Die minimalen bzw. maximalen Elemente bzgl. ~t (degree oftruth) heißen/alse bzw. 
bzgl ~k (degree ofknowledge) unknown bzw botk. 
/\ und v sind motiviert durch die üblichen logischen Verknüpfungen. ® ist der "Konse 
Operator". p®q gibt an, worauf p und q maximal übereinstimmen. 
EB ist der "gutgläubige" Operator. p EB q "vereinigt" die Ansichten von p und q ohne RU 
auf möglicherweise entstehende Widersprüche. 
Die Interpretation der k-Richtung als anwachsendes Wissen ist im Fall verschiedener 
nicht zwingend. Daß ein Wahrheitswen k-größer als ein anderer ist, bedeutet in diesem 
Zusammenhang eher, daß mehr Evidenz oder eine stärkere Präferenz durch einen oder m 
Agenten vorliegt. 
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2.2 Der B ilattice T(I,I) 
Als Beispiel berrachten wir für das Einheitsintervall I = [0,1] (oder Teilmengen davon) 
T(I,I) := {(x,y)1 x,y EI} 
mit (x,y) 5:t (u,v) : ~ x 5: u und v 5: y, sowie (x,y) 5:k (u,v) : ~ x 5: u und y s: v, 
und -,(u,v) :=(v,u). 
Hierbei wird x als "pro"- und y als "conrra"-Faktor gedeutet: 
(0,1) bedeutet hier, daß ,.nichts dafür und alles dagegen" spricht, entspricht also dem Wen 
"falsch" bzw. "ablehnen". -,(0,1) = (1,0) bedeutet, daß "nichts dagegen und alles dafür" spricht. 
(0,0) entspricht "nichts bekannt" und (1,1), daß maximal viel dafür, aber auch dagegen spricht. 
Beispielsweise ist (0.1,0.5) ® (0.4,0.2)= (0.1,0 .2) und (0.1,0.5) ffi (0.4,0.2) = (0.4,0.5). 
1\- und v- Verknüpfung werden in der mehrwertigen Logik i.a. als Minimum- bzw. 
Maximumbildung aufgefaßt (siehe z.B. [Sch90]). Entsprechend wird hier bei der 1\-Verknüpfung 
das Minimum des "pro"-Anteils und das Maximum des "conrra"-Anteils gebildet - für die v-
Verknüpfung dual. So ist z.B. (0.4,0.5)1\(0 .3,0.2)= (0.3,0.5) und (0.4,0.5)v (0.3,0.2) = (0.4,0.2) . 
(1, 1) (l,1) 




Abbildung 1. T(I,I) 
Statt "pro" und "contra"- Faktoren kann man die Elemente von T(I,I) auch als Nutzen- und 
Kostenfaktoren auffassen. Dann gibt a EB b an, wieviel Nutzen bzw. Kosten bei a und b maximal 
entstehen, a ® b minimalen Nutzen bzw. Kosten, a 1\ b minimiert den Nutzen und maximiert die 
Kosten, a v b umgekehrt. 
Im übrigen können in T(L1) auch Konvexkombinationen gebildet werden wie in einem 
gewöhnlichen Vektorraum, d.h. 
A(X,y) + Il(x',y') = (AX + IlX', AY + Ily') fUT A+1l = 1. Fur A = j..L = 0.5 entspricht das einer 
Mittelwertbild ung. 
2.3 Der Bilattice Dn 
Als nächstes betrachten wir den Bilattice der Default-Logik, D1 und seine Verallgemeinerung 
auf n-1 Defaultwerte, dargestellt in Abbildung 2 . 
Es ist auch hier nicht zwingend, ,je" als ,,knowledge" zu interpretieren. x 5:k y kann hier auch 
aufgefaßt werden als "y dominiert X". Urteile von Agenten können in einer entsprechenden 
Hierarchieebene eingeordnet werden und bei der Verknupfung mit EB wird der Wen der höchsten 
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Hierarchieebene angenommen, auf der ein Urteil vorliegt. Uneile "mederer" Ebenen werden 
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Abbildung 2. Die Bilattices D1 und Dn• 
2.4 Distributivität 
Sei (V,u,n) ein Verband. V heißt distributiv :~ für alle a. b, cE V gilt 
(aub)nc = (anc)u (bnc) und cn (aub) = (cna)u (cnb), 
Sei '13 = (B, 1\, V, ®, $) ein Prd - BiIattice. '13 heißt ' 
t - distributiv :~ (B , 1\, v) distributiv, 
k - distributiv :~ (B, ®, $) distributiv, 
kreuzweise distributiv :~ 1\ und verfüllen die Distributivgesetze mit ® und $ , 
distributiv :~ '13 t-, k- und kreuzweise distributiv. 
2.5 Lemma 
In einem distributiven Bilattice gilt: 
i) false ® true = unknown, false e true = both, 
ü) both 1\ unknown = false, both v unknown = true. 
In einem distributiven Bilattice sind z.B. Minirnum- und Konsensbildung vertauschbar. 
ist distributiv. Der wesentliche Unterschied zwischen distributiven und nicht-distributiven 
Bilattices besteht darin, daß es durch die Operatoren EI:) oder ® in einem distributiven Bila ' 
nicht möglich ist, widersprtlchliche Ansichten zu eindeutigen Antwonen zu verknupfen. Bei 
Konsensbildung in T(I,I) entsteht im Falle widersprechender Ansichten stets das Ergebnis' 
"unentschieden": (x 1 ,0) ® (0,Y2) = (0,0). 
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In On entscheidet bei der Verknüpfung mit EB das Urteil auf höherer Ebene: 
dfk ® dtl = dt!, falls k < l. 
2.6 Die Bewertungsfunktion 
Die Bewenungsfunktion skaliert die Wahrhenswerte eines Bilattices auf Wene zwischen -1 
(ablehnen) und + 1 (zustimmen), bzw. berechnet die Differenz zwischen Nutzen und Kosten . Zur 
Definition verwenden wir die sogenannte Höhenfunktion in Verbänden (siehe [BIR67]) . 
Definition 2.6.1 Höhe 
Sei 13 = (B. /\, v, ®, 67) ein Bilattice, xE B. 
hl'() :=sup #{K/ K t-Kette zwischen/und x} t-Höhe von x. 
h,(B) := h,(t) heißt i-Höhe von 13. 
Definition 2.6.2 Bewertungsfunktion 
i) Sei 13 = (B. /\, v, ®, 67) ein endlicher Bilattice. 
y: B --1 [-1,1 J 
htfx) - htf-,x) 
htfB) 
heißt Bewertungs/unktion. 
ii) In T([O,1J,[O,lJ) sei die Bewertungsjunktion durch 
y(x.y) = x-y erklärt. 
Man rechnet leicht nach, daß die Definition der Bewertungsfunktion in T(I,!) die natürliche 
Fortsetzung vom endlichen zum unendlichen Fall ist, d.h. es gilt 
2.7 Lemma 
In T(I,I) mit endlichem I ={ L, L , ... ,1 } ist "«x,y) = x-y. 
n n 
3 Beispiele 
3.1 Das Szenario 
o 
Wir betrachten eine Gruppe j[ von Agenten und eine (endliche) Menge S von Situationen und 
die Aufgabe der Agenten, sich in einer gegebenen Situation So auf eine Folgesituation F(sO) zu 
einigen. Sei 13 = (B, /\, v, ®, ffi) ein Bilattice. Jeder Agent gibt zu jeder möglichen Folgesituation 
einen Wen xE B an, der seine. Präferenz bezuglich der Folgesituation angibt. Diese 
Einschätzungen notieren wir für die Agenten Al,A2, ... als Funktionen 7ti : S x S --1 B (i=1,2, ... ). 
Die Koordinierungsfunktion coord: S --1 25 gibt in Abhängigkeit von den Präferenzen der 
einzelnen Agenten an, was aufgrund ubergeordneter Kriterien oder Maßstäben als Folgesituation 
in Frage kommt. Im allgemeinen wird sich keine eindeutige Folgesituation finden lassen. 
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3.2 Beispiel: "Veto" 
Soll das Uneil eines bestimmten Agenten dann zum Tragen kommen, wenn er ablehnt. 
aber nicht, so läßt sich das in T([O,l],[O.1]) ausdrücken durch 
kOk«xa'Ya),(xk,yk) ) = (xa'Ya) 1\ «xk,Yk) v (l-Yk,l-xk»' 
Hierbei bezeichnet (xa,Ya) das Ergebnis ohne Agent k, und (xk,Yk) das Urteil des Agente: 
Man sieht, daß, wenn in (xk,Yk) der Wen Yk = 0 ist, kOk«xaSa),(xkSk) ) = (xaSa) ist, d.h. der 
unverändert ist, wenn aber (xk'Yk) = (0,1) ist, ist kOk«xa'Ya),(xk,Yk» = (0,1). 
Die Abbildung (x,y) -1 (l-y,l-x) wird Conflation genannt. Es ist die analoge Operation 
Negation in der k - Dimension. 
Ein Veto kann eingesetzt werden, wenn Constraints formulien werden sollen, um besüm 
Zustände zu verbieten. In [ShT92] werden mit Constraints soziale Gesetze formuliert, wod 
bestimmte Folgezustände ausgeschlossen werden. 
Werden zum Beispiel fur die Situation So und die Folgesituationen s I und s2 von den Agl 
Al und A2 die Werte der unten angegebenen Tabelle angegeben, dann sind bei der Kosten· 
Nutzenrechnung sl und s2 gleich günstig oder ungünstig, wie sich durch Berechnung von 
)'(O.5rt 1 (so,s 1)+ 0.5rt2(so,S 1» und y( O.5rt 1 (SO,S2)+ O.5rt2(SO,s2» ergibt. 
Durch eine Gesetzgebung 1t(}, die (so,s 1) ausschließt, bleibt jedoch nur S2 übrig. 
rtl rt2 rra 
(sO's 1) (0.6,0.2) (0.2,0.5) (sO,sl) (0,0) 
(So,s2) (0.5,0.1) (0.1,0.4) (SO,S2) (0,1 ) 
- - - - - -
_ L.. __ 
Abbildung 3. Urteile von Agenten 
Mögliche Koordinierungsfunktion ist hier 
s -1 {t E SI y (kOk( Mittelwen (rt 1 (s,t),rt2(S,t», 1t(}(s,t) ) ) ~ 0 maximal}. 
Es ist wichtig, daß die Bewenungsfunkion einen positiven Wert anzeigt, denn sonst wird 
entgegen ablehnender Beurteilung gehandelt. In diesem Fall ist coord(s) = C/). 
Es ist klar, daß auch durch derartige "Gesetze" die Nachfolgesituation nicht immer eindei 
ist. 
3.3 Beispiel: Bücherkauf 
Wir denken uns ein Forschungsinstitut, das Bucher beschaffen will. Es bestehe aus drei 
Abteilungen, wovon eine ein neu eingerichteter Sonderforschungsbereich sei. Dann kann m 
der Bucherbeschaffung wie folgt vorgehen: 
- Innerhalb der einzelnen Gruppen ({ Al ,A2,A3 }, {A4,A5} und {~,A7}) wird der 
Minimalkonsens gebildet. 
- Können sich die bei den "alteingesessenen" Abteilungen ({ Al ,A2,A3) und {~.A5 j)nic' 
eindeutig äußern, wird ein Buch (tendenziell) nicht beschafft. 
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- Die Voten der beiden alterngesessenen Abteilungen werden um den Faktor 0.8 verringert. 
Das Votum des Sonderforschungs bereichs ( {~,A7}) wird nicht verringert. 
Die Situation bestehen in diesem Fall aus Mengen von Büchern, die vorhanden sind. 
Insbesondere ist So die Situation, daß kein Buch vorhanden ist (jedenfalls kern neues). Wir wollen 
uns bei den Nachfolgesituationen auf diejenigen beschränken, die s ich von der vorhergehenden 
höchstens durch ein Element unterscheiden (d.h. höchstens ein Buch wurde gekauft). 
Als Koordinierungsfunktion läßt sich aus den obigen Kriterien die in Abbildung 3 gezeigte 
Funktion F konsrruieren. 
I w·",,, & .. "" ..... 
I ~ ,~ Ä.'5' '- "'-. / 
\ : 
I \ 
/ ''- . 
,,'" 1',' . 
Abbildung 4. Graphische DarsteUung von F 
Die Bewertung einer Folgesituation durch die Teilnehmer hängt nun davon ab, welches Buch 
beschafft wird. Angenommen, die einzelnen Personen geben fur die verschiedenen BUcher die 
folgenden Werte an: 
1ti (s,t) Al A2 A3 A4 As A6 A7 
bl E t 0,0) (1,0) (1,0) (0.7,0) (0.9,0) (0,0.7) (0,0.8) 
b2 E t (0.7,0) (0,0.9) (0,0) (0,1 ) (0,0.9) (1,0) (l,0) 
b3 E t (0,1 ) (0,0.5) (0,0.1) ( 1,0) (1,0) (0,1) (0.5,0) 
Hierbei gehen WIr (der Einfachhett halber) davon aus, daß das Urteil mcht davon abhängt, 
welche B Ucher schon da sind. Es ergeben sich die folgende Werte: 
A l®Ai8lA3 A4®AS 0.8*«Al ®A2®A) A7®Ag 0.8* «Al ®A2®A3) t\ 
t\ (A4®AS)) (~®AS) )61 (A7®Ag) 
bl E t (1,0) (0.7,0) (0.56,0) (0,0.7) (0.56,0.7) y= -0.14 
b2 E t (0,0) (0,0.9) (0,0.72 (1,0) (1,0.72) y= 0.28 
b3 E t (0,0.1 (1,0) (0.8,0.08) (0,0) (0.8,0.08) y= 0.72 
Wird coord(s,t) = {t E S, t ~ si )'(F(s,t)) 2 ° maximal} gewählt, ergibt sich fur So = (/) 
s 1 = {b3}' s2 = {b2, b3}' s2 hat keine Folgesituation. 
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Ist dieses Verfahren in der Agentengesellschaft bekannt, müssen die einzelnen Gruppen 
versuchen, sich untereinander zu einigen, da ihr Votum sonst quasi verfällt. Außerdem müssen 
Werte sorgfältig abgewogen werden, um ein zufriedenstellendes Resultat zu erhalten. 
Beschränkt man sich bei den Urteilen auf die Werte "ja", "nein" und "unentschieden", ka 
man auch die Urteile der Gruppen in geeigneter Weise in einen hierarchischen Bilattice (On) 
einbetten. Nach der Konsensbildung innnerhalb der einzelnen Gruppen kann man z.B. die 
Ergebnisse der ersten beiden Gruppen auf die erste Stufe in O2 abbilden und mit 1\ verknüpfl 
das Ergebnis der Einigung im Sonderforschungsbereich auf die zweite Stufe abbilden und d 
die Verknüpfung mit ffi bilden. Sofern dann im Sonderforschungsbereich eine einhellige Me 
gebildet wurde, wird diese vorgezogen, anderenfalls bestimmen die anderen beiden Gruppen 
Entscheidung. Hinter dieser Verknüpfungsweise steht eine andere Strategie als im obigen 
Beispiel. 
4 Schlußbemerkung und Ausblick 
Bilattices sind anschauliche, flexible Strukturen, durch die fehlende und widersprüchliche 
Informationen sichtbar gemacht werden. Sie bilden einen Rahmen, unterschiedliche Voten v 
Agenten auf verschiedene Weise zu verknüpfen, vor allem, wenn unterschiedliche Infonnie 
unterschiedliche Funktionen von Agenten oder hierarchische Strukturen vorliegen. Eine Vie 
von Verknupfungsmöglichkeiten arithmetischer und logischer An ergibt sich einerseits durch, 
Wahl von Koordinierungsfunktionen, die stückweise zusammengesetzt werden können und 
andererseits in der Wahl verschiedener Bilattices. 
Die Koordinierungsfunktionen können zwischen der Gleichbehandlung aller Voten und 
Hierarchiebildung ausbalanciert werden. wobei -wie beschrieben- auch Gruppen gebildet w 
können. Hier bietet sich eine inkrementelle Vorgehensweise an, wobei die Bilattice - Opera 
eine Art Bausteine bilden. Der Einsatz in den verschiedenen Anwendungsbereichen der VKI 
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Übersicht 
Um eine domänenunabhängige Theorie von interagie-
renden, autonomen Agenten zu schaffen, zielt tlie aktu-
elle VKI-Forschung auf die Definition abstrakter Agen-
tenmodelle ab. Sie erlaubt die Formalisierung von Ko-
operationsstrategien und Multi-Agenten Inferenzmecha-
nismen . Um die Autonomität eines Agenten durch glo-
bale Verwaltungs- und Kontrollmechanismen nicht zu 
beeinträchtigen, sollen Agenten über Schlußfolgerungen 
und Begründungen anderer Agenten verfügen können. 
Diese Anforderung erfüllen verteilte Begründungsver-
waltungssysteme. Wir stellen hier ein solches Verteil-
tes Begründungsverwaltungssystem (DTMS)l vor und 
führen zentrale Definitionen für Konsistenz in einem 
~fulti-Agenten Szenario ein. 
Einleitung 
Die bisherige Forschung auf dem Gebiet der Verteilten 
Künstlichen Intelligenz (VKI) führte zu einer breiten 
Vielfalt von Anwendungen, die durch autonome, lose zu-
sammenhängende Problemlösungskomponenten gekenn-
zeichnet sind. Jeder einzelne Knoten, oder Agent, ist. u.a. 
ausgestattet mit individueller Problemlösungsexpertise. 
VKI-Anwendungen umfassen einen weiten Bereich von 
Kooperierenden Expertensystemen über Verteiltes Pla-
nen bis hin zu Computergestützter Gruppenarbeit. Um 
eine domänenunabhängige Theorie von interagierenden, 
autonomen Agenten zu schaffen, zielt die aktuelle VKI-
Forschung auf die Definition abstrakter Agentenmodelle 
ab, die die Formalisierung von Kooperationsstrategien 
und Multi-Agenten Inferenzmechanismen gestattet. 
Die Anforderungen an Multi-Agenten Inferenzmecha-
nismen sind vielfältig. In den meisten Fällen ist es nicht 
erwünscht, die Autonomität der Agenten durch eine glo-
bale Kontrollstruktur einzuschränken, die die Verwal-
tung aller Inferenzen und Regeln verschiedener Agenten 
übernimmt. Gründe werden ausführlich in [3] diskutiert. 
Vielmehr verlangen wir, daß die Agenten aut.onom In-
ferenzen herleiten können und zwar auf der Grundlage 
I eng!. Distributed Truth Maintenance System 
eigenen und fremdpn Wissens. 
Diese Anforderung wird durch verteilte 
verwaltungssyst.eme erfüllt. Sie erweitern 
Begründungsverwaltung auf Multi-Age 
Das DTMS muß dabei einen bestimmten 
sistenz der Schlußfolgerungen eines ~1uII 
ferenzprozesses gewährleisten . Verschied 
Konsistenz werden später in diesem A 
Eine weitere wichtige Aufgabe des 01 
der Bereitstellung von Informationen 
dule des Agenten . Z.B. kann eine Inferei 
Mehrfachberechnungen vermeiden und eil 
onseinheit kann Kooperationsprozesse 
len, konsistenten Zustand der Wissensb 
Das hier vorgestellte DTMS basiert auf 
Wir glauben, ein JTMS ist für unsere Z' 
eignet als ein ATMS aus folgendem Grun, 
eines Agenten, d .h. seine Annahmen, P( 
geln, werden während eines Multi-Agen, 
zesses sehr umfangreich. Das ATMS m 
tretenden Kontexte berechnen . Die schnel 
des ATMS wird daher überschattet von 
tiellen Verhalten des Markierungsalgorit 
In diesem Aufsatz erweitern und modi 
in [1] vorgestellte DTMS. Hier werden 
keiten aussagen logisch dargestellt . Es b 
vollständigen Markierungsalgorithmus 
toren von (1) definieren "shared beliefs" 
Stufen von Konsistenz in einem Multi-Agl 
ein. Wie wir aber später sehen werden" 
Ansatz ein Agent über einen anderen. 
minieren, obwohl er weniger Information 
len Fällen geht so wichtige Information 
Agenten in einem Multi-Agenten Inferen: 
loren. 
Unsere Definitionen von Konsistenz gar 
breitung von Information zu allen relev, 
weil sie Beliefs mit den dazugehörigen 
berücksichtigt. Wenn später ein Agent 
für ein erworbenes Belief falsifiziert , kann 
der das Belief ursprünglich bewiesen h 
neute Beweisfindung einbezogen werden. 
Wir modellieren Datenabhängigkeiten in 
'Ik Erster Stufe Re~eln und Beliefs . die bereit.s inferiert 
vurden. werden \'on einem Prolog .\Ieta Interpret.er aus-
,rewertet . 
Das DT\!S ist durch die folgenden Punkte gekennzeich-
net: 
• Erhaltung eines konsistenten Zustandes von Schluß-
folgeru ngen. 
'Nenn die Wissensbasis verändert wird, erfordert 
wegen der Aufzeichnung von Datenabhängigkeiten 
die Wiederherstellung von Konsistenz nur wenig 
Rechenaufwand . 
• Datenabhängigkeiten werden in Prädikat.enlogik 1. 
Stufe statt in Aussagenlogik ausgedrückt .. 
• Explizite Repräsent.ation von Beweisen gest.at.tet ein-
fache Generierungen von Erklärungen. 
• Schnittstelle zum Austausch von Schlußfolgerun-
gen, Daten und Beweisen zwischen Agenten. 
• Meta-level Prädikate unterstützen den Ent.wurf von 
klar spezifizierten, autonomen Agenten. 
Durch sie können dynamische Ziele, auf die die Be-
gründungsverwaltung angewendet werden soll und 
statische Ziele, unterschieden werden. 
• Das DTMS ist eine Erweiterung von konventionel-
len TMS und nicht auf das Einsatzgebiet VKI be-
schränkt. 
Terminologie 
Eine DTMS-Anfrage bewirkt die Int.erpretation einer 
endlichen Menge von Horn-Klauseln 2 . Wir teilen diese 
Menge in zwei disjunkte Mengen ein: Die Menge der 
(dynamischen) Rechtfertigungnen :f,J und die Menge 
der statischen und System-Prädikate S. Beim Aufruf er-
stellt oder modifiziert das DTMS Beliefs. Informell ist 
ein Belief eine atomare Formel, der 4 Attribute zuge-
ordnet werden: 
• Status: eins der Symbole in oder out 
• Constraint: eine Formel!. Ordnung in Konjunkti-
ver Normal Form 
• Support: eine Liste atomarer Formeln 
• J( onsequenzen: eine Liste atomarer Formeln 
1In diesem Aufsatz benutzen wir die Notation für logisches 
Programmieren wie in [7] eingeführt 
J Eine Rechtfertigung ist eine Klausel mit nicht leerem Rumpf. 
Eine Rechtfertigung mit dem Symbol true als Rumpf ist eine 
Prämi:J en- Rech tfertigu ng 
Das Statlls-Feld kennzeichnet, ob das Atom mit J en 
mentanen Klauseln beweisbar ist (in bzw out) . 
Formel in ConstrUlnt kann als Grund für diese Zu 
sung angesehen werden. Die Felder Support und [{o 
quenzen bezeichnen die Abhängigkeiten des Atoms l 
der momentanen Menge von Beliefs. 0 h, f: onstq 
zen repräsentiert gen au die Beliefs, die neuberecl 
werden müssen, wenn der Status wechselt. In der 
deren Richtung bezeichnen die Elemente von Sup 
die Beliefs, die zur Berechnung des Status ' des At 
- zur Anwendung kamen . 
Diese Begriffe werden im folgenden genauer definie 
Definition 1 Sei A eine endliche Jfenge pOSltlvO 
terale, C(A) deren Potenzmenge und .:F(.A) die ,'vi 
aller Formeln, die aus Elementen von A gebildet we 
können. Ein Zustand I{I is a 4- Tapell{l = (A, jJ , LI, t 
daß 
1. '\:A-{in,out} 
2. jJ : A - .F(A) 
3. 1/ : A - C(A) 
.(. ~ : A - C(A) 
Definition 2 Sei 6 = {VI/tl,"', vn/t n } eine 5u, 
tution und j eine Rechtfertigung. Dann ist j9 eine 
stanz von j, wenn alle Vorkommen der Variablen I 
j gleichzeitig ersetzt werden durch den Term tj (i 
. ", n). 
Definition 3 Sei I{I = ('\, J.l, I/,~) ein Zustand an 
eine Instanz einer Rechtfertigung mit dem Kopf h9 
Rumpf b9 . Sei P eine Menge von Programmklaw 
Dann ist j9 
1. gültig (bzgl. I{I), wenn 6 eine korrekte A ntwl 
ubslitution für P u {b} ist4 . In diesem Fall gih 
jedes positive Literal p von b9 , '\(p) = in una 
jedes positive Gegenstück eines negativen Liten 
von j9, A(n) = out. Wir sagen, j9 rechtfertigt ~ 
2. ungültig (bzgl. I{I), wenn 6 keine korrekte 
wortsubstitltlion für PU {b} ist. In diesem Fall 
es entweder ein positives Literall von b9 mit A( 
out, oder ein positives Gegenstück eines negal 
Literals 11Ion b9 mit .A(I) ='. in. Wir sagen, I J 
fiziert j9. 
• D.h., 't( bOl ist eine logische Folgenmg von P. 
~Ik Erster Stufe Re~eln llnJ Beliefs, Jie bereit.s inferiert 
wurden, werden von einem Prolog \Iet.a Interpreter aus-
;ewertet . 
Das DT\IS ist durch die folgenden Punkte gekennzeich-
net: 
• Erhaltung eines konsistenten Zustandes von Schluß-
folgerungen. 
Wenn die Wissensbasis verändert wird, erfordert 
wegen der Aufzeichnung von Datenabhängigkeiten 
die Wiederherstellung von Konsistenz nur wenig 
Rechenaufwand. 
• Datenabhängigkeiten werden in Prädikat.enlogik 1. 
Stufe statt in Aussagenlogik ausgedrückt. 
• Explizite Repräsentation von Beweisen gest.at.tet ein-
fache Generierungen von Erklärungen. 
• Schnittstelle zum Austausch von Schlußfolgerun-
gen, Daten und Beweisen zwischen Agenten. 
• Meta- Level Prädikate unterstützen den Ent,wurf von 
klar spezifizierten, autonomen Agenten. 
Durch sie können dynamische Ziele, auf die die Be-
gründungsverwaltung angewendet werden soll und 
statische Ziele, unterschieden werden . 
• Das DT~1S ist eine Erweiterung von konventionel-
len TMS und nicht auf das Einsatzgebiet VKI be-
schränkt. 
Terminologie 
Eine DTMS-Anfrage bewirkt die Interpretation einer 
endlichen Menge von Horn-Klauseln2 , Wir teilen diese 
Menge in zwei disjunkte Mengen ein: Die Menge der 
(dynamischen) Rechtfertigungnen .J, 3 und die Menge 
der statischen und System-Prädikate S. Beim Aufruf er-
stellt oder modifiziert das DTMS Belie/s . Informell ist 
ein Belief eine atomare Formel, der 4 Attribute zuge-
ordnet werden: 
• Status: eins der Symbole in oder out 
• Constraint: eine Formel 1. Ordnung in Konjunkti-
ver Normal Form 
• Support: eine Liste atomarer Formeln 
• Konsequenzen: eine Liste atomarer Formeln 
2ln diesem Aufsatz benutzen wir die Notation für logisches 
Programmieren wie in [7] eingeführt 
3 Eine Rechtfertigung ist eine Klausel mit nicht leerem Rwnpf. 
Eine Rechtfertigung mit dem Symbol true als Rwnpf ist eine 
Prämiun-Rechtfertigung 
Das Status-Feld kennzeichnet, ob das .\tom mit J en I Il(}-
mentanen Klauseln beweisbar ist (in bzw out). Dip 
Formel in Constraint kann als Grund für diese ZU\\'~l­
sung angesehen werden. Die Felder Support lind !\'o rw;-
quenzen bezeichnen die Abhängigkeiten des .\toms bz~l. 
der momentanen Menge von Seliefs. D .h " KonseqllfTl-
zen repräsentiert genau die Seliefs, die neuberechner 
werden müssen , wenn der Status wechselt. In der an-
deren Richtung bezeichnen die Elemente von Support 
die Beliefs , die zur Berechnung des Status' des Atoms 
- zur Anwendung kamen. 
Diese Begriffe werden im folgenden genauer definien 
Definition 1 Sei A eine endliche .!rIenge positiver Li-
terale, .c(A) deren Potenzmenge und F(A) die .'vlenge 
aller Formeln, die aus Elementen von A gebildet werden 
können. Ein Zustand 'li is a 4- Tupel 'li = p, p, LI, 0 50 
daß 
1. ~:A - {in, out} 
2. fJ : A - F(A) 
3. LI: A - .c(A) 
4. ~:A -.c(A) 
Definition 2 Sei () = {vI/tl, " " vn/t n} eme Substi-
tution und j eine Rechtfertigung. Dann ist je eine In-
stanz von j, wenn alle Vorkommen der Variablen Vi in 
j gleichzeitig ersetzt werden durch den Term ti (i = I, 
. ", n). 
Definition 3 Sei 'li = (~, fJ, LI, {) ein Zustand und ji 
eine Instanz einer Rechtfertigung mit dem Kopf he und 
Rumpf b,. Sei P eine Menge von Programmklausdn. 
Dann ist je 
1. gültig (bzgl. 'li), wenn () eine korrekte Antworts-
ubstitution für P U {b} ist4 . In diesem Fall gilt flir 
jedes positive Literal p von be, A(p) = in und für 
jedes positiTle Gegenstück eines negativen Literals n 
von je, A(n) = out. Wir sagen, je rechtfertigt he· 
2. ungültig (bzgl. 'li), wenn () keine korrekte A n/-
wortsubstitution für PU {b} ist. In diesem Fall gibt 
es entweder ein positives Literall von b, mit A(l) = 
out, oder ein positives Gegenstück eines negatIVen 
Literals I von b, mit A(I) =: in. Wir sagen , I falsi-
fiziert je. 
4D.h., "'(bO) ist eine logische Folgerung von P. 
Beispie l 1 S'u ~ = { 1l (2), b(2), c(2) , d(2) } mit 'x (a( '2)) = 
'x (d(2)) = in lin d ,\ (b(2)) = ,\( c(2)) = out . Wl. it cr· lta-
6f n wir ,iru Ruhlfer/l'l ungtn )1. rl (X) -- (1( .\"), -,& (:\) . 
)2. d( X ) - (1( :\ ),&( :\ ) und )3: c(X ) ~ rl ( X ). Dann 
ist die In stan:: ro n j 1{ X/ 2} gültig, aber &( 2) fal.~ ifi:lC rt 
j2{ x j'2} . 
Definition 3 ve rallgemeinert die Definition einer aus-
sagenlogischen Rechtfertigung auf den prädikatenlogi-
schen Fall. Somit repräsentiert eine Rechtfertigung in 
Prädikatenlogik 1. Stufe die ~1enge aller Instanzen ei-
ner Rechtfertigung. 
Um jetzt den zentralen Term Konsistenz einzuführen. 
benötigen wir weitere Definitionen . 
Definition 4 Sei 'l1 = (,x , 1-', v , 0 ein Zustand lind sei 
h , . .. , jn eine .'.1 enge von Rechtfertigungen mit alle dem 
gleichen Prädikat a als Kopf, Falls jede Rechtfertigung 
ji falsifiziert wird von einem bj, so bezeichnen wir die 
Menge {bi ," ·, bn } mit inval (a). 
Definition 5 Sei p ein Prädikat und .:J eine Menge 
von Rechtfertigungen. Die Definition einer Rechtfer-
tigung (geschrieben def (p») ist die Disjunktion alieT' 
Rümpfe von Klauseln von .J mit demgleiclten Prädikat 
p im Kopf, 
Definition 6 Sei c eine f( onjunktion von atomaren For-
meln al, . . . , an . Da'{ln bezeichnet [cl die Menge von Ato-
menal, "' ,On ' 
Definition 1 Sei 'l1 = (,x , I-', v,~) ein Zustand. con (a) 
ist die Menge von Atomen, deren Elemente die Atome 
c E A sind, so daß a ein Element von v( c) ist. 
Definition 8 Sei 'l1 = (,x, 1-', v,~) tin Zustand und P = 
.:J u S die Vereinigung von disjunkten Mengen von Pro-
grammklauseln. 'l1 ist konsistent, wenn folgende Be-
dingungen gelten: 
1. wenn 'x(ae) = in, dann gilt entweder 
(a) es gibt ein j E .J so daß j, rechtfertigt a,. In 
diesem Fall I-' = b" v = [b,]. ~ = con( a,) oder 
(b) 8 ist eine korrekte Antwortsubstitution Su {(J}. 
In diesem Fall, I-' = system5 , v = [system], ~ = 
con(ae) . 
5D .h., das Symbol ~y~tem im Supportfeld kennzeichnet, daß 
der Beweis mit Regeln geschah, auf die keine Begründungsver-
Wa!tWlg angewendet wird 
2. wt:nn ,X ( (I~ ) = out , dann ist B ke lnt 
worlsub8tztution VOTI Pu {(I }. We n 
finitioTi f11'1' a gibt , daTin 1I = cn/(: 
v = inval(a ), ~ = con(aB). In alh n. 
I-' = syst em , v = [s ystem], ~ = con( 
3. es gibt keine Folg e (ao, ... , an) mit 
A , so daß !l o = !ln und für i = 1, . 
und a j _1 ist In I-' (aj ). 
Definition 8 impliziert einige erwähnens 
Bedingung 3 verhindert zyklische Abhän . 
Support-Feld von in-Beliefs um so die 
hei t zu garantieren . Wei terhin beinhaltet 
ter Zustand von Beliefs die korrekte Zuwe 
sehen Zuständen zu atomaren Formeln UR 
Verkettung der Beliefs in Übereinstimmu 
gisehen Abhängigkeit.en . 
Beispiel 2 Der Zustand in dem Belspi 
tion 3 ist inkonsistent: Der Be/ief c(2) i$1 
Instanz j3{X/2} ist gültig. Somit ist Bedl 
Definition 8 verletzt. 
Um einen konsistenten Zustand von Beli 
sentieren , speichert Jas DTMS für ein A 
entsprechenden Werte von ,x , 1"I1 , ~ in d, 
ten status, constraint, support und 
ces von dtms ..node/6 7: 
dtms..node(datum,status,constraint, 
support,consequences,rule' 
Das Symbol true kann in Jem Supportrei 
in zwei Fä.llen auftreten: datUlll ist in un, 
tigt mit einer Prämisenrechtfertigung oder 
und die Rechtfertigung, die mit datum m 
haltet keine weiteren Unterziele. Z.B. die 
p - f ail, ist falsifiziert durch das Symb 
cnf(not(def(p)) = true ist das Supportrl 
p das Symbol true . 
Zusätzlich bezeichnet das Argument rub 
deutigen Bezeichner der Rechtfertigung, die 
dung des Supportfeldes benutzt wurde. 
Die allgemeine Darst.ellung von Rechtferti 
dtms.Iule (justitication, rule-id) 
6 cnf be-z:eichnet die Konjunktive No~ma! Fom ' 
Fonnel. 
7Das abstrakte ml\thematische Objekt Menge 
Prolog Objekt li.t repriisentiert . 
8 Die Beliefs true und !l1il sind in und out , &ber 
in dem DTMS repräsentiert 
Die Köpfe der Rec htfertil,;ungen definieren die Atome, 
auf Jie die Begriindungsverwaltung angewendet. wurde . 
Im Gegensatz zu herkömmlichen T\fS müssen diese Ziele 
also nicht explizit angegeben werden . 
Beliefs in dem DTMS 
Im folgendem betrachten wir eine :'fenge von DT:'fS, je-
des bezeichnet durch eindeutige DT~fS-Bezeichner . Je-
des DT:'fS beinhaltet statische Prädikate , lokale Recht-
fertigungen und seine eigenen Beliefs. Zusät.zlich kann 
ein DTMS Beliefs von anderen DT~lS erlJlaben oder 
Beliefs zu anderen DT~IS propagieren . Die nächsten De-
finitionen präzisieren diese Begriffe . 
Definition 9 Sei P eine Menge von Programmklause/n, 
6 eine lvI enge von Be/iefs und W = (A, jj, LI , 0 da Zu-
stand von B. Dann nennen wir das Tripel 0 = (P, B , W) 
ein DTMS . Der DTMS-Bezeichner 0 ist logisch äqui-
valent :u dem Symbol true . 
Definition 10 Sei V = {Ol = (PI, BI, Wt}, . ", On = 
(Pn, Bn, Wn )} eine Menge von DTMS. Eine positive 
dtms-rule von Pj ist fine Rechtfertig1lng der Form 
und eine negative dtms-rule ist von der Form 
wobei a eine atomare Formel und i E {I,· . . , n}, (i :f j). 
Die Definitionen 9 und 10 implizieren, daß die dtms-rule 
a +- Oj giil tig ist, wenn A( a) = in und die negative rule 
a +- ...,0i is gültig, wenn A(a) = out . 
Informell besagt eine dtms-rule folgendes: Ein Belief a, 
das von einem DTMS mit einer positiven dtms-rule her-
geleitet wurde, kann interpretiert werden als "I glaube 
an a, weil DTMS Oj es beweisen kann" und eine negative 
als "Ich glaube nicht an a, weil weder ich noch DTMS 
hj a beweisen können9 ." Somit repräsentiert eine dtms-
rule eine Inferenz in einem anderen Agenten . 
Beliefs können also wie folgt kategorisiert werden: 
Definition 11 Sei V = {Ol = (PI, BI , W I), " . ,On = 
(Pn, Bn, Wn )} eine Menge von DTMS. Ein Bdief bj E 
Bj, das das Atom Ij bezeichnet, ist 
9 Vorausgesetzt natürlich. daß das DTMS keine eigene gültige 
Rechtfertigung für <1 besitzt . 
DTMSI 
DTMS III 
Abbildung 1: Gemeinsame und wechselseitige Beliefs 
1. privat von Oj , wenn es kem Belief bj in Bj gibt , Sc 
daß li mit Ij unifiziert werden kann. (i f. j) . 
2. gemeinsam zu Oj und Oj, wenn es ein Be/ief bj 
in Bj gibt, so daß Ij mit Ij unifi:;iert werden kann , 
(i:f j). Der Status von bj kann unterschiedlich :u 
dem Status von bj sein. 
3. propagiert zu DTMS Oj, wenn Pj entweder eine 
positive dtms-rule der Form Ij - Oj oder eine nega-
tive dtms-nde der Form li - ...,0i (i :f i) beinhaltet . 
4. erworben von DTMS Oj, wenn Pi entweder eine 
positive dtms-ru/e der Form Ij - Oj oder eine nega-
tive dtms-rtl/e der Form Ij - ""Oj, (i f. j) beinhal-
tet. 
5. wechselseitig zu 0i und Oj, wenn bj propagiert ist 
zu Oj. 
Einen Belief zu propagieren bedeutet eine dtms-rule zu 
übergeben. D.h., das DTMS, das die dtms-rule erwirbt, 
kann mit ihr eigene, lokale Inferenzen herleiten. Insbe-
sondere kann das DTMS einen eigenen Belief erstellen 
mit demselben Atom und Status wie in dem propagie-
rendem DTMS. Deshalb sprechen wir von· dem Propa-
gieren von Behefs anstelle von Rechtfertigungen . 
Abbildung 1 zeigt ein Beispiel für Beliefs. Belief Q ist 
privat zu DTMS I, Belief S ist gemeinsam von DT~IS 
II und III und Belief R is wechselseitig zu I, II und UI. 
Oie Köpfe uer Rechtfe rtig ungen definieren die At.ome , 
ur J ie die Beg ründungsverwaltung angewendet. wurde. 
Im G gensatz zu herkömmlichen T\fS müssen diese Ziele 
also lIi cht e.x:plizit angegeben werden . 
Beliefs in dem DTMS 
Im folgendem betrach te n wir eine \fenge von DT\lS , je-
des bezeichnet durch eindeut ige DT\1S- Bezeichner. J e-
es DTylS beinhaltet statische Prädikate, lokale Recht-
fertigungen und seine eigenen Beliefs. Zusät.zlich kann 
ein DT~lS Behefs von anderen DT~lS erwerben oder 
Beliefs zu anderen DT~lS propagieren. Die nächsten De-
finitionen präzisieren diese Begriffe . 
Definition 9 Sei P ein e Menge von Programmklauseln , 
B eine Menge von Beliefs und W = (..\ , P , 1/,0 der Zu-
stand von B. Dann nennen wir das Tripel 0 = (P I B, w) 
f ln DTMS. Der DTMS-Bezeichner 0 ist logisch äqui-
valent zu dem Symbol true . 
Definition 10 Sei D = {Ol := (P1IBI,wd," ' ,on = 
(Pn,Bn, Wn)} eine Menge von DTMS. Eine positive 
dtms-rule von Pj Ist eine Rechtfertigung der Form 
und eine negative dtms-rule ist von der Form 
wobei a eine atomare Formel und i E {I, . . . ,n}, (i :/: j) . 
Die Definitionen 9 und 10 implizieren, daß die dtms-rule 
a - Oi gültig ist, wenn ..\(a) = in und die negative rule 
a - -'Oi is gültig, wenn ..\(a) = out. 
Informell besagt eine dtms-rule folgendes: Ein Belief a, 
das von einem DTMS mit einer positiven dtms-rule her-
geleitet wurde, kann interpretiert werden als "I glaube 
an a, weil DTMS Oi es beweisen kann" und eine negative 
als "Ich glaube nicht an a, weil weder ich noch DTMS 
Oi a beweisen können 9 ." Somit repräsentiert eine dtms-
rule eine Inferenz in einem anderen Agenten . 
Beliefs können also wie folgt kategorisiert werden: 
Definition 11 SeiD = {Ol:= (P1,BI,wd"' Ion 
(Pn , Bn , Wn)} eine Menge von DTMS. Ein Bdief bi E 
Bi, das das Atom li bezeichnd, ist 
9 Vorausge~etzt natürlich. daß das DTMS keine eigene gültige 
Rechtfertigung für Cl be~itzt. 
DTMS III 
Abbildung 1: Gemeinsame und wechselseitige Beliefs 
1. privat von Oi, wenn es kein Belief bj in Bj gibt, so 
daß Ij mit Ij 1mifiziert werden kann . (i :j:. j). 
2. gemeinSAm zu Oj und Oj, wenn es t in Belief bj 
in Bj gibt , so daß Ij mit Ij unifi::iert werden kann , 
(i :/: j) . Der Status von bj kann untenchiedlich :u 
dem Status von bj sein. 
3. propagiert zu DTMS Oj, wenn Pj entweder eine 
positive dtms-rule der Form li <- 0i oder eine nega-
tive dtms-rlile der Form Ij <- -'0i (i :j:. j) beinhalt et. 
4. erworben von DTMS Oj , wenn Pi entweder eine 
positive dtms-ru/e der Form Ij <- Oj oder eine nega-
tive dtms-n,/e der Form Ij <- -,Oj , (i :j:. j) beinhal-
tet. 
5. wechselseitig zu 0i und Oj, wenn bj propagiert ist 
zu Oj. 
Einen Belief zu propagieren bedeutet eine dtms-rule zu 
übergeben. D.h" das DTMS, das die dtms-rule erwirbt, 
kann mit ihr eigene, lokale Inferenzen herleiten. Insbe-
sondere kann das DTMS einen eigenen Belief erstellen 
mit demselben Atom und Status wie in dem propagie-
rendem DTMS. Deshalb sprechen wir von· dem Propa-
gieren von Beliefs anstelle von Rechtfertigungen. 
Abbildung 1 zeigt ein Beispiel für Beliefs. Belief Q ist 
privat zu DTMS 1, Belief S ist gemeinsam von DT~tS 
11 und III und Belief R is wechselseitig zu I, II und III . 
Viele Fra.gen treten a.llf, wenn wir DT~lS hetrachten, 
die ihre Beliefs propagieren können. Wir disklltieren sie 
in dem Ilächsten Abschnitt, wenn wir Begriffe für Kon-
sistenz in verteilten Szenarien einführen . 
Konsistenz 
Definition tO zusammen mit Definition 8 erlaubt uns 
die Konsistenz eines DTMS zu definieren. Informell ist 
ein DTMS lokal konsistent, wenn seine privaten lind er-
worbenen Beliefs konsistent bzgl. der Menge seiner Pro-
grammklauseln ist. 
Definition 12 Sei {01, . .. , On} eine Menge von DTMS. 
Das DTMS 0; = (P, B, I{I) ist lokal konsistent, Wfnn 
sein Zustand I{I konsistent ist. 
Definition 13 Sei V = {Ol = (P l ,Bl,I{It},"',On = 
(Pn, Bn, I{In)} eine Menge von DTMS. V is beweiskon-
sistent, wenn die folgenden Bedingungen gelten: 
1. Jedes DTMS 0; E V ist lokal konsistent. 
2. Wenn ein Belief bEB; propagiert ist zu DTMS 
Oj(i i= j), dann smd alle Vorfahren !t" " ,/m von 
b entweder propagiert zu DTMS Oj oder erworben. b 
und das erworbenene Gegenstück in DTMS Oj sind 
entweder beide in oder beide out. 
3. Ein erworbenes Belief bi E Bi ist nicht propagi'ert. 
4. Es gibt keine Menge von Beliefs (bo, "" bn ) E BI U 
... U 8 n , so daß bo = bn und für i = 1, ... , n, gilt 
entweder 
(a) '\(bi ) = in und bi-l ist in J.1.(bi) 
oder 
(b) es gibt ein k so daß bi-l E Bk und 0k E J.1.(b;). 
Definition 13 erlaubt die unterschiedliche Markierung 
von gemeinsamen Beliefs. Bedingung 4 garantiert die 
Wohl- Fundiertheit der wechselseitigen Beliefs. 
Beispiel 3 Seien V = {Ol = (PI ,BI, I{I d, 
02 = (P2, 82, 1{12)} zwei DTMS mit 
PI = {b-a,a- 02} 
B l = {b, a} mit '\(b) = '\(a) = in, v(b) = (I, ~(b) = {} 
und v(a) = 02, ~(a) = b. 
P2 = {a - b, b - od 
B2 = {b,a} mit '\(b) = '\(u) = in, v(u) = b, ~(u) = {} 
und v(b) = 0\. ~(b) = a. 
Wir nehmen an , daß Bdlef b von 01 ;u 6~ 
02 .::u 01 propagiert smd. {Ol, 02} .sind nicht 
stent, wnl die Wo/tl-Fllndicrtltcltsbedingun f 
Aber jedes em::elnf DT.US Ist lokal konSlSl1 
note 12). 
Beachte, daß ein Belief nur einmal in deo 
pagiert sein kann. D.h ., ein DTMS kann 
propagieren, daß es bereits von einem an 
erwor ben hat. Auf der anderen Sei te kön 
viele DTMS denselben Belief erwerben. 
Dieses Konzept definiert klar einen konsl 
stand von wechselseitig abhängigen Beliefs 
schiedenen Agent.en. Dieser Zllstand ist du 
tausch von Schlußfolgerungen rmd deren B, 
gekennzeichnet. Dadurch wird gewährleist, 
mationen, die zur Falsifizierllng oder Vali, 
Beliefs relevant sind, zu allen betreffenden 
pagiert werden: Da ein DT!v1S die Begrü 
erworbenen Beliefs kennt , kann es das el 
DTMS informieren, wenn eine Begründung 
Ein DTMS wird dabei nicht mit Informati, 
da nur eine minimale Repräsentation der (I 
renzen nötig ist . Dies wird in dem folge 
deutlich. 
Beispiel zum Gebrauch des DT 
Um unsere Definit.ion von Konsistenz zu m 
zu erklären, diskutieren wir ein verteiltes 
trachte die folgenden Klauseln und Abbild, 
Dynamische Klauseln von DTMS I: 
dtma..node(engine-Ok, in, 
(valvel-Open , not 'temp>90'. 
[valvel-Open, 'temp>90'J. 0 
dtms..node(valvel-Open, in, true, 
[true] , [engine-Ok], j2), 
dtma..node( 'temp>90', out, true, I 
[true], [engine-Ok], -&55). 
dtmll...rule(flngine-Ok : - (valvel...oplll , 
not 'temp>90'), jl). 
dtmll...rule(valvel-Open :- true, j2), 
Dynamische Klallsdn 1Ion DTMS Il: 
dtmll..node(engine-Ok, in, 
(valve2-Open , not 'temp>90
' 







dtms..node(valve2..open, in, true, 
[true], [engine_ok], j2). 
dtms ..node ( , t emp>90 ',au t, true, 
[true], [engine_ok], ...g55). 
dtms...rule (engine..ok : - (valve2..open , 
not 'temp>90'), jl). 
dtms...rule(valve2..open :- true, j2). 
DTMS I und DTMS II sind zwei autonome Überwach-
ungssysteme, die das korrekte Arbeiten einer Maschine 
überwachen. Die Maschine arbeitet korrekt, wenn ent-
weder Ventil 1 oder Ventil 2 geöffnet sind, die Tempe-
ratur aber nicht 90°C übersteigt. Da die Temperatur 
so entscheidend ist, verwenden wir zwei autonome Kon-
trollsysteme, jedes verbunden mit einem DTMS. Wei-
terhin überwacht jedes Kontrollsystem jeweils ein Ven-
til. Wir wollen, daß die DTMS eine kooperative Lösung 
über den Belief engine..ok hervorbringen (repräsentiert 
durch die gestrichelte Linie in Abbildung 2), d .h., wir 
wollen nicht, daß die DTMS engine..ok jeweils unter-
schiedliche Zustände zuordnen. 
Eine initiale Anfrage über engine~olt resultiert in der 
Lösung engine..olt is in, in Übereinstimmung mit bei-
den DTMS. Nehmen wir nun an, daß DTMS 11 eine neue 
Rechtfertigung für den Belief temp>90 erhält, weil sein 
Sensor eine Temperatur größer als 90°C detektiert . Da-
durch würde DTMS II die Beliefs temp>90 und engine_olt 
jeweils zu in und out markieren, im Widerspruch zu den 
entsprechenden Markierungen in DTMS I. 
Der verteilte Markierungsalgorithmus in (1), würde nun 
den Belief engine..olt von DTMS II mit dem Symbol 
OTIIS 11 
valve2_open temp>90' 
1 " OUT 
Beispiel Szenario 
in markieren 10 , weil DTMS I noch eine gültige Recht 
fertigung für engine..ok besitzt (Der Temperatursensol 
von DTMS I hat aus irgend einem Grund nicht das An 
steigen der Temperatur erkannt). Das System soll je-
doch nicht das Funktionieren der Maschine anzeigen 
Der Grund für das Fehlverhalten ist: In unserem Bei· 
spiel ist nur das Ergebnis einer Inferenz propagiert, nicht 
aber die Gründe dafür. Somit kann DT:VIS II nicht wis-
sen, daß DTMS I weiterhin inferiert, daß die Maschine 
korrekt arbeitet, weil es keinen Grund zur Annahme 
hat, daß die Temperatur 90°C übersteigt . Also wird 
DTMS II nicht DTMS I über seine Registrierung der 
hohen Temperatur benachrichtigen und DTMS I wird 
dominieren, obwohl es weniger Informationen besitzt. 
Mit unserer Terminologie ist der oben dargestellte Zu-
stand nicht beweiskonsistent, weil Bedingung 2 von De-
finition 13 verletzt ist. Wir verlangen, daß die Vorfahren 
eines propagierten Beliefs ebenso propagiert werden. In 
unseren System wird das folgende geschehen, wenn die 
DTMS eine kooperative Lösung über Belief b hervor-
bringen sollen. Über ein Kooperationsprozess wählen die 
DTMS einen Beweis eines einzelnen DTMS aus. Dieses 
DTMS ist logisch verantwortlich für Belief b 11. In die-
sem DTMS werden alle Vorfahren 11 .. . In von b als 
propagiert markiert. Alle anderen in den Kooperations-
prozess einbezogenen DTMS erwerben DTMS Regeln 
der Form 
dtms...rule( (Ji: -responsible.dtms). id j ). 
lOGenauer, das Symbol external. Es ist logisch äquivalent zu 
dem Symbol in, b~eichnet aber daß die gültige Rechtfertigung 
sich in einem iUlderen Agenten befindet. 
11 An dieser SteUe können komplexe Kooperationsmethoden zur 
Anwendung kommen, um du logisch verantwortliche DTMS aus-
zuwählen. Ln uruerem Beispiel kann es zufäJljg ausgesucht werden. 
bzw. 
itms...rule( (f,: -not responsible..dtms), idi). 
:ür Jeden Vorfahr ft .. . fn. Die posit.ive dtms-rule wird 
1inzugefügt, wenn der entsprechende Vorfahr in dem 
ogisch verantwortlichem DT\-tS in ist, ansonsten die 
legat.i ve . 12 
!Vir nehmen an, daß nun DTMS I logisch verantwortlich 
ür den Belief engine_ok ist. DTMS I propagierte seine 
3eliefs engine_ok, valveLopen, temp>90 zu DTMS Ir. 
~ür jeden propagierten Belief existiert ein Eintrag der 
~orm transmitted..node (node, dtms...list) der in dem 
weiten Argument angibt, zu welchen DTMS der Belief 
,ropagiert wurde. Die drei DTMS-nodes beschreiben 
:en aktuellen Zustand der Beliefs, wie oben beschrie-
,en. DTMS II, erwarb drei dtms-rules VOll DTMS I: 
tms..rule('temp>90' :- not d1:ms-l, jS). 
tms..rule(valveL.open : - dtms..1, j4). 
tms..rule(engine...ok :- d1:ms-l, j3). 
nd erstellte die folgenden Knoten: 
tms..node(valve2...open,in,true, [true], [J ,j2). 
tms..node (engine...ok, in. dtms..1 , [dtms..1] • 0 ,j 3) . 
tms..node(valvel...open. in,dtms..1, [dtms_l], [] .j4). 
Cms..node ( 'temp>90' ,OU1:. dtms..1 , [dtms..1] , [] , ..g55) . 
'ir sehen an dem Zustand der Beliefs von DTMS II, 
lB der Belief engine...ok nun von DTMS I und nicht 
)n seiner eigenen Rechtfertigung j 1 begründet wird 
gl. das 4. Argument des zweiten dtms..node). j 1 von 
TMS II ist aber immer noch gültig. 
ie DTMS sind bfweiskonsistfmt: Jedes DTMS ist 10-
.1 konsistent alle wechselseitigen Beliefs haben den-
lben Status und alle Vorfahren von propagierten Be-
,cs sind ebenso propagiert. Weiterhin ist die Menge der 
. -Beliefs wohl-fundiert bzgl. Bedingung 4 von Defini-
>n 13. 
2 Damit können wir das Beispiel aUß Definition 13 wie folgt in 
clog ausdrücken: 
rMS [: 
•• ..rule«b: -a), j 1) . 
•• ..rule«a:-dt •• .:l). j2) . 
•• .nod. (b, in, a. [a], [), j 1) . 
•• .nod.(a, in, dt •• .:l, [dt •• ..2], [b]. j2). 
"MS [[: 
lI.ruh « a: -b), r1). 
, • ..rule «b: -dt •• .J), r2). 
, • .nod.(a, in, b, [b], [), r1). 
.s.nod.(b, in, dtlas.J, [dtlas.J], [al, r2) . 
:"l'ehmen wir jetzt an, daß DT\lS [[ eine 
Rechtfertigung dtms...rule ('temp>90' :-t 
hält. die die Bewf'iskonsistenz verletzt. Da 
von temp>90 ursprünglich von DT\tS [ he 
DT~tS [I den neuen Belief mittels der dt 
90 : - dtms.2 zu DT\lS I propagieren. 
eine neue gültige dtms-rule für den Belief t 
DTMS II erwirbt , wird DTMS I seinen Belie: 
mit out markieren. Dies bezieht wiederum 
engine...ok in DT~lS 11 mit ein , weil e 
DT\-lS [ zu DT\lS II propagiert wurde. 
ten wir die Markierungen engine_ok zu 0 
DTMS : 
[(noten von DTJfS I: 
dtms..node(valveLopen, in, true. 
[true], []. j2) . 
dtms ..node ( • t emp>90'. in, dtms.2, 
[dtms.2], [engine_ok]. j3) 
dtms..node(engine...ok, out, not valvel 
'temp>90' ,[·temp>90·]. [],~ 
Knoten von DTMS f/: 
dtms..node(valve2...open, in, true. 
[1:rue], [], j2). 
dtms..node(valvel...open, in, dtms_l, 
[dtms..1]. [], j3). 
dtms..node( 'temp>90'. in, true, [true] 
[engine...ok], j6) . 
dtms..node(engine...ok, out, «not val' 
'temp>90') • dtms_l), 
['temp>90', dtms.l], 0, ~ 
Wie wir in diesem Beispiel sehen, sind jetzt 
logisch verantwort.lich für den Status von 
out. DTMS [ inferierte valveLopen und 
es zu DTMS 11, während umgekehrt DTMS 
inferierte und zu DTMS I propagierte . 
Unser Konzept erlaubt ein DTMS mit eigen, 
tigungen und Regeln von anderen DTMS 
Dabei wird ein bestimmter Grad von Kons' 
ten, der korrekte und konsistente Antwor 
fragen gewährleistet, dabei aber den Info 
zwischen Agenten gering hält . 
Weiterhin braucht. ein DTMS nicht die Str 
Abhängigkeiten von Beweisen in anderen 0' 
walten, nur die Vorfahren und deren Zusti 
propagiert werden. Dies erlaubt den DTMS 
ferenzen auf eine effiziente Weise zu speiche 
Body Head Mouth 
CommunicaLion 
Channels 
Abbildung J: Teile eines Agenten, 
Das DTMS 1m abstrakten Agenten Mo-
dell 
Um mit dem DT;"'IS Maschinen-Agenten zu modellieren, 
benutzen wir das abstrakte Agenten Modell aus (10], (8]. 
Diese Modell teilt einen Agenten in drei Hauptteile, 
(Abbildung 3): Der .\-fund des Agenten realisiert die 
Kommunikationsfunktionalität des Agenten. Über Kom-
munikationskanäle empfängt er Nachrichten und leitet. 
sie an seinen Kopf weiter, In der anderen Richtung ver-
schickt er die Nachrichten vom Kopf des Agenten. Der 
Mund muß mit genügendem Netzwerkwissen ausgestat-
tet sein, so z.B, mit den physikalischen Adressen anderer 
Agenten oder Wissen, wie diese Adressen zu erreichen 
sind. Komplexere Implementationen von dem Mund ei-
nes Agenten können verschiedene Kommunikationsfor-
mate, wie z,B. natürliche Sprache, graphische Darstel-
lungen oder Bitströme, behandeln. Die Autoren von (10] 
unterscheiden auch die Priorität einer Nachricht oder 
den Typ der erwarteten Antwort. 
Der J( opj des Agenten beinhaltet Mechanismen zur Ko-
operation und zur Inferenzkontrolle. Er ist zum einen 
ausgestattet mit Kenntnissen über eigene Fähigkeiten 
(autoepistemisches Wissen) als auch mit Kenntnissen 
über Fähigkeiten, Zustand und Verhalten anderer Agen-
ten (epistemisches Wissen). Die folgende Liste beschreibt 
weitere Punkte, mit denen der Kopf ausgestattet sein 
sollte: 
• Wissen über den Zustand der aktuellen Aufgabe 
• Aufgabenzergliederungs-Algorithmen 
• Methoden, die das eigene Kooperationsverhalten 
in Abhängigkeit der globalen Kooperationsstrate-
gie verändern. 
Der Kopf des Agenten ist somit eine Art Vermittler zwi-
schen der eigenen Funktionalität und dem globalen Pro-
blemlösungskontext. 
Schließlich realisiert der Rumpf die Basisfunkt.ionalit.ät 
Jes Agenten. Nach (10] ist deren Komplexit.ät nicht. be-
schränkt: Ein einfacher Sensor kann genauso wie ein Ex 
pertensystem den Rumpf des Agenten bilden, 
Das hier vorgestellte DTMS stellt sowohl meta-Iogischt 
Auswertung von Inferenzen (Kopf) als auch Basisfunk· 
tionalität (Rumpf) zur Verfügung, da es als Prolog \let.a 
Interpreter entworfen wurde, s. Abbildung 4, 
Die DTMS Metaebene beinhaltet meta-logische Prädi· 
kate, benu tzer-defi nierte Rech tfertigungen, den ak t ue l-
Ien Zustand der Beliefs und das DTMS-Kernel die systen 
und benutzerdefinierten statischen Prädikate. Die \le-
taebene überwacht die Evaluierung aller Ziele, verwaltet 
die Buchhaltung und definiert die DTMS-Schnittstelle. 
Der Kernel definiert die low-level Prädikate, die durch 
einen Metaaufruf evaluiert werden, aber deren Beweis 
nicht durch den Buchhaltemechanismus verwaltet wer-
den soll (vgl. Definition 8), 
Das meta-logische Prädikat dtms ...sol ve/5 spielt eine 
zentrale Rolle in der Meta-Ebene. Die Definition von 
dtms-solve/5 realisiert eine Modifikation eines Stan-
dard Prolog Meta-Interpreter. Dieser hat als Argument 
eine Prolog Anfrage 9 und versucht sie in Übereinstim-
mung mit den Klauseln der Meta-Ebene und des KerneIs 
sowie dem momentanen Status der Beliefs zu beweisen. 
Dabei werden, wenn nötig, alle Datenabhängigkeiten ge-
speichert oder modifiziert. 
Rechtfertigungen werden in der Meta-Ebene definiert. 
Dies sind dynamische Programmklauseln, die die Atome 
definieren, auf die die BegründungsverwaJtung angewen-
det werden soll. Atome, auf die keine Begriindungsver-
waltung angewendet werden soll, werden hingegen im 
Kernel definiert. Dies sind z.B. Prädikate wie member/3 
oder append/3_ Im Kernel sind die Prädikate der Meta-
Ebene unsichtbar, aber umgekehrt kann die Meta-Ebene 
die Kernel Prädikate auswerten, So modelliert der Ker-
nel die statische, die Meta-Ebene die dynamische Welt. 
DT~fS \-fela Level 
Meta Logic Predicates 
Local lustificalions 
DTMS-Rules 




(depending on Local lustificalions and DTMS-Rules) 








Abbildung 4: DTMS-Architektur. 
Zusammenfassung 
In diesem Aufsatz zeigten wir ein neues Konzept zur 
ModelIierung von interagierenden DTMS auf und de-
monstrierten es anhand einer konkreten Implementa-
tion. Der zentrale Begriff in diesem Konzept ist der neue 
Term Beweiskonsistenz, der Konsistenz von wechselsei-
tig abhängigen Beliefs in verschiedenen DTMS definiert. 
Dieser Zustand ist charakterisiert durch den Austausch 
von Schlußfolgerungen und deren Begründungen. Wir 
zeigten, daß im Gegensatz zu bisherigen Ansätzen, un-
sere Definition von Konsistenz den Agenten komplexere 
Inferenzbildungen erlaubt, da das von einem Agenten 
erworbene Wissen zu allen anderen relevanten Agenten 
propagiert wird. Da ein DTMS die Begründungen für 
erworbene Beliefs kennt, kann er so das DTMS infor-
mieren, von dem das Belief ursprünglich stammt. Wir 
zeigten, daß ein DTMS nicht mit Informationen über-
laden wird, da nur eine minimale Repräsentation von 
Beweisen propagiert werden muß. 
Unser Algorithmus zur Herstellung von Beweiskonsi-
stenz basiert auf einer prädikatenlogischen Sprache l. 
Stufe. Damit können Datenabhängigkeiten eleganter aus-
gedrückt werden als im aussagenlogischem Fall. Die Kon-
struktion des DTMS als Prolog Meta Interpreter befreit 
den Anwendungsdesigner von InferenzkontrolJaufgaben 
und erlaubt ihm zwischen Zielen zu unterscheiden, auf 
die die Begründungsverwaltung angewendet werden soll 
und auf welche nicht. Somit wird unnötiger Informati-
onsaustausch zwischen den Agenten vermieden. 
Meta-logische Evaluierung 
siver und kann in einigen 
DTMS überschatten. Einsatzbereiche des 
daher vorwiegend in den Bereichen, in de: 
für das Übermitteln von Nachrichten grol 
der Rechenzeit des DTMS ist. Dies sind J.' 
Anwendungen, die auf mail-basierten Prol 
setzen (Gruppenkalender , Task Manager, .. 
Das DTMS beschränkt die Autonomität in 
tigen Fall: Nur ein Agent darf zu einer bes ' 
aktiv sein, da z.Z . keine Synchronisations. 
vorhanden sind. Dies kann Gegenstand sp.·· 
ten sein. 
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GroupScheduling 
ModeHgestützte Methoden und Werkzeuge für das kooperative ScheduJing 
beim betrieblichen Ressourcenmanagement 
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Franklinstr. 28/29 
W-I000 Berlin 10 
In kooperativen betrieblichen Scheduling-Prozessen wird die zeitliche Zuordnung von 
sourcen zu Aktivitäten von einer Gruppe von Planern in Zusammenarbeit bestimmt. Jel 
Planer ist für einen Teilplan zuständig; alle greifen aber auf gemeinsame Ressourcen 
so daß die Teilpläne koordiniert werden müssen. Die Organisation solcher Prozesse 
am Beispiel der Flug- und Kapazitätsplanung in Linienjluggesellscha[ten betrachtet. ~ 
schiedene Lösungsansätze im prototypischen System GroupScheduler werden diskutien. 
1 Einführung 
Die Aufgabe der Zeitwirtschaft eines Un'ternehmens ist es, die vorhandenen Betriebsrni 
möglichst wirtschaftlich einzusetzen. In einem Scheduling-Prozeß werden gewüns, 
Aktivitäten zu den betrieblichen Ressourcen unter Einhaltung aller gegebenen Restrik· 
nen zeitlich zugeordnet Ein komplexer Scheduling-Prozeß erforden die Beteiligung 
rerer Planer (Produktmanager, Ressourcenmanager, Kurz- und Langfristplaner usw.) 
Das Forschungsprojekt GroupScheduling an der TU Berlin wird von der DFG . 
Schwerpunktprogramm "Veneilte DV-Systeme in der Betriebswinschaft" gefd 
Gegenstand des Projektes sind kooperative Scheduling-Prozesse beim betrieblichen RI 
sourcenmanagement. Insbesondere werden solche Prozesse betrachtet, in den eine G 
planung schrittweise verfeinen wird, und die Plandaten erst im Laufe des Planungspro 
ses genau spezifiziert werden. Die Planer sind Menschen, die über ein Rechnernetz k, 
munizieren. Alle Entscheidungen werden von Menschen getroffen, aber Vorseht 
Alternativen und what-if-Analysen werden mit modellbasienen Planungsmethoden 
zeugt. 
Das Konzept einer Scheduling-Workbench hat sich bei der Lösung von semistrukturie 
betrieblichen Scheduling-Problemen bewähn. Ein Planer kann jederzeit zwischen ei 
globalen, algorithmischen Planung, einer inlaementellen, interaktiven Planung und 
Simulation wählen. Vom System werden Vorschläge zum Erreichen der gegebenen Ziele 
generien sowie Konsistenzprufungen vorgenommen. 
Im Forschungsprojekt wird das Workbench-Konzept auf verteilte Systeme erweiten. so 
daß die Planer zeitlich und räumlich gerrennt arbeiten können. Die Einzelplatz-Workbench 
wird durch Konzepte zur Koordinierung der Arbeit und Lösung von Konflikten ergänzt. 
Der globale Planungszustand eines Schedules wird zentral gespeichert. Zusätzlich hat jeder 
Planer eine priv~te Datenbasis sowie eine Workbench für die interaktive Planung, what-if-
Analysen usw. Anderungen in der zenrralen Datenbasis werden von den berroffenen Pla-
nem genehmigt. Konfliktsituationen entstehen, wenn mehrere Planer zum gleichen Zeit-
punkt dieselbe Ressource anfordern. 
Die Beteiligung von menschlichen Planem ist notwendig, weil nicht alle Komponenten 
semisrrukturierter Scheduling-Probleme fonnalisiert werden können. Besondere Anforde-
rungen an gruppenorientierte Scheduling-Unterstützungssysteme entstehen dadurch, daß 
die menschliche Arbeit nicht eingeschränkt werden darf, aber fonnale Modelle jederzeit 
zur Verfügung stehen müssen. 
2 Der Flugplanungsprozess 
Alle Scheduling-probleme bestehen aus vier Basiskomponenten: Aktivitäten, Ressourcen, 
Restriktionen und Ziele. Die Aktivitäten werden zu Ressourcen zugeordnet, so daß alle 
gegebenen R.estriktionen eingehalten werden, und die Ziele möglichst gut erreicht sind. 
Unterschiedliche betriebliche Scheduling-Prozesse gibt es bei der Produktionsplanung, 
Personaleinsatzplanung, Stundenplanung usw. In diesem Vorrrag wird als Beispiel der 
Prozeß der Flug- und Kapazitätsplanung einer Linienfluggesellschaft diskutiert [FraSu91, 
Su93]. Die vorgeschlagenen Ansätze sind zum großen Teil auch auf andere Scheduling-
Prozesse übertragbar. 
Das Produkt einer Linienfluggesellschaft, der Flug, ist ein verbindliches Transponlei-
stungsangebot zu einem gegebenen Zeitpunkt. Ein Flug ist determiniert durch Zeit und Ort 
des Abflugs und der Ankunft Jeder Flug wird mit einer Flugnummer gekennzeichnet und 
kann mehrere Teilstrecken (Legs) und Zwischenlandungen beinhalten. Je nach erwartetem 
Sitz- und Frachtplatzbedarf sowie benötigter Reichweite werden die Flüge dem jeweils 
günstigen Flugzeugtyp (Muster) zugeordnet. Die Flüge einer Planungsperiode (meistens 
ein halbes Jahr:' Sommer oder Winter) werden in einem Flugplan festgelegt. 
In einer Fluggesellschaft wird an einem Flugplan über mehrere Jahre gearbeite~, so daß das 
Ergebnis immer genauer wird. Der Prozeß kann in vier Phasen gegliedert werden: Pro-
duktplanung (was produziert wird), Produktionsplanung (wann und wieviel produziert 
wird), die Zuordnung von Ressourcen zu der geplanten Produktion und zuletzt die ope 
tionale Umsetzung. 
In Abb. 1 ist der Planungsprozeß schematisch dargestellt. in dem die Festlegung v 
Plandaten (oben in der Abbildung) den ersten Schritt bildet. In den ersten vier Schrittl 
des Planungsprozesses werden langfristige Planungs probleme mit einem Zeithorizont v 












Abbildung 1: Der Planungsprozeß bei Fluggesellschaften 
Als Basis für die Planung werden für Plandaten wie Augzeiten. Mindestbodenzeiten 
Wanungshäufigkeiten Erfahrungswerte festgelegt. Aufgrund einer Marktanalyse 
Nachfrageprognose werden die angebotenen Verbindungen als Abflug-Ankunft-P: 
(Origin-Destination-Paare) defmiel1. Daraus ergibt sich eine Netzwerkstruktur. die oft ei' 
Stern-Struktur aufweist. Die Produktionskapazitäten. vor allem die Anzahl der Augze 
bestimmten Typs. müssen mehrere Jahre im voraus festgelegt werden. Die angebote 
Kapazitäten pro Verbindung werden durch die Aughäufigkeit und Passagierzahl festgele: 
In den nächsten Schritten Aottenzuordnung. Flugzeug-Routing und Aug-Scheduling . 
das Produktionsprogramm festgelegt. Als Ergebnis dieser Schritte wird der Augplan gel 
riert. veröffentlicht und potentiellen Kunden angeboten. 
Eine Linienfluggesellschaft verfügt normalerweise über mehrere Flotten (z.B. Oouglas 
oe 10. Boeing 747, Airbus 320 usw.), die unterschiedliche Passagierkapazitäten, Kraft-
stoffverbräuche und Reichweiten haben. Bei der Flottenzuordnung (fleet assignment) wird 
jedem Flug ein passender Flugzeugtyp zugeordnet. Unter dem Flug-Scheduling-Problem 
ist die Festlegung von Abflug- und Ankunftzeiten für jeden Flug gemeint. Beim Flugzeug-
Routing werden für einzelne Flugzeuge Umläufe (auch Rotationen genannt) generiert. fn 
einem Rotationsplan werden die Umläufe einzelner Flugzeuge als zeitliche Sequenzen 
dargestellt. Ein Umlauf dauert meistens eine Woche und wird periodisch durchgeführt. Die 
Kombination aus der Flottenzuordnung, dem Flugzeug-Routing und dem Flug-Scheduling 
wird Flugplanungsproblem genannt Durch die Lösung des Flugplanungsproblems wird 
die benötigte Anzahl von Flugzeugen zur Durchführung der vorgeschlagenen Flüge 
bestimmt. Wird diese Anzahl als Grundlage zur Kapazitätsplanung benutzt, wird ein kom-
biniertes Kapazitäts- und Flugplanungsproblem gelöst. 
Im Flugplanungsproblem werden die Flugzeug-Umläufe noch nicht zu physischen Flug-
zeugen zugeordnet. Für die Umsetzung eines Flugplans werden außer Flugzeuge weitere 
Ressourcen wie Besatzungen und Abfertigungskapazitäten an Flughäfen benötigt. Diese 
Ressourcen werden ein bis zwei Monate vor der Durchführung von Flügen zugeordnet. Die 
wichtigsten Schritte der Ressourcenzuordnung sind die Besatzungseinsatzplanung (crew 
scheduling) und die Flugzeugeinsatzplanung (physical aircraft assignment). Bei der Besat-
zungseinsatzplanung werden jedem Flug das benötigte Cockpit- und Flugbegleitungsper-
sonal zugeordnet. Die Besatzungseinsatzplanung ist vielfältigen Restriktionen bzgl. Ar-
beitszeiten. Ruhezeiten und Tarifregeln unterordnet Bei der Flugzeugeinsatzplanung wird 
ein physisches Flugzeug jedem geplanten Umlauf zugeordnet. In dieser Phase werden auch 
Wartungsereignisse für Flugzeuge eingeplant. 
Bei der Umsetzung eines Flugplanes werden ständig Änderungen aufgrund von Wetter-
und Verkehrsverhältnissen sowie technischen Problemen vorgenommen. Der Flugplan 
wird dabei dynamisch modifiziert. Am Flughafen wird auch kurzfristig ein Flugsteig (gate) 
sowie das Abfertigungspersonal jedem Flug zugeordnet 
3 Das Kapazitäts- und Flugplanungsproblem 
In diesem Abschnitt wird das Kapazitäts- und Flugplanungsproblem der Linienfluggesell-
schaften genauer betrachtet Die Flugwünsche werden von Produkt-Managern in Form ei-
nes Sollprogramms generiert (Abb. 2). Aus den Wünschen wird ein realisierbarer Flugplan 
aufgestellt; d.h. für eine zu bestimmende Flotte wird ein konsistenter Arbeitsplan erstellt. 
der alle Wünsche abdeckt. Dabei sind vielfältige interne und externe Resoiktionen einiu-
halten: VeIfügbarkeit von Besatzungen, Wartungs- und Abfertigungskapazitäten, Start-
und Landeerlaubnisse auf den Flughäfen, Öffnungszeiten, Lärmbestirnmungen usw. Ziel-
setzung ist die Wirtschaftlichkeit des Planes, die durch das Subziel der Flottenminimierull, 
repräsentiert wird. 
J 
0 Flug FLI 414 FRA YMX PHL I Abflug montags, mittwochs und freitags zwischen 10 und 12 Uhr mit einer oe 10 
0 Flug FLI6203 TXLFRA ~ Abflug täglich 7:00 ~ mit einem Airbus A300-600 
0 Flug FLI 736 FRAHKG 
, 
Abflug mittwochs und sonntags 
egal welche Uhrzeit 
mit einer Boeing 747-400. 
.K 
'L 
Abbildung 2: Eingabe als Sollprogramm 
Zu jeder Flugstrecke ist eine zu erwartende Blockzeit für jedes in Frage kommende A 
zeugmuster gegeben. Die Blockzeit ist die Zeitdauer eines Legs vom Verlassen des 
fluggates bis zum Stillstand am Ankunftgate. An jedem Flughafen gibt es eine muste 
hängige minimale Bodenzeit (Abfertigungszeit). Bei der Flug- und Kapazitätsplanung 
den die Wünsche für jedes Muster zu Umläufen der einzelnen Flugzeuge zusammen 
setzt. Die Umläufe sollen so generiert w~rden, daß die Rottengröße minimal ist. Zu je, 
Flug gehört eine wohldefinierte Menge von möglichen Nachfolgern: Flüge, die von 
gegebenen Ankunftort abfliegen und deren Abflugzeit größer oder gleich ist als die 
mögliche Ankunftzeit plus minimale Bodenzeit 
Ergebnisse der Kapazitäts- und Rugplanung sind die benötigte Flottenstruktur, der AI 
plan und der Rotationsplan, die als Grundlage für die weiteren Planungsstufen dienen. 
Bedürfnisse der nachgelagerten Ressourcenplanung werden durch bewußt eingeplante 
fer berücksichtigt oder in einem interaktiven Koordinationsprozeß angeglichen. Die R, 
tionen werden für eine Woche generiert und wiederholen sich während der A! 
planperiode (Abb. 3). Eine Bedingung ist, daß die Sollprogramme für einzelne F1 
balanciert sind, d.h. an jedem Flughafen ist die Anzahl der ankommenden Rüge gleich 
Anzahl der abfliegenden Flüge. 
? 2.ight schedule 
T ime per iod 1992 / 05 / 11 - 1992 / 05 / 17 
?3.c.te:::n(s) alC 
Number oE rotations 10 
f lights with the same number bound together 
. . . ... . .. 
Rotation 1 
fLlO01 fRA SJU l. 6:35 l. 17:30 l. 19:00 
FLlO04 SJU FRA l. 21.10 2 . 6:00 2. 8:30 
FLlO18 FRA lAD 2 . 10:25 2. 19:10 2. 20:00 
FLlO19 lAD FRA 2. 22:20 3 . 6:00 3 . 8:30 
FLlO06 FRA ces 3 . 10:25 3. 20:25 3. 21:25 
FLlO02 ees FRA 3. 22:30 4. 8:05 4. 10:35 
FLl022 FRA YVR 4. 10:35 4. 20:50 4. 22:20 
FLl023 YVR FRA 4. 22:20 5. 8:05 5. 10:35 
FLlO18 FRA lAD 5. 10:35 5 . 19:20 5 . 20:10 
FLI019 lAD FRA 5 . 22:20 6 . 6:00 6. 8:30 
FLlO05 FRA SJU 6. 10:25 6 . 21:30 6 . 23:00 
FLlO03 SJU FRA 6. 23:15 7. 8:05 7 . 10:35 
FLl022 FRA YVR 7. 10:35 7. 20:50 7. 22:20 
FLl023 YVR FRA 7 . 22:20 8. 8:05 8. 10:35 
. . . . . . . .. 
Abbildung 3: Ausschnitt aus einern Rotationsplan 
4 Anforderungen an ein Scheduling-Unterstützungs-
system 
Die Kapazitäts- und Augplanung ist ein typisches Beispiel eines semistrukturierten, ver-
teilten Scheduling-Problerns. Im ersten Ansatz scheint das Problem klar strukturiert und 
einer algorithmischen Lösung zugänglich zu sein. Die Arbeitsweise der Planungsexperten 
zeigt jedoch, daß das Problem viel komplexer ist. Ein Experte kann schnell erkennen, an 
welcher Stelle er durch Eingriffe in die Problemstellung eine Verbesserung der Lösung 
erzielen kann. Blockzeiten; Bodenzeiten, Wartungszeiten usw. sind selbst Plandaten, die 
auf statistisch ermittelten Standards bzgl. Arbeitszeit, Fluggeschwindigkeit usw. basieren. 
Durch eine Vereinbarung, schneller zu fliegen oder zu arbeiten, können diese Größen par-
tiell verändert werden. Manchmal lassen sich Slots mit anderen Auggesellschaften tau-
schen, auch wenn die Aughafenkapazität erschöpft ist. Bei solchen Entscheidungen sind 
die Kenntnisse des Planungsexperten über den individuellen Fall notwendig. 
Das Expertenwissen des Planers liegt darin zu wissen, wann und unter welchen Bedingun-
gen er Eingriffe in die Problemstruktur und in den Lösungsablauf vornehmen kann. Der 
Planer ist aber kapazitätsmäßig nicht in der Lage, Pläne regelmäßig von Grund auf neu zu 
gestalten . Der Planungsprozeß ist ein pennanenter inkrementeller Prozeß. bei dem laufen! 
alle von den Produktmanagern aufgrund der aktuellen Marktsituation gewünschten And 
rungen eingearbeitet werden. Ein entscheidungsunterstützendes System zur Kapazitä 
und Flugplanung sollte dem Anwender beide Möglichkeiten bieten: Eine interaktive U 
gebung zur inkrementellen Planung sowie die Möglichkeit, Optimierungsalgorithmen fi 
wohldefiniene Subprobleme integrien zu benutzen, und Ressourcenbenutzung mit ander, 
Planem abzustimmen. 
Im folgenden werden die wichtigsten Bedingungen aufgestellt, die em 
Kapazitätsplanungssystem im Idealfall erfüllen sollte [Su93]. 
Inkrementelle Planung 
Oft beruht ein neuer Rugplan auf einem alten Plan. so daß nur kleinere Änderungen vor, 
genonunen werden müssen. Ein erfahrener Flugplaner kann solche Änderungen im R 
men einer inkrementelIen Planung problemlos bewältigen. Basisoperationen der i 
mentellen Planung sind Einfügen, Löschen und Bewegen von Rügen und Wartungserei 
nissen sowie Venauschen von Umlaufabschnitten. Bei der inkrementellen Planung ist 
Anwender für alle Plan änderungen zuständig; die Konsistenz (Einhaltung von allen Re 
striktionen) soll vom System nach jeder Änderung automatisch überprüft werden. In ein 
Zwischenstufe der Planung muß es aber möglich sein, auch inkonsistente Systernzustäßl 
zu bearbeiten und zu speichern. 
Von großer Bedeutung bei der interaktiven Plariung sind vom System generiene Vor· 
schläge, die dazu dienen, die vom Benutzer gegebene Ziele besser zu erreichen. Z.B. kann 
das System die Verkürzung eines Bodenereignisses vorschlagen, wenn dadurch ein Flug· 
zeug in der Lösung gespart würde. Der Anwender soll aufgrund seiner praktischen Erfah-
rung entscheiden, ob eine solche Abweichung von den Plandaten tatsächlich vorgeno 
men werden soll. 
Globale Planung 
Wenn ein völlig neuer Plan generien werden soll oder größere Änderungen eines exisul 
renden Planes notwendig sind, kann die Problemkomplexität den Planer im interaktiv 
Modus überfordern. In solchen Situationen kann der Rugplaner eine Anfangslösung d 
eine globale Planungsmethode erzeugen. 
Eine globale Planungsmethode berechnet einen Rug- und Rotationsplan auf der 8 . 
eines gegebenen Sollprogramms. Dabei werden optimierende Algorithmen der mathe: 
tischen Programmierung oder suboptimierende heuristische Algorithmen benutzt. Wel 
semistrukturiene Planungsprobleme sich nicht vollständig fonnalisieren lassen, ist 
wichtig, daß ein neu generierter Flugplan nachträglich im interaktiven Modus geändert 
(editiert) werden kann. Daher sollten die benutzten Algorithmen zur globalen Planung mit 
der Komponente zur inkrementellen Planung integriert werden, so daß ein nahtloser Über-
gang ennöglicht wird. 
Eine weitere Anwendung der globalen Planung sind what-if-Analysen: Der Flugplaner 
möchte schnell testen, welche Auswirkungen eine Änderung der Plandaten hat. Es muß 
möglich sein, alternative Pläne als Lösungen von what-if-Analysen im System zu verwal-
ten. 
Simulation 
Bei der operationalen Umsetzung eines Flugplanes werden die erzeugten Planungsdaten 
fast nie exakt eingehalten. Wenn eine experimentelle Verteilung von Planungsdaten wie 
Blockzeiten, Bodenzeiten und Wartungszeiten im System enthalten ist, kann die Durch-
führung eines Flugplanes simuliert werden. Diskrete Simulation wird als eine letzte Stufe 
vor der Veröffentlichung eines Planes benutzt. Strategien zur Konfliktlösung bei einem 
Ausfall oder einer Verspätung eines Fluges werden dabei getestet, um mögliche Engpässe 
erkennen zu können. 
Individuelle Arbeitsgestaltung 
Computerbasierte Unterstützung von Planungsaufgaben soll einem Anwender bei der 
Arbeit helfen und ihn nicht einschränken. Aus der Praxis ist bekannt, daß individuelle 
Flugplaner ihre Arbeit nach sehr unterschiedlichen Arbeitsorganisationen und Abläufen 
gestalten. Ein Plan kann in kleinen Schritten nach der gedanklichen Vorstellung eines Pla-
ners konstruiert werden. Er kann aber auch als Ergebnis nach mehreren what-if-Analysen 
global generiert werden. Dem einzelnen Planer soll freigestellt werden, wie er mit Hilfe 
des Systems zu den gewünschten Ergebnissen gelangt. 
Unterstützung der Gruppenarbeit 
In einer größeren Fluggesellschaft sind mehrere Planer bei der Erstellung eines Flugplans 
beteiligt. Jeder Planer hat einen bestimmten Kompetenzbereich, z.B. Langfrist- oder Kurz-
fristplanung bzw. Langstrecken- oder Kurzstreckenplanung eines geographischen Zielge-
biets. Alle greifen jedoch auf gemeinsame Ressourcen (Augzeuge) zu. Daher muß die 
Gruppenarbeit koordiniert werden. In einem System mit mehreren Planem gibt es gemein-
same Daten sowie individuelle Planungsdaten jedes Planers. Die Modellierung solcher 
Prozesse in verteilten entscheidungsunterstützenden Systemen ist eine Aufgabe des For-
schungsprojektes GroupScheduling. 
Graphische Benutzungsoberfläche 
Die Gestaltung einer graphischen Benutzungsoberfläche ist für die interaktive Planun 
besonders wichtig. Ein computergestütztes Planungssystem sollte mehrere Darstellunge 
eines Planes anbieten. Eine wichtige Darstellungsfonn ist ein Balkendiagramm, in de 
mehrere Auswahl- und Kombinationsmöglichkeiten angeboten werden. Eine weiten 
Darstellungsart ist ein Verbindungsdiagramm, wo die Ereignisse an einem Flughafen 
betrachtet werden. Wenn mehrere Darstellungen gleichzeitig möglich sind - in einem fen-
sterorientierten System oder auf mehreren Bildschinnen - sorgt ein integriertes Datenbank-
und Dialogverwaltungssystem für die Konsistenz aller Darstellungen. Eine interaktive 
Änderung in einer Darstellung wird unmittelbar in allen anderen Darstellungen vorge· 
nommen. 
Das Workbench-Konzept 
Ein Software-System als Workbench bietet eine Umgebung zur rechnergestützten Kon-
struktion von Zeitplänen (Schedules). Unter einer Workbench (Werkbank) versteht man 
einen Arbeitstisch, auf dem mehrere Werkzeuge eines Handwerkers zur Verfügung stehen. 
Am Arbeitstisch werden verschiedene Objekte mit Hilfe der Werkzeuge bearbeitet. Analog 
wird ein Flugplan von einem professionellen Planer mit Hilfe rechnergestützter Werkzeuge 
bearbeitet. Als Werkzeuge können u.a. ein graphischer Flugplan-Editor, mathematische 
Optimierungsalgorithmen, heuristische Methoden oder eine Wissenbasis mit einer Infe· 
renzkomponente angeboten werden. 
Die Einführung des Workbench-Konzeptes unterstützt auch die Arbeit des Systement· 
wicklers, weil im System eine einheitliche Datenbasis und Benutzeroberfläche realisiert 
werden. Eine offene Schnittstelle ennöglicht die Integration verschiedener Algorithmen 
und Simulationsmethoden. Wenn die Basiskomponenten von Scheduling-Problemen 
objektorientiert modelliert sind, wird ein großer Teil der Eigenschaften und Attribute ein· 
zelner Objekte in jeder neuen Anwendung vererbt. 
5 Mögliche Ansätze aus der VKI 
In Konzepten und Systemen der Verteilten Künstlichen Intelligenz (VKI) sind mehre 
Metaphere aus dem täglichen Leben abgebildet worden. Im schon klassischen Artikel von 
Davis and Smith über Contract Nets [DavSmi83] wurden Verhandlungen als ein Metaph 
für das verteilte Problemlösen diskutiert. Die Ausgangsbasis war es, menschliche Hand-
lungsweisen in verteilte Kl-Systeme zu übertragen. Analog wurde das Verhalten einerl 
Scientific Community als em Metapher für em verteiltes, paralleles System benutzt 
[KorHew8l J. 
Nach zehn Jahren Entwicklung im Bereich der VKI können wir die Frage andersrum stel-
len: Welche Architekturen von VKI-Systemen können bei der gruppenorientierten Arbeit 
von Menschen benutzt werden? Es ist denkbar, daß die Planer als autonome Agenten mir 
eigenen Zielen funktionieren, wobei der Konsens durch Verhandlungen (wie im Conrracr 
Net) erreicht wird. Wenn die Entscheidungsfindung eher hierarchisch organisiert ist. wird 
der Planungsprozess durch eine zentrale Kontroll- und Entscheidungskomponente model-
liert. Viele Mischforrnen sind natürlich auch möglich. 
Die folgenden aus der Literatur bekannten Ansätze könnten bei der ModelIierung koope-
rativer beoieblicher Scheduling-Prozesse in Frage kommen. Insbesondere wird die Eig-
nung zur kooperativen Lösung des Kapazitäts- und Flugplanungsproblems diskutiert. 
Contract Net 
Ein Auftraggeber (contractor) bewertet Angebote (bids) potentieller Auftragnehmer 
bezüglich gegebener Kriterien [Smi80, DavSmi83]. Agenten, deren Angebote akzeptabel 
sind, werden daraufhin vom Auftraggeber zur Bearbeitung ihrer Teilaufgabe verpflichtet. 
Bei der Flugplanung könnte die Anforderung von Ressourcen (Flugzeugen, Besatzungen, 
Wartungskapazitäten, ... ) in Fonn von Aufträgen erfolgen. Einzelne Ressourcen würden als 
Auftragnehmer modelliert. Dieser Ansatz ist in GroupScheduling (noch) nicht gefolgt. Ein 
potentieller Problem dabei wäre, daß außer der Sichten jedes einzelnen Planers (Agenten) 
eine Gesamtsicht bei der Konfliktlösung und algorithmischen Lösung erforderlich ist. 
Blackboard 
Mit Blackboards verbindet man generell eine opportunistische, auf weitgehender Autono-
mie basierende Arbeitsweise. Mit dem Blackboardansatz kann jedoch generell jede Fonn 
der Kooperation modelliert werden [Hay85]. Ziele, Aufgaben und Ergebnisse werden 
kontinuierlich von den Agenten auf dem Blackboard veröffentlicht und dienen allen 
Agenten zur Bestimmung ihrer weiteren Aktivitäten. Bei der Flugplanung würde man alle 
Ressourcenkonflikte zu einem Zeitpunkt auf dem Blackboard darstellen. Weil alle Kon-
flikte von einem einzelnen Planer wegen der eingeschränkten Sicht nicht erkannt werden 
können, ist in diesem Ansatz ein zentraler Koordinator erforderlich, der auf Konfliktsitua-
tionen zwischen den einzelnen Planem prüft. 
Functionally Accurate, Cooperative Paradigm (FA/C) 
Das Paradigma der funktional akkuraten, kooperativen Systeme wurde für den Fall vor-
geschlagen, in dem mehrere Teilnehmer (Agenten) auch unvollständige, miteinander i 
konsistente Infonnationen austauschen können [LesCor81]. Das heißt, das das Gesamtsy. 
stern sich nicht immer in einem konsistenten Zustand befindet, aber das Teilsystem ein 
Agenten konsistent bezüglich seiner Eingabe und Ausgabe ist. 
Die traditionellen Ansätze der Computerunterstützung bei der Flugptanung gingen dav. 
aus, daß das gespeicherte Gesamtsystem in einem konsistenten Zustand ist. Dies bedeute 
daß Ressourcenkonflikte außerhalb der Rechnerunterstützung gelöst werden mußten. 
Analog zu dem FNC Paradigma ist es jedoch sinnvoll, inkonsistente Zustände des 
Gesamtflugplanes während der Planung temporär zuzulassen. Dadurch können computer. 
gestützte Methoden bei der Suche nach einer konsistenten, akzeptablen Gesamtlösung ein. 
gesetzt werden. 
Multistage Negotiation 
Das Konzept Multistage Negotiation wurde ursprünglich zur verteilten Überwachung von 
Kommunikationsnetzw,erken vorgeschlagen [ConMeyLes86]. Die Überwachung eines 
Netzes findet in Knoten statt, die für einen bestimmten Teilbereich des Netzes zuständi,: 
sind. Kein Knoten hat den Überblick über das Gesamtnetz. In einem Störungsfall werden 
Ziele, Intentionen und Lösungsalternativen ausgetauscht. In einem Verhandlungsprozess 
wird nach einer konsistenten Gesamtlösung gesucht, so daß die gestörten VerbindungeD 
umgegangen werden. 
Analog zu Multistage Negotiation gibt es auch im Augplanungsprozess lokale Ziele der 
einzelnen Planer, die in einem Verhandlungsprozess zu einer konsistenten, von allea 
akzeptierten Lösung zusammengeführt werden müssen. Weil eine Änderung eines 
bestimmten Planers aufgrund der gemeinsamen Ressourcennutzung weitgehende Folgea 
im Gesamtplan haben kann, wird eine zentrale Kontrollkomponente wahrscheinlich sinn-
voll sein. 
Partial Global Planning 
Durch Partial Global Plans (POP's) können mehrere Arten der kooperativen Probleml6-
sung modelliert werden [DurLes87]. Kommunikation bei der Problemlösung kann durcb. 
Verhandlungen, Tauschen von Teillösungen und gegenseitige Hilfen erfolgen. In jedem 
Knoten eines verteilten Planungssystems wird ein Knotenplan (node plan) definiert Im 
Knotenplan sind die lokalen Ziele eines Knotens sowie die vom Knoten geplanten Aktiv~ 
täten und deren Dauer kurz zusammengefaßt. Somit enthält ein Knotenplan nur die not· 
wendigen Informationen und kann preis wen im Netz veneilt werden. Aus einer Teilmenge 
der Knotenp\äne. deren lokale 2ie\e kompaü.b\e sind, werden Partial G\oba\ Plans gene-
riert. Ein Partial Global Plan ist global in dem Sinne, daß alle Ziele und Aktivitäten der 
beteiligten Knoten berücksichtigt sind, aber paniell in dem Sinne, daß nicht alle Knoten 
beteiligt sind. 
Es wäre im Prinzip denkbar, bei der Flugplanung aus den einzelnen Teilplänen Partial Glo-
bal Plans für solche Teile zu generieren. die wenig Ressourcenkonflikte enthalten. Das 
größere Problem, wie die einzelnen PGP's zu einem konsistenten Gesamtplan 
zusammengefügt werden, bleibt jedoch ungelöst. 
Constraint-directed Negotiation 
Das Prinzip der Constraint-directed Negotiation stellt einen automatisienen Verhandlungs-
prozeß zwischen mehreren Agenten dar [SatFox89] . Die gewünschten Aktivitäten jedes 
Agenten werden in Form von Constraints mit den benötigten Ressourcen repräsentien. In 
einem Konfliktfall werden Verhandlungen durchgefühn. die zu einer Änderung der einzel-
nen Constraints, Aktivitäten oder Ziele führen. 
Weil die Ressourcenzuordnung als Fragestellung sehr nahe der Flugplanungsproblematik 
ist, können viele Aspekte der Constraint-directed Negotiation übernommen werden. Es ist 
jedoch zu beachten, daß das Augplanungsproblem nicht völlig formalisierbar und automa-
tisierbar ist, so daß die eigentliche Entscheidungsfindung der menschlichen Planer nicht 
eingeschränkt werden darf. 
Relationship Driven Plan Coordination 
Die Plankoordination, die auf Beziehungen zwischen Plänen basiert, geht von zwei Bezie-
hungstypen aus [Mar91]. Die Beziehung zwischen zwei Teilplänen ist negativ, wenn die 
Pläne sich gegenseitig bei der Umsetzung beschränken. Zum Beispiel fordern zwei Pläne 
gleichzeitig dieselbe Ressource an. Die Beziehung ist positiv, wenn die gemeinsame 
Durchführung beider Pläne einem oder beiden Agenten einen Vorteil bringt. Zum Beispiel 
eine Aktivität. die von beiden Agenten vorgeplant war, muß nur einmal durchgeführt wer-
den. Natürlich gibt es auch Teilpläne. die gegenseitig neutral sind. also keine positiven 
oder negativen Auswirkungen haben. 
Die einzelnen Teilpläne werden an alle anderen Planer übersendet und nach Beziehungsar-
ten überprüft. Die negativen Beziehungen werden soweit wie möglich in eine.m Verhand-
lungsprozeß beseitigt. Dieser Prozeß kann mit Hilfe eines Koordinationsagenten oder eines 
Blackboards gesteuert werden. 
Beim Flugplanungsprozeß wird die Untersuchung der Beziehungen einzelner Teilpläne vo 
dem Anfang des Verhandlungsprozesses von einer großen Hilfe sein. 
5 Erste Lösungsansätze in GroupScheduler 
Im Forschungsprojekt GroupScheduling wird von zwei Seiten vorgegangen: Auf der eine, 
Seite werden alternative Konzepte zur Organisation des kooperativen Scheduling entwic. 
kelt und getestet Auf der anderen Seite wurde die Entwicklung eines prototypischeIl; 
modularen Systems GroupScheduler früh angefangen. Aus den Komponenten des Grou~ 
Scheduler können Anwendungssysteme für unterschiedliche Problem- und Organi.l 
sationsstrukturen zusammengestellt werden. 
Ein wesentliches Merkmal der im Forschungsprojekt betrachteten kooperativen Schedu-
ling-Probleme ist, daß jeder Planer für einen Teilplan zuständig ist, muß aber die Benut-
zung von gemeinsamen Ressourcen mit anderen Planem abstimmen. Wie hoch die MOb' 
vation zur Zusammenarbeit ist, hängt von der Organisationsstruktur ab. Wenn jeder Plamr 
als ein Profit Center funktionien, so daß das finanzielle Ergebnis von der Güte des Pla 
abhängt, ist er kaum motivien, bei seiner Zielsetzung nachzugeben. In dem Fall ein Koor· 
dinator mit Entscheidungsbefugnissen unvenneidbar sein. Wenn aber der Wunsch n 
einem konsistenten Schedule im Vordergrund steht, und durch das Nachgeben bei lokaleal 
Zielen keine Nachteile entstehen, wird das System viel eher auch demokratisch funktionic-, 
ren. 
In einer Literaturstudie wurde für diese Art von Systemen keine Lösung gefunden. 
direkt übernommen werden kann. Viele Komponenten der existierenden Ansätze kö 
jedoch sinnvoll eingesetzt werden. Innerhalb des Systems GroupScheduler wird es mögH 
sein, mehrere Organisationstypen zu modellieren, aber im Prinzip läuft der kooperati' 
Schedulingprozeß folgendermaßen ab: 
1. In einem Teil-Sollprogramm definien jeder Planer die gewünschten Aktivitä 
deren Dauer und gewünschte Anfangszeiten bzw. Anfangszeitfenster innerhalb. 
nes Verantwortungsbereichs. 
2. Vom Koordinator werden die Teil-Sollprogramme geprüft und mit einem Algoril 
mus zu einer Anfangslösung zusammengeführt. Diese Lösung kann unzulässig . 
weil z.B. mehrere Ressourcen gleichzeitig angeforden werden als zur Verfügung 
hen. 
3. Die Anfangslösung wird vom Koordinator nach Inkonsistenzen zwischen den ' 
zeInen Teilplänen geprüft. Jeder Planer wird über die Inkonsistenzen, die se,' 
Teilplan betreffen, infonnien, und vom System wird, soweit möglich, ein Lösungs-
vorschlag gemacht. 
4. Die Teilnehmer akzeptieren die Systemvorschläge oder lehnen sie ab, und bestätigen 
ggf. die Planänderungen. Dieser Vorgang wird wiederholt, bis sich nichts mehr 
ändert oder der gegebene Zeitrahmen überschritten ist. 
5. Die Inkonsistenzen, die noch nicht gelöst wurden, werden in menschlichen Ver-
handlungen zwischen dem Koordinator und den beteiligten Planem einzeln gelöst. 
Im diesem Konzept ist ein menschlicher Koordinator vorgesehen, der rechnergestützt 
arbeitet. Eine andere Variante wäre ein maschineller Koordinator, wobei die menschlichen 
Planer gemeinsam ohne eine höhere Hierarchieebene zu einer konsistenten Lösung kom-
men. Weiterhin arbeiten die Planer im vorgeschlagenen System zeitlich und örtlich 
getrennt, wodurch der Verhandlungsprozeß unnötig lange dauern kann. Eine effizientere 
Variante bei der Verhandlungsphase könnte die Benutzung eines spezialisierten Sitzungs-
unterstützungssystems sein, so daß alle Planer in einer Sitzung (oder mehreren Sitzungen) 
die Konflikte gemeinsam rechnergestützt lösen. Bei Scheduling-Problemen mit dieser 
Komplexität ist es kaum möglich, daß ein Mensch alle Auswirkungen einer Änderung 
überblickt Daher ist die Computerunterstützung der Verhandlungen unvenneidbar. 
6 Zusammenfassung 
In diesem Vortrag wurde der Einsatz von Methoden der Verteilten Künstlichen Intelligenz 
beim kooperativen Scheduling von betrieblichen Ressourcen diskutiert. Ideen aus mehre-
ren Ansätzen können übernommen werden, aber kein Ansatz ist direkt einsetzbar. Der 
größte Grund dafür ist, daß die betrachteten Scheduling-Prozesse nicht völlig fonnalisier-
bar sind, wodurch die Beteiligung von menschlichen Planem notwendig ist. Eine prinzi-
pielle Vorgehensweise im prototypischen System GroupScheduler wurde vorgestellt. Bei 
der Umsetzung dieses Ansatzes sind jedoch noch viele offene Fragen zu lösen. 
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Abstract 
Agentensysteme für die Büroautomatisierung sind als Erweiterung heutiger Anwen-
dersoftware (Dokumenterstellung, Tabellenalkulation, Abrechnungen, Planung etc.) 
zu sehen, die nicht nur für einen einzelnen Arbeitsgang eines einzelnen Benutzers 
da sind, sondern auf die Unterstützung von gesamten Arbeitsabliiufen zwischen 
allen beteiligten Personen abzielen. Dazu benötigen die Agenten zwei wesentliche 
"Fähigkeiten": Verhandeln und Lernen. Das Verhandeln - mit anderen Agenten 
ebenso wie mit menschlichen Rechnerbenutzem - ist notwendig, damit der Agent 
für seinen Besitzer im kooperativen Arbeitsablauf soweit wie möglich Arbeitsschritte 
autonom ausführen kann. Lernen durch " Beobachten" des Vorgehens seines Be-
sitzers ermögücht dem Agent, sich mit der Zeit immer besser an dessen "Arbeitsstil" 
anzupassen und immer mehr Aufgaben iibernehmen zu können. 
Im vorliegenden Artikel wird beschrieben, welche Mechanismen zum Verhandeln 
und Lernen in zwei Agenten für typische, i.d .R. sehr zeitaufwendige Alltagsaufgaben 
im Büro integriert wurden: Terminmanagement und Raumverwaltung. Dabei wer-
den Architektur, Funktionalität und Besonderheiten des Kalenderagenten CAP 11 
sowie des Rallmreservierungsagenten RAP im Detail vorgestellt. CAP 11 und RAP 
sind Beispiele für DAI Systeme, die der Bürosoftware von morgen zugrunde liegen 
werden. Wenn jedermann einen "Personal Agent" auf einem "Hand-held Computer" 
bei sich triigt, dann sind solche Systeme ein Muß zur Organisation der eigenen Ar-
beit sowie zur Kooperation mit Kollegen. 
·Zur Zeit Visit.ing Scientist an der Carnegie Mellon University, School of Computer Science, 5000 
Forbes Avenue. Pit.tsburgh. PA 15213, USA 
1 Einleitung 
.-\0 der Carnegie \Ipllon Cniversity wird unter dem .-\rheitstitel Software SEm! 
Büroautomat.isierungssystemen gearbeitet, die den "Büromenschen " bei seiner tä 
Arbeit unterstützen sollen: Beim Vereinbaren von Terminen. beim Verwalten \'on R 
cen (wie Besprechungs- oder Vortragsräumen) , später auch bpi Budgetplanung od 
rechnungs- und Beste ll wesen. Die Idee des Software Secretart; klingt attraktiv. da ei 
artige Software sekretariatsähnliche Leistungen für jedermann/ frau bereitstellen k' 
der/die heute noch nicht das .. Pri vileg" einer eigenen Sekretärin besi tzt . 
Drei Eigenschaften bestimmen Erfolg oder Ylißerfolg solcher Systeme: Der Gr 
Autonomie, die Fle:ribilitiit, mit verschiedenen Benutzern in verschiedenen U mgeb 
verschiedene Aufgaben lösen zu können. und die Benut::erschnillstelle. Auf d~1 
nutzerschnittstelle wird in diesem Artikel nur soweit eingegangen wie sich die .\ 
der notwendigen Interaktionen oder der Bedienungskomfort durch wachsendes \1 
und Autonomie der Agenten verbessern läßt. Fragen z.B. der Graphikoberfläche 
geeigneter Interaktionsgeräte werden nicht diskutiert. Die zentralen Punkte im A 
sind Autonomie und Flexibilität. 
Autonomie bedeutet. daß ein Büroagent A.ufgaben ohne (oder mit ganz wenig 
nutzerinteraktion bearbeitet. Insbesondere sollte der "Büromensch" von rege1m' 
Arbeiten mit stupidem Charakter befreit werden. Da viele Aufgaben im Büro koOf 
tiv von mehreren Personen bearbeitet werden, müssen die Agenten auch :Ylodelle 
Arbeitsabläufe (workflows) besitzen. Diese sind oft nicht nur einfache Aktions 
zen, sondern können komplexe Verhand/ungsstrukturen beinhalt.en, die beliebige Z, 
sowie Planen und Beurteilen von AlternativIäsungen und Ersatzressourcen erfol 
Außerdem ist daran zu denken, daß (heute) wahrscheinlich noch nicht alle betei 
:'Büromenschen" die notwendige Agentensoftware besitzen. Dennoch sind sie TI' 
Arbeitsablaufs, und die Agenten müssen auch mit ihnen interagieren können. 
Al/gemein einsetzbare Agenten mit der genannten Verhandlungsfähigkeit zu i 
mentieren, ist - wegen der Komplexität der Domäne, den vielen speziellen Aufgabe 
den Unterschieden innerhalb verschiedener Organisationen - praktisch unmöglich. 
Person hat Präferenzen, wann und wie sie eine Aufgabe angeht . In jeder OrganiSi 
sind Formblä.tter bzw. die Regeln zum Ausfüllen anders, usw. Daher sollten die A 
genügend Flexibilität besitzen, sich auf neue Situationen, Umgebungen und evtl. 
Aufgaben "einzustellen". Dazu schlagen wir neben induktiven Verfahren zur Oe 
von Benutzerpräferenzen den Ansatz des dia/ogbasierten Lernens (DBL) vor [2], be 
der Agent mit Hilfe von Dialogen bei Bedarf, d.h. in unbekannten Situationen, vo 
nutzer neues Wissen akquiriert lind für den späteren Gebrauch speichert oder - im 
neuartiger Aktionen - sogar operationalisiert. 
Autonomie, Verhandlungsfä.higkeit und Flexibilität durch integrierte Lernme 
men werden an unseren Implementierungen CAP IP, einem Terminplanungsagente~ 
RAp 2 , einem Raumreservierungsagenten, diskutiert. 
1 CAP 11 st.eht. für Calenuar APprentice , Version 11: zum "Verhältnis" von Agenten zu Appren: 
sternen vgl. [1]. 
2 RAP steht für Room APprent.ice; vgl. auch [2]. 
:2 
Der Rest des Artikels ist. wie folgt gegliedert. In Kapitel :2 wr'rden ve rwandte .-\rht'itpn 
und ihr Verbältnis zu unserem Ansatz diskutiert. Die Kapit.el :3 und -l: heschreiben im 
Detail Jie Büroagenten CAP 11 und RAP. Kapitel .) enthält die ZusammenfassunO' Iln-
,=> 
sert'r Ergebni sse und I\apitel G gibt einen .-\ usblick auf zukünftige geplante Forsc hungsak-
tivitäten. 
2 Verwandte Arbeiten 
Verhandlungen zwischen Kalenderagenten werden von Sen und Durfee beschrieben [9]. 
Ihre Experimente wurden hisher nur in einer Simulationsumgebung für Kontraktnetzap-
plikationen durchgeführt. Dort evaluieren sie von ihnen vorhergesagte Formeln üb er den 
Zusammenhang zwischen der Anzahl von Verhandlungszyklen und Kommunikationsko-
sten bezogen auf verschiedene Ansage-, Bieter- und Zusagestrategien, Die Verhandlung 
in unserem CAP II System ist eine Erweiterung des von Sen und Durfee verwendeten 
Modells kommunizierender, endlicher Automaten [1]. 
Eine interessante Implementierung von Terminverhandlungsagenten wird von Lux 
beschrieben [6] . Auf der Basis einer allgemeinen "Sprache" von Verhandlungsprimitiven 
wurden Kalenderagenten modelliert und an existierende Tools (den E0iIACS Kalender 
und Sun's Xcalentool) als Interface gekoppelt. Der Ansatz ist deswegen interessant, weil 
er einen praktischen Weg aufzeigt, wie man beliebige Kalendersoftware seiner Wahl sy-
stematisch zu verhandelnden Agenten erweitern kann. 
Als Anwendung für seine Theorie strukturierter Konversationen wurde von Woitass das 
System TVS implementiert [11]. Zentrale Instanz bei ihm ist ein ;yfediatoragent, der die 
Terminkoordination vornimmt. Im Unterschied zu CAP II verhandeln Mediatoragenten 
jedoch (noch) nicht mit anderen "Rechneragenten" (obwohl sie das prinzipiell könnten) , 
sondern mit Menschen, die am TVS-Benutzerinterface Eingaben machen müssen. Die 
möglichen Nachrichtentypen (vgl. [10]) sind mit denen in CAP II vergleichbar, jedoch 
erfolgt das Versenden über eine selbstgeschriebene X.400 Schnittstelle und nicht über 
Email wie in CAP II. Das macht das Einbeziehen von Personen ohne TVS unmöglich. 
Noch allgemeiner als Woitass' Modell für strukturierte Konversationen ist das Ac-
tion Workftow Loop Konzept von Medina-Mora, Winograd und Flores [7], das Vorschlag 
des Initiators (proposal), Übereinstimmung finden (agreement; die eigentliche Verhand-
lung), Zustimmung an Initiator senden (performance; in CAP II das Senden eines "yes~ 
bids") und Bestätigung vom Initiator an alle senden (satisfaction; in CAP II confirrnation 
genannt) beinhaltet. In CAP II kommt noch der Schritt Rückbestätigung (validation) 
dazu. Er ist bei autonom miteinander verhandelnden Agenten nötig, wenn sie eine "be-
dingte Zustimmungsstrategie" benutzen, d.h. trotz erster Zusage einen Termin überlagern 
können, solange vom Initiator die Bestäting (confirmation) noch fehlt [1]. 
Ein verhandelnder Kalender, der im Gegensatz zu allen bisher genannten Systemen 
auch lernfiihig ist, wurde von Kozierok und Maes [5] implementiert. Er verwendet memory-
based learning, während CAP II explizit generalisierende Regeln induziert (mit ID3 und 
Backpropoagation). Der Unterschied bzgl. des Verhandelns ist darin zu sehen , daß ein 
Scheduler verwendet wird. der von allen gewünschten Teilnehmern die freien Zeitschlitze 
sammelt und dann, auf der Basis der durch Lernen ständig verbesserten Kriterien, den 
Der Rest ries .-\rrikels ist wie folgt gegliedert. In Kapitel:2 werden verwandte .-\rbeiten 
und ihr \'erhältnis zu unset'em ;-\nsatz diskutiert. Die Kapit.el :3 und -± beschreiben im 
Deta.il die BLiroagellten C.-\P Ir und RAP, Kapitel,) enthält die Zllsammenfassl[O<T 1[0-
.:J 
serer Ergebnisse und Kapitel G gibt einen .-\usblick auf zukünftige geplante Forschungsak-
ti vitäten. 
2 Verwandte Arbeiten 
Verhandlungen zwischen Kalenderagenten werden von Sen und Durfee beschrieben [9]. 
Ihre Experimente wurden bisher nur in einer Simulationsumgebung für Kontraktnetzap-
plikationen durchgeführt. Dort evaluieren sie von ihnen vorhergesagte Formeln über den 
Zusammenhang zwischen der Anzahl von Verhandlungszyklen und Kommunikationsko-
sten bezogen auf verschiedene Ansage-, Bieter- und Zusagestrategien. Die Verhandlung 
in unserem CAP Ir System ist eine Erweiterung des von Sen und Durfee verwendeten 
Modells kommunizierender, endlicher Automaten [1] , 
Eine interessante Implementierung von Terminverhandlungsagenten wird von Lux 
beschrieben [G]. Auf der Basis einer allgemeinen "Sprache" von Verhandlungsprimitiven 
wurden Kalenderagenten modelliert und an existierende Tools (den EMACS Kalender 
und Sun's Xcalentool) als Interface gekoppelt. Der Ansatz ist deswegen interessant, weil 
er einen praktischen Weg aufzeigt, wie man beliebige Kalendersoftware seiner Wa.hl sy-
stematisch zu verhandelnden Agenten erweitern kann. 
Als Anwendung für seine Theorie strukturierter Konversationen wurde von Woitass das 
System TVS implementiert [11]. Zentrale Instanz bei ihm ist ein ;vfediatoragent, der die 
Terminkoordination vornimmt. Im Unterschied zu CAP II verhandeln Mediatoragenten 
jedoch (noch) nicht mit anderen "Rechneragenten" (obwohl sie das prinzipiell könnten), 
sondern mit Menschen, die am TVS-Benutzerinterface Eingaben machen müssen. Die 
möglichen Nachrichtentypen (vgl. [10]) sind mit denen in CAP II vergleichbar, jedoch 
erfolgt das Versenden über eine selbstgeschriebene XAOO Schnittstelle und nicht über 
Email wie in CAP I1. Das macht das Einbeziehen von Personen ohne TVS unmöglich. 
Noch allgemeiner als Woitass' Modell für strukturierte Konversationen ist das Ac-
tion WorkfioUl Loop Konzept von Medina-Mora, Winograd und Flores [7], das Vorschlag 
des Initiators (proposal), Übereinstimmung finden (agreement; die eigentliche Verhand -
lung), Zustimmung an Initiator senden (performance; in CAP II das Senden eines "yes~ 
bids") und Bestätigung vom Initiator an alle senden (satisfaction; in CAP II confirmation 
genannt) beinhaltet. In CAP II kommt noch der Schritt Rückbestätigung (validation) 
dazu. Er ist bei autonom miteinander verhandelnden Agenten nötig, wenn sie eine "be-
dingte Zustimmungsstrategie" benutzen, d.h. trotz erster Zusage einen Termin überlagern 
können, solange vom Initiator die Bestäting (confirmation) noch fehlt [1]. 
Ein verhandelnder I<alender, der im Gegensatz zu allen bisher genannten Systemen 
auch lernjiihig ist, wurde von Kozierok und Maes [5] implementiert. Er verwendet memory-
based learning, während CAP II explizit generalisierende Regeln induziert (mit ID3 und 
Backpropoagation). Der Unterschied bzgl. des Verhandelns ist darin zu sehen, daß ein 
Scheduler verwendet wird. der von allen gewünschten Teilnehmern die freien Zeitschlitze 
sammelt und dann, auf der Basis der durch Lernen ständig verbesserten Kriterien, den 
1 Einleitung 
.-\n der Carnegie \I~lIon L'niversity wird unter dem .-\rbeitstitel Software Secrl'inry 
Büroautomat.isierungssystemen gearbeitet, die den "Büromenschen" bei seiner tägli 
.-\rbeit unterstützen sollen: Beim Vereinbaren von Terminen. beim Verwalten von Res .. 
cen (wie Besprechungs- oder Vortragsräumen ), später auch bei Budgetp lanung oder 
rechnungs- und Bestellwesen. Die Idee des Software Secrelary klingt attraktiv. da eine 
artige Software sekretariatsähnliche Leistungen für Jedermann/ frau bereitstellen kö 
der / die heute noch nicht das "Privileg" einer eigenen Sekretärin besitzt. 
Drei Eigenschaften bestimmen Erfolg oder Y1ißerfolg solcher Systeme: Der Grad 
Autonomie, die Fle:ribilltät, mit verschiedenen Benutzern in verschiedenen U rngebu 
verschiedene Aufgahen lösen zu können, und die Benut::erschnittstelle . Auf die 
nutzerschnittstelle wird in diesem Artikel nur soweit eingegangen wie sich die A 
der notwendigen Interaktionen oder der Bedienungskomfort durch wachsendes W' 
und Autonomie der Agenten verbessern läßt. Fragen z.B. der Graphikoberftäche 
geeigneter Interaktionsgeräte werden nicllt diskutiert. Die zentralen Punkte im A 
sind Autonomie und Flexibilität . 
Autonomie bedeutet, daß ein Büroagent Aufgaben ohne (oder mit ganz wenig) 
nutzerinteraktion bearbeitet. Insbesondere sollte der "Büromensch" von rege1m" 
Arbeiten mit stupidem Charakter befreit werden. Da viele Aufgaben im Büro koo: 
tiv von mehreren Personen bearbeitet werden, müssen die Agenten auch Y10delle g 
Arbeitsabläufe (workflows) besitzen. Diese sind oft nicht nur einfache Aktionssei 
zen, sondern können komplexe Verhandlungsstrukturen beinhalten, die beliebige Z, 
sowie Planen und Beurteilen von Alternativlösungen und Ersatzressourcen erfo: 
Außerdem ist daran zu denken, daß (heute) wahrscheinlich noch nicht alle beteHr 
~'Büromenschen" die notwendige Agentensoftware besitzen. Dennoch sind sie Teil 
Arbeitsablaufs, und die Agenten müssen auch mit ihnen interagieren können. 
Allgemein einsetzbare Agenten mit der genannten Verhandlungsfähigkeit zu i 
mentieren, ist - wegen der Komplexität der Domäne, den vielen speziellen Aufgabeo 
den Unterschieden innerhalb verschiedener Organisationen - praktisch unmöglich, 
Person hat Präferenzen, wann und wie sie eine Aufgabe angeht. In jeder Organi 
sind Formblätter bzw. die Regeln zum Ausfüllen anders, usw. Daher sollten die Ag' 
genügend Flexibilität besitzen, sich auf neue Situationen, Umgebungen und evtl. 
Aufgaben "einzustellen". Dazu schlagen wir neben induktiven Verfahren zur Oe 
von Benutzerpräferenzen den Ansatz des dia/ogbasierten Lernens (DBL) vor [2], bei 
der Agent mit Hilfe von Dialogen bei Bedarf, d.h, in unbekannten Situationen, vo 
nutzer neues Wissen akquiriert und für den späteren Gebrauch speichert oder - i 
neuartiger Aktionen - sogar operationalisiert. 
Autonomie, Verhandlungsfähigkeit und Flexibilität durch integrierte Lernme 
men werden an unseren Implementierungen CAP Ir!, einem Terminplanungsagente~ 
RAp 2 , einem Raumreservierungsagenten, diskutiert. 
1 CAP II st.eht. für Calenuar APprenti,e, Version II: zum "Verhältnis" von Agenten zu Ap 
sternen vgl. [1] . 
2 RAP steht fiir Roorn APprent.ice; vgl. auch [2] . 
:2 
Der Rest des .-\rtikels ist. \Vie folgt gegliedert. In Kapitel:2 wprclen verwandte .-\rbeitpn 
unJ ihr Verhältnis zu unserPlTI Ansatz diskutiert. Die Kapitel :3 und -l: beschreiben im 
Detail Jie BüroagPIlten C.-\P II und RAP. Kapitel,) enthält die Zusammenfassung IIn-
serer Erge bn i.-;se und I\:apit.el G gibt einen .-\usblick auf zukünftige rreplante Forschuno'sak-~ .:> .':J 
ti vitäten. 
2 Verwandte Arbeiten 
Verhandlungen zwischen Kaleneleragenten werden von Sen und Durfee beschrieben [9). 
Ihre Experimente wurden his her nur in einer Simulationsumgebung für Kontraktnetzap-
plikationen durchgeführt. Dort evaluieren sie von ihnen vorhergesagte Formeln über elen 
Zusammenhang zwischen der Anzahl von Verhandlungszyklen und Kommunikationsko-
sten bezogen auf verschiedene Ansage- , Bieter- und Zusagestrategien. Die Verhandlung 
in unserem CAP II System ist eine Erweiterung des von Sen und Durfee verwendeten 
Modells kommunizierender, endlicher Automaten [1]. 
Eine interessante Implementierung von Terminverhandlungsagenten wird von Lux 
beschrieben [6]. Auf der Basis einer allgemeinen "Sprache" von Verhandlungsprimitiven 
wurden Kalenderagenten modelliert und an existierende Tools (den EMACS Kalender 
und Sun's Xcalentool) als Interface gekoppelt. Der Ansatz ist deswegen interessant. weil 
er einen praktischen Weg aufzeigt, wie man heliebige Kalendersoftware seiner Wahl sy-
stematisch zu verhandelnden Agenten erweitern kann. 
Als Anwendung für seine Theorie strukturierter Konversationen wurde von Woitass das 
System TVS implementiert [11]. Zentrale Instanz bei ihm ist ein ,vfediatoragent, der die 
Terminkoordination vornimmt. Im Unterschied zu CAP II verhandeln Mediatoragenten 
jedoch (noch) nicht mit anderen "R.echneragenten" (obwohl sie das prinzipiell könnten) , 
sondern mit Menschen, die am TVS-Benutzerinterface Eingaben machen müssen. Die 
möglichen Nachrichtentypen (vgl. [10]) sind mit denen in CAP II vergleichbar, jedoch 
erfolgt das Versenden über eine selbstgeschriebene XAOO Schnittstelle und nicht über 
Email wie in CAP 11. Das macht das Einbeziehen von Personen ohne TVS unmöglich. 
Noch allgemeiner als Woitass' Modell für strukturierte Konversationen ist das Ac-
tion Workfiow Loap Konzept von Medina-Mora, Winograd und Flores [7], das Vorschlag 
des Initiators (proposal), Übereinstimmung finden (agreement; die eigentliche Verhand-
lung), Zustimmung an Initiator senden (performance; in CAP II das Senden eines "yes~ 
bids") und Bestätigung vom Initiator an alle senden (satisfaction; in CAP II confirrnation 
genannt) beinhaltet. In CAP II kommt noch der Schritt Rückbestätigung (validation) 
dazu. Er ist hei autonom miteinander verhandelnden Agenten nötig, wenn sie eine "be-
dingte Zustimmungsstrategie" benutzen, d.h. trotz erster Zusage einen Termin überlagern 
können, solange vom Initiator die Bestäting (confirmation) noch fehlt [1]. 
Ein verhandelnder Kalender, der im Gegensatz zu allen bisher genannten Systemen 
auch lernfiihig ist, wurde von Kozierok und Maes [5] implementiert. Er verwendet memory-
based learning, während CAP II explizit generalisierende Regeln induziert (mit 103 und 
Backpropoagation). Der Unterschied bzgl. des Verhandelns ist darin zu sehen, daß ein 
Scheduler verwendet. wird. der von allen gewünschten Teilnehmern die freien Zeitschlitze 
sammelt und dann, auf der Basis der durch Lernen ständig verbesserten Kriterien, den 
optimalen Zeitpunkt für das Treffen bestimmt. Ein CAP rr Agent besitzt (bisher; 
Scbedulingfllnktiona.lität. Angebote und Entscheidungen werden rein lokal get 
un te r Verwendung des Benutzerkalenders sowie der eintreffenden Email-:hchrichtel 
3 Das Terminverhandlungssystem CAP 11 
CAP II ist die Erweiterung des "Einplatzkalenders" CAP [3], der beim Eintrag, 
Ereignissen Werte für Zeitdauer , Besprechungsraum etc. vorschlägt3 . Wenn der Be 
die Werte nicht akzeptiert, kann er sie einfach überschreiben. Die vorgeschlagenen 
werden <iurch Regt>ln bestimmt , <iie aus allen Kalendereinträgen gelernt werden. 
Beispiel ist die Regel 
IF AttendeeStatus = Undergrad 
AND AttendeeDepartrnent = CornputerScience 
THEN duration = 30 
<iie den Ratschlag gibt, Besprechungen mit "Undergra<i-Studenten" des Computer 
Department nicht länger als :30 Minuten dauern zu lassen. Das Lernprogramllli 
au tomatisch jede Nacht gestartet4 und generiert - nach ein bis zwei Monaten - die 
verläßlichen Regeln <iieser Art , <iie die Vorlieben <ies Benutzers mo<iellieren. 
CAP Ir erweitert CAP um NIechanismen zum autonomen Vereinbaren von ' 
nen über Email. In den nächsten Abschnitten werden <iie Anforderungen a.nG 
das Verhandlungsprotokoll, das Nachrichtenformat sowie die Gesamtarchitektur 
liert vorgestellt. 
3.1 Anforderungen an CAP 11 
Aus den beiden Zielvorstellungen für CAP II , nämlich autonomes Verhandeln uni 
bezug von Personen auch ohne CA PIlAgent, wurden die folgen<ien Anford 
abgelei tet: 
• Das Terminverhandeln sollte die Arbeit <ies Benutzers am Rechner so we 
möglich unterbrechen. 
• Der Benutzer muß Entscheidungen des Agenten zu jeder Zeit zurücksetzen 
• Ein "Time-out Mechanismus" muß bereitgestellt wer<ien, um bei ausblei 
Antworten geeignet zu reagieren. 
• Um Benutzer ohne CAP Ir Agent an Verhandlungen 
das Nachrichtenformat "natürlich" (-sprachlich) sein. 
• Es müssen einfache Filter- und Nachrichtenzuordnungsmechanismen bereit 
werden, um aufwendige Textanalysen <ier Email zu vermeiden. 
3Das Vorschlagen von Ta.g lind Uhrzeit ist noch nicht zufriedenst,eIlend . 
4Es verwendet. ID:lllnd Backpropa.gat.ion alls der "ML-Toolbox" THEO [8]. 
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• ELwnso sollte der ('AP 11 .-\gent den Inhalt einer :.rachricht sc hnell und o hne iellIP 
sematische Anal yse "\·Pls tehen" können. 
• Zusätzliche rnterst ützung für Personen ohne CAP rr .-\gent soll vorgesehen werden. 
In den folgenden .-\bschnitten wird gezeigt, daß unter einer sogenannten Gutwilligl,·eit.,nn-
nahme alle Anforderungen an CAP II erfüllt werden konnten . 
3.2 Das Verhandeln in CAP 11 
CAP 11 ist ein System kommunizierender, endlicher Automaten, die beim Verhandeln 
einem I\:ontrClktnetzprotoKoll folgen, das eine Erweiterung von [9] dars tellt. Die Agenten 
entscheiden rein reaktiv und lokal; es ist keine Planung nötig. Die Synchronisation erfolgt 
nur durch Kommunikat.ion und Verhandlung. 
Sobald ein Benutzer den Wunsch zu einem Treffen in CAP II eingetragen hat (per 
add-meeting mit Flag not-confirmed), wird vom Agenten eine :.rachricht mit Einladung 
generiert und per Email an alle spezifizierten Teilnehmer gesandt. Besitzen die Empfänger 
CAP Ir Agenten, verhandeln diese zunächst autonom mit dem einladenden Agent, bis ein 
für alle geeigneter Zeitpunkt gefunden wurde (oder auch nicht). Sollte ein Empfänger 
keinen CA PlIAgenten haben, muß er die Nachricht persönlich wie jede andere Email 
beantworten (s.u.). Als Antwort können die Angebote "yes", "not-then", "maybe" oder 
"no" zurückgeschickt werden (zur gen auen Semantik vgl. [1]5). Wurde eine Einigung 
erzielt, folgt eine Art"handshake" Prozedur von Bestätigung (confirrnation) durch den 
einladenden Agenten und Rückbestätigungen (validations) durch die Eingeladenen . Falls 
Antworten ausbleiben. generiert und verschickt ein Ausnahmebehandlungsprozeß :vIah-
nungen (reminders), bzw. benachrichtigt, falls die Mahnungen nicht helfen, den Benutzer, 
so daß dieser den "Unerreichbaren" per Telefon oder Fax kontaktieren kann. Die Eigen-
schaft des asynchronen und - bis zu einem gewissen Grad - benutzerunabhängigen Ver-
handeins macht aus dem Apprenticesystem CAP den Agenten CAP Ir [1]. 
Idealerweise verhandeln die Agenten untereinander bis zur Einigung, ohne daß die 
Benutzer gestört werden - außer wenn Probleme auftauchen. Nachdem Erfolg (oder 
Mißerfolg) feststehen, werden sie benachrichtigt6 . Sollten sie mit dem Termin nicht ein-
verstanden sein, können sie sofort Dienste wie "cancel-participation", "move-request" 
etc. aufrufen. Das kann dann zu weiteren Verhandlungsschleifen führen. Der Einladende 
hat zusätzlich noch die Möglichkeit, ein Treffen komplett abzusagen, ohne daß Verhand-
lungen nötig werden. 
3.3 Das Nachrichtenformat in CAP 11 
Das Nachrichtenformat in CAP II wird vor allem durch die Vorgabe bestimmt, auch 
Personen ohne solche Agenten in Verhandlungen mit einbeziehen zu können. Ohne diese 
5 Das Zuriic:ksc:hickell von Alt.ernat.ivvorschlägen ist geplant, aber noc:h nicht. implement.iert. 
6 Bisher sehen sie nur eine t.ext.uelle Nachricht; in Kürze wird ebenfalls ein blinkender Eintrag im 
Kalender erscheillen (sofern ~r angezeigt ist.). um die Aufmerksamkeit des Benutzers zu erregen. Denkbar 
ist auch ein Iron wie clie ··xbiff" Mailbox. die ihre Farbe wechselt und eine Fahne hochgehen läßt, wenn 
neue Email angekomml'n ist.. 
Vorgabe würde jeder gepackte Bitstring ausreichen. Die Lösung in C.-\}' ll :;!n 
st rukturierte :'-Jachrichten so\\· ie zusätzliche Hinweise am Textende. wie ein "C.iP. 
Benutzer antworten soll. 
To : bocionek~cs 
From:mitchell~cs 
Subject:Meeting on dec-24-1992 at 2:30pm? CAP-Requestxx123 
This message is to suggest a meeting with Tom Mitchell 
as follows. Please let us know if such a meeting is 
acceptable to you. 
Date: dec-24-1992 
Time: 2:30 pm 
Duration: 30 
Location : WehS409 
Attendees : Tom, Siegfried, Stork 
Topics: Cancel Messages, Parsing in CAP II, NL Interface 
You can make your reply computer-understandable by 
beginning your message with one of the following words: 
Yes, Not-then, Maybe, No 
Abbildung 1: Eine vom CAP II Agenten generierte Einladung 
Abb. 1 zeigt eine Einladung, wie sie von CAP II Agenten verschickt wird. Das 
CAP-Reque'st am Ende der Subject-Zeile im Nachrichtenkopf wird benutzt, um die 
für CAP II aus allen anderen herauszufiltem7 . Die eindeutige Vorgangsnummer( 
identifier) xx123, die an CAP-Request angehängt ist, ermöglicht die sofortige Zuor, 
der Nachricht zu einer bestimmten Verhandlung. Wenn Agenten Nachrichten versc" 
ist diese Nummer immer Bestandteil der Subject-Zeile. Bei Benutzern ohne CAP II 
nehmen wir an, daß sie eine Antworttaste oder -option benutzen, so daß die Su 
Zeile automatisch in die Antwort hineinkopiert wird8 . Wegen unserer Gutwilligkeil 
nahme (vgl. Abschnitt 3.5 J gehen wir davon aus, daß Benutzer nicht böswillig fi 
Vorgangsnummern verwenden. 
Bei der Analyse des Nachrichtentexts sucht der CAP II Agent lediglich nach 
Schlüsselphrase, oft nur riach einem Schlüsselwort im Text (in Abb. 1 ist das "sugg' 
meeting"). Diese Schlüsselphrase bestimmt den Typ der Nachricht (proposal , bid, 
'Dazu wird die lokale .maildelivery Datei der MMDF Software unter Mach und Unix ver 
in die man einfache Regeln der Form" it CAP-Request is in subj ect bne, then append I 
to file . my-newmail" eint.ragen kann. 
8Sollte so ein Benut.zer aus irgendeinem Grund die Ant.wort mit einer Subject-Zeile ohne Vorgan; 
mer verschicken, wird sie vom empfangenden Agenten ignoriert; der Benut.zer wird aber später 
automatische Mahnungen des Ausnahmebehandlungsprozesses zur erneut.en Antwort 'aufgeforde 
der "CAP-Iose" Benut.zer der Einladende, und verwendet er CAP-request ohne eine Vorgangsnul 
erzeugen die empfangenden Agent.en eine . Trot.zdem diese Nummer für alle Agenten verschiedel 
wird, ist eine korrekt.e Terminverhaudlung möglich [1] . 
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matIOn. validarion . . .. ) und damit die Reaktion des Agenten sowie den Zustan clsübf'r~an~ 
im Automat . 
Der wichtigste Hilfemech a!lismus für "C AP-Iose" Benutzer ist ein Hinweis am \ach-
richtenende . wie gPantwortet werden soll ( in Abb. 1 "You can make your reply co m-
puterunderstandable ... " ). Weitere Unterstützung bietet das automatisches Er cränzen 
~ 
von .\fachrichten. flexibles \I a tching und - im Fall rmversUindlicher .-\ntworten - automa-
tisches Zurückschicken vo n Beis pielantworten (die Details dazu sind in [1] beschriebf'n). 
3.4 Die Architektur von CAP 11 
Unix/Mach Mail System 
~readrnail 
( CAP-Request filter 
sendrnail J 
. my-newmailll yorkmail 
~ Li send-email 
email yatcher automat on 
back~ shared global message queue I--front 
1 
.. time-out handler I+-
apprentice 
EMACS t--I+--
1 Theo rulebase 
user calendar data 
Abbildung 2: Die Prozeßstruktur von CAP 11 
CAP 11 ist in Common LISP auf einer Mach/Unix Plattform implementiert. Das Kalen-
derinterface - in EL-LISP - ist ein EMACS-Prozeß, der alle übrigen Sub prozesse aktiviert 
und per Remote Procedure Call (RPC) Zugriff zum apprentice Prozeß hat (vgl. Abb. 2). 
Die Subprozesse automaton und time-out handler können darüberhinaus über Named 
Pipes mit dem EMACS Interface kommunizieren. email wateher kommuniziert mit 
keinem anderen Subprozeß. 
apprentice stellt den Zugang zum Kalender und zu den gelernten Regeln in der THEO 
Regelbasis [8] bereit. Dieser Subprozeß arbeitet wie in der originalen CAP version [4]. 
Nach Aufruf eines ?vlacros (wie add-event) vom EMACS-Prozeß, erzeugt apprentice 
7 . 
r 
einen Deskriptor für den Vorgang lind trägt ihn am Anfang der 'vVarteschlange für '. 
Automat zu bearbeitende Nachrichten ein9 . Aus der 'vVarteschlange entnimmt der 5 
prozeß automaton die :.l'achrichtendeskriptoren und bearbeitet sie wie in .-\bschnitl 
beschrieben. Falls Email zu senden ist . ruft automaton eine Funktion send-email, 
ein eigener Prozeß ist dafür nicht nötig. 
Der zweite Subprozeß, der automaton mit :.l'achrichtendeskriptoren versorgt . ist ema 
wateher. Er pollt die Datei . my-newmail. in die der MMDF Filter (s.o.) :.l'acluichten 
C AP II Agenten ablegt. Sobald eine neue Nachricht eingetroffen ist, wird sie analysien 
einen N achrichtendeskriptor umgewandelt und am Ende der 'vVarteschlange eingetra 
Falls mehr als eine Nachricht in . my-newmail vorliegt, wird die Datei workmail 
Puffern benutzt. 
Der dritt.e Subprozeß, der automaton mit N achrichtendeskriptoren versorgt, ist 
time-out handler. Er hat Zugriff auf Internstrukturen von automaton und apprent' 
(in Abb . 2 nicht gezeigt) und erzeugt Mahnungen, wenn Angebote oder Rückbestäti 
gen nicht in einem bestimmten (konfigurierbaren) Zeitraum eintreffen. Zudem kan 
über den Nachrichtenmechanismus, Information an das EMACS Interface zur An 
beim Benutzer absetzen, falls trot.z Mahnungen keine Antworten empfangen werden. 
3.5 Diskussion 
Die CAP II Implementierung erfüllt alle in Abschnitt 3.1 aufgestellten Anforderun~ 
Autonomes Verhandeln nimmt dem Benutzer häufiges Versenden von Email. bzw. \' 
Telefonanrufe ab , wenn er ein Treffen organisieren will. Seine Aufmerksamkeit - auße 
Fehlerfall - wird nur am Ende einer Verhandlung verlangt. Dienste wie cancel-requ, 
oder move-request ermöglichen ihm, jede Agentenentscheidung sofort rückzusetzen. ~. 
Ausnahmebehandlungsprozeß sichert zu, daß der Benutzer stets benachrichtigt wird. \1 
ein Adressat unerreichbar ist (z.B. weil Rechner ausgefallen oder die Person verreist 
Dann kann er diese Person per Telefon oder Fax zu erreichen versuchen. Das ~[ 
der kommunizierenden Automaten ist adäquat, da es genau das Verhalten von \[en 
modelliert, wenn sie Termine vereinbaren. 
Durch das semistrukturierte Nachrichtenformat wird ermöglicht, daß auch Per 
ohne CAP 11 Agenten in Terminverhandlungen einbeziehbar sind. Das Filtern und Z 
nen von Emails zu Vorgängen ist einfach wie gefordert. Der Inhalt der Nachrichten 
allein durch Matching von Schlüssel phrasen bestimmt werden. In keinem Fall ist 
aufwendige, natürlichsprachliche Analyse notwendig. Hinweise am Ende jeder ~achn 
sowie zusätzliche Hilfemechanismen unterstützen "CAP-Iose" Email-Benutzer. Die 
diese Weise gewonnene Flexibilität, nämlich sowohl mit Agenten wie mit Menschen 
handeln zu können, ist ein Muß, solange noch keine standardisierten Terminplan 
gram me in' jedem Büro vorhanden sind. 
Eine wichtige Gutwilligkeitsannahme liegt jedoch der von uns vorgeschlagenen 
grat ion von Agenten und Menschen zugrunde. Alle Teilnehmer müssen ~ooperativ 
wollen, oder dürfen zumindest die Verhandlungen nicht mutwillig "sabotieren". Da 
z.B. keine natürIichsprachliche Analyse der Nachrichten vornehmen - und mit A 
9 Am Anfang, da dt>r EMACS-Aufruf ~in RPC ist. uno der Benut.zer nicht. unnötig warten soll. 
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auch rlicht \Vollerl - könnte man durch Einfügen von ~egationen in .-\ntworten deren Sinn 
ins Cegenteil verkehren. ohne daß CAP 11 Agenten das merken würden . e nse rer \!e inu ng 
nach werden Probleme i.d. R. nicht auftreten , jedenfalls nicht öfter als auch je tzt ~chon 
bei telefoni schen Vereinbarungen. 
4 Das Raumreservierungssystem RAP 
Obwohl das Kalendersyst.em CAP 11 einige Flexibilität besitzt, sich an die Präferenze n 
seiner Benutzer zu adaptieren. verwendet es dennoch eine feste, vorgegebene Verhand-
lungsstrat.egie . Daher kann es ni cht einfach an Besonderheiten z.B. in verschiedenen Or-
ganisationen angepaßt werden . In diesem Kapitel wird mit dem Raumreservierungsagen-
ten RAP ein Syst.em vorgeschlagen. daß Verhandlungsabläufe inkrementeIl akquirieren 
kann, indem ein- und ausgehende Email analysiert und der Benutzer. wenn nötig, über 
den Inhalt befragt wird. R.AP ist ein erstes Beispiel, an dem die Ylächtigkeit von dialog-
basiertem Lernen (DBLJ zur Synthese von neuen Workflow-Strukturen erforscht werden 
soll [2] . 
4.1 Anforderungen an RAP 
Die Aufgabe eines RAP Agenten ist das Reservieren von Besprechungs- und Vortragsräu-
men über Email. RAP lernt dabei, die für die Verteilung zuständigen Sekretärinnen der 
verschiedenen Fakultäten der CMU solange zu fragen, bis ein freier Raum gefunden ist . 
Hat RAP den Vorgang gelernt, führt der Agent die komplette Suche nach einem Raum 
vollständig autonom durch. 
Im einzelnen ergeben sich daher - neben den auch schon für CAP 11 in Abschnitt 3.1 
genannten - folgende zusätzliche Anforderungen: 
• Der endliche Automat, der die Verhandlung In RAP treibt, soll komplett syn-
thetisiert werden. 
• Es sollen die verschiedenen Nachrichtenmuster akquiriert werden, die per Email hin-
und herzuschicken sind. 
• Eine kleine Datenbank mit Information über Räume und RaumverwalterInnen soll 
aufgebaut werden . 
Im folgenden wird nur das Lernen des Automaten beschrieben. Details über die anderen 
Teilaufgaben sind in [2] zu finden. 
4.2 Das Nachrichtenformat in RAP 
Für das Nachrichtenformat in RAP gilt bzgl. Aufbau, Filtermechanismus, Hilfestellung 
für die Empfänger der Nachrichten usw. dasselbe wie für CAP 11. Eine Anfrage ist in 
A bb. 3 zu sehen. Die Schlüsselphrase ist hier "need a lecture room". 
To:main . office~cs 
From: J ean~c s 
SUbject:Need a room on dec-24-1992, 2 : 30pm RAP-Requestxx123 
I need a lecture room. 
Please let me know if there is one available as follows . 
Date: dec-24-1992 
Time: 2:30 pm 
Duration: 90 min 
Seats: 30 - 50 
Speaker : H. Sassin, HIT 
You can make your reply computer-understandable by 
beginning your message with one of the following: 
"No"or a room number 
Abbildung 3: Von einem RAP Agent generierte Bestellung eines Vortragsraums 
4.3 Dialogbasiertes Lernen in RAP 
Sieht ein RAP Agent eine Email zum ersten Mal (und kann den Inhalt nicht "erschlie 
stellt er dem Benutzer Fragen wie 
To which type of interaction does this message belong? (room-re~t 
positive-answer, negative-an'swer, alternative-proposal, other) 
Which is the meaning-carrying word or phrase in that message? 
Is this the last action of the task? 
Aus den Antworten auf diese Fragen wircl ein Thesaurus aus Nachrichtentypen 
Schlüsselphrasen aufgebaut. Alle Phrasen, die zu einem Nachrichtentyp gehören, 
den als Synonyme behandelt. 
Bei jedem neu erkannten Nachrichtentyp wird der endliche Automat erweitert, der 
RAP Agenten treibt. An vereinfachenden Annahmen wurden u.a. getroffen (siehe 
[2]) , daß stets nur eine Person nach einem Raum für dasselbe Ereignis fragt , und daS, 
einzelnen RaumverwalterInnen hintereinander kontaktiert werden. Die Strategie, 
und wie der Automat zu erweitern ist, ist ebenfalls fest vorgegeben. 
Tabelle 1 zeigt den endlichen RAP Automat (die Zeilenindizes bezeichnen die Z 
de, die Spaltenindizes die akzeptiert.en Nachrichtentypen), nachdem die Typen rooll 
quest und pos i ti ve-answer, sowie der Zustand s 1 gelernt wurden. Beim St.art 
RAP war nur der "leere" Automat. mit Zustä.nden global-start undglobal-stop 
Nachrichtentypen stop-RAP und (aus t.echnischen Gründen) EOF existent. Eine 
Spalte entsteht immer, wenn ein neuer Nachrichtentyp eingeführt wird. Neue Zeilen 
men hinzu, wenn ein neuer Nachrichtentyp nicht den Abschluß eines Vorgangs bezei 
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(d.h. nicht in den .~nfangszustand global-start zurückführt). Diese Strategie ko nstru-
iert nicht den minimalen .~lltomaten, aber sie lernt die Aufgabe lO . ~ 
\Ian beachte' auch die leeren Felder in der Übergangstafel. Ihr Inhalt wird erst 5\"n-
thetisiert. wenn so ein Fall wirklich eintritt. also z.B. eine positive-answer trifft -im 
Zustand global-start ein. d.h. ohne daß (in si) auf so eine Nachricht gewartet. wird. 
Als Fehleraktion in diesem Fall könnte per DBL eine Benachrichtigung des Benutzers oder 
das "sti llsch weigende" Löschen der Nachricht eingetragen werden. 
11 EOF stop-RAP 1 room-request 1 positive-answer 
global-st.art. got.o global-stop send-email -
goto s 1 
global-stor> clean-up - - -p rocess-exi t 
sl - gOlo glohal-stop notify- user( success ) 
goto global-start 
Tabelle 1: Ein Teil des endlichen Automaten von RA P 
Eine detaillierte Beschreibung des vollständigen Lernalgorithmus von RAP ist In [2] zu 
finden. 
4.4 Diskussion 
RAP soll dazu verwendet werden, die Mächtigkeit des dialogbasierten Lernens zur Er-
weiterung von Bürosoftwal'e während ihres Gebrauchs zu erforschen. Ohne Einbezug des 
Benutzers, nur durch maschinelle Lernalgorithmen ist das (heute; nur heute'?) nicht 
möglich. Das Ergebnis sind Agenten, die sich den Präferenzen ihrer Benutzer sowie den 
speziellen Abläufen in unterschiedlichen Organisationen anpassen können. Diese Eigen-
schaft wird die Akzeptanz solcher Software drastisch erhöhen. Außerdem läßt sich die 
Software schneller und billiger entwickeln, da nicht Hunderte von speziellen Funktionen 
vorab programmiert werden müssen. 
Trotz RAP sind eine ganze Reihe von Fragen noch offen. Erstens, ist ~vlatching 
von Schlüsselphrasen auch bei komplizierteren Aufgaben wirklich ausreichend? Oder 
wo und wie sollte ma.n es mitnatürlichsprachlichem Parsing mischen? Kann man auch 
schwierigere Aufgabenflüsse mit DBL (allein) synthetisieren? Ist das Automatenmodell 
immer ausreichend, oder muß man auch Petrinetze vorsehen, z.B. bei der Synchronisation 
von Bestellwesen lind Lagerverwaltung? RAP kann nur als ein erster Versuch gesehen wer-
den, am Beispiel einer einfachen aber realistischen Aufgabe aus dem Bürobereich diesen 
Fragen nachzugehen und die Anforderungen für komplexe Vorgänge herauszuarbeiten. 
IODie Optimierung dieser St.rategie durch ein "\1erge" von Zuständen ist angedacht, aber nocht nicht 
realisiert, da eine wirkliche Not.wendigkeit von uns für die RAP-Domäne bisher nicht. erkannt wllfde. Hier 
sind keine allzu großen Allt.omat.en zu erwart.en. 
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5 Zusammenfassung 
Im \'orliegenden .-\rtikel wurden zwei Agentensysteme vorgestellt. die - so oder ähnl 
- auf jeden Fall Bestandteil zukünftiger Büroa'! tomatisierungssoftware sein werden: 
Kalendermanager CAP II und der Raumreservierungsagent RAP. C.-\P Ir zeigt die Von 
von Agenten. die sich an die Vorlieben ihrer Benutzer anpassen und stellvertretend 
sie .-\ufgaben autonom abwickeln können. Eine wichtige Eigenschaft von solchen .-\gentl 
muß sein, daß sie auch mit Personen verhandeln können, die das Tool nicht besitzen. 
über ein Rechnernetzwerk erreichbar sind. CAP Ir ermöglicht das durch das semis truk 
er te Nachrichtenformat der mit beliebigen Agenten oder Personen ausgetauschten Ern, 
RAP ist ein Experiment zur Erforschung der \1ächtigkeit von dialogbasiertem Lei 
(DBL) bei der Synthese von operationellen Strukturen wie sie für computerunters lüt 
kooperatives Arbeiten notwendig sind. Drei Gründe sprechen für DBL. Erstens kom 
in der Bürodomäne nicht schnell genug ausreichend viele Trainingsbeispiele zusam 
um die klassischen induktiven :vlachine Learning Algorithmen einzusetzen. Erkläru 
basiertes Lernen (EBL) - gern eingesetzt bei wenigen Beispielen - ist, zweitens. 
keine Lösung, da die Domäne nicht (ausreichend) vollständig modelliert werden kann 
bei EBL erforderlich. Der clritte Grund ist, daß bei Bürosoftware der Benutzer die m 
Zeit anwesend ist ; also sollte er auch in das Lernen interaktiv einbezogen werden. 0 
lassen sich induktives wie deduktives Lernen massiv erleichtern [2]. 
Die wirtschaft lichen Vorteile unseres Ansatzes sind offensichtlich. Da die Bü 
ware sich flexibel den Anforderungen verschiedener Benutzer und Organisationen aß 
wird die Akzeptanz (und die Verkaufszahlen) steigen. Ein weiteres Plus ist die Übe 
me zeitaufwendiger Routinearbeiten, was dem Benutzer mehr Zeit für kreatives Ar 
läßt. Für den Entwickler solcher Bürosoft,ware werden sich außerdem geringere Kosten 
kürzere Time-to-Market Intervalle ergeben, da eine Vielzahl von Optionen und Sp 
funktionen für jeden denkbaren Benutzer nicht mehr von vornherein einprogram 
sein muß. Die heutige Hardware- und Softwaretechnologie im Verbund mit den aktul 
Ergebnissen von DA! und Maschinellem Lernen stellen die notwendige Basis für 
Systeme inzwischen bereit. 
An der Carnegie Mellon University läuft die Forschung an CAP Ir und RAP 
dem Arbeitstitel "Software Secretary". Ziel ist, (einen Teil der) SekretärInnenfun 
alität auf einem Rechner verfügbar zu machen, so daß der Eigentümer von langw, 
und/oder zeitaufwendigen Routinearbeiten verschont wird. Zur Zeit benutzen dort 
ein· Dutzend Personen den lernfähigen Einplatzkalender CAP. CAP gibt nach c,irca . 
Monaten zufriedenst.ellende Ratschläge (bei einer Anzahl von Terminen, wie sie für 
Professor anfallen). CAP II wird zur Zeit nur vom Autor benutzt; alle anderen 
glieder der CAP-Gruppe agieren als menschliche Agenten und beantworten die vom 
II Agent verschickten Einladungen zu Gruppenbesprechungen "von Hand" . Die Fr,' 
von CAP II an alle Gruppenmitgliecler ist für Ende April 93 geplant. 
RAP wird gerade fertiggestellt und soll im Mai 93 zum ersten Mal auf nicht'v 
warnte Sekretärinnen eier eMU "losgelassen" werden. 
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6 Zukünftige Forschungsaktivitäten 
EiIle alternati\'e Benutzerschllittstelle auf der Basis von Electronic Forms (EFOR .\fS) soll 
für C.-\P II implementiert werden. Dabei sollen beim Empfänger von C.-\P II - :\achrichten 
automatisch Bildschirmfenster mit Formularstruktur geöffnet werden (remote pop-up win-
do\vs) , in denen Felder angekreuzt bzw. einfach ausgefüllt werden können . Die Frage ist. 
ob der Benutzer so ein komfortables Interface eher akzeptiert als die (verborgenen) Ter-
mim'erhandlungen der Agenten im Hintergrund . 
Eine anderer Forschungsgegenstand ist das Einbeziehen von externen WiSSPTlSf/lul!en 
wie Personal datenbanken oder auch das finger Kommando in Unix, die an CAP II gekop-
pelt werden sollen. Durch solche Zugriffsmöglichkeiten ließe sich die Zeit für den .-\ufbau 
des initial notwendigen Wissens stark verkürzen , was wesentlich weniger Intera.ktionen 
(also Störungen) mit eiern Benutzer bedeuten würde. 
Als weitere Anwendung von DBL soll das induktive Regellernen in CAP beschleunigt 
werden . Der Benut.zer soll die erzeugten Regeln mit dem Agenten diskutieren. ob sie 
seiner Intention entsprechen. Wenn der Benutzer die Regeln akzeptiert, bekommen sie 
einen hohen Vertrauenskoeffizient schon nach ganz wenigen Beispielen . 
Liegen erst mehr Daten über die Anwendbarkeit von RAP vor, soll auf dieselbe Weise 
der endliche Automat von CAP II per DBL akquiriert und mit der ersten , "handcodierten" 
Version verglichen werden. 
Zusätzlich zur Erforschung der grundsätzlichen Fragen sollen weitere nützliche Agen-
ten implementiert werden . Beispielsweise RAP-ADMIN, der Raumverwaltungsagent auf 
der Administratorseite. Neben der Verhandlungsfunktionalität wie in RAP auf der An-
frageseite muß RAP-ADMIN auch das Verteilen .der Räume lernen. Ob und wie das gehen 
soll, ist bis jetzt unklar. 
Des weiteren sollen CAP II und RAP zum Agenda APprentice AAP kombiniert wer-
den, der erste Vorschläge für die Zeitpläne von eMU-Besuchern ausarbeiten soll. d.h. ihre 
Treffen mit eMU-Mitarbeitern koordiniert und einen Raum für ihren Gastvortrag belegt. 
Andere Agenten für Sekretariatsaufgaben wie Bestellwesen oder Reiseabrechnung sind 
in der Diskussion. 
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COS~L-\: Ein verteilter Tern1inplaner* 
Achim Scltllpeta 
OelltsdlPs ForschllngszPlltrum für Künstli che Inte lligenz (OFI\.I) 
Stllltbat zellhallswpg :1. 0-G600 Saarbrücken, Oelltsdd and 
Tel.: ++-19 6S 1 302 :)320 
Fax: ++49 681 302 ·')141 
E- \. [CI il: scb u peta~dtki .uni -s b. c\e 
Z \ Isalllillellfas s 1I1lg 
Wie kÖ1l11t'1l .. Ut.iOllt'lI (allt.ollom) gf'plallt. IlnJ ausgeführt. werJen, die das gemein-
samp gll"lchzpit.igp Qdpr zpit.lieh Pllg vprzahllt.p Handeln von mehreren Agent.f'n inhärent. 
erfordl'rn? EillP Haupt.vorallssPI.Z1Illg Z1ll' Lösung dieser Frage sind sicherlich die kom-
muuikat.ivf'1I Fii.higkPit.f'u der Agellt.Pll [~lS!)[j. Am Beispiel des Prohlems der Termin-
vereinharung vprsllehf:'n wir pill Illf:'hrschicllt.iges Verhandlungsmodell zu ent.wickeln . 
Dil' VU'hll1/dlu7!1j.sj/ihn/1/1j zwisehf:'n den Agent.e ll wird durch ein Verhandlunsprotokoll 
festgf'legt. Dil-'i Itpißt., jedl"r Agent. verfiigt. iiLlPr eine Menge von Kommunikat.ionspri-
mit.iven wie si!" in dl-'r Sprl-'ehakt.t.heoril-' bf'srhrieben werden [Seaö!)j . Diese wf'rden 
dann ZII l-'iuel11 Vf'rhandlllngsprot.okoll kombiniert. , dessen Ablauf hii.ufig dmrh pnd-
liehe Aut.omat.l:'n hesrhriehl-'u wird [CWUlj. Entscheidungen des Agenten innerhalb 
einer Vl:'rlialldlllng werden aufgrund einer Bewert.ung von Vorschlägen gefällt. Dabei 
det.f'rnJiniprt dip Verw/'lIdllng df'r BI-'wprt.llugskrit.erien die Verhandlungsst.rat./'gie. Auf 
der ELlPllf:' der Agent.pngl"sf'llsehaft. kanu mall sdtließlich die result.ierenden Koopera-
t.ionsnlf:'dw.nismen allsmadl!~ll . Wir hl-'schreihl'll im folgenden die Verwendllng dies/'s 
Modells in dl'lll vf'rt.l'ilt.f'n Tf:'rminplanungssyst.1'1n COSI\t1A (Cooperat.ive Schedule Ma-
nagement. Ag/'nt.). 
1 Die Idee von COSMA 
Der vertE'ilte Terlllinplaner COSMA simuliert das Prohlem der Terminverein!Jarung fiir 
lllE'hrerE' PerSOllE'n. Die GrundidE'e ist die eines persönlichen Assistenten, der den Termin-
kalender seines Chefs verwaltet , ihn an TE'rmine erinnert unu die Kompetenz hat, über 
die Zeitpunkte neuer Termine zu verhandeln. Das heißt ein Auftrag wie "tvlachen sie 
mir nächste Woche einE'n TE'rmin mit Schmidt und Schulze" führt uazu, elaß der Assi-
stent aufgrnncl seinE's WissE'ns iiher elen hishE'rigen TerminkalE'nder unel die Präferenzen 
seines ChE'fs mit den Assistenten von Schmielt und Schulze über einen konkreten Termin 
in der nä.chsten Woche verhandE'lt. Diese VE'rhandlung mag mehrere Verhandlungsrunden 
VOll Vorschlägen und GE'genvorschli'igE'll umfaSSE'11. Einigen sich die Partner schließlich auf 
einen TE'rmi n, so wird eliesE'r jewE'ils im TE'rminkalender fixiert. N atiirlich können auch 
bereits festg;elE'gte TE'rllline E'rneut verschoben oder abgesagt werden. COSMA iibE'rnimmt 
in diesem SZE'nario die Rolle des Assistenten . 
• Diese ArlH~it wurde uuterstützt vom Buudesmiltisteriul\l für Forschung lind Technologie unter der 






GeUäc hlIl is 1 stelle 
K()mmunikationsmoJul E-mailer 
AbbilduJlp; 1: Die COS~IA Arcllit,ektlll' 
Ein wesentlidler Hnt.f>rsrltied zu den tneisten <laderen Terminplanern best.eht in dem 
grundlegend vertf'iltpn Ansat.z: Es gibt. keinen zentralen Terminblender, in dem alle Ter-
mine der Firma oder Abteil1\llg gespeichert sind. .Jedes COS~\'lA-Syst.em verwaltet nu 
lokale D<I,t.en seilIes Bplllltzers, die Koordinat.ion f>rfolgt, ausschlif>ßlich iiber die Kommu-
nikation. Die im Grunde genonllllen sehr hegrenzte Aufgabe, nällllich Einigllng i\.uf einen 
konkreken Termin fiir ein Treffen. erweist. sich <lls gutes Fallheispiel fiir viele grundsätzli-
che Fragest.ellunp;en in der vf>rteilten Kr. Wir wollen Itier hesonders den Aspekt der Ver-
handlllngsfiilll'ung herausst.ellen und ein llleltrstufiges Verhandlungsmodell am Beispiel von 
COSMA darst.ellen. 
2 Die COSMA Architektur 
Die Abbildllng 1 zeigt. die Grohst.rllkt1ll' eines COSMA-Agenten . Der l\lllrntlr.r enthält 
alle Dat.en iiller fes t. vereinhart.e Tt'rllline .. Ein Termin ist. heschrieben durch: 
• die Teilnehmer 
• den Init.i<l,tor 
• den Typ des Treffens 
• die Priorität. (Zahl alls [0, 1] mit 0 = 1\nwichtig, 1 = sehr wichtig) 
• die Dauer des Treffens 
• den Ort. 
• das Thema 
• die Zeit 
Der Init.iator des Trefft'ns initi<llisiert. <lHe diese Wert.e. Die Zeit wird dabei zunächst 
als ein maxima,l mögliches Intf>l'vall spezifiziert" wohei jedem Teilintervall eine Präferenz 
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Z II~ t' I )l dll t'f ::-;f . \\' il-' -.;id l dil-' Pr iil"prl-'l lZSf l"ll ktlll" der Zeit. ergillt .. wird ";[l ii te r ll och ~ell a ll e r 
Ilt', rllr if:' lll-' ll. [ll tlt' r IllOll lt' lI f.illle ll VI-'r sioll i:; t die Zeit. de r einzige Cegenstand de r Vf:' r lta.lld -
lllll!.!;. DI-'r [\ ,df:' lldp r 1-' 1It!t ;)l t il ll ße rd f:' lll \Vt' ltwissen in Form vo n illlgellleill ::tkzep t ie rt en 
PrtiI"0!pilZt'! I. ,1l:-;o l. B. dilß 1-' '; illl i1..llgl-' llll-'illPlI nicht. ii hlich is t. . Terllline ill c!p r \" il d lt oder 
zn l \ lirr .I !.!, .-z pit Zil VI-' rf:'i llll ;n ell . Dil Zlt kOllllll ell Benltt.ze r- s[lezihsche Prtiferpn zP ll . clie lllit 
tlPll ;) l l~ e lIl eiliell Pr iiferenzell. de n hxie rt ell Tel"lllindil. te n ll nd den Drl ten illIS dem Akt. ions-
p;ed;icllflli s Zl1 f:' ine lll Prtifere nzfile gplnisch t \verden (verg!. :L:n . 
DilS .·Hl i (JI! s~ f(I(i(" ltll!is ent hiilt Zeit. constrrtin ts, die sich aus pil. raUellaufende n Verhan t! -
1111I gf:' ll t' rgpl lPll . Zt'it illt e rvil. lle. die sich a ktltell in Verhalldlung befinden. können ah hii ngig 
I'o n der gelV iildten Verll il.ndlllngs::;tril.tegie rt ls fiir rt ndere Verha ndlungen gesperrt markiert 
sei lI . Im Akt ions-Cedticlltnis wird a.llßer( lem der il.ktnelle Zustil.nd. sowie die His torie einer 
Ve rhil lldlllng gespe iclt ert . 
Di\s !\·ont7n1l.nihiliolts lllOrllll tril.nsforntiert. alle Nac hrichten vom internen Format (verg!. 
:1.1) ill lIa.tiirliche Spra.che . die per elektrollischer Post verschickt wird. Umgekehrt. we r-
de li il.lle eingehendelI ~ achrichten ill das interne Format umgesetzt lInd an den Pla. ner 
weitergegeben. Die Kommllnikat.ion in nil.t . Spril.che macht COSr"lA zu einem offenen 
S.vstelll. d .ll. illiCh Pil rtner ohne COSMA köllnen an Terminverhandlllngen teilnehmen , 
so fern ::; ie iln dils E-lllilil System Zllgil.ng hil,hen. Im folgenden ahst.ril.hieren wir jedoch 
VOll diesem :vlodul llnd h('sdlreihen Ni\cltricltt.en ullr bis zur Schnittstelle zwischen Pla.ner 
Ilnd I\omlllltnibtionslllOdul , d il. wir IriN nicht in den Bereich der nil.t. Spril.chveril.fbeitllng 
eindringen möcht pIl. 
Der COSMA-Pffl1lrr kOlltrolliert. llnt.er Zugriff auf die il.nderen Module die Verlla.nd-
lungsfiihl"llng des AgPlitPIL. Es werden Nachrichten im jeweiligen Verhandlllngskontext 
verschickt. llud empt"illigen, hewertet und verglichen lind Entscheidllngen gemäß der Ver-
hil.ndlungsstra tegie gefällt. . Dies wird illl Ahschnitt :$ genaller beschrieben. 
Zm komfortableren Hil ndha]lllllg für den Benlltzer ist zllsätlich eine window-orientierte 
Ben 1tt:el'-Sdmiltstr:.flc vorgese hen. 
3 Das Verhandlungmodell 
Die Verha!ldlt{ngsfiihI'llng st.eht. im Mit.telpllukt. unseres Interesses. Wir stmkt1l1'ieren die 
2m Verhil,n<llungsfiihnlllg nöt.igen Fähigkeiten des Agenten in Ehenen unterschiedlicher 
I\omplexiUit. Wir unterscheiden hier.') Ehenen , die il.uf der durch die Anwendung vor-
gegebenen Prohlemstellung allf1>auen , wobei sich diese Zahl jedoch durch Abstraktion 
oder Verfeinel"llng verringern oeler vergrößern kann. Auf der untersten Ehene stehen die 
allsgetauscllt.en Nflrhir:ht r. 71. AUe möglichen Typen von N il.chrichten, ihr Formil.t lind 
ihre Bedentung miissen festgelegt. werden. Dariiher liegt die Pmtokollebene, die festlegt 
welche SeC[ nenzen von Nachrichten in einem Dialog möglich sind. Ein Protokoll kann 
il.ufgefaßt werden als Einschri"i.nkullg aller Nachrichtenfolgen und hestimmt in jeder Situil.-
tion einen Dialogkontext. Die Menge aller möglichen Nil.chrichtenseqennzen wird weiter 
eingeschri"i.llkt auf die tatsi"i.chliche Ahfolge indem dort, wo der Kontext mehrere Alter-
na t.iven zuläßt, eille Ent. sclleidung fiir eine von ihnen getroffen wird. Dies geschieht anf 
der Vnlul1!flluTtfj8f:/J('w ; , wohei zm Fi"i.llung der Entscheidung il.nch il.uf die Bewertungs-
ebene zurückgegriffen werden muß, denn die Grtlndla.ge für Entscheidungen sind Bewer-
t.ungen von vorgeschlagenen oder seihst generierten (Teil- )Lösnngen. Die BC1lJe7·tllH~scben e 
lllllß dafiir eine oder lIlehrpre Kriterien zm Verfiigung stellen. Die Verhandlungsebene legt 
dann fest , il.uf welche Weise diese Kriterien für eine Entscheidnng verwendet werden lind 




B ewertungs- Protokoll 
kriterien Nachrichten 
Problemstellung 
Ahhildllllg; 2: EheneIl des Verha.ndl\lllgslllodeUs 
glell dil.nn allf <leI' Ehene der Agentengesellscllaft ha.l)en win[ illif der A'oo[Jf'1'(ltioH"e0cne 
heschrie I )en. 
Die Ahhildung :2 zeigt schelllatisch dieses ~lodell, das wir in den folgender Ahschnit, 
ten ilnhilud <les COSMA-Systeills exemp[;ll'isch in seinen einzelnen Ehenen hesclneihen 
werden. 
3.1 Die Nachrichtenebene 
Auf dieser Ehene wird festgelegt welche Nacltriclttentypen es gehen soll nnd wie eine 
N rlchrich t anfge I!fI.\l t is t. Der A Ilfl)fI.n ist. nflt iirlich <lllrclt <lie Infornlilt.ionen. die mi t der 
Nachricht ii hertragen werden sollen hest.illllllt Ilnd sOlllit sehr stark von dem jeweiligen 
Verhandlllngsgegenstand ahhällgig. Die folgeude Liste enthält die in COSMA verwendeten 
Nachrichten typen \llld deren Beden t Ilng;: 
• ARRANGE: Initiierllng der Verhandlllng zm Terminvereinharnng. 
• REFINE: Eill vorgeschlagener Terminzeitl"it1l1U wird weiter eingeschränkt. 
• MODIFY: Ein rllterna.tiver Zeitrfl.lllll winl vorgeschlagen. 
• CHANGE: Ein hereits hestehender Termin soll verschohen werden. Eine a.hge, 
schlossene Verha.ndhmg mllß e1'llen t eröffllet. werden. 
• ACCEPT: Zllstimmung zu einem TeJ'luin. 
• CONFIRM: Fixierung des Termins. 
• REJECT: Endgiiltige Ahlehnllllg einer Anfra.ge nach Terminvereinha.rung. 
• CANCEL: Ahsrlge eines hereits hestehen<\en Termins, 
• PERSUADE: Spezielle Nachfrage Zll einelllhestimmt.en Terminvorschla.g hei gleich-
zeitiger Ühermittlllng der eigenen Bewert.llng desseihen. 
• COND-ACCEPT: Bedingte ZlIst.imlllllng in Ahhängigkeit von der Bewertllng durch 
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Ahhildlllll,!; :1: Oilrstelllllll,!; des Protokolls als GrilVh (Ausschllitt) 
3.2 Die Protokollebene 
Sie legt fest, welche Ahfolgen von ~achrichtell möglich sind. Eine Antwort z.B. ist nm 
:ünnvoll illl Kontext einer Frage. Wir modellieren das Protokoll als Menge möglicher 
Aktionen innerllillh eines Verhalldlungskontextes. Die Ausführung von Aktionen führt 
jeweils zu einem nellen Kontext. Gellläß der Grllndannahme der Sprechakt-Theorie [Sea69] 
ist, dahei das Verscllicken uud EllIpfangen von Na.chrichten ebenfalls als Aktion anzusehen. 
Ahhildllng :3 ziegt ausschnit,tsweise eine gril.phische Reprä.sentation unseres Protokolls 
für COSMA. Die Knoten stehen dahei für Aktiollen, die der Agent attsfiihrt oder - wie im 
Falle des mi t "nagotiate -, lllilrkierten Kuot.ells - für Su hgraphen, die eine Unterverhandlung 
iiber ein spezielles Teilprohlelll (ilier: eill hestilllmtes Zeitintervall) <larstellen. Die Pfeile 
stehen für die externen Aktionen, d.h. konkret für die von anderen Agenten gesandten 
Nachrichten. 
Die Grundi<lee des ProtokolIR für COSMA iRt Rehr einfach: Der Initiator eines Treffens 
verschickt eine ARRANGE-Nachricht an die Teilnehmer. Diese reagieren mit Ahlehnung 
(RE.TECT), Zustimmung (ACCEPT), einer Verfeinerung des vorgeschlagenn Zeit.raumes 
(REFINE) oder einem Gegenvorschla,g (MODIFY). Falls alle Partner mit Zustimmung 
reagieren oder die jeweiligen Verfeinerungen unt.er einen Hut zu hringen, sind fixiert der 
Init.iator den Zeit.pllnkt des TreffenR dttrch eine CONFIRM-Nachricht an alle. Die Ab-
lehn \lng eines Part uers reicht alls Ulll das Treffen unmöglich zu machen (RE.lECT). (Der 
Initiator mnß in dieselIl Fall E'lltRchei<lell, ob er <lil':;; Treffen mit einer modifizierten Teilneh-
Illerliste lIochmals zur Diskussion st.ellpll will.) Bei Gegen vorschlägen muß <ler Ini tiator 
eIltweder ,Ien ,~ P lll d (lltPII. ()d f> !" pillell~p ll,P!" PITPc\llleren Geg,en\'Olscld".g ;1Il <1.ll e P ;c rt [l~ r 
wpiterg,ei,Pll II\ld wip ,1111 Auf"l1)..!; <!t'I'PIl AlIt worteII ;11,w" l·tell. Bpi lll ei lreren lI\1vpreilllJarp!I 
REFI\E-\"cllricllt PIl kÖllnte der llliti;ltor \Vif> hf>i \IODIFY verf"hren. aller wir 1til. I) p~ 
für dieseIl [,1 11 pillP l'lltpr verll ;llldIIlIlt; ("lle,!.!,oti"te" ) pilll-!,ericlttet. Dah ei werdell für die 
eillzelllPll Tpilillrpl\'"llp des \'ol',.;dd<t )!;p,,; dip PartIleI' llOellltl " ls \)t'fr<tp;t. wobei ihnen dip. 
ßewertllll g;en des \'ol'scldaf!,es dllrcll die il.llderell P"rtller offell~elegt werden. Allfgru ud 
die:;er [llforrn<l.tionell kölInen die Agelltell ill AIJltiillgigkeit VOll illler Veritandillugsstratp. 
,sie ("erg!. :IA.) ihre Zll Aufang gewachte Be\\/ertuug veri'illde l'll. lInd es kann docll 1I0t li 
ZIl piller Eilligllng kOllllllen. Gruudlage fiir die ßewertung \'On Vorschlägen silld die Prio· 
ritiit des Treffens Ilnd die Präferenzen, die ein Agellt fiir IInterschiedliche Zeitintervi\lIe 
!tat. U In die dlllch das Protokoll offengelassenell Entscheidullgen in einer Verhandltln~ 
Zll f;jllen wird also "nf die ßewertnngsellene zllrlickgegriffell. die im folgenden Abschni tt 
!laller erläutert werden soll. 
3.3 Die Bewertullgsebelle 
Die Bewertllllgsphplle ist sehr stMk von der jeweili)!;ell Allwelldung; ahlti'illgig. In unserem 
Beispiel liefert sie der Verhalldl\lllgsehelle '2 Kriteriell , die fiir die dortige Entscheidung 
verwendet werdell: Erstens den Nut::(ll, dell eill Ag;ent einem Tenninvorsrldag; lllordnel 
lInd zweitell.'i dell Frtl.:!m· ritT f~'rJ/llfJl'{Jl/ti.~.,JJ(,.(ilsdtfl)t der liei einer Sllbverltalldlung iihl'r 
ein spezielles Teilintervilll die N<tclI)!;iehigkeit des AgenteIl bestilllmt. 
3.3.1 Nutzen 
Die Bewertullg von Vorschliigen in COS~vIA berllht il.lIf einelll eillfachen Zeitmo<lell. hei 
deIn mit jedem ZeitplInkt. eine Präferellz il,ssoziiert ist. Dies ist eine reelle Zil.ld il.IlS dem 
Intervall [0, 1], die SOZUSil.gell den AlIslastulIgsgril.d eines Zeitpllnktes angibt: 0 beden!e!. 
daß hier noch Terllline a.kzf'ptiert wpr<lf'll kÖlInen, 1 bedeutet. daß dieser Zeitpllllkt schOll 
fest. belegt ist, 1\1\(1 jeder Wert dazwischeu gibt deu Grad der Akzeptilnz an mit dem npue 
Terllline angenOlllll!E'U wenlf'n kÖllnen. 
Die Priorität eines Treffens wird d\lrch den Initiator vorgegehen. Die Zeitpräferenzen 
dagegen werden von mehreren Faktoren !>eeinflußt und miissen in der Bewertllngsehene 
stä.ndig aktualisiert werden. Dabei fließt Iuformation alls 4 Quellen zusammen: 
• Weltwissen: Allgemein anerkannte Prä.ferenzell also z.B. geringe Neigung, Termine 
in der Nil.cht zu vereinharen. 
• Benutzervorlieben: Spezielle Präferenzen, die die Eigenheiten <Ies Ben\ltzers berück 
sicht.igen. 
• Kalenderdaten: Die Priorität.ell von berf'its fest vereinb'\.l'ten Terminen. 
• Aktionsgedächtnis: Vorschläge von lanfenden Verhandlungen können Zeitinter· 
valle für andere [>araUel lanfelLde Verhandlungen sperren . 
\Vie in Abhil<lung -l gezeigt, werden Weltwissen \llld Benutzervorlieben mit Hilfe einer 
Durchschnitthilduug vereinigt \llld die "harten Constraints" vom Kalender und Aktions· 
gedächtnis durch ~hxil\ll\lllhildl\ng vereillt. Schließlich wird dnrclt Maximllmhildung die 
endgültige Zeit-Präferenz Struktur gehildet. 
() 




'10 15 lO 
....... dlll: 
o 
: 0 7 t$ 
User prderellc~."i ca/elldar 
!O 









\-Vir llf'n nf'n llllll dif' DiffNf'ILZ il.llS der P riori tät f'ines Treffens m lind der P I'äfel'enz 
eines Zf'itintNvalis VOlL f his t + rl deu Nutzen des Agenten, den diesf'r hat, wenn das 
Trefff'n m mit (leI' Daller rl ZlIlll Zeipllnkt t hf'ginnt: 
Nut::r·n(m., l) = Pl"iO(III.) - Pr~.J(t, t + rl) 
Df'r NlltZf'n ist das f'I'ste Kritf'rilllll, wf'khes die Bewf'l'tungsebf'ne für die Entsc!lf'idungen 
df'r Verhaudlllngebf'llt:1 bf'rf'itstf'llt . 
3.3.2 Faktor für die Kompromißbereitschaft 
Dieser Faktor soll die KOlll!ll'omißhereitscha.ft des Agenten in der Untel'vel'!landlung über 
ein spezielles Teilintervall steilem. Ziel soll es sein, die Zugestä.ndnisse, die die Agenten zur 
Lösung von Konflikt.en eingehen, über eine Menge von mehreren Verhandlungen hinweg, 
in uerhalb der Agen tf'ngesf'llsc!ta.ft gleidulläßig zu verteilen. (Vergl. 3.:).) 
Dazu stellt die Bewertungsehene ein sehr simples Partnermodell bereit, indem sie fiir 
jeden Partner X mit delll sie je einen Termin verhandelt hat sich dessen Nutzen N x sowie 
den eigenen Nutzen Ni aus (liesem Termin llIerkt. Bei einem erneuten Termin, an dem 
a.uch X teilnimmt, wer<lell diese heiden Wert.e (nach einer erfolgreichen Verhandlung!) auf 
eillfache Weise a.ktualisiert: 
\" 
N x NE; + n e E+- 2 
Dabei ist n:c der Nutzen von X ulld IL F der eigene Nutzen hei diesem Termin. Auf diese 
Weise braucht man sich nicht die Daten von allen bisherigen Treffen mit X zu merken 
IllHl II<1J ([Pll !!,pII:olltPIl \'ellPllpffpkt. !\<1l.\ die ;tltc>rell D<1tell <111fp;rllud der itprari vPll DlIIch. 
:-;dlllitthildlln).!; l;ell>1<1:;;;ell. w~ltrPlld die <1kt.\1ellerell \\'erte stärker gewichtet weIden. Dpr 
eigellrlirllP f;lkroI <[ PI f\ntllPIOlllis:;IH.>reitsrh<1fr (' wird Illill als Diffprenz <1IIS dplrt dIIICIt· 
:;rllllittliritt:'11 \'l\tZPll Ilud delll t:'igellell \lItzell PIIecllllet. Wird etwa. 11111 eineIl Temlin Illit 
Y. )' II1Id Z \·prll'll!dplt. ~o IlP!Pc!IIlPt dpr A).!;ellt: 
c = .\".1 - .V E wollei .y _ SE + .Vx + .V\, + .Vz 'd.-
-! 
IIIHI 
.y _:V t + .V V . \. z 
. E _ E .,... . E 
:3 
Eill posltl\'PS C hedelltE't. daß dE'r Agent, illl Vergleich zu SE'illell Partnern his her wenige r 
:.; litzen allS dell Tel'lllillen gezogell ha.t . Seine l\olllprolllißheleitscha.ft in zukünftigen Ver· 
hf\nellllngell sollte geringer weIden. Doch hiE'l' Sillc\ wir hE'rE'its lllitten in der Diskussion 
der Verhf\nelll\llgsehelle. die festlegt. auf welche Art, lIud Weise clie I\riterien der Bewer-
tllngsehene fiir die Ent.scheielungsfilldllng verwelldet. werdelI: 
3.4 Die Verhandlungsebene 
Die Verwendlillg eier BewprtllllgskritPriell hE'i deli zn t.reffelldell Ellt.scheidllllgPll lesilitiert 
in \lnterschieellic!teu Verllf\ndlnngsstratE'giell . DeI' ~ntzen ist definiE'l't als DiffE'I'ellZ allS 
Priorit.ät des Trpffells \llld Pr~JeI'ellZ elE's Agellt.en fiir eineIl best.illllllt.en ZE'it.ral\m. Ein po-
sit,iveI' Nllt.zen heclE'llt.pt.. daß die Priorität. elE'S Trl'ffens die PräfE'l'enz iiherwiE'gr.. DeI' Faktor 
eier !\ompromißbereit.sc!tf\[t, qllf\.nt.ihziert. eliE' relf\t.ivE'n ZllgE'st.ändnisse , elie der Agent in bis-
herigen Verha.llellllllgE'll gelllacht. !tf\,t .. Ullt.er VerwE'lldllllg diesE'1' heiden I\I'it.el'iE'n haben wir 
lllit. COS~\'IA ZIlll~C!tSt. eilllllal drei rE'If\.t.iv E'illff\,che Verlialldlllngsst.rat.egien IInt.E'I'sllcht, die 
die Zllst.illlm1lng oeler Ablehllllilg zn E'inelll vorgE'sddagenen TE'rlllin det.erlllillieren: 
• Ablosute Entscheidung: DE'r Agent. st.imlllt, delll Vorschlag ZIl, WE'nn sein Nutzen 
IV posit.iv ist.: 
N > 0 
• Relative Entscheidung: Dpr Agent, st.illllllt. dE'1ll Vorschlag ZIl, WE'nn sein ~Ilrzen 
N größer ist. f\1s der dll1'chschllittliche NntzE'n N,LI , allE'r Ver!tandlllngspartner: 
N > N,,,, 
• Entscheidung, die bisherige Treffen berücksichtigt: Der Agent st.immt elem 
Vorsc hlag zn, WE'Il11 sein Nu t.ZE'll IV vermindert Ulll den Faktor der Kom p I'OTllißhereit-
sdlaft. C größer ist. als der dnrchschnit.tlkhe Nut.zen Nu" f\.I\er Verhandlnngspitrtner: 
1'1 - c: > NUll 
Die Simulat.ionsE'xperilllente zeigelI, df\,ß die TE'rJlline hei absolut.en und relativen Elltschei- I 
dungen nicht so dicht. gepackt. sillel wie hE'i der dritt.ell St.rategie. Es kOJlllllt aber hei ihr sehr 
viel öfter zm Absage VOll herE'it.s fixiE'rt.E'n TenninE'll, WE'il sie durch nene TE'rJlline höherer 
Priorit.ä.t vE'l'drängt. \VllrdE'n. Üher sie lIlUß dann erneut vE'I'handelt wE'rden. Dies kann je 
na.ch der St.mktnr dE's bisherigen KalE'nders zn eillelll "Sc!tneehf\.l!effekt" führen. Allerdings 
wird die Zeit dE'l' Agellt.en so besser ausgE'llllt.Zt.. Ahhilfe könnte eine Modifika.tion hei der 
Berechnnng dE'r Pr~.fel'ellZE'n gehell: Fixiert.E' TE'rtnillE' sollten mit einer vE'rgrößert.E'n Prio-
t.iUit. gewicht.et. wE'rclell. AlldE'rel'seits war die rvlöglichkeit der Verdrängung von Terminen 
niedrigerer Priori t~t. dl\l'ch solche llli t, höherer Priori t.ät jfl. eiller der weSE'n t.lichen Mot.ivi\o 
t.iOllen IlllI die Priorit.~.t.E'n iibE'rhfl.llpt. eillZllfiihrE'll. Ein modifizierter Mecllfl.nisffinS sollte . 
x 
dit'~e ~ [ ö,~li cll Keir .i i..; () ;)wh llicllr ZlI ~ r. ;)rk pill.~rlltiillkell. Eine itllder p. ~ [ö).!,licllKeit. die-
~e~ Prol>lplll ;) llzH~e l lP[l I)p ~ rpllt in der ~I o dellierl\ng eines weit.eren Be\Vertlln .e;s kJ'iterilll lls . 
d ;),,; in .t il:' Ellr~ cl ll'i dl\lle; wir. f:'illfti eßt. !lnd den ;), IlS den :-;ell ve rhitlldlnnp;en elltstehell den 
_\llfw'llld "!l,,clliirz t, ' 
Sch li" Llliell wol lpll wir noch dilT il llf hinweisen . d;:1i3 die grundsiit zliche Verllandl \lng"-
Illptl lO de ll<1.t.i irlicll ~ rll () ll dllrch di t' Prot.okolleiJelle detenlliuiert ist. lind nicllt allf dieser 
EI)Pll e ver ;1 11de rt. wprden bnn. Su Killln z.13 , lIlit unserelll ProtOKoll lli cht. eille St.ril,[e"ie 
.., 
t'r zw ungen werden. die die Rolle des rllit.iators des Treffens <1.15 \loderator der geSi\.lllten 
Verh<1.11dlllll g 1l111e;ellt. Dies bun Illll' dnrch ein modifi zier t. es Protokoll eingeführt werden. 
3.5 Die Kooperationsebene 
Diese Ebene besc h rei iJt die Effek te der Verhandlllngss t. rategien , die ers t bei der 13et rach-
tllng der gesamt.ell _\gentengesellschaft allftreten . Eigentlich ist diese Ebene also eine 
~·Iet, il-eiJene, weil sie emergent alls dem Zusammenwirken der Agenten entsteht. Ein 
Hiluptproillem in der gesamtes VKr-Forschung in diesem ZlIsammenhang ist die Frage: 
\Velches g;lohil,le Vt'rllillten ;llif der Ehene der Gesellschaften resultiert. alls dem loblen 
Agentenverhilltell'? Oder lIlll das Prohlelll noch etwas zu verde\lt,lichen : \-Vie kann ma.n 
il,\lS der Kellllt.lIis des lüblen Verllillt.ells der eillzelnen Agellt.ell da.s emergente Verhalten 
der C~esellscllilft vorhersil~en '? 
Wir haben versucht für COSMA deli Fil.ktor der KOlllprolllißhereitschaft :;0 zu herecll-
nell (verg;!. :L:L2.) Ilnd zu verwenden (vergl. :3.--1.), daß der Nutzen, den die Agenten ihren 
Terlllinen zuordnen über eine Hist.orie von mehreren Verhandlungen lind üher alle Mitglie-
der der Gesellscllilft gleichllläßig verteilt. wird. Der int.endiert.e Kooperationsrnechanismns 
sollt.e ein VerlLil.lten sillllliieren, wie Illall es na.türlicherweise auch in Terminverhandl1lngen 
zwischen iv1ensr lten findet.: Hat ein Agent bei einer Verhandlung eine hohe Kompromißbe-
reitschaft. gezeigt die zn einer Konftikt.lös1lng führte, so ist bei einer nächten Verha.ndlnng 
ein anderer Agent an (leI' Reihe sich so ZI1 verhalt.en. Diesel' Effekt Wi\.[ hei unseren Bei-
spielverhandlnngen hei der drit.ten St.rateg;ie gegenüher den ersten heihen auch g1lt zu 
heoha.cht.en. 
Ein Prohlelll , daß wir jedoch vor weiteren Silllllla.t.ionsexperimenten angehen müssen 
ist die (lUant.itil.tive Darstellnng der Effekt.e a.nf der Kooperationsehene. Desweiteren hahen 
wir hisher nm Agenten mit der gleichen Verhandlungsstl'il.tegie hetrachtet. Wie intera.gie-
ren Agent.en wenn sie unterschiedliche Verhandl1lngsstrategien verwenden '! 
3.6 Schlußbemerkungen 
Wir hahen die verschiedenen Aspekt.!:' der Verhandlungsfiihrung in einem Verhandl1lngs-
modell strnkturiert und sie an eillem konkret.en Beispiel - der Terminverhandl1lng zwischen 
COSMA-Agenten - darg;est.ellt. Die Reihenfolge der Darstellllng \lnd die Anonlnllng der 
einzelnen Ehenen im Modt>ll (verg!. Ahl>. 2) soll keineswegs eine Illlpiementierllngs-
stra.tegie für andere Anwend1lngen empfehlen. Die gesamte Verhandlung muß als Ganzes 
entworfen werden . Inshesondere sind die verschiedenen Schichten ja nicht 1lnahhängig 
voneinander. Z1llll Beispiel wurde der Nachricht.entyp COND-ACCEPT erst. nacht.räglich 
eingefiig;t, als wir die relat.ive Verha.ndlungsstrat.egie entwickelten. 
Einige Aspekte des Modells sind zwallgsläufig stark allf die Problemstellung der Anwen-
dung ausgerichtet ulld sehen hei anderell Syst.emen ganz anders aus. Trotzdem erscheint 
1l11S das Modell allg;elllein genug;, Ulll in anderen Systemen Anwendung zu finden. Eine 
weitere Verfeinenlllg I1lld Forlllalisier1l11g erscheint 1l11S vor allelll auf der Nachrichtenehene 
Ilfld dl:'r Pmtokollel!plll:' Sillllvoll. So kÖllnte IIlall z.B. die:\' acltrichtenrypell ill [(lassen 111 
HierarchieIl g r\\jlpiE'l'ell IIlId das I\ollzept der SlIhprotokolle, wie es ill COS~[A hereits it. 
gl:'dacltt \v lll'de. weit.1:'1' elltwickeill. Dildlll'rlL köllnt.e lIliln die Flexillilitiit weiter prhölte 
IlllL etwa pill "Spl'ilt!!;<:'lt C\11:'; delLl !(oIltext" wie es hei ltlenschlichelt VI:'I'l!andlllngsf1artneI 
vnrkOlllillell 1I1C\)!; C\llzll[c\lLgelt . \Vp!!;en dl:'l [(ollzelltioIt VOlt COS:-IA als offenes Syste! 
(:)cllllirr " telle i'ilr IlC\t . Spr"clle) hil:'tet sielL eilLe solche Vorgeltensweise g\lt an. 
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Abstract 
In diesem Beitrag wird ein Modell für das verteilte Parsing von natürlichen Sprachen 
beschrieben. Seine wesenLlichen Eigenschaften sind die verteilte Organisation linguisti-
schen Wissens in Form einer Lex.ikon-Grammatik. die objektorientierte Spezifikation 
der Struktur des Lexikons mittels Vererbungsmechanismen und der Kommunikation 
zwischen lexikalischen Einheiten durch ein linguistisch valides Botschaftsprotokoll 
sowie die Implementation des Modells im Rahmen einer physisch verteilten Smalltalk-
Plattform. die asynchrone Kommunikation zwischen einzelnen Prozessen erlaubt. Aus-
führlich wird auf das Design der Lex.ikonhierarchie und der Botschaftskonstrukte des 
verteilten Parsers eingegangen. 
1. Einführung 
In der theoretischen Linguistik wie in der Computerlinguistik vollzieht sich zur Zeit eine deutliche Abkehr 
von regelorientierten hin zu lexikonorientierten Systemen zur grammatischen Beschreibung natürlicher 
Sprachen. Im Rahmen dieser Lexikalisierungsbesrrebungen wird linguistisches Wissen aus homogen 
strukturierten Regelsystemen (etwa Phrasen struktur- oder Baumtransformationsgrammatiken) in struktu-
rell eher heterogene Spezifikationen lexikalischer Einheiten verlagert. Die kombinatorischen Beschrän-
kungen zwischen lexikalischen Elementen werden unter diesen Modellannahmen neben lexikalisch . 
kodierten Merkmalsspezifikationen durch globale Wohlgeformtheitsbedingungen (Constraints. Prinzipien. 
Filter o.ä.) ausgedrückt, die den Aufbau valider linguistischer Strukturbeschreibungen beschränken. Dies 
führt folgerichtig zu einer zunehmenden Modularisierung in dem Sinne, daß verschiedene Dimensionen 
sprachlicher Regularitäten (Kasus rollen, Phrasenstrukturen, Wortfolge) in jeweils eigenen, logisch vonein-
ander jedoch abhängigen Moduln beschrieben werden (exemplarisch etwa in der Govemment-Binding-
Theorie; vgl. Berwick et al. [1991]). Es ist offensichtlich, daß der gemeinsame Nenner dieser Entwicklun-
gen die Verteilung linguistischen Wissens ist, wobei die "natürliche" Dekompositionseinheit solcher Lexi-
kon-Grammatiken die Wörter (genauer: Morpheme) einer Sprache sind. Auffällig ist dabei, daß selbst in 
der mit der Algorithmisierung linguistischer Theorien befaßten Computerlinguistik bislang kaum Beiträge 
entwickelt worden sind (vgl. Abschnitt 4), die den aus der Verteilung grammatischen Wissens erwachsen-
den Kommunikarionsanjorderungen durch geeignete Konstrukte auf der Modellierungs- oder Implementa-
tionsebene gerecht werden. 
Solche Anforderungen fallen um so stärker ins Gewicht, je anspruchsvoller die Sprachverstehensauf-
gabe formuliert wird, d.h. Sprachverstehen nicht allein als linguistische Strukturanalyse (parsing), sondern 
als integrierter Verstehensprozeß verstanden wird, in den auch nicht-sprachliche Wissensquellen eingehen. 
Dies wird bereits deutlich in Anwendungen wie dem Verstehen gesprochener Sprache oder dem Textver-
stehen, die durch eine Vielzahl miteinander interagierender Teilprozesse (etwa Phonemsegmentation, 
Postulierung und Evaluierung von Wonhypothesen, Ambiguitätsbehandlung, Referenzauftösung, Fokusie-
rung us w.) charakterisiert sind. Unter diesen Bedingungen erweisen sich die im (computer)linguisLiscl 
Kontext verbreiteten streng hierarchischen Kontrol1m uster innerhalb von und zwischen verschiedenen F 
guistischen Modellebenen (etwa: Syntax vor Semantik. Semantik vor Pragmatik) als kontraproduktiv. 
sie wenig flexibilität, z.B. im Umgang mir AmbiguÜäcen. erlauben. Diesen Beschränkungen auf 
Modellebene entspricht auf der Implementationsseite die Realisierung von (primär syntaktisch oriemil 
ten) Parsern durch monolilhische Systeme, die grammatische Beschreibungen anhand einer global, 
meist starren seriellen Kontrollstruktur (depth-first-Suche, Backtracking) interpretieren. Zusätzlich VI 
schärft wird die Problematik zu rigider Steuerungs mechanismen im Rahmen von Systemen. die mit 
hentischem Sprachmaterial (etwa unverändert übernommenen Zeitschriftentexten oder realen Dialog~ 
quenzen) arbeiten. Hierbei müssen lexikalische bzw. grammatische Spezifikationslücken, fehlerhafte~' 
gaben, unvollständige Daten u.ä. angemessen behandelt werden. was die Anforderungen an die Flexibm 
der Interaktion einzelner Systemkomponenten weiter erhöht. 
Nicht nur unter Gesichtspunkten des Entwurfs komplexer Sprachverstehenssysteme, sondern auch 
dem Hintergrund der Ergebnisse psycholinguistischer Studien ist die Postulierung autonomer, strikt seriel 
organisierter Sprachverarbeitungsprozesse [Forster 1979, Frazier 1987] durch gegenteilige experimentelk 
Evidenzen erschüttert worden und somit pauschal nicht länger haltbar Vielmehr scheint der Einfluß unter< 
schiedlicher Ebenen der Sprachverarbeirung aufeinander nunnehr dahingehend unterscheidbar, ob maa 
eine schwache [Altmann & Steedman 1988] oder eine starke Interaktivität [Marslen-Wilson & Tyler 1980, 
Thibadeau et al. 1982] zwischen den einzelnen Komponenten des menschlichen SprachprozesSOlS 
zugrunde legt. Ob diese Interaktion im Sinne einer gezielt gesteuerten Nachfrage nach zu liefernden War;. 
mationen (als Konsultierungsprozesse) oder einer simultanen, wechselseitigen Beeinflussung stattfindet.: 
ändert wenig an der grundlegenden Annahme, daß Sprachverstehen in beiden Modellvarianten als . 
paralleLer Prozeß verstanden wird. Serielle autonome· Modelle - wie sie in der (computer)linguistisc 
Theoriediskussion vorherrschen - sind auch kognitiv unplausibel. 
Um den aus der Lexikalisierung und Modularisierung linguistischen Wissens sowie den aus Architet-
rurprinzipien kognitiv plausibler Systeme erwachsenden Anforderungen gerecht zu werden, entsteht der· 
zeit in der Arbeitsgruppe Linguistische Informatik / Computerlinguistik der Universität Freiburg ein ver-
teiltes Sprachverstehenssystem, das die der strikten Lexikalisierung grammatischen Wissens innewoh-
nende feine Verteilungsgranularität mit Modellierungs- und Designprinzipien objektorientierter SysteIl 
verbindet. Damit wird der Anspruch verbunden, den oben erwähnten besonderen Kommunikationsanfor· 
derungen sowohl modell- als auch implementationsseitig gerecht zu werden und einen angemessellelll 
Rahmen für die Ausführung impliziter ParalleliU1t bereitzustellen. Die Verteilung von Wissen orientil 
sich einerseits an den einzelnen Ebenen des Sprachverstehens (Grammatik, Lemheuristiken, Dom" 
sowie Diskurswissen), andererseits zielt sie auch auf die Verteilung von Wissen innerhalb dieser einze. 
Komponenten; entsprechend kann in einem solchen Kontext zwischen Inter- und Intrakomponenttl 
ParaLLelität sprachverstehender Systeme [Hahn & Adriaens 1991) unterschieden werden. Im Parser· 
den wir uns im folgenden konzentrieren - wird grammatisches Wissen über Morphosyntax, Wortfol 
Kongruenz, Kasusforderungen etc. lexikalisch verteilt spezifiziert. Zur Realisierung einer flexiblen KI 
trollstrukrur und zur Integration der verschiedenen Wissenssysteme werden Wortaktoren eingefillut, .. 
das Verhalten konkreter lexikalischer Einheiten repräsentieren. Diese Form der Spezifikation lehnt si 
eng an Hewitts Aktorenmodell [Hewitt & Baker 1978] an. Sprachverstehen wird dabei als Kommunikli-
onsprozeß zwischen Wonaktoren modellien, die einzeme Textwöner repräsentieren und durch Koope 
tion miteinander das inhaltliche Verstehen eines Textes simulieren. Wegen vielfältiger Störeinft· 
(Unterspezifikation der Grammatik, inkrementelle Lernaufgaben, ungrammatische Eingabe) kann 
Grammatikalität einer Äußerung nicht pauschal festgestellt werden. Vielmehr werden zur Sicherung , 
Robustheit der Analyse notwendige und hinreichende Kriterien für die Zulässigkeit bestimmter lingu' 
scher Analysen überprüft. Für eine Nominalphrase kann dies etwa bedeuten, daß ihre konzepruellen 
Kasusrollenforderungen strikt erfüllt sein müssen, bestimmte Wortstellungs- oder Kongruenzverletzu 
jedoch toleriert werden. Zusätzlich sind die Parser-Spezifikationen, die die Kombination einzelner 
geergebnisse beschreiben, wn VerhallSvorschriften zu ergänzen, die den Umgang mit unvollständigen 
widersprüchlichen Daten betreffen. Durch entsprechende Vol1c.ehrungen wird sichergestellt, daß ein 
sing-Prozeß nicht durch fehlende Spezifikationen oder inkonsistente Werte abgebrochen wird, sondern 
zu cingeschränJacn Verstehensleistungen führt (Prinzip der gracejul degradalion). Eine weitere Konse-
quenz, die Sich JUS diesen RaJunenbedingungen ergibt. ist die inhärente Beschränkung des Parsers auf ein 
letztlich nur parnelles Verstehen der analysienen Texte. Die konkrete Tiefe der Verstehensleisrung ist in 
jedem Falle ,Ibhängig von den jeweils verfügbaren grammatischen und konzeptuellen Spezi IikJllonen 
sowIe den der inkremenlellen Erweiterung des Konzeptsystems dienenden Lernheurisukcn. 
2. Die Modellebene 
2.1 Wortaktoren 
Zwei Entwicklungsrichtungen der objektorientierten Modellierung werden bei der Spezilikation von 
WOrtaklOren vereint, Aus dem klassischen objeklOrientienen Programmiersprachenparadigma. wie es 
etwa Smalltalk [Goldberg & Robson 1989] repräsentiert. werden die Strukturierungsmöglichkeilen einer 
Objektmenge durch Klassen- und Klassenhierarchiebildung (Vererbung) übernommen. Dadurch können 
sowohl die (Daten-)Struktur als auch das Verhalten eines Objektes aus übergeordneten Klassen ererbt wer-
den. Ein solcher Ansatz unterstützt unnainelbar den Entwurf. die Konsistenz und die Wartbarkeit größerer 
Objektsysteme. Das AklOrennaodell steUt hingegen eine fonmal ausgearbeitete Spezilikationsplanform dar, 
auf deren Grundlage logisch voneinander unabhängige und damit potentiell nebenläufige Prozesse in 
Gestalt von AklOren formulien werden können. Die Kommunikation zwischen und Steuerung von Akto-
ren beruht ausschließlich auf dem Austausch von NaChrichten (message passing): beim Eintreffen einer 
Nachricht reagien ein Aktor mit einem Verhalten. das in einem Skript (Methode) spezifizien ist. 
Unter dem Blickwinkel des Parsing natürlicher Sprachen wird dieses allgemeine Aktorenkonzept in 
folgender Form spezialisiert: Ein wonaklOr repräsentien ein Won und ist mit dem grammatischen Wissen 
ausgestanet. das über dieses Won bekannt ist. WonaklOren sind also keine prozeßtechnischen Hülsen. son-
dern stellen bereits direkt einen Teil des für das Textverstehen benötigten Wissens (das eigentliche Sprach-
wissen) zur Verfügung. Dieses Wissen ist durch eine Reihe von Attributen. den lokalen Zustand des 
WonaklOrs und durch seine Reaktionsweisen auf eintreffende Nachrichten in Skripten beschrieben. Es 
determiniert sein Verhalten in bestimmten sprachlichen Kontexten. So kann etwa "der" die Rolle des defi-
niten Anikels ein~r Nominalphrase, eines Pronomens oder eines Relativpronomens besetzen und wird für 
diese drei unterschiedlichen Konstellationen jeweils verschiedene Verhaltensmuster beim Parsing akruali-
sieren. Ein Wortaktor ist ein selbständiger Prozeß, der über Nachrichten mit anderen, ihm bekannten 
WonaklOren oder mit anderen Wissensquellen (wie Diskurs- und Weltwissen) durch einen festgelegten 
Satz von Interaktionsprimitiven kommunizieIt- Er verftJgt über einen nur ihm zugänglichen inneren 
Zustand (data encapsulation) und kann diesem entsprechend auf eingehende Nachrichten reagieren. Die 
Bekanntschaften (acquaincances) eines Aktors beschreiben diejenige endliche Teilmenge im AklOrenset, 
mit der ein Wonaktor zur Bestimmung der inhaltlichen Repräsentation des Textes während des Analyse-
prozesses zusammenarbeitet (das AklOrenmodeli sieht kein broadcasting vor). 
2.2 Die Aktorenhierarchie 
Die WonaklOren werden in einer Hierarchie beschrieben, so daß Generalisierungen über Klassen von lexi-
kalischen Einheiten fonmulien werden körmen. Diese Hierarchie ähnelt auf den ersten Blick gängigen 
Wonanspezifikationen. Wir differenzieren diese bekannte Schablone unter den Anforderungen objeklOri-
entiener Beschreibungen jedoch auf zwei Ebenen weiter aus: Grammatische Merkmale werden in Fonm 
von (vordefinienen) Anributen beschrieben, das grammatische Verhalten durch Methodenskripte, die die 
Reaktion der Aktoren auf bestimmte Nachrichten beschreiben. Dabei ist es möglich, Default-\brgaben in 
Superklassen in spezielleren Klassen zu überschrieben. Multiple Vererbung ist in unserem Modell vorge-
sehen. aber noch nicht spezifizien. 
Für die Klassenbildung körmen die folgenden Spezialisierungsfonmen von Lexikoneinträgen genutzt 
werden l: 
I. Grammatische Parameter. Neue Parameter werden eingefühl1 (z.B. Kasus und Genus für Nom' 
oder ein Parameter wird auf einen beslimmten Wel1(ebereich) eingeschränkt (z .B. Beslimllune 
[+definit) für den bestimmten Anikel). Diese Parameter werden in AUribunerrnen (mit Korefe 
und mengenwertigen Attributen) beschrieben. 
2. ReJationenbesland. Eine neue Dependenzrelation kommt hinzu, wie es bei der Umerscheidung 
intransitiven und transitiven Verben (ohne/mit zusal..Zlichem AkkusalivobJekt) der Fall ist. (n di, 
Fall erweitert sich ort das VerhaltensrepeJ10ire der WortkJasse, wie es z,B. bei transitiven ve 
Fall ist. die eine Valenz für eine Nominalphrase im Akkusativ besirzen und gleichzeitig passiv 
sind, 
3. Dependenzrelalion. Eine Dependenzrelacion wird in ihren Bedingungen spezialisiert (was Je tzt 
zu einer Hierarchie von Relationen fuhrt) . So ist 2.B, das SUBjekt eines Verbs nur in den g 
sehen Paramelern Kasus. Numerus und Person eingeschränkt. während bei Handlungsverben (I, 
geben) eine speziellere AGENS-Relation auch die Beleblheit des ModifikatOrs fordert. 
4 . Verhalten. Eine neue Nachricht wird eingeführt. aufdie nur Wona\(toren einer bestimmten Klasse 
gieren k.önnen (z.B. die Antezedenssuche bei Nomen. aber nicht bei Pronomen). 
Zur Illustration dieser allgemeinen Prinzipien betrachten wir einen Ausschnitt aus der Aktorei 
chie. Die allgemeinste Klasse der Wortaktorenruerarchie ist das Wort. Don werden die für alle Wörter 
tigen Attribute (Instanzvariablen) und Verhaltensmuster (Melhodenskripte) bereitgestellt, die für die 
munikation mit anderen Wonaktoren und die Bestimmung konkreter Dependenzrelationen not 
sind. Zu den Attributen zählen die BeJcanrrtscha!terr (linker und rechter Nachbar im Tex.t.. Kopf und 
ftkalOren in der Dependenzstrukrur), die sprachliche Realisierung des betrachteten leXikalischen a 
(flektiertes TeXlYVort), die Posin'of1 des Worts im Text sowie das Postfach. in dem Nachrichten an den 
ten Nachbarn gelagen werden, solange dieser noch nicht bekannt ist. Das Verhaltensmuster eines 
wird durch die mit den einzelnen BOLSchaftsrypen assoziierten Methodenskripte detenninien (I 
Abschnitt 2.3.3). 
Eine UmerKlasse von Wort ist beispielsweise die Klasse der Nominale, die durch die gramm ' 
Parameter Kasus. Genus. Numerus gek.ennzeichnet ist. Nominale werden weiter differenziert iA A 
Adjektive, Nomen und Pronomen. die sich in ihren Valenzen2 umerscheiden: Artikel und Pro 
haben keine Valenzen. AdJektive können durch Adverbien modifiziert werden und Nomen durch 
Adjektive. Prapositionen. Nomen im Genitiv und Relativsätze. Diese verschiedenen Dependenzrel . 
werden beschrieben durch den Namen der Relation und die jeweiligen grammatischen Bedingungea 
Form eines Attribunenns). Die Differenzierung zwischen Nomen und Pronomen ist u.a. notwendig, da 
Nomen (und die Pronomen der 3.Pe~on) als Anaphern fungieren können und eine Methode zum 'AI 
I Im folgenden wird wiederhol! auf sog. DependenzrelatioMfI Bezug genommen, einem wesentlichen KI 
der hier zugrunde liegenden Sprachtheorie. Dependenzrelationen beschreiben einseitig gerichtete spracl 
AbhängigkeitsbeziehWlgen innerhalb und zwischen Phrasen (Teilsätzen). Diese Abhängigkeiten können am 
spiel der Nominalphrase "9in zi9mlich groß9' Haupfsp9ichflr' illustrien werden. Das zemrnJe Element (Kopf) 
ser NominaJphIase ist das Nomen (Hauprspeicher), das sog. ModifikalOren. wie Artilcel (ein) und Auriool 
(ziflmlich gro89r), dominien. Als Kopf ist dasjenige minimale Element einer Phrase ausgez.eichnel, das 
andere Elemente der Äußerung syntaktisch oder semantisch modifien wird, innerhalb dieser Phrase ab'el 
keine anderen Elemente modifiziert (was für "Hauptsp6ich9" in der Nominalphrase - modifiziert durch 'mO 
"z;flmlich gro(J9r' • und "g,009f" in der Auribucphrase - modifiziert durch" zi9mlich" . jeweils gilt). Das '~ . 
verdeullicht ferner Reichweitenbeschrankungen von Dependenzrelationen. die k.lassischen Phraseng:remea 
sprechen. 
2 Die Valenz ei nes texi k.al ischen Elemen r.s k.ennzeichnet die (obi igalOrischen und f akullati ven) Rollen. die ein 
filr seine ModifikalOren anbietet. Valenzen können je nach Sicht syntaktisch markiert sein (Spezifikation 
ger Wonanklassen oder syntakuscher Kasus als Modifii<atoren) oder auch semantisch (dies wird in der Li 
häufig als Kasusrolle bezeichnet). 
den des Referenzpunktes benötigen (vgl. Abschnitt 2.6). Sie wird in der Klasse Nomen und nicht in Pro-
nomen definiert. Konkrete lexikalische Einheiten werden als Blätter der Wortaktorenhierarchie beschrie-
ben, in denen spezifische grammatische Parameter (gegeben durch die Flexion) sowie mögliche idiosyn-
kratische Eigenschaften eines Wortes (etwa die Permutierbarkeit des Objekts bei "wegen') spezifiziert 
werden. 
l\ 111"" e I Wort I 
Ins.,anz- I Me,tnOd.en- I Bekannt.: MaKeAdJacenl I 
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Abb. 1. Ein Ausschnitt der Wortaktorenhier3rchie 





POSJ Nominal I 
Die Kommunikation zwischen Wortaktoren vollzieht sich ausschließlich durch Botschaftsaustausch, dem 
ein linguistisch valides Protokoll zugrunde liegt (vgl. a. Hahn [1990]). Die Nachrichten dienen dazu, zwi-
schen einzelnen Wortaktoren Relationen zu etablieren, die sowohl die grammatische Struktur in und zwi-
schen Sätzen eines Textes als auch die inhaltliche Interpretation auf der Grundlage der berechneten Depen-
denzstrukturen in der entsprechenden Textwissensbasis charakterisieren. Ein Wortaktor setzt dazu eine 
Suchmeldung nach einem passenden Kopf ab, die an einen (textuellen) Nachbarn Ue nach Suchrichtung) 
adressiert ist und von diesem bearbeitet und/oder weitergeleitet wird. Ein Wortaktor, der die in der Such-
meldung enthaltenen Bedingungen erfillU, reagiert mit einer Bestätigung an den Irtitiator der Suchmel-
dung, was zur Einrichtung der jeweiligen Relation führt. Die durch die Analyse eines Satzes entstehenden 
Dependenzstrukturen aktivieren wiederum entsprechende Änderungsoperationen im Textwissen, das die 
inkrementelle inhaltliche Interpretation des Textes wiederspiegelt. 
2.3.1 Versendemodi 
Das Aktorerunodell bietet für die Analyse einen asynchronen Kommurtikationsmodus zwischen einzelnen 
Aktoren an. Dieser Modus erlaubt weiter die Unterscheidung zwischen direkten und vermittelten Nach-
richten. Direkte Nachrichten ermöglichen eine Punkt-zu-Punkt-Kommunikation, wenn ein eindeutiger 
Adressat bekannt ist (z.B. bei der Bestätigung einer Anfrage). Sie lösen im adressierten Wortaktor entspre-
chende Aktionen aus, ohne weitergeleitet zu werden. Vermittelte Nachrichten werden für die Suche nach 
noch unbekannten Wortaktoren benutzt. die gewisse Bedingungen erfüllen (z.B. die Suche nach dem 
Kopf). Sie werden an den direkten Nachbarn adressiert, evtl. von ihm bearbeitet und in jedem Fall weiter-
geleitet (bis zu ihrer maximalen Reichweite), um alle möglichen Relationen zu berechnen. Ein bereits 
domirtierter Wortaktor leitet jede vermittelte Nachricht ohne Bearbeitung an seinen Kopf weiter, da dieser 
als Repräsentant einer Phrase die Kontrolle über die Kommunikation mit anderen Wortaktoren hat. Der 
Kopf wird die Nachricht verarbeiten, evtl. an (einige) Modifikatoren und unter Beachtung von Reichwei-
tenbeschränkungen an den nächsten NaChbarn weiterleiten. Zur Realisierung dieses Nachrichtenverkehrs 
sind Nachrichtenanribute eingeführt worden, die den VersendefMdus bestimmen: 
1. flat zeigt an, daß die Nachricht vom direkten Nachbarn kommt und an den Kopf delegiert werden 
Hat der empfangende Aktor keinen Kopf, wird die Nachricht von ihm selbst verarbeitet, sonst wird , 
Atuibut zu delegatlng verändert und die Nachricht an den Kopf geschickt. 
2. delegating zeigt an, daß diese Nachricht von einem Modifikator kommt und an den Kopf gerichtet" 
Hat der empfangende Aktor keinen Kopf, wird die Nachricht von ihm selbst verarbeitet, sonst wird 
an den Kopf dieser Konfiguration geschickt. 
Mit diesen beiden Versendemodi kann jede vermittelte Nachricht an den (momentanen3) absoluten 
eines Wortaktors verschickt werden (vgl. (1) und (2) in Abb.2). Dieser verarbeitet die Nachricht en 
chend seiner Spezifikation und kann sie weiterleiten. Falls die Nachricht an einen Modifikator weite 
tet wird, erhält sie vom Sender das Attribut down und wird an den Modifikator gerichtet. Falls die N: 
richt an den nächsten Nachbarn der gesamten Phrase weitergeleitet werden soll, erhält sie vom Sender 
Attribut left-dellver bzw. right-dellver und wird an den am weitesten links bzw. rechts stehenden M 
kator verschickt «3) in Abb.2). 
3. down zeigt an. daß die Nachricht vom Kopf kommt und nur vom empfangenden Aktor verarbeitet 
den darf. Evtl. kann dieser entscheiden, die Nachricht an seine Modifikatoren weiterzuvermitteln, 
ebenfalls mit dem Attribut down. 
4 . left-dellver (rlght-dellver) zeigt an, daß diese Nachricht vom Kopf kommt und an den linken (re, 
Nachbarn der Phrase adressiert ist. Hat der empfangende Aktor noch weiter links (rechts) lieg, 
Modifikatoren, wird die Nachricht an den am weitesten links (rechts) liegenden weitergeleitet. 
wird das Attribut zu flat geändert und die Nachricht an den direkten linken (rechten) Nachbarn 
empfangenden Aktors gesendet «4) in Abb.2). 
(transiti ve) Dependenzrelation 
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Abb. 2. Die Weiterleitung vermittelter Nachrichten. 
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Wortk ~ Wortk+ 
Ist Wortj Kopf einer Phrase von Worti bis Wortk' und verschickt Wortk+l eine vermittelte Na 
nach links, wird sie in 4 Schritten weitergeleitet, wie Abb.2 zeigt. Nachrichten mit derselben Ziffer w 
parallel versandt und bearbeitet. 
2.3.2 Struktur der Nachrichten 
Nachrichten sind selbst Objekte, wenngleich bislang noch ohne hierarchische Struktur (wir beabsiclill 
hier ebenfalls eine Hierarchisierung vorzunehmen). Sie enthalten neben ihrem Selektor (Nachrichte: 
men) einige weitere Angaben: 
1. Initiator bezeichnet den Wortaktor, der die Nachricht als erster versandt hat. 
2. Sender bezeichnet den Wortaktor, der die Nachricht zuletzt weitergeleitet hat. Beim ersten Verse' 
einer Nachricht sind Initiator und Sender identisch. 
3. Empfänger bezeichnet den Wortaktor, an den die Nachricht adressiert ist. 
4. Attribut kennzeichnet den Versendemodus, der zur Verteilung und Weiterleitung der Nachricht be 
wird (s.o.). 
3 Der Ausschluß von Zeitfehlereffekten im Rahmen dieser Lösung wird in Abschnitt 2.6 diskutiert. 
5. Reichweite bezeichnet eine Grenze, bis zu der diese Nachricht laufen darf (Phrase. SaLZ. akrueUer oder 
letzter Absat:l, Textanfang). Der empfangende Aktor an einer solchen Grenze leitet die Nachricht nicht 
mehr weiter. Absehbar ist, daß hier noch komplexere. vor allem linguistisch motivierte Grenzbedingun-
gen ("bis zum nächsten finiten Verb" o.ä.) zu formulieren sind_ 
6. Parameter sind die eigentlichen Daten der Nachricht. die durch den Selektor festgelegt werden 
2.3.3 Nachrichtentypen 
Die folgenden Nachrichtentypen sind allen Aktaren des Parsers bekannt, d.h. die Aktoren reagieren auf 
eine Nachricht gleichen Selektors mit dem jeweils skizzierten Verhalten (davon ist nur SearchHead eine 
venninel [e Nachricht): 
1. MakeAdjacent macht den sendenden Aktor als rechten Nachbarn des empfangenden Aktors bekannt; 
bewirkt außerdem die Versendung aller dort im Postfach gespeichenen Nachrichten an den sendenden 
Aktar. 
2. SearchHead sucht einen Kopf für den sendenden Aktor. Die Nachricht wird in die lexikalisch 
beschriebene Suchrichtung (Iett. rlght oder both) verschickt und enthält die grammatische Beschrei-
bung des sendenden Aktars. Falls die grammatische Beschreibung eine der Dependenzrelationen des 
empfangenden Aktars erfüllt, wird dem Initiator die Nachricht HeadFound geschickt. 
3. HeadFound als Antwon auf SearchHead macht den sendenden Aktor als Kopf des empfangenden 
Aktars bekannt. Empfangt ein Aktor mehrere solcher Nachrichten, wird die Behandlung struktureller 
Ambiguitäten angestoßen (s. Abschnitt 2.4). Ähnlich wie bei UpdateFeatures werden die grammati-
schen Merkmale des empfangenden Aktars instantiiert (ein neuer Satz von lokalen Daten erzeugt. 
damit die ursprüngliche lex.ikalische Spezifikation des Wortaktars nicht verlorengeht) oder, falls beste-
hende lnstantiierungen umgeschrieben werden saUen. wird eine Kopie des ursprünglichen Merkmals-
satzes angelegt (sog. Schatten, s.a. Abschnitt 2.4) und dieser instantiiert. 
4. UpdateFeatures wird vom Kopf an Modifikataren (bzw. in bestimmten Fällen auch in umgekehrter 
Richtung) verschickt, sofern deren grammatische Beschreibung veränden werden muß. 
2.4 Ambiguitätsbehandlung 
Zwei Arten von sprachlichen Mehrdeutigkeiten müssen vom Parser behandelt werden: lexikalische Ambi-
guitäten. die auftreten. wenn durch ein Textwort mehrere Wortarten oder Konzepte repräsemien werden 
(z.B.: HSchloß~ in der Verbform und in der wiederum ambigen Nominalform), sowie strukturelle Ambigui-
täten. die vorliegen, wenn ein Won mehrere alternative Dependenzrelationen eingehen kann (illustriert 
durch den dafür exemplarischen SaLZ "Der Mann sah die Frau mit dem Fernrohr). Lexikalische Mehrdeu-
tigkeiten sind direkt im Lex.ikon kodiert und werden bereits bei der IniLialisierung berücksichtigt. Den les-
arten entspreChend werden simultan mehrere Wonaktoren initialisiert, die wn die im Tex.LZusammenhang 
"richtige" Interpretation konkurrieren und La. im Verlauf der Analyse rasch zur Selektion einer Lesan füh-
ren. 
Strukrurelle Mehrdeutigkeiten werden erst während der Analyse entdeckt. Sie liegen vor, wenn meh-
rere BesWtigungen auf eine SearchHead-Nachricht beim Initiator eingehen. Um in diesem Fall jeweils 
eine konsistente Belegung der Instanzvariablen zu garantieren. werden sog. Schauen angelegt. d.s. Kopien 
des originalen Wortaktors. die die verschiedenen Lesarten durch alternative Variablenbelegungen reprä-
sentieren. Schattiene Wortaktaren weisen dasselbe Kommunikationsvemalten auf wie der originale AklOr, 
so daß die Mehrdeutigkeit sich nicht in einer Änderung des Protokolls niedersChlägt. 
2.5 Ein Parsing-Beispiel 
Ein Lypischer Analyseablauf für ein WOrt seLZt sich aus folgenden Schritten zusammen: Nachdem ein 
neues Wort aus dem Text eingelesen worden ist. wird der entSprechende Lexikoneintrag gesucht und ein 
Wortaktor mit Angaben über den linken Nachbarn. die Form des flektierten Textwons und dessen Position 
im Text sowie die morpho-syntaktischen Parameter (Numerus. Kasus. Genus u.ä.) instantiiel1, Der 
meldet sich zunächst als neuer rechter Nachbar bei seinem linken Nachbar an (MakeAdjacent). Daral 
wird ihm von don die gespeichene Post zugeschickt. Die zweite Nachricht, die ein neuer WOl1aktor 
• 
schickt. ist die Suchmeldung für seinen Kopf (SearchHead), die je nach grammatisch bestimmter 
richtung nach rechts oder links adressien wird. Die letzte Aklion in der Instantiierungssequenz ist die 
dung an den Scanner, daß ein neues Won gelesen werden kann. Erst jelzt ist der Wonaktor bereit, die 
seinen Nachbarn eingehenden Nachrichten zu bearbeiten. Sofern seine Suchmeldung nach einem 
akzep[ien wird, erhält er von dem betreffenden Aktor eine Bestätigung (HeadFound), worauf er 
Bekanntschaften enlSprechend anpaßt. Damit ist die Bestimmung der (hierarchischen) dependen' 
Struktur des SaLZes als Kommunikation z.wischen aUlOnomen Wortaktoren beschreibbar, 
Dies soll durch die Analyse des SaLZeS "Auf der Messe pra,sentiert XYZ den Laserdrucker der ~ 
renz~ verdeUllichl werden. Zusätzlich zu den in Abb.\ gezeigten Lexikonspezifikationen bietet das 
"präsentieren~ für Nomina die Relationen DIROBJ (Akkusativ) und INDIROBJ (Dativ); nur SUBJ 
DIROBJ sind obligatorisch, Außer dem WonaklOr, der das Verb repräsentiert, senden alle WOrtakl 
Suchmeldungen nach ihrem Kopf ab, das Verb selbst ist Kopf dieses Satzes. Nachdem "Auf der Messe 
sentier1 XYZ den LaserdruckerN geparst wurde, ist "pr/1sentieren~ der Kopf des Teilsatzes, seine Relati, 
MOD (auf der Messe), SUBJ (XYZ) und DIROBJ (den Laserdrucker) sind bereits belegt. Außerdem 
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Abb. 4. Da "Konkurrenz~ nicht mehrfach von ''pr/1sentiert" dominiert werden kann, wird der WO!:' 
für ~Laserdrucker" schattiert, und die Genitiv·Lesart" von "Konkurrenz" besetzt die Relation GEN~ 
des Reuen SchalteRs. 
"Konkurrenz" sucht nun nach seinem Kopf. indem es die Nachricht SearchHead versendet. 
stöße die Nachricht an die SalZgrenze und bleibt ohne Effekt. Links gelangt die Suchmeldung über .. 
"LaserdruckerN, der jedoch dominiert wird und daher die Nachricht mit dem Anribut delegatlng an 
Kopf "präsentiert" weiterleitet. Don wird sie verarbeitet, indem die Bewerbung akzeptiert wird 
kKonkurrenz" ein HeadFound geschickt wird; darauf reagiert "Konkurrenz" mit der Erzeugung 
Dativ-Schanens, in dem ''pr~sentiert'' als Kopf notien ist. Außerdem wird die SearchHead-Nachricht 
noch an Modifikatoren weitergegeben, jetzt mit dem Attribut down. Von diesen hat "Laserdrucker" eben-
falls Verwendung für "Konkurrenz", diesmal als Genitiv in der Relation GENATIR, und schickt ebenfalls 
ein HeadFound an "Konkurrenz". Don wird nun ein Schatten des ursprunglichen Aktors mit einem Geni-
tiv-Schatten und mit "Laserdrucker" als Kopf aufgebaut, der zunächst gleichberechtigt neben der Dativ-
Lesart steht, aufgrund von Ausschlußbedingungen (eine Strukturanalyse darf jedes Wort nur einmal ent-
halten) aber nicht als globale Ambiguität erscheint. 
2.6 Synchronisationsaspekte 
Jeder Aktor führt zu einem Zeitpunkt maximal ein (unteilbares) Skript aus (oder wartet auf eine neue 
Nachricht), daher sind Konfiikte bei Zugriffen auf einen Aktor unmöglich (vgl. Abschnitt 3). Im Zusam-
menspiel mehrerer Aktoren während der Analyse können sich zunehmend komplexere Konfigurationen 
ergeben, die auch die Wege der Nachrichten beeinfiussen können. Damit daraus folgende Zeiteffekte das 
Analyseergebnis nicht beeinträchtigen, gilt die Verabredung, daß eine Nachricht unabhängig vom Status 
des Empfangers (innerhalb der Dependenzstruktur) und unabhängig davon, ob sie schon einmal empfan-
gen worden ist (Aktoren haben kein "Nachrichtengedächmis"), bearbeitet wird. Dabei können zwei Situa-
tionen unterschieden werden: der Aktor wird entweder schon von einem Kopf regien oder er steht bislang 
in keiner solchen Dominanzrelation. Hieraus können keine auf Zeitfehler rückführbare inkonsistente 
Zustände der Analyse resultieren. Ein Wortaktor ohne Kopf pruft die Zulässigkeit der Anfrage des Nach-
barn und etabliert im Falle der Verträglichkeit eine entsprechende Dependenzrelation. Ein Wortaktor mit 
Kopf erhält eine von diesem Kopf delegierte Nachricht und pruft diese in eigener Hoheit ebenfalls auf 
Akzeptabilität. Folgt aus der Kopf-Modifikator-Beziehung eine Einschränkung möglicher Dependenzbe-
züge. die Analysen ohne diese Beschränkungen ausschließen, werden Schatten angelegt, die nachträglich 
(etwa am Satzende) im Rahmen einer den gesamten Satz umfassenden Konsistenzprufung evaluiert wer-
den. Dieser Mechanismus dient dann dazu, nur lokal konsistente, satzglobal aber inkonsistente Lesarten zu 
eliminieren. 
Als besondere Synchronisationsaufgabe erweist sich die linguistisch plausible Koordinierung der 
Aktivitäten einzelner Wortaktoren. Ein Beispiel für grammatikalisch zu handhabende linguistische Seriali-
sierungsbedingungen ist der Vorrang der Anaphernaufiösung vor der Modifikation des bezeichneten Kon-
zepts (vgl. Hahn [1989, 1990]). Durch (Nominal-)Anaphern werden bereits erwähnte Konzepte (das Ante-
zedens) im Text dHrch Referenten sprachlich erneut aufgenommen. Üblicherweise ist das im Text vorange-
hende Antezedens ein Unterbegriff bzw. eine Instanz des Referenten (Beispiel: "Windows NT .... Diese 
Benutzeroberfl/lche .. .'? Das hierbei auftretende Problem ist die korrekte Identifizierung des Konzepts, das 
durch den anaphorisch wirksamen Referenten bezeichnet wird (z.B. für die nachträgliche Modifikation 
durch im Text aufgeführte Attribute). Die Anaphernaufiösung (Benutzeroberfl/lche = Windows NT) muß 
also vor möglichen Änderungsoperationen des vom Referenten denotierten Konzepts (hier Benutzerober-
flliehe) im Textwissen geschehen. Dies wird durch die Priorisierung der Anaphernbehandlung erreicht: Sie 
wird angestoßen, sobald ein definiter Artikel gefunden wird, und läßt erst nach ihrem Abschluß mögliche 
Konzepunodifikationen zu. 
3. Implementation 
Der hier vorgestellte objektorientiene Dependenz-Parser wird im Rahmen eines verteilten Smalltalk80-
Systems [Schacht 1993] implementiert. Zu den von uns vorgenommenen Erweiterungen des ursprungli-
ehen Smalltalk80 [Goldberg & Robson 1989] zählen neben der physikalischen Verteilung in einem SUN-
SPARCstation-Quster die Realisierung eines asynchronen Kommunikationsmodus zwischen Objekten. 
Beide Erweiterungen sind in Smalltalk selbst implementiert. 
Ein Smalltalk-Image als Single-User-System ist ein einziger Betriebssystemprozeß, verfügt aber intern 
über Multitasking durch eine eigene Verwaltung von Prozessen (im folgenden: Smalltalkprozesse). Um im 
prinzipiell auf synchronem Botschaftenaustausch basierenden Smalltalk-System asynchrone Nachrichten 
zu verschicken, wird für jede Nachricht ein Smalltalkprozess erzeugt, der die Verschickung und Bearbei-
tung der Nachricht durchfuhrt. Pro Aklor wird ein Semaphor verwendel, um die Unumerbrechbarkeir 
Skri pts (der Melhode) LU garantieren. 
Die Vertcilungserweilerung beruhl auf einem Public-Domain-Paket [Xu 1993J. Aklive Smalhalk, 
ges köllnen mll Hilfe je eines als Server dienenden Smalltalkproz.esses miteinander kommuniz.ieren. 
Server verwalten eine Namens- und Adresstabelle, in der die wichligen Syslemkonstamen aller bete 
Images minels globaler Identitikalionsnummern notien sind. Objekte. die sich auf einem andeml 
befinden, werden lokal durch ein Stellvertreter·Objekt, ein Proxy, repräsentiert. Die Klasse Proxy i$1 
als UmerkJasse von Object definiert und erbt daher auch keinerlei Methoden von dort. Proxies ve 
selbst nur einige LnitiaJisierungs- und TestmeLhoden und reagieren ansonSlen auf jede Nachrit;h(~ 
eigentlich für ihr OriginaJ bestimmt ist, indem die Nachricht tiber den Server an den wirklichen Emp 
weilergeleitel. die Antwort darauf cntgegengenommen und an den ursprünglichen Sender zuruckgl 
wird. 
Ein neues Objekt kann gezielt in einem bestimmlen Image erzeugt werden. arer auch eine au(, 
sche LilStveneilung zwischen den Images ist möglich , Dazu muß bei der lostamlierung eine Emse' , 
über die LokaJisierung des neuen Objektes getroffen werden. Sinnvoller, als alle Objekte gleichmr' 
Netz z.u verteilen, ist es jedoch, Gruppen von Objekten, die häufig miteinander kommuniz.ieren ml 
lokal zu halten, um die Kommunikalionskoslen zu minimieren. Dies triffl z.B . für alle Wonaktoren' 
halb eines SaLZes oder AbsalZes zu, so daß der YerteilungsalgoriLhrnus nicht bei jeder AklOreWJ 
ierung, sondern nur auf einen Schlüsselreiz (etwa das Auftrelen eines Satzendez.eichens) hin aus~ 
werden muß. 
4. Alternative Ansätze zur verteilten Sprachanalyse 
Die alauelle com pmeriinguistische MeLhodendiskussion ist wegen der engen Bindung an UIUllK .... 
grammatische Konzepte nahezu ausschließlich vom Paradigma der logischen Programmierung 
Wel1flgleich eine Kopplung von Techniken der Logikprogrammierung mil denen der 
Programmierung am Beispiel des AktorenmodeUs durchaus sChon vorgeschlagen worden ist (Sll~ 
Taxeuchi 19831, voUz.ieht sich die Rezeption objekloriemjener ModelIierungskonzepte in der CoiR. 
linguistik eher zurüCkhalIend . Entsprechende Adaptionsversuche. die vOr allem auf die NUlzung 
erbungsmechanismcn absteUen (vgl. die ÜbersiChten von Gazt1ar (1987] und Daelemans el aL 
z.ielen auf die Definition von Le;\ikonhierarchien {Flickinger et al . J 985, van der Linden 1992. Andry 
1992, RusseU el al . 19921 bzw. bez.iehen neben der L.exikon- auch die RegelelJene linguislischer 
lionen ein (Miyoshi & Furukawa 1985, Vijay-Shanker & Schabes 1992, Fraser & Hudson I 
19921 und fi.ihren damic konsequent auch zur Adaption ihrer grundlegenden Parsing-Mechanismen. 
durch Erweite rung der S Wldard-U mfikation z.ur Defaull- Um fik.alion lBouma 1992]. 
Der Nutzen dicser redWlClanzminimierenden Form von objektorientierter Grammatik- bzw. 
spez.ifikation beschränkt sich auf den dekJaraliven Kern einer lexikaliSChen Grammatik. Au 
bleiben Mechanismen z.ur Komrollspezifixalion für le;lÜkalische P~er (etwa in Form von BOlSClWII 
chartismen) in den oDen erwähnten Arbeiten. So liegen z.ur Adaption regelbasierter 
Sleuerungsprinzipien des message pasSlng nur vereinzelte BeiLrilge vor, etwa die objektorientiene 
dierung kJassischer kontext freier Grammaliken durch Yonezawa & Ohsawa [1988] blW. die 
mceressame~n AnS~{Ze von Phillips (1984 J im KomeKt einer Erweitenen PhraserlSlrukru 
(APSG) als Teil eines TeKtverslehenssystems bl w. von Marino (1988]. der die mit k..Iassischen 
men und ihren SLalTen KomrolJstrukturen schwer erfaßbaren long-dislance dependencies mit durdl 
sage passing direkl kommunizierenden Merk..malbündeln beschreibl Den modeUmäßig 
lotegrationsversuch eirler emwickelten compulerlinguistischen Theorie mit objekrorientierten 
mierprinzipien beschreiben Uehara et al (1985) im Rahmen einer Aktorenimplementation einer 
lisch-Funktionalcn Grammatik (LFG). 
Neben diesen auf das Parsing natürlich(!r Sprachen ausgerichteten Arbeiten sind auch andere 
(jungen dokumentiert. So beschreiben Firuuer & Newnarm (19891 ein objektoriemiertes Sprach! 
rungssystem, das auf einer in PATR-II eingebetteten Dependenzgrammatik beruht, Oe Mori et al. [1982 ) 
skizzieren ein aktorbasiertes System zur Erkennung gesprochener Sprache und Costantini et al. [1987) 
stellen einen verteilten Experten-Parser für ein Textverstehenssystem vor, dessen Protokoll auf der Meta-
pher verteilter Problemläser von Lesser & Corl<ill [1981] und dem Kontrakmetzprotokol1 [SmiLh 1980) 
aufbaut. Ähnlich wie die Blackboard-Organisation eines von Sabah [1990) beschriebenen Sprachverste-
henssystems wird bei Costantini et al . ein sehr grobkörniger Verteilungs- und Parallelisierungsansatz ver-
treten. So sind die Oekompositionseinheiten identisch mit dem, was in unserem Kontext der Interkompo-
nenten-ParaileliUit entspriCht, also Parallelität etwa zwischen morphologischer, syntaktischer oder seman-
tischer Komponente. Damit werden - anders als im von uns beschriebenen Ansatz - Parallelisierungspo-
tentiale unterhalb der Komponentenebene nicht ausgeschöpft. 
Nicht zuletzt liegen die Wurzeln der Wortaktoren in den Arbeiten zum sog. conceptual parsing, d.h. 
stark semantisch gepr~gten lexikalischen Parsern wie EU [Riesbeck & Schank 1978] oder !PP [Lebowitz 
1983) sowie der Verfeinerung dieser Konzepte im Rahmen von Wortexpertensystemen [Sm aU & Rieger 
1982]. Diesem Ansatz war - wenn auch in Gestalt der USP-Koroutinen, und damit Pseudo-ParaUelit~t -
eine konzeptionelle Nähe zu parallelen Implementationen stets inh~rent (ein explizites Parallelisierungs-
Konzept für Wortexpertensysteme im Kontext des logi schen Programmierparadigmas verfolgen Oevos et 
al. [1988 ]: aktuelle Parallelisierungsversuche rur semantische Parser beschreiben Riesbeck & Martin 
[1986] im Rahmen des DMAP-Ansatzes, den man am ehesten als fallbasiertes Parsing charakterisieren 
kann). Neben der Kritik, daß in den Arbeiten zum konzeptuellen Parsing stets Modell- und Implementati-
onsebene durchmischt werden, gelten die Haupteinwände gegen konzeptuelle Parser einer unzureichenden 
Berücksichtigung von linguistischem Wissens bzw. Grundelementen linguistischer Theoriebildung [Hahn 
1989), die in unserer EntwiCklung angemessen integriert werden sellen. 
5. Systemumgebung des Parsers und Ausblick auf offene Fragen 
Die hier vorgestellten Arbeiten beschreiben skizzenhaft ein Projekt, dessen Ziel die Entwicklung eines 
Spezifikationskontextes für Lexikon-Grammatiken und einer Implementationsumgebung für Lexikon-Par-
ser ist, die beide auf Prinzipien der objektorientierten Programmierung beruhen. Die Orientierung daran 
drückt sich sowohl durch strukturelle (in Gestalt multipler Vererbungsmechanismen, s. Absctmitt 2.2) als 
auch prozedurale Konzepte (wie die Steuerung durch Nachrichtenaustllusche auf der Basis eines lingui-
stisch validen Protokolls, s. Abschnitt 2.3) aus. Methodische Bezüge aus dem Kontext lexikalisierter Uni-
fikationsgrammatiken werden auf der Ebene von Merkmalssystemen integriert, ordnen sich aber depen-
denztheoretischen und kasusgrammatischen Konstrukten unter (eine ähnliches, wenngleich weniger 
semantisch artikulienes Sprachmodell vertreten Fraser & Hudson [1992]). Mit dieser Umgewichtung lin-
guistisch-theoretischer Pr~issen paßt sich das Modell ganz besonders Anforderungen komplexer 'Text-
verstehenssysteme und Einflüssen aus dem prozeßorientienen Paradigma der Kognitiven Linguistik 
(Interaktion sprachlicher mit nicht-sprachlichen Wissensquellen, dynam isch mod ifizierbare Präferenzord-
nungen syntaktischer, semantischer und pragmatischer Constraints, inhärente Parallelität) an. 
Neben der hier ausführlich beschriebenen Sprachanalysekomponente kommt hierbei der WeItwissens-
basis eine entscheidende Rolle zu. In unserem Fall interagiert der Parser mit einer LOOM-Wissensbasis 
[Brill 1992), wobei für jede Textanalyse eine eigene Wissensbasis, die seg. Textwissensbasis. instantiiert 
wird. die schließlich für Retrievalzwecke oder weitere infonmationelle Transformationen (Wissenssyn-
these, Textzusammenlassung o.ä.) verwandt werden kann. Der Parser verfügt über einen Satz von 
Anfrage- und Änderungs-Primitiven zur direkten Interaktion mit der Welt- bzw. Textwissensbasis. 
Textverstehen impliziert in den meisten Fällen das Lernen neuer Zusammenhänge - einfache Fälle der 
Extraktion von Fakten. aber auch komplexere Prozesse des Konzept- und Regellemens. Beim KonzepLler-
nen führt die Interaktion zwischen der Lernkomponente und dem Parser zur Bestimmung von Bezeichnern 
für neue Konzepte und zur Identifizierung von konzeptuellen Eigenschaften dieser neuen Konzepte wie sie 
in den zugrunde liegenden Texten beschrieben werden. Die hierfür nötigen Protokolle zwischen Lemer 
und Parser bzw. Lerner und Weltwissensbasis befinden sich erst in einem frühen Entwicklungsstadium. Es 
ist absehbar, daß die bislang entwickelten ausschließlich linguistisch motivierten Parsing-Protokolle in 
Nicht unerwähnt bleiben soll auch die Tatsache, daß mittelfristig eine Verfeinerung der linguis ' 
Beschreibungsebene für Wortaktoren ansIeht, und zwar eine, bei der die Analyse nicht auf der Ebene 
Wöner. sondern auf der Ebene der Morpheme ansetzt. Diese linguistisch adäquatere Lösung v' 
einen eigenen Sei von Nachrichtenprimitiven, denn die jetzige Ebene der Wörter kompiliert bereilS 
lisch linguislische Prozesse, die innerhalb der Wortebene bei der Aexion und Wortbildung (Kom 
Derivation usw.) wirksam werden. 
Langfristig streben wir auf der Basis einer focmaJen Spezifikalion des dekJarativen Vererbungs. 
prozeduralen Kommunikalionsmodells (Nachrichlen) eine allgemeine SpezifikaLionssprache für Le 
Grammatiken an (in Anlehnung an Arbellen zur Lexikonspezifikallon für Unifikationsgrammatiken 
DATR-Komext [Evans & Gazdar 1989]). Auf dieser Basis soll eine EnlwickJungsumgebung 
Debugger, Editor. Compiler) entstehen. die Spezi fikationsau fgaben und EnlwickJungs- sowie Testa. 
automatisch unterstützen soU. 
Danksagung. Die hier beschriebenen Arbeiten werden von der DeulSChen Forschungsgemeinschaft im R.ahmeI 
Schwerpunktprogramms "Kognitive Linguistik" umer dem Aktenzeichen Ha 2097 1/1 gefördert. 
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Intelligente Wertpapiere 
6tmd Mol<;k und OuislOf Weinhardl, Universitat Gießen. Liehe.r Slfaße 60. 6300 Gießen 
Abstract 
Mulli·Agemen-S ys.eme (MAS) bielen si<;h für eUle i.n!onnauonsle<:hnologischc UmersruLwng von 
Angebolsprozesscn einer Bank an. Sie erlauben. physisch venelll vorliegendes Fachw~n 
elJU.el.ner Produklberelche Zu lIllegri~ren und dabei gleichzeilig die posu..iven Effekte einer 
g<::wilnschten logischen Vt:neilung :LU nUlLen. 
Vereinfachend läßl sich jedes Arr1ageprodukl elIler Bank - sogar jeder für ein AnlageproduJa 
lUslJ.tldige Geschatlsbereich . aJs Wertpapier auffassen. Solche als autonome Agenten modellierte 
"imeIligen,,; Wertpapiere" bilden zus.ammen mil den für die Durchselzung globaler S[r.Hegien 
vera.lllwonJichen Bank- Wld Kunden-AgenJ.eil das in ctiesem Beitrag fonna! dargeslellie MAS. 
Der vorgesteLlle Formalismus zeigl. wie unler Verwendung spiellheoretischer und Okonom,sc~r 
Konzeple da:s Vtrha!len der Agemen aus dem Gesarrllverhallen des Systems heraus erklän werden 
kann. ln einem globaie'1l Spu:/ bilden sich bei grundS-alzlich vQrhemchender Kon/r;urrem und 
t Ifldil'lduell rallonakm Verhallen KoaJiLionen unler den Wertpapieren. KoalilionSLJlleme Kon1hlte 
werden in lokalen Spielen dlJ.I'Ch VerhaJ1dJungen gelOsl. Ln denen kollekrive R(1rrona!irar der 
Wenplpiere gewahrleis!Cl wu-d. Auf beiden Spielebcnen kann dabei das Verhallen der Wenj.l<lplm 
im S irule der Bank- UIld KunderuJHercssen beeuillußI werden. 
1 Einleitung 
Eine ganz.he itliche informations lee hnologische 0 nterstü [zung des An ge bOIS proz.esses:e: 
I 
Bank muß das r~urnlich, funktional und organisatorisch verteilt vorliegende FachWi 
e inzeiner Prod uk I be re iche en [scheid ungsu n tersttitzend an der Kundenschnittstelle 
Verfügung stellen und der Bank die Möglichkeit bieten, eigene strategische lnteressen 
I 
verfolgen. MulLi-Agencen-Sysleme (MAS) eignen sich für diese Problemstellung, da 
einerseits eine Integration physisch verteilt vorüegenden Wissens erlauben, andererseitS 
auch die positiven Effekte einer gewUnschten logischen Verteilung nutzen. 
Aus unserer Sicht rucken zwei Aspek.te: bei der Entwicklung eines 
Finanzberatung iCl den Vordergrund: Oie Fähigkeit z.ur Entwicklung innovativer Löspn 
dlJIch Kooperation verschiedener Produklbereiche und die Möglich.keit, die VerfqJ 
globaler Scrategien sicherz.ustellen, die das Verhalten aller an der Problemlösung bete'" 
Bereiche beeinflussen, ohne di..re.kt auf die dezentrale Entscheidungsfmdung einzu " 
Globale S rrategien orientieren sich sowohl an Kundef!- als auch an Bankimeressen. 
explizite Einbeziehung von Bankinteressen stellt dabei eine Erweiterung bisheriger 
dar (vgL BuhilWili [1993/, Meyer er al. [J993}. Kirn er al. (l991j). 
Gegenstand unseres Beitrages ist etie formale Beschreibung eines MAS, das den 
genannten Aspekten Rechnung trägt. Bevor wir jedoch den Formalismus im einze, 
I 
darstellen (Abschnitt 3), skizzieren wir die Organisarionssrruktur des MAS (Abschnirt '2~ 
Abschnitt 4 weisen wir auf Grenzen sowie Möglichkeiten des vorgestelilen Ansatzes hin. 
2 
2 Organisationsstruktur 
Wertpapiere werden, gemäß der von Markovitz (1952) begründeten Portfolio-Theorie, in der 
Praxis meist aufgrund ihrer erwarteten Rendite und ihres Risikos (Varianz, 
Standardabweichung) beurteilt. Auch die Kombination verschiedener Wertpapiere zu einem 
Portfoiio ist charakterisiert durch diese beiden Größen. Ziel der Bildung eines Portfolios ist 
i.d.R. die mit der Diversifikation einhergehende Reduktion des Risikos, wodurch der Nutzen 
eines risikoaversen Anlegers (Kunde) über das mit einzelnen Wertpapieren erreichbare 
Niveau angehoben werden kann. 
Vereinfachend läßt sich jedes Anlageprodukt sowohl aus Sicht der Bank als auch aus Sicht 
des Kunden als Wertpapier auffassen. Bezieht man die mit dem Produktangebot verbundenen 
Kosten, Gebühren, Prämien sowie weitere spezifische Merkmale wie Fristigkeiten, Losgrößen 
oder Kundenboni mit ein, so kann sogar jeder für ein bestimmtes Anlageprodukt zuständige 
Geschäftsbereich einer Bank als Wertpapier mit eigenen Intentionen, WIe z.B. 
Gewinnmaximierung, modelliert werden. 
Eine marktähnLiche Organisation der Wertpapiere bzw. Geschäftsbereiche unterstützt 
einerseits die Entwicklung innovativer Lösungen, da keine exogen vorgegebenen Strukturen 
die Kooperation bzw. Koalitionsbildung einschränken, andererseits die Entwicklung 
effizienter Lösungen, da nur solche Lösungen sich bei der vorherrschenden Konkurrenz 
durchsetzen können. Durch die Möglichkeit der Kooperation sind die Wertpapiere in der 
Lage, Probleme zu lösen, die nach Art und Umfang über ihre individuellen Fähigkeiten 
hinausgehen. 
Hierachische Strukturen erlauben die Durchsetzung globaler Strategien aus Bank- bzw. 
Kundensicht. Die Verfolgung von Bank- und Kundeninteressen führt dabei häufig zu 
Interessenkonflikten: Neben der aus Kundensicht vorteilhaften Lösung ("Kundenportfolio") 
muß die Bank auch für die "optimale" Konstellation ihrer abgesetzten Produkte 
("Bankportfolio") sorgen. 
In diesem Sinne weist das in Bild 1 dargestellte MAS eine hybride Organisationsfonn auf 
(vgl. MacklWeinhardt [1993]). Im Zentrum stehen die Wertpapiere, sprich Agenten, die 
jeweils ein Wertpapier bzw. ein Anlageprodukt vertreten. Es handelt sich um "intelligente 
Wertpapiere", die bei grundSätzlich vorherrschender Konkurrenz in einer marktähnlichen 
Organisationsstruktur in der Lage sind, sich zu Koalitionen zusanunenzuschließen und 
gemeinsam innovative Lösungsangebote zu entwickeln. Die Wertpapiere agieren dabei im 
Spannungsfeld zwischen Kunden- und Bankinteressen. Dieses Spannungsfeld ist 
gekennzeichnet durch sich entgegenstehende hierarchische Strukturen, an deren jeweiligen 
Spitzen Kunden- und Bank-Agent stehen. 
3 
Bild 1: Organisationsstrukrur 
3 Formale Darstellung 
In diesem Abschnitt stellen wir formal das in Bild 1 skizziene MAS dar. Wir folgen . 
"top-down"-Ansatz, wie er auch in Burkhard [1992J vorgeschlagen wird und erkläre, 
Verhalten der Agenten aus dem Gesamtverhalten des Systems heraus. Dabei greifen 
spieltheoretische Konzepte zurück. l 
Im betrachteten Kontext sind sogenannte Koalitionsspiele von Interesse - also Spi, 
denen zwei oder mehr Akteure sich zu Koalitonen zusammenschließen und als solche' 
Spielgeschehen eingreifen. In einem globalen Spiel zeigen wir, wie sich Koalition 
Wertpapieren bilden und mit anderen Koalitionen bzw. Wertpapieren konkurrieren. 
beschränken uns auf Koalitionen aus je zwei Wertpapieren. 
Koalitionen bilden sich, wenn für die Mitglieder ein zusätzlicher Nutzen entsteht 
zusätzliche Nutzen muß unter den Mitgliedern aufgeteilt werden. Han/Kurz [1983J, S. 
charakterisieren das mit dieser Auf teilung verbundene Problem wie folgt: 
"Purther bargaining occurs among the members 01 each coalition on how to div. · 
what they obtained together. Thus, the existence 01 coalitions implies that n 
Die Spiel theorie hat bereits verschiedentlich Eingang in die VK.I gefunden (vgL 
RosenscheinlGenesereth (1988J oder KrausIWilken[eld (1990]). Die folgende Charakterisie: 
Spieltheorie bei Kreps {1990J. S. 355. verdeutlicht die Ähnlichkeit der in beiden Disziplinen be. 
ProblemstellWlgen: "[ ... ] the emphasis has been on explaining how cooperation (and many other ~ 
aggregate behaviour) can emerge from self-interested individual behaviour within a given set of 'roll 
4 
interactions among the players will be conducted on two levels: first, among the 
coalitions. and second, within each coafition." 
Wir ergänzen daher das globale Spiel um lokale Spiele, die den bilateralen 
Verhandlungsprozeß zwischen Koalitionsmitgliedern beschreiben. 
Gegenstand unserer fonnalen Darstellung ist ein dezentraler Mechanismus (vgl. z.B. Holler 
[1992), S.14lff.). Es geht dabei um die Festlegung von Spiel- und Verhaltensregeln, die unter 
Berücksichtigung der Eigeninteressen (Intentionen) der Agenten die endogene Durchsetzung 
kooperativen Problemlösungsverhaltens ermöglichen und damit die Entwicklung 
wünschenswerter Ergebnisse gewährleisten. 
Ein wünschenswertes Ergebnis läßt sich anhand der folgenden Kriterien beuneilen:2 
• Problemlösung: Das gegenüber dem MAS formulierte Problem sollte gelöst werden. 
• Agenten: Die Agenten sollten sich individuell rational verhalten. 
• Koalitionen: Die zu einer Koalition gehörenden Agenten sollten sich kollektiv rational 
verhalten und eine pareto-eJfiziente3 Nutzenallokation anstreben. 
3.1 Das Multi-Agenten-System 
Ein Multi-Agenten-System In der Finanzberatung (MASIF) - wie es in Bild I dargestellt 
wird - läßt sich definieren als: 
wobei A die Menge der Agenten (Akteure), S die Menge der möglichen Spie/züge (Aktionen) 
der Agenten und V die Menge der möglichen Verhaltens-Ausprägungen der Agenten ist. 
3.2 Die Agenten 
Die Menge der Agenten besteht aus dem Kunden K, der Bank B und den Wertpapieren W. 
Alle Agenten besitzen eine individuelle Bewerrungsfunktion (Gewinn- oder Nutzenfunktion). 
Die Intentionen der Agenten orientieren sich an diesen Bewertungsfunktionen. Sie handeln 
individuell rational, indem sie versuchen, diese Bewertungsfunktion zu maximieren. 
Der Kunde K vertritt die Interessen des Bankkunden, d.h. seine Bewertungsfunktion 
reflektiert die Entscheidungssituation des Bankkunden, die durch die erwartete Rendite rund 
das Risiko (J einer Anlagealternative 'gekennzeichnet ist. Die Bewertungsfunktion U ordnet 
2 Ähnliche Kriterien wenden auch RosenscheinlZ/orkin {1990J. S. 4f., oder RosenscheinlGenesereth [1988J, 
S. 233f.. für Verhandlungsspiele an. 
3 Pareto-EJjizienz: Keiner der Agenten kann sich verbessern. ohne dadurch einem anderen zu schaden. 
5 
jeder (r,cr)-Kombinationen unter Berücksichtigung des "Risiko-Rendite-Präfere 
Parameters" e des Bankkunden eine reelle Zahl zu. Das Kundenproblem ist außerdem d 
das Anlagevolumen V gekennzeichnet. 
Damit läßt sich der Kunde K definieren als Vektor 
K:= (V,U) mit U:R J H R und u :(e,r,a ) H U ( e,r,a) = e · r _a 2• 
Die Bank B als übergeordnete Institution soll die Möglichkeit haben, die 
ihrem Verhalten zu beeinflussen. Dies geschieht über Anreizmechanismen: Die Bank zahlt 
ein Wertpapier ~, i=1,2, ... ,n, Prämien für den realisierten Gewinn p~, das erreic. 
Volumen p~ und den Geschäftsabschluß selbst p~. Die Bank ist in der Lage, diese Prä . 
dynamisch zu verändern, um so durch eine indirekte "Steuerung" ihre Ziele zu verfolgen.4 
In MacklWeinhardt [1993J wird der bankbetriebliche Aspekt ausführlich behandelt 
gezeigt, daß sich die Bank dabei im wesentlichen auf ihre Bi/anzkennzijfern bk l , ••• , 
stützt, die neben der Gewinnsituation auch Aufschluß über die Einhaltung 
Bilanzstrukturnormen und anderen strategischen Zielvorgaben (z.B. seitens des Vorstan 
geben . Alle Abweichungen von den Vorgaben lassen sich in Erfolgsgrößen umrechnen, 
wiederum die Bewertungsfunktion, nämlich den Gesamterfolg der Bank C 8 , beeinflus 
Eine detaillierte Darstellung der funktionalen Zusammenhänge zwischen Bilanzkennziffi 
Gesamterfolg und Prämiensystem würde den Rahmen dieser Arbeit sprengen. 
Die Bank läßt sich definieren als Vektor 
B:= (C 8 ,bk l , ••• , bk m , (p~, p~, p~ ), ... , (p~ ,p~, p~ )) 
mit p~ :R m H R und p~ :(be , .. . ,bk m ) H p~ (bk! , . .. ,bk m ), 
p~ :R m H R und p~ :(be , ... ,bk m ) H p~ (be , . .. ,bk m ), 
p~ :R m H R und p~ :(bk l , ••• ,bk m ) H p~ (bk l , • •• ,bk m ) 
für i = 1, ... , n. 
Ein Wertpapier W; ist charaleterisien durch Marktrendite r~, Risiko (j i und Gewinnfu ... 
gi . Die Gewinnfunktion ist die Bewertungsfunktion des Wertpapieres bezüglich e' 
Spielzuges. Sie orientiert sich am Beitrag zum Gesamterfolg der Bank, den das Wertp 
leistet. Dieser Beitrag ergibt sich aus der Differenz zwischen der Marktrendite r~ und 
tatsächlich dem Kunden angebotenen Rendite ri multipliziert mit dem Anteil qi am Vol 
4 Die Gestaltung der Prämien erfolgt bei asynunetrischer lnfonnation zwischen der Bank Wld 
Wertpapieren. D.h. die Bank kann das Verhalten der Wertpapiere weder vorherbestimmeri noch 000: 
bzw. kontrollieren. Sie muß daher durch ein anreizkompatibles Prämiensystem sicherstellen. daß sich 
Wertpapiere zielkonfonn . verhalten. Damit delegiert die Bank als Prinzipal die Aufgabe 
Angebotserstellung an ihre Wertpapiere. Probleme solcher Delegationsbeziehungen bei asynuneui 
lnfonnation sind Gegenstand der Principal-Agent-Theorie in der Mikroökonomie (vgl. u.a. Lau;: [/99O, 
6 
V des Kundengeschäftes. Die tatsächliche Höhe des Wertpapiergewinnes hängt von den 
Prämiensätzen ab, die die Bank bei Beteiligung an einern Geschäftsabschluß einräumt 
Damit läßt sich die Menge der Wertpapiere defmieren als: 
W={~li=l, ... ,n/\~=(,:~,ai,gi)} mit gi:R;XR 3 xRHR und 
i ( i i i i i i V) g : ':"f,r ,q 'Pe,Pv'PA' H 
i (i i i i i i ) {[ (r~ - ri ) . p~ + p~ J. qi . V + p~ 
g rM,r ,q 'Pe'Pv,PA,V = 
o 
3.3 Die Spielzüge 
für 0< qi $1 
für qi = 0 
Ausgehend von den obigen Definitionen können nun die möglichen Aktionen der Agenten 
durch Spielzüge festgelegt werden: 
Die Spielzüge k des Kunden K werden beschrieben durch das Nutzenniveau U , das Volumen 
V und den Parameter 8: 
Die Spielzüge b der Bank B umfassen jeweils das vollständige Prämiensystem, das jedem 
Wertpapier i ein Tripel pi: = (p~ ,p~ ,p~ ) zuordnet: 
58: = {blb = (/ ,p2 , ... , p n ) = ((p~ ,p~, p~), (p~, p~ ,p~ ), ... , (p~, p~, p~ ))} 
Die Spielzüge W ii eines Wertpapieres W; (bzw. wij einer Koalition aus den Wertpapieren W. 
und W j ) werden gebildet aus der angebotenen Rendite r ii (r ij ), dem Risiko 0' ij (0' ij ) und dem 
Anteil qii (qij ) am Volumen: 
5w := {wijli,j = l, ... ,n /\ w ij = (r ij ,a ij ,qij) /\ 0 ~ qij ~ I} 
Der Spielzug w ij mit i ~ j, d.h. das Angebot einer Koalition, berechnet sich aufgrund der 
portfoliotheoretischen Zusammenhänge aus den Spielzügen W ii und w jj der beteiligten 
Wertpapiere Wi und Wj wie folgt: 
w ij = (r ij ,0' ij ,qij ) = (qii . r ii + qjj . rÜ,(qii .a i; r + (qjj . 0' jj)2 ,qii + qjj ) 
Mit jedem Spielzug w ij mit qij = 1 liegt ein Angebot vor, unabhängig davon ob 
i = j oder i;c j, also ob ein Wertpapier alleine oder eine Koalition dieses Angebot ins Spiel 
bringt. Mit jedem Spielzug W ii mit qii < 1 liegt ein Teilangebot vor, zu dem noch ein 
Koalitionspartner gesucht wird (beachte: Für die Annahme von Zweierkoalitionen gibt es 




Der Gewinnraum ri ist abgeschlossen und konvex. 5 Konvexität und Abgeschlossenheil 
sichern die Existenz pareto-effizienter Gewinnvektoren. Wir bezeichnen die Menge aJJer 
pareto-effizienten Gewinnvektoren als Kontraktkurve H( rj) ~ rj. 
Ausgehend von jedem vorläufigen Koalitionsangebot w~ mit i,j E {l, ... ,n} und i~ 
beginnen die beteiligten Wertpapiere ~ und Wj lokale Verhandlungs spiele (vgl. nächstcf 
Abschnitt), deren Ergebnis das aus den Teilangeboten w~ und wt gebildete endgültige 
(pareto-effiziente) Koalitionsangebot w~ mit y~ (w~ ) E H( ri) ist. Dabei ist das endgültige 
Koalitionsangebot abhängig vom Verhalten der Wertpapiere im lokalen Spiel VWi und v" 
d h ~ ij _ ~ ij ( ij ) .. Wr - Wr Wr , VWi ' VWj . 
Das Gesamtverhalten eines Wertpapieres ~ läßt sich somit 
Spielzügen w~ (mit unterschiedlichen Agenten Wj ) definieren: 
( { 
~ ii I-:::J ~ jj ~ ij ~ ij ( ij ) ~ ij .j ij ij ( ~ ij ) (ij )}) VWi := wr :Jwr:wr =wr wr,VWi,VWj /\Wr'Wr ELr/\rr wr EH rr r=ro .•• T
z
' 
Die Elemente dieser Mengen sind so implizit über die Lösungs- und Gewinnräume du 
jeweiligen Koalitionen und über das Verhalten der beteiligten Wertpapiere im lokakl 
Verhandlungs spiel erklärt. 
3.4.2 Das lokale Verhandlungsspiel 
Im lokalen Verhandlungsspiel geht es um eine pareto-effiziente Auf teilung 
Koalitionsgewinnes. Dabei bildet, das vorläufige Koalitionsangebot w~ 
Verhandlungsbasis, die den Koalitionspartnern ~ und Wj 
i ( ii ) > -i d ji ( jj) > - j • h Z' I d Kali' . I k gr ... ,wr , .. · -gr un gr ... ,wr , .. · -gr SIC ert. le er 0 tlonspartner 1m 0, 
Spiel ist es, ihre Gewinnsituation weiter zu verbessern. 
Bild 2 illustriert die lokale Verhandlungssituation anhand einer Darstellung 
Gewinnraumes ri. Die Achsen repräsentieren die jeweilige Gewinnsituation g~ und g{ 
Abgeschlossenheit von ri wird bestinum durch die Referenzgewinne g~ und gi sowie 
Kontraktkurve H(ri) (konvexer Rand). Der Verhandlungsprozeß wird beschrieben dl 
den Pfad von einem Punkt S = r r (wt ) E ri, der den Gewinnvektor eines vorläufi 
5 Auf einen vollständigen Nachweis dieser Eigenschaften wird hier verzichtet. Da aber die Konvexiräl 
ri die VorausselZWlg für die Existenz pareto-effizienter Gewinnvektoren ist, soll der Beweis 
skizziert werden: Für zwei beliebige r{, rf E ri wird zunächst gezeigt, daß auch für 
Linearkombination r ~ = I· r!/ + (1- f) . r r E rj mit L E [0,1] gilt. Anschließend wird g, 
daß auch die den Linearkombinationen zugeordneten Koalitionsangebote wt E L~ sind. 
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Koalitionsangebots repräsentiert, zu einem Punkt X = yjX ( wj ) E H( rj ) auf 
Kontraktkurve, mit dem das endgültige Koalitionsangebot w/ im globalen Spiel feststeht. 
der 
Bild 2: Verhandlungssituation 
Wir bezeichnen die Spielrunden des lokalen Verhandlungsspiels mit t = O,l, ... ,h. Das im 
globalen Spiel für eine Koalition gefundene vorläufige Angebot wi wird zur 
Verhandlungs basis w;~o des lokalen Spiels mit den jeweiligen Teilangeboten w:~o und w!~o. 
Es handelt sich um ein sequentielles Verhandlungsspiel mit wechselnder Initiative. In den 
geraden Spielrunden t = 0,2.4 •... erzeugt das Wertpapier W; einen Verhandlungsvorschlag; 
in den ungeraden Spielrunden t = 1,3,5, ... tut dies das Wertpapier Wj • 
Die Verhandlungsvorschläge sind jeweils Mengen individuell rationaler Spielzüge, die ein 
Wertpapier W; in der Verhandlungsrunde taufgrund seines Verhaltens V Wi zu spielen bereit 
ist. Für den Verhandlungspanner Wj können diese Vorschläge Spielzüge enthalten, die auch 
zu seiner Menge individuell rationaler Strategien gehören. Diese Schnittmenge ist die Menge 
kollektiv rationaler Spielzüge, wie sie auch in Bild 3 für eine durch Y = "I t (w?) E r7 
beschriebene Verhandlungssituation dargestellt ist. 
Si s' s' 
A ) B ) c ) 
s' g' 
Bild 3: Mengen individuell rationaler (A, B) und kollektiv rationaler Spielzüge (C) 
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In den Spielrunden tE {O,2,4, ... } wählt W; den von ilun präferienen kollektiv 
Spielzug w;' und erzeugt von diesem ausgehend einen Verhandlungsvorschlag d 
Variation der Größen ?,'i' und q;i': 
~ jj [( j j) - ji • - jj' ( j j) - jj • ] wt = l+sp 'Pt ·r, ,at ' 1+s9 ·e, ·qr 
Vw,. := 
.. . ({ .. } ) • ..... 11 11 
.. nut W, = .. max ,. WH E Vw 1\ will 'i~ . qrg=l-q/_I J 
, . ( ,.) . ( ".) , ..... U > I ..... U gr ... ,W",,, -gr ""W, , ... 1\ 
s~,s~ E{-1,O,1}l\p;,e; E[O,l] 
'=0.2.4 .... 
Analog verhält sich der Verhandlungspanner Wj in den Spielrunden t = 1,3,5, .... 
Das Verhandlungsspiel endet in der Spielrunde t=h, wenn keiner der Partner bereit ist, VI 
dem in t=h-1 gefundenen Koalitionsangebot abzuweichen, d.h. wenn w( = wL " 
Angebot w( ist das endgültige Koalitionsangebot wi im globalen Spiel. Jedes aufg 
dieses monotonen Verhandlungsprozesses entwickelte Koalitionsangebot wi impliziert e' 
pareto-effiziente Gewinnaufteilung in der jeweiligen Spielrunde T, denn es 
ri(WnE H(r7),6 
3.5 Das Spielergebnis 
Das beschriebene Verhalten der Agenten im globalen Auktionsspiel und in den 10 
Verhandlungsspielen führt trotz individuell rationalem Verhalten und grundsä 
vorherrschender Konkurrenz zwischen den einzelnen Wertpapieren zur endogenen Fonna~ 
von Koalitionen. Die Koalitionsstruktur, d.h. welche Koalitionen sich letztlich durchse 
und auch das aus Kundensicht erreichbare Nutzenniveau werden dabei indirekt durch 
Strategien der Bank bestimmt, die durch ihre "Prämienpolitik." auf das individuelle Verh 
der Wertpapiere einwirkt. 
Das formal dargestellte MASIF liefen wünschenswene Ergebnisse, denn jedes 
Bankkunden unterbreitete Angebot w!j erfüllt alle drei der anfangs erläuterten Kriterien: 
z 
• Problemlösung: Das durch kr. repräsentierte Kundenproblem wird durch w!j 
o z 
U(e,r~,(J'~)~UTz ~UTo =UMIN • 
6 Aufgrund der diskreten Verhandlungsschritte kann nicht gewährleistet werden, daß r1 (wi ) 
der Kontraktkurve H(r7) zwn Liegen kommt. Durch entsprechende Wahl der Schrittweiten s~ 






Agenten: Die Agenten handeln individuell rational. Insbesondere gilt für die an 
beteiligten Wertpapiere: g~z ( ... , w~z , ... ):2: g;z ;\ gfz ( ... , w~ , ... ):2: giz' 
Koalitionen: Die Koalitionsmitglieder handeln auch kollektiv rational, denn bei w~ 
z 
handelt es sich um ein Angebot, dessen Gewinnvektor auf der Kontraktkurve liegt: 
Y1z (w1z ) E H( r~ ). 
Schlußbemerkung 
Die formale Darstellung von MASIF zeigt, wie Erkennmisse aus der Spiel- und Principal-
Agent-Theorie der Mikroökonomie konkret Anwendung finden können. Die Methoden der 
VKI helfen dabei, Problemlösungen zu generieren, die in konventionellen wissensbasierten 
Systemen nicht erreichbar sind. Der Formalismus bildet die theoretische Grundlage einer 
prototypischen Implementation. 
Die Restriktion auf Zweier-Koalitionen bedeutet zwar eine Einschränkung des Lösungsraums, 
bietet jedoch die Chance, MASIF in einem geschlossenen Modell überschaubar darzustellen. 
Bereits dieser einfache Ansatz weist auf eine Reihe offener Fragestellungen hin, die 
Gegenstand zukünftiger theoretischer wie auch experimenteller Untersuchungen sind, wie 
z.B.: Auf welche Weise können Koalitionen aus mehr als zwei Wertpapieren gebildet 
werden? Wie muß der Verhandlungsprozeß innerhalb solcher Koalitionen aussehen? Wie 
kann taktisches Verhalten (Drohstrategien, Blockieren, Täuschung, o.ä.) im lokalen und 
globalen Spiel aussehen? Wie sehen "optimale" Prärniensysteme aus? Wie kann die Bank 
diese als Reaktion auf getätigte, bilanzwirksame Geschäfte dynamisch anpassen? 
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Literatur 
Buhl, H U : Will. A.: "Untersruuung von AllfutaJU-AngeboLSprozessen mit venci.llen wissensbasi 
Syslemen (ALLFrwIB)". Erscheint in : InfoliTlalion Management. 2/l993. 
Burkhard . H -0: "Ein Fonnalismus für Multi-Ageßlen-Systeme". In: Künslliche lmelligenz (KD. Heft l. 1 
S. 17-21. 
Hart , S ... Kllr: , M.: "Endogenous Formation o(CoaJitions·'. In: Economeuica. Band 51. Heft 4,1983. S. l 
64. 
Hoffer , M. J .: Ökonomische Theorie der Verhandlungen. 3. Auflage. München, 1992. 
Kraus, S.: Wi/kenfe/d. 1.: "The FuncllOn of Time in Cooperalive Negotiations: Preliminary Repon". 
Proceedings o( lhe 10th. lnlemallonaJ Workshop on Disrributed AnificiaJ l.meUigence. 8andera, 1990. 
Kreps. D. M. : A Course in Microeconomic Theory. Princeton. 1990. 
Kirn. S: Scherer, A., Schlagerer. G .. "The FRESCO Agent Model: Cooperalive Behavior in Fede 
EnviIorunenls" In: I.Jlleliigem & Cooperalive Systems (lClS): Bringing Al & Infonnation Teclmology log 
UCAI-91 Workshop. Darling Harbour. Sydney, Auslralia. \991. 
LaI/X. H. : Risiko. Anreiz: und KonrroUe - PrincipaJ-Agenl-Theorie: Einführung und Verbindung mit 
Delegauonswen-Konzepl. Berlin, 1990. 
Mack. 8 : We inhardr, C.: "MASIF . ein Mulli·Agenten-SysLem :.n der Finanzberarung: Ein prolOI • 
Ansatz zur lmegralion von Marketing und Conrrolling-Str:lLegien". Erscheint in: lnforrnarion Manage 
1993. 
MarkolliI:, H.: "Ponfoüo SelecLion". In: The Journal of finance. Bd. 7(1952): S. 77-91. 
Meyer, U.: Mülhelms , A. ; Müller-Wiinsch , M ... Schopf. c.: Wo/tering, A .: "Multi-Agent 
!melligent FinanciaJ Consul{ing (MAGNIFICO): Eine kooperierende. wissensbasiene AnwendUIll 
Unterstülzung der AI 1 finanzberarung. Erscheint in: Kurbel. K. et al . (Hrsg.): Tagung. 
WirtschafLSinfonnaUk 1993 Münster, 1993. 
ROJetlscheill. J. S ... GeneJerelh. M. R.: "DeaJs Among R.:iuonaJ Agems". Ln: Bond, A. H.: Gasser. L. ( 
Readings in Dislribuled ArtificiaJ Lnl.elligence. San Mateo. 1988. S. 227-234. 
ROJensche in. 1. S.: Zlorklll. G.: "Blocks. Lies. and the Posta! Freight: The Narure of Deception Ln Negotiaf 
In: Proceedings of lhe 10lh. Lntemational Workshop on Disrribuled Artificiallmelligence. Bandera. 1990. 
Schierenbeck, H.: Eruagsorientienes Bankmanagement. 3. Auflage. Wiesbaden. 1991. 
Gründungsworkshop der GI-Fachgruppe 1.1.6 VKI, Saarbrücken, 29.-30. April 1993 
ÜRGANISATIONAL INTELLIGENCE IN MULTIAGENTENSYSTEMEN: 
STATE OF THE ART UND FORSCHUNGSANSÄ TZE 
Stefan Kirn 
Westfälische Wilhelms-Universität Münster 




0-6000 Frankfurt / Main 
1 MOTIVATION UND UNTERSUCHUNGSANSATZ 
Eine wesentliche Motivation zur Entwicklung von Multiagentensystemen besteht in der Überlegung 
(oder Hoffnung?), daß eine Gruppe von Agenten durch kooperative Zusammenarbeit Probleme lösen 
kann. die für einzelne Agenten des Verbundes im Hinblick auf das benötigte Wissen, verfügbare 
Ressourcen, Fehlertoleranzen oder zu beachtende Zeitrestriktionen unlösbar sind. Auf der Gruppen-
ebene gibt es also offensichtlich eine eigene Problemlösungsfahigkei, die erst durch das Zusammen-
spiel mehrer Agenten verfügbar wird. Damit stellt sich die Frage nach den Eigenschaften eines MAS, 
die diese organisation ale Problemlösungsfähigkeit erzeugen (oder verhindern). 
Die jüngere Organisationsforschung hat dazu zwei verschiedene Ansätze zur sogenannten "Organiza-
tional Intelligence" (01) hervorgebracht: Zum einen die japanische Differenzierung in organisationale 
Prozeß- und Produktintelligenz (die eng mit der Unterscheidung in Ablauf- und Aufbauorganisation 
verbunden ist) und zum andern den US-amerikanischen Ansatz, die für 01 notwendigen Eigen-
schaften (betriebswirtschaftlicher) Organisationen zu betrachten, der zahlreiche Querbezüge zur 
traditionellen Organisationstheorie besitzt. Beide Ansätze zielen jedoch im Kern auf die Bereitstellung 
von Richtlinien für "OI-gerechtes" organisation ales Design. 
Organisationstheoretische Konzepte können beim gegenwärtigen Stand der Forschung jedoch nicht 
ohne weiteres auf MAS übertragen werden. So existieren innerhalb der Verteilten KI bisher keinerlei 
Verfahren für ein (gezieltes) organisationales Design von MAS. Es ist nicht einmal bekannt. ob es, 
ähnlich wie in der Organisations lehre, überhaupt klar unterscheidbare Dimensionen organisationaler 
Gestaltung gibt. 
Ziel und Zweck des Aufsatzes lassen sich vor diesem Hintergrund wie folgt präzisieren: Zum einen 
motivieren die Ausführungen, daß sich die MAS-Forschung deutlich stärker als bisher mit den 
intellektuellen Eigenschaften von MAS auf einer organisationsbezogenen Ebene befassen sollte. Zum 
andem wird am konkreten Beispiel 01 ein Weg aufgezeigt, wie organisations theoretische Erkennt-
nisse Schritt für Schritt in Entwurfsrichtlinien für MAS umgesetzt werden können. Auf diese Weise 
wird es möglich, MAS hinsichtlich ihrer globalen Eigenschaften so zu entwickeln, daß sie ganz 
gezielt in menschliche Organisationen eingebettet werden und dort organisationale Prozesse informiert 
und effektiv unterstützen können. Nach Ansicht der Verfasser stellt das eine notwendige Voraus-
setzung auf dem Weg zu integrierten Mensch-Computer-Organsiationen dar. 
Der Aufsatz führt zunächst in das organisationstheoretische Konzept der Organizational Intelligence 
ein. Auf dieser Grundlage wird ein Rahmenkonzept entwickelt, welches die wichtigsten der für die 
Herausbildung von 01 in Multiagentensystemen relevanten Eigenschaften umfaßt. Dazu zählen insbe-
sondere das Organisationale Problem lösen , Organisationales Lernen und Gedächtnis, die Selbstorga-
nisation, Anpassungsfähigkeit sowie Flexibilität von MAS bzgl. dynamischer Entwicklungen in der 
MAS-Umwelt, und schließlich die Fähigkeit von MAS, mit ihrer Umwelt (zielgerichtet und problem-
bezogen) zu kommunizieren. Diese für ein MAS-orientiertes OI-Konzept als wesentlich angesehenen 
Eigenschaften werden dann einer Detailbetrachtung unterzogen. Die Detailbetrachtung zielt, dem 
Gesamtansatz sowie dem aktuellen Stand der Arbeiten entsprechend, auf die Ableitung von Entwurfs-
hinweisen. welche die Herausbildung intellektueller Eigenschaften auf der organisationaler Ebene in 
MAS unterstützen können. Das Schlußkapitel faßt die Ergebnisse zusammen und gibt einen Ausblick 
auf nun anstehende Arbeiten. 
2 ORGANISATIONSTHEORETISCHE GRUNDLAGEN 
2.1 Zum Begriff der Organisational Intelligence 
Dem japanischen Ansatz folgend kann Organisationallntelligence (Ol) als das intellektuelle 
einer Organisation aufgefaßt werden und beschreibt damit die kollektive Problemlösungsl lllll l:ll 
einer Unternehmung /22/. In diesem Sinn besteht 01 aus der Gesamtheit an geordneten 
tionen, Erfahrung, Wissen und Verstehen. Sie integriert die in einer Organisation VQ 
menschliche und maschinelle Intelligenz. Dabei ist es nötig, über diese Intelligenz nicht nur 
individueller und Gruppenebene, sondern auch organisationsweit verfügen zu können. Hierzu 
es der Koordination seitens der Führung. 01 enthält zwei sich wechselseitig bedingende 
nenten: Cl) 01 als dynamischer (Arbeits-) Prozeß und (2) 01 als (statisches) Produkt. Der 
ansatz dient der Analyse von Organisationen und hat die Interaktionen sowie die Integration 
licher und maschineller Intelligenz zum Inhalt. Er gliedert sich in Wahrnehmungs-, Speiche 
Lern-, Kommunikations- und Entscheidungsprozesse. 01 als Produkt bezeichnet das System 
turierter, synthetisierter und zielgericheter Information als Resultat der Gesamtheit der OI 
innerhalb der Organisation. Hierbei werden drei aufeinander aufbauende Stufen unterschieden: 
'0"",-",:,,- """-",,,~ "b~<::::>~~~~,-, 'O..~~~ <::::>\-,.~~ '-~~~"-~~ 7.-':"'!,.7>..~~~~'~""~~.~, (2.\ \.~t<:\';'~~\.\,<:\1;\ ~I;\\."'-~\.\. ~\.I;\~ ~\1.\. 
n.en:rn.en.~"Z.\.e\. :au~'benc.'m.e,-e Q'l:o.nung, unO. ,'":),) ~\~~en \~\ a\c;.\\'i g,en\l\L\e \n\cn:matlcm. \"1\\ 
entsteht J~wells ad ~oc auf ein~ bestimmte Zielsetzung ausgerichtet und enthält informelle, 
und gehelme ~achnchte~ sowle darau~ abgeleiter.e B.otschaften. 01 als Produkt entsteht insbt;~U11\I 
dann, ~enn dle Info~atlO~s~ysteme eme.r Orgamsauon deren Problemlösungsfähigkeit unterstüu 
Dazu smd Entw.~rfsnchtllmen zu entwlckeln, die ein "OI-gerechtes" Design von Infor 
systemen unterstutzen. 
Der US-Ansatz zur 01 wurde v.a. durch das von G. Huber auf der HICSS-1987 gehaltene 
über "Intelligent Organizations" geprägt. Im Mittelpunkt dieses Beitrags stand die "lernende" 
sation. Danach gründet sich intelligentes organisationales Verhalten auf: Cl) Kenntnis der 
tionsziele, (2) Wissen über alternative Handlungsmöglichkeiten, (3) die Fähigkeit, die ' 
besten geeignete Handlungsalternative zu erkennen, auszuwählen und zu verfolgen, (4) 
und (5) organisationales Gedächtnis. Dabei ist zu beachten, daß die Intelligenz in GC:'CH:>1,;1Ii1ll 
immer wichtiger wird, denn weniger intelligente Gesellschaften werden, so Huber /13/, 
nicht überleben. 
2.2 Japanische Forschungsansätze 
Sunita /36/ bildet Kennzahlen, um die Leistungsfähigkeit von Unternehmen zu messen. In quanr' 
tiver Hinsicht mißt er die physische Stärke eines Unternehmens mit einer Funktion aus Arbeit 
Kapital. Er definiert, um 01 zu mess~n , einen ordinal skalierten Indikator a und untersucht jap . 
Unternehmen in den Zeiten bei der Olkrisen. Als Zeichen von 01 sieht er dabei die Fähigkeit e.· 
Unternehmens, mit Krisen umgehen zu können, und die Effektivität, diese zu überwinden, 
Organisations- und Informationsstruktur konstatieren Yamamoto, Nakano und Matsuda /40/ als 
wichtige Säulen für Unternehmen. Die beiden wichtigsten Organisationsstrukturen, die hierareh' 
und die dezentralistisch-autonome Struktur, sind in bezug auf Effektivität und Systemverfügb 
reziprok zueinander. Durch Transformation und Selbstdynamik muß die optimale Struktur, z. B. 
Netzwerk. gefunden werden. Zugriff auf Information ist eine Erscheinungsform von 01. 
Teramoto, Iwaski und Richter /37/ stellen fest. daß Unternehmen durch schwindende Konku 
fähigkeit mit ehemaligen Wettbewerbern zusammenarbeiten müssen. Sie zeigen auf, wie japan' 
und europäische Chemie- und High Tech-Unternehmen zusammenarbeiten und dadurch vonein 
lernen. Das Lernen wird hierbei als dynamischer Prozeß und Quelle allen organisatorischen Wec 
verstanden. In der Chemiehranche suchen europäische Partner mehrere japanische Parmer, wä 
japanische Unternehmen in der High Tech-Branche meist auf einen oder wenige europäische P 
setzen. Europa gibt dabei Technologie preis und erhält Markteintritt. Europäer sind Jap: 
Stellvertreter im Kampf gegen Amerika. Europäer wollen im High Tech-Bereich Zugriff 
japanische Technologie, während für Chemieunternehmen das japanische Marktwissen intere 
ist. Auf bei den Seiten geht es um InfOlmation. 
Niwa 1251 plädiert für Knowledge Sharing Systems, um menschliche und maschinelle Intelligenz zu 
vereinigen. Folgende grundlegende Fragen tauchen hierbei auf: Wie kann menschliches und 
Computerwissen verbunden werden, wie können Organisationen Einzelwissen aufnehmen und wie 
können intelligente Tätigkeiten von Menschen und Organisationen erleichtert werden" Klassische 
Expertensysteme helfen nach Niwa nur Neulingen und sind so Wissenseinbahnstral~en. Die 
Wissens basis verändert sich zudem nach der Implementierung nicht mehr. Menschliche Experten 
nutzen ihr Wissen intuitiv, Deshalb stellt Niva ein kooperatives Mensch-Computer-System vor, in 
dem der Mensch mit seinen intuitiven und verbindenden Fähigkeiten mit den logischen Funktionen 
des Computers arbeitet. Der Computer macht Vorschläge und sucht in den Wissensbasen nach 
Schlüsselwörtern. Die Wissensbasis vereint unterschiedliche, unabhängige Quellen, so daß der 
Wissensaustausch zweiseitig wird. Somit entsteht Organisationswissen. 
Watanabe 1391 definiert organisationales Lernen als Informationsaustausch von Organisationsmilglie-
dem. Hierzu entwirft er ein integriertes System aus Computernetzwerk und menschlichem Netzwerk 
als organisationsweites Informationsnetzwerk, um Lernprozesse zu beschleunigen. Dieses soll Wirt-
schaftlichkeit und Wirksamkeit steigern und 01 als Basis für Organisationsstrategien meßbar machen. 
Lose gekoppelte Systeme sieht Tsuchiya 1381 als Organisationsstil der Zukunft. Er stellt die These 
auf. daß Informationstechnologien durch organisationales Lernen und Formulierung angemessener 
Strategien Entscheidungsprozesse in lose gekoppelten Systemen verbessern, Strategische Entschei-
dungen zu treffen, fallt lose gekoppelten Organisationen schwer, da sie neue Strategien anwenden 
müssen. Organisationales Lernen, das von Natur aus unVOllständig ist, ist hier besonders schwierig. 
Die Bildung von Organisationswissen ist durch Informationsinterpretationssysteme begrenzt. Quelle 
des Organisationswissens ist das schwer zu fassende individuelle Wissen der Mitarbeiter. Durch 
Gespräche wird dieses Wissen andern zugänglich und zu Gruppenwissen. Erst ein Interpretations-
system macht es zum Organisationswissen. InfolDlationstechnologie soll dem einzelnen Freiräume 
für kreative Tätigkeiten schaffen und den Prozeß von Einzel-, Gruppen- und Organisation als 
Ganzem sowie den Wissensaustausch innerhalb der Organisation fördern, 
2.3 US-amerikanische Forschungsansätze 
Problemlösung durch Informationsverarbeitungssysteme zeigten Newell und Simon 1241 schon 1969 
auf. Sie stellten dabei zwei Methoden vor. Auf der Basis von Generate and Test stellten sie ein 
heuristisches Suchverfahren vor. Das Ziel kann explitzit als Symbolstruktur dargesteUt werden oder 
implizit in der Methode enthalten sein. Ein Informationsverarbeitungssystem arbeitet sequentiell und 
aktiviert jeweils nur eine Methode. Während einer Anwendung kann eine Methode neue Probleme 
erzeugen. Gemessen werden die Methoden daran, ob Ziele erreicht werden und wie schnell und wie 
gut dies geschieht. Methoden müssen dabei nicht unabhängig voneinander sein. Der Fehlschlag einer 
Methode kann Informationen für die Auswahl der nächsten liefern. Wichtig ist die Wiedererkennung 
von Mustern. Bei der Generate and Test Methode kommt es darauf an, eine biUige Möglichkeit zur 
Generierung möglicher Lösungen und Tests zu finden sowie einen überschaubaren Lösungsraum zu 
haben. Generierungsprozeß und Testprozeß sind dabei völlig unabhängig. Bei heuristischen 
Methoden sucht man nicht den Pfad für das Problem, sondern das letzte Element des Pfades, Je nach 
Problem wird hier direkt ein Weg generiert oder aber ein Such baum ersteUt. Durch Rückkopplung 
zwischen Generierung und Test wird so der Lösungsraum eingeschränkt. 
. US-amerikanische Unternehmen befinden sich nach Marsden und Pingry 121/ in einer Zeit schnellen 
Strukturwandels. Gründe sind die schnell wachsenden Möglichkeiten und faUenden Kosten von 
. Kommunikation und Computertechnologie sowie der verschärfte globale Wettbewerb. Die Autoren 
stellen drei Ausprägungen einer intelligenten Firma vor: Die technologisch intelligente Firma nutzt 
stets die neueste Kommunikations- und Computertechnologie, ersetzt Arbeit durch Kapital und 
maximiert so den Technologienutzen, die intelligente Firma nach Huber und McDaniel1l41 (s. näch-
ster Absatz), die sich an IO Richtlinien zur Entscheidungsfindung orientiert und Comupter-Kommu-
nikations-Technologie nutzt, sowie die ökonomisch intelligente Firma (vgL 1131), die genug Gewinn 
zum Überleben macht. Gemeinsam ist jeder intelIigenten Firma, daß sie eine gute Organisationsstruk-
tur hat und gute Entscheidungen rallt. Der computergestützte Entscheidungsprozeß birgt auch Gefah-
ren, da das Fällen von Entscheidungen komplexer wird. Weiterer Forschungsbedarf besteht in punk-
, to WettbewerbsfUhigkeit, Flexibilität und Adaption sowie den Gruppenentscheidungsprozessen. Ziel 
ist es, eine ausgewogene Technologiemischung und eine effiziente Organisationsstruktur zu finden. 
Uberleben ist ein Unternehmensziel in einer Zeit steigenden Wissens, steigender Komplexität 
steigender Turbulenzen /14/. Hierzu sollen Entscheidungen auf der Ebene getroffen werden, auf 
die Kosten minimal sind und die Komplexität handhabbar ist. Für Routine- und fa II we: 
Entscheidungen müssen unterschiedliche Entscheidungsschemata bereitgestellt werden. 
Informationen müssen den Entscheidungen angepaßt sein, wobei kurze Kommunikationsketten an 
strebt werden. Die Leistung des Entscheidungssystems soll durch ein qualitati v orientiertes Bel 
nungssystem maximiert werden. Entscheidungen sollten als Projekt organisiert werden. 
Kognitive Grenzen der Rationalität zeigen March und Simon /20/ auf. Organisationsmitglie, 
verhalten sich nie vollständig rational, zudem sind ihr Wissen und ihre Fähigkeit zur Problemlös 
begrenzt. Beim Entscheidungsmechanismus müssen nach March und Simon alle Alternativen 
Konsequenzen sowie eine vollständige Nutzenordnung bekannt sein, um vollständige Rationalität 
ennöglichen. Die komplexe Realität muß in ein einfaches Modell abgebildet werden können, d 
Problemlösungsmechanismen greifen. Hierzu zerlegt man es in nahezu unabhängige Teile, die 
menschliche Verstand jederzeit erfassen kann. Damit besteht der Preis handhabbarer Komplexität; 
einer nur befriedigenden Lösung. Eine Organisationsstruktur muß sich schnell Umweltveränderun 
anpassen können und so gestaltet werden. daß Kommunikationsprobleme minimiert werden, da 
zeitkritischen Entscheidungen nur sofort zugängliche Informationen berücksichtigt werden kön 
Werden Verfahren geändert. so entspricht kurzfristige Anpassung eher der Problemlösung, wäh 
langfristige dem Lernen gleichkommt. 
Computerbasierte Informationssysteme benötigen nach Paradice /27/ Attribute intelligenl 
Verhaltens. Ein Charakteristikum von Entscheidungsprozessen ist ein "time lag" zwischen dem Fr 
einer strategischen Entscheidung und deren Ausführung. Ein ziel gerichtetes Informationssystem, 
Ziele speichert und die Ausführung überprüft, sollte das Problem des "time lag" lösen helfen kön 
Dieses Infonnationssystem ist durch Nachrichtenweiterleitung, -zusammenfassung, -verzöge 
und -veränderung charakterisiert. Es soll von einer passiven zu einer aktiven Rolle im Entscheidu 
prozeß kommen. Informationssysteme sollen auf Informationen reagieren und in der Ausbaus 
Information prognostizieren. Hierzu muß die Speicherfunktion eine aktive Rolle spielen, und 
Eintluß von Organisationszugriffen auf "time lags" muß minimiert werden. 
Nunamaker et. al. /26/ stellen Hilfsmittel für das Krisenmanagement vor. Intelligenz heißt le 
übernehmen, verstehen und Probleme lösen. Organisationen wissen oft nicht, was sie wissen. SOl 
sind Entscheidungen. die auf der Verfügbarkeit von Wissen beruhen, schwierig effizient zu treffi 
Entscheidungen zu treffen ist das zentrale Ziel organisatorischer Tätigkeiten. Diese müssen 
erkenntnismäßigen, sozialen und organisatorischen Kontext getroffen werden. Krisen müssen 
und nachbereitet werden, um im Zeitpunkt selbst effizient tätig werden zu können. Es müssen 
Abläufe und Möglichkeiten zur Erkennung von Krisen vorgesehen werden. Gruppenentscheidun 
müssen hierzu entwickelt, trainiert und tlexibel gemacht werden. Eine intelligente Organisal ' 
z.eichnet sich dadurch aus, daß sie aus (Krisen-) Erfahrung lernt. . 
2.4 Dimensionen der Organisational Intelligence 
Dimensionen 
Der Problemlösungsprozeß /23/ besteht darin, Infonnationen zu beschaffen, auszuwerten 
konsensfähigen Aussagen zu kommen. Eine sinnvolle Reihenfolge aller Schritte ist für die 
der Lösung wichtig. Bei der Wahl einer Technik und deren Perfektionsgrad ist auf die Reiauvil 
zeitlichen, personellen und finanziellen Aufwandes zur Qualität der Lösung zu achten. Dabei 
angewandte Technik von allen Beteiligten verstanden werden, damit Ergebnisse und 
nachvollziehbar sind. Nahe verwandt dem Problemlösungsprozeß ist der Prozeßbegriff, unter 
die dynamische, ablaufOlientierte Analyse von Organisationen subsumiert wird. Eine 
Strukturbetrachtung der Infonnationssysteme steht hingegen beim Begriff der "organisational 
intelligence" im Vordergrund. 
Organisationales Lemen läßt sich nach Reber /30/ in bezug auf die Gesamtheit aller Mitglieder' 
Organisation sowie auf die Beziehungen und Interaktionen von Personen in einer Organis 
definieren. Organisationales Lernen findet auf drei Ehenen statt, der individuellen Ebene, dem 
der einzelnen Organisationsmitglieder, der Gruppenebene, deren Erfolg von den Eigenschaften der 
Mitglieder und den Intergruppenvert1echtungen abhängt, und der gesamtorganisatorischen Ebene, auf 
der die Gruppenleistungen zu einem Ganzen verknüpft werden. Zum Lernen an Modellen ist die 
Symbolisierung von Merkmalen und Eigenschaften des Modells Voraussetzung. Um Wissen nutzbar 
zu machen muß es kommunizierbar, konsensfähig und integrierbar sein. Mit der Maximierung ihres 
Bestrebens nach Kompetenz laufen Individuen und Organisationen zunehmend Gefahr, ihre 
Rationalität zu verlieren. Nowendige Voraussetzung organisationalen Lernens ist das Vorhandensein 
eines organisationalen Gediichmisses. 
Den Begriff Selbstorganisation (Self Design) prägten die Sozialwissenschaften. In den Organisations-
wissenschaften versteht man heute dal1lnter einen ganzheitlichen Ansatz, der "alle Prozesse, die aus 
einem System heraus von 'Selbst' Ordnung entstehen lassen verbessern oder erhalten" umfaßt /29/. 
An die Stelle von sich lösenden festen Strukturen und Verhaltensweisen treten Flexibilität, Kreativi-
tät, Innovation etc. Auf materieller Ebene sind Organisationsinstrumente, Aufgabenträger, Führungs-
systeme, auf geistig-symbolischer Ebene Wertesysteme, Empfindungen und Gefühle betroffen. Ein 
Unternehmen beobachtet sich selbst und strukturiert sich selbst um. 
Unter Flexibilität wird ein Entscheidungsverfahren verstanden, das in einem mehrstufigen 
Entscheidungsprozeß unter Ungewißheit bei zunehmender Information Verhalten kurzfristig anpaßt. 
Anpassungsjähigkeit einer Unternehmung ist eine langfristige Reaktion auf das Marktgeschehen und 
drückt sich durch Strukturänderungen aus. 
3 ORGANISATIONAL INTELLIGENCE IN MULTIAGENTENSYSTEMEN 
3.1 Organisationstheoretische Grundlagen der MuJtiagentensystem-Forschung 
In der Literatur zu Multiagentensystemen finden sich zahlreiche Hinweise darauf, daß Gruppierungen 
kooperativer Agenten in der einen oder anderen Form" organisiert" sind oder sein müssen. Begriffe 
wie Organisation kooperativer Agenten und Organisationsstruktur /33/, /5/, 17/, /10/, 118/, 119/, 
Rollen und Rollenverteilung /5/, /34/, Entscheidungsprozeduren /12/, Individual- und 
Gruppenintentionen /32/, /16/, Verpflichtung /3/ und Verantwortlichkeit /4/, /15/, /9/ prägen damit 
weite Teile der Diskussion zu Multiagentensystemen. 
Allerdings haben die verschiedenen Anleihen der Verteilten KI in den Sozial-, Organisations- und 
Wirtschaftswissenschaften bis heute nicht dazu geführt, daß sich die Verteilte KI-Forschung ernsthaft 
mit der Entwicklung einer Organisations theorie für'Multiagentensysteme befaßt /8/. So gibt es bis 
heute keinerlei Ansätze. Dimensionen organisationalen (MAS) Designs zu entwickeln noch stehen 
Methoden zur Verfügung, mit denen organisationale Eigenschaften und Verhaltensweisen 
systematisch beschrieben, analysiert und erklärt werden können. Beide Forderungen stellen jedoch 
notwendige Voraussetzungen für zielgerichtetes und effektives. auf die Erzeugung ganz bestimmter 
MAS-Eigenschaften ausgerichtetes MAS-Design dar. 
Die nachfolgenden Ausführungen zeigen am Beispiel der 01 einen Weg auf, wie organisationstheore-
tische Konzepte auf Multiagentensysteme übertragen werden können. Dazu wird für die in Kapitel 
2.4 genannten organisationalen Eigenschaften jeweils (1) zunächst der MAS-Bezug diskutiert, (2) 
dann wesentliche aus der Organisationsforschung ableitbare Forderungen ermittelt und (3) die dazu 
bereits existierenden MAS-Arbeiten skizziert, um auf der so gegebenen Grundlage (4) erste Ent-
wurfsüberlegungen anzustellen und (5) die sich daraus ergebenden Konsequenzen für die MAS-Ent-
wicklung resp. -Forschung zu analysieren. 
3.2 Organisationales Problemlösen 
Nach allgemein akzeptierter Ansicht sollen MAS Probleme lösen können. die für die Fähigkeiten ihrer 
einzelnen Mitglieder zu umfangreich, kompliziert oder ressourcenintensiv sind. Damit verfügt ein 
MAS über Fähigkeiten. die nicht in der Summe der Problemlösungsfähigkeiten der einzelnen Agenten 
enthalten sind. Beim Entwurf von Multiagentensystemen kann es also nicht nur darum gehen, indivi-
duelle Fähigkeiten intelligent zu kombinieren (additive Verknüpfung). Stattdessen ist es ert'orderlich, 
auch auf der organisation ale Ebene explizite MAS-Problemlösungsfahigkeiten zu entwickeln. 
In der Organisationsforschung wird diese Einsicht bereits seit la~gem als die grundlegende Bedi 
gung überhaupt für die Existenz, den Erfolg und die langfristige Uberlebensfähigkeit von Organ' 
tionen angesehen. Wesentliche damit verbundene Themen sind zum Beispiel die (positive 01 
negati ve) organisationale Produktivität, die Anreiz-Beitrags-Theorie I und die Erkenntnis, daß 
Effizienz organisationaler Prozesse von der zugrunde liegenden Organisationstruktur abhängig' 
Geht man weiter davon aus, daß Organisationsstrukturen als eine Art langfristige Problemlösu 
strategie interpretiert werden können, dann folgt sowohl für sozio-technische Systeme als auch 
rein softwarebasierte MAS, daß es neben der individuellen offensichtlich auch eine organisati, 
bezogene Ebene des Problemlösens geben muß. 
Effektives und effizientes Problemlösen setzt lösungsrelevantes Wissen, die Verfügbarkeit geeign 
Problemlösungsstrategien und die Fähigkeit zur Steuerung der Problemlösung ("metalevel con 
voraus. Für jede Organisation ist damit zu fragen, wann individuelles Wissen zu organisation 
Wissen wird (und umgekehrt), welche Organisationsmitglieder über die Fähigkeit und Befugnis 
Eint1ußnahme auf organisatiolnale Prozesse verfügen und welche Problemlösungsstrategien (I 
welchen Stellen der Organisation) zur Verfügung stehen. 
Das Verhalten von Multiagenten-Organisationen ist bis heute kein zentraler Gegenstand der M 
Forschung, es ist nicht einmal wirklich klar, was in MAS unter "organisationalem Verhalten" 
enger, unter "organisationalem Problemlösen" zu subsumieren wäre /5/, 1111. Die heutige M 
Forschung stellt stattdessen ganz überwiegend auf das Problemlösungsverhalten des einzel 
Agenten und dessen individueller Teilnahme an organisationalen Prozessen (z.B. Plan 
Verhandeln, Dialoge) ab . Andererseits gibt es durchaus Arbeiten zur Modellierung und RepräseIllIi 
tion organisalionalen Wissens (vgl. /2/, S. 28f.) und die Erkenntnis, daß eine übergeordnete S. 
rung organisationaler Prozesse für die Kohärenz kooperativer Problemlösungsprozesse notweruit 
oder zumindest hilfreich ist (Beispiel: wissensbasierte Scheduler in Blackboardsystemen). 
Setzt man diese Überlegungen in einen Bezug zur Entwicklung von MAS-Systemen, dann ergibts' 
daraus offensichtlich die Notwendigkeit, MAS-Architekturen um eine explizit zu modelliere 
Uedoch nicht notwendig zentralisierte) Organisationsschicht zu erweitern, innerhalb derer als M' 
malanforderung zumindest das organisalionale Wissen, die organisationalen Problemlösungss 
gien sowie Komponenten zur Steuerung organisationaler Prozesse enthalten sein müssen. Dill 
wiederum macht es erforderlich, die Transformation individuellen in organisationales Wissen (u" 
vice versa) zu modellieren sowie unterschiedliche Arten von Zugriffsrechten auf organisation 
Wissen und organisationale Problemlösungsstrategien zu definieren2. Gleichzeitig stellt eine sol 
Organisationsschicht die notwendige Basis <;lar, um organisationales Verhalten analysieren ( 
gestalten) zu können, um MAS (auf der Basis von organisationalen Selbstmodellen) selbstal 
kunftsfähig (und damit dialogfähig) zu machen, was letztendlich als notwendige Voraussetzung 
die Schaffung integrierter Mensch-Computer-Teams anzusehen ist. 
3.3 Organisationales Gedächtnis 
Die Frage nach einem organisationalen Gedächtnis hängt einerseits eng mit der Speicherung organ' 
lionalen Wissens (Gedächtnis als logischer Ort der Wissensablage) zusammen, geht andererseits 
auch deutlich über diese hinaus. So muß ein Gedächtnis nicht nur Mechanismen zur Wissensre 
sentation, -indexierung und (physischen) Ablage bieten, sondern auch Verfahren zur Verfüg 
stellen, mit denen - bezogen auf ein konkretes Problem in einer konkreten Situation - das jewi 
relevante organisationale Wissen aufgefunden und zusammengeführt werden kann. 
Offensichtlich stellt das organisationale Gedächtnis eine notwendige Voraussetzung für alle 
"höherer" intellektueller Eigenschaften (Anpassungs- und Lernfähigkeit. Rationalität, Intelligenz) 
Organisationen dar. Deshalb befaßt sich die Organisationsforschung bereits seit langem und inte 
mit der Frage, wie organisationales Wissen abzulegen und zu repräsentieren ist und wie sicherge 
werden kann, daß exakt auf dieses Wissen genau dann zugegriffen wird. wenn ein entsprechen 
Problem gegeben ist. Jede Art von Notfallplänen - vor allem in Bereichen mit hoher PersOR, 
2 
Organisationsmitglieder verlassen eine Organisation dann. wenn sie ihre Beiträge höher bewerten als die von .. 
(zUIiick -) erhaltenen Anreize. 
Diese Forderung bedingt eine weitgehende Differenzierung von Rollen- und Strukturkonzepten in MAS. 
t1uktuatiün - illustrien das Problem, und müderne Würkflüwmanagementsysteme können als Beispiel 
dafür angesehen werden. wie das ürganisatiünale Gedächtnis DV -gestützt verbessert werden kann. 
Der Begriff des organisationalen Gedächtnisses spielt im gesamten Bereich der Verteilten KI eine 
völlig nachrangige Rolle. In den meisten MAS gibt es zwar eine Art tempüräres Gedächtnis, welches 
die Histürie einer gerade ablaufenden küüperati ven Problem lösung enthält (Küntexte. Argumenta-
tiünsketten. etc.) und manchmal auch die während des Problemlösens mit anderen Agenten gemach-
ten Erfahrungen (Verteilung vün Wissen und Fähigkeiten im Verbund. Zuverlässigkeit vün Küüpera-
tiünspartnern). Es wird jedüch völlig darauf verzichtet. das dabei erwürbene Wissen langfristig zu 
speichern und für zukünftige Aufgaben (neue auftretende Probleme, Selbstorganisatiün, Lastver-
teilung, etc.) zu nutzen. Damit ist bis heute nicht möglich, Künzepte ürganisatiünaler Selbstreflektiün 
zu entwickeln. die ihrerseits eine grundlegende Vüraussetzung für jede effektiv arbeitende Steuerung 
ürganisatiünaler Prozesse üder Küntrolle resp. Verbesserung ürganisatiünalen Verhaltens darstellt. 
Für den Entwurf intelligenter MAS bedeutet das. die Organisatiünsschicht um eine leistungsfähige 
Gedächtniskümpünente zu erweitern. Eine genauere Betrachtung der vün dieser Kümpünente zu 
erbringenden Leistungen legt es nahe, beim Entwurf fallbasierte Künzepte in .. Verbindung mit 
modellbasierter Wissensrepräsentatiün und -verarbeitung in Betracht zu ziehen. Ahnlich wie beim 
organisatiünalen Wissen kümmt der Verteilung der Zugriffsrechte (einschließlich der Update-
Verptlichtung!) auch bei der MüdelIierung ürganisationaler Gedächtnisse eine wesentliche Bedeutung 
zu. zumal diese sich wiederum weitgehend auf Rüllendefinitiünen. Rüllenzuweisungen, Verteilung 
vün Verantwürtlichkeiten und ürganisatiünaler Macht auswirken. Die möglichen Interaktiünen 
zwischen ürganisationalem Gedächtnis und den verschiedenen individuellen Agentengedächtnissen 
stellen schließlich einen weiteren wichtigen Entwurfsaspekt dar. 
Die Einführung ürganisatiünaler Gedächtnisse in MAS wirft eine Reihe wichtiger neuer Fragen auf. 
Dazu zählen unter anderem die Künsistenz zwischen individuellem und ürganisatiünalem Wissen, die 
sich aus der Verteilung vün Zugriffsrechten (und -ptlichten) ergebenden Künsequenzen auf Rüllen-
definitiünen und MAS-Organisatiünsstruktur (Organisatoren vs. Prüblemlöser), die Frage nach den 
Auswirkungen auf MAS-Koordinatiünsmechanismen (Planen. Verhandeln) üder die Bedeutung vün 
Erfahrungen für die ürganisationale Zielfindung und Strategieentwicklung. die Steuerung ürganisatiü-
naler Problemlösungsprozesse üder das nach innen und außen gerichtete Künfliktmanagement. 
3.4 Organisationales Lernen 
Organisatiünalem Lernen wird in der klassischen Organisatiünsfürschung seit langem ei.~e wichtige 
Rolle für die Flexibilität und Anpassungsfähigkeit, mithin also, für die (langfristige) Uberlebens-
fähigkeit vün Organisatiünen zugewiesen. So, ist es ganz sicher kein Zufall. daß süwühl die japani-
schen als auch die US-amerikanischen Arbeiten zu 01 völlig unabhängig vüneinander die 
Lernfähigkeit als ganz wesentliche (Japan) bzw. als die entscheidende intellektuelle Fähigkeit vün 
Organisatiünen überhaupt (USA) herausgestellt haben. Dabei besitzt Lernen in Organisatiünen zwei 
verschiedene Dimensiünen: Zum einen dient Lernen der Verbesserung eigenen Verhaltens (Lernen zur 
Vereinfachung, Beschleunigung, und qualitativen Verbesserung ürganisatiünaler Prozeduren). Zum 
anderen beinhaltet Lernen eine antizipative Kümpünente, die eine gestaltende Einflußnahme auf 
zukünftige Ereignisse erst möglich macht. Diese stellt eine wesentliche Vüraussetzung dafür dar, daß 
sich Organisatiünen auch in dynamischen Umwelten ihren Zielen und Möglichkeiten gemäß verhalten 
können. 
Lemfähigkeit stellt eine nütwendige Vüraussetzug für individuelle (maschinelle) Intelligenz dar. Die 
Verteilte KI greift diese Erkenntnis für die einzelnen Agenten eines MAS durchaus auf und ist auch 
bereit, küllektive Agenten3 zu müdellieren. Trotzdem gibt es bis heute keine nennenswerten Über-
legungen zu einer eigenständigen ürganisatiünalen Lernfähigkeit vün MAS, die mehr leistet als das 
weitgehend auf Statistik beruhende "Tunen" der Auftragsverteilung im Verbund. Stattdessen gilt das 
Hauptinteresse auch hier wieder dem einzelnen Agenten. Dabei wird allerdings nicht nur auf die 
individuellen Problemlösungsfähigkeiten abgestellt, sündern es wird durchaus auch individuelles 
Lernen organisations bezogener Aspekte betrachtet. Das ist eine etwas überraschende Erkennmis vor 
dem Hintergrund. daß sich zahlreiche Arbeiten innerhalb der Verteilten KI mit der Unterstützung vün 
3 Teams kooperativer Agenten. die mit anderen individuellen oder kollektiven Agenten zusammenarbeiten 
Büroarbeit. verteilten und kooperativen Entscheidungsprozessen. verteilter Interpretation o~ 
Mensch-Maschine-Kooperation befassen. also Anwendungen modellieren. in denen Lernen aufei 
organisationalen Ebene in natürlicher Weise eine wesentliche Rolle spielt. 
Bezogen auf den Entwurf von auf organisationaler Ebene lernfähigen MAS ist hier - ergänzen-d 11 
den bereits oben genannten Aspekten - vor allem danach zu fragen. 
(I) welches Wissen auf der organisationalen Ebene eines MAS gelernt werden kann (und so 
Dazu zählen unter anderem der Erfolg / Mißerfolg organisationaler Probiemlösungsprozi 
die Eignung / Angemessenheit organisationalen Wissens für bestimmte Fragestellungen 
Situationen. Erfahrungen mit der (kontextbezogenen) "Nützlichkeit" von Organisations 
gliedern. das Entwickeln / Verbessern organisationaler "Sensoren" zur Beobachtung derUI 
welt. das Verhältnis zwischen Organisation und Umwelt. die Einschätzung organisation 
Stärken / Schwächen und Maßnahmen zur Steigerung der organisationalen Produktivität. 
(2) ob (und wann) organisationales Lernen bottom-up. top-down oder in beide Richtun 
erfolgen soll. Ein MAS lernt bottom-up. wenn Agenten individuelle Erfahrungen teilwer 
oder vollständig an die Multiagenten-Organisation weitergeben. MAS lernen top-down, 
das MAS als solches lernt und das Erlernte im notwendigen Umfang an die Organisations 
glieder notifizien. 
(3) aufweiche Weise ein MAS durch Lernen Wissen aufnehmen kann. Lernen durch Interak ' 
bedeutet die Bewertung eigener Handlungen durch Dritte. in Dialogen gewonne. 
Kontextwissen. durch Kooperation erhaltenes Wissen über Fähigkeiten und Zuverlässi 
von Organisationsmitgliedern und -teilnehmern aufzunehmen. Lernen durch Introspekl' 
zielt auf Verkürzung von Lösungsprozessen. Verknüpfung von zusammengehörigem Wi. 
und Entdeckung / Beseitigung von Inkonsistenzen. 
Weitergehende Aspekte des organisationalen Lernens in MAS beziehen sich - neben den bei 
diskutierten Konsistenzproblemen und Zugriffsrechten - vor allem auf die Frage. in weichem Umfl 
Lernen vollständig automatisien oder aber nur halbautomatisch und unterstützt durch den MenscI 
ablaufen kann. 
3.5 Selbstorganisation 
Der klassische Ansatz zum Aufbau von MAS integriert bereits existierende Agenten in eine M 
agenten-Organisation. Damit stellt sich sofort die Frage nach der aufbau- und ablauforganisato . 
Gestaltung der Organisation. und nach der Verteilung von Aufgaben. Kompetenzen und Veran 
tung zwischen den Agenten ebenso wie nach der Herausbildung organisationaler Ziele. Strate 
und Verhaltensweisen. Diese Gestaltungsfragen können bei Einrichtung des Systems zunächstd 
den Entwickler vorgegeben werden. Soll das System jedoch als solches stabil bleiben und 
Änderungen in seiner Umwelt flexibel reagieren können. dann muß das MAS imstande sein, 
Aufbau- und Ablauforganisation den aktuellen Belangen entsprechend zu modifizieren und. 
organisationalen Prozesse an der Veränderung von Anforderungen auszurichten. 
In der Organisationstheorie gilt die Selbstorganisation als eine klassische "höhere" organisalil 
Fähigkeit. Sie setzt im allgemeinen voraus: (I) organisationale Wahrnehmungsfähigkeiten UDI 
Fähigkeit zur Selbstbeobachtung. (2) organisationales Wissen über den Zusammenhang zwi 
Organisationsstruktur (Aufbau / Ablauf). möglichem Organisationsverhalten und organisatio: 
Problemlösungsfähigkeiten. (3) Kenntnis über und Verfügbarkeit von Reorganisationsstrategien 
(4) organisationales Selbstwissen. 
In der aktuellen MAS-Forschung werden organisationsbezogene Aspekte faktisch 
Systementwickler festgelegt. Teilweise besteht. wie im DVMT. auch die Möglichkeit. daß sich 
dynamisch um- und reorganisieren. Allerdings sind die in diesem Bereich bisher verfolgten 
noch weitgehend "konventioneller" (Statistik-basierter) Natur und leisten keinen 
Ausbildung infonniert-intelligenter Selbstorganisationsfähigkeiten in MAS. 
Im Hinblick auf einen OI-orientierten MAS-Entwurf ist festzustellen. daß ganz offensichtlich 
zen existieren müssen. die auf der organisationalen Ebene für die Selbstbeobachtung und UI 
bungswahrnehmung zuständig sind und die verschiedenen Selbst- und Umweltmodelle aktuell 
Zusätzlich sind Reorganisationsstrategien zu entwickeln und das für die Anwendung dieser Strategien 
notwendige Wissen bereitzustellen. Hier ergibt sich allerdings sofort die Schwierigkeit, daß das 
Wissen um diese Zusammenhänge in der MAS-Forschung erst ganz allmählich zu entstehen beginnt. 
Konsequenzen für Entwicklung und Einsatz von MAS sind nach diesen Überlegungen vor allem im 
Bereich der Rollendifferenzierung zu erwarten. Es wird eindeutig klar, daß organisational-intelligente 
MAS auf eine Differenzierung in "Organisationsagenten" und "domänenorientierte Problemlöser" 
nicht werden verzichten können. Damit wird eine weitgehende Neuorientierung der organisations-
lheoretischen Fundierung von MAS einhergehen. Das bietet dann jedoch Möglichkeiten, Konzepte 
wie Flexibilität und Anpassungsfähigkeit methodisch sauber zu definieren, zu analysieren und zu 
entwickeln. Des weiteren muß davon ausgegangen werden, daß ein MAS erst durch die Fähigkeit zur 
Selbstorganisation in die Lage versetzt wird, reale Anwendungen wie die Mitarbeit seiner indivi-
duellen oder kollektiven Agenten in verschiedenen, zeitlich parallel oder überlappend ablaufenden 
Projekten zu unterstützen. 
3.6 Interaktionen zwischen MAS und Umwelt 
MAS können einerseits als (weitgehend) geschlossene, rein softwarebasierte Systeme modelliert 
werden, die nur in geringem Umfang mit ihrer Umgebung interagieren. Dieses Szenario entspricht 
weitgehend dem gegenwärtigen Stand der Dinge. Andererseits wird seit Jahren gefordert, daß MAS 
durchaus nicht nur künstliche Agenten, sondern auch den menschlichen Problemlöser als Koopera-
tionspartner integrieren sollten. Das setzt jedoch voraus, daß das künstlich geschaffene System sich 
mit dem menschlichen Teammitglied auch geeignet verständigen kann. Hier sind jedoch noch nicht 
einmal die Fragen bekannt, die durch diese Forderung aufgeworfen werden und notwendigerweise 
beantwortet werden müßten. 
In der Organisationsforschung ist es dagegen völlig unstrittig. daß Organisationen in der Lage sein 
müssen. über sich selbst und ihr Verhalten Auskunft zu geben. Das führt zu der Dokumentation von 
Abläufen und Ergebnissen sowie zur Kodifizierung organisationalen Wissens. 
Im engeren Bereich der MAS-Forschung fehlen derartige Konzepte, die jedoch - auf dem Umweg 
über die Entwicklung von sogenannten User Agents - derzeit beginnen, sich auch in der Verteilten Kl 
zu etablieren. Wenn User Agents auf Basis eines MAS-Ansatzes realisiert werden sollen. dann 
benötigen sie für den Dialog mit ihrem lokalen (menschlichen) User notwendigerweise Wissen nicht 
nur über den einzelnen Agenten, sondern über das MAS als solches. In diesem Bereich kann man 
sich des Eindrucks im übrigen nicht ganz erwehren, daß die MAS-Forschung das Problem der User-
MAS-Kommunikation zumindest bisher etwas unterschätzt hat. 
Was bedeutet das nun für das MAS-Design? - Offensichtlich setzt die Forderung nach organisatio-
naler Interaktionsfähigkeit eine (vermutlich stark anwendungsorientierte) Sprache voraus, mit der die 
Kommunikation zwischen System und Umwelt durchgeführt werden kann. Diese muß mindestens 
dafür geeignet sein, organisationale Prozesse zu erläutern und dem Anwender steuernde Eingriffe zu 
ennöglichen. Damit stellt sich wiederum die Frage nach einer weiteren Rollendifferenzierung, denn in 
den meisten Fällen wird es nicht erforderlich sein, daß jedes Mitglied eines MAS über identische 
Fähigkeiten zur Kommunikation mit der Außenwelt verfügt. 
Konsequenzen für die Entwicklung von MAS sind aus dieser Sicht vor allem im Bereich integrierter 
Mensch-Computer-Teams zu erwarten. Die bei der Sprachentwicklung zu erwartenden Probleme 
werden zunächst vor allem zu einer starken Einschränkung in der Offenheit von MAS sowie zu einer 
weitgehenden Anwendungsorientierung und Einbettung in vorab bekannte, wohldefinierte Applika-
tionskontexte und damit zu einem gewissen Kontlikt mit bisher postulierten Ansprüchen führen . 
4 POTENTIAL UND PERSPEKTIVEN: DER (lS·) DESIGN·ANSATZ 
Der Ausführungen dieses Aufsatzes machen deutlich, daß die Theorie und Entwicklung von 
Systemen kooperativer Agenten eine fundierte organisationstheoretische Grundlage voraussetzen, die 
heute jedoch noch nicht einmal ~!1satzweise gegeben ist. Am Beispiel der Organizational Intelligence 
konnte gezeigt werden. daß die Ubertragung konkreter organisationstheoretischer Modelle auf MAS 
grundsätzlich machbar ist und für die MAS-Forschung überdies recht fruchtbar sein kann. Alle 
hat die Diskussion auch gezeigt. daß bis heute keine Methoden zur Verfügung stehen. ein gei 
organisationales MAS-Design durchzuführen. Damit bleiben die Möglichkeiten. Organisaü 
kooperativer Softwareagenten für bestimmte Zwecke zu entwerfen und zu gestalten ("Organizatil 
Engineering") weit hinter den in der Organisationsforschung bekannten und praktisch verfüg 
Möglichkeiten zuri.ick. 
Vor diesem Hintergrund wurde in diesem Aufsatz versucht. am konkreten Beispiel der 01 einen 
aufzuzeigen. wie organisationstheoretische Konzepte für ein MAS-bezogenes Organizational 
neering verfügbar gemacht werden können. Dabei stand die Problemanalyse (im Sinn von Req 
ments Engineering) im Vordergrund. es wurde bewußt auf eine Diskussion möglicher Designah 
tiven für MAS-Architekturmodelle verzichtet. Gleichzeitig haben die Ausführungen sehr deutlich 
zeigt. daß die Entwicklung eines Konzeptes für organisationales MAS-Design eine ausgespro 
lohnende Aufgabe darstellt. die deshalb in unseren zukünftigen Arbeiten auch eine wesentliche 
spielen wird. 
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Ein verteiltes Problemlösungssystem für die Allfinanz-Kundenberatung' 
Hans-JÜfgen König, Mark Roemer, Klaus Sandbiller, OuistofWeinhardt, Andreas Will, 
Fachbereich Wirtschaftswissenschaften, Universität Gießen, Licher Str. 60. W-6300 Giessen 
Zusammenfassung 
Gute Lösungen fmanzwirtschaftlicher Probleme sind oft Kombinationen mehrerer 
Finanzprodukte aus unterschiedlichen Domänen. Will ein Finanzdienstleister solche Lösungen 
anbieten. muß er in der Regel verteilt vorliegendes Domänenwissen während des 
Problemlösungsprozesses logisch integrieren. In der vorliegenden Arbeit wird ein verteiltes 
Problemlösungssystem zur Unterstützung der Erstellung von Allfmanzangeboten vorgestellt. 
Zunächst werden in einem Szenario Charakteristika des zugrundeliegenden verteilten 
Problemlösungsprozesses ermittelt, wn anschließend die darauf aufbauende Konzeption eines 
Blackboardsystems darzustellen. 
1. Einführung 
Vor dem Hintergrund eines wachsenden Wettbewerbsdrucks auf dem Markt für 
Finanzdienstleistungen werden sich die Anbieter zukünftig noch stärker an den Bedürfnissen 
ihrer Kunden orientieren müssen. Ziel einer solchen Kundenorientierung sollte es sein, 
innovative un.d ganzheitliche Problemlösungen für individuelle Kundenprobleme 
systematisch zu erarbeiten und anzubieten. Dieser Anspruch erfordert in der Regel die 
intelligente Verknüpfung geeigneter Finanzprodukte zum Beratungszeitpunkt. Hierbei muß 
das in Form menschlicher Experten und/oder in Systeminsein nur punktuell verfügbare 
finanzwirtschaftliche Domänen- und domänenübergreifende Wissen logisch integriert an der 
jeweiligen Kundenschnittstelle bereitgestellt werden. Dieses ist aufgrund der Komplexität 
ohne eine (aktive) Systemunterstützung nicht zu leisten [BuHa93]. Verteilte organisatorische 
Strukturen der meisten Finanzdienstleister sowie die domänenspezifische Segmentierung des 
Finanzdienstleistungsbereichs in Produktgruppen erfordern eine Systemumgebung mit 
ausgewogener Balancierung von Verteilung und Integration hinsichtlich Daten, Wissen und 
Problemlösungskompetenz, um zusätzlich eine notwendige Erweiterbarkeit und Wartbarkeit 
insbesondere im Hinblick auf die Dynamik des Anwendungsgebietes zu unterstützen. Die 
genannten Anforderungen legen die Realisierung eines wettbewerbsorientierten Systems zur 
Unterstützung der Allfinanz-Kundenberatung als verteiltes Problemlösungssystem nahe. 
Der Beitrag entstand im Rahmen des DFG-Schwerpunktprogranuns "Verteilte Systeme in der 
Betriebswirtschaft" . Für wertvol1e Hinweise bedanken sich die Autoren bei Herrn Dr. Sahin Albayrak. 
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Der vorliegende Beitrag beschäftigt sich mit der Spezifikation und Konzeption eines solchen 
verteilten Problemlösungssystems. Zunächst wird im 2. Abschnitt ein Allflßanz-Szenario 
I 
entworfen. um einen Rahmen für ein verteiltes Problemlösen zur Erstellung 
kundenorien tiefter Allfinanzangebote abzustecken und Charakteristika des verteilten 
Problemlösungsprozesses abzuleiten. In Abschnitt 3 wird dann die Konzeption eines 
Blackboardsystems vorgestellt, das den dargestellten verteilten ProblemJösungsprozeß 
, 
realisieren soll. Die Ausführungen verdeutlichen die Maßgeblichkeit von Konz.epten und 
Methoden der Verteilten Künstlichen Intelligenz (VKl) zur Unterstützung 
betriebswirtschaftlicher Problemlösungen, so daß der Beitrag im 4. Abschnitt mit einer 
Würdigung der Bedeutung der VKI für den Anwendungsbereich schließt. 
2. Szenario eines verteilten ProblemJösungsprozesses zur Erstellung von 
All finanzangeboten 
Um Charakteristika des verteilten Problemlösungsproz.esses zur Erstellung von 
Allfinanzangeboten abzuleiten, soll zunächst ein AI/finanz-Szenario [Sa We92] entworfen 
werden. Ausgangspunkt ist die Beobachtung, daß sich ein fmanzwirtschaftliches Problem 
allgemein als eine Folge von geforderten oder gewünschten Zahlungen im Zeitablauf 
darstellen läßt. So wünscht ein Kunde mit einem Anlageproblem eine heutige Auszahlung 
("Geldanlage"), um in späteren Perioden Einzahlungen zu erhalten. Bei einem 
Finanzierungsproblem wünscht der Kunde eine heutige Einzahlung, für die er bereit ist, in 
I 
zukünftigen Perioden Auszahlungen zu leisten. Häufig sind Kundenprobleme komplexer und 
bestehen aus einer Folge von Anlage- und Finanzierungsproblemen, so daß sie als gemischte 
Probleme bezeichnet werden können. 
Deutlich wird, daß jedes finanzwirtschaftliche Problem in Abhängigkeit von zusätzlichen 
Restriktionen und Präferenzen ein bestimmtes, gewünschtes Zahlungsmuster induziert und 
deshalb als ein n-dimensionaler Vektor beschrieben werden kann, dessen n Elemente 
erwartete bzw. gewünschte Zahlungen zu n Zeitpunkten repräsentieren. Die Elemente können 
in ihrer absoluten Höhe bekannt sein oder auch Zielfunktionen darstellen, die es zu 
minimieren bzw. maximieren gilt. In diesem Sinne können wir einen solchen Vektor als 
Problem vektor bezeichnen und ihn als formale Repräsentation des finanzwirtschaftlichen 
Problems des Kunden betrachten.2 
8eisp~l: 
Kunde K möchte ein Haus in einem Wert von DM 880.000 finanzieren. Zunächst benötigt er eint 
Einrahlung, um das Haus bezahlen zu können. Über die nächsren 25 Jahre hinweg miJchte er möglichst 
geringe, aber jährlich konstante Zahlungen leisten. Er hot ein Finanzierungsproblem. 
2 Andere Präferenzen wie Risikoneigung u.ä. werden an dieser Stelle bewußt außer Acht gelassen. um die 
Darstellung des Szenarios möglichst einfaCh zu halten: zu Kooperation unter Unsicherheit vg!. [Zhan92j 
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Sein Problem läßt sich in Form eines ProblemveklOrs formalisieren (der Vektor besteht aus 26 
Kompollenten.jür heute und die nächsten 25 Jahre) : 
Pi = (+ 880.000; - min{jaj) ; .. . ; - min{/aj)). 
25 mal 
Mit dieser fonnalen Beschreibung des Ausgangsproblems können wir nun das Systemzief 
spezifizieren als die Generierung eines Lös ungsvektors , der die Anforderungen des 
Problemvektors erfüllt, d.h. für jeden Zeitpunkt die jeweils spezifizierte Ein- oder 
Auszahlung liefert. Da em Finanzprodukt durch eme bestimmte Zahlungsreihe 
gekennzeichnet ist, bedeutet die Suche nach einem Lösungsvektor die Suche nach solchen 
Finanzprodukten, die das Zahlungsmuster des Problems erfüllen. Innerhalb des Systems 
stehen für diese Aufgabe autonome Fachagenten zur Verfügung: intelligente Einheiten, die 
grundSätzlich in der Lage sind, finanzwirtschaftliche (Teil-)Probleme ausschließlich mit 
ihrem lokalen Domänenwissen ohne die Hilfe anderer Fachagenten des Systems zu lösen. 
Ein Alljinanzdienstleister A bietet K einen Kredit über DM 880.000 an und fordert 25 ' Jahre lang 
Zahlungen von K in Höhe von DM 62000 nach Steuern . Dieses Angebot kann in einem Lösungsvektor 
Li abgebildet werden . der das Angebot aus Kundensicht repräsentiert : 
Li = (+ 880.000; - 62 .000; . .. ; - 62.000). 
25 mal 
Li als zulässige und lokal optimierte Lösung deckt sich mit dem spezifischen Muster des 
Problemvektors PI von K: Der Kredit-Spezialist des Alljinanzdienstleisters A ist in der Lage. das 
Finanrierungsproblem autonom zu lösen. 
Die finanzwinschaftlichen Domänen spiegeln dabei verteilte finanzwirtschaftliche Produktbe-
reiche wider, die historisch gewachsen sein können oder auch aufgrund rechtlicher Vorschrif-
ten von zwingend getrennten Geschäftseinheiten bearbeitet werden. Aufgrund der unter-
schiedlichen Eigenschaften 
von Finanzprodukten ver-
wenden die Fachagenten 
unterschiedliche Problemlö-
sungsmethoden (z.B. Selek-
tion von Wertpapieren, 
Klassifikation/Konfiguration 
von Leasingverträgen). Trotz 
dieser Unterschiede ist es 
aber aus Gesamtsicht ent-
scheidend, daß den Fach-
agenten eine einheitliche 
Repräsentationsfonn ihrer 
Lösungsangebote eigen ist: 








ströme, indem sie Finanzprodukte ihrer Domäne selektieren, konfigurieren und/oder kombi-
nieren, wobei sie versuchen, den Anforderungen des Problemvektors möglichst gut zu genü-
gen. Korrespondierend zu Anlage- bzw. Finanzierungsproblemen lassen sich zwei Klassen 
von Fachagenten zur Lösung von Problemen aus diesen Bereichen unterscheiden: Anlage-
agenten und Finanzierungsagenten. Gemischte Probleme müssen in der Regel von mindestens 
einem Fachagenten aus jeweils einer Klasse bearbeitet werden. Wie eingangs erwähnt, sind 
aber auch bei reinen Anlage- bzw. Finanzierungsproblemen oftmals kombinierte Lösungen 
(im Sinne domänenübergreifender Lösungen) vorteilhaft. Die Erarbeitung kombinierter 
Lösungen impliziert die Notwendigkeit zielgerichteter Kooperation der beteiligten Fachagen-
ten. Mit den drei folgenden Kooperationsformen kann der verteilte Problemlösungsprozeß zur 
Erstellung von Allfinanzangeboten angemessen modelliert werden: 
Häufig werden sich zu einem gestellten Problem mehrere Fachagenten in der Lage sehen, 
eine Lösung zu liefern. Wir sagen, daß Fachagenten, die an alternativen Lösungen zu einem 
Problem arbeiten, konkurrieren. 
Der Kredit-Agent konkurriert mit seinem Angebot LI mit dem Leasing-Agenten (vgl. Abb. 1, a und b). 
Dieser liefert eine liisung L2 in Form eines Leasingvertrags mit konstanten Nach-Steuer-Zahlungen, 
kombiniert mit einer extrem günstigen Kaufoption in (symbolischer) Höhe von DM 1. Dies ergibt 
folgenden liisungsveklOr 
L2 = (+ 880.000; - 60.000; ... ; - 60.000; - 60.001). 
24 mal 
(Man beachte: Der Leasingvertrag gewährleistet die Nutzung des Hauses für 25 Jahre und die sichere 
Möglichkeit, danach das Haus zu DM 1 zu kaufen. In diesem Sinne repräsentiert das erste Element des 
Vektors "+880.000" keine echte Zahlung,' es beschreibt vielmehr formal die Tatsache, daß der 
Leasingvertrag die eigentliche Bezahlung ersetzt. K muß diesen Betrag nicht aufnehmen (im Gegensatz 
zum Kreditkauf LI)). 
Für manche Probleme können vorteilhafte Lösungen z.B. aufgrund von theoretisch 
erarbeitetem oder Erfahrungswissen (domänenübergreifendes "Kombinationswissen") apriori 
- also zu Beginn der Lösungssuche - bekannt sein. Es sollte möglich sein, daß solche 
Lösungen erkannt werden und die einzubeziehenden Fachagenten zur Leistung ihrer 
Lösungsbeiträge angestoßen werden. Wir nennen diese Form der Kooperation explizite 
Kollaboration, weil die Fachagenten ausdrücklich aufgefordert sind, Beiträge zu einer als gut 
erkannten, domänenübergreifenden Lösung zu leisten. 
Allgenommen,joigellde Kombination wäre in unserem Beipiel eine gute liisung: Für einen endfälligen 
Kredit mit konstanten 2inszahlungen (d.h. Tilgung erfolgt in voller Höhe am Ende der Laufzeit in t=25) 
ist die Tilgungszahlung über DM 880.000 durch eine Lebensversicherung gedeckt. Um diesen 
Sachverhalt abbilden zu können, muß PI in zwei Teilprobleme P31 und P32 zerlegt werden: 
P 31 = (+ 880.000; - mill{/bf); .. . ; - min{/bf); - min{/bf) - 880.000) für den Kredit-Agenten. 
24 mal 
P 32 = (0; - min{/cf); ... ; - min{/cf); - min{/cf) + 880.000) für den Lebensversicherungs-Agenten. 
24 mal 
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Der Kredit-Agent bietet an: LJ1 = (+ 880.000; - 44.000; ... ; - 44.000; - 44.000 - 880.000) und 
24 mal 
der Lebensversicherungs-Agent: LJ2 = (0; - 14.000; ... ; - 14.000; - 14.000 + 880.000). 
24 mal 
Die Summe LJ = LJ1 + LJ2 ergibt: LJ = (+ 880.000; - 58.000; ... ; - 58.000) (vgl. Abb. 1. cl. 
25 mal 
In vielen Fällen wird aber das zuvor beschriebene Kombinationswissen nicht zur Verfügung 
stehen. Dies gilt um so mehr, je komplizierter die Problemstellung und je differenziener die 
Zielvorstellungen des Kunden sind. Wir verlangen, daß dann die einzelnen Fachagenten das 
Recht haben, aus ihrer lokalen Sicht gute Lösungen vorzuschlagen, auch wenn diese das 
gestellte Problem nicht vollständig lösen. Wird das Problem von einem Fachagenten nicht 
vollständig gelöst, ergibt sich aus dem Vergleich der unvollständigen Lösung mit dem 
gestellten Problem ein Restproblem, welches dann auf die gleiche Weise wie das 
ursprüngliche bearbeitet werden kann. Wir sagen, daß ein Fachagent, der an der Lösung eines 
Restproblems arbeitet, mit dem Fachagent, der das ursprüngliche Problem nur unvollständig 
gelöst hat, implizit kollaboriert. 
Neben seiner Lösung L2 generiert der Leasing-Agent aufgrund einiger Entscheidungskriterien. die er 
von K abgefragt hat. noch ein zweites Angebot mit einer Einmalzahlung von DM 800.000 zu Beginn des 
Vertrags und einer Kaufoption zu DM 185.000 25 Jahre später. Wir erhalten 
L4 = (+ 880.000 - 800.000; 0; ... ; 0; - 185.000). 
24 mal 
Mit diesem Vertrag ist das Problem P 1 noch nicht gelöst; es verbleibt das Restproblem 
P41 = P1 - L4 = (+ 800.000; - min(faf) ; ..... ; - min(faf) ; -min(fa/} + 185.000). 
24 mal 
Zu P41 findet der Kredit-Agent 
L41 = (+ 800.000; - 40.000; ... ; - 40.000; - 40.000 - 800.000). 
24 mal 
Auch jetzt bleibt ein Restproblem P42 = P41 - L41: 
P42 = (+/- 0; - min(fa/ + 40.000); ... ;- min(fa/ + 40.000} ; - min(fa/ + 40.000} + 985.000). 
24 mal 
Der Lebensversicherungs-Agent kann die Deckung der hohen Schlußzahlung in t=25 übernehmen: 
L42 = (0; -15.000; ... ; - 15.000; -15.000 + 985.000). 
24 mal 
L4 + L41 + L42 ist die Kombinations/ösung für P 1 aus der impliziten Kollaboration des Kredit-. 
Leasing und Lebensversicherungs-Agenten (s. Abb. 1, dJ: 
L4 + L41 + L42 = (+ 880.000; - 55.000; ... ; - 55.000) 
25 mal 
Dies ist gleichzeitig aus globaler Sicht die beste der vier Lösungen. die die konkurrierenden Agenten 
bzw. Koalitionen von Agenten erstellt haben (s. Abb. 1. a vs. b vs. c vs. d). 
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In der Regel wird der skizzierte verteilte Problemlösungsprozeß durch die Synthetisierung 
korrespondierender Teillösungen zu entsprechenden Kombinationslösungen 
(Allfinanzangeboten) abgeschlossen. Wurden mehrere alternative Lösungen zum 
Ausgangsproblem erarbeitet, so schließt sich die Generierung einer Rangordnung an, die dem 
Kunden präsentiert wird. 
3. Konzeption eines B lackboardsystems zur Erstellung von AHfinanzangeboten 
Realisiert wird der im vorangegangenen Szenario dargestellte verteilte Problemlösungsprozeß 
zur Erstellung kundenorientierter Allfinanzangebote durch ein blackboardbasiertes System 
[Nii86], dessen Architektur anhand von Abb. 2 erläutert wird. 
Im Blackboard werden sowohl der während des verteilten Problemlösens entstehende 
Problem-Lösungsbaum als auch die für eine Konsultation spezifischen und benötigten 
Kundendaten gespeichert. Hierzu wird das Blackboard in die drei Ebenen Konsultationsebene 
(KE) , Problemebene (PE) und 
Lösungsebene (LE) gegliedert. In der KE 
werden die Kundendaten einer 
Konsultation abgelegt, welche als 
Kalkulationsgrundlage zur Selektion, 
Konfiguration und/oder Kombination von 
Finanzprodukten notwendig sind (z. B. 
Kalkulationszinssätze), sowie das vom 
Kunden spezifizierte Bewenungskrite-
rium (z. B. Barwert der Nach-Steuer-
Zahlungen). Die Daten der KE bleiben 
während einer Konsultation unverändert. 
In der PE werden sowohl das 
Kundenproblem als initiales Ausgangs-
problem des Problemlösungsprozesses als 
auch die während des Problemlösens 
durch implizite oder explizite Kollabo-
ration entstehenden Rest- bzw. Teilpro-
bleme durch jeweils einen Problemvektor 











einheitlichen Problemrepräsentation ist für auf das Blackboard zugreifende Agenten 
transparent, ob sie ein Ausgangsproblem oder ein Rest- bzw. Teilproblem bearbeiten. Jedes in 
der PE existierende Problem wird neben dem Problemvektor durch weitere Daten näher 
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beschrieben, zum Beispiel durch einen eindeutigen Identifikator. In der LE werden von den 
Fachagenten angebotene Finanzprodukte durch einen Lösungsvektor einheitlich repräsentiert. 
Jeder Lösungsvektor stellt jeweils die Lösung eines Problems der PE dar. Die Darstellung 
eines Finanzangebots umfaßt neben dem Lösungsvektor ebenfalls weitere spezifizierende 
Infonnationen, insbesondere einen Verweis auf die mit dem Angebot verbundene konkrete 
Vertragsspeziflkation. 
Über das Blackboard, das auf emer relationalen Datenbank basiert, können mehrere 
Kundenkonsultationen nebenläufig bearbeitet werden. Die drei Ebenen sind jeweils in Form 
mehrerer relationaler Tabellen (3 NF) modelliert. Die alternierende Verknüpfung von PE und 
LE erfolgt über referentielle Integrität. 
Über das Blackboard interagieren vier Typen von Agenten: ein Kundenanalyseagent, ein 
Ergebnisagent, ein Kombinationsagent und mehrere finanzwirtschaftliche Fachagenten. Alle 
Agenten können mit dem Benutzer über eine einheitliche Benutzeroberfläche kommunizieren; 
die logische und physische Verteilung des Problemlösungsprozesses ist somit für den 
Benutzer transparent. 
Der Kundenanalyseagent ermittelt die Zielsetzung sowie die konsultationsrelevanten Daten 
des Kunden und trägt sie in die KE ein. Weiterhin präzisiert der Kundenanalyseagent das 
Kundenproblem, fonnalisiert es durch den Problemvektor und trägt es als Ausgangsproblem 
in die PE ein; hierbei ist unsicheres und unscharfes Wissen zu verarbeiten. Der 
Kundenanalyseagent hat über datenbank- und rechnerübergreifende virtuelle (Fachdomänen-) 
Schemata Zugriff [Köni93] auf alle in den Server-Datenbanken des Finanzdienstleisters 
dezentral gespeicherten Kundendaten. Hierdurch sind sowohl die Daten vergangener 
Konsultationen als auch die oper,-tiven Daten des Finanzdienstleisters unternehmungsweit 
verfügbar. 
Nachdem der Kundenanalyseagent das Kundenproblem fonnalisiert in der PE des 
Blackboards eingetragen hat, können sowohl der Kombinationsagent als auch die 
Fachagenten auf dieses Problem zugreifen, wodurch der verteilte Problemlösungsprozeß 
initiiert wird. Kombinationsagent und Fachagenten werden als Problemlösungsagenten 
bezeichnet, da diese Agenten konkurrierend zueinander in der PE repräsentierte 
finanzwirtschaftliche Probleme bearbeiten. Sie beinhalten einen Konditionen- und einen 
Aktionen-Teil. Im Konditionen-Teil sind die Voraussetzungen spezifiziert, die erfüllt sein 
müssen, damit ein Problemlösungsagent ein Problem der PE bearbeiten kann. Durch die 
Evaluierung ihres Konditionen-Teils können Problemlösungsagenten autonom [DuLe89, 66f] 
und reflektierend entscheiden, ob sie aufgrund ihrer Problemlösungskompetenz ein in der PE 
eingetragenes Problem bearbeiten und damit zum Gesamtlösungsprozeß beitragen können; 
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Problemlösungsagenten sind also selbstselektierend. Die Problembearbeitung selbst erfolgt im 
Aktionen-Teil eines Problemlösungsagenten. Aktionen-Teil und Konditionen-Teil können 
unabhängig voneinander ausgefilhn werden. 
Fachagemen erarbei[en durch Auswertung ihres jeweiligen Aktionen-Teils Venragsangebote 
für Finanzprodukte als Lösungen von Problemen der PE und tragen den zugehörigen 
Lösungsvekwr in die LE ein. Ein Fachagem kann dabei aufgrund seiner Kompetenz 
selbständig entscheiden, ein Problem vollständig oder nicht vollständig zu lösen. Bei 
unvollständiger Problemlösung trägt er den Lösungsvektor für das unvollständig gelöste 
Problem in der LE ein und bestinunt zudem das verbleibende Restproblem, welches er in der 
PE einträgt. Durch das Ausschreiben des Restproblems wird die implizite Kollaboration 
angestoßen. 
Der Kombinationsagent verfügt über globales domänenübergreifendes Kombinationswissen 
und kann eine explizite Kollaboration von Fachagenten initiieren: Er kennt für wesentliche 
finanzwirtschaftliche Probleme voneilliafre Kombinationen von Finanzdienstleisrungen und 
kann diese Probleme explizit in im allgemeinen weniger komplexe Teilprobleme zerlegen. 
Diese werden vom Kombinationsagenren in der PE ausgeschrieben und anschließend von 
Problemlösungsagenten gelöst. Die dargestellten lnteraktionen von Problemlösungsagenten 
über das Blackboard ermöglichen ein inkrementelIes und kooperatives Problemlösen und 
erlauben sowohl die Auswertung von vorhandenem Kombinationswissen als auch die 
Erstellung innovativer Finanzproduktk:ombinationen. Fehlende Detailinformationen können 
die Problernlösungsagenten direkt über die einheitliche Benutzeroberfläche vom Kunden 
erfragen. 
Der Ergebnisagent aggregien einander ergänzende Finanzprodukte zu AllfinanzangebOlen, 
bewertet diese anhand des in der KE spezifizierten Bewertungskriteriums und bietet die 
besten Allfinanzangebote dem Kunden an. Realisiert werden die Agenten mit einer hybriden, 
Objektorientierung und Regelbasierung umfassenden Entwicklungsumgebung (Trinzic ADS 
6.11 ). 
Nach der Darstellung von Blackboardkonzeption und Agenten sowie deren Interaktionen soll 
anhand von Abb. 3 die Konzeption der Steuerung des verteilten Problemlösens vorgestellt 
werden. Eintragungen von finanzwirtschaftlichen Problemen in der PE sind als 
Blackboardereignisse (Evems) deftniert, welche die Problernlösungsagenten triggern. Zur 
Verwaltung dieser Events verrugL das Blackboard über eine aktive Komponente, den Event-
Manager. Nach der Eintragung eines Problems in der PE übermittelt der eintragende Agent 
Informationen über den Problemeintrag Cu. a. IdentifLkation und Typ des eingetragenen 
Problems, wie z.B. Anlageproblem) an den Event-Manager. Dieser verfügt Uber Wissen, 
welche Problemlö-
sungsagenten für die 
Bearbeitung des neu 
eingetragenen Pro-
blems grundsätzlich 
geeignet sind, und in-
formiert deren Kondi-
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Abb. 3: Infonnations- und Kontrollfluß während des veneilten ProbJemlösens 
sungsagenten davon entlastet, die PE ständig zu überwachen und zu prüfen, ob ein neues 
Problem eingetragen wurde. Darüber hinaus brauchen sich eintragende Agenten nicht darum 
zu kümmern, welche Problemlösungsagenten über einen Event zu informieren sind. 
Evaluiert der getriggerte Konditionen-Teil eines Agenten, daß der Agent eine 
finanzwirtschaftliche Problemstellung erfolgreich bearbeiten kann, generiert er einen Agent 
Application Record (AAR), als Bewerbung des Agenten zur Lösung der Problemstellung. Der 
AAR wird an den Agenda-Manager übermittelt. Der Agenda-Manager dient der Koordination 
des Problemlösungsprozesses. Die Koordination erfolgt über eine Priorisierung der 
eingehenden AARs, die zu einer Agenda der Konsultation zusammengefaßt werden. So wird 
festgelegt, welches Problem von welchem Agenten vorrangig bearbeitet werden soll. Diese 
Steuerungsmöglichkeit erlaubt insbesondere die Priorisierung des Kombinationsagenten 
gegenüber Fachagenten, die sich konkurrierend um die Lösung desselben Problems 
bewerben. Weiterhin kann der Agenda-Manager über die Terminierung einzelner Äste des 
Problem-Lösungsbaums entscheiden sowie über die Terminierung des gesamten 
Problemlösungsprozesses und die Aktivierung des Ergebnisagenten. 
Die vom Agenda-Manager erstellte Agenda wird vom Load-Manager gelesen. Dieser 
übermittelt die einzelnen Aufgaben der Agenda an die Aktionen-Teile der entsprechenden 
Problemlösungsagenten. Die Aktionen-Teile werden durch den Load-Manager aktiviert, 
bearbeiten die zugeordnete Problemstellung, tragen die erstellten Finanzprodukte in die LE 
und eventuell entstehende Teil- oder Restprobleme in die PE des Blackboards ein. 
Agenten und Manager werden nicht nur logisch verteilt auf einem Rechner operieren, sondern 
auch physisch verteilt in einem LAN. Es ist deshalb geplant, die Funktionalität des Load-
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Managers zu erweitern: Er soll abhängig von der Lastverteilung in einem LAN3 entscheiden, 
auf welcher Maschine im LAN die Aktionen-Teile von Problemlösungsagenten auszuführen 
sind; er führt somit eine Lastbalancierung im LAN durch. Event-Manager, Agenda-Manager 
und Load-Manager sollen konventionell mit C realisiert werden . Die 
Interprozeßkommunikation zwischen Agenten und Managern erfolgt über Remote Named 
Pipes und basiert auf einem schichtenorientierten Programmiermodell [Mack93]. 
4. Bewertung und Ausblick 
Finanzwirtschaftliche Problemstellungen zeichnen sich durch ihre hohe Komplexität und 
schlechte Strukturiertheit aus, die vor allem aus der Breite und Tiefe einer umfangreichen 
Produktpalette sowie der situativen und kunden spezifischen Individualität der 
Problemstellung resultieren. Daraus folgt, daß zur Lösung dieser Problemstellungen keine 
vorgegebenen "Lösungspfade" existieren [MaR093]. Eine befriedigende kundenindividuelle 
Lösung erfordert die flexible Verarbeitung großer Mengen von domänenspezifischem und 
domänenübergreifendem finanzwirtschaftlichem Wissen sowie die Auswertung einer Vielzahl 
von Daten, z. B. über Kunden und Finanzprodukte. Voraussetzung hierfür ist die 
Verfügbarkeit von Problemlösungswissen und problemadäquaten Lösungsmethoden. Wissen 
und Fakten sind aber (nicht nur bei geographisch verteilt operierenden Unternehmungen) nur 
punktuell bei verschiedenen menschlichen Experten oder in Systeminsein verfügbar. 
Für eine technisch überzeugende und betriebswirtschaftlieh fundierte Unterstützung von 
Allfinanz-Angebotsprozessen ist deshalb eine logisch integrierte und flexible Verarbeitung 
des verteilt vorliegenden Sach- und Problemlösungswissens notwendig. Hierfür geeignet sind 
die in der VKI entwickelten Ansätze des verteilten Problemlösens und der Multi-Agenten-
Systeme. Wie anhand der vorgestellten Architektur eines Blackboardsystems gezeigt wurde, 
kann das Wissen entsprechend den hier in einem Szenario abgeleiteten Anforderungen an den 
Problemlösungsprozeß partitioniert und modular ausgewertet werden: eine wesentliche 
Voraussetzung für die Erweiterbarkeit, Wartbarkeit und Robustheit komplexer Systeme 
[KiSc91, 190]. Problemlösungsagenten können mit ausreichenden lokalen Fähigkeiten 
ausgestattet werden, um eine komplexe Problemstellung explizit oder implizit in einfachere 
Probleme zu zerlegen und diese weitgehend autonom zu lösen. Indem die Agenten während 
des Problemlösens interagieren, können auch solche Problemstellungen gelöst werden, 
welche die Kompetenz jedes einzelnen Agenten übersteigen. Damit . kann die 
Problemlösungskompetenz eines Finanzdienstleisters integriert, aber dezentral an der 
3 Als Entwicklungs- und EinSatzplaltfonn dient ein Ethernet mit PS/2 Maschinen unter OS/2 2.0. OS/2 
LAN Services und OS/2 Database Server. 
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Kundenschnittstelle bereitgestellt werden, um innovative Allfinanzdienstleistungen jedem 
Kunden individuell anzubieten. 
Es erscheint uns somit möglich, mit Hilfe von Konzepten und Methoden der VKI die 
betriebswirtschaftlich fundierte Lösung eines aktuellen Problems vieler Finanzdienstleister 
informationstechnisch überzeugend zu unterstützen. Mit einer zunächst prototypischen 
Implementation und dem Test des Systems soll diese These auch einer ersten empirischen 
Überprüfung unterzogen werden. 
Beispielhaft steht die Erstellung von Allfinanzangeboten für eine Reihe 
betriebswirtschaftlicher Probleme, zu deren Lösung verteilt vorliegendes Wissen in einem 
zeitkritischen Prozeß zu verknüpfen ist. So rückt auch in anderen Bereichen im Zuge einer 
zunehmenden Wettbewerbs- und Kundenorientierung eine Individualisierung des 
Produktangebots in den Blickpunkt des Interesses [ShSt88]. Die daraus erwachsenden 
Anforderungen an eine Systemunterstützung sowohl in der Kundenberatung als auch 
beispielsweise im produktionswirtschaftlichen Bereich [Alba92] lassen erwarten, daß die 
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