Abstract. In this paper, we study the asymptotic behaviors of the extreme of mixed skew-t distribution. We considered limits on distribution and density of maximum of mixed skew-t distribution under linear and power normalization, and further derived their higher-order expansions, respectively. Examples are given to support our findings.
Introduction
The skew-t distribution due to Azzalini and Capitanio (2003) can be defined as follows. Let Y and Z be two independent random variables with Y following χ 2 (v) with degree of freedom v and Z being a skew-normal random variable with probability density function (pdf) f Z (x) = 2φ(x)Φ(βx) for x ∈ R and parameter β ∈ R, where φ(·) denote the standard normal pdf and Φ(·) denotes the standard normal cumulative distribution function (cdf). Define X = Y / Z/v, then X is said to have skew-t distribution, written as X ∼ ST v (β) for short. Azzalini and Capitanio (2003) showed that the pdf of ST v (β) is
where t v (·) is the pdf of the standard Student's t distribution with degree of freedom v, and T v+1 (·) is the cdf of the standard Student's t distribution with degree of freedom v + 1. Note that
where x ∈ R and C v = Γ( . It follows from (1.1) and (1.2) that f ∈ RV −α−1 implying F ∈ D(Φ α ), i.e, there exist norming constant a n > 0 such that lim n→∞ F n (a n x) = Φ α (x) = exp(−x −α ), x > 0, (
3)
The objective of this paper is to study the asymptotic behaviors of extremes of finite mixed skew-t distribution (shortened by MSTD) under linear and power normalization, respectively. The finite MSTD is defined as follows. Let X 1 , X 2 , · · · , X r be independent random variables with X i ∼ ST v i (β i ), where v i > 0 and β i ∈ R for i = 1, 2, · · · , r. Without loss of generality we suppose that v 1 < v 2 < · · · < v r . Define a new random variable T by
. . . 4) where p i > 0(1 ≤ i ≤ r) satisfying r i=1 p i = 1. Then T is said to have finite MSTD with r components. Denoting by F v,β (x) the cdf of a random variable X ∼ ST v (β) and F (x) the cdf of the random variable T , we can easily get F (x) = p 1 F v 1 ,β 1 (x) + p 2 F v 2 ,β 2 (x) + · · · + p r F vr,βr (x).
(1.5)
Contents of this paper are organized as follows. In Section 2, expansion of the distributional tail of MSTD shows that extreme value distribution from MSTD sample is Fréchet distribution under given linear normalization, implying that under power normalization the extreme value distribution from MSTD is Φ 1 (x). Higher-order expansions of the cdf and the pdf of extremes from MSTD are given in Section 3. Numerate analysis provided in Section 4 compare the asymptotic behaviors under different normalization.
Preliminaries
In this section, we provide some primary results related to ST and
For the distibutional tail behavior of MSTD, we have the following results.
Lemma 2.2. Let F(x) be the cdf of random variable T , for large x we have
and
It follows from (2.1) that
The proof is complete by noting that the last trem is the order of x −v 4 . Proposition 2.1. Let {T n , n ≤ 1} be a sequence of independent and identical distribution random variables with marginal cdf F (x). Let M n = max 1≤k≤n {T k } denote the partial maximum. Then we have lim
where
Proof. From Lemma 2.2, for large x we have
which implies
for x > 0. Thus by Proposition 1.11 in Resnick(1987), we have F (x) ∈ D(Φ v 1 ). The remainder is to compute the norming constant a n .
Since the cdf F (x) is continuous for x ∈ R, there exist t n for each integer n ≥ 2 such that
Hence by (2.3) we have
Let a n = n
, and the result follows by Khintchine Theorem in Leadbetter et al. (1983) .
To end this section, we provide the limiting distribution of maximum of MSTD under power normalization. For the extreme value distributions under power normalization, we refer the reader to the original work of Pancheva (1985) . By Theorem 3.1 in Mohan and Ravi (1993) and Proposition 2.1, we have the following result. Proposition 2.2. Let F be the cdf of MSTD. With α n = a n and β n = 1/v 1 we have
3 Higher-order expansions of extremes under different normalization
In this section, we consider the higher-order expansions of the cdf and the pdf of extremes under linear and power normalization, respectively. To simplify our result, we first introduce two indicative functions I(·, ·, ·) and J(·, ·) such that
0, otherwise, and
where B 1 , B 2 and B 3 are intervals or sets.
Theorem 3.1. For the normalizing constant a n given by (2.2), we have the following results.
In above (i)-(vii), A 1 -A 5 are those given by Proposition 2.2.
Proof of Theorem 3.1. Define h(a n ; x) = n log F (a n x) + x −v 1 with normalized constant a n satisfied (2.2). From Lemma 2.2, it follows that
then we can get
By using (3.1) and Lemma 2.2, we have
Combining (3.2),(3.3) and (3.4), we have h(a n ; x) = n log F (a n x) + x
Now we only prove the theorem for the case of 0 < v 1 < v 2 < min{v 1 + 2, 2v 1 }, and the proofs of the rest cases are similar. Note that (3.5) implies lim n→∞ h(a n ; x) = 0. Then we get
h(a n ; x) + h 2 (a n ; x) 1 2 + h(a n ; x)
for large n, which implies that
The proof is complete.
Based on Theorem 3.1, the asymptotic expansion for the pdf of M n can also be derived. Let
denote the pdf of the normalized maximum, and define
. From Proposition2.5 of Resnick(1987) , it follows that ∆ n (g n , Φ ′ v ; x) → 0 as n → ∞. The higher-order asymptotic expansion of the pdf of M n is given as follows.
Theorem 3.2. For the normalized constant a n given by (2.2), we have the following results:
(iv), if v 1 = 2, and v 2 > 4, set γ 4 = min{v 2 − 2, 4} − 2, we have
and To prove Theorem 3.2, we need the following lemma.
In (i)-(vii),
Lemma 3.1. Let F (x) denote the cdf of random variable T defined by (1.4) and f (x) the pdf of T . With normalized constant a n given by (2.2), we have
for large x, where η = min{6, v 2 − v 1 + 4, v 3 − v 1 + 2, v 4 − v 1 }, and
Proof. Using Taylor expansion with Lagrange remainder term, for large x we have
Here,
Combining (1.1), (1.2), (1.5) and (3.10), we can get
for large n, where η = min{6,
With normalized constant a n given by (2.2), the desired result can be derived, which complete the proof.
Proof of Theorem3.2. By Lemma 2.2 and Lemma 3.1, we have
na n f (a n x) F (a n x) = vx
for large n, where
Now we consider the case 0 < v 1 < v 2 < min{2v 1 , v 1 + 2}. Proofs of the rest cases are similar, and we omit here. From (3.2), (3.6), (3.7), (3.11) and Theorem 3.1, it follows that
where A 1 − A 5 , K 1 , γ 3 and ω 3 (x) are given by Theorem 3.1 and Lemma 3.1. Thus, we can get
as n → ∞, where s 3 (x) and q 3 (x) are those given by (3.8) and (3.9), respectively.
The proof is complete. Proposition 2.2 shows that F ∈ D p (Φ 1 ). Noting that F α n |x| βn sign(x) = F a n x
for x > 0, where the normalized constants α n = a n and β n = 1 v 1
. From Theorem 3.1, one can easily get the higher-order expansions of the cdf of M n under power normalization.
Remark 3.1. With the normalized constants α n = a n and β n =
for x > 0, where a n is given by (2.2) . Hence, the higher-order expansions of the cdf of extremes from the mixed skew-t sample under power normalization can be derived through replacing x by x 1 v 1 in Theorem 3.1.
denote the pdf of the M n under power normalization. Then
. By using Theorem 3.2, we can derive the higher-order expansions of the pdf of M n under power normalization stated as follows.
Remark 3.2. Note that (3.12) shows that
holds with normalized constants α n = a n and
, where a n is given by (2.2). Hence, the higher order expansions of the pdf of the extremes from the mixed skew-t sample under power normalization can be calculated straightly by using (3.12) and Theorem 3.2.
Numerical analysis
In this section, numerical studies are presented to illustrate the accuracy of higher-order expansions of the cdf and the pdf of M n under the linear and power normalization. Let L l i (x) and U l i (x), i = 1, 2, 3, denote the first-order, the second-order and the third-order asymptotics of the cdf and the pdf of M n under linear normalization, respectively. Similarly, let L p i (x) and U p i (x), i = 1, 2, 3, denote the first-order, the second-order and the third-order asymptotics of the cdf and the pdf of M n under power normalization, respectively. Note that the second and the third-order asymptotics are related to the sample size n.
To compare the accuracy of actual values with its asymptotics, for fixed x > 0 let
denote the absolute errors of the cdf and the pdf under two normalization, where i = 1, 2, 3. From Remark 3.1 and 3.2, it follows that
for x > 0, where i = 1, 2, 3. Then the absolute errors of the cdf and the pdf under power normalization are given by
for x > 0, where i = 1, 2, 3. We use MATLAB to calculate the asymptotics and the actual values of the cdf and the pdf of M n under two different normalization in the following two examples, where Example 1 focuses on the cdf of M n , and Example 2 is related to the pdf of M n .
, and T ′ is defined by
. . , n. From Theorem 3.1 (iii) and Remark 3.1, we can get the asymptotics of the cdf of M n as follows: (2), which shows that the third-order asymptotics of the cdf of M n at x = 2 are more closer to its actual value under linear normalization. iii) For large n, ∆ l 3 (0.7) is larger than ∆ p 3 (0.7), which shows that the third-order asymptotic of the cdf of M n at x = 0.7 are more closer to its actual value under power normalization.
, and T ′′ is defined by
. . , n. By using Theorem 3.2 (ii) and Remark 3.2, the asymptotics of the pdf of M n are given
Here, we calculate the absolute errors of the pdf of M n at x = 3 for n varying from 25 to 1000 with lattice 25, and at x = 0.75 for n varying from 375 to 15000 with lattice 375. Tables  3-4 Tables 3-4 and Figures 3-4 , we know that: i) For large n, the third-order asymptotics of pdf of M n are closer to the actual values under the two different normalization. ii) When n is larger, δ l 3 (3) is smaller than δ p 3 (3), which shows that the third-order asymptotic of the pdf of M n at x = 3 are more closer to its actual value under linear normalization. iii) For large n, δ l 3 (0.75) is larger than δ p 3 (0.75), which shows that the third-order asymptotic of the pdf of M n at x = 0.75 are more closer to its actual value under power normalization. The actual values drawn in black, the first-order asymptotics drawn in blue, the second-order asymptotics drawn in red and the third-order asymptotics drawn in green. The actual values drawn in black, the first-order asymptotics drawn in blue, the second-order asymptotics drawn in red and the third-order asymptotics drawn in green. The actual values drawn in black, the first-order asymptotics drawn in blue, the second-order asymptotics drawn in red and the third-order asymptotics drawn in green. The actual values drawn in black, the first-order asymptotics drawn in blue, the second-order asymptotics drawn in red and the third-order asymptotics drawn in green.
