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Zusammenfassung
Diffusionsprozesse im Interphasenzellkern –
Zusammenha¨nge zwischen Chromatinstruktur, Chromatindynamik und
Makromolekularem Transport
Der Stoffwechsel einer lebenden Zelle erfordert einen dauerhaften Transport verschiedener
Makromoleku¨le. Im Zellkern geschieht dieser Transport im Wesentlichen durch Diffusion
und findet in einem dichten Netzwerk aus Chromatinfasern statt. Diese Arbeit behandelt
die Zusammenha¨nge zwischen der Struktur von Chromatinfasern, deren Dynamik und dem
diffusiven Transport von Makromoleku¨len im Zellkern. Hierfu¨r werden die Chromatinfasern
basierend auf dem Modell semiflexibler Kettenpolymere auf einem Kartesischen Gitter darge-
stellt, und dann durch ein Monte-Carlo-Verfahren in einen Zustand gebracht, der dem in der
Interphase eines Zellkerns entspricht. Anschließend wird durch Random Walks die Diffusion
von Makromoleku¨len in dem so erzeugten Chromatinnetzwerk simuliert.
Es wird untersucht wie die Struktur von Chromatinfasern, insbesondere die Faltung in ra¨um-
lich voneinander abgrenzbare Teilregionen des Zellkerns – ein Prinzip, das als Kompartimen-
tierung bezeichnet wird, und das durch die Bildung von Chromatinschleifen erreicht wird –
die Mobilita¨t diffundierender Makromoleku¨le beeinflusst. Die Simulationen zeigen, dass die
Faserstruktur die ra¨umliche Verteilung von Chromatin auf verschiedenen La¨ngenskalen im
Zellkern reguliert. Es wird ein Maß fu¨r Inhomogenita¨t eingefu¨hrt, das die ra¨umliche Ver-
teilung mit dem Diffusionskoeffizienten, dem Anomalieparameter und der charakteristischen
La¨ngeskala, auf der die Diffusion anomal ist, verbindet. Die Bestimmbarkeit dieses Maßes fu¨r
Inhomogenita¨t durch Konfokalmikroskopie und DNA-Sequenzanalysen wird untersucht und
verschiedene Modelle fu¨r den diffusiven Transport in Polymersystemen mit den Simulationen
verglichen.
Im Weiteren werden die Auswirkungen der Dynamik der Chromatinfasern und einer erho¨hten
Konzentration von frei beweglichen Makromoleku¨len auf das Diffusionsverhalten analysiert.
Es wird gezeigt, dass die Chromatindynamik die Zuga¨nglichkeit des Chromatinnetzwerks
erho¨ht, insbesondere im Fall einer hohen Dichte von diffundierenden und sich gegenseitig be-
hindernden Makromoleku¨len. Die Behinderung der einzelnen diffundierenden Makromoleku¨le
durch die Chromatinfasern la¨sst sich von der, die durch andere frei diffundierende Makro-
moleku¨le hervorgerufen wird, bei hohen makromolekularen Dichten anhand der Diffusionsko-
effizienten und der charakteristischen La¨ngeskala der anomalen Diffusion unterscheiden. Die
Chromatindynamik selbst wird nur geringfu¨gig durch hohe Konzentrationen frei diffundie-
render Makromoleku¨le verlangsamt. Eine viel sta¨rkere Verlangsamung wird durch eine hohe
Chromatindichte und eine Verflechtung der Chromatinfasern hervorgerufen.
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Abstract
Diffusion Processes in the Interphase Cell Nucleus –
Connections between Chromatin Structure, Chromatin Dynamics and
Macromolecular Transport
The metabolism of a living cell requires a permanent transport of various macro-
molecules. In the cell nucleus, this transport is accomplished by diffusion and takes
place in a dense network of chromatin fibers. This work deals with connections be-
tween the structure of chromatin fibers, their dynamics and the diffusional transport of
macromolecules in the cell nucleus. The chromatin fibers are represented on a Carte-
sian lattice, based on the model of a semi-flexible chain polymer. Using a Monte Carlo
procedure, specific lattice chain conformations that correspond to chromatin fibers
in interphase are generated. Thereafter, random walks simulate the macromolecular
diffusion in the thus created chromatin network
The influences of chromatin structure on the mobility of diffusing macromolecules are
investigated, particularly those arising from the folding into spatially separated sub-
volumes of the cell nucleus. This folding principle is known as compartmentalization
and can be induced by the formation of specific chromatin loops. The simulations
show that the fiber structure governs the spatial distribution of chromatin on different
length scales in the cell nucleus. A measure of inhomogeneity is introduced to connect
the spatial distribution of chromatin to the diffusion coefficient, the anomaly parame-
ter and the characteristic length scale of anomalous diffusion. The determinability of
this measure of inhomogeneity with confocal microscopy and DNA sequence analyses
is examined, and different models of diffusion in polymer systems are compared to the
simulations.
Further, the effects of chromatin dynamics and a high concentration of diffusing macro-
molecules on the diffusion behavior are analyzed. Chromatin dynamics enhances the
accessibility of the chromatin network, particularly in the case of a high concentra-
tion of mutually obstructing diffusing macromolecules. The obstruction of individual
diffusing macromolecules by chromatin fibers can be distinguished from the obstruc-
tion caused by other diffusing macromolecules in terms of diffusion coefficients and the
characteristic length scales of anomalous diffusion. The dynamics of chromatin is only
slightly decelerated by a high concentration of diffusing macromolecules. A high density
of chromatin and the entanglement of chromatin fibers cause much greater deceleration.
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Chapter 1
Introduction
1.1 Intention
The genetic information that controls the synthesis of the substances a living cell needs
is encoded in a long macromolecule, the DNA. In cells of eukaryotic organisms, i.e.,
animals, plants and several single-celled microorganisms, DNA is stored in the cell nu-
cleus. Human cell nuclei, for instance, contain a diploid set of 23 DNA molecules, the
chromosomes, which have an overall length of about 2 m, whereas the diameter of a
typical human nucleus is only about 10 µm. The high compaction of DNA in cell nu-
clei is to some extent achieved with the aid of proteins around which DNA is wrapped,
forming a fiber-like complex called chromatin. The chromatin fibers are approximately
7 cm long in total and have to be highly folded to fit into the nucleus. This folding must
allow for the replication and the separation of chromosomes into two identical daughter
cells during cell divisions. Further, for reading the stored genetic information, genomic
loci must be able to easily fold and unfold to facilitate the access and the transport of
various macromolecules to specific DNA sites. This transport is accomplished mostly
by diffusion, such that these macromolecules cannot target DNA sites directly but
have to find them at random. Hence, the compaction of the genome and, in particular,
the folding of chromatin fibers regulate the accessibility of specific genetic informa-
tion. The principles of genome compaction and the influence of genome compaction on
the macromolecular transport in the cell nucleus are not sufficiently investigated. It
is one of the challenges in biology today to connect the macromolecular transport di-
rectly to these principles, as this may hold the key to understanding genomic functions.
The intention of this thesis was to develop a computer simulation model of the cell
nucleus in order to determine connections between the folding of chromatin fibers,
their dynamics, and the diffusion of macromolecules. The current state of knowledge
on the cell nucleus, the organization of the genome, and the molecular transport in the
nucleus are reviewed in Sections 1.2, 1.3 and 1.4. The questions leading to this thesis
are specified in the thesis outline in Section 1.5.
1
2 CHAPTER 1. INTRODUCTION
1.2 The Cell Nucleus
This section introduces the cell nucleus, explains its function, its composition, and its
development during the cell cycle.
All living matter is constructed of smaller units, the cells. The interior of cells contains
mostly water, salts, organic molecules, and a collection of different functional subunits,
the organelles [1]. With regard to cellular structure, living organisms are classified
into two domains, the prokaryotes (all bacteria, blue-green algae) and the eukaryotes
(all plants and animals, several single-celled microorganisms). While both cell types
are surrounded by a plasma membrane, eukaryotic cells contain organelles which are
themselves separated by double-layered membranes from the rest of cell’s interior. This
rest is called cytoplasm.
The largest of the organelles is the nucleus [Fig. 1.1]. It fills approximately 10% of
the cellular space, has a typical diameter between 5 and 16 µm and stores most of the
cell’s genome. The genome is the entirety of an organism’s hereditary information and
is encoded in long DNA molecules which are organized into higher order complexes. A
detailed description of the organization levels of the genome from DNA to chromosomes
is given in Section 1.3.
The main functions of the cell nucleus are to maintain the stored genetic information
and to regulate gene expression, the process in which genetic information is used to
control the synthesis of various substances. The most important of these are proteins.
Proteins are linear chains of amino acids folded into a three-dimensional structure.
They work as signal transmitters and energy converters, they can compose large molec-
ular machines and play the main role in most of the biological processes [2]. A protein
is encoded by a specific DNA sequence – a gene. The gene is transcribed into mes-
senger ribonucleic acid (mRNA), a single-stranded nucleic acid with a complimentary
base pair sequence; by that, it carries the same sequence information as the gene. The
transcription is done by a transcription factor, which itself is a protein that binds to the
DNA and produces mRNA. Then the mRNA is transported out of the nucleus through
a pore and further to a ribosome – a complex which consists of proteins and RNA.
In the ribosome, the sequence information from the mRNA is processed as a building
plan to assemble the protein from amino acids that float around in the cytoplasm.
Figure 1.1: A typical cell nucleus. The
cell nucleus stores most of the genetic infor-
mation of a cell. The complex of DNA and
histone proteins, chromatin, forms a dense
network. Figure adapted from [3].
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The fundamental principle by which all organisms reproduce is the duplication and
division of a mother cell into two daughter cells with identical genetic information [2].
The series of events that lead to the duplication of a cell is the cell cycle [Fig. 1.2].
There are two major phases in eukaryotic cell cycles: interphase and mitosis.
In interphase the cell grows, doubles the contained DNA molecules, and prepares for
its division. Interphase comprises about 90% of the cell cycle, the overall duration
of which varies between several hours and several days in human cells. At the end
of interphase, DNA molecules in each pair of duplicated chromosomes are intertwined
and held tightly together.
During mitosis, the division into two daughter cells is performed. At an early stage of
mitosis, the prophase, the two DNA molecules are gradually disentangled and condense
into pairs of rigid and compact rods, the sister chromatids, which are held together
by sister-chromatid cohesion. In the next stage of mitosis, the metaphase, chromatids
pairs are aligned in such a ways that they allow for a segregation into two separate
nuclei, each containing one sister chromatid. In the following stage, the anaphase, the
sister-chromatid cohesions are destroyed, and after that, in the telophase, the daughter
cells are finally separated. Then the cell cycle starts all over for each of the daughter
cells. The state in the metaphase is the most compact state of the chromosome. Its
interphase state can therefore be regarded as the result of the decondensation of a
metaphase chromosome.
Figure 1.2: Scheme of the cell cy-
cle. 1. Early interphase: The cell
grows and the replication of chromo-
somes is initialized. 2. Late inter-
phase: Chromosomes have been du-
plicated and are prepared for a pair-
wise segregation. 3. Mitosis: The sis-
ter chromatids have been segregated
and two daughter cells have formed.
Figure adapted from [2].
1.3 Organization of the Genome
This section contains a summary of the most important discoveries that have lead to
the current understanding of genome organization. For the sake of clarity all levels of
organization, from DNA to chromosomes, are explained. The information that is most
relevant for this thesis is given in Subsection 1.3.4.
4 CHAPTER 1. INTRODUCTION
1.3.1 Deoxyribonucleic Acid
The first time the deoxyribonucleic acid (DNA) was identified as a unique substance was
in 1871 by Miescher [4], who isolated it from pus cell nuclei. The chemical composition
was not known at that time and Miescher simply named it “nuclein”. In 1929 Levene
and London [5] found its chemical composition and coined the term that is used today.
DNA is a nucleic acid, a chain molecule composed of nucleotides, each of which consists
of a pentose sugar ring (2-deoxyribose), a phosphate group, and one of the four bases
adenine (A), cytosine (C), guanine (G), and thymine (T) [see Fig. 1.3]. In 1944 Avery
et al. [6] inserted DNA into Pneumococcus bacteria and could prove that DNA carries
genetic information, which had only been a hypothesis so far. In 1953, Watson and
Crick [7] identified the three-dimensional structure of DNA by X-ray diffraction. They
found that DNA molecule is an unbranched, left-handed double helix consisting of two
antiparallel nucleic acid strands. In this double helix the bases are directed to the
interior, and between adenine and thymine two, and between cytosine and guanine
three hydrogen bonds are formed. The backbone of the DNA strand is held together
by covalent bonds between alternating phosphate and sugar residues.
Figure 1.3: The composition of
DNA. See text for details. Figure
adapted from [2].
1.3.2 The Nucleosome
Human DNA contains 3 × 109 base pairs (bp), measures 2 nm in diameter and, if
unraveled, extends to ∼2 m in length [8]. Cell nuclei have typical diameters of 5 to
16 µm, and in order to fit into the nucleus, the DNA has to be highly compacted.
It had been known before that chromosomes were made from a mixtures of DNA
and proteins, but nothing was known about any regular structure or organization.
In 1973 when Hewish and Burgoyne [9] found in experiments with cutting enzymes
(nucleases) that DNA in chromosomes degraded to a series of fragment sizes separated
by multiples of 200 bp, while pure DNA was cut to smaller fragments. They concluded
that chromosomal DNA was sterically protected from further cutting by the assembling
of proteins on the DNA. Based on this finding they postulated a complex of DNA and
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proteins which was later termed nucleosome. In 1974 Olins and Olins [10] succeeded
in visualizing nucleosomes with electron microscopy. They saw a series of nucleosomes
arranged like beads on a string and thus had found evidence for repeating regular
structures of DNA in chromosomes. Also in 1974, Kornberg and co-workers [11] found
that the nucleosome is composed of the major chromosomal proteins, the histones,
which can assemble to a larger particle around which the DNA can wrap. The structure
of the nucleosome was found by Finch et al. [12] in 1977 with X-ray diffraction of
crystallized nucleosomes, and is known with a resolution of 1.9 A˚ after more recent
crystallographic experiments [13, 14].
The basic element of the nucleosome, the histone octamer, consists of each two histones
H2A, H2B, H3, and H4, forming a cylinder with a height of 5.5 nm and a diameter of
11 nm [see Fig. 1.4(a)]. About 146 bp of DNA are wrapped around the octamer in
1.75 turns, while another histone, the linker histone H1, binds partly to the remaining
50 bp of DNA linking to nucleosomes and regulates the entry and the exit of the DNA
at the nucleosome [see Fig. 1.4(b)].
(a)
Figure 1.4: The composition of the nucleosome. (a)
The core histones H2A, H2B, H3 and H4 compose the
nucleosome core particle. Nucleosome core particles and
DNA form a ’beads-on-a-string’ structure. (b) The linker
histone H1 regulates the path of DNA as it exits from the
nucleosome. Figures adapted from [2]
(b)
1.3.3 The Chromatin Fiber
The regularity of the nucleosomes along the DNA suggest an arrangement into a higher
order structure. This structure is called chromatin. Although there is evidence that a
number of 8 to 48 nucleosome form ’superbeads’ [15], the commonly accepted view is
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that chromatin is a fiber-like structure.
In 1976 Finch and Klug [16] used the electron microscope to examine the folding of
nucleosomes into chromatin. They observed a polynucleosomal fiber with a diameter of
30 nm, formed at a high salt concentration that corresponds to physiological conditions.
This fiber was named ’30-nm fiber’. In 1979 Thoma et al. [17] proposed the ’solenoid
model’, in which they interpreted the 30-nm fiber as a compact helix in which 5 to
6 nucleosomes are packed within one turn [see Fig. 1.5(a)]. The long axes of the
nucleosomes are parallel to the fiber, and since each nucleosome is shaped like 11 nm
wide disc, the pitch of each turn is 11 nm. The side of the nucleosomes at which
the linker DNA enters is faced inward of the fiber and requires to be bent to connect
neighboring nucleosomes. The arrangement of nucleosomes into such solenoid mediates
a length compaction of a pure DNA thread by a factor of approximately 40.
Woodcock et al. [18] found at lower salt concentrations that nucleosomes describe a
zigzag path along the DNA and proposed the ’zigzag model’ of the chromatin fiber
[see Fig. 1.5(a)]. In this model, the linker DNA between nucleosomes is crossed within
the chromatin fiber, and unlike in the solenoid model, the linker DNA is not required
to be bent, which is energetically more favorable. The zigzag path of the nucleosomes
was observed to prevail also at higher salt concentrations [19, 20, 21, 22]. The exact
arrangement of nucleosomes into chromatin has been widely discussed and several
model have been proposed [23, 24, 25, 26, 27, 28], but the model that is most consistent
with experimental data is the zigzag model.
Recent simulation studies suggest that chromatin fibers consist of a whole distribution
of different structures, induced by the depletion of linker histones and nucleosomes
[29, 30]. All in all, the existence of a regular 30-nm fiber is not ensured.
An important property of chromatin fibers which plays a role for the simulation model
in this work is the bending rigidity. Bending rigidity affects the mechanic and con-
formations properties of the chromatin fibers. It can be quantified by the persistence
length, the length along the contour of the chromatin fiber at which tangent vectors
decorrelate. The higher the bending rigidity, the less wound is the chromatin fiber,
and therefore the longer the persistence length. In the frame of the semi-flexible poly-
mer model, which will be introduced in Section 2.2.2, the persistence length can be
calculated by the end-to-end distance of the chromatin fibers.
The exact value for the persistence length of chromatin fibers is debated. Analyses of
the end-to-end distance of chromatin fiber under scanning force microscopes gave values
in the range between 30 nm and 50 nm [31, 32]. Measurements of the mechanical prop-
erties with optical tweezers gave values around 30 nm [33]. Longer persistence length
between 100 nm and 200 nm have been found by analyses of the distance distribution
of genomic marker pairs in human fibroblasts [34, 35, 36].
1.3.4 Higher Order Chromatin Structure and Chromosomal Architecture
The higher order structure of chromatin fibers and the architecture of chromosomes is
the level of the organization of the genome which is the most relevant for this work.
The higher order folding of chromatin is not well clarified. The most thorough un-
derstanding of higher order structures of chromatin is the organization into the most
condensed and hence most visible chromosomes at metaphase. DNA in metaphase
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Figure 1.5: Models of the chromatin fiber. Sub-
figure (a) shows the solenoid model, subfigure (b)
shows the zigzag model. Both models are shown
in side and top view. Nucleosomes that are con-
nected with linker DNA are shaded in gray. In the
solenoid model the nucleosomes are located next
to each other, which requires the linker DNA to be
bent. In the Zigzag model nucleosomes are located
on the opposite side of the fiber and the linker DNA
is straight. Figure adapted from [37].
chromosomes is 250-fold compacted [38, 39]. In order to achieve this compaction, the
existence of a protein scaffold that induces an organization of chromatin into dense
loops that are radially arranged along the axis of the chromosome was proposed [40].
It was hypothesized that such a scaffold also exists during interphase [see Fig. 1.6].
Figure 1.6: Chromosome loops. A section of an
interphase chromosome is folded into a series of
looped domains. The loops are attached to a pro-
tein scaffold. Figure adapted from [2].
Early electron microscopic studies suggested that interphase chromatin exists in the
cell nucleus dispersed and without any distinct subvolumes of the chromosomes [41, 42].
Cytological studies revealed, however, that some chromosomal regions were denser than
the rest of the chromosomes [43]. The existence of a nuclear matrix was proposed, a
protein network to which chromatin is attached, and whose distribution of attachment
points would induce the localization of denser and less dense chromatin. Euchromatin,
the less dense and genetically more active sort of chromatin, is placed in the interior
of the nucleus, while heterochromatin, the denser and genetically less active chromatin
can be found close to the nuclear membrane [44].
After a territorial organization of chromosomes had been indicated in experiments us-
ing microbeam UV-irradiation [45, 46, 47], the existence of such territories could for the
first time be confirmed with fluorescence in situ hybridization (FISH) [48, 49, 50]. The
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principle of FISH is that a specific sequence of DNA in a chromosomes is labeled with a
fluorescent marker that binds only to this sequence. With fluorescence microscopy this
sequence can then be localized on the chromosome [see example image in Fig. 1.7]. By
labeling two different sequences with known genomic distance along the chromosomes,
the spatial proximity between genetically distant DNA sequences can be identified.
The observations in these studies were interpreted such that chromatin fibers within a
chromosome form loops, which keeps the chromosome compact and prevents a wide in-
termingling with other chromosomes. Using electron microscopy, Okada and Comings
[51] observed rosette-like higher order structures of chromatin. The conditions under
which these rosettes were observed were strongly denatured, and they were considered
artifacts. Under less denatured condition these rosettes could not be observed any more
[52], although some higher order structure of chromatin was reported. Taken together,
the observations indicate that large loops of the 30-nm fiber with length between 50
kbp and 100 kbp represent a unit of the chromosome structure.
Figure 1.7: Interphase chromosome territories.
The figure shows a mouse fibroblast cell nucleus
with territories of chromosomes 2 (red) and 9
(green) painted by fluorescence in situ hybridiza-
tion. Adopted from [53].
Interphase chromatin loops are widely accepted today. They control the activity of
genes by bringing distant genes together so that they can bind to local concentrations of
proteins [54, 55, 56]. The comparison of experimental data with computer simulations
- mainly based on semi-flexible polymer models - plays a central role in connecting
sequence information of the three-dimensional organization of chromosomes. Some
years ago models were proposed in which chromatin loops have specific lengths and fold
into regular rosette-like subcompartments [57, 58] More recent studies suggest a random
loop length distribution [59] or a folding of chromatin like that of a globule polymer
[60]. A fundamental characteristic of chromatin fibers is a folding principle which brings
widely separated functional elements into close spatial proximity [61, 62, 63, 64, 65].
This folding principle promotes the compartmentalization of the nucleus into functional
units.
Recently, it has been put forward that the formation of chromosome territories during
interphase is caused by retaining the condensed state of metaphase chromosomes due
topological constraints of the chromatin fibers [66, 67]. The formation of chromosome
territories has also been attributed to an entropic force which results from the crowding
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by soluble proteins and other macromolecules in the nucleus [68, 69]. This force drives
the assembly of larger structures and is thought of as an important factor for the
genome organization [70, 71, 72].
1.4 Transport in the Cell Nucleus
The functions of the cell nucleus are closely connected to the transport of macro-
molecules. This section describes diffusion – the phenomenon that enables this trans-
port – and how it is influenced.
1.4.1 Diffusion and Molecular Crowding
Various fluorescence-based observation techniques have revealed that the compart-
ments within a nucleus are moving and there is a constant flow of macromolecules
between these compartments [73]. A prominent technique is fluorescence correlation
spectroscopy (FCS), which is used to determine the diffusion behavior of fluorescently
labeled molecules in a laser focus by the fluctuations of the excited fluorescence. Diffu-
sion is the thermal motion of particles at temperatures above absolute zero. Diffusing
molecules are driven by random collisions with surrounding liquid particles and move
along random trajectories. This kind of transport is passive, which means that it
does not consume energy, and it is also enormously fast on the molecular level. For
instance, enzymes can catalyze the reaction of thousands of substrate molecules per
second although they occur in relatively low numbers in a cell [2]. It seems that the
vast majority of proteins diffuse freely in the nucleus. In some cases rapid association
and dissociation with specific subnuclear organelles could be demonstrated [74]. FCS
studies have shown obstructed diffusion of small autofluorescent proteins [75]; other
FCS measurements indicate that most of the nuclear space is accessible to diffusing
proteins of medium sizes. Larger entities like, e.g., ribosomes have been found to move
distances of the order of the cell nucleus all by diffusion [76]. Transcription factors,
after they have dissociated from binding sites on the DNA, diffuse around before they
bind again to a DNA site [77].
Cajal bodies are large nuclear organelles consisting of proteins and RNA. In experi-
ments using single particle tracking, Cajal bodies have been found to perform anoma-
lous diffusion [78, 79], i.e., the mean-squared displacement of the particle grows slower
then linearly with time [see theoretical concept in Section 2.1]. This behavior arises
from the hindrance or the spatial confinement of these particles [80, 81, 74]. Hindrance
in the nucleus has been interpreted as a consequence of the high density of contained
macromolecules. This phenomenon, called molecular crowding, alters the properties of
macromolecules and can cause they obstruction of a diffusing molecule, depending on
its size and on its density. Generally, molecular crowding reduces the mobility of diffus-
ing molecules and can render diffusion anomalous, which has various consequences for
cellular functions [82, 83]. For instance, chromatin-interacting proteins are transiently
trapped in heterochromatin due to an enhanced affinity [84]. Further, the interac-
tions of closely packed macromolecules can result in the formation of a network-like
nanostructure with viscoelastic properties [85, 86].
In this work, macromolecules are generally considered inert, i.e., the interact only
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sterically and have no binding affinity. The consequence of molecular crowding for
such macromolecules is volume exclusion: Up to 40% of a cell’s volume is physically
occupied by macromolecules [82], and an even larger fraction of the nuclear space is
inaccessible to other molecules of comparable size. Molecular crowding causes mutual
volume exclusion of these macromolecules and enhances the effective concentration [see
illustration in Fig.1.8].
Figure 1.8: Illustration of molecu-
lar crowding. The large black spheres
occupy approximately 30% of the vol-
ume. The blue domain is the vol-
ume that is available for the center
of a spherical particle, pink and black
mark the excluded volume. While a
small particle can move between the
large spheres (A), a large sphere itself
is excluded (B). Figure adapted from
[83].
1.4.2 The Effect of Chromatin on Diffusion
In experiments using FCS, green fluorescent protein mutants (eGFP) showed anoma-
lous diffusion as it results from obstacles whose distribution was consistent with the
structure of chromosomes [75]. Using FCS in combination with image correlation spec-
troscopy, which allows to measure the nuclear pore size distribution, changes of the
nuclear accessibility for diffusing dextrans occurred simultaneously with changes of the
pore size distribution, which proved the dependence of the dextran mobility on the
distribution of chromatin [87]. Experiments using single-particle tracking methods re-
vealed that the mobility of large subnuclear organelles, the Cajal and the PML bodies,
was closely related to the dynamic organization and accessibility of chromatin [79, 88].
From a geometric perspective, the diffusion anomaly that can typically be observed in
tracking experiments arises from a fractal-like structure of the configurational space
[89, 90], which allows to infer certain structures of the obstructive macromolecules. In
other FCS studies, the detected anomalous diffusion of eGFP suggests specific fractal
arrangements of chromatin in the cell nuclei [84, 91]. In contrast to this, no correlation
between the mobilities of eGFP oligomers and the density of chromatin could be ob-
served [92], although these mobilities were at the same time still considerably different
from those expected for an obstacle-free environment.
Not only chromatin is responsible for the observed obstructed diffusion, but also the
abundance of a wide range of other macromolecules inside the cell nucleus. While
chromatin occupies approximately 10% of the volume of a human cell nucleus [93],
the overall occupation by macromolecules is approximately 40%, the rest of the space
being occupied mostly by water [82]. The effect of molecular crowding on protein
mobility has been studied in a series of experimental and computational studies which
have pointed out its relevance to genomic functions [94, 85, 95, 82, 96]. Molecular
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crowding affects the structure of macromolecules, and the impact on the specific folding
of chromatin [70, 72, 71] and on the global nuclear architecture of whole chromosomes
[97, 98, 99, 100, 66] is a current matter of discussion.
1.5 Thesis Outline
This thesis is structured as follows:
In Chapter 2, the theoretical concepts of diffusion, fractals, polymer physics, random
media and Monte Carlo simulation are reviewed.
Chapter 3 explains the details of the simulation model. It is based on a single-site lattice
model recently proposed to investigate the general effect of obstruction by chromatin
[101], the role of chromatin in association with protein binding reactions [102], and the
effect of chromatin dynamics [103]. The chromatin fibers in this model are simulated
by semi-flexible chain polymers and represented by chains of single sites on a Cartesian
lattice [104]. A Metropolis Monte Carlo algorithm is used to generate networks of fibers
in equilibrated states. The diffusional transport of macromolecules in the chromatin
network is modeled by random walks of quasi-spherical lattice objects. To model steric
hindrance, these objects are forbidden to occupy the same sites as chromatin. The
existing chromatin model [101, 102, 103] has been enhanced: The compartmentaliza-
tion of chromatin fibers, i.e., the folding into spatially separated subvolumes of the
cell nucleus, has been incorporated into the Metropolis Monte Carlo algorithm that
generates the chromatin networks. This is achieved by forcing the formation of loops
and rosette-like multi-loop compartments in the lattice chain conformations [58, 57].
Further, the calibration of the lattice model for a quantitatively realistic simulation of
chromosome dynamics, the method for the construction of genomic proximity maps,
and the simulation of confocal laser scanning microscopy are explained.
In Chapter 4, the results of the simulations of chromatin fibers with different degrees
of loop-induced compartmentalization and the corresponding simulations of diffusing
macromolecules are presented. The following questions are addressed:
• What is the effect of genome compartmentalization on the mobility of
diffusing biomolecules?
• How can the structure of chromatin networks be quantified for a connection
to molecular diffusion?
Section 4.1 contains a comprehensive analysis of the chromatin fibers and, connected
to this, a number of considerations on how specific folding topologies that arise from
compartmentalization allow to predict the diffusion-relevant distribution of chromatin
in the nucleus. Further, it is investigated to which degree sequencing experiments and
confocal laser scanning microscopy can be employed for such predictions. In Section
4.2, the results of the diffusion simulation are analyzed and a comparison is made
to prominent transport models in polymer systems and to predictions by percolation
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theory. The effect of compartmentalization manifests itself in specific diffusion coef-
ficients, anomaly parameters, permeabilities, and characteristic time scales of normal
and anomalous diffusion. Section 4.3 connects the results of the previous two sections,
and a scalar quantity measuring the inhomogeneity of the chromatin network is pro-
posed. Relations between this measure of inhomogeneity and transport quantities are
demonstrated.
In Chapter 5, the results of the simulations of dynamic chromosomes and their interplay
with diffusing molecules are presented. The following questions are addressed:
• What is the influence of chromatin dynamics on molecular diffusion?
• What is the difference between molecular crowding induced by diffusing
macromolecules and molecular crowding induced by chromatin fibers?
In Section 5.1, the structure and the dynamics of interphase chromosomes that develop
via the decondensation of compact metaphase chromosomes are analyzed. Section 5.2
contains the results of the simulation of molecular diffusion in the dynamic interphase
chromatin network, particularly with regard to the effect of molecular crowding in-
duced by a high concentration of diffusing macromolecules.
Chapter 6 gives a summary of the achievements of this thesis and an outlook on possible
future studies.
Chapter 2
Theoretical Background
This chapter reviews the theoretical concepts of diffusion, fractals, polymer physics,
random media and Monte Carlo simulation. These concepts are the background for
the development of the chromatin model of and its realization in computer simulations
[see Chapter 3], and for the evaluation of the simulation results [see Chapters 4 and 5].
Further theoretical concepts that are results of this thesis will be presented in later
chapters.
2.1 Diffusion
The transport of biomolecules in the cell nucleus is effected by Brownian motion. In
random collisions, molecules exert random forces on each other, and single molecules
move in a random, erratic manner. Their resulting net motion is called diffusion.
The content of this section is partly adopted from the textbooks by Bunde and Havlin
[105] and by Rubinstein [106].
2.1.1 Random Walks and Normal Diffusion
A random walk is a formalization of a trajectory that consists of successive random
steps. Diffusion is the continuum limit of the random walk model. The realization of
a random walk on a Cartesian lattice allows for the simplest theoretical treatment of
diffusion. On a d-dimensional Cartesian lattice, a walker hops to one of the nearest-
neighbor sites at each time step. The net displacement after n steps is
r(n) =
n∑
i=i
ei, (2.1)
where ei is a unit vector representing the ith step of the walk. Since no direction is
preferred, the average displacement after n steps is
〈r(n)〉 = 0. (2.2)
Single steps are statistically independent, so that 〈ei ·ei〉 = 1 and 〈ei ·ej〉 = 0 hold for
i 6= j. Such a walk is not self-avoiding: single sites can be visited arbitrarily often [as
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illustrated in Fig. 2.1]. The mean squared displacement (MSD) is
〈r2(n)〉 =
〈(
n∑
i=i
ei
)2〉
= n+ 2
n∑
i<j
〈ei · ej〉 = n. (2.3)
Figure 2.1: A random walk with n =
20 000 steps on a two-dimensional Cartesian
lattice. The coloring indicates the step num-
ber i. The walk is not self-avoiding, which
allows for revisiting single sites arbitrarily
often.
The lattice constant is the physical length that corresponds to the spacing of the lattice.
With a lattice constant a, a time step unit τ , and t = nτ , one can write
〈r2(t)〉 = (2d)Dt, (2.4)
where D = a2/(2d)τ is the diffusion coefficient. If the MSD is proportional to time
t, diffusion is known as normal diffusion and can typically be detected in liquids.
If a small colloidal particle is pulled through a liquid with a constant force ~F , it will
achieve the constant velocity ~v. The friction coefficient ζ relates force and velocity:
~F = ζ~v (2.5)
Since the constant force results in a constant velocity, the liquid itself must exert an
absolutely equal but opposite force −~F on the particle. Then, at force equilibrium, the
diffusion coefficient is related to the friction via the Einstein relation:
D = kBT/ζ, (2.6)
where kB and T are the Boltzmann constant and the temperature, respectively. In a
Newtonian liquid [see also Subsec. 2.3.3], the friction coefficient depends only on the
viscosity η and the radius R of the particle (Stokes law):
ζ = 6πηR (2.7)
Combining Eqs. (2.6) and (2.7) results in the Stokes-Einstein-relation
D = kBT/(6πηR). (2.8)
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2.1.2 Anomalous Diffusion
Referring to Eq. (2.3), the linearity of the MSD in time t is lost if 〈ei ·ej〉 does no longer
vanish for i 6= j. Then, steps are correlated and the scalar product ei · ej depends on
where the walker is after steps i and j. This can be the case, for instance, if the walker
encounters obstacles. Inaccessible sites reject the walker and back steps are more likely
than steps forward, which distorts the equi-probability of the step directions. Diffusion
is called anomalous if the relation
〈r2(t)〉 ∼ tα (2.9)
holds, where α 6= 1 is the anomaly parameter. Obstruction, in particular, leads
to subdiffusion with α < 1 while superdiffusion (α > 1) occurs, e.g., when flows are
involved in the transport process.
Obstruction can lead to the confinement of a walker in such a way that the MSD never
exceeds a certain value. In that case, α approaches 0 at late times. If obstructed but
not confined, short-time anomalous diffusion can become normal at late times. In Eq.
(2.4), the correlations 〈ei · ej〉 vanish at large |i− j| since steps that are far apart are
mostly independent, and the contribution of correlations to the MSD is small compared
to n. Then, diffusion undergoes a transition from anomalous to normal diffusion.
2.1.3 Fractals
The trajectory of a random walk is self-similar - a part of it looks like the whole
trajectory itself. An object with this property is called a fractal. Its mass M scales
with the distance r upon dilation by a factor λ as
M(λr) = λdfM(r), (2.10)
where df denotes the fractal dimension of the object. In three dimensions, this holds
trivially with df = 3 for any dense object like, for instance, a cube. For one-dimensional
objects like random walk trajectories, or also polymers, df is less than 3 and can be
non-integer.
The fractal dimension of a random walk is often denoted dw in order to distinguish it
from the fractal dimension of the space on which the walk is performed, or from the
fractal dimension of the obstacles the walker may encounter. Considering the trajectory
of a random walk as its body, its mass is given by the number of steps n, or equivalently,
by the elapsed time t. For an unobstructed random walk with 〈r2(t)〉 ∼ t, one gets
M ∼ t ∼ rdw , (2.11)
and with Eq. (2.9) one obtains dw = 2/α = 2. In an obstructed random walk therefore
dw > 2 holds. Consequently, obstruction results in a more compact trajectory due to
a higher probability of re-visiting sites.
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2.2 Polymer Physics
Polymers are long molecules consisting of a large number of repeating units (monomers)
which are connected by chemical bonds. DNA is a chain of interlinked mononucleotide
pairs. The 30 nm chromatin fiber consists of more or less regularly compacted DNA
and can therefore also be regarded as a polymer. In this idealized view, a chromatin
fiber is considered a chain of effective monomers that are successively connected by
bond vectors.
The content of this section is partly adopted from the textbook by Rubinstein [106].
2.2.1 Ideal Chains
In a chain polymer consisting of n+1 monomers there are n bond vectors. Let bond
vector ~ri point from the (i-1)th monomer to the ith monomer [see scheme in Fig. 2.2].
A chain polymer is referred to as an ideal chain if there are no net interactions between
monomers i and j that are separated by a high number of monomers. The end-to-end
vector is the sum of all bond vectors of the chain:
~Rn =
n∑
i=1
~ri. (2.12)
Individual chains can have different bond vectors and different end-to-end vectors.
There is no preferred direction of bond vectors in an ideal chain, and the ensemble
averaged end-to-end vector is zero:
〈~Rn〉 = 0 (2.13)
The mean squared end-to-end distance is
〈R2〉 = 〈~R2n〉 = 〈~Rn · ~Rn〉 =
〈(
n∑
i=1
~ri
)
·
(
n∑
i=j
~rj
)〉
(2.14)
=
n∑
i=1
n∑
j=1
〈~ri · ~rj〉.
Assuming a constant bond length l = |~ri|, the scalar product can be written in terms
of the angle θij drawn by bond vectors ~ri and ~ri:
~ri · ~rj = l2 cos θij . (2.15)
There are no correlations between directions of bond vectors, and 〈cos θij〉 = 0 holds
for i 6= j. Consequently, there are only n non-zero terms in the double sum (cos θij = 1
for i = j), yielding
〈R2〉 = l2
n∑
i=1
n∑
j=1
〈cos θij〉 = nl2. (2.16)
In real chains not all directional correlations between distant bond vectors vanish. The
chain is swelled up by this, and Eq. (2.16) can be altered to
〈R2〉 = Cnl2, (2.17)
2.2. POLYMER PHYSICS 17
Figure 2.2: Scheme of an ideal chain.
where C is called the characteristic ratio and expresses the distant correlations. C may
vary greatly between different types of polymers, and in order to obtain a universal
scaling relation for all polymers one can define an effective bond length b (Kuhn length)
and the effective monomer number N such that
Nb = nl ≡ L. (2.18)
L denotes the overall length of the chain polymer. By postulating the relation
〈R2〉 = Nb2, (2.19)
one finds by comparison to Eq. (2.19):
N =
L2
Cnl2
(2.20)
and
b =
〈R2〉
L
=
Cnl2
L
(2.21)
2.2.2 Worm-like Chain Model
If bond angles between two bond vectors are a constant, θ, (freely rotating chain
model, see scheme in Fig. 2.3), explicit correlations between bond vectors exist. The
component of the (i+1)th bond vector along the ith bond vector is l cos θ, and conse-
quently the average directional correlation between arbitrary bond vectors ~ri and ~rj is
~ri · ~rj = l2(cos θ)|j−i|. One can write
(cos θ)|j−i| = exp [|j − i| ln (cos θ)] = exp
[
−|j − i]
lp
l
]
, (2.22)
where lp = l/ ln (cos θ) denotes the persistence length – the average distance along
the contour of the chain at which directional correlations decay. Then, Eq. (2.14)
transforms like
〈R2〉 = l2
n∑
i=1
n∑
j=1
cos θij = l
2
n∑
i=1
n∑
j=1
(cos θ)|j−i| (2.23)
= l2
n∑
i=1
n∑
j=1
exp
(
−|j − i]
lp
l
)
.
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This relation is also valid if the bending angle is not a constant. If so, cos θ is to be
replaced by 〈cos θ〉.
Figure 2.3: Scheme of a freely rotating chain. No
torsion potentials occur along the chain. A bond
vector ~ri can rotate freely around the axis of the
bond vector ~ri−1. Every pair of subsequent bond
vectors draws the same bond angle θ.
The model of the worm-like chain (WLC) is a special case of the freely rotating chain
for infinitely small values of the bond angle. For a chain with overall length L = nl
the summation in Eq. (2.23) can be changed into a integration over the contour of the
chain:
〈R2〉 =
∫ L
0
[∫ L
0
exp
(
−|u− v|
lp
)
dv
]
du
= 2lpL− 2l2p
(
1− exp
(
−L
lp
))
. (2.24)
The energy cost for bending a Kuhn segment of the WLC by an angle θ can be ap-
proximated by a harmonic bending potential [106]
Ub(θ) =
g
2
kBTθ
2, (2.25)
where g is the intrinsic bending rigidity constant of the chain in units of kBT . The
persistence length (an apparent property of a worm-like chain) is connected to its bend-
ing rigidity (an intrinsic property). The probability of the occurrence of a particular
bending angle θ is proportional to the Boltzmann factor exp [−Ub(θ)/(kBT )]. With Eq.
(2.25) the average cosine of the bending angle is given via [107]
〈cos θ〉 =
∫ pi
0
cos θ sin θ exp [−g θ2/(2 kBT )] dθ∫ pi
0
sin θ exp [−g θ2/(2 kBT )] dθ
, (2.26)
which can be related to the persistence length with Eq. (2.22).
2.2.3 Polymer Solutions
Polymer solutions can be obtained by dissolving polymers in a solvent. The volume
of a single polymer is Nvmon, where vmon is the volume of a single chemical monomer.
A polymer of size R = 〈R2〉1/2 spans the pervaded volume of solution Vp ≈ R3. The
volume fraction of a single polymer inside the pervaded volume is the overlap volume
fraction φ∗ = Nvmon/Vp. If the volume fraction of the polymer solution φ0 equals the
overlap volume fraction φ∗, single polymer chains are just at overlap [Fig. 2.4(b)].
The solution is dilute if φ0 < φ
∗, and then the average distance between monomers
is less than their size [Fig. 2.4(a)]. The solution is semidilute if φ0 > φ
∗, and single
polymers strongly intermingle [Fig. 2.4(c)].
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(a) (b) (c)
Figure 2.4: Solution regimes of polymers. (a) Dilute (φ0 < φ
∗), (b) overlap (φ0 = φ
∗), and (c)
semidilute (φ0 > φ
∗).
2.2.4 Excluded Volume
The conformation of a chain polymer in solution is determined by the attractive or
repulsive interactions between single monomers and between monomers and solvent
molecules. Let U(r) denote the energy cost of bringing two monomers from infinity to
a distance r of each other in the solvent. A possible measure of these interactions is
the excluded volume v: It is defined as
v =
∫
(1− exp [−U(r)/(kBT )])d3r (2.27)
A net attraction has a negative excluded volume and a net repulsion has a positive
excluded volume. If monomers are chemically identical to the solvent and there is
no energy difference between their interactions, only hard-core repulsions occur. For
spherical monomers with diameters b, U(r) is given by
U(r) =
{ ∞ if r < b,
0 if r ≥ b, (2.28)
and the excluded volume is v ≈ b3. The conformation of such a chain polymer is
determined by the balance of the effective repulsion between monomers and the entropy
loss due to such deformation. A simple approach that describes the scaling of a polymer
with excluded volume interaction is the Flory theory: Considering a polymer with N
monomers interacting via volume exclusion. This polymer is is swollen to a size greater
than that of an ideal chain, R = bN1/2. In Flory theory it is assumed that monomers
are uniformly distributed within the volume R3. The probability of finding a second
monomer within the excluded volume v of a given monomer is vN/R3. The energetic
cost for being excluded from this volume is kBTvN/R
3 for a single monomer. For the
whole chain, the contribution of volume exclusion to the free energy of the polymer is
Fint = kBTv
N2
R3
. (2.29)
The entropic contribution to the free energy is the energy required to stretch an ideal
chain to size R:
Fent = kBT
R2
Nb2
. (2.30)
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The minimum of the free energy F = Fint + Fent is obtained by setting ∂F/∂R = 0:
∂F
∂R
= kBT
(
−3vN
2
R4
+ 2
R
Nb2
)
= 0 (2.31)
This yields the ideal size of the swollen chain
RF = v
1/5b2/5N3/5. (2.32)
In terms of a universal scaling law
√〈R2〉 = bNν , the size of ideal chains scales with the
exponent ν = 1/2. In contrast, the scaling exponent of chains with excluded volume
interaction obtained from Flory theory is ν = 3/5, which gives a fractal dimension
df = 5/3. More sophisticated theories give the scaling exponent ν ∼= 0.5888 [108].
In the case of attraction between monomers (v < 0 according to Eq. (2.27)), a polymer
forms a globule [106]. Assuming a dense packing of the monomers, its size is
Rgl ≈ b
2
|v|1/3N
1/3. (2.33)
2.2.5 Rouse Model of Polymer Dynamics
The Rouse model describes the diffusive motion of a chain polymer (referred to as
’Rouse chain’) in a solvent. Every single monomer is regarded as a bead with its own
independent friction. The total friction coefficient of the whole Rouse chain is the sum
of the contributions by each of the N beads:
ζR = Nζ (2.34)
Using Eq. (2.6), the diffusion coefficient of the Rouse chain is
DR =
kBT
ζR
=
kBT
ζN
. (2.35)
The time the Rouse chain requires to diffuse a distance of the order of its own size is
called the Rouse time:
τR ≈ R
2
DR
≈ R
2
kBT/(Nζ)
=
ζ
kBT
NR2 (2.36)
Further, the characteristic time a single monomer requires for diffusing a distance of
its on size is the Kuhn monomer relaxation time
τ0 ≈ b
2
D
≈ b
2ζ
kBT
, (2.37)
and with the universal scaling law R = bNν both times can be related:
τR ≈ ζ
kBT
NR2 =
ζb2
kBT
N1+2ν ≈ τ0N1+2ν (2.38)
For an ideal chain with ν = 1/2 the exact relaxation time of the chain originally
published by Rouse is [106]
τR =
ζb2
6π2kBT
N2. (2.39)
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Since polymer chains are self-similar objects, they also exhibit dynamic self-similarity.
Sections of a polymer withM monomers behave like a whole polymer withM monomers.
For a polymer with N monomers in total, N relaxation modes with corresponding re-
laxation times exist, the shortest and the longest of which are τ0 and τR. The relaxation
time of mode number p = N/M (M = 1, 2, . . . , N) then is
τp =
ζb2N2
6π2kBTp2
≈ τ0
(
N
p
)2
. (2.40)
In this nomenclature τN ≡ τ0 and τ1 ≡ τR hold. Chain sections containing N/p
monomers diffuse a distance of the order of their own size b(N/p)1/2 during the relax-
ation time τp. The mean squared displacement of a single monomer during the time τp
is of the order of the mean squared size of a section with N/p monomers involved in
the coherent motion on this time scale:
〈r2(τp)〉 ≈ b2N
p
≈ b2
(
τp
τ0
)1/2
. (2.41)
τp can be replaced by any intermediate time t, yielding
〈r2(t)〉 ≈ b2
(
t
τ0
)1/2
for τ0 < t < τR. (2.42)
Referring to Eq. (2.9), the motion of a monomer is subdiffusive with an anomaly
exponent α = 1/2.
2.3 Transport in Random Media
A polymer network exhibits a high degree of randomness and its structure can be
characterized only statistically. In this section some connections between statistical
structure properties and effective transport quantities transport in random media are
explained.
2.3.1 Percolation
Percolation concerns the transport of liquids in porous media. When water drips
through a piece of rock, for instance, the pores of the rock are interconnected, they
“percolate”. The importance of percolation lies in the fact that it models critical phase
transitions [109]. In the lattice percolation problem, occupied lattice sites represent
the matrix of a two-phase porous medium. Unoccupied sites represent the pores. The
probability of a single site being unoccupied, p, is universal. The specialty of such a
system is that the connectedness of clusters of unoccupied sites is determined by p.
On an infinite lattice, these clusters are isolated from each other at low p, while a
spanning cluster occurs sharply upon crossing the critical threshold pc [see Fig. 2.5 for
an illustration].
The MSD of a random walker hopping between free sites gives an account of the
connectivity of free-site clusters. If p < pc, the MSD of the walker becomes constant
for long times as the walker cannot travel beyond the extent of the isolated free clusters.
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If p > pc, the walker is able to travel arbitrarily far and it diffuses normally at long
times. At the percolation threshold pc , the spanning cluster is fractal on all length
scales. Diffusion on a fractal set is anomalous, and the anomaly parameter α is a
characteristic of the type of the lattice.
p=0.5 p=0.6 p=0.7
Figure 2.5: Percolation clusters on 50 × 50 square lattices. Occupied sites are black, unoccupied
sites (accessible for a random walker) are colored. p denotes the probability of a single site being
unoccupied. Different colors mark mutually isolated clusters. Upon crossing the percolation threshold
pc = 0.592746 from p < pc, isolated clusters of unoccupied sites merge into a spanning cluster.
2.3.2 Effectively Accessible Space of a Polymer Solution
If a random walker encounters obstacles that are not randomly distributed but, e.g.,
linearly arranged like in a polymer solution, the universal probability pc loses its signif-
icance [110, 111, 112]. Consider a chain polymer consisting of N spherical monomers
with radii R0 and centers ri. With V0 = 4πR0
3/3, this polymer occupies the volume
fraction φ0 = NV0/Vtot, where Vtot denotes the total volume of the solution. The ef-
fectively accessible space contains all possible trajectories of the diffusing molecule
within the polymer solution. This space occupies less than the volume fraction 1− φ0
of the voids since a molecule cannot be considered point-like, and consequently some
space around the polymer is excluded to the center of the diffusing molecule. If there
are multiple molecules diffusing at the same time, the effectively accessible space of
a single molecule is further reduced, as well as the individual mobilities (molecular
crowding).
The effectively accessible space is the analogue to the clusters of free sites in the lattice
percolation problem. The analogue of the lattice matrix is the complement of the
effectively accessible space – the excluded volume of the polymer.
Assuming no intra- and intermolecular interactions except steric volume exclusion, the
space that is excluded to a molecule with radius Rm equals the union of spheres with
centers ri and effective radii R = R0 + Rm. Both views [sketched in Fig. 2.6] of a
spherical molecule in a polymer system are equivalent [113]. Due to intersections of
the effectively inaccessible spheres, the volume of their union is not simply given by
the sum of all N sphere volumes, but by the alternating series (inclusion-exclusion
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(a) (b)
Figure 2.6: Two views of a diffusing molecule interacting with a chain polymer via hard-core volume
exclusion. (a) Some space around the polymer is excluded to the diffusing molecule, and the space
containing all possible trajectories of the molecule is not apparent. (b) The gray domain indicates
the excluded volume of the polymer. All possible trajectories are contained within the effectively
accessible space (white domain).
principle) [114]
V unN =
N∑
i=1
volume of
sphere i
−
N∑
i<j
volume of the
intersection
of sphere
i and j
+
N∑
i<j<k
volume of the
intersection
of sphere
i, j and k
− · · · .
(2.43)
Calculating the intersection volume of spheres requires knowledge of their positions ri,
which are usually not available for polymers. Torquato and Stell [115] have developed a
formalism to obtain an expression for the series in Eq. (2.43) that contains the spatial
correlations of the spheres instead. The following derivation has mainly been adopted
from Ref. [116]:
In a two-phase medium whose matrix phase is composed of homogeneous spheres, let
r
N = {r1, r2, . . . , rN} denote some realization of the matrix, and let m(|x − ri|;R)
indicate a single sphere with center ri and radius R:
m(|x− ri|;R) =
{
1 if |x− ri| ≤ R
0 if |x− ri| > R (2.44)
The one-point probability S1(x;R) of the matrix - the probability that a point x lies
within the matrix phase - is given by
S1(x, R) =
∞∑
k=1
(−1)k+1
k!
∫
ρk(r
k)
k∏
j=1
m(|x− rj |;R)drj, (2.45)
where ρk(r
k) is the generic k-particle probability density function such that ρk(r
k)drk
is the probability of finding any subset of k sphere centers in volume element drk.
Polymer solutions have no preferred origin and are statistically homogeneous. There-
fore, ρk(r
k) depends only on the relative displacements of the spheres. Without loss of
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generality, r1 can be chosen as the origin, and one can write ρk(r
k) = ρk(r12, r13, . . . , r1k),
where rij = rj − ri. Hence ρ1(r1) equals the constant number density ρ = N/Vtot =
φ0/V0 of the spheres, and one obtains the k-particle correlation function
gk(r
k) =
ρk(r
k)
ρk
. (2.46)
The probability that a point in the medium belongs to the matrix phase is global
and equals the volume fraction of the matrix: S1(x, R) = φ (R). In case of statistical
isotropy, the pair correlation function g2(r12) depends only on the radial distance r12
of the points and is usually referred to as the radial distribution function (RDF).
Polymer models typically do not provide correlations of orders higher than k = 2. In
general, higher order correlations remain uncertain and φ(R) can be calculated only
approximately according to Eq. (2.45). Writing out the terms of first and second order,
one gets
φ(R, φ0) =
∫
ρm(|x− r|;R)dr
− 1
2!
ρ2
∫
g2(r12)m(|x− r1|;R)m(|x− r2|;R)dr12 + · · ·
= φ0 (R/R0)
3 − 1
2
(φ0/V0)
2
∫
g2(a)V
int
2 (a;R)4πa
2da+ · · · , (2.47)
where V int2 (a;R) denotes the volume of the intersection of two spheres with common
radius R and center-to-center distance a.
If φ(R, φ0)− φ0 ≪ 1, which is the case for small values of Rm = R− R0, φ(R, φ0) can
be approximated by Eq. (2.47), whereas correlations of higher order are required for
larger Rm.
2.3.3 Viscoelasticity and Microrheology
In the Rouse model for dynamic chain polymers, the subdiffusive motion of monomers
at times τ0 < t < τR indicates the viscoelasticity of the chain. Viscoelastic materi-
als have intermediate properties between Newtonian liquids and Hookean solids. A
Hookean solid is perfectly elastic, which means that the shear stress σ and the shear
strain γ are proportional, with the constant of proportionality defining the shear mod-
ulus:
G ≡ σ
γ
(2.48)
A Newtonian liquid is perfectly viscous, which means that the stress σ is zero at any
constant strain γ. Instead, σ is proportional to the shear rate γ˙ ≡ dγ/dt. The constant
of proportionality is the viscosity
η ≡ σ
γ˙
. (2.49)
The simplest model of a viscoelastic material is the Maxwell model, which combines
a perfectly elastic solid with a perfectly viscous liquid in series. In this approach the
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shear strain is the sum γ = γv + γe, where γv is the shear strain of the viscous element
and γe is the shear strain of the elastic element. The stress is the same in both elements:
σ = GMγe = ηM
dγv
dt
. (2.50)
Here Gm and ηM are the shear modulus of the elastic element and the viscosity of the
viscous element, respectively, and their ratio
τM ≡ ηM
Gm
(2.51)
defines a characteristic timescale of the viscoelasticity, the relaxation time. In case of
a Rouse chain, the Rouse time τR equals this relaxation time.
If the applied strain is time-dependent, e.g., sinusoidal with the angular frequency ω
γ(t) = γ0 sin (ωt), (2.52)
the stress in a perfectly elastic solid will be
σ(t) = Gγ(t) = Gγ0 sin (ωt). (2.53)
In a perfectly viscous liquid, however, the stress will be
σ(t) = η
dγ(t)
dt
= ηγ0ω cos (ωt) = ηγ0ω sin (ωt+
π
2
). (2.54)
In a viscoelastic material a phase angle δ will occur:
σ(t) = σ0ω sin (ωt+ δ). (2.55)
Generally, this phase angle can be frequency-dependent. The stress will remain sinu-
soidal and can be separated into two orthogonal components that oscillate with the
same frequency, one in phase with the strain and the other out of phase with the strain
by π/2:
σ(t) = γ0 [G
′(ω) sin (ωt) +G′′(ω) cos (ωt)] . (2.56)
G′(ω) and G′′(ω) characterize the elasticity and the viscosity of the medium and are
called storage modulus and loss modulus, respectively. They are the real and the
imaginary parts of the complex shear modulus
G∗(ω) = G′(ω) + iG′′(ω). (2.57)
The fluctuation dissipation theorem says that a system at thermal equilibrium responds
to small perturbations the same way as to spontaneous thermal fluctuations. This
allows to relate the fluctuation spectrum of the MSD of diffusing particles embedded
in the system to its viscoelastic response. A technique utilizing this is ’microrheology’.
Here probes are injected into a system and then the motion of the probes is recorded
with some tracking technique. The prefix ’micro’ stems from the fact that biological
samples are often homogeneous on a macroscale, but inhomogeneous on a microscale.
Microrheology has been developed to measure this behavior [117].
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A unilateral Laplace transform of the mean squared displacement 〈r2(t)〉 gives the
function 〈r˜2(s)〉. A unilateral Fourier transform of the complex shear modulus G∗(ω)
gives the stress relaxation modulus G(t). Further, inverse Laplace transformation gives
the function G˜(s). The functions in the s-domain are related via [118]
G˜(s) =
kBT
πRs〈r˜2(s)〉 . (2.58)
In order to get from the MSD obtained in simulation to the moduli G′(ω) and G′′(ω),
a method described by Mason and Weitz [119] can be applied to avoid most of the
involved Laplace and Fourier transforms: First, one computs the Laplace transform
〈r˜2(s)〉 of the MSD. Then one fitted G˜(s) as a function of 〈r˜2(s)〉 to the numerical data
to get an analytic expression. And then, by substituting i ω for s, one directly obtains
the complex shear modulus G∗(ω).
2.4 Metropolis Monte Carlo
This section is partly adopted from Ref. [120]. The principle of Monte Carlo methods is
to sample states of system in random experiments. In order to determine the value of an
observable A in a physical system – for instance, the mean squared end-to-end distance
of a chain polymer – one has to calculate the average 〈A〉 over many realizations of the
system. The value A(X) of the observable measured in one particular realization X of
the system contributes to the average according to the statistical weight P (X) of this
realization. Keeping constant the number particles in the system (e.g., the number
of monomers), the volume, and the temperature, the probability distribution of the
microscopic states of the system is represented by the canonical ensemble. Then, the
average value of the observable is given by
〈A〉 = 1
Z
∫
dXA(X) exp
[
−H(X)
kBT
]
, (2.59)
where Z =
∫
dX exp [−H(X)/(kBT )] is the partition function, X being a point in the
phase space, and H(X) the Hamiltonian of the system. A specific state of the system
is represented by a point in the phase space.
The idea behind Monte Carlo simulation is to replace the integration in Eq. (2.59) by
a sum over a finite set of system states {Xν} sampled in random experiments:
A¯ =
1
Z
∑
ν
A(Xν) exp
[
−H(Xν)
kBT
]
(2.60)
In the ’simple sampling’ Monte Carlo method the system states are chosen uniformly
and randomly from the phase space, but since the distribution function P (X) =
exp
[
−H(X )
kBT
]
is sharply peaked, too few samples {Xν} fall into this region; prefer-
entially, one takes the samples from the peak region. This is achieved by choosing
the samples proportionally to the probability P (X) (importance sampling), and Eq.
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(2.60) transforms into a simple arithmetic average
A¯ =
1
N
N∑
ν=1
A(Xν), (2.61)
where N is the number of samples. Instead of collecting samples of the phase space
independently, Metropolis et al. [121] proposed to obtain the desired set of system
states in a Markov process X1 → X2 → · · · → Xν−1 → Xν → · · · where each state
Xν is created from the previous one with a transition probability W (X → X′). At
equilibrium, the average number of transitions from state X to state X′ is equal to
the average number of transitions from state X′ to state X (detailed balance):
P (X)W (X → X′) = P (X′)W (X′ → X) (2.62)
In the Metropolis Monte Carlo algorithm, a choice of the transition probability W that
satisfies Eq. (2.62) is
W (X → X′) =
{
exp (− δH
kBT
), if δH ≡ H(X′)− δH(X) > 0,
1 else.
(2.63)
The considered Markov process can also be interpreted as a dynamic evolution of the
system if the index ν of the successive states is associated with a time variable t. P (Xν)
is then interpreted as P (X, t). It is not obvious that t is simply proportional to the
physical time. But if W in Eq. (2.63) is reinterpreted as transition probability per
unit time, the Markov chain of phase space points X1 → · · · → Xν → · · · can be
considered as a numerical realization of the following master equation
dP (X, t)
dt
= −
∑
X
′
W (X → X′)P (X, t)
+
∑
X
′
W (X′ → X′)P (X′, t). (2.64)
Eq. (2.64) has an obvious physical interpretation: the probability of a state X de-
creases by all processes that lead away from the state X to another state X ′. All
inverse processes from a state X ′ to state X lead to a gain of probability. In ther-
mal equilibrium, loss and gain process compensate each other because of the detailed
balance [Eq. 2.62]. Hence, dP (X, t)/dt = 0 in thermal equilibrium.
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Chapter 3
Modeling Approach and Simulation
Methods
This chapter introduces the chromatin model. Existing techniques for the simulation
of polymer networks are explained, and newly developed methods for modeling the
specific features of chromatin fibers are presented.
The simulation of dynamic chromatin fibers is based upon the simulation of molecular
diffusion with random walks. A prerequisite for the realistic simulation of diffusion in
chromatin networks is the calibration of the lattice model towards realistic continuum
limits. The conduction of these calibrations with lattice refinements and their results
are presented.
3.1 Approach to Modeling Molecular Transport in Chromatin
Networks
The computer simulation of the diffusional transport in the cell nucleus has to meet
the following requirements:
• The specific structure of chromatin fibers must be incorporated
• A connection between the structure and the diffusion behavior is possible
• The simulation is computationally inexpensive
Numerous approaches exist to connect the structure of a disordered medium to the
transport of certain substances therein. A prominent term associated with the trans-
port in materials like soils, rocks, ceramics or alloys is ’pore’. Such a material is also
called a ’porous medium’. Pores can be perceived as simple geometric bodies (e.g.,
spheres) that compose the space which is available for the transport in these materials
[see Fig. 3.1(a)]. This space is characterized by the volume fraction of the pores, by
their shape, by the distribution of their sizes, by their fractal dimensions, and by their
three-dimensional distribution. Flow or diffusion behavior inside the pore space can
be connected to these properties [122, 123, 124, 125, 126, 127, 128].
In materials with low matrix volume fractions, a major portion of the material belongs
to the pore space. The pore space must consequently have a convex shape, which com-
plicates the definition of pores and their sizes. Thus the direct connection of the pore
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space to the transport behavior within is lost. Instead, the geometry of the matrix gains
importance. Particularly for gels [schematically depicted in Fig. 3.1(b)], experiments
have shown a connection of radius-dependent diffusion coefficients of macromolecules
and effective mesh sizes or characteristic crosslink lengths [129, 130, 131, 132, 133, 134].
Several theoretical studies on this topic have been performed [135, 136, 137, 138, 113].
For the cell nucleus – idealized as a porous medium with the chromatin network form-
ing the matrix – the situation is once more different. Chromatin fibers are unbranched
linear macromolecules without crosslinks. It has been discussed that interphase chro-
matin fibers form loops [57, 58, 60, 59], which can be interpreted as some kind of
crosslinking. However, interphase loops have been attributed primarily to entropic
forces [70, 71, 72], and there is no evidence for permanent crosslinks between intra-
chromosomal or interchromosomal chromatin that would provide for the definition of
characteristic mesh sizes or crosslink lengths as straightforward as for gels. Certainly,
a diffusing molecule will experience a medium as depicted in Fig. 3.1(c) in a similar
way as a typical gel [Fig. 3.1(b)]. The molecule will effectively ’see’ meshes, which
allows to deduce an effective mesh size from measured diffusion behavior. This has
been done in studies including tracking experiments of fluorescent tags in cell nuclei
[79, 88, 87]. The crucial difference between the idealized cell nucleus and a gel is that
a quantity such as the effective mesh size does not result directly from the assembly
of the matrix from its building blocks. The matrix of the cell nucleus is built from a
single unbranched polymer, and the effective mesh size results from the specific folding
of this polymer – from the higher order structure of the chromatin fiber.
(a) (b) (c)
Figure 3.1: Schematic depiction of porous media. (a) A medium with low porosity. Characteristic lengths
like, e.g., the mean pore diameter dp can be defined. (b) A medium with high porosity and a crosslinked
matrix. Characteristic lengths like the mean mesh size ξ or the mean crosslink length lc can be defined. (c)
A medium with low porosity and an uncrosslinked matrix, similar to an idealized cell nucleus. What would
be a characteristic length?
Thus a model describing a single chromatin fiber forms the basis of the simulation
of the cell nucleus. A widely used tool for the generation of polymer systems is
Monte Carlo simulation [see Sec. 2.4], which allows to sample realistic physical states
with a Markov process. However, this generation is computationally expensive if a
large number interaction potentials between single monomers have to be computed
at each step of the Markov process. This is the case particularly with a continuum
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representation of chromatin fibers, whose effective monomers interact via volume ex-
clusion [see Subsec. 2.2.4]. A possible solution of this problem is lattice discretiza-
tion. Lattice models have contributed widely to the understanding of polymers and
their dynamics [104, 108, 139, 120, 140]. Further, the mobilities of particles in gels
[141, 142, 143, 144, 145, 113] and the percolation of pore spaces in disordered media
[146, 111, 112, 147] have been investigated in simulation studies using lattice discretiza-
tion. The basic idea is that the occupation of a specific point in space by chromatin
can be expressed by a Boolean variable associated with this point. By discretizing the
space in such a way that a single monomer is represented by a single site on a lattice,
their number can be set to a finite value. Then, in order to check if a certain point
in the discrete space is occupied or free, one simply has to read the Boolean variable
associated with this point. Therefore, lattice model lends itself for the simulation of
chromatin fibers and transport processes in the cell nucleus.
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3.2 Lattice Model of Chromatin
3.2.1 Representation of a Chain Polymer
In this work, chromatin fibers are modeled by lattice chain polymers. A chain polymer
is represented by connected sites on a three-dimensional Cartesian lattice. Single sites
represent the monomeric subunits of the polymer. In order to provide for the connect-
edness of the chain, a maximum distance l (bond length) between subsequent sites has
to be maintained. The allowed bond lengths here are l = 1,
√
2 and
√
3 in lattice units.
The bending rigidity is one of the fundamental physical properties of chromatin fibers,
and it is explicitly accounted for in the model of the worm-like chain (WLC). Based
on the approach by Wedemeier et al. [101], the model of the worm-like chain is the
physical backbone of the simulations presented herein. A bending angle θi at the i-th
bond is drawn by the two bond vectors ~ri−1 and ~ri. The bending rigidity of chromatin
is modeled by harmonic potential functions of θi, calculated at each monomer. This
gives the total internal energy of the chain
E
kBT
=
g
2
N−2∑
i=1
θi
2, (3.1)
where N denotes the number of chain bonds and g the bending rigidity constant in
units of kBT , respectively.
3.2.2 Monte Carlo Bond Fluctuation Procedure
In order to generate realizations of a canonical chromatin ensemble, the single-site bond
fluctuation method (BFM) for lattice polymers of Carmesin and Kremer [104] has been
combined with the Metropolis Monte Carlo method [121] (see Sec. 2.4). The name of
the BFM stems from the fact that a bond connecting two sites of the chain can have a
fluctuating length. The procedure goes as follows: An initial chromatin conformation
x0 is iteratively altered in a sequence of Monte Carlo (MC) moves [see Fig. 3.2]. In a
MC move on conformation xk, one monomer of the chain and – among its 26 neighbor
sites – one trial position for its displacement are randomly picked. If the trial position
is already occupied by another monomer, or if the chain connectivity is violated with
the trial conformation, this move is rejected. Otherwise, the bending energy of the trial
conformation x∗, E∗, is computed and the Metropolis Monte Carlo criterion is applied:
If E∗ < Ek, the move is always accepted and one sets xk+1 = x∗. If E∗ > Ek, it is
accepted if a uniform random number a ∈ [0, 1] satisfies a < exp [−(E∗ − Ek)/kBT ] or
else rejected.
Fig. 3.2 illustrates the displacement of a lattice site and the bond fluctuation of the
adjacent bonds.
3.2.3 Persistence Length of a Worm-like Chain on a Lattice
The WLC models stiff polymers with small bending angles θ (cos θ ≈ 1). On the
lattice, there is a discrete set of angles between bond vectors; their cosines range from
-1 to 1. The integration in Eq. (2.26) transforms into a summation over all possible
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(a)
(c)
(b)
Figure 3.2: Illustration of the bond fluctua-
tion method. (a) Initial conformation. The ith
monomer has been picked for a random displace-
ment. Bond lengths: li =
√
2, li+1 = 1) A new
position for the ith monomer has been fixed. (c)
Final conformation. The ith monomer has been
moved to the new position. Bond lengths now:
li = 1, li+1 =
√
2
bond angles:
〈cos θ〉 =
∑
θ cos θ P (θ) exp [−g θ2/2 kBT ]∑
θ P (θ) exp [−g θ2/2 kBT ]
(3.2)
P (θ) denotes the statistical weight of θ in the lattice realization. It can be obtained as
follows: given a particular bond vector ~r1, there are N(θ; l1, l2) ways to select a second
bond vector ~r2 such that both vectors draw the bond angle θ. For each of these choices
of ~r2, there is a number of ways to rotate both vectors at once on the lattice. This
number depends on the length of the shorter of the two bond vectors, for instance on
l1, and can therefore be denoted N(l1).
Hence, the statistical weight of a realization of θ by the bond vectors ~l1 and ~l2 is
P (θ) =
N(θ; l1, l2)N(l1)∑
θN(θ; l1, l2)N(l1)
. (3.3)
Fig. 3.3 illustrates two bond vectors composing a joint. All occurring cosines, the
corresponding P (θ; l1, l2) and the P (l1) are shown in Table 3.1. Finally, combining Eq.
(2.22) and Eq. (3.2) allows for calculating the persistence length as a function of the
bending rigidity g.
In the simulations, specific values of g have been adopted from Ref. 148. There,
these values had been obtained by numerical solution of Eq. (2.26) and correspond to
the persistence lengths lp=0.5,1,1.5,2,2.5,3 and 4. According to Eq. (3.2), which is is
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Figure 3.3: Illustration of bond vec-
tors drawing a bond angle. The figure
shows N(θ; l1, l2) = 4 possible realiza-
tions of θ = π
4
with l1 = 1 and l2 =
√
2.
In addition to that, there are N(l1) = 6
ways to rotate such a joint on the lattice.
(l1, l2) (1, 1) (1,
√
2) (1,
√
3) (
√
2,
√
2) (
√
2,
√
3) (
√
3,
√
3)
cos θ 1, 0 1√
2
, 0, −1√
2
1√
3
, −1√
3
1, 0, 12 ,
−1
2 0,
√
2√
3
, −
√
2√
3
1, 13 ,
1
3
N(θ; l1, l2) 1, 4 4, 4, 4 4, 4 1, 2, 4, 4 4, 2, 2 1, 3, 3
N(l1)
︸ ︷︷ ︸
6
︸ ︷︷ ︸
12 8
Table 3.1: Realization of bond angles on a Cartesian lattice. A pair (l1, l2) corresponds to a possible
combination of bond lengths. An example of two bond vectors is shown in Fig. 3.3.
the discretized version of Eq. (2.26), these values of g give specific lattice persistence
lengths lp,latt. From the simulations themselves, specific values lp,sim can be obtained
by fitting Eq. (2.22) to the angular correlations between bond vectors. This is demon-
strated in Fig. 3.4. For the validity of the lattice model of the worm-like chain two
requirements have to be met: First, lp,latt has to agree with lp in order for the lattice
discretization to be valid. Second, lp,sim has to agree with lp,latt to verify that the MC
procedure properly generates worm-like chains. All values of lp, g, lp,latt and lp,sim are
listed in Table 3.2. The three kinds of persistence lengths are in good agreement. Only
at g = 0 the determination of lp,sim is awkward. As shown in Fig. 3.4, the angular
correlations between bond vectors do not decay exponentially for g = 0.
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lp 0.5 1 1.5 2 2.5 3 4
g a 0.000 0.336 0.616 0.880 1.138 1.393 1.899
lp,latt
b 0.353 1.052 1.564 2.047 2.516 2.981 3.943
lp,sim
c 0.40 d 1.002 1.533 2.058 2.567 3.039 3.655
aNumerical solution of Eq. (2.26) from Ref. 148
bSolution of Eq. (3.2)
cMeasured in simulated conformations
dNo proper exponential decay of angular correlations according to Eq. (2.22)
Table 3.2: Intrinsic bending rigidities and corresponding persistence lengths.
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Figure 3.4: Measuring persistence
lengths of simulated chromatin confor-
mations. The squares correspond to
a worm-like chain generated with the
bending rigidity g = 0.880. Angular cor-
relations decay exponentially with a per-
sistence length lp ≈ 2 in units of the
mean bond length. The circles corre-
spond to a worm-like chain generated
with g = 0. An exponential decay is
hardly visible (lp = 0.40 if fitted).
3.3 Generating Interphase Chromatin with Subcompartments
The formation of loops in chromatin fibers induces compartmentalization: sites that are
close along the contour of the fiber are also spatially close. This section explains how
the compartmentalization of chromatin fibers in the lattice simulations is accomplished.
3.3.1 Nested Monte Carlo Equilibration
The lattice chain conformations representing interphase chromatin are generated in
a nested Monte Carlo procedure. The advantage of such a nested procedure is on
the one hand that it allows to incorporate complex chain foldings, and on the other
hand to abbreviate computation-intensive phases of unfolding and disentanglement.
Equilibrated chromatin conformations are generated in three steps: In the first, a
manually generated initial conformation [Fig. 3.5(a1)] of a chain polymer that occupies
26 sites on a 4× 4× 4 lattice is pre-equilibrated [example of a conformation after pre-
equilibration: Fig. 3.5(b1)].
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(a1) (a2) (a3)
ց ց ւ
(b1) (b2)
ց ւ
(c)y
(d)
Figure 3.5: Single stages of the nested Monte Carlo equilibration procedure for the generation of compart-
mentalized chromatin. Coordinate tripods indicate the size of the underlying periodic lattices (arrow length
1.2 µm). Panels (a1) and (b1) show conformation on the 4× 4× 4 lattice, before and after the pre-relaxation.
Panels (c) and (d) show conformations on the 40× 40× 40 lattice, before and after the fine relaxation into a
fiber with loop-induced subcompartments (the realization of the loops is explained in Section 3.3.2). Panels
(a2), (a3) and (b2) illustrate the generation of compact chromatin rosettes.
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In the second step, the lattice is rescaled by factor 10 in such a way that each of the
previously occupied sites is being replaced by a 10 × 10 × 10 cube that contains a
compact chain conformation (rosette) with 246 monomers [Fig. 3.5(b2)]. Such a cube
is composed of ten compacted loops [Fig. 3.5(a2)] that are arranged in an alternating
order [Fig. 3.5(a3)]; this order facilitates a rapid disentanglement during the following
equilibration.
There are 56 ways to connect two distinct corners of a cube, and in order to maintain
the chain connectivity on the resulting 40 × 40 × 40 lattice, an alignment algorithm
orients these cubes accordingly [resulting in a conformation as displayed in Fig. 3.5(c)].
The alignment is not trivial since in some cases of pre-equilibrated conformations there
is no way to position linkers that maintain the connectivity between rosettes [white
linker chains in Fig. 3.5(b2)]. Then, the so far generated conformation is abandoned
for a further use.
The fraction of occupied sites 26 · 246/403 ≈ 0.1 then corresponds to the volume
fraction φ0 of the unswelled chromatin chain [sketched in Fig. 2.6(a)] and agrees with
the experimentally obtained volume occupation of the nuclear space by chromatin [see
Ref. [93]]. A possible mechanism for the compartmentalization of chromatin is the
formation of loops [149, 58, 59, 60]. In the model presented here, a loop is created
by retaining the adjacency of two specific monomers (vertex monomers) that are not
direct neighbors along the chain. During a further equilibration of a hitherto generated
conformation, these vertex monomers are forbidden to move from each other farther
than a distance of
√
3 [see also Fig. 3.6].
3.3.2 Chromatin Compartmentalization
The third step of our nested equilibration procedure is performed while the following
individual loop formation constraints hold: The WLC type [sketched in Fig. 3.6(e)]
is produced without loop constraints and represents the worm-like chain [106]. The
giant loop (GL) type [Fig. 3.6(d)] features loops with lengths above the order of the
typical persistence length of chromatin (giant loop model for chromatin [58]). In the
loose loops (LL) type [Fig. 3.6(c)], loops are loosely aligned along the chain, whereas
5 loops in the 5-loop subcompartment (5-LS) type [Fig. 3.6(b)] and 10 loops in the
10-LS type [Fig. 3.6(a)] again fold into a GL consisting of 220 monomers, thus forming
a multi-loop subcompartment [58]. The lengths of the small loops in the latter three
types are of the order of the persistence length (22 monomers in types LL and 10-LS,
44 monomers in type 5-LS). The parameters for the loop formation of the five folding
types are listed in Tab. 3.3. Typical conformations after the third equilibration are
displayed in Fig. 4.3 (a), (b) and (c) .
For the conformations on the 40 × 40 × 40 lattice, a lattice constant a40 = 30 nm is
assumed, which corresponds to the diameter of the chromatin fiber. With an average
bond length 〈l〉 ≈ 1.44 (obtained in test runs), the simulated conformations have
≈ 280 µm length, which is about one quarter of the human chromosome 21.
Since the extent of the simulation lattice (40×30 nm=1.2 µm) is just about 10% that of
a real cell nucleus (diameters of real nuclei can be up to 16 µm), the use of hard lattice
boundaries would cause a confinement of chromatin fibers and diffusing molecules to an
unrealistically small space. This limitation is avoided by allowing periodic boundary
conditions (PBC) in all directions of the lattice. If a site belonging to the chain leaves
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the 46 × 46 × 46 lattice during a MC steps at one boundary, it simply re-enters the
lattice through the opposite boundary. The simulated space becomes virtually infinite
by that. At the same time the overall occupation of the lattice is conserved. As
a consequence, however, conclusions on the behavior of chromatin and the diffusing
molecules on a scale that corresponds to the real extent of a cell nucleus are invalid;
the confinement by the real boundaries cannot be taken into account. The PBC in
the simulations enter at the very first step of the nested equilibration procedure [step
between stages illustrated in Fig. 3.5(a1) and (b1)].
(a)
(e)
(b) (c) (d)
Figure 3.6: Loop formation constraints of the chromatin folding types. (a)
10-loop subcompartment type (10-LS), (b) 5-loop subcompartment type (5-LS),
(c) type with loosely aligned loops (LL), (d) giant loop type (GL), (e) loopless
worm-like chain type (WLC). Monomers composing vertices of small loops are
green, monomers composing vertices of giant loops are red.
Chromatin folding
type
monomers per loop overall number of
loops
loops per
subcompartment
overall number of
subcompartments
WLC - - - -
GL 220 26 1 26
5-LS 44 130 5 26
LL 22 260 - -
10-LS 22 260 10 26
Table 3.3: Loop formation parameters of the chromatin folding types.
The equilibration on the 4×4×4 lattice is performed in 107 steps with a bending rigidity
equivalent to a persistence length lp = 2〈l〉, which facilitates the unfolding of the initial
conformation. For each of the five folding types, the upon following equilibration on
the 40× 40× 40 lattice is performed in 108 steps with persistence length lp = 1〈l〉 for
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fast disentanglement. Then, during further 108 steps, the resulting conformations are
again equilibrated separately without bending rigidity or with six different persistence
lengths between lp = 1〈l〉 and lp = 4〈l〉, which correspond to real lengths between
about 45 nm and 180 nm. 50 independent realizations are generated for each folding
type and persistence length.
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3.4 Diffusion Simulation
3.4.1 Obstructed Random Walks
Molecular diffusion is simulated by random walks with first neighbor displacements
no square diagonal or cube diagonal jumps between lattice sites are allowed) [150].
Diffusing molecules are represented by quasi-spherical lattice bodies (see examples in
Fig. 3.11) which are forbidden to occupy the same space on the lattice as chromatin
(or other diffusing molecules). A walker of particular size is represented by a quasi-
spherical body that occupies the N nearest sites within a specific radius Rmax(N) of
a center site. The walker radius Rm is then calculated as a smooth sphere radius
such that N = 4πR3m/3. The sphericity σ = Rmax/Rm measures the quality of the
approximation of a smooth sphere (σ = 1 corresponds to a perfect sphere). For the
ten smallest particle sizes, the calculations of Rm and σ are listed in Tab. 3.4.
N 1 7 19 27 33 57 81 93 147 171
Rmax 0 1
√
2
√
3
√
4
√
5
√
6
√
8
√
10
√
11
Rm 0.620 1.187 1.655 1.861 1.990 2.387 2.684 2.810 3.274 3.443
σ 0 0.843 0.854 0.930 1.005 0.937 0.916 1.006 0.966 0.963
Table 3.4: Calculation of smooth sphere radii corresponding to of quasi-spherical lattice objects.
At a single step of the walk, one of the six first neighbor sites is picked randomly as a
candidate for the new position of the molecule. Then the clock time is increased by a
time unit. According to the considerations in Subsec. 2.3.2, instead of displacing all N
sites of a lattice sphere for a random walk step, only its center site is displaced. The
center site can then access only those sites of the lattice that belong to the effectively
accessible space of the walker. The excluded volume of the chromatin chain is generated
by swelling up the chain by all the lattice sites within the particular distance Rmax
of each of its sites (illustrated in Fig. 3.7). If the displacement of a walker to the
candidate position results in a double occupation of a lattice site, the displacement is
not performed and the molecule stays on the old site during this step. If no overlapping
occurs, the molecule is displaced and the candidate site becomes the new position.
The bonds of the chromatin chain are not fluctuating during a walk so that the walker
senses chromatin as an immobile obstacle. In the environment of a single-site lattice
chain polymer, only molecules of at least the same thickness as the polymer can be
represented. Diameters of diffusing proteins in the cell nucleus come down to a few
nanometers, and in order to provide for these smaller molecules, the lattice is further
resized by a factor of 3, yielding a chain environment composed of 3× 3× 3 cubes on
a 120× 120× 120 lattice.
3.4.2 Processing Random Walk Data
The mean squared displacement (MSD) of the molecule is recorded as a function of time
t (measured in MC steps), averaged over 1000 single trajectories. For each chromatin
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(a) (b)
Figure 3.7: Illustration of the effectively inaccessible space on the lattice. (a) Some space around the polymer
is excluded to the diffusing molecule, and the space containing all possible trajectories of the molecule is not
apparent. (b) The gray domain indicates the excluded volume of the polymer. All possible trajectories are
contained within the effectively accessible space (white domain).
conformation, random walks of lattice spheres with 60 different sizes are simulated. A
walk consists of 107 walker displacements and its MSD was recorded as the average
over 103 walks within a single chromatin conformation sample. This MSD is again
averaged over the 50 conformation samples. Hence one obtains the ensemble average
of the MSD, which may deviate essentially from the time average in case of subdiffusion
[151, 152, 153]. In particular, the time average may suggest normal diffusion although
the actual diffusion process is in fact subdiffusive [154]. In a disordered system like
the cell nucleus, this discrepancy can arise from its inhomogeneity in such a way that
single trajectories may differ greatly from each other. This type of ergodicity breaking
is particularly relevant when probing the movement of molecules in single particle
tracking experiments.
The MSD curves are further processed to calculate diffusion coefficients D, anomaly
parameters α and critical particle radii Rc. This is done as follows: At each time t, a
function proportional to tα is fitted to the 10 subsequent data points. Depending on
t, this function gives a range of different values of α, of which the overall minimum
and the maximum values, αmin and αmax, are saved. Fig. 3.8 shows MSD curves in
which αmin and αmax are marked. In the long time regime, α approaches either 1 if
the effectively accessible volume percolates, or 0 if the diffusing molecule is confined
within a finite region.
The transition time ttr from anomalous to normal diffusion can be obtained by inter-
secting the asymptotes of the intermediate and the long time regimes (regimes where
αmin and αmax are determined). Let rtr = 〈r2(ttr)〉0.5 denote the corresponding root-
mean-square displacement. In the case αmin = 0, diffusion is anomalous at all times t,
and rtr signifies the characteristic distance that a molecule can travel within the region
it is confined in.
Unlike spatial dimensions in the diffusion simulations (lattice constant a120 = 10 nm),
the time t (and therefore the diffusion coefficient D) still lacks a scaling factor. In
an obstacle-free environment, the step length per time step equals 1 for any molecule
radius Rm at any time t. Consequently, the diffusion coefficient is D0 = 〈r2 (t)〉/t = 1,
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Figure 3.8: Illustration of diffusion
regimes. Straight black lines indicate the
regimes of maximal and minimal values
of α along the red MSD curves. The
upper curve belongs to a molecule that
is not confined. It performs anoma-
lous diffusion on intermediate time scales
(αmin = 0.68 in this example) and nor-
mal diffusion on long time scales (αmax =
1). The dotted line indicates the transi-
tion between both regimes. The lower
curve belongs to a trapped molecule,
which diffuses anomalously on all time
scales (αmax = 0.78 in the short times
regime and αmin = 0 in the long times
regime).
which violates the Stokes-Einstein relation [Eq. (2.8)]. In order to obtain the physical
diffusion coefficients Dph,0 in free solution, D0 has to be scaled with the radius Rm of
the molecule. Hence, with a viscosity of water η = 10−3 N sm−2 at T = 300K, one gets
Dph,0 = kBT (6πηa120Rm)
−1 = 2.1 · 10−11 m2 s−1 ×R−1m .
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3.5 Simulation of Dynamic Interphase Chromosomes
By combining the Monte Carlo bond fluctuation procedure for the generation of equi-
librated chromatin conformations [see Subsec. 3.2.2] with the random walk method for
the simulation of diffusion [see Subsec. 3.4.1], Rouse dynamics of chain polymers can
be simulated on a lattice [104, 120]. Individual monomers of a lattice chain perform
random walks and are hindered from free diffusion by the bonding of the chain. In
this work, the dynamics of 100 Mbp chromosomes in interphase has been simulated.
In order to implement a quantitatively realistic simulation, several non-trivial aspects
of lattice simulations had to be closely examined.
3.5.1 Conversion of Lattice Units to Physical Units
For both the displacements of monomers during the Metropolis Monte Carlo bond
fluctuation procedure and the displacements of the randomly walking molecules the
lattice units and MC time steps can be converted to physical units. One of the first
references to the chromatin as a fiber describes is as a ’30 nm fiber’ [16]. Regarded as a
winding tube [Fig. 3.9(a)] with length L and with a circular cross section (diameter d),
the volume of a chromatin fiber is Vcyl = πd
2L/4. The fiber can be regarded as a chain of
monomeric subunits (beads) [Fig. 3.9(b)], and then its volume is Vcob = N4πR
3
0/3. N is
the number of beads and R0 is the bead radius. For both models to be equivalent, they
must have the same length, L = 2NR0, and the same volume. Combining these three
equations gives a bead radius R0 = (3/8)
1/2 d = 18 nm. In the lattice representation,
each bead corresponds to one lattice site [Fig. 3.9(d)], and the lattice constant is
therefore set to a = 36 nm.
(a) (b) (c) (d)
Figure 3.9: Translating the 30 nm fiber into a lattice chain. (a) Idealized picture of chromatin as winding
tube. (b) The tube is replaced by a chain of beads with the same volume and the same length. (c) The chain
of beads is replaced by a chain of cubes on a discretized space. (d) The cube representation is equivalent to
the sites-on-a-lattice representation.
Thereupon the Monte Carlo steps can be converted to a physical time scale considering
the monomer relaxation time of a dynamic polymer: In a polymer chain with the
monomer size b, a single monomer requires the time τ0 ≈ ηb3/(kBT ) to travel a distance
of the order of its own size [106]. Up to this timescale it does not feel the connection
to other beads in the polymer and the distance covered within a single MC step is
always r = 36 nm. In water (η = 10−3 Nsm−2 at T = 300 K) and for monomers with
b = 36 nm one gets τ0 = 12 µs. τ0 is the duration of a chain monomer displacement
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as well as the duration of a random walk displacement of a molecule with radius
R0 = 18 nm. In order to obtain the step duration τ of molecules with radii R > R0, τ0
is to be scaled according to the Stokes-Einstein relation D = kBT/(6πηR) = r
2/(6τ):
τ = τ0R/R0.
3.5.2 Extrapolating the Continuum Limit with Lattice Refinements
In order to provide for a realistic simulation of molecular diffusion and chromatin
dynamics, the lattice model must reproduce precisely the degree of obstruction that
diffusing molecules or chromatin fibers would experience in a corresponding continuum
model. In a series of test simulations, we use the concept of lattice refinement to extrap-
olate the continuum as the limiting case of an infinitely refined lattice. From that we
deduce the correct lattice occupation for the main simulation of realistic chromosomes
on an unrefined lattice.
A single site on a three-dimensional Cartesian lattice with lattice constant a represents
a cube with edge length a rather than just a point in space. On a 10× 10× 10 lattice
with a = 36 nm, for instance, a site corresponds to a physical cube with edge length
36 nm [see Fig. 3.10, first panel from the left]. Refinement of the lattice by a factor
ξ transforms it into a (ξ · 10)× (ξ · 10)× (ξ · 10) lattice. The edge length of the cube
is kept at 36 nm, which transforms this cube into a ξ × ξ × ξ cube and reduces the
lattice constant to aξ = 36 nm/ξ [in Fig. 3.10, steps from the second panel to the
fourth panel, and from the third to the fourth].
Figure 3.10: Refinement of the simulation lattice. The volume of the space that is represented by
the lattice remains the same after a refinement. The edge length of the gray cube is 36 nm throughout.
With increasing the refinement factor ξ, the physical length corresponding to the spacing of the lattice,
aξ, is reduced. This allows a representation of physical objects with increased resolution.
By replacing this refined cube with a quasi-spherical lattice body, a bead can be approx-
imated. The approximation is the better, the larger ξ is, and as ξ approaches infinity,
this lattice body becomes a perfect sphere. Fig. 3.11 illustrates the refinement of the
lattice and the increasing quality of a sphere approximation with rising ξ. The spheric-
ity introduced in Subsec. 3.4.1 serves as a measure of the quality of the approximation.
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ξ = 1 ξ = 3 ξ = 5 ξ = 7 ξ →∞
Figure 3.11: Illustration of lattice refinement. With increasing refinement factor ξ, the approximation of a
sphere by a quasi-spherical lattice body is improved.
Lattice refinement as illustrated drastically increases the computation effort needed
to simulate the diffusive motion of a chain monomer, since every single lattice site
of which a monomer is built has to be moved during a displacement of the whole
monomer. Furthermore, it has to be checked for every single site if a displacement
of the monomer eventually leads to a forbidden double occupation. These questions
arise: How to avoid the refinement for the simulation of a whole chromosome? With
which parameters would the single-site (ξ = 1) lattice chain sufficiently mimic a chain
of smooth beads?
The ratio of the volumes of a cube at ξ = 1 and the sphere at ξ →∞ is a3/(4pi
3
(a
2
)3) ≈ 2.
Therefore, in order to simulate a chain of beads that occupies 10% of a predefined space,
the corresponding chain of lattice sites would have to occupy approximately 20% of
the lattice. In a simulation with 200 lattice spheres diffusing simultaneously, it was
checked if the obstruction effect on diffusing molecules in these two problems was indeed
comparable. At lattice refinements ξ = 1, 3, 5, 7, 9, 11 and 13 on (ξ 10)× (ξ 10)× (ξ 10)
lattices, the average diffusion coefficients D of the spheres were calculated. From that
one gets the reduced diffusion coefficient D/D0, in which D0 denotes the diffusion
coefficient of a freely diffusing sphere in solution. In Fig. 3.12 the reduced diffusion
coefficients are shown in dependence of the lattice refinement. As ξ increases, D/D0
approaches a constant value of approximately 0.76, which is regarded as the continuum
limit of the refinement and therefore as the reduced diffusion coefficient of perfect
spheres. The value of D/D0 at ξ = 1 is 0.78, which deviates only 2.5% from the
extrapolated limit. The fraction of occupied lattice sites (also shown in Fig. 3.12)
drops from 0.2 at ξ = 1 to approximately 0.1 at large values of ξ. This validates the
substitution of beads with lattice sites regarding the effect of mutual obstruction in a
crowded diffusion situation.
In another simulation it was verified that this substitution is valid also if the lattice
sites are bonded into a chain. For refinement factors ξ = 1, 2, 3 and 4, the MSD of 200
simultaneously diffusing chain monomers on (ξ 10)× (ξ 10)× (ξ 10) lattices have been
recorded. Fig. 3.13 shows a comparison of the Rouse modes (〈r2(t)〉/ξ2 ∼ (t/ξ)0.5) and
the center-of-mass modes (〈r2(t)〉/ξ2 ∼ (t/ξ)). Both the MSD and the time steps have
to be scaled with factor 1/ξ2 for a comparison of the refinements. At a refinement with
factor ξ, physical distances correspond to a 1/ξ-fold distance on the lattice. The MSD
is effected by that quadratically and has to be scale with 1/ξ2. At normal diffusion,
the MSD and time are proportional, and therefore t also has to be scaled with 1/ξ2.
MSD curves at different ξ collapse well, the Rouse modes better than the center-of-
mass modes. Consequently, the chain dynamics of a single-site lattice chain occupying
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Figure 3.12: Approaching the continuum
limit with lattice refinements. The data
show the reduced diffusion coefficients D/D0
(squares) of 200 simultaneously diffusing lattice
spheres and the fraction of occupied sites (cir-
cles) at different refinements ξ. As ξ increases,
both the reduced diffusion coefficient and the
fraction of occupied sites approach a constant
value, which allows to extrapolate the contin-
uum limit for diffusing perfect spheres.
20% of the lattice corresponds to that of chain of perfect spheres occupying 10% of a
volume of space.
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Figure 3.13: Chain relaxation modes at
different lattice refinements. The plot shows
mean squared displacements of single monomers
(Rouse mode, full symbols) and of centers-of-
mass (empty symbols). Curves corresponding to
different lattice refinements coincide well, sug-
gesting that the single site lattice chain (ξ = 1)
is a good approximation for a chain of perfect
spheres in a continuum (ξ →∞).
3.5.3 Generating Realistic 100 Mbp Chromosomes
Assuming a chromatin packing ratio of 100 bp/nm, a 100 Mbp chromosome is a 1 mm
long chromatin fiber. With an average bond length l=50 nm, which was determined
in preceding simulations with lattice refinements, the lattice chain representing such a
chromosome consist of N = 20240 sites. In order for a chain of 20240 sites to occupy
20% of the simulation cube, the edge length of this cube must be 46 lattice units. The
initial conformation of the chromosome on the 46× 46× 46 lattice is assembled of 80
stacked rosette-like chromatin disks, each consisting of 253 sites. These rosettes have
been constructed from a manually created quarter-disk [see Fig. 3.14(a)], which has
been transformed into a full disk by appending rotated copies of itself [see Fig. 3.14(b)
and (c)]. If the disks were simply stacked on top of each other, the chromosome would
overlap with itself on the periodic lattice. To ovoid an overlap, the disks are stacked
each with a shift along the x-axis and the y-axis [see Fig. 3.14(d) and (e)]. This initial
conformation is based on a metaphase chromosome. In physical units it has a diameter
of 600 nm and a length of 4.4 µm.
In the simulation of the decondensation of chromosomes during interphase, three differ-
ent models of the chromatin fiber were used: (A) a self-avoiding chain without internal
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bending rigidity, (B) a self-avoiding chain with an internal bending rigidity correspond-
ing to a persistence length lp = 300 nm, and (C) a phantom chain with lp = 300 nm.
The phantom chain is a model of a chromatin fiber with topoisomerase II activity [155].
Topoisomerase II enables crossings of DNA double strands, and accordingly, phantom
chains on the lattice are able to penetrate themselves; intramolecular excluded volume
repulsion is disabled. For each of the chromatin models, the Monte Carlo equilibra-
tion procedure was performed on ten independent initial conformations. During every
time step, the 20240 single monomers of a conformation were randomly picked for a
displacement. Every initial conformation ran through 107 time steps (≈ 120 s), and
then the resulting end conformation were evaluated. Typical end conformations for the
three models and the initial conformation are shown in Fig. 5.1.
(a) (b) (c)
(d) (e)
Figure 3.14: Assembly of a lattice chain representing a metaphase chromosome. Panels (a), (b) and (c)
show the assembly of a rosette-like disk from a manually generated quarter-disk. The disk is arranged in the
xy-plane of the lattice, and a full 100 Mbp chromosome is assembled by stacking identical copies of the disk.
Two avoid a self-overlap of the chromosome on the underlying periodic lattice, the disks are stacked with a
shift in the xy-plane (subfigures (d) and (e)).
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3.6 Simulation of Experimental Techniques
3.6.1 Mapping of Genomic Proximities
The compartmentalization of chromatin fibers can be illustrated with maps displaying
the spatial proximity of genomic loci. These proximity maps were created according
to Ref. 60: First, the matrix R of the distances ri,j between every pair of chain sites i
and j in in the given conformation is computed. Then, R is averaged down to a tenfold
smaller matrix R∗ in which every entry r∗ijis the arithmetic average of the entries in
the corresponding 10 × 10 submatrix of R. This averaging reduces the computation
effort for the following processing of the data. One can also consider a compound of
ten sites as a ’genomic locus’ [as illustrated in Fig. 3.16(a)], and then the matrix R∗
expresses the proximities of genomic loci. An example of a matrix P ∗ is visualized in
Fig. 3.15(a).
Spatially close loci will share neighbors and therefore have correlated interactions pro-
files with third loci. In order to reduce correlated interactions, one can define the
correlation matrix Rc in which an entry rcij is the Pearson correlation coefficient of the
ith row and th jth column of R∗:
rcij =
N∑
l=1
(r∗il − r∗i )
(
r∗lj − r∗j
)
σi σj
, (3.4)
where
r∗i =
1
N
N∑
j=1
r∗ij (3.5)
and
σi =
√√√√ 1
N
N∑
j=1
(r∗i − pr∗ij)2. (3.6)
The rcij take values between −1 and 1, which expresses mutual remoteness and closeness
of two loci, respectively. The matrix Rc contains much sharper patterns than R∗ [see
Fig. 3.15(b)].
As an alternative to constructing a proximity map from the distances rij, the contact
probabilities pij between two sites can be used. In Sec. 4.1 it will be discussed what
’contact’ technically means. Let an entry pij of the matrix P be 1 if two sites are in
contact, or 0 else. The ten-fold smaller matrix P ∗ consequently contains entries p∗ij
with the site contact probabilities of the genomic loci i and j. P ∗ can then further be
processed like R∗.
Given the mean bond length l the distance abetween to genomic sites along the contour
is given by the contour length ℓ ≡ |j− i|l. The matrix P ∗ can be used to calculate the
average contact probability 〈P (ℓ)〉 of genomic loci as a function of the contour length:
〈P (ℓ)〉 =
N−1∑
j+1−i=1
i<j
p∗ij
N − (j + 1− i) (3.7)
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Figure 3.15: Proximity maps of chromatin fibers before and after statistical processing. The maps are
constructed from the set of spatial distances rij between genomic sites i and j. Panels (a), (b) and (c) show
the proximity maps of a 10-LS type without bending rigidity, a WLC type without bending rigidity and a
WLC type with lp = 90 nm, respectively. Blue: correlation coefficient -1, yellow: correlation coefficient +1.
We refer here to a proximity maps of a single chromosome as an “auto-proximity” map
in order to distinguish them from the proximity map of two chromosomes. Similar
to the auto-proximity maps, cross-proximity maps display interactions between, e.g.,
directly neighboring chromosomes. Their interdigitation, or contrarily, their distinct-
ness within individual territories can be visualized this way. The computation of the
correlation matrices Rc (or P c) is principally the same as that for auto-proximity maps.
The difference is that the distances rij (or contact probabilities pij) are taken computed
from two sites on two distinct chromosomes. In the MC procedure for the generation of
a chromosome, however, only one chromosome was generated at once on a lattice. Since
periodic boundaries have been applied, one can construct a virtual second chromosome
as an identical copy of the first, shifted by the period of the underlying lattice.
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(a) (b) (c)
Figure 3.16: Measuring spatial distances between genomic loci for the construction of proximity maps.
(a) Ten lattice sites on the chain are combined into a genomic locus. Red lines signify the distance r∗i,j
between the pair (i, j) of genomic loci. (b) For constructing an auto-proximity map, the distance of two sites
on the same chromosome is measured. (c) For constructing a cross-proximity map, the distance of two sites
on distinct chromosomes is measured. Gray chromosomes are copies of the green-blue chromosomes, shifted
by a lattice period.
3.6.2 Confocal Fluorescence Microscopy
In order to compare the simulated chromatin conformations to experimental records of
chromatin, we have implemented a routine to simulate fluorescence images of the con-
formations as they can typically be obtained with a confocal laser scanning microscope.
In fluorescence microscopy, laser light is focused onto a sample in which fluorophores
are attached to target molecules like, e.g., histone proteins in interphase cell nuclei.
The laser excites the fluorophores, and the emitted fluorescence light is detected by a
photodetection device. The fluorescence intensity scales with the density of the fluo-
rophores. By scanning through the sample, the variation of the detected fluorescence
intensity reveals the spatial distribution of the fluorophores and consequently that of
chromatin.
The excitation intensity of the laser can be approximated by a Gaussian profile: focused
onto a center point ~rc = (xc, yc, zc), the excitation intensity at an arbitrary point
~r = (x, y, z) is
Iexc(~r, ~rc) ∝ exp
(
−2(x− xc)
2 + (y − yc)2
w2xy
− 2(z − zc)
2
w2z
)
, (3.8)
where wxy and wz are the lateral and axial widths of the excitation profile, respectively.
The idea behind confocal microscopy is that the fluorescence light on its way to the
detection device passes through the same objective as previously the excitation light
[see schematic setup in Fig. 3.17]. The focus of detection is the same as the focus of
excitation. Consequently, the probability pdet(~r, ~rc) of detecting fluorescence emissions
has a Gaussian profile as well and is proportional to the excitation intensity:
pdet(~r, ~rc) =
Iexc(~r, ~rc)∫
Vexc
Iexc(~r, ~rc) d~r
(3.9)
Here the integration in the normalization factor runs over the excitation volume Vexc of
the sample. The detectable intensity Idet(~r, ~rc) of fluorescence light emitted from some
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Figure 3.17: Schematic confocal laser
scanning setup. The laser source emits
excitation light (blue) which is reflected
by the dichroic mirror and then focused
by the objective onto the sample. The
sample is represented here by a chro-
matin fiber in realistic proportion. In
the focus, the laser light excites the fluo-
rophores in the sample and fluorescence
light (green) is emitted. The emitted
light passes the the objective and the
dichroic mirror, is centered into a pin-
hole, and then absorbed by a photode-
tector. The pinhole guarantees that only
fluorescence light that is coming directly
from the focus is detected, while scat-
tered light from sources outside the fo-
cus is blocked. A two-dimensional image
of the sample is obtained by moving the
sample along a focal plane and record-
ing the detected fluorescence emission at
each position.
point ~r in the sample is proportional both to the excitation intensity and the detection
probability:
Idet(~r, ~rc) ∝ pdet(~r, ~rc) · Iexc(~r, ~rc) ∝ I2exc(~r, ~rc) (3.10)
A two-dimensional image is obtained by recording pixel-by-pixel and line-by-line the
fluorescence intensities at different focus centers ~rc. Given a fluorophore density ρ(~r),
each pixel of the image corresponds to the cumulative intensity I(~rc) that is contributed
by all excited fluorophores in the excitation volume:
I(~rc) =
∫
Vexc
ρ(~r)Idet(~r, ~rc) d~r (3.11)
On the lattice, the fluorophore density is realized as a discrete distribution ρ(~r) =∑
i δ(~r − ~ri). At each site belonging to the chromatin chain, a virtual fluorophore is
placed. Using Eq. (3.10) into Eq. (3.11), one gets
I(~rc) =
∑
i
∫
Vexc
δ(~r − ~ri)Idet(~r, ~rc) d~r
∝
∑
i
I2exc(~ri, ~rc). (3.12)
Here the summation runs over all lattice sites belonging to the chromatin chain.
The typical resolution of a confocal scanning microscope is wxy = 250 nm lateral and
wz = 1500 nm axial [156, 157, 158]. In the simulations presented herein, a scan is
performed along the xy-plane to exploit the finer, lateral resolution of the setup. The
detected intensities are normalized with the maximum possible intensity, which one
would detect when all lattice sites in the focus are labeled with fluorophores. Simulated
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confocal images are shown in the results chapters in Figs. 4.14 and 5.6. With regard to
the penetrability of chromatin networks for diffusing molecules, the inhomogeneity of
the chromatin distribution is important. In order to measure the inhomogeneity which
is contained in the simulated confocal images, the image cross-correlation [87] can be
computed:
G(r) =
〈I (x+∆x, y +∆y, 0) I (x, y, 0)〉
〈I (x, y, 0)〉2 , (3.13)
where rc =
√
∆x2 +∆y2.
Chapter 4
Static Chromatin Fibers with
Subcompartments
This chapter focuses on connections between specific geometries of chromatin networks
and transport properties of diffusing molecules that experience chromatin as an obsta-
cle. The network geometries considered here arise from the formation of different types
of chromatin loops, a feature that induces the compartmentalization of chromatin. The
simulation methods for the generation of the chromatin networks, and particularly the
definition of the different chromatin folding types are contained in Sec. 3.3. The diffu-
sion simulation is described in Secs. 3.3 and 3.4. The simulated lattice conformations
represent chromatin at a given instant of time during interphase. In the diffusion
simulations within these networks, diffusing tracers experience chromatin as an hard,
immobile obstacle whose conformation is not altered by the encounter with the tracer.
The interplay of diffusing tracer molecules with dynamic chromatin networks will be
investigated in Chapter 5.
Two of the initially posed specific questions are addressed in this chapter:
What is the effect of genome compartmentalization on the mobility of
diffusing biomolecules?
How can the structure of chromatin networks be quantified for a connec-
tion to molecular diffusion?
The different chromatin folding types introduced in Sec. 3.3 are represented in plots by
the same colors and symbols throughout. Unless otherwise noted, the types WLC, GL,
LL, 5-LS, and 10-LS are represented by red squares, blue circles, violet triangles, orange
pentagons, and green diamonds, respectively. The degree of persistence is indicated by
the size of these symbols.
4.1 Structure Analysis of the Chromatin Fiber Network
4.1.1 Equilibrated Conformations of Interphase Chromatin
Interphase chromatin conformations are generated in the nested Monte Carlo procedure
described in Sec. 3.3. The importance in having these conformation in an equilibrated
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state lies in the fact that they are supposed to represent chromatin that is not sub-
ject to external forces. An insufficient equilibration of a conformation would mimic
unwanted effects, e.g., as imposed by spatial confinement. The only constraints in the
MC procedure are the formations of fixed loops, the internal bending rigidity, and ex-
cluded volume interaction. Toward the end of each single phase of the MC procedure,
the conformations reach equilibrium states. In Fig. 4.1 this is shown by means of the
bending energy of an individual conformation; the bending energy reaches a constant
value. After the final equilibration phase, the conformations represent interphase chro-
matin. In Fig. 4.2, the final values of the mean bond lengths, the mean end-to-end
distances, and the mean bending energies per bond are plotted for all folding types
and bending rigidities.
The basic quantity that has to be determined to describe the lattice chromatin con-
formations as polymers is the mean bond length 〈l〉. If 〈l〉 is measured in lattice units,
ranges between 1.42 in conformations without bending rigidity and 1.46 in conforma-
tions with high bending rigidity [see Fig. 4.2(c)]. The lattice constant assumed here is
a40 = 30 nm, and in the following, all quantities are based on the mean bond length
1.44, which corresponds to a physical length of about 45 nm.
Figure 4.1: Monte Carlo equilibration procedure of chromatin conformations. The figure shows the bending
energy per bond vs. the MC step number. The red data curves belong to conformations with persistence
lengths lp = 90 nm. In the first phase (steps 0 to 10
6), the manually created conformation on the 4×4×4 lattice
(inset (a)) is equilibrated without bending rigidity. After the rescaling of the lattice to a 40× 40× 40 lattice
(inset (b) to inset (c)), the folding type is specified (WLC type in depicted case). Then, the conformation is
equilibrated with persistence length lp = 45 nm during 10
7 MC steps, and then again with lp = 90 nm during
further 107 MC steps.
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Figure 4.2: Conformational properties of chromatin
fibers. Panels (a), (b) and (c) show the mean bond
length, the mean end-to-end distance and the mean
bending energy per bond vs. the persistence length
of the fibers after the generation with the Monte Carlo
procedure. Red squares: WLC type, blue circles: GL
type, green diamonds: 10-LS type.
Fig. 4.3 shows final conformations of (a) the 10-LS type without bending rigidity,
(b) the WLC type without bending rigidity and (c) the WLC type with a persistence
length lp = 90 nm, respectively. In order to illustrate the spatial distribution and the
occupation of space by chromatin, Fig. 4.4 shows the same chromatin conformations
with boundary cut-offs and periodic continuations of the fibers within the simulation
box. These three example conformations illustrate the effects of compartmentalization
and bending rigidity most suitably.
Chromatin fibers that fold into compartments form local aggregates and occupy the
nuclear space inhomogeneously. High bending rigidity allows chromatin fibers to widely
unfold from of their compact initial state. In the 10-LS type chromatin conformation
generated without bending rigidity [Fig. 4.4(a)], the spatial variation of the color
indicating the position on the contour is small, i.e., the occupation of the lattice is rather
inhomogeneous. This allows interchromatin channels to emerge in the nucleoplasm. In
contrast, the WLC type conformation without bending rigidity [Fig. 4.4(b)] is more
intermingled and more homogeneously distributed. This effect is even more pronounced
with higher bending rigidity [Fig. 4.4(c)].
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(a)
(b)
(c)
Figure 4.3: Equilibrated conformations of chromatin. Panels (a), (b) and (c) show end chromatin confor-
mations of a 10-LS type without bending rigidity, a WLC type without bending rigidity and a WLC type with
lp = 90 nm, respectively.
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(a)
(b)
(c)
Figure 4.4: Equilibrated Conformations of Chromatin displayed with periodic boundary cut-offs. In order
to illustrate the occupation of the lattice, subfigures (a), (b) and (c) show the same conformations as 4.3(a),
4.3(b) and 4.3(c) with periodic boundaries (each coordinate of a bond is taken modulo the lattice length 40).
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4.1.2 Conformational Statistics in the Framework of the WLC model
At very short contour lengths, the topology of the chromatin conformations is dom-
inated by the intrinsic bending rigidity. Over longer distances on the contour, the
bending rigidity loses its influence on the chain topology, and loop constraints and
excluded volume interaction become dominant. This is expressed by the decay of the
angular correlations of bond vectors with increasing separation along the contour of the
fiber. However, these correlations show an exponential decay according to Eq. (2.15)
exclusively in loop-less WLC type conformations [see Fig. 4.5(a)]. In conformations
with long loops (GL type), the angular correlations deviate slightly from the worm-like
chain model. The deviations are more pronounced in conformations with short loops
(LL, 5-LS and 10-LS types), where significant anticorrelations are visible. The reason
for these angular anticorrelations is that within a specific loop, bond vectors at bonds
separated by half a loop length along the contour point predominantly in opposite
directions.
Fig 4.5(b) shows that the dependence of mean-square end-to-end distance 〈R2〉 of WLC
type conformations at small and intermediate contour lengths ℓ is in agreement with
the model of the worm-like chain [Eq. (2.23)],
〈R2〉 = 2lpℓ− 2l2p [1− exp (−ℓ/lp)] . (4.1)
The initial chromatin conformations before the equilibration procedure [as displayed
in Fig. 3.5(c)] have been constructed with rosette-like subcompartments, similar to
metaphase chromosomes. Eq. (4.1) deviates from the ℓ-dependence computed from
the simulated conformations at large ℓ, because the compact initial structure is re-
tained to a certain extent. The WLC therefore exhibits a globule regime at contour
lengths between 104 and 105 nm, in which 〈R〉 ∝ ℓ1/3 holds [see Eq. (2.33)]. A recent
study suggests that chromosome territories actually form due to this effect, and that
interphase nuclei never fully equilibrate [66]. In the simulations presented herein, an
agreement with the worm-like chain model on all scales of ℓ would require full equi-
libration, which costs too much computation time if performed with the whole set of
parameters. However, long-range correlations do not influence local diffusion behav-
ior, and the generation of chromatin can be restricted to this moderately equilibrated
state. For folding types with loops, 〈R2〉 levels off more rapidly with increasing ℓ than
predicted by the worm-like chain model. At intermediate contour lengths that corre-
spond to the length of multi-loop subcompartments, the 10-LS type features a globule
polymer regime (〈R〉 ∝ ℓ1/3).
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Figure 4.5: Comparison of the simulated conformations to the worm-like chain model. (a) Angular corre-
lation of bond vectors vs. contour length ℓ. (b) Mean-square end-to-end distance 〈R2〉 vs. contour length.
The shown data belong to conformations with persistence lengths lp = 90 nm. Red squares: WLC type, blue
circles: GL type, green diamonds: 10-LS type. Solid line: worm-like chain model. Dotted line: globule regime.
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4.1.3 Genomic Proximity Maps
In nuclei of living cells, a direct experimental determination of the chromosome folding
in terms of the mean squared end-to-end distance 〈R2〉 as a function of the contour
length ℓ is not feasible. In Subsec. 4.1.2, 〈R2〉 has been computed straightforward
from simulated conformations in which all distances rij between pairs (i, j) of genomic
sites are well known. Unfortunately, conventional light microscopy is insufficient to
resolve the precise three-dimensional arrangement of chromosomes in living cell nuclei,
and consequently the spatial positions of genomic sites – and the distances rij between
pairs of them – are not available. Given the fact that some of the rij are known from
an experiment, or more generally, information about the proximities of specific ge-
nomic sites is available, this information can be used to reconstruct to some degree the
three-dimensional arrangement of chromosomes in the nucleus. This has recently been
exploited by several large-scale genomic interaction analyses using chromatin crosslink-
ing and deep sequencing [60, 159, 160]. In the study by Lieberman-Aiden et al. [60],
contacts between genomic sites on human chromosomes were fixed by proximity-based
ligation, and the obtained crosslinking probabilities were used to construct proximity
maps of the human genome. These maps confirmed the existence of chromosome ter-
ritories and allowed to deduce a certain power law scaling of the mean crosslinking
probability 〈P (ℓ)〉 [definition in Eq. (3.7)] with the contour length ℓ.
Polymer-based simulations of chromosomes presented in the same study revealed a
scaling 〈P (ℓ)〉 ∼ ℓγ with γ = −1.5 for equilibrated polymers, and a scaling with γ = −1
for globule polymers. The crosslinking probabilities 〈P (ℓ)〉 that Lieberman-Aiden et
al. obtained with the sequencing experiments exhibited a scaling with γ = −1.080.
For the Mbp scale – the scale of genomic distances resolved with these experiments –
this suggests that human chromosomes fold like globule polymers.
Rodley et al. [159] revealed the network of chromosomal interactions in yeast cell nu-
clei. They found that inter-chromosomal interactions occur in clusters, which indicates
that inter-chromosomal interaction faces exist and distinct chromosomes are not ran-
domly intermingled. Moreover, the intra-chromosomal interactions suggest that yeast
chromosomes form long loops, while the number of loops per chromosome correlates
to its size. Hence, yeast nuclei show obvious signs of chromosomal organization. The
scaling of the contact probability 〈P (ℓ)〉 computed from the yeast chromosome inter-
action network corresponds to that of an equilibrated polymer (γ = −1.5).
Within the frame of this thesis, the scaling exponents for the polymer models above
could be verified with an analytical ansatz [see Appendix A.1]. In this approach, a
scaling exponent γ = −1.929 could be determined for chain polymers subject to ex-
cluded volume interaction. For polymers with bending rigidity, exponents can become
as low as −3.28 at short genomic distances.
Starting point for the construction of proximity maps from the simulated chromatin
conformations is a set of site contact probabilities. Here the question arises what ’con-
tact’ technically means. Fig. 4.6 shows contact probabilities of single sites vs. the
contour length, calculated from simulated chromatin conformations under the assump-
tion that two sites are in contact if they are first, second, or third neighbors on the
lattice. The scaling exponents γ adopt the following values:
WlC type chromatin fibers generated without bending rigidity [red solid line in Fig.
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Figure 4.6: Scaling of the contact probabilities
〈P (ℓ)〉 of single genomic sites. Solid green line: 10-LS
type generated without bending rigidity, solid red line:
WLC type generated without bending rigidity, dotted
red line: WLC type with persistence length lp= 90 nm.
Black lines: power law asymptotes.
4.6] behave like ideal chains (γ = −3/2) on short length up to ≈100 nm. On scales
above, self-avoidance caused by volume exclusion (γ = −1.929) dominates.
The 10-LS type fibers generated without bending rigidity [green solid line in Fig. 4.6]
also behave like ideal chains (γ = −3/2) on short length up to ≈100 nm. Above, they
exhibit the scaling of a globule (γ = −1.093) in the range between 500 nm and 20 µm.
On length scales the length of the 10-loop subcompartments, 〈P (ℓ)〉 drops drastically,
which indicates that contacts between sites belonging to distinct subcompartment are
rare.
The WLC type fibers with persistence length lp = 90 nm [red dashed line in Fig. 4.6]
exhibit a steep decrease of the contact probability at short distances (γ = −3.28). On
larger scales, the effect of volume exclusion is suppressed due to the stiffness-induced,
extensive unfolding. Long-range contacts are rare and their probability scales like that
of an ideal chain (γ = −3/2).
Consequently, 〈P (ℓ)〉 does in principle express the same structural properties as 〈R2(ℓ)〉.
There are, however, restrictions: In Ref. 60, the site contacts of chromatin were accom-
plished with ’proximity-based’ ligation using formaldehyde for covalent crosslinking of
chromatin segments. It can therefore be assumed that chromatin segments with a small
spatial distance to each other can get ligated. The term contact is then rather to be
replaced by proximity. Accordingly, a pair (i, j) of sites on a simulated chromatin con-
formation can be defined to be ’in proximity’ if the spatial distance rij between them is
less than a particular ’ligation distance’ rlig. With the described method, proximities
between genomic loci in the Mbp scale can be resolved. This corresponds to 7-9 µm
long chromatin sections and implies, for instance, that the contact probability scaling
at length in which the persistence of chromatin plays a role cannot be resolved.
Fig. 4.7 shows site contact maps for ligation distances rlig=45 nm, 90 nm, 180 nm, 270
nm, 360 nm, 450 nm and 540 nm. These maps correspond to the same conformations
that are shown in Fig. 4.3, and they express the spatial correlations of hypothetical
genomic loci. A locus comprises ten genomic (lattice) sites that altogether correspond
to 440 nm section (5-7 kbp) of the chromatin fiber. The detailed procedure to generate
these maps is described in Subsec. 3.6.1.
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Figure 4.7: Proximity maps of chromatin fibers displaying contact probabilities of genomic loci. The edge length of a map corresponds to the length 280 µm
of the simulated chromatin fibers. Single columns corresponds to specific ligation distances. Upper row: 10-LS type without bending rigidity, mid row: WLC
type without bending rigidity, lower row: WLC type with lp = 90 nm. Blue: few or no contacts between genomic sequences, yellow: numerous contacts between
genomic sequences.
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Figure 4.8: Scaling of the contact probabilities
〈P (ℓ)〉 of genomic loci for different ligation distances.
Solid green lines: 10-LS type generated without bend-
ing rigidity, solid red lines: WLC type generated with-
out bending rigidity, dotted red lines: WLC type with
persistence length lp= 90 nm. Black lines: power law
asymptotes.
The scaling of the mean crosslinking probability depends on the choice of the ligation
distance. For rlig = 45 nm, 90 nm and 180 nm, Fig. 4.8 shows 〈P (ℓ)〉 obtained from
the maps shown in Fig. 4.7. Fig. 4.8(a) differs from Fig. 4.6 only in such a manner
that the proximities have been calculated for single genomic (lattice) sites instead for
whole loci. The ℓ-resolution in Fig. 4.8(a) is therefore simply ten-fold lower, but in
principle the same scaling behavior as in Fig. 4.6 occurs. For ligation distances rlig >
45 nm a plateau of 〈P (ℓ)〉 emerges at short values of ℓ. The reason is that in this range
of ℓ basically all loci would be ligated with each other. Another consequence is that
the globule polymer scaling regime (γ = −1.093) in the 10-LS type becomes indistinct,
while the scalings of the two WLC types adopt larger values of γ. With regard to
the ligation process in experiments, the choice of rlig as a multiple of the thickness of
chromatin may be unrealistic, and here it merely demonstrates the sensitivity of the
observed scaling of the crosslinking probability.
Most importantly, the 10-LS folding type exhibits the same scaling of the crosslink-
ing probability as reported in Ref. 60, namely that of a polymer globule. As the
presented results show, the regular folding of loops with equal lengths into multi-loop
subcompartments (chromatin rosettes) provides the same scaling of the crosslinking
probability as the irregular, perfectly self-similar fractal folding of a polymer globule.
The matter of self-similarity will be of further importance in the next subsection.
The maps shown in Fig. 4.7 do not display long-range correlations between genomic
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sites if very short ligation distances rlig are assumed. Significant long range correlations
occur only for ligation distances that are already multiples of the actual thickness of the
chromatin fiber. In order to avoid choosing a ligation length rlig for the construction
of genomic proximity maps from the simulated chromatin fibers, the site contact prob-
abilities pij can be replaced by the distances rij . Maps constructed from the distances
rij illustrate long range correlations of genomic sites more suitably. The procedure of
creating these maps is basically the same [see Subsec. 3.6.1]. The resulting maps are
shown in Fig. 4.9 and correspond to the same three conformations that are shown in
3D in Fig. 4.3. Large yellow blocks indicate that a large number of genomic loci are
in close spatial proximity.
Conformations of the 10-LS type, which are highly compartmentalized due to the
folding into rosette-like structures, have the strongest tendency bring a large number
of genomic loci close together. It is evident that local loop constraints favor close
contacts results in the the spatial proximity of genomic loci that are already close
on the contour. This is expressed by large blocks on the diagonal. The large off-
diagonal blocks in the map show that local loop constraints favor close contacts of
large compartments that are genomically distant on the chromatin fiber.
In conformations of the WLC model without bending, such close contacts also do
occur, but the sizes of the yellow blocks are smaller. The block sizes are even smaller
in conformations of the WLC model with lp = 90 nm. This can be rationalized by the
tendency of the stiffer chromatin fiber to fold back on itself at longer contour length.
The probability that a large number of genomically close loci can be spatially close is
reduced by that. Numerous contacts do occur between genomically distant loci, but
rarely between large compartments. Consequently, loop formation constraints and low
bending rigidity favor contacts between large numbers of functional units.
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Figure 4.9: Proximity maps of chromatin fibers dis-
playing distances between genomic sites. Panels (a),
(b) and (c) show the proximity maps of a 10-LS type
without bending rigidity, a WLC type without bending
rigidity and a WLC type with lp = 90 nm, respectively.
Blue: correlation coefficient -1, yellow: correlation co-
efficient +1.
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4.1.4 Intramolecular Radial Distribution Functions
Different folding constraints of chromatin fibers lead to different spatial distributions of
chromatin inside the nucleus. The crosslinking probability 〈P (ℓ)〉 and the squared end-
to-end-distance 〈R2(ℓ)〉 express the specific folding of an individual chromatin fiber.
As functions of the contour length ℓ, however, they are interesting only as long as
importance is laid on the fact that chromatin is a linear object. For a characterization
of chromatin as a three-dimensional network that acts on molecular diffusion as an
obstacle, it is insignificant that chromatin is organized as a fiber, a linear object.
Instead, one has to find an ℓ-independent formulation of the chromatin folding which
expresses the density distribution of chromatin.
The intramolecular radial distribution function (RDF) of a polymer, g2,intra(r), quanti-
fies the spatial distribution of a polymer by the number density of its monomers. Let
N(r) denote the number of monomers of a polymer that can be found within a radial
distance r to a reference monomer. Then the intramolecular RDF is given by
g2,intra(r) =
dN(r)
4πr2dr
. (4.2)
On the lattice, g2,intra(r) can be obtained by counting those lattice sites on concentric
sphere shells around a reference site that are occupied by the polymer. This counting
procedure is performed for every single site of the polymer, and then the average
over all sites along the polymer is computed. The intramolecular RDF obtained this
simulational way is denoted gcount2,intra(r) in the following.
Alternatively, g2,intra(r) can be derived from to scaling relation for the mass of a frac-
tal object, M(λr) = λdfM(r) [Eq. (2.10)] which is the formal requirement of self-
similarity:
g2,intra(r) ∼ rdf−3 ≡ rβ. (4.3)
The ’mass’ of a polymer is given by the number N of its monomers. It can be taken
from the universal end-to-end scaling law 〈R2〉 = N2νb2 of polymers which has been
introduced in Section. 2.2.4. Solving this universal scaling law for N and inserting it
into Eq. (4.2) yields
g2,intra(r) =
1
4πr2
(r
b
)1/ν(r) [ 1
rν(r)
− log
(
r
b
)
ν ′(r)
ν2(r)
]
. (4.4)
Note that the scaling exponent ν is now r-dependent.
With this calculation, the folding topology of a chromatin fiber is connected to the
spatial density of its monomers. The intramolecular RDF which is obtained this for-
mal way shall be denoted gscale2,intra(r) in the following.
The two function gscale2,intra(r) and g
count
2,intra(r) deviate from each other if a polymer is not
self similar. Then the scaling relation for the polymer ’mass’ is not satisfied. Fig. 4.10
shows a comparison of gcount2,intra(r) and g
scale
2,intra(r) for simulated chromatin fibers of types
WLC, GL and the 10-LS (all generated without bending rigidity).
Ideal chains (ν = 1/2) have a fractal dimension df = 2, and according to Eq. (4.3),
a scaling of gscale2,intra(r) with β = −1. This scaling indeed prevails in all three structure
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types at radii up to r ≈ 100 nm. Unfortunately, this is the length scale on which
discretization artifacts occur (zigzag shape of gcount2,intra(r)), and a comparison of g
scale
2,intra(r)
and gcount2,intra(r) is therefore not possible.
At larger r, significant discrepancies become obvious: In the WLC type [Fig. 4.10(a)],
gscale2,intra(r) scales with β = −4/3. This is the scaling of a chain polymer subject to
excluded volume interaction (ν = 3/5), which is in accordance to the scaling found for
the crosslinking probability 〈P (ℓ)〉 in the previous subsection. In contrast, gcount2,intra(r)
exhibits a scaling with β = −1, like that of an ideal chain.
In the two structure types with loops, the discrepancies between gscale2,intra(r) and g
count
2,intra(r)
are even much more pronounced: In the 10-LS type [Fig. 4.10(c)], on the scale of the
rosette structure between r ≈ 200 nm and r ≈ 500 nm, gscale2,intra(r) is more or less
constant. This behavior is similar to that of a globule polymer, which is a densely
packed polymer with df = 3, and according to Eq. (4.3)], with β = 0. On larger r,
the 10-LS typescaling exhibits the scaling of a chain with excluded volume interaction
(β = −4/3). gcount2,intra(r) shows a completely different behavior: no significant scaling
regimes are visible, and the curve is strictly monotonic decreasing.
For the GL type [Fig. 4.10(b)], the comparison of gscale2,intra(r) and g
count
2,intra(r) reveals sim-
ilar discrepancies as in the 10 LS type.
The discrepancies between gscale2,intra(r) and g
count
2,intra(r) in the folding types with loops show
that these foldings are not self-similar. Loops in general do not destroy self-similarity.
Loops naturally occur in perfectly self-similar fractal objects like globule polymer or
ideal chains. There, however, the loop length distribution is more scattered than in
the folding types of the chromatin models used in this work. It is the regularity of the
loops that is responsible for the lack of self-similarity.
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Figure 4.10: Intramolecular radial distribution func-
tions vs. the spatial distance. Solid colored lines:
gcount2,intra, dashed black lines: g
scale
2,intra, solid black lines:
power-law asymptotes. The subfigures belong to (a)
the WLC type, (b) the GL type, and (c) the 10-LS
type. The conformations have been generated without
bending rigidity.
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4.1.5 Radial Distribution Functions Including Both Intra-
and Intermolecular Correlations
In order to predict the degree of obstruction that the presence of chromatin brings
about for diffusion in the cell nucleus, knowledge of the folding of individual chro-
mosomes is not sufficient. In case intermingling with other chromosomes cannot be
entirely excluded, local chromatin densities may be contributed by more than one
chromosome. The intramolecular radial distribution function g2,intra does not give a
full account of the distribution of chromatin in a network of chromatin fibers. A tracer
molecule diffusing in the chromatin network feels obstruction caused by the entirety of
the fibers, but cannot distinguish individual ones. If the solution of chromatin fibers
is not highly concentrated, an individual fiber is not ’aware’ of the other fibers. This
renders the intramolecular RDF g2,intra impractical for a connection of chromatin struc-
ture to molecular diffusion behavior; the intermolecular correlations are missing. Fig.
4.11 illustrates the difference between intramolecular and intermolecular correlations.
This is where the RDF g2 defined in Eq. (2.46) comes into play. In addition to g2,intra, it
contains both the intramolecular and intermolecular correlations between polymers.
g2 does not distinguish between individual polymers, and it counts any monomer within
a distance r of a reference monomer. By that, it covers the contributions of all polymers
to a local monomer density. The particularity of this RDF is, as demonstrated in
Subsec. 2.3.2, that the series expansion of the volume fraction of the excluded volume,
φ, is determined by g2 in first order. In the percolation problem [see Subsec. 2.3.1],
the volume fraction of randomly distributed obstacles is related to the connectedness
of the space on which random walkers live. Consequently, the RDF g2 of chromatin in
the cell nucleus is relevant to the diffusion behavior of molecules therein.
Figure 4.11: Illustration of intramolecular and inter-
molecular correlations. Within a given radial distance
to a reference monomer on an individual polymer in
solution (black dot on dark gray polymer), a second
monomer can be found, either belonging to the same
polymer (dark gray dots) or to another polymer (bright
gray dots on bright gray polymers). At short radii, it
belong mostly to the same polymer, and at larger radii
mostly to other polymers.
The RDF of a chain polymer in semidilute solution is given by [161]
g2(r) =
3
cπb2r
exp (−r/ξ) + 1, (4.5)
where ξ, c and b are the correlation length of the polymer, its concentration and the
effective bond length, respectively. For the fit parameters ξ = 2, c = 0.1 and b = 1.8,
this model is compared to the simulated chromatin fibers in Fig. 4.12. There, only
for conformations of WLC and GL type, and apart from deviations due to lattice dis-
cretization for small r, g2 is well described by Eq. (4.5). For the folding types with
small loops (LL, 5-LS and 10-LS types), no reasonable fit of this model was possible.
The formation of chromatin loops apparently induces a strong deviation from the typi-
cal density scaling of a polymer solution. The model of a polymer in semidilute solution
70 CHAPTER 4. STATIC CHROMATIN FIBERS WITH SUBCOMPARTMENTS
does not generally fit for the chromatin networks. Consequently, the correlation length
ξ in Eq. (4.5) becomes invalid as a measure for the spatial correlations of chromatin
networks. The considerations on this problem will be continued in Subsec. 4.3.2
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Figure 4.12: Radial distribution function g2 of the
chromatin network. Red squares: WLC type, blue cir-
cles: GL type, green diamonds: 10-LS type. The con-
formations have been generated without bending rigid-
ity. Black solid line: model of a semidilute polymer
solution (Eq. 4.5).
How are the two described RDF related? At very short distances to a reference
monomer, only monomers belonging to the same polymer are likely to be found (inner
circle in Fig. 4.11). Intramolecular correlations are strong, intermolecular correla-
tions are weak. This suggests that g2(r) can be approximated by g2,intra(r) at small
r. Fig. 4.13 shows a comparison of g2 and g
count
2,intra. Red curves represent WLC type
chromatin generated without bending rigidity. They do not collapse even at very short
r, presumably due to strong intermingling [as can be seen in Fig. 4.4(b)] that pre-
vents a crumpling of the fiber. Green curves represent 10-LS type chromatin generated
without bending rigidity. They collapse much better at very short r, which expresses
that local chromatin densities of the highly looped folding types are contributed pre-
dominantly by single chromatin fibers. The minor occurrence of interchromosomal
correlations at short distances can therefore be regarded a characteristic of chromatin
compartmentalization.
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Figure 4.13: Intramolecular (full symbols) and in-
termolecular (empty symbols) radial distribution func-
tions gcount2,intra and g2 of chromatin. Red squares: WLC
type, green diamonds: 10-LS type. The conformations
have been generated without bending rigidity.
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4.1.6 Confocal Images of Simulated Chromatin Networks
Confocal laser scanning microscopy allows to measure the spatial distribution of chro-
matin in the nucleus with the help of fluorescent tags. The resolution of conventional
setups is insufficient for the identification of single chromatin fibers and their structure.
While chromatin fibers are 30 nm in diameter, typical confocal microscopes have reso-
lutions of about 250 nm lateral and 1500 nm axial. Fig 4.14 shows simulated confocal
images of different chromatin folding types, created from previously generated chro-
matin conformations [the simulation of confocal images is described in Subsec. 3.6.2].
The subfigures 4.14(a), (b) and (c) are images taken of the chromatin conformations
that are visualized in 3D in Fig. 4.3(a), (b) and (c). As mentioned in the preceding
subsections, loop-induced compartmentalization of chromatin results in a clumpy dis-
tribution. This is visible in the simulated confocal images: the pixel intensities in the
image of the 10-LS type are more concentrated than those in the image of the two
WLC types. Further, as expected, no single fibers or distinct subcompartments can be
identified.
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Figure 4.14: Simulated confocal images of different
chromatin folding types. Images in the upper row have
been generated with a realistic resolution of a confo-
cal microscope (250 nm lateral, 1500 nm axial). The
edge length of the images is 1.2 µm. The fluorescence
intensity (color axis) is normalized to the maximum
detectable intensity. Panels (a), (b) and (c) show im-
ages of a 10-LS type without bending rigidity, a WLC
type without bending rigidity and a WLC type with
lp = 90 nm, respectively.
The distribution of the fluorescence intensities in the simulated confocal images can be
quantified by the correlations of the pixel intensities, which are expressed by the image
cross-correlation function G(r) [definition in Eq. (3.13)]. Fig. 4.15(a) shows average
image cross-correlations G¯(r) obtained by averaging the image cross-correlations G(r)
of individual images from different focal planes within the chromatin ’sample’. In ac-
cordance with the results in preceding subsections, also the correlations of the pixel
intensities in images of the 10-LS type are stronger than those belonging to the WLC
type. For the 10-LS type, Fig. 4.15(b) shows the image cross-correlations G(r) cor-
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responding to individual focal planes, and the average image cross-correlations G¯(r).
Individual image correlations deviate up to ≈10% from their average. The variance of
G¯(r) is 0.055. For the WLC type without bending rigidity the variance is 0.014, and
for the WLC type with persistence length lp = 90 nm it is 0.01. The fluorescence in-
tensities detected in distinct focal planes vary much more in the 10-LS type chromatin
samples.
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Figure 4.15: Image cross-correlations of simulated confocal images. (a) Average image cross-correlations
G¯(r) computed from images taken in several focal planes (example images in Fig. 4.14). (b) Image cross-
correlations G(r) computed from images taken in different focal planes. The bumps of the cross-correlations
at r ≈ 1200 nm are artifacts caused by the periodicity of the underlying lattice (r = 1200 nm corresponds to
the period of the lattice).
The image correlation functions G(r) and G¯(r) have been normalized with the average
fluorescent intensity, which is the value that the non-normalized image cross-correlation
function adopts at large r. If the concentration and the brightness of the fluorophores is
known, confocal fluorescence images can be converted into chromatin density maps, and
then the average fluorescence intensity corresponds to the average chromatin density
φ0 [93]. Accordingly, the value to which the image cross-correlation function tends to
at large r corresponds the average chromatin density in the sample.
The insufficiency of conventional light microscopy to resolve the structure of chromatin
is expressed in low image cross-correlations at short distances. Fig. 4.16(a) shows
an image correlation function G¯(r) together with the corresponding RDF g2(r). For
comparison, also the cross-correlation function computed from an image that has been
recorded with a hypothetical, 10-fold better resolution (25 nm lateral and 150 nm
axial) is shown. Fig. 4.16(b) contains a corresponding confocal image. The comparison
shows that the image cross-correlation function can principally express the structural
information of the radial distribution function g2(r) if the resolution is high. While
resolutions of conventional setups are sufficient to measure the global chromatin density
– the tails of g2(r) and G(r) collapse –, they fail at giving an account of the clumpiness
which chromatin compartmentalization brings about.
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Figure 4.16: Image cross-correlation function and radial distribution function. (a) Comparison of the
image cross-correlation functions and the radial distribution function of a 10-LS type chromatin conformation
generated with persistence length lp = 90 nm. (b) Confocal image recorded with a hypothetical resolution of
25 nm lateral and 150 nm axial.
4.2 Molecular Diffusion in Static Chromatin Networks
4.2.1 Trajectories of Molecules in the Chromatin Network
Basically two kinds of diffusion occur in the simulations:
• Confined diffusion, where the diffusing molecules do not travel farther than a
finite distance from the starting point, because they are too large to slip through
(some) meshes in the network.
• Unconfined diffusion, where the diffusing molecule can travel arbitrarily far. A
high degree of obstruction can, however, slow down the net motion of the diffusing
molecules
Representative diffusion trajectories that demonstrate these behaviors are shown in
Fig. 4.17. The squared displacements corresponding to these are shown in Fig. 4.18.
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Figure 4.17: 10000-step trajectories of diffusing molecules. The coordinate tripod indicates the size of the
underlying periodic lattice (arrow length 1.2 µm). Red: A freely diffusing molecule in an environment without
any obstacles. Green: a molecule with radius Rm=60 nm performing significantly hindered but still unconfined
diffusion in a WLC type environment. Blue: a molecule with Rm=120 nm performing confined diffusion in
a WLC type environment. The corresponding squared displacements of these trajectories as functions of the
time steps are displayed in Fig. 4.18.
4.2.2 Comparison with Existing Transport Models
The dependence of the diffusion behavior on the size of a molecule varies with the
underlying chromatin structure. The diffusion behavior is measured with diffusion
coefficients D and anomaly parameters α, which have been introduced in Section 2.1.
The diffusion coefficients are given as reduced diffusion coefficients D/D0, which are the
diffusion coefficients D in the chromatin networks in relation to diffusion coefficients
D0 in water. The anomaly parameter α adopt different values on different time scales.
Here the minimum values αmin of all time scales are given. The method by which these
quantities are obtained from the diffusion simulations is described in Section 3.4.2.
Data examples for reduced diffusion coefficients D/D0 and anomaly parameters αmin
in Fig. 4.19(a) and 4.19(b) illustrate the tendency of compartmentalization to induce
a smoother decrease of D and αmin with increasing molecule radius Rm. The more
compartmentalized the network, the less hindrance do diffusing molecules experience,
or the larger they can be.
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Figure 4.18: Squared displacements of diffusing
molecules as functions of the MC displacement steps.
Black lines represent corresponding mean-square dis-
placements obtained through ensemble averaging. (a)
A freely diffusing molecule in an environment without
any obstacles. (b) Three molecules with radius Rm=60
nm performing significantly hindered but still uncon-
fined diffusion in a WLC type environment. (c) A
molecule with Rm=120 nm performing confined diffu-
sion in a WLC type environment. The trajectories of
these molecules are shown in the respective color in Fig.
4.17.
There exists a wide range of obstructed diffusion models that relate the structural prop-
erties of polymers in hydrogels to the diffusion coefficients of tracer molecules therein
[see Refs. 135 and 162]. Like in the present simulations, hydrodynamic drag forces act-
ing on the tracers are neglected in these models, and only the presence of impenetrable
polymer chains is assumed to increase the path length for diffusive transport. For
the problem underlying here, a diffusion model must provide good results at relatively
high polymer volume fractions and for tracer sizes that are significantly larger than the
thickness of the polymer fibers. Here, three prominent model that allow to incorporate
the radius of the diffusing tracer molecules Rm, the radius of the obstructing fibers R0,
and the fiber volume fraction φ0 are compared to the simulation data.
• In the model by Tsai and Strieder [163] (short-dashed line in Fig. 4.19(a)), a poly-
mer network composed of very long, straight, randomly dispersed and overlapping
fibers is assumed. The reduced diffusion coefficient is given by
D
D0
=
[
1 +
2
3
(
φ0
[
Rm +R0
R0
]2)]−1
. (4.6)
In Brownian dynamics simulations, this model has been demonstrated to be valid
for excluded volume fractions up to φ = 0.4 [164]. Note that the effective volume
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fraction φ = φ(φ0;R0), as described in Subsec. 2.3.2, is the volume fraction of
the gel that is inaccessible to the center of a tracer with radius R0, given the fiber
volume fraction φ0. As can be estimated from Fig. 4.21, φ = 0.4 corresponds to
tracer radii R0 ≈ 20 nm in the simulations presented in this chapter.
• In the model by Johansson et al. [165] (long-dashed line in Fig. 4.19(a)) it is as-
sumed that the gel is composed of a number of cylindrical cells with different radii.
The diffusion coefficient in a cylinder with given radius can be obtained by solving
Fick’s first law. They determined the distribution of cell radii in simulations of
wormlike chains constituting the network. For the obtained distribution of radii,
the effective diffusion coefficient in the whole system could then be calculated
from the local diffusion coefficients:
D
D0
= exp

−0.84
(
φ0
[
Rm +R0
R0
]2)1.09 (4.7)
This model provided good results for small diffusants [165, 166], but failed for
larger molecules in those cases where the persistence length of the fibers was less
than one order of magnitude greater than the diffusant radius [167].
• The idea behind Amsden’s model [136] (solid lines in Fig. 4.19(a)) is that the
diffusion coefficient of a molecule is proportional to the probability of finding
meshes of the network that are larger than the molecule’s own diameter. Assum-
ing a Gaussian distribution of mesh sizes, Amsden found the reduced diffusion
coefficient
D
D0
= exp
[
−π
4
(
Rm +R0
R +R0
)2]
, (4.8)
where R is the average radius of space between polymer fibers. Alternatively, one
can write
D
D0
= exp

−π(Rm +R0
R0
)2
φ0(
k + 2φ
1/2
0
)2

 , (4.9)
where the constant k is related to the persistence length. The connection between
these two expression is made in Sec. A.2 in the Appendix. This model showed
good correlation with experimental data for polymer volume fractions up to φ0 =
0.05 and in the full range of diffusant and polymer radii [136].
For the chromatin folding types WLC, 5-LS and 10-LS, the reduced diffusion coefficients
obtained from the simulations are plotted along with the reduced diffusion coefficients
predicted by the three introduced models [see Fig. 4.19(a)]. The persistence length in
the simulated chromatin networks was lp = 135 nm. While the dependence of D/D0 on
Rm in the models by Tsai and Strieder and Johansson et al. is uniquely determined by
the choice of R0 = 18 nm and φ0 = 0.1, Amsden’s model allows an additional depen-
dence of D/D0 on internal structure [formalized in Eq. (4.9) by k]. The colored lines
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in Fig. 4.19(a) correspond to best fits. Comparison of simulation and models shows
the following: The reduced diffusion coefficients from the simulations essentially differ
from the model by Tsai and Strieder. The transport of molecules in the chromatin
networks is therefore incomparable to that in gels with long, straight fibers. Only at
small molecule radii R0 . 20 nm, where the effects of different network structures is
indistinguishable, the model by Tsai and Strieder provides good results. The curve cor-
responding to the model by Johansson et al. resembles the simulated data curves, and
lies within their range. This indicates that the semiflexible structure of the chromatin
fibers is a dominant property regarding the obstruction effect on molecular diffusion.
Amsden’s model fits the simulated data approximately. Fits according to Eq. 4.9
give values of k = 0.81, k = 0.95 and k = 1.47 for the WLC, 5-LS and 10-LS types.
Different values of k suggest different persistence lengths lp. However, the chromatin
networks corresponding to theses data curves have been created with the same per-
sistence length lp = 135 nm. Consequently, compartmentalization of chromatin fibers
severely reduces the significance of their persistence in diffusion coefficients. For the
more general version of Amsden’s model [as in Eq. (4.8)], the best fits correspond to
average radii between polymer chains R = 23.0 nm, R = 26.9 nm and R = 41.9 nm. As
pointed up in the previous section, compartmentalization leads to an increased opening
of voids between fibers. The comparison of Amsden’s model to the simulated diffusion
coefficients presented here supports this statement.
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Figure 4.19: Diffusion in chromatin environments with different degrees of compartmentalization. (a) Re-
duced diffusion coefficients D/D0 and (b) anomaly parameters αmin vs. molecule radius Rm. The persistence
length of chromatin is lp = 135 nm. Solid lines: data fits with Eq. (4.9) (Amsden’s model [136]), red squares:
WLC type, orange pentagons: 5-LS type, green diamonds: 10-LS type.
4.2.3 Percolation Threshold of the Effectively Accessible Space
Under what circumstances are molecules trapped in the chromatin network? In analogy
to the classic percolation problem [see Subsec. 2.3.1], the confinement of a diffusing
molecule is equivalent to the non-connectedness of the effectively accessible space.
The excluded volume fraction φ of every chromatin type and molecule size have been
computed as described in Subsec. 3.4.1. The dependencies of the diffusion coefficient
D and the anomaly parameter αmin on φ are shown in Fig. 4.20. D(φ) and αmin(φ)
lie close to but not precisely on master curves. In particular, the universal relation
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D = 1− φ/φc proposed in some studies [143, 101] does not hold. The site percolation
threshold of a three-dimensional first-neighbor Cartesian lattice is pc = 0.311605 [168],
which would imply D = 0 at φ = 1 − 0.311605 = 0.688395. Instead, values of φc
in the range between 0.88 and 0.98 occur, depending on the underlying chromatin
folding type [Fig. 4.20(a)]. The simulation data do not clearly exclude an eventual
linear relation between D and φ. An important finding is that the arrangement of the
diffusion obstacles into fibers shifts the percolation threshold. Here lies the difference
between chromatin networks and systems with randomly distributed obstacles.
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Figure 4.20: Percolation of the effectively accessible space. (a) Diffusion coefficients D vs. Excluded
volume fraction φ. (b) Minimal anomaly parameters αmin vs. φ. As a consequence of spatial correlations, the
percolation thresholds of the investigated systems are shifted to greater values of φ than in the random lattice
percolation problem. Black dots: random lattice occupation, colored symbols: chromatin conformations.
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4.3 Connecting Structure and Transport
The analysis of the diffusion simulations reveals no definite relation between the degree
of compartmentalization of chromatin and the diffusion of molecules. Also, no relation
between the bending rigidity of the chromatin fibers and the diffusion behavior is
evident. Note that the chromatin network is static and that only the structural effect
of bending rigidity is considered in this chapter.
The dependence of the diffusion coefficient on the excluded volume [Subsec. 4.2.3] in
the chromatin systems deviates from the dependence found in the classic percolation
problem, which corresponds to entirely random systems. This suggests that the non-
randomness of the chromatin network plays a key role in the connection of structure
and diffusion. Non-randomness of diffusion obstacles means that they are spatially
correlated. Here, the radial distribution functions of the chromatin network which
have been examined comprehensively in Sec. 4.1 finally come into play.
4.3.1 Approximation of the Effectively Accessible Volume
The effectively accessible space of the cell nucleus contains all possible trajectories of a
diffusing molecule. This space is the larger, the smaller the diffusing molecules is, but
it also depends on the arrangement of the obstacles that obstruct the molecule. Here
it shall be investigated to which extent the volume of the effectively accessible space is
determined by the available correlations between the obstacles.
As demonstrated in Subsec. 2.3.2, the fraction of the excluded volume φ of a chain
polymer – ideally composed of spherical monomers – can be expanded in a series
incorporating n-point correlation functions. According to this, the volume fraction
of the effectively accessible space – the complement of the excluded volume – can be
approximated by the second order expansion
1− φ(Rm, φ0) = 1−φ0 (Rm/R0)3 + 1
2
(φ0/V0)
2
∫
g2(a)V
int
2 (a;Rm)4πa
2da− · · ·
(4.10)
On the lattice, the volume fraction of the effectively accessible space can be obtained via
counting the sites corresponding to the excluded volume of the polymer [see illustration
in Fig. 3.7]. Fig. 4.21 shows the comparison of the ’counted’ volume fraction and the
one obtained using Eq. (4.10). The second order expansion collapses with the ’counted’
volume fraction only up to a molecule radius of ≈20 nm, which corresponds to a volume
fraction between 0.6 and 0.7. Above this molecule radius, the approximation fails.
As shown in see Subsec. 2.3.2, the percolation thresholds occur at volume fractions
1− φ(Rm, φ0) . 0.1, which correspond to molecule radii much larger than 20 nm.
Consequently, the radial distribution function g2(r) of chromatin in the nucleus is not
sufficient to determine the percolation threshold of the effectively accessible space in the
chromatin network. The critical sizes at which particles get trapped in the chromatin
network cannot be determined.
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Figure 4.21: Volume fraction of the effectively ac-
cessible space vs. the diffusing molecule’s radius Rm.
Solid lines: second order expansion of 1−φ(Rm, φ0) ac-
cording to Eq. (4.10). Symbols: 1−φ(Rm, φ0) obtained
via counting the lattice sites corresponding to the ex-
cluded volume of chromatin. Red squares: WLC type,
blue circles: GL type, violet triangles: LL type, orange
pentagons: 5-LS type, green diamonds: 10-LS type.
All conformations have been created without bending
rigidity.
4.3.2 Clumpiness of the Chromatin Network
The connectedness of the effectively accessible space is related to the clumpiness of
chromatin. The more inhomogeneously distributed chromatin is, the more voids occur
on which diffusing molecules can travel. Here, we define a measure of clumpiness which
is based on the RDF g2(r).
According to Eq. (4.10), strong spatial correlations, which are expressed by large values
of g2(r), result in a less rapid decrease of the effectively accessible volume fraction
φ(R, φ0) with the molecule radius Rm. While g2(r) approaches unity as r →∞, it does
not generally exhibit an exponential decay [see shapes of the curves in Fig. 4.12]. It is
too ambiguous to characterize its shape simply by the distance at which it drops to a
value of 1/e of g2(0). We introduce a new and more intuitive measure to characterize
g2(r), similar to the K-function [169] which has found use, e.g., in the characterization
of the extent of galaxies in cosmic clusters [170]. For a given radial distribution function
g2(r), the expected number of sphere centers to be found within the distance a from
an arbitrary sphere center is given by the K-function
K(r) =
∫ r
0
g2(r
′)4πr′2dr′. (4.11)
As r → ∞, inhomogeneities average out and the asymptotic limit of K(r), (4πr3/3),
equals the expected number of sphere centers within r if the material is fully homo-
geneous and spatially uncorrelated. By subtracting this asymptotic from K(r), one
obtains the expected excess number of sphere centers within r, i.e., the contributed by
clustering. Then, the limit
lim
r→∞
[
K(r)− (4πr3/3)] = ∫ ∞
0
[g2(r)− 1] 4πr2dr (4.12)
gives the characteristic number of spheres that compose clusters.
Clumpiness is formally expressed by short-scale correlations. Due to the spherical inte-
gration factor 4πr2, long-scale correlations contribute more strongly to the expression
in Eq. (4.12) than short-scale correlations do. Clumpiness is more suitably quantified
with a linear integration along r, as in
Klin(r) :=
∫ r
0
g2(r
′)dr′. (4.13)
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We refer to the limit
Γ := lim
r→∞
[Klin(r)− r] =
∫ ∞
0
[g2(r)− 1] dr (4.14)
as the cumulative pair correlation of the polymer. It gives the expected excess
number of clustering spheres on a beam starting in an arbitrary sphere center.
4.3.3 Critical Molecule Sizes
The cumulative pair correlation Γ is useful to relate the clumpiness of the chromatin
network to macroscopically measurable quantities. The critical radius Rc of a molecule
is the radius at which the effectively accessible space no longer percolates, i.e., the
molecule is trapped. Qualitatively, it manifests itself in the transition from the upper
curve to the lower curve shown in Fig. 3.8. We define Rc as the radius Rm at which αmin
drops to 0. Assuming, e.g., chromatin with a persistence length 130 nm and a volume
fraction of 0.1, a Cajal body of 200 nm diameter gets trapped in a worm-like chain
environment (WLC type) while it can travel arbitrarily far with Dph ≈ 2 · 10−14 m2 s−1
in an environment with 10-loop subcompartments (10-LS type).
Fig. 4.22(a) shows the minimum anomaly parameter αmin vs. Γ and the molecules
radius Rm: For fixed Rm, αmin increases monotonously with increasing Γ. This means
that minimum diffusion anomaly that is measured in clumpy networks is higher than
that in homogeneous networks.
For fixed Γ, αmin decreases monotonously with increasing Rm up to the critical radius
RC . A similar tendency is evident also for the diffusion coefficient D [see Fig. 4.22(c)].
For fixed αmin, Rm increases with Γ. This becomes more obvious in Fig. 4.22(b),
where Γ is plotted against the critical radius Rc. The simulation data suggest a linear
relation Rc = (Γ−0.6) ·80 nm. The diffusion simulations presented here show that the
clumpiness of the chromatin work plays an essential role for the diffusion behavior. But
additionally, the clumpiness is the one structural property of the chromatin network
that can quantitatively be connected to diffusion, as it can be used to calculate the
size of those molecules that get trapped in a particular chromatin network.
4.3.4 Transition from Anomalous to Normal Diffusion
Different foldings of chromatin fibers cause different spatial distributions of chromatin
with different degrees of inhomogeneity. Structural inhomogeneity averages out on a
certain length scale. The transition of a diffusing molecules from anomalous diffusion
to normal diffusion marks this length scale. Accordingly, the length scales at which
these transition occur in the different chromatin networks must also be different. They
are given by the transition distance rtr and the transition time ttr and can be obtained
from the simulation as described in Section 3.4.2. In networks of, e.g., the 10-LS type,
rtr is shifted to larger values compared to the WLC type [see Fig. 4.23(a)]. According
to this, the transition times ttr of the 10-LS type exceed that of the WLC type, but
only at small radii Rm. At larger Rm, the considerably lower diffusion coefficients in
less clumpy chromatin delay the transition [see Fig. 4.23(b)].
The rtr-curves of the less clumpy chromatin folding types diverge at the percolation
thresholds, as observed in random lattice percolation clusters [143]. In contradiction to
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Figure 4.22: Connecting critical molecule radii to
chromatin clumpiness. (a) Cumulative pair correlation
Γ vs. molecule radius Rm and anomaly parameter αmin
for all conformation samples. (b) Γ vs. critical radius
Rc. Solid line: linear fit Γ = 0.6+0.0125Rc (Rc in nm).
(c) Cumulative pair correlation Γ vs. molecule radius
Rm and reduced diffusion coefficient D for all confor-
mation samples. Red squares: WLC type, blue circles:
GL type, violet triangles: LL type, orange pentagons:
5-LS type, green diamonds: 10-LS type.
this, the peak values of the bell-shaped rtr curves of clumpier folding types are shifted
away from Rc towards smaller Rm; this is more pronounced with increasing Γ. In Fig.
4.23(c), the dependence of the transition distance on the cumulative pair correlation
of the chromatin folding type is plotted for all performed diffusion simulations with all
molecule sizes. The general tendency of clumpiness to shift the transition to larger dis-
tances is visible. In this plot the discontinuities that typically occur at the percolation
thresholds [see Fig. 4.23(b)] have been partially smoothed out by the gridding of the
data.
4.4 Discussion
Genome compartmentalization is achieved with a folding principle of the chromatin
fibers by which a larger section is completely contained in a local subvolume, and
not widely dispersed within the nucleus. It is evident that those chromatin chains
that facilitate local folding (looped conformations, WLC with short lp) also promote
compartmentalization [see Fig. 4.4 and Fig. 4.9]. Stiffer and locally unconstrained
chains curve back on themselves at longer contour lengths, and the crumpling of the
chain into compartments is suppressed.
The mobility of diffusing molecules is influenced, first of all, by the density of the sur-
rounding chromatin. At high densities, diffusing molecules get obstructed more often
and are slowed down. Many studies on intracellular mobility have been conducted
using fluorescence correlation spectroscopy [75, 79, 88, 92, 171, 84]. With this method,
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Figure 4.23: Transition from anomalous to normal
diffusion. (a) Transition distance rtr and (b) transition
time ttr vs. molecule radius Rm. The persistence length
of chromatin is lp = 135 nm. Critical radii of each fold-
ing type are indicated by vertical lines. Red squares:
WLC type, orange pentagons: 5-LS type, green dia-
monds: 10-LS type. (c) Cumulative pair correlation Γ
vs. molecule radius Rm and transition distance rtr for
all conformation samples.
the motion of fluorescent probes is measured in a laser focus, and the maximal root-
mean-square displacement that can be covered within such a focus is about 1 µm.
The edge length of the simulation cube used in the present simulation corresponds to
1.2 µm, and the volume fraction of chromatin has been set to 10% according to Ref.
[93]. Generally, it is possible that the compartmentalization of the cell nucleus results
in the formation of distinct 1 µm-regions with less or higher density, like regions of
euchromatin and heterochromatin. The present simulations with a chromatin volume
fraction 10% show that small molecules with diameters up to about 20 nm have the
same diffusion coefficients D (or Dph/Dph,0) and anomaly parameters αmin in all types
of chromatin networks [see Fig. 4.19]. This suggests that a particular folding topology
of chromatin fibers has no significant effect on the diffusion of small molecules. Larger
molecules, however, are strongly influenced by the folding topology, and for their case
an answer can be given to the fundamental question whether folding-induced compart-
mentalization affects diffusion behavior:
The mobility of larger diffusing molecules is influenced by the clumpiness of the chro-
matin network, i.e., the inhomogeneity of the distribution of the chromatin fibers caused
by local aggregations. If the compartmentalization of chromatin fibers influences the
clumpiness of the chromatin network, it also affects the mobility of diffusing molecules.
Whether or not a diffusing molecule senses the clumpiness of the chromatin network
depends on the typical size of the clumps in relation to the length scale on which
the molecule diffuses. The size of the clumps must be less than the root-mean-square
displacement the molecule diffuses. Fig. 4.12 shows that chromatin fibers with many
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small loops, e.g., those of the 10-LS type, cause stronger clumpiness of the chromatin
network than the folding types with longer loops (GL type) or no loops (WLC type)
do. The length scale at which the RDF g2 of the 10-LS type levels off to unity is
approximately 300 nm. This means that chromatin networks of the 10-LS type have
clumps with typical radii of 300 nm [see also the 3D illustration in Fig. 4.4(a)]. The
chromatin contour length that corresponds to this clump size is, according to Fig.
4.5(b), approximately 104 nm. This is just the length of the rosette-like multi-loop
subcompartments of the 10-LS type chromatin fibers. Therefore, the clumps in the
10-LS type network actually are the multi-loop subcompartments.
Compartmentalization can be expressed by the scaling of the mean end-to-end distance
〈R〉 ∝ ℓν with the contour length ℓ. The lower ν, the more compartmentalized is the
fiber. Lieberman-Aiden et al. [60] observed a globule-like folding on the Mbp scale of
chromatin, and they interpreted it as the fundamental folding principle that promotes
compartmentalization. The compartmentalization of 10-LS type fibers resulting specif-
ically from the rosette-like subcompartments is expressed also by a globule-like scaling
(〈R〉 ∝ ℓ1/3 in the range between 103 nm and 104 nm) [see Fig. 4.5(b)]. Assuming a
chromatin packing ratio of 100bp/nm [66], this range corresponds to 100 kbp - 1 Mbp.
On the scale above, from 1 Mbp to 10 Mbp (103 − 104 nm), the 10-LS type exhibits
the scaling behavior of a self-avoiding chain, which does not promote compartmental-
ization. In contrast, chromatin fibers of the WLC type fold like worm-like chains up
to a genomic scale of 1 Mbp, and like globules on the scale from 1 Mbp to 10 Mbp.
Visible clumps in the WLC type network would have a typical size of about 2 µm.
Both WLC type fibers and 10-LS type fibers exhibit a folding that promotes compart-
mentalization, but each on different genomic scales. In the case of the WLC type fibers,
compartmentalization on the 1-10 Mbp scale leaves the distribution of chromatin ho-
mogeneous over a length of a few µm. Compartmentalization on this genomic scale
therefore regulates only the density of whole chromosomal regions, and by that the
general mobility and the accessibility of diffusing molecules.
Compartmentalization in the range between 100 kbp and 1 Mbp scale makes the chro-
matin network inhomogeneous on a sub-chromosomal length by producing local aggre-
gations with diameters of a few 100 nm. At the same time, voids occur around these
aggregations and provide for a less obstructed diffusion. Compartmentalization on this
genomic scale can therefore increase the mobility of diffusing molecules over distances.
In order to quantify the clumpiness of the chromatin network, the cumulative pair
correlation Γ was introduced in Subsec. 4.3.2. Γ can be assigned to a network with a
particular folding topology, and can be used to estimate the critical radii Rc at which
diffusing molecules get trapped in the network [see Fig. 4.22(b)]. In the presence of
network dynamics, the same molecules can travel even further [103]. Γ can therefore
be used as an indicator for the requirement of network dynamics.
In many approaches to the problem of diffusional transport in polymer systems, the
polymer volume fraction φ0 has been connected to diffusion coefficients of small molecules
in polymeric materials (e.g., for a review see Refs. 135 and 162). φ0 loses its signifi-
cance as a global quantity if the material is strongly inhomogeneous on a local scale.
This is evident by the comparison of the transport models to the diffusion coefficients
obtained from the present simulation [see Subsec. 4.2.2]. Inhomogeneity can result if
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the polymer is forced into subcompartments. Then, the diffusion behavior on a global
scale is rather connected to the excluded volume fraction φ, as it contains structural
information about the polymer network. In Subsec. 4.3.1 it was demonstrated how φ
is related to the radial distribution function g2(r), which can be employed to formally
express the inhomogeneity of the network.
Earlier studies showed that the percolation threshold 1−φc of the effectively accessible
space of a system with inhomogeneously distributed obstacles is lower than that of a
system with homogeneously distributed obstacles (e.g., see Refs. 110, 111, 112). Our
simulations confirm this effect for obstacles such as long polymer chains. Consequently,
uncorrelated arrangements of obstacles are inappropriate to model critical transport
phenomena in macromolecular networks such as the one composed of chromatin fibers.
The connections between the quantities describing the structure of chromatin fibers
and the chromatin networks, and diffusion-related quantities were analyzed and are
illustrated with the flow chart in Fig. 4.24.
The contact probability 〈P (ℓ)〉 of genomic loci can be obtained from sequencing exper-
iments that allow to determine spatial proximities between genomic loci [60]. These
proximities have be visualized with the maps shown in Fig. 4.7.
The scaling of 〈P (ℓ)〉 with the separation ℓ along the contour of a chromosome allows
to reconstruct the squared end-to-end distance 〈R2(ℓ)〉 of the chromosome, and by that
the folding behavior according to certain polymer models. A restriction at this is that
the proximities at very short contour lengths elude the precision of the experimental
techniques.
Given R2(ℓ)〉, to some degree the intramolecular radial distribution function g2,intra(r)
can be reconstructed. The reconstruction fails if the chromatin fibers lack self-similarity.
This is the case particularly when chromatin forms multi-loop subcompartments of reg-
ular loops. Given g2,intra(r), the radial distribution function g2(r), which contains also
intermolecular correlations, can under some conditions be reconstructed: for a highly
compartmentalized chromatin conformation, intermolecular correlations at short dis-
tances are weak. Consequently, the regime at short radial distance r of a g2(r) can
be approximated by the intramolecular RDF g2,intra(r). The regime at longer dis-
tances can be determined with the aid of confocal microscopy: the tail of the image
cross-correlation function G(r) corresponds to the tail of g2(r). This is true also for res-
olutions of conventional microscopic setups. Alternatively, if a microscopic setup with
a superresolution better than 30 nm is available, the image cross-correlation function
G(r) can directly be taken for the radial distribution function g2(r).
Given g2(r), it can be used for the expansion of the volume fraction φ(φ0, Rm) of the
effectively inaccessible space (or equivalently, the volume fraction 1− φ(φ0, Rm) of the
effectively accessible space). Only at small radii Rm, the expansion of the volume
fraction is a good approximation, and in this case, also diffusion coefficients can be
calculated as a function of the volume fraction. However, the volume fraction that
corresponds to larger molecule radii, particularly to critical radii Rc, cannot be ex-
trapolated. Instead, the newly introduced cumulative pair correlation Γ can used to
estimate the critical radii Rc according to a linear relation.
A diffusion coefficient or an anomaly parameter is not unique to a molecule of given size
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in a particular environment. Our simulations underline the fact that both also depend
on the length scale of observation. The transition from anomalous to normal diffusion
implies that the observed diffusion is anomalous whenever molecules are traced within
time intervals shorter than ttr or, equivalently, on length scales shorter than rtr. Many
studies have been made on intracellular mobility using fluorescence correlation spec-
troscopy [75, 79, 88, 92, 171, 84]. There, the motion of fluorescent probes is measured in
a laser focus. The maximal root-mean-square displacement that can be covered within
such a focus is about 1 µm. Referring to Fig. 4.23(a), all values of rtr are below the
typical focus diameter. This indicates that the transition to normal diffusion can be
observed in all cases of molecules with radius Rm < Rc, provided the time resolution
of the experimental setup is sufficient.
The clumpiness of the chromatin network shifts the transition distances rtr in our chain
systems to values larger than expected for random systems. If subdiffusion originates
not only from obstruction by chromatin but also from other effects like crowding of the
diffusing molecules or temporary sticking to chromatin, their contribution to anomality
is overestimated if randomness of the matrix is assumed.
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Figure 4.24: Connections between structural quantities of the chromatin network and diffusion-related quantities
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Chapter 5
Dynamic Interphase Chromosomes
The structure of the chromatin fiber, in particular its packing topology in the cell
nucleus, is critical for genome function. Gene activity is regulated by the compaction
state of chromatin. DNA accessibility is determined both by the local wrapping of
the DNA around the histone core and by the features of the network that is formed
by the higher order chromatin structure. Interphase chromosomes are not randomly
intermingled polymer chains, but occupy distinct ’territories’ in the nucleus. Studying
the dynamics of the chromatin fiber network is not straightforward. By following
fluorescent tags with light microscopy, the compaction/decompaction and mobility of
individual loci [172], and vice versa, the mobility of fluorescent probes of various size
have been studied [79, 88, 84, 92, 75, 94]. Current state of the art techniques limit
the resolution of such measurements to about 200 nm, with some exceptions from
single-particle tracking [173], or superresolution techniques such as STED [174], which
however require particular fluorophores and have rather low sensitivity. Furthermore,
the interplay of chromatin fiber dynamics and transport of macromolecules has not
been studied systematically, partly due to lack of suitable experimental techniques.
To assess the importance of obstructional effects in cell nuclear transport, we need
to know the occupation of the nuclear space by chromatin and other macromolecules.
Using a combination of fluorescence correlation spectroscopy and confocal imaging,
we determined earlier that chromatin occupies about 10% of the nuclear space [93].
However, the overall occupation of cellular compartments by macromolecules is between
5% and 40% [82], i.e. the volume of the cell nucleus contains up to 30% macromolecules
other than chromatin. Many studies have looked at molecular crowding as the origin
of anomalous diffusion (for a review, e.g., see Ref. 95). In the cell nucleus, however,
the precise contributions of the different molecular species to diffusional obstruction
and anomaly, and therefore the relevance of anomalous diffusion to genomic function
in general, are not clearly understood.
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This chapter focuses on dynamic chromatin networks with characteristic interphase
topologies and the diffusion of macromolecules in crowded and uncrowded conditions.
Questions addressed here are:
What is the influence of chromatin dynamics on molecular diffusion?
What is the difference between molecular crowding induced by diffusing
macromolecules and molecular crowding induced by chromatin fibers?
In the presented simulations of chromatin networks, including chain dynamics allows
larger macromolecules to penetrate the network, and we analyze the effect of local
chain flexibility and possible self-crossing of the chromatin chain (e.g., induced by type
II topoisomerases). We verify the relaxation time scales for interphase chromosomes
recently estimated by [66] by a continuum model, and show that molecular crowding by
diffusing macromolecules can lead to anomalous diffusion, but to a much lesser degree
than crowding by the chromatin network. We also find that the stiffness of the network
probed with diffusing particles is much lower than detected earlier in microrheology
experiments [86].
5.1 Structure and Dynamics of the Chromosomes
The dynamics of chromatin fibers and the structure of the network that they form
cannot be uncoupled. The folding topology of the chromatin fiber in an interphase
chromosome results from a dynamic process in which the chromosome decondenses
from a compact metaphase state. Neglecting energy-consuming mechanisms that con-
tribute to this process only to a lesser degree, the decondensation of a chromosome
can in principle be considered as the self-diffusion of the chromatin fiber within the
nucleoplasm. The Monte Carlo procedures described in Sec. 3.2 and Sec. 3.5 have
been used to simulate this self-diffusion for typical 100 Mbp chromosomes in a human
nucleus. Three different models of the chromatin fiber have been applied:
Model A: a self-avoiding chain without internal bending rigidity
Model B: a self-avoiding chain with an internal bending rigidity corresponding
to a persistence length lp = 300 nm
Model C: a phantom chain with lp = 300 nm
The phantom chain models a chromatin fiber subject to topoisomerase II activity,
which facilitates chain crossings by cutting and reconnecting the DNA double strand.
These three chromatin models are represented in plots by the same colors and symbols
throughout. Unless otherwise noted, types A,B and C are represented by red squares,
blue triangles, and green circles, respectively.
The simulated chromatin fibers are composed of N = 20240 single sites, have contour
lengths of 1 mm, and occupy 20% of the 46× 46× 46 lattice. The lattice occupation
of 20% has turned out to be the proper value correspondent to a continuum volume
fraction of 10%, which is assumed to be the volume fraction of chromatin in the cell
nucleus [93]. The considerations on the extrapolation of the continuum limit are made
in Subsec. 3.5.2. The conversion of MC steps into physical units is described in Subsec.
3.5.1.
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5.1.1 Dynamics of the Decondensation during Early Interphase
For each of the chromatin models A, B and C, the Monte Carlo equilibration procedure
was applied on ten independent initial conformations over which the ensemble averages
of the investigated observables were calculated. During every time step, 20240 single
bonds of a conformation were randomly picked for a displacement attempt. Every
initial conformation ran through 107 time steps in the Monte Carlo procedure. This
corresponds to ≈ 120 s, according to the calibration of a single monomer move to
physical time of τ0 = 12 µs [see Subsec. 3.5.1]. Afterwards, the resulting end confor-
mation were evaluated. Typical end conformations for the three models and the initial
conformation are shown in Fig. 5.1.
During the equilibration, the mean squared displacement 〈r2mon〉 of the monomers, the
MSD 〈r2COM〉 of the center-of-mass of the chain and the gyration radius 〈Rgyr〉 were
recorded as functions of the time. In a chain polymer which is not subject to hydro-
dynamic forces, internal bending rigidity or external stress, 〈r2mon〉 is proportional to
t0.5 up to the typical time τR (Rouse time), at which the whole polymer has moved a
distance of the order of its own size [161]. For times longer than τR, 〈r2mon〉 is propor-
tional to t and coincides with 〈r2COM〉. In a semi-flexible chain, 〈r2mon〉 is proportional
to t0.75 on timescales upon which the local motion of semi-flexible chain is dominated
by its internal bending rigidity [175]. If the polymer network is very dense, the local
motion is governed by the self-entanglement of the polymer and a reptation motion is
carried out according to〈r2mon〉 ∼ t0.25 [161].
Fig. 5.2(a) shows 〈r2mon〉 of the three models during the decondensation. For the
self-avoiding chain without internal bending rigidity (model A), 〈r2mon〉 and 〈r2COM〉
are shown in Fig. 5.2(b). In Subsec. 3.5.2 it was demonstrated how Rouse dynam-
ics of self-avoiding lattice chains can be reproduced with the present MC approach.
Since a metaphase chromosome poses a specific, entropically highly unfavorable non-
equilibrium state of a chromatin fiber, we conduct non-equilibrium statistics, and 〈r2mon〉
of model A chromosome does not precisely obey Rouse dynamics during the decon-
densation. Nevertheless, its relaxation time τR can be estimated by intersecting the
extrapolated MSD curves of the monomers and the center-of-mass [dashed lines in Fig.
5.2(b)]. This extrapolation yields τR ≈ 5000 s, which is well within the duration of
interphase in most human cells.
The MSD of the self-avoiding chain with persistence length 300 nm (model B) exhibits
a semi-flexible polymer regime up to about 10 s and an entanglement regime on longer
time scales. We have equilibrated the conformations of model B ten times as long as
the others to make the onset of the entanglement regime visible. In a similar study by
Rosa and Everaers [66], Brownian dynamics simulations were used to investigate the
decondensation of 100 Mbp chromosomes. Their result for simulated chromosomes,
which are comparable to our model B chains, is represented by the black dots in
Fig. 5.2, agreeing well with our result obtained by Monte Carlo simulations. The
intersection of the extrapolated MSD curves of the monomers and the center-of-mass
for the model B yields a relaxation time of about 100 days, which is more than the
lifetime of most human cells.
Within the first second of the decondensation, the monomer relaxation mode of the
phantom chain (model C), ranges between those of models A and B. This suggests
that in the compact and non-equilibrated initial conformation a high persistence is
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(a) (b)
(c) (d)
Figure 5.1: Simulated 100 Mbp chromosomes after 120 s of decondensation during interphase. The tripods
indicate the size of the underlying periodic lattice (arrow length ≈ 1.6 µm). (a) A self-avoiding chain without
internal bending rigidity, (b) a self-avoiding chain with a persistence length lp = 300 nm, (c) a phantom chain
with lp = 300 nm, and (d) the initial metaphase conformation, which is composed of stacked rosettes. The
inset illustrates the assembly of lattice sites into such a rosette.
more obstructive than self-avoidance. However, after approximately 0.1 s, the model
C chromosomes start to rapidly unfold with 〈r2mon〉 proportional to t1.08 until about 1
s. Then it decondenses Rouse-like and slightly faster than the model A chromosome.
Fig. 5.3(a) shows the gyration radii of the chromosomes vs. time during their decon-
densation. The gyration radius of a polymer is the average distance of a monomer from
the center-of-mass of the polymer and can be taken as a measure for the unfolding.
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While the rather well decondensing chromosomes of model A and C show no tendency
to reach a maximum gyration radius within at least 120 s after the start of the decon-
densation, the model B chromosome reaches a maximum gyration radius after about
10 s and from then on its decondensation stagnates.
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Figure 5.2: Relaxation modes of the simulated decondensing chromosomes. (a) Mean-squared displacements
〈r2mon〉 of the monomer relaxation modes versus time t. (b) MSD 〈r2mon〉 of the monomers (full squares)
and 〈r2COM〉 of the center-of-mass (empty squares) of model A chromosomes. Red squares: self-avoiding
chain polymer without internal bending rigidity (model A), green circles: self-avoiding chain polymer with a
persistence length lp = 300 nm (model B), blue triangles: phantom chain polymer with lp = 300 nm (model
C), black dots: result from Rosa and Everaers [66].
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Figure 5.3: Gyration radii of the simulated chro-
mosomes during their decondensation. Red squares:
self-avoiding chain polymer without internal bending
rigidity (model A), green circles: self-avoiding chain
polymer with to a persistence length lp = 300 nm
(model B), blue triangles: phantom chain polymer with
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5.1.2 Genomic Proximity Maps
After the chromosomes have assumed their interphase states, an important question to
ask is whether they exhibit subcompartments, i.e., loci that are genomically close on
the chromatin fibers are also spatially close. Further, do they form territories and are
spatially separated from neighboring chromosomes, or do the intermingle? To address
theses questions, the method described in Subsec. 3.6.1 can be applied to compute
proximities of genomic loci within a single chromosome and between neighboring chro-
mosomes.
In Fig. 5.4 auto-proximity maps belonging to the interphase conformations shown
in Fig. 5.1 are displayed. Large yellow blocks indicate the compartmentalization of
numerous loci within the chromatin fiber. Model A chromosomes [Fig. 5.4(1)] tend to
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(a)
(c)
(b)
Figure 5.4: Auto-proximity maps of chromo-
somes after 120 s of decondensation during inter-
phase. The x-axis and the y-axis of the maps
correspond to the contour of a single chromosome.
(a) A self-avoiding chain polymer without internal
bending rigidity, (b) a self-avoiding chain polymer
with a persistence length lp = 300 nm, and (c) a
phantom chain polymer with lp = 300 nm. Blue:
negative spatial correlation, yellow: positive spa-
tial correlation.
form large distinct compartments. These chromosomes have been generated without
bending rigidity, and therefore the chromatin fiber can fold back on itself over short
contour lengths. By that, long sections of the chromatin fiber can form compartments.
In contrast to that, chromatin fibers with high bending rigidity form loops only over
long contour lengths. This can in turn be suppressed by topological constraints as in
model B chromosomes. The crumpling of a metaphase conformation can be preserved
this way. Model C chromosomes, which are capable of interpenetrating themselves,
do not feel such constraints and can widely unfold. This results in close contacts of
only genomically distant loci, while large compartments as in model A compartments
do hardly form. The general closeness of genomic loci is trivially fulfilled in the only
marginally decondensed model B chromosome [Fig. 5.4(b)]. The dumbbell-shaped
yellow area is actually an artifact of the statistical treatment: The loci in the center
of the chromosome in this rather condensed state are generally close to other loci, and
the entries rij in the center of the matrix R of locus-locus distances are below average.
Consequently, the row (and column) averages ri of central rows (or columns) are less
than those of the rows (or columns) at the edges of this matrix. According to Eq.
3.4, this results in greater Pearson correlation coefficients at the ends of the matrix
diagonal, and thus in large yellow blocks in the corners of the map.
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(a)
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(b)
Figure 5.5: Cross-proximity maps of chromo-
somes after 120 s of decondensation during inter-
phase. The x-axis and the y-axis of the maps
correspond to the contours of two distinct chro-
mosomes, respectively. (a) A self-avoiding chain
polymer without internal bending rigidity, (b)
a self-avoiding chain polymer with a persistence
length lp = 300 nm, and (c) a phantom chain
polymer with lp = 300 nm. Blue: negative spatial
correlation, yellow: positive spatial correlation.
Similar to the auto-proximity map of single chromosome, the cross-proximity map of
neighboring chromosomes can be constructed. They degree of mutual overlap can
be displayed this way. The cross-proximity maps displayed in Fig. 5.5 correspond
to the three interphase conformations shown in Fig. 5.1. For all three chromatin
models at least a partial intermingling of neighboring chromosomes is evident. In
the maps for model A and particularly for model C, an intermingling throughout the
whole chromosomes occurs, and a separation into distinct chromosome territories is
impossible.
5.1.3 Simulated Confocal Imaging
The three-dimensional distribution of chromatin in the cell nucleus can be determined
with confocal laser scanning microscopy by detecting laser-excited fluorescence of la-
beled histones. Using the method described in Subsec. 3.6.2, we have investigated how
the simulated chromosomes appear under a laser scanning microscope.
Fig. 5.6 shows visualizations of the three different chromosomes from Fig. 5.1 (a), (b)
and (c), and, for comparison, the corresponding simulated confocal images. Each of
the subfigures in the left column of Fig. 5.6 displays projections (bright gray domain)
of a chromosome onto the xz-plane. The single projections are shifted from each other
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by the period of the underlying lattice (1.6 µm, indicated by the black grid). The
projection in the center is highlighted in dark gray to make the shape of the chromosome
better visible. The size of a typical laser focus is indicated by the ellipse with semi-
minor axis wxy = 250 nm and semi-major axis wz = 1500 nm. The corresponding
simulated confocal images, which have been obtained by scanning across the xy-plane
of the lattice, are shown in the right column of Fig. 5.6.
The widely unfolded chromosomes of model A and model C provide a very homogeneous
distribution of chromatin. Individual chromosomes of these types strongly intermingle
such that no bulk regions can occur. In contrast, the still rather condensed model B
chromosome leaves portions of the nuclear space with diameters up to 1 µm chromatin-
free. Due to that, the laser can be focused onto certain spots at which either low or
high fluorescence intensity is detectable. The image cross-correlation curves plotted in
Fig. 5.7 express this fact quantitatively: the cross-correlation G(r) of model A and C
hardly set themselves apart from the background signal, while the intensity for model
C shows a considerable decay according to the size of the chromosome. The correlation
decays at about 0.4 µm and the anti-correlation maximum occurs at 1 µm. However,
the correlation length of 1.16 µ found earlier by Go¨risch et al. [87] makes clear that
chromatin agglomerations in the nucleus are significantly larger than the average-sized
chromosomes simulated here, which implies that chromosomes are not homogeneously
distributed within the nucleus.
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(a)
(c)
(e)
(b)
(d)
(f)
Figure 5.6: Simulated confocal laser scanning. The subfigures in the left column show the size of the laser
focus in comparison to projections of the simulated chromosomes onto the xz-plane of the lattice (dark gray
domain). The bright gray domains are periodic continuations of the black domain across the xz-plane of the
simulation lattice. The grid indicates the periodicity. The subfigures in the right column show corresponding
confocal images obtained by scanning across the xy-plane of the simulation lattice. Subfigures (a) and (c)
correspond to a self-avoiding chain polymer without internal bending rigidity, (b) and (d) correspond to a
self-avoiding chain polymer with a persistence length lp = 300 nm, and subfigures (c) and (e) correspond a
phantom chain polymer with lp = 300 nm.
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Figure 5.7: Image cross-correlation G(r) from sim-
ulated confocal images of chromosomes after 120 s of
decondensation during interphase. Red solid line: self-
avoiding chain polymer without internal bending rigid-
ity (model A), green dashed line: self-avoiding chain
polymer with a persistence length Lp = 300 nm (model
B), blue dotted line: phantom chain polymer with
Lp = 300 nm (model C). The corresponding confocal
images are shown in Fig. 5.6
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5.2 Interplay of Diffusing Molecules and Chromatin
Once generated, and in a presumed interphase state, the lattice conformations of the
chromosomes have been further used for simulations of molecular diffusion in dynamic
chromatin networks. While the dynamic chromosomes perform self-diffusion in the
frame of the Rouse model, they are surrounded by a mix of diffusing macromolecules,
which are referred to as ’diffusing crowders’ in the following. In this section the mu-
tual effects caused by this interplay between chromatin and diffusing molecules are
investigated. For that, the following “nuclear” scenarios were assumed:
Scenario 1: a single molecule diffusing in a static chromatin network
Scenario 2: multiple simultaneously diffusing molecules in a static
chromatin network
Scenario 3: multiple simultaneously diffusing molecules in a dynamic
chromatin network
Scenario 4: multiple simultaneously diffusing molecules without a
chromatin network
5.2.1 Effects on Molecular Diffusion Induced by Chromatin
An important conclusion on the results in Chapter 4 was that the influence the chro-
matin network has on the diffusion of small molecules does not allow for distinguishing
different network topologies. A recent simulation study suggested that the diffusion
behavior of small molecules does not differ in the two cases of a dynamic and a static
chromatin network [103]. Obviously, nuclear dynamics can only be probed with tracer
molecules that are significantly influenced by the macromolecular network in the nu-
cleus.
In order to detect a possible effect of network dynamics in the first place, trapping in a
static network is required as a control. The term ’trapping’ is used here in the sense that
diffusing molecules are surrounded by chromatin such that they are confined to a small
pocket in the nucleoplasm. No specific binding interactions or potential barriers are
meant. In simulations of molecules with radii less than 58 nm, no significant trapping
in static chromatin networks of any of the three chromatin models occurred. On the
other hand, significantly larger tracers than these remained trapped also in dynamic
networks. Accordingly, all following simulations were performed with molecules of
radius R = 58 nm.
Each of the diffusing molecules is represented by a quasi-spherical lattice body consist-
ing of 33 single sites. In the diffusant crowding scenarios 2 and 3, they occupy 10% of
the lattice. For comparison, chromatin occupies 20% of the lattice sites in the networks
of models A and B, and about18% in the networks of model C. The slightly lower per-
centage in model C networks is due to some double occupations of sites by monomers.
In the diffusant crowding scenario 4, occupation fractions of φcrowd =0.1,0.15,0.2,0.25
and 0.3 have been investigated. This diffusion scenario is required to determine whether
crowding by chromatin induces different effects than diffusant crowding.
The monomers of the chromatin chains (radiusR0 = 18 nm) and the diffusing molecules
differ in size (R/R0 = 3.2). According to Subsec. 3.5.1, the MC procedure was
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Figure 5.8: Diffusion scenarios of molecules in
chromatin networks. The radius of the diffusing
molecule is 58 nm. The mean squared displace-
ments 〈r2(t)〉 are plotted versus the time t for
(a) a single molecule diffusing in a static chro-
matin network, (b) crowding molecules diffusing
in a static chromatin network, and (c) crowding
molecules diffusing in a dynamic chromatin net-
work. Red squares: self-avoiding chain polymer
without internal bending rigidity (model A), green
circles: self-avoiding chain polymer with a persis-
tence length lp = 300 nm (model B), blue trian-
gles: phantom chain polymer with lp = 300 nm
(model C). The dashed and dotted lines indicate
the maximum MSD of confined molecules in the
static network.
adjusted such that one monomer performs, on average, 3.2 MC steps per MC diffusant
step. In order to determine possible differences between network-induced crowding
and diffusant-induced crowding, also the diffusion of molecules without chromatin was
simulated at different crowding densities φcrowd (scenario 4).
In Fig. 5.8 the time-dependent MSD of the tracer molecules in the different diffusion
scenarios are plotted for each of the chromatin models. In subfigure (a), the MSD curves
of scenario 1 show the influence of specific chromosome foldings at the obstruction
of diffusion. Model A and C chromosomes contain pockets in which the diffusing
molecules can be trapped. This is expressed by the MSD tending to a constant at
long t. Trapping does not occur in the model B chromosomes, which – as has become
clear in the previous section – are still highly condensed. They do not open up wide
enough for the diffusing molecules to enter their interiors, and are indstead sensed as
smooth, easily avoidable obstacles. Large, portions of the space are chromatin-free,
and the diffusion coefficient D = 〈r2〉/(6t) (measured at long times t) is reduced to
only 0.58 times that of free diffusion, as. Furthermore, the comparison of the MSD
in scenarios 2 and 3 [subfigures 5.8(b) and 5.8(c)] shows that molecular diffusion in
the model B network is unaffected by the dynamics of the chromosome. Consequently,
structural and dynamic properties of highly condensed chromosomes cannot be revealed
in tracing experiments by measuring the diffusion of probe particles. In model A and
C chromosomes, however, dynamics enable particles to evade traps such that diffusion
becomes normal on longer time scales.
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5.2.2 Effects Induced by Diffusant crowding
The presence of multiple simultaneously diffusing molecules reduces the mobility of
the individual molecule. Diffusant crowding in static model B networks reduces the
diffusion coefficient D to a value of 0.28 of the free diffusion coefficient D0. A single
diffusing molecule in static model B networks only feels the reduction to 0.57D0 [see
Fig. 5.9(a)]. This is intuitively obvious since the effective viscosity in a crowded en-
vironment is increased. The peculiarity of the model B chromosomes is that they are
very dense and leave a wide range of nuclear space free of chromatin. The diffusing
crowders do not enter the interior of the chromosome, and their diffusion is similar to
that of crowders in the entirely chromatin-free scenario 4. Accordingly, the diffusion
coefficient in the case with the crowder volume fraction φcrowd = 0.3 is D = 0.3D0,
which is very close to the diffusion coefficient D = 0.28D0 in the model B environ-
ment [see Fig. 5.9(b)]. In the cases of the largely decondensed model A and model
C chromosomes, where the diffusing crowders perceive the chromatin network as an
ubiquitous obstacle, the diffusion coefficients are reduced to less than D = 0.1D0.
Consequently, it depends strongly on the distribution of chromatin in the nucleus if
a difference between molecular crowding induced by mobile crowders and molecular
crowding induced by the chromatin network can be identified by diffusion coefficients.
Effective quantities such as diffusion coefficients correspond to long detection times. We
therefore asked whether the different crowding scenarios exhibit different intermediate-
time behaviors. As demonstrated in Subsec. 3.4.2, the characteristic time of the
transition from anomalous diffusion to normal diffusion is calculated by intersecting the
intermediate-time and long-time regime asymptotes of the MSD [143]. We first consider
model B environments: in scenario 1 and in the scenarios 2 and 3, this transition occurs
at about 0.08 s and 0.05 s, respectively [Fig. 5.8(a)]. In model A and C environments,
crowders are trapped in scenarios 1 and 2 and only scenario 3 can be investigated.
There, the transition occurs at 0.002 s and 0.003 s, respectively. Finally, in scenario 4,
the transition occurs also at 0.002 s, for all five crowder volume fractions. This suggests
that molecular crowding induced by mobile crowders and molecular crowding induced
by the chromatin network cannot be distinguished by the transition from anomalous
diffusion to normal diffusion if the distribution of chromatin is homogeneous. Further,
in the static crowding scenario of model A and C chromosomes, where diffusion is
anomalous at intermediate times and only a finite MSD can be reached due to trapping
[Fig. 5.8(a)], diffusant crowding skews the plateau of the MSD, which hides the effect
of confinement [Fig. 5.8(b)].
In Sec. 5.1 it was demonstrated how structural properties of the chromatin fiber
influence the dynamics of a chromosome during its decondensation. Here, we ask
how the motion of chromatin is affected by the presence of diffusing crowders. In
Fig. 5.10 the time-dependent MSD 〈r2mon(t)〉 of the monomer relaxation modes are
plotted for scenario 3 [solid lines] and for the situation of free self-diffusing chromosomes
without diffusing crowders. The chromosomes are now presumed to be in an interphase
state. Note that the relaxation of the chromosomes is precisely Rouse-like (〈r2mon(t)〉 ∝
t0.5), other than during the previous decondensation from the metaphase state. No
strong influence of diffusing crowders on the chain dynamics is detectable: For instance,
〈r2mon(t)〉 of model A chromosomes with diffusing crowders is reduced by a factor of less
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than 1.1 compared to the case without diffusing crowders. For model B chromosomes
both cases are hardly distinguishable. Only in model C networks diffusant crowding
reduces the long time dynamics.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
     
D
(t)
/D
0
 
φ0=0.2, φcrowd=0.1
φ0=0.2, φcrowd=0.0004
chromosome model B, scenario 1
chromosome model B, scenario 2
chromosome model B, scenario 3
 0
 0.1
 0.2
10-4 10-3 10-2 10-1 100
 
t [s]
φ0=0.2, φcrowd=0.1
chromosome model A, scenario 3
chromosome model C, scenario 3
(a)
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
10-4 10-3 10-2 10-1 100
D
(t)
/D
0
t [s]
φcrowd=0.1
φcrowd=0.15
φcrowd=0.2
φcrowd=0.25
φcrowd=0.3
(b)
Figure 5.9: Transition from anomalous diffusion to normal diffusion. The curves display the dropping
of the reduced diffusion coefficients D(t)/D0 to their long-time (macroscopic) values. Black lines indicate
the intermediate time (anomalous) and long time (normal) diffusion regime. (a) Dot-dashed green line: A
single diffusing molecule in the static network of the self-avoiding chain polymer with a persistence length
lp = 300 nm (model B and scenario 1), dotted dark green line: diffusing crowders in the static network of
the self-avoiding chain polymer with a persistence length lp = 300 nm (model B and scenario 2), solid green
line: diffusing crowders in the dynamic network of the self-avoiding chain polymer with a persistence length
lp = 300 nm (model B and scenario 3), solid red line: diffusing crowders in the dynamic network of the self-
avoiding chain polymer without bending rigidity (model A and scenario 3), solid blue line: diffusing crowders
in the dynamic network of the phantom chain polymer with lp = 300 nm (model C and scenario 3). (b)
Orange pentagons: only diffusing crowders, no chromatin network.
10-5
10-4
10-3
10-2
10-1
100
10-4 10-3 10-2 10-1 100 101
<
r2
(t)
>
 
[µm
2 ]
t [s]
∝ t
0.5
∝ t
0.75
chromosome model A, no diffusant crowding
chromosome model A, scenario 3
chromosome model B, no diffusant crowding
chromosome model B, scenario 3
chromosome model C, no diffusant crowding
chromosome model C, scenario 3
Figure 5.10: Moderate deceleration of chromatin dy-
namics by diffusant crowding. The curves show the
MSD of the monomer relaxation modes during the dif-
fusion of crowding molecules. Red curves: self-avoiding
chain polymer without internal bending rigidity (model
A), green curves: self-avoiding chain polymer with a
persistence length lp = 300 nm (model B), blue curves:
phantom chain polymer with lp = 300 nm (model C).
Solid curves: diffusant-free dynamics, dotted curves:
diffusant crowding (scenario 3).
5.2.3 Velocity-Autocorrelation
Depending on the degree of crowding, diffusing molecules encounter obstacles in specific
average time intervals. The denser the packing, the shorter the intervals. As long as
the space is not fully packed with crowding molecules, an individual molecule feels
no hindrance, at least for very short times. At later times, when encountering an
obstacle, the molecule is reflected. In terms of random walks on the lattice, this
means that the six possible directions into which the molecule generally can displace
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no longer have the same probabilities; backward becomes more likely than forward.
Consequently, directions of the molecule’s motion at points that are separated by the
characteristic encounter time are likely to be opposite. This is formalized by the velocity
auto-correlation function Cvv(t) = 〈~v(t)~v(0)〉/〈~v2(t)〉. Here ~v(t) is the velocity of the
molecule at time t. Cvv(t) expresses the temporal decay of directional correlations in
a molecular trajectory and is related to the MSD via [176]
〈~v(t)~v(0)〉 = 1
2
d2
dt2
〈r2(t)〉. (5.1)
Fig. 5.11 displays velocity auto-correlation functions corresponding to the reduced
diffusion coefficients in Fig. 5.9. Generally, Cvv(t) equals 1 at lag time t = 0 and
approaches zero at late lag times. The crossing of the t-axis toward negative values
signifies the turning back of the diffusing molecules at the encounter of an obstacle.
The downward amplitudes of Cvv(t) in the scenarios with multiple crowders (solid green
and orange lines in Fig. 5.11) are more pronounced than in the scenario with the single
diffusing molecule (dot-dashed green line). In the former scenarios, the characteristic
encounter time that can be read off from Fig. 5.11 is ≈ 0.5 ms. In the latter, the
strongest directional anticorrelation occurs rather at ≈ 1.25 ms. Further, the auto-
correlation functions of the two scenarios containing chromatin networks (dot-dashed
and solid green lines) mostly collapse at lag times later than ≈ 1 ms. This suggests
that the presence of multiple highly mobile crowders in macromolecular networks is
detectable only at short lag times. At later times, the effect of the mobile crowders
on the trajectory of an individual molecule cannot be distinguished from that of the
network.
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Figure 5.11: Velocity auto-correlation of diffusing
molecules vs. lag time. The shown curves are smooth
interpolations of numerically obtained functions Cvv(t).
Dot-dashed green line: A single diffusing molecule in
the static network of the self-avoiding chain polymer
with a persistence length Lp = 300 nm (model B
and scenario 1), solid green line: crowding diffusing
molecule in the static network of the self-avoiding chain
polymer with a persistence length Lp = 300 nm (model
B and scenario 2), solid orange line: only diffusing crow-
ders, no chromatin network.
5.2.4 Nuclear Viscoelasticity
The MSD of diffusing molecules in the dynamic chromatin networks [Fig. 5.8(c)]
generally lack a long-time plateau as it occurs for static networks [Fig. 5.8(a)]. In
microrheological experiments with viscoelastic media such as gels, an elastic trapping
plateau can usually be detected on intermediate times [119, 177, 86, 178]. On longer
time scales, the particles break free and diffuse normally. For our chromatin networks
no characteristic time scale for the transition from being trapped to free diffusion can
be determined, suggesting that the self-diffusion of the chromatin network is too rapid
to keep molecules trapped.
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In order to quantify the viscoelastic properties of our simulated chromatin networks, we
have computed the storage modulus G′(ω) and loss modulus G′′(ω) using to the method
described by Mason and Weitz [119] [see Subsec. 2.3.3]. A viscoelastic network rapidly
relaxes via viscous diffusion when sheared slowly (low frequency ω), while it does not
relax when sheared rapidly (high ω). Therefore, one expects G′(ω) > G′′(ω) at high
frequencies and G′(ω) < G′′(ω) at low frequencies. For the case of crowding molecules
diffusing in a dynamic phantom chain network (scenario 3 and model C) these moduli
are plotted in Fig. 5.12. There, however, the viscous modulus G′′(ω) dominates on all
frequencies, which means that the network is rather viscous than elastic. Tseng et al.
[86] measured a high-frequency plateau of 18 Pa of the storage modulus G′(ω) in the
intranuclear region of cells. This is significantly more elastic than what we obtained
from our simulations. It suggests that the nucleus contains a more elastic network than
can be constituted by a purely diffusive, non-crosslinked chromatin fiber.
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Figure 5.12: Viscoelasticity of a chromatin network. (a) The curves are computed from the diffusion of
crowding molecules with a radius of 58 nm in a phantom chromosome network. Solid line: storage modulus
G′(ω), dashed line: loss modulus G′′(ω). (b) Corresponding mean square displacement.
5.3 Discussion
In this chapter, the dynamics of chromosomes during the decondensation at the begin-
ning of interphase has been investigated. The motion of the chromosomes is assumed
purely diffusive without any active contribution from, e.g., molecular motors. Three
different models of polymer chain behavior were considered: model A, a highly flexi-
ble and self-avoiding chromatin fiber, model B, a persistent (i.e. stiff) and self-avoiding
chromatin fiber, and model C, a persistent and self-penetrating chromatin fiber. Model
A might be viewed as a model for active, decondensed chromatin, model B for com-
pacted chromatin and model C as mimicking the action of type II topoisomerases,
which allow DNA chains to cross. We found that model A and model C chromosomes
rapidly unfold and lose their initial metaphase-like shape. After around 120 s they
occupy the nuclear space very homogeneously, such that almost no spatial correlations
would be detectable in a confocal laser scanning microscope. Furthermore, we illus-
trated with proximity maps that these kinds of chromosomes tend to intermingle with
neighboring chromosomes, such that numerous inter-chromosomal contacts occur. In
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model C chromosomes also many intra-chromosomal contacts emerged between genom-
ically distant sites, while model A chromosomes are rather compartmentalized. The
dynamics of the persistent self-avoiding chromosomes (model B), however, are much
slower due to self-entanglement. After 120 s they would still be resolvable in light mi-
croscopy. As discussed earlier by Rosa and Everaers [66], the formation of chromatin
territories can be caused by topological constraints which apply during the deconden-
sation. Comparing the relaxation of model A and B chromosomes, we infer that the
high persistence of chromatin amplifies these constraints and favors self-entanglement.
We may also conclude that efficient daughter chromosome separation requires type II
topoisomerases, as postulated earlier by Sikorav and Jannink [155], at least for the
compact and stiff regions.
After the decondensation of the chromosomes, we have simulated the diffusion of
molecules in the resulting dynamic chromatin network. We found that crowding of
the diffusing molecules leaves the diffusion behavior qualitatively unchanged compared
to that of single diffusing molecules. Only the long-time diffusion coefficient is re-
duced. Diffusant crowding causes subdiffusive anomaly (〈r2(t) ∝ tα〉, α < 1) only on
very short time scales. The time scale on which obstruction by the chromatin network
causes anomaly, however, strongly depends on the distribution of chromatin. At the
comparison of diffusant crowding in a chromatin free system, diffusant crowding in a
system with a homogeneous chromatin network, and diffusant crowding in system with
a clumpy chromatin network, we found the following:
The time scales of anomaly are the same in the chromatin-free system and the system
with a homogeneous network. The diffusion coefficients are the same in the chromatin-
free system and the system with a clumpy network. The diffusion coefficients in the
chromatin-free system is greater than the system with a homogeneous network. The
time scales of anomaly in the chromatin-free system is shorter than in the system with
a clumpy network.
In confined diffusion, crowding delays the plateau (α = 0) of the mean squared displace-
ment, and a low but positive anomaly parameter α is detected instead. Consequently,
diffusant crowding causes anomaly on time scales that are shorter than those on which
the obstructive network, either dynamic or static, causes anomaly.
The monomer relaxation modes of the chromosomes are only slightly slowed down
in the presence of diffusing crowders at a concentration of 10%. This underlines the
requirement of chromatin entanglement for territory formation, since diffusant crowding
is presumably insufficient to keep chromosomes from decondensing.
For the diffusion in environments of the rather unfolded, persistent self-avoiding chro-
mosomes (model B) the mean squared displacement of the probe molecules did not
differ between the static and dynamic networks. Their dynamic properties cannot be
distinguished by diffusion experiments. In particular, their diffusion did not reveal vis-
coelastic properties. In contrast, introducing dynamics to the well-decondensed A and
C type chromosomes clearly facilitated the motion of diffusing molecules. The fact that
we did not detect an elastic trapping regime in their mean squared displacement curves
indicates that our chromatin networks are far less stiff than measured in microrheo-
logical experiments [86]. In order to provide elastic trapping, the network would have
to be more rigid and more entangled, like a model B network, but at the same time
homogeneously distributed. If inhomogeneously distributed, chromatin can leave vast
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voids in the nuclear space, and diffusing molecules are likely to travel on these voids
rather than within entangled network meshes. As we have found, a homogeneous dis-
tribution is in turn prevented by the entanglement, which inhibits the unfolding from
compact metaphase conformations. To gain high elasticity, chromatin may change its
viscoelastic properties during interphase in such a way that it can rapidly decondense
and then consolidate. This could be effected, e.g., by crosslinks that induce the for-
mation of chromatin loops [149, 58, 59, 60]. In addition to chromatin, then, one might
need to invoke contributions by another, stiffer macromolecular network to account
for the high elasticity of the nucleus. Such a network might also affect the folding of
chromosomes.
Summing up, the key to understanding the dynamics of interphase chromosomes is
their viscoelasticity. The simulations described here encourage future investigations
that target the dynamic crosslinking of chromatin in order to determine to what extent
chromatin is responsible for the nuclear elasticity.
Chapter 6
Conclusion and Outlook
6.1 Conclusion
This thesis deals with connections between the structure of chromatin fibers, their dy-
namic behavior and the diffusional transport of macromolecules in the interphase cell
nucleus. Experimental studies have shown that the diffusion behavior of biomolecules
is related to the presence of chromatin [80, 81, 74, 75]. These molecules are obstructed
by chromatin fibers, which reduces their mobility and causes anomalous diffusion. In
particular, chromatin dynamics [79, 88, 87] and specific fractal arrangements of chro-
matin [84, 91, 75] determine the diffusion. Chromatin fibers are not simply dispersed
at random within the cell nucleus but fold into compartments. The compartmental-
ization is achieved with a fractal folding principle of the fibers by which individual
sections are fully contained in separate subvolumes. This enables genomic loci to
easily fold and unfold and brings widely spread functional units into close proximity
[61, 62, 63, 64, 65, 60].
In order to investigate connections between the structure of chromatin fibers and the
diffusion behavior of biomolecules, a computer simulation of the chromatin network
has been set up. The fibers in the simulations are based on the model of a semi-flexible
chain polymer, and are represented by chains of sites on a Cartesian lattice. Typical
interphase chromatin networks are generated from specific fiber conformations that
are brought into an equilibrated state by a Monte Carlo procedure. The diffusion of
macromolecules is simulated by random walks of quasi-spherical lattice objects that
interact with the chromatin network via hard volume exclusion. This simulation model
is based on a model proposed earlier [101, 102, 103] and has been enhanced to suit
specific problems. The details of the model are described in Chapter 3.
The compartmentalization of the simulated chromatin fibers has been achieved with
specific lattice conformations that provide for the formation of different loops and
rosette-like subcompartments [58, 57]. In the first part of this work [presented in
Chapter 4], molecular diffusion in chromatin networks with different degrees of com-
partmentalization was simulated in order to address the following question:
What is the effect of genome compartmentalization on the mobility of
diffusing biomolecules?
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It has been demonstrated here that inhomogeneity in the distribution of chromatin
within the nuclear space plays a key role in the obstruction of diffusion. The more
homogeneously distributed chromatin is, the lower are the diffusion coefficients, and
the smaller must molecules be not to get trapped.
The effect of compartmentalization on molecular diffusion is scale-dependent. An im-
portant finding is that compartmentalization of chromatin fibers on the genomic scale
between 100 kbp and 1 Mbp causes sub-chromosomal inhomogeneity by forming chro-
matin clumps with diameters of a few 100 nm. The nuclear space around these clumps
is less dense and provides for an increased mobility of diffusing molecules and a better
accessibility than in homogeneously distributed chromatin. In contrast, compartmen-
talization on the genomic scale between 1 Mbp and 10 Mbp leaves the distribution of
chromatin homogeneous on a scale of 2 µm. Compartmentalization on this genomic
scale can therefore regulate only the density of whole chromosomal regions and influ-
ence the general accessibility and mobility of diffusing molecules therein.
The simulation of diffusion in networks of compartmentalized chromatin fibers allowed
to addressed another question:
How can the structure of chromatin networks be quantified for a connec-
tion to molecular diffusion?
Such a connection requires two separate steps: The first step is to clarify how quantities
like diffusion coefficients and anomaly parameters depend on the distribution of chro-
matin in the cell nucleus. The second step is to determine to which extent a particular
distribution of chromatin results from the folding topology of the chromatin fibers.
As mentioned before, the inhomogeneity in the distribution of chromatin plays a central
role. The mobility of the diffusing molecules and the accessibility network depends on
its inhomogeneity. Inhomogeneity is expressed by the radial distribution function of the
lattice sites that represent chromatin. In Sec. 4.3 a scalar quantity based on the radial
distribution function – the cumulative pair correlation – has been defined to quantify
the clumpiness of the chromatin network. It has been shown that unique relations exists
between the cumulative pair correlation and diffusion coefficients, anomaly parameters,
the critical sizes at which molecules get trapped, and the characteristic time scale at
which diffusion undergoes a transition from anomalous diffusion to normal diffusion.
In Section 4.1 it has been demonstrated that it is not generally possible to derive the
radial distribution function of chromatin from the folding topology of the chromatin
fibers. The rather simple model of a chromatin fiber without loops yields a radial dis-
tribution function as predicted for a semi-dilute solution of chain polymers. For fibers
with loops, which make the distribution more inhomogeneous, the semi-dilute solution
model fails. The particular problem here is that the formation of rosette-like subcom-
partments destroys the self-similarity of the chromatin fibers. The density distribution
can therefore no longer be calculated by the fractal exponents that characterize the
folding topology.
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The second part of this work dealt with the interplay of chromatin dynamics and
diffusional transport [presented in Chapter 5]. For this purpose chromatin networks
consisting of 100 Mbp chromosomes have been simulated on the lattice. These chro-
mosomes were constructed such that they mimic compact metaphase chromosomes,
and then a Monte Carlo procedure was used to simulate their decondensation during
interphase. Three different models of chromatin fibers were used: a self-avoiding chain
without persistence, a self-avoiding chain with a persistence length of 300 nm, and a
phantom chain with a persistence of 300 nm. The phantom chain models chromatin
fibers with topoisomerase II activity, which enables DNA double strands cross each
other. After approximately 120 s of decondensation, molecular diffusion was simulated
and the following question addressed:
What is the influence of chromatin dynamics on molecular diffusion?
The influence of chromatin dynamics is two-fold:
First, the dynamic properties of the chromatin fibers govern the decondensation of a
metaphase chromosome into an interphase chromosome. As proposed earlier by Rosa
and Everaers [66], chromosome territories can arise from the incomplete decondensation
of chromosomes. In Section 5.1 it was demonstrated that this is the case particularly
for chromatin with high persistence and without topoisomerase II activity. As dis-
tinguishable clumps in the nuclear space, chromosome territories cause a measurable
inhomogeneity of the distribution of chromatin. Accordingly, interchromosomal voids
occur and provide for an increased mobility of diffusing molecules [Section 5.2].
Second, if chromosomes are well decondensed and territories do not occur, chromatin
dynamics enables larger molecules, which would get trapped in a static network, to
break free. Further, it has been shown that these molecules perceive the chromatin
network rather viscous than elastic, i.e., rather like a fluid than like a solid [Sec. 5.2].
This, however, contradicts to experimental evidence from microrheological measure-
ments in cell nuclei [86] and gives rise to postulate crosslinks of chromatin fibers to
make the network more solid-like. This point will be further considered also in the
outlook of this thesis.
There is evidence that not only chromatin obstructs molecular diffusion [92]. Generally,
the high concentration of macromolecules in the cell nucleus – the molecular crowding
– alters the properties of individual molecules and reduces their mobilities [94, 85, 95,
82, 96]. Another question addressed in Chapter 5 was
What is the difference between molecular crowding induced by diffus-
ing macromolecules and molecular crowding induced by chromatin fibers?
Differences between these two kinds of molecular crowding become clear in the resulting
diffusion coefficients of the diffusing molecules and in the characteristic time scale on
which diffusion is anomalous.
In Chapter 4 it was shown that the characteristic time and length scales at which
diffusion undergoes a transition from anomalous to normal are the longer, the more
inhomogeneous the distribution of chromatin is. In the case of rather homogeneous,
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well decondensed chromosomes that do not form distinct territories, this transition
scale is the same as in a chromatin-free scenario in which diffusing macromolecules
are hindered only by each other. However, the self-diffusion of the chromatin fibers is
significantly slower than the diffusion of the mobile macromolecules. Chromatin is a
harder obstacle than a freely diffusing macromolecule, and accordingly, the diffusion
coefficients in homogeneous chromatin networks are lower than in a chromatin-free
scenario with the same macromolecular concentration.
Chromosomes that decondense insufficiently during interphase retain the compactness
of metaphase chromosomes and form distinct chromatin territories. Then, chromatin
is distributed very inhomogeneously within the nuclear space. On the one hand, chro-
mosome territories are very dense, which makes them less accessible and reduces the
number of diffusing molecules in their interiors. On the other hand, chromosome ter-
ritories leave large chromatin-free voids that are widely accessible for the bulk of the
diffusing molecules. The diffusion coefficients are therefore the same as in a chromatin-
free scenario with diffusing macromolecules at the same macromolecular concentration.
The diffusing macromolecules perceive the chromosome territories as large obstacles.
The inhomogeneity of the nuclear space averages out on a higher length scale than in a
chromatin network of well decondensed chromosomes. Accordingly, the length scale at
which diffusion undergoes the transition from normal to anomalous is higher than in
a chromatin-free scenario with diffusing macromolecules at the same macromolecular
concentration.
6.2 Outlook
The results of this thesis suggest the following continuing studies:
The Metropolis Monte Carlo procedure used in this work generates conformations of
chromatin fibers from statistically less probable initial conformations. Local properties
of the chromatin fibers (bending rigidity and loop formation) are implied in the simula-
tion model, and global properties are examined after the Monte Carlo procedure. The
chromatin fibers in this work are based on the model of a semi-flexible chain polymer
and the Hamiltonian in this procedure is given by the internal bending energy of the
fibers. The Monte Carlo procedure therefore simulates the equilibration of the fibers.
Alternatively, the chromatin networks could be generated based on experimentally
obtained chromosomal interaction probabilities. Some studies examined the spatial
proximities of specific pairs of genomic loci and provide information on the interchro-
mosomal and intrachromosomal interactions of chromatin fibers [159, 60, 36, 179]. The
Metropolis Monte Carlo procedure could be adapted such that the chromatin fibers
are not equilibrating, but tend to a state in which they exhibit the desired, experi-
mentally obtained genomic proximities. After the generation of chromosomes with this
method, local properties like the persistence length and the compartmentalization of
specific sections of chromosomes could be investigated. With such realistic chromatin
networks at hand, the diffusive transport of biomolecules between specific genomic loci,
and also from specific loci to the outside of the cell nucleus could be simulated.
Another interesting continuation would be to investigate the time-dependent cross-
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linking of chromatin fibers. One of the results presented in Chapter 5 was that vis-
coelastic properties of the simulated dynamic chromatin networks contradict to those
determined in microrheology experiments in real nuclei [86]. The simulated networks
behave rather like a liquid, whereas the microrheological experiments showed a gel-like
behavior. A possible reason for such a behavior of the simulated networks is the lack
of crosslinks between chromatin fibers, which would reduce the mobility of individual
section of the chromatin fiber and make the whole network behave more gel-like. An
interesting investigation would be to determine to which extent the chromatin networks
require permanent crosslinks and on which times scales crosslinks would have to prevail
in order to provide for the experimentally observed behavior.
In chromatin networks based on chromosomal interaction data as described above, the
incorporation of the dynamic crosslinking of the chromatin networks would allow for a
highly realistic simulation of chromosomal dynamics.
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Appendix A
Analytical Calculations
A.1 Probabilities for Monomer Proximities in a Chain Poly-
mer
For a chain polymer with the scaling of the mean end-to-end distance
√〈R2〉 ≈ bNν ,
the entropic contribution to the free energy is given by [106]
Fent ≈ kBT
(
R√
〈R2〉
)1/(1−ν)
for R >
√
〈R2〉. (A.1)
The tail of the probability distribution function P (N,R) is proportional to the Boltz-
mann factor arising from this free energy contribution:
P (N,R) ∼ exp
(
− Fent
kBT
)
∼ exp

−α
(
R√〈R2〉
)1/(1−ν) for R >√〈R2〉,
(A.2)
where α is a coefficient in the order of unity.
For the case of an ideal chain (ν = 1/2), the exact probability distribution function
with a normalization coefficient is
P (N,R) =
(
3
2π(bN1/2)2
)3/2
exp
[
−3
2
(
R
bN1/2
)2]
. (A.3)
This expression can be generalized for any ν < 1 using Eq. (A.2):
P (N,R; ν, α) ≈
(
3
2π(bNν)2
)3/2
exp
[
−α
(
R
bNν
)1/(1−ν)]
for R >
√
〈R2〉
(A.4)
The ’≈’ instead of an ’=’ stems from the fact that the normalization integral ∫∞
0
P (N,R; ν, α) 4πR2dR
is not exactly 1 and varies slightly with α.
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The probability that two monomers which are separated by N monomers lie within
the ligation distance Rlig from each other is
Plig(N ;Rlig, ν, α) =
∫ Rlig
0
P (N,R; ν, α) 4πR2dR
≈ 4π
(
3
2π(bNν)2
)3/2 ∫ Rlig
0
exp
[
−α
(
R
bNν
)1/(1−ν)]
R2dR
for R >
√
〈R2〉 (A.5)
The values of R ∈ [0, Rlig] over which the integration in Eq. (A.5) runs are, however,
much smaller than
√
〈R2〉;a correction is required In comparison to ideal chains, the
probability distribution function P (N,R) of chains with excluded volume interaction
at end-to-end distances R≪ bNν is reduced by an additional factor:
P (N,R) ∼
(
R√〈R2〉
)g
for R≪
√
〈R2〉 (A.6)
This factor expresses the repulsion of section of the chain as they approach each other.
An exponent g ≈ 0.28 has been found numerically [106]. Combining the limits in Eq.
(A.2) and Eq. (A.6) gives an expression which for the case of a real chain (ν = 0.588)
has been found to be [106]
P (N,R) ≈ 0.278
(
R
bN0.588
)3.28
exp
[
−1.206
(
R
bN0.588
)2.43]
. (A.7)
Generalizing this expression for any ν < 1, Eq. (A.5) can be enhanced to
Plig(N ;Rlig, ν, α) ≈ 0.278 4π
(
1
bNν
)3.28 ∫ Rlig
0
exp
[
−α
(
R
bNν
)1/(1−ν)]
R2.28dR︸ ︷︷ ︸
=:I(N ;Rlig,ν,α)
(A.8)
The function I(N ;Rlig, ν, α) is plotted in Fig. A.1 for different values of the parameters
Rlig, ν and α. There, I(N ;Rlig, ν, α) approaches a limit for N ≫ 1. The limit depends
on Rlig, and the rapidness with which it is approached depends on ν and α, but an
asymptotic behavior generally occurs.
Consequently, only the prefactor in Eq. (A.7) is N -dependent and one can write
Plig(N ;Rlig, ν, α) ∼ N−3.28ν for N ≫ 1. (A.9)
From this follows: In a chain which is subject only to excluded volume interaction
(ν = 0.588, see Eq. (2.32)), the probability Plig of two monomers being close scales with
N−1.929. In a globule polymer (ν = 1/3, see Eq. (2.33)) which is subject to excluded
volume interaction, Plig is proportional to N
−1.093. In an ideal chain (ν = 1/2), one
can obtain Plig directly from integrating Eq. (A.3), yielding Plig ∼ N−3/2. For the first
and the third case, which can be calculated exactly using Eq. (A.7) and Eq. (A.3),
Fig. A.2 shows Plig as a function of N for the ligation distances Rlig = 1 and Rlig = 3.
Note the plateau at small N in the cases of higher Rlig.
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Figure A.1: The function I(N ;Rlig, ν, α) from
Eq. (A.8) plotted vs. N for different parameter
choices: (a) different values of ν, (b) different val-
ues of α, (c) different values of Rlig.
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A.2 Auxiliary Calculation to Amsden’s Diffusion Model
In
D
D0
= exp
[
−π
4
(
Rm +R0
R +R0
)2]
, (A.10)
Amsden [136] related R to the bending rigidity of the chains by the following scaling
concept: R can be approximated as one-half of the average end-to-end distance of the
chains,
√
〈R2〉. For very stiff wormlike chains with lengths L much shorter than the
persistence length lp, the average end-to-end distance scales as 〈R2〉 ∼ L. This can
be be found by calculating the limit of Eq. (2.24) for L ≪ lp. With some constant
k′ related to the persistence length one can also write
√〈R2〉 = k′L. According to
Subsec. 2.2.3, the volume fraction of the polymer in dilute solution is φ = Nvmon/Vp.
The pervaded volume of the polymer is Vp ≈ 〈R2〉3/2 = k′3L3. The volume of the
polymer can be approximated as Nvmon ≈ LR02. From that, Amsden obtained the
scaling relation√
〈R2〉 = kR0φ0−1/2, (A.11)
where k = k′5/2. Setting Eq. (A.11) equal to 2R and inserting it into Eq. (A.10) yields
D
D0
= exp

−π(Rm +R0
R0
)2
φ0(
k + 2φ
1/2
0
)2

 . (A.12)
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Glossary
Notation Description
Cvv(t) velocity auto-correlation function 104
D diffusion coefficient 16
D0 diffusion coefficient in water 43
G, G¯ image cross-correlation function 54
G′ storage modulus 27
G′′ loss modulus 27
G∗ complex shear modulus 27
L overall contour length of a chain polymer 18
N effective monomer number 18
R size of a polymer 20
R, Rm molecule radius 16
R0 monomer radius 24
T temperature 16
Γ cumulative pair correlation 83
α anomaly parameter 17
ℓ contour length variable 50
η viscosity 16
〈r(t)〉2 mean squared displacement of a diffusing
molecule
15
〈P (ℓ)〉 mean site contact probability 50
〈R2〉 mean squared end-to-end distance of a
chain polymer
18
φ volume fraction of the effectively inacces-
sible space
26
φ0 matrix volume fraction 24
τ lattice time step 16
τ0 Kuhn monomer relaxation time 22
τR Rouse time 22
θ average bond angle 19
~ri bond vector pointing from the (i-1)th bond
to the ith bond of a chain polymer
18
a lattice constant 16
b Kuhn length 18
df fractal dimension of obstacles 17
dw random walk fractal dimension 17
121
122 Glossary
Notation Description
g intrinsic bending rigidity constant 20
g2 pair correlation function 26
g2,intra intramolecular pair correlation function 68
kB Boltzmann constant 16
l constant bond length 18
li length of a lattice bond vector ~ri 35
lp persistence length 19
pc percolation threshold 23
pij contact probability of monomers i and j 50
r radial distance 26
rlig ligation distance 63
rtr transition distance from anomalous to nor-
mal diffusion
43
rij radial distance between monomers i and j 50
t time 16
ttr transition time from anomalous to normal
diffusion
43
BFM bond fluctuation method 34
GL giant loop 39
LL loose loop 39
LS loop subcompartment 39
MC Monte Carlo 34
MSD mean squared displacement of a diffusing
molecule
15
RDF radial distribution function 26
WLC worm-like chain 20
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