Recent literature on realized volatility suggests that the observed price process of an asset may be decomposed into two parts: the unobservable, efficient price process and microstructure noise. In this article we present a methodology to sequentially estimate spot volatility from noisy data by separating these components. We use different liquidity-based measures, traded volume and quoted spread, for the noise variance of single price observations. Nonlinear Kalman filters provide us with sequential estimates of the unobservable price process and its parameters. Our approach is implemented in a continuous-discrete state space model to cope with irregular trading frequencies.
INTRODUCTION
Stock prices are contaminated by noise. This noise -microstructure noise -is a volatile behavior of stock prices, which is only caused by market microstructure effects on tick level.
It has many sources such as non-synchronous trading, the discreteness of prices and the design of the market trading mechanism. In a completely efficient and liquid market, single trades do not lead to any noise of the stock price process. In such a market, stocks are traded at the unique current state of the stock value process which is known to all traders. In real markets, lacks in liquidity and market efficiency cause microstructure noise which has a biasing effect on volatility estimators.
The aim of our paper is to provide an estimation approach for spot volatility on tick-level which accounts for this noise contamination of prices. First, we investigate the impact of tradebased and order-based liquidity measures on the tick-by-tick volatility of ultra high frequency data. Consistent with empirical research on market microstructure, see, for example, Aït-Sahalia and Yu (2009), we confirm a functional relationship between liquidity measures and, in our case, tick-by-tick volatility. Since short-term liquidity that is only associated with single transactions has no impact on the long-term diffusion of the stock value process, this enables us to identify the variability of microstructure noise for single trades. Therefore, we suggest that liquidity as a measurable phenomenon of trading in a market can be used as a measure of the variance of microstructure noise. Second, we use these noise variances in a Kalman filter approach as the observation uncertainty of prices. The filter explicitly allows for a stochastic volatility process. After every single price observation it provides a sequential estimate of spot volatility.
The bias in volatility estimation induced by noise has become obvious when researchers started to analyze volatility using intraday data. Research first mainly focused on the realized volatility estimator which for two reasons is an appealing volatility measure: It is easy to calculate and it converges to the quadratic variation of the price process under weak assumptions. But in applications to high frequency data, the realized volatility estimator loses these convergence properties due to microstructure noise. To reduce the impact of noise on the estimation results, researchers first chose lower sampling frequencies for realized volatility, for example, Barndorff-Nielsen and Shephard (2002) and Andersen, Bollerslev, Diebold, and Ebens (2001) used 5-min intervals. Different approaches have then been developed to get hold of an appropriate estimator of integrated variance under noise starting with the seminal paper of Zhou (1996) . More recent work suggests to use optimal sampling frequencies, sub-sampling schemes with different bias corrections and kernel-based approaches, see, for example, Zhang, Mykland, and Aït-Sahalia (2005) and Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) .
While realized volatility is an estimator of integrated variance, our aim is to provide estimates of spot volatility. The impact of microstructure effects on aggregate volatility measures has been intensively studied, but only very few approaches have attempted to solve the problem of estimating spot volatility under noise. However, in applications for risk management and portfolio allocation, managers need to adapt their strategies in real-time to new information. As data arrives sequentially and varies over time, concepts of aggregated measures as realized volatility only react slowly to new information. Also when trading and hedging realized volatility itself, strategies may depend on estimates of spot volatility, see Carr and Madan (1999) for an overview. A recent approach to estimate spot volatility in Kristensen (2007) uses non-parametric kernel-based methods to estimate spot volatility which relies on the availability of data on arbitrary high frequencies. In contrast, Jungbacker and Koopman (2007) study a model-based filtering setup using maximum likelihood methods. In their setup, adjusting parameters to new information always involves numerical maximization and simulation based filtering of the whole dataset. As an alternative, the particle filter approach in Pitt and Shephard (1999) provides sequential estimates of spot volatility which are directly updated with every transaction. However, their approach does not account for the impact of microstructure noise effects. On transaction level, further information on noise behavior is necessary to separate volatility and microstructure noise. In a broadly discussed paper, Hansen and Lunde (2006) started to further examine these properties of noise, while Bandi and Russell (2006) are the first to relate the variance of microstructure noise to liquidity. They estimate both the variance of microstructure noise on high frequencies and the variance of the latent process on lower, optimally chosen frequencies for all S&P100 stocks. In a cross-section analysis they show that the variance of microstructure noise is linked to liquidity measures.
In our approach, we confirm this relationship on tick-level. We use liquidity measures for every price observation to get hold of a measure of the noise variance.
When estimating volatility of a stock value process that is contaminated with microstructure noise, it is crucial to use adequate methods to separate noise from the underlying process. In the sixties of the last century Emil Kalman developed the Kalman filter in order to estimate unknown states from noisy data. His filter only works in discrete time, only for linear problems and only for Gaussian probability densities. Today, based on his idea, there are many advanced Kalman-like filters, which are not subject to these restrictions. Furthermore, they provide sequential Bayesian real-time estimates of the unknown states and parameters as for example the particle filter in Pitt and Shephard (1999) .
In this paper we use a Bayesian filter in a continuous-discrete framework. The filter is able to model a continuous time process for the stock value, while only discrete and irregular observations, trades and quotes, are available. This enables us to use the full set of high frequency data without introducing any artificial time grids. Furthermore, the filter design allows the discrete observations to be noisy, in our case contaminated with microstructure noise, while it extracts the unknown underlying process and its parameters. We use different measures of liquidity for the variance of microstructure noise to assign a given uncertainty level to each price observation, which may consist of both trade prices and mid-quotes.
The paper is organized as follows: The next section contains a characterization of microstructure noise and its implications for volatility estimation. The second part of section 2 motivates the application of Bayesian filtering methods. In section 3, we present the continuous-discrete state space model in detail and introduce the basic ideas of continuous-discrete nonlinear Kalman filters. The estimation of unknown model parameters via Bayesian updating is described in the last part of the section. Section 4 shows that the variance of microstructure noise is not constant across price observations. We link every price observation to the variance of its noise component using volume-and spread-based liquidity measures. In section 5 the filtering and estimation results are presented. Further, we compare integrals over spot volatility estimates to realized volatility estimates. Section 6 gives a detailed summary and discussion of the results. Section 7 concludes.
PRICES AS NOISY OBSERVATIONS OF THE STOCK VALUE PROCESS
For stocks traded at financial markets, a market price is directly observable at every transaction. These prices may be interpreted as noisy observations of the stock value process. The observed price process may deviate from the underlying latent stock value process due to the impact of trading at financial markets, e.g. non-synchronous trading and liquidity needs of market participants, the optimization behavior of strategic traders and market makers or frictions in the trading process such as discreteness of prices and transaction costs. Market microstructure theory examines this trading and quoting behavior at financial markets and its effects on the resulting stock price processes. These effects strongly affect volatility estimators. Therefore, when estimating volatility it is crucial to take these microstructure effects into account.
To come up with a formal representation of microstructure noise, Zhou (1996) formulated the observed log-price, Z t i , at the time of its observation t i as a composition of two additive components,
namely the latent logarithmic value process, S t i , and microstructure noise, ε i . Following this representation, observed prices may only serve as noisy estimates of the true value process of the underlying asset. Distributional assumptions on the noise process need to be specified. In our approach we allow for i.n.i.d. noise, while it is often assumed to follow an i.i.d. process, see Bandi and Russell (2006) and Aït-Sahalia, Mykland, and Zhang (2005) among others.
Moreover, in line with different other studies price processes are assumed to follow an Itô process for the logarithmic value process,
where B t is a standard Brownian motion, while µ t and σ t represent continuous stochastic processes. Recent approaches as well include jump components into the formulation of the latent price process. For details, we refer to Barndorff-Nielsen and Shephard (2004) or Andersen, Bollerslev, and Diebold (2007) .
Volatility Measures at Different Aggregation Levels
The aim of our paper is to provide estimates of the spot volatility of a stock price process from high frequency data. The volatility structure of a stochastic process may be characterized on two different aggregation levels, namely by the instantaneous spot volatility and by the integrated volatility measure. While we focus on characterizing the spot volatility, recent literature has mainly concentrated on estimation methods for integrated volatility.
As an estimator of this integrated volatility (IV) Merton (1980) introduced the concept of realized volatility (RV)
Since realized volatility is just the sum of squared returns in the interval [0, T ], it is an appealing measure from a computational point of view. Moreover, in the absence of microstructure noise realized volatility converges to the integrated variance as the sampling frequency goes to infinity under weak assumptions on the underlying processes, see e.g. Protter (2005) . Its empirical properties have been extensively studied in empirical investigations as in Andersen, Bollerslev, Diebold, and Ebens (2001) . However, if microstructure noise is present, this estimator loses its consistency and becomes biased, as shown in Zhang, Mykland, and Aït-Sahalia (2005) or Bandi and Russell (2008) . When ignoring this bias on high sampling frequencies, microstructure effects may even dominate the estimation results. Bandi and Russell (2008) argue under an i.i.d. assumption for the noise process that with increasing sampling frequency the average realized variance converges to the variance of microstructure noise rather than to the variance of the underlying process. If the integrated variance is estimated based on lower frequency, i.e. with less data, the results are dominated by the long-term volatility process. This implies a trade-off between using higher frequencies, i.e. a large amount of information, and using lower frequencies in order to reduce the estimation bias which implicitly means ignoring potentially useful data. Different estimators which take this bias into account have been proposed, e.g. Zhou (1996) , Aït-Sahalia, Mykland, and Zhang (2005) or Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) .
Similar problems arise when estimating spot volatility. Price observations are affected by microstructure noise which as well influences estimates of spot volatility. So far, much less work has been done on how to appropriately estimate spot volatility given noisy price information. A first model-based approach of estimating spot volatility has been introduced by Jungbacker and Koopman (2007) by using importance sampling techniques in a state space framework. Another approach has been proposed by Kristensen (2007) who starts with kernel-based measures of integrated volatility. In this approach, spot volatility is estimated by letting the kernel-bandwidth shrink down towards zero. However, this approach is limited in applications with real financial data since price observations are not available at arbitrary high frequencies. The structure of our approach is perfectly suited to the structure of high frequency financial data. Using nonlinear Kalman filters, we sequentially extract spot volatility trade-by-trade from noisy data. In our estimation setup we do not need to introduce any artificial grid on the data but we consider price observations with irregular frequencies. We use every single observation, so we do not discard any data during our estimation process.
Moreover, our approach is computationally convenient.
The Information Content of Noisy Price Observations
In this paper we estimate spot volatility sequentially from noisy transaction data with Kalman filter techniques. In order to motivate these techniques we first want to consider the standard Bayesian learning framework for the mean of normally distributed random variables in a oneperiod setting. Assume that the value of a stock, S ∼ N (µ S , σ 2 S ), follows a normal distribution.
A price Z of the stock is observed which is a noisy estimate of the stock value, Z = S + ε, with a normally distributed uncorrelated observation error ε ∼ N (0, σ 2 ε ). After observing this stock price, prior beliefs p(s) about the stock value consistently change according to Bayes' rule, i.e.
p(S
For normally distributed priors and observations, this general Bayesian update may be reduced to an adjustment of means and variances. The posterior mean of the stock value given the noisy price observation follows as
Prior knowledge about the distribution of S is adjusted depending on the amount of unanticipated information included in the price observation, i.e. the deviation of its mean (Z − µ S ), and the ratio of the variance of the prior distribution of the stock value σ S and the variance of the transaction price. The latter may be decomposed into two parts, the volatility of the stock value, σ 2 S , and the observation noise σ 2 ε . When assessing whether a price observation should have a high or low impact on conditional expectations of the stock value S, it is crucial to take into account to which extent this price observation is contaminated with ob- 
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Modelling Contaminated Price Processes
To model contaminated prices we use the continuous-discrete state space representation as given in Jazwinski (1970) . This representation enables us to model a time-continuous price process where only time-discrete asset prices are available with an irregular trading frequency.
Thus it is possible to directly use original price observations and there is no need to create evenly-spaced artificial prices. The model consists of two parts, the state equation (6) for the time-continuous state S t , i. e. the latent price process, and the observation equation (7) for the time-discrete asset price observations Z t i at times t i :
The state equation (6) In the observation equation (7), the function h(.) projects the state vector S t onto the time By separating these two formal types of noise by a Kalman filter technique, it is possible to isolate microstructure noise from the volatility of the value process. Due to the continuousdiscrete structure of this model, it is not necessary to concentrate on artificial returns with fixed sampling frequencies. Instead, the model structure is directly adapted to the observed irregular frequencies as observed in financial markets.
Continuous-discrete nonlinear Kalman Filters
To estimate the parameter set ψ of the price process we use such a Kalman filter technique.
The quite common classical Kalman filter is valid only in the case of discrete and linear state space models, not in our context. To estimate the continuous-discrete state space model and its volatility parameters, we use the estimation algorithm given in Grothe and Singer (2006) .
We adapt it to continuous-discrete versions of nonlinear Kalman filters, the extended Kalman filter (EKF) and the unscented Kalman filter (UKF). A detailed introduction to the EKF may be found in Jazwinski (1970), while Julier and Uhlmann (1997) introduce the UKF.
Both filters show good results for small nonlinearities. They are superior to other nonlinear stochastic filters with respect to computation cost, which is essential when working with high-frequency data.
The general design of a nonlinear Kalman-like filter consists of an extrapolation step, the timeupdate and an observation step, the measurement update. Both steps are recursively repeated between observations. Using a continuous-discrete framework in the extrapolation step the filter estimates the values of state variables continuously based on a-priori information and the state equation dynamics. In the measurement update, the estimates of the state values are adjusted based on observed measurement information via Bayesian updating.
Both steps can be made without approximation, see Jazwinski (1970) . For the time update, this means integrating the Fokker-Planck operator resulting in terms that can be solved explicitly only for linear systems and Gaussian densities. There are numerical and MonteCarlo based methods that lead to approximated solutions for nonlinear systems. Examples are the functional integral filter in Singer (2003) or simulation based techniques as particle filters in Liu and Chen (1998) or Pitt and Shephard (1999) or the proposal densities developed in Jungbacker and Koopman (2007) . Simple approaches, as the EKF and the UKF, solve the propagation by approximating the nonlinear functions and reducing the densities to their first two moments. The EKF uses a Taylor series expansion of h around µ i+1|i , while the UKF benefits from the unscented transform.
Considering only the first two moments of densities implicitly assumes them to be Gaussian.
In these cases the measurement update p(y, t|Z i+1 ) is usually done using the theorem of normal correlation, see Liptser and Shiryayev (1978) . Using subscripts i for at time t i and i+1|i for at time t i+1 based on information of t i etc. and taking the measurement equation (7) into account leads to the measurement update of these filters:
with the Kalman Gain K
i+1 , the variance of the measurement error R i+1 and the prediction error ν i+1 . The notation (·) − represents the pseudo-inverse of a matrix, while h i+1 |Z i is h(S t i+1 ) before measurement. These measurement update formulas are analogous to Bayesian updating for Gaussian densities as given in equation (5). Again, the expectation µ i+1|i on the asset price and its parameters are corrected depending on K
i+1 , i. e. the ratio of the covariance between state and observation and the variance of the noisy observation.
Due to the covariance term, this standard filter setup update is only able to states whose values are linearly correlated with the measurement. States that are not correlated with the measurement usually appear in the diffusion coefficient g of another state, like e.g. volatility parameters in Bayesian parameter estimation procedures as described in the next section. To nevertheless update non-correlated states the cited superior filter designs as particle filters have to be used. These designs are paid with high computing costs due to numerical calculations and simulations. In the context of ultra high frequency data, computing time for the filtering procedure is a crucial point due to the high number of observations. For this reason, the use of modified versions of standard filters like the EKF and the UKF is more suitable.
Grothe and Singer (2006) develop an algorithm that allows for Bayesian estimation of diffusion parameters using these standard filtering approaches. It directly uses the Bayesian formula,
= constant · likelihood · prior,
for updating diffusion parameters instead of the standard linear update in the Kalman filter equations by rewriting it in terms of likelihood weights. As it is not possible to continuously evaluate the densities in this equation, they are approximated by the unscented transform as introduced in Julier and Uhlmann (1997). The unscented transform describes probability densities by discrete, so called σ-points with the same moments. The moments of the posteriori density are then calculated from the transformation of the σ-points within a discrete Bayesian update, where only discrete evaluations of the likelihood weights p(z t |x) for the σ-points are needed. These are provided by any standard Kalman filter even for volatility parameters.
Assume that p σ (x|z t−1 ) is a Gaussian prior for the actual volatility level, with mean µ σ,t−1 and standard deviation σ σ,t−1 . In a one dimensional context it is determined by three σ-points, 
to estimates for the moments of the posterior density. The mean for example is calculated as,
In p-dimensional problems this algorithm only requires 2p + 1 evaluations of the likelihood function, which keeps the filter computationally convenient. In the next section, we link nonlinear state estimation to sequential Bayesian parameter estimation.
Bayesian Parameter Estimation using Kalman Filters
There are two different approaches of parameter estimation using Kalman-like filters. The most common one is numerical maximum likelihood (ML) or quasi maximum likelihood (QML) estimation. Filters may be used to compute the likelihood using the prediction error decomposition of the likelihood function given by Schweppe (1965) which allows to estimate parameters using numerical maximization algorithms. This approach is widely used, regarding its use in estimating stochastic volatility models see for example Ruiz (1994) or Harvey, Ruiz, and Shephard (1994) . A maximum likelihood approach to estimate the parameters of a model for actual volatility in noisy financial high frequency data is given in Jungbacker and Koopman (2006) .
Besides the maximum likelihood approach, filters can be used to sequentially estimate the unknown parameters in a Bayesian sense, which under regular conditions is asymptotically equivalent to the ML approach. A detailed introduction to this approach is provided in Gelb (1974) . In a financial context, sequential Bayesian approaches have been used by Pitt and Shephard (1999) or Zeng (2003) . In contrast to the maximum likelihood approach, which estimates the most likely, constant parameters for a given number of observations, the Bayesian approach provides an updated estimate at every time new information is available. Regarding the estimation of volatility of a stock price process, it provides an estimate for the actual volatility at every price observation. So while Bayesian approaches are able to estimate spot volatility trade-by-trade, maximum likelihood approaches provide the most likely constant volatility parameters over the whole time interval.
As Kalman-like filters use Bayesian updating to estimate the state values, Bayesian estimates of the parameter set are possible by considering them as latent state variables. The state vector is therefore augmented by the parameter vector (S = [
S ψ ]) with trivial dynamics (dψ 1 = 0) for constant parameters, or with diffuse dynamics (dψ 2 = σ ψ 2 dW ) for volatile parameters.
Also parameters with general Itô dynamics can be implemented. This leads to the extended state space model: Sitz, Schwartz, Kurths, and Voss (2002) . As discussed in the previous section, this is caused by missing linear correlations between these parameters and the observations and can be handled by superior filter designs. In the next section, we turn to the application of the outlined Kalman filter setup to empirically estimate the volatility process of a stock in the presence of microstructure noise.
LIQUIDITY MEASURES AND MICROSTRUCTURE NOISE
Data Description
In the subsequent sections we will use the outlined Kalman filter setup to sequentially estimate spot volatility from NYSE transaction data. For our application we use data for the stock of we only include the last entry in the database. We use the time series containing both, prices and mid-quotes, to calculate log-returns. So we calculated returns between subsequent prices, subsequent mid-quotes or between mid-quotes and prices. The average duration between two price observations in our dataset amounts to 10.08 seconds. Quotes and transactions outside the regular trading hours from 9:30 am to 4:00 pm are discarded.
As a first characterization of the volatility structure of our time series, in figure 1 we depict a volatility signature plot for our price data as discussed in Andersen, Bollerslev, Diebold, and Labys (2000) and Hansen and Lunde (2006) . We apply the realized volatility estimator with subsampling as developed in Zhang, Mykland, and Aït-Sahalia (2005) to time series of log-returns for different sampling frequencies. The graph shows a typical upward bias for high sampling frequencies indicating additional variance in the observed price series due to microstructure effects. In the next section, we will further characterize variations in the variance of microstructure noise and relate these to liquidity measures.
Variance of Noise Components and Liquidity Measures
Depending on the extent to which market microstructure noise is contained in a single price, the observation of this price provides different information on the underlying stock value process. On the one hand, if a single price observation is dominated by microstructure noise, traders may only vaguely infer any information from that trade. On the other hand, if the noise component in a price observation is low, the information that may be extracted from this trade is relatively high and traders may learn more about the underlying stock value process.
In order to assign a measure of this noise component to single price observations, we follow Bandi and Russell (2006) to estimate the variance of microstructure noise. Using their arguments, average realized variance estimators based on return data at very high frequencies result in estimates of the variance of microstructure noise in the limit. Therefore, the arithmetic average of the second powers of high frequency return data is a consistent estimator of the variance of microstructure noise. Bandi and Russell (2006) show this result assuming the logarithmic processes to be continuous stochastic volatility local martingales with i.i.d. zero mean noise. In a cross-section analysis, they relate average liquidity measures to the variance of the noise component. We follow this idea, but in our analysis we include information on liquidity measures for every single price observation.
Explained by market microstructure theory, liquidity measures such as traded volumes, quoted spreads or order book depths may induce additional variation into the stock price process which is related to microstructure noise. Liquidity measures existent in the literature may be mainly separated into trade-based measures, e.g. traded volume, and order-based measures, e.g. quoted spread. Our analysis concentrates on these two candidates, i.e. volumes and spreads. The variance of microstructure noise may be interpreted as the level of uncertainty related to a single price information. We show that this variance of microstructure noise is varying with the level of liquidity measures and we use these measures as an estimator for the variance of market microstructure noise contained in price observations. Therefore, we relate the uncertainty in trade observations to traded volumes while we relate the uncertainty in mid-quotes to quoted spreads.
A huge amount of theoretical and empirical work has examined the relation between market microstructure variables and volatility of the price process. An early focus of research in this area has been the impact of trading volume on return volatility. For example, Admati and Pfleiderer (1988) suggest a model that explains why higher price variability tends to come along with higher volumes. An empirical investigation providing evidence of a positive relation between volume and volatility based on daily data is given in Gallant, Rossi, and Tauchen (1992) . A survey on the early work is provided by Karpoff (1987) . These investigations have mainly focused on daily data. More recent work tries to directly model the transaction price process in a discrete setting and also derives a positive relation between large trading volumes and the probability of a price change on transaction level, see Rydberg and Shephard (2003) or Russell and Engle (2005) among others.
Following these ideas we confirm a positive relationship between volume and high-frequency volatility based on NKE transaction prices. As in Bandi and Russell (2006) we use the sample variance of transaction returns at the highest frequency as an estimator of the variance of microstructure noise. We calculate this variance of microstructure noise separately for subsamples of returns with a given volume and find that noise variance is not equal within these subsamples, i.e. it differs across trades with different volumes. In figure 2 , we plot traded volumes against the subsample variance of transaction returns. A linear model was fitted to the data using WLS since the number of transactions at a certain volume differs across volumes. Higher traded volumes come along with a higher variance of microstructure noise as predicted by theory. Given observable traded volumes, the corresponding prices provide information regarding the state of the latent value process with different but known uncertainty levels.
Information about the latent stock price process given by mid-quotes is also subject to microstructure noise, which is related to order-based liquidity measures. Quoted spreads may be directly interpreted as a current price uncertainty. Empirical literature also suggests a positive relation between quoted spreads and price variability, e.g. Russell and Engle (2005) derive such a relationship in an empirical application of a discrete transaction data model.
Engle and Lunde (2003) relate higher price variability to larger information flow in terms of
spreads and volume per trade. Therefore, the same approach as before has been applied to determine a relationship between quoted spread and mid-quote variability. Again, the variance of microstructure noise is not equal across observations, higher quoted spreads indicate a higher level of microstructure noise. The second graph of figure 2 suggests a quadratic relationship between the variance of these mid-quote prices and quoted spreads within the groups. The slope of the graph again implies that a part of the stock's noise level is related to current market liquidity which is now related to an order-based measure, the quoted spread.
In the next section, we turn to the application of the outlined Kalman-Filter setup to empirically estimate the volatility process of a stock price process in the presence of microstructure noise.
EMPIRICAL ESTIMATION OF SPOT VOLATILITY UNDER NOISE
A Model with Noisy Prices
As a model for the price behavior of our stock, we assume a Brownian motion for the logarithmic value process S t and an additive microstructure noise ε t . In our setting, we explicitly allow for stochastic volatility σ t . This leads to the following extended continuous-discrete state space model,
where W S and W σ are independent Wiener processes. Since µdt is of order dt and σdW S is of order √ dt the drift component is negligible in short time scales, so we choose µ = 0 as a fixed value following the discussion in Aït-Sahalia, Mykland, and . Using the same argument, we do not include a drift component in the volatility equation. Note, that we only use the model for parameter estimation on small time scales, while we do not to simulate from this model on longer time scales. In the latter case the drift coefficient would affect simulation results. The parameter σ σ corresponds to the diffuseness of volatility. To minimize the set of free parameters we choose it fixed with σ σ = 5 · 10 −6 . This choice of the parameter value has been determined using constant model parameters for filtering with quasi maximum likelihood estimation for the same dataset using the same noise measures. The noise term ε i is assumed to be independent of the Wiener processes. It is considered to follow a normal distribution with zero mean while its variance σ 2 ε i may be different for each price observation and depends on current liquidity measures. The relationships between noise variance and liquidity measures given in section 4.2 are used to assign each single price observation a liquidity-based measure of its noise variance. For trades, the variance of microstructure noise components are assigned using the traded volume as liquidity measure. For quotes, the quadratic relationship between spreads and noise variances is used to assign each single quote a spread-based variance of its noise component. When assigning this noise variance to log-prices we move from noise variances based on returns to log price noise variances. As an approximation we use equal weights to split the return variance on both subsequent price observations. This approach is exact if the noise variance is constant as shown in Bandi and Russell (2006) .
We estimate the given state space model trade-by-trade using a nonlinear Kalman filter, which allows for maximum likelihood estimation as well as for Bayesian estimation of parameters.
Both estimation approaches are asymptotically equal if model parameters are assumed to be constant. However, for the estimation of spot volatility, the Bayesian estimation approach is more advantageous as it provides sequential trade-by-trade estimates. In the following empirical application we use the Bayesian algorithm as in Grothe and Singer (2006) 
Estimation of Volatility Ignoring Microstructure Noise
In the next two sections we emphasize the main aspects of updating in our Bayesian filtering setup by discussing the results for a short time interval of ten minutes on February 25, 2001
at 1:30 pm containing 66 trades and quotes in detail. We show how price information is incorporated into expectations of the underlying value process and we illustrate the impact of single price observations on the estimated continuous volatility process of the stock value.
We therefor provide graphs of the filtering results divided into two subgraphs, the first one shows the observed stock prices (points) and the estimated mean of the value process S (crosses) at trading times t i . Errorbars in the first subgraph indicate noisy observations and refer to the 97% confidence interval. The second subgraph shows the estimated mean of spot volatility (σ t ) in continuous time at a daily scale. Note that the estimates of the value process and the observed prices may differ when price observations are allowed to be noisy. During the filtering procedure, the latent stock value process and its spot volatility are estimated via Bayesian updating as intuitively discussed in section 2.2. This update is based on the prior state value, the a priori information, and the observed price with its noise uncertainty σ ε i , the a posteriori information.
First, we want to discuss the case when microstructure noise is completely ignored and stock prices are observations of the underlying stock value process without any observation errors.
Empirical results for a short time interval of ten minutes are presented in figure 3 . For now, we do not account for microstructure noise, so price observations (points) do not contain any noise (no errorbars). Since trading prices or mid-quotes are assumed to be exact measurements of the stock value, conditional expectations of the underlying value process given the price information (crosses) equal the price information itself. Estimates of spot volatilityσ t now need to explain both, the variation in price observations due to the diffusion-type stock value process and the variation due to microstructure effects. Therefore, in accordance to the volatility signature plots in figure 1 the spot volatility is estimated higher than needed to just explain the long-term diffusion behavior of the stock price process. Note that the results depend on the correlation structure of these processes and for other data sets might as well be underestimated. Compare for example the volatility signature plots for mid-quote data in
Hansen and Lunde (2006).
Next, we will discuss the impact on spot volatility estimates induced by two different kinds of price observations, i.e. observations without price moves and trades with large price moves.
Observations without price moves decrease the estimated instantaneous volatility. Instead, large price moves tend to increase spot volatility estimates. However, the extent of this increase depends on the current volatility level of the process. Furthermore, the continuous-time diffusion model for the value process implies that the same level of volatility is able to explain larger price moves after long time intervals than after short time intervals. For instance, a standard Brownian motion for the underlying value process implies that the standard deviation of stock price changes scales with the square root of t.
These effects may be directly observed in figure 3 . Between second 48000 and 48200 prices only change gradually which leads to a decreasing estimated spot volatility in the lower subplot.
The strong price moves in the shaded area of the figure at about 47920 cause a sharp increase in the estimated volatility. When ignoring noise effects for these price observations, price changes are completely driven by the volatility of the diffusion process. So for these price observations a high level of volatility is likely and therefore, the filter corrects spot volatility estimates upwards. The following section illustrates the results when including liquidity-based measures for the volatility of microstructure noise into the analysis.
Inclusion of Liquidity-based Noise Measures
We now allow the observed prices to be noisy using the liquidity-based measures of noise variance as described in section 4.2. If a price observation is a trade, the variance of the microstructure noise component is assigned using the volume-based noise measure. If a price observation is a mid-quote, the uncertainty level assigned to this observation refers to the spread-based variance measure. As before, volatility is updated sequentially with every price observation. Filtering results are shown in figure 4 , now with 97% errorbars for observed prices in the upper part of the figure. To compare the results with the case without noise, we show the same 10-minute interval. The first impression is a more smoothed behavior of estimated volatility and a lower average level of volatility. As before, if a price observation does not lead to a change in the estimated latent value, S t , volatility is adjusted downwards. The speed of this adjustment mainly depends on the duration between two prices and the variance of microstructure noise of these prices. Longer intervals between the price observations lead to a stronger decrease in the estimated spot volatility, since a price change in a large time interval is more likely than in a small interval. If these observations are less noisy, volatility parameters are adjusted stronger.
The behavior described so far is similar as in the case without accounting for noise. The reaction of the spot volatility estimates differ from this case when prices change. This time, the strong price changes in the shaded area do not lead to a correction in the estimated volatility.
This means, that the filter regards these moves as mainly arising from microstructure noise.
The liquidity measures associated to these price observations indicate a high variance of the noise components, illustrated by the errorbars in the upper part of the figure. These noisy observations only lead to weak adjustments of the estimated latent process, S t , as it is not likely to be very volatile at that point in time. But the time series of estimated spot volatilities now shows two different sudden adjustments before and behind the shaded area. For these observations, the variance of the noise of the observed price is small relative to the price moves. So the value process S t is estimated near the observed prices, resulting in sudden moves in the latent value process. Simultaneously, to explain these significant moves in the value process, the estimate of its driving variance is updated to a more likely, higher level.
These examples illustrate the different impact of price moves on the estimated spot volatility depending on the size of the variance of microstructure noise. If accounting for microstructure noise, the average level of estimated volatility lies lower than in the case that do not account for microstructure noise. In the next section, we will compare our estimation results to realized volatility estimates.
Comparison with Realized Volatility Estimates
To further characterize our estimation results, we relate them to the concept of realized volatility. For continuous stochastic processes, the integral over the spot volatility process equals the integrated variance. While our filtering approach provides real-time estimates of spot volatility, realized volatility estimates integrated variance. Hence, for every day in the sample, we compare daily integrals over our spot volatility estimates, the integrated filtered spot volatility (IFSV) with daily realized variances. The integral
is determined by rectangular numerical integration of the empirical filtered estimatesσ t of spot volatility. Compared to these, IFSV estimates are much lower since the filtering approach takes microstructure noise into account. For lower sampling frequencies the overall level of realized volatility estimates decreases, since the bias of RV estimators becomes smaller when using sparsely sampled returns. On a sampling frequency of 300 seconds this bias of RV should be neglectable, see Andersen, Bollerslev, Diebold, and Ebens (2001) . In this case, IFSV and RV are very simular for most days in the sample. However, the graph indicates that on rough days the IFSV tends to be higher than RV estimates, e.g. on day 43 or on day 102.
For a further analysis, in figure 6 (and in figure 7 in more detail) daily realized volatilities (∆ = 300 seconds) are plotted against IFSV (crosses) for each of the 226 days in our sample.
The points on the straight line represent realized volatility estimates together with their upper (∇) and lower (∆) standard deviations. The standard deviation is estimated as the square root of two times the realized tripower quarticity on the given day as in Andersen, Bollerslev, and Diebold (2007) . On 123 out of 226 days, the difference between realized volatility and the integral over the spot volatility estimates is less than one standard deviation. Hence, the scattering of IFSV around RV is consistent with these confidence intervals of the RV estimator.
These results show, that on an aggregate level the sequential filtering estimates match realized volatility measures on an average. Only when focusing on days with high values of realized volatility, the IFSV tends to deliver higher estimates of integrated variance compared to realized volatility. However, note that our model does not capture jump components which might be an explanation for an overreaction of the filtering estimates on days with strong activity. The filtering method then adjusts spot volatility to a level that may explain jumps by the diffusion process assumed for the stock value. In the next section, we will summarize our approach, provide a discussion of our results and relate them to current research questions.
SUMMARY AND DISCUSSION
In the preceding sections, we have presented an approach to estimate spot volatility of a stock value process from noisy data. We include measures of the variance of microstructure noise in the estimation process in order to adjust for the noise impact of single price observations on the estimated volatility of the latent value process. Therefore, we relate the variance of microstructure noise components of single price observations to liquidity measures. Given these measures we estimate spot volatility from noisy observations using Bayesian Kalman filters. These filters provide us with sequential estimates of spot volatility at every single price observation. The comparison with realized volatility estimators in the preceding section shows that on aggregate level these spot volatility estimates match realized volatility estimates.
However, on days with high price activity, the estimates of integrated variance from the filtering approach tend to be higher than realized volatility estimates. But note that our approach does not take into account potential jumps in the price data.
The continuous-discrete framework allows us to embed time discrete and irregular price observations in a continuous time diffusion model. In our model specification, the time-scaling behavior of the variance of the latent diffusion process follows a stochastic volatility model.
In contrast, the variance of microstructure noise enters the observation equation additively at each price observation. This way, the different scaling behavior of the separate variance components, i.e. price diffusion and microstructure noise, are directly captured. In accordance to different approaches in the literature we assume microstructure noise to be independent of the underlying value process. Recently Hansen and Lunde (2006) provide empirical evidence of a negative correlation between latent prices and microstructure noise in a broadly discussed paper. Our filtering approach does not capture such a negative correlation due to the tracking property of Kalman filters. It can be extended in the sense of a Kalman smoother, which uses all price information in a given interval and does not underly the tracking property. However, the Kalman smoother cannot be used for online trade-by-trade estimation of spot volatility as it needs future prices. As an early reference, see for example the work of Fraser and Potter (1969) . In our setting, there is no dependence between the error term in the measurement equation and the Wiener processes in the state equations. This assumption may be restrictive. But in contrast to other approaches in the literature we do not assume noise to be i.i.d.
Instead, we only assume noise to be independent and Gaussian. In particular, we allow for an impact of short-term liquidity on the variance of noise components. The high persistence in the time series of volumes or spreads is therefore adopted by the time series of noise variances.
So we implicitly allow for volatility clustering in the noise component induced by clustering in volumes and spreads. Note that this does not mean, that liquidity measures have a direct impact on the realized noise components since they are only related to their variance.
In a comment on the Hansen and Lunde (2006) tering results using such measures for trades and quotes, i.e. volume and spread, have been presented. We want to emphasize that the inclusion of additional trading information that is closely linked to short-term market liquidity, should be a useful approach to come up with an appropriate measure of the variance of microstructure noise that allows to profit from the strengths of Bayesian filtering in this special context. Given such an appropriate measure, continuous-discrete Bayesian filtering approaches are well suited to this problem: First, they inherit a natural separation of the state dynamics and of the observation structure. Second, they are able to cope with irregular trading frequencies in a very natural way, since the discrete-time price measurements do not need to be evenly spaced.
With a continuous-discrete model we are able to capture irregularly-spaced price data in a continuous-time formulation of the price process. But we do not model the discreteness of the prices stock markets itself. Discreteness effects have decreased, since different exchanges have lowered their minimum tick size, e.g. the NYSE lowered its minimum tick size from USD 1/16 to USD 0.01. But price clustering is still present in the data. Zeng (2003) and Spalding, Tsui, and Zeng (2006) provide filtering approaches that include parameterizations of discreteness and price clustering using geometric densities in order to estimate constant volatility parameters. Future research should cover extensions to Bayesian filters in order to allow for discrete price densities for spot volatility estimation.
CONCLUSION
Market participants that are interested in the distribution of a stock price, need to infer volatility from observed prices. In high frequency data, these price observations are contaminated by microstructure noise. While different estimators for volatility on aggregate level adequately account for microstructure noise, only very few approaches for the estimation of spot volatility under noise exist. However, these procedures are urgently needed for volatility trading applications as well as in a risk management context.
In this paper, we suggest to estimate spot volatility via Bayesian filtering using additional information on the noise variance given by short-term liquidity. Depending on the noise variance, price changes of the same magnitude have a different impact on volatility estimates. In an empirical analysis, we provide estimation results for this liquidity-based filtering approach based on trade and mid-quote data. When aggregated, these results for spot volatility match robust estimators for integrated volatility.
Estimators of intraday volatility usually have to be applied on artificial, evenly spaced time grids. Our filtering approach copes with the irregular trading frequency in the data. It sequentially provides online estimates of spot volatility. Therefore, it may be applied to real-time data and beneficially used in trading applications. the estimated volatility is corrected upwards to explain these moves in the latent process.
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