Abstract Viral kinetic (VK) modeling has led to increased understanding of the within host dynamics of viral infections and the effects of therapy. Here we review recent developments in the modeling of viral infection kinetics with emphasis on two infectious diseases: hepatitis C and influenza. We review how VK modeling has evolved from simple models of viral infections treated with a drug or drug cocktail with an assumed constant effectiveness to models that incorporate drug pharmacokinetics and pharmacodynamics, as well as phenomenological models that simply assume drugs have time varying-effectiveness. We also discuss multiscale models that include intracellular events in viral replication, models of drug-resistance, models that include innate and adaptive immune responses and models that incorporate cell-to-cell spread of infection. Overall, VK modeling has provided new insights into the understanding of the disease progression and the modes of action of several drugs. We expect that VK modeling will be increasingly used in the coming years to optimize drug regimens in order to improve therapeutic outcomes and treatment tolerability for infectious diseases.
Introduction
The modeling of within-host viral kinetics (VKs) has increased over the past 15 years and has provided a better understanding of the mechanisms underlying infection dynamics. Originally developed for HIV-1 infection [1] [2] [3] [4] [5] , VK models has been adapted to numerous infections such as those caused by hepatitis C [6] , hepatitis B [7] [8] [9] [10] [11] [12] [13] [14] , cytomegalovirus [15] [16] [17] , herpes simplex virus 2 [18] [19] [20] , influenza [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] , human T cell lymphotrophic virus-1 [35] , measles [36] and Theiler murine encephalomyelitis virus [37] .
Mathematical modeling allows one to understand and quantify the biological mechanisms governing the dynamic changes in viral load, associated biomarkers and clinical symptoms. By fitting models to viral load data, parameters can be estimated that quantify the interactions between the virus, its host and the effects of interventions such as antiviral treatment. Finally, models can be used to make predictions about disease course and treatment outcomes [38, 39] .
Here we review recent efforts in VK modeling and the developments made to understand the effects of antiviral therapy. We focus the first part of our review on HCV infection as it has led to significant advances and then turn to recent modeling efforts conducted for influenza infection, where threats of new pandemics have led to heightened activity in this field.
Modeling HCV VKs
Modeling the biphasic viral decline HCV infected patients when treated with a variety of antiviral compounds frequently exhibit a biphasic decline in viral load with a rapid first phase lasting 1-2 days followed by a slower and persisting second phase of viral decline (Fig. 1) . Neumann et al. [6] adapted a model first developed for HIV [4] to explain the biphasic decline of HCV seen after patients initiated therapy with interferon (IFN)
In this model, cells susceptible to infection, called target cells, T, are generated at rate s and die at rate d per cell. Infected cells, I, are generated by the interaction between virus, V, and target cells with infection rate constant b, produce virus at rate p per cell and are lost at rate d per cell. Free virus, V, is assumed to be cleared by a first order process with rate constant c. The loss of virus due to infection can be included in the model but is neglected here. If T is relatively constant then this loss term can be incorporated into the constant c, i.e. c = c 0 ? bT, where c 0 is the clearance rate. Further, when viral production is potently inhibited by antiviral drugs, plasma virus is observed to decline exponentially [6, 40] , consistent with a constant clearance rate. In other viral systems, for example, influenza infection modeling, where there can be extreme changes in target cell density including the loss of virus by infection can be important [26, 41] . When treatment is initiated, the infection is assumed to be at steady state with a constant baseline viral load, V 0 . Treatment affects viral load after a pharmacological delay, t 0 . At the time this model was developed the mode of action of IFN was unclear. Two modes of action were hypothesized and the model assumed IFN can act by decreasing the infection rate with effectiveness g, and/or by blocking virus production from infected cells with effectiveness e, where g and e are assumed to have values between 0 (no effectiveness) and 1 (100 % effective).
The model can be simplified by assuming a constant number of target cells, i.e., T = T 0 and constant parameter values. In this case, Eq. (1) can be solved analytically [6] . For t B t 0 , V(t) = V 0 , and for t [ t 0
where
Assuming that the main effect of IFN is blocking viral production and that c ) d, as has been found by fitting this model to data [6] , the first rapid phase declines at rate k 1 & c and the second phase at rate k 2 & ed, which, if e is close to 1, is approximately d.
For studies involving IFN-based therapies, the clearance rate of virus, c, has been estimated as approximately 6 day -1 [6, 38] , whereas estimates of e and d vary with HCV genotype, IL28B polymorphisms, ethnicity, baseline viral load, baseline inducible protein-10 and histological factors [42] [43] [44] [45] [46] [47] [48] . The rate of second phase viral decline, which in this model is attributed to the loss rate of infected cells, d, has been found to vary considerably among patients [6] , consistent with the fact that HCV is notthought to be cytopathic and that the death of infected cells is thought to be immune-mediated.
Long-term HCV VKs and critical drug efficacy
Even though a biphasic decline is the most commonly observed pattern in HCV VKs, a triphasic decline with a shoulder phase separating the classic first and second Here, target cells, T, are produced from a source at rate s, die at rate d per cell and become productively infected with rate constant b. Infected cells, I, produce virus at rate p per cell, which is cleared at rate c per virion. Infected cells die at rate d per cell. Antiviral drug therapy is assumed to reduce the infection rate by the factor (1 -g) and/or the viral production rate by the factor (1 -e). b Example of a biphasic viral decline observed under treatment. Before therapy the viral load is assumed to be at steady state with value V 0 . Therapy is initiated at time t = 0. After a brief delay, the viral load falls exponentially in a rapid first phase, with slope c, to the level V 0 (1 -e), followed by a slower second phase decline with exponential slope ed phases (Fig. 2 ) has been reported in some patients treated with pegylated (PEG)-IFN-a plus ribavirin (RBV) [49] . This pattern can be reproduced by models incorporating the proliferation of both uninfected and infected cells [50, 51] .
One such model including cell proliferation is [50] 
where r T and r I are the maximum proliferation rates of target cells and infected cells, respectively, and T max is the maximum density of cells that the liver can reach. In order to have shoulder phase in which the viral load does not decline, the rate of de novo infection plus the rate of infected cell proliferation must equal the rate of infected cell loss. When this condition is met, the infected cell level and hence the viral load stays constant. However, if target cells proliferate faster than infected cells, which seems reasonable given that infection places a burden on the cell, then target cell levels will increase, which due to the density-dependent form of infected cell proliferation, will slow the rate of infected cell proliferation. This, in turn, will cause the critical balance needed to maintain the shoulder to be lost and viral loads will ultimately decline. A recent in vitro study suggests that HCV infected cells do in fact proliferate slower than infected cells and may even undergo cell cycle arrest [49] . Consistent with this, some models when used to fit in vivo data have found the proliferation of infected cells can be ignored [52] . Interestingly, while triphasic declines have been reported for patients treated with IFN and IFN plus RBV [49] , they have not been reported for patients treated with more potent regimes that include direct-acting antiviral agents (DAAs). The reason for this is not clear.
Critical drug efficacy
Most models of viral infection, including those given by Eqs. (1) and (4), predict that during therapy the viral load declines leading either to complete viral eradication (cure) or to a new on-therapy steady state with persistent viral infection.
Using Eq. (1) with target cell levels allowed to vary with time, Dahari et al. [51] introduced the notion of a critical drug efficacy, e c , for the treatment of HCV. They show that when the overall effectiveness of therapy, e tot = 1 -(1 -g)(1 -e) is greater than critical efficacy, e c ¼ 1 À dcd spb ; the model predicts continuous viral decay and thus complete viral eradication. On the other hand, if e tot \ e c , then the model predicts that HCV RNA levels will stabilize after an initial decline and will reach a new steady state despite continued therapy.
Describing the drug effect
The effectiveness of IFN treatment was initially modeled either as a constant 1 -g multiplying the infectivity rate constant, and/or a constant 1 -e multiplying the virus production rate [6] .
To model different drug dose regimens, one can include the dose as a covariate in the model [45] . However, the number of extra parameters to be estimated tends to grow considerably with the inclusion of such covariates. Another way to proceed is to include the dose in the effectiveness expression, e.g., e ¼ Dose ED 50 þdose ; where ED 50 is the dose leading to 50 % of the maximal effectiveness for this drug [38] .
Drug effectiveness most realistically varies in time as the result of drug concentration changes. The observed fluctuations in effectiveness can be captured using a model that directly incorporates drug pharmacokinetics (PKs) and pharmacodynamics [53] [54] [55] [56] [57] [58] . Powers et al. [58] and Talal et al. [56] [56, 58] .
By taking into account PEG-IFN PKs, the authors could explain the early HCV RNA decays observed in HIV-HCV co-infected patients, followed by viral load increases as the drug concentration and efficacy decline between doses [56, 58] . They were also able to estimate the drug EC 50 in individual patients, and found, not surprisingly, that patients with low EC 50 's tended to respond to therapy and achieve a sustained virologic response, while patients with high EC 50 's tended to be nonresponders to therapy [56] .
Rather than dealing with a full PK model, which requires frequent drug concentration measurements in patients on therapy, changes in the drug effectiveness over time have been modeled phenomenologically [55, [60] [61] [62] . For a number of drugs the concentration of the drug increases with multiple doses until a steady state is reached. The effect of such increases have been modeled using the exponential function
where e 1 is the initial effectiveness, e 2 is the final effectiveness and k is the transition rate from e 1 to e 2 [60, 61] . Using this function, Guedj et al. [60] showed that the progressive increase of effectiveness of the HCV nucleoside polymerase inhibitor mericitabine can explain the slow viral decline observed in some patients after they are first put on therapy. It was assumed that this progressive effectiveness increase is related to the requirement that mericitabine be triphosphorylated intracellularly in order to become effective [60] . VK models in which the drug effectiveness increases with time have been called varying effectiveness (VE) models. The VE model given by Eqs. (1) and (5) has been recently solved analytically for a constant number of target cells, yielding [63] VðtÞ ¼ e þt h ; where t 50 is the time necessary to reach 50 % of the maximal effectiveness and h is a Hill coefficient characterizing the shape of the pharmacodynamic curve, has also has been proposed as a way to model the increase of antiviral effectiveness with time [64] . This effectiveness function was used to model the effect of therapy with two nucleotide analogues, sofosbuvir (GS-7977) and GS-0938, and proved to perform better than the exponential time-VE model given by Eq. (5) [64] . Further, the effectiveness of using the combination of sofosbuvir and GS-0938 was examined and it was found that a model in which the effectiveness of the two compounds were Loewe additive [65] , i.e., e ¼ fit the viral decline data better than a model in which the drugs were assumed to act independently yielding an e given by (1 -e) = (1 -e 1 )(1 -e 2 ), where e 1 and e 2 are the effectiveness of sofosbuvir and GS-0938, respectively [64] .
Modeling drug resistance HCV, as other RNA viruses, has a high mutation rate, recently estimated as 2.5 9 10 -5 per base per generation in vivo [66] , and rapid replication cycles which lead to its rapid adaptation to selective pressures such as antiviral treatment [67] . One can therefore wonder if resistant viruses are present in the drug-naïve virus population before therapy or if they emerge during the treatment? If so, what is the probability of obtaining a mutant during treatment? What role does treatment selective pressure play? How should decreased viral fitness be taken into account?
Rong et al. [52] showed, for a conservative base substitution rate of l = 10 -5 , that the probability of 0, 1 and 2 mutations in an HCV genome occurring in a replication cycle is 91, 8.7 and 0.42 %, respectively. If we suppose that an infected patient typically produces 10 12 virions day -1 [6] , approximately 8.7 9 10 10 and 4.2 9 10 9 mutants with single and double-nucleotide changes, respectively, will be generated each day. As the HCV genome contains *9,600 bases and each base can mutate to one of three possible different bases there are only 3 9 9,600-2.9 9 10 4 different single base substitutions and 4.1 9 10 8 different pairs of substitutions. Thus, all possible single and double mutants are expected to be produced each day and most likely would be present at low frequencies prior to treatment [52] . The exact frequency would depend on the substitution rate and the fitness of the drug resistant variant in the absence of therapy [52] . However, in the presence of selective pressure applied by drug therapy, which can rapidly eliminate drugsensitive virus, the existence of these variants, even at low levels can be revealed, which may explain why patients treated with a single antiviral drug with a low barrier to resistance can show a large proportion of resistant virus early after treatment initiation [52, 68] .
The following model (Fig. 3) can depict the dynamic of both drug-sensitive and drug-resistant virus in the absence of treatment [69] :
where I s , I r , V s , and V r are the number of cells infected with drug-sensitive virus, drug-resistant virus, free drugsensitive virus, and free drug-resistant virus, respectively. Cells become infected with drug-sensitive virus at rate b s and with drug-resistant virus at rate b r . HCV virions are produced at rates p s and p r by infected cells I s and I r , while the two viral strains have the same viral clearance rate, c. It is assumed that cells infected with a drug-sensitive virus, I s , produce drug-resistant virus with probability l.
When measurement for the kinetics of several known variants is available, for instance by clonal sequencing, a more comprehensive picture of viral competition can be obtained with a model including the various viral variants [69, 70] . For example, Rong et al. [69] constructed a model that considered substitutions occurring at four positions in the HCV protease gene that had previously been identified with drug resistance to the protease inhibitor telaprevir. The full model without considering backward mutations is given by: drug-resistant virus with probability l. b Simulation of drug-sensitive and drug-resistant viral load kinetics with a mutation rate l = 10 -4 and effectivenesses e s = 0.9997 and e r = 0.95 against the drug-sensitive and drug-resistant viral strains, respectively. The infectivity rate constant b, is 10 -7 mL day -1 virions -1 for both strains, the virus production rate for the drug-sensitive strain is 10 and 6 virions cell -1 day -1 for the drug-resistant strain Strains ij, with i, j = 1, 2, 3, 4 and i \ j, are the strains with double mutations occurring at positions i and j. Strains ijk, with i, j, k = 1, 2, 3, 4 and i \ j \ k, and strain 1234 can be defined similarly. In this model, there is conservation of viruses as they mutate within the selfcontained system of 16 strains [69] . Adiwijaya et al. [70] estimated the in vivo fitness of the principal single and double mutants observed during 2 weeks of monotherapy with the HCV protease inhibitor telaprevir. The authors then applied their model to various phase 2/3 studies where telaprevir was given in combination with PEG-IFN/RBV for longer times [57] . This model was used to predict the observed SVR rates for various regimens and suggested that modeling might be a relevant approach to design treatment strategies.
Multiscale modeling
The standard HCV model has been extended [71] [72] [73] to describe the intracellular processes that are targeted by drugs such as DAAs. In this model, the level of intracellular viral RNA (vRNA, denoted R) depends on the time since the cell has been infected (denoted a) and can be modeled as:
where a, l and q are the intracellular rate of vRNA production, degradation and assembly/secretion, respectively. In this model, treatment can act in three different possible ways: (1) by blocking intracellular viral production with efficacy e a , (2) by blocking virion assembly and/or secretion with effectiveness e s and (3) by increasing the degradation rate of vRNA by a factor j. We can therefore write the full model combining the intracellular and extracellular dynamic as:
with boundary conditions and initial conditions I(0, t) = bVT, I(a, 0) = I 0 (a), R(0, t) = 1, R(a, 0) = R 0 (a), where I 0 (a) and R 0 (a) are the pre-treatment steady-state distributions representing the number of infected cells of age a and the vRNA levels within cells of age a. Note that the rate of viral production from an infected cell depends on the amount of intracellular vRNA that cell contains. In this model that dependence is linear, but extensions using a nonlinear dependence are straightforward. Under the assumption that treatment is potent enough that the number of new cell infections after treatment initiation is negligible, which can be translated as I(a, t) = 0 for a \ t, this model can be solved and yields [72, 73] VðtÞ ¼ V 0 e ÀcðtÀt 0 Þ þq c Nã kdðd À cÞ e ÀcðtÀt 0 Þ À e
for a pharmacologic lag-time t 0 before the viral load decline begins,ã ¼ að1 À e a Þ;q ¼ qð1 À e s Þ;k ¼q þ jl and N ¼ q aþd dðqþlþdÞ : Multiscale models add realism in that they can account for steps in the viral lifecycle affected by a drug. For example, in the case of the NS5A inhibitor daclatasvir, Guedj et al. [71] showed that the drug had two modes of action: reducing vRNA production and reducing viral assembly or secretion. Further, in these models the rate of virus production from a cell is not constant and when a cell is first infected essentially no virus is produced until vRNA is replicated. Thus these models allow the rate of virus production to depend on the age of an infected cell. The models can also allow the death rate of an infected cell to depend on its age or the amount of vRNA they contain. Other formulations of multiscale models are also possible. For example, rather than using partial differential equations, one can use a system of ordinary differential equations in which one introduces variables to represent infected cells containing i vRNA molecules, i = 1, 2, …,n. This has the disadvantage of having to specify a maximum number of vRNAs per cell, but has the advantage of having the vRNA content being an integer and allowing one to introduce models with a threshold such that only cells with more than a threshold number of vRNAs encapsidate vRNA into virions, whereas cells with less than this threshold only replicate vRNA.
Cell-to-cell spread Hepatitis C is an infection of a solid tissue and as such the focal release of virus from infected cells may have important effects on VKs. Examination of biopsy samples has revealed that infected cells tend to be found in clusters [74] , consistent with a model where infections are randomly seeded and then spread locally [75] . If we consider that the virus most likely preferentially infects nearby cells, the models presented above, which assume a well-mixed system with virus equally likely to infect any cell, cannot describe this spatial localization of infection. Further, infection can spread either through virus being released from an infected cell and infecting another cell or by direct cell-to-cell transmission. The models presented above do not consider the possibility of cell-to-cell transmission. Several methods are available to include spatial aspects into the modeling of viral infections. These have recently been reviewed in the context of HIV infection [76] and in the context of agent-based models of host-pathogen systems including influenza [77] and hence will not be discussed here. Explicit models for the spatial spread of HCV are under development but to our knowledge none have been published.
Influenza VKs modeling
Influenza VKs has received increasing attention over the last decade. As an acute infection, the viral shedding period is short and a number of adaptations are necessary. First, considering the short duration of influenza, target cell production and death can be ignored. Second, an eclipse phase in the infected cells dynamic was included assuming that infected cells do not die before they begin to produce viruses. Baccam et al. [21] described influenza infection with the following model ( Fig. 4a) : . As discussed in the text, the infectiousness is the area under the viral load curve that is above threshold, depicted in orange. The infectious period is the time interval the viral load is above threshold and is also indicated (Color figure online) where T is the number of epithelial target cells, I 1 the number of infected cells not producing virus (eclipse phase), I 2 the number of productively infected cells and V the free virus shed. The model assumes that the virus infects target cells at rate b, the non-productive infected cells move to the productive stage at rate k, the productively infected cells die at rate d and produce virus at rate p, and the virus is cleared at rate c [21] .
Baccam et al. [21] also computed the basic reproductive number, R 0 ¼ pbT 0 cd ; which represents the average number of secondary infections produced by a single infected cell placed in a population of entirely susceptible cells, where T 0 is the initial number of target cells. For experimental infection of humans using an H1N1 virus for which the subjects were all seronegative, R 0 was estimated as 22. This high value suggests that the initial infection could spread rapidly within the respiratory tract and is consistent with virus titer reaching a peak at 2 days post-infection [21] .
It is also possible to compute epidemiological parameters from within-host VKs. In the epidemiological literature, viral load has been used as a surrogate for the infectiousness of an individual [78] [79] [80] , where the viral load must be above a given threshold for a person to be infectious (Fig. 4b) . How infectious a person is, their infectiousness, has been defined as the area between the viral load curve as computed from a VK model and the threshold [24] . Initially, the viral load is below this threshold and a person is considered to be non-infectious and in the latent period of the infection. During infection the viral load curve may cross the threshold and then the duration of infectiousness is defined as the period during which the viral load is above this threshold [24] .
Innate immune control
In addition to viral cytopathic effects, modeled by the loss of infected cells at rate d, innate immune responses can also affect VKs. Type I IFN is a significant component of the innate response. A model proposed for the innate immune response to influenza infection was an extension of the previous one which described the IFN kinetics as dF dt ¼ sI 2 ðt À sÞ À aF; where F is the IFN level, s is the rate at which IFN is secreted by virus-producing cells, s is the lag-time necessary for the virus-producing cells to begin secreting IFN and a is the IFN clearance rate [21] . The effect of IFN was modeled as a decrease of the virus production rate, p ¼p 1þe p F ; and/or as a decrease of the rate at which nonproductive cells move into the virus-producing state, k ¼k 1þe k F ; wherep andk are the value of these parameters in the absence of IFN and e p and e k represent the IFN effectiveness [21] . Another way to describe IFNs effect is to assume that IFN creates an antiviral state within uninfected cells that prevents their infection. This has been modeled by allowing target cells to move into a compartment of cells that are refractory to infection at rate proportional to the IFN concentration [25, 28, 29] .
Another component of the innate immune response is the cytotoxic effect of natural killer (NK) cells. Canini and Carrat [24] proposed a model where NK cells activation is stimulated by pro-inflammatory cytokines, such as IFN, and the dynamics of activated NK cells obey the equation
where n is the activated NK cell death rate. In their model, NK cells increase the death rate of productively infected cells, so that
The model was used to fit data from 44 experimentally influenza infected volunteers and predicted that NK cell levels peak around day 4 after infection and then decay slowly, whereas pro-inflammatory cytokines peak at 2.2 days after infection and have a short half-life of 9.1 h [24] . These results were recently confirmed by experiments showing that NK cell activation peaks between 3 and 5 days after infection [81, 82] . Also, if one assumes that the level of activated NK cells rapidly reaches a steady state, then by a quasi-steady state assumption N is proportional to the inflammatory cytokine level, F. Pawelek et al. [28] used this assumption in a model of equine influenza infection and showed that such a model could simultaneously fit data on viral titers and IFN levels.
Adaptive immune control
In addition to innate immune responses, adaptive immune responses involving cytotoxic T lymphocytes, and specific antibodies and their role in influenza virus clearance have been modeled [26, 27, 83, 84] . However, in experiments involving influenza infection of humans, subjects are generally naïve to infection. Thus, the effect of preexisting immunity on influenza infection dynamics in humans remains unstudied. However, immune functions decline due to aging, a phenomenon called immunosenescence [85] , and this leads to influenza having more serious health consequences in the elderly. While not modeled in humans, a recent VK model analyzed the effect of aging on innate and adaptive immune responses in the context of influenza VKs in mice [86] .
Symptom dynamic
In the case of influenza infection, symptom scores can be easily collected by questionnaire. Pro-inflammatory cytokines have a protective role, but their levels also correlate with systemic symptom dynamics (SD). In particular, IL-6 and IFN-a levels in nasal wash fluid are causally linked to viral titers, body temperature, mucus production, and symptom scores [87] . Canini and Carrat [24] included systemic SD in an influenza viral dynamic model. They assumed
where S is the systemic symptom score, F is the concentration of proinflammatory cytokines, c is the rate at which systemic symptoms appear and h is the rate of symptom resolution. Using this model they simultaneously fit VKs and systemic SD data. They described the dynamics of the systemic symptoms with a peak 2.5 days after infection or 0.5 day after the viral load peak. The incubation period, which is the period during which a subject is infected and asymptomatic [88] , can be derived from the SD curve. Based on this Canini and Carrat [24] predicted an incubation period of 1.9 days for healthy volunteers experimentally infected with H1N1 influenza in agreement with epidemiological studies [79] .
Antiviral treatment
A model similar to the one used for protease inhibitors in HCV infection was used for neuraminidase inhibitor treatment for influenza, where it was assumed the drug reduced viral production from infected cells [21, 89] . More recently, in order to model the generation of drug resistant variants during influenza infection and treatment, a hybrid deterministic-stochastic approach has been used [90] . In this work, both influenza VKs and SD were simulated for subjects treated with the neuraminidase inhibitor oseltamivir in order to assess the virological and symptom efficacy of oseltamivir as well as the risk of resistance emergence depending on the treatment initiation time, dose, intake frequency and duration of treatment [90] . This study, which also incorporated the PKs of oseltamivir, showed that initiating oseltamivir treatment during the incubation period increases the risk of drug-resistant virus emergence. Based on their results, the authors recommended that oseltamivir prophylaxis should be restricted either to subjects prone to developing severe cases (such as immunocompromised subjects), who should be treated with high doses, frequent intakes and for longer duration than usual, or in otherwise healthy patients, after exclusion of an influenza infection in the incubation period, in order to decrease the risk of resistant virus emergence and to preserve oseltamivir efficacy [90] .
In order to identify new drug targets, a multiscale model has been develop for influenza infection comprising both the intracellular level, where the virus synthesizes its proteins, replicates its genome, and assembles new virions, and the extracellular level where the virus spreads to new target cells [91] . The authors suggest that inhibitors of viral transcription, replication, protein synthesis, nuclear export, and assembly/ release are most effective in decreasing virus titers, whereas targeting virus entry primarily delays infection.
Conclusions
VK modeling has led to several important insights about the dynamics and pathogenesis of infectious diseases. Modeling plasma virus decay for HCV under therapy demonstrated the fast turnover of virus, explaining the potential for generation of mutants and the development of drug resistance. It also allowed evaluation of the in vivo effectiveness of drugs in clinical development using short clinical trials, as models showed that the effectiveness in blocking viral production could be estimated from the magnitude of the first phase viral decline after the initiation of therapy [6, 60, 64, 71, 92] . Many insights were the result of close interdisciplinary collaborations between modelers and clinicians who obtained and made available frequently collected VK data.
Mathematical modeling of VKs continues to provide biologically plausible explanations of VK data obtained from patients under therapy. For HCV, the objective of therapy is to reach sustained virologic response rates approaching 100 %, while reducing the duration of treatment and eliminating the use of IFN and RBV. To achieve this goal, several combinations of DAAs are currently being evaluated in clinical trials. Mathematical modeling may offer an appropriate tool to investigate and optimize different drug combinations and dosing regimens. For example, as discussed above, Guedj et al. [64] analyzed the kinetics of viral decline during monotherapy with the HCV polymerase inhibitors sofosbuvir and GS-0938 as well as during combination therapy using these two agents in the same patients with a crossover design in which a single agent was given for 1 week followed by the addition of the second agent for a week. Their analysis showed that the drug effects exhibited Loewe additivity [65] . For other drug combinations, such as PEG-IFN and telaprevir, the drug effects seem multiplicative, i.e. the effectiveness of the combination obeys the equation (1 -e) = (1 -e 1 ) (1 -e 2 ) , where e 1 and e 2 are the effectiveness of PEG-IFN and telaprevir, respectively [69, 93] . As we go forward it will be critical to determine how the effectiveness of drug combinations compares with that of the single agents being combined.
Another major outstanding problem is to determine the needed duration of therapy. This is being done empirically, but theory can help guide such studies. For example, Guedj et al. analyzed the viral decline kinetics of 44 patients treated with telaprevir. Based on the distribution of VK parameters found using a population fitting approach they then created an in silico population of 10,000 patients and computed the cumulative distribution function of the time to eliminate the last viral particle or last infected cell. From their analysis they suggested that combination therapy in which resistance was not an issue and which is as potent as that observed during short-term telaprevir treatment could lead to SVR in 95 % of patients after 7 weeks of therapy, and that some patients might be cured in as little as 3 or 4 weeks [92] . A recent case report confirmed this prediction by showing that a patient treated with the HCV polymerase inhibitor sofosbuvir plus RBV attained SVR after 27 days of therapy (see attached preprint). Also, the SYNERGY trial showed that 39 out of 40 patients treated with three DAAs for 6 weeks attained SVR, again confirming the prediction that potent combination therapy could be given for short periods and cure a large fraction of patients [94] . How to identify the drug combinations that can lead to short-term cure and the patients that can attain SVR with short duration therapy is a pressing question. With drugs such as sofosbuvir costing $1,000 a pill, economic issues will also play an important role in determining HCV treatments as we move forward.
For both influenza and HCV, the determinants of physiopathology and the role of the different components of the immune response in both protection and in the potential generation of immunopathology have not been completely elucidated. As more quantitative data on the immune response, both innate and adaptive, become available, it will be important to include these in mechanistic VK models. Understanding the within-host dynamics of influenza infection will bring invaluable information on the between-host dynamics and how to mitigate its spread in the population.
Although standard viral dynamic models brought valuable insights into the origin of viral declines observed during treatment for HCV with high daily doses of standard IFN [6] , and into the within-host dynamics of influenza [21] , the model extensions presented in this review that involve including drug PKs or time-varying drug effectiveness are needed to understand the subtleties of VKs patterns under different treatments. The VK models developed recently also rely on detailed biological knowledge. For example, multiscale models for HCV that include the intracellular dynamics of the virus, suggested that the HCV NS5A inhibitor daclatasvir has two modes of action, one of which reduces vRNA production and the other which inhibits viral assembly or secretion [71] . In vitro experiment's then validated these predictions [71] .
Current HCV models have all been built using measurements of plasma viral load. The dynamics of target cells and infected cells generally are inferred. Analysis of biopsy samples suggest that infected cells lie in clusters [74, 95] and that only a fraction of cells in the biopsy samples are infected. Future models need to address the spatial distribution of infection within the liver, address whether viral spread in the liver is by cell-free virus infecting target cells as in the standard models or whether it also occurs by direct cell-to-cell infection, and determine whether these issues matter when evaluating a patient's response to therapy.
The SYNERGY trial mentioned above also had another surprising finding. At the end of treatment nearly half of the 60 patients had detectable viremia when an Abbott realtime PCR assay was used and yet only one of these patients failed to attain SVR [96] . Existing theory would predict that when therapy was withdrawn virus would rebound in these patients, as has been seen in all monotherapy studies. Clearly, theory needs to be revised and the biological basis of these observations needs to be understood.
Concerning influenza, one important challenge lies in data collection for naturally acquired infections. One study prospectively followed-up index cases and their household contacts during the summer of 2009 in Hong Kong [97] . Viral loads were measured in all household members at three home visits within 7 days of index case diagnosis. This study provided the first data characterizing the time course of the 2009 pandemic influenza infection. However, due to the unknown infection date and sparse sample collection, the viral load peak could not be identified and this data could not be fitted with a VK model.
An optimal design approach, based on the maximization of the Fisher information matrix [98] , has been used to provide designs for studying influenza VKs following experimental infection and showed that 20 subjects and 5 sample times per subject were necessary to accurately estimate VK parameters [99] . Efforts are needed to developed ready-touse study designs that could be implemented for naturally acquired infection in the general population.
Modeling respiratory SD would be of great interest. Indeed, Gustin et al. [100] showed that the number of infectious particles produced during sneezing is twice that produced by normal breathing. However, the underlying physiological mechanisms for respiratory symptoms such as sneezing and coughing are complex. They are related to local inflammation at different sites, such as the nasopharynx, larynx and the lower respiratory tract [101] . Taking into account respiratory SD in estimating a person's infectiousness could change estimates of epidemiological parameters and could help understanding the routes of transmission of influenza infection.
In the future, we expect to see more detailed models, integrating the influence of both viral and host factors and the effects of therapy, which have the potential to deepen our understanding of infectious diseases. We also foresee the development of VK models for other infections and the expansion of such techniques into the realm of bacterial and fungal infections and treatment.
