Abstract-Lithography simulation is computationally expensive for hotspot detection. Machine learning based hotspot detection is a promising technique to reduce the simulation overhead. However, most learning approaches rely on a large amount of training data to achieve good accuracy and generality. At the early stage of developing a new technology node, the amount of data with labeled hotspots or non-hotspots is very limited. In this paper, we propose a semi-supervised hotspot detection with self-paced multi-task learning paradigm, leveraging both data samples w./w.o. labels to improve model accuracy and generality. Experimental results demonstrate that our approach can achieve 4.6%-6.5% better accuracy at the same false alarm levels than the state-of-the-art work using 10%-50% of training data.
I. INTRODUCTIONS
As the technology node continues to shrink, the feature sizes are getting smaller and smaller. Layout patterns are becoming more sensitive to process variations in lithography and lead to manufacturing defects. It is necessary to detect these patterns before volume production to ensure yield. These patterns are named as hotspots.
Hotspots are usually detected with lithography simulation [1] . It is able to achieve high detection accuracy but computationally expensive. Machine learning [2] - [7] and pattern matching [8] - [12] based approaches are then proposed to speedup the detection efficiency and meanwhile maintain the high accuracy. Pattern matching based approaches stores a known hotspot library and search for exact or similar matches given a new layout clip. Yu et al. [11] extract critical topological features of hotspots and transform them for design rule checking (DRC) to locate the hotspot positions. Although it has high confidence, it cannot handle unseen hotspots. Machine learning techniques are able to learn the correlation between layout features and hotspots/non-hotspots, develop classifiers to differentiate hotspots and non-hotspots, and thus recognize even unseen hotspots with high accuracy. In addition, hybrid methods [13] of the above two techniques are proposed to combine both their advantages. Mostafa et al. [13] adopt a machine learning system to filter patterns, and then apply pattern matching to detect outliers. They aim to identify previously observed hotspots accurately while achieving better predictability of unseen hotspots.
In machine learning based hotspot detection, both conventional learning approaches and deep learning approaches are developed for hotspot detection. Models like Bayesian and bilinear techniques have been explored with various feature extraction techniques [14] , [15] . Park et al. [16] consider lithography imaging and train four SVM kernels for different types of hotspots with the aerial image intensity information to achieve high accuracy. Conventional learning approaches usually require manual feature extraction. Deep learning with conventional neural networks (CNN) has then been explored to avoid the overhead of feature engineering. Yang et al. [17] identify the label imbalance issue in the datasets and propose a deep CNN to achieve high classification accuracy. They then develop a biased learning technique for the unbalanced dataset with a discrete-cosine transformation (DCT) for feature tensor generation to further improve accuracy with a less deep CNN [4] . They also propose a batch active learning to improve the data efficiency by active selection of data samples for training. The active learning scheme assumes that it is possible to query the labels of data samples by lithography simulation during model construction.
For machine learning-based hotspot detection, previous work mostly relies on supervised learning with access to a large amount of training data available. That is, there are enough data samples known to be either hotspots or nonhotspots (labeled) for model training. This condition cannot always hold in the evolution of technology nodes. At the early stage of a new technology node, the amount of labeled data samples tends to be limited, while unlabeled data samples are relatively easy to access [18] . As supervised learning can only leverage labeled data samples for training, it is likely to encounter significant performance degradation with a small amount of labeled training data.
Facing the situation that labeled data samples are difficult to obtain while unlabeled data samples are abundant and easily collected, semi-supervised learning which could make full use of vast unlabeled data has attracted attention. Semisupervised learning can leverage both labeled and unlabeled samples to help the model training, reducing the dependence to a large amount of labeled training data. It is actively explored in image recognition, neural language processing, etc [19] , [20] . Co-training and graph-based method are two classical semi-supervised learning methods. In co-training, two learning algorithms are trained separately on two distinct views of each sample, and their predictions on new unlabeled samples are used for the enlargement of each other's training set [21] . Zhou et al. [22] present a co-training algorithm called tri-training which uses three classifiers instead of two. An unlabeled sample can be labeled with two classifiers' agreement on the label assignment of this sample. This could alleviate the time-consuming problem in the labeling confidence measurement of a standard co-training. Caldas et al. [23] propose a co-training method based on minimal learning machine, and mitigate the heavy computational cost problem with the recursive formulation in parameters learning step and a nearest neighbor procedure in the output estimation step. Label propagation algorithm is a widely used graph-based method [24] - [27] , which predicts class for unlabeled samples by propagating labels of labeled samples to unlabeled samples based on the data distribution. Yu et al. [28] classify the labels of new observations based on label propagation results and the consensus rates computed from multiple clustering results.
For correlated tasks, designing the architecture with sharing layers could be effective. For example, Li et al. [29] perform saliency detection task and object class segmentation task together with a shared convolution part. Zhang et al. [30] utilize a multi-task deep neural network with shared hidden layers for acoustic emotion recognition. Self-paced learning could introduce samples for training from easy ones to hard ones gradually. With its benefit of alleviating the influence of ambiguous data, self-paced learning has been adopted in many semi-supervised learning related researches. Lin et al. [31] combine active learning and self-paced learning, the model performance is improved by selecting high confident samples with self-paced learning and querying real label of low confident samples with active learning. Zhou et al. [32] apply self-paced learning to alleviate the side effects of noisy samples or outliers and outperform state-of-art approaches in person re-identification.
In our preliminary work [33] , we first apply multi-task network and self-paced learning on hotspot detection to overcome the limitations of conventional supervised hotspot detection. High-confidence pseudo-labeled samples are gradually incorporated for model training through self-paced learning. However, this self-paced learning approach may introduce wrongly pseudo-labeled samples for training due to the mix-up of pseudo hotspots and nonhotspots. We propose an imbalance-aware self-paced learning algorithm, which separates the pseudo hotspots and nonhotspots and selects confident samples from each dataset for training. We can obtain more confident pseudo-labeled samples for model training.
The main contributions are summarized as follows.
• A multi-task neural network (MTNN) with classification and clustering streams is proposed, in which joint model training constructs inner relations and alleviates the influence of labeling error for unlabeled samples.
• A self-paced learning paradigm is developed to incorporate pseudo-labeled data samples for training gradually.
It avoids the compromise of ambiguous labeling and improves the model performance.
• We develop an imbalance-aware self-paced learning algorithm to incorporate pseudo hotspots and pseudo nonhotspots separately. It further avoids labeling error and introduces more confident pseudo-labeled samples for training.
• The experimental results show that the framework can achieve 4.6%-6.5% better accuracy at the same false alarm levels than the state-of-the-art work using 10%-50% of training data on the ICCAD 2012 contest benchmarks [34] . The rest of the paper is organized as follows. Section II introduces basic concepts and provides the problem formulation. Section III presents the detailed algorithm for the self-paced semi-supervised learning. Section IV validates the proposed framework with experimental results. Section V concludes the paper.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section, we will review the background of hotspot detection and provide the problem formulation in this work.
A. Hotspot Detection
Due to small process margin in the lithography process, hotspot patterns may cause bridges or broken lines on the wafer after manufacturing. Figure 1 gives examples of hotspot and non-hotspot. The red regions indicate known hotspot or non-hotspot. Hotspots need to be detected and fixed before mask tape-out. Conventionally, lithography simulation [35] is used to do hotspot detection. To implement lithography simulation, process and optical information are needed for model calibration. The model is applied to simulate the imaging contour of layout patterns on the wafer. Problematic locations (a.k.a hotspot) could be easily recognized from the contour simulation. Lithography simulation is extremely timeconsuming for full-chip verification and often slows down the design closure.
On the other hand, machine learning technique takes an input layout clip as an image. The information of whether the clip contains hotspots or not could be seen as its label. Hotspot detection based on machine learning can be formulated as an image recognition problem in which the lithography process information is stored in the correlation between input samples and their labels.
B. Problem Formulation
The performance of a hotspot detector is evaluated with following metrics [34] , accuracy = # of correctly predicted hotspots # of hotspots ,
false alarm = # of incorrectly predicted hotspots. (1b)
In the terminology of statistics, accuracy is equivalent to the true-positive ratio and the false alarm is the number of false-positive predictions.
The objective of hotspot detection is maximizing accuracy with low false alarms. Recently, machine learning based approaches formulate the hotspot detection problem into a classification task, in which the labels need to be predicted given input features. Related terminologies are shown as follows.
Definition 1 (Labeled/unlabeled samples). If the class of a sample is known, the sample is called a labeled sample; otherwise, it is an unlabeled sample.
For hotspot detection, a sample can have two classes: hotspot or non-hotspot. If we are sure whether a layout clip is a hotspot or non-hotspot, then the clip is a labeled sample; otherwise, it is unlabeled. We can obtain the label of an unlabeled sample with lithography simulation and then the sample becomes a labeled sample.
We then formulate the semi-supervised hotspot detection problem as follows:
Definition 2 (Semi-supervised hotspot detection). Given a labeled dataset containing layout clips with known labels and an unlabeled dataset containing layout clips without known labels, train a classifier to maximize the accuracy with low false alarms over the entire dataset.
In practice, obtaining large labeled hotspot detection dataset is very expensive, as numerous lithography simulations are required to obtain the labels. However, it is relatively inexpensive to access unlabeled datasets by extracting layout clips from designs without querying for the labels. Therefore, in most of the cases, it is desired to build an accurate hotspot detector with a very limited amount of labeled samples. Whether the unlabeled dataset can be utilized to assist the model training becomes very meaningful.
III. ALGORITHMS
In this section, we will explain how our self-paced multitask learning model works. Figure 2 shows the overall training flow. The main stages of our framework include data preparation, classifier updating, and sample pseudo labeling & weights updating.
Data preparation: In the beginning, labeled layout clips are randomly selected for each class. The original layout clip size is 1200 × 1200nm 2 , which is expensive for neural networks to process. To get a good feature representation, we apply DCT [4] on layout clips. In following training loops, apart from original labeled samples, weighted unlabeled samples with pseudo labels are selected for training with a self-paced learning paradigm based on their labeling confidence.
Classifier updating: At first, only a small amount of labeled samples are used for classifier training. As the framework gets mature, samples pseudo-labeled are growing, we add them into the training set along with original labeled samples and retrain the classifier.
Sample pseudo-labeling & weights updating: In our framework, we adopt a multi-task network with classification and clustering model jointly learned to alleviate the negative influence of inaccurate labeling [20] . In each iteration, the classification stream assigns pseudo-labels for unlabeled samples while the clustering stream measures the confidence of pseudo-labels with weights.
A. Convolutional Neural Networks
Convolutional neural network (CNN) is adopted as the classifier for its good performance in image related tasks [36] . CNN is mainly built with convolution layers and fully connected layers, where convolution layers extract features and fully connected layers perform classification or regression. Typically, a rectified linear unit (ReLU) layer is applied for activation following the convolution layer for its benefit to fast convergence and nonlinearity to the network. The ReLU function is defined as,
Then the max-pooling layer performs down-sampling with the benefit of feature map dimensions reducing and translationinvariance.
B. Multi-Task Neural Network Architecture
The major challenge in semi-supervised learning is the accuracy degradation from the insufficient labeled data and the error in assigning pseudo-labels for unlabeled data. To improve model performance, we adopt a multi-task network with classification and clustering model jointly learned to alleviate the negative influence of inaccurate labeling [20] . The architecture of MTNN is shown in Figure 3 . MTNN has two streams, with which models for classification and 
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a n c n g e Y e 2 w t 3 9 B + h 5 F M 8 = < / l a t e x i t >ˆy i < l a t e x i t s h a 1 _ b a s e 6 4 = " clustering are jointly learned. The two streams share layers for feature extraction at the early stages and then split into two branches [29] . The shared layers include two convolutional layers, one ReLU layer, and one max pooling layer. The kernel sizes and the number of kernels are annotated in the figure. The max pooling layer performs 2 × 2 downsampling. For hotspot detection, the classification stream is used to do pseudo-labeling and the final hotspot detection, while the clustering stream is used to estimate labeling confidence with weights. Fig. 4 illustrates how the MTTNN works. The blue and orange dots are labeled hotspots and labeled nonhotspots separately, the solid red line is the real boundary between them. With jointly learned clustering and classification, we got the green dash line as the learned boundary. The grey square is the unlabeled samples. For unlabeled samples x i and x j , if we used the trained model to assign pseudo labels, sample x i is pseudo-labeled wrongly while sample x j is pseudo-labeled correctly. If we start the next training using the pseudo-labeled samples without computing weight through clustering, then wrongly-labeled x i could compromise the final prediction performance. Clustering analyzes samples' distributions and divides samples into two clusters. Samples with the same labels tend to be in the same cluster due to their similar distributions. A sample's average distance to the predicted cluster represents its labeling confidence. The longer the distance is, the less the labeling confidence is. As shown in Fig 4, d 
The individual layers for two streams are identical except that the weights are learned separately and the loss functions are different. The classification stream behaves as an ordinary hotspot detector as in other neural network architectures. It can predict labels for unlabeled samples and its loss function for training is the weighted cross entropy where the weights come along with data samples. The loss function is defined as follows,
where N is the number of input samples, K is the number of classes, which is 2 in hotspot detection. Vectors y i andŷ i are the one-hot encoding of actual class labels and the softmax output for i th sample, respectively. Weight w i indicates the confidence of the i th sample's label. The weights for labeled samples are set to 1, while the weights for unlabeled samples are calculated during the training with the clustering stream.
The main target of clustering stream is to determine the weights of unlabeled samples based on their distances to the predicted clusters. To further alleviate the influence of untrusted labeling, pairwise constraints [37] are introduced for the loss function of clustering. A pairwise constraint is a pair of samples with the information of whether they are similar.
Definition 3 (Similar pair)
. If the labels of the two samples are the same, they are a similar pair, vice versa.
For a labeled sample, its actual label is used. For an unlabeled sample, the pseudo-label predicted from the classification stream is used.
Pairwise constraints can be generated by enumerating all pairs from the labeled or pseudo-labeled data samples. Clustering training with pairwise constraints enables better tolerance to labeling error for unlabeled data. The output of the final softmax layer in the clustering stream could be seen as the distribution probability over different clusters.
Kullback-Leibler (KL) divergence could evaluate the similarity between two distributions by measuring their statistical distance. Therefore, the loss function for the clustering stream is built with Kullback-Leibler (KL) divergence from x j to x i with pairwise constraints.
where x i and x j is the i th and j th samples, respectively,
to evaluate the similarity between two samples, defined as KL-distance for brevity. The larger the KL-distance is, the less similar the two samples are. We now define pairwise cost function to convert the divergence into a cost as follows,
where M denotes the maximum similarity of samples belonging to two clusters. It is set to a constant value 2 for better convergence in training [37] . Therefore, the overall loss function for the clustering stream considers the pairwise costs of both sides,
The pseudo-label of an unlabeled sample closer to other samples within the predicted cluster according to the KLdistance should have higher confidence due to the correlation between classification and clustering streams. Thus the confidence of the i th sample is defined as its average KL-distance to other samples the same predicted cluster,
where
Then weight w i of the i th sample is defined by normalizing d i for unlabeled samples,
where N u is the number of unlabeled samples.
C. Self-Paced Learning Paradigm
MTNN is trained only with labeled data at first. Then pseudo-labels and weights are assigned to unlabeled samples through predictions. If the unlabeled data are fed to the model training directly, data with unconfident predictions will degrade the accuracy. Therefore, a self-paced paradigm [38] 
where λ is the threshold to the weighted loss of each sample for selection. Vectors y i andŷ i are the one-hot encoding of pseudo class labels and the softmax output of classification stream for i th sample, respectively. Weight w i indicates the confidence of the i th sample's label, which is determined by Equation 9 for unlabeled samples. The threshold λ is determined by training an auxiliary network [38] with the same structure as the classification stream. After the training of the multi-task network, pseudo-labels and weights are assigned to unlabeled samples. We divide the unlabeled dataset S u to m subsets, i.e, {S (1 ≤ h ≤ m). Then we choose the highest loss in the classification stream of the unlabeled samples in these subsets as the value of λ. The procedure of self-paced learning (SPL) is summarized in Algorithm 1.
D. Imbalance-aware Self-Paced Learning Definition 4 (Pseudo hotspots (PHS) and pseudo nonhotspots (PNHS)).
For an unlabeled sample, if it is predicted as a layout that contains hotspots by the classifier, we call it as a pseudo hotspot, vice versa. Algorithm 1 Self-Paced Learning [33] Require: Trained MTNN model M M T N N , input labeled dataset S l , unlabeled dataset S u . Ensure: The training dataset T for next round MTNN training; 1: Define λ as the threshold and acc max as the max model prediction accuracy; 2: Define T u as the training set for auxiliary network; 3: Define v s as the indicator and l ws as the weighted loss for a sample s. 4: acc max ← 0; 5: v s ← 1, ∀s ∈ S l ; 6: v s ← 0, ∀s ∈ S u ; 7: Assign pseudo labels and compute weighted loss l w for samples in S u with M M T N N ; 8: Sort S u and l w in ascending order of l w , then divide S u and l w into m subsets, i.e, {S 
Train an auxiliary network with the same structure as the classification stream as MTNN with T u ; 12: Compute the prediction accuracy acc h with S l as testing samples for the trained model; 13: if acc h ≥ acc max then 14: acc max ← acc h ; 15: λ ← max(l ws ), ∀s ∈ S h u ; 16: end if 17: end for 18: Update indicator v s , ∀s ∈ S u according to Eq. (10); 19 : T ← {s|v s = 1, ∀s ∈ S l ∪ S u }; 20: return T Definition 5 (Pseudo false alarms). If the real label class for a pseudo hotspot is nonhotspot, then this pseudo hotspot is called a pseudo false alarm.
In our preliminary work [33] , we improve the hotspot detection accuracy with SPL but suffering the false alarms compromise. Therefore, we assume that SPL might introduce some pseudo false alarms for model training. This leads to an increasing number of false alarms during the final prediction. In Algorithm 1, pseudo hotspots and nonhotspots are mixed. Due to the different distributions between pseudo hotspots and pseudo nonhotspots, some pseudo false alarms may have a smaller weighted loss than some correctly predicted pseudo nonhotspots. In another word, comparing to other pseudo hotspots, these pseudo false alarms are less confident, but they are still more confident than most of the pseudo nonhostpots due to lower weighted loss, including ones that assigned with the right label. When choosing unlabeled samples based on the value of λ, SPL could select more pseudo false alarms before introducing high confident pseudo nonhotspots. Therefore, we further develop imbalance-aware self-paced learning (ISPL). In ISPL, we separate pseudo hotspots and pseudo nonhotspots, then consider the labeling confidence on their pseudo-labeled class. ISPL is summarized in Algorithm 2. We divide unlabeled dataset S u into pseudo hotspot dataset S uh and pseudo nonhotspot dataset S un based on assigned pseudo labels. S uh and S un are then sorted with ascending order of the loss in the classification stream. Samples with smaller loss tend to be more confident. In that case, we only select samples at the front from each subset for model training of next round. Since the classifier model gets mature through each iteration, the number of selected samples of each subset changes with iteration round, as shown in Equation (11) ;
where N Ih , N In is the number of selected samples with pseudo labels as hotspot and nonhotspot, respectively, N uh , N un is the number of samples in S uh and S un , p and p d are two manually determined hyper-parameters that control N Ih and N In , R is the number of interation rounds. The values of these hyperparameters are shown in Table II . Figure 5 shows the difference of the selected pseudolabeled samples between these two self-paced learning algorithms. SPL sorts unlabeled dataset S u with ascending order of the weighted loss l ws , then selects pseudo-labeled samples with weighted loss less than λ. λ is determined through the auxiliary network training. Since all pseudolabeled samples are mixed-up, the selected dataset could be highly imbalanced and contain some wrongly pseudo-labeled samples. Meanwhile, ISPL separates pseudo hotspot dataset and pseudo nonhotspot dataset, then selects samples with a small weighted loss from each subset. The number of selected samples, N Ih and N In , is determined by Equation (11) . Comparing to SPL, more highly confident pseudo hotspots and pseudo nonhotspots could be selected. Also, the highly imbalanced dataset could be avoided.
The procedure of the whole self-paced semi-supervised MTNN is summarized in Algorithm 3. We first initialize weights and the training dataset (lines 4-6), then update them through each iteration until the neural network training is over (lines [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Within each iteration, we first train the MTNN with selected training samples (line 8-9), then we compute weights for unlabeled samples and update the training dataset through SPL or ISPL(line 10-16).
Algorithm 3 Self-Paced Semi-Supervised MTNN
Require: S l , S u . Ensure: MTNN with maximum accuracy and low false alarm. 1: Define w s as the weight for a sample s; 2: Define T as the training set; 3: Define R as the maximum rounds for self-paced learning; 4: w s ← 1, ∀s ∈ S l ; 5: w s ← 0, ∀s ∈ S u ; 6: T ← S l ; 7: for t = 1 → R do 8: Generate pairwise constraints based on training dataset T ; 9: Train MTNN with T and pairwise constraints; 10: Compute weight w s , ∀s ∈ S u according to Eq. (9); 11: if Apply SPL then 12: Update dataset T , according to Algorithm 1; 13: else if Apply ISPL then 14: Updata dataset T , according to Algorithm 2; 15: end if 16: end for 17: return MTNN;
IV. EXPERIMENTAL RESULTS

A. Experimental Setup
This self-paced MTNN is implemented in Python with Tensorflow 1.2.1 [39] on a Linux server with an 8-core 3.4GHz CPU, a Nvidia GTX 1080 GPU, and 32GB memory. The framework is validated on 28-nm industrial benchmarks from ICCAD2012 CAD contest as described in Table I . The benchmark b1 is omitted as it is too small. "#HS" and "#NHS" in "train" column denote the total number of hotspots and the total number of nonhotspots in the training set. "#HS" and "#NHS" in "test" column denote the total number of hotspots and the total number of nonhotspots in the testing set.
To verify modeling performance with different amount of labeled data, the network is trained using different ratios of labeled samples, i.e., {0.1,0.3,0.5,0.7,0.9,1.0}. When randomly generating labeled samples from the training datasets, we keep the ratio between hotspots and non-hotspots the same as that in the original dataset. The unselected samples are regarded as unlabeled samples. Moreover, to avoid statistical instability in randomness, each experiment is repeated for five times with different random seeds and the average results are reported. To handle the imbalanced dataset, biased learning [4] is adopted in training to increase accuracy and reduce false alarms. The bias function is defined as follows:
where l is the training loss of the current batch with respect to unbiased ground truth, β and t b are both manually determined parameters, β controls the influence of loss to bias, while t b represents the threshold controling bias learning. Table II shows the details of the training configurations. Particularly, t b varies with training steps.
B. Performance Evaluation
Training a CNN model needs about 8 minutes, general runtime for training the self-paced MTNN [33] is around 60 minutes. When applying ISPL, without multiple training of the auxiliary network, the runtime reduces to 40 minutes. The prediction time for each test case with several thousands of clips in Table I is around 2 minutes, which could enable huge time savings compared with lithography simulation. Thus we will not separately report runtime in the following discussion.
We compare accuracy and false alarm on the testing dataset with our preliminary results in [33] , as shown in Table III . "DAC" denotes to the deep biased learning approach with DCT [4] . "SSL" denotes to the original self-paced semisupervised learning algorithm that is applied in our preliminary work [33] , "ISSL" denotes to our imbalance-aware selfpaced semi-supervised learning algorithm proposed in this paper. The classification stream of "ISSL" and "SSL" has the same structure as the CNN-based detector in "DAC". At ratio 0.1, both accuracy and false alarms are improved with ISSL on average of 2.78% (65.94% vs. 68.73%) and 45.3% (1830 vs. 1001). They are improved on average of 0.82% (90.63% vs. 91.45%) and 8.92% (998 vs. 809) at ratio 0.5. At ratio 0.3, ISSL realizes comparable hotspot detection accuracy as SSL with much less false alarms. At a higher ratio like 0.9 and 1.0, there is no significant difference between the average accuracy among the three detectors, since enough labeled training data is available. At a lower selected ratio, comparing to SSL, ISSL reduces the numbers of false alarms greatly while keeping a competitive accuracy. The reason it happens is that ISPL could select less pseudo false alarms comparing to SPL, we will have a further discussion in Section IV-C. Particularly, the benchmark 5 is highly biased. When selecting labeled samples, we only get a small number of hotspots at first. That is the reason why the improvement of ISSL is not clear for benchmark 5, especially when the selected ratio is 0.1 (we only got 2 labeled hotspots samples). Figure 6 plots the average testing accuracy and the standard deviations of five random seeds with different amounts of training data. When the ratio increases, the accuracy of DAC has a rising trend while the accuracy of ISSL and SSL stays high and fluctuates within a small range. With different random seeds, the accuracy of ISSL and SSL is more stable compared with that of DAC, as the deviations are smaller. Particularly, Fig. 6(b) shows an exception, there is no obvious change in accuracy when ratio changes from 0.1 to 0.9 among three detectors on benchmark 3. This may because that the original database of benchmark 3 is much larger than others, even ten percent of labeled samples contains enough hotspot and non-hotspot information for model training. The result of ISSL and SSL on benchmark 5 shows the difference from other benchmarks with a similar uptrend as DAC instead of keeping stable at a higher accuracy. This might be due to the limited hotspot samples of benchmark 5. In the case of ratio 1.0 with all labeled training data selected, ISSL and SSL trains MTNN once without the self-paced learning paradigm and realizes better performance on benchmark 2 and 3. It indicates that forcing similar pairs to become closer in the clustering stream of MTNN can help the generalization of the discriminative model, especially for the less imbalanced training set. Correspondingly, Figure 7 shows the average number of false alarms and the standard deviations of five random seeds. ISSL shows improvement on false alarms comparing to SSL at a lower selected ratio. Furthermore, for a fair comparison, we adjust the decision boundary of each model to achieve the same number of false alarms and compare the accuracy, as shown in Table IV . Comparing to SSL, the accuracy of ISSL for training data ratio 0.1, 0.3, and 0.5 are much better, with the improvements on average of 2.54%, 1.99% and 1.66%.
We further explore the efficacy of the imbalance-aware selfpaced learning paradigm for different ratios of training data in Figure 8 . As unlabeled samples are gradually introduced into training, the model is essentially training from "easy" to "mature" through each round [41] . From the showing results, we can see that through each iteration, the accuracy is gradually increased. This uptrend is sharper especially when the selected ratio is low. We can see that for low ratios like 0.1 and 0.3, there is an obvious trend of gradually increasing accuracy with different rounds. For high ratios like 0.7 and 0.9, more fluctuation at high accuracy is observed.
C. ISPL vs. SPL
We develop ISPL under the assumption that pseudo hotspots and pseudo nonhotspots have a different standard of labeling confidence measurement. Due to that, SPL could introduce some less confident pseudo hotspots before selecting high confident pseudo nonhotspots. By considering the labeling confidence separately, ISPL could select more confident samples and improve the trained model performance. The experimental results shown in Table III proves the effectiveness of ISPL.
To demonstrate our assumption, we extract both the pseudo labels and the true labels for all unlabeled samples, then compare the number of samples in different pseudo-labeled situations. For a clear illustration, we set the selected ratio as 0.1 and random seed as 150, the pseudo-labeled situation for all four benchmarks are as shown in Fig. 9 . We also compute the exact numbers of samples in different pseudolabeled status, as shown in Table V . "Total #PHS" and "Total #PNHS" denote the total number of PHS and the total number of PNHS in the unlabeled dataset. "Selected #PHS" and "Selected #PNHS" denote the total number of PHS and the total number of PNHS in the selected dataset for next training. "Selected #CPHS" and "Selected #CPNHS" denote the total number of correctly predicted pseudo hotspots (CPHS) and the total number of correctly predicted pseudo nonhotspots (CPNHS) in the selected dataset for next training. "Selected #WPHS" and "Selected #WPNHS" denote the total number of wrongly predicted pseudo hotspots (WPHS) and the total number of wrongly predicted pseudo nonhotspots (WPNHS) in the selected dataset for next training.
In Fig. 9 , all samples are sorted with the ascending order of their weighted loss, the dots with different colors represent the pseudo-labeling status of the unlabeled samples. Take benchmark 2 as an example, as shown in Fig. 9 (a) , PNHS distribute evenly among the range of the weighted loss, while PHS tends to have the larger or smaller weighted loss. Fig. 9 (b) and Fig. 9 (c) shows the weighted loss distribution of samples with correctly predicted and wrongly predicted pseudo labels. Most PNHS are predicted correctly, while the CPHS tends to have the small weighted loss. In Fig. 9 (d) , we compare the weighted loss of the CPNHS and the WPHS. Many WPHS have a smaller weighted loss than CPNHS. N Ih , N In for ISPL and λ for SPL are shown with three dash lines. Clearly, in the selected unlabeled samples for the next training, ISPL introduces less wrongly predicted pseudo samples, especially WPHS. Table V also proves it. SPL could select about 30% less wrongly predicted pseudo samples comparing to SPL. Therefore, comparing to SPL, ISPL could select less wrongly predicted pseudo samples, especially pseudo false alarms. With less pseudo false alarms forming the new training dataset, the numbers of false alarms predicted by the newly trained model could be reduced greatly.
D. Receiver Operating Characteristic Curves
As a binary classification problem, hotspot detection could have four cases of prediction results: (1) true positive (TP): correctly predicted hotspots; (2) false positive (FP): incorrectly predicted hotspots (a.k.a false alarm); (3) true negative (TN): correctly predicted nonhotspots; (4) false negative (FN): incorrectly predicted nonhotspots. True positive rate (TPR) and false positive rate (FPR) are defined as follows:
TPR corresponds to hotspot detection accuracy, while FPR denotes false alarm rate. By shifting the decision boundary of each model, we plot the receiver operating characteristic (ROC) curves which depict the trade-off between TPR and FPR to evaluate the performance of the three detectors. The ROC curves of each benchmark with different ratios of selected labeled samples are as shown in Figure 10 , the vertical line refers to the same FPR values reported by the DAC work [4] . ISSL achieves the best performance at a lower selected ratio like 0.1 and 0.3. At a higher selected ratio like 0.9 and 1.0, the ROC curves of ISSL, SSL and DAC overlap with each other since there is no significant performance improvement among these three detectors. Particularly, for benchmark 5, we found that the TPR fluctuates heavily across random seeds when the selected ratio is 0.1 and 0.3. As mentioned before, this might be due to the limited hotspot samples of benchmark 5. data samples for training. The classification stream of MTNN assigns pseudo labels for unlabeled samples while the clustering stream measures the confidence of the pseudo-labeling with weights. This could help alleviate the negative influence of samples with unconfident pseudo labels. Additionally, we propose an imbalance-aware self-paced learning paradigm to incorporate confident pseudo hotspots and nonhotspots separately, which can reduce the number of wrongly labeled samples introduced for training. The experimental results demonstrate the efficiency of imbalance-aware self-paced learning. Also, our framework can achieve 4.6%-6.5% better accuracy at the same false alarm levels than the state-of-theart work using 10%-50% of training data. This framework 20 20 has the potential to provide satisfactory hotspots detection at the early stage of new technology node development when hotspot data is limited. 
