Abstract
Introduction
Over time, the development of computers and Information Technology from time to time continues to grow. Computers now have penetrated in all areas of life, so inevitably we have to deal with the computerized world. Just as we communicate, in the computer world also has its own term that many we do not know. Computers have a basic role in the field of education, especially in teaching and learning activities. So that the classical learning model, that is by using the book as learning resource can be boring. Computers can increase the interest of learners because learners prefer the new things especially those using equipment such as computers, so to increase the interest of learners, need to be made an application that can help in learning, one of which is with the creation of a digital dictionary application that can facilitate participants educated and can be taken anywhere.
Rudimentary

String Matching
Strings can be words, phrases, or sentences. String matching is a very important subject in the wider domain of text processing. The result of a string search in the document depends on the technique and the way string matching is used [1] . To perform this process required two types of conditions, they are:
1. The length of the string p should be less than equal to the length of the string t. In this case p ≤ t. (p = pattern, t = text). 2. The length of the string which is used as the search source must be longer than p [2] .
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String Matching Algorithm
String matching algorithm is a basic component in implementing various existing practical software. String matching is used to find one or more strings called patterns (strings that will be matched into text) in strings called text (inputed strings) [1] . The performances of string matching are: 1. Moves the text with in the shift table window which has same size as the pattern 2. Takes window on the beginning of the text 3. Compare by characters on window with characters on the pattern. 4. After matching (either result match or not match), shift to right on window. This procedure is performed repeatedly until the window is at the end of the text. This mechanism is called the sliding-window mechanism [1] .
Zhu-Takaoka Algorithm
The Zhu and Takaoka (ZT) algorithm is a variation of the Boyer-Moore Algorithm having the same characteristics in string searching (from right to left) and using the good suffix [4] . These characteristics are divided into two phases: preprocessing phase and search phase. The difference between the Boyer-Moore Algorithm and the Zhu-Takaoka Algorithm lies in the determination stage of the bad character rule. In Boyer-Moore, bad characters consist of only one-dimensional arrays, while in Zhu-Takaoka modified into two-dimensional arrays [5] . The characteristics of Zhu-Takaoka algorithm are: 1. Development of Boyer-Moore algorithm 2. Using two-dimensional array to calculate the value of shift. . A well-shifted table equation is also used to calculate shifts [1] .
In preproccesing the pattern P by calculating the fringe function (in other literature calling overlap function, failure function, etc.) indicating the largest possible s shift by using the comparison formed before the string search. The fringe function depends only on the characters in the pattern, and not on the characters in the text being searched. Therefore, we can perform the initial function calculation before the string search is performed.
Knuth-Morris-Pratt Algorithm (KMP)
KMP string searching algorithmsearches for occurrences of a "word" W within a main "text string" T by employing the observation that when a mismatch occurs, the word itself embodies sufficient information to determine where the next match could begin, thus bypassing re-examination of previously matched characters. [6] . This algorithm finds all occurrences of a pattern of length n in the text of length m with the time complexity of O (m + n). This algorithm requires only O (n) space of Copyright ⓒ 2017 IJISTECH internal memory if text is read from external file. All O's quantities do not depend on the size of the alphabet space [7] . Systematically, the steps of the Knuth-Morris-Pratt algorithm when matching strings are as follows: 1. The Knuth-Morris-Pratt algorithm begins to match the pattern at the beginning of the text. 2. From left to right, this algorithm will match the characters per character pattern, with characters in the corresponding text until one of the following conditions is met: a. The characters in the pattern and in the compared text do not match (mismatch). b. All the characters in the pattern match. Then the algorithm will notify the discovery of this position. 3. The algorithm then shifts the pattern according to the next table, and then counts step 2 until the pattern is at the end of the text.
Android
Android is an operating system for linux-based mobile devices that includes operating systems, middleware, and applications. Android provides an open platform for developers to create apps [8] .
Research and Methodology
Problem Analysis
The problem of this research is to know the performance comparison of each string matching algorithm, the Knuth-Morris-Pratt algorithm and the Zhu-Takaoka algorithm based on the time difference of the running time in the dictionary of health term. The problems in this study were identified using Ishikawa diagrams. The problems in this study can generally be shown on the ishikawa diagram in Figure 2 .
Figure 2. Ishikawa Diagram of Problem Analysis
In Figure 2 . there are four categories in the comparative research of the KnuthMorris-Pratt algorithm and the Zhu-Takaoka algorithm. The several causes of the four categories are as follows:
1. The user category has difficulties in searching words so that the time spent in searching takes time to be relatife long. 2. Categories of methods, there is no method to be used by comparing the complexity of two algorithms namely the Zhu-Takaoka and Knuth-Morris-Pratt algorithms. 3. Category of material, the dictionary in circulation is still in print form as the book has a shortage because it is made of paper that is easily torn and damaged,
4.
Machine category is data that can not be updated because it still uses dictionary in the form of book.
Analysis Processing
Process analysis is designed with the aim to describe the conditions of all processes that occur and provide an overview of the parts of the system designed. The design of this system is made with several diagrams including Flowchart, Use Case Diagram, Activity Diagram, Sequence Diagram, and Class Diagram.
System Flowchart
The general system flowchart in this application is shown in Figure 3 . where the flowchart describes how the system works from the beginning of the system is opened to completion. At the start of the search the user can immediately start the search by entering the word in the search box field. Then the word will be used as a pattern and then sent to the class KMP or ZT class, depending on what type of algorithm will be used by the user. Then the data in the database will be converted into data in the form of an arraylist to then be sent also on the class KMP or class ZT as text. The word entered then used as a pattern will be compared with data from the database that has been used as an arraylist as text one by one with what type of algorithm used by user. If the input pattern is found in the text, the text is displayed in the list form below the Search Box field, otherwise it is not displayed. 
Use Case Diagram
Use case diagram is the functionality of a system, so that customers or users of the system understand and understand the usefulness of the system to be built. In Figure 4 . describes activities that can be performed by the user, where users can search the health term by determining the Knuth-Morris-Pratt algorithm or the Zhu-Takaoka algorithm to be selected first. After that, the user inputs the word to be searched and will check the term is or does not exist in the health dictionary application. From the word search results will record the time and display the time (running time) and the number of words found to the system screen for each algorithm and if the search word is not found then the system will display notification (result not found).
Figure 4. Use Case Diagram
System Flowchart of Zhu-Takaoka Algorithm
In Figure 5 . is a flowchart of the string search steps of the Zhu-Takaoka algorithm, in case of a mismatch it will be shifted based on the greatest value between bmGs 
Results and Discussion
System Implementation
In the implementation process of this system there are 3 (three) activity page view, which is main activity main menu as welcome activity, and main activity of ZT algorithm and KMP algorithm as text search menu. While the buttons contained in the main menu as well as the search menu there is 1 button "search" is used to start a text search according to the word entered.
System Testing
System testing is done to ensure the system after it is built can run well in accordance with the analysis and design that has been designed. The main focus of this research is to examine how the system performs string search on health terms using the Zhu-Takaoka and Knuth-Morris-Pratt algorithms
Search String Test with Zhu-Takaoka Algorithm
The way to search the text is to input the word into the search engine and select the "ZT" algorithm by pressing the "Search" button then the system will automatically display the search results. This process is shown in Figure 7 . In Figure 7 . the search results using the "ZT" algorithm with the "av" pattern resulted in running time of 32.425156 ms and the number of words found was 5 words.
Search String Test with Knuth-Morris-Pratt Algorithm
The way to search the text is to input the word into the search engine and select the "KMP" algorithm by pressing the "Search" button then the system will automatically display the search results. This process is shown in Figure 8 . In Figure 8 . the search results using the "KMP" algorithm with the "av" pattern resulted in running time of 33.40446 ms and the number of words found was 5 words.
The Test Results
Test results from this research are running time of word search and word count found in Algorithm of Zhu-Takoka and Knuth-Morris-Pratt Algorithm done to different strings.
Table 1. Test Result of Zhu-Takaoka Algorithm and Knuth-Morris-Pratt Algorithm on Computer Dictionary Application
The results of the test shown in Table 1 show that the total comparative results of the two algorithms is the Zhu-Takaoka algorithm has a low total Running Time value compared to the Knuth-Morris-Pratt algorithm, where the Zhu-Takoka algorithm is faster for word matching than the algorithm Knuth-Morris-Pratt.
Figure 9. Comparison Chart Results Running Time Algorithm Zhu-Takaoka and
Knuth-Morris-Pratt Algorithm From the graph above it can be explained that the speed of each algorithm depends on the number of words found in the dictionary. In the Zhu-Takaoka (ZT) algorithm, the required running time will be lower than the Knuth-Morris-Pratt (KMP) algorithm based on the length of the pattern searched, while the running time on the KMP algorithm will be higher if the input pattern is more than 1 text character.
The Complexity of Time
The complexity of time is done by seeking the big theta of the existing pseudocode. This pseudocode is part of a program that has been designed in accordance with the ZhuTakaoka algorithm and the Knuth-Morris-Pratt algorithm. The calculation results from the time complexity of the two algorithms using the average case / big theta notation are presented in Table 2 . C7 n C7 n } else { C8 n C8 n m = (m+i -
The Time Complexity of Knuth-Morris-Pratt Algorithm
C7 n C7 n else C8 n C8 n i = 0; }} C7 n C7 n return -1; } C3 1 C3
In the Knuth-Morris-Pratt algorithm, the preprocessing phase is T (n) = θ (m) and the search phase has T (n) = θ (n). Then the complexity of the Knuth-Morris-Pratt algorithm is T (n) = θ (m + n). 
The Complexity Time of Zhu-Takaoka Algorithm
In the Zhu-Takaoka algorithm, the pre-process phase ztBc has T (n) = Ɵ (mn 2 ), Suffix T phase (n) = Ɵ (m), the pre-process phase of bmGs has T (n) = Ɵ (m 2 ), and the search phase has T (n) = Ɵ (mn). Then the complexity of the Zhu-Takaoka Algorithm is Ɵ (mn).
Conclution
From the design and manufacture to the program testing with Zhu-Takaoka algorithm and Knuth-Morris-Pratt algorithm, it can be obtained some conclusions and suggestions for further program development.
From the research conducted, the conclusions that can be taken are: 1. The application of string matching algorithm that is Zhu-Takaoka algorithm and Knuth-Morris-Pratt algorithm is by doing the implementation into a dictionary application of health term so that it can be known to optimize the use of both algorithm by doing system test. 2. Comparative results in the study show that the Zhu-Takaoka algorithm is faster than the Knuth-Morris-Pratt algorithm seen based on the running time used in the word search process and depending on the number of words found with the average ZhuTakaoka algorithm result and the Knuth-Morris-Pratt algorithm because the workings of these two algorithms are very different. In the Zhu-Takaoka algorithm the word search is performed by shifting characters based on ztBc and bmGs, while KnuthMorris-Pratt performs the search process by using fringe functions. 3. The time complexity of the Zhu-Takaoka algorithm is Ɵ (mn), and the Knuth-MorrisPratt algorithm is Ɵ (m + n), where to calculate the fringe functions, this algorithm takes time Ɵ (m) and for string searching requires time Ɵ (n).
Suggestions
The following are suggestions that can be used for the development phase of this system's research, among others: 1. It is suggested to further development to compare performance with other string matching algorithms such as Smith Waterman, Approxiamate string matching, and Rabin Karp algorithm to find out which string matching algorithm has the fastest time complexity.P 2. Further development can create dictionaries online so that data can be updated automatically on the user application without having to re-install the application.
