Abstract -In the present paper, a new and improved visual sensor data fusion method is proposed that uses visible and farinfrared light sensors. Additionally, lux meter data are used for decision level fusion of beliefs of recognised target classes. The database consisting of 4 ambient light condition images is created using Canon and FLIR cameras.
I. INTRODUCTION
For visual object identification, different types of sensors might be used. The most used visual sensors are visible and infrared (IR) light sensors, because of their affordability and ease of use. Nevertheless, even these visual sensors fail to work in ambient conditions, such as a lack of visible light or too low/high temperatures [1] . The erroneous target identification may have negative consequences depending on the field of application. The solution to this problem might be to use a combination of sensors of a different nature.
The rest of the paper is organised as follows. Section II introduces the target identification task, gives a review about visual sensors, sensor data fusion techniques and related studies. In Section III, the proposed approach of target visual identification is described. Section IV describes the practical implementation and testing of the proposed approach. Conclusions are given at the end of the paper.
II. SENSORS FOR TARGET IDENTIFICATION
In the image analysis, objects can be separated into target objects and the background. It is not difficult to detect the existence of targets, but identifying the targets is more challenging [2] .
A. Definition of the Target Identification
Automatic target recognition (ATR) is the ability of an algorithm or a device to recognise targets or objects, based on data obtained from sensors [3] .
The advantage of using ATR in some applications is the elimination of the human support for target recognition. The major drawbacks of using humans are the slow reaction time and the dependency on ambient light conditions, although they are good at some target recognition tasks. The architectures of ATR systems can be divided into the three high-level functional blocks: a) data acquisition, b) signal processing and c) target recognition and tracking [4] . The ATR algorithm initially processes the image, then detects target object, performs segmentation, calculates features, performs selection and classification, makes priorities, performs tracking and chooses target points [3] . The functions of ATR in mobile robot vision systems or military target identification systems need to be used in real time and they should adapt to dynamic situations.
Two possible erroneous detection cases are blindness (false negative) and ghost object detection (false positive). In these cases, the cost of mobile robot trajectory can increase, the collision can happen or in the military field the opponent can remain invisible for the system.
B. The Diversity of Sensors Used in Target Identification
Visual sensors usually employed in target identification use emitted and reflected light from the target object. Image processing algorithms together with visual sensors make up a computer vision system.
Visual sensors used in vision systems may be divided into 4 main groups, based on the area of the electromagnetic spectrum that they perceive from the environment: a) infrared (IR) light sensors, b) visible light sensors, c) ultraviolet (UV) light sensors and d) multispectral and hyperspectral sensors.
a) IR Light Sensor
In ISO 20473:2007 [5] standard, the wavelength of IR light spectrum is divided into the three subcategories:
 near-IR with wavelengths of 0.75-3.00 μm;  mid-IR with wavelengths of 3-50 μm;  far-IR with wavelengths of 50-1000 μm. The mid-IR and far-IR spectrum sensors are known as the thermal spectrum sensors that perceive heat radiation from the environment. The major advantage of employing sensors in the IR spectrum for visual target identification is the independence of visible light conditions -targets can be "seen" even in complete darkness that is outside the human visual range.
b) Visible Light Sensor
Visible light sensor is the most often used visual sensor that perceives electromagnetic waves with the wavelength of 380-750 nm. These sensor data represent the colour parameters of the target. The drawback of these sensors is the dependency on visible light conditions, they cannot be used in complete darkness [6] .
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c) UV Light Sensor
The wavelengths of UV light spectrum according to the ISO-21348 standard are 10-400 nm [5] . UV sensor output images give more information on details of the object surface that is not so sensitive information in this case. For this reason, the technology is not suitable in terms of target identification.
d) Multispectral and Hyperspectral Sensors
Both sensors perceive multiple narrow spectra. Hyperspectral Imaging (HSI) data are stored as 3D data. Both sensors may include spectrums from UV to IR spectrum. Hyperspectral sensors perceive many more but narrower spectra, compared to multispectral sensors. The advantage of these sensors is the high level of details; however, the drawback is the large amount of data about the environment that the sensor perceives.
e) Visual Sensor Technologies and Their Possible Combinations
Multiple visual sensor technologies and their combinations might be employed using the previously mentioned visual sensors. The most often used technologies are the Time-ofFlight (ToF) camera and the Light Detection and Ranging (LiDAR) [7] . Both technologies employ active sensors to detect the reflection time of the emitted signal. Thereby the socalled point cloud is acquired providing additional information to the observer -depth, which enables one to analyse a threedimensional space [8] .
f) Visual Sensor Network Visual sensor network (VSN) consists of multiple camera nodes and its major advantage is the redundancy of the system. VSN also has low cost and a wide field of applications [9] . The major drawback of VSN is relatively high energy consumption rates in order to perform all the tasks -image perception, processing and data transmission.
C. Sensor Data Fusion
When multiple sensors are used in a common system, the main effort is related to fusion of the data provided by the sensor system [10] . It is possible to fuse not only multiple visual sensor images, but also to combine visual and nonvisual sensor data simultaneously.
Data fusion of visual sensors can occur at one of the three abstraction levels [11] -pixel, feature and decision fusion. In pixel-level fusion, pixels of both images are fused with certain probability. For feature-level fusion at first the image features are extracted and only then fused with certain probability. In decision-level fusion, the objects in the image are classified at first and then decisions are fused.
In order to choose an appropriate visual sensor combination for sensor data fusion, the following criteria must be considered (Table I) . Table I shows that the visible light camera is available in terms of the low cost and high sharpness level of the outlines. Particular combination of sensors depends on application environment specifics as well as on the necessity to compensate drawbacks of particular sensors by advantages of the others. 
D. Related Studies
The most frequently used sensor combinations for target visual identification are the following.
a) Existing Technologies of Sensor Combination
Visual sensors are usually combined with different distance measurement sensors. In [12] , a mobile luggage carriage robot uses a multi-directional camera that obtains images with 360º field of view, together with a laser range finder. The drawback of this technology is that it operates properly only in good light conditions.
In [13] , a micro aerial vehicle vision system that uses a visible light camera together with a sonar is used for navigation purposes and visual target tracking.
The pedestrian classification task, in [11] , is performed using visible and far-IR light cameras. This technology gives good precision in different light and weather conditions and the paper compares the results of all three sensor data fusion abstraction levels.
The path and obstacle detection system of John Deere Gator mobile robot in [14] consists of a monocular camera and 2D lasers. The drawback of this project is the fact that the robot is effective only when moving on a previously known path.
A system made of a visible light camera and a 2D LIDAR sensor is used in [15] , to obtain environmental data for object detection and obstacle trajectory identification. The developed project may be used in car parking assistance or collision warning systems.
In [16] , the authors have created an automatic 3D thermal model representation system by combining far-IR light camera Jenoptik IR-TCM 640 with depth-sensing camera Microsoft Kinect. In this case, the thermal information about the object is combined with the spatial information.
The stereo vision system, described in [17] , comprises IR light and visible light cameras. The field of application of this system is nuclear power stations for detection of stainless steel plate deformation.
To sum up, different types of sensor combinations are used for specific applications, based on the individual sensor and the overall system advantages and drawbacks. Out of the reviewed technologies, the most often used visual sensor is the visible light camera because it provides a high detailing level. The second most frequently used sensors are IR sensors of different spectra because they provide extended data of the environment.
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b) Acquisition of the Uncertainty Estimate
In computer vision systems that combine multiple visual sensors, it is necessary to pay attention to different visual sensor data fusion techniques. The paper [11] focuses on decision abstraction level fusion that uses uncertainty estimates.
The uncertainty of data can be defined in multiple ways. The paper [18] reviews the most often applied methods:
1. Bayesian probability theory; 2. Dempster-Shafer theory (DST), also known as the theory of belief functions. The Bayesian theory uses the "probability" concept as the strongly defined number that determines, how often the event will occur if the experiment is repeated multiple times. Belief values of DST represent the interpretation, where the statement can be true with a certain belief. In this context, the belief is subjective, that is why it is necessary to find a way to obtain the belief value automatically, while the model remains mathematically simple.
In multiple studies, the DST is used for sensor data fusion. In the beginning, it is necessary to obtain belief values of the fact that the target class was identified in the image [18] . In [19] , the authors analyse DST and its drawbacks. The first drawback of DST is the belief modelling problem, i.e., to determine how to create the probability allocation function. There are some specific application methods, but there is no general method that could be used regardless of the problem considered. The second important issue is to determine, which method should be used to combine belief values.
To sum up, the DST is appropriate for belief value acquisition because in this case the Bayesian probability theory does not characterise the uncertainty of data in general.
c) Fusion of the Uncertainty Estimate Data fusion at the decision level can be performed using different fusion rules. One of the common rules is the Dempster Combination Rule (DCR) [19] .
In [20] , the authors offer the method for target identification, using algorithm of Dempster belief theory function to fuse the uncertainties of IR and visible light images. The developed algorithm consists of the three stages:
1 (BBA) values are the uncertainties obtained from the proposition values. The second stage is to assign basic probability values, where the sum of all FoD elements should be equal to 1. The third stage is applying DCR, which fuses two belief values into a common probability estimate.
Fusion equation (1) [20] is used for target position detection, but the principle can also be used for target identification situation:
(1) Parameters I 1 and I 2 in the formula are the target positions in the IR and visible light images. P(T) and P(B) are probability values for the IR and visible light images, respectively.
In [19] , the authors offer an improved fusion method for the visible and far-IR light sensor data that is based on the Conditional Update Rule (CUR). This method is compared with other most often used belief fusion rules -DCR, Jeffreylike Evidence Update Rule (JUR), Linear Condition Update Rule (LUR) [19] . The improved CUR method shows the improved results in the situations when the probability value has been changed fast. In these experiments, the drawback of the DCR method is the increase of decision uncertainty when the belief values are changing, but the JUR is connected only to the latest belief.
In [18] , the authors propose a new method for data fusion that is based on DST -implementation of the consensus operator that is also using belief values. This consensus operator is based on the new parameter -"opinion". Experiments show better results than with other methods, such as DCR or Yager's Combination Rule.
Pixel-level fusion can also be used to combine visual sensor data. In [21] , pixel-level fusion for visible and far-IR sensor data is performed, using the Poisson fusion algorithm to combine two image gradients. Markov Random Field (MRF) based model is used for the optimisation of gradient fusion. In this method, a weight map is used. The results of the method are good, but it focuses on the lowest -pixel-level fusion [21] .
The analysed methods can be compared by their abstraction level, used sensors, existence of fusion weights and applied combination rule (Table II) . The comparison of methods shows that most methods use decision-level fusion, which allows focusing on the qualitative fusion approach, rather than low-level image recognition. In the referenced sources, at least one of the sensors is the visible light sensor because in the vision systems it is important to have a qualitative and detailed image. Some of the methods use sensor belief weights or image weight maps that open more opportunities for sensor data fusion techniques.
Since there is no universal and generally applicable method, the next section focuses on a new and improved, practicallyimplemented and tested method for applications with different light conditions.
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III. APPROACH OF TARGET VISUAL IDENTIFICATION
This section reviews the technical solution to the implementation of the proposed method. The technical solution comprises two visual sensors and an additional nonvisual sensor. The selection of the abstraction level of data fusion is also reviewed.
Two visual sensors chosen are visible light and far-IR light sensors. The same visual sensor combination is used in the approach described in [11] . The advantage of this combination is the fusion of different types of parameters and the redundancy in different light conditions.
For both visual sensor image fusion, the highest, decision abstraction level is chosen. The sensor weight concept for image fusion is introduced. The weights are used to define which one of the sensors is more reliable in the current situation. Therefore, a sensor with the highest weight value has higher credibility and impact on the output result. The visible light sensor performance depends directly on ambient light conditions; therefore, the weight size is based on additional sensor data, for example, a lux meter.
To summarise, the proposed target identification approach is split into 5 sections:
 sensor data acquisition;  illumination value determination;  image recognition;  weight determination;  decision fusion. This approach focuses on the development of the 4th and 5th sections. Figure 1 provides visual representation of the method. 
A. The Acquisition of Fusion Weights
At first, for decision-level belief fusion, the sensor belief weights are obtained. The weights are determined using a function that possesses an illumination parameter from the environment.
In the proposed method, the illumination parameter is used and it is obtained using a lux meter. This additional sensor helps "switch over" between visual sensors. This is how the credibility of sensors is changed. For example, in the case when the lux meter detects a low illumination level, higher credibility is given to the far-IR sensor and lower -to the visible light sensor.
The Engineering Toolbox site [22] represents light level correlation and corresponding illumination values. The "sunlight" value is assumed to be the maximum possible illumination value: LuxMax = 107 527 lx. The visible light sensor weight wv is calculated using (2) by considering a maximum illumination value:
where Lux is the lux meter illumination level. The sum of both weights is always equal to 1 (3):
The far-IR light sensor credibility weight w t is calculated using (4):
As a result, both credibility weight calculation equations (2) and (4) are used for visual sensor belief fusion.
B. The Fusion of Sensor Beliefs
When both visual sensor credibility weights are obtained, they need to be used in sensor belief fusion. In the proposed method, image classification is done using an artificial neural network -multilayer perceptron (MLP). In the system, 2 images are perceived from different visual sensors simultaneously. The lux meter perceives illumination values at the same time. Both images are classified separately using different MLPs. As a result, two belief vectors vv and v t are obtained as seen in (5). 
where p vn and p tn values represent the values of belief that the image in the input belongs to the classification set n, respectively for visible and far-IR light images. When both the sensor credibility weights and classification belief values are obtained, the resulting decision Res n about target identified in the image is made using (6). ( 6 ) In contradiction to the previously mentioned systems [14] , [20] and [21] , the proposed approach uses additional sensors to obtain the weight factors for the used image detection sensors.
Far-IR light imaging
The situation when belief values are fused with the constant and equal weights (w t = 0.5 and w v = 0.5) is called equal fusion. In this case, an additional parameter from environment is not considered at all.
The field of application of this system is night vision and low visibility conditions for military scope, object recognition in the real time or localisation for mobile robotics. The proposed system is especially effective in low visibility situations, when it is necessary to identify living beings that emit thermal radiation, such as humans or animals.
IV. PRACTICAL IMPLEMENTATION
The implementation process of the system is divided into the following steps:
 reading of the sensor data;  artificial neural network implementation;  credibility weight calculation;  belief fusion. For image processing and object recognition, the OpenCV library is used [23] . This library is compatible with C++ programming language.
A. Implementation of Multilayer Perceptron Using OpenCV Library
One of the most often used machine learning methodologies for image recognition is an artificial neural network. That is why the developed approach of image recognition is performed using multiplayer perceptron.
For the practical implementation, the already developed algorithm is taken from Kaggle website [24] . An additional library that is used for the solution is the Boost v1.64.0 library set [25] for C++ language that supports linear algebra functions, random number generation, multithreading, image processing, and unit testing.
The structure of software implementation is the following:  reading of the training set;  extraction of image features;  training of Bag-of-Words (BoW) [26] ;  training of neural network;  identification of target;  fusion of belief vectors;  evaluation of a network. The four input parameters of the software are the following:
 visible light image directory;  far-IR light image directory;  neural network input layer size;  training set proportion in relation to the testing set. The feature extraction is performed using the KAZE algorithm described in [27] , and feature compilation is implemented using Bag-of-Words strategy [24] .
When features are extracted, neural network training starts. A separate neural network is trained for each visual sensor. After finishing the training of both neural networks, they are tested on test sets. The output of testing is two belief vectors, one for each visual sensor, where each element of the vector represents a belief value within the range [0; 1]. Belief values represent which target class has been recognised in the image. The sum of these beliefs in one vector equals one. The vector element with the largest belief value is chosen as the most probably recognised target class.
The next step, after the acquisition of both visual sensor belief vectors, is the fusion of these belief values to make the final decision about the recognised target. Fusion of belief values is performed after the credibility weights are obtained. In the simplest way, the weights are constant values that depend on a light condition identifier. In the testing example, the following constant weight values are taken for different light conditions:
The other weight calculation equations are (2) and (4). In this case, the weight calculation is more precise and adaptation is done proportionally to the illumination value.
The next step of software is the fusion of belief vectors using credibility weight values. This is implemented based on (6) . When the fusion is performed, the most probable belief value for each fused vector is chosen to be the resulting target class.
Results are combined and compared using a confusion matrix (Fig. 2) on the basis of the real and predicted classification values to determine the correct and incorrect classification cases. The number of matrix columns and rows in the table is equal to the number of target classes. The elements on the matrix diagonal represent the number of correctly identified images (True True (TT)), but the rest represents the number of incorrectly identified classes (False True (FT)).
Matrix elements are used to calculate the overall precision of testing using (7):
The precision evaluation result is employed to compare different fusion techniques and the truthfulness of target identification. 
B. Hardware of the Solution
The used sensors are Canon EOS 6D digital camera and FLIR VUE Pro far-IR light camera [28] . Canon EOS 6D camera has a 20.2 megapixel sensor for visible light image acquisition, and FLIR VUE Pro is a thermal (far-IR) camera of professional use that is often employed for unmanned aerial vehicle (UAV) systems.
The FLIR VUE Pro camera is controlled by user application for Android or iOS operating systems, and it needs a Bluetooth connection.
Simultaneously when both visual sensors perceive images from the environment, an additional sensor -lux meter LX-1010B -perceives the light and returns an illumination value.
C. Image Database for Testing
An image database both for visual light and far-IR light images together with corresponding illumination values was generated for the experiment. The database has the following features:
 database contains images of multiple objects;  each object has images in different light conditions;  both sensors perceive images from the same angle and at the same light conditions simultaneously. The database that contains 44 visible light and 44 far-IR light has been created according to the previously listed requirements. These images have 4 different light conditions:
1. direct sunlight -illumination value of 53 000 lx; 2. overcast day -illumination value of 420 lx; 3. twilight -illumination value of 0 lx; 4. overcast night -illumination value of 0 lx. These illumination values are obtained using the lux meter while creating the database of images. The obtained illumination data show that real values are twice lower or even 0 lx for very low light conditions than those defined in the table [22] . These imprecisions of the illumination value data can occur due to the limitations of the lux meter device and non-linear dependency of light conditions and illumination value.
The four objects that are represented in the database are: 1. a construction dryer heating for 10 minutes; 2. a hot mug; 3. a facial model; 4. a heated electric kettle with hot water inside. In order to test different physical parameters, such as light and temperature, the database contains objects that have both the artificially increased temperature and the natural temperature.
D. Testing of the Developed Method
Testing is done using the created database as input data. Each light condition is tested separately. Perceptron of each sensor neural network is trained to recognise 4 target classes. When the neural network training is done, 4 different target class images in the same light conditions are passed as input for the testing and the result values are combined in the belief vector. When two belief vectors of the same timestamp images from different visual sensors are obtained, they can be combined using credibility weights to create the resulting belief vector. Adapted weights that depend on illumination values are used for testing and the case of equal fusion is also tested. These two fusion results can be compared to show the advantage of adapted fusion based on additional non-visual sensor data.
As an example, the 4th light condition -overcast night testing -is considered. When two "construction dryer" class images are passed as input, the perceptron outputs have two belief vectors -Flir (for a thermal image) and Foto (for a visible light image): Sequence of belief vector values corresponds to the target class sequence mentioned before. The highest belief value 0.47482267 in this vector is the 4th one that corresponds to the "electric kettle" class. In this case, the target recognition is false.
The belief vector of the same timestamp, but thermal image: The highest belief value 0.45739141 is for the 1st class that is a "construction dryer" class. That means the recognition is performed correctly.
Both belief vectors are fused using equal fusion weights: In this case, the highest belief value 0.35891646 corresponds to the "electric kettle" class, and it is a false recognition again.
The second fusion is performed using adapted fusion weights: In this case, the highest belief value 0.45738512 corresponds to the correctly recognised "construction dryer" class.
In the example, the visible light sensor did not identify the target object correctly in the low light conditions. It was identified correctly in the thermal image because even in low light conditions the object had some temperature features that made it easier to identify. Therefore, a thermal imaging sensor is a good addition to the computer vision system. The equal fusion did not identify the target object correctly, but the proposed method fusion did.
The next test is done for the "electric kettle" object class. The results are the following: The output belief vectors show that in this case the object was identified correctly in all cases, because in all vectors the highest belief value was the 4th one.
The results of the 3rd testing -a "hot mug" object class are the following: 
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34 Similar to the first test, the object was not identified correctly in the visible light image, but in the thermal image it was identified correctly. Identification was also done correctly for both types of fusion.
The last test is done using "facial model" object class images: Here the correct identification appears only in the thermal image and both types of fusion.
Results of the identification can be combined in Table III where the values correspond to the real target class identification case. The coloured cells mean that the real target class belief value was not the highest one in the belief vector; therefore, the target was not identified correctly. The resulting data are represented in the confusion matrices that allow calculating a precision value of the method. The precision value in this case is 1 because all elements are on the diagonal of matrix. This test is only performed for one light condition. The same tests are also done for the rest light conditions. The result precision is calculated and represented in Table IV. The table of resulting precision values shows that the precision of target identification of the developed method is always equal or higher in comparison with an equal weight fusion method. The improvement is observed in the low light conditions.
The parameters that could be changed in the testing are neural network input layer size, size of training and testing sets and multiple different light conditions could be viewed. In the alternative situation, the perceptron can be trained only by using images of good quality and then testing can be done to images of any light conditions.
V. CONCLUSION
In the paper, the existing methods of decision fusion and their drawbacks in different light conditions have been analysed. A new and improved method for target identification has been developed based on the current situation analysis. The proposed method has been implemented and its results presented using a generated image database comprising images of different objects in different spectra.
The case of target identification without data fusion has been compared to the equal and weighted fusion results. The weighted fusion shows equal or higher precision in comparison with the equal and no fusion cases. Improvement has been observed especially in the low light level conditions that proves the enhancement of the target identification precision.
