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Hlavn´ım za´meˇrem te´to pra´ce je navrhnout a implementovat distribuovany´ souborovy´ syste´m
pro ukla´da´n´ı dat na projektu, v neˇmzˇ jsou zapojeny geograficky oddeˇlene´ pracovn´ı skupiny.
Velka´ pozornost je veˇnova´na analy´ze situac´ı, ktere´ mohou prˇi pouzˇ´ıva´n´ı distribuovane´ho
souborove´ho syste´mu nastat. Da´le se pra´ce zaby´va´ vy´beˇrem vhodne´ politiky replikace dat
vzhledem k r˚uzny´m model˚um pra´ce a za´teˇzˇi. Posledn´ı cˇa´st popisuje implementaci distribuo-
vane´ho souborove´ho syste´mu pro operacˇn´ı syste´m Linux s vyuzˇit´ım na´stroj˚u FUSE a rsync.
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Abstract
Main goal of this work is to design and implement distributed file system for storing data
of project. There can be more geographical separated work groups involved in the project.
Big deal is done with analysing the situations, which can occur while using the distributed
file system. The work is concerned with choosing suitable data replication politic while
considering miscellaneous work models and drain. The last part describes implementation
of distributed file system for Linux operating system with use of FUSE and rsync.
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Obsah
1 U´vod 4
2 Distribuovany´ souborovy´ syste´m 5
2.1 Prˇehled vybrany´ch distribuovany´ch souborovy´ch syste´mu˚ . . . . . . . . . . 5
2.1.1 Lustre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Paralel Virtual File system . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.3 Global File System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 C´ıl pra´ce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 FUSE 9
3.1 Struktura FUSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.1 Jaderny´ modul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.2 Uzˇivatelska´ knihovna . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.3 Program pro prˇipojen´ı souborove´ho syste´mu . . . . . . . . . . . . . 10
3.2 Tvorba souborove´ho syste´mu . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2.1 Rozhran´ı knihovny . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2.2 Forma´t rozhran´ı funkc´ı . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.2.3 Prˇ´ıklad programu souborove´ho syste´mu . . . . . . . . . . . . . . . . 11
3.2.4 Pr˚ubeˇh prˇipojen´ı souborove´ho syste´mu . . . . . . . . . . . . . . . . . 11
3.2.5 Pouzˇit´ı souborove´ho syste´mu . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Analyza´tor parametr˚u prˇ´ıkazove´ rˇa´dky . . . . . . . . . . . . . . . . . . . . . 12
3.3.1 Pouzˇit´ı analyza´toru . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4 SSH filesystem 14
4.1 SSH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.1.1 Vzda´leny´ shell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
4.1.2 Smeˇrova´n´ı port˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1.3 Prˇenos soubor˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1.4 Charakteristika protokolu SFTP . . . . . . . . . . . . . . . . . . . . 15
4.1.5 Pouzˇit´ı SFTP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1.6 SSH subsyste´m . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.2 Princip SSHFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3 Analy´za zdrojove´ho ko´du . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.3.1 Zpracova´n´ı parametr˚u prˇ´ıkazove´ rˇa´dky . . . . . . . . . . . . . . . . . 16
4.3.2 Ustanoven´ı spojen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3.3 Cˇten´ı a za´pis paket˚u . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.3.4 Funkce reprezentuj´ıc´ı operace souborove´ho syste´mu . . . . . . . . . . 18
4.4 Spusˇteˇn´ı SSHFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1
5 Rsync 20
5.1 Smeˇr prˇenosu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 Zp˚usob spojen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3 Princip cˇinnosti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3.1 Genera´tor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3.2 Odes´ılatel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3.3 Prˇ´ıjemce . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.4 Pouzˇit´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
5.5 Rsync knihovna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6 Analy´za 23
6.1 Struktura distribuovane´ho souborove´ho syste´mu . . . . . . . . . . . . . . . 23
6.1.1 Vyrovna´vac´ı pameˇt’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
6.1.2 Pr˚uchod pozˇadavku syste´mem . . . . . . . . . . . . . . . . . . . . . 23
6.2 Synchronizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.2.1 Smeˇr . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.2.2 Cˇasova´n´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.2.3 Rozsah . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.2.4 Dalˇs´ı vlastnosti . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.2.5 Organizace vyrovna´vac´ı pameˇti . . . . . . . . . . . . . . . . . . . . . 28
6.2.6 Detekce nedostupnosti vyrovna´vac´ı pameˇti . . . . . . . . . . . . . . 28
6.2.7 Za´loha konfigurace . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.2.8 Manua´ln´ı rˇ´ızen´ı synchronizace . . . . . . . . . . . . . . . . . . . . . . 29
6.3 Modelove´ situace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
6.3.1 Situace 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.3.2 Situace 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
6.3.3 Situace 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
7 Implementace 32
7.1 Struktura vyrovna´vac´ı pameˇti . . . . . . . . . . . . . . . . . . . . . . . . . . 32
7.2 Konfiguracˇn´ı soubory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.2.1 Konfiguracˇn´ı soubor modulu . . . . . . . . . . . . . . . . . . . . . . 33
7.2.2 Mapovac´ı soubor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.3 Inicializace a umı´steˇn´ı konfiguracˇn´ıch dat beˇzˇ´ıc´ıho programu . . . . . . . . . 36
7.4 Souborovy´ syste´m FUSE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
7.5 Synchronizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
7.5.1 Spousˇteˇn´ı programu rsync a ssh . . . . . . . . . . . . . . . . . . . . . 37
7.5.2 Postup prˇi synchronizaci . . . . . . . . . . . . . . . . . . . . . . . . . 38
7.5.3 Odlozˇen´ı synchronizace . . . . . . . . . . . . . . . . . . . . . . . . . 38
7.5.4 Pr˚ubeˇzˇna´ synchronizace . . . . . . . . . . . . . . . . . . . . . . . . . 39
7.6 Vy´pis chybovy´ch hla´sˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40




A Uzˇivatelska´ prˇ´ırucˇka 44
A.1 Prˇeklad . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A.2 Vyrovna´vac´ı pameˇt’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A.3 Konfiguracˇn´ı soubor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A.4 Mapovac´ı soubor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
A.5 Prˇ´ıstupova´ pra´va . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
A.6 Spusˇteˇn´ı a ukoncˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
A.7 Synchronizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
A.8 Chybova´ hla´sˇen´ı . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47




Zada´n´ı je vytvorˇit distribuovany´ souborovy´ syste´m, ktery´ umozˇn´ı ukla´dat data pro pra´ci
na projektu, ve ktere´m jsou zapojeny geograficky oddeˇlene´ pracovn´ı skupiny a tedy i u´lozˇne´
kapacity. Na rozd´ıl naprˇ. od sluzˇby NFS, ktera´ pracuje s architekturou klient/server, by meˇli
by´t vsˇechny uzly tohoto syste´mu rovnocenne´. Kazˇdy´ uzel bude spolupracovat s vyrovna´vac´ı
pameˇt´ı, v n´ızˇ bude ulozˇena obecneˇ kopie cele´ho souborove´ho syste´mu. Obsah vyrovna´vac´ı
pameˇti se bude synchronizovat s ostatn´ımi uzly.
Zp˚usob synchronizace by meˇl by´t zva´zˇen vzhledem k modelu pra´ce a za´teˇzˇi. Prˇedpokla´da´
se kontinua´ln´ı pra´ce v oddeˇleny´ch lokalita´ch nebo pra´ce jednotlivy´ch skupin prˇeva´zˇneˇ na
loka´ln´ıch datech s pravidelnou synchronizac´ı. Styl zat´ızˇen´ı mu˚zˇe by´t konstantn´ı datovy´ tok
(zpracova´n´ı multimedia´ln´ıch dat) nebo mu˚zˇe by´t kladen d˚uraz na maxima´ln´ı propustnost
(FTP servery). Synchronizace tedy mu˚zˇe prob´ıhat v pravidelny´ch cˇasovy´ch intervalech nebo
prˇi vhodny´ch operac´ıch se souborovy´m syste´mem.
Organizaci vyrovna´vac´ı pameˇti je nutno navrhnout s ohledem na zvoleny´ zp˚usob syn-
chronizace. Nab´ızej´ı se dva prˇ´ıstupy: V prvn´ım se prˇedpokla´da´, zˇe vyrovna´vac´ı pameˇt’ ob-
sahuje u´plnou kopii souborove´ho syste´mu. Prˇi kazˇde´ replikaci se pak synchronizuje obsah
cele´ vyrovna´vac´ı pameˇti. Tento zp˚usob lze pouzˇ´ıt prˇi pouzˇit´ı synchronizace v pravidelny´ch
cˇasovy´ch intervalech. Prˇi druhe´m prˇ´ıstupu se uvazˇuje synchronizaci pouze pra´veˇ pouzˇ´ıva-
ny´ch adresa´rˇ˚u. Vy´hodou je mensˇ´ı za´teˇzˇ prˇi synchronizaci, nevy´hodou veˇtsˇ´ı slozˇitost.
Take´ je potrˇeba zvolit, zda replikace bude jednosmeˇrna´, nebo obousmeˇrna´. Prˇi jed-
nosmeˇrne´ replikaci uzel zjiˇst’uje, zda neˇktery´ jiny´ uzel souborove´ho syste´mu neobsahuje
noveˇjˇs´ı verzi vyzˇadovany´ch dat. Prˇi obousmeˇrne´ replikaci je trˇeba posoudit mozˇnost, kdy
uzel, ktery´ modifikoval data souborove´ho syste´mu, replikuje tuto zmeˇnu na ostatn´ı uzly.
Distribuovany´ souborovy´ syste´m nezahrnuje mechanismus zamyka´n´ı. Aktua´ln´ı je vzˇdy
posledn´ı zmeˇna dat. Pro implementaci souborove´ho syste´mu bylo vybra´no rozhran´ı FUSE.
Pro synchronizaci bude pouzˇit program rsync.
Prvn´ı kapitola obsahuje uveden´ı do problematiky distribuovany´ch souborovy´ch syste´mu˚
a vytycˇuje odliˇsnosti navrhovane´ho souborove´ho syste´mu od existuj´ıc´ıch rˇesˇen´ı. Na´sleduj´ıc´ı
kapitola popisuje princip a uzˇit´ı na´stroje FUSE. Da´le je cˇtena´rˇ sezna´men s projektem
SSHFS, ktery´ je prˇ´ıkladem vyuzˇit´ı FUSE v praxi. Posledn´ı kapitolou, ktera´ se zaby´va´
pouzˇity´mi na´stroji, je kapitola Rsync. Sezna´mı´ cˇtena´rˇe s programem rsync a strucˇneˇ charak-
terizuje pouzˇity´ algoritmus. V kapitole Analy´za jsou rozebra´ny mozˇne´ prˇ´ıstupy k rˇesˇen´ı
zadane´ho proble´mu. Pozornost je zameˇrˇena zejme´na na na´vrh struktury vyrovna´vac´ı pameˇti
a zp˚usob prova´deˇn´ı synchronizace vcˇetneˇ hleda´n´ı vy´chodisek z pot´ızˇ´ı, jenzˇ mohou prˇi





Prˇed popisem vlastnost´ı vybrany´ch distribuovany´ch souborovy´ch syste´mu˚ mus´ıme nejprve
definovat na´zvoslov´ı. Je zapotrˇeb´ı ucˇit rozd´ıl mezi s´ıt’ovy´m souborovy´m syste´mem a dis-
tribuovany´m souborovy´m syste´mem. Tyto dva pojmy jsou cˇasto zameˇnˇova´ny.
S´ıt’ovy´ souborovy´ syste´m pracuje na architekturˇe klient/server. Jeden pocˇ´ıtacˇ vystupuje
v roli serveru. Server zprˇ´ıstupnˇuje data, jenzˇ jsou na neˇm ulozˇeny, jednomu nebo v´ıce
klient˚um prˇes s´ıt’ove´ rozhran´ı.
Distribuovany´ souborovy´ syste´m tvorˇ´ı jeden nebo v´ıce uzl˚u. Uzlem mu˚zˇe by´t pocˇ´ıtacˇ
prˇ´ıpadneˇ samotne´ u´lozˇiˇsteˇ. Vesˇkera´ data ulozˇena´ na uzlech tvorˇ´ı obecneˇ jedinou entitu
s unifikovany´m jmenny´m prostorem a jednotny´m pohledem na obsah souborove´ho syste´mu
z jake´hokoliv uzlu. Zmeˇna provedena´ na libovolne´m uzlu mus´ı by´t reflektova´na na os-
tatn´ı uzly. Prˇ´ıstupove´ rutiny souborove´ho syste´mu mohou nebo nemus´ı mı´t se´mantiku po-
dle normy POSIX. Distribuovany´ souborovy´ syste´m mu˚zˇe by´t da´le exportova´n s´ıt’ovy´m
souborovy´m syste´mem [8].
2.1 Prˇehled vybrany´ch distribuovany´ch souborovy´ch syste´mu˚
Popsane´ distribuovane´ syste´my jsou prima´rneˇ vyv´ıjeny pro operacˇn´ı syste´m Linux a jsou
sˇ´ıˇreny pod licenc´ı GNU GPL.
2.1.1 Lustre
Distribuovany´ souborovy´ syste´m Lustre [2] je nejcˇasteˇji pouzˇ´ıva´n na superpocˇ´ıtacˇ´ıch a
syste´mech pro distribuovane´ vy´pocˇty. Umozˇnˇuje vytvorˇit souborovy´ syste´m sesta´vaj´ıc´ı z de-
s´ıtek tis´ıc uzl˚u, celkova´ u´lozˇna´ kapacita mu˚zˇe by´t v rˇa´du petabyt˚u. Du˚raz je kladen na
rychlost a bezpecˇnost.
Kazˇdy´ soubor je reprezentova´n jako objekt. Zamyka´n´ı objekt˚u umozˇnˇuje konkurencˇn´ı
prˇ´ıstup pro cˇten´ı a za´pis v´ıce uzly.
Distribuovany´ souborovy´ syste´m Lustre je tvorˇen teˇmito typy funkcˇn´ıch jednotek:
Object Storage Target (OST)
Obsahuje data objekt˚u a spravuje za´mky nad objekty. Pro ulozˇen´ı dat pouzˇ´ıva´ diskovy´
souborovy´ syste´m ext3.
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Object Storage Server (OSS)
Rˇ´ıd´ı cˇinnost OST a tvorˇ´ı prˇ´ıstupove´ rozhran´ı k distribuovane´mu souborove´mu syste´mu.
Souborovy´ syste´m je klient˚um reprezentova´n jako jeden svazek obsahuj´ıc´ı data vsˇech uzl˚u.
Meta Data Server (MDS)
Ukla´da´ meta data objekt˚u. Protozˇe se jednotlive´ objekty mohou nacha´zet na r˚uzny´ch uzlech,
je soucˇa´st´ı meta dat objektu informace, na ktere´m uzlu jsou data objektu ulozˇena. V dis-
tribuovane´m souborove´m syste´mu se mu˚zˇe vyskytovat pouze jeden aktivn´ı MDS, ostatn´ı
jsou za´lozˇn´ı. To se mu˚zˇe jevit jako u´zke´ mı´sto v propustnosti. Nen´ı tomu tak, MDS vykona´va´
pouze omezenou mnozˇinu operac´ı, vlastn´ı rˇ´ızen´ı prˇ´ıstupu a spra´vu za´mk˚u zajiˇst’uj´ı OST.
Klient
Klienti prostrˇednictv´ım OSS prˇistupuj´ı k distribuovane´mu souborove´mu syste´mu. Klient
mu˚zˇe by´t ve formeˇ jaderne´ho modulu nebo knihovny liblustre. Pokud proces pouzˇ´ıva´ pro
prˇ´ıstup knihovn´ı funkce, je dosazˇeno vysˇsˇ´ıho vy´konu. Data jsou prˇena´sˇeny prˇ´ımo mezi
procesem a OSS, nemus´ı procha´zet prˇes ja´dro operacˇn´ıho syste´mu klientske´ho pocˇ´ıtacˇe.
Prˇ´ıstupove´ rutiny dodrzˇuj´ı POSIX se´mantiku.
Na rozd´ıl od neˇktery´ch jiny´ch distribuovany´ch souborovy´ch syste´mu˚ Lustre neobsahuje
specia´ln´ı funkcˇn´ı jednotku pro spra´vu za´mk˚u nad objekty. Tuto cˇinnost zajiˇst’uj´ı jednotlive´
OST. Pro prˇ´ıpad vy´padku klienta jsou za´mky cˇasoveˇ omezene´. Jestlizˇe klient neodstran´ı
za´mek nad objektem do uplynut´ı urcˇene´ho cˇasove´ho intervalu, OST takovy´to za´mek zrusˇ´ı.
2.1.2 Paralel Virtual File system
Paralel Virtual File system (PVFS) [3] je pouzˇ´ıva´n na syste´mech pro distribuovane´ vy´pocˇty.
Prˇi distribuovane´m vy´pocˇtu je u´loha rozdeˇlena na neˇkolik paraleln´ı proces˚u. Tyto soubeˇzˇneˇ
beˇzˇ´ıc´ı procesy obvykle prˇistupuj´ı k diskove´mu u´lozˇiˇsti. Pokud by bylo pouzˇito jedno spolecˇne´
u´lozˇiˇsteˇ pro vsˇechny procesy, mohl by se prˇ´ıstup k disku sta´t slaby´m mı´stem snizˇuj´ıc´ım
vy´kon syste´mu. Hlavn´ım c´ılem PVFS je omezit vliv diskovy´ch operac´ı na vy´kon syste´mu
distribuc´ı dat na v´ıce uzl˚u.
V distribuovane´m souborove´m syste´mu PVFS vystupuj´ı tyto funkcˇn´ı jednotky [4]:
I/O server
Beˇzˇ´ı ve formeˇ de´mona na I/O uzlech, jenzˇ uchova´vaj´ı data distribuovane´ho souborove´ho
syste´mu. Server poskytuje data klient˚um. Data jsou na I/O uzlu ulozˇena na libovolne´m
loka´lneˇ prˇipojene´m diskove´m souborove´m syste´mu.
Metadata server
Udrzˇuje meta data s atributy ulozˇeny´ch soubor˚u a informace o tom, jak jsou soubory
distribuova´ny mezi I/O uzly. Opeˇt beˇzˇ´ı ve formeˇ de´mona.
Klient
Procesy distribuovane´ho vy´pocˇtu prˇistupuj´ı k souborove´mu syste´mu PVFS transparentneˇ
prˇes klientske´ rozhran´ı. Prˇi diskove´ operaci klient nejprve z metadata serveru z´ıska´ infor-
maci, na ktery´ch I/O uzlech se nacha´z´ı pozˇadovana´ data. Pote´ je sta´hne z I/O server˚u teˇchto
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uzl˚u. Stejneˇ jako u Lustre, klientske´ rozhran´ı je dostupne´ ve formeˇ jaderne´ho modulu nebo
knihovny.
Obra´zek 2.1: Struktura PVFS
2.1.3 Global File System
Distribuovany´ souborovy´ syste´m Global File System (GFS) [5] je v soucˇasnosti vyv´ıjen
spolecˇnost´ı Red Hat. Je nasazova´n na clusterech, typicke´ uzˇit´ı nacha´z´ı v databa´zovy´ch
syste´mech, webovy´ch serverech a prˇi distribuovany´ch vy´pocˇtech.
Na rozd´ıl od Lustre a PVFS jsou v GFS vsˇechny uzly rovnocenne´ a prˇistupuj´ı prˇ´ımo
k sd´ıleny´m blokovy´m u´lozˇiˇst´ım prˇipojeny´m nejcˇasteˇji technologi´ı Fibre Channel. Fibre
Channel realizuje prˇenos na fyzicke´ u´rovni pomoc´ı opticky´ch vla´ken. U´lozˇiˇsteˇ jsou oddeˇleny
od uzl˚u a za pouzˇit´ı prˇep´ınacˇ˚u je vytvorˇena s´ıt’ Storage area network (SAN).
Aplikace vyuzˇ´ıvaj´ıc´ı GFS beˇzˇ´ı prˇ´ımo na jednotlivy´ch uzlech nebo je prˇipojen´ı k GFS
sd´ıleno v´ıce klienty, kterˇ´ı prˇistupuj´ı k uzl˚um prˇes s´ıt’ove´ rozhran´ı.
Obra´zek 2.2: Architektura GFS
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2.2 C´ıl pra´ce
Popsane´ distribuovane´ souborove´ syste´my nale´zaj´ı nejveˇtsˇ´ı vyuzˇit´ı na serverech a clusterech,
kde je pozˇadova´n maxima´ln´ı vy´kon a spolehlivost. Kladou zvy´sˇene´ na´roky na technicke´
vybaven´ı, syste´my se skla´daj´ı z r˚uzny´ch druh˚u uzl˚u.
C´ılem te´to pra´ce je vytvorˇit souborovy´ syste´m, jenzˇ nale´za´ jine´ vyuzˇit´ı. Navrhovany´ dis-
tribuovany´ souborovy´ syste´m slouzˇ´ı k distribuci aktua´ln´ıch dat mezi geograficky oddeˇleny´mi
pracovn´ımi skupinami prˇi pra´ci na spolecˇne´m projektu. Zˇa´dny´ uzel nevystupuje v rˇ´ıdic´ı roli,
vsˇechny jsou rovnocenne´. Syste´m take´ neklade zvla´sˇtn´ı na´roky na kvalitu s´ıt’ove´ho spojen´ı
skupin. Skupiny obecneˇ pracuj´ı na vlastn´ı loka´ln´ı kopii dat a synchronizace mu˚zˇe prob´ıhat
pouze v urcˇeny´ch cˇasovy´ch intervalech. Kromeˇ automaticke´ synchronizace syste´m obsahuje
mechanismy pro rˇesˇen´ı vy´padku uzl˚u, udrzˇova´n´ı konzistence dat a za´lohova´n´ı.
Vy´voj vy´sˇe popsany´ch distribuovany´ch souborovy´ch syste´mu˚ prob´ıha´ dlouhou dobu
v rozsa´hly´ch pracovn´ıch ty´mech. Distribuovany´ souborovy´ syste´m popsany´ v te´to pra´ci tvorˇ´ı
jeden cˇloveˇk po omezenou dobu neˇkolika meˇs´ıc˚u. Prˇi rˇesˇen´ı takto rozsa´hle´ problematiky se
nelze obej´ıt bez vyuzˇit´ı jizˇ existuj´ıc´ıch na´stroj˚u, avsˇak mus´ı se jednat o beˇzˇneˇ dostupne´
soucˇa´sti operacˇn´ıho syste´mu Linux. Vhodny´mi kandida´ty jsou program rsync pro synchro-
nizaci a na´stroj ssh pro s´ıt’ove´ spojen´ı mezi uzly. Vzhledem k rozsa´hlosti take´ pravdeˇpodobneˇ
nebudou implementova´ny vsˇechny soucˇa´sti rˇesˇ´ıc´ı vesˇkere´ situace, ktere´ prˇi uzˇ´ıva´n´ı distribuo-




FUSE je zkratka pro Filesystem in Userspace. Jedna´ se o rozhran´ı, ktere´ umozˇnˇuje imple-
mentovat souborove´ syste´my v uzˇivatelske´m prostoru, tedy ne jako soucˇa´st ja´dra operacˇn´ıho
syste´mu.
Souborove´ syste´my mu˚zˇe vytva´rˇet a prˇipojovat i neprivilegovany´ uzˇivatel. Vlastn´ı im-
plementace je jednodusˇsˇ´ı nezˇ tvorba modulu ja´dra. Pouzˇ´ıva´n´ı je transparentn´ı, jako by se
jednalo o jaderny´ modul.
Podporovane´ operacˇn´ı syste´my jsou Linux, FreeBSD a Mac OS X. V operacˇn´ım syste´mu
Linux lze FUSE pouzˇ´ıt s ja´drem verze 2.4.21 a vysˇsˇ´ı. Od ja´dra verze 2.6.14 je FUSE oficia´lneˇ
zacˇleneˇno do ja´dra.
3.1 Struktura FUSE
FUSE se skla´da´ ze trˇ´ı za´kladn´ıch cˇa´st´ı: jaderne´ho modulu, uzˇivatelske´ knihovny a programu
pro prˇipojen´ı vytvorˇene´ho souborove´ho syste´mu.
3.1.1 Jaderny´ modul
Kdyzˇ procesy prˇistupuj´ı k soubor˚um a adresa´rˇ˚um, prova´d´ı syste´mova´ vola´n´ı. Vola´n´ı jsou
prˇijaty ja´drem operacˇn´ıho syste´mu. V neˇm procha´z´ı prˇes virtua´ln´ı souborovy´ syste´m (VFS).
VFS tvorˇ´ı rozhran´ı mezi ja´drem a konkre´tn´ımi souborovy´mi syste´my. Udrzˇuje jejich seznam
a ukazatele na rutiny, ktere´ realizuj´ı funkce jednotlivy´ch souborovy´ch syste´mu˚. Souborove´
syste´my se mus´ı registrovat ve VFS. Jsou bud’ vestaveˇny prˇ´ımo v ja´drˇe, nebo se dohra´vaj´ı
jako samostatne´ moduly [7].
Modul fuse prˇedstavuje modul souborove´ho syste´mu. Na rozd´ıl od rea´lny´ch souborovy´ch
syste´mu˚ nerealizuje operace pro pra´ci se soubory a adresa´rˇi, ale pos´ıla´ syste´move´ pozˇadavky
procesu v uzˇivatelske´m prostoru. Teprve tento proces implementuje souborovy´ syste´m.
Komunikace mezi modulem a uzˇivatelsky´m procesem prob´ıha´ prˇes specia´ln´ı soubor
rozhran´ı /dev/fuse.
3.1.2 Uzˇivatelska´ knihovna
Knihovna libfuse reprezentuje aplikacˇn´ı rozhran´ı pro tv˚urce souborove´ho syste´mu. Obsahuje
prostrˇedky pro registraci rutin souborove´ho syste´mu a zajiˇst’uje komunikaci mezi procesem
se souborovy´m syste´mem a jaderny´m modulem fuse.
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3.1.3 Program pro prˇipojen´ı souborove´ho syste´mu
Program fusermount umozˇnˇuje prˇipojit nebo odpojit souborovy´ syste´m. Jedna´ se o setuid
aplikaci s pra´vy spra´vce syste´mu. Prˇipojen´ı prˇ´ıpadneˇ odpojen´ı souborove´ho syste´mu je do-
voleno i neprivilegovane´mu uzˇivateli, pokud ma´ prˇ´ıstupova´ pra´va na adresa´rˇ pro prˇipojen´ı.
Obra´zek 3.1: Struktura FUSE
3.2 Tvorba souborove´ho syste´mu
3.2.1 Rozhran´ı knihovny
Rozhran´ı je definova´no v hlavicˇkove´m souboru fuse.h.
Pro registraci rutin souborove´ho syste´mu slouzˇ´ı struktura fuse_operations. Polozˇky
struktury jsou ukazatele na funkce, ktere´ obsluhuj´ı jednotlive´ operace nad soubory a adre-
sa´rˇi. Kazˇda´ funkce ma´ da´n pocˇet a datovy´ typ argument˚u a datovy´ typ na´vratove´ hodnoty.
Programa´tor vytvorˇ´ı tyto funkce. Jake´ akce funkce vykona´vaj´ı je zcela v jeho rukou,
jedina´ podmı´nka je dodrzˇen´ı forma´tu rozhran´ı funkc´ı. Da´le definuje instanci struktury
fuse_operations. Do n´ı dopln´ı ukazatele na vytvorˇene´ funkce.
Komunikaci s jaderny´m modulem fuse zajiˇst’uje funkce fuse_main(). Parametry funkce
jsou cesta pro prˇipojen´ı souborove´ho syste´mu a struktura s definovany´mi operacemi
fuse_operations. Funkce beˇzˇ´ı v nekonecˇne´ smycˇce a prˇij´ıma´ vola´n´ı souborove´ho syste´mu.
Podle typu pozˇadavku zavola´ funkci, na kterou ukazuje prˇ´ıslusˇna´ polozˇka v instanci
fuse_operations. Prˇeb´ıra´ vy´sledky volany´ch funkc´ı a odes´ıla´ je zpeˇt ja´dru.
10
3.2.2 Forma´t rozhran´ı funkc´ı
V argumentech funkc´ı jsou prˇeda´va´ny u´daje o pozˇadovane´ operaci. Vy´sledky jsou vraceny
prˇes argumenty prˇeda´vane´ ukazatelem. Kromeˇ standardn´ıch datovy´ch typ˚u jazyka C a
typ˚u definovany´ch v syste´movy´ch hlavicˇkovy´ch souborech se pouzˇ´ıvaj´ı typy specificke´ pro
FUSE, struct fuse_file_info, struct fuse_dir_t a fuse_dirfil_t. Jsou definova´ny
v hlavicˇkove´m souboru fuse_common.h.
Na´vratova´ hodnota vsˇech funkc´ı je typu int. Urcˇuje vy´sledek operace. Pokud probeˇhla
v porˇa´dku, je vra´cena nula. Prˇi chybeˇ se vrac´ı cˇ´ıslo chyby. Cˇ´ısla chyb jsou stejna´ jako
u globa´ln´ı promeˇnne´ errno, avsˇak negovana´. Symbolicka´ jme´na chyb lze nale´zt v souboru
errno.h.
Jme´na funkc´ı jsou libovolna´, knihovna fuselib pouzˇ´ıva´ ukazatele v instanci struktury
fuse_operations.
3.2.3 Prˇ´ıklad programu souborove´ho syste´mu
#include <fuse.h>
#include <errno.h>
int otevrˇi_soubor(const char *cesta, struct fuse_file_info *atributy) {
// teˇlo funkce
}
int cˇti_atributy(const char *cesta, struct stat *informace_o_souboru) {
// teˇlo funkce
}




int main(int argc, char *argv[]) {
return fuse_main(argc, argv, &operace_souborove´ho_syste´mu, NULL);
}
3.2.4 Pr˚ubeˇh prˇipojen´ı souborove´ho syste´mu
Po spusteˇn´ı program zavola´ funkci fuse_main(). Ta zavola´ fuse_mount() s argumentem,
ktery´ obsahuje jme´no adresa´rˇe pro prˇipojen´ı souborove´ho syste´mu. Funkce fuse_mount()
vytvorˇ´ı socket pro komunikaci mezi procesy. Pomoc´ı fork() vytvorˇ´ı potomka, ve ktere´m
spust´ı fusermount. Ten jako setuid proces ma´ opra´vneˇn´ı k prˇipojen´ı souborove´ho syste´mu.
Otevrˇe soubor zarˇ´ızen´ı /dev/fuse a deskriptor posˇle prˇes socket procesu se souborovy´m
syste´mem. Tento proces, ktery´ nyn´ı zna´ deskriptor, zavola´ fuse_loop(). Funkce bezˇ´ı v ne-
konecˇne´ smycˇce, cˇte z /dev/fuse pozˇadavky, vola´ prˇ´ıslusˇne´ funkce a zapisuje zpeˇt do
/dev/fuse vy´sledky.
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3.2.5 Pouzˇit´ı souborove´ho syste´mu
Souborovy´ syste´m prˇipoj´ıme spusˇteˇn´ım programu, v neˇmzˇ je implementova´n souborovy´
syste´m. Je trˇeba zadat jeden povinny´ parametr, a to cestu k adresa´rˇi pro prˇipojen´ı. Na-
prˇ´ıklad prˇ´ıkaz example /mnt prˇipoj´ı do adresa´rˇe /mnt souborovy´ syste´m implementovany´
v programu example.
Odpojen´ı provedeme prˇ´ıkazem fusermount -u /mnt nebo umount /mnt v prˇ´ıpadeˇ, zˇe
jsme prˇihla´sˇeni jako root.
3.3 Analyza´tor parametr˚u prˇ´ıkazove´ rˇa´dky
Soucˇa´st´ı knihovny libfuse je analyza´tor parametr˚u prˇ´ıkazove´ rˇa´dky. Nejedna´ se o cˇa´st FUSE,
ktera´ by byla nezbytna´ pro implementaci souborove´ho syste´mu. Usnadnˇuje programa´torovi
pra´ci, pokud chce v programu zpracova´vat parametry prˇ´ıkazove´ rˇa´dky.
Rozhran´ı analyza´toru je definova´no v hlavicˇkove´m souboru fuse_opt.h.
3.3.1 Pouzˇit´ı analyza´toru
Analyza´tor fuse_opt_parse() pracuje s mnozˇinou pravidel fuse_opt. Procha´z´ı parametry
prˇ´ıkazove´ rˇa´dky fuse_args. Pokud neˇktery´ parametr vyhovuje pravidlu, ulozˇ´ı hodnotu,
ktera´ jej na´sleduje, nebo provede akci. Umı´steˇn´ı, kam se budou ukla´dat hodnoty, nebo akci
definuje uzˇivatel v parametrech vola´n´ı analyza´toru.
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struct fuse_opt{ Pravidlo pro analy´zu
const char *template; Sˇablona parametru, hodnota je definova´na
stejneˇ jako naprˇ. u standardn´ı funkce
scanf(), %s pro rˇeteˇzec, %u pro cˇ´ıslo.
unsigned long offset; Offset v umı´steˇn´ı, kam se ulozˇ´ı hodnota ze
sˇablony. U rˇeteˇzce je offset bra´n jako ukazatel
a alokuje se mı´sto pro hodnotu. Pokud je -1,
zavola´ se obsluzˇna´ funkce.
int value; Kl´ıcˇ, ktery´ definuje akci v obsluzˇne´ funkci.
};
struct fuse_args{ Parametry prˇ´ıkazove´ rˇa´dky
int argc; Pocˇet parametr˚u.
char **argv; Pole rˇeteˇzc˚u s paramety.
char **argv; Pole rˇeteˇzc˚u s paramety.
int allocated; Informace, zda je pole argv alokova´no dy-
namicky, nebo jej tvorˇ´ı ukazatele na kon-
stanty.
};
typedef int(*fuse_opt_proc_t)( Prototyp obsluzˇne´ funkce pro prove-
den´ı akce
void *data, Ukazatel na uzˇivatelska´ data.
const char *arg, Argument prˇ´ıkazove´ rˇa´dky, pro ktery´ se
funkce vola´.
int key, Kl´ıcˇ, definuje akci.




struct fuse_args *args, Parametry prˇ´ıkazove´ rˇa´dky.
void *data, Umı´steˇn´ı kam se budou ukla´dat hodnoty
parametr˚u.
const struct fuse_opt opts[], Pole pravidel.
fuse_opt_proc_t proc); Ukazatel na obsluzˇnou funkci.
};




SSH filesystem (SSHFS) umı´ bezpecˇneˇ prˇipojit adresa´rˇ na vzda´lene´m pocˇ´ıtacˇi jako soubo-
rovy´ syste´m na mı´stn´ım pocˇ´ıtacˇi. SSHFS je zalozˇen na FUSE. Na vzda´lene´m pocˇ´ıtacˇi mus´ı
by´t spusˇteˇn SSH server.
4.1 SSH
SSH je zkratka pro Secure shell [6]. Nejedna´ se o linuxovy´ shell ve smyslu interpret prˇ´ıkaz˚u.
Je to sada protokol˚u pro bezpecˇnou komunikaci mezi dveˇma pocˇ´ıtacˇi pomoc´ı transpar-
entn´ıho sˇifrova´n´ı prˇena´sˇeny´ch dat. SSH je vhodnou na´hradou za programy telnet, ftp, rsh,
rlogin a rcp, ktere´ neodpov´ıdaj´ı bezpecˇnostn´ım pozˇadavk˚um. Poskytuje:
• autentizaci – klient oveˇrˇuje identitu serveru a server identitu uzˇivatele
• sˇifrova´n´ı – prˇena´sˇena´ data jsou necˇitelna´ pro trˇet´ı stranu
• integritu – prˇena´sˇena´ data jsou nezmeˇnitelna´ pro trˇet´ı stranu
Na´zev SSH je take´ cˇasto pouzˇ´ıva´n pro na´zev skupiny programu˚, ktere´ pouzˇ´ıvaj´ı tuto
sadu protokol˚u. K dispozici jsou komercˇn´ı bal´ıky SSH1, SSH2 a volneˇ dostupny´ OpenSSH.
Liˇs´ı se verz´ı protokolu, jenzˇ pouzˇ´ıvaj´ı. Pro odliˇsen´ı se pro protokoly pouzˇ´ıva´ oznacˇen´ı
s pomlcˇkou (SSH-1, SSH-2) a pro programy oznacˇen´ı bez pomlcˇky (SSH1, SSH2). OpenSSH
pouzˇ´ıva´ protokol SSH-2, dalˇs´ı text pojedna´va´ o te´to implementaci a verzi protokolu.
Protokoly jsou postaveny na architekturˇe klient/server. Server poskytuje sluzˇby kli-
ent˚um, kterˇ´ı se prˇihla´s´ı k serveru. Beˇzˇ´ı ve formeˇ linuxove´ho de´mona sshd na vzda´lene´m
pocˇ´ıtacˇi, standardneˇ nasloucha´ na TCP portu 22.
Vesˇkera´ spojen´ı mezi klientem a serverem jsou uskutecˇnˇova´na v kana´lech. Kana´ly jsou
pak skla´da´ny a sˇifrova´ny do jednoho spojen´ı na transportn´ı vrstveˇ s´ıt’ove´ komunikace.
Server poskytuje tyto pro na´s d˚ulezˇite´ sluzˇby: vzda´leny´ shell, smeˇrova´n´ı port˚u a prˇenos
soubor˚u.
4.1.1 Vzda´leny´ shell
Vzda´leny´ shell umozˇnˇuje prˇihla´sˇen´ı a prova´deˇn´ı prˇ´ıkaz˚u v konzoli, ktera´ je spusˇteˇna na
vzda´lene´m pocˇ´ıtacˇi. Je mozˇne´ pouzˇ´ıt omezenou variantu exec. Ta pouze spust´ı na vzda´lene´m
pocˇ´ıtacˇi prˇ´ıkaz, nepouzˇ´ıva´ konzoli.
14
4.1.2 Smeˇrova´n´ı port˚u
Rozliˇsujeme mı´stn´ı a vzda´lene´ smeˇrova´n´ı (neˇkdy take´ tunelova´n´ı). Prˇi mı´stn´ım smeˇrova´n´ı
jsou vsˇechna data, ktera´ prˇijdou na mı´stn´ı port dane´ho stroje, posla´na prˇes zabezpecˇeny´
kana´l SSH na vzda´leny´ pocˇ´ıtacˇ na zadany´ port. Vzda´lene´ smeˇrova´n´ı je opakem mı´stn´ıho.
Data z portu vzda´lene´ho pocˇ´ıtacˇe jsou prˇenesena na port mı´stn´ıho pocˇ´ıtacˇe.
Jestlizˇe aplikace pro s´ıt’ovou komunikaci vyuzˇ´ıva´ smeˇrova´n´ı, je potrˇeba nastavit, aby se
prˇipojovala na mı´stn´ı port mı´sto na vzda´leny´. To je u neˇktery´ch protokol˚u problematicke´.
Naprˇ´ıklad pokud aplikace pouzˇ´ıva´ pro komunikaci protokol FTP, je vytvorˇeno pro datovy´
prˇenos samostatne´ TCP spojen´ı. Zp˚usob, jak je toto spojen´ı nava´za´no, neumozˇnˇuje pouzˇ´ıt
smeˇrova´n´ı.
4.1.3 Prˇenos soubor˚u
Soucˇa´st´ı samotne´ho SSH protokolu nen´ı prˇenos soubor˚u mezi mı´stn´ım a vzda´leny´m po-
cˇ´ıtacˇem. Pouzˇ´ıva´ se samostatny´ protokol SFTP (SSH File Transfer Protocol). Zkratka
SFTP sva´d´ı k na´zoru, zˇe se jedna´ o zabezpecˇeny´ protokol FTP. SFTP nen´ı zabezpecˇeny´,
zabezpecˇen´ı poskytuje azˇ prˇenos v kana´lu SSH spojen´ı. Take´ se jedna´ o zcela rozd´ılny´
protokol od FTP. Jak jizˇ bylo uvedeno, protokol FTP nelze pouzˇ´ıt spolecˇneˇ s SSH.
4.1.4 Charakteristika protokolu SFTP
SFTP je paketovy´ protokol. Umozˇnˇuje zpracova´n´ı v´ıce prˇ´ıkaz˚u najednou. Klient odes´ıla´
porˇadavky identifikovane´ sekvencˇn´ım cˇ´ıslem a server zas´ıla´ odpoveˇdi. Podle sekvencˇn´ıho
cˇ´ısla se rozliˇs´ı, ke ktere´mu pozˇadavku se odpoveˇd’ vztahuje. Forma´t paketu je shodny´






Tabulka 4.1: Forma´t paketu protokolu SSH.
4.1.5 Pouzˇit´ı SFTP
Pro prˇenos soubor˚u je na mı´stn´ım pocˇ´ıtacˇi k dispozici program sftp. Sftp pracuje jako SFTP
klient. Po sve´m startu spust´ı program ssh. Ten otevrˇe zabezpecˇene´ spojen´ı se vzda´leny´m
pocˇ´ıtacˇem. Na vzda´lene´m pocˇ´ıtacˇi spust´ı SFTP server a to jako SSH subsyste´m. Klient a
server pak spolu komunikuj´ı prˇes ustanovene´ zabezpecˇene´ spojen´ı.
4.1.6 SSH subsyste´m
Subsyste´m je pojmenovana´ posloupnost prˇ´ıkaz˚u, kterou je mozˇno pohodlneˇ spousˇteˇt. Sub-
syste´my jsou definova´ny konfiguracˇn´ım souboru SSH serveru sshd_config. Naprˇ´ıklad rucˇneˇ
bychom na vzda´lene´m pocˇ´ıtacˇi spustili SFTP server pomoc´ı prˇ´ıkazu
15
Obra´zek 4.1: Pouzˇit´ı SFTP
ssh vzda´leny´_pocˇı´tacˇ sftp-server
Avsˇak v souboru ssh_config je standardneˇ definova´n subsyste´m sftp
subsystem sftp sftp-server
SFTP server mu˚zˇeme spustit jako subsyste´m
ssh vzda´leny´_pocˇı´tacˇ -s sftp
Subsyste´my tvorˇ´ı abstraktn´ı vrstvu. Jejich hlavn´ı vy´hodou je zapouzdrˇen´ı volany´ch
prˇ´ıkaz˚u. Uzˇivatel, ktery´ subsyste´m vyuzˇ´ıva´, nemus´ı veˇdeˇt, co se vykona´va´ uvnitrˇ. Pokud
spra´vce potrˇebuje prove´st zmeˇnu, stacˇ´ı, kdyzˇ zmeˇn´ı definici subsyste´mu v souboru
sshd_config. To je vy´hodou take´ pokud subsyste´my pouzˇ´ıva´ ve vlastn´ıch skriptech. Ty
pak mohou z˚ustat nezmeˇneˇny.
4.2 Princip SSHFS
SSH filesystem pracuje jako SFTP klient. Prˇes rozhran´ı FUSE cˇte pozˇadavky operacˇn´ıho
syste´mu. Prˇeva´d´ı je do prˇ´ıkaz˚u protokolu SFTP a odes´ıla´ prˇes bezpecˇne´ spojen´ı na vzda´leny´
pocˇ´ıtacˇ. Prˇij´ıma´ odpoveˇdi a upravuje je zpeˇtneˇ do forma´tu FUSE. Vesˇkere´ souborove´ op-
erace se odehra´vaj´ı na SFTP serveru. SSHFS pouze prˇepos´ıla´ pozˇadavky a odpoveˇdi.
4.3 Analy´za zdrojove´ho ko´du
4.3.1 Zpracova´n´ı parametr˚u prˇ´ıkazove´ rˇa´dky
V parametrech prˇ´ıkazove´ rˇa´dky se prˇeda´va´ jme´no vzda´lene´ho pocˇ´ıtacˇe a loka´ln´ı adresa´rˇ pro
prˇipojen´ı. Uzˇivatel mu˚zˇe uprˇesnit i neˇktera´ dalˇs´ı nastaven´ı programu ssh. Pro zpracova´n´ı
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parametr˚u se pouzˇ´ıva´ analyza´tor knihovy libfuse. Analyza´tor ukla´da´ zjiˇsteˇne´ hodnoty do
struktury sshfs.
Struktura sshfs je globa´ln´ı promeˇnna´, do ktere´ program zaznamena´va´ konfiguraci spo-
jen´ı. Jsou v n´ı ulozˇeny parametry pro spusˇteˇn´ı ssh – jme´no vzda´lene´ho pocˇ´ıtacˇe a adresa´rˇe,
zaka´za´n´ı vesˇkere´ho smeˇrova´n´ı a spusˇteˇn´ı subsyste´mu sftp. Da´le je zde jme´no loka´ln´ıho
adresa´rˇe pro prˇipojen´ı souborove´ho syste´mu FUSE a dalˇs´ı promeˇnne´ programu d˚ulezˇite´ pro
spojen´ı, jako naprˇ. velikost datove´ho bloku pro prˇenos, deskriptor komunikacˇn´ıho socketu
aj.
4.3.2 Ustanoven´ı spojen´ı
Ve funkci start_ssh() se vytvorˇ´ı pomoc´ı socketpair() socket typu AF_UNIX pro komu-
nikaci mezi procesy. Deskriptor jednoho konce socketu se ulozˇ´ı do polozˇky fd promeˇnne´
sshfs. Vola´n´ım fork() se vytvorˇ´ı potomek. Standardn´ı vstup a vy´stup potomka se prˇe-
smeˇruje na druhy´ konec socketu a jesteˇ jednou se v potomkovi zavola´ fork(). Pote´ se po-
tomek ukoncˇ´ı. V dalˇs´ım potomkovi se spust´ı ssh s parametry, ktere´ jsou ulozˇeny v promeˇnne´
sshfs. Tento proces, ve ktere´m ted’ beˇzˇ´ı ssh, ma´ standardn´ı vstup a vy´stup prˇesmeˇrovany´
na vytvorˇeny´ socket a na vzda´lene´ straneˇ spust´ı SFTP server. Vy´sˇe popsany´m postupem
je vytvorˇen socket, prˇes ktery´ se da´ transparentneˇ komunikovat s beˇzˇ´ıc´ım SFTP serverem,
jako by se jednalo o obycˇejny´ TCP socket.
Dı´ky pouzˇit´ı dvou potomk˚u nemus´ı by´t osˇetrˇeno prˇeb´ıra´n´ı na´vratove´ho ko´du procesu
s programem ssh. Jakmile prvn´ı potomek skoncˇ´ı, stane se druhy´ potomek potomkem procesu
init a ten take´ prˇevezme jeho na´vratovy´ ko´d.
Obra´zek 4.2: Sche´ma spojen´ı
4.3.3 Cˇten´ı a za´pis paket˚u
Pro prˇevod datovy´ch typ˚u pouzˇ´ıvany´ch v programu do bina´rn´ı reprezentace v paketu a zpeˇt
je k dispozici datovy´ typ buffer. Do bufferu lze ukla´dat a cˇ´ıst z neˇj standardn´ı datove´ typy
(zname´nkovy´/bezname´nkovy´ int nebo char, rˇeteˇzec) a typy pouzˇ´ıvane´ ve FUSE (atributy,
seznam polozˇek atd.).
Protokol SFTP umozˇnˇuje zpracova´vat v´ıce prˇ´ıkaz˚u najednou. Nedefinuje porˇad´ı prˇ´ı-
chodu paket˚u na jednotlive´ pozˇadavky. V SSHFS je tato vlastnost protokolu implemen-
tova´na za pomoci vla´ken.
Funkce sftp_request() slouzˇ´ı k zasla´n´ı pozˇadavku na SFTP server a prˇijmut´ı odpoveˇdi.
Vola´ funkci sftp_request_iov(), ktera´ pak vola´ sftp_request_send().
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Sftp_request_send() vytvorˇ´ı instanci struktury request. Struktura reprezentuje po-
zˇadavek, jednou z polozˇek je semafor. Sftp_request_send() da´le generuje sekvencˇn´ı cˇ´ıslo
pozˇadavku. Do tabulky s rozpty´leny´mi polozˇkami ulozˇ´ı ukazatel na instanci struktury
request, kl´ıcˇem do tabulky je generovane´ sekvencˇn´ı cˇ´ıslo. Funkc´ı send_iov() zap´ıˇse paket
s pozˇadavkem do socketu. Sftp_request_send() vrac´ı ukazatel na strukturu s pozˇadavkem.
Vedle hlavn´ıho vla´kna procesu beˇzˇ´ı vla´kno reprezentovane´ funkc´ı process_request().
Vla´kno je vytvorˇeno prˇi prvn´ım pozˇadavku na prˇecˇten´ı paketu ze socketu. Existuje pak po
celou dobu beˇhu programu. Jsou v neˇm ze socketu cˇteny pakety. Kdyzˇ je prˇecˇten paket,
je podle jeho sekvencˇn´ıho cˇ´ısla z´ıska´n z hashovan´ı tabulky ukazatel na instanci struktury
request. Do n´ı je zapsa´n obsah paketu a inkrementova´na hodnota semaforu ve strukturˇe.
Nakonec je smaza´n za´znam s ukazatelem z tabulky. Prˇ´ıstup ke zdroj˚um sd´ıleny´m s hlavn´ım
vla´knem procesu je rˇ´ızen za´mkem, ktery´ je jednou z polozˇek globa´ln´ı promeˇnne´ sshfs.
Sd´ılene´ zdroje jsou naprˇ. tabulka s rozpty´leny´mi polozˇkami nebo komunikacˇn´ı socket.
Sftp_request_iov() po odesla´n´ı pozˇadavku vola´ sftp_request_wait() pro prˇecˇten´ı
odpoveˇdi. Sftp_request_wait() cˇeka´, azˇ bude inkrementova´n semafor v instanci struk-
tury, ktera´ reprezentuje pozˇadavek. To indikuje, zˇe paket s odpoveˇd´ı byl prˇijat a ve strukturˇe
jsou data z paketu.
4.3.4 Funkce reprezentuj´ıc´ı operace souborove´ho syste´mu
Funkce transformuj´ı parametry souborovy´ch operac´ı do SFTP paket˚u. Pouzˇ´ıvaj´ı k tomu
datovy´ typ buffer. Pak s vyuzˇit´ım funkce sftp_request() odesˇlou pozˇadavek na SFTP
server. Prˇijatou odpoveˇd’ prˇevedou opeˇt za pomoci bufferu na na´vratovou hodnotu FUSE
rozhran´ı.
Obra´zek 4.3: Zpracova´n´ı pozˇadavku na operaci se souborovy´m syste´mem
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4.4 Spusˇteˇn´ı SSHFS






v prˇ´ıpadeˇ privilegovane´ho uzˇivatele.
Na loka´ln´ım pocˇ´ıtacˇi mus´ı by´t k dispozici program ssh a zaveden jaderny´ modul fuse.




Rsync je na´stroj, ktery´ synchronizuje soubory a adresa´rˇe v r˚uzny´ch umı´steˇn´ıch. Minimal-
izuje mnozˇstv´ı prˇena´sˇeny´ch dat.
5.1 Smeˇr prˇenosu
Synchronizaci lze prova´deˇt mezi mı´stn´ımi u´lozˇiˇsti nebo mezi mı´stn´ım a vzda´leny´m. Nelze
pouzˇ´ıt dveˇ vzda´lena´ umı´steˇn´ı. Na obou strana´ch mus´ı by´t k dispozici program rsync.
5.2 Zp˚usob spojen´ı
Komunikace prob´ıha´ protokolem rsync s architekturou klient/server. Vyskytuje se ve v´ıce
verz´ıch. Prˇi ustanoven´ı spojen´ı si klient se serverem vza´jemneˇ vymeˇn´ı informaci o maxima´ln´ı
verzi protokolu, ktery´ podporuj´ı. Pouzˇita´ verze je pak minima´ln´ı z obou hodnot.
Spojen´ı mu˚zˇe prob´ıhat prˇes vzda´leny´ shell. Strana inicializuj´ıc´ı spojen´ı provede vola´n´ı
fork, v potomkovi spust´ı vzda´leny´ shell a prˇes neˇj na vzda´lene´m pocˇ´ıtacˇi spust´ı rsync
server.
Dalˇs´ı mozˇnost´ı je prˇ´ıme´ spojen´ı prˇes s´ıt’ovy´ socket. Na vzda´lene´ straneˇ mus´ı beˇzˇet rsync
server ve formeˇ de´mona nebo mu˚zˇe by´t de´mon spousˇteˇn prˇes inetd/xinetd super-server.
De´mon implicitneˇ nasloucha´ na TCP portu 873. Vy´hodou pouzˇit´ı prˇ´ıme´ho spojen´ı je, zˇe
na vzda´lene´m pocˇ´ıtacˇi nemus´ı mı´t uzˇivatel u´cˇet pro prˇihla´sˇen´ı. Neprˇistupuje se vsˇak k rov-
nou souborove´mu syste´mu vzda´lene´ strany. Prˇ´ıstup je mozˇny´ prˇes tzv. moduly. Modul
je pojmenovana´ cˇa´st u´lozˇiˇsteˇ poskytovane´ho rsync de´monem. U kazˇde´ho modulu je mozˇne´
definovat velke´ mnozˇstv´ı nastaven´ı, jako naprˇ. maxima´ln´ı pocˇet soucˇasny´ch spojen´ı, seznam
uzˇivatel˚u a pouzˇit´ı autentizace, prˇ´ıstup jen pro cˇten´ı nebo za´pis atd.
Prˇi loka´ln´ım prˇenosu klient provede fork a v potomkovi spust´ı rsync server. Komunikace
prob´ıha´ prˇes roury.
5.3 Princip cˇinnosti
Na prˇenosu se pod´ılej´ı trˇi za´kladn´ı procesy: genera´tor, odes´ılatel a prˇ´ıjemce.
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5.3.1 Genera´tor
Genera´tor pracuje na zdrojove´ straneˇ. Zdrojova´ strana mu˚zˇe by´t jak mı´stn´ı tak vzda´lena´.
Porovna´va´ seznam polozˇek pro synchronizaci s loka´ln´ım adresa´rˇovy´m stromem. U kazˇde´ho
souboru urcˇ´ı, zda ma´ by´t synchronizova´n. Tento vy´beˇr mu˚zˇe prob´ıhat podle cˇasove´ho
raz´ıtka posledn´ı modifikace a velikosti nebo podle kontroln´ıho soucˇtu souboru. Do sez-
namu soubor˚u, ktere´ budou prˇeneseny, prˇida´ soubory a adresa´rˇe, ktere´ neexistuj´ı na c´ılove´
straneˇ. Jestlizˇe je povoleno odstranˇova´n´ı, definuje polozˇky, ktere´ maj´ı by´t na c´ılove´ straneˇ
smaza´ny.
5.3.2 Odes´ılatel
Kdyzˇ je vytvorˇen seznam synchronizovany´ch polozˇek, je u soubor˚u potrˇeba ucˇit, ktere´ cˇa´sti
budou kop´ırova´ny. Prˇena´sˇ´ı se pouze rozd´ıly mez´ı zdrojovou a c´ılovou stranou.
Ze souboru na c´ılove´ straneˇ se vypocˇ´ıta´vaj´ı kontroln´ı soucˇty blok˚u. Blok je cˇa´st souboru
o dane´ velikosti. Pro vy´pocˇet kontroln´ıho soucˇtu se pouzˇ´ıva´ hashovan´ı metoda MD4.
Odes´ılatel take´ pracuje na zdrojove´ straneˇ. Cˇte kontroln´ı soucˇty blok˚u c´ılove´ho souboru
a porovna´va´ ho s kontroln´ımi soucˇty blok˚u zdrojove´ho souboru. Zacˇa´tek prvn´ıho bloku tvorˇ´ı
prvn´ı byte synchronizovane´ho souboru. Pokud se soucˇty neshoduj´ı, tak byte, ktery´ se liˇs´ı, je
prˇida´n k dat˚um, ktera´ budou prˇena´sˇena. Dalˇs´ı blok pak zacˇ´ına´ za t´ımto bytem. Kdyzˇ jsou
soucˇty shodne´, akumulovana´ rozd´ılna´ data jsou prˇenesena na c´ıl s informac´ı o jejich offsetu.
Pokracˇuje se za koncem shodne´ho bloku. Uvedeny´ postup se nazy´va´ rolling checksum.
5.3.3 Prˇ´ıjemce
Beˇzˇ´ı na c´ılove´ straneˇ. Na vyzˇa´da´n´ı poskytuje odes´ılateli kontroln´ı soucˇty blok˚u a cˇte roz-
d´ılova´ data. Ty kop´ıruje od docˇasne´ho souboru. Souhlasna´ data cˇte z mı´stn´ıho c´ılove´ho
souboru.
Odes´ılatel tedy da´va´ prˇ´ıjemci instrukce, jak ma´ rekonstruovat soubor. Prˇ´ıjemce na konci
prˇenosu prˇesune docˇasny´ soubor na mı´sto p˚uvodn´ıho c´ılove´ho souboru a zmeˇn´ı atributy.
Obra´zek 5.1: Princip cˇinnosti
Uvedeny´ princip zmensˇuje pocˇet dat prˇena´sˇeny´ch po s´ıti, je ale na´rocˇneˇjˇs´ı na vy´pocˇetn´ı
vy´kon a vyuzˇit´ı disku oproti proste´mu kop´ırova´n´ı.
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5.4 Pouzˇit´ı
Za´kladn´ı syntaxe je stejna´ jako u prˇ´ıkazu rcp.
rsync zdroj cı´l
Zp˚usob spojen´ı Syntaxe
prˇes vzda´leny´ shell (implicitneˇ pouzˇito ssh) pocˇı´tacˇ:cesta
prˇ´ıme´ spojen´ı rsync://pocˇı´tacˇ/modul/cesta
pocˇı´tacˇ::modul/cesta
Tabulka 5.1: Zp˚usob spojen´ı se vzda´leny´m u´lozˇiˇsteˇm
Jeslizˇe vzda´lene´ u´lozˇiˇsteˇ urcˇ´ıme syntax´ı pro prˇ´ıme´ spojen´ı
(rsync://pocˇı´tacˇ/modul/cesta nebo pocˇı´tacˇ::modul/cesta) a za´rovenˇ pouzˇijeme para-
metr --rsh, spojen´ı bude nava´za´no prˇes vzda´leny´ shell a na vzda´lene´ straneˇ bude spusˇteˇn
rsync server. Prˇ´ıstup ale bude mozˇny´ pouze prˇes moduly, i kdyzˇ na vzda´lene´m pocˇ´ıtacˇi
nebude spusˇteˇn rsync server v rezˇimu de´mona.
Rsync de´mona spust´ıme prˇ´ıkazem rsync --daemon.
K dispozici je velke´ mnozˇstv´ı parametr˚u, ktery´mi lze nastavit vlastnosti synchronizace.
Pro implementaci distribuovane´ho souborove´ho syste´mu mohou by´t zaj´ımave´ tyto vlast-
nosti: zp˚usob synchronizace symbolicky´ch link˚u, specia´ln´ıch soubor˚u zarˇ´ızen´ı a prˇ´ıstupovy´ch
pra´v, maza´n´ı polozˇek neexistuj´ıc´ıch na zdrojove´ straneˇ, prosty´ vy´pis rozd´ılny´ch polozˇek,
pouzˇit´ı komprese a definice pravidel pro vy´beˇr polozˇek pro prˇenos.
5.5 Rsync knihovna
Knihovna librsync implementuje algoritmus pouzˇity´ v rsync protokolu. Nen´ı s n´ım vsˇak
kompatibiln´ı a neposkytuje prostrˇedky pro pra´ci s atributy soubor˚u a adresa´rˇovou struk-
turou. Knihovna zpracova´va´ data proudoveˇ na vyzˇa´da´n´ı aplikace. Mu˚zˇe by´t pouzˇita na-
prˇ´ıklad jako filtr, ktery´ minimalizuje velikost dat prˇena´sˇeny´ch prˇi s´ıt’ove´ komunikaci. Ze
zp˚usobu, jaky´m lze knihovnu pouzˇ´ıt, vyply´va´, zˇe nen´ı vhodna´ pro implementaci distribuo-
vane´ho souborove´ho syste´mu.
Rozhran´ı knihovny poskytuje tzv. u´lohy. U´loh je v´ıce druh˚u, kazˇdy´ druh prova´d´ı cˇa´st
rsync algoritmu. U´loha je v programu reprezentova´na strukturou, v n´ızˇ ma´ prˇiˇrazen vstupn´ı
a vy´stupn´ı buffer. Programa´tor spust´ı u´lohu funkc´ı danou rozhran´ım knihovny, parame-
trem je struktura s u´daji o u´loze. Prˇi sve´ cˇinnosti cˇte u´loha data ze vstupn´ıho bufferu a
vy´sledky zapisuje do vy´stupn´ıho. Programa´tor definuje callback funkce, ktere´ se vyvolaj´ı
prˇi vypra´zdneˇn´ı vstupn´ıho a naplneˇn´ı vy´stupn´ıho bufferu. Ukoncˇen´ı u´lohy je indikova´no
prˇ´ıznakem ve strukturˇe prˇedstavuj´ıc´ı u´lohu. Prˇ´ıznak, zˇe na vstupu nebudou na´sledovat dalˇs´ı




V te´to kapitole bude proveden rozbor struktury souborove´ho syste´mu a zp˚usobu synchro-
nizace.
6.1 Struktura distribuovane´ho souborove´ho syste´mu
Jak jizˇ bylo uvedeno v zada´n´ı, distribuovany´ souborovy´ syste´m se skla´da´ z uzl˚u. Uzlem
nazveˇme pocˇ´ıtacˇ, ktery´ zprˇ´ıstupnˇuje uzˇivateli data souborove´ho syste´mu. Vsˇechny uzly
jsou rovnocenne´. Soucˇa´st´ı kazˇde´ho uzlu je vyrovna´vac´ı pameˇt’, ktera´ obsahuje obecneˇ kopii
cele´ho souborove´ho syste´mu. Obsah vyrovna´vac´ı pameˇti je synchronizova´n s ostatn´ımi uzly.
6.1.1 Vyrovna´vac´ı pameˇt’
Vyrovna´vac´ı pameˇt’ je adresa´rˇ, jenzˇ mus´ı by´t prˇipojen do loka´ln´ıho souborove´ho syste´mu
uzlu. Podadresa´rˇe a soubory v tomto adresa´rˇi tvorˇ´ı vlastn´ı obsah distribuovane´ho souboro-
ve´ho syste´mu.
Uzˇivatel neprˇistupuje k adresa´rˇi prˇ´ımo. Pouzˇ´ıva´ rutiny distribuovane´ho souborove´ho
syste´mu. Ten je implementova´n s pouzˇit´ım rozhran´ı FUSE. Beˇzˇ´ı jako proces v uzˇivatelske´m
prostoru.
To, zda je ve vyrovna´vac´ı pameˇti ulozˇena prˇesna´ kopie souborove´ho syste´mu se stejnou
adresa´rˇovou strukturou a obsahem soubor˚u, nebo zda je pouzˇita jina´ organizace vyrovna´vac´ı
pameˇti, u´zce souvis´ı se synchronizac´ı. Obecneˇ lze ale rˇ´ıci, zˇe kazˇdy´ uzel uchova´va´ ve vy-
rovna´vac´ı pameˇti vlastn´ı kopii obsahu souborove´ho syste´mu a prˇi synchronizaci aktualizuje
data vzhledem ke zmeˇna´m provedeny´m v ostatn´ıch uzlech.
6.1.2 Pr˚uchod pozˇadavku syste´mem
Pozˇadavek uzˇivatelske´ho procesu na distribuovany´ souborovy´ syste´m je z ja´dra operacˇn´ıho
syste´mu modulem fuse zasla´n procesu v uzˇivatelske´m prostoru. Tento proces zajist´ı kon-
trolu aktua´lnosti pozˇadovany´ch dat vzhledem k ostatn´ım uzl˚um a prˇ´ıpadnou synchronizaci.
K tomu vola´ program rsync. Potom prˇecˇte z vyrovna´vac´ı pameˇti pozˇadovana´ data a zasˇle
je modulu fuse. K dat˚um prˇistupuje rutinami souborove´ho syste´mu, na ktere´m je ulozˇen
adresa´rˇ s vyrovna´vac´ı pameˇt´ı. Modul fuse prˇeda´ data uzˇivatelske´mu procesu.
Proces ve ktere´m beˇzˇ´ı distribuovany´ souborovy´ syste´m tedy neprova´d´ı prˇ´ımo akce nad
daty. Tvorˇ´ı vrstvu mezi uzˇivatelem a loka´ln´ım souborovy´m syste´mem, na ktere´m je ulozˇena
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vyrovna´vac´ı pameˇt’ a zajiˇst’uje jej´ı transparentn´ı synchronizaci. Uzˇivatel pracuje s distribuo-
vany´m souborovy´m syste´mem stejneˇ, jako kdyby byl loka´ln´ı.
Obra´zek 6.1: Pr˚uchod pozˇadavku syste´mem
6.2 Synchronizace
Syste´m by meˇl by´t dostatecˇneˇ flexibiln´ı a meˇl by poskytovat vhodne´ metody synchronizace
vzhledem ke zvolene´mu modelu pra´ce. Za´kladn´ı vlastnosti synchronizace, ktere´ nastavuje
uzˇivatel, jsou smeˇr, cˇasova´n´ı a rozsah. Tyto vlastnosti se nastavuj´ı na kazˇde´m uzlu a na
neˇm zvla´sˇt’ pro kazˇdy´ vzda´leny´ uzel, se ktery´m je nastavovany´ uzel v relaci.
Vy´beˇr polozˇek pro synchronizaci se rˇ´ıd´ı cˇasovy´m raz´ıtkem posledn´ı modifikace. Da´le
jsou ze zdrojove´ho uzlu prˇena´sˇeny adresa´rˇe a soubory, ktere´ na c´ılove´m uzlu neexistuj´ı.
6.2.1 Smeˇr
Prˇi pouzˇit´ı programu rsync mu˚zˇe prob´ıhat d´ılcˇ´ı synchronizace mezi dveˇma uzly v jednom
okamzˇiku pouze jedn´ım smeˇrem. Jeden uzel iniciuje spojen´ı a nastavuje vlastnosti synchro-
nizace, druhy´ vystupuje v pasivn´ı roli – pouze zprˇ´ıstupnˇuje sve´ u´lozˇiˇsteˇ a poskytuje mozˇnost
prova´deˇt na neˇm vzda´leneˇ zmeˇny.
Definujme smeˇry, jimizˇ mu˚zˇe synchronizace prob´ıhat. Jestlizˇe zmeˇny uzel odes´ıla´, zna-
mena´ to, zˇe iniciuje spojen´ı, v neˇmzˇ bude provedena synchronizace vyrovna´vac´ı pameˇti
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vzda´lene´ho uzlu. Kdyzˇ zmeˇny z´ıska´va´, opeˇt ustanov´ı spojen´ı, ale prˇi synchronizaci je prove-
dena aktualizace mı´stn´ıho uzlu. Tedy toho, ktery´ vytvorˇil spojen´ı.
Podle uvedene´ definice se nab´ız´ı dva zp˚usoby, jak mu˚zˇe by´t vyrovna´vac´ı pameˇt’ uzlu
aktualizova´na. Prˇi uzˇit´ı prvn´ıho zp˚usobu je uzel v aktivn´ı roli, ma´ nastaven smeˇr syn-
chronizace pro z´ıska´va´n´ı zmeˇn. U druhe´ho zp˚usobu je uzel pasivn´ı – neˇktery´ vzda´leny´ uzel
odes´ıla´ zmeˇny na tento uzel. V konfiguraci pasivn´ıho uzlu nen´ı prova´deˇn´ı d´ılcˇ´ı synchronizace
nastaveno, jej´ı uskutecˇneˇn´ı a vlastnosti vyply´vaj´ı z nastaven´ı vzda´lene´ho uzlu.
Obousmeˇrna´ synchronizace je pak kombinace jednosmeˇrny´ch zvolena´ tak, aby byla ak-
tualizova´na vyrovna´vac´ı pameˇt’ obou uzl˚u.
Synchronizace se konfiguruje zvla´sˇt’ na kazˇde´m uzlu, lze tud´ızˇ zvolit velke´ mnozˇstv´ı
variant nastaven´ı mezi dveˇma uzly. Avsˇak jako smysluplne´ se jev´ı jen tyto:
1. Jednosmeˇrna´ – mı´stn´ı uzel odes´ıla´ zmeˇny vzda´lene´mu.
2. Jednosmeˇrna´ – mı´stn´ı uzel z´ıska´va´ zmeˇny od vzda´lene´ho.
3. Obousmeˇrna´ – mı´stn´ı uzel odes´ıla´ zmeˇny na vzda´leny´ a za´rovenˇ z neˇj z´ıska´va´ zmeˇny.
Definice smeˇru na´m zde rovneˇzˇ da´va´ mozˇnost pouzˇ´ıt dveˇ neza´visle´ jednosmeˇrne´ syn-
chronizace tak, aby oba uzly zmeˇny z´ıska´valy nebo naopak odes´ılaly. To je vzhledem
k ostatn´ım vlastnostem synchronizace, uvedeny´m da´le, nevhodne´.
4. Zaka´za´n´ı synchronizace – uzel nemu˚zˇe vystupovat ani v pasivn´ı roli.
Obra´zek 6.2: Varianty nastaven´ı smeˇru synchronizace
Pokud bude uzel zmeˇny odes´ılat, mu˚zˇe nastat proble´m na prˇij´ımaj´ıc´ı straneˇ. Kdyzˇ bude
synchronizovana´ polozˇka zamknuta operacˇn´ım syste´mem (jiny´ proces ji bude vyuzˇ´ıvat),
nebude mozˇne´ prove´st prˇ´ıpadnou aktualizaci. Rˇesˇen´ım mu˚zˇe by´t docˇasne´ ulozˇen´ı kolizn´ı
polozˇky do odkla´dac´ıho prostoru na c´ılove´m uzlu a aktualizace c´ılove´ polozˇky jakmile bude
uvolneˇna.
6.2.2 Cˇasova´n´ı
Synchronizaci je mozˇne´ prova´deˇt pr˚ubeˇzˇneˇ beˇhem pra´ce se souborovy´m syste´mem, v pra-
videlny´ch cˇasovy´ch intervalech nebo kombinac´ı teˇchto dvou zp˚usob˚u.
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Pravidelna´ synchronizace je definova´na intervalem mezi synchronizacemi nebo speci-
ficky´m cˇasem. Pro pla´nova´n´ı se jev´ı vhodne´ pouzˇ´ıt na´stroj cron, jenzˇ bude spousˇteˇt samo-
statny´ program pro rˇ´ızen´ı synchronizace. Cron prova´d´ı pla´novane´ u´lohy sekvencˇneˇ. Pokud
synchronizace nebude dokoncˇena do doby, neˇzˇ je spusˇteˇna synchronizace, bude tato dalˇs´ı
synchronizace odlozˇena azˇ do proveden´ı prˇedchoz´ı. Dı´ky tomu nemu˚zˇe doj´ıt ke stavu, kdy
by prob´ıhaly na jednom uzlu dveˇ synchronizace za´rovenˇ.
Kromeˇ pravidelne´ho cˇasova´n´ı mu˚zˇe synchronizace probeˇhnout v reakci na stanovenou
uda´lost. Tou mu˚zˇe by´t n´ızke´ vyt´ızˇen´ı pocˇ´ıtacˇe nebo explicitn´ı pozˇadavek uzˇivatele na prove-
den´ı synchronizace. Na pocˇ´ıtacˇi mus´ı beˇzˇet de´mon, ktery´ monitoruje za´teˇzˇ a registruje
pozˇadavky.
Pr˚ubeˇzˇna´ synchronizace se vykona´va´ beˇhem jednotlivy´ch vola´n´ı diskovy´ch operac´ı nad
distribuovany´m souborovy´m syste´mem. Zde je potrˇeba uvazˇovat smeˇr. Pokud bude smeˇr
synchronizace nastaven pro z´ıska´va´n´ı zmeˇn, uzel prˇi vhodne´ uda´losti provede synchronizaci
s ostatn´ımi uzly. U soubor˚u se jev´ı jako vhodna´ uda´lost otevrˇen´ı, vytvorˇen´ı nebo cˇten´ı
atribut˚u souboru, u adresa´rˇ˚u cˇten´ı obsahu adresa´rˇe, otevrˇen´ı, zmeˇna atribut˚u, vytvorˇen´ı
nebo smaza´n´ı adresa´rˇe. Prˇi smeˇru s odes´ıla´n´ım zmeˇn je opeˇt trˇeba urcˇit uda´lost, prˇi ktere´ bu-
dou distribuova´ny zmeˇny mezi ostatn´ı uzly. U soubor˚u jsou to vytvorˇen´ı, uzavrˇen´ı, smaza´n´ı
a zmeˇna atribut˚u souboru, u adresa´rˇ˚u zmeˇna atribut˚u, vytvorˇen´ı a smaza´n´ı.
6.2.3 Rozsah
Synchronizace mu˚zˇe by´t u´plna´ nebo cˇa´stecˇna´.
Prˇi u´plne´ synchronizaci se uvede cely´ obsah vyrovna´vac´ı pameˇti do aktua´ln´ıho stavu.
Prˇi cˇa´stecˇne´ se prˇena´sˇ´ı jen ta cˇa´st vyrovna´vac´ı pameˇti, ktera´ vyvolala uda´lost pro syn-
chronizaci. Cˇa´stecˇnou synchronizaci se tedy jev´ı vhodne´ uvazˇovat pouze prˇi pr˚ubeˇzˇne´m
cˇasova´n´ı. Tento zp˚usob mu˚zˇe by´t efektivn´ı, pokud neˇktery´ uzel pracuje pouze s cˇa´st´ı
souborove´ho syste´mu. Je potrˇeba vytvorˇit mechanismus, ktery´ umozˇn´ı pracovat s adre-
sa´rˇovou strukturou a atributy soubor˚u, anizˇ by byl prˇena´sˇen obsah soubor˚u.
Pokud je prˇi prˇ´ıstupu k vyrovna´vac´ı pameˇti pozˇadova´n obsah souboru, provede se syn-
chronizace jen tohoto souboru. Prˇi prˇ´ıstupu k adresa´rˇi se vytvorˇ´ı neexistuj´ıc´ı podadresa´rˇe a
soubory. U soubor˚u nen´ı prˇena´sˇen jejich obsah, ale pouze atributy a u´daj o velikosti souboru.
Na c´ılove´m uzlu mus´ı by´t ulozˇena informace, ktere´ soubory nejsou loka´lneˇ dostupne´. Nab´ız´ı
se dva zp˚usoby, jak tuto informaci ukla´dat. Prˇi prvn´ım zp˚usobu tvorˇ´ı obsah nedostupne´ho
souboru magicka´ konstanta, podle ktere´ se rozliˇs´ı takovy´to soubor od obycˇejne´ho. Pak prˇi
kazˇde´m prˇ´ıstupu k souboru nebo k informaci o jeho velikosti je potrˇeba testovat, zda se
jedna´ o nedostupny´ soubor. Druhou mozˇnost´ı je vyuzˇ´ıt deˇrave´ soubory. Obsahem loka´lneˇ
nedostupne´ho souboru je jeden byte s offsetem rovny´m velikosti souboru. Prˇi prˇ´ıstupu
k adresa´rˇ˚um nen´ı potrˇeba zjiˇst’ovat velikost souboru cˇten´ım jeho obsahu. Deˇrave´ soubory
ale nen´ı mozˇne´ detekovat. Mus´ı by´t udrzˇova´n seznam soubor˚u, podle ktere´ho bude mozˇne´
rozliˇsit, ktere´ soubory jsou loka´lneˇ dostupne´ a ktere´ ne. Prˇi otevrˇen´ı souboru probeˇhne
kontrola, zda je potrˇeba soubor prˇene´st z jine´ho uzlu, nebo zda je loka´lneˇ dostupny´.
Synchronizace s cˇa´stecˇny´m rozsahem na´m da´va´ mozˇnost osˇetrˇit situaci, kdy je zaplneˇn
diskovy´ prostor vyhrazeny´ pro vyrovna´vac´ı pameˇt’. Tento stav lze detekovat prˇi ukla´da´n´ı
souboru, vytvorˇen´ı adresa´rˇe a prˇi pozˇadavku na loka´lneˇ nedostupny´ soubor, jenzˇ ma´ by´t
zkop´ırova´n do vyrovna´vac´ı pameˇti. Pokud dojde volne´ mı´sto, je nejdrˇ´ıve z vyrovna´vac´ı
pameˇti smaza´n obsah vybrany´ch soubor˚u. Tyto soubory jsou oznacˇeny jako nedostupne´.
Azˇ po te´to akci jsou do uvolneˇne´ho prostoru ulozˇena nova´ data. Vhodny´m krite´riem pro
vy´beˇr kandida´t˚u na smaza´n´ı je sta´rˇ´ı cˇasove´ho raz´ıtka posledn´ıho prˇ´ıstupu k souboru. Da´le
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mus´ı by´t zajiˇsteˇno, zˇe se kopie souboru nacha´z´ı na neˇktere´m ze vzda´leny´ch uzl˚u. Stejneˇ
tak kdyzˇ bude cht´ıt uzˇivatel smazat soubor, mus´ı probeˇhnout kontrola, zda se nejedna´
o posledn´ı vy´skyt souboru, na ktery´ se odkazuj´ı deˇrave´ soubory na jiny´ch uzlech. Potom
by musel by by´t soubor nejdrˇ´ıve prˇenesen na jiny´ vzda´leny´ uzel, kde by nahradil deˇravy´
soubor a azˇ pote´ by mohl by´t odstraneˇn.
Prˇi neuvazˇova´n´ı cˇasu posledn´ıho prˇ´ıstupu by mohlo doj´ıt k tomu, zˇe by byly odstra-
nˇova´ny soubory, ktere´ jsou cˇasto pouzˇ´ıva´ny, a docha´zelo by k jejich neusta´le´mu prˇena´sˇen´ı
z jiny´ch uzl˚u. Soubor s nejstarsˇ´ım cˇasovy´m raz´ıtkem lze bud’ vyhledat ve vyrovna´vac´ı pameˇti
nebo mu˚zˇe by´t udrzˇova´n seznam pouzˇ´ıvany´ch soubor˚u rˇazeny´ch podle cˇasu posledn´ıho
prˇ´ıstupu. Nen´ı potrˇeba ukla´dat celou historii, ale jen definovany´ pocˇet za´znamu˚. Pokud
bude potrˇeba smazat v´ıce soubor˚u, budou vybra´ny na´hodneˇ. Pokud vsˇak bude ukla´da´na
cela´ historie, mu˚zˇe tento seznam za´rovenˇ slouzˇit pro rozliˇsen´ı deˇravy´ch soubor˚u. Jestlizˇe je
k souboru evidova´n prˇ´ıstup, znamena´ to, zˇe jeho obsah mus´ı by´t loka´lneˇ dostupny´.
6.2.4 Dalˇs´ı vlastnosti
Na rozd´ıl od klasicke´ho souborove´ho syste´mu je potrˇeba u distribuovane´ho souborove´ho
syste´mu definovat chova´n´ı v prˇ´ıpadeˇ, zˇe uzˇivatel smazˇe soubor nebo adresa´rˇ. Jednou z mozˇ-
nost´ı je ponechat standardn´ı zp˚usob synchronizace – aktualizace soubor˚u v za´vislosti na
cˇasove´m raz´ıtku a prˇenos novy´ch polozˇek. Kdyzˇ bude synchronizace obousmeˇrna´ a na
neˇktere´m uzlu odstran´ı uzˇivatel soubor nebo adresa´rˇ, jenzˇ existuje na jine´m uzlu, bude
prˇi prˇ´ıˇst´ı synchronizaci znovu prˇenesen. To mu˚zˇe by´t pozˇadova´no (v prˇ´ıpadeˇ, zˇe polozˇka
byla vytvorˇena na jine´m uzlu), nebo take´ ne (prˇenesena polozˇka, ktera´ je kopi´ı smazane´).
Dalˇs´ı zp˚usob, jak urcˇit chova´n´ı syte´mu prˇi maza´n´ı je, zˇe pokud uzˇivatel smazˇe soubor na
mı´stn´ım uzlu, bude smaza´n i na ostatn´ıch uzlech. Na vzda´leny´ch uzlech ovsˇem bude smaza´n
opeˇt v za´vislosti na cˇasove´m raz´ıtku posledn´ı modifikace. Kdyzˇ bude cˇas posledn´ı modi-
fikace vzda´lene´ho souboru noveˇjˇs´ı, nezˇ cˇas smaza´n´ı mı´stn´ıho souboru, bude ponecha´n. Prˇi
smaza´n´ı mı´stn´ıho souboru ale o toto raz´ıtko prˇijdeme. Nab´ız´ı se dveˇ rˇesˇen´ı: jestlizˇe uzˇivatel
smazˇe soubor, bude okamzˇiteˇ provedena pr˚ubeˇzˇna´ synchronizace se smeˇrem pro odes´ıla´n´ı
zmeˇn. Druhy´m rˇesˇen´ım je udrzˇova´n´ı seznamu odstraneˇny´ch soubor˚u a cˇas˚u jejich smaza´n´ı.
Prˇi synchronizaci, ktera´ nemus´ı by´t provedena ihned, pak bude cˇasove´ raz´ıtko kandida´ta
na smaza´n´ı porovna´no s u´dajem v tomto seznamu. Posledn´ı volba, jak nastavit chova´n´ı prˇi
maza´n´ı, je opakem prˇedchoz´ı. Uzˇivatel mu˚zˇe prˇi maza´n´ı vyzˇadovat, aby soubor nebo adresa´rˇ
nada´le z˚ustal v distribuovane´m souborove´m syste´mu. Pak mus´ı probeˇhnout kontrola, zda
polozˇka, jenzˇ ma´ by´t odstraneˇna, existuje take´ na alesponˇ jednom vzda´lene´m uzlu.
Prˇi jednosmeˇrne´ synchronizaci se take´ nab´ız´ı mozˇnost, zˇe nebudou uvazˇova´ny cˇasove´
raz´ıtka modifikace polozˇek. Pak by uzly, ktere´ prˇij´ımaj´ı zmeˇny, prˇi synchronizaci jen zkop´ı-
rovaly obsah vyrovna´vac´ı pameˇti z uzlu, ktery´ distribuuje zmeˇny. Zrusˇily by t´ım prˇ´ıpadne´
noveˇjˇs´ı zmeˇny provedene´ na mı´stn´ım uzlu.
Dalˇs´ı ota´zkou, kterou je potrˇeba se zaby´vat, jsou symbolicke´ linky. Prˇi synchronizaci
lze prˇena´sˇet bud’ samotne´ symbolicke´ linky, nebo jejich c´ıle. Take´ je potrˇeba rozhodnou,
zda bude povoleno prˇena´sˇet symbolicke´ linky nebo jejich c´ıle, ktere´ ukazuj´ı nebo se nacha´z´ı
mimo vyrovna´vac´ı pameˇt’.
Rovneˇzˇ je zapotrˇeb´ı posoudit nastavova´n´ı vlastn´ıka a skupiny u modifikovany´ch polozˇek.
Nab´ız´ı se tyto mozˇnosti: Vlastn´ık a skupina budou urcˇeny podle uzˇivatele, pod ktery´m beˇzˇ´ı
proces distribuovane´ho souborove´ho syste´mu. Druhou mozˇnost´ı je prˇena´sˇen´ı jme´na nebo ID
vlastn´ıka a skupiny. Na c´ılove´m uzlu pak mus´ı existovat uzˇivatele´ a skupiny s prˇ´ıslusˇny´m
ID nebo jme´nem, prˇ´ıpadneˇ bude definova´no mapova´n´ı uzˇivatel˚u a skupin vzda´lene´ho uzlu
27
na uzˇivatele mı´stn´ıho uzlu. U nastaven´ı prˇ´ıstupovy´ch pra´v nen´ı tento proble´m, neza´vis´ı na
konfiguraci syste´mu vzda´lene´ho uzlu.
Vlastn´ı synchronizacˇn´ı data je mozˇne´ prˇi prˇenosu komprimovat. Uzˇivatel by meˇl mı´t
mozˇnost tuto volbu nastavit. Implicitn´ı pouzˇit´ı komprese nen´ı vhodne´. Prˇedem nejsou
zna´my vlastnosti prˇenosovy´ch linek ani typ dat ulozˇeny´ch na distribuovane´m souborove´m
syste´mu.
6.2.5 Organizace vyrovna´vac´ı pameˇti
Vyrovna´vac´ı pameˇt’ se deˇl´ı na moduly. Modul je pojmenovana´ cˇa´st vyrovna´vac´ı pameˇti.
Nad kazˇdy´m modulem beˇzˇ´ı vlastn´ı proces distribuovane´ho souborove´ho syste´mu a uzˇivatel
urcˇuje prˇ´ıpojny´ bod v loka´ln´ım souborove´m syste´mu. Dı´ky tomu jsme schopni nastavit
synchronizaci podrobneˇji, nezˇ pouze na cely´ uzel.
V korˇenove´m adresa´rˇi vyrovna´vac´ı pameˇti je modul reprezentova´n samostatny´m po-
dadresa´rˇem. Vedle hlavn´ıho konfiguracˇn´ıho souboru uzlu se v korˇenu vyrovna´vac´ı pameˇti
nacha´z´ı soubory s konfigurac´ı jednotlivy´ch modul˚u.
6.2.6 Detekce nedostupnosti vyrovna´vac´ı pameˇti
Na uzlu, ktery´ sˇ´ıˇr´ı zmeˇny, mu˚zˇe doj´ıt k porusˇe a vyrovna´vac´ı pameˇt’ pak bude trvale nebo
docˇasneˇ pra´zdna´ (naprˇ. za´vada disku cˇi vy´padek NFS serveru). Pokud by dosˇlo k synchro-
nizaci s povoleny´m odstranˇova´n´ım polozˇek bez uvazˇova´n´ı cˇasovy´ch raz´ıtek, byl by na vsˇech
uzlech, ktere´ prˇij´ımaj´ı zmeˇny, vymaza´n obsah cele´ vyrovna´vac´ı pameˇti.
Nedostupnost vyrovna´vac´ı pameˇti je detekova´na testova´n´ım prˇ´ıznaku prˇipojen´ı. Prˇ´ıznak
funguje podobneˇ jako prˇ´ıznak modifikace superbloku u norma´ln´ıho souborove´ho syste´mu.
Je reprezentova´n souborem ve vyrovna´vac´ı pameˇti, ktery´ mus´ı vzˇdy existovat a za´rovenˇ
nen´ı viditelny´ v distribuovane´m souborove´m syste´mu. Mu˚zˇe se naprˇ´ıklad jednat o soubor
s konfigurac´ı uzlu. Pokazˇde´, kdyzˇ vzda´leny´ uzel pozˇaduje prˇi synchronizaci data od mı´stn´ıho
uzlu, mus´ı testovat, zda je prˇ´ıznak nastaven. Mı´stn´ı uzel prˇi odes´ıla´n´ı zmeˇn na vzda´lene´
uzly take´ testuje nastaven´ı prˇ´ıznaku.
Tohoto principu mu˚zˇeme vyuzˇ´ıt i pro mechanismus zamyka´n´ı. V jednom okamzˇiku
mu˚zˇe prob´ıhat pouze jedna synchronizace jednoho modulu se vzda´leny´m uzlem. Distribuo-
vany´ souborovy´ syste´m nen´ı centralizovany´, mu˚zˇe doj´ıt ke stavu, kdy vzda´leny´ uzel bude
pozˇadovat synchronizaci v dobeˇ, kdy uzˇ je prova´deˇna mı´stn´ım nebo jiny´m vzda´leny´m uzlem.
Pro osˇetrˇen´ı tohoto stavu je trˇeba pouzˇ´ıt za´mk˚u.
Jestlizˇe uzel, at’ uzˇ mı´stn´ı nebo vzda´leny´, pozˇaduje proveden´ı synchronizace, prvn´ı zkon-
troluje, zda je dostupny´ obsah vyrovna´vac´ı pameˇti uzlu. Pak zjist´ı, zda jizˇ neexistuje soubor
indikuj´ıc´ı za´mek nad vybrany´m modulem. Pokud neexistuje, znamena´ to, zˇe zˇa´dny´ jiny´ uzel
neprova´d´ı synchronizaci. Uzel iniciuj´ıc´ı synchronizaci vytvorˇ´ı soubor prˇedstavuj´ıc´ı za´mek a
uskutecˇn´ı synchronizaci. Po ukoncˇen´ı synchronizace tento soubor smazˇe.
Pokud uzel nemu˚zˇe prove´st synchronizaci z d˚uvodu za´mku, odlozˇ´ı ji. U pr˚ubeˇzˇne´ syn-
chronizace se smeˇrem pro z´ıska´va´n´ı zmeˇn je ale pozˇadova´na rychla´ odezva. Nezˇ uzel provede
synchronizaci, poskytne uzˇivateli loka´ln´ı data, jenzˇ mohou by´t neaktua´ln´ı.
6.2.7 Za´loha konfigurace
Kazˇdy´ uzel uchova´va´ ve vyrovna´vac´ı pameˇti soubory se svou konfigurac´ı a za´rovenˇ za´lohu
konfigurace ostatn´ıch uzl˚u. Jestlizˇe na neˇktere´m uzlu dojde ke ztra´teˇ obsahu vyrovna´vac´ı
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pameˇti a t´ım i ke ztra´teˇ konfigurace, je mozˇne´ sta´hnout konfiguracˇn´ı soubory z libovolne´ho
vzda´lene´ho uzlu.
Aktualizace za´loh konfigurace na vzda´leny´ch uzlech se mu˚zˇe uskutecˇnit za r˚uzny´ch
podmı´nek:
1. Uzel po zmeˇneˇ sve´ konfigurace aktualizuje jej´ı za´lohu na vsˇech uzlech, se ktery´mi je
v relaci.
2. Aktualizace konfigurace je prova´deˇna spolecˇneˇ se synchronizac´ı. Aktualizova´na je
za´loha konfigurace uzlu, se ktery´m prob´ıha´ synchronizace.
3. Nastaven´ı pravidelne´ho cˇasove´ho intervalu aktualizace za´loh konfigurace. Konfigurace
bude stazˇena ze za´lohy v prˇ´ıpadeˇ, zˇe nen´ı dostupny´ prˇ´ıznak prˇipojen´ı. Je nutne´ rozhod-
nout, zda se tak stane automaticky, nebo azˇ po potvrzen´ı uzˇivatelem. Prˇ´ıznakem
prˇipojen´ı nen´ı distribuovany´ souborovy´ syste´m schopen zjistit, zda se jedna´ o docˇasny´
vy´padek nebo trvalou ztra´tu obsahu vyrovna´vac´ı pameˇti.
6.2.8 Manua´ln´ı rˇ´ızen´ı synchronizace
Kdyzˇ dojde ke ztra´teˇ obsahu vyrovna´vac´ı pameˇti nebo kdyzˇ doba od posledn´ı synchronizace
prˇesa´hne urcˇitou mez, ma´ uzˇivatel mozˇnost manua´lneˇ urcˇovat polozˇky, ktere´ budou synchro-
nizova´ny. T´ım mu˚zˇe omezit velikost prˇena´sˇeny´ch dat. Je tedy nezbytne´ ukla´dat informaci
o cˇase posledn´ı provedene´ synchronizace. Je vhodne´ tento u´daj ulozˇit oddeˇleneˇ od konfig-
urace. U´daj se meˇn´ı cˇasteˇji nezˇ konfigurace a nav´ıc jeho za´loha je bezu´cˇelna´. Pokud nen´ı
vyrovna´vac´ı pameˇt’ dostupna´, postra´da´ cˇas posledn´ı synchronizace smysl. Synchronizace
je pak provedena neza´visle na posledn´ı synchronizaci, je trˇeba znovu naplnit vyrovna´vac´ı
pameˇt’.
Manua´ln´ı synchronizace nale´za´ vyuzˇit´ı take´ u obousmeˇrne´ synchronizace, kdyzˇ dojde
k situaci, zˇe synchronizovana´ polozˇka se vyskytuje na obou uzlech. Prˇi povolen´ı manua´ln´ı
synchronizace mu˚zˇe uzˇivatel sa´m zvolit, ktera´ polozˇka bude zdrojova´ a ktera´ c´ılova´ bez
ohledu na automaticka´ pravidla synchronizace.
6.3 Modelove´ situace
Jednotlive´ vlastnosti synchronizace jsou posouzeny na za´kladn´ıch modelovy´ch situac´ıch,
v nichzˇ mu˚zˇe by´t distribuovany´ souborovy´ syste´m nasazen. Na´sleduj´ıc´ı prˇehled obsahuje
nastavitelne´ vlastnosti a pouzˇite´ podp˚urne´ mechanismy. Nastavitelne´ vlastnosti synchro-
nizace:
• smeˇr: z´ıska´va´n´ı zmeˇn, odes´ıla´n´ı zmeˇn, obousmeˇrna´, zaka´za´n´ı synchronizace
• cˇasova´n´ı: pravidelna´, pr˚ubeˇzˇna´, kombinace pravidelne´ a pr˚ubeˇzˇne´
• rozsah: u´plna´, cˇa´stecˇna´ (jen s pr˚ubeˇzˇny´m cˇasova´n´ım), kombinace u´plne´ a cˇa´stecˇne´
• ostatn´ı: maza´n´ı, neuvazˇova´n´ı cˇasovy´ch raz´ıtek, prˇenos symbolicky´ch link˚u, nastaven´ı
prˇ´ıstupovy´ch pra´v, komprimace
Dalˇs´ı mechanismy:




• cˇa´stecˇna´ synchronizace – reprezentace loka´lneˇ nedostupny´ch soubor˚u, uvolnˇova´n´ı mı´-
sta
6.3.1 Situace 1
V distribuovane´m souborove´m syste´mu existuje jeden zdrojovy´ uzel a ostatn´ı uzly pouze
zrcadl´ı jeho obsah. Tyto dalˇs´ı uzly nemodifikuj´ı obsah vyrovna´vac´ı pameˇti zdrojove´ho uzlu.
Zrcadlen´ı mu˚zˇe by´t u´plne´ nebo cˇa´stecˇne´.
Prˇi urcˇova´n´ı konfigurace pro u´plne´ zrcadlen´ı se mu˚zˇeme inspirovat synchronizac´ı server˚u
zrcadl´ıc´ıch zdrojove´ ko´dy ja´dra operacˇn´ıho syste´mu Linux. Pro synchronizaci je pouzˇit
rsync, spojen´ı iniciuje zrcadl´ıc´ı server na vy´zvu zdrojove´ho serveru. Vy´zva je zasla´na elek-
tronickou posˇtou. Na zrcadl´ıc´ım serveru ji zpracuje automaticky´ skript, ktery´ spust´ı syn-
chronizaci. Druhy´, me´neˇ preferovany´ zp˚usob, je synchronizace v pravidelne´m cˇasove´m in-
tervalu, ktera´ je opeˇt iniciova´na zrcadl´ıc´ımi uzly.
Prˇeved’me tento zp˚usob distribuce zmeˇn do nasˇeho distribuovane´ho souborove´ho sy-
ste´mu. V prvn´ım prˇ´ıpadeˇ zdrojovy´ uzel odes´ıla´ zmeˇny zrcadl´ıc´ım uzl˚um. Synchronizace je
pr˚ubeˇzˇna´, uda´lost´ı ke spusˇteˇn´ı mu˚zˇe by´t aktualizace zdrojove´ho uzlu, jeho n´ızke´ vyt´ızˇen´ı
nebo explicitn´ı pozˇadavek uzˇivatele na tomto uzlu. Ve druhe´m prˇ´ıpadeˇ je nastaveno pravi-
delne´ cˇasova´n´ı synchronizace, prˇi ktere´ zrcadl´ıc´ı uzly z´ıska´vaj´ı zmeˇny ze zdrojove´ho uzlu.
Prˇi cˇa´stecˇne´m zrcadlen´ı rozdeˇl´ıme zdrojovy´ uzel na v´ıce modul˚u. Ostatn´ı uzly pak
zrcadl´ı pouze vybrane´ moduly. Synchronizaci jednotlivy´ch modul˚u nastav´ıme stejneˇ jako
u u´plne´ho zrcadlen´ı. Druhou mozˇnost´ı je, zˇe pouzˇijeme synchronizaci s cˇa´stecˇny´m rozsa-
hem a pr˚ubeˇzˇny´m cˇasova´n´ım, prˇi ktere´ zrcadl´ıc´ı uzly z´ıska´vaj´ı zmeˇny ze zdrojove´ho uzlu.
Vyrovna´vac´ı pameˇt’ zrcadl´ıc´ıch uzl˚u pak obsahuje pouze polozˇky pouzˇ´ıvane´ na tomto uzlu.
Mu˚zˇeme pozˇadovat prˇesne´ zrcadlen´ı. Pak se jev´ı vhodne´ nastavit, aby prˇi maza´n´ı polozˇek
na zdrojove´m uzlu byla tato zmeˇna prˇenesena na zrcadl´ıc´ı uzly. V prˇ´ıpadeˇ zrcadlen´ı mu˚zˇe
mı´t smysl, zˇe smeˇrodatna´ je vzˇdy verze dat na zdrojove´m uzlu bez ohledu na cˇasove´ raz´ıtko.
Pak nale´za´ uplatneˇn´ı neuvazˇova´n´ı cˇasovy´ch raz´ıtek.
Pro spolehlive´ za´lohova´n´ı konfigurace se jev´ı vhodneˇjˇs´ı aktualizovat za´lohy neza´visle na
synchronizaci. Pak kazˇdy´ uzel uchova´va´ konfiguraci vsˇech ostatn´ıch uzl˚u.
Manua´ln´ı synchronizace nenacha´z´ı uplatneˇn´ı v prˇ´ıpadeˇ, zˇe pozˇadujeme zrcadlen´ı cele´ho
zdrojove´ho uzlu.
6.3.2 Situace 2
Kazˇdy´ uzel distribuovane´ho souborove´ho syste´mu ma´ k dispozici vlastn´ı adresa´rˇ, ktery´ mu˚zˇe
modifikovat. Ostatn´ı uzly mohou pouze cˇ´ıst obsah tohoto adresa´rˇe.
Na kazˇde´m uzlu vytvorˇ´ıme tolik modul˚u, kolik je uzl˚u v distribuovane´m souborove´m
syste´mu. Jeden modul reprezentuje mı´stn´ı uzel a ostatn´ı vzda´lene´ uzly. Nastaven´ı je stejne´
jako u zrcadlen´ı, je pouzˇita v´ıcena´sobna´ jednosmeˇrna´ synchronizace. Prˇi pouzˇit´ı prvn´ıho
zp˚usobu nastaven´ı popsane´ho v situaci 1 modul reprezentuj´ıc´ı mı´stn´ı uzel pr˚ubeˇzˇneˇ odes´ıla´
zmeˇny na ostatn´ı uzly modulu, ktery´ jej reprezentuje na vzda´lene´m uzlu. Moduly zastupuj´ıc´ı
vzda´lene´ uzly jen zprˇ´ıstupnˇuj´ı obsah uzˇivateli. U druhe´ho zp˚usobu moduly, ktere´ prˇedstavuj´ı
vzda´lene´ uzly, pravidelneˇ nebo pr˚ubeˇzˇneˇ z´ıska´vaj´ı zmeˇny ze zdrojovy´ch uzl˚u.
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Mu˚zˇeme take´ vyzˇadovat odliˇsny´ prˇ´ıstup, prˇi neˇmzˇ uzˇivatel nebude moci modifikovat
ani loka´ln´ı kopii dat ze vzda´leny´ch uzl˚u. Pak nen´ı trˇeba deˇlit uzel na moduly. Mı´sto toho
pouzˇijeme obousmeˇrnou synchronizaci v kombinaci s vhodny´m nastaven´ım prˇ´ıstupovy´ch
pra´v. Prˇ´ıstupova´ pra´va adresa´rˇ˚u reprezentuj´ıc´ıch jednotlive´ uzly mus´ı by´t nastavena tak,
aby je smeˇl modifikovat pouze vlastn´ık. Vlastn´ık adresa´rˇe vzda´lene´ho uzlu je na mı´stn´ım
uzlu mapova´n na uzˇivatele, ktery´ prˇedstavuje vzda´leny´ uzel. Tento uzˇivatel nebude na
mı´stn´ım uzlu nikdy prˇihla´sˇen. T´ım je zajiˇsteˇno, zˇe uzˇivatele´ nemohou obsah teˇchto adresa´rˇ˚u
modifikovat.
6.3.3 Situace 3
Libovolny´ uzel mu˚zˇe modifikovat kteroukoliv cˇa´st distribuovane´ho souborove´ho syste´mu.
V te´to situaci je nezbytne´ pouzˇ´ıt obousmeˇrnou synchronizaci. Pouzˇijeme pravidelne´
cˇasova´n´ı v kombinaci s u´plny´m rozsahem nebo pr˚ubeˇzˇne´ cˇasova´n´ı a cˇa´stecˇny´ rozsah. Dalˇs´ı
uzˇitecˇne´ vlastnosti jsou mozˇnost manua´ln´ı synchronizace, kontrola posledn´ıho vy´skytu sou-
boru prˇi maza´n´ı anebo naopak smaza´n´ı souboru i na ostatn´ıch uzlech.
Pro spra´vnou cˇinnost vsˇech funkc´ı distribuovane´ho souborove´ho syste´mu je trˇeba, aby
kazˇdy´ uzel prova´deˇl d´ılcˇ´ı synchronizaci se vsˇemi ostatn´ımi uzly. Mu˚zˇeme jednotlive´ uzly
nakonfigurovat tak, zˇe zmeˇny budou distribuova´ny neprˇ´ımo. Avsˇak pote´ neˇktere´ mecha-
nismy nebudou pracovat spra´vneˇ. Naprˇ´ıklad pokud pozˇadujeme prˇed smaza´n´ım souboru
kontrolu, zda se nejedna´ o jeho posledn´ı vy´skyt, mus´ı uzel z´ıskat aktua´ln´ı informace ze
vsˇech vzda´leny´ch uzl˚u. Prˇi pouzˇit´ı pr˚ubeˇzˇne´ho cˇasova´n´ı ztra´c´ı neprˇ´ıma´ synchronizace smysl
u´plneˇ. Na druhou stranu, jestlizˇe bude souborovy´ syste´m tvorˇit velky´ pocˇet uzl˚u, mohou
by´t odezvy na pozˇadavky uzˇivatele neu´nosneˇ dlouhe´. Prˇi kazˇde´m prˇ´ıstupu k souborove´mu
syste´mu totizˇ mus´ı probeˇhnout pr˚ubeˇzˇna´ synchronizace se vsˇemi vzda´leny´mi uzly.




Implementaci mu˚zˇeme rozdeˇlit na dveˇ hlavn´ı cˇa´sti: souborovy´ syste´m zprˇ´ıstupnˇuj´ıc´ı ob-
sah modulu a synchronizaci. Pro implementaci souborove´ho syste´mu bylo vyuzˇito rozhran´ı
FUSE, synchronizace je uskutecˇnˇova´na za pomoci programu˚ rsync a ssh.
Implementace distribuovane´ho souborove´ho syste´mu byla provedena v jazyce C. Kromeˇ
standardn´ıch knihoven byly pouzˇity knihovny fuse, libconfig a glib.
dfs.c Vlastn´ı program, ktery´ obsahuje implementaci souborove´ho syste´mu
FUSE pro prˇipojen´ı modulu do mı´stn´ıho souborove´ho syste´mu, inicial-
izaci konfiguracˇn´ıch dat programu a rˇ´ızen´ı synchronizace.
config.c Programovy´ modul pro zpracova´n´ı konfiguracˇn´ıho souboru.
sync.c Programovy´ modul s funkcemi zajiˇst’uj´ıc´ımi synchronizaci.
dfslock.c Program pro vytva´rˇen´ı za´mk˚u.
Tabulka 7.1: Rozdeˇlen´ı zdrojove´ho ko´du do soubor˚u
7.1 Struktura vyrovna´vac´ı pameˇti
Jak jizˇ bylo uvedeno v kapitole Analy´za, vyrovna´vac´ı pameˇt’ je reprezentova´na adresa´rˇem
v loka´ln´ım souborove´m syste´mu. To, kde se bude tento adresa´rˇ nacha´zet, urcˇuje direk-
tiva preprocesoru LOCALSTATEDIR definovana´ v souboru Makefile. Implicitn´ı hodnota je
/var/dfscache.
Podadresa´rˇe umı´steˇne´ v adresa´rˇi vyrovna´vac´ı pameˇti prˇedstavuj´ı jednotlive´ moduly.
V kazˇde´m podadresa´rˇi je ulozˇen vlastn´ı obsah modulu. Jme´no podadresa´rˇe je libovolne´,
vazbu na modul uzˇivatel definuje v mapovac´ım souboru. Modul mus´ı mı´t da´le definova´n
konfiguracˇn´ı soubor a pojmenovanou rouru pro zas´ıla´n´ı prˇ´ıkaz˚u beˇzˇ´ıc´ımu procesu distribuo-
vane´ho souborove´ho syste´mu nad t´ımto modulem. Jme´na teˇchto polozˇek jsou modul.conf
respektive modul.fifo. Soubor s konfigurac´ı slouzˇ´ı za´rovenˇ jako prˇ´ıznak prˇipojen´ı pro de-
tekci nedostupnosti obsahu vyrovna´vac´ı pameˇti.
V korˇenove´m adresa´rˇi se rovneˇzˇ mu˚zˇe vyskytovat soubor reprezentuj´ıc´ı za´mek nad mod-
ulem. Tento soubor je tvorˇen automaticky prˇi prob´ıhaj´ıc´ı synchronizaci. Mu˚zˇeme ho ovsˇem
vytvorˇit i rucˇneˇ, a to v prˇ´ıpadeˇ, kdy pozˇadujeme, aby se modul neu´cˇastnil synchronizace.
Modul pak bude moci by´t prˇipojen do souborove´ho syste´mu, nebude ale prova´deˇt synchro-
nizaci. Take´ nebude moci vystupovat v pasivn´ı roli, pokud neˇktery´ vzda´leny´ modul bude
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pozˇadovat proveden´ı synchronizace. Soubor za´mku ma´ na´zev slozˇeny´ ze jme´na adresa´rˇe
modulu a prˇ´ıpony .lock.
Aby jednotlive´ procesy beˇzˇ´ıc´ıho distribuovane´ho souborove´ho syste´mu mohly ukla´dat
do adresa´rˇe vyrovna´vac´ı pameˇti vlastn´ı data, je definova´no, zˇe na´zev adresa´rˇe modulu nesmı´
zacˇ´ınat tecˇkou. Pokud by toto nebylo splneˇno, mohlo by doj´ıt k situaci, zˇe jme´no modulu
koliduje s neˇktery´m skryty´m podadresa´rˇem nebo souborem d˚ulezˇity´m pro beˇh distribuo-
vane´ho souborove´ho syste´mu. Zat´ım jsou pouzˇ´ıva´ny dva skryte´ podadresa´rˇe, .conf a .map,
a soubor .available. Prvn´ı zmı´neˇny´ obsahuje za´lohu konfiguracˇn´ıch soubor˚u vzda´leny´ch
modul˚u, druhy´ za´lohu mapovac´ıch soubor˚u vzda´leny´ch uzl˚u a trˇet´ı pak seznam loka´lneˇ
dostupny´ch soubor˚u.
7.2 Konfiguracˇn´ı soubory
7.2.1 Konfiguracˇn´ı soubor modulu
V konfiguracˇn´ım souboru modulu jsou popsa´ny vlastnosti synchronizace. Soubor je struk-
turovany´, deˇl´ı se na odd´ıly. Kazˇdy´ odd´ıl prˇedstavuje nastaven´ı jedne´ d´ılcˇ´ı synchronizace.
Syntaxe je podobna´ jazyku C. Popis odd´ılu zacˇ´ına´ jednoznacˇny´m identifika´torem odd´ılu
(v ra´mci konfiguracˇn´ıho souboru), uvnitrˇ slozˇeny´ch za´vorek jsou popsa´ny jednotlive´ vlast-
nosti. Vlastnost je definova´na svy´m na´zvem a hodnotou zapsanou v uvozovka´ch. Jako
oddeˇlovacˇ slouzˇ´ı strˇedn´ık. Viz. na´sleduj´ıc´ı vy´cˇet vlastnost´ı a mozˇny´ch hodnot:
id : {
type = "partial" | "full";
target = "pocˇı´tacˇ:modul" | "modul";
direction = "obtain" | "send" | "duplex";
[ deleting = "no" | "delete-on-other" | "check-last"; ]
[ time-stamps = "yes" | "no"; ]
[ symlinks = "symlink" | "target"; ]
[ sync-owner-group = "no" | "yes" | "map"; ]
[ compress = "no" | "yes"; ]
[ timing = "minuta", "hodina", "den v meˇsı´ci", "meˇsı´c",
"den v ty´dnu"); ]
};
Nastaven´ı neˇktery´ch vlastnost´ı je nepovinne´. Nepovinne´ vlastnosti jsou v uvedene´m
vy´cˇtu uzavrˇeny v hranaty´ch za´vorka´ch (tyto za´vorky nejsou soucˇa´st´ı syntaxe). Pokud
uzˇivatel neurcˇ´ı hodnotu takove´to vlastnosti, je pouzˇita implicitn´ı hodnota. Implicitn´ı hod-
noty jsou vyznacˇeny tucˇneˇ. Podrobny´ popis vlastnost´ı vcˇetneˇ mozˇny´ch hodnot je uveden
v tabulka´ch 7.2 a 7.3. Neˇktere´ hodnoty prˇ´ımo odpov´ıdaj´ı parametru, se ktery´m bude
prˇi synchronizaci spusˇteˇn program rsync. U takovy´chto hodnot je uveden i odpov´ıdaj´ıc´ı
parametr programu rsync. Ten je vzˇdy spusˇteˇn s parametry -r, -t, -p a -D, neza´visle na
konfiguracˇn´ıch volba´ch.
7.2.2 Mapovac´ı soubor
Prˇi na´vrhu byl kladen d˚uraz na oddeˇlen´ı logicke´ struktury od vlastn´ıho souborove´ho syste´mu
pocˇ´ıtacˇe. To je zajiˇsteˇno pomoc´ı modul˚u. Nicme´neˇ na jednotlivy´ch uzlech se mu˚zˇe vy-
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type Typ synchronizace
partial Pr˚ubeˇzˇna´ synchronizace s cˇa´stecˇny´m rozsahem.
full Synchronizace s plny´m rozsahem. Pokud je definova´na vlastnost timing,
je pouzˇito pravidelne´ cˇasova´n´ı. V opacˇne´m prˇ´ıpadeˇ bude takto nastavena´
d´ılcˇ´ı synchronizace spousˇteˇna manua´lneˇ.
target Modul, se ktery´m bude provedena synchronizace
Modul se mu˚zˇe nacha´zet na vzda´lene´m uzlu, v tom prˇ´ıpadeˇ je urcˇen
dvojic´ı pocˇ´ıtacˇ a modul, oddeˇleny´ch dvojtecˇkou, nebo mu˚zˇe take´ by´t
ulozˇen na mı´stn´ım uzlu. Pak stacˇ´ı zadat jen na´zev modulu.
direction Smeˇr synchronizace
obtain Smeˇr pro z´ıska´va´n´ı zmeˇn.
send Smeˇr pro odes´ıla´n´ı zmeˇn.
duplex Obousmeˇrna´ synchronizace (neimplementova´no).
Tabulka 7.2: Popis povinny´ch konfiguracˇn´ıch voleb
rovna´vac´ı pameˇt’ nacha´zet v r˚uzny´ch adresa´rˇ´ıch. Program rsync prˇistupuje prˇ´ımo ke vzda´-
lene´mu souborove´mu syste´mu. Aby bylo mozˇne´ z pohledu uzˇivatele adresovat vzda´leny´
modul jen pomoc´ı jeho na´zvu, je pouzˇito mapova´n´ı jme´na modulu na prˇiˇrazeny´ adresa´rˇ.
Cesta k adresa´rˇi mus´ı by´t zada´na absolutneˇ v ra´mci cele´ho loka´ln´ıho souborove´ho syste´mu.
Zde je mozˇne´ namı´tnou, procˇ mus´ı by´t adresa´rˇe modul˚u umı´steˇny ve vyrovna´vac´ı pameˇti.
Konfiguracˇn´ı soubor a pojmenovana´ roura pro rˇ´ızen´ı jsou soucˇa´st´ı logicke´ struktury
a nejsou prˇ´ımo sva´za´ny s prˇiˇrazeny´m adresa´rˇem. Prˇi prˇipojova´n´ı modulu do souborove´ho
syste´mu hleda´ program dfs konfiguracˇn´ı soubor modulu a pojmenovanou rouru v korˇenove´m
adresa´rˇi vyrovna´vac´ı pameˇti. Prˇi synchronizaci je pak hleda´n konfiguracˇn´ı soubor vzda´lene´ho
modulu v nadrˇ´ızene´m adresa´rˇi prˇiˇrazene´ho vzda´lene´ho adresa´rˇe. Program prˇedpokla´da´, zˇe
se adresa´rˇ nacha´z´ı v korˇenove´m adresa´rˇi vzda´lene´ vyrovna´vac´ı pameˇti. Jestlizˇe ma´ by´t
modul u´speˇsˇneˇ nalezen jak prˇi spusˇteˇn´ı programu tak prˇi synchronizaci, mus´ı se nacha´zet
v korˇenove´m adresa´rˇi vyrovna´vac´ı pameˇti.
Oproti tomu soubory reprezentuj´ıc´ı za´mek mus´ı by´t sva´za´ny s adresa´rˇem prˇiˇrazeny´m
modulu. Mapova´n´ı na´m da´va´ mozˇnost pouzˇ´ıt adresa´rˇ v´ıce moduly s r˚uznou konfigurac´ı.
Ovsˇem synchronizaci obsahu adresa´rˇe mu˚zˇe prova´deˇt soucˇasneˇ pouze jeden modul.
Mechanismus mapova´n´ı mu˚zˇeme take´ vyuzˇ´ıt prˇi vlastn´ım vy´voji distribuovane´ho sou-
borove´ho syste´mu, protozˇe umozˇnˇuje pouzˇ´ıvat na jednom pocˇ´ıtacˇi v´ıce neza´visly´ch vy-
rovna´vac´ıch pameˇt´ı.
Mapova´n´ı mus´ı by´t na kazˇde´m uzlu ulozˇeno na stejne´m mı´steˇ a to v souboru
/etc/dfsmap. Kazˇdy´ rˇa´dek mapovac´ıho souboru obsahuje mezerou rozdeˇlenou dvojici na´zev
modulu a absolutn´ı cesta k prˇ´ıslusˇne´mu adresa´rˇi. Jestlizˇe nema´ modul definova´no mapova´n´ı,
vzda´lene´mu uzlu se jej nepodarˇ´ı prˇi synchronizaci nale´zt.
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deleting Chova´n´ı synchronizace prˇi odstranˇova´n´ı polozˇek
no Prˇi synchronizaci nebudou maza´ny polozˇky, ktere´ se nenacha´z´ı na
zdrojove´m uzlu.
delete-on-other Prˇi synchronizaci budou na c´ılove´m uzlu smaza´ny polozˇky, ktere´
neexistuj´ı na zdrojove´m uzlu, a to v za´vislosti na nastaven´ı vlast-
nosti time-stamps. Jestlizˇe je vlastnost time-stamps nastavena
na yes, bude polozˇka smaza´na pouze v prˇ´ıpadeˇ, kdyzˇ ke smaza´n´ı
dosˇlo k pozdeˇji, nezˇ je cˇas posledn´ı modifikace na vzda´lene´m uzlu
(neimplementova´no).
check-last Pokud uzˇivatel pozˇaduje odstraneˇn´ı polozˇky, je nejdrˇ´ıve provedena
kontrola, zda se nejedna´ o posledn´ı vy´skyt polozˇky v distribuo-
vane´m souborove´m syste´mu. Smaza´n´ı je tedy provedeno pouze
v prˇ´ıpadeˇ, zˇe se polozˇka nacha´z´ı na neˇktere´m jine´m vzda´lene´m
uzlu (neimplementova´no).
time-stamps Pouzˇit´ı cˇasovy´ch raz´ıtek posledn´ı modifikace
yes Prˇi synchronizaci jsou uvazˇova´ny cˇasove´ raz´ıtka. ( rsync parametr
-u)
no Nejsou bra´ny v potaz cˇasove´ raz´ıtka.
symlinks Zp˚usob synchronizace symbolicky´ch link˚u
symlink Prˇi synchronizaci jsou prˇena´sˇeny symbolicke´ linky. (rsync
parametr -l)
target Prˇena´sˇen c´ıl symbolicke´ho linku, na c´ılove´m uzlu je ulozˇen pod
na´zvem symbolicke´ho linku. (rsync parametr -L)
sync-owner-group Synchronizace vlastn´ıka a skupiny vlastn´ıka polozˇek
no Polozˇky, ktere´ jsou prˇi synchronizaci modifikova´ny nebo
vytvorˇeny, maj´ı nastaveny vlastn´ıka a skupinu vlastn´ıka po-
dle uzˇivatele, pod ktery´m je spusˇteˇn proces distribuovane´ho
souborove´ho syste´mu.
yes U noveˇ vytvorˇeny´ch a modifikovany´ch polozˇek jsou vlastn´ık a
skupina vlastn´ıka nastaveny na stejnou hodnotu jako u zdrojove´ho
modulu. (rsync parametry -g, -o)
map Mapova´n´ı vzda´lene´ho uzˇivatele na uzˇivatele mı´stn´ıho uzlu (neim-
plementova´no).
compress Komprimace prˇi prˇenosu
no Data prˇena´sˇena´ mezi mı´stn´ım a vzda´leny´m modulem nebudou
komprimova´na.
yes Prˇena´sˇena´ data budou komprimova´na. (rsync parametr -z)
timing Cˇasova´n´ı synchronizace s plny´m rozsahem
Cˇasova´n´ı je da´no peˇtic´ı, ktera´ ma´ stejny´ forma´t jako definice cˇasu
spusˇteˇn´ı pla´novane´ u´lohy v na´stroji cron. V soucˇasne´ dobeˇ nen´ı
tato polozˇka pouzˇita, pla´nova´n´ı synchronizace je trˇeba rucˇneˇ defi-
novat pomoc´ı na´stroje crontab.
Tabulka 7.3: Popis nepovinny´ch konfiguracˇn´ıch voleb
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7.3 Inicializace a umı´steˇn´ı konfiguracˇn´ıch dat beˇzˇ´ıc´ıho pro-
gramu
Prˇi rozhodova´n´ı, jak ulozˇit nastaven´ı beˇzˇ´ıc´ıho procesu distribuovane´ho souborove´ho syste´mu,
jsem se inspiroval zdrojovy´m ko´dem projektu SSHFS. Nastaven´ı je ulozˇeno v globa´ln´ı
promeˇnne´ dfs. Jedna´ se o strukturu, ktera´ obsahuje obecne´ informace o prˇipojene´m mod-
ulu, vlastnosti synchronizace a take´ obsahuje promeˇnne´ d˚ulezˇite´ pro cˇinnost souborove´ho
syste´mu FUSE. To je take´ d˚uvod, procˇ promeˇnna´ mus´ı by´t globa´ln´ı. Ve funkc´ıch prˇedstavu-
j´ıc´ı jednotlive´ rutiny souborove´ho syste´mu je potrˇeba prˇistupovat k u´daj˚um jako naprˇ´ıklad
cesta k adresa´rˇi vyrovna´vac´ı pameˇti. Tyto funkce vsˇak maj´ı pevneˇ stanovene´ rozhran´ı,
nevyhneme se tedy pouzˇit´ı globa´ln´ı promeˇnne´.
7.4 Souborovy´ syste´m FUSE
Chova´n´ı souborove´ho syste´mu je definova´no ve strukturˇe dfs_oper. Struktura obsahuje
ukazatele na funkce prova´deˇj´ıc´ı jednotlive´ rutiny souborove´ho syste´mu. Tyto funkce jsou
vola´ny rozhran´ım FUSE v reakci na pozˇadavek uzˇivatele. Funkce zmeˇn´ı c´ıl pozˇadavku na
prˇ´ıslusˇnou polozˇku ve vyrovna´vac´ı pameˇti. Pak provedou syste´move´ vola´n´ı, jenzˇ vykona´
pozˇadovanou rutinu souborove´ho syste´mu nad polozˇkou ve vyrovna´vac´ı pameˇti. Z´ıskana´
data vra´t´ı rozhran´ı FUSE.
Pod´ıvejme se podrobneˇji na vy´sˇe uvedenou zmeˇnu c´ıle pozˇadavku. Soucˇa´st´ı kazˇde´ho
pozˇadavku uzˇivatele je parametr se jme´nem polozˇky souborove´ho syste´mu, nad kterou
ma´ by´t dana´ operace provedena. Jme´no se skla´da´ z absolutn´ı cesty k polozˇce a z jej´ıho
na´zvu. Korˇenovy´m adresa´rˇem pro tuto cestu je adresa´rˇ, v neˇmzˇ je souborovy´ syste´m
prˇipojen. Funkce, ktera´ prova´d´ı operaci souborove´ho syste´mu, zmeˇn´ı absolutn´ı cestu v ra´mci
prˇipojene´ho souborove´ho syste´mu na absolutn´ı cestu v ra´mci cele´ho souborove´ho syste´mu.
Prˇevod cesty k polozˇce je realizova´n v bufferu, jenzˇ je soucˇa´st´ı globa´ln´ı promeˇnne´ dfs.
Buffer obsahuje nemeˇnnou cˇa´st, ve ktere´ je ulozˇena absolutn´ı cesta k vyrovna´vac´ı pameˇti
a modulu. K te´to nemeˇnne´ cˇa´sti se prˇipoj´ı cesta prˇedana´ jako parametr pozˇadavku. T´ımto
postupem je z´ıska´na absolutn´ı cesta k polozˇce v ra´mci cele´ho mı´stn´ıho souborove´ho syste´mu.
Vy´jimku tvorˇ´ı cesta k c´ıli symbolicke´ho linku. Symbolicky´ link je vytva´rˇen v souborove´m
syste´mu, jeho c´ıl vsˇak mu˚zˇe smeˇrˇovat mimo prˇipojeny´ souborovy´ syste´m. Pro odliˇsen´ı teˇchto
dvou mozˇny´ch prˇ´ıpad˚u jsou c´ıle symbolicky´ch link˚u v ra´mci souborove´ho syste´mu prˇeda´va´ny
s relativn´ı cestou a symbolicke´ linky v ra´mci cele´ho loka´ln´ıho souborove´ho syte´mu s cestou
absolutn´ı.
Funkce prˇedstavuj´ıc´ı operace souborove´ho syste´mu FUSE neodpov´ıdaj´ı prˇesneˇ prˇ´ıslu-
sˇny´m syste´movy´m vola´n´ım. Neˇktere´ nen´ı trˇeba implementovat, jine´ se chovaj´ı odliˇsneˇ.
Naprˇ´ıklad prˇi cˇten´ı a za´pisu do souboru rozhran´ı FUSE nespecifikuje soubor jeho deskrip-
torem, ale jeho na´zvem. Prˇi otevrˇen´ı souboru se pouze testuje, zda je mozˇne´ tuto operaci
prove´st. Prˇi kazˇde´m dalˇs´ım prˇ´ıstupu k souboru je trˇeba soubor znovu otevrˇ´ıt a zavrˇ´ıt.
7.5 Synchronizace
Jak jizˇ bylo rˇecˇeno, synchronizace je prova´deˇna na´strojem rsync. Pro vytvorˇen´ı spojen´ı
mezi vzda´leny´mi pocˇ´ıtacˇi byla vybra´na varianta, kdy rsync nava´zˇe spojen´ı prˇes vzda´leny´
shell. Jako vzda´leny´ shell bylo ponecha´no implicitn´ı ssh. Pro prova´deˇn´ı synchronizace
automaticky bez za´sahu uzˇivatele je nezbytne´ pouzˇ´ıt prˇi prˇipojen´ı autentizaci pomoc´ı
36
kl´ıcˇ˚u. Pouzˇit´ı kl´ıcˇ˚u mu˚zˇe znamenat bezpecˇnostn´ı riziko. Ssh pro prˇ´ıpad automaticke´ho
spousˇteˇn´ı vzda´leny´ch programu˚ umozˇnˇuje omezit platnost kl´ıcˇe na definovane´ prˇ´ıkazy.
U teˇchto prˇ´ıkaz˚u je vsˇak nutne´ urcˇit i parametry. Prˇi proveden´ı jedne´ d´ılcˇ´ı synchronizace
je rsync spousˇteˇn hned neˇkolikra´t. Uzˇivatel by musel zadat vsˇechny prˇ´ıkazy prova´deˇne´ prˇi
synchronizaci. U pr˚ubeˇzˇne´ synchronizace nen´ı mozˇne´ ani zada´n´ı vsˇech prˇ´ıkaz˚u, rsync je
spousˇteˇn s prˇedem nezna´my´m parametrem, ve ktere´m je prˇeda´va´na cesta k pozˇadovane´
polozˇce v adresa´rˇi vzda´lene´ho modulu.
V prˇ´ıpadeˇ, zˇe mı´stn´ı uzel vystupuje v pasivn´ı roli v relaci s neˇktery´m vzda´leny´m uzlem,
mus´ı by´t takte´zˇ spusˇteˇn ssh de´mon.
Implementova´na byla pouze jednosmeˇrna´ synchronizace. Pro pravidelne´ cˇasova´n´ı syn-
chronizace program neobsahuje vlastn´ı pla´novacˇ, je vyuzˇ´ıva´n na´stroj cron. Zde vyvsta´va´
proble´m, jak beˇzˇ´ıc´ımu procesu distribuovane´ho souborove´ho syste´mu prˇedat prˇ´ıkaz, aby
provedl d´ılcˇ´ı synchronizaci s urcˇity´m identifika´torem.
Jako prvn´ı bylo uvazˇova´no, zˇe souborovy´ syste´m FUSE, jenzˇ zprˇ´ıstupnˇuje obsah mod-
ulu, bude prova´deˇt synchronizaci prˇi syste´move´m vola´n´ı sync. Rozhran´ı FUSE ale neposky-
tuje prostrˇedky pro osˇetrˇen´ı tohoto vola´n´ı. Umozˇnˇuje pouze implementovat vlastn´ı operaci
fsync. Avsˇak i ta je FUSE rozhran´ım vola´na pouze v prˇ´ıpadeˇ, zˇe dosˇlo k modifikaci dane´ho
souboru a dosud nebyl na disk ulozˇen obsah vyrovna´vac´ı pameˇti v ja´drˇe operacˇn´ıho syste´mu,
jezˇ uchova´va´ tyto zmeˇny. Tento zp˚usob nelze pouzˇ´ıt. Pozˇadujeme, aby k synchronizaci mohlo
doj´ıt v libovolny´ okamzˇik.
Vy´chodiskem mu˚zˇe by´t vyuzˇit´ı signa´lu SIGUSR. Proces distribuovane´ho souborove´ho
syste´mu provede synchronizaci, jestlizˇe je mu zasla´n tento signa´l. Ztra´c´ı se ale elegantnost
prvn´ıho zp˚usobu. Potrˇebujeme program, ktery´ bude pos´ılat signa´ly. Tento program by musel
pouzˇ´ıvat pid soubor s informac´ı, jake´ je cˇ´ıslo procesu, v neˇmzˇ je spusˇteˇn distribuovany´
souborovy´ syste´m. Take´ u tohoto zp˚usobu nelze prˇedat identifika´tor d´ılcˇ´ı synchronizace.
Nakonec byl zvolen zp˚usob, kdy kazˇdy´ modul ma´ prˇiˇrazenu pojmenovanou rouru pro
zas´ıla´n´ı prˇ´ıkaz˚u. Za beˇhu programu je prˇi prˇipojova´n´ı souborove´ho syste´mu vytvorˇeno
vla´kno, ktere´ cˇte prˇ´ıkazy zapsane´ uzˇivatelem do pojmenovane´ roury. Vla´kno je reprezen-
tova´no funkc´ı read_requests(). Jestlizˇe funkce prˇecˇte z roury prˇ´ıkaz, provede synchro-
nizaci. Prˇi synchronizaci vla´kno prˇejde do stavu, kdy jej nelze ukoncˇit z jine´ho vla´kna.
Du˚vodem je to, aby synchronizace vzˇdy probeˇhla cela´ a nebyla prˇerusˇena odpojen´ım sou-
borove´ho syste´mu.
Kazˇdy´ prˇ´ıkaz zaslany´ do roury je zapsa´n na jednom rˇa´dku se syntax´ı
sync id_dı´lcˇı´_synchronizace
Prˇi dalˇs´ım vy´voji syste´mu mu˚zˇe by´t mnozˇina mozˇny´ch prˇ´ıkaz˚u rozsˇ´ıˇrena. V budoucnu lze
take´ nahradit rouru s´ıt’ovy´m socketem pro vzda´lenou spra´vu bez dalˇs´ıch rozsa´hly´ch zmeˇn
ve zdrojove´m ko´du.
7.5.1 Spousˇteˇn´ı programu rsync a ssh
Spousˇteˇn´ı extern´ıch programu˚ je prova´deˇno ve funkci cmd(). Funkce vola´n´ım fork() vytvorˇ´ı
potomka a v neˇm spust´ı pozˇadovany´ program. Standardn´ı vy´stup a standardn´ı chybovy´
vy´stup potomka lze prˇesmeˇrovat do rour, ze ktery´ch pak proces s beˇzˇ´ıc´ım programem dfs
cˇte po jednotlivy´ch rˇa´dc´ıch. Kdyzˇ je prˇecˇtena jedna textova´ rˇa´dka, je zavola´na callback
funkce definovana´ v parametrech vola´n´ı funkce cmd(). Callback funkci je prˇeda´n ukaza-
tel na rˇeteˇzec obsahuj´ıc´ı prˇecˇtenou rˇa´dku. Toto rˇesˇen´ı poskytuje mozˇnost spousˇteˇt extern´ı
programy jednou funkc´ı s r˚uzny´m zpracova´n´ım vy´stupu. Uvedeny´ postup je pouzˇit pro
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prˇesmeˇrova´n´ı chybove´ho vy´stupu programu rsync do syste´move´ho logu a zpracova´n´ı infor-
mac´ı o prˇenosu prˇi cˇa´stecˇne´ synchronizaci.
7.5.2 Postup prˇi synchronizaci
Rˇ´ızen´ı synchronizace zajiˇst’uje funkce manage_sync(). Vyuzˇ´ıva´ pomocne´ funkce definovane´
v programove´m modulu sync.c.
Prˇi pozˇadavku na proveden´ı synchronizace je nejdrˇ´ıve ze vzda´lene´ho uzlu prˇenesen sou-
bor /etc/dfsmap. Je ulozˇen do adresa´rˇe .map v loka´ln´ı vyrovna´vac´ı pameˇti pod na´zvem
shodny´m se jme´nem vzda´lene´ho uzlu. Prˇenos zajiˇst’uje program rsync. Za´rovenˇ se jedna´
o za´lohova´n´ı konfigurace beˇhem synchronizace, popsane´ho v kapitole Analy´za. Kdyzˇ je
soubor prˇenesen na mı´stn´ı uzel, funkce parse_map() vyhleda´ v souboru cestu k adresa´rˇi
vzda´lene´ho modulu.
Pak je ve funkci remote_config() testova´n prˇ´ıznak prˇipojen´ı vzda´lene´ho modulu. Ze
vzda´lene´ho uzlu je prˇenesen konfiguracˇn´ı soubor tohoto modulu. Je ulozˇen do adresa´rˇe
.conf v mı´stn´ı vyrovna´vac´ı pameˇti pod jme´nem uzel_modul.conf. Opeˇt se za´rovenˇ jedna´
o za´lohova´n´ı beˇhem synchronizace.
Posledn´ı veˇc´ı, kterou je trˇeba jesˇteˇ zkontrolovat, je vy´skyt za´mk˚u v nadrˇ´ızene´m adresa´rˇi
adresa´rˇe modulu. Funkce lock_local() se pokus´ı vytvorˇit soubor prˇedstavuj´ıc´ı za´mek nad
mı´stn´ım modulem. Vyuzˇ´ıva´ k tomu syste´move´ vola´n´ı open() s prˇ´ıznaky O_CREAT a O_EXCL.
Pokud soubor jizˇ existuje, funkce skoncˇ´ı neu´speˇchem. Prˇi zamyka´n´ı vzda´lene´ho modulu vsˇak
nasta´va´ proble´m. Potrˇebujeme atomickou operaci, ktera´ se pokus´ı vytvorˇit na vzda´lene´m
uzlu za´mek a prˇeda´ mı´stn´ımu uzlu informaci o vy´sledku akce. Rsync neumozˇnˇuje toto
prove´st. Vy´chodiskem je pouzˇit´ı ssh spojen´ı ve varianteˇ exec, kdy je na vzda´lene´ straneˇ
spusˇteˇn program, ktery´ vytvorˇ´ı za´mek, jen pokud jizˇ neexistuje. Dostupne´ shellove´ prˇ´ıkazy
nedoka´zˇ´ı atomicky prove´st tento u´kon. Soucˇa´st´ı distribuovane´ho souborove´ho syste´mu je
jednoduchy´ program dfslock. Program dfslock prˇij´ıma´ jeden parametr, ktery´m je jme´no
souboru, jenzˇ ma´ by´t vytvorˇen. Pokus´ı se ho vytvorˇit syste´movy´m vola´n´ım open() s pop-
sany´mi prˇ´ıznaky a v prˇ´ıpadeˇ neu´speˇchu prˇeda´ nenulovy´ na´vratovy´ ko´d. Cesta k programu
dfslock mus´ı by´t obsazˇena v promeˇnne´ prostrˇed´ı PATH na vzda´lene´m uzlu. Vola´n´ı vzda´lene´ho
programu dfslock na mı´stn´ım uzlu vykova´na´ funkce lock_remote().
Vlastn´ı synchronizace obsahu je vykona´na spusˇteˇn´ım programu rsync s prˇ´ıslusˇny´mi
parametry. Parametry jsou urcˇeny ve funkci synchronize() podle u´daj˚u o nastaven´ı syn-
chronizace dostupny´ch v globa´ln´ı konfiguracˇn´ı promeˇnne´ dfs.
Po ukoncˇen´ı synchronizace obsahu modulu jsou funkcemi unlock_local() a
unlock_remote() zrusˇeny za´mky. Odstraneˇn´ı je podobne´ jejich vytvorˇen´ı, jen se liˇs´ı pouzˇite´
syste´move´ vola´n´ı, resp. prˇ´ıkaz prˇi ssh spojen´ı.
7.5.3 Odlozˇen´ı synchronizace
Jestlizˇe nemu˚zˇe by´t synchronizace provedena z d˚uvodu vy´skytu loka´ln´ıho nebo vzda´lene´ho
za´mku nad modulem, je odlozˇena o cˇasovy´ interval stanoveny´ makrem DELAY v souboru
dfs.c.
Odlozˇen´ı synchronizace je realizova´no s pouzˇit´ım funkce alarm(). Tato funkce prˇij´ıma´
jako argument pocˇet sekund, po jejichzˇ uplynut´ı generuje signa´l SIGALRM. Obsluhu prˇijate´ho
signa´lu provede funkce sig_alrm(). Funkce inkrementuje hodnotu semaforu
dfs.delay_alrm. V programu beˇzˇ´ı vla´kno, ktere´ cˇeka´ na tomto semaforu. Jestlizˇe semafor
nabude kladne´ hodnoty, vla´kno zavola´ funkci manage_sync() pro rˇ´ızen´ı synchronizace. Aby
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neprob´ıhala soucˇasneˇ synchronizace ve vla´knu prˇij´ımaj´ıc´ım prˇ´ıkazy z pojmenovane´ roury a
vla´knu rˇ´ızene´m semaforem, jsou tyto dveˇ vla´kna synchronizova´na mutexem.
V procesu mu˚zˇe v jedne´ chv´ıli beˇzˇet pouze jeden cˇasovacˇ. Aby bylo mozˇne´ odlozˇit v´ıce
synchronizac´ı za´rovenˇ, je vytvorˇena fronta u´loh odlozˇeny´ch synchronizac´ı. Kazˇda´ u´loha
je da´na identifika´torem d´ılcˇ´ı synchronizace a cˇasem zarˇazen´ı do fronty. Pokud je u´loha
po zarˇazen´ı do fronty jedina´ v te´to fronteˇ, aktivuje se cˇasovacˇ. Jestlizˇe je u´loh ve fronteˇ
v´ıce, je prˇi skoncˇen´ı obsluhy pra´veˇ vykova´vane´ u´lohy aktivova´n cˇasovacˇ dalˇs´ı u´lohy ve
fronteˇ. Cˇasovacˇ je nastaven na dobu, ktera´ je rozd´ılem definovane´ho intervalu odlozˇen´ı a jizˇ
stra´veny´m cˇasem u´lohy ve fronteˇ.
Protozˇe k fronteˇ asynchronneˇ prˇistupuje vla´kno pro cˇten´ı prˇ´ıkaz˚u z pojmenovane´ roury
a funkce pro obsluhu signa´lu SIGALRM, je prˇ´ıstup rˇ´ızen mutexem.
7.5.4 Pr˚ubeˇzˇna´ synchronizace
Implementace synchronizace s pr˚ubeˇzˇny´m rozsahem se liˇs´ı ve smeˇru pro z´ıska´va´n´ı a pro
odes´ıla´n´ı zmeˇn.
Pro spra´vnou cˇinnost synchronizace prˇi smeˇru pro z´ıska´va´n´ı zmeˇn je zapotrˇeb´ı rsync
verze alesponˇ 2.9. Rsync je prˇi tomto smeˇru synchronizace spousˇteˇn s parametrem
--list-only, kdy jsou pouze vypisova´ny informace o souborech a adresa´rˇ´ıch na vzda´lene´m
uzlu. Program dfs tento vy´pis da´le zpracova´va´. Synchronizace je prova´deˇna prˇi teˇchto
pozˇadavc´ıch uzˇivatele:
• Cˇten´ı obsahu adresa´rˇe – Pomoc´ı programu rsync je sestaven seznam soubor˚u, jezˇ se
nacha´z´ı v pozˇadovane´m adresa´rˇi na vzda´leny´ch uzlech. V seznamu jsou rovneˇzˇ ulozˇeny
atributy soubor˚u. Jestlizˇe neˇktera´ polozˇka existuje na v´ıce uzlech, je do seznamu
zahrnuta polozˇka s nejnoveˇjˇs´ım cˇasovy´m raz´ıtkem posledn´ı modifikace. Vytvorˇeny´
seznam je porovna´n s obsahem mı´stn´ıho adresa´rˇe. Polozˇky seznamu, ktere´ neexistuj´ı
na mı´stn´ım uzlu, jsou vytvorˇeny. Polozˇky, ktere´ jsou jizˇ ulozˇeny na mı´stn´ım uzlu,
jsou aktualizova´ny v za´vislosti na cˇasove´m raz´ıtku posledn´ı modifikace mı´stn´ıho a
vzda´lene´ho souboru. Soubory jsou vytva´rˇeny jako deˇrave´ s velikost´ı shodnou s velikost´ı
ulozˇenou v seznamu. Pokud se na´zev souboru nacha´z´ı v seznamu loka´lneˇ dostupny´ch
soubor˚u, je z tohoto seznamu odstraneˇn. Takte´zˇ jsou nastaveny atributy polozˇek.
Nejsou vsˇak nastaveny atributy vlastn´ık a skupina vlastn´ıka, rsync v pouzˇite´m rezˇimu
tuto informaci neprˇena´sˇ´ı.
• Cˇten´ı atribut˚u soubor˚u a adresa´rˇ˚u – Postup je stejny´ jako u cˇten´ı obsahu adresa´rˇe,
u adresa´rˇ˚u nen´ı synchronizova´n jejich obsah.
• Otevrˇen´ı souboru – Jestlizˇe se soubor nenacha´z´ı v seznamu dostupny´ch soubor˚u, je
jeho obsah prˇenesen z neˇktere´ho ze vzda´leny´ch uzl˚u. Soubor je pote´ prˇida´t do tohoto
seznamu.
Seznam loka´lneˇ dostupny´ch soubor˚u je implementova´n tabulkou s rozpty´leny´mi polozˇ-
kami. Prˇi inicializaci programu je obsah tabulky nacˇten ze souboru .available nacha´zej´ı-
c´ıho se v korˇenove´m adresa´rˇi vyrovna´vac´ı pameˇti a prˇi odpojova´n´ı souborove´ho syste´mu je
tabulka zapsa´na zpeˇt do tohoto souboru.
Jestlizˇe by byla prova´deˇna cˇa´stecˇna´ synchronizace prˇi kazˇde´m pozˇadavku, pra´ce se
souborovy´m syste´mem by se stala neu´nosneˇ pomalou. Program udrzˇuje seznam polozˇek,
nad ktery´mi probeˇhla cˇa´stecˇna´ synchronizace. U kazˇde´ polozˇky seznamu je udrzˇova´no
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cˇasove´ raz´ıtko posledn´ıho proveden´ı synchronizace a typ synchronizace (aktualizace ob-
sahu adresa´rˇe, atribut˚u polozˇek nebo obsahu souboru). Dalˇs´ı synchronizace dane´ho typu je
nad polozˇkou provedena azˇ po uplynut´ı cˇasove´ho intervalu dane´ho makrem PERIOD_DELAY.
Popsany´ seznam je implementova´n tabulkou s rozpty´leny´mi polozˇkami. Mapovac´ı soubor
vzda´lene´ho uzlu je take´ stazˇen pouze v prˇ´ıpadeˇ, zˇe uplyne tento interval, v opacˇne´m prˇ´ıpadeˇ
je pouzˇita drˇ´ıve z´ıskana´ hodnota. Du˚vodem je opeˇt zvy´sˇen´ı rychlosti.
Cˇa´stecˇna´ synchronizace se smeˇrem odes´ıla´n´ı zmeˇn je uskutecˇnˇova´na prˇi modifikaci
polozˇky souborove´ho syste´mu. Pote´ co je zmeˇna souboru nebo adresa´rˇe dokoncˇena, je
spusˇteˇn program rsync, ktery´ synchronizuje polozˇku ve vyrovna´vac´ı pameˇti s vyrovna´vac´ımi
pameˇt’mi na vzda´leny´ch uzlech. U tohoto smeˇru je implementova´no i maza´n´ı. Protozˇe syn-
chronizace prob´ıha´ ihned po modifikaci, nen´ı trˇeba udrzˇovat pomocne´ seznamy smazany´ch
polozˇek popsane´ v kapitole Analy´za.
7.6 Vy´pis chybovy´ch hla´sˇen´ı
Distribuovany´ souborovy´ syste´m beˇzˇ´ı na pozad´ı jako de´mon. Nen´ı tedy vhodne´, aby chybove´
hla´sˇen´ı byly vypisova´ny na standardn´ı chybovy´ vy´stup. Mı´sto toho jsou zapisova´ny do
syste´move´ho logu. Do neˇj jsou take´ zaznamena´va´ny chybove´ hla´sˇen´ı programu rsync.
7.7 Zpracova´n´ı konfiguracˇn´ıho souboru
Pro nacˇ´ıta´n´ı konfiguracˇn´ıho souboru byla vyuzˇita knihovna libconfig [1]. Jedna´ se o jednodu-
chou knihovnu s vazbou na jazyky C a C++. Podporovany´ forma´t konfiguracˇn´ıch soubor˚u
je kompaktn´ı a cˇitelneˇjˇs´ı nezˇ cˇasto pouzˇ´ıvane´ XML. Tyto rysy jsou d˚ulezˇite´ zvla´sˇteˇ kv˚uli
tomu, zˇe konfiguracˇn´ı soubory vytva´rˇ´ı rucˇneˇ uzˇivatel.
Prˇi inicializaci globa´ln´ı promeˇnne´ dfs jsou naplneˇny polozˇky cont_sync a period_sync.
Za t´ımto u´cˇelem je vola´na funkce parse_config() z modulu config.c. Polozˇky promeˇnne´
dfs cont_sync a period_sync tvorˇ´ı pole struktur sync. Tato struktura obsahuje informace
o jedne´ d´ılcˇ´ı synchronizaci. Je definova´na v hlavicˇkove´m souboru config.h. Cont_sync
obsahuje seznam pr˚ubeˇzˇny´ch synchronizac´ı. Period_sync je asociativn´ı pole se seznamem
pravidelny´ch a manua´ln´ıch synchronizac´ı, kl´ıcˇem k dat˚um je identifika´tor definovany´ uzˇi-
vatelem v konfiguracˇn´ım souboru.
Prˇi tvorbeˇ modulu config.c byl kladen d˚uraz na snadnou rozsˇiˇritelnost o dalˇs´ı kon-
figuracˇn´ı volby. Veˇtsˇina hodnot, ktera´ je v konfiguracˇn´ım souboru reprezentova´na rˇeteˇzcem,
prˇedstavuje ve strukturˇe sync hodnotu vy´cˇtove´ho typu. Vztah mezi teˇmito r˚uzny´mi druhy
reprezentace te´zˇe hodnoty je definova´n v konstantn´ım poli config_format. Zmeˇnu forma´tu
konfiguracˇn´ı volby cˇi prˇida´n´ı nove´ lze prove´st modifikac´ı tohoto pole. Konfiguracˇn´ı volba
je da´na svy´m na´zvem, seznamem rˇeteˇzcovy´ch a vy´cˇtovy´ch hodnot, informac´ı, zda se jedna´




C´ılem pra´ce bylo navrhnout a implementovat distribuovany´ souborovy´ syste´m, ktery´ je
prima´rneˇ urcˇen pro podporu pra´ce oddeˇleny´ch skupin na spolecˇne´m projektu. Byly rozebra´ny
r˚uzne´ zp˚usoby vyuzˇit´ı distribuovane´ho souborove´ho syste´mu, pozornost byla zejme´na veˇ-
nova´na r˚uzny´m situac´ım, jezˇ mohou prˇi pra´ci nastat, a hleda´n´ı vy´chodisek z eventua´ln´ıch
pot´ızˇ´ı.
Pro osˇetrˇen´ı vsˇech stav˚u, ktere´ se mohou vyskytnou, je potrˇeba implementovat mnozˇstv´ı
mechanismu˚. V ra´mci bakala´rˇske´ pra´ce byla implementova´na pouze jednosmeˇrna´ synchro-
nizace s plny´m a cˇa´stecˇny´m rozsahem a zamyka´n´ı beˇhem synchronizace.
Prˇi nasazen´ı je nutne´ zvolit vhodnou politiku replikace dat. U´plna´ replikace nacha´z´ı
uplatneˇn´ı prˇi vysoke´m zat´ızˇen´ı a pozˇadavku na maxima´ln´ı propustnost. Cˇa´stecˇna´ replikace
s pouzˇit´ım pr˚ubeˇzˇne´ synchronizace se z´ıska´va´n´ım zmeˇn nen´ı v tomto prˇ´ıpadeˇ vhodna´, vy´kon
je snizˇova´n cˇastou kontrolou aktua´lnosti dat. U´plna´ replikace je take´ vy´hodna´, jestlizˇe
skupiny pracuj´ı prˇeva´zˇneˇ na vlastn´ıch datech a aktua´ln´ı vy´sledky pra´ce ostatn´ıch skupin
vyzˇaduj´ı pouze v pravidelny´ch cˇasovy´ch intervalech. Oproti tomu u kontinua´ln´ıho modelu
pra´ce, zvla´sˇteˇ jestlizˇe jednotlive´ skupiny pracuj´ı pouze s cˇa´st´ı dat, je vhodneˇjˇs´ı pr˚ubeˇzˇne´
z´ıska´va´n´ı zmeˇn, kdy uzly nemus´ı prova´deˇt replikaci v plne´m rozsahu. Kombinac´ı teˇchto dvou
rˇesˇen´ı je pouzˇit´ı pr˚ubeˇzˇne´ho odes´ıla´n´ı zmeˇn, kdy je dosazˇeno u´plne´ replikace s okamzˇity´m
prˇenosem zmeˇn. Vhodne´ je nasazen´ı zvla´sˇteˇ v prˇ´ıpadeˇ, zˇe odes´ılaj´ıc´ı uzly jen zrˇ´ıdka mod-
ifikuj´ı obsah distribuovane´ho souborove´ho syste´mu. Na prˇij´ımaj´ıc´ıch uzlech nen´ı sn´ızˇen
vy´kon syste´mu a za´rovenˇ jsou k dispozici aktua´ln´ı data.
Popsane´ strategie replikace byly otestova´ny na distribuovane´m souborove´m syste´mu
sesta´vaj´ıc´ım ze cˇtyrˇ uzl˚u.
V dalˇs´ım vy´voji syste´mu by meˇly by´t implementova´ny ostatn´ı navrhovane´ vlastnosti
a mechanismy. Prostor na dalˇs´ı rozvoj se otev´ıra´ u cˇa´stecˇne´ synchronizace. Efektivneˇjˇs´ım
vy´beˇrem uda´lost´ı pro spusˇteˇn´ı synchronizace by mohlo by´t dosazˇeno vysˇsˇ´ı rychlosti sou-
borove´ho syste´mu. Take´ lze nale´zt efektivneˇjˇs´ı zp˚usob reprezentace seznamu loka´lneˇ dos-
tupny´ch soubor˚u, naprˇ. za pouzˇit´ı n-a´rn´ıho stromu. Seznam loka´lneˇ dostupny´ch soubor˚u
v soucˇasnosti nen´ı odolny´ v˚ucˇi porucha´m a nen´ı implementova´na podpora pro udrzˇova´n´ı
konzistence.
Prˇi rˇesˇen´ı zadane´ho te´matu jsem se sezna´mil s problematikou distribuovane´ho ukla´da´n´ı
dat a z´ıskal jsem zkusˇenosti s vy´vojem vyuzˇ´ıvaj´ıc´ı projekty zalozˇene´ na otevrˇene´m zdro-
jove´m ko´du. Takte´zˇ jsem prohloubil sve´ znalosti o souborovy´ch syste´mech a programova´n´ı
pod operacˇn´ım syste´mem Linux.
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Program pro sv˚uj beˇh vyzˇaduje knihovny fuse, libconfig a glib.
Prˇed vlastn´ım prˇekladem je mozˇne´ direktivou LOCALSTATEDIR v souboru
Makefile zmeˇnit umı´steˇn´ı adresa´rˇe vyrovna´vac´ı pameˇti. Implicitn´ı hodnota je
/var/dfscache.
K prˇelozˇen´ı programu zadejte prˇ´ıkaz make.
A.2 Vyrovna´vac´ı pameˇt’
Prˇed spusˇteˇn´ım programu je trˇeba vytvorˇit adresa´rˇ vyrovna´vac´ı pameˇti. Implicitn´ı hod-
nota je /var/dfscache. V tomto adresa´rˇi vytvorˇte adresa´rˇe .map a .conf. Da´le vytvorˇte
adresa´rˇe, v nichzˇ bude ulozˇen obsah jednotlivy´ch modul˚u. Na´zev adresa´rˇe modulu nesmı´
zacˇ´ınat tecˇkou.
Ke kazˇde´mu modulu vytvorˇte v adresa´rˇi vyrovna´vac´ı pameˇti konfiguracˇn´ı soubor. Jme´no
konfiguracˇn´ıho souboru je modul.conf. Pro definici konfigurace viz. odd´ıl Konfiguracˇn´ı
soubor. Da´le v adresa´rˇi vyrovna´vac´ı pameˇti vytvorˇte ke kazˇde´mu modulu pojmenovanou
rouru s na´zvem modul.fifo. Jme´no modulu nesmı´ zacˇ´ınat tecˇkou.
A.3 Konfiguracˇn´ı soubor
V konfiguracˇn´ım souboru modulu jsou popsa´ny vlastnosti synchronizace. Soubor je struk-
turovany´, deˇl´ı se na odd´ıly. Kazˇdy´ odd´ıl prˇedstavuje nastaven´ı jedne´ d´ılcˇ´ı synchronizace.
Syntaxe je podobna´ jazyku C. Popis odd´ılu zacˇ´ına´ jednoznacˇny´m identifika´torem odd´ılu
(v ra´mci konfiguracˇn´ıho souboru), uvnitrˇ slozˇeny´ch za´vorek jsou popsa´ny jednotlive´ vlast-
nosti. Vlastnost je definova´na svy´m na´zvem a hodnotou zapsanou v uvozovka´ch. Jako
oddeˇlovacˇ slouzˇ´ı strˇedn´ık. Viz. na´sleduj´ıc´ı vy´cˇet vlastnost´ı a mozˇny´ch hodnot.
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id : {
type = "partial" | "full";
target = "pocˇı´tacˇ:modul" | "modul";
direction = "obtain" | "send";
[ deleting = "no" | "delete-on-other"; ]
[ time-stamps = "yes" | "no"; ]
[ symlinks = "symlink" | "target"; ]
[ sync-owner-group = "no" | "yes"; ]
[ compress = "no" | "yes"; ]
};
Nastaven´ı neˇktery´ch vlastnost´ı je nepovinne´. Podrobny´ popis vlastnost´ı vcˇetneˇ mozˇny´ch
hodnot je uveden v tabulka´ch A.1 a A.2. Nepovinne´ vlastnosti jsou v uvedene´m vy´cˇtu
uzavrˇeny v hranaty´ch za´vorka´ch (tyto za´vorky nejsou soucˇa´st´ı syntaxe). Pokud uzˇivatel
neurcˇ´ı hodnotu takove´to vlastnosti, je pouzˇita implicitn´ı hodnota. Implicitn´ı hodnoty jsou
uvedene´m seznam vyznacˇeny tucˇneˇ.
type Typ synchronizace
partial Pr˚ubeˇzˇna´ synchronizace s cˇa´stecˇny´m rozsahem.
full Synchronizace s plny´m rozsahem.
target Modul, se ktery´m bude provedena synchronizace
Modul se mu˚zˇe nacha´zet na vzda´lene´m uzlu, v tom prˇ´ıpadeˇ je urcˇen
dvojic´ı pocˇ´ıtacˇ a modul, oddeˇleny´ch dvojtecˇkou, nebo mu˚zˇe take´ by´t
ulozˇen na mı´stn´ım uzlu. Pak stacˇ´ı zadat jen na´zev modulu.
direction Smeˇr synchronizace
obtain Smeˇr pro z´ıska´va´n´ı zmeˇn.
send Smeˇr pro odes´ıla´n´ı zmeˇn.
Tabulka A.1: Popis povinny´ch konfiguracˇn´ıch voleb
A.4 Mapovac´ı soubor
Mapova´n´ı modul˚u na adresa´rˇ ve vyrovna´vac´ı pameˇti se mus´ı nacha´zet v souboru
/etc/dfsmap. Kazˇdy´ rˇa´dek souboru obsahuje mezerou rozdeˇlenou dvojici na´zev modulu
a cesta k adresa´rˇi modulu.
A.5 Prˇ´ıstupova´ pra´va
Uzˇivatel, pod n´ımzˇ je spusˇteˇn proces distribuovane´ho souborove´ho syste´mu, mus´ı mı´t pov-
olen prˇ´ıstup k soubor˚um a adresa´rˇ˚um popsany´m v tabulce A.3.
Aby mohli k prˇipojene´mu souborove´mu syste´mu prˇistupovat ostatn´ı uzˇivatele´ vcˇetneˇ
superuzˇivatele, mus´ı by´t program spusˇten s parametry -o allow_other. Jestlizˇe proces
nebeˇzˇ´ı pod superuzˇivatelem, bude mozˇne´ tuto volbu pouzˇ´ıt pouze v prˇ´ıpadeˇ, zˇe konfiguracˇn´ı
soubor /etc/fuse.conf obsahuje volbu user_allow_other.
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deleting Chova´n´ı synchronizace prˇi odstranˇova´n´ı polozˇek
no Prˇi synchronizaci nebudou maza´ny polozˇky, ktere´ se nenacha´z´ı na
zdrojove´m uzlu.
delete-on-other Prˇi synchronizaci budou na c´ılove´m uzlu smaza´ny polozˇky, ktere´
neexistuj´ı na zdrojove´m uzlu (hodnotu je mozˇne´ pouzˇ´ıt pouze
u pr˚ubeˇzˇne´ synchronizace se smeˇrem pro odes´ıla´n´ı zmeˇn).
time-stamps Pouzˇit´ı cˇasovy´ch raz´ıtek posledn´ı modifikace
yes Prˇi synchronizaci jsou uvazˇova´ny cˇasove´ raz´ıtka.
no Nejsou bra´ny v potaz cˇasove´ raz´ıtka.
symlinks Zp˚usob synchronizace symbolicky´ch link˚u
symlink Prˇi synchronizaci jsou prˇena´sˇeny symbolicke´ linky.
target Prˇena´sˇen c´ıl symbolicke´ho linku, na c´ılove´m uzlu je ulozˇen pod
na´zvem symbolicke´ho linku.
sync-owner-group Synchronizace vlastn´ıka a skupiny vlastn´ıka polozˇek
no Polozˇky, ktere´ jsou prˇi synchronizaci modifikova´ny nebo
vytvorˇeny, maj´ı nastaveny vlastn´ıka a skupinu vlastn´ıka po-
dle uzˇivatele, pod ktery´m je spusˇteˇn proces distribuovane´ho
souborove´ho syste´mu.
yes U noveˇ vytvorˇeny´ch a modifikovany´ch polozˇek jsou vlastn´ık a
skupina vlastn´ıka nastaveny na stejnou hodnotu jako u zdrojove´ho
modulu.
compress Komprimace prˇi prˇenosu
no Data prˇena´sˇena´ mezi mı´stn´ım a vzda´leny´m modulem nebudou
komprimova´na.
yes Prˇena´sˇena´ data budou komprimova´na.
Tabulka A.2: Popis nepovinny´ch konfiguracˇn´ıch voleb
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specia´ln´ı soubor zarˇ´ızen´ı /dev/fuse cˇten´ı a za´pis (rw)
soubor /etc/dfsmap cˇten´ı (r)
adresa´rˇ vyrovna´vac´ı pameˇti plny´ prˇ´ıstup (rwx)
podadresa´rˇe .map a .conf ve vyrovna´vac´ı pameˇti plny´ prˇ´ıstup (rwx)
adresa´rˇ modulu plny´ prˇ´ıstup (rwx)
pojmenovana´ roura pro rˇ´ızen´ı prˇipojene´ho modulu cˇten´ı a za´pis (rw)
konfiguracˇn´ı soubor modulu cˇten´ı (r)
adresa´rˇ pro prˇipojen´ı souborove´ho syste´mu cˇten´ı a za´pis(rw)
Tabulka A.3: Prˇ´ıstupova´ pra´va
A.6 Spusˇteˇn´ı a ukoncˇen´ı
Distribuovany´ souborovy´ syste´m pro svou cˇinnost vyzˇaduje programy rsync, fusermount,
ssh a beˇzˇ´ıc´ı ssh de´mon. V ja´drˇe operacˇn´ıho syste´mu mus´ı by´t zaveden modul fuse a soucˇa´st´ı
promeˇnne´ prostrˇed´ı PATH mus´ı by´t cesta k programu dfslock. Program spust´ıte prˇ´ıkazem
dfs jme´no_modulu adresa´rˇ_pro_prˇipojenı´
Lze take´ zadat parametry FUSE uprˇesnˇuj´ıc´ı chova´n´ı prˇipojene´ho souborove´ho syste´mu.
Prˇehled voleb je dostupny´ v dokumentaci FUSE [9].
dfs jme´no_modulu adresa´rˇ_pro_prˇipojenı´ -o fuse_parametry
Odpojen´ı modulu ze souborove´ho syste´mu a ukoncˇen´ı programu provedete prˇ´ıkazem
umount adresa´rˇ_s_prˇipojeny´m_modulem
nebo v prˇ´ıpadeˇ neprivilegovane´ho uzˇivatele
fusermount -u adresa´rˇ_s_prˇipojeny´m_modulem
A.7 Synchronizace
Pro proveden´ı d´ılcˇ´ı synchronizace zapiˇste do pojmenovane´ roury prˇ´ıslusˇej´ıc´ı modulu prˇ´ıkaz
sync identifika´tor_dı´lcˇı´_synchronizace. Identifika´tor d´ılcˇ´ı synchronizace je shodny´
s na´zvem odd´ılu popisuj´ıc´ıho danou d´ılcˇ´ı synchronizaci v konfiguracˇn´ım souboru. Prˇ´ıkaz
mus´ı by´t ukoncˇen prˇechodem na novy´ rˇa´dek. Pravidelne´ spousˇteˇn´ı synchronizace nastavte
na´strojem cron. Akce, kterou cron provede, bude za´pis prˇ´ıkazu sync do pojmenovane´ roury.
Naprˇ´ıklad
* * * * * echo "sync id" > /cesta_k_vyrovna´vacı´_pameˇti/modul.fifo
vykona´ kazˇdou minutu d´ılcˇ´ı synchronizaci s identifika´torem id modulu modul.
A.8 Chybova´ hla´sˇen´ı
Chybova´ hla´sˇen´ı prˇi prˇipojova´n´ı modulu do souborove´ho syste´mu jsou vypisova´na na stan-




Program za´lohuje mapovac´ı soubory vzda´leny´ch uzl˚u a konfiguracˇn´ı soubory vzda´leny´ch
modul˚u, se ktery´mi prova´d´ı synchronizaci. Za´lohy jsou ukla´da´ny do podadresa´rˇ˚u .map resp.
.conf v adresa´rˇi vyrovna´vac´ı pameˇti.
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