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第１章 序論 
                                         
 
LSI（Large Scale Integrated Circuit：大規模集積回路）は、IC（Integrated Circuit：
集積回路）のうち、その素子の集積度が 1000 個～10 万個程度のものである。デジタル/ア
ナログ信号技術の要としてパソコン・OA機器・ゲーム機器などの情報処理機器から、電子
レンジ・洗濯機などの白物家電まで我々の生活に欠かせないものとなっている。また携帯
電話をはじめとするモバイル情報端末の登場により、高性能化と高密度化が強く求められ
てきた。 
これに伴いLSIのトランジスタの微細化技術は急激な躍進を遂げてきた。しかし一方で、
LSIの発熱やバッテリーの長寿命化などの観点から、LSIの低消費電力化が大きな課題とな
ってきた。特にトランジスタの微細化が進むことにより、回路が動作している時だけでな
く待機時の消費電力の削減が低消費電力 LSIの大きな課題となっている。 
リーク電力削減の技術としてマルチ閾値電圧（Dual-Vth）[1,2]、逆バイアス基板印可
（RBB）[3,4]、パワーゲーティング（PG）[5,6,7]などが提案されている。Dual-Vth は回
路の動作速度に影響のない経路のトランジスタに対して高閾値のトランジスタを用いるこ
とでリーク電力を削減する技術である。動作速度に影響のある経路（クリティカルパス）
のトランジスタには低閾値のトランジスタを用いるため、LSIの動作速度に影響が少ない特
徴がある。しかし、トランジスタの実行的な閾値電圧を自由に変更できない場合、回路ご
との最適化設計が困難である。また、クリティカルパスのトランジスタのリーク電力は削
減できない問題がある。さらに、製造時のマスク枚数の増大、プロセスステップの増加を
伴うため製造コストが増大してしまう。RBB は基板バイアス効果により、基板に印可する
電圧を変更することによって製造後のトランジスタの閾値を上げ、リーク電流を削減する
技術である。Dual-Vthと比べ、回路が待機状態の時に回路全体のトランジスタの閾値を上
げることができるため、より効果的なリーク削減が期待できる。しかし、基板の電圧を制
御する必要があるため、電圧生成回路や制御回路などが必要になる。また、基板の電圧の
充放電を繰り返す必要があるため、細かい粒度で制御する場合、エネルギーオーバーヘッ
ドが問題になる恐れがある。一方、PG技術は論理回路と電源（または、グランド線）の間
に高閾値のトランジスタを挿入することで、回路が待機時の時にリーク電流を遮断する技
術である。回路が使用されていない時に効率よくリーク電力を削減できる技術として知ら
れており、市販の CPUなどにもすでに PG技術が適用されている[8,9]。さらに、より細か
い粒度ごとに区切り PG を適用することでリーク電力を削減することが期待できる。また、
PG の対象となる回路内に、フリップフロップ（FF）などの記憶回路が存在する場合、PG
実行時に回路の内の記憶データが破壊されてしまう。しかし、不揮発性素子を用いること
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で、記憶回路のデータを保持したまま PGが実行できる不揮発性 PGが実現できる。これに
より、今まで PGが行えていなかった回路にも PGを適用することができるようになり、さ
らなる低消費電力 LSIの設計に繋がると期待されている。 
以上を踏まえて本研究では LSI の消費電力のうちリーク電力に着目し、リーク削減に向
けた PG技術を研究テーマに上げ、より低消費電力を実現した LSI設計手法の検討を行う。
さらに、本研究で示した新しい回路を用いることで消費エネルギーの削減効果を求めると
ともに、考察を行う。 
本論文の構成は以下のとおりである。 
第 2 章では本研究の研究背景について述べ、LSI の消費電力のうちリーク電力の削減が
低消費電力化設計において重要な要因となることを示す。また、リーク電力を効果的に削
減する方法として提案されている技術について説明し、それぞれの特徴と問題点を示す。 
第 3 章では、第 2 章で述べた研究背景をもとに、著者が解くべき研究課題について述べ
る。 
第 4章では従来手法として提案されている細粒度 PGについて述べ、従来の PG制御手法
の問題点を示す。また、より効果的な細粒度 PGの制御手法として著者が考案した新しい手
法を提案し、その効果について評価を行う。さらに、従来手法と提案手法の性能を比較し
た結果をもとに、最も効果的にリーク電力を削減できる PG制御の方法について考察を行う。 
第 5 章では不揮発性 PG を実現するために、提案されている従来手法について述べる。
さらに、従来技術の問題点を指摘し、新しい不揮発性 PGの回路を提案し、従来手法との比
較評価を行う。また、提案手法を LSI 規模に適用した際の効果や課題について考察を述べ
る。 
第 6 章では第 4 章、第 5 章で示した結果をもとに、細粒度 PGと不揮発性 PG を LSI に
適用することについての考察を述べる。 
第 7章で結論を述べ、第 8章にて今後の課題について述べる。 
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第２章 研究背景 
                                          
 
本章では本研究で扱う CMOS回路の消費電力の定義について述べる。さらに、トランジ
スタの微細化の動向について示し、低消費電力化を目指すうえでリーク電力が問題となっ
てきていることを示す。それら踏まえた上で、これまでに報告されているリーク電力削減
技術について述べる。 
 
2.1. 消費電力 
 
CMOS 回路の消費電力には平均電力とピーク電力の 2 つがある。ピーク電力は設計上想
定される最大消費電力である。また平均電力はバッテリー寿命や発熱に関係しており、以
下のように表される。 
 
Ptotal = Pdynamic + Pshort−circuit + Pleakage (式 2.1) 
 
2.1.1  ダイナミック電力（Pdynamic） 
  
ダイナミック電力とは、CMOS 回路の値が変化する際に、回路の充放電によって消費され
る電力のことである。ダイナミック電力の式は以下のようになる。 
 
Pdynamic = CVDD
2fα    (式 2.2) 
 
 
 
 
 
  
C   ： 負荷容量 
VDD  ：電源電圧 
f  ：動作周波数 
α   ：スイッチング確率 
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2.1.2  ショートサーキット電力（Pshort-circuit） 
 
 CMOS回路がスイッチングする際に、pMOSと nMOSの両方がオン状態となる時間が一
瞬存在する。このとき、電源電圧からグランドに直接電流が流れてしまう電流を貫通電流
と呼ぶ。この貫通電流によって消費される電力をショートサーキット電力と呼ぶ。 
 
 
Pshort−circuit = IsΔtsVDDfα  (式 2.3) 
 
Is :貫通電流 
∆ts :スイッチング時間 
VDD :電源電圧 
f  :動作周波数 
 α  :スイッチング確率 
  
2.1.3  リーク電力（Pleakage） 
 
 回路が動作していないとき（待機状態）でも流れてしまう漏れ電流をリーク電流と呼ぶ。
これによって消費される電力がリーク電力である。リーク電流は以下のように 4 つに分類
することができる（図 2.1.1）。[10,11,15] 
 
 
 
図 2.1.1 リーク電流の主成分 
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(a) ゲートリーク電流（Igate） 
 
ゲート絶縁膜を介してゲートとチャネル間に流れる電流のことで、式 1.4の関係を持つ。 
 
Igate ∝ exp⁡(−
Tox
VDD
)    (式 2.4) 
 
 
 
ゲートリーク電流はゲート絶縁膜 TOX が薄くなるにつれて指数関数的に増大する。LSI
の製造プロセスが微細化するにつれ、ゲート絶縁膜は薄くなっている。 
 
(b) サブスレッショルドリーク電流（Isub） 
 
トランジスタがオフ状態の時にドレイン・ソース間に流れる電流である。この電流はト
ランジスタのしきい値の低下と温度上昇により指数関数的に増大する。 
 
 
Isub ∝ W× exp (−
Vth
n×UT
)     (式 1.5) 
 
 
 
 
 
 
(c) ジャンクションリーク電流（Ijunc） 
 
トランジスタのドレインやソースの pn接合部に流れる電流である。接合部に逆方向の電
圧がかかると空乏層領域が形成されリーク電流が流れる。ジャンクションリーク電流は pn
VDD ：電源電圧
Tox:ゲート絶縁膜厚 
 
 
 
 
W ：トランジスタ幅 
Vth ：トランジスタしきい値 
n    ：サブスレッショルド係数 
UT ：熱電圧係数 
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接合の面積に比例して増加するが、微細化の進んだトランジスタでは、ゲートリーク電流
やサブスレッショルドリーク電流に比べるとその電流量は大きくない。 
 
(d) GIDL(Gate Induced Drain Leakage)電流（IGIDL） 
 
ゲート電極下のドレイン端に高い電界がかかった際に、ドレインから基板へ流れる電流
である。GIDL電流の量はトランジスタの酸化膜の薄膜化と電源電圧の上昇に依存する。 
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2.2. トランジスタの微細化の傾向 
 
近年、大規模集積回路である LSI の発展のスピードは目覚ましいものがある。今や LSI
は、テレビや冷蔵庫、パソコンや洗濯機など、ありとあらゆる家電製品に搭載され人々の
生活と密接に関わっており、これなしでは今日の社会はありえないだろう。また、携帯電
話やポータブル音楽プレーヤー、タブレット PC などの携帯機器の普及により LSI の小型
化、大容量化、高機能化の需要が高まり、現在進行形で日進月歩の進化を続けている。そ
の進歩を支えているのは LSI の製造プロセスの微細化技術であり、高性能化、高密度化を
可能にしている。 
 LSIは MOS(Metal Oxide Semiconductor)トランジスタと呼ばれる微細なスイッチとそ
れらを接続する金属配線によって構成されている。LSIに搭載されているトランジスタ素子
の数は性能向上とともに今日まで増加し続けており、その速度は米 Intel社の共同創設者で
ある Gordon Moore氏が 1965年に提唱した「ムーアの法則」[12]を指標としている。これ
は「半導体に集積されるトランジスタの数は 18カ月ごとに倍増する」というもので、これ
によると LSIの集積度は指数関数的に増加する。1975年には LSIの複雑化を考慮してその
倍増ペースを 24ヶ月ごとに修正しているが、現在もこの法則に則した形で性能向上が図ら
れている(図 2.2.1)。 
 
 
図 2.2.1 ムーアの法則と Intel社製造マイクロプロセッサ[12] 
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2.3.  LSIの低消費電力化が求められる理由 
 
 製造プロセスの微細化とともに LSI は高密度化と高性能化を実現し、大きな発展を遂げ
てきた。一方で、最近ではプロセスの微細化に伴う消費電力の増大が大きな問題として取
り上げられている。消費電力として発散される熱エネルギーは LSI 自身の動作速度を低下
させ、高温状態が続くことで物理的なダメージを与える。 
そこで近年の非常に発熱量の高い LSI では、熱を効率的に排出する必要が生じている。
最も一般的な方法は、パッケージの素材に放熱効果の高いセラミックを用いることである。
セラミックパッケージのみで十分な放熱が行えない場合は、放熱ヒートシンクや冷却ファ
ンなどの効果の高い冷却装置を併用することで対応を行う。しかしこれらの冷却装置は大
型な物が多く、ノートパソコンや省スペースパソコンに使用する場合には困難となる場合
があり、駆動部の増加によってシステム全体の信頼性も低下する。 
LSIの発熱量は消費電力と動作速度に依存する。急速に性能を上げる近年のままのペース
で CPUの動作速度を向上させていくと、近いうちに発熱量が冷却装置の限界を追い越して
しまうため、性能向上が頭打ちとなってしまうことが予想されている。 
また、ここ数年で爆発的に増加したモバイル機器やセンサ回路においては、バッテリー
の長寿命化や低電力化が大きな課題となっている。デジタルカメラや携帯電話、スマート
フォンやタブレット PCといった機器は、従来では考えられなかったような高度な機能を実
現している。LSIを高速で動作させるためには多くの電力を使わなくてはならず、内蔵され
ている全ての LSI の消費電力はバッテリーの寿命に直結する。現在のバッテリーの大きさ
を維持しつつ、寿命をのばすためには製造技術の革新が必要であるが、それには開発期間
とコストの増大が発生することはもはや避けられない。また、環境発電などで電源をまか
なう従来の電源電圧よりもより低い条件で安定した動作が求められるセンサ回路の需要が
高まっている。以上の理由から、LSIの低消費電力が求められ喫緊の課題となっている。 
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2.4. リーク電力の問題 
一方で、LSIの消費電力の成分を見てみると、トランジスタの微細化に伴いリーク電力が
大きな課題となってきている。図 2.4.1は製造プロセスの微細化に伴うダイナミック電力と
リーク電力の推移を示したものである[13]。プロセスの微細化に伴い、ダイナミック電力だ
けでなく、リーク電力が消費電力の大きな要素となった。その結果、図 2.4.2で示すように、
低消費電力化設計のためには、LSIが待機状態である時だけでなく、動作状態でもリーク電
力が非常に大きな問題となってきている。そのため、LSIが動作している時、待機している
時で、リーク電力を削減することにより、さらなる低消費電力化設計の実現が期待される。 
 
 
図 2.4.1 製造プロセスの微細化に伴う消費電力成分の推移[13] 
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図 2.4.2 ダイナミック・リーク電力 
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2.5. リーク電力削減技術 
2.5.1  マルチ閾値電圧（Dual-Vth）技術 
 
 Dual-Vth技術は 2種類のしきい値電圧を用いることで、高速動作かつリーク電力の削減
を実現する技術である[14,16]。まず論理回路の内、動作速度に影響のある経路（クリティ
カルパス）のセルにしきい値電圧が低く設定されている低しきい値のセルを用いる（図
2.5.1）。これにより論理回路は高速動作が可能である。一方で、動作速度に影響のないセル
にはしきい値を高く設定した高しきい値のセルを用いることで、動作速度に影響を与えず
にリーク電力を削減することが可能である。動作速度の維持とリーク電力の削減の両立が
比較的容易であるという特徴がある。しかし、回路設計の段階で低しきい値セルと高しき
い値セルの動作速度とリーク電力の正確なライブラリ情報が必要である。そのため、動作
速度とリーク電力の最適化のために、回路設計ごとに低しきい値と高しきい値の電圧をカ
スタマイズすることが困難である。また、クリティカルパスは必ず低しきい値セルを用い
るため、リークを削減できないセルがどうしても存在してしまう。 
 
図 2.5.1 Dual-Vth 
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2.5.2 基板バイアス技術 
 
 基板バイアス制御技術は、トランジスタの基板電圧を変化させ、基板バイアス効果を発
生させることにより、リーク電流を動的に変化させる技術である。図 2.5.2 に示すように、
nMOSの基板電圧 Vbには、通常ソース側の電圧 Vsと同様に 0V(pMOSの場合は電源電圧)
が与えられている。この際、Vsと Vbとの間で Vs > Vb(pMOSでは Vs < Vb)となるような
電界が生じると、トランジスタのしきい値電圧が高くなり、リーク電流が低減される。こ
のように、トランジスタの電流が流れにくいように基板に電圧を印加することを逆バイア
ス基板印加(RBB: Reverse Body Bias)と呼ぶ。また、Vs < Vb(pMOSは Vs > Vb)になるよ
うに電圧を印加する順バイアス基板印加(FBB: Forward Body Bias)を行うことにより、し
きい値電圧を低下させ、リーク電流を増加させることもできる(図 2.5.3)[19]。これにより、
回路の待機時に RBB を行うことでリーク電流を削減し、回路の動作時には FBB を行うこ
とで高速動作を可能にする[4]。 
 しかし、近年の LSI の回路設計ではトランジスタの高密度化を実現するため、セルごと
といった細かい粒度で基板電圧を印可するWellを分離することは非常に困難であり、また
実現するためには面積の大幅な増大が必要になってしまう。また基板バイアス制御を行う
ためには、論理回路の電源電圧とは別の電源線が必要になり、またその電源線による基板
電圧の動的な電圧制御が求められる。このとき、電圧制御による基板電圧の充放電により、
消費エネルギーが生じてしまう。そのため、基板バイアス技術をより細かい粒度や短い頻
度で適用すると、基板バイアス制御に伴うエネルギーオーバーヘッドが大きな問題となっ
てしまう。 
 
 
図 2.5.2 基板バイアス制御（nMOS） 
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図 2.5.3 基板バイアス制御によるリーク電流および閾値電圧の変化 
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2.5.3  パワーゲーティング（PG）技術 
 
PG技術は、パワースイッチ(PS)と呼ばれるリーク電流遮断用のトランジスタを論理回路
と電源（もしくはグランド線）の間に挿入することにより、回路が使用されていない期間
のリーク電流を削減する技術である[6,17,58]。pMOSトランジスタを電源線と仮想電源線
の間に挿入するヘッダ型 PG（HDPG）と、グランド線と仮想グランド線の間に挿入するフ
ッタ型 PG（FTPG）がある(図 2.4.4)[18]。HDPGでは PG適用回路が待機状態のとき、イ
ネーブル信号（EN）を‘0’にすることで PSはオフし、リーク電流を遮断する。一方、動
作状態のときには、ENを‘1’にし PSはオンにすることで、PG適用回路は通常動作を行
うことができる。FTPGでは ENを‘0’にすることで PSをオフすることができる。また
ENを‘1’にすることで、PG適用回路は通常動作が可能となる。PG技術は市販の CPU
などにも適用されてきている。さらに、より細かい粒度で PGを実行する細粒度
PG[21,22,23]や、不揮発性の素子を用いることで回路の状態を保持したまま PGが可能にな
る不揮発性 PG[24,25]などが提案されてきている。 
 
 
 (a)HDPG                           (b)FTPG 
図 2.5.4 PG技術 
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(a) 細粒度 PG 
 
PGは時間的・空間的観点から粗粒度と細粒度に分類することができる（図 2.5.5）。コア
レベルやアプリケーションレベルの PGでは、適用領域が広範囲に及ぶ（空間的粗粒度）こ
とや、シャットダウンの機会が OSやユーザーが実行するソフトウェアに依存する（時間的
粗粒度）といった特徴を持つ。近年、SoCのマイクロプロセッサやマルチコアの CPUが当
たり前となってきており[26]、図 2.5.6に示すように、使用していないコアレベルの回路に
対し PGを行うことで低消費電力を実現した CPUが実用化され始めている[27,28]。 
これに対し、命令レベル、セルレベルの PGでは、粒度の細かい領域（空間的細粒度）に
PGを適用した手法であり、粗粒度 PGと比べてより頻繁にシャットダウンを行うことがで
きる（時間的細粒度）。粗粒度 PG では実行できない細かい時間で細粒度 PG は PS をオフ
にすることができるため、さらなるリーク電力の削減が実現できる。しかし、粗粒度 PGに
比べて、PS をオフにしている時間が短いため、PS のオン・オフに伴う電力オーバーヘッ
ドが問題となる（図 2.5.7）[29]。 
 
 
図 2.5.5 PGにおける時間的・空間的粒度 
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図 2.5.6 粗粒度 PGの実例 
 
 
 
図 2.5.7 PGにおける消費電力の推移 
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(b) 不揮発性 PG 
 
PGの対象となる回路内に、フリップフロップ（FF）やラッチ等の記憶回路が含まれて
いる場合、PGを行うと記憶回路に保持されていたデータが破壊されてしまう。そのため今
までは、PGから復帰後にリセットを行い、また初期状態から動作をスタートさせる方法や
PG前に FF中の記憶データを PG対象外の SRAM等のメモリへ退避させ、復帰後に FFに
データを戻すという方式が取られていた[30]。 
しかし、近年、磁性体を用いた電子回路であるスピントロニクスが提案され始めた
[31,32,33]。抵抗変化型メモリ（ReRAM）や、強誘電体メモリ（FeRAM）、STT-MRAMが
提案され、不揮発性 PGが可能になった。特に磁気トンネル接合（MTJ：Magnetic Tunnel 
Junction）を使用する STT-MRAMは、書き込みに必要な電圧が低く、また繰り返しの書
き込みに対する耐性が高いという特徴がある。MTJを用いた不揮発性 PGが提案されてき
ている。[34,35,36] 
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2.6. 研究課題の定義 
 上記までに、研究背景について述べ、低消費電力の LSI を設計する上で、リーク電力の
削減が非常に重要な要因となっていることを示した。また、効果的なリーク電力の削減が
期待できる技術として、細粒度 PGと不揮発性 PGについて説明した。 
 しかし、細粒度 PGと不揮発性 PGには、以下のような課題が存在する。 
 
 細粒度 PG 
 細粒度 PG では、PS のオン・オフが頻繁に切り替わるため、PG のオーバーヘッドが問
題となっている[29]。そのため、効果的な PGを制御するためのスリープ制御手法が提案さ
れている[21]。しかし、それらのスリープ制御手法を回路で実現した際の、制御回路に必要
なエネルギーのオーバーヘッドについては考慮されてこなかった。スリープ制御手法によ
っては、制御回路のエネルギーオーバーヘッドによって、細粒度 PGのリーク削減効果が大
きく変わってきてしまう可能性がある。そのため、スリープ制御回路のエネルギーオーバ
ーヘッドを小さくし、効果的な細粒度 PGを行うスリープ制御手法を求める必要がある。 
 
 不揮発性 PG 
 不揮発性 PGを実現にするために、一般に記憶回路として使用されるフリップフロップ回
路である D-FFを不揮発化した回路が提案されている[52]。この不揮発性フリップフロップ
（NVFF）により、従来の回路設計を大きく変える必要が無いまま不揮発性 PGを実現する
ことができる。しかし、この NVFF はシミュレーションのみで評価を行われており、シリ
コン上での測定はまだ行われていない。しかし、シリコン上で実装し、測定を行わなけれ
ば、プロセスのばらつきや回路面積のオーバーヘッドの影響などを正しく評価することが
できない。これらの影響は、NVFF が安定して動作するかどうかのロバスト性に大きくか
かわる。そのため、NVFF をシリコン上で評価し、NVFF のロバスト性を評価する必要が
ある。また、通常フリップフロップ回路には、誤り検出訂正機能（ECC：Error Check and 
Correction）が付いていない。そのため、NVFFのロバスト性が低い場合には、原因を究明
し、ロバスト性を高める必要がある。 
 
 以上の研究課題を解くべく、第 4章では細粒度 PGの研究について述べ、第 5章では不
揮発性 PGについて述べる。 
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第３章 細粒度PGにおけるスリープ制御手法 
                                                                                   
 
 本章では、マイクロプロセッサの低消費電力設計として、細粒度 PGを用いた設計手法に
関する研究成果について述べる。まず、細粒度 PGを適用したマイクロプロセッサとして著
者らが設計し実装した Geyser-3について説明し、細粒度 PGが従来の PGに比べよりリー
ク電力を削減可能なことを示す。次に、細粒度 PG を制御し、パワースイッチ（PS）のオ
ン・オフを行う際に、より効果的なリーク削減効果を得るためのスリープ制御手法が提案
されている[21]。これら従来手法を説明するとともに、その問題点について議論する。さら
に、この問題点を解決するために、新しいスリープ制御手法を提案する。細粒度 PGにおけ
る各スリープ制御手法のエネルギー削減効果について、モデル式を立てた上で定量的に論
ずる。以上を踏まえた上で、Geyser-3 上での各スリープ制御手法の消費エネルギーを評価
し、著者が提案したスリープ制御手法の有効性を示す。さらに、回路環境およびトランジ
スタのばらつきによる影響についても議論する。 
 
3.1 Geyser-3 
 
 Geyser-3は著者らが 65nmプロセスを用いて設計したMIPS R3000のアーキテクチャを
持つ 32bitのマイクロプロセッサである[37]。さらに、演算器として細粒度 PGを適用した
ALU、シフト回路（SHIFT）、乗算器回路（MULT）、除算器回路（DIV）の 4 つの回路を
持つ。4つの演算器はすべて組み合わせ回路のみで実現されているため、PGが可能である。
また、動作周波数は 200MHz を想定して設計した。各演算器には PG を実装するために、
細粒度 PGおよびグランドバンスの低減技術の適用を行っている。以下にて、本チップで行
った PG技術の説明を行う。 
 
3.1.1 細粒度 PGの設計と実装 
 
図 4.1.1には細粒度 PGの適用領域および PGの制御方法について示す。Geyser-3のアー
キテクチャではシングルパイプラインを採用しており、命令フェッチ（IF）、命令デコード
（ID）、実行（EX）、メモリアクセス（MEM）、レジスタ書き込み（WB）の 5 つのステー
ジで構成されている。さらに、4 つの演算器それぞれに PG が適用されており、PS のイネ
ーブル信号（EN）も独立で制御されている。これにより、使用される演算器を IF ステー
ジで先読みすることにより、EXステージの時に使用される演算器以外の 3つの演算器を演
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算器選択回路によって PGすることが可能である。そのため、マイクロプロセッサ全体が動
作している間も、ランタイムパワーゲーティングにより無駄なリークエネルギーを削減す
ることができる[23]。これにより、図 4.1.2 に示すように、粗粒度 PGに比べ細粒度 PGで
はより頻繁に PGを行うことができ、さらなるリーク電力の削減が期待できる。しかし、粗
粒度 PGでは PGの制御がマイクロ秒からミリ秒オーダで求められるのに対し、細粒度 PG
はナノ秒オーダでの PGの制御が必要となってくる。そのため、PSのオン・オフが頻繁に
切り変わることにより、図 2.3.6で示したように削減可能な消費エネルギーに対し、エネル
ギーオーバーヘッドの影響が顕著になってくる。もしスリープ制御時間が短く、回路のリ
ークエネルギーの削減効果よりも PG のオーバーヘッドによるエネルギーが大きくなった
場合、回路の消費エネルギーは増加してしまう[37]。この際、PGによるリークエネルギー
削減効果が PGのエネルギーオーバーヘッドを上回るスリープ時間を損益分岐時間（BET：
Break Even Time）と呼ぶ。細粒度 PGではこの BETを考慮したスリープ制御手法が求め
られてくる。Geyser-3ではWhenever Idle Put to Sleep （WIPS）方式と呼ばれるスリー
プ制御手法を採用している。細粒度 PGのスリープ制御手法については 4.2節にて詳しく説
明する。 
 
 
 
図 4.3.1.1 細粒度 PGにおけるアーキテクチャ制御 
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図 4.3.1.2 PG適用粒度による PG制御タイミング 
 
 さらに、実チップによる測定評価を行うため、Geyser-3 のレイアウト設計を行った。図
4.1.3 は Geyser-3 全体のレイアウト図である。チップの左半分がマイクロプロセッサのコ
ア部分となっており、左下に 4 つの演算器が配置されている。また、図 4.1.4 は Geyser-3
に搭載するために、著者がレイアウト設計を行った演算器のレイアウト図である。組み合
わせ回路のみで設計されている各演算器回路部は回路全体の中心部に配置されており、左
右に PS が挿入されている。PS には nMOS を用いたフッタ型 PG（FTPG）を採用してい
る。これにより、各演算器回路部は PG実行中、チップ内のグランド線から分離されリーク
電流を遮断することができる。PG さらにその外周には、PS を駆動するための PS ドライ
バセル（PSD）およびアイソレーションセルが配置されている。また、表 4.1.1は各演算器
の面積を示す。 
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図 4.3.1.3 Geyser-3のレイアウト図 
 
 
表 4.3.1.1 演算器マクロの面積 
 ALU SHIFT MULT DIV 
面積（µm2） 14722 11875 35872 128737 
 
 
  
MULT 
DIV 
ALU
U 
SHIFT 
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(a) ALU                                
 
 
(b) シフト回路 
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(c) 乗算器回路            
 
  (d) 除算器回路 
図 4.3.1.4 Geyser-3における各演算器のレイアウト図 
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3.1.2 グランドバンス低減技術 
  
PG では PS をオフの状態からオンへ戻す際、すべての PS セルを同時にオンにしてしま
うと、PG 回路内に溜まった電荷により、PS を通ってグランド線へ大量の電流が流れてし
まう。しかし、チップ内のグランド線からチップ外のグランド線までにはパッケージのボ
ンディングワイヤのインダクタ成分が存在するため、この急激な電流の流れにより、チッ
プ内のグランド線の電圧が変化する現象が生じてしまう（グランドバンス）[38]。このグラ
ンドバンスによりグランド線の電圧が上昇してしまうと、PSをオンにした後の回路動作に
不具合が生じてしまう恐れがある。そのため、PSD のセルのツリー構造を用いて、細かく
分割した PS の個々のオンタイミングをずらすことでグランドバンスの電圧上昇を抑える
必要がある。しかし、この PSDの最適解を求めることは困難になる。そこで本チップでは、
遺伝的アルゴリズムを用いてもっともグランドバンスを抑えることのできる PSDのツリー
構造を求め、レイアウトによる実装を行っている[39]。 
 
3.2 スリープ制御手法 
 
4.1.節で述べたように、細粒度 PGは頻繁に PSのオン・オフを繰り返すため、PSをオフ
している時間（スリープ時間）が短い場合、PGのエネルギーオーバーヘッドにより演算器
の消費エネルギーは増加してしまう恐れがある。そのため、スリープ時間が BETよりも短
い（ショートスリープ）のかスリープ時間が BETよりも長い（ロングスリープ）のかを考
慮したスリープ制御手法が必要となってくる。以下に、従来手法として提案されているス
リープ制御手法について述べる。 
 
3.2.1 Whenever Idle Put to Sleep(WIPS)方式 
 
WIPS方式は PG適用回路が待機状態になり、PG が可能になると同時に PS をオフする
方式である[22]。他のスリープ制御手法に比べ複雑な制御の必要がないため、数個～数十個
の論理ゲートで実現できる。そのため、スリープ制御回路の面積および消費エネルギーの
オーバーヘッドが非常に少ない特徴がある。しかし、BETを全く考慮していないため、PS
のオン・オフが頻繁に切り替わる回路では、ショートスリープが頻繁に発生してしまい消
費エネルギーが増大するという問題がある。 
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3.2.2 Time-Based(TB)方式 
 
 TB 方式は、PG 適用回路が待機状態になると、スリープ制御回路内のカウンタ回路がカ
ウントを開始し、カウント数が BETを上回ると同時に PSの ENをオフにする方式である
[21]。図 4.2.1 に TB 方式によるスリープ制御の例を示す。左の表は、演算器が待機状態に
あり、PGが可能な時間とそれがアプリケーション実行中に何回発生するかを示したもので
ある。TB方式では BETよりも長い待機時間のスリープイベントのみ PGが実行され、BET
よりも短い待機時間のスリープイベントでは PGが実行されない。これにより、ショートス
リープによる消費エネルギーの増加を効果的に抑制することが可能である。 
 しかし、TB方式を実現するためには、スリープ制御回路にカウンタ回路および比較回路
が必要になる（図 4.2.2）。カウンタ回路はクロック信号（CLK）によりカウントを行う。
また比較回路はカウンタ回路のカウント結果と BET の比較を行う。カウント結果が BET
を上回った場合、出力信号である ENが変化する。PGのスリープ制御を実行する際、これ
らスリープ制御回路はダイナミックエネルギーを消費する。そのため、PGによるリークエ
ネルギーの削減効果に対し、スリープ制御回路のエネルギーオーバーヘッドが顕著になっ
てしまう恐れがある[40]。 
 
 
図 4.3.2.1 TB方式におけるスリープ制御 
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図 4.3.2.2 TB方式の回路構成 
 
3.2.3 Adaptive Time-Based(ATB)方式 
 
 TB方式はPG適用回路の演算器の待機時間がBETを上回った場合のみPGを実行する。
しかし、演算器の BET はチップ上の温度によって変化することが知られている[41]。その
ため、TB方式では一定の温度のときの BETを基にし、PGを行っている。一方で、チップ
内に温度モニタを搭載し、温度モニタの結果をもとに演算器の BETを求め、その結果を基
に、TB方式によるPGを実行する手法が提案されている[42]。この手法をATB方式と呼ぶ。
図 4.2.3に AT方式によるスリープ制御の例を示す。チップ上の温度が低い場合、演算器の
リーク電流が少なくなる。そのため、PGによるリークエネルギーの削減効果が少なくなり、
BET は長くなる。この際、ATB 方式では、PG が実行されるイベント数は少なくなる。こ
れにより、ショートスリープになるはずだったイベントを効果的に避けることが可能であ
る。一方で、チップ上の温度が高温の場合、演算器のリーク電流が増大するため、PGによ
るリークエネルギーの削減効果が高くなり、BETが短くなる。これにより、ATB 方式では
PG を実行するイベント数が増加し、TB 方式と比べ、より多くのリークエネルギーを削減
することが可能になる。しかし、ATB 方式を実現するためにはスリープ制御回路として、
カウンタ回路および比較回路の他に、温度モニタ回路とルックアップテーブル（LUT）が
必要になる。ATB 方式を実現するための温度モニタ回路としてリークモニタ回路[43]が提
案されている。しかし、TB方式と比べ制御回路が複雑かつ大規模になってしまう問題があ
る。 
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図 4.3.2.3 ATB方式におけるスリープ制御 
 
3.2.4 従来手法の問題点 
 
 WIPS 方式は BET についてまったく考慮しておらず、PG 適用回路が待機状態になると
すぐに PSをオフにする手法である。そのため、PSをオフしている時間が BETよりも短い
ショートスリープが頻繁に起こるアプリケーションで WIPS 方式を実行した場合、消費エ
ネルギーが大幅に増大してしまう。一方、TB方式や ATB方式は、PG適用回路が待機状態
になってからの時間を測定することで効果的にショートスリープによる消費エネルギーの
増大を防ぐことができる。しかし、TB 方式を実現するためにはカウンタ回路や BET とカ
ウント数の比較回路が必要となる。さらに、ATB 方式にはチップ上の温度をリアルタイム
で測定する温度モニタや LUTが必要となる。しかし、これらの回路はダイナミックエネル
ギーを消費して PGを制御する。この際、制御回路に必要な消費エネルギーは PG適用回路
の削減可能なリークエネルギーに対し、大きな問題となってしまう。また、ATB方式は TB
方式よりもリーク削減効果が期待できるが、温度モニタと LUTをより低消費エネルギーか
つ小さな回路でチップ上に搭載するという課題が残っている。そのため、ATB 方式のよう
に、チップ上の温度によって PSをオフするタイミングを生成するし、なおかつ制御回路に
必要な消費エネルギーを抑えたスリープ制御手法が求められる。 
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3.3 新しいスリープ制御手法の提案 
 
 TB方式、ATB方式は、WIPS方式に比べてショートスリープによる消費エネルギーの増
加を防ぐことができる反面、制御回路によるオーバーヘッドが増大してしまう欠点がある。
そこで著者は、Charge up Delay（CuD）方式と名付けた新しいスリープ制御手法を提案し
た[44,45]。本手法は、図 4.3.1に示すように、演算器の PSトランジスタと EN信号の間に
リークモニタ回路を挿入することで、ATB 方式に類似した制御を行いつつ、制御回路のオ
ーバーヘッドを大幅に削減することが可能である。以下に本手法で用いるリークモニタ回
路の回路構成および制御方法について述べる。 
 
 
 
図 4.3.3.1 CuD方式の回路構成 
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3.3.1 リークモニタ回路 
 
 リークモニタ回路はリーク電流をオンチップ上で測定するために提案された回路である
[43]。CuD方式で用いるリークモニタ回路の回路構成を図 4.3.2に示す。リークモニタ回路
はリーク生成回路部と比較回路部の 2 つから構成される。リーク生成回路部には低しきい
値のトランジスタが用いられている。高しきい値の nMOSトランジスタの EN信号が‘0’
になると、リーク生成回路部から流れる電荷が仮想グランド線（VGND）に溜まることに
より VGND の電圧が緩やかに上昇する。この時の VGND の電圧上昇速度はリーク生成回
路部の pMOS のリーク電流量によって決定される。リークモニタ回路はこの VGND の電
圧上昇速度を利用してリーク電流量を測定する回路である。また本研究ではリーク生成回
路の入力を‘1’に固定することで nMOSをオンにし、VGNDに流れるリーク電流は pMOS
トランジスタだけのものを使用している。これは、CuD 方式に適用した際に制御をよりシ
ンプルな構造にするためである。しかし、リーク生成回路の入力を可変にすることで、nMOS、
pMOSのリーク電流をそれぞれモニタすることも可能である。 
 また、電圧比較回路の回路構成を図 4.3.3に示す。最もシンプルな電圧比較回路として図
4.3.3(a)に示すようなカレントミラー型の電圧比較回路が知られている。VGNDの電圧が基
準電圧（VREF）よりも低い場合、出力 OUTは‘1’となる。また、VGNDが VREFを上
回った場合、出力 OUT は‘0’に遷移する。一方で、2 重構造のカレントミラー型のレベ
ルコンバータ[20]をもとに著者が提案した電圧比較回路を図 4.3.3(b)に示す[44]。出力の遷
移は(a)と同様であるが、2 重構造により VGND が緩やかに上昇した場合でも、VGND が
VREF に達するまでの間に、VDD からグランド線へ流れる貫通電流を効果的に削減するこ
とができる。さらに、電圧比較回路の出力と EN信号を用いて nMOSによるグランド遮断
を行うことで、出力が遷移した後の無駄なリーク電流も削減できる。より低消費電力なス
リープ制御を実現できることから、本論文では(b)を採択した。また電源電圧として VDDは
1.2V、VREFは 0.5Vを想定して設計した。 
 さらに、図 4.3.4 はリークモニタ回路の高温時と低温時の VGND の電圧上昇速度の
HSPICEシミュレーションを用いて求めた結果である。低温時では VGNDの電圧の上昇は
緩やかになる。このとき、VGNDの電圧が VREFを超えた時にリークモニタの出力は遷移
し、PS をオフする。一方、高温時では VGND 電圧が急激に上昇していることがわかる。
これにより、素早く VGND電圧は VREFを超え、PSがすぐにオフになる。 
 また、リークモニタ回路はゆっくりと電圧が上昇する VGNDのセンスアンプ回路になる
ため、アナログ回路近い回路構造をとる。しかし、入力信号はデジタル信号であり、出力
信号も比較回路の出力結果のインバータ出力になるため、デジタル信号として扱うことが
できる。そのため、リークモニタ回路はデジタル回路としてスリープ制御手法に用いるこ
とができる。 
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図 4.3.3.2 リークモニタの回路構成 
 
 
(a) 一般的なカレントミラー型電圧比較回路 
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(b) 2重構造のカレントミラー型電圧比較回路 
 
図 4.3.3.3 電圧比較回路 
 
 
図 4.3.3.4 リークモニタ回路のシミュレーション波形 
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リークモニタ回路はリーク電流による信号線の電圧上昇を利用しており、電圧比較回路
も使用しているため、アナログ回路となっている。そのため、回路内の容量や抵抗によっ
てシミュレーションによる結果が変わってしまう可能性がある。また、トランジスタのば
らつきによる影響も大きいと考えられる。そのため、65nmプロセスを用いてリークモニタ
回路のレイアウトを行い、レイアウトデータから容量および抵抗の抽出を行った。図 4.3.5
はリークモニタ回路のレイアウト図を示している。上段が比較回路部となっており、下段
がリーク生成回路部になっている。リークモニタ回路の面積は 16.4um2である。 
 また、このリークモニタ回路は以下の２つの特長があげられる。 
 カウンタ回路に比べ消費エネルギーが少ない 
 リーク電流によって出力の遅延時間が生成される 
 カウンタ回路が BET分の時間を測定するために、ダイナミックエネルギーを常に消費す
るのに対し、リークモニタ回路は VGNDに 1回電荷を溜めるためのエネルギーと電圧比較
回路が 1 度動作するエネルギーのみである。そのため、リークモニタ回路をスリープ制御
に使用することで制御回路にて消費されるエネルギーを効果的に抑制することができる。
また、温度によって出力の遷移時間が変化することを利用して、チップ上の温度の変化を
自動で検知し、より効果的なリーク電力の削減が可能となる。次の 4.3.2節にて、このリー
クモニタ回路を用いた CuD方式の詳しい制御方法について述べる。 
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図 4.3.3.5 リークモニタ回路のレイアウト図 
 
 
リーク生成回路 
電圧比較回路 
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3.3.2 CuD方式の制御方法 
 
 CuD方式は演算器の EN信号を受け取り、リークモニタ回路の出力の遷移時間を利用し
てスリープ制御を行う手法である。図 4.3.6は CuD方式におけるスリープ制御の制御シー
ケンスを示す。演算器がスリープ状態からアクティブ状態になると EN信号が‘0’から‘1’
に遷移し、リークモニタ回路内の高閾値の nMOSがオンになる。これにより、チップ上の
温度に関係なく、VGNDの電圧は素早く下がる。一方、演算器がアクティブ状態からスリ
ープ状態になると EN信号は‘1’から‘0’に遷移し、VGNDに電荷が溜まり始める。こ
の際、VGNDの電圧上昇速度はリーク生成回路部のリーク電流量に依存するため、低温時
ではゆっくりと電圧が上昇する。そのため、VGNDの電圧が VREFに達し、出力 OUTが
遷移するまでの遷移時間が長くなる。一方、高温時ではリーク生成回路部のリーク電流量
が増大するため、VGNDが VREFに達するまでの時間は短くなる。これにより、リークモ
ニタ回路の出力 OUTの遷移時間は短くなる。このリークモニタ回路の出力遷移時間は、PG
を適用した演算器の BETと非常に近い温度特性を示すことが知られている[41]。Geyser-3
で用いた各演算器のBETとリークモニタ回路の出力遷移時間の温度特性を図4.3.7に示す。
今回使用するリークモニタ回路では出力遷移時間を演算器の中で最も BETが長かった
ALUの 25℃の BETと同程度になるように設計した。これは、1種類のリークモニタ回路
で各演算器を制御するというもっともシンプルな CuD方式を想定したためである。また、
リークモニタ回路の出力遷移時間に ALUの 25℃の BETを想定したのは、汎用的にショー
トスリープでの PGをできるだけ抑えるためである。本手法では 4.3.1節で述べたように、
リークモニタ回路の pMOSのリーク電流のみを使用している。しかし、図 4.3.6が示す通
り、リークモニタ回路の遷移時間は各演算器の BET と非常に近い温度特性を示している。
これにより、CuD方式は制御回路の消費エネルギーを効果的に抑えながら、ATB方式に非
常に近い制御を実現することができる。 
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(a) 低温時 
 
 
 (b) 高温時 
 
図 4.3.3.6 チップ上の温度変化による PG制御タイミング 
 
 
図 4.3.3.7 演算器の BETとリークモニタ回路の遅延時間の関係性 
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3.3.3 CuD方式の利点 
 
 CuD 方式で用いるリークモニタ回路は VGND と VREF の電圧を比較し、その結果を使
って直接 PS の EN 信号を制御する。この時、CuD 方式で 1 回の PG を制御するために必
要なエネルギーは、VGNDの電圧が VREFを超えるまでの電圧比較回路の 1回動作エネル
ギーと VGNDを VREFの電圧まで充電するためのエネルギーのみである。また、リークモ
ニタ回路が PS をオフするタイミングは、PG 適用回路の BET と同程度にすることが可能
である。さらに、チップ上の温度が変化した時、PG 適用回路の BET とリークモニタ回路
が PSをオフするまでの時間は非常に近い温度特性を示す。 
これにより、CuD方式は従来手法に対し、以下の利点が挙げられる。 
 スリープ制御回路の消費エネルギーを非常に小さく抑えられる 
 回路温度による BETの変化に応じて PSを自動で制御できる 
以上より、CuD 方式を用いることで、チップ上の温度が低温時には PG とスリープ制御に
よるエネルギーヘッドを抑制し、高温時にはより効果的なリーク電流の削減が期待できる。 
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3.4 モデル式による評価 
 
本章では各スリープ制御手法の消費エネルギーに対する解析モデルを導くとともに、
種々の物理パラメータの各手法への影響度について議論する。 
 
3.4.1 スリープ制御手法における消費エネルギー 
 
スリープ制御手法を考慮した細粒度PGによる消費エネルギーEPGは以下の式で表すこと
ができる。 
EPG = EOH + Eleak + Econtrol （式 4.1） 
 
EOHは PS のオン・オフ時に消費するエネルギーオーバーヘッドである。また Eleakは回
路のリークエネルギー、Econtrol はスリープ制御回路で消費するエネルギーを表す。さらに
EOHは以下の式で表現できる。 
 
EOH = EPGOH ⁡× N⁡ × r （式 4.2） 
 
EPGOHは PG を１回行うために必要なエネルギーオーバーヘッドである。また N はプログ
ラム中の回路が PG 可能になる回数（待機イベント数）、r は待機イベント数に対する PG
実施率である。EPGOHは主に PSをスイッチングするためのドライバや PGによって失われ
る回路の電荷によるエネルギーであり、 
 
EPGOH =⁡Cpsd ⁡× ⁡VDD
2 ⁡+ ⁡Clogic ⁡× ⁡VDD
2 （式 4.3） 
 
と表すことができ、スリープ時間に依存しない定数として考えることができる。Cpsdは PS
をスイッチングするためのドライバの静電容量であり、Clogicは PG 適用回路の静電容量で
ある。 
さらに Eleakと Econtrolは、 
 
Eleak = Ponleak ⁡× ⁡Tpson ⁡+ ⁡Poffleak ⁡× ⁡Tpsoff （式 4.4） 
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Econtrol =⁡Pcontrol ⁡× ⁡Tidle−nonsleep （式 4.5） 
 
と表すことができる。Ponleakは PS がオンしている状態の回路のリーク電力、Poffleakは PS
がオフしている状態の回路のリーク電力、Pcontrolはスリープ制御回路で消費される電力であ
る。また Tpsonはプログラム中の PS がオンしている時間であり、Tpsoffは PS がオフしてい
る時間である。また Tidle-nonsleepは回路が待機状態になり PGが可能になってから実際に PS
がオフされるまでの時間である。この時、Poffleak は Ponleak に比べて非常に小さくなるため
無視できるものとする。さらに、Tpsonおよび Tidle-nonsleepは以下の式に表すことができる。 
 
Tpson =⁡
1
fclk
⁡× n⁡ × d +⁡
1
fclk
⁡× n⁡ ×⁡(1 − d⁡) ⁡× s （式 4.6） 
 
Tidle−nonsleep =⁡
1
fclk
⁡× n⁡ ×⁡(1 − d) ⁡× s （式 4.7） 
 
nはプログラム実行にかかる総クロック数であり、d は nに対し、実際に回路が動作してい
る割合（活性化率）を示す。また、s は回路が待機状態にある時間に対する、PS がオンし
ている時間の割合である．fclkは回路の動作周波数である。 
 
3.4.2 各スリープ制御手法の比較 
 
前述の節で述べた解析モデルをもとに各スリープ制御手法の消費エネルギーについて議
論する。 
(a) 各スリープ制御手法での消費エネルギー 
PG を行わない手法（NonPG）では r=0、s=1 および Pcontrol=0 とみなすことができる。
これにより NonPG方式を適用した PG適用回路の消費エネルギー（EPG(NonPG)）は以下
の式になる。 
 
EPG(NonPG) = ⁡Ponleak ⁡× ⁡
1
fclk
⁡× n （式 4.8） 
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NonPG 方式ではプログラム実行時間の間、リークエネルギーは PSオン時のリーク電力
に依存する。 
またWIPS手法では回路が待機状態になるとすぐに PSがオフされるため、r=1、s=0と
なり、WIPS方式を適用した PG回路の消費エネルギー（EPG(WIPS)）は 
 
EPG(WIPS) = ⁡EPGOH ⁡× N +⁡Ponleak ⁡× ⁡
1
fclk
⁡× n⁡ × d  
（式 4.9） 
 
と表すことができる。 
さらに TB方式は PSをオフするかを判断する間、カウンタ回路が動作しているため、 
 
Pcontrol =⁡Ccount ⁡× V𝐷𝐷
2 ⁡× ⁡ fclk （式 4.10） 
 
となる。Ccountはカウンタ回路の静電容量である。このとき、回路全体の消費エネルギーは 
 
EPG(TB) = ⁡EPGOH ⁡× N⁡ × r +⁡Ponleak (
⁡n⁡×d
fclk
+⁡
n⁡×⁡(1−d)⁡×s
fclk
) +
⁡CcountVDD
2 ⁡× n⁡ ×⁡(1 − d) ⁡× s （式 4.11） 
 
と表すことができる。また ATB 方式を実現するためにはオンチップ温度モニタや LUT に
よってさらにエネルギーが消費されてしまう。 
一方、CuD 方式は VGND の電圧が VREF に達するまでの電荷とセンスアンプ回路のエ
ネルギーが消費されるだけである。そのためスリープ制御回路で消費される電力は、 
 
Pcontrol =⁡CVGND ⁡× VREF⁡ × VDD +⁡PSA （式 4.12） 
 
となる。CVGNDはリークモニタ回路の VGND の配線容量であり、PSAは電圧比較回路で消
費される電力である。このとき、回路全体の消費エネルギーは 
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EPG(CuD)
= ⁡EPGOH ⁡× N⁡ × r +⁡Ponleak (
⁡n⁡ × d
fclk
+⁡
n⁡ ×⁡(1 − d) ⁡× s
fclk
)
+⁡
(CVGND ⁡× VREF⁡ × VDD +⁡PSA) ⁡× n⁡ ×⁡(1 − d) ⁡× s
fclk
 
 （式 4.13） 
と表すことができる。 
 
(b) 各パラメータの影響による比較 
 
Ponleakが増加する場合、NonPG方式の消費エネルギーはPonleakの増加量に比例する。一方、
Ponleakが増大するとWIPSや TB、CuD方式は PSがオンしている間の消費エネルギーのみ
が増加する。この時、PSがオンしている時間はWIPS方式が最も短いため、Ponleakが増大
していくとWIPS方式が最も消費エネルギーに優れたスリープ制御手法となる。 
また活性化率 dが小さい場合、NonPG 方式と比べ、他の PG方式は PSがオンしている
間のリークエネルギーである Eonleakが小さくなる。しかし、d が大きくなると PG 方式の
Eonleakが NonPG方式の値に近づく。また TB方式と CuD方式を比較すると、TB 方式は回
路が待機状態になってからの時間が BETに達するまでの間カウントを行うため、カウント
回数分のエネルギーが消費されてしまう。これに対し、CuD 方式はリークモニタ回路を 1
回分動作させるだけの消費エネルギーで済む。 
VDDが変化した場合、NonPG方式は Ponleakが影響を受けるだけである。一方、他の PG
手法では、EPGOHが VDD の 2 乗の影響を受けるため、NonPG 方式に比べパラメータへの
影響が大きいと考えられる。さらに TB方式では Econtrolも VDDの 2乗で影響を受け、CuD
方式でも 1乗の影響を受ける。 
動作周波数 fclkに対しては、NonPG 方式は反比例の影響を受ける．そのため、動作周波
数が高い場合にはNonPG方式がもっとも優れた手法になるが、動作周波数が低くなるほど
に他の手法に比べ消費エネルギーの削減効果が低くなる。 
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4.1 評価 
 
各スリープ制御手法による消費エネルギー削減効果を評価するため、4.1 節で述べた
65nmプロセスを用いたマイクロプロセッサである Geyser-3を対象回路としシミュレーシ
ョンでの評価を行った。また、nMOSを用いた FTPG型の細粒度 PGを適用した ALU、シ
フタ回路（SHIFT）、乗算器回路（MULT）、除算器回路（DIV）の 4 つの演算器を持って
いる。標準の電源電圧は 1.2Vとした。また、CuD方式のための VREFには 0.5Vを供給し
ている。Geyser-3 全体のリーク電力の割合を図 4.5.1 に示す。ただし、キャッシュの消費
電力は含まれていないものとしている。4つの演算器のリーク電力は Geyser-3全体の 60%
を占める結果となった。 
 
 
図 4.1.1 Geyser-3におけるリークエネルギー割合 
 
 本論文では、ランタイムパワーゲーティングを用いてアプリケーション実行中の演算器
のリークエネルギーおよびスリープ制御回路の消費エネルギーの評価を行う。しかし、
Geyser-3全体でアプリケーションを動かそうとする場合、例えば、100個の要素に対する
クイックソート・プログラムでは、実行に要するクロックサイクル数は 188,569サイクル
にも及ぶ[40]。これだけの膨大なクロックサイクル数を、マイクロプロセッサ全体の SPICE
記述に対して、回路レベルのシミュレーションを行うことは、回路規模およびシミュレー
ション時間の点から事実上不可能である。RTLレベルの Verilogシミュレーションでは上
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記クロックサイクルのシミュレーションは可能であるが、正確な消費エネルギーの評価が
できない。そこで、以下に示す方法を考案し、消費エネルギーを算出した。 
 まず、Geyser-3全体の RTLモデルの Verilogシミュレーションを行うことでプログラム
実行時に演算器が待機状態になる時間とイベント回数を解析し、演算器の各待機時間がプ
ログラム実行中に何度発生しているかを求めた（図 4.5.2）。また、回路シミュレータ Hsim
を用いて演算器の各待機時間に PGを実行した場合の消費エネルギーを求めた（図 4.5.3）。
図 4.3.4に示すように、演算器の待機時間ごとのイベント回数と待機時間ごとの消費エネル
ギーを掛け合わせて総和を取ることで、アプリケーション実行時の各演算器の消費エネル
ギーを算出した。さらに、演算器回路とスリープ制御回路の電源を分離して電流を解析す
ることにより、両者それぞれの消費エネルギーを評価した。評価を行うアプリケーション
[46]としてクイックソート（Qsort）、離散コサイン変換（DCT）、JPEGエンコード（JPEG）
の 3つを用いた。 
 
 
図 4.1.2 各プログラムにおける演算器の Verilogシミュレーション結果 
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図 4.1.3 各スリープ制御手法における演算器の消費エネルギー 
 
 
 
 
図 4.1.4 各アプリケーションの消費エネルギーの算出方法 
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 図4.5.5には上記で述べた方法で算出した各演算器のリークエネルギーとスリープ制御回
路の消費エネルギーのシミュレーション結果を示す。シミュレーション結果はアプリケー
ション毎に各温度での NonPG の消費エネルギーを元に正規化している。また、ATB 方式
の結果にはオンチップ温度モニタ回路や LUT回路の消費エネルギーは含まれておらず、カ
ウンタ回路と比較回路のみとしている。また、表 4.5.1には各プログラム実行時に、演算器
で起こるスリープイベントに対し、BET よりも PS をオフしている時間が長いロングスリ
ープと、BET よりも PS をオフしている時間が短いショートスリープの発生頻度を示して
いる。 
 これらの結果より、各スリープ制御手法によるリークエネルギー削減効果には演算器ご
とに以下のような特長がでることが分かった。 
 ALU 
 ALU では各アプリケーション、温度において NonPG が最も消費エネルギーが小さくな
った。これは表 4.5.1 で示されているように、ALU では頻繁に回路が使用されるため、ス
リープイベントのうちロングスリープになるイベントは 1度も無い。そのため、PGを実行
してしまうとエネルギーは増大してしまうだけである。WIPS方式はすべてのスリープイベ
ントに対し PGを有効にしてしまうため、すべての条件において消費エネルギーを増大させ
てしまっている。これにより、チップ温度が低温である 25℃では、4.1 倍から 5 倍までエ
ネルギーが増えてしまっている。一方、TB、ATB、CuD方式では、PGが有効になる前に、
ALUが再び使用されるため、PGによるエネルギーの増加を抑制できている。しかし、TB、
ATB 方式では、スリープ制御回路で消費されるエネルギーが大きいため、25℃のような低
温時では最大で 94%も消費エネルギーが増大してしまっている。一方で CuD方式は、低温
時でも NonPG に比べ 10%以下に消費エネルギーが増加するにとどまっている。これは図
4.5.6 に示すように、PS をオフするまでの CuD 方式の消費エネルギーが、TB 方式に比べ
非常に小さくなるためである。 
 SHIFT 
 SHIFT では温度やアプリケーションによって各スリープ制御手法の優劣が変わってくる。
25℃では、NonPG または CuD 方式が最も消費エネルギーが小さい結果となっている。特
に CuD方式は、DCT実行時に最大で 5%増加しただけである。これは、チップ上の温度が
低いため、演算器回路のリークエネルギーが少なく、PGによるエネルギーオーバーヘッド
やスリープ制御回路の消費エネルギーの影響が大きくなっているためである。そのため、
WIPS方式では、DCTと JPEG実行時に 212%～250%まで消費エネルギーが増加している。
しかし、Qsort実行時には 50%に消費エネルギーを削減できている。また TB、ATB 方式で
は各アプリケーションで、184%～229%も消費エネルギーが増加している。一方、チップ
温度が高い 100℃の場合では、NonPGに対し、各スリープ制御手法で消費エネルギーを削
減することができている。特に WIPS 方式が消費エネルギーを小さくすることができ、最
大で 12%にまで消費エネルギーが削減できた。 
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 MULT 
 SHIFTと同様に、MULTでもチップ上の温度やアプリケーションによってスリープ制御
手法の優劣が変わることが分かった。特に、Qsort、JPEG実行時では、温度に関係なく各
スリープ制御手法で高いエネルギーの削減効果が得られた。CuD方式では 58%～10%にま
で消費エネルギーが削減できている。しかし、DCT を実行する場合では、チップ上の温度
が 65℃の条件でも、WIPS方式では消費エネルギーの増大に繋がることが分かった。また、
TBや ATB方式に比べ、CuD方式はスリープ制御回路の消費エネルギーが小さいため、低
温時にはエネルギーの増加を抑え、高温時には高いエネルギー削減効果を実現することが
できた。 
 DIV 
 一方、DIV では、温度やアプリケーションに依らず、各スリープ制御手法で高いエネル
ギー削減効果が得られた。これは、アプリケーションの種類に関係なく DIV が使用される
頻度が極めて低いため、表 4.5.1に示すように、ロングスリープの割合が他の演算器に比べ
非常に高くなったからだと考えられる。そのため、DIV では温度やアプリケーションに依
らず、WIPS方式が最もエネルギーを小さくすることができ、最大で 4%にまで消費エネル
ギーが削減できている。さらに、25℃でも、32%～29%にまで消費エネルギーを削減でき
た。また、CuD方式も 34%～4%までの範囲で消費エネルギーを削減できている。 
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(c) ALU 
 
(d) SHIFT 
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(e) MULT 
 
(f) DIV 
図 4.1.5 各演算器の消費エネルギー 
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表 4.1.1 各アプリケーションのスリープイベント解析 
 
 
図 4.1.6 スリープ制御回路の消費エネルギー比較 
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DCT 
温度 スリープ時間 ALU SHIFT MULT DIV 
25C 
ショートスリープ 5532 1437 2538 0 
ロングスリープ 0 7 7 1 
65C 
ショートスリープ 5532 1236 2352 0 
ロングスリープ 0 208 193 1 
100C 
ショートスリープ 5532 1008 2304 0 
ロングスリープ 0 436 241 1 
Qsort 
温度 スリープ時間 ALU SHIFT MULT DIV 
25C 
ショートスリープ 18937 24 23 0 
ロングスリープ 0 211 86 41 
65C 
ショートスリープ 18937 24 23 0 
ロングスリープ 0 211 86 41 
100C 
ショートスリープ 18937 21 23 0 
ロングスリープ 0 214 86 41 
JPEG 
温度 スリープ時間 ALU SHIFT MULT DIV 
25C 
ショートスリープ 305647 124310 59760 1549 
ロングスリープ 0 157 194 661 
65C 
ショートスリープ 305647 119009 56448 2.88 
ロングスリープ 0 5458 3506 766 
100C 
ショートスリープ 305647 80491 55296 0 
ロングスリープ 0 43976 4658 1854 
50 
 
また、図 4.5.5 で示したシミュレーション結果をもとに、Qsort、DCT、JPEG をそれぞ
れ実行したときのスリープ制御手法による各演算器のリークエネルギーとスリープ制御回
路の消費エネルギーの合計を示す（図 4.5.7）。それぞれの消費エネルギーはNonPG手法の
消費エネルギーをもとに正規化している。 
図 4.5.7より、4つの演算器に各スリープ制御手法を適用した場合、各アプリケーション
の消費エネルギーは以下のようになった。 
 Qsort、JPEG実行時では、25℃～100℃の温度で CuD方式が最も消費エネルギーを削
減でき、最大で 13%にまで削減できた 
 DCT 実行時では、25℃の場合に CuD 方式が最も消費エネルギーを抑え、68%にまで
削減できた 
 65℃、100℃では、ATB 方式が最も DCT の消費エネルギーを削減でき、最大で 45%
にまで削減できた 
 TB、ATB方式のスリープ制御回路の消費エネルギーは最大で 21%を占める 
 CuD方式のスリープ制御回路の消費エネルギーは最大でも 2%に抑えられた 
 
また、今回 ATB 方式は温度モニタや LUT をオンチップ上に搭載し、自動制御すること
が困難なため、外部から制御を行う想定をして評価を行った。この際、温度モニタや LUT
を実装する際に必要な消費エネルギーが増大してしまう場合では、DCTの 65℃や 100℃に
おいても、CuD方式が最も消費エネルギーを削減できる可能性がある。 
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(a) DCT 
 
 
(b) Qsort 
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(c) JPEG 
 
図 4.1.7 アプリケーション毎の各演算器とスリープ制御回路の消費エネルギーの割合 
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 さらにマイクロプロセッサの演算器の消費エネルギーの分析結果から、リーク電流量、
活性化率、VREF 電圧、電源電圧、動作周波数の観点でどのスリープ制御手法が優位性を
示すか評価した（図 4.5.8）。図 4.5.8(a)は SHIFT と MULT の 25℃、65℃、100℃での温
度におけるリーク電流量とプログラム実行時の消費エネルギーの関係を示している。また
横軸のリーク電流量は SHIFT の 25℃のリーク電流量で正規化している。温度が 100℃の
MULT のリーク電流は 25℃の SHIFT の約 100 倍となっている。リーク電流量が少ない
25℃の SHIFT の場合、WIPS、TB、ATB 方式の消費エネルギーが NonPG よりも増大し
ている。WIPS方式に関してはリーク電流量が小さいために、リークエネルギーの削減効果
に対し、PGのオーバーヘッドが大きくなったためである。また、TB、ATB方式は CuD方
式と同様にショートスリープ時の PGの実行を避けられるが、スリープ制御回路の消費エネ
ルギーがリークエネルギーに対して大きくなってしまう。一方、CuD 方式はスリープ制御
回路の消費エネルギーを大幅に抑えながら、ショートスリープによるエネルギーの増大を
招いていないため、リーク電流が少ない条件でもエネルギーの増大を起こしていない。ま
た、MULTの 25℃ではエネルギーの増大を起こしているのはWIPS方式のみである。これ
は SHIFTに比べ、MULTのリーク電流が多いが、回路面積も同様に大きくなっているため、
演算器の静電容量も増大し、PG によるオーバーヘッドも大きくなってしまう。そのため
WIPS 方式は SHIFT と同じくエネルギーの増大につながってしまっている。一方、TB、
ATB 方式に必要なカウンタ回路は PG 適用回路である演算器の面積に依存しないため、リ
ーク電流に対し、スリープ制御回路で消費されるエネルギーが小さくなっている。さらに、
SHIFT、MULT ともに 100℃の高温時には、どのスリープ制御手法も NonPG 方式よりも
消費エネルギーを削減できている。これは回路規模に対し、リーク電流が多くなることに
より、PGのオーバーヘッドの影響が小さくなったためである。 
次に 4 つの演算器回路の各アプリケーションによる活性化率と消費エネルギーの関係を
図 4.5.8(b)に示す。活性化率が 80%～90 %と高い回路ではWIPS方式は大幅なエネルギー
の増大を起こしている。これは回路が頻繁に動作しており、PGが可能になってもすぐにま
た使用されているためである。また TB、ATB、CuD方式は高い活性化率の条件ではWIPS
方式に比べエネルギーの増大を防いでいることが分かる。特に CuD方式はスリープ制御回
路で消費されるエネルギーが他の 2つの手法よりも少ないため、消費エネルギーが小さい。
また活性化率が40%以下の回路ではCuD方式は安定して消費エネルギーを削減することが
できている。一方、CuD 方式以外のスリープ制御手法では NonPG 方式と比べ、消費エネ
ルギーの削減効果が安定していない。これは活性化率のほかに、ショートスリープが起こ
る頻度や、スリープ制御回路の消費エネルギーと PG適用回路のリーク電流の大小関係など
の影響が出ているためだと考えられる。 
図 4.5.7(c)は電源電圧が 1.2Vの場合における VREFの電圧変化による消費エネルギーの
影響について示している。また動作周波数は 200MHzとしている。CuD方式以外のスリー
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プ制御手法は VREF を用いていないため一定である。CuD 方式では VREF の電圧が変化
することによってスリープ制御に必要な消費エネルギーが変化するとともに、スリープす
るタイミングが変わってしまう。しかし、今回想定した VREFの電圧 0.5Vが 0.3V に変化
しても DCT実行時の消費エネルギーは全体の 10%程度しか増加しないことが分かった。 
図 4.5.8(d)には電源電圧の影響について示す。電源電圧が上昇するとリーク電流が上昇す
る。また PGのオーバーヘッドも大きくなってしまう。しかし、PG一回ごとのオーバーヘ
ッドの増加よりも、常に消費されるリークエネルギーの増加により影響が大きいため、電
源電圧が上昇するに伴い、PGによるエネルギーの削減効果が高くなったと考えられる。 
最後に図 4.5.8(e)に動作周波数と消費エネルギーの関係性について示す。電源電圧は 1.2V、
VREF の電圧は 0.5V としている。今回評価に用いたマイクロプロセッサが 200MHz を最
大動作周波数として設計しているため、200MHz から動作周波数を下げたときの影響を評
価した。動作周波数が低くなるとアプリケーション実行中に PGを実行していられる時間が
長くなる。一方、アプリケーション実行中に PGを行う回数は変わらないため、PGによる
エネルギーオーバーヘッドは変化しない。これにより、ショートスリープが発生する頻度
が低下するため、どのスリープ制御手法でも動作周波数が低くなるにつれて PGによる消費
エネルギー削減効果は高くなった。 
 
 
(a) リーク電流量 
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(b) 活性化率 
 
(c) VREF 
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(d) 電源電圧 
 
 
(e) 動作周波数 
 
図 4.1.8 回路環境による影響 
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 CuD 方式はリークモニタ回路の遷移時間で PG 適用回路の PS の制御タイミングを生成
している。そのため、プロセスばらつきによるリークモニタの出力遷移時間の影響とそれ
に伴う、CuD方式の消費エネルギーで削減効果の影響について評価を行った。 
プロセスばらつきはチップ全体が同じ傾向にばらつくグローバルばらつきと、トランジ
スタの距離に関係なくランダムにトランジスタの特性が変化するランダムばらつきに分類
することができる。 
図 4.5.9 は、ばらつきなしの場合（Typical）に対し、グローバルばらつきによってチッ
プ全体のしきい値電圧（Vth）が nMOS、pMOS がともに±10%同じ方向に変化した場合
の各スリープ制御手法の消費エネルギーを示す。TB 方式と ATB方式は 25℃の場合同じ制
御を行うため、消費エネルギーは等しい。Vth が-10%になると PG 適用回路のリーク電流
が増加するため、NonPGと比べて各スリープ制御手法でのエネルギー削減効果が高くなる。
一方、Vthが+10%に増加するとリーク電流は減少する。そのため、ショートスリープによ
るエネルギーの増大が顕著になる。また、TB方式、ATB方式が温度ごとに定めた BETに
対して制御を行うのに対し、CuD 方式はリークモニタ回路の出力遷移時間でスリープ制御
を行う。この際、グローバルばらつきは PG適用回路とリークモニタ回路両方に影響を及ぼ
す。図 4.5.10に示すように、グローバルばらつきによる演算器の BETの変化とリークモニ
タ回路の出力遷移時間は似た特性を示すため、CuD 方式ではグローバルばらつきによる影
響を考慮した制御が可能になる。これにより、他のスリープ制御手法に比べ、Vthが増加し
たときのエネルギーの増大を抑制できたのだと考えられる。 
また、グローバルばらつきでは nMOSと pMOSのしきい値電圧が別方向に変化する可能
性がある。しかし、リークモニタ回路は pMOS のリーク電流のみを利用しているため、
nMOS と pMOS が別々に変化した場合、CuD 方式ではそのばらつきに対応することが不
可能である。しかし、nMOS、pMOS それぞれのリーク電流をモニタするためには、制御
回路がより複雑な回路になってしまい消費エネルギーや面積のオーバーヘッドが増加して
しまう。そのため、CuD方式では、チップ製造後に VREFの電圧を変化させることで、CuD
方式の制御タイミングの最適化を行うことを想定している。 
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図 4.1.9 グローバルばらつきによる各スリープ制御手法への影響 
 
 
図 4.1.10 グローバルばらつきによる演算器の BETと 
リークモニタ回路の出力遷移時間への影響 
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トランジスタのしきい値電圧は正規分布でばらつくことが知られている[15]。シミュレー
ション条件として、標準偏差σが平均のしきい値電圧より 3.3%変動するに相当する正規分
布を想定した。図 4.5.11は上記の条件で 3000回のモンテカルロ・シミュレーションを行っ
た際のリークモニタ回路の出力遷移時間のばらつきを示す。ばらつきなし（Typical）と比
べて、遅延時間が-28%から 22%の範囲で変化した。また図 4.5.12にリークモニタ回路の出
力遷移時間が-28%から 22%まで変化した場合の CuD 方式および他のスリープ制御手法へ
の消費エネルギーの影響を示す。TB方式、ATB方式では PSをオフするタイミングはカウ
ンタ回路を用いて測定しているため、ランダムばらつきに関係なく一定の制御が可能であ
る。そのため、図 4.5.12ではWIPS、TB、ATB方式での消費エネルギーは一定としている。
また、ランダムばらつきによる影響は平均化されるため、演算器のリーク電流はほとんど
変化しない。そのため、CuD 方式以外のスリープ制御手法はランダムバラつきによる影響
は非常に少ないものと考えられる。また、CuD 方式はリークモニタ回路の出力遷移時間が
大きく変化したのに対し、25℃の DCT 実行した場合、出力遷移時間が-28%減少した場合
に消費エネルギーが 18%増加するにとどまる結果となった。そのため、他のスリープ制御
手法より消費エネルギーを削減できた。 
 
図 4.1.11 ランダムばらつきによるリークモニタ回路の 
出力遷移時間への影響 
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図 4.1.12 ランダムばらつきによる各スリープ制御手法の消費エネルギー 
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4.2 考察とまとめ 
 
 第 4章では、マイクロプロセッサのさらなる低消費電力化を実現するために、細粒度 PG
を適用して、ランタイムパワーゲーティングによるアプリケーション実行中のリークエネ
ルギーの削減効果の評価を行った。細粒度 PGを制御するためのスリープ制御手法として、
従来の手法に対し、著者が提案した手法を使用することにより、スリープ制御回路を含め
た演算器全体の消費エネルギーを最も削減できることを示した。また、従来手法および提
案手法による消費エネルギーのモデル式を構築し、適用回路が変化した場合の消費エネル
ギーをシミュレーションで求めることでその影響を示した。さらに、提案手法におけるば
らつきの影響についても調査した。 
 また、本論文では 1 種類のスリープ制御手法を演算器に適用することを想定し、消費エ
ネルギーの評価を行った。しかし、4.5節で述べたように、適用する演算器ごとにそれぞれ
スリープ制御手法が存在することが分かった。そのため、各演算器に別のスリープ制御手
法を適用する際には以下のように適用した場合が最もエネルギーを削減できると考えられ
る。 
 ALU 
 アプリケーションに依らず、頻繁に回路が使用されるため、PGを適用しないNonPGが
最も適している。しかし、CuD方式の消費エネルギーは最大でも 10%の増加にとどまった。 
 SHIFT・MULT 
 スリープ制御回路の消費エネルギーが小さく、PGによるオーバーヘッドを効果的に抑え
られる CuD方式が、低温時から高温時まで効果的に消費エネルギーを抑えられるため最も
適している。これにより、CuD 方式は 5%までしか消費エネルギーが増加することは無い
反面、最大で 10%にまで消費エネルギーを削減できている。 
 DIV 
 アプリケーションに依らず、使用頻度が極端に低いため、WIPS方式が最も適している。
これにより、32%～4%にまで消費エネルギーを削減できている。また CuD方式も 34%～
4%にまで消費エネルギーを削減できた。 
 
 また、チップ上の温度によっても、適したスリープ制御手法が変わることが分かった。
しかし、温度ごとに適したスリープ制御手法を行うためには、スリープ制御回路を搭載し、
動的に切り替える機能のほかに、チップ上の温度をモニタする回路が必要となってくる。
これらの制御回路の消費エネルギーや面積のオーバーヘッドも問題となる可能性がある。
そのため、温度ごとにスリープ制御手法を変える場合にはこれらのオーバーヘッドを小さ
く抑える工夫をした回路を考案する必要がある。 
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 さらに、本論文では pMOSのリーク電流を利用したリークモニタ回路を用いた。しかし、
pMOSと nMOSの両方のリーク電流を使ったリークモニタ回路を用いることで、nMOS、
pMOSのしきい値電圧が別方向にばらついた場合に、より適したスリープ制御が可能にな
ると考えられる。しかし、nMOSと pMOSのしきい値電圧が別々に変化した場合、各リー
ク電流から BETを推察する回路が新たに必要になる。これにより、スリープ制御回路が複
雑になり、CuD方式のようにスリープ制御回路の消費エネルギーを小さくできない可能性
がある。 
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第４章 不揮発性 PG設計手法 
                                                                                   
 
 第 4章では、PGを細粒度に適用することでよりリークエネルギーをより削減する技術に
ついて述べ、回路が動作時のリークエネルギーを削減するランタイムパワーゲーティング
の削減効果について示した。しかし、細粒度 PGの評価に用いたマイクロプロセッサは、組
み合わせ回路のみで構成されている演算器にだけ PGが適用されており、それ以外の回路に
対しては適用されていない。これは、一般に記憶回路として使用されるフリップフロップ
回路である D-FFやラッチセルなどに PGを適用した場合、PGの実行中に回路内の記憶情
報が破壊されてしまい、PG実行前と実行後で回路状態が変わってしまうためである。これ
により、D-FF やラッチセルを含む順序回路では PG を適用した場合、PG を行うたびに回
路の初期化を行うなど、組み合わせ回路に比べ複雑な制御が必要になる。一方で、順序回
路を含めたマイクロプロセッサ全体の PGが可能になれば、回路の待機時におけるリーク電
力をさらに削減することができ、さらなる低消費電力設計が期待できる。 
 そのため、記憶回路のデータが PGを行っても保持されるよう、リテンションフリップフ
ロップ（Retention Flip Flop）や不揮発性メモリなどを用いることで、順序回路を含めた
すべての回路で PGを行う不揮発性 PGが提案されてきている。本章では、不揮発性 PGを
実現するために、従来研究として提案されているリテンションフリップフロップと不揮発
性メモリを説明するとともに、不揮発性の記憶回路である NVFF（Nonvolatile D-FF）を
回路設計し、実チップで評価した。さらに、実チップ上での評価から判明した従来手法の
問題点について言及し、それらを解決するための新しい NVFF の回路を提案する。また、
シミュレーション評価を用いて、従来手法との比較を行い、提案手法の優位性を示すとと
もに不揮発性 PGの今後の課題について述べる。 
 
 
5.1 リテンションフリップフロップ 
 
 マイクロプロセッサ内の制御回路などの順序回路では、記憶回路として D-FFやラッチセ
ルが主に用いられている。図 5.1.1 は一般的な D-FF の回路図を示す。D-FF 回路はマスタ
ーラッチとスレーブラッチから構成される。クロック信号（CLK）が‘0’のとき、入力信
号（D）が変化しても出力信号（Q）は変化しない。また、CLK が‘0’から‘1’に遷移
すると、Qは D と同じ値になり、再び CLK が‘0’から‘1’に遷移するまで Q の値は保
持される。しかし、このD-FFはPGを行うと内部のデータを保持しておくことができない。
そのため、D-FFやラッチセルを PG実行後もデータが保持できるようにすれば、記憶回路
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を含めた回路全体を PGすることが可能になる。そのための手法として提案されているリテ
ンションフリップフロップの手法について以下に述べる。 
 
 
図 5.1.1 D-FF回路図 
 
5.1.1 SRAM退避方式 
 
 SRAM 退避方式は、回路内で保持すべき記憶回路の情報を PG の適用外である外部メモ
リに一度退避し、PG終了後に再び記憶回路へ書き込む方法である[30]。図 5.1.2に SRAM
退避方式の概略図を示す。外部メモリにはリーク電力が少なく、高速動作が可能である
SRAMが用いられる。また図 5.1.3は SRAMの 1bitの記憶回路の回路図である。WL線で
書き込み、読み出しの制御を行い、BL、BLB線でデータを受け取ることができる。SRAM
退避方式では、まず PG適用回路が待機状態になると書き込み制御回路を通じて SRAMに
データを書き込む。この SRAMは PGの適用外にあるため、PG実行中も SRAM内のデー
タが失われることはない。次に、PG が終了し、回路が使用可能な状態になると SRAM か
ら読み出し制御回路を通じてレジスタに元のデータが読み込まれる。これにより、PG適用
回路は PG前と同じ回路状態で動作を始めることが可能である。また、レジスタとして既存
の D-FFなどをそのまま使用可能であるという利点がある。 
 しかし、SRAMは PGの適用外のため、SRAMのリーク電力が必ず生じてしまう。その
ため、SRAMのリーク電力を抑える工夫や、保持するデータを選別する必要がある。また、
データを保持すべきレジスタの個数分のビット情報を SRAMとやりとりする必要があるた
め、並列処理などの工夫を行わなければ、データの読み書きに膨大なクロック数が必要に
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なり、時間的なオーバーヘッドを生ずる。また、データの読み書きで生ずる消費エネルギ
ーもオーバーヘッドとなる。 
 
 
図 5.1.2 SRAM退避方式の概略図 
 
 
図 5.1.3 SRAM1bitのメモリセル 
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5.1.2 バルーン方式 
 
 バルーン方式は D-FF の回路内にデータを保持する領域を用意する方式である[47]。図
5.1.4 はバルーン方式を適用した D-FF の回路図である。この回路では、PG が可能になる
と D-FF のスレーブラッチのビット情報をバルーンラッチと呼ばれるラッチセルに退避す
る。また、PGが終了し、回路が動作可能になると逆にバルーンラッチのデータをスレーブ
ラッチへ書き込むことで、元の回路状態へ復帰する。さらに、バルーンラッチのトランジ
スタだけを高しきい値にし、その他のトランジスタを低しきい値にすることで、リーク電
力を削減しつつ、D-FFの動作速度を高速に設計することができる。また、SRAM退避方式
と比べ、すべての D-FFのデータを同時に退避させることができるため、退避時のデータの
読み書きを高速に行うことが可能である。 
 しかし、通常の揮発性 D-FFに比べてトランジスタ数が増加してしまう。また、たとえ高
しきい値のトランジスタを用いても、バルーンラッチのトランジスタ数分だけ、削減でき
ないリーク電力が存在する。さらに、ナノスケールのトランジスタでは回路面積の削減の
ため、トランジスタの基板電圧の印加は、セルの外部で共通で行うことが主流である。そ
のため、1つのセル内で PG適用領域と PG非適用領域が混在するバルーン方式では、セル
内で基板を分離するなど非常に複雑なセル設計が必要になると考えられる。 
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図 5.1.4 バルーン方式の D-FF回路図 
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5.2 不揮発性メモリ 
 
 不揮発性を実現するメモリとして、スピン注入磁化反転（Spin Transfer Torque：STT）
と呼ばれるデータ書き換え技術を用いた MRAM である STT-MRAM や、相変化メモリ
（PCM）、抵抗変化型メモリ（ReRAM）[32]が提案されている。 
 
5.2.1 NANDフラッシュメモリ 
 不揮発性メモリの代表的なものとして NANDフラッシュが挙げられる。フラッシュメモ
リは、通常の MOSトランジスタと異なり、絶縁体中にフローティングゲートを持つMOS
トランジスタを使用する。このフローティングゲートに電荷を貯めると、まわりが絶縁体
に囲まれているため、電荷が抜けることがなく不揮発性メモリを実現することができる。
また、NANDフラッシュメモリはNAND型の論理回路を用いるフラッシュメモリであり、
従来のフラッシュメモリに対し、セル面積を抑えて集積度を大きく上げることができる。 
 しかしNANDフラッシュメモリはデータの書き込み、読み出しに時間がかかるという欠
点があり、マイクロプロセッサ全体の記憶回路のデータを保持し、PG を行う不揮発性 PG
には不向きである。 
5.2.2 抵抗変化型メモリ（ReRAM） 
 ReRAM はフラッシュメモリと同様に電源がなくともデータを保持できる不揮発性メモ
リのひとつである。また DRAM並みの動作速度で書き込み、読み出し動作が可能である。 
 ReRAM は印加する電圧によって大きく抵抗値が変化する電界誘起巨大抵抗変化と呼ば
れる現象を利用しており、この際の抵抗値の高低差を利用してデータを保持する。記憶素
子を 20 nmφ 程度で製造でき、動作速度も高速だが、データを書き込む際に必要な電圧が
3Vと高い電圧を用意する必要がある。また、繰り返し書き込みを行える回数が少ないとい
う欠点がある。 
5.2.3 強誘電体メモリ（FeRAM） 
 FeRAMは強誘電体を利用した不揮発性メモリである。強誘電体とは、電圧を印可するこ
とで物質内の自発分極の方向を自由に変化させ、電源を遮断してもその分極方向を保持で
きる誘導体のことである。FeRAMも DRAM並みの速度で動作させることが可能であり、
さらにデータの書き込みに必要な消費エネルギーが非常に少なくすむ。しかし、強誘電体
の素子面積が巨大になってしまうという問題があり、不揮発性 PGを行う際の面積オーバー
ヘッドが大きな問題となる。 
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5.2.4 STT-MRAM 
STT-MRAMは書き込みや読み出しの消費エネルギーで他の2つのメモリに優れているこ
とが知られており、オンチップメモリ[49]やフリップフロップ[56]に用いる技術として多く
の研究が行われている。この STT-MRAM の重要な技術の 1 つとして、磁気トンネル接合
（MTJ：Magnetic Tunnel Junction）が挙げられる（図 5.2.1）。 
 この MTJ 素子は上下にある固定層とフリー層と呼ばれる 2 つの強磁性層とその間の
MgOバリア層から構成される。MTJ素子は固定層とフリー層の磁化の向きにより抵抗が変
化する特性がある。磁化の向きが平行の場合（P：Parallel）、MTJ 素子の抵抗は低抵抗に
なり、磁化の向きが反並行の場合（AP：Anti-Parallel）、MTJ素子の抵抗は高抵抗になる。 
 
 
図 5.2.1 MTJ素子 
 
 図 5.2.2に示すように、MTJ素子の抵抗値は、一定の電流をMTJ素子に流すことで変化
させることができる。また、その抵抗値は流す電流の向きによって、低抵抗か高抵抗に変
化する。MTJ 素子が低抵抗の場合、固定層からフリー層へ電流を流すことで、抵抗値が高
抵抗へ変化させることができる。また、MTJ 素子が高抵抗の場合、フリー層から固定層へ
電流を流すことで抵抗値は低抵抗へ変化する。抵抗の変化によるMTJ素子の I-V 特性を図
5.2.3 に示す。ICP→AP は低抵抗から高抵抗へ書き換えるために必要なストア電流を示す。
また、ICAP→Pは高抵抗から低抵抗へ書き換えるために必要なストア電流である。 
 MTJ 素子の書き込みには 1V 程度の電圧で十分なため、不揮発性メモリのために高い電
圧線を用意する必要がない。また素子の体積を数十 nmφと比較的小さくでき、繰り返し書
き込みの耐性も強い。 
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(a) 低抵抗から高抵抗への変化 
 
(b) 高抵抗から低抵抗への変化 
図 5.2.2 電流の向きによるMTJの抵抗変化 
 
 
図 5.2.3 MTJ素子の I-V特性 
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 このMTJ素子を用いた不揮発性 D-FF（NVFF：Nonvolatile Flip Flop）がいくつも提
案されている[54,55]。 
[31]では、2 つの MTJ 素子を D-FF のマスターラッチに加えた手法が提案されている。
この手法ではインバータの nMOS のソース側と MTJ 素子が繋がっており、毎クロックで
MTJ に書き込みが行われる。しかし、クロックのたびに MTJ 素子への書き込みが行われ
るため、消費エネルギーが増大してしまう。また、[51]では別の回路として、マスターラッ
チのインバータの pMOS 側に 2 つの MTJ を配置した手法が提案されている。しかし、こ
の手法も前述した回路と同じ問題を抱えている。 
 一方、[52]では、MTJ 素子を含む比較回路を通常の D-FF のスレーブラッチに付与して
いる。この手法では、PG が実行される前に MTJ 素子にデータを書き込み、PG が終了し
たのを検知すると、2 つの MTJ素子の抵抗値の差を利用して、元のデータが D-FF に読み
込まれる。PG が実行される場合にのみ、MTJ 素子への書き込みが行われるため、無駄な
消費エネルギーを削減することができる。しかし、比較回路による面積のオーバーヘッド
が大きいという問題がある。 
 これに対し、[53]では、既存のスレーブラッチに存在するインバータループを使用してリ
ストア動作を行う手法を提案している。図 5.2.4にこの手法によるリセット機能付のNVFF
の回路図を示す。この手法では、通常の D-FFに対し、2 つのMTJの素子と選択トランジ
スタとして 3つのトランジスタを追加するだけで NVFF を実現することが可能である。ま
た、HDPGの場合には nMOSを選択トランジスタとして使用し、FTPGの場合には pMOS
を使用することで、PGの方式に関係なく NVFFを実現することができる。[53]ではこの選
択トランジスタ 1 個と MTJ1個の組み合わせを pseudo-spin-MOSFETs（PSM）と呼んで
いるため、本論文では、この手法による NVFFを PSM-NVFFと呼ぶことにする。 
 図 5.2.5 には PSM-NVFF の制御シーケンスを示す。PSM-NVFF を用いて不揮発性 PG
を行う際には、 
 アクティブ動作 
 ストア動作 
 スリープ動作 
 リストア動作 
以上の 4つの動作を行う必要がある。 
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(a) HDPG 
 
 
 (b) FTPG 
 
図 5.2.4 従来の PSM-NVFFの回路図 
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(a) HDPG 
 
 
 (b) FTPG 
 
図 5.2.5 PSM-NVFFの制御シーケンス 
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各動作時における制御方法を以下に説明する。 
(a) アクティブ動作 
HDPG の場合、アクティブ動作時には、選択トランジスタの信号である SR 信号と PS
のイネーブル信号である EN を‘0’にする。（FTPG の場合、SR 信号と EN 信号を‘1’）
これにより、PSはオンになり、選択トランジスタはオフの状態となる。この際、PSM-NVFF
は通常の D-FF と同じ動作が可能となる。また、RB を‘0’にすることで、非同期で出力
Qを‘0’に初期化することができる。 
 
(b) ストア動作 
PG 適用回路が動作状態から待機状態になると、アクティブ動作をしていた PSM-NVFF
はストア動作へと移行する。ストア動作では、PSM-NVFF 内のデータの情報を MTJ に書
き込む動作を行う。図 5.2.6 に HDPG での PSM-NVFF でのストア動作について示す。ま
ず、EN信号は‘0’の状態のまま SR信号は‘0’から‘1’へ遷移する。この際、MTJに
接続されている CTRL 線は‘0’である。この時、スレーブラッチのループ部のうち、‘1’
を保持している側のMTJに選択トランジスタから CTRL線に向かって電流が流れる。この
際、MTJには固定層からフリー層へ電流が流れるため、MTJは高抵抗になる。 
次に、CTRL線を‘1’にすることで、スレーブラッチのループ部のうち、‘0’を保持し
ている側のMTJに CTRL 線から選択トランジスタへの方向の電流が流れる。この時、MTJ
にはフリー層から固定層へ電流が流れるため、MTJは低抵抗になる。これにより、MTJへ
の書き込みが行える。最後に、SR 信号と CTRL 線を‘0’にすることでストア動作は終了
する。  
75 
 
 
図 5.2.6 ストア動作 
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(c) スリープ動作 
ストア動作により、MTJへPSM-NVFF内のデータの書き込みが行えたため、PSM-NVFF
の PGが可能となった。スリープ動作では EN信号を‘0’から‘1’にすることで、PSを
オフにし、電源遮断を行う。これにより、スリープ動作中のリーク電力を削減することが
できる。 
 
(d) リストア動作 
スリープ動作が終了すると、次にリストア動作により、PSM-NVFFのデータを PG前の
状態に戻す必要がある。図 5.2.7にリストア動作の流れを示す。まず、SR信号を‘1’にし、
選択トランジスタをオンする。次に、EN信号を‘0’にする。この時、CTRL線の値は‘0’
である。そのため、スレーブラッチのループ部はそれぞれ選択トランジスタから CTRL 線
に向かって電流が流れる。しかし、MTJ の抵抗値の違いにより、スレーブラッチの左右で
流れる電流は異なる。この時の流れる電流の違いにより、高抵抗のMTJが接続されている
側のスレーブラッチは‘1’となり、低抵抗のMTJが接続されている側は‘0’となる。こ
れにより、PG前の状態に PSM-NVFFのデータを読み出すことができる。最後に SRを‘0’
にし、選択トランジスタをオフすることで、リストア動作が終了すると、PSM-NVFFはア
クティブ動作が可能となり、通常の D-FFと同じ動作を行うことができる。 
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図 5.2.7 リストア動作 
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PSM-NVFF は、MTJ 素子へのストアエネルギーを削減できるほか、トランジスタ数を
抑えられる特徴がある。また、他の不揮発性メモリに比べ、動作速度が速いかつ低電圧で
データの読み出し、書き込みが可能である。さらに、他の不揮発性素子に対し、MTJ は繰
り返しの書き込みに強いという特徴がある。マイクロプロセッサ等に対し、不揮発 PGを適
用した場合、D-FFのデータの書き込み、読み出しにミスが生じてしまうとマイクロプロセ
ッサ全体の不良動作に繋がってしまう。そのため、PSM-NVFFはマイクロプロセッサ等の
回路で行う不揮発 PGにおいて、PSM-NVFFは優れた手法であると言える。そこで本章で
は、この PSM-NVFFに着目し、分析と議論を行う。 
 
5.3 従来方式の分析 
  
 先行研究[53]では、PSM-NVFF の評価をシミュレーションのみで行っており、シリコン
上での測定は行っていない。また、その他の NVFF の評価もそのほとんどがシミュレーシ
ョンでのみ行われている。しかし、ストア、リストア動作のロバスト性やトランジスタの
プロセスばらつきを評価するにはシリコン上での測定が必要不可欠になってくる。以上の
ことより、本節では PSM-NVFFの設計し、シリコン上での測定を行った。さらに、測定結
果を元に、新しく得られた知見について述べる。 
 
5.3.1 PSM-NVFFのレイアウト設計 
 
 図 5.3.1 は 65nm プロセスを用いた FPG 方式の PSM-NVFF のレイアウト図である。
PSM-NVFF のマスターラッチは回路の左側に配置し、通常の NV-FF と同様のトランジス
タサイズを使用している。一方、スレーブラッチおよび選択トランジスタはMTJ素子への
ストア電流を確保するために、トランジスタのWのサイジングを行っている。また、MTJ
素子はトランジスタの上層の配線層と配線層の間に挿入することができるため、面積の影
響は小さく抑えることができている。今回用いた MTJ 素子は直径 65nm であり、MTJ の
抵抗値の変化の大きさの比率であるトンネル磁気抵抗（TMR）が 106%、抵抗面積積（抵
抗×面積）が 5.5Ωµm2 である。また標準の電源電圧は 1.2V とし、動作周波数は 50MHz
を想定し測定した。 
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図 5.3.1 PSM-NVFFレイアウト図 
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5.3.2 PSM-NVFFの問題点 
 
 5.3.1節で述べたように、PSM-NVFFを設計し、シリコン上で評価を行ったことにより、
不揮発 PG を実現するうえで、PSM-NVFF の問題点が明らかになった。PSM-NVFF の解
決すべき問題点について以下の 3つを示す。 
 ストア動作のロバスト性 
 リストア動作のロバスト性 
 無駄な書き込みエネルギーの発生 
不揮発 PGを行うための NVFFは、メモリのように Error Correction Code（ECC）な
どを使ったデータのエラー検知による自動修復機能を搭載することが困難である。そのた
め、ストア動作、リストア動作の動作不良による影響が大きい。よって、ストア動作、リ
ストア動作それぞれにおいて高いロバスト性が求められる。また、不揮発性 PG において、
現在のMTJでは抵抗値を書き換えるために必要なエネルギーが PGによるリークエネルギ
ー削減効果と比べても非常に大きいものとなっている。つまり、MTJ への書き込み回数が
増えると不揮発性 PGにおける BETも長くなってしまう。それぞれの問題点について詳し
い説明を以下に述べる。 
 
(a) ストア動作のロバスト性 
PSM-NVFFではストア動作時のロバスト性が大きな問題となってくる。ストア時に動作
不良を起こす主な原因として以下の 2つが挙げられる。 
 MTJ素子を流れるストア電流が少ない 
 ストア時にスレーブラッチの論理値が反転する（ラッチ破壊） 
 MTJ 素子を流れる電流が MTJ 素子の磁化を反転させるために必要な電流よりも少ない
場合、ストア動作は失敗する。しかし、選択トランジスタとMTJで 1つの回路として考え
た場合、図 5.3.2に示すように、電流の向きによって電流の流れやすさが異なってくる。選
択トランジスタである nMOS のドレイン側に MTJ が接続されている左側の場合、nMOS
のソース側はグランドと直接つながっている。そのため、nMOS は十分な駆動力を発揮で
きる。しかし、nMOS トランジスタのソース側に MTJ が接続されている場合、MTJ の抵
抗値によってソースの電圧は上がってしまう。これにより、nMOS の駆動力は大きく低下
してしまう。これにより、同じ選択トランジスタを使用していても流れやすい電流の向き
と流れにくい電流の向きが生じる。また、図 5.2.3でMTJ素子の I-V特性を示したように、
MTJ素子の抵抗値を変化させる方向によっても必要な電流値は異なってくる。PSM-NVFF
の場合、より大きな電流が求められる低抵抗から高抵抗へMTJ素子を書き換えるストア電
流（ICP→AP）は、図 5.3.2 の流れにくい方向の電流である。つまり、PSM-NVFF では、
流れにくい方向の電流で、より大きな電流が求められる。そのため、ICP→AP の電流を確
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保するために、選択トランジスタを非常に大きくする必要がある。しかし、その際、ICAP
→P の電流では、必要以上の電流が流れてしまい、無駄なエネルギーが消費されてしまう。
また回路面積への影響も大きくなる。 
 
 
図 5.3.2 ストア電流の向きと電流の流れやすさ（HDPG） 
 
  
 さらに、PSM-NVFF では、ストア動作中にスレーブラッチの論理値が反転してしまい、
保持していたデータが破壊されてしまうラッチ破壊という問題も生じてしまう恐れがある。
図 5.3.3 にラッチ破壊が発生する例を示す。CTRL 線が‘1’の場合、選択トランジスタ側
からスレーブラッチ側へストア電流が流れる。この際、MTJ 側の選択トランジスタの駆動
力に対し、スレーブラッチ側の駆動力が小さいとスレーブラッチのループ部の論理値が反
転してしまう。これにより、MTJ へ正常な書き込みが行われる前にスレーブラッチ内の論
理値が反転してしまうため、正しいストア動作を行うことができなくなる。また、今回の
PSM-NVFFでは、マイクロプロセッサなどでも使用できるように、Reset機能付きの D-FF
を基にした NVFF を設計した。そのため、スレーブラッチに NAND セルを用いており、
左右のトランジスタ数がアンバランスになっている。そのため、ストア電流が流れる向き
によってはスレーブラッチのノードの電圧が大きく変化してしまい、論理値の反転が起こ
りやすい。図 5.3.4にはストア動作を行う際に流れる電流の経路を示す。このとき、ラッチ
破壊を防ぐためには、トランジスタのオン時の抵抗とMTJの抵抗に対し、以下の式を満た
すように、スレーブラッチのトランジスタサイズを大きく必要がある[57]。 
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RMTJ1 +⁡RTR1 ≫⁡RTR3 + RTR11 （式 5.1） 
 
RMTJ2 +⁡RTR2 ≫⁡RTR21 +⁡RTR20 +⁡RPS （式 5.2） 
 
RMTJ2 +⁡RTR2 ≫⁡RTR22 （式 5.3） 
RTR1および RTR2、RTR3は選択トランジスタのオン抵抗を示す。また、RTR11および RTR20、
RTR21、RTR22 はスレーブラッチのトランジスタのオン抵抗を示す。さらに、RMTJ1 および
RMTJ2はMTJ素子の抵抗値である。MTJ素子の抵抗値は使用するプロセスに依存するため、
固定値であるとする。そのため、ラッチ破壊を防ぐには、選択トランジスタとスレーブラ
ッチのトランジスタのトランジスタサイズを使って上記式を満たす必要がある。そのため
には、MTJ 素子と接続されている選択トランジスタのサイズを小さくすることで、左辺の
抵抗値を大きくし、スレーブラッチのトランジスタのサイズを大きくすることで、右辺の
抵抗値を小さくすることが効果的である。しかし、上記で述べたように、MTJ 素子の磁気
を反転させるためのストア電流を確保するためには、選択トランジスタサイズを大きくす
ることが必要である。そのため、スレーブラッチのトランジスタサイズをより大きくし、
右辺の抵抗値を小さくしなければ、ラッチ破壊が頻繁に発生してしまう。これによりスレ
ーブラッチの面積も増大してしまう。 
 
 
 
図 5.3.3 ラッチ破壊の発生例 
 
 
83 
 
 
(a) 経路１ 
 
(b) 経路２ 
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 (c) 経路 3 
図 5.3.4 ストア時におけるストア電流経路 
 
さらに、シリコン上でラッチ破壊の発生頻度を測定するために、スレーブラッチおよび
選択トランジスタのサイズが異なる PSM-NVFF を 3 つ設計し、実チップでの測定を行っ
た。測定結果を図 5.3.5に示す。まず、スレーブラッチのトランジスタサイズは同じ 65nm
プロセスの通常の D-FF のスレーブラッチのサイズを 1 としたときの値を示している。測
定結果より、通常と同程度のスレーブラッチのサイズでは 26%もの割合で、ラッチ破壊が
発生してしまうことが分かる。また、トランジスタサイズを 3 倍近くまで大きくしても、
ラッチ破壊が起こる可能性があることを示している。以上のことから、PSM-NVFF では、
ストア動作のロバスト性に大きな課題があり、これにより PSM-NVFFの面積の増大に繋が
ることが分かる。 
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図 5.3.5 スレーブラッチサイズによるストア動作への影響 
 
 
(b) リストア動作のロバスト性 
 リストア動作は、スレーブラッチに繋げられた 2つのMTJ素子の抵抗差を利用して行わ
れる。そのため、MTJ 素子の TMR が低い場合、リストアの動作不良が発生する可能性が
ある。また、今回使用したMTJ素子の TMRは 106%程度である。しかし、PSM-NVFFで
は、MTJ素子を選択トランジスタのソース側に接続するようにしている。この際、MTJ素
子の抵抗分圧によって、選択トランジスタのソース側の電圧が低抵抗のMTJ素子と高抵抗
の MTJ 素子で異なってくる。MTJ 素子が高抵抗の場合、ソース側の電圧が大きく変化す
る。これにより、逆バイアス効果が生じ、選択トランジスタの駆動能力が大きく低下する。
よって、MTJ素子と選択トランジスタの組み合わせでの駆動能力で比較した場合、MTJ素
子が低抵抗の場合と高抵抗の場合で、TMR 以上の抵抗差が生じる。以上のことから、
PSM-NVFFはリストア動作に高いロバスト性があると言える。 
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(c) 無駄な書き込みエネルギーの発生 
 ストア動作では選択トランジスタをオンにし、MTJ 素子に電流を流すことで書き込みを
行うことができる。しかし、PSM-NVFF では前回 MTJ に書き込みを行ったデータを記憶
しておくことができない。そのため、図 5.3.6 のように、ストア動作を行っても MTJ の抵
抗値が同じ変わらない場合が存在する。しかし、MTJ 素子の抵抗値が変化するかどうかに
関係なく選択トランジスタがオンしている間はストア電流が流れてしまう。これにより、
無駄なストアエネルギーが発生してしまう。不揮発性 PGではこのMTJ素子に書き込むた
めに必要なストアエネルギーが、PGを行う際の非常に大きなオーバーヘッドとなるため、 
BET の増大に繋がってしまう。そのため、無駄なストア動作はできる限り避けるべきであ
る。 
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図 5.3.6 無駄なストア動作の例 
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5.4 新しい NVFF回路の提案 
 
5.3.2節で述べたPSM-NVFFの問題点から、著者は2種類の新しいNVFF回路を提案する。
本節では各提案回路の回路構成を示し、その優位性について述べる。さらに、次の 5.5節に
て、既存の PSM-NVFFとの比較評価を行い、提案手法の性能について定量的な評価を示す。 
 
5.4.1 Split-Store-Restore NVFF（SSR-NVFF） 
  
SSR-NVFF は既存の PSM-NVFF において、重大な問題となっているストア動作による
ラッチ破壊の発生を効果的に防ぎ、スレーブラッチの回路面積を削減が期待できる NVFF
回路である[57]。ヘッダ型(HDPG)およびフッタ型(FTPG)の SSR-NVFFの回路図を図 5.4.1
に示す。また、図 5.4.2 は SSR-NVFF の制御シーケンスである。SSR-NVFF は既存の
PSM-NVFFの回路図を基にし、スレーブラッチのN1、N2のノードをそれぞれインバータ
で受け、その出力を左右反対の選択トランジスタおよび MTJ 素子へ接続している。
SSR-NVFFでのストア動作とリストア動作を以下に示す。 
 
(a) ストア動作 
ストア動作時の制御について図 5.4.3 に示す。ストア動作ではまず、SR1 信号を‘0’に
し、ストア動作用の選択トランジスタ（TR1、TR2）をオンにする。また CTRL 線は‘0’
のため、TR2から CTRL線の方向に電流が流れる。これにより、MTJ素子の抵抗値は高抵
抗に変化する。次に、CTRL 線の電圧を‘1’にする。CTRL 線か TR1 の方向に電流が流
れ、MTJ素子の抵抗値は低抵抗になる。最後に TR1、TR2をオフにすることでストア動作
を行うことができる。また、次に PSをオフにすることで、PSM-NVFFと同じ制御でスリ
ープ動作を行える。 
さらに、選択トランジスタとMTJを組み合わせた際のストア電流の流れやすさを図 5.4.4
に示す。PSM-NVFF に対し、SSR-NVFF ではストア動作用の選択トランジスタとして
pMOSを用いている。これにより、PSM-NVFFに対し、ストア電流の流れやすい方向が逆
になる。つまり、より多くの電流が必要な ICP→AP のストア電流は、選択トランジスタと
MTJを流れやすい方向の電流となる。よって、PSM-NVFFに比べ、SSR-NVFFではスト
ア動作用の選択トランジスタのサイズを小さくすることができる。 
また、ストア電流はスレーブラッチの N1、N2 ノードをゲート受けしたインバータと
CTRL 線の間で流れる。そのため、スレーブラッチのトランジスタサイズに依らず、ラッ
チ破壊が起こることはない。これにより、スレーブラッチのトランジスタサイズは通常動
作に必要なサイズがあれば問題ない。 
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(b) リストア動作 
リストア動作では SR2の信号を‘0’から‘1’にすることで、nMOSの選択トランジス
タ（TR3、TR4、TR5）をオンにする。また、CTRL線は‘0’にしておくため、PSM-NVFF
と同じく CTRL線から nMOSの選択トランジスタを通って、スレーブラッチのループ部へ
電流が流れる。また、MTJ素子の抵抗値の差を利用して、スレーブラッチの N1、N2のノ
ードの電圧はストア動作前の状態へと復帰することができる。 
また、5.3.2 節にてリストア動作のロバスト性を述べたように、リストア動作のロバスト
性が高いため、リストア動作用の選択トランジスタはストア動作用の選択トランジスタよ
りも小さくすることができる。これにより、TR3、TR4、TR5 のトランジスタサイズは小
さいものとなる。 
 
以上のことから、SSR-NVFF では、リストア動作だけでなくストア動作でも安定した動
作を実現することができる。また、スレーブラッチおよび選択トランジスタのサイズを小
さくできることから、PSM-NVFFと比べトランジスタ数は多くなるものの、回路面積では
SSR-NVFFの方が小さくなることが期待できる。さらに、ストア電流の経路は Reset機能
付によるNANDセルを経由しないため、インバータセルと選択トランジスタのサイジング
だけで設計を行うことができるため、設計コストを小さく抑えることもできる。 
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(a) HDPG 
 
 
(b) FTPG 
図 5.4.1 SSR-NVFFの回路図 
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(a) HDPG 
 
(b) FTPG 
図 5.4.2 SSR-NVFFの制御シーケンス 
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図 5.4.3 SSR-NVFFのストア動作 
 
 
 
図 5.4.4 SSR-NVFFのストア電流の向きと流れやすさ 
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5.4.2 Selective Storing NVFF（SS-NVFF） 
 
 既存の PSM-NVFFでは、PGが実行されるたびにストア動作が実行されてしまうという
問題が挙げられる。PG によるリーク削減効果に対し、MTJ 素子へのストアエネルギーは
非常に大きなオーバーヘッドとなっている。これにより、MTJ 素子へのストアエネルギー
が NVPGを適用したときの BETの大きな要素となってしまう。よって、MTJ素子への書
き込み頻度を抑えることで、NVFF を用いた不揮発性 PG におけるエネルギーオーバーヘ
ッドを大幅に削減することができ、BETを短くすることが期待できる。 
 スレーブラッチの回路状態が前回 PG を行った時と同じ場合には、MTJ 素子への書き込
みを行う必要はない。そのため、スレーブラッチに保持しているデータと最後にMTJ素子
に書き込んだデータを比較し、異なっていた場合にのみ、ストア動作を自動で実行する回
路を提案した（図 5.4.5）[50]。本提案の回路を Selective Storing NVFF（SS-NVFF）と名
付けた。SS-NVFF における制御シーケンスを図 5.4.6 に示す。SS-NVFF では、不揮発性
PGを実行するために以下の動作を行う必要がある 
 初期化動作 
 アクティブ動作 
 ストア動作 
 スリープ動作 
 リストア動作 
 アクティブ動作およびスリープ動作は、PSM-NVFFと同じ制御で動作させることができ
る。その他の初期化動作、ストア動作、リストア動作について以下に詳しく説明する。 
 
(a) 初期化動作 
PSM-NVFFに対し、SS-NVFFでは FFを初期化するのと同じタイミングで、MTJの書
き込みを 1度行う必要がある。そのため、SR1と SR2が接続されている選択トランジスタ
をオンにし、CTRL信号を‘0’から‘1’にすることで左右のMTJ素子へ書き込みを行う
（図 5.4.7）。さらに、Save 信号を‘1’にすることで、スレーブラッチで保持しているデ
ータを選択回路内のラッチへ格納する。これにより、最初のデータを選択回路が記憶する
ことができる。初期化動作を実行した後は、PSM-NVFFと同様にアクティブ動作を実行で
きる。 
(b) ストア動作 
 ストア動作時には、SR1 信号が接続されている選択トランジスタのみをオンにし、SR2
が接続されているトランジスタはオフにする。このとき、選択回路はスレーブラッチのデ
ータと選択回路内のラッチのデータを比較する。お互いのデータが異なっている場合には、
94 
 
Select信号は‘1’となり、図 5.4.7と同じようにストア電流が流れ、MTJ素子への書き込
みが行われる。しかし、スレーブラッチと選択回路で同じデータを保持していた場合には、
Select信号は‘0’のままであり、ストア電流は流れない。これにより、ストア動作前とス
トア動作後でMTJ素子の抵抗が同じになるようなストア電流が流れることを防ぐことがで
きる。ストア動作後は SS-NVFF回路全体を PGすることが可能となる。 
(c) リストア動作 
リストア動作では、SR1、SR2 に接続されているトランジスタをオンにすることで、
PSM-NVFFと同じ原理で、回路内のデータを読み出すことができる。しかし、PSM-NVFF
と同じリストア動作を行った後、図 5.4.8で示した動作を行い、スレーブラッチのデータを
選択回路部へ格納する必要がある。これにより、最後にMTJ素子へ書き込みを行ったデー
タを選択回路は保持することができる。 
 
よって、SS-NVFF では、MTJ 素子への書き込みの選択をセル単体だけで自動で行うこ
とが可能である。しかし一方で、選択回路にインバータや伝送ゲートの他に、Exclusive 
NOR セルを用いているため、PSM-NVFF に比べトランジスタ数が増えてしまっている。
そのため、不揮発性 PGを行う場合には、PG適用回路全体の面積に対して D-FFのセル数
が少ない回路や、D-FFのデータが書き換わる頻度が低い回路に適用することが望ましいと
考えられる。 
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(a) HDPG 
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(b) FTPG 
図 5.4.5 SS-NVFF回路図 
 
97 
 
 
図 5.4.6 SS-NVFFの制御シーケンス 
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図 5.4.7 MTJへ書き込み動作 
 
99 
 
 
図 5.4.8 選択回路へデータを格納 
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5.5 評価 
  
 本節では、著者らが提案した2つのNVFFと従来手法であるPSM-NVFFを、実際に65nm
プロセスを用いて設計し、回路シミュレータ（HSPICE）を用いて比較評価を行った。また、
電源電圧は 1.2Vとした。さらに、通常の D-FFと比較し、D-FFを NVFFに置き換えた際
の面積および動作速度へのオーバーヘッドを求めた。 
 
5.5.1 SSR-NVFF 
 
 上記で述べたように、提案手法として SSR-NVFF の設計を行い既存手法の PSM-NVFF
との比較を行った。まず、PSM-NVFFと SSR-NVFFにおいて、ストア電流 ICP→APと 
ICAP→P を十分に確保できるように選択トランジスタおよびスレーブラッチのトランジス
タのサイジングを行った。さらに、PSM-NVFF と SSR-NVFF で、通常の D-FF のスレー
ブラッチのサイズから、ラッチ破壊が起こらなくなるスレーブラッチのサイズを求めた。 
 
(a) ストア動作の不良率 
PSM-NVFF と SSR-NVFF のストア動作時のラッチ破壊への耐性を評価するため、スレ
ーブラッチのトランジスタサイズとストア動作の不良率の関係性を求めた。PSM-NVFFと
SSR-NVFF に対し、選択トランジスタサイジングは、ストア電流 ICP→AP と ICAP→P を
十分に確保できるようにした。また、ストア動作時のラッチ破壊の起こりやすさを評価す
るために、トランジスタしきい値電圧に対しプロセスばらつきが生じると想定し、モンテ
カルロ・シミュレーションを 1000 回行った。また、標準偏差 σ に対し、3σ のとき標準の
しきい値電圧から±10%変化すると想定した。PSM-NVFFと SSR-NVFFに対し、スレーブ
ラッチのトランジスタサイズを通常の D-FF のサイズから大きくした際のストア動作の不
良率を図 5.5.1に示す。スレーブラッチのトランジスタサイズは、通常の D-FFのトランジ
スタサイズをもとに正規化を行っている。また、ストア動作の不良率は各スレーブラッチ
のトランジスタサイズで、1000 回のシミュレーションのうち、どれだけラッチ破壊が発生
したかを示したものである。 
SSR-NVFF では、ゲート受けしたインバータから MTJ 素子へ電流を流しているため、
通常の D-FF のスレーブラッチと同じトランジスタサイズを用いてもラッチ破壊は起こら
なかった。一方、PSM-NVFF では、5.3.2 節で述べたように、スレーブラッチのトランジ
スタサイズを小さくすることで、ラッチ破壊の頻度は高くなる傾向を示した。また、FTPG
に比べHDPGの方が、ラッチ破壊が起こりやすいという結果となった。これは、HDPGが
pMOSを PSに用いており、nMOSに比べ pMOSのトランジスタのオン抵抗が高いためだ
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と考えられる。また、今回のシミュレーションでラッチ破壊が起こらないような
PSM-NVFFを設計するためには、スレーブラッチのトランジスタサイズを通常の D-FFの
6倍のサイズまで大きくしなければならないことがわかった。 
 
 
 
図 5.5.1 プロセスばらつきにおけるストア動作の不良率 
 
 
 
(b) ストア動作時のストア電流 
PSM-NVFFと SSR-NVFFにおいて、5.3.2節および 5.4.1節で述べたストア動作を行っ
た際の MTJ 素子に流れるストア電流を、回路シミュレーションを用いて求めた。図 5.5.2
に HDPGおよび FTPGを適用した PSM-NVFFと SSR-NVFFのシミュレーション結果を
示す。また、SSR-NVFF のスレーブラッチのトランジスタサイズは通常の D-FF と同程度
とし、PSM-NVFFのスレーブラッチのトランジスタサイズは、ストア動作の不良動作が発
生しないよう、通常の D-FFの 6倍のサイズを想定した。 
PSM-NVFFでは AP→Pへの書き込みの方が、ストア電流が流れやすい。そのため、ICP
→APを確保するために選択トランジスタのサイズを大きくすると、AP→Pへの書き込み時
に必要以上の電流が流れてしまう。これは、無駄なエネルギーが消費されるだけでなく、
MTJ素子に高い電圧が印加されることで、MTJ素子のバリア層が破壊される原因になりか
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ねない。一方、SSR-NVFF ではストア動作時に使用する選択トランジスタを変えることに
よって、ICAP→Pよりも ICP→APの方向の電流が流れやすくなっている。そのため、より
多くの電流が必要な ICAP→P の電流を確保するように、選択トランジスタのサイジングを
行っても AP→P 方向の書き込み時に、無駄なストア電流が流れるのを防ぐことができた。 
 
図 5.5.2 PSM-NVFFと SSR-NVFFのストア電流比較 
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(c) 回路性能の比較 
 さらに PSM-NVFF と SSR-NVFF の回路性能の比較を行うために、それぞれの NVFF
の面積およびクロックが立ち上がってから出力 Q が遷移するまでの時間（C-Q 遅延時間）、
ダイナミックエネルギー、ストアエネルギー、リストアエネルギーのシミュレーション評
価を行った（表 5.5.1）。ダイナミックエネルギーは、出力 Q が‘1’から‘0’に遷移する
ときと、‘0’から‘1’へ遷移するときの消費エネルギーの平均をとった。またストアエネ
ルギー、リストアエネルギーは、ストア動作、リストア動作が十分に行える時間として 50ns
の間、選択トランジスタをオンにした時の消費エネルギーをシミュレーションで求めたも
のである。 
 回路面積は PSM-NVFF と比べて、SSR-NVFF が 55%にまで削減できる結果となった。
これは、回路構成に必要なトランジスタ数は SSR-NVFFの方が多いが、スレーブラッチお
よび選択制御回路のトランジスタサイズを効果的に削減できたためである。また、C-Q 遅
延時間も 18%削減することができた。これもまた、スレーブラッチのトランジスタサイズ
を抑えたことにより、回路内の寄生容量が減ったためだと思われる。さらに、ストア・リ
ストアエネルギーも PSM-NVFFと比べ削減できることがわかった。ストアエネルギーの削
減はAP→P方向の書き込みを行う際の無駄な電流を削減できたことによる影響だと考えら
れる。また、SSR-NVFではストアとリストアでそれぞれ別の選択トランジスタを用いてい
る。そのため、リストアに用いる選択回路はリストアが実行できるトランジスタサイズが
あれば十分なため、PSM-NVFFに比べ消費エネルギーを削減することができた。 
 
 
表 5.5.1 PSM-NVFFと SSR-NVFFの回路性能比較 
 PSM-NVFF (A) SSR-NVFF (B) 比率 (B/A) 
面積 [μm2] 172×203 180×106 0.55 
C-Q 遅延時間 [ps] 280 230 0.82 
ダイナミックエネルギー 
[pJ] 
0.17 0.14 0.84 
ストアエネルギー [pJ] 9.02 6.13 0.68 
リストアエネルギー[pJ] 3.84 2.23 0.58 
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5.5.2 SS-NVFF 
 SS-NVFF の評価を行うため、16bit カウンタ回路と ISCAS’89 ベンチマークから 2 つの
回路を採択し、シミュレーションを行った。SS-NVFFの設計では 65nmプロセスを想定し
ており、電源電圧は 1.2V としている。PSM-NVFF と SS-NVFF を適用した 16bit カウン
タ回路の回路図を図 5.5.3に示す。 
また、表 5.5.2は SS-NVFF のシミュレーション結果を示す。ダイナミックエネルギーは
出力が‘1’から‘0’へ遷移したときと、‘0’から‘1’へ遷移した時の平均の消費エネル
ギーである。また、ストアエネルギーはストア動作を行うため、選択トランジスタ（SR、
SR1）を 50nsの間オンにし、ストア動作を行っている時に消費されるエネルギーを評価し
た。 
ダイナミックエネルギー、ストアエネルギー、BET は PSM-NVFF の値で正規化してい
る。16bit カウンタ回路では、図 4.5.3 に示すように、16 個の NVFF が使用されており、
FullAdder セル 16 個と合わせて 32 個のセルのみで構成されている。そのため、回路全体
に対する FFのセル数の割合は 50%となっている。一方、ISCAS’89のベンチマーク回路の
s1494と s5378ではそれぞれNVFFが 6個と 179個使用されている。しかし、s5387では、
その他に使用しているセル数も多いため、FF数の割合はそれぞれ 6%と 9%となっている。 
 ダイナミックエネルギーは、PSM-NVFFと比べ、SS-NVFFでは 2~13%増加する結果と
なった。これは、ストア動作を行う必要があるかを自動で判断するために追加した回路が
大きくなったため、セル内のトランジスタ数や負荷容量が増加したためである。しかし、
回路全体のセル数に対する FF の割合が低い s1494 の回路ではこのダイナミックエネルギ
ーの増加を 2%に抑えられている。また、カウンタ回路では回路の半数を FFが占めている
が、ダイナミックエネルギーの増加は 7%となっている。これはカウンタ回路の FFのスイ
ッチング確率が低いためだと考えられる。一方、ストアエネルギーは 15~29%にまで削減す
ることができた。無駄な MTJ の書き込みを抑制することで、3 つの回路すべてで MTJ 書
き込み頻度を 30%以下に抑えられていることを示している。これにより、PSM-NVFFに対
して、SS-NVFFでは PGを適用した回路のBETを 14~28%にまで削減することができた。 
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(a) PSM-NVFF 
 
(b) SS-NVFF 
図 4.5.3 16bitカウンタ回路 
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表 5.5.2 SSNVFFの消費エネルギーおよび BET（PSM-NVFFで正規化） 
ベンチマーク
回路 
回路内の 
FF数 
全セル数の内
FFの割合 
ダイナミック 
エネルギー 
ストア 
エネルギー 
BET 
16bit 
カウンタ 
16 50% 1.07 0.26 0.26 
s1494 6 6% 1.02 0.15 0.14 
s5378 179 9% 1.13 0.29 0.28 
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5.6 考察とまとめ 
 第 5 章では、マイクロプロセッサなどで必ず必要であるレジスタ回路を含んだ回路全体
に PG を適用するための手法について述べ、MTJ 素子と呼ばれる磁気素子を使用した不揮
発性 PGに着目し、研究を行った。 
 従来手法として提案されていた、PSM-NVFFを実際に設計し、ウェハ上で測定を行うこ
とで、この NVFF 回路の問題点を新たに明らかにした。さらに、それらの問題点を解決す
る新しいNVFF回路を 2つ提案した。 
 ストア動作のロバスト性を高める NVFF では、通常の D-FF のスレーブラッチのサイズ
を用いてもラッチ破壊が発生しないことを示せた。さらに、トランジスタ数は増えるが、
スレーブラッチおよび選択トランジスタのサイズを効果的に小さくできるため、全体の回
路面積を 55%まで削減できることが分かった。さらに、効果的な電流経路でストア動作を
行えるため、ストアエネルギーも 68%まで削減することができた。 
 MTJ素子が同じ抵抗値のままになってしまう無駄なストア動作を防ぐNVFF回路では、
NVFF回路のトランジスタ数の増加にともない、動作エネルギーが 2~13%ほど増加するこ
とが分かった。しかし一方で、データを記憶するための消費エネルギーは 15~29%にまで減
らすことができた。 
従来手法である PSM-NVFF の問題点を大きく 2 つ挙げ、新しく提案した NVFF でそれ
ぞれの問題を解決することが可能であることを示せた。しかし、今回挙げた問題点は、不
揮発性 PGにおいて、常に同時に生じている問題だと考えられる。そのため、2つの提案手
法の回路の機能を統合した、新しい NVFF回路が強く求められると考えられる。 
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第５章 考察 
                                          
 
 第 4 章では、細粒度 PG を適用することにより、マイクロプロセッサが動作をしている
ランタイムでもリークエネルギーを削減できることを示した。これにより、細粒度 PGを用
いることで動作中のリーク電力の削減が期待できる。しかし、4.4 節、4.5 節でも述べたよ
うに、動作周波数によってエネルギー削減効果が大きく変わる。今回は評価対象として動
作周波数が 200MHzのマイクロプロセッサを想定した。しかし、動作周波数が 1GHz以上
のCPUなどの回路では細粒度 PGによる消費エネルギーの削減が期待できないと考えられ
る。一方で、動作周波数が 1MHz 以下でも十分なセンサ回路や医療用デバイスなどでは、
リーク電力の削減効果が高まると考えられる。また、微細化によりトランジスタサイズの
小さいプロセスではリーク電流が多くなる。このような場合にも、細粒度 PGを適用するこ
とによるリーク電力を削減できると考えられる。 
また、チップ上の温度が高くなる場合も、リーク電流が多くなる。このため、チップ上
の温度をモニタし、温度が高くなった場合にのみ、細粒度 PGを有効にすることで、効果的
に PGを制御できると考えられる。 
さらに、今回の細粒度 PGは、演算器のみに適用した。これは、演算器回路が組み合わせ
回路のみで構成されており、PGを行う前後で保持しておくデータが無いためである。しか
し、レジスタを含む回路にも細粒度 PGを適用することでさらなるリーク電力が削減できる
と考えられる。しかし、レジスタは PGを行うことで保持しているデータが失われてしまう
ため、レジスタを不揮発化するなどの工夫が必要になる。また、不揮発化したレジスタを
含む回路を細粒度 PGする際には、データを保持するために必要なエネルギーオーバーヘッ
ドも考慮する必要がある。このエネルギーオーバーヘッドが大きい場合、消費エネルギー
が増大する可能性がある。そのため、エネルギーオーバーヘッドを小さくする工夫や、オ
ーバーヘッドを考慮したスリープ制御が必要になると考えられる。 
また、第 5章では、新しい不揮発性 D-FF（NVFF）を提案し、マイクロプロセッサなど
において必要不可欠な D-FF を NVFF に置き換えることで、レジスタを含む回路でも不揮
発性 PG を効果的に実行できることを示した。また、新しい NVFF が高いロバスト性を示
すことが分かった。しかし、D-FFは誤り検出訂正機能（ECC）を持たないため、誤ったデ
ータを保持してしまうと回路の不良動作に繋がってしまう。そのため、データ保持のため
にマージンを持った回路設計が必要となる。しかし、正しいデータが記憶されているか確
認する（Verify）機能が実現できれば、正しいデータを保持できなかったレジスタにのみ、
再度書き込みを行うことができる。これにより、回路設計でのマージンを無くすことがで
き、無駄な書き込みエネルギーを抑制できるため、回路面積や消費エネルギーのオーバー
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ヘッドを減らせると考えられる。 
さらに、回路面積に対しレジスタの数が多い回路では、NVFF のデータを保持するとき
のエネルギーオーバーヘッドが大きくなるため、不揮発性 PGの効果が小さくなる。そのた
め、エネルギーオーバーヘッド小さくするために、回路に含まれるレジスタのうち、記憶
すべきレジスタとデータが失われても不良動作に繋がらないレジスタを取捨選択する方法
が考えられる。このためには、システムレベル、アーキテクチャレベルでの回路設計が必
要になる。 
また、NVFF を用いて不揮発性 PG を細粒度に適用した場合、データを保持するエネル
ギーオーバーヘッドが問題となる。このエネルギーオーバーヘッドが削減するリークエネ
ルギーに対し大きくなってしまうと損益分岐時間（BET）が長くなるためである。これに
より、不揮発性 PGを適用できるのは、回路が使われず待機している時間が長い回路に限ら
れてしまう。しかし、このデータを保持するためのエネルギーオーバーヘッドはMTJを書
き換えるために必要なエネルギーが主な要因である。そのため、回路設計だけでこのエネ
ルギーオーバーヘッドを小さくすることは困難であると考えられる。そのため、MTJ 素子
に用いられる素材などを工夫することにより、書き込みエネルギーを大きく削減する工夫
などが強く求められる。MTJ 素子への書き込みエネルギーが大幅に削減できた場合、PG
を行っている時間が短くとも消費エネルギーの削減が期待できる。これにより、より多く
の機会でリーク電力を削減することができると予想される。 
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第６章 結論 
                                          
 
 本論文では、トランジスタの微細化とともに大きな課題となっているリーク電力削減技
術について概説した。さらに、マルチコアのマイクロプロセッサやモバイル向けの LSI な
どへの適用が期待されることから、PG 技術に着目し、PG を適用する回路の粒度を下げる
ことで PG を行う機会をより多く得る手法と、PG による記憶回路のデータの破壊を防ぎ、
より多くの領域で PG を実行する手法の 2 つの観点から、さらなるリーク電力削減効果を
示した。 
 
 PGを適用する領域をコアレベルではなく、セルレベルで行う細粒度 PGを実装したマイ
クロプロセッサを開発し、ランタイムパワーゲーティングの有効性を示した。さらに、PG
の粒度を細かくすることで生じる問題を取り上げ、従来手法では解決できない問題点を明
確にした。また、その問題を解決するための、新しい PGの制御手法を提案した。正確なシ
ミュレーション評価を行うため、レイアウトにより回路設計を行い、対象回路の配線抵抗・
容量の抽出を行った。提案手法と従来手法の性能の評価を行うため、細粒度 PGを実装した
マイクロプロセッサ上でアプリケーションを実行した際の消費エネルギーを評価した。こ
れにより、提案手法が従来手法に比べ、非常に少ない消費エネルギーで PGを制御すること
ができ、なおかつ効率的に PGによるリークエネルギーの削減が行えることが分かった。 
 さらに、提案手法と従来手法を用いた場合の消費エネルギーのモデル化を行い、各手法
の特徴を定量的に評価した。電源電圧やリーク電流、回路の活性化率など回路環境による
各手法への影響について評価し、さらに、プロセスばらつきによる影響についても調査を
行った。以上のことから、従来手法に対する提案手法の有用性について示した。 
 
 PG を行っても保持するデータが失わない記憶回路技術について述べ、PG を適用する領
域を広げることで得られるリーク削減効果について議論し、磁気素子を用いた不揮発性フ
リップフロップの有用性を示した。また不揮発性フリップフロップとして提案されている
回路を取り上げ、レイアウト設計を行うことで、シリコン上での測定を行った。さらに、
測定から得られた知見をもとに、従来手法のロバスト性について議論し、PGを適用する際
の問題点を指摘した。この問題を解決するために、PGに対する記憶データにロバスト性を
持つ回路と、データを記憶するために無駄なエネルギーが消費されるのを防ぐ回路の 2 つ
を提案した。 
 記憶データにロバスト性を持つ不揮発性フリップフロップの回路では、回路のトランジ
スタサイズとデータを保持する際の動作不良率の関係性を示し、従来手法に対してセルの
回路面積を小さくできた。さらに、データの記憶時に消費さえるエネルギーも削減できる
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ことが分かった。 
また、不揮発性フリップフロップがすでに同じデータを保持している場合、データの書
き込みを行わないことで無駄なエネルギーの消費エネルギーを抑える回路を考案した。提
案手法と従来手法の回路を 16bitカウンタ回路とベンチマーク回路に適用し、PGを行った
際の性能についてシミュレーションで評価した。従来手法に比べ、提案手法は回路面積が
増大してしい、動作エネルギーが 2~13%ほど増加することが分かった。一方で、データを
記憶するための消費エネルギーは 15~29%にまで減らすことができた。 
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第７章 今後の課題 
                                          
 
 細粒度 PGを用いたマクロプロセッサの低消費電力設計および、スリープ制御については、
以下の課題が残されている。 
 既存のスリープ制御および本研究で提案したスリープ制御手法の評価は、マイクロプロ
セッサでのアプリケーション実行を想定したシミュレーションで行っている。これらの手
法を適用したマイクロプロセッサを設計し、実装した上で、実チップによる測定が必要で
ある。 
 
 不揮発性フリップフロップを用いた不揮発性 PG回路の設計については、以下の課題が残
されている。 
 既存手法の不揮発性フリップフロップはシリコン上での測定を行ったが、本論文で提案
した不揮発性フリップフロップは未実装であり、シミュレーションでの評価を行っている。
MTJ 素子やプロセスのトランジスタのばらつきによる影響が考えられるため、シリコン上
で測定し、評価する必要がある。さらに、不揮発性フリップフロップを用いたマイクロプ
ロッサを設計し、実チップでの測定による評価が求められる。また、マイクロプロセッサ
へ不揮発性フリップフロップを用いた場合、MTJ 素子への書き込みエネルギーがパワーゲ
ーティングのオーバーヘッドとして問題になると考えられる。そのため、書き込みエネル
ギーのさらなる低減化を図るための回路技術やアーキテクチャレベルでの制御技術が必要
である。 
 
 さらに、マイクロプロセッサなどに対し、細粒度 PGと不揮発性 PGを両方適用すること
により、マイクロプロセッサが動作時と待機時を合わせてさらなるリーク電力の削減が期
待できる。 
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