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Carbon storageWe present a robust and efﬁcient method for calculating chemical equilibria of general multiphase sys-
tems. The method is based on a stoichiometric approach, which uses Newton’s method to solve a system
of mass-action equations coupled with a system of equilibrium constraints. A stabilisation procedure is
developed to promote convergence of the calculation when a presupposed phase in the chemical system
is absent in the equilibrium state. The formulation of the chemical equilibrium problem is developed by
presuming no speciﬁc details of the involved phases and species. As a consequence, the method is ﬂexible
and general enough so that the calculation can be customised with a combination of thermodynamic
models that are appropriate for the problem of interest. Finally, we show the use of the method to solve
relevant geochemical equilibrium problems for modelling carbon storage in highly saline aquifers.
 2013 Elsevier Ltd. Open access under CC BY-NC-ND license.1. Introduction
Multiphase systems are encountered in numerous natural and
industrial processes. The ability to model their chemical and phys-
ical behaviour is of utmost importance for many applications such
as petroleum reservoir simulation, geochemical analyses of water–
gas–rock systems, and design of carbon dioxide storage in geologic
formations. However, accurate and comprehensive modelling of
such systems is difﬁcult and computationally expensive.
In this work we develop a numerical method for the thermody-
namic equilibrium calculation of multiphase systems. Unlike the
traditional approach of imposing only mass-balance conditions
on the chemical elements of the system, the approach presented
here permits the speciﬁcation of other types of equilibrium con-
straints such as ﬁxed activity or fugacity of a species, ﬁxed partial
pressure of a gas, ﬁxed concentration or amount of a species, and
others. This generality in specifying equilibrium constraints is
important, for example, if the pH of an aqueous solution is known,
or if the dissolution of a mineral needs to be analysed over a range
of concentrations of aqueous carbon dioxide.
The formulation of the method assumes no speciﬁc details
about the species and phases involved. Therefore, the method is
generally applicable, allowing it to be used with any combinationof phases and species. Such generality is achieved by representing
thermodynamic quantities such as activity and its derivatives,
chemical potentials, and equilibrium constants as abstract func-
tions of temperature, pressure and composition. Therefore, the
algorithm can be easily customised to allow the use of a combina-
tion of thermodynamic models for the problem of interest.1.1. Existing geochemical solvers
In Smith and Missen [1], algorithms for chemical equilibrium
calculation are classiﬁed in two types: one based on the stoichi-
ometric formulation, and the other on the nonstoichiometric for-
mulation. The former takes into account the stoichiometry
among the species, which gives rise to a system of equilibrium
reactions mathematically modelled by a system of non-linear
mass-action equations. The latter, however, does not consider
such stoichiometry and requires a minimisation of the Gibbs free
energy of the system in order to determine its thermodynamic
equilibrium state.
In this work we adopt a stoichiometric formulation for the der-
ivation of the numerical method. This decision is made because the
stoichiometric formulation requires fewer unknowns than its non-
stoichiometric counterpart, which has its number of unknowns in-
creased by the use of Lagrange multipliers. It should be remarked,
however, that both formulations are mathematically equivalent as
shown by Zeleznik and Gordon [2], and Van Zeggeren and Storey
[3]. An alternative demonstration of this is shown in Appendix A.
410 A.M.M. Leal et al. / Advances in Water Resources 62 (2013) 409–430Several geochemical solvers for equilibrium calculation exist in
the literature. Commonly used computational packages for geo-
chemistry modelling include MINEQL [4], MINEQL+ [5], WATEQ
[6], WATEQ4F [7], MINTEQA2 [8], EQ3/6 [9], PHREEQC [10,11],
CHESS [12], and Geochemist’s Workbench [13], to name just a
few. All these solvers are based on the stoichiometric formulation.
Geochemical packages based on the nonstoichiometric formulation
that use minimisation techniques for equilibrium calculations in-
clude GEM-Selektor [14], FactSage [15,16] and ChemSage [17].
Geochemical solvers typically assume numerous details about
the species, reactions, and phases in a thermodynamic equilibrium
calculation. These details can be, for example, an arbitrary decision
to neglect the reactive consumption/production of water [8], the
assumption that an aqueous phase always exists [8,10,13], or the
assumption that a gaseous phase exists only under the imposition
of a speciﬁed partial pressure/fugacity of a gaseous species
[9,13,18,19].
The disadvantages that follow from assuming speciﬁc charac-
teristics and models for the species, reactions, and phases are
many. Firstly, handling so many particular and arbitrary cases
can result in code bloat, which reduces efﬁciency and maintain-
ability of the software. Secondly, it becomes complicated to add
new features to the solver, since the introduction of new thermo-
dynamic models and phase types might incur in several modiﬁca-
tions throughout the code. Finally, restricting speciﬁc
thermodynamic models for some types of species restricts the sol-
ver ﬂexibility and applicability, preventing it from performing cus-
tomised computations using the plethora of models existent in the
literature.
Another common problem among some traditional geochemical
solvers concerns the numerical techniques they use for solving the
equilibrium equations. For instance, MINTEQA2 [8], EQ3/6 [9],
PHREEQC [10,11], CHESS [12], and Geochemist’s Workbench [13]
use an incomplete Newton approach to solve the resulting system
of non-linear equations. This incomplete Newton scheme can be
traced back to Morel and Morgan [20] in their proposal of an algo-
rithm for solving aqueous speciation. The approach consists of
arranging the species in two disjoint sets: a set of basis (or mas-
ter/component) species, and another of secondary species. Then,
the composition of the basis species are calculated via Newton’s
method applied to the modiﬁed mass-balance equations, and the
composition of the secondary species are calculated via a succes-
sive substitution approach using the mass-action equations.
The argument for this numerical scheme is to have a Jacobian
matrix with reduced dimensions. As a result, less computational
effort is spent in inverting matrices. However, calculating chemical
equilibria with an incomplete Jacobian matrix is not necessarily
faster than it would be with a complete Jacobian. This is because
more iterations might be required for the former approach, since
the quadratic convergence rate of Newton’s method near the solu-
tion is no longer guaranteed. Moreover, one should note that the
computational cost of evaluating complex equations of state and
thermodynamic functions can be greater than that of inverting a
complete Jacobian matrix.
Therefore, the numerical technique presented in this work uses
a full Newton’s method, as opposed to the incomplete approach
discussed above. This guarantees an optimal convergence rate of
the root-ﬁnding algorithm when the iterate is near the solution,
even for highly non-linear multiphase systems.
An improvement of the numerical technique developed by
Morel and Morgan [20] can be found in the work of Reed [21] for
heterogeneous chemical equilibrium calculations involving
minerals, gases and aqueous species. However, its methodology
has some of the drawbacks discussed previously, such as the
assumption of speciﬁc details about the system and the use of an
incomplete Newton method. The method, for instance, would havedifﬁculties modelling the full evaporation of an aqueous phase,
since this phase is considered to always exist. Moreover, the han-
dling of mineral phase appearance or disappearance at equilibrium
is not performed by a general approach that could be applied to
any phase. This is because the concept of mineral saturation is used
to determine which mineral should be excluded or added to the
calculation.
A recent work on multiphase geochemical speciation calcula-
tion can be found in Perez et al. [22]. The numerical method con-
sists of combining two-phase ﬂash calculations with aqueous
speciation, where two independent routines that communicate
with each other are used to solve the multiphase equilibrium prob-
lem. This differs from the methodology presented in this work,
which solves the full equilibrium problem without making sepa-
rate ﬂash calculations to account for a gaseous phase.1.2. Applications to carbon storage
Chemical equilibrium calculations for multiphase systems are
of vital importance for modelling carbon storage in deep saline
aquifers. Once CO2 is injected underground, most of it may dissolve
in brine, causing several relevant geochemical phenomena that af-
fect its overall trapping. Therefore, in order to determine the fate of
the injected CO2, reactive porous media ﬂow simulations are re-
quired, as evidenced, for example, by Johnson et al. [23], Lagneau
et al. [24], Audigane et al. [25,26] and Fan et al. [27]. These simu-
lations depend on tools capable of calculating the partitioning of
the components among the phases as well as determining all local
equilibrium phases.
As discussed above, many geochemical processes begin once
CO2 is dissolved. These include, for example, the acidiﬁcation of
the resident brine, which increases the signiﬁcance of the reactions
between aqueous species and primary minerals in the porous rock,
Gunter et al. [28]. Moreover, secondary carbonate minerals can
precipitate because of the water–rock interactions, indirectly
sequestering CO2 for geological times.
In this work we apply our multiphase equilibrium method to
model certain problems related to CO2 sequestration in saline aqui-
fers. These include the numerical investigation of the solubility of
carbon dioxide in brines and the calculation of phase behaviour
in systems composed of aqueous, gaseous and mineral phases.
The brines assumed for the calculation of CO2 solubility are
those derived from the salts: NaCl, NaCl + KCl, MgCl2, and CaCl2.
Comparison of the calculations with experimental data is done
using the recent measurements of Tong et al. [29] and Hou et al.
[30] at high temperatures, pressures and brine salinities. A combi-
nation of activity and fugacity coefﬁcient models is used for species
CO2(aq) and CO2(g), in order to assess the resulting accuracy on the
solubility calculation.2. Mathematical formulation
In this section we present the mathematical formulation for
thermodynamic equilibrium calculations of multiphase systems.
In what follows, we shall assume a chemical system composed
of N species, where the i-th species is denoted by ai and the vector
of species by a ¼ ½a1; . . . ;aNt . In addition, we consider that there
exist E elements from which these species can be formed, where
the i-th element is denoted by ei and the vector of elements by
e ¼ ½e1; . . . ; eEt . Finally, we assume that the chemical species are
partitioned among P phases, where api denotes the i-th species
in the p-th phase, ap ¼ ½ap1 ; . . . ;apNp 
t denotes the vector of species
in the p-th phase, and Np denotes the number of species in the
p-th phase.
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Assume a multiphase system whose chemical species partici-
pate in the following linearly independent equilibrium reactions:
0
XN
i¼1
mjiai ðj ¼ 1; . . . ;MÞ; ð1Þ
where mji denotes the stoichiometric coefﬁcient of the i-th species in
the j-th reaction; and M the number of reactions, with M < N. The
following sign convention is assumed for the stoichiometric coefﬁ-
cients mji: negative for reactants, positive for products. We remark
that the equilibrium reactions (1) can involve species from a single
phase (i.e., homogeneous reactions) as well as species from differ-
ent phases (i.e., heterogeneous reactions).
Since reactions (1) are considered to be in equilibrium, the com-
position of the chemical system must satisfy the following mass-
action equations (see Appendix A):
jj ¼
YN
i¼1
a
mji
i ðj ¼ 1; . . . ;MÞ; ð2Þ
where jj ¼ jjðT; PÞ denotes the equilibrium constant of the j-th
reaction; ai ¼ aiðT; P;nÞ the activity of the i-th chemical species; T
and P the temperature and pressure of the system respectively;
and n ¼ ½n1; . . . ; nNt the molar abundance vector of the system, with
ni denoting the number of moles of the i-th species.
The number of mass-action Eqs. (2) is not enough to resolve the
equilibrium state of the system. Assuming that temperature and
pressure are speciﬁed in the problem, it follows that there are N
unknowns represented by the number of moles ni of each species.
Since there are only M mass-action equations, an additional of
E ¼ N M equilibrium constraints are required to resolve the
problem.
Based on the previous discussion, we impose the following
additional equilibrium constraints:
XN
i¼1
gjini ¼ hj ðj ¼ 1; . . . ; EÞ; ð3Þ
where gji ¼ gjiðT; P;nÞ and hj ¼ hjðT; P;nÞ are functions that will per-
mit the imposition of a variety of equilibrium constraints as shown
in the next section.
2.2. Equilibrium constraints
It is common to use mass-balance constraints in chemical equi-
librium calculations. These are the natural equilibrium constraints,
since they model the conservation of atoms of chemical elements.
However, despite its frequent use, several other types of equilib-
rium constraints are particularly important and useful.
In geochemical modelling of natural waters, for example, one
might be interested in imposing the pH of the solution, the total
concentration of ionic species, and the electroneutrality condition
of the mixture [10,13,31]. Below is a brief list of quantities that
can be constrained at equilibrium:
 number of moles of a species;
 concentration of a species;
 activity or fugacity of a species;
 gas partial pressure;
 total volume of the multiphase system;
 the number of moles of an element.
Let us now describe how Eq. (3) can be conﬁgured to model some
of the previously listed equilibrium constraints.Imposition of number of moles of a species. The imposition of the
number of moles of the k-th species at equilibrium is obtained by
setting the j-th equilibrium constraint equation as:
gji ¼ dik and hj ¼ nHk ; ð4Þ
where dik is the Kronecker delta and nHk is the desired number of
moles for the k-th species.
Imposition of charge balance. Macroscopically, an electrolyte
solution is electrically neutral. Therefore, the following linear
equation must be satisﬁed at equilibrium if the aqueous phase is
to be charged balanced:
XNpa
i¼1
zin
pa
i ¼ 0; ð5Þ
where pa denotes the index of the aqueous phase; and zi the elec-
trical charge of the i-th aqueous species. Therefore, setting the
j-th equilibrium constraint equation with the charge balance condi-
tion results in:
gji ¼ zidpai and hj ¼ 0; ð6Þ
where dpai is deﬁned as:
dpai ¼
1 if ai 2 apa
0 otherwise

: ð7Þ
Imposition of activity. Assuming that the activity of a species is
known, this information can be used together with others to deter-
mine the compositional state of a chemical system. Frequently, the
pH of a solution is readily available and so is the activity of species
Hþ, since aHþ ¼ exp10ðpHÞ.
Since activity is a non-linear function, it is not possible to write
it as a linear combination of variables ni. Therefore, supposing that
the j-th equilibrium constraint equation imposes the activity of the
k-th species to aHk , then the following is used:
gji ¼ dik and hj ¼
nk
ak
aHk ; ð8Þ
where ak is the activity of the k-th species calculated with the com-
position state n‘ at a iteration ‘. The above approach has the effect
of correcting n‘þ1k based on the deviation of current a
‘
k from the
speciﬁed aHk .
Imposition of gas partial pressure. The partial pressure of the k-th
species in the gaseous phase is given by:
Pk ¼ ykP; ð9Þ
where yk is the molar fraction of k-th gaseous species given by:
yk ¼
ngk
ngt
; ð10Þ
where g denotes the index of the gaseous species; and ngt the total
number of moles in the gaseous phase. Combining the above two
equations results in:
ngk ¼
Pk
P
ngt ; ð11Þ
which is used to set the j-th equilibrium constraint with:
gji ¼ di;kg and hj ¼
Pk
P
ngt : ð12Þ
Note that this constraint requires both pressure P and the composi-
tion of the gaseous species ng, which are available in the composi-
tion vector n.
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Section 2 described the mathematical formulation for the calcu-
lation of chemical equilibrium of multiphase systems subject to
general equilibrium constraints. In this section we present the
numerical methodology to compute the equilibrium state of the
system, which requires the simultaneous solution of the non-linear
mass-action Eqs. (2) and the equilibrium constraint Eqs. (3).
Initially we transform the mass-action Eqs. (2) by applying the
natural logarithm to both sides and write the resulting equations in
matrix form as:
lnj ¼ m ln a; ð13Þ
where j ¼ ½j1; . . . ;jMt is the vector of equilibrium constants;
m ¼ fmjig is the stoichiometric matrix of the equilibrium reactions
(1); and a ¼ ½a1; . . . ; aN t is the vector of activities of the species.
Similarly, we write the equilibrium constraint Eqs. (3) in matrix
form as:
Gn ¼ h: ð14Þ
In this work Eqs. (13) and (14) are solved with Newton’s method,
which is a well-known derivative-based root-ﬁnding algorithm that
achieves second-order convergence near the solution. The algo-
rithm consists of iteratively calculating new approximations of n
through the matrix equation:
Jdnlþ1 ¼ f; ð15Þ
where f denotes the residual function; J the Jacobian matrix; dnlþ1
the composition step; and l the iteration number. Once dnlþ1 is
determined, then nlþ1 can be calculated as:
nlþ1 ¼ nl þ dnlþ1: ð16Þ
Note that the algorithm requires an initial guess n0, which should
be near enough to the solution in order to prevent divergence.
3.1. Residual function and Jacobian matrix
From Eqs. (13) and (14), the residual function f is deﬁned as:
f ¼ Gn h
m ln a lnj
 
: ð17Þ
One can now deﬁne the problem as:
find n such that fðnÞ ¼ 0;
subject to ni > 0 for i ¼ 1; . . . ;N:
The later inequality constraint comes from the positivity of the
composition variables. Note that we also restrict n to be compo-
nent-wise non-zero, since every mass-action equation in (13) pre-
sumes the existence of every participating species in its
corresponding equilibrium reaction in (1). Later we shall show
how this restriction can be circumvented when a phase is not pres-
ent in the equilibrium state.
Next, we derive the Jacobian matrix J from the residual vector f,
which is deﬁned as J :¼ @f=@n. Therefore, from Eq. (17), it follows
that:
J ¼ G
mA
 
; ð18Þ
where A is the natural activity derivative matrix given by:
A ¼ @ ln a
@n
: ð19Þ
As can be seen in Eq. (19), the calculation of the Jacobian matrix J
requires the ﬁrst order partial molar derivatives of the activity mod-
els a ¼ aðT; P;nÞ.3.2. Projection procedure
In order to ensure that nlþ1 in Eq. (16) is component-wise posi-
tive, we project it to its feasible domain whenever one of its com-
ponents become negative. This is done by slightly modifying Eq.
(16) as:
nlþ1i ¼ nli þ yidnlþ1i ; ð20Þ
where yi is a projection factor given by:
yi ¼
ðx 1Þnli
dnlþ1i
if nli þ dnlþ1i 6 0
1 otherwise
8><
>: ; ð21Þ
with x 2 ð0;1Þ being a projection constant.
The use of the projection factor in Eq. (21) guarantees that the
positivity restriction on nlþ1i is satisﬁed. This is done by replacing
the i-th Newton step dnlþ1i by ðx 1Þnli whenever the former would
lead the new iterate nlþ1i to a negative state. Therefore, it is easy to
see that the resulting equation becomes nlþ1i ¼ xnli, where not only
the length of the Newton step has changed, but also its direction.
Numerical experiments indicate that the choice of x has a di-
rect impact on the performance of the chemical equilibrium calcu-
lation. This is specially true when one phase in the system is
missing in the ﬁnal equilibrium state. Numerically, this is accom-
panied by the successive decrease of the total number of moles
of the phase. A value ofx ¼ 0:1 accelerates this disappearance pro-
cess; however, if a phase is not supposed to vanish from the calcu-
lation, the use of a relatively small projection value can
compromise the convergence speed of the method. Therefore, in
order to balance efﬁciency and correct behaviour of the calculation,
we use a projection constant x in the interval ½0:5; 0:7. Morel and
Morgan [20] and Bethke [13] use a similar approach, where our
projection constant x would correspond to a ﬁxed value of 0.5 in
the published algorithms.
3.3. Stabilisation procedure
In Section 2, we formulated the chemical equilibrium problem
for a multiphase system. However, depending on the conditions
of temperature, pressure and equilibrium constraints, some phases
might not be present at equilibrium. As a consequence, mass-ac-
tion equations associated with non-existent phases will enforce
unnecessary equilibrium conditions.
Determining the equilibrium phase assemblage of a multiphase
system using the stoichiometric formulation is difﬁcult and inele-
gant. However, unlike most geochemical solvers, we do not solve
this issue with an ad hoc approach of addition and removal of
phases to determine the correct phase assemblage. Instead, we ap-
ply a stabilisation procedure that aids the convergence of the stoi-
chiometric method when potential phases in the calculation tend
to disappearance. The heuristic technique we developed consists
of a simple modiﬁcation in the natural activity derivative matrix
A (see Eq. 19).
The literature contains some efﬁcient approaches for handling
phase disappearance in ﬂash equilibrium calculations. For instance,
the negative ﬂash technique developed by Whitson and Michelsen
[32] is a well-regarded classic. Nevertheless, we ﬁnd it difﬁcult to
adapt that technique to a stoichiometric methodology, since our
approach does not use the Rachford–Rice equation commonly em-
ployed in ﬂash calculations.
The difﬁcult of handling phase disappearance, using the stoichi-
ometric formulation, results from the premise that the solution is
an interior point of the feasible domain. In other words, the molar
composition of the species are positive. In Appendix A, when we
write the ﬁrst order optimality conditions for a minimum of the
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implicitly assuming that its minimum is achieved in an interior
point. Therefore, whenever the equilibrium state is on the bound-
ary of the feasible domain (i.e., some phases and their species have
zero number of moles), the calculation will fail to converge.
The presentation of the stabilisation procedure requires the def-
inition of an unstable phase. Let gp denote the total number of mo-
les in phase p, and gt the total number of moles in the system. The
p-th phase in the system is then said to be unstable, at iteration l, if
the following conditions are satisﬁed:
glp < sg
l
t and g
l
p < g
l1
p ; ð22Þ
where s is a given stabilisation threshold value. In case l ¼ 0, we
use only the former condition. The threshold s ¼ 1010 has proved
to be satisfactory.
The stabilisation procedure consists of assuming that:
@ ln ai
@nj
¼ dij
ni
; ð23Þ
for all species ai 2 U , where U denotes the set of all chemical species
that belongs to an unstable phase. As a consequence, the matrix A in
Eq. (19) needs to be modiﬁed as follows:
Aij ¼
Aij if ai R U
dij
ni
if ai 2 U
8<
: ; ð24Þ
where Aij denotes the entry ði; jÞ in matrix A; and dij is the Kronecker
delta.
This approach has the following effects: (i) for a multi-species
phase, it eliminates the dependency of the activity derivative of a
species with respect to the others; and (ii) for a single-species
phase, it assumes a large activity derivative for the species, that
would be zero otherwise, resulting in a decrease of the equilibrium
condition imposed by the mass-action equations associated with
that species.
Finally, we remark that the Jacobian matrix J may become ill-
conditioned before a phase is detected to be unstable. In
our work, we assume that a matrix M in a linear system Mx ¼ b
is ill-conditioned whenever the solution x does not satisfy
kMx bk=kbk < ill for some small scalar ill, where jj  jj denotes
the ‘2-norm. In this case, we under-relax the Newton step dnlþ1
by a factor h 2 ð0;1Þ. We have successfully circumvented ill-condi-
tioned cases using h ¼ 0:1 and ill ¼ 108.
3.4. Convergence criteria
The standard convergence criteria for Newton’s method is
adopted. Therefore, the iterative procedure should stop whenever
the iterates satisfy:
nlþ1  nl 
nlþ1k k þ 1 < n; ð25Þ
and the residual vector fulﬁls the condition:
f lþ1
  < f ; ð26Þ
where n and f are tolerance values.
However, the above criteria might never be fulﬁlled when
unstable phases exist. This happens because the unstable reactions
(i.e., reactions associated with unstable phases) do not achieve
equilibrium in the sense of satisfying their respective mass-action
equations. As such, the residual contribution from these equations
does not necessarily become small enough to pass the convergence
test given by condition (26). Hence, a modiﬁcation of the previous
convergence criteria is required whenever unstable phases exist.Let f^ denote the residual vector f with entries set to zero when-
ever they correspond to a mass-action equation of an unstable
reaction. Then, the proposed modiﬁed convergence criteria re-
quires that condition (26) be satisﬁed with f^ instead, so that unsta-
ble reactions are neglected in the convergence check.
Note that heterogeneous reactions should be formulated as
homogeneous reactions whenever possible in order to reduce the
number of reactions excluded from the convergence check. Since
the reactions can be linearly combined, this can be easily achieved
if necessary.4. Results and discussion
In this section we present results relevant to carbon dioxide
storage in saline aquifers obtained using the chemical equilibrium
method described in Section 3.
The following activity and fugacity coefﬁcient models were
used to perform the calculations:
 the HKF extended Debye–Hückel activity coefﬁcient model for
solvent water and ionic species [33–36];
 the Setschenow activity coefﬁcient model for neutral aqueous
species other than CO2(aq);
 the activity coefﬁcient models of Drummond [37] or Duan and
Sun [38] for CO2(aq);
 the fugacity coefﬁcient models of Spycher and Reed [39], Spy-
cher et al. [40] or Duan et al. [41] for CO2(g) and H2O(g).
The previous activity and fugacity coefﬁcient models are presented
in Appendix B for clarity and convenience. It is shown there how
these coefﬁcients can be used to compute the activities of the spe-
cies so that the chemical equilibrium state of a system can be
calculated.
Note that,with exceptionof the fugacity coefﬁcientmodel of Spy-
cher and Reed [39], the models of Spycher et al. [40] and Duan et al.
[41] assume the gaseous phase as an ideal mixture. The implication
of this is that the fugacity coefﬁcient of each gas does not depend on
phase composition, but only on temperature and pressure.
In our calculations the ideal fugacity coefﬁcient model for
H2O(g) is used whenever the model of Duan et al. [41] is employed
for CO2(g). This follows from the lack of a non-iterative and efﬁ-
cient equation for the fugacity coefﬁcient of H2O(g) in the work
of Duan et al. [41]. An alternative would be the use of the non-lin-
ear equations of state of Duan et al. [42], but these are prohibitively
expensive to use in a reactive reservoir simulator. Note, however,
that this assumption has little impact on the accuracy of our pre-
dictions of the solubility of CO2.
The chemical potentials of the species were obtained using the
equations of state of Helgeson and Kirkham [33], Helgeson et al.
[43], Tanger and Helgeson [44], Shock and Helgeson [45] and Shock
et al. [46]. The parameters of these equations were taken from the
most recent database ﬁle of the software package SUPCRT92, from
Johnson et al. [47]. Moreover, the density of water and its temper-
ature and pressure derivatives, required for the calculation of the
chemical potential of aqueous species, were calculated using the
equation of state of Wagner and Pruss [48].
The chemical potentials of the species can be used to compute
the equilibrium constants of reactions (1) using Eq. (A.13). This
process can be skipped by using equilibrium constants available
in databases such as those from geochemical packages EQ3/6 [9]
or PHREEQC [10,11]. However, these databases have constants that
are in general only temperature dependent, evaluated at a ﬁxed
pressure or at pressures corresponding to the vapour pressure of
water. Therefore, at higher pressures, these data are no longer
capable of yielding accurate equilibrium results.
Fig. 1. Comparison of our calculations of CO2 solubility in pure water (lines), using the activity coefﬁcient model of Drummond [37] for CO2(aq) and the fugacity coefﬁcient
model of Spycher et al. [40] for CO2(g) and H2O(g), with the experimental solubility data compiled in Spycher et al. [40] (points). The calculations assumed a CO2–H2O system
composed of an aqueous and gaseous phase.
Fig. 2. Comparison of our calculations of H2O solubility in the CO2-rich phase (lines), using the activity coefﬁcient model of Drummond [37] for CO2(aq) and the fugacity
coefﬁcient model of Spycher et al. [40] for CO2(g) and H2O(g), with the experimental solubility data compiled in Spycher et al. [40] (points). The calculations assumed a CO2–
H2O system composed of an aqueous and gaseous phase.
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The capability to accurately model the solubility of CO2 in brine
is of utmost importance for understanding CO2 storage in saline
aquifers. This is because most of the injected CO2 will eventually
dissolve in the aqueous phase. Moreover, this dissolution will also
acidify the aqueous phase, promoting geochemical reactions be-
tween ﬂuid and rock. Therefore, correct predictions of these phe-
nomena will depend on the accuracy of the calculated solubility
of carbon dioxide in brines.
There are other aspects that should be considered when mod-
elling the solubility of carbon dioxide in brines. One of themconcerns the solubility of H2O in the CO2-rich phase. This is be-
cause near the injection well a considerable amount of water is
evaporated to the injected supercritical CO2. Since this evapora-
tion is directly related to the precipitation of salts, which conse-
quently decreases the local porosity and permeability of the
rock, it can be argued that a certain degree of accuracy in the
solubility calculation of vapour water in the CO2-rich phase is
required.
Other important aspects include the salt composition of the
brine and its salinity. Frequently, brines contain signiﬁcant concen-
trations of salts other than NaCl, such as CaCl2, MgCl2, KCl and so
forth. As a consequence, a comprehensive accounting of these salts
Fig. 3. Comparison of our calculations of CO2 solubility in NaCl brine (lines), using the activity coefﬁcient model of Drummond [37] for CO2(aq) and the fugacity coefﬁcient
model of Spycher et al. [40] for CO2(g) and H2O(g), with the calculated solubility data of Duan and Sun [38] (points). The calculations assumed a CO2–H2O–NaCl system
composed of an aqueous and gaseous phase.
Fig. 4. Calculated H2O solubility in the CO2-rich phase, using the activity coefﬁcient model of Drummond [37] for CO2(aq) and the fugacity coefﬁcient model of Spycher et al.
[40] for CO2(g) and H2O(g). The calculations assumed a CO2–H2O–NaCl system composed of an aqueous and gaseous phase.
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the calculated CO2 solubility.
We now present a series of ﬁgures and tables that show our cal-
culations of mutual solubility of CO2 and H2O in brines. Most of
these calculations were compared against experimental data in
the literature or against solubility models.
Figs. 1 and 2 show the solubility of CO2 in pure water and the
solubility of H2O in the CO2-rich phase respectively, in terms of
the molar fractions xCO2 and yH2O. The experimental solubility data
compiled in [40] were used to assess the accuracy of our calcula-
tions. The fugacity coefﬁcient model of Spycher et al. [40] was used
for the gaseous species CO2(g) and H2O(g). The chemical system
was assumed to be composed of an aqueous and a gaseous phase.However, note that this gaseous phase predominantly containing
CO2 can in fact exist in the liquid or supercritical state depending
on the temperature and pressure of the system.
Fig. 3 shows the solubility of CO2 in NaCl brines of 0, 1, 2 and
4 molal, at temperatures 30, 60, 90 C and pressures 1–500 bar.
Fig. 4 shows the corresponding H2O solubility in the CO2-rich
phase, where no comparisons with experimental data were made
because of the lack of these at the assumed temperatures. These
equilibrium calculations used the activity coefﬁcient model of
Drummond [37] for CO2(aq) and the fugacity coefﬁcient model of
Spycher et al. [40] for CO2(g) and H2O(g). The calculations in
Fig. 3 were compared against the calculated solubility from Duan
and Sun [38] model, which was the same done as in [49].
Table 1
Comparison of our calculations of carbon dioxide solubility in pure water with the experimental solubility data of Tong et al. [29].
T (K) P (bar) xExp (%) xSR (%) xSP (%) xDS (%) ErrorSR (%) ErrorSP (%) ErrorDS (%)
349.19 252.2 2.148 2.0160 2.0244 2.0436 6.143 5.755 4.860
349.13 183.1 2.017 1.9125 1.8684 1.8783 5.183 7.368 6.878
374.41 72.1 1.105 1.0059 1.0296 1.0349 8.973 6.824 6.344
374.18 144.4 1.711 1.5580 1.5868 1.6012 8.940 7.260 6.418
374.91 188.6 1.924 1.7508 1.7782 1.7927 9.001 7.580 6.826
374.15 223.4 2.048 1.8449 1.8862 1.9126 9.919 7.900 6.613
374.99 272.6 2.189 1.9067 2.0123 2.0529 12.895 8.073 6.220
Average 8.722 7.251 6.308
Note: In this and subsequent tables, xExp denotes experimental molar fraction of aqueous CO2. xSR ; xSP and xDS denote the calculated molar fraction of aqueous CO2 using
respectively the fugacity coefﬁcient models of Spycher and Reed [39], Spycher et al. [40] and Duan et al. [41] for the gaseous mixture H2O–CO2. ErrorSR, ErrorSP and ErrorDS
denote respectively the percentage deviation of xSR ; xSP and xDS from xExp.
Table 2
Comparison of our calculations of carbon dioxide solubility in NaCl brine, using the activity coefﬁcient model of Duan and Sun [38] for CO2(aq), with the experimental solubility
data of Hou et al. [30].
T (K) P (bar) mNaCl xExp (%) xSR (%) xSP (%) xDS (%) ErrorSR (%) ErrorSP (%) ErrorDS (%)
323.15 27.82 2.5 0.492 0.5046 0.5164 0.5141 2.567 4.951 4.488
57.39 0.875 0.8666 0.8928 0.8848 0.965 2.034 1.117
87.3 1.146 1.1115 1.1232 1.1160 3.008 1.986 2.618
117.73 1.238 1.2761 1.2136 1.2090 3.077 1.970 2.345
150.2 1.293 1.3866 1.2654 1.2530 7.242 2.136 3.093
182.11 1.335 1.4460 1.3064 1.2920 8.312 2.145 3.220
Average 4.195 2.537 2.813
373.15 26.13 2.5 0.254 0.2827 0.2862 0.2874 11.304 12.676 13.135
57.42 0.532 0.5491 0.5610 0.5631 3.213 5.451 5.845
87.89 0.739 0.7458 0.7641 0.7675 0.914 3.391 3.861
118.67 0.899 0.8969 0.9167 0.9224 0.228 1.969 2.606
149.21 1.032 1.0100 1.0268 1.0344 2.129 0.503 0.234
180.13 1.139 1.0957 1.1099 1.1148 3.800 2.559 2.121
Average 3.598 4.425 4.634
423.15 26.43 2.5 0.193 0.2360 0.2379 0.2401 22.272 23.259 24.430
57.66 0.440 0.4560 0.4638 0.4744 3.626 5.404 7.810
86.00 0.640 0.6364 0.6504 0.6672 0.569 1.622 4.249
116.04 0.824 0.7939 0.8152 0.8397 3.653 1.068 1.901
148.81 1.014 0.9331 0.9634 0.9972 7.980 4.994 1.652
177.94 1.137 1.0321 1.0722 1.1149 9.230 5.700 1.944
Average 7.888 7.008 6.998
323.15 29.83 4.0 0.403 0.4196 0.4298 0.4277 4.112 6.652 6.133
59.54 0.689 0.6945 0.7153 0.7087 0.798 3.820 2.854
89.53 0.871 0.8807 0.8873 0.8823 1.111 1.866 1.292
120.17 0.956 1.0073 0.9537 0.9489 5.365 0.237 0.743
149.59 0.997 1.0866 0.9919 0.9817 8.988 0.513 1.533
179.54 1.025 1.1347 1.0246 1.0128 10.700 0.037 1.193
Average 5.179 2.188 2.291
373.15 29.51 4.0 0.251 0.2562 0.2597 0.2606 2.076 3.471 3.836
60.68 0.446 0.4618 0.4721 0.4737 3.553 5.860 6.204
89.16 0.620 0.6058 0.6206 0.6231 2.288 0.103 0.503
120.03 0.752 0.7263 0.7420 0.7461 3.420 1.331 0.780
149.24 0.857 0.8135 0.8267 0.8321 5.079 3.535 2.910
181.62 0.934 0.8869 0.8977 0.9009 5.048 3.889 3.544
Average 3.577 3.031 2.963
423.15 30.93 4.0 0.195 0.2219 0.2239 0.2262 13.786 14.830 16.020
58.16 0.375 0.3732 0.3795 0.3875 0.482 1.190 3.346
88.57 0.556 0.5261 0.5377 0.5508 5.376 3.299 0.928
119.22 0.709 0.6524 0.6697 0.6890 7.990 5.536 2.827
149.79 0.844 0.7554 0.7793 0.8053 10.503 7.664 4.586
180.79 0.972 0.8397 0.8720 0.9051 13.611 10.293 6.879
Average 8.625 7.135 5.764
Note: mNaCl denotes the salinity of the NaCl brine in molality scale.
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brines of different salt composition and salinity, at temperature
and pressure conditions representative of saline aquifers. Theexperimental solubility data used to assess the accuracy of our cal-
culations were taken from the recent measurements of Tong et al.
[29] and Hou et al. [30].
Table 3
Comparison of our calculations of carbon dioxide solubility in NaCl brine, using the activity coefﬁcient model of Drummond [37] for CO2(aq), with the experimental solubility data
of Hou et al. [30].
T (K) P (bar) mNaCl xExp (%) xSR (%) xSP (%) xDS (%) ErrorSR (%) ErrorSP (%) ErrorDS (%)
323.15 27.82 2.5 0.492 0.4938 0.5053 0.5030 0.362 2.695 2.242
57.39 0.875 0.8580 0.8840 0.8761 1.941 1.029 0.120
87.30 1.146 1.1059 1.1176 1.1104 3.496 2.479 3.108
117.73 1.238 1.2723 1.2100 1.2054 2.770 2.261 2.635
150.20 1.293 1.3832 1.2623 1.2499 6.976 2.378 3.332
182.11 1.335 1.4416 1.3024 1.2881 7.983 2.441 3.514
Average 3.921 2.214 2.492
373.15 26.13 2.5 0.254 0.2777 0.2811 0.2822 9.318 10.665 11.115
57.42 0.532 0.5492 0.5611 0.5632 3.232 5.470 5.864
87.89 0.739 0.7524 0.7709 0.7744 1.819 4.318 4.792
118.67 0.899 0.9099 0.9300 0.9358 1.214 3.443 4.089
149.21 1.032 1.0283 1.0454 1.0531 0.358 1.297 2.048
180.13 1.139 1.1183 1.1328 1.1378 1.815 0.548 0.102
Average 2.959 4.290 4.668
423.15 26.43 2.5 0.193 0.2296 0.2314 0.2336 18.956 19.916 21.055
57.66 0.440 0.4541 0.4619 0.4724 3.198 4.968 7.364
86.00 0.640 0.6414 0.6555 0.6724 0.213 2.422 5.069
116.04 0.824 0.8074 0.8290 0.8539 2.019 0.610 3.629
148.81 1.014 0.9560 0.9870 1.0218 5.717 2.658 0.765
177.94 1.137 1.0632 1.1045 1.1485 6.495 2.860 1.007
Average 6.100 5.572 6.482
323.15 29.83 4.0 0.403 0.4010 0.4108 0.4088 0.505 1.924 1.427
59.54 0.689 0.6743 0.6946 0.6881 2.128 0.807 0.131
89.53 0.871 0.8598 0.8663 0.8614 1.282 0.544 1.104
120.17 0.956 0.9846 0.9323 0.9275 2.995 2.482 2.976
149.59 0.997 1.0609 0.9684 0.9585 6.413 2.864 3.861
179.54 1.025 1.1050 0.9978 0.9862 7.801 2.657 3.783
Average 3.521 1.880 2.214
373.15 29.51 4.0 0.251 0.2521 0.2556 0.2565 0.449 1.822 2.181
60.68 0.446 0.4653 0.4757 0.4773 4.338 6.661 7.008
89.16 0.620 0.6166 0.6317 0.6342 0.553 1.880 2.287
120.03 0.752 0.7435 0.7596 0.7638 1.128 1.011 1.574
149.24 0.857 0.8352 0.8488 0.8543 2.545 0.961 0.318
181.62 0.934 0.9117 0.9229 0.9262 2.384 1.193 0.838
Average 1.900 2.254 2.368
423.15 30.93 4.0 0.195 0.2201 0.2221 0.2244 12.870 13.906 15.087
58.16 0.375 0.3803 0.3867 0.3949 1.411 3.116 5.313
88.57 0.556 0.5450 0.5570 0.5706 1.973 0.178 2.634
119.22 0.709 0.6830 0.7012 0.7213 3.669 1.101 1.734
149.79 0.844 0.7966 0.8219 0.8492 5.615 2.623 0.622
180.79 0.972 0.8903 0.9245 0.9596 8.407 4.890 1.273
Average 5.658 4.302 4.444
Note: mNaCl denotes the salinity of the NaCl brine in molality scale.
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pure water, from which we can assess the accuracy of the esti-
mates. The equilibrium calculations were performed using differ-
ent fugacity coefﬁcient models for the gaseous mixture CO2–H2O.
The results indicate that the fugacity coefﬁcient model of Duan
et al. [41] yields the most accurate results, where an average
percentage deviation of 6.3% from the experimental data can
be observed.
Tables 2 and 3 show the calculated solubility of CO2 in NaCl
brines at high salinities using, respectively, the activity coefﬁ-
cient models of Duan and Sun [38] and Drummond [37] for
the aqueous species CO2(aq). Between these two activity coefﬁ-
cient models, it can be afﬁrmed that the latter is slightly more
accurate for NaCl brines. As to the fugacity coefﬁcient models
for CO2(g), we observe again that the model of Duan et al.
[41] yields the most accurate results, where the percentage devi-
ations are in general less than 7%. This good agreement of the
results demonstrate that this model is accurate enough for engi-
neering applications.In order to have a qualitative perception of the accuracy of the
fugacity coefﬁcient models of Spycher and Reed [39], Spycher et al.
[40] and Duan et al. [41], we refer the reader to Figs. 5,6. The qual-
itative comparison of the activity coefﬁcient models of Duan and
Sun [38] and Drummond [37] can be made in Figs. 7 and 8. Observ-
ing these ﬁgures one realises that the fugacity coefﬁcient of Duan
et al. [41] for CO2(g) results in more accurate solubility calcula-
tions. Moreover, the activity coefﬁcient model of Drummond [37]
for CO2(aq) performs better than the one of Duan and Sun [38], ex-
cept at low temperatures, and high pressures and salinities, as seen
in Fig. 8(a).
Tables 4–6 indicate that the activity coefﬁcient model of Drum-
mond [37] for CO2(aq) is not suitable for brines with salt composi-
tions other than pure NaCl. The solubility calculations in NaCl + KCl
brine, with KCl salt in low proportion, show that the Duan and Sun
[38] model is slightly superior in such cases. In addition, for the
solubility calculations in MgCl2 and CaCl2 brines, it becomes evi-
dent that the Duan and Sun [38] model is considerably superior
than the Drummond [37] model for non-NaCl brines.
Table 4
Comparison of our calculations of carbon dioxide solubility in NaCl–KCl brine, using the fugacity coefﬁcient model of Duan et al. [41] for CO2(g), with the experimental solubility
data of Tong et al. [29].
T (K) P (bar) xExp (%) xDuanSun (%) xDrummond (%) ErrorDuanSun (%) ErrorDrummond (%)
309.14 11.9 0.384 0.4212 0.4129 9.700 7.532
308.90 37.4 1.180 1.1193 1.1070 5.148 6.187
324.11 10.7 0.322 0.2789 0.2724 13.384 15.419
324.10 43.5 1.062 0.9387 0.9275 11.615 12.663
343.83 17.7 0.295 0.3373 0.3293 14.334 11.624
343.92 36.1 0.642 0.6314 0.6205 1.656 3.349
343.88 136.9 1.580 1.4427 1.4324 8.688 9.342
345.04 102.5 1.381 1.2803 1.2687 7.290 8.135
374.92 29.9 0.409 0.4063 0.3950 0.668 3.421
374.92 69.6 0.872 0.8259 0.8103 5.290 7.078
374.89 147.8 1.415 1.3196 1.3046 6.744 7.802
424.67 40.0 0.407 0.4382 0.4197 7.658 3.113
424.62 86.8 0.869 0.8625 0.8356 0.752 3.849
424.64 171.6 1.460 1.4174 1.3890 2.920 4.863
Average 6.846 7.455
Note: The salinity of the NaCl + KCl brine is mNaCl ¼ 0:910 molal and mKCl ¼ 0:143 molal. xDuanSun and xDrummond denote the calculated aqueous molar fraction of CO2 using
respectively the activity coefﬁcient models of Duan and Sun [38] and Drummond [37] for CO2(aq). ErrorDuanSun and ErrorDrummond denote respectively the percentage deviation
of xDuanSun and xDrummond from xExp.
Table 5
Comparison of our calculations of carbon dioxide solubility in MgCl2 brine, using the fugacity coefﬁcient model of Duan et al. [41] for CO2(g), with the experimental solubility data
of Tong et al. [29].
T (K) P (bar) mMgCl2 xExp (%) xDuanSun (%) xDrummond (%) ErrorDuanSun (%) ErrorDrummond (%)
309.58 12.5 1.0 0.382 0.3629 0.2850 5.007 25.387
309.83 42.4 1.0 1.085 0.9930 0.7949 8.482 26.740
324.41 16.5 1.0 0.366 0.3470 0.2805 5.193 23.351
324.37 56.8 1.0 1.041 0.9365 0.7719 10.036 25.850
343.90 20.4 1.0 0.344 0.3234 0.2668 6.002 22.430
344.20 76.2 1.0 0.996 0.9118 0.7696 8.456 22.727
344.93 305.8 1.0 1.532 1.4529 1.2439 5.162 18.806
374.24 26.4 1.0 0.294 0.3076 0.2578 4.612 12.308
374.22 102.5 1.0 1.005 0.9023 0.7776 10.219 22.630
374.91 349.3 1.0 1.609 1.4844 1.3090 7.744 18.644
424.03 39.5 1.0 0.345 0.3632 0.3122 5.265 9.495
423.95 126.3 1.0 0.980 0.9498 0.8448 3.083 13.800
424.63 197.4 1.0 1.310 1.2619 1.1400 3.673 12.977
424.63 283.7 1.0 1.609 1.5032 1.3778 6.578 14.367
344.68 130.9 5.0 0.370 0.3372 0.3512 8.871 5.092
344.98 312.0 5.0 0.471 0.4477 0.4406 4.941 6.457
374.72 75.5 5.0 0.257 0.2259 0.2556 12.112 0.558
374.68 156.0 5.0 0.384 0.3425 0.3962 10.804 3.174
375.02 205.8 5.0 0.414 0.3851 0.4441 6.972 7.276
424.39 47.0 5.0 0.131 0.1327 0.1607 1.301 22.678
424.33 103.4 5.0 0.231 0.2465 0.3191 6.721 38.138
424.49 161.8 5.0 0.355 0.3330 0.4421 6.194 24.539
Average 6.701 17.156
Note: mMgCl2 denotes the salinity of the MgCl2 brine in molality scale.
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lated for CO2-brine system. However, at that time no experimental
data were available for assessing the accuracy of their calculations.
In Figs. 9 and 10 we show a comparison of our calculations of H2O
solubility in the CO2-rich phase with the experimental solubility
data of Hou et al. [30]. These were performed assuming an aqueous
phase containing 2.5 and 4.0 molal of NaCl and a gaseous phase.
Different fugacity coefﬁcient models were used for the gaseous
species CO2(g) and H2O(g). From these ﬁgures, it can be observed
that the fugacity coefﬁcient model of Duan et al. [41] achieves bet-
ter accuracy than the other models, except at higher temperatures,
where the model of Spycher et al. [40] presents a closer agreement
with the experimental data. However, we remark that this model
was developed for temperatures 12–100 C, as stated in [40].4.2. Phase behaviour of CO2–H2O–rock systems
Fig. 11 shows the ability of the chemical equilibrium method to
determine the stable phase assemblage of CO2–H2O–mineral sys-
tems, where the minerals assumed were halite, calcite, and magne-
site respectively. The calculations were made by assuming a ﬁxed
feed molar fraction zMin of each mineral component. The feed molar
fraction zCO2 of component CO2 was varied from 0 to 1 zmin and
the feed molar fraction zH2O of component H2O was computed by:
zH2O ¼ 1 zCO2  zMin: ð27Þ
From the molar fractions of the components, the molar abundance
of each element was determined, which served as input to the equi-
librium calculation.
Table 6
Comparison of our calculations of carbon dioxide solubility in CaCl2 brine, using the fugacity coefﬁcient model of Duan et al. [41] for CO2(g), with the experimental solubility data
of Tong et al. [29].
T (K) P (bar) mCaCl2 xExp (%) xDuanSun (%) xDrummond (%) ErrorDuanSun (%) ErrorDrummond (%)
309.67 15.3 1.0 0.448 0.4343 0.3490 3.058 22.091
309.28 40.1 1.0 1.036 0.9639 0.7854 6.962 24.191
344.67 25.8 1.0 0.402 0.3940 0.3319 1.983 17.449
344.35 73.0 1.0 0.976 0.8864 0.7596 9.185 22.177
344.95 310.2 1.0 1.510 1.4567 1.2668 3.527 16.104
374.70 31.3 1.0 0.377 0.3580 0.3068 5.034 18.619
374.70 100.2 1.0 0.934 0.8887 0.7798 4.853 16.510
374.88 373.8 1.0 1.613 1.5136 1.3603 6.163 15.669
424.13 43.9 1.0 0.392 0.3968 0.3441 1.213 12.225
424.10 127.7 1.0 1.001 0.9573 0.8567 4.362 14.417
424.43 268.2 1.0 1.581 1.4639 1.3462 7.409 14.854
424.40 82.9 3.0 0.380 0.3508 0.2967 7.687 21.931
424.39 271.1 3.0 0.807 0.7236 0.6605 10.332 18.149
424.38 379.9 3.0 0.903 0.8315 0.7737 7.919 14.318
344.72 61.2 5.0 0.272 0.2257 0.2308 17.023 15.131
344.70 145.4 5.0 0.357 0.3480 0.3621 2.519 1.428
344.96 345.2 5.0 0.511 0.4615 0.4467 9.692 12.583
374.72 76.1 5.0 0.266 0.2251 0.2550 15.373 4.118
374.72 169.1 5.0 0.402 0.3508 0.4061 12.741 1.008
374.72 342.5 5.0 0.484 0.4724 0.5242 2.403 8.313
424.43 46.4 5.0 0.141 0.1311 0.1586 7.019 12.505
424.42 105.3 5.0 0.239 0.2493 0.3233 4.323 35.271
Average 6.854 15.412
Note: mCaCl2 denotes the salinity of the CaCl2 brine in molality scale.
Fig. 5. Comparison of our calculations of CO2 solubility in 2.5 molal NaCl brine (lines), using the activity coefﬁcient model of Duan and Sun [38] for CO2(aq) and the fugacity
coefﬁcient models of Spycher and Reed [39], Spycher et al. [40] and Duan et al. [41] for CO2(g) and H2O(g), with the experimental solubility results of Hou et al. [30] (points).
The calculations assumed a CO2-H2O-NaCl system composed of an aqueous and gaseous phase.
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aqueous species can be seen. These discontinuities characterise a
change in the phase assemblage of the system. When zCO2 assumes
small values, only the aqueous phase exists in the system, which is
represented by the steep concentration line of CO2(aq). Then, a gas-
eous phase is formed for intermediate values of zCO2 , while all the
mineral is still dissolved in the aqueous phase. As zCO2 further in-
creases, a solid phase appears in the system, represented by the
planar region in the graph. Finally, for values of zCO2 near to its lim-
it, we have the aqueous phase being fully evaporated to the gas-eous phase, resulting in zero concentrations for the aqueous
species.
The previous equilibrium calculations only considered a single
mineral. We now present an equilibrium calculation for the more
complex system CO2–H2O–halite–calcite–magnesite, which is
composed of an aqueous and gaseous phase plus three mineral so-
lid phases. The calculations were performed at a high temperature
and pressure condition, T ¼ 100 C and P ¼ 300 bar, using the ele-
mental molar abundance given in Table 7. The fugacity coefﬁcient
model of Duan et al. [41] was used for CO2(g) and the activity
Fig. 6. Comparison of our calculations of CO2 solubility in 4.0 molal NaCl brine (lines), using the activity coefﬁcient model of Duan and Sun [38] for CO2(aq) and the fugacity
coefﬁcient models of Spycher and Reed [39], Spycher et al. [40] and Duan et al. [41] for CO2(g) and H2O(g), with the experimental solubility results of Hou et al. [30] (points).
The calculations assumed a CO2–H2O–NaCl system composed of an aqueous and gaseous phase.
Fig. 7. Comparison of our calculations of CO2 solubility in 2.5 molal NaCl brine (lines), using the activity coefﬁcient models of Duan and Sun [38] and Drummond [37] for
CO2(aq) and the fugacity coefﬁcient model of Spycher et al. [40] for CO2(g) and H2O(g), with the experimental solubility results of Hou et al. [30] (points). The calculations
assumed a CO2–H2O–NaCl system composed of an aqueous and gaseous phase.
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result of the calculation is shown in Table 8, where it can be no-
ticed that the mineral halite is fully dissolved into the aqueous
phase.
Using the solubility model developed by Duan et al. [41] for CO2
in brine, we can compare our predictions with theirs. First, we cal-
culate from Table 8 the following stoichiometric ionic molalities:
mNaþ ¼ 3:978; mCa2þ ¼ 2:283  102;
mCl ¼ 3:978; mMg2þ ¼ 1:503  102;
in units of molal. Then, using the same temperature and pressure,
and the previous molalities as input to their solubility model, we
obtain mDuanCO2 ¼ 0:648 molal.In order to calculate mCO2 from Table 8, however, we remark
that there are several species in the aqueous phase containing car-
bon. Therefore, accounting for all these species, we determine
mCO2 ¼ 0:676 molal. This result has approximately 4.3% of relative
deviation from the one obtained using the solubility model of Duan
et al. [41].4.3. Accuracy of existing geochemical solvers
In this section we assess the accuracy of two solvers commonly
used for the calculation of CO2 solubility in NaCl brines. Our objec-
tive is to verify how well they reproduce the recent solubility
experiments of Hou et al. [30] at high temperatures, pressures
Fig. 8. Comparison of our calculations of CO2 solubility in 4.0 molal NaCl brine (lines), using the activity coefﬁcient models of Duan and Sun [38] and Drummond [37] for
CO2(aq) and the fugacity coefﬁcient model of Spycher et al. [40] for CO2(g) and H2O(g), with the experimental solubility results of Hou et al. [30] (points). The calculations
assumed a CO2–H2O–NaCl system composed of an aqueous and gaseous phase.
Fig. 9. Comparison of our calculations of H2O solubility in the CO2-rich phase (lines), using the activity coefﬁcient model of Duan and Sun [38] for CO2(aq) and the fugacity
coefﬁcient models of Spycher and Reed [39], Spycher et al. [40] and Duan et al. [41] for CO2(g) and H2O(g), with the experimental solubility results of Hou et al. [30] (points).
The calculations assumed a CO2–H2O–NaCl system composed of an aqueous and gaseous phase, where the aqueous phase contains 2.5 molal of NaCl.
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which conditions such solvers are not reliable.
The geochemical package PHREEQC v3.0 [11] and the well-
known solubility model of Duan and Sun [38] are used for the sol-
ubility calculations. In a recent update of PHREEQC, several new
modelling features were implemented, where Pitzer aqueous mod-
els are used for high-salinity brines and the Peng–Robinson equa-
tion of state is used to calculate the fugacity coefﬁcients of gases at
high pressures, allowing for a more accurate gas solubility calcula-
tion. The thermodynamic model developed by Duan and Sun [38],
based on the speciﬁc interaction model of Pitzer with a parameteri-sation of a large amount of experimental data in the literature, al-
lows the calculation of CO2 solubility in NaCl brines for
temperatures 273–533 K, pressures 0–2000 bar and salinities
0–4.3 molal.
Table 9 presents a comparison of the solubility results using the
previous solvers with the experimental data of Hou et al. [30]. Note
that we have also compared these calculations with the ones ob-
tained using our numerical method presented in Section 3. We
used the activity coefﬁcient model of Drummond [37] for CO2(aq)
and the fugacity coefﬁcient model of Spycher et al. [40] for CO2(g)
and H2O(g).
Fig. 10. Comparison of our calculations of H2O solubility in the CO2-rich phase (lines), using the activity coefﬁcient model of Duan and Sun [38] for CO2(aq) and the fugacity
coefﬁcient models of Spycher and Reed [39], Spycher et al. [40] and Duan et al. [41] for CO2(g) and H2O(g), with the experimental solubility results of Hou et al. [30] (points).
The calculations assumed a CO2–H2O–NaCl system composed of an aqueous and gaseous phase, where the aqueous phase contains 4.0 molal of NaCl.
Fig. 11. Phase behaviour of the systems CO2–H2O–halite (a), CO2–H2O–calcite (b) and CO2–H2O–magnesite (c) respectively along the line of feed molar fraction
zHalite ¼ 102; zCalcite ¼ 104 and zMagnesite ¼ 104. Concentrations of CO2(aq) are given on the left vertical axis and concentrations of other aqueous species on the right. The
calculations assumed a CO2–H2O–mineral system composed of an aqueous, gaseous and mineral phase.
Table 7
Elemental molar abundance for the equilibrium calculation in the multiphase system
CO2–H2O–halite–calcite–magnesite.
Element C H O Na Cl Mg Ca
Moles 0.55 0.84 1.72 0.03 0.03 0.05 0.15
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accurately estimate the solubility of CO2 at higher salinities. For4.0 molal NaCl brines, solubility results obtained using PHREEQC
have percentage deviations of 18% in average. At extreme condi-
tions of temperature, pressure and salinity, a percentage deviation
error of 26% was achieved with the same solver.
The solubility model of Duan and Sun [38] performed better,
even at high temperatures, pressures and salinities. However, the
use of our solver with a proper selection of activity and fugacity
coefﬁcient models yielded the most accurate solubility results for
most of the temperature, pressure and salinity conditions, as seen
in Table 9.
Table 8
Chemical equilibrium calculation of the system CO2–H2O–halite–calcite–magnesite at
T ¼ 100 C and P ¼ 300 bar.
Species Moles Species Moles
H2O 4:1856  101 Mg2þ 4:3106  105
CO2ðgÞ 3:4519  101 CaClþ 2:6723  105
Calcite 1:4983  101 CaHCOþ3 1:4951  105
Magnesite 4:9887  102 MgHCOþ3 1:0122  105
Cl 2:9808  102 Hþ 1:0410  107
Naþ 2:9754  102 HClðaqÞ 4:8159  108
CO2ðaqÞ 4:5251  103 CaCO3ðaqÞ 2:2379  108
H2OðgÞ 1:1518  103 CO23 1:0799  108
HCO3 3:0034  104 MgCO3ðaqÞ 3:6597  109
NaHCO3ðaqÞ 2:4559  104 NaCO3 2:1094  109
Ca2þ 7:7644  105 OH 2:5126  1010
MgClþ 6:0074  105 NaOHðaqÞ 1:2635  1010
CaCl2ðaqÞ 5:2820  105 Halite 1:2358  1013
Table 9
Comparison of our calculations of carbon dioxide solubility in NaCl brine with the calculati
with the experimental solubility data of Hou et al. [30].
T (K) P (bar) mNaCl mExp mPHREEQC mDuan
323.15 27.82 2.5 0.2744 0.2716 0.3016
57.39 0.4900 0.4738 0.5233
87.3 0.6435 0.5986 0.6645
117.73 0.6958 0.6581 0.7229
150.2 0.7271 0.6948 0.7518
182.11 0.7511 0.7237 0.7788
373.15 26.13 2.5 0.1413 0.1424 0.1682
57.42 0.2969 0.2860 0.3324
87.89 0.4133 0.3952 0.4558
118.67 0.5035 0.4814 0.5504
149.21 0.5788 0.5475 0.6198
180.13 0.6395 0.6005 0.6696
423.15 26.43 2.5 0.1073 0.1012 0.1241
57.66 0.2453 0.2267 0.2749
86.00 0.3575 0.3227 0.3904
116.04 0.4612 0.4135 0.4947
148.81 0.5686 0.4991 0.5909
177.94 0.6384 0.5652 0.6635
323.15 29.83 4.0 0.2246 0.2023 0.2506
59.54 0.3851 0.3413 0.4183
89.53 0.4877 0.4266 0.5240
120.17 0.5358 0.4674 0.5658
149.59 0.5590 0.4908 0.5872
179.54 0.5748 0.5101 0.6084
373.15 29.51 4.0 0.1397 0.1121 0.1523
60.68 0.2487 0.2101 0.2792
89.16 0.3463 0.2803 0.3692
120.03 0.4206 0.3407 0.4442
149.24 0.4798 0.3853 0.4973
181.62 0.5233 0.4243 0.5397
423.15 30.93 4.0 0.1085 0.0850 0.1199
58.16 0.2089 0.1606 0.2232
88.57 0.3104 0.2313 0.3210
119.22 0.3964 0.2955 0.4044
149.79 0.4725 0.3510 0.4753
180.79 0.5448 0.4000 0.5367
Note: mNaCl denotes the salinity of the NaCl brine in molality scale. mPHREEQC and mDuan de
Duan and Sun [38] respectively. mThis denotes the calculated molality of CO2 using our
fugacity coefﬁcient model of Spycher et al. [40] for CO2(g) and H2O(g). ErrorPHREEQC, ErrorD
mThis from mExp.
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A chemical equilibrium method for general multiphase systems
has been developed. The method is based on a stoichiometric for-
mulation which solves a system of non-linear mass-action equa-
tions coupled with a system of general equilibrium constraint
equations. To determine the stable phase assemblage at equilib-
rium, a stabilisation procedure was developed.
The method was applied to problems relevant to carbon dioxide
storage in saline aquifers. A combination of activity and fugacity
models were used. The activity coefﬁcient model of Drummond
[37] was slightly more accurate than the Duan and Sun [38] model
for NaCl brines. However, it was observed that the Duan and Sun
[38] model is far superior than the one of Drummond [37] for
brines with salt compositions different from NaCl. The fugacity
coefﬁcient model of Duan et al. [41] for CO2(g) was determinedons using PHREEQC v3.0 [10] and the solubility model of Duan and Sun [38] as well as
mThis ErrorPHREEQC (%) ErrorDuan (%) ErrorThis (%)
0.2819 1.038 9.893 2.709
0.4951 3.303 6.800 1.038
0.6274 6.977 3.264 2.507
0.6799 5.419 3.894 2.289
0.7096 4.445 3.394 2.409
0.7325 3.643 3.694 2.473
Average 4.137 5.156 2.237
0.1565 0.743 18.996 10.695
0.3132 3.665 11.964 5.501
0.4312 4.370 10.294 4.352
0.5210 4.398 9.305 3.476
0.5864 5.410 7.081 1.311
0.6360 6.101 4.703 0.555
Average 4.115 10.391 4.315
0.1288 5.718 15.617 19.962
0.2576 7.588 12.060 4.991
0.3663 9.744 9.191 2.438
0.4640 10.340 7.267 0.615
0.5534 12.226 3.919 2.685
0.6199 11.464 3.934 2.892
Average 9.513 8.665 5.597
0.2289 9.930 11.575 1.932
0.3882 11.374 8.620 0.812
0.4850 12.532 7.438 0.549
0.5224 12.762 5.603 2.505
0.5428 12.198 5.047 2.892
0.5594 11.264 5.836 2.684
Average 11.677 7.353 1.896
0.1422 19.743 9.038 1.827
0.2653 15.512 12.275 6.693
0.3528 19.058 6.614 1.891
0.4249 18.993 5.615 1.019
0.4752 19.698 3.644 0.969
0.5170 18.923 3.128 1.204
Average 18.655 6.719 2.267
0.1236 21.587 10.556 13.937
0.2155 23.135 6.826 3.128
0.3109 25.471 3.432 0.179
0.3920 25.447 2.028 1.109
0.4600 25.710 0.598 2.645
0.5179 26.583 1.493 4.936
Average 24.656 4.155 4.322
note the calculated molality of CO2 using PHREEQC [10] and the solubility model of
solver with the activity coefﬁcient model of Drummond [37] for CO2(aq) and the
uan and ErrorThis denote respectively the percentage deviation ofmPHREEQC,mDuan and
424 A.M.M. Leal et al. / Advances in Water Resources 62 (2013) 409–430to be more accurate than the models of Spycher and Reed [39] and
Spycher et al. [40].
Comparison of our calculations of CO2 solubility with the exper-
imental data of Tong et al. [29] and Hou et al. [30] shows that the
method is capable of reproducing them with errors of less than 7%.
This demonstrates its potential to be integrated in a reactive trans-
port simulator to model carbon dioxide storage in brine aquifers at
high temperatures, pressures, and salinities.
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Appendix A. Stoichiometric formulation
According to Smith and Missen [1], chemical equilibrium calcu-
lations are performed by using either a stoichiometric or nonstoi-
chiometric formulation. In this section we demonstrate that both
formulations are equivalent, though each one requires a different
solution technique. The equivalence is shown by transforming
the Gibbs energy minimisation problem into a system of non-lin-
ear equations that takes into account the stoichiometric relation-
ship among the species.
Resorting to the ﬁrst and second law of thermodynamics, it is
possible to demonstrate that a system undergoing an isobaric
and isothermal process tends to a state of equilibrium where its
Gibbs free energy is at a global minimum. Assuming that the chem-
ical system of interest is a closed-system, it follows that the law of
mass conservation must be applied to its chemical elements.
Therefore, combining both these thermodynamic and physical con-
ditions, the equilibrium problem can be formulated as:
min
n
GðT; P;nÞ ðA:1Þ
subject to
XE
i¼1
wjini ¼ bj ðj ¼ 1; . . . ; EÞ; ðA:2Þ
where T and P denote, respectively, the temperature and pressure of
the system; n ¼ ½n1; . . . ;nNt the compositional vector of the system;
ni the number of moles of the i-th species; wji the number of atoms
of the j-th element in the i-th species; bj the molar abundance of the
j-th element; and G the Gibbs free energy of the system given by:
G ¼
XN
i¼1
nili; ðA:3Þ
where li ¼ liðT; P;nÞ denotes the chemical potential of the i-th spe-
cies, which is by deﬁnition given by:
li :¼
@G
@ni
 
T;P;nj–i
: ðA:4Þ
Eqs. (A.1) and (A.2) constitute a constrained minimisation problem.
We remark that besides the equality constrains given by Eq. (A.2),
the molar composition of every species is required to be non-
negative.
Applying the method of Lagrange multipliers to Eqs. (A.1) and
(A.2), the constrained minimisation problem is transformed into
an unconstrained one. This is done by deﬁning the Lagrangian
function L as:
Lðn; kÞ ¼
XN
i¼1
nili þ
XE
j¼1
kj bj 
XN
i¼1
wjini
" #
; ðA:5Þwhere k ¼ ½k1; . . . ; kEt is the vector of Lagrange multipliers. The
problem now consists of the minimisation of the Lagrangian L
whose unknowns are n and k.
The solution of the previous unconstrained minimisation prob-
lem can be obtained from the ﬁrst-order necessary conditions for a
minimum of L:
@L
@ni
¼ li 
XE
j¼1
wjikj ¼ 0 ði ¼ 1; . . . ;NÞ; ðA:6Þ
@L
@kj
¼ bj 
XN
i¼1
wjini ¼ 0 ðj ¼ 1; . . . ; EÞ; ðA:7Þ
which consists of a system of non-linear algebraic equations in the
unknowns n and k.
The stoichiometric formulation can now be derived from Eqs.
(A.6) and (A.7). The approach consists of using the stoichiometry
among the species in order to eliminate the Lagrange multipliers
k, reducing therefore the number of unknowns in the problem.
The stoichiometry among the species can be determined by
exploring the kernel of the E N formula matrix W ¼ fwjig.
Assuming that rankðWÞ ¼ E, it follows from linear algebra that
there exists a non-unique set fmjgMj¼1 ofM ¼ N  E linearly indepen-
dent vectors such that:
Wmj ¼ 0 ðj ¼ 1; . . . ;MÞ: ðA:8Þ
Using the above result, the elimination of the Lagrange multipliers
from Eq. (A.6) can now be performed. This is done by writing Eq.
(A.6) in matrix form as:
lWtk ¼ 0; ðA:9Þ
which after multiplication by mtj with the simpliﬁcation given by Eq.
(A.8), results in:
mtjl ¼ 0 ðj ¼ 1; . . . ;MÞ; ðA:10Þ
where l ¼ ½l1; . . . ;lNt is the vector of chemical potentials of the
species. Equivalently, we write the stoichiometric transformation
of Eq. (A.6) given by (A.10) as:
XN
i¼1
mjili ¼ 0 ðj ¼ 1; . . . ;MÞ; ðA:11Þ
where mji is the stoichiometric coefﬁcient of the i-th species in the
j-th stoichiometric vector.
Assume the following functional form for the chemical
potential:
li ¼ li þ RT ln ai; ðA:12Þ
where li ¼ li ðT; PÞ is the standard chemical potential of the i-th
species; R is the universal gas constant; and ai ¼ aiðT; P;nÞ is the
activity of the i-th species. By deﬁning the parameter jj as:
jj :¼ exp  1RT
XN
i¼1
mjili
" #
; ðA:13Þ
Eqs. (A.11) and (A.12) can be combined to:
jj ¼
YN
i¼1
a
mji
i ðj ¼ 1; . . . ;MÞ: ðA:14Þ
Observe that the stoichiometric coefﬁcients mji determined from the
kernel of the formula matrix W allows one to write the system of
reactions:
0 
XN
i¼1
mjiai ðj ¼ 1; . . . ;MÞ; ðA:15Þ
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ai is a reactant, otherwise ai is a product. Thus, it can be seen that
Eq. (A.14) is the well-known law of mass-action applied to reaction
(A.15) and jj is its equilibrium constant.
Therefore, we ﬁnalise the stoichiometric formulation by stating
that the minimisation of the Gibbs free energy of a multiphase sys-
tem can be determined by solving the system of non-linear mass-
action Eqs. (A.14) and the linear mass-balance Eqs. (A.2).
We remark that the global minimum of the Gibbs free energy is
a difﬁcult and expensive problem, and the previous formulation
does not prevent a local minimum to be found. Nevertheless, if
the initial guess is known to be close to the global minimum of
the Gibbs free energy, then chances are that the solution will con-
verge to it.
Appendix B. Thermodynamic models
In this section we present some thermodynamic models for the
calculation of the activity and fugacity coefﬁcient models for aque-
ous, gaseous and mineral species. We show how these coefﬁcients
can be used to compute the activities of the species, which is a
thermodynamic quantity required to calculate the chemical equi-
librium state of a multiphase system.
B.1. Activity coefﬁcients for aqueous species
In this section we present some thermodynamic models for
activity coefﬁcients for aqueous species. The activity coefﬁcient ci
of an aqueous species is assumed in this work to be on a molality
scale, so that its activity ai can be calculated as:
ai ¼ cimi; ðB:1Þ
where mi is the molality of the i-th species given by:
mi ¼ 55:508 ninw ; ðB:2Þ
with nw denoting the number of moles of species H2O(l).
In what follows, we let I and I denote, respectively, the effective
and stoichiometric ionic strength of an aqueous solution. These are
given by:Table B.1
The activity coefﬁcient parameter Ac of the HKF model in units of kg1/2/mol1/2 calculated
T (C) P (bar)
Psat 250 500 750 1000
0 0.4939 0.4871 0.4810 0.4755 0.4705
25 0.5114 0.5047 0.4985 0.4928 0.4875
50 0.5354 0.5281 0.5213 0.5151 0.5094
75 0.5649 0.5565 0.5488 0.5418 0.5353
100 0.5996 0.5897 0.5807 0.5725 0.5649
125 0.6396 0.6276 0.6168 0.6070 0.5981
150 0.6855 0.6707 0.6573 0.6455 0.6348
175 0.7383 0.7195 0.7028 0.6881 0.6751
200 0.7995 0.7753 0.7538 0.7355 0.7194
225 0.8718 0.8401 0.8117 0.7882 0.7682
250 0.9596 0.9169 0.8783 0.8476 0.8221
275 1.0704 1.0111 0.9563 0.9152 0.8823
300 1.2183 1.1325 1.0500 0.9934 0.9502
325 1.4357 1.3019 1.1668 1.0856 1.0277
350 1.8233 1.5767 1.3188 1.1970 1.1175
375 2.2948 1.5300 1.3350 1.2230
400 1.8509 1.5114 1.3490
425 2.3997 1.7439 1.5014
450 3.3844 2.0579 1.6877
475 4.7805 2.4810 1.9161
500 6.0949 3.0235 2.1930I ¼ 1
2
XNj
j¼1
mjZ
2
j ðB:3Þ
and
I ¼ 1
2
XNk
j¼1
mj Z
2
j ; ðB:4Þ
where Nj and Nk denote the number of ions and aqueous complexes
respectively; Zj the electrical charge of the j-th ion; and mi the stoi-
chiometric molality of the j-th ion, which is given by:
mj ¼
XNk
k¼1
mkjmk; ðB:5Þ
with mkj denoting the stoichiometry of the j-th ion in the k-th aque-
ous complex; and mk the molality of the k-th aqueous complex. The
stoichiometric molality of an ion is the molality this ion would have
if all aqueous complexes were completely dissolved in the aqueous
solution.
B.1.1. HKF model for ionic species
The activity coefﬁcients of the ionic species are calculated using
(see [36, Eq. (298)]):
log cj ¼ 
AcZ
2
j
ﬃﬃ
I
p
K
þ log xw þ ½xabsj bNaCl þ bNaþCl  0:19ðjZjj  1ÞI;
ðB:6Þ
where xw denotes the molar fraction of water; and K is the Debye–
Hückel function deﬁned by:
K ¼ 1þ aBc
ﬃﬃ
I
p
; ðB:7Þ
with denoting the ion-size parameter given by Eqs. (124) and (125)
of Helgeson et al. [36]:
a
 ¼
PNk
k
PNj
j mkjre;jPNk
k
PNj
j mkj
:
Both the absolute Born coefﬁcient xabsj and the effective electro-
static radius re;j of the j-th ion are given in Table 3 of Helgeson
et al. [36].at temperatures 0–500 C and pressures up to 5000 bar.
1500 2000 3000 4000 5000
0.4617 0.4544 0.4427 0.4337 0.4266
0.4782 0.4701 0.4568 0.4462 0.4375
0.4991 0.4901 0.4750 0.4628 0.4526
0.5236 0.5134 0.4963 0.4824 0.4707
0.5515 0.5398 0.5202 0.5043 0.4910
0.5823 0.5688 0.5463 0.5282 0.5131
0.6161 0.6003 0.5743 0.5536 0.5365
0.6528 0.6341 0.6040 0.5803 0.5609
0.6925 0.6703 0.6352 0.6081 0.5861
0.7353 0.7088 0.6678 0.6367 0.6118
0.7815 0.7498 0.7018 0.6662 0.6381
0.8317 0.7934 0.7372 0.6964 0.6646
0.8865 0.8400 0.7739 0.7272 0.6915
0.9467 0.8900 0.8122 0.7588 0.7186
1.0132 0.9438 0.8521 0.7910 0.7460
1.0871 1.0019 0.8937 0.8241 0.7737
1.1700 1.0648 0.9373 0.8581 0.8019
1.2632 1.1333 0.9831 0.8930 0.8305
1.3685 1.2078 1.0311 0.9291 0.8597
1.4874 1.2889 1.0815 0.9662 0.8895
1.6213 1.3770 1.1344 1.0047 0.9202
Table B.2
The activity coefﬁcient parameter Bc of the HKF model in units of kg1/2/(mol1/2cm) calculated at temperatures 0–500 C and pressures up to 5000 bar.
T (C) P (bar)
Psat 250 500 750 1000 1500 2000 3000 4000 5000
0 0.4939 0.4871 0.4810 0.4755 0.4705 0.4617 0.4544 0.4427 0.4337 0.4266
25 0.5114 0.5047 0.4985 0.4928 0.4875 0.4782 0.4701 0.4568 0.4462 0.4375
50 0.5354 0.5281 0.5213 0.5151 0.5094 0.4991 0.4901 0.4750 0.4628 0.4526
75 0.5649 0.5565 0.5488 0.5418 0.5353 0.5236 0.5134 0.4963 0.4824 0.4707
100 0.5996 0.5897 0.5807 0.5725 0.5649 0.5515 0.5398 0.5202 0.5043 0.4910
125 0.6396 0.6276 0.6168 0.6070 0.5981 0.5823 0.5688 0.5463 0.5282 0.5131
150 0.6855 0.6707 0.6573 0.6455 0.6348 0.6161 0.6003 0.5743 0.5536 0.5365
175 0.7383 0.7195 0.7028 0.6881 0.6751 0.6528 0.6341 0.6040 0.5803 0.5609
200 0.7995 0.7753 0.7538 0.7355 0.7194 0.6925 0.6703 0.6352 0.6081 0.5861
225 0.8718 0.8401 0.8117 0.7882 0.7682 0.7353 0.7088 0.6678 0.6367 0.6118
250 0.9596 0.9169 0.8783 0.8476 0.8221 0.7815 0.7498 0.7018 0.6662 0.6381
275 1.0704 1.0111 0.9563 0.9152 0.8823 0.8317 0.7934 0.7372 0.6964 0.6646
300 1.2183 1.1325 1.0500 0.9934 0.9502 0.8865 0.8400 0.7739 0.7272 0.6915
325 1.4357 1.3019 1.1668 1.0856 1.0277 0.9467 0.8900 0.8122 0.7588 0.7186
350 1.8233 1.5767 1.3188 1.1970 1.1175 1.0132 0.9438 0.8521 0.7910 0.7460
375 2.2948 1.5300 1.3350 1.2230 1.0871 1.0019 0.8937 0.8241 0.7737
400 1.8509 1.5114 1.3490 1.1700 1.0648 0.9373 0.8581 0.8019
425 2.3997 1.7439 1.5014 1.2632 1.1333 0.9831 0.8930 0.8305
450 3.3844 2.0579 1.6877 1.3685 1.2078 1.0311 0.9291 0.8597
475 4.7805 2.4810 1.9161 1.4874 1.2889 1.0815 0.9662 0.8895
500 6.0949 3.0235 2.1930 1.6213 1.3770 1.1344 1.0047 0.9202
Note: The values of Bc were multiplied by 10
8.
Table B.3
The activity coefﬁcient parameter bNaCl of the HKF model in units of kg/cal calculated at temperatures 0–500 C and pressures up to 5000 bar.
T (C) P (bar)
Psat 250 500 750 1000 1500 2000 3000 4000 5000
0 21.962 22.211 22.437 22.643 22.831 23.162 23.444 23.901 24.258 24.548
25 18.081 18.321 18.542 18.746 18.934 19.273 19.569 20.063 20.461 20.792
50 14.530 14.783 15.016 15.232 15.432 15.794 16.112 16.648 17.088 17.458
75 11.235 11.516 11.775 12.012 12.233 12.630 12.979 13.570 14.055 14.465
100 8.125 8.449 8.745 9.015 9.264 9.710 10.100 10.757 11.295 11.749
125 5.138 5.521 5.868 6.183 6.470 6.980 7.421 8.158 8.757 9.260
150 2.214 2.678 3.095 3.467 3.804 4.395 4.900 5.733 6.402 6.960
175 0.710 0.137 0.376 0.826 1.227 1.919 2.503 3.449 4.200 4.821
200 3.703 2.981 2.336 1.783 1.298 0.477 0.201 1.283 2.127 2.817
225 6.858 5.930 5.096 4.402 3.807 2.824 2.028 0.787 0.164 0.932
250 10.304 9.082 7.969 7.080 6.339 5.147 4.209 2.779 1.707 0.852
275 14.247 12.590 11.042 9.873 8.934 7.476 6.362 4.709 3.498 2.547
300 19.060 16.716 14.437 12.856 11.643 9.837 8.506 6.592 5.223 4.166
325 25.556 21.993 18.343 16.122 14.524 12.262 10.663 8.439 6.893 5.718
350 36.227 29.865 23.076 19.806 17.650 14.783 12.853 10.265 8.519 7.214
375 48.639 29.220 24.100 21.113 17.436 15.095 12.080 10.108 8.663
400 38.002 29.287 25.032 20.261 17.410 13.895 11.671 10.072
425 52.214 35.791 29.554 23.299 19.818 15.719 13.214 11.449
450 76.652 44.209 34.857 26.594 22.338 17.561 14.746 12.801
475 110.794 55.166 41.133 30.187 24.986 19.429 16.271 14.134
500 143.763 68.878 48.527 34.113 27.778 21.329 17.796 15.455
Note: The values of bNaCl were multiplied by 10
7.
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using equations and parameters from [33–36]. Tables
B.1,B.2,B.3,B.4 present the results of this calculation over a wide
range of temperatures and pressures. These tables are used in
our code to interpolate those parameters at a given temperature
and pressure.
The extended Debye–Hückel Eq. (B.6) is valid at temperatures
and pressures up to 600 C and 5000 bar. The use of the stoichiom-
etric ionic strength I instead of the effective ionic strength I has
been determined to yield more accurate activity coefﬁcients at
NaCl brine salinities up to 	6 molal.B.1.2. HKF model for water
Helgeson et al. [36] derived an equation for the activity of water
aw, which we present in the following form:ln aw ¼ 2:30355:508
XNj
j¼1
mjwj; ðB:8Þ
where
wj ¼
AcZ
2
j
ﬃﬃ
I
p
3
rþ xw
1 xw log xw 
1
2
½xjbNaCl þ bNaþCl
 0:19ðjZjj  1ÞI ðB:9Þ
and
r ¼ 3
ðaBc
ﬃﬃ
I
p
Þ3
K 1
K
 2 lnK
 
: ðB:10Þ
The above activity model is also valid at temperatures,
pressures and brine salinities up to 600 C, 5000 bar and 6 molal.
Table B.4
The activity coefﬁcient parameter bNaþCl of the HKF model in units of kg/mol calculated at temperatures 0–500 C and pressures up to 5000 bar.
T (C) P (bar)
Psat 250 500 750 1000 1500 2000 3000 4000 5000
0 15.448 14.872 14.390 14.002 13.708 13.401 13.471 14.739 17.512 21.789
25 9.752 9.563 9.404 9.276 9.178 9.073 9.090 9.487 10.370 11.739
50 5.630 5.603 5.579 5.560 5.544 5.524 5.518 5.552 5.647 5.801
75 2.411 2.466 2.510 2.546 2.571 2.594 2.577 2.430 2.128 1.672
100 0.244 0.145 0.063 0.002 0.051 0.097 0.075 0.172 0.691 1.482
125 2.529 2.405 2.301 2.218 2.156 2.097 2.122 2.426 3.069 4.052
150 4.559 4.421 4.305 4.212 4.142 4.074 4.101 4.438 5.153 6.246
175 6.406 6.263 6.139 6.040 5.966 5.894 5.921 6.276 7.032 8.187
200 8.119 7.976 7.848 7.746 7.670 7.595 7.623 7.987 8.763 9.950
225 9.729 9.591 9.462 9.359 9.282 9.205 9.233 9.600 10.384 11.583
250 11.259 11.130 11.001 10.897 10.820 10.743 10.771 11.138 11.921 13.119
275 12.723 12.608 12.479 12.377 12.300 12.224 12.251 12.614 13.391 14.581
300 14.133 14.036 13.909 13.807 13.731 13.656 13.682 14.041 14.808 15.984
325 15.496 15.421 15.296 15.196 15.121 15.047 15.073 15.426 16.182 17.339
350 16.818 16.771 16.648 16.550 16.476 16.403 16.428 16.775 17.517 18.654
375 18.090 17.969 17.872 17.800 17.728 17.753 18.093 18.821 19.935
400 19.380 19.262 19.167 19.096 19.026 19.050 19.383 20.096 21.188
425 20.645 20.529 20.437 20.367 20.298 20.322 20.648 21.346 22.415
450 21.887 21.774 21.683 21.615 21.547 21.570 21.890 22.572 23.618
475 23.108 22.997 22.908 22.841 22.775 22.798 23.110 23.777 24.801
500 24.308 24.199 24.113 24.048 23.983 24.005 24.310 24.963 25.964
Note: The values of bNaþCl were multiplied by 10
2.
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B.1,B.2,B.3,B.4.
B.1.3. Setschenow model for neutral species
The activity coefﬁcients for neutral species are calculated using
the Setschenow model equation:
log ci ¼ biI þ log xw; ðB:11Þ
where bi is the Setschenow coefﬁcient of the i-th species. The value
bi ¼ 0:1 is adopted in this work for those neutral species whose Set-
schenow coefﬁcient is not known.
B.1.4. Drummond [37] model for CO2(aq)
Drummond [37] derived the following equation for the activity
coefﬁcient of CO2(aq):
ln cCO2 ¼ a1 þ a2T þ
a3
T
	 

I  ða4 þ a5TÞ II þ 1 ; ðB:12Þ
where a1 ¼1:0312;a2 ¼ 1:2806  103;a3 ¼ 255:9;a4 ¼ 0:4445 and
a5 ¼ 1:606  103; and T is temperature in units of Kelvin. This
equation is valid within the temperature and salinity ranges
20–400 C and 0–6.5 molal respectively.
B.1.5. Duan and Sun [38] model for CO2(aq)
Duan and Sun [38] presents the following activity coefﬁcient
model for CO2(aq):
ln cCO2 ¼2kðmNaþ þmKþ þ 2mCa2þ þ 2mMg2þ Þ
þ fðmNaþ þmKþ þmCa2þ þmMg2þ ÞmCl  0:07mSO24 ðB:13Þ
where
k ¼ 0:411370585þ 6:07632013  104T þ 97:5347708=T
 0:0237622469P=T þ 0:0170656236P=ð630 TÞ
þ 1:41335834  105T ln P ðB:14Þ
and
f ¼ 3:36389723  104  1:98298980  105T
þ 2:12220830  103P=T  5:24873303  103P=ð630 TÞ;
ðB:15Þwith temperature T and pressure P given in units of Kelvin and bar
respectively.
These equations are valid within the temperature, pressure and
salinity ranges of 0–260 C, 0–2000 bar, and 0–4.3 molal. Never-
theless, its use at higher salinities (e.g. up to 	6 molal NaCl and
up to 	4 molal CaCl2) yields satisfactory results and this has been
done before in [49].B.1.6. Rumpf et al. [50] model for CO2(aq)
Based on a Pitzer formulation with correlation of solubility data,
Rumpf et al. [50] derived the following activity coefﬁcient model
for CO2(aq) (see [49]):
ln cCO2 ¼ 2BðmNaþ þmKþ þ 2mCa2þ þ 2mMg2þ Þ
þ 3CðmNaþ þmKþ þmCa2þ þmMg2þ ÞmCl ðB:16Þ
where C ¼ 0:0028 and
B ¼ 0:254 76:82
T
 10656
T2
þ 6312  10
3
T3
; ðB:17Þ
with temperature T given in units of Kelvin.
These equations are valid within the temperature range of
40–160 C, at brine salinities up to 	6 molal NaCl and at pressures
up to 100 bar. Therefore, this model is unsuitable for CO2 solubility
modelling at high pressures, though it is accurate enough within its
valid temperature and pressure ranges.B.2. Fugacity coefﬁcients for gaseous species
In this section we present some thermodynamic models for
fugacity coefﬁcients for gaseous species. The fugacity coefﬁcient
ui of a gaseous species is used to calculate its activity ai as:
ai ¼ uiyi
P
P
; ðB:18Þ
where yi is the molar fraction of the i-th gaseous species in the gas-
eous phase; and P ¼ 1 bar is the standard pressure assumed in this
work.
Table B.5
Coefﬁcients from Table 1 of Spycher and Reed [39] for the calculation of fugacity coefﬁcients of pure gases.
Gas T (C) Pmax (bar) a b c (105) d (102) e (105) f (108)
H2 25–600 3000 12.5908 0.259789 7.24730 0.471947 2.69962 2.15622
H2O 0–1000 1000 3238.36 4.69231 175.120 272.189 463.667 202.904
0–340 Psat 6191.41 14.8528 914.267 6633.26 18277.0 13274.0
CO2 400–1000 1000 361.447 0.553372 0.549789 16.3871 3.86767 9.26594
50–350 500 1430.87 3.59800 227.376 347.644 1042.47 846.271
CH4 16–350 500 537.779 1.54946 92.7827 120.861 370.814 333.804
Table B.6
Cross-coefﬁcients from Table 2 of Spycher and Reed [39] for the calculation of fugacity coefﬁcients of mixed gases.
Mixture (i j) T (C) Pmax (bar) aij bij cij (102) diij eiij (102) fiij (105) dijj eijj (102) fijj (105)
H2O–CO2 450–1000 1000 1286.47 2.95028 0.165412 2.54908 0.494212 0.239023 0.0 0.0 0.0
50–350 500 1954.70 7.74805 1.029010 104.453 38.42830 36.58580 8.28426 1.19097 0.808886
H2O–CH4 25–100 94 1103.20 4.52871 0.507784 0.0 0.0 0.0 0.0 0.0 0.0
CO2–CH4 40–240 500 800.592 2.28990 0.153917 2.99160 1.04893 1.02627 1.58384 0.492077 0.430104
Note: For H2O–CO2 mixtures, the coefﬁcients of this table for the temperature range 50–350 C must be used only with the coefﬁcients for the range 0–340 C in Table B.5.
Table B.7
The parameters for Eqs. (B.24) and (B.25) taken from [40].
Parameter Value Unit
bH2O 18.18 cm
3/mol
bCO2 27.8 cm
3/mol
aCO2—H2O 7:89  107 barcm6K0.5/mol2
aCO2 7:54  107–4:13  104T barcm6K0.5/mol2
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Spycher and Reed [39] derived fugacity coefﬁcient equations for
pure and mixed gases based on a virial expansion formulation. In
this work we opted to use the equations of Spycher and Reed
[39] where the gaseous phase is assumed as a non-ideal mixture
of gases because of its reliability and accuracy at pressures higher
than the saturation pressure of water.
In what follows, we denote 1-H2O(g), 2-CO2(g) and 3-CH4(g).
The fugacity coefﬁcients of the end-members of the gaseous mix-
ture H2O–CO2–CH4, therefore, are given by:
lnui ¼ 2
X3
k¼1
y^kB
0
ik  B0mix
" #
P þ 3
2
X3
k¼1
X3
l¼1
y^ky^lC
0
ikl  C 0mix
" #
P2; ðB:19Þ
where y^k denotes the molar fraction of the k-th gas in the mixture
H2O–CO2–CH4. This is in contrast with yk, which represents the mo-
lar fraction of the k-th gas in the gaseous phase, which may contain
other additional gases (e.g., O2(g), H2(g)). The second and third
cross-virial coefﬁcients B0ij and C
0
ijk are calculated using:
B0ij ¼
aij
T2
þ bij
T
þ cij; ðB:20Þ
C0ijk ¼
dijk
T2
þ eijk
T
þ fijk; ðB:21Þ
where
B0mix ¼
X3
i¼1
X3
k¼1
y^iy^kB
0
ik; ðB:22Þ
C0mix ¼
X3
i¼1
X3
k¼1
X3
l¼1
y^iy^ky^lC
0
ikl: ðB:23Þ
The parameters aij; bij; cij;dijk; eijk and fijk are presented in Tables B.5
and B.6. Note that temperature T and pressure P are given in units of
Kelvin and bar respectively.
B.2.2. Spycher et al. [40] model for H2O(g)–CO2(g)
From a modiﬁed Redlich–Kwong equation of state, Spycher
et al. [40] derived the following fugacity coefﬁcient equations for
the gaseous species H2O(g) and CO2(g):ln/H2O ¼ ln
v
v  bm
 
þ bH2Ov  bm
 
þ ambH2O
RT1:5bm
ln
v þ bH2O
v
 
 bmv þ bm
 
 2aCO2H2O
RT0:5bm
ln
v þ bm
v
 
 ln Pv
RT
 
; ðB:24Þ
and
ln/CO2 ¼ ln
v
v  bm
 
þ bCO2v  bm
 
þ ambCO2
RT1:5bm
ln
v þ bCO2
v
 
 bmv þ bm
 
 2aCO2
RT0:5bm
ln
v þ bm
v
 
 ln Pv
RT
 
; ðB:25Þ
where v is the molar volume of the mixture, in units of cm3=mol,
given by the solution of the cubic equation:
v3  v2 RT
P
 
 v RTbm
P
 am
PT0:5
þ b2m
 
 ambm
PT0:5
¼ 0 ðB:26Þ
with temperature T and pressure P given in units of Kelvin and bar
respectively. The parameters from the previous equations are
shown in Table B.7. These equations are valid at temperatures
12–100 C and pressures up to 600 bar.
Note that Spycher et al. [40] assumed that y^CO2 ¼ 1 and y^H2O ¼ 0
to derive Eqs. (B.24) and (B.25). This simpliﬁcation results in
am ¼ aCO2 and bm ¼ bCO2 .
B.2.3. Duan et al. [41] model for CO2(g)
Duan et al. [41] presents an improved fugacity coefﬁcient equa-
tion for CO2(g), which can be calculated efﬁciently and directly as
Table B.8
The parameters for the fugacity coefﬁcient model of Duan et al. [41] for CO2(g).
Parameter T–P range
1 2 3 4 5 6
c1 1 7.1734882E1 6.5129019E2 5.0383896E+0 1.6063152E+1 1.5693490E1
c2 4.7586835E3 1.5985379E4 2.1429977E4 4.4257744E3 2.7057990E3 4.4621407E4
c3 3.3569963E6 4.9286471E7 1.1444930E6 0 0 9.1080591E7
c4 0 0 0 1.9572733E+0 1.4119239E1 0
c5 1.3179396E+0 0 0 0 0 0
c6 3.8389101E6 2.7855285E7 1.1558081E7 2.4223436E6 8.1132965E7 1.0647399E7
c7 0 1.1877015E9 1.1952370E9 0 0 2.4273357E10
c8 2.2815104E3 0 0 9.3796135E4 1.1453082E4 0
c9 0 0 0 1.5026030E+0 2.3895671E+0 3.5874255E1
c10 0 0 0 3.0272240E3 5.0527457E4 6.3319710E5
c11 0 0 0 3.1377342E+1 1.7763460E+1 2.4989661E+2
c12 0 9.6539512E+1 2.2134306E+2 1.2847063E+1 9.8592232E+2 0
c13 0 4.4774938E1 0 0 0 0
c14 0 1.0181078E+2 7.1820393E+1 0 0 8.8876800E+2
c15 0 5.3783879E6 6.6089246E6 1.5056648E5 5.4965256E7 6.6348003E7
Range 1: 273 K < T < 573 K, P < P; range 2: 273 K < T < 340 K, P < P < 1000 bar; range 3: 273 K < T < 340 K, P > 1000 bar; range 4: 340 K < T < 435 K,
P < P < 1000 bar; range 5: 340 K < T < 435 K, P > 1000 bar; range 6: T > 435 K, P > P .
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fugacity coefﬁcient equation is given by:
uCO2 ¼c1 þ ½c2 þ c3T þ c4=T þ c5=ðT  150ÞP þ ðc6 þ c7T þ c8=TÞP
2
þ ðc9 þ c10T þ c11=TÞ ln P þ ðc12 þ c13TÞ=P þ c14=T þ c15T2;
ðB:27Þ
where temperature T and pressure P are given in units of Kelvin and
bar respectively; and the parameters c1 through c15 are given in
Table B.8. This equation is valid at temperatures 0–260 C and pres-
sures up to 2000 bar.
In Table B.8, the auxiliary pressure P, in units of bar, is calcu-
lated using:
P ¼
PsatCO2 T < 305 K
75þ 1:25ðT  305Þ 305 K < T < 405 K
200 T > 405 K
8><
>: ; ðB:28Þ
where PsatCO2 is the saturation pressure of CO2, which can be com-
puted using the equation of state developed by Poling et al. [51]:
ln
PsatCO2
PcrCO2
 !
¼ a1xþ a2x
1:5 þ a3x3 þ a4x6
1 x ; ðB:29Þ
with a1 ¼ 6:95626; a2 ¼ 1:19695; a3 ¼ 3:12614; a4 ¼ 2:99448
and x ¼ 1 T=TcrCO2 , where T
cr
CO2
¼ 304:2 K and PcrCO2 ¼ 73:83 bar are
the critical temperature and pressure of CO2 respectively.
B.3. Activity coefﬁcients for mineral species
In this work the ideal model for the activity coefﬁcients of min-
eral species is assumed. Therefore, the activity ai of the i-th mineral
in a mineral solution is given by:
ai ¼ xi; ðB:30Þ
from which it follows that ai ¼ 1 for pure minerals.
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