Abstract. We endow the set of probability measures on a weighted graph with a MongeKantorovich metric, induced by a function defined on the set of vertices. The graph is assumed to have n vertices and so, the boundary of the probability simplex is an affine (n − 2)-chain. Characterizing the geodesics of minimal length which may intersect the boundary, is a challenge we overcome even when the endpoints of the geodesics don't share the same connected components. It is our hope that this work would be a preamble to the theory of Mean Field Games on graphs.
Introduction
The past two decades have witnessed an increasing number of studies on geodesics of minimal length on the set of probability measures on manifolds and Hilbert spaces [2] [18] ). In these cases, the geodesics are characterized by Hamilton-Jacobi equations which appear through a duality argument (cf. e.g. [2] [11] [12] [13] [14] [23] ). The story is different when Hilbert spaces or manifolds are replaced by discrete states which are not length spaces. For practical reasons (e.g. computational reasons [7] [8] [9] ), one faces the issue of dealing with geodesics of minimal length on the set of probability measures on graphs, the probability simplexes. Therefore, one needs to go beyond understanding the differential structure of the interior of probability simplexes, which is a rather simple task, and push the study to the boundary. Indeed, the discrete counterpart of prior studies on length spaces such as R d , turns out to be awfully complicated on probability simplexes, when the geodesics contain boundary points. The goal of this manuscript is the study of geodesics of various metrics on the probability simplexes, without excluding the possibility that the complement of the endpoints touch the boundary.
Let G = (V, E, ω) denote an undirected graph of vertices V = {1, · · · , n} and edges E, with a weighted metric ω = (ω ij ). It given by a n by n symmetric matrix with nonnegative entries ω ij such that ω ij > 0 if (i, j) ∈ E. For simplicity, assume that the graph is connected, simple, with no self-loops or multiple edges. Let P(G) denote the probability simplex
the set of probability measures on V . Any symmetric function g : [0, ∞) 2 → [0, ∞) induces an equivalence relation on S n×n , the set of n by n skew-symmetric matrix: if ρ ∈ P(G), v,ṽ ∈ S n×n are equivalent if (2.2) holds. The quotient space H ρ is endowed with a metric tensor (g ij (ρ)) ij = (g(ρ i , ρ j )) ij which yields the inner product and norm in (2.3) . The function g is used to produce the underlying Hamiltonian H g : R n × R n → R given by (1.1) H g (ρ, φ) = 1 4
(i,j)∈E ω ij g(ρ i , ρ j )(φ i − φ j ) 2 .
We define the minimal action needed to connect ρ 0 ∈ P(G) to ρ 1 ∈ P(G) to be Making appropriate assumptions on g, this infimum will be shown to coincide with that in (2.7) and W g will be shown to be a metric on P(G). Note that for a well-chosen sequence (φ k ) k ⊂ R n whose norm tends to ∞, we may have that H g (ρ, φ k ) k is identically null and so, H g (ρ, ·) is not coercive. This makes it a harder task to use direct methods of the calculus of variations to assert existence of a minimizer in (1.2). To circumvent this obstacle, we instead use the equivalent formulation (2.7) and resort to identifying a dual to (2.7).
Any minimizer (ρ, φ) of (1.2) such that ρ, φ ∈ W 1,2 (0, 1; R n ) and the range of ρ does not intersect the boundary of P(G) satisfies the Euler-Lagrange equation
Using the notation of graph divergence (cf. Section 2), this Hamiltonian system which reads off √ ω ij (φ j − φ i )g(ρ i , ρ j ) = 0,φ i + 1 2
Here, N (i) := {j ∈ V | (i, j) ∈ E} denotes the neighborhood of a vertex i ∈ V and ∂ 1 g denotes the partial derivative of g with respect to its first variable.
Hardly enough, even if ρ 0 , ρ 1 are chosen in the interior of P(G), a minimizer (ρ, φ) of (1.2) may be such that the range of ρ intersects the boundary of P(G) unless (cf. [20] ) (1.5) C g := 1 0 dr g(r, 1 − r) = ∞.
The condition (1.5), precisely forces W g to assume infinite values and so, it cannot be a metric on the whole set P(G). When C g < ∞, we rather endeavor to identify the appropriate substitute of (1.4), by characterizing minimizers of (2.7), even when ρ((0, 1)) intersects the boundary of P(G).
We define a Poincaré function γ P : P(G) → R. It is a concave function which is strictly positive in the interior of P(G) but may remain positive on a subset of the boundary of P(G). When γ P (ρ 0 ), γ P (ρ 1 ) > 0 we show that (ρ, v) minimizes (2.7) if and only if there exists λ ∈ BV loc 0, 1; R n such that −λ i is a Borel regular measure such that Here,λ abs is the absolutely continuous part ofλ, λ sing is the singular part ofλ, ν is any nonnegative measure such that ν and L 1 | (0,1) are mutually singular and |λ sing | << ν. We have defined H as in (2.10) and set
There is a relation between H 0 and the recession function of H since What seems surprising at a first glance is that, even whenλ has no singular part, the expression in (1.6) is still not linear inλ. This means the geodesics of minimal length are characterized Hamilton-Jacobi equations in the form 0 = H(λ abs , ∇ G λ), with a non-linear dependence iṅ λ abs . This is in contrast with what happened in the continuum setting, where there, geodesics of minimal length are characterized by Hamilton-Jacobi equations in the form ∂ t u + H * (∇u) = 0, hence linear in ∂ t u. We pause here to draw the attention of the reader to [22] which proposes a class of Hamilton-Jacobi equations which can hardly be compared with Remark 6.5 (ii).
A comparison between our work and the innovative work [20] by J. Maas, becomes at this point unavoidable. There, the author considers an irreducible Markov kernel (K ij ) ij with a finite right invariant measure. Our hypothesis that (ω ij ) ij := (K ij π i ) ij be symmetric, is equivalent to the requirement in [20] that K be reversible. When C g = ∞, [20] gave a remarkable characterization of the pairs for which W g (ρ 0 , ρ 1 ) < ∞. The necessary and sufficient condition is that both ρ 0 and ρ 1 must have the same g-connected components (see Section 2 for the definition of g-connected components). As a consequence, if (ρ, v) is a minimizer in (2.7) then the g-connected components of ρ(t) are independent of t ∈ (0, 1) and they coincide with those of ρ 0 . The search of paths of minimal actions in (2.7) reduces then to a finite collection of searches of paths of minimal actions which are known to be entirely contained in the interior of simplexes. In this case, the Euler-Lagrange equations are obtained by standard arguments.
In this manuscript, we assume that C g < ∞ and so, our study of geodesics of minimal norms complements that in [20] . We further assume that g is concave, 1-homogeneous, positive in (0, ∞) 2 and C ∞ in this open set. These assumptions, while facilitating our study, still encompasse a large number of metrics, useful in modeling and computations of 2-Wasserstein metric. The class of functions g we choose are motivated by studies [7, 8, 9, 20] which recently appeared in the literature.
The study in this manuscript will be more than a disappointment if the set of geodesics starting and ending in the interior of P(G) would never intersect the boundary of P(G). Unlike the study in [20] , Proposition 3.11 supports the fact that when C g < ∞ then the set of such geodesics is not void. Another feature of the condition C g < ∞, is that if ρ : [0, 1] → P(G) \ P 0 (G) is a geodesic of minimal length, then the g-connected components of ρ(t) needs not to be time independent (cf. Proposition 3.8) unlike the case when C g = ∞ [20] . One could combine Propositions 3.8 and 3.11 to construct more intricate geodesics which intersect the boundary of P(G).
The manuscript is organized as follows. In Section 2, we introduce the notation used in the manuscript. Section 3 contains preliminary remarks. For instance there, we comment on the sufficient condition for W g to assume only finite values. In Section 4 we show existence of geodesics of minimal norms. Sections 5 and 6 contains ingredients we later use in Section 7 to characterize the geodesics of minimal path through a dual formulation.
Notation
We denote the one-dimensional Lebesgue measure by L 1 and denote the set of skewsymmetric n × n matrices as S n×n . Let G = (V, E, ω) denote an undirected graph of vertices V = {1, · · · , n} and edges E, with a weighted metric ω = (ω ij ) given by a n by n symmetric matrix with nonnegative entries ω ij and such that ω ij > 0 if (i, j) ∈ E. For simplicity, assume that the graph is connected and is simple, with no self-loops or multiple edges.
Functions on a graph. It is customary to identify a function φ : V → R with a vector φ = (φ i ) n i=1 ⊂ R n . We use the standard inner product on R n :
Vector fields and gradient operator. A vector field m on G is a skew-symmetric matrix on the edges set E, denoted by m:
Special elements of S n×n are the so-called potential vector fields which are discrete gradients of functions φ on V , denoted ∇ G φ and defined as
The range and kernel of the gradient operator. We denote by R(∇ G ) the range of ∇ G and by 1 ∈ R n the vector whose entries are all equal to 1. Since G is connected, the kernel of ∇ G is the one dimensional space spanned by 1. The orthogonal in R n of the latter space is ker (∇ G ) ⊥ , the set of h ∈ R n such that
G-Divergence of vector field. The divergence operator associates to any vector field m on G a function on V defined by
Set of probability measures and its boundary. We identify P(G), the set of probability measures on V, with a simplex as follows
The set C(ρ 0 , ρ 1 ) of paths connections probability measures. Given ρ 0 , ρ 1 ∈ P(G), we denote as C(ρ 0 , ρ 1 ) the set of pairs (ρ, m) such that ρ : [0, 1] → P(G)
√ ω ij m ji = 0, in the weak sense on (0, 1).
Throughout this manuscript g : [0, ∞) × [0, ∞) → R + satisfies the following assumptions:
We extend g by setting its value to be −∞ outside [0, ∞) 2 , to obtain a function on R 2 which we still denote g. Observe that the extension is concave and upper semicontinuous. We define
A constant depending solely of g. Since g is continuous on the compact set [0, 1] 2 ,
is a finite number.
The Hilbert spaces H ρ . If ρ ∈ P(G), we say that v,ṽ ∈ S n×n are ρ-equivalent if
which means v ij =ṽ ij whenever g ij (ρ) > 0. We denote by H ρ the set of class of equivalence. This is a Hilbert space when endowed with the discrete inner product and the discrete norm
Here the coefficient 1/2 accounts for the fact that whenever
The tangent spaces and the projection operator π ρ . We denote as T ρ P(G) the closure of the range of ∇ G in H ρ . We refer to T ρ P(G) as the tangent space to P(G) at ρ. Given v ∈ H ρ there exists a unique π ρ (v) ∈ T ρ P(G) that minimizes v − · ρ over T ρ P(G). It is characterized by the property
The divergence operator. The operator
We call div ρ the divergence operator. Note the integration by parts formula:
Let H g be the Hamiltonian defined in (1.1). Observe that
The Monge-Kantorovich metric on G. The square of 2-Monge-Kantorovich metric which measures the square distance between ρ 0 ∈ P(G) and
Here the infimum is performed over the set of pairs (ρ, v) such that ρ ∈ H 1 (0, 1;
Connected components. Let ρ ∈ P(G). We say that i, j ∈ V are g-connected if there are
The largest g-connected set containing i is called the g-connected component of i. The gconnected components of ρ form a partition of a subset of V.
Poincaré functions on graphs. We define the Poincaré function γ P on G as
Action. Consider the lower semicontinuous convex function f :
Observe that if t ≥ 0 and µ ∈ R then (2.9) 2µs < f (t, s) + µ 2 t unless tµ = s in which case equality holds.
For ρ ∈ R n and m ∈ S n×n , we define
If ρ ∈ L 2 (0, 1; R n ) and m ∈ L 2 (0, 1; S n×n ) we define the action
Let H : R n × S n×n → R denote the Hamiltonian defined as
In the remaining of the manuscript, unless the contrary is explicitly stated, we assume that (2.11) 
Preliminaries
In this section, we use the same notation as in Section 2 and assume (2.11) hold.
Lemma 3.1. The Poincaré function γ P : P(G) → R is concave.
Proof. Note γ P is obtained by taking the infimum of concave functions of ρ.
Proof. Set
The desired inequality follows from the definition of γ P .
Remark 3.3. Suppose ρ ∈ P(G) has only one g-connected component which is the whole set V . Then the range of ∇ G is a closed subset of H ρ and so, it is T ρ P(G).
For any e ∈ V \ {1}, there exists e 1 , · · · , e l ∈ V such that e 1 = 1, e l = e, (e j , e j+1 ) ∈ E and g e j e j+1 (ρ) > 0 for any j ∈ {1, · · · , l − 1}. We have for any j ∈ {1, · · · , l − 1}
2 g e j e j+1 (ρ) = 0.
Replacing ϕ k e j by ϕ k e j − ϕ k 1 if necessary, we may assume without loss of generality that ϕ k 1 = 0.
Setting j = 1 in (3.1), we obtain that (φ k e 2 ) k converges to
we inductively obtain
for any j ∈ {2, · · · , l − 1}. This is sufficient to verify v = ∇ G φ.
Lemma 3.4. Assume that ρ ∈ P(G). Then ρ has only one g-connected component which is the whole set V iff γ P (ρ) > 0.
Proof. Assume that ρ has only one g-connected component which is the whole set V . Then for any e ∈ V \ {1} there exists e 1 , · · · , e l ∈ V such that e 1 = 1, e l = e, (e j , e j+1 ) ∈ E and g e j e j+1 (ρ) > 0 for any j ∈ {1, · · · , l − 1}. Suppose that γ P (ρ) = 0, i.e. there exists β ∈ R n such that
g e j e j+1 (ρ)ω e j e j+1 (β e j − β e j+1 ) 2 = 0 and, thus, β e 1 = β e 2 = · · · = β e l . Since e is arbitrary, we have β 1 = β 2 = · · · = β n = 0. This is in contradiction with the fact that n i=1 β 2 i = 1. Suppose that γ P (ρ) > 0. We want to prove that ρ has only one g-connected component which is the whole set V . If not, there exist i 1 , j 1 ∈ V such that i 1 and j 1 are not in the same gconnected component. Let
.
Then we have
holds. This is at variance with the fact that γ P (ρ) > 0.
Remark 3.5. We assert the following (i) The function F is a convex and lower semicontinuous.
(ii) Suppose m, b ∈ S n×n and ρ ∈ P(G) are such that m ij = 0 whenever g(ρ i , ρ j ) = 0. Then
Proof. (i) Since g is concave, f is convex and f (·, s) is monotone non-increasing, (ρ, m) → f g ij (ρ), m ij is convex and so, function F is convex. One checks that (ρ, m) → f g ij (ρ), m ij is lower semicontinuous. Thus, F is a convex and lower semicontinuous as a sum of convex, lower semicontinuous functions.
(ii) is a direct consequence of (2.9). Lemma 3.6. let H g be as in (1.1) and let ∂ i g denote derivative of g with respect to the i-th variable for i = 1, 2.
(ii) For any ρ ∈ [0, ∞) n and φ ∈ R n we have
(iii) For any ρ ∈ (0, ∞) n and φ ∈ R n we have
Proof. Recall that g has been extended to an upper semicontinuous on R 2 , which we still denote as g.
(i) Since g(r, s) = g(s, r), differentiating, we obtain the first identity in (i). Let G * denote the Legendre transform of the convex, degree 1-
This completes the verification of (i).
(ii) We have
We use this to verify that (ii) holds.
(iii) We use the first identity in (i) to infer
This, together with the second identity in (i) complete the verification of (iii).
In other words, we have a feasible path in C(ρ 0 , ρ 1 ).
Proof. Let C g be as defined in (2.11). Changing variables, we infer
This new formulation of C g allows us to attribute this Proposition to [20] even if one may think his setting and ours seem to be a variant of each other. For completeness we lay down the main arguments supporting our statement.
, (2, 1)}, endow with the weight ω 12 = ω 21 > 0. Let ρ 0 , ρ 1 ∈ P(G 2 ). To avoid trivialities, assume ρ 0 1 = ρ 1 1 . Without loss of generality, assume ρ 0 1 < ρ 1 1 . Note the strictly increasing function
has an inverse function G −1 which is differentiable. Set
Observe that the path
By definition (ρ, m) satisfies (2.1). Check that 2ω 12 F(ρ, m) = C 2 . This covers the case n = 2.
When n > 2, if ρ ∈ P(G) is such that there is a feasible path in C(ρ 0 , ρ) and a feasible path in C(ρ 1 , ρ) then by concatenation, there is a feasible path in C(ρ 0 , ρ 1 ). This means we may assume without loss of generality that ρ 1 = (0, · · · , 0, 1). Let
(ii) the cardinality of V [ρ l ] is strictly smaller than that of V [ρ l−1 ] whenever l ≤ l 0 ; (iii) there is a feasible path in C(ρ l−1 ,ρ l ).
The following example will be useful in the next proposition:
We will later use the set
, (1, 3)} and let ω denote a 3 × 3 symmetric matrix such that ω 12 = ω 23 = 1 and ω 13 = 0. Let G denote the weighted graph (V, E, ω). Let g be as in (3.3). Let ρ 0 = (0, 0, 1) and ρ 1 = (0, 1/2, 1/2) so that ρ 0 and ρ 1 lie on the boundary of P(G). Observe ρ 0 has only one g-connected component which is {2, 3} and ρ 1 has only one g-connected component which is {1, 2, 3}. We claim that any geodesic of minimal norm ρ : [0, 1] → P(G), connecting ρ 0 to ρ 1 lies in the boundary of P(G). Furthermore, the g-connected components of ρ(t) are not constant in t.
Proof. By Theorem 4.5 there is (ρ, m) that minimizes A over C(ρ 0 , ρ 1 ).
In order to show the range of ρ lies in the boundary of P(G), it suffices to show that ρ 1 (t) ≡ 0. To achieve that goal, it suffices to show that for any (ρ, m) ∈ C(ρ 0 , ρ 1 ) such that
We use (3.5) to infeṙ
Similarly,ρ 3 +m 32 =ρ 3 + m 32 = 0. Thus, we verified that (ρ,m) ∈ C(ρ 0 , ρ 1 ) andρ 1 ≡ 0. Note we cannot have m 12 ≡ 0 otherwise, we would haveρ 1 ≡ 0 which would imply ρ 1 (t) = ρ(0) = 0. Therefore
We have
By (3.6) and (3.7), A(ρ, m) > A(ρ,m). We conclude the proof of the proposition thanks to the observation that since ρ 0 and ρ 1 do not have the same g-connected components, the g-connected components of ρ * (t) cannot be constant in t.
Remark 3.9. Let G = (V, E, ω) denote the weighted graph in Proposition 3.8 and let g denote the function used there. Suppose ρ 0 , ρ 1 ∈ P(G), (ρ, m) minimizes A over C(ρ 0 , ρ 1 ), and the range of ρ is entirely contained in the interior of P(G). Then using (3.5) we have
where
From ρ 1 and ρ 3 we recover
Proposition 3.10. Let H g be as in (1.1) and H be as in (2.10).
(ii) Equality holds in (i) if and only if
(iii) If the range of ρ is almost everywhere contained in (0, ∞) n and (ρ, λ) satisfies almost everywhere the Hamiltonian system
then equality holds in (i) and so, (ρ, m) minimizes A over C(ρ 0 , ρ 1 ) where
Integrating by parts and then using Remark 3.5 (ii) in the subsequent identity, we conclude
This, verifies (i).
(ii) Note that equality holds in (i) if and only if equality hold in (3.9) and (3.10). Using Remark 3.5 (ii), we conclude the proof of (ii).
(iii) Assume (ρ, λ) satisfies almost everywhere the Hamiltonian system (3.8). We use and then use Lemma 3.6
. Setting m ij = g(ρ i , ρ j )(∇ G λ) ij for any (i, j) ∈ E we use (ii) to conclude the proof of (iii).
Proposition 3.11. Let G = (V, E, ω) denote the weighted graph in Proposition 3.8 and let g denote the function used there. Let H g be as in (1.1) and H be as in (2.10). There exist ρ 0 , ρ 1 in interior of P(G) and there is a geodesic of minimal norm ρ : [0, 1] → P(G), connecting ρ 0 to ρ 1 which intersects the boundary of P(G).
Proof. The comments in Remark 3.9 led us to the following considerations which rely on the Lagrangian L 0 introduced there.
Set q := (q 1 , q 3 ) and choose δ ∈ (0, 0.1] such that the system of differential equations
together with the initial conditions By (3.11) (3.14)
We use (3.13) in (3.14) to obtain a constant C 1 > 0 independent of δ ∈ (0, 0.1) such that (3.15)
Differentiating the expressions in (3.14), we obtain explicit expressions of d 3 q 1 /dt 3 and d 3 q 1 /dt 3 in terms of q 1 , q 3 ,q 1 ,q 3 ,q 1 ,q 3 . We use the identities in (3.15) in these expressions to obtain a constant C > 0 such that
By (3.12) and (3.14),q 1 (0) = 0.25. This, together with (3.16) implies
Thus, choosing δ 1 strictly between 0 and min{δ, 0.15C −1 } we havë
Sinceq 1 (0) = 0 then for any t ∈ [−δ 1 , δ 1 ],
This, together with (3.13) yields
Setting
Differentiating the expressions in (3.19) and using (3.20) we obtaiṅ
Thus,
This, combined with the first identity in (3.20) yields,
Analogously, computing ∂ φ 2 H g and ∂ φ 3 H g and using (3.20) we obtain
By 3.18
By (3.22) and (3.21) we have
The latter identity implies
Combining (3.24) and (3.25), using Proposition 3.10, we obtain that (ρ, m) minimizes A over C(ρ(0), ρ(1)). We learn from (3.23) that the end points of ρ are in the interior of P(G) while the range of ρ intersects the boundary of P(G).
Minimizer
Proof. Let (ρ, m) ∈ R n + × S n×n . Observe that to prove the lemma we only need to take into account (i, j) ∈ E 0 such that m ij = 0. In that case, we may only account for (i, j) ∈ E 0 such that g ij (ρ) > 0. We then have
The desired inequality follows since
Remark 4.2. Let h ∈ ker (∇ G ) ⊥ , and let ρ 0 , ρ 1 ∈ P(G).
(i) If φ,φ ∈ R n are such that ∇ G φ = ∇ Gφ , since G is connected we obtain a := φ i −φ i is independent of i ∈ V and so,
Hence, on R(∇ G ), the linear operator defined by L(∇ G φ) := (h, φ) is well defined. Since R(∇ G ) is of finite dimension, L is continuous and so, it admits a unique linear extension L ρ : T ρ P(G) → R, which is in turn continuous. (ii) By the Riesz representation there, there exists a unique l ρ (h) ∈ T ρ P(G) such that
By the fact that L ρ (∇φ) = (φ, h) for every φ ∈ R n , we have h + div ρ l ρ (h) = 0.
Proposition 4.3. Let m ∈ S n×n , let ρ ∈ P(G) and let h ∈ ker (∇ G ) ⊥ .
Proof. (i) We use the fact that m ij + m ji = 0 for any (i, j) ∈ E and that (i, j) ∈ E if (j, i) ∈ E to obtain (i).
(ii) Let v ∈ S n×n be such that v = π ρ (v). We have v ρ > π ρ (v) ρ and by the characteri-
This concludes the proof of (ii).
which proves (iii).
(iv) Assume h = −∇ G · (m) and set l ρ (h) = w. If F (ρ, m) = ∞ there is nothing to prove. Assume that F (ρ, m) < ∞ so that m ij = 0 whenever g ij (ρ) = 0. There is a unique vector field v such that g ij (ρ)v ij = m ij and v ij = 0 whenever g ij (ρ) = 0. We have (i) ρ ∈ L 2 (0, 1; R n ) and m ∈ L 2 (0, 1; S n×n ) are such that A(ρ, m) < ∞ then f g ij (ρ), m ij ∈ L 1 (0, 1) and for any (i, j) ∈ E,
(ii) A is non-negative and lower semicontinuous on L 2 (0, 1; R n ) × L 2 (0, 1; S n×n ) for the weak convergence.
Proof. We skip the proof of (i). Since F is a nonnegative convex, lower semicontinuous function, by standard theory of the calculus of variations (cf. e.g. [10] ) we obtain (ii).
Theorem 4.5. Assume ρ 0 , ρ 1 ∈ P(G).
Proof. By Proposition 3.7, there is a positive number i 0 and a path (ρ, m) ∈ C(ρ 0 , ρ 1 ) such that A(ρ, m) ≤ i 0 . By Lemma 4.1,
Using the differential equation linkingρ to m we conclude that for a constant C depending only on i 0 , ǫ 0 (g), w and n, we have
Increasing the value of C is necessary, we use the Poincaré-Wintiger inequality to obtain ρ 2 H 1 (0,1) ≤ C. As a consequence, the intersection of C(ρ 0 , ρ 1 ) with any sub-level subsection of A is precompact set of H 1 (0, 1; R n ) × L 2 (0, 1; S n×n ) for the weak topology. By Remark 4.4 (ii), A is weakly lower semicontinuous and so, it achieves its minimum at some (ρ * , m * ) ∈ C(ρ 0 , ρ 1 ). Since 1 0 F (ρ * (t), m * (t)) < ∞, by Remark 4.4 (i), the set obtained as the union over (i, j) ∈ E of the sets {g ij (ρ * ) = 0} ∩ {m * ij = 0} is of null measure. Thus the functions v * ij : (0, 1) → R defined as
are measurable and satisfies m * ij = g ij (ρ * )v * ij . Let (ρ, v) be an admissible path in (2.7). This means we are assuming that (ρ(0), ρ(1)) = (ρ 0 , ρ 1 ), ρ ∈ H 1 (0, 1; R n ), v : [0, 1] → S n×n is Borel measurable and
Thus, m ∈ L 2 (0, 1; S n×n ) and so, (ρ, m) ∈ C(ρ 0 , ρ 1 ). By the definition of v *
By the minimality property of (ρ * , m * ), we have
This proves (i) and also (ii).
(iii) Here, we borrow ideas from [6] . Let ζ ∈ C 1 c (0, 1) be arbitrary and set S(t) = t + ǫζ(t). We have S(0) = 0, S(1) = 1 andṠ(t) = 1 + ǫζ(t) > 1/2 for |ǫ| << 1. Thus, S : [0, 1] → [0, 1] is a diffeomorphism. Let T := S −1 and set
We haveḟ
Thus, (f, w) ∈ C(ρ 0 , ρ 1 ) and so,
We use the fact that dt =Ṫ (s)ds andṪ (S(t))Ṡ(t) = 1 to conclude that
Since ǫ → 1 0 (1−ǫζ +o(ǫ))F (ρ * , m * )dt admits its minimum at 0, we conclude that its derivative there is null, i.e.,
This proves that the distributional derivative of F (ρ * , m * ) is null and so, F (ρ * , m * ) is independent of t.
Remark 4.6. Let (ρ * , m * , v * ) as in Theorem 4.5
Proof. (i) is a direct consequence of Theorem 4.5 (iii) and (4.4).
(ii) The same argument which led to the definition of v * in (4.3) can be used to conclude
In any of these two cases,
which yields the desired inequality in (ii). This shows m * ∈ L ∞ (0, 1; S n×n ), which together with the identityρ = −∇ G · m * , showsρ ∈ L ∞ (0, 1; R n ).
Duality in a Smooth Setting
Throughout this section we further assume that g satisfies (2.11). The main purpose of the section is to find the Euler-Lagrange equations satisfied by geodesics of minimal action connecting ρ 0 , ρ 1 ∈ P(G). We will express these Euler-Lagrange equations in terms of the Hamiltonian H defined in (2.10). It is convenient to set
For l ∈ (0, ∞) we set
and
We plan to prove the duality property
As we will show, this reduces to a minimax identity for
Proposition 5.1. For any l > 0, e ≥ 1 and A * ∈ {A, A e } we have
Proof. Let (ρ,m) ∈ A * ,λ ∈ B l and C ∈ R be arbitrary. To show the proposition, according to the standard minimax theorem (cf. e.g. ) [21] ), it suffices to show the following properties: B l is a convex set, compact set for the weak topology (which is obviously the case), A * is a convex topological space (which is obviously the case for the weak topology), {λ ∈ B l | L(ρ,m, λ) ≥ C} is a closed convex set in B l and {(ρ, m) ∈ A * | L(ρ, m,λ) ≤ C} is a closed convex set in A * . Since L is linear with respect to λ, we have
Observe that
Remark 5.2. Let l > 0, e ≥ 1 and A * ∈ {A, A e }. By Theorem 4.5, A achieves its minimum over C(ρ 0 , ρ 1 ) at some (ρ * , m * ). By (5.4), we obtain that E(ρ * , m * ) = 0 and thus the infimum of A + lE over A * is between 0 and A(ρ * , m * ). (ii) By Remark 5.2, A + lE is not identically ∞ over A * . Since E ≥ 0, any sub-level subset of A + lE is a sub-level subset of A. By Lemma 4.1, the sub-level sets of A are contained in a bounded subset of L 2 (0, 1; R n ) × L 2 (0, 1; S n×n ) and so, they are pre-compact. Thus, the sub-level subsets of A+lE are pre-compact. By Remark 4.4 A is weakly lower semi-continuous on L 2 (0, 1; R n ) × L 2 (0, 1; S n×n ) and by (i) E is weakly lower semi-continuous on that same set. That is all we need to prove that A + lE achieves its minimum over the closed set A * .
(iii) By Remark 5.2, for any l > 0,
We apply again Lemma 4.1 to conclude that {m * ,l | l > 0} is bounded in L 2 . This is sufficient to verify (iii).
Lemma 5.4. Let e ≥ 1 and let A * ∈ {A e , A}. We have
Proof. We use (5.3) and the first identity in (5.4) to obtain for any l ≥ 1,
This, together with Proposition 5.1 implies
This means
By Lemma 5.3 (iii), the second inequality in (5.6) yields that the set {(ρ * ,l , m * ,l ) | l ≥ 1} is pre-compact in A * and so, its admits a point of accumulation (ρ ∞ , m ∞ ). Since Lemma 5.3 (i) ensures that E is weakly lower semi-continuous, we may divide the expression in (5.6) by l and then let l tend to ∞ in the subsequent inequality and use the fact that E is nonnegative, to obtain E(ρ ∞ , m ∞ ) = 0. Thanks to (5.4) we obtain that
By the minimality property of (ρ * , m * ) obtained in Theorem 4.5, we have
We let l tend to ∞ in (5.6) and use the lower semicontinuity property of A given in Remark 4.4 to reverse the inequality in (5.7). In conclusion,
and lim l→+∞ lE(ρ * ,l , m * ,l ) = 0.
To summarize, we have proven that
We first apply the duality identity in Proposition 5.1 to interchange inf A * sup B l and sup B l inf A * . Then we use the fact that Since B l ⊂ B to conclude that
This, together with (5.8) yields,
The reverse inequality sup B inf A * ≤ inf A * sup B being always true, we conclude the proof of the lemma.
Recall A l is defined earlier in (5.1). Set
Proof. Expressing the inf in terms of − sup and using (2.9) we have (5.9) inf
Since g is 1-homogeneous
This, together with (5.9), proves (i). We let l tend to ∞ to verify (ii).
Lemma 5.6. Let λ ∈ H 1 (0, 1; R n ) and α ∈ H 1 (0, 1) and setλ i = λ i + α. Then
Proof. Observe that for any ρ ∈ P(G) we have
we use (5.10) to conclude the proof.
Since (H-i) holds and λ ∈ H 1 (0, 1; R n ), we have
Thus, α ∈ H 1 (0, 1). Setλ i = λ i + α. By Lemma 5.6, we obtain
Hence, H(λ, ∇ Gλ ) + ≡ 0, which verifies the first claim of the proposition.
By Lemma 5.5 and (i), we infer,
we use Lemma 5.5 again and combine (5.11) and (5.12) to verify (ii).
Proof. Let O := {H(λ, ∇ G λ) < 0} and to avoid trivialities, assume
As done in the proof of Proposition 5.7, we have α ∈ H 1 (0, 1) and by Lemma 5.6,
Corollary 5.9. We have
Assume that {λ n } n ⊂ B is a maximizing sequence such that
By Proposition 5.7, there exists {λ n } n ⊂ B such that
Combining (5.14) and (5.15) and using Lemma 5.5 we obtain
Since A 1 ⊂ A ∞ , using the duality result in Lemma 5.4, we have proven that
We exploit once more the fact that
Since the reverse inequality always holds, we conclude the proof of the Corollary.
We now state the main result of this section.
Theorem 5.10. We have
Proof. Define
By ( Thus,
Since C(ρ 0 , ρ 1 ) ⊂ A ∞ , exploiting (5.17), we infer
We first use Corollary 5.9 in (5.18) to conclude that
We reach the desired conclusion by noting that in light of Lemma 5.5 and Proposition 5.8, the right hand-side of this last identity is nothing but the supremum in (5.16).
Ingredients for Duality in the non-smooth case
Throughout this section, we further assume g satisfies (2.11). We will make use of H 0 , the restriction of the recession function of H (cf. e.g. [3] ) to R n × {0} :
Lemma 6.1. Assume ν is a non-negative Borel regular measure on (0, 1) such that ν and L 1 | (0,1) are mutually singular. Let m ∈ L 2 (0, 1; S n×n ), let β : (0, 1) → R n be a Borel map (defined L 1 a.e.) and let g : (0, 1) → R n be a Borel map (defined ν a.e.). Then the following assertions are equivalent
Here, C G is the set of Borel maps of (0, 1) into P(G).
Proof. Let ϕ ∈ C([0, 1]) be non-negative. Since ν and L 1 | (0,1) are mutually singular
Using again the fact that ν and L 1 | (0,1) are mutually singular, we conclude that s Proof. For each natural number k we define the function ϕ k ∈ W 1,∞ 0 (0, 1) as
We use the dominated convergence theorem and then the monotone convergence theorem (sincė h is a Borel regular measure) to obtain 
Rḣ(dt).
Since, when we use the above interpretation of R(0)h(0) and R (1)h (1) we have
we conclude that
Combining (6.3-6.5) we verify (6.2). Lemma 6.4. Let λ ∈ L 2 (0, 1; R n ) be such that λ i is monotone non-increasing for any i ∈ {1, · · · , n}. Let (ρ, m) ∈ C(ρ 0 , ρ 1 ) be such that ρ is Lipschitz, ρ i (0) = 0 whenever λ i ∈ BV(0, 0.75), and ρ i (1) = 0 whenever λ i ∈ BV(0.25, 1). Let ν be the one in Definition 6.3. If
Here, for each i ∈ {1, · · · , n}, we have interpreted λ i (0)ρ 0 i and as λ i (1)ρ 1 i as in Remark 6.2.
Proof. To avoid trivialities, we assume that A(ρ, m) < ∞, in which case for L 1 almost every t ∈ (0, 1), m ij (t) = 0 if g(ρ i , ρ j )(t) = 0. By Remark 3.5 (ii) we have
We use Remark 6.2, then the fact that (ρ, m) ∈ C(ρ 0 , ρ 1 ), to obtain after integrating by parts,
This, together with (6.10) yields
Thanks to (6.9), we reach the desired conclusions.
Remark 6.5. Let (ρ, m) and λ be as in Lemma 6.4.
(i) A necessary and sufficient condition to have A(ρ, m) = λ(1), ρ 1 − λ(0), ρ 0 is that
(ii) For any 0 ≤ s < t ≤ 1 we have
Characterization of geodesics and extended Hamilton Jacobi Equations
Throughout this section, we assume (2.11) hold and characterize the minimizers of (5.16).
Lemma 7.1. Let λ ∈ H 1 (0, 1; R n ) be such that
(ii) If we further assume that γ P (ρ 0 ), γ P (ρ 1 ) > 0 and C a constant such that
Proof. (i) Since (7.1) holds for λ a.e. on (0, 1)
ρ ≤ 0 for any ρ ∈ P(G). For i ∈ {1, · · · , n} fixed, we set ρ j = δ ij to discover that (i) holds.
(ii) Let
Letρ := (1/n, · · · , 1/n) ∈ P 0 (G). By Remark 4.2, there is a unique lρ(ρ 1 − ρ 0 ) such thaṫ
Using Lemma 3.1, we have
Using (7.5) we obtain
Settingλ i := λ i − 1/n n j=1 λ j , using Lemma 3.2, we observe that (7.2), together with (7.7) implies
This reads off
Therefore, there exists a constant C 1 depending only on C, ǫ 1 and
Hence, there exists C 0 depending on C, γ P (ρ 0 ), γ P (ρ 1 ), w and n such that
Since ∇ Gλ = ∇ G λ we conclude the proof.
Remark 7.2. Since ρ 0 , ρ 1 ∈ P(G), there are i, j ∈ {1, · · · , n} such that ρ 0 i , ρ 1 j > 0. The following lemma draws consequence from these facts. Lemma 7.3. Assume γ P (ρ 0 ), γ P (ρ 1 ) > 0 and λ is as in Lemma 7.1 and satisfies (ii) of that lemma. Then there exists some constant C 1 depending on C, γ P (ρ 0 ), γ P (ρ 1 ), w, n such that
Proof. Let (ρ(t),m(t)) be the pair defined in (7.3) and (7.4). We exploit (7.7) to obtain
We use Lemma 7.1 to obtain a constant C 1 depending on C, γ P (ρ 0 ), γ P (ρ 1 ), w, n such that
From one line to another, we may increase the value of C 1 when necessary.
(i) By Lemma 7.1,λ j ≤ 0 for any j ∈ {1, · · · , n} and so, −λ iρi ≤ −(λ,ρ).
The proofs of (ii) and (iii) follow the same lines of argument as that of (i).
(iv) Observe that as ρ 0 , ρ 1 ∈ P(G) there exist i, j ∈ V such that nρ 0 i , nρ 1 j ≥ 1. Adding a constant to λ i if necessary, without loss of generality we assume that λ i (0) = 0. By (i), we have for t ∈ (0, 0.75]. Since the graph G is connected and ∇ G λ L 2 ≤ C 0 , we obtain, for a bigger constant we still denote as C 1 , (7.9) λ L 2 (0, 0.75) ≤ C 1 .
Therefore, the set T of t ∈ [0.25, 0.75] such that |λ| ≤ 2C 1 is a set of positive measure. Using (ii), we have if 0.25 ≤ t 0 ≤ t ≤ 1. In particular, taking t 0 ∈ T and increasing the value of C 1 , (7.10) implies (7.11) λ j L ∞ (0.25, 1) ≤ C 1 .
As above, we use again the fact that the graph G is connected and ∇ G λ L 2 (0,1) ≤ C 0 to obtain (7.12) λ L 2 (0.25, 1) ≤ C 1 .
This, together with (7.9) proves (iv). Without loss of generality we can assume that (7.14)
Lemma 7.3 ensures λ l L 2 (0,1) ≤ C for a constant C independent of l. Therefore, for any i ∈ V and any integer k ≥ 2, there exist s i,k ∈ [0, Let C G be the set of Borel maps of (0, 1) into P(G). Fix ϕ ∈ C 0 c (0, 1) nonnegative, ρ ∈ C G and m ∈ L 2 (0, 1; S n×n ) such that A(ρ, m) < ∞. We use Remark 3.5 (ii) to infer 0 = lim Let (ρ * , m * ) ∈ H 1 (0, 1; R n ) × L 2 (0, 1; S n×n ) be a minimizer of (5.2). We combine (7.13) and (7.16 ) to obtain A(ρ * , m * ) = (λ * (1),
This, together with Remark 6.5 (i) yields (6.6) and (6.7).
Theorem 7.5. Assume γ P (ρ 0 ), γ P (ρ 1 ) > 0, (ρ, m) ∈ C(ρ 0 , ρ 1 ) and A(ρ, m) < ∞. A necessary and sufficient condition of (ρ, m) to minimize A over C(ρ 0 , ρ 1 ) is that there exists λ ∈ BV loc (0, 1; R n ) such that ∇ G λ and the distributional derivativeλ, which is the sum of an absolutely continuous partλ abs L 1 and a singular partλ sing , satisfy (6.11)-(6.13)
Proof. Suppose (ρ, m) to minimize A over C(ρ 0 , ρ 1 ). By Theorem 7.4, there is λ ∈ BV loc (0, 1; R n ) such that λ(1), ρ 1 − λ(0), ρ 0 = A(ρ, m).
We use Remark 6.5 (i) to conclude that (6.11)-(6.13) hold.
Conversely, suppose there is λ ∈ BV loc (0, 1; R n ) such that (6.11)-(6.13) hold. Relying on Remark 6.5 (i), we conclude that (ρ, m) to minimize A over C(ρ 0 , ρ 1 ).
