In this paper our primary interest is in developing further insight into convergence properties of multiple trigonometric series, with emphasis on the problem of uniqueness of trigonometric series. Let E be a subset of positive (Lebesgue) measure of the k dimensional torus. The principal result is that the convergence of a trigonometric series on E forces the boundedness of the partial sums almost everywhere on E where the system of partial sums is the one associated with the system of all rectangles situated symmetrically about the origin in the lattice plane with sides parallel to the axes. If E has a countable complement, then the partial sums are bounded at every point of E. This result implies a uniqueness theorem for double trigonometric series, namely, that if a double trigonometric series converges unrestrictedly rectangularly to zero everywhere, then all the coefficients are zero. Although uniqueness is still conjectural for dimensions greater than two, we obtain partial results and indicate possible lines of attack for this problem.
Introduction. The main interest of this paper will be the theory of multiple trigonometric series. Multiple Fourier series (the most important type of multiple trigonometric series) will be discussed only in connection with the theory of uniqueness and again in the last chapter. For the definitions of any unfamiliar terms used in the introduction the reader is referred to §1.
One of the main difficulties in multiple series arises in connection with the usual consistency theorems for summation methods. In order to maintain the validity of the typical theorem "convergence implies summability" even in the case of Poisson summation one has to have the added condition that all partial sums be bounded. If one attempts to restrict himself to regular methods of forming the partial sums, it is easy to construct examples where this condition fails. However, by introducing unrestricted rectangular partial sums, convergence of a multiple trigonometric series on a set of positive measure implies the pointwise boundedness of the partial sums almost everywhere in the given set. Hence, one achieves a wide range of consistency theorems on an almost everywhere basis.
The technique of obtaining the boundedness of the partial sums has as its origin a work of P. J. Cohen [2] , in which the author obtains an estimate for the rate of increase of coefficients of a multiple trigonometric series convergent almost everywhere by a regular method. By applying this technique (it is described and applied in §11) in the case of unrestricted rectangular convergence in a set of positive measure, one is able to even conclude that the coefficients are bounded (Theorem 2.2). Lemma 2.1, part (b) of Lemma 2.2, and the first statement in Theorem 2.1 were proved by P. J. Cohen in [2] . We reproduce the proofs here since [2] is not easily available and since the other applications show Cohen's technique to be more powerful and useful than had previously been apparent.
Another difficulty in multiple series is the diversity of possible partial sums. As is pointed out in §111, this diversity introduces problems at the most fundamental level. Perhaps the most "natural" methods of forming partial sums are by circles, squares, rectangles, and diamonds (corresponding to diamonds is triangular convergence). Several examples are given in §111 to show the basic incompatibilities between these methods. See Figure 3 for a summary of the situation. This incompatibility makes somewhat surprising the fact that convergence (= unrestricted rectangular convergence) everywhere implies spherical Abel summability everywhere (Theorem 3.1).
In §IV, the fact from §11 that everywhere convergence controls the growth of the coefficients and the fact from §111 that convergence implies spherical Abel summability are combined with a uniqueness theorem of V. Shapiro [16] to obtain uniqueness for double trigonometric series that converge in a set which excludes at most one point. The question of uniqueness under the hypothesis of everywhere convergence is still open in dimensions greater than two. We give three other possible approaches with partial results. One result (Theorem 4.3) is that uniqueness holds for multiple trigonometric series of power series type that converge everywhere.
Finally in §V some recently proved results in one dimensional Fourier series [1] , [9] are used to prove (C, a, 0) summability for certain double Fourier series (a>0). This result complements certain recent results of C. Fefferman [6] , [7] , P. Sjolin [19] , and N. Tevzadze [20] concerning the convergence and divergence of multiple Fourier series.
For further references the reader is referred to the excellent bibliography in [18] .
I. Definitions. In this paper, we will be considering various aspects of pointwise convergence of a multiple trigonometric series (1.1) T(x) = ^ame^*.
We use m = (m1, m2,..., mk) where the are integers and x = (xu x2,. ■ -, xk) e Tk. We will understand Tk= [0, 2n) x [0, In) x • • • x [0, 2-n) to be Fte with two vectors x and y identified whenever xt=yi (mod 2-n), i=\,...,k.
Also, | jc -[ = min{[2i'c=i (**-yf)2]112 : x* is equivalent to x and >>* is equivalent to y}. For zeC, |z| means the usual modulus of a complex number. We set m x=m1x1 + ---+mkxk, \m\=(m2+ ■ ■ • +mt)112, \\m\=mmi{\mi\}, and |||m||| =max( The relation m = n will mean wt>7i(, /= 1,..., Let Qfc be the set of all ^-tuples P = {Pu ■ ■ -,Pk) where f<=0 or 1 for i=l,..., k. Ifp e Q.k, we set 8x) f = 3x7, K ''' 8x~/ idX)P = ' 'dXl'
where /»is= 1, 5= 1,..., r and Pj = 0 otherwise. When A: = 2, we will take m = (m, n), x = (x, y), \m\ = (m2 + n2)112 and so forth in order to simplify the notation.
There are many interpretations of the statement "T converges at x." A method of convergence is described by a sequence {Fn}n = 0,i,2,... of finite sets of £-tuples of integers such that each En is contained in En+j for all sufficiently large j and the union of all the En consists of all A-tuples of integers. The method is symmetric if m e En implies that so are the other A>tuples m' satisfying \m\\ = /'= 1,..., k. In this paper only symmetric methods will be considered.
A method of convergence is regular if and only if there is a constant K such that for every lattice point m = (mx,..., mk) there exists n0 such that m belongs to Ena and such that for each lattice point / in Eno we have ^ü:|||im||| . We call the least such A" the eccentricity of the method. In other words, the F"'s are not too eccentrically shaped. This definition is due to Paul J. Cohen [2, p. 39] .
Some examples of regular methods of convergence are spherical convergence or circular convergence if k = 2(En = {m | \m\^n}), triangular convergence (En = {m I 2i = i square convergence (En = {m \ |||m||| ^n), and restricted rectangular convergence. T is said to converge restrictedly rectangularly if T converges to the same value for every sequence {En} satisfying the following conditions:
(i) each En is a rectangle symmetric about the origin with sides parallel to the axes;
(ii) if pn denotes the minimum dimension of En and if qn denotes its maximum dimension, then qjpn is uniformly bounded.
The minimum bound will be called the eccentricity of the sequence {£"}. If condition (ii) is removed we have the definition of unrestricted rectangular convergence. Henceforth, converge will mean converge unrestrictedly rectangularly. if a0n=|n|, aln= -\n\, amn = 0 otherwise, then F(0) converges to 0, but sOiN(0) = N(N+1) so F(0) does not converge in the sense of Pringsheim.
Explicitly, T(x) converges to s(x) if
We will consider several summability methods. A series T is spherically Abel summable to s(x) if T(x, t) = Jiam exp (imx-\m\t) converges absolutely for r>0 and if limt_0 F(jc, t) = s(x). We say T is Riemann summable to s(x) if «'■■>•>.«'2^(^(^r:;;(^f converges absolutely for h\ + ■ ■ ■ + hk = \h\2^0 (interpret (sin 0)/0 to be 1), and if limiM-.o T(x; hu .. .,hk)=s(x).
We will consider only Lebesgue measurable subsets A of Tk and \A\ will denote the Lebesgue measure of A.
II. Relationships between methods of convergence and the growth of coefficients. Lemma 2.1 (P. J. Cohen [2] Proof. We will treat A e (0, 1) as a parameter. Its value will be determined later.
In the proof of (a), A will be \E\\2-n\ in the proof of (b), A will depend on y. Let License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use z0,zlt..., z", w^l, be points of {z e C : |z| = l} such that |arg zf -arg z,\ 2ttA/(«+1) if ijtj. Since we will use the Lagrange interpolation formula p(z)
we need to estimate the ^(z). Because of symmetry, it suffices to estimate tt0(z). Without loss of generality, we assume that 0 = arg z0 < arg z, < ■ ■ ■ < arg z" < 27r -27tA/(«+ 1) < 2n.
Let m be the smallest integer greater than («+ 1)/A such that m -n-l is an even integer. Note m and n have opposite parity. Let £, = e2"ilm, = e_ l2 = e2 £_2 = e~2*<2lm)i,..., 1 be the mth roots of unity, indexed so that |£t -11 < -11 if \i \ < \j \ = m\2. Observe that n?=i (z-zy)
Let /f=the set of the n Ts nearest to 1 (excluding 1 itself), Ä = the set of the n £'s furthest from 1, Ä' = the set of the m -n-l £'s nearest to 1 (excluding 1 itself), y4' = the set of the m -n-l £'s furthest from 1, and finally, C=the set of all Ts except £=1. Note A u A' = B\J B' = C, A n A' = BnB' = 0, the empty set. We have easily
etc.
We also have (2.5)
11(2-^) < no-o
To give a formal argument for (2.5) is tedious while the essential idea is geometrically evident. We give a description of the argument. When n is odd, one chooses y to be a zy which is closest to -z.
By pushing the remaining z/s closer to y one obtains a new group of z/s whose neighboring elements differ in argument by 277/w while the product corresponding to the left-hand side of (2.5) is increased.
Finally, a maximum is obtained when this new grouping is rigidly rotated so that y moves to -z, giving a new product on the left-hand side of (2.5) which is in modulus equal to the right-hand side. In the case that n is even, one proceeds in a similar way so that the final rotation of the adjusted grouping of points has its two nearest points to -z straddling -z in the same way the two nearest wth roots of unity nearest to -1 straddle -1. Here smn = 0 if m and n are both greater than two so s converges to 0, but s0n = 2n + 1 -1 so the partial sums are unbounded.
Proof. First let k = 2. Let F={(x0, y0) e E : the one-dimensional measures of EXo = E n {x=x0} and Eyo=E n {y=y0} are both positive}. It will suffice to show the partial sums bounded at each (x0, v0) e F; since whenever the complement of E is countable, F=E, and since F is in any case a subset of E of full measure (apply Fubini's theorem to the characteristic function of F-Fto see this). Given (x0, y0) find B and ll so large that (2 11) lr"">(*o, y)\ = B whenever m, n ^ ll and y e Fao, |Pm"(*, v0)| = B whenever m, n ju. and x e F^,
where FXo<^EXQ and Fyo^Eyo have positive measure. Further, choose P so large that
if w and n are both less than ll. This can be done since (2.12) simply demands that B be bigger than (/x+1)2 numbers. We still have to study Fmn(x0, Jo) when ll>h or n^ll>m.
The two cases are symmetrical; so henceforth, assume w^/x>«. From (2.11), \Tmu(x0, y)\SB for all y e FVa. Thinking of Tmu as a polynomial in eiy of degree 111 since In,"(x,v0| 2 2 and applying Lemma 2.2 we obtain for all y (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) |Pm"(xo,y)| ^ Be2", c = cdF.J).
Since a polynomial is its own Fourier series and a function's supremum dominates its Fourier coefficients, we obtain the same inequality for the coefficients (2.14) j 2 t«ef*«^ BC2*, ß = -ll, -ll+\,...,ll.
Use this inequality 2n+1 times to obtain (2.15) |Fm"(^o,>')| ^ 2 Bc2ß = (2«+l)Pc2« < (2ll+\)Bc2" for all j.
In particular, this last inequality holds for y=y0, which was to be shown. For the case of k > 2, the theorem can be proved by an induction which requires no new ideas not already present in the k = 2 case. One simply replaces m by («!,..., Mfc-i), n by nk and makes a similar decomposition of F.
For completeness we include a proof of the Cantor-Lebesgue Theorem. One could also see Reves and Szäsz [14, pp. 693-695] But by definition of F, \F(x')\>0, so integrating (2.16) over F(x') shows that P2\F(x')\, and hence also P, tends to 0 as ||»|| -> co. with respect to the given regular method of summation. We are given that {SnC*)} converges for almost every x e Tk; hence, that the sn(x) are uniformly bounded on arbitrary large subsets of T". Consider sn(x) as a polynomial in one complex variable exp (ix1) = z1 with coefficients depending on x' = (x2, ■.., xk),
We may assume that sn is bounded by a constant BA on a set of the form From (2.21) it is clear that the ordinary Mh partial sum of t corresponds to the (A7, N) square partial sum of t thought of as a double series. We note that
For each x satisfying |1 -cos x\ < 1 and for all y, that is for (x, y) e ( -7r/2, tt/2) x [ -n, -it], we have that tNfN converges absolutely. However, |f0>n| >2n which shows that (2.18) cannot be improved. To see that the "almost everywhere" hypothesis in the first part of Theorem 2.1 cannot be weakened, set <j>(n) = 3nll2r ~ » Given any e > 0, r < 2 may be chosen so close to 2 as to make the set of convergence of / have measure >(27r)2-e. Nevertheless, |r0,n| >(2/r)n, so that the coefficients still grow exponentially. Finally, given that a series does converge almost everywhere with respect to some regular method, the somewhat awkward condition (2.17) is the most that one can deduce concerning the growth of its coefficients. Let N= \\\(m, n) ||| = max{|m|, \n\}. Assume that tm-n is square convergent almost everywhere. Then (2.17) asserts that (2.23) forally>l, \tm,n\lyN < ft,
where by is independent of m and n. This is equivalent to (2.24) for all y > 1, lim i%i = 0.
w-oo y For (2.24) obviously implies (2.23) and conversely assuming (2.23) and given y> 1, we have, picking y' between y and 1, « y" y \y/ Now given any function if>(N) such that for all y>l, <A(A)/y" -t* 0, choose <£(«) = 3n1/2i/>(n)2~\ Then almost everywhere (in fact except for the two lines x = tt and x= -it), t(x, y) converges as can be seen by setting y2 = 2/(l -cos x) if x^tt (if x=0, t(0, y) = 0). But |r0,n| >tHw) so the coefficients grow faster than i/j. For concrete examples the reader might consider ij>(n) = n1°B or i/j(n) = 2n'aog n). In other words, almost everywhere square convergence permits the coefficients any rate of growth which is less than exponential.
Remark. Lemma 2.2 is also fairly sharp. Let P(z) = einx((l -cos x)/2)\ P is a polynomial of degree In. If |F(z)|^5 on [-8, 8] In this formula (-l)ä = (-l)l5i + a2+ "+<s*: and we understand sn^ö to be equal to 0 whenever any nt -8f = -1. In one and two dimensions this reduces to the From the hypothesis of Theorem 2.2, it follows that (2.28) holds for every x in a set of positive measure. From (2.28) and the Cantor-Lebesgue Theorem it follows that lim^n^oo a" = 0, which is (2.25).
We now prove (2.26). From Lemma 2.3 and (2.27) we have that for each x of F, there is a constant C(x) such that (2.29) \Aj(x)\ g C(x) for all/ ^ 0.
Since F has positive measure we may find a subset F' <=■ F of positive measure on which (2.29) holds uniformly, that is,
From this it follows by the same argument used in the proof of the Cantor-Lebesgue Theorem that we must also have (2.31) \Cj\S D for ally, which is statement (2.26). It remains to discuss the "best possible" aspects of Theorem 2.2. It is well known that (2.25) is best possible even in one dimension. In fact, a one-dimensional trigonometric series with coefficients going to zero arbitrarily slowly but which is nonetheless convergent almost everywhere may easily be found. For example,
[January is the Fourier series of an L2 function (since 2™=i k ~ 2 converges) and so convergent almost everywhere (Carleson [1] ), but the nk may be chosen as rapidly increasing as desired, thus allowing (2.32) to have arbitrarily slowly decreasing coefficients. 
Since whenever x <£ M and j^O the first factor tends to 0, and the second factor is bounded by esc (y/2), L(x, y) converges to zero for almost every (x, y). However, if dk is any nonzero coefficient of M(x), then lkn = dk for every n so that although the coefficients of L are bounded, they do not tend to 0 as the second index increases. This shows that (2.26) cannot be improved.
Remark. We can deduce that c"->0 as |||«||| -^-co if we start with a different mode of convergence. If T(x) = 2 cBe'",x converges on a set E of positive measure with respect to every regular method of convergence, then liminn^» c" = 0. Let & = 2 for simplicity. In particular, T converges with respect to rectangles with sides parallel to the m and n axes and of eccentricity i= 3 and also with respect to rectangles with sides parallel to the lines m = n and m = -n and of eccentricity 5=3. By Mondrianing the former we get It has recently been shown by R. Cooke [3] that the above result holds for series in two variables and circular convergence on a set of full measure. Subsequently, A. Zygmund [25] has reduced his hypothesis to circular convergence on a set of positive measure. Neither result has been extended to k > 2, at this writing.
III. Relationships between modes of convergence and summability. Proof. An application of Lemma 2.3 shows that it is sufficient to prove the following lemma concerning numerical series. Lemma 3.1. Ifi^m^o cm converges to s and has all partial sums bounded, then it is spherically Abel summable to s; that is, 2mao cme~Mh = s(h) exists for every h>0 and limJl_0 s(h) = s. This lemma is, in turn, a consequence of the following lemma of standard type. Before we state the lemma we must develop some additional notation. Let p e Ofc with l's in the iu i2, ■ ■ ■, ir places and O's in the remaining k -r places. Then 00 00 00
where m, is fixed if j^{iu i2,..., ir}. In particular, if /? = 0, 2<F) am = am. Further,
where the prime indicates that one of the summations has been omitted. If p = 0, set ^'mam = 0. Note that if p^Q and if all the w; with ..., ir} are fixed, 2(P) am denotes a single sum while 2<P) am denotes an infinite family of sums, one for each choice of s and mis, s=l, 2,..., r, mls = 0, 1,2»....
If p¥"0, we define Proof. The proof is a direct application of Abel's partial summation formula: Let e be any number greater than one. We will show that a(x, y) is not restrictedly rectangularly convergent with eccentricity e. The ratios of the coordinates of (l2 + y, I2 -21+8) where y and S may be 0 or -1 tend to one as / tends to infinity. In particular, these ratios become less than e if / is sufficiently large. If a(x, y) converges with eccentricity e at some point (x0, y0), Mondrianing (see (2.27)) shows that (3.21) Mi2 > P which does not tend to zero. Another interesting example due to C. Fefferman [6] asserts that there exists a continuous function of two variables which has a Fourier series which does not converge almost everywhere for restricted rectangular sums. This example also separates square and restricted rectangular convergence, since Fefferman [7], P. Sjolin [19] , and N. Tevzadze [20] have shown that the Fourier series of a function in L2 converges almost everywhere for square sums. One should note that a(x, y) is not a Fourier series since by (3.22 ) the am-n do not tend to zero. Example 3.2. There is a series which is restrictedly rectangularly convergent at almost every point but which is triangularly divergent everywhere.
Consider the series oo oo There is a series which is restrictedly rectangularly convergent at almost every point but which is circularly divergent everywhere.
The same example b(x, y) mentioned above (see (3.23) ) also is circularly divergent. The proof is similar to that of triangular divergence given in Example 3.2. Fix (x0, y0) and let (3.28) S(R)= 2 bm,nexp(i(mx0 + ny0)).
|m| + |n|£S
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use As above, to see that limB_to S(R) does not exist it suffices to show that (3.29) S(421) -S(421 -1) = bti0 exp (i4lx).
Here, we wish to point out that Example 2.1 is even stronger than Example 3.3 since the theorems of R. Cooke [3] and A. Zygmund [25] show (2.33) can converge circularly only in a set of zero measure since its coefficients do not tend to zero. Example 2.1 is a stronger example since it not only converges restrictedly but also converges unrestrictedly almost everywhere. The advantage of Example 3.3 is that it is easy to see that it is circularly divergent everywhere while the set of circular divergence of Example 2.1 is not known to us. Example 3.4. In Example 3.2, one saw that the square partial sums of b(x, y) converge almost everywhere and that the coefficients of b(x, y) do not tend to zero. By rotating the torus with the change of variables x = x'+y' and y = x'-y' we obtain a series c(x', y') which is triangularly convergent almost everywhere. However, since the coefficients do not tend to zero, c(x',y') does not converge circularly in a set of positive measure by the Cooke-Zygmund result. Furthermore, the reasoning used in Example 3.2 shows that c(x', /) is nowhere convergent for square partial sums. This example is stronger than Example 3.2, but is somewhat less constructive since here the sets of convergence and divergence are not specified.
Remarks and problems. It should be mentioned explicitly that the above examples show most common regular methods are pairwise inequivalent, even on an almost everywhere basis. For example, b(x, y) is almost everywhere square convergent but is nowhere circularly convergent.
We do not know of examples of series which are circularly convergent but not square (or, equivalently, triangularly) convergent on a set of positive measure. The situation may be summarized by the following diagram in which A -|f> B means that there is a trigonometric series convergent almost everywhere with respect to method A but convergent on no set of positive measure with respect to method B, while C -* D means that convergence with respect to method C on a set forces convergence with respect to method D almost everywhere on that set. Figure 3 Despite the basic incompatibility between various methods of convergence, if one sticks to a given method, consistency theorems of the form "convergence implies summability" are often true. For example, if the numerical series 00 CO
is square convergent to s, then the (C, 1) means 1 71
(3-31) crn,n = -r 2 *«» where jm>n = 2f=o 2?=o also converge to s. Similar theorems hold for spherical and triangular partial sums for here also the situation is essentially one-dimensional. However, one sometimes needs the additional assumption of boundedness of the partial sums for consistency. For example, the numerical series 2 bi, where b0j = 1, j=\, 2,..., btt = -1, i=l, 2,..., bt}=0 otherwise is square convergent to 0 since all 5n,n = 0 but has (C, 1, 1) means n _J_ ^ ^ _ n(n + 2) { J' °n-n ~ (n+\y 4,4Sii" 6(«+1) and so is not (C, 1, 1) square summable. This is the motivation behind saying that a series converges in the sense of Pringsheim if it is unrestrictedly rectangularly convergent and has bounded partial sums. A typical consistency theorem is Theorem 3.2 differs from the already known Lemma 3.3 only in that the hypothesis of boundedness of the partial sums has been removed. There are many similar classical theorems in which the hypothesis of bounded partial sums may be dropped. It would be repetitious to list any more of them.
IV. Uniqueness of multiple trigonometric series. The problem of uniqueness for spherical summability has been discussed by Victor Shapiro in [16] , where he proved Theorem 4.1 (Shapiro) . Given the multiple trigonometric series A partial uniqueness theorem for triangular partial sums has been obtained by George Cross [4] . M. H. Nasibov [12] has proved uniqueness theorems for unrestricted and restricted convergence, but his hypotheses are rather strong. All of these theorems assume something about the rate of growth of the coefficients. The following theorem avoids this problem, but we have been able to prove it only in two dimensions. If the dimension of the space is at least three, then we can prove only the following partial result. then all a" are zero.
In order to prove this theorem we first need to establish the consistency of nontangential Abel summability.
Let z=(zi, z2, • • •> zk), Z° = (z°,..., zg) where each zj is a complex number of modulus less than one and z° is a point of Tk, so that z° = exp (ix,) for each j. We say that z tends nontangentially to z° if each z, tends nontangentially to z°. In other words there is a constant M so that (4.10) \zf-zf\K\ -\z/\) § M, j=l,...,k.
Note that A/ is necessarily bigger than or equal to one. If </>(z) = 2nao a"z" converges whenever all |z;| < 1 (here z" = z\>-z\*-■ -zk*) and if <j>(z) tends to 5 as z tends nontangentially to z°, then we say that the series 2 on(z°)" = 2 a"e'" x is summable A* to 5. Proof. An application of Abel's summation by parts formula (3.3) shows that it is sufficient to prove that Refer to Lemmas 3.1 and 3.2 for the notation. The sufficiency of conditions (4.11)-(4.13) is so similar to the proof of Lemma 3.2 that we omit it. Condition (4.13) holds by definition. To ease notation let ß = (l,..., 1, 0,..., 0) have its first r entries equal to 1 and its remaining k -r entries equal to 0. We must show oo oo Remarks. It is an open question whether or not a uniqueness theorem holds for general series in dimensions greater than two. In dimension three Shapiro's theorem cannot be used because the analogue of Lemma 4.1 does not go through.
In fact, one may easily find numbers almn such that almn -> 0 as ||(/, m, n)\\ -> co but 2 \almn\ * O(R), fl-l<|(i,m,n)|gB for example, almn = (l2 + m2 + n2)~111. Theorem 4.3 has little bearing on the question of uniqueness for general trigonometric series. For example, if k=\, the series 2 n sin nx is summable A* to zero at all points except x = Q (and, hence, a fortiori on a set of positive measure). This helps to illustrate the fact that the question of uniqueness is much more delicate for general trigonometric series than for trigonometric series of power series type. A different approach to the question of uniqueness may be made by considering the 2kth integral. For simplicity let k = 2 and a0_n = am_0 = 0. Assume that for every where the partial derivatives are computed termwise and the last equality is formal. Repeat the process forming t(2) = (ta))a),
We find that ti2) is a formal second integral of t in the sense that To estimate A replace sin u by u+0(r3), sinv by v+0(r3), cos u and cost; by \ + 0(r3) to obtain that the numerators of (4.51) and (4.52) are 0(r4) and 0(r6) respectively as r tends to zero. We handle 3f\3v symmetrically and observe that (4.53) l/l = I-These estimates show that the integrand in A is 0(r) = 0(\) as so that the integral is finite. To estimate B, use (4.51) and (4.52) to show that 8fjdu = 0(\jr), 8fl8v=0(\lr) and 82f\3u 3v = 0(\\r2) at infinity. Since/= 0(l/r) at infinity and the Jacobian is r, it follows that the integrand is 0(l/r1 + (p~2)) at infinity and hence that B is finite since p > 2.
We now consider (4.46 For « fixed and e > 0 given, we can choose /) small enough so that the integral in (4.59) is less than or equal to d2 Jo Jo dx dy P du dv.
Using a simple argument involving the definition of improper integrals and the finiteness of (4.45), we see that (4.59) tends to zero with e and hence h.
The proof of (4.60) is symmetrical with that of (4.59). The verifications of (4.61) and (4.62) are routine. Finally, condition (3.2c) holds by the parenthetical remark following the statement of Theorem 4.5. This shows that the hypotheses of Lemma 3.2 are satisfied and completes the proof of Theorem 4.5. Observe that p>2 was necessary for the proof of (4.45) so that an approach to the theory of uniqueness via Theorem 4.5 would probably require at least three integrations. Actually, to avoid complications arising from terms with negative indices it might be better to use an even number of (hence at least four) integrations. weakening the hypothesis that /eLp(T2) to/e (L log+ L)(T2), while still drawing the same conclusion. A recent example of C. Fefferman [6] shows that the results of R. A. Hunt [9] and L. Carleson [1] concerning convergence of Fourier series of functions of one variable do not extend to unrestricted or even to restricted rectangular convergence for multiple Fourier series. (Fefferman [7] , P. Sjolin [19] , and N. Tevzadze [20] independently also proved that functions in Lp(Tk) (p>\) have convergent Fourier series for square partial sums.) In other words, there exists a continuous/£ L2(T2) for which S[f] is not summable (C, 0, 0) to / almost everywhere.
However, we can give the following theorem. We begin by proving Theorem 5.2. We will only prove (5.3) since the proof of (5.4) is similar. Without loss of generality let 0<a<l.
Since |Af£(x)| satisfies the conditions Some Fn would have positive measure, say |F"o|>S>0. Picking £<min{l/«0, 8} and applying (5.20) would yield a contradiction, since Fno<=E(e) but |F"0| >S>£ = |£(e)|. Hence, <rm>n does converge almost everywhere. This proves Theorem 5.1.
The space L(log+ L)2 is not the largest possible space that might be used in the statements of Theorems 5.1 and 5.2. Sjolin [19] has proved that the hypothesis for the convergence of the Fourier series in one variable may be weakened from "/(*) belongs to L(log+ L)2 on F1" to "/<*) belongs to L(log+ F)(log+ log+ L) on F1". It is clear that as further results are obtained in the theory of functions of one variable, one may correspondingly weaken the hypotheses in the first parts of Theorems 5.1 and 5.2 while still obtaining the same conclusions.
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