In this paper, we 
Introduction
In the theory of signal processing, it is well known that, under certain circumstances, it is possible to reconstruct a signal even if the sampling frequency is less than the Nyquist frequency [3, 8] . In fact, compressive sampling (CS) is based on the hypothesis that the signal is located in an extended space that is reconstructed in a suitable base [17] and the associated matrix verifies a restricted isometry property (RIP) [2] . Under these assumptions, the signal can be reconstructed using techniques based on regularised linear regression. This results naturally leads one to ask if it is possible to bypass the Nyquist-Shannon sampling frequency constraint in a closed-loop control. This question, in turn, generates several essential ones: i) How can we translate (CS) from a signal theory context into the dynamical system theory context? ii) What is the appropriate base in a dynamical system context? iii) How can one verify the (RIP) property in a dynamical system context? iv) How can one bypass the optimization algorithm (generally carried out off-line) in order to cope with real-time algorithms? v) How can one guarantee the closed-loop stability under sparse measurements? An answer to the question i) is partially given in signal processing literature. As in [18] , in this work a model based on (CS) is presented, even though this type of model is very different compared to usual dynamical systems. An answer to the question ii) is implicitly given several articles on observation and diagnosis of dynamical systems [1] . Specifically, a suitable base is the base of the normal form [10] associated with the Whitney topology together with all the restrictive considerations with respect to genericity and the sensitivity of parameters [9] . In this paper, we will answer to the question iii). More precisely, we propose a sufficient condition related to the observability and distinguishability of hybrid systems that will allows us to detect and reconstruct the non-measured states of a continuous linear system with sparse measurements. An answer to the question iv) for linear systems is given in [11] and for chaotic systems in [12] and will be used here to illustrate the answer to the question v). More precisely, an impulsive observer which bypasses the optimization algorithm, under certain conditions, will be presented in this work. This paper is organized as follows: in the next section we presents the observation problem under sampling for a class of linear switching systems. In Section III, we shall recall the technique of compressive sensing. In Section IV , we give a sufficient condition for the detection and reconstruction of active modes for a hybrid system. Section V is devoted to the synthesis of impulsive observers. Finally, an academic example is proposed in order to prove the validity of the obtained results.
Problem statement
Consider a family of r linear time invariant subsystems with discrete output measurements:
where l correspond to the active state of system and δ l i is the Kronecker symbol. i z(t) ∈ R s is the state vector associated to the i th subsystem, such that i z = ( i z 1 , i z 2 , · · · , i z s ) T with i = {1, · · · , r}, y ∈ R p represents the output vector measured in discrete time.Ã i ∈ R s×s , C ∈ R p×s are constant matrices with appropriate dimensions with p < s. By convention t 0 = 0. The main objective of this paper is to bring a solution to the following question: Given a set of systems (1) satisfying the above assumptions, is it possible to detect the active system and rebuild the states of this system?
The problem consists, first of all, in the determination of sufficient conditions on the matricesÃ i and on the sampling periods t k such that the observability matrix (which is defined later in this paper) satisfies restrictive isometric property (RIP). Next, it will be shown that under these conditions that it is possible to synthesize an observer which permits observe the active state of the system and determine the associated active subsystem. The main contribution of this paper is to define observability conditions under sparse measurements and to link these conditions to the restricted isometry property (RIP) for compressive sensing [3] . Another contribution of this work is to propose a new impulsive observer scheme. This will allow to reconstruct the non-measured states even if they are unstable; this may be seen as the dual of reconstruction algorithms for compressive sensing such as the regularized scattering and linear inversion [7] . 1 
Compressive sensing (CS) is a signal processing technique which renews the Shannon-Nyquist vision for sparse signals. In general, it is not always possible to reconstruct by inversion the unknown signal X from measurements Y with dimension smaller than that of X. However, if the input signal X is sufficiently sparse and the matrix Φ satisfies the RIP of order γ = 2s + 1 for a sufficiently small isometric constant δ γ , then it is possible to uniquely reconstruct a s-sparse signal X from measurements Y by using a convex optimization program called "l 1 -minimization" [19] 3 . The RIP also ensures that the recovery process is robust to noise [2] . Similar approaches in signal processing theory can be used for the reconstruction of signals with the aid of different iterative algorithms [16] . Before going back to control theory and in particular to the synthesis of observers, we recall RIP property of order s:
m×n , then Φ is said to satisfy the RIP property of order γ if: there exists a constant δ γ ∈]0 1[, ∀x such that x 0 ≤ γ, we have:
In fact, we do not know any deterministic and generic construction methods producing good measurement matrices (see [18] for an approach by chaotic systems). However, some random matrices in a wellchosen class verifies, with a high probability, the RIP property (see [15] ).
Condition for the detection and the reconstruction of the active mode
In this section, we propose a new approach to derive the observability conditions under sampling and the detection of the active mode based on the technique of compressive sensing as described in the previous section. Let us consider the family of r subsystems defined previously by (1) . This assumption makes it always possible to ensure the existence of invertible transformation matrices T i such that they transform the system (1) (using the change of coordinates X i = T i z i ) in:
where the matrices A i are diagonal and they all have s distinct eigenvalues λ i j , where λ i j is the j th eigenvalue of the i th subsystem.
Without loss of generality, we suppose that the output vector y i (t k ) ∈ R p , and C = (1, 1, · · · , 1) 4 , then we obtain:
which can be written in matrix form as follows:
with 
The observation problem related to the equation (5) thus reduces to the compressive sensing problem.
Proposition 1. Under the assumptions (1, 2 and 3), the active subsystem and the active state (1) can be reconstructed.
The proof of the proposition amounts in showing that any linear combination of s column vectors of the matrix Φ is of full ranked. Denote by α j := λ j i , j = {1, ..., s} the eigenvalues corresponding to the chosen column vectors. 4 due to the observability conditions and the fact that these matrices are diagonal none of the entries of the vector C are equal to zero and it is always possible to determine a change of coordinates such that C = (1,1,··· ,1 ).
Without loss of generality, we consider the first s column vectors of the matrix Φ (we can take other columns) and we denote: 
The matrix Φ s is exactly the generalized Vandermonde matrix [6] and its determinant is defined as follows:
where ϒ k is recursively defined for k > 1 as follows:
and for k ≥ 3, we have :
with :
To show that the matrix Φ s is full rank, it is sufficient to show detΦ s = 0 as, which is the same as showing that all ϒ k are nonzero. We distinguish two cases: Case 1: All the eigenvalues of the matrix Φ s are real.
Since the subsystems are highly distinguishable and observable, then all the eigenvalues of the matrix Φ s are distinct and non-zero, and therefore Φ s matrix is full rank, hence confirming the result. Case 2: The eigenvalues of the matrix Φ s are complex. In this case, we first show by induction that the Γ k are nonzero for all k = {1, · · · , m} and for all m ∈ N: For k = 2, we have:
As α 1 = α 2 , then e α 2 (t 2 −t 1 ) = e α 1 (t 2 −t 1 ) except in the case where α 1 and α 2 are purely imaginary. But note that even if e α 2 (t 2 −t 1 ) = e α 1 (t 2 −t 1 ) , the fact we have 2s + 1 instant choices and that these measurement instants are randomly chosen, then it is always possible to have other eigenvalues such that Γ 2 = 0 (by choosing other columns of the matrix Φ), and hence the probability of having Γ 2 = 0 is zero. For k ≥ 3, suppose that: Γ k−1 = 0 for all k ≥ 3 arbitrary and fixed in N is verified. The conditions of assumptions 2 and 3, we have α k = α j for all j ∈ {1, ..., k − 1} and t k > t k−1 > ... > t 1 , which implies in a probabilistic fashion that the following permutations
On the other hand, we have :
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978-1-4799-0275-0/13/$31.00 ©2013 IEEE Hence, the only possibility so that Γ k = 0 is: (8) while, α k = α j , ∀ j ∈ {1, ..., k − 1}, and t k > t k−1 > ... > t 1 . Owing to the fact that we have at least 2s+ 1 choices of these measurement instances, the probability of having the equality (8) is practically zero (by choosing other columns of the matrix Φ which renders the equality (8) false). The same reasoning is used to show that ϒ k = 0.
Impulsive observer design
In this section, an impulsive observer is proposed, it allows estimate the states of each subsystem defined by (1) using only sampled outputs measurements. First, the case of linear systems where all unstable states are measured is considered. Afterwards, the case of linear systems with nonmeasured unstable dynamics are studied. Consider the following linear system:
Case 1: The unstable states are measured Assumption 4. Assume that Ker C ⊂ span {E s }, where E s is a stable manifold of the system (9).
Hypothesis 4 signifies that the number of outputs must be at least equal to the number of unstable directions.
Under assumption (4) the proposed impulsive observer corresponding to system (9) is constructed as follows:
where R = diag{r 1 , .., r p } with −1 < r i < 1, for i = 1, ..., p.
Proposition 2. [12] Under assumption 4 and for bounded sampling periods θ k , it is always possible to design an observer of the type (10) which converges asymptotically to the states of system (9).

Case 2: Some unstables state are not measured
Consider again system (9) defined above with:
• x 1 ∈ R p are the measured unstable or stable states.
• x 2 ∈ R s−p are unmeasured states are unstable or stable, but at least detectable.
Figure 1. Generalized impulsive observer
The proposed generalized impulse observer (see Figure 1 )is designed as follows:
where
Proposition 3. [11] Given the system (9) and the observer (11) , then ∀ε > 0, there exists β max > ε, a maximum sampling period θ max > 0 and a reset matrix R, such that for every initial condition x(0) < β max , the observation error (12) converges to a ball of radius ε + ε * .
Set χ 1 := e 1 and χ 2 := (e T 2 ,ē T 1 ,ē T 2 ) T . The observation error dynamics takes the following form:
Define the Lyapunov fonction: V 1 (χ 1 (t)) = χ 1 (t) 1 and V 2 (χ 2 (t)) χ T 2 (t)Pχ 2 (t) with · 1 is one-norm and P is a positive definite symmetric matrix.
978-1-4799-0275-0/13/$31.00 ©2013 IEEE suppose that ∀τ ∈ [t + k ,t k+1 ] : χ 2 (τ) < β (this will be shown subsequently), we obtain:
with V 1,Max max χ 1 =β max {V 1 (χ 1 )}, then ∀ε > 0 sufficiently small, it is always possible to find R such that, V 1 (χ 1 (t + k+1 )) < ε, we obtain χ 1 (t k+1 ) < ε On the other hand, for V 2 (χ 2 (t)), we have:
According to the structure of the matrixĀ 22 , it is always possible to find gains observation M, L 1 and L 2 that make a Hurwitz matrix. then there exists a positive definite symmetric matrix Q such thatĀ
where λ min (Q) denote the minimum eigenvalue of a matrix and it is real and positive since Q is positive definite symmetric matrix. Thuṡ
which gives us:
Then χ 1 converge toward a ball of radius ε and χ 2 converge toward a ball of radius ε * . Hence χ converge toward a ball of radius ε + ε * . This completes the proof.
Design of Multi-observer
Generally, the choice of bases in compressive sensing is very important task (Fourier analysis, wavelets [17] ) in signal processing. Similarly, some information (for example the regrouping nonzero information) on the signal are very useful for the design of a decompression algorithm. Thus, in control theory, one of the main question with the aim to elaborate a method inspired by the technique compressive sensing is: what is the appropriate basis? The works of Poincar [14] on normal forms for the study the stability of dynamical systems in the theory of ordinary differential equation has been extended to control theory by W. Kang and A. Krener [10] in order to study the controllability dynamical systems. The main objective here is to detect the subsystem which is in active mode and to reconstruct its corresponding state. Finally we use a technique called the Multi-observer [13] where the detection of active mode is determined by a threshold of each residual (dynamic error observation).
In fact, for each subsystem, we design an impulsive subobserver that converges toward the corresponding state of the system. These sub-observer receive sparse measurements, the observation error e i = y −ŷ i , i = 1, ...r between measured output and each sub-observer allows to detect the system that is in active mode.
Simulation results
Here we present academic example of linear switching system. Consider a set of four sub-linear systems as follows:
It is assumed that there exists only one system that is active at each dwell time τ i = 50s. In order to reconstruct the states and to detect the active subsystem, we propose a multi-observer containing four subobservers such that each sub-observer converges to the corresponding sub-system if the latter is active; that is: It is shown that the observation error of each subsystem is stable. Figure 3 puts into evidence the efficiency of the proposed method and show respectively the convergence of each sub-observer to the subsystem to which it is associated when the latter is active. The Figure 3 shows the active trajectory. In addition, if the observation error is null for a subsystem, then we can confirm that it is is active and vice versa. For example, during the time period [0, 50], we have 2 e 1 (t) = 0, therefore it is sub-system 2 that is active.
Conclusion
In this paper, we have shown that it is possible to detect and reconstruct the state of the active mode for A sufficient condition which can be seen as the dual of the RIP property for compressive sensing is given. Two types of observers have been designed: the first one, which is impulsive, for measured unstable states and the other, which is a generalized impulsive observer, for non-measured unstable states. The simulation results obtained using an impulsive multiobserver confirmed the good performance of the proposed schemes.
