We propose an end-to-end learning approach for panoptic segmentation, a novel task unifying instance (things) and semantic (stuff) segmentation. Our model, TASCNet, uses feature maps from a shared backbone network to predict in a single feed-forward pass both things and stuff segmentations. We explicitly constrain these two output distributions through a global things and stuff binary mask to enforce cross-task consistency. Our proposed unified network is competitive with the state of the art on several benchmarks for panoptic segmentation as well as on the individual semantic and instance segmentation tasks.
Introduction
Panoptic segmentation is a computer vision task recently proposed by Kirillov et al. [15] that aims to unify the tasks of semantic segmentation (assign a semantic class label to each pixel) and instance segmentation (detect and segment each object instance). This task has drawn attention from the computer vision community as a key next step in dense scene understanding [14, 18, 26] , and several publicly available datasets have started to provide labels supporting this task, including Cityscapes [8] , Mapillary Vistas [25] , ADE20k [42] , and COCO [21] .
To date, state-of-the-art techniques for semantic and instance segmentation have evolved in different directions that do not seem directly compatible. On one hand, the best semantic segmentation networks [3, 41, 6] focus on dense tensor-to-tensor classification architectures that excel at recognizing stuff categories like roads, buildings, or sky [1] . These networks leverage discriminative texture and contextual features, achieving impressive results in a wide variety of scenes. On the other hand, the best performing instance segmentation methods rely on the recent progress in object detection -they first detect 2D bounding boxes of objects and then perform foreground segmentation on regions of interest (RoIs) [27, 12, 23] . This approach uses the key insight that things have a well-defined spatial extent and discriminative appearance features. The fundamental differences in approaches between handling stuff and things yields a strong natural baseline for panoptic segmentation [15] : using two independent networks for semantic and instance segmentation followed by heuristic post-processing and late fusion of the two outputs.
In contrast, we postulate that addressing the two tasks together will result in increased performance for the joint panoptic task as well as for the separate semantic and instance segmentation tasks.
The basis for this hypothesis is the explicit relation between the tasks at the two ends of the modeling pipeline: i) early on at the feature level (capturing general appearance properties), and ii) at the output space level (mutual exclusion, overlap constraints, and contextual relations).
Therefore, the main challenge we address is how to formulate a unified model and optimization scheme where the sub-task commonalities reinforce the learning, while preventing the aforementioned fundamental differences from leading to training instabilities or worse combined performance, a common problem in multi-task learning [40] .
Our main contribution is a deep network and end-to-end learning method for panoptic segmentation that is able to optimally fuse things and stuff. Most parameters are shared in a ResNet backbone [13] and a 4-stage Feature Pyramid Network (FPN) [20] that is able to learn representations useful for subsequent semantic and instance segmentation heads. In addition, we propose a novel differentiable Things and Stuff Consistency (TASC) to maintain alignment between the output distributions of the two sub-tasks during training. This additional objective encourages separation between the outputs of our semantic and instance segmentation heads to be minimal, while simultaneously enabling mask-guided fusion (cf. Figure 1) .
Our unified architecture, TASCNet, maintains or improves the performance of individually trained models and is competitive with Panoptic Quality (PQ) benchmarks on the Mapillary Vistas [25] and Cityscapes [9] datasets. We conduct a detailed ablative analysis, experimentally confirming that our cross-task constraint is key to improving training stability and accuracy. Finally, we show that using a single network has the benefit of simplifying training and inference procedures, while improving efficiency by greatly reducing the number of parameters.
Related Work
Tackling dense scene understanding and individual object recognition simultaneously has a long and rich history in computer vision. Tu et al. [36] proposed a hierarchical probabilistic graphical model for scene parsing, disentangling objects, faces, textures, segments, and shapes. This seminal paper inspired a fertile research direction, including contributions on how to explicitly model the relations between things and stuff categories [32, 39, 35, 34, 24] . For instance, Sun et al. [32] use a CRF over image segments to model geometric and semantic relations. Yao et al. [39] incorporate segmentation unary potentials and object reasoning ones (co-occurrence and detection compatibility) in a holistic structured loss. Tighe et al. [34] combined semantic segmentation with per-exemplar sliding window. These approaches rely on handcrafting specific unary and pairwise potentials acting as constraining priors on scene components and their expected relations.
In contrast, deep neural networks can learn powerful shared representations from data, leading to the state of the art in both semantic segmentation [3, 41, 6] and object detection [29, 27, 12, 23] . As the corresponding architectures share fundamental similarities inherited from the seminal AlexNet model [17] , several works have naturally leveraged the commonalities to propose multi-task models that can simultaneously address semantic segmentation, object detection, and more [37, 14, 16, 26, 33] . These networks typically follow an encoder-decoder architecture, sharing initial layers followed by separate task-specific branches. In the case of tasks partially competing with each other (e.g., disagreeing on specific image regions), this can result in worse performance (globally and for each task), training instabilities, or outputs not consistent across tasks as noted in [15] . In order to better leverage task affinities and reduce the need for supervision, Zamir et al. [40] build a "taskonomy" by learning general task transfer functions. Other works have proposed simple methods tackling the issue of loss weighting. Kendall et al. [14] propose to use task-dependent uncertainty to weigh the different loss components. Chen et al. [7] propose another weighting based on gradient norms. Alternatively, Sener et al. [31] formulate multi-task learning as a multi-objective optimization problem. These approaches avoid complicated hyper-parameter tuning and reduce training times, but only marginally improve joint performance, under-performing larger individual per-task models.
In contrast to these general multi-task learning approaches, we focus explicitly on the relations between stuff and thing categories, with the goal of improving individual performance and addressing the unified panoptic prediction task. Dai et al. [10] predict things and stuff segmentation with a shared feature extractor and convolutional feature masking of region proposals designed initially for object detection. Those are sampled and combined to provide sufficient coverage of the stuff regions, but the relation between things and stuff is not explicitly leveraged. Chen et al. [5] leverage semantic segmentation logits to refine instance segmentation masks, but not vice-versa.
Formalizing stuff and things segmentation as a single task, Kirillov et al. [15] propose a unified metric called PQ and a strong late fusion baseline combining separate stateof-the-art networks for instance and semantic segmentation. This method uses a simple non-maximum suppression (NMS) heuristic to overlay instance segmentation predictions on top of a "background" of dense semantic segmentation predictions. Saleh et. al [30] show that this heuristic is particularly effective for sim2real transfer of semantic segmentation by first decoupling things and stuff before late fusion. Indeed, stuff classes can have photo-realistic synthetic textures (ensuring stuff segmentation transfer), while objects typically have realistic shapes (ensuring detectionbased instance segmentation generalization). This approach leverages the specificity of things and stuff, but not their relation and does not tackle the joint panoptic task. Li et al. [18] propose an end-to-end approach that tackles the unified panoptic problem by reducing it to a semantic segmentation partitioning problem using a fixed object detector and "dummy detections" to capture stuff categories. Their work focuses on the flexibility to handle weak supervision, at the expense of accuracy, yielding significantly worse performance than the panoptic baseline of [15] , even when fully supervised. Figure 2 : TASCNet: Our unified architecture jointly predicts things, stuff, and a fusion mask. The proposed heads are built on top of a ResNet + FPN backbone. The Stuff Head uses fully convolutional layers to densely predict all stuff classes and an additional things mask. The Things Head uses region-based CNN layers for instance detection and segmentation. In between these two prediction heads, we propose a Things and Stuff Consistency loss to ensure alignment between the predictions.
End-to-end Panoptic Segmentation

TASCNet Architecture
High-performance models for instance and semantic segmentation share similar structures, typically employing deep backbones that generate rich feature representations on top of which task-specific heads are attached [6] [12] . Our TASCNet architecture follows this general motif, as is depicted in Figure 2 . We use a ResNet50 [13] with an FPN [20] as our backbone, with two task specific heads that share feature maps from the FPN. While the ResNet alone has a large receptive field due to aggressive downsampling, this comes at the expense of spatial resolution and the ability to accurately localize small and large objects. Using an FPN enables us to capture low-level features from deeper within the backbone network to recognize a broader range of object scales with far fewer parameters than dilated convolutions. This is a crucial design choice when considering hardware constraints for the already memory-intensive semantic and instance segmentation tasks, let alone the joint learning task [20] .
Stuff Head
Taking inspiration from Kirillov et al [2] , we leverage the multi-scale features from the FPN with minimal additional parameters to make dense semantic predictions. From each feature map level of the FPN, we:
1. apply a set of 3x3 convolutions, reducing the number of channels from 256 to 128;
2. normalize the layer using group normalization with 16 groups [38] ;
3. apply an additional set of 3x3 convolutions, maintaining the number of channels;
4. normalize and upsample to the largest FPN feature map size (4x downsampled from the input resolution).
Each output layer is then stacked and one final convolution is applied to predict the class per pixel.
Things Head
To regress instances, we use Region-based CNN heads on top of the FPN, similarly to Mask R-CNN [12] . We augment the FPN with two additional high level context feature maps, similarly to [19] . Improving the instance segmentation architecture was not the primary focus of this work, and we use the same head structures as in [12] . We train the bounding box regression head, class prediction head, and mask head in an end-to-end fashion.
Things and Stuff Consistency (TASC)
Although the sub-task heads are trained using shared features, the output distributions of the two heads can still drift apart. There are several potential causes of this drift, such as minor differences in annotations for instance vs. semantic segmentations, sub-optimal loss functions that capture separate objectives, and local minima for the sub-tasks that do not optimize the joint criterion.
For panoptic segmentation, however, we aim to train towards a global minimum in which the things and stuff segmentations from the two tasks are identical. We seek to enforce such a shared representation through an intermediate confidence mask reflecting which pixels each task considers to be things vs. stuff.
This mask can be constructed in a differentiable manner from both instance and semantic segmentation outputs. Doing so from dense semantic predictions is trivial. First, we apply a threshold of 0.5 to the logits of the Stuff head. Then, all remaining pixels predicting things classes are assigned to their logit values, and all pixels predicting stuff classes are assigned to 0.
For the Things head, constructing the confidence mask is slightly more involved. At train time, an Region Proposal Network (RPN) proposes RoIs, which are pooled to a fixed size using an RoI-Align operation. The mask head then produces a per-class foreground/background confidence mask for each positive proposal from the RPN. We can then reassemble the global binary mask using a differentiable operation we dub "RoI-Flatten":
1. For each image, we construct an empty tensor of equivalent size to the input image.
2. For each RoI, we only consider the foreground/background mask for the class of the ground truth instance the RoI was assigned to regress.
3. We interpolate each of these single-instance masks, (M 1 , ..., M N ), to the size of its corresponding RoI in the input image.
4.
A threshold of 0.5 is applied to each mask. The thresholded mask is then added to the RoI's original position in the empty tensor.
5.
To obtain our final confidence mask, we normalize by the instance count at each pixel post-threshold.
To encourage our instance and semantic segmentation heads to agree on which pixels are things and which are stuff, we minimize the residual between these two masks using an L 2 loss. This residual is visualized in Figure 3 
Mask-Guided Fusion
Our learning objective encourages the two masks to agree. Therefore, in a converged TASCNet we can use the semantic segmentation mask to select which pixels are obtained from the instance segmentation output and which pixels are obtained from the semantic segmentation output.
We consequently define a simple post-processing procedure: we add regressed instances into the final panoptic output in decreasing order of confidence, only adding an instance to the output if it has an IoU of under 0.4 with instances that have already been added and an IoU of greater than 0.7 with the mask. , and residual error masks without and with cross-task consistency (bottom left and right respectively). We compute the mean per pixel residual over the validation set of Cityscapes and observe a significant reduction when our cross-task consistency is applied.
Experiments
Datasets
We evaluate our proposed approach using two benchmark datasets, Cityscapes [9] and Mapillary Vistas [25] . While these datasets have similar properties in terms of content, there is a large complexity gap between the two.
Cityscapes is comprised of street imagery from Europe and has a total of 5000 densely annotated images with an ontology of 19 classes, 8 thing classes and 11 stuff classes. All the images are at 1024 x 2048 resolution, and are split into separate training, validation, and test sets. We train our model on the "fine" annotations in the training set and test on the provided validation set.
The Mapillary Vistas, while also a street scene dataset, is far more challenging. It consists of a wide variety of geographic settings, camera types, weather conditions, image aspect ratios, and object frequencies. The average resolu- 
Evaluation Metrics
We evaluate our model's performance on Panoptic Segmentation task using the PQ metric proposed by [15] ,
where p and g are matched predicted and ground truth segments exceeding an IoU threshold of 0.5, and TP, FP, FN denote true positives, false positives, and false negatives, respectively.
To better explore the capability of our proposed approach, we also evaluate our model on the separate instance and semantic segmentation tasks. For semantic segmentation, we use the standard metric, Intersection over Union (IoU). For instance segmentation, following recent literature, we average over the AP r [11] with acceptance IoU from 0.5 to 0.95 in increments of 0.05. We call this metric AP in the rest of the paper without ambiguity. For minor scores, we also report the AP 50 = AP r (IoU > 0.5).
Experimental Results
We compare our approach with other state-of-the-art panoptic, instance, and semantic segmentation models on the Cityscapes and Vistas datasets. In Table 1 we present this comparison over the relevant metrics for each task. Qualitative examples are also given in Figure 5 All experiments are carried out using a ResNet50 backbone.
We compare to the challenging baseline proposed in [15] , which combines outputs from state-of-the-art semantic (PSPNet [41] ) and instance segmentation (Mask R-CNN [12] ) models. The panoptic segmentation performance of our proposed TASCNet, using only a ResNet-50 backbone and basic test-time augmentation, matches the PQ reported in [15] . We also compare to Li et. al. [18] , and the panoptic segmentation performance of our unified TASC-Net outperforms their fully supervised joint solution by a large margin. It is also worth noting that when we generate semantic segmentation from our panoptic segmentation outputs we achieve IoU comparable to state-of-the-art semantic segmentation methods using very large backbones, such as [3] .
We also note that although the Stuff and Things Heads are trained using the same data augmentation (described in Section 4.3), they respond quite differently to input resolution at test-time. The Stuff Head is very sensitive to input resolution and tends to perform best at resolutions comparable to those used at train-time. The Things Head, conversely, performs well at a broader range of scales and performs best at resolutions higher than those used at traintime. This is likely due to the scale-invariance of the RoIpooling layers in the Things Head. As a result, for our testtime augmentation numbers we apply multi-scale augmentation for each task, using higher resolutions to obtain the instance segmentation output.
A limited number of panoptic segmentation results on Figure 4 : Network parameter efficiency. This graph provides the number of parameters of different models and modules in our experiment. To fulfill the task of panoptic segmentation, our model requires only 61% of parameters compared to separate models using a similar backbone.
Mapillary Vistas has been reported in the literature. [15] reports a reference PQ of 38.3 on a subset of the Vistas test set, combining the winning entries from the LSUN'17 Segmentation Challenge [41, 22] . Megvii report their ECCV'18 Panoptic Segmentation Challenge winning entry in [4] . However, it is difficult to make a fair comparison to their models without additional technical details. Instead, we take our own separate instance and semantic segmentation modules and generate our panoptic segmentation baseline as in [15] . We also present our network performance under different settings.
Implementation Details
All models were trained using synchronous distributed training over 8 Nvidia V100 GPUs. We fix the batch size of all experiments to 1 per GPU, and correspondingly freeze the BatchNorm layers in the backbone architectures to prevent the layer statistics from dramatically changing. We find that freezing the BatchNorm layers does not affect our performance when compared to networks retrained with unfrozen BatchNorms and larger batch sizes. This strategy enables us to train at very high resolutions, which we find to be critically important for achieving good results.
Unified Data Augmentation
For each input image we apply only one form of data augmentation: an aspect ratio-preserving scale with jitter and randomized left-right flip (similar to that employed in [12] for instance segmentation). In this way, on top of our unified architecture, we also present a unified approach to data augmentation for instance and semantic segmentation. This enables training without the need for two forms of data augmentation (one tailored to instance segmentation and another tailored to semantic segmentation). Conventionally semantic segmentation networks have been trained using crops, but we find that we can achieve equal or better performance with scale jitter alone. Our decision to use a relatively smaller backbone (ResNet50) allows us to train on high resolutions, sometimes even super-resolved images, which enables us to catch finer details and features. The FPN structure also helps to capture some of the lower level features normally emphasized by cropping strategies.
Specifically, for Cityscapes experiments, we jitter the scale from 800px-1400px on the shortest side, maintaining a fixed aspect ratio. We also apply random horizontal flips.
For the Vistas dataset, since the resolution varies so widely, we pick an intermediate scale that maximizes the memory utilization. Hardware memory limits our input resolution to a maximum input scale of 1650px for our full ontology experiments. When we use a reduced ontology, predicting just stuff classes and a binary collapsed "things class with our Stuff Head, we can train with a maximum scale of 2500px.
Optimization Scheme
We use a straightforward learning rate policy similar to [12] . We ramp up the learning rate linearly over the first 500 iterations, starting at 1/3 of the initial base learning rate. We then take two steps in the learning rate over the course of the training run, dividing by 10 each time. For optimization we use stochastic gradient descent with momentum 0.9 and weight decay 10 −4 . For all experiments, we use learning rates between 0.005 and 0.02.
Test-time augmentation
For both instance and semantic segmentation, we run inference at multiple scales, each with and without a horizontal flip. For regressed bounding boxes, we apply NMS with a cutoff threshold of 0.3 and run the mask head using the resulting set of boxes as proposals. For semantic segmentation, we interpolate the predicted logits for each scale to the raw image resolution, and average logits across scales.
Ablative Analysis
In this section, we present a thorough ablation study of our proposed method on the Cityscapes dataset. Experimental results are given in Table 2 and Table 3 . All tasks, whether separate segmentation tasks or the joint task, are trained with the same ResNet50 + FPN backbone. In all experimental settings, we perform hyper-parameter sweeps to maximize performance so that comparisons are fair.
We first train a set of semantic segmentation models to understand the effect of reducing ontology complexity on the IoU for stuff classes. In particular, we predict three types of ontologies: a full ontology composed of all things Table 2 : Ablative analysis on Cityscapes We report panoptic segmentation performance (PQ), instance segmentation performance (Mask AP/AP50), and semantic segmentation performance (mIoU). The same ResNet-50 + FPN backbone is used for all experiments. All results are reported without test time augmentation or model ensembling. mIoU performance for panoptic networks is evaluated from panoptic segmentation results collapsed back to dense segmentation predictions. All models are pretrained on COCO detection. and stuff, a stuff and binary ontology, in which all things classes are collapsed into a single class, and a stuff class only ontology, which ignores all things pixels. We find that reducing the number of classes has a minor negative effect on learning for the Cityscapes dataset, but can provide valuable memory savings in the multitask setting. We additionally train an instance segmentation model, and re-implement the heuristic fusion strategy from [15] . Our baselines achieve similar performance to [15] and we take these results as targets for the joint architecture.
We then train our joint architecture to predict each of the three aforementioned ontologies in addition to instance segmentation, and fuse the results using both the heuristic from [15] and our mask-guided fusion.
We find that TASCNet can significantly improve performance on single tasks compared to single models. Our proposed joint model also achieves better PQ performance than the separate models, improving significantly when we explicitly align the output distributions between tasks. This result also furhter demonstrated our outstanding network efficiency as a single network as depicted in Figure 4 .
For the second part of the ablation study, we explore the training protocol for our joint network. We pretrain on various datasets and also examine stage-wise training, as shown in Table 3 . In single-stage training, we train our joint network from a pretrained backbone and random initialized heads. As expected, we observe that the backbone pretrained on COCO helps the network converge to a better minimum than the ImageNet pretrained one. Freeing the pretrained backbone will also help improve performance. In stage-wise training, we first train the network on a single task (backbone + single head) to converge and then fine-tune the whole network with another head and TASC added. In general, TASCNet is not very sensitive to the different training methods, but joint training without fully trained head tends to converge to better minima. We present more detailed results in the Appendix. Table 3 : TASCNet Pretraining Protocol on Cityscapes We pretrain our network on different datasets and measure the effect on PQ. We train the backbone on Imagenet, and subsequently on COCO. We finetune our model in a stagewise and joint fashion. We also freeze the entire backbone to measure the quality of COCO pretrained features.
Conclusion
In this work, we proposed an end-to-end network, TASCNet, to jointly predict stuff and things. We demonstrate that a novel cross-task constraint can boost the performance on instance, semantic, and panoptic segmentation. Using a unified network, our proposed approach is competitive with state-of-the-art models on both the panoptic segmentation task and individual instance and semantic segmentation tasks on several benchmarks, while using far fewer parameters.
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Appendix: Detailed Experimental Results
In this appendix, we provide PQ performance in detail on both Cityscapes (Table 4 ) and Mapillary Vistas (Table 5) as well as more qualitative results ( Figure 6 and Figure 7) . These results were obtained using the test-time augmentation described in the main paper (multi-scale and flip).
We note that, in Cityscapes, some of the stuff classes that achieve the lowest PQ scores (e.g. wall and fence) actually perform respectably on IoU. This is because PQ treats all pixels from each stuff class as a single segment.
This effectively penalizes stuff segmentation more harshly than things segmentation (where there are potentially multiple segments per class). We believe it's important to improve on the PQ metric to strike a better balance between how thing and stuff classes are evaluated.
We can tell from Table 5 that our main challenge on Mapillary Vistas is poor performance on rare classes, even though we used a weighted, bootstrapped loss [28] for training. Similar issues have been observed by existing approaches to semantic segmentation on this dataset [22] . In future work we hope to explore other techniques for balanced batch sampling and rare class bootstrapping to improve TASCNet performance. The examples in Figure 6 and Figure 7 further depict how our proposed method is able to achieve high quality panoptic segmentation using a unified architecture with a small backbone.
Some examples also further illustrate our discussion of stuff bias in PQ. In the third sample in Figure 7 , although we correctly classify a substantial fraction of lane marking pixels, the lane marking PQ for this image is 0 as the fraction is under 50%. 
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TASCNet Panoptic Segmentation Mismatched Segments Figure 6 : Panoptic Segmentation Examples from Cityscapes. In panoptic segmentation results, different instances are color-coded with different colors with small variations from the base color of their semantic class. In mismatched segments, segments belongs to true positives are marked as white, while false positive and false negative segments are marked as black.
TASCNet Panoptic Segmentation Mismatched Segments Figure 7 : Panoptic Segmentation Examples from Mapillary Vistas. In panoptic segmentation results, different instances are color-coded with different colors with small variations from the base color of their semantic class. In mismatched segments, segments belongs to true positives are marked as white, while false positive and false negative segments are marked as black.
