We consider non-negative solutions on the half-line of the thin lm equation ht+(h n hxxx)x = 0, which arises in lubrication models for thin viscous lms, spreading droplets and Hele-Shaw cells. We present a discussion of the boundary conditions at x = 0 on the basis of formal and modelling arguments when x = 0 is an edge over which uid can drain. We apply this discussion to de ne some similarity solutions of the rst and the second kind. Depending on the boundary conditions, we introduce mass preserving solutions of the rst kind (0 < n < 3), \anomalous dipoles" of the second kind (0 < n < 2, n 6 = 1) and a standard dipole solution of the rst kind for n = 1. For solutions of the rst kind we prove results on existence, uniqueness and asymptotic behaviour, both at x = 0 and at the free boundary. For solutions of the second kind we brie y present some qualitative properties.
Introduction
In this paper we consider, on the half-line fx 0g, the thin lm equation h t + (h n h xxx ) x . We study non-negative similarity solutions of the form h(x; t) = t ? f( ); = xt ? ; (1.2) when x = 0 is an edge over which uid can drain. Imposing that (1.2) is a solution of (1.1) we obtain that the parameters and satisfy the relation n + 4 = 1; (1.3) and the function f = f( ) is a solution of the ordinary di erential equation (f n f 000 ) 0 = f + f 0 : (1.4) Since the draining con guration imposes the boundary condition h(0; t) = 0, the experience of the porous media equation 3], 7], 4] may suggest that we are going to nd dipole solutions. However, the situation is more involved. First of all, the thin lm equation (1.1) does not preserve the moment Z 1 0 xh(x; t) dx; except in the special case n = 1 and for appropriate boundary conditions. Secondly, since Equation (1.1) is of fourth order, we have to prescribe another boundary condition at x = 0. In Section 2 we analyse this question and nd out several choices, depending on n, and give plausible reasons to concentrate on two pairs of boundary conditions at x = 0, namely:
(I) h = h n h xxx = 0 (0 < n < 3) and (II) h = h x = 0 (0 < n < 2):
The arguments and results of this paper strongly support the emergence of n = 2 as a critical exponent, in the sense that for 2 n < 3 the conditions (I) are the only relevant boundary conditions at the draining line x = 0.
We assume that the solutions are \strong" solutions for t > 0 and x > 0 (see details in Section 2), con ned to a nite region. Hence n < 3 and they have a right free boundary or contact line where h = h x = h n h xxx = 0 holds. (The function h(x; t) is identically zero beyond this free boundary).
In the case (I) we have conservation of mass, cf. (2.15), hence = = 1=(n+ 4) and the fourth order ODE (1.4) can be reduced to a third order equation. This leads us to consider the following boundary value problem (singular when n > 1) for the pro le f = f( ): where M is a given positive number, while a is a positive number to be determined as a part of the problem. The zero ux conditions f n ( )f 000 ( ) ! 0 as ! a and as ! 0 are satis ed automatically by Problem (1.5). We will prove that this problem has a unique solution for all n 2 (0; 3). For n 3 Problem (1.5) has no solutions in view of the non-existence proof given in 15] . Clearly, conservation of mass imposes the same exponents and as the source-type solutions on the whole line, cf . 15] . Also, the solution of (1.1) associated to (1.6) where and are linked by (1.3) . Notice that (1.6) has ve boundary conditions (rather than four). This overdetermination is expected to select the appropriate values of ; . Solutions h(x; t) of (1.1) associated to solutions of (1.6) satisfy but this conservation law does not hold for general (non-self-similar) solutions of (1.1), except for n = 1 and k = 2, see Problem (1.7) below. For n 6 = 1 the solutions of (1.6) are known as \anomalous dipoles" and the associated exponents ; as \anomalous exponents": 6], 2]. In the Afterword of the book 4] Barenblatt raises the question of dipoles for (1.1) and says that \a self-similarity of the second kind can be expected here". Let us remark that in this paper the self-similar solutions of the second kind are exact solutions of the parabolic equation (1.1), not approximate solutions or solutions to leading order, a terminology which is also found in the literature.
The analysis of Section 2 suggests that Problem (1.6) has a solution only if n < 2. Indeed, in Section 6 we will prove that (1.6) has no solution if n 2, and that any solution of (1.6) with n < 2 has positive draining, i.e. decreasing mass (which in turn is equivalent to > ).
In the case n = 1 the conservation of the rst moment, cf. (2.16), related to the exact derivative ff 000 = (ff 00 ? (f 0 ) 2 =2) 0 , gives = 2 , hence = 1=6.
(This conservation law was already observed in 37]). Then the above problem becomes
(ff 000 ) 0 = 1 6 (2f + f 0 ) for 0 < < a;
f( ) > 0 for 0 < < a;
where M 1 is a given positive number, while a is a positive number to be determined as a part of the problem. As we will see, this fourth order ODE can be reduced to a third order one and the overdetermination in the boundary conditions can be circumvented. Hence, the case n = 1 will lead to a self-similar problem of the rst kind. The solution of (1.7) yields a dipole solution of equation (1.1) with n = 1 in the standard sense of a self-similar solution which preserves the rst moment. Furthermore, let h(x; t) be the solution of (1.1) associated to (1.7) and letĥ be the odd extension of h with respect to x. Then h(x; t) ! ?2M 1 0 (x) as t ! 0 + , in the sense that
Henceĥ(x; t) has indeed a dipole as initial condition.
We shall prove the following theorems on Problems (1.5) and (1.7). This method is applied to the mass conservation case when 1 < n < 3, i.e. when the problem is singular. The second method (Section 4) is a shooting method which relies on 14] and is used to prove existence of the dipole solution for n = 1.
We do not know a uniqueness proof by this method. The third method (Section 5) is based on a dynamical systems approach inspired in 32]-33], by which we show that for a related autonomous system a unique connection between two critical points exists which corresponds to the unique dipole solution for n = 1.
The phase space of Section 5 is 3-dimensional. This method could also be used to give an alternative proof for the mass conservation case.
The results on asymptotic behaviour (Theorems 1.2 and 1.4) can be quickly guessed by formal methods (see e.g. 8]). Rigorous proofs follow by combining 43] and a device used in 15].
Overview and formal ideas
This section deals with general (not necessarily self-similar) solutions de ned in the positive half-line and having bounded support. All the other sections deal with self-similar solutions. For n < 3 we consider always \strong solutions" (at least for t > 0 and x > 0), i.e. solutions which satisfy the de nition of weak solution of 13] and, in addition, the entropy estimates of 9] and 18] (at least away from t = 0 and x = 0). Strong solutions are C 1 in x for almost every t and have a free boundary or contact line (the right free boundary in the introduction) if h(x; 0) has bounded support. Strong solutions can be viewed as zero contact angle solutions which satisfy h = h x = h n h xxx = 0 at the free boundary. This free boundary comes out a posteriori as a consequence of the construction of strong solutions of the Cauchy problem or other initialboundary value problems: see 12], 34], 20], 22] and references therein. Weak solutions in the sense of 13] exist for all n > 0. Strong solutions are known to exist for 0 < n < 3 and formal asymptotics indicates that they do not exist for n 3. For similarity solutions we have conclusive non-existence results: As already noted, Problem (1.5) has no solution for n 3 because of the proof given in 15], while we prove in Section 6 below that Problem (1.6) has no solution if n 2. Hence, the case n 3 does not appear in the other sections and is only mentioned in this section for the sake of completeness. We expect that the self-similar solutions of this paper provide the large-time behaviour of general strong solutions having the same boundary conditions at x = 0. For the Cauchy problem and the source-type solutions of 15] 
Physical background
In terms of thin lm ows, the problems we address can be interpreted as representing uid spreading due to surface tension over a at semi-in nite substrate 0 < x < +1, with x = 0 being an edge over which uid can drain, so that the height h(x; t) of the uid droplet satis es h = 0 at x = 0:
We take the uid to be con ned to a nite region, with initial data h = h 0 (x) at t = 0; (2.2) where h 0 (x) 0 for x s 0 .
As explained above appropriate conditions at the front (contact line) x = s(t), whereby h 0 for x s(t) with s(0) = s 0 , are h = h x = h n h xxx = 0 for n < 3; (2.3) (zero contact angle), and these are the conditions we henceforth adopt. See Section 2.3 below for the case n 3.
Local behaviour at the origin
We now classify the possible types of local behaviour as x ! 0 + of solutions to where A(t) and B(t) are arbitrary; the constraint n < 4 follows from the requirement that the third term in (2.5) be smaller than the rst. For n = 3 a term in x 2 log(1=x) appears.
Case ( represents the rst three terms in a consistent local balance of (1.1) with n < 2; for n = 1 a term x 2 log(1=x) arises. This solution is underspeci ed because A(t), B(t) and J(t) are all arbitrary; in practical problems it may be appropriate to prescribe the contact angle A(t), but henceforth in this section we shall consider circumstances in which the zero contact angle condition at x = 0 h x = 0 (2.9)
provides the appropriate second boundary condition. Notice that here the zero contact angle condition is at the draining edge, not at the free boundary. We then have the following. In this range of n, it is straightforward to show that the local expansion for h contains precisely one further degree of freedom.
We can thus summarize the admissible boundary conditions at x = 0, as follows.
(I) n 2. Here the only relevant possibility is (2.1), (2.4) and the mass
is conserved, with no drainage of uid being possible.
(II) n < 2. Here, in view of (2.8), there is an in nite number of possibilities. The three natural quantities to prescribe in (2.8) are the contact angle A(t), the pressure, which is proportional to ?B(t), or the ux J(t). Of course, one could also prescribe some relation between them. However, the two \extreme" cases of solutions with J(t) 0 are given by (2.1), (2.9) (minimal, i.e. zero, contact angle) and (2.1), (2.4) (maximal contact angle, in the sense that if at any stage one switches from (2.1), (2.4) to prescribing the value of A(t) in (2.8), then, if A(t) is larger than the h x j x=0 determined using (2.1), (2.4), we expect that J(t) < 0 in (2.8)). Moreover, for (2.1), (2.4) we have minimal (zero) uid drainage (J 0), while we conjecture that (2.1), (2.9) maximises J(t).
Similarity solutions for these two \extreme" cases are considered throughout the paper. Notice that for similarity solutions of the form (1.2) the uid drainage is characterized by ? , since the mass decreases with time as 1=t ? , provided that > .
Another interesting possibility is to prescribe zero pressure at x = 0, B(t) = 0 in (2.8) . This leads to the boundary conditions h = h xx = 0 at x = 0. Then 3 Mass preserving similarity solutions (n < 3) In this section we consider Problem (1.5) and prove Theorems 1.1 and 1.2. The main proofs require a separate treatment for n > 1 and n < 1. For n = 1 the unique solution has a simple explicit formula given in the introduction.
Auxiliary results and asymptotic behaviour
We begin with a maximum principle which allows singular behaviour at the end points of the interval, so that it can be applied to a rescaled version of Problem (1.5). Thus g 0 in (0; 1) and p u is concave. If, in addition, u 000 (x) > 0 near x = 1 then g < 0 in (0; 1) and p u is strictly concave. 2 Next we consider some properties of a Green's function G(x; t) for the third derivative. For simplicity of notation we denote the partial x-derivatives of G by G 0 (x; t); G 00 (x; t); : : : and de ne G by G 000 (x; t) = (x ? t) ; 0 < x < 1 ; 0 < t < 1; G(0; t) = G(1; t) = G 0 (1; t) = 0 ; 0 < t < 1;
By explicit computation we nd that
We proceed to list some properties of G(x; t). To begin with, and as expected from Proposition 3.1, G(x; t) > 0 for x; t 2 (0; 1). Secondly,
(1 ? t) and jG 0 (x; t)j Ct(1 ? t) for all x; t 2 0; 1]; (3.4) where C is a positive constant. Finally, we derive from (3.3) two more relations, which will be used to obtain lower bounds in Section 3. Performing the scaling u(x) = cf( ), = ax with c n a 4 = n + 4, we reduce Problem (1.5) to the following equivalent problem. This estimate is strong enough to pass to the limit and complete the existence proof, as we show below. Observe that n < 3 implies that ?2 + 4=n > ?1 and ? 2 + 3=n > ?1 ; (3.15) and hence the right hand side of (3.14) is an integrable function.
Step 3: Passing to the limit. From (3.9), (3.4) and (3.14)-(3.15) it follows that u k is bounded in C 1 0; 1]. Therefore there exist a subsequence, again denoted by u k and a function u such that u k ! u uniformly on 0; 1].
Thus u(0) = u(1) = 0 and, by (3.13), u > 0 in (0; 1). Hence, for each compact subset K of (0; 1) we have that u 000 k (x) = xu k (x)
and, by (3.14)-(3.15) and Lebesgue's dominated convergence theorem, 
Uniqueness
Proof of uniqueness for 1 < n < 3. We consider Problem (3.7), which, as already noted, is equivalent to Problem (1. 4 The standard dipole solution for n = 1
A singular initial value problem
The following problem will play an important role in the study of Problem (1.7). which implies that g(x) Cx 3=4 by a result of Taliaferro 43] . Finally, notice that by scaling (4.14) implies that f 000 ( ) ! a=6 as ! a. The solution f we look for will correspond to a particular connection in the phase space of this system between two critical points, with one of the two lying at in nity.
The nite critical points
The nite critical points (i.e. the critical points of (5.4) in IR Points on the parabolic arc P ? = fX 2 = 2Y; V = 0; X < 0g have two orbits coming out, both given by one of the circles above in fV = 0g, corresponding to a positive eigenvalue of their linearisation, which also has a zero eigenvalue with eigenvector tangent to the parabola. The third eigenvalue is the coe cient of V in the V -equation in (5.9) which is negative on P ? . Thus every point on it has a one-dimensional stable manifold which together form the 2-dimensional stable manifold of P ? . Orbits in this stable manifold have dV dt where a is some -value less than = exp t, and we have set 1=2?R = 1=(2+r), hence r = 4R=(1 ? 2R) and r = 4R + 8R 2 + 16R 3 + = O(R) = O(( ? ) ).
Here we have used that
for some > 0. This follows as in the previous case because orbits in the stable manifold approach P ? exponentially fast in the -variable. We conclude that the stable manifold of P ? contains the solutions f( ) which go to zero quadratically as " . Again a similar statement with # holds for solutions in the unstable manifold of P + = fX 2 = 2Y; V = 0; X > 0g.
The only critical point not discussed yet is the degenerate point (X; Y; V ) = (0; 0; 0). In the existence proof below we will show that the desired connection cannot converge to (X; Y; V ) = (0; 0; 0).
Existence of the connection
In view of the analysis above we have to show that the intersection of W u (3=2; 3=4; 0) and W s (P ? ) is nonempty. Both manifolds are 2-dimensional so generically we expect them to intersect. A priori we might also have that W u (2; 2; 0) is contained in W s (P ? ) but in the course of the analysis below this will be excluded.
We parametrise W u (3=2; 3=4; 0) \ fz 0g as a smooth family of orbits with parameter such that 0 is the orbit contained in fz = 0g coming out of (3=2; 3=4; 0) along (?7+ p 13; ?9; 0), 1 the (fast) orbit coming out along (4; 18; 27) and 2 the orbit contained in fz = 0g coming out of (3=2; 3=4; 0) along (7 ? p 13; 9; 0). For 2 0; 1) the orbit starts o in the set fx < 3=2; x(1 ? x) + y < 0g and for 2 1; 2] it starts o in the set fx > 3=2; x(1 ?x)+y > 0g.
The latter orbits may be ignored in view of the di erential equations We introduce the maximal interval I contained in 0; 1) with 0 2 I, such that for every 2 I the orbit has the property that x(t) decreases to zero in nite time, say, after a time shift, in t = 0, and then becomes negative. In view of (5. 
Uniqueness of the connection
To show that there are no other connections we rst derive a monotonicity property. Suppose we have two orbits with x(t) decreasing from x = b to x = a and _ x < 0. Then we can write them as y = y 1 (x); z = z 1 (x) and y = y 2 (x); z = z 2 (x) respectively. Suppose also that z 2 (b) z 1 (b) and that y 2 (x) > y 1 (x) for all a < x < b. We claim that then also y 2 (a) > y 1 (a). This can be proved as follows. If the claim is false we must have y 2 Let 1 = be the -value obtained in the existence proof. We have seen that the corresponding orbit, denoted now by 1 , connects to P ? and has _ x < 0. Suppose that for some 2 > 1 the same is true. We claim that, in the notation of the monotonicity argument above, y 2 (x) > y 1 (x) and z 2 (x) > z 1 (x) for all x < 3 2 :
(5.14)
We rst establish (5.14) in a neighbourhood of the critical point (x; y; z) = (3=2; 3=4; 0). The two orbits under consideration are ordered in W u (3=2; 3=4; 0)
for the simple reason that this is a 2-dimensional (smooth) manifold. Since W u (3=2; 3=4; 0) is tangent to the eigenvectors (7 ? p 13; 9; 0) and (4; 18; 27) in (x; y; z) = (3=2; 3=4; 0), the projections of W u (3=2; 3=4; 0) on the (x; y)-plane and the (x; z)-plane are local di eomorphisms. Clearly these projections preserve the ordering of orbits. Since 2 > 1 , the ordering is locally as in (5.14)
because of the direction of the eigenvectors and the parametrisation chosen at the beginning of Section 5.4. Once (5.14) holds locally, the monotonicity property implies that it holds for all x < 3=2.
By the local analysis of P ? , see Section 5. is positively invariant and cannot contain orbits in the stable manifold of P ? .
Thus we only have to deal with the case that enters and subsequently exits the set f(x; y; z) : z > 0; x(1 ? x) < y < 1 2 x 2 g through points (x 0 ; y 0 ; z 0 ) and (x 1 ; y 1 ; z 1 ) on y = x(x?1) with 0 < x < 3=2 and z > 0, after which x(t) decreases to some x 2 ?1. Let x ! (y i (x); z i (x)) for i = 1; 2; 3 represent before entrance (i = 1, x 0 < x < 3=2), between entrance and exit (i = 2, x 0 < x < x 1 ) and after exit (i = 3, x 2 < x < x 1 ). Clearly y 3 (x 1 ) > y 1 (x 1 ) and, by the z-equation in (5.4), also z 3 (x 1 ) > z 1 (x 1 ). Applying the monotonicity argument, we conclude that for max(x 0 ; x 2 ) < x < x 1 the same ordering persists, i.e. y 3 (x) > y 1 (x) and z 3 (x) > z 1 (x). This implies that x 2 x 0 . In particular the orbit enters again, upon which the above reasoning may be repeated so that cannot connect to P ? . This completes the proof of uniqueness.
6 Self-similar solutions of the second kind
In this section we present brie y some qualitative properties of the self-similar problem of the second kind (1.6). The analysis of Section 2 suggests that Problem (1.6) has a solution only if n < 2. We prove below that (1.6) has no solution if n 2, and that any solution for n < 2 has positive draining, i.e. decreasing mass (which in turn is equivalent to > ).
To begin with, we integrate once the di erential equation of (1. From f(0) = f 0 (0) = 0 we deduce that, near = 0, f( ) C and by (6.3) jf 000 ( )j C ?n . Since n 2 this implies that f 0 is unbounded, a contradiction which completes the proof. For 1=2 < n < 2 f( ) C 3 3=(n+1) : (6.4) Remark 6.3 With regard to the behaviour at = a we conjecture that it is given by (1.8), excepting of course that 3=2 < n < 3 is to be replaced by 3=2 < n < 2. A rigorous proof needs to exclude that f 0 is oscillatory near = a. If with B(t) = 0 requires 3 ? n > 2, i.e. n < 1.
Conclusions and discussion
One of the most interesting features of the current work is the emergence of n = 2 as a key critical exponent, in the sense that for 2 n < 3 the conditions h = h n h xxx = 0, which imply that uid extraction is impossible (by mass conservation), are the only relevant boundary conditions at the draining line x = 0. This is supported by the formal asymptotic analysis of Section 2.2 and by the results on existence, uniqueness and non-existence for similarity solutions obtained throughout the paper. A reliable heuristic principle attributes a fundamental signi cance to these similarity solutions. At the same time, this suggests new lines of research and, in particular, deserves a further study from the point of view of mathematical analysis.
This value of n = 2 is of particular interest because two di erent slips laws proposed in the modelling of moving contact lines involve n = 1 and n = 2 as dominant exponents when the droplet height h tends to zero. For example, take n = 2. These values lead to very di erent behaviour in the current context. In particular, uid extraction is impossible for n = 2, which provides a possible way of distinguishing between the two slip laws. Some authors explain that the choice of slip law depends on conditions at the solid surface and on the type of uid: see the overview in 17]. In other papers the two slip laws seem to be competing choices.
Another feature of the critical value n = 2 suggested by the current work is that, while one can impose a zero contact angle at a moving contact line or free boundary for any n < 3, cf. Section 2, one can do so at a xed contact line through which drainage occurs only if n < 2. This is again supported by the asymptotic analysis of Section 2.2 and by the non-existence results of Section 6, and also deserves a further mathematical analysis.
With regard to the range of exponents 0 < n < 2, the formal analysis of 
