Abstract-In this paper we apply the method of complexity regularization to derive estimation bounds for nonlinear function estimation using a single hidden layer radial basis function network. Our approach differs from previous complexity regularization neural-network function learning schemes in that we operate with random covering numbers and l 1 metric entropy, making it possible to consider much broader families of activation functions, namely functions of bounded variation. Some constraints previously imposed on the network parameters are also eliminated this way. The network is trained by means of complexity regularization involving empirical risk minimization. Bounds on the expected risk in terms of the sample size are obtained for a large class of loss functions. Rates of convergence to the optimal loss are also derived.
I. INTRODUCTION
A RTIFICIAL neural networks have been found effective in learning input-output mappings from noisy examples. In this learning problem an unknown target function is to be inferred from a set of independent observations drawn according to some unknown probability distribution from the input-output space . Using this data set the learner tries to determine a function which fits the data in the sense of minimizing some given empirical loss function. The target function may or may not be in the class of functions which are realizable by the learner. In the case when the class of realizable functions consists of some class of artificial neural networks, the above problem has been extensively studied from different viewpoints.
Approximation results (see, e.g., Cybenko [1] , Hornik et al. [2] , Barron [3] , and Chen et al. [4] ) show that virtually any real function of interest in can be appropriately approximated by one-hidden-layer sigmoidal networks. Bounds on the approximation error as a function of the networks size and incremental approximation schemes have been developed by, e.g., Jones [5] , Barron [3] , and Girosi and Anzellotti [6] . The generalization ability of networks from a finite training set has also been extensively studied through bounding the estimation error by, e.g., White [7] , Barron [8] , Haussler [9] , and Faragó and Lugosi [10] . Barron [11] combined approximation and estimation bounds and obtained the convergence rates for sigmoidal neural networks in function estimation. His results were extended and sharpened by McCaffrey and Gallant [12] and Lee et al. [13] .
In recent years a special class of artificial neural networks, the radial basis function (RBF) networks have received considerable attention. RBF networks have been shown to be the solution of the regularization problem in function estimation with certain standard smoothness functionals used as stabilizers (see Girosi [14] , Girosi et al. [15] , and the references therein). Universal convergence of RBF nets in function estimation and classification has been proven by Krzyżak et al. [16] . Approximation error convergence rates for RBF networks have been studied by Girosi and Anzellotti [6] . In a recent paper Niyogi and Girosi [17] studied the tradeoff between approximation and estimation errors and provided an extensive review of the problem.
In this paper we consider one-hidden-layer RBF networks. We look at the problem of choosing the size of the hidden layer as a function of the available training data by means of complexity regularization. Complexity regularization approach has been applied to model selection by Barron [8] , [11] resulting in near optimal choice of sigmoidal network parameters. Our approach here differs from Barron's in that we are using metric entropy instead of the supremum norm. This allows us to consider a more general class of activation functions, namely the functions of bounded variation, rather than a restricted class of activation functions satisfying a Lipschitz condition. In our complexity regularization approach we are able to choose the network parameters more freely, and no discretization of these parameters is required. For RBF regression estimation with squared error loss, we considerably improve the convergence rate result obtained by Niyogi and Girosi [17] .
In Section II the problem is formulated. In Section III two results on the estimation error of complexity regularized RBF nets are presented: one for general loss functions (Theorem 1) and a sharpened version of the first one for the squared loss (Theorem 2). The proofs are given in Section IV. Approximation bounds are combined with the obtained estimation results in Section V yielding convergence rates for function learning with RBF nets.
II. PROBLEM FORMULATION
The task is to predict the value of a real random variable upon the observation of an valued random vector . The accuracy of the predictor is measured by the expected risk where is a nonnegative loss function. It will be assumed that there exists a minimizing (measurable) predictor such that
When the probability law governing is known, the optimal predictor can be determined in principle. In the learning model, however, the distribution is only known to be a member of a larger class of distributions. A good predictor is to be determined based on the data which are independent and identically distributed (i.i.d.) copies of . The goal is to make the expected risk as small as possible, while is chosen from among a given class of candidate functions. In this paper the set of candidate functions will be single-layer feedforward neural networks with RBF activation units. Some of the results, however, will be valid in a more general setting, so that at this point we only specify that , where is a a sequence of families of candidate functions, typically of increasing complexity. For neural networks, the th family will be networks with hidden nodes whose weight parameters satisfy certain constraints. In particular, for RBF's is the family of networks where are real numbers called weights, are nonnegative definite matrices, and denotes the transpose of the column vector . The method of empirical minimization is a theoretically attractive tool for choosing the predictor from the training data. It selects an which minimizes the empirical risk
The well-known problem of overfitting, however, makes it impossible to directly apply empirical minimization in many cases. If is rich enough to contain good predictors for a reasonably large class of distributions, the output of empirical minimization will (almost) perfectly fit the data, but it is also bound to have an expected risk much larger than that of the optimal predictor in the class. The method of sieves [18] applied to this problem offers the following remedy: for each data set size the empirical minimization is carried out over , where is a predetermined function of . By the appropriate choice of (which depends on the loss function, the type of network considered, and the family of probability distributions) one can obtain predictors whose expected risk converges to the optimum, i.e., as (see, e.g., [11] , [19] , [12] , and [16] ). It is clear that the choice of (e.g., the number of hidden units for neural-network learning) is determined by the need of balancing between two quantities, the estimation error and the approximation error
The complexity regularization principle for the learning problem was introduced by Vapnik [20] and fully developed by Barron [8] , [11] (see also Lugosi and Zeger [19] and Devroye et al. [21] ). It enables the learning algorithm to choose automatically. Complexity regularization penalizes the large candidate classes, which are bound to have small approximation error, in favor of the smaller ones. One form of this method, the minimum description length principle [22] uses as the penalty the length of a binary code describing the class. In a recent work Lugosi and Nobel [23] investigate a novel complexity regularization approach, in which the penalty term is data-dependent.
We develop below estimation bounds on the expected risk of complexity regularized neural networks in a framework which extends previous work. The need for such bounds stems from the fact that in [11] the class of activations was restricted to continuous sigmoids satisfying a Lipschitz condition. This restriction excludes activation units with jump discontinuities (e.g., perceptrons). The complexity penalties proposed in this paper make possible to obtain the same good bounds for more general activations. Though the results are mostly specialized to RBF networks, similar statements can be obtained for sigmoidal networks, or other nonlinear estimation schemes.
III. ESTIMATION BOUNDS THROUGH COMPLEXITY REGULARIZATION
Let be a subset of a space of real functions over some set, and let be a pseudometric on . For the covering number is defined to be the minimal number of closed balls whose union cover . In other words, is the least integer such that there exist with satisfying
We will mainly be concerned with the case when is a family of real functions on , and is given by for any two functions and , where are given points in . In this case we will use the notation 
Note that we have suppressed in the notation the possible dependence of this bound on the distribution of . Also, we may assume without loss of generality that is monotone decreasing in . Finally, assume that is uniformly almost surely bounded by a constant , i.e., (2) We define the complexity penalty of the th class for training samples as any nonnegative number satisfying (3) where the nonnegative constants satisfy . The reason behind defining this way will become clear later in the proof of Theorem 1. Note that since is nonincreasing in , it is possible to choose such for all and . We can now define our estimate. Let that is, minimizes the empirical risk for training samples over . (We assume the existence of such minimizing function for each and .) The penalized empirical risk is defined for each as
Our estimate is then defined as the minimizing the penalized empirical risk over all classes (4) We have the following theorem for the expected estimation error of the above complexity regularization scheme. The theorem is proved in Section IV. 
A. Squared Error Loss
For the special case when we can obtain a better upper bound. The estimate will be the same as before, but instead of (3), the complexity penalty now has to satisfy (6) where , and . Here is a uniform upper bound on the random covering numbers . Assume that the class is convex, and let be the closure of in , where denotes the distribution of . Then there is a unique whose squared loss achieves . We have the following bound on the difference . Theorem 2: Assume that is a convex set of functions, and consider the squared error loss. Suppose that for all and . Then complexity regularization estimate with complexity penalty satisfying (6) gives
The proof, which is given in Section IV, uses an idea of Barron [8] and a Bernstein-type uniform probability inequality (Lemma 3 in the Appendix) recently obtained by Lee et al. [13] . Note that since , we can substitute in place of in the statement of the Theorem. However, due to the extra factor of two on the right-hand side, this form of the statement would be weaker.
Just as in the proof of Corollary 1, it is easy to see that when , the term can be chosen such that . Thus we obtain the following improvement of Corollary 1.
Corollary 2: Assume that for all . Then the complexity regularized estimate of Theorem 2 for squared error loss gives
IV. PROOFS

Proof of Theorem 1:
To simplify the proof we will assume that for any there exists a function minimizing the risk over Then for any positive we have
Since for any , the right-hand side of (7) is dealt with as follows:
where in (a) we used Pollard's inequality (see the Appendix) for the class of functions , and in (b) we used the defining inequality (3) for . The probability in (8) can be bounded for as follows:
where the last inequality follows from Hoeffding's inequality. Thus we have proved that for all Since a.s., for all we obtain proving the statement of the theorem.
Proof of Theorem 2:
For the sake of convenience we will again assume that for any there exists a function minimizing the expected squared loss over Let be the closure of the convex family of functions , where is the probability measure induced by , and define as the point in closest to , where . That is, we have For any , let and Then the estimation error can be written as (9) The second term on the right-hand side can be bounded as (10) To deal with the first term in (9) let , and consider the probability (11) In the key step of the proof a probability inequality by Lee et al. [13] , described in Lemma 3 in the Appendix, is used. In Lemma 3 we set and to obtain the upper bound It follows from the defining inequality (6) for that the above is upper bounded by
Since
, we obtain from this and (11) that
Finally, this and (10) give which completes the proof.
V. RBF NETWORKS
We will consider RBF networks with one hidden layer. Such a network is characterized by a kernel . An RBF net of nodes is of the form (12) where are real numbers called weights, , and the are nonnegative definite matrices. The th candidate class for the function estimation task is defined as the class of networks with nodes which satisfy the weight condition for a fixed (13) In order to apply Theorem 1 to RBF networks we make the following assumptions on the distribution of and the loss function :
• is bounded almost surely:
• the loss function satisfies the Lipschitz condition (15) if . With the above assumptions we obtain the following result for complexity regularized regression estimation using RBF networks. The theorem is proved in Appendix B.
Theorem 3: Let be of bounded variation, and assume that . Then with assumptions (14) and (15) the estimate satisfies
A. Losses
Condition (15) on the loss function is satisfied for the th power of the loss for . In this case , and (15) (17) where is given in (13) . The constant in the term depends on and , but not on . The approximation error can be dealt with using this result if the optimal happens to be in . In this case, as , and we have that
Thus by (16) and (17) we obtain for all . Values of close to one are of great importance for robust neural-network regression (see, e.g., [25] ). For , Theorem 3 gives the following convergence rate for complexity regularized RBF regression estimation: For , i.e., for regression estimation, this rate is known to be optimal within the logarithmic factor.
For squared error loss we have , and therefore
If
, then by specializing (17) to (and also by an earlier result of Jones [5] and Barron [3] ) we obtain (18) It is easy to check that the class is convex if the are the collections of RBF nets defined in (13) . This and Lemma 4 in the Appendix imply that the conditions of Corollary 2 are satisfied, and we can get rid of the square root in Theorem 3.
Theorem 4: Let and assume that is of bounded variation. Suppose furthermore that is a bounded random variable, and let . Then the complexity regularization RBF squared regression estimate satisfies
, this result and (18) give This result sharpens and extends the main result (Theorem 3.1) of Niyogi and Girosi [17] where the weaker convergence rate was obtained (in a PAC-like formulation) for the squared loss of Gaussian RBF network regression estimation. Note that our result is valid for a very large class of RBF schemes, including the Gaussian RBF networks considered in [17] . Also, our rate is the same obtained by Barron [11] for sigmoidal networks. Our result, however, differs from Barron's. First, due to the technique of covering, we can allow the basis functions to have discontinuities, as long as they are of bounded variation. In [11] the sigmoids are required to be continuous and satisfy a Lipschitz condition because covering in supremum norm is used to obtain bounds on the estimation error. For the same reason, the network parameters are discretized in [11] , while we allow the minimization in the definition of the estimate to be carried out over a continuum of the parameter values , and . Third, our only restriction on the parameters is the requirement that . The location parameters and the matrices determining the receptive field size are varied freely, while in [3] the parameter for the sigmoidal unit must have a bounded norm which depends on the sample size and on the rate at which approaches its limit as . Extending Barron's result, McCaffrey and Gallant [12] eliminated the need to discretize the parameters and obtained a convergence rate which is better for small dimensions and smooth regression functions. This result also assumes a continuous activation function, namely the so called cosine squasher.
The above convergence rate results hold in the case when there exists an minimizing the risk which is a member of the closure of , where
In other words, should be such that for all there exists a and a member of with . The precise characterization of seems to be difficult. However, based on the work of Girosi and Anzellotti [6] we can describe a large class of functions that is contained in .
Let be a bounded, real, and measurable function of two variables and . Suppose that is a signed measure on with finite total variation (see, e.g., Royden [26] ). If is defined as then for any probability measure on . One can reasonably expect that can be approximated well by functions of the form where and . The case and is investigated in [6] , where a detailed description of function spaces arising from the different choices of the basis function is given and approximation by convex combinations of translates and dilates of a Gaussian function is considered. In general we can prove the following.
Lemma 1: Let (20) where and are as above. Define for each the class of functions Then for any probability measure on and for any , the function can be approximated in arbitrarily closely by members of , i.e., as In other words, . To prove this lemma one need only slightly adapt the proof of Theorem 8.2 in [6] , which is based on the notion of vectorvalued integration and proves convergence in . A more elementary, probabilistic proof can be based on the proof of Theorem 1 of [16] . It is worth mentioning that in general, the closure of is richer than the class of functions having representation as in (20) .
To apply the lemma for RBF networks considered in this paper, let , and . Then we obtain that contains all the functions with the integral representation for which , where is the constraint on the weights as in (19) . One important example of functions obtainable in this manner is given by Girosi [14] . He uses the Gaussian basis function where , and . Using results from Stein [27] he shows that members of the Bessel potential space of order have integral representation in the form of (20) with this , and that they can be approximated by functions of the form (21) in as well as in supremum norm, and thus in . The space of functions thus obtained includes the Sobolev space of functions whose weak derivatives up to order are in . Note that the class of RBF networks considered in our Theorem 3 and Theorem 4 contain (21) as a special case.
VI. CONCLUSION
In this paper we applied complexity regularization to obtain estimation bounds in nonlinear function estimation for a large class of loss functions. This approach has been used to obtain the rates of convergence for radial basis nets. The network parameters were learned by minimizing the penalized empirical risk and the analysis involved the random covering numbers and metric entropy. The rates obtained in this paper for radial basis networks substantially improve the existing results by extending the class of functions to functions of bounded variation and by improving on the rates of convergence. An interesting open problem is to obtain the lower bounds on the rates of convergence of radial basis networks. The next result is a probability inequality by Lee et al. [13] . In a sense, it provides a sharpening of Pollard's inequality for the uniform deviation of the squared error loss. 
