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We discuss a protocol based on quenching a purified quantum system that allows to capture bulk spectral
features. It uses an infinite temperature initial state and an interferometric strategy to access the Loschmidt am-
plitude, from which the spectral features are retrieved via Fourier transform, providing coarse-grained approx-
imation at finite times. It involves techniques available in current experimental setups for quantum simulation,
at least for small systems. We illustrate possible applications in testing the eigenstate thermalization hypothesis
and the physics of many-body localization.
Throughout the joint recent progresses in experiments and
theoretical approaches, new quantities and protocols have
been proposed to tackle the quantum many-body problem.
With the rise of quantum simulators [1], new perspectives in-
volving sophisticated protocols can be envisioned, which are
naturally based on time-evolved observables and probabili-
ties, such as the celebrated Loschmidt echo [2, 3]. A quan-
tum quench, or evolving an arbitrary initial state under the
action of a given Hamiltonian, is one of the simplest out-
of-equilibrium protocol easily achievable on such platforms.
As an example, the field of dynamical quantum phase tran-
sitions [4–8] has emerged, with recent experimental observa-
tions [9–11], and its generalization to finite temperatures [12–
14]. This generalization is connected to quantum chaos, the
so-called scrambling of information [15, 16] and the statistics
of work done in a quench [17, 18], via the double thermal field
picture [19–21], or purification scheme in quantum informa-
tion. In parallel, another quantum chaos related observable
is the out-of-time-order correlator [16, 22, 23], also recently
measured [24], and which proves useful in analysing the dy-
namics of many-body systems [25–27].
In this paper, we combine some of these ideas to propose a
protocol that aims at performing the spectroscopy of energy,
observables, and Fock states of a given Hamiltonian. We be-
lieve it is relevant for current experimental setups with few
degrees of freedom, and it also defines numerically tractable
quantities for current techniques such a matrix-product states
(MPS) [28]. It naturally defines semi-classical, or coarse-
grained, quantities that could be compared to semi-classical
predictions. We show possible applications in testing the
eigenstate thermalization hypothesis (ETH) [2, 29–38] and
many-body localization (MBL) [39–51].
Using standard notations for quantum quenches, we con-
sider an Hamiltonian H leaving on an Hilbert space of di-
mension D, of eigenstates/energies {|n〉 , En}n=1,D. For a
quench starting from the initial state |ψ0〉, we define the return
probability, or Loschmidt echo, L(t) = |G(t)|2, where the
Loschmidt amplitude (the time autocorrelation function [52])
reads G(t) = 〈ψ0|e−itH |ψ0〉 =
∑
n pne
−itEn , with weights
pn = |〈n|ψ0〉|2. These weights constitute the diagonal en-
semble, or energy distribution set by the initial state. In the
physics of dynamical quantum phase transitions, G(t) is un-
derstood as a boundary partition function, extended to the
complex plane. In what follows, we denote the complex par-
tition function by Z(z) = Tr
(
e−zH
)
=
∑
n e
−zEn , with
z ∈ C. When considering some observableA, we write eigen-
states expectation values asAn = 〈n|A|n〉. The local degrees
of freedom at site ` over a lattice of size L are described by
quantum numbers σ` and {|σ〉 = |σ1, . . . , σL〉} will be the
set of Fock states. The following discussion does not make
restrictive assumptions on H , and we illustrate the ideas on
the quantum Ising Hamiltonian [53]:
H = −Jz
L−1∑
`=1
Sz`S
z
`+1 − hx
∑
`
Sx` − hz
∑
`
Sz` , (1)
withD = 2L, and Sα the spin-1/2 operator in the α direction.
A purification protocol to measure Z(it) – Following the
purification representation [54–56], we consider two copies S
(system) and S˜ (ancillas) of the same degrees of freedom, that
are initially entangled in the infinite temperature state:
|ψ∞〉 = 1√
D
L∏
`=1
∑
σ`
|σ`〉S |σ`〉S˜ =
1√
D
∑
σ
|σ〉S |σ〉S˜ .
The reduced density matrix describing S is obtained by trac-
ing out the ancillas. After decoupling S from S˜, we let the
system evolve under H while S˜ is not evolving:
|ψ(t)〉 = 1√
D
∑
σ
(
e−itH |σ〉S
)⊗ |σ〉S˜ . (2)
At time t, projecting the evolving state onto |ψ∞〉 yields
G(t) = 〈ψ∞|ψ(t)〉 = 1
D
∑
σ,σ˜
〈σ˜| e−itH |σ〉S × 〈σ˜|σ〉S˜
=
1
D
Tr
(
e−itH
)
=
Z(it)
D
. (3)
The protocol qualitatively amounts – only regarding energy
measurements – to work with a uniformly distributed diagonal
ensemble pn = 1/D.
Accessing the G(t) function – Experimentally, we pro-
pose the following protocol, having in mind small systems
in current realistic setups. First, in order to measure the
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2complex valued overlap 〈ψ0|ψ(t)〉 between an initial state
|ψ0〉 and a time-evolved state |ψ(t)〉 = e−itH |ψ0〉, one
can use an interferometric technique using a probe qubit
|q〉p [16, 57–59]. Starting from |ψ0〉 |0〉p, one rotates the
probe state to 1√
2
(|ψ0〉 |0〉p + |ψ0〉 |1〉p), and evolves the sys-
tem through a control-U gate [56] that applies e−itH condi-
tionally on the |1〉p state. One gets after time t the super-
position 1√
2
(|ψ0〉 |0〉p + |ψ(t)〉 |1〉p). Last, one measures the
real and imaginary parts of 〈ψ0|ψ(t)〉 through the expecta-
tion values of Pauli matrices 〈σx〉p and 〈σy〉p computed in
the reduced density matrix of the probe. The main difficulty
lies in the control-U gate. Practical implementations could be
adapted from proposals of quantum switch and interferomet-
ric based gates [60–62], or schemes for work distribution mea-
surements [63, 64]. Notice that if the Hamiltonian −H is also
applicable on the system [16], one may also access the over-
lap from 1√
2
(|ψ(−t/2)〉 |0〉p + |ψ(t/2)〉 |1〉p).Using the pu-
rification scheme, a strategy experimentally used in Ref. [65],
G(t) could be measured by starting the interferometric proto-
col from |ψ∞〉 and applying the prescribed time evolution on
the S part only. An expensive alternative without ancillas is
to start from |ψ0〉 = |σ〉 to measure
Gσ(t) = 〈σ| e−itH |σ〉 =
∑
n
|〈σ|n〉|2e−itEn , (4)
and collect all Gσ(t) to reconstruct G(t) = 1D
∑
σ Gσ(t).
Last, in analogy to finite-temperature Lanczos ap-
proaches [66, 67] and for large enough Hilbert spaces,
the trace in G(t) could be approximated by sampling
over random states instead of Fock states. Numerically,
G(t) = 〈ψ∞|ψ(t)〉 is accessible through time propagation
of MPS, similarly to finite-temperature calculations [68–70].
This allows for large system estimates in one dimension as
shown in the supplemental material [71] using the Itensor
library [72]. In the following, we simply use full diagonal-
ization of small systems to illustrate the information one can
retrieve from such purification spectroscopy. In the context of
dynamical quantum phase transitions, studying Z(it) has the
advantage of discussing the occurrences of non-analyticities
through a quantity that is independent of the initial state |ψ0〉.
Density of states – By definition, Z(it) is the Fourier trans-
form of the density of states ρ(E) =
∑
n δ(E − En). Mea-
suringG(t) up to time T allows to construct the coarse-grained
density of states
ρc(E, T ) =
∫ T
0
dt
pi
Re
{
Z(it)eitE
}
=
∑
n
δT (E−En) , (5)
in which δT (ε) = sin(Tε)/(piε) is a normalized sinc function
of typical width 1/T , and with δT (0) = T/pi. We thus have
lim
T→∞
ρc(E, T ) = ρ(E) . (6)
The evolution of ρc(E, T ) with time T is governed by the
comparison between the width 1/T of the δT peaks and the lo-
cal level spacing 1/ρ(E). At very short time ρc(E, T ) ' TpiD.
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FIG. 1: Illustration of the reconstructed density of state ρc(E, T )
of Hamiltonian (1) for L = 12, hx = 0.2Jz and hz = 0.01Jz .
Times T given in units of J−1z . (a) Coarse-grained density of
states ρc(E, T ). Inset: integrated density of states φ(E) =∫ E
−∞ dE
′ρc(E′, T ) compared to the exact one. (b) Zoom on the first
low-energy states showing two near degenerate ground-states and the
gap to the first (doubly degenerated) excitation. (c) Reconstruction
of the specific heat C(β) from Eq. (7) for hx = 0.5Jz .
We then define a typical time Tc(E) = ρ(E) such that for
T  Tc(E), ρc(E, T ) builds up a local coarse-grained rep-
resentation of ρ(E) and for T  Tc(E), ρc(E, T ) resolves
the local energy peaks. At the edges of the spectrum, Tc(E)
is either finite (for a gaped system) or scales polynomially
with the system size. In the bulk of the spectrum, Tc(E) is
typically exponential in the system size. These behaviors are
illustrated in Fig 1(a-b) on a system with L = 12 with Hamil-
tonian (1). For relatively short times T ∼ 20J−1z , the overall
gaussian shape [73] of the density of states is well reproduced
(Fig 1(a)). As T increases, one observes the low-energy peaks
corresponding to the near-degenerate ground-states and the
gap to the first excitation state (Fig 1(b)). Experimentally, ob-
serving both quantities would be remarkable, already on small
systems. In numerics, only the coarse-grained approximation
of ρ(E) would be interesting, since taking the inverse Fourier
transform is less sensitive to noise than inverse Laplace trans-
form that one would perform from finite temperature estima-
tions of the partition function Z(β).
Semi-classical reconstruction of thermodynamics – A
possible application is to use the coarse-grained functions to
reconstruct averages over the spectrum. For an observable A,
we define the reconstructed statistical average as
A(β;T ) =
∫ Emax
E0
dE ρc(E, T )Ac(E, T )
e−βE
ZT (β)
(7)
in which β is the inverse temperature, E0(Emax) are
estimates of the lowest(highest) energies, ZT (β) =
3∫ Emax
E0
dE ρc(E, T ) e
−βE and Ac(E, T ) a coarse-grained es-
timate of the An (see the paragraph on observables spec-
troscopy below), or a function of the energy E. For instance,
we show on Fig 1(c) the reconstruction of the specific heat
C = β2(E2(β;T )− E(β;T )2) of the model as a function of
β, for various time T . Thus, even from relativity short times
T , one retrieves relevant thermodynamical observables from
studying the time-evolution of a quantum simulator.
Observables spectroscopy – The spectroscopy of the
eigenstates expectations An for an observable A requires to
apply A at the end of time evolution. For simplicity, one may
think of a diagonal operator in the Fock basis. Indeed, we
define for the S ⊗ S˜ full system
GA(t) = 〈ψ∞|A |ψ(t)〉 = 1
D
Tr
(
Ae−itH
)
=
A(t)
D
, (8)
in which we define, for t > 0, A(t) =
∑
nAne
−itEn , the
Fourier transform of peaks of magnitude An located at posi-
tions En in energy. After defining
Ar(E, T ) =
∫ T
0
dt
pi
Re
{
A(t)eitE
}
=
∑
n
AnδT (E − En) ,
the coarse-grained function for observable Aˆ reads
Ac(E, T ) =
Ar(E, T )
ρc(E, T )
. (9)
The interpretation of Ac is transparent: it averages over a
small window of energy 1/T the local contributions of the
An. The typical time scales are the same as for the density
of states. At some intermediate times T  Tc(E), Ac(E, T )
provides a smooth function of the energy, which one could
compare to semi-classical predictions [74]. On small systems,
one resolves the An from
lim
T→∞
pi
T
Ar(En, T ) = An . (10)
We stress that this protocol allows to access the coarse-grained
function, without theoretical input, either from numerics or
from experiments being able to measure GA(t). We illustrate
the typical behavior of the Ar(E, T ) and Ac(E, T ) functions
for various T in Fig. 2(a). A short intermediate times, the
coarse-grained function Ac(E, T ) could be used as input to
predict thermodynamical averages as Eq. (7). We now turn to
the possibility, using long-time observations, to discuss how
the An fluctuate around this semi-classical prediction.
Towards experimental tests of the ETH – Interestingly,
comparing the large T and small T data, on a finite system,
makes it possible to test the ETH. Basically, the ETH works
when there is an equivalence of ensembles and if one can re-
place the An by a coarse grained function Ac(En) [2, 29–
38, 75–77], as one usually does in statistical physics. Equiva-
lently, this means that the fluctuations of An will yield a neg-
ligible contribution in the thermodynamical limit, for which
-2 -1 0 1 2E/J
z
-0.1
0
0.1
(pi/T) A
r
(E,T=800/J
z
)
A
c
(E,T=10J
z
)
A
n
-3 -2 -1 0 1 2 3
E/J
z
-0.1
0
0.1
A
n
0 500 1000 1500 2000 2500TJ
z
0
0.05
0.1
σA
σA(T)
h
z=0.01J
zh
z =0.2J
z
(a)
(b)
FIG. 2: Observable spectroscopy using A = 1
L−1
∑L−1
`=1 S
z
` S
z
`+1.
(a) Typical behavior of the functions Ac(E, T ) and piT Ar(E, T )
compared to the exact An for a system with L = 8, hx = 0.5Jz
and hz = 0.01Jz . (b) Fluctuations σA(T ) as a function of T for
L = 10, TscJz = 10, hx = 0.5Jz and two values hz = 0.01Jz
(near integrable) hz = 0.2Jz (non-integrable) using an energy range
E± = ±Jz (and E± = ±1.3Jz for gray curves). Dotted lines show
the expected limit σA. Inset: exact An (same color code).
numerical tests have been carried out [67, 78–81]. The coarse-
grained functionAc(En, Tsc), with Tsc  Tc(E) [71], allows
to extract the fluctuations An −Ac(En, Tsc) and define
σ2A =
1
DN
∑
n∈N
(An −Ac(En, Tsc))2 , (11)
in whichN is the subset of eigenstates, of sizeDN , belonging
to some energy range [E−, E+] (typically in the bulk of the
spectrum). From signals of observable spectroscopy, we may
qualitatively access such fluctuations using
σ2A(T ) =
∫ E+
E−
dE
(
pi
T Ar(E, T )−Ac(E, Tsc)
)2
ρc(E, T )∫ E+
E−
dEρc(E, Tsc)
,
and look for long times T . We illustrate this approach
in Fig. 2(b) where the fluctuations σA(T ) are plotted as a
function of T for near-integrable (hz = 0.01Jz) and non-
integrable regimes (hz = 0.2Jz). Such integrals are numer-
ically non-trivial because of the δT , and the convergence to-
wards the expected σA limit requires times of the order of
Tc, is rather slow and slightly depends on the choice of E±.
Nevertheless, one already observes a qualitative difference be-
tween the two regimes at finite time T .
Fock state spectroscopy and many-body localization –
We previously discussed the possibility to measure Gσ(t) us-
ing the interferometric protocol. Eq. (4) directly shows that
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FIG. 3: (a-b) Illustration of (bulk) Fock state energy distribution
ρσ(E, T ) on a L = 10 chain with |σ〉 = |↑↑↓↓↑↑↓↓↑↑〉, starting
from the paramagnetic regime hx = Jz . The energy localization is
seen at large disorder rz = 5Jz (b) while energy delocalization is
found at low disorder rz = 0.1Jz (a). (c-d) Participation ratios of
the columns of M and R matrices for increasing disorder rz .
it would offer, by Fourier transform, access to the distribution
of the weights |〈σ|n〉|2 describing how |σ〉 is spread over the
eigenstates. Consequently, we introduce the matrix M with
entries Mσn = |〈σ|n〉|2 that is real positive, bistochastic and
non-symmetric. At time T , it provides a coarse-grained re-
construction ρσ(E, T ) = piT
∑
nMσnδT (E−En) of the Fock
state energy distribution. As a practical application, we show
on Fig. 3(a-b) the typical behavior of ρσ(E, T ) in the situ-
ation of many-body localization, by adding a disorder term∑
` h`S
z
` in (1), with random longitudinal fields h` uniformly
distributed in the range [−rz/2, rz/2] (see also [71] for MPS
calculations). Starting from the paramagnetic phase in which
a typical bulk Fock state is naturally delocalized over the
eigenstates (Fig. 3(a)), increasing the disorder makes the Fock
state closer and closer to an exact eigenstate, building a local-
ized energy distribution (Fig. 3(b)). This approach is the re-
ciprocal idea of the localization of eigenstates along the Fock
states, or related quantities [39, 42–45, 47], and related to typ-
ical experimental protocols starting from Fock states [48]. In-
terestingly, this protocol extends to the many-body case the
measurements of the Mσn coefficients recently performed for
single and two-particle states using a different spectroscopy
technique [82]. In order to get an overall spectral picture of
the localization of Fock states, we show in Fig. 3(c) the par-
ticipation ratio PRM (σ) =
∑
nM
2
σn as a function of index σ.
Localization globally occurs at large disorder when PRM (σ)
is of order one.
Last, we notice that one cannot access M without the in-
terferometric protocol, by measuring probabilities only, ie.
from measurements that are invariant under the global phase
of |ψ(t)〉. One rather accesses to a matrix corresponding to
Uhlmann amplitudes [55, 83]. First consider the time evo-
lution of the purified state density-matrix and measure the
density-matrix elements
Γσσ′(t) = 〈σ, σ|ψ(t)〉 〈ψ(t)|σ′, σ′〉 = 1
D
MC(t)MT (12)
in which we define the C matrix as Cnn′(t) = e−it(En−En′ ).
After averaging over time Γ(T ) = 1T
∫ T
0
dtRe{Γ(t)} =
1
DMS(T )M
T, with Snn′ = piT δT (En − En′). Assuming a
spectrum without degeneracies, we have in the long time limit
Γ(∞) = 1DMMT, a positive symmetric matrix. Due to gauge
invariance, one cannot retrieve M from Γ(∞) but one has ac-
cess to the matrix R =
√
DΓ(∞). Indeed, the polar decom-
position M = RU of M is unique, with R =
√
MMT the
symmetric positive definite matrix containing the Uhlmann
amplitudes and U a unitary matrix. Interestingly, we show
in Fig. 3(d) that the participation ratio PRR(σ) of the columns
ofR also displays a delocalization-localization crossover with
increasing disorder. At finite time T , provided the positive-
ness of Γ(T ), one has a semi-classical representation R(T ) =√
DΓ(T ). Alternatively, averaging over time the probabilities
pσ,σ′(t) = |〈σ, σ′|ψ(t)〉|2 in the purification scheme, with
pσ,σ′(t) =
1
D
∑
n,n′
〈σ|n〉 〈n|σ′〉 〈n′|σ〉 〈σ′|n′〉Cnn′(t) ,
gives back the Γ(∞) matrix elements [85].
In conclusion, we propose a protocol to experimentally ac-
cess, on small systems, the essential spectral features of an
Hamiltonian in a coarse-grained fashion. Such protocol could
be a route for testing more directly the mechanisms behind
ETH and MBL. Resolving the eigenstates features would re-
quire long lifetime quantum simulator, for instance envisioned
in Ref. [84], but we see that intermediate times already bring
relevant coarse-grained quantities for the model, which could
be compared to theoretical predictions.
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7Supplementary material for: Quantum purification spectroscopy
Typical time scales in the Ac(E, T ) function
We here give in Fig. 4 the typical behavior of the coarse-grained function Ac(E, T ) as a function of observational time T in
order to explain the meaning of the Tsc and Tc times. The model and observable A are the same as in the main text and Fig. 2.
As discussed in the main text, Tc is the typical time where the width of the δT functions are of the same order of magnitude as
the local level spacings. This motivates us to take the definition Tc(E) = ρ(E) but one can keep in mind that Tc is a crossover
time. In Fig. 4, we clearly observe a smooth behavior for T < Tc and peaks starting to emerge for T > Tc in this window
of energy. The smooth (almost linear in the window of energy) behavior of Ac(E, T ) for T < Tc corresponds to the coarse-
grained regime where the δT functions perform a local average of the eigenstates contributions. Thus, one can use a typical time
Tsc < Tc, and in practice Tsc  Tc for large systems, to define a coarse-grained prediction Ac(E, Tsc) for the behavior of the
observable as a function of energy. There is no need for a precise definition of Tsc, on just requires it to be in the coarse grained
regime. Notice that at very low times T , Ac(E, T ) is a constant as it integrates contributions over the whole spectrum.
FIG. 4: Typical behavior of the Ac(E, T ) function in a small window of energy so as to make the behavior clearer. Parameters are the same as
in Fig. 2(a). Here TscJz = 10.
Examples of calculations using Matrix Product States algorithms
The goal of this section is to provide a proof of concepts example using Matrix Product States (MPS) calculations. These
numerical simulations are carried out using the Itensor library [72] to implement the protocol.
Density of states
First, using the purification protocol, we show an example of coarse-grained density of states obtained for another Hamiltonian
than the one discussed in the main text. We choose the XXZ model, written as
H =
L−1∑
`=1
[
JzS
z
`S
z
`+1 + J(S
x
` S
x
`+1 + S
y
` S
y
`+1)
]
, (13)
and open boundary conditions for the following reasons: open boundary conditions are more suitable for MPS calculations, the
model conserves the total spin along the z direction, making the Hamiltonian block-diagonal, and its density of states is not easy
8to capture since the exact spectrum can be computed by Bethe ansatz but large systems become tedious to handle. Yet, in the
large Jz limit dominiated by the Ising limit of the model, we expect to recover the multi-gaussian peaks features discussed in
Ref. 73 on the exactly solvable Ising in transverse field model. Thus, we show a practical example for a large system L = 30,
which goes beyond other kinds of methods (in particular full diagonalization).
Results for Jz = 10J are reported in Fig. 5 and show that getting the G(t) function for a moderate time T ' 4J−1 already
allows to reconstruct non-trivial features of the density of states. The main peaks are reminiscent of the Ising limit where typical
excitations are separated by Jz/2 = 5J gaps. These peaks are broadened by the transverse quantum fluctuations associated with
J , with an overall behavior qualitatively similar to the ones observed in Ref. 73.
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FIG. 5: Example of an MPS calculation of the G(t) function for Hamiltonian (13) with Jz = 10J , L = 30 and open boundary conditions.
The left panel displays the real and imaginary parts of the G(t) function (the inset shows their absolute value in log-scale), while the right
panel shows the coarse-grained density of states ρc(E, T ) computed for T ' 4.16J . The main peaks are reminiscent of the Ising limit and
are not artefacts of the finite T pseudo-Fourier transform.
Fock state spectroscopy for many-body localization
We now turn to the calculation of Gσ(t) functions to probe the spectral decomposition of Fock states using MPS calculations.
We use the Ising in transverse field model with random longitudinal fields as presented in the main text for systems with L = 20
and L = 30. The Fock state is the same as in the main text and lies in the bulk of the spectrum.
The results for the coarse-grained function ρσ(E, T ) are gathered in Fig. 6 for increasing T and disorder strength rz . Inter-
estingly, for a short observation time such as T = J−1z , a gaussian like spectrum is obtained in all cases, but increasing T up to
100J−1z shows that the distribution gets decomposed into sharped peaks as the many-body localized regime is reached. These
calculations are proof of concepts and not meant to be a detailed analysis of the many-body localization in this model, something
beyond the scope of this manuscript.
As expected, the calculation time is strongly dependent on the physics of the system. We illustrate this aspect by showing
in Fig. 7 the evolution of the entanglement entropy in the L = 20 calculations discussed above. The entanglement entropy is
taken to be the von Neumann entropy of half of the system. In the delocalized regime, it typically grows linearly in time. In this
example, it even reaches a value close to the maximum possible entropy showing that the state is delocalized almost over the
whole Hilbert space. Such calculations in this regime are hard on long times, as in similar time-dependent studies of many-body
delocalization. When disorder is increased, we observe a typical logarithmic behavior [41] of the entanglement entropy, while at
very large disorder and on the time scales that are explored, the entropy remains very small, which allows to perform long time
simulations that are fast.
90
0.1
0.2
0
0.2
0
1
2
0
0.1
0.2
0
0.2
0
1
2
0
0.1
0.2
0
0.2
0
1
2
0
0.1
0.2
0
0.2
0
1
2
-10 -5 0 5 10
0
0.1
0.2
-10 -5 0 5 10
0
0.2
-20 -15 -10 -5
0
1
2
0
1
0
1
0
1
0
1
-10 -5 0 5
0
1
FIG. 6: Example of ρσ(E, T ) functions for increasing T and disorder rz . The three leftmost columns are on a system with L = 20. The
rightmost column is for L = 30. The total observation time T increases from top to bottom. On the top left panel, the three L = 20 results for
different disorder are gathered in the same plot (with a shift in energy to put them on each other) to show that they qualitatively look the same
at short T .
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FIG. 7: Entanglement entropy as a function of time for the L = 20 data of Fig. 6. In the top left panel, the dashed line corresponds to the
maximum possible entropy L
2
ln 2. In the top right panel, the dashed line corresponds to a logarithmic fit of the evolution.
