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d’entre vous à moitié autant que vous le méritez.
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Je voudrais dire deux mots avant de parler.
Éric Antoine, Mystéric
Cher lecteur, nous nous retrouvons enﬁn, six ans après la soutenance de ma thèse. Le temps
est passé si vite que j’ai peine à le croire. Quatre ans depuis mon recrutement comme maître de
conférences à l’université Paris XIII, et le changement thématique qui s’en est suivi. Tu n’étais
pas présent 1, mais lors de mon audition (celle après laquelle je fus recruté), j’exprimai mon
ambition de soutenir à moyen terme une habilitation à diriger des recherches. Cet objectif est
à présent accompli, et je me rappelle maintenant des quatre années qui l’ont vu mûrir, lente-
ment mais sûrement 2. Je me souviens également de ces personnes, qui de près ou de loin, d’une
manière ou d’une autre, m’ont accompagné dans la réalisation de ce projet scientiﬁque. Alors,
cher lecteur, permets-moi de t’abandonner pour quelques phrases aﬁn que j’exprime des remer-
ciements à leur endroit ; je reviendrai vers toi une fois cela fait.
Par qui, par où commencer ? Faisons au plus simple et débutons évidemment par ceux qui
sont directement intervenus dans la concrétisation de mon habilitation à diriger des recherches.
Mille mercis 3 à tous les membres du jury : sans vous, point d’habilitation ! J’ai souhaité
soutenir devant un jury conséquent 4, tant en génie(s) qu’en nombre, aﬁn de confronter mes
idées à divers points de vue, mais également pour illustrer la multitude de leurs origines, à la
fois mathématiques et informatiques, à la fois algébriques et analytiques, à la fois catégoriques
et combinatoires. Je ne prétends à l’évidence pas tout savoir des mathématiques, mais je dis
simplement que les sources d’inspiration de mon travail furent très nombreuses, que nul mathé-
maticien n’est tenu de n’employer que la seule technologie développée par sa communauté, si
élégante soit elle, et que l’on a le droit, si ce n’est le devoir, d’utiliser les diverses mathématiques
auxquelles on peut avoir accès. Mon jury présente donc diverses teintes : que vive la diversité !
À l’attention des dix membres du jury.
Cher Jacques Alev, je veux vous dire toute ma gratitude d’avoir accepté de siéger à mon
jury, d’être toujours bienveillant à l’égard des combinatoriciens algébristes, et de les accepter
comme membre à part entière du groupe de travail interuniversitaire en algèbre (GTIA). C’est
pour moi toujours une chance de vous écouter parler les mathématiques, et d’apprendre de vous
1. Tu es lecteur, non auditeur.
2. Chi va piano, va sano ; chi va sano, va bene ; chi va bene, va lontano.
3. Répartis à parts égales, cela fait cent mercis par personnes.
4. Et cela a été bien au-delà de mes espérances !
la théorie des algèbres de Lie. Votre sens de l’écoute, votre enthousiasme, aussi bien scientiﬁque
que personnel, comme votre amabilité, vous honorent. Vos travaux sur les algèbres de Weyl font
de vous un spécialiste mondialement reconnu (j’espère que mes propres travaux dans ce domaine
vous siéent), néanmoins vous demeurez humble et naturel. C’est une attitude que j’admire.
Cher Claude Carlet, cher Claude, je te sais gré d’avoir accédé à ma demande de rapport aﬁn
de présenter mes travaux en relation à la cryptographie. Tu le sais, tes travaux ont profondément
inspiré les miens en ce domaine. Tu as considérablement élargi le cadre mathématique de la cryp-
tographie des systèmes de chiﬀrement à clef secrète en y introduisant les groupes (ﬁnis) abéliens
généraux, en lieu et place des seuls Z2-modules, et j’ai suivi la voie ainsi traçée pour parler de
groupes non commutatifs, et d’anneaux de représentations, aux membres de cette communauté.
Ta présence en tant que membre du jury corrige une anomalie : alors en déplacement, tu n’étais
pas disponible pour être de mon jury de thèse. Merci cher Claude pour ta bienveillance et ta
disponibilité.
Cher Frédéric Chapoton, nous nous sommes rencontrés lors de journées de combinatoire
à Bordeaux où vous présentiez vos travaux en relation avec le treillis de Tamari. Cet objet,
comme le groupe de Thompson, les polytopes de Stasheﬀ, le pentagone de Mac Lane pour la
cohérence des catégorie monoïdales ou l’opérade associative, gouverne de façon très profonde
la loi d’associativité à « isomorphisme près ». La compréhension de cette loi est l’un de mes
principaux futurs objectifs en recherche et votre participation à mon jury y concourt déjà.
Merci également pour les pistes de recherche que vous m’aviez fournies lors d’un échange de
courriers électroniques. Il se peut que certaines d’entre elles comptent dans l’aboutissement de
mon nouveau programme scientiﬁque.
Cher Patrick Dehornoy, permettez-moi de vous témoigner toute ma reconnaissance d’être
membre du jury bien que votre emploi du temps soit surchargé. J’en proﬁte pour vous remercier
également de la discussion, par voie électronique, relative à certains de vos articles traitant du
groupe de Thompson, tenue un dimanche matin. Votre célérité, et la justesse de vos réponses,
m’avaient alors enchanté. Ce fut de nouveau le cas lorsque vous avez si vite répondu positivement
à mon invitation. Je suis fondé à penser que vous disposez de l’aptitude à dépasser la vitesse de la
lumière ! Vos travaux sur les monoïdes de Garside ont inspiré les miens concernant les monoïdes
partiels, et les liens entre la conﬂuence d’un certain système de réécriture et la loi d’associativité
pour une opération partiellement déﬁnie. Je vous avoue aussi que ma connaissance d’une partie
de la théorie des ensembles vient en grande partie de vos cours en ligne à ce sujet. Je vous
remercie enﬁn d’avoir également accepté l’invitation au séminaire de l’équipe CALIN, c’est à
mes yeux une agréalable surprise.
Cher Gérard H. E. Duchamp, cher Gérard, je ne sais comment exprimer toute la gratitude
que j’ai envers toi. Tu m’as épaulé pendant que s’opérait mon changement thématique. Tu m’as
enseigné tout ce que je sais des algèbres de Hopf, et tu m’as suivi lorsque j’explorais les algèbres
de Fréchet : combien d’écueils avons-nous évité en ne confondant pas les structures fréchétiques
aux structures banachiques et en se soumettant mutuellement nos idées à leur sujet ? Merci aussi
de m’écouter quand je parle le langage des catégories. Tu sais protéger, voire cultiver, les « ﬁls
rouges » de tes collègues. Je suis admiratif de ta capacité de travail et de compréhension, de
ton amour des mathématiques et de l’informatique en égale façon qui se manifeste notamment
par le format « à la Russe » de nos séminaires. Tu as également accepté d’eﬀectuer un rapport
aﬁn de présenter la partie de mes travaux concernant l’algèbre et la combinatoire, travaux que
tu connais fort bien, et je t’en suis extrêmement reconnaissant. Je suis ﬁer d’être l’un de tes
co-auteurs. Merci enﬁn d’appliquer le principe de collégialité pour ton animation scientiﬁque de
l’équipe.
Cher Loïc Foissy, je vous remercie très sincérement d’avoir accepté de rédiger un rapport
sur mon mémoire d’habilitation malgré son format inhabituel. C’est pour moi un honneur que
iv
vous soyez membre du jury tant vos travaux sur les algèbres de Hopf, notamment l’emploi de
structures dendriformes pour l’étude d’éléments primitifs, forcent mon admiration. J’apprécie
également votre sens aigu de la pédagogie qui s’exprime non seulement lors de chacune vos
interventions scientiﬁques (je garde un excellent souvenir de celle concernant les algèbres pré-Lie
et algèbres de Lie tordues d’après T. Schedler, donnée dans le cadre du GTIA) mais aussi par la
clarté de votre mémoire d’habilitation. Je voudrais m’inspirer, autant que faire se peut, de votre
esprit créatif.
Cher Dominique Manchon, cher Dominique, tu as toujours répondu positivement à chacune
de mes requêtes : en premier lieu, pour rédiger un rapport, puis, ensuite, pour être membre de
mon jury. Nous avons également interagi par mél sur des questions techniques concernant les
algèbres de Hopf (groupe de renormalisation, produit/coproduit smash), et tu avais suivi mes
travaux exploratoires concernant deux structures d’algèbres de Hopf sur l’algèbre d’une (petite)
catégorie, généralisant l’algèbre de Faà di Bruno (j’espère concrétiser cela par une collaboration).
Je sais donc pouvoir compter sur toi. Ta présence tant au titre de membre du jury qu’à celui de
rapporteur est un grand privilège.
Cher Frédéric Patras, autant vous avouer dès à présent l’immense honneur que j’éprouve
à vous compter parmi les membres du jury. Je me souviens de l’un de vos exposés, intitulé
« Descentes hyperoctahédrales et hamiltoniens eﬀectifs », donné lors de journées du GDR Re-
normalisation à Reims, au cours duquel vous évoquiez l’anneau des représentations d’un groupe.
Cela avait aiguisé ma curiosité et abouti à l’emploi de cet anneau dans un autre contexte, à
savoir celui de l’étude de la non-linéarité d’applications ensemblistes entre deux groupes ﬁnis,
notion essentielle en cryptographie. L’approche en termes de groupes (et algèbres) de Lie de
la renormalisation, dans l’un de vos travaux, avec sa notion de caractères inﬁnitésimaux, m’a
fasciné ; j’en reste admiratif comme si un nouveau continent, dont je soupçonnais seulement
l’existence, se dressait soudainement devant moi.
Cher Laurent Rigal, cher Laurent, tu fus l’une des premières personnes contactées au sujet
de mon aspiration à soutenir une habilitation. Tu m’as alors parlé avec franchise, simplicité et
profondeur m’indiquant la voie à suivre. Je te remercie non seulement pour cela mais également
de m’avoir autorisé à devenir membre du GTIA, et, bien entendu, d’être membre de mon jury. Je
ne connais pas aussi bien que toi, loin s’en faut, les algèbres de polynômes gauches et, notamment,
les algèbres quantiques, aussi j’ose parfois à espérer que nous puissions travailler ensemble sur une
algébrisation (modulo une probable complétion topologique) de la notion d’opérateurs d’échelle
généralisés tant leur commutateur semble indiquer une possible notion de déformation.
Cher Jean-Yves Thibon, vous me faites un immense honneur d’accepter d’être de mon jury.
Vous êtes à mes yeux, comme à ceux de nombreux chercheurs, l’un des principaux inspirateurs de
la combinatoire algébrique mondiale. Nombreux sommes-nous à nous être emparés de la notion
d’algèbres de Hopf combinatoires, chère à Gian-Carlo Rota, dont votre équipe, et vous-même à sa
tête, lui a décerné ses lettres de noblesse. Je regrette de ne pas être disponible plus souvent pour
assister au séminaire à Marne tant cela me semble être un lieu d’appartition spontanée d’idées et
d’approches originales et innovantes. Vos travaux magniﬁques sur les algèbres de Hecke restent
un modèle du genre. Vous êtes, comme Gérard, un digne héritier de Marcel-Paul Schützenberger,
et, en génie, vous lui avez succédé. Suite à ma soutenance, j’espère avoir le courage de rompre la
timidité que je ressens à votre égard, aﬁn de discuter et de bénéﬁcier de votre immense intiution.
En amont de la soutenance d’habilitation sont les rapporteurs qui ont accepté la charge de
donner leur avis sur les travaux retenus, et présentés, dans ce mémoire. Je leur dois le privi-
lège de soutenir, et d’accéder à la qualité d’habilité. Je les remercie tous inﬁniment, et chacun
chaleureusement. Avant cela, je me dois de donner quelques brèves explications concernant le
nombre important de mes rapporteurs. De façon quelque peu inhabituelle, mais que je pense
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naturelle, j’ai souhaité m’inscrire en habilitation dans deux disciplines : les mathématiques et
l’informatique ; je saisis l’occasion pour remercier monsieur le vice-président du conseil scien-
tiﬁque Charles Desfrançois, madame la directrice du LAGA Laurence Halpern, et monsieur le
directeur du LIPN Christophe Fouqueré pour m’avoir encouragé dans ma démarche. Les procé-
dures d’inscription sont très diﬀérentes dans ces deux disciplines. En informatique, les rappor-
teurs sont choisis par le candidat puis nommés par le Conseil Scientiﬁque de l’université Paris
XIII. En mathématiques, l’administration des dossiers est délocalisée et mutualisée ; c’est au
niveau de la région Île-de-France que les dossiers sont traités. Les travaux sont présentés par
un rapporteur (dont le choix est laissé à la discrétion du candidat) devant la commission des
habilitations (en mathématiques) des universités parisiennes, laquelle se charge de désigner deux
rapporteurs indépendants supplémentaires. Puisque mes recherches s’articulent autour de deux
thèmes bien distincts, la cryptographie et la combinatoire algébrique, elles ont été présentées
par deux rapporteurs : Claude Carlet (cryptographie) et Gérard H. E. Duchamp (combinatoire
algébrique), et la commission des habilitations a quant elle nommé MM. Rodier (cryptographie)
et Solomon (combinatoire algébrique). Ajoutons les quatre collègues qui m’ont fait l’honneur
d’accepter la tâche de rapporter mon travail dans le cadre de la procédure côté informatique, et
on obtient un total, somme toute peu ordinaire, de huit rapporteurs : Claude Carlet, Gérard H.
E. Duchamp, François Rodier et Allan Solomon (en mathématiques) et Loïc Foissy, Dominique
Manchon, Jean-Christophe Novelli et Christophe Reutenauer (en informatique). Le temps est
maintenant venu de les remercier.
À l’attention de mes quatre rapporteurs en mathématiques.
Cher Claude, cher Gérard, je vous remercie inﬁniment 5 d’avoir assumé la responsabilité de
présenter mes travaux, sous la forme de rapports, l’un en cryptographie, l’autre en combinatoire
algébrique, devant la commission des habilitations parisiennes. Vous m’avez soutenu et encou-
ragé dans ma démarche, avec constance et sincérité. Je suis donc votre obligé.
Cher François Rodier, vous connaissez bien mes travaux en cryptographie puisque vous êtiez
l’un des rapporteurs de ma thèse. Je vous remercie d’avoir accepté la demande de la commis-
sion des habilitations parisiennes d’examiner à nouveau mes travaux avec toute l’attention et la
rigueur qui vous caractérisent.
Dear Allan Solomon, I had the opportunity to meet you during an ANR meeting in Stras-
bourg, while we previously worked together (thanks to the Web) on a paper in honor of Philippe
Flajolet’s sixtieth birthday. In Strasbourg we talked, and I learned so much, about ladder opera-
tors with generalized commutation rules, the so-called ultra-commutation rules in physics. I hope
that I will have the pleasure to realize these informal discussions into a new joint-work since the
ﬁrst experience was great. I am grateful that you accepted the proposition from la commission
des habilitations parisiennes to review my work. I hope to see you soon. Best regards.
À l’attention de mes quatre rapporteurs en informatique.
Cher Loïc, cher Dominique, merci une nouvelle fois d’avoir accepté très spontanément ma
proposition d’être rapporteurs de mes travaux en vue d’une habilitation. Je vous en suis très
reconnaissant.
Cher Jean-Christophe Novelli, cher Jean-Christophe, je suis ﬁer de te compter parmi les
5. Un ℵ0 de mercis !
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rapporteurs de mes travaux non seulement puisque tu es le responsable de notre groupe de tra-
vail « combinatoire algébrique » du groupe de recherche « Informatique Mathématique » mais
surtout parce que tu es à la fois brillant en combinatoire et en algèbre. J’admire ta recherche
productive et toujours innovante. Je voudrais posséder la même aisance que toi lors des exposés
(en particulier ceux en langue anglaise).
Cher Christophe Reutenauer, ma gratitude vous est acquise. Vous avez accepté de rapporter
mes travaux alors que nous ne nous sommes jamais rencontrés. Je regrette que vous ne puis-
siez assister à la soutenance (un océan sépare le Québec de la France, pourtant si proches par
leur culture). Cependant j’espère avoir un jour l’occasion de vous remercier de vive-voix. Sachez
que les livres dont vous êtes l’auteur (ou l’un des auteurs) ont été fondamentaux lors de ma re-
conversion : ma connaissance de la combinatoire algébrique vient en grande partie de leur lecture.
Outre les membres du jury et les rapporteurs de mon habilitation à diriger des recherches,
nombreux sont celles et ceux à avoir compté dans la réussite de ce projet, que ce soit dans le
milieu professionnel ou au sein de ma famille.
Merci Sami de m’avoir toujours soutenu et encouragé y compris après ma thèse et mon
changement partiel de thématique de recherche. Merci Silvia, Adrian, Christophe, Matthieu,
Minh, membres du CIP canal historique. Muchas gracias, Mario. Merci Vonjy (courage, tu y es
presque !), merci Omar. Merci à tous les membres de l’équipe CALIN. Jalila, Hichem, je vous
souhaite de réussir dans tout ce que vous entreprendrez. Merci à tous les habitants du couloir
A 100 (Gérard, j’espère que Lens reviendra rapidement en L1 6, Vlady merci de m’avoir si bien
accueilli). Merci à mes collègues de bureau : teşekkür edrim Ferhan, grazie Laura (ciao Sicilia)
e Beniamino. Merci au directeur actuel et à la future directrice du laboratoire, Christophe et
Laure. Merci à Younès, président du département d’informatique, et à Pierre, son vice-président.
Tanemirt Mustapha. Obrigado Christophe (je dois m’occuper tout seul des projets maintenant !).
Merci à tous les collègues de travail du LIPN. Merci à Françoise et Jean-Stéphane, respective-
ment ancien et nouveau présidents du département de mathématiques. Merci Yueyun de m’avoir
tant aidé et conseillé au sujet du master math-info. Merci Daniel pour ces discussions enrichis-
santes au sujet des mathématiques dans le bus, sur la ligne 13, et bien sûr en séminaire. Merci
à tous les collègues du LAGA. Grazie Alessandra pour tes réponses si précieuses au sujet des
schémas en groupe pro-aﬃne algébrique. Merci aux collègues de travail des GT Combinatoire
Algébrique et Codes et Cryptographie 7, du GDR Renormalisation et du GTIA.
Merci au personnel administratif et technique de l’université Paris XIII. Jocelyne, merci
pour tous vos sourires et votre joie. Je ne boude pas mon plaisir de travailler avec vous. Merci
au personnel du BRED dans son intégralité. Merci à Fanny du PEB et à Jean-Philippe de la
bibliothèque de recherche math-info. Merci au personnel des bibliothèques de mathématiques-
informatique, à Chevaleret ou à Jussieu, où j’ai passé tant de temps, comme à celle de l’Institut
Henri Poincaré.
Qu’ils soient de l’ENAC, de l’université de Toulon (pré- comme post-ENAC), de Luminy, de
ClearSy, d’Aix-en-Provence, je remercie tous mes collègues même si les aléas de la vie nous ont
séparés.
Merci à mes amis les plus proches. Ils ne sont pas très nombreux à avoir ce courage et cette
6. Désolé mais Lens sera battu par l’Olympique de Marseille !
7. Notamment pour avoir organisé les journées C2 2006 à Eymoutiers...
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constance alors je peux les nommer ! Carole, David (l’homme élastique), Mathieu et la jolie pe-
tite promesse en gestation, vous formez une famille formidable. J’espère que tous vos projets se
réaliseront (l’euromillions y compris). Manolo (la femme invisible), j’espère qu’on aura l’occasion
de refaire de belles petites marches en montagne. Bon travail au CNRS. Hasta pronto, amigo.
Thierry (la chose), danke pour ce séjour à Munich, mein Freund, mais merci encore plus pour
ta ﬁdèle amitié. Merci aux quatre dramatiques (de la part de la torche humaine) !
Merci à tous les membres de ma famille. Merci à mes tantes, mes oncles, mes cousines, mes
cousins, et leurs conjoints (ce fut une belle fête cet été en particulier grâce à vous). Merci à
mes grands-parents qu’ils soient ici ou là-haut. Merci à mes parents (je vous suis redevable pour
tout et bien plus encore), à mes frères, Fred et Mathieu alias Anthony (on a réussi l’exploit
de tous monter à Paris, ce qui n’est pas trop dur 8 en soi, mais aussi d’habiter dans le même
immeuble !), et à leurs conjoints Olivier (toutes mes félicitations Mr. O pour une reconversion
plus que réussie) et Saloua (c’est où Saint-Lubin-des-Joncherets ?).
◆❛❞✐❛✱ ❜❛❤❡❜❡❦ ❤❛❜✐❜t✐ 9✳
1 + 1 + 162 = 1
8. Un petit bémol : quitter ce paradis sur Terre qu’est la Seyne-sur-Mer n’est pas si aisé.
9. À la puissance κ∞ = ℵℵℵℵ···
, où κ∞ = lim
n→∞
κn (dans la topologie de l’ordre des ordinaux) avec κ0 = ℵ0 et
κn+1 = ℵκn pour tout entier naturel n (en particulier κ∞ = ℵκ∞ , et en plus d’être un ordinal, c’est un cardinal).
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Chapitre 1
Introduction
Le début ne laisse pas présager la ﬁn.
Hérodote, Histoires
[...] car on a au moins une certitude, ce ne peut pas
être pire ; donc ce sera mieux, donc on avait raison.
Belle tautologie !
Pascal Picq, Football : de l’euphorie au lynchage
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Note à l’attention du lecteur : Ce chapitre se révèle être singulier par son style, au titre de l’emploi du
pronom personnel de la première personne du singulier. Dans la suite du manuscrit, le pronom personnel de la
première personne du pluriel ainsi que le pronom indéﬁni « on » sont systématiquement utilisés malgré l’aspect
impersonnel qui en résulte. Ce choix est fait sciemment dans la mesure où il illustre le caractère collaboratif
de certains des travaux présentés. L’évocation des travaux de cryptographie constitue une autre particularité
de ce chapitre.
Préambule
Mon travail de recherche gravite autour de deux axes : la cryptographie (depuis 2002, date du
début de ma thèse de doctorat de mathématiques) et la combinatoire algébrique (depuis 2007,
date de mon recrutement en tant que maître de conférences). Mes contributions dans ces deux
domaines n’ont aucun lien direct en commun ; en bref, elles constituent moralement une somme
disjointe.
Très clairement, le dossier de chercheur m’ayant permis de prétendre à une habilitation à
diriger des recherches repose sur la totalité de mon apport scientiﬁque. Aussi, en toute logique,
mon manuscrit devrait traiter des deux thématiques d’égale façon.
Chapitre 1. Introduction
Cependant, le choix du contenu et de l’organisation d’un manuscrit ne prétend nullement
ne relever que de la seule logique aussi importante fut-elle ; l’élégance de la forme, l’accessibilité
et, plus encore, la compréhension me semblent bien plus fondamentales, et doivent, à mon sens,
guider l’auteur. À mon avis, une forme de dissonance se détacherait du mélange brut des deux
domaines. Évidemment, un travail d’uniformisation pourrait conférer un aspect plus cohérent
à cet amalgame, mais je crains que cela ne ferait que dissimuler une juxtaposition par trop
artiﬁcielle.
Ainsi, faisant contre mauvaise fortune bon cœur, le choix a été fait de ne dédier le contenu de
ce manuscrit qu’à la fraction de mes travaux concernant la combinatoire algébrique. Mais parce
qu’il faut être scientiﬁquement intègre, dans le numéro 1.2 de ce chapitre introductif, j’aborde,
pour la première et dernière fois dans ce manuscrit, la partie de mes travaux relevant de la
cryptographie. Une fois cela fait, ce sujet n’est plus même mentionné, et la totalité du manuscrit
– exception faite de ce maigre reliquat – ne concerne que l’algèbre et la combinatoire. Je prie
donc le lecteur algébriste et/ou combinatoricien, non spécialiste de cryptographie (ou pousser
par le désir d’aller vite et à l’essentiel), de me pardonner pour cette courte incise 1 : la suite du
manuscrit n’est dédiée qu’aux mathématiques qu’il aﬀectionne.
Au lecteur cryptologue, je veux dire mon attachement, et le profond respect que je témoigne,
à sa discipline malgré la portion congrue qui lui est réservée au sein de ce texte ; je n’oublie pas
qu’elle fut ma thématique d’origine. J’espère qu’il explorera ce manuscrit avec curiosité, sinon
avec plaisir, et qu’il aura à cœur de déchiﬀrer le message que j’aspire à transmettre.
Mes travaux d’algèbre et de combinatoire, présentés dans le texte, reposent essentiellement
sur les publications Duchamp et al. (2010); Poinsot et al. (2010a,b,c); Poinsot (2011b). Toujours
dans la volonté de servir le lecteur, et mû par un profond désir de convaincre de la cohérence
interne et globale de mes travaux, j’ai préféré traduire et enrichir une partie de ces articles plutôt
que de les juxtaposer ainsi que le veut la tradition. Chaque chapitre de mon texte correspond
ainsi à l’intégralité ou seulement à une fraction d’une publication, mais également à un recueil
formaté de diﬀérents résultats apparaissant dans plusieurs articles et relevant tous d’une même
unité théorique (oﬀrant de la sorte une aisance à la fois pour la compréhension et pour la
lisibilité).
1.1 Cadre général de ma recherche
Depuis mon recrutement en tant que maître de conférences à l’université Paris XIII, au sein
de l’équipe Calin (« Combinatoire, Algorithme et Interactions »), mon activité en tant que
chercheur s’articule autour de deux thèmes indépendants, à savoir, l’analyse harmonique sur les
groupes ﬁnis et son application à la cryptographie, et la combinatoire algébrique ; le premier
m’ayant été proposé par le professeur Sami Harari, de l’Université du Sud Toulon-Var, comme
sujet pour mon doctorat de mathématiques.
Le travail de cryptographie, débuté en thèse, se poursuit jusqu’à aujourd’hui (j’en veux pour
preuve mes publications récentes : les articles Poinsot (2009a,b, 2010a, 2011a); Poinsot et Pott
(2011), l’ouvrage Poinsot (2010b) et la participation à un ouvrage collectif spécialisé Harari et
Poinsot (2011) dans cette thématique).
Néanmoins, lors de mon intégration au sein de l’équipe Calin en septembre 2007, l’opportu-
nité me fut oﬀerte d’eﬀectuer une reconversion thématique, largement encouragée, et appuyée,
par mes collègues et les directions de l’équipe et du laboratoire, vers des sujets propres à la
combinatoire algébrique.
1. Et, si le pardon ne m’est pas accordé, alors je propose à ce même lecteur de considérer la possibilité d’oublier
momentanément de compter (le drame pour un combinatoricien !), et de sauter directement du numéro 1.1 au
numéro 1.3, enjambant de la sorte cette absconse portion de manuscrit qu’est le numéro 1.2.
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D’un point de vue quantitatif, je peux estimer à un tiers mon taux d’implication actuel en
cryptographie ; la fraction restante concernant donc mon travail d’algèbre et de combinatoire.
Ceci explique, et souligne, la particularité de mon proﬁl de recherche dichotomique, ainsi que le
caractère spéciﬁque de mes publications dans deux domaines.
Organisation du chapitre
La synthèse de mes travaux de recherche en cryptographie est exposée dans le numéro 1.2.
Il s’agit de la seule partie de ce manuscrit traitant de ce thème. Après une courte synthèse des
travaux présentés dans ce manuscrit, le numéro 1.3 reprend, chapitre après chapitre, le contenu
de ce texte, lequel ne concerne que la combinatoire algébrique (avec un chouïa d’analyse).
1.2 Thème « Cryptographie »
Les systèmes cryptographiques sont de deux types : les procédés à clefs secrètes, et ceux à
clefs publiques. Les outils mathématiques pour les traiter sont fondamentalement distincts ; la
cryptographie à clefs secrètes faisant la part belle à l’utilisation des groupes ﬁnis (en général les
groupes 2-abéliens, ou les corps ﬁnis), la transformée de Fourier et la combinatoire des caractères,
alors que le monde de la cryptographie à clefs publiques nécessite l’emploi de la théorie de la
complexité, de la calculabilité, et, parfois, d’une portion de géométrie algébrique sous la forme
de courbes (hyper-)elliptiques.
Le travail qui me fut proposé en septembre 2005 par Sami Harari, professeur des universités,
comme sujet de thèse, relève du premier type. L’idée de départ consistait à utiliser la dualité
de Pontryagin (restreinte aux groupes ﬁnis) aﬁn d’établir des critères de résistance de certaines
fonctions face à des classes de cryptanalyses bien déterminées. Cette approche de l’étude théo-
rique de la solidité cryptographique n’est pas nouvelle en soi puisque déjà en 1976, O. S. Rothaus
(Rothaus (1976)) proposait les fonctions courbes – déﬁnies via la transformée de Fourier – comme
composants de systèmes cryptographiques immunisés contre les attaques linéaires.
Commençons donc par mentionner les concepts relatifs à ceux de mes travaux qui font par-
tie de la cryptographie, et, en premier lieu, la notion combinatoire de non-linéarité parfaite.
Supposons donnés deux groupes ﬁnis abéliens, notés additivement, G et H. On pose G∗ pour
G \ { 0 } (et de même pour H). La dérivée dαf ∈ HG de f ∈ HG suivant α ∈ G est donnée par
dαf(x) = f(α+ x)− f(x).
On dira que f est parfaitement non linéaire si, et seulement si, quels que soient α ∈ G∗ et
β ∈ H, le nombre de solutions x à l’équation dα(f(x)) = β est exactement le rapport du cardinal
deG par celui deH. Cette notion fut à l’origine proposée dans le cadre des groupes ﬁnis 2-abéliens
(et avec H réduit à Z2) dans Dillon (1974); Rothaus (1976) puis généralisée au cadre des groupes
ﬁnis commutatifs quelconques notamment par C. Carlet et C. Ding dans Carlet et Ding (2004).
Ce type de fonctions manifeste la résistance maximale à l’attaque dite « diﬀérentielle » formalisée
dans Biham et Shamir (1991).
Le second ingrédient essentiel à mes travaux est la notion de fonctions courbes. Étant donné
f ∈ HG (où G et H sont comme ci-dessus), l’application f est dite courbe si, et seulement si,
pour tout caractère non trivial χ ∈ “H (où “H désigne le groupe des caractères de H, isomorphe
à H puisque ce dernier est supposé abélien ﬁni), |’χ ◦ f(x)| = »|G| pour tout x ∈ G, où φ̂
désigne la transformée de Fourier d’une application φ ∈ CG (autrement dit, la décomposition
de φ dans la base des caractères des fonctions centrales sur G, soit ici, CG tout entier dans la
mesure où G est commutatif). Cette notion fut également tout d’abord introduite dans le cadre
de la caractéristique deux avant d’être étendue aux groupes ﬁnis abéliens quelconques (Logachev
et al. (1997); Carlet et Ding (2004)).
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Au même titre que les fonctions parfaitement non linéaires, les fonctions courbes présentent
la résistance maximale face à une autre cryptanalyse, à savoir, l’attaque linéaire (Matsui (1994)).
Or ceci n’est en rien étonnant car les deux concepts se trouvent être équivalents (Dillon (1974);
Rothaus (1976) ont prouvé cela de façon indépendante, et Carlet et Ding (2004) l’ont obtenu
dans le cadre des groupes ﬁnis abéliens en toute généralité).
De part leur caractère extrémal, il existe de nombreuses obstructions à l’existence de ces
fonctions courbes (ou parfaitement non linéaires, peu importe). Par exemple, dans le cadre de la
caractéristique deux, laquelle a été longtemps très étudiée, une condition nécessaire à l’existence
des fonctions courbes de Zm2 dans Z
n
2 est que m soit un nombre impair et supérieur à 2n. Aucun
espoir de construire des fonctions parfaitement non linéaires dans les autres conﬁgurations ! Ceci
est fâcheux dans la mesure où dans la pratique apparaissent souvent les cas m = n ou m est
pair.
Aﬁn de contourner cette diﬃculté théorique, plusieurs solutions sont envisageables. La pre-
mière, privilégiée jusqu’à présent, a été d’aﬀaiblir d’une façon ou d’une autre la notion de fonc-
tions courbes ou celle de non-linéarité parfaite en changeant les bornes (on obtient de la sorte
des fonctions « presque courbes » ou des fonctions « presque parfaitement non linéaires ») qui
ne présentent plus la résistance maximale face à l’une ou à l’autre (et encore moins aux deux
simultanément) des attaques précédemment citées mais simplement une résistance seulement
sous-optimale.
L’autre approche, que j’ai initiée et développée dans mes travaux, consiste à remplacer la re-
présentation régulière d’un groupe sur lui-même par une action plus générale, tout en conservant
à l’identique la notion de non-linéarité parfaite. Cette généralisation, que je présente ci-après,
passe en outre au cadre des groupes ﬁnis non abéliens, et possède le bon goût de conserver
l’équivalence traditionnelle entre non-linéarité parfaite et fonctions courbes.
Implicite à la déﬁnition de la non-linéarité parfaite est l’action d’un groupe sur lui-même par
translation (action régulière). Supposons maintenant qu’un groupe ﬁni G (abélien ou non) agisse
ﬁdèlement (quitte à passer au quotient par le noyau de l’action) sur un ensemble X. On note
« g · x » cette action, où g ∈ G et x ∈ X. Supposons donnée une application f ∈ HX , où H est
un groupe ﬁni (abélien ou non). On déﬁnit la dérivée de f suivant g ∈ G comme dgf ∈ HX telle
dgf(x) = f(g ·x)f(x)−1 (où H est noté multiplicativement aﬁn de garder à l’esprit la possibilité
qu’il ne soit pas commutatif).
Nous dirons alors que f est G-parfaitement non linéaire si, et seulement si, quels que soient
g ∈ G∗, et h ∈ H, le nombre de solutions x ∈ X à l’équation dgf(x) = h est exactement |X||H| . Il
est clair qu’il s’agit simplement de la notion de non-linéarité parfaite dans laquelle l’action de G
sur X se substitue à l’action régulière de G sur lui-même. Il s’avère néanmoins que ce type de
relaxations permet de construire des fonctions avec de bonnes propriétés cryptographiques dans
des cas impossibles en théorie classique.
Dans ma thèse Poinsot (2005) (H est alors supposé abélien), puis dans ma récente publica-
tion Poinsot (2011a) (cette fois G etH sont non commutatifs), et également dans l’article Poinsot
(2006a) (dans lequel j’étudie les applications d’un groupe ﬁni non commutatif à valeurs dans le
corps des complexes), je démontre l’équivalence entre la G-non-linéarité parfaite et la notion de
fonctions courbes adéquate à ce contexte. Pour cela, encore est-il nécessaire d’utiliser la dualité
de Tannaka-Krein, plutôt que celle de Pontryagin, soit, en d’autres termes, la notion de repré-
sentations linéaires (irréductibles) d’un groupe non commutatif, et l’analyse harmonique qui lui
est attachée.
Pour simpliﬁer supposons que l’on considère, comme dans le cas usuel, la représentation
régulière (gauche, puisqu’on est en non commutatif). Étant donné deux groupes non commutatifs
G, H, soient G˜ (respectivement, H˜) un système de représentants de représentations unitaires
irréductibles de G (respectivement, de H) pour la relation d’équivalence des représentations. Soit
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f ∈ HG. Cette application est parfaitement non linéaire si, et seulement si, pour tout γ ∈ G˜,
dim(ρ)∑
k=1
„ (ρik ◦ f)(γ) ◦„ (ρjk ◦ f)(γ)∗ = |G|Idγδi,j0End(ρ) (1.1)
pour i, j ≤ dim(ρ) (où ρ ∈ H˜ non triviale, et ρij désigne le coeﬃcient matriciel (i, j) de ρ, 0End(ρ)
est l’endomorphisme nul de l’espace vectoriel support de la représentation ρ, φ˜ représente la
transformée de Fourier au sens des représentations d’une fonction à valeurs complexes, dévelop-
pée dans ma thèse Poinsot (2005), δi,j désigne le symbole de Kronecker, et « ∗ » est l’adjoint
d’un opérateur). Pour comparaison avec le cas classique des fonctions courbes, je rappelle que
l’on a pour tout caractère non trivial de H,
|’χ ◦ f(g)|2 = |G| (1.2)
pour tout g ∈ G. C’est en ce sens que, d’une part, la notion de fonction courbe a été généralisée,
et, d’autre part, que la correspondance traditionnelle « non-linéarité parfaite » ⇔ « fonctions
courbes » est maintenue dans le monde non commutatif.
Revenons à ce stade à la substitution de l’action régulière par une action ﬁdèle quelconque.
Cela permet de construire des objets combinatoires nouveaux : il est connu que les fonctions
courbes à valeurs dans Z2 (et déﬁnies sur Zn2 pour un certain entier naturel n) sont en cor-
respondance avec certaines constructions combinatoires dont voici la déﬁnition : soient (G,+)
un groupe ﬁni abélien d’ordre v, et un ensemble D ⊆ G de cardinal k. On dit que D est un
(v, k, λ)-ensemble à diﬀérences si pour chaque α ∈ G∗, l’équation x− y = α admet exactement
λ solutions (x, y) ∈ D2 distinctes. L’existence de ces objets, à la déﬁnition combinatoire très
contrainte, rencontre, comme pour la non-linéarité parfaite, certaines obstructions. Par ailleurs,
la généralisation subie par les fonctions courbes, à savoir, la prise en compte d’une action ﬁdèle
quelconque, peut de façon évidente être appliquée au concept d’ensembles à diﬀérences. Cette
approche nous a permis, à James A. Davis et moi-même dans l’article Davis et Poinsot (2008),
de construire de nouveaux ensembles à diﬀérences avec des paramètres (v, k, λ) violant les obs-
tructions classiques (ce qui est déjà intéressant en soi), mais également de nouvelles fonctions
courbes dans les cas impossibles (voir également à ce sujet mon article Poinsot (2006b)), telles
que la dimension paire ou le cas des fonctions de Zm2 dans lui-même. Dans ce même travail, nous
montrons également que l’on peut adosser à certaines structures algébriques similaires aux corps
(avec des axiomes aﬀaiblis pour l’associativité ou la distributivité), telles que les semi-corps, les
quasi-corps, les presque-corps (« nearﬁelds »), des constructions d’applications parfaitement non
linéaires complètement nouvelles.
Si les notions de fonctions parfaitement non linéaires et courbes peuvent être généralisées, il
est également possible d’étendre les concepts cryptographiques de fonctions presque parfaitement
non linéaires et maximalement non linéaires. Il s’agit précisément du travail eﬀectué récemment
avec Alexander Pott (Poinsot et Pott (2011)). À toute fonction f : K → N nous associons son
graphe ensembliste Df ⊆ G = K ×N (où K et N sont deux groupes abéliens ﬁnis) :
Df = {(g, f(g))|g ∈ K} .
On peut évidemment le voir comme un élément de l’algèbre du groupe C[G] de G. Les caractères
deG peuvent naturellement être étendus par linéarité en des homomorphismes d’algèbres de C[G]
dans C : si D =
∑
g∈G
dgg ∈ C[G] et χ est un caractère de G, alors
χ(D) =
∑
g∈G
dgχ(g) .
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En utilisant les caractères, on obtient un autre critère de non-linéarité : une fonction f : K → N
(où K et N sont tous deux des groupes ﬁnis abéliens) est dite maximalement non linéaire si, et
seulement si,
max
χN 6=χ0
|χ(Df )| ≤ max
χN 6=χ0
|χ(Dg)| ∀g : K → N
ou, de façon équivalente,
max
χN 6=χ0
|χ(Df )| = min
g:K→N
max
χN 6=χ0
|χ(Dg)| .
La valeur
»
|K| est une borne inférieure pour la quantité max
χN 6=χ0
|χ(Df )|, ce qui provient
facilement de la relation de Parseval pour les groupes abéliens. Une fonction qui atteint cette
borne théorique est courbe.
Finalement, les caractères nous permettent d’introduire la notion de fonctions presque par-
faitement non linéaires :
Théorème 1.1. Soient K et N deux groupes ﬁnis commutatifs. Une fonction f : K → N est
presque parfaitement non linéaire si, et seulement si,∑
χ
|χ(Df )|4 ≤
∑
χ
|χ(Dg)|4, ∀g : K → N .
Le but de Poinsot et Pott (2011) est précisément d’étendre ces notions au cas des groupes
non commutatifs. Les classes d’isomorphisme de représentations linéaires (de dimension ﬁnie sur
le corps des complexes) d’un groupe G ﬁni forment un anneau : il suﬃt de considérer le groupe
commutatif librement engendré par toutes les classes d’isomorphisme des représentations de
G, quotienté par le sous-groupe engendré par les éléments de la forme ρ1 + ρ2 − (ρ1 ⊕ ρ2),
où ρ1 ⊕ ρ2 est la somme directe des (classes de) représentations. On peut démontrer que les
représentations irréductibles ‹G forment une base de ce Z-module (qui est donc libre). La structure
d’anneau, appelée l’anneau des représentations de G (groupe de Grothendieck de la catégorie
des G-modules de dimension ﬁnie sur C), est alors donnée simplement par le produit tensoriel :
ρ1 ⊗ ρ2 : g ∈ G 7→ ρ1(g) ⊗ ρ2(g) ∈ GL(V1 ⊗ V2), déﬁnie sur ses générateurs et étendue par
linéarité.
Notons Vρ l’espace de la représentation ρ. Pour D ∈ C[G] on peut déﬁnir sa transformée de
Fourier par ‹D = ∑
ρ∈G˜
ρ(D)ρ, qui est un élément de
⊕
ρ∈G˜
End(Vρ) (où ρ(D) =
∑
g∈G
dgρ(g)). Alors
la transformation de Fourier est l’application
F : C[G] →
⊕
ρ∈G˜
End(Vρ)
D 7→ ‹D .
Notons que dans le cas où G est un groupe ﬁni abélien, on retrouve la notion usuelle de trans-
formation de Fourier.
En utilisant ces notions, on étend les concepts de fonctions courbes, presque parfaitement
non linéaires et maximalement non linéaires données par les bornes correspondantes dans le cas
non commutatif (N , K sont des groupes ﬁnis possiblement non abéliens).
– Non linéarité presque parfaite : fonctions f : K → N , où G = K × N , qui minimisent la
quantité ∑
ρ∈G˜
dim ρ ‖ρ(Df )‖4 .
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– Non linéarité maximale : fonctions f : K → N minimisant le maximum de
√
dim ρ‖ρ(Df )‖
où dim ρ désigne la dimension de la représentation irréductible ρ.
– Fonctions courbes : fonctions f : K → N telles que
∀ρ|N 6= ρ0, ‖ρ(Df )‖2 =
m2(n− 1)
dim ρ|K˜|(|‹N | − 1)
où ρ0 désigne la représentation triviale, et ρ|N désigne la restriction à N d’une représenta-
tion irréductible ρ.
En utilisant les logiciels de calcul formel GAP et MAGMA, nous avons découvert des fonc-
tions satisfaisant ces critères dans le contexte non commutatif. On considère les deux groupes
d’ordre 6, le groupe cyclique Z6 et le groupe symétrique S3. Dans la table suivante sont listées les
meilleures valeurs (en gras) de la non linéarité presque parfaite et de la non linéarité maximum.
K N min
g:K→N
∑
ρ∈Ĝ
dim ρ‖ρ(Dg)‖4 min
g:K→N
max
ρ|N 6=ρ0
√
dim ρ‖ρ(Dg)‖
S3 Z6 2376 4
Z6 S3 3972 4
√
2
S3 S3 3552 2
√
14
Z6 Z6 2808 2
√
3
Il est remarquable que la mesure de la non linéarité presque parfaite est de loin la plus
petite dans le cas (K,N) = (S3,Z6) et non dans le cas abélien. De plus, si (K,N) = (S3,Z6)
chaque fonction presque parfaitement non linéaire est également maximalement non linéaire.
Cette situation n’est pas vraie dans tous les autres cas où aucune fonction presque parfaitement
non linéaire n’est maximalement non linéaire.
Nous avons également cherché les fonctions courbes de S3 dans un groupe N tel que 1 <
|N | ≤ 5. Notons que, contrairement au cas abélien, l’existence de fonctions courbes K → N
a du sens si |N | n’est pas un diviseur de |K|. Les résultats obtenus sont les suivants : en
premier lieu, il n’existe aucune fonction courbe si N ∈ {Z2,Z4,Z2 × Z2,Z5}. Mais il existe
(au moins) une fonction courbe f : S3 → Z3. En eﬀet on peut vériﬁer que l’application f
donnée par f(id) = f((1, 2)) = f((2, 3)) = f((1, 3)) = 0 et f((1, 2, 3)) = f((1, 3, 2)) = 1 est
courbe, c’est-à-dire,
√
dim ρ‖ρ(Df )‖ = 2
√
3 pour tout ρ|Z3 6= ρ0. Le groupe S3 possède deux
représentations irréductibles de dimension un, et une représentation irréductible de dimension
deux, et Z3 a trois caractères. Ainsi,
|S3|2(|Z3|−1)
|Ŝ3|(“Z3−1)| = 12. Nous avons √dim ρ‖ρ(Df )‖ = 2√3 pour
chaque représentation ρ ∈„ S3 × Z3 non triviale sur Z3. Puisque S3 a une représentation de
dimension plus grande que un, f ne peut pas être parfaitement non linéaire (voir Poinsot et Pott
(2011)).
Dans le cadre de mon activité de recherche en cryptographie, avec mon ancien directeur de
thèse, Sami Harari, nous avons rédigé deux chapitres de cryptographie Harari et Poinsot (2008);
Poinsot (2011b) dans des ouvrages collectifs (le premier en français, et le second en langue
anglaise). J’ai également publié un ouvrage Poinsot (2010b) qui reprend, et étend, les travaux
eﬀectués durant ma thèse.
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1.3 Contributions à l’analyse, à l’algèbre et à la combinatoire
des endomorphismes sur les espaces de séries
1.3.1 Introduction
Les travaux de combinatoire algébrique, collectés aﬁn d’en constituer ce texte, traitent tous,
sans exception, des « espaces de séries » et de leurs « endomorphismes ». Le titre du manuscrit
contient ainsi ces mots-clefs, lesquels sont abordés sous diﬀérents points de vue :
– sous l’angle de l’analyse, presque fonctionnelle, qui nous permet de construire un cadre
formel dans lequel sont conduits certains de nos calculs (notamment, la dérivation et
l’exponentiation de certains opérateurs),
– sous l’éclairage de l’algèbre (via les monoïdes, les algèbres), dans la mesure où cette dernière
est bien souvent suﬃsante pour traiter nos objets 2,
– dans l’optique de la combinatoire, puisque les sujets de mon étude sont justement ces séries
si précieuses dans la discipline du calcul.
D’autres concepts, ne ﬁgurant pas comme mots-clefs dans le titre, sont fondamentaux, à plus
d’un titre, dans ce manuscrit. Je peux citer les expressions « sommabilité », « topologie produit »
et « dualité ».
Dans ce texte, les séries considérées sont bien souvent des fonctions usuelles représentées, et
manipulées, sous la forme d’écritures sommatoires. Les notions inséparables de « sommabilité » et
de « somme d’une famille sommable » sont impératives pour donner un sens à ces sommes inﬁnies,
indicées bien souvent par des ensembles non ordonnés (elles doivent donc être indépendantes de
l’ordre de sommation choisi).
Ce manuscrit traite également des représentations des opérateurs linéaires sous forme de
sommes inﬁnies exprimant soit une notion d’analycité (en dimension inﬁnie), soit une décompo-
sition selon des opérateurs plus fondamentaux (les opérateurs d’échelle).
La topologie est consubstantielle de la sommabilité. Cette dernière s’exprimant généralement
dans un cadre topologique (bien qu’il existe d’autres approches basées sur l’ordre – séries de
Hahn-Mal’cev-Neumann – ou sur une axiomatique d’un opérateur abstrait de sommation inﬁni
sur les monoïdes et les semi-anneaux). Pour ce qui est du ressort de l’écriture sommatoire des
fonctions, une topologie naturelle s’impose, la « topologie produit », également connue sous le
terme de « topologie de la convergence simple ». Il faut se garder de croire qu’il n’y a qu’une
seule topologie produit (qui n’est, de surcroît, qu’un cas particulier de topologie faible ou initiale)
dans la mesure où elle repose sur les topologies particulières de chaque facteur direct.
En combinatoire, ou en algèbre, les séries considérées sont souvent les fonctions sur le monoïde
libre, ou l’algèbre tensorielle complétée, sur un alphabet fini, de sorte que la topologie produit se
confond avec la topologie usuelle de la valuation des séries ou avec une limite projective (d’espaces
de dimension ﬁnie), dite topologie de Krull. Dès que l’alphabet est inﬁni (ce qui se rencontre,
par exemple, dans le cadre des polylogarithmes), ces topologies ne sont plus identiques.
En analyse, on s’intéresse à la topologie dite de « Fréchet », donnée par une famille dénom-
brable de semi-normes, mais qui est facilement décrite comme la topologie la moins ﬁne rendant
continues des projections (à valeurs dans les corps R ou C, équipés de leurs topologies usuelles).
Dans tous les cas, la notion de sommabilité s’exprime idéalement dans le cadre de la topologie
produit.
Une autre topologie, souvent considérée dans ce manuscrit, est celle, plus algébrique, liée aux
concepts de graduation et de ﬁltration. Cette topologie, en général plus forte que la topologie
2. On verra que l’analyse se localise uniquement dans la diagonale des matrices inﬁnies.
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produit, permet de déﬁnir l’opération étoile d’une série sans terme constant.
Le concept de « dualité » (topologique) est, à l’évidence, lié à la topologie produit (ou, au
moins, aux topologies initiale et faible) puisqu’il permet d’observer un vecteur au travers de
formes linéaires (et continues), et que, dans bien des cas, le vecteur lui-même peut être confondu
avec ces observations. Les polynômes et les séries, et, plus généralement, les fonctions à support
ﬁni et les fonctions générales, sont souvent mis en dualité (le coeﬃcient d’une série formelle par
rapport à un mot peut être vu comme la mise en dualité de ce mot et de la série) par le célèbre
crochet de dualité
〈S | P 〉 =
∑
w∈X∗
SwPw
où S =
∑
w∈X∗
Sww et P =
∑
w∈X∗
Pww sont respectivement une série et un polynôme (non commu-
tatifs dans les deux cas). Dans ce texte, j’emploie également une telle dualité dans le contexte
plus général de l’accouplement d’un espace vectoriel (de dimension inﬁnie dénombrable) et de son
complété, pour une topologie relative à une ﬁltration, dont les éléments sont des combinaisons
linéaires inﬁnies.
Pour ﬁnir, je souhaite également citer le concept de « matrices ﬁnies en ligne » qui, ainsi que
le verra le lecteur, permet de caractériser tous les opérateurs linéaires qui sont continus pour les
topologies produits (quelle que soit la topologie de corps séparée choisie sur le corps de base).
J’eﬀectue maintenant un survol panoramique, assez bref, du contenu de chaque chapitre de
ce manuscrit, dans l’ordre de lecture, dans un numéro homonyme.
1.3.2 Notations, définitions et résultats généraux
Dans le chapitre 2, j’introduis les notations générales utilisées dans le texte, ainsi que des
résultats de base, lesquels sont admis et appliqués sans autre forme de procès. On y retrouve
notamment le nom des catégories (ainsi que la déﬁnition de leurs ﬂèches) et les structures
algébriques et topologiques qui jouent un rôle dans ce texte, ainsi que des résumés relatifs aux
notions de topologie et de sommabilité. Enﬁn, le chapitre s’achève par les notations concernant
spéciﬁquement les polynômes et les séries. D’autres notations sont introduites au cours du texte,
et leur liste est donnée en index (à la ﬁn du manuscrit).
1.3.3 Autour des algèbres de Fréchet : sous-groupes à un paramètre
Dans le chapitre 3, je rappelle les déﬁnitions et résultats fondamentaux concernant les espaces
et algèbres de Fréchet, lesquels généralisent les espaces et algèbres de Banach. Comme exemples
de telles algèbres, je peux citer les algèbres (sur R ou C) des séries formelles et des matrices
triangulaires inférieures inﬁnies ; ces deux algèbres de Fréchet apparaissent à plusieurs reprises
dans ce texte. L’aspect analytique est développé (un calcul diﬀérentiel et intégral élémentaire
est notamment développé pour donner un sens à la notion de fonctions lisses dans ce cadre).
Le résultat central de ce chapitre est l’existence et l’analycité des fonctions exponentielle et
logarithme dans le cadre des algèbres de Fréchet. J’étudie également les sous-groupes à un
paramètre tracés dans le groupe des unités d’une algèbre de Fréchet. Ce chapitre constitue la
partie dans laquelle l’analyse est la plus présente.
1.3.4 Algèbres de matrices infinies
Dans le chapitre 4, je m’intéresse à la notion de matrices inﬁnies (c’est-à-dire, indicées par des
ensembles quelconques, possiblement inﬁnis). Je démontre que les matrices dont chaque ligne est
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ﬁnie (ou chaque colonne est ﬁnie) forment une algèbre (algèbre des matrices à lignes – ou colonnes
– ﬁnies), mais qui n’est pas topologique (la multiplication n’est généralement pas continue). Je
considère ensuite une sous-algèbre de cette dernière, celle des matrices triangulaires inférieures
inﬁnies, qui se trouve être à la fois topologique et complète (et même une algèbre de Fréchet).
À l’aide des résultats énoncés au chapitre 3, on sait que les matrices de ce type admettent une
exponentielle et, parfois, un logarithme. J’en proﬁte pour expliquer quels calculs nécessitent
la topologie d’espace de Fréchet, et ceux pour lesquels l’algèbre (et la topologie produit sur
le corps de base discret) suﬃsent, mais également pour introduire les notions d’applications
linéaires associées à une matrice inﬁnie, de matrices inﬁnies d’un opérateur linéaire (pour les
chapitres 5 et 8), et les suites de dénominateurs (pour le chapitre 8).
1.3.5 Sur le dual topologique de l’espace des séries formelles, et sur ses opé-
rateurs linéaires et continus
Le chapitre 5 est dédié à l’étude et la caractérisation du dual topologique de l’espace des
fonctions déﬁnies sur un ensemble et à valeurs dans un corps topologique (l’espace supportant
la structure d’algèbre des séries formelles, par exemple), cet espace de fonctions étant équipé de
la topologie produit. Les principaux résultats de ce chapitre sont les suivants :
1. Le dual topologique de l’espace des fonctions (à valeurs dans un corps de base topologique
séparé) avec la topologie produit est l’espace de fonctions à support ﬁni, les polynômes.
Le dual est donc indépendant du choix de la topologie de corps Hausdorﬀ sur le corps de
base.
2. Une application linéaire entre deux tels espaces de fonctions est continue si, et seulement
si, elle admet une représentation sous la forme d’une matrice à lignes ﬁnies. Autrement
dit, l’algèbre des matrices à lignes ﬁnies correspond exactement à l’algèbre des applications
linéaires et continues (entre ces espaces). Là encore, ce résultat est indépendant du choix
de la topologie séparée sur le corps de base, et mieux, un opérateur est continu pour une
topologie produit si, et seulement si, il l’est vis-à-vis de toutes les topologies produits.
1.3.6 Formule d’inversion de Möbius pour les monoïdes à zéro
Je complète l’étude des espaces de séries au chapitre 6 par l’introduction d’une notion adé-
quate d’algèbre large d’un monoïde à zéro. L’algèbre contractée d’un monoïde à zéro (un mo-
noïde avec un élément absorbant bilatère), connue dans la littérature, est celle des applications
à support ﬁni du monoïde dans un anneau (commutatif) qui s’annulent sur le zéro du monoïde,
en d’autres termes, les polynômes dont chaque monôme est un élément non nul du monoïde.
L’algèbre contractée large est obtenue par complétion de l’algèbre contractée relativement à la
topologie produit, de sorte que l’on obtient une algèbre de séries dont chaque monôme est un
élément non nul du monoïde. Pour un certain type de monoïdes à zéro, qui sont dits être « lo-
calement ﬁnis », une fois cette algèbre de séries obtenue, et équipée d’une topologie liée à une
valuation, je démontre la formule d’inversion de Möbius, et l’utilise pour calculer certaines séries
de Hilbert.
1.3.7 Algèbre de Weyl et problème de l’ordre normal bosonique
Au chapitre 7, je m’intéresse à certains endomorphismes sur l’espace des séries formelles
en la variable x, à savoir, à l’algèbre de Weyl, réalisée sous la forme de l’algèbre engendrée
par l’opérateur d’« intégration formelle », la multiplication par la variable x, et l’opérateur de
dérivation formelle. Cette algèbre, non commutative et de dimension inﬁnie, admet une base
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algébrique 3 dite de l’ordre normal, et la physique mathématique s’intéresse depuis longtemps
à l’écriture des opérateurs bosoniques, éléments de l’algèbre de Weyl, dans cette base ; il s’agit
du problème de l’ordre normal bosonique. Les résultats collectés dans les chapitres 3, 4 et 5
permettent de garantir l’existence de l’exponentielle de certains de ces opérateurs (dont quelques
unes sont même calculées), vus comme des matrices triangulaires inﬁnies, appelée opérateurs
d’évolution en mécanique quantique. Le résultat central de ce chapitre est l’observation d’un
lien entre la mise sous forme normale des puissances d’un opérateur bosonique et la forme de
l’opérateur d’évolution associé.
1.3.8 Décomposition d’endomorphismes par des opérateurs d’échelle généra-
lisés
Le chapitre 8 est conçu dans la continuité de l’étude de l’algèbre de Weyl menée au chapitre 7.
Les opérateurs qui engendrent l’algèbre de Weyl sont remplacés par des opérateurs plus généraux,
des opérateurs d’échelle sur un espace vectoriel V de dimension inﬁnie dénombrable et muni de
bases distinguées : un opérateur montant (augmentant le « degré » le long d’une des bases), et
un opérateur descendant (abaissant le degré). Dans ce chapitre, je démontre notamment que
tout endomorphisme sur l’espace V peut être obtenu comme la somme d’une famille sommable
constituée de polynômes en l’opérateur montant et de puissances de l’opérateur descendant.
Ce théorème est ensuite étendu au cas des opérateurs continus sur une complétion de V dont
les éléments sont des combinaisons linéaires inﬁnies (relativement à une base ﬁxée de V ). Pour
réaliser cela, j’introduis une notion de valuation sur V , laquelle permet de construire le complété,
et je mets en dualité (topologique) V et son complété (d’une façon analogue à ce qui est accompli
au chapitre 5). Cette dualité induit, d’une part, une topologie faible sur le complété, et, d’autre
part, une notion de transposition d’opérateurs. J’utilise ces deux concepts comme ingrédients
essentiels à l’extension au cas des opérateurs linéaires et continus sur des combinaisons linéaires
inﬁnies du théorème précédemment évoqué.
1.4 Conclusion
Il semble pour le moins curieux de terminer un chapitre introductif par une conclusion,
aussi vais-je au plus court. Cette introduction a pour seuls objectifs d’aborder une, et une
fois seulement, mes travaux de cryptographie, et de présenter un panorama des travaux de
combinatoire algébrique reproduits (et mis à jour) dans le manuscrit.
Une partie de mes travaux en relation avec l’analyse, l’algèbre et la combinatoire des en-
domorphismes sur les espaces de séries est donc déployée dans le contenu du texte que vous
vous apprêtez à consulter. J’ai essayé, dans la mesure du possible 4, de rendre le plus cohérent 5
possible ce document par factorisation dans des chapitres spéciﬁques de résultats relevant d’une
même unité logique mais ﬁgurant dans des publications distinctes. J’espère, en faisant cela, ne
pas avoir trahi l’esprit de mes collaborateurs.
Il est temps maintenant d’abandonner le « je » pour un « nous » ou un « on » moins per-
sonnels 6 mais qui rappellent que ce travail est, pour une large part, le produit d’une intelligence
collective et collaborative.
Je remercie le lecteur et lui souhaite un agréable parcourt le long de l’analyse, de l’algèbre
et de la combinatoire des endomorphismes sur les espaces de séries.
3. Évidemment, elle en admet beaucoup !
4. Et surtout dans la mesure de mes possibilités !
5. La cohérence interne est aussi importante pour les catégories monoïdales qu’elle l’est pour les manuscrits
d’habilitation à diriger des recherches.
6. Sauf si vous êtes portés sur les titres !
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Chapitre 2
Notations, définitions et résultats
généraux
Dans la plupart des cas, c’est le nom de la partie du
corps utilisée qui sert à nommer le nombre : il ne
s’agit pas vraiment à l’origine d’un nom de nombre,
mais du nom d’un doigt, ou de la main.
Louis-Jean Calvet, Histoire de l’écriture
Je suis le duc mec, c’est comme ça qu’il faut
m’appeler... ça ou grand duc, ou archiduc... ou je sais
pas moi... votre altesse si vous êtes portés sur les
titres...
Les frères Coen, The Big Lebowski
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Chapitre 2. Notations, définitions et résultats généraux
2.1 Catégories
Comme de coutume lorsqu’il s’agit de parler de catégories, on suppose une fois pour toute
ﬁxé un univers (se référer à Mac Lane (1998) par exemple) duquel on ne dit mot 1, les catégories
considérées sont larges mais en général localement petites (au sens où les classes de ﬂèches entre
deux objets sont de petits ensembles). Les capitales A, B du début de l’alphabet latin désignent
des objets dans une catégorie C quelconque, alors que les minuscules f , g, h font référence à
des ﬂèches (ou morphismes) de C . La notation « A ∈ O(C ) » (respectivement, « f ∈ A (C ) »)
signiﬁe « A est un objet de C » (respectivement, « f est une ﬂèche de C »). En particulier O(C )
et A (C ) désignent respectivement les classes d’objets et de morphismes de C . Dans la suite du
texte, on se passe parfois de la référence à C quand le contexte suﬃt à lever l’ambiguïté. Étant
donné une catégorie C , la classe des morphismes de A dans B, A et B tous deux membres de
la classe des objets de C , est notée HomC (A,B) (sauf si C désigne la catégorie des ensembles ;
cf. numéro 2.2). Lorsque le contexte permet d’écarter tout risque de confusion 2, on se contente
de noter Hom(A,B) cette classe (qui, rappelons le, se trouve être un petit ensemble en général).
La relation d’isomorphisme entre objets de la catégorie C est notée par ∼=C ou ∼= si le risque de
confusion est faible (bien que dans la pratique la tendance sera d’utiliser une phrase telle que
« A est isomorphe (en tant qu’objet de telle ou telle catégorie) à B »). Les classes EndC (A) et
AutC (A) (et les mêmes sans la référence à la catégorie C ) possèdent leur signiﬁcation naturelle.
Le foncteur d’oubli (lorsqu’il existe) d’une catégorie C sur une catégorie D n’est jamais noté ;
on préfère utiliser une tournure de la forme « l’objet de D sous-jacent » comme par exemple
« le groupe additif sous-jacent à un module » ou « le monoïde multiplicatif sous-jacent à un
anneau ». Le nom des catégories apparaissant dans ce texte est indiqué dans le tableau 2.1.
2.2 Notations ensemblistes
Tout ensemble pourra être appelé alphabet en cas de besoin. Les lettres de la ﬁn de l’alphabet
latin X, Y , Z sont préposées à la dénomination d’ensembles, les lettres I, J , K, L désignent
des ensembles d’indices dont les lettres i, j, k, ℓ en sont des éléments quelconques (une famille 3
d’éléments deX est notée sous la forme (xi)i∈I) ; un ensemble étant un objet de la catégorie (large
et localement petite) Ens de tous les petits ensembles. Le cardinal de l’ensemble X est représenté
par |X|. L’ensemble des applications 4 de X dans Y est noté Y X plutôt que HomEns(X,Y ). Les
lettres f , g et h désignent des applications (ensemblistes) quelconques. Si Y ⊆ X, et f : X → Z,
on note f|Y : Y → Z la restriction de f à Y .
Étant donné deux ensembles X et Y , X \ Y est l’ensemble {x ∈ X : x 6∈ Y }. Cependant
lorsque X désigne un monoïde, un groupe ou un anneau (objets respectifs des catégories Mon ,
Grp et Ann , voir numéros 2.3 et 2.4), alors X∗ est l’ensemble X privé de son identité (additive
lorsqu’il s’agit d’un anneau). Malgré l’ambiguïté qui en résulte, si X est un ensemble, alors X∗
représente le monoïde libre sur X (l’étoile sera également utilisée pour noter le dual algébrique
d’un module ou l’opération étoile des séries sans terme constant).
1. Il est donc inutile de le nommer.
2. With a vengeance.
3. On utilise également une famille (Ai)i∈I d’objets d’une certaine catégorie.
4. On se conforme à la plupart des écrits modernes en confondant, plus par paresse que par philosophie et par
un abus de langage critiquable, les termes « application » et « fonction ». Si besoin est, on précise le caractère
partiel d’une fonction.
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Nom de la catégorie Description Numéro
Ab Groupes abéliens 2.4
et homomorphismes de groupes
Ann Anneaux commutatifs avec unité 2.4
et homomorphismes (unitaires) d’anneaux
AnnTop Anneaux topologiques 2.4
et homomorphismes continus
R-Alg R-algèbres associatives unitaires 2.4
et homomorphismes (unitaires) d’algèbres
R-AlgTop R-algèbres topologiques 2.6
et homomorphismes continus
Ens Ensembles 2.2
et applications (ensemblistes)
Grp Groupes 2.3
et homomorphismes de groupes
GrpTop Groupes topologiques 2.6
et homomorphismes continus
A-Mod A-modules (à gauche) 2.4
et homomorphismes de A-modules
A-ModTop A-modules (à gauche) topologiques 2.6
et homomorphismes continus
Mon Monoïdes 2.3
et homomorphismes de monoïdes
MonTop Monoïdes topologiques 2.6
et homomorphismes continus
SemGrp Semi-groupes 2.3
et homomorphismes de semi-groupes
K-Vect K-espaces vectoriels 2.4
et applications K-linéaires
K-VectTop K-espaces vectoriels topologiques 2.4
et applications K-linéaires et continues
Figure 2.1 – Noms des catégories
2.3 Semi-groupes, monoïdes et groupes
Le lecteur – même si on doute qu’il en éprouve le besoin – pourra se référer à Bourbaki
(2007a) pour les déﬁnitions de base concernant ce numéro et le numéro 2.4. Les lettres G et H
représentent des groupes (objets de la catégorie Grp). Les lettres M , N , respectivement, S, T ,
désignent des monoïdes (objets de Mon), respectivement, des semi-groupes (objets de SemGrp)
quelconques ; évidemment il y a des foncteurs d’oublis Grp → Mon → SemGrp → Ens . Si M
est un monoïde non nécessairement commutatif, alors sa loi est notée multiplicativement (ou
simplement par juxtaposition) et son identité est 1M (l’indice pourra être absent) ; en particulier
l’identité (multiplicative) d’un anneau R (ou d’une algèbre A) unitaire est 1R (ou 1A). Si la
lettre « M » désigne un monoïde commutatif, alors la loi de ce dernier est notée additivement,
et son identité est 0M , cependant si S est un semi-groupe avec zéro (voir Cliﬀord et Preston
(1961)), alors 0S désigne son zéro 5 (et la loi du semi-groupe, même commutative, est notée
5. Ici aussi l’indice pourra être omis.
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multiplicativement de sorte que si S dispose d’une identité, c’est-à-dire que S est un monoïde,
alors elle est notée 1S) ; ceci est compatible avec la notation usuelle 0R (ou 0A) pour désigner le
zéro d’un anneau R (ou d’une algèbre A).
Le semi-groupe libre sur X est X+. Le monoïde (respectivement, commutatif) libre sur X
est noté X∗ (respectivement, N(X), cf. 2.4).
2.4 Anneaux, algèbres et modules
La lettre majuscule R désigne un anneau commutatif avec unité. À ce propos, le terme
« anneau » désigne toujours, sauf mention explicite, un « anneau commutatif avec unité ».
Étant donné un anneau R, une R-algèbre, notée A ou B, est considérée comme associative avec
unité 6 (mais non nécessairement commutative) ; un anneau est évidemment une Z-algèbre. Les
modules, M , N , sur une algèbre A (ou A-modules) sont tous des modules à gauche unitaires
(dans la suite le qualiﬁcatif « unitaire » peut être omis). Les homomorphismes entre A-modules
sont également appelés « applications A-linéaires » (ou, plus simplement, « linéaires »). La
catégorie R-Alg des R-algèbres est celle des monoïdes internes 7 à la catégorie monoïdale R-Mod ,
la catégorie des R-modules (avec le produit tensoriel sur R) ; en particulier la catégorie des
anneaux Ann est la catégorie des monoïdes internes à Ab (groupes abéliens) avec le produit
tensoriel sur Z (notons en passant que Ab est une sous-catégorie pleine de Grp, et que le foncteur
d’inclusion admet un adjoint à gauche, à savoir, le foncteur d’abélianisation). La lettre majuscule
K désigne un corps commutatif (de caractéristique comme de cardinal quelconque). Les lettres
V et W sont employées pour dénoter un K-espace vectoriel, objet de la catégorie K-Vect .
Soient M un monoïde, et X un ensemble. Le support d’une application f : X → M est
l’ensemble des éléments x ∈ X pour lesquels l’image par f est distincte de l’identité de M ; il
est désigné par Supp(f). L’ensemble des applications de MX dont le support est un ensemble
ﬁni est noté M (X) et appelé l’ensemble des applications à support ﬁni de X dans M . Supposons
maintenant que R soit un anneau et A une R-algèbre. À l’évidence A(X) (où le support se réfère
ici au groupe additif sous-jacent à A) est un sous A-module de AX . Si x ∈ X, alors δx est la masse
ponctuelle 8 en x. Plus généralement, étant donné Y ⊆ X, on note δY la fonction caractéristique
de Y . Le symbole de Kronecker est noté par δx,x′ (pour x, x′ ∈ X).
Supposons que A soit une R-algèbre et queM désigne un A-module libre. Soit B une base de
M sur A. Un élément générique v de M s’écrit de façon unique sous la forme d’une combinaison
linéaire (ﬁnie) v =
∑
e∈B
〈v | e〉Be (somme avec un nombre ﬁni de termes non nuls) de sorte que
la notation « 〈v | e〉 », dite de « Dirac-Schützenberger », désigne le coeﬃcient de v suivant
l’élément e de la base B ; en d’autres termes, l’application v 7→ 〈v | e〉B est la projection, que l’on
notera également πe ou plus simplement v 7→ 〈v | e〉, de M sur A suivant e. (Remarquons que
pour des raisons de clarté, au chapitre 8, nous utiliserons la notation 〈v, ei〉 plutôt que 〈v | ei〉.)
On remarque que l’on dispose des isomorphismes M ∼=A-Mod A(B) ∼=A-Mod
⊕
e∈B
Ae, où Ae est le
A-module monogène engendré par e. Le A-module libre A(X) des fonctions à support ﬁni admet
{ δx : x ∈ X } comme base canonique.
Étant donné une famille (Mi)i∈I de A-modules, on désigne par
∏
i∈I
Mi le produit de cette
6. Excepté, bien évidemment, s’il s’agit d’une algèbre de Lie auquel cas l’expression « de Lie » sera systéma-
tiquement employée.
7. De même, la catégorie Mon est celle des monoïdes internes à Ens avec le produit cartésien comme bifoncteur
monoïdal.
8. Indiﬀéremment appelée masse de Dirac en x ou fonction caractéristique ou indicatrice de {x}.
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famille, avec les projections canoniques πi : (vi)i∈I 7→ vi. Le coproduit
⊕
i∈I
Mi est un sous A-
module du produit. Lorsque Mi = A pour tout i ∈ I, et I = X, alors AX ∼=A-Mod
∏
x∈X
A, et
A(X) ∼=A-Mod
⊕
x∈X
A (où A est traité comme un A-module à gauche).
2.5 Brefs rappels de topologie
Ce numéro concerne la notion de topologie initiale, centrale à bien des égards dans nos
travaux, que l’on emploie à plusieurs reprises dans ce texte. Les références citées à la ﬁn de ce
numéro permettent au lecteur de s’instruire davantage.
Tout d’abord, aﬁn d’alléger les notations, on se permet de confondre un espace topologique
avec son ensemble sous-jacent tirant ainsi proﬁt, de façon implicite, du foncteur d’oubli de
la catégorie des espaces topologiques sur celle des ensembles. Évidemment par nécessité de
précision, on notera parfois (mais très peu) (E, τ) un espace topologique (E désigne l’ensemble
sous-jacent et τ sa topologie, généralement donnée sous la forme de l’ensemble des ouverts). Les
termes « voisinage » et « voisinage ouvert » possèdent leur signiﬁcation habituelle en topologie.
Soit X un ensemble et F une famille d’applications f : X → Ef , où chaque Ef est un espace
topologique. La topologie initiale induite par F sur X est la topologie la moins ﬁne rendant
continue chaque application f . Cette topologie est Hausdorﬀ si, et seulement si, chaque Ef est
séparé, et F sépare les points de X (c’est-à-dire que que quels que soient x, y ∈ X, x 6= y, il
existe f ∈ F tel que f(x) 6= f(y)). Une base locale de voisinages (ouverts) de x ∈ X est donnée
par les ensembles de la forme
⋂
f∈F
f−1(Uf ) où F ⊆ F est un ensemble ﬁni, et Uf est un ouvert de
Ef tel que f(x) ∈ Uf . Cette topologie est caractérisée par un problème universel : étant donné
un espace topologique F , et une application ensembliste g : F → X, celle-ci est continue si, et
seulement si, quel que soit f ∈ F , f ◦ g : F → Ef est continue.
Considérons maintenant le cas où l’ensemble X est de la forme EX avec E un espace to-
pologique. La topologie produit (ou topologie de la convergence simple ou, en anglais, function
topology) sur EX est la topologie initiale induite par les projections canoniques πx : f 7→ f(x),
x ∈ X. Cette topologie est séparée dès lors que E est Hausdorﬀ. Une base locale de f ∈ EX
est donnée par
⋂
x∈F
π−1x (Ux) où F ⊆ X est un ensemble ﬁni, et Ux est un ouvert de E tel que
f(x) ∈ Ux. Elle est caractérisée par la propriété universelle suivante. Soient F un espace topolo-
gique, et f : F → EX une application ensembliste. Elle est continue, si, et seulement si, quel que
soit x ∈ X, l’application πx ◦ f : F → E est continue. Notons que la topologie initiale donnée
par les projections peut être déﬁnie sur A(X) (où A est une algèbre) bien qu’il ne s’agisse pas à
strictement parler de la topologie produit (on l’appelera néanmoins ainsi par abus de langage ;
l’application πx pour x ∈ X devrait en toute rigueur être appelée forme coordonnée d’indice x,
et l’ensemble de ces formes constitue un système libre – qui est évidemment une base quand X
est ﬁni – du A-module AX). Dans la suite du texte, l’expression « E discret » signiﬁe que E est
un espace topologique pour la topologie discrète.
D’autres rappels relatifs à des concepts topologiques sont eﬀectués au numéro 2.7. La litté-
rature classique sur ce sujet est riche et très intéressante. Voici une petite liste qui ne prétend
évidemment pas à l’exhaustivité. En langue française, on peut citer Tisseron (1985); Bourbaki
(2007d). Pour l’anglais, on dispose de Kowalsky (1964); Kelley (1975); Steen et Seebach (1995);
Munkres (2000). En ce qui concerne la langue de Goethe, Alexandroﬀ et Hopf (1935) a longtemps
fait autorité.
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2.6 Anneaux, algèbres et modules topologiques
Le lecteur peut se référer aux ouvrages suivants Warner (1989, 1993); Bourbaki (2007d) pour
obtenir plus de détails concernant les brèves déﬁnitions que l’on rappelle ici.
Soit un groupe G (respectivement, un monoïde M) qui est également un espace topologique.
On rappelle qu’il s’agit d’un groupe topologique (respectivement, un monoïde topologique) dès
que les opérations de groupes – la loi du groupe et l’application d’inversion – sont continues
(respectivement, la loi du monoïde est continue) ; pour la continuité de la loi du groupe (res-
pectivement, du monoïde) on suppose que G × G (respectivement, M ×M) est équipé de la
topologie produit. Un anneau R est un anneau topologique pour peu qu’il dispose d’une topo-
logie pour laquelle son groupe additif et son monoïde (à zéro) multiplicatif sous-jacents sont
respectivement, un groupe et un monoïde topologiques. Un corps K qui est également un an-
neau topologique est un corps topologique quand l’application x 7→ x−1 est continue sur K∗ (ce
dernier étant muni de la topologie de sous-espace). Étant donné un anneau topologique R (res-
pectivement, un corps topologique K), un R-module (respectivement, un K-espace vectoriel) M
est un R-module (respectivement, un K-espace vectoriel) topologique s’il est équipé d’une topo-
logie qui rend continues les applications de modules x 7→ −x, (x, y) 7→ x+ y, (λ, x) 7→ λx (pour
l’addition + et la multiplication externe, on suppose que M ×M et R×M ou K×M possèdent
les topologies produits, et la lettre grecque « λ » désigne un élément quelconque de l’anneau, ou
du corps, de base). Une algèbre A sur un anneau topologique R est une R-algèbre topologique
si, et seulement si, elle est à la fois un anneau topologique et un R-module topologique. Dans
la suite du texte, on note CTop, pour C ∈ {Grp,Mon ,Ann , R-Alg , A-Mod ,K-Vect }, les catégories
de structures algébrico-topologiques introduites. Leurs ﬂèches, des applications continues, sont
également des homomorphismes pour les structures algébriques sous-jacentes.
Si R désigne un anneau, on notera parfois (quoique assez rarement) Rd pour signaler qu’il
s’agit de l’anneau topologique R avec la topologie discrète. On en déduit au passage que C peut
être vu comme une sous-catégorie pleine de CTop, et que le foncteur d’oubli admet un adjoint à
gauche (respectivement, à droite), à savoir, le foncteur qui équipe une structure de la topologie
discrète (respectivement, grossière).
Notons que si on considère une topologie initiale (en particulier la topologie produit) par
rapport à une famille de ﬂèches de la catégorie C à valeurs dans des objets de la catégorie CTop,
alors on obtient un objet de cette dernière catégorie.
La formule « X Hausdorﬀ » ou « X séparé » (où X parcourt la liste « semi-groupe, mo-
noïde, groupe, anneau, corps, algèbre, module, espace vectoriel », avec ou sans les qualiﬁcatifs
« abélien » ou « commutatif ») signiﬁe « X topologique et séparé ».
2.7 Sommabilité
On opère ici une incise aﬁn de rappeler des notions de base (voir Warner (1989, 1993))
relatives au concept de sommabilité que l’on retrouve plusieurs fois dans le texte.
Définition 2.1. Soit G un groupe abélien Hausdorﬀ, et (gi)i∈I une famille d’éléments de G. Un
élément g ∈ G est la somme de la famille sommable (gi)i∈I si, et seulement si, pour tout voisinage
V de g dans G il existe un sous-ensemble ﬁni JV ⊆ I pour lequel
∑
j∈JV
gj ∈ V .
La somme g de la famille sommable (gi)i∈I est habituellement notée
∑
i∈I
gi.
Remarque 2.2. La notion de famille localement ﬁnie (cf. Berstel et Reutenauer (1988, 2011);
Lothaire (1997) et voir le numéro 2.8) dans le cadre des séries formelles (sur un anneau discret)
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correspond à la notion de sommabilité de la déﬁnition 2.1 lorsque l’espace des séries formelles est
muni de la topologie produit où l’anneau de base possède la topologie discrète. Pour rappel, dire
qu’une famille (gi)i∈I est localement ﬁnie signiﬁe que quel que soit l’élément g du groupe, il n’existe
qu’un nombre ﬁni d’indices i pour lesquels gi = g.
On donne maintenant des résultats sans démonstration (que l’on peut retrouver dans les
références Warner (1989, 1993)) et qui seront, la plupart du temps, utilisés de façon implicite.
Proposition 2.3. Si (gi)i∈I est une famille sommable d’un groupe abélien Hausdorﬀ ayant g
pour somme, alors quelle que soit la permutation σ de I, g est également la somme de la famille
sommable (gσ(i))i∈I .
Proposition 2.4. Si (gi)i∈I est une famille sommable d’un groupe abélien séparé, alors pour
tout voisinage V de zéro, gi ∈ V pour tout i ∈ I sauf un nombre ﬁni.
Proposition 2.5. Soit G le produit cartésien d’une famille (Gℓ)ℓ∈L de groupes commutatifs
Hausdorﬀ (G possède la topologie produit). Alors, g est la somme de la famille (gi)i∈I d’éléments
de G si, et seulement si, πℓ(g) est la somme de (πℓ(xi))i∈I pour chaque ℓ ∈ L (on rappelle ici
que πℓ est la projection canonique de G sur sa composante Gℓ).
Proposition 2.6. Si φ est un homomorphisme continu d’un groupe abélien séparé G1 dans un
groupe abélien séparé G2, et si (gi)i∈I est une famille sommable d’éléments de G1, alors (φ(gi))i∈I
est sommable dans G2, et
∑
i∈I
φ(gi) = φ
(∑
i∈I
gi
)
.
En guise d’exemple, on peut citer le lemme suivant (il s’agit du lemme 5.9 démontré au
chapitre 5) :
Lemme 2.7. Supposons que R soit un anneau topologique Hausdorﬀ, que X soit un ensemble, et
que RX dispose de la topologie produit. Pour tout f ∈ RX , la famille (f(x)δx)x∈X est sommable
de somme f .
Ce lemme justiﬁe l’écriture sommatoire 9 f =
∑
x∈X
f(x)δx des applications, et il sera utilisé
librement bien avant sa démonstration au chapitre 5.
2.8 Polynômes et séries formelles
Soient R un anneau (commutatif et unifère) que l’on suppose discret, et X un ensemble. Le
R-module libre 10 R(X
∗) est naturellement muni d’une structure de R-algèbre, notée R〈X〉, qui
n’est autre que l’algèbre tensorielle T(R(X)) de R(X) sur R, et appelée algèbre des polynômes
non commutatifs sur l’alphabet X. Il s’agit de l’algèbre du monoïde libre X∗ sur R. Plus gé-
néralement, si S ∈ O(SemGrp), alors R[S] désigne l’algèbre du semi-groupe S sur R (cf. Gilmer
(1984); Okniński (1991)) qui s’identiﬁe à R(S), de sorte que l’on a R[X∗] = R〈X〉. L’algèbre
symétrique S(R(X)) s’identiﬁe quant à elle à l’abélianisé R[X] de R〈X〉 ; c’est donc l’algèbre
des polynômes commutatifs sur l’alphabet X (attention, la notation R[X] est ambiguë compte
tenu de la notion d’algèbre d’un semi-groupe), mais également l’algèbre du monoïde commutatif
libre N(X) (c’est-à-dire R[X] = R(N
(X)) = R[N(X)]). Si on considère pour R〈X〉 la topologie
initiale par rapport aux projections πx : f 7→ f(x) (pour R discret), alors le complété, pour cette
topologie, de R〈X〉 est l’algèbre R〈〈X〉〉 des séries formelles à variables non commutatives dans
9. Ce type d’écritures constitue en somme le cœur des travaux présentés dans ce texte.
10. Rappel : X∗ est le monoïde libre sur X.
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X, qui, en tant qu’ensemble, s’identiﬁe à RX
∗
. Son abélianisé R[[X]], également obtenu comme
complété pour la topologie initiale par rapport aux projections de R[X], est l’algèbre des sé-
ries formelles à variables commutatives (ou, simplement, séries formelles commutatives) dans X
(voir Schützenberger (1959–1960); Fliess (1971); Stanley (1999, 2007); Benhissi (2003), ainsi que
les ouvrages Berstel et Reutenauer (1988, 2011) dans le cas où l’alphabet X est ﬁni et R est un
semi-anneau, Eilenberg (1974); Wilf (2006) pour les séries formelles en une variable et Lothaire
(1997), Bourbaki (2007a,b) pour les séries formelles à variables commutatives, et Cohn (1995)
pour les séries formelles gauches), qui s’identiﬁe à RN
(X)
. Ces topologies initiales sont les topolo-
gies produits pour R〈〈X〉〉 et R[[X]]. Lorsque X est ﬁni, la topologie initiale est identique à une
topologie (métrisable) induite par une valuation (donnée par la longueur d’un mot ou le degré
total d’un monôme). Plus généralement, étant donné un semi-groupe S vériﬁant la condition
(D) de Bourbaki (2007a) (les semi-groupe et monoïde – commutatif ou non – libres vériﬁent à
l’évidence cette condition), à savoir que quel que soit x ∈ S, l’ensemble { (y, z) ∈ S×S : x = yz }
est ﬁni, alors on peut considérer l’algèbre large de S sur R, que l’on note R[[S]], dont le R-
module sous-jacent est RS . Il s’agit de la complétion de R[S] pour la topologie produit (toujours
avec R discret). On a donc R[[X∗]] = R〈〈X〉〉, et R[[N(X)]] = R[[X]] (attention aux notations
confusantes). Les algèbres R[[S]], R〈〈X〉〉 et R[[X]] sont des R-algèbres topologiques Hausdorﬀ
(et complètes) pour les topologies produits. Suivant Berstel et Reutenauer (1988, 2011); Lothaire
(1997), une famille (Si)i∈I de séries formelles de R〈〈X〉〉 (respectivement, de R[[X]]) est dite lo-
calement ﬁnie si, et seulement si, quel que soit w ∈ X∗ (respectivement, w ∈ N(X)), l’application
i ∈ I 7→ Si(w) ∈ R est à support ﬁni. Il est aisé de vériﬁer que la famille (Si)i est alors sommable
(pour la topologie produit), et sa somme est la série w 7→
∑
i∈I
Si(w) (somme avec un nombre ﬁni
de termes non nuls), notée, comme d’habitude,
∑
i∈I
Si. Il est clair que si S est une série (respec-
tivement, commutative), alors la famille (S(w)δw)w∈X∗ (respectivement, (S(w)δw)w∈N(X)) est
localement ﬁnie, et sa somme n’est autre que S. Cela justiﬁe l’écriture usuelle des séries for-
melles S =
∑
x∈L(X)
S(w)w (où L(X) ∈ {N(X), X∗ } selon que S est commutative ou non) où w
et δw sont identiﬁés. Dans la suite, pour S une série formelle (commutative ou non) la notation
〈S | w〉 est employée plutôt que S(w), étendant ainsi l’écriture de Dirac-Schützenberger (comme
dans Berstel et Reutenauer (1988)), 〈· | ·〉, vue au numéro 2.4 du coeﬃcient par rapport à un
élément d’une base. On écrit donc S =
∑
w∈L(X)
〈S | w〉w (avec L(X) ∈ {N(X), X∗ } selon que S
est commutative ou non). Lorsque X est un ensemble ﬁni { x1, · · · , xn }, on note R{x1, · · · , xn}
et R{{x1, · · · , xn}} où l’on remplace « { » par « [ » ou par « 〈 » (respectivement, « } » par « ] »
ou « 〉 »).
Plus généralement, supposons que M soit un R-module, et soit x une variable formelle.
L’ensemble des applications du monoïde libre { xn : n ∈ N } à valeurs dans M , isomorphe à
MN ∼=R-Mod
∏
n∈N
Mxn, est un R-module, dénoté M [[x]]. Il est clairement isomorphe au complété
du R-module M [x] ∼=R-Mod M (N) ∼=R-Mod
⊕
n∈N
Mxn pour la topologie produit (avec M , et R,
discrets). En tant qu’applications, les éléments de M [x] s’écrivent de façon unique sous la forme
d’une somme (d’un nombre ﬁni de termes non nuls) p =
∑
n∈N
〈p | xn〉︸ ︷︷ ︸
∈M
xn (où 〈p | xn〉 = p(n) ∈M).
On note deg(p) le degré d’un élément de M [x]. À l’évidence, un élément f ∈M [[x]] s’écrit alors
sous la forme de la somme f =
∑
n∈N
〈f | xn〉xn (toujours avec 〈f | xn〉 = f(n) ∈ M) de la
famille sommable (f(n)xn)n∈N (une combinaison linéaire inﬁnie). De telles identiﬁcations seront
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notamment eﬀectuées au chapitre 5. Les lois de module sont données par λ
∑
n∈N
〈f | xn〉xn =∑
n∈N
λ〈f | xn〉xn et
∑
n∈N
〈f | xn〉xn︸ ︷︷ ︸
=n7→f(n)
+
∑
n∈N
〈g | xn〉xn︸ ︷︷ ︸
=n7→g(n)
=
∑
n∈N
(〈f | xn〉+ 〈g | xn〉) xn =
∑
n∈N
〈f + g |
xn〉xn. Maintenant si on considère le R-module R(Y ) et X un ensemble quelconque. Un élément
f de (R(Y ))X s’écrit également comme la somme d’une série sommable
∑
x∈X
〈f | δx〉δx où 〈f |
δx〉 ∈ R(Y ), et où l’on adapte la déﬁnition de δx comme suit : δx(x′) est l’application nulle de
R(Y ) dès que x 6= x′, sinon c’est l’application constante de R(Y ) égale à 1R (élément neutre de
la R-algèbre R(Y ) pour le produit ponctuel, dit de Hadamard). Cette notation sera utilisée au
chapitre 4.
Les lettres P et Q désignent des polynômes (commutatifs ou non) et, plus généralement,
des combinaisons linéaires (ﬁnies), S et T sont des séries (commutatives ou non) ainsi que des
« combinaisons linéaires » inﬁnies, et f , g, h représentent un polynôme ou une série lorsque l’on a
en tête l’application sous-jacente. La lettre p pourra être employée pour désigner une application
à support ﬁni (et donc un « polynôme »). Le fait que P et S désignent respectivement un élément
de M [x] et de M [[x]] pourra être marqué par des écritures pratiques de la forme P (x) et S(x).
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Chapitre 3
Autour des algèbres de Fréchet :
sous-groupes à un paramètre
Bien entendu le signe de sommation qui ﬁgure dans
cette notation ne correspond à aucune opération
algébrique, puisqu’il porte en général sur une infinité
de termes 6= 0.
Nicolas Bourbaki, Algèbre - Chapitres 1 à 3
L’analyse ne change rien au réel.
Jacques Lacan, Écrits
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3.1 Introduction
Ce chapitre a pour principal but d’établir certains résultats fondamentaux nécessaires aux
chapitres 4 et 7, notamment l’existence d’une application exponentielle dans une algèbre de
Fréchet (proposition 3.18), l’existence et l’unicité d’un sous-groupe à un paramètre réel tracé
dans les inversibles d’une algèbre de Fréchet (lemme 3.39), ainsi que les points (2) et (5) de
l’exemple 3.4 (et la remarque 3.41) qui révèlent les structures d’algèbres de Fréchet de l’algèbre
des séries formelles (à coeﬃcients complexes ou réels) et de celle des matrices triangulaires
inﬁnies.
Un espace de Fréchet est un espace vectoriel (complexe ou réel) localement convexe et (séparé)
complet dont la topologie est donnée par une famille (au plus dénombrable) de semi-normes.
Une algèbre de Fréchet est une algèbre qui est également un espace de Fréchet, et pour laquelle
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les semi-normes (qui déﬁnissent sa topologie) sont sous-multiplicatives. Ces espaces et algèbres
sont assez similaires aux espaces et algèbres de Banach ; d’ailleurs ils peuvent être vus comme
limites projectives de telles structures (voir le numéro 3.4.5), et un espace (respectivement,
une algèbre) de Banach est de Fréchet. Ils autorisent notamment certains grands théorèmes
classiques de l’analyse fonctionnelle (théorèmes de l’application ouverte, du graphe fermé ou de
Hahn-Banach). Comme pour les structures banachiques, on peut déﬁnir un calcul diﬀérentiel et
intégral (élémentaire) des fonctions numériques (réelles ou complexes) à valeurs dans un espace
de Fréchet à partir duquel on exprime des notions d’analycité ou de classes de fonctions lisses.
De même les structures fréchétiques autorisent un calcul analytique basé sur le spectre des
opérateurs. Ces outils sont employés aﬁn de prouver l’existence de l’application exponentielle
dans une algèbre de Fréchet, d’en énoncer les propriétés rudimentaires, mais également d’étudier
les sous-groupes à un paramètre à valeurs dans le groupe des unités d’une algèbre de Fréchet.
Ces notions seront essentiellement spécialisées au cas particulier de l’algèbre de Fréchet des
matrices triangulaires inférieures inﬁnies (voir le numéro 4.4 du chapitre 4), lesquelles sont
fondamentales dans la résolution du problème de l’ordre normal bosonique (voir le numéro 7.3
du chapitre 7) en physique combinatoire, et pour donner un sens rigoureux aux opérateurs
d’évolution de certains systèmes de particules (quantiques) de la seconde quantiﬁcation.
Évidemment, lorsque les matrices triangulaires inférieures sont à diagonale (principale) nulle,
l’algèbre seule permet de traiter la convergence de séries en ces matrices (par nilpotence locale).
Néanmoins les outils d’analyse (en termes d’espaces et d’algèbres de Fréchet) développés dans
ce chapitre sont absolument nécessaires – dans la suite du manuscrit – dès lors que se pose le
cas des matrices triangulaires inférieures à diagonale non nulle.
Organisation du chapitre
Ce chapitre est articulé comme suit : les numéros 3.2 et 3.3 contiennent les rappels nécessaires
et élémentaires concernant la théorie des espaces et algèbres fréchétiques (ces numéros ne pré-
tendent pas à l’exhaustivité et jettent simplement les bases fondamentales). Dans le numéro 3.4
est introduit le calcul diﬀérentiel et intégral (au sens des sommes de Riemann), voir 3.4.1, puis
les séries entières dans les espaces de Fréchet (voir 3.4.2), et enﬁn les déﬁnitions et propriétés
élémentaires de l’exponentielle et du logarithme dans les algèbres de Fréchet (cf. 3.4.3) à partir
desquelles on démontre l’existence et l’unicité des solutions d’un certain problème de Cauchy
(voir 3.4.4). Dans ce même numéro 3.4, on utilise la caractérisation des espaces (et algèbres) de
Fréchet comme limites projectives d’espaces (et algèbres) de Banach (voir 3.4.5) aﬁn d’étudier
les sous-groupes à un paramètre (voir 3.4.7). On y mentionne également un calcul fonctionnel
analytique (le numéro 3.4.6).
3.2 Rappels sur les espaces de Fréchet
Pour l’intégralité de ce chapitre on suppose que K ∈ {R,C } est muni de sa topologie (métrique)
usuelle. La plupart des résultats succinctement rappelés dans ce numéro se trouvent détaillés
dans les références classiques Horváth (1966); Trèves (1967); Hamilton (1982); Schaefer et Wolﬀ
(1999); Rudin (2000); Bourbaki (2006).
Soit V un K-espace vectoriel. Une semi-norme est une application p : V → R+ vériﬁant les
axiomes suivants : pour tous x, y ∈ V et λ ∈ K,
1. p(x+ y) ≤ p(x) + p(y) (sous-additivité).
2. p(λx) = |λ|p(x) (homogénéité).
Si V est un espace vectoriel avec une semi-norme p, et si l’on note ker p = {x ∈ V : p(x) = 0 } le
noyau de la semi-norme p, alors V/ ker p devient un espace normé pour la norme ‖x+ ker p‖ =
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p(x).
Une famille P de semi-normes de V est dite séparante si, et seulement si, pour chaque x ∈ V ,
p(x) = 0 quel que soit p ∈ P, implique x = 0. La donnée d’un espace vectoriel V et d’une famille
séparante de semi-normes déﬁnit une structure d’espace vectoriel localement convexe séparé dont
une base locale de voisinages de zéro est donnée par
Up(ǫ) = {x ∈ V : p(x) < ǫ }
pour chaque p ∈ P, et chaque ǫ > 0. On montre que tout espace vectoriel localement convexe
(séparé) s’obtient de cette façon. Un espace de Fréchet E est un espace vectoriel topologique
localement convexe métrisable (donc séparé) et complet. Sa topologie peut être déﬁnie par une
famille (séparante) dénombrable de semi-normes. Cette famille se note usuellement P = (pk)k∈N.
Exemple 3.1.
1. Un espace de Banach ou de Hilbert est donc de Fréchet.
2. L’ensemble C∞([a, b],K) est un espace de Fréchet avec pk(f) =
k∑
i=0
sup
x∈[a,b]
|f (i)(x)|.
3. L’ensemble C0(R) est un espace de Fréchet avec pk(f) = sup{ |f(x)| : − k ≤ x ≤ k }.
Sur un espace de Fréchet, on dispose du critère de convergence suivant : une suite (xn)n∈N
de E converge vers x si, et seulement si, quel que soit k ∈ N,
lim
n→∞ pk(xn − x) = 0 .
Lemme 3.2. Soit (E,P) un espace de Fréchet. Toute série, de terme général xn ∈ E, absolument
convergente (i.e. pour laquelle pour chaque entier naturel k, la série réelle positive de terme
général pk(xn) converge dans R) converge dans E.
Démonstration. Cela provient de l’inégalité :
p(xn+1 + · · ·+ xn+k) ≤ p(xn+1) + · · ·+ p(xn+k) (p ∈ P) .
Dans un espace de Fréchet E, on peut toujours choisir la famille de semi-normes (pk)k∈N
telle que quel que soit x ∈ E, pk(x) ≤ pk+1(x) pour tout k ∈ N (ainsi si k ≤ ℓ, alors pour
tout x, pk(x) ≤ pℓ(x), ce que l’on note volontiers pk ≤ pℓ) ; on dit que la famille de semi-
normes est croissante. Cela conduit à une déﬁnition équivalente de ces espaces comme limite
projective d’espace de Banach (voir le numéro 3.4.5). En particulier, si E est (isomorphe) au
produit direct d’une famille (au plus) dénombrable d’espaces de Banach, alors c’est un espace de
Fréchet (lorsqu’il se trouve équipé de la topologie produit). En particulier KX est un espace de
Fréchet lorsque X est au plus dénombrable (si X est de cardinal transﬁni strictement plus grand
que ℵ0, alors avec la topologie produit, KX est un espace vectoriel séparé, localement convexe
et complet).
3.3 Rappels sur les algèbres de Fréchet
Le lecteur trouvera toutes les informations concernant les algèbres de Fréchet dans les ré-
férences suivantes Arens (1947); Michael (1952); Waelbroeck (1971); Mallios (1986); Goldmann
(1990); Helemskii (1993); Fragoulopoulou (2005). D’autres rappels concernant les espaces et
algèbres de Fréchet seront eﬀectués au numéro 3.4.5.
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Une algèbre de Fréchet A est une K-algèbre topologique (les lois d’algèbres sont donc conti-
nues) dont l’espace vectoriel topologique sous-jacent se trouve être un espace de Fréchet, et
telle que sa topologie peut être donnée par une famille P = (pk)k∈N de semi-normes sous-
multiplicatives, i.e. telles que pk(xy) ≤ pk(x)pk(y) quels que soient k ∈ N, x, y ∈ A (notons que
l’on peut toujours se ramener au cas où pk(1A) = 1, quel que soit k ∈ N, lorsque A est unitaire).
Remarque 3.3. Il n’est pas suﬃsant que l’espace vectoriel topologique sous-jacent à une algèbre
topologique soit un espace de Fréchet pour que l’algèbre soit elle-même de Fréchet (cf. Porcelli (1966);
Husain et Watson (1980); Husain (1983); Fragoulopoulou (2005) ainsi que Arens (1946a)), autre-
ment dit, il n’est pas toujours possible de construire une famille de semi-normes sous-multiplicatives
déﬁnissant la même topologie.
Comme pour les espaces de Fréchet, on peut toujours choisir une famille de semi-normes
sous-multiplicatives croissante aﬁn de déﬁnir la topologie d’une algèbre de Fréchet.
Exemple 3.4.
1. Une algèbre de Banach (unitaire) est une algèbre de Fréchet.
2. Soit x une variable formelle. Alors K[[x]] est une algèbre de Fréchet avec la famille de
semi-normes pk(S) =
k−1∑
n=0
|〈S | xn〉|, k ∈ N, pour S ∈ K[[x]]. Il s’agit de la topologie produit
sur K[[x]] (voir également Allan (1972)).
3. Une autre façon d’obtenir le résultat du point (2) est de considérer K[[x]] comme la limite
projective des algèbres de Banach 1 de dimension ﬁnie K[[x]]/(xk) (k > 0) où (x) dénote
l’unique idéal maximal xK[[x]] des séries sans terme constant. On remarque au passage que
pour chaque k > 0 l’algèbre K[[x]]/(xk) s’identiﬁe à une sous-algèbre de l’algèbre glk(K)
des matrices carrées de taille k via sa représentation régulière dans glk(K) (en particulier,
toute série est vue comme un endomorphisme sur K[[x]] agissant par multiplication). Plus
précisément, si P ∈ K[[x]]/(xk), alors on le représente ﬁdèlement par une matrice triangu-
laire inférieure (voir Henrici (1974) pour une idée similaire que l’on reprend au chapitre 4)
dont les éléments matriciels sont 〈P | xi−j〉 pour 0 ≤ j ≤ i ≤ k− 1 (évidemment P s’iden-
tiﬁe au polynôme de degré au plus k− 1,
k−1∑
i=0
〈P | xi〉xi). C’est une algèbre de Banach pour
la norme spectrale induite par celle usuelle de glk(K). Clairement, les éléments diagonaux
sont tous égaux au coeﬃcient constant 〈P | 1〉 de P .
4. Plus généralement, soit X un alphabet ﬁni, et posons pour tout entier k > 0, Mk = {S ∈
A : 〈S | w〉 = 0, pour tout |ω| ≥ k }, où A ∈ {K〈〈X〉〉,K[[X]] }. Évidemment (puisque X
est ﬁni), A est la limite projective des A/Mk, k > 0. L’algèbre de polynômes (commutatifs
ou non) A/Mk tronqués à la longueur k est une algèbre de Banach (de dimension ﬁnie) de
sorte que A devient une algèbre de Fréchet.
5. Soit R un anneau. Considérons la R-algèbre d’incidence I(N, R) de l’ensemble ordonné N
des entiers naturels, i.e., I(N, R) = { f : N2 → R : f(i, j) = 0R si i > j } (voir Berge (1971);
Rota (1975); Spiegel et O’Donnell (1997)). Il s’agit ni plus ni moins de l’algèbre contractée
large du semi-groupe à zéro (cf. chapitre 6) des intervalles d’entiers 2. Cette algèbre est
1. Voir le numéro 3.4.5 pour la caractérisation d’une algèbre de Fréchet comme limite projective d’algèbres de
Banach.
2. Soit un ensemble ordonné (P,≤) quelconque. Pour x ≤ y, soit l’intervalle fermé [x, y] = { z ∈ P : x ≤ z ≤ y }.
Notons Int(P ) l’ensemble { [x, y] : x ≤ y } des intervalles fermés (comme ≤ est symétrique, on peut identiﬁer un
intervalle fermé avec ses bornes). On lui adjoint un élément 0 6∈ Int(P ) qui joue le rôle de l’intervalle vide. Pour
[x, y], [w, z] ∈ Int(P ), on pose [x, y][w, z] = [x, z] quand y = w, et 0 autrement, puis I0 = 0 = 0I quel que soit
I ∈ Int(P ) ∪ { 0 }. On obtient ainsi le semi-groupe à zéro des intervalles fermés de P .
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anti-isomorphe à l’algèbre des matrices triangulaires inférieures ti(N, R) indicées par N×N
et à coeﬃcients dans R (voir le chapitre 4) : il suﬃt d’associer à f ∈ I(N, R) la matrice
(Mf (i, j))(i,j)∈N2 dont les entrées sont données parMf (i, j) = f(j, i) (un autre façon de voir
cela est de considérer l’ordre opposé sur N, qui est également localement ﬁni Rota (1975);
Spiegel et O’Donnell (1997), que l’on note Nop, plutôt que son ordre naturel 3 ; dans ce
cas, I(Nop, R) ∼=R-Alg ti(N, R)). Clairement, ti(N, R) est la limite projective des algèbres
de matrices triangulaires inférieures ti([0 · · · k], R) de taille k + 1 indicées de 0 à k (où
[0 · · · k] désigne l’intervalle {n ∈ N : 0 ≤ n ≤ k }). La projection canonique πk : ti(N, R)→
ti([0 · · · k], R) envoie la matrice inﬁnie (M(i, j))0≤j≤i<∞ sur la matrice triangulaire ﬁnie
(M(i, j))0≤j≤i≤k ; cela consiste donc à restreindre à [0 · · · k]2 un élément f de I(Nop, R).
Prenons pour R le corps K. En tant que sous-algèbre de matrices ﬁnies ti([0 · · · k],K) est de
façon naturelle une algèbre de Banach. Il en résulte que I(N,K) est une algèbre de Fréchet
comme limite projective (dénombrable) d’algèbres de Banach (voir le numéro 3.4.5 ainsi
que Cheballah et al. (2008)).
3.4 Sur l’existence, l’unicité et l’analycité des sous-groupes à un
paramètre tracés sur une algèbre de Fréchet
3.4.1 Analycité des chemins à valeurs dans une algèbre de Fréchet
Les résultats énoncés ici peuvent se déduire relativement aisément de Hamilton (1982); Ba-
lachandran (2000). Notons même que l’existence d’un calcul analytique est démontrée dans Ba-
lachandran (2000) pour des algèbres topologiques beaucoup plus générales (appelées « algèbres
localement pseudo-convexes complètes »). Néanmoins, il semble pertinent de spécialiser ces résul-
tats génériques au cas simple qui nous intéresse aﬁn d’obtenir un calculus déﬁni avec exactitude
bien que fort limité.
Supposons que (E, (pk)k∈N) désigne un espace de Fréchet. Dans cette partie, I désigne un
intervalle ouvert de R et U un ouvert quelconque de la droite réelle ou du plan complexe (pour
leurs topologies usuelles).
Définition 3.5. Une application f : U → E est dérivable en z0 ∈ U si, et seulement si,
lim
z→0
f(z + z0)− f(z0)
z
(3.1)
existe dans E. On note alors cette limite f ′(z0). Si f ′(z0) existe pour tout z0 ∈ U , on dit que f est
un chemin (ou une courbe) dérivable sur U , et que l’application z ∈ U 7→ f ′(z) est la dérivée de f .
La dérivée f ′(z0) de f en z0 est parfois notée ddz |z=z0
f(z), et, plus généralement, ddzf = f
′.
Lemme 3.6. Si f : U → E est dérivable en z0 ∈ U , alors f est continue en z0.
Démonstration. D’après la déﬁnition de la dérivabilité, on a
lim
z→z0
(f(z)− f(z0)) = lim
z→z0
(z − z0)f ′(z0) = 0 , (3.2)
ce qui prouve que f est continue en z0.
Lemme 3.7. Soient K,K′ ∈ {R,C }. Soient U ⊆ K et U ′ ⊆ K′ deux ouverts. Soient γ : U → U ′
et f : U ′ → E des applications dérivables, avec γ(U) ⊆ U ′. Alors f ◦ γ : U → E est dérivable, et
(f ◦ γ)′(z) = f ′(γ(z))γ′(z).
3. Il s’agit de l’inclusion restreinte aux ordinaux ﬁnis, voir Holz et al. (2010).
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Démonstration. Soient z ∈ U et h ∈ K tel que z + h ∈ U . On a lim
h→0
(f(γ(z + h)) − f(γ(z))) =
lim
h→0
f ′(γ(z))(γ(z+h)− γ(z)). Or lim
h→0
(γ(z+h)− γ(z)) = lim
h→0
hγ′(z) = 0. On en déduit donc que
(f ◦ γ)′(z) = f ′(γ(z))γ′(z).
On dit qu’un chemin f : U → F dérivable sur U est de classe C1 (sur U) si, et seulement si,
sa dérivée
f ′ : U → F
z 7→ f ′(z) (3.3)
est continue. Les classes Cn (n ∈ N∗ ∪ {∞}) sont déﬁnies récursivement de façon complètement
analogue aux cas classiques. Pour le lemme qui suit, nous avons besoin d’une théorie de l’inté-
gration. On choisit pour ce faire l’intégrale de Riemann usuelle – voir Lang (1969); Keller (1974);
Hamilton (1982); Glöckner (2005) – largement suﬃsante pour nos besoins, pour les fonctions
continues d’une variable réelle dans les espaces vectoriels localement convexes séparés complets.
On peut étendre ce concept à l’intégration sur le champ complexe que l’on introduit ici rapi-
dement (voir par exemple Pabion (1995)). On rappelle qu’un arc paramétré est une application
continue γ : [a, b] → C, où a et b sont deux nombres réels. L’image du compact [a, b] par l’arc
paramétré γ est son support. Un chemin est un arc paramétré de classe C1 par morceaux. Il en
résulte que sa dérivée γ′ existe (c’est une fonction réglée). Soit f une application continue sur le
support d’un chemin γ : [a, b]→ C. On pose
∫
γ
f(z)dz =
∫ b
a
f(γ(t))γ′(t)dt (3.4)
où l’intégrale du second membre existe au sens de Riemann (rappelé ci-avant). On montre faci-
lement que cette intégrale est invariante par changement de paramètre (démonstration usuelle).
Lemme 3.8. Soit f une fonction complexe de classe C1 sur un ouvert U ⊆ C. Étant donné un
chemin γ : [a, b]→ C, dont le support est contenu dans U , on a :∫
γ
f ′(z)dz = f(γ(b))− f(γ(a)) . (3.5)
Démonstration. Posons pour t ∈ [a, b], g(t) = f(γ(t)). On a, sauf sur un ensemble ﬁni de points,
g′(t) = f ′(γ(t))γ′(t) (lemme 3.7). D’où
∫ b
a
g′(t)dt =
∫ b
a
f ′(γ(t))γ′(t)dt .
Or
∫ b
a
g′(t)dt = g(b) − g(a) = f(γ(b)) − f(γ(a)), et par déﬁnition de l’intégration le long d’un
chemin
∫ b
a
f(γ(t))γ′(t)dt =
∫
γ
f(z)dz.
Lemme 3.9. Soient f : U → F un chemin de classe C1, et U un domaine (i.e., U est un ouvert
et deux quelconques de ses points peuvent toujours être reliés par un chemin tracé dans U). Si
f ′(z) = 0 quel que soit z ∈ U , alors f est constante.
Démonstration. Soient a, b ∈ U . Soit γ un chemin de a vers b (qui existe puisque U est un
domaine). On a f(b)− f(a) = ∫γ f ′(z)dz = 0 (lemme 3.8). Donc f(a) = f(b).
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Lemme 3.10. Soient E,F,G trois espaces de Fréchet sur K (rappel : K ∈ {R,C }). Soit B : E×
F → G une application bilinéaire et continue. Soient u : U ⊆ K→ E et v : U ⊆ K→ F dérivables
sur U. L’application
w : U → G
z 7→ B(u(z), v(z)) (3.6)
est dérivable sur U et w′(z) = B(u′(z), v(z)) +B(u(z), v′(z)) quel que soit z ∈ U .
Démonstration. Soient z ∈ U et h ∈ K tels que z + h ∈ U .
B(u(z + h), v(z + h))−B(u(z), v(z)) = B(u(z + h)− u(z) + u(z), v(z + h))
−B(u(t), v(z + h)− v(z + h) + v(z))
= B(u(z + h)− u(z), v(z + h))
+B(u(z), v(z + h)− v(z)) .
(3.7)
Donc lim
h→0
1
h
B(u(z + h), v(z + h))−B(u(z), v(z)) = B(u′(z), v(z)) +B(u(z), v′(z)).
On déduit du lemme précédent que si u et v sont de classe C1 sur U , alors B(u(·), v(·)) l’est
également.
Lemme 3.11. Soit A une algèbre de Fréchet. Si u et v sont deux chemins dérivables de U ⊆ K
dans A, alors uv est dérivable sur U et (uv)′(z) = u′(z)v(z) + u(z)v′(z) quel que soit z ∈ U .
Démonstration. Il suﬃt d’appliquer le lemme 3.10 à la multiplication de l’algèbre de Fréchet
A.
Lemme 3.12. Soit φ une application linéaire continue d’un espace de Fréchet E dans un espace
de Fréchet F . Soit f : U → E une application dérivable (respectivement, de classe C1) sur U ,
alors φ ◦ f est dérivable (respectivement, de classe C1) sur U et sa dérivée est φ ◦ f ′.
Démonstration. On a 1h(φ(f(z+h))−λ(f(z))) = φ( 1h(f(z+h)−f(z)) d’où ddzφ(f(z)) = φ(f ′(z)).
Si f ′ est continue, alors φ ◦ f ′ l’est également et donc φ ◦ f est de classe C1.
Lemme 3.13. Soit φ une application linéaire continue d’un espace de Fréchet E dans un espace
de Fréchet F . Soit f : U → E un chemin de classe C∞ sur U . Alors φ◦f est un chemin de classe
C∞ sur U et quel que soit n ∈ N∗,
(φ ◦ f)(n) = φ ◦ f (n) (3.8)
où l’on a noté g(k) la dérivée d’ordre k d’un chemin g.
Démonstration. Soit n ∈ N∗. Le chemin f (n) est de classe C1 sur U , et donc φ ◦ f (n) l’est
également, et sa dérivée est φ ◦ f (n+1) (par le lemme 3.12) qui est continue.
3.4.2 Séries entières dans les espaces de Fréchet
Dans le cadre des algèbres de Fréchet, il est possible de considérer deux types de séries : les
séries entières à coeﬃcients dans l’espace de Fréchet sous-jacent, qui ne nécessitent que sa seule
structure linéaire, et que l’on introduit dans ce numéro, et les séries entières à coeﬃcients dans
K qui agissent, au sens où l’on dispose d’un calcul fonctionnel analytique, sur l’algèbre, et qui
sont décrites aux numéros 3.4.3 et 3.4.6.
Supposons que (E, (pk)k∈N) soit un espace de Fréchet.
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Définition 3.14. Soit S(z) =
∞∑
n=0
xnz
n ∈ E[[z]] (i.e., xn ∈ E pour tout n). Posons R = inf
k∈N
Rk
où
1
Rk
= lim sup
n→∞
pk(xn)
1
n . Alors R est le rayon de convergence de la série entière S(z).
Proposition 3.15. 1. La série entière S(z) =
∞∑
n=0
xnz
n converge absolument (et donc aussi
dans E) pour tout z dans le disque ouvert D(0;R) = { z ∈ K : |z| < R } (autrement dit,
la série de terme général 4 xnzn converge absolument pour tout z ∈ D(0;R), ou encore la
série d’éléments de A obtenue par spécialisation de la variable z à un élément de D(0;R)
est absolument convergente).
2. La série entière
∞∑
n=1
nxnz
n−1, obtenue par dérivation terme à terme à partir de S(z),
possède le même rayon de convergence R.
Démonstration. 1. Si |z| < R alors pour tout k ∈ N, |z| < Rk et donc la série numérique
de terme général pk(xn)|z|n est convergente (selon le lemme d’Abel classique). Or on a
pk(xnzn) = pk(xn)|z|n, donc la série de terme général xnzn est absolument convergente.
2. Posons pour k ∈ N, r′k = lim sup
n→∞
pk((n+ 1)xn+1)
1
n . Alors
r′k = lim sup
n→∞
((n+ 1)
1
n+1 pk(xn+1)
1
n+1 )
n+1
n = lim sup
n→∞
pk(xn+1)
1
n+1 = rk
(car n
1
n → 1 quand n→∞). Les deux séries possèdent donc le même rayon de convergence.
Proposition 3.16. La fonction z 7→ S(z) =
∞∑
n=0
xnz
n est dérivable sur D(0;R) et sa dérivée S′
est z 7→
∞∑
n=1
nzn−1xn pour tout z ∈ D(0;R) (les deux applications S et z 7→
∞∑
n=1
nzn−1xn existent
d’après le lemme 3.15).
Démonstration. Si R = 0, alors il n’y a rien à prouver. Supposons donc R > 0. Soit z ∈ K tel
que |z| < r < R pour un certain r. Posons R(z) =
∞∑
n=1
nzn−1xn. Pour |z′| < r,
S(z′)− S(z)
z′ − z −R(z) =
∑
n≥1
βnxn (3.9)
où βn =
(z′)n−zn
z′−z − nzn−1. Clairement β1 = 0 et pour n ≥ 2, on a
βn = (z′ − z)
n−1∑
k=1
kzk−1(z′)n−k−1 . (3.10)
Puisque |z|, |z′| < r et
n−1∑
k=1
k ≤ n2, on obtient à partir de l’équation (3.10)
|βn| ≤ |z′ − z|
(
n−1∑
k=1
k
)
rn−2 ≤ |z′ − z|n2rn−2 (n ≥ 2) . (3.11)
4. Rappelons que E est un K-espace vectoriel à gauche mais puisque K est commutatif, il est également, et de
façon naturelle, un espace vectoriel à droite.
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Ainsi,
pk(
∞∑
n=1
βnxn) ≤
∞∑
n=1
|βn|pk(xn)
=
∞∑
n=2
|βn|pk(xn) (puisque β1 = 0)
≤ |z′ − z|
∞∑
n=2
n2rn−2pk(xn) (en utilisant l’inégalité (3.11))
(3.12)
i.e.,
pk(
∞∑
n=1
βnxn) ≤ |z′ − z|
∞∑
n=0
(n+ 2)2rnpk(xn+2) . (3.13)
Pour la série
∞∑
n=0
(n+2)2znxn+2 nous avons r′k = lim sup
n→∞
(n+2)
2
n pk(xn+2) = lim sup
n→∞
pk(xn)
1
n = rk.
Il s’ensuit que R′ = inf
k
1
r′k
= inf
k
1
rk
= R. Comme r < R′ = R, la série dans le membre de droite
de l’égalité (3.13) converge, et donc par les équations (3.9) et (3.13), lorsque z′ → z, on obtient
S′(z) = R(z).
Il résulte des propositions précédentes que z 7→ S′(z) est continue (puisque dérivable sur
D(0;R)) donc S est de classe C1. Par récurrence on obtient ainsi le fait que S est de classe C∞.
3.4.3 Exponentielle et logarithme dans une algèbre de Fréchet
Définition 3.17. Soit (A,P) une algèbre de Fréchet (unitaire, avec 1A comme identité). La
fonction exponentielle de A est déﬁnie par
Exp(x) =
∞∑
n=0
xn
n!
(x0 = 1A) (3.14)
en tout point x ∈ A où le membre de droite de l’égalité est une somme d’une série convergente. On
dénote le domaine de Exp par D et son image par R.
Puisque 0A ∈ D et 1A ∈ R, ni D ni R ne sont vides.
Proposition 3.18. L’exponentielle est déﬁnie sur tout A, i.e., D = A, et de plus la série Exp(x)
converge absolument pour tout x ∈ A (i.e., pour chaque x ∈ A, la série de terme général xnn! est
absolument convergente).
Démonstration. Posons un = p(x
n
n! ) pour p ∈ P. Puisque la semi-norme est sous-multiplicative,
on a un ≤ p(x)
n
n! . Par ailleurs
un+1
un
= p(x)n+1 → 0, la série pour Exp(x) converge absolument et donc
converge dans A quel que soit x ∈ A.
Remarque 3.19. Pour chaque x ∈ A, posons γx(z) =
∞∑
n=0
xn
n!
zn ∈ A[[z]]. Il est clair que le rayon
de convergence de cette série est +∞, et Exp(x) = γx(1) pour chaque x ∈ A.
Proposition 3.20. 1. Exp(0A) = 1A, Exp(λ1A) = eλ1A quel que soit λ ∈ K.
2. Exp(x+ y) = Exp(x)Exp(y) si x et y commutent.
3. Quel que soit x ∈ A, Exp(x) est inversible, et Exp(−x) = Exp(x)−1.
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Démonstration. 1. Les deux premiers résultats sont clairs.
2. Exp(x+y) =
∞∑
n=0
(x+ y)n
n!
. En développant la partie droite, à l’aide du théorème du binôme,
et en regroupant les termes (ce qui est valide par absolue convergence) nous trouvons que
la coeﬃcient de y
n
n! n’est autre que 1A + x +
x2
2! + · · · = Exp(x). Ainsi Exp(x + y) =
Exp(x)(1A + y +
y2
2! + . . . ) = Exp(x)Exp(y).
3. Cela provient du point (2) en prenant y = −x et en utilisant (1).
Remarque 3.21. Si K = C, alors, comme on s’y attend, l’application exponentielle n’est pas
injective. En eﬀet, Exp(x + 2iπ1A) = Exp(x)Exp(2iπ1A) = Exp(x)e2iπ1A = Exp(x) quel que
soit x (d’après la proposition 3.20). On ne peut donc déﬁnir la fonction logarithme par la relation
Log(y) = x si, et seulement, si y = Exp(x).
Introduisons maintenant le logarithme en tant qu’application bien déﬁnie. Pour ce faire la
quantité suivante, correspondant à une notion « locale » de rayon spectral pour un élément de
l’algèbre de Fréchet A, est déﬁnie.
Définition 3.22. Soit (A, (pk)k∈N) une algèbre de Fréchet. Soit x ∈ A. Pour chaque entier naturel
k, on déﬁnit νk(x) = lim sup
n→∞
pk(xn)
1
n .
Il est évident que νk(x) = R
−1
k pour la série entière
∑
n≥0
xnzn ∈ E[[z]] (voir la déﬁnition 3.14).
On peut facilement démontrer de façon analogue au cas des algèbres de Banach (cf. Rickart
(1960)) que quel que soit l’entier naturel k, νk(x) = lim
n→∞ pk(x
n)
1
n = inf
n∈N∗
pk(xn)
1
n .
Lemme 3.23. 1. La série de terme général 1n(1A− x)n (pour n ≥ 1) est absolument conver-
gente, on note la somme Log(x) =
∑
n≥1
1
n
(1A−x)n, pour tout x ∈ A tel que νk(1A−x) < 1
pour chaque k ∈ N.
2. Exp(Log(x)) = x.
Démonstration. 1. Supposons que pour chaque k, νk(1A−x) < ǫk < 1. Alors pk((1A−x)n) <
ǫk pour n suﬃsamment grand. Il s’ensuit que
pk(
(1A − x)n
n
) =
1
n
pk((1A − x)n) < ǫ
n
k
n
< ǫnk .
Puisque la série de terme général (par rapport à n) ǫnk converge, il en résulte que la série
pour Log(x) converge absolument pour x tel que quel que soit k ∈ N, νk(1A − x) < 1.
2. L’identité (2) peut être vériﬁée, comme dans le cas classique, en substituant la série pour
Log(x) dans chaque terme de la série
Exp(Log(x)) =
∞∑
n=0
(Log(x))n
n!
et en simpliﬁant (les étapes de simpliﬁcations sont justiﬁées par l’absolue convergence).
Remarque 3.24. La série Log(x) =
∑
n≥1
1
n
(1A − x)n =
∑
n≥1
(−1)n+1
n
(x − 1A)n est donc la série
de Mercator usuelle.
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3.4.4 Existence et unicité d’une solution d’un certain problème de Cauchy
Dans cette partie A désigne une algèbre de Fréchet (encore unitaire).
Lemme 3.25. Quel que soient x ∈ A et z ∈ K,
xExp(zx) = Exp(zx)x . (3.15)
L’application z 7→ Exp(zx)x est de classe C∞.
Démonstration. Nous ne faisons rien qui mérite d’en parler (on utilise la continuité de la multi-
plication).
Lemme 3.26. Pour tout x ∈ A, le chemin
γx : K → A
z 7→ Exp(zx) (3.16)
est dérivable et sa dérivée est ddzγx(z) = xExp(zx)(= Exp(zx)x). En fait γx est de classe C∞.
Démonstration. Il est facile de vériﬁer que le rayon de convergence de la série entière
∑
n∈N
xnzn
n!
∈
E[[z]] est +∞. D’après la proposition 3.15, γx est dérivable sur K et sa dérivée est
∞∑
n=1
nzn−1
xn
n!
=
∞∑
n=0
xzn
xn
n!
= xγx(z) (par continuité de la multiplication). Pour la dernière assertion, il suﬃt
ensuite d’appliquer ad inﬁnitum la proposition 3.16.
Proposition 3.27. Soient x, x0 ∈ A ﬁxés. L’équation diﬀérentielle linéaire du premier ordre à
coeﬃcients constants (et avec condition initiale)®
u′(z) = xu(z)
u(0) = x0
(3.17)
admet une unique solution dérivable u(z) = Exp(zx)x0.
Démonstration. – Existence : Soit v(z) = Exp(zx)x0. Alors v est dérivable (et même de
classe C∞) sur K et v′(z) = xExp(zx)x0 = xv(z), v(0) = x0.
– Unicité : Soit u(z) une autre solution de l’équation diﬀérentielle. Posons w(z) = Exp(−zx)u(z).
On a
w′(z) = −xExp(−zx)u(z) + Exp(−zx)u′(z)
= −xExp(−zx)u(z) + Exp(−zx)xu(z)
= 0 .
(3.18)
Donc w est constante (par le lemme 3.9). Or w(0) = u(0) = u0 donc u0 = Exp(−zx)u(z)
c’est-à-dire Exp(zx)u0 = Exp(zx)Exp(−zx)u(z) = Exp(zx− zx)u(z) = u(z).
3.4.5 Espaces/algèbres de Fréchet comme limites projectives d’espaces/algèbres
de Banach
Dans ce numéro, on utilise le fait qu’une algèbre de Fréchet peut être vue comme une li-
mite projective d’algèbres de Banach. Ce résultat est brièvement rappelé ci-après (le lecteur
trouvera dans les références Arens (1947); Michael (1952); Goldmann (1990); Fragoulopoulou
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(2005) les détails dont il pourrait avoir besoin au sujet de la notion d’algèbres de Fréchet et ses
généralisations ; en particulier, il y trouvera le fait qu’un espace de Fréchet peut être caractérisé
comme une limite projective d’un système projectif dénombrable d’espaces de Banach). Soit
(A, (pk)k) une algèbre de Fréchet (unifère 5). On rappelle que l’on peut toujours choisir la famille
de semi-normes (pk)k de sorte que l’on ait :
1. pk(x) ≤ pk+1(x) quel que soit x ∈ A, pour tout k ∈ N.
2. pk(1A) = 1 pour tout k ∈ N (cette hypothèse est omise si A n’est pas unifère).
Soit Bk l’algèbre de Banach (unifère, 1k est l’identité) obtenue par complétion de l’algèbre
normée 6 A/ ker pk pour la norme ‖x + ker pk‖k = pk(x) où ker pk = {x ∈ A : pk(x) = 0 } (voir
numéro 3.2). Soit πk l’épimorphisme canonique
πk : A → Bk
x 7→ x+ ker pk . (3.19)
Pour tout ℓ ≥ k, on déﬁnit πℓ,k : Bℓ → Bk comme l’extension (par uniforme continuité) de
l’application
A/ ker pℓ → A/ ker pk
x+ ker pℓ 7→ x+ ker pk . (3.20)
Les applications πk (respectivement, πℓ,k) sont des homomorphismes d’algèbres continus, et pour
tout x ∈ Bℓ,
‖πℓ,k(x)‖k ≤ ‖x‖ℓ (3.21)
puisque pk ≤ pℓ.
La famille (Bk, πk+1,k)k∈N déﬁnit un système projectif d’algèbres de Banach (unifères), dont
on note A′ la limite projective. Le produit
∏
k∈N
Bk est une algèbre (unifère) pour les opérations
composante par composante. C’est une algèbre de Fréchet pour la topologie déﬁnie par la famille
de semi-normes p∗k((xℓ)ℓ) = max{ ‖xℓ‖ℓ : ℓ ≤ k } pour k ∈ N. Bien évidemment il s’agit de la
topologie initiale associée aux projections de
∏
k∈N
Bk sur chacun des Bk (la topologie produit).
L’algèbre A′ est une sous-algèbre (unifère) fermée de
∏
k∈N
Bk, et est donc également une algèbre
de Fréchet unifère.
Soit alors
Φ: A → A′
x 7→ (πk(x))k . (3.22)
Nous avons p∗k(Φ(x)) = ‖Φ(x)‖k = pk(x) quels que soient k ∈ N et x ∈ A. Donc Φ est injective
et continu. On peut même montrer que Φ est en fait un isomorphisme topologique.
Remarque 3.28. Réciproquement, la limite projective d’un système projectif dénombrable d’al-
gèbres de Banach déﬁnit également une algèbre de Fréchet (la famille de semi-normes est alors donnée
de sorte que pk(x) = ‖πk‖k, k ∈ N). Ce résultat tient également si on remplace le mot « algèbre »
par « espace » (dans ce dernier cas, évidemment, les normes et semi-normes ne sont pas supposées
sous-multiplicatives).
Dans la suite, on identiﬁe A et A′. Cette description nous permet au passage d’obtenir un
critère simple pour la continuité des fonctions (en utilisant la topologie initiale associée aux
projections) à savoir :
5. Cependant toute algèbre de Fréchet non unitaire est également limite projective d’un système dénombrable
d’algèbres de Banach qui sont non unitaires. Les résultats se démontrent de façon complètement similaire.
6. L’algèbre quotient A/ ker pk est complète pour la topologie quotient (puisque ker pk est fermé par continuité
de pk) mais pas nécessairement pour la norme déduite de pk.
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Lemme 3.29. Soit E un espace topologique et f : E → A. L’application f est continue si, et
seulement si, quel que soit k ∈ N, πk ◦ f : E → Bk est continu.
Étant donné une algèbre (quelconque) unifère A, on note G(A) son groupe des unités.
Lemme 3.30. On a x ∈ G(A) si, et seulement si, πk(x) ∈ G(Bk) quel que soit k.
Démonstration. Supposons que x soit inversible dans G(A). Il existe donc y ∈ A tel que
xy = 1A = yx. Soit k ∈ N. On a 1k = πk(1A) = πk(xy) = πk(x)πk(y). Donc πk(y) est un
inverse à droite dans Bk pour πk(x). On montre de même qu’il s’agit d’un inverse à gauche
et donc πk(x−1) = (πk(x))−1. Réciproquement, supposons que quel que soit k ∈ N, πk(x) ∈
G(Bk). Notons yk = (πk(x))−1 ∈ Bk et soit y = (yk)k ∈
∏
k∈N
Bk. Montrons que y ∈ A. Soit
k ∈ N. On a πk+1,k(yk+1)πk+1,k(πk+1(x)) = πk+1,n(yk+1πk+1(x)) = πk+1,k(1k+1) = 1k. De
même, πk+1,k(πk+1(x))πk+1,k(yk+1) = 1k. Il en résulte que πk+1,k(yk+1) est l’inverse dans Bk de
πk+1,k(πk+1(x)) = πk(x) (puisque x ∈ A). Donc πk+1,k(yk+1) = yk soit encore y ∈ A.
On peut utiliser les deux lemmes précédents aﬁn de montrer que le groupe des inversibles
G(A) de l’algèbre A est un groupe topologique (séparé) lorqu’on le munit de la topologie de
sous-espace induite par A (nous verrons, au chapitre 4, que si A est une algèbre de Fréchet qui
n’est pas une algèbre de Banach, alors G(A) n’est pas nécessairement ouvert ; on remarque en
eﬀet que le groupe G(A) s’écrit, d’après le lemme 3.30, comme l’intersection
⋂
k∈N
π−1k (G(Bk))
d’un nombre possiblement inﬁni d’ouverts, et rien n’indique a priori qu’une telle intersection
soit ouverte). En eﬀet l’application
i : G(A) → A
x 7→ x−1 (3.23)
est continue puisque ik ◦ πk = πk ◦ i : G(Bk) → Bk est continu (où l’on a noté ik l’application
d’inversion de l’algèbre de Banach Bk). Comme par ailleurs on sait que la multiplication est
continue, on en déduit le résultat escompté. Le lemme suivant est presque immédiat.
Lemme 3.31. Soit A une algèbre unitaire, limite projective d’algèbres Ai. Alors G(A) est la
limite projective des groupes G(Ai).
Le critère précédent du lemme 3.29 peut être étendu à la dérivabilité des chemins :
Lemme 3.32. Soit f : U ⊆ K → A. La fonction f est dérivable (respectivement, de classe C1)
si, et seulement si, quel que soit k ∈ N, πk ◦ f : U → Bk est dérivable (respectivement, de classe
C1). Si f est dérivable, alors f ′(z) = (πk(f ′(z)))k∈N.
Démonstration. La preuve, aisée, est laissée au lecteur.
Enﬁn, on remarque que la caractérisation des espaces (respectivement, algèbres) de Fréchet
comme limite projective d’un système projectif dénombrable d’espaces (respectivement, algèbres)
de Banach est utile pour obtenir un critère de convergence des séries entières. Ce résultat allant
de soi, sa preuve est omise.
Lemme 3.33. Soit (E, (pk)k) un espace de Fréchet qui est la limite projective d’un système
projectif dénombrable d’espaces de Banach (Ek, ‖ · ‖k) (on note πk la projection canonique de
E sur Ek de sorte que pk(x) = ‖πk(x)‖k). Soit S(z) =
∞∑
n=0
xnz
n ∈ E[[z]], et posons pour
tout k, Sk(z) =
∞∑
n=0
πk(xn)zn ∈ Ek[[z]], et Rk le rayon de convergence de Sk(z). Pour tout
z ∈
⋂
k
D(0;Rk), S(z) est absolument convergente.
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3.4.6 Calcul fonctionnel analytique dans une algèbre de Fréchet
Rappelons en premier lieu quelques notions relatives au spectre d’un élément d’une algèbre de
Banach complexe (B, ‖·‖), ainsi qu’au calcul fonctionnel analytique dans une algèbre de Banach.
Pour x ∈ A, le rayon spectral ν(x) de x est algébriquement déterminé comme le maximum des
modules des éléments de son spectre σ(x), où σ(x) = { z ∈ C : x − z1B 6∈ G(B) } (c’est un
compact non vide). Il est donné analytiquement comme ν(x) = lim
n→∞ ‖x
n‖ 1n . Si B est une algèbre
de Banach réelle, alors le spectre d’un élément x ∈ B est donné comme le spectre de x en tant
qu’élément dans le complexiﬁé de B (voir Rickart (1960)), aﬁn d’éviter certaines pathologies,
telles qu’un spectre vide (voir Maddox (1988) p. 161). Soit S(z) =
∞∑
n=0
〈S | zn〉zn ∈ K[[z]] une
série entière usuelle, et notons RS son rayon de convergence. Si pour x ∈ B, ‖x‖ < RS , alors la
série de terme général 〈S | zn〉xn converge absolument dans B (et donc est convergente dans B).
Sa somme est notée S(x) =
∞∑
n=0
〈S | zn〉xn (la preuve de ce fait est évidente : puisque ‖x‖ < RS ,
il en résulte que la série S(‖x‖) =
∞∑
n=0
〈S | zn〉‖x‖n est convergente dans K ; or ‖xn‖ ≤ ‖x‖n, de
sorte que la série de terme général ‖〈S | zn〉xn‖ est convergente dans R).
Supposons que (A, (pk)k) soit une algèbre de Fréchet, vue comme limite projective des
algèbres de Banach (Bk, ‖ · ‖k). Soit πk la projection canonique de A sur Bk de sorte que
pk(x) = ‖πk(x)‖k.
Théorème 3.34. Soit x ∈ A, et S(z) =
∞∑
n=0
〈S | zn〉zn ∈ K[[z]]. Si quel que soit k, pk(x) < RS,
alors la série de terme général 〈S | zn〉xn est absolument convergente (donc convergente dans
A). On note la somme de cette série S(x) =
∞∑
n=0
〈S | zn〉xn ∈ A.
Démonstration. Le fait que pour chaque k, ‖πk(x)‖k = pk(x) < RS , implique que la série, notée
Sk(x),
∞∑
n=0
〈S | zn〉πk(x)n est absolument convergente dans Bk. Comme pk(〈S | zn〉xn) ≤ |〈S |
zn〉|‖πk(x)‖nk , il en résulte que S(x) =
∞∑
n=0
〈S | zn〉xn est absolument convergente dans A.
Remarque 3.35. Si on applique le théorème 3.34 à la série entière Exp(z), on retrouve la propo-
sition 3.18.
Corollaire 3.36. Sous les mêmes hypothèses que celles du théorème 3.34 (et en utilisant les
mêmes notations que celles de sa démonstration), S(x) = (Sk(x))k.
Démonstration. Il s’agit donc de démontrer que S(x) = (πk(S(x)))k. Soit k ﬁxé. On a
πk(S(x)) = πk(
∞∑
n=0
〈S | zn〉xn)
=
∞∑
n=0
〈S | zn〉πk(x)n
(puisque πk est un homomorphisme continu d’algèbres)
= Sk(x) .
(3.24)
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Remarque 3.37.
1. Le corollaire 3.36 nous dit que la série exponentielle Exp(x) d’un élément de A est la limite
projective des séries exponentielles habituelles dans une algèbre de Banach. Cette remarque,
qui semble anodine, est en fait essentielle pour la description de l’algèbre de Lie de certains
groupes de Lie-Fréchet (voir au chapitre 4, le numéro 4.4.4).
2. Considérons la série entière L(z) =
∞∑
n=1
1
n
zn qui admet un rayon de convergence égal à 1.
D’après le théorème 3.34, quel que soit x ∈ A tel que pk(x) < 1 pour tout k, L(x) ∈ A est
absolument convergent. En particulier, quel que soit x ∈ A tel que pour tout k, pk(1A−x) < 1,
L(1A − x) est déﬁni, et est donc égal à Log(x). En appliquant le corollaire 3.36, il en résulte
immédiatement que Log(x) est la limite projective des logarithmes de πk(x) dans les algèbres
de Banach Bk (pour les éléments y ∈ Bk tels que ‖1k − y‖k < 1).
3. Rappelons que dans une algèbre de Banach (unifère), ν(x) < 1 est une condition suﬃsante,
mais non nécessaire (voir Rickart (1960)) à la convergence absolue de la série Log(x) =∑
n≥1
1
n
(1A − x)n. Soit A une algèbre de Fréchet (vue comme limite projective d’algèbres de
Banach). On a νk(x) = ν(πk(x)). Si on suppose que quel que soit k, νk(1A − x) < 1, alors
Log(1k − πk(x)) est absolument convergent dans Bk. Puisque pk( 1n(1A − x)n) ≤ 1npk(1A −
x)n = 1n‖1k − πk(x)‖n, on en déduit que Log(x) est absolument convergent dans A.
3.4.7 Sous-groupes à un paramètre tracés dans une algèbre de Fréchet
Les notations du numéro 3.4.5 sont reprises dans celui-ci. On appelle sous-groupe à un para-
mètre réel (tracé) sur A un homomorphisme γ de groupes topologiques de (R,+) dans G(A) (en
particulier, γ est continu). On souhaite démontrer qu’une telle application est nécessairement
de classe C1. Or quel que soit k, πk ◦ γ : R→ G(Bk) est un sous-groupe à un paramètre sur Bk
dont on montre dans le lemme 3.38 qu’il est alors de classe C1. D’après le lemme 3.32, γ est alors
lui-même de classe C1.
La preuve du lemme suivant est adaptée d’un résultat en dimension ﬁnie de Kosmann-
Schwarzbach (2005).
Lemme 3.38. Soit B une algèbre de Banach (unitaire). Soit γ : R → G(B) un sous-groupe à
un paramètre tracé dans B. Alors γ est de classe C1.
Démonstration. Soit a ∈ R, a > 0. Le sous-groupe γ étant continue, Γa(0), donnée par
∫ a
0
γ(t)dt,
existe. Plus généralement pour tout s ∈ R, Γa(s), déﬁnie par
∫ s+a
s
γ(t)dt, existe. On a
∫ a
0
γ(t+ s)dt = γ(s)
∫ a
0
γ(t)dt =
∫ s+a
s
γ(t)dt . (3.25)
Soit encore Γa(s) = γ(s)Γa(0). Le chemin s 7→ Γa(s) est dérivable. Puisque γ est continu en
particulier en 0 et γ(0) = 1B, il existe a > 0 tel que pour tout t, |t| < a, ‖γ(t)− 1B‖ ≤ 12 , d’où
‖1
a
(
∫ a
0
γ(t)dt)− 1B‖ = ‖1
a
∫ a
0
(γ(t)− 1B)dt‖ ≤ 12 < 1 , (3.26)
donc pour ce a, Γa(0) est inversible. Il en résulte que γ(s) = Γa(s)Γa(0)−1. Donc γ est lui-même
dérivable. Enﬁn 1hγ(t+ h)− γ(t) = γ(t)(γ(h)−γ(0)h ). Donc γ′(t) = γ(t)γ′(0). En particulier γ est
de classe C1.
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Revenons à un sous-groupe à un paramètre γ : R→ G(A) tracé dans une algèbre de Fréchet.
Comme dans le cas des algèbres de Banach, on a γ′(t) = γ′(0)γ(t). Donc γ est solution du
problème de Cauchy du numéro 3.4.4 avec pour condition initiale γ(0) = 1A. Il en résulte
que γ(t) = Exp(tx) où x = γ′(0) ∈ A. L’élément x ∈ A ainsi déﬁni s’appelle le générateur
inﬁnitésimal du sous-groupe à un paramètre γ ou encore vecteur tangent à G(A) en l’identité.
Le lemme suivant est parfois appelé « paradigme du vecteur tangent ».
Lemme 3.39. Soient γ et ι deux sous-groupes à un paramètre tels que γ′(0) = ι′(0) = x ∈ A,
alors γ = ι.
Démonstration. Le sous-groupe à un paramètre γ (respectivement ι) est solution du problème
de Cauchy γ′(t) = γ(t)x et γ(0) = 1A (respectivement ι′(t) = ι(t)x et ι(0) = 1A). Donc γ(t) =
Exp(tx) = ι(t).
Enﬁn il est remarquable de voir que même si un sous-groupe à un paramètre est automati-
quement de classe C1, on peut faire mieux. En eﬀet puisque γ est de la forme Exp(tγ′(0)) il est
de classe C∞ en tant que fonction entière.
Remarque 3.40. Notons que si on pose γx : z ∈ C→ Exp(zx) ∈ G(A), où A est une algèbre de
Fréchet complexe et x ∈ A est ﬁxé, alors γx est un sous-groupe à un paramètre complexe, de classe
C∞ (voir le lemme 3.26) et γ′x(z) = xExp(zx) = xγx(z) de sorte que γ′(0) = x, et donc x est le
vecteur tangent de γx.
Remarque 3.41.
1. Voici tout d’abord une condition suﬃsante très simple pour l’existence du logarithme d’une
série formelle. On sait, d’après l’exemple 3.4, que K[[x]] est une algèbre de Fréchet. En utilisant
la représentation matricielle de l’algèbre de Banach K[[x]]/(xk) (pour k > 0), il est clair
que le rayon spectral de P ∈ K[[x]]/(xk) est le module (ou la valeur absolue) |〈P | 1〉| du
coeﬃcient constant de P . Il résulte de cela que si |1− 〈P | 1〉| < 1, alors Log(P ) existe dans
P ∈ K[[x]]/(xk). On en déduit immédiatement que pour chaque S ∈ K[[x]], si |1−〈S | 1〉| < 1,
alors Log(S) =
∑
n≥1
1
n
(1 − S)n existe (en eﬀet, toutes les projections convergent). On peut
noter au passage que l’on obtient dans ce cadre une classe évidemment plus large de séries
formelles admettant un logarithme que celle habituellement considérée en combinatoire et en
algèbre, à savoir, les séries formelles de terme constant égal à 1. Ceci justiﬁe ici l’utilisation de la
topologie de Fréchet plutôt que la topologie usuelle de la valuation (avec K discret). Cependant,
aﬁn d’éviter un biais intellectuel par trop ﬂagrant, on se doit de constater que l’existence du
logarithme d’une série formelle ne requiert que la condition que son terme constant soit 1
lorsque les coeﬃcients sont supposés appartenir à un corps de caractéristique zéro quelconque
(ou mieux, quel que soit l’anneau de coeﬃcients contenant Q comme sous-corps).
2. On montre de façon identique que si |1−〈S | 1〉| < 1, alors S est inversible, et son inverse est
calculé comme la sommme de la série absolument convergente
∑
n≥0
Sn.
3. Étant donné une série formelle S, si |1 − 〈S | 1〉| < 1, alors on peut déﬁnir le sous-groupe
à un paramètre (complexe ou réel) γLog(S) : z 7→ Exp(zLog(S)), que l’on peut évidemment
noter Sz, de vecteur tangent Log(S). Il vériﬁe donc Sz+z
′
= SzSz
′
, S0 = 1, et la dépendance
en z de Sz est analytique. En particulier, par toute série dont le terme constant satisfait
|1 − 〈S | 1〉| < 1 passe un sous-groupe à un paramètre. En eﬀet, on a S = Exp(Log(S)) de
sorte que γLog(S)(1) = S.
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4. De façon tout à fait similaire, si X est un ensemble ﬁni, et A ∈ {K〈〈X〉〉,K[[X]] }, alors on
sait que A est une algèbre de Fréchet, limite projective des algèbres de Banach Bk = A/Mk
(voir l’exemple 3.4). Le spectre d’un élément P ∈ Bk est réduit à { 〈P | 1〉 }. Il en résulte que
pour S ∈ A, dès lors que |1−〈S | 1〉| < 1, Log(S) existe comme dans le cas univarié. De cette
façon, on déﬁnit également le sous-groupe à un paramètre Sz = Exp(zLog(S)).
5. Le spectre d’un élément de ti([0 · · · k],K) (voir exemple 3.4) est évidemment l’ensemble de ses
éléments diagonaux, et son rayon spectral est donc la plus grande, en module, de ses valeurs
propres. Il résulte de ce fait que si tous les éléments diagonaux f(i, i) de f ∈ I(Nop,K) ∼=K-Alg
ti(N,K) (qui en forment le spectre) satisfont |1−f(i, i)| < 1, alors Log(f) existe. Puis on peut
construire un sous-groupe à un paramètre z 7→ Exp(zLog(f)) que l’on note encore fz (de tels
sous-groupes à un paramètre furent étudiés dans Duchamp et al. (2004), et ils reviennent au
chapitre 7).
3.5 Conclusion et perspectives
Ce chapitre, et le suivant, servent de socle et de référence pour la suite de ce texte dans la
mesure où on y introduit les déﬁnitions fondamentales, et on y prouve des résultats généraux.
Les algèbres de Fréchet (et plus précisément, celles des matrices triangulaires inﬁnies et des
séries formelles) jouent un rôle majeur dans les travaux présentés par la suite. Elles fournissent
le cadre théorique pour traiter de la question de l’exponentiation d’opérateurs.
Évidemment, si on considère des opérateurs bornés sur un espace de Banach ou de Hilbert,
alors les calculs diﬀérentiel et intégral (ou encore les variétés) banachique ou hilbertien sont très
largement suﬃsants pour exprimer leurs exponentielles.
Dès lors que sont considérés des opérateurs non bornés des diﬃcultés apparaissent. Une façon
de les contourner est de voir certains opérateurs non bornés sur les espaces de Banach (ou de Hil-
bert) comme continus sur des espaces de Fréchet (c’est exactement le voie choisie au chapitre 7
dans lequel on introduit la représentation de Bargmann-Fock de l’algèbre de Weyl). Dans ce cas,
on peut donner un sens rigoureux à l’exponentiation, et donc à la notion d’opérateurs d’évolution.
Le calcul analytique (très) élémentaire, que nous avons introduit ici, et ses relations avec
le spectre des éléments d’une algèbre de Fréchet, demandent à être développés. Tout comme la
fonction logarithme dont nous pourrions déterminer les prolongements analytiques en utilisant
la monodromie usuelle. Par manque de temps et d’espace, cela ne fut eﬀectué ni dans les publi-
cations, ni dans le présent texte.
Au chapitre suivant, nous étudions, avec plus de précisions, l’algèbre de Fréchet des matrices
triangulaires inférieures inﬁnies, et certains de ses sous-groupes (des unités) et sous-algèbres.
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Chapitre 4
Algèbres de matrices infinies
« When the basic formulae of the quantum theory were
set up by Heisenberg, Born and Jordan some
mathematicians in Göttingen claimed, somewhat
sneeringly, that such formulae could not be valid. They
claimed that they could prove this by using Hilbert’s
theory of inﬁnite matrices. »
Kurt O. Friedrichs (1979)
Et chaque livre saint se comprend entre les lignes.
IAM, J’aurais pu croire
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4.1 Introduction
Les matrices inﬁnies sont apparues dès le début de la mécanique quantique via Werner
Karl Heisenberg et sa « mécanique des matrices ». La richesse de la littérature concernant ces
matrices dénote de leur importance. On peut citer Cooke (1955) comme ouvrage de référence
(ainsi que Kaplansky (1954)) et les papiers historiques Hellinger et Toeplitz (1910); Köthe et
Toeplitz (1934); Ulm (1937); Allen (1952); Körber (1969), Linder (2006) pour les opérateurs de
Fredholm, Congxin et Peng-Yee (1998) en ce qui concerne les algèbres topologiques de matrices
inﬁnies (sur le corps des complexes), Swartz (1996) pour l’étude des matrices inﬁnies à valeurs
dans un groupe topologique, Williamson (1951); Lemmert et Weckbach (1984) qui introduisent
leur analyse spectrale et Jabotinsky (1953); Henrici (1974); Bacher (2006) en ce qui concerne la
représentation des séries formelles comme matrices inﬁnies.
Ce type d’objets permet de représenter des opérateurs sur des espaces de dimension inﬁnie
d’une façon analogue à l’algèbre linéaire ordinaire en dimension ﬁnie. Cependant, une matrice
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inﬁnie quelconque ne caractérise généralement pas un opérateur de façon biunivoque. De plus,
puisque l’on ne dispose plus de la ﬁnitude des bases, on se doit naturellement d’opérer des
considérations d’ordre topologique, de continuité ou de convergence aﬁn de rendre légaux certains
calculs. Si l’addition de deux matrices inﬁnies ne pose aucun souci, il en va tout autrement de leur
multiplication. Pour cette opération en eﬀet, des sommes inﬁnies doivent être évaluées, ce qui
pose le problème du choix de la topologie. À première vue, mais à première vue seulement, cette
diﬃculté semble être contournée à l’aide de la famille des matrices dont chaque ligne est à support
ﬁni (cf. le numéro 4.3). Ces matrices se prêtent facilement au jeu de la multiplication dans la
mesure où toutes les sommes à évaluer ne sont que superﬁciellement inﬁnies (elles ne comportent
qu’un nombre ﬁni de termes non nuls), de sorte que l’algèbre seule suﬃt pour s’en tirer. C’est une
assertion qui n’est pas fausse mais demande à être relativisée. Il se trouve en eﬀet que le produit
dans cette algèbre de matrices n’est pas continu (voir la remarque 4.10), ce qui rend laborieux,
et pour le moins risqué, les calculs de sommes de séries en ces matrices (et leurs puissances).
Or nous rencontrerons à plusieurs reprises la notion de sommabilité pour des opérateurs sur des
espaces de dimension inﬁnie ou des matrices elles-mêmes inﬁnies. Nous ne pouvons donc pas
nous satisfaire de cette solution ; il convient ainsi de considérer d’autres algèbres. Le candidat
idoine est celui de l’algèbre des matrices triangulaires inférieures inﬁnies (voir le numéro 4.4) déjà
rencontrée brièvement au chapitre 3. Dans cette algèbre, la multiplication est continue comme
souhaité, mais mieux, il s’agit d’une algèbre topologique complète (pour sa topologie de Fréchet)
ce qui fournit un cadre particulièrement bienveillant et sécurisant à l’endroit du traitement de
la convergence des suites et des séries. En outre, si on ne considère que les seules de ces matrices
triangulaires dont la diagonale principale est identiquement nulle, alors – par une propriété de
nilpotence – on peut se passer d’analyse 1 et se contenter de la topologie de la convergence simple
(sur un corps de base discret) pour évaluer nos sommes inﬁnies.
Organisation du chapitre
Nous entamons ce chapitre par la notion de matrice associée à un opérateur sur un espace
de dimension inﬁnie (le numéro 4.2) ; le concept de suites de dénominateurs nous permettant de
considérer d’autres « bases » que la base canonique des fonctions caractéristiques. Néanmoins il
se trouve que l’on peut construire un endomorphisme non nul pour lequel la matrice le « repré-
sentant » est nulle (voir la remarque 4.1) de sorte que l’on ne caractérise pas ces opérateurs à
l’aide de leurs matrices. Le numéro 4.3 traite spéciﬁquement de la notion de matrices ﬁnies en
ligne, lesquelles constituent une algèbre (non topologique). Tirant proﬁt de la ﬁnitude des lignes,
à toute matrice de ce type, on peut associer un opérateur linéaire (voir le numéro 4.3.2). L’appli-
cation linéaire associée à une matrice et la matrice d’une application linéaire seront étudiées dans
le détail au chapitre 5. Dans ce numéro sont énoncées quelques propriétés topologiques élémen-
taires de ces matrices (numéro 4.3.3), mais également des caractérisations en termes de produit
tensoriel complété (numéro 4.3.4) et de composition ombrale généralisée (numéro 4.3.5). Enﬁn
le numéro 4.4 introduit l’algèbre de Fréchet des matrices triangulaires inférieures inﬁnies pour
lesquelles on obtient quelques isomorphismes (numéro 4.4.2) mais également des caractérisations
en termes de limites projectives (voir le numéro 4.4.4) qui nous permettent, par spécialisations
de résultats obtenus au chapitre 3, d’étudier la correspondance groupe/algèbre de Lie (au sens
de Fréchet ou de Lazard) dans ce contexte, à l’aide notamment de l’application exponentielle si
importante au chapitre 7.
1. L’analyse se localise dans la diagonale des matrices triangulaires inférieures inﬁnies.
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4.2 Matrices infinies en toute généralité
Comme au chapitre 3, la lettre K désigne l’un des corps R ou C avec sa topologie usuelle
(à une exception près dans la remarque 4.1). Soient X, Y deux ensembles quelconques, et R
un anneau. Une matrice de format X × Y à coeﬃcients dans R est simplement un élément de
RX×Y . À l’évidence ce dernier ensemble constitue un R-module pour les opérations ponctuelles.
On a d’ailleurs de manière évidente RX×Y ∼=R-Mod
∏
x∈X
∏
y∈Y
R(x,y) où R(x,y) = R quel que soit
(x, y) ∈ X×Y , ce dont on déduit immédiatement qu’une fois R vu comme discret, RX×Y devient
un R-module topologique complet pour la topologie produit.
Soient α = (αx)x∈X ∈ G(R)X , et β = (βy)y∈Y ∈ G(R)Y (où G(R) désigne le groupe des
inversibles de l’anneau R ; voir le numéro 3.4.5 du chapitre 3), deux suites de dénominateurs 2.
Une application linéaire φ ∈ HomR-Mod (RX , RY ) admet une matrice Mφ,α,β ∈ RY×X donnée
par
Mφ,α,β(y, x) = (αx)−1βy〈φ(δx) | δy〉
où l’on rappelle que 〈f | δx〉 = f(x) quel que soient f ∈ RX et x ∈ X (cette même notation est
également utilisée pour dénoter le coeﬃcient d’un vecteur par rapport à un élément d’une base,
voir le numéro 2.4 au chapitre 2). Lorsque quels que soient x ∈ X et y ∈ Y , αx = βy = 1R, on
note cette matrice tout simplement Mφ, et Mφ,α pour Mφ,α,α lorsque X = Y . On remarque
que l’on a
Mφ,α,β(y, x) = (αx)−1βyMφ(y, x) (4.1)
quels que soient x ∈ X, y ∈ Y . Introduisons les notations suivantes. Soit γ = (γz)z∈Z une suite
de dénominateurs. On pose Dγ ∈ RZ×Z la matrice « diagonale » dont les éléments diagonaux
sont Dγ(z, z) = γz (et donc Dγ(z, z′) = 0 dès que z 6= z′). À l’évidence une telle matrice est
inversible, et son inverse est D−1γ = Dγ−1 où γ−1 désigne la suite de dénominateurs (γ−1z )z∈Z
(la multiplication usuelle des matrices dont les lignes sont à support ﬁni, ce qui est le cas pour
Dγ et Dγ−1 , est déﬁnie, ainsi que la notion d’inverse, comme on le voit au numéro 4.3). Il est
clair que l’équation (4.1) implique
Dβ−1Mφ,α,βDα =Mφ (4.2)
de sorte que l’on a, comme on s’y attendait, une équation de changement de bases (les produits
matriciels inﬁnis donnés dans l’équation (4.2) sont facilement vus comme bien déﬁnis, et que
l’associativité ici fonctionne).
Ce type de représentations matricielles sera étudié plus en détail au chapitre 5, et utilisé au
chapitre 7.
Remarque 4.1. La matriceMφ,α,β ne caractérise pas φ. La cause profonde en est que ((αx)−1δx)x∈X
et ((βy)−1δy)y∈Y ne sont pas des bases algébriques de RX et de RY dès que X et Y sont inﬁnis (ce
sont évidemment des bases de R(X) et de R(Y )). Il est ainsi possible de construire une application
linéaire non nulle dont la matrice est nulle. Pour simpliﬁer, supposons que :
1. X = Y , αx = βx = 1R pour tout x ∈ X.
2. X est inﬁni.
3. R est un corps quelconque K (pour cet exemple seulement, on ne suppose pas que K ∈
{R,C }).
2. Cette notion nous sera utile au chapitre 7 lorsque l’on s’intéressera à des séries génératrices mixtes, ordinaires
et exponentielles. On en fera également usage dans un autre contexte, et pour d’autres besoins, au chapitre 8.
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La famille (δx)x∈X est linéairement indépendante (c’est une base algébrique de K(X)). D’après
l’axiome du choix, la famille (δx)x peut être étendue en une base algébrique B de KX . Soit V le
sous-espace vectoriel de KX engendré par ∅ 6= B′ = B\{ δx : x ∈ X }. Il est clair que KX = K(X)⊕V .
Soit f ∈ KX . Alors f admet une représentation unique sous la forme d’une combinaison linéaire ﬁnie
f =
∑
e∈B
〈f | e〉Be =
∑
x∈X
〈f | δx〉Bδx︸ ︷︷ ︸
∈K(X)
+
∑
e′∈B′
〈f | e′〉Be′︸ ︷︷ ︸
∈V
. Considérons πV : KX → KX la projection
sur V parallèlement à K(X), i.e., πV (f) =
∑
e′∈B′
〈f | e′〉Be′ (combinaison linéaire ﬁnie). Clairement
im(πV ) = V de sorte que πV 6= 0, et K(X) = kerπV . Finalement,MπV (y, x) = 〈πV (δx) | δy〉 = 〈0 |
δy〉 = 0 pour tout (x, y) ∈ X ×X. Conclusion : πV est non nul mais MπV est la matrice nulle. De
plus si l’on se donne α et β deux suites de dénominateurs, alorsMπV ,α,β est évidemment également
la matrice nulle à cause de l’égalité (4.1).
Il existe une opération R-linéaire de transposée évidente de RX×Y dans RY×X , M 7→ M †,
(y, x) ∈ Y × X 7→ M †(y, x) = M(x, y) (lorsque K = C il est usuel de considérer l’adjoint
d’une matrice plutôt que sa transposée : M †(y, x) =M(x, y) quels que soient x ∈ X, y ∈ Y ; et
l’application devient anti-linéaire). Comme d’habitude (M †)† =M de sorte que cette application
est un isomorphisme de R-modules (et si R = C et que l’on considère l’adjoint, alors on obtient
un isomorphisme anti-linéaire).
4.3 Algèbre des matrices finies en ligne
4.3.1 Généralités
Soient X, Y , Z et W quatre ensembles quelconques, et R un anneau. En toute généralité, si
M ∈ RX×Y et N ∈ RY×Z , la déﬁnition usuelle du produit matriciel, à savoir
(MN)(x, z) =
∑
y∈Y
M(x, y)N(y, z) (4.3)
n’a évidemment aucun sens (ni algébrique, ni dans la topologie produit). Et même lorsque dans
certains cas ces sommes sont déﬁnies, l’associativité d’un produit n’est pas garantie (voir Cooke
(1955)). Pour que la somme précédente soit valide, il est donc nécessaire de restreindre cette
multiplication a un sous-ensemble de RX×Y . On remarque que si pour chaque x ∈ X, l’applica-
tion y 7→M(x, y) est un élément de R(Y ), autrement dit, elle a un support ﬁni, alors le membre
de droite de l’équation (4.3) existe quels que soient x ∈ X, z ∈ Z et N ∈ RY×Z . Une matrice
possédant cette propriété de ﬁnitude par « ligne » est appelée matrice ﬁnie en ligne ou à lignes
ﬁnies (connue sous le terme anglo-saxon « row-ﬁnite », voir Cooke (1955)). L’ensemble de ces
matrices est alors noté RX×(Y ). Très clairement, on peut également considérer l’espace R(X)×Y
des matrices ﬁnies en colonne ou à colonnes ﬁnies. Le second membre de l’équation (4.3) est
également déﬁni dans ce cas (il est même déﬁni si M est une matrice quelconque et que seule N
est à colonnes ﬁnies).
Remarque 4.2. Soit M ∈ RX×Y .
1. M ∈ RX×(Y ) si, et seulement si, pour chaque x ∈ X, l’application M(x, ·) : y ∈ Y 7→M(x, y)
appartient à R(Y ). (L’application M(x, ·) est également notée Mx dans la suite.)
2. M ∈ R(X)×Y si, et seulement si, pour chaque y ∈ Y , l’application M(·, y) : x ∈ X 7→M(x, y)
appartient à R(X).
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Ce résultat est immédiat 3. Il en résulte que si M ∈ RX×(Y ) (respectivement, M ∈ R(X)×Y ),
alors pour tout x ∈ X,
∑
y∈Y
M(x, y)δy (respectivement, pour tout y ∈ Y ,
∑
x∈X
M(x, y)δx) est une
somme ne contenant qu’un nombre ﬁni de termes non nuls, autrement dit, pour chaque x ∈ X,
M(x, ·) =
∑
y∈Y
M(x, y)δy (respectivement, pour chaque y ∈ Y , M(·, y) =
∑
x∈X
M(x, y)δx) est une
application à support ﬁni.
Le résultat suivant est facilement démontré ; on en omet la démonstration qui est plus longue
que diﬃcile.
Lemme 4.3. SoientM,M ′ ∈ RX×(Y ), N,N ′ ∈ RY×(Z) et P ∈ RZ×(W ). Les assertions suivantes
sont satisfaites :
1. MN ∈ RX×(Z).
2. M(NP ) = (MN)P .
3. (M +M ′)N =MN +M ′N .
4. M(N +N ′) =MN +MN ′.
On déduit directement de ce lemme que RX×(X) constitue une R-algèbre (non commutative
en général) appelée la R-algèbre des matrices à lignes ﬁnies. Bien évidemment l’identité de cette
algèbre est la matrice identique telle qu’on l’imagine. De façon complètement similaire, R(X)×X
est également une R-algèbre. L’application R-linéaire de transposition du numéro 4.2,M 7→M †,
est un anti-isomorphisme d’algèbres lorsque X = Y , et si R = C, et que l’on considère l’adjoint
à la place de la transposée, alors on obtient un anti-isomorphisme anti-linéaire.
Remarque 4.4. Soit (P,≤) un ensemble ordonné, avec un minimum 0̂, et vériﬁant la propriété
d’être localement ﬁni (i.e., chacun de ses intervalles fermés est ﬁni) ; par exemple, N est un tel
ensemble ordonné. Alors l’algèbre d’incidence I(P,R) est une sous-algèbre de R(P )×P , alors que
I(P op, R), où P op désigne l’ensemble P avec son ordre opposé (voir Birkhoﬀ (1995)), est une sous-
algèbre de RP×(P ).
4.3.2 Applications linéaires associées
La remarque 4.2 peut être utilisée pour interpréter les matrices ﬁnies en ligne ou en colonne
comme des applications linéaires (on verra au chapitre 5 que ce sont exactement les applications
linéaires continues).
Définition 4.5. Soient M ∈ RX×(Y ), et deux suites de dénominateurs (voir le numéro 4.2)
α ∈ G(R)X et β ∈ G(R)Y . On déﬁnit φM,α,β ∈ HomR-Mod (RY , RX) par
φM,α,β(f) =
∑
x∈X
Ñ∑
y∈Y
M(x, y)f(y)βy
é
(αx)−1δx (4.4)
pour f ∈ RY (par la remarque 4.2, on sait que la somme indicée par y ∈ Y ne comporte qu’un
nombre ﬁni de termes non nuls, alors que la somme portant sur x ∈ X est la somme d’une famille
sommable, par exemple pour R discret et RX avec la topologie produit ; voir le lemme 5.9 démontré
au chapitre 5 et rappelé au numéro 2.7 du chapitre 2).
3. Il ne s’agit que des faits évidents : RX×(Y ) ∼=R-Mod
∏
x∈X
⊕
y∈Y
R par M 7→ (M(x, ·))x∈X , et R(X)×Y ∼=R-Mod∏
y∈Y
⊕
x∈X
R par M 7→ (M(·, y))y∈Y .
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Remarque 4.6.
1. Lorsque quels que soient x ∈ X, y ∈ Y , αx = 1R = βy, l’application φM,α,α est simplement
notée φM . Notons au passage que si l’on pose M ′(x, y) =M(x, y)βy(αx)−1 (x ∈ X, y ∈ Y ),
de sorte que M ∈ RX×(Y ) si, et seulement si, M ′ ∈ RX×(Y ), alors
φM,α,β = φM ′ . (4.5)
(La notation M ′ est trompeuse car le lecteur pourrait croire 4 que la matrice ainsi dénotée ne
dépend que deM mais évidemment elle dépend également du couple de suites de dénominateurs
donné. Cette dépendance respecte la multiplication comme on le voit ci-dessous.) Il est clair
que l’on en déduit de façon immédiate que (en utilisant les notations du numéro 4.2)
Dα−1M
′Dβ =M . (4.6)
Il s’agit donc encore une fois du même mécanisme de changement de bases. Plus explicite-
ment, si l’on se donne f =
∑
y∈Y
fy(βy)−1δy ∈ RY (autrement dit, fy = 〈f | (βy)−1δy〉 =
(βy)−1f(y)), alors φM,α,β(f) =
∑
x∈X
gx(αx)−1δx ∈ RX avec gx = 〈φM,α,β(f) | (αx)−1δx〉 =∑
y∈Y
M(x, y)fy.
2. Détaillons brièvement ce mécanisme de « changement de bases ». Notons [f ]β ∈ R{ 0 }×Y la
« matrice » de f ∈ RY à une « ligne » et Y « colonnes » exprimée dans la « base » (β−1y δy)y∈Y
(avec une déﬁnition similaire pour [·]α), autrement dit, [f ]β = (f(y)βy)(0,y)∈{ 0 }×Y (dans la
mesure où f s’exprime sous la forme de la somme
∑
y∈Y
f(y)βy(β−1y δy) d’une famille sommable).
Si on considère la transposition [f ]†β ∈ RY×{ 0 } usuelle, alors φM,α,β(f) = πX([M [f ]†β]†α) ∈
RX où πX((λ(0,x))(0,x)∈{ 0 }×X = (λ′x)x∈X ∈ RX (avec λ′x = λ(0,x)).
3. Supposons que X = N = Y , de sorte que l’on peut identiﬁer R(X) avec le R-module sous-
jacent à R[[x]] (via δn ↔ xn). Soient alors α = (αn)n∈N et β = (βn)n∈N deux suites de
dénominateurs. Nous avons donc φM,α,β
Ñ∑
n≥0
fnx
n
é
=
∑
n≥0
Ñ∑
k≥0
M(n, k)fkβk
é
(αn)−1xn.
Supposons que R soit une Q-algèbre, et que l’on a nos deux suites de dénominateurs d =
(dn)n ∈ Q1R, et e = (en)n ∈ Q1R. On a, dans ce cas,
φM,d,e
Ñ∑
n≥0
fnx
n
é
=
∑
n≥0
Ñ∑
k≥0
M(n, k)fkek
é
xn
dn
.
4. Si on dispose de trois suites de dénominateurs α ∈ G(R)X , β ∈ G(R)Y et γ ∈ G(R)Z , alors
quels que soient M ∈ RX×(Y ) et N ∈ RY×(Z),
(MN)′ =M ′N ′ (4.7)
où le symbole « ′ » fait référence de façon implicite à (α,γ) pour (MN)′, (α,β) pour M ′ et
(β,γ) pour N ′. De même, on déﬁnit ψM ∈ HomR-Mod (R(X), R(Y )) donnée par
ψM (δx) =
∑
y∈Y
M(x, y)δy ∈ R(Y )
(là encore, c’est par la remarque 4.2 que l’on sait que la somme portant sur y n’a qu’un
nombre ﬁni de termes non nuls). Les applications M 7→ φM,α,β et M 7→ ψM sont à l’évidence
R-linéaires et injectives.
4. « Imprudence ! ».
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Le lemme suivant se démontre simplement en posant les calculs.
Lemme 4.7. Soient M ∈ RX×(Y ), et N ∈ RY×(Z). Les assertions suivantes sont satisfaites.
1. φMN = φM ◦ φN .
2. Si X = Y = Z, alors l’application φ : M ∈ RX×(X) 7→ φM ∈ EndR-Mod (RX) est un
homomorphisme de R-algèbres 5, dit autrement, φ ∈ HomR-Alg (RX×(X),EndR-Mod (RX)).
3. ψMN = ψN ◦ ψM .
4. Si X = Y = Z, alors l’application ψ : M ∈ RX×(X) 7→ ψM ∈ EndR-Mod (R(X)) est un anti-
homomorphisme de R-algèbres,dit autrement, ψ ∈ HomR-Alg ((RX×(X))op,EndR-Mod (R(X)))
(où (RX×(X))op désigne l’algèbre opposée à RX×(X)).
Remarque 4.8. Supposons données trois suites de dénominateurs α ∈ G(R)X , β ∈ G(R)Y et
γ ∈ G(R)Z , et les matrices M ∈ RX×(Y ), N ∈ RY×(Z). Alors par le lemme 4.7 et l’égalité (4.7),
on a : φMN,α,γ = φ(MN)′ = φM ′N ′ = φM ′ ◦ φN ′ = φM,α,β ◦ φN,β,γ . De plus, d’après l’égalité (4.6),
I ′ = DαIDα−1 = I, où I désigne la matrice identité de RX×X . Il en résulte que l’application
M 7→ φM,α ∈ HomR-Alg (RX×(X),EndR-Mod (RX)), où l’on a noté φM,α = φM,α,α.
4.3.3 Propriétés topologiques de RX×(Y )
Étudions à présent des questions topologiques. Si, comme cela a été écrit au numéro 4.2,
RX×Y est un R-module topologique complet pour la topologie produit avec R discret, ce n’est
pas le cas de RX×(Y ) (ni R(X)×Y ) puisque l’on a RX×(Y ) ∼=R-Mod
∏
x∈X
⊕
y∈Y
R (et R(X)×Y ∼=R-Mod∏
y∈Y
⊕
x∈X
R) ; ainsi, pour ces topologies initiales, ni RX×(Y ) ni R(X)×Y ne sont complets. Un peu
d’analyse à présent. Si X et Y sont au plus dénombrables (de sorte que X×Y le soit également),
alors KX×Y est un espace de Fréchet pour la topologie produit. On note, comme d’habitude,
π(x,y) la projection canonique de KX×Y sur K qui associe à une matrice M son entrée M(x, y).
Remarque 4.9. L’espace de Fréchet KN×N n’est pas un espace de Banach. En eﬀet il est facile
de voir que tout voisinage de zéro contient un sous-espace vectoriel non trivial (par exemple, si on
choisit un voisinage de la forme
⋂
(i,j)∈F
π−1(i,j)(D(0; r(i,j)) où F est une partie ﬁnie non vide de N×N,
et D(0; ri,j) est la boule ouverte de rayon r(i,j), alors VJ = {M ∈ KN×N : M(i, j) = 0, ∀(i, j) ∈ J }
est un tel sous-espace vectoriel) ; il ne peut pas être borné, et donc KN×N n’est pas normable, et
d’autant moins banachique 6.
Toujours sous les hypothèses de dénombrabilité de X et Y , KX×(Y ) est un K-espace vectoriel
topologique séparé pour la topologie induite par KX×Y . Il est aisé de vériﬁer que ce ne peut pas
être un espace de Fréchet quand X et Y ont la puissance ℵ0. Dans ce cas, on peut supposer
sans perte de généralité que X = Y = N. Soit (i, j) ∈ N ﬁxé. La masse de Dirac δ(i,j) en (i, j)
est à l’évidence un élément de KN×(N). Soit Mn =
n∑
k=0
δ(0,k) ∈ KN×(N). Clairement quel que soit
(i, j) ∈ N×N, (π(x,y)(Mn))n est une suite de Cauchy de K (il s’agit même d’une suite de Cauchy
pour K discret et donc d’autant plus pour K avec sa topologie usuelle). Il en résulte donc que
(Mn)n est une suite de Cauchy dans KN×(N). Cependant cette suite converge dans KN×N vers la
matrice M telle que M(0, j) = 1 quel que soit j, et M(i, j) = 0 pour tout i 6= 0. Cette matrice
5. C’est en particulier un homomorphisme de monoïdes à zéro (voir le chapitre 6 puisqu’il envoie la matrice
identiquement nulle sur l’endomorphisme nul.
6. Et ce n’est pas un argument d’autorité !
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n’est donc pas ﬁnie en ligne, et de ce fait KN×(N) ne saurait être complet, et donc un espace de
Fréchet. On peut remarquer que la suite précédente est également de Cauchy pour la topologie
produit avec K discret, et converge (dans cette topologie et dans KN×N) aussi vers M . Il en
résulte que KN×(N) n’est pas non plus complet pour cette topologie.
Remarque 4.10.
1. On peut également démontrer que KN×(N) n’est pas une algèbre de Fréchet pour la topologie
produit usuelle. Ceci repose sur la non continuité jointe de la multiplication. On déﬁnit deux
matrices à lignes ﬁnies Mn = δ(0,n) et Nn = δ(n,0) pour chaque n ∈ N. Ces deux suites
possèdent une limite nulle, mais MnNn = δ(0,0) pour tout n, de sorte que (MnNn)n ne
converge pas vers la matrice nulle. Il en résulte que KN×(N) n’est pas un algèbre topologique
(le produit n’est pas continue simultanément en ses deux variables) et donc ce n’est pas non
plus une algèbre de Fréchet. On peut facilement montrer que la multiplication est en revanche
continue pour sa seconde variable (la première étant ﬁxée). Puisqu’il s’agit d’un espace métrique
(la distance induite par l’espace de Fréchet KN×N), il est suﬃsant de montrer que pour chaque
suite (Nn)n tendant vers zéro, et pour chaque matrice M à lignes ﬁnies, la suite (MNn)n
tend également vers zéro. Or quels que soient i, j, πi,j(MNn) =
∑
k≥0
πi,k(M)πk,j(Nn) (somme
avec un nombre ﬁni de termes non nuls puisque M est à lignes ﬁnies ; il y en a au plus
max{ j ∈ N : M(i, j) 6= 0 }, borne large qui ne dépend que de M). Puisque πk,j(Nn) → 0
avec n → ∞, on en déduit que πi,j(MNn) → 0 avec n → ∞. Cependant on peut vériﬁer
que la multiplication n’est pas continue en sa première variable : soit Mn = δ(0,n) → 0 lorsque
n → ∞, et soit N une matrice à lignes ﬁnies pour laquelle N(i, 0) = 1 quel que soit i, et
N(i, j) = 0 pour tout j 6= 0. Alors MnN = δ(0,0) qui ne converge évidemment pas vers la
matrice nulle.
2. On peut remarquer que les preuves et contre-exemples du point précédent tiennent si K est
remplacé par R discret de sorte que pour la topologie produit sur RN×(N) (qui est métrisable
comme produit d’une famille au plus dénombrable d’espaces métriques), la multiplication n’est
pas continue, ni continue en sa première variable ; elle est continue en sa seconde variable.
3. De manière totalement similaire, le résultat suivant est obtenu : la multiplication de R(N)×N
n’est pas continue en sa première variable, et est continue en sa seconde variable, pour la
topologie produit, que R soit discret ou que R = K avec la topologie usuelle.
4.3.4 Produit tensoriel complété
Si donc RX×(Y ) n’est pas complet pour la topologie produit, il l’est en revanche pour la
topologie la moins ﬁne rendant continue, pour tout x ∈ X, l’application ℓx : M 7→M(x, ·) ∈ R(Y )
(cf. remarque 4.2), avec R(Y ) discret (de même que R pour avoir un R-module topologique
complet). Cela vient de l’identiﬁcation RX×(Y ) ∼=R-Mod
∏
x∈X
R(Y ). Ainsi, RX×(Y ) se trouve être le
complété du Rd-module topologique discret R(X×Y ). Symétriquement, R(X)×Y est complet pour
la topologie initiale relative aux applications cy : M 7→ M(·, y) ∈ R(X) pour chaque y ∈ Y , et
pour R(X), R discrets, et R(X)×Y est alors le complété du R-module discret R(X×Y ).
Clairement R(X×Y ) est isomorphe au produit tensoriel R(X)⊗R R(Y ) en tant que R-module.
Soient alors les applications R-linéaires ℓ′x : δx ⊗ δy ∈ R(X) ⊗R R(Y ) 7→ δy ∈ R(Y ) (x ∈ X),
et c′y : δx ⊗ δy ∈ R(X) ⊗ R(Y ) 7→ δx (y ∈ Y ). Elles correspondent évidemment aux projec-
tions ℓx et cy. Si on donne à R(X) ⊗R R(Y ) la topologie initiale associée à la famille (ℓ′x)x∈X
(respectivement, (c′y)y∈Y ) pour R(Y ) et R discrets (respectivement, R(X) et R discrets), alors
son complété est le R-module R(X)“⊗ℓRR(Y ) (respectivement, R(X)“⊗cRR(Y )) isomorphe à RX×(Y )
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(respectivement, à R(X)×Y ) dont les éléments s’écrivent comme sommes de familles sommables∑
x∈X
δx ⊗
Ñ∑
y∈Y
px(y)δy
é
où px(y) ∈ R et la somme portant sur y n’a qu’un nombre ﬁni de
termes non nuls (respectivement,
∑
y∈Y
(∑
x∈X
py(x)δx
)
⊗ δy, et
∑
x∈X
py(x)δx ∈ R(X)). Très préci-
sément, on a RX×(Y ) ∼=Rd-ModTop R(X)“⊗ℓRR(Y ) (pour les topologies initiales que l’on vient d’in-
troduire) donné par M 7→
∑
x∈X
δx ⊗
Ñ∑
y∈Y
M(x, y)δy
é
=
∑
x∈X
δx ⊗M(x, ·) (cf. remarque 4.2).
L’application réciproque envoie
∑
x∈X
δx ⊗
Ñ∑
y∈Y
px(y)δy
é
sur M donnée par M(x, y) = px(y)
(évidemment, M ∈ RX×(Y ) puisque px =
∑
y∈Y
px(y)δy ∈ R(Y )). De même, R(X)×Y ∼=Rd-ModTop
R(X)“⊗cRR(Y ) via M 7→ ∑
y∈Y
(∑
x∈X
M(x, y)δx
)
⊗ δy =
∑
y∈Y
M(·, y) ⊗ δy. L’application réciproque
envoie
∑
y∈Y
(∑
x∈X
py(x)δx
)
⊗ δy sur M : (x, y) 7→ py(x) (clairement, M ∈ R(X)×Y puisque py =∑
x∈X
py(x)δx ∈ R(X)).
Remarque 4.11. Par raison de sommabilité relativement aux topologies initiales, on a toujours
pour px ∈ R(Y ) (x ∈ X), et f ∈ RX ,
∑
x∈X
f(x)δx⊗px =
∑
x∈X
δx⊗f(x)px. De même, pour py ∈ R(X)
(y ∈ Y ), et f ∈ RY ,
∑
y∈Y
py ⊗ f(y)δy =
∑
y∈Y
pyf(y)⊗ δy.
En résumé, (R(Y ))X ∼=R-Mod RX×(Y ) ∼=R-Mod R(X)“⊗ℓRR(Y ). On remarque qu’à un élément
quelconque
∑
x∈X
δx ⊗ px ∈ R(X)“⊗ℓRR(Y ) correspond (de manière biunivoque) l’application en
notation sommatoire 7
∑
x∈X
Ñ∑
y∈Y
〈px | δy〉δy
é
δx (la somme portant sur y ne comporte qu’un
nombre ﬁni de termes non nuls, 〈px | δy〉 = px(y), la somme sur x étant la somme d’une famille
sommable, et δx est utilisée comme dans le numéro 2.8 du chapitre 2). Remarquons au passage
que l’on obtient de la sorte un genre de série génératrice de la famille (px)x∈X de fonctions à
support ﬁni de Y dans R.
4.3.5 Compositions ombrales généralisée et classique
Étant donné deux familles de fonctions à support ﬁni (à valeurs dans un anneau R), p =
(px)x∈X ∈ (R(Y ))X ∼=R-Mod
∏
x∈X
R(Y ) et q = (qy)y∈Y ∈ (R(Z))Y ∼=R-Mod
∏
x∈Y
R(Z), c’est-à-dire,
quel que soit x ∈ X, px ∈ R(Y ), et quel que soit y ∈ Y , qy ∈ R(Z), on déﬁnit leur composition
7. Cette application en notation fonctionnelle est donnée par
X → R(Y )
x 7→ px :
Å
Y → R
y 7→ px(y)
ã
.
(4.8)
.
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ombrale (généralisée), notée (px(q))x∈X , et égale à r = (rx)x∈X ∈ (R(Z))X où rx =
∑
y∈Y
px(y)qy
quel que soit x ∈ X. Il va de soi que rx ∈ R(Z) pour chaque x ∈ X. La composition ombrale est
donc déﬁnie sur (R(Y ))X × (R(Z))Y et à valeurs dans (R(Z))X .
Lemme 4.12. Soient M ∈ RX×(Y ) et N ∈ RY×(Z). Alors
(Mx)x∈X = (ψM (δx))x∈X
et
(Mx((Ny)y∈Y ))x∈X = (ψN (ψM (δx)))x∈X .
Démonstration. Tout d’abord ψM (δx) =
∑
y∈Y
M(x, y)δy = Mx (cf. la remarque 4.2 et la déﬁni-
tion 4.5). D’une part,
Mx((Ny)y∈Y ) =
∑
y∈Y
M(x, y)Ny︸ ︷︷ ︸
∈R(Y )
=
∑
y∈Y
M(x, y)
∑
z∈Z
N(y, z)δz .
(4.9)
D’autre part, ψM (δx) =
∑
y∈Y
M(x, y)δy (somme avec un nombre ﬁni de termes non nuls), puis
ψN (ψM (δx)) = ψN
Ñ∑
y∈Y
M(x, y)δy
é
=
∑
y∈Y
M(x, y)ψN (δy) =
∑
y∈Y
M(x, y)
∑
z∈Z
N(y, z)δz.
Lemme 4.13. Avec la composition ombrale (généralisée), le R-module (R(X))X est une R-
algèbre isomorphe à RX×(X).
Démonstration. L’application R-linéaire suivante
Θ: RX×(X) → (R(X))X
M 7→ (Mx)x∈X (4.10)
est évidemment un isomorphisme pour les structures linéaires. Il suﬃt maintenant de vériﬁer
qu’elle respecte les multiplications. SoientM,N ∈ RX×(X). On a Θ(MN) = (ψN (ψM (δx)))x∈X =
(ψMN (δx))x∈X d’après les lemmes 4.7 et 4.12.
Remarque 4.14.
1. Si on utilise la notation sommatoire vue à la ﬁn du numéro 4.3.4 pour les éléments de (R(Y ))X
et ceux de (R(Z))Y , alors le produit ombral s’écrit de la façon suivante :Ö∑
x∈X
px︸︷︷︸
∈R(Y )
δx
èÖ∑
y∈Y
qy︸︷︷︸
∈R(Z)
δy
è
=
∑
x∈X
â
∑
y∈Y
px(y)qy︸ ︷︷ ︸
∈R(Z)
ì
δx . (4.11)
2. En utilisant la construction du produit tensoriel complété du numéro 4.3.4, on voit immédiate-
ment que R(X)“⊗ℓRR(X) est équipé d’une structure de R-algèbre (transportée par isomorphisme)
donnée par(∑
x∈X
δx ⊗ px
)(∑
x∈X
δx ⊗ qx
)
=
∑
x∈X
δx ⊗ px(q) =
∑
x∈X
δx ⊗
Ñ∑
y∈X
px(y)qy
é
(4.12)
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où pour chaque x ∈ X, px, qx ∈ R(X). Évidemment, et toujours par isomorphisme, on peut
multiplier un élément de R(X)“⊗ℓRR(Y ) par un élément de R(Y )“⊗ℓRR(Z), aﬁn d’obtenir un
membre de R(X)“⊗ℓRR(Z), par la formule :(∑
x∈X
δx ⊗ px
)Ñ∑
y∈Y
δy ⊗ qy
é
=
∑
x∈X
δx ⊗
Ñ∑
y∈Y
px(y)qy
é
. (4.13)
3. Si maintenant on suppose que X = Y = N, alors on peut évidemment identiﬁer R(Y ) = R(N)
avec le R-module R[x] des polynômes via δn = xn pour chaque n ∈ N. La composition
ombrale généralisée sur (R[x])N est alors donnée pour p = (pn(x))n∈N et q = (qn(x))n∈N
par (pn(q))n∈N = (rn(x))n∈N où rn(x) =
∑
k≥0
〈pn | xk〉qk(x). Il s’agit de la notion classique
de composition ombrale quand on l’applique aux suites de polynômes, c’est-à-dire une suite
(pn(x))n∈N telle que deg(pn(x)) = n quel que soit n ∈ N (voir Rota (1975); Roman (1984);
He et al. (2007)).
Considérons les ensembles R〈〈x, y〉 = {
∑
n≥0
xnpn(y) : ∀n, pn(y) ∈ R[y] } ⊆ R〈〈x, y〉〉 ainsi
que R〈x, y〉〉 = {
∑
n≥0
pn(x)yn : ∀n, pn(x) ∈ R[x] } ⊆ R〈〈x, y〉〉 (avec x 6= y des indéterminées).
Il s’agit clairement de sous-R-modules de R〈〈x, y〉〉. On a R[x]“⊗ℓR[y] ∼=R-Mod R〈〈x, y〉, alors que
R[x]“⊗cR[y] ∼=R-Mod R〈x, y〉〉 (où l’on considère les structures de R-modules sous-jacentes à R[x] et
R[y]). Le point précédent en notation sommatoire permet de munir le R-module R〈〈x, y〉 du produit
(associatif) suivant :Ö∑
m≥0
xm Pm︸︷︷︸
∈R[y]
èÖ∑
m≥0
xm Qm︸︷︷︸
∈R[y]
è
=
∑
m≥0
xm
Ñ∑
n≥0
〈Pm | yn〉Qn
é
︸ ︷︷ ︸
∈R[y]
. (4.14)
4.4 Algèbre de Fréchet des matrices triangulaires inférieures in-
finies
4.4.1 Généralités algébriques
Considérons à présent ce que l’on sait déjà être une algèbre (anti-isomorphe à l’algèbre
d’incidence de l’ensemble totalement ordonné des entiers naturels), et même une algèbre de
Fréchet si R = K (voir l’exemple 3.4 du chapitre 3), à savoir, l’ensemble des matrices triangulaires
inférieures inﬁnies ti(N, R) = {M ∈ RN×(N) : ∀i, j ∈ N, i > j ⇒ M(i, j) = 0 }. Il s’agit bien
sûr d’une sous-algèbre de RN×(N) et d’un sous-module de RN×N, et son groupe des inversibles
TI (N, R) = G(ti(N, R)) = {M ∈ ti(N, R) : M(i, i) ∈ G(R) ∀i ∈ N }. On note UNI (N, R) = {M ∈
TI (N, R) : M(i, i) = 1R ∀i ∈ N } le sous-groupe des matrices unipotentes 8, et nil(N, R) = {M ∈
ti(N, R) : M(i, i) = 0R ∀i ∈ N } est l’idéal bilatère (propre, si R 6= (0)) des matrices nilpotentes 9
Soit enﬁn, diag(N, R) = {M ∈ ti(N, R) : M(i, j) = 0, ∀i < j } l’algèbre commutative des
matrices diagonales , qui est bien entendu isomorphe à RN avec les opérations composante
par composante, et DIAG(N, R) = G(diag(N, R)) = {D ∈ diag(N, R) : D(i, i) ∈ G(R) ∀i ∈ N }
(isomorphe au produit direct G(RN) = (G(R))N). Il est également évident que siD ∈ DIAG(N, R),
alors D−1 est la matrice diagonale E telle que E(i, i) = D(i, i)−1 quel que soit i ∈ N.
8. Suivant la terminologie de Bourbaki (2007a), TI (N,K) pourrait être nommé groupe trigonal large inférieur
(infini), et UNI (N,K) le groupe trigonal strict inférieur (infini).
9. Ces matrices ne sont évidemment pas nilpotentes au sens usuel du terme.
51
Chapitre 4. Algèbres de matrices infinies
Lemme 4.15. Le groupe TI (N, R) est produit semi-direct UNI (N, R)⋉DIAG(N, R) de DIAG(N, R)
par UNI (N, R), où le premier agit sur le second par automorphismes intérieurs.
Démonstration. Soit M ∈ TI (N, R). Posons DM ∈ DIAG(N, R) la matrice diagonale dont les
termes diagonaux sont ceux (inversibles) de M . La matrice inversible MD−1M est unipotente, et
M = (MD−1M )DM . La ﬁn de la démonstration est classique (il est en particulier facile de vériﬁer
que DIAG(N, R) agit par conjugaison sur UNI (N, R)).
Il est facile de vériﬁer que diag(N, R) et nil(N, R) sont deux sous-algèbres de Lie de la R-
algèbre de Lie 10 ti(N, R) (pour le crochet sous-jacent à la structure d’algèbre associative de
ti(N, R)), nil(N, R) est même un idéal de ti(N, R), et diag(N, R) est une R-algèbre de Lie com-
mutative (le crochet est identiquement nul).
Lemme 4.16. L’algèbre de Lie ti(N, R) est le produit semi-direct nil(N, R) × diag(N, R) de
l’algèbre de Lie diag(N, R) par l’algèbre de Lie nil(N, R).
Démonstration. Toute matrice triangulaire M s’écrit de façon unique comme la somme de sa
diagonale D et M − D ∈ nil(N, R). Il est aisé de vériﬁer que l’application adjointe usuelle
ad : diag(N, R) → der(ti(N, R)), où der(g) désigne l’algèbre de Lie des dérivations d’une algèbre
de Lie g, restreinte à nil(N, R) est un homomorphisme d’algèbres de Lie de diag(N, R) dans
der(nil(N, R)). Si Mi = Ni+Di, Mi ∈ ti(N, R), Ni ∈ nil(N, R), et Di ∈ diag(N, R), i = 1, 2, alors
on vériﬁe par simple calcul que [M1,M2] = [N1, N2] + adD1(N2)− adD2(N1)︸ ︷︷ ︸
∈nil(N,R)
+ [D1, D2]︸ ︷︷ ︸
=0
.
Remarque 4.17.
1. Soit N ∈ nil(N, R). Alors la famille (Nn)n∈N est sommable dans la topologie produit (in-
duite par RN×N) pour R discret, et la somme
∑
n≥0
Nn ∈ UNI (N, R) (car π(i,i)(N0) = 1, et
π(i,i)(Nn) = 0 quel que soit n > 0 pour chaque i ∈ N). On remarque que Nn → 0 dès que
n→∞. Ainsi les éléments de nil(N, R) sont topologiquement nilpotents.
2. Plus généralement, si S(x) ∈ R[[x]]. Alors la famille (〈S | xn〉Nn)n∈N est sommable dans
la topologie de la convergence simple pour R discret. On note la somme de cette famille
S(N) =
∑
n≥0
〈S | xn〉Nn. En d’autres termes, l’algèbre (non unitaire) des matrices nilpotentes
admet un calcul formel. Dans ce cas, l’analyse développée au chapitre 3 est superﬂue.
3. Ici Q est un sous-corps de R. Pour M ∈ UNI (N, R), on pose M = I + N où I est la
matrice identique et N ∈ nil(N, R). On a Log(M) =
∑
k≥1
(−1)k−1
k
Nk sommable dans le
produit des topologies discrètes. Très clairement Log(M) ∈ nil(N, R). Pour les mêmes raisons
de sommabilité, quel que soit λ ∈ R, Mλ =
∑
n≥0
Ç
λ
n
å
Nn = Exp(λLog(M)) ∈ UNI (N, R),
où
(λ
n
)
=
λ(λ− 1) · · · (λ− k + 1)
k!
est le coeﬃcient binomial généralisé (voir Duchamp et al.
(2004); Bacher (2006)).
4. Le lemme 4.15 ainsi que les points précédents de cette remarque indiquent clairement que
l’analyse développée au chapitre 3 n’est nécessaire que pour traiter le cas des matrices trian-
gulaires inversibles non unipotentes. On pourrait ainsi exprimer cela par le fait que l’analyse se
loge à la frontière, exactement sur la diagonale !
10. Il s’agit simplement de la notion usuelle d’algèbre de Lie où l’on remplace le corps de base et la structure
d’espace vectoriel par l’anneau R et une structure de R-module ; voir Bourbaki (2007c). On prend néanmoins soin
de considérer des crochets alternés (et donc nécessairement anti-commutatifs) aﬁn d’éviter des pathologies dûes à
une torsion additive d’ordre deux, cf. Kaplansky (1971).
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4.4.2 Quelques isomorphismes
D’après l’exemple 3.4, on sait que ti(N, R) est isomorphe à l’algèbre d’incidence de l’opposé
du bon ordre N. À l’aide des constructions vues au numéro 4.3, d’autres isomorphismes sont
maintenant exhibés.
Composition ombrale : Convenons d’identiﬁer R(N) avec l’espace sous-jacent à R[x] à l’aide de
δn 7→ xn. Considérons l’ensemble des éléments (pn(x))n∈N de (R[x])N vériﬁant deg(pn(x)) ≤
n quel que soit n ∈ N (il s’agit d’une version de la notion de suites de polynômes rap-
pelée dans la remarque 4.14 relaxée en permettant l’inégalité large plutôt que l’égalité
pour le degré des polynômes ; une telle suite est appelée dans ce texte suite incidente de
polynômes). La restriction de l’application Θ de la preuve du lemme 4.13 fournit un isomor-
phisme d’algèbres de ti(N, R) dans (R[x])N ; son image est l’ensemble des suites incidentes
de polynômes.
Séries génératrices de polynômes : On peut également identiﬁer les éléments de ti(N, R) avec
les éléments de R〈y, x〉〉 (où x 6= y) de la forme
∑
n≥0
pnx
n, où pn ∈ R[y] (n ∈ N) et
deg(pn(y)) ≤ n quel que soit n ∈ N (une telle série peut être appelée séries incidente de
polynômes). Dans ce cas, la composition ombrale donneÑ∑
n≥0
pnx
n
éÑ∑
n≥0
qnx
n
é
=
∑
n≥0
Ñ∑
k≥0
〈pn | yk〉qk
é
xn . (4.15)
Produit tensoriel : Considérons l’ensemble des éléments de R[x]“⊗ℓRR[x] de la forme ∑
n≥0
xn ⊗
pn(x) où (pn(x))n∈N est une suite incidente de polynômes (comme au premier point). Avec
la composition ombrale (également donnée dans la remarque 4.14)Ñ∑
n≥0
xn ⊗ pn(x)
éÑ∑
n≥0
xn ⊗ qn(x)
é
=
∑
n≥0
xn ⊗
Ñ∑
k≥0
〈pn(x) | xk〉qk(x)
é
(4.16)
on obtient une sous-algèbre isomorphe à ti(N, R).
4.4.3 Propriétés topologiques
La première observation est que l’algèbre de Fréchet ti(N,K) n’est pas une algèbre de Banach
pour la topologie produit (la preuve de ce fait est identique à celle donnée dans la remarque 4.9).
Une autre manière de vériﬁer cela est de montrer que TI (N,K) n’est pas ouvert. En fait on a un
résultat un peu plus fort.
Proposition 4.18. Le groupe TI (N,K) est d’intérieur vide.
Démonstration. Supposons au contraire que
˚ ˝TI (N,K) soit non vide. Soit M ∈ ˚ ˝TI (N,K). Alors il
existe U un ouvert de ti(N,K) tel que M ∈ U ⊆ TI (N,K). Comme U est un ouvert, il existe F
sous-ensemble ﬁni non vide de N tel que M ∈
⋂
(i,j)∈F
π−1(i,j)(U(i,j)) ⊆ U avec U(i,j) ouvert de K. Si
on choisit M ∈ ti(N,K) tel que M(i, j) = 0 quel que soit (i, j) 6∈ F et M(i, j) ∈ U(i,j) quel que
soit (i, j) ∈ F , alors M ∈
⋂
(i,j)∈F
π−1(i,j)(U(i,j)) ⊆ U ⊆ G. Cependant comme F est ﬁni, il existe
i0 ∈ N tel que (i0, i0) 6∈ F . De ce fait M n’est pas inversible, ce qui est une contradiction. Donc
˚ ˝TI (N,K) = ∅.
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Comme TI (N,K) n’est pas vide, il n’est pas ouvert. Mais il n’est pas fermé non plus.
Proposition 4.19. Le groupe TI (N,K) n’est pas fermé.
Démonstration. On pose Dn ∈ TI (N,K) donné par Dn(0, 0) = 1n , Dn(i, i) = 1 quel que soit
i > 0, et Dn(i, j) = 0 pour tout (i, j) 6= (0, 0), i 6= j. Clairement la suite (Dn)n converge vers la
matrice diagonale D telle que D(0, 0) = 0, et tous les autres termes diagonaux sont égaux à 1.
Il en résulte que D 6∈ TI (N,K).
Les groupes UNI (N,K), DIAG(N,K) et TI (N,K) sont des groupes topologiques (pour la
topologie produit de ti(N,K)) séparés (en particulier, l’inversion est continue, cf. Waelbroeck
(1971); Mallios (1986)). Le groupe des matrices unipotentes est fermé 11 donc complet. L’idéal
nil(N,K) est un groupe additif et un monoïde topologiques séparés : c’est en fait une R-algèbre
(sans identité) topologique Hausdorﬀ ; il est également fermé (la preuve est similaire à celle de
fermeture de UNI (N,K)), donc complet (donc un espace de Fréchet). L’algèbre diag(N,K) est une
algèbre topologique séparée et fermée (algébriquement isomorphe et homéomorphe à l’algèbre
de Fréchet KN pour les opérations composante par composante, cf. Fragoulopoulou (2005)). Son
groupe des inversibles DIAG(N,K) n’est ni ouvert (il est d’intérieur vide) ni fermé (les preuves
sont tout à fait similaires à celles des propositions 4.18 et 4.19). En revanche DIAG(N,K), de
même que UNI (N,K), est fermé dans TI (N,K).
4.4.4 Limites projectives
Soit R un anneau commutatif (unitaire) quelconque. Pour k ∈ N, notons :
– ti([0 · · · k], R) : algèbre des matrices carrées triangulaires inférieures indicées sur [0 · · · k]
(qui est évidemment une algèbre de Lie).
– nil([0 · · · k], R) : idéal bilatère de ti([0 · · · k], R) des matrices nilpotentes (sous-algèbre de
Lie de ti([0 · · · k], R)).
– diag([0 · · · k], R) : algèbre des matrices diagonales, isomorphe (en tant qu’algèbre pour les
opérations composante par composante) à Rk+1 (sous-algèbre de Lie, commutative, de
ti([0 · · · k], R)).
– TI ([0 · · · k], R) : groupe des inversibles de ti([0 · · · k], R).
– UNI ([0 · · · k], R) : groupe des matrices carrées unipotentes indicées par [0 · · · k].
– DIAG([0 · · · k], R) : groupe des inversibles de diag([0 · · · k], R).
Il est clair qu’en tant qu’algèbres de Lie ti([0 · · · k], R) = nil([0 · · · k], R)× diag([0 · · · k], R) (pro-
duit semi-direct des algèbres de Lie), et qu’en tant que groupes, TI ([0 · · · k], R) = UNI ([0 · · · k], R)⋉
DIAG([0 · · · k], R) (produit semi-direct de groupes). Par ailleurs (avec R = K), TI ([0 · · · k],K),
DIAG([0 · · · k],K) et UNI ([0 · · · k],K) sont des groupes de Lie (comme sous-groupes fermés de
GLk+1(K), groupe des matrices inversibles
12 de taille k + 1 à coeﬃcients dans K, lorsque ce
dernier est équipé de la topologie induite par la norme d’opérateurs sur Kk+1 de glk+1(K)) dont
les algèbres de Lie sont respectivement ti([0 · · · k],K), diag([0 · · · k],K) et nil([0 · · · k],K).
Pour chaque X ∈ { ti, nil, diag, TI ,UNI ,DIAG }, et chaque k ∈ N, posons Xk = X([0 · · · k], R).
On déﬁnit également pour chaque ℓ ≤ k (ℓ et k entiers), l’application πℓ,k : Xk → Xℓ qui associe
à une matrice M ∈ Xk, la matrice (M(i, j))(i,j)∈[0···ℓ]2 ∈ Xℓ. Il est évident que si Xk est une
algèbre – avec ou sans unité – alors πℓ,k est un homomorphisme d’algèbres, qui respecte l’identité
lorsqu’il y en a une, et si Xk est un groupe, alors πℓ,k est un homomorphisme de groupes.
11. Supposons que Mn ∈ UNI (N,K) et que Mn → M ∈ KN×(N) lorsque n → ∞. Quel que soit (i, j) ∈ N × N,
et quel que soit ǫ(i,j) > 0, il existe k ∈ N tel que quel que soit n > k, |Mn(i, j)−M(i, j)| < ǫ(i,j). En particulier,
pour tout i < j, M(i, j) = 0, et pour i = j, M(i, j) = 1. Il en résulte que M ∈ ti(N,K).
12. Plus généralement, étant donné un anneau R, et n un entier strictement positif, on note GLn(R) le groupe
des éléments de gln(R) inversibles. Évidemment, GLn(R) ∼=Grp G(EndR-Mod (R
n)).
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On vériﬁe facilement que (Xk, πℓ,k)0≤ℓ≤k<∞ nous fournit un système projectif d’algèbres ou de
groupes (cela dépend de X).
Lemme 4.20. Pour X ∈ { ti, nil, diag, TI ,UNI ,DIAG }, X(N, R) = lim←−k(Xk, πℓ,k) (limite pro-
jective dans la catégorie R-Alg , éventuellement sans unité, ou dans Grp).
Démonstration. Pour chaque k ∈ N, posons pk :
∏
k∈N
Xk → Xk la projection canonique. La limite
projective (Xk, πℓ,k)0≤ℓ≤k<∞ peut être réalisée par X ′ = {m ∈
∏
k∈N
Xk : πℓ,k(pk(m)) = pℓ(m) }.
Nous montrons qu’elle est isomorphe à X(N, R). Pour cela introduisons l’application (morphisme
dans la catégorie qui convient)
Φ: X(N, R) → X ′
M 7→ (πk(M))k∈N (4.17)
où l’on rappelle que πk désigne l’application qui envoie une matrice inﬁnie (indicée sur N×N) sur
sa restriction à [0 · · · k]× [0 · · · k] (voir l’exemple 3.4 du numéro 3.3 du chapitre 3). Il s’agit tout
d’abord de montrer que Φ est bien à valeurs dans X ′. Soient ℓ, k avec ℓ ≤ k, et M ∈ X(N, R).
On a πℓ,k(pk(Φ(M))) = πℓ,k(πk(M)) = πℓ(M) = pk(Φ(M)). Soit M ∈ kerΦ (on note e l’élément
neutre de X(N, R) qui peut être 0 ou 1 selon que X(N, R) est une algèbre ou un groupe).
Cela signiﬁe que πk(M) est l’élément neutre de X([0 · · · k], R) pour tout k, et donc que M est
l’identité de X(N, R) de sorte que Φ est injective. Pour m ∈ X ′, on déﬁnit Mm ∈ RN×N tel que
quel que soit i,M(i, j) = pi(m)(i, j) pour j ∈ [0 · · · i], etM(i, j) = 0 pour tout j > i. Clairement
M ∈ X(N, R) et Φ(M) = m.
Remarque 4.21.
1. Pour R = K ∈ {R,C }, on déduit immédiatement du lemme 4.20 que X(N,K) est une algèbre
de Fréchet 13 pour X ∈ { ti, nil, diag } (sans unité pour X = nil).
2. Bien évidemment, diag(N, R) est isomorphe à l’algèbre produit RN.
3. Comme ti(N, R) (respectivement, diag(N, R)) est la limite projective de ti([0 · · · k], R) (respec-
tivement, diag([0 · · · k], R)), il résulte directement du lemme 3.31 (chapitre 3) que G(ti(N, R)) =
TI (N, R) (respectivement, G(diag(N, R)) = DIAG(N, R) ∼=Ab (G(R))N) est la limite projective
des groupes G(ti([0 · · · k], R)) = TI ([0 · · · k], R) (respectivement, G(diag([0 · · · k], R)) est le
groupe DIAG([0 · · · k], R) ∼=Ab G(R)k).
Nous pouvons utiliser la caractérisation contenue dans le lemme 4.20 pour retrouver les
applications exponentielle et logarithme introduites au chapitre 3, numéro 3.4.3. Pour cela
introduisons les notations suivantes : soient X ∈ { ti, nil, diag }, Y (ti) = TI , Y (nil) = UNI ,
Y (diag) = DIAG (de sorte que Y (X) ∈ { TI ,UNI ,DIAG } et que Y (X)k soit déﬁni comme ci-
avant), et pour k ∈ N, posons expk : Xk → Y (X)k, l’application exponentielle usuelle dans
des groupes de Lie banachiques (en dimension ﬁnie), et Expk : X(N,K) → Y (X)k donnée par
Expk(M) = expk(πk(M)). De même, on pose logk : Y (X)k → Xk la fonction (partiellement dé-
ﬁnie) logk(M) =
∑
n≥1
1
n
(1k −M)n (où 1k est la matrice identité de glk(K)) pour M telle que
νk(1k −M) < 1 (νk est le rayon spectral dans glk(K), cf. le numéro 3.4.6 au chapitre 3), donc
le logarithme usuel dans le cadre des algèbres de Banach, et soit enﬁn Logk : Y (X)(N,K)→ Xk
donné par Logk(M) =
∑
n≥1
1
n
(1k − πk(M))n = logk(πk(M)) (déﬁni si νk(1k − πk(M)) < 1).
13. Ce n’est pas une nouvelle : nous le savions déjà depuis le numéro 4.4.3.
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Remarquons immédiatement que pour tout ℓ ≤ k, et tout M ∈ X(N,K), πℓ,k(Expk(M)) =
πℓ,k(expk(πk(M))) =
∑
n≥0
πℓ,k(πk(M))n
n!
= expℓ(πℓ(M)) = Expℓ(M) (par continuité de l’homo-
morphisme πℓ,k). Autrement dit, le diagramme (4.18) commute (pour ℓ ≤ k).
X(N,K)
Expk
//
Expℓ
**UU
UU
UU
UU
UU
UU
UU
UU
UU
Y (X)k
πℓ,k


Y (X)ℓ
(4.18)
De même, πℓ,k(Logk(M)) =
∑
n≥0
1
n
(πℓ,k(1k−πk(M)))n = logℓ(πℓ(M)) = Logℓ(M) (sous les condi-
tions que νi(1i−πi(M)) < 1 pour i = ℓ, k, et toujours par continuité de l’homomorphisme πℓ,k).
Cela assure ainsi la commutativité du diagramme (4.19) (pour ℓ ≤ k).
Y (N,K)
Logk
//
Logℓ
))TT
TT
TT
TT
TT
TT
TT
TT
TT
Xk
πℓ,k


Xℓ
(4.19)
On en déduit donc – d’après le problème universel de la limite projective – l’existence des
fonctions suivantes :
Lemme 4.22. Avec les notations introduites ci-avant,
1. Il existe une, et une seule, application E : X(N,K)→ Y (X)(N,K) telle que πk ◦ E = Expk
quel que soit k ∈ N.
2. Il existe une, et une seule, fonction (déﬁnie pour tout M ∈ Y (X)(N,K) tel que νk(1ti(N,K)−
M) < 1 pour tout entier naturel k) L : Y (X)(N,K) → X(N,K) telle que L ◦ πk = Logk
quel que soit k ∈ N.
Il s’avère, comme on pouvait s’y attendre, que E et L coïncident respectivement avec les
fonctions Exp et Log introduites au chapitre 3 (numéro 3.4.3).
Lemme 4.23. Nous avons l’égalité entre fonctions (avec égalité des domaines) :
1. Exp = E.
2. Log = L.
Démonstration. Commençons par le cas de l’exponentielle. Soit M ∈ X(N,K). Nous avons
πk(Exp(M)) = πk
Ñ∑
n≥0
Mn
n!
é
=
∑
n≥0
πk(M)n
n!
= Expk(M) (par continuité de la ﬂèche πk dans la
topologie d’espaces de Fréchet). Par unicité de E , Exp = E . Soit maintenant M ∈ Y (X)(N,K)
tel que νk(1ti(N,K)−M) < 1 pout tout k. Nous avons πk(Log(M)) = πk
Ñ∑
n≥1
(1ti(N,K) −M)n
n
é
=
∑
n≥1
1
n
(1k − πk(M))n = Logk(M). Encore par unicité, Log = L.
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En termes diagrammatiques, la commutativité de chaque diagramme de (4.20) est notamment
garantie par le lemme 4.23 (pour tout entier k).
X(N,K)
Exp
//
Expk
**VVV
VV
VV
VV
VV
VV
VV
VV
VV
VV
VV
Y (X)(N,K)
πk


Yk
Y (X)(N,K)
Log
//
Logk
**VVV
VV
VV
VV
VV
VV
VV
VV
VV
VV
X(N,K)
πk


Xk
(4.20)
Remarque 4.24. Les développements basés sur l’analyse ne sont pas nécessaires pour traiter
le cas de l’exponentielle et du logarithme de nil(N, R) et UNI (N, R) pour R un anneau unitaire
contenant Q comme sous-corps. En eﬀet, très clairement les applications E : nil(N, R)→ UNI (N, R)
et L : UNI (N, R)→ nil(N, R) peuvent être déﬁnies comme ci-avant sans utiliser la topologie de K :
il suﬃt de munir UNI (N, R) et nil(N, R) des topologies induites par la topologie initiale de ti(N, R)
relative aux applications πk, et avec R discret ; en eﬀet très clairement expk : nil([0 · · · k], R) →
UNI ([0 · · · k], R) est calculé par une somme ﬁnie 14 puisque nil([0 · · · k], R) est un groupe nilpotent
de classe ≤ k (et même de classe k si R n’est pas trivial ; cf. Bourbaki (2007a)) et, de même,
logk : UNI ([0 · · · k], R) → nil([0 · · · k], R) (déﬁni sur tout UNI ([0 · · · k], R)) est également calculé
par une somme ﬁnie pour les mêmes raisons. Par ailleurs le domaine du logarithme est alors dans ce
cas UNI (N, R) tout entier. Ce type de développements apparaît dans le cadre général des groupes
nilpotents (généralisés) et leurs algèbres de Lie pour lequel aucune structure diﬀérentielle analytique
n’est requise. Le lecteur pourra consulter les écrits de référence sur ce sujet tels que Mal’cev (1948);
Lazard (1954); Kurosh (1956); Quillen (1969); Warﬁeld, Jr. (1976). A contrario, le cadre dédié à
l’étude des groupes de Lie tels que TI (N,K) ou DIAG(N,K) est celui des groupes de Lie-Fréchet
(voir Hamilton (1982); Galanis (1996); Omori (1997)).
4.5 Conclusion et perspectives
Dans ce chapitre, nous avons étudié plusieurs algèbres de matrices inﬁnies. La première 15,
celle des algèbres ﬁnies en ligne, se trouve être non topologique (la multiplication n’est pas
continue) et donc insuﬃsante pour eﬀectuer des calculs de sommes inﬁnies (si importantes dans
ce manuscrit), elle permet néanmoins d’introduire la notion de matrice d’une application linéaire.
Très vite, nous nous sommes intéressés à l’algèbre des matrices triangulaires inférieures inﬁ-
nies, laquelle possède le bon goût d’être une algèbre de Fréchet. Par le chapitre 3, nous savons
en particulier que l’exponentiation y est bien déﬁnie.
Cette algèbre de Fréchet possède des sous-algèbres (matrices nilpotentes et diagonales), et
des sous-groupes d’unités (matrices unipotentes et diagonales inversibles), qui permettent d’éta-
blir une correspondance algèbre de Lie/groupe de Lie. On note, en particulier, que les calculs
d’exponentielles et de logarithmes dans le cas des matrices nilpotentes/unipotentes ne néces-
sitent pas d’analyse (sous la forme de la topologie de Fréchet) mais simplement la topologie,
de type algébrique, produit de copies de la topologie discrète sur le corps de base (l’analyse se
localise dans la diagonale des matrices inﬁnies !).
On établit également des isomorphismes algébriques vers des structures combinatoires lé-
gèrement modiﬁées (calcul ombral, et produit tensoriel complété de façon gauche... ou droite).
Seulement, nous n’avons pas poussé plus en avant leur étude, notamment l’interprétation de
certains de nos résultats en termes de calcul ombral (généralisé), ou encore l’utilisation de nos
14. Pour faire pédant, on pourrait dire « expk(M) converge dans la topologie discrète quel que soit M ∈
nil([0 · · · k], R) ».
15. Plus précisément, la plus grande pour l’ordre d’inclusion de sous-algèbres.
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séries génératrices incidentes de polynômes. Par ailleurs, il semble intéressant d’étudier en toute
généralité la notion d’opérateurs « triangulaires » sur un espace de Fréchet (probablement liée
aux espaces de Fréchet plats de Hamilton (1982)), et d’établir le fait qu’ils forment, ou non, une
algèbre de Fréchet. De plus, et toujours dans le cadre généralisé, nous pourrions observer les
opérateurs nilpotents et unipotents, ainsi que les structures de groupes de Lie-Fréchet et celles
liées aux travaux de Lazard, dans ce contexte. Enﬁn, il est possible d’envisager une autre topo-
logie pour l’ensemble des matrices inﬁnies diagonales sur R ou C, à savoir la topologie de somme
directe de l’ensemble des matrices à diagonale nulle avec le produit des topologies discrètes sur le
corps de base, et de l’ensemble des matrices diagonales avec la topologie de Fréchet. Cependant
dans ce cas le corps de base porte deux topologies, et a priori on ne dispose plus d’un espace
vectoriel topologique.
Ce chapitre oﬀre les déﬁnitions de base concernant la matrice inﬁnie d’une application li-
néaire ou encore l’opérateur associé à une matrice inﬁnie utiles au chapitre suivant. En eﬀet, au
chapitre 5, nous étudions le dual topologique de l’espace de toutes les fonctions déﬁnies sur un
ensemble quelconque, et à valeurs dans un corps topologique (séparé), muni de la topologie pro-
duit. Ceci conduit à une caractérisation des opérateurs linéaires et continus sur ce type d’espaces
en termes de matrices ﬁnies en ligne (telles qu’introduites dans le présent chapitre).
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Chapitre 5
Sur le dual topologique de l’espace
des séries formelles, et sur ses
opérateurs linéaires et continus
Cependant, par-delà le gouﬀre de l’espace, des esprits
qui sont à nos esprits ce que les nôtres sont à ceux des
bêtes qui périssent, des intellects vastes, calmes et
impitoyables, considéraient cette terre avec des yeux
envieux, dressaient lentement et sûrement leurs plans
pour la conquête de notre monde.
Herbert George Wells, La Guerre des mondes
Sommaire
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Quelques notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3 Le théorème principal . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 La preuve du théorème 5.3 . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.5 Les conséquences du théorème 5.3 sur les opérateurs linéaires continus 66
5.6 Dual topologique et complétion . . . . . . . . . . . . . . . . . . . . . . 68
5.7 Topologie faible . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.8 Conclusion et perspectives . . . . . . . . . . . . . . . . . . . . . . . . . 70
❈❡ ❝❤❛♣✐tr❡ ❡st t✐ré ❞❡ Poinsot (2011b)✳ ▲❡s ♣♦s✐t✐♦♥s ❞❡s ❢♦♥❝t✐♦♥s ✭sér✐❡s✮ ❡t
❞❡s ❢♦♥❝t✐♦♥s à s✉♣♣♦rt ✜♥✐ ✭♣♦❧②♥ô♠❡s✮ s♦♥t é❝❤❛♥❣é❡s ❞❛♥s ❧✬❛♣♣❧✐❝❛t✐♦♥ ❞❡ ❞✉❛❧✐té
♣❛r r❛♣♣♦rt à ❧❛ ♥♦t❛t✐♦♥ ❡♠♣❧♦②é❡ ❞❛♥s ❧❡ ❞♦❝✉♠❡♥t s✉s♠❡♥t✐♦♥♥é✳
5.1 Introduction
Contrairement à ce que pourrait laisser penser le qualiﬁcatif « formel », certaines mani-
pulations de séries formelles nécessitent des notions topologiques aﬁn de valider des calculs,
notamment des sommes de familles sommables. Par exemple, la substitution usuelle des séries
sans terme constant, ou l’existence d’une opération étoile liée à la formule d’inversion de Möbius
(cf. le chapitre 6), sont habituellement traitées soit à l’aide d’une fonction d’ordre (une valuation)
ou, de façon équivalente, en disant que seul un nombre ﬁni de termes contribue au calcul à chaque
degré. Dans les deux cas c’est la topologie induite par la ﬁltration usuelle (un type particulier de
topologie de Krull) : l’ordre des sommes partielles doit croître indéﬁniment pour que la somme
soit déﬁnie et que l’opération soit légale. Assez naturellement, d’autres topologies peuvent être
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envisagées : par exemple si X est un ensemble inﬁni, alors la complétion de l’algèbre R〈X〉 des
polynômes en des variables non commutatives pour la topologie de la valuation relative à l’idéal
engendré par l’alphabet n’est pas R〈〈X〉〉 mais l’ensemble des séries formelles dont chaque com-
posante homogène est un polynôme ; en particulier la somme de l’alphabet
∑
x∈X
x n’appartient
pas à ce complété. Pour prendre en compte des séries dont les composantes homogènes ne sont
pas astreintes à être des polynômes, il faut considérer le complété pour la topologie produit,
ou bien graduer l’alphabet de sorte à n’avoir qu’un nombre ﬁni de lettres d’un degré donné.
La topologie choisie, on le voit, conduit à des constructions manifestement très diﬀérentes 1.
Lorsque des questions d’analyse fonctionnelle, et plus simplement d’analyse (rayon de conver-
gence, équation diﬀérentielle et convergence des solutions formelles), sont soulevées, la topologie
discrète de l’anneau ou du corps de base n’est plus pertinente ; la structure de corps valué (non
discret, voir Bourbaki (2007e)), devient alors incontournable. D’autres topologies (par exemple,
des limites projectives) peuvent être employées pour des besoins spéciﬁques. En particulier, au
chapitre 6 nous utilisons deux topologies (en général) distinctes sur l’algèbre (contractée) large
d’un monoïde à zéro, qui en tant que module, n’est autre que l’ensemble des applications (sans
restriction sur le support) du monoïde privé de son zéro à valeurs dans un anneau.
Étant donné une topologie, compatible avec les opérations algébriques, de l’espace des séries
formelles à coeﬃcients dans un corps topologique, il peut être utile de considérer des endo-
morphismes continus puisqu’ils possèdent la propriété de commuter aux sommes inﬁnies. Assez
étonnamment à première vue, pour une classe conséquente de topologies (à savoir, les topologies
produits par rapport aux topologies séparées sur le corps de base), il apparaît que les applica-
tions linéaires continues peuvent être représentées comme des matrices (bi-)inﬁnies d’un genre
particulier 2 (chaque « ligne » est ﬁniment supportée) et ce, indépendamment de la topologie
produit choisie. En d’autres termes, une application linéaire peut être représentée sous la forme
d’une matrice à « lignes » ﬁnies (voir le chapitre 4) si, et seulement si, elle est continue pour
une (et alors pour toutes ( !) les) topologie(s) produit(s). Il résulte directement de cela que pour
démontrer la continuité d’un opérateur, il suﬃt de le faire pour la topologie la mieux à propos.
Réciproquement, si un opérateur est donné sous la forme d’une matrice inﬁnie du type conve-
nable, sa continuité – relativement à toutes les topologies produits relatives à un corps de base
Hausdorﬀ – tombe alors gratuitement (notons au passage que le nombre de topologies de corps
distinctes d’un corps inﬁni est la puissance du cardinal de l’ensemble des parties de celui du
corps, voir la remarque 5.14, ce qui fait, et le doute n’est pas permis, un nombre très élevé de
topologies !).
L’explication de ce phénomène repose sur le fait que le dual topologique de l’espace des sé-
ries formelles est le même quelle que soit la topologie produit choisie : il s’agit de l’espace des
polynômes, ou, plus rigoureusement, des fonctions à support ﬁni. Ce théorème (théorème 5.3),
énoncé au numéro 5.3 et prouvé au numéro 5.4, constitue le résultat principal de ce chapitre.
Plusieurs de ses conséquences, notamment à l’endroit des opérateurs linéaires et continus, sont
ensuite développées. On démontre en particulier que l’espace HomK-VectTop(KX ,KY ) des appli-
cations linéaires et continues est isomorphe au complété, pour une certaine topologie (voir le
numéro 4.3.4 au chapitre 4), du produit tensoriel K(X) ⊗K KY étendant de la sorte le résultat
connu en dimension ﬁnie. Cela repose sur l’algèbre des matrices inﬁnies à lignes ﬁnies (voir le nu-
1. Notons que cet aspect topologique est bien souvent négligé, et parfois même ignoré, y compris dans les plus
brillants des manuels de combinatoire (ce qui ne retire rien de leur utilité ni de leur élégance). À cet égard il suﬃt
de lire la phrase « Algebraically inclined readers can think of K〈〈X〉〉 as the completion of the monoid algebra
of the free monoid X∗ with respect to the ideal generated by X. » page 196 de Stanley (1999) (pour contourner
cette diﬃculté il suﬃt d’ajouter l’hypothèse de ﬁnitude de l’alphabet ou bien, si l’alphabet est inﬁni, de distinguer
la construction de l’espace des séries de sa « topologisation » : compléter les polynômes par la topologie produit,
puis munir l’ensemble obtenu de la topologie usuelle de l’ordre des séries).
2. Une espèce !
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méro 4.3 du chapitre 4), qui se trouve être isomorphe, en tant qu’algèbre, à celle des applications
linéaires et continues ; l’algèbre de ces matrices jouera aussi un rôle fondamental au chapitre 7.
Dans ce chapitre, la plupart de nos propos sont relatifs à l’espace linéaire des séries (ou
des polynômes), raison pour laquelle on emploie de préférence les termes de « fonctions » et
de « fonctions à support ﬁni » au lieu de « séries » et « polynômes ». On s’autorise toutefois
d’utiliser les deux dernières expressions en tant que synonymes.
Organisation du chapitre
Ce chapitre est organisé de la façon suivante. Dans le numéro 5.2 sont présentées les notations
de base relatives à la dualité topologique entre fonctions et fonctions à support ﬁni. Au numéro 5.3
est énoncé le théorème principal de ce chapitre, à savoir, l’isomorphisme (linéaire) entre le dual
topologique de l’espace KX (avec la topologie produit, et K un corps topologique séparé) et
l’espace K(X) des fonctions ﬁniment supportées. La preuve de ce théorème est donnée sous la
forme d’une série de lemmes au numéro 5.4. Les conséquences sur les opérateurs linéaires et
continus de KX dans KY sont étudiées au numéro 5.5 ; en particulier, on y montre que l’algèbre
des matrices à lignes ﬁnies est exactement l’algèbre des opérateurs linéaires et continus (quelle
que soit la topologie de corps séparée sur K). Le chapitre est terminé par un résultat mineur
concernant le dual (topologique) faible (voir le numéro 5.7).
5.2 Quelques notations
Ici, comme souvent dans ce texte, les lettres « R » et « K » désignent respectivement
un anneau commutatif unitaire, avec 1R son identité (et 0R l’identité additive), et un corps
(commutatif, de cardinal comme de caractéristique quelconques). Les lettres « X » et « Y »
représentent des ensembles. Le dual algébrique HomR-Mod (M,R) d’un R-module M (où R est
traité comme un module sur lui-même) est dénoté par M∗. Lorsque R ∈ O(AnnTop), i.e., R est
un anneau topologique (voir, au chapitre 2, le numéro 2.6), et M ∈ O(R-ModTop) (en d’autres
termes, M est un R-module topologique), alors M ′ désigne le dual topologique de M , soit le
R-sous-module HomR-ModTop(M,R) de M∗ des formes linéaires et continues 3.
Remarque 5.1. Malgré la confusion qui pourrait en découler, on s’autorise à noter « 0 » l’appli-
cation identiquement nulle, i.e., le zéro 0RX du R-module R
X .
Introduisons à présent l’application de dualité (ou d’évaluation) usuelle, fondamentale au
chapitre 8,
ev : RX ⊗R R(X) → R
f ⊗ p 7→
∑
x∈X
f(x)p(x) . (5.1)
De façon traditionnelle, elle est vue comme une application R-bilinéaire 〈· | ·〉 appelée accouple-
ment (ou parfois couplage) de dualité ou forme bilinéaire canonique (voir Köthe (1966); Bourbaki
(2007a)), i.e.,
ev(f ⊗ p) = 〈f | p〉 .
Cette forme bilinéaire joue un rôle éminemment important dans les travaux de Steven Roman
concernant le calcul ombral (Roman (1984)) ; elle fut aussi employée par Richard P. Stanley
(Stanley (1988)) dans son étude des « ensembles partiellement ordonnés diﬀérentiels » ainsi
que par Gérard H. E. Duchamp et Christophe Reutenauer aﬁn de démontrer une conjecture
d’Alain Connes (Duchamp et Reutenauer (1997)). Il va de soi qu’il s’agit de l’extension linéaire
3. De façon triviale,M∗ est le dual topologique deM , quandM et R possèdent tous deux la topologie discrète.
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de l’application ensembliste x ∈ X 7→ πx ∈ (RX)∗, qui associe à x la projection suivant x,
introduite au chapitre 2, numéro 2.4, puisque pour chaque x ∈ X, ev(f ⊗ δx) = 〈f | δx〉 = f(x)
(d’où le nom porté par ev), et ainsi πx : f 7→ 〈f | δx〉 est la projection de RX sur Rδx ∼=R-Mod R.
L’application de dualité dispose de propriétés évidentes de non dégénérescence :
1. pour tout p ∈ R(X) \ {0}, il existe f ∈ RX tel que 〈f | p〉 6= 0R,
2. pour tout f ∈ RX \ {0}, il existe p ∈ R(X) tel que 〈f | p〉 6= 0R.
Remarque 5.2. La première propriété de non dégénérescence signiﬁe que R(X) s’identiﬁe à un sous-
module du dual algébrique de RX , alors que la seconde propriété de non dégénrescence implique que
RX se plonge comme sous-module du dual algébrique de R(X). Un résultat classique entraîne que
RX est en fait isomorphe au dual algébrique de R(X). Ainsi S 7→ 〈S | ·〉 est non seulement un
plongement de RX dans (R(X))∗ mais également un isomorphisme R-linéaire.
5.3 Le théorème principal
L’objectif de ce chapitre est de démontrer le résultat énoncé ci-après, puis d’observer quelques
unes de ses conséquences.
Théorème 5.3. Soit K un corps topologique séparé 4, et X un ensemble. Alors, le dual topolo-
gique (KX)′ de KX , pour la topologie produit sur ce dernier espace, est isomorphe (comme espace
vectoriel sur K) à K(X) (en abrégé, (KX)′ ∼=K-Vect K(X)).
Démonstration. La preuve provient de l’application directe des lemmes 5.7 et 5.13 énoncés et
démontrés au numéro 5.4.
Remarque 5.4. Stefan Banach (voir Banach (1932)) avait déjà démontré en 1932 l’isomorphisme
vectoriel (RN)′ ∼=R-Vect R(N) mais seulement dans le cas où R est équipé de sa topologie naturelle.
Aﬁn d’illustrer la portée de ce résultat, supposons, pour un instant seulement, que K soit un
corps discret (on note cela Kd pour montrer que le corps porte la topologie discrète), et que V
soit un Kd-espace vectoriel topologique. La topologie de V est dite linéaire si, et seulement si, elle
admet une base de voisinages de zéro constituée de sous-espaces ouverts (dans cette topologie).
Proposition 5.5 (Lefschetz (1942); Dieudonné (1951)). Soit V un K-espace vectoriel avec une
topologie linéaire. Alors les conditions suivantes sont équivalentes :
1. V est complet, et tous ses sous-espaces ouverts sont de codimension ﬁnie.
2. V est la limite projective d’espaces vectoriels discrets de dimension ﬁnie, avec la topologie
de la limite projective.
3. V est isomorphe, comme Kd-espace vectoriel topologique, au dual algébrique W ∗ d’un es-
pace vectoriel discret W , avec la topologie de la convergence simple. De façon équivalente,
V est isomorphe à KXd , avec la topologie produit, pour un ensemble X donné.
Un espace vectoriel topologique satisfaisant l’une de ces propriétés équivalentes est dit linéai-
rement compact. Ce type d’espaces n’est pas essentiel ni à ce chapitre ni à ce texte, cependant
une caractérisation de leurs espaces duals est obtenue comme conséquence immédiate du théo-
rème 5.3 : le dual topologique de tout espace vectoriel linéairement compact est isomorphe à
l’espace vectoriel K(X) de base X pour un certain ensemble X.
Il est également possible de déduire un corollaire facile qui peut être vu comme une réciproque
partielle du théorème 5.3.
4. Le corps topologique peut être non discret, la seule restriction étant que sa topologie de corps ne soit pas
indiscrète ou grossière.
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Corollaire 5.6. Soient K un corps topologique, et X un ensemble. Supposons que KX admette la
topologie produit, et que X soit inﬁni. Le dual topologique (KX)′ est isomorphe (comme K-espace
vectoriel) à K(X) si, et seulement si, K est séparé.
Démonstration. Si K est Hausdorﬀ, alors d’après le théorème 5.3 (KX)′ ∼=K-Vect K(X). Concernant
l’implication réciproque, supposons que l’on ait (KX)′ ∼=K-Vect K(X) et que la topologie de corps
de K ne soit pas séparée. Comme les topologies d’anneaux sur un corps (et en particulier les
topologies de corps) ne peuvent être que séparées ou la topologie grossière (voir Warner (1989,
1993)), on peut supposer que K admet la topologie triviale. Or, si R est un anneau topologique
grossier, alors, par rapport à la topologie produit relative à la topologie triviale sur R, (RX)′ =
(RX)∗. Comme X est inﬁni, l’égalité ne peut avoir lieu de sorte qu’une contradiction est ainsi
soulevée.
5.4 La preuve du théorème 5.3
La preuve du théorème 5.3 est menée à travers une succession de six lemmes intermédiaires
dont voici le premier.
Lemme 5.7. Soient R un anneau (commutatif unifère), et X un ensemble. Déﬁnissons
Φ: R(X) → RRX
p 7→
Ç
Φ(p) : RX → R
f 7→ 〈f | p〉
å
.
(5.2)
Alors, pour tout p ∈ R(X), Φ(p) ∈ (RX)∗, Φ est R-linéaire et injective.
Démonstration. Les premières et secondes assertions vont de soi. Soit p ∈ R(X) appartenant
au noyau de Φ. Alors pour tout f ∈ RX , Φ(p)(f) = 0, et en particulier, pour chaque x ∈ X,
0R = Φ(p)(δx) = 〈δx | p〉 = p(x), de sorte que p = 0.
Lemme 5.8. Supposons que R soit un anneau topologique (peu importe qu’il soit ou non Haus-
dorﬀ), et que RX possède la topologie produit. Alors pour chaque p ∈ R(X), Φ(p) est continu,
i.e., Φ(p) ∈ (RX)′.
Démonstration. C’est clair dans la mesure où Φ(p) est une somme avec un nombre ﬁni de
multiples scalaires non nuls de projections.
Lemme 5.9. Supposons que R soit un anneau topologique Hausdorﬀ, que X soit un ensemble, et
que RX dispose de la topologie produit. Pour tout f ∈ RX , la famille (f(x)δx)x∈X est sommable
de somme f .
Démonstration. Il est suﬃsant de voir que pour chaque x0 ∈ X la famille
(〈f(x)δx | δx0〉)x∈X = (f(x)δx(x0))x∈X
est sommable dans R de somme 〈f | δx0〉 = f(x0) ce qui est immédiat.
Le lemme 5.9 donne un sens, en tant que somme d’une famille sommable, à l’écriture d’une
application f ∈ RX sous la forme f =
∑
x∈X
f(x)δx.
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Remarque 5.10. Le lemme 5.9 s’étend sans aucune diﬃculté à l’assertion suivante : Étant donné
un anneau (unitaire) topologique Hausdorﬀ, X un ensemble, α ∈ RX une suite de dénominateurs
(voir le numéro 4.2 au chapitre 4) et f ∈ RX , si on suppose que RX est muni de la topologie produit,
alors f est la somme d’une famille sommable (fxα−1x δx)x∈X (il suﬃt de prendre fx = f(x)αx). On
peut donc écrire f dans la « base » (α−1x δx)x∈X sous la forme d’une somme
∑
x∈X
fxα
−1
x δx d’une
famille sommable.
Lemme 5.11. Sous les mêmes hypothèses que celles du lemme 5.9, si ℓ ∈ (RX)′, alors l’ensemble
Yℓ = {x ∈ X : ℓ(δx) est inversible dans R }
est ﬁni.
Démonstration. Puisque ℓ est continue (et linéaire), et (f(x)δx)x∈X est sommable de somme f ,
la famille (f(x)ℓ(δx))x∈X est sommable dans R de somme ℓ(f) pour chaque f ∈ RX . Prenons
alors pour application f :
f : X → R
x 7→
®
ℓ(δx)−1 si x ∈ Yℓ ,
0R sinon .
(5.3)
La famille (f(x)ℓ(δx))x∈X est donc sommable de somme ℓ(f) dans R. D’après les propriétés de
sommabilité, pour chaque voisinage U de 0R dans R, f(x)ℓ(δx) ∈ U pour tous les x ∈ X sauf
un nombre ﬁni d’entre eux (cf. Warner (1989, 1993)). Comme R a été supposé Hausdorﬀ, il doit
exister un voisinage U de 0R pour lequel 1R 6∈ U . Si Yℓ n’est pas ﬁni, alors 1R = f(x)ℓ(δx) 6∈ U
pour tout x ∈ Yℓ ce qui est une contradiction manifeste.
Lemme 5.12. Soient K un corps topologique Hausdorﬀ, X un ensemble et supposons que KX
soit donné avec la topologie produit. Soit ℓ ∈ (KX)∗. Si ℓ ∈ (KX)′, alors ℓ(δx) = 0 pour tous,
sauf un nombre ﬁni, les éléments x ∈ X.
Démonstration. Par le lemme 5.11, l’ensemble {x ∈ X : ℓ(δx) est inversible dans K } = {x ∈
X : ℓ(δx) 6= 0 } est ﬁni.
Lemme 5.13. Sous des hypothèses identiques à celles du lemme 5.12, Φ est surjective.
Démonstration. Soit ℓ ∈ (KX)′. Déﬁnissons
pℓ : X → K
x 7→ ℓ(δx) . (5.4)
A priori pℓ ∈ KX . Cependant d’après le lemme 5.12, pℓ ∈ K(X). Soit f ∈ KX . On a
Φ(pℓ)(f) = 〈f | pℓ〉 =
∑
x∈X
pℓ(x)f(x) =
∑
x∈X
ℓ(δx)f(x) = ℓ(f)
et donc Φ(pℓ) = ℓ.
Remarque 5.14.
1. Le dual algébrique de KX est, en général, distinct de K(X). En eﬀet, soit (ei)i∈I une base
algébrique de KX sur K (l’existence d’une telle base requiert l’axiome du choix pour des
ensembles X de cardinal transﬁni arbitrairement grand quelconque). Ainsi, chaque application
f ∈ KX peut être écrite (de façon unique) sous la forme d’une combinaison linéaire ﬁnie
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∑
i∈I
〈f | ei〉ei, avec 〈f | ei〉 ∈ K pour chaque i ∈ I (voir au chapitre 2 le numéro 2.4).
Considérons l’application ℓ : KX → K telle ℓ(f) =
∑
i∈I
〈f | ei〉. Clairement, ℓ est une forme
linéaire, c’est-à-dire un élément du dual algébrique (KX)∗ de KX . La famille (δx)x∈X est
linéairement indépendante (sur K) dans KX . Ainsi on peut considérer une base algébrique de
KX qui étend { δx : x ∈ X }. Maintenant la forme linéaire correspondante ℓ est non nulle pour
chaque δx. Il en résulte que si X est inﬁni, alors ℓ n’appartient pas à l’image de Φ, ou, en
d’autres termes, ℓ 6∈ (KX)′. En particulier, dès que K est un corps topologique séparé, que KX
dispose de la topologie produit, et que X est inﬁni, ℓ est discontinue en zéro (et donc sur tout
KX).
2. Un corps topologique possède une topologie (d’anneau) qui est soit Hausdorﬀ, soit triviale.
Il semble que cela laisse peu de choix. En fait, on sait que tout corps inﬁni K admet 22
|K|
topologies distinctes (voir Kiltinen (1973); Podewski (1973)).
3. Soit R un anneau discret, et X un ensemble. Rappelons que X∗ est le monoïde libre sur
l’alphabet X, que ǫ désigne le mot vide, et que |w| est la longueur du mot ω ∈ X∗. On déﬁnit
M≥n = { f ∈ RX : ν(f) ≥ n }, n ∈ N, où ν(f) = inf{n ∈ N : ∃w ∈ X∗, |w| 6= n, et f(w) 6=
0R } pour chaque f ∈ RX non nul (l’inﬁmum étant pris sur N ∪ {∞}, avec ∞ > n pour tout
n ∈ N, il en résulte que ν(0) = ∞). L’ensemble RX∗ , vu comme la R-algèbre R〈〈X〉〉 des
séries formelles en des variables non commutatives, peut être « topologisé » (en que R-algèbre
topologique – voir Warner (1989, 1993) – et, ainsi, comme un R-module topologique) par la
ﬁltration décroissante par les idéaux M≥n : il s’agit d’un exemple de la fameuse topologie de
Krull (voir Eisenbud (1995)), et c’est la topologie habituelle des séries formelles en combinatoire
et en algèbre ; dans le cas où X est réduit à un unique élément x, on retrouve la topologie
M-adique de K[[x]] (ordre des séries formelles), où M = 〈x〉 est l’idéal principal engendré par
x. Pour peu que X soit ﬁni, cette topologie de Krull coïncide avec la topologie produit pour
R discret 5. D’après le théorème 5.3, dans le cas où X est ﬁni et R est un corps topologique
Hausdorﬀ K, le dual topologique de K〈〈X〉〉 (qui est aussi un espace linéairement compact)
est l’espace K〈X〉 des polynômes non commutatifs.
4. Prenons un monoïde à zéro (voir Cliﬀord et Preston (1961)) vériﬁant la propriété (D) (Bourbaki
(2007a)) légèrement modiﬁée (voir Poinsot et al. (2010b) ainsi que le chapitre 6), et soit R un
anneau. Considérons la R-algèbre contractée large R0[[M ]] du monoïde à zéro M (voir Poinsot
et al. (2010b) et encore une fois le chapitre 6) qui est, en tant que R-module, l’ensemble
{ f ∈ RM : f(0M ) = 0R }, où 0M est le zéro de M , alors que 0R est celui de l’anneau
R. Il est clair que R0[[M ]] ∼=R-Mod RM\{0M}. Maintenant, supposons que K soit un corps
topologique Hausdorﬀ. La topologie produit sur KM induit la topologie produit sur KM\{0M},
qui correspond à celle de K0[[M ]]. Le dual topologique de KM\{0M} étant K(M\{0M}) on vériﬁe
aisément que (K0[[M ]])′ est isomorphe à l’algèbre contracté (usuelle, voir Cliﬀord et Preston
(1961)) K0[M ] du monoïde à zéro M .
5. Le théorème 5.3 peut être appliqué lorsque K ∈ {R,C } porte la topologie discrète, mais
également pour sa topologie usuelle, de sorte que les espaces duals (RX)′ ou (CX)′ pour la
topologie discrète ou celle induite par la valeur absolue sont identiques. Notons que si X est
au plus dénombrable, alors KX est un espace de Fréchet (voir Trèves (1967) et également le
chapitre 3), réel ou complexe selon que K = R ou K = C, lorsque l’on considère la topologie
produit relative aux valeurs absolues, et donc en tant qu’espaces fonctionnels des théorèmes
5. Remarquons bien que lorsque X est inﬁni les deux topologies sont distinctes : par exemple, soit (xn)n≥0
une suite d’éléments de X deux à deux distincts, alors on voit sans eﬀort que cette famille est sommable dans la
topologie produit pour R discret, alors qu’elle ne converge même pas dans la topologie de Krull.
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tels que ceux de Banach-Steinhaus, de l’application ouverte ou du graphe fermé s’appliquent
dans ce contexte (ce qui n’est évidemment pas le cas quand K est discret).
5.5 Les conséquences du théorème 5.3 sur les opérateurs li-
néaires continus
Comme indiqué dans l’introduction de ce chapitre, la rigidité du dual par rapport au chan-
gement de topologies force les applications linéaires et continues à être représentées par des
matrices ﬁnies en ligne (voir le chapitre 4).
SoientK un corps topologique séparé,X et Y deux ensembles quelconques. Supposons queKZ
possède la topologie produit pour Z ∈ {X,Y }. Rappelons (voir les notations au chapitre 2 et prin-
cipalement son numéro 2.1) que l’ensemble de toutes les applications linéaires (respectivement, et
continues) de KX dans KY est noté HomK-Vect (KX ,KY ) (respectivement, HomK-VectTop(KX ,KY )).
Rappelons également (voir le chapitre 4) que KY×(X) est l’ensemble des matrices à lignes ﬁnies
(voir le numéro 4.3 du chapitre 4), soit les applications 6 M : Y ×X → K telles que pour chaque
y ∈ Y , l’ensemble {x ∈ X : M(y, x) 6= 0} est ﬁni. Rappelons enﬁn que si p ∈ K(X), alors son
support (voir le numéro 2.4 du chapitre 2) est donné par
supp(p) = {x ∈ X : p(x) 6= 0} . (5.5)
Soit φ ∈ HomK-VectTop(KX ,KY ). Introduisons l’application suivante :
Mφ : Y ×X → K
(y, x) 7→ 〈φ(δx) | δy〉 . (5.6)
Cette application a déjà été introduite au chapitre 4 dans un cadre plus général des opérateurs
linéaires non nécessairement continus (en restreignant son domaine à celui des opérateurs conti-
nus, on montre qu’elle est bijective ce qui n’est évidemment pas le cas en toute généralité, voir
pour cela la remarque 4.1 du chapitre 4).
Lemme 5.15. Pour chaque φ ∈ HomK-VectTop(KX ,KY ), Mφ ∈ KY×(X), et l’application φ 7→ Mφ
est K-linéaire et injective.
Démonstration. Pour tout y ∈ Y , l’application
KX → K
f 7→ 〈φ(f) | δy〉 (5.7)
est un membre de (KX)′ (car il s’agit de la composition de φ et de la projection sur Kδy).
D’après le théorème 5.3, il existe un, et un seul, pφ,y ∈ K(X) pour lequel quel que soit f ∈ KX ,
〈f | pφ,y〉 = 〈φ(f) | δy〉. En particulier, pour tout x ∈ X,®
pφ,y(x) si x ∈ supp(pφ,y)
0R sinon
=
∑
z∈X
pφ,y(z)δx(z) = 〈δx | pφ,y〉 = 〈φ(δx) | δy〉 . (5.8)
Il s’ensuit que {x ∈ X : 〈φ(δx) | δy〉 6= 0} = supp(pφ,y), et donc Mφ ∈ KY×(X). Vériﬁer que
l’application φ 7→ Mφ est linéaire ne pose aucune diﬃculté. Supposons que Mφ = Mφ′ , alors
pour tout (y, x) ∈ Y × X, 〈φ(δx) | δy〉 = 〈φ′(δx) | δy〉. Par bilinéarité, φ(δx)(y) − φ′(δx)(y) =
6. Le lecteur aura probablement noté l’inversion de X et de Y dans les notations, par rapport à celles du
chapitre 4. La cause en est que l’on considère les applications linéaire de KX dans KY et que leur représentation
matricielle tranpose les positions de X et de Y .
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〈φ(δx)−φ′(δx) | δy〉 = 0. Puisque la dernière égalité est satisfaite pour tout y ∈ Y , φ(δx) = φ′(δx)
pour tout x ∈ X. Maintenant, soit f ∈ KX . Or φ est continu, et le sous-espace engendré par
(δx)x∈X , i.e., K(X), est dense 7 dans KX , donc φ = φ′.
Théorème 5.16. Les K-espaces vectoriels HomK-Mod (KX ,KY ) et KY×(X) sont isomorphes. Plus
précisément, l’application φ 7→ Mφ du lemme 5.15 est surjective.
Démonstration. Soit M ∈ KY×(X). On déﬁnit φM : KX → KY par
φM (f) = φM (
∑
x∈X
f(x)δx) =
∑
y∈Y
(∑
x∈X
M(y, x)f(x)
)
δy .
(Clairement la somme portant sur x ∈ X n’a qu’un nombre ﬁni de termes non nuls puisque
M ∈ KY×(X), et donc déﬁnit bien un élément de K.) Cette application a été introduite dans la
déﬁnition 4.5 au chapitre 4. Il est aisé de vériﬁer que l’application φM est linéaire. Démontrons
à présent qu’elle est continue. Par déﬁnition de la topologie produit, il suﬃt de prouver que
quel que soit y ∈ Y , ℓM,y : KX → K, donné par ℓM,y(f) = 〈φM (f) | δy〉 =
∑
x∈X
M(y, x)f(x), est
continu. C’est bien le cas puisque ℓM,y est une somme ﬁnie de multiples scalaires de projections.
Ainsi φM ∈ HomK-VectTop(KX ,KY ). Finalement prouvons que MφM = M . Soit (y, x) ∈ Y × X.
On a
MφM (y, x) = 〈φM (δx) | δy〉
= 〈
∑
y′∈Y
(∑
z∈X
M(y′, z)δx(z)
)
δy′ | δy〉
=
∑
z∈X
M(y, z)δx(z)
= M(y, x) .
(5.9)
L’application φ 7→ Mφ est donc surjective, et, par le lemme 5.15, c’est un isomorphisme.
Le résultat suivant se déduit assez facilement du théorème 5.16.
Théorème 5.17. Quels que soient φ ∈ HomK-VectTop(KX ,KY ), ψ ∈ HomK-VectTop(KY ,KZ), on a
Mψ◦φ =MψMφ, et en particulier, les algèbres EndK-VectTop(KX) et KX×(X) sont isomorphes.
Remarque 5.18.
1. Si X = Y , et si α ∈ G(R)X est une suite de dénominateurs (voir le numéro 4.2 au chapitre 4),
alors φ 7→ Mφ,α = DαMφD−1α nous donne également un isomorphisme d’algèbres par com-
position d’isomorphismes (voir aussi le numéro 4.2 au chapitre 4 pour les notations utilisées).
L’inverse de cet isomorphisme est tout simplement M 7→ φD−1
α
MDα
= φM,α.
2. Si Y est réduit à un unique élément y, alors
(KX)′ = HomK-VectTop(KX ,K)∼=K-Vect HomK-VectTop(KX ,K{y})∼=K-Vect K{y}×(X)∼=K-Vect K(X)
(5.10)
ce qui redonne le théorème 5.3.
7. En eﬀet, soit f ∈ KX , et U un voisinage ouvert de f . Alors il existe une partie ﬁnie F ⊆ X et, quel que soit
x ∈ F , des ouverts Ux de K avec f(x) ∈ Ux, et
⋂
x∈F
π−1x (Ux) ⊆ U (πx est la projection usuelle, voir le numéro 2.4
au chapitre 2). Alors, quel que soit x ∈ F , f(x)δx ∈ U.
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3. D’après les résultats vus au chapitre 4, les algèbres de matrices ti(N,K), nil(N,K) et diag(N,K)
sont des sous-algèbres de EndK-VectTop(KN) ∼=K-Alg EndK-VectTop(K[[x]]), et les groupes de ma-
trices inversibles TI (N,K)), UNI (N,K) et DIAG(N,K) sont des sous-groupes du groupe des
automorphismes (linéaires) AutK-VectTop(KN) ∼=Grp AutK-VectTop(K[[x]]).
4. Les théorèmes 5.3 et 5.16 ainsi que la notion de produit tensoriel complété introduite au
numéro 4.3.4 du chapitre 4 permettent d’étendre le résultat classique V ∗ ⊗K W ∼=K-Vect
HomK-Vect (W,V ) où V et W sont deux espaces vectoriels, et l’un au moins d’entre eux est
de dimension ﬁnie (voir par exemple Kassel (1995)). En eﬀet, pour K un corps topologique
séparé,
(KX)′“⊗ℓKK(Y ) ∼=K-Vect KX“⊗ℓKK(Y )∼=K-Vect KX×(Y )∼=K-Vect HomK-VectTop(KY ,KX) . (5.11)
Pour le premier isomorphisme, on suppose que KX est muni de la topologie produit et K est
discret (puisque par le théorème 5.3 peu importe la topologie de corps séparée sur K).
5.6 Dual topologique et complétion
Dans ce numéro est construit un isomorphisme naturel explicite entre les duals topologiques
de K(X) et de KX en utilisant le fait que le second est le complété du premier.
Rappelons la déﬁnition suivante : soient K un corps topologique séparé, et V un K-espace
vectoriel topologique Hausdorﬀ. La complétion de V est la 8 paire (“V , i) où “V est un K-espace
vectoriel séparé et complet, et i : V → “V telle que
1. L’application i est un isomorphisme pour les structures deK-espaces vectoriels topologiques
de V dans “V , i.e., i est à la fois un isomorphisme (algébrique) et un homéomorphisme dans“V (en d’autres termes, i est une application K-linéaire bicontinue, ou i est une application
linéaire continue et injective et son inverse i−1 : i(V ) → V est continu où i(V ) possède la
topologie de sous-espace induite par “V ).
2. L’image i(V ) est dense dans “V .
3. Quel que soit leK-espace vectoriel complet (Hausdorﬀ)W et pour toute application linéaire
et continue φ : V → W , il existe une unique application φ̂ : “V → W linéaire et continue
telle que φ̂ ◦ i = φ.
Autrement dit, le foncteur d’oubli de la catégorie des K-espaces vectoriels topologiques séparés
(avec applications linéaires et continue) dans celle des K-espaces vectoriels topologiques complets
admet un adjoint à gauche qui associe à V « son » complété “V . En termes de diagrammes
commutatifs, nous avons :
V  _
i

φ
//W“V ∃!φ̂
55kkkkkkkkkkkkkkkkkk
(5.12)
Nous rencontrons aux chapitres 6 (numéro 6.4) et 8 (numéro 8.5) de telles complétions.
Remarque 5.19. D’après Bourbaki (2007d), KX est complet et séparé (par rapport à la topologie
produit) si, et seulement si, K est lui-même un corps séparé complet.
8. Unique à isomorphisme près.
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Supposons maintenant que K possède la topologie discrète (de sorte que ce soit un corps
topologique séparé complet). Clairement, KX est le complété de K(X) (ce dernier étant muni de
la topologie initiale par rapport aux projections qui coïncide avec la topologie de sous-espace
induite par la topologie produit de KX). Par déﬁnition de la complétion, en prenant K à la place
de W , il est clair qu’il existe un isomorphisme canonique Ψ entre les duals topologiques de K(X)
et de KX . L’isomorphisme
Ψ: (K(X))′ → (KX)′
ℓ 7→ ℓ̂ (5.13)
a l’inverse Ψ−1(ℓ) = ℓ ◦ i = ℓ|
K
(X)
pour ℓ ∈ (KX)′. On peut donner une déﬁnition précise à Ψ.
Soit ℓ ∈ (K(X))′. Alors on a
Ψ(ℓ) = ℓ̂ : KX → K
f 7→
∑
x∈X
f(x)ℓ(δx) . (5.14)
En eﬀet puisque f =
∑
x∈X
f(x)δx (somme d’une famille sommable), il en résulte que
Ψ(ℓ)(f) = ℓ̂(f)
= ℓ̂(
∑
x∈X
f(x)δx)
=
∑
x∈X
f(x)ℓ̂(δx)
(puisque ℓ̂ est continu)
=
∑
x∈X
f(x)ℓ(δx) .
(puisque δx ∈ K(X))
(5.15)
En utilisant les notations introduites, Ψ(ℓ)(f) = ℓ̂(f) = 〈f | pΨ(ℓ)〉, où l’on rappelle que pΨ(ℓ) ∈
K(X) est déﬁni par pΨ(ℓ)(x) = Ψ(ℓ)(δx) = ℓ̂(δx) = ℓ(δx) (puisque δx ∈ K(X)). Remarquons que
pΨ(ℓ) = Φ−1(Ψ(ℓ)) = Φ−1(ℓ̂). L’application Φ−1 ◦ Ψ: (K(X))′ → K(X) est un isomorphisme (en
tant que composition d’isomorphismes). Le « polynôme » Φ−1(Ψ(ℓ)) ∈ K(X) pour ℓ ∈ (K(X))′ est
ainsi donné par Φ−1(Ψ(ℓ))(x) = ℓ(δx) pour x ∈ X. On peut vériﬁer que ℓ(p) = 〈i(p) | Φ−1(Ψ(ℓ))〉
quels que soient ℓ ∈ (K(X))′, et p ∈ K(X). En eﬀet, ℓ(p) = Ψ(ℓ)(i(p)) = 〈i(p) | Φ−1(Ψ(ℓ))〉.
5.7 Topologie faible
Soient K un corps topologique, (V, τ) un K-espace vectoriel topologique et V ′ son dual topo-
logique. On appelle V ′-topologie faible la topologie la plus faible sur V pour laquelle les éléments
de V ′ sont continus. (Cette topologie est également utilisée au numéro 8.5 du chapitre 8.) Notons
τw cette topologie (le « w » est une référence à l’adjectif « faible » en anglais, à savoir, « weak »).
Puisque les éléments de V ′ sont continus (pour τ), il en résulte que τw ⊆ τ . On peut montrer
facilement que (V, τw) est encore un K-espace vectoriel topologique, séparé si K l’est et si V ′
sépare les points de V (voir le numéro 2.5 au chapitre 2). Le dual topologique V ′w de (V, τw) est
appelé le dual faible de V .
Corollaire 5.20. Soit (K, τ) un corps topologique Hausdorﬀ, X un ensemble, et KX avec la
topologie produit, que l’on note ici π(X, τ), de |X| copies de (K, τ). Le dual faible (KX)′w de
(KX , τw) est (isomorphe à) K(X).
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Démonstration. Un élément de K(X) est évidemment une forme linéaire et continue (via l’isomor-
phisme entre (KX)′ et K(X) du théorème 5.3) par déﬁnition de la K(X)-topologie faible. Ainsi,
K(X) ⊆ (KX)′w. Prouvons que la topologie produit et la topologie faible sont égales. La topologie
faible τw est, par déﬁnition, la topologie la plus faible pour laquelle toutes les formes linéaires
〈· | p〉 : KX → (K, τ) sont continues (p ∈ K(X)). En particulier, les projections 〈· | δx〉 sont
également continues. Ainsi τw est plus forte que π(X, τ) (puisque cette dernière est la moins ﬁne
ayant de telles propriétés). Ainsi π(X, τ) ⊆ τw. Prouvons l’inclusion réciproque. Pour ce faire, il
est suﬃsant de prouver que l’application identique Id : (KX , π(X, τ)) → (KX , τw) est continue,
ce qui est équivalent (d’après les propriétés usuelles des topologies initiales) au fait que quel que
soit p ∈ K(X), l’application
〈· | p〉 : (KX , π(X, τ)) → (K, τ)
f 7→ 〈f | p〉 (5.16)
est continue, ce qui est vraisemblablement le cas dans la mesure où ces applications sont des
sommes ﬁnies de multiples scalaires de projections. Ainsi une forme linéaire ℓ : KX → (K, τ) est
continue pour la topologie faible si, et seulement si, elle l’est pour la topologie produit, et est
donc un élément de K(X) (théorème 5.3).
5.8 Conclusion et perspectives
Dans ce chapitre, nous avons démontré un résultat fondamental, et un corollaire tout aussi
important. En bref, si on considère les espaces de fonctions déﬁnies sur un ensemble (quelconque)
et à valeurs dans un corps topologique séparé, avec la topologie produit, alors l’espace dual de
ses formes linéaires et continues est isomorphe à l’espace des fonctions ﬁniment supportées (sur
le même ensemble) et à valeurs dans le corps de base. Autrement dit, pour qu’une forme linéaire
soit continue (pour une quelconque, et alors pour toutes les topologies produits) il faut, et il suf-
ﬁt, qu’elle soit représentée (via une application de dualité) par une fonction à support ﬁni. Cela
implique, toujours au travers d’une mise en dualité entre un espace et son complété (également
utilisée au chapitre 8), une caractérisation des opérateurs linéaires et continus (sur ce même type
d’espaces de fonctions) comme matrices inﬁnies à lignes ﬁnies (introduites au chapitre 4).
Le produit tensoriel complété (déﬁni au chapitre 4) permet d’obtenir l’isomorphisme suivant
(voir la remarque 5.18), qui est une généralisation du résultat usuel en dimension ﬁnie,
(KX)′“⊗ℓKK(Y ) ∼=K-Vect HomK-VectTop(KY ,KX) .
Cet isomorphisme oﬀre la perspective de doter l’espace HomK-VectTop(K〈〈Y 〉〉,K〈〈X〉〉) des applica-
tions linéaires et continues d’une structure d’algèbre obtenue en considérant le produit tensoriel
complété K〈X〉“⊗ℓKK〈Y 〉 où le facteur K〈X〉 a le produit de battage, alors que K〈Y 〉 possède
le produit de concaténation usuel. En fait, il devrait être possible d’équiper cette algèbre d’un
coproduit et d’une coünité, qui en feraient une bigèbre, en considérant la structure d’algèbre
de Hopf usuelle de K〈Y 〉, et celle d’algèbre de Hopf de battage de K〈X〉 (avec le produit de
déconcaténation). Ce produit tensoriel complété peut également être intéressant dans le cadre
de l’étude du dual de Sweedler d’une algèbre (topologique).
Nous poursuivons l’étude des espaces de séries au chapitre 6 dans lequel est considéré le
complété, pour la topologie produit, de l’algèbre contractée d’un monoïde à zéro. Ce chapitre
nous oﬀre donc l’opportunité de manipuler une nouvelle fois la topologie produit, et de voir
qu’elle n’est pas toujours équivalente à la topologie de Krull (la topologie de l’ordre des séries),
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et même jamais dès que l’alphabet des séries est inﬁni. Cela permet notamment de rejeter cette
croyance folklorique, et de mettre en valeur l’intérêt que l’on peut trouver par l’emploi de la
topologie pour des questions algébriques et de combinatoire.
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Chapitre 5. Sur le dual topologique de l’espace des séries formelles, et sur ses
opérateurs linéaires et continus
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Chapitre 6
Formule d’inversion de Möbius pour
les monoïdes à zéro
Le zéro, ce « rien qui peut tout ».
Denis Guedj, Le théorème du perroquet
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6.1 Introduction
La formule d’inversion de Möbius classique de la théorie des nombres, introduite au XIXe siècle,
énonce que, pour toutes fonctions à valeurs complexes ou réelles f , g déﬁnies sur les entiers stric-
tement positifs N \ { 0 }, les conditions suivantes sont équivalentes :
– Pour tout n, g(n) =
∑
d|n
f(d).
– Pour tout n, f(n) =
∑
d|n
µ(n/d)g(d).
Dans chaque formule, les sommes sont prises sur tous les diviseurs positifs d de n, et µ est la
fonction de Möbius usuelle. Ce résultat utilise le fait que µ et ζ sont des applications inverses
l’une de l’autre par rapport au produit de convolution de Dirichlet traditionnel, où ζ est la
fonction caractéristique des entiers strictement positifs (voir par exemple Apostol (1976)).
La version classique de la formule d’inversion de Möbius fut généralisée de diﬀérentes manières
par diﬀérents auteurs. P. Doubilet, G.-C. Rota, et R. P. Stanley ont proposé un traitement systé-
matique de ce problème pour les ensembles partiellement ordonnés localement ﬁnis dans Doubilet
et al. (1975); Stanley (2007), alors que P. Cartier et D. Foata dans Cartier et Foata (1969) ont
démontré qu’une telle formule est valide pour une large classe de monoïdes dits localement ﬁnis
(voir Eilenberg (1974)), et la fonction de Möbius fut même explicitement calculée pour certains
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d’entre eux. Ce chapitre est une contribution à l’étude de la formule d’inversion de Möbius,
encore dans le contexte des monoïdes localement ﬁnis mais pour le cas particulier de monoïdes à
zéro. Par exemple, soit M l’ensemble { 0, 1, a, b, c, ab, ac, ba, bc, ca, cb, abc, acb, bac, bca, cab, cba }.
Cela devient un monoïde à zéro lorsqu’on l’équipe de la concaténation des mots sans lettres
communes, également appelés mots standard ; les autres produits donnent 0. Soit ζ0 la fonction
caractéristique de M0 =M \ { 0 }. Alors, ζ0 est inversible – par rapport à la convolution – dans
l’algèbre Z0[M ] de toutes les fonctions de M dans Z s’annulant en 0, ce qui est plus ou moins
la Z-algèbre des polynômes en des variables non commutatives { a, b, c } dont les monômes sont
tous constitués de mots standard.
En eﬀet, ζ0 = 1+ ζ+0 , où 1 est la fonction caractéristique du singleton {1}, et comme ζ+0 n’a
pas de terme constant, en tant que polynôme non commutatif (c’est-à-dire ζ+0 (1) = 0), ζ0 est
inversible, d’inverse µ0 =
∑
n≥0
(−ζ+0 )n. De part la multiplication particulière dans M , la « partie
propre » ζ+0 de ζ0 est en fait nilpotente, et la somme précédente s’annule après quatre étapes.
Ainsi µ0 peut être calculé « à la main », et nous obtenons µ0 = 1− a− b− c.
De façon assez surprenante, µ0 – interprété comme la fonction de Möbius du monoïde à zéro
M – est identique à celle du monoïde non commutatif libre { a, b, c }∗. De plus ce phénomène
apparaît également pour des monoïdes à zéro moins accommodants. Par exemple, considérons
un monoïde similaire à M mais sur un alphabet inﬁni X : il s’agit de l’ensemble de tous les
mots de X sans occurrences multiples d’une même lettre, et dont le produit w×w′ est égal à la
concaténation usuelle ww′ lorsque chaque lettre apparaît au plus une fois dans le mot résultant,
et 0 sinon. Contrairement à M , ce monoïde est inﬁni. Néanmoins, nous pouvons démontrer que
sa fonction caractéristique est inversible, et que son inverse est encore égal à la fonction de
Möbius usuelle du monoïde libre X∗. Dans ce cas, elle n’est pas aussi facile à calculer car la
« partie propre » correspondante n’est plus nilpotente, et la somme d’une série inﬁnie doit être
évaluée dans une topologie qui convient (induite par une ﬁltration).
L’explication de ce phénomène général est donnée dans ce chapitre dont le sujet principal
concerne le développement d’une boîte à outils algébriques et topologiques pour le traitement
systématique et rigoureux de la formule d’inversion de Möbius pour les monoïdes à zéro locale-
ment ﬁnis.
Organisation du chapitre
Au numéro 6.2 est rappelée la notion de monoïdes à zéro puis, au numéro 6.3, on introduit
la notion idoine d’algèbre d’un monoïde à zéro, appelée algèbre contractée, obtenue par identiﬁ-
cation des zéros de l’algèbre et du monoïde. Le numéro 6.4 concerne la construction de l’algèbre
contractée large, complétion de l’algèbre contractée d’un monoïde à zéro (à décomposition ﬁnie)
pour la topologie produit avec l’anneau de base discret (voir le chapitre 5 pour une utilisation
approfondie de ce type de topologies) : on obtient une algèbre de « séries formelles » sur le
monoïde à zéro. La notion de ﬁnitude locale pour un monoïde à zéro, généralisation du concept
similaire pour les monoïdes usuels, est introduite au numéro 6.5. Cela nous permet d’équiper
l’algèbre contractée large d’une autre topologie (que la topologie produit) donnée par une ﬁl-
tration (relative à la « longueur » des mots) et similaire à la topologie usuelle (de Krull) des
séries formelles. Dans cette topologie, on peut déﬁnir une opération étoile laquelle nous permet
de prouver la formule d’inversion de Möbius dans ce contexte (numéro 6.6). Enﬁn, ce chapitre
s’achève au numéro 6.7 par des remarques concernant les séries de Hilbert de certaines algèbres
contractées larges.
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6.2 Monoïdes à zéro
Un monoïde à zéro est un monoïde ordinaire avec un élément absorbant bilatère, appelé
le zéro. De telles structures apparaissent évidemment dans la théorie des anneaux (le monoïde
multiplicatif d’un anneau associatif avec unité est un monoïde à zéro), mais elles sont également
utilisées pour résoudre des problèmes de cohomologie Novikov (2008); Novikov et Polyakova
(2009), et principalement dans l’étude des extensions par idéaux des semi-groupes Cliﬀord et
Preston (1961); Cliﬀord (1965); Arendt et Stuth (1970).
Ces structures sont déﬁnies comme suit : soit M un monoïde ordinaire (avec 1M comme
identité) tel que |M | ≥ 2. Alors,M est unmonoïde à zéro si, et seulement si, il possède un élément
absorbant bilatère, noté 0M , i.e., x0M = 0M = 0Mx pour tout x ∈M , avec 1 0M 6= 1M . L’élément
particulier 0M est appelé le zéro de M (l’unicité va de soi). Si en outre M est commutatif (en
tant que monoïde usuel), alors M est dit monoïde à zéro commutatif. Dans la suite, pour tout
monoïde à zéro, avec 0M comme zéro, M0 représente M \ { 0M }.
Exemple 6.1.
1. L’ensemble N des entiers naturels avec la multiplication usuelle est un monoïde à zéro
commutatif.
2. Le monoïde multiplicatif d’un anneau (associatif) R avec unité 1R est un monoïde à zéro
avec 0R comme zéro.
3. Si M est un monoïde quelconque (avec ou sans zéro), alors pour tout 0 6∈ M (prendre
0 = {M} par exemple, en présence de l’axiome de fondation 2), M0 = M ∪ {0} est un
monoïde à zéro, avec comme zéro 0 : x0 = 0 = 0x pour tout x ∈ M0 étendant la loi de
composition interne deM . Il est commutatif si, et seulement si,M l’est. La transformation
deM enM0 est appelée adjonction d’un zéro, etM0 est un monoïde avec un zéro (bilatère)
adjoint. Notons que M0 est évidemment isomorphe à M z pour tout z 6∈ M , où z joue
le même rôle que 0. En fait, l’adjonction d’un zéro se trouve être l’adjoint à gauche du
foncteur d’oubli de la catégorie des monoïdes à zéro (avec pour ﬂèches les homomorphismes
de monoïdes préservant le z’ero) dans celle des monoïdes 3.
4. L’ensemble ℵ0 ∪ {ℵ0} de tous les cardinaux inférieurs ou égaux au cardinal ℵ0 (le premier
cardinal transﬁni et donc le seul inﬁni dénombrable), soit le segment initial fermé [0,ℵ0],
avec l’addition usuelle des cardinaux (rappelons que ℵ0 = [0,ℵ0[= N et n+ℵ0 = ℵ0 = ℵ0+n
pour tout n ≤ ℵ0) est un monoïde à zéro commutatif avec ℵ0 pour zéro. Plus généralement,
étant donné un nombre cardinal transﬁni κ, l’ensemble [0, κ] de tous les cardinaux qui lui
sont inférieurs, avec l’addition, est aussi un monoïde à zéro commutatif, avec κ pour zéro.
5. Soit C une petite catégorie (voir Mac Lane (1998)). Alors l’ensemble de ses ﬂèches A (C ),
avec un zéro 0 et une identité 1 adjoints (0 6= 1), est un monoïde à zéro lorsque la com-
position des ﬂèches est étendue par f ◦ g = 0 dès que dom(f) 6= codom(g) pour tous
f, g ∈ A (C ), et f ◦ 1 = f = 1 ◦ f , f ◦ 0 = 0 = 0 ◦ f pour tout f ∈ A (C ) ∪ {0, 1}.
Maintenant si on se donne un ensemble partiellement ordonné P , et Int(P ) l’ensemble de
ses intervalles [x, y] = { z ∈ P : x ≤ z ≤ y } pour tout x ≤ y dans P (voir Doubilet et al.
(1975); Stanley (2007)). Un intervalle [x, y] peut être vu comme une ﬂèche de x vers y, et
une composition peut être déﬁnie : [x, z]◦ [z, y] = [x, y]. Il s’ensuit que P devient une petite
catégorie, et Int(P ) ∪ { 0, 1 }, où 0, 1 6∈ Int(P ) et 0 6= 1, devient un monoïde à zéro. Une
autre spécialisation est possible : soit n ∈ N \ {0} ﬁxé, et considérons l’ensemble I de tous
1. La condition que |M | ≥ 2 permet simplement d’éviter de traiter le cas dégénéré d’un monoïde à zéro trivial.
2. Sinon il suﬃt de considérer M0 = M ⊔ {0} où ⊔ est la somme disjointe ensembliste.
3. De façon très pompeuse, on pourrait dire queM0 est le « monoïde à zéro librement engendré par le monoïde
M », et l’unité de l’adjonction serait alors l’injection canonique M →֒M0.
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les couples (i, j) d’entiers tels que 1 ≤ i, j ≤ n. Toute unité matricielle 4 E(i,j) de format
n par n peut être vue comme une ﬂèche de i vers j, et de telles ﬂèches sont composées de
façon usuelle par E(i,k) ◦E(k,j) = E(i,j). Alors I devient une petite catégorie, et l’ensemble
des unités matricielles, avec 0 et 1 adjoints, peut être interprété comme un monoïde à zéro
assez similaire aux groupoïdes de A. Connes (voir Connes (1994)).
Une classe très importante de monoïdes à zéro, qui mérite un paragraphe pour elle seule, est
fournie par les fameux quotients de Rees (voir Cliﬀord et Preston (1961); Arendt et Stuth (1970);
Grillet (1995)). Soit M un monoïde et I un idéal bilatère de M , c’est-à-dire IM ⊆ I ⊇ MI,
qui est propre (I est propre si, et seulement si, I 6= M , ou, en d’autres termes, 1M 6∈ I). Une
congruence θI sur M est déﬁnie comme suit : (x, y) ∈ θI si, et seulement si, x, y ∈ I ou x = y.
La classe d’équivalence de x ∈M modulo θI est® {x} si x 6∈ I
I si x ∈ I (6.1)
de sorte que I joue le rôle d’un zéro dans le monoïde quotientM/θI , de façon telle qu’il se trouve
être isomorphe au monoïde à zéro (M \ I)∪{0}, où 0 6∈M \ I, avec la loi de composition interne
x× y =
®
xy pour xy 6∈ I
0 pour xy ∈ I (6.2)
quels que soient x, y ∈M \I, et x×0 = 0 = 0×x pour tout x ∈ (M \I)∪{0}. Ce monoïde, unique
à isomorphisme près (le choix du zéro adjoint ou encore en utilisant le coproduit ensembliste),
est appelé le quotient de Rees de M par I, et dénoté par M/I. Dans la suite, nous identiﬁons
les ensembles sous-jacents aux deux monoïdes isomorphes M/θI et (M \ I)∪ {0}, et utilisons la
juxtaposition pour les multiplications dans M/I et dans M .
Remarque 6.2. Le fait que I soit propre assure que 1M ∈M \ I, et donc 1M 6= 0.
Exemple 6.3. Soit X = {a, b, c} et I = {w ∈ X∗ : ∃x ∈ X, tel que |w|x ≥ 2 }, où l’on rappelle
que |w|x désigne le nombre d’occurrences de la lettre x dans le mot w. Alors X∗/I est le monoïde
à zéro M décrit dans l’introduction (voir le numéro 6.1).
Remarque 6.4. Pour terminer ce point, voici quelques mots au sujet de la catégorie des monoïdes
à zéro. Il est tout d’abord facile de vériﬁer que nos monoïdes à zéro (avec 0 6= 1) plus le monoïde
trivial – donné par 0 = 1 – forment exactement la catégorie des monoïdes internes à la catégorie
monoïdale des ensembles et fonctions partielles, ou, de façon équivalente, des ensembles pointés et
des applications qui envoient le point de base sur le point de base (le zéro du monoïde étant son
point de base), où la structure monoïdale est le produit cartésien ensembliste usuel (dans le cas
des ensembles pointés, c’est le produit smash usuel, voir Hatcher (2002), qui donne la structure
monoïdale). Notons bien qu’il ne s’agit pas du produit catégorique dans la catégorie des ensembles
et fonctions partielles (de même le produit smash n’est pas le produit catégorique pour les ensembles
pointés). Ces monoïdes « partiels » sont utilisés dans Poinsot et al. (2010a) pour donner un cadre
rigoureux à la formule exponentielle, alors que dans Poinsot et al. (2010c) sont étudiées les relations
entre associativité « partielle » et conﬂuence dans un système particulier de réécriture. Les ﬂèches dans
cette catégorie sont ainsi données comme des homomorphismes de monoïdes usuels qui s’annulent
en zéro (ce sont donc en particulier des applications entre ensembles pointés). Si le monoïde trivial
est évidemment l’objet terminal de cette catégorie, il n’est bien sûr pas initial (la classe des ﬂèches
de (0) dans un monoïde à zéro N est vide dès que N n’est lui-même pas trivial). L’objet initial
est le monoïde {0, 1} (avec l’opération évidente de multiplication) obtenu soit par adjonction libre
4. Il s’agit d’une matrice E(i,j) = (δ(i,j)(ℓ, k))(ℓ,k)∈[1···n]2 .
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d’un zéro à (1) soit par adjonction libre d’une unité à (0). Plus généralement, étant donné un
semi-groupe S, les adjonctions libres d’une unité et d’un zéro commutent (à isomorphisme près).
Il va de soi que l’adjonction d’un zéro constitue l’adjoint à gauche du foncteur d’oubli (du zéro)
de la catégorie des monoïdes (respectivement, des semi-groupes) à zéro dans celle des monoïdes
(respectivement, des semi-groupes). Notons au passage que ce dernier foncteur n’est pas plein dans
la mesure où un homomorphisme de monoïdes usuels, pour les structures de monoïdes sous-jacentes
à des monoïdes à zéro, ne respecte pas nécessairement les zéros. Pour ﬁnir, puisque la catégorie des
ensembles pointés n’est pas cartésienne mais seulement monoïdale avec le produit smash, il n’est pas
possible de déﬁnir directement la notion de groupes avec un zéro comme objets groupes internes à
cette catégorie (il manque l’élément terminal et l’application diagonale naturelle). En revanche, il
est possible de considérer une notion d’algèbres de Hopf internes à cette catégorie. Il s’agit donc de
munir un monoïde à zéro d’un coproduit ∆, d’une coünité ǫ et d’une antipode S (qui doivent être
des applications respectant les points de base) lesquels vériﬁent les diagrammes commutatifs usuels.
En guise d’exemple, considérons ∆(x) = (x, x) pour tout x 6= 0 et ∆(0) = 0, ǫ(x) = 1 si x 6= 0 et
ǫ(0) = 0, et enﬁn S(0) = 0, et S(x)x = 1 = xS(x) pour tout x 6= 0. Alors il est clair que la structure
obtenue est soit le groupe trivial (0) soit un groupe G avec un zéro adjoint, et, dans ce cas, les
applications ∆ et ǫ sont des homomorphismes de monoïdes à zéro, et S est un anti-homomorphisme
de monoïdes à zéro. Cet exemple d’algèbre de Hopf (cocommutative) interne aux ensembles pointés
n’est pas si anodin que cela car un rapide calcul montre que tout ensemble pointé dispose d’une
unique structure de comonoïde (pour le produit smash) qui est triviale si l’ensemble est lui-même
réduit à un singleton, et qui est donnée par les applications ∆ et ǫ précédentes dans les autres cas.
Il est alors clair qu’une algèbre de Hopf dans les ensembles pointés ne peut être que le groupe trivial
ou un groupe avec un zéro adjoint. On en déduit presque immédiatement l’existence d’un foncteur
adjoint à gauche du foncteur d’oubli des algèbres de Hopf commutatives internes aux ensembles
pointés dans les monoïdes à zéro commutatifs 5 : il s’agit d’une généralisation de la complétion de
Grothendieck usuelle ; voir Atiyah (1967) pour la déﬁnition habituelle du complété de Grothendieck
d’un monoïde commutatif. On l’obtient par localisation d’un monoïde à zéro à l’ensemble de ses
éléments non nuls, de sorte que par exemple si le monoïde à zéro commutatif admet des diviseurs de
zéro, alors le groupe abélien (c’est-à-dire l’algèbre de Hopf commutative interne) qui lui correspond,
par complétion, est le groupe trivial.
6.3 Algèbre contractée d’un monoïde à zéro
Convention (rappel) : Rappelons que dans ce document, un anneau R est supposé associatif,
commutatif et unitaire avec 1R comme unité ; le zéro de l’anneau étant quant à lui noté 0R. Une
R-algèbre A est supposée associative (mais non nécessairement commutative) et possède une unité
(sauf mention explicite) 1. Son zéro est noté 0.
L’objectif principal de ce numéro est de rappeler la notion pertinente d’algèbre d’un monoïde
pour un monoïde à zéro sur un anneau donné : en bref, les zéros du monoïde et de l’anneau sont
identiﬁés. Soient R un anneau, et X un ensemble. Comme d’habitude, le support de f ∈ RX
est l’ensemble {x ∈ X : f(x) 6= 0R }. Soit également M un monoïde à zéro (avec 0M comme
zéro). Considérons l’algèbre du monoïde usuelle R[M ] deM sur R, qui est, en tant que R-module,
l’ensemble R(M) de toutes les applications deM dans R à support ﬁni, doté du produit de Cauchy
usuel (voir par exemple Bourbaki (2007a)). L’algèbre contractée du monoïde (à zéro) M sur R
(voir Cliﬀord et Preston (1961); Okniński (1991)) est l’algèbre quotient R0[M ] = R[M ]/R0M , où
R0M est l’idéal bilatère R[(0M )] = {α0M : α ∈ R }. Ainsi, R0[M ] peut être identiﬁé à l’ensemble
5. Puisque le produit smash munit la catégorie des ensembles pointés d’une structure monoïdale symétrique,
on peut naturellement parler de monoïdes commutatifs internes à celle-ci.
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des sommes (avec un nombre ﬁni de termes non nuls)
∑
x∈M0
αxx, sujet à la table de multiplication
donnée par la règle
x× y =
®
xy si xy 6= 0M ,
0 si xy = 0M
(6.3)
déﬁnie sur la baseM0 (la formule (6.3) fournie les constantes de structure, voir Bourbaki (2007a),
de l’algèbre R0[M ]). Dans ce qui suit, usage est fait de la juxtaposition de préférence à « × »
pour les produits. Par déﬁnition, il s’ensuit directement que pour tout monoïde ordinaire M ,
R0[M0] ∼=R-Alg R[M0]/R0 ∼=R-Alg R[M ]. Cette assertion peut être étendue aux quotients de Rees
ainsi qu’il suit.
Lemme 6.5. (Cliﬀord et Preston (1961); Okniński (1991)) Soient M un monoïde et I un idéal
bilatère propre de M . Alors R0[M/I] ∼=R-Alg R[M ]/R[I]. (Notons que R[I] est l’algèbre du semi-
groupe de l’idéal bilatère I, qui peut être vue comme une algèbre sans unité.)
Exemple 6.6. Soient X un ensemble non vide et n ∈ N\{0, 1}. Soit I l’idéal (bilatère) propre de
X∗ de tous les mots w de longueur |w| ≥ n. Alors R0[X∗/I] est l’ensemble de tous les polynômes
non commutatifs tronqués à la longueur n (c’est-à-dire que tous les monômes sont de longueur
strictement inférieure à n).
La notion d’algèbre contractée d’un monoïde est suﬃsante pour traiter le problème de la
formule de Möbius pour des monoïdes à zéro ﬁnis et localement ﬁnis (voir le numéro 6.5).
Néanmoins des monoïdes à zéro inﬁnis apparaissent également, et des séries formelles doivent
être considérées dans ce cas.
Remarque 6.7. Soit R un anneau. L’algèbre contractée R0[M ] du monoïde à zéroM possède une
structure naturelle de « bigèbre » au sens suivant (extension évidente de la notion usuelle de bigèbre
d’un monoïde ordinaire). Déﬁnissons l’homomorphisme deR-modules∆: R0[M ]→ R0[M ]⊗RR0[M ]
donné par ses valeurs sur la base M0 : ∆(x) = x⊗x pour tout x ∈M0, i.e., chaque élément non nul
du monoïde M est de type groupe. L’application ∆ est à l’évidence coassociative et cocommutative.
De plus, ∆ est un homomorphisme de R-algèbres puisque ∆(xy) = (xy)⊗ (xy) = (x⊗ x)(y⊗ y) =
∆(x)∆(y), et ∆(1M ) = 1M ⊗ 1M . On déﬁnit également l’homomorphisme de R-modules suivant
ǫ : R0[M ] → R par ǫ(x) = 1R pour tout x ∈ M0. On voit immédiatement que ǫ est une coünité,
et (R0[M ],∆, ǫ) est une cogèbre cocommutative. Supposons que x, y ∈ M0 tels que xy = 0M
(i.e., M , et donc R0[M ], possèdent des diviseurs de zéro). Alors, avec le coproduit et la coünité
précédentes, R0[M ] n’est pas une bigèbre. En eﬀet, ǫ(xy) = ǫ(0R) = 0R 6= 1R = ǫ(x)ǫ(y), et
donc ǫ n’est pas un homomorphisme de R-algèbres. De plus, ǫ est l’unique choix possible pour
faire de (R0[M ],∆, ǫ) une cogèbre. Pour cela, il faut que ǫ(x) ⊗ ∆(x) = 1R ⊗ ∆(x) pour tout
x ∈M0 (d’après l’axiome de la coünité), ce qui implique que (ǫ(x)− 1R)x = 0 dans R0[M ], et donc
ǫ(x) = 1R pour tout x ∈M0. En particulier, il n’existe aucune structure de bigèbre sur R0[M ] avec
∆ comme coproduit dès que M admet des diviseurs de zéro. A contrario, si M = N0, où N est
un monoïde usuel, alors ǫ est un homomorphisme de R-algèbres, et donc (R0[M ], µ, η,∆, ǫ) est une
bigèbre (où µ est la multiplication, et η est la multiplication externe par des scalaires, de R0[M ]) si,
et seulement si, M est un monoïde avec un zéro adjoint (ou sans diviseur de zéro) ; dans ce cas,
R0[M0] ∼=R-Alg R[M ], et nous retrouvons la bigèbre d’un monoïde usuelle. Néanmoins nous notons
que pour chaque paire (x, y) ∈ M0 ×M0 telle que xy 6= 0M , alors ǫ(xy) = 1R = ǫ(x)ǫ(y), de
telle sorte que (R0[M ], µ, η,∆, ǫ) est « proche » d’être une bigèbre. Enﬁn, si G est un groupe, alors
R0[G0] ∼=R-Alg R[G], et nous retrouvons l’algèbre de Hopf usuelle d’un groupe (avec la structure de
bigèbre précd´ente, et l’antipode évidente).
Remarque 6.8. Il est facile de vériﬁer que R0[M ] est la R-algèbre (unitaire) librement engendrée
par le monoïde à zéro M . Autrement dit, elle est universelle au sens suivant : quelle que soit la
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R-algèbre A, et quel que soit l’homomorphisme de monoïdes à zéro φ de M dans le monoïde à
zéro multiplicatif sous-jacent à A, il existe un unique homomorphisme de R-algèbres φ̂ : R0[M ]→ A
tel que φ̂ ◦ j = φ où j est l’inclusion naturelle de M dans R0[M ] (qui est un homomorphisme
de monoïdes à zéro de M dans le monoïde à zéro multiplicatif sous-jacent à R0[M ]). En d’autres
termes, R0[·] est l’adjoint à gauche du foncteur d’oubli de la catégorie des algèbres sur R dans celle
des monoïdes à zéro.
6.4 L’algèbre contractée large d’un monoïde à zéro à décompo-
sition finie
Soit R un anneau, etM un monoïde usuel. L’ensemble de toutes les applications RM possède
une structure naturelle de R-module. Par abus de notation 6, toute application f ∈ RM peut
être noté de façon sommatoire
∑
x∈M
〈f | x〉x, où 7 〈f | x〉 = f(x) = πx(f) (πx est la projection
canonique sur Rx). La structure de R-module sous-jacente à l’algèbre R[M ] du monoïde M est
alors vue comme un sous-module de RM . Prenons maintenant M un monoïde à zéro. On peut
toujours considérer R[M ], néanmoins nous souhaiterions identiﬁer 0M avec le zéro 0 (la fonction
identiquement nulle) de RM comme cela fut fait pour R0[M ]. Considérons alors l’ensemble
R0M = { f ∈ RM : ∀x 6= 0M , 〈f | x〉 = 0R }, i.e., R0M est le sous-module cyclique (monogène)
engendré par 0M . Alors le module quotient RM/R0M peut être identiﬁé au R-module RM0 de
toutes les sommes « inﬁnies » 8
∑
x∈M0
〈f | x〉x, ou encore à l’espace de toutes les applications de
M0 dans R, i.e., RM0 = { f ∈ RM : f(0M ) = 0R }. Ce module quotient est le complété◊ R0[M ]
du module topologique R0[M ] équipé de la topologie produit (R reçoit la topologie discrète),
également appelée « topologie de la convergence simple » ou « topologie ﬁnie » 9. Remarquons
que la topologie quotient de RM0 induite par celle de RM est équivalente à sa topologie produit.
Rappelons qu’un semi-groupe (respectivement, monoïde) ordinaire M est dit être un semi-
groupe à décomposition ﬁnie (respectivement, un monoïde à décomposition ﬁnie), ou posséder la
propriété de décomposition ﬁnie, si, et seulement si, il satisfait la condition suivante (équivalente
au fait que le produit dans le semi-groupe est à ﬁbres ﬁnies)
∀x ∈M, |{ (y, z) ∈M ×M : yz = x }| < +∞ . (6.4)
Cette condition est appelée condition (D) dans Bourbaki (2007a). Si (6.4) est satisfait, alors RM
peut être équipé du produit de Cauchy usuel ou produit de convolution : ainsi laR-algèbre R[[M ]]
de toutes les séries formelles sur M à coeﬃcients dans R est obtenue, et est également appelée
algèbre large du semi-groupe (respectivement, monoïde) M sur R. Cette notion est maintenant
adaptée au cas des monoïdes à zéro.
Définition 6.9. Un monoïde à zéro M (avec 0M comme zéro) est dit être un monoïde à zéro à
décomposition ﬁnie si, et seulement si, il satisfait la condition suivante
∀x ∈M0 =M \ {0M}, |{ (y, z) ∈M ×M : yz = x }| < +∞ . (6.5)
6. Quand RM est doté de la topologique de la convergence simple, R étant discret, la famille (f(x)x)x∈M est
sommable, et f =
∑
x∈M
f(x)x ; voir le lemme 5.9 du chapitre 5
7. Rappelons que la notation « 〈f | x〉 », dite « crochet de Dirac » fut employée avec succès par Marcel-Paul
Schützenberger pour développer sa théorie des automates (cf. Berstel et Reutenauer (1988)).
8. Comme dans la note de bas de page 6, on prouve facilement que ces sommes sont en fait des sommes de
séries sommables dans la topologie produit de RM/R0M , avec R discret.
9. En fait R0[M ] est doté de la topologie initiale par rapport aux projections laquelle coïncide avec la topologie
produit induite par RM0 sur R0[M ] ; par un abus déjà mentionné au numéro 2.5 du chapitre 2, nous l’apppelons
topologie produit de R0[M ].
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Exemple 6.10. Soit P un ensemble partiellement ordonné localement ﬁni (Doubilet et al. (1975);
Stanley (2007)), i.e., pour lequel tout intervalle [x, y] ∈ Int(P ) est ﬁni. Alors le monoïde à zéro
Int(P ) ∪ { 0, 1 } de l’exemple 6.1.5 est un monoïde à zéro à décomposition ﬁnie.
Suivent maintenant quelques résultats évidents énoncés sans preuve.
Lemme 6.11. 1. Soit M un monoïde à zéro qui possède la propriété de décomposition ﬁnie
en tant que monoïde ordinaire. Alors M est ﬁni.
2. Supposons que M soit un monoïde à décomposition ﬁnie. Alors M0 est un monoïde à zéro
à décomposition ﬁnie.
3. Supposons que M soit un monoïde à décomposition ﬁnie et que I soit un idéal bilatère
propre de M . Alors le quotient de Rees M/I est un monoïde à zéro à décomposition ﬁnie.
Supposons que M soit un monoïde à zéro à décomposition ﬁnie. Soient f, g ∈ RM/R0M .
Alors nous pouvons déﬁnir le produit de Cauchy correspondant :
fg =
∑
x∈M0
(∑
yz=x
〈f | y〉〈g | z〉
)
x . (6.6)
L’algèbre RM/R0M est alors dénotée par R0[[M ]] et appelée l’algèbre contractée large du monoïde
(à zéro) M sur R. Le R-module R0[[M ]] est la complétion de R0[M ] et, parce que le produit de
Cauchy des « séries formelles » dans R0[[M ]] est l’extension continue de sa version polynômiale
dans R0[M ] (ce produit est séparément continue et continue en zéro, Bourbaki (2007d)), le
lemme suivant est vériﬁé.
Lemme 6.12. Soit M un monoïde à zéro à décomposition ﬁnie. Alors l’algèbre R0[[M ]] est
le complété de l’algèbre R0[M ], et, en particulier, R0[[M ]] est une algèbre topologique (séparée
complète).
Soient M un monoïde ordinaire et I un idéal bilatère propre de M . Alors le R-module
RM/I/R0 est isomorphe à l’ensemble des combinaisons linéaires sur R « formelles inﬁnies »∑
x 6∈I
〈f | x〉x, où f ∈ RM . Maintenant supposons que M soit un monoïde à décomposition ﬁnie.
Par le lemme 6.11, M/I est un monoïde à zéro à décomposition ﬁnie. Nous pouvons déﬁnir les
deux algèbres larges R[[M ]] et R0[[M/I]], avec respectivement RM et RM/I/R0 comme ensembles
supports. Le produit de RM/I/R0 est alors donné parÑ∑
x 6∈I
〈f | x〉x
éÑ∑
x 6∈I
〈g | x〉x
é
=
∑
x 6∈I
(∑
yz=x
〈f | y〉〈g | z〉
)
x . (6.7)
Déﬁnissons
Φ: R[[M ]] → R0[[M/I]]∑
x∈M
〈f | x〉x 7→
∑
x 6∈I
〈f | x〉x . (6.8)
Alors Φ est un homomorphisme de R-algèbres, surjectif et à l’évidence continue (par rapport
aux topologies de la convergence simple). De plus ker(Φ) = R[[I]], et donc R0[[M/I]] ∼=R-AlgTop
R[[M ]]/R[[I]]. D’après le lemme 6.12, R0[[M/I]] est complète (en tant que R-algèbre) pour la
topologie produit. En bref nous avons obtenu :
Proposition 6.13. Soient M un monoïde à décomposition ﬁnie et I un idéal bilatère propre de
M . Alors,
R0[[M/I]] ∼=R-AlgTop Ÿ R0[M/I]∼=R-AlgTop R[[M ]]/R[[I]] . (6.9)
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6.5 Monoïdes à zéro localement finis
Aﬁn d’étudier la formule d’inversion de Möbius des monoïdes à zéro, nous devons caracté-
riser les séries inversibles dans l’algèbre contractée large. Cela peut être eﬀectué en exploitant
l’opération étoile des séries sans terme constant (i.e., pour lesquelles 〈f | 1M 〉 = 0). Cette opé-
ration étoile peut facilement être déﬁnie quand la topologie sur l’algèbre des séries est donnée
par une ﬁltration généralisant la valuation ordinaire. Une classe particulière de monoïdes à zéro
permet de déﬁnir une telle ﬁltration. Rappelons dans un premier temps des résultats classiques
qui seront par la suite étendus au cadre des monoïdes à zéro.
Un monoïde localement ﬁni M (Cartier et Foata (1969); Eilenberg (1974)) est un monoïde
tel que
∀x ∈M, |{ (n, x1, · · · , xn) : x = x1 · · ·xn, xi 6= 1M }| < +∞ . (6.10)
Par exemple, tout monoïde partiellement commutatif libre (Cartier et Foata (1969)) est locale-
ment ﬁni. Un monoïde localement ﬁni est évidemment à décomposition ﬁnie, mais la réciproque
est fausse dans la mesure où tout groupe ﬁni non trivial possède la propriété de décomposition
ﬁnie, mais n’est pas localement ﬁni car il possède de la torsion. De plus, dans un monoïde loca-
lement ﬁni, xy = 1M entraîne x = y = 1M , ou, en d’autres termes, M \{1M} est un semi-groupe
(et en fait un semi-groupe localement ﬁni en un sens naturel), ou, de façon équivalente, le seul
élément inversible de M est son identité (de telles monoïdes sont parfois appelés conicaux, Cohn
(1995), terminologie provenant des monoïdes ordonnés).
Remarque 6.14. Dans Shevrin (1965); Brown (1968) les auteurs – L. N. Shevrin et T. C. Brown
– utilisent une autre notion, bien connue en algèbre universelle. Ils appellent localement ﬁni un semi-
groupe dans lequel tout sous-semi-groupe ﬁniment engendré est ﬁni. Ce concept est complètement
diﬀérent de celui utilisé dans ce manuscrit lequel provient de Eilenberg (1974).
Lorsque M est localement ﬁni, la R-algèbre R[[M ]] peut être équipée d’une opération étoile
déﬁnie pour toute série propre f (i.e., telle que 〈f | 1M 〉 = 0R) par
f∗ =
∑
x∈M
Ñ∑
n≥0
∑
x1···xn=x
〈f | x1〉 · · · 〈f | xn〉
é
x
(i.e., par f∗ =
∑
n∈N
fn). Il s’ensuit que l’idéal d’augmentation M = { f ∈ R[[M ]] : f est propre },
noyau de l’application d’augmentation usuelle ǫ(f) = 〈f | 1M 〉 pour tout f ∈ R[[M ]], possède la
propriété que 1 +M est un groupe (pour la multiplication ; l’inverse de 1 − f ∈ 1 +M, quand
f est propre, est précisément f∗), appelé groupe de Magnus (voir Duchamp et Krob (1990)
par exemple). Pour ce type de monoïdes, nous pouvons déﬁnir une notion naturelle de fonction
d’ordre. Soit x ∈ M , alors ωM (x) = max{n ∈ N : ∃x1, · · · , xn ∈ M \ {1M}, x = x1 · · ·xn }.
Par exemple, si M est un monoïde partiellement commutatif libre M(X,C), alors ωM (w) est la
longueur |w′| de w′ ∈ X∗ élément quelconque de la classe w.
Adaptons cette situation au cas des monoïdes à zéro. Dans ce qui suit, si M est un monoïde
(ordinaire ou avec zéro), alors M+ = M \ {1M}. Un monoïde à zéro localement ﬁni (voir Ésik
(2008) pour une notion similaire) est un monoïde à zéro M tel que
∀x ∈M0, |{ (n, x1, · · · , xn) : x = x1 · · ·xn, xi 6= 1M }| < +∞ . (6.11)
Un monoïde à zéro localement ﬁni est évidemment également un monoïde à zéro à décomposition
ﬁnie. Encore une fois, comme pour les monoïdes usuels, la réciproque ne tient pas. Par ailleurs,
si M est un monoïde localement ﬁni et I est un idéal bilatère propre de M , alors le quotient de
Rees M/I est un monoïde à zéro localement ﬁni.
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Contre-exemple 6.15. Le monoïde à zéro Int(P ) ∪ {0, 1} d’un ensemble partiellement ordonné
non vide localement ﬁni n’est pas un monoïde à zéro localement ﬁni puisque pour chaque x ∈ P ,
1 6= [x, x] = [x, x] · [x, x].
Comme dans le cas classique, on peut déﬁnir une notion naturelle de fonction d’ordre pour
un monoïde à zéro localement ﬁni : soit x ∈ M0, alors ωM (x) = max{n ∈ N : ∃x1, · · · , xn ∈
M+, x = x1 · · ·xn } (on utilise la notation « ω(x) » lorsque le risque de confusion est faible).
Ainsi ω(x) = 0 si, et seulement si, x = 1M . De plus, pour tout x ∈ M0, si x = yz, alors
ω(x) ≥ ω(y)+ω(z). Si M est un monoïde localement ﬁni et I est un idéal bilatère propre de M ,
alors nous savons déjà que M/I est un monoïde à zéro localement ﬁni, et plus précisément pour
tout x ∈M \ I, ωM/I(x) = ωM (x).
Exemple 6.16. Soit M = X∗/I. Alors ωM/I(w) = |w| pour tout w ∈ X∗ \ I.
Soit maintenant f ∈ R0[[M ]] (l’algèbre contractée large de M existe car M est un monoïde
à zéro à décomposition ﬁnie dans la mesure où c’est un monoïde à zéro localement ﬁni). Nous
déﬁnissons une fonction d’ordre ou pseudo-valuation (qui étend la fonction d’ordre ωM de M) :
ω(f) = inf{ωM (x) : x ∈M0, 〈f | x〉 6= 0R }, où l’inﬁmum est pris sur N∪{+∞}. En particulier,
ω(f) = +∞ si, et seulement si, f = 0. Les assertions suivantes sont satisfaites :
1. ω(1) = 0 ;
2. ω(f + g) ≥ min{ω(f), ω(g) } ;
3. ω(fg) ≥ ω(f) + ω(g).
IntroduisonsM = { f ∈ R0[[M ]] : 〈f | 1M 〉 = 0R } = { f ∈ R0[[M ]] : ω(f) ≥ 1 }. Cet ensemble est
évidemment un idéal bilatère de R0[[M ]], appelé – comme dans le cas usuel – l’idéal d’augmen-
tation 10. Pour chaque n ∈ N, soit M≥n = { f ∈ R0[[M ]] : ω(f) ≥ n } (similaire à l’idéal introduit
dans la remarque 5.14 du numéro 5.4 du chapitre 5), de telle sorte que M≥0 = R0[[M ]], et
M≥1 = M. Le lemme suivant est évident.
Lemme 6.17. Pour tout n, M≥n est un idéal bilatère de R0[[M ]], et la suite (M≥n)n est une
ﬁltration décroissante, exhaustive et séparante de R0[[M ]], i.e., M≥n+1 ⊆ M≥n,
⋃
n≥0
M≥n =
R0[[M ]], et
⋂
n≥0
M≥n = (0).
D’après le lemme 6.17, R0[[M ]] avec la topologie F déﬁnie par la ﬁltration (M≥n)n (les idéaux
M≥n forment une base locale de voisinages de zéro) est un anneau topologique Hausdorﬀ (notons
également que cette topologie est métrisable, voir Bourbarki (2006)), et même une R-algèbre
topologique Hausdorﬀ pour R discret.
Remarque 6.18. On peut facilement montrer que si pour tout n ∈ N,M(n) = {x ∈M0 : ωM (x) =
n } est ﬁni, alors la topologie de la convergence simple et la topologie F de R0[[M ]] sont équiva-
lentes. Dans tous les cas, la topologie déﬁnie par la ﬁltration est toujours plus ﬁne que la topologie
produit (en particulier, chaque projection πx : R0[[M ]]→ R est continue pour la ﬁltration), et peut
être même strictement plus ﬁne comme le montre l’exemple suivant.
Exemple 6.19. Considérons un ensemble dénombrable X = {xi : i ∈ N } (donc xi 6= xj pour
tous i 6= j). Considérons également le monoïde M déﬁni comme X∗ avec un zéro 0 adjoint, soit
M = (X∗)0. C’est évidemment un monoïde à zéro localement ﬁni mais le nombre des éléments
d’un ordre (strictement positif) donné n’est pas ﬁni (par exemple le nombre de ses éléments
10. Il s’agit du noyau du caractère d’algèbre ǫ : R0[[M ]] → R donné par ǫ(f) = 〈f | 1M 〉 = π1M (f), pour
f ∈ R0[[M ]].
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d’ordre 1 est ℵ0). Nous dénotons comme d’habitude par |w| la longueur usuelle d’un mot de X∗.
Maintenant on considère la suite de séries fn =
n∑
k=0
xk ∈ R0[M ] ⊂ R0[[M ]] qui converge vers
la somme f =
∞∑
k=0
xk dans R0[[M ]] avec sa topologie produit (f est la fonction caractéristique
de l’alphabet X). Mais cette série ne converge pas dans R0[[M ]] avec la topologie déﬁnie par la
ﬁltration car ω(f − fn) = 1 pour tout n. Néanmoins f appartient à R0[[M ]] puisque ce dernier
est la complétion de R0[M ] pour la topologie produit.
Le lemme suivant est obtenu sans aucune diﬃculté technique.
Lemme 6.20. L’algèbre R0[[M ]] avec la topologie F est complète.
Remarque 6.21. Supposons que M soit un monoïde localement ﬁni (avec ou sans zéro) qui est
également ﬁni, alors il existe un entier N ∈ N tel que pour tout n ≥ N , M≥n = (0). Dans ce
cas, la topologie déﬁnie par la ﬁltration coïncide avec la topologie discrète sur R[[M ]] = R[M ] (ou
R0[[M ]] = R0[M ]). Aussi, toujours dans ce cas, aucune topologie n’est requise comme expliqué en
introduction (numéro 6.1).
6.6 Opération étoile et formule d’inversion de Möbius
Dans ce numéro, M est supposé être un monoïde à zéro localement ﬁni.
Lemme 6.22. Pour tout f ∈M, (1− f) est inversible et (1− f)−1 =
∑
n≥0
fn.
Démonstration. En premier lieu,
+∞∑
n=0
fn est convergent dans R0[[M ]] (dans la topologie induite
par la ﬁltration), et est même sommable, car ω(fn) → ∞ quand n → ∞ (voir Bourbarki
(2006)). Maintenant pour tout N ∈ N, (1− f)
N∑
n=0
fn = 1− fN+1 → 1 lorsque N →∞. Puisque∑
n≥0
fn est sommable, et que R0[[M ]] est une algèbre topologique (complète), nous obtenons
asymptotiquement (1− f)
∑
n≥0
fn = 1.
D’après le lemme 6.22, pour tout élément f ∈ M, nous pouvons déﬁnir, comme dans le cas
ordinaire, l’opération étoile f∗ =
∑
n≥0
fn.
Remarque 6.23. Supposons que M soit un monoïde localement ﬁni qui est également ﬁni. Alors
pour tout f ∈M, f est nilpotent (puisque (fn)n∈N est sommable dans la topologie discrète). Ainsi
dans ce cas particulier, il n’y a aucun besoin de topologie pour calculer f∗, comme dans l’exemple
donné en introduction.
Lemme 6.24. L’ensemble 1 +M est un groupe pour la multiplication.
Démonstration. Il est suﬃsant de prouver que 〈f∗ | 1M 〉 = 1R pour tout f ∈ M. Pour tout
n > 0, 〈fn | 1M 〉 = 0. Puisque la projection π1M est continue, nous avons
〈f∗ | 1M 〉 = 〈1 +
∑
n≥1
fn | 1M 〉 = 〈1 | 1M 〉+
∑
n≥1
〈fn | 1M 〉 = 1R . (6.12)
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Si M est un monoïde ordinaire localement ﬁni, la série caractéristique de M est déﬁnie
comme la série ζ =
∑
x∈X
x ∈ R[[M ]]. Si X ⊆ M , alors X =
∑
x∈X
x est la séries caractéristique de
X. Plus généralement, si M est un monoïde à zéro localement ﬁni, alors nous déﬁnissons la série
caractéristique de M par ζ0 =
∑
x∈M0
x ∈ R0[[M ]], et si X ⊆ M , alors sa série caractéristique est
déﬁnie par X0 =
∑
x∈X0
x où X0 = X \ { 0M }. Nous sommes maintenant en position d’énoncer la
formule d’inversion de Möbius dans le cadre des monoïdes à zéro (localement ﬁnis).
Proposition 6.25 (Formule d’inversion de Möbius). La série caractéristique ζ0 est inversible.
Démonstration. Il est suﬃsant de démontrer que ζ0 ∈ 1 + M, ce qui est évidemment le cas
puisque ζ0 = 1 + ζ+0 , où ζ
+
0 =M
+
0 =
∑
x∈M0\{1M}
x ∈M.
Appliquons maintenant plusieurs des résultats précédents aux quotients de Rees. Soient ainsi
M un monoïde localement ﬁni et I un idéal bilatère propre de M de telle sorte que M/I soit un
monoïde à zéro localement ﬁni. Dénotons par MI (respectivement, M) l’idéal d’augmentation
de M/I (respectivement, de M). Soit Φ : R[[M ]] → R0[[M/I]] l’épimorphisme de R-algèbres
déﬁni dans l’équation (6.8). Nous savons qu’il est continu lorsque R[[M ]] et R0[[M/I]] ont tous
deux la topologie de la convergence simple. Il est également continu pour les topologies induites
par les ﬁltrations (M≥n)n et ((MI)≥n)n. En eﬀet, soit n ∈ N, alors pour tout f ∈M≥n, Φ(f) ∈
(MI)≥n. Il admet une section s de R0[[M/I]] dans R[[M ]] (donc Φ(s(f)) = f pour tout f ∈
R0[[M/I]]) déﬁnie par 〈s(f) | x〉 =
® 〈f | x〉 si x 6∈ I ,
0R sinon .
Cette application est évidemment un
homomorphisme de R-modules mais en général pas un homomorphisme d’anneaux.
Lemme 6.26. Soit f ∈ 1 +MI , alors s(f) ∈ 1 +M, et f−1 = Φ(s(f))−1.
Démonstration. Puisque 〈f | 1M/I〉 = 1R, alors 〈s(f) | 1M 〉 = 1R (car 1M/I = 1M ). Ainsi
s(f) ∈ 1 +M. Donc s(f)−1 ∈ 1 +M, et Φ(s(f)−1) = Φ(s(f))−1 (car Φ est un homomorphisme
d’anneaux). Finalement, fΦ(s(f))−1 = Φ(s(f))Φ(s(f))−1 = 1 et Φ(s(f))−1 est un inverse à
droite de f . On montre de façon identique qu’il est aussi un inverse à gauche.
Dans le cas ordinaire, i.e., lorsque M est un monoïde (localement ﬁni), l’inverse (−ζ+)∗ de
la série caractéristique ζ = 1 + ζ+ est appelée la série de Möbius, et est dénoté par µ(M). Par
analogie, on déﬁnit la série de Möbius d’un monoïde à zéro localement ﬁni M comme la série
µ0(M) = (−ζ+0 )∗, inverse de ζ0 = 1+ζ+0 dans R0[[M ]]. Ainsi elle satisfait µ0(M)ζ0 = ζ0µ0(M) =
1.
Lemme 6.27. Soient M un monoïde localement ﬁni et I un idéal bilatère propre de M . Alors,
µ0(M/I) = Φ(µ(M)). De plus, si 〈µ(M) | x〉 = 0R pour tout x ∈ I, alors µ0(M/I) = µ(M).
Démonstration. Le quotient de Rees M/I est un monoïde à zéro localement ﬁni, et ainsi sa série
de Möbius existe. De plus, ζ0 = M/I0 ∈ 1 +MI , et d’après le lemme 6.26, s(ζ0) ∈ 1 +M, et
(ζ0)−1 = Φ(s(ζ0))−1. Nous avons
s(ζ0) =
∑
x 6∈I
x
= M \ I
= M − I
= ζ − I .
(6.13)
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La série ζ+ − I ∈ R[[M ]] appartient à l’idéal d’augmentation M de R[[M ]] (comme nous le
savons déjà), donc la série ζ − I = 1+ ζ+ − I est inversible dans R[[M ]] avec inverse (I − ζ+)∗.
Ainsi, d’après le lemme 6.26,
µ0(M/I) = Φ(s(ζ0))−1
= Φ(s(M/I
0
))−1
= Φ(s(M/I
0
)−1)
= Φ((I −M+)∗)
= Φ((I − ζ+)∗)
= (Φ(I − ζ+))∗
(car Φ est un homomorphisme d’algèbres, continu pour les ﬁltrations)
= (Φ(I)︸ ︷︷ ︸
=0
−Φ(ζ+))∗
= Φ((−ζ+)∗)
= Φ((1 + ζ+)−1)
= Φ(ζ−1)
= Φ(µ(M)) .
(6.14)
Maintenant, si 〈µ(M) | x〉 = 0R pour tout x ∈ I, alors µ0(M) = Φ(µ(M)) = µ(M).
Corollaire 6.28. Soit X un ensemble non vide. Soit I un idéal bilatère propre de X∗. Alors,
µ0(X∗/I) =
®
µ(X∗) si X ∩ I = ∅ ,
µ((X \ I)∗) si X ∩ I 6= ∅ . (6.15)
Démonstration. Nous pouvons appliquer le lemme 6.27 pour obtenir µ0(X∗/I) = Φ(µ(X∗)).
D’après Cartier et Foata (1969), µ(X∗) = 1−
∑
x∈X
x. Si X∩I = ∅, alors µ0(X∗/I) = Φ(µ(X∗)) =
µ(X∗), et si X ∩ I 6= ∅, alors posons Y = X \ I. Nous avons Φ(µ(X∗)) = 1−
∑
y∈Y
y = µ(Y ∗).
Exemple 6.29.
1. Soit X un ensemble non vide. Soit I = {w ∈ X∗ : ∃x ∈ X, |w|x ≥ 2 }. L’ensemble X∗/I
consiste en tous les mots standard, i.e., les mots sans répétition d’aucune lettre. Alors
d’après le corollaire 6.28, µ0(X∗/I) = µ(X∗) = 1−X comme annoncé au numéro 6.1.
2. Soit X un ensemble. Une congruence ≡ de X∗ est dite être multi-homogène (Duchamp et
Krob (1990, 1994)) si, et seulement si, w ≡ w′ implique |w|x = |w′|x pour tout x ∈ X.
Le monoïde quotient X∗/ ≡ de X∗ par une congruence multi-homogène est dit monoïde
multi-homogène. Par exemple, tout monoïde partiellement commutatif libre, les monoïdes
plaxique (Lascoux et Schützenberger (1981)), Chinois (Duchamp et Krob (1994)), hy-
poplaxique (Krob et Thibon (1997); Novelli (2000)) et sylvestre (Hivert et al. (2002))
sont multi-homogènes. Un tel monoïde M = X∗/ ≡ est localement ﬁni et admet donc
une fonction de Möbius µ avec µ(1M ) = 1 et µ(x) = −1 pour tout x ∈ X. Un épi-
morphisme Ev de M sur le monoïde commutatif libre N(X), l’image commutative, est
donné par Ev(w) =
∑
x∈X
|w|xδx, où δx la fonction indicatrice de x. Tout idéal bilatère
propre I de N(X) donne lieu à un idéal bilatère propre Ev−1(I) de M . Soit par exemple
I = { f ∈ N(X) :
∑
x∈X
f(x) ≥ 2 }. Alors, en tant qu’ensembles, M/Ev−1(I) = { 0, 1M } ∪X
et µ0(M/Ev−1(I)) = 1−X.
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6.7 Quelques remarques au sujet des séries de Hilbert
Maintenant, soient X un ensemble ﬁni, et I un idéal bilatère propre de X∗. Pour tout
S ⊆ X∗ ou S ⊆ X∗/I, nous introduisons la notation S(n) = {w ∈ S : |w| = n } pour tout
n ∈ N. (Signalons que la notation M(n) est consistante avec celle donnée dans la remarque 6.18
pour M = X∗/I.) Soit un corps K. Déﬁnissons An = KX∗(n) (le K-espace vectoriel librement
engendré par X∗(n)), et Bn = K(X∗/I)(n) pour tout n ∈ N, de telle sorte que K[X∗] =
⊕
n≥0
An
et K0[X∗/I] =
⊕
n≥0
Bn. (Notons que pour tous w,w′ ∈ X∗/I, nous avons |ww′| = |w| + |w′| si
ww′ 6= 0, de sorte que BmBn ⊆ Bm+n puisque 0 ∈ Bi pour tout i.) Comme X est ﬁni, pour tout
entier naturel, X∗(n) et (X∗/I)(n) sont ﬁnis, et donc An et Bn sont des K-espaces vectoriels de
dimension ﬁnie. De plus dim(Bn) = dim(An)−|I(n)| parce que (X∗/I)(n) = X∗(n)\I(n). Donc
en particulier les séries de Hilbert-Poincaré ou, simplement, séries de Hilbert 11 respectives sont
reliées par
HilbK0[X∗/I](t) = HilbK[X](t)−
∑
n≥0
|I(n)|tn = 1
1− |X|t −
∑
n≥0
|I(n)|tn . (6.16)
Notons que puisque I est un idéal propre, I(0) = ∅, et
∑
n≥1
|I(n)|tn peut être interprétée de façon
assez naturelle comme la série de Hilbert de l’idéal K[I] =
⊕
n≥1
KI(n) (il s’ensuit également que
HilbK[I](t) n’est pas inversible dans Z[[t]]). Nous avons
HilbK0[X∗/I](t) = HilbK[X](t)− HilbK[I](t) . (6.17)
Cette équation peut être retrouvée depuis l’équation (6.13), à savoir s(ζ0) = ζ − I, en utilisant
une application d’évaluation. Supposons maintenant que K soit un corps de caractéristique zéro,
et que t soit une variable. Soit e : X∗ → { ti : i ∈ N } l’unique homomorphisme de monoïdes
tel que e(x) = t pour tout x ∈ X. Nous l’étendons comme une application Z-linéaire de Z[X∗]
dans Z[t] par e
( ∑
w∈X∗
nww
)
=
∑
n∈N
Ñ ∑
w∈X∗, |w|=n
nw
é
tn. De plus, puisque X est ﬁni, pour tout
n ∈ N, X(n) est également ﬁni (de cardinal |X|n), et donc pour toute série f =
∑
w∈X∗
nww ∈
Z[[X∗]], par sommabilité, nous avons f =
∑
n∈N
fn, où fn =
∑
w∈X∗(n)
nww ∈ Z[X∗] pour tout
n ∈ N, et étendons e (par continuité) comme application linéaire de Z[[X∗]] dans Z[[t]] par
e(f) =
∑
n∈N
e(fn) =
∑
n∈N
Ñ ∑
w∈X∗(n)
nw
é
tn. Maintenant, en appliquant e sur les deux membres de
11. Soit M =
⊕
n≥0
Mn un R-module gradué, où pour tout n, Mn est un R-module libre de rang ﬁni. La série
de Hilbert de M (en la variable t) est déﬁnie par HilbM (t) =
∑
n≥0
dim(Mn)t
n où dim(Mn) désigne le rang de M ,
qui est bien déﬁni puisque l’anneau R est unitaire et commutatif de sorte que tout module libre admet un rang
unique.
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l’équation (6.13), nous obtenons (notons que s(ζ0), ζ et I appartiennent à Z[[X∗]])
e(s(ζ0)) = e(ζ)− e(I)
⇔ e
Ñ∑
w 6∈I
w
é
= e
( ∑
w∈X∗
w
)
− e
(∑
w∈I
w
)
⇔ e
(∑
n∈N
X(n) \ I(n)
)
= e
(∑
n∈N
X(n)
)
− e
(∑
n∈N
I(n)
)
⇔
∑
n∈N
(|X(n)| − |I(n)|)tn =
∑
n∈N
|X(n)|tn −
∑
n∈N
|I(n)|tn
⇔ HilbK0[X∗/I](t) = HilbK[X](t)− HilbK[I](t) .
(6.18)
La dernière égalité n’est rien d’autre que la relation évidente entre les séries génératrices ordi-
naires des classes combinatoires X∗ \ I, X∗ et I, où la notion de taille est la longueur des mots
(voir Flajolet et Sedgewick (2009), théorème I.5 « Spéciﬁcations implicites »).
Exemple 6.30.
1. Supposons que I = {w ∈ X∗ : ∃x ∈ X, |w|x ≥ 2}. Il est clair que pour tout n > |X|,
I(n) = X(n). Pour tout n ≤ |X|, |(X∗/I)(n)| =
n−1∏
i=0
(|X| − i) = |X|n (en particulier,
|(X∗/I)(0)| = |{ ǫ }| = 1, et |(X∗/I)(1)| = |X|). Il s’ensuit que HilbK0[X∗/I](t) =
|X|∑
n=0
|X|ntn
(où on désigne par xn la n-ème puissance factorielle descendante de x), et donc HilbK[I](t) =∑
n≥2
(|X|n − |X|n)tn.
2. Soit n0 ∈ N tel que n0 ≥ 1. Soit I = {w ∈ X∗ : |w| > n0 }. Alors HilbK0[X∗/I](t) =
n0∑
n=0
|X|ntn, HilbK[I](t) =
∑
n≥n0+1
|X|ntn.
6.8 Conclusion et perspectives
La notion pertinente d’algèbre pour un monoïde à zéro est celle d’algèbre contractée, connue
dans la littérature, qui n’est autre que l’algèbre usuelle du monoïde dans laquelle sont identiﬁés
le zéro de l’anneau et celui du monoïde. En tant que module, il s’agit de l’espace des fonctions
ﬁniment supportées déﬁnies sur le monoïde, sauf en zéro, et à valeurs dans l’anneau. Ce module
peut être équipé de la topologie produit (où l’anneau de base est discret), et, lorsque la mul-
tiplication du monoïde est à ﬁbres ﬁnies (pour ses valeurs non nulles), on peut considérer son
complété, qui est en fait une algèbre, l’algèbre contractée large du monoïde à zéro, très similaire
à l’algèbre large d’un monoïde usuel à décomposition ﬁnie. Une fois équipée d’une topologie in-
duite par une valuation (dans le cas de monoïdes à zéro localement ﬁnis), cette algèbre (devenue
topologique) convient parfaitement aux calculs de l’étoile d’une série sans terme constant, et à
la formule d’inversion de Möbius.
Comme parfois, après coup, on s’aperçoit que les théories développées n’ont pas exactement
le niveau de généralité souhaité. C’est exactement le cas ici. Les monoïdes à zéro sont assez
similaires aux (petites) catégories, excepté le fait qu’ils disposent d’une identité totale (et non
de plusieurs identités locales comme pour les catégories). Ce n’est pas surprenant dans la me-
sure où un monoïde à zéro est un monoïde interne à la catégorie des ensembles et fonctions
partielles, alors qu’une petite catégorie (avec ensemble d’objets ﬁxé) est un monoïde interne à
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la catégorie des (multi-)graphes orientés dont l’ensemble des sommets est précisément celui des
objets (catégorie monoïdale pour le produit ﬁbré des graphes, au-dessus de l’ensemble commun
des sommets, pour les applications de domaine et codomaine). Il semble donc que les notions
d’algèbres contractée et contractée large puissent être adaptées sans trop de diﬃcultés au cas des
petites catégories, et notamment, les catégories dites de Möbius (Content et al. (1980); Lawvere
et Menni (2010)). Un prolongement possible de ces travaux est donc d’eﬀectuer cette générali-
sation (et, en particulier, de déﬁnir l’analogue des quotients de Rees pour les catégories).
Ce chapitre peut être vu comme prolongement de l’étude des espaces de séries, avec la topo-
logie produit, menée au chapitre 5. En quelque sorte, cette étude s’achève ici dans le manuscrit.
Au chapitre 7, nous nous intéressons à l’algèbre de Weyl réalisée comme une algèbre d’opérateurs
continus sur un espace de Fréchet. Du coup, le prochain chapitre est à rapprocher des chapitres 3
et 4 pour ce qui concerne l’aspect algèbre de Fréchet, et au chapitre 5 pour la caractérisation
des opérateurs linéaires et continus par des matrices inﬁnies mais ﬁnies en ligne.
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7.1 Introduction
Dans ce chapitre, nous employons les outils développés aux chapitres 3 (sous-groupes à un
paramètre dans les algèbres de Fréchet), 4 (algèbres des matrices ﬁnies en ligne et triangulaires
inférieures) et 5 (isomorphisme entre les applications linéaires et continues sur les séries et les
matrices ﬁnies en ligne).
En partant de l’algèbre de Weyl, si fondamentale en physique quantique, nous montrons
notamment comment l’ordonnancement des opérateurs non commutatifs, intrinsèque à cette
algèbre, donne lieu à des généralisations des nombres de Stirling de la combinatoire. Ceux-ci
peuvent être exprimés en termes de matrices inﬁnies, mais à lignes ﬁnies (introduites au nu-
méro 4.3 du chapitre 4), lesquelles peuvent être considérées comme des endomorphismes continus
sur l’espace des séries formelles (voir le numéro 5.5 du chapitre 5).
En physique quantique de la seconde quantiﬁcation, les systèmes de particules bosoniques
sont observés à l’aide d’opérateurs (non commutatifs) bosoniques. Ceux-ci sont engendrés par
deux opérateurs fondamentaux : un opérateur de création a†, qui permet d’ajouter une particule
au système, et un opérateur d’annihilation a, qui retire une particule, lesquels, bien que ne
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commutant pas, satisfont à la relation de commutation particulière 1 [a, a†] = Id. On le voit, la
non commutativité est ici très bien contrôlée et ne diﬀère que très peu de la commutativité. Ce
faible défaut de commutativité fait de l’algèbre engendrée par ces opérateurs, l’algèbre de Weyl,
un objet algébrique et combinatoire privilégié.
L’algèbre de Weyl dispose d’une base (algébrique 2) particulière, dite de l’ordre normal, don-
née par les « mots » 3 (a†)iaj ; l’intérêt des physiciens pour cette base provient de ce que l’opé-
rateur d’annihilation admet une analyse spectrale non triviale. Ainsi apparaît naturellement
le problème dit de l’ordre normal consistant en l’écriture, dans la base de l’ordre normal, des
opérateurs bosoniques.
Ce type de physique vise également à comprendre le comportement dynamique d’un système
de particules au cours du temps (ou par rapport à la température). Ceci est réalisé par l’étude
de l’opérateur d’évolution du système, obtenu à partir de son hamiltonien Ω. Un tel opérateur
d’évolution, produit par intégration d’une équation diﬀérentielle (en dimension inﬁnie), se révèle
être, en général, un semi-groupe etΩ à un paramètre.
Les opérateurs bosoniques sont habituellement représentés comme opérateurs sur un espace
de Hilbert (de dimension hilbertienne inﬁnie dénombrable), et a† est non borné. Dans ce cha-
pitre, nous introduisons une autre représentation, dite de Bargmann-Fock : ces opérateurs vivent
dans une algèbre de Fréchet, celle des matrices bi-inﬁnies (indicées par N×N) et ﬁnies en ligne,
et peuvent ainsi être considérés comme des applications continues sur l’espace K[[x]] des séries
formelles. L’opérateur de création est alors incarné sous la forme de la multiplication par la
variable x, alors que a est représenté par la dérivation (formelle) des séries formelles. Aux cha-
pitres 3 et 4 nous avons obtenu un certain nombre de résultats positifs concernant la fonction
exponentielle, et ses propriétés, dont nous tirons partie dans le présent chapitre pour donner un
sens rigoureux aux opérateurs d’évolution etΩ, et, dans le cas où on a au plus une annihilation,
pour les calculer explicitement (voir le numéro 7.5).
Précisément aﬁn de déterminer l’exponentielle 4 etΩ =
∑
n≥0
tn
n!
Ωn, on peut tirer proﬁt de
l’écriture des puissances Ωn dans la base de l’ordre normal. Réciproquement, dans ce chapitre
nous montrons également que l’opérateur d’évolution etΩ résout le problème de l’ordre normal
pour Ωn (pour être exact et plus précis, cela ne concerne que ces opérateurs qui sont gradués ;
cf. numéro 7.6).
Organisation du chapitre
Dans le numéro 7.2 sont énoncés les déﬁnitions et résultats basiques concernant les algèbres
de Weyl (on introduit notamment une graduation sur l’algèbre de Weyl d’indice 1, très utile
pour la suite ; cf. le numéro 7.2.2). Nous introduisons ensuite la notion d’ordre normal et les
matrices de Stirling généralisées correspondant grossièrement à une série génératrice des coeﬃ-
cients, dans la base de l’ordre normal, des puissances d’un opérateur bosonique (le numéro 7.3).
Au numéro 7.4 nous prouvons que la représentation matricielle d’un opérateur bosonique (lui-
même vu au travers de sa représentation de Bargmann-Fock) est une matrice inﬁnie ﬁnie en
ligne, et donc un opérateur continu. Cela nous permet en outre de démontrer que les opérateurs
homogènes (par rapport à la graduation donnée au numéro 7.2.2) de degré positif (ou nul) ad-
mettent une exponentielle (et donc l’opérateur d’évolution associé est correctement déﬁni). Nous
calculons explicitement ces opérateurs d’évolution dans le cas de « mots » bosoniques ayant au
1. C’est précisément cette relation de commutation qui caractérise les particules de type bosonique.
2. Cela peut sembler remarquable dans la mesure où l’algèbre de Weyl est de dimension inﬁnie, mais en fait il
s’agit d’un résultat général concernant les algèbres de polynômes gauches.
3. Une déﬁnition précise de cela est présentée au numéro 7.3.
4. Pour le moment, cette notation exponentielle n’est pas rigoureusement déﬁnie !
90
7.2. Les algèbres de Weyl
plus une annihilation (voir le numéro 7.5). Enﬁn, au numéro 7.6, nous énonçons le théorème 7.17
lequel relie les matrices de Stirling généralisées (numéro 7.3) aux sous-groupes à un paramètre
(vus au chapitre 3).
7.2 Les algèbres de Weyl
7.2.1 Définition formelle et premières propriétés
Convention : Une fois n’est pas coutume, jusqu’au numéro 7.5 non inclus, sauf précision, K
désigne un corps de caractéristique zéro. À partir du numéro 7.5, K ∈ {R,C }.
Soit n ∈ N. La K-algèbre de Weyl An(K) (ou, plus simplement, An) d’indice n sur K est
l’algèbre associative unifère sur K déﬁnie par 2n générateurs pi, qi, i = 1, · · · , n et les relations
[pi, qi] = 1
[pi, qj ] = [pi, pj ] = [qi, qj ] = 0 pour i 6= j (7.1)
où i, j ∈ [1 · · ·n]. Autrement dit, si on note R l’union des relations (7.1), An(K) = K〈{ pi : i ∈
[1 · · ·n] }∪{ qi : i ∈ [1 · · ·n] }〉/(R), où (R) désigne l’idéal bilatère engendré par R. En particulier,
A0(K) = K. Sa dimension de Gelfand-Kirillov est égale à 2n (voir Mac Connell et al. (2001)),
alors que sa dimension de Krull est n (voir Gabriel et Rentzchler (1967)). C’est un anneau simple
(ses seuls idéaux bilatères sont (0) et An), ainsi qu’un domaine de Ore bilatère (Ore (1933);
Mac Connell et al. (2001); Li (2002); Goodearl et Warﬁeld, Jr. (2004)), de sorte qu’elle admet
donc un corps gauche de fractions (Cohn (1995)). Cette algèbre non commutative apparaît dans
le cadre de la mécanique quantique (Friedrichs (1953)). Si on note ∂i la dérivation K-linéaire de
l’algèbre de polynômes (commutatifs)K[x1, · · · , xn] par rapport à la variable xi pour i = 1, · · · , n,
alors l’anneau des opérateurs K-linéaires sur K[x1, · · · , xn] engendrés par les dérivations ∂i et les
opérateurs de multiplication par les variables xi est isomorphe à An(K) (voir Björk (1979)). Cette
réalisation, ou l’un de ses avatars, reviendra souvent dans ce chapitre ainsi qu’au chapitre 8, avec
n = 1.
Intéressons-nous justement à A1(K). Dans ce cas, on note a = p1 et a† = q1 (le signe « † »
rappelle la transposition, et est une réminiscence des opérateurs quantiques sur des espaces hil-
bertiens), a† est appelé opérateur (d’échelle) montant et a, opérateur (d’échelle) descendant pour
des raisons qui deviendront claires au chapitre 8 (mais déjà dans la remarque 7.2). La terminolo-
gie tirée de la physique quantique est respectivement opérateur de création et d’annihilation. Un
mot quelconque de { a, a† }∗ est parfois appelé mot bosonique toujours en référence à la physique
sous-jacente. La combinatoire de l’algèbre de Weyl d’indice 1 est déjà assez riche (voir Stanley
(1988); Fomin (1994)).
Supposons un instant que K = C. On remarque immédiatement, à cause de la trace, que
l’on ne peut pas avoir de représentation matricielle de dimension ﬁnie (strictement positive) de
A1(C). Le cas d’une représentation linéaire dans une algèbre de Banach unitaire (complexe et
non triviale) tombe également. L’argument est plus diﬃcile et repose sur la notion de dérivation
bornée et nilpotente généralisée sur une algèbre de Banach (la preuve se trouve dans Wintner
(1947); Wielandt (1949); Sakai (1991)). En fait, si on veut une représentation linéaire ﬁdèle de
A1(C), alors on a le choix entre la représentation, dite de Bargmann-Fock, par des opérateurs
linéaires non bornés sur un espace de Hilbert (séparable) de fonctions analytiques (voir Bargmann
(1961)), et celle, présentée dans ce chapitre au numéro 7.4, comme opérateurs linéaires et continus
sur une algèbre de Fréchet.
Remarque 7.1. Il est possible de représenter a et a† comme opérateurs dont les domaines respectifs
sont inclus dans ℓ2(N,K) (K ∈ {R,C }). Si on désigne par H0 l’espace pré-hilbertien engendré par
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{ δn : n ∈ N }, alors on peut déﬁnir a†(δn) =
√
n+ 1δn+1 et a(δn+1) =
√
n+ 1δn, aδ0 = 0 pour
tout entier n.
Notons π : K〈a, a†〉 → A1(K) l’épimorphisme canonique. Il est possible de montrer qu’une
base (algébrique) de A1(K) est donnée par (ei,j)i,j∈N où ei,j = π((a†)iaj), voir le numéro 7.3
(en fait, un résultat de ce type existe dans un cadre plus général, Kassel (1995)) ; elle est tradi-
tionnellement appelée base de l’ordre normal. Cette base est importante en physique théorique,
car lorsque a est réalisé comme un opérateur agissant sur un espace de Hilbert, il dispose de
valeurs spectrales non nulles (ce qui n’est pas le cas de a†) et ses vecteurs propres sont appelés
états cohérents. Les constantes de structure sont calculées dans Blasiak et al. (2008) (et, dans
un cadre plus général, dans Kassel (1995))
ei1,j1ei2,j2 =
∑
k≥0
k!
Ç
j1
k
åÇ
j2
k
å
ei1+i2−k,j1+j2−k . (7.2)
Notons que la somme dans le membre de droite de l’équation (7.2) est une fausse somme inﬁnie
puisqu’il s’avère que l’indice de sommation k parcourt l’intervalle [0 · · ·min{ j1, j2 }] (à cause des
coeﬃcients binomiaux).
7.2.2 Graduation de l’algèbre de Weyl
Replaçons-nous pour le moment avec K un corps de caractéristique zéro. Pour ℓ ∈ Z, posons
A
(ℓ)
1 (K) = K{ ei,j : i, j ∈ N, i− j = ℓ } (7.3)
c’est-à-dire que A(ℓ)1 (K) est le K-espace vectoriel librement engendré par la base { ei,j : i, j ∈
N, i − j = ℓ }. Si i − j = ℓ, on dit que ℓ est l’excès du monôme ei,j . Il est assez clair que nous
avons
A1(K) =
⊕
ℓ∈Z
A
(ℓ)
1 (K), et A
(ℓ1)
1 (K)A
(ℓ2)
1 (K) ⊆ A(ℓ1+ℓ2)1 (K) (7.4)
pour tous ℓ1, ℓ2 ∈ Z. Ce qui fait de A1(K) une algèbre Z-graduée.
Il est possible de représenter a et a† comme des opérateurs linéaires sur les séries formelles
K[[x]] de la façon suivante : soit ρBF ∈ HomK-Alg (K〈a, a†〉,EndK-Vect (K[[x]])) déﬁni par ρBF (a) =
d
dx (la dérivée formelle des séries formelles), et ρBF (a
†) : S ∈ K[[x]] 7→ xS (opérateur de multi-
plication par x), que l’on note simplement X. Comme ρBF ([a, a†]) = [ρBF (a), ρBF (a†)] = 1, l’ho-
momorphisme d’algèbres ρBF passe au quotient modulo l’idéal bilatère engendré par [a, a†]− 1.
On a donc un homomorphisme d’algèbres, toujours noté ρBF , de A1(K) dans EndK-Vect (K[[x]]).
Remarque 7.2. Cette représentation, dite de Bargmann-Fock 5, est graduée, lorsqu’elle est res-
treinte à K[x], puisque dans ce cas ρBF (a) est de degré 6 −1, et ρBF (a†) de degré 1.
En général, on peut associer de nombreux opérateurs de la physique quantique (de la seconde
quantiﬁcation) à des éléments de A1(C) (le corps des complexes joue un rôle important dans
cette discipline). En particulier, étant donné Ω ∈ A1(C), on aimerait considérer son groupe (ou
opérateur) d’évolution
t ∈ R 7→ etΩ
5. Bien que ce ne soit pas la même que celle évoquée plus haut dans le texte. Les deux représentations coïncident
sur K[x].
6. Étant donné deux R-modules gradués, disons sur Z, Mi =
⊕
k∈Z
M
(k)
i , i = 1, 2, on dit que φ ∈
HomR-Mod (M1,M2) est gradué de degré d si, et seulement si, quels que soient k, et x ∈M
(k)
1 , φ(x) ∈M
(k+d)
2 .
92
7.3. Ordre normal et nombres de Stirling généralisés
lequel procure des renseignements sur l’hamiltonien du système quantique (Friedrichs (1953);
Dattoli et al. (1997)). De tels sous-groupes à un paramètre sont importants en dynamique quan-
tique où t joue le rôle du temps ; ou en mécanique statistique quantique où t est la température.
Des questions apparaissent à l’endroit de ces objets, parmi lesquelles :
1. Ce groupe est-il déﬁni ? Sur quel domaine ?
2. Quelle combinatoire peut-elle être extraite de la connaissance de ce groupe ?
Nous tachons de répondre, au moins en partie, à ces questions dans ce chapitre. Mais, puisqu’il
s’agit de décrire une exponentielle, il nous faut connaître les puissances Ωn de l’opérateur Ω.
7.3 Ordre normal et nombres de Stirling généralisés
Avant de déﬁnir le sous-groupe à un paramètre t 7→ etΩ, nous pouvons considérer le problème
de l’ordre normal pour les puissances de Ω. Tout P ∈ A1(K) peut s’écrire dans la base de
l’ordre normal (ei,j)i,j∈N, où ei,j = π((a†)iaj) quels que soient i, j. Cela signiﬁe qu’il existe
une application bien déﬁnie 7 s : A1(K) → K〈a, a†〉 donnée par s(P ) =
∑
i,j∈N
〈P | ei,j〉(a†)iaj
(nombre ﬁni de termes non nuls), qui permet de relever un opérateur bosonique en un polynôme
non commutatif. On remarque que π ◦ s est l’application identique de A1(K). Étant donné
Ω ∈ K〈a, a†〉, on déﬁnit N (Ω) ∈ K〈a, a†〉 comme l’unique élément Ω′ de la classe de Ω modulo
kerπ tel que s(π(Ω)) = Ω′, c’est-à-dire N (Ω) =
∑
i,j∈N
〈π(Ω) | ei,j〉(a†)iaj (somme avec un nombre
ﬁni de termes non nuls). Par déﬁnition, π(N (Ω)) = π(Ω), et donc ρBF (π(N (Ω))) = ρBF (π(Ω))
(puisque kerπ ⊆ ker ρ). Bien que N (Ω) ∈ K〈a, a†〉, on peut le considérer (et c’est ce que l’on
va faire) comme un opérateur, et le même que celui pour Ω, au travers de la représentation de
Bargmann-Fock.
Appliquant cela au cas des puissances de Ω ∈ K〈a, a†〉, on obtient
N (Ωn) =
∑
i,j∈N
λn(i, j)(a†)iaj , λn(i, j) ∈ K, i, j, n ∈ N . (7.5)
En toute généralité, il s’agit d’un problème à trois paramètres (i, j et n), mais en utilisant
la graduation introduite au numéro 7.2.2, on peut simpliﬁer le problème en s’intéressant aux
opérateurs homogènes. Soit donc ℓ ∈ Z ﬁxé. Un élément π(Ω) ∈ A1(K) (pour un certain Ω ∈
K〈a, a†〉) est dit homogène d’excès ℓ si, et seulement si, quels que soient i, j ∈ N, 〈π(Ω) | ei,j〉 6= 0
implique i− j = ℓ, dit autrement, π(Ω) ∈ A(ℓ)1 (K). Dans ce cas, on remarque (voir Blasiak et al.
(2003a,b)) que l’on a pour tout n
N (Ωn) = (a†)nℓ
∞∑
k=0
SΩ(n, k)(a†)kak
si ℓ ≥ 0, et
N (Ωn) =
( ∞∑
k=0
SΩ(n, k)(a†)kak
)
an|ℓ|
si ℓ < 0 (les deux sommes n’ont qu’un nombre ﬁni de termes non nuls). Ceci fut utilisé pour la
déﬁnition des « nombres de Stirling généralisés » comme introduits dans Blasiak et al. (2003a,b)
tout d’abord pour des mots bosoniques puis pour des opérateurs homogènes dans Duchamp
et al. (2004). La raison pour la dénomination de nombres de Stirling apparaît dans le premier
7. Rappelons que 〈P | ei,j〉 est la valeur suivant ei,j de la décomposition de P dans la base de l’ordre normal ;
cf. chapitre 2, numéro 2.4.
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exemple suivant, après lequel nous proposons deux autres exemples. Nous y représentons les
nombres (SΩ(n, k))n,k∈N sous la forme d’une matrice (inﬁnie), avec n pour indicer les lignes, et
k les colonnes. Pour ﬁnir, étant donné un mot bosonique w ∈ K〈a, a†〉 quelconque, la somme
(avec un nombre ﬁni de termes non nuls) suivante est obtenue
N (w) = (a†)|w|a†a|w|a +
∑
|w′|<|w|
λw′w
′ (7.6)
où, en toute généralité, pour X un ensemble et w ∈ X∗, |w| est la longueur du mot w, |w|x est
le nombre d’occurrences de la lettre x ∈ X dans ce mot. Il fut observé dans Varvak (2004) que
les nombres λΩ′ sont les nombres de placements de tours non attaquantes sur un échiquier 8.
Pour Ω = a†a, la matrice des nombres de Stirling de seconde espèce usuels est obtenue.
1 0 0 0 0 0 0 · · ·
0 1 0 0 0 0 0 · · ·
0 1 1 0 0 0 0 · · ·
0 1 3 1 0 0 0 · · ·
0 1 7 6 1 0 0 · · ·
0 1 15 25 10 1 0 · · ·
0 1 31 90 65 15 1 · · ·
...
...
...
...
...
...
...
. . .
(7.7)
Pour Ω = a†aa†, nous avons
1 0 0 0 0 0 0 · · ·
1 1 0 0 0 0 0 · · ·
2 4 1 0 0 0 0 · · ·
6 18 9 1 0 0 0 · · ·
24 96 72 16 1 0 0 · · ·
120 600 600 200 25 1 0 · · ·
720 4320 5400 2400 450 36 1 · · ·
...
...
...
...
...
...
...
. . .
(7.8)
Pour Ω = a†aaa†a†, cela donne
1 0 0 0 0 0 0 0 0 · · ·
2 4 1 0 0 0 0 0 0 · · ·
12 60 54 14 1 0 0 0 0 · · ·
144 1296 2232 1296 306 30 1 0 0 · · ·
2880 40320 109440 105120 45000 9504 1016 52 1 · · ·
...
...
...
...
...
...
...
...
...
. . .
(7.9)
Dans tous les cas (Duchamp et al. (2004)), la matrice SΩ = (SΩ(i, j))i,j∈N a toutes ses lignes
(SΩ(i, j))j∈N à support ﬁni, autrement dit, SΩ est une matrice à lignes ﬁnies (numéro 4.3 du
chapitre 4) appelée matrice de Stirling. Les matrices SΩ sont toutes en escalier, et la « marche »
dépend du nombre d’occurrences de a dans le mot bosonique Ω. Plus précisément, à cause de
l’équation (7.6), on peut démontrer que chaque ligne se termine avec un « 1 » dans la case (i, iℓ)
où ℓ = |Ω|a (si les lignes et les colonnes sont indicées par N). Remarquons par ailleurs que les
8. Les « rook numbers » en anglais, Stanley (2007)
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deux premiers exemples fournissent des matrices qui appartiennent à TI (N,K) (numéro 4.4 du
chapitre 4). Plus généralement, les matrices sont ﬁnies en ligne et trigonales inférieures strictes
(chapitre 4) si, et seulement si, ℓ = 1. De plus, Sw(0, 0) = 1, Sw(n, 0) = 0 pour n > 0 si, et
seulement, si w ∈ K〈a, a†〉 se termine avec une lettre a (cela signiﬁe que N (ωn) est sans terme
constant pour tout n > 0). Ce type d’opérateurs est étudié au numéro 7.6.
Notons que l’on peut utiliser l’ordre normal aﬁn de prouver la ﬁdélité de la représentation
de Bargmann-Fock (numéro 7.2.2).
Lemme 7.3. La représentation ρBF est ﬁdèle.
Démonstration. Soit π(Ω) ∈ ker ρBF . Par déﬁnition de ρBF , nous avons π(N (Ω)) ∈ ker ρBF
(puisque Ω et N (Ω) sont égaux modulo kerπ). L’ordre normal implique que N (Ω) =
∑
i,j
λi,j(a†)iaj
(combinaison linéaire ﬁnie). Bien sûr, ρBF (π(N (Ω))) =
∑
i,j
λi,jX
i d
i
dx
= 0. Or, d’après Björk
(1979), on en déduit que λi,j = 0 pour tout i, j (puisque les Xi d
j
dx forment une base algébrique),
de sorte que N (Ω) = 0, et donc π(N (Ω)) = 0 = π(Ω).
7.4 Représentations
Nous avons introduit au numéro 7.2.2, la représentation ρBF de Bargmann-Fock de A1(K)
dans les endomorphismes d’algèbre de K[[x]]. Introduisons à présent une représentation matri-
cielle (inﬁnie) des opérateurs bosoniques. Dans le cas général, si M ∈ KN×(N) (c’est-à-dire que
M est une matrice ﬁnie en ligne ; voir le numéro 4.3.2, chapitre 4), on sait construire un élément
de EndK-VectTop(K[[x]]), i.e., un endomorphisme (de l’espace vectoriel sous-jacent à K[[x]] ; voir
au chapitre 2 le numéro 2.1) continue (pour la topologie produit avec K discret ou muni d’une
topologie de corps séparée, ou la topologie usuelle de l’ordre des séries, sur K[[x]]) φM,α,β où α
et β désignent deux suites de dénominateurs 9 (voir la remarque 5.18 du chapitre 5). Rappelons
que l’on a
φM,α,β(S) =
∑
n∈N
Ñ∑
k∈N
M(n, k)〈S | xn〉βn
é
(αn)−1xn (7.10)
où S =
∑
n≥0
〈S | xn〉xn ∈ K[[x]], et où l’on a identiﬁé les K-espaces vectoriels K[[x]] et KN
(voir l’égalité (4.4) du numéro 4.3.2, chapitre 4). Rappelons également que la correspondance
M 7→ φM,α,α = φM,α déﬁnit un isomorphisme d’algèbres de KN×(N) dans EndK-VectTop(K[[x]])
(théorème 5.17, chapitre 5). À partir d’un élément φ ∈ EndK-VectTop(K[[x]]), on construit également
Mφ,α,β ∈ KN×(N) par Mφ,α,β(i, j) = (αj)−1βi〈φ(xj) | xi〉. Enﬁn, rappelons que la matrice
Mφ,α,α est notée Mφ,α, et dans le cas où αn = 1 quel que soit n, Mφ représente la matrice
Mφ,α (cf. le numéro 4.2 du chapitre 4).
Lemme 7.4. Soient α ∈ (K∗)N une suite de dénominateurs et Ω ∈ K〈a, a†〉. Alors
MρBF(π(Ω)),α ∈ KN×(N) ,
de sorte que pour toute topologie de corps séparée sur K, et avec K[[x]] muni de la topologie
produit,
ρBF (π(Ω)) ∈ EndK-VectTop(K[[x]]) .
9. Par exemple, α = (αn)n∈N est une suite d’éléments inversibles de K.
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Démonstration. Nous avons ρBF (π(Ω)) = ρBF (π(N (Ω))). Posons N (Ω) =
∑
i,j
λi,j(a†)iaj (com-
binaison linéaire ﬁnie). Il en résulte que
MρBF(π(Ω)),α(n, k) = MρBF(π(N (Ω))),α,α(n, k)
= (αk)−1αn〈ρBF (π(N (Ω)))(xk) | xn〉
= (αk)−1αn
∑
i,j
λi,j〈Xi d
j
dx
xk | xn〉 .
(7.11)
Évidemment, MρBF(π(Ω)),α ∈ KN×(N). Il résulte, du théorème 5.16 et de la remarque 5.18, que
ρBF (π(Ω)) est continu quelle que soit la topologie de corps séparée sur K, et avec K[[x]] équipé
de la topologie produit.
Remarque 7.5. Notons que pour tout π(Ω) ∈ A1(K), si on trouve une suite de dénominateurs
α pour laquelle MρBF(π(Ω)),α est une matrice ﬁnie en ligne, alors quelle que soit la suite de
dénominateurs γ, MρBF(π(Ω)),γ est une matrice ﬁnie en ligne. En eﬀet, par le lemme 7.4 on sait
que ρBF (π(Ω)) est continu, ce qui conduit au fait queMρBF(π(Ω)) est ﬁni en ligne (théorème 5.16,
chapitre 5). Puis, MρBF(π(Ω)),γ = DγMρBF(π(Ω))D−1γ (remarque 5.18, chapitre 5) qui est aussi à
lignes ﬁnies.
Le lemme suivant (dont la preuve est laissée au lecteur) permet de donner un sens aux
opérateurs d’évolution pour des éléments homogènes.
Lemme 7.6. Soient α ∈ (K∗)N une suite de dénominateurs et Ω ∈ K〈a, a†〉 tel que π(Ω) soit
un opérateur homogène d’excès ℓ. Alors, la matrice MρBF(π(Ω)),α est
1. triangulaire supérieure stricte 10 si ℓ < 0,
2. diagonale si ℓ = 0,
3. triangulaire inférieure stricte si ℓ > 0.
Lorsque K ∈ {R,C }, on déduit du lemme 7.6 que ρBF (π(Ω)) ∈ EndK-VectTop(K[[x]]) ∼=K-Alg
KN×(N) admet une exponentielle dès que π(Ω) est homogène d’excès positif ou nul. Si l’excès est
nul, alors son exponentielle est calculée dans la topologie de Fréchet de ti(N,K) et se trouve être
un élément de TI (N,K), alors que si l’excès est strictement positif, la topologie de la convergence
simple (pour K discret) est suﬃsante puisque dans ce cas MρBF(π(Ω)),α ∈ nil(N,K), et son
exponentielle est donc un élément de UNI (N,K).
7.5 Exponentielle de mots bosoniques « conjugués » (a†)m−na(a†)n
Convention : À partir de maintenant, et jusqu’à la ﬁn du chapitre, K ∈ {R,C }.
Dans ce numéro sont calculées les exponentielles etρBF(π(λw)), t ∈ K, λ ∈ K, et w ∈ K〈a, a†〉
de la forme w = (a†)m−na(a†)n avec 0 ≤ n ≤ m. Très clairement, la matrice caractérisant
l’application linéaire et continue ρBF (π(λw)) est un élément de ti(N,K) dès que m − n 6= 0 ou
n 6= 0 de sorte que son exponentielle existe dans TI (N,K) (en tant qu’algèbre de Fréchet, voir les
chapitres 3 et 4). Le cas w = λa, λ 6= 0, est à cet égard assez particulier (voir le numéro 7.5.1).
Dans la suite, on identiﬁe l’endomorphisme continue ρBF (λw) et sa matrice inﬁnie MρBF(λw)
(sans s’occuper de la suite de dénominateurs choisie).
Évidemment si w est le mot vide ou λ = 0, alors Exp(tρBF (π(λw))) est l’application identique
de K[[x]]. À partir de maintenant on suppose donc que λ 6= 0.
10. Le terme « strict » signiﬁe que les éléments diagonaux sont nuls.
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7.5.1 Cas w = λa
Il s’agit du cas où m = n = 0. Nous avons ρBF (π(λa)) = λ ddx . Bien qu’il s’agisse d’un
endomorphisme continu, ce n’est pas un élément de l’algèbre de Fréchet ti(N,K) puisque sa
matrice est, comme on le vériﬁe facilement, triangulaire supérieure stricte. On ne peut donc
pas utiliser les outils développés dans les chapitres 3 et 4 pour déﬁnir Exp(tλ ddx). Évidemment,
Exp(tλ ddx) existe en tant qu’opérateur sur K[x] pour la topologie de la convergence simple, avec
K[x] discret : Exp(tλ ddx)(P ) = P (x + tλ) pour tout P ∈ K[x].
Remarque 7.7. Il n’y aucun espoir d’étendre Exp(tλ ddx) comme opérateur sur K[[x]] de façon
naïve. En eﬀet, Exp(tλ ddx) n’est pas continue sur K[x] dans la mesure où sa matrice (〈Exp(tλ ddx)(xj) |
xi〉)i,j n’est pas ﬁnie en ligne dès que t 6= 0.
7.5.2 Cas w = λa†a
Nous avons ρBF (π(λa†a)) = λX ddx . Il est clair cette fois que la matrice représentant cet
opérateur est un élément de ti(N,K)\nil(N,K) (les éléments diagonaux sont de la forme λ(i−1)
pour i > 0, et 0 pour i = 0). Quoi qu’il en soit, Exp(tλX ddx) existe et est un élément de TI (N,K).
Le lemme suivant généralise le fait connu que l’exponentielle d’une dérivation nilpotente
ou localement nilpotente est un automorphisme d’algèbre. Dans le lemme suivant, pour tout
polynôme P ∈ K[x], P ddx désigne l’opérateur de K[[x]] composé de la dérivation formelle et de
la multiplication par le polynôme P .
Lemme 7.8. Soit P ∈ K[x] de degré ≥ 1. Alors P ddx est un élément de ti(N,K), et Exp(tP ddx) ∈
AutK-AlgTop(K[[x]]) pour tout t ∈ K.
Démonstration. On a 〈P ddx(xj) | xi〉 = j〈Pxj−1 | xi〉 si j > 0, et 0 si j = 0. Si deg(P ) = 1,
alors cette matrice est dans ti(N,K) \ nil(N,K), et dès que deg(P ) > 1, c’est un élément de
nil(N,K). Il en résulte que Exp(tP ddx) est un automorphisme (de K-espace vectoriel) continu. Il
s’agit maintenant de montrer que c’est un automorphisme d’algèbre, soit, que pour f, g ∈ K[[x]],
Exp(tP ddx)(fg) = Exp(tP
d
dx)(f)Exp(tP
d
dx)(g). Clairement, par déﬁnition de la topologie produit,
Exp(tP ddx)(f) =
∑
n≥0
tn
n!
(P
d
dx
)n(f) est la somme d’une famille sommable dans K[[x]] (avec sa
topologie produit) pour chaque f . Posons D = P ddx . On a
Exp(tD)(f)Exp(tD)(g) =
Ñ∑
n≥0
tn
n!
Dn(f)
éÑ∑
n≥0
tn
n!
Dn(g)
é
=
∑
m,n
tm+n
m!n!
Dm(f)Dn(g)
=
∑
m,n
tm+n
(m+ n)!
Ç
m+ n
n
å
Dm(f)Dn(g)
=
∑
k≥0
tk
k!
Ñ ∑
m+n=k
Ç
m+ n
n
å
DmfDng
é
=
∑
k≥0
tk
k!
Dk(fg)
= Exp(tD)(fg)
(7.12)
où l’on a utilisé le fait que le produit de familles sommables est sommable de somme égale au
produit des sommes, et que D est une dérivation de K[[x]].
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Corollaire 7.9. Sous les mêmes hypothèses que le lemme 7.8, Exp(tP ddx) est une substitution,
i.e., il existe une série formelle st de terme constant nul et dont le terme 〈st | x〉 = 1 telle que
Exp(tP ddx)(f) = f ◦ st quel que soit f ∈ K[[x]].
Démonstration. Par le lemme 7.8, on sait que Exp(tP ddx) ∈ AutK-AlgTop(K[[x]]). Il en résulte (par
continuité et respect de la multiplication) que
Exp(tP ddx)(f) = Exp(tP
d
dx
)
Ñ∑
n≥0
〈f | xn〉xn
é
=
∑
n≥0
〈f | xn〉(Exp(tP d
dx
)(x))n
=
∑
n≥0
〈f | xn〉snt
= f ◦ st
(7.13)
où l’on a posé st = Exp(tP ddx)(x). Clairement, 〈st | 1〉 = 0 et 〈st | x〉 = 1.
Remarque 7.10.
1. On déduit du corollaire 7.9, et de ce que l’on sait déjà des exponentielles dans les algèbres de
Fréchet (voir chapitre 3) que l’application t 7→ st est de classe C∞ (lorsque st est vu comme
un opérateur de substitution sur K[[x]]), st+t′(x) = st ◦ st′ , et ddtst = P ddxst (composition
d’opérateurs) puisque st est le sous-groupe à un paramètre de vecteur tangent P ddx .
2. Si on suppose que P ∈ K[x] est de degré ≥ 2, alors P ddx est même topologiquement nilpotent
pour K discret. En eﬀet, quel que soit k ∈ N, pour chaque P ∈ K[x] de degré ≥ 1, πk(P ddx) ∈
ti([0 · · · k],K), et si le degré de P est ≥ 2, πk(P ddx) ∈ nil([0 · · · k],K) (où l’on rappelle que
πk : ti(N,K) → ti([0 · · · k],K) est la projection canonique ; voir l’exemple 3.4 du numéro 3.3
du chapitre 3 et le numéro 4.4.4 du chapitre 4). Par ailleurs, πk(P ddx) est une dérivation de
K[[x]]/(xk) quel que soit le degré de P (il s’agit simplement de la dérivation (P +(xk)) ddx), et
en particulier, si deg(P ) ≥ 2, cette dérivation est nilpotente (au sens usuel). Enﬁn, expk((P +
(xk)) ddx) = Expk(P
d
dx) (voir le numéro 4.4.4 du chapitre 4), de sorte que si deg(P ) ≥ 2,
alors Exp(P ddx) est l’exponentielle d’une dérivation topologiquement nilpotente, et donc un
automorphisme d’algèbre. Il en ressort encore une fois que nous n’avons nul besoin de l’analyse
dans ce cas.
L’objectif est maintenant de calculer la série st pour ce numéro (7.5.2) et les suivants, néan-
moins nous ne suivons pas ici la technique employée dans la suite. Cela résulte du fait que λX ddx
n’est pas nilpotent (topologiquement), pour λ 6= 0, contrairement aux autres cas.
Calculons Exp(tλX ddx)(x) (cela fait sens par déﬁnition des topologies de Fréchet choisies pour
ti(N,K) et K[[x]]). Nous avons donc :
Exp(tλX ddx)(x) =
∑
n≥0
(λt)n
n!
(X
d
dx
)n(x)
=
Ñ∑
n≥0
(λt)n
n!
é
x
= eλtx
(7.14)
où l’on voit que l’on a besoin, ici, des topologies d’espaces de Fréchet. Il en résulte, par continuité,
que Exp(tλX ddx)(f) = f(e
λtx) pour tout f ∈ K[[x]].
98
7.5. Exponentielle de mots bosoniques « conjugués » (a†)m−na(a†)n
7.5.3 Cas w = λaa†
Nous avons π(w) = λπ(a†a+1). Comme [π(a†a), 1] = 0, il en résulte naturellement que quel
que soit f ∈ K[[x]]
Exp(tλπ(w))(f) = Exp(tλX ddx + tλ1)(f)
=
Å
Exp(tλX
d
dx
)Exp(λt1)
ã
(f)
= Exp(tλX
d
dx
)(eλtf)
= eλtf(eλtx)
(d’après le numéro (7.5.2).)
(7.15)
Notons qu’ici aussi la topologie de Fréchet est inévitable.
7.5.4 Cas w = λ(a†)na, n > 1
Dans ce cas, nous allons suivre l’intuition donnée par l’intégration de champs de vecteurs
liée au problème de Cauchy dont nous rappelons ici les déﬁnitions élémentaires.
Soit f : U1 ×U2 → R, où U1 et U2 sont deux ouverts de R, une application continue. Le pro-
blème de Cauchy pour f avec valeur initiale est l’équation diﬀérentielle (avec condition initiale)
suivante ®
γ′(t) = f(t, γ(t)) ,
γ(t0) = x0
(7.16)
où (t0, x0) ∈ U1 × U2.
On appelle solution de l’équation (7.16) dans un intervalle ouvert It0 ⊆ U1 contenant t0 une
application γ : It0 → U2 satisfaisant :
1. γ(t0) = x0.
2. γ ∈ C1(It0 , U2).
3. Pour tout t ∈ It0 , γ′(t) = f(t, γ(t)).
Le théorème de Cauchy-Lipschitz assure l’existence et l’unicité d’une solution au problème de
Cauchy. Néanmoins il est possible d’intégrer une telle équation diﬀérentielle en dehors des condi-
tions de Cauchy-Lipschitz (mais avec une hypothèse de non-singularité) comme l’indique le
lemme suivant (légère variation d’un résultat de Agarwal et Lakshmikantham (1993)).
Lemme 7.11. Soit I un intervalle ouvert (non vide) de R. Soit f : I → R une application
continue (non identiquement nulle). Supposons que pour tout x ∈ I, f(x) 6= 0. Soit x0 ∈ I.
Déﬁnissons
u : I → R
x 7→
∫ x
x0
dy
f(y)
.
(7.17)
Alors u est un C1-diﬀéomorphisme de I sur u(I), et, en particulier, u(I) est un intervalle ouvert
qui contient 0 (= u(x0)). De plus l’application
γ : u(I) → I
t 7→ u−1(t) (7.18)
est l’unique solution déﬁnie sur u(I) au problème de Cauchy pour
g : R× I → R
(t, x) 7→ f(x)
avec pour valeur initiale γ(0) = x0.
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Démonstration. Puisque pour chaque x ∈ I, f(x) 6= 0, γ′(t)f(γ(t)) = 1 pour tout t ∈ u(I), et il
s’ensuit donc que
u(γ(t)) =
∫ t
0
γ′(s)
f(γ(s))
ds =
∫ γ(t)
x0
dy
f(y)
=
∫ t
0
dτ = t . (7.19)
Évidemment, u est strictement monotone, et donc la conclusion provient de ce que
γ(t) = u−1(t) . (7.20)
Il est clair que si on pose st(x) = u−1(u(x) + t) pour (x, t) dans un ouvert qui convient,
alors on obtient une déformation de l’identité puisque (x, t) 7→ st(x) est continu (et même
de classe C1) sur son domaine et s0(x) = x. Par ailleurs, nous avons st+t′(x) = (st ◦ st′)(x)
pour t, t′ suﬃsamment petits, de sorte que l’on obtient un sous-groupe local à un paramètre.
Il est également clair que st ne dépend pas du pied d’intégration x0 choisi. Lorsque f est le
monôme λxn, on obtient st(x) = x
(1−λt(n−1)xn−1)
1
n−1
. Il s’avère que st(x) fait sens en tant que
série formelle. En eﬀet pour un corps K de caractéristique zéro, f ∈ K[[x]] tel que 〈f | 1〉 = 0,
α ∈ K, la puissance fractionnaire (1 + f)α =
∑
k≥0
Ç
α
k
å
fk (somme qui converge pour K discret,
et K[[x]] avec la topologie produit), avec
(α
k
)
= α(α−1)···(α−k+1)k! le coeﬃcient binomial généralisé,
est de la forme 1 + xg et donc inversible, de sorte que st(x) = x
(1−λt(n−1)xn−1)
1
n−1
∈ K[[x]] vériﬁe
〈st(x) | 1〉 = 0, et 〈st(x) | x〉 = 1. On obtient ainsi une série admettant un inverse au sens de
la substitution des séries formelles. Clairement, quels que soient t, t′ ∈ K, st+t′(x) = st(st′(x))
(sous-groupe à un paramètre tracé dans le groupe des séries inversibles pour la substitution).
On a évidemment quels que soient t, t′ ∈ K et quel que soit f ∈ K[[x]], f ◦ st ◦ st′ = f ◦ st+t′ .
Lemme 7.12. L’exponentielle Exp(tλXn ddx) est l’opérateur de substitution par la série sans
terme constant st(x).
Démonstration. Supposons que K = C. On peut montrer que l’opérateur de substitution par
st(x) est dérivable par rapport à t, et que l’on a quel que soit f ∈ K[[x]], ddt(f ◦ st(x)) =
f ′(st(x)) ddtst(x) (où f
′ désigne la dérivation usuelle de la série formelle f , et ddtst(x) la dérivation
de l’application t 7→ st(x) à valeurs dans l’espace de Fréchet K[[x]]). Par ailleurs, ( ddt)|t=0 st(x) =
λxn, de sorte que ( ddt)|t=0 (f ◦ st(x)) = f ′(x)λxn. L’application qui associe à t l’opérateur de
substitution par st(x) est donc solution du même problème de Cauchy que t 7→ Exp(tλXn ddx), ces
deux opérateurs sont donc égaux. Si on se place dans le cas réel (K = R), alors il suﬃt de voir
que l’application qui associe t à l’opération de substitution par st(x) est un sous-groupe à un
paramètre tracés dans G(ti(N,K)) = TI (N,K) dont le générateur inﬁnitésimal est xn ddx , il s’agit
donc de Exp(tλxn ddx) (voir, dans les deux cas, les numéros 3.4.4 et 3.4.7 du chapitre 3).
Exemple 7.13. Soit f ∈ K[[x]]. Nous avons :
1. Exp(tλX2 ddx)(f) = f(
x
1−tλx) (homographie).
2. Exp(tλX3 ddx)(f) = f(
x√
1−2tλx2 ).
7.5.5 Cas w = λ(a†)m−na(a†)n, n > 0, m > 1, m− n ≥ 0
Soit w = λ(a†)m−na(a†)n, n > 0,m > 1,m−n ≥ 0. Il est clair qu’en raison de ces paramètres
ρBF (π(w)) est caractérisé par une matrice nilpotente. Il en résulte que Exp(tλρBF (π(w))) existe
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dans UNI (N,K) (avec K discret, et donc aussi dans la topologie de Fréchet). Pour calculer cette
exponentielle nous utilisons l’opération de conjugaison de la façon suivante.
Posons P (x) = λxm−n et Q(x) = xn. En tant qu’opérateurs, nous avons
ρBF (π(w)) = P (x)
d
dx
Q(x) =
1
Q(x)
Å
P (x)Q(x)
d
dx
ã
Q(x)
où 1Q(x) désigne l’application inverse de l’opération (injective) de multiplication à gauche par le
monôme Q(x) (déﬁnie sur l’image de cette dernière), soit la division par Q(x). Il en résulte donc
que l’on a
ρBF (π(w)) = (Xn)−1
Å
Xm
d
dx
ã
Xn .
On sait déjà, d’après le numéro 7.5.4, que Exp(tλXm ddx)(f) = f(st(x)) (puisque m > 1) pour
tout f ∈ K[[x]], où st(x) = x
(1−λt(m−1)xm−1)
1
m−1
. Or l’exponentielle commute à la conjugaison,
c’est-à-dire,
Exp(tρBF (π(w))) = Exp(t(Xn)−1
Å
λXm
d
dx
ã
Xn) = (Xn)−1
Å
Exp(tλXm
d
dx
)
ã
Xn
de sorte que
Exp(tρBF (π(w)))(f) =
Ç
st(x)
x
ån
f(st(x)) .
Exemple 7.14. Soit w = (a†)2aa†. Nous avons donc ρBF (w) = (X)−1
Å
X3
d
dx
ã
X et donc pour
chaque f ∈ K[[x]],
Exp(tρBF (w))(f) =
1√
1− 2tx2 f
Ç
x√
1− 2tx2
å
.
Remarque 7.15.
1. Notons que le mot bosonique w = λ(a†)m−na(a†)n est équivalent au polynôme λ(n(a†)m−1+
(a†)ma) modulo [a, a†]− 1. Il en résulte donc que
Exp(tρBF (π(w))) = Exp(tnλXm−1 + tnλXm
d
dx
) .
2. Le cas où on a w = λa(a†)n, n > 1, se résout également par conjugaison. En eﬀet, on
a ρBF (w) = (Xn)−1
Å
λXn
d
dx
ã
Xn. Puis Exp(tλ
d
dx
Xn) = (Xn)−1
Å
Exp(λtXn
d
dx
)
ã
Xn. On en
déduit donc que pour chaque f ∈ K[[x]],
Exp(tρBF (π(w)))(f) = (
st(x)
x
)nf(st(x))
=
1
(1− λt(n− 1)xn−1) nn−1
f
(
x
(1− λt(n− 1)xn−1) 1n−1
)
.
(7.21)
7.6 Sous-groupes à un paramètre et matrices de Stirling
Revenons au cas d’un opérateur bosonique π(Ω) homogène d’excès ℓ ≥ 0. On sait, par le
lemme 7.6, que Exp(tπ(Ω)) existe (soit dans TI (N,K), en utilisant la topologie de Fréchet, si
ℓ = 0, soit dans UNI (N,K), en utilisant la topologie de la convergence simple avec K discret, si
ℓ > 0).
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Lemme 7.16. Soit π(Ω) homogène d’excès ℓ ≥ 0. Alors
Exp(tρBF (π(Ω))) =
∑
n≥0
tn
n!
ρBF (π(N (Ωn))) .
Démonstration. On a
Exp(tρBF (π(Ω))) =
∑
n≥0
tn
n!
(ρBF (π(Ω)))n
=
∑
n≥0
tn
n!
ρBF (π(Ωn))
=
∑
n≥0
tn
n!
ρBF (π(N (Ωn))) .
(7.22)
Le problème de l’ordre normal pour les opérateurs homogènes d’excès ≥ 0 peut être résolu
dans certains cas à l’aide des sous-groupes à un paramètre (tels que ceux calculés au numéro 7.5).
Théorème 7.17. Soit π(Ω) homogène d’excès ℓ ≥ 0. Soient g, s ∈ K[[x]] tels que g(0) 6= 0 et
s(0) = 0, s′(0) 6= 0. Les conditions suivantes sont équivalentes :
1. Dans K[[x, y]],
∑
n,k≥0
SΩ(n, k)
xn
n!
yk = g(x)eys(x).
2. Exp(tρBF (π(Ω)))(f) = g(txℓ)f(x(1 + s(txℓ))) pour tout f ∈ K[[x]].
Démonstration. On sait déjà que l’exponentielle de π(Ω) existe. D’après le lemme 7.16,
Exp(tρBF (π(Ω))) =
∑
n≥0
tn
n!
ρBF (π(N (Ωn))) .
Comme π(Ω) est homogène d’excès ℓ ≥ 0, on a N (Ωn) = (a†)nℓ
∑
k≥0
SΩ(n, k)(a†)kak (voir le
numéro 7.3). Il en résulte, qu’en tant qu’opérateurs sur les séries formelles,
Exp(tρBF (π(Ω))) =
∑
n,k≥0
SΩ(n, k)
tn
n!
XnℓXk(
d
dx
)k . (7.23)
Supposons que l’assertion (1) soit vraie, et démontrons le point (2). On a pour tout j ∈ N,
Exp(tρBF (π(Ω)))(xj) =
∑
n≥0
j∑
k=0
SΩ(n, k)
(txℓ)n
n!
j!
(j − k)!x
j
= xj
j∑
k=0
(
〈g(txℓ)eys(txℓ) | yk〉
) j!
(j − k)!
= g(txℓ)xj
j∑
k=0
Ç
j
k
å
(s(txℓ))k
= g(txℓ)(x(1 + s(txℓ)))j .
(7.24)
Maintenant, puisque les deux membres de (7.23) sont continus et linéaires, et que { xj : j ∈ N }
est dense dans la topologie de K[[x]] (de Fréchet ou pour la topologie usuelle des séries formelles),
nous obtenons (2). Réciproquement, si on suppose (2), alors on a
Exp(tρBF(π(Ω)))(eyx) = g(txℓ)eyx(1+s(tx
ℓ)) (7.25)
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et, de (7.24), on obtient
∑
n,k≥0
SΩ(n, k)
(txℓ)n
n!
(xy)k = g(txℓ)eyxs(tx
ℓ) . (7.26)
Par le changement de variables valide txℓ → x et xy → y on obtient (1).
Exemple 7.18. Soient n > 0, m > 1, m − n ≥ 0. Soit Ω = n(a†)m−1 + (a†)ma. Clairement,
N (Ω) = Ω de sorte que l’on a un opérateur homogène d’excès m − 1. Soit Ω′ = (a†)m−na(a)n.
On a π(Ω′) = π(Ω), et donc N (Ω′) = Ω. D’après le numéro 7.5.5, quel que soit f ∈ K[[x]],
Exp(tρBF (π(Ω′)))(f) =
Ç
st(x)
x
ån
f(st(x)) avec st(x) =
x
(1− t(m− 1)xm−1) 1m−1
. Posons g(x) =
1
(1− (m− 1)x) nm−1
et s(x) =
∑
k≥1
Ç
1
1−m
k
å
((1−m)x)k. Avec ces notations, Exp(tρBF (π(Ω′)))(f) =
g(txm−1)f(x(1 + s(txm−1)). D’après le théorème 7.17,
∑
i,j≥0
SΩ(i, j)
xi
i!
yj = g(x)eys(x)
=
1
(1− (m− 1)x) nm−1
e
y
∑
k≥1
Ç
1
1−m
k
å
((1−m)x)k
.
(7.27)
7.7 Conclusion et perspectives
La relation de commutation AB − BA = Id entre deux opérateurs A et B (par exemple,
les opérateurs de création et d’annihilation de la théorie de la seconde quantiﬁcation) est es-
sentielle aux fondements de la physique quantique. Dans ce chapitre, nous avons montré, en
partant de cette égalité de base, que des calculs d’opérations à première vue élémentaires, telles
que l’exponentiation d’opérateurs associés à la dynamique et à la thermodynamique quantiques,
conduisent immédiatement aux concepts combinatoires traditionnels tels que les nombres de
Stirling, et leur généralisation, que nous avons décrite. Nous donnons une forme explicite pour
le sous-groupe à un paramètre engendré par les exponentielles de tels opérateurs (cruciaux pour
le calcul quantique) dans certains cas restreints (en particulier, les opérateurs ne contiennennt
qu’au plus une annihilation). Cette question de l’exponentiation d’opérateurs (continus sur un
espace de Fréchet) a par ailleurs été reliée au problème de l’ordre normal classique de la physique
quantique.
Cette relation (le théorème 7.17) utilise une paire de séries, (g, s), l’une, g, inversible pour
la multiplication, et l’autre, s, inversible pour la substitution. Ces paires constituent un groupe
(produit semi-direct du groupe des séries inversibles pour la substitution par celles multiplicati-
vement inversibles), parfois appelé le groupe de Riordan, qui agit sur l’algèbre des séries formelles
comme suit : f 7→ g(f ◦ s). Il est lié aux fameuses suites de Sheﬀer associées à un opérateur
delta (opérateur diﬀérentiel qui commute aux translations). Tout laisse à penser que ce groupe
n’est autre que le groupe de Lie de l’algèbre de Lie (en dimension inﬁnie) des champs aﬃnes
q(x) ddx + v(x) où q(x) est une série d’ordre ≥ 2, et v(x) une série d’ordre ≥ 1. Il semble donc
pertinent de démontrer cela de façon rigoureuse. Par ailleurs, aﬁn de déterminer l’exponentielle
d’un opérateur « conjugué », nous avons utilisé l’intégration d’un champ de vecteurs continu.
Ceci nous a conduit à un sous-groupe (de substitutions) local à un paramètre (il se trouve que
ce dernier a également un sens formel, ce dont nous avons tiré proﬁt). Un prolongement possible
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pour ces travaux serait l’étude du groupe de Lie et de son algèbre (de fonctions continues ou
analytiques) qui semblent n’être qu’esquissés. Une piste possible est de considérer les champs de
vecteurs continus sur un intervalle ouvert ]a, b[ comme des dérivations du C∞(]a, b[)-bimodule
C0([a, b[). On peut donc les intégrer en utilisant le lemme 7.11. La diﬃculté consiste ensuite à
donner un sens à l’exponentielle d’un tel champ de vecteurs continus (puisque, a priori, l’en-
semble des dérivations de bimodule n’est pas une algèbre associative).
Les opérateurs de création et d’annihilation de l’algèbre de Weyl sont un cas particulier
d’opérateurs d’échelle introduits au chapitre 8. Au prochain chapitre, nous démontrons que les
endomorphismes d’un espace vectoriel (gradué) de dimension inﬁnie dénombrable peuvent être
représentés comme sommes de familles sommables en des opérateurs d’échelle. En tirant proﬁt
d’une mise en dualité entre un espace et son complété (de façon identique à ce qui est appliqué au
chapitre 5), nous étendons le résultat mentionné ci-dessus au cas des endomorphismes continus
sur un espace des combinaisons linéaires inﬁnies (sorte de séries formelles).
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Chapitre 8
Décomposition d’endomorphismes
par des opérateurs d’échelle
généralisés
Quand tu montes à l’échelle, souris à tous ceux que tu
dépasses, car tu croiseras les mêmes en redescendant.
Proverbe, États-unis d’Amérique
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8.1 Introduction
La représentation de Bargmann-Fock de l’algèbre de Weyl (voir le numéro 7.2.2 du cha-
pitre 7), sous la forme d’opérateurs d’intégration (multiplication par la variable formelle) et de
dérivation, permet d’interpréter les opérateurs de création et d’annihilation comme des opéra-
teurs d’échelle au sens suivant. L’algèbre des polynômes (en une indéterminée) est naturellement
graduée par le degré. L’opérateur de création incrémente de un le degré d’un polynôme, alors
que l’opérateur d’annihilation le décrémente d’une unité. Ces deux opérateurs parcourt l’échelle
de tous les degrés ; l’un monte, pendant que l’autre descend.
Une application classique du célèbre théorème de densité de Jacobson montre que l’algèbre
de Weyl (ou sa réalisation de Bargmann-Fock) est un anneau qui agit densément sur l’algèbre
des endomorphismes (linéaires) sur l’espace des polynômes. En d’autres termes, l’algèbre de
Weyl est dense dans cette dernière algèbre (pour la topologie compact-ouvert où l’espace des
polynômes est supposé discret). Dans le cas où le corps de base est de caractéristique zéro,
pour chaque endomorphisme, il est même possible de construire une approximation de celui-
ci par des éléments de l’algèbre de Weyl, ou, de façon équivalente, une suite dans l’algèbre
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de Weyl convergeant vers cet endomorphisme (en fait, il s’agit d’une série dont la somme est
l’endomorphisme donné ; voir Kurbanov et Maksimov (1986) et le numéro 8.3).
Dans ce chapitre, nous montrons notamment que ce résultat de densité ne repose ni sur la
caractéristique du corps ni même sur une éventuelle structure d’algèbre dont diposerait l’espace
vectoriel (comme c’est le cas de celui des polynômes). Pour ce faire, nous introduisons une notion
assez naturelle d’opérateurs d’échelle (montant/descendant) associés à une base d’un espace
vectoriel de dimension inﬁnie dénombrable, et démontrons que, lorsqu’on dispose de deux bases
indicées par N qui coïncident en degré zéro, la décomposition classique dans le cas de l’algèbre
de Weyl s’étend à ce contexte.
Ceci fait, on peut se poser la question d’une telle décomposition dans le cadre d’opérateurs
sur des combinaisons linéaires infinies. La graduation (en strates unidimensionnelles) de l’espace
vectoriel induit une ﬁltration (par des sous-espaces de dimension inﬁnie dénombrable). Le com-
plété de l’espace vectoriel pour la topologie relative à cette ﬁltration n’est autre que l’ensemble
des combinaisons linéaires inﬁnies (dans la base liée à la graduation). Il est alors possible de
considérer un crochet de dualité, similaire à celui employé au chapitre 5, entre l’espace vectoriel
(gradué) et sa complétion. Ceci nous amène naturellement à considérer la notion de transpo-
sition d’opérateurs dans ce contexte. Finalement, à l’aide de ce concept et en utilisant le fait
essentiel que le transposé d’un opérateur montant (respectivement, descendant) est l’extension
au complété par uniforme continuité d’un opérateur descendant (respectivement, montant), nous
montrons que l’on dipose d’une décomposition des endomorphismes (continus) du complété en
termes d’opérateurs d’échelle presque identique à celle obtenue pour l’espace gradué.
Organisation du chapitre
Après avoir redonné les notations de base au numéro 8.2, le résultat de Kurbanov et Maksimov
concernant la décomposition des endomorphismes sur les polynômes dans l’algèbre de Weyl (voir
le numéro 8.3) est étendu au cadre plus général des opérateurs d’échelle sur un espace vectoriel
gradué sur N (chaque composante homogène de la graduation étant unidimensionnelle), voir le
numéro 8.4. Enﬁn, le cas d’opérateurs continus sur des combinaisons linéaires inﬁnies est traité
au numéro 8.5.
8.2 Notations
Soit K un corps (commutatif) et K[x] le K-espace vectoriel des polynômes en l’indéterminée x.
Rappelons que l’on dénote par EndK-Vect (V ) l’algèbre des endomorphismes linéaires de n’importe
quel K-espace vectoriel V . Si φ et ψ sont des éléments de EndK-Vect (V ), alors φψ représente la
composition usuelle « φ◦ψ » des applications linéaires, et pour tout entier naturel n, nous avons
φn =

IdV si n = 0 ,
φ ◦ · · · ◦ φ︸ ︷︷ ︸
n fois
si n > 0 (8.1)
où IdV est l’application identique de V . Soit e = (ei)i∈I une base V sur K (V est supposé ne pas
être réduit à (0)). Nous dénotons la décomposition d’un vecteur v ∈ V dans la base e par∑
i∈I
〈v, ei〉ei (8.2)
où 〈v, ei〉 est le coeﬃcient de la projection de v sur le sous-espace Kei engendré par ei dans V . Le
lecteur remarquera l’emploi d’une virgule « , » pour séparer les deux membres du crochet 〈·, ·〉
plutôt que la barre verticale « | » utilisée jusqu’à présent dans ce manuscrit. En eﬀet dans ce
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chapitre la notation 〈· | ·〉 est spéciﬁquement dédiée à un crochet de dualité (voir le numéro 8.5.1).
Évidemment, tous, sauf un nombre ﬁni, les coeﬃcients 〈v, ei〉 sont égaux à zéro. Si (I,≤) est un
ensemble (non vide) totalement ordonné borné inférieurement (avec 0̂ comme minimum 1), et, si
v 6= 0, alors le degré de v (par rapport à e) est déﬁni par
dege(v) = max{ i ∈ I : 〈v, ei〉 6= 0 } (8.3)
et
dege(0) = −∞ (8.4)
où −∞ 6∈ I, et la relation −∞ < i pour chaque i ∈ I (et, en particulier, −∞ < 0̂) étend l’ordre
total de I à I = I ∪ {−∞}. Si v 6= 0, alors tout ensemble ﬁni non vide { i ∈ I : 〈v, ei〉 6= 0 }
admet un plus grand élément, puisque I est totalement ordonné, de telle sorte que dege(v) est
bien déﬁni. En particulier, dege(e0̂) = 0̂. Ainsi, l’égalité suivante est vraie (pour tout v 6= 0)
v =
∑
0̂≤i≤deg
e
(v)
〈v, ei〉ei (8.5)
avec 〈v, edeg
e
(v)〉 6= 0. En particulier, en prenant x = (xn)n≥0 comme base de K[x], tout polynôme
non nul P peut être écrit comme la somme
P =
deg(P )∑
n=0
〈P, xn〉xn (8.6)
où deg(P ) est le degré habituel de P (et I = N).
8.3 Retour sur le résultat classique
On sait depuis l’ouvrage de Pincherle et Amaldi (Pincherle et Amaldi (1901)) que, pour un
corps K de caractéristique zéro, tout endomorphisme linéaire φ ∈ EndK-Vect (K[x]) peut s’exprimer
comme la somme d’une série convergente en les opérateurs X de multiplication par la variable x
et en la dérivée (formelle) des polynômes ddx . Dans Kurbanov et Maksimov (1986) (voir égale-
ment Di Bucchianico et Loeb (1996) pour des généralisations) Kurbanov et Maksimov ont donné
une formule explicite – rappelée ci-après – pour cette somme.
Théorème 8.1 (Kurbanov et Maksimov (1986)). Supposons que K soit un corps de carac-
téristique zéro. Soit φ ∈ EndK-Vect (K[x]). Alors φ est la somme de la famille sommable (dans
la topologie de la convergence simple de EndK-Vect (K[x]) avec K[x] discret)
∑
k≥0
Pk(X)(
d
dx
)k où
(Pk(x))k∈N est une suite de polynômes qui satisfait l’équation récurrente :
P0(x) = φ(1) ,
Pn+1(x) = φ(
xn+1
(n+ 1)!
)−
n∑
k=0
Pk(x)
xn+1−k
(n+ 1− k)! .
(8.7)
Exemple 8.2. En utilisant le théorème ci-dessus, on peut écrire l’opérateur d’intégration for-
melle I
(
n∑
k=0
akx
k
)
=
n∑
k=0
ak
xk+1
k + 1
comme un opérateur diﬀérentiel de degré inﬁni (ce qui
peut paraître un tantinet déconcertant). On montre (par exemple par récurrence) que I =∑
k≥0
(−1)k X
k+1
(k + 1)!
(
d
dx
)k.
1. Nous utilisons la notation de Stanley (2007) pour l’élément minimum.
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Dans ce qui suit, nous généralisons ce résultat à n’importe quel K-espace vectoriel avec
une base dénombrable en utilisant une paire d’opérateurs d’échelle généralisés au lieu de ceux
usuellement considérés, à savoir, X et ddx . L’objectif fondamental est d’exhiber les seules propriétés
des endomorphismes qui rendent possible un développement similaire au cas classique, et donc
de se passer de ce qui est superﬂu.
8.4 Développement des endomorphismes en termes d’opérateurs
d’échelle
À partir de maintenant, exception faite de l’exemple 8.10, le corps K n’est pas supposé être
de caractéristique zéro. Considérons un K-espace vectoriel V de dimension inﬁnie dénombrable.
Soit e = (en)n∈N une base algébrique de cet espace. On peut déﬁnir deux types d’opérateurs
d’échelle par rapport à e, à savoir, un opérateur descendant Le ∈ EndK-Vect (V ), par®
Lee0 = 0 ,
Leen+1 = en
(8.8)
et, un opérateur montant Re ∈ EndK-Vect (V ), par
Reen = en+1 . (8.9)
De tels opérateurs ont été considérés par Katriel et Duchamp (Katriel et Duchamp (1995))
mais aussi par Dubin, Hennings et Solomon (Dubin et al. (1997, 1998)) dans un contexte plus
général, et sont similaires aux opérateurs de création et d’annihilation agissant sur un espace
de Fock interactif d’Accardi et Bożejko (Accardi et Bożejko (1998)). Les endomorphismes Le et
Re peuvent également être interprétés comme les opérateurs D et U décrits dans Fomin (1994),
associés aux graphes gradués orientés e0 ← e1 ← e2 ← · · · et e0 → e1 → e2 → · · · .
Définition 8.3. Soient P ∈ K[x] et u = (un)n∈N une suite d’éléments de V . On déﬁnit P (u) ∈ V
par
P (u) =
∑
n≥0
〈P, xn〉un =
deg(P )∑
n=0
〈P, xn〉un . (8.10)
Lemme 8.4. Soit e = (en)n∈N une base de V . L’application
Φe : K[x] → V
P 7→ P (e) (8.11)
est un isomorphisme linéaire
Démonstration. Évident.
Lemme 8.5. Soient e = (en)n∈N une base de V et Re l’opérateur montant qui lui est associé.
Pour tout polynôme P ∈ K[x] on peut déﬁnir l’opérateur P (Re) =
∑
n≥0
〈P, xn〉Rne . Alors nous
avons
P (Re)e0 = P (e) , (8.12)
de sorte que
Rnee0 = en . (8.13)
Démonstration. Laissée au lecteur.
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Supposons maintenant que V soit discret (tout comme K) et que EndK-Vect (V ), en tant que
sous-ensemble de V V , soit équipé de la topologie 2 compact-ouvert Eilenberg (1937); Fox (1945);
Arens (1946b,c); Arens et Dugundji (1951); Jackson (1952); Mostert (1961) ; c’est-à-dire, dans
ce cas, de la topologie (de sous-espace) de la convergence simple (puisque les sous-ensembles
compacts de V discret sont ses parties ﬁnies). Il s’ensuit que EndK-Vect (V ) devient un K-espace
vectoriel topologique (Hausdorﬀ) complet (et même une K-algèbre topologique complète). En
utilisant cette topologie, on peut considérer des familles sommables d’opérateurs sur V . Le lec-
teur pourra se référer au numéro 2.7 du chapitre 2 pour les résultats de base concernant la
sommabilité. Nous rappelons néanmoins un résultat nécessaire dans la suite de ce chapitre.
Rappel : Soient G un groupe commutatif topologique séparé et complet. La condition sui-
vante, dite de Cauchy, est équivalente à la sommabilité (sous réserve que G soit complet). Une
famille (gi)i∈I de G satisfait la condition de Cauchy si, et seulement si, pour tout voisinage U
de zéro, il existe un ensemble ﬁni JU de I tel que∑
k∈K
gk ∈ U (8.14)
pour tout sous-ensemble ﬁni K de I disjoint de JU .
Par exemple, soit e = (en)n∈N une base de V . Alors pour toute suite (φn)n≥0 ∈ EndK-Vect (K[x])N
d’éléments de EndK-Vect (V ), la famille (φnLne)n∈N est sommable. À cause du choix de la topologie,
du fait que e soit une base de V , et par des propriétés générales de la sommabilité, il est suﬃsant
de prouver que, pour chaque k ∈ N, la famille ((φnLne)(ek))n∈N est sommable dans V . Puisque V
est discret et donc complet, il est suﬃsant de vériﬁer que la condition de Cauchy est satisfaite.
On peut prendre U = { 0 } comme voisinage de zéro dans V (discret). Soit JU = { 0, · · · , k }.
Puisque pour tout n > k, Lne(ek) = 0, alors
∑
n∈K
(φnLne)(ek)) = 0 dès que K est un sous-ensemble
ﬁni de I tel que K ∩ JU = ∅. Dans ce qui suit, la somme de la famille (φnLne)n∈N est l’élément
de EndK-Vect (V ) dénoté par
∑
n∈N
φnL
n
e où pour chaque v ∈ V non nul,
(∑
n∈N
φnL
n
e
)
(v) =
deg
e
(v)∑
n=0
φn(Lne(v)) . (8.15)
Remarque 8.6. Très clairement, l’opérateur Le est topologiquement nilpotent dans la topologie
de la convergence simple, et donc localement nilpotent comme l’indique l’égalité (8.15). C’est la
raison profonde pour laquelle (φnLne)n∈N est une famille sommable.
Nous sommes maintenant en position d’énoncer le résultat principal concernant le dévelop-
pement des endomorphismes de V en termes d’opérateurs d’échelle.
Théorème 8.7 (Développement d’endomorphismes par des opérateurs d’échelle). Soient a =
(an)n∈N et b = (bn)n∈N deux bases de V telles que b0 ∈ Ka0 ; c’est-à-dire qu’il existe un scalaire
non nul λ = 〈b0, a0〉 tel que λa0 = b0. Alors, chaque φ ∈ EndK-Vect (V ) est la somme d’une famille
sommable (Pn(Ra)Lnb)n∈N où (Pn)n∈N ∈ K[x]N est une suite de polynômes satisfaisant l’équation
récurrente
λP0(a) = φ(b0) ,
λPn+1(a) = φ(bn+1)−
n∑
k=0
Pk(Ra)bn+1−k .
(8.16)
(Notons que, par le lemme 8.4, pour chaque n ∈ N, Pn(a) détermine de façon unique Pn ∈ K[x].)
2. Clairement, lorsque V est discret, V V = C 0(V, V ) (ensemble des applications continues de V dans lui-même),
et on peut donc considérer la topologie compact-ouvert sur V V .
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Démonstration. Puisque b est une base, il est suﬃsant de prouver que pour chaque n ∈ N,
φ(bn) =
Ñ∑
k∈N
Pk(Ra)Lkb
é
(bn) . (8.17)
1. Cas n = 0 : Ñ∑
k∈N
Pk(Ra)Lkb
é
(b0) = P0(Ra)(b0)
= λP0(Ra)(a0)
= λP0(a) (d’après le lemme 8.5)
= φ(b0) (par hypothèse) .
(8.18)
2. Cas n+ 1, n ∈ N :Ñ∑
k∈N
Pk(Ra)Lkb
é
(bn+1) =
n+1∑
k=0
Pk(Ra)bn+1−k
= Pn+1(Ra)(b0) +
n∑
k=0
Pk(Ra)bn+1−k
= λPn+1(Ra)(a0) +
n∑
k=0
Pk(Ra)bn+1−k
= λPn+1(a) +
n∑
k=0
Pk(Ra)bn+1−k
= φ(bn+1) .
(8.19)
Lemme 8.8. Supposons que nous sommes sous les mêmes hypothèses que celles du théorème 8.7.
Soient (Pn)n et (Qn)n deux suites de polynômes telles que
∑
k≥0
Pk(Ra)Lkb =
∑
k≥0
Qk(Ra)Lkb (en
tant que sommes de familles sommables). Alors quel que soit n, Pn = Qn.
Démonstration. Par récurrence sur n ∈ N. Pour n = 0, par hypothèse,
Ñ∑
k≥0
Pk(Ra)Lkb
é
(b0) =Ñ∑
k≥0
Qk(Ra)Lkb
é
(b0). Ceci est équivalent à P0(a) = Q0(a) et donc P0 = Q0. Supposons que
Pk = Qk tout k ≤ n, et montrons-le pour n+1. Toujours par hypothèse,
Ñ∑
k≥0
Pk(Ra)Lkb
é
(bn+1) =Ñ∑
k≥0
Qk(Ra)Lkb
é
(bn+1) de sorte que
λPn+1(a) +
n∑
k=0
Pk(Ra)bn+1−k = λQn+1(a) +
n∑
k=0
Qk(Ra)bn+1−k .
Par hypothèse de récurrence, on en déduit que Pn+1(a) = Qn+1(a) de sorte que Pn+1 = Qn+1.
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Remarque 8.9. Par le lemme 8.8, la suite de polynômes (Pn)n associée à un endomorphisme φ
de telle sorte que φ soit la somme de la famille (Pn(Ra)Lnb)n≥0 (dont l’existence est garantie par
le théorème 8.7) est unique (sous réserve de ﬁxer les bases a et b). On montre facilement que
cette correspondance est un isomorphisme K-linéaire de l’espace vectoriel EndK-Vect (V ) dans l’espace
vectoriel (K[x])N.
Exemple 8.10. Supposons que K soit un corps de caractéristique zéro 3. Considérons V = K[x],
an = xn et bn = x
n
n! . Alors Ra = X, l’opérateur de multiplication par x, et Lb =
d
dx , la dérivée
formelle des polynômes, qui sont les données classiques rappelées dans le numéro 8.3. Considérons
la forme linéaire ǫ : K[x] → K ⊆ K[x] qui envoie un polynôme sur la somme de ses coeﬃcients.
Par le théorème 8.7, nous savons que ǫ =
∑
n≥0
Pn(X)(
d
dx
)n et que
Pn+1(x) =
1
(n+ 1)!
−
n∑
k=0
Pk(x)
xn+1−k
(n+ 1− k)! . (8.20)
Nous pouvons montrer par récurrence que Pn(x) = 1n!(1 − x)n, et on vériﬁe facilement que ǫ =∑
n≥0
1
n!
(1− X)n( d
dx
)n. Alternativement, nous notons que cet opérateur est ǫ = (ey
d
dx )|y=1−x : x
n 7→
((x + y)n)|y=1−x .
Soient a = (an)n∈N et b = (bn)n∈N deux bases de V . Considérons les opérateurs suivants
Lb,βbn =
®
0 si n = 0 ,
βnbn−1 si n > 0 ,
(8.21)
et
Ra,αan = αnan+1 (8.22)
où β = (βn)n∈N, avec β0 = 1, et α = (αn)n∈N sont deux suites de dénominateurs (donc des
suites de scalaires non nuls ; voir le numéro 4.2 du chapitre 4).
Exemple 8.11. L( xn
n!
)n,(1)n
= L(xn)n,(βn)n , où βn = n si n > 0, et β0 = 1, est l’opérateur de
dérivation ddx , et R(xn)n,(1)n = R( xn
n!
)n,(
1
n+1
)n
est l’opérateur de multiplication par x, tous deux
agissant sur K[x].
Ces opérateurs, qui sont respectivement appelés opérateur descendant relativement à b avec
suite de coeﬃcients β et opérateur montant relativement à a avec suite de coeﬃcients α, semblent
être une généralisation évidente des opérateurs d’échelle introduits précédemment ; cependant,
ce n’est pas tout à fait le cas. En fait, Lb,β et Ra,α sont égaux respectivement à des opérateurs
d’échelle « usuels » Lβ−1·b et Rα·a où β
−1 ·b = (b′n)n∈N avec b′n =
(
n∏
i=0
βi
)−1
bn (respectivement,
α·a = (a′n)n∈N où a′n = (
n−1∏
i=0
αi)an pour n > 0, et a′0 = a0). Si b′0 ∈ Ka′0 (ou, de façon équivalente,
si b0 ∈ Ka0, puisque b′0 = b0β0 = b0 et a′0 = a0), alors le théorème 8.7 peut être appliqué avec ces
opérateurs Lb,β et Ra,α, simplement en remplaçant a par α · a et b par β−1 ·b. Lorsque a = b,
nous disons que La,β et Ra,α sont des opérateurs d’échelle relativement à a avec coeﬃcients β
3. Cette hypothèse sur la caractéristique de K est nécessaire ici puisque l’on considère des dénominateurs de
la forme n!.
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et α respectivement. De telles paires d’opérateurs - utilisées dans le numéro suivant - satisfont
une règle de commutation générale
Da,β,α = [La,β, Ra,α] = La,βRa,α −Ra,αLa,β (8.23)
où Da,β,α est l’opérateur déﬁni par
Da,β,αan =
®
(α0β1)a0 si n = 0 ,
(αnβn+1 − αn−1βn)an si n > 0 , (8.24)
que l’on nomme opérateur diagonal associé à La,β et Ra,α.
Remarque 8.12. Il est possible de déﬁnir un opérateur similaire Db,a ∈ EndK-Vect (V ) associé à
deux opérateurs d’échelle quelconques Lb et Ra par Db,a = [Lb, Ra], qui déﬁnit une relation de
commutation entre Lb et Ra. (En particulier, Da,β,α = Dβ−1·a,α·a.) Qui plus est, lorsque les deux
bases a et b sont liées par b0 ∈ Ka0 comme dans le théorème 8.7, alors, comme opérateur de V ,
Db,a est la somme d’une famille sommable (Pn(Ra)Lnb)n∈N, et donc la relation de commutation est
donnée par
LbRa = RaLb +
∑
n∈N
Pn(Ra)Lnb . (8.25)
Rien n’indique que la suite de polynômes (Pn)n se stabilise à zéro en un nombre ﬁni d’étapes comme
c’est le cas pour l’algèbre de Weyl, et, plus généralement, pour des algèbres de polynômes gauches.
Remarque 8.13.
1. Soit V un K-espace vectoriel de dimension dénombrable. Soient a et b deux bases de V telles
que b0 ∈ Ka0, et β = (βn)n∈N, avec β0 = 1, et α = (αn)n∈N deux suites de dénominateurs. On
sait que le produit tensoriel complété (introduit au numéro 4.3.4 du chapitre 4) K[x]“⊗cK[y]
(où l’on considère les espaces vectoriels sous-jacents aux algèbres) est isomorphe (en tant
que K-espace vectoriel) à K〈x, y〉〉 (voir la remarque 4.14). Soit le sous-K-espace vectoriel
W = {
∑
n≥0
pn(x)yn : ∀n, pn(x) ∈ K[x], pn(x) = 0 sauf un nombre ﬁni } ⊆ K〈x, y〉. Il admet
(xmyn)(m,n)∈N2 ∈ ({ x, y }∗)N2 comme base sur K. Il peut également être vu comme K[x]-
module (à gauche) libre avec (yn)n comme base. Considérons l’application d’évaluation (ou
de spécialisation) ev(x) = Ra,α et ev(y) = Lb,β que l’on étend en un homomorphisme de
K-espaces vectoriels ev : W → EndK-Vect (V ). Puisque EndK-Vect (V ) est un espace vectoriel
complet pour la topologie de la convergence simple (avec K discret), que ev est continue (pour
la topologie produit deW ∼=K[x]-Mod
⊕
n≥0
K[x] avec K[x] discret) et que K〈x, y〉〉 est le complété
de W , on étend ev par continuité en un homomorphisme continue de K-espaces vectoriels
topologiques êv : K〈x, y〉〉 → im(ev) = im(êv) ⊆ EndK-Vect (V ). Posons K〈Ra,α, Lb,β〉〉 =
im(êv) (même si cette notation peut être trompeuse dans la mesure où, contrairement à x et
y, Ra,α, Lb,β possèdent nécessairement une relation de commutation ; voir la remarque 8.12).
Alors le théorème 8.7 indique simplement que K〈Ra,α, Lb,β〉〉 = EndK-Vect (V ) (en tant que
K-espaces vectoriels).
2. Sous les conditions du point précédent, on peut facilement montrer, par le théorème 8.7, que
le K-espace vectoriel im(ev) agit densément sur EndK-Vect (V ) (il s’agit donc d’une incarna-
tion du théorème de densité de Jacobson ; voir par exemple Jacobson (1980); Farb et Dennis
(1993); Herstein (2005)). Plus précisément, l’adhérence séquentielle (c’est-à-dire l’ensemble des
limites des suites d’éléments de im(ev) qui convergent dans la topologie compact-ouvert de
EndK-Vect (V )) de im(ev) est EndK-Vect (V ), soit, en d’autres termes, im(ev) est séquentiellement
dense, et donc dense (pour la topologie compact-ouvert) dans EndK-Vect (V ).
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8.5 Extension au cas des combinaisons linéaires infinies
8.5.1 Préliminaires : topologie et dualité
Soir K un corps (de caractéristique quelconque). Soit V un K-espace vectoriel de dimension
dénombrable, et e = (en)n∈N une base de V . L’espace vectoriel V peut être considéré comme
un espace vectoriel N-gradué (en dimension un) particulier Ve =
⊕
n∈N
Ken. Il existe une ﬁltration
décroissante naturelle associée à cette graduation qui est déﬁnie par 4 V = Ve =
⋃
n∈N
Fn(Ve)
où Fn(Ve) =
⊕
k≥n
Kek. Cette ﬁltration est séparante, i.e.,
⋂
n∈N
Fn(Ve) = (0). Supposons main-
tenant que K possède la topologie discrète. Les sous-ensembles Fn(Ve) déﬁnissent un système
fondamental de voisinages de zéro d’une topologie séparée de K-espace vectoriel sur V = Ve
(voir Bourbarki (2006)). Cette topologie (métrisable) peut être décrite de façon équivalente en
termes de fonction d’ordre. Déﬁnissons ωe : Ve → N ∪ {+∞} par
ωe(v) =
®
min{n ∈ N : 〈v, en〉 6= 0 } si v 6= 0 ,
+∞ si v = 0 (8.26)
pour v ∈ V . La complétion “Ve de Ve pour cette topologie est canoniquement identiﬁée au K-
espace vectoriel
∏
n∈N
Ken – c’est-à-dire, l’ensemble des familles (vn)n∈N avec vn ∈ Ken pour chaque
entier naturel n – équipé de la topologie produit des topologies discrètes sur chaque facteur Ken.
Chaque élément S de “Ve peut être vu de façon unique comme une combinaison linéaire inﬁnie
« formelle » S =
∑
n∈N
〈S, en〉en, où 〈S, en〉en = vn et S = (vn)n∈N ∈
∏
n∈N
Ken (il n’est pas diﬃcile
de prouver que la famille (〈S, en〉en)n∈N est sommable). La topologie induite par “Ve sur Ve est
identique à celle déﬁnie par la ﬁltration. La fonction d’ordre est étendue à “Ve par
ωe(S) =
®
min{n ∈ N : 〈S, en〉 6= 0 } si S 6= 0 ,
+∞ si S = 0 (8.27)
pour S ∈ “Ve, et peut être utilisée pour décrire la topologie de la complétion. Par exemple, une
suite (Sn)n∈N de combinaisons linéaires inﬁnies formelles converge vers zéro si, et seulement si,
lim
n→∞ωe(Sn) = +∞ ; en d’autres termes, pour tout n ∈ N, il y a seulement un nombre ﬁni de k ∈ N
tels que 〈Sk, en〉 6= 0. Cette topologie est parfois appelée topologie formelle (voir Chen (1961);
Kac (1994)), et, “Ve est alors la complétion formelle de l’espace vectoriel N-gradué Ve = ⊕
n∈N
Ken.
Remarque 8.14. Si a = (an)n∈N et b = (bn)n∈N sont deux bases de V , alors l’automorphisme
(linéaire) Φ de V qui envoie an sur bn pour chaque n ∈ N est également un homéomorphisme de Va
dans Vb considérés comme les espaces topologiques avec leurs ﬁltrations respectives. Il s’ensuit que
Φ peut être étendu comme un homéomorphisme “Φ de “Va dans “Vb. Bien que les deux espaces soient
homéomorphes, nous ne pouvons pas les identiﬁer de façon canonique. En eﬀet, considérons la suite
b = (bn)n∈N déﬁnie par bn =
n∑
k=0
ak, où a = (an)n∈N est une autre base. Alors b est une base de V :
supposons que pour un n ∈ N, nous ayons
n∑
i=0
αibi = 0 avec αi ∈ K. Alors
n∑
i=0
αi
(
i∑
k=0
ak
)
= 0 ce
4. Cette ﬁltration est assez similaire à un drapeau (inﬁni) de sous-espaces vectoriels, tous de dimension inﬁnie
dénombrable, . . . ( F2(Ve) ( F1(Ve) ( F0(Ve) = V . Notons également que cette ﬁltration ressemble à celle donnée
par (M≥n)n∈N telle qu’introduite au numéro 6.5 du chapitre 6, la longueur minimale d’une décomposition d’un
élément d’un monoïde à zéro localement ﬁni est remplacée par le degré (suivant une base).
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qui est équivalent à (
n∑
i=0
αi)a0+(
n∑
i=1
αi)a1+ · · ·+(αn−1+αn)an−1+αnan = 0. Alors αi = 0 pour
tout i = 0, · · · , n, et { bi : i = 0, · · · , n } est un ensemble de vecteurs linéairement indépendants. À
l’aide de la formule d’inversion de Möbius usuelle, nous obtenons
an =
®
b0 si n = 0 ,
bn − bn−1 si n > 0 (8.28)
ce qui prouve que V est engendré par b. Maintenant nous avons lim
n→∞ bn = 0 dans la topologie de
Vb, mais lim
n→∞ bn =
∞∑
n=0
an dans “Va. (Notons cependant que lim
n→∞ an = 0 également dans Vb car
ωb(an) = n− 1 pour tout n ∈ N \ {0}, et donc lim
n→∞ωb(an) = +∞.) Ce problème d’isomorphisme
non naturel est la conséquence du fait que la fonction d’ordre dépend du choix de la base de V .
Introduisons maintenant un crochet de dualité 〈· | ·〉 : “Ve × Ve → K déﬁni par 〈S | P 〉 =
deg
e
(P )∑
n=0
〈S, en〉〈P, en〉, pour P ∈ Ve et S ∈ “Ve (il possède les mêmes propriétés de non dégénéres-
cence que celles rencontrées au chapitre 5, numéro 5.2). Cet accouplement, également considéré
dans Stanley (1988) (de même qu’au chapitre 5), satisfait en particulier
〈ei | ej〉 = 〈ei, ej〉 = δi,j =
®
0 si i 6= j ,
1 si i = j
(8.29)
pour tous i, j ∈ N, et, plus généralement, 〈ei | P 〉 = 〈P, ei〉, 〈S | ei〉 = 〈S, ei〉 pour tous P ∈ Ve,
S ∈ “Ve.
Le dual algébrique V ∗e de Ve est isomorphe à “Ve. En eﬀet, soit ℓ ∈ V ∗e et déﬁnissons Sℓ =∑
n∈N
ℓ(en)en ∈ “Ve. Alors ℓ(P ) = 〈Sℓ | P 〉. L’application linéaire ℓ 7→ Sℓ est clairement injective.
Elle est également surjective puisque pour chaque S ∈ “Ve, P 7→ 〈S | P 〉 est facilement vue
comme une forme linéaire sur Ve.
Le dual topologique “V ′e de “Ve est isomorphe à Ve. En eﬀet, considérons une forme linéaire
et continue ℓ de “Ve. Puisque ℓ est continue, pour tout S ∈ “Ve, ℓ(S) = ∑
n≥0
〈S, en〉ℓ(en) et la
somme est convergente dans K discret. Ainsi, il existe un entier naturel N tel que pour tout
n ≥ N , 〈S, en〉ℓ(en) = 0. Si on choisit S =
∑
n≥0
en, alors cela signiﬁe que pour n suﬃsamment
grand, ℓ(en) = 0. Il en résulte que Pℓ =
∑
n≥0
ℓ(en)en est en fait un élément de Ve qui vériﬁe
〈S | Pℓ〉 = ℓ(S) pour toute combinaison linéaire inﬁnie S. Supposons maintenant que Pℓ = 0
pour ℓ ∈ “V ′e. Alors pour tout n ∈ N, ℓ(en) = 〈en | Pℓ〉 = 〈Pℓ, en〉 = 0. La forme linéaire est
nulle sur le sous-ensemble dense Ve de “Ve, et, par continuité, ℓ est également égale à zéro sur
l’adhérence. Soit P ∈ Ve. Alors ℓ : S 7→ 〈S | P 〉 est une forme linéaire sur “Ve telle que Pℓ = P .
De plus, ℓ est clairement continu. En résumé, la couplage réalise les isomorphismes suivants.
V ∗e ∼=K-Vect “Ve ,“V ′e ∼=K-Vect Ve . (8.30)
Les isomorphismes respectifs sont donnés par
Φ: V ∗e → “Ve (8.31)
et
Ψ : “V ′e → Ve (8.32)
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tels que pour tous P ∈ Ve, S ∈ “Ve, si ℓ ∈ V ∗e , alors
〈Φ(ℓ) | P 〉 = ℓ(P ) (8.33)
alors que
Φ−1(S)(P ) = 〈S | P 〉 (8.34)
et si ℓ ∈ “V ′e, alors
〈S | Ψ(ℓ)〉 = ℓ(S) (8.35)
et
Ψ−1(P )(S) = 〈S | P 〉 . (8.36)
Nous pouvons utiliser ces isomorphismes pour déﬁnir une notion naturelle de transposition dans
ce cadre. Le transposé de φ ∈ EndK-Vect (Ve) est φ† ∈ EndK-Vect (“Ve) tel que pour tout P ∈ Ve et
tout S ∈ “Ve, 〈S | φ(P )〉 = 〈φ†(S) | P 〉. En fait, φ† est déﬁni par
φ† : : “Ve → “Ve
S 7→ Φ(Φ−1(S) ◦ φ) . (8.37)
En eﬀet, pour tout P ∈ Ve, on a :
〈φ†(S) | P 〉 = 〈Φ(Φ−1(S) ◦ φ) | P 〉
= (Φ−1(S))(φ(P ))
= 〈S | φ(P )〉 .
(8.38)
Par dualité, il est également possible de déﬁnir le transposé de φ ∈ EndK-Vect (“Ve) mais la conti-
nuité doit être prise en compte. En eﬀet, soit φ ∈ EndK-VectTop(“Ve) un endomorphisme continu.
On peut déﬁnir †φ ∈ EndK-Vect (Ve) par
†φ(P ) = Ψ(Ψ−1(P ) ◦ φ) (8.39)
pour tout P ∈ Ve. Notons que puisque φ est continue (et linéaire), Ψ−1(P ) ◦φ ∈ “V ′e. Alors, pour
tous P ∈ Ve et S ∈ “Ve, nous avons
〈φ(S) | P 〉 = 〈S | †φ(P )〉 . (8.40)
En eﬀet,
〈S | †φ(P )〉 = 〈S | Ψ(Ψ−1(P ) ◦ φ)〉
= (Ψ−1(P ))(φ(S))
= 〈φ(S) | P 〉 .
(8.41)
Lemme 8.15. Pour chaque φ ∈ EndK-Vect (Ve), φ† est un endomorphisme (linéaire) continu de“Ve, c’est-à-dire φ† ∈ EndK-VectTop(“Ve). Quels que soient φ, ψ ∈ EndK-Vect (Ve), (φψ)† = ψ†φ†. De
plus, φ = †(φ†). Dualement, pour tout endomorphisme continu φ de “Ve, φ = (†φ)†. Quels que
soient φ, ψ ∈ EndK-VectTop(“Ve), †(φψ) = †ψ†φ.
Démonstration. Soient φ ∈ EndK-Vect (Ve) et (Sn)n une suite de combinaisons linéaires inﬁnies
convergeant vers zéro. Soit k ∈ N. Par déﬁnition de la transposition,
〈φ†(Sn), ek〉 =
∑
i≥0
〈φ(ek), ei〉〈Sn, ei〉 .
Comme Sn → 0, pour chaque i, il existe un entier Ni tel que pour tout n ≥ Ni, 〈Sn, ei〉 = 0. Il
s’ensuit que l’on peut trouver Nk tel que n ≥ Nk implique 〈Sn, ei〉 = 0 pour tout i ≤ dege(φ(ek)),
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et donc pour un tel n, 〈φ†(Sn), ek〉 = 0, de sorte que φ†(Sn)→ 0, et φ† est continu. Démontrons
maintenant que φ = †(φ†). Pour tous P , S, nous avons 〈S | φ(P )〉 = 〈φ†(S) | P 〉 = 〈S | †(φ†)(P )〉
(la second égalité est valide dans la mesure où l’on vient de prouver la continuité de φ†). Aussi
pour tous i, j, 〈φ(ei), ej〉 = 〈ej | φ(ei)〉 = 〈ej | †(φ†)(ei)〉 = 〈†(φ†)(ei), ej〉 ce qui est suﬃsant pour
démontrer l’égalité attendue. Finalement, soit φ ∈ EndK-VectTop(“Ve) un endomorphisme continu
de “Ve. Pour tous P , S, nous avons 〈φ(S) | P 〉 = 〈S | †φ(P )〉 = 〈(†φ)†(S) | P 〉, et en particulier
pour tout i, 〈φ(S), ei〉 = 〈φ(S) | ei〉 = 〈(†φ)†(S) | ei〉 = 〈(†φ)†(S), ei〉, ce qui prouve que
φ(S) = (†φ)†(S) (par déﬁnition de “Ve). Pour ﬁnir les égalités (φψ)† = ψ†φ† et †(φψ) = †ψ†φ sont
évidentes.
Remarque 8.16. Le lecteur peut facilement se persuader que cette opération de transposition de
EndK-VectTop(“Ve) n’est qu’une incarnation de celle introduite au chapitre 4 pour les matrices à lignes
ﬁnies puisque ces dernières sont des endomorphismes continus (voir le chapitre 5).
Soient a et b deux bases de V . Soit Lb,β (respectivement, Ra,α) l’opérateur descendant
relativement à b (respectivement, l’opérateur montant relativement à a) avec suite de coeﬃcients
β = (βn)n∈N où β0 = 1 (respectivement, α = (αn)n∈N). Cet opérateur est clairement continu sur
Vb (respectivement, sur Va), et s’étend donc de façon unique en un endomorphisme continu de
la complétion “Vb (respectivement, “Va). Les extensions respectives L̂b,β et “Ra,α sont précisément
déﬁnies par
L̂b,β(S) =
∑
n≥0
〈S, bn〉Lb,βbn =
∑
n≥1
〈S, bn〉βnbn−1 =
∑
n≥0
〈S, bn+1〉βn+1bn (8.42)
et “Ra,α(S) = ∑
n≥0
〈S, an〉Ra,αan =
∑
n≥0
〈S, an〉αnan+1 =
∑
n≥1
〈S, an−1〉αn−1an . (8.43)
Ils correspondent aux opérateurs D et U de Stanley (1988) associés aux ensembles partiellement
ordonnés (localement ﬁnis) gradués (qui ne sont que des chaînes avec minimum) b0 < b1 <
1
β1
b2 <
1
β1β2
b3 < · · · et a0 < α0a1 < α0α1a2 < α0α1α2a3 < · · ·
Nous pouvons utiliser le crochet de dualité aﬁn de déterminer les transposés de Lb,β et de
Ra,α. C’est précisément le contenu des deux lemmes suivants. Notons au passage que le premier
sert également de déﬁnition pour α ↓ et β ↑.
Lemme 8.17. Soit Ra,α l’opérateur montant relativement à a avec suite de coeﬃcients α =
(αn)n∈N. Le transposé de Ra,α est l’extension (par uniforme continuité) L̂a,α↓ au complété “Va
de l’opérateur descendant La,α↓ relativement à a avec suite de coeﬃcients α ↓= (γn)n∈N où
γn =
®
1 si n = 0 ,
αn−1 si n > 0 .
(8.44)
Démonstration. Soient n ∈ N et S ∈ “Va. D’après l’équation (8.22), 〈S | Ra,αan〉 = αn〈S |
an+1〉 = αn〈S, an+1〉 =
∞∑
k≥0
〈S, ak+1〉αkak | an
∫
= 〈L̂a,α↓(S) | an〉 (la dernière égalité prove-
nant de l’équation 8.42). En multipliant les deux membres (le premier et le dernier de la suite
d’égalités) par 〈an | P 〉 (pour P ∈ Va) et en sommant sur tous les entiers n, on obtient le résultat
escompté.
Lemme 8.18. Soit Lb,β l’opérateur descendant relativement à b avec suite de coeﬃcients β =
(βn)n∈N. Le transposé L
†
b,β de Lb,β est l’extension (par uniforme continuité)
“Rb,β↑ à “Vb de
l’opérateur montant Rb,β↑ relativement à b avec suite de coeﬃcients β ↑= (γn)n∈N, où pour
chaque n ∈ N, γn = βn+1.
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Démonstration. La preuve est similaire à celle du lemme 8.17 ; elle est donc omise.
Il est également possible de déterminer les transposés des extensions des opérateurs d’échelle
à la complétion “Ve. Plusieurs lemmes sont ainsi énoncés ci-dessous pour obtenir cette descrip-
tion. Le premier ne mérite pas de démonstration (notons que les déﬁnitions α ↓ et β ↑ sont
implicitement étendues à des suites de scalaires quelconques, pas forcément de dénominateurs).
Lemme 8.19. Soit β = (βn)n∈N une suite d’éléments de K telle que β0 = 1. Nous avons
β = β ↑↓ . (8.45)
Soit α = (αn)n∈N une suite d’éléments de K. Nous avons
α = α ↓↑ . (8.46)
Lemme 8.20. Soit e = (en)n∈N une base de V . Soient β = (βn)n∈N une suite de scalaires non
nuls telle que β0 = 1, et α = (αn)n∈N une suite de scalaires non nuls. Alors
†L̂e,β = Re,β↑ et †“Re,α = Le,α↓ . (8.47)
Démonstration. Puisque L̂e,β et “Re,α sont des opérateurs linéaires et continus de “Ve, ils ad-
mettent des transposés qui sont des endomorphismes de Ve. D’après les lemmes 8.17 et 8.19,
R†
e,β↑ = L̂e,β↑↓ = L̂e,β. Alors,
†L̂e,β = †(R
†
e,β↑) = Re,β↑ (par le lemme 8.15). Le cas de
†“Re,α est
traité de façon en tout point similaire.
Exemple 8.21. Passons temporairement en caractéristique zéro. Posons R(x
n
n! ) =
xn+1
(n+1)! , et soit D
l’opérateur de dérivation (formelle) des séries formelles. On a †D = †
÷Å d
dx
ã
= R. En caractéristique
quelconque, si on déﬁnit L
Ä
xn+1
ä
= xn et L(1) = 0, alors †X̂ = L (et on note que X̂ est l’opérateur
de multiplication par la variable x sur les séries formelles).
8.5.2 Extension du théorème 8.7 aux combinaisons linéaires infinies
Dans la suite, notre objectif est d’étendre le théorème 8.7 au cas des endomorphismes conti-
nus sur les combinaisons linéaires inﬁnies. Pour cela, nous supposons que “Ve est équipé de la
topologie faible relativement à Ve, c’est-à-dire, la topologie la plus faible pour laquelle les appli-
cations Ψ−1(P ) : S ∈ “Ve 7→ 〈S | P 〉 ∈ K, déﬁnies pour un P ∈ Ve donné, sont continues. Puisque
Ve est isomorphe au dual topologique “V ′e (lorsque “Ve possède sa topologie formelle comme intro-
duite précédemment), il s’agit de la topologie ∗-faible. Avec cette topologie “Ve se trouve être un
espace vectoriel topologique Hausdorﬀ (avec K discret) et complet. Il est évident que le crochet
de dualité 〈·|·〉 est séparément continu sur “Ve × Ve où Ve est discret et “Ve a la topologie faible
relativement à Ve. Ainsi, une famille (Si)i∈I ∈ “V Ie est sommable dès que pour tout P ∈ Ve, la
famille (〈Si | P 〉)i∈I est sommable dans K, et dans ce cas, 〈
∑
i∈I
Si | P 〉 =
∑
i∈I
〈Si | P 〉. Par ailleurs,
il est clair qu’en fait la topologie ∗-faible n’est rien d’autre que la topologie produit sur “Ve, avec
K discret (rappelons que “Ve est naturellement équipé de cette topologie lorsqu’il est vu comme
complété de Ve) . Les endomorphismes de “Ve continus pour la topologie ∗-faible sont exactement
les endomorphismes de “Ve continus pour la topologie produit.
Supposons maintenant que l’espace vectoriel sous-jacent à l’algèbre EndK-VectTop(“Ve) des en-
domorphismes continus de “Ve possède la topologie de la convergence simple. (Nous le supposons
117
Chapitre 8. Décomposition d’endomorphismes par des opérateurs d’échelle
généralisés
aussi pour EndK-Vect (Ve), avec Ve doté de la topologie discrète.) Dans cette topologie particu-
lière, chaque famille d’endomorphismes continus (“Rne,αφn)n∈N dans EndK-VectTop(“Ve)N, où φn est
un endomorphisme continu de “Ve pour chaque entier naturel n, est une famille sommable. Pour
vériﬁer cela, prenons P ∈ Ve et S ∈ “Ve. Nous avons †(“Rne,αφn) = †φnLne,α↓ ∈ EndK-Vect (Ve). La
famille (†φnLne,α↓)n∈N est sommable dans EndK-Vect (Ve), et nous avons
〈S |
∑
n∈N
†φnLne,α↓(P )〉 = 〈S |
deg
e
(P )∑
n=0
†φnLne,α↓(P )〉
=
deg
e
(P )∑
n=0
〈S | †φnLne,α↓(P )〉
=
deg
e
(P )∑
n=0
〈“Rne,αφnS | P 〉
= 〈
deg
e
(P )∑
n=0
“Rne,αφnS | P 〉 .
(8.48)
De plus pour tout m > dege(P ),
〈
m∑
n=deg
e
(P )
“Rne,αφnS | P 〉 = 〈S | m∑
n=deg
e
(P )
tφnL
n
e,α↓(P )〉 = 0 . (8.49)
Ainsi, nous obtenons une série sommable dans K discret, et donc la famille (“Rne,αφn)n∈N est
également sommable.
Remarque 8.22. L’opérateur “Re,α est topologiquement nilpotent au sens où quels que soient
S ∈ “Ve et P ∈ Ve, il existe un entier N tel que quel que soit n ≥ N , 〈“Rne,αS | P 〉 = 0. C’est la
raison profonde pour laquelle la famille (“Rne,αφn)n∈N est sommable.
La généralisation du théorème 8.7 au cas des opérateurs continus sur les combinaisons li-
néaires inﬁnies est donnée ci-après.
Théorème 8.23. Soient α = (αn)n∈N une suite de scalaires non nuls, et β = (βn)n∈N une suite
de scalaires non nuls avec β0 = 1. Soit φ ∈ EndK-VectTop(“Ve). Alors il existe une suite de polynômes
(Pn)n∈N ∈ K[x]N telle que φ soit égal à la somme de la famille sommable (“Rne,β↑Pn(L̂e,α↓))n∈N.
Démonstration. D’après le théorème 8.7, †φ =
∑
n∈N
Pn(Re,α)Lne,β (somme d’une famille som-
mable).Alors, en utilisant le crochet de dualité, on vériﬁe que φ =
∑
n∈N
“Rne,β↑Pn(L̂e,α↓) (somme
d’une famille sommable).
Corollaire 8.24. Sous les mêmes hypothèses que celles du théorème 8.23, tout endomorphisme
continu φ ∈ EndK-VectTop(“Ve) est égal à la somme d’une famille sommable (“Rne,αPn(L̂e,β))n∈N pour
une certaine suite de polynômes (Pn)n∈N ∈ K[x]N.
Démonstration. Il suﬃt d’appliquer le théorème 8.23 avec β = α ↓ et α = β ↑.
Remarque 8.25. Notons que la famille de polynômes (Pn(x))n∈N ∈ K[x]N du théorème 8.23 ou
du corollaire 8.24 satisfait la même relation de récurrence que celle du théorème 8.7 pour l’opérateur
†φ.
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Remarque 8.26. Sans aucune diﬃculté, il est possible de vériﬁer que l’extension continue “De,β,α
de l’opérateur diagonal De,β,α = [Le,β, Re,α] est égale à [L̂e,β, “Re,α]. En tant qu’endomorphisme
continu, “De,β,α = ∑
n∈N
“Rne,αPn(L̂e,β). Donc la relation de commutation devient
L̂e,β“Re,α = “Re,αL̂e,β + ∑
n∈N
“Rne,αPn(L̂e,β) . (8.50)
8.6 Conclusion et perspectives
En physique, les opérateurs de création et d’annihilation agissent sur les espaces d’états des
particules, progressant d’un étage à un autre, et sont donc considérés comme une forme spéciale
d’opérateurs d’échelle. Dans ce chapitre, nous avons généralisé ce concept, en considérant les en-
domorphismes d’espaces linéaires qui « respectent » une graduation. En particulier, nous notons
que les espaces vectoriels de dimension inﬁnie (dénombrable) semblent être un cadre assez naturel
pour les opérateurs d’échelle généralisés. Toute base indicée par l’ensemble des entiers naturels
fournie ce cadre d’une façon assez évidente : on peut considérer un opérateur montant (création)
et descendant (annihilation), sans prescription d’aucune sorte de relation de commutation (au
contraire de l’algèbre de Weyl). Nous avons démontré qu’en prenant deux opérateurs d’échelle,
l’un montant, et l’autre descendant, associés à des bases possiblement diﬀérentes (mais avec le
même étage initial), il est possible de développer n’importe quel endomorphisme en termes d’ité-
rés de ces opérateurs d’échelle. Ce résultat a ensuite été étendu au cadre des endomorphismes,
cette fois continus, sur l’espace des combinaisons linéaires, cette fois inﬁnies (à l’aide d’une com-
plétion de l’espace gradué pour une topologie liée à une ﬁltration, et d’une mise en dualité entre
l’espace gradué et son complété).
Dans ce chapitre, nous avons brièvement évoqué l’opérateur diagonal Da,β,α associé aux
opérateurs d’échelle relatifs à la base a (et de suites de coeﬃcients β et α) déﬁni par
Da,β,αan =
®
(α0β1)a0 si n = 0 ,
(αnβn+1 − αn−1βn)an si n > 0 .
Ceci généralise la relation de commutation de l’algèbre de Weyl. Des questions naturelles se
posent alors : peut-on déﬁnir une notion d’ordre normal (liée à cette commutation), et donc
de problème de l’ordre normal relatif ? Si oui, qu’en est-il du lien entre opérateurs d’évolution
et mise en forme normale des puissances d’un opérateur dans ce contexte ? De plus, comme
l’opérateur diagonal peut également se développer en termes d’opérateurs d’échelle, cela conduit
à une relation de commutation sous la forme d’une série inﬁnie qui n’entre pas dans le cadre
traditionnel des algèbres de polynômes gauche de Ore (qui généralisent l’algèbre de Weyl). Il
semble donc pertinent d’étendre ce dernier pour prendre en compte ce type de commutations,
et de vériﬁer si les algèbres que l’on obtient sont toujours des domaines de Ore (ou, au moins,
sous quelles conditions elles le sont).
Ce chapitre ne constitue pas, factuellement, le dernier du manuscrit puisqu’il est suivi du
chapitre 9 de conclusion et perspectives. Néanmoins, c’est bien, moralement, le dernier chapitre
de la partie mathématique du texte.
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Conclusion et perspectives
En second lieu, il n’y a point de particulier qui ait le
droit d’envahir, ou de diminuer en aucune manière les
biens civils d’un autre, sous prétexte que celui-ci est
d’une autre Église, ou d’une autre religion. [...] Si un
homme s’écarte du droit chemin, c’est un malheur pour
lui, et non un dommage pour vous ; et vous ne devez
pas le dépouiller des biens de cette vie, parce que vous
supposez qu’il sera misérable dans celle qui est à venir.
John Locke, Lettre sur la tolérance
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9.1 Conclusion
Le lecteur, qu’il soit algébriste, combinatoricien ou cryptologue, arrive au terme de son voyage
sur les bords de l’algèbre, de l’analyse et de la combinatoire des endomorphismes sur les espaces
de séries. Qu’il soit las ou non, nous ne lui oﬀrons qu’une courte conclusion, suivie d’une brève
suite d’éléments de communication concernant les futurs travaux envisagés, qu’ils soient ou non,
en rapport direct avec ceux présentés dans ce texte.
Les travaux collectés aﬁn de constituer le corps de ce manuscrit relèvent tous de l’algèbre et
de la combinatoire, avec une pincée d’analyse, et traitent principalement d’écritures sommatoires
inﬁnies que ce soit pour les fonctions (les séries) ou pour les endomorphismes. La notion de som-
mabilité repose pour l’essentiel sur la topologie. Certaines topologies sont considérées comme
algébriques, disons, pour faire simple, celles relatives à un corps (ou un anneau) de base discret,
et celles relevant de l’analyse (les topologies des espaces de fonctions réelles ou complexes, avec
les topologies usuelles de ces corps ; par exemple, la topologie d’espace de Fréchet).
Dans nos travaux, les deux types de topologies furent indispensables pour rendre valides
certaines convergences de séries (en précisant à chaque fois quelle topologie était nécessaire pour
calculer la somme de telle ou telle série ; pour rappel, l’analyse se localise sur la diagonale des
matrices inﬁnies !).
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Un autre ingrédient essentiel à ces travaux est celui de la dualité (algébrique ou topologique)
que nous avons employé de façon décisive à deux reprises (aux chapitres 5 et 8). Celle-ci est in-
trinsèque des séries et des polynômes (fonctions et fonctions à support ﬁni), et permet de déﬁnir
les opérateurs (continus) comme des matrices inﬁnies mais à lignes ﬁnies (si utiles pour certains
des résultats obtenus).
Nous espérons que le message que nous avions souhaité transmettre au lecteur fut reçu sans
modiﬁcation. L’aspect topologique (voire analytique) de travaux d’algèbre et de combinatoire ne
devrait pas être négligé, mais plutôt placé à la juste valeur qui est la sienne : essentielle parfois
et toujours à portée limitée.
La démarche que nous espérons avoir défendue est celle qui permet de résoudre un problème
de mathématiques par extraction de sa partie purement algébrique ou combinatoire de façon à
obtenir une solution « formelle », sans oublier la fraction, souvent localisée, d’analyse de laquelle
on tire un argument de convergence permettant de rabattre la solution formelle sur une vraie
solution du problème initial.
9.2 Perspectives
Chapitre 3 Autour des algèbres de Fréchet : sous-groupes à un paramètre. Le calcul
analytique (très) élémentaire, que nous avons introduit ici, et ses relations avec le spectre
des éléments d’une algèbre de Fréchet, demandent à être développés. Tout comme la fonc-
tion logarithme dont nous pourrions déterminer les prolongements analytiques en utilisant
la monodromie usuelle. Par manque de temps et d’espace, cela ne fut eﬀectué ni dans les
publications, ni dans le présent texte.
Chapitre 4 Algèbres de matrices infinies. On établit des isomorphismes algébriques entre
les algèbres de matrices inﬁnies et des structures combinatoires légèrement modiﬁées (calcul
ombral, et produit tensoriel complété de façon gauche... ou droite). Seulement, nous n’avons
pas poussé plus en avant leur étude, notamment l’interprétation de certains de nos résultats
en termes de calcul ombral (généralisé), ou encore l’utilisation de nos séries génératrices
incidentes de polynômes. Par ailleurs, il semble intéressant d’étudier en toute généralité
la notion d’opérateurs « triangulaires » sur un espace de Fréchet (probablement liée aux
espaces de Fréchet plats de Hamilton (1982)), et d’établir le fait qu’ils forment, ou non, une
algèbre de Fréchet. De plus, et toujours dans le cadre généralisé, nous pourrions observer
les opérateurs nilpotents et unipotents, ainsi que les structures de groupes de Lie-Fréchet
et celles liées aux travaux de Lazard, dans ce contexte. Enﬁn, il est possible d’envisager
une autre topologie pour l’ensemble des matrices inﬁnies diagonales sur R ou C, à savoir
la topologie de somme directe de l’ensemble des matrices à diagonale nulle avec le produit
des topologies discrètes sur le corps de base, et de l’ensemble des matrices diagonales avec
la topologie de Fréchet. Cependant dans ce cas le corps de base porte deux topologies, et
a priori on ne dispose plus d’un espace vectoriel topologique.
Chapitre 5 Sur le dual topologique de l’espace des séries formelles, et sur ses opéra-
teurs linéaires et continus. Le produit tensoriel complété (déﬁni au chapitre 4) permet
d’obtenir l’isomorphisme suivant (voir la remarque 5.18), qui est une généralisation du
résultat usuel en dimension ﬁnie,
(KX)′“⊗ℓKK(Y ) ∼=K-Vect HomK-VectTop(KY ,KX) .
Cet isomorphisme oﬀre la perspective de doter l’espace HomK-VectTop(K〈〈Y 〉〉,K〈〈X〉〉) des
applications linéaires et continues d’une structure d’algèbre obtenue en considérant le pro-
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duit tensoriel complété K〈X〉“⊗ℓKK〈Y 〉 où le facteur K〈X〉 a le produit de battage, alors que
K〈Y 〉 possède le produit de concaténation usuelle. En fait, il devrait être possible d’équiper
cette algèbre d’un coproduit et d’une coünité, qui en feraient une bigèbre, en considérant
la structure d’algèbre de Hopf usuelle de K〈Y 〉, et celle d’algèbre de Hopf de battage de
K〈X〉 (avec le produit de déconcaténation). Ce produit tensoriel complété peut également
être intéressant dans le cadre de l’étude du dual de Sweedler d’une algèbre (topologique).
Chapitre 6 Formule d’inversion de Möbius pour les monoïdes à zéro. Comme parfois,
après coup, on s’aperçoit que les théories développées n’ont pas exactement le niveau de
généralité souhaité. C’est exactement le cas ici. Les monoïdes à zéro sont assez similaires
aux (petites) catégories, excepté le fait qu’ils disposent d’une identité totale (et non de plu-
sieurs identités locales comme pour les catégories). Ce n’est pas surprenant dans la mesure
où un monoïde à zéro est un monoïde interne à la catégorie des ensembles et fonctions par-
tielles, alors qu’une petite catégorie (avec ensemble d’objets ﬁxé) est un monoïde interne à
la catégorie des (multi-)graphes orientés dont l’ensemble des sommets est précisément celui
des objets (catégorie monoïdale pour le produit ﬁbré des graphes, au-dessus de l’ensemble
commun des sommets, pour les applications de domaine et codomaine). Il semble donc
que les notions d’algèbres contractée et contractée large puissent être adaptées sans trop
de diﬃcultés aux cas des petites catégories, et notamment, les catégories dites de Möbius.
Un prolongement possible de ces travaux est donc d’eﬀectuer cette généralisation (et, en
particulier, de déﬁnir l’analogue des quotients de Rees pour les catégories).
Chapitre 7 Algèbre de Weyl et problème de l’ordre normal bosonique. La relation (le
théorème 7.17) entre la forme de l’opérateur d’évolution et les coeﬃcients dans la base de
l’ordre normal d’un opérateur homogène utilise une paire de séries, (g, s), l’une, g, inversible
pour la multiplication, et l’autre, s, inversible pour la substitution. Ces paires constituent
un groupe (produit semi-direct du groupe des séries inversibles pour la substitution par
celles multiplicativement inversibles), parfois appelé le groupe de Riordan, qui agit sur l’al-
gèbre des séries formelles comme suit : f 7→ g(f ◦s). Il est lié aux fameuses suites de Sheﬀer
associées à un opérateur delta (opérateur diﬀérentiel qui commute aux translations). Tout
laisse à penser que ce groupe n’est autre que le groupe de Lie de l’algèbre de Lie (en di-
mension inﬁnie) des champs aﬃnes q(x) ddx + v(x) où q(x) est une série d’ordre ≥ 2, et v(x)
une série d’ordre ≥ 1. Il semble donc pertinent de démontrer cela de façon rigoureuse. Par
ailleurs, aﬁn de déterminer l’exponentielle d’un opérateur « conjugué », nous avons utilisé
l’intégration d’un champ de vecteurs continu. Ceci nous a conduit à un sous-groupe (de
substitutions) local à un paramètre (il se trouve que ce dernier a également un sens formel,
ce dont nous avons tiré proﬁt). Un prolongement possible pour ces travaux serait l’étude
du groupe de Lie et de son algèbre (de fonctions continues ou analytiques) qui semblent
n’être qu’esquissés. Une piste possible est de considérer les champs de vecteurs continus
sur un intervalle ouvert ]a, b[ comme des dérivations du C∞(]a, b[)-bimodule C0([a, b[). On
peut donc les intégrer en utilisant le lemme 7.11. La diﬃculté consiste ensuite à donner un
sens à l’exponentielle d’un tel champ de vecteurs continus (puisque, a priori, l’ensemble
des dérivations de bimodule n’est pas une algèbre associative).
Chapitre 8 Décomposition d’endomorphismes par des opérateurs d’échelle généra-
lisés. Dans ce chapitre, nous avons brièvement évoqué l’opérateur diagonal Da,β,α associé
aux opérateurs d’échelle relatifs à la base a (et de suites de coeﬃcients β et α) déﬁni par
Da,β,αan =
®
(α0β1)a0 si n = 0 ,
(αnβn+1 − αn−1βn)an si n > 0 .
Ceci généralise la relation de commutation de l’algèbre de Weyl. Des questions naturelles
se posent alors : peut-on déﬁnir une notion d’ordre normal (liée à cette commutation), et
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donc de problème de l’ordre normal relatif ? Si oui, qu’en est-il du lien entre opérateurs
d’évolution et mise en forme normale des puissances d’un opérateur dans ce contexte ? De
plus, comme l’opérateur diagonal peut également se développer en termes d’opérateurs
d’échelle, cela conduit à une relation de commutation sous la forme d’une série inﬁnie qui
n’entre pas dans le cadre traditionnel des algèbres de polynômes gauche de Ore (qui géné-
ralisent l’algèbre de Weyl). Il semble donc pertinent d’étendre ce dernier pour prendre en
compte ce type de commutations, et de vériﬁer si les algèbres que l’on obtient sont toujours
des domaines de Ore (ou, au moins, sous quelles conditions elles le sont).
Autres travaux.
– Assez récemment, dans des travaux en cours (non encore publiés), la notion d’algèbre
contractée large a été généralisée au cas des (petites) catégories. Les fonctions sur le
groupe des éléments inversibles (au sens de la multiplication) de cette algèbre forment
une algèbre de Hopf ; il s’agit du dual ﬁni de l’algèbre du groupe (ce dernier étant un
groupe pro-aﬃne algébrique). Dans certains cas, il est possible de déﬁnir une notion de
substitution (généralisation de la substitution des séries formelles), et de construire le
produit semi-direct du groupe des séries multiplicativement inversibles par ce groupe
(cela généralise ce qui se passe dans le cas classique avec le groupe de Riordan). Cette
structure se reﬂète sous la forme d’une structure de coproduit « smash » sur les algèbres
de Hopf de fonctions représentatives.
– Une autre piste possible est également l’étude « combinatoire » d’objets algébriques in-
ternes à des catégories. Un tel exemple d’objets est mentionné dans la remarque 6.4 du
chapitre 6 où nous indiquons qu’un monoïde interne à la catégories des ensembles poin-
tés, avec le produit smash comme bifoncteur monoïdal, est un monoïde à zéro, alors que
ses objets algèbres de Hopf internes sont des groupes avec un zéro adjoint (ou le groupe
trivial). On peut aussi citer les algèbres de Banach (unitaires) qui sont des monoïdes
dans la catégorie des espaces de Banach avec le produit tensoriel projectif pour structure
monoïdale, les anneaux de Hopf qui sont des anneaux internes à la catégorie des cogèbres
cocommutatives (ou encore des monoïdes internes à la catégorie des algèbres de Hopf
commutatives et cocommutatives), les espaces annelés qui sont des anneaux dans la ca-
tégorie des faisceaux sur un espace topologique, ou encore les schémas en groupe qui sont
des groupes internes à une catégorie de schémas. Une fois la structure algébrique interne
à une catégorie identiﬁée, l’idée est d’étudier comment des notions usuelles, c’est-à-dire
celles relatives à la catégorie des ensembles, peuvent être « relevées » à celles de ces
structures internes. En guise d’exemple, on peut montrer que le mécanisme d’adjonc-
tion d’une unité à un semi-groupe interne (pour en donner un monoïde interne) est,
modulo une notion de distributivité du bifoncteur tensoriel sur le coproduit catégorique,
presque identique aux constructions usuelles (semi-groupes et monoïdes, anneaux non
unitaires et anneaux, algèbres de Banach non unitaires et algèbres de Banach, cogèbres
non coünitaires et cogèbres).
– Une étude du groupe de Thompson d’homéomorphismes de l’intervalle unité a été dé-
butée. Ce groupe est important car il correspond au groupe de géométrie de la relation
d’associativité. L’objectif est ici de construire une représentation de ce groupe (en tant
que groupe discret), et d’en déduire une algèbre de fonctions représentatives, aﬁn de
mieux appréhender la notion d’associativité à équivalence naturelle près des catégories
monoïdales (cohérentes). Aﬁn de construire cette représentation linéaire, on peut com-
mencer par étendre l’action partielle du groupe de Thompson sur les arbres binaires par
associativité en une action de groupe totalement déﬁnie, puis de la linéariser en une
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représentation (comme solution du problème universel induit par l’existence de l’adjoint
à gauche du foncteur d’oubli de la catégorie des R[G]-modules, où l’anneau R et le
groupe G sont ﬁxés, dans celle des G-ensembles et applications équivariantes à l’action
par permutations de G).
– Il est également envisagé d’étendre les résultats du chapitre 8 au cas des opérateurs bor-
nés sur un espace de Hilbert, voire sur un espace de Banach avec une base de Schauder.
Évidemment, dans ce cas, la convergence au sens L2 doit être obtenue.
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Supp(f), 16
X, 92
a, 91
a†, 91
| w |x, 94
µ(M), 84
µ0(M), 84
ν(f), 65
νk(x), 32
ωM (x), 81
ωe, 113
φM , 46
φM,α, 47
φ†, 115
φM,α,β, 45
π, 92
πe, 16
ψM , 46
ρBF , 92
X, 84
X0, 84
0̂, 107“V , 68“Ve, 113
ζ, 84
ζ0, 84
c′y, 48
cy, 48
ei,j , 92
f∗, 81
f ′(z0), 27
pℓ, 64
pφ,y, 66
s (section de π), 93
st, 98
f|Y , 14
†φ, 115
Adjoint (zéro), 75
Adjonction (d’un zéro), 75
Algèbre contractée d’un monoïde à zéro, 77
Algèbre contractée large (d’un monoïde à zéro),
80
Algèbre de Weyl, 91
Algèbre des matrices à lignes ﬁnies, 45
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Algèbre topologique, 18
Anneau topologique, 18
Application de dualité, 61
Application linéaire associée à une matrice (à
lignes ﬁnies), 45
Arc paramétré, 28
Bargmann-Fock (représentation de), 92
Chemin, 28
Colonnes ﬁnies (matrice à), 44
Complétion, 68
Complétion formelle, 113
Condition (D), 79
Convergence simple (topologie de la), 17
Corps topologique, 18
Couplage (ou accouplement) de dualité, 61
Croissante (famille de semi-normes), 25
Dérivée (d’un chemin), 27
Décomposition ﬁnie (monoïde à zéro à), 79
Décomposition ﬁnie (semi-groupe ou monoïde
à), 79
Degré, 20
Degré (par rapport à une base), 107
Dérivable (chemin), 27
Dual algébrique, 61
Dual topologique, 61
Espace de Fréchet, 25
Espace vectoriel topologique, 18
Étoile (opération), 81
Excès, 92
Exponentielle (dans une algèbre de Fréchet), 31
Famille sommable, 18
Finie en colonne (matrice), 44
Finie en ligne (matrice), 44
Fonction caractéristique, 16
Fonction d’ordre, 81
Forme bilinéaire canonique, 61
Générateur inﬁnitésimal, 38
Gradué (espace vectoriel), 113
Gradué (opérateur), 92
Groupe topologique, 18
Homogène (opérateur), 93
Idéal d’augmentation, 81
Lignes ﬁnies (matrice à), 44
Linéaire (topologie), 62
Linéairement compact, 62
Localement ﬁni (monoïde à zéro), 81
Localement ﬁni (monoïde), 81
Logarithme (dans une algèbre de Fréchet), 32
Matrice de Stirling, 94
Module topologique, 18
Monoïde topologique, 18
Monoïde à zéro, 75
Mot bosonique, 91
Mot standard, 74
Multi-homogène (congruence ou monoïde), 85
Nilpotente (matrice), 51
Nombres de Stirling généralisés, 93
Non dégénérescence, 62
Noyau (d’une semi-norme), 24
Opérateur d’annihilation, 91
Opérateur d’échelle, 108
Opérateur de création, 91
Opérateur descendant, 108
Opérateur descendant relativement à b avec
suite de coeﬃcients β, 111
Opérateur diagonal, 112
Opérateur montant, 108
Opérateur montant relativement à a avec suite
de coeﬃcients α, 111
Ordre normal (base de l’), 92
Propre (idéal), 76
Puissance fractionnaire, 100
Quotient de Rees, 76
Rayon de convergence (d’une série entière), 30
Semi-norme, 24
Séparante (famille de semi-normes), 25
Série caractéristique, 84
Série de Hilbert, 86
Série de Möbius, 84
Série incidente de polynômes, 53
Série propre, 81
Somme (d’une famille sommable), 18
Sous-groupe à un paramètre, 37
Sous-multiplicative (semi-norme), 26
Suite de dénominateurs, 43
Suite incidente de polynômes, 53
Support (d’un arc paramétré), 28
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Transposée (d’une matrice inﬁnie), 44
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Résumé. Le dual topologique de l’espace des séries en un nombre quelconque, éventuellement
inﬁni, de variables non commutatives avec un corps topologique séparé de coeﬃcients, pour
la topologie produit, n’est autre que l’espace des polynômes. Il en résulte de façon immédiate
que les endomorphismes continus sur les séries sont exactement les matrices inﬁnies mais ﬁnies
en ligne. Les matrices triangulaires inﬁnies, puisque formant une algèbre de Fréchet, disposent
quant à elles d’un calcul intégral et diﬀérentiel, que nous développons dans un cadre assez gé-
néral, et qui permet d’établir une correspondance exponentielle-logarithme de type Lie. Nous
déployons ces outils sur l’algèbre de Weyl (à deux générateurs) réalisée ﬁdèlement comme une
algèbre d’opérateurs agissant continûment sur l’espace des séries formelles (en une variable).
Puis nous démontrons que chaque endomorphisme d’un espace vectoriel de dimension inﬁnie
dénombrable peut s’obtenir explicitement sous la forme de la somme d’une famille sommable en
des opérateurs plus élémentaires, les opérateurs d’échelle (généralisation de l’algèbre de Weyl),
précisant de la sorte le théorème de densité de Jacobson. Par dualité (topologique) un résul-
tat similaire concernant les opérateurs continus sur un espace de combinaisons linéaires inﬁnies
tombent presque gratuitement. Par ailleurs nous développons la notion d’algèbre (contractée)
large d’un monoïde à zéro (obtenue par complétion de l’algèbre contractée) qui nous permet de
calculer de nouvelles formules d’inversion de Möbius ainsi que des séries de Hilbert.
Mots-clefs. Algèbre de Fréchet, matrice inﬁnie, dual topologique, topologie initiale, sommabi-
lité, algèbre de Weyl, monoïde à zéro, algèbre contractée, opérateur d’échelle.
Abstract. The topological dual of the space of formal series with any number, even inﬁnite,
of noncommutative variables over an Hausdorﬀ topological ﬁeld, under the product topology, is
the space of polynomials. It implies that continuous endomorphisms on series are exactly the
inﬁnite but row-ﬁnite matrices. Because their totality is a Fréchet algebra, a basic integral and
diﬀerential calculus can be deﬁned for intinite triangular matrices ; such a calculus is futhermore
developped in a general way and leads to an exponential-logarithm Lie-like correspondence.
These analytic tools are then successfully applied on the ﬁrst Weyl algebra faithfully represen-
ted as an algebra of continuous operators on the space of formal power series (in one variable).
Afterwards we prove that every endomorphism of an inﬁnite (countable) dimensional vector
space may be explicitly obtained as the sum of a summable family of elementary operators,
called ladder operators (generalizing the Weyl algebra) in a way similar to Jacobson’s density
theorem. By (topological) duality we obtain the same result for continuous operators on a space
of inﬁnite linear combinations. Besides we introduce the total (contracted) algebra of a monoid
with a zero (as a completion of the usual contracted algebra) which is used to compute new
Mœbius inversion formulæ along with some Hilbert series.
Keywords. Fréchet algebra, inﬁnite matrix, topological dual, initial topology, summability,
Weyl algebra, monoid with a zero, contracted algebra, ladder operator.
