Estimation of crack length and depth is of considerable interest to the eddy current testing community, due to their importance in determining the relative severity of the flaw.
A paper presented at the INTERMAG-MMM conference in July, 1988 proposes an automated method for estimation using eddy current image data where the material being tested is magnetic [1] . These estimates are within two to one of the correct results over a wide range of EDM slot sizes and aspect ratios, provided the slot length is at least half the mean coil radius.
A second motivation for the present work is to provide a benchmark against which other techniques, or variations such as lower sampling density or different flying heights (fixed lift-off), may be measured. Since there is no obvious reason why the same methodology should not work for non-magnetic material tests, seven different sets of data on the twelve EDM slots in a calibration block were run thru a similar algorithm.
A brief description of the algorithm will be given, then the data sets will be described, and the results (including some processing variations) discussed.
IMAGE PROCESSING
Very low spatial frequencies are removed from the raw data image, shown in the upper left of Figure 1 ., by least squares fitting a third order surface to the outer pixels, and then subtracting it.
The 8 pixel wide frame mask of the upper right in Figure 1 . defines which pixels to use (the white region); the resultant surface is shown in the lower right.
Subtraction of this fitted surface yields the background flattened image in the lower left, also setting the background mean value to zero. This processing is similar to using a high pass filter with very low cutoff frequency . The frame mask also defines a region from which to gather background statistics.
The standard deviation, for example, provides an estimate of the noise in the background of the image.
The flattened image,see Figure 2 . upper left, is then thresholded at 2.5 times the standard deviation found in the frame; this yields the positive signal mask at upper right in Figure 2 .
A negative signal mask shown in the lower left is similarly found; each of these masks is used to gather statistics.
These statistics include the mean voltage in the masked region and the number of mask pixels; the product of these two is the Integrated Signal (IS) in volt-pixels. The IS found in each row of the thresholded image is also recorded, and a plot of this is shown superimposed on each of the signal masks. The negative signal mask is then subtracted from the positive to create a ternary mask image used for display purposes only, as shown in the lower right of Figure 2 . The thresholding and signal mask making operation, repeated three more times (for 5, 10, and 20 times the standard deviation) for each axis is shown in Figure 3 ., the operators display for the four smallest EDM slots in the set.
In each of these the left two columns contain in-phase images, while the right columns are quadrature images.
The top row has raw data images, the frame mask, and EDM slot size annotation; the second row has the flattened images, and a histogram of the frame pixels on a baseline equal to the peak to peak voltage in the image.
The third row contains ternary signal masks made at the least threshold (left) and the next larger (right), while the last row has those next larger and the largest threshold (right) . The frame mask was also used to gather statistics from the image thresholded at 2.5 times the standard deviation, for purposes of estimating the IS noise in the thresholded image.
TEST DATA SETS
All data was taken on the same calibration block, whose nominal EDM slot dimensions are shown in Table I . All slots are 3 mils, or slightly less, wide;
this is just small enough so that signals should be very close to those of tight cracks of the same length and width. At the 2 MHz frequency used, skin depth in the block is about 16 mils.
The transducer is a split core differential probe, with an effective coil mean radius of about 34 mils. All data sets have square pixels, 4 mils on each edge.
They were taken at various gain settings, but are so normalized that all are referred to unity gain; they are effectively the input • signals to the bridge detector.
The high pass filter was set to 0 Hz. (DC) in all cases. The various data sets are represented on the graphs as OS, RO, NS, S1, 03, L5, and F9; the distinctions between them are:
1. OS and RO were taken in March-May 1986, using a stepping motor scanner with pillow blocks for bearings, and a Nortec 25L eddycurrent instrument, with six feet of cable between probe and bridge.
The probe was in contact with the sample, and pressed lightly against it by a spring; the probe was stopped to take data for each pixel. These two data sets do not include the largest two EDM slots; there are only ten images per set.
The lift-off signal was aligned with the negative real axis. 2. NS, S1, 03, L5, and F9 were taken on granite block mounted precision slides using servo motors and eddycurrent electronics which did not include lift-off axis rotation capability. The probe (with about six inches of cable to the bridge) was flown above the sample about 1.25+/-0.25 mils.
These sets were taken four adjacent slots at a time, and later cut into 64 x 64 segments for processing.
3. OS, NS, S1, 03, L5, and F9 --the split in the split core differential probe is approximately aligned with the length axis of the slot; the low pass filter was set at 100 Hz. for OS.
4. RO the split rotated approximately 90 degrees; 100 Hz. LPF. 5. NS --low pass filter, 100 Hz; velocity 2 ips. 6. S1 --low pass filter, 100 Hz; velocity 2 ips; following NS run, sample dismounted and remounted, flying height reset, and data taken on different day.
7. 03 low pass filter, 100Hz; velocity 1 ips. 8. L5
low pass filter, 30 Hz; velocity 1 ips. 9. F9 low pass filter, 100 Hz; velocity 4 ips. where AREA is in square mils if IS is in milli-Volt-pixels. Note that different pixel sizes may be handled by expressing rs in, say, mV-square-inches; this requires only multiplication by a constant, in this case 0.000016, and was not done. The expected accuracy of the area estimates may be assessed by dividing the true area into the estimate; Figure 5 . shows this for all seven data sets (but note that the OS and RO sets have no data for the largest two slots). The lines at 2.0 and 0.5 are only for ease of vi~ual evaluation. To assess robustness of this area estimating technique, all data sets were treated using the constants in the equation above, and Figure 6 . shows the result. The most likely major cause for the significant difference between the OS-RO sets and all the others is the flying height difference.
To estimate slot length, the the row by row IS vector (shown overplotted on the masks in Figure 2. ) is thresholded at 15% of it's peak ~o determine the width at this point. The four pulse widths for each slot (positive and negative for in-phase and quadrature) are averaged, and a linear regression line found for the data set as in Figure 4 . The expected accuracy of resulting estimates is indicated in Figure 7 ., where the data sets at 10, 20, 30, and 50 mils are slightly displaced (deeper to the right, shallower to the left) for ease of identification. Estimated --.----r--r....--.-TTTr-----.----.--.-T'"M......-r---.--r..,.....--r"'l"' Slot Area (sq. mils)
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Figure 6. All seven data sets using a single arbitrary calibration equation.
lengths for the NS point at 20 by 5 and the F9 point at 10 by 5 are negative, and so not included.
Note that estimates at 30 mils length and above are much better than those at 20 mils and below. Alternate length estimates may be used; for example, if the regression is logarithmic all length estimates are positive, but there is little net gain.
A third way to estimate length and depth uses only the area estimate and assumes that all slots (cracks) are half-penny shaped; length is the diameter implied by twice the estimated area, and depth is half this. This is intuitively satisfying for slots small compared to probe diameter, since the convolution of probe and slot becomes less definitive as slot size decreases. Accordingly, Figures 8. and 9 . use the linear fit of Figure  7 ., and replace it with a half-penny estimate if the linear fit estimate is less than 25 mils (about 37% of probe diameter); depths are area divided by length if the half-penny model is not used. Points plotted in Figure 9 . are slightly displaced at 5, 10, and 20 mils depth; shorter to the left and longer to the right.
NOISE
Data were taken so that the IS in the frame area with a threshold of 2.5 times standard deviation is determined; this is referred to the whole image (multiplied by 4096/1792) to determine the expected IS caused by noise. The mean expected noise in the OS, RO sets is about 2 mv-pixels (and the maximum point is about 6) . The NS, 51, and F9 set means cluster at about 0.7 mv-pixels, and those of 03 and LS at 0.37. The maximum for the 60 points of these last 5 sets is below 2, and only 6 points are above 1; five of these are below 1.5. The scatter for all sets except F9 is 16 to 20 db (6 to 10 times); the F9 set has less than 6 db (2 to 1) scatter. 
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Slot Length (mils) Figure 7 . Accuracy of length estimates; same method as area estimates, but calibration to a linear equation. The two missing points (at 10 and 20 mils) actually gave negative estimates.
DISCUSSION AND CONCLUSIONS
Integrated Signal is quite robust as an estimator for crack (slot) area; in Figure 5 . the IS from the 1.25 mil flying height data sets are nearly indistinguishable, but actual thresholds may vary by 6 to 1 or more. The reason is observable in Figure 3 . where mask sizes decrease less rapidly than the threshold increases until signal maximun is approached closely.
Note in Figure 5 . that the 7 data sets are quite consistent in l o cating the same points above and below the unity line; this implies physic s rather than noise dominates this location. At 100 square mils, t he 10 x 10 slot is below, and the 20 x 5 above. Similarly, the 20 x 20 usually plots below the 30 x 15, which is usually below the 50 x 10; these five points indicate that length is somewhat more important than depth in determining integrated signal. Nevertheless, all these points are all between 71% and 125%; area estimation based solely on integrated signal works surprisingly well. Also note that the 40 x 20, 50 x 25, and 60 x 30 slots tend to indicate a possible droop; this probably comes from the increase in the ratio of slot depth to either skin depth or coil radius.
The standard deviation multiplier which determines threshold was set inside the edge of noise, at 2.5, since small crack detection is desired. If the background noise is Gaussian, then the probability of equaling or exceeding this is 0.0124, and about 51 noise pixels should occur in each image; the mean of these estimates from 80 image pairs is 57., and standard deviation is about 40% of the mean. Further, the 6 mv-pixel maximum of the IS noise estimates less than 28 sq-mils of crack area, while 2 and 1 mv-pixels indicate only 9 and 4.5 sq-mils respectively. Thus, RO and OS should provide reliable detection down to perhaps 35 sq-mil cracks, and the others down to 25 or possibly 15 sq-mils. In the smaller sizes the estimated size will be less accurate, but errors due to noise will increase the estimate and are thus conservative. The IS (Integrated Signal) concept provides a fully automatable method for estimating crack size from eddy current image data, requiring only simple image processing steps. The most complex step is determination of the least squares fit to a third order surface using the frame pixels, which runs in the order of a second in modern computers. It is the simplicity and speed of the process that recommend it, instead of it's rather modest precision.
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