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Linear Discriminant Analysis Using a Generalized Mean of Class
Covariances and Its Application to Speech Recognition
Makoto SAKAI,a), Norihide KITAOKAb), Members, and Seiichi NAKAGAWAc), Fellow SUMMARY To precisely model the time dependency of features is one of the important issues for speech recognition. Segmental unit input HMM with a dimensionality reduction method has been widely used to address this issue. Linear discriminant analysis (LDA) and heteroscedastic extensions, e.g., heteroscedastic linear discriminant analysis (HLDA) or heteroscedastic discriminant analysis (HDA), are popular approaches to reduce dimensionality. However, it is difficult to find one particular criterion suitable for any kind of data set in carrying out dimensionality reduction while preserving discriminative information. In this paper, we propose a new framework which we call power linear discriminant analysis (PLDA). PLDA can be used to describe various criteria including LDA, HLDA, and HDA with one control parameter. In addition, we provide an efficient selection method using a control parameter without training HMMs nor testing recognition performance on a development data set. Experimental results show that the PLDA is more effective than conventional methods for various data sets. key words: speech recognition, feature extraction, multidimensional signal processing
Introduction
Although Hidden Markov Models (HMMs) have been widely used to model speech signals for speech recognition, they cannot precisely model the time dependency of feature parameters. In order to overcome this limitation, many extensions have been proposed [1]- [5] . Segmental unit input HMM [1] has been widely used for its effectiveness and tractability. In segmental unit input HMM, the immediate use of several successive frames as an input vector inevitably increases the number of parameters. Therefore, a dimensionality reduction method is applied to feature vectors. Linear discriminant analysis (LDA) [6] , [7] is widely used to reduce dimensionality and a powerful tool to preserve discriminative information. LDA assumes each class has the same class covariance [8] . However, this assumption does not necessarily hold for a real data set. In order to overcome this limitation, several methods have been proposed. Heteroscedastic linear discriminant analysis (HLDA) could where
Kumar et al.
[9] incorporated the maximum likelihood estimation of parameters for differently distributed Gaussians. An HLDA objective function is derived as follows:
Nk denotes the number of features of class k. The solution to maximize Eq. (10) is not analytically obtained. Therefore, its maximization is performed using a numerical optimization technique. Alternatively, a computationally efficient scheme is given in [13] . BTƒ°tB=BTƒ°bB+BTƒ°wB (13) where ƒÊ=BTƒÊ.
The determinant of this is Inserting this in (10) and removing a constant term yields
From (12) and (17), the difference between HLDA and HDA lies in their numerators, i.e., the total covariance matrix versus the between-class covariance matrix. This difference is the same as the difference between the two LDAs shown in (6) and (7). Thus, (12) and (17) class and class k covariance matrices in the projected pdimensional space, respectively. Both numerators denote determinants of the betweenclass covariance matrix. In Eq. (18), the denominator can be viewed as a determinant of the weighted arithmetic mean of the class covariance matrices. Similarly, in Eq. (19), the denominator can be viewed as a determinant of the weighted geometric mean of the class covariance matrices. Thus, the difference between LDA and HDA is the definitions of the mean of the class covariance matrices. Moreover, to replace their numerators with the determinants of the total covariance matrices, the difference between LDA and HLDA is the same as the difference between LDA and HDA.
Power Linear Discriminant Analysis
As described above, Eqs. (18) and (19) give us a new integrated interpretation of LDA and HDA. As an extension of this interpretation, their denominators can be replaced by a determinant of the weighted harmonic mean, or a determinant of the root mean square.
In •E m=2 (root mean square)
•E m=1 (arithmetic mean)
•Em•¨0 (geometric mean)
•E m=-1 (harmonic 
where
and diag is an operator which sets zero for off-diagonal elements. In Eq. (28), the control parameter m can be any real number, unlike in Eq. (27). When m is equal to zero, the PLDA objective function corresponds to the diagonal HDA (DHDA) objective function introduced in [10].
Selection of an Optimal Control Parameter
As shown in the previous section, PLDA can describe various criteria by varying its control parameter m. we assumed that projected covariance matrices were diagonal and used the limited-memory BFGS algorithm as a numerical optimization technique [18] . The LDA projection matrix was used as the initial gradient matrix. To assign one of the classes to every feature after dimensionality reduction, HMM state labels were generated for the training data by a state-level forced alignment algorithm using a welltrained HMM system. The class number was 43 corresponding to the number of the monophones. Tables 1 and 2 show the word error rates and class reparability errors according to Eqs. (37)- (39) for each dimensionality reduction criterion. The evaluation sets used in Tables 1  and 2 were recorded with CT and HF microphones, respectively. For the evaluation data recorded with a CT microphone, Table 1 shows that PLDA with m=-0.5 yields the Table 1 Word error rates (%) and class separability errors according to Eqs. (37)- (39) for the evaluation set with a CT microphone. The best results are highlighted in bold. Table 2 Word error rates (%) and class separability errors according to Eqs. (37)- (39) for the evaluation set with an HF microphone. lowest WER. For the evaluation data recorded with a HF microphone, the lowest WER is obtained by PLDA with a different control parameter (m=-1.5) in Table 2 . In both cases with CT and HF microphones, PLDA with the optimal control parameters consistently outperformed the other criteria. Two data sets recorded with different microphones had different optimal control parameters. The analysis on the training data revealed that the voiced sounds had larger variances while the unvoiced sounds had smaller ones. As described in Sect. 3.3, PLDA with a smaller control parameter gives greater importance to the discrimination of classes with smaller variances. Thus, PLDA with a smaller control parameter has better ability to discriminate unvoiced sounds. In general, under noisy environment as with an HF microphone, discrimination of unvoiced sounds becomes difficult. Therefore, the optimal control parameter m for an HF microphone is smaller than with a CT microphone.
Experimental Results
In comparing dimensionality reduction criteria without training HMMs nor testing recognition performance on a development set, we used s=1/2 for the Chernoff bound computation because there was no a priori information about weights of two class distributions. In the case of s=1/2, Eq. (33) is called the Bhattacharyya bound. Two covariance matrices in Eq. (35) were treated as diagonal because diagonal Gaussians were used to model HMMs. The parameter selection was performed as follows: To select the optimal control parameter for the data set recorded with a CT microphone, all the training data with a CT microphone were labeled with monophones using a forced alignment recognizer. Then, each monophone was modeled as a unimodal normal distribution, and the mean vector and covariance matrix of each class were calculated. Chernoff bounds were obtained using these mean vectors and covariance matrices. The optimal control parameter for the data set with an HF microphone was obtained using all of the training data with an HF microphone through the same process as a CT microphone. Both Tables 1 and 2 show that the results of the proposed method and relative recognition performance agree well. There was little difference in the parameter selection performances among Eqs. (37)-(39) in parameter selection accuracy. The proposed selection method yielded sub-optimal performance without training HMMs nor testing recognition performance on a development set, although it neglected time information of speech feature sequences to measure a class separability error and modeled a class distribution as a unimodal normal distribution. In addition, the optimal control parameter value can vary with different speech features, a different language, or a different noise environment. The proposed selection method can adapt to such variations.
Discriminative Training Results
PLDA can combine a discriminative training technique of HMMs, such as maximum mutual information (MMI) and minimum phone error (MPE) [21]- [23] . We also conducted the same experiments using MMI and MPE by HTK and Table 3 Word error rates (%) using a maximum likelihood training and three discriminative trainings for the evaluation set with a CT microphone. Table 4 Word error rates (%) using a maximum likelihood training and three discriminative trainings for the evaluation set with an HF microphone. Table 5 Computational costs with the conventional and proposed method.
compared a maximum likelihood (ML) training, MMI, approximate MPE and exact MPE. The approximate MPE assigns approximate correctness to phones while the exact MPE assigns exact correctness to phones. The former is faster in computation for assigning correctness, and the latter is more precise in correctness. The results are shown in Tables 3 and 4 . By combining PLDA and the discriminative training techniques, we obtained better performance than the PLDA with a maximum likelihood criterion training. There appears to be no consistent difference between approximate and exact MPE as reported in a discriminative training study [23] .
Computational Costs
The computational costs for the evaluation of recognition performance versus the proposed selection method are shown in Table 5 . Here, the computational cost involves the optimization procedure of the control parameter. In this experiment, we evaluate the computational costs on the evaluation data set with a Pentium IV 2.8GHz computer. For every dimensionality reduction criterion, the evaluation of recognition performance required 15 hours for training of HMMs and 5 hours for test on a development set. In total, 220 hours were required for comparing 11 dimensionality reduction criteria (PLDAs using 11 different control parameters 
