This paper evaluates the out-of-sample forecasting accuracy of eleven models for weekly and monthly volatility in fourteen stock markets. Volatility is defined as within-week (within-month) standard deviation of continuously compounded daily returns on the stock market index of each country for the ten-year period 1988 to 1997. The first half of the sample is retained for the estimation of parameters while the second half is for the forecast period. The following models are employed: a random walk model, a historical mean model, moving average models, weighted moving average models, exponentially weighted moving average models, an exponential smoothing model, a regression model, an ARCH model, a GARCH model, a GJR-GARCH model, and an EGARCH model. We first use the standard (symmetric) loss functions to evaluate the performance of the competing models: the mean error, the mean absolute error, the root mean squared error, and the mean absolute percentage error. According to all of these standard loss functions, the exponential smoothing model provides superior forecasts of volatility. On the other hand, ARCH-based models generally prove to be the worst forecasting models. We also employ the asymmetric loss functions to penalize under/over-prediction. When under-predictions are penalized more heavily ARCH-type models provide the best forecasts while the random walk is worst. However, when over-predictions of volatility are penalized more heavily the exponential smoothing model performs best while the ARCH-type models are now universally found to be inferior forecasters.
INTRODUCTION
Forecasting return volatility is of great importance to many financial decisions including portfolio selection and option pricing. Various methods by which such forecasts can be achieved have been developed in the literature and applied in practice. Such techniques range from the extremely simplistic models that use naïve (random walk) assumptions through to the relatively complex conditional heteroskedastic models of the GARCH family. Without question GARCH models have secured a vast following in the academic literature -indeed, their general use has become so widespread that there now exists several survey papers which document the properties and empirical applications of the ARCH class of models (see for example, Bollerslev, Chou and Kroner (1992) , Bera and Higgins (1993) , and Bollerslev, Engle and Nelson (1994) ). 1 However, despite the appeal of complexity and despite their popularity, it is by no means agreed that complex models such as GARCH provide superior forecasts of return volatility. Dimson and Marsh (1990) is a notable example in which simple models have prevailed -although it should be pointed out that ARCH models were not included in their analysis. Specifically, Dimson and Marsh apply five different types of forecasting model to a set of UK equity data, namely, (a) a random walk model; (b) a long-term mean model; (c) a moving average model; (d) an exponential smoothing model; and (e) regression models. They recommend the final two of these models and, in so doing, sound an early warning in this literature that the best forecasting models may well be the simple ones.
1 As these survey articles show, the ARCH family of models has been extended well beyond the simple specification of the initial ARCH model of Engle (1982) and GARCH model of Bollerslev (1986) . These additions to the family have attempted to refine both the mean and variance equations to better capture the stylized features of high frequency data.
Other papers in this literature however spell out a mixed set of findings on this issue.
For example, Akgiray (1989) found in favour of a GARCH (1,1) model (over more traditional counterparts) when applied to monthly US data. Brailsford and Faff (1996) investigate the out-of-sample predictive ability of several models of monthly stock market volatility in Australia. In the measurement of the performance of the models, in addition to symmetric loss functions, they use asymmetric loss functions to penalize under/over-prediction. They conclude that the ARCH class of models and a simple regression model provide superior forecast of the volatility. However, the various model rankings are shown to be sensitive to the error statistics used to assess the accuracy of the forecasts.
In contrast, Tse (1991) and Tse and Tung (1992) investigated Japanese and Singaporean data and found that an exponentially weighted moving average (EWMA) model produced better volatility forecasts than ARCH models. Evidence with respect to foreign exchange markets includes West and Cho (1995) , Andersen and Bollerslev (1998) , Brooks and Burke (1998) , Andersen, Bollerslev and Lange (1999) and Balaban (1999) -for example, West and Cho (1995) can not show superiority of any forecasting models.
In the finance literature, generally the existing evidence concerning the relative quality of volatility forecasts is related to an individual country's stock market: the USA (Akgiray, 1989) , the UK (Dimson and Marsh, 1990 and McMillan, Speight and Gwilym, 2000) , Japan (Tse, 1991) , Singapore ( Tse and Tung, 1992) , Australia (Brailsford and Faff, 1996) , Switzerland (Adjaoute, Bruand and Gibson-Asner, 1998) , the Netherlands, Germany, Spain and Italy (Franses and Ghijsels, 1999) , Turkey (Balaban, 1998) . Furthermore, the range of forecasting models is often restricted to a narrow set of the most popular models that have been explored in the literature.
2 Moreover, most of the previous researches focus on the forecasting over a single horizon -commonly monthly stock market volatility.
2 For example, Franses and Ghijsels (1999) limit their focus to a narrow set of GARCH models.
The current paper seeks to extend and supplement this existing evidence by, in a single unifying framework, analyzing a wide range of volatility forecasting approaches across fourteen countries. Specifically, in the context of volatility forecasting we consider more countries than ever before evaluated in a single paper -namely, fourteen countries comprising Belgium; Canada; Denmark; Finland; Germany; Hong Kong; Italy; Japan; Netherlands;
Philippines; Singapore; Thailand; the UK and the US. Moreover, a considerable range of forecasting models are used -a random walk model, a historical mean model, moving average models, weighted moving average models, exponentially weighted moving average models, an exponential smoothing model, a regression model, an ARCH model, a GARCH model, a GJR-GARCH model, and an EGARCH model. Furthermore, we provide analysis that involves both weekly and monthly volatility forecasts, thus allowing a comparison of the forecasting interval to be made. Also, following Brailsford and Faff (1996) , we compare the forecasting techniques based on both symmetric (mean error, the mean absolute error, the root mean squared error and the mean absolute percentage error) and asymmetric error statistics.
The main results of our study can be summarized as follows. First, based on the conventional symmetric loss functions, we find that the exponential smoothing model provides superior forecasts of volatility. Second, the ARCH-based models generally prove to be the worst forecasting models in the context of these symmetric measures. Third, when under-predictions are penalized more heavily ARCH-type models provide the best forecasts while the random walk is worst. Finally, when over-predictions of volatility are penalized more heavily the exponential smoothing model performs best while the ARCH-type models are now universally found to be inferior forecasters.
The remainder of this paper is organized as follows: in the second section, the data and methodology are described, in the third section the empirical results are presented, and finally in the fourth section the paper is concluded.
EMPIRICAL METHODOLOGY

Data and Sample Description
We employ daily observations of stock market indices of fourteen countries covering the 
where I w,t and R w,t denote the value of stock market index and continuously compounded return on trading day t in week w, respectively. We define weekly realised volatility as the within-week standard deviation of continuously compounded weekly returns as follows:
3 The discussion in the text outlines the case for weekly forecasts only. The monthly forecasting follows a similar process, but details are suppressed to conserve space.
Mean daily index return and within-week standard deviation of daily returns in week w are respectively shown by µ w and σ a,w . The number of trading days in a week is given by n.
In the data set for each country, there are 522 weekly volatility observations. Of these, the first 261 of the observations (from December 1987 to November 1992) are used for estimation, while the second 261 observations (from December 1992 to December 1997) are used for forecasting purposes. In the Table 1 summary statistics for within-week standard deviations of returns in the full sample period, the estimation period and in the forecast period are presented. The table shows that in only four countries -namely, Canada, Finland, Hong Kong and Italy, standard deviations in the forecast period are higher than in the estimation period. Thus in the majority of our sample countries, standard deviations decline from the first to the second subperiod. 
Forecasting Techniques
The following models are employed as forecast competitors.
a) Random walk model
This model says that the best forecast of this week's volatility is the last week's realised volatility viz.:
where w = 262, ..., 522.
b) Historical mean model
According to this model, the best forecast for this week's volatility is an average of all available past observations of weekly volatility.
c) Moving average (MA-α ) model
This model says that the best forecast of this week's volatility is an equally weighted average of realized volatilities in the last α weeks.
where w = 262, ..., 522, and α = 4, 6, 12, 24, 36, 52. The (arbitrarily) chosen values of α represent different horizons from the very short, (α = 4), to the long term, (α = 52).
d) Weighted moving average (WMA-α ) model
In the WMA-α model, the weight of each observation is not equal in contrast to the MA-α model (Liljeblom and Stenius (1997) ). Specifically, in our analysis the weight of each observation, λ i , is chosen to decline by 10%, giving the highest (lowest) weight to the newest (oldest) information.
where w = 262, ..., 522, and α = 4, 6, 12, 24, 36, 52.
e) Exponential smoothing (ES) model
In the ES model, the forecast of volatility is a function of the immediate past forecast and the immediate past observed volatility (Dimson and Marsh (1990) ; Brailsford and Faff (1996) ).
The smoothing parameter (θ) is restricted to lie between zero and one. Following the previous researchers, we determine the optimal value of θ empirically using mean absolute error, root mean squared error, and mean absolute percentage error statistics separately. To this end, we start with an initial value of θ, zero in our case, and increment by 0.01 each time until we obtain unity. We select the optimal value of θ that produces the lowest error according to each error statistic (Brailsford and Faff (1996) ).
6 volatility over a period in which actual volatility was relatively high. 6 Since the choice of the optimal smoothing parameter is quite consistent across the different error statistics, all the reported results are based on the Root Mean Squared Error (RMSE) criteria. Using RMSE criteria we find the following optimal values of θ; Belgium=0. 89, Canada=0.87, Denmark=0.88, Finland=0.88, Germany=0.87, Hong Kong=0.66, Italy=0.91, Japan=0.74, the Netherlands=0.82, Pilippines=0.80, Singapore=0.85, Thailand=0.84 , the UK=0.85, and the US=0.85.
f) Exponentially weighted moving average (EWMA-α ) model:
In this model, the past observed volatility is replaced by the α-week moving average forecast;
ie., the forecast of the MA-α model (Tse, 1991; Tse and Tung, 1992; and Brailsford and Faff, 1996) .
where w = 262, ..., 522, and α = 4, 6, 12, 24, 36, 52. Similar to the MA-α models, the (arbitrarily) chosen values represent different horizons from the very short to the long term.
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For the calculation of optimal values of λ, the same process as used for θ described above, is employed. 
Then we construct the forecast for the first week of the forecast period (w = 262) using the estimated regression parameters:
7 In the moving average, weighted moving average, and exponentially weighted moving average models, we find the best forecasts are obtained when α is equal to 12, so in all tables only the results for α =12 are presented. 8 When α=12, according to the RMSE criteria, we find the following optimal values for λ; Belgium=0. 80, Canada=0.92, Denmark=0.60, Finland=0.20, Germany=0.81, Hong Kong=0.41, Italy=0.81, Japan=0 .00, the Netherlands=0.80, Philippines=0.01, Singapore=0.27, Thailand=0.00, the UK=0.75, and the US=0.09.
We update the regression equation weekly, using a rolling sample of 261 observations -ie., each week we drop the oldest observation and add the last or newest observation. Hence, for each country the total estimation procedure requires estimation of 261 regressions to obtain out-of-sample forecasts of weekly volatility. Note that this procedure effectively lets us utilize time-varying parameters for each forecast.
h) ARCH(1) model
Following the basic ARCH model of Engle (1982) we estimate an ARCH (1) model, in which the conditional mean function is modeled as a first order autoregression:
and the conditional variance equation is modeled as:
The daily forecast errors (ε t ) are assumed to be conditionally normally distributed with a zero mean and variance h t based on the information set Ψ available at time t-1.
Similar to the case of the regression analysis, in all of the ARCH-type models (ARCH (1), GARCH (1,1), GJR-GARCH (1,1), and EGARCH (1,1) models) we update the model weekly. At each run, we drop the last five observations, and add the new five observations.
i) GARCH (1,1) model
In a daily GARCH (1,1) model (Bollerslev (1986) ), the conditional volatility today depends on yesterday's conditional volatility and yesterday's squared forecast error. where D -t-1 is a dummy variable taking the value of 1 if ε t-1 <0, and 0 otherwise.
k) EGARCH (1,1) model
Finally, we use Nelson's (1991) EGARCH (1,1) model as follows. Brailsford and Faff (1996) , we compare the forecast performance of each model through both symmetric and asymmetric error statistics.
FORECAST EVALUATION AND EMPIRICAL RESULTS
Following
Symmetric Error Statistics
Four commonly used loss functions or error statistics: the mean error (ME), the mean absolute error (MAE), the root mean squared error (RMSE), and the mean absolute percentage error (MAPE) are employed to measure the performance of the forecasting models. 
In the above equations, σ f,W and σ a,W denote the volatility forecast and the realised volatility in week w , respectively.
First, it should be recognised that the mean error (ME) metric suffers from the fact that large errors of positive and negative sign may offset each other and, hence, may lead to an unreliable ranking device across the various forecasting models. Accordingly, we provide only a brief discussion of the mean error measures across the various volatility forecasting models and markets.
9 Perhaps, the most useful guide that the ME provides is the degree of average under-or over-prediction of volatility. On this score we generally found that across all countries, the ARCH-type models tend to over-predict volatility, while the non-ARCHtype models under-predict volatility. Moreover, the degree of over-prediction of the former is considerably more pronounced than the under-prediction of the latter. Tables 2, Table 3 , and Table 4 for each country, from 1 (best forecast) to 11 (worst forecast).
In the case of the MAE we can identify a number of key features from Table 2 . First (and most notably), the Exponential Smoothing method clearly produces the most accurate volatility forecasts -for 12 out of the 14 countries, ES is ranked number one. Second, notwithstanding the general dominance of ES, it is found that the ranking of the non-ARCH based methods is very compact. For example according to MAE, we find that the relative difference in forecasting performance across the non ARCH-based models range between 4.2 % (Japan -ES versus RW and UK -ES versus HM) to 8.7 % (Finland -ES versus RW).
Third, more generally we see that the non-ARCH based models (led by ES) consistently outperform their ARCH based rivals. Indeed, the four ARCH-based models systematically rank as the four worst forecasting approaches according to the MAE. Moreover, the best ARCH-based model (ranked eighth overall) tends to be considerably worse than the most inferior of the non ARCH-based models (ranked seventh). For example, in the case of Belgium the relative difference amounts to 64.2 % (random walk versus GJR-GARCH), while in the case of the Netherlands the relative difference is 60.6 % (historical mean versus ARCH).
Fourth, of the ARCH-based models, EGARCH tends to be preferred (highest ranking amongst ARCH-based models for eight out of the fourteen countries), whereas the standard ARCH model is most often ranked bottom (for six countries). Interestingly, the relative difference in forecasting performance (according to MAE) across the ARCH-based models ranges considerably -from a minimum of 1.8 % (Canada -EGARCH versus GARCH) to a maximum of 31.7 % (Japan -EGARCH versus ARCH). Fifth, a comment regarding the performance of the moving average group of models is also worthwhile. Generally, we 9 In order to conserve space, we only report the details of the weekly analysis in tables. However, we offer comments on the unreported monthly analysis at each stage as we progress. Full details are available from the observe that, in terms of MAE, these models provide the second best volatility forecast behind ES. Moreover, the weighted moving average model (WMA-12) performs best achieving the top overall rank on one occasion (Belgium) and the second overall ranking in eight instances.
Sixth, a final comment on the unreported monthly results compared to the weekly counterparts (as discussed above) is warranted. Generally, all of the basic features identified for the weekly forecasts are evident in the monthly case. In one sense the dominance of the ES model is even more decisive for the monthly forecasts as the method only fails to be ranked number 1, on one occasion (Finland -where the MA model wins). However, in another sense the preference for monthly ES forecasts is weaker due to a generally smaller percentage gap between ES and other methods (compared to the weekly forecast analysis).
Often the relative MAE measure for the monthly (weekly) ES forecast is above 0.5 (below 0.25). For example, in the case of Italy its monthly relative MAE is 0.752 compared to a value of 0.233 in the counterpart weekly case. Also it worthy to note that generally while the ARCH-based models still perform worse than their non-ARCH based rivals, the degree of difference is much less pronounced in the monthly analysis. However, it is found that standard ARCH model forecasts of monthly volatility are often ranked last of the eleven models (this occurs for eight of the countries).
Turning our attention to the results based on the RMSE metric displayed in Table 3 , several features are evident -mostly reinforcing the results gained from the MAE analysis.
First, as was the case above with MAE the Exponential Smoothing approach dominatesgaining a number one ranking for 11 out of the 14 countries. Second, again notwithstanding the general dominance of ES, based on RMSE we observe a relatively small difference in accuracy between the non-ARCH based methods. Third, the non-ARCH based models again are consistently superior to the ARCH based models.
authors upon request.
Fourth as was the case using MAE, based on RMSE, EGARCH tends to be preferred from the ARCH-based models as it ranks highest amongst ARCH-based models for eight out of the fourteen countries. Fifth as was the case in MAE, we generally observe that, in terms of RMSE, the MA models (particularly WMA-12) provide the second best volatility forecast behind ES. Indeed, the weighted moving average model (WMA-12) performs best achieving the top overall rank three times and the second overall ranking on eight occasions. Sixth, with regard to the RMSE measures for unreported monthly forecasts, ES still dominates and again the non ARCH-based models are generally superior. Table 4 reports the outcome of the MAPE metric across the eleven weekly forecasting models and fourteen countries. An analysis of the table reveals that the major patterns identified for MAE and RMSE are predominantly intact and so only brief further comment will be made. While it is found that the MAPE still favours the ES model, now five out of fourteen of the country index return volatilities are better forecast by other models. For example, based on the MAPE the historic mean model is superior in forecasting volatility for Finland and Italy. Furthermore, MA models continue to perform quite well while ARCHbased models remain as the poorest volatility forecasters. Finally, with regard to the MAPE applied to monthly forecasts similar comments as stated above are appropriate here as well.
Asymmetric Error Statistics
The conventional error statistics used in the previous subsection, ME, MAE, RMSE, and MAPE, are symmetric; ie., they give an equal weight to under-and-over-predictions of volatility of similar magnitude. However, many investors do not give equal importance to under and over prediction of volatility, especially, in the pricing of options, while underprediction of volatility is undesirable for a seller, over-prediction of it is undesirable for a buyer. Following Pagan and Schwert (1990) and Brailsford and Faff (1996) , to penalize under/over-predictions more heavily, the following mean mixed error statistics, MME, are constructed:
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where O is the number of over-predictions, and U is the number of under-predictions. MME(U) and MME(O) penalize the under-predictions and over-predictions more heavily, respectively.
In Table 5 we report the results of the eleven volatility forecasting methods across the fourteen countries when assessed by the MME(U) and the MME(O) error metrics. The key features of this analysis in the context of MME(U) which penalises under-prediction more heavily can be summarised as follows. First, given that we have already established that the ARCH-based models are more heavily prone to (average) over-prediction, it is no surprise that these models do particularly well according to MME(U). Indeed, in stark contrast to the previous analysis (based on the symmetric measures) ARCH-based models are ranked number 1 in all fourteen countries. Second, it is interesting to note that of these models the EGARCH variation fairs best by providing the supreme volatility forecast for eight of the fourteen countries. Next best of the ARCH-based models is GJR-GARCH which achieves a number 1 ranking in the case of three countries. Third, we find that the difference between the forecasting ability of the ARCH-based models is typically quite small. For example, in the 10 Since the absolute values of all forecast errors are less than one, taking their square root increases the penalty for under/over-prediction. Fourth, it is found that the best non ARCH-based model (ranked fifth overall) tends to be considerably worse than the most inferior of the ARCH-based models (ranked fourth). For example, Canada produces an MME(U) for the 4 th ranked standard ARCH model that is 44.7 % better than its closest rival (WMA-12). Fifth, we observe that the previously preferred ES method has a highest ranking of fifth (Finland) according to MME(U) and that mostly it is ranked 8 or 9 across the different countries. Clearly, the inferior ability of ES (relative to the ARCH-based models) to over-predict volatility drives this result.
Sixth, similar to the now poor showing of the ES, the MA models also rate quite badly -often ranked at 7 or worse according to MME(U). Seventh, according to the MME(U) metric, the worst performing model at forecasting weekly volatility is the random walk model -it achieves the worst ranking in twelve of the fourteen countries. This is not surprising when it is recognised that RW typically produces the highest incidence of under-estimation of weekly volatility. Eighth, a very similar pattern of results to those just listed are also applicable to the unreported monthly analysis based on the MME(U) metric.
Turning now to the MME(O) results reported in Table 5 , we see a return to the same sort of pattern discussed earlier with regard to the symmetric error measures. Specifically, the key features of this analysis (which penalises over-prediction more heavily) can be summarised as follows. First, similar to all the symmetric measures, ES dominates -although, perhaps to a lesser extent here as it achieved supreme ranking for 7 out of the 14 countries.
Second, again (this time based on MME(O)) we see a relatively small gap between the accuracy of the non-ARCH based methods. Third, the non-ARCH based models again are consistently superior to the ARCH based models.
Fourth, somewhat in contrast to the earlier symmetric analysis, EGARCH is not so clearly preferred amongst the ARCH-based models in the context of MME(O) as it ranks highest amongst ARCH-based models six out of the fourteen countries. Fifth as was the case in the earlier symmetric analysis, we generally observe that, in terms of MME(O), the MA models provide the second best volatility forecast behind ES. Sixth, with regard to the MME(O) measures for unreported monthly forecasts, ES still dominates and again the non ARCH-based models are generally superior.
CONCLUSION
Volatility forecasting is a widely researched area in the finance literature. The performance of forecasting models of varying complexity has been investigated according to a range of measures and generally mixed results have been recorded. On the one hand some argue that relatively simple forecasting techniques are superior, while others suggest that the relative complexity of ARCH-type models is worthwhile. In this paper we seek to extend and supplement this existing evidence by, in a single unifying framework, analyzing a wide range of volatility forecasting approaches across fourteen countries. Specifically, our analysis encompasses the ten-year period 1988 to 1997 for the market returns of Belgium; Canada; Denmark; Finland; Germany; Hong Kong; Italy; Japan; Netherlands; Philippines; Singapore;
Thailand; the UK and the US.
In our analysis, a considerable range of forecasting models are used -a random walk model, a historical mean model, moving average models, weighted moving average models, exponentially weighted moving average models, an exponential smoothing model, a regression model, an ARCH model, a GARCH model, a GJR-GARCH model, and an EGARCH model. Furthermore, we provide analysis that involves both weekly and monthly volatility forecasts, thus allowing a comparison of the forecasting interval to be made. Also, we compare the forecasting techniques based on both symmetric (mean error, the mean absolute error, the root mean squared error and the mean absolute percentage error) and asymmetric error statistics.
The key thrust of our results can be summarised into two parts as follows. The first set of conclusions relates to the outcome of our analysis when employing the standard symmetric error metrics to assess volatility forecasting performance. First, we consistently found that the Exponential Smoothing approach dominates in providing superior forecasts of weekly volatility. Second, notwithstanding the general dominance of ES, we observe a relatively small difference in accuracy between the non-ARCH based methods. Third, the non-ARCH based models are consistently found to be superior to the ARCH based models. Fourth, EGARCH tends to be preferred from the ARCH-based models. Fifth, we generally observe that the MA models provide the second best weekly volatility forecast behind ES. Sixth, with regard to monthly volatility forecasts, the features just noted still generally apply -in particular, ES still dominates and again the non ARCH-based models are generally superior.
The second set of conclusions relates to the outcome of our analysis when employing the non-standard asymmetric error metrics to assess volatility forecasting performance.
Interestingly, our results change when the asymmetric loss functions, that penalize under/over-prediction, are employed. Specifically, when under-predictions are penalized more heavily ARCH-type models provide the best forecasts while the random walk is worst.
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