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DISCONTINUOUS VISCOSITY SOLUTIONS
OF FIRST ORDER HAMILTON-JACOBI EQUATIONS
MICHIEL BERTSCH, FLAVIA SMARRAZZO, ANDREA TERRACINA,
AND ALBERTO TESEI
Abstract. We consider the simplest example of a time-dependent first order
Hamilton-Jacobi equation, i.e. in one space dimension and with a bounded
and Lipschitz continuous Hamiltonian which only depends on the spatial de-
rivative. We show that if the initial function has a finite number of jump
discontinuities, the corresponding discontinuous viscosity solution of the corre-
sponding Cauchy problem on the real line is unique. Uniqueness follows from
a comparison theorem for semicontinuous viscosity sub- and supersolutions,
using the barrier effect of spatial discontinuities of a solution. Discontinuous
solutions are defined in the spirit of Ishii, but semi-continuous envelopes are
defined through essential limits, a definition which is shown to be compatible
with Perron’s method for existence. We also describe some properties of the
evolution of jump discontinuities. As a by-product we obtain several results
on singular Neumann problems.
1. Introduction
After the introduction of continuous viscosity solutions of first order Hamilton-
Jacobi (HJ) equations ([15, 16]), it was readily understood that the basic concepts
and comparison results of the theory could be extended to the case of semicontinuous
viscosity sub- and supersolutions. A systematic study of discontinuities of both the
Hamiltonian itself and solutions of HJ equations, started in [23, 24], is an important
issue since discontinuous solutions arise in many applications (e.g., optimal control
problems, differential game theory; see [3, 14] and references therein).
Existence of possibly discontinuous viscosity solutions was proven in [24] by Per-
ron’s method, but uniqueness of such solutions remained unclear since in general
the classical comparison result for semicontinuous viscosity sub- and supersolutions
does not imply uniqueness of viscosity solutions - apart from the trivial case of
continuous data, when the unique viscosity solution is continuous ([12]). In ad-
dition, the literature contains interesting examples of nonuniqueness of viscosity
solutions for non-convex Hamiltonians with explicit space and/or time dependence
and discontinuous initial data ([3, 6, 22]).
Motivated by these difficulties, several different notions of discontinuous solu-
tions of HJ equations have been proposed ([1, 5, 7, 13, 22, 30]) to prove existence,
comparison and uniqueness results under various assumptions (for instance, if the
Hamiltonian is convex). Although interesting in their own right and for specific
applications (e.g. to control problems), the relationship between different notions
of solution have been elucidated only in some specific cases (see [14, 22]).
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In the present paper we consider discontinuous viscosity solutions, defined in the
spirit of [24], in the simplest example of a time-dependent HJ equation, i.e. the
one-dimensional equation
(1.1) ut +H(ux) = 0
with a bounded and uniformly Lipschitz continuous Hamiltonian:
(H1) H ∈W
1,∞(R) .
We do not require convexity conditions on H , nor the existence of lim
s→±∞
H(s). The
boundedness assumption for H is suggested by a model for ion etching ([21, 28, 29]).
Given u0 ∈ L∞loc(R), we consider in particular the Cauchy problem
(CP )
⎧⎪⎪
⎨
⎪⎪⎩
ut +H(ux) = 0 in R × (0, T )
u = u0 in R × {0} .
As in Ishii’s paper ([24]), the definition of (possibly discontinuous) viscosity sub-
and supersolutions is based on the concept of semicontinuous envelopes of functions,
but we use essential limits to define semicontinuous envelopes (see Section 2). The
use of essential limits excludes some unnatural and artificial examples of admissible
viscosity solutions (see for example to the discussion on page 27 of [17]). As in
[24], existence of viscosity solutions of (CP ) is based on Perron’s method, which
can be adapted to our definitions (see Section 6). Also the basic comparison result
continues to hold for discontinuous viscosity sub- and supersolutions (Section 4);
since, by (H1), the speed of propagation is bounded by the Lipschitz constant
∥H ′∥∞ ([16, 25]), the comparison result is formulated locally.
Since H is bounded, it is rather intuitive that solutions are Lipschitz continuous
with respect to time, and that spatial jump discontinuities of the solution do not
disappear instantaneously. In Section 5 we show that this is indeed the case, and in
addition we prove that spatial jump discontinuities are non-increasing in time and
satisfy an explicit decay rate if limsups→±∞H(s)> lim infs→±∞H(s).
The main purpose of the paper is to show that the viscosity solution of (CP ) is
unique if u0 has a finite number of jump discontinuities:
(H2)
⎧⎪⎪
⎨
⎪⎪⎩
u0 ∈ L
∞
loc(R), u0 is piecewise continuous in R
and has a finite number of jump discontinuities.
.
If u0 is continuous, the comparison result implies uniqueness of the viscosity solu-
tion. In Section 7 we present the proof of uniqueness if u0 has jump discontinuities.
We briefly describe our approach. By the boundedness ofH , a jump discontinuity
of u0 at a certain point c does not disappear instantaneously. On the other hand
it is known ([19]) that spatial discontinuities of a solution produce a barrier effect :
if a viscosity solution u has a spatial jump discontinuity at c ∈ R for t ∈ [0, τ), the
evolution of u in (−∞, c) × (0, τ) is independent of that in (c,∞) × (0, τ). More
precisely (see Lemma 5.2), if the jump u(c+, t) − u(c−, t) is positive for t ∈ (0, τ),
then u satisfies on either side of y the singular Neumann problems
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut +H(ux) = 0 in (−∞, c)×(0, τ)
ux(c, t)=∞ for 0 < t < τ
u(x,0) = u0(x) for x < c ,
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut +H(ux) = 0 in (c,∞)×(0, τ)
ux(c, t)=∞ for 0 < t < τ
u(x,0) = u0(x) for x > c.
Similarly if u(c+, t) − u(c−, t) < 0, with ux(c, t) = ∞ replaced by ux(c, t) = −∞.
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This leads to the following procedure to prove uniqueness of a discontinuous vis-
cosity solution of (CP ). Let x1, . . . , xp be points where u0 has a jump discontinuity,
let u and v be two viscosity solutions of (CP ) and let τ1 ∈ (0, T ] be the maximal
time for which the jump continuities of u and v at xk persist in [0, τ1) for all
k = 1, . . . , p. We define the intervals I0 = (−∞, x1), Ik = (xk, xk−1) for k = 1, . . . , p−1
and Ip = (xp,∞). Then the restrictions of u and v to Ik × (0, τ1) solve the same
singular Neumann problem in Ik×(0, τ1) with continuous initial data. Also this sin-
gular problem satisfies a comparison principle for viscosity sub- and supersolutions,
and since the initial function restricted to Ik is continuous, this implies that u = v
a.e. in Ik × (0, τ1) for all k, and thus a.e. in R × (0, τ1). If τ1 < T , a finite iteration
of this procedure proves uniqueness of the viscosity solution of (CP ).
Reassuming, we introduce a procedure, based on the barrier effect of spatial
discontinuities, which indicates how the comparison result for semicontinuous sub-
and supersolutions can be used to prove uniqueness of suitably defined viscosity
solutions with discontinuous initial data. Although we have only done this for
a particularly simple problem, preliminary calculations suggest that the procedure
can be adapted to more general problems (to be addressed in future papers), namely
the cases of initial data with infinitely many jump discontinuities and Hamiltonians
with linear growth and explicit x and t dependence. The latter case is particularly
interesting since it includes equations for which uniqueness of discontinuous viscosity
solutions fails, as mentioned in the beginning of the Introduction. In particular
our approach seems to suggest a mathematical uniqueness criterium. Many other
problems concerning discontinuous solutions of first order HJ equations remain to
be solved, in particular the multidimensional case.
Finally we observe that, setting v = ux and v0 = u
′
0, problem (CP ) is formally
related to the Cauchy problem for a scalar conservation law,
(CL) ⎧⎪⎪⎨⎪⎪⎩
vt + [H(v)]x = 0 in R × (0, T )
v = v0 in R × {0} ,
although it is not trivial to make the correspondence rigorous ([11]; see also [4]
for a statement in this direction). If v0 = u
′
0 is a signed Radon measure, it is
possible to prove existence of suitably defined measure-valued entropy solutions
of problem (CL) ([10]; see also [8, 9] for the case of positive initial measures).
Remarkably, if the singular part v0s of v0 (with respect to the Lebesgue measure)
is a finite superposition of Dirac masses, the uniqueness of such solutions requires
some additional compatibility conditions to be satisfied near the support of v0s. The
singularities of v0 in (CL) have a barrier effect which corresponds to that produced
by discontinuities of u0 in (CP ), and well-posedness of (CL) can be proven using
singular Dirichlet problems which are the natural counterpart of singular Neumann
problems for HJ equations (see [9, 10] for details).
2. Semicontinuous envelopes
Let χE denote the characteristic function of E ⊆ R. For all u ∈ R we set
[u]± =max{±u,0}, sgn±(u) = ±χR±(u), sgn(u) = sgn−(u) + sgn+(u) .
Let D ⊂ R2 be open, z ∶D ↦ R a measurable function, and (x0, t0) ∈D. We set
ess limsup
D∋(x,t)→(x0,t0)
z(x, t) ∶= inf
δ>0
⎛
⎝ ess sup(x,t)∈D∩Bδ(x0,t0)z(x, t)
⎞
⎠ = limδ→0+
⎛
⎝ ess sup(x,t)∈D∩Bδ(x0,t0)z(x, t)
⎞
⎠ ,
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ess lim inf
D∋(x,t)→(x0,t0)
z(x, t) ∶= sup
δ>0
( ess inf
(x,t)∈D∩Bδ(x0,t0)
z(x, t)) = lim
δ→0+
( ess inf
(x,t)∈D∩Bδ(x0,t0)
z(x, t)) ,
where
Br(x0, t0) = {(x, t) ∈ R2 ∣ (x − x0)2 + (t − t0)2 < r2} (r > 0) .
If ess limsupD∋(x,t)→(x0,t0) z(x, t) = ess lim infD∋(x,t)→(x0,t0) z(x, t), we also set
ess lim
D∋(x,t)→(x0,t0)
z(x, t) ∶= ess limsup
D∋(x,t)→(x0,t0)
z(x, t) = ess lim inf
D∋(x,t)→(x0,t0)
z(x, t) .
The quantities
ess limsup
D∋(x,t)→(x0,t±0)
z(x, t), ess lim inf
D∋(x,t)→(x0,t±0)
z(x, t)
are defined replacing Br(x0, t0) by Br(x0, t0) ∩ {(x, t) ∈ R2 ∣ t ≷ t0}. Similarly,
ess limsup
D∋(x,t)→(x±
0
,t0)
z(x, t), ess lim inf
D∋(x,t)→(x±
0
,t0)
z(x, t)
are defined replacing Br(x0, t0) by Br(x0, t0) ∩ {(x, t) ∈ R2 ∣x ≷ x0}.
Let z ∈ L∞loc(D). By the essential upper semicontinuous envelope of z we mean
the function z∗ ∶ D → R,
(2.1) z∗(x0, t0) ∶= ess limsup
D∋(x,t)→(x0,t0)
z(x, t) for any (x0, t0) ∈D .
The essential lower semicontinuous envelope of z is the function z∗ ∶ D → R,
(2.2) z∗(x0, t0) ∶= ess lim inf
D∋(x,t)→(x0,t0)
z(x, t) for any (x0, t0) ∈D .
We also set
(2.3) z∗(x0, t±0) ∶= ess limsup
D∋(x,t)→(x0,t±0)
z(x, t) , z∗(x0, t±0) ∶= ess lim inf
D∋(x,t)→(x0,t±0)
z(x, t) ,
(2.4) z∗(x±0 , t0) ∶= ess limsup
D∋(x,t)→(x±
0
,t0)
z(x, t) , z∗(x±0 , t0) ∶= ess lim inf
D∋(x,t)→(x±
0
,t0)
z(x, t) .
Observe that
(2.5) z∗(x0, t±0) ≤ z∗(x0, t0) , z∗(x0, t±0) ≥ z∗(x0, t0) ,
(2.6) z∗(x±0 , t0) ≤ z∗(x0, t0) , z∗(x±0 , t0) ≥ z∗(x0, t0) .
Similar definitions hold for any measurable function z ∶ F ⊆ R → R. For short-
ness, we shall say “upper (respectively lower) envelope” instead of “essential upper
(respectively lower) semicontinuous envelope”.
It is easily checked that the upper (lower) envelope z∗ (z∗) is indeed upper (lower)
semicontinuous in D, namely for any (x0, t0) ∈ D
(2.7) limsup
D∋(x,t)→(x0,t0)
z∗(x, t) ≤ z∗(x0, t0), lim inf
D∋(x,t)→(x0,t0)
z∗(x, t) ≥ z∗(x0, t0).
The inequalities in (2.7) can be replaced by equalities. More generally we have:
Lemma 2.1. Let D ⊆ R2 be open and z ∈ L∞loc(D). Then
(2.8) (z∗)∗ = (z∗)∗ = z∗, (z∗)∗ = (z∗)∗ = z∗ in D.
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Proof. Let (x0, t0) ∈D. We only prove that (z∗)∗(x0, t0) = (z∗)∗(x0, t0) = z∗(x0, t0).
Since
(z∗)∗(x0, t0) = ess limsup
D∋(x,t)→(x0,t0)
z∗(x, t) ≤ (z∗)∗(x0, t0) =
= ess limsup
D∋(x,t)→(x0,t0)
z∗(x, t) ≤ lim sup
D∋(x,t)→(x0,t0)
z∗(x, t) ≤ z∗(x0, t0)
(see (2.1), (2.2) and (2.7)), it is enough to show that
(2.9) z∗(x0, t0) ≤ ess limsup
D∋(x,t)→(x0,t0)
z∗(x, t) .
For every ε > 0 there exists rε > 0 such that
ess sup
(x,t)∈Br(x0,t0)∩D
z(x, t) > z∗(x0, t0) − 12ε for all r ≤ rε .
Therefore, for every such r there exists Br,ε ⊆ Br(x0, t0) ∩D, ∣Br,ε∣ > 0, such that
z(x, t) ≥ ess sup
(x,t)∈Br(x0,t0)∩D
z(x, t) − 1
2
ε > z∗(x0, t0) − ε for a.e. (x, t) ∈ Br,ε .
Setting Bε = ⋃r≤rε Br,ε, it follows that ∣Bε ∩ Br(x0, t0)∣ > 0 for every r > 0 (hence∣Bε∣ > 0), and
z > z∗(x0, t0) − ε a.e. in Bε .
Let (x, t) ∈ Bε satisfy ∣Bδ(x, t) ∩Bε∣ > 0 for every δ > 0; this choice is possible up
to a null set Nε ⊂ Bε, since ∣Bε∣ > 0 and almost every (x, t) ∈ Bε is a Lebesgue point
of f(x, t) = χBε(x, t) (e.g., see [20, Subsection 1.7.1]). Then we have
z > z∗(x0, t0) − ε a.e. in Bε ∩Bδ(x, t), (∣Bε ∩Bδ(x, t)∣ > 0 for all δ > 0) ,
whence z∗(x, t) ≥ z∗(x0, t0)− ε for a.e. (x, t) ∈ Bε. Since ∣Bε ∩Br(x0, t0) ∣ > 0 for all
r > 0, this implies that
ess limsup
D∋(x,t)→(x0,t0)
z∗(x, t) ≥ z∗(x0, t0) − ε .
and (2.9) follows from the arbitrariness of ε. 
Similar results hold if D ⊆ R is open and z ∈ L∞loc(D).
Remark 2.1. Since the definition of z∗, z∗ depends on the domain of definition of
z, different restrictions of z can have different upper and lower envelopes. In fact,
let D1 ⊆ D be an open set, and let z1 = z ⌞D1 be the restriction of z to D1. If(x0, t0) ∈ ∂D1, then:
(z1)∗(x0, t0) = ess limsup
D1∋(x,t)→(x0,t0)
z(x, t) ≤ ess limsup
D∋(x,t)→(x0,t0)
z(x, t) = z∗(x0, t0) ,
(z1)∗(x0, t0) = ess lim inf
D1∋(x,t)→(x0,t0)
z(x, t) ≥ ess lim inf
D∋(x,t)→(x0,t0)
z(x, t) = z∗(x0, t0)
(of course, if (x0, t0) ∈ D˚1 these inequalities become equalities). Observe that (2.5)-
(2.6) are a particular case of these inequalities. If D = Ω × (0, T ) and t0 = 0,
inequalities (2.5) from above become equalities, namely
(2.10) z∗(x0,0+) = z∗(x0,0) , z∗(x0,0+) = z∗(x0,0) for any x0 ∈ Ω .
More precisely, let D1 ⊆D be an open set, and let z1 = z ⌞D1. Set
(2.11) D˜1 ∶= {(x, t) ∈ D1 ∣∃ δ1 > 0 such that Bδ1(x, t) ∩D ⊆ D1} .
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Then for any (x0, t0) ∈ D˜1 there holds
(2.12) z∗(x0, t0) = (z1)∗(x0, t0), z∗(x0, t0) = (z1)∗(x0, t0) .
In fact, if (x0, t0) ∈ D˜1 then D ∩Bδ1(x0, t0) =D1 ∩Bδ1(x0, t0) and, by (2.1),
z∗(x0, t0)= lim
δ→0+
⎛
⎝ess sup(x,t)∈D∩Bδ(x0,t0)z(x, t)
⎞
⎠= limδ→0+
⎛
⎝ess sup(x,t)∈D1∩Bδ(x0,t0)z1(x, t)
⎞
⎠=(z1)∗(x0, t0).
For further reference we consider some specific cases of D1 ⊆ D = (a, b) × (0, T ),
with −∞ < a < b < ∞. The first example concerns a trapezoidal domain.
(a) Let D1 = {(x, t) ∣x ∈ (a, b − ∥H ′∥∞t), t ∈ (0, τ)} for τ ∈ (0, τ1], where
(2.13) τ1 =min {12(b − a)/∥H ′∥∞, T} .
Then D˜1 = {(x, t) ∣x ∈ [a, b − ∥H ′∥∞t), t ∈ [0, τ)} if τ ∈ (0, τ1), and D˜1 ={(x, t) ∣x ∈ [a, b − ∥H ′∥∞t), t ∈ [0, T ]} if τ = τ1 = T ;
(b) let D1 = Qτ,T ∶= {(x, t) ∈ D ∣ t ∈ (τ, T )} for any τ ∈ (0, T ). Then D˜1 ={(x, t) ∣x ∈ [a, b], t ∈ (τ, T ]};
(c) let D1 = {(x, t) ∈ D ∣x ∈ (a, c), t ∈ (0, T )} for any c ∈ (a, b). Then D˜1 ={(x, t) ∣x ∈ [a, c), t ∈ [0, T ]}.
3. Definitions and results
As we have explained in the Introduction, the proof of the main uniqueness result
requires the introduction of singular Neumann problems. Given a, b ∈ R, a < b, we
consider the problems
(Na,±)
⎧⎪⎪⎨⎪⎪⎩
ut +H(ux) = 0 in (a,∞) × (0, T )
ux(a, t) = ±∞ for t ∈ (0, T ),
(N b,±) ⎧⎪⎪⎨⎪⎪⎩
ut +H(ux) = 0 in (−∞, b) × (0, T )
ux(b, t) = ±∞ for t ∈ (0, T ),
(N b,±a,±)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ut +H(ux) = 0 in (a, b) × (0, T )
ux(a, t) = ±∞ for t ∈ (0, T )
ux(b, t) = ±∞ for t ∈ (0, T ).
In addition we consider equation (1.1) in the following trapezoidal domains:
(3.1)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
A ∶= {(x, t) ∣x∈(a, d − ∥H ′∥∞t), t ∈ (0, T )} with d − a ≥ ∥H ′∥∞T
B ∶= {(x, t) ∣x∈(c + ∥H ′∥∞t, b), t ∈ (0, T )} with ∥H ′∥∞T ≤ b − c
C ∶= {(x, t) ∣x∈(c+∥H ′∥∞t, d−∥H ′∥∞t), t ∈ (0, T )} with d − c ≥ 2∥H ′∥∞T .
Due to their slope, no boundary conditions are required on the oblique sides:
(Ta,±)
⎧⎪⎪⎨⎪⎪⎩
ut +H(ux) = 0 in A
ux(a, t) = ±∞ for t ∈ (0, T ),
(Tb,±)
⎧⎪⎪⎨⎪⎪⎩
ut +H(ux) = 0 in B
ux(b, t) = ±∞ for t ∈ (0, T ),
(TC) ut +H(ux) = 0 in C.
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All these problems require an initial condition u0, which is assumed to be locally
bounded in the main existence and regularity results (see Proposition 3.2 and The-
orem 3.3 below) and, in addition, piecewise continuous in the uniqueness Theorem
3.4. More precisely, a function f ∈ L∞(Ω) defined in a bounded interval Ω = (a, b)
is said to be piecewise continuous in Ω if
- Ω = ⋃
p+1
j=1 Ij (p ∈ N) with I1 = (a,x1), Ij = (xj−1, xj) if 2 ≤ j ≤ p, Ip+1 = (xp, b);
- the restriction f ⌞ Ij has a representative fj ∈ C(Ij) for 1 ≤ j ≤ p + 1, fj(xj) ≠
fj+1(xj) for 1 ≤ j ≤ p.
Observe that a function f ∈ C(Ω) is piecewise continuous (the case p = 0). If instead
Ω is an unbounded interval, a function f ∈ L∞loc(Ω) is piecewise continuous in Ω if
it is piecewise continuous in every bounded interval (a0, b0) ⊂ Ω.
3.1. Definitions. The following definitions are used throughout the paper.
Definition 3.1. Let D ⊆ R2 open and u ∈ L∞loc(D).(i) u is a viscosity subsolution of equation (1.1) in D if for all ϕ ∈ C1(D) the
following condition holds: if (x, t)∈D is a local maximum point of u∗−ϕ in D, then
(3.2) ϕt(x, t) +H(ϕx(x, t)) ≤ 0 .
(ii) u is a viscosity supersolution of equation (1.1) in D if for all ϕ ∈ C1(D) the
following condition holds: if (x, t) ∈ D is a local minimum point of u∗−ϕ in D, then
(3.3) ϕt(x, t) +H(ϕx(x, t)) ≥ 0 .
If D ⊆ R2 is bounded, viscosity sub and supersolutions of (1.1) in D belong to
L∞(D).
We first define the solution concept for problem (N b,±a,±), and then explain how
to extend it to other problems.
Definition 3.2. Let −∞ < a < b < ∞, Q = (a, b) × (0, T ) and Qˆ = [a, b] × (0, T ].
(i) A viscosity subsolution u of (1.1) in Q is a viscosity subsolution of:
- problem (N b,+a,−);
- problem (N b,+a,+), if for all ϕ ∈ C1(Qˆ)
(3.4) u∗ − ϕ has a local maximum at (a, t) ∈ Qˆ ⇒ ϕt(a, t) +H(ϕx(a, t)) ≤ 0;
- problem (N b,−a,−), if for all ϕ ∈ C1(Qˆ)
(3.5) u∗ −ϕ has a local maximum at (b, t) ∈ Qˆ ⇒ ϕt(b, t) +H(ϕx(b, t)) ≤ 0;
- problem (N b,−a,+), if for all ϕ ∈ C1(Qˆ) both (3.4) and (3.5) are satisfied.(ii) A viscosity supersolution u of (1.1) in Q is a viscosity supersolution of:
- problem (N b,−a,+);
- problem (N b,+a,+), if for all ϕ ∈ C1(Qˆ)
(3.6) u∗ −ϕ has a local minimum at (b, t) ∈ Qˆ ⇒ ϕt(b, t) +H(ϕx(b, t)) ≥ 0;
- problem (N b,−a,−), if for all ϕ ∈ C1(Qˆ)
(3.7) u∗ − ϕ has a local minimum at (a, t) ∈ Qˆ ⇒ ϕt(a, t) +H(ϕx(a, t)) ≥ 0;
- problem (N b,+a,−), if for all ϕ ∈ C1(Qˆ) both (3.6) and (3.7) are satisfied.
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(iii) A function u is a viscosity solution of problem (N b,±a,±) if it is both a viscosity
subsolution and a viscosity supersolution of (N b,±a,±).
(iv) Let u0 ∈ L∞(a, b). A viscosity solution of (N b,±a,±) with initial condition u0 is a
viscosity solution of (N b,±a,±) such that
(3.8) u∗(⋅,0) = (u0)∗ , u∗(⋅,0) = (u0)∗ in [a, b] .
Observe that Definition 3.2 makes sense for any H ∈ C(R).
It is straightforward to modify Definition 3.2 in case of the other problems we
mentioned before. For example, a viscosity subsolution of problem (Ta,−) is a
viscosity subsolution of (1.1) in the set A, a viscosity subsolution of problem (Ta,+)
is a viscosity subsolution of (1.1) in A which satisfies (3.4) for all ϕ ∈ C1(Aˆ) (where
Aˆ = A ∩ (R × (0, T ])), and a viscosity subsolution of problem (TC) is a viscosity
subsolution of (1.1) in the set C.
If u0 is defined in an unbounded interval, in point (iv) we only require bound-
edness of u0 in all bounded subintervals. In particular:
Definition 3.3. For every u0 ∈ L
∞
loc(R), u is a viscosity solution of the Cauchy
problem (CP ) if it is a viscosity sub- and supersolution of (1.1) in R × (0, T ) and
satisfies (3.8) in R.
Remark 3.1. Let Q = (a, b)×(0, T ) with −∞ < a < b <∞, and Q1 = (a, b)×(τ1, τ2),
for 0 ≤ τ1 < τ2 ≤ T . It is easily seen that if u is a viscosity subsolution of (N b,±a,±) in
Q, its restriction u1 = u ⌞Q1 is a viscosity subsolution of (N b,±a,±) in Q1. In fact, if(x0, t0) is a local maximum point of (u1)∗ −ϕ in Qˆ1 and t0 ∈ (τ1, τ2), by (2.12) it is
also a local maximum point of u∗ −ϕ in Qˆ, whereas in the case t0 = τ2 it suffices to
argue as in [18, Section 5.2].
Similar remarks hold for viscosity subsolutions of equation (1.1) in Q or of any
of the other problems mentioned before, as well as for viscosity supersolutions.
3.2. Main results. In Section 4 we prove the basic comparison result for viscosity
sub- and supersolutions:
Theorem 3.1. Let (H1) hold. Let u be a viscosity subsolution and v a viscosity
supersolution of problem (N b,±a,±). Then
(3.9) max
[a,b]×[0,t]
[u∗ − v∗]+ ≤ max
[a,b]
[u∗(⋅,0) − v∗(⋅,0)]+ for all t ∈ (0, T ].
Similar results are valid for problems (Ta,±), (Tb,±) and (TC):
(3.10)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
max
A
[u∗ − v∗]+ ≤ max[a,d] [u∗(⋅,0) − v∗(⋅,0)]+ for problem (Ta,±)
max
B
[u∗ − v∗]+ ≤ max[c,b] [u∗(⋅,0) − v∗(⋅,0)]+ for problem (Tb,±)
max
C
[u∗ − v∗]+ ≤ max[c,d] [u∗(⋅,0) − v∗(⋅,0)]+ for problem (TC).
Theorem 3.1 will be proven by a method of doubling variables adapted from [27],
where only the case of homogeneous Neumann boundary conditions was considered
(see also [2] for more general Neumann boundary conditions). It implies unique-
ness and continuity of viscosity solutions of, for example, problem (CP ) if u0 is
continuous in R (since u∗ ≡ u∗ in R × [0, T ]). If instead u0 is not continuous at
a point x = c, the following regularity results give information about the temporal
evolution of u∗ − u∗ at c. These result, proved in Section 5, are crucially based on
the boundedness of H .
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Proposition 3.2. Let (H1) hold and let Ω = (a, b), with −∞ ≤ a < c < b ≤∞, let
(3.11) K ∶= sup
s∈R
[−H(s)] , k ∶= inf
s∈R
[−H(s)] ,
and let u0 ∈ L∞loc(Ω) be such that the one-sided essential limits u0(c±) exist.(i) Let u and v be a viscosity sub- and supersolution of equation (1.1) in (a, b) ×(0, T ). Then for any t1, t2 ∈ [0, T ], t1 ≠ t2, and x ∈ Ω
(3.12)
u∗(x, t1) − u∗(x, t2)
t1 − t2
≤K,
v∗(x, t1) − v∗(x, t2)
t1 − t2
≥ k .
(ii) Let u be a viscosity solution of equation (1.1) in (a, b) × (0, T ) with initial
function u0. Let u0(c+) ≠ u0(c−) and set
t ∶=
⎧⎪⎪⎨⎪⎪⎩
∣u0(c+)−u0(c−)∣
K−k
if K > k ,
T if K = k .
Then, for all t ∈ (0,min{t, T }),
(3.13)
⎧⎪⎪⎨⎪⎪⎩
u∗(c, t) = u∗(c+, t) > u∗(c−, t)
u∗(c, t) = u∗(c−, t) < u∗(c+, t) if u0(c
+) > u0(c−),
(3.14)
⎧⎪⎪⎨⎪⎪⎩
u∗(c, t) = u∗(c−, t) > u∗(c+, t)
u∗(c, t) = u∗(c+, t) < u∗(c−, t) if u0(c
+) < u0(c−).
If (3.13) or (3.14) holds for 0 < t < tc for some tc ∈ [min{t, T }, T ], then for every
0 ≤ t0 < t1 < tc we have
(3.15a) u∗(c, t1)−u∗(c, t1) ≤ u∗(c, t0)−u∗(c, t0)−A+(t1 − t0) if u0(c+) > u0(c−) ,
respectively
(3.15b) u∗(c, t1)−u∗(c, t1) ≤ u∗(c, t0)−u∗(c, t0)−A−(t1 − t0) if u0(c+) < u0(c−) ,
where
(3.16) A± ∶= lim sup
s→±∞
H(s) − lim inf
s→±∞
H(s) .
Part (i), a sort of Lipschitz continuity with respect to t, might be easily guessed
from the boundedness of H . Part (ii) quantifies the fact that initial jump disconti-
nuities do not disappear instantaneously; in addition, if A± > 0 it will be seen below
that for initial data as in (H2) spatial jumps may disappear in the interval (0, T )
(see Theorem 3.4 and Remark 3.2; see also [11]).
In Section 6 we use Perron’s method to prove the existence of viscosity solutions:
Theorem 3.3. If H satisfies (H1) and u0 ∈ L∞loc(R), problem (CP ) has a viscosity
solution. Similarly, if −∞ < a < b <∞, there exists a viscosity solution of:
- problem (Na,±) with initial function u0 ∈ L∞loc([a,∞)) ;
- problem (N b,±) with initial function u0 ∈ L∞loc(−∞, b]) ;
- problem (N b,±a,±) with initial function u0 ∈ L∞((a, b)) .
Theorem 3.1 will be used to prove uniqueness of discontinuous viscosity solutions
of problems (CP ), (Na,±), (N b,±) and (N b,±a,±) with initial data which have a finite
number of jump discontinuities. Below we indicate these problems generically by
“problem (N) with initial condition u0 satisfying (H2) in Ω = (a, b)”.
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So −∞ ≤ a < b ≤∞, a = −∞ in case of problems (CP ) and (N b,±), b =∞ in case of
problems (CP ) and (Na,±), and in condition (H2) the set R is replaced by Ω.
We denote by xj the points where u0 is discontinuous and set Q = (a, b)× (0, T )
and Qj = Ij × (0, T ) for j = 1, . . . , p + 1, where
I1 ∶= (a,x1), Ij ∶= (xj−1, xj) if j = 2, . . . , p, Ip+1 ∶= (xp, b) .
The main statement of the following result is part (i), the uniqueness of viscosity
solutions.
Theorem 3.4. Let H satisfy (H1), and let K, k be defined by (3.11). Let u0 satisfy(H2) in (a, b) (−∞ ≤ a < b ≤∞).(i) If u and v are viscosity solutions of problem (N) with initial condition u0, then
u = v a.e. in Q.(ii) If u is the viscosity solution of problem (N) with initial condition u0, then:
(a) for all j = 1, . . . , p + 1 the restriction uj = u⌞Qj has a continuous represen-
tative u˜j in Qj;(b) for all j = 1, . . . , p there exists a unique τj ∈ (0, T ] such that
u˜j(xj , t) ≠ u˜j+1(xj , t) ⇔ t ∈ [0, τj) ;
(c) for all j = 1, . . . , p + 1 the representative u˜j is Lipschitz continuous with
respect to t in Qj:
(3.17) k ≤
u˜j(x, t1) − u˜j(x, t2)
t1 − t2
≤K for all t1, t2 ∈ [0, T ], t1 ≠ t2, and x ∈ Ij.
(d) for all j = 1, . . . , p and 0 ≤ t0 < t1 < τj,
∣u˜j+1(xj , t1)−u˜j(xj , t1)∣ ≤ ∣u˜j+1(xj , t0)−u˜j(xj , t0)∣−A+(t1−t0) if u0(x+j ) > u0(x−j ),
∣u˜j+1(xj , t1)−u˜j(xj , t1)∣ ≤ ∣u˜j+1(xj , t0)−u˜j(xj , t0)∣−A−(t1−t0) if u0(x−j ) > u0(x+j ),
where A± is defined by (3.16) with c replaced by xj.
Remark 3.2. Let (H1)-(H2) be satisfied and let u be the viscosity solution of
problem (N) with initial function u0. By claim (a) in Theorem 3.4(ii),
(3.18) u∗(x, t) = u∗(x, t) for all t ∈ [0, T ], if u0 is continuous at x.
Conversely, if u0 has a jump discontinuity at xj , then from claim (b) in Theorem
3.4(ii) it follows that for every t ∈ (0, T ]
(3.19) u∗(xj , t) − u∗(xj , t) = ∣u˜j(xj , t) − u˜j+1(xj , t)∣ ,
and there exists τj ∈ (0, T ] such that
(3.20)
⎧⎪⎪⎨⎪⎪⎩
u∗(xj , t) − u∗(xj , t) ≠ 0 for t ∈ [0, τj)
u∗(xj , t) − u∗(xj , t) = 0 for t ∈ [τj , T ] if τj < T .
More precisely, if u0 has a jump discontinuity at xj , then initial jumps cannot
change sign: for all t ∈ [0, τj) there holds
(3.21)
{ u∗(xj , t) = u∗(x+j , t) = u˜j+1(xj , t) > u˜j(xj , t) = u∗(x−j , t)
u∗(xj , t) = u∗(x−j , t) = u˜j(xj , t) < u˜j+1(xj , t) = u∗(x+j , t) if u0(x+j ) > u0(x−j ) ,
(3.22)
{ u∗(xj , t) = u∗(x−j , t) = u˜j(xj , t) > u˜j+1(xj , t) = u∗(x+j , t)
u∗(xj , t) = u∗(x+j , t) = u˜j+1(xj , t) < u˜j(xj , t) = u∗(x−j , t) if u0(x+j ) < u0(x−j )
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(see also Proposition 3.2 and Lemma 5.1 below).
An almost immediate consequence of Theorems 3.3 and 3.1 is a comparison
principle for piecewise continuous viscosity solutions:
Corollary 3.5. Let H satisfy (H1), and let u0 and v0 satisfy (H2) in Ω = (a, b).
If u and v are viscosity solutions of problem (N) with initial data u0 ≤ v0 a.e. in Ω,
then u ≤ v a.e. in Q.
4. Comparison between viscosity sub- and supersolutions
In this Section we prove Theorem 3.1. To do so, we need two preliminary results
of independent interest.
Proposition 4.1. Let H ∈ C(R). Let Q1 = (c, d)×(t1, t2), Qˆ1 = [c, d]×(t1, t2] with
−∞ < c < d <∞, 0 ≤ t1 < t2 ≤ T .(i) Let u be a viscosity subsolution of equation (1.1) in Q1, and let ϕ ∈ C1(Qˆ1).
(a) Let (c, t0) ∈ Qˆ1 be a local maximum point of u∗ −ϕ in Qˆ1. Then
(4.1) ϕt(c, t0) + inf{H(ξ) ∣ ξ ≤ ϕx(c+, t0)} ≤ 0 .
(b) Let (d, t0) ∈ Qˆ1 be a local maximum point of u∗ −ϕ in Qˆ1. Then
(4.2) ϕt(d, t0) + inf{H(ξ) ∣ ξ ≥ ϕx(d−, t0)} ≤ 0 .
(ii) Let u be a viscosity supersolution of equation (1.1) in Q1, and let ϕ ∈ C1(Qˆ1).
(a′) Let (c, t0) ∈ Qˆ1 be a local minimum point of u∗ −ϕ in Qˆ1. Then
(4.3) ϕt(c, t0) + sup{H(ξ) ∣ ξ ≥ ϕx(c+, t0)} ≥ 0 .
(b′) Let (d, t0) ∈ Qˆ1 be a local minimum point of u∗ − ϕ in Qˆ1. Then
(4.4) ϕt(d, t0) + sup{H(ξ) ∣ ξ ≤ ϕx(d−, t0)} ≥ 0 .
Proof. We only prove (4.1). The proofs of (4.2)-(4.4) are similar.
Let (c, t0) be a local maximum point of u∗ −ϕ in Qˆ1. Then
limsup
Q
1
∋(y,τ)→(c,t0)
u∗(y, τ) − u∗(c, t0) − ϕx(c+, t0)(y − c) −ϕt(c, t0)(τ − t0)[(y − c)2 + (τ − t0)2]1/2 ≤ 0,
whence
(4.5) limsup
Q
1
∋(y,τ)→(c,t0)
u∗(y, τ) − u∗(c, t0) − ξ(y − c) −ϕt(c, t0)(τ − t0)[(y − c)2 + (τ − t0)2]1/2 ≤ 0
for all ξ ≥ ϕx(c+, t0) and
ξ¯ = inf{ξ ∈ R ∣ (4.5) holds} ≤ ϕx(c+, t0) .
First we consider the case that ξ¯ > −∞. Then (4.5) holds with ξ = ξ¯ and there
exists ψ ∈ C1(Qˆ1) such that ψx(c, t0) = ξ¯, ψt(c, t0) = ϕt(c, t0), and u∗−ψ has a strict
maximum at (c, t0) (e.g., see [26, Proposition 2.6]). For all sufficiently small δ > 0
the function u∗−ψ+δ(x−c) has a maximum at some point (xδ, tδ) ∈ (c, d)×(t1, t2];
observe that xδ > c by the minimality of ξ¯, and (xδ, tδ) → (c, t0) as δ → 0+. By (3.2),
for such values of δ there holds ψt(xδ, tδ)+H(ψx(xδ, tδ)− δ) ≤ 0. Letting δ → 0+ we
obtain that ϕt(c, t0) +H(ξ¯) ≤ 0. Since ξ¯ ≤ ϕx(c+, t0), we obtain (4.1).
Now let ξ¯ = −∞. Then there exists a sequence ξn → −∞ such that (4.5) holds for
ξ = ξn, thus for all ξ ≥ ξn. By the arbitariness of n, (4.5) holds for all ξ ≤ ϕx(c, t0).
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Hence for any ξ ≤ ϕx(c, t0) there exists ψ ∈ C1(Qˆ1) such that ψx(c, t0) = ξ, ψt(c, t0) =
ϕt(c, t0), and u∗ − ψ has a strict maximum at (c, t0).
Since, by Lemma 2.1, u∗(c, t0) = lim sup
Q
1
∋(y,τ)→(c,t0)
u∗(y, τ) = ess limsup
Q1∋(y,τ)→(c,t0)
u∗(y, τ),
there exists {(yn, τn)} ⊆ Q1 such that
(4.6) yn > c , (yn, τn) → (c, t0) , u∗(yn, τn)→ u∗(c, t0) .
In particular, for every ε > 0 there exists nε ∈ N such that
(4.7) u∗(c, t0) − ε < u∗(yn, τn) < u∗(c, t0) + ε for all n > nε .
Let ε > 0 be fixed, and for n > nε set
(4.8) ψε,n(x, t) = ψ(x, t) − 2ε(1 − [1 − x − c
yn − c
]2
+
) ((x, t) ∈ Qˆ1) .
Then ψε,n ∈ C
1(Qˆ1), and
(4.9) (ψε,n)t = ψt , (ψε,n)x = ψx − 4ε [yn − x]+(yn − c)2 in Qˆ1 ,
(4.10) ψε,n(c, t) = ψ(c, t) for all t ∈ (t1, t2] ,
(4.11) ψ − 2ε ≤ ψε,n ≤ ψ in Qˆ1 .
Without loss of generality we may assume that t0 < t2. We fix a positive constant
σ <min{d − c, t0 − t1, t2 − t0} and set Q2 = (c, c + σ) × (t0 − σ, t0 + σ).
Claim: If ε > 0 is sufficiently small and n > nε, then u
∗
− ψε,n has a maximum in
Qˆ1 which is attained at a point (xn,ε, tn,ε) = (xn, tn) ∈ Q2.
In fact, since u∗−ψ has a strict maximum at (c, t0) and (4.11) holds, for all ε > 0
small enough and n > nε the function u
∗
− ψε,n has a maximum in Qˆ1, attained
at a point (xn, tn) ∈ [c, c + σ) × (t0 − σ, t0 + σ). It remains to prove that xn > c.
Suppose that xn = c. Then tn = t0, since u
∗
−ψ has a strict maximum at (c, t0) and
ψε,n(c, t) = ψ(c, t) for every t ∈ (t0 − σ, t0 + σ) (see (4.10)). On the other hand, by
(4.7) and the equality ψε,n(yn, τn) = ψ(yn, τn) − 2ε (see (4.8)), we have that
u∗(yn, τn) − ψε,n(yn, τn) = u∗(yn, τn) − [ψ(yn, τn) − 2ε] > u∗(c, t0) − ψ(yn, τn) + ε .
Since ψ(yn, τn)→ ψ(c, t0) (see (4.6)), for all sufficiently large n we also get
u∗(yn, τn) −ψε,n(yn, τn) > u∗(c, t0) −ψ(c, t0) = u∗(c, t0) − ψε,n(c, t0).
Since yn > c by (4.6), we have found a contradiction and proved the Claim.
Since u is a viscosity subsolution of ut + H(ux) = 0 in Q1, it follows from the
Claim, (3.2) and the first equality in (4.9), that
(4.12) (ψε,n)t(xn, tn) +H((ψε,n)x(xn, tn)) = ψt(xn, tn) +H((ψε,n)x(xn, tn)) ≤ 0 .
Since (ψε,n)x(xn, tn) ≤ ψx(xn, tn) (see (4.9)), it follows from (4.12) that
(4.13) ψt(xn, tn)+ inf{H(s)∣s ≤ ψx(xn, tn)} ≤ ψt(xn, tn)+H((ψε,n)x(xn, tn)) ≤ 0 .
On the other hand, letting first n → ∞ and then ε → 0+ in (4.11) we find that(xn, tn) = (xn,ε, tn,ε) → (c, t0) (recall that c ≤ xn,ε ≤ c + σ and σ > 0 is arbitrarily
fixed). Since ψx(c, t0) = ξ, we obtain from (4.13) that
ψt(c, t0) + inf{H(s)∣s ≤ ξ} ≤ 0 for all ξ ∈ (−∞, ϕx(c, t0)].
Hence inequality (4.1) also holds if ξ¯ = −∞. 
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Proposition 4.2. Let H ∈ Lip(R). Let the trapezoid A be defined by (3.1) and let
ϕ ∈ C1(Aˆ), where Aˆ ∶= A ∩ (R × (0, T ]).(i) Let u be a viscosity subsolution of equation (1.1) in A. Let (d − ∥H ′∥∞t0, t0),
with t0 ∈ (0, T ], be a local maximum point of u∗ −ϕ in Aˆ. Then
(4.14) ϕt(d − ∥H ′∥∞t0, t0) +H(ϕx((d − ∥H ′∥∞t0)−, t0)) ≤ 0 .
(ii) Let v be a viscosity supersolution of equation (1.1) in A. Let (d− ∥H ′∥∞t0, t0),
t0 ∈ (0, T ], be a local minimum point of v∗ − ϕ in Aˆ. Then
(4.15) ϕt(d − ∥H ′∥∞t0, t0) +H(ϕx((d − ∥H ′∥∞t0)−, t0)) ≥ 0 .
Similar results hold for the trapezoids B and C.
Proof. We only prove claim (i) for A. The remaining proofs are similar. Set
w(y, t) = u(y − ∥H ′∥∞t, t) for (y, t) ∈ A = (a + ∥H ′∥∞T, d) × (0, T )
(observe that under the inverse transformation (y, t) ↦ (x, t) = (y − ∥H ′∥∞t, t) the
set A is mapped onto {(x, t) ∣x ∈ (a + ∥H ′∥∞(T − t), d − ∥H ′∥∞t), t ∈ (0, T )}, which
is a proper subset of A).
We set H˜(p) = H(p) + ∥H ′∥∞p for p ∈ R. Then H˜ is Lipschitz continuous on R
and nondecreasing. We claim that w is a viscosity subsolution in A of the equation
(4.16) wt + H˜(wy) = 0 in A .
In fact, fix any ψ = ψ(y, t) ∈ C1 (Aˆ), where Aˆ =A∩(R×(0, T ]), and let w∗ −ψ have
a local maximum at (y¯, t¯) ∈ A; here by definition (see (2.1))
w∗(y, t) = ess limsup
A∋(η,τ)→(y,t)
w(η, τ) for any (y, t) ∈ A.
It is easily seen that w∗(y, t) = u∗(y − ∥H ′∥∞t, t) for every (y, t) ∈ A such that
a + ∥H ′∥∞T < y ≤ d. Therefore u∗ − ϕ, where ϕ = ϕ(x, t) = ψ(x + ∥H ′∥∞t, t), has a
local maximum at (y¯−∥H ′∥∞t¯, t¯) ∈ A. Since u is a viscosity subsolution of equation
(1.1) in A, by (3.2), we obtain the claim:
ϕt(y¯ − ∥H ′∥∞t¯, t¯) +H(ϕx(y¯ − ∥H ′∥∞t¯, t¯)) =
= ψt(y¯, t¯) + ∥H ′∥∞ψy(y¯, t¯) +H(ψy(y¯, t¯)) = ψt(y¯, t¯) + H˜(ψy(y¯, t¯)) ≤ 0 .
Now let ϕ ∈ C1(Aˆ), and let (d − ∥H ′∥∞t0, t0) (t0 ∈ (0, T ]) be a local maximum
point of u∗ − ϕ in Aˆ. Then (d, t0) is a local maximum point of w∗ − ψ in Aˆ, where
ψ ∈ C1 (Aˆ) is defined by ψ = ψ(y, t) = ϕ(y − ∥H ′∥∞t, t). Since w is a viscosity
subsolution in A of (4.16) and H˜ is nondecreasing, by (4.2) we have that
0 ≥ ψt(d, t0) + inf{H˜(ξ) ∣ ξ ≥ ψy(d−, t0)} = ψt(d, t0) + H˜(ψy(d−, t0)) =
= ψt(d, t0) + ∥H ′∥∞ψy(d−, t0) +H(ψy(d−, t0)) =
= ϕt(d − ∥H ′∥∞t0, t0) +H(ϕx((d − ∥H ′∥∞t0)−, t0)) .

Now we can prove Theorem 3.1 for trapezoidal domains. We give the proof for
problem (Ta,±) in the domain A. The proof is similar for problem (T a,±) in B and
easier for problem (TC).
Proof of Theorem 3.1 for problem (Ta,±). Arguing by contradiction we suppose that
(4.17) max
A
[u∗ − v∗]+ =max
[a,d]
[u∗(⋅,0) − v∗(⋅,0)]+ + σ
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for some σ > 0. Consider the function F ∶ A ×A↦ R defined by
(4.18) F (x, t, y, s) ∶= u∗(x, t) − v∗(y, s) − λ(t + s) − ∣x − y + αε ∣p + ∣ t − s ∣p
εp
,
where λ ∈ (0, σ
4T
) is fixed, p ∈ (1,2] and ε ∈ (0,min{d − a,1}) with
(4.19) α = ± 1
2
√
ε (here ± refers to problem (Ta,±).
This implies that ∣α∣ε ≤ d−a
2
, and so a+d
2
+ αε ∈ [a, d].
Since F is upper semicontinuous, it attains the maximum in A×A at some point(x¯, t¯, y¯, s¯). Observe that F and (x¯, t¯, y¯, s¯) depend on ε and p, but for notational
simplicity we suppress this dependence.
Since a+d
2
+ αε ∈ [a, d], there holds
F (1
2
(a + d),0, 1
2
(a + d) + αε,0) ≤ F (x¯, t¯, y¯, s¯) ,
which implies that
∣ x¯ − y¯ + αε ∣p + ∣ t¯ − s¯ ∣p
εp
≤ 4M, where M =max{∥u∗∥L∞(A), ∥v∗∥L∞(A)}.
Hence there holds ∣ t¯ − s¯ ∣ ≤ (4M) 1p ε and
(4.20) ∣ x¯ − y¯ + αε ∣ ≤ (4M) 1p ε ⇒ ∣x¯ − y¯∣ ≤ [(4M) 1p + 1
2
] ε.
Observe that both estimates can be made independent of p ∈ (1,2].
Now consider the function g ∶ A↦ R,
(4.21) g = g(x, t) ∶= u∗(x, t) − v∗(x, t) − 2λt = F (x, t, x, t) + ∣α∣p .
Observe that g is upper semicontinuous, thus its maximum in A exists.
Set Aτ = {(x, t) ∈ A ∣ t ∈ [0, τ]} for any τ ∈ (0, T ]. Below we prove the following
claims.
Claim 1: There exists τ ∈ (0, T ) such that
(4.22) max
A
g = max
A∖Aτ
g and max
A
g >max
Aτ
g .
Claim 2: There exists ε1 ∈ (0, d − a) which does not depend on p ∈ (1,2] such that
for all ε ∈ (0, ε1) and p ∈ (1,2]
(4.23) max
A×A
F = max
(A∖Aτ)
2
F, with τ ∈ (0, T ) given by Claim 1.
To prove Claim 1 set G(t) ∶= max
At
g (t ∈ (0, T ]). By (4.17) and since λ < σ
4T
,
G(T ) ≥max
A
(u∗ − v∗) − 2λT =max
A
[u∗ − v∗]+ − 2λT =(4.24)
= max
[a,d]
[u∗(⋅,0) − v∗(⋅,0)]+ + σ − 2λT ≥max[a,d] [u∗(⋅,0) − v∗(⋅,0)]+ + 12σ .
Since G is nondecreasing, there exists L0 ∶= lim
t→0+
G(t), and Claim 1 follows if we
prove that
(4.25) L0 ≤max
[a,d]
[u∗(⋅,0) − v∗(⋅,0)]+ .
In fact, by (4.24)-(4.25) there exists τ ∈ (0, T ) such that
(4.26) G(τ) =max
Aτ
g ≤max
[a,d]
[u∗(⋅,0) − v∗(⋅,0)]+ + 14σ < G(T ) =max
A
g .
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To prove (4.25), let {tn} be a decreasing sequence such that tn → 0+, and let(xn, τn) ∈ Atn be a maximum point - namely, G(tn) = g(xn, τn). Clearly, there
exists a converging subsequence (not relabelled) of {(xn, τn)} ⊆ At1 and a point(x,0), x ∈ [a, d], such that (xn, τn) → (x,0) as n → ∞ (observe that limn→∞ τn =
limn→∞ tn = 0). Then, by the upper semicontinuity of g,
L0 = lim
n→∞
G(tn) = lim
n→∞
max
Atn
g ≤ g(x,0+) = u∗(x,0+) − v∗(x,0+) ≤
≤max
[a,d]
[u∗(⋅,0) − v∗(⋅,0)]+ .
This proves (4.25) and Claim 1 follows.
To prove Claim 2, we preliminarily observe that, by (4.18) and (4.21), for every
maximum point (x¯, t¯, y¯, s¯) of F there holds
max
A
g − ∣α∣p ≤ F (x¯, t¯, y¯, s¯) ≤ u∗(x¯, t¯) − v∗(y¯, s¯) − λ(t¯ + s¯) .
In view of (4.19), this implies that
(4.27) max
A
g −
√
ε ≤ u∗(x¯, t¯) − v∗(y¯, s¯) − λ(t¯ + s¯).
Now we argue by contradiction. Were Claim 2 false, there would exist a se-
quence {εn} ⊂ (0, ε0) such that εn → 0+, a sequence {pn} ⊂ (1,2] and a sequence of
maximum points of F
{(x¯n, t¯n, y¯n, s¯n)} ≡ {(x¯(εn, pn), t¯(εn, pn), y¯(εn, pn), s¯(εn, pn))} ⊂ Aτ .
By the boundedness of {(x¯n, t¯n, y¯n, s¯n)} and (4.20), there would exist a converging
subsequence (not relabelled) of {(x¯n, t¯n, y¯n, s¯n)} and a point (x˜, t˜, x˜, t˜) ∈ (Aτ )2, such
that (x¯n, t¯n, y¯n, s¯n) → (x˜, t˜, x˜, t˜) as n→∞. Rewriting (4.27) with ε = εn, (x¯, t¯, y¯, s¯) =(x¯n, t¯n, y¯n, s¯n) and letting n → ∞, it follows from the upper semicontinuity of the
function at the right-hand side of (4.27) that max
A
g ≤ g(x˜, t˜), which contradicts
Claim 1 since (x˜, t˜) ∈ Aτ . Hence we have also proved Claim 2.
Now we complete the proof. Henceforth we assume that ε ∈ (0, ε1), so that we
can use Claim 2. Then the function
(x, t) ↦ F (x, t, y¯, s¯) = u∗(x, t) − v∗(y¯, s¯) − λ(t + s¯) − ∣x − y¯ + αε ∣p + ∣ t − s¯ ∣p
εp
=∶
=∶ u∗(x, t) − φ(x, t)
has a maximum at some point (x¯, t¯) ∈ A ∖ Aτ with τ ∈ (0, T ) given by Claim 1.
Similarly, the function
(y, s) ↦ −F (x¯, t¯, y, s) = v∗(y, s) − u∗(x¯, t¯) + λ(t¯ + s) + ∣ x¯ − y + αε ∣p + ∣ t¯ − s ∣p
εp
=∶
= v∗(y, s) − χ(y, s)
has a minimum at some point (y¯, s¯) ∈ A ∖Aτ with τ ∈ (0, T ) as above. Since u is a
viscosity subsolution and v a viscosity supersolution of (Ta,±), by definition φ and
χ must satisfy suitable differential inequalities at (x¯, t¯) and (y¯, s¯) (see Subsection
3.1 and Proposition 4.1). We show below that these inequalities always lead to a
contradiction, whence the result follows. Before proceeding observe that
φt(x, t) = λ + p ∣ t − s¯ ∣p−1 sgn(t − s¯)
εp
, φx(x, t) = p ∣x − y¯ + αε ∣p−1 sgn(x − y¯ + αε)
εp
,
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χs(y, s) = −λ + p ∣ t¯ − s ∣p−1 sgn(t¯ − s)
εp
, χy(y, s) = p ∣ x¯ − y + αε ∣p−1 sgn(x¯ − y + αε)
εp
.
Problem (Ta,+). Then α = 12√ε (see (4.19)) and we distinguish two cases:(1) x¯ = x¯ε,p ≥ a, y¯ = y¯ε,p > a for some ε ∈ (0, ε1) and p ∈ (1,2]: Since u is a
viscosity subsolution and (x¯, t¯) is a maximum point of u∗ − φ, it follows from (3.4)
and (3.2) that
φt(x¯, t¯) +H(φx(x¯, t¯))(4.28)
= λ +
p ∣ t¯ − s¯ ∣p−1 sgn(t¯ − s¯)
εp
+H (p ∣ x¯ − y¯ + αε ∣p−1 sgn(x¯ − y¯ + αε)
εp
) ≤ 0 .
Similarly, since v is a viscosity supersolution and (y¯, s¯) is a minimum point of v∗−χ,
it follows from (3.3) (if y < d − ∥H ′∥∞s) and (4.15) (if y = d − ∥H ′∥∞s) that
χs(y¯, s¯) +H(χy(y¯, s¯))(4.29)
= −λ +
p ∣ t¯ − s¯ ∣p−1 sgn(t¯ − s¯)
εp
+H (p ∣ x¯ − y¯ + αε ∣p−1 sgn(x¯ − y¯ + αε)
εp
) ≥ 0 .
Subtracting (4.29) from (4.28) we find that 2λ ≤ 0, which is a contradiction.
(2) x¯ = x¯p ≥ a, y¯ = y¯p = a for all p ∈ (1,2] and ε ∈ (0, ε1): we fix ε = ε˜ ∈ (0, ε1) so
small that
(4.30) sup
ξ≥1/ε˜
H(ξ) ≤ lim sup
ξ→∞
H(ξ) + 1
2
λ , H (1/ε˜) ≥ lim sup
ξ→∞
H(ξ) − 1
2
λ .
Since we have chosen ε = ε˜, x¯ = x¯p and y¯ = y¯p only depend on p. Now (4.28) reads
(4.31) φt(x¯, t¯)+H(φx(x¯, t¯)) = λ+ p ∣ t¯ − s¯ ∣p−1 sgn(t¯ − s¯)
ε˜p
+H (p ∣ x¯ − a + αε˜ ∣p−1
ε˜p
) ≤ 0
(since x¯ − a + αε˜ > 0, sgn(x¯ − a + αε˜) = 1). On the other hand, by (4.3) there holds
χs(a, s¯) + sup{H(ξ) ∣ ξ ≥ χy(a+, s¯)}(4.32)
= −λ +
p ∣ t¯ − s¯ ∣p−1 sgn(t¯ − s¯)
ε˜p
+ sup{H(ξ) ∣ ξ ≥ p ∣ x¯ − a + αε˜ ∣p−1
ε˜p
} ≥ 0.
Subtracting (4.32) from (4.31) we find that
2λ +H (p ∣ x¯ − a + αε˜ ∣p−1
ε˜p
) ≤ sup{H(ξ) ∣ ξ ≥ p ∣ x¯ − a + αε˜ ∣p−1
ε˜p
}
whence, as p→ 1+,
(4.33) 2λ +H (1/ε˜) ≤ sup{H(ξ) ∣ ξ ≥ 1/ε˜} .
By (4.30) this implies that λ ≤ 0, and again we have found a contradiction.
Problem (Ta,−). Then α = − 12√ε (see (4.19)) and again we distinguish two cases:(1) x¯ = x¯ε,p > a, y¯ = y¯ε,p ≥ a for some ε ∈ (0, ε1) and p ∈ (1,2]: in this case
(4.28)-(4.29) follow from (3.2), (3.3) and (3.7), whence again 2λ ≤ 0.
(2) x¯ = x¯p = a, y¯ = y¯p ≥ a for all p ∈ (1,2] and ε ∈ (0, ε1): we fix ε = ε˜ ∈ (0, ε1) so
small that
(4.34) inf
ξ≤−1/ε˜
H(ξ) ≥ lim inf
ξ→−∞
H(ξ) − 1
2
λ , H (−1/ε˜) ≤ lim inf
ξ→−∞
H(ξ) + 1
2
λ
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(so x¯ = x¯p and y¯ = y¯p only depend on p). By (4.1) there holds
φt(a, t¯) + inf{H(ξ) ∣ ξ ≤ φx(a+, t¯)} =(4.35)
= λ +
p ∣ t¯ − s¯ ∣p−1 sgn(t¯ − s¯)
ε˜p
+ inf {H(ξ) ∣ ξ ≤ −p ∣a − y¯ + αε˜ ∣p−1
ε˜p
} ≤ 0
(since a − y¯ + αε˜ < 0, sgn(a − y¯ + αε˜) = −1). On the other hand, since y¯ > a,
χs(y¯, s¯) +H(χy(y¯, s¯)) =(4.36)
= −λ +
p ∣ t¯ − s¯ ∣p−1 sgn(t¯ − s¯)
ε˜p
+H (−p ∣a − y¯ + αε˜ ∣p−1
ε˜p
) ≥ 0 .
Subtracting (4.36) from (4.35) gives
2λ + inf {H(ξ) ∣ ξ ≤ −p ∣a − y¯ + αε˜ ∣p−1
ε˜p
} ≤H (−p ∣a − y¯ + αε˜ ∣p−1
ε˜p
) .
Letting p → 1+ this implies that
(4.37) 2λ + inf {H(ξ) ∣ ξ ≤ −1/ε˜} ≤H (−1/ε˜) ,
whence by (4.34) we get λ ≤ 0, again a contradiction. ◻
It remains to prove Theorem 3.1 for problem (N b,±a,±).
Proof of Theorem 3.1 for problem (N b,±a,±). Let Q = (a, b) × (0, T ) with −∞ < a < b <
∞, and Qτ = {(x, t) ∈ Q ∣ t ∈ [0, τ]} for any τ ∈ (0, T ]. Let u∗, v∗ be defined in Q by
(2.1)-(2.2). As before we set
Aτ ∶= {(x, t) ∣x∈[a, b−∥H ′∥∞t], t∈[0, τ]}, Bτ ∶= {(x, t) ∣x∈[a+∥H ′∥∞t, b], t∈[0, τ]}
for all τ ∈ (0, τ1], with τ1 defined by (2.13). By Remark 3.1, the restrictions u1,A =
u ⌞ Aτ1 , v1,A = v ⌞ Aτ1 are viscosity sub- and supersolutions of problem (Ta,±) in
Aτ1 (similarly for u1,B = u ⌞ Bτ1 , v1,B = v ⌞ Bτ1). Since we have already proved
Theorem 3.1 for the trapezoidal domains A and B, we have that
max
Aτ1
[(u1,A)∗− (v1,A)∗]+≤max
[a,b]
[(u1,A)∗(⋅,0)−(v1,A)∗(⋅,0)]+≤max[a,b] [u∗(⋅,0)−v∗(⋅,0)]+
(notice that (u1,A)∗(x, t) ≤ u∗(x, t) and (v1,A)∗(x, t) ≥ v∗(x, t), since Aτ1 ⊆Q),
max
Bτ1
[(u1,B)∗−(u1,B)∗]+≤max
[a,b]
[(u1,B)∗(⋅,0)−(v1,B)∗(⋅,0)]+≤max[a,b] [u∗(⋅,0)−v∗(⋅,0)]+,
whence, by Remark 2.1, max
[a,b]×[0,τ1−δ]
[u∗ − v∗]+ ≤ max
[a,b]
[u∗(⋅,0) − v∗(⋅,0)]+ for all
δ ∈ (0, τ1). By the arbitrariness of δ this means that
(4.38) sup
[a,b]×[0,τ1)
[u∗ − v∗]+ ≤ max
[a,b]
[u∗(⋅,0) − v∗(⋅,0)]+ .
Let δ ∈ (0, τ1) be arbitrary and fixed. Arguing as before in the rectangle Qτ2−δ ∖
Qτ1−δ, where τ2 =min {(b − a)/∥H ′∥∞, T }, we obtain
[u∗(x, t) − v∗(x, t)]+ ≤max
[a,b]
[u∗(⋅, (τ1 − δ)+) − v∗(⋅, (τ1 − δ)+)]+
for all (x, t) ∈ [a, b] × (τ1 − δ, τ2 − δ). Since
u∗(⋅, (τ1 − δ)+) − v∗(⋅, (τ1 − δ)+) ≤ u∗(⋅, τ1 − δ) − v∗(⋅, τ1 − δ)
(see (2.5)), from the above inequality and (4.38) we obtain that
sup
[a,b]×[0,τ2−δ)
[u∗ − v∗]+ ≤ max
[a,b]
[u∗(⋅,0) − v∗(⋅,0)]+ ,
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whence, by the arbitrariness of δ,
sup
[a,b]×[0,τ2)
[u∗ − v∗]+ ≤ max
[a,b]
[u∗(⋅,0) − v∗(⋅,0)]+ .
It is now clear that in a finite number of steps the claim follows. ◻
5. Regularity
In this section we prove Proposition 3.2. We begin with the proof of the first
part, which concerns one-sided Lipschitz bounds in t for sub- and supersolution of
equation (1.1).
Proof of Proposition 3.2 (i). To prove (3.12)1, i.e. the first inequality in (3.12), it is
enough to show that
(5.1) u∗(x¯, t) ≤ u∗(x¯, t+1) +K(t − t1) for all t ∈ (t1, T ], x¯ ∈ Ω = (a, b),
Indeed, taking the limsup as x¯ → a+ (if a ∈ R) or x¯ → b− (if b ∈ R) it follows from
(2.12) that (5.1) is also satisfied if x¯ ∈ ∂Ω, and then (3.12)1 follows from (2.5).
We prove (5.1). By Lemma 2.1 applied to the restriction of u to (a, b) × (t1, T ),
for any ε > 0 there exists δ > 0 such that
(5.2) u∗(x, t+1) ≤ u∗(x¯, t+1) + ε for all x ∈ (x¯ − δ, x¯ + δ)
and (x¯−δ, x¯+δ) ⊂ Ω. Setting Dδ ∶= (x¯−δ, x¯+δ)×(t1, T ) and u1 ∶= u⌞Dδ, it follows
from Remark 2.1 that
(u1)∗(x, t) =
⎧⎪⎪⎨⎪⎪⎩
u∗(x, t) if ∣x − x¯∣ < δ, t ∈ (t1, T ] ,
u∗(x, t+1) if ∣x − x¯∣ < δ, t = t1 ,
and from Remark 3.1 that u1 is a viscosity subsolution of equation (1.1) in Dδ. Ob-
serve that, by Definition 3.2−(i), this implies that u1 is also a viscosity subsolution
of problem (N x¯+δ,+
x¯−δ,− ) in Dδ.
Let
(5.3) w(x, t) ∶= u∗(x¯, t+1) + ε +K(t − t1) if (x, t) ∈ [x¯ − δ, x¯ + δ] × [t1, T ].
It is easy to prove that w is a viscosity supersolution of problem (N x¯+δ,+
x¯−δ,− ) in Dδ: if
ϕ ∈ C1(Dδ) and (x0, t0) ∈Dδ (with t0 > t1) is a local minimum point of w∗−ϕ = w−ϕ
in Dδ, then ϕt(x0, t0) +H(ϕx(x0, t0)) ≥ wt(x0, t0) −K = 0.
Applying Theorem 3.1 in Dδ, and observing that, by (5.2)-(5.3), (u1)∗(⋅, t1) =
u∗(⋅, t+1) ≤ w(⋅, t1) in [x¯ − δ, x¯ + δ], we obtain that u∗ ≤ w in Dδ. In particular,
u∗(x, t) − u∗(x¯, t+1) ≤ ε +K(t − t1) for any ∣x − x¯∣ < δ and t ∈ (t1, T ]
and (5.1) follows from the arbitrariness of ε.
The proof of (3.12)2 is similar: arguing as before one shows that
(5.4) v∗(x¯, t) ≥ v∗(x¯, t+1) + k(t − t1) for t ∈ (t1, T ].
◻
Formulas (3.13) and (3.14) in Proposition 3.2−(ii) quantify the fact that initial
jump discontinuities cannot disappear instantaneously. They are a special case of
the following result, with x0 = c, t0 = 0 and G = u0:
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Lemma 5.1. Let (H1) hold, let K,k be defined by (3.11), let u be a viscosity
solution of equation (1.1) and let (x0, t0) ∈ Ω × [0, T ). Let G ∈ L∞loc(Ω) be such that
(5.5) u∗(x, t+0) = G∗(x) , u∗(x, t+0) = G∗(x) ,
(5.6) there exist G(x±0) ∶= ess lim
x→x±
0
G(x), G(x+0) ≠ G(x−0),
and set
t ∶= { t0 + ∣G(x
+
0
)−G(x−
0
)∣
K−k
> 0 if K > k ,
T otherwise .
Then for all t ∈ (t0,min{t, T })
(5.7) G(x+0) > G(x−0) ⇒
⎧⎪⎪⎨⎪⎪⎩
u∗(x0, t) = u∗(x+0 , t) > u∗(x−0 , t)
u∗(x+0 , t) > u∗(x−0 , t) = u∗(x0, t),
(5.8) G(x+0) < G(x−0) ⇒
⎧⎪⎪⎨⎪⎪⎩
u∗(x+0 , t) < u∗(x−0 , t) = u∗(x0, t)
u∗(x0, t) = u∗(x+0 , t) < u∗(x−0 , t).
Proof. We only prove (5.7), the proof of (5.8) is similar. By assumption, for any
ε > 0 there exists δ ∈ (0, δ¯) such that
∣G(x) −G(x−0)∣ < ε for a.e. x ∈ (x0 − δ, x0)
∣G(y) −G(x+0)∣ < ε for a.e. y ∈ (x0, x0 + δ) ,
whence, since G(x+0) > G(x−0),
(5.9) G(x−0) − ε ≤ G∗(x) ≤ G∗(x) ≤ G(x−0) + ε for all x ∈ (x0 − δ, x0)
(5.10) G(x+0) − ε ≤ G∗(y) ≤ G∗(y) ≤ G(x+0) + ε for all y ∈ (x0, x0 + δ).
Then we get that for all t ∈ (t0, T ] and x ∈ (x0 − δ, x0)
G(x−0) − ε + k(t − t0) (5.9)≤ G∗(x) + k(t − t0) (5.5)= u∗(x, t+0) + k(t − t0) (5.4)≤ u∗(x, t) ≤
≤ u∗(x, t) (5.1)≤ u∗(x, t+0)+K(t−t0) (5.5)= G∗(x)+K(t−t0) (5.9)≤ G(x−0)+ε +K(t−t0) .
Similarly, using (5.10) instead of (5.9), for all t ∈ (t0, T ] and y ∈ (x0, x0 + δ)
G(x+0) − ε + k(t − t0) ≤ G∗(y)+ k(t − t0) = u∗(y, t+0) + k(t − t0) ≤ u∗(y, t) ≤
≤ u∗(y, t) ≤ u∗(y, t+0) +K(t − t0) = G∗(y)+K(t − t0) ≤ G(x+0) + ε +K(t − t0) .
In particular we obtain from the above inequalities that for all t ∈ (t0, T ]
(5.11a) u∗(x, t) ≤ u∗(x, t) ≤ G(x−0) + ε +K(t − t0) for all x ∈ (x0 − δ, x0),
(5.11b) G(x+0) − ε + k(t − t0) ≤ u∗(y, t) ≤ u∗(y, t) for all y ∈ (x0, x0 + δ).
Now set
(5.12) ε0 =
G(x+0) −G(x−0)
2
, tε =
⎧⎪⎪⎨⎪⎪⎩
t0 +
2(ε0−ε)
K−k
if K > k (ε ∈ (0, ε0)) ,
T otherwise.
Observe that tε → t as ε→ 0. Then for all ε ∈ (0, ε0) and t ∈ [t0, tε) there holds
(5.13) G(x+0) − ε + k(t − t0) > G(x−0) + ε +K(t − t0) ,
whence, by (5.11), for all ε ∈ (0, ε0), t ∈ (t0, tε), x ∈ (x0 − δ, x0) and y ∈ (x0, x0 + δ)
u∗(x, t) ≤ G(x−0) + ε +K(t − t0) < G(x+0) − ε + k(t − t0) ≤ u∗(y, t) ,
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u∗(x, t) ≤ G(x−0) + ε +K(t − t0) < G(x+0) − ε + k(t − t0) ≤ u∗(y, t) .
Plainly this implies that for all t ∈ (t0, tε)
u∗(x−0 , t) = ess limsup
Q∋(x,τ)→(x−
0
,t)
u∗(x, τ) ≤ G(x−0) + ε +K(t − t0) <
< G(x+0) − ε + k(t − t0) ≤ ess limsup
Q∋(y,τ)→(x+
0
,t)
u∗(y, τ) = u∗(x+0 , t) ,
u∗(x−0 , t) = ess lim inf
Q∋(x,τ)→(x−
0
,t)
u∗(x, τ) ≤ G(x−0) + ε +K(t − t0) <
< G(x+0) − ε + k(t − t0) ≤ ess lim inf
Q∋(y,τ)→(x+
0
,t)
u∗(y, τ) = u∗(x+0 , t)
(the equalities in these estimates follow from Lemma 2.1 applied to (a,x0)× (0, T ),
respectively (x0, b) × (0, T )). Therefore it follows from Lemma 2.1 that
u∗(x0, t) = ess limsup
Q∋(y,τ)→(x0,t)
u∗(y, τ) = u∗(x+0 , t) > u∗(x−0 , t)
u∗(x0, t) = ess lim inf
Q∋(x,τ)→(x0,t)
u∗(x, τ) = u∗(x−0 , t) < u∗(x+0 , t0)
for all t ∈ (t0, tε). Since ε is arbitrary and tε → t as ε→ 0, the conclusion follows. 
The concept of barrier effect of a discontinuity, discussed in the Introduction, is
made precise by the following lemma.
Lemma 5.2. Let −∞ < a < c < b <∞, and let Q = (a, b)×(0, T ), Q− = (a, c)×(0, T )
and Q+ = (c, b) × (0, T ). Let u be a viscosity solution of problem (N b,±a,±).
(i) If u∗(c+, ⋅) > u∗(c−, ⋅) in (0, T ), then u ⌞Q+ is a viscosity solution of (N b,±c,+ ).
(ii) If u∗(c+, ⋅) > u∗(c−, ⋅) in (0, T ), then u ⌞Q− is a viscosity solution of (N c,+a,±).
(iii) If u∗(c+, ⋅) < u∗(c−, ⋅) in (0, T ), then u ⌞Q− is a viscosity solution of (N c,−a,±).
(iv) If u∗(c+, ⋅) < u∗(c−, ⋅) in (0, T ), then u ⌞Q+ is a viscosity solution of (N b,±c,− ).
Similar statements hold for viscosity solutions of problems (Na,±), (N b,±) and equa-
tion (1.1) in R.
Remark 5.1. Let 0 ≤ t1 < t2 ≤ T and Ω = (a, b), with −∞ ≤ a < b ≤ ∞. Then, for
any c ∈ (a, b), it can be easily checked that the conclusions of Lemma 5.2 hold true
for viscosity solutions of problems (N b,±a,±), (Na,±) or (N b,±) in Ω × (t1, t2).
Proof. We only prove (i), since the other proofs are similar. We set u˜ = u ⌞ Q+.
Since u˜∗ = u∗ in Q+ (see Remark 2.1) and u is a viscosity solution of (N b,±a,±) in
Q, u˜ is a viscosity solution of (1.1) in Q+. By Definition 3.2−(i), it remains to
prove that if ϕ ∈ C1([c, b]× (0, T ]) and (c, t0) is a local maximum point of u˜∗ −ϕ in[c, b] × (0, T ], then
(5.14) ϕt(c, t0) +H(ϕx(c+, t0)) ≤ 0 (t0 ∈ (0, T ]) .
To prove (5.14), let t0 ∈ (0, T ) (if t0 = T we argue as in [18, Section 10.2]) and
observe first that, by assumption, there holds
(5.15) u∗(c−, t) < u∗(c, t) = u∗(c+, t) = u˜∗(c, t) for all t ∈ (0, T ).
If (c, t0) is a strict local maximum point of u˜∗ − ϕ in [c, b] × (0, T ], then
(5.16) u˜∗(c, t0) −ϕ(c, t0) > u˜∗(y, τ) −ϕ(y, τ) for any (y, τ) ∈ B+r (c, t0)
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for some r > 0, where B+r (c, t0) = {(y, τ) ∈ Br(c, t0) ∣ y > c}. Here r is chosen such
that 0 < t0 − r < t0 + r < T . In view of (5.15) this implies that
(5.17) u∗(y, τ) = u˜∗(y, τ) for all (y, τ) ∈ B+r (c, t0).
From (5.16) and (5.17) we obtain that
(5.18) u∗(c, t0) −ϕ(c, t0) > u∗(y, τ) −ϕ(y, τ) for all (y, τ) ∈ B+r (c, t0) .
On the other hand, by (5.15) and the upper semicontinuity of u∗ we also have that
limsup
(y,τ)→(c,t),y<c
u∗(y, τ) ≤ u∗(c−, t) < u∗(c, t) ,
thus for some r > 0 there holds
u∗(c, t) > u∗(y, τ) for any (y, τ) ∈ B−r (c, t0) = {(y, τ) ∈ Br(c, t0) ∣ y < c} .
Hence we can extend the definition of ϕ to [a, b] × (0, T ] so that ϕx(c−, t0) =
ϕx(c+, t0), and
(5.19) u∗(c, t0) −ϕ(c, t0) > u∗(y, τ) − ϕ(y, τ) for any (y, τ) ∈ B−r (c, t0) .
By (5.18)-(5.19) (c, t0) is a local maximum point of u∗ − ϕ in Q, thus by (3.2) we
obtain (5.14). 
To complete the proof of Proposition 3.2−(ii), we show that u∗ − u∗ is nonin-
creasing with respect to t for viscosity solutions u of equation (1.1) and prove (3.15).
Proposition 3.2 (ii): proof of (3.15). We prove (3.15a) assuming that u0(c+) >
u0(c−) and
(5.20)
⎧⎪⎪⎨⎪⎪⎩
u∗(c, t) = u∗(c+, t) > u∗(c−, t)
u∗(c, t) = u∗(c−, t) < u∗(c+, t) for all t ∈ [0, tc).
Observe that (3.15) follows at once (by subtraction) if we show that
(5.21)
u∗(c, t1)−u∗(c, t0)
t1 − t0
≤− lim sup
s→∞
H(s), u∗(c, t1)−u∗(c, t0)
t1 − t0
≥− lim inf
s→∞
H(s)
for 0 ≤ t0 < t1 < tc.
We only prove the first inequality of (5.21). Let b0 = b if b <∞ and let b0 ∈ (c,∞)
if b =∞. We set P = (c, b0) × (t0, tc) and u1 = u ⌞ P . By Remark 2.1 and (5.20)
(5.22)
⎧⎪⎪⎨⎪⎪⎩
(u1)∗(x, t) = u∗(x, t) for (x, t) ∈ P
(u1)∗(c, t) = u∗(c, t) for t0 < t < tc .
By Lemma 2.1 applied to (u1)∗, for all ε > 0 there exists δ > 0 such that
(5.23) (u1)∗(x, t0) ≤ (u1)∗(c, t0) + ε for all x ∈ [c, c + δ) .
We set, for all p > 0 and (x, t) ∈ P ,
v(x, t;p) = min{(u1)∗(c, t0)+ε+p(x−c)−(t−t0)H(p) , ∥u∥L∞(P )+K(t−t0)}.
Observe that there exist pε ≥ 0 and ξ ∈ (c, b0) such that for all p > pε
(5.24) v(x, t0;p) ≥ (u1)∗(x, t0) if c ≤ x ≤ b0
and
(5.25) v(x, t;p) = ∥u∥L∞(P ) +K(t − t0) if (x, t) ∈ P , x > ξ.
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One easily checks that if p > pε, then, by (5.25), v(x, t;p) is a viscosity supersolution
of problem (N b0,+c,+ ) in P .
On the other hand, if b = b0 ∈ R it follows from Lemma 5.2−(i) (see also Remark
5.1) that u1 is a solution of (N b0,±c,+ ) in P , and hence, by Definition 3.2−(i), u1 is
a viscosity subsolution of problem (N b0,+c,+ ) in P (if b = ∞ we argue similarly: the
restriction u˜ = u⌞ P˜ , with P˜ = (c,∞)× (t0, tc), is a viscosity solution of (Nc,+) in P˜
and u1, which coincides with the restriction of u˜ to P , is a viscosity subsolution of(N b0,+c,+ ) in P ). By (5.24) and Theorem 3.1, this implies that (u1)∗ ≤ v in P for all
p > pε. In particular
u∗(c, t1) = (u1)∗(c, t1) ≤ (u1)∗(c, t0) + ε − (t1 − t0)H(p) ≤
≤ u∗(c, t0) + ε − (t1 − t0)H(p) for t0 < t1 < tc
(here we have used the second equality in (5.22)). Choosing p = pn such that
pn → +∞ and H(pn)→ lim sup
s→∞
H(s) as n→∞, we obtain that
u∗(c, t1) ≤ u∗(c, t0) + 2ε − (t1 − t0) lim sup
s→∞
H(s) ,
and the first inequality in (5.21) follows from the arbitrariness of ε. ◻
6. Proof of existence: Perron’s method revisited
Proof of Theorem 3.3. (i) We first prove the existence of a viscosity solution of
the Cauchy problem (CP ). We adapt Perron’s method used by Ishii ([24]) to our
definition of semi-continuous envelopes based on essential limits.
Let u0 ∈ L
∞
loc(R), and let K, k be defined in (3.11). Set
u(x, t) = u0(x) + kt, u(x, t) = u0(x) +Kt for a.e. x ∈ R, t ∈ [0, T ].
Then u is a viscosity subsolution of (CP ), u a viscosity supersolution, and
(6.1) u∗(x,0) = u∗(x,0) = (u0)∗(x) , u∗(x,0) = u∗(x,0) = (u0)∗(x) for x ∈ R.
Let S be the set of viscosity subsolutions v of (CP ) such that v∗ ≤ u∗ and
v∗ ≤ u∗ in R × [0, T ] (observe that these two inequalities are equivalent: if for
example v∗ ≤ u∗, then (v∗)∗ ≤ (u∗)∗ and, by Lemma 2.1, v∗ ≤ u∗). We set
(6.2) u(x, t) ∶= sup{v∗(x, t) ∣v ∈ S} for x ∈ R, t ∈ [0, T ] .
Since u ∈ S, we have u ≥ u∗ in R × [0, T ]. In particular, it follows that u∗ ≥ u∗ in
R×[0, T ], hence u∗(x,0) ≥ (u0)∗(x) for x ∈ R (see (6.1)). On the other hand u ≤ u∗,
whence u∗ ≤ u∗ in R × [0, T ] and, by (6.1), u∗(x,0) ≤ (u0)∗(x) for x ∈ R. So we
have u∗(x,0) = (u0)∗(x). Analogously, since u∗ ≥ u∗ and u∗ ≤ u∗ in R× [0, T ], from
Lemma 2.1 we get u∗ = (u∗)∗ ≥ (u∗)∗ = u∗ and u∗ = (u∗)∗ ≤ (u∗)∗ = u∗ in R× [0, T ],
thus (see (6.1))
(u0)∗(x) = u∗(x,0) ≤ u∗(x,0) ≤ u∗(x,0) = (u0)∗(x) for all x ∈ R .
Then we have proved that u∗(x,0) = (u0)∗(x) for any x ∈ R.
We claim that the function u defined in (6.2) is a viscosity solution of (CP ). By
the above remarks, it is enough to show that u is a viscosity solution of ut+H(ux) = 0
in R × (0, T ). We shall prove this in two steps.
Step 1: u is a viscosity subsolution of ut +H(ux) = 0 in R × (0, T ).
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Let v ∈ S, and fix (x, t) ∈ R × (0, T ). Then
(6.3)
u∗(x, t) = ess limsup
(y,τ)→(x,t)
u(y, τ) ≥
≥ ess limsup
(y,τ)→(x,t)
v∗(y, τ) = lim sup
(y,τ)→(x,t)
v∗(y, τ) = v∗(x, t).
Since there exists a sequence {v∗n} ⊆ S such that v∗n(x, t) → u(x, t), we have that
u∗(x, t) ≥ u(x, t).
Since (x, t) is arbitrary this statement holds for all (x, t) ∈ R × (0, T ).
Let (x0, t0) ∈ R × (0, T ) and ϕ ∈ C1(R × (0, T )) be such that u∗ − ϕ has a strict
local maximum at (x0, t0). Let (yn, τn)→ (x0, t0) be such that
an ∶= u(yn, τn) −ϕ(yn, τn) → u∗(x0, t0) −ϕ(x0, t0)
(this is possible by the definition of u∗). By the definition of u, for all n ∈ N there
exists vn ∈ S such that
v∗n(yn, τn) − ϕ(yn, τn) ≥ an − 1n .
Let r > 0 be so small that u∗−ϕ < u∗(x0, t0)−ϕ(x0, t0) in Br(x0, t0)∖{(x0, t0)}, and
let (xn, tn) ∈ Br(x0, t0) be a point at which v∗n − ϕ has its maximum in Br(x0, t0).
Hence
v∗n(xn, tn) −ϕ(xn, tn) ≥ v∗n(yn, τn) −ϕ(yn, τn) ≥ an − 1n
and, by (6.3),
v∗n(xn, tn) − ϕ(xn, tn) ≤ u∗(xn, tn) −ϕ(xn, tn).
This means that
(6.4) u∗(xn, tn) −ϕ(xn, tn) ≥ an − 1n .
Up to subsequences we have that (xn, tn) → (x, t) ∈ Br(x0, t0). Recalling that, by
Lemma 2.1,
u∗(x, t) = lim sup
(x,t)→(x,t)
u∗(x, t),
for any ε > 0 there exists δ > 0 such that
u∗(x, t) + ε ≥ sup
Bδ(x,t)
u∗.
Since (xn, tn) → (x, t), for fixed δ there exists N ∈ N such that
(xn, tn) ∈ Bδ(x, t) for n >N.
So we have found that for all ε > 0 there exists N ∈ N such that
u∗(x, t) + ε ≥ u∗(xn, tn) for n > N.
Combining this with (6.4) we find that
u∗(x, t) − ϕ(xn, tn) ≥ u∗(xn, tn) −ϕ(xn, tn) − ε ≥ an − 1n − ε.
Passing to the limit n→∞ and using the arbitrariness of ε we conclude that
u∗(x, t) −ϕ(x, t) ≥ lim
n→∞
an = u
∗(x0, t0) −ϕ(x0, t0).
Since the local maximum of u∗ − ϕ at (x0, t0) is strict, this means that (x, t) =(x0, t0). Finally, since v∗n −ϕ has a maximum at (xn, tn) we have that
ϕt(xn, tn) +H(ϕx(xn, tn)) ≤ 0.
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Passing to the limit n→∞ this implies that ϕt(x0, t0) +H(ϕx(x0, t0)) ≤ 0, and we
have completed Step 1.
Step 2: u is a viscosity solution of ut +H(ux) = 0 in R × (0, T ).
Arguing by contradiction we suppose the u is not a viscosity solution of ut +
H(ux) = 0 in R × (0, T ). In view of Step 1 this means that u is not a viscosity
supersolution of ut +H(ux) = 0 in R × (0, T ). Hence there exist (x0, t0) ∈ R × (0, T )
and ϕ ∈ C1(R × (0, T )) such that u∗ − ϕ has a strict local minimum at (x0, t0) and
ϕt(x0, t0) +H(ϕx(x0, t0)) < 0.
Observe that by definition we have u ≤ u∗ in R × [0, T ], thus u∗ ≤ (u∗)∗ = u∗ by
Lemma 3.2. So let us assume that
(6.5) u∗(x0, t0) < u∗(x0, t0)
(otherwise also u∗ −ϕ would have a minimum at (x0, t0), and so ϕt +H(ϕx) ≥ 0 at(x0, t0), a contradiction). Since ϕ ∈ C1 and u∗ is lower semicontinuous, there exist
r > 0 and 0 < δ0 ≤
1
2
[u∗(x0, t0) − u∗(x0, t0)] such that
⎧⎪⎪⎨⎪⎪⎩
ϕt +H(ϕx) ≤ 0
u∗(x0, t0) +ϕ −ϕ(x0, t0) + δ0 ≤ u∗ in B2r(x0, t0) ∩ (R × [0, T ]).
Since the minimum of u∗ −ϕ at (x0, t0) is strict and u∗ is lower semicontinuous, we
may choose δ ∈ (0, δ0] so small that
u∗(x0, t0) +ϕ −ϕ(x0, t0) + δ < u∗ in B2r(x0, t0) ∖Br(x0, t0).
So ⎧⎪⎪⎨⎪⎪⎩
u∗(x0, t0) +ϕ −ϕ(x0, t0) + δ0 ≤ u∗ in B2r(x0, t0) ∩ (R × [0, T ])
u∗(x0, t0) +ϕ −ϕ(x0, t0) + δ < u∗ in B2r(x0, t0) ∖Br(x0, t0).
Now we set
w(x, t) ∶= ⎧⎪⎪⎨⎪⎪⎩
max{u(x, t), u∗(x0, t0) + ϕ(x, t) −ϕ(x0, t0) + δ} if (x, t) ∈ Br(x0, t0)
u(x, t) otherwise.
Since ϕt +H(ϕx) ≤ 0 in B2r(x0, t0) ∩ (R × [0, T ]), w∗ ≤ u∗ and u ∈ S, the function
w belongs to S. This implies that for all (x, t) ∈ Br(x0, t0)
u(x, t) = sup{v∗(x, t) ∣v ∈ S} ≥ w∗(x, t) ≥ u∗(x0, t0) +ϕ(x, t) − ϕ(x0, t0) + δ.
Since the right-hand side of the above inequality is a smooth function, we also have
that
u∗(x, t) ≥ u∗(x0, t0) +ϕ(x, t) −ϕ(x0, t0) + δ for (x, t) ∈ Br(x0, t0).
Choosing (x, t) = (x0, t0) we obtain δ ≤ 0, a contradiction. This completes the proof
of Theorem 3.3 in the case of problem (CP ).
(ii) Let us now consider the initial-boundary value problem (N). We shall only
prove the result for problem (N b,−a,+) in Q = (a, b) × (0, T ) with initial data u0 ∈
L∞((a, b)) (−∞ < a < b <∞); the proof is analogous in the other cases.
Let u˜0 ∈ L
∞(R) be defined by setting
u˜0(x) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u0(x) for a.e. x ∈ (a, b) ,
l1 for x < a ,
l2 for x > b ,
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where l1, l2 < 0 are chosen so that
(6.6)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−
∥u0∥L∞((a,b)) + li
K − k
> T if K > k ,
∥u0∥L∞((a,b)) + li < 0 if K = k ,
(i = 1,2)
and K,k are the constants in (3.11). Let u˜ be the viscosity solution of the Cauchy
problem (CP ) with initial condition u˜0, given by step (i) above. By (3.8) and
(3.12) for all t ∈ (0, T ) there holds
(u˜0)∗ + kt = u˜∗(⋅ ,0) + kt ≤ u˜∗(⋅ , t) ≤ u˜∗(⋅ , t) ≤
≤ u˜∗(⋅ ,0) +Kt = (u˜0)∗ +Kt in R
(here u˜∗ ≡ (u˜)∗ , u˜∗ ≡ (u˜)∗ for notational simplicity). Moreover,
(u˜0)∗(x) = l1 for x < a, (u˜0)∗(x) = l2 for x > b, (u˜0)∗(x) ≥ −∥u0∥L∞((a,b)) for x ∈ (a, b) .
Then for all t ∈ (0, T ) we have
u˜∗(y, t) ≤ l1 +Kt for y < a , u˜∗(y, t) ≤ l2 +Kt for y > b ,
−∥u0∥L∞((a,b)) + kt ≤ u˜∗(x, t) for x ∈ (a, b) ,
whence by (6.6)
u˜∗(y, t) ≤ l1 +Kt < −∥u0∥L∞((a,b)) + kt ≤ u˜∗(x, t) for all y < a and x ∈ (a, b) ,
u˜∗(y, t) ≤ l2 +Kt < −∥u0∥L∞((a,b)) + kt ≤ u˜∗(x, t) for all y > b and x ∈ (a, b) .
Arguing as in the last part of the proof of Lemma 5.1, it follows from the above
inequalities that for all t ∈ (0, T )
u˜∗(a+, t) ≥ u˜∗(a+, t) > u˜∗(a−, t), u˜∗(b−, t) ≥ u˜∗(b−, t) > u˜∗(b+, t) .
Hence by Lemma 5.2−(i), (iii) u ∶= u˜ ⌞Q is a viscosity solution of problem (N b,−a,+)
with initial data u0. This proves the result. ◻
7. Proof of uniqueness
In step (ii) of the following proof we use Lemma 5.2, which describes the bar-
rier effect of spatial discontinuities, to handle possible discontinuities of viscosity
solutions if u0 is piecewise continuous.
Proof of Theorem 3.4. The result is easily proven if u0 ∈ C(Ω): if Ω is bounded,
then (u0)∗ = (u0)∗ = u0 in Ω and, by (3.8) and (3.9), u∗ = u∗ = v∗ = v∗ in Q; hence
u has a continuous representative u˜ in Q and, by Proposition 3.2, u˜ is Lipschitz
continuous with respect to t in Q and satisfies (3.17). If Ω is unbounded we argue
similarly, using (3.10) instead of (3.9).
Let us consider the general case of initial data as in assumption (H2). For
simplicity we suppose that u0 has a single jump discontinuity at x1 ∈ Ω = (a, b), and
that
(7.1) u0(x+1) > u0(x−1) .
If u0(x+1) < u0(x−1) or the number of jumps is finite, the proof is similar.
Let u and v be two viscosity solutions of (N) with initial datum u0. By (7.1)
and (3.13) there exists t1 ∈ (0, T ] such that
(7.2)
t ∈ [0, t1) ⇒
⎧⎪⎪⎨⎪⎪⎩
u∗(x1, t) = u∗(x+1 , t) > u∗(x−1 , t), u∗(x+1 , t) > u∗(x−1 , t) = u∗(x1, t) ,
v∗(x1, t) = v∗(x+1 , t) > v∗(x−1 , t); v∗(x+1 , t) > v∗(x−1 , t) = v∗(x1, t) .
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Therefore τ1 ∶= sup{t1 ∈ (0, T ) ∣ (7.2) holds} > 0.
Consider the set Q1,τ1 ∶= (a,x1) × (0, τ1) and the restrictions u1 ∶= u ⌞ Q1,τ1
and v1 ∶= v ⌞Qj,τ1. By Lemma 5.2 (see also Remark 5.1), u1 and v1 are viscosity
solutions in Q1,τ1 of a problem with lateral boundary condition u1x = v1x = ∞ at
x = x1, with continuous initial function u0 ⌞ (a,x1). As already observed, Theorem
3.4 holds for continuous initial data, hence there holds u1 = v1 = u˜1 a.e. in Q1,τ1 ,
where u˜1 ∈ C(Q1,τ1).
Similarly, the restrictions of u and v to Q2,τ1 ∶= (x1, b) × (0, τ1) coincide a.e. in
Q2,τ1 with a continuous solution u˜2 ∈ C(Q2,τ1). In particular we have found that
u = v a.e. in Qτ1 = (a, b) × (0, τ1), and (3.17) is satisfied in Qτ1 .
It follows from (7.2) that for all t ∈ (0, τ1)
(7.3)⎧⎪⎪⎨⎪⎪⎩
u∗(x1, t) = u∗(x+1 , t) = u∗(x+1 , t) = u˜2(x1, t)
u∗(x1, t) = u∗(x−1 , t) = u∗(x−1 , t) = u˜1(x1, t) ⇒ J(t) ∶= u˜2(x1, t) − u˜1(x1, t) > 0 .
If τ1 = T the proof is complete, otherwise we claim that u˜2(x1, τ1) = u˜1(x1, τ1).
Arguing by contradiction, it follows from the continuity of u˜j in Qj,τ1 (j = 1,2) that
there exists η > 0 such that u˜2(x1, τ) − u˜1(x1, τ) ≥ η for all τ ∈ (0, τ1) sufficiently
close to τ1. Then by Lemma 5.1 there exists δ > 0, independent of τ (see (5.7)),
such that (7.2) holds for every t ∈ (τ, τ + δ), a contradiction for τ > τ1 − δ with the
definition of τ1.
Since u∗ = u∗ = v
∗ = v∗ = u˜j in Qj,τ1 and u˜j ∈ C(Qj,τ1), we have that
(7.4) sup
x∈[a,b]
[u∗(x, t) − v∗(x, t)]+= sup
x∈[a,b]
[v∗(x, t) − u∗(x, t)]+ =J(t) for t ∈ (0, τ1).
Let Qt,T = (a, b) × (t, T ) (t ∈ (0, τ1)). For the sake of simplicity, we assume that(a, b) is bounded (otherwise we argue similarly and consider suitable trapezoidal
domains as in (3.1) instead of Qt,T ). By Theorem 3.1 (applied in Qt,T ) and (7.4)
sup
Qt,T
[u∗ − v∗]+ ≤ sup
Ω
[u∗(x, t+) − v∗(x, t+)]+ ≤ J(t) ,
sup
Qt,T
[v∗ − u∗]+ ≤ sup
Ω
[v∗(x, t+) − u∗(x, t+)]+ ≤ J(t) .
Since J(t) → 0 as t → τ−1 , we conclude that u∗ = u∗ = v∗ = v∗ in Qτ1,T , whence
u = v a.e. in Q. Moreover, by the above considerations, both the restrictions u1 =
u ⌞Q1 and u2 = u ⌞Q2 (Q1 = (a,x1) × (0, T ), Q2 = (x1, b) × (0, T )) of the viscosity
solution u of problem (N) admit continuous representatives u˜i ∈ C(Qi) (i = 1,2),
and u˜1(x1, t) ≠ u˜2(x1, t) if and only if t ∈ [0, τ1). This proves claims (a) and (b) of
Theorem 3.4(ii). Finally, (3.17) and claim (d) follow from (3.12) and (3.15), since by
(7.3) we have u∗(x1, t) = u˜2(x1, t) and u∗(x1, t) = u˜1(x1, t) for all t ∈ [0, τ1) (observe
also that, if τ1 < T , u
∗(x1, t) = u˜2(x1, t) = u∗(x1, t) = u˜1(x1, t) for t ∈ [τ1, T ]). ◻
Finally we show that the existence and uniqueness of piecewise continuous vis-
cosity solutions implies a comparison principle for these solutions.
Proof of Corollary 3.5. Let u0 ≤ v0 a.e. in (a, b). By the uniqueness of viscosity
solutions (Theorem 3.4), it is enough to show that the corresponding viscosity so-
lutions u and v given by Perron’s method satisfy u ≤ v a.e. in (a, b) × (0, T ). But
this follows trivially from the pointwise definition in the proof of Theorem 3.3 of
u and v in terms of the corresponding sets S, say Su and Sv, and the observation
that Su ⊆ Sv since u0 ≤ v0 a.e. in (a, b). ◻
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