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SOLUTION OF THE TANGENTIAL KOHN LAPLACIAN ON A CLASS OF
NON-COMPACT CR MANIFOLDS
CHIN-YU HSIAO AND PO-LAM YUNG
Abstract. We solve b on a class of non-compact 3-dimensional strongly pseudoconvex CR manifolds via a
certain conformal equivalence. The idea is to make use of a related b operator on a compact 3-dimensional
strongly pseudoconvex CR manifold, which we solve using a pseudodifferential calculus. The way we solve
b works whenever ∂b on the compact CR manifold has closed range in L
2; in particular, as in [1], it
does not require the CR manifold to be the boundary of a strongly pseudoconvex domain in C2. Our result
provides in turn a key step in the proof of a positive mass theorem in 3-dimensional CR geometry, by Cheng,
Malchiodi and Yang [7], which they then applied to study the CR Yamabe problem in 3 dimensions.
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1. Introduction
In a recent paper [7], Cheng, Malchiodi and Yang initiated the study of a positive mass theorem in
3-dimensional CR geometry. Among other things, they considered, on a class of closed 3-dimensional pseu-
dohermitian manifolds, the Green’s function of the conformal sublaplacian. They developed asymptotics of
this Green’s function near its singularity in CR normal coordinates, and obtained, under certain conformally
invariant geometric assumptions, an important result about the sign of the constant term in this asymptotic
expansion. This in turn has applications in the study of the CR Yamabe problem.
The approach in [7] involves relating the constant term in the asymptotic expansion of the aforementioned
Green’s function, to the mass of a certain blow-up of the closed pseudohermitian manifold. The blown-up
manifold involved is non-compact, and has only one end; the mass mentioned above is defined through the
integral of a certain geometric quantity on a sphere at infinity. One key insight of [7] is that this mass can
be given, via a Bochner formula, in terms of a certain integral over the whole blow-up. In order to show that
this mass is non-negative, one then has to solve a certain tangential Kohn Laplacian b on this blow-up.
Since the blow-up is non-compact, one cannot do this by using the classical L2 theory. (Even in simple
examples, the operator b, when extended to a closed linear operator from L
2 to L2, does not have closed
range.) Thus one has to proceed differently. In [22], we solved such b using a weighted L
2 theory. In the
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current paper, we present an alternative, and slightly simpler, self-contained approach to the same problem,
using an Lp theory instead.
Our current approach makes systematic use of pseudodifferential calculus. In the work of Nagel and Stein
[34], they developed a theory of non-isotropic pseudodifferential operators. In this paper, we give a rather
detailed account of a slightly simplified version of that theory, as was developed in Stein and Yung [40]; see
Sections 6 to 8. This simplified version is largely similar to the approach of Beals and Greiner [1], except that
we do not require the symbols to admit any asymptotic expansions, which makes it slightly easier to use.
Using such pseudodifferential calculus, and a variant of the argument in [1], we describe the relative solution
operator and the Szego˝ projection for the tangential Kohn Laplacians, on any 3-dimensional abstract compact
smooth strongly pseudoconvex CR manifolds for which ∂b has closed range in L
2. We note in passing that
the same result was well-known if the CR manifold is the boundary of a strongly pseudoconvex domain Ω
in C2; see e.g. the exposition of Nagel-Stein [34]. On the other hand, it was crucial in [34] that one has an
asymptotic formula for the Szego˝ kernel, before one constructs the relative solution operator to the tangential
Kohn Laplacian. Such asymptotics for the Szego˝ projection has been proved by Fefferman [11], and Boutet de
Monvel and Sjo¨strand [4]. The proof of Fefferman [11], for instance, relies on the existence of a biholomorphic
map F between a small neighborhood U of a boundary point p of Ω ⊂ C2, and a small neighborhood of a
boundary point of the unit ball B in C2, so that F (U ∩Ω) is tangent to the boundary of the unit ball to third
order at F (p) ∈ ∂B. See also Nagel, Rosay, Stein and Wainger [37], where they constructed the Szego˝ kernel
of ∂Ω by making use of knowledge of the Bergman kernel of Ω. These approaches for studying the Szego˝
projection would not work when we merely assume that ∂b has closed range, which is the case of interest
here. So in [1] and also what follows, one has to proceed slightly differently; see Section 8. Nonetheless, it
should be emphasized that our approach works only for strongly pseudoconvex CR manifolds. We refer the
reader to the much deeper works of e.g. Christ [9], [10], Fefferman and Kohn [12], Machedon [32], Nagel,
Rosay, Stein and Wainger [37] for results in the weakly pseudoconvex (and finite type) case; in particular, the
articles [9], [10] of Christ contain pointwise estimates for the Szego˝ kernel and the relative solution operator
to ∂b, on compact 3-dimensional weakly pseudoconvex CR manifolds of finite type for which ∂b has closed
range in L2.
Another difficulty we had to resolve in this paper is to find a way to reduce the solution of b on a
non-compact CR manifold obtained from a blow-up, to the solution of a more manageable tangential Kohn
Laplacian on a compact CR manifold. When the blown-up is constructed using the modulus of a CR function,
this is relatively easy (see Section 9); in general the problem is quite a bit harder, and its resolution forms
the core of the current paper (see Sections 10 and 11).
The paper is organised as follows. In Section 2, we recall some basic definitions in CR and pseudohermitian
geometry. In Section 3, we recall the CR Yamabe problem, and reduce it to the study of asymptotics of
a suitable Green’s function. In Section 4, we describe the work of Cheng, Malchiodi and Yang [7], where
they relate the asymptotics of this Green’s function, to the mass of a suitable blow-up. In Section 5, we
state our main result, and indicate how this can be used to complete the proof of the CR positive mass
theorem in [7]. Section 6 contains the description of a non-isotropic pseudodifferential calculus on strongly
pseudoconvex CR manifolds, which is a variant of the theory of Nagel and Stein [34] developed in Stein and
Yung [40]. Sections 7 and 8 give the solution of the sublaplacian and certain tangential Kohn Laplacians
using the pseudodifferential calculus developed in Section 6. Section 9 describes how a model case of our
main theorem can be established; the key there is a certain conformal equivalence. This motivates the proof
of our main theorem, which is given in Sections 10 and 11.
Acknowledgments. The authors would like to thank Elias M. Stein for his constant inspiration through
his joint work [40] with the second author. The authors would also like to thank Charles Fefferman for a
very helpful discussion in regard to the material in Section 8. Yung was partially supported by the General
Research Fund CUHK14313716 from the Hong Kong Research Grant Council, and direct grants for research
from the Chinese University of Hong Kong (4053220 and 4441651).
2
2. Some basic notations in 3-dimensional CR geometry
Suppose M is a 3-dimensional smooth manifold. It is said to be a CR manifold, if there exists a 1-
dimensional sub-bundle L of the complexified tangent bundle CTM , with L ∩ L¯ = {0}. We usually write
L = T (1,0)M , and L¯ = T (0,1)M . Write also
H = Re(T (1,0)M ⊕ T (0,1)M).
Then there exists a unique endomorphism J : H → H, which extends C-bilinearly to an endomorphism of
T (1,0)M ⊕ T (0,1)M , such that
JZ = iZ
for all Z ∈ T (1,0)M , and
JZ = −iZ
for all Z ∈ T (0,1)M ; such J is called a complex structure on M . Furthermore, M is said to be strongly
pseudoconvex, if in a neighborhood of every point p ∈ M , there exists a local section Z of T (1,0)M , such
that i[Z,Z] /∈ H throughout that neighborhood.
Suppose now M is a connected, oriented 3-dimensional strongly pseudoconvex CR manifold. Then since
H is oriented by J , and M is oriented, the subbundle of the cotangent bundle TM∗ that annihilates H has
a global non-vanishing section. Hence there exists a (global) real 1-form θ on M , such that H = kernel(θ).
Since M is strongly pseudoconvex, θ is then a contact form on M , meaning that θ ∧ dθ 6= 0 everywhere on
M . Replacing θ by −θ if necessary, one may define a Hermitian inner product on T (1,0)M , by
〈W,Z〉θ := −idθ(W,Z)
for any W,Z ∈ T (1,0)M (The convention here is that if α, β are 1-forms, then α ∧ β := α⊗ β − β ⊗ α. So if
X,Y are vector fields, then (α ∧ β)(X,Y ) = α(X)β(Y )− α(Y )β(X)). Similarly, one has a Hermitian inner
product on T (0,1)M , defined by
(1) 〈W,Z〉θ := idθ(W,Z)
for any W , Z in T (0,1)M . (Note that 〈Z,W 〉θ = 〈Z,W 〉θ.) Such a pair (M, θ) is then known as a 3-
dimensional pseudohermitian manifold (pseudo because we are working with a CR manifold rather than a
complex manifold).
Note that by duality, the Hermitian inner product (1) on T (0,1)M induces a Hermitian inner product on
its dual bundle Λ(0,1)M . We will also denote, by abuse of notation, this latter Hermitian inner product by
〈·, ·〉θ. Sections of Λ(0,1)M will be called (0, 1) forms on M .
One can then turn M into a metric space as follows: A curve γ on M is said to be horizontal, if γ is
tangent to H at every point. On H one has a real inner product given by
gθ(X,Y ) := dθ(X, JY ),
and this allows one to measure the length of any horizontal curve on M (The notation here is so that if
X ∈ H satisfies gθ(X,X) = 1, and Y = JX , then Z := X−iY√2 satisfies 〈Z,Z〉θ = 1). Since any two points on
M can be joined by a horizontal curve (Chow’s theorem), one can define the distance between two points on
M , as the infimum of the lengths of all horizontal curves joining the two points; we call this the non-isotropic
distance on (M, θ) (non-isotropic because the directions tangent to H play a special role compared to those
transverse to H).
Let (M, θ) be a 3-dimensional pseudohermitian manifold. Then there exists a unique global real vector
field T on M , known as the Reeb vector field, such that θ(T ) = 1 and dθ(T, ·) ≡ 0. We have a direct sum
decomposition
CTM = T (1,0)M ⊕ T (0,1)M ⊕ CT,
and for later purposes, we will write the identity map on CTM as
I = π+ + π− + π0
according to this decomposition. Furthermore, there exists a unique affine connection ∇ on M , which, when
extended bilinearly over complex scalars, satisfies
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(i) ∇XZ is a section of T (1,0)M whenever Z is a section of T (1,0)M and X ∈ CTM ;
(ii) ∇ is compatible with the Hermitian inner product 〈·, ·〉θ, in the sense that X〈W,Z〉θ = 〈∇XW,Z〉θ +
〈W,∇XZ〉θ whenever W,Z are sections of T (1,0)M , and X ∈ CTM ;
(iii) ∇XT = 0 for all X ∈ CTM ;
(iv) Let Tor∇ be the torsion of ∇, i.e. Tor∇(X,Y ) = ∇XY −∇YX− [X,Y ]. Then Tor∇(Z,W ) is a multiple
of T , whenever Z,W ∈ T (1,0)M ;
(v) Tor∇(T, Z) is a section of T (1,0)M whenever Z is a section of T (0,1)M .
Such a connection ∇ is called the Tanaka-Webster connection on (M, θ). Indeed, suppose ∇ is an affine
connection on M , extended complex bilinearly such that
(2) ∇WZ = ∇WZ, ∇WZ = ∇WZ, and ∇TZ = ∇TZ
for any section Z of T (0,1)M and any W ∈ T (0,1)M , such that ∇ satisfies properties (i) to (v) above.
Condition (iii) shows that
(3) ∇XT = 0 for all X ∈ CTM,
and hence
Tor∇(T, Z) = ∇TZ − [T, Z].
In view of condition (v), this shows that
(4) ∇TZ = π−[T, Z].
Similarly, let W,Z be sections of T (1,0)M . Then since
Tor∇(W,Z) = ∇WZ −∇ZW − [W,Z],
conditions (i) and (iv) show that
(5) ∇WZ = π−[W,Z].
Condition (ii) then shows that ∇WZ is the unique element in T (0,1)M such that the identity
(6) 〈U,∇WZ〉θ =W 〈U,Z〉θ − 〈π−[W,U ], Z〉θ
holds for all sections U of T (0,1)M . The equations (2), (3), (4), (5) and (6), determine ∇ uniquely. In
addition, one can turn this around, and check that these equations define an affine connection on M such
that conditions (i) through (v) are satisfied. For the record, the torsion of ∇ is then given by
Tor∇(Z,W ) = −π0[Z,W ] = −θ([Z,W ])T,
Tor∇(T, Z) = −π+[T, Z] = −1
2
J ◦ (LT J)(Z);
indeed, to see the last equality, note that from the formula following (3), we have π0[T, Z] = 0, so [T, Z] =
π+[T, Z] + π−[T, Z], from which we obtain J [T, Z] = iπ+[T, Z]− iπ−[T, Z]. Hence
(LT J)(Z) = [T, JZ]− J [T, Z] = −i[T, Z]− iπ+[T, Z] + iπ−[T, Z] = −2iπ+[T, Z].
Applying J on both sides, we get π+[T, Z] =
1
2J ◦ (LT J)(Z), as desired.
Now that we have the Tanaka-Webster connection ∇ of (M, θ), we can define the corresponding scalar
curvature Rθ. Indeed, define the curvature operator by
Ω(X,Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ].
The Tanaka-Webster scalar curvature Rθ is then determined by
Ω(Z,Z)Z = Rθ〈Z,Z〉θZ,
where Z is any non-zero local section of T (0,1)M . It is known that the torsion Tor∇(T, ·) and the Tanaka-
Webster scalar curvature Rθ form a complete set of local invariants for the 3-dimensional pseudohermitian
manifold (M, θ).
The Tanaka-Webster connection on (M, θ) is also sometimes described in terms of differential forms as
follows. Let ∇ be the Tanaka-Webster connection on (M, θ), extended bilinearly over complex scalars. Let
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Z1 be a local section of T
1,0M , so that Z1¯ := Z1 is a local section of T
0,1M . Let T denote the Reeb vector
field on (M, θ). Then there exists ω11 ∈ (CTM)∗ and τ1 ∈ (CTM)∗, such that
∇XZ1 = ω11(X)Z1 and Tor∇(T,X) = τ1(X)Z1 + τ 1¯(X)Z1¯
for all X ∈ CTM , where τ 1¯ := τ1. Furthermore, let θ1, θ1¯, θ ∈ (CTM)∗ be the dual frame to Z1, Z1¯, T .
Then ω11 and τ
1 are the unique elements in (CTM)∗, such that
dθ1 = θ1 ∧ ω11 + θ ∧ τ1
dh11¯ = ω
1
1h11¯ + h11¯ω
1¯
1¯
τ1 = 0 (mod θ1¯)
where h11¯ := 〈Z1¯, Z1¯〉θ (i.e. dθ = ih11¯θ1 ∧ θ1¯) and ω1¯1¯ := ω11 . Sometimes one also writes τ1 = A11¯θ1¯, so that
the above simplifies to {
dθ1 = θ1 ∧ ω11 +A11¯θ ∧ θ1¯
dh11¯ = ω
1
1h11¯ + h11¯ω
1¯
1¯ ;
it also follows then that
Tor∇(T, Z1¯) = A
1
1¯Z1 and Tor∇(T, Z1) = A
1¯
1Z1¯,
where A1¯1 = A
1
1¯
. The Tanaka-Webster scalar curvature Rθ of (M, θ) is then determined by
dω11 = Rθh11¯θ
1 ∧ θ1¯ (mod θ).
As an example, consider for instance the unit sphere S3 in C2, defined by {ρ = 0} where ρ(ζ) := |ζ|2 − 1
if ζ = (ζ1, ζ2) ∈ C2. It is equipped with the CR structure induced from the complex structure of C2. Let
θ = 2Im∂ρ =
1
i
(ζ1dζ1 + ζ2dζ2 − ζ1dζ1 − ζ2dζ2).
Then (S3, θ) is a 3-dimensional pseudohermitian manifold. Let
Z =
1√
2
(ζ2
∂
∂ζ1
− ζ1 ∂
∂ζ2
) and Z =
1√
2
(ζ2
∂
∂ζ1
− ζ1 ∂
∂ζ2
).
Also let
T = Im (ζ1
∂
∂ζ1
+ ζ2
∂
∂ζ2
) =
1
2i
(ζ1
∂
∂ζ1
+ ζ2
∂
∂ζ2
− ζ1 ∂
∂ζ1
− ζ2 ∂
∂ζ2
).
Then Z is a global section of T 1,0(S3), Z is a global section of T 0,1(S3),
θ(T ) = 1,
and
[T, Z] = −iZ, [T, Z] = iZ.
In particular, θ([T, Z]) = θ([T, Z]) = 0, so T is the Reeb vector field on (S3, θ). Also, we have
[Z,Z] = −iT,
so in particular 〈Z,Z〉θ = iθ([Z,Z]) = 1. The above commutation relations also show that
∇ZZ = 0, ∇ZZ = 0 and ∇TZ = iZ with Tor∇(T, Z) = 0.
It follows that
∇ZZ = 0, ∇ZZ = 0 and ∇TZ = −iZ with Tor∇(T, Z) = 0;
from Ω(Z,Z)Z = −∇[Z,Z]Z = i∇TZ = Z, we see that Rθ ≡ 1 on (S3, θ). Letting Z1 = Z, one can check
that
h11¯ = 1, ω
1
1 = −iθ and τ1 = 0,
so dω11 = −idθ = θ1 ∧ θ1¯, which also shows that Rθ ≡ 1.
Another example is the Heisenberg group H1, which is a Lie group diffeomorphic to C × R, with group
law
(z, t) · (w, s) = (z + w, t+ s+ 2Im(zw))
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where (z, t), (w, s) ∈ C×R. The CR structure on H1 is given so that T 0,1(H1) is spanned by the left-invariant
vector field Z := 1√
2
( ∂∂z − iz ∂∂t ). Let
θ := dt− i(zdz − zdz).
Then (H1, θ) is a pseudohermitian manifold, with 〈Z,Z〉θ = 1. The Reeb vector field is given by T := ∂∂t ,
and one can check that
[Z,Z] = −iT, [T, Z] = [T, Z] = 0,
so
∇ZZ = ∇ZZ = ∇TZ = 0, with Tor∇(T, Z) = 0,
from which it follows that Rθ ≡ 0 on (H1, θ).
We will now define various differential operators that will play an important role in this paper. Let (M, θ)
be a 3-dimensional pseudohermitian manifold. Then gθ defines a real inner product on H , and this induces
a real inner product on the dual bundle H∗ of H , which we also denote by gθ by abuse of notation. For a
smooth function u on M , let dbu be the element in H
∗, such that
dbu(X) = Xu for all X ∈ H.
If X1, X2 is a local frame for H , and e
1, e2 is the dual frame, then this says
dbu = (X1u)e
1 + (X2u)e
2.
One then defines the subelliptic gradient of u, denoted by ∇bu, as the unique vector in H such that
gθ(∇bu,X) = dbu(X)
for all X ∈ H . The length of ∇bu is then
|∇bu| := gθ(∇bu,∇bu)1/2.
Now θ ∧ dθ is a volume form on M . This allows us to define an L2 inner product on functions:
(u, v)θ =
∫
M
uv θ ∧ dθ,
as well as an inner product on H∗:
(α, β)θ =
∫
M
gθ(α, β)θ ∧ dθ.
The formal adjoint d∗b of db is then defined by
(dbu, α)θ = (u, d
∗
bα)θ
for all smooth functions u and smooth sections α of H∗. The sublaplacian of (M, θ) is the second order
operator defined as
∆bu := d
∗
bdbu
for all smooth functions u on M . If X,Y is a local orthonormal frame of H , and X∗, Y ∗ are their adjoints
with respect to the above L2 inner product on functions, then locally
∆bu = (X
∗X + Y ∗Y )u.
We have ∫
M
|∇bu|2θ ∧ dθ = (∆bu, u)θ
for all compactly supported smooth functions u on M .
Now let 〈·, ·〉θ be the Hermitian inner product on T (0,1)M . We will also denote by 〈·, ·〉θ the induced
Hermitian inner product on the dual bundle Λ(0,1)M . For a smooth function u on M , let ∂bu be the element
of Λ(0,1)M , such that
∂bu(Z) = Zu for all Z ∈ T (0,1)M.
If Z is a local frame for T (0,1)M , and ω is the dual frame for Λ(0,1)M , then this says
∂bu = (Zu)ω.
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Now we had an L2 inner product (u, v)θ on functions. We define, in addition, an inner product on Λ
(0,1)M :
(α, β)θ =
∫
M
〈α, β〉θθ ∧ dθ.
The formal adjoint ϑb of ∂b is then defined by
(∂bu, α)θ = (u, ϑbα)θ
for all smooth functions u and smooth sections α of Λ(0,1)M . The tangential Kohn Laplacian of (M, θ) is
defined as
bu := ϑb∂bu
for all smooth functions u on M . (Later we will also need two different non-standard b, which involves
taking the adjoint of ∂b with respect to different L
2 inner products.) If Z is a local frame of Λ(0,1)M with
〈Z,Z〉θ = 1, and Z∗ is its formal adjoint with respect to the L2 inner product on functions, then locally
bu = Z
∗
Zu.
Since such Z can be written Z = X−iY√
2
where X and Y are in H and satisfies gθ(X,X) = gθ(Y, Y ) = 1, we
have
∆b = 2Reb.
We say that a smooth function ψ on M is a CR function, if ∂bψ = 0 on M .
We will need two conformally invariant operators on (M, θ), namely the conformal sublaplacian Lθ, and
the CR Paneitz operator Pθ. The former is defined by
Lθu = 4∆bu+Rθu.
It describes how the Tanaka-Webster curvature changes under a conformal change of the contact form θ (see
Section 3). Finally, the CR Paneitz operator (c.f. [17]) is the fourth order operator on functions given by
Pθu = 4
(
bbu+ iZ (Tor∇(T, Z)u)
)
.
where b is the conjugate of b. Here Z is a local frame of Λ
(0,1)M with 〈Z,Z〉θ = 1, and T is the Reeb
vector field of (M, θ) as before.
For example, on (H1, θ) where θ = dt− i(zdz − zdz), if we write z = x+ iy, and write
X =
1
2
(
∂
∂x
+ 2y
∂
∂t
)
, Y =
1
2
(
∂
∂y
− 2x ∂
∂t
)
, T =
∂
∂t
,
then we have
θ = dt+ 2xdy − 2ydx,
|∇bf |2 = |Xf |2 + |Y f |2,
(7) Lθ = ∆b = −(X2 + Y 2),
and writing
Z =
X − iY√
2
,
we have
b = −ZZ = −1
2
(X2 + Y 2 + iT ), Pθ = 4bb = (X
2 + Y 2)2 + T 2.
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3. The CR Yamabe problem
Let (Mˆ, θˆ) be a closed 3-dimensional pseudohermitian manifold. (Here ‘closed’ means ‘compact without
boundary’.) If u is a positive smooth function on Mˆ , the contact form θˆ♯ = u2θˆ defines another pseudoher-
mitian structure on Mˆ . It is readily verified that the corresponding Hermitian inner product on T (0,1)Mˆ
satisfies
〈Z,W 〉θˆ♯ = u2〈Z,W 〉θˆ
for all sections Z,W of T (0,1)Mˆ , so we think of θˆ♯ as conformally equivalent to θˆ. The Tanaka-Webster scalar
curvature Rθˆ♯ with respect to the new contact form θˆ
♯ is given by the conformal sublaplacian:
(8) Lθˆu = Rθˆ♯u
3.
The CR Yamabe problem is then to the problem of prescribing constant Tanaka-Webster scalar curvature
via a conformal change of the contact form. In other words, one seeks a positive smooth function u on Mˆ ,
such that the Tanaka-Webster scalar curvature Rθˆ♯ with respect to the new contact form θˆ
♯ is constant.
Hence one seeks solutions to the CR Yamabe equation (8) with Rθˆ♯ = constant.
The CR Yamabe problem is a variational problem. Define the functional
Eθˆ(u) =
∫
Mˆ
(4|∇ˆbu|2 +Rθˆu2)θˆ ∧ dθˆ(∫
Mˆ
u4θˆ ∧ dθˆ
)1/2
for any positive smooth function u on Mˆ . Here |∇ˆbu| = gθˆ(∇ˆbu, ∇ˆbu)1/2 is the length of the subelliptic
gradient of u with respect to θˆ. The numerator above can also be written as
∫
Mˆ
uLθˆu θˆ ∧ dθˆ. From the
transformation rule (8) of the Tanaka-Webster scalar curvature under a conformal change of contact form,
it follows that if θˆ♯ := u2θˆ, then Eθˆ(u) is also given by
(9) Eθˆ(u) =
∫
Mˆ
Rθˆ♯ θˆ
♯ ∧ dθˆ♯[
V (Mˆ, θˆ♯)
]1/2 ,
where V (Mˆ, θˆ♯) :=
∫
Mˆ
θˆ♯ ∧ dθˆ♯ is the volume of Mˆ under the volume form θˆ♯ ∧ dθˆ♯. One verifies that any
critical point of Eθˆ solves the CR Yamabe equation (8) with Rθˆ♯ = constant.
Define now the CR Yamabe constant by
Y (Mˆ, θˆ) = inf{Eθˆ(u) : u ∈ C∞(Mˆ), u > 0 on Mˆ}.
By the interpretation (9) of Eθˆ(u), one sees that Y (Mˆ, θˆ) is a conformal invariant, and depends only on the
conformal class [θˆ] of θˆ. Jerison and Lee [24] proved that
(10) Y (Mˆ, θˆ) ≤ Y (S3, θstd)
where S3 is the unit sphere {ζ ∈ C2 : |ζ| = 1} in C2 and θstd = 2Im ∂(|ζ|2 − 1) is the standard contact
form on S3. In addition, if the inequality is strict, then the infimum defining Y (Mˆ, θˆ) is attained by some
positive smooth function u on Mˆ . This u solves (8), in which case u2θˆ has constant Tanaka-Webster scalar
curvature. Since clearly Y (S3, θstd) > 0, to solve the CR Yamabe problem, it suffices to consider the case
where Y (Mˆ, θˆ) > 0.
Let now (Mˆ, θˆ) be a closed 3-dimensional pseudohermitian manifold for which Y (Mˆ, θˆ) > 0. The conformal
sublaplacian Lθˆ is then a positive operator. So fix now a point p ∈ Mˆ . Then one has a Green’s function G
of Lθˆ, such that
LθˆG = 16δp.
Here δp is the delta function at the point p. We will expand G around p in the analog of the conformal
normal coordinates in CR geometry (which is sometimes called ‘CR normal coordinates’). Indeed, by first
conformally changing the contact form on Mˆ if necessary, one can show the existence of a coordinate system
(z, t) of an open neighborhood of the point p in Mˆ , such that
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(i) the point p corresponds to (z, t) = (0, 0);
(ii) one can find a local section Zˆ of T 1,0Mˆ near p, with 〈Zˆ, Zˆ〉θˆ = 1, such that Zˆ admits the following
expansion near p:
(11) Zˆ =
1√
2
(
∂
∂z
+ iz
∂
∂t
)
+Ø4
∂
∂z
+Ø4
∂
∂z
+Ø5
∂
∂t
;
(iii) the Reeb vector field Tˆ with respect to θˆ admits an expansion
(12) Tˆ =
∂
∂t
+Ø3
∂
∂z
+Ø3
∂
∂z
+Ø4
∂
∂t
;
see Proposition 6.5 of [7] for a proof of this fact, using the CR normal coordinates introduced by Jerison
and Lee [26]. Here Øk denotes the set of smooth functions f on Mˆ that satisfies |f(q)| . ρˆ(q)k for q near p,
where
ρˆ(q) = (|z|4 + t2) 14
if q has coordinates (z, t). Note that for q near p, ρˆ(q) is comparable to the non-isotropic distance between
q and p on (Mˆ, θˆ). For later convenience, from now on we will fix a positive smooth extension of ρˆ to the
whole Mˆ \ {p}. We will also assume that the contact form θˆ on Mˆ is already the one so that properties (i)
to (iii) above holds; this is no loss in generality in solving the CR Yamabe problem.
Now in CR normal coordinates, the Green’s function G of Lθˆ admits the following expansion for q ∈ Mˆ
near p:
(13) G(q) =
1
2πρˆ(q)2
+A+ error, error ∈ E1.
Here A is a constant, and for each k ∈ R, we define Ek to be the space of all functions f on Mˆ , that is
smooth away from p, and satisfies |∇ˆℓbf | .ℓ ρˆk−ℓ for all ℓ ∈ N ∪ {0}. The sign of the constant term A is of
great importance for the solution of the CR Yamabe problem. In fact, if A > 0, then one can construct a
suitable test function u on M , to show that
Eθˆ(u) < Y (S
3, θstd).
(u is obtained by gluing G to a standard bubble on the Heisenberg group; see Section 5 of Cheng, Malchiodi
and Yang [7].) This shows strict inequality holds in (10), and hence the infimum defining Y (Mˆ, θˆ) is attained
by some positive smooth function u on Mˆ . Hence the key now is to understand the sign of the constant
term A in the expansion (13) of G. This was achieved in the work of Cheng, Malchiodi and Yang [7]:
Theorem 1 (Cheng-Malchiodi-Yang [7]). Let (Mˆ, θˆ) be a closed 3-dimensional pseudohermitian manifold
with Y (Mˆ, θˆ) > 0. Assume, in addition, that the CR Paneitz operator Pθˆ is non-negative on Mˆ , in the sense
that
(Pθˆu, u)θˆ ≥ 0
for any u ∈ C∞(Mˆ). (We write Pθˆ ≥ 0 in this case.) Let Lθˆ be the conformal sublaplacian of (Mˆ, θˆ). For
any point p ∈ Mˆ , let G be the Green’s function of Lθˆ with pole p, and A be the constant term in the expansion
of G in CR normal coordinates centered at p. Then
A ≥ 0.
Furthermore, A = 0 if and only if Mˆ is CR equivalent to the standard sphere S3, and θˆ is conformally
equivalent to the standard contact form θstd on S
3.
Hence the following corollary follows:
Corollary 2 (Cheng-Malchiodi-Yang [7]). Let (Mˆ, θˆ) be a closed 3-dimensional pseudohermitian manifold
with Y (Mˆ, θˆ) > 0 and Pθˆ ≥ 0. Then the infimum defining the CR Yamabe constant Y (Mˆ, θˆ) is attained, and
hence the CR Yamabe equation (8) has a positive smooth solution.
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Indeed, the case when A > 0 follows from the discussion immediately preceding Theorem 1, while the case
A = 0 follows from the last part of Theorem 1 and a result of Jerison and Lee [25] (see also Frank and Lieb
[14] for a simpler argument). It follows that in either case, the Tanaka-Webster scalar curvature of (Mˆ, θˆ)
can be made a positive constant by conformally changing the contact form θˆ. See also Gamara [15], and
Gamara and Yacoub [16], for an alternative approach to the CR Yamabe problem.
The proof of Theorem 1 in [7] consists of two steps. First, they relate the constant A to the mass of a
certain blow-up of the closed manifold (Mˆ, θˆ). Next, they determine the sign of the mass using a suitable
Bochner formula. The assumption that Pθˆ ≥ 0 will be used twice in this second step. We will outline all
these in the next section.
4. The CR positive mass theorem
Let (Mˆ, θˆ) be a closed 3-dimensional pseudohermitian manifold with Y (Mˆ, θˆ) > 0. Let Lθˆ be the conformal
sublaplacian on (Mˆ, θˆ), and G be the Green’s function of Lθˆ with pole at some point p ∈ Mˆ . In the last
section, we saw that the key to understanding the CR Yamabe problem on (Mˆ, θˆ) is to get a handle on the
constant term A in the expansion (13) of G under CR normal coordinates near p; see Theorem 1 for a precise
statement of what is needed. In this section, we describe how Theorem 1 is proved in the work of Cheng,
Malchiodi and Yang [7].
First, assume that we have already conformally changed the contact form θˆ on Mˆ , so that the expansion
of the Green’s function G of Lθˆ admits the expansion in (13) in CR normal coordinates. Let
M := Mˆ \ {p}, θ := G2θˆ.
We impose on M the CR structure it inherits from Mˆ by restriction. Then (M, θ) is a non-compact 3-
dimensional pseudohermitian manifold.
Now recall the transformation rule (8) of the Tanaka-Webster scalar curvature under a conformal change
of contact form. Since LθˆG = 0 on M = Mˆ \ {p}, the Tanaka-Webster scalar curvature Rθ of (M, θ) is
identically zero on M .
We are going to think ofM as a blow up of Mˆ . In particular, let U ⊂M be a small deleted neighborhood
of p in Mˆ . We will introduce coordinates (z∗, t∗) on U , so that |z∗|+ |t∗| → +∞ as the point corresponding
to (z∗, t∗) approaches p in Mˆ . The coordinates (z∗, t∗) are just obtained from the CR normal coordinates
(z, t) by an inversion: we define
z∗ :=
z
t+ i|z|2 , t∗ := −
t
t2 + |z|4 .
With this coordinates (z∗, t∗), we think of U as a neighborhood of ‘infinity’ of M : indeed if q ∈ U has
coordinates (z∗, t∗) in this coordinate chart, we define ρ(q) := (|z∗|4 + t2∗)1/4. Then ρ(q) = 1/ρˆ(q), so
ρ(q)→ +∞ as q → p.
The non-compact pseudohermitian manifold M is sometimes said to have one ‘end’; by what we observed
earlier, this end is actually ‘flat’ with respect to the contact form θ on M , meaning that Rθ is zero there.
One can also show that (M, θ) is asymptotically flat, in the sense of Definition 2.1 of Cheng, Malchiodi and
Yang [7]. This allows one to define the mass of (M, θ) as in [7]: let Z be a local section of T (1,0)M on the
open set U with
Z = −G ρ
6
(t∗ + i|z∗|2)3 Zˆ
In particular, then 〈Z,Z〉θ = 1. Let ∇ be the Tanaka-Webster connection associated to (M, θ), and let ω11
be the connection 1-form, determined by
∇XZ = ω11(X)Z
for all X ∈ CTM . Then the mass of (M, θ) is defined as
m(M, θ) := lim
Λ→+∞
i
∫
{ρ=Λ}
ω11 ∧ θ.
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Cheng, Malchiodi and Yang established the following proposition:
Proposition 3 (Cheng-Malchiodi-Yang [7]). The constant A in the asymptotic expansion of the Green’s
function G of Lθˆ satisfies
A =
1
48π2
m(M, θ),
where m(M, θ) is the mass of the blow-up defined as above.
Furthermore, they showed that there exists a specific β˜ ∈ E−1, with bβ˜ ∈ E4 (for the definitions of E−1
and E4, see the discussion immediately following equation (13)), such that
(14)
2
3
m(M, θ) = −
∫
M
|bβ˜|2θ ∧ dθ + 2
∫
M
|β˜,1¯1¯|2θ ∧ dθ +
1
2
∫
M
β˜ · Pθβ˜ θ ∧ dθ,
where β˜,1¯1¯ is some derivative of the function β˜, and Pθ is the CR Paneitz operator of (M, θ). (Note Rθ = 0
in our current set-up, so the term involving Rθ in the corresponding identity of mass in [7] is not present
above.) This allowed Cheng, Malchiodi and Yang to prove the following theorem:
Theorem 4 (Cheng-Malchiodi-Yang [7]). Let (Mˆ, θˆ) be a closed 3-dimensional pseudohermitian manifold
for which Y (Mˆ, θˆ) > 0. Assume in addition that Pθˆ ≥ 0. Let (M, θ) be the blow-up of (Mˆ, θˆ) as constructed
above. Then
m(M, θ) ≥ 0.
Furthermore, equality holds if and only if Mˆ is CR equivalent to the standard sphere S3, and θˆ is conformally
equivalent to the standard contact form θstd on S
3.
Indeed, it was shown that (14) holds for any β in place of β˜, as long as β˜− β ∈ E1+δ, and bβ ∈ E3+δ for
some δ > 0. Thus, if we could find such a β in the kernel of b, then we have
(15)
2
3
m(M, θ) = 2
∫
M
|β,1¯1¯|2θ ∧ dθ +
1
2
∫
M
β · Pθβ θ ∧ dθ.
The assumption that the CR Paneitz operator Pθˆ is non-negative will be used to control the last term here:
indeed the conformal invariance of the CR Paneitz operator gives that∫
M
v · Pθv θ ∧ dθ =
∫
Mˆ
v · Pθˆv θˆ ∧ dθˆ
whenever v ∈ E1. Thus writing β as a certain main term plus some error v ∈ E1, we can write the last term
of (15) as
1
2
∫
Mˆ
v · Pθˆv θˆ ∧ dθˆ −
2
3
m(M, θ).
The sign of m(M, θ) works out right: in view of (15), we now have
4
3
m(M, θ) = 2
∫
M
|β,1¯1¯|2θ ∧ dθ +
1
2
∫
Mˆ
v · Pθˆv θˆ ∧ dθˆ.
The assumption that Pθˆ ≥ 0 then allows one to conclude that m(M, θ) ≥ 0; with some further work, when
the mass m(M, θ) = 0, one can construct a bijection from H1 to M preserving the CR structure, and the
bijection carries the standard contact form on H1 to θ on M .
The above finishes the proof of Theorem 1, modulo the construction of the desired function β. To construct
such a β, we will make use of the embeddability of the CR manifold Mˆ into CK for some (possibly large)
K. This is possible according to the following result of Chanillo, Chiu and Yang [5]:
Theorem 5 (Chanillo-Chiu-Yang [5]). If (Mˆ, θˆ) is a closed 3-dimensional pseudohermitian manifold with
Y (Mˆ, θˆ) > 0 and Pθˆ ≥ 0, then Mˆ is embeddable in CK for some positive integer K.
Note how the assumption Pθˆ ≥ 0 enters again in the application of this theorem.
Theorem 5 in turn allows one to invoke the following result of J.J. Kohn [29]:
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Theorem 6 (Kohn [29]). Let Mˆ be a compact strongly pseudoconvex CR manifold. If Mˆ is embeddable in
CK for some positive integer K, then ∂ˆb (which we will define in Section 11 as a suitable L
2 closure of the
tangential Cauchy-Riemann operator on Mˆ) has closed range in L2.
(The converse is also true by the estimates in Kohn [28] and the construction of Boutet de Monvel [3].)
From this point on, a construction of the desired β has already appeared in an earlier work of the
authors [22], using weighted L2 theory. Our goal here is to give an alternative construction of such β, using
Lp theory instead.
Since our result holds in more general situations (in particular, our result does not depend on the non-
negatively of the CR Paneitz operator, and holds as long as the closed CR manifold Mˆ is embeddable in
some CK), we will set things up afresh in the next section, and then describe our main result.
5. Statement of main result
Let Mˆ be a closed 3-dimensional pseudohermitian manifold that is embeddable in some CK , and fix a
point p ∈ Mˆ . We choose CR normal coordinates (z, t) near p, and let θˆ be the corresponding contact form.
Write ρˆ = (|z|4 + t2)1/4 in a neighborhood of (0, 0), and extend it to be a smooth positive function on all
of M . For each k ∈ R, we define, as before, Ek to be the space of all functions f on Mˆ , that is smooth
away from p, and satisfies |∇ˆℓbf | .ℓ ρˆk−ℓ for all ℓ ∈ N ∪ {0} (hereafter A .ℓ B means that A ≤ CℓB for
some constant depending on ℓ). We assume we are given a function G ∈ C∞(Mˆ \ {p}) with the following
asymptotic expansion, where A is a constant:
(16) G =
1
2πρˆ2
+A+ e, e ∈ E1.
(In particular, we do not requireG to be the Green’s function of a conformal sublaplacian.) LetM = Mˆ \{p},
θ = G2θˆ. Define the following inner product on functions:
(u, v)θ =
∫
M
uv θ ∧ dθ,
and define following inner product on (0, 1) forms:
(α, β)θ =
∫
M
〈α, β〉θθ ∧ dθ.
Let ∂b be the operator acting on functions in C
∞(M), and ϑb be its formal adjoint under the inner products
of L2(M) and L2(0,1)(M). In other words, ϑb is the unique differential operator acting on smooth (0, 1) forms
on M such that
(∂bu, α)θ = (u, ϑbα)θ
for all u ∈ C∞c (M) and all α ∈ Λ(0,1)M . Let b = ϑb∂b acting on functions C∞(M). Also let χ0 be a
smooth function, which is identically 1 near p, and is supported in a sufficiently small neighborhood of p.
Write
β0(z, t) = χ0(z, t)
iz
|z|2 − it ∈ E
−1.
It is known that
bβ0 ∈ E3.
Suppose there exists β1 ∈ E1 such that
β˜ := β0 + β1
satisfies
bβ˜ ∈ E3+δ for some 0 < δ < 1.
(Such β1 is known to exist on all 3-dimensional asymptotically flat pseudohermitian manifolds; see [7].) Let
f := bβ˜ ∈ E3+δ.
Our main theorem then states:
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Theorem 7. There exists a function u such that
(17) u ∈ E1+δ with bu = f.
To prove the theorem, we need to be able to solve a certain tangential Kohn Laplacian on Mˆ . The
relative solution operators and the Szego˝ projections to this tangential Kohn Laplacian will be constructed
inside a certain algebra of non-isotropic pseudodifferential operators on Mˆ . We will describe this algebra of
pseudodifferential operators in Section 6, and use it to solve the sublaplacian and certain tangential Kohn
Laplacians on Mˆ in Sections 7 and 8 respectively. Then in Section 9 we prove Theorem 7 in a special case.
This will motivate the proof of the theorem in the general case, which we give in Sections 10 and 11.
6. A class of pseudodifferential operators
The algebra of non-isotropic pseudodifferential operators we describe below is similar to the ones con-
structed in the monographs of Nagel and Stein [34] and Beals and Greiner [1]. The formulation we use here
is slightly simpler, and is adapted from Stein and Yung [40].
The following algebra of non-isotropic pseudodifferential operators is defined whenever one has a smooth
codimension 1 distribution D of tangent subspaces to a Euclidean space RN , or more generally to a closed
manifold Mˆ without boundary. In applications, we will always take this distribution to be the contact
distribution H on Mˆ . But since we will not need this distribution to be the contact distribution for most of
what follows, we will not assume this distribution = H until stated otherwise.
First, let D be a smooth codimension 1 distribution on some RN (N will be equal to 3 in our applications,
but for now it will just be any integer ≥ 2). We pick N linearly independent vector fields X1, . . . , XN , so
that the first N − 1 vectors span D, and
Xi =
N∑
j=1
Aji (x)
∂
∂xj
, 1 ≤ i ≤ N.
By saying that D is smooth, we always assume that all coefficients Aji (x) are C∞ smooth, and has uniformly
bounded Ck norm for all k; we also assume the existence of some constant c > 0, such that
| det(Aji (x))| ≥ c
for all x ∈ RN . We will use this frame of vector fields to define our class of non-isotropic pseudodifferential
operators on RN , but ultimately the class of pseudodifferential operators we obtain will depend only on D,
and not on the choice of this frame.
We now define a variable coefficient linear map on the cotangent spaces, namely
Mx : T
∗
x (R
N )→ T ∗x (RN ),
by
(18) Mxξ =
N∑
i=1
 N∑
j=1
Aji (x)ξj
 dxi if ξ = N∑
j=1
ξjdx
j .
Let n ∈ R. If a(x, ξ) is a function on the cotangent bundle of RN , such that
a(x, ξ) = a0(x,Mxξ),
for some symbol a0 satisfying
(19) |∂Ix∂αξ a0(x, ξ)| .I,α (1 + ‖ξ‖)n−‖α‖,
where
‖ξ‖ := |ξ′|+ |ξN |1/2 if ξ = (ξ′, ξN )
and
‖α‖ := |α′|+ 2αN if α = (α′, αN ),
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then a(x, ξ) is called a (non-isotropic) symbol of order n on RN adapted to D, written a ∈ SnD.
To every a ∈ SnD we associate a pseudodifferential operator T on RN , such that
Tf(x) =
∫
RN
a(x, ξ)f̂ (ξ)e2πix·ξdξ,
where f̂ is the Fourier transform of f , defined by
f̂(ξ) =
∫
RN
f(x)e−2πix·ξdx.
Such a pseudodifferential operator is said to be of non-isotropic order n and adapted to D; we denote the
class of all such pseudodifferential operators by ΨnD(R
N ).
It can be shown that the class of operators ΨnD(R
N ) depends only on the distribution D, and is otherwise
independent of the choice of the frame X1, . . . , XN we made earlier. This is because if X˜1, . . . , X˜N is another
frame so that X˜1, . . . , X˜N−1 span D, and M˜x is the associated variable coefficient linear map on the cotangent
space of RN , then M˜xM
−1
x preserves the subspace spanned by dx
N , which implies that ‖M˜xM−1x ξ‖ ≃ ‖ξ‖ for
all ξ ∈ RN . One can also show that the class ΨnD(RN ) is independent of the choice of coordinates x on RN .
Hence one can transplant this onto a smooth manifold, and obtain a class of non-isotropic pseudodifferential
operators on a closed smooth manifold if one is given a codimension 1 distribution of tangent subspaces on
the manifold.
More precisely, let Mˆ be a closed smooth manifold of real dimension N , and Dˆ be a smooth distribution
of codimension 1 tangent subspaces of Mˆ . A coordinate chart x : U → RN is said to be admissible, if U is a
contractible open set in Mˆ , x is a diffeomorphism of U onto the unit ball in RN , and there exists a smooth
frame of tangent vectors X1, . . . , XN on U , such that Dˆ is spanned by X1, . . . , XN−1 at every point of U .
If x : U → RN is an admissible coordinate chart, one can find a smooth distribution D of codimension 1
tangent subspaces on RN , that agrees with dx(Dˆ) on x(U) and satisfy all our previous assumptions about a
codimension 1 distribution of tangent subspaces on RN (in fact, D can be chosen to be constantly equal to
say the nullspace of dxN outside a ball of radius 2). A linear operator S : C∞(Mˆ)→ C∞(Mˆ) is said to be a
pseudodifferential operator of non-isotropic order n adapted to Dˆ, written S ∈ ΨnDˆ(Mˆ), if the following are
true:
(a) For any admissible coordinate chart x : U → RN and any χ1, χ2 ∈ C∞c (U), the operator χ1Sχ2 ∈
ΨnD(R
N ), where D is the extension of dx(Dˆ) from x(U) to RN as described above;
(b) For any ς1, ς2 ∈ C∞c (Mˆ) with disjoint supports, there exists a smooth kernel s(x, y) ∈ C∞(Mˆ ×Mˆ), such
that
ς1Sς2f(x) =
∫
Mˆ
s(x, y)f(y)dy
for all f ∈ C∞(Mˆ).
In practice, to show that S ∈ ΨnDˆ(Mˆ), condition (b) usually follows from pseudolocality, and is pretty
automatic. In addition, when we check condition (a), we only need to cover Mˆ by finitely many admissible
coordinate charts, and check condition (a) on those; this is because the class ΨnD(R
N ) is invariant under
smooth changes of coordinates.
Having said that, we still need to know how to check condition (a) on some admissible coordinate chart.
This is often done via establishing kernel estimates, and cancellation conditions in the case of operators of
non-negative orders. To describe this, let’s return to the situation where a smooth codimension 1 distribution
D is given on RN . Let
(20) Xi =
N∑
j=1
Aji (x)
∂
∂xj
, 1 ≤ j ≤ N
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so that X1, . . . , XN−1 span D. Let (Bkj ) be the inverse of the matrix (Aji ); i.e. let
N∑
j=1
Aji (x)B
k
j (x) = δ
k
i for every x ∈ RN .
We define a variable coefficient linear map Lx : R
N → RN , so that the k-th component of Lx(u) is
∑N
j=1 B
k
j (x)u
j
for 1 ≤ k ≤ N . We also define Θ0 : RN × RN → RN , so that
(21) Θ0(x, y) = Lx(x− y),
and set
Q := N + 1.
We then have the following theorem:
Theorem 8. Suppose −Q < n < 0. Then T ∈ ΨnD(RN ), if and only if there exists a tempered distribution
k0(x, u) on R
N × RN , that is smooth on RN × (RN \ {0}), and satisfies
(22) |∂Ix∂γuk0(x, u)| .I,γ,M ‖u‖−Q−n−‖γ‖−M
for all γ and I, and all M ≥ 0, such that
(23) Tf(x) =
∫
RN
k0(x,Θ0(x, y))f(y)dy for all x ∈ RN .
We remark that if |x − y| ≤ 1, then |Θ0(x, y)N |, and hence the norm ‖Θ0(x, y)‖, remains comparable
upon choosing a different frame X1, . . . , XN , as long as the first N − 1 vectors still span D; here Θ0(x, y)N
is the N -th component of Θ0(x, y) ∈ RN . So the theorem is a statement that is independent of the choice of
frames X1, . . . , XN .
The situation for Ψ0D(R
N ) is a bit more involved; one must take into account certain cancellation con-
ditions. To formulate this, we say a function φ(u) is a normalized bump function, if φ(u) is smooth with
compact support on the unit ball {‖u‖ ≤ 1}, and
‖∂γuφ(u)‖L∞ .γ 1
for all multiindices γ; we write φr(u) for its non-isotropic dilation
φr(u) = φ(r
−1u′, r−2uN)
for r ∈ (0, 1).
Theorem 9. Suppose n ≥ 0. Then T ∈ ΨnD(RN ), if and only if there exists a tempered distribution k0(x, u)
on RN × RN , such that the following holds:
(a) k0(x, u) is smooth on R
N × (RN \ {0}), and satisfies the kernel estimates (22);
(b) for every normalized bump function φ(u) and every r ∈ (0, 1), we have
sup
x∈RN
∣∣〈∂Ixk0(x, u), φr(u)〉∣∣ .I r−n
for all multiindices I;
(c) the representation formula (23) holds, in the sense that
〈Tf, g〉 = 〈k0(x, u), f(x− L−1x (u))g(x)〉
for all Schwartz functions f and g.
Here 〈·, ·〉 denotes the pairing of a tempered distribution and a Schwartz function, either on RN or on
R
2N .
We will need a small generalization of Theorems 8 and 9. Suppose Θ: {(x, y) ∈ RN ×RN : |x− y| < 1} →
RN is a C∞ map defined on the unit tubular neighborhood of the diagonal on RN , with Θ(x, x) = 0 for all
x ∈ RN and ‖Θ(x, y)‖Ck . 1 for all k ∈ N. We write
(24) Bkj (x) = −
∂
∂yj
∣∣∣∣
y=x
Θ(x, y)k,
and assume in addition that | det(Bkj (x))| has a uniform positive lower bound. Such a map Θ is said to be
compatible with our given distribution D, if and only if D is the nullspace of∑Nj=1 BNj (x)dxj at every point
x ∈ RN . For instance, the Θ0 we constructed earlier is an example of such a Θ. Note that in general, such
a Θ can be written as
(25) Θ(x, y) = Lx,x−y(x− y)
where Lx,u : R
N → RN is an invertible linear map that varies smoothly with x, u ∈ RN and |u| < 1 (see, e.g.
p.99 of Nagel-Stein [34]). We have:
Theorem 10. Suppose n > −Q, and that k0(x, u) is a tempered distribution on RN × RN that satisfies the
condition (a) of Theorem 9. If n ≥ 0, assume further that k0(x, u) satisfies the condition (b) of Theorem 9.
Then for any Θ that is compatible with D, and any smooth cut-off function χ(x, y) supported on the unit
tubular neighborhood of the diagonal on RN , the map T defined by
Tf(x) =
∫
RN
χ(x, y)k0(x,Θ(x, y))f(y)dy
is in ΨnD(R
N ), where the last integral should be interpreted as
〈k0(x, u), χ(u)f(x− L−1x,uu)〉
for any Schwartz function f on RN .
This theorem will allow us to construct examples of operators in ΨnDˆ(Mˆ).
An observation that will often make life easier for us is that the non-isotropic pseudodifferential operators
we introduced are automatically (isotropically) of type (1/2, 1/2) in the sense of Ho¨rmander: if a ∈ SnD, then
automatically we have
|∂Ix∂αξ a(x, ξ)| .I,α (1 + |ξ|)|n|+
|I|−|α|
2 .
In particular, we have
Proposition 11. If T ∈ ΨnD(RN ) for some n ∈ R, then T is pseudolocal, in the sense that T preserve
C∞(U) for any open set U ⊂ RN . As a result, the same is true for the class ΨnDˆ(Mˆ).
We will need to be able to compose the non-isotropic pseudodifferential operators we introduced, via the
following theorem:
Theorem 12. If T1 ∈ Ψn1D (RN ) and T2 ∈ Ψn2D (RN ) for some n1, n2 ∈ R, then
T1 ◦ T2 ∈ Ψn1+n2D (RN ).
As a result, if S1 ∈ Ψn1Dˆ (Mˆ) and S2 ∈ Ψ
n2
Dˆ (Mˆ) for some n1, n2 ∈ R, then
S1 ◦ S2 ∈ Ψn1+n2Dˆ (Mˆ).
Note that in general there is no simple asymptotic expansion formula for the symbol of T1 ◦T2 in terms of
the symbols of T1 and T2 if both T1 and T2 are non-isotropic pseudodifferential operators as in the previous
theorem. But there is indeed an asymptotic expansion formula if we compose an isotropic pseudodifferential
operator of type (1, 0), with a non-isotropic pseudodifferential operator of the kind we introduced above; see
[40] for a more extensive discussion of what happens when one composes these two kinds of operators. We
will not need the full strength of the theory developed in [40]; what we need here is only the following simple
special commutation relation:
Theorem 13. Suppose −Q+ 1 < n < 0. If η ∈ C∞c (RN ) and T ∈ ΨnD(RN ), then
[η, T ] ∈ Ψn−1D (RN ).
As a result, if η ∈ C∞(Mˆ) and S ∈ ΨnDˆ(Mˆ), then
[η, S] ∈ Ψn−1Dˆ (Mˆ).
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Here by abuse of notation, we write η also for the multiplication by η.
In addition, we will also need the Lp boundedness of the non-isotropic pseudodifferential operators of
order 0:
Theorem 14. If T ∈ Ψ0D(RN ), then T extends to a bounded linear operator
T : Lp(RN )→ Lp(RN )
for all 1 < p <∞. As a result, if S ∈ Ψ0Dˆ(Mˆ), then S extends to a bounded linear operator
S : Lp(Mˆ)→ Lp(Mˆ)
for all 1 < p <∞.
Finally, we will also need to be able to form asymptotic sums of symbols:
Theorem 15. Suppose n ∈ R and Tj ∈ Ψn−jD (RN ) for j = 0, 1, 2, . . . . Then there exists T ∈ ΨnD(RN ) such
that
T − (T0 + · · ·+ Tk) ∈ Ψn−k−1D (RN )
for all k ∈ N. As a result, if Sj ∈ Ψn−jDˆ (Mˆ) for j = 0, 1, 2, . . . . Then there exists S ∈ ΨnDˆ(Mˆ) such that
S − (S0 + · · ·+ Sk) ∈ Ψn−k−1Dˆ (Mˆ)
for all k ∈ N.
It will often be convenient to write T ∈ Ψ−∞D (RN ) if T ∈ Ψ−kD (RN ) for all k ≥ 0. Similarly we write
S ∈ Ψ−∞Dˆ (Mˆ) if S ∈ Ψ
−k
Dˆ (Mˆ) for all k ≥ 0. Note that Ψ
−∞
D (R
N ) agrees with the class of isotropic infinitely
smoothing pseudodifferential operators of type (1, 0); indeed a(x, ξ) is a symbol of an operator in Ψ−∞D (R
N ),
if and only if
|∂Ix∂αξ a(x, ξ)| .I,α,k (1 + |ξ|)−k
for all k ≥ 0 and all multiindices I, α. Thus S ∈ Ψ−∞Dˆ (Mˆ), if and only if there exists s(x, y) ∈ C∞(Mˆ × Mˆ)
such that Sf(x) =
∫
Mˆ
f(y)s(x, y)θˆ ∧ dθˆ(y) for all f .
We will briefly describe the proofs of the above theorems in what follows.
Proof of Theorem 8. The theorem essentially follows from the simple fact that if −Q < n < 0 and a0(ξ) is
a function on RN , then it satisfies the differential inequalities
|∂αξ a0(ξ)| .α (1 + ‖ξ‖)n−‖α‖
for all multiindices α, if and only if its Fourier transform k0(u) satisfies the differential inequalities
|∂γuk0(u)| .γ,M ‖u‖n−‖γ‖−M
for all multiindices γ and all M ≥ 0.
Indeed, suppose D is a smooth codimension 1 distribution on RN . Let X1, . . . , XN be a frame of the
tangent bundle on RN , so that the first N − 1 of them span D, and let Xi be given by some coefficients (Aji )
as in (20) for 1 ≤ i ≤ N . Let Lx : RN → RN be a variable coefficient linear map, so that the k-th component
of Lx(u) is
∑N
j=1 B
k
j (x)u
j for 1 ≤ k ≤ N ; here (Bkj ) is the inverse of the matrix (Aji ). The inverse transpose
L−tx of Lx is precisely the Mx we defined in (18), and we have Θ0(x, y) = Lx(x− y) as in (21).
Now let k0(x, u) be an integral kernel satisfying (22), and T be the operator defined by (23). Then k0(x, u)
is an integrable function of u for every x ∈ RN . Writing a0(x, ξ) for the Fourier transform of k0(x, u) in the
u variable, so that
k0(x, u) =
∫
RN
a0(x, ξ)e
2πiu·ξdξ,
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we have
k0(x,Θ0(x, y)) =
∫
RN
a0(x, ξ)e
2πiLx(x−y)·ξdξ
= det(Mx)
∫
RN
a0(x,Mxξ)e
2πi(x−y)·ξdξ
where in the last line we have changed variable ξ 7→ Mxξ. Plugging this back in the definition of Tf(x) in
(23), this shows that
Tf(x) =
∫
RN
det(Mx)a0(x,Mxξ)f̂(ξ)e
2πix·ξdξ.
Since det(Mx) is smooth and bounded along with all its derivatives in x, it remains to show that a0(x, ξ)
satisfies the bound (19). But this follows from the fact we stated above, since k0(x, u) satisfies (22) for some
−Q < n < 0. This proves one implication in Theorem 8; the converse can be proved similarly. 
Proof of Theorem 9. Suppose now n ≥ 0 and a0(ξ) is a function on RN . We now need the following charac-
terization of the Fourier transform of a0: it turns out a0(ξ) satisfies the differential inequalities
|∂αξ a0(ξ)| .α (1 + ‖ξ‖)n−‖α‖
for all multiindices α, if and only if its Fourier transform k0(u) satisfies the differential inequalities
|∂γuk0(u)| .γ,M ‖u‖n−‖γ‖−M
for all multiindices γ and all M ≥ 0, and the cancellation conditions
|〈k0(u), φr(u)〉| . r−n
for all normalized bump function φ and all r ∈ (0, 1). This fact can be proved, for instance, by adapting the
proof of Proposition 3 in [39, Chapter VI.4.5]. Once we have this fact, then the proof of Theorem 8 above
can be adapted to give a proof of Theorem 9. 
Proof of Theorem 10. Let a0(x, ξ) be the Fourier transform of k0(x, u) in the u-variable; in particular a0(x, ξ)
satisfies condition (19). Then if we express the Schwartz function f in the definition of Tf(x) in terms of f̂ ,
we have (at least formally)
Tf(x) =
∫
RN
a˜0(x,Mxξ)f̂(ξ)e
2πix·ξdξ
where
a˜0(x,Mxξ) =
∫
RN
χ(x, y)k0(x,Θ(x, y))e
−2πi(x−y)·ξdy,
i.e.
a˜0(x, ξ) =
∫
RN
χ(x, y)k0(x,Θ(x, y))e
−2πi(x−y)·Ltxξdy.
Now write Θ(x, y) = Lx,x−y(x− y) as in (25). Then expressing k0(x, u) in terms of a0(x, ζ) via the Fourier
inversion formula, we have
a˜0(x, ξ) =
∫
RN
∫
RN
χ(x, y)a0(x, ζ)e
2πiLx,x−y(x−y)·ζe−2πi(x−y)·L
t
xξdζdy.
We write Lx,x−y(x− y) · ζ = (x− y) · L−tx,x−yζ and make a change of variable ζ 7→ L−tx,x−yLtxζ. Then
a˜0(x, ξ) =
∫
RN
∫
RN
χ(x, y) det(Lx,x−y)−1 det(Lx)a0(x, L−tx,x−yL
t
xζ)e
−2πi(x−y)·Ltx(ξ−ζ)dζdy.
Now we write (x−y) ·Ltx(ξ−ζ) = Lx(x−y) ·(ξ−ζ), and make another change of variable y 7→ x−L−1x (x−y).
Then
a˜0(x, ξ) =
∫
RN
∫
RN
χ˜(x, y)a0(x, L
−t
x,L−1x (x−y)L
t
xζ)e
−2πi(x−y)·(ξ−ζ)dζdy
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where χ˜(x, y) is the smooth function χ(x, x − L−1x (x − y)) det(Lx,L−1x (x−y))−1. Note that L−tx,L−1x uL
t
x is the
identity map I when u = 0. Thus we may write
L−t
x,L−1x (x−y)L
t
x = I + (x − y)L˜x,y
for a vector of variable coefficient linear maps L˜x,y on R
N ; more precisely, there are variable coefficient linear
maps L˜
(j)
x,y, 1 ≤ j ≤ N , such that
L−t
x,L−1x (x−y)L
t
x = I +
N∑
j=1
(xj − yj)L˜(j)x,y.
Thus
(26) a˜0(x, ξ) =
∫
RN
∫
RN
χ˜(x, y)a0(x, [I + (x− y)L˜x,y]ζ)e−2πi(x−y)·(ξ−ζ)dζdy
In other words, a˜0(x, ξ) is the symbol associated to the compound symbol
(27) c(x, y, ξ) = χ˜(x, y)a0(x, [I + (x− y)L˜x,y]ξ).
The key now is to show that a˜0(x, ξ) also satisfies the differential inequalities (19) in place of a0(x, ξ). To
do so, we introduce a variable coefficient norm function ρx,y(ξ) on R
N .
More precisely, for x, y, ξ ∈ RN , let
ρx,y(ξ) = ‖[I + (x− y)L˜x,y]ξ‖,
so that
|ρx,y(ξ)− ‖ξ‖| . |x− y||ξ| whenever |ξ| ≥ 1.
In particular, for |x− y| sufficiently small, we have
(28) 1 + ρx,y(ξ) . (1 + ‖ξ‖)(1 + |x− y||ξ| 12 )
and
(29)
1
1 + ρx,y(ξ)
.
1 + |x− y||ξ| 12
1 + ‖ξ‖ .
Next, we observe that c(x, y, ξ) defined by (27) satisfies
(30) |∂Ix∂Jy ∂αξ c(x, y, ξ)| . (1 + |ξ|)
|I|+|J|−|α|
2 (1 + ρx,y(ξ))
n.
From (26), and a further change of variables y 7→ x− w, ζ 7→ ξ − ζ, we see that
(31) a˜0(x, ξ) =
∫
RN
∫
RN
c(x, x − w, ξ − ζ)e−2πiw·ζdζdy.
Using (30) only, we will prove that the a˜0(x, ξ) given by (31) satisfies
(32) |a˜0(x, ξ)| . (1 + ‖ξ‖)n.
The idea is to Taylor expand in ζ in (31). Indeed, let η ∈ C∞c ([−1, 1]) that is identically 1 on (−1/2, 1/2).
Then a˜0(x, ξ) is equal to ∫
RN
∫
RN
η
( |ζ|
|ξ|/2
)
c(x, x− w, ξ − ζ)e−2πiw·ζdwdζ
up to an error that is rapidly decreasing in ξ. Now write
e−2πiw·ζ =
(
I − |ξ|−1∆w − |ξ|∆ζ
1 + 4π2|ξ||w|2 + 4π2|ξ|−1|ζ|2
)M
e−2πiw·ζ
for some large positive integer M and integrate by parts. On the support of this integral, |ζ| ≤ |ξ|/2, so in
particular |ξ − ζ| ≃ |ξ|. Using this and (30), we have
|a˜0(x, ξ)| .
∫
|ζ|≤|ξ|/2
∫
RN
(1 + ρx,x−w(ξ − ζ))n
(1 + |ξ||w|2 + |ξ|−1|ζ|2)M dwdζ.
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To estimate the numerator in the above integral, if n ≥ 0, we use (28); if n < 0, we use (29). Thus using
|ξ − ζ| ≃ |ξ| again on the support of the integral, we get
|a˜0(x, ξ)| . (1 + ‖ξ‖)n
∫
|ζ|≤|ξ|/2
∫
RN
(1 + |w||ξ|1/2)|n|
(1 + |ξ||w|2 + |ξ|−1|ζ|2)M dwdζ,
which is . (1 + ‖ξ‖)n if M is large enough. This establishes (32). We also need to bound the derivatives of
a˜0(x, ξ); but from the explicit expression (27) for c(x, y, ξ), we see that
c(x, x− w, ξ − ζ) = χ˜(x, x− w)a0(x, [I + wL˜x,x−w](ξ − ζ))
so for any multiindices I and α,
∂Ix∂
α
ξ [c(x, x − w, ξ − ζ)] =
∑
|σ|≤|I|
wσc(I,α)σ (x, x− w, ξ − ζ)
for some compound symbols c
(I,α)
σ , where the sum is over all multiindices σ of length at most |I| (this sum
arises because for each ∂x that hits [I + wL˜x,x−w](ξ − ζ), we get a power of w). From (31), we then have
∂Ix∂
α
ξ a˜0(x, ξ) =
∫
RN
∫
RN
∑
|σ|≤|I|
wσc(I,α)σ (x, x− w, ξ − ζ)e−2πiw·ζdwdζ.
Writing wσe−2πiw·ζ = (−2πi)−|σ|∂σζ e−2πiw·ζ and integrating by parts, we see that
∂Ix∂
α
ξ a˜0(x, ξ) =
∑
|σ|≤|I|
(2πi)−|σ|
∫
RN
∫
RN
[∂σξ c
(I,α)
σ ](x, x− w, ξ − ζ)e−2πiw·ζdwdζ.
But for every multiindex σ, ∂σξ c
(I,α)
σ (x, y, ξ) satisfies (30) in place of c(x, y, ξ), with n replaced by n − ‖α‖
there. Thus by the same derivation of the inequality (32), we see that
(33) |∂Ix∂αξ a˜0(x, ξ)| . (1 + ‖ξ‖)n−‖α‖.
This establishes the full differential inequality (19) for a˜0(x, ξ) in place of a0(x, ξ).
As a result, defining k˜0(x, u) to be the inverse Fourier transform of a˜0(x, ξ) in the ξ variable, we have
k˜0(x, u) satisfying the conditions of Theorem 8 or Theorem 9 depending on whether −Q < n < 0 or n ≥ 0
(c.f. the facts cited in the proofs of Theorems 8 and 9). Now
Tf(x) =
∫
RN
k˜0(x,Θ0(x, y))f(y)dy,
where Θ0(x, y) is defined so that its k-th component is given by
N∑
j=1
Bkj (x)(xj − yj),
the coefficients B˜kj (x) given by (24). Thus by Theorem 8 or Theorem 9, we have T ∈ ΨnD(RN ) as desired. 
Proof of Theorem 12. Suppose Tj ∈ ΨniD (RN ) for j = 1, 2. Then we may write
Tjf(x) =
∫
RN
aj,0(x,Mxξ)f̂(ξ)e
2πix·ξdξ,
where Mx is a variable coefficient linear map associated to D as in (18) and aj,0(x, ξ) satisfies
|∂Ix∂αξ aj,0(x, ξ)| .I,α (1 + ‖ξ‖)nj−‖α‖, j = 1, 2.
Then
T1 ◦ T2f(x) =
∫
RN
a0(x,Mxξ)f̂(ξ)e
2πix·ξdξ,
if
a0(x,Mxξ) =
∫
RN
∫
RN
a1,0(x,Mx(ξ − ζ))a2,0(x − w,Mx−wξ)e−2πiw·ζdwdζ,
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i.e.
a0(x, ξ) =
∫
RN
a1,0(x, ξ − L−tx ζ)a2,0(x− w,L−tx−wLtxξ)e−2πiw·ζdwdζ,
if we let Lx =M
−t
x . By making the change of variable ζ 7→ Ltxζ and w 7→ L−1x w, we have
a0(x, ξ) =
∫
RN
a1,0(x, ξ − ζ)a2,0(x − L−1x w, [I + wL˜x,x−w]ξ)e−2πiw·ζdwdζ.
if we write L−t
x−L−1x wL
t
x = I +wL˜x,x−w (which is possible since L
−t
x−L−1x wL
t
x = I when w = 0). It remains to
show that a0(x, ξ) also satisfies (19) with n = n1 + n2. This follows from a similar calculation that would
establish the desired bound (33) for a˜0(x, ξ) in the proof of Theorem 10. 
Proof of Theorem 13. Let η ∈ C∞c (RN ). Then there exists a variable coefficient linear map Γx,u on RN ,
whose coefficients varies smoothly with x and u, so that
η(x) − η(y) = Γx,Θ0(x,y)Θ0(x, y)
for all x, y ∈ RN , where Θ0(x, y) is as in Theorem 8. Now for T ∈ ΨnD(RN ), let k0(x, u) be the integral
kernel given by Theorem 8. Then
[η, T ]f(x) =
∫
RN
k˜0(x,Θ0(x, y))f(y)dy.
where
k˜0(x, u) := k0(x, u)Γx,uu.
Since k˜0(x, u) satisfies (22) with n replaced by n − 1, by invoking Theorem 8 again, we see that [η, T ] ∈
Ψn−1D (R
N ). 
Proof of Theorem 14. The key is to show that any T ∈ Ψ0D(RN ) is a Caldero´n-Zygmund operator with
respect to a quasi-distance d determined by the distribution D. More precisely, suppose X1, . . . , XN is a
frame of the tangent bundle on RN , so that the first N − 1 of them span D, and let Xi be given by some
coefficients (Aji ) as in (20) for 1 ≤ i ≤ N . Let (Bkj ) be the inverse of the matrix (Aji ) as before; these are
precisely the coefficients of the dual frame θ1, . . . , θN to X1, . . . , XN , via
θk =
N∑
j=1
Bkj (x)dx
j for 1 ≤ k ≤ N.
In particular, θN is the annihilator of D, so the coefficients BNj (x) are determined up to a multiple by D on
RN , for 1 ≤ j ≤ N . Now for x, y ∈ RN , let
d(x, y) ≃ |x− y|+
∣∣∣∣∣∣
N∑
j=1
BNj (x)(x
j − yj)
∣∣∣∣∣∣
1/2
.
This defines a quasi-distance d on RN , that depends only on the distribution D, and that satisfies
d(x, y) ≃ d(y, x) for any x, y ∈ RN
with
d(x, z) . d(x, y) + d(y, z) for any x, y, z ∈ RN .
For x, y ∈ RN with d(x, y) ≤ 1, the volume of the ball {z ∈ RN : d(x, z) ≤ d(x, y)} is comparable to d(x, y)Q.
To prove the theorem, the key is to show that there exists a kernel K(x, y), smooth away from the diagonal
on RN × RN , such that
Tf(x) =
∫
RN
K(x, y)f(y)dy
for any f ∈ C∞c (RN ) and any x not in the support of f ; and such that
(34) |XγK(x, y)| . d(x, y)−Q−‖γ‖
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for any γ = (γ1, . . . , γk) ∈ {1, . . . , N}k, where Xγ denotes Xγ1 . . . Xγk and each Xγj can act on either the x or
the y variable, and ‖γ‖ is the number of indices γj such that γj 6= N , plus twice the number of indices γj such
that γj = N . Indeed, this follows from the case n = 0 of Theorem 9, once we take K(x, y) = k0(x,Θ0(x, y)).
The kernel estimates (34) in turn imply that
|K(x, y1)−K(x, y2)| . d(y1, y2)
d(x, y1)Q+1
if d(y1, y2) < δ0d(x, y1),
and
|K(x1, y)−K(x2, y)| . d(x1, x2)
d(x1, y)Q+1
if d(x1, x2) < δ0d(x1, y)
where δ0 ∈ (0, 1) is a sufficiently small absolute constant. Hence by Caldero´n-Zygmund theory on spaces of
homogeneous types (see e.g. [39, Chapter I]), to prove that T is bounded on Lp(RN ) for all 1 < p < ∞,
it suffices to show that T is bounded on L2(RN ); but the latter follows since any operator in Ψ0D(R
N ) is
automatically in Ho¨rmander’s symbol class of type (1/2, 1/2). This completes our proof of Theorem 14. 
Proof of Theorem 15. Suppose Tj ∈ Ψn−jD (RN ) for j = 0, 1, 2, . . . . Write
Tjf(x) =
∫
RN
aj,0(x,Mxξ)f̂(ξ)e
−2πix·ξdξ
where Mx is given by (18) and aj,0(x, ξ) satisfy
|∂Ix∂αξ aj,0(x, ξ)| ≤ Cj,I,α(1 + ‖ξ‖)n−j−‖α‖
for all j ≥ 0 and multiindices I and α. Let
a0(x, ξ) =
∞∑
j=0
aj,0(x, ξ)(1 − χ)
(‖ξ‖
Nj
)
where χ ∈ C∞c ([−2, 2]) is identically 1 on [−1, 1], and Nj is sufficiently large (say
Nj = 1 + sup
0≤k≤j
sup
|I|,|α|≤j
Ck,I,α
will do). Then one can check that a0(x, ξ) satisfies the differential inequalities (19). Letting
Tf(x) =
∫
RN
a0(x,Mxξ)f̂(ξ)e
−2πix·ξdξ,
one can check that T − (T0 + · · ·+ Tk) ∈ Ψn−k−1D (RN ) for all k ∈ N. Hence we have Theorem 15. 
7. Solution of ∆ˆb
We now return to our compact pseudohermitian manifold (Mˆ, θˆ). We will use the class of non-isotropic
pseudodifferential operators we introduced in the last section to solve the sublaplacian ∆ˆb on (Mˆ, θˆ); hence-
forth we will take Dˆ to be the contact distribution H on Mˆ , and all pseudodifferential operators on Mˆ will be
adapted to this Dˆ. As a result, we obtain a corollary, about how one commutes ∇ˆb through a non-isotropic
pseudodifferential operator. We will need this corollary in Section 8.
First we will need to introduce a normal coordinate system near every point of Mˆ , following Folland-Stein
[13, Section 14] (see also Greiner-Stein [18, Chapter 4]). Here we will only need the CR structure on Mˆ ;
the pseudohermitian structure on Mˆ will come in only later. Let U be a sufficiently small open subset of
Mˆ . If y ∈ U and Wˆ is a local section of TMˆ on U , then for ε > 0 sufficiently small and for s ∈ [−ε, ε],
one can define y exp(sWˆ ) ∈ Mˆ , so that the map s 7→ y exp(sWˆ ) is an integral curve to Wˆ starting from
y. This defines the exponential map y exp(Wˆ ) for every y ∈ U and every Wˆ ∈ TyMˆ in a sufficiently small
neighborhood of 0. Now let Xˆ, Yˆ be a local frame of the contact distribution H on U , and let Tˆ be a local
section of TMˆ on U so that Tˆ is transverse to H . Then for y ∈ U and for u = (u1, u2, u3) in a sufficiently
small neighborhood of 0 in H1, the map
u 7→ y exp(2u1Xˆ + 2u2Yˆ + u3Tˆ )
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is a diffeomorphism of a small neighborhood of 0 in H1, onto a small neighborhood of y in Mˆ . Indeed, by
shrinking U if necessary, we may assume that for every x, y ∈ U , there exists a unique u ∈ H1 such that
x = y exp(2u1Xˆ + 2u2Yˆ + u3Tˆ ). Such u will be denoted Θ(x, y); for every y ∈ U , the map x ∈ U 7→ u =
Θ(x, y) ∈ H1 provides a coordinate chart on U , and the important fact here is that in the u coordinates,
Xˆ = X +O1
∂
∂u1
+O1
∂
∂u2
+O2
∂
∂u3
,
Yˆ = Y +O1
∂
∂u1
+O1
∂
∂u2
+O2
∂
∂u3
,
Tˆ = T +O1
∂
∂u1
+O1
∂
∂u2
+O1
∂
∂u3
,
where
X =
1
2
(
∂
∂u1
+ 2u2
∂
∂u3
)
, Y =
1
2
(
∂
∂u2
− 2u1 ∂
∂u3
)
, T =
∂
∂u3
,
and henceforthOk represents a smooth function on U×U that is. ‖Θ(x, y)‖k; here ‖u‖ := |u1|+|u2|+|u3|1/2.
In particular, each Ok can be written as a function of the form η(x,Θ(x, y)), where η(x, u) satisfies
|∂Ix∂αu η(x, u)| .I,α ‖u‖k−‖α‖.
Note also that
x = y exp(Θ(x, y) · Ξˆ)
where Ξˆ := (2Xˆ, 2Yˆ , Tˆ ). In particular, differentiating both sides with respect to y, and evaluating at y = x,
we see that Θ(x, y) is compatible with our distribution Dˆ, in the sense described just before Theorem 10.
Now we specialize to the case when Mˆ is compact and endowed with a pseudohermitian structure θˆ. We
cover Mˆ by finitely many sufficiently small open sets Ui’s, and on each Ui we pick a local orthonormal frame
Xˆ, Yˆ to the contact distribution H , so that as we have seen in Section 2, the sublaplacian ∆ˆb on (Mˆ, θˆ) is
given by
∆ˆb = Xˆ
∗Xˆ + Yˆ ∗Yˆ
on U . Now recall, from (7), that ∆b on (H
1, θ) is given by
∆b = −(X2 + Y 2)
if θ = du3 + 2u1du2 − 2u2du1. Hence on U , we have
∆ˆb = ∆b +O
1
(
∂
∂u′
+O1
∂
∂u3
)2
+O0
(
∂
∂u′
+O1
∂
∂u3
)
where we wrote u′ = (u1, u2). But if
K(u) =
1
2π(u41 + u
4
2 + u
2
3)
1/2
,
then
∆bK(u) = δ0(u)
(see e.g. Chapter XIII.2.3.4 of [39]). Hence if K(0) is the integral operator with integral kernel
χ˜(x)K(Θ(x, y))χ(y)
where χ, χ˜ ∈ C∞c (Ui) and χ˜ ≡ 1 on an open set containing the support of χ, then by Theorem 10, K(0)
is a non-isotropic pseudodifferential operator in Ψ−2Dˆ (Mˆ); furthermore, ∆ˆbK
(0) is χ(y) times the identity
operator, modulo an operator in Ψ−1Dˆ (Mˆ). Patching together the operators from the different coordinate
charts Ui, we obtain a non-isotropic pseudodifferential operator in Ψ
−2
Dˆ (Mˆ), which we by abuse of notation
still denote by K(0), such that
∆ˆbK
(0) = I −R
where R ∈ Ψ−1Dˆ (Mˆ); indeed, to be more precise, we would take a partition of unity {χi} subordinate to the
open cover {Ui} of Mˆ , and pick χ˜i ∈ C∞c (Ui) that is identically 1 on an open set containing the support of
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χi, such that if Θi is the Folland-Stein coordinates on Ui, then the patched-up K
(0) is the pseudodifferential
operator with integral kernel
∑
i χ˜i(x)K(Θi(x, y))χi(y). By Theorem 15, there exists E ∈ Ψ0Dˆ(Mˆ) such that
E − (I +R+ R2 + · · ·+Rk) ∈ Ψ−(k+1)Dˆ (Mˆ)
for all k ≥ 0. Thus
∆ˆbK
(0)E = I + R−∞,
where R−∞ ∈ Ψ−∞Dˆ (Mˆ). The integral kernel of R−∞ is then smooth on Mˆ × Mˆ ; in other words, there exists
r−∞(x, y) ∈ C∞(Mˆ × Mˆ) such that
R−∞f(x) =
∫
Mˆ
f(y)r−∞(x, y)θˆ ∧ dθˆ(y).
By microlocalization, one may find a function e−∞(x, y) ∈ C∞(Mˆ × Mˆ), such that
(∆ˆb)xe−∞(x, y) = r−∞(x, y)− c(y),
where c(y) is given by
c(y) :=
1
Vol(Mˆ)
∫
Mˆ
r−∞(x, y)θˆ ∧ dθˆ(x),
with Vol(Mˆ) =
∫
Mˆ
θˆ ∧ dθˆ(x). Writing E−∞ ∈ Ψ−∞Dˆ (Mˆ) for the pseudodifferential operator with integral
kernel e−∞(x, y), we have
(35) ∆ˆb[K
(0)E + E−∞] + Cˆ = I
where Cˆf(x) =
∫
Mˆ
c(y)f(y)θˆ∧dθˆ(y). This gives a decomposition of any L2 function on Mˆ into a sum of two
parts, one of which is in the image of ∆ˆb, the other of which is in the kernel of ∆ˆb (= the set of all constant
functions on Mˆ). By uniqueness of such a decomposition, we see that
(36) Cˆf(x) =
1
Vol(Mˆ)
∫
Mˆ
f(y)θˆ ∧ dθˆ(y),
for any f ∈ L2(Mˆ), which gives c(y) = 1
Vol(Mˆ)
is constant independent of y. (Alternatively, just apply (35)
to an arbitrary f ∈ L2(Mˆ) and average both sides over Mˆ ; then since Cˆf(x) is a constant function on Mˆ ,
we obtain again (36), which gives us the same conclusion about c(y).) Letting
Kˆ = (I − Cˆ)[K(0)E + E−∞] ∈ Ψ−2Dˆ (Mˆ),
we see that
(37) ∆ˆbKˆ + Cˆ = I,
and that the image of Kˆ is orthogonal to the kernel of ∆ˆb. Thus Kˆ is the canonical solution to ∆ˆb, and this
completes our solution to ∆ˆb on (Mˆ, θˆ).
Corollary 16. Suppose k ∈ R, Tk ∈ ΨkDˆ(Mˆ). Let Wˆ be a global section of H on Mˆ such that gθˆ(Wˆ , Wˆ ) ≤ 1
on Mˆ . Then for each sufficiently small open set U on Mˆ , if Xˆ, Yˆ is a local orthonormal frame to H on U ,
then there exist T ′k, T
′′
k ∈ ΨkDˆ(Mˆ) and T−∞ ∈ Ψ
−∞
Dˆ (Mˆ), such that
WˆTk = T
′
kXˆ + T
′′
k Yˆ + T−∞
when acting on functions with compact support in U . We usually abbreviate this by saying that
∇ˆbTk = T ′k∇ˆb + T−∞;
furthermore, T−∞ can be taken to be zero if Tk1 = 0.
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Proof. Taking the adjoint of (37), we obtain
I = Kˆ∆ˆb + Cˆ.
Applying WˆTk on the left of both sides, we have
WˆTk = (Wˆ KˆXˆ
∗)Xˆ + (Wˆ KˆYˆ ∗)Yˆ + WˆTkCˆ.
It remains to observe that T ′k := Wˆ KˆXˆ
∗ and T ′′k := Wˆ KˆYˆ
∗ are both in ΨkDˆ(Mˆ) by Theorem 12, and that
T−∞ := WˆTkCˆ ∈ Ψ−∞Dˆ (Mˆ), by Proposition 11 and the characterization of Ψ
−∞
Dˆ (Mˆ) immediately after
Theorem 15. We also note that if Tk1 = 0, then TkCˆ = 0, and hence T−∞ = 0. 
8. Solution of ˆb
Let Mˆ be a closed 3-dimensional strongly pseudoconvex CR manifold that is embeddable in some CK .
The goal of this section is to solve a certain tangential Kohn Laplacian on Mˆ . If Mˆ is the boundary of a
strongly pseudoconvex domain in C2, then one may follow the approach in e.g. Nagel and Stein [34]; on the
other hand, the following approach works whenever Mˆ is embeddable in some CK (where K can be bigger
than 2; equivalently, it works whenever ∂ˆb has closed range in L
2(Mˆ) (c.f. Theorem 6)). The approach
presented here is a variant of the one in Beals and Greiner [1].
Recall that in Section 2, when Mˆ is equipped with a pseudohermitian structure θˆ, we defined the tangential
Kohn Laplacian on (Mˆ, θˆ), so that its action on C∞ functions on Mˆ is given by ϑb∂b, where ϑb is the formal
adjoint of ∂b that satisfies ∫
Mˆ
〈∂bu, α〉θˆ θˆ ∧ dθˆ =
∫
Mˆ
u ϑbα θˆ ∧ dθˆ
for all smooth functions u and smooth (0, 1)-forms α on Mˆ . Note that θˆ∧dθˆ is a particular smooth measure
on Mˆ . In general, we could have defined ϑb by taking adjoints with respect to a different smooth measure
on Mˆ , in which case we would get a different tangential Kohn Laplacian; this is often useful in practice, as
in the proof of our main Theorem 7 in the general case. Thus in this section, we solve all tangential Kohn
Laplacians on Mˆ that arise this way.
More precisely, let mˆ0 and mˆ1 be two smooth measures on Mˆ , and 〈·, ·〉 be any smoothly varying pointwise
hermitian inner product on T 0,1Mˆ . We use mˆ0 to define an L
2 space of functions (denoted L2(mˆ0)):
(u, v) =
∫
Mˆ
u v mˆ0,
and mˆ1 to define an L
2 space of (0, 1) forms (denoted L2(0,1)(mˆ1)):
(α, β) =
∫
Mˆ
〈α, β〉θˆ mˆ1.
Let ϑb be the formal adjoint of ∂b, that satisfies
(∂bu, α) = (u, ϑbα)
for all smooth functions u and smooth (0, 1)-forms α on Mˆ . Let ˆb = ϑb∂b on smooth functions on Mˆ .
Under the assumption that Mˆ is embeddable in some CK , we will construct, in our algebra of non-isotropic
pseudodifferential operators on Mˆ , the relative solution operator and the Szego˝ projection to ˆb. Indeed,
we will show that Nˆ ∈ Ψ−2Dˆ (Mˆ), and Πˆ ∈ Ψ0Dˆ(Mˆ), where as before, Dˆ is the contact distribution H on Mˆ .
First we need an L2 theory. Let
∂ˆb : L
2(mˆ0)→ L2(0,1)(mˆ1)
be the Hilbert space closure of ∂ˆb acting on functions in C
∞(Mˆ). Let
∂ˆb
∗
: L2(0,1)(mˆ1)→ L2(mˆ0)
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be its Hilbert space adjoint. Define also a densely defined operator
ˆb : L
2(mˆ0)→ L2(mˆ0),
with domain given by
Dom(ˆb) := {u ∈ Dom[∂ˆb : L2(mˆ0)→ L2(0,1)(mˆ1)],
∂ˆbu ∈ Dom[∂ˆb
∗
: L2(0,1)(mˆ1)→ L2(mˆ0)]}
Then from the embeddability of Mˆ , one can prove, using Kohn’s microlocalization procedure, the following
standard fact (c.f. Theorem 6):
Proposition 17. The operator ∂ˆb : L
2(mˆ0)→ L2(0,1)(mˆ1) has closed range; hence so does ∂ˆb
∗
: L2(0,1)(mˆ1)→
L2(mˆ0) and ˆb : L
2(mˆ0)→ L2(mˆ0).
This allows us to define the relative solution operator
(38) Nˆ : L2(mˆ0)→ Dom(ˆb) ⊆ L2(mˆ0)
and the orthogonal projection onto the kernel of ˆb (which is also the kernel of ∂ˆb) in L
2(mˆ0):
Πˆ : L2(mˆ0)→ Dom(ˆb) ⊆ L2(mˆ0)
Then
(39) ˆbNˆ + Πˆ = I on L
2(mˆ0).
We now turn to the Lp theory for Nˆ , Πˆ and ˆb. Recall that Dˆ is the contact distribution on Mˆ , and
in Section 6 we constructed non-isotropic pseudodifferential operators adapted to Dˆ. We then have the
following proposition:
Proposition 18. Πˆ and Nˆ are non-isotropic pseudodifferential operators on Mˆ , of order 0 and −2 respec-
tively; in other words, Πˆ ∈ Ψ0Dˆ(Mˆ) and Nˆ ∈ Ψ
−2
Dˆ (Mˆ).
To prove Proposition 18, first recall the Folland-Stein normal coordinates that we defined in Section 7.
Indeed, for any sufficiently small open set U ⊂ Mˆ , we will pick a local section Zˆ of T 0,1(Mˆ) on U , such that
〈Zˆ, Zˆ〉 = 1 on U , and write Tˆ for i[Zˆ, Zˆ] on U ; then we have a map Θ: U × U → H1, such that
x = y exp(Θ(x, y) · Ξ)
for all x, y ∈ U , where Ξ := (2Xˆ, 2Yˆ , Tˆ ), with Xˆ, Yˆ determined by Zˆ = Xˆ+iYˆ√
2
. Differentiating both sides
with respect to y, and evaluating at y = x, we see that Θ(x, y) is compatible with our distribution Dˆ, in the
sense described just before Theorem 10. Now write
u = (w, s) = Θ(x, y) ∈ H1 = C× R.
Then for any y ∈ U , in the (w, s) coordinates, we have
Zˆ = Z +O1
∂
∂w
+O1
∂
∂w
+O2
∂
∂s
,
and
Tˆ = T +O1
∂
∂w
+O1
∂
∂w
+O1
∂
∂s
.
where
Z :=
1√
2
(
∂
∂w
− iw ∂
∂s
)
, T :=
∂
∂s
are the corresponding vector fields on the Heisenberg group (H1, θ), with θ = ds − i(wdw − wdw) (see
Section 6 for the definition of Ok). Hence on U , the formal adjoint of Zˆ : L2(mˆ0)→ L2(0,1)(mˆ1) satisfies
Zˆ
∗
=
1√
2
(
∂
∂w
+ iw
∂
∂s
)
+O1
∂
∂w
+O1
∂
∂w
+O2
∂
∂s
+O0.
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This shows
ˆb = b +O
1
(
∂
∂u′
+O1
∂
∂s
)2
+O0
(
∂
∂u′
+O1
∂
∂s
)
where
b := −ZZ
is the tangential Kohn Laplacian on (H1, θ), and ∂∂u′ represents linear combinations of
∂
∂w and
∂
∂w . Now let
N and Π be the convolution kernels of the relative solution operator, and the Szego˝ projection, to b on
(H1, θ). In other words,
N(w, s) =
1
π2
log
( |w|2 − is
|w|2 + is
)
1
|w|2 − is
(log being the principal branch of the logarithm) and
Π(w, s) = − i
π2
∂
∂s
(
1
|w|2 − is
)
=
1
π2(|w|2 − is)2 .
Hence if N (0) and Π(0) are the non-isotropic pseudodifferential operators with kernels χ(x)N(Θ(x, y))χ(y)
and χ(x)Π(Θ(x, y))χ(y) respectively, where χ ∈ C∞c (U) is supported on our sufficiently small open set
U , then by Theorem 10, N (0) ∈ Ψ−2Dˆ (Mˆ) and Π(0) ∈ Ψ0Dˆ(Mˆ); furthermore, from the expansion of ˆb as
above, we see that ˆbN
(0) +Π(0) is the identity operator, modulo an operator in Ψ−1Dˆ (Mˆ). Now let’s cover
Mˆ by finitely many of these sufficiently small open sets U ’s, and patch the operators N (0) and Π(0) from
these different open sets together; by abuse of notation, let’s still call the resulting operators N (0) and Π(0).
More precisely, we would take a partition of unity {χi} subordinate to the open cover {Ui} of Mˆ , and
pick χ˜i ∈ C∞c (Ui) that is identically 1 on an open set containing the support of χi, such that if Θi is the
Folland-Stein coordinates on Ui, then the patched-up N
(0) is the pseudodifferential operator with integral
kernel
∑
i χ˜i(x)N(Θi(x, y))χi(y), and similarly for the patched up Π
(0). We then obtain N (0) ∈ Ψ−2Dˆ (Mˆ)
and Π(0) ∈ Ψ0Dˆ(Mˆ), such that
ˆbN
(0) +Π(0) = I −R(0)
where R(0) ∈ Ψ−1Dˆ (Mˆ); furthermore,
ˆbΠ
(0) ∈ Ψ0Dˆ(Mˆ).
Unfortunately this is not good enough for iterations, if we want to solve for Nˆ and Πˆ simultaneously. The
key now is to construct a perturbation of Π(0), so that it is exactly annihilated by ˆb. We proceed as follows.
A polynomial of w,w and s is said to be homogeneous of degree k, if it is a linear combination of terms
of the form wαwβsγ where α+ β + 2γ = k.
Lemma 19. If p(w,w, s) is a homogeneous polynomial of degree k ≥ 2, then there exists a homogeneous
polynomial q(w,w, s) of degree k + 1 such that
Zq(w,w, s) = p(w,w, s)
with
|Re q(w,w, s)| . |w|2(|w| + |s|).
Furthermore, the coefficients of q are linear combinations of the coefficients of p.
Proof. Let p(w,w, s) = wαwβsγ where α+ β + 2γ = k. If α+ β > 0, then we set
q(w,w, s) =
√
2
(
wα+1wβsγ
α+ 1
+
iγwα+2wβ+1sγ−1
(α+ 1)(α+ 2)
+ · · ·+ i
γγ!wα+γ+1wβ+γs0
(α + 1) . . . (α+ γ + 1)
)
=
√
2
γ∑
ℓ=0
iℓγ!α!wα+ℓ+1wβ+ℓsγ−ℓ
(γ − ℓ)!(α+ ℓ+ 1)! ;
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then by telescoping, Zq(w,w, s) = wαwβsγ , and since α+ β ≥ 1 and k ≥ 2, we have
|q(w,w, s)| . |w|2
γ∑
ℓ=0
|w|2ℓ+α+β−1sγ−ℓ . |w|2(|w| + |s|),
yielding the desired bound for |Re q(w,w, s)|. This does not work when α = β = 0; in that case, we set
q(w,w, s) =
√
2
(
w1w0sγ
1!
+
iγw2w1sγ−1
2!
+ · · ·+ i
γγ!wγ+1wγs0
(γ + 1)!
)
−
√
2
(
w0w1sγ
0!
+
iγw1w2sγ−1
1!
+ · · ·+ i
γγ!wγwγ+1s0
γ!
)
=
√
2
γ∑
ℓ=0
(
iℓγ!wℓ+1wℓsγ−ℓ
(γ − ℓ)!(ℓ+ 1)! +
iℓγ!wℓwℓ+1sγ−ℓ
(γ − ℓ)!ℓ!
)
;
we then get, by telescoping, that Zq(w,w, s) = sγ , and since the term corresponding to ℓ = 0 in the definition
of q(w,w, s) is purely imaginary, we have
|Re q(w,w, s)| .
γ∑
ℓ=1
|w|2ℓ+1sγ−ℓ . |w|3,
which is . |w|2(|w|+ |s|) as desired. 
Next, let U be a sufficiently small open set of Mˆ as above, so that we have a local section Zˆ of T 0,1(Mˆ) on
U with 〈Zˆ, Zˆ〉 = 1 on U , and so that Θ(x, y) is defined for all x, y ∈ U . Then we have the following lemma:
Lemma 20. There exists a C∞ function ψ0(x, u), defined for x ∈ U and u in a neighborhood of 0 on H1,
with Reψ0(x, u) ≥ 0 for all such x and u, such that for every y ∈ U , we have
ψ0(x,Θ(x, y)) = π(|w|2 − is) +O3, (w, s) = Θ(x, y),
and that Zˆxψ0(x,Θ(x, y)) vanishes to infinite order at y.
Henceforth Zˆx refers to the derivative Zˆ acting on the x variable (when y is fixed).
Proof. Let q2(x, u) = π(|w|2 − is) where u = (w, s). Then Zˆxq2(x,Θ(x, y)) ∈ O2, hence by Lemma 19, there
exists a homogeneous polynomial q3(x, u) of degree 3 in u, varying smoothly with x ∈ U , such that
|Re q3(x, u)| ≤ C3|w|2(|w|+ |s|) on U × {‖u‖ ≤ 1},
and
Zˆx(q2 + q3)(x,Θ(x, y)) ∈ O4.
Iterating, for any k ≥ 3, there exists a homogeneous polynomial qk(x, u) of degree k in u, varying smoothly
with x ∈ U , such that
|Re qk(x, u)| ≤ Ck|w|2(|w| + |s|) on U × {‖u‖ ≤ 1},
and
Zˆx
k∑
ℓ=2
qℓ(x,Θ(x, y)) ∈ Ok+1.
If χ(u) ∈ C∞c [−2, 2] is identically 1 on [−1, 1] and {εℓ} is a positive sequence that tends rapidly to 0
(εℓ ≤ min
{
(10Cℓ)
−1,
(
supk≤ℓ ‖qk(x, u)‖Cℓ(U×{‖u‖≤1})
)−1}
will more than suffice), then letting
ψ0(x, u) :=
∞∑
ℓ=2
qℓ(x, u)χ(ε
−1
ℓ ‖u‖),
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we have ψ0(x, u) ∈ C∞(U × {‖u‖ ≤ 1}),
|Reψ0(x, u)| ≥ π|w|2 −
k∑
ℓ=3
|Re qℓ(x, u)| ≥ |w|2 ≥ 0,
ψ0(x,Θ(x, y)) = π(|w|2 − is) +O3, (w, s) = Θ(x, y),
and for every k ∈ N, we have Zˆxψ0(x,Θ(x, y)) ∈ Ok+1. This proves the lemma. 
We remark that in the above lemma, if we are willing to shrink the open set U , then instead of requiring
Zˆxψ0(x,Θ(x, y)) to vanish to infinite order at every y ∈ U , we could have arranged so that it is zero for
every x, y ∈ U . Indeed, if U ′ is a relatively compact open subset of U , and χ˜ ∈ C∞c (U) is identically 1 on an
open set containing the closure of U ′, then for every y ∈ U ′, the function
(ˆb)x
χ˜(x)
ψ0(x,Θ(x, y))
can be extended as a smooth function of x on Mˆ , such that
Πˆx(ˆb)x
χ˜(x)
ψ0(x,Θ(x, y))
= 0
on Mˆ ; the latter follows since
(ˆb)x
χ˜(x)
ψ0(x,Θ(x, y)) + ε
→ (ˆb)x χ˜(x)
ψ0(x,Θ(x, y))
in L2(mˆ0), and that
Πˆx(ˆb)x
χ˜(x)
ψ0(x,Θ(x, y)) + ε
= 0
on Mˆ for all ε > 0. (Here we used that Reψ0(x,Θ(x, y)) ≥ 0 to guarantee that χ˜(x)ψ0(x,Θ(x,y))+ε is smooth on
Mˆ , and that the aforementioned L2 convergence holds.) As a result, by the C∞ regularity of ˆb (which can
be obtained using Kohn’s microlocalization technique), there exists a smooth function e(x, y), such that
(ˆb)x
χ˜(x)
ψ0(x,Θ(x, y))
= (ˆb)xe(x, y)
for every x ∈ Mˆ and y ∈ U ′. We may arrange so that Re e(x, y) < 0 by adding a constant, and we may write
e(x, y) as e0(x,Θ(x, y)) if x ∈ U . Then setting
ψ00(x, u) =
1
χ˜(x)
ψ0(x,u)
− e0(x, u)
,
one can check that ψ00(x, u) is smooth as x varies over U
′ and u varies over a sufficiently small neighborhood
of 0 in H1, Reψ00(x, u) ≥ 0 for all such x and u,
ψ00(x,Θ(x, y)) = π(|w|2 − is) +O3, (w, s) = Θ(x, y)
whenever x, y ∈ U ′, and in addition we have
Zˆxψ00(x,Θ(x, y)) = 0
for every x, y ∈ U ′.
Now cover Mˆ by finitely many sufficiently small open sets Ui’s, and let χi, χ˜i ∈ C∞c (Ui) be such that
χ˜i = 1 on the support of χi. Let Θi be the Folland-Stein normal coordinates on Ui, and ψ0,i be the function
constructed in Lemma 20 when U = Ui. Let Π
(00) be the non-isotropic pseudodifferential operator in Ψ0Dˆ(Mˆ)
with integral kernel ∑
i
χ˜i(x)
1
ψ0,i(x,Θi(x, y))2
χi(y).
Then applying Theorem 10, we have
Π(0) −Π(00) ∈ Ψ−1Dˆ (Mˆ).
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Furthermore,
ˆbΠ
(00) ∈ Ψ−∞Dˆ (Mˆ);
indeed, the integral kernel of ˆbΠ
(00) is (ˆb)x
∑
i χ˜i(x)
1
ψ0,i(x,Θi(x,y))2
χi(y), which is C
∞ in x for every y ∈ Mˆ .
Now observe that
Πˆx(ˆb)x
∑
i
χ˜i(x)
1
ψ0,i(x,Θi(x, y))2
χi(y) = 0
for every y ∈ Mˆ ; this holds because
(ˆb)x
∑
i
χ˜i(x)
1
(ψ0,i(x,Θi(x, y)) + ε)2
χi(y)→ (ˆb)x
∑
i
χ˜i(x)
1
ψ0,i(x,Θi(x, y))2
χi(y)
in L2x as ε→ 0+, and
∑
i χ˜i(x)
1
(ψ0,i(x,Θi(x,y))+ε)2
χi(y) is smooth in x, the denominators having positive real
parts everywhere. Using the C∞ regularity of ˆb, one can find a C∞ function e(x, y) on Mˆ × Mˆ , such that
(ˆb)x
∑
i
χ˜i(x)
1
ψ0,i(x,Θi(x, y))2
χi(y) = (ˆb)xe(x, y)
for every x, y ∈ Mˆ ; then adjusting the kernel of Π(00) by e(x, y), we get a pseudodifferential operator
Π(000) ∈ Ψ0Dˆ(Mˆ) such that
ˆbΠ
(000) = 0,
and
Π(00) −Π(000) ∈ Ψ−∞Dˆ (Mˆ).
It follows that
ˆbN
(0) +Π(000) = I −R
where R ∈ Ψ−1Dˆ (Mˆ). Now using Theorem 15, there exists a non-isotropic pseudodifferential operator E in
Ψ0Dˆ(Mˆ), such that
E − (I +R+ R2 + · · ·+Rk) ∈ Ψ−(k+1)Dˆ (Mˆ)
for every k ∈ N. Then
ˆbN
(0)E +Π(000)E = I +R−∞
where R−∞ ∈ Ψ−∞Dˆ (Mˆ). Thus by C∞ regularity of ˆb again, one can adjust the kernels of N (0)E and
Π(000)E by a C∞ function, and obtain non-isotropic pseudodifferential operators N0 and Π0, in Ψ−2Dˆ (Mˆ)
and Ψ0Dˆ(Mˆ) respectively, such that {
ˆbN0 +Π0 = I
ˆbΠ0 = 0.
It remains to observe that the true Szego˝ projection Πˆ on Mˆ , and the true relative solution operator Nˆ of
ˆb on Mˆ , are given precisely by Π0 and (I −Π0)N0 respectively. This finishes the proof of Proposition 18.
One importance of Proposition 18 is the following. In view of Theorem 14, we see that Nˆ and Πˆ admits
the following (continuous) extensions:
(40) Πˆ : Lp(mˆ0)→ Lp(mˆ0) for all p ∈ (1,∞),
(41) Nˆ : L4/3(mˆ0)→ L4(mˆ0),
(42) ∇ˆbNˆ : L4/3(mˆ0)→ L2(mˆ0).
Indeed, by Proposition 18, ∇ˆ2bNˆ ∈ Ψ0Dˆ(Mˆ), so Nˆ maps L4/3(mˆ0) into the non-isotropic Sobolev space
NL2,4/3(mˆ0) (the space of functions whose ∇ˆ2b is in L4/3(mˆ0)), which by Sobolev embedding is embedded
into NL1,2(mˆ0) and L
4(mˆ0), yielding (41) and (42). Also, by Theorem 12, ∇ˆbΠˆNˆ ∈ Ψ−1Dˆ (Mˆ), so by
Theorem 14, we have
(43) ∇ˆbΠˆNˆ : L4/3(mˆ0)→ L2(mˆ0).
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Finally, Πˆ and Nˆ are pseudolocal on Mˆ , i.e. if f ∈ C∞(U) for some open set U ⊆ Mˆ , then Πˆf and Nˆf are
also in C∞(U).
We also need the following key proposition:
Proposition 21. For any 0 < δ < 1, Πˆ maps E−1+δ into E−1+δ, and Nˆ maps E−3+δ into E−1+δ. (We do
not even need continuity of these maps).
Proposition 21 can be proved by using the kernel estimates, as well as the cancellation conditions, of Πˆ
and Nˆ . Indeed, let f ∈ E−γ for some γ ∈ (0, 4). Let T ∈ Ψ−nDˆ (Mˆ) for some n ∈ [0, γ). We will prove
Tf ∈ E−γ+n. Let x ∈ Mˆ \ {p} be sufficiently close to p. Write r = dˆ(x, p)/4 where dˆ is the metric on Mˆ
induced by θˆ. Pick now χ1 ∈ C∞c (B2r(x)) such that χ1 ≡ 1 on Br(x), χ2 ∈ C∞c (B2r(p)) such that χ2 ≡ 1
on Br(p) and χ3 ∈ C∞c (B100r(p)) such that χ3 ≡ 1 on B50r(p). Decompose
f = χ1f + χ2f + χ3(1− χ1 − χ2)f + (1 − χ3)(1− χ1 − χ2)f
= f1 + f2 + f3 + f4.
Then Tf4 ∈ C∞(Mˆ), and in particular |∇ˆkbTf4(x)| is bounded by a constant independent of x, for all k ∈ N.
We need to show that |∇ˆkbTfi(x)| . r−γ+n−k for i = 1, 2, 3, k ∈ N. Now writing K(x, y) for the integral
kernel of T , i.e. letting
Tf(x) =
∫
Mˆ
f(y)K(x, y)θˆ ∧ dθˆ(y),
we have, from Theorem 8 or 9, that
(44) |(∇ˆb)kxK(x, y)| . dˆ(x, y)−Q+n−k
for all k ∈ N. Also, if n = 0, then for any normalized bump function ϕ on Br(x), we have
‖∇ˆkbTϕ‖L∞(Br(x)) . r−k for all k ∈ N;
here ϕ is said to be a normalized bump function ϕ on Br(x), if ϕ ∈ C∞c (Br(x)), and ‖∇ˆkbϕ‖L∞(Br(x)) . r−k
for all k ∈ N. Note that f1 is r−γ times a normalized bump function on Br(x). Hence if n = 0, then by the
above cancellation property, we have
|∇ˆkbTf1(x)| . r−γ−k;
on the other hand, if n ∈ (−4, 0), we will commute ∇ˆkb through T using Theorem 13, and then use kernel
estimates (44) to bound |∇ˆkbTf1(x)|. The main term that arise is then∣∣∣∣∫
Mˆ
K(x, y)∇ˆkbf1(y)θˆ ∧ dθˆ(y)
∣∣∣∣ . ∫
dˆ(y,x)≤2r
dˆ(x, y)−Q+nr−γ−kθˆ ∧ dθˆ(y) = r−γ+n−k.
The estimates on |∇ˆkbTf2(x)| and |∇ˆkbTf3(x)| make use of kernel estimates only: for instance,
|∇ˆkbTf2(x)| .
∫
dˆ(y,p)≤2r
|(∇ˆb)kxK(x, y)||f2(y)|θˆ ∧ dθˆ(y)
. r−Q+n−k
∫
dˆ(y,p)≤2r
dˆ(y, p)−γ θˆ ∧ dθˆ(y)
. r−γ+n−k.
Similarly,
|∇ˆkbTf3(x)| .
∫
dˆ(y,p)≤100r
dˆ(y,p)≥r,dˆ(y,x)≥r
|(∇ˆb)kxK(x, y)||f3(y)|θˆ ∧ dθˆ(y)
. rQr−Q+n−kr−γ
= r−γ+n−k.
This completes the proof of Proposition 21.
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9. A model case of our main theorem
We will now discuss the proof of our main Theorem 7. There in the assumption we had a function
G ∈ C∞(Mˆ \ {p}), which admits an expansion as in (16). In this section, we will prove Theorem 7 under an
additional assumption, namely that
G = |ψ|−1
where ψ is a smooth function on Mˆ that satisfies ∂ˆbψ = 0, Reψ ≥ 0 on Mˆ and ψ 6= 0 on Mˆ \ {p}. This
assumption is satisfied, for instance, when (Mˆ, θˆ) = (S3, θstd) with θstd = 2Im∂(|ζ|2 − 1) is the standard
contact form on S3, p = (0,−1) ∈ S2 ⊂ C2, and G is the Green’s function of the conformal sublaplacian of
(S3, θstd) with pole at p; indeed then G is a multiple of |ψ|−1 where ψ(ζ) = 1 + ζ2 if ζ = (ζ1, ζ2) ∈ S3 ⊂ C2,
and clearly ψ is a CR function on S3 with non-negative real part. But we should also point out that this
assumption on G is rather rigid; it is rarely satisfied. Nevertheless, the proof of Theorem 7 under this
additional assumption on G will shed some light for the general case, so we single it out in this section.
So in this section, we assume, in addition to the assumptions in Section 5, that G = |ψ|−1 for some CR
function ψ on Mˆ with Reψ ≥ 0 on Mˆ . We letM = Mˆ \{p}, θ = G2θˆ, and define b = ϑb∂b on C∞ functions
on M as in Section 5. Now we let ˆb on Mˆ be the tangential Kohn Laplacian on (Mˆ, θˆ) defined in Section 2;
in other words, it is the tangential Kohn Laplacian defined in Section 8, where one chose 〈·, ·〉 = 〈·, ·〉θˆ =
the pointwise Hermitian inner product on (0, 1) forms on Mˆ given by the pseudohermitian structure θˆ, and
chose mˆ0 = mˆ1 = θˆ ∧ dθˆ. Thus ˆb = ϑˆb∂b, where ϑˆb is the formal adjoint of ∂b : L2(mˆ0) → L2(0,1)(mˆ1).
Observe that for all C∞ (0,1) forms α on M , we have
ϑbα = |ψ|2ψϑˆb(ψ−1α);
in fact, for all u ∈ C∞c (M) and all C∞c (0, 1) form α on M , we have
(∂bu, α)θ =
∫
M
〈∂bu, α〉θ θ ∧ dθ
=
∫
Mˆ
〈∂bu, α〉θˆ|ψ|−2 θˆ ∧ dθˆ
=
∫
Mˆ
〈∂b(ψ−1u), ψ−1α〉θˆ θˆ ∧ dθˆ
=
∫
Mˆ
ψ−1u · ϑˆb(ψ−1α) θˆ ∧ dθˆ
=(u, |ψ|2ψϑˆb(ψ−1α))θ.
Since b = ϑb∂b, and since ∂b commutes with ψ
−1, this shows
bu = |ψ|2ψˆb(ψ−1u) for u ∈ C∞(M).
Thus to solve bu = f , it suffices to solve
(45) ˆbU = |ψ|−2ψ−1f
and set u = ψU . This we have basically accomplished in Section 8 above; indeed, there we constructed
relative solution operator Nˆ and Szego˝ projection Πˆ for ˆb, and proved that Nˆ maps E−3+δ to E−1+δ for all
0 < δ < 1. For the f as in the statement of Theorem 7, one can prove, following the proof of Proposition 25
below, that
Πˆ(|ψ|−2ψ−1f) = 0.
Since |ψ|−2ψ−1f ∈ E−3+δ for some 0 < δ < 1, it follows that
U := Nˆ(|ψ|−2ψ−1f)
is a solution to (45) in E−1+δ, and hence
u := ψU
is a solution to bu = f in E1+δ. This completes the proof of Theorem 7, under our additional assumption
on G.
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10. Reduction to solution of ˜b
We now return to the proof of Theorem 7 in the general case, without the additional assumption on G. It
turns out that one can perform a similar reduction, where the solution to b on M is reduced to the solution
of a certain ˜b operator on Mˆ ; unfortunately, this ˜b does not fall under the scope covered in Section 8; in
particular, this ˜b involve the adjoint of ∂b on Mˆ with respect to measures that are not smooth across the
point p. Thus a further reduction has to be carried out, where one reduces the solution of ˜b to the solution
of a ˆb, that falls under the scope covered in Section 8. We will carry out the reduction of Theorem 7 to the
solution of ˜b in this section. In the next section, we will reduce the solution of ˜b to a properly defined ˆb
on Mˆ .
To begin with, first we claim that in the general case, one can still construct a CR function ψ on Mˆ , with
Reψ ≥ 0 on Mˆ , such that in CR normal coordinates (z, t) near p, we have
ψ = 2π(|z|2 − it) +R, R ∈ Ø4.
In particular,
|ψ|2G2 = 1 + E2.
This has been established in Theorem 4.4 of [22]; alternatively, one can construct such a ψ by using our
Lemma 20, and the argument in the remark following it. Indeed, since we have better asymptotics (11) for
Zˆ in CR normal coordinates near p, following the construction in Lemma 20 (with y := p), we can construct
some ψ0 near p so that
ψ0 = π(|z|2 − it) + Ø6.
Then following the construction as in the remark following Lemma 20, we can further construct a global CR
function ψ00 on Mˆ , with Reψ00 ≥ 0 on Mˆ and ψ00 6= 0 on Mˆ \ {p}, such that
ψ00 = π(|z|2 − it) + Ø4.
Hence we may simply take ψ = 2ψ00.
Now define a ∈ E2 by
a := |ψ|−2G−2 − 1 near p,
and define χ ∈ C∞c (B2ε0 (p)) that is identically 1 on Bε0(p), where Br(p) denotes a ball of radius r centered
at p with respect to the metric determined by θˆ. Here ε0 is a sufficiently small positive constant to be
determined; all theorems below only hold if ε0 is sufficiently small (see (70) below for the choice of ε0).
Define two (possibly non-smooth) measures
m˜0 = (1 + χa)
−1θˆ ∧ dθˆ,
m˜1 = |ψ|2G2θˆ ∧ dθˆ.
(Note that they agree on Bε0(p).) We use m˜0 to define an L
2 space of functions (denoted L2(m˜0)):
(u, v)m˜0 =
∫
Mˆ
uv m˜0,
and m˜1 to define an L
2 space of (0, 1) forms (denoted L2(0,1)(m˜1)):
(α, β)m˜1 =
∫
Mˆ
〈α, β〉θˆm˜1.
(Note we use θˆ to measure the pointwise inner product of (0, 1) forms.) Let ∂˜b act on C
∞ functions on M ,
and ϑ˜b be its formal adjoint under the inner products of L
2(m˜0) and L
2
(0,1)(m˜1). In other words, ϑ˜b is the
unique differential operator acting on C∞ (0, 1) forms on M such that
(∂˜bu, α)m˜1 = (u, ϑ˜bα)m˜0
for all u ∈ C∞c (M) and all C∞c (0, 1) form α on M . Let ˜b = ϑ˜b∂˜b act on C∞ functions on M . Then
(46) bu = (1 + χa)
−1ψ
−1
G−4˜b(ψ−1u) for u ∈ C∞(M).
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This is because for all C∞ (0, 1) forms α on M , we have
(47) ϑbα = (1 + χa)
−1G−4ψ
−1
ϑ˜b(ψ
−1α);
in fact, for all u ∈ C∞c (M) and all C∞c (0, 1) form α on M , we have
(∂bu, α)θ =
∫
M
〈∂bu, α〉θ θ ∧ dθ
=
∫
Mˆ
〈∂˜bu, α〉θˆG2 θˆ ∧ dθˆ
=
∫
Mˆ
〈∂˜bu, α〉θˆ|ψ|−2 m˜1
=
∫
Mˆ
〈∂˜b(ψ−1u), ψ−1α〉θˆ m˜1
=
∫
Mˆ
ψ−1u · ϑ˜b(ψ−1α) m˜0
=
∫
M
u · ψ−1ϑ˜b(ψ−1α)(1 + χa)−1G−4 θ ∧ dθ
=(u, ψ
−1
ϑ˜b(ψ
−1α)(1 + χa)−1G−4)θ.
Since b = ϑb∂b, and ψ
−1 commutes with ∂b, (46) follows from (47). Thus solving bu = f amounts to
finding a solution, in C∞(M), to the equation
˜b(ψ
−1u) = f˜ ,
where
f˜ := (1 + χa)ψG4f ∈ E−3+δ.
We will show that
Theorem 22. There exists a function u˜ ∈ C∞(M) such that
(48) u˜ ∈ E−1+δ with ˜bu˜ = f˜ .
Assuming this, then
u := ψu˜ ∈ E1+δ
is a solution to (17), and our main result, namely Theorem 7, follows.
To prove Theorem 22, we proceed via the Lp theory for ˜b. First we need the L
2 theory. First we extend
∂˜b to
∂˜b : L
2(m˜0)→ L2(0,1)(m˜1)
by taking the Hilbert space closure of ∂˜b acting on functions in C
∞(Mˆ). In other words, we define
u ∈ Dom(∂˜b : L2(m˜0)→ L2(0,1)(m˜1)),
if and only if there exists a sequence uj ∈ C∞(Mˆ) such that
uj → u in L2(m˜0), and ∂˜buj → α in L2(0,1)(m˜1)
for some α ∈ L2(0,1)(m˜1). In that case α is uniquely determined by u, and we define ∂˜bu = α.
Next, let
∂˜b
∗
: L2(0,1)(m˜1)→ L2(m˜0)
the Hilbert space closure of ϑ˜b acting on functions in C
∞
(0,1)(Mˆ). In other words, we define
α ∈ Dom(∂˜b
∗
: L2(0,1)(m˜1)→ L2(m˜0)),
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if and only if there exists a sequence αj ∈ C∞(0,1)(Mˆ) such that
αj → α in L2(0,1)(m˜1), and ϑ˜bαj → u in L2(m˜0)
for some u ∈ L2(m˜0). In that case u is uniquely determined by α, and we define ∂˜b
∗
α = u.
Furthermore, we define a densely defined operator
˜b : L
2(m˜0)→ L2(m˜0),
with domain given by
Dom(˜b) := {u ∈ Dom[∂˜b : L2(m˜0)→ L2(0,1)(m˜1)],
∂˜bu ∈ Dom[∂˜b
∗
: L2(0,1)(m˜1)→ L2(m˜0)]}
If u ∈ Dom(˜b), we define ˜bu = ∂˜b
∗
∂˜bu.
Proposition 23. The operator ∂˜b : L
2(m˜0) → L2(0,1)(m˜1) has closed range, and so does ˜b : L2(m˜0) →
L2(m˜0).
The proof of this proposition will be deferred to the next section.
Proposition 23 allows us to define the relative solution operator
N˜ : L2(m˜0)→ Dom(˜b) ⊆ L2(m˜0)
and the orthogonal projection onto the kernel of ˜b in L
2(m˜0):
Π˜ : L2(m˜0)→ Dom(˜b) ⊆ L2(m˜0)
Then
˜bN˜ + Π˜ = I on L
2(m˜0).
We now turn to the Lp theory for N˜ , Π˜ and ˜b. We will prove the following proposition in the next
section:
Proposition 24. N˜ and Π˜ admits the following (continuous) extensions:
Π˜ : Lp(m˜0)→ Lp(m˜0) for all p ∈ (1,∞),
N˜ : L4/3(m˜0)→ L4(m˜0).
∇ˆbN˜ : L4/3(m˜0)→ L2(m˜0).
Also, if F ∈ C∞c (M), then Π˜F and N˜F are in C∞(M).
Now we define
˜b : L
4(m˜0)→ L4/3(m˜0)
to be the Banach space closure of ˜b acting on C
∞
c (M) under the graph norm L
4 × L4/3. In other words,
we define
u ∈ Dom(˜b : L4(m˜0)→ L4/3(m˜0)),
if and only if there exists a sequence uj ∈ C∞c (M) such that
uj → u in L4(m˜0), and ˜buj → F in L4/3(m˜0)
for some F ∈ L4/3(m˜0). In that case F is uniquely determined by u, and we define ˜bu = F .
Using Proposition 24, we will show that
N˜ : L4/3(m˜0)→ Dom[˜b : L4(m˜0)→ L4/3(m˜0)] ⊆ L4(m˜0),
with
(49) ˜bN˜ + Π˜ = I on L
4/3(m˜0).
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To see this, we argue as follows. Given F ∈ L4/3(m˜0), Proposition 24 guarantees that Π˜F ∈ L4/3(m˜0),
N˜F ∈ L4(m˜0), and ∇ˆbN˜F ∈ L2(m˜0). Thus we can pick a sequence of cut-off functions φj ∈ C∞c (M), that
is identically equal to 1 except near p, and vanishes in a small neighborhood of p, such that if χj is the
characteristic function of the support of ∇ˆbφj , then
φj(I − Π˜)F → (I − Π˜)F in L4/3(m˜0),
χjN˜F → 0 in L4(m˜0),
and
χj∇ˆbN˜F → 0 in L2(m˜0).
Let now Fj ∈ C∞c (Mˆ) be a sequence of functions with
Fj → F in L4/3(m˜0).
Then uj := φjN˜Fj ∈ C∞c (M),
uj → N˜F in L4(m˜0),
and
˜buj = φj˜bN˜Fj + error,
where the error is supported in the support of χj . In fact, if ωˆ is a frame of (0, 1) vector of unit length near
p, and Zˆ is its dual, then
|error| ≤ |˜bφj ||N˜Fj |+ χj |Zˆφj · iωˆ∂˜bN˜Fj |+ |ZˆN˜Fj · iωˆ∂˜bφj |
≤ |˜bφj ||N˜Fj − N˜F |+ χj |˜bφj ||N˜F |+ |∇ˆbφj ||∇ˆbN˜Fj − ∇ˆbN˜F |+ χj |∇ˆbφj ||∇ˆbN˜F |.
Now we show ‖error‖L4/3(m˜0) → 0 as j →∞: in fact,
‖˜bφj‖L2(m˜0) ≤ C, ‖∇ˆbφj‖L4(m˜0) ≤ C,
and
‖N˜Fj − N˜F‖L4(m˜0) → 0, ‖∇ˆbN˜Fj − ∇ˆbN˜F‖L2(m˜0) → 0
as j →∞. Furthermore,
‖χjN˜F‖L4(m˜0) → 0, ‖χj∇ˆbN˜F‖L2(m˜0) → 0
by our choice of φj . Thus ‖error‖L4/3(m˜0) → 0 as j →∞ as desired.
Now
φj˜bN˜Fj = φj(I −Π)Fj ,
(this holds because Fj ∈ C∞c (M) ⊆ L2(m˜0)), so
φj˜bN˜Fj → (I −Π)F in L4/3(m˜0)
by an argument similar to the one above. Altogether, it follows that
˜buj → (I − Π˜)F in L4/3(m˜0).
Thus N˜F ∈ Dom(˜b : L4(m˜0)→ L4/3(m˜0)), and (49) follows.
We now return to the equation (48) we want to solve, namely
˜bu˜ = f˜ .
Recall
f˜ = (1 + χa)ψG4f ∈ E−3+δ.
In particular, f˜ ∈ L4/3(m˜0). Thus we may apply the identity (49) above. What we need is the following
claim:
Proposition 25.
Π˜f˜ = 0.
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We will come back and prove this proposition in the next section. Assuming this proposition, then
u˜ := N˜ f˜ ∈ L4(m˜0)
solves (48), in the sense that it is in the domain of ˜b : L
4(m˜0) → L4/3(m˜0), and that its image under this
operator is f˜ .
Finally we invoke the following proposition (again to be proved in the next section):
Proposition 26. N˜ maps E−3+δ into E−1+δ for all 0 < δ < 1 (we do not even need continuity of this map).
Then since f˜ ∈ E−3+δ for all 0 < δ < 1, we have
u˜ ∈ E−1+δ
for all 0 < δ < 1. In particular, u˜ ∈ C∞(M) ∩ L4(m˜0), ∇ˆbu˜ (defined classically) is in L2(m˜0), and ˜bu˜
(defined classically) is in L4/3(m˜0). Thus the image of u˜ under ˜b : L
4(m˜0) → L4/3(m˜0) is equal to the
classically defined ˜bu˜ almost everywhere. Together with what we have shown earlier, this shows that u˜ is
a classical solution to (48). This proves Theorem 22, modulo the Propositions 23, 24, 25 and 26 we have
stated.
11. Reduction to solution of ˆb
In the previous section, we reduced the proof of our main Theorem 7 to the proofs of Propositions 23, 24,
25 and 26, where one has to solve the ˜b operator on Mˆ . The difficulty lies in the fact that ˜b is defined
as ϑ˜b∂˜b, where ϑ˜b is an adjoint taken with respect to two measures m˜0, m˜1 that are in general not smooth
across the point p. In this section, we will first construct another tangential Kohn Laplacian ˆb, where the
adjoint is taken with respect to smooth measures. Then we will reduce the solution to ˜b (i.e. the proofs
of Propositions 23, 24, 25 and 26) to the solution of ˆb, which we already understood from Section 8. This
will complete the proof of Theorem 7 in the general case.
First define two measures
mˆ0 := θˆ ∧ dθˆ,
mˆ1 := (1 + χa)m˜1.
Note that then
mˆ0 := (1 + χa)m˜0
as well. In particular, mˆ0 = mˆ1 near p, and is smooth over there. Define also 〈·, ·〉 = 〈·, ·〉θˆ, the smoothly
varying pointwise inner product on (0, 1) forms on Mˆ given by θˆ. Then we may define
∂ˆb : L
2(mˆ0)→ L2(0,1)(mˆ1)
as a Hilbert space closure of ∂ˆb acting on functions in C
∞(Mˆ), its Hilbert space adjoint
∂ˆb
∗
: L2(0,1)(mˆ1)→ L2(mˆ0),
and a tangential Kohn Laplacian
ˆb : L
2(mˆ0)→ L2(mˆ0),
as in Section 8. By Proposition 17, the operator ∂ˆb : L
2(mˆ0) → L2(0,1)(mˆ1) has closed range, hence so does
ˆb : L
2(mˆ0)→ L2(mˆ0); by Proposition 18, the relative solution operator
Nˆ : L2(mˆ0)→ Dom(ˆb) ⊆ L2(mˆ0)
and the Szego˝ projection
Πˆ : L2(mˆ0)→ Dom(ˆb) ⊆ L2(mˆ0)
to ˆb are in Ψ
−2
Dˆ (Mˆ) and Ψ
0
Dˆ(Mˆ) respectively, where Dˆ is the contact distribution H on Mˆ . We also have
Πˆ: E−1+δ → E−1+δ and Nˆ : E−3+δ → E−1+δ for all 0 < δ < 1, by Proposition 21. With these, we now turn
to the proof of Propositions 23, 24, 25 and 26 we stated in the previous section; the key will ultimately be
establishing a relation between ˜b and ˆb (c.f. (54) and (55) below).
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Proof of Proposition 23. First note that ∂˜b : L
2(m˜0)→ L2(0,1)(m˜1) and ∂ˆb : L2(mˆ0)→ L2(0,1)(mˆ1) are identi-
cal as operators by definition. In other words, these operators have the same domain of definition, and for
u in this common domain,
∂˜bu = ∂ˆbu.
By Proposition 17, ∂ˆb : L
2(mˆ0)→ L2(0,1)(mˆ1) has closed range. Since convergence in L2(0,1)(m˜1) is equivalent
to convergence in L2(0,1)(mˆ1), it follows that ∂˜b : L
2(m˜0)→ L2(0,1)(m˜1) has closed range as well, proving the
first part of Proposition 23.
To proceed further, we need the following lemma about ∂˜b
∗
:
Lemma 27. For all
u ∈ Dom[∂˜b : L2(m˜0)→ L2(0,1)(m˜1)], α ∈ Dom[∂˜b
∗
: L2(0,1)(m˜1)→ L2(m˜0)],
we have
(∂˜bu, α)m˜1 = (u, ∂˜b
∗
α)m˜0 .
Assume this for the moment. Then for all u ∈ Dom[˜b : L2(m˜0)→ L2(m˜0)], we have
(50) (∂˜bu, ∂˜bu)m˜1 = (u, ˜bu)m˜0 .
Thus the kernels of ˜b : L
2(m˜0)→ L2(m˜0) and ∂˜b : L2(m˜0)→ L2(0,1)(m˜1) are identical. Let’s call the common
kernel K. It is a closed subspace of L2(m˜0) since it is the kernel of a closed linear operator.
Now given u ∈ Dom[˜b : L2(m˜0)→ L2(m˜0)] with u orthogonal to the kernel of K, we have
‖u‖2L2(m˜0) ≤ C‖∂˜bu‖2L2(0,1)(m˜1)
since ∂˜b : L
2(m˜0) → L2(0,1)(m˜1) has closed range. However, the right hand side of this equation is just
C(u, ˜bu)m˜0 by (50), which is bounded by C‖u‖L2(m˜0)‖˜bu‖L2(m˜0). Thus
‖u‖L2(m˜0) ≤ C‖˜bu‖L2(m˜0),
which shows that ˜b : L
2(m˜0)→ L2(m˜0) has closed range.
It remains to prove Lemma 27. This will follow from the definitions of ∂˜b and ∂˜b
∗
on L2, once we prove
the following claim: we claim that for any u ∈ C∞(Mˆ) and any C∞ (0, 1) form α on Mˆ , we have
(51) (∂˜bu, α)m˜1 = (u, ϑ˜bα)m˜0 .
Note that we do not require u nor α to be compactly supported in M ; otherwise this would follow from the
definition of ϑ˜b. To see that (51) is true, first assume in addition that u is compactly supported in M . Let
φj be a sequence of C
∞
c cut-off functions such that it is identically 1 except near p, and vanishes identically
near p. One can pick such a sequence such that both 1 − φj and Zˆφj → 0 in L1(m˜0); then φjα → α in
L1(0,1)(m˜1), and ϑ˜b(φjα) = φj ϑ˜bα+ (Zˆφj)iωˆα→ ϑ˜bα in L1(m˜0). Thus from
(∂˜bu, φjα)m˜1 = (u, ϑ˜b(φjα))m˜0 ,
letting j →∞, we get the identity (51) in this case as desired.
Next, if both u and α are only C∞ in Mˆ , but not necessarily compactly supported in M , we note
(∂˜b(φju), α)m˜1 = (φju, ϑ˜bα)m˜0
by what we have just proved, where φj is the same sequence of cut-offs we have chosen above. Then φju→ u
in L1(m˜0), and ∂˜b(φju) → ∂˜bu in L1(0,1)(m˜1). Thus (51) follows in full generality by letting j → ∞ in the
above identity. This completes the proof of Proposition 23. 
We remark, for later convenience, that (51) remains true, as long as the following holds:
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(i) u ∈ C1(M) with u ∈ L∞(M), gθˆ(∇ˆbu, ∇ˆbu) ∈ L∞(M), and
(ii) α ∈ C1(M), with α = vωˆ near p, where 〈ωˆ, ωˆ〉θˆ = 1, v ∈ L∞ and gθˆ(∇ˆbv, ∇ˆbv) ∈ L∞ near p.
This follows directly from the proof above.
Next, to prove Proposition 24, we need to understand, at the level of L2, the relation between N˜ and Nˆ ,
and that between Π˜ and Πˆ. In order to do so, we need to first understand the relation between ∂˜b
∗
and ∂ˆb
∗
on the level of L2. That in turn requires an alternative characterization of ∂ˆb
∗
on L2, to which we now turn.
Lemma 28. α ∈ Dom[∂ˆb
∗
: L2(0,1)(mˆ1) → L2(mˆ0)], if and only if there exists a sequence αj ∈ C∞(0,1)(Mˆ),
such that
αj → α in L2(0,1)(mˆ1), and ∂ˆb
∗
αj → u in L2(mˆ0)
for some u ∈ L2(mˆ0). In that case ∂ˆb
∗
α = u.
Proof. By Proposition 17, ∂ˆb
∗
: L2(0,1)(mˆ1) → L2(mˆ0) has closed range. Thus one can define a relative
solution operator
Kˆ∗ : L2(mˆ0)→ Dom[∂ˆb
∗
] ⊆ L2(0,1)(mˆ1),
such that
∂ˆb
∗
Kˆ∗ + Πˆ = I on L2(mˆ0),
and
Kˆ∗∂ˆb
∗
+ Πˆ1 = I on Dom[∂ˆb
∗
] ⊆ L2(0,1)(mˆ1),
where
Πˆ1 : L
2
(0,1)(mˆ1)→ L2(0,1)(mˆ1)
is the orthogonal projection onto the closed subspace of L2(0,1)(mˆ1) given by the kernel of ∂ˆb
∗
: L2(0,1)(mˆ1)→
L2(mˆ0). It is known by classical theory that Kˆ
∗ and Πˆ1 are pseudolocal on Mˆ . In particular, if α is in the
domain of ∂ˆb
∗
: L2(0,1)(mˆ1), then letting uj be a sequence of C
∞ functions on Mˆ that satisfies uj → ∂ˆb
∗
α in
L2(mˆ0), and βj be a sequence of C
∞ (0, 1) forms on Mˆ that converges to α in L2(0,1)(mˆ1), then
αj := Kˆ
∗uj + Πˆ1βj ∈ C∞(0,1)(Mˆ)
satisfies
αj → Kˆ∗∂ˆb
∗
α+ Πˆ1α = (I − Πˆ1)α+ Πˆ1α = α in L2(0,1)(mˆ1),
and
∂ˆb
∗
αj = ∂ˆb
∗
Kˆ∗uj = (I − Πˆ)uj → (I − Πˆ)∂ˆb
∗
α = ∂ˆb
∗
α.
(The last identity uses Πˆ∂ˆb
∗
α = 0 for all α in the domain of ∂ˆb
∗
: L2(0,1)(mˆ1)→ L2(mˆ0), which is clear from
our definition of ∂ˆb
∗
as the Hilbert space adjoint of ∂ˆb.) This establishes half of our lemma.
The other half of the lemma is easier (and does not rely on ∂ˆb having closed range in L
2): in fact, suppose
α ∈ L2(0,1)(Mˆ), and suppose there exists a sequence αj ∈ C∞(0,1)(Mˆ), such that
αj → α in L2(0,1)(mˆ1), and ∂ˆb
∗
αj → u in L2(mˆ0)
for some u ∈ L2(mˆ0). Then given any U ∈ Dom[∂ˆb : L2(mˆ0)→ L2(0,1)(mˆ1)], we take a sequence Uj ∈ C∞(Mˆ)
such that
Uj → U in L2(mˆ0), and ∂ˆbUj → ∂ˆbU in L2(0,1)(mˆ1).
Now
(∂ˆbUj , αj)mˆ1 = (Uj , ∂ˆb
∗
αj)mˆ0
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for all j, since both Uj and αj are smooth on Mˆ . Letting j →∞, we get
(∂ˆbU, α)mˆ1 = (U, u)mˆ0 .
Since this is true for all U in the domain of ∂ˆb : L
2(mˆ0)→ L2(0,1)(mˆ1), it follows that α ∈ Dom[∂ˆb
∗
: L2(0,1)(mˆ1)→
L2(mˆ0)], and ∂ˆb
∗
α = u. This completes the proof of our lemma. 
Remark. The analog of the implication (⇒) in Lemma 28 for ∂˜b
∗
may not be true, because we do not yet
pseudolocality of the relative solution operator of ∂˜b
∗
. This is why we had to define ∂˜b
∗
on L2 by density
rather than as an L2 adjoint.
Now from the above lemma, and our definition of ∂˜b on L
2, we claim the following:
Lemma 29. ∂˜b
∗
: L2(0,1)(m˜1)→ L2(m˜0) and ∂ˆb
∗
: L2(0,1)(mˆ1)→ L2(mˆ0) have the same domain of definition,
and that for α in this common domain of definition, we have
(52) ∂˜b
∗
α = ∂ˆb
∗
α+ gα,
where
gα := −|ψ|2G2(1 + χa)−2[Zˆ(χa)]iωˆα.
Proof. Suppose first α ∈ C∞(Mˆ). Then for u ∈ C∞(Mˆ), we have
(∂ˆbu, α)mˆ1 = (∂˜bu, (1 + χa)
−1α)m˜1
= (∂˜b[(1 + χa)
−1u], α)m˜1 + ((1 + χa)
−2Zˆ(χa)u, iωˆα)m˜1
= ((1 + χa)−1u, ϑ˜bα)m˜0 + (u, (1 + χa)
−2[Zˆ(χa)]iωˆα)m˜1
= (u, ϑ˜bα)mˆ0 + (u, |ψ|2G2(1 + χa)−2[Zˆ(χa)]iωˆα)mˆ0 .
(The third equality uses the remark after the proof of Proposition 23.) Thus
(53) ∂ˆb
∗
α = ϑ˜bα− gα.
Next, suppose α ∈ Dom[∂ˆb
∗
: L2(0,1)(mˆ1) → L2(mˆ0)]. Then there exists a sequence αj ∈ C∞(0,1)(Mˆ), such
that
αj → α in L2(0,1)(mˆ1), and ∂ˆb
∗
αj → ∂ˆb
∗
α in L2(mˆ0).
But by (53),
ϑ˜bαj = ∂ˆb
∗
αj + gαj
for all j, and
gαj → gα in L2(mˆ0).
Thus
ϑ˜bαj → ∂ˆb
∗
α+ gα
as j → ∞. This proves α ∈ Dom[∂˜b
∗
: L2(0,1)(m˜1) → L2(m˜0)], and (52) holds. Similarly one can prove the
converse. 
Now by what we have just shown,
(54) Dom[˜b : L
2(m˜0)→ L2(m˜0)] = Dom[ˆb : L2(mˆ0)→ L2(mˆ0)],
and for u in this common domain of definition,
(55) ˜bu = ˆbu+ g∂ˆbu.
Thus from (38) and (39), we have
Nˆ : L2(m˜0)→ Dom(˜b) ⊆ L2(m˜0),
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with
(56) ˜bNˆ + Πˆ = I + Rˆ on L
2(m˜0),
where
Rˆ : L2(m˜0)→ L2(m˜0)
is defined by
Rˆu = g∂ˆbNˆu for all u ∈ L2(m˜0).
Rˆ is not a pseudodifferential operator since g is not necessarily smooth across p. Nevertheless, we have the
following properties of Rˆ (whose proof we defer towards the end):
Proposition 30. (I + Rˆ) is invertible on Lp(m˜0) for all p ∈ (1,∞), and
(I + Rˆ)−1 : Lp(m˜0)→ Lp(m˜0)
is a bounded linear operator for all such p. Furthermore, (I + Rˆ)−1 maps E−1+δ into itself, and maps E−3+δ
into itself, for all 0 < δ < 1.
We can now state the relationship between Πˆ and Π˜, and that between Nˆ and N˜ :
Lemma 31. We have
(57) Π˜ = Πˆ(I + Rˆ)−1 on L2(m˜0),
and
(58) N˜ = (I − Π˜)Nˆ(I + Rˆ)−1 on L2(m˜0).
Proof. By (56), and the invertibility of I + Rˆ on L2(m˜0), we have
(59) ˜b[Nˆ(I + Rˆ)
−1] + [Πˆ(I + Rˆ)−1] = I on L2(m˜0).
Now
kernel(ˆb : L
2(mˆ0)→ L2(mˆ0)) = kernel(∂ˆb : L2(mˆ0)→ L2(mˆ0))
= kernel(∂˜b : L
2(m˜0)→ L2(m˜0)) = kernel(˜b : L2(m˜0)→ L2(m˜0)).
(The first identity is well-known; the second follows from the identity of the operators ∂ˆb : L
2(mˆ0)→ L2(mˆ0)
and ∂˜b : L
2(m˜0)→ L2(m˜0); for the last identity, see argument after (50).) Thus for all u ∈ L2(m˜0), we have
(60) [Πˆ(I + Rˆ)−1]u ∈ kernel[˜b : L2(m˜0)→ L2(m˜0)].
Furthermore,
(61) ˜b[Nˆ(I + Rˆ)
−1]u ⊥ kernel[˜b : L2(m˜0)→ L2(m˜0)] in L2(m˜0).
In fact, if v ∈ kernel[˜b : L2(m˜0)→ L2(m˜0)], then
(˜b[Nˆ(I + Rˆ)
−1]u, v)m˜0 = (∂˜b[Nˆ(I + Rˆ)
−1]u, ∂˜bv)m˜1 = 0
by Lemma 27. Thus by (59), (60) and (61), we have Nˆ(I + Rˆ)−1 being the orthogonal projection onto
kernel(˜b : L
2(m˜0)→ L2(m˜0)) in L2(m˜0). (57) follows.
Next, by (57) and (59), we have
(62) ˜b[(I − Π˜)Nˆ(I + Rˆ)−1] + Π˜ = I on L2(m˜0).
Now if u ∈ L2(m˜0) is in the kernel of ˜b : L2(m˜0) → L2(m˜0)) in L2(m˜0), then writing v = [(I − Π˜)Nˆ(I +
Rˆ)−1]u, we have
˜bv = 0, and v ⊥ kernel[˜b : L2(m˜0)→ L2(m˜0)] in L2(m˜0).
Thus v = 0, i.e. [(I − Π˜)Nˆ(I + Rˆ)−1]u = 0 = N˜u.
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On the other hand, if u ∈ L2(m˜0) is orthogonal to kernel[˜b : L2(m˜0)→ L2(m˜0)] in L2(m˜0), then writing
v = [(I − Π˜)Nˆ(I + Rˆ)−1]u again, we have
˜bv = u, and v ⊥ kernel[˜b : L2(m˜0)→ L2(m˜0)] in L2(m˜0).
Thus by definition of N˜ , we have v = N˜u, i.e. [(I − Π˜)Nˆ(I + Rˆ)−1]u = 0 = N˜u. Together with what we
proved above, (58) follows. 
We are now ready to prove Proposition 24.
Proof of Proposition 24. By Proposition 30,
(I + Rˆ)−1 : Lp(m˜0)→ Lp(m˜0) for all p ∈ (1,∞).
Also, by (40) and (41)
Πˆ : Lp(m˜0)→ Lp(m˜0) for all p ∈ (1,∞),
Nˆ : L4/3(m˜0)→ L4(m˜0).
Thus by (57) and (58),
Π˜ : Lp(m˜0)→ Lp(m˜0) for all p ∈ (1,∞),
N˜ : L4/3(m˜0)→ L4(m˜0).
Next, by (57) and (58),
∇ˆbN˜ = ∇ˆb[I − Πˆ(I + Rˆ)−1]Nˆ(I + Rˆ)−1
Since (I + Rˆ)−1 preserves L4/3(m˜0), it suffices to show
∇ˆb[I − Πˆ(I + Rˆ)−1]Nˆ : L4/3(m˜0)→ L2(m˜0).
By (42),
∇ˆbNˆ : L4/3(m˜0)→ L2(m˜0).
Writing
(I + Rˆ)−1 = I − Rˆ(I + Rˆ)−1,
we have
(63) ∇ˆbΠˆ(I + Rˆ)−1Nˆ = ∇ˆbΠˆNˆ − ∇ˆbΠˆRˆ(I + Rˆ)−1Nˆ .
But by (43), we can bound the first term of (63):
∇ˆbΠˆNˆ : L4/3(m˜0)→ L2(m˜0).
Finally, by Corollary 16 applied to T0 = Πˆ, we can write
∇ˆbΠˆ = T ′0∇ˆb
for some operators T ′0 of order 0 (note Πˆ 1 = 0). Thus the second term of (63) satisfies
∇ˆbΠˆRˆ(I + Rˆ)−1Nˆ = T ′0∇ˆbRˆ(I + Rˆ)−1Nˆ .
But
∇ˆbRˆ = (∇ˆbg)∂ˆbNˆ + g∇ˆb∂ˆbNˆ : L4(m˜0)→ L4(m˜0),
(here we use the fact that ∇ˆbg ∈ L∞, which one can check), and
(I + Rˆ)−1Nˆ : L4/3(m˜0)→ L4(m˜0).
Thus the second term of (63) maps L4/3(m˜0) into L
4(m˜0) ⊆ L2(m˜0). Altogether,
∇ˆbN˜ : L4/3(m˜0)→ L2(m˜0),
as desired.
Finally, the last part of Proposition 24 is a special case of Proposition 26. We defer its proof until we
prove Proposition 26. 
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We note in passing that now we have shown
(64) Π˜ = Πˆ(I + Rˆ)−1 on L4/3(m˜0),
and
(65) N˜ = [I − Πˆ(I + Rˆ)−1]Nˆ(I + Rˆ)−1 on L4/3(m˜0)
(not just on L2(m˜0)).
We are now ready to prove Proposition 25.
Proof of Proposition 25. Recall that
f˜ = (1 + χa)ψG4f = (1 + χa)ψG4˜bβ˜
by definitions of f˜ and f . Thus by (46), we have
f˜ = ˜b(ψ
−1β˜) = ϑ˜b(ψ−1∂˜bβ˜).
Now
β˜ = β0 + β1, β0 = χ
iz
|z|2 − it , β1 ∈ E
1,
where (z, t) is the CR normal coordinate around p. Since
ψ−1 =
1
2π(|z|2 + it) + E
2,
∂˜bβ0 = i
|z|2 + it
(|z|2 − it)2 ωˆ + E
2ωˆ,
together with β1 ∈ E1, we have
ψ−1∂˜bβ˜ ∈ E−4ωˆ;
in fact,
ψ−1∂˜bβ˜ =
i
2π
1
(|z|2 − it)2 ωˆ + E
−2ωˆ.
Now let
m˜0 = V dzdzdt in Bε0(p),
so that
V = 1+ E2.
Let
γ0 = 2πiχV
−1ψ
−2 ∈ E−4.
Then
γ0 = χ
i
2π
(1 + E2)
[
1
(|z|2 − it)2 + E
0
]
= χ
i
2π
1
(|z|2 − it)2 + E
−2.
Thus ψ−1∂˜bβ˜ matches γ0ωˆ up to E−2. This motivates us to write
f˜ = ϑ˜bα+ ϑ˜b(γ0ωˆ)
where
α := ψ−1∂˜bβ˜ − γ0ωˆ ∈ E−2.
We will show separately that
(66) Π˜(ϑ˜bα) = 0
and
(67) Π˜[ϑ˜b(γ0ωˆ)] = 0.
If both of these are true, then
Π˜f˜ = 0
as desired.
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First we show (66). Note ϑ˜bα ∈ E−3 ⊆ Lp(m˜0) for all 1 < p < 4/3. Thus we can pick a sequence of cut-off
functions φj , with each φj identically equal to 1 away from p, and equal to zero near p, such that
φj ϑ˜bα→ ϑ˜bα in Lp(m˜0).
Now
φj ϑ˜bα = ϑ˜b(φjα) +O((∇ˆbφj)α)
and α ∈ Lp∗(m˜0) where 1/p∗ = 1/p− 1/4. We may thus choose φj so that
O((∇ˆbφj)α)→ 0 in Lp(m˜0)
as well, and then
ϑ˜b(φjα)→ ϑ˜bα in Lp(m˜0).
It follows by continuity of Π˜ on Lp(m˜0) that
Π˜ϑ˜b(φjα)→ Π˜ϑ˜bα in Lp(m˜0).
But
Π˜ϑ˜b(φjα) = Π˜∂˜b
∗
(φjα) = 0
for all j, since φjα is smooth on Mˆ , and is in L
2
(0,1)(m˜1). Hence (66) follows.
Next, we to prove (67), let Z be the adjoint of Zˆ under L2(dzdzdt). Then since
Zˆ =
∂
∂z
+ iz
∂
∂t
+Ø4
∂
∂z
+Ø4
∂
∂z
+Ø5
∂
∂t
,
we have
Z = −Zˆ + s, s ∈ Ø3.
Now
ϑ˜b(γ0ωˆ) = V
−1Z(γ0V ) = V −1(−Zˆ + s)(2πiχψ−2) = 2πiV −1[−(Zˆχ) + sχ]ψ−2.
Here we used Zˆψ = 0, which holds by construction of ψ. Near p we have χ = 1, and so there
(68) ϑ˜b(γ0ωˆ) = 2πiV
−1Ø3ψ
−2
.
In particular,
ϑ˜b(γ0ωˆ) ∈ E−1 ⊆ L2(m˜0).
To compute Π˜[ϑ˜b(γ0ωˆ)], note that for any 1 < p < 4/3,
(69) ϑ˜b[2πiχV
−1ψ
−1
(ψ + δ)−1ωˆ]→ ϑ˜b(γ0ωˆ) in Lp(mˆ0) as δ → 0.
In fact,
ϑ˜b[2πiχV
−1ψ
−1
(ψ + δ)−1ωˆ] = 2πiV −1(−Zˆ + s)[χψ−1(ψ + δ)−1]
= 2πiV −1[−(Zˆχ) + sχ]ψ−1(ψ + δ)−1.
(69) then follows by comparing this with the corresponding expression for ϑ˜b(γ0ωˆ), since now V
−1 ∈ L∞,
−(Zˆχ) + sχ ∈ E3, and
|ψ−1(ψ + δ)−1 − ψ−2| ≤ Cδρˆ−6.
From (69), it follows that
Π˜ϑ˜b[2πiχV
−1ψ
−1
(ψ + δ)−1ωˆ]→ Π˜ϑ˜b(γ0ωˆ) in Lp(mˆ0) as δ → 0.
But
2πiχV −1ψ
−1
(ψ + δ)−1ωˆ ∈ E−2 ⊆ Lp∗(0,1)(mˆ0)
for all δ > 0. In particular,
Π˜ϑ˜b[2πiχV
−1ψ
−1
(ψ + δ)−1ωˆ] = 0.
Thus (67) follows, and we are done. 
We can also prove Proposition 26:
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Proof of Proposition 26. This follows from (65), Proposition 21 and Proposition 30. 
It remains to prove Proposition 30. To prove the first part of Proposition 30, we first claim that ∂ˆbNˆ is
bounded from L2(mˆ0) to L
2
(0,1)(mˆ1) uniformly in ε0. In fact, note that mˆ0 is defined independent of ε0, and
mˆ1 remains comparable to each other as ε0 varies. So the operator ∂ˆb : L
2(mˆ0)→ L2(mˆ1) is independent of
ε0 (in particular, so is its kernel). Suppose now u is a function in L
2(mˆ0) that is orthogonal to the kernel of
∂ˆb : L
2(mˆ0)→ L2(mˆ1). (This is a condition independent of ε0.) We then have
‖u‖L2(mˆ0) ≤ C‖∂ˆbu‖L2(0,1)(mˆ1).
The constant C can be chosen independent of ε0. It follows that for such u,
‖u‖L2(mˆ0) ≤ C2‖ˆbu‖L2(mˆ0)
with C independent of ε0. Now take u = Nˆv for v ∈ L2(mˆ0). Then
‖Nˆv‖L2(mˆ0) ≤ C2‖v‖L2(mˆ0).
Thus
‖∂ˆbNˆv‖2L2
(0,1)
(mˆ1)
= (∂ˆbNˆv, ∂ˆbNˆv)mˆ1
= (Nˆv, ˆbNˆv)mˆ0
= (Nˆv, (I − Πˆ)v)mˆ0
≤ C2‖v‖L2(mˆ0)‖(I − Πˆ)v‖L2(mˆ0)
≤ C2‖v‖2L2(mˆ0).
This is true for all v ∈ L2(mˆ0) with constant C independent of ε0. Hence the claim.
Recall now Rˆ = g∂ˆbNˆ . It now follows that
(70) ‖Rˆ‖L2(m˜0)→L2(m˜0) ≤ Cε0 ≤
1
2
if ε0 is sufficiently small. We fix from now on such ε0. Then we can invert I+ Rˆ on L
2 by a Neumann series:
if f ∈ L2(m˜0), then
(I − Rˆ+ Rˆ2 − Rˆ3 + . . . )f
converges in L2(m˜0), and I + Rˆ of this limit is f . It follows that
(I + Rˆ)−1 = I − Rˆ+ Rˆ2 − Rˆ3 + . . .
when acting on functions in L2(m˜0). In particular, we have both
(71) (I + Rˆ)−1 = I − Rˆ+ (I + Rˆ)−1Rˆ2
and
(72) (I + Rˆ)−1 = I − Rˆ+ Rˆ2(I + Rˆ)−1
when acting on L2(m˜0). Now we extend (I + Rˆ)
−1 to Lp(m˜0) for all p ∈ (1,∞): we divide into 2 cases.
Case 1: 1 < p < 2. Then the right hand side of (71) extends to a bounded linear operator Lp(m˜0)→ Lp(m˜0),
since
Rˆ2 : Lp(m˜0)→ L2(m˜0)
and
(I + Rˆ)−1 : L2(m˜0)→ L2(m˜0) →֒ Lp(m˜0).
Thus I + Rˆ is invertible on Lp(m˜0) in this case.
Case 2: 2 < p < ∞. Then the right hand side of (72) extends to a bounded linear operator Lp(m˜0) →
Lp(m˜0), since L
p(m˜0) →֒ L2(m˜0),
(I + Rˆ)−1 : L2(m˜0)→ L2(m˜0),
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and
Rˆ2 : L2(m˜0)→ Lp(m˜0).
Thus I + Rˆ is invertible on Lp(m˜0) in this case as well.
Thus I + Rˆ is invertible on Lp(m˜0) for all p ∈ (1,∞), and (I + Rˆ)−1 is a bounded linear operator on
Lp(m˜0) for all such p. This proves the first part of Proposition 30. (Note, on the other hand, that the
above argument does not claim uniformity of the norm, nor kernel estimates, of ∂ˆbNˆ as an operator from
Lp(m˜0) to itself as ε0 varies. This is ok since ε0 has been fixed already. In what follows, all kernel estimates,
cancellation conditions, etc all depend on this fixed ε0.)
The second part of Proposition 30 is the analog of Theorem 3.1 in [21]. First, we have the following
lemma:
Lemma 32. For every positive integer k, there exists a constant Ck such that
ρˆk∇ˆkb Rˆ2k : L∞ → L∞
is bounded with norm ≤ Ck.
Now let’s assume the lemma, and prove the second part of Proposition 30. Let’s write (I + Rˆ)−1Lp for the
inverse of I + Rˆ on Lp(m˜0). Then for all 1 < p <∞ and all positive integers k,
(I + Rˆ)−1Lp = [I − Rˆ+ Rˆ2 − · · · − Rˆ2k+3] + Rˆ2kRˆ4(I + Rˆ)−1Lp .
Now suppose f ∈ E−δ for some 0 < δ < 4. Then f ∈ Lp(m˜0) for some 1 < p < ∞, so we can apply the
above identity. But on the right hand side,
Rˆ4(I + Rˆ)−1Lp f ∈ L∞,
because (I + Rˆ)−1Lp f ∈ Lp, and Rˆ4 : Lp → L∞ for all 1 < p < ∞. (Remember Rˆ : Lp → Lp
∗
if 1 < p < 4,
1/p∗ = 1/p− 1/4, and Rˆ : L4 → Lq for any q <∞; also Rˆ : Lp → L∞ if 4 < p <∞.) Hence by Lemma 32,
|∇ˆkb Rˆ2kRˆ4(I + Rˆ)−1Lp f | .k ρˆ−k . ρˆ−(k+δ).
But we also have
|∇ˆkb (I − Rˆ+ Rˆ2 − · · · − Rˆ2k+3)f | .k ρˆ−(k+δ),
since at the very least, Rˆ : E−δ → E−δ. Thus
|∇ˆkb (I + Rˆ)−1Lp f | .k ρˆ−(k+δ),
and since this is true for all k, we see that
(I + Rˆ)−1Lp f ∈ E−δ.
This completes the proof of Proposition 30.
It remains to prove Lemma 32. To do so, we need a couple lemmas:
Lemma 33. If g ∈ E1 and T−1 ∈ Ψ−1Dˆ (Mˆ), then
∇ˆb(gT−1)2 : L∞ → L∞.
Proof. This is because T−1 : L∞ → NL1,p for all p < ∞, where NL1,p is the non-isotropic Sobolev spaces
consisting of functions F on Mˆ for which both F , ∇ˆbF ∈ Lp. Also, multiplication by g preserves NL1,p.
Then ∇ˆb(gT−1) : NL1,p → NL1,p, which embeds back into L∞. 
Next, we need a number of commutation relations:
Lemma 34. If T−1 ∈ Ψ−1Dˆ (Mˆ), then
∇ˆbT−1 = T ′−1∇ˆb + T−∞
for some other T ′−1 ∈ Ψ−1Dˆ (Mˆ), and some T−∞ ∈ Ψ
−∞
Dˆ (Mˆ).
46
Proof. This follows from Corollary 16. 
Also, if η ∈ C∞ in a neighborhood of p and k ∈ N, we say that η vanishes to non-isotropic order at least
k at p, if
|η(x)| . dˆ(p, x)k
for all x ∈ Mˆ , where dˆ is the metric on Mˆ induced by θˆ. Equivalently, we could replace dˆ above by the
quasi-distance d on Mˆ determined by the contact distribution Dˆ, since d and dˆ are comparable. If a function
is C∞ near p, then it vanishes to non-isotropic order at least 1 at p, if and only if it vanishes at p; and it
vanishes to non-isotropic order at least 2 at p, if and only if both the function and its subelliptic gradient
vanishes at p. Alternatively, if we choose a coordinate system near p such that the coordinates of p is (0, 0, 0)
and Dˆ is spanned by ∂∂x1 and ∂∂x2 at p, then a function η on Mˆ vanishes to non-isotropic order at least 2 at
p, if and only if there exists C∞ functions h11, h12, h22 and h3 in a sufficiently small neighborhood U of p
such that
η(x) =
∑
1≤i≤j≤2
hij(x)x
ixj + h3(x)x
3
for all x ∈ U . We denote the set of all C∞(Mˆ) functions that vanishes to non-isotropic order at least k at p
by Okp .
Lemma 35. If η1 ∈ O1p, and T−1 ∈ Ψ−1Dˆ (Mˆ), then
[η1, T−1] = T−2
for some other T−2 ∈ Ψ−2Dˆ (Mˆ).
Proof. This is a consequence of Theorem 13; in fact this holds without having to assume that η1 vanishes at
p. 
Lemma 36. If η2 ∈ O2p, and T−1 ∈ Ψ−1Dˆ (Mˆ), then
[η2, T−1] = η1T−2 + T−3
for some η1 ∈ O1p, T−2 ∈ Ψ−2Dˆ (Mˆ), and T−3 ∈ Ψ
−3
Dˆ (Mˆ).
Proof. Let U be a sufficiently small open neighborhood of p, so that we can choose a frame Xˆ1, Xˆ2, Xˆ3 of
TMˆ on U , with Xˆ1 and Xˆ2 spanning Dˆ on U . Choose a coordinate system on U such that the coordinates
of p is (0, 0, 0), and
Xˆi =
3∑
j=1
Aji (x)
∂
∂xj
on U,
with Aji (0) = δ
j
i for 1 ≤ i, j ≤ 3. Now suppose η2 ∈ O2p is compactly supported in U . Let χ0 ∈ C∞c (U) be
identically 1 on the support of η2. Then η2 = χ0η2 can be decomposed on Mˆ as
η2(x) =
∑
1≤i≤j≤2
χ0(x)hij(x)x
ixj + χ0(x)h3(x)x
3
for some h11, h12, h22, h3 ∈ C∞(U). To study [η2, T−1] where T−1 ∈ Ψ−1Dˆ (Mˆ), it suffices to study the
commutator of each piece of η2 with T−1. But
[η1η
′
1, T−1] = η1[η
′
1, T−1] + η
′
1[η1, T−1] + [[η1, T−1], η
′
1]
is of the form O1pT−2 + T−3, where T−2 ∈ Ψ−2Dˆ (Mˆ) and T−3 ∈ Ψ
−3
Dˆ (Mˆ); we will show that the same is true
for [hx3, T−1], if h ∈ C∞c (U).
Indeed, let χ ∈ C∞c (U) be identically 1 on the support of h, and χ˜ ∈ C∞c (U) be identically 1 on the
support of χ. Then
[hx3, T−1] = [hx3, T−1χ] (mod Ψ−∞Dˆ (Mˆ))
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since [hx3, T−1(1− χ)] = hx3T−1(1− χ)− T−1hx3(1− χ) = hx3T−1(1 − χ) ∈ Ψ−∞Dˆ (Mˆ). Furthermore,
[hx3, T−1χ] = χ˜[hx3, T−1χ] (mod Ψ−∞Dˆ (Mˆ)),
since (1 − χ˜)[hx3, T−1χ] = (1− χ˜)hx3T−1χ− (1− χ˜)T−1χhx3 = −(1− χ˜)T−1χhx3 ∈ Ψ−∞Dˆ (Mˆ). Now
χ˜[hx3, T−1χ] = χ˜[x3, T−1χ]h+ χ˜x3[h, T−1χ],
the second term being of the form O1pT−2 already. We will analyse the first term by writing down its integral
kernel. To do so, we define
Θ0(x, y) = Lx(x− y)
on U × U using the coefficients (Aji (x)) as in Section 6, i.e. we let the k-th coordinate of Θ0(x, y) be
Θ0(x, y)
k =
∑3
j=1 B
k
j (x)(x
j − yj) for k = 1, 2, 3, where (Bkj (x)) is the inverse matrix of (Aji (x)). Then the
quasi-distance d determined by Dˆ is given on U by
d(x, y) ≃ |x− y|+ |Θ0(x, y)3|1/2,
and by Theorem 8, there exists a kernel k0(x, u), satisfying
|∂Ix∂γuk0(x, u)| .I,γ,M ‖u‖−3−‖γ‖−M
for all multiindices γ, I, and all M ≥ 0, such that for any f ∈ C∞c (U) and any x ∈ U , we have
T−1f(x) =
∫
U
f(y)k0(x,Θ0(x, y))dy.
It follows that the integral kernel of χ˜[x3, T−1χ]h is
χ˜(x)(x3 − y3)k0(x,Θ0(x, y))χ(y)h˜(y).
Writing
x3 − y3 =
3∑
i=1
A3i (x)Θ0(x, y)
i,
we see that the integral kernel of χ˜[x3, T−1χ]h is
3∑
i=1
χ˜(x)A3i (x)Θ0(x, y)
ik0(x,Θ0(x, y))χ(y)h˜(y).
By Theorem 8 again, the term i = 3 is the integral kernel of an operator in Ψ−3Dˆ (Mˆ); on the other hand, since
A3i (0) = 0 for i = 1, 2, we see that the terms i = 1, 2 are the integral kernels of an operator in O
1
pΨ
−2
Dˆ (Mˆ).
Thus altogether, we have shown that [hx3, T−1] is of the form O1pT−2 + T−3, with T−2 ∈ Ψ−2Dˆ (Mˆ) and
T−3 ∈ Ψ−3Dˆ (Mˆ), as desired.
Finally, we return to the general case, where η2 ∈ O2p, but is not necessarily supported in U . We just
have to fix a relatively compact open subset U0 of U , and note that every η2 ∈ O2p can be written as the
sum of two parts, one identically zero on U0, another supported only in U ; we have already seen that the
commutator of the latter with T−1 is of the desired form, so it remains to show that if η ∈ C∞(Mˆ) vanishes
identically on U0, then [η, T−1] is of the desired form. To do so, let χ ∈ C∞c (U0) such that χ ≡ 1 near p;
note that the supports of η and χ are disjoint. Then
[η, T−1] = (1 − χ)[η, T−1] (mod Ψ−∞Dˆ (Mˆ)),
since χ[η, T−1] = χηT−1 − χT−1η = −χT−1η ∈ Ψ−∞Dˆ (Mˆ). But 1 − χ ∈ O1p, and [η, T−1] ∈ Ψ
−2
Dˆ (Mˆ). As a
result, [η, T−1] has the form O1pT−2 + T−3, as desired. 
We now return to the proof of Lemma 32. Using the commatation relations as Lemma 34, 35 and 36, we
have
η1∇ˆbT−1 = T ′−1η1∇ˆb + T ′′−1
η2∇ˆ2bT−1 = T ′−1η2∇ˆ2b + T ′′−1η1∇ˆb + T ′′′−1
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As a result, if g ∈ E1, then
(73) (η1∇ˆb)(gT−1) = (gT ′−1)(η1∇ˆb) + g′′T ′′−1
(74) (η2∇ˆ2b)(gT−1) = (gT ′−1)(η2∇ˆ2b) + (g′′T ′′−1)(η1∇ˆb) + (g′′′T ′′′−1)
for some functions g′′, g′′′ ∈ E1.
Using these, one can proceed as follows:
Proof of Lemma 32. Recall Rˆ = gT−1 for some g ∈ E1 and T−1 ∈ Ψ−1Dˆ (Mˆ). Let f ∈ L∞(Mˆ). We will
bound |ρˆ(q)k∇ˆkb (gT−1)2kf(q)|, uniformly for q ∈ Mˆ . If q ∈ Mˆ , either ρˆ(q) ≃ |η1(q)| for some η1 ∈ O1p, or
ρˆ(q) ≃ |η2(q)|1/2 for some η2 ∈ O2p.
Case 1: ρˆ(q) ≃ |η1(q)| for some η1 ∈ O1p. Then we rewrite ηk1 ∇ˆkb (gT−1)2k by first commuting the η1’s
through the ∇ˆb’s to form blocks of η1∇ˆb, and then commute η1∇ˆb through the gT−1’s using (73). We obtain
ηk1 ∇ˆkb (gT−1)2k = (η1∇ˆb(g′T−1)2)k + better errors
so in this case, if f ∈ L∞, then by Lemma 33,
|ρˆk(q)∇ˆkb (gT−1)2kf(q)| ≤ C.
Case 2: ρˆ ≃ |η2|1/2 for some η1 ∈ O2p. If k is even, write k = 2ℓ, and bound ηℓ2∇ˆkb Rˆ2k by writing it as
ηℓ2∇ˆkb (gT−1)2k = (η2∇ˆ2b(g′T−1)4)ℓ + better errors
= (∇ˆb(g′T−1)2η2∇ˆb(g′T−1)2)ℓ + better errors.
Here we have rewritten ηℓ2∇ˆkb (gT−1)2k by first commuting the η2’s through the ∇ˆb’s to form blocks of η2∇ˆ2b ,
and then commute η2∇ˆ2b through the gT−1’s using (74). Similarly, if k is odd, write k = 2ℓ+ 1, and bound
ηℓ2∇ˆkb Rˆ2k by writing it as
ηℓ2∇ˆkb (gT−1)2k = ∇ˆb(g′T−1)2(η2∇ˆ2b(g′T−1)4)ℓ + better errors
= ∇ˆb(g′T−1)2(∇ˆb(g′T−1)2η2∇ˆb(g′T−1)2)ℓ + better errors.
For either parity of k, if f ∈ L∞, then by Lemma 33,
|ρˆk(q)∇ˆkb (gT−1)2kf(q)| ≤ C.
This completes the proof of Lemma 32. 
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