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vRE´SUME´
De nos jours, les technologies sans fil sont omnipre´sentes dans notre quotidien. Les nou-
veaux standards de 4e ge´ne´rations, WiMAX et LTE, offrent un niveau de performance com-
parable a` celui des re´seaux filaires. Les nouveaux terminaux mobiles sont de´sormais capables
de ge´rer pratiquement tous les types d’applications. En effet, ils permettent non seulement
d’avoir des communications te´le´phoniques, mais aussi de naviguer sur internet, de regarder
des vide´os, de faire de la vide´o-confe´rence, de jouer en ligne, de partager les fichiers, etc. Par
ailleurs, l’utilisation des terminaux mobiles ne se limite plus a` une utilisation personnelle.
De´sormais, de plus en plus d’entreprises e´quipent leurs employe´s de te´le´phones intelligents.
En effet, les te´le´phones sont devenus un outil de travail offrant la mobilite´ et l’acce`s a` l’in-
formation temps re´el.
Les syste`mes de communication modernes doivent ge´rer non seulement plusieurs types
d’applications, mais aussi plusieurs types d’utilisateurs. Par conse´quent, tous les standards
offrent de nombreuses classes de qualite´ de service (QoS) capables de satisfaire les contraintes
impose´es par les applications. Ne´anmoins, aucun standard n’a pre´vu le support de la diffe´-
renciation de fiabilite´ (DiR) afin d’offrir a` chaque utilisateur le niveau de fiabilite´ ade´quat.
En fait, ils offrent tous un niveau de fiabilite´ unique.
La diffe´renciation de fiabilite´ est d’autant plus importante dans un contexte sans fil. En
effet, le canal sans fil est sujet a` la variation de la qualite´ du signal rec¸u, qui re´sulte de la
mobilite´ de l’utilisateur et du phe´nome`ne multitrajet. Cette variation de la qualite´ du canal
entraˆıne souvent des erreurs de transmission. Pour de l’utilisateur, ces erreurs se traduisent
couramment par des coupures lors des communications te´le´phoniques, des pertes de l’image
et du son dans le cas de la vide´o et un de´bit tre`s bas pour les donne´es. Ces erreurs sont
aussi souvent la cause de la perte de la communication. Bien qu’un utilisateur normal puisse
aise´ment tole´rer de petites pertes de signal, un professionnel serait moins enclin a` accepter
cela. La diffe´renciation de fiabilite´ permet d’offrir exactement a` chaque utilisateur du re´seau
sans fil le niveau de fiabilite´ dont il a besoin.
Dans ce me´moire de maˆıtrise, nous pre´sentons DiffAMC ; un nouveau me´canisme de dif-
fe´renciation de fiabilite´ pour les re´seaux sans fil. DiffAMC utilise d’une fac¸on innovante la
technique d’adaptation de la modulation et du codage (AMC) afin d’offrir plusieurs niveaux
de fiabilite´. L’AMC est une technique de transmission tre`s largement utilise´e dans tous les
nouveaux standards de communication sans fil. A` notre connaissance, aucune autre me´thode
n’utilise l’AMC pour faire de la diffe´renciation. De plus, DiffAMC est conc¸u pour pouvoir
s’inte´grer tre`s facilement dans n’importe quel syste`me de communications utilisant l’AMC.
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Dans un premier temps, nous pre´sentons le canal sans fil, les techniques d’adaptation de
lien et le principe de l’AMC. Par la suite, nous de´taillons le fonctionnement du me´canisme
DiffAMC. Les performances de deux sous-couches le constituant sont e´value´es. Afin de va-
lider les performances de DiffAMC en termes de diffe´renciation, nous avons de´veloppe´ une
plateforme de simulation base´e sur le simulateur de re´seaux ns-2. Le module de´veloppe´, Poly-
MAX, est capable de simuler un re´seau WIMAX mobile avec le support d’un canal physique
re´aliste. Les simulations que nous avons entreprises ont valide´ le potentiel de DiffAMC en
matie`re de diffe´renciation. Sur les 32 niveaux de diffe´renciation que nous avons conside´re´s
dans nos simulations, le gain moyen du taux de perte de paquets (PER) entre deux niveaux
successifs est de 20%. En contrepartie, le taux d’occupation des ressources n’augmente que
de 5% en moyenne. Finalement, les niveaux de diffe´renciation sont analyse´s, et un sce´nario
de de´ploiement de DiffAMC est propose´.
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ABSTRACT
Nowadays, wireless technologies are constantly present in our everyday life. Moreover,
fourth-generation standards (WiMAX and LTE) are capable of providing the same level of
performance as wired networks. Mobile devices are now able to manage almost every kind
of application. In fact, besides calling, it is now possible to surf the Internet, watch videos,
play online, share files, make video-conference calls and so forth. Furthermore, mobile device
usage is no longer limited to personal purposes. What is more, an increasing number of
enterprises currently provide its employees with smartphones. Indeed, mobile phones are
nowadays a business tool which offers mobility and real time access to information.
Modern communication systems have to manage not only different kinds of applications
but different kinds of users. Therefore, standards are now offering numerous classes of Quality
of Service (QoS) to satisfy applications constraints. Nevertheless, none of these standards
were planned to support Differentiated Reliability (DiR) which offers users different levels of
reliability. In fact, they all offer a single level of reliability.
Differentiated reliability is as important in a wireless context as QoS. In effect, wireless
channels are subject to quality variation of the received signal due to user mobility and mul-
tiple path phenomenon. In fact, variations of channel quality frequently cause transmission
errors. In consequence, users suffer from poor call quality, loss of image and sound in the
case of video and low throughput for data transmissions. Moreover, these errors are also the
cause for most missed communications. Even though most users can tolerate small losses
of signal, a business user would be less willing to accept it. Differentiated reliability makes
possible the allocation of the level of reliability that each user of a wireless network needs.
In this Master thesis, we introduce DiffAMC; a novel mechanism of differentiated relia-
bility in wireless systems. DiffAMC is an innovative manner of using Adaptive Modulation
and Coding technique (AMC), to offer different levels of reliability. AMC is a transmissions
technique which is widely used in most recent wireless communication standards. As far as
we know, DiffAMC is the sole mechanism that uses AMC to obtain differentiation. Besides,
DiffAMC was developed to be easily integrated in every communication system that uses
AMC. First, we present the wireless channel, link adaptation technique and AMC principles.
Second, we elaborate on the operation of DiffAMC mechanism. Moreover, performance of
the two sub layers of DiffAMC is evaluated. What is more, in order to evaluate the per-
formance of DiffAMC in terms of differentiation, we have developed a simulation platform
based on the network simulator ns-2. The module PolyMAX, that we developed, makes
possible the simulation of a WIMAX mobile network with the support of a realistic physical
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channel. Furthermore, DiffAMC has proven its potential value on the different simulations
that it undertook on terms of differentiation. In fact, on the 32 levels of differentiation that
we have considered in simulations, the mean gain of PER between two successive layers is
20%. Nonetheless, the mean percentage of resource usage only increases by 5%. Finally, the
differentiated levels were analyzed, and a deployment scenario is proposed.
ix
TABLE DES MATIE`RES
DE´DICACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
RE´SUME´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
TABLE DES MATIE`RES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
LISTE DES ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv
LISTE DES SIGLES ET ABRE´VIATIONS . . . . . . . . . . . . . . . . . . . . . . . . xvi
CHAPITRE 1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPITRE 2 LES TECHNIQUES D’ADAPTATION DE LIENS POUR UN CANAL
SANS FIL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Canal sans fil . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Description du canal sans fil . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 Canal de Rayleigh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Mode´lisation du canal sans fil . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Techniques d’adaptation de lien . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.1 Adaptation de la Modulation et du Codage (AMC) . . . . . . . . . . . 14
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
CHAPITRE 3 DIFFE´RENCIATION DU NIVEAU DE FIABILITE´ DANS UN CANAL
SANS FIL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Diffe´renciation par classe AMC . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2.1 Proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
x3.2.2 Conception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2.3 E´valuation des performances . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3 Diffe´renciation par AMC intelligent . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.1 Proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.3.2 Conception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.3 E´valuation des performances . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 DiffAMC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
CHAPITRE 4 PLATEFORME DE SIMULATION . . . . . . . . . . . . . . . . . . . 48
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Simulateur de re´seaux ns-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.1 Description de ns-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.2 Limitations de ns-2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Inte´gration du support du canal sans fil dans PolyMAX . . . . . . . . . . . . . 50
4.3.1 Imple´mentation du canal sans fil . . . . . . . . . . . . . . . . . . . . . 50
4.3.2 Ge´ne´ration des fichiers du canal et des MCS . . . . . . . . . . . . . . . 56
4.3.3 Imple´mentation du me´canisme DiffAMC . . . . . . . . . . . . . . . . . 57
4.4 Analyse des re´sultats obtenus avec ns-2 . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Mode`les de trafic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5.1 Trafic de voix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.5.2 Trafic de vide´o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.5.3 Trafic de donne´es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
CHAPITRE 5 SIMULATIONS ET ANALYSE DES RE´SULTATS . . . . . . . . . . . 64
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Plan d’expe´rience . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.1 Sce´nario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.2 Parame`tres de la simulation . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Re´sultats des simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.1 Taux de perte de paquets . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.2 Taux d’occupation de la bande passante . . . . . . . . . . . . . . . . . 70
5.4 Analyse et propositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.1 Analyse des re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4.2 Proposition de de´ploiement . . . . . . . . . . . . . . . . . . . . . . . . 78
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
xi
CHAPITRE 6 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
RE´FE´RENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
xii
LISTE DES TABLEAUX
Tableau 2.1 Sche´mas de modulation et codage (MCS) . . . . . . . . . . . . . . . . . 15
Tableau 2.2 Partitionnement du SNR en fonction des MCS pour un BERmax de 10
−5 17
Tableau 3.1 Seuils de changement par classe AMC . . . . . . . . . . . . . . . . . . . 21
Tableau 3.2 Parame`tres de la simulation . . . . . . . . . . . . . . . . . . . . . . . . 22
Tableau 3.3 Parame`tres de la simulation . . . . . . . . . . . . . . . . . . . . . . . . 33
Tableau 3.5 Sche´ma de diffe´renciation par AMC intelligent. . . . . . . . . . . . . . 43
Tableau 4.1 Sommaire des fonctionnalite´s de PolyMAX. . . . . . . . . . . . . . . . 51
Tableau 4.2 Example de trace ns-2 avec gestion du canal. . . . . . . . . . . . . . . . 55
Tableau 4.3 Sche´mas de modulation et de codage (MCS) utilise´s dans PolyMAX . . 57
Tableau 4.4 Caracte´ristiques du trafic MPEG-4 utilise´ (source : [27]) . . . . . . . . 63
Tableau 5.1 Les Classes de diffe´renciation AMC. . . . . . . . . . . . . . . . . . . . . 65
Tableau 5.2 Sche´mas de diffe´renciation par AMC intelligent. . . . . . . . . . . . . . 66
Tableau 5.3 Sche´mas de diffe´renciation DiffAMC pour le trafic de voix apre`s raffinage. 75
Tableau 5.4 Sche´mas de diffe´renciation DiffAMC pour le trafic vide´o apre`s raffinage. 76
Tableau 5.5 Sche´mas de diffe´renciation DiffAMC pour le trafic de donne´es apre`s
raffinage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
Tableau 5.6 Les niveaux de fiabilite´ propose´s en fonction des niveaux DiffAMC. . . 79
xiii
LISTE DES FIGURES
Figure 2.1 E´vanouissement a` petite et a` grande e´chelle. . . . . . . . . . . . . . . . 8
Figure 2.2 Exemples de la variation du SNR dans un canal Rayleigh, avec un
rapport Ptr/σ
2
w de 10 dB et une fre´quence Doppler maximale de 25 Hz
dans 2.2(a) et 50 Hz dans 2.2(b). . . . . . . . . . . . . . . . . . . . . . 12
Figure 2.3 Sche´ma fonctionnel d’un syste`me AMC. . . . . . . . . . . . . . . . . . 15
Figure 2.4 BER en fonction du SNR pour diffe´rents sche´mas de modulation et
codage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
Figure 3.1 Couche DiffAMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
Figure 3.2 Taux de perte de paquets en fonction des classes AMC. . . . . . . . . . 23
Figure 3.3 De´bit utile par symbole en fonction des classes AMC. . . . . . . . . . . 25
Figure 3.4 Sche´ma fonctionnel d’un syste`me de transmission utilisant l’AMC in-
telligent (source [14]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Figure 3.5 Comportement de l’AMC classique et AMC intelligent envers le pro-
ble`me de variation de CSI. . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 3.6 Sche´ma fonctionnel du moteur intelligent (source [14]) . . . . . . . . . . 29
Figure 3.7 Disponibilite´ du canal(source [14]). . . . . . . . . . . . . . . . . . . . . 33
Figure 3.8 Taux de perte de paquets (source [14]). . . . . . . . . . . . . . . . . . . 35
Figure 3.9 De´bit utile par symbole (source [14]). . . . . . . . . . . . . . . . . . . . 35
Figure 3.10 Impact de la porte´e d’extrapolation sur le taux de perte de paquets. . . 37
Figure 3.11 Impact de la porte´e d’extrapolation sur le de´bit utile par symbole. . . . 37
Figure 3.12 Impact du parame`tre offset sur le taux de perte de paquets. . . . . . . 39
Figure 3.13 Impact du parame`tre offset sur le de´bit utile par symbole. . . . . . . . 39
Figure 3.14 Impact du seuil de de´faillance sur le taux de perte de paquets. . . . . . 40
Figure 3.15 Impact du seuil de de´faillance sur le de´bit utile par symbole. . . . . . . 40
Figure 3.16 Impact du nombre maximal d’erreurs sur le taux de perte de paquets. . 42
Figure 3.17 Impact du nombre maximal d’erreurs sur le de´bit utile par symbole. . . 42
Figure 3.18 Sche´ma fonctionnel de la couche DiffAMC. . . . . . . . . . . . . . . . . 44
Figure 3.19 Taux de perte de paquets pour les diffe´rentes combinaisons de diffe´ren-
ciation DiffAMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 3.20 De´bit utile par symbole pour les diffe´rentes combinaisons de diffe´ren-
ciation DiffAMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figure 4.1 Estimation du PER d’un paquet. . . . . . . . . . . . . . . . . . . . . . 51
xiv
Figure 4.2 Sche´ma fonctionnel de la me´thode utilise´e pour l’imple´mentation du
canal sans fil. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Figure 4.3 BER en fonction du SNR pour les 7 MCS de WiMAX utilise´s. . . . . . 58
Figure 4.4 Sche´ma fonctionnel de la me´thode utilise´e pour l’imple´mentation du
me´canisme DiffAMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Figure 4.5 Analyse des fichiers de sortie de ns-2. . . . . . . . . . . . . . . . . . . . 61
Figure 5.1 Taux de perte de paquets pour le trafic de voix. . . . . . . . . . . . . . 68
Figure 5.2 Taux de perte de paquets pour le trafic de vide´o. . . . . . . . . . . . . 69
Figure 5.3 Taux de perte de paquets pour le trafic de donne´es. . . . . . . . . . . . 70
Figure 5.4 Taux d’occupation de la bande passante pour le trafic de voix. . . . . . 72
Figure 5.5 Taux d’occupation de la bande passante pour le trafic de vide´o. . . . . 72
Figure 5.6 Taux d’occupation de la bande passante pour le trafic de donne´es. . . . 73
Figure 5.7 Taux d’occupation de la bande passante en fonction du taux de perte
de paquets pour le trafic de voix. . . . . . . . . . . . . . . . . . . . . . 75
Figure 5.8 Taux d’occupation de la bande passante en fonction du taux de perte
de paquets pour le trafic de vide´o. . . . . . . . . . . . . . . . . . . . . . 76
Figure 5.9 Taux d’occupation de la bande passante en fonction du taux de perte
de paquets pour le trafic de donne´es. . . . . . . . . . . . . . . . . . . . 77
xv
LISTE DES ANNEXES
Annexe A INSTRUCTIONS DU SCRIPT NS-2 . . . . . . . . . . . . . . . . . . . 88
xvi
LISTE DES SIGLES ET ABRE´VIATIONS
AF Assured Forwarding
AMC Adaptive Modulation and Coding
ARP Address Resolution Protocol
ARQ Automatic Repeat reQuest
AWGN Additive White Gaussian Noise
BE Best Effort
BER Bit Error Rate
BERmax BER maximal
BPSK Binary Phase Shift Keying
BS Base Station
CBR Constant Bit Rate
CoV Covariance
CSI Channel Station Information
DB De´bit brute
Ds E´talement fre´quentiel
DL MAP Downlink Media Access Protocol
EDGE Enhanced Data rates for GSM Evolution
EE Extrapolation Engine
EF Expedited Forwarding
ertPS Extended Real-Time Polling Service
Fd Fre´quence Doppler maximale
FDD Frequency Division Duplex
FGN Filtered Gaussian Noise
FIR Finite impulse response
FSK Frequency-shift keying
γ SNR instantane´
γpred SNR pre´dit
GSM Global System for Mobile Communications
h Gain du canal
HSDPA High-Speed Downlink Packet Access
IE Intelligent Engine
IIR Infinite impulse response
IP Internet Protocol
xvii
λ Longueur d’onde
L Taille de paquet
LTE Long Term Evolution
MCS Modulation and Coding Scheme
MMSE Minimum Mean Square Error
MPEG-4 Moving Picture Experts Group
MTBF Mean Time Between Failures
MTTR Mean Time To Recover
N0 Bruit du canal
Ns Nombre de symboles
nrtPS Non Real-Time Polling Service
ns-2 Network Simulator 2
OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency-Division Multiple Access
OTcl Object-oriented Tool Command Language
P Puissance rec¸ue
pˆ PER mesure´
Ptr Puissance de transmission moyenne
PDCCH Physical Downlink Control Channel
PER Packet Error Rate
PERmax PER maximal
PMP Point-to-Multi-Point
PSK Phase-shift keying
PUCCH Physical Uplink Control Channel
QAM Quadrature Amplitude Modulation
QoR Quality of Reliability
QoS Quality of Service
RAM. Random Access Memory
rtPS Real-Time Polling Service
σ2w Variance du bruit gaussien
spred MCS pre´dit
S(f) Densite´ spectrale de puissance
SC Single Carrier
SE Stochastic Engine
SNR Signal to Noise Ratio
SoS Sum of Sinusoids
xviii
SS Subscriber Station
T Taux de codage
Tc Temps de cohe´rence
TC Turbo Codes
TCP Transmission Control Protocol
TDD Time Division Duplex
TTI Time Transmission Interval
UDP User Datagram Protocol
UGS Unsolicited Grant Service
UL MAP Uplink Media Access Protocol
UMTS Universal Mobile Telecommunications System
VoIP Voice over IP
V Vitesse du mobile
w Bruit AWGN
WiMAX Worldwide Interoperability for Microwave Access
1CHAPITRE 1
INTRODUCTION
Le re´seau Internet est incontestablement le re´seau de communication le plus utilise´. Au fil
des anne´es, Internet a beaucoup gagne´ en notorie´te´. De plus en plus de personnes l’utilisent
aussi bien a` des fins personnelles que professionnelles. Internet e´tait essentiellement base´ sur
un re´seau filaire et des connexions a` bas de´bit. Plus tard, nous avons assiste´ a` une augmenta-
tion incessante du de´bit de transmission, et l’ajout d’utilisateurs mobiles utilisant les services
d’internet. Cette tendance a e´te´ maintenue et amplifie´e par l’introduction des fibres optiques
a` la place des caˆbles coaxiaux dans les re´seaux de transport et plus tard dans les re´seaux
de distribution, et actuellement jusqu’a` l’utilisateur final. De plus, le de´veloppement des re´-
seaux cellulaires a` large bande a contribue´ a` soutenir cette croissance pour les utilisateurs
mobiles. En effet, les nouveaux standards de 4e ge´ne´rations comme le WiMAX [4] et le LTE
[5] offrent des de´bit comparables a` ceux des connexions filaires. Cette augmentation du de´bit
et de la qualite´ a ouvert la voie a` l’utilisation d’applications dont le contenu est de plus en
plus riche, diversifie´ et complexe. Aujourd’hui, plusieurs types d’applications qui utilisaient
traditionnellement des re´seaux de´die´s transitent via Internet. Des applications aussi diversi-
fie´es que la voix, la vide´o temps re´el, le courriel, l’e´change de donne´es, le web et les jeux en
temps re´el utilisent l’Internet comme support de communications. Re´cemment, l’introduction
de l’informatique en nuages (Cloud Computing) va ge´ne´rer encore plus de trafic, de diver-
site´ de service et surtout de nouvelles contraintes. Toutes ces applications ont des exigences
tre`s diffe´rentes en termes de qualite´ de service. Le proble`me est que le protocole Internet
n’a pas e´te´ conc¸u pour offrir plusieurs niveaux de qualite´ de service, ou encore un controˆle
d’admission. En effet, tous les flux sont traite´s de la meˆme manie`re, en essayant toutefois
d’offrir le meilleur service possible. Pour pallier ce proble`me, plusieurs nouveaux concepts ont
e´te´ introduits comme les me´canismes Intserv, DiffServ [36] et la diffe´renciation de la fiabilite´
[29, 13]. Le concept de la diffe´renciation de fiabilite´ (DiR, Diffrentiated Reliability) permet
a` un re´seau de fournir plusieurs niveaux de fiabilite´ afin de satisfaire les besoins requis par
chaque flux de donne´es, tout en minimisant le couˆt global de l’utilisation des ressources. Un
syste`me de communications qui n’utilise pas la diffe´renciation doit fixer un niveau de fiabilite´
qui satisfait tous les types de flux. Par conse´quent, le niveau de fiabilite´ sera celui qui cor-
respond au flux le plus exigeant. En agissant de la sorte, les flux les moins exigeants auront
un niveau de fiabilite´ supe´rieur a` leurs besoins, ce qui implique un gaspillage des ressources.
De l’autre coˆte´, en diminuant le niveau de fiabilite´ pour e´conomiser les ressources, les flux
2les plus exigeants risquent de ne pas fonctionner correctement. Ainsi, la diffe´renciation de
fiabilite´ est un aspect tre`s important de la conception des syste`mes de communication. Elle
permet de maximiser la capacite´ tout en respectant les besoins de chaque type de flux.
Proble´matique
Les re´seaux cellulaires de nouvelle ge´ne´ration, a` savoir le WiMAX et le LTE, inte`grent
tous le support de la qualite´ de service. En effet, plusieurs classes ont e´te´ pre´vues afin de
ge´rer correctement diffe´rent types d’applications. Ne´anmoins, aucun standard sans fil, a` notre
connaissance, n’a pre´vu le support de la diffe´renciation de fiabilite´. Le plus important est que
l’utilisation de la diffe´renciation de fiabilite´ nous permettra de faire des e´conomies de bande
passante, qui est une ressource tre`s limite´e pour les re´seaux sans fil. En effet, contrairement
a` un re´seau filaire dont on peut augmenter facilement la capacite´ en installant des liens phy-
siques supple´mentaires, les re´seaux sans fil doivent se soumettre a` des re´glementations strictes
concernant l’utilisation du spectre des fre´quences. De plus, le support de la diffe´renciation
au niveau de l’interface radio permettra de re´aliser une diffe´renciation de fiabilite´ de bout
en bout, ce qui n’est pas possible actuellement. L’utilisation de la diffe´renciation de fiabilite´
sur un lien sans fil est tre`s diffe´rente par rapport a` son utilisation sur un re´seau filaire. Dans
les re´seaux filaires, la diffe´renciation de fiabilite´ est ge´ne´ralement de´ploye´e pour pallier les
pannes qui peuvent survenir dans le re´seau. La diffe´renciation permet aux flux prioritaires de
minimiser les pertes malgre´ les pannes qui peuvent survenir. E´tant donne´ qu’un lien filaire
en panne ne peut rien transmettre, la diffe´renciation est souvent base´e sur l’utilisation des
chemins de secours (redondant) ou plusieurs chemins possibles [12].
Dans le cas des re´seaux sans fil, le lien radio impose des contraintes supple´mentaires.
En effet, les liens sans fil ont la particularite´ que leurs qualite´s varient e´norme´ment dans le
temps. Ces contraintes sont d’autant plus importantes dans un re´seau cellulaire, a` cause de
la mobilite´ des utilisateurs, du phe´nome`ne multitrajets et des interfe´rences. En utilisant la
technique d’adaptation de la modulation et du codage (AMC), cette variation de la qualite´
du lien se traduit par une variation du de´bit de la transmission et de la capacite´ du lien.
Contrairement a` un lien filaire dont la variation de capacite´ ne peut prendre que deux valeurs,
soit une capacite´ totale en cas de bon fonctionnement, soit une capacite´ nulle en cas de panne,
un lien sans fil a plutoˆt une capacite´ variable dans le temps a` plusieurs niveaux. Par analogie
avec la diffe´renciation dans un re´seau filaire, la diffe´renciation de fiabilite´ dans un re´seau
sans fil devra permettre aux flux prioritaires de conserver un certain niveau de fiabilite´ de
transmission quel que soit l’e´tat du canal sans fil.
3Objectif du me´moire
Le principal objectif de ce me´moire est de de´velopper un me´canisme de diffe´renciation
de fiabilite´ pour les re´seaux sans fil. Le me´canisme de diffe´renciation doit eˆtre capable d’eˆtre
utilise´ sur un seul lien sans fil point a` point, par exemple entre la station mobile et la station
de base, ou encore entre deux stations mobiles dans le cas d’un re´seau Mesh. De plus, le
me´canisme propose´ devrait eˆtre utilisable inde´pendamment de la technologie de la couche
physique, et de la topologie (Mesh ou PMP (Point to MultiPoint)) du re´seau. Ne´anmoins, le
syste`me sans fil qui l’inte´grera doit permettre l’adaptation de la modulation et du codage, ce
qui est le cas de tous les standards actuels.
Me´thodologie
La me´thodologie suivie dans notre projet de maˆıtrise a consiste´, dans un premier temps,
a` faire une revue de litte´rature de la technique d’adaptation de la modulation et du codage
(AMC) utilise´e dans un environnement sans fil. Cette e´tape, nous a permis de de´gager deux
proble`mes de l’AMC. Le premier est relatif a` la contrainte de taux d’erreurs, et le deuxie`me
concerne la variation de l’e´tat du canal entre deux mesures. Nous avons propose´ une solution
pour chacun de ces proble`mes. Ces deux proble`mes ont e´te´ la base qui nous a permis de
concevoir le me´canisme de diffe´renciation de fiabilite´ que nous avons appele´ DiffAMC. Dans
la premie`re e´tape de recherche et de conception, nous avons utilise´ l’outil MATLAB pour
mettre en œuvre et tester nos ide´es de fac¸on tre`s rapide. Une fois l’e´laboration du me´canisme
DiffAMC finalise´e, nous sommes passe´s a` l’e´tape de l’imple´mentation. Cette dernie`re e´tape
consiste a` e´valuer les performances de DiffAMC en matie`re de diffe´renciation de la fiabilite´
dans un environnement de simulation re´aliste.
Principales contributions
Les principales contributions de ce projet de maˆıtrise sont :
– La conception de la technique de diffe´renciation par classe AMC, permettant de re´-
soudre le proble`me de contrainte de taux d’erreurs.
– La conception de la technique de l’AMC intelligent. Cette technique ame´liore les per-
formances de l’AMC lors de la variation de l’e´tat du canal entre deux mesures. Cette
me´thode a fait l’objet d’une publication dans une confe´rence [14].
– La conception du me´canisme DiffAMC pour la diffe´renciation de fiabilite´. DiffAMC
est actuellement le seul me´canisme, a` notre connaissance, qui propose une fiabilite´
diffe´rencie´e en utilisant l’AMC.
4– Le de´veloppement du module PolyMAX. Ce module, qui s’inte`gre dans le simulateur de
re´seaux ns-2, nous permet de simuler un re´seau WiMAX avec, entre autres, la prise en
charge de l’AMC, de la qualite´ de service, d’un canal sans fil et de DiffAMC. PolyMAX
a aussi fait l’objet d’une publication dans une revue [15].
Organisation du me´moire
Le chapitre 2 pre´sente les techniques d’adaptation de lien pour un canal sans fil. Nous
commenc¸ons par une description des principales caracte´ristiques du canal sans fil a` e´va-
nouissement et du canal Rayleigh. Par la suite, une revue de la litte´rature des techniques
d‘adaptation de lien et de la technique d’adaptation de modulation et de codage est pre´sen-
te´e. Ce chapitre introduit les principes de bases ne´cessaires a` la compre´hension du fonction-
nement du me´canisme DiffAMC. Le chapitre 3, constitue le the`me central de ce me´moire
dans lequel le me´canisme de diffe´renciation de fiabilite´ DiffAMC est de´taille´. Les deux sous-
couches constituant ce me´canisme, la sous-couche de diffe´renciation par classe AMC et la
sous-couche de diffe´renciation par AMC intelligent sont e´tudie´es en de´tail. En effet, chaque
sous-couche traite d’un proble`me particulier de l’AMC. Une revue de la litte´rature de l’AMC
dans un canal a` e´vanouissement est pre´sente´e. Les performances de chacune des sous-couches
sont analyse´es et discute´es. Finalement, le fonctionnement du me´canisme DiffAMC, utilisant
un ensemble de 28 niveaux de diffe´renciation, est simule´ et les re´sultats sont analyse´s par la
suite. Le chapitre 4 de´crit la plateforme de simulation qui a e´te´ conc¸ue et imple´mente´e afin
de valider les performances de DiffAMC dans un environnement re´aliste. Dans un premier
temps, le module de simulation de re´seau WiMAX (appele´ PolyMAX) est expose´. Par la
suite, la me´thodologie adopte´e pour l’inte´gration du support d’un canal sans fil et du me´-
canisme DiffAMC est de´taille´e. Finalement, les mode`les de trafic qui sont utilise´s dans les
simulations sont pre´sente´s. Le chapitre 5, expose les re´sultats des simulations re´alise´es afin de
tester le me´canisme DiffAMC. Les re´sultats y sont analyse´s et commente´s. Une proposition
de de´ploiement de DiffAMC comprenant trois classes de diffe´renciation par type de trafic est
propose´e. Finalement, le chapitre 6 pre´sente une synthe`se des principaux re´sultats obtenus
ainsi que les limitations et les axes de recherches futures.
5CHAPITRE 2
LES TECHNIQUES D’ADAPTATION DE LIENS POUR UN CANAL SANS
FIL
Ce chapitre pre´sente les principes de base ne´cessaires a` la compre´hension de notre tra-
vail. Apre`s une bre`ve introduction, la section 2.2 de´crit brie`vement les caracte´ristiques et
parame`tres du canal sans fil a` e´vanouissement. Ensuite, le canal Rayleigh va eˆtre pre´sente´ en
s’attardant principalement sur les parame`tres qui vont nous eˆtre utiles pour la suite. Dans
la section 2.3, une description de la mode´lisation de ce canal sera propose´e. Finalement, la
section 2.4 pre´sente une petite revue de la litte´rature sur les techniques d’adaptation de lien
et sur la technique d’Adaptation de Modulation et de Codage (AMC), qui est au centre de
notre travail de recherche.
2.1 Introduction
Un syste`me de communication utilisant le me´canisme de protection diffe´rencie´e DiffAMC,
est conc¸u pour travailler dans un environnement radio mobile. Il est donc utile de pre´senter
les principales caracte´ristiques du canal sans fil. Par ailleurs, la performance de la me´thode
pre´sente´e va eˆtre e´tudie´e via simulation, avec MATLAB dans un premier lieu, puis avec
PolyMAX un simulateur de syste`me WiMAX de´veloppe´ pour cet objectif. Afin de mieux
comprendre le suite de notre travail, une mode´lisation du canal sans fil va eˆtre pre´sente´e,
incluant les me´thodes de ge´ne´ration d’un canal a` e´vanouissement. E´tant donne´ que DiffAMC
est une e´volution de l’AMC classique, nous allons pre´senter les techniques d’adaptation de
lien en ge´ne´rale et de l’AMC en particulier.
2.2 Canal sans fil
2.2.1 Description du canal sans fil
Propagation radio mobile
Dans un syste`me de communications, le signal rec¸u par le re´cepteur diffe´rera du signal
transmis en raison de la de´gradation subit durant la transmission. Cette de´gradation est
cause´e principalement par :
– L’affaiblissement ;
– Le bruit ;
6– La re´fraction ;
– La propagation multi-trajet.
L’affaiblissement est une conse´quence de la perte de puissance du signal avec la distance.
Pour les supports de transmission filaires, l’affaiblissement est une fonction exponentielle. Par
contre pour les supports sans fil, l’affaiblissement est une fonction plus complexe qui de´pend
de la distance et des conditions atmosphe´riques. En plus de l’affaiblissement, le signal au
re´cepteur est alte´re´ par le bruit. Ce dernier englobe tous les signaux inde´sirables qui viennent
s’ajouter au signal transmis ; a` l’e´metteur, lors de la propagation et au re´cepteur. Le bruit
a de nombreuses sources : le bruit thermique (appele´ aussi bruit blanc), le bruit d’intermo-
dulation, le bruit provenant d’autres sources radio, le bruit en cre´neaux, la diaphonie, les
orages, les e´ruptions solaires, etc. Les ondes radio subissent aussi une re´fraction lors de leur
propagation lie´ au changement de la vitesse de propagation des ondes en fonction des condi-
tions atmosphe´riques. Par conse´quent, le re´cepteur risque de ne recevoir qu’une fraction du
signal direct. Dans le cas de la te´le´phonie mobile, les obstacles entre e´metteur et re´cepteur
font que le signal est re´fle´chi, et plusieurs copies du signal sont donc rec¸ues avec des de´lais de
propagation variables. Ce phe´nome`ne de multitrajets engendre une variation temporelle de
l’enveloppe du signal, et provoque l’e´vanouissement du signal (fading en anglais). Le lecteur
peut se re´fe´rer a` [59] pour plus de de´tails concernant la propagation sans fil.
L’e´vanouissement
Comme nous l’avons indique´, l’e´vanouissement est une variation temporelle de la puissance
du signal rec¸u. Dans un environnement statique, l’e´vanouissement est cause´ essentiellement
par les changements atmosphe´riques comme la pluie, par exemple. Par contre dans un envi-
ronnement mobile, l’emplacement du re´cepteur par rapport aux diffe´rents obstacles change
dans le temps ce qui induit encore plus de complexite´ cause´e par les changements des che-
mins de transmission emprunte´s. En effet, trois phe´nome`nes de propagation affectent le signal
transmis lorsqu’il rencontre des obstacles, a` savoir :
– La re´flexion ;
– La diffraction ;
– La dispersion.
La re´flexion a lieu lorsqu’une onde e´lectromagne´tique rencontre une surface dont la pro-
fondeur est plus grande que sa longueur d’onde. L’onde se re´fle´chit alors avec un angle e´gal
a` celui de l’angle d’incidence. La diffraction survient lorsqu’une onde atteint le coin d’une
surface impe´ne´trable (longueur d’onde plus petite que son e´paisseur). L’onde incidente se
propage dans deux directions diffe´rentes. Dans le cas ou` la longueur d’onde est supe´rieure ou
e´gale a` la taille de l’obstacle, l’onde est disperse´e en plusieurs signaux de moindre puissance.
7Dans un environnement de propagation mobile, nous pouvons distinguer deux types d’e´va-
nouissements, a` grande et a` petite e´chelle. Le premier est cause´ par la diminution de la puis-
sance du signal avec la distance et par l’effet d’ombrage (shadowing en anglais) engendre´ par
les immeubles ou par les variations du terrain. L’e´vanouissement a` petite e´chelle est cause´
par les interfe´rences constructives ou destructives des multitrajets. Il est tre`s utile pour la
conception des syste`mes de communications sans fil. La figure 2.1 illustre ces phe´nome`nes
d’e´vanouissement. L’e´vanouissement a` grande e´chelle est repre´sente´ par le trait discontinu et
l’e´vanouissement a` petite e´chelle par le trait continu.
Temps de cohe´rence
Un des parame`tres les plus importants pour caracte´riser les variations a` petite e´chelle du
canal sans fil est le temps de cohe´rence. Ce parame`tre va eˆtre largement utilise´ dans ce me´-
moire. Par de´finition, le temps de cohe´rence est la pe´riode au-dela` de laquelle le canal change
de manie`re significative. Plus pre´cise´ment, c’est la dure´e pendant laquelle les e´vanouissements
du canal sont fortement corre´le´s.
Le temps de cohe´rence est inversement proportionnel a` l’e´talement fre´quentiel (Doppler
spread, en anglais) :
Tc ≈ 1
Ds
ou` Tc est le temps de cohe´rence et Ds est l’e´talement fre´quentiel.
L’e´talement fre´quentiel est la plus grande diffe´rence entre deux valeurs de fre´quences Doppler :
Ds = max
(i,j)
|fd(i)− fd(j)|
ou` fd(i) est la fre´quence Doppler maximale associe´e au chemin i.
La fre´quence Doppler est le de´calage de fre´quence entre l’e´metteur et le re´cepteur. Dans
le cas simple ou` il n’y a qu’un seul chemin en ligne directe entre l’e´metteur et le re´cepteur, la
fre´quence Doppler re´sulte seulement de la vitesse du mobile. Dans ce cas fd(i) = V/λ, ou` V
est la vitesse du mobile et λ la longueur d’onde. Dans le cas d’une propagation multitrajet,
elle re´sulte de la variation de l’environnement physique. Ainsi, meˆme si la vitesse du mobile
est nulle, la fre´quence Doppler ne l’est pas, et peut meˆme eˆtre tre`s e´leve´e. Par exemple, si
le re´cepteur est immobile au bord d’une route, le passage des voitures et camions cre´e une
fre´quence Doppler e´leve´e. Le lecteur de´sirant de plus amples de´tails peut se re´fe´rer a` [32].
Le caracte`re rapide ou lent de l’e´vanouissement (fast fading et slow fading, en anglais)
du canal sans fil est de´termine´ par rapport au temps de cohe´rence, d’ou` l’importance de ce
8Figure 2.1 E´vanouissement a` petite et a` grande e´chelle.
9parame`tre pour la caracte´risation du canal [63]. En effet, le canal est conside´re´ a` e´vanouis-
sement rapide si le temps de cohe´rence est tre`s petit par rapport aux tole´rances de de´lai de
transmission de l’application. Dans le cas inverse, il est conside´re´ a` e´vanouissement lent.
2.2.2 Canal de Rayleigh
Lors de la conception de syste`mes de communication, l’effet du canal doit eˆtre impe´rati-
vement e´value´ afin de pouvoir estimer le comportement et les performances du syste`me. Le
mode`le de canal le plus simple est le canal AWGN (Additive White Gaussian Noise). Dans
ce canal, le signal rec¸u est de´grade´ par un bruit thermique. Ce mode`le est surtout utilise´
dans les transmissions filaires ou bien dans les communications dans l’espace. Par contre, il
ne constitue pas une bonne re´fe´rence pour les transmissions mobiles.
Le mode`le de Rayleigh est largement utilise´ pour les transmissions multitrajets, sans che-
min dominant. Ce mode`le repre´sente le sce´nario le plus pessimiste ou` nous avons un nombre
tre`s important de re´flecteurs et aucun chemin dominant. Des mesures expe´rimentales effec-
tue´es a` Manhattan ont re´ve´le´ que le canal mesure´ est tre`s similaire a` un canal de Rayleigh[19].
Enveloppe du signal rec¸u
En se basant sur le mode`le de Clarke [20, 37] pour les communications radiomobile, le
champ e´lectrique au re´cepteur peut eˆtre exprime´ sous la forme d’une composante en phase
I(t) et une composante en quadrature Q(t). Ces composantes sont fonction de l’amplitude
et de la phase du signal rec¸u. Si le nombre de re´flecteurs est e´leve´, nous pouvons affirmer
selon le the´ore`me de la limite centrale que les deux composantes en phase et en quadrature
(I(t) et Q(t)) du signal rec¸u sont gaussiennes centre´es et de variance σ2 . Par conse´quent,
nous pouvons montrer que l’enveloppe complexe du signal rec¸u r =
√
I(t)2 +Q(t)2 suit une
distribution de Rayleigh [52], i.e. avec une fonction de densite´ de probabilite´ :
p(r) =
{
(r/σ2) exp(−r2/2σ2) si r ≥ 0
0 sinon
Rapport signal a` bruit
Sachant que l’enveloppe suit une distribution de Rayleigh, nous pouvons de´duire que la
puissance P = r2/2 suit une distribution exponentielle [53]. Ainsi, nous pouvons calculer le
rapport signal a` bruit (SNR) de´fini comme le rapport entre la puissance rec¸ue P et le bruit
du canal N0. En effectuant un changement de variable et en posant SNR = γ = P/N0,
nous pouvons de´duire que le SNR suit une distribution exponentielle de parame`tre γ0, ou`
γ0 = σ
2/N0 est le SNR moyen [53] :
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p(γ) =
{
(1/γ0) exp(−γ/γ0) si γ ≥ 0
0 sinon
Densite´ spectrale de puissance
Dans les canaux a` e´vanouissement, le signal rec¸u subit un e´talement spectral dans la bande
[fc ± fd], fc e´tant la fre´quence porteuse et fd la fre´quence Doppler. La densite´ spectrale de
puissance, note´e S(f), de´crit cet e´talement. En conside´rant une antenne de re´ception verticale
et omnidirectionnelle, nous pouvons montrer que la densite´ spectrale de puissance pour un
canal Rayleigh [63] peut s’e´crire :
S(f) =
{
1/(pifd
√
1− (f/fd)2) si |f | ≤ fd
0 sinon
Le lecteur souhaitant avoir plus de de´tails concernant le canal Rayleigh peut se re´fe´rer a`
[20, 38, 53].
Apre`s avoir fait un survol de la description du canal a` e´vanouissements de Rayleigh, nous
allons dans la section suivante, pre´senter une mode´lisation de ce canal.
2.3 Mode´lisation du canal sans fil
Le canal Rayleigh peut eˆtre mode´lise´ avec un filtre line´aire a` re´ponse impulsionnelle finie,
connu aussi sous le nom de mode`le des TAP [39] :
y(t) =
+∞∑
n= −∞
X(t− nT )hn(t) (2.1)
ou` hn(t) est l’ensemble des taps du canal, et T le taux d’e´chantillonnage. Les taps hn(t) sont
les coefficients du filtre traduisant les diffe´rents de´lais et atte´nuations subies par le signal
transmis, et dont la distribution de l’enveloppe suit la loi de Rayleigh. Dans le cadre de nos
simulations, nous allons conside´rer un canal Rayleigh plat dont la re´ponse en fre´quence ne
change pas significativement dans la bande du signal. Par conse´quent, nous pouvons utiliser
un mode`le a` un seul tap [32] et (2.1) peut eˆtre simplifie´e comme suit :
y(t) = X(t)h(t) (2.2)
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En conside´rant un canal Rayleigh plat avec du bruit blanc gaussien additif (AWGN), l’ex-
pression (2.2) devient :
Y (t) = X(t)h(t) + w(t) (2.3)
ou` w(t) est le bruit AWGN. Le rapport signal a` bruit (SNR) instantane´ au re´cepteur est alors
exprime´ comme suit :
γ(t) =
Ptr
σ2w
|h(t)|2 (2.4)
ou` Ptr est la puissance de transmission moyenne, et σ
2
w la variance du bruit gaussien. La figure
2.2 pre´sente l’e´volution de γ(t) pendant une seconde, en conside´rant un rapport Ptr/σ
2
w de
10 dB et une fre´quence Doppler maximale de 25 Hz dans 2.2(a) et 50 Hz dans 2.2(b).
Ge´ne´ration du canal Rayleigh
Pour ge´ne´rer les fluctuations d’amplitude d’un canal Rayleigh, deux approches sont prin-
cipalement utilise´es :
– Somme de sinuso¨ıdes : SoS (Sum of Sinusoids) ;
– Bruit blanc filtre´ : FGN (Filtered Gaussian Noise).
Plusieurs me´thodes base´es sur la somme de sinuso¨ıdes ont e´te´ propose´es pour ge´ne´rer un
canal a` e´vanouissement, et dont la plus ce´le`bre est celle de Jakes [38]. L’ide´e derrie`re cette
me´thode est de cre´er un processus a` e´vanouissement en superposant plusieurs ondes carac-
te´rise´es par leur amplitude, leur angle d’arrive´e et leur phase. En se basant sur le the´ore`me
de la limite centrale, le processus ge´ne´re´ tend vers une distribution gaussienne. Par ailleurs,
nous pouvons distinguer deux classes de SoS ; les mode`les de´terministes, qui ne contiennent
aucun e´le´ment ale´atoire une fois tous les parame`tres fixe´s, e.g. le mode`le de Jakes [38], et les
mode`les stochastiques, dont au moins un parame`tre repre´sente une variable ale´atoire.
Dans la me´thode du bruit blanc filtre´ (FGN), un processus gaussien avec les proprie´te´s
spectrales souhaite´es peut eˆtre directement simule´ en ge´ne´rant un processus gaussien et en
le filtrant avec un filtre Doppler. Ce filtre doit eˆtre conc¸u de telle manie`re qu’il produit
l’e´talement spectral du canal. Des filtres a` re´ponse impulsionnelle finie (FIR) et infinie (IIR)
peuvent eˆtre utilise´s a` cette fin. Un FIR n’est pas sujet au proble`me de stabilite´, mais requiert
un grand nombre de coefficients pour approcher l’e´talement spectral de´sire´. D’un autre coˆte´,
un IIR ne´cessite moins de coefficients mais peut entraˆıner un comportement instable.
Dans le cadre de nos simulations, le canal Rayleigh a e´te´ ge´ne´re´ en utilisant la me´thode
du bruit blanc filtre´ (FGN). Le lecteur souhaitant avoir plus de de´tails sur la ge´ne´ration de
canal de Rayleigh peut se re´fe´rer a` [39] et [37].
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(a) Fre´quence Doppler maximale de 25 Hz.
(b) Fre´quence Doppler maximale de 50 Hz.
Figure 2.2 Exemples de la variation du SNR dans un canal Rayleigh, avec un rapport Ptr/σ
2
w
de 10 dB et une fre´quence Doppler maximale de 25 Hz dans 2.2(a) et 50 Hz dans 2.2(b).
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2.4 Techniques d’adaptation de lien
Comme nous l’avons vu dans la section 2.2, l’e´tat du canal sans fil est variable et a
tendance a` changer rapidement. Par conse´quent, des parame`tres de transmission fixes ne
sont pas toujours optimise´s pour l’e´tat courant du canal, et ne permettent pas d’en exploiter
tout le potentiel.
En effet, l’inconve´nient majeur des techniques de transmission non adaptatives, utilisant
des parame`tres de transmission fixes, est que le taux d’erreur binaire (BER, Bit Error Rate)
change en fonction de l’e´tat du canal. Or la majorite´ des applications ne´cessitent un BER
maximal, qu’il ne faut pas de´passer, pour garantir un bon fonctionnement. L’adaptation de
lien permet d’adapter les parame`tres de transmission de telle fac¸on que la contrainte sur le
BER soit toujours respecte´e, au moins en the´orie.
Le deuxie`me inconve´nient concerne l’efficacite´ spectrale des sche´mas non adaptatifs. En
effet, l’efficacite´ spectrale est constante quel que soit l’e´tat du canal. Cela peut se traduire par
une sous-exploitation de la capacite´ du canal si la modulation la plus robuste est employe´e
pour s’assurer que le BER maximal soit toujours respecte´. Pour les techniques d’adaptation
de lien, l’efficacite´ spectrale est variable, ce qui permet d’exploiter au maximum la capacite´
du canal sans fil en adaptant les parame`tres de transmission en fonction de l’e´tat du canal.
Ainsi, les techniques d’adaptation de lien ame´liorent l’efficacite´ spectrale tout en respec-
tant le BER maximal [31, 56]. Cependant, l’inconve´nient majeur des techniques adaptatives
est la ne´cessite´ d’un e´change d’information entre l’e´metteur et le re´cepteur. En effet, l’e´met-
teur doit connaˆıtre l’e´tat du canal en temps re´el pour adapter le mode de transmission. Cette
information lui est transmise par le re´cepteur qui mesure l’e´tat du canal. De l’autre coˆte´, le
re´cepteur doit connaˆıtre les parame`tres de transmission qui ont e´te´ utilise´s par l’e´metteur.
Cet e´change d’information induit une charge supple´mentaire par rapport aux syste`mes non
adaptatifs.
Les techniques d’adaptation de lien ont e´te´ largement e´tudie´s depuis la fin des anne´es
soixante. Plusieurs recherches ont propose´ des techniques de transmission base´es principale-
ment sur :
– l’adaptation de la puissance de transmission [34, 8, 31, 48] ;
– l’adaptation de la modulation [66, 67, 10, 35, 70] ;
– l’adaptation du codage [65, 18, 45, 44, 43] ;
– l’adaptation de la diversite´ spatiale [16, 58, 46, 28, 11].
En se basant sur des mesures en temps re´el du canal, ces techniques font varier un ou
plusieurs de ces parame`tres. En fait, toutes ces me´thodes essayent de tirer profil des bonnes
condition du canal sans fil, en utilisant des combinaisons plus efficaces et permettant un
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meilleur de´bit de transmission, tout en respectant les contraintes des taux d’erreur binaire
(BER, Bit Error Rate).
2.4.1 Adaptation de la Modulation et du Codage (AMC)
L’AMC est une technique de transmission ou` la modulation et le codage sont conjoin-
tement varie´s par l’e´metteur afin de parer aux conse´quences des e´vanouissements du signal
cause´s par le canal. L’AMC a e´te´ largement e´tudie´e, surtout vers la fin des anne´es quatre-
vingt-dix, et son efficacite´ a e´te´ de´montre´e dans de nombreux travaux de recherche, entre
autres [31, 10, 11]. Dans [9], les auteurs de´montrent que l’utilisation d’une modulation adap-
tative combine´e a` un codage adaptatif est plus efficace dans le cas d’un canal Rayleigh que
l’utilisation d’un codage fixe.
En effet, il a e´te´ prouve´ que l’AMC maximise l’efficacite´ spectrale du lien sans fil tout en
respectant le taux d’erreur maximal supporte´ par le syste`me. Plus re´cemment, la recherche en
AMC a e´te´ oriente´e vers les syste`mes utilisant la technique OFDM (Orthogonal Frequency
Division Multiplexing) [42, 41, 62, 69, 68]. De plus, des sche´mas AMC ont e´te´ propose´s
utilisant des me´thodes cognitives pour la prise de de´cision [61, 64, 57].
Ainsi, cette technique est largement utilise´e dans les standards de communication sans fil.
Par exemple, les standards GSM et UMTS utilisent l’AMC dans leurs extensions EDGE [55]
et HSDPA [40], respectivement. Plus re´cemment, le WiMAX [4] et le LTE [7] utilisent aussi
l’AMC. Dans les re´seaux locaux sans fil, l’AMC est aussi utilise´ dans les standards 802.11g
[2] et 802.11n [3].
Un syste`me utilisant l’AMC dispose typiquement d’un ensemble de modulation de diffe´-
rents types (PSK, QAM, FSK), et de diffe´rentes tailles de constellation (2, 4, 16, etc.), ainsi
que d’un ensemble de codage canal de diffe´rents types et taux de codage. La combinaison
d’une modulation avec un codage nous donne le sche´ma de modulation et codage (Modula-
tion and Coding Scheme, MCS). Par conse´quent, l’AMC dispose d’un ensemble de MCS avec
des proprie´te´s diffe´rentes de point de vue de l’efficacite´ spectrale et de la robustesse.
La figure 2.3 pre´sente le sche´ma fonctionnel d’un syste`me de transmission utilisant l’AMC.
L’e´metteur exploite l’information retourne´e par le re´cepteur pour choisir le MCS le plus
adapte´, i.e. qui fournit la meilleure efficacite´ spectrale tout en ge´ne´rant un BER infe´rieur
au BER maximal supporte´ par le syste`me. Si le MCS est change´, le re´cepteur est avise´ du
changement, afin de pouvoir de´moduler et de´coder correctement les donne´es rec¸ues. Selon le
syste`me, le changement de MCS peut eˆtre transmis via des messages de gestion, ou encore
en utilisant le pre´ambule de la trame courante comme dans le cas du WiMAX [4].
La qualite´ de l’information retourne´e par le re´cepteur est tre`s importante pour la per-
formance de l’AMC. Une information impre´cise sur la qualite´ du canal peut entraˆıner un
15
Figure 2.3 Sche´ma fonctionnel d’un syste`me AMC.
mauvais choix du MCS, ce qui implique soit une sous-exploitation de la capacite´ re´elle, soit
une surestimation de la qualite´ du canal engendrant des erreurs de transmission. Par ailleurs,
le choix du type de la mesure est aussi tre`s important. Plusieurs chercheurs se sont penche´s
sur cette question afin de de´terminer le meilleur type de mesure. Dans [54], les auteurs sou-
tiennent que le BER mesure´ au re´cepteur est la meilleure mesure du canal pour le changement
de MCS. Toutefois, estimer le BER d’une fac¸on fiable est tre`s difficile sur une courte pe´riode.
Augmenter la pe´riode de mesure, pour avoir une meilleure estimation du BER, diminue l’ef-
ficacite´ de l’adaptation, car cela diminue la fre´quence de mesures. Ainsi dans la plupart des
syste`mes utilisant l’AMC, c’est le SNR instantane´, mesure´ au re´cepteur, qui est retourne´ a`
l’e´metteur pour indiquer l’e´tat du canal. En effet, le SNR est beaucoup plus facile a` estimer
que le BER, et surtout il ne pose aucune contrainte sur la fre´quence de mesure. La mesure
du SNR peut eˆtre effectue´e en se basant sur des signaux pilotes, transmis de fac¸on re´gulie`re
par l’e´metteur.
En se basant sur le SNR, l’e´metteur peut choisir le MCS le plus approprie´. Le tableau 2.1
Tableau 2.1 Sche´mas de modulation et codage (MCS)
MCS Modulation Taux Efficacite´ Seuils
de codage (bits/symbole) (dB)
1 BPSK 1/2 1/2 = 0.5 8.56
2 BPSK 2/3 2/3 ≈ 0.66 10.73
3 16-QAM 1/2 2 12.29
4 16-QAM 2/3 8/3 ≈ 2.66 14.78
5 64-QAM 1/2 3 16.53
6 64-QAM 2/3 4 19.22
7 256-QAM 2/3 16/3 ≈ 5.33 21.15
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Figure 2.4 BER en fonction du SNR pour diffe´rents sche´mas de modulation et codage.
pre´sente un exemple de sept sche´mas de modulation et de codage en conside´rant deux taux
de codages convolutionnels (1/2 et 2/3) et quatre types de modulations (BPSK, 16QAM,
64QAM et 256QAM). Ces modes de transmission offrent une efficacite´ spectrale allant de
0.5 a` 5.33 bits/symbole. Bien e´videmment, tous les MCS n’offrent pas la meˆme robustesse
contre les erreurs de transmission. La figure 2.4 illustre le BER en fonction du SNR instantane´
pour les 7 MCS conside´re´s dans le tableau 2.1 pour un canal AWGN. Conside´rant un certain
BER maximal, nous devons changer de MCS de telle manie`re que le BER ne le de´passe pas,
tout en maximisant l’efficacite´ spectrale. Connaissant la relation reliant le BER au SNR,
analytiquement ou par simulation, nous pouvons de´duire des seuils de changement de MCS,
de´limitant les re´gions d’utilisation ide´ale de chaque MCS. Cette technique est connue sous le
nom de me´thode des seuils ou encore de me´thode de partitionnement du SNR. La manie`re
de choisir et d’utiliser les seuils de changement de MCS a e´te´ traite´e dans plusieurs travaux
de recherche [17, 47, 60] afin d’ame´liorer la performance de l’AMC.
Le tableau 2.1 pre´sente les seuils de changement calcule´s pour un BER maximal de 10−5.
Par exemple, pour tout SNR supe´rieur ou e´gal a` 7.89, le MCS 1 (BPSK-1/2) permet d’assurer
un BER<10−5. Les seuils nous permettent de de´duire le meilleur MCS en fonction du SNR.
Le tableau 2.2 pre´sente le partitionnement du SNR en fonction du meilleur MCS a` utiliser.
Il est a` noter que pour un SNR infe´rieur a` 7.89 dB, le MCS 1 ne permettrait pas de satisfaire
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la contrainte sur le BER. Dans ce cas de figure, soit il faut continuer a` utiliser le MCS-1 car
c’est le sche´ma le plus robuste, ou bien ne pas transmettre et attendre que le SNR s’ame´liore.
Par ailleurs, nous allons voir qu’avec la mobilite´, le SNR varie e´norme´ment dans le temps,
ce qui peut ge´ne´rer des proble`mes pour l’AMC. En effet, si le SNR diminue durant l’intervalle
de transmission, le MCS choisi peut ne plus garantir le BER cible.
Tableau 2.2 Partitionnement du SNR en fonction des MCS pour un BERmax de 10
−5
MCS Partitionnement
1. BPSK-1/2 7.89 ≤ SNR < 10
2. BPSK-2/3 10 ≤ SNR < 11.59
3. 16-QAM-1/2 11.59 ≤ SNR < 13.99
4. 16-QAM-2/3 13.99 ≤ SNR < 15.80
5. 64-QAM-1/2 15.80 ≤ SNR < 18.35
6. 64-QAM-2/3 18.35 ≤ SNR < 20.38
7. 256-QAM-2/3 20.38 ≤ SNR
Le lecteur de´sirant avoir de plus amples informations concernant l’AMC peut se re´fe´rer a`
[32].
2.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ le canal sans fil a` e´vanouissement et sa mode´lisation.
Par la suite, nous avons introduit les techniques d’adaptation de lien, et l’adaptation de
modulation et codage (AMC).
Comme nous l’avons mentionne´, l’AMC est une technique permettant une augmentation
tre`s notable du de´bit de la transmission en ame´liorant notamment l’efficacite´ spectrale sans
pour autant sacrifier le BER. Ne´anmoins, les performances de l’AMC sont tre`s conditionne´es
par la qualite´ des mesures du canal, qui influence le choix du MCS.
Nous allons pre´senter dans le chapitre suivant un nouveau me´canisme, base´ sur deux
e´volutions de l’AMC, qui nous permet d’avoir une fiabilite´ diffe´rencie´e sur un seul lien sans
fil.
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CHAPITRE 3
DIFFE´RENCIATION DU NIVEAU DE FIABILITE´ DANS UN CANAL SANS
FIL
Le pre´sent chapitre de´crit le me´canisme de protection diffe´rencie´e DiffAMC. Nous allons
e´tudier dans la section 3.2 la premie`re sous-couche de DiffAMC qui utilise la diffe´renciation
par classes. Par la suite, nous allons de´tailler dans la section 3.3 la deuxie`me sous-couche
de DiffAMC, utilisant la me´thode de AMC intelligent. Finalement, la section 3.4 expose la
technique DiffAMC.
3.1 Introduction
L’expansion de l’Internet a conduit a` une augmentation exponentielle du trafic ve´hicule´
sur la toile et a` un changement des habitudes d’utilisation. Cette tendance s’est confirme´e
avec l’augmentation incessante de la bande passante offerte aux abonne´es d’un cote´, et un
contenu de plus en plus riche, complexe et diversifie´, d’un autre cote´. En paralle`le, nous
assistons a` une demande croissante des meˆmes types de services avec la mobilite´ en plus. Les
technologies de quatrie`me ge´ne´ration (WiMAX[4] et LTE[7]) affichent clairement la nouvelle
tendance en tablant sur un re´seau sans fil tout IP, et en mettant en avant leur capacite´ de
transmission de donne´es. Au final, les proble`mes classiques de l’Internet se trouvent amplifie´s
par les contraintes et les difficulte´s que pre´sente la gestion de la mobilite´ et le maintien de la
qualite´ de service (QoS) d’une connexion dans un re´seau sans fil.
Par ailleurs, cette grande diversite´ d’applications (voix, vide´o, web, etc) ne´cessite une
gestion diffe´rente. Ainsi, les nouveaux standards pre´voient plusieurs classes de services pre´vues
a` cet effet. Chaque classe doit satisfaire les contraintes de qualite´ de service (QoS, Quality of
service) relative a` chaque type application, a` savoir :
– de´bit maximum ;
– de´bit minimum alloue´ ;
– de´lai maximum ;
– gigue maximale ;
– latence maximale ;
– type d’ordonnancement ;
– priorite´ ;
– etc.
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D’un autre cote´, les besoins en terme de qualite´ de fiabilite´ (QoR, Quality of Reliability)
diffe`rent non seulement d’une application a` l’autre, mais au sein de la meˆme classe. Par
exemple, tous les utilisateurs du service de la voix (te´le´phonie) n’ont pas ne´cessairement
besoin du meˆme niveau de fiabilite´. Les utilisateurs exerc¸ant des me´tiers sensibles ont plus
besoin d’un service hautement fiable qu’un utilisateur moyen.
Bien que la diffe´renciation de la qualite´ de service a e´te´ pre´vue par les nouveaux standards,
WiMAX et LTE, la fiabilite´ dans la couche physique demeure une constante. Les standards
proposent ge´ne´ralement un niveau de fiabilite´ de la transmission qui satisfait la plupart des
flux.
Dans ce projet de maˆıtrise, nous conside´rons que la fiabilite´ est relative au taux d’erreurs
binaire (BER). Plus la valeur du BER est faible et plus le syste`me de transmission est
conside´re´ comme e´tant fiable. Il est aussi a` noter qu’e´tant donne´ que le BER et le taux de
perte de paquets (PER) sont proportionnels, diminuer le BER revient a` diminuer le PER.
Dans ce chapitre, nous allons proposer un nouveau me´canisme de diffe´renciation de niveau
de la fiabilite´ pour un syste`me sans fil utilisant l’AMC. Le me´canisme propose´ (DiffAMC)
permet d’avoir plusieurs niveaux de fiabilite´ sur un seul lien sans fil. DiffAMC est compatible
avec WiMAX et LTE et peut eˆtre utilise´ inde´pendamment de la configuration de la couche
physique. Il peut eˆtre utilise´ avec une transmission a` porteuse unique (SC, Single Carrier)
ou OFDM, et avec ou sans diversite´ spatiale. DiffAMC peut eˆtre vu comme une couche
MAC additionnelle. L’ajout de la couche DiffAMC permet d’affecter a` chaque connexion un
certain niveau de fiabilite´ selon ses besoins. La couche DiffAMC est compose´e de deux sous-
couches (figure 3.1) ; la sous-couche de diffe´renciation par classe AMC et la sous-couche de
diffe´renciation par AMC intelligent. Nous allons pre´senter dans ce qui suit ces deux sous-
couches, puis la couche DiffAMC dans la dernie`re section.
Figure 3.1 Couche DiffAMC.
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3.2 Diffe´renciation par classe AMC
Comme nous l’avons vu dans le Chapitre 2, l’AMC est une technique de transmission qui
consiste a` faire varier le type de modulation et du codage afin de maximiser le de´bit de trans-
mission (note´ D), sous contrainte d’un taux d’erreur binaire maximal (note´ BERmax)(3.1) :
Maximiser D
S.C. BER ≤ BERmax
(3.1)
Le BERmax est souvent fixe´ par le standard ou laisse´ a` la discre´tion du constructeur ; par
exemple, le BERmax propose´ dans le standard WiMAX est 10
−6 [4]. En pratique, l’AMC se
traduit par la de´finition d’un ensemble de seuils de changement de sche´ma de modulation et
codage (MCS). Ces seuils de´limitent les zones d’utilisation de chaque MCS en fonction de
l’e´tat du canal. Dans ce qui suit, l’e´tat du canal sera de´crit par le SNR.
3.2.1 Proble´matique
Typiquement, le BERmax est choisi en fonction du taux de perte de paquets (PER, Packet
Error Rate) qui garantit le bon fonctionnement des applications. E´tant donne´ que toutes les
applications n’ont pas les meˆmes besoins en terme de PER, il faut conside´rer le taux minimum
qui les satisfait toutes. Le BERmax est aussi fonction de la taille du maximale des paquets
(note´ L) qu’il faut prendre en compte. Les e´quations 3.2 et 3.3 illustrent le lien entre le BER
et le PER.
PER = (1− (1−BER)L) (3.2)
et inversement :
BER = 1− exp
(
ln(1− PER)
L
)
(3.3)
Sur l’ensemble des flux (note´ I), l’AMC utilise leBERmax du flux k ayant le couple (PERmaxk , Lk)
ge´ne´rant le BER le moins e´leve´ (e´quation 3.4) :
BERmax = min
i∈I
(
1− exp
(
ln(1− PERmaxi)
Li
))
(3.4)
Cela implique une perte de ressource pour tous les autres flux qui ne ne´cessitent pas un
BER aussi petit. En effet, plus le BERmax conside´re´ est petit, et plus les seuils de changement
de sche´mas de modulation et codage (MCS) sont e´leve´s. Le syste`me aura donc plus tendance
a` utiliser des MCSs de moindre efficacite´ spectrale, ce qui re´duit inutilement l’efficacite´ de la
transmission dans le cas des flux non exigeants(Voir sous section 3.2.3).
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3.2.2 Conception
Le proble`me pre´sente´ dans la sous-section 3.2.1 peut eˆtre re´solu par la diffe´renciation par
classe. L’ide´e principale consiste a` utiliser plusieurs valeurs de BERmax au lieu d’une seule.
De chaque valeur de BERmax, une classe AMC est ge´ne´re´e, avec les seuils de changement
correspondants. Dans le cadre de notre e´tude, nous proposons d’utiliser 7 classes AMC, avec
un BERmax allant de 10
−3 a` 10−9 Le tableau 3.1 illustre les valeurs de seuils de changement
pour ces 7 classes. L’e´metteur utilise ces seuils pour de´terminer a` partir de quelle valeur de
SNR, il peut commencer a` utiliser un MCS particulier. Nous remarquons que plus le BERmax
est petit, et plus les seuils de changement sont e´leve´s. Les seuils sont calcule´s en se basant
sur les courbes de taux d’erreur binaire en fonction du SNR de chaque sche´ma de modulation
et codage. Ces courbes peuvent eˆtre ge´ne´re´es analytiquement ou avec des simulations. Dans
le cadre de notre e´tude, les courbes de MCS sont ge´ne´re´es par simulation a` l’aide de l’outil
bertool de Matlab.
La diffe´renciation par classe AMC, nous permet d’avoir un AMC optimise´ pour chaque
type de flux. De plus cette technique nous permet de conside´rer des classes ayant un BERmax
tre`s petit sans pour autant compromettre l’efficacite´ ge´ne´rale. Cela permet de proposer des
classes hautement fiables pour les flux qui en ont besoin, ou bien offrir une protection sup-
ple´mentaire. Ces niveaux peuvent eˆtre assimile´s a` des canaux physiques virtuels, chacun
garantissant un certain BERmax. Les flux de donne´es provenant des couches supe´rieures,
typiquement IP, peuvent eˆtre achemine´s sur ces canaux en fonction du niveau de fiabilite´
assigne´ au flux.
3.2.3 E´valuation des performances
Afin d’e´valuer la performance de la me´thode de diffe´renciation par classe AMC, nous
avons simule´ un syste`me AMC avec un e´metteur transmettant des paquets a` intervalle re´gu-
Tableau 3.1 Seuils de changement par classe AMC
Classe1 Classe2 Classe3 Classe 4 Classe5 Classe6 Classe7
BER
10-3 10-4 10-5 10-6 10-7 10-8 10-9
BPSK-1/2 6.37 7.16 7.89 8.56 9.16 9.68 10.16
BPSK-2/3 8.29 9.19 10.00 10.73 11.39 11.97 12.50
16QAM-1/2 9.95 10.80 11.59 12.29 12.92 13.47 13.97
16QAM-2/3 12.07 13.09 13.99 14.78 15.50 16.13 16.69
64QAM-1/2 14.05 14.96 15.80 16.53 17.19 17.76 18.28
64QAM-2/3 16.21 17.36 18.35 19.22 19.99 20.65 21.25
256QAM-2/3 18.52 19.50 20.38 21.15 21.84 22.43 22.96
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lier vers un re´cepteur. Le re´cepteur retourne le SNR mesure´, afin de permettre a` l’e´metteur
de choisir le sche´ma de modulation et codage approprie´. L’intervalle de mise a` jour du SNR
est appele´ intervalle de transmission (TTI, Time Transmission Interval). Les MCSs utilise´s
sont pre´sente´s dans le tableau 3.1. Nous avons suppose´ dans nos simulations que les don-
ne´es e´change´es entre l’e´metteur et le re´cepteur concernant le SNR mesure´ et le MCS sont
transmises de fac¸on fiable. Ainsi, tous les re´sultats obtenus ne peuvent pas eˆtre affecte´s par
une source d’erreurs autre que le canal sans fil. Le tableau 3.2 de´taille les parame`tres de la
simulation.
Tableau 3.2 Parame`tres de la simulation
Parame`tres Valeurs
Dure´e de la simulation 120 s
Type du canal sans fil Rayleigh
Fre´quence Doppler (Fd) 100 Hz
SNR moyen a` l’e´metteur 20 dB
Dure´e du TTI 2 ms
Temps d’inter-arrive´e des paquets 0.2 ms
Nombre de classes AMC 7 [10−3..10−9]
Taille des paquets 1500 octets
Taux de perte de paquets
Nous avons re´alise´ un ensemble de simulations en changeant a` chaque fois de classe AMC.
Pour chaque classe, la simulation a e´te´ re´pe´te´e 35 fois avec des re´alisations diffe´rentes du canal
sans fil afin de calculer les intervalles de confiance. Nous avons conside´re´ un e´vanouissement
par bloc, c’est a` dire que le SNR est conside´re´ constant durant le temps de transmission
d’un paquet. Le SNR du premier symbole du paquet est conside´re´ comme le SNR du paquet.
Cette hypothe`se est valable car le temps de transmission d’un paquet est tre`s petit compare´
au temps de cohe´rence du canal, et donc nous pouvons supposer que le canal est constant
durant cette pe´riode, sans nullement affecter nos re´sultats. Cependant, le SNR varie entre les
paquets en fonction de Fd.
Le taux de perte de paquets est mesure´ au re´cepteur en le de´rivant du BER mesure´ au
moment de la transmission du paquet. La figure 3.2 pre´sente les re´sultats obtenus en fonction
des 7 classes AMC propose´es. Nous remarquons que le PER varie en fonction de la contrainte
sur BERmax. La simulation montre que les classes AMC pre´sentent un PER de´croissant au
fur et a` mesure que le BERmax diminue. L’ame´lioration moyenne du PER entre deux classes
successives est de 17%, avec une ame´lioration maximale entre les classes 1 et 2 de 23%, et
minimale entre les classes 6 et 7 de 9.7%.
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Figure 3.2 Taux de perte de paquets en fonction des classes AMC.
De´bit symbole
Nous avons calcule´ le de´bit utile par symbole comme suit :
De´bit utile par symbole =
(
DB.T.(1− PER)
)
/Ns
avec :
DB De´bit brut
T Taux de codage
Ns Nombre de symboles
Cette mesure nous permet d’e´valuer l’impact des classes AMC sur le de´bit utile par
symbole. Il est a` noter que plus le sche´ma de modulation et codage utilise´ est robuste, plus
le nombre de symboles ne´cessaires a` la transmission d’un paquet est grand, et vice versa. Le
de´bit moyen de transmission est inversement proportionnel a` la courbe de PER. En effet, les
classes ayant le PER le moins e´leve´, ont naturellement le de´bit utile le plus e´leve´.
La figure 3.3 pre´sente le de´bit utile par symbole en fonction des classes AMC. Le de´bit le
plus e´leve´ est re´alise´ par la classe 3 (BERmax = 10
−5) avec une moyenne de 3.17 bits/Symbole.
Les classes supe´rieures et infe´rieures re´alisent des de´bits moins e´leve´s. Il est inte´ressant de
souligner dans ce contexte que les causes de cette diminution diffe`rent. Pour les classes 1 et
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2 (BERmax : 10
−3 et 10−4), le de´bit utile est affecte´ par le taux d’erreur de transmission tre`s
e´leve´. Par contre, pour les classes 4 a` 7, la diminution du de´bit est essentiellement cause´e
par l’utilisation de MCSs de moindre efficacite´ (et donc plus robustes) pour satisfaire la
contrainte de BERmax. De plus, nous pouvons conclure qu’il est inutile d’utiliser les classes 1
et 2 puisqu’elles offrent un de´bit utile moindre que la classe 3 et un taux de perte de paquets
plus e´leve´.
3.3 Diffe´renciation par AMC intelligent
3.3.1 Proble´matique
Contrairement a` un canal de transmission a` bruit additif gaussien blanc AWGN (Additive
White Gaussian Noise), un canal radio mobile est caracte´rise´ par un rapport signal a` bruit
(SNR) qui varie dans le temps, en raison du phe´nome`ne de propagation multi-trajet (voir
Chapitre 2). Par conse´quent, un retour d’information fre´quent et pre´cis entre le re´cepteur et
l’e´metteur, sur la qualite´ de canal, est crucial pour l’AMC.
En re`gle ge´ne´rale, l’e´metteur ajuste la modulation et le taux de codage en se basant sur
l’information de l’e´tat du canal (CSI, Channel State Information) pre´ce´demment envoye´e
par le re´cepteur. Quand l’intervalle de mise a` jour du CSI n’est pas suffisamment petit par
rapport au temps de cohe´rence du canal, la performance de l’AMC se trouve grandement
affecte´e. C’est souvent le cas avec les canaux a` e´vanouissement rapide, quand des contraintes
du syste`me (ou du standard) ne permettent pas d’avoir un intervalle de mise a` jour assez
petit. Autrement dit, le de´lai entre l’instant de mesure de la qualite´ du canal, et le de´but
de la transmission de donne´es est primordial pour le bon fonctionnement de l’AMC. Plus ce
de´lai est grand, et plus le risque que le canal change est grand.
Ainsi, deux proble`mes majeurs peuvent eˆtre identifie´s :
1. Impre´cision de la mesure de CSI, en raison du de´lai entre l’e´metteur et le re´cepteur ou
de l’estimation du canal.
2. Variation de l’e´tat de canal entre deux mises a` jour de CSI, pendant l’intervalle de
transmission (TTI), qui est le plus petit intervalle de temps ou` les parame`tres de trans-
mission sont inchange´s.
Plusieurs chercheurs se sont penche´s sur ces proble`mes, et il a e´te´ de´montre´ que les
techniques de pre´diction sont extreˆmement efficaces pour les re´soudre [26, 22]. Deux sortes
de pre´diction sont utilise´es dans ce contexte ; la pre´diction a` courte (short range prediction)
et a` longue porte´e (long range prediction). La porte´e de l’extrapolation e´tant l’intervalle
normalise´ entre la dernie`re valeur connue et la valeur extrapole´e.
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Figure 3.3 De´bit utile par symbole en fonction des classes AMC.
Pour re´pondre au premier proble`me, la pre´diction a` courte porte´e est utilise´e afin d’ame´-
liorer la pre´cision des mesures. Dans [23, 24, 26], les auteurs ont montre´ que la pre´diction
optimale peut eˆtre approche´e. Pour le deuxie`me proble`me, la pre´diction a` longue porte´e est
utilise´e. Cette dernie`re est plus difficile a` re´aliser que celle a` courte porte´e [25].
Les techniques de pre´dictions a` longue porte´e sont un outil puissant qui peut accroˆıtre la
performance globale de l’AMC en termes de de´bit et de fiabilite´ de la transmission. Cepen-
dant, elles pre´sentent quelques inconve´nients qui peuvent nuire a` leurs utilisation en pratique,
a` savoir :
– grande complexite´ ;
– besoins d’une grande me´moire ;
– information pre´cise sur le type de canal sans fil ;
– fre´quence de mesure e´leve´e.
En effet, ces techniques ne´cessitent une grande quantite´ de me´moire a` cause de l’utilisation
de filtres d’ordre e´leve´. De plus, les techniques de pre´diction requie`rent ge´ne´ralement une
connaissance tre`s pre´cise du mode`le du canal et surtout de sa fonction d’auto-corre´lation. Ces
informations ne sont pas toujours disponibles en pratique et la fonction d’auto-corre´lation
ainsi que la fre´quence Doppler varient en fonction du temps [51, 30]. Meˆme si nous supposons
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que la fonction d’auto-corre´lation est connue, une fre´quence de mesure e´leve´e est ne´cessaire
pour extraire ces parame`tres. Si la fonction d’auto-corre´lation est estime´e, les parame`tres du
mode`le devraient eˆtre recalcule´s fre´quemment, ce qui augmentera encore plus la complexite´.
A` titre d’exemple, dans [25], le de´bit optimal a e´te´ approche´ en utilisant un mode`le de pre´-
diction base´ sur une estimation aux moindres carre´s MMSE(Minimum Mean Square Error).
La fre´quence de mesure utilise´e est dix fois supe´rieure a` la fre´quence Doppler maximale, et la
me´moire a une capacite´ de 50 valeurs. Le SNR utilise´ a une moyenne de 160 dB, ce qui est in-
utilisable en pratique. Un SNR infe´rieur peut diminuer la pre´cision des mesures et introduire
des erreurs de pre´diction.
Cas du WiMAX et du LTE
Le proble`me de variation de CSI entre le moment de mesure et celui de transmission
est aussi d’actualite´ dans le cas des nouveaux standards de communication. Ce sont les
termes qui changent. Dans le cas du WiMAX, les connexions se font attribuer leurs sche´mas
de modulation et codage (MCS) et les autres parame`tres de transmission, au de´but de la
trame. En fait, ces parame`tres sont calcule´s a` l’avance par l’ordonnanceur de la station de
base (BS). Les parame`tres du lien montant sont envoye´s dans le message UL MAP (Uplink
Media Access Protocol), et ceux du lien descendant dans le DL MAP (Downlink Media
Access Protocol). Pour le LTE, c’est le canal PUCCH (Physical Uplink Control Channel)
qui est responsable d’envoyer les parame`tres de transmission dans le lien montant, et le
PDCCH (Physical Downlink Control Channel) dans le lien descendant. La diffe´rence est que
ces canaux sont dans la sous-trame LTE.
Par conse´quent, dans les deux standards ce qui compte vraiment c’est la pe´riode de mise
a` jour de ces parame`tres de transmission et non la pe´riode de mise a` jour du CSI. Meˆme
si la fre´quence de mise a` jour du CSI est plus grande, la BS va calculer les parame`tres en
fonction du CSI le plus re´cent, a` chaque ordonnancement. Ainsi, la pe´riode de mise a` jour
des parame`tres de transmission co¨ıncide avec l’intervalle d’ordonnancement. Pour le WiMAX
mobile (802.16e), l’ordonnancement se fait par trame et donc l’intervalle d’ordonnancement
est de 5 ms. Dans le cas du LTE, la dure´e de la trame est de 10 ms, mais l’ordonnancement
ce fait par sous-trame, et donc la dure´e de l’intervalle d’ordonnancement est de 1 ms. Donc
le LTE peut avoir une fre´quence de mise a` jour 5 fois plus e´leve´e que le WiMAX quelle que
soit la fre´quence de mise a` jour de CSI de ce dernier. Ainsi quelque soit la fre´quence de mise
a` jour de CSI, il est toujours vrai que :
– LTE : TTI ≥ 1 ms ;
– WiMAX : TTI ≥ 5 ms.
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AMC intelligent
L’impact de la variation du CSI entre deux mises a` jour sur la fiabilite´ de la transmis-
sion peut eˆtre re´duit en utilisant la technique de AMC intelligent [14]. Contrairement aux
me´thodes de pre´diction, cette technique ame´liore les performances de l’AMC tout en ayant
un niveau de complexite´ tre`s bas. De plus, cette me´thode ne ne´cessite aucune information
concernant le canal sans fil. Nous avons utilise´ les parame`tres re´glables de cette me´thode afin
d’offrir une diffe´renciation de niveau de fiabilite´.
3.3.2 Conception
Figure 3.4 Sche´ma fonctionnel d’un syste`me de transmission utilisant l’AMC intelligent
(source [14])
L’ide´e fondamentale de l’AMC intelligent consiste a` agir sur l’information retourne´e par
le re´cepteur pour re´soudre le proble`me de variation entre 2 mesures. L’organe de prise de
de´cision de l’AMC intelligent est le moteur intelligent (IE, Intelligent Engine). En se basant
sur l’information de l’e´tat du canal retourne´ par le re´cepteur, le IE a pour roˆle de fournir le
sche´ma de modulation et codage (MCS) a` utiliser dans le prochain intervalle de transmission
(TTI). La figure 3.4 pre´sente le sche´ma fonctionnel d’un syste`me de transmission utilisant
l’AMC intelligent. Il est a` noter que le IE peut eˆtre place´ au re´cepteur ou a` l’e´metteur. Le
IE ajuste le MCS de fac¸on a` diminuer l’impact de la variation du canal entre deux mesures.
La figure 3.5(a) montre le proble`me de variation dans le cas de l’AMC classique. La
de´gradation de la qualite´ du canal dans l’intervalle [140, 200] ms rend le MCS utilise´ inap-
proprie´ pour l’e´tat du canal. Cela engendre une de´faillance du fonctionnement de l’AMC car
la contrainte sur le BERmax n’est plus respecte´. La figure 3.5(b) pre´sente le comportement
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(a) AMC Classique.
(b) AMC intelligent.
Figure 3.5 Comportement de l’AMC classique et AMC intelligent envers le proble`me de
variation de CSI.
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vise´ par l’AMC intelligent pour pallier ce proble`me, et ce en anticipant cette variation et en
utilisant le MCS convenable.
En utilisant une nouvelle approche, le IE ame´liore la fiabilite´ de la transmission meˆme
pour des faibles fre´quence de mise a` jour. Dans notre cas, l’aspect le plus inte´ressant est que
la conception du IE donne la possibilite´ de faire varier la performance obtenue en fonction de
ces parame`tres. Cette caracte´ristique va eˆtre exploite´e ulte´rieurement pour ge´ne´rer plusieurs
niveaux de fiabilite´.
La figure 3.6 pre´sente le sche´ma fonctionnel du moteur intelligent (IE). En fait, le IE est
compose´ de deux e´le´ments :
– L’engin d’extrapolation (EE, Extrapolation Engine) ;
– L’engin stochastique (SE, Stochastic Engine).
Figure 3.6 Sche´ma fonctionnel du moteur intelligent (source [14])
L’engin d’extrapolation a pour roˆle de proposer un SNR pre´dit, que le moteur intelligent
va utiliser a` la place du SNR mesure´ pour diminuer les effets dus aux variations de l’e´tat du
canal. L’engin stochastique a pour roˆle de controˆler la qualite´ de la de´cision prise par l’engin
d’extrapolation, et de la modifier si ne´cessaire.
Engin d’Extrapolation
Le fonctionnement de l’engin d’extrapolation (EE) est pre´sente´ dans l’Algorithme 1. L’en-
gin d’extrapolation a comme entre´e le SNR mesure´, et comme sortie le SNR pre´dit. Le fonc-
tionnement du EE est controˆle´ par quatre parame`tres :
– Mode`le d’extrapolation : line´aire, spline, cosinus, etc ;
– Taille de la me´moire : Le nombre de mesures de SNR ante´rieures, utilise´es pour l’ex-
trapolation ;
– Porte´e de l’extrapolation : exprime´e avec τ/TTI, avec τ l’intervalle de temps entre la
dernie`re valeur connue et la valeur extrapole´e ;
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– Offset : Valeur en dB qui sert a` diminuer la lecture du SNR mesure´.
Le SNR pre´dit, note´ γpred, est calcule´ en se basant sur un mode`le d’extrapolation et
en conside´rant une porte´e d’extrapolation. La valeur de γpred repre´sente une estimation de
l’e´volution probable du SNR durant le prochain TTI. La valeur minimale entre le SNR pre´dit
et le (SNR mesure´ - offset) est retenue. Le parame`tre offset sert a` diminuer le SNR mesure´
afin de pre´venir le cas ou` il est tre`s proche du seuil infe´rieur de changement de MCS. En
se basant sur le SNR mesure´, la fonction de seuils de´termine le MCS correspondant (Voir
section 2.4).
Algorithm 1 Fonctionnement de l’Engin d’Extrapolation (EE)(source [14])
Require: modele extrapolation {parame`tre 1}
Require: taille memoire {parame`tre 2}
Require: portee extrapolation {parame`tre 3}
Require: Offset {parame`tre 4}
Require: γ(t0) {SNR mesure´}
Require: γ(t−1), ..., γ(t−m) {ensemble des SNR mesure´s pre´ce´demment}
{Cette boucle est exe´cute´e pour chaque TTI}
loop
γpred ← fmodel(modele extrapolation, [γ(t0)..γ(t−m)])
if γpred < (γ(t0)−Offset) then
OUTPUT ← γpred
else
OUTPUT ← γ(t0)−Offset
end if
end loop
Engin Stochastique
Les entre´es de l’engin stochastique (SE) sont le MCS pre´dit, note´ spred, et le PER mesure´,
note´ pˆ. A` partir de ces donne´es, le SE fournit le MCS a` utiliser par l’e´metteur dans le prochain
TTI. Le SE a deux parame`tres :
– Seuil de de´faillance : Seuil maximum de PER, a` partir duquel le SE conside`re que
l’engin d’extrapolation a pris une mauvaise de´cision ;
– Nombre maximal d’erreurs : le nombre de mauvaises de´cisions qui peuvent eˆtre prises
par l’engin d’extrapolation (EE), avant que le SE entre en action.
Le fonctionnement de l’engin stochastique (SE) est pre´sente´ dans l’Algorithme 2. Nous
avons de´fini la fonction L, qui retourne le niveau du MCS utilise´ {0, 1, ...n−1} (e.g L(si(t)) =
i). La re´ciproque, note´e L−1, effectue l’ope´ration contraire (e.g L−1(i) = si(t)). Les hauts
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niveaux correspondent aux MCSs ayant une grande efficacite´ spectrale et basse robustesse,
et vice versa.
La de´cision prise par l’engin stochastique (SE) est base´e sur le sche´ma de modulation et
codage (MCS) actuel et passe´, et sur le PER mesure´. Il a pour roˆle de controˆler la qualite´
des de´cisions prises par l’engin d’extrapolation (EE) et de les modifier si ne´cessaire. En effet,
si le SE de´tecte que le PER est supe´rieur au seuil de de´faillance fixe´, et que le EE continue
d’utiliser le meˆme MCS ou propose un MCS moins robuste, il re´agit en diminuant le niveau
du MCS vers un niveau qui est plus robuste. Cette situation se produit lorsque la fre´quence
de mise a` jour de SNR est faible compare´e a` la fre´quence Doppler. Dans ce cas, le EE aura
de la difficulte´ a` bien fonctionner.
Algorithm 2 Fonctionnement de l’Engin Stochastique (SE)(source [14])
Require: seuil defaillance {parame`tre 1}
Require: nbr max erreurs {parame`tre 2}
Require: pˆ {PER mesure´}
Require: spred(t) {MCS pre´dit (actuel)}
Require: spred(t− 1) {MCS pre´dit (pre´ce´dent)}
{Cette boucle est exe´cute´e pour chaque TTI}
loop
if (pˆ ≥ seuil defaillance) then
if (L(spred(t)) > 0) and (L(spred(t)) ≥ L(spred(t− 1))) then
Nbr pred error ← Nbr pred error + 1
if Nbr pred error = nbr max erreurs then
Nbr pred error ← 0 ;
OUTPUT ← L−1(L(spred(t− 1))− 1) {re´trograder le MCS}
else
OUTPUT ← spred(t)
end if
else
OUTPUT ← spred(t)
end if
else
OUTPUT ← spred(t)
end if
end loop
3.3.3 E´valuation des performances
Dans le but d’e´valuer la performance de la me´thode de l’AMC intelligent, nous avons
simule´ le fonctionnement d’un syste`me de transmission utilisant cette me´thode. De la meˆme
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fac¸on que pour la simulation de la diffe´renciation par classe, nous avons conside´re´ un e´va-
nouissement par bloc. Le canal utilise´ est celui de Rayleigh. Les sche´mas de modulation et
codage utilise´s sont ceux du tableau 3.1. Les parame`tres de la simulation sont pre´sente´s dans
le tableau 3.3. Tout changement d’un de ces parame`tres sera mentionne´.
Dans les sections suivantes, nous allons comparer la performance de AMC intelligent a`
celles de :
– AMC classique ;
– AMC avec offset ;
– AMC parfait.
L’AMC classique est le sche´ma conventionnel de l’AMC, dans lequel le SNR mesure´ au
de´but de l’intervalle de transmission (TTI) est celui utilise´ pour de´terminer le sche´ma de
modulation et de codage (MCS). L’AMC avec offset est identique a` l’AMC classique, sauf que
le SNR mesure´ est toujours de´cre´mente´ par une constante (note´ offset). Cela e´vite d’utiliser
une valeur de SNR trop proche du seuil de changement de MCS. L’AMC parfait est un
sche´ma ide´al ou` nous supposons que l’e´volution future du SNR est connue a` l’avance. Ainsi,
le BERmax est toujours respecte´, et le proble`me de la variation du CSI est totalement re´solu.
L’AMC parfait est un sche´ma imaginaire utilise´ pour connaˆıtre le niveau de performance
maximal qui peut eˆtre atteint. Deux versions de l’AMC intelligent ont e´te´ utilise´es, la premie`re
utilise un mode`le d’extrapolation line´aire et la deuxie`me utilise un mode`le en spline. De plus,
nous avons pre´sente´ les performances de l’AMC intelligent lorsque seul l’engin d’extrapolation
(EE) est actif (en pointille´ dans les figures) afin de de´montrer l’apport de l’engin stochastique
(SE).
Disponibilite´
Dans notre contexte la disponibilite´ mesure le ratio de temps ou` le canal peut eˆtre utilise´
en respectant la contrainte sur le BERmax. Ainsi, nous conside´rons que nous avons une de´-
faillance lorsque cette contrainte n’est pas respecte´e, et une re´cupe´ration de`s que la contrainte
est de nouveau satisfaite. Par de´finition, la disponibilite´ est de´finie comme suit :
A = MTBF/(MTBF +MTTR)
avec :
A Disponibilite´.
MTBF Le temps moyen entre 2 de´faillances (Mean Time Between Failures).
MTTR Le temps moyen de re´cupe´ration (Mean Time To Recover).
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Tableau 3.3 Parame`tres de la simulation
Parame`tres Valeurs
Dure´e de la simulation 120 s
Type du canal sans fil Rayleigh
Fre´quence Doppler (Fd) 100 Hz
SNR moyen a` l’e´metteur 20 dB
Dure´e du TTI 2 ms
Temps d’inter-arrive´e des paquets 0.2 ms
Taille des paquets 1000 octets
Mode`le d’extrapolation Line´aire/Spline
Porte´e d’extrapolation 0.75
Taille de la me´moire pour extrapolation line´aire 1
Taille de la me´moire pour extrapolation spline 2
Offset 0.5 dB
Seuil de de´faillance 0.8%
Nombre max d’erreurs 2
Figure 3.7 Disponibilite´ du canal(source [14]).
34
La figure 3.7 pre´sente la disponibilite´ des diffe´rents sche´mas AMC en fonction du taux
normalise´ de mise a` jour du CSI, exprime´ par le rapport entre le temps de cohe´rence du
canal et la pe´riode de transmission (Tc/TTI). Plus le rapport Tc/TTI est e´leve´, meilleur est
notre perception du canal sans fil, car le nombre de mesures par temps de cohe´rence est plus
grand. Nous rappelons que le temps de cohe´rence est la pe´riode de temps au-dela` de laquelle
nous estimons que l’e´tat du canal a change´ de fac¸on significative (voir section 2.2.1). Les
deux versions de l’AMC intelligent (line´aire et spline) ame´liorent la disponibilite´ du canal par
rapport au sche´ma classique de l’AMC. L’AMC intelligent utilisant un mode`le d’extrapolation
en spline ge´ne`re les meilleurs re´sultats, avec une augmentation de la disponibilite´ allant de
13% a` 18.4% par rapport a` l’AMC classique. La version utilisant le mode`le d’extrapolation
line´aire ame´liore entre 9.3% a` 12.4% par rapport a` l’AMC classique. Pour les petites valeurs
de Tc/TTI, nous remarquons que la pente des deux courbes utilisant l’AMC intelligent est
moins prononce´e. Cela est duˆ a` la contribution de l’engin stochastique (SE) dans la prise
de de´cision. Les deux courbes en pointille´ et avec les meˆmes marqueurs que ceux de l’AMC
intelligent, repre´sentent la disponibilite´ quand seul l’engin d’extrapolation (EE) est actif. Il
est a` noter que pour l’AMC parfait, la disponibilite´ ne peut eˆtre affecte´e que par les pe´riodes
d’e´vanouissement profond du canal, ou` meˆme le sche´ma de modulation et codage le plus
robuste ne peut assurer le respect de la contrainte sur le BERmax.
Taux de perte de paquets
La figure 3.8 pre´sente les re´sultats obtenus pour le taux de perte de paquets. Le PER
est calcule´ suivant la meˆme me´thodologie que dans la section 3.2.3. Nous remarquons que
les deux versions de l’AMC intelligent ame´liorent e´norme´ment le PER. En effet, le PER de
la version line´aire est en moyenne 32.3% moins e´leve´ que l’AMC classique. Pour la version
utilisant l’extrapolation en spline, le PER est de 45.3% moins e´leve´. L’impact du SE sur les
performances est visible pour Tc/TTI ≤ 3.
De meˆme que la disponibilite´, les meilleurs re´sultats sont obtenus par la version spline de
l’AMC intelligent. A` partir de Tc/TTI ≥ 10 l’AMC intelligent spline est a` moins de 12.0% du
PER re´alise´ par l’AMC parfait, ce qui peut eˆtre conside´re´ tre`s proche surtout lorsque nous
le comparons avec les autres sche´mas. En effet, pour la meˆme valeur de taux de mise a` jours
(Tc/TTI ≥ 10), l’AMC avec offset et l’AMC classique ge´ne`rent respectivement un PER de
112.5% et 146.4% plus e´leve´.
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Figure 3.8 Taux de perte de paquets (source [14]).
Figure 3.9 De´bit utile par symbole (source [14]).
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De´bit utile par symbole
La figure 3.9 pre´sente le de´bit utile par symbole pour les diffe´rents sche´mas AMC. Le
de´bit utile par symbole est calcule´ de la meˆme manie`re que dans la section 3.2.3. Le de´bit
symbole de l’AMC parfait correspond au de´bit maximal que nous pouvons obtenir avec un
respect absolu de la contrainte sur le taux d’erreur binaire maximal. E´tant donne´ que pour
l’AMC parfait le PER tend a` eˆtre constant, l’augmentation des performances en fonction de
Tc/TTI est due a` l’ame´lioration du niveau d’adaptation aux conditions du canal. L’AMC
parfait a un de´bit utile par symbole 11% moins e´leve´ que celui de l’AMC classique.
Le de´bit utile de la version line´aire de l’AMC intelligent est 8.4% moins e´leve´ que celui de
l’AMC classique. En de´sactivant le SE (courbe en pointille´), le MCS pre´dit par le EE n’est
plus susceptible d’eˆtre re´trograde´, et le de´bit par symbole augmente et n’est plus qu’a` 5.2%
du de´bit de l’AMC classique. Pour l’AMC intelligent utilisant une extrapolation en spline, le
de´bit symbole a une diminution de 14.7% par rapport a` l’AMC classique. En de´sactivant le
SE, la diminution n’est plus que de 11.5%.
Impact des parame`tres sur la performance
Dans le but de connaˆıtre l’impact des diffe´rents parame`tres sur la performance de l’AMC
intelligent, nous avons fait varier un parame`tre a` la fois en gardant les autres constants.
Porte´e d’extrapolation
Nous avons fait varier la valeur de la porte´e d’extrapolation pour deux versions de l’AMC
intelligent ; l’une utilisant un mode`le d’extrapolation line´aire et l’autre un mode`le de spline.
Cela nous permet de constater l’effet de la porte´e sur le taux de perte de paquets (PER),
et son impact sur le de´bit utile par symbole. D’un autre cote´, l’utilisation de deux mode`les
d’extrapolation nous permet de constater les diffe´rences de comportement de chaque mode`le
en fonction de la porte´e. La figure 3.10 pre´sente l’effet de la porte´e sur le taux de perte
de paquets. Les deux courbes montrent une ame´lioration du PER en fonction d’une valeur
croissante de la porte´e. La me´thode par spline ge´ne`re les meilleurs re´sultats, quelque soit la
valeur de la porte´e. Les deux courbes ont l’allure d’une exponentielle de´croissante, avec une
courbure plus prononce´e pour la courbe de l’AMC intelligent utilisant le spline. Le pourcen-
tage d’ame´lioration du PER tend a` diminuer a` partir de la valeur 0.75 de la porte´e pour la
version en spline, et la valeur 1 pour la version line´aire.
L’impact de la porte´e sur le de´bit utile par symbole est pre´sente´ dans la figure 3.11. Les
deux courbes montrent une diminution du nombre de bits par symbole. Cela est pre´visible
car plus la porte´e est grande, et plus la valeur extrapole´e est distante par rapport aux valeurs
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Figure 3.10 Impact de la porte´e d’extrapolation sur le taux de perte de paquets.
Figure 3.11 Impact de la porte´e d’extrapolation sur le de´bit utile par symbole.
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connues de SNR. Le IE a alors tendance a` ge´ne´rer des MCSs plus robustes, et donc moins
de bits par symboles. Les deux courbes ont une allure pseudo line´aire de´croissante. La pente
la plus grande est celle utilisant le mode`le en spline. La courbe du AMC intelligent line´aire
a approximativement une pente de -0.2 (-20%), et celle en spline une pente de -0.77 (-77%).
Ainsi, nous pouvons conclure que le mode`le d’extrapolation en spline est beaucoup plus
sensible a` la valeur de la porte´e. Les deux versions re´alisent une ame´lioration du PER en
fonction de la porte´e, mais la version en spline a une ame´lioration plus notable. D’un autre
cote´, la diminution du de´bit utile par symbole est aussi plus e´leve´e pour le mode`le en spline.
Offset
De meˆme que pour la porte´e d’extrapolation, nous avons varie´ la valeur du parame`tre
offset de 0 a` 2dB pour les deux mode`les d’extrapolation. Comme nous l’avons vu dans la
section3.3.2, la valeur offset est utilise´e pour pre´venir le choix d’un MCS base´ sur un SNR
tre`s proche du seuil de changement infe´rieur. Dans le cas de l’AMC intelligent, la valeur du
SNR extrapole´ est compare´ a` celle du SNR mesure´ de´cre´mente´ par l’offset. Le EE choisi alors
le minimum entre ces deux valeurs.
La figure 3.12 pre´sente les re´sultats obtenus pour le taux de perte de paquets. Dans les
deux cas de figure, le PER est de´croissant en fonction de la valeur du parame`tre offset. Les
deux courbes obtenues sont line´aires de´croissantes, avec un coefficient directeur plus e´leve´
pour la version de l’AMC intelligent utilisant une extrapolation line´aire. La pente pour la
version line´aire est de -0.02, et celle de la version spline est de -0.01. La diffe´rence est due au
fait que la version en spline a moins tendance a` utiliser le offset dans ces calculs, car la valeur
extrapole´e est en ge´ne´rale infe´rieure au SNR mesure´ de´cre´mente´ par la constante offset.
La figure 3.13 pre´sente l’impact du offset sur le de´bit utile par symbole. Les deux courbes
de de´bit utile sont de´croissantes avec une pente de -0.09. Ainsi, il est plus avantageux d’aug-
menter la valeur du parame`tre offset pour le mode`le line´aire que pour le mode`le en spline,
car pour la meˆme valeur de perte de de´bit symbole, l’ame´lioration du PER sera plus notable
pour le mode`le line´aire.
Seuil de de´faillance
Pour les simulations de l’impact du seuil de de´faillance, nous avons augmente´ la dure´e du
TTI a` 5 ms (Tc/TTI = 2). En diminuant le taux de mise a` jour du SNR, la contribution
de l’engin stochastique (SE) dans la prise de de´cision sera plus significative, et nous pouvons
mieux appre´cier l’impact du changement de ses parame`tres. Le nombre maximal d’erreurs a
e´te´ mis a` 1, pour que le SE entre en action de`s qu’une de´faillance est de´tecte´e.
La figure 3.14 illustre le taux de perte de paquets (PER) en fonction du seuil de de´faillance
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Figure 3.12 Impact du parame`tre offset sur le taux de perte de paquets.
Figure 3.13 Impact du parame`tre offset sur le de´bit utile par symbole.
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Figure 3.14 Impact du seuil de de´faillance sur le taux de perte de paquets.
Figure 3.15 Impact du seuil de de´faillance sur le de´bit utile par symbole.
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pour l’AMC intelligent utilisant un mode`le d’extrapolation line´aire. La courbe obtenue a une
allure logarithmique, avec un PER qui augmente en fonction du seuil de de´faillance. En effet,
plus le seuil de de´faillance est e´leve´ et moins le SE va agir sur la prise de de´cision (voir
algorithme 2). Concernant le de´bit utile par symbole (figure 3.15), nous remarquons que la
courbe suit e´galement une allure logarithmique. Le de´bit utile a tendance a` augmenter en
fonction du seuil de de´faillance, car moins le SE est sollicite´ et moins le MCS est re´trograde´.
Nombre maximal d’erreurs
Pour les simulations du nombre maximal d’erreurs, nous avons garde´ le TTI a` 5 ms
(Tc/TTI = 2) pour les meˆmes raisons que pre´ce´demment. Le seuil de de´faillance a e´te´
fixe´ a` 0.8%. Cette valeur correspond au PER d’un paquet de 1000 octets, transmis avec un
taux d’erreur binaire de 10−6.
Comme nous l’avons pre´sente´ dans l’algorithme 2, le SE compare la valeur du PER mesure´
avec le seuil de de´faillance a` chaque TTI. Si le PER mesure´ exce`de le seuil de de´faillance, le
SE conside`re que le EE a pris une mauvaise de´cision concernant le choix du MCS. Dans ce
cas, le nombre d’erreurs est incre´mente´. Si ce dernier atteint le nombre maximal d’erreurs, le
SE re´trograde le MCS pre´dit. Plus le nombre maximal d’erreurs est grand, et plus le SE sera
permissif, et inversement.
La figure 3.16 pre´sente l’impact du nombre maximal d’erreurs sur le PER. La courbe
obtenue a une allure logarithmique, et augmente en fonction du nombre maximal d’erreurs.
Nous remarquons qu’a` partir de la valeur 2 de nombre maximal d’erreurs, l’augmentation du
PER a tendance diminuer. La figure 3.17 pre´sente l’impact sur le de´bit utile par symbole. De
meˆme que le PER, cette courbe a une allure logarithmique, croissante en fonction du nombre
maximal d’erreurs. En effet, un SE plus permissif agira moins souvent sur le MCS et le de´bit
utile par symbole sera donc plus e´leve´.
3.4 DiffAMC
Le me´canisme de diffe´renciation du niveau de la fiabilite´ DiffAMC utilise conjointement la
diffe´renciation par classe et par AMC intelligent pour ge´ne´rer plusieurs niveaux de fiabilite´.
Chaque niveau de diffe´renciation est en fait la combinaison d’une classe AMC et d’un sche´ma
de AMC intelligent.
Concernant la diffe´renciation par classe AMC, nous pouvons ge´ne´rer plusieurs niveaux de
fiabilite´ en nous basant sur la valeur du BERmax, comme nous l’avons fait dans la section
3.2. Pour la diffe´renciation par AMC intelligent, nous avons e´tudie´ dans la section 3.3 les
caracte´ristiques de cette me´thode et l’impact des diffe´rents parame`tres sur le niveau de fiabi-
lite´. En se basant sur les re´sultats obtenus, nous pouvons distinguer deux grandes familles de
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Figure 3.16 Impact du nombre maximal d’erreurs sur le taux de perte de paquets.
Figure 3.17 Impact du nombre maximal d’erreurs sur le de´bit utile par symbole.
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diffe´renciation par AMC intelligent, base´es sur la variation du mode`le d’extrapolation line´aire
et en spline. A` partir de la`, nous pouvons utiliser les autres parame`tres pour affiner le niveau
de fiabilite´ voulu.
Ainsi, pour la diffe´renciation par classe, nous proposons 7 classes AMC, avec un BERmax
allant de 10−3 a` 10−9. Concernant la couche de diffe´renciation par AMC intelligent, nous
proposons 4 sche´mas pre´sente´s dans le tableau 3.5.
Dans le sche´ma 1, le moteur intelligent est de´sactive´ afin de ge´ne´rer un AMC classique.
Le sche´ma 2 utilise une version line´aire dont les parame`tres ne sont pas au maximum, et avec
un engin stochastique de´sactive´. Le sche´ma 3 est aussi une version line´aire, mais avec des
parame`tres pousse´s au maximum pour ame´liorer le PER. Finalement, le sche´ma 4 utilise une
extrapolation en spline et des parame`tres re´gle´s pour avoir un niveau de protection accru.
La figure 3.18 pre´sente le sche´ma fonctionnel de DiffAMC, avec les diffe´rentes combinaisons
possibles.
Avec la configuration que nous avons propose´, 28 combinaisons sont possibles. Ne´anmoins,
en augmentant ou en diminuant le nombre de classes et de sche´mas, nous pouvons varier le
nombre de combinaisons possibles selon nos besoins de diffe´renciation.
Les simulations re´alise´es utilisent les parame`tres pre´sente´s dans la section 3.3.3 (tableau
3.3). La figure 3.19 pre´sente le taux de perte de paquets pour les 28 combinaisons propose´es.
Les combinaisons sont groupe´es par classe AMC. Dans chaque groupement, nous avons re-
pre´sente´ les 4 sche´mas AMC intelligent. Nous remarquons que pour chaque classe AMC, le
PER mesure´ est de´croissant en fonction des sche´mas. La meˆme constatation est valide pour
les sche´mas en fonction des classes. Nous remarquons aussi que plus le niveau de la classe est
e´leve´, et plus les diffe´rences entre les sche´mas sont minimes. Ainsi pour la classe 1 l’ame´liora-
tion moyenne entre deux sche´mas est de 28%, contre 23% pour la classe 7. Entre le niveau de
diffe´renciation le moins fiable (combinaison de classe 1 avec sche´ma 1), et le plus fiable (com-
binaison de classe 7 et sche´ma 4) le PER diminue de 86.1% (PER(schema1, classe1) = 0.317
et PER(schema4, classe7) = 0.044).
Tableau 3.5 Sche´ma de diffe´renciation par AMC intelligent.
Parame`tres Sche´ma 1 Sche´ma 2 Sche´ma 3 Sche´ma 4
EE inactif actif actif actif
Mode`le d’extrapolation - line´aire line´aire spline
Offset - 0.5 1.5 1
Porte´e d’extrapolation - 0.1 0.95 0.75
SE inactif inactif actif actif
Seuil de de´faillance - - 0.8% 0.8%
Nombre max d’erreurs - - 3 2
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Figure 3.18 Sche´ma fonctionnel de la couche DiffAMC.
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Figure 3.19 Taux de perte de paquets pour les diffe´rentes combinaisons de diffe´renciation
DiffAMC.
46
Figure 3.20 De´bit utile par symbole pour les diffe´rentes combinaisons de diffe´renciation Dif-
fAMC.
La figure 3.20 pre´sente l’impact de l’utilisation de chaque combinaison sur le de´bit utile
par symbole. En se basant sur ces re´sultats, nous pouvons e´ventuellement affecter le niveau
de fiabilite´ souhaite´ tout en conside´rant la diminution du de´bit utile qui va eˆtre engendre´e.
Le meilleur de´bit est re´alise´ par le niveau de diffe´renciation utilisant la classe 3 et le sche´ma
1 (3.178 bits/symbole). Dans le cadre de notre simulation, les classes 1 et 2 ne sont pas
efficaces quel que soit le sche´ma AMC utilise´. Cela est duˆ a` la taille des paquets utilise´s dans
la simulation, qui sont inadapte´ pour le BERmax utilise´ par les classe 1 et 2. Dans le cadre
de notre simulation une seule taille de paquet a e´te´ utilise´. Ces re´sultats sont susceptibles de
changer en fonction de la taille des paquets. Dans d’autres circonstances, ces classes auraient
pu ge´ne´rer un bon compromis entre PER et de´bit symbole. Ne´anmoins, nous remarquons
que meˆme dans les classes 1 et 2, les sche´mas de AMC intelligent arrivent a` ame´liorer non
seulement le PER, mais le de´bit utile par rapport au sche´ma 1 (AMC classique). Dans les
classes allant de 3 a` 7, le sche´ma 1 produit toujours le meilleur de´bit utile. La diminution
moyenne du de´bit entre deux sche´mas est de 7.75%.
Ainsi, dans le cadre de notre simulation, toute augmentation de niveau de fiabilite´ Dif-
fAMC nous fait gagner en moyenne 26.6% en PER, et nous fait perdre 7.75% en de´bit utile
par symbole.
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3.5 Conclusion
Nous avons pre´sente´ dans ce chapitre DiffAMC, le me´canisme de diffe´renciation de niveau
de fiabilite´ pour l’AMC. Nous avons commence´ par pre´senter et e´valuer la premie`re sous-
couche de diffe´renciation par classes AMC. Puis, nous avons e´tudie´ la deuxie`me sous-couche
base´e sur le me´thode de AMC intelligent [14]. Finalement, en nous basant sur les re´sultats de
simulation, nous avons propose´ un ensemble de classes AMC et de sche´mas AMC intelligent,
dont la combinaison nous offre plusieurs niveaux de diffe´renciation.
Tous les tests et simulations effectue´s dans ce chapitre ont e´te´ re´alise´ en utilisant l’outil
MATLAB. Nous avons utilise´ des sce´narios de simulation simples, et uniquement un trafic a`
de´bit constant. Cette e´tape de recherche et conception nous a permis dans un premier temps
de de´couvrir et d’explorer les diffe´rentes facettes des proble`mes que nous avons propose´s.
Dans un deuxie`me temps, cela nous a permis de tester et d’e´valuer les diffe´rentes options,
puis d’e´laborer les algorithmes a` utiliser. Le processus que nous avons utilise´ nous a permis
de gagner en temps et en flexibilite´.
Ne´anmoins, afin de valider les re´sultats de notre me´canisme de diffe´renciation, nous de-
vons re´aliser des simulations dans un environnement beaucoup plus re´aliste. Nous devons
utiliser des types de trafics re´alistes, ve´hicule´ dans des classes de qualite´ de services, et en
conside´rant les messages de gestion du standard, ainsi que ses diffe´rentes spe´cificite´s. Nous
devons conside´rer les sche´mas de modulation et codage utilise´s par le standard simule´, et
un canal sans fil utilise´ dans l’e´valuation de standards de communications. Jusqu’a` pre´sent,
l’impact ne´gatif sur les performances est perc¸u a` travers la diminution du de´bit utile par
symbole. Mais re´ellement, ce qui compte le plus c’est l’effet de l’utilisation de DiffAMC sur
l’occupation de la bande passante du syste`me, et son impact sur la capacite´ du syste`me.
Nous allons pre´senter dans le chapitre suivant, la plateforme de simulation que nous
avons conc¸u et imple´mente´, afin de valider les performances du me´canisme DiffAMC, en les
projetant dans un environnemt re´aliste.
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CHAPITRE 4
PLATEFORME DE SIMULATION
Ce chapitre de´crit la plateforme que nous allons utiliser dans les simulations du chapitre 5.
Suite a` une bre`ve introduction, nous pre´sentons dans la section 4.2 le simulateur ns-2. Ensuite,
nous de´taillons dans la section 4.3 la me´thodologie adopte´e pour l’inte´gration du support du
canal sans fil dans l’extension PolyMAX. La section 4.4 illustre la technique d’analyse des
re´sultats de simulations. Finalement, la section 4.5 pre´sente les mode`les de trafic qui vont
eˆtre utilise´s dans les simulations.
4.1 Introduction
Les simulations effectue´es dans ce projet de maˆıtrise ont e´te´ re´alise´es a` l’aide du simula-
teur de re´seaux ns-2 (Network Simulator). Afin d’adapter ce simulateur a` nos besoins, nous
avons ajoute´ des fonctionnalite´s supple´mentaires. En premier lieu, nous avons inte´gre´ le mo-
dule PolyMAX [15] afin de simuler le fonctionnement d’un re´seau WiMAX mobile sur ns-2.
Par la suite, nous avons ajoute´ le support du canal sans fil a` PolyMAX afin de pouvoir
tester les performances de DiffAMC dans un environnement re´aliste. Ce chapitre de´taille la
me´thodologie emprunte´e pour imple´menter notre plateforme de simulation.
4.2 Simulateur de re´seaux ns-2
Ns-2 est un simulateur libre (open source) et gratuit, largement utilise´ par la communaute´
scientifique. Il constitue un outil de simulation important pour les re´seaux filaires et sans fil,
locale et par satellite. Le caracte`re libre et gratuit de ns-2 est une arme a` double tranchant.
En effet, bien que ns-2 ait atteint un bon niveau de maturite´, il ne peut pas eˆtre conside´re´
comme un produit fini et exempt d’erreurs. C’est le re´sultat d’un effort continu de recherche
et de de´veloppement, et les utilisateurs sont les seuls responsables de de´celer et de corriger
d’e´ventuels bogues. Ceci n’est pas le cas, par exemple, des simulateurs commerciaux ou`
l’e´diteur est tenu de fournir un produit fini. Ces simulateurs ont souvent un service de soutien
aux utilisateurs et des corrections de bogues tre`s fre´quentes.
Malgre´ ces inconve´nients, ns-2 reste un choix tre`s judicieux pour la recherche dont l’effi-
cacite´ a e´te´ largement de´montre´e. Il est vrai que les simulateurs commerciaux sont en ge´ne´ral
plus stables, et offrent une interface utilisateur plus simple et attrayante. Cependant, tout se
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complique de`s qu’il s’agit de modifier le code source ou d’ajouter des modules supple´men-
taires. En effet, les simulateurs commerciaux contiennent souvent des portions de code non
modifiables, ou cache´es comme le Simulateur Opnet, par exemple, ce qui peut compliquer
toute extension. Cela n’est pas le cas de ns-2, dont tout le code source est fourni et commente´,
et dont la conception oriente´e objet facilite la re´utilisabilite´ du code et sa modularite´. Le mo-
de`le hie´rarchique de ns-2 facilite l’imple´mentation des modules d’extension pour ajouter des
nouvelles technologies et standards. De plus, son utilisation permet d’e´viter de se pre´occuper
des proble`mes lie´s aux licences et aux droits de publications qu’implique l’utilisation d’un
simulateur commercial.
4.2.1 Description de ns-2
Ns-2 est un simulateur a` e´ve`nement discret. Tous les paquets sont identifiables par un
nume´ro unique, et chaque paquet e´mis ou rec¸u par un nœud est inscrit dans le fichier trace.
Cette proprie´te´ du simulateur facilite e´norme´ment l’analyse des re´sultats. Un interpre´teur
en OTcl (Object-oriented Tool Command Language) permet a` l’utilisateur de spe´cifier la
topologie du re´seau et le sce´nario de la simulation. Le code source du simulateur est e´crit en
C++, avec des interfaces modifiables via des fonctions membres et des classes OTcl. Ainsi
les fonctionnalite´s ajoute´es au simulateur doivent avoir une interface C++, pour l’interaction
avec les classes du simulateur, et une interface OTcl pour l’interaction avec l’utilisateur.
4.2.2 Limitations de ns-2
Dans le cadre de notre projet, nous pouvons identifier deux limitations majeures de ns-2
qu’il faut combler :
1. ns-2 ne supporte aucun standard de communications pour re´seau sans fil e´tendu ;
2. le canal radio dans ns-2 est quasi-inexistant ;
En effet, le simulateur ns-2 offre une imple´mentation tre`s simple de la couche physique,
et un niveau d’abstraction tre`s e´leve´. Des caracte´ristiques indispensables de la propagation
d’ondes comme le phe´nome`ne de multitrajets et la variation dans le temps du canal sans fil
n’existent. Seuls trois mode`les simples de propagations a` grande e´chelle, espace libre, re´flexion
sur le sol et shadowing, sont imple´mente´s avec des possibilite´s de configurations tre`s limite´es.
Aucun mode`le de propagation a` petite e´chelle, tre`s utile pour la conception et l’e´tude de
performance de syste`mes sans fil, n’est imple´mente´.
Ces deux limitations vont eˆtre aborde´es dans la section suivante. L’ajout du module
PolyMAX nous permet de simuler des Re´seaux WiMAX mobiles avec une couche physique
supportant un canal sans fil e´volue´ et hautement modulable.
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4.3 Inte´gration du support du canal sans fil dans PolyMAX
PolyMAX [15] est un module de simulation du standard WiMAX mobile (802.16e) que
nous avons de´veloppe´ et ame´liore´ durant ce projet de maˆıtrise. Initialement base´e sur le code
source du module NIST [49], PolyMAX inte`gre plusieurs fonctionnalite´s du standard 802.16e
[4] (WiMAX mobile). Le tableau 4.1 re´sume les principales fonctionnalite´s disponibles et
absentes de PolyMAX par rapport aux spe´cifications du standard.
Tous les de´tails de la conception, de l’imple´mentation et de la validation de module Poly-
MAX sont pre´sente´s dans [15]. Nous allons pre´senter uniquement les nouvelles fonctionnalite´s
qui ont e´te´ ajoute´es a` la version publie´e de PolyMAX (version 2), a` savoir :
– le support d’un canal sans fil e´volue´ ;
– le support du me´canisme DiffAMC.
En effet, bien que PolyMAX supporte la couche physique WirelessMAN-OFDM de Wi-
MAX, il utilise le mode`le de canal de ns-2. Le support de la couche physique inclut la gestion
des symboles OFDM, la bande passante, les sche´mas de modulation et codage, etc. La gestion
de la bande passante sert a` de´terminer le nombre total des symboles OFDM, et le nombre de
symboles utilise´ en fonction de la taille du paquet et du type de modulation et codage utilise´s.
Par contre, la gestion des erreurs de transmission est inexistante ; les pertes de paquets sont
uniquement dues a` des paquets rejete´s dans les files d’attente. Cependant, de`s que la trame
quitte la couche physique, les classes ns-2 prennent le relai, et comme nous l’avons mentionne´,
aucun canal sans fil n’est imple´mente´ dans ns-2.
4.3.1 Imple´mentation du canal sans fil
Ajout du canal sans fil
Dans ns-2, les donne´es transmises dans un paquet sont une quantite´ fictive. En effet, le
paquet ne contient pas de donne´es, mais uniquement sa taille qui sert a` calculer, entre autres,
le dure´e de transmission du paquet. Dans ns-2, a` chaque paquet est associe´ un enteˆte spe´cial
contenant des informations concernant le paquet et cet enteˆte n’est pas prise en compte dans
le calcul de performance. La taille du paquet est inscrite dans cet enteˆte (cmn hdr). Par
conse´quent, nous ne pouvons pas envisager une simulation ou` l’e´tat du canal sans fil influence
directement les symboles transmis. Nous devons estimer le taux de perte de paquets (PER)
relatif a` chaque paquet, et de´cider si le paquet est correctement rec¸u ou non.
La figure 4.1 illustre le cheminement ne´cessaire pour de´terminer la probabilite´ de perte
d’un paquet. Le PER (6) est fonction du taux d’erreur binaire (BER) et de la taille du paquet
qui peut eˆtre extraite de l’enteˆte cmn hdr (1). Pour avoir le BER (5), nous devons connaˆıtre
le SNR instantane´ au moment de l’envoi du paquet (3), ainsi que la relation entre le SNR
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Tableau 4.1 Sommaire des fonctionnalite´s de PolyMAX.
Fonctionnalite´s disponibles Fonctionnalite´s manquantes
– Duplexage temporel (TDD) avec un
ratio variable
– Couche physique OFDM
– Topologie PMP
– Proce´dure de handover et gestion de la
mobilite´
– Messages de gestion d’entre´e au re´seau
– Fragmentation et assemblage des pa-
quets
– Taille de trames variables
– Messages de cre´ation et de gestion des
connexions
– Messages de cre´ation et de gestion des
flux de donne´es
– Support des 5 classes de QoS de Wi-
MAX mobile
– Tous les parame`tres des classes de QoS
sont supporte´s et configurables
– Support de l’adaptation de la modula-
tion et de codage (AMC)
– Duplexage fre´quentiel (FDD)
– Couche physique OFDMA
– Topologie mesh
– Packing
– Requeˆte automatique de re´pe´ti-
tion(ARQ)
– Canal sans fil
Figure 4.1 Estimation du PER d’un paquet.
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et le BER. Cette relation de´pond du sche´ma de modulation et de codage utilise´ (MCS). Par
conse´quent, le MCS courant (4) lorsque le paquet est envoye´ est requis pour ce calcul. En
conclusion, l’ajout du canal sans fil ne´cessite l’imple´mentation de me´canismes permettant
d’avoir :
– le SNR instantane´ lors de la transmission d’un paquet ;
– le BER en fonction du SNR pour l’ensemble des MCS supporte´s.
Solution propose´e
A` premie`re vue, la solution la plus e´vidente serait d’imple´menter dans ns-2 un mode`le de
canal sans fil (Rayleigh par exemple). Nous pouvons ensuite choisir les parame`tres du canal
(SNR moyen, fre´quence Doppler, etc) via des fonctions d’interfac¸age OTcl de ns-2. Chaque
station d’utilisateur (SS) aura son propre canal sans fil, qui va ge´ne´rer le SNR en fonction
du temps. Ce processus pre´sente trois inconve´nients. Le premier est que dans ce sce´nario, le
type de canal est fixe et code´ en dur en C++. Nous pouvons bien suˆr imple´menter plusieurs
types de canaux, mais jamais tous. A` chaque fois qu’un utilisateur voudrait utiliser un autre
canal, il doit modifier le code source. Le deuxie`me inconve´nient est qu’il faut ge´ne´rer le canal
en utilisant des fonctions mathe´matiques de bases fournies dans C++. Cela contribuerait a`
ralentir le cycle de de´veloppement, et a` e´ventuellement diminuer le nombre de canaux que
nous pouvons proposer. Ajouter une bibliothe`que spe´ciale, va re´duire la portabilite´ de notre
code. Le troisie`me inconve´nient est l’augmentation du temps de simulation. En effet, le SNR
va eˆtre calcule´ pour chaque paquet de chaque utilisateur, et cela va augmenter de fac¸on tre`s
grande le temps de simulation.
La solution que nous proposons est de pre´calculer la re´alisation du canal sans fil, avant la
simulation de ns-2. La re´alisation du canal de chaque station est sauvegarde´e dans un fichier,
que ns-2 utilise pour importer le SNR en fonction du temps. Une fonction d’interface OTcl
permet d’associer chaque fichier canal (.chn) a` une station. Ainsi, le premier inconve´nient
est re´solu, car l’utilisateur peut ge´ne´rer le canal qu’il veut. Ce dernier peut eˆtre ge´ne´re´ en
utilisant des outils spe´cialise´s pour la simulation des canaux (MATLAB par exemple), ou`
nous pouvons meˆme y inclure des sce´narios ou` le type et les parame`tres du canal changent
au cours du temps. L’autre avantage est que nous pouvons utiliser dans nos simulations des
enregistrements de mesures re´elles du canal. Le deuxie`me inconve´nient est aussi surpasse´,
car les outils spe´cialise´s be´ne´ficient de fonctions de haut niveau permettant la re´alisation
tre`s aise´e de tous types de canaux. Le troisie`me inconve´nient, concernant l’augmentation
du temps de la simulation, est largement re´solu. Pour comparer les performances de notre
simulateur, nous avons pris l’exemple du simulateur de WiMAX utilisant un canal Rayleigh
(avec des parame`tres fixes) pre´sente´ dans [33]. Ce simulateur est base´, comme PolyMAX,
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sur le code source de NIST. Pour simuler 10 secondes avec 30 stations BE (Best Effort), ce
simulateur prend 1300 secondes [33] alors qu’il ne supporte ni la qualite´ de service ni l’AMC
comme notre simulateur. Dans les meˆmes conditions, notre simulateur, avec support du canal
sans fil et AMC (PolyMAX v3), prend 182 secondes.
De meˆme que pour le canal sans fil, nous avons choisi de pre´calculer les courbes du BER
en fonction du SNR et de les sauvegarder dans des fichiers (.mcs). Ainsi, nous allons be´ne´ficier
des meˆmes avantages que pour la ge´ne´ration du canal. Chaque fichier contient les re´sultats
d’un MCS particulier (BER en fonction du SNR).
Fonctionnement
La figure 4.2 pre´sente le sche´ma fonctionnel de la me´thode utilise´e pour l’imple´mentation
du canal sans fil. Une re´alisation du canal voulu est sauvegarde´e dans un fichier (1). Nous
avons de´fini un nouveau format de fichier (.chn) ou` la premie`re ligne contient la description
du canal, et le reste est compose´ de deux colonnes, une pour le temps et l’autre pour le SNR.
Le canal peut eˆtre ge´ne´re´ par simulation ou par mesures re´elles. Un ensemble de fichiers de
MCS est aussi ge´ne´re´ (2). Les fichiers contiennent le BER en fonction du SNR, pour chaque
MCS. Les fichiers MCS (.mcs) ont le meˆme format que les fichiers du canal (.chn).
La classe SS 802.16 responsable de la couche MAC dans la station utilisateur (SS), charge
le fichier du canal pour chaque utilisateur (3) et les fichiers des MCS (4) une seule fois au de´but
de la simulation. Ces fichiers sont comple`tement charge´s dans la me´moire vive (RAM) pour
acce´le´rer l’acce`s a` ces donne´es. La fonction load Channel que nous avons inte´gre´e a` la classe
SS 802.16 est responsable du chargement du canal. Cette fonction ve´rifie automatiquement
le taux d’e´chantillonnage du canal enregistre´ dans le fichier. Si ce taux est constant, alors
load Channel charge uniquement dans la me´moire la colonne de SNR. L’index est calcule´
en divisant le temps par le taux d’e´chantillonnage. Si le taux d’e´chantillonnage n’est pas
constant, les deux colonnes (SNR et le temps) sont charge´es. Il est a` noter que cette proce´dure
est applique´e pour chaque station d’utilisateur. La fonction load Channel est aussi capable
de de´tecter si l’utilisateur a change´ le fichier canal au cours de la simulation. Dans ce cas,
elle charge automatiquement le nouveau fichier dans la RAM.
Les fichiers MCS sont aussi charge´s par SS 802.16 de la meˆme fac¸on que pour le fichier du
canal. La fonction ajoute´e pour cela est load MCS. La meˆme technique que pre´ce´demment
est utilise´e pour acce´le´rer l’indexation.
Une fois le canal charge´ dans la RAM, la classe SS 802.16, peut de´sormais utiliser la
fonction Channel getSNR pour avoir le SNR en fonction du temps. Le temps de de´but
de transmission du paquet est utilise´ pour avoir le SNR. Le MCS utilise´ dans la trame
WiMAX courante est transmis par la classe responsable de la couche MAC a` la station de
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Figure 4.2 Sche´ma fonctionnel de la me´thode utilise´e pour l’imple´mentation du canal sans fil.
base BS 802.16, via le message UL MAP (5). Connaissant le MCS et le SNR, SS 802.16
utilise la fonction getBER pour re´cupe´rer le BER.
Un pointeur vers l’enteˆte du paquet en traitement nous permet de re´cupe´rer la taille du
paquet(6). Ayant le BER et la taille du paquet (note´ L), SS 802.16 calcule le PER comme
suit :
PER = (1− (1−BER)L)
La prise de de´cision concernant la perte ou non du paquet est calcule´e comme suit. Une
variable ale´atoire de distribution uniforme x ∈ [0, 1], est ge´ne´re´e. Elle est ensuite compare´e a`
la probabilite´ de perte de paquets (7) :{
x ≤ PER Erreur de transmission
x > PER Pas d’erreurs
Nous avons modifie´ l’enteˆte de paquet de ns-2 en ajoutant un nouveau champ appele´
(chan error). Ce champ est initialise´ avec la valeur 0. Dans le cas d’une erreur de transmis-
sion du paquet, ce champ est mis a` 1. Cette ope´ration est effectue´e pour chaque paquet.
Modification des fonctions de re´ception
Nous avons modifie´ la fonction sendUp, responsable de la re´ception des paquets au niveau
de la couche MAC, dans les classes BS 802.16 et SS 802.16. Ainsi, les paquets marque´s
(chan error = 1) vont eˆtre supprime´s et ne vont pas eˆtre transmis a` la couche IP. La fonction
55
drop de la classe mac de ns-2 a e´te´ mise a` jour avec un nouveau crite`re de suppression de
paquet, que nous avons note´ CHN.
Modification des traces ns-2
Une nouvelle cause de perte de paquet a e´te´ ajoute´e dans la trace de ns-2, que nous avons
note´ CHN. Dans ns-2, chaque perte due au canal est spe´cifie´e dans les traces et non dans un
fichier a` part, comme d’autres simulateurs. Ceci simplifie e´norme´ment l’analyse des re´sultats.
Le tableau 4.2 pre´sente 2 lignes extraites du fichier trace de ns-2. La premie`re ligne annonce
un e´ve´nement de suppression de paquet (d : drop, suppression), avec la raison CHN (Erreur
de transmission) en provenance de la station 1, au niveau de la couche MAC de la station 2.
Le paquet rejete´ est une requeˆte ARP. La deuxie`me ligne montre une suppression de paquet
de type vide´o de taille 1526 octets, pour la meˆme raison.
Interface utilisateur
Du point de vue de l’utilisateur, l’utilisation du canal est effectue´e a` l’aide de deux fonc-
tions OTcl :
– set-CHN <num SS> <chemin>
– set-mcs-folder chemin>
L’exemple suivant illustre l’utilisation des ces fonctions :
[$bs_sched] set-CHN $SS(1) /bgs/ns-2.34/wimax/channel/channel_3gppTux.chn
[$SS(1)] set-mcs-folder /bgs/ns-2.34/wimax/wimax_mcs/
La fonction set-CHN sert a` spe´cifier l’emplacement du fichier canal pour chaque SS.
Cette fonction est l’e´quivalent OTcl de la fonction load Channel. Elle prend 2 arguments ; le
nume´ro de la station d’utilisateur (SS(1) dans l’exemple), et le chemin du fichier. Le nume´ro
d’utilisateur est ne´cessaire, car cette fonction est interface´e via la classe d’ordonnancement
de la station de base (bs sched dans l’exemple), et non pas par une classe de la station
d’utilisateur.
Tableau 4.2 Example de trace ns-2 avec gestion du canal.
E´ve`nement Temps Src Dest Couche Raison Type Taille
d 30.424451862 1 2 MAC CHN arp -
d 30.564640088 1 2 MAC CHN vide´o 1526
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La fonction set-mcs-folder est utilise´e pour spe´cifier le chemin du re´pertoire contenant
les fichiers MCS. Le module PolyMAX est capable de reconnaˆıtre automatiquement les MCS
en lisant la description dans la premie`re ligne de chaque fichier.
Dans le cas ou` ces 2 fonctions ne sont pas appele´es dans le script ns-2, PolyMAX n’utilisera
pas de canal sans fil, et ge´ne´rera un message dans le fichier de de´bogage indiquant cela. Cela
garantit aussi la portabilite´ des scripts de la version 2 de PolyMAX qui ne supporte pas la
gestion du canal sans fil.
4.3.2 Ge´ne´ration des fichiers du canal et des MCS
Ge´ne´ration des fichiers du canal
Dans le cadre de notre projet de maˆıtrise, nous avons ge´ne´re´ les fichiers de canal en utilisant
MATLAB. Nous avons utilise´ les classes de ge´ne´ration de canal disponibles dans le Com-
munication System Toolbox. La classe stdchn nous a permis de construire des objets
de canal a` partir de se´rie de mode`les de canaux standardise´s. Plusieurs mode`les de canaux a`
e´vanouissements sont disponibles (avec tous les profils) :
– COST 207
– GSM/EDGE
– 3GPP
– TU-R 3G
– TU-R HF
– HIPERLAN/2
– 802.11
– etc.
L’objet canal est construit avec stdchn en spe´cifiant le type et le profil du canal, ainsi que
la fre´quence Doppler et le temps d’e´chantillonnage. Une fois l’objet canal construit, nous
utilisons la fonction membre filtre pour extraire le gain du canal (h) pour la dure´e de temps
souhaite´e. Connaissant la puissance de transmission moyenne (Ptr), et la variance du bruit
gaussien (σ2w) . nous pouvons de´duire le SNR instantane´ (γ(t)) :
γ(t) =
Ptr
σ2w
|h(t)|2
Ge´ne´ration des fichiers de MCS
Nous avons utilise´ les 7 sche´mas de modulation et codage (MCS) du standard WiMAX.
Le tableau 4.3 pre´sente les MCS conside´re´s dans PolyMAX.
Les fichiers de MCS ont e´te´ ge´ne´re´s par MATLAB a` l’aide de l’outil bertool. Nous
n’avons pas utilise´ le codage turbo (TC) utilise´ dans WiMAX, car il n’est pas supporte´ par
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Tableau 4.3 Sche´mas de modulation et de codage (MCS) utilise´s dans PolyMAX
MCS Modulation Taux Efficacite´
de codage (bits/Symbole)
1 BPSK 1/2 0.5
2 QPSK 1/2 1
3 QPSK 3/4 1.5
4 16-QAM 1/2 2
5 16-QAM 3/4 3
6 64-QAM 2/3 4
7 64-QAM 3/4 4.5
bertool mais un codage convolutionnel classique (moins puissant que TC). Cependant, la
norme fournit les re´sultats des diffe´rents MCS pour un canal AWGN. Nous avons alors utilise´
ces donne´es pour calibrer nos re´sultats. En effet, nous avons effectue´ une translation de nos
courbes pour nous approcher le plus des performances stipule´es dans le standard. De cette
fac¸on, les courbes que nous avons ge´ne´re´es avec MATLAB sont tre`s similaires aux re´sultats
pre´sente´s dans le standard. La figure 4.3 pre´sente le BER en fonction du SNR instantane´
avec un canal AWGN, pour les 7 MCS pre´sente´s dans le tableau 4.3 .
4.3.3 Imple´mentation du me´canisme DiffAMC
Dans le standard WiMAX, la de´cision concernant le MCS a` utiliser est prise par la sta-
tion de base (BS) dans le sens montant ou descendant du lien. C’est plus pre´cise´ment l’or-
donnanceur de la BS, qui s’en charge de spe´cifier le MCS a` utiliser pour chaque intervalle
d’ordonnancement. Le MCS et tous les parame`tres de transmission ne´cessaires sont spe´cifie´s
dans le message UL MAP pour le sens montant, et DL MAP pour le sens descendant de
la liaison. Ainsi, nous avons imple´mente´ le me´canisme DiffAMC dans la classe d’ordonnan-
cement de la station de base (BSscheduler). La figure 4.4 illustre le sche´ma fonctionnel de
la me´thode utilise´e pour l’imple´mentation du me´canisme DiffAMC. Nous avons modifie´ la
classe de la station de base (classe BS 802.16) pour que le fichier canal de chaque station
enregistre´e puisse eˆtre charge´ (1). La station de base charge le contenu du fichier canal, pour
chaque utilisateur, une seul fois au de´but de la simulation pour acce´le´rer le temps d’acce`s aux
donne´es. Au de´but de chaque pe´riode d’ordonnancement (5 ms pour le WiMAX mobile), la
base de donne´es de SNR est mise a` jour par la BS (2). Cette base de donne´es contient toutes
les stations enregistre´es au re´seaux avec leur mesure de SNR la plus re´cente. L’ordonnanceur
consulte cette base de donne´es pour connaˆıtre le SNR de chaque station (3).
Au niveau du OTcl, nous avons imple´mente´ une nouvelle fonction appele´e set-diffAMC
pour communiquer les parame`tres diffAMC de chaque station :
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Figure 4.3 BER en fonction du SNR pour les 7 MCS de WiMAX utilise´s.
<ObjetBS> set-diffAMC <NumStation><classeAMC><sche´maAMC><parame`tresIE>
Cette fonction est appele´ via l’objet instancie´ de classe de la BS (<ObjetBS>). Elle a comme
arguments :
– <Num Station> : Adresse de la station d’utilisateur SS ;
– <classe AMC> : la classe AMC a` utiliser (sous couche de diffe´renciation par classe
AMC) ;
– <sche´ma AMC> : le sche´ma AMC a` utiliser (sous couche de diffe´renciation par AMC
intelligent) ;
– <parame`tres IE> : Les parame`tres de moteur intelligent (IE) ne´cessaire pour appliquer
le sche´ma AMC choisi.
Au niveau de l’ordonnanceur, le me´canisme DiffAMC agit lors du choix du MCS. En se
basant sur les parame`tres DiffAMC de chaque utilisateur, le MCS est calcule´ et inscrit au
niveau des messages UL MAP et DL MAP (5). Ces messages sont envoye´s a` la station
d’utilisateur au de´but de chaque trame WiMAX (6).
Le me´canisme DiffAMC imple´mente´ supporte deux mode`les d’extrapolation ; le mode`le
line´aire et le mode`le en spline. Tous les parame`tres de moteur intelligent sont supporte´s. La
sous-couche de diffe´renciation par classe AMC imple´mente´e supporte 7 niveaux ([10−2..10−9])
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Figure 4.4 Sche´ma fonctionnel de la me´thode utilise´e pour l’imple´mentation du me´canisme
DiffAMC.
60
avec leurs seuils de changement respectifs.
4.4 Analyse des re´sultats obtenus avec ns-2
Le simulateur ns-2 ne contient pas d’outils d’analyse des traces obtenues lors des simu-
lations. Nous avons utilise´ l’outil AWK, pour extraire les donne´es des fichiers de sortie de
ns-2. L’outil AWK est bien adapte´ pour traiter des fichiers de donne´es ayant une structure
par ligne, ce qui est notre cas. Avec l’inte´gration de PolyMAX, nos simulations fournissent
en sortie la trace de ns-2 et le fichier de de´bogage de PolyMAX. La trace de ns-2 contient
tous les e´ve`nements relatifs aux paquets pendant la simulation. Le fichier de de´bogage de
PolyMAX contient les e´ve`nements relatifs a` la couche MAC et physique de WiMAX.
La figure 4.5 illustre le traitement des fichiers de sortie de ns-2. Avec la trace de ns-2,
nous pouvons extraire, via AWK, le taux d’erreur de paquets, le de´bit de la transmission, le
de´lai et la gigue. Le fichier de de´bogage de PolyMAX nous permet d’extraire l’occupation de
la bande passante. Cette mesure est tre`s utile pour comparer l’impact des diffe´rents niveaux
de DiffAMC sur la capacite´ du syste`me.
Toutes les simulations sont re´pe´te´es 35 fois avec diffe´rentes valeurs d’initialisation des
ge´ne´rateurs ale´atoires (seeds). Cela nous permet de calculer les intervalles de confiance a`
95% des re´sultats obtenus.
4.5 Mode`les de trafic
Le me´canisme DiffAMC vise a` offrir plusieurs niveaux de fiabilite´s pour mieux satisfaire
les besoins des diffe´rents types de trafic ve´hicule´s dans les re´seaux sans fil. Par conse´quent,
nous avons conside´re´ dans nos simulations trois diffe´rents mode`les de trafic :
– voix ;
– vide´o ;
– donne´es.
Pour tous ces trafics, nous avons utilise´ le protocole UDP (User Datagram Protocol). Ce
protocole est utilise´ par les trafics temps re´el car il n’induit pas de de´lais supple´mentaires,
contrairement a` TCP (Transmission Control Protocol) qui peut causer des de´lais de retrans-
mission. En effet, pour un trafic temps re´el (voix ou vide´o), un paquet retarde´ a` cause d’une
retransmission e´quivaut a` un paquet perdu. Nous avons choisi UDP car nous nous inte´ressons
au taux de perte de paquets duˆ aux erreurs de transmissions.
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Figure 4.5 Analyse des fichiers de sortie de ns-2.
4.5.1 Trafic de voix
Le standard WiMAX mobile supporte les protocoles de voix sur IP (VoIP), et a pre´vu
deux classes de QoS pour ce type de trafic, a` savoir :
– La classe UGS(Unsolicited Grant Service), pour les sources de type E1/T1 et la VoIP
sans suppression de pe´riode de silence ;
– La classe ertPS(Extended Real-Time Polling Service), pour les sources de voix avec
suppression de pe´riode de silence.
Nous avons opte´ pour la classe UGS avec une source audio utilisant le standard G.711
[1]. Le taux de transmission du codec G.711 est de 64 kbps. La source audio que nous allons
utiliser e´met des paquets de taille fixe de 80 octets. L’intervalle d’arrive´e des paquets est de
10 ms.
4.5.2 Trafic de vide´o
Afin d’obtenir un comportement re´aliste d’une source vide´o, nous avons choisi d’utiliser
dans nos simulations des traces de vide´os re´elles pour ge´ne´rer le trafic vide´o. Les traces vide´os
ont e´te´ re´alise´es et rendues publiques dans le cadre d’un projet a` l’Universite´ Technique de
Berlin (Technical University Berlin) [27]. Nous avons utilise´ la trace vide´o provenant du film
Jurasic Park code´ en MPEG-4 haute qualite´. La trace vide´o est pre´sente´e sous forme de fichier
texte contenant la taille des trames vide´o a` envoyer. Nous avons imple´mente´ une fonction
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OTcl pour lire ce fichier trace et transmettre la taille des trames, a` intervalles re´guliers, a`
l’agent UDP de ns-2. La pe´riode entre deux trames successives est de 40 ms, et la dure´e totale
de la trace est 60 minutes. Le tableau 4.4 re´sume les principales caracte´ristiques de la trace
MPEG-4 utilise´e.
Le trafic vide´o est ve´hicule´ en utilisant la classe rtPS (Real-Time Polling Service)) de
WiMAX, conc¸ue a` cet effet.
4.5.3 Trafic de donne´es
Le standard WiMAX pre´voit deux classes pour le trafic de donne´es :
– la classe BE(Best Effort) : pour les applications sans exigences de de´lai ou de gigue ;
– la classe nrtPS(non Real-Time Polling Service) : pour les applications qui exige un de´bit
minimum.
Nous avons choisi d’utiliser la classe BE, car notre trafic ne ne´cessite pas un de´bit minimum a`
respecter. Le trafic de donne´es a e´te´ mode´lise´ par des sources ge´ne´rant un de´bit constant CBR
(Constant Bit Rate). Le de´bit des sources CBR est fixe´ a` 1.2 Mbps. Les sources e´mettent des
paquets de tailles 1500 octets a` un intervalle re´gulier de 10 ms.
4.6 Conclusion
Nous avons pre´sente´ dans ce chapitre notre plateforme de simulation. La me´thodologie
utilise´e pour ame´liorer le simulateur ns-2 et le rendre plus adapte´ a` nos besoins a e´te´ de´taille´e.
Afin de supporter le standard WiMAX mobile, nous avons de´veloppe´ le module PolyMAX
[15]. Par la suite, le support d’un canal sans fil a e´te´ imple´mente´ dans le but d’e´valuer le
me´canisme DiffAMC. Dans le chapitre suivant, nous allons utiliser notre plateforme afin de
valider les performances du me´canisme DiffAMC.
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Tableau 4.4 Caracte´ristiques du trafic MPEG-4 utilise´ (source : [27])
Statistiques
Taux de compression(UV :MP4) 9.92
Dure´e de la vide´o (secondes) 60
Nombre de trames 89998
Taille moyenne de la trame(octets) 3831.49
Variance de la taille de la trame(octets) 5102945
CoV de la taille de la trame 0.5895
Taille minimale de la trame (octets) 72
Taille miximale de la trame (octets) 16745
De´bit moyen (Mbit/sec) 0.7663
De´bit maximum (Mbit/sec) 3.3494
Rapport de´bit max/de´bit moyen 4.37
64
CHAPITRE 5
SIMULATIONS ET ANALYSE DES RE´SULTATS
Ce chapitre pre´sente les re´sultats des simulations que nous avons re´alise´es. Apre`s une
bre`ve introduction, la section 5.2 de´crit le plan d’expe´rience que nous avons utilise´. Par la
suite, les re´sultats obtenus sont expose´s et commente´s dans la section 5.3. Finalement, les
re´sultats sont analyse´s dans la section 5.4.
5.1 Introduction
Dans le chapitre 3, DiffAMC a e´te´ teste´ dans un environnement de simulation simple.
Le but e´tait d’e´valuer uniquement le potentiel de DiffAMC sans aucune interaction avec un
standard de communications. Dans ce chapitre, nous allons mettre a` l’e´preuve le me´canisme
DiffAMC dans un environnement re´aliste a` l’aide de la plateforme de simulation de´veloppe´e
dans le chapitre 4. L’impact du me´canisme DiffAMC a e´te´ e´value´ en terme de :
– Taux de perte de paquets ;
– Taux d’occupation de la bande passante.
L’analyse des re´sultats obtenus nous guidera dans l’identification des niveaux DiffAMC les
plus performants dans le cadre de notre simulation. En nous basant sur ces donne´es, nous al-
lons proposer dans la section 5.4 trois classes de qualite´ de fiabilite´ (QoR). Ces classes de QoR
peuvent eˆtre utilise´es en combinaison avec les classes de QoS du WiMAX, et e´ventuellement
avec les classes DiffServ.
5.2 Plan d’expe´rience
5.2.1 Sce´nario
Dans nos simulations, nous avons utilise´ une station mobile (SS) connecte´e a` une station
de base (BS). La BS est situe´e au milieu d’une zone carre´e, de 1 km2 de superficie. Elle est
relie´e a` un routeur via une connexion de 100 Mbps, et ayant un de´lai de 1 ms. La SS qui
e´volue dans cette zone envoie du trafic a` destination du routeur.
Conforme´ment a` la proce´dure d’entre´e au re´seau WiMAX, la station mobile scanne le
canal descendant au de´but de chaque simulation. Elle synchronise les parame`tres initiaux de
transmission dans les sens descendant et montant. Ensuite, une demande d’enregistrement
au re´seau est envoye´e par la station mobile. Une fois que l’enregistrement est accepte´ par
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la station de base, la station mobile demande les connexions de bases ne´cessaires pour les
donne´es de gestion. Par la suite, la station va envoyer une demande de nouvelle connexion,
associe´e a` un flux de service, avec les parame`tres de la qualite´ de service correspondants au
trafic qui va eˆtre ve´hicule´. Le trafic de voix est associe´ a` la classe UGS (Unsolicited Grant
Service), celui de vide´o a` la classe rtPS (Real-Time Polling Service), et celui de donne´es a`
la classe BE (Best Effort). La station mobile transmet du trafic pendant 60 secondes. La
simulation se termine 10 secondes plus tard pour s’assurer que tous les paquets sont traite´s.
Nous avons conside´re´ 32 niveaux de diffe´renciation DiffAMC, ge´ne´re´s par la combinaison de
8 classes AMC et de 4 sche´mas d’AMC intelligent. Les 8 classes AMC ont des BERmax allant
de 10−2 a` 10−9. Les classes AMC utilise´es dans la simulation sont illustre´es dans le tableau
5.1, et les sche´mas d’AMC intelligent sont dans le tableau 5.2.
Les parame`tres des sche´mas de l’AMC intelligent ont e´te´ choisis pour couvrir le spectre
des performances. En effet, nous avons d’un cote´ le sche´ma 1 qui n’offre aucune protection, et
de l’autre coˆte´, le sche´ma 4 qui offre une protection tre`s e´leve´e. Entre les sche´mas 1 et 4, nous
avons mis en place 2 sche´mas offrants des performances a` mi-chemin. Cette me´thodologie
nous permet de mieux juger de l’impact positif et ne´gatif des sche´mas sur les performances.
Il est a` noter que l’engin stochastique (SE) est de´sactive´ dans les sche´mas que nous avons
choisis. En effet, comme nous avons vu dans le chapitre 3, nous avons pu ve´rifier que le SE
ame´liore uniquement les performances lorsque le taux de mise a` jour de l’e´tat du canal est
tre`s faible (strictement infe´rieur a` 3). Or dans nos simulations, nous avons choisi d’utiliser
un taux de 5. Ainsi, dans notre cas de figure, l’utilisation du SE n’a aucun impact positif sur
les performances.
Tableau 5.1 Les Classes de diffe´renciation AMC.
Classe AMC BERmax
1 10−2
2 10−3
3 10−4
4 10−5
5 10−6
6 10−7
7 10−8
8 10−9
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Tableau 5.2 Sche´mas de diffe´renciation par AMC intelligent.
Parame`tres Sche´ma 1 Sche´ma 2 Sche´ma 3 Sche´ma 4
EE inactif actif actif actif
Mode`le d’extrapolation - Line´aire Line´aire Spline
Offset - 0.75 0.5 0.5
Porte´e d’extrapolation - 0.1 0.5 0.75
SE inactif inactif inactif inactif
5.2.2 Parame`tres de la simulation
Parame`tres du re´seau WiMAX
Nous avons utilise´ un re´seau WiMAX mobile avec une bande passante de 20 MHz. La
longueur de la trame WiMAX est de 5 ms, divise´e en deux sous-trames, une pour le trafic
montant et une pour le trafic descendant. Nous avons alloue´ 20% de la bande passante pour
la sous-trame du trafic descendant et le reste pour la sous-trame du trafic montant. La zone
de garde entre les deux sous-trames est de 10 slots physiques (PS, Physical Slot). L’interface
OFDM est utilise´e avec un pre´fixe cyclique de 1/16.
Parame`tres de QoS
Les classes de qualite´ de service utilise´es (UGS, rtPS, BE) sont configure´es en fonction
du trafic ve´hicule´. Chaque classe de QoS du WiMAX est adapte´e a` un certain type de trafic
(vide´o, voix, web, ftp, etc.). De plus, les classes peuvent eˆtre configure´es afin de mieux convenir
aux spe´cificite´s du trafic (de´bit maximum, de´bit minimum, priorite´, etc.). La classe UGS est
configure´e afin d’assurer un de´bit de 80 Kbps. L’intervalle entre 2 permissions de transmission
est de 10 ms. La classe rtPS assure un de´bit maximum de 1 Mbps et minimum de 128 Kbps.
L’intervalle entre 2 permissions pour transmettre une demande de bande passante est de
30 ms. La classe BE ne garantit aucune qualite´ de service. Les transmissions de donne´es
sont pre´ce´de´es par des demandes de bande passante. Ces demandes sont organise´es selon une
proce´dure de backoff exponentielle tronque´e. La feneˆtre de backoff applique´e varie entre 2 et
16.
Canal sans fil
Nous voulons que les variations a` petite e´chelle du SNR soient le plus re´alistes que possible.
C’est pourquoi le canal sans fil que nous avons choisi est le canal 3GPP-Tux (Typical Urban)
[6]. Ce mode`le a e´te´ de´veloppe´ par le 3GPP (3rd Generation Partnership Project), qui est un
groupe de collaboration entre plusieurs associations de te´le´communications. Le canal 3GPP-
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Tux est base´ sur le mode`le COST-259 [21]. Il est utilise´ pour la conception de syste`me
de te´le´communications de nouvelle ge´ne´ration. Ce canal conside`re 20 chemins et utilise un
spectre Doppler de Jakes. La puissance moyenne des chemins suit la forme exponentielle
utilise´e pour le mode`le COST-259[6]. Les e´talements des de´lais sont semblables a` ceux utilise´s
dans le mode`le COST-259 pour des macros-cellules de tailles typiques [6].
Le temps de cohe´rence du canal est de 25 ms. Cela correspond a` un mobile se de´plac¸ant
a` 62 km/h et utilisant un syste`me de 4e ge´ne´ration a` 700 MHz. Sachant que l’intervalle de
mise a` jour du WiMAX mobile est 5 ms, le taux de mise a` jour de l’e´tat du canal (Tc/TTI)
est e´gal a` 5. Dans le sens montant de la transmission, c’est la station de base (le re´cepteur)
qui mesure le SNR. Par la suite, la station de base indique a` la station mobile via le message
UL MAP le sche´ma de modulation et de codage le plus approprie´ dans la prochaine trame.
La mesure du SNR s’effectue au de´but de chaque intervalle d’ordonnancement, qui co¨ıncide
avec la dure´e de la trame dans WiMAX. Le script ns-2 contenant le sce´nario et tous les
parame`tres de´taille´s de la simulation est pre´sente´ dans l’Annexe A.
5.3 Re´sultats des simulations
Nous allons pre´senter dans cette section les re´sultats des simulations. Chaque niveau de
diffe´renciation (32 niveaux) est combine´ avec les trois types de trafic. Les trafics que nous
avons utilise´s (voix, vide´o et donne´es) sont pre´sente´s dans la section 4.5 du chapitre 4. Pour
chaque combinaison, la simulation est re´pe´te´e 35 fois avec des re´alisations diffe´rentes du canal.
Les niveaux de diffe´renciation seront note´s comme suit :
DiffAMC(sche´ma,classe)
Ainsi, DiffAMC(4,8) indique le niveau utilisant le sche´ma d’AMC intelligent 4 et la classe
AMC nume´ro 8. Les niveaux de diffe´renciation sont aussi nume´rote´s de 1 a` 32. Par exemple,
le niveau nume´ro 1 est le DiffAMC(1,1), et le niveau nume´ro 9 est le DiffAMC(2,1). Dans
les figures, les niveaux sont groupe´s par classe AMC. Dans chaque groupement, nous avons
repre´sente´ les 4 sche´mas d’AMC intelligent.
5.3.1 Taux de perte de paquets
Le taux de perte de paquets est mesure´ au niveau de la couche application du routeur
connecte´ a` la station de base. Les re´sultats sont extraits des fichiers trace ge´ne´re´s par ns-2.
Nous nous inte´ressons dans notre e´tude a` l’impact de l’utilisation de DiffAMC sur le PER
duˆ aux erreurs de transmission. Par conse´quent, le taux de perte est calcule´ sans l’utilisation
d’un me´canisme de retransmission.
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Figure 5.1 Taux de perte de paquets pour le trafic de voix.
La figure 5.1 pre´sente les taux de perte de paquets pour le trafic de voix. Le taux de perte le
plus e´leve´ est re´alise´ par le niveau DiffAMC(1,1), avec un PER de 0,267. Le meilleur PER est
re´alise´ par le niveau DiffAMC(4,8), avec 0,012. Au sein de chaque classe AMC, nous pouvons
remarquer que le PER est de´croissant en fonction des sche´mas (du sche´ma 1 au sche´ma 4). En
moyenne, l’utilisation du sche´ma 2 ge´ne`re une diminution de 25%, par rapport au sche´ma 1.
L’ame´lioration moyenne du PER du sche´ma 3 par rapport au sche´ma 2 est de 46%, et celle
du sche´ma 4 est de 34%. Tous les sche´mas ont une tendance exponentielle de´croissante en
fonction des classes AMC. Les sche´mas 3 et 4, ont un comportement asymptotique, a` partir
de la classe 7 et 5, respectivement.
La figure 5.2 pre´sente les taux de perte de paquets pour le trafic de vide´o (MPEG-4).
Le taux de perte le plus e´leve´ correspond au niveau DiffAMC(1,1), avec une PER de 0,44.
Cette valeur tre`s e´leve´e est due a` la taille moyenne des paquets vide´o (3831 octets) qui sont
inadapte´s a` la valeur de BERmax de la classe 1. Par contre, et dans les meˆmes conditions,
nous remarquons que le niveau DiffAMC(4,1) arrive a` ge´ne´rer un PER de 0.19. Le meilleur
PER est re´alise´ par le niveau DiffAMC(4,8), avec 0,023. Au niveau de chaque classe AMC,
le PER est de´croissant en fonction des sche´mas. Le gain moyen du sche´ma 2 par rapport
au sche´ma 1 (AMC classique) est de 22%. Le sche´ma 3 ame´liore de 28.2 % par rapport au
sche´ma 2. Le sche´ma 4 arrive a` diminuer le PER de 46% par rapport au sche´ma 3, et par 70%
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Figure 5.2 Taux de perte de paquets pour le trafic de vide´o.
par rapport au sche´ma 1. De meˆme que pour le trafic de voix, tous les sche´mas ont une allure
exponentielle de´croissante en fonction des classes AMC. Le sche´ma 4, a un comportement
asymptotique, a` partir de la classe 7.
La figure 5.3 pre´sente les taux de perte de paquets pour le trafic de donne´es. De meˆme que
pour le trafic de vide´o, le PER le plus e´leve´ re´sulte de l’utilisation du niveau DiffAMC(1,1),
avec un taux de perte de 0.43. Le PER le moins e´leve´ est ge´ne´re´ par le niveau DiffAMC(4,8),
avec une valeur de 0.016. Similairement aux deux autres types de trafic, le PER est de´croissant
en fonction des sche´mas AMC. Le sche´ma 2 de l’AMC intelligent ame´liore le PER de 26%
, en moyenne, par rapport au sche´ma 1. Le sche´ma 3 diminue encore le PER de 40% par
rapport au sche´ma 2. Le sche´ma 4 arrive a` baisser le taux de perte de 39.5% par rapport
au sche´ma 3, ce qui se traduit par une ame´lioration totale de 74% par rapport au sche´ma 1.
Tous les sche´mas d’AMC intelligent de´croissent exponentiellement, en fonction des classes
AMC. Les sche´mas 3 et 4 ont un comportement asymptotique a` partir de la classe 7 et 5,
respectivement.
Nous avons pu ve´rifier dans cette sous section les diffe´rences en terme de PER re´sultants
de l’utilisation des diffe´rents niveaux DiffAMC. Nous avons aussi pu constater que quelle que
soit la classe AMC, le PER est toujours de´croissant du sche´ma 1 vers le sche´ma 4. Nous allons
voir dans ce qui suit l’impact des niveaux DiffAMC sur l’utilisation de la bande passante.
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Figure 5.3 Taux de perte de paquets pour le trafic de donne´es.
5.3.2 Taux d’occupation de la bande passante
Le taux d’occupation de la bande passante est mesure´ par l’ordonnanceur de la station de
base. Les re´sultats sont extraits des fichiers de de´bogage de PolyMAX. Le taux d’occupation
de la bande passante repre´sente le nombre de symboles OFDM utilise´s par le flux transmis,
par rapport au nombre de symboles disponibles dans la sous trame montante. Plus le taux
d’occupation de la bande passante est e´leve´, et plus le nombre de flux qui peuvent eˆtre
accepte´s par le syste`me, diminue. Par conse´quent, un taux d’occupation faible est toujours
pre´fe´rable, car cela augmente la capacite´ du syste`me de communication. Autrement dit, un
taux d’occupation e´leve´ contribue a` augmenter le couˆt, et vise versa.
Les niveaux de DiffAMC sont pre´sente´s dans cette sous section sous forme de 4 courbes.
Chaque courbe repre´sente 8 niveaux ayant le meˆme sche´ma AMC, en fonction des classes
AMC. La figure 5.4 pre´sente le taux d’occupation de la bande passante pour le trafic de voix.
Le taux d’occupation pour le trafic de voix varie entre 0.39% et et 0.67%, ge´ne´re´ respecti-
vement par les niveaux DiffAMC(1,1) et DiffAMC(4,8). Nous remarquons que toutes les
courbes sont line´airement croissantes en fonction des classes AMC. La courbe des niveaux
DiffAMC utilisant le sche´ma 1 (AMC classique) a une pente de 0.017 , et un taux d’occu-
pation moyen de 0.45%. La courbe pre´sentant le sche´ma 2 a une pente de 0.018, et un taux
d’occupation moyen de 0.47%. L’utilisation du sche´ma 2 se traduit par une augmentation du
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taux d’occupation de la bande passante de 4.61% en moyenne. La courbe des niveaux utilisant
le sche´ma d’AMC intelligent 3 a une pente de 0.019, et un taux d’occupation de 0.5%. Ainsi,
un niveau DiffAMC utilisant le sche´ma 3 utilise en moyenne 7% de plus de bande passante
qu’un niveau utilisant le sche´ma 2, et 12% de plus qu’un niveau de sche´ma 1. La courbe des
niveaux utilisant un sche´ma 4 a une pente croissante de 0.021, et un taux d’occupation moyen
de 0.59%. Les niveaux DiffAMC utilisant le sche´ma 4 consomment, en moyenne, 18.6% de
plus de bande passante que les niveaux utilisant le sche´ma 3, et 27% de plus que les niveaux
utilisant sche´ma 1.
La figure 5.5 illustre le taux d’occupation de la bande passante pour le trafic de vi-
de´o. Le taux d’occupation du trafic de vide´o varie entre 1.47% (DiffAMC(1,1)) et 3.28%
(DiffAMC(4,8)). De meˆme que pour les courbes du trafic de voix, toutes les courbes sont
line´airement croissantes en fonction des classes AMC. La courbe des niveaux DiffAMC utili-
sant le sche´ma 1 a une pente de 0.116 , et un taux d’occupation moyen de 1.88%. La courbe
repre´sentant les niveaux utilisant le sche´ma 2 a une pente croissante de 0.126. Le taux d’oc-
cupation de la bande passante est de 2%, ce qui repre´sente une augmentation de 6.8% en
moyenne par rapport au sche´ma 1. La courbe du sche´ma 3 a une pente de 0.129 et un taux
d’occupation de 8.81%. L’utilisation de la bande passante est en moyenne 8.6% et 16% plus
e´leve´e que le sche´ma 2 le sche´ma 1, respectivement. La courbe pre´sentant les niveaux Dif-
fAMC utilisant le sche´ma 4 a un coefficient directeur de 0.164. Le taux d’occupation de la
bande passante est en moyenne le plus e´leve´ avec 2.73%. Cela repre´sente une augmentation
de plus de 25% par rapport aux niveaux de sche´ma 3, et 36% par rapport a` ceux du sche´ma 1.
Le taux d’occupation de la bande passante pour le trafic de donne´es est pre´sente´ dans la
figure 5.6. Le taux d’occupation varie entre les valeurs 1.95 et 3.66%, ge´ne´re´es par les niveaux
DiffAMC(1,1) et DiffAMC(4,8). La courbe des niveaux DiffAMC utilisant le sche´ma 1 a une
pente de 0.066 et un taux d’occupation moyen de 2.15%. La courbe pre´sentant le sche´ma 2
a une pente de 0.077 et un taux d’occupation moyen de 2.26%. L’utilisation du sche´ma 2
engendre une augmentation du taux d’occupation de la bande passante de 5% en moyenne.
La courbe des niveaux utilisant le sche´ma 3 a une pente de 0.10 et un taux d’occupation
de 2.49%. Par conse´quent, les niveaux DiffAMC utilisant le sche´ma 3 utilisent en moyenne
10.57% de bande passante en plus que les niveaux du sche´ma 2, et 16% de plus que les niveaux
du sche´ma 1. La courbe pre´sentant les niveaux DiffAMC utilisant le sche´ma 4 a une pente
de 0.128. Le taux d’occupation moyen est de 3.2%, ce qui repre´sente une augmentation de
28% par rapport aux niveaux du sche´ma 3, et 41.5% par rapport a` ceux du sche´ma 4.
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Figure 5.4 Taux d’occupation de la bande passante pour le trafic de voix.
Figure 5.5 Taux d’occupation de la bande passante pour le trafic de vide´o.
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Figure 5.6 Taux d’occupation de la bande passante pour le trafic de donne´es.
5.4 Analyse et propositions
5.4.1 Analyse des re´sultats
En se basant sur les re´sultats de taux de perte de paquets et du taux d’occupation de la
bande passante, pre´sente´s dans les sections 5.3.1 et 5.3.2, nous avons analyse´ l’efficacite´ de
chaque niveau en comparaison avec les autres. Nous avons applique´ un processus de raffinage
nous permettant de trouver les points Pareto et les dominances. Ainsi, tous les niveaux
inefficaces sont e´limine´s. Nous conside´rons qu’un niveau i est inefficace s’il existe un autre
niveau j dont le PER et le taux d’occupation sont conjointement infe´rieurs. Dans un tel cas,
le niveau j est beaucoup plus avantageux a` utiliser (j domine i). La premie`re e´tape consiste a`
e´liminer tous les niveaux juge´s inefficaces. Si 2 niveaux ge´ne`rent le meˆme PER (a` 3 de´cimaux
pre`s), nous gardons le niveau DiffAMC ayant le taux d’occupation le moins e´leve´. De l’autre
cote´, si deux niveaux ont le meˆme taux d’occupation, c’est le niveau ge´ne´rant le PER le
plus faible qui est conserve´. La deuxie`me e´tape consiste a` trier tous les niveaux par PER
de´croissant. Dans la troisie`me, et dernie`re e´tape, les niveaux de la partie asymptotique sont
e´limine´s. Ainsi, tous les niveaux DiffAMC utilisant le meˆme sche´ma, et qui n’ame´liore pas
significativement le PER (moins de 1%) sont e´limine´s. En effet, ces niveaux n’ame´liorent pas
le PER, mais le taux d’occupation continue d’augmenter de fac¸on line´aire (voir section 5.3.2).
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La figure 5.7 illustre les re´sultats obtenus par les 32 niveaux de diffe´renciation DiffAMC
pour le trafic de voix. Le tableau 5.3 pre´sente les 11 niveaux DiffAMC (sur un total de 32)
que nous avons retenus pour ce trafic. Le niveau nume´ro 5 (en gras) est la combinaison
correspondante au niveau utilise´ par le WiMAX ; avec un AMC classique et un BERmax de
10−6. Les 11 niveaux retenus ont un PER allant de 0.267 a` 0.012, et un taux d’occupation
allant de 0.39% a` 0.634%. Nous remarquons que la classe 8 (BERmax = 10
−9) n’est pas
utilise´e. En effet, la taille moyenne des paquets de voix ne ne´cessite pas un BERmax aussi
e´leve´. Tous les niveaux DiffAMC de cette classe ont e´te´ e´limine´s car ils n’ame´liorent pas le
PER de fac¸on significative, mais augmentent le taux d’occupation. Il est aussi a` noter que
les classes 6 et 7 utilise´es dans les niveaux 22, 23 et 30 n’ame´liorent que tre`s le´ge`rement le
PER. Si l’e´tape d’e´limination des doublons e´tait effectue´e a` 2 de´cimaux pre`s, ils seraient aussi
e´limine´s. Le sche´ma d’AMC intelligent nume´ro 2, n’est pas utilise´. En effet, pour le trafic de
voix, les niveaux DiffAMC utilisant le sche´ma 2 ont tendance a` eˆtre de´classe´s par les classes
basses du sche´ma 3, et par les classes hautes du sche´ma 1. Avec approximativement le meˆme
PER, ces classes offrent en ge´ne´ral un taux d’occupation de la bande passante moins e´leve´.
La figure 5.8 illustre les re´sultats obtenus par les 32 niveaux de diffe´renciation DiffAMC
pour le trafic de vide´o. Le tableau 5.4 pre´sente les 14 niveaux DiffAMC que nous avons retenus.
Les 14 niveaux DiffAMC ge´ne`rent un PER allant de 0.343 a` 0.023, et un taux d’occupation
de la bande passante de 1.6 a` 3.2%. Tous les sche´mas AMC intelligents sont utilise´s. Nous
remarquons que les niveaux utilisant les sche´mas 1 et 2 sont ge´ne´ralement combine´s a` des
classes basses (≤ 5). Les sche´mas 3 et 4 retenus sont pour la plupart des combinaisons avec
des classes hautes (≥ 5). Le niveau de fiabilite´ offert par le WiMAX (nume´ro 5), ge´ne`re un
PER de 0.13 et un taux d’occupation de 1.927%. Avec DiffAMC, ce niveau peut eˆtre tre`s
avantageusement e´change´ avec le niveau DiffAMC(2,5) (niveau 13). En effet, cela nous fait
gagner plus de 31% en terme de PER, et en ne conce´dant que 7% de taux d’occupation.
La figure 5.9 illustre les re´sultats obtenus par les 32 niveaux de diffe´renciation DiffAMC
pour le trafic de donne´es. Le tableau 5.5 pre´sente les 14 niveaux DiffAMC que nous avons
retenus pour ce trafic. Ces niveaux ge´ne`rent un PER allant de 0.321 a` 0.016, et un taux
d’occupation de la bande passante de 1.99 a` 3.53%. Tous les sche´mas AMC intelligents de
DiffAMC sont utilise´s dans les niveaux retenus. Les sche´mas AMC 3 et 4 sont uniquement
utilise´s avec des classes hautes. De la meˆme fac¸on que pour le trafic vide´o, le niveau de
fiabilite´ du standard WiMAX (Niveau 5) correspondant au niveau DiffAMC(1,5) peut eˆtre
remplace´ par le niveau DiffAMC(2,5). Ce changement nous fait gagner 32% en terme de
PER, en conce´dant uniquement 4% de bande passante en plus.
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Figure 5.7 Taux d’occupation de la bande passante en fonction du taux de perte de paquets
pour le trafic de voix.
Tableau 5.3 Sche´mas de diffe´renciation DiffAMC pour le trafic de voix apre`s raffinage.
Nume´ro Niveau Taux Taux
du DiffAMC de perte d’occupation
niveau (Sche´ma, Classe) de paquets de BW (%)
1 (1,1) 0.2674 0.3902
2 (1,2) 0.1809 0.4080
3 (1,3) 0.1145 0.4258
4 (1,4) 0.0750 0.4432
5 (1,5) 0.0527 0.4621
19 (3,3) 0.0367 0.4759
20 (3,4) 0.0212 0.4986
21 (3,5) 0.0158 0.5181
22 (3,6) 0.0145 0.5356
23 (3,7) 0.0139 0.5536
30 (4,6) 0.0124 0.6340
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Figure 5.8 Taux d’occupation de la bande passante en fonction du taux de perte de paquets
pour le trafic de vide´o.
Tableau 5.4 Sche´mas de diffe´renciation DiffAMC pour le trafic vide´o apre`s raffinage.
Nume´ro Niveau Taux Taux
du DiffAMC de perte d’occupation
niveau (Sche´ma, Classe) de paquets de BW (%)
2 (1,2) 0.3432 1.6032
10 (2,2) 0.2895 1.6919
3 (1,3) 0.2613 1.7072
11 (2,3) 0.1956 1.8186
4 (1,4) 0.1819 1.8280
5 (1,5) 0.1330 1.9276
13 (2,5) 0.0913 2.0778
20 (3,4) 0.0853 2.1243
14 (2,6) 0.0707 2.2218
21 (3,5) 0.0589 2.2413
23 (3,7) 0.0403 2.5116
29 (4,5) 0.0317 2.8485
31 (4,7) 0.0268 3.1371
32 (4,8) 0.0238 3.2833
77
Figure 5.9 Taux d’occupation de la bande passante en fonction du taux de perte de paquets
pour le trafic de donne´es.
Tableau 5.5 Sche´mas de diffe´renciation DiffAMC pour le trafic de donne´es apre`s raffinage.
Nume´ro Niveau Taux Taux
du DiffAMC de perte d’occupation
niveau (Sche´ma, Classe) de paquets de BW (%)
2 (1,2) 0.3215 1.9951
3 (1,3) 0.2229 2.0381
4 (1,4) 0.1465 2.1138
5 (1,5) 0.0952 2.1587
13 (2,5) 0.0647 2.2634
7 (1,7) 0.0524 2.3163
8 (1,8) 0.0423 2.4153
15 (2,7) 0.0398 2.4665
21 (3,5) 0.0290 2.5293
22 (3,6) 0.0232 2.6462
23 (3,7) 0.0201 2.7686
24 (3,8) 0.0187 2.8815
30 (4,6) 0.0173 3.4012
31 (4,7) 0.0169 3.5392
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5.4.2 Proposition de de´ploiement
Le me´canisme DiffAMC peut eˆtre inte´gre´ dans n’importe quel standard utilisant l’AMC.
Aucune modification du standard n’est ne´cessaire car DiffAMC utilise le sche´ma de retour
d’information classique de l’AMC. Le support de DiffAMC par un standard existant ne´cessite
uniquement une mise a` jour logicielle de l’ordonnanceur et de la base de donne´es de la station
de base. En effet, l’ordonnanceur doit choisir le sche´ma de modulation et de codage en fonction
du niveau DiffAMC. Ce choix est base´ sur les donne´es retourne´es par la station mobile pour
le sens montant, et localement pour le sens descendant. La sous-couche de diffe´renciation par
classe AMC, ne´cessite un espace de stockage supple´mentaire (quelques kilo-octets) pour les
seuils de changement par classe AMC. La sous-couche de diffe´renciation par AMC intelligent a
besoin d’un champ supple´mentaire dans la base de donne´es de la station de base, contenant les
SNR pre´ce´dents de chaque station. Aucune modification n’est ne´cessaire dans les terminaux
mobiles. Du point de vue mate´riel, aucune modification n’est requise, que ce soit au niveau
de la station de base ou pour les terminaux mobiles.
En cas de de´ploiement de DiffAMC, un ope´rateur peut proposer par exemple 3 classes de
fiabilite´ (QoR, Quality of Reliability) a` ses utilisateurs. Ces classes peuvent eˆtre e´ventuelle-
ment combine´es avec les niveaux de diffe´renciation DiffServ (EF, AF, BE) de la couche IP
[50]. En vue des re´sultats obtenus par simulation, nous pouvons proposer pour chaque type
de flux trois niveaux de protection DiffAMC :
– normale ;
– e´leve´e ;
– maximale.
La protection normale offre un niveau de fiabilite´ acceptable. Nous avons choisi un niveau
de fiabilite´ assurant un PER infe´rieur a` 10%, quel que soit le type de trafic. La protection
e´leve´e peut eˆtre utilise´ pour les utilisateurs de´sirant be´ne´ficier d’une fiabilite´ accrue. Cette
dernie`re garantit un PER infe´rieur a` 6%. Finalement, la protection maximale assurant un
PER infe´rieur a` 3% peut eˆtre propose´e aux utilisateurs du re´seau dont le me´tier exige une
disponibilite´ tre`s e´leve´e, ou encore aux utilisateurs tre`s exigeants. Il est aussi a` noter que
toutes ces valeurs sont obtenues avec un mode`le de canal sans fil tre`s exigeant. De meilleures
conditions vont ge´ne´rer des taux de perte de paquets moins e´leve´s. Le tableau 5.6 pre´sente
les niveaux DiffAMC qui peuvent eˆtre assigne´s a` chaque niveau de protection.
5.5 Conclusion
Nous avons pre´sente´ dans ce chapitre les re´sultats de simulations obtenus par le me´canisme
DiffAMC. Nous avons pu ve´rifier le potentiel de DiffAMC en terme de diffe´renciation du
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Tableau 5.6 Les niveaux de fiabilite´ propose´s en fonction des niveaux DiffAMC.
Type Protection Protection Protection
de trafic normale e´leve´e maximale
Voix DiffAMC(1,4) DiffAMC(3,3) DiffAMC(4,6)
PER=0.0750 PER= 0.0367 PER= 0.0124
BW=0.4432 BW= 0.4759 BW= 0.6340
Vide´o DiffAMC(2,5) DiffAMC(3,5) DiffAMC(4,8)
PER=0.0913 PER=0.0589 PER=0.0238
BW=2.0778 BW=2.2413 BW=3.2833
Donne´es DiffAMC(2,5) DiffAMC(3,5) DiffAMC(4,6)
PER=0.0647 PER=0.0290 PER=0.0173
BW=2.2634 BW=2.5293 BW=3.4012
niveau de fiabilite´ dans un environnement re´aliste. En effet, nous avons teste´ 32 niveaux
DiffAMC ve´hiculant 3 types de trafic diffe´rents. Les re´sultats obtenus ont e´te´ analyse´s en vue
de garder les niveaux les plus performants. Finalement, 3 classes de fiabilite´ (QoR) ont e´te´
propose´es. A` chaque classe, nous avons assigne´ un niveau DiffAMC.
80
CHAPITRE 6
CONCLUSION
Synthe`se des travaux
Ce me´moire de maˆıtrise a e´te´ consacre´ au de´veloppement de DiffAMC, un nouveau me´ca-
nisme de diffe´renciation de fiabilite´ dans un environnement sans fil. DiffAMC peut eˆtre inte´gre´
dans la couche MAC de n’importe quel syste`me de communication, du moment que ce der-
nier utilise l’adaptation de la modulation et du codage (AMC). Dans un premier temps, nous
avons introduit le cadre ge´ne´ral dans lequel le me´canisme DiffAMC va e´voluer. Nous avons
pre´sente´ le canal sans fil a` e´vanouissement, ainsi qu’une revue de litte´rature sur les techniques
d’adaptation de lien en s’attardant sur l’adaptation de modulation et codage (AMC).
Par la suite, nous avons de´taille´ le fonctionnement du me´canisme DiffAMC, constitue´
de deux sous-couches de diffe´renciation. La premie`re sous-couche re´alise une diffe´renciation
base´e sur l’utilisation de plusieurs contraintes sur le taux d’erreur binaire maximal, plutoˆt
qu’une seule contrainte dans le cas de l’AMC classique. La deuxie`me sous-couche effectue une
diffe´renciation base´e sur l’AMC intelligent [14]. Ce dernier est une technique que nous avons
de´veloppe´e afin de reme´dier a` certain inconve´nients de l’AMC. En effet, l’AMC intelligent
est conc¸u pour diminuer les effets de la variation de l’e´tat du canal ente deux mesures de
SNR. La deuxie`me sous-couche de DiffAMC exploite l’AMC intelligent afin d’offrir plusieurs
niveaux de diffe´renciation.
Les performances des deux sous couches de diffe´renciation ont e´te´ e´value´es se´pare´ment
puis conjointement en fonction du taux de perte de paquets et du de´bit moyen par symbole.
Les re´sultats obtenus confirment le bon fonctionnement de DiffAMC. Afin de valider les per-
formances de DiffAMC dans un environnement re´aliste, nous avons de´veloppe´ une plateforme
de simulation pour re´seaux WiMAX. Cette plateforme est constitue´e du module PolyMAX
[15] que nous avons conc¸u pour s’inte´grer dans le simulateur de re´seaux ns-2. La plateforme
simule un re´seau WiMAX supportant la prise en charge des classes de QoS du standard Wi-
MAX, d’un canal sans fil parame´trable et du me´canisme DiffAMC. Finalement, nous avons
e´value´ les performances de DiffAMC en utilisant notre plateforme de simulation et un en-
semble de trois types de trafic, voix, vide´o et donne´es. Les re´sultats obtenus ont confirme´
que DiffAMC peut offrir une diffe´renciation du niveau de fiabilite´. Nous avons analyse´ les
re´sultats par type de trafic afin de se´lectionner les niveaux les plus efficaces. Enfin, nous avons
propose´ 3 classes de fiabilite´ base´es sur DiffAMC.
81
Limitations
L’ensemble de notre analyse a e´te´ base´e sur les re´sultats des simulations. Les re´sultats
obtenus ont servi a` e´tablir le potentiel de DiffAMC. Ne´anmoins, ils ne peuvent pas eˆtre
conside´re´s comme des guides pratiques et preˆts a` l’utilisation. En effet, un de´ploiement de
DiffAMC ne´cessite d’effectuer une batterie de mesures sur le terrain afin de bien choisir les
parame`tres et de se´lectionner les niveaux les plus efficaces. Le choix des parame`tres des sous-
couches DiffAMC est lie´ a` la politique de diffe´renciation que l’ope´rateur souhaite mettre en
place. Les sche´mas DiffAMC (deuxie`me sous-couche DiffAMC) doivent eˆtre pense´s en fonction
du service a` offrir aux utilisateurs. Un autre aspect tre`s important est la caracte´risation du
trafic. Le choix des seuils pour les classes AMC (premie`re sous-couche DiffAMC) pourrait
eˆtre grandement ame´liore´ avec une bonne connaissance des spe´cificite´s du trafic.
Axes de recherches futures
A` la lumie`re des re´sultats obtenus, deux axes de recherche peuvent eˆtre explore´s. Le
premier concerne l’impact de DiffAMC sur la capacite´ d’un syste`me de communication. Nous
savons qu’un me´canisme de diffe´renciation de fiabilite´, comme DiffAMC, est sense´ ame´liorer
la capacite´, mais ce que nous ignorons c’est jusqu’a` quel niveau ? En effet, ce qui compte
vraiment pour un ope´rateur c’est la capacite´ de son re´seau. Par conse´quent, l’e´tude de l’impact
de DiffAMC sur les re´gions d’admission peut amener beaucoup plus de cre´dibilite´ a` DiffAMC.
Une e´tude de ce genre pour un re´seau WiMAX serait grandement facilite´e par le fait que
la plateforme de simulation est de´ja` preˆte. Le deuxie`me axe de recherche se rapporte a`
l’utilisation de la technique MIMO. En effet, il serait inte´ressant de ge´ne´raliser le me´canisme
DiffAMC en ajoutant un degre´ de liberte´ supple´mentaire. DiffAMC peut eˆtre de´ploye´, par
exemple, en tenant compte des sous-canaux MIMO classe´s selon leur qualite´. Ce classement
est bien e´videmment variable dans le temps. Les niveaux de diffe´renciation seront alors une
combinaison de DiffAMC et d’un sous-canal MIMO. Il serait inte´ressant d’e´tudier une telle
combinaison surtout que DiffAMC peut re´duire l’impact d’un mauvais classement des canaux.
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ANNEXE A
INSTRUCTIONS DU SCRIPT NS-2
Affectation des variables de simulation passe´es en arguments
set seed [lindex $argv 0] ;# entre´e 1: Graine pour ge´ne´rateur ale´atoire
set run $seed
set nb_UGS [lindex $argv 1] ;# entre´e 2: Nbr de station de voix
set nb_rtPS [lindex $argv 2] ;# entre´e 3: Nbr de station de video
set nb_BE [lindex $argv 3] ;# entre´e 4: Nbr de station de donne´es
set e [lindex $argv 4] ;# entre´e 5: Classe AMC
set model [lindex $argv 5] ;# entre´e 6: Sche´ma AMC
set offset [lindex $argv 6] ;# entre´e 7: Variable offset
set range [lindex $argv 7] ;# entre´e 8: Porte´e d’extrapolation
Affectation des variables globales
set output_dir . ;# re´pertoire de sortie par de´faut
set traffic_start 20 ;# de´but de trafic
set traffic_stop 80 ;# fin de trafic
set simulation_stop 90 ;# fin de simulation
Parame`tres WiMAX
WimaxScheduler/BS set dlratio_ 0.2 ;# rapport dl/ul
Mac/802_16 set queue_length_ 500 ;# taille de la file d’attente
Mac/802_16 set fbandwidth_ 20e+6 ;# largeur de la bande passante
Mac/802_16 set client_timeout_ 50 ;# temps avant de´connexion
Phy/WirelessPhy/OFDM set g_ 0.0625 ;# pre´fixe cyclique
set bs_sched [new WimaxScheduler/BS] ;# Cre´ation d’une instance de l’ordonnanceur
Mac/802_16 set frame_duration_ 0.005 ;# dure´e de la trame WiMAX
Mac/802_16 set rtg_ 10 ;# nombre de Slot entre sous-trames up et down
Mac/802_16 set ttg_ 10 ;# nombre de Slot entre sous-trames down et up
Mac/802_16 set dcd_interval_ 5 ;# intervale entre 2 Downlink Channel Descriptor
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Mac/802_16 set ucd_interval_ 5 ;# intervale entre 2 Uplink Channel Descriptor
Mac/802_16 set init_rng_interval_ 1 ;# intervale entre 2 ranging
Mac/802_16 set lost_dlmap_interval_ 0.6 ;# intervale de perte de sync de DL_MAP
Mac/802_16 set lost_ulmap_interval_ 0.6 ;# intervale de perte de sync de UL_MAP
# Affectation des Timer WiMAX
Mac/802_16 set t1_timeout_ [expr 5* [Mac/802_16 set dcd_interval_]]
Mac/802_16 set t2_timeout_ [expr 5* [Mac/802_16 set init_rng_interval_]]
Mac/802_16 set t3_timeout_ 0.2
Mac/802_16 set t6_timeout_ 3
Mac/802_16 set t12_timeout_ [expr 5* [Mac/802_16 set ucd_interval_]]
Mac/802_16 set t16_timeout_ 0.1
Mac/802_16 set t17_timeout_ 5
Mac/802_16 set t21_timeout_ 0.02
Mac/802_16 set contention_rng_retry_ 16 ;# Nombre max de retransmission de RNG_MSG
Mac/802_16 set invited_rng_retry_ 16 ;# Nombre max de d’invitation de RNG_MSG
Mac/802_16 set request_retry_ 16 ;# Nombre max de retransmission de reque^tes
Mac/802_16 set reg_req_retry_ 3 ;# Nbr max de reque^tes d’enregistrement
Mac/802_16 set tproc_ 0.001
Mac/802_16 set dsx_req_retry_ 3 ;# Nombre max de retransmission reque^te QoS
Mac/802_16 set dsx_rsp_retry_ 3 ;# Nombre max de retransmission re´ponse QoS
Mac/802_16 set rng_backoff_start_ 2 ;# taille min de fenetre backoff de RNG
Mac/802_16 set rng_backoff_stop_ 16;# taille max de fenetre backoff de RNG
Mac/802_16 set bw_backoff_start_ 2 ;# taille min de fenetre backoff de BW
Mac/802_16 set bw_backoff_stop_ 16;# taille max de fenetre backoff de BW
Mac/802_16 set scan_duration_ 50 ;# dure´e max de balayage du canal
Mac/802_16 set interleaving_interval_ 50 ;# intervale d’entrelassement
Mac/802_16 set scan_iteration_ 2 ;# Nombre de tentative de balayage
Mac/802_16 set t44_timeout_ 0.1 ;# timer t44
Mac/802_16 set max_dir_scan_time_ 0.2 ;# temps max pour scanner les BS adjacents
Mac/802_16 set scan_req_retry_ 3 ;# Nbr max de reque^tes
Parame`tres des noeuds sans fil
set opt(netif) Phy/WirelessPhy/OFDM ;# network interface type
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set opt(mac) Mac/802_16/BS ;# MAC type
set opt(ifq) Queue/DropTail/PriQueue ;# interface queue type
set opt(ll) LL ;# link layer type
set opt(ant) Antenna/OmniAntenna ;# antenna model
set opt(ifqlen) 50 ;# max packet in ifq 50
set opt(adhocRouting) DSDV ;# routing protocol
set opt(x) 1100 ;# X dimension of the topography
set opt(y) 1100 ;# Y dimension of the topography
De´finir la fonction de de´sallocation et de fermeture des fichiers
proc finish {} {
global ns tf output_dir nb_mn traffic_file
$ns flush-trace
close $tf
close $traffic_file
exit 0
}
Cre´ation d’une instance du simulateur
set ns [new Simulator]
$ns use-newtrace
Cre´ation de la topologie sans fil
set topo [new Topography]
$topo load_flatgrid $opt(x) $opt(y)
puts "Topology created"
Ouverture du fichier trace de ns-2
set tf [open $output_dir/out.res w]
$ns trace-all $tf
puts "Output file configured"
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Mis en place de la hie´rarchie de routage : ne´cessaire pour l’acheminement vers la
station de base.
puts "start hierarchical addressing"
$ns node-config -addressType hierarchical
AddrParams set domain_num_ 2 ;# Nombre de domaine
lappend cluster_num 1 1 ;# Nombre de cluster pour chaque domaine
AddrParams set cluster_num_ $cluster_num
lappend eilastlevel 1 [expr ($nb_mn+1)] ;# Nombre de noeuds pour chaque cluster
(1 pour le noeud sink
1 pour la station mobile
1 pour la station de base)
AddrParams set nodes_num_ $eilastlevel
puts "Configuration of hierarchical addressing done"
Cre´ation de l’objet God (General Operation Director) Cet objet est responsable
d’enregistrer tous les e´ve`nements survenus.
create-god [expr ($nb_mn + 2)] ;# nb_mn + 2 (base station and sink node)
puts "God node created"
Cre´ation du noeud Sink :
set sinkNode [$ns node 0.0.0]
$sinkNode set X_ 501.0
$sinkNode set Y_ 500.0
$sinkNode set Z_ 0.0
puts "sink node created"
Cre´ation et configuration de la station de base (BS)
$ns node-config -adhocRouting $opt(adhocRouting) \
-llType $opt(ll) \
-macType Mac/802_16/BS \
-ifqType $opt(ifq) \
-ifqLen $opt(ifqlen) \
-antType $opt(ant) \
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-propType $opt(prop) \
-phyType $opt(netif) \
-channel [new $opt(chan)] \
-topoInstance $topo \
-wiredRouting ON \
-agentTrace ON \
-routerTrace ON \
-macTrace ON \
-movementTrace OFF
set bstation [$ns node 1.0.0]
$bstation random-motion 0
$bstation set X_ 500.0
$bstation set Y_ 500.0
$bstation set Z_ 0.0
[$bstation set mac_(0)] set-channel 0
Cre´ation du mode`le de base des station mobiles
$ns node-config -macType Mac/802_16/SS \
-wiredRouting OFF \
-macTrace ON ;# les station mobiles ne peuvent pas faire de routage
Initialisation des ge´ne´rateurs ale´atoires
for {set j 0} {$j< $nb_mn} {incr j} {
set diffRNG($j) [new RNG]
set snrRNG($j) [new RNG]
}
for {set j 1} {$j<=$run} {incr j} {
for {set i 0} {$i< $nb_mn} {incr i} {
$diffRNG($i) next-substream
$snrRNG($i) next-substream
}
}
for {set i 0} {$i< $nb_mn} {incr i} {
# start traffic distribution law
set diff($i) [new RandomVariable/Exponential]
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$diff($i) use-rng $diffRNG($i)
$diff($i) set avg_ 1.5
# snr distribution law
set newsnr($i) [new RandomVariable/Normal]
$newsnr($i) use-rng $snrRNG($i)
$newsnr($i) set avg_ $average_SNR
$newsnr($i) set std_ $deviation_SNR
}
Cre´ation et configuration des stations utilisant des connexions UGS (voix)
for {set i 0} {$i < $nb_UGS} {incr i} {
set wl_node_($i) [$ns node 1.0.[expr $i + 1]];# cre´er un noeud avec cette @
$wl_node_($i) random-motion 0 ;# de´sactiver la mobilite´
;#attach mn to basestation Attacher la SS et la BS
$wl_node_($i) base-station [AddrParams addr2id [$bstation node-addr]]
$wl_node_($i) set X_ [expr 340.0] ;##calculer la position du noeud
$wl_node_($i) set Y_ 550.0
$wl_node_($i) set Z_ 0.0
$ns at 0 "$wl_node_($i) setdest 1060.0 550.0 1.0"
puts "wireless node $i created ..."
#Cre´ation de la source de trafic
#-------------------------------
#Cre´er un agent UDP et l’attacher au noeud mobile
set udp_($i) [new Agent/UDP]
$udp_($i) set packetSize_ 10000
$ns attach-agent $wl_node_($i) $udp_($i)
# Cre´er un trafic CBR et l’attacher a` l’agent UDP
set cbr_($i) [new Application/Traffic/CBR]
$cbr_($i) set packetSize_ 60
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$cbr_($i) set interval_ 0.01
$cbr_($i) attach-agent $udp_($i)
# Cre´er un agent Null pour recevoir le trafic
set null_($i) [new Agent/Null]
$ns attach-agent $sinkNode $null_($i)
# Attacher les 2 agents
$ns connect $udp_($i) $null_($i)
# Parame`tres de SERVICE FLOW (QoS)
# --------------------------------
set MaxRateUGS 80000 ;# capacite´ a` allouer
set PeriodeUGS 2 ;# periodicite´
set ugs_ [expr ($MaxRateUGS/8)*$PeriodeUGS*$frame_duration]
puts ugs_=$ugs_
[$wl_node_($i) set mac_(0)] add-ServiceFlow 1 6 $ugs_ 0 0 0 0 $PeriodeUGS 0
# Parame`tres du CANAL SANS FIL
# ----------------------------
# De´finir le re´pertoire des MCS
[$wl_node_($i) set mac_(0)] set-mcs-folder ...
/tmp/ns-allinone-2.34/ns-2.34/wimax/wimax_mcs/
# De´finir le fichier canal
set wl_node_adr [expr $i + 1]
$bs_sched set-CHN $wl_node_adr ...
/tmp/ns-allinone-2.34/ns-2.34/tcl/wimax/channel/channel_3gppTux$seed.chn
# De´finir le parame`tres DiffAMC
# -----------------------------
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set AMC_e $e;
set AMC_model $model;
set AMC_offset $offset;
set AMC_range $range;
$bs_sched set-diffAMC $wl_node_adr $AMC_e $AMC_model $AMC_offset $AMC_range
}
Cre´ation et configuration des stations utilisant des connexions rtPS (MPEG-4)
for {set i $nb_UGS} {$i < [expr $nb_UGS+$nb_rtPS] } {incr i} {
set wl_node_($i) [$ns node 1.0.[expr $i + 1]];# cre´er un noeud avec cette @
$wl_node_($i) random-motion 0 ;# de´sactiver la mobilite´
;#attach mn to basestation Attacher la SS et la BS
$wl_node_($i) base-station [AddrParams addr2id [$bstation node-addr]]
$wl_node_($i) set X_ [expr 340.0] ;##calculer la position du noeud
$wl_node_($i) set Y_ 550.0
$wl_node_($i) set Z_ 0.0
$ns at 0 "$wl_node_($i) setdest 1060.0 550.0 1.0"
puts "wireless node $i created ..." ;# debug info
#Cre´ation de la source de trafic
#--------------------------------
#Cre´er un agent UDP et l’attacher au noeud mobile
set udp_($i) [new Agent/UDP]
$udp_($i) set packetSize_ 10000
$ns attach-agent $wl_node_($i) $udp_($i)
# Cre´er un agent Null pour recevoir le trafic
set null_($i) [new Agent/Null]
$ns attach-agent $sinkNode $null_($i)
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# Attacher les 2 agents
$ns connect $udp_($i) $null_($i)
# Parame`tres de SERVICE FLOW (QoS)
# --------------------------------
set MaxRatertPS 1024000 ;# capacite´ a` allouer
set PeriodertPS 6 ;# periodicite´
set ugs_ [expr ($MaxRatertPS/8)*$PeriodertPS*$frame_duration]
puts rtPS_=$rtPS_
[$wl_node_($i) set mac_(0)] add-ServiceFlow 1 4 $rtPS_ 0 0 0 0 $PeriodertPS 0
# Parame`tres du CANAL SANS FIL
# ----------------------------
# De´finir le re´pertoire des MCS
[$wl_node_($i) set mac_(0)] set-mcs-folder ...
/tmp/ns-allinone-2.34/ns-2.34/wimax/wimax_mcs/
# De´finir le fichier canal
set wl_node_adr [expr $i + 1]
$bs_sched set-CHN $wl_node_adr ...
/tmp/ns-allinone-2.34/ns-2.34/tcl/wimax/channel/channel_3gppTux$seed.chn
# De´finir le parame`tres DiffAMC
# -----------------------------
set AMC_e $e;
set AMC_model $model;
set AMC_offset $offset;
set AMC_range $range;
$bs_sched set-diffAMC $wl_node_adr $AMC_e $AMC_model $AMC_offset $AMC_range
}
Cre´ation et configuration des stations utilisant des connexions BE (donne´es)
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for {set i [expr $nb_UGS+$nb_rtPS]} {$i < $nb_mn} {incr i} {
set wl_node_($i) [$ns node 1.0.[expr $i + 1]];# cre´er un noeud avec cette @
$wl_node_($i) random-motion 0 ;# de´sactiver la mobilite´
;#attach mn to basestation Attacher la SS et la BS
$wl_node_($i) base-station [AddrParams addr2id [$bstation node-addr]]
$wl_node_($i) set X_ [expr 340.0] ;##calculer la position du noeud
$wl_node_($i) set Y_ 550.0
$wl_node_($i) set Z_ 0.0
$ns at 0 "$wl_node_($i) setdest 1060.0 550.0 1.0"
puts "wireless node $i created ..."
#Cre´ation de la source de trafic
#--------------------------------
#Cre´er un agent UDP et l’attacher au noeud mobile
set udp_($i) [new Agent/UDP]
$udp_($i) set packetSize_ 10000
$ns attach-agent $wl_node_($i) $udp_($i)
# Cre´er un trafic CBR et l’attacher a` l’agent UDP
set cbr_($i) [new Application/Traffic/CBR]
$cbr_($i) set packetSize_ 1500
$cbr_($i) set interval_ 0.01
$cbr_($i) attach-agent $udp_($i)
# Cre´er un agent Null pour recevoir le trafic
set null_($i) [new Agent/Null]
$ns attach-agent $sinkNode $null_($i)
# Attacher les 2 agents
$ns connect $udp_($i) $null_($i)
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# Parame`tres du CANAL SANS FIL
# ----------------------------
# De´finir le re´pertoire des MCS
[$wl_node_($i) set mac_(0)] set-mcs-folder ...
/tmp/ns-allinone-2.34/ns-2.34/wimax/wimax_mcs/
# De´finir le fichier canal
set wl_node_adr [expr $i + 1]
$bs_sched set-CHN $wl_node_adr ...
/tmp/ns-allinone-2.34/ns-2.34/tcl/wimax/channel/channel_3gppTux$seed.chn
# De´finir le parame`tres DiffAMC
# -----------------------------
set AMC_e $e;
set AMC_model $model;
set AMC_offset $offset;
set AMC_range $range;
$bs_sched set-diffAMC $wl_node_adr $AMC_e $AMC_model $AMC_offset $AMC_range
}
Cre´ation de la topologie filaire : un lien d’une capacite´ de 100Mb entre la station de
base et le routeur.
$ns duplex-link $sinkNode $bstation 100Mb 1ms DropTail ; #
Proce´dures d’enclenchement des trafics
# Proce´dure d’enclenchement du trafic de voix
---------------------------------------------
for {set i 0} {$i < $nb_UGS} {incr i} {
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set j [expr $i+1]
set t $j*[$diff($i) value]
$ns at [expr $traffic_start+$j*[$diff($i) value]] "$cbr_($i) start"
$ns at [expr $traffic_stop+$j*[$diff($i) value]] "$cbr_($i) stop"
puts [$diff($i) value]
}
# Proce´dure d’enclenchement du trafic de vide´o
----------------------------------------------
for {set i $nb_UGS} {$i < [expr $nb_UGS+$nb_rtPS]} {incr i} {
set j [expr $i+1]
$ns at [expr $traffic_start+$j*[$diff($i) value]] "sendpacket $i"
puts [$diff($i) value]
}
set traffic_file [open Terse_Jurassic.dat r]; # 33ms inter
set interArrival [expr 1.0/30.0]
puts $interArrival
# Proce´dure de lecture du fichier trace
---------------------------------------
proc sendpacket {arg1} {
global ns udp_ traffic_file interArrival
if {[eof $traffic_file]} {
$ns at [$ns now] "finish"
} else {
gets $traffic_file current_line
scan $current_line "%d" bytes
set time [$ns now]
$ns at [expr $time + $interArrival] "sendpacket $arg1"
$udp_($arg1) send $bytes
puts "VideoPkt size = $bytes "
}
}
# Proce´dure d’enclenchement du trafic de donne´es
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------------------------------------------------
for {set i [expr $nb_UGS+$nb_rtPS]} {$i < $nb_mn} {incr i} {
set j [expr $i+1]
set t $j*[$diff($i) value]
$ns at [expr $traffic_start+$j*[$diff($i) value]] "$cbr_($i) start"
$ns at [expr $traffic_stop+$j*[$diff($i) value]] "$cbr_($i) stop"
puts [$diff($i) value]
}
De´marrage et arreˆt du simulateur
$ns at $simulation_stop "finish"
$ns run
puts "Simulation done."
