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Resumen
El complejo de cohesina humano participa en procesos de segregación cromosómica,
reparación de ADN, organización de cromatina y regulación de la transcripción. Este
complejo, que forma un anillo que atrapa topológicamente DNA, está formado por cuatro
subunidades principales: Smc1A, Smc3, Rad21 y Stag1/2. Determinadas variantes de
componentes de este complejo que se han relacionado con cohesinopatías y cáncer. En
esta tesis se han empleado una serie de métodos de biología estructural computacional
(modelado por homología, técnicas de dinámica molecular clásica, dirigida y de poten-
ciales híbridos de mecánica cuántica y mecánica clásica, así como docking molecular) para
elucidar aspectos relevantes de la dinámica de cohesinas vinculada a la actividad ATPasa.
Además, se ha desarrollado MEPSA, una herramienta accesible que permite estandarizar
el análisis de superﬁcies de energía libre tridimensionales (un tipo de dato que resulta
frecuente en múltiples protocolos de dinámica molecular). Los resultados obtenidos en
esta tesis han permitido: i) describir cómo la unión del dominio C-terminal de Rad21
a la cabeza de Smc1A facilita la actividad ATPasa en el centro activo de Smc1A en el
anillo de cohesina, ii) caracterizar que esta actividad ATPasa desencadena un proceso de
acoplamiento alostérico entre los centros activos de Smc1A y Smc3 no descrito previa-
mente y iii) evaluar el efecto desestabilizador que tiene la hidrólisis de ATP en ambos
centros activos sobre la interfaz formada por los dominios cabeza de Scm1A y Smc3.
Asimismo, la descripción a escala atómica que ofrecen los modelos generados ha permi-
tido racionalizar múltiples variantes relacionadas con enfermedades humanas (síndrome
de Cornelia de Lange y cáncer) y mutaciones no neutras en levadura, así como la detección
de una nueva diana molecular para la búsqueda computacional de fármacos. Los resulta-
dos preliminares de un protocolo de docking molecular contra dicha diana han permitido
identiﬁcar una molécula capaz de inducir arresto en fase G2/M del ciclo celular en la línea
celular humana 293T.
Summary
Human cohesin complex is involved in processes of chromosome segregation, DNA repair,
chromatin organization and transcription regulation. This complex, which forms a ring
capable of topologically entrapping DNA, is formed by four core subunits: Smc1A, Smc3,
Rad21 and Stag1/2. Variants aﬀecting members of this complex have been directly related
to cohesinopathies and cancer. In this thesis a series of computational structural biology
methods (homology modeling, classical, biased and hybrid quantum mechanics/molecular
mechanics molecular dynamics techniques, as well as molecular docking) have been used
to elucidate relevant aspects of cohesin ATPase dynamics. In addition, a user-friendly
free energy analysis software (MEPSA) has been developed, streamlining the analysis of
3D free energy surfaces (a common type of data generated in many molecular dynamics
protocols). The results presented in this thesis have allowed to: i) describe how Rad21
C-terminal domain binding to the Smc1A head domain facilitates ATPase activity in the
Smc1A active site of a cohesin ring, ii) characterize that this ATPase activity triggers
a previously unreported allosteric coupling mechanism between Smc1A and Smc3 active
sites and iii) quantify the destabilizing eﬀect ATP hydrolysis in both active sites has over
the interface formed by Smc1A and Smc3 head domains. This structural framework has
made it possible to rationalize many disease-related (Cornelia de Lange syndrome and
cancer) human variants and yeast non-neutral mutations, also revealing a new molecular
target for in silico drug discovery. Preliminary results of a molecular docking protocol
against this target have yielded a drug capable of inducing G2/M cell cycle arrest in the
293T human cell line.
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1 | Introduction
1.1 Overview
Living organisms show robust mechanisms that allow them to perform their functions,
keeping strong levels of organization, both in space and time, in a wide range of con-
ditions. These mechanisms rely on a series of well-orchestrated chemical reactions that
have to take place in localized regions, at controlled rates and in a concerted fashion1.
These three aspects can be successfully governed thanks to the action of enzymes (i.e.
biological catalysts), the activity of which can be regulated through a wide range of
mechanisms (e.g. compartmentalization, pH, cofactors, regulatory proteins, and other
regulatory molecules). In order to understand and possibly alter or engineer biological
processes (e.g. novel therapeutic approaches, industrial uses, etc.) we unavoidably need
to describe in detail the catalytic mechanisms of enzymes, their regulatory mechanisms,
the eﬀect of their activities on their conformational dynamics, as well as the outcome
of their interaction with other molecules. All these aspects are determined by the con-
stituent atoms of each enzyme and the interactions between them, the substrates and the
environment (e.g. the solvent, ions, other cellular components, etc.). Therefore, if mecha-
nistic understanding of these systems is to be achieved, it must eventually be formulated
in atomistic terms2.
The most common notion of enzymes may depict them as catalysts which can accelerate
certain reactions in order to increase or decrease the concentration of particular molecules
in a given region and/or period of time. However, many proteins exhibit enzymatic activ-
ity, i.e. are enzymes, but their ultimate goal is not merely to transform their substrates
into products but to couple these chemical reactions with conformational changes that
ultimately exert their molecular function. Ubiquitous examples of this behavior can be
found along the ABC (ATP Binding Casette) ATPase protein family (Pfam: PF09818)3,
which hydrolyze ATP to energize various biological processes.
In this thesis we will focus on the cohesin protein complex, in particular on its ATPase
head region, which is structurally similar to an ABC ATPase transporter4,5. Cohesin is
a protein complex that forms a ring which, among other functions, holds together sister
chromatids during cell division ensuring a balanced chromosome segregation6. Opening
of the ring, necessary for both loading and unloading of DNA, is regulated by the ATPase
activity of a heterodimeric region, but there are still many relevant questions regarding
the mechanistic understanding of this process that are yet to be addressed7. In addition,
mutations in members of this complex are related with rare developmental diseases813,
the most frequent of which is Cornelia de Lange Syndrome (CdLS), as well as several
types of cancer1422. Unfortunately, in most of them, the molecular mechanisms that lead
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into disease still remain unexplained.
Although molecular knowledge of the cohesin function is steadily increasing, atomistic
description leading to full mechanistic understanding is yet to be achieved. To reach this
level of characterization, information coming from molecular biology experiments has to
be complemented by methods exhibiting atomic resolutions.
The dramatic increase in computation performance over the last decades, together with
the development of novel algorithms, is positioning computational modeling as a funda-
mental workhorse in the atomistic description of biological processes. By making use of
the available structural information through these computational techniques, the aims of
this thesis were i) to obtain an atomistic description of the ATPase region of this complex
to help answering some of those open questions, ii) oﬀer a new scheme to rationalize dis-
ease causing mutations and iii) pave the way for the proposal of potential novel therapies.
During the completion of these objectives, a free energy surface analysis tool, MEPSA
(Minimum Energy Path Surface Analysis), was developed to facilitate the data analysis of
the quantum mechanical simulations used to study the ATPase activity of cohesin. Alto-
gether, the results of these eﬀorts got condensed into two peer-reviewed publications23,24
available in appendices A and B, around which the results section is structured, giving an
extended vision on their hypotheses, methodologies and results. Prior to the description
of those results, an introduction to the computational techniques used and a schematic
depiction these thesis objectives are oﬀered in sections 1.2 and chapter 2 respectively.
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1.2 Computational Techniques in Structural Biology
1.2.1 Multiple Sequence Alignment
Variability of phenotypically relevant biological sequences (DNA, RNA or protein) is con-
strained by natural selection. Those sequences coding for key elements of organism ﬁtness
tend to vary signiﬁcantly less and, as long as they keep being functionally relevant, they
are usually conserved after both intra-genomic duplication and speciation phenomena. By
exploiting such function dependent conservation, the search for homology relationships
(i.e. sharing a common sequence ancestor) among biological sequences proves a powerful
bioinformatics tool to tackle many typical problems in molecular biology25.
Homology search requires comparison among sequences, which is performed by aligning
those sequences while following scoring criteria weighting the conserved matches, point
mutations, insertions and deletions. Given a pair of sequences and a scoring function,
Needleman-Wunsch and Smith-Waterman dynamic programming algorithms provide the
optimal global and local alignments respectively25. However, despite being inherently
generalizable to multiple sequence alignment (MSA), the computational cost of classic
dynamic programming algorithms grows exponentially with the number of sequences (N)
in at least: O(2NLN), where L is the average sequence length. This made such algorithms
unpractical for almost any MSA thus forcing the development of faster heuristics capable
of handling large number of sequences that approximate, but no longer guarantee, an
optimal solution, being the progressive alignment algorithms the ﬁrst to appear and most
widely used26.
The main characteristic of progressive alignment algorithms is the generation of a guide
tree that is iteratively followed to build the ﬁnal MSA in order to reduce computational
complexity. The guide tree is originally generated by hierarchical clustering of a distance
matrix of all the possible pairwise alignments. As these two steps (i.e. distance matrix
calculation and clustering) can represent computational bottlenecks when dealing with a
large number of sequences, diﬀerent heuristic solutions have been developed26. Speciﬁ-
cally, during this thesis Clustal Omega, the latest version of the widely used Clustal MSA
package, was used2729. The progressive alignment algorithm used in Clustal Omega is
capable of performing fast and accurate MSAs of a large number of sequences. By default,
instead of calculating all pairwise alignments among all N input sequences, Clustal Omega
uses a modiﬁed version of the mBed algorithm. If less than 100 input sequences are given,
mBed calculates a full distance matrix but, if more than 100 input sequences are used,
mBed only calculates the pairwise distances of all N sequences against a (log2(N))
2 long
subset of randomly chosen seed sequences. Alignments are performed with fast k-tuple
methods and the resulting distances are stored in N vectors, one for each input sequence,
of n elements, one for each seed sequence. These vectors are quickly clustered by an it-
erative bisecting k-means algorithm, having a hard-coded 100 elements cluster size limit.
To build the ﬁnal MSA, sequential proﬁle-proﬁle alignments along the resulting guide
tree must be performed, generating larger and larger MSAs until all the sequences are
contained. In Clustal Omega, proﬁles are converted by default to Hidden Markov Models
(HMMs) and aligned through the HHalign package.27,3032 The rough description of the
Clustal Omega workﬂow depicted in this introduction refers only to the default and more
common options, as it has been used in this work. However, for particular tasks, many
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aspects of the algorithm behavior can be tuned, activated or deactivated through a wide
range of command-line options and/or diﬀerent input ﬁles.
1.2.2 Homology Modeling
Homology modeling is the most widely used and accurate method for 3D structure pre-
diction. It is based on the observation that, in general, evolutionarily related protein
domains tend to share similar 3D shapes. Interestingly, 3D homology relationships tend
to last longer than sequence and function similarity and, therefore, it is considered the
most robust conserved feature of homologous protein domains. Although there are some
exceptions to this notion33 it is still valid for most of the cases34. Therefore, generally
having a protein with known 3D structure should provide information about the 3D shape
of its homologous proteins detected by the more labile sequence-sequence similarity, at
least for the highly conserved regions.
Thus, to obtain a structural model for a protein sequence, if we can detect homology
relationship by sequence similarity to another protein sequence with known 3D structure,
we should be able to assume a similar 3D shape for, at least, the sequence conserved
regions, obtaining a 3D homology model. The closer the homology between sequences
is the more reliable a model can be expected to be. This implies that good quality
alignments, capable of properly capture the conservation of key patterns and structures,
are an essential requirement to obtain insightful homology models.
Figure 1: Homology modeling ﬂowchart (Source: Venclovas, 201234).
Any homology modeling workﬂow (Fig. 1) consists of four iterative main steps34:
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• Identiﬁcation of homologous sequences with experimentally solved 3D structure to
be used as the template.
• Sequence-structure alignment to map the equivalent residues between target and
template sequences.
• 3D model generation using the template 3D structure and the sequence-structure
alignment.
• Model quality evaluation and workﬂow repetition until the quality threshold is
reached.
In this thesis, these steps were taken as follows. Identiﬁcation of homologous sequences
with known 3D structure was performed using a Basic Local Alignment Search Tool
(BLAST)35 search through the US National Center for Biotechnology Information (NCBI)
web servers36, using the sequence to be modeled as query and Protein Data Bank (PDB)
as the target database37. Once a homology candidate was detected, the conservation of
each sequence region was reﬁned by generating an MSA of closely homologous protein
sequences as well as our target and template sequences with Clustal Omega2729 that
was manually curated afterwards. Sequence-structure alignment was extracted from the
resulting MSA as, when working with closely related sequences, the MSA resulting from
this procedure usually oﬀers an accurate sequence-structure alignment34.
3D models were generated via SWISS-MODEL38 using the sequence-structure alignments
obtained with the described procedure and the template structure.
SWISS-MODEL is an automated homology modeling web server which, starting from
an input protein sequence, can automatically select a template or templates from the
SWISS-MODEL template library (SMTL), build a model from it/them and then evaluate
its quality. SMLT consists on a curated and annotated library of imported PDB37 en-
tries and, storing their associated template sequences in BLAST35 searchable databases
as well as in HHblits39 searchable HMM libraries38. When a target protein sequence is
introduced, SMLT is searched both with BLAST and HHblits obtaining a series of target-
template alignments which are then ﬁltered by a wide range of criteria (sequence identity,
sequence similarity, HHblits score, agreement between predicted secondary structure and
solvent accessibility of target and template)38. If more than one template is found a
structurally corrected MSA of their sequences is performed and an average framework
is generated. Input sequence is added to this MSA generating the alignment, obtaining
the ﬁnal alignment that describes residue correspondence40. The automation described
up to this point is optional as this process can be manually performed via the Deep-
View program40, allowing manual curation of the alignment, which can be worthy for
the more complex modeling tasks, as is the case of the models generated during this
thesis. Either starting from the fully automated process or a DeepView project, once a
sequence-template alignment is obtained, the SWISS-MODEL server derives atomic coor-
dinates from the structural framework following the sequence-template alignment. Then
nonconserved loops are modeled, missing backbone and side chains are reconstructed
and an estimation of the model quality is provided by the QMEAN composite scoring
function38.
In our case QMEAN was used just as a ﬁrst pass ﬁlter, as 3D models were stabilized
through Molecular Dynamics simulations monitoring the root mean square deviation of
their alpha carbon traces to converge at least to be in the range of the experimental
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resolution of the template structures. When excessive instability was detected, mod-
els were discarded, iterating through the modeling procedure until stability was ﬁnally
reached.
1.2.3 Atomistic simulations
Atomistic description of biomolecular phenomena is often experimentally unreachable
and can only be addressed through computer based simulations. Simulations can be
performed so that this atomistic description may lead to explanations of macroscopic
events, yet still retaining the possibility of discerning distinct levels of relevance between
the implicated atoms or molecules. This diﬀerential relevance can prove highly valuable
in proposing molecular biology experiments (e.g. proposal of novel drugs or prediction
of phenotype-inducing mutations) from an atomistic perspective, which is experimen-
tally unattainable. Thus, these techniques oﬀer a powerful tool to unravel previously
uncharacterized molecular mechanisms, especially when the conclusions they oﬀer can
be experimentally validated afterwards. The wide range of time (from femtoseconds to
seconds) and length scales (from angstroms to tens or hundreds of nanometers) in which
biomolecular phenomena take place makes the requirements of atomistic biomolecular
simulations highly dependent on the particular process to be studied. In this section, the
atomistic simulations techniques used during this thesis will be introduced.
1.2.3.1 Molecular dynamics
In molecular dynamics (MD) simulations, given an atomistic system and a potential
function, Newton's second equation of motion is numerically solved over discrete time
steps for every single atom, obtaining a description of the dynamics of that system in terms
of positions and momenta of its atoms over time. There is a plethora of well-established
MD packages available, e.g. NAMD41, GROMACS42, AMBER43, CHARMM44, etc. In
this thesis, due to previous expertise in the group, AMBER package43 was used. AMBER
refers to two things, a package of MD simulation programs and a molecular force ﬁeld
family (which can be used with other MD simulation packages). In this thesis both the
MD package and the force ﬁeld were used to generate the MD simulations and, therefore,
both aspects will be commented in this introduction.
Sander was the ﬁrst AMBER module capable of performing energy minimizations and
MD simulations among other functionalities. The most frequently used methods of sander
were rewritten with the objective of improving their performance in a reimplementation
called PMEMD (Particle Mesh Ewald Molecular Dynamics). One of the latest features
implemented in this regard is the ability to use Nvidia GPUs to parallelize calculations.
This GPU compatible executable was used in all the MD simulations generated during
this thesis, except when a hybrid quantum mechanics/molecular mechanics potential was
used, in which case a modiﬁed version of sander was used.
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Molecular mechanics force ﬁeld
For a simple isolated atomistic system, the second law of motion can be written as:
miai = fi fi = −δU
δri
(1.1)
The forces fi acting over each atom (i) with ri coordinates can be derived from the given
potential energy function U . Once the corresponding force is obtained, as the mass of
each atom (mi) is known, acceleration (ai) can be calculated. This potential energy, over
which forces are calculated, is function of the atomic positions and is usually deﬁned by a
molecular mechanics (MM) force ﬁeld. Although the nature of atomic interactions is es-
sentially quantum mechanical, the poor scalability of quantum mechanics methods make
these prohibitive for the kind of simulations MD is designed to tackle (105 or more atoms
during time scales of nanoseconds to milliseconds). Therefore, simpler approximations,
still capable of describing atomic motions accurately enough, are used (e.g. MM force
ﬁelds). Depending on the particular system and the properties to be studied, the infor-
mation the potential function has to describe varies. A potential function has to oﬀer a
suﬃciently accurate description of atomic interactions and, yet, be inexpensive enough
to make meaningful time scales and system sizes computationally aﬀordable. Therefore
there is no universal force ﬁeld but rather a wide range of individual developments with
diﬀerent aims. In this section we will focus on the AMBER force ﬁeld45,46, which is
widely used for the simulation of DNA and proteins. It is accurate enough to describe the
motion of atoms in biomolecules when there is no bond breaking or formation, which is
perfectly suited to study conformational dynamics and protein-protein interactions. Later
in the "Fireball" subsection of this chapter, the more accurate, yet far more expensive,
quantum-mechanical potential used to study chemical reactions will be discussed.
To allow the simulation of large polymers as proteins or nucleic acids, AMBER force ﬁeld
exhibits a simple enough potential energy function which oﬀers good balance between
sampling capabilities and accuracy in this type of systems. This potential energy function
can be decomposed in bonding and non-bonding terms:
U = Ubonding + Unon−bonding (1.2)
In the bonding potential energy (Ubonding) term, covalent interactions, which has to be
speciﬁed in the parameter-topology ﬁle (see "Input ﬁles" subsection), are deﬁned via har-
monic potentials constraining distances (bonds), bend angles and dihedral angles (proper
and improper torsions):
Ubonding = Ubonds + Uangles + Udihedral (1.3)
The potential energy for the bonds (Ubonds) can be written as:
Ubonds =
bonds∑
i
kri (ri − ri,eq)2 (1.4)
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Figure 2: Schematic representation of the bonding potentials deﬁned in the force ﬁeld: distances
(a), angles (b), proper torsions (c) and improper torsions (d).
where ri is the distance between atoms forming the bond (Fig. 2 a), ri,eq is the equilibrium
distance and kri is the harmonic potential constant, both speciﬁed in the force ﬁeld for
each bond.
The potential energy for the angles (Uanlges) can be written as:
Uanlges =
angles∑
i
kθi (θi − θi,eq)2 (1.5)
where θi is the angle value (Fig. 2 b), θi,eq is the equilibrium angle and kθi is the harmonic
potential constant, both speciﬁed in the force ﬁeld for each angle.
The potential energy for dihedral angle deﬁnitions (Udihedral) describing proper and im-
proper torsions can be written as:
Udihedral =
dihedrals∑
i
kφi [1 + cos(φi − φi,eq)] (1.6)
where φi the value of the dihedral angle, φ(i,eq) is the equilibrium angle and k
φ
i is the
harmonic potential constant, both speciﬁed in the force ﬁeld for each dihedral angle.
When the dihedral angle is measured over consecutively bonded atoms, it is considered
a proper torsion (Fig. 2 c), in contrast with improper torsions (Fig. 2 d), in which the
dihedral angle formed by non-consecutively bonded atoms is measured.
Non-bonding energy (Unon−bonding) describes van der Waals and electrostatic contribu-
tions:
Unon−bonding = ULJ + UCoulomb (1.7)
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Usually van der Waals forces are modeled through Lennard-Jones (ULJ) potential and
electrostatic interactions via Coulomb's law (UCoulomb) which, for ij pairs of atoms, can
be written as:
ULJ =
atoms∑
i<j
4ei,j
[(
σi,j
rij
)12
−
(
σi,j
rij
)6]
(1.8)
UCoulomb =
1
4pi0
atoms∑
i<j
[
qiqj
rij
]
(1.9)
where r stands for the distance between atom pairs, q for the charge of each atom and
0 for the vacuum permittivity constant. In Lennard-Jones potential deﬁnition e is the
depth of the potential well that describes the interaction between atoms i and j and σ
is the distance between atoms i and j at which the potential is zero, or, in other words,
the distance at which the interaction between atoms i and j starts to be repulsive. Both
e and σ have to be deﬁned fore each atom pair in the force ﬁeld. As both Unon−bonding
terms have to be calculated for every ij pair of atoms, the computational complexity for
computing Unon−bonding for N atoms is O(N2 +N). Therefore, even when fast evaluation
methods are used, the impact this calculation has over performance is dominant over
Ubonding and makes the simulation of biomolecular systems, which usually consist of several
thousand atoms, computationally intractable. To address this problem distance cut-oﬀs
are typically applied so that, for each atom, only the non-bonding interactions with atoms
closer than the speciﬁed cut-oﬀ are calculated. In the case of the simulations performed
during this thesis, the non-bonding cut-oﬀ used was 12 Å.
Summing all the previously mentioned terms, the potential energy function of the AMBER
force ﬁeld can be written as:
Ubonds =
bonds∑
i
kri (ri − ri,eq)2 +
angles∑
i
kθi (θi − θi,eq)2
+
dihedrals∑
i
kφi [1 + cos(φi − φi,eq)]
+
atoms∑
i<j
[(
AiAj
rij
)12
−
(
BiBj
rij
)6]
+
1
4pi0
atoms∑
i<j
[
qiqj
rij
] (1.10)
Thermodynamic ensemble
MD simulations are always performed in a particular thermodynamic ensemble, depend-
ing on the process to be studied or the conditions that are to be simulated. PMEMD
implementation supports three diﬀerent thermodynamic ensembles:
NVE: This ensemble, also known as microcanonical ensemble, represents a fully isolated
system with ﬁxed volume in which no heat or particles are exchanged with the environ-
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ment. In this conﬁguration the number of particles (N), volume (V), and total energy (E)
remain constant.
NVT: This ensemble, also known as canonical ensemble, represents a system with ﬁxed
volume and no particle transfer with the environment which is immersed in a heat bath
much larger than the system. The system is constantly in thermal equilibrium with the
heat bath and, therefore, if the temperature of the system changes due to any internal
process, a heat ﬂux from or to the bath is established, restoring the temperature of the
system to that of the bath. In this conﬁguration the number of particles (N), volume (V)
and temperature (T) remain constant.
NPT: This ensemble, also known as isothermal-isobaric ensemble, represents a system
with ﬁxed pressure and no particle transfer with the environment which is immersed in
a heat bath much larger than the system. Similarly to NVT, the heat bath implies that
any internal temperature ﬂuctuation of the system will be absorbed by the bath. In
this conﬁguration the number of particles (N), pressure (P) and temperature (T) remains
constant. This ensemble is the one that best mimics experimental conditions in an en-
zymology laboratory and, therefore, is the one used in the simulations generated during
this thesis.
In MD, in order to control pressure and temperature, barostat and thermostat algorithms
have to be used. In this thesis, temperature was regulated via a weak-coupling algo-
rithm47, which applies a scaling factor to the velocities of all atoms proportional to the
diﬀerence between the system temperature and the reference temperature value (ntt=1
option in AMBER). Pressure was controlled with an isotropic Berendsen barostat47 that
periodically rescales all coordinates by a factor proportional to the diﬀerence between the
system pressure and the reference pressure value (barostat=1 option in AMBER).
Initial structures
There are two typical sources of initial structures to performMD simulations with biomolecules:
structures that are available in the PDB37, usually from X-ray crystallography or NMR
(Nuclear Magnetic Resonance) experiments, and homology models. In either case, the
election of a good initial structure from the PDB is crucial to obtain informative results
from the MD simulation. Some of the factors to take into account during the election of
an initial structure are the methodology with which the structure has been obtained, its
resolution, how ligand locations have been determined, which conformation is stabilized
with the ligand used, the backbone mobility (e.g. b-factor in crystallographic structures
or conformer comparison in NMR) of certain regions, missing complex members, or com-
pletely unresolved regions. In the case of this thesis, homology models had to be used as
there were no structures available in the PDB for the human ATPase head region of the
cohesin complex bound to the C-terminal domain of Rad21. A description of the homol-
ogy modeling procedure is available in section 1.2.2 and the details about the generation
of the models used in this thesis can be found in section 3.2.4.
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Protonation state and disulphide bond prediction
In MD simulations, protonation states of residues and disulphide bonds are ﬁxed and they
have to be determined during the preparation of the initial structure. There are some pKa
calculation tools freely available like PROPKA48, MCCE49,50 and H++5153. H++ was
the one used to determine the protonation states of the structures used in the simulations
performed during in this thesis. Disulphide bond presence was evaluated by manually
checking the geometries of all the cysteine residues side chains present in the structure
one by one. Thorough disulphide bond detection is particularly important as otherwise
rearrangements of the tertiary structure of the protein could be artiﬁcially induced. If a
disulphide bond is detected, it has to be deﬁned via the LEaP module of the AMBER
package to annotate it in the parameter-topology ﬁle (see "Input ﬁles" subsection).
Solvent model
Biomolecules are usually surrounded by aqueous environments which play fundamental
roles in the way these molecules carry out their functions. To obtain a suﬃciently precise
atomistic description of a given molecular system it is necessary to describe its solvation
accurately enough. There are two main diﬀerent approaches to model the eﬀects of
aqueous environments in AMBER, implicit and explicit solvent.
Implicit solvent
Instead of explicitly simulating water molecules around the system, AMBER oﬀers an
implicit solvent alternative.
When estimating the solvation free energy of a molecule (∆Gsolv) we can decompose its cal-
culation into the "electrostatic" (∆Gelec) and "non-electrostatic" (∆Gnonelec) terms:
∆Gsolv = ∆Gelec + ∆Gnonelec (1.11)
where ∆Gnonelec is the free energy of solvating the molecule when all its charges are ignored
and ∆Gelec is the diﬀerence between the solvation free energy of the molecule when all its
charges are ignored and when they are added back.
∆Gnonelec can be decomposed into two major opposed components: the favorable van
der Waals interactions formed with the water molecules and the unfavorable breaking of
the water-water interactions. In the current implementation of the implicit solvent in
AMBER, ∆Gnonelec is proportional to the total surface accessible area of the molecule
with a proportionality constant parameterized from experimental solvation energies of
small non-polar molecules, being a fast term to calculate.
∆Gelec has traditionally been solved by the Poisson Boltzmann equation (PBE) which is
too computationally expensive to be used in molecular dynamics. A frequent solution is to
use approximations to PBE, such as the analytic Generalized Born method implemented
by AMBER developers.
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Despite being considered less accurate54,55, implicit solvent is widely used mainly for two
reasons. First, it can signiﬁcantly increase computational performance in terms of simu-
lation time generated per processor time in comparison with an explicit solvent model, in
which the interactions between all the solvent molecules have to be computed. Second,
it can perform conformational sampling faster than explicit solvent5659 over the same
period of simulated time. This eﬀect can be expected to be derived from two main eﬀects:
the reduction of solvent viscosity and possible alterations on the potential landscape as
interactions with solvent molecules are not explicitly modeled60. Therefore implicit sol-
vent may be attractive to tackle conformational sampling problems. On the contrary, the
resulting unreliability of the energy landscape and, most of all, its inability to explicitly
represent water molecules that could play major roles in the protein function (e.g. cat-
alytic roles) make this model completely unsuitable for the purposes of the simulations
generated during this thesis.
Explicit solvent
Figure 3: Graphic depiction of a TIP3P water model molecule.
In the explicit solvent approach a number of water model molecules, which are placed sur-
rounding the system, are atomistically simulated. When using explicit solvent molecules,
these usually become the major contributor to the number of atoms in the simulation
and, therefore, a critical aspect regarding computational eﬃciency. A wide range of wa-
ter models with varying levels of computational cost and accuracy exists6171. In solvent
focused simulations, in which solvent properties has to be reproduced as rigorously as
possible, the usage of more expensive and accurate solvent models can be convenient.
However, when working with biomolecules, the objective is usually to achieve a balance
between a precise enough representation of the conformational energy landscape and a
computational eﬃciency capable of reaching meaningful simulation times. Therefore clas-
sical force ﬁeld for biomolecules, like AMBER45,46 or CHARMM72,73 are parameterized
to use the simple but fast TIP3P water model. TIP3P is a 3-site water model in which,
in addition to the typical O-H bonds in water, the molecule is rigidiﬁed by an internal
H-H bond which keeps the H-O-H angle value at 104.52o (Fig. 3) and is parameterized
to be used in conjunction with the SHAKE algorithm. SHAKE algorithm, in its most
common use in AMBER, constrains all the bonds involving hydrogen atoms, removing
hydrogen vibrations from the calculation. As the time step in a MD simulation has to
be at least as short as the highest frequency motion in the system (i.e. hydrogen vi-
bration), removing hydrogen vibration with SHAKE allows time steps of 2 fs instead of
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the regular 1 fs, dramatically improving the computational eﬃciency of the simulation.
This constraint also makes TIP3P molecules to be treated as rigid bodies because their
three bonds involve hydrogen, which results convenient to further improve performance
since TIP3P water model only has deﬁned van der Waals radius for the oxygen atom,
being both hydrogen atoms contained within this radius. The forced rigidity induced by
SHAKE makes it impossible for hydrogen atoms to cross the van der Waals radius of the
oxygen atom, eliminating a possible source of error due to this reduction.
Periodic boundary conditions
To avoid errors related with boundary eﬀects, explicit solvent is commonly used under
periodic boundary conditions (PBC) that establish a boundary box deﬁning the primary
cell. PBC treats the system as if it had an inﬁnite extent, i.e. it was composed of an
inﬁnite number of copies of the primary cell in all directions. AMBER only keeps real
track of one single set of atoms but calculates the forces related to the non-bonding term
for all the atoms of the "inﬁnite system" via imaging techniques (Fig. 4), actually only
taking into account the relevant ones for the forces calculation (i.e. those within the
non-bonding cut-oﬀ).
Once the initial structure has been thoroughly evaluated, to solvate it, LEaP module
adds boxes of preequilibrated solvent model molecules until the distance from the box
boundaries to any atom of the solute are at least as long as the given cut-oﬀ (12 Å in
our case). In AMBER the shape of the PBC can be either a truncated octahedron or a
cuboid box, being cuboid the most common shape and the one used in this thesis.
When using Ewald summation methods (e.g. PMEMD in AMBER) to simulate heteroge-
neous systems, such as proteins solvated in water, strong artifacts in the chemical potential
of charged particles may occur if this systems have non-zero charge74. To avoid this, LEaP
can calculate system net charge and add a given number of monoatomic counterions (e.g.
Na+, Cl-) to neutralize it. After the solvation process has successfully ﬁnished, LEaP adds
counterions around the solvent, replacing solvent molecules, using a Coulombic potential
on a grid as the criterion to deﬁne the molecules to be substituted.
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Figure 4: Periodic boundary conditions. Figures a and b provide an schematic representation
of two frames of a 2D simulation with a periodic boundary setup. Green circles represent the
particles being simulated, gray circles represent the images generated by the boundary conditions
and the orange circles depict the non-bonding cutoﬀ radius, highlighting in red the images that fall
inside the cutoﬀ and, thus, those whose interaction with the green simulated particles is calculated.
Note the high impact a change in the non-bonding cutoﬀ is expected to have performance-wise.
To oﬀer a more realistic representation of the scale on which this principle was applied in the
simulations present in this thesis, periodic images of a solvation box (c) are sequentially added
along the x-axis (d), y-axis (e) and z-axis (d). White dots represent hydrogen atoms and red dots
oxygen atoms. The solvation box surrounds protein that cannot be seen for clarity purposes.
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Input ﬁles
In a standard MD simulation with AMBER there are mainly three kinds of mandatory
input ﬁles: "mdin" ﬁle (a ﬁle containing all the options and ﬂags that deﬁne the simulation
protocol), parameter-topology ﬁle and coordinates ﬁle.
Parameter-Topology ﬁle, also named "prmtop" ﬁle, essentially describes information that
doesn't change during the simulation and, therefore, the same ﬁle is used for the whole
simulation time, no matter how long it is. As its name indicates, contains two major sets
of data: parameters and topology. Parameters refer to the charge, atomic number, mass,
atom types, residue identiﬁers, and the molecular force ﬁeld parameters for each type
of atom, bond, angle and dihedral angles in the system. On the other hand, topology
describes the connectivity of all the atoms, which is used to infer the bonds, angles and
dihedral angles to be evaluated during each step. Additionally, if PBC are used, it lists
the last residue to be considered solute, the ﬁrst residue to be considered solvent, the
total number of molecules and the total number of atoms in each molecule.
A coordinate ﬁle, also named "coord" ﬁle, in contrast, describes the information that
changes during the simulation. Atomic coordinates are always present. If, during a MD
simulation, the options specify that certain frame is to be saved with its velocities, they
are written after the atomic coordinates, being the resulting ﬁle called "restart" instead of
"coord". Lastly, if an MD is run under constant pressure or constant volume conditions,
the size of the periodic box will also be added to the end of the ﬁle.
A "restart" ﬁle can be used to initiate a MD simulation using the velocities it contains,
being a useful tool to create periodic backups during a simulation execution. This pre-
vents major data losses in case the simulation is interrupted and also allows forking from
the initial trajectory (e.g. during energy surface generation; see "Free energy surfaces"
subsection).
Restraints
In addition to the harmonic potentials used in the MM force ﬁeld to deﬁne bonds, angles
and torsions, sometimes it is convenient to deﬁne ad-hoc potentials to modify the behavior
of certain groups of atoms, e.g. to protect gaps in the structure from opening, to perform
umbrella sampling, steered MD, etc. The most common way to generate these potentials
in AMBER is via a restraint ﬁle, in which the parameters deﬁning each potential will be
speciﬁed (Fig. 5). In section 3.2.4) the restrains applied during the simulations presented
in this thesis are detailed.
Minimization phase
Once the initial "coord" and "prmtop" ﬁles have been generated, three steps precede the
generation of productive free MD trajectories.
First, the structure is subjected to a number of energy minimization steps (in our case
15000). A minimization process is a numerical method which pretends to ﬁnd a particular
arrangement of an ensemble of independent variables that corresponds to a minima in a
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Figure 5: AMBER restraint potentials. In AMBER, restraint potentials are deﬁned using four
measurement values r1, r2, r3 and r4, deﬁning 5 regions for the potential. The region between r2
and r3 deﬁnes a ﬂat-bottomed potential so that, if r2 and r3 diﬀer, no energy penalty is applied
when the system samples that region. On the other hand the potential shape of the other four
regions is either a parabola or a linear function with independently conﬁgurable force constants
(rk1, rk2, rk3 and rk4) so that the potential has not to be necessarily symmetric if the user does
not want to.
given energy function, starting from an initial conﬁguration of those variables. In this case,
in which a geometry optimization is the objective, the ensemble of variables is composed
by the 3N atomic coordinates (being N the number of atoms) and the energy function
the MM force ﬁeld used.Given the extensive number of atoms present in biomolecular
systems, little conformational space sampling can be achieved. Consequently only small
rearrangements will be sampled and, therefore, convergence is extremely unlikely to hap-
pen. Nevertheless, this process is still worthy as it is highly eﬀective solving the most
problematic arrangements (e.g. collisions, abnormally long or short bond distances, etc.)
that could have resulted from the modeling procedure, ligand placement or any other
structure manipulation occurred during the initial structure preparation. In this thesis,
the minimization protocol was performed with AMBER, applying the default combina-
tion of methods (steepest descent and conjugate gradient). During minimization and,
most of all, equilibration phases the dihedrals of the Cα trace are restrained to prevent
artiﬁcial conformational changes. Other structural parameters, such as ligand binding
contacts, might also be restrained during this phase to prevent artiﬁcial disruptions that
may induce possible artifacts.
Equilibration phase
After minimization, the structure is ready to be gradually heated to the working temper-
ature (298 K). To introduce temperature in a system with no previous velocities, as is the
case, AMBER generates initial velocities from a Maxwell-Boltzmann distribution based
on the speciﬁed temperature value, and randomly assigns these velocities to the atoms in
the system. Initial velocities are randomly assigned using a low initial temperature value
(100 K in our case) and then the system temperature is raised at a constant rate (10 K
per ps in our case) until the speciﬁed value is reached (298 K in our case). This process
is divided in ten steps after each of which velocities are reassigned.
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Stabilization phase
Once the thermostat is set to the ﬁnal working temperature, a 20 ps long stabilization
phase begins, which consists on progressively removing the restraints applied during the
equilibration phase by gradually reducing the restraints force constants from their initial
values to 0. Depending on the study to be performed, it might be convenient to deﬁne
restraints that will be kept during the productive free MD trajectory. If that is the case,
these restraints should be present from the minimization phase. In the case of this thesis
restraints were used to protect structure gaps and to keep water molecules in catalytic
conﬁgurations to improve sampling.
Free Molecular Dynamics
After minimization, equilibration and stabilization phases, the system is ready to yield
a productive free MD trajectory. A basic control tool of the system stability during the
simulation is the root mean square deviation (RMSD) of the new calculated frames with
respect to a reference structure (typically the initial structure). The equation to calculate
it in each frame can be written as:
RMSD =
√√√√ 1
N
Atoms∑
i
(d2i ) (1.12)
whereN is the number of atoms over which RMSD is being evaluated and di is the distance
between atom i in the two structures. Generally, structures are aligned ﬁrst, minimizing
the atom distances, obtaining a consistent measurement of structural deviation. For
example, an RMSD value lower or equal to the resolution with which the initial structure
(or the structure used for modeling) was experimentally solved is a good initial indication
about the stability of the system. Depending on the system that is being simulated
many other indicators should be periodically checked as well, such as the evolution of
the diﬀerent energy components (total energy, kinetic energy, restraint energy, etc.) or
the root mean square ﬂuctuation (RMSF) of important regions. RMSF represents the
positional standard deviation of individual atoms and is frequently calculated over the
whole Cα trace, oﬀering a description of the positional dispersion of residues.
Steered Molecular Dynamics
Although MD simulation time scales typically range from nanoseconds to microseconds,
reaching even milliseconds with dedicated supercomputers75, dissociation of macromolec-
ular interactions frequently occurs at time scales of seconds or larger7683. In the case
of this thesis, we were interested in the study of the separation of the ATPase heads of
Smc1A and Smc3 of cohesin head. To illustrate the complexity of the problem, a good
example of an ATP hydrolysis facilitated dissociation of proteins with experimentally
measured rates is actin depolymerization (Fig. 6) being 8 s-1 the fastest and 0.3 s-1 the
slowest. Therefore, with current computational resources, free MD simulations are not
suited to study this kind of processes.
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Figure 6: Actin dissociation rate constans. Modiﬁed from Pollard and Borisy (2003)76. Arrows
indicating dissociation processes have been kept in blue while the rest have been shaded in gray
for clarity purposes.
Steered molecular dynamics (SMD) is a biased MD technique, which facilitates the sam-
pling of conformational space, otherwise unreachable over the current attainable simu-
lation times, by applying an external potential to induce a change in a MD simulation.
There are two kinds of SMD methods, constant velocity pulling and constant force pulling
(Fig. 7). Constant force pulling method applies a constant force to one atom in the direc-
tion deﬁned by the vector formed with a reference atom , which can be a dummy (an atom
that do not participate in the rest of the calculations) or not. On the other hand, constant
velocity method consist on applying a harmonic potential to alter a given coordinate, dis-
placing the center of the potential in a speciﬁed direction at constant velocity. In a pulling
simulation this is typically performed by adding a dummy atom which is attached to the
atom to be pulled, moving the dummy atom in a given direction at constant velocity. In
this thesis the method used is a modiﬁed version of constant velocity pulling in which the
distance of the centers of mass of both subunits was controlled via a harmonic potential.
The equilibrium distance was steadily increased over time, therefore obtaining a similar
behavior to a constant velocity pull. The advantages of this modiﬁcation are that no pull
direction has to be established and no individual pull atoms have to be deﬁned. Using
the centers of mass to apply the pulling forces prevented conformational rearrangements
close to the pull points that could have led to local artifacts.
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Figure 7: Schematic representation of the constant force pulling and constant velocity pulling
steered molecular dynamics methods.
Jarzynski equality
To reconstruct free energy proﬁles (2D free energy surfaces) from the SMD trajectories of
the ATPase heads of Smc1A and Smc3 Jarzynski equality84 was used. Jarzynski equality
states that the free energy diﬀerence between two quasi-equilibrium states is derivable
from non-equilibrium transformations from one to the other through this equation:
exp
−∆G
kbT
=
〈
exp
−W
kbT
〉
(1.13)
where ∆G is the free energy diﬀerence between states, kb is the Boltzmann constant, T
the temperature of the system, W is the accumulated work of each trajectory and bracket
notation implies taking the average result of the calculations for each W . To perform
Jarzynki calculations using the data generated with our center of mass SMD trajectories
a universal implementation of Jarzynski was written in Python 3, capable of using data
generated with any kind of distance-based potential. The code can be seen in appendix
F.
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Quantum Mechanics/Molecular Mechanics Molecular Dynamics
AMBER MM force ﬁeld oﬀers a potential energy function accurate and fast enough to
study conformational dynamics and protein-protein interactions, which was the aim of
the free MD and SMD studies performed in this thesis. However, to accurately describe
chemical reactions and the eﬀect the microenvironment has over catalysis, a quantum
mechanical description is required. Unfortunately, the computational cost of quantum
mechanics (QM) potentials is prohibitive in systems with so many atoms, even using
geometry optimization methods from snapshots instead of full MD. The use of hybrid
QM/MM (Quantum Mechanics/Molecular Mechanics) potentials is probably the most
extended workaround to this problem. This approximation is based on the idea that QM
considerations are only actually meaningful to describe the behavior of those atoms in
close proximity to the chemical reaction. Consequently, in the QM/MM hybrid potential
scheme the system is divided in two regions based on the potential energy function used
to describe each: the QM region, and the MM region. The QM region is comprised of the
atoms that could play an important role in the chemical reaction whereas the MM region
contains the rest of the atoms (Fig. 8). Both regions interact with each other within a
distance cutoﬀ (Fig. 8), deﬁning an interface region (QM/MM region). The criteria to
deﬁne these regions will be discussed in the "Quantum Mechanics region deﬁnition" sub-
section. The MM function used in this thesis for QM/MM MD calculations was the same
AMBER force ﬁeld45,46 used in the MD and SMD simulations. The QM potential was
deﬁned by Fireball85,86. The simulations were run with the Fireball/AMBER implemen-
tation87,88 recently developed in collaboration between the group of Dr. José Ortega at
the Department of Theoretical Condensed Matter Physics of the Autonomus University
of Madrid and our laboratory.
Figure 8: 2D scheme representing the interfaces present in a QM/MM MD simulation. Atoms
simulated under QM conditions are depicted in red (QM region), atoms simulated under MM
conditions whose non-bonding interaction with the QM region is considered in the calculations
are shown in blue (QM/MM region) and atoms simulated under MM conditions whose interaction
with the QM region is ignored are rendered in gray (MM region). The cutoﬀ radius determining
which atoms belong to the QM/MM region is indicated as an orange circle (QM/MM cutoﬀ).
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Fireball
Fireball is a real-space local-pseudoatomic-orbital MD implementation of density func-
tional theory (DFT)86. Here some of its characteristics will be introduced.
DFT is a computational method to approximate the quantum mechanical properties of
a many-body system. It is based on the Born-Oppenheimer approximation which states
that, although the forces acting on electrons and nuclei are of the same order of magnitude,
nuclei are much more massive than electrons and, as a consequence, the kinetic energy
of nuclei is much smaller than the kinetic energy of electrons. Based on this assumption,
electrons are considered to instantaneously reach their ground state for a given nuclei
conﬁguration. Therefore, a ground-state potential energy function can be deﬁned, over
which nuclei are treated as classical particles. According to this notion, electronic states
are calculated assuming that nuclei are stationary. In each state, the arrangement of these
stationary nuclei induces a Coulomb potential that can be treated as a static external
potential function of the nuclei positions. Therefore the system can be described as
electrons interacting with each other and with an external potential (the nuclei Coulomb
potential).
Modern DFT started with the Hohenberg-Kohn theorems89, which demonstrated that,
in a many-electron system under the eﬀects of an external potential, 1) the ground and
excited states properties can be exactly determined from the ground state electron density
and 2) that this ground state electron density can be variationally calculated by minimiz-
ing an energy functional of the electron density, as the ground state energy is necessarily
the minimum. In other words, given a nuclei conﬁguration, if electron density can be de-
termined, nuclei charge can be calculated and thus the corresponding Coulomb potential,
which deﬁnes the external potential that is used to construct the electronic Hamiltonian.
Unfortunately, although Hohenberg-Kohn second theorem demonstrates that the energy
functional used to variationally calculate the ground state density can exist, it does not
describe its form.
One year after the publication of the Hohenberg-Kohn theorems, Kohn and Sham90 pub-
lished a framework that made DFT tractable. In their approach they introduced orbitals
and a ﬁctitious system S of non-interacting electrons (i.e. electron-electron repulsion is
ignored). The external potential in S is so that the ground state electron density of S and
the one of the real system are the same. The advantage of using S is that the ground state
wave function can be written in terms of simpler single-particle wave functions (known
as Kohn-Sham orbitals), which, to ensure exchange anti-symetry (in this case that two
electrons with parallel spins cannot occupy the same state), are introduced in a Slater
determinant. We can decompose the total energy of the system Etotal as a function of
density ρ in:
Etotal(ρ) = Telec(ρ) + UCoulomb(ρ) + EX(ρ) + EC(ρ) (1.14)
where Telec is the electronic kinetic energy, UCoulomb is the classic electrostatic energy, EX
is the exchange energy and EC is the correlation (in this case correlation of electrons with
anti-parallel spins) energy. Electron density is calculated from the Slater determinant
and the spin orbitals in the determinant are used to obtain an estimation of the electronic
kinetic energy Ts. Calculated electron density determines charge distribution and, thus,
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classic Coulomb energy UCoulomb. As Telec has been calculated assuming non-interacting
electrons, a correction Tcorr has to be applied. The diﬀerence between Ts + UCoulomb and
the real total energy necessarily is Tcorr + EX + EC , which can be grouped in one single
exchange-correlation term EXC that is functional of the electron density.
There are many diﬀerent approximations to calculate the EXC term. In the Fireball
implementation used to generate the simulations presented in this thesis, the BLYP91,92
functional, a well-known GGA exchange correlation functional, is used, being further
approximated by the McWEDA method93.
The full calculation in Kohn-Sham DFT is done in a self-consistent manner, i.e. the
orbitals are varied to minimize energy, which is itself calculated from those orbitals.
In Fireball, Kohn-Sham DFT self-consistent functional is replaced by an approximate
self-consistent functional based on atomic occupation numbers94,95. This approach uses
computationally advantageous localized pseudo-atomic orbitals93. The interaction be-
tween these orbitals becomes zero beyond the cutoﬀ radius, so integrals only have to be
evaluated over a determined range. Additionally, approach integrals are pre-calculated
once for each atom type, tabulated and the actual values are obtained by interpolation of
those.
Fireball precision rests on using accurate basis sets for the set of atoms and conditions
to be simulated. The Fireball basis sets for biological molecules have been developed on
collaboration between the group of Dr. José Ortega and our laboratory, which has given
rise to a PhD thesis96. One of those basis set, accounting for hydrogen, carbon, oxygen,
nitrogen and phosphorus was the one used in the QM/MM simulations performed during
this thesis.
Quantum Mechanics region deﬁnition
As previously introduced, in a QM/MM simulation the system is divided in QM and
MM regions. QM treatment is a major performance bottleneck. Raising the number of
atoms simulated under QM conditions can rapidly make the required calculation times
unmanageable. On the other hand, it is mandatory to include all the atoms that could
play any relevant role in catalysis in the QM region or, otherwise, severe artifacts could
arise. Thus, the deﬁnition of a minimal, yet comprehensive, QM region is one of the most
critical steps in QM/MM methods.
Our criteria to deﬁne the QM region were to introduce:
• All the atoms directly participating in the reaction and all their covalent neighbors
up to non-polar bonds.
• All the atoms involved in direct electrostatic interactions with the atoms previously
mentioned, also adding their covalent neighbors up to non-polar bonds when possi-
ble. In the case of interactions where the backbone polar atoms are participating,
a QM region boundary can be introduced in a peptide bond.
• Any other atom with no direct interaction with the substrate/s that could be playing
a role (e.g. proton transfer chains).
• It is usually advisable to restraint all the relevant interactions when the system
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transitions from MM to QM/MM until the system becomes stable, with similar
philosophy to the equilibration and stabilization phases of the MM MD protocol
previously commented.
Once a QM region has been deﬁned, it has to be thoroughly evaluated, paying special
attention to the QM energy evolution and convergence. Therefore, deﬁning a stable and
comprehensive QM region usually is an iterative process in which it is redeﬁned and
reevaluated several times.
Transition State Theory on biomolecular systems
In this thesis QM/MM MD simulations were used to compare the reactivity of cohesin
active sites in diﬀerent conditions from a classical transition state theory (TST) perspec-
tive, a widely used theory of the rates of elementary reactions. The relevance of TST is
partially derived from its simplicity of use and interpretation in comparison with other
theories of rates97. The ﬁrst major assumption TST does is to consider thermodynamic
quasi-equilibrium between the reactants and transition state, being the transition state
the highest energy point of the free energy proﬁle of the reaction (Fig. 9). TST states
that the rate constant of a reaction k is given by98:
k = k
kBT
h
K‡ (1.15)
where kB is the Boltzmann constant, T the temperature of the system, h the Planck
constant, k the transmission coeﬃcient andK‡ the equilibrium constant between reactants
and transition state. This is built upon the second assumption made in TST, the premise
that only a one way ﬂux is considered. In other words, a trajectory that crosses the
transition state never crosses it back as part of the same event. However, this does not
imply that, in other time scale, once the product is thermalized it may undergo the reverse
reaction as in fact, if given enough time, it will99.
Rate constant can also be written as function of the entropy and enthalpy of activa-
tion98:
k = k
kBT
h
exp
(∆‡S◦
R
)
exp
(− ∆‡H◦
RT
)
(1.16)
where R is the gas constant, ∆‡S◦ is the entropy of activation (the diﬀerence between the
entropy of the transition state and the reactants), ∆‡H◦ is the enthalpy of activation (the
diﬀerence between the enthalpy of the transition state and the reactants). This equation
is also usually referred to as the Eyring equation100,101. It can be equivalently written as
function of the Gibbs free energy of activation98:
k = k
kBT
h
exp
(− ∆‡G◦
RT
)
(1.17)
where ∆‡G◦ is the Gibbs free energy of activation (the diﬀerence between the Gibbs free
energy of the transition state and the reactants; see Fig. 9 a and b). The transmission
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coeﬃcient k present in the equations allows the possibility of the transition state not
giving rise to a particular set of products if more than one exists98. Thus, in reactions
with a single product it is often ignored.
Figure 9: Free energy proﬁle interpretation in transition state theory. Free energy proﬁles
describing spontaneous (a) and non-spontaneous (b) reactions are compared, indicating the free
energy of activation in yellow and the free energy diﬀerence between reactant/s and product/s
in green (spontaneous) and red (non-spontaneous) vertical arrows. In ﬁgure (c) two free energy
proﬁles diﬀering in the free energy of activation are presented, being the one with the lowest
barrier (blue) the one describing the fastest transition between states. Figure (d) presents a free
energy proﬁle in which local and global maxima and minima are indicated.
TST was used in two ways in this thesis: as a theoretical basis for the algorithms present
in MEPSA and to estimate the diﬀerence in reactivity between conditions as, if we can
estimate ∆‡G◦ for two given conditions, we can approximate the diﬀerence in their reac-
tivity.
Free energy surfaces
Calculating ∆‡G◦ requires deﬁning the geometry of the transition state and the corre-
sponding diﬀerence between the Gibbs free energy of the reactants and that geometry.
As Gibbs free energy is function of the atomic coordinates, to strictly evaluate all the
possible states in a system with N atoms, a 3N −6 dimensions free energy surface should
be calculated. Not only this is computationally intractable but also the interpretation of
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such a complex structure would be extraordinarily challenging. Instead, only a subset of
coordinates capable of describing the relevant states of the undergoing process is used,
letting the rest of coordinates relax after the perturbation, moment in which the system
would exhibit a Maxwell-Boltzmann energy distribution. In this thesis 2D (one coordi-
nate and energy) and 3D (two coordinates and energy) Gibbs free energy surfaces were
calculated.
ATP hydrolysis consists on an oxygen atom of a water molecule attacking the γ-phosphate
group of the ATP (bond to be formed), which leads to the disruption of the bond between
γ-phosphate and β-phosphate groups (bond to be broken), the interaction of which be-
comes severely unfavorable when the electrostatic eﬀects become dominant (both groups
have negative net charges; see Fig. 10). Consequently, the reaction coordinates chosen to
sample 3D free energy surfaces were these two bonds whereas the water molecule attack
distance was the coordinate used to obtain 2D free energy proﬁles. Note that, for clarity
purposes, in this text 2D free energy surfaces are termed 2D free energy proﬁles.
Figure 10: Negative charges in ATP hydrolysis. The broken bond in a γ-phosphate group
hydrolysis is indicated (bond to be broken). The leaving γ-phosphate group presents two net
negative charges, while α-phosphate and β-phosphate groups present one negative charge each.
To generate these surfaces, once the system was properly stabilized in QM/MM MD, the
sampling along the reaction coordinates was performed via SMD by directly restraining
those coordinates, yielding 7.6 x 106 structures for 3D surfaces and 7.7 x 104 for 2D
proﬁles.
2D proﬁles were sampled by forcing the shortening of the distance describing the bond
to be formed. Then, from the starting points generated during that trajectory along a
single reaction coordinate, energies were sampled with 77 simulations with static restraint
values distributed every 0.025 Å (Fig. 11). The last 103 energy values were used for the
proﬁle calculation.
3D surfaces were generated in two steps (Fig. 12):
• A SMD trajectory sampled along the reaction coordinate describing the bond to be
broken, while keeping the attack distance ﬁxed.
• Every 0.025 Å an initial structure was extracted from the ﬁrst SMD trajectory.
These structures were used to sample the reaction coordinate describing the attack
distance while keeping the broken distance ﬁxed in those 0.025 Å intervals.
Sampled energy values were distributed in groups along a grid. The energies in each
bin of the grid were averaged, being weighted by the probability given by their partition
33
CHAPTER 1. INTRODUCTION
Figure 11: Schematic representation of 2D proﬁle generation protocol. The chosen reaction co-
ordinate is sampled along an initial trajectory. Every 0.025 Å a productive trajectory is generated
keeping the reaction coordinate restrained.
Figure 12: Schematic representation of 3D surface generation protocol. One reaction coordinate
is sampled along an initial trajectory in which the other reaction coordinate is restrained. Ev-
ery 0.025 Å productive trajectories are generated, sampling the second reaction coordinate while
keeping the ﬁrst reaction coordinate restrained.
function. Finally, a LOESS local regression smooth was applied.
From a classical TST perspective the key elements to observe in a free energy proﬁle are
local minima connected by local maxima (Fig. 9). Local minima represent the stable
states of the system and local maxima the transition states connecting them. Local
minima energy level determines the spontaneity of transitions while local maxima energy
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level governs the transition rates between states. Given two local minima states A and
B connected by a transition state T , B has to be a state with lower energy than A for
A → B transition to be spontaneous (Fig. 9 a and b). On the other hand, the energy
level of T regulates the transition rate between A and B, being the lower the barrier the
faster the transition (Fig. 9 c). Local minima between A and B are usually referred
intermediary states (Fig. 9 d) and the transition state with the highest energy value is
considered the TST transition state of the reaction, as it represents the actual bottleneck
of the process.
On contrast, 3D free energy surfaces contain more information and allow comparing diﬀer-
ent reaction pathways. The relevant elements in these are local minima connected to one
another through saddle points (Fig. 13). Local minima still represent the stable states of
the system but, now, transition states are deﬁned by saddle points and local maxima just
describe unlikely states (Fig. 14). If we evaluate the ﬁrst partial derivatives of G◦ with
respect to the two reaction coordinates x and y, a point of the surface is a critical point
(i.e. minimum, maximum or saddle point) if:
δG◦
δx
= 0 (1.18)
δG◦
δy
= 0 (1.19)
A critical point is a saddle point if:
δ2G◦
δx2
δ2G◦
δy2
− δ
2G◦
δxδy
< 0 (1.20)
In other words, a saddle point is a point with gradient 0 in both directions (i.e. a critical
point) which is a local maximum along one coordinate and a local minimum along the
other (Fig. 13). The saddle point is the point of the barrier most likely to be visited, as
it is the minimum along that barrier and, in a Boltzmann distribution, the probability of
a state of energy E is:
P (E) =
exp(− E
kBT
)
Z
(1.21)
where kB is the Boltzmann constant, T the temperature of the system and Z is the
partition function:
Z =
∑
Ei
exp(− Ei
kBT
) (1.22)
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Figure 13: Schematic representation of a saddle point crossed by a set of random trajectories.
Consequently, although less favorable points of the barrier are also visited (Fig. 13),
probability is narrowly centered on the saddle point. Given this negative exponential
function, describing the minimum energy path connecting two states is highly descriptive
of the transition kinetics, also simplifying the comparison between diﬀerent paths (i.e.
diﬀerent catalytic mechanisms) on the same surface and/or on diﬀerent surfaces. This
was the aim of one of the results obtained during this thesis, the development of MEPSA,
which was used to analyze 3D free energy surfaces to obtain the minimum energy paths
between substrates and products (Fig. 15 a). These paths were used to obtaining the
corresponding energy proﬁle over which points of interest could be easily visualized (Fig.
15 b). This facilitated the assignment of representative geometries to each point of interest
and allowed the generation of a trajectory describing the reaction along the minimum
energy path (see section 3.2 "Two-step ATP-driven opening of cohesin head"; ﬁgure 51
and appendix C). A detailed description of MEPSA development and usage is available
in section 3.1.
Figure 14: 3D (a) and contour (b) plots of a sin(x) + cos(y) surface illustrating the concept of
maxima and minima connected by saddle points in free energy surfaces.
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Figure 15: Free energy surface analysis presented in Marcos-Alcalde et al. (2017)24. In section
3.2 "Two-step ATP-driven opening of cohesin head" details about the generation of these results
and the subsequent interpretations are discussed.
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1.2.4 Molecular Docking
Automated molecular docking is a computational method to approximate the optimal
binding conﬁguration of two molecules oﬀering a binding aﬃnity estimate. Here we will
focus on protein-ligand docking, as is the technique used in this thesis to infer possible
druggable compounds that would bind to a pocket formed during the MD simulations.
Molecular docking software uses search algorithms to sample conﬁgurations of the ligand
which are generally evaluated with an empirical scoring function. The complexity of both
the sampling algorithm and the scoring function is determinant to the computational
performance. There are two typical uses of automated protein-ligand docking: i) to predict
as accurately as possible the binding mode of one or few ligands and ii) to perform virtual
screening, i.e. estimate the binding aﬃnity of a large library of compounds, which usually
requires faster methods. This was our case, as we wanted to evaluate a ﬁrst set of 130374
molecules (the molecules available in the biogenic dataset from the ZINC15 database102
in 2D format at that time) and larger ones in the future. The docking software used
was smina103, a fork of AutoDock Vina104 (that will be referred to as Vina in this text)
under active development which supports the implementation of custom scoring functions
that could be useful in the future. However, the way smina was used to obtain the
docking results that are shown in this thesis makes it indistinguishable from Vina and
all the operation details explained bellow are equally descriptive for both programs. The
binding energy predicted by the Vina scoring function has two parts, one depends on the
conformation and the other on the number of active rotatable bonds. The conformation-
dependent part is a functional with the following form:
c =
∑
i<j
ftitj(rij) (1.23)
Where, for a pair of atoms i and j, interaction functions f are given by the atom type of
i and j and are functions of the interatomic distance rij.
The interaction energy functions ftitj chosen by Vina developers are a mixture of knowledge-
based potentials and empirical scoring functions104 and can be decomposed in 5 terms:
ftitj =

w1Gauss1(dij)+
w2Gauss2(dij)+
w3Repulsion(dij)+
w4Hydrophobic(dij)+
w5HBond(dij)
(1.24)
where w1−5 are the weights for each term (Table 1) and dij the surface distance, which is
given by:
dij = rij −Rti −Rtj (1.25)
where Rti and Rtj are the van der Waals radii for each atom type t.
38
CHAPTER 1. INTRODUCTION
Weight Term
−0.0356 gauss1
−0.00516 gauss2
0.840 repulsion
−0.0351 hydrophobic
−0.587 hydrogen bonding
0.0585 Nrot
Table 1: Weights for each term in Autodock Vina scoring function (Source: Trott and Olson
(2010)104).
Steric interactions are modeled by:
Gauss1(dij) = e
−(dij/0.5)2 (1.26)
Gauss2(dij) = e
−((dij−3)/2)2 (1.27)
Repulsion(dij) =
{
d2, if d < 0
0, if d ≥ 0 (1.28)
Hydrophobic interactions are modeled with Hydrophobic(dij), which equals 1 when dij <
0.5 and 0 when dij > 1.5. For dij values in the range 0.5 > dij < 1.5Hydrophobic(dij) is
linearly interpolated between 0.5 and 1.5.
Similarly, the energetic contribution of hydrogen bonds is described byHBonds(dij) which
equals 1 when dij < −0.7, 0 when dij > 0 and, for dij values in the range −0.7 > dij < 0,
it is linearly interpolated between −0.7 and 0.
The energy contributions to the conformation-dependent part of the Vina scoring function
can be decomposed in intramolecular (cintra) and intermolecular (cinter) terms:
c = cintra + cinter (1.29)
The optimization algorithm, based on the Iterated Local Search global optimizer105,106,
samples conformations using c as criterion. On each step a random movement is intro-
duced, the new conformation is locally optimized and the result is evaluated under a
Metropolis criterion that determines if it is accepted or rejected104. Through this proce-
dure the algorithm yields a series of conformations that are ranked according to their c
score. The lowest-scoring conformation is then used to estimate the binding free energy
with the conformation independent function g:
g(cinter1) = cinter1/(1 + wNrot) (1.30)
where cinter1 is the intermolecular term of c for the lowest-scoring conformation, Nrot is
the number of active rotatable bonds and w is the weight given to Nrot (Table 1). This
is the energy value Vina returns to the user.
Although in Vina the time spent on the search algorithm is varied heuristically depending
on various parameters (number of atoms, ﬂexibility, etc.), the search time can be increased
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or decreased via the exhaustiveness parameter. Computation time scales linearly with
exhaustiveness but the probability of missing the minimum energy conﬁguration decreases
exponentially. Additionally, in smina many other parameters can be tuned.
In the case of this thesis, to reduce the screening computation time, we performed three
consecutive docking runs using increasingly detailed sampling together with progressively
restrictive binding energy cutoﬀs. During the two ﬁrst phases maximum minimization
steps were set to 5 and exhaustiveness to 2 and 6 respectively. In the third phase mini-
mization was allowed to be automatically scaled and exhaustiveness was set to its default
value (8). The beneﬁt of using this strategy was that extremely unfavorable molecules,
most of which were also large and therefore computationally expensive to sample, were
removed in the two ﬁrst less expensive phases, signiﬁcantly accelerating the process. The
parameters used in each phase were conservatively chosen from previous tests in which
such parameters yielded undetectable rates of false negatives.
The library of compounds used in this thesis was downloaded from ZINC15102. ZINC15
is a database of over 400 million small molecules (started with over 120 on release) which
oﬀers a user-friendly interface to select subsets based on a wide range of criteria (degrees of
commercial availability, molecular size, reactivity, charge at diﬀerent pH values, synthetic
or biogenic origin, drug approval, etc.).
The docking results presented in this thesis were a proof-of-concept and are part of a work
in progress, in which we aim to optimize the pipeline and work with larger sets of ligands
in the future.
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2 | Thesis objectives
The objectives of this thesis were:
• To generate an atomistic dynamic model of cohesin complex ATPase head het-
erodimer as detailed as possible, in order to tackle open questions regarding the role
and mechanisms of ATP hydrolysis in the context of the cohesin function.
• To develop tools to eﬃciently interpret the resulting data, particularly focusing on
standardizing the analysis of free energy surfaces, which has become the standard
workhorse in the group to study enzymatic reactions.
• To use the resulting cohesin complex head heterodimer models to:
 Gain mechanistic understanding of the role that ATP hydrolysis could be play-
ing in the human cohesin head heterodimer.
 Identify residues that could be playing key previously unreported roles.
 Rationalize pathogenic variants.
 Rationalize mutant phenotypes which are not well understood yet.
 Generate a framework for in silico drug discovery.
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3 | Results
In this section, the main results related with the exposed objectives are detailed. Results
derived from the generation, interpretation and use of an atomistic model describing
cohesin ATPase dynamics can be found in sub-sections 3.2 "Two-step ATP-driven opening
of cohesin head" and 3.3 "Allosteric coupling inhibitor screening via molecular docking".
In addition, a set of in-house tools to facilitate the study of enzymatic reactions, such as
the ATPase activity of cohesin, was developed, streamlining the analysis of 2D free energy
surfaces to estimate and compare the activation free energy and the free energy diﬀerence
between substrate and product, as well as obtaining structural descriptions of each of the
relevant critical points. Eventually, the functionalities of this set of tools were gradually
extended, a graphical user interface was developed and it was made publicly available as
MEPSA, being also published in a peer-reviewed journal23. The description of MEPSA
and a practical example of its use are presented in section 3.1 "MEPSA: minimum energy
pathway analysis for energy landscapes".
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3.1 MEPSA: minimum energy pathway analysis for en-
ergy landscapes
3.1.1 Introduction
The dramatic increase in computational performance along with the development of eﬃ-
cient sampling methodologies is making the calculation of energy landscapes deﬁned by
two reaction coordinates more accessible over time. These 3D energy surfaces can be
used to study a wide range of molecular phenomena (nucleotide or protein folding107,108,
ligand binding109, enzymatic reactions88, etc) but the extensive amounts of information
they oﬀer might sometimes be laborious to process.
Since our group started calculating 3D free energy surfaces from QM/MMMD calculations
the protocols for both generation and analysis of free energy surfaces were continuously
tuned and improved in the light of the acquired experience. The ﬁrst and simpler sur-
faces calculated exhibited single transition states110,111 and required a straightforward
three point analysis which could be tackled with little eﬀort. During the next works87,88,
due to the improved capabilities of Fireball/AMBER in comparison to the semiempirical
methods previously used, surfaces increased in complexity and we started to develop an
internal set of analysis tools to streamline the analysis of the minimum energy path from
substrate to product that was successfully used in those works (Figures 16 and 17). Sev-
eral new functionalities were gradually added to the program, which at that point had
become the standard tool for surface analysis in the lab. When the code consolidated we
decided to publish program, MEPSA (Minimum Energy Path Surface Analysis)23, under
an open source GPLv3 license, so that it could be useful for other groups in the future.
After its publication, MEPSA continued to be used in subsequent works24,112 and other
authors113,114 (Figures 18, 15, 19 and 20), making use of other features such maxima edge
proﬁle detection (Fig. 18) or the SMD restraints generation from a calculated minimum
energy path (appendix C). MEPSA23 is a python program capable of performing several
analyses from a transition state theory point of view in a user-friendly fashion due to
its graphical user interface (GUI). There is no restriction related to the technique used
to generate the surface or to its complexity as long as it is rectangular and uniformly
distributed.
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Figure 16: First published results processed with MEPSA before public release (Source:
Mendieta-Moreno et al. (2014)87). MEPSA was used to compare two possible pathways (dis-
sociative SN1 in cyan and associative SN2 in red) for RNA cleavage by RNAase A (a) and to
obtain representative structures of the key steps revealed by the free energy proﬁle of both pathways
(b).
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Figure 17: Second published results processed with MEPSA before public release (Source:
Mendieta-Moreno et al. (2015)88). MEPSA was used to determine the minimum energy path
describing the isomerization mechanism catalyzed by the triose-phosphate isomerase (a) as well
as to obtain representative structures of the key steps revealed by the free energy proﬁle of the
predicted pathway (b).
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Figure 18: First published results processed with MEPSA after public release (Source: Mendieta-
Moreno et al. (2016)112). MEPSA maxima edge proﬁling functionality was used to compare the
free energy barriers for cyclobutane thymine dimer formation between the ground (a) and excited
(b) states of a pair of adjacent thymine nucleosides.
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Figure 19: Third published results processed with MEPSA after public release (Source: Kachmar
et al (2017)113). MEPSA was used to determine the most favorable conformations of lithium
solvation in ethylammonium nitrate. Results based on the energy proﬁle (b) of the calculated
minimum energy path (a) showed that coordination with 3 (S3 states) or 4 (S4 states) nitrate
molecules was the most favorable.
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Figure 20: Fourth published results processed with MEPSA after public release (Source: Kach-
mar et al (2018)114). MEPSA was used to determine the most favorable conformations of sodium
solvation in dimethyl sulfoxide. Results based on the energy proﬁle (b) of the calculated minimum
energy path (a) showed that coordination with 3 or 4 dimethyl sulfoxide molecules was the most
favorable.
3.1.2 Availability
MEPSA is open source software (under a GPLv3 license) and can be freely downloaded
from the CMBSO Molecular Modeling group web page:
http://bioweb.cbm.uam.es/software/MEPSA/
Version 1.0 was ported to be compatible with both Python 2.7.x and Python 3.4.x and
is still available. However, to improve long term maintainability, the most recent 1.1 and
1.2 versions are only 3.4.x compatible, as any future updates will be.
3.1.3 Requirements
In general, three main packages are required to run MEPSA: The GUI was built with
TKinter package115, plotting is performed via the Matplolib package116 and the Numpy
package is extensively used for data handling and calculations117.
MEPSA can be easily installed in Linux, Windows or Mac OS, and detailed multiplatform
instructions are provided in the user manual available for download.
3.1.4 User Interface
MEPSA oﬀers a simple GUI structured in one main window (Fig. 21 a) from which
two secondary windows (i.e. "Map editor" and "Connectivity analyses") can be called
(Figures 21 b and c). Additionally, the main window is used to load, unload and plot
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energy surfaces, called maps in MEPSA, as well as enabling or disabling auto-plot, which
determines if plots will be automatically generated after certain user actions. MEPSA
supports column formatted plain text ﬁles both as input and output ﬁles which simpliﬁes
the use of custom scripts for input generation or output post-processing. Generated
ﬁgures can be directly saved in many diﬀerent formats (png, eps, pdf, etc.). Many GUI
buttons can be found in active (black text) or inactive states (gray text). A map cannot
be unloaded, plotted, edited or analyzed if it has not been loaded ﬁrst. Therefore, the
buttons that give access to these functions remain inactive until a map is successfully
loaded. In a similar fashion there are analyses that require other ones to be done ﬁrst
and, consequently, are not available until such prerequisites are met.
Figure 21: MEPSA window hierarchy. From the main window (a) a single instance of the
"Map editor" (b) and "Connectivity analyses" (c) windows can be opened as long as a map has
been loaded. In the same fashion, inactive buttons in "map editor" and "connectivity analyses"
widows become active as the required conditions are satisﬁed. For example, "ANALYSE CON-
NECT" and "SET O&T" buttons become active after "FIND NODES" is successfully used, while
"GENERATE PATH" and "CALCULATE WELL SAMPLING" require the user to successfully
select the origin and target nodes ﬁrst.
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3.1.5 Functionality
The most relevant functionality MEPSA is oﬀered by the tools grouped in "Connectivity
analyses"(Fig. 21 c). These are node detection ("FIND NODES"), global connectivity
analysis ("ANALYSE CONNECT."), minimum energy path generation ("GENERATE
PATH") and well sampling analysis ("CALCULATE WELL SAMPLING"). There is
also another small group of tools called "Map editor" which allow the diﬀerent kinds of
modiﬁcations over the energy surfaces.
3.1.5.1 Node detection
All MEPSA connectivity analyses consist on describing several aspects of the connectivity
of nodes in an energy surface from a transition state theory perspective. Depending on
the user preferences, nodes can be only minima points or minima and ﬂat points as well.
In MEPSA a ﬂat point is deﬁned as a point which has the same energy as its neighbors
(Fig. 22). A minima point is deﬁned as a point which has less or equal energy than all of
its neighbors and less energy than at least one of them (Fig. 22).
As node detection is a requirement for all the other connectivity analyses, these remain
blocked until node detection has been successfully performed.
Once nodes have been determined, they can be represented through "NODES PLOT"
(Fig. 23). This plot will automatically appear after running node detection if auto-plot
is enabled in the main window.
Figure 22: Graphical depiction of node selection criteria in MEPSA. The point to be evaluated
as a candidate node is indicated as a white square crossed by black lines. Red and blue squares
represent points with higher and lower energy values respectively than the candidate point and
gray squares represent points with the same energy. MEPSA nodes can only be minima or ﬂat
points. Therefore, any point which presents at least one adjacent point with lower energy cannot
be deﬁned as node (bottom row).
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Figure 23: Example of a node plot in MEPSA.
3.1.5.2 Global connectivity analysis
Global connectivity analysis samples the whole map at once, starting from every detected
node and iteratively propagating to the lowest energy points available until the whole
surface has been sampled ("FULL" mode; Fig. 24) or every node has been connected with
another one ("MINIMAL" mode; Fig. 25). On each iteration, the node id from which
each propagation comes is stored to be later used to deﬁne the domain of each node. The
lowest energy points located in the borders between domains (regions sloped towards a
node), according to transition state theory, necessarily are the barriers connecting nodes.
Therefore global connectivity analysis is able to detect the domains of each node and the
energy barriers connecting them, all at once.
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Figure 24: Example of global connectivity analysis in "FULL" mode. The black, red and green
regions represent the domain of each node, orange points indicate the nodes themselves and purple
points the barriers communicating domains. Labels indicate the energy value of the annotated
points.
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Figure 25: Example of global connectivity analysis in "MINIMAL" mode. Symbols are as in
Figure 24.
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3.1.5.3 Minimum energy path generation
After selecting an origin and target nodes (arbitrary points can be selected too but that
will disable well sampling analysis) MEPSA can detect the minimum energy path between
those points. The path trajectory only depends on the origin and target points selected
and not on the direction, i.e. origin and target are interchangeable. There are two path
generation modes: global and node-by-node. The global path-ﬁnding algorithm uses a
somehow similar approach to the Dijkstra's algorithm118 being the sampling criteria and
trace back the most noticeable diﬀerences. Starting from the origin point, the program
iteratively samples the surface by propagating the lowest energy points accessible until
the target point is reached. On each propagation, the iteration in which the new points
are occupied is stored. This information is used to perform a trace back from target to
origin through the points with the lowest iteration values (Fig. 26 a). Node-by-node
path-ﬁnding ﬁrst runs a regular global sampling to deﬁne the order in which nodes are
visited to, then, perform standard global path-ﬁnding between node pairs in that order.
This way MEPSA is forced to explicitly visit every single node whose domain is visited
along global path-ﬁnding (Fig. 26 b).
Figure 26: Comparison of "GLOBAL" (a) and "NODE BY NODE" (b) modes of minimum
energy path detection in MEPSA.
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3.1.5.4 Well sampling analysis
Once a minimum energy path has been generated, well sampling analysis becomes avail-
able. This algorithm performs a global sampling from propagates connectivity from origin
and target in a similar manner to global connectivity analysis. Sampling stops upon con-
tact of the two propagating areas, necessarily in the transition state, returning the set of
points visited from origin and target to reach the transition state (Fig. 27 and 28). This
analysis returns the exact region of the surface that can be meaningful for the minimum
energy path detection. Among other uses this representations oﬀers a quick view of alter-
native ways that were close to be sampled and, therefore, could potentially be interesting
to sample in comparison (Fig. 28). As the well sampling data can be saved to a column
formatted plain ﬁle, it can also be useful to generate visual representations of the rele-
vant area of the surface (Fig. 29). Additionally, depending on the surface analyzed, this
data could be potentially used to perform analyses regarding the shape and size of each
well.
Figure 27: Example of well sampling using nodes 0 and 1 (see Fig. 23) as origin and target.
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Figure 28: Example of well sampling using nodes 0 and 2 (see Fig. 23) as origin and target.
Note that barrier directly connecting nodes 0 to 2 is higher than those connecting 0 to 1 and 1 to
2. Consequently, it is not visited when well sampling is performed.
Figure 29: 3D representation by an external python script of the well sampling results presented
in in ﬁgure 28. By saving MEPSA results to plain text format, further analyses and/or more
ﬂexible representations become accessible.
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3.1.5.5 Map editor
MEPSA oﬀers some surface editing functionality grouped under "Map editor" (Fig. 21
b) which lets the user add or subtract a certain energy value over a square or circular
region, allowing the generation of artiﬁcial minima and, more interestingly, the blocking of
certain regions of the lowest energy path so forcing MEPSA to sample alternative paths,
which can be compared with the canonical ones on the ﬂy by using the implemented stack
system in path generation. A series of paths generated under diﬀerent conditions can be
stored and then represented all together to visualize their diﬀerences (Fig. 30). Map
editor also oﬀers a simple running average smooth option (Fig. 31) to remove unwanted
minima in noisy surfaces mainly for fast test purposes. For ﬁnal results more sophisticated
smooth alternatives are recommended. Lastly, a map inversion option is available, which
is most useful to allow a maxima edge proﬁle calculation in which the maximum energy
values connecting to maxima are obtained by calculating a minimum energy path over an
inverted surface. The results are then inverted again obtaining the proﬁle of points with
maximum energy connecting the chosen origin and target points (Fig. 32).
Figure 30: Comparison of two paths. By editing the surface to force the sampling of more
unfavorable barriers, alternate paths can be evaluated.
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Figure 31: Map editor smooth demonstration. A 10 arbitrary energy units circle was added to
a surface which was smoothed 1 and 10 times.
Figure 32: Maximum edge proﬁle. Calculating minimum energy paths over inverted surfaces
allow the description of barrier proﬁles.
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3.1.5.6 Molecular dynamics restraints from calculated paths
The column formatted plain text ﬁles generated by MEPSA makes them very easy to
parse. This can be exploited to generate a list of MD restraints that allows the user to
generate an MD trajectory along a calculated path. This approach was used to generate
the reaction path frames and the reaction movie describing the calculated path in ﬁgure
2, supplementary ﬁgure 1 and supplementary video 1 (appendix C) of the research paper
"Two-step ATP-driven opening of cohesin head"24, on which section 3.2 of this thesis is
based.
3.1.5.7 Robustness over large and highly complex surfaces
To demonstrate that MEPSA was able to handle large and complex surfaces, a 107360
points window of topographic data covering Geneva and Turin was obtained from the
United States of America NASA (National Aeronautics and Space Administration) SRTM
(Shuttle Radar Topography Mission) 30 ARCSECOND ELEVATION v2.1 data set through
the ORNL (Oak Ridge National Laboratory) DAAC (Distributed Active Archive Cen-
ter) OGC (Open Geospatial Consortium) SDAT (Spatial Data Access Tool) webpage
(https://daac.ornl.gov/spatial_data_access.shtml). The minimum elevation path be-
tween Geneva and Turin (Figures 33 and 34) and its corresponding well sampling were
calculated (Fig. 35). Although some of the representations MEPSA may oﬀer contain
too much information to be useful while working with so complex surfaces, its core func-
tionalities work and the ﬁgures they generate are still easily interpretable. As could be
expected, most of the predicted minimum elevation path overlaps with drainage basins
and roads (Fig. 36).
Figure 33: Minimum elevation path between Geneva and Turin.
59
CHAPTER 3. RESULTS
Figure 34: Elevation proﬁle from the path depicted in ﬁgure 33.
Figure 35: Well sampling analysis of the minimum elevation path between Geneva and Turin
shown in ﬁgure 33.
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Figure 36: Depiction of the minimum elevation path shown in ﬁgure 33 over a satellite image.
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3.1.6 Example of use
Here we will present a step-by-step MEPSA example analysis performed over a simple
unitless energy map, exclusively generated for testing purposes, which can be downloaded
from:
http://bioweb.cbm.uam.es/software/MEPSA/test_energy_map.zip
Multiplatform installation and run instructions are available in MEPSA manual. This
example and the topographic data demonstration previously commented are explained in
detailed throughout the manual. MEPSA manual can be downloaded from:
http://bioweb.cbm.uam.es/software/MEPSA/mepsa_manual_1.2.pdf
After decompression, the ﬁle "test_energy_map.dat" can be read with any plain text
editor to observe the MEPSA three column input ﬁle format (if being visualized on win-
dows, avoid using notepad as it cannot handle UNIX LF new line character). First two
columns describe the two reaction coordinates and the third the energy values.
When running MEPSA the ﬁrst option is to leave auto-plot enabled (default) or not
(Fig. 21 a). If auto-plot is enabled, plots will be automatically generated after analyses
and map editions. For the purposes of this example it is better to keep it enabled but,
for heavier surfaces, it can be convenient to disable it, calling each plot only when it is
actually wanted.
To load the free energy surface use the "Load map ﬁle" button (Fig. 21 a) and navigate
to select the uncompressed "test_energy_map.dat" ﬁle. Once loaded, due to auto-plot
being enabled, a contour plot of the surface should appear (Fig. 37). This is equivalent
to press the "Plot map" button (Fig. 21 a).
Figure 37: MEPSA standard map plot.
If the map has been successfully loaded, "Map editor" and "Connectivity analyses" but-
tons should become active.
In a typical analysis the user frequently wants to obtain the minimum energy path between
two known areas of the free energy surface, e.g. the substrate and the product of a
reaction, both necessarily deﬁned by minima. Therefore, the ﬁrst step to take is to
search for minima. To do so, open the "Connectivity analyses" submenu, click on "FIND
NODES" (Fig. 21 c) and select "MIN ONLY". A contour plot with the detected minima
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annotated (Fig. 38 a) should automatically appear (this is equivalent to press "NODES
PLOT" button). The associated index is the node identiﬁer that will be used to select
the origin and target nodes. In this particular example we are going to assume that node
0 corresponds to the substrate and node 1 to the product of a reaction. To calculate the
minimum energy path between nodes 0 and 1, select the corresponding node identiﬁers
from the origin and target drop-down menus and press "SET O&T" button (Fig. 21 c).
Auto-plot should automatically call "O&T PLOT" if selection is successful, oﬀering a
contour plot in which origin and target nodes are depicted in green and red respectively
and the energy values of both are explicitly annotated to let the user evaluate which nodes
have been selected (Fig. 38 b).
Figure 38: MEPSA node selection. "Nodes plot" (a) shows the detected nodes and the indices
to select them as origin or target. "O&T plot" (b) shows the selected origin (green) and target
(red) nodes, also indicating their energy values.
To calculate the minimum energy path between origin and target nodes click on GENER-
ATE PATH (Fig. 21 c) and choose GLOBAL. Once complete PATH PLOT button
is automatically called by auto-plot, showing a contour plot over which the obtained path
is drawn (Fig. 39 a). ENERGY PLOT (Fig. 39 b) shows its energy proﬁle and FULL
PLOT (Fig. 39 c) oﬀers a more complex representation in which the sampled area is
highlighted in green, interest points (minima and maxima of the minimum energy path)
are indicated as purple points with attached text boxes indicating energy values, mini-
mum energy path is depicted with black points and non-visited nodes are represented as
yellow points. Path can be smoothed for a number of passes speciﬁed by the user via
the SMOOTH button (Fig. 39 d) and both the raw or smoothed paths can be saved to
column formatted plain text ﬁles using their corresponding save button (SAVE PATH
and SAVE SMOOTH) while SAVE POIS will only save the points of interest (nodes
and saddle points) along the path (Fig. 21 c).
After node origin and target are successfully selected, in addition to path generation, well
sampling button will become available. Well sampling can be performed by pressing the
CALCULATE WELL SAMPLING button (Fig. 39 c), after which auto-plot should
automatically call WELL SAMPLING PLOT (Fig.27). This plot shows a contour plot
over which the points visited to reach the saddle point from target and origin nodes are
highlighted. Well sampling data can be saved to a column formatted plain text ﬁle via
"SAVE WELL SAMPLING" button.
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Figure 39: MEPSA minimum energy path analysis. "Path plot" (a) shows the predicted mini-
mum energy path with black dots over the energy surface. "Energy plot" (b) represents the energy
values along the predicted minimum energy path. "Full plot" (c) oﬀers a similar representation to
"path plot" with additional annotation of minima and barriers location (purple dots) and energy
values (yellow text bubbles) as well as the sampled region of the surface (green dots). "Smooth"
option allows to average the position of adjacent points in a path the number of times speciﬁed
by the user (10x in the case of ﬁgure d), which can later be shown via "smooth plot" (d).
MEPSA also allows comparing many paths at once by using a path stack system which
allows storing paths calculated under diﬀerent conditions and plot them all at once. To
add the calculated path to the stack press ADD TO STACK (21 c). Now assume we
want to compare the predicted path from 0 to 1 with an alternative path passing through
2. As MEPSA will only select the minimum energy path after sampling, we need to make
the current one unfavorable. To this end, map editor can be accessed from the Map
editor button in MEPSA main window (Fig. 21 b). To disfavor the current path we
need to place an artiﬁcial barrier forcing MEPSA to sample an alternative. This can be
achieved, for example, by adding 10 energy units to two rectangular areas (0.5 units wide,
0.5 units long) centered in (2.5, 2.5) and (2.25, 2.25), which in the map editor is speciﬁed
as a Rectangle stamp, with X Y increments X = 0.25 and Y = 0.25 (half of the desired
width and length) and Stamp center coordinates X = 2.5, Y = 2.5 and X = 2.25, Y =
2.25 respectively, setting Value to add to 10. When MODIFY MAP button is pressed
with each modiﬁcation, due to auto-plot being enabled, a contour plot of the modiﬁed
map should appear (Fig. 40). If the procedure previously detailed for calculating the
minimum energy path is repeated selecting the equivalent nodes (which may now have
diﬀerent identiﬁers in other cases), an alternative path is obtained (Fig. 41). In order
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to compare this new path with the ﬁrst one, the current path has to be added to the
stack by pressing the ADD TO STACK button (Fig. 21 c). To restore the map to its
unmodiﬁed state the UNDO button (Fig. 21 b) in map editor window has to be used.
Finally, in order to compare the two paths stored in the stack, PATH STACK PLOT
button (Fig. 21 b) represent both paths simultaneously over a surface contour plot (Fig.
42 a) and ENERGY STACK PLOT button compares their associated energy proﬁles
(Fig. 42 b).
Figure 40: Surface modiﬁcation to force the sampling of alternate paths.
Figure 41: Calculating an alternate path. Select nodes 0 and 1 (a) and calculate a global (b)
or a node-by-node (c) path.
Figure 42: Alternate paths comparison. "Path stack plot" (a) and "energy stack plot" (b)
comparing the calculated paths.
To perform a global connectivity and see all the barriers and node domains at once
press ANALYSE CONNECT. (Fig. 21 c), selecting "FULL" or "MINIMAL" mode
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afterwards. With auto-plot enabled CONNECTIVITY PLOT should automatically be
called afterwards, showing a contour plot over which colored regions depict node domains
(areas sloped towards the node), and single points represent nodes (yellow) and barriers
(purple) being linked with arrows text boxes indicating their corresponding energy values
(Figures 24 and 25).
Figure 43: Maxima edge proﬁling. After map inversion (a) and node selection (b) a path is
calculated (c). The energy values of this path are inverted to restore the real values. If the
maxima edge proﬁle is to be compared with the minimum energy path, it ﬁrst has to be stored in
the stack. Then the minimum energy path is calculated and stored in the stack as well. Finally,
the minimum energy path and maxima edge proﬁle can be simultaneously represented via path
stack plot (d) and energy stack plot (e).
The last analysis that will be showcased is the generation of a maxima edge proﬁle. This
method is built on the principle that a maxima edge proﬁle necessarily corresponds to a
minimum energy path over an inverted surface, inverted as well after its calculation. To
follow this principle, the energy surface can be inverted (Fig. 43 a) with the INVERT
MAP button available in the map editor window (Fig. 21 b). Assuming we want to de-
scribe the maxima edge proﬁle surrounding our substrate, we will calculate the minimum
energy path between nodes 4 and 0 of the inverted surface following the method previously
explained (Fig. 43 b and c). Once obtained, to invert the path back to the energy values
present in the original surface INVERT PATH VALUES (Fig. 21 b) button has to be
used. To keep the maxima edge proﬁle in memory we will add it to the stack, but, before,
we will ensure that the stack is empty. If previous paths are stored in the stack, press
REMOVE LAST (Fig. 21) until the button becomes inactive, to ensure the stack is
empty, and the press ADD TO STACK to store the maxima edge proﬁle. To restore the
energy surface to its unmodiﬁed state press UNDO in the map editor window (Fig. 21
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b). Lastly, when the original surface has been brought back, use PATH STACK PLOT
and ENERGY STACK PLOT to visualize the calculated maxima edge proﬁle (Fig. 43
d and e; note that in the ﬁgure the minimum energy path has been added too to oﬀer a
more illustrative perspective).
3.1.7 Discussion and perspectives
MEPSA oﬀers a new tool to facilitate the analysis of free energy surfaces, a kind of data
that is becoming increasingly accessible to researchers due to emergence of new compu-
tational methods and the increase in pure computational power. The general principles
it is based on make MEPSA capable of working with any 3D surface, regardless of its
complexity or the particular technique in was generated with. We adopted MEPSA as
our standard method for the analysis of free energy surfaces since development started,
both in its early unpublished versions87,88 and the post-release ones24,112, being used in
every work in which we calculate free energy surfaces. Other authors have already used
MEPSA113,114 so we hope MEPSA will prove a useful tool for computational biologists,
chemists and physicists in the future as the generation of 3D free energy surfaces becomes
more widely used.
We keep updating MEPSA, adding some bug-ﬁxes and improvements. However, apart
from maintenance updates, long term major upgrades are being planned as we gain ex-
pertise in python development. Three are the major features planned to be added so far:
complete rewrite of the core calculations to dramatically improve performance with sig-
niﬁcantly larger data sets, implement non-rectangular input data handling and, the most
exciting one for us, n-dimensional generalization of MEPSA, making surfaces with an ar-
bitrary number of dimensions analyzable with all the methods previously detailed.
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3.2 Two-step ATP-driven opening of cohesin head
3.2.1 Introduction
3.2.1.1 The cohesin complex
This section will oﬀer a general description of the cohesin complex, its relationship with
disease and a list of relevant questions about it that are yet to be answered.
Function
Keeping the integrity of the genomic information over generations is crucial for any leaving
being. DNA molecules containing such information in cells are highly organized through
a range of macromolecular complexes with a wide variety of functions such as scaﬀold-
ing, regulation of gene expression, DNA repair through homologous recombination and
chromosome segregation.
To achieve faithful chromosome segregation not only the genome has to be copied with
suﬃcient precision, but also, after successfully duplication, both resulting copies must be
evenly segregated to the daughter cells.
Figure 44: Schematic depiction of the eukaryotic cell cycle.
In the eukaryotic cell cycle (Fig. 44), in order to arrange a correct DNA distribution in
the two daughter cells, chromatin has to be replicated and condensed into chromosomes,
each copy of which is called a sister chromatid. Each pair of sister chromatids is held
together until anaphase, when they are pulled to opposite ends of the cell prior to the
actual division of the cell. Holding together sister chromatids from the beginning until
they are ﬁnally ready to be moved to opposite poles of the cell provides a simple yet
robust way to ensure that both copies of the same chromosome necessarily end up in a
diﬀerent daughter cell, requiring a minimal amount of information119.
Cohesin ring is one of the central macromolecular complexes regulating chromosome struc-
ture. It is a protein complex capable of encircling DNA strands that plays a central role
in sister chromatid cohesion (i.e. the process of holding sister chromatids together from
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S phase to anaphase) and is also involved in DNA repair, chromatin organization and
transcription regulation120123 (Fig. 45).
Chromatin loops are fundamental elements of chromosomal domain organization but the
molecular mechanism through which they arise is still unclear124. A mechanistic model
of the chromatin loops dynamics, named loop extrusion model, has recently been pro-
posed124126. Under this model, the presence of "loop extrusion factors" translocating
along DNA until they interact with a "boundary element" would be suﬃcient to generate
chromatin topologies compatible with the experimental data available125. It has been
proposed that cohesin and condensin could be acting as "loop extrusion factors" that
would translocate along the genome until they interact with the transcriptional repressor
CTCF, which would be a "boundary element" under this scheme. Although this seems a
rather interesting proposition, further validation is still required124 (Fig. 45).
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Figure 45: Graphical depiction of cohesin complex roles along the eukaryotic cell cycle (Modiﬁed
from Haering and Gruber, 2016127). The color code used to identify Smc1A, Smc3, Rad21,
Stag1/2 and Pds5A/B is depicted in the top-left corner. The cohesin complex form rings that
topologically entrap DNA. Cohesin loading is mediated by the Nipbl/Mau2 loading complex while
unloading is induced by Wapl. To achieve stable cohesion during replication, a fraction of cohesin
is methylated by Esco1/2, impeding Wapl-mediated unloading. Sororin is also known stabilize
DNA entrapment during G2 in several animal species. Towards the end of mitosis, cohesion is
disrupted by the action of separase, which proteolytically cleaves Rad21. Putative loop extrusion
expression regulation is depicted in the top-right corner, where cohesin have extruded a chromatin
loop until it contacts with CTCF elements, bringing closer enhancer and promoter elements.
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Structure
The core subunits of the human cohesin complex are two structural maintenance of chro-
mosomes (SMC) proteins, namely Smc1A and Smc3 in addition to Rad21 kleisin subunit
and Stag1/27,120,127,128, being Smc1A, Smc3 and Rad21 the subunits that form the tri-
partite ring that directly encloses DNA and those on which this thesis will focus. Smc
proteins are a widely conserved family of proteins from prokaryotes to eukaryotes (Fig. 2).
Bacteria usually show one single Smc protein forming homodimers while eukaryotic organ-
isms can present up to six distinct ones (in human Smc1A -or Smc1B in meiosis events-,
Smc3, Smc2, Smc4, Smc5 and Smc6) forming three distinct heterodimers129.
N-terminal and C-terminal domains of Smc proteins show conserved Walker A and Walker
B motifs respectively and together create an ATPase head. As the protein folds up on
itself, the structure extends along an approximately 50 nm long coiled-coil after which a
dimerization domain (hinge domain) is formed.
Figure 46: Full bSMC structural model of the ATP biding dependent transition between rod-
shaped and ring conformations proposed by Diebold-Durand et al. (2017)130. (Source: Diebold-
Durand et al. (2017)130)
To assemble a human cohesin complex, two Smc proteins (i.e. Smc1A and Smc3) dimerize
at the hinge domains and two ATP molecules get sandwiched by both ATPase heads7,
creating a ring solely closed in presence of ATP132. Interestingly, a structural model of
the full-length prokaryotic Smc homodimer, based on data obtained from a combination
of high throughput cysteine-crosslinking and crystallography, proposes a rod-like shape
for bacterial cohesin in absence of ATP, being ATP binding required to induce a ring
conformation130 (Fig. 46). Although this does not have to necessarily be the case in
eukaryotic cohesin, it is compatible with the known requirement of ATP binding and
hydrolysis for cohesin function.
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Smc1ASmc3
Rad21
Pdsa5A/B
Stag1/2
Smc1A SmcB
Smc3
Rad21L
Rad21 Rec8
Pds5A  Pds5B
Nipbl (Scc2)
Mau2 (Scc4)
Esco1/2
Hdac8
Wapl
Sororin
Stag1/2 Stag3
Cohesin
Table 2: Conservation of the SMC protein family (Modiﬁed from Haering and Gruber, 2016127).
SMC proteins are conserved from prokaryotes to eukaryotes and, therefore, present strong struc-
tural similarities. While in prokaryotes generally only one homodimeric complex exists, in eu-
karyotes three heterodimeric complexes are found: cohesin, condensin and Smc5/6. The names
of the human proteins related to the cohesin complex that are discussed in this thesis (written in
bold font) have been modiﬁed for clarity purposes in order to keep naming consistency.
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Figure 47: Cohesin tripartite ring (Smc1A-Smc3-Rad21) model built from the 1W1W (red and
yellow) and 4UX3 (blue and green) PDB structures. Protein names have been replaced by the
human orthologs used in this text for clarity purposes. Modiﬁed from Gligoris et al. (2014)131.
Rad21 C-terminal domain binds to Smc1A ATPase head133 while the N-terminal domain
binds to Smc3 coiled-coil region adjacent to the ATPase head, forming a loose staple
between both ATPase heads, thus producing a tripartite ring131,134 (Fig. 47).
Cohesin complex constitutes a complex nanomachine powered by ATP hydrolysis, which
is needed for both DNA loading135138 and unloading132,139,140. For ATP hydrolysis to
eﬀectively occur, Smc heads have to dimerize, sandwiching two ATP molecules, and in-
teract with the C-terminal domain of a kleisin subunit (Rad21 in humans). For example,
yeast cohesin Smc heads are capable of interacting in absence of Scc1 (the yeast ortholog
of human Rad21) but the interaction between Smc1 (the yeast ortholog of human Smc1A)
ATPase head and Scc1 C-terminal domain is required to signiﬁcantly induce ATP hydrol-
ysis141.
Connection to disease
Mutations aﬀecting cohesin ring elements have been related to a series of genetic disorders,
known as cohesinopathies813,142144, as well as several types of cancer1422.
There is a variety of distinct cohesinopathies such as Roberts Syndrome, Warsaw Break-
age Syndrome, CAID syndrome or CHOPS syndrome, but in this thesis we will focus
on the most frequent one, Cornelia de Lange Syndrome (CdLS). CdLS is a rare develop-
mental disorder with diverse features the severity of which may remarkably vary among
aﬀected individuals. Some of the characteristics of CdLS are: slow growth, abnormalities
of the bones of arms, hands and ﬁngers, microcephaly, intellectual disability, behavior
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and neurological problems and characteristic facial features145. Despite there is not an
exact quantiﬁcation of incidence, CdLS is estimated to aﬀect 1 in 10,000 to 1 in 30,000
newborns145 but, due to the presence of individuals with mild or uncommon features
who may never be recognized as having CdLS, the disease is believed to be underdiag-
nosed146,147.
Five CdLS related genes have been described to date: NIPBL, SMC1A, SMC3, RAD21
and HDAC8148. Interestingly, while Hdac8 is a histone deacetylase that, in addition
to the capability of deacetylation of Smc3, regulates chromatin structure and gene ex-
pression in conjunction with the rest of histone acetylases and deacetylases149, Nipbl,
Smc1A, Smc3, Rad21 all play roles in cohesin function. Smc1A, Smc3 and Rad21 form
the cohesin ring7. Nipbl and Mau2 form a loading complex that binds chromosomes
referred to as kollering150. Both ATP hydrolysis in the cohesin ring and interaction be-
tween the ring and kollering are required for successful topological entrapment of sister
chromatids151,152.
In addition to cohesinopathies and cancer, mutations aﬀecting the cohesin ring have been
related to aneuploidy in neurons, a relevant factor in the development of Alzheimer dis-
ease153.
Current mechanistic models
Built upon diﬀerent experimental results various mechanistic models describing certain
aspects of the cohesin function coexist.
In December 2015 Yasuto Murayama and Frank Uhlmann proposed the interlocking gate
mechanism model132 (Fig. 48) that integrated the ATPase requirements for loading and
unloading with a series of experimentally determined protein-protein interactions and the
molecular knowledge of the acetylation regulation available at the time.
Among other strongly supported facts, they took into account that cohesin tripartite ring
(Smc1A-Smc3-Rad21 complex in human) topologically entraps sister chromatids136,154,155
and both DNA entrance and exit are mediated by ATP hydrolysis135138 and unload-
ing132,139,140. The loading complex (Nipbl-Mau2 in human)136,156 enhances the entrap-
ment rate while Pds5-Wapl complex both facilitates loading and unloading of DNA157,158.
In ﬁssion yeast the activity of both complexes depends on the presence of Psc3 (Stag1/2 in
human)136. Interaction of DNA with the cohesin complex induces ATP hydrolysis while
acetylation by Eco1 (Esco1/2 in human) of exposed lysine residues in Smc3 prevents it,
leading to stable cohesion159164. The schematic overview of this model can be seen in
ﬁgure 48, in which the ﬁssion-yeast gene names used in the original ﬁgure by Murayama
and Uhlmann have been replaced with human orthologs for clarity purposes.
In addition, in February 2016 Elbatsh et al.139 reported four Smc1 mutations (L1129V,
G1132S, D1164E and D1164G) in budding yeast that rescued viability in absence of
Eco1. Complete deletion of ECO1 alleles resulted in a lethal phenotype when wild type
SMC1 gene was present, while inactivation of a temperature sensitive Eco1 during S phase
induced cohesion loss during metaphase. All the reported mutations were able to rescue
the lethality of complete Eco1 abrogation and partial rescue of cohesion could be observed
in L1129V and D1164E mutations (chosen as representative by the authors). Additionally,
these mutants also exhibited a reduction of ATPase activity in presence of Scc1 (Rad21 in
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Figure 48: Graphic depiction of the uniﬁed interlocking gate mechanism model. Protein names
have been replaced by the human orthologs used in this text for clarity purposes. Modiﬁed from
Murayama and Uhlmann (2015)132.
human) C-terminal domain similar to that induced by classical Walker B domain mutants
(Smc1-E1155Q and Smc3-E1158Q). Interestingly, in contrast to the four mutants reported
to bypass the need of Eco1, both Walker B mutants are lethal. Lastly, to test whether
equivalent Smc3 mutation could lead to a similar phenotype, Smc3-D1161E and Smc3-
L1126V mutants were evaluated, failing to reproduce the viability rescue. Among other
conclusions, the authors interpret these results as a sign of a severe functional asymmetry
in the core of the cohesin ATPase head.
Regarding the role cohesin could play in the loop extrusion model, in July 2017 Diebold-
Durand et al.130 proposed a model based in high-throughput crystallographic data de-
scribing an ATPase mediated DNA loop extrusion cycle sharing many similarities with
the general idea presented in the interlocking gate mechanism model.
It is noteworthy that, despite these recent models try to unravel diﬀerent mechanistic
details of the cohesin function, they are generally compatible with each other. Moreover,
they all present the ATPase dynamics undergoing in the cohesin head heterodimer as a
central aspect in the cohesin function.
Open questions
Despite the attraction that the cohesin complex has caused in the scientiﬁc community
over the last decades, there are still many relevant questions regarding both its structure
and function are yet to be answered. Some of them deal with: the precise series of
events that lead to loading, entrapment, release and stable cohesion; the exact role of the
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nucleotide binding domains; and how ATP binding and hydrolysis aﬀect the loading and
releasing processes7.
The aim of this work was to perform atomistic simulations that could oﬀer some insight
into the dynamics of the ATP hydrolysis in the active sites of the cohesin head dimer
and evaluate the possible eﬀect of such hydrolysis over the dimer stability using a model
as close as possible to human cohesin so that it could possibly help to rationalize disease
related mutants. The initial structure for such simulations (Fig. 49) was a homology
model of the human cohesin ATPase head dimer, formed by Smc1A and Smc3 (Smc1A-
head and Smc3-head respectively), bound to the C-terminal domain of human Rad21
(Rad21-Cter). The two active sites were named active site 1 (AS1) and active site 2
(AS2), being AS1 the active site formed by the Walker A and Walker B domains of
Smc1A and AS2 the one formed by the Walker A and Walker B domains of Smc3 (Fig.
49). This model was simulated through MD with and without Rad21-Cter and binding
diﬀerent nucleotides (ATP or ADP) to each active site. The ATPase activity of both
active sites was studied through QM/MM MD simulations and the free energy diﬀerence
(∆G◦) between the dimer disruption before and after ATP hydrolysis was estimated via
the Jarzynski's equality using a series of SMD simulations performed in presence of either
ATP or ADP.
Figure 49: Smc1A-head Smc3-head Rad21-Cter complex homology model. An overview of the
homology model of the complex formed by human Smc1A-head (brown), Smc3-head (gray) and
Rad21-Cter (green) is presented (a). To better illustrate the location of the active sites (AS1 and
AS2), Smc3-head was removed (b). Location of the residues Smc1A-N34 and Smc1A-G35, which
are in close proximity to Rad21-Cter domain, are indicated. Note their location in the active site
1 in ﬁgure 50. Source: Marcos-Alcalde et al. (2017)24.
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3.2.2 Results
3.2.2.1 Rad21 binding induces a rearrangement at active site 1 that allows
ATP hydrolysis
Rad21-Cter binding to Smc1A-head Smc3-head dimer induces ATP hydrolysis, which
otherwise is almost undetectable135,141,165.
Our hypothesis was that Rad21 is able to alter the geometry of the closest (∼ 10 Å) active
site (i.e. AS1) to the interface between Smc1A Rad21-Cter favoring a more catalytic con-
ﬁguration. In order to investigate this possible way of activation and the molecular mech-
anisms involved, we ﬁrst performed free MD simulations of the Smc1A-head Smc3-head
dimer binding ATP in both active sites, either in presence or absence of Rad21-Cter to let
the model relax in each condition. To assess whether the stable conformation obtained in
each condition could lead to diﬀerent ATPase activity we resorted to QM/MM MD, which
allows the simulation of chemical reactions such as ATP hydrolysis (see "Quantum Me-
chanics/Molecular Mechanics Molecular Dynamics" in subsection 1.2.3.1). To this end,
the previously introduced Fireball/AMBER QM/MM MD method87,88 was used. The
computational performance of this method enables the generation of 3D free energy sur-
faces of enzymatic reactions without a priori determination of any reaction paths, yet
providing accurate QM calculations.
After 40 ns of free MD and prior to the generation of the free energy surfaces, each con-
dition was stabilized through 150 ps of QM/MM MD. The region described with Fireball
QM calculations (QM region) (Fig. 50) was formed of the tri-phosphate moiety of the
ATP, the magnesium ion, water molecules and side chains present in the coordination
sphere of magnesium in AS1 as well as the catalytic water molecule and the side chains of
Smc1A-N34, Smc1A-G35, Smc1A-K38, Smc1A-E1157 and Smc3-S1116. The region de-
scribed with AMBER MM calculations (MM region) included the remaining atoms (i.e.
the rest of the protein complex, counterions, solvent as well as AS2 ATP and magnesium
ion). After QM/MM MD stabilization free energy surfaces were sampled for both condi-
tions along two reaction coordinates, reaction coordinate 1 (RC1) and reaction coordinate
2 (RC2; purple arrows in ﬁgure 50). RC1 was deﬁned to describe the bond to be formed,
i.e. the distance between the oxygen atom from the catalytic water molecule and the
phosphorus atom of the ATP γ-phosphate group. RC2 was deﬁned to describe the bond
to be broken, i.e. the internal distance in the ATP molecule between the phosphorus
atom of the γ-phosphate group and the third oxygen atom of the β-phosphate group. For
each condition, this sampling yielded 7.6 × 106 conformations with their corresponding
reaction coordinates and QM energy values, all of which were used to generate the free
energy surfaces present in ﬁgures 51 and 52. The minimum free energy paths (cyan line
in ﬁgure 51 a and red line in ﬁgure 52 a for each surface were calculated using MEPSA23.
The energy proﬁles of those paths (ﬁgures 51 b and 52 b) show the free energy evolu-
tion along the path from the initial ATP molecule (ﬁgures 51 c "1(S)" and 52 c "1(S)")
to the resulting ADP and inorganic phosphate molecules (ﬁgures 51 c "6(P)" and 52 c
"6(P)"). Interestingly both conditions exhibit rather similar paths, maxima and minima
locations and almost equivalent ∆G◦ diﬀerences between substrate and product but, on
the other hand, large diﬀerences in the free energy of activation (∆‡G◦) can be observed
(Fig. 53).
77
CHAPTER 3. RESULTS
Figure 50: QM region for AS1. Atoms belonging to the QM region are depicted with colored
ball and sticks. Atoms represented in gray belong to the MM region. Light-gray ball and sticks
conform the rest of the ATP molecule that is not contained in the QM region while the background
transparent gray ribbons represent the α-carbon trace of the protein chains surrounding the QM
region. The positions of the catalytic water (wat), residues Smc1A-N34, Smc1A-G35, Smc1A-
K38, Smc1A-E1157 and Smc3-S1116, magnesium ion (Mg++) and ATP molecule are indicated.
Reaction coordinates 1 (RC1) and 2 (RC2) are symbolized by purple arrows. Source: Marcos-
Alcalde et al. (2017)24. Caption was adapted from the same source.
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Figure 51: Free energy surface analysis of ATP hydrolysis in AS1 in presence of Rad21. (a)
Free energy surfaces (in kcal mol−1) for ATP hydrolysis at AS1 in the presence of Rad21-Cter
generated via QM/MM MD simulations. The plot axes represent the reaction coordinates. RC1
(bond to be formed): the distance (in Å) between the oxygen atom of the catalytic water and
the phosphorous atom of the ATP molecule γ-phosphate group (distance wat-O- ATP-PG). RC2
(bond to be broken): the distance (in Å) between the phosphorous atom of the ATP molecule γ-
phosphate group and the oxygen atom 3 of the ATP β-phosphate group (distance ATP-PG - ATP-
O3B). Free energy data are represented via a color scale, from lower (blue) to higher (red) values.
MEPSA minimum energy path is shown in cyan. (b) Free energy proﬁle of the MEPSA minimum
energy path. Points of interest (1(S), 2, 3, 4(TS), 5, 6(P)) are indicated. (c) Representative
structures of the points of interest revealed by the free energy proﬁle are shown. The positions
of the catalytic water (wat), residues Smc1A-N34 and Smc1A-E1157, magnesium ion (Mg++),
ATP γ-phosphate (ATP-PG), ADP and leaving inorganic phosphate (Pi) are indicated. Source:
Marcos-Alcalde et al. (2017)24. Caption was adapted from the same source.
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Figure 52: Free energy surface analysis of ATP hydrolysis in AS1 in absence of Rad21. (a) Free
energy surfaces (in kcal mol−1) for ATP hydrolysis at AS1 in absence of Rad21-Cter generated
via QM/MM MD simulations. The plot axes and color scale are as in ﬁgure 51 a. MEPSA
minimum energy path is shown in red. (b) Free energy proﬁle of the MEPSA minimum energy
path. Points of interest (1(S), 2, 3, 4(TS), 5, 6(P)) are indicated. (c) Representative structures
of the points of interest revealed by the free energy proﬁle are shown. The positions of the catalytic
water (wat), residues Smc1A-N34 and Smc1A-E1157, magnesium ion (Mg++), ATP γ-phosphate
(ATP-PG), ADP and leaving inorganic phosphate (Pi) are indicated. Source: Marcos-Alcalde et
al. (2017)24. Caption was adapted from the same source.
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Figure 53: The binding of Rad21-Cter to Smc1A-head facilitates ATP hydrolysis. A compar-
ison of the free energy proﬁles of ATP hydrolysis in AS1 in presence (cyan) and absence (red)
of Rad21-Cter is shown, indicating the location of the substrate (S), transition state (TS) and
product (P). Activation free energy (∆‡G◦) for both condtions and free energy diﬀerence between
susbtrate and product(∆G◦) in presence of Rad21-Cter are shown. Source: Marcos-Alcalde et al.
(2017)24.
This suggests that, either in presence or absence of Rad21-Cter, the reaction takes place
through the same series of steps but, when Rad21-Cter is present, some of them are sig-
niﬁcantly stabilized. To identify the possible reason for such stabilization, representative
structures of each maximum and minima were compared between conditions. The two
ﬁrst maxima indicate the two major steps of the reaction, water entrance (ﬁgures 51 c
"2","3" and 52 "2","3") and pyrophosphate bond breaking through a planar transition
state (ﬁgures 51 c "4(TS)" and 52 c "4(TS)"). The comparison of structures from both
conditions revealed that, in presence of Rad21-Cter, Smc1A-N34 strongly stabilizes water
entrance and, to a lesser extent, the transition state, which is mainly stabilized by Smc1A-
K38 and Smc1A-G35. Interestingly, Rad21-K605 directly contacts with Smc1A-G35 and
maintains Smc1A-N34 in position by interacting with Smc1A-G35, oﬀering a possible way
to rationalize the molecular mechanism through which Rad21-Cter binding may alter the
ATPase activity in AS1. To complete the structural description of the features associated
with the energy proﬁle, in presence of Rad21-Cter, after the transition state, a subtle
energy shoulder can be observed. Representative structures of this region suggest that it
is associated with the water deprotonation event prior to the bond formation (ﬁgures 51
c "5" and 52 c "5"). A video sequence of the reaction along the minimum energy path
in presence or Rad21-Cter, highlighting water stabilization, transition state and water
deprotonation, is shown in appendix C.
From an energetic perspective, the free energy of activation detected for ATP hydrolysis
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in AS1 was 14.1 kcal mol-1 in presence and 28.1 kcal mol−1 in absence of Rad21-Cter,
thus implying a 14.0 kcal mol-1 diﬀerence between both barriers. These results are in
agreement with the experimentally observed fact that the presence of Rad21-Cter allows
ATP hydrolysis135,141,165 lowering the barrier to a value close to the range of the experi-
mental free energy barrier measured for other ATPases, as the F1-ATPase (12.913.4 kcal
mol−1)166.
3.2.2.2 ATP hydrolysis at active site 1 induces the activation of site 2
After simulating ATP hydrolysis in AS1 we tested if this could have any detectable eﬀect
over Smc1A-head Smc3-head dimer. To such end, the Smc1A-head Smc3-head Rad21-
Cter model binding ADP in AS1 and ATP in AS2 (AS1-ADP/AS2-ATP condition) was
subjected to 150 ns of free MD. As a control, the same model, binding ATP in AS1 and
ATP in AS2 (AS1-ATP/AS2-ATP condition), was subjected to an equivalent simulation.
The movement of residues in the moieties of both active sites was monitored throughout
both trajectories. Surprisingly, after 120 ns of free MD the AS1-ADP/AS2-ATP showed a
noteworthy behavior which could not be observed in AS1-ATP/AS2-ATP. The side chain
of an apparently non-related residue, Smc1A-K1120, moved into AS2 and remained stable
in such position. Nitrogen of the α-amino group of Smc1A-K1120 in AS1-ADP/AS2-ATP
remained stable at around 2.5 Å of the oxygen atom of the water molecule (Fig. 54)
while, in AS1-ATP/AS2-ATP, this distance ﬂuctuated around 7.9 Å (Fig. 54).
Figure 54: After ATP hydrolysis in AS1, Smc1A-K1120 approximate and contacts the catalytic
water molecule (wat) in AS2. The evolution of the distance between the oxygen of wat and
the ε-amino group of the Smc1A-K1120 residue (distance K1120-NZ - wat-O) is shown for two
trajectories, one in which both active sites were binding ATP (AS1-ATP/AS2-ATP; red line)
and one in which AS1 was binding ADP and AS2 ATP (AS1-ADP/AS2-ATP; cyan). Source:
Marcos-Alcalde et al. (2017)24.
In this conﬁguration, after the entrance of Smc1A-K1120 in AS2 under AS1-ADP/AS2-
ATP condition, the α-amino group of the lysine formed stable hydrogen bonds with the
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Figure 55: QM region for AS2. Atoms belonging the QM region are depicted with colored ball
and sticks. Light-gray ball and sticks conform the rest of the ATP molecule that is not contained in
the QM region. The positions of the catalytic water (wat), Smc3-K38, Smc3-E1144 and Smc1A-
K1120 residues, and the ATP molecule are indicated for both active (a) and inactive (b) AS2
conﬁgurations. The distance between the catalytic water and ε-amino group of the Smc1A-K1120
residue is indicated by a black arrow. The reaction coordinate (RC) is indicated by a purple
arrow. Source: Marcos-Alcalde et al. (2017)24. Caption was adapted from the same source.
catalytic water molecule and the γ-phosphate group of the ATP molecule (Fig. 55 a and
appendix D). The strong electrostatic eﬀects derived from such interactions were expected
to produce two eﬀects: water entrance and transition state stabilization. To evaluate
this, ATP hydrolysis in AS2 was analyzed in both conditions (AS1-ADP/AS2-ATP and
the control AS1-ATP/AS2-ATP) by QM/MM SMD with Fireball/AMBER. The ﬁnal
83
CHAPTER 3. RESULTS
structures of the 150 ns free MD stabilizations (Fig. 55) were used as initial structures for
the QM/MM SMD simulations. The QM regions (Fig. 55) for both conditions were formed
of the tri-phosphate moiety of the ATP in AS2, the magnesium ion, water molecules
and side chains present in the coordination sphere of magnesium, the catalytic water
molecule and the side chains of Smc3-K38, Smc3-E1144 and Smc1A-K1120. The MM
region included the remaining atoms (i.e. the rest of the protein complex, counterions,
solvent as well as AS1 atoms).
Figure 56: ATP hydrolysis in AS1 facilitates ATP hydrolysis in AS2. A comparison of the
free energy proﬁles of ATP hydrolysis in AS2 in while AS1 binds ADP (AS1-ADP/AS2-ATP;
cyan) or ATP (AS1-ATP/AS2-ATP; red) is shown, indicating the location of the substrate (S),
transition state (TS) and product (P). Activation free energy for both conditions (∆‡G◦) and
free energy diﬀerence between substrate and product (∆G◦) in AS1-ADP/AS2-ATP condition
are shown. Source: Marcos-Alcalde et al. (2017)24.
As a very noticeable diﬀerence between AS1-ADP/AS2-ATP and AS1-ATP/AS2-ATP
was expected, instead of 3D free energy surface, a much less computationally expensive
2D free energy proﬁle was calculated. The reaction coordinate (RC; purple arrow in Fig.
55) was deﬁned to describe the bond to be formed, i.e. the distance between the oxygen
atom from the catalytic water molecule and the phosphorus atom of the ATP γ-phosphate
group. As expected, this approach was sensitive enough to detect a remarkable diﬀerence
between the two conditions. In particular, dramatic reduction of the barriers associated
with water entrance and transition state could be observed. The comparison of energy
proﬁles shows that the activation of AS2 produced a total barrier reduction of 38 kcal
mol-1, leading to a ﬁnal barrier value of 14.2 kcal mol-1 in AS1-ADP/AS2-ATP condition
(Fig. 56). A detailed description of the observed key steps is available in (Fig. 58) and
a video sequence of the reaction in AS1-ADP/AS2-ATP is shown in appendix E. This
results support that ATP hydrolysis in AS1 leads to the entrance of Smc1A-K1120 in
AS2, which strongly induces ATP hydrolysis. To evaluate the conservation of Smc1A-
K1120 a MSA of the UniProtKB canonical sequences for proteins coded by orthologous
genes to human SMC1A, SMC3, SMC2 and SMC4 was obtained (Fig. 57). This MSA
conﬁrmed that K1120 is conserved in SMC1A orthologs from human to yeast but, quite
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interestingly, that it is present in SMC4 genes too, which are the molecular equivalent to
SMC1A in condensin. This result not only supports Smc1A-K1120 to be playing a strong
functional role in SMC1A but also leaves the open question of whether this molecular
mechanism could be generalized for both cohesin and condensin.
Figure 57: Multiple sequence alignment of several proteins homologous to human
Smc1A in the area surrounding residue K1120. The sequences represented are: human
Smc1A (SMC1A_HUMAN), Smc1B (SMC1B_HUMAN), Smc3 (SMC3_HUMAN), Smc2
(SMC2_HUMAN) and Smc4 (SMC4_HUMAN); Mus musculus Smc1A (SMC1A_MOUSE),
Smc3 (SMC3_MOUSE), Smc2 (SMC2_MOUSE) and Smc4 (SMC4_MOUSE); Bos tau-
rus Smc1A (SMC1A_BOVIN), Smc3 (SMC3_BOVIN), Smc2 (SMC2_BOVIN) and Smc4
(SMC4_BOVIN); Xenopus laevis Smc1A (SMC1A_XENLA), Smc3 (SMC3_XENLA),
Smc2 (SMC2_XENLA) and Smc4 (SMC4_XENLA); and Saccharomyces cerevisiae
Smc1 (SMC1_YEAST), Smc3 (SMC3_YEAST), Smc2 (SMC2_YEAST) and Smc4
(SMC4_YEAST). The residues are colored according to conservation (BLOSUM62 score).
The position of human Smc1A-K1120 is indicated by an arrow. Source: Marcos-Alcalde et al.
(2017)24. Caption was directly transcribed from the same source.
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Figure 58: Points of interest in the energy proﬁle of the ATP hydrolysis at AS2 in its active
form (AS1-ADP/AS2-ATP). Points of interest (1-7) of the free energy proﬁle are indicated and a
reference structure is shown for each one. The energy proﬁle can be divided into 3 steps: the ﬁrst
step (panels 1 to 3) is characterized by the entrance of the catalytic water molecule in the active
site; the second (panels 3 to 5) corresponds to the stabilization of the catalytic water molecule
prior to the transition state by triple hydrogen bonding with Smc3-E1144, Smc1A-K1120 and
γ-phosphate; the third (panels 6 and 7) correlates to the transition state, thus leading to the
product structure. The leaving inorganic phosphate group is formed and Smc3-E1144 transfers
the catalytic water proton (*) to the leaving group. Source: Marcos-Alcalde et al. (2017)24.
Caption was directly transcribed from the same source.
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3.2.2.3 ATP hydrolysis facilitates separation of the ATPase heads
Our results support the hypothesis that Rad21-Cter binding facilitates ATP hydrolysis
in AS1, which induces hydrolysis in AS2. Furthermore, biochemical literature describes
that ATP binding and hydrolysis are required for both DNA loading135138 and unload-
ing132,139,140 and mechanistic models of these two processes assume that the ATPase head
domain has to separate to let DNA pass through128,132,137140,165,166. Consequently, we
evaluated the eﬀect the exchange of ATP with ADP (as a result of the aforementioned
ATPase activity) has over head heterodimer stability.
In order to describe this conﬁguration, two equivalent models of the Smc1A-head Smc3-
head Rad21-Cter complex were generated binding two molecules of either ATP or ADP.
The ATP binding (AS1-ATP/AS2-ATP) model represents the complex structure prior
to any ATP hydrolysis event, while the ADP binding (AS1-ADP/AS2-ADP) model rep-
resents the complex structure after hydrolysis in both active sites. Both models were
stabilized over 150 ns long free MD simulations from which individual structures were
extracted every 4 ns, from 104 ns to 120 ns, yielding 5 extracted structures per condition.
As these were to be used as initial structures in the succeeding SMD simulations, they
were extracted from a stable region ensuring that a period of stability longer than the
SMD simulation times (13 ns) came after the extraction times (30 ns in the shortest case,
i.e. 120 ns extraction). Ten SMD simulations, ﬁve per condition, were generated starting
from the extracted structures, forcing the centers of mass of Smc1-head and Smc3-head
to separate from each other 32.5 Å along 13.0 ns (Fig. 59), measuring the accumulated
work along each trajectory. Using Jarzynski's equality (Eq. 1.13) we estimated the ∆G◦
diﬀerence between the closed and opened conformations of the complex models (quasi-
equilibrium states) in both conditions (AS1-ATP/AS2-ATP and AS1-ADP/AS2-ADP)
from the accumulated work data obtained along an ensemble of SMD trajectories simu-
lating the heterodimer separation (non-equilibrium transitions between quasi-equilibrium
states). To better reach the required quasi-equilibrium state in both closed and opened
conformations, the center of mass distance separation was kept constant for 0.1 ns during
the start and end points of each SMD trajectory.
The steepest slope of the free energy proﬁle (Fig. 59 b) and, consistently, the largest
force peak along each trajectory (Fig. 59 a), both take place during the ﬁrst ∼7.5 Å of
separation and are the most distinctive feature between the trajectory ensembles repre-
senting each condition. Interestingly, during this separation period, all the interactions
between residues in both sides of each active site were broken. Unsurprisingly, the most
noticeable diﬀerence to be observed over the free energy eestimations arises at that region,
being the force peak associated with active site disruption the largest contribution to the
24.8 kcal mol-1 ∆G◦ diﬀerence between AS1-ATP/AS2-ATP and AS1-ADP/AS2-ADP
conditions (Fig. 59 c). It is noteworthy that 24.8 kcal mol-1 is approximately 81% of the
average ∆G◦ associated with the hydrolysis of two molecules of ATP in human muscle in
resting conditions: ∆G◦ 30.6 kcal mol-1 167. This could be hinting that cohesin ATPase
head would be highly eﬃcient from an energetic point. Together these results support the
hypothesis that the ATP hydrolysis at both AS1 and AS2 signiﬁcantly facilitates ATPase
head complex opening.
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Figure 59: ATP hydrolysis at AS1 and AS2 facilitates head separation. (a) Schematic overview
of the head separation induced by SMD simulations. The Smc1A-head (brown), Smc3-head (gray)
and Rad21-Cter (green) domains are shown and the nucleotide (ATP or ADP) locations in both
active sites are indicated. Force (F) direction is marked by white arrows. (b) Forces exerted in
SMD trajectories over the separation between the centers of mass of Smc1A-head and Smc3-head
domains. Points from all trajectories for the AS1-ATP/AS2-ATP condition (red) and for AS1-
ADP/AS2-ADP condition (cyan) are shown. (c) Estimated free energy diﬀerence (kcal mol-1)
over the separation between the centers of mass of the Smc1A-head and Smc3-head domains
computed using Jarzynski's equality over 5 SMD trajectories for each condition. Source: Marcos-
Alcalde et al. (2017)24. Caption was directly transcribed from the same source.
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3.2.2.4 Pathogenic variants and mutants with an associated phenotypic ef-
fect
The cohesin ATPase head complex dynamic models we generated in order to appraise
the ATP hydrolysis dynamics and its possible inﬂuence over the complex stability also
provided an atomistic framework quite suited for rationalizing mutations linked with
pathologies and phenotypic variations. Thirteen human pathogenic variants (Table 3 and
Fig. 60 b,d,e) and three yeast non-neutral (i.e. phenotype-changing) mutations (Fig. 60
f) were analyzed by means of this framework. These variants, all of which are predicted
to aﬀect ATP hydrolysis in either AS1 or AS2, were arbitrarily grouped into four clusters
for clarity purposes. The ﬁrst cluster (depicted in green in ﬁgure 60) was comprised
of the residues Smc1A-N34, Smc1A-R57, Smc3-G1118 and Smc3-Q1119; and, according
to our models, mutations altering those residues are expected to aﬀect ATP positioning
and ATP hydrolysis progress. Smc1A-N34 stabilizes the entrance of the catalytic water
molecule (Fig. 51 c "2") and the planar transition state (Fig. 51 c "4(TS)"). Smc1A-
R57 interacts with α-phosphate group of the ATP molecule, stabilizing its position in the
active site. Smc3-G1118 and Smc3-Q1119, located in the immediate proximity of Smc1A-
N34 are expected to keep Smc1A-N34 in the right place and orientation. Mutations
aﬀecting the residues grouped in cluster one have been related to endometroid carcinoma
(Smc1A-N34 and Smc1A-R57)168 and acute myeloid leukaemia (Smc3-G1118 and Smc3-
Q1119)18,168.
The second cluster (depicted in yellow in ﬁgure 60) was comprised of the residues Smc1A-
N1166, Smc3-D1143, Smc3-Q1147 and Smc3-A1148. Smc1A-N1166T and Smc3-Q1147E
variants have been found in CdLS patients9,142,171 whereas mutations aﬀecting residues
Smc3-D1143 and Smc3-A1148 have been related to acute myeloid leukaemia18,168 and
colorectal cancer168,172 respectively. In a previous work9, in which our group collaborated,
CdLS related Smc3-Q1147E mutation was analyzed via homology modeling, proposing
that, given Smc3-Q1147 location in that model, the mutation could potentially be aﬀecting
interactions with Smc1A that could aﬀect dimer stability and/or ATPase activity in AS2.
Interestingly, in our dynamic framework, when AS2 activation by Smc1A-K1120 entrance
was described, Smc3-Q1147 was found to be in close proximity to the incoming α-amino
group of Smc1A-K1120. Mutation of Smc3-Q1147 to a negatively charged glutamic acid
Protein Mutation Disease Location References
Smc1A N34S Endometroid carcinoma Active site 1 168
Smc1A R57W Endometroid carcinoma Active site 1 168
Smc1A V58_R62del Cornelia de Lange Syndrome Putative binding to DNA 122, 142, 143, 169
Smc1A R1090C Melanoma Active site 2(activation) 17, 168
Smc1A F1122L Cornelia de Lange Syndrome Active site 2 (activation) 122, 143, 170
Smc1A R1123W Cornelia de Lange Syndrome Active site 2 (activation) 143, 144
Smc1A N1166T Cornelia de Lange Syndrome Active site 2 142
Smc3 H55Y Colorectal cancer Putative binding to DNA 19, 168
Smc3 G1118V Acute myeloid leukaemia Active site 1 18, 168
Smc3 Q1119K Acute myeloid leukaemia Active site 1 18, 168
Smc3 D1143H Acute myeloid leukaemia Active site 2 18, 168
Smc3 Q1147E Cornelia de Lange Syndrome Active site 2(activation) 9, 171
Smc3 A1148T Colorectal cancer Active site 2 168, 172
Table 3: Human pathogenic variants.
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could be expected to induce strong interaction with the positively charge α-amino group,
probably altering the interactions in AS2 that lead to ATPase activity enhancement. To
evaluate this possibility, analogously to the simulations in which AS1-ATP/AS2-ATP and
AS1-ADP/AS2-ATP conditions were compared, a new model of the Smc1A-head Smc3-
head Rad21-Cter complex, in presence of ADP in AS1 and ATP in AS2 and having Smc3-
Q1147 replaced by glutamic acid (Smc3-Q1147E/AS1-ADP/AS2-ATP condition), was
subjected to 150 ns of free MD. In the new trajectory, the distance between Smc1A-K1120
and the catalytic water molecule of AS2 (Fi.g 60 c) showed an intermediate behavior to
those shown by the trajectories performed in AS1-ATP/AS2-ATP and AS1-ADP/AS2-
ATP conditions. Compared to AS1-ADP/AS2-ATP condition, in which AS2 showed an
active arrangement during 13.45% of the total 150 ns, in Smc3-Q1147E/AS1-ADP/AS2-
ATP AS2 only showed an active arrangement during 0.03% of the 150 ns. This suggests a
greatly reduced, yet not completely abolished, ATPase activity at the AS2 of the cohesin
molecules of the CdLS patient with such mutation. To us this ﬁnding was very exciting
as, to the best of our knowledge, this was the ﬁrst time for a CdLS related variant to be
assigned a speciﬁc functional role in the cohesin complex dynamics.
The third cluster (depicted in magenta in Fig. 60) was comprised of the residues Smc1A-
R1090, Smc1A-F1122 and Smc1A-R1123. Smc1A-F1122L and Smc1A-R1123W variants
have been found in CdLS patients123,143,144,170 and the Smc1A-R1090C variant has been
related to melanoma17,168. The most noticeable feature of these three residues is that their
positions are closely related to the movement of Smc1A-K1120 and all three mutations
can potentially disrupt the correct orientation of Smc1A-K1120 towards AS2.
The fourth cluster (depicted in pink in Fig. 60) was comprised of Smc1A-L1128, Smc1A-
G1131 and Smc1A-D1163. These residues are human Smc1A orthologous positions to
yeast Smc1 residues (Smc1-L1129, Smc1-G1132 and Smc1-D1164) that, when mutated,
can bypass the need for Eco1139 (Fig. 61). Smc1A-G1131 and Smc1A-D1163 are close
to the γ-phosphate group of the ATP molecule in AS2 and, thus, mutations can be
expected to alter ATP hydrolysis dynamics in this active site. However, oﬀering a pos-
sible mechanistic explanation for yeast Smc1-L1129V (human Smc1A-L1128) mutation
aﬀecting the rate of DNA release of cohesin poses a much more challenging task as the
orthologous mutation in yeast Smc3 (Smc3-L1126V) does not. Interestingly, in our simu-
lation, Smc1A-L1128 hydrophobic side chain stabilized the hydrocarbon chain of Smc1A-
K1120, therefore forcing its correct orientation and subsequent entrance towards AS2
ATP γ-phosphate group. Leucine to valine substitution, otherwise a non-drastic muta-
tion, reduces the length of the non-polar side chain of leucine, thus shrinking the surface
along which the hydrophobic interaction stabilizes Smc1A-K1120 side chain orientation.
If true, this molecular mechanism could explain why yeast Smc3 orthologous mutation
fails to reproduce Smc1-L1129V phenotype as Smc3-L1115 (human ortholog to Smc3-
L1126V), similarly to Smc1A-L1128, is close to the active site (AS1 in this case) but,
due to its location, would not play a direct role in ATP hydrolysis. On contrast, while
Smc1A-L1128 would neither play a direct role in ATP hydrolysis, it would be required
for the activation of AS2 by Smc1A-K1120.
Additionally to those residues that can be linked with pathologies and phenotypic varia-
tions, we paid special attention to residues related to acetylation-regulated DNA binding,
for they are crucial for the ultimate understanding of the cohesin function. These can
be located both in the coiled-coils173, almost completely removed in our model, and in
the inner side of the ATPase head domains128,132,140,174. Probably due to the absence of
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forces exerted by the unmodeled region of the cohesin ring (coiled-coils dimerized by the
hinge region), during the Rad21-Cter activation simulations, after the ﬁrst 40 ns of free
MD simulations performed with our models, the relative angle between Smc1A-head and
Smc3-head monomers grew wider (Fig. 62 a) resembling structures of Rad50 (a SMC
family member) binding a DNA double strand175177. The root mean square deviation
(RMSD) of Smc1A-head and Smc3-head were measured for the whole 120 ns long free
MD simulation to which the Smc1A-head Smc3-head Rad21-Cter complex was subjected
(Fig. 62 b), evaluating that the internal structure of each monomer remained stable.
The RMSD values were constantly bellow 3.0 Å, despite change in the internal angle.
During this free MD simulation a number of positively charged residues relocated to-
wards the inner surface of the ATPase head dimer (Fig. 62): Smc1A-K59, Smc1A-R62,
Smc1A-K149, Smc3-H55, Smc3-R61, Smc3-K105, Smc3-K106 and Smc3-K157. Interest-
ingly, Smc3-K105 and Smc3-K106 are described to be involved in acetylation-regulated
DNA binding128,132,140,174, the deletion of Smc1A-K59 and Smc1A-R62 has been related
to CdLS122,142,143,169 and Smc3-H55Y mutation has been associated with colorectal can-
cer19,168. Remarkably, after relocation, the positions of all these positive residues becomes
fully compatible with the putative position of a double stranded DNA molecule over the
inner surface of the ATPase head complex (Fig. 62), similarly to the Rad50 structures
binding double stranded DNA. This observation may suggest that our model might be
mimicking, not only the binding of Rad21-Cter, but also a geometry somehow similar
to that of the DNA bound structure, resembling to an extent the starting event of the
ATPase-dependent opening of the cohesin head.
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Figure 60: Pathogenic variants and non-neutral mutations. (a) Location of the Cα atoms of
residues of interest in the neighborhood of AS1 and AS2. Disease-related variants are shown
in green (those aﬀecting AS1), purple (those aﬀecting AS2 activation via Smc1A-K1120 rear-
rangement) and yellow (those aﬀecting AS2 directly). Residues equivalent to those aﬀected by
mutations that bypass the need for Eco1 in yeast are shown in pink. The Smc1A-K1120 residue
and both ATP molecules are shown. (b) Location of the variants aﬀecting AS1. Residues are
depicted in green. (c) Evolution of the distance between the oxygen atom of the catalytic water
in AS2 and the ε-amino group of the Smc1A-K1120 residue (distance K1120-NZ - wat-O). Dis-
tances obtained with wild-type Smc3 prior (red) and after (cyan) ATP hydrolysis at AS1, and
distances obtained with the Smc3-N1147E mutant after ATP hydrolysis at AS1 (blue) are shown.
(d) Location of the variants directly aﬀecting AS2. Residues are depicted in yellow. (e) Loca-
tion of the variants aﬀecting AS2 activation via K1120 rearrangement. Residues are depicted in
magenta. The location of K1120 is indicated. (f) Location of the residues equivalent to those
aﬀected by mutations that bypass the need for Eco1 in yeast. Residues are depicted in pink. The
location of K1120 is indicated. Source: Marcos-Alcalde et al. (2017)24. Caption was directly
transcribed from the same source.
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Figure 61: Mutations that bypass the need for Eco1 in yeast. The lethal phenotype observed
when a yeast strain carrying a temperature-sensitive Eco1 allele is grown at 35o C is rescued by
Smc1-L1129V, Smc1-G1132S, Smc1-D1164E and Smc1-D1164G mutations (a). Smc1-L1129,
Smc1-G1132, Smc1-D1164 are conserved residues in Smc1 orthologs from yeast to human (b).
Source: Elbatsh et al. (2016)139.
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Figure 62: AS1-ATP/AS2-ATP trajectory spontaneously exhibits a conformation compatible
with DNA binding. (a) Structural evolution of the Smc1A-head, Smc3-head and Rad21-Cter
complex in AS1-ATP/AS2-ATP condition. The equilibrated model structure that was used as
the initial structure in MD simulations (t = 0 ns) and the conformation it adopted after 40
ns of free MD (t = 40 ns) are shown. (b) RMSD values measured over the unrestricted 120
ns MD trajectory of the complex illustrated in a is shown, indicating the simulation times that
correspond to the structures depicted in (a). Note that RMSD remains stable after ∼ 30 ns. (c)
Position of positively charged residues in the upper surface of the head complex after 40 ns of MD.
The putative position of a DNA molecule, in the equivalent position as the one co-crystallized
with Rad50 head domain (PDB code: 5DNY), is indicated. Modiﬁed from Marcos-Alcalde et al.
(2017)24. Caption was adapted from the same source.
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3.2.3 Discussion
Cohesin complex plays a fundamental role in faithful genome segregation, a universal re-
quirement among all living beings. This complex also participates in many other crucial
processes such as DNA repair, chromatin organization and transcription regulation120123.
Subtle alterations in this complex can lead to developmental syndromes, such as Roberts
Syndrome, Warsaw Breakage Syndrome, CAID syndrome or CHOPS syndrome and, the
most prevalent of them all, Cornelia de Lange Syndrome813,142144 as well as several
types of cancer1422. Given the fundamental character of cohesin any major alterations
on this complex probably will make development inviable, leading to lethal phenotypes
that cannot be observed. This fact, combined with the extraordinary size of SMC pro-
teins coiled-coil regions, has made mechanistic explorations of these protein complexes
highly challenging for biochemists as well as structural and computational biologists. The
resolution of structures of SMC proteins, even if truncated, has proven to be a powerful
resource for the proposal of new mechanistic hypotheses and biochemical experiments7.
Making use of the structural information available we built various homology models
of the human Smc1A-head Smc3-head Rad21-Cter complex reproducing diﬀerent events
associated with the ATPase activity of the cohesin ATPase head. These models were sub-
jected to a series of simulation procedures letting these structures relax in a thermalized
environment (free MD), comparatively simulating ATP hydrolysis in diﬀerent conditions
(QM/MM SMD) and simulating the separation of SMC proteins in the complex before
and after ATP hydrolysis (SMD) with the aim of reproducing the series of events that
lead to the DNA passing through the complex (Fig. 63).
The ﬁrst event to be studied was the binding of Rad21-Cter the Smc1A-head Smc3-head
complex, investigating the molecular mechanism leading to the experimentally observed
ATP hydrolysis induction of the Smc1A-head Smc3-head dimer by Rad21-Cter binding
to Smc1A-head141. To such end, a homology model of the human ATPase head complex
was obtained. The X-ray structure of a forced yeast Smc1 (human Smc1A ortholog)
homodimer bound to the C-terminal domain of Scc1 (human Rad21 ortholog)133 was used
as the main scaﬀold, as it contained detailed information about the interface between SMC
subunits. A yeast Smc3 (human Smc3 ortholog) monomeric structure131 was aligned with
one of the Smc1 monomers generating an Smc1 Smc3 complex with Scc1 bound to Smc1.
Lastly, to reﬁne the structure, a high resolution Pyrococcus furiosus Smc homodimer
structure178 was used to determine the position of not clearly located residues surrounding
the active sites as well as to incorporate the crystallographic water molecules present in
this structure into the ﬁnal model. Using this complex scaﬀold a homology model of the
Smc1A-head Smc3-head Rad21-Cter complex, with crystallographic water molecules and
binding ATP in both active sites was obtained. In order to reproduce diﬀerent conditions
this ﬁrst model was modiﬁed several times, either removing Rad21-Cter, changing the
nucleotides bound to the active sites in various conﬁgurations or modeling a CdLS related
variant (Smc3-Q1147E). The ﬁrst model (in presence of Rad21-Cter and binding ATP in
AS1 and AS2) underwent a spontaneous rearrangement, probably due to the absence
forces derived from the unmodeled coiled coil and hinge regions, when relaxed through
free MD simulations, exposing a group of eight positively charged residues towards the
inner surface of the complex (Fig. 62 c). The resulting conformation was compatible with
a DNA-bound conformation of the Smc1A-head Smc3-head Rad21-Cter complex (Fig. 62
c). It is noteworthy that this group of spontaneously exposed amino acids contains two
lysine residues that had already been proposed to be involved in acetylation-regulated
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Figure 63: Schematic model for ATP hydrolysis-driven head opening. (a) The Rad21-Cter
domain binding to the Smc1A-head domain allows hydrolysis at AS1. (b) ATP hydrolysis at AS1
induces AS2 activation via Smc1A-K1120 rearrangement. (c) ATP hydrolysis takes place at AS2.
(d) ATP hydrolysis at both active sites facilitates the separation of the ATPase head domains.
Source: Marcos-Alcalde et al. (2017)24. Caption was directly transcribed from the same source.
DNA binding128,132,140,174, as well as other three residues the mutation of which has been
related to CdLS142144 and cancer19,168. The fact ﬁve out of eight residues exposed are
either already described as involved with DNA binding or related with human diseases
reinforces the non-spurious character of this rearrangement.
After stabilizing with free MD the model in presence and absence of Rad21-Cter, ATP
hydrolysis in both conditions was simulated obtaining a much favorable reaction path in
presence Rad21-Cter (reducing the free energy barrier by 14.0 kcal mol−1) and obtaining
atomistic description of the key steps in the reaction, such as the catalytic water entrance
and the planar transition state stabilization (Fig. 51 c "4(TS)" and appendix C).
In many ATP-binding-cassette (ABC) ATPases the hydrolysis of ATP at one active site
can stimulate ATP hydrolysis at the other179. As Smc1A-head and Smc3-head constitute a
heterodimeric ABC ATPase domain we wondered whether this allosteric coupling between
active sites could be conserved in cohesin. Free MD stabilization of the Smc1A-head Smc3-
head Rad21-Cter model binding ADP to AS1 and ATP to AS2 revealed that Smc1A-
K1120, a previously unrelated residue, spontaneously relocated towards AS2, in such way
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that the α-amino group eventually formed stable hydrogen bonds with both the oxygen
atom of the catalytic water molecule and the γ-phosphate group of the ATP molecule
(ﬁgures 54 and 55 and appendix D). As all of the critical events in the reaction imply
partial and net negative charges being close to each other, the entrance of a positive
net charge in that region of the active site was expected to induce a strong electrostatic
stabilization and thus a dramatic reduction of the free energy barrier. This was tested with
a simpler, yet sensitive enough, simulation of the reaction which conﬁrmed an extensive
barrier reduction after Smc1A-K1120 entrance in AS2 and oﬀered atomistic descriptions
of the key steps in the reaction (ﬁgure 58 and appendix E). Therefore, our model predicts
that the cohesin head complex exhibits allosteric coupling between AS1 and AS2, similarly
to other ABC ATPases179. Unfortunately we have not been able to characterize the
driving force of Smc1A-K1120 movement yet. However, it is interesting to note that
Smc1A-K1120 is conserved in all Smc1A and Smc1B sequences as well as in the majority
of the SMC proteins (Fig. 57). A striking exception is Smc2, the protein that plays
the equivalent role of Smc3 in condensin121,127, in which lysine residue is replaced by
threonine (Smc2-T1077 in human) or isoleucine in diﬀerent organisms (Fig. 57), while in
Smc4, the protein that plays the equivalent role of Smc1A in condensin, lysine residue
(Smc4-K1183 in human) is conserved (Fig. 57). If a similar allosteric coupling between
AS1 and AS2 is to be assumed in both cohesin and condensin heterodimers, Smc2-T1077,
unlike Smc4-K1183, would not be necessary for the intramolecular activation to occur,
which is consistent with the observed conservation proﬁle of both residues. It might also
be notorious that most of the variants related with CdLS and cancer roughly located in
the putative pathway that would connect AS1 and AS2 (Fig. 60).
After having simulated ATP hydrolysis in AS1 and AS2, the subsequent head separation
(Fig. 63 d) was evaluated, comparing pre-hydrolysis and post-hydrolysis conditions in
order to evaluate the eﬀect ATP hydrolysis could have over the stability of the cohesin
ATPase head complex. After free MD stabilization of Smc1A-head Smc3-head Rad21-Cter
model binding either ATP or ADP in both active sites, ﬁve separations were simulated
for each condition via SMD starting from diﬀerent points. Making use of Jarzynski's
equality84 an estimate of ∆G◦ was reconstructed from the SMD trajectories. The results
(Fig. 59) suggest that ATP hydrolysis in both active sites is a major regulator of the
complex stability and that this mechanism is highly eﬃcient from an energetic point of
view. Together, these observations support the hypothesis that ATP hydrolysis is fol-
lowed by the opening of the ATPase head complex (Fig. 63 d). This is in agreement
with recent x-ray diﬀraction structures of bacterial Smc homodimer180 as well as data de-
rived from a yeast Smc1-head Smc3-head heterodimer modeled by direct crystal structure
alignment165.
As previously commented, one of the most signiﬁcant advantages of obtaining atomistic
descriptions of biological processes is the ability to assign degrees of relevance to certain
atoms or molecules, providing new experimental proposals as well as a certain degree
of rationalization to previous experimental results. The atomistic framework developed
in this thesis helped to rationalize several pathogenic variants related with cancer and
CdLS (table 3 and ﬁgure 60). Most notably, the predicted allosteric coupling between
AS1 and AS2 oﬀered a possible mechanistic explanation for the Smc3-Q1147E variant,
present in a CdLS patient9,142,171. As far as we know, this was the ﬁrst time a CdLS
variant had been mechanistically explained in detail. In our framework this variant was
predicted to partially interfere in the activation of AS2 after ATP hydrolysis in AS1,
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which can be expected to produce an impaired, yet not completely disrupted, behavior of
the cohesin complex (Fig. 58). This eﬀect is compatible with the pathogenic phenotype
observed in the patient, who was phenotypically classiﬁed as "moderate"169. As previously
commented, a more severe eﬀect resulting in a complete loss of cohesin function would
have made embryonic development inviable and thus could have never been observed on a
patient. This fact makes CdLS causing variants aﬀecting the cohesin complex potentially
very informative about cohesin atomistic mechanisms, as these are necessarily aﬀecting
key processes of the cohesin dynamics while keeping enough functionality to let embryonic
development result in a viable individual. From this perspective CdLS individuals live on
a thin edge of biological viability and, if any rationally designed therapies are ever to be
developed, these will likely arise from in-depth atomistic description of subtle mechanisms
regulating the functions of the cohesin complex.
Apart from disease related variants, our models were used to analyze three yeast Smc1
residues that, when mutated, can bypass the need for Eco1139. The ﬁrst two (Smc1A-
G1131 and Smc1A-D1163) were very close to the γ-phosphate group of the ATP molecule
in AS2 and, therefore, mutations aﬀecting this residues can be expected to alter ATP
hydrolysis in this site. More interesting is the third residue, Smc1-L1129, as it is not
located in such an evidently relevant position and, on top of that, the orthologous mutation
in yeast Smc3 protein does not bypass the need for Eco1, a fact the authors who described
these mutants found surprising139. As happened in the case of the human Smc3-Q1147E
variant, the predicted allosteric coupling between AS1 and AS2 was key to propose a
possible mechanistic explanation. Based on the behavior of the key ortholog human
residues observed in our simulations, we proposed that Smc1-L1129 (yeast ortholog to
human Smc1A-L1128) hydrophobic side chain would be stabilizing the hydrocarbon chain
of Smc1-K1121 (yeast ortholog to human Smc1A-K1120), keeping it correctly oriented
towards AS2. On the other hand, the mutation of the Smc3 ortholog would not exhibit
this phenotypic eﬀect as there is no evidence of it being involved in any kind of allosteric
coupling between active sites.
By the same line of assigning degrees of relevance to certain residues, as was commented
before, a group of eight positively charged residues (Smc1A-K59, Smc1A-R62, Smc1A-
K149, Smc3-H55, Smc3-R61, Smc3-K105, Smc3-K106 and Smc3-K157) became exposed
during MD simulations acquiring an arrangement compatible with DNA binding. Two
of them (Smc3-K105 and Smc3-K106) were already related to this function in the liter-
ature128,132,140,174 but it was the ﬁrst time the other six were proposed to participate in
this process. It is worth noting that the mutations of three of these six residues proposed
to be involved in cohesin DNA-binding (Smc1A-K59, Smc1A-R62 and Smc3-H55Y) are
related to either CdLS122,142,143,169 or colorectal cancer19,168.
Our framework also oﬀered atomistic information about the key steps in the two AT-
Pase reactions that take place in a cohesin complex. This information proves valuable
for future rational drug development as it facilitates the design of drugs that would block
the reaction at a certain points, being transition state analogs, powerful enzymatic in-
hibitors181183, a typical example. However, given the ubiquity of ATP hydrolysis in living
organisms, ﬁnding a truly cohesin speciﬁc transition state analog seems unlikely. Still,
ﬁnding molecules that can regulate cohesin activity may provide potential treatments to
certain CdLS patients, novel anti-cancer therapies or new experimental tools. In hope
of ﬁnding a cohesin speciﬁc drug that could eﬀectively alter cohesin function we tried a
diﬀerent approach, focusing our attention in other protein features rather than exclusively
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the active sites. The details of this work in progress approximation will be detailed in the
third results section of this thesis: Allosteric coupling inhibitor screening via molecular
docking.
3.2.4 Materials and methods in cohesin modeling
3.2.4.1 Homology modeling
To build the homology model of the trimer formed by Smc1A-head, Smc3-head and Rad21-
Cter the protein sequences used were SMC1A_HUMAN (UniProt code: Q14683, residues
1 to 175 and 1058 to 1223), Smc3-head: SMC3_HUMAN (UniProt code: Q9UQE7,
residues 1 to 179 and 1045 to 1206), and Rad21-Cter: RAD21_HUMAN (UniProt code:
O60216, residues 543 to 629) all of them available in the UniProtKB database. Three
diﬀerent scaﬀold structures were used in order to reproduce various features. Both active
sites (AS1 and AS2), Rad21-Cter, the interface between Rad21-Cter and Smc1A-head and
the interface between Smc1A-head and Smc3-head were modeled on the structure of a
Saccharomyces cerevisiae homodimeric Smc1 (human Smc1A ortholog) ATPase head com-
plex bound to the C-terminal domain of the yeast Scc1 (human Rad21 ortholog) (Protein
Data Bank ID: 1W1W133). The Smc3-head structure was modeled on a Saccharomyces
cerevisiae Smc3 (human Smc3 ortholog) monomer bound to the Scc1 N-terminal domain
(PDB ID: 4UX3131). The positions of residues surrounding the active sites were reﬁned
using the 3D structure of a Pyrococcus furiosus Smc homodimer (PDB ID: 1XEX178)
and the crystallographic water molecules present were added to the model. The ATPγS
molecules used in 1W1W as substrate analogues to block the ATPase activity of the
dimer133 were replaced by either ATP or ADP. The model of the human variant Smc3-
Q1147E was generated by replacing the apical amide group in the Smc3-Q1147 residue
by a carboxylate group. The resulting model is compatible both with recently published
structures of human cohesin head obtained by high-resolution electron microscopy184 and
a recent crystallographic structure of bacterial SMC180.
3.2.4.2 Free MD simulations
AMBER14 molecular dynamics package43 was used to perform all the free MD simulations
as well as the thermalization, equilibration and stabilization phases that are described
below. All the 3D models generated were solvated with periodic cuboid pre-equilibrated
solvent boxes of TIP3P model water molecules61 using the LEaP module of AMBER,
setting 12 Å as the shortest distance between any atom present in the 3D model and the
periodic box boundaries. H++ web server5153 was used to determine protonation states
and Na+ counterions were added to neutralize the charge of the systems. All the free
MD simulations were performed in the NPT (constant pressure, constant temperature)
ensemble, using the parm99 forceﬁeld45,46 and were run with CUDA parallelized binaries
of the PMEMD program of the AMBER package. The SHAKE algorithm185,186 was
used, allowing a time step of 2 fs. After protonation, solvation and charge neutralization
all the initial structures were relaxed over 15,000 steps of energy minimization with a
cut-oﬀ of 12Å. Then, structures were thermalized during a 20 ps long heating phase in
which temperature was raised from 0 to 300 K in 10 2 ps long temperature change steps,
after each of which velocities were reassigned. During both minimization and heating
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phases, Cα trace dihedrals were restrained with a 500 kcal mol−1 rad−2 force constant.
After the heating phase trace dihedrals were relaxed during a 20 ps long stabilization
phase. Once the structures were thermalized and had Cα trace restraints removed, 120
to 150 ns long productive MD simulations were computed for each of them. All the
structures presented gaps in the Cα trace of Smc1A-head and Smc3-head towards the
long coiled-coil region, which cannot be accurately modeled due to the lack of template
structures. To prevent unwanted unfolding events in the short coiled-coil modeled regions
these gaps were protected with distance restraints that were applied during all phases. To
improve the sampling of catalytic conﬁgurations, catalytic water at both active sites were
restrained to hydrolysis compatible geometries. This was achieved by restraining both
the distance between the oxygen atom of the catalytic water and the phosphorous atom
of the ATP γ-phosphate group below 3.5 Å and the angle formed by these two atoms and
the oxygen atom of the ATP β-phosphate group between 160◦ and 180◦. Both distance
and angle restraints were deﬁned using a ﬂat-bottomed potential allowing free sampling of
geometries among the deﬁned boundaries. Catalytic water restraints were released prior
to QM/MM MD simulations of the active sites.
3.2.4.3 QM/MM MD and QM/MM SMD simulations
The recently developed method Fireball/AMBER87,88 was used to carry out the QM/MM
MD simulations. Fireball/AMBER oﬀers a combination of the AMBER molecular dynam-
ics package43 and Fireball, a local-orbital density-functional theory molecular dynamics
technique86. The systems were divided into two regions, an MM region governed by
AMBER MM calculations in a similar fashion as free MD simulations and a QM re-
gion described through Fireball QM calculations using a basis set of optimized numerical
atomic-like orbitals (NAOs) with a single s orbital for H, sp3 orbitals for C, N and O, and
sp3d5 orbitals for P, as used in previous works88,112. The interaction between the atoms
belonging to the QM and MM regions was automatically handled by the Fireball/AMBER
method. The time step used during QM/MM MD simulations was 0.5 fs and the initial
structures used were taken from free MD simulations after these became stable.
3.2.4.4 3D free energy surfaces generation
3D free energy surfaces were obtained as described in previous literature88,110112 using
biased QM/MM MD simulations in which the two reaction coordinates were ﬁxed with
restraints and forced to sample diﬀerent regions of the conformational space over time
like in SMD (QM/MM SMD). Sampling was divided into three phases. First phase
consisted of moving both reaction coordinates to the lowest leftmost point region of the
energy surface to be sampled (i.e. RC1: 1.5, RC2: 1.6) to obtain our initial sampling
structure (Fig. 12). Second phase consisted of sampling along RC1 while keeping RC2
ﬁxed (Fig. 12). In the third and last phase, structures created in the second phase
were used generate QM/MM SMD trajectories sampling along RC2 while keeping RC1
ﬁxed at uniformly distributed values. Following this method, 7.6 x 106 structures with
their associated reaction coordinates and energy values were obtained. The QM energy
values were distributed across a uniform 2D grid deﬁned by the two reaction coordinates,
creating groups of ∼ 1.5 × 104 diﬀerent structures on average. To estimate a free energy
surface the partition function was calculated for each group and the results were then
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smoothed via a 3D LOESS local regression. The free energy surfaces obtained for each
condition were analyzed using MEPSA23 to obtain reaction paths and energy proﬁles.
These paths were used to ﬁnd the points of interest shown in (ﬁgures 51, 52 and 58).
The path obtained in the free energy surface calculated in presence of Rad21-Cter was
converted to MD restraints and used to generate a QM/MM SMD trajectory (appendix
C).
3.2.4.5 2D free energy proﬁles generation
2D free energy proﬁles were obtained by sampling through a QM/MM SMD trajectory
along the reaction coordinate sampling the uniformly distributed initial structures. These
structures were relaxed along 5 ps by keeping the reaction coordinate ﬁxed. Velocities
were reassigned every 0.5 ps. The last 0.5 ps of each relaxation, which yielded 7.7 x 104
structures with their associated reaction coordinates and energy values, were used for 2D
free energy proﬁle generation. The QM energy values were distributed across a uniform
1D grid deﬁned by the reaction coordinate, creating groups of ∼ 103 diﬀerent structures
on average. To estimate a free energy surface the partition function was calculated for
each group and the results were then smoothed via a 2D LOESS local regression.
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3.2.4.6 Error analysis
Error analysis was performed by bootstrap resampling (100 replicates) on the data for
both 3D free energy surfaces (Fig. 64) and 2D free energy proﬁles (Fig. 65). The standard
deviation was found to be below 0.8 kcal mol-1 for 3D surfaces and 0.5 kcal mol-1 for 2D
proﬁles in all the relevant positions.
Figure 64: 3D free energy surfaces error estimation via bootstrapping (100 resampling repli-
cates). Standard deviation values (right) of the free energy surface (left) for ATP hydrolysis at
AS1 in the presence (a) and absence (b) of Rad21-Cter. Color scale for standard deviation values
is included. Modiﬁed from Marcos-Alcalde et al. (2017)24. Caption was adapted from the same
source.
Figure 65: 2D free energy proﬁles error estimation via bootstrapping (100 resampling replicates).
Mean values (blue lines) +/- standard deviation (gray lines) of the 2D free energy proﬁle of
ATP hydrolysis at AS2 in the AS1-ADP/AS2-ATP (a) and AS1-ATP/AS2-ATP (b) conditions.
Modiﬁed from Marcos-Alcalde et al. (2017)24. Caption was adapted from the same source.
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3.2.4.7 Free energy diﬀerence calculations from SMD simulations
Free energy calculations from SMD simulations using Jarzynski's equality84 were per-
formed to compare the dissociation of Smc1A-head Smc3-head dimer either binding ATP
(AS1-ATP/AS2-ATP condition) or ADP (AS1-ADP/AS2-ADP condition) in both ac-
tive sites. Ten SMD trajectories, ﬁve for each condition, were generated starting from
structures obtained from stable MD simulations. Before starting the SMD simulations,
the periodic boundaries were expanded in the direction of the separation, preventing
protein-protein collisions through them. Water box was enlarged accordingly by adding
preequilibrated cuboid boxes of TIP3P water model molecules. After box enlargement, a
similar heating protocol as the one described for free MD simulations was run, ensuring
an adequate thermalization of the system. Along each SMD trajectory, the centers of
mass of Smc1A-head and Smc3-head were forced to separate 32.5 Å at a constant velocity
over 13 ns (2.5 Å ns−1) with a spring constant of 5 kcal mol−1 Å−2, which is in the range
of conditions used in similar SMD studies187,188. To better establish quasi-equilibrium
conditions in the initial and ﬁnal states of the SMD trajectories, which is required to use
Jarzynki's equality, separation distance was kept constant for 0.1 ns at the beginning and
the end of each trajectory. Cα trace dihedrals were restrained with a 500 kcal mol−1 rad−2
force constant to prevent large rearrangements of the heads structure during SMD and
the distance restraints protecting the gaps in the free MD simulations were kept. In order
to reconstruct the force and work generated along each trajectory, the distance between
the centers of mass was recorded on each calculation step. In ﬁgure 59 the initial distance
between the centers of mass was taken as the origin (0.0 Å) of separation.
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3.3 Allosteric coupling inhibitor screening via molecu-
lar docking
3.3.1 Introduction
Based on the simulations described in section 3.2 we proposed a novel molecular mech-
anism leading to allosteric coupling between cohesin active sites for the ﬁrst time. Due
to the atomistic information obtained, a previously unreported pocket located on the
interface between Smc1A-head and Smc3-head could be observed (Fig. 66 a). Interest-
ingly, when AS2 activation occurs via the entrance of K1120, this pocket signiﬁcantly
shrinks (Fig. 66 b). This observation led to the hypothesis that if such shrinking could
be blocked, allosteric coupling mechanism would probably be impeded to some extent,
thus likely resulting in a putative cohesin opening speciﬁc inhibitor. In order to evaluate
possible drugs that could bind the open pocket a docking pipeline using smina103 (a fork
of Autodock Vina104) was developed, parallelizing the pipeline to make the most of the
48-core computer available. More details on the pipeline implementation can be found in
subsection 1.2.4. The results presented in this section were obtained as a proof of concept
and are part of a work-in-progress. They are shown as part of the future perspective
derived from the work performed in this thesis.
3.3.2 Results
The library of molecules used in this ﬁrst screening was the biogenic subset of the ZINC15
database102. Despite ZINC15 oﬀers ready-to-dock formats for some entries, this feature is
only available to less than a half of the compounds present in the database and is heavily
biased toward small molecules, as their structures are much simpler to predict. Large and
complex compounds are extensively present in the biogenic data set, so relying on ZINC15
ready-to-dock formats was not a realistic option. Our approach consisted on downloading
the full 2D biogenic dataset, perform structural prediction with CORINA189,190 and use
the prepare_ligand.py script available in Autodock Tools191 to generate ﬂexible ligand
structures compatible with smina. After 3D modeling, the library formed by 130374
molecules was screened with smina using two representative structures of the Smc1A-
head Smc3-head interface pocket before (open; Fig. 66 a) and after (closed; Fig. 66 b)
AS2 activation as receptors. For each receptor, docking screening was performed in three
phases with increasingly detailed sampling combined with progressively restrictive binding
energy thresholds. Under this scheme, on each phase the ligands that exhibit a binding
energy higher than the deﬁned cutoﬀ are ﬁltered out. The parameters used in each pass
and the number of structures that successfully passed the binding energy threshold are
shown in table 4.
The ligands that reached phase 3 in the open conformation where simultaneously clustered
by structural similarity using a combination of the FP2, FP3 and MACCS ﬁngerprints
available in Open Babel192 and sorted by lowest binding energy. Evaluating the binding
energy and cluster size a list of ﬁve compounds was obtained, the most promising of
which (SMC-INH-1 from now on; Fig. 66 c) showed the best simultaneous scoring on
both criteria. This list of compounds was shared with the group of Dr. Pedro A. Lazo-
Zbikowski Taracena at the CIC (Centro de Investigación del Cancer USAL-CSIC) with
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Figure 66: Graphic depiction of the pocket that was used to perform allosteric coupling inhibitor
screening via molecular docking. (a) Structure of the pocket in its open conformation before AS2
allosteric activation. Smc1A-K1120 location is indicated in blue.(b) Structure of the pocket in its
closed conformation after AS2 allosteric activation. Yellow lines indicate the gap of the pocket
that most notoriously shrinks during the conformational change. (c) Illustration of the most
favorable predicted binding mode of SMC-INH-1 (cyan spheres) to the open pocket depicted in
(a).
whom a collaboration was started. They evaluated the eﬀect of SMC-INH-1 over 293T
cells (human embryonic kidney cell line carrying the SV40 T-antigen) via ﬂow cytometry.
Results conﬁrmed that SMC-INH-1 induces cell cycle arrest in G2/M phase. This eﬀect
was evaluated both in asynchronic culture (Fig. 67) and in cells previously synchronized
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Phase 1 Phase 2 Phase 3
Exhaustiveness 2 6 8
Minimization steps 5 5 Auto scale
Binding energy cutoﬀ -6 -9 -10
Open conformation 83463 10945 3453
Closed conformation 75653 4567 854
Table 4: Parameters used in docking protocol. The number of molecules that passed each phase
for both targets (open conformation and closed conformation) is indicated.
with nocodazole (Fig. 68). The proportion of cells in asynchronic culture at G2/M phase
after SMC-INH-1 treatment rose from 31.1% to 97.8% (Fig. 67). In nocodazole pretreated
culture, after nocodazole release, the proportion of cells in G2/M is 79.2% in presence of
SMC-INH-1, in contrast to the 46% detected in absence of the compound (Fig. 68). These
results clearly support that SMC-INH-1 induces G2/M arrest over 293T cells, which is
compatible with the expected eﬀect of inhibiting the allosteric coupling between cohesin
head active sites.
3.3.3 Discussion
No drug-like cohesin speciﬁc inhibitor has been published to date. Our preliminary re-
sults suggest that SMC-INH-1 may be inducing G2/M arrest by hindering the allosteric
coupling mechanism predicted between cohesin ATPase active sites. If further validated,
this could make SMC-INH-1 a promising tool for both the study of cohesin dynamics as
well as a novel drug for low-lethality G2/M arrest.
SMC-INH-1 was tested using 1 μM, 10 μM, 50 μM and 100 μM concentrations. The eﬀect of
1 μM and 10 μM concentrations was unnoticeable (data not shown), 50 μM yielded subtle
results (data not shown) and 100 μM had to be used to obtain clear G2/M arrest. Given
the high dose required to obtain measurable eﬀect, these results make SMC-INH-1 an
unlikely therapeutic proposal on its own. However, if the predicted molecular mechanism
of action is conﬁrmed, the search of compounds with similar binding modes would prove
a promising way to search for new molecular tools and therapeutic drugs193.
The data presented here is part of a work-in-progress that will require further development
of both the molecular docking protocol and the molecular characterization of the measured
eﬀect. On one hand, the current docking pipeline will be optimized and extended to handle
larger datasets. On the other, the molecular mechanism governing G2/M arrest by SMC-
INH-1 will have to be thoroughly characterized in order to conﬁrm that the predicted
binding mode is the actual cause of the observed G2/M arrest. If molecular conﬁrmation
of this mechanism is obtained, systematic experimental screening of compounds with
similar predicted binding modes would commence in hope of ﬁnding candidates with
better dose/eﬀect ratio that could possibly lead to better G2/M arrest inducing molecular
tools and, most of all, actual therapeutic candidates.
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Figure 67: Cell cycle arrest in asynchronic 293T cells treated with 100 μM SMC-INH-1 for 48
hours. FACS output is shown in the top pannels. Total and relative percentages of cells in each
cell cycle phase for each condition are shown in tables. Relative percentages are also represented
in column charts following the color scheme introduced in the tables. At the bottom, a graphical
depiction of the experimental protocol is presented.
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Figure 68: Cell cycle arrest in 293T cells previously synchronized with nocodazole (Nz) and then
treated with 100 μM SMC-INH-1 for 4 hours. FACS output is shown in the top pannels. Total
and relative percentages of cells in each cell cycle phase for each condition are shown in tables.
Relative percentages are also represented in column charts following the color scheme introduced
in the tables. At the bottom, a graphical depiction of the experimental protocol is presented.
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4 | Discussion & Conclusions
The description of molecular interactions and chemical reactions in atomistic terms pro-
vides a powerful tool to both explain and predict phenotype-inducing mutations as well
as perform rational drug design or screening.
In this thesis, a combination of computational approaches (homology modeling, MD,
QM/MM MD, SMD and molecular docking) were used to gain atomistic insight into the
dynamics of the ATPase head heterodimer of human cohesin complex, a key actor in pro-
cesses of sister chromatid cohesion, DNA repair, chromatin organization and transcription
regulation. Variants on members of this complex are connected to a series of rare diseases
referred to as cohesinopathies as well as several types of cancer.
Additionally, a computational tool to perform user-friendly analysis of QM/MM MD 3D
free energy surfaces (a central type of data generated through the pipeline presented in
this thesis) was developed and published.
Lastly, the atomistic description of cohesin ATPase head dynamics allowed us to perform
in silico screening of potential cohesin inhibitors against a previously unreported molecular
target, yielding promising preliminary results.
To provide a structured list of the conclusions derived from this thesis, these will be
presented bellow following the organization of the results chapter (3).
Regarding the results presented in section 3.1 "MEPSA: minimum energy pathway anal-
ysis for energy landscapes", the major conclusion that can be presented is:
• MEPSA oﬀers a user-friendly tool to analyze 3D energy surfaces that signiﬁcantly
facilitates both data interpretation and ﬁgure generation.
The results exposed in section 3.2 "Two-step ATP-driven opening of cohesin head" sup-
port a series of conclusions that can be sub-divided into two groups: those describing
general mechanisms of the cohesin dynamics and those pointing out features of particular
residues.
• Conclusions regarding general mechanism of the cohesin dynamics:
 Rad21-Cter binding to Smc1A-head facilitates ATP hydrolysis in active site
1 by inducing a rearrangement in this site that both facilitates the entrance
of the catalytic water molecule and stabilizes the transition state, signiﬁcantly
reducing the free energy barrier associated with the reaction.
 Cohesin exhibits allosteric coupling between active site 1 and 2 as the pres-
ence of ADP in active site 1 induces an internal rearrangement in the protein
complex that facilitates ATP hydrolysis in active site 2.
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 ATP hydrolysis in both active sites of the cohesin head complex strongly de-
bilitates its stability, thus leading to ring opening.
• Conclusions regarding features of particular residues in the context of cohesin dy-
namics:
 The presence of ADP in active site 1 induces the entrance of Smc1A-K1120 in
active site 2 which both facilitates the entrance of the catalytic water molecule
and stabilizes the transition state, proving Smc1A-K1120 to be a major actor
in the allosteric coupling between active site 1 and 2.
 CdLS causing Smc3-Q1147E variant partially interferes with the allosteric cou-
pling between active site 1 and 2, producing an impaired, yet not completely
disrupted, behavior of the cohesin complex compatible with the patient phe-
notype.
 The Eco1 bypass causing yeast mutation Smc1-L1129V interferes with the
allosteric coupling between active site 1 and 2, which both explains the Eco1
bypass and the neutral character of the equivalent mutation in Smc3.
 Residues Smc1A-K59, Smc1A-R62, Smc1A-K149, Smc3-H55, Smc3-R61 and
Smc3-K157 are proposed to participate in the DNA binding process of the
cohesin complex.
The work-in-progress results present in section 3.3 "Allosteric coupling inhibitor screening
via molecular docking" support the following conclusions:
• SMC-INH-1, a compound computationally predicted to be an allosteric coupling
inhibitor induces G2/M cell cycle arrest in human 293T cells.
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5 | Discusión y Conclusiones
La descripción de interacciones moleculares y reacciones químicas a escala atómica ofrece
una potente herramienta en la explicación y predicción de fenotipos inducidos por muta-
ciones así como en la búsqueda y el diseño racional de fármacos.
En esta tesis se ha empleado una combinación de métodos computacionales (modelado por
homología, diferentes técnicas de dinámica molecular y docking molecular) para estudiar
la dinámica asociada a la actividad ATPasa de las cabezas del complejo heterodimérico
que forma la cohesina humana, una pieza fundamental en procesos de cohesion de cromáti-
das hermanas, reparación de daño en el ADN, organización de la cromatina y regulación
transcripcional. Variantes en miembros de este complejo se han vinculado a un con-
junto de enfermedades raras denominadas cohesinopatías al igual que a diferentes tipos
de cáncer.
Además se ha desarrollado una herramienta informática que permite analizar superﬁcies
de energía libre tridimensionales (un tipo de dato central en esta tesis) de forma sencilla
y accesible.
Por último, la descripción a escala atómica de la dinámica asociada a la actividad ATPasa
de las cabezas de la cohesina humana ha hecho posible la búsqueda computacional de
inhibidores potenciales especíﬁcos frente a esta nueva diana molecular. Los resultados
preliminares derivados de esta aproximación son prometedores.
Con el ﬁn de ofrecer una lista estructurada de las conclusiones derivadas de esta tesis,
éstas se mostrarán a continuación ordenadas de acuerdo a la estructura seguida a lo largo
del capítulo de resultados (3):
En referencia a los resultados presentados en la sección 3.1 "MEPSA: minimum energy
pathway analysis for energy landscapes", la principal conclusión que se puede extraer
es:
• MEPSA ofrece una herramienta para análisis de superﬁcies tridimensionales de en-
ergía libre accesible, que facilita tanto el análisis de este tipo de datos como la
posterior generación de ﬁguras.
Los resultados expuestos en la sección 3.2 "Two-step ATP-driven opening of cohesin head"
apoyan una serie de conclusiones que pueden subdividirse en dos grupos: aquellas que
describen mecanismos generales de la dinámica de cohesinas y aquellas que permiten
detallar características de residuos individuales.
• Conclusiones referentes a mecanismos generales de la dinámica de cohesinas:
 La unión del dominio C-terminal de Rad21 a la cabeza de Smc1A facilita la
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hidrólisis de ATP en el centro activo 1 al inducir una reorganización estructural
en dicho sitio que favorece la entrada de la molécula de agua catalítica y la
estabilización del estado de transición, bajando signiﬁcativamente la barrera
energética de la reacción.
 Existe un acoplamiento alostérico entre los centros activos 1 y 2 del complejo
cohesina. La presencia de ADP en el centro activo 1 induce una reorganización
interna del complejo que facilita la hidrólisis de ATP en el centro activo 2.
 La hidrólisis de ATP en los dos centros activos del complejo cohesina deses-
tabiliza la interacción de las cabezas y, por tanto, favorece la apertura del
anillo.
• Conclusiones referentes a residuos concretos en el contexto de la dinámica de co-
hesinas:
 La presencia de ATP en el centro activo 1 induce la entrada del residuo Smc1A-
K1120 en el centro activo 2, facilitando la entrada del agua catalítica y la
estabilización del estado de transición en este último. Por tanto, Smc1A-K1120
es un actor fundamental en el acoplamiento alostérico entre los centros activos
1 y 2.
 La variante causante de Síndrome de Cornelia de Lange Smc3-Q1147E interﬁere
parcialmente con el acoplamiento alostérico entre los centros activos 1 y 2,
dando lugar a un funcionamiento defectuoso de la enzima sin llegar a anularlo
por completo, lo cual es compatible con el fenotipo observado en el paciente.
 La mutación Smc1-L1129V, que en levadura genera un fenotipo resistente a
la pérdida de Eco1, interﬁere con el acoplamiento alostérico entre los centros
activos 1 y 2, lo cual explicaría tanto el fenotipo de resistencia a la pérdida
de Eco1 observado en este mutante como el fenotipo neutro que presenta la
mutación equivalente en Smc3.
 Se propone que los residuos Smc1A-K59, Smc1A-R62, Smc1A-K149, Smc3-
H55, Smc3-R61 y Smc3-K157 podrían participar en el proceso de unión de
DNA del complejo cohesina.
Los resultados preliminares mostrados en la sección 3.3 "Allosteric coupling inhibitor
screening via molecular docking" permiten sostener las siguientes conclusiones:
• SMC-INH-1, un compuesto que se ha predicho computacionalmente como un in-
hibidor del acoplamiento alostérico, induce arresto del ciclo celular en G2/M en
células 293T humanas.
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The results presented in this thesis open a wide range of future perspectives from which
further develop this work.
Regarding MEPSA we are particularly excited about generalizing its core functionalities
to work with n-dimensional energy surfaces. Computational methods such as metadynam-
ics, which are able to calculate free energy surfaces over an arbitrary number of dimen-
sions with aﬀordable computational costs, are becoming increasingly popular. MEPSA
n-dimensional generalization would dramatically simplify the analysis of data that other-
wise may result quite challenging to analyze due to its sheer complexity.
In relation to cohesin mechanics, we would like to characterize the driving force of Smc1A-
K1120 mediated allosteric coupling in detail. We are also interested in thoroughly eval-
uating the eﬀect the interaction with double helix DNA may have both on the geometry
of the active sites and on the allosteric coupling mechanism. If such DNA-protein inter-
action can be successfully modeled, the eﬀect of lysine acetylations could be thoroughly
analyzed. Also, this model could prove useful in case any relevant directional bias in the
DNA sliding motion over the head complex is observed, as that could provide an atomistic
mechanism for loop extrusion. In addition, although it lies beyond our current reach, ex-
perimental evaluation of the allosteric coupling mechanism would certainly be desirable.
Lastly, after all the accumulated experience simulating the cohesin head heterodimer, it
seems quite convenient to reproduce the same approach on human condensin, being the
evaluation of the allosteric coupling mechanism one of the most intriguing questions for
us.
With respect to the presented drug discovery pipeline, it has to be further optimized and
other ZINC15 subsets have to be evaluated. Apart from computational considerations, the
experimental validation of the proposed inhibitory mechanism for SMC-INH-1 is especially
relevant yet certainly challenging. In case it is experimentally conﬁrmed, not only it would
conﬁrm the discovery of the ﬁrst cohesin ATPase inhibitor to date, but would also make
the search for molecules with similar binding modes therapeutically promising to some
extent. Finally, a more immediate approach regarding these results that we are already
taking is to make use of the developed pipeline with other proteins that may have biological
and/or medical interest, trying to identify other molecules with potential applications. In
this regard, we have currently identiﬁed two potential inhibitors of the GTPase activity
of the bacterial FtsZ that exhibit in-vitro inhibitory dose/eﬀect ratios similar to that of
the antibiotic kanamycin.
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Abstract
Summary: From conformational studies to atomistic descriptions of enzymatic reactions, potential
and free energy landscapes can be used to describe biomolecular systems in detail. However, ex-
tracting the relevant data of complex 3D energy surfaces can sometimes be laborious. In this art-
icle, we present MEPSA (Minimum Energy Path Surface Analysis), a cross-platform user friendly
tool for the analysis of energy landscapes from a transition state theory perspective. Some of its
most relevant features are: identification of all the barriers and minima of the landscape at once,
description of maxima edge profiles, detection of the lowest energy path connecting two minima
and generation of transition state theory diagrams along these paths. In addition to a built-in plot-
ting system, MEPSA can save most of the generated data into easily parseable text files, allowing
more versatile uses of MEPSA’s output such as the generation of molecular dynamics restraints
from a calculated path.
Availability and implementation: MEPSA is freely available (under GPLv3 license) at: http://bioweb.
cbm.uam.es/software/MEPSA/
Contact: pagomez@cbm.csic.es
Supplementary information: Supplementary data are available at Bioinformatics online.
1 Introduction
The development of efficient conformational space sampling meth-
odologies, coupled with a dramatic increase in the computational
capacities and capabilities, has made the calculation of energy land-
scapes significantly more accessible (Bernardi et al., 2015;
Mendieta-Moreno et al., 2014).
A 3D energy surface may provide a lot of detailed information
about biomolecular processes such as protein or nucleotide folding
(Hori et al., 2009; Shcherbakova et al., 2008), ligand binding (Bai
et al., 2013) or enzymatic reactions (Mendieta-Moreno et al., 2015);
but the extraction and analysis of such data are often cumbersome
tasks. MEPSA (Minimum Energy Path Surface Analysis) provides a
GUI-based tool to analyse these landscapes from a transition state the-
ory point of view, making the analysis of 3D energy landscapes agile.
2 MEPSA software
MEPSA is an open-source program written in Python (compatible
with both Python 2.7.x and 3.4.x) that describes the connectivity of
the minima (called nodes in MEPSA) present in a given energy land-
scape (called map in MEPSA). The graphic interface is built with
TKinter (Shipman, 2010), plots are drawn using Matplotlib
(Hunter, 2007) and NumPy (Van der Walt et al., 2011) is employed
for the calculations.
VC The Author 2015. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com 3853
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MEPSA supports three column formatted plain text files as input
and can save most of the generated data in column formatted plain
text files as well. There is no restriction related to technique with
which the map has been generated, apart from being rectangular
and uniformly distributed (e.g. calculation of the minimum elevation
path connecting Geneva and Turin is included in Supplementary
Material). In addition, any plot obtained (e.g. Fig. 1) can be directly
saved in many different image formats (png, eps, pdf . . . ).
The GUI structure consists of one main window to load, unload
and plot maps and two secondary windows to manage specific tasks.
The ‘connectivity analyses’ window gives access to the ‘global con-
nectivity analysis’, ‘path generator’ and ‘well sampling analysis’
tools; and the ‘map editor’ window gives access to the ‘modify map’,
‘smooth map’ and ‘invert map’ functionalities.
‘Global connectivity analysis’ simultaneously samples the whole
map, starting from every node and iteratively occupying the lowest
energy points available. The node where each particular propaga-
tion comes from is kept in memory in order to assign a domain to
each node. As the lowest energy points in the borders between do-
mains are necessarily the barriers connecting the nodes, all the min-
ima and barriers of the map are identified at once (Fig. 1E).
‘Path generator’ detects the lowest energy path connecting two
points (named origin and target). The resulting trajectory only de-
pends on the points selected and not on the path direction. MEPSA
offers two sampling modes: ‘global’ and ‘node by node’. ‘Global’
mode uses an approach similar to Dijkstra’s algorithm (Dijkstra,
1959), with small differences in the sampling and the trace back.
The algorithm samples the map from the origin point, propagating
to the lowest energy points available on each iteration, until the tar-
get point is reached. The iteration in which each node has been occu-
pied is stored in memory and, after the target node is reached, a
trace-back is performed from the target, iteratively selecting the
points with lowest iteration counters. ‘Node by node’ mode uses a
‘global’ mode sampling to define the order in which the nodes are
visited, then performing a series of runs connecting all the consecu-
tive nodes in a pairwise fashion. This way the path is forced to pass
through every node whose domain is crossed by the shortest lowest
energy path. The paths generated with the ‘path generator’ can be
stored in memory using the ‘path stack’, enabling the comparison of
several paths at once (Fig. 1B and C), even if those were generated
using different maps.
‘Well sampling analysis’ determines the area of the map that has
to be sampled from the origin node to reach the closest barrier to the
target node and vice versa (Fig. 1D).
The data obtained can be plotted in several ways, the path trajec-
tories can be smoothed and most of the data generated (even the
‘path stack’ as a whole) can be stored into text files to be plotted or
analysed with other software (e.g. parsing path files in order to gen-
erate molecular dynamics restraints, see Supplementary Material).
In the ‘map editor window’, ‘modify map’ performs simple
modifications of the energy values in a defined region of the map,
which can be useful, e.g. to block favourable paths in order to evalu-
ate alternative ones (Fig. 1B and C); ‘smooth map’ applies a simple
running average smoothing to the map, allowing the user to remove
unwanted local minima in noisy maps; and ‘invert map’ changes the
sign of the energy values, enabling the characterization of maxima
edge profiles (see Supplementary Material).
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Two-step ATP-driven opening of 
cohesin head
Íñigo Marcos-Alcalde  1, Jesús I. Mendieta-Moreno  1,2, Beatriz Puisac3, María Concepción 
Gil-Rodríguez3, María Hernández-Marcos3, Diego Soler-Polo2, Feliciano J. Ramos3, José 
Ortega  2, Juan Pié3, Jesús Mendieta1,2,4 & Paulino Gómez-Puertas1
The cohesin ring is a protein complex composed of four core subunits: Smc1A, Smc3, Rad21 and 
Stag1/2. It is involved in chromosome segregation, DNA repair, chromatin organization and 
transcription regulation. Opening of the ring occurs at the “head” structure, formed of the ATPase 
domains of Smc1A and Smc3 and Rad21. We investigate the mechanisms of the cohesin ring opening 
using techniques of free molecular dynamics (MD), steered MD and quantum mechanics/molecular 
mechanics MD (QM/MM MD). The study allows the thorough analysis of the opening events at the 
atomic scale: i) ATP hydrolysis at the Smc1A site, evaluating the role of the carboxy-terminal domain 
of Rad21 in the process; ii) the activation of the Smc3 site potentially mediated by the movement of 
specific amino acids; and iii) opening of the head domains after the two ATP hydrolysis events. Our 
study suggests that the cohesin ring opening is triggered by a sequential activation of the ATP sites 
in which ATP hydrolysis at the Smc1A site induces ATPase activity at the Smc3 site. Our analysis also 
provides an explanation for the effect of pathogenic variants related to cohesinopathies and cancer.
Maintenance of the integrity of genomic information is a supreme requirement for all living organisms. In cells, 
the DNA molecule containing such information is structurally organized in chromosomes, arranged with a num-
ber of different protein macromolecular complexes. They are devoted to a variety of functions, from the scaf-
folding of the chromosomal building to the regulation of the gene expression. The cohesin ring is one of these 
complexes, an essential nano-machine, powered by ATP hydrolysis, that is capable of encircling DNA strands.
The human cohesin ring is a highly conserved multi-protein structure composed of four major subunits: 
Smc1A, Smc3, Rad21, and Stag1/2, although only the first three are essential to form molecular rings1–4. A het-
erodimer of Smc1A and Smc3 subunits forms a coiled-coil-structured ring with an ATPase “head” and a “hinge” 
domain. The C-terminal domain of Rad21 binds to the Smc1A head5 while its N-terminal domain binds to the 
proximal coiled-coil segment of Smc36, 7. The Smc subunits belong to a family of proteins involved in a large vari-
ety of functions related to chromosome structure: chromosome segregation during mitosis and meiosis, DNA 
repair through homologous recombination, organization of the chromatin during interphase and transcription 
regulation3, 8–10.
Defects in the cohesin ring have been related to genetic disorders, known as cohesinopathies, such as Cornelia 
de Lange Syndrome (CdLS), Roberts Syndrome, Warsaw Breakage Syndrome, CAID Syndrome and CHOPS 
Syndrome11–16, as well as to several types of cancer17–25. Defects in proteins that regulate cohesin function have 
also been related to aneuploidy in neurons, which is a relevant factor in the development of Alzheimer disease26.
ATP hydrolysis is required for both DNA loading27–30 and unloading31–33. An Smc head heterodimer has to be 
formed, sandwiching the ATP molecules, prior to the hydrolysis event4, 5, 34. Although yeast cohesin Smc heads 
can interact in the absence of Scc1 (the yeast orthologue of human Rad21)30, interaction with the Scc1 subunit, 
in particular with its C-terminal domain, stimulates ATP hydrolysis27, 35, 36. The DNA binding-mediated ATPase 
activity in Smc heads is regulated by the acetylation of several Lys residues located both in the Smc head and in 
the coiled coils2, 32, 33, 37, 38.
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As indicated in a recent review4, several questions related to the structure and function of cohesin ring remain 
open. These deal with: the precise series of events that lead to loading, entrapment, release and stable cohesion; 
the exact role of the nucleotide binding domains; and how ATP binding and hydrolysis affect the loading and 
release processes. In addition to the biochemical studies and the highly valuable information offered by the crys-
tallized structures of the Smc head domains5, 7, it is essential to investigate the dynamic properties at the atomic 
scale in order to study key aspects of cohesin behaviour as well as to analyse and predict the effect of mutations.
In addition, recent studies18, 39, 40 indicate that over-expression of the Smc1A protein can play an important 
oncogenic role in prostate cancer and colorectal cancer. This suggests that this protein is a promising target for 
anti-tumour drugs. Detailed study, at the structural and quantitative level, of the transition states as rate-limiting 
steps in the processes of ATP hydrolysis and the opening of Smc heads is of crucial importance for future rational 
drug design41–43.
To assess the dynamics of ATP hydrolysis in the cohesin ATPase head heterodimer and its possible effects 
on the stability of the dimer, we have generated an atomistic model of the ATPase head domains of the human 
cohesin proteins Smc1A and Smc3 (Smc1A-head and Smc3-head, respectively) bound to the C-terminal domain 
of human Rad21 (Rad21-Cter) (Fig. 1a). The active site closest to the interface between Smc1A-head and 
Rad21-Cter, formed by Walker A and Walker B motifs of Smc1A, was labelled as active site 1 (AS1); while the 
more distant site, formed by Walker A and Walker B motifs of Smc3, was labelled as active site 2 (AS2) (Fig. 1b).
This model mimics the behaviour of the cohesin head, thereby allowing us to investigate and generate func-
tional hypotheses based on detailed analysis of the movement of all the atoms in the head domain; information 
that cannot be assessed by biochemical assays. In addition, the system enables us to evaluate the role of mutations 
associated with CdLS and cancer in the functionality of the protein complex.
Results
Rad21 binding induces a rearrangement at active site 1 that allows ATP hydrolysis. It has been 
reported that the dimerized head domains of Smc1A and Smc3 hydrolyse ATP in the absence of Rad21 with a nearly 
Figure 1. Model overview and description of the QM region. (a) Overview of the structural model of the 
complex formed by the human Smc1A-head (brown), Smc3-head (grey) and Rad21-Cter (green) domains. The 
dashed lines indicate the direction along which the un-modelled coiled coils would extend towards the hinge 
domain. (b) Location of active site 1 (AS1) and active site 2 (AS2). The Smc1A-head (brown) and Rad21-Cter 
(green) domains are shown, while the Smc3-head domain is not represented to reveal the location of the active 
sites. The location of the Smc1A-N34 and Smc1A-G35 residues is indicated. (c) QM region of AS1. The atoms 
in the QM region of the QM/MM MD simulations of AS1 are represented by coloured ball and sticks. The 
MM regions of the ATP (white ball and sticks) and protein backbone (transparent grey ribbons) are shown. 
The positions of the catalytic water (wat), residues Smc1A-N34, Smc1A-G35, Smc1A-K38, Smc1A-E1157 and 
Smc3-S1116, magnesium ion (Mg++) and ATP molecule are indicated. Reaction coordinates 1 (RC1) and 2 
(RC2) are indicated by purple arrows.
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undetectable efficiency, but that when they are bound to Rad21-Cter the hydrolysis activity is enhanced27, 35, 36. 
Using our computational approach, we investigate the hydrolysis reaction at the atomic scale, including the iden-
tification of the rate-limiting steps. This analysis provides the explanation for this effect as well as a general model 
of the movements of all the residues in the complex before and during the ATPase reaction.
In order to evaluate whether the binding of Rad21-Cter directly induces a rearrangement at AS1 that favours 
ATP hydrolysis, we performed simulations using molecular dynamics and, for the study of the chemical events, 
our recently developed method for quantum mechanics/molecular mechanics - molecular dynamics (QM/MM 
MD): Fireball/Amber44, 45. This fast and accurate method, combining techniques developed in the areas of compu-
tational biology (Amber46) and condensed matter physics (Fireball47, 48), permits the generation of 2D free-energy 
maps of enzymatic reactions without a priori determination of the reaction paths. In the present case, we simu-
lated ATP hydrolysis at AS1 through the generation of two equivalent systems of the Smc1A-head/Smc3-head 
dimer, in the presence and absence of Rad21-Cter. Both systems were stabilized with 40 ns of free molecular 
dynamics (MD) simulations performed with the Amber14 MD package46 prior to 150 ps of QM/MM MD sta-
bilization performed using Fireball/Amber. The QM region (Fig. 1c) was formed of the tri-phosphate moiety of 
the ATP, the magnesium ion, water molecules and side chains present in the coordination sphere of magnesium, 
the catalytic water molecule and the side chains of Smc1A-N34, Smc1A-G35, Smc1A-K38, Smc1A-E1157 and 
Smc3-S1116. The MM region comprised the rest of the atoms present in the protein complex and the solvent.
The two free-energy (ΔG°) surfaces were then sampled with Fireball/Amber along two reaction coordinates: 
reaction coordinate 1 (RC1, the bond to be formed) was the distance between the oxygen atom of the catalytic 
water and the phosphorous atom of the γ-phosphate group of the ATP molecule while reaction coordinate 2 
(RC2, the bond to be broken) was the distance between the γ-phosphate group of the ATP molecule and oxygen 
atom 3 of the beta phosphate group of ATP (purple arrows in Fig. 1c). The free-energy maps resulting from this 
sampling (7.6 × 106 conformations and their corresponding total-energies for each map) are depicted in Fig. 2a. 
Figure 2. Rad21-Cter allows ATP hydrolysis at AS1. (a) Free-energy surfaces (in kcal mol−1) for ATP hydrolysis 
at AS1 in the presence (left) and absence (right) of Rad21-Cter generated via QM/MM MD simulations. The 
plot axes represent the reaction coordinates. RC1 (bond to be formed): the distance (in Å) between the oxygen 
atom of the catalytic water and the phosphorous atom of the ATP molecule γ-phosphate group (distance wat-O 
- ATP-PG). RC2 (bond to be broken): the distance (in Å) between the phosphorous atom of the ATP molecule 
γ-phosphate group and the oxygen atom 3 of the ATP β-phosphate group (distance ATP-PG - ATP-O3B). 
Free-energy data are represented via a colour scale, from lower (blue) to higher (red) values. MEPSA minimum 
energy paths are shown in cyan (presence of Rad21-Cter) and red (absence of Rad21-Cter). (b) Free-energy 
profiles of the MEPSA minimum-energy paths. The substrate (S), transition state (TS) and product (P) locations 
are indicated. (c) The reference structures of S, TS and P states in the presence of Rad21-Cter are shown. The 
positions of the catalytic water (wat), residues Smc1A-N34 and Smc1A-E1157, magnesium ion (Mg++), ATP 
γ-phosphate (ATP-PG), ADP and leaving inorganic phosphate (Pi) are indicated.
www.nature.com/scientificreports/
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In each case, the minimum energy pathway along the calculated free-energy surfaces (cyan and red lines on the 
maps in Fig. 2a) was calculated using the MEPSA algorithm49, by extracting the minimum free-energy path of 
the reaction from the substrate S (the initial ATP molecule) to the product P (final ADP molecule plus inorganic 
phosphate group), as represented in Fig. 2b. A detailed explanation of the key reaction steps as well as a video 
sequence of the whole reaction at AS1 can be found in the Supplementary Information (Supplementary Fig. 1 and 
Supplementary Video 1).
Briefly, the progression of the ATPase reaction at AS1 in the presence of Rad21-Cter (cyan line in Fig. 2a and b) 
indicates that the residue Smc1A-N34 plays a crucial role in the entrance of the catalytic water molecule into 
the active site and its stabilization (Fig. 2c, left), via its coordinated role with the catalytic residue Smc1A-E1157. 
Smc1A-N34 is maintained in its position by the interaction between Rad21-K605 and Smc1A-G35. The pla-
nar structure of the γ-phosphate in the transition state of the reaction (Fig. 2c, centre) is mainly stabilized by 
Smc1A-K38 and Smc1A-G35 (the latter is also maintained in position by its interaction with Rad21-K605). 
When the same simulation was run in the absence of Rad21-Cter (red line in Fig. 2a and b), clear differences 
were observed in the free-energy pathway, which showed higher values during the process of catalytic water 
accommodation as well as in the transition state (first and second peaks in Fig. 2b). A description of some reac-
tion features at AS1 in presence and absence of Rad21-Cter can be found in the Supplementary Information 
(Supplementary Figs 2, 3 and 4). The total difference in the free-energy barrier between the two analysed sit-
uations was 14.0 kcal mol−1 (ΔG° values of 28.1 kcal mol−1 and 14.1 kcal mol−1 in the absence or presence of 
Rad21-Cter respectively). In contrast, the ΔG° values of the structures at the beginning (S) and the end (P) of the 
reaction were almost equivalent in the two situations. This indicates that, regarding ATP hydrolysis at AS1, the 
main effect of being bound to Rad21-Cter is the reduction of the free-energy barrier. This is in agreement with the 
experimentally observed fact that the presence of Rad21-Cter allows ATP hydrolysis27, 35, 36, lowering the barrier 
to a calculated ΔG° value close to the range of the experimental free-energy barrier measured for other ATPases, 
as the F1-ATPase (12.9–13.4 kcal mol−1)50.
All these results indicate that the binding of Rad21-Cter to the Smc1A-head/Smc3-head dimer induces a rear-
rangement at AS1 that both facilitates the entrance of the catalytic water molecule into the active site and reduces 
the energy barrier associated with the transition state.
ATP hydrolysis at active site 1 induces the activation of site 2. Once the ATPase reaction at AS1 was 
complete, and the site was occupied by the resulting ADP molecule, our next step was to study the effect of this 
substitution on the structure of the Smc1A-head/Smc3-head/Rad21-Cter complex.
To perform the analysis, the system was subjected to 150 ns of free MD simulation in the presence of an ADP 
molecule at AS1, while at the same time maintaining an ATP molecule at AS2 (condition AS1-ADP/AS2-ATP). 
As a control, the same system, but containing ATP at both sites (condition AS1-ATP/AS2-ATP), was subjected 
to an equivalent simulation. Throughout both trajectories, the movements of residues around the two active 
centres were monitored for any conformational change that could affect the activity of AS2. Notably, after 120 ns 
of free MD simulation in the AS1-ADP/AS2-ATP condition, the side chain of an apparently non-related residue, 
Smc1A-K1120, moved close to the AS2 catalytic water molecule and remained in its new location in a stable 
conformation (Fig. 3a and Supplementary Video 2). In this condition, the distance between the apical nitrogen 
atom of the side chain of Smc1A-K1120 and the oxygen atom of the AS2 catalytic water was stabilized at a value 
of 2.5 Å, in contrast to the value of around 7.9 Å in the AS1-ATP/AS2-ATP condition (Fig. 3b). In the AS1-ADP/
AS2-ATP condition, the interaction between Smc1A-K1120 and the catalytic water molecule was found to be 
stabilized by the formation of a hydrogen bond.
The presence of Smc1A-K1120 in this new position is predicted to dramatically affect the distribution of 
charges at AS2. To evaluate the extent of this effect, we analysed the ATPase reaction at AS2 in both conditions 
(AS1-ADP/AS2-ATP and the control AS1-ATP/AS2-ATP) in detail using Fireball/Amber. The initial structures 
used for both QM/MM MD simulations were the final structures of the 150 ns long free MD simulations shown 
in Fig. 3a. The QM region (Fig. 3b) was formed of the tri-phosphate moiety of the ATP, the magnesium ion, water 
molecules and side chains present in the coordination sphere of magnesium, the catalytic water molecule and the 
side chains of Smc3-K38, Smc3-E1144 and Smc1A-K1120; with the MM region comprising the other atoms in 
the complex and solvent.
As the entrance of a lysine side chain in close proximity to the catalytic water at AS2 was expected to have a 
substantial effect on the ATPase activity, the free-energy profiles were initially sampled along a single reaction 
coordinate, instead of two. The reaction coordinate selected (RC, purple arrow in Fig. 3b) was that corresponding 
to the bond to be formed: the distance between the oxygen atom of the catalytic water and the phosphorous atom 
of the γ-phosphate group of the ATP molecule. As expected, 1D free-energy sampling was sensitive enough to 
detect a remarkable difference between the two conditions. The resulting free-energy profiles for each reaction 
are depicted in Fig. 3c. A detailed explanation of the key reaction steps as well as a video sequence of the whole 
reaction at AS2 can be found in the Supplementary Information (Supplementary Figs 3 and 5 and Supplementary 
Video 3). This QM/MM MD analysis of the reaction revealed the presence of an intermediate transition state dur-
ing the positioning of the catalytic water molecule, as well as a main transition state corresponding to the planar 
configuration of the γ-phosphate of the ATP.
Comparison of the 1D free-energy profiles of ATP hydrolysis at AS2 under both conditions showed a reduc-
tion of 38.0 kcal mol−1 in the energy barrier in the AS1-ADP/AS2-ATP condition compared to the control, with 
a final value for the reaction barrier of 14.2 kcal mol−1 (Fig. 3c). This result reveals that the change in location of 
Smc1A-K1120, as a result of the presence of ADP at AS1, strongly stimulates the ATPase activity at AS2. In short, 
our results show that ATP hydrolysis at AS1 induces ATPase activity at AS2 and explain the atomic mechanism 
for this effect.
www.nature.com/scientificreports/
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ATP hydrolysis facilitates separation of the ATPase heads. Once both active sites are occupied by 
ADP molecules, the last step in the analysis must necessarily explore the behaviour of the head dimer in this 
arrangement. From a biochemical point of view, the need for ATP binding and hydrolysis for both DNA loading27–30  
and unloading31–33 has been described. Also, separation of the ATPase head domain heterodimer, which allows 
DNA to pass through, is assumed in current models of cohesin function2, 27, 29–33, 36, 51. However, the underlying 
details of this mechanism have yet to be reported in order to allow quantification of the contribution of the ATP 
molecules to the maintenance of the closed conformation of the ring.
To gain insight into this matter, two equivalent structures of the head complex were generated, one containing 
ATP at both active sites (AS1-ATP/AS2-ATP condition: the system in a conformation prior to the ATP hydrol-
ysis), and the other containing ADP in both active sites (AS1-ADP/AS2-ADP condition: the system after the 
hydrolysis events). Both structures were stabilized over 150 ns of free MD simulation. For each condition, 5 indi-
vidual structures were extracted from the free MD trajectories: one every 4 ns from 104 ns to 120 ns. Using those 
structures, the separation of the heterodimer head domains was analysed via steered MD (SMD) simulations 
(Fig. 4a and Supplementary Fig. 6), forcing their centres of mass to separate from each other 32.5 Å over 13.0 ns. 
The values measured for the accumulated work over the 10 SMD trajectories (5 for each condition) were used to 
estimate the free-energy difference associated with the opening of the head in both conditions, using Jarzynski’s 
equality52. Jarzynski’s equality allows us to estimate the free-energy difference between two quasi-equilibrium 
states (in our case, closed and open Smc1A-head/Smc3-head/Rad21-Cter complexes) by collecting the work done 
over non-equilibrium transitions between those states (in our case, the SMD trajectories).
Force values measured along the head separation in the AS1-ATP/AS2-ATP condition (Fig. 4b, red lines) 
showed a peak after the first 5 ns (around 3.5 Å of separation between the centres of mass) in all the trajectories. 
Figure 3. ATP hydrolysis at AS1 activates hydrolysis at AS2. (a) Evolution of the distance between the oxygen 
atom of the catalytic water in AS2 and the ε-amino group of the Smc1A-K1120 residue (distance K1120-NZ - 
wat-O) prior (red) and after (cyan) ATP hydrolysis at AS1. (b) AS2 activation and QM region description. The 
atoms in the QM region of the QM/MM MD simulations of AS2 are represented by coloured ball and sticks. 
Part of the MM region of the ATP is shown (white ball and sticks). The positions of the catalytic water (wat), 
Smc3-K38, Smc3-E1144 and Smc1A-K1120 residues, and the ATP molecule are indicated for both inactive 
(AS1-ATP/AS2-ATP, red line) and active (AS1-ADP/AS2-ATP, cyan line) AS2 configurations. The distance 
between the catalytic water and ε-amino group of the Smc1A-K1120 residue is indicated by a black arrow. 
The reaction coordinate (RC) is indicated by a purple arrow. (c) Free-energy (kcal mol−1) profiles generated 
via QM/MM MD simulations of AS2 in both inactive (AS1-ATP/AS2-ATP, red line) and active (AS1-ADP/
AS2-ATP, cyan line) configurations. The X-axis represents the reaction coordinate RC (bond to be formed): the 
distance (in Å) between the oxygen atom of the catalytic water and the phosphorous atom of the ATP molecule 
γ-phosphate group (distance ATP-PG - wat-O). The substrate (S), transition state (TS) and product (P).
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This peak is significantly larger than that observed in the AS1-ADP/AS2-ADP condition (Fig. 4b, cyan lines). In 
the calculation of the free energy, this force peak represents the largest contribution to the difference between 
the two conditions: ΔG0 = 24.8 kcal mol−1. It should be noted that this estimated value is approximately 81% of 
the average ΔG0 associated with the hydrolysis of two molecules of ATP in human resting muscle conditions: 
ΔG0 = 30.6 kcal mol−1 53, which suggests that this system is highly efficient from an energetic point of view and 
supports the idea that ATP hydrolysis at both active sites allows head separation.
Pathogenic variants and mutants with an associated phenotypic effect. Our dynamic system at 
atomic scale of the Smc1A-head and Smc3-head domains provides an advantageous framework for the investi-
gation of pathologies and phenotypic variations associated with specific mutations of residues located in these 
domains. Table 1 and Figs 5 and 6c summarize this information for some human pathogenic variants as well as 
for residues whose phenotypic behaviour has been reported in the literature.
The residues affecting ATPase activity at AS1 and AS2 can be grouped into four clusters. The first is composed 
of the residues Smc1A-N34, Smc1A-R57, Smc3-G1118 and Smc3-Q1119 (depicted in green in Fig. 5a and b). 
The mutations N34S and R57W in human Smc1A have been related to endometrioid carcinoma54, with the role 
of both residues being related to the correct positioning of ATP at AS1. Smc1A-N34 stabilizes the position of the 
catalytic water during the initial steps of the ATPase reaction (Figs 1c and 2c) and the position of the planar struc-
ture of the γ-phosphate during the transition state (Fig. 2c). Smc1A-R57 enters into contact with the α-phosphate 
group of ATP, thereby stabilizing its position during the entire reaction. Smc3-G1118 and Smc3-Q1119 are 
located in close contact to Smc1A-R57, allowing for its correct positioning. The mutation of the indicated resi-
dues above (depicted in green in Fig. 5a and b) will alter the positioning of ATP at AS1 as well as the progress of 
the ATPase reaction at this site and subsequent activation of AS2 and head opening.
The second group of residues is composed of the amino acids Smc1A-N1166, Smc3-D1143, Smc3-Q1147 and 
Smc3-A1148 (depicted in yellow in Fig. 5a and d). The variant residues Smc1A-N1166T and Smc3-Q1147E have 
been found in patients with CdLS12, 55, 56 whereas mutated amino acids Smc3-D1143H and Smc3-A1148T have 
been related to acute myeloid leukaemia21, 54 and colorectal cancer54, 57, respectively. The mutant Smc3-Q1147E 
was previously reported to potentially be involved in maintaining the dimerization contact between the 
Smc1A-head and Smc3-head domains12. Interestingly, in the dynamic model, Smc3-Q1147 was found to be 
involved in correctly locating residues around Smc1A-K1120. To establish whether the mutated Smc3-Q1147E 
residue can play a differential role in activation of the AS2 site, the same experiment as the previous one illustrated 
in Fig. 3a was performed but replacing Smc3-Q1147 by Glu. The result (Fig. 5c) indicated that, during the 150 ns 
trajectory in the presence of the mutant residue, the distance of Smc1A-K1120 from the catalytic water of AS2 was 
Figure 4. ATP hydrolysis at AS1 and AS2 facilitates head separation. (a) Schematic overview of the head 
separation induced by SMD simulations. The Smc1A-head (brown), Smc3-head (grey) and Rad21-Cter (green) 
domains are shown and the nucleotide (ATP or ADP) locations in both active sites are indicated. Force (F) 
direction is marked by white arrows. (b) Forces exerted in SMD trajectories over the separation between the 
centres of mass of Smc1A-head and Smc3-head domains. Points from all trajectories for the AS1-ATP/AS2-ATP 
condition (red) and for AS1-ADP/AS2-ADP condition (cyan) are shown. (c) Estimated free-energy difference 
(kcal mol−1) over the separation between the centres of mass of the Smc1A-head and Smc3-head domains 
computed using Jarzynski’s equality over 5 SMD trajectories for each condition.
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intermediate between the non-active and the active structures; it was only compatible with an active arrangement 
for 0.03% of the total time, in contrast to 13.45% in the case of the wild-type Smc3-Q1147 residue. This therefore 
predicts greatly reduced (but not completely abrogated) ATPase activity at the AS2 site in the cohesin head of the 
patient. This finding is very exciting as, to the best of our knowledge, this is the first time that a mutated residue 
from a CdLS patient has been assigned a specific functional role in a dynamic context involving the cohesin 
complex.
The third group is composed of the Smc1A amino acids: R1090, F1122 and R1123 (depicted in magenta 
in Fig. 5a and e). The mutant Smc1A-R1090C has been associated with melanoma20, 54 and variant residues 
Smc1A-F1122L9, 58, 59 and Smc1A-R1123W59 have been found in CdLS patients. The most interesting fact 
regarding this group of residues is that their positions in the structure are closely related to the movement of 
Smc1A-K1120 during the activation of AS2. Drastic mutations such as Arg to Trp, in the case of Smc1A-R1123, 
or to Cys, in the case of Smc1A-R1090C, or more conservative changes such as Phe to Leu in the case of 
Smc1A-F1122L, can displace Smc1A-K1120 from its correct positioning at the AS2 site, leading to protein 
malfunction.
The fourth group of residues is composed of the orthologous positions in human sequences of residues that are 
mutated in yeast and can bypass the need for Eco1: Smc1A residues L1128, G1131 and D1163 (coloured pink in 
Fig. 5; equivalent to yeast Smc1 residues L1129, G1132 and D1164, respectively31). The position of Smc1A-G1131 
and Smc1A-D1163, close to AS2, is compatible with differences in functionality when the Gly residue is mutated 
to Ser or when the Asp residue is mutated to Glu or Gly31. More interesting, however, is the case of Smc1A-L1128, 
as the mutation of the orthologous Smc1-L1129V in yeast affects the off-rate of cohesins but the equivalent muta-
tion in yeast Smc3-L1126V does not. In our simulations, the Smc1A-L1128 residue stabilizes the hydrocarbon 
side chain of Smc1A-K1120, thereby allowing its correct location and thus leading the ATPase reaction at AS2. 
Due to the shorter side chain of Val compared to Leu, such hydrophobic stabilization cannot be maintained in 
the case of the mutant. In contrast, the equivalent residue Smc3-L1115, although located near AS1, does not play 
such a central role in the reaction, which explains why the conservative mutation of Leu to Val does not result in 
a differential phenotype. This asymmetric role of Smc1A-L1128 and Smc3-L1115 in our simulations is in agree-
ment with the differential role of the two equivalent residues in yeast31.
An additional group of residues of exceptional importance for cohesin function are those related to 
acetylation-regulated DNA binding. These residues are located both in coiled-coils37 and in the inner side of the 
head domains of the Smc1A-Smc3 dimer2, 32, 33, 38. During the initial free MD equilibration of the head structure in 
our model, and possibly due to the lack of constriction forces exerted by the absent coiled coils in the simulation, 
the relative angle between the head domains grew wider after 40 ns of MD (Fig. 6a), resembling the open structure 
of the Rad50 head domain associated with DNA60–62. To ensure that such movement did not affect the internal 
structure of either domain, root mean square deviation (rmsd) values were measured during the unrestricted 
120 ns MD trajectory of the complex (Fig. 6b). Despite the indicated movement of the head domains, the rmsd 
values of each domain remained constant (below 3.0 Å). During the relaxation, a number of positively charged 
residues spontaneously became located in the surface of the dimer (Fig. 6c): Smc1A residues K59, R62 and K149, 
and Smc3 residues H55, R61, K105, K106 and K157. In addition to the presence of Smc3-K105 and Smc3-K106, 
already involved in acetylation-regulated DNA binding2, 32, 33, 38, the presence of three additional amino acids in 
Protein Mutation Disease Location References
Smc1A N34S Endometroid carcinoma Active site 1 54
Smc1A R57W Endometroid carcinoma Active site 1 54
Smc1A V58_R62del Cornelia de Lange Syndrome Putative binding to DNA 9, 55, 58, 59
Smc1A R1090C Melanoma Active site 2 (activation) 20, 54
Smc1A F1122L Cornelia de Lange Syndrome Active site 2 (activation) 9, 59, 74
Smc1A R1123W Cornelia de Lange Syndrome Active site 2 (activation) 59, 63
Smc1A N1166T Cornelia de Lange Syndrome Active site 2 55
Smc3 H55Y Colorectal cancer Putative binding to DNA 22, 54
Smc3 G1118V Acute myeloid leukaemia Active site 1 21, 54
Smc3 Q1119K Acute myeloid leukaemia Active site 1 21, 54
Smc3 D1143H Acute myeloid leukaemia Active site 2 21, 54
Smc3 Q1147E Cornelia de Lange Syndrome (CS: moderate*)
Active site 2 
(activation) 12, 56
Smc3 A1148T Colorectal cancer Active site 2 54, 57
Table 1. Human pathogenic variants. *The patient Smc3-Q1147E showed craniofacial dysmorphism with 
brachycephaly, arched eyebrows, a depressed nasal bridge and severe ptosis. Additionally, he had heart 
abnormalities with atrial and septal defects as well as developmental delays and a learning disability12. Clinical 
severity (CS) has been annotated according to Kline et al.58.
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Figure 5. Pathogenic variants. (a) Location of the Cα atoms of residues of interest in the neighbourhood of 
AS1 and AS2. Disease-related variants are shown in green (those affecting AS1), purple (those affecting AS2 
activation via Smc1A-K1120 rearrangement) and yellow (those affecting AS2 directly). Residues equivalent 
to those affected by mutations that bypass the need for Eco1 in yeast are shown in pink. The Smc1A-K1120 
residue and both ATP molecules are shown. (b) Location of the variants affecting AS1. Residues are depicted 
in green. (c) Evolution of the distance between the oxygen atom of the catalytic water in AS2 and the ε-amino 
group of the Smc1A-K1120 residue (distance K1120-NZ - wat-O). Distances obtained with wild-type Smc3 
prior (red) and after (cyan) ATP hydrolysis at AS1, and distances obtained with the Smc3-N1147E mutant 
after ATP hydrolysis at AS1 (blue) are shown. (d) Location of the variants directly affecting AS2. Residues are 
depicted in yellow. (e) Location of the variants affecting AS2 activation via K1120 rearrangement. Residues are 
depicted in magenta. The location of K1120 is indicated. (f) Location of the residues equivalent to those affected 
by mutations that bypass the need for Eco1 in yeast. Residues are depicted in pink. The location of K1120 is 
indicated.
www.nature.com/scientificreports/
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this group is noteworthy: Smc1A-K59 and Smc1A-R62, deletion of which has been related to CdLS55, 59, 63 and 
Smc3-H55, mutation of which to Tyr has been associated with colorectal cancer22, 54.
Notably, all these positive residues are positioned in a spatial arrangement that is fully compatible with the 
putative location of a negatively-charged DNA molecule in the surface (Fig. 6c), equivalent to that observed in the 
case of Rad5060–62. This suggests that the initial structure of the dynamic model may mimic the initial position in 
which not only is the C-ter domain of Rad21 bound to the head domain of Smc1A, but also the positive residues 
in the head surface of Smc1A and Smc3 are in a position equivalent to the DNA-bound structure; that is, the 
starting event in the ATPase-dependent opening of cohesin head.
Discussion
Despite the demonstrated relevance of cohesin and cohesin-related proteins to the modulation of important 
cell functions, the detailed molecular mechanisms underlying the behaviour of the different domains of cohesin 
proteins has only just begun to be described. In this work, we have analysed the dynamic properties of the human 
cohesin head domains (Smc1A-head, Smc3-head and Rad21-Cter) at the atomic level using a variety of simu-
lation techniques (free MD, SMD and QM/MM MD). This analysis allows us to infer the role of these domains 
during ATP hydrolysis events and at the same time to determine how these events affect the atom distribution 
and function of the protein domains, in a series of events leading to head separation and the subsequent passing 
of DNA through the open structure (as summarized in Fig. 7).
The first step in the simulation was to describe the role of Rad21 in the hydrolysis of ATP (Fig. 7a). The X-ray 
structure of the yeast Smc1 head domain bound to the C-terminal domain of Scc1 (the yeast homolog of human 
Rad21)5 offered very detailed information relating to this contact, as the surface between the two domains is 
located in the neighbourhood of AS1. In our system, the simulated protein complex underwent spontaneous 
rearrangement resulting in the exposure of a group of positive residues in the inner surface of the Smc1A-head/
Smc3-head dimer (Fig. 6c). This group includes two Lys residues proposed as involved in acetylation-regulated 
DNA binding2, 32, 33, 38, as well as other positive residues mutation of which has been related to CdLS55, 59, 63 and 
cancer22, 54. In short, the starting point of our simulation corresponds to the head structure bound to Rad21-Cter, 
in a position compatible with the DNA-bound condition. Our QM/MM MD free-energy analysis for ATP hydrol-
ysis at AS1 provides a quantitative description of the functional role of the Rad21-Cter domain in the cohesin 
head. The binding of Rad21-Cter allows progression of the ATPase reaction at AS1 by reducing the free-energy 
barrier by 14.0 kcal mol−1. In our study of this reaction we have also determined the geometry of the residues in 
Figure 6. Graphical illustration of a putative interaction of DNA and the head domains of Smc1A and Smc3. 
(a) Relative positions of the Smc1A-head, Smc3-head and Rad21-Cter domains at 0 ns (top) and after 40 ns 
(bottom) of free MD. (b) rmsd values measured over the unrestricted 120 ns MD trajectory of the complex 
illustrated in a. (c) Position of positively charged residues in the upper surface of the head complex after 40 ns of 
MD. The putative position of a DNA molecule, in the equivalent position as the one co-crystallized with Rad50 
head domain (PDB code: 5DNY), is indicated.
www.nature.com/scientificreports/
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the active site during critical events, such as the location of the catalytic water in a first intermediate transition 
state or stabilization of the ATP gamma phosphate group in the planar transition state (see Supplementary Fig. 1 
and Supplementary Video 1 for more details).
Once the ATP hydrolysis reaction has taken place at AS1, an intriguing question is whether hydrol-
ysis at one active site can stimulate the ATPase reaction at the other, a common mechanism of ATP-binding 
cassette-ATPases (ABC ATPases64). Our analysis reveals a sequential structural change, after the hydrolysis event 
at AS1, that connects the two sites (Fig. 7b), in agreement with the fact that the two ATPase sites are asymmetric31, 
51, 65. Although the primary “driving force” leading to the changes in AS2 is still elusive, it is notorious the fact 
that the variants implicated in CdLS and cancer are roughly located in the pathway that connects AS1 to AS2 
(Fig. 5a). We find Smc1A-K1120 to be a major actor in this process. Smc1A-K1120 is conserved in all Smc1A 
and Smc1B sequences, as well as in the majority of SMC proteins. Interestingly, an exception to this observation 
is the condensin subunit Smc2, where the Lys residue in this position is replaced by Thr or Ile in different organ-
isms (Supplementary Fig. 7). In condensin, the Smc2 protein plays the equivalent role to Smc3 in cohesin1, 8. 
Supposing that the behaviour of AS1 and AS2 is similar in cohesin and condensin dimers, then a Lys residue in 
this position of Smc2 is not necessary for the ATPase activity. Asymmetrically, the Lys residue in the condensin 
Smc4 subunit (human Smc4-K1183, equivalent to Smc1A-K1120 in cohesin) is indeed conserved. Our QM/MM 
MD free-energy analysis of the ATPase reaction at AS2 shows that the new structure of the active centre after the 
movement of Smc1A-K1120 to a position close to the catalytic water results in a very important reduction of the 
free-energy barrier. As in the case of AS1, our QM/MM MD investigation also provides a detailed description of 
the hydrolisis reaction at AS2, including all the intermediate steps (see Supplementary Fig. 5 and Supplementary 
Video 2), from the initial location of the catalytic water molecule to the stabilization of the transition state and the 
formation of the final product.
The analysis of protein features linked to the structure of the transition state is a key step in the design of tran-
sition state analogues as powerful enzymatic inhibitors41–43. In this study, using QM/MM MD techniques, we have 
obtained a detailed description of AS1 and AS2 during the main transition state as well as during intermediate 
transition states of the ATPase reactions. The geometry of the active centres of the cohesin head in these transient 
states is extremely valuable information for future drug development strategies.
Figure 7. Schematic model for ATP hydrolysis-driven head opening. (a) The Rad21-Cter domain binding 
to the Smc1A-head domain allows hydrolysis at AS1. (b) ATP hydrolysis at AS1 induces AS2 activation via 
Smc1A-K1120 rearrangement. (c) ATP hydrolysis takes place at AS2. (d) ATP hydrolysis at both active sites 
facilitates the separation of the ATPase head domains.
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After the ATP hydrolysis events at AS1 and AS2, we analysed the subsequent head separation (Fig. 7c), includ-
ing its quantification in terms of free energy. The free-energy difference for the separation of the Smc1A-head and 
Smc3-head domains, calculated for the ATP/ATP or ADP/ADP conditions, confirms the key role of the two ATP 
molecules for the stability of the complex. The data suggest that this process is highly efficient from an energetic 
point of view and support the hypothesis that the hydrolysis of ATP is followed by the opening of the head. This 
is in agreement with recent observations of a modelled dimer of the yeast Smc1/Smc3 head36 as well as recent 
structural studies of the homologous bacterial SMC dimer66.
Finally, the dynamic model generated by mixing different (quantum and classical) simulation strategies at 
atomic scale is a useful framework within which to rationalize the effect of specific mutations involved in both 
CdLS and cancer; some for the very first time. In particular, the effect of the variant Smc3-Q1147E, found in a 
CdLS patient12, 55, 56 has been analysed in detail, offering a functional explanation for the impaired behaviour of 
the protein and linking the change at this position to a defect in the activation of AS2 after activation of AS1. The 
highly reduced, but not completely inhibited, functionality of the complex could justify the clinical findings in 
this patient who was phenotypically classified as moderate according to Kline et al.58.
Our study suggests a functional role in DNA binding of three positively charged residues (Smc1A-K59, 
Smc1A-R62 and Smc3-H55) mutations of which have been related to CdLS9, 55, 58, 59 or colorectal cancer22, 54. In 
addition, based on our computational approach, we propose a dynamic explanation for several mutants found 
in yeast that bypass the need for Eco131. Very interestingly, the close interaction of human Smc1A-L1128 with 
the key residue Smc1A-K1120 and the lack of a symmetrical interaction in the case of the equivalent residue 
Smc3-L1115 offer a plausible explanation for the asymmetrical effect found31 between the phenotypes of the 
orthologous yeast mutants Smc1-L1129V and Smc3-L1126V, respectively.
Altogether, our results reveal the underlying atomic mechanisms of the human Smc1A-head/Smc3-head/
Rad21-Cter complex, explaining in detail: (i) the functional role of Rad21-Cter in the activation of AS1; (ii) the 
modifications that link ATP hydrolysis at AS1 with activation of ATP hydrolysis at AS2; and (iii) the role of ATP 
hydrolysis in the separation of the heads, in a quantitative manner. This computational approach, mixing quan-
tum and classical simulation techniques, has proved to be a very useful tool for the investigation of phenotypic 
variants in yeast experiments, to analyse and predict the effect of variants and mutants related to CdLS and cancer, 
and for use in the future design of therapies and drugs.
Methods
Structure modelling. The three-dimensional model of the complex formed by the human Smc1A-head, 
Smc3-head and Rad21-Cter domains was built through modelling procedures using the initial protein sequences 
contained in the UniProtKB database. They are the Smc1A-head: SMC1A_HUMAN (UniProt code: Q14683, 
residues 1 to 175 and 1058 to 1223); Smc3-head: SMC3_HUMAN (UniProt code: Q9UQE7, residues 1 to 179 and 
1045 to 1206); and Rad21-Cter: RAD21_HUMAN (UniProt code: O60216, residues 543 to 629). Three scaffold 
structures were combined to accurately reproduce various structural features. Rad21-Cter, the active sites (AS1 
and AS2) and the interaction interfaces were modelled on the structure of a Saccharomyces cerevisiae homodi-
meric Smc1 ATPase head complex bound to the C-terminal domain of the yeast Scc1(Rad21 orthologue) (Protein 
Data Bank ID: 1W1W5). The structure of Smc3-head was determined by the 3D structure of the Saccharomyces 
cerevisiae Smc3 monomer bound to the Scc1 N-terminal domain (PDB ID: 4UX37). The model of the complex 
is compatible with recent structures of human cohesin head, obtained by using high-resolution electron micros-
copy67, and bacterial SMC head, obtained by crystallography66. Multiple sequence alignment of the modelled 
sequences can be found in the Supplementary Information (Supplementary Fig. 8). The positions of residues 
around the active sites as well as those of crystallographic water molecules were also refined using the 3D struc-
ture of the Pyrococcus furiosus Smc homodimer (PDB ID: 1XEX34). The ATPγS molecules present at 1 W1W 
active sites were replaced by either ATP or ADP. The model of human variant Smc3-Q1147E was obtained by 
replacing the apical amide group in the Smc3-Q1147 residue by a carboxylate group.
Free Molecular Dynamics simulations. Prior to any other simulations, the complex was thermalized 
and stabilized with free MD simulations using the AMBER14 molecular dynamics package46. The 3D structures 
were solvated with periodic cuboid pre-equilibrated solvent boxes of TIP3P model water molecules68 using the 
LEaP module of AMBER, with 12 Å as the shortest distance between any atom in the protein and the periodic box 
boundaries. Protonation states were determined using the H++ web server (http://biophysics.cs.vt.edu/H++)69 
and Na+ counterions were added to neutralize the charge of the systems (Smc1A-head/Smc3-head/AS1-ATP/
AS2-ATP: 5 Na+ counterions; Smc1A-head/Smc3-head/Rad21-Cter/AS1-ATP/AS2-ATP: 3 Na+ counterions; 
Smc1A-head/Smc3-head/Rad21-Cter/AS1-ADP/AS2-ATP: 2 Na+ counterions; Smc1A-head/Smc3-head/
Rad21-Cter/AS1-ADP/AS2-ADP: 1 Na+ counterion). All the free MD simulations were performed in the NPT 
(constant temperature, constant pressure) ensemble, using the PMEMD program of AMBER and the parm99 
force field46. The SHAKE algorithm was used, allowing a time step of 2 fs.
The different systems used in the simulations were initially relaxed over 15,000 steps of energy minimization 
with a cut-off of 12 Å. Then the MD simulations were started with a 20 ps heating phase in which the tempera-
ture was raised from 0 to 300 K in 10 temperature change steps, after each of which velocities were reassigned. 
During minimization and heating, the Cα trace dihedrals were restrained with a force constant of 500 kcal mol−1 
rad−2 and gradually released in an equilibration phase in which the force constant was gradually reduced to 0 
over 200 ps. After the equilibration phase, 120 to 150 ns of productive MD simulations were obtained for all the 
systems.
As the Smc1A-head and Smc3-head domains are formed by the N-terminal and C-terminal segments of the 
two proteins, all the structures showed gaps where the large coiled-coil regions cannot be accurately modelled. 
Therefore, these gaps were protected by distance restraints to prevent artificial unfolding of these regions.
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During long MD trajectories, and in order to improve the sampling of catalytic configurations at both active 
sites, the position of the catalytic water molecules was maintained in a geometry compatible with hydrolysis, 
restraining the distance between the oxygen atom of the catalytic water and the phosphorous atom of the ATP 
γ-phosphate group below 3.5 Å. The angle between these same two atoms and the oxygen atom of the ATP 
beta phosphate group was kept between 160° and 180°. Both distance and angle restraints were defined using a 
flat-bottomed potential, allowing free movement within the restrained range. These restraints were released prior 
to QM/MM MD simulations of the active centres.
QM/MM MD simulations. QM/MM MD simulations were performed using the recently developed Fireball/
Amber method44, 45: a combination of the AMBER molecular dynamics package46 and Fireball, a local-orbital 
density-functional theory molecular dynamics technique47, 48. Two regions (QM and MM) were defined. The MM 
region was treated in the same manner as in the free MD simulations detailed previously; while the QM region 
was described using Fireball, with a basis set of optimized numerical atomic-like orbitals (NAOs) with a single 
s orbital for H, sp3 orbitals for C, N and O, and sp3d5 orbitals for P, as used in previous works44, 70. The time step 
during these calculations was 0.5 fs. The initial structures and initial velocities used in the QM/MM MD simula-
tions were taken from the free MD simulations after they became stable.
Free-energy 2D maps obtained using QM/MM MD simulations were generated as described in the literature44, 70, 71. 
The conformational space was sampled with long SMD trajectories along the chosen reaction coordinates, gen-
erating 7.6 × 106 structures with their associated reaction coordinates and energy values. The QM energy values 
were distributed in groups of ~1.5 × 104 different structures on average, across a uniform grid defined by the two 
reaction coordinates. The partition function was calculated for each group in order to estimate a free-energy sur-
face that was then smoothed via a 3D LOESS local regression. Reaction paths and energy profiles were calculated 
using MEPSA49.
1D free-energy profiles were generated by sampling initial structures along the reaction coordinate via SMD. 
These structures were then relaxed for 5 ps by keeping the reaction coordinate fixed at the corresponding value. 
Velocities were reassigned every 0.5 ps. The last 0.5 ps of each relaxation was used to estimate the free-energy pro-
file, yielding 7.7 × 104 structures in total, with their associated reaction coordinates and energy values. The QM 
energy values were distributed in groups of ~103 different structures on average, along uniform 1D grid defined 
by the reaction coordinate. The partition function was calculated for each group in order to estimate a free-energy 
profile that was then smoothed via 2D LOESS local regression.
Error analysis was performed for 2D maps and 1D profiles using bootstrap resampling (100 replicates) on 
the data. In all relevant positions, the standard deviation was found below 0.8 kcal mol−1 for 2D maps and below 
0.5 kcal mol−1 for 1D profiles. Standard deviation representation for 2D free-energy surface of ATP hydrolysis 
at AS1 in the presence of Rad21-Cter and for 1D free-energy profile of ATP hydrolysis at AS2 in the AS1-ADP/
AS2-ATP condition can be found in the Supplementary Information (Supplementary Fig. 9).
Free-energy difference calculations from trajectories of head domain separation. In order to 
compare the separation of Smc1A-head from Smc3-head, either ATP binding (AS1-ATP/AS2-ATP condition) or 
ADP binding (AS1-ADP/AS2-ADP condition) free-energy calculations from SMD trajectories were performed 
using Jarzynski’s equality52. Five individual SMD trajectories were generated for each condition, taking the ten 
initial structures from stable free MD trajectories. To prevent protein-protein collisions through the periodic 
boundaries, these were expanded and the water box was consequently enlarged with pre-equilibrated solvent 
cuboid boxes of TIP3P water model molecules. To ensure good thermalization of the system after the modifica-
tion of the water box, a heating protocol similar to that used in the free MD simulations was applied. During each 
SMD trajectory, the centres of mass of Smc1A-head and Smc3-head were forced to separate 32.5 Å at a constant 
velocity over 13 ns (2.5 Å ns−1) with a spring constant of 5 kcal mol−1 Å−2, in the range of conditions used in sim-
ilar SMD studies72, 73. The separation distance was kept constant for 0.1 ns at the start and end of each trajectory 
to better describe the quasi-equilibrium states at both ends. To avoid large rearrangements of the head structures 
during SMD, the Cα trace dihedrals were restrained with a 500 kcal mol−1 rad−2 force constant. The gap protec-
tion restraints used in the free MD simulations were also kept in the SMD simulations. For each calculation step, 
the distance between the centres of mass was recorded to later reconstruct the forces and work generated along 
each trajectory. The initial distance between the centres of mass was taken as the origin (0.0 Å) of separation in 
Fig. 4b and c.
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C | Video: ATP hydrolysis at AS1 in
the presence of Rad21
Figure 69: Video: ATP hydrolysis at AS1 in the presence of Rad21. The movie shows the
reaction along the MEPSA minimum energy path that is shown in ﬁgure 51. Four steps in
the reaction are highlighted: initial structure (S), stabilization of the catalytic water molecule,
transition state (TS) and ﬁnal product (P). Source: Marcos-Alcalde et al. (2017)24. A copy
of the video is present in the DVD that accompanies this thesis and is available on-line at:
https://youtu.be/ZsPWPVCUiG8
150
D | Video: Positioning of Smc1A-K1120
Figure 70: Video: Positioning of Smc1A-K1120. After ATP hydrolysis at AS1, Smc1A-K1120
moves close to the AS2 catalytic water molecule and remained in its new location in a stable
conformation. The movie shows the MD from time 75 to 150 ns of the AS1-ADP/AS2-ATP
trajectory discussed in ﬁgure 54. Position of residue Smc3-Q1147 is also indicated. Protons are
not shown during movement to avoid smoothing artifacts. A copy of the video is present in the
DVD that accompanies this thesis and is available on-line at: https://youtu.be/edfNbtQK8ZA
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E | Video: ATP hydrolysis at AS2 in
its active form (AS1-ADP/AS2-ATP)
Figure 71: Video: ATP hydrolysis at AS2 in its active form (AS1-ADP/AS2-ATP). The movie
shows the reaction along the RC1 coordinate as indicated in ﬁgure 55, corresponding to the free
energy proﬁle shown in ﬁgure 58. Three steps in the reaction are highlighted: initial structure
(S), transition state (TS) and ﬁnal product (P). A copy of the video is present in the DVD that
accompanies this thesis and is available on-line at: https://youtu.be/hVyNMAhOxMo
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F | Python script for Jarzynski calcu-
lations
#!/usr/bin/env python3.4
import decimal as dec
import numpy as np
import time
### OPTIONS ###
input_files_list = [""]
output_files_name = ""
KT = 0.593
precision = 20
#############
##FUNCTIONS ##
def calculate_forces (current , target , force_constant):
forces = np.empty(np.shape(current)[0]);
for counter in range (np.shape(target)[0]):
forces[counter] = 2 * (current[counter] - target[counter]) *
force_constant[counter] *
natom
return forces
def calculate_distance_increments (target):
distance_increments = np.zeros(np.shape(target)[0]);
for counter in range (1,np.shape(target)[0]):
distance_increments[counter] = (target[counter] - target[counter
-1])
return distance_increments
def calculate_accumulated_work (forces , distance_increments):
accumulated_work = np.zeros(np.shape(forces)[0]);
accumulated_work2 = np.zeros(np.shape(forces)[0]);
for counter in range (1,np.shape(forces)[0]):
accumulated_work[counter] = accumulated_work[counter-1] + ((
forces[counter-1] + forces[
counter]) *
distance_increments[counter]
* 0.5)
return accumulated_work
def get_forces_and_accumulated_work (input_file):
print ("Reading file")
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target , current , force_constant = np.loadtxt(input_file , unpack=True
)
print ("Calculating forces")
forces = calculate_forces (target , current , force_constant)
print ("Calculating distance increments")
distance_increments = calculate_distance_increments (target)
print ("Calculating accumulated work")
accumulated_work = calculate_accumulated_work (forces ,
distance_increments)
return forces ,accumulated_work
#--------
def calculate_Jarzynski (accumulated_work_stack , step_counter , B):
sum_of_exps = 0
for stack_counter in range (len(accumulated_work_stack)):
sum_of_exps = dec.Decimal(sum_of_exps + dec.Decimal(-B * dec.
Decimal(
accumulated_work_stack[
stack_counter][step_counter]
)).exp())
free_energy_difference = dec.Decimal(dec.Decimal(sum_of_exps / len(
accumulated_work_stack)).ln() *
dec.Decimal(-KT))
return free_energy_difference
def get_Jarzynski (accumulated_work_stack , B):
print ("Calculating Jarzynski")
local_start_time = time.time()
free_energy_difference = np.empty(np.shape(forces_stack[0])[0])
print_counter = 0
for step_counter in range (np.shape(forces_stack[0])[0]):
free_energy_difference[step_counter] = calculate_Jarzynski (
accumulated_work_stack ,
step_counter , B)
if (print_counter == 100000):
remaining_time = (np.shape(forces_stack[0])[0]-step_counter+
1)*((time.time()-
local_start_time)/(
step_counter+1))
print (('{0:.1f} seconds remaining.').format(remaining_time)
)
print_counter = 0
print_counter += 1
return free_energy_difference
#--------
def write_output_files (forces_stack , accumulated_work_stack ,
free_energy_difference ,
output_files_name):
print ("Writing output files")
local_start_time = time.time()
name = output_files_name + "_forces.dat"
forces_out = open(name , 'w')
name = output_files_name + "_acc_works.dat"
accumulated_works_out = open(name , 'w')
name = output_files_name + "_free_energ_diff.dat"
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free_energy_difference_out = open(name , 'w')
forces_string = ""
accumulated_works_string = ""
free_energy_difference_string = ""
print_counter = 0
for step_counter in range (np.shape(forces_stack[0])[0]):
for stack_counter in range (len(accumulated_work_stack)):
forces_string = forces_string + str(forces_stack[
stack_counter][
step_counter]) + " "
accumulated_works_string = accumulated_works_string + str(
accumulated_work_stack[
stack_counter][
step_counter]) + " "
if (print_counter == 100000):
remaining_time = (np.shape(forces_stack[0])[0]-step_counter+
1)*((time.time()-
local_start_time)/(
step_counter+1))
print ('{0:.1f} seconds remaining.'.format(remaining_time))
print_counter = 0
print_counter += 1
forces_string = forces_string + "\n"
accumulated_works_string = accumulated_works_string + "\n"
free_energy_difference_string = str(free_energy_difference[
step_counter]) + "\n"
forces_out.write(forces_string)
accumulated_works_out.write(accumulated_works_string)
free_energy_difference_out.write(free_energy_difference_string)
forces_string = ""
accumulated_works_string = ""
forces_out.close()
accumulated_works_out.close ()
free_energy_difference_out.close ()
#### MAIN ####
start_time = time.time()
dec.getcontext ().prec = precission
B = dec.Decimal(1/dec.Decimal(KT))
number_of_lines = 0
for file_name in input_files_list:
print ("File " + file_name)
forces ,accumulated_work = get_forces_and_accumulated_work (file_name
)
try:
forces_stack.append(forces)
accumulated_work_stack.append(accumulated_work)
except:
forces_stack = [forces ,]
accumulated_work_stack = [accumulated_work ,]
free_energy_difference = get_Jarzynski (accumulated_work_stack , B)
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write_output_files (forces_stack , accumulated_work_stack ,
free_energy_difference ,
output_files_name)
print("--- Total execution time = %s seconds ---" % (time.time() -
start_time))
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