We compute the quantum rate constant based on two extended stationary phase approximations to the imaginary-time formulation of the quantum rate theory. The optimized stationary phase approximation to the imaginary-time flux-flux correlation function employs the optimized quadratic reference system to overcome the inaccuracy of the quadratic expansion in the standard stationary phase approximation, and yields favorable agreements with instanton results for both adiabatic and nonadiabatic processes in dissipative and nondissipative systems. The integrated stationary phase approximation to the two-dimensional barrier free energy is particularly useful for adiabatic processes and demonstrates consistent results with the imaginary-time flux-flux correlation function approach. Our stationary phase methods do not require calculation of tunneling paths or stability matrices, and work equally well in the high-temperature and the low-temperature regimes. The numerical results suggest their general applicability for calibration of imaginary-time methods and for the calculation of quantum rate constants in systems with a large number of degrees of freedom.
I. INTRODUCTION
The calculation of thermal rate constants for chemical reactions has been one of the most active areas in theoretical chemistry. 1 Through analytical continuation, the quantum dynamics calculation is mapped into quantum statistical mechanics, which has been implemented in a number of quantum, mixed quantum-classical, or semiclassical methods. [2] [3] [4] [5] [6] [7] Of particular importance is the imaginary-time path-integral formulation of thermal averaged quantum tunneling rate, i.e., quantum rate constant. Two related concepts have appeared in literature: the imaginary-time flux-flux correlation function and the barrier partition function.
The imaginary-time flux-flux correlation function is numerically more feasible than the real-time flux-flux correlation function. Real-time correlation functions require intensive calculations of Feynman path integrals 8 and are difficult to converge. Numerical schemes proposed by Berne, Doll, and their co-workers are based on direct analytical continuation of imaginary-time correlation function. [9] [10] [11] [12] [13] Yet the analytical continuation from the imaginary-time to real time is numerically unstable, which is the major drawback of these schemes. Since the thermal rate constant is the zerofrequency component and does not require the information about the whole spectrum, the quantum reaction rate can be computed from the stationary phase approximation of the imaginary-time flux-flux correlation function. This method was proposed by Wolynes and yielded the Golden rule rate in the nonadiabatic limit. 5, 6 The barrier partition function concept relates the quantum reactive flux to the imaginary part of the barrier partition function. [14] [15] [16] [17] The stationary phase approximations employed to calculate the barrier partition function distinguish different quantum rate theories. At high temperatures, the rate process is dominated by thermal activation and is described by transition state theory. Quantum mechanical corrections lead to modifications of classical transition state theory. The quantum transition state theory 18 ͑QTST͒ uses a parabolic barrier potential and the harmonic approximation to the rest of Fourier modes. The path-integral quantum transition state theory ͑PI-QTST͒ based on the centroid concept has a similar structure to that of classical TST except that the classical transition state is replaced by the centroid. 19, 20 The mixed quantum-classical rate theory ͑MQCLT͒ transforms the evaluation of the reactive flux into the reduced phase space via the Wigner transform. 21 Both PI-QTST and MQCLT employ stationary phase approximations to the unstable mode. At low temperatures, the rate process is dominated by the tunneling effect, resulting in the nontrivial periodic stationary path, i.e., the instanton. 2, 22, 23 In the instanton approach, stationary phase approximations are employed to describe fluctuation modes around the instanton path. More recently, Miller and co-workers successfully applied the semiclassical stationary phase approximation with two dividing surfaces to quantum Boltzmann operator and reached excellent agreement with the exact results for one-dimensional ͑1D͒ and 2D systems. 4 Several theoretical attempts were proposed to bridge the imaginary-time flux-flux correlation function and the barrier partition function. 2, 16, 17, 24 The instanton concept was originally introduced by Miller and has been widely applied to adiabatic processes. Cao and Voth proposed the nonadiabatic instanton approach, [24] [25] [26] where stationary phase approximation of the imaginary-time flux-flux correlation function in the nonadiabatic limit gave rise to an explicit form of the imaginary part of the barrier partition function. This nonadiabatic instanton approach calculates both the nonadiabatic electron-transfer rate and the adiabatic quantum tunneling rate over a broad range of coupling constants within the same framework.
In the present paper, we examine two stationary phase methods for computing quantum rate constants. The first method is derived from the optimized stationary phase approximation to the imaginary-time flux-flux correlation function, which applies the approach by Wolynes 5 to both adiabatic and nonadiabatic processes. Optimized quadratic approximation 27, 28 is employed to overcome the inaccuracy of the quadratic expansion in the standard stationary phase approximation. In the second method, the imaginary part of the barrier partition function is calculated from the integrated stationary phase approximations to the spatial coordinates of the 2D barrier free energy surface. This method is motivated by the quantum Boltzmann operator calculated by Miller et al. 4 and is a generalization of the barrier partition function concept. [14] [15] [16] [17] The 2D barrier free energy method is applicable to adiabatic processes where the 2D barrier free energy profile can be computed. A spatial integration scheme is proposed to enhance the accuracy of the stationary phase approximation. These two stationary phase methods do not require tunneling path calculations at low temperatures or quantum correction factors at high temperatures, and the imaginary-time dynamics can be computed with readily available numerical path-integral techniques.
Although both stationary phase methods have been explored respectively, their accuracy has yet to be established numerically and their consistency has yet to be demonstrated. The goal of this paper is to demonstrate the agreement between these two approaches for adiabatic processes and their agreements with the instanton approach for nonadiabatic processes. Our numerical calculation suggests that the optimized stationary phase approximation to the imaginary-time flux-flux correlation function is applicable to both adiabatic and nonadiabatic processes.
The rest of the paper is organized as follows. In Sec. II, we discuss the optimized imaginary-time stationary phase method, the 2D barrier free energy method, and the instanton approach. In Sec. III, we demonstrate the accuracy of these two stationary phase methods and their agreements with the instanton approach for adiabatic systems. Specifically we present results for a nondissipative 1D Eckart potential, a dissipative Eckart potential, and a dissipative double-well potential. In Sec. IV, we test the optimized stationary phase approximation to the imaginary-time flux-flux correlation function for a nonadiabatic system, i.e., the spin-boson Hamiltonian. The conclusion is presented in Sec. V.
II. METHODS
In this section, we apply several stationary phase approximations to evaluate the quantum rate. In the first approach, the quantum rate is computed from the optimized stationary phase approximation to the imaginary-time coordinate. Here we generalize Wolynes's approach by including anharmonicity. In the second approach, integrated stationary phase approximations are applied to the spatial coordinates on the 2D barrier free energy surface. Both methods originate from analytical continuation of the reactive flux correlation function C fs ͑t͒, and the relation is illustrated in Fig. 1 . The nonadiabatic instanton analysis essentially rotates the stationary phase coordinate from the imaginary-time axis to the spatial axes, providing a bridge between these two stationary phase methods.
A. Optimized stationary phase approximation to the imaginary-time flux-flux correlation function
In this section, we apply the approach by Wolynes 5 to both adiabatic and nonadiabatic cases by incorporating the non-Gaussian correction to the quadratic expansion used in the standard stationary phase approximation. The quantum flux operator is generally defined by
where ĥ R is the occupation operator in the reactant state. The imaginary-time flux-flux correlation function is given by
where F ͑͒ = e H F e −H is the imaginary-time flux operator and Z r is the reactant partition function. Due to the cyclic property of trace function, this imaginary-time flux-flux correlation function is equivalent to the expression derived by Miller, Schwartz, and Tromp 3 after invoking the Wick's rotation t → i. The quantum rate is the time integral of the real-time correlation function, which becomes the imaginary part of the integral of the imaginary-time flux-flux correlation function, i.e.,
͑3͒
The integral in Eq. ͑3͒ implies the stationary phase approximation to the imaginary-time and the quantum reactive flux is given by F qm = KZ r .
The evaluation of the quantum reaction rate depends on the accuracy of the stationary phase approximation. This issue becomes important at low temperatures, for example, for the double-well potential investigated in Sec. III B. It is also demonstrated in Sec. IV for the spin-boson model that the correlation function becomes flat at large electronic couplings. To achieve better accuracy, we employ a numerical implementation of the stationary phase approximation using the optimized quadratic approximation ͑OQA͒. 27, 28 To proceed, we first write the imaginary-time flux-flux correlation as C f f ͑͒ = exp͓−⌽͔͑͒, and expand ⌽͑͒ at the stationary point st , giving 
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The optimized quadratic potential reads 
where the last expression is the leading order contribution of the optimized quadratic term and ͗¯͘ ␣ represents the average over the optimized reference system. It is straightforward to show that
Hence, the quantum rate constant is given by
where the first term is the non-Gaussian correction factor and the rest is the rate from stationary phase approximation. The optimized stationary phase approximation to the imaginary-time flux-flux correlation function does not assume weak coupling, hence is equally applicable to the nonadiabatic limit, the adiabatic limit, and the intermediate region. The non-Gaussian correction factor incorporates the deviation from the standard quadratic approximation and makes the stationary phase method reliable for calculations of quantum rate constants over a broader range of temperatures. We illustrate these points in Secs. III and IV.
B. Integrated stationary phase approximation to the 2D barrier free energy
Another approach to compute quantum rate constants is using the barrier partition function concept. In this approach, the quantum reactive flux is expressed as a product of a simple frequency factor and the imaginary part of the barrier partition function,
where Z b is the partition function in the barrier region and is the temperature-dependent frequency factor. The barrier partition function is given by
where S͓q͑͒ ,0,␤ /2͔ = ͐ 0 ␤/2 H͑͒d is the Euclidean action functional of the path q͑͒ from 0 to ␤ /2. ប is taken to be unity implicitly in the present paper unless otherwise specified. The functional integral is carried out over all the periodic paths of period ប␤. For dissipative systems, the frequency factor is given by
͑9͒
Here m is the effective mass of the reaction coordinate and ͑z͒ is the Laplace transform of the classical friction kernel at the top of the barrier. The crossover temperature is defined by ␤ប 0 ‡ =2 with 0 ‡ the Grote-Hynes frequency. 29, 30 For nondissipative systems, ͑z͒ = 0, and 0 ‡ reduces to b . At high temperatures, the imaginary part of the barrier partition function arises from the stationary phase approximation to the unstable mode. At low temperatures, the imaginary part of the barrier partition function is obtained from the stationary phase approximations for all the modes along the instanton path. 16 Instead of referring to parabolic approximations at high temperatures and instanton paths at low temperatures, we adopt a simple approach to calculate the imaginary part of the barrier partition function for adiabatic processes. Motivated by the 2D quantum Boltzmann operator analyzed in recent work by Miller and co-workers, 4 we obtain Im Z b from the structures of the 2D barrier free energy. Figure 2 illustrates the 2D barrier free energy profile S͑q , qЈ͒ =−ln͗q͉exp͓−␤H /2͔͉qЈ͘ of a symmetric Eckart potential which will be further discussed in Sec. III A. It demonstrates different saddle point structures above and below the crossover temperature, which give rise to the imaginary part of the barrier partition function. As the temperature increases above the crossover, the two saddle points on the 2D barrier free energy surface gradually merge into one saddle point. The 2D contours were used in recent work by Miller and co-workers 4 to extract the two dividing surfaces in the fluxflux correlation function. Here we analyze the saddle point structure of the 2D barrier free energy surface and calculate the barrier partition function with stationary phase approximations. At temperatures above the crossover, the free energy profile of the stable mode is steep, so a quadratic approximation is not accurate enough to approximate the integration over the stable mode. To overcome the inaccuracy of the quadratic approximation, we apply stationary phase approximations to the unstable modes along the stable coordinate and sum all contributions,
where q + = ͑q + qЈ͒ / 2 is the stable coordinate along the diagonal and q − = ͑q − qЈ͒ / 2 is the unstable coordinate along the off-diagonal. The integrand is the stationary phase approximation to the unstable mode and the integration is along the stable coordinate. This scheme does not require the determination of the saddle points. When quadratic expansion at the saddle point is adequate, Eq. ͑10͒ reduces to the standard stationary phase approximation to the unstable modes at the saddle points. The 2D barrier free energy method proposed here is a simple generalization of the barrier partition function concept 16, 17 and applies to temperatures above and below the crossover. This method does not involve real-time calculations and can be implemented using available numerical algorithms such as numerical matrix multiplication ͑NMM͒ scheme, or path-integral Monte Carlo, 31 which is particularly useful for more complicated potentials where instanton paths are not easy to find. For dissipative systems, the quantum Boltzmann operator is averaged over all realizations of bath fluctuations. These numerical advantages render this method feasible for reaction processes that involve a large number of degrees of freedom. Further efforts along this direction should focus on the development of more accurate methods to extract the imaginary part of the barrier partition function.
C. Adiabatic and nonadiabatic instanton method
We now discuss the nonadiabatic instanton method which bridges the adiabatic and the nonadiabatic limits. The nonadiabatic coupling arises from the breakdown of the Born-Oppenheimer approximation of the electron transfer processes. The theoretical formalism for describing the nonadiabatic dynamics was first proposed by Pechukas, Freed, Tully, and Kapral, and developed by many others into surface hopping and various other numerical schemes for molecular dynamics ͑MD͒ simulations. [32] [33] [34] [35] [36] [37] The nonadiabatic instanton theory is the imaginary-time analog of the Pechu- 
094108-4
kas formulation. [24] [25] [26] In the nonadiabatic limit, quantum reactive events arise from the crossing between electronic surfaces. The barrier partition function can be computed from the stationary phase approximation along the imaginary-time coordinate. 17 In the adiabatic limit, the reactive process is dominated by the lower adiabatic energy surface resulting from frequent crossings between the electronic surfaces. The barrier partition function in this limit is obtained from the stationary phase approximation to the spatial coordinates. Effectively, the nonadiabatic instanton approach rotates the stationary phase coordinate from the temporal axis in the nonadiabatic limit to the spatial axis in the adiabatic limit, which is illustrated in Fig. 1 . The adiabatic instanton theory by Miller 2 relates the quantum reaction rate to the stationary phase approximation of the imaginary-time flux-flux correlation function in the adiabatic limit while the nonadiabatic instanton theory 17 demonstrate this relation in the nonadiabatic limit. Hence, the instanton approaches yield an important connection between the imaginary-time flux-flux correlation function concept and the barrier partition function concept.
The adiabatic instanton concept was originally introduced by Miller and has been applied extensively to dissipative and nondissipative systems. 2 To illustrate the connection that the instanton approach provides, we use the symmetric Eckart potential as an example. In agreement with discussions in the literature, 16, 21 we notice the presence of an unstable mode of the instanton path, which corresponds to the negative eigenvalue. As we discussed earlier, the unstable mode also appears on the 2D barrier free energy surface. Both unstable modes give rise to the imaginary part of the barrier partition function. Figure 3 displays the curvature of the unstable mode at the saddle point of the 2D barrier free energy. It is proportional to the negative eigenvalue of the instanton path over a wide range of temperatures. This is a strong indication of the intrinsic connection between the 2D barrier free energy method and the instanton method. The eigenmode corresponding to the negative eigenvalue is shown in Fig. 4 . The first negative mode is asymmetric with respect to the barrier top, and the first positive mode is a symmetric trajectory around the barrier top.
III. ADIABATIC REACTIONS
To illustrate the stationary phase methods discussed in the preceding section, we present numerical results for quantum rate constants of several potentials in this section. For the nondissipative case, we investigate a 1D Eckart potential. For the dissipative case, we discuss a 1D Eckart potential and a double-well potential, both coupled to a harmonic bath. A study of the nonadiabatic rate constant of the spin-boson model is presented in Sec. IV.
In the presence of a potential barrier, the quantum flux operator measures the quantum reactive flux through the dividing surface q n and is given as F n = ͓␦͑q − q n ͒p + p ␦͑q − q n ͔͒ /2m, where p =−i‫ץ‬ q is the momentum operator. Carrying out the trace of Eq. ͑2͒ in the coordinate space yields where the left and the right primes represent spatial derivatives. This expression is given as Eq. ͑2.3͒ in Ref. 4 . In our calculations, the dividing surface is defined at the top of the transition barrier, q 1 = q 2 = 0, where reactants and products separate from each other.
A. Nondissipative case: 1D symmetric Eckart potential
Now we consider the nondissipative case using a 1D symmetric Eckart potential,
which has been studied by many other groups. We examine the optimized imaginary-time stationary phase method, the 2D barrier free energy method, and the consistency of these two methods. We use the same parameters as in Ref. 16 , 2V 0 / ប b = 12, a =1, m = 1, and ប =1. b = ␤ប b is a dimensionless reduced temperature and b =2 is the crossover temperature for the nondissipative case.
For the symmetric Eckart potential, the matrix element of exp͓−H͔ is evaluated using the NMM algorithm. 31 The imaginary-time flux-flux correlation functions at different temperatures are shown in Fig. 5 . For the nondissipative Eckart potential, −ln C f f ͑͒ is well approximated by the quadratic reference discussed in Sec. III B. We notice that the non-Gaussian corrections at different temperatures are slightly different. In the crossover regime where b ϳ 2, −ln C f f ͑͒ at the stationary point = ␤ / 2 is quadratic and the quartic term is negligible. At temperatures below the crossover, b = 8, 16, and 24, the quartic term increases gradually and carries an opposite sign from the quadratic term. Hence, the correlation function becomes flatter. At b = 3 above the crossover temperature, the quartic term also increases but carries the same sign as the quadratic term, consequently, the flux-flux correlation function becomes deeper. Figure 2 illustrates 2D contour plots of the barrier free energy surface. Below the crossover temperature, two saddle points are found along the off-diagonal direction. The contour connecting these two saddle points essentially corresponds to the bounce trajectory, or the instanton path. As the temperature increases, the two saddle points merge into one, i.e., the instanton path converges to the barrier top. As shown in the left column of Fig. 2 , at the temperature above the crossover, b = 3, only one saddle point exists at the center of the contour plot. The crossover is better illustrated in the corresponding free energy profile along the off-diagonal directions in the right column of Fig. 2 , where two minima of the stable mode merge gradually at higher temperatures.
The quantum correction factor ⌫ = F qm / F cl , defined as the ratio between the quantum reactive flux F qm and the classical one F cl = e −␤V 0 /2ប␤, is tabulated in Table I . The instanton result ⌫ inst is calculated with the method outlined in Ref. 16 
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pression in Ref. 38 . ⌫ flux represents the quantum correction factor calculated from the optimized stationary phase approximation to the imaginary-time flux-flux correlation function. ⌫ bp is computed from the integrated stationary phase approximation to the 2D barrier free energy discussed in Sec. II B. The quantum correction factors from both stationary phase methods compare favorably with the instanton calculation and the exact results over a wide range of temperatures. These two methods proposed here show considerable improvements to the instanton calculations in the crossover regime and become almost identical to the instanton results at temperatures far below the crossover. Compared to the exact results ⌫ exact , the optimized imaginary-time stationary phase method and the 2D barrier free energy method show an accuracy of ϳ10% at high temperature and ϳ20% at extremely low temperatures.
B. Dissipative case: 1D Eckart and double-well potentials
Now we discuss the calculation of quantum rate constants for the dissipative 1D potential. The full Hamiltonian is given by
͑13͒
Here, q is the system coordinate and x j 's describe a harmonic bath bilinearly coupled to the system coordinate. This Hamiltonian in Eq. ͑13͒ is widely employed to study the effects of condensed phase environments on charge transfer. The bath correlation is characterized by the spectral density J͑͒ = /2͚ j ͑m j j ͒ −1 c j 2 ␦͑ − j ͒. In our calculation, we assume an ohmic spectral density with a frequency cutoff c , i.e., J͑͒ = បKe −/ c / 2, where K is the Kondo constant. In this section, the bath parameters are chosen to be c = b and K = 0.1m b . In the imaginary-time formulation, we integrate out the harmonic bath in Eq. ͑13͒ in a manner consistent with the Brownian oscillator model. 17 The action functional is
The last term is the influence functional, and x n = ␤ −1 ͐ 0 ␤ exp͓−i⍀ n ͔q͑͒d is the Fourier modes of the path x͑͒ at the Matsubara frequency ⍀ n =2n / ␤. The frequency 0 , the coupling constant , and ␥ ͑⍀ n ͒ are determined from the spectral density of the harmonic bath ͑see Appendix B in Ref. 17͒ . The action functional in Eq. ͑14͒ provides a straightforward way to simulate the quantum dynamics. The presence of the system coordinate q in the action integral renders an explicit route to compute ͗q͉exp͑−H͉͒qЈ͘, which is necessary for computing the imaginary-time flux-flux correlation function and the barrier partition function. At each temperature, the Fourier modes of the trajectory x͑͒ are generated according to the Boltzmann distribution exp͓−␤m͚ nϾ0 ⍀ n ␥ ͑⍀ n ͉͒x n ͉ 2 ͔. The quantum Boltzmann operator is computed accordingly and averaged over a number of bath trajectories. The imaginary-time flux-flux correlation function is computed using Eq. ͑11͒.
Eckart potential
For the dissipative Eckart potential, the bath averaged 2D barrier free energy surface ͑not shown here͒ displays similar features as the nondissipative case in Sec. III A. At temperatures below crossover, two saddle points are found along the off-diagonal direction; at high temperatures, these two saddle points merge into one. The quantum fluxes from the optimized imaginary-time stationary phase method and the 2D barrier free energy method are listed in Table II and compared with the adiabatic instanton approach outlined in Ref. 16. 0 ‡ is the Grote-Hynes frequency determined with Eq. ͑9͒. Clearly, both F bp and F flux agree closely with each other in the full temperature range. They also agree favorably with the instanton results below the crossover temperature. The deviation from the instanton calculation is within 15-20%. At low temperatures, the quantum fluxes obtained from the two stationary phase methods proposed in the present paper are consistently smaller than the instanton results. For the dissipative Eckart potential, instanton paths are difficult to calculate. In comparison, the two stationary phase methods in the present paper bypass the searching of instanton path and demonstrate reasonable accuracy at both high temperature regime and low temperature regime.
Double-well potential
The dissipative double-well potential is a practical model for proton transfer and electron transfer processes in condensed phases. By far there have been no direct applica- tions of the flux-flux correlation function approach and the barrier partition function approach to the double-well systems. The present work provides a critical test of the optimized imaginary-time stationary phase method and the 2D barrier free energy method. The model Hamiltonian we study next has the same form as Eq. ͑13͒, except for the potential along the reaction coordinate which is a symmetric double well here,
In our calculation, a 1 = 0.5 and a 2 = 0.015 and the barrier frequency b = 1. This set of parameters are consistent with the DW1 parameters used by Topaler and Makri. 8 As shown in Fig. 6 , the flux-flux correlation function is quite flat and the flatness increases at lower temperatures. The optimized stationary phase approximation to the imaginary-time flux-flux correlation function requires accurate determination of the second and the fourth derivatives at the stationary point st . We perform bath averages over 10 3 -10 4 trajectories to obtain better accuracy and apply the optimized quadratic approximation. Table III demonstrates that the quantum correction factor ⌫ flux from the two stationary phase methods agree surprisingly well over the temperature range we studied. Even at low temperatures they differ by ϳ10%. The quantitative agreement with the instanton calculations is excellent at higher temperatures and slightly less favorable at lower temperatures. Compared to the real-time path-integral method such as quasiadiabatic path integral, 8 these two imaginarytime methods are simpler to compute numerically and yield the rate constant with similar accuracy. Yet, the stationary phase calculations do not contain the full dynamics. For example, they exclude the recrossing of the dividing surface observed in the real-time calculations.
IV. NONADIABATIC PROCESSES: SPIN-BOSON MODEL
The application of reaction rates for nonadiabatic condensed phase processes is an important step to test the methods discussed in Sec. II. The dynamic picture of such process involves transitions between two diabatic surfaces corresponding to the reactant and the product sites, respectively. The transition is induced by the coupling between the two diabatic surfaces. At low temperatures, this two-surface system reduces practically to a two-level system. Combination of the two surfaces and the bath leads to the famous spinboson Hamiltonian,
where i , i = x , y , z is the Pauli spin matrix, ⌬ is one-half of the tunneling splitting. Despite its simplicity, the spin-boson model is widely employed to study the nonadiabatic dynamics of electron transfer reactions in biological systems and optical properties in one-dimensional conductors. Here we explore this problem using the optimized stationary phase approximation to the imaginary-time flux-flux correlation function.
For the spin-boson Hamiltonian, the flux operator in Eq. ͑1͒ reduces to F = ⌬ y . Consequently the imaginary-time flux-flux correlation function is 
where , 0 , and ␥ ͑⍀ n ͒ are identical to the definitions in the dissipative Eckart potential. First, the Fourier modes of bath fluctuations are sampled from the Boltzmann distribution and the Euclidean path trajectory x͑͒ is generated accordingly. Then, the imaginary-time path integral is propagated and the flux-flux correlation function of Eq. ͑18͒ is calculated along the trajectory x͑͒. The imaginary-time flux-flux correlations for different coupling constants at the temperature ␤ = 3 are plotted in Fig.  7 . In the weak coupling limit, the flux-flux correlation function approaches the Golden rule result for the nonadiabatic limit,
͑19͒
In the large ⌬ limit, we notice that the imaginary-time fluxflux correlation function becomes flat, a behavior similar to that of the double-well potential in Fig. 6 . In fact, in the large ⌬ limit, the energy gap between the two adiabatic surfaces of the spin-boson model is large compared to the thermal energy k B T. Then, there is little contribution from the upper energy surface and the quantum dynamics is completely dominated by the lower energy surface, giving the adiabatic limit of the spin-boson Hamiltonian. Considering the presence of the diabatic surfaces of reactants and products, the adiabatic limit of the spin-boson Hamiltonian is similar to a double-well potential. This explains the close resemblance of the imaginary-time flux-flux correlation function at large ⌬ to the dissipative double-well potential. When the correlation function is flat, the quadratic stationary phase approximation is inadequate for time integration. To incorporate the nonGaussian effects, we use the optimized quadratic approximation discussed in Sec. II A. 28 The quantum fluxes are plotted as a function of the coupling constant ⌬ in Fig. 8 . The quantum flux obtained from the optimized imaginary-time stationary phase method is in excellent agreement with the nonadiabatic instanton calculations in Ref. 17 . In the weak coupling limit, the quantum rate approaches the Golden rule rate in the nonadiabatic limit, which is proportional to ⌬ 2 . 17, 39 In the strong coupling limit, the spin-boson rate constant approaches the adiabatic rate, which has an exponential dependence on the coupling constant, K ϰ e ␤⌬ . Nevertheless, the optimized imaginary-time stationary phase method differs slightly from the nonadiabatic instanton results at the intermediate coupling strengths. We observed that the non-Gaussian correction factor in Eq. ͑6͒ becomes significant at larger ⌬, indicating a substantial deviation from the quadratic reference system. This can be seen from the difference between the plain stationary phase approximation and the optimized quadratic approximation in Fig. 8 . Overall, the optimized quadratic approximation has improved dramatically the standard stationary phase approximation and more advanced numerical techniques have to be developed to overcome the inaccuracy introduced by the quadratic reference system.
V. CONCLUDING REMARKS
Two stationary phase methods, the optimized stationary phase approximation to the imaginary-time flux-flux correlation function and the integrated stationary phase approximation to the 2D barrier free energy, provide a practical way to compute the quantum reaction rate in complex systems. Unlike quantum transition state theory which diverges at low temperatures, or the instanton theory which is valid below the crossover temperature, these two stationary phase methods work equally well for high and low temperatures, as well as in the crossover regime. In the optimized imaginary-time 
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Evaluation of quantum rate constants J. Chem. Phys. 122, 094108 ͑2005͒ stationary phase method, we employ the optimized quadratic approximation to overcome the inaccuracy of the standard stationary phase approximation, which extends the stationary phase approach by Wolynes 5 to both adiabatic and nonadiabatic processes. In the 2D barrier free energy method, the quantum rate is obtained from the integrated stationary phase approximations to the spatial coordinates on the 2D barrier free energy surface. This method is applicable to adiabatic processes only. The nonadiabatic instanton approach effectively rotates the stationary phase axis from the imaginarytime coordinate in the nonadiabatic limit to the spatial coordinates in the adiabatic limit, providing a natural unification between these two stationary phase approximations. In comparison, these two stationary phase methods are numerically simpler and computationally feasible for complex systems.
In the present paper, we extensively test the general applicability and reliability of the optimized imaginary-time stationary phase method and the 2D barrier free energy method. For the adiabatic systems we studied, these two stationary phase methods agree at all temperatures studied and match the instanton results with reasonable accuracy in the low-temperature region. For the nonadiabatic spin-boson model, the optimized imaginary-time stationary phase method agrees with the nonadiabatic instanton result and interpolates well between the nonadiabatic and the adiabatic limits. Considering the conceptual clarity and the numerical simplicity of the stationary phase approximations, further efforts along this direction should be focused on developing more dependable approximations to evaluate or extract the quantum reactive flux. The optimized stationary phase approximation to the imaginary-time flux-flux correlation function is generally applicable to both adiabatic and nonadiabatic processes while the 2D barrier free energy method is particularly easy to use for adiabatic processes. With comparable accuracy to other available methods, these two stationary phase approximations are numerically faster. Applications to higher dimensional complex systems are necessary to corroborate the validity and the numerical advantages of these methods.
