to a problem independent factor defined in the algorithm. Numerical examples illustrate the behavior of the adaptive algorithms, motivating when stochastic and deterministic adaptive time steps are more efficient than constant time steps and when adaptive stochastic steps are more efficient than adaptive deterministic steps.
INTRODUCTION TO ADAPTIVE ALGORITHMS FOR SDEs
This work derives convergence rates of adaptive algorithms for weak approximation of Itô stochastic differential equations (SDEs)
where k = 1 2 d and X t w is a stochastic process in d , with randomness generated by the independent one-dimensional Wiener processes W t w for = 1 2 0 , on the probability space P , cf. Karatzas and Shreve [24] and Øksendal [36] . The functions a t x ∈ d and b t x ∈ d = 1 0 , are given drift and diffusion fluxes.
The goal is to construct an approximation of an expected value E g X T by the Monte Carlo method, for a given function g d → . A topical example of such an expected value is to compute option prices in mathematical finance, cf. Jouini et al. [23] and Glasserman [17] . Other related models based on stochastic dynamics are used, e.g., for stochastic climate prediction and for wave propagation in random media, cf. Majda et al. [26] and Abdullaev et al. [1] . The Monte Carlo Euler method approximates the unknown process X by the Euler approximation X t n (cf. Kloeden and Platen [25] and Milstein [27] ), which is a time discretization based on the nodes 0 = t 1 < t 2 < · · · < t N +1 = T where X t n+1 − X t n = t n a t n t n X t n + 0 =1 W n b t n X t n (2) with time increments t n ≡ t n+1 − t n and Wiener increments W n ≡ W t n+1 − W t n for n = 1 2 N and = 1 2 0 . The aim of the adaptive algorithm is to choose the size of the time steps, t n ,
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and the number of independent identically distributed samples X · w j j = 1 2 M such that the computational work, N · M, is minimal while the approxmiation error is asymptotically bounded by a given error tolerance, TOL, i.e., the event
has a probability close to one. Stopped diffusion is a good example that adaptive time steps improve the convergence rate, see Buchmann and Petersen [9] and Moon et al. [14] . A priori error estimates of the time discretization error in (3) were first derived by Talay and Tubaro [41] . The work of Szepessy et al. [39] modified Talay's and Tubaro's error expansion to an expansion with computable leading order term in a posteriori form, based on computable stochastic flows and discrete dual backward problems.
Here we derive convergence rates of two algorithms with either stochastic or deterministic time steps. The difference between the two algorithms is that the stochastic time steps may use different meshes for each realization, based on successive Brownian bridge sampling of a Brownian motion realization, while the deterministic time steps use the same mesh for all realizations of the Brownian motion W = W 1 W 0 . The construction and the analysis of the adaptive algorithms are inspired by the related work of Moon et al. [32] , on adaptive algorithms for deterministic ordinary differential equations, and the error estimates from Szepessy et al. [39] .
There are numerous adaptive algorithms for ordinary and partial differential equations cf. Ainsworth and Oden [2] , Babuska and Rheinboldt [3] , Babuska and Vogelius [4] , and Harrier et al. [21] , and some are, as here, based on dual problems cf. Becker and Rannacher [5, 6] , Eriksson et al. [15] , Johnson and Szepessy [22] , and Moon et al. [30] , but the theoretical understanding of convergence rates of adaptive algorithms is not as well developed; there are, however, recent important contributions. The work of Hofmann et al. [19, 20] and Müller-Gronbach [34] prove optimal convergence rates for strong approximation of stochastic differential equations. DeVore studies in [12] the efficiency of adaptive approximation of functions, including wavelet expansions, based on smoothness conditions in Besov spaces. Inspired by this approximation results, Cohen et al. proves in [10] that a waveletbased adaptive N -term approximation algorithm produces a solution with optimal error N −s in the energy norm for linear coercive elliptic problems, see also Dahmen [11] . Based on Morin et al. [33] , the work of Binev et al. [7] and Stevenson [38] extend the analysis of Cohen et al. [10] to include finite element approximation. The work of Moon et al. [32] connects DeVore's smoothness conditions to error densities for adaptive approximation of ordinary differential equations. In particular, Moon et al. [32] construct an algorithm and proves that it stops with the optimal number of time steps, up to a problem independent factor defined in the algorithm; for any pth order accurate method, the optimal number of adaptive steps is proportional to the pth root of the L 1 p+1 a.s. convergence of the approximate solution, X, as the maximal step size tends to zero. Although the time steps are not adapted to the standard filtration generated by only W for the stochastic time stepping algorithm, the work of Szepessy et al. [39] proved that the corresponding approximate solution converges to the correct adapted solution X. This result makes it possible to prove the martingale property of the approximate error term with respect to a specific filtration including W and the time levels, see Lemma 4.2. Therefore, Theorem 4.1 and 4.4 use Doob's inequality to prove the a.s. convergence of X. Similar results of pointwise convergence with constant step sizes, adapted to the standard filtration, are surveyed by Talay [40] .
The outline of the paper is: section 2 states the a posteriori error expansion, proved in Szepessy et al. [39] and used in the adaptive algorithms; section 3 describes and analyzes the adaptive algorithms with stochastic time steps and deterministic time steps; section 4 proves a.s. convergence of the error density; and finally section 5 presents numerical experiments based on the adaptive algorithms.
For simplicity, we introduce the following notation
with the summation convention, i.e., if the same subscript appears twice in a term, the term denotes the sum over the range of this subscript, e.g.,
For a derivative , the notation is its order.
A POSTERIORI ERROR EXPANSION
The main result of Szepessy et al. [39] is new expansions of the computational error with computable leading order term in a posteriori form. The result was inspired by a corresponding a priori analysis derived in Talay and Tubaro [41] , with the main difference that the weight for the local error contribution to the global error can be computed efficiently by stochastic flows and discrete dual backward problems, extending Moon et al. [31] to SDEs. These a posteriori error expansions can be used in adaptive algorithms, in order to control the approximation error. Although the work Szepessy et al. [39] proposed adaptive algorithms, the main focus in that work was on error estimates. Properties regarding the stopping, efficiency, and accuracy of the adaptive algorithms, following the ideas in Moon et al. [32] are first studied here. Assume that the process X satisfies (1) and its approximation, X, is given by (2), then the error expansions in Theorems 1.2 and 2.2 of Szepessy et al. [39] have the form
where n t 2 n are computable error indicators, i.e., they provide information for further improvement of the time mesh and n measures the density of the global error in (4) . A typical adaptive algorithm does two things iteratively:
(I) If the error indicators satisfy an accuracy condition then it stops; otherwise (II) The algorithm chooses where to refine the mesh and then makes an iterative step to (1).
In addition to estimate the global error E g X T − g X T in the sense of (4) the indicators n t 2 n also give simple information on where to refine to reach an optimal mesh, based on the almost sure convergence of the density n as we refine the discretization, see section 4.
In the remaining part of this section, we recall one error expansion from Szepessy et al. [39] , which can be used with either stochastic or deterministic time steps. The work of Szepessy et al. [39] also proves another error expansion, which requires less computational work per realization, in particular for large d. However, this expansion is only valid with deterministic time steps and it has larger statistical error. Although adaptive algorithms based on this second expansion work well in practice, the larger statistical error makes it difficult to analyze it precisely. Therefore, this work focuses on the first error expansion.
The following Lemma 2.1 and Theorem 2.2, derived in Szepessy et al. [39] , describe the error expansion that is used in the adaptive algorithms in section 3. Assume that for all times t ∈ t n t n+1 and all outcomes , the time steps t t = t n are constructed by the refinement criterion
with an approximate error density function, t = n , satisfying, for t ∈ t n t n+1 and s ∈ 0 T and all outcomes , the uniform upper and lower bounds
and the terms in the sum of (9) are evaluated at the a posteriori known points t n X t n , i.e.,
Here, ∈ d is the solution of the discrete dual backward problem i t n = i c j t n X t n j t n+1 t n < T i T = i g X T
with c i t n x ≡ x i + t n a i t n x + W n b i t n x (11) and its first and second variation
which satisfy ik t n = i c j t n X t n k c p t n X t n jp t n+1 + ik c j t n X t n j t n+1 t n < T (14) ik T = ik g X T and ikm t n = i c j t n X t n k c p t n X t n m c r t n X t n jpr t n+1 + im c j t n X t n k c p t n X t n jp t n+1 + i c j t n X t n km c p t n X t n jp t n+1
+ ik c j t n X t n m c p t n X t n jp t n+1
+ ikm c j t n X t n j t n+1 t n < T ikm T = ikm g X T
respectively.
The previous result can also be directly applied to the particular case of deterministic time steps. The deterministic time stepping algorithm uses the sample average of t n X in (9) to approximate the expected
Control of the Time Discretization Error
For given time nodes 0 = t 1 < · · · < t N +1 = T , let the piecewise constant mesh function t be determined by t ≡ t n for ∈ t n t n+1 and n = 1 N Then the number of time steps that corresponds to a mesh t, for the interval 0 T , is given by
Consider, for ∈ t n t n+1 and n = 1 N , the piecewise constant function
where
The function measures the density of the time discretization error, and n = t n X is defined by (9) for the stochastic time stepping algorithm or n =¯ t n X from (16) for the deterministic time stepping algorithm. Here, the function sign denotes sign x = 1 for x ≤ 0 and sign x = −1 for x < 0. We use the positive parameters, ¯ , and , in order to guarantee that t sup → 0 as TOL → 0 and to have the bound for the error density in (36) , see Lemma 3.3. From now on, with a slight abuse of notation, t n = n denotes the modified density (23) .
Following the error expansion in Theorem 2.2, the time discretization error is approximated by
using the error indicator, r n , defined by
with the modified error density defined by (23) . To motivate the adaptivity procedure for the time partition, let us now formulate an optimal choice of the time steps by minimizing the expected computational work subject to the accuracy constraint
More precisely, solve
where is the feasible set for the mesh function t and N t is the corresponding number of time steps. The optimal choice of time steps in is based on the given density n , which is piecewise constant on the mesh t k k = 1 2
. The choice of determines either deterministic time steps or stochastic time steps. For example, if we let
dt 0 T t is deterministic, positive and piecewise constant on t k then the objective function in (28) becomes deterministic and a standard application of a Lagrange multiplier shows that the minimizer of the problem (28) satisfies E r n = constant for all time steps n (29) which sets the basis for the refinement procedure with deterministic time steps. On the other hand, letting
dt×P 0 T × t is stochastic, positive and piecewise constant on t k leads to r n = constant for all time steps n and for all realization (30) which sets the basis for the refinement procedure with stochastic time steps. Thus, the adaptive algorithm with stochastic time steps uses the optimal conditions (27) and (30) to construct the mesh, which may be different for each realization. On the other hand, the adaptive algorithm with deterministic time steps uses the optimal conditions (27) and (29) to construct the mesh, which is the same for all realizations. Note that (29) - (30) do not take the sign of the error density into account and, in this sense, our time steps are optimal only for error densities of one sign. This work does not consider the more difficult question to use cancellation of the error in an optimal way.
Convergence Rates for Stochastic Time Steps
The optimal conditions (27) , (30) and the restriction (15) motivate that the goal of the adaptive algorithm, with stochastic time steps, for each realization, is to construct a time partition t of 0 T such that
where s 1 is a given positive constant, see Remark 3.1. Note that, in practice, the quantity E N is not known and we can only estimate it by a sample average N M from the previous batch of realizations. The statistical error E N − N M is then bounded by E s N M , with probability close to one, by the same argument as in (21) . The remainder of this section analyzes an adaptive algorithm based on (31) with respect to stopping, accuracy and efficiency.
Let N j ≡ N M j be the sample average of the final number of time steps in the jth batch of M j numbers of realizations. To achieve (31) for each realization, start with an intial partition t 1 and then specify iteratively a new partition t k + 1 , from t k , using the following refinement strategy: For each realization in the mth batch,
substeps else let the new step be the same as the old endif endfor (32) The refinement strategy (32) motivates the following stopping criteria: For each realization of the mth batch,
Here S 1 is a given constant, with S 1 > s 1 > 0, determined more precisely as follows: We want the maximal error indicator to decay quickly to the stopping level S 1 TOL T /N , but when almost all r n satisfy r n ≤ s 1 TOL T /N , the reduction of the error may be slow. Theorem 3.2 shows that a slow reduction is avoided if S 1 satisfies (37).
Remark 3.1. In practice, the numerical tests show that
The Adaptive Algorithm
The adaptive stochastic time stopping algorithm has a structure similar to as basic Monte Carlo algorithm cf. (66) with an additional inner loop for individual mesh refinement for each realization of a Brownian motion. First, we split the specified error tolerance by (18) the outer loop computes the batches of realizations of X, until an estimate for the statistical error (21) , for Y = g X T , is below the tolerance, TOL s ; then for each realization, the inner loop applies the refinement strategy (32) iteratively, until time mesh is sufficiently resolved, in other words, until the approximate error density and the time steps satisfy the stopping criteria (33) with a given time discretization tolerance TOl T . This refinement procedure, in the inner loop, needs to sample the Wiener process, W , on finer partitions, given its values on coarser, which is accomplished by Brownian bridge refinements (34) . The computation of the stochastic flows requires to store the current realization of X and W . Note that the inner loop computes a single realization at a time.
Now we are ready for the detailed defintion of the adaptive algorithm with stochastic steps: At the new time steps t i ≡ t i k + t i+1 k /2, on level k + 1, the new sample points from W are constructed by the Brownian bridge, cf. Karatzas and Shreve [24] , Glasserman [17] ,
where z i are independent random variables, also independent of W t j k for all i, j and , and each component z i is normal distributed with mean zero and variance t i+1 k − t i k /4.
The remainder of this section analyzes Algorithm S in three theorems with respect to stopping, accuracy, and efficiency. An important ingredient of the analysis is the proof in section 4 that the error density converges a s as the maximal time steps tends to zero. Therefore, for each realization and sufficiently refined meshes, there exists a constant c = c t i
, close to 1 a s such that for all time steps t i t i+1 k and all refinement levels k the error density satisfies
provided sup n k t n k is sufficiently small. Here t i parent i k denotes the corresponding error density on a previous refinement level, parent i k , of the time step t i t i+1 k . Note that the previous refinement level, parent i k of k is not necessary k − 1.
Stopping of the Adaptive Algorithm
The right choice of the parameters 0 < s 1 < S 1 is explained by (32) and (33) . Assume that c satisfies (36) for the time steps corresponding to the maximal error indicator on each refinement level, and that
Theorem 3.2 (Stopping). Suppose the adaptive algorithm uses the strategy
Then, for each realization of a Brownian motion, the adaptive refinement process decrease the maximal error indicator with the factor max 1≤i≤N k+1
or stops the Control-Time-Error routine for this realization.
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Proof. Consider a fixed realization and let N k denote the number of time steps on the kth refinement level. There is a t * ∈ 0 T such that
on refinement level k + 1. The corresponding indicator r t * k , on the previous level, satisfies precisely one of the following three statements
If (39) holds, the time step containing t * is not divided on level k + 1 and by (36) 
The condition S 1 > c −1 s 1 in (37) shows that the algorithm stops at level k + 1 if (39) holds.
Similarly, if (40) holds, the time step containing t * is divided on level k + 1, so that r t
again and consequently the algorithm stops at level k + 1.
Finally, if (41) holds, the time step containing t * is divided and by (36) 
which proves the theorem.
Note that the error density may be very large for some realizations. However, in that case, the algorithm forces to refine the mesh and asymptotically the ration will tend to one, due to the a s convergence. Now let us verify that the choice of , i.e., = TOL¯ , where 0 <¯ < / + 2 and 0 < < 1/2, implies that t sup → 0, as TOL → 0, and that c is close to 1 in (36) for sufficiently refined meshes.
Lemma 3.3. Suppose (23) and (103) hold, then
for the final mesh J , and
Proof. For each realization when the routine Control-Time-Error in Algorithm S is finished, the error indicators satisfy the bound
where N is the sample average of the previous batch. Consequently, we have by (23) and the choice = TOL¯ in (24)
which proves (43). The definitions (23) and (103) in Corollary 4.3 imply
, whereˆ is the limit of . Therefore, we have
The same estimate for t i parent i k / t i k finishes the proof.
Accuracy of the Adaptive Algorithm
The adaptive algorithm guarantees that the estimated error is bounded by
TOL. The next question is whether the true error is bounded by
TOL asymptotically. Using the upper bound (33) of the error indicators and the a.s. convergence of , proved in section 4, the approximate error has the estimate Theorem 3.4 (Accuracy). Suppose that the assumptions of Lemma 3.3 hold. Then the adaptive algorithm (32) and (33) satisfies, for any constant c 0 > 0 defined in (35) ,
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Proof. First, we split the fraction on the left-hand side of (45) into a statistical error and a time discretization error, for all s ∈ + , lim inf
The Time Discretization Error. When the adaptive algorithm stops at the m-th batch, the error estimates (4) (defining˜ ) and (8) and the stopping bound for t (33) imply by Jensen's inequality and the independence of X m − 1 and X m
and, consequently,
Rewrite the stopping condition (33) as
integrate both sides, use the definition (22) and take the sample average of M m independent samples to obtain
which by Jensen's inequality, implies
This recursion, with the initial conditions of N 1 and M 1 , shows using →ˆ a s , by Corollary 4.3,
Since, by (23) and (24) ≥ TOL¯ , the L 2 bound (7) implies lim sup
and, consequently, we conclude by (47) and (49) that lim sup
TOL, this deterministic limit implies that for all s > S 1 /3 lim inf
The Statistical Error. Use that in (35) the number of realization is
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to rewrite 1/TOL ≤ 2/3c 0 √ M/ g X T M m − 1 by (18), so that
Then, write = − + Use the strong convergence (7), that g X T M m − 1 is independent of X m and X m and Chebyshev inequality to conclude
We have g X T M → g X T a.s., as M → , i.e., as TOL → 0 + , by the strong law of large numbers. Therefore, the central limit theorem yields the weak convergence
where is normally distributed with mean zero and variance one. Consequently, (51) and (52) imply
Finally, the combination of (46), (50), and (53) proves the theorem.
Efficiency of the Adaptive Algorithm
The minimal expected number of time steps in the class of stochastic time steps t t depends on the stochastic data and the individual realizations X through the constraint E g X T − g X T = TOL T .
The conditions (27) and (30) imply that the optimal expected number of time steps, E N S , satisfies (cf. Szepessy et al. [39] )
On the other hand, for the constant time steps t = constant, the number of steps, N C , to achieve
Therefore, Jensen's inequality shows that the adaptive method with stochastic time steps uses fewer time steps than the method with a constant time step, i.e.,
The following theorem uses a bound of the error indicators, obtained from the stopping condition (33) and the ratio of the error density (36) , to show that the algorithm (32)-(33) generates a mesh, which is optimal, up to a multiplicative constant. (32) and (33) satisfies
and asymptotically lim sup
Proof. When the adaptive algorithm stops at the m-th batch, on the final refinement level J of a fixed realization, the error indicators satisfy the upper bound
By assumption, each time step t i t i+1 J has a parent on a previous level parent i J not necessary the previous level J − 1, which was divided. Therefore, the indicators of the parent time steps satisfy the Convergence Rates for Adaptive Approximation 533 lower bound
The estimate on the number of steps now follows by relating the error indicators to the lower bounds of their parents:
The above inequality and (22) imply
Note that N is the number of time steps of the realizations on m-th batch and taking its sample average proves (56)
Take the expectation value of (58) and use independence and Jensen's inequality to obtain
This recursion with the initial conditions of N 1 and M 1 proves (57).
Remark 3.6. The error density condition also implies constraints on the optimal mesh, H = 2 and the assumption
Remark 3.7. If the number of elements in each refinement iteration increase only very slowly, the total work including all refinement levels becomes proportional to the product of the number of steps in the finest mesh times the number of refinement levels, J , which satisfies min t = H −J T/N 1 = TOL , so that
= log N Therefore, the average of the total number of time steps is essentially bounded by E N log E N .
Remark 3.8. The adaptive algorithm based only on dividing (32) can also include merging of steps. These two adaptive algorithms perform similarly and analogous theoretical results are proved in Moon [29] . An advantage without merging is that stopping requires (36) only at the maximal error indicator on each level and that fewer parameters are used. The dividing-merging adaptive algorithm takes the form: for i = 1 2 N k let
, then merge t i k and t i+1 k into one step and increase i by 1, else let the new step be the same as the old endif With this the dividing and merging strategy it is natural to use the following stopping criteria:
Here, 0 < S 2 < s 2 < s 1 < S 1 are given constant determined more precisely in Moon [29] .
Convergence Rates for Deterministic Time Steps
The main difference between the stochastic and the deterministic time step algorithm is that the additional work to find the optimal deterministic steps requires a much smaller number, M T , of realizations than total number of realizations M. The approximations of the time discretization error in the right-hand side of (25) 
where the second error term in the right-hand side of (60) is with probability close to one asymptotically bounded by
and the first term defines E TT ≡ N n=1 r n M T . Then for a given TOL T > 0 the goal is to construct a partition t of 0 T , with as few time steps and realizations M T as possible, such that
To this end, first split the time discretization tolerance TOL T in two positive parts TOL TT and TOL TS for E TT and E TS , respectively. The statistical error of the time discretization using the density (16) is t sup / √ M T . Therefore, the percentage of the tolerance, TOL, devoted to the control of statistical time discretization error can be arbitrarily small as t sup → 0. In practice, we choose
The control of the statistical time discretization error determines the number of realizations M T to ensure a reliable choice of the time discretization in the deterministic time stepping algorithm. Take into account (23) and define the error density,¯ , by
Following the optimal conditions of (27) and (29), the goal of the adaptive algorithm described here is to construct a time partition t of 0 T such that
where d 1 is a given positive constant, see Remark 3.9.
To achieve (63), start as in section 3.1 with an initial partition t 1 and then specify iteratively a new partition t k + 1 , from t k , using the following refinement strategy.
for each time step n = 1 2 N k letr n ≡ ¯ n t 2 n ifr n k ≥ d 1 TOL TT N k then divide t n k into H uniform substeps.
else let the new step be the same as the old (64) endif endfor.
until the following stopping criteria is satisfied.
Here, D 1 is a given constant satisfying 0 < d 1 < D 1 . The combination of (60) and (65) asymptotically guarantees a given level of accuracy, E TT < D 1 TOL TT . The positive numbers D 1 is motivated to avoid slow convergence in case almost allr n satisfy (65), as in section 3.1. Before determining the sufficient conditions for the constants 0 < d 1 < D 1 , we will describe the algorithm with deterministic time steps in detail.
Remark 3.9. In practice, the numerical tests show that
so we choose d 1 = 2.
The Adaptive Algorithm
First, we split the specified error tolerance into three parts, TOL S , TOL TT , and TOL TS by (18) and (62). The first loop below determines the mesh with M T realizations by changing, iteratively, the time steps using our refinement strategy (64) until ¯ and t satisfy the stopping criteria (65) and the statistical error estimate E TS ≤ TOL TS . Then, the second loop with fixed mesh chooses the number M of realizations, using (67) until E S ≤ TOL S holds. Now we are ready for the detailed definition of the adaptive algorithm with deterministic steps: (67), where TS k is defined in routine Euler.
end-if
Increase k by 1.
end-do
Compute an approximation, Eg, for E g X T with fixed time mesh t = t k by calling Monte-Carlo(TOL S , M T k ; Eg) in (66). Accept Eg as an approximation of E g X T , since the estimate of the computational error is bounded by TOL.
routine Euler
Compute M T k new realizations of the Euler method with the same partition t k and update the approximations of the time discretization error indicatorsr k and the statistical time discretization error E TS k and compute the sample standard 
Stopping of the Adaptive Algorithm
The right choice of the parameters 0 < d 1 < D 1 is explained by
Theorem 3.10 (Stopping). Suppose the adaptive algorithm uses the strategy (64) and (65). Assume that there exists a positive constant c t such that
for the time steps corresponding to the maximal error indicator on each refinement level and that
Then, for each realization, the adaptive refinement process decreases the maximal error indicator with the factor max 1≤i≤N k+1
or stops the mesh refinement (do while) loop in the algorithm.
Accuracy of the Adaptive Algorithm
The adaptive algorithm guarantees that the estimated error is bounded by a given error tolerance,
TOL. By applying the same arguments as in the proof of the Theorem 3.4, the true error for the deterministic time stepping is also bounded by 2 9 D 1 + 7 9 TOL asymptotically, using the upper bound (65) of the error indicators and the a.s. convergence of ¯ in section 4.
Theorem 3.11 (Accuracy). Suppose that the assumptions of Lemma 3.3 hold. Then the adaptive algorithm (44) and (65) satisfies, for any constant
c 0 > 0 defined in (67). lim inf TOL→0+ E g X T − g X T M TOL ≤ 2 9 D 1 + 7 9 ≤ c 0 −c 0 e −x 2 /2 √ 2 dx (71)
Efficiency of the Adaptive Algorithm
Within the class of deterministic time steps, the conditions (27) and (28) give the minimal number of steps
Using the definitions (53) and (54) of the minimal expected number, E N S , of stochastic time steps and the number, N C , of constant, time steps, respectively, we obtain
by applying Jensen's inequality. Similar to Theorem 3.5, with N instead of N , we prove the following theorem using the bound of the error indicators to show that the algorithm (64) and (65) generates a mesh that is optimal, up to a multiplicative constant.
Theorem 3.12 (Efficiency). Assume that c = c t satisfies (68) for all time steps at the final refinement level, that all initial time steps have been divided when the algorithm stops, and that the assumptions of Lemma 3.3 hold. Then the final number of adaptive steps N , of the algorithm (32)-(33) satisfies
TOL T N ≤ H 2 d 1 T 0 c d M m 2(74)
ALMOST SURE CONVERGENCE OF THE ERROR DENSITY
This subsection proves pathwise a.s. convergence of the error density using a.s. convergence of the approximate solution of the Monte Carlo Euler method based on the adaptive algorithms presented in section 3. Before presenting the main result, we extend the Euler method, for theoretical purposes only, to t ∈ 0 T by
whereā andb are the piecewise constant approximations; see Figure 1 .
a s X ≡ a t n X t n andb s X ≡ b t n X t n for s ∈ t n t n+1
Stochastic Time Steps
Let us now for H = 2 define the maximum step size for a fixed realization by
for a positive integer . Theorem 4.1 and Lemma 4.2 below show that the approximate solution converges a.s. to the correct limit. Proof. To simplify the proof, let us introduce the forward Euler approximation X of X with uniform time steps,ˆ t, on a much finer grid than t, so that iˆ t i = 0 N includes all time steps for X. We can extend X as in (75) to t ∈ 0 T by
whereâ andb are the piecewise constant approximations; see Figure 1 , a s X = a iˆ t X iˆ t andb s X = b iˆ t X iˆ t for s ∈ iˆ t i + 1 ˆ t Then, the error splits into
Let us first study the a.s. convergence of the second term in (79). The convergence of the standard Euler method with uniform time steps in the first terms follows then by a similar derivation or by Talay [40] . To show a.s. convergence of the second term, we observe that
where for t ∈ t n t n+1 ,
Now let us define the second term of the right hand side in (80) by
We have sup t E Y t 2 = t 1 2
sup by using the mean square strong convergence of the Euler approximation in Lemma 2.1. Lemma 4.2 verifies that Y is a continuous martingale with respect to a filtration generated by W s t s s ≤ t , so that Y is a submartingale.
Therefore, Doob's inequality and Jensen's inequality give, for any ∈ ,
The definition (76) then implies, for a positive constant C, 
The first term in the right-hand side of (80) satisfies
Therefore, Chebyshev's inequality yields
where the last equality follows from Lemma 2.1. The argument in (83) and the Borel-Cantelli lemma gives similarly , as → , and, consequently, for <
The same arguments applied to the first term in the right-hand size of (79) yield for < 1 2 .
Here Lemma 4.2 holds directly for X, since X is adapted to the standard -algebra generated by W s . The combination (86) and (85) proves (77).
The key to our proof of Theorem 4.1 is that Y t ≡ Y t in (82) is a martingale with respect to a filtration t : Lemma 4.2. Suppose that a b g, and X satisfy the assumptions in Lemma 2.1. Let the process Y t be defined by (82) , and the filtration t be the -algebra generated by W s t s s ≤ t . Then Y t satisfies
i.e., Y t is a martingale with respect to t .
Proof. To prove the lemma, we observe by Lemma 2.1 that E Y t ≤ E Y t 2 < and the construction of X implies Y t ∈ t for all t, so that (i) and (ii) holds. Note that Y t is not adapted to the standard filtration generated by W only. Using conditional expectation and the notations in b iˆ t ˆ W i ; whereˆ W i = W i + 1 ˆ t − W iˆ t with the uniform time steps,ˆ t, which are finer than t; at the end point t of the interval s t , we letˆ W n 2 = W t − W n 2ˆ t and, similarly, for the end point s.
Let us now study one term E b nˆ t ˆ W n . Divide the interval, nˆ t n + 1 ˆ t , into the union of disjoint intervals nˆ t + m−1 j=1ˆ t j nˆ t + m j=1ˆ t j , so thatˆ t = N m=1ˆ t m with the corresponding Wiener incrementŝ
The end intervals n 2ˆ t t and s n 1ˆ t are treated similarly.
We claim that X t n is essentially independent of the increments W t +ˆ t − W t , providedˆ t t is sufficiently small and t n <t. The stopping criteria (33) for each final acceptable time discretization imply that min n S 1 TOL T N − r n is positive for all realizations. The approximate solution X depends on dW t , for <t ≡n t, only through changes in the mesh. We shall show that, providedˆ t is sufficiently small and conditioned on the -algebra t ˆ t generated by dW <t, or >t +ˆ t , the probability to change the mesh by a change in onlŷ W t is arbitrary small, thus X will be essentially independent of W t for <t. Conditioned on t ˆ t , let r n ˆ W ≡ E r n t ˆ t denote the dependence of the error indicator r n on the noiseˆ W . The Malliavin derivative, W t r n , and Taylor's formula imply
The mesh generated by r ˆ W and r 0 is the same provided 
provided t n ˆ W ≡ E t n t ˆ t and is an approximate error density function satisfying (6) .
Consequently, the following independence claim holds:
X t n is independent ofˆ W t conditioned on ˆ W t <ˇ and t ˆ t for t n <t
and the conditional probability to have different meshes with r 0 or r ˆ W t is, for sufficiently smallˆ t, bounded by
Let us define the -algebra generated by dW <nˆ t or > nˆ t +ˆ t and t <nˆ t . Then using the results (91) and (90), we get
By (91), the last term of (92) becomes and from (90) the second term of (92) becomes
Therefore, we obtain from (93) and (94)
Apply thisˆ W ˇ W argument recursively to E b ˇ W m conditioned on
Lettingˆ → 0+ in (96) proves E b ˆ W n s = 0 and apply the same arguments to all intervals nˆ t n + 1 ˆ t , so that by (87) E Y t s = Y s for t ≥ s.
To verify a.s. convergence of the error density, let us recall the definition of the variation of a process Y : The first variation of a function F Y T with respect to a perturbation in the initial location of the path Y , at time s, is denoted by
The definition (97) implies that the first variation, X , of the solution X with respect to a perturbation in the initial location at t satisfies dX ik s = j a i s X s X jk s ds + j b i s X s X jk s dW s s > t
and, similarly, one can derive the equations for the second and third variation of X, cf. Szepessy et al. [39] .
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The definition of c i in (11) shows that the forward Euler approximation, X , in (98) can be written X ik t n+1 t m = j c i t n X t n X jk t n t m X ik t m = ik (99)
Then the equations for in (10) and for X in (99) imply 0 = N −1 n=m i t n − i c j t n X t n j t n+1 X ik t n t m = N −1 n=m i t n+1 X ik t n+1 t m − j c i t n X t n X jk t n t m
by using the initial conditions of and X . The definitions of the first and second variations of in (12) and (13) also yield kn t m = i g X T X ikn T t m + ir g X T X rn T t m X ik T t m (101) and knm t m = i g X T X iknm T t m + ir g X T X rm T t m X ikn T t m + ir g X T X ik T t m X rnm T t m + ir g X T X ikm T t m X rn T t m
Define the functionˆ following the error density in (9) by substituting X by the limit X and replacing , , by the corresponding limits in (100) (102), where X is substituted by X. Now we are ready to prove the a.s. convergence of the error density: 
Proof. To prove the corollary it is necessary to understand the convergence of the discrete dual solutions, , in (10) and its first and second variation, . Using the definitions of the variations of X, let us consider an augmented system for Z = X X X X T and let I denote the d × d identity matrix. Then (98) and the equations for X and X can be written dZ = A t Z dt + B t Z dW t t > t 0
The Euler approximation Z = X X X X T of Z in (104) with piecewise constant drift and diffusion fluxes satisfies dZ = A t Z dt + B t Z dW defined as in (75).
Applying Theorem 4.1 to Z and the augmented system (104) shows that
Therefore, the representations (100)-(102) and the regularity assumptions on the functions g a, and b imply that , and converge a.s. with the same rate. Consequently, the error density converges a.s. with the rate t sup − to the true error densityˆ as the error tolerance, TOL, tends to zero, i.e., as the maximum step size tends to zero. Proof. The idea is to split the difference in (105) into a sum of a martingale and a bounded integral and use Doob's inequality for the martingale. Thus, representation (75) shows
Deterministic Time
Denote by M t t≥0 the filtration generated by the M-independent Wiener processes that define the sample average X t M and let the -algebra generated by the step sizes be t . The construction of
The analogous Borel-Cantelli arguments (107)-(108), therefore, imply for
which combined with (108) proves the lemma. 
Theorem 4.5 (Convergence
The first term is bounded by t sup using, for the augmented system in (104) the weak convergence of order one, proved for both stochastic and deterministic time steps in Theorem 2.2. The a.s. convergence of the second term follows from applying Lemma 4.4 to the augmented system in (104).
NUMERICAL EXPERIMENTS
This section presents numerical results from the implementation of the adaptive algorithms described in section 3, namely, the adaptive algorithms with deterministic time steps (Algorithm D) and with stochastic time steps (Algorithm S).
Algorithm D uses a Matlab version 6 implementation and simulates the 0 independent Wiener processes with a pseudo-random number generator, based on either a linear congruential recursion,
with a = 16807 c = 0 and m = 2 31 − 1, or on a more advanced random number generator that uses several seeds proposed by Marsaglia; see Moler [28] .
Algorithm S uses a double precision FORTRAN 77 implementation, with the same linear congruential pseudo-random number generator (111). In particular, the program applies a double precision modification of the function ran1 and gasdev proposed in Press [37] , provided with an initial seed.
In all computations, the number of subdivisions of a refined step is H = 2, and the constants to determine the number of realizations in (35) are c 0 = 1 65 and MCH = 16. In order to reduce the computational effort, we use antithetic variates (see Hammersley and Morton [18] ) to reduce the variance in some computations. The results with the antithetic variance reduction correspond to Anti = 1 in Tables 1-4 . Due to the construction of our algorithms, the number of realizations, M, is a power of 2, see (35) . In fact, the final number of realizations is either M = 2 15 = 32768 or M = 2 17 = 131072, depending on the use of variance reduction and the accuracy level, TOL = 0 025.
In Algorithm S, the total amount of computational work is proportional to the total number of time steps performed in all realizations. The latter is shown for all the computation under the table entry MN . Similarly, in Algorithm D, we show for each computation the table entry 1st MN , which corresponds to the total number of time steps in all realizations of the first loop that determines the mesh, and 2nd MN , which corresponds to the total number of time steps in all realizations of the second loop with fixed mesh. We make a distinction between the amount of work in the first and the second loop since only the first entails the computation of time discretization error approximations, and therefore, the first loop uses much more computational effort per time step. For each computation with Algorithm D, we show the final number of time steps. N , as well as an estimate of the optimal number of time steps, N * , that would be required to achieve the desired accuracy. The optimal number of time steps is based on the approximate error density defined in (16) and (23) and it is given by N * =
Observe that the use oft does not change the adapted nature of the Euler method.
We compare the results of Algorithm D and Algorithm S in Tables 1, 2 Tables 1 and 2 show results from Algorithm D, the only difference being the choice of the pseudo-random number generator. The result in Table 1 use random numbers based on Moler [28] and those in Table 2 are based on the linear congruential random number generator (111). As expected, the level of difference between these results is comparable to the effect of taking different initial seeds in the computations.
Next, Tables 3 and 4 show results from Algorithm S. Table 3 shows results when the time adaptivity procedure is started with the same mesh for each realization, namely, a uniform mesh with 20 time steps, whereas the results of Table 4 use that the time adaptivity procedure is started with the optimal mesh from the previous realization, yielding less computational work since the drift singularity occurs at a deterministic time. Table 4 shows a situation where merging of the time steps is useful; see Remark 3.8, namely, when using the stochastic time stepping algorithm and the optimal mesh from the previous realization as a starting guess for the next realization. In this case the merging procedure avoids an excessive increment of the average number of time steps.
In this example, Algorithm D and Algorithm S select the final number of time steps in a similar way, since there is no remarkable influence from the stochastic term X t dW t in the dynamics of (112). Figure 2 shows the final mesh function obtained by Algorithm D, The computational time discretization error is given by g X T − g X T 2 15 . including merging, which essentially detects the place of the singular point . Besides this, Figure 3 shows that both Algorithm D and Algorithm S have a remarkable advantage over a computation with uniform time steps which needs 1 7 × 10 5 time steps to achieve the given level of accuracy TOL TT ≈ 5 6 × 10 −3 , compared to on average less than 600 final adaptive steps. However, there is a noticeable difference in the total number of operations in all levels, and the deterministic time stepping algorithm has a clear advantage. Table 1 shows that variance reduction is useful in the second loop of the deterministic time stepping algorithm where the statistical error to control has an associated large variance.
Example 5.2. Now we change (5.2) taking no longer a constant but a uniformly distributed random variable independent of the Wiener The computational time discretization error is given by g X T − g X T 2 15 .
