Summary. This paper presents a maximum likelihood estimation method for imperfectly observed Gibbsian fields on a finite lattice. This method is an adaptation of the algorithm given in Younes [28]. Presentation of the new algorithm is followed by a theorem about the limit of the second derivative of the likelihood when the lattice increases, which is related to convergence of the method. Some practical remarks about the implementation of the procedure are eventually given.
I. Introduction
We study here parametric inference problems for Gibbs fields. For this purpose, numerous methods have been developed. The most popular one is pseudolikelihood estimation, which has been proposed by Besag (Besag [2] ), as an alternative to maximum likelihood, which was then thought impossible to compute, at least in general set-up (maximum likelihood could be evaluated, or approximated, for particular fields, for example in the Gaussian homogeneous case, or in the Ising case; see Guyon [10] , and Kfinsch [13] for the Gaussian case, and Pickard [20] [21] [22] for the Ising model). For binary markov fields, an estimation framework has been studied by Possolo (Possolo [24] ). In preceding papers (Younes [27] , Younes [28] ), I proposed a stochastic gradient algorithm which converges to the maximum likelihood estimator for general Gibbs models with finite state space.
All these methods are very strongly dependent on the structure of the neighbourhood system of the field. They all assume that the conditional law at one site knowing all the other ones only depends on a few sites that are called its neighbours. This assumption is in general very natural, and is satisfied for all models that are used in practice. But in the case when the modeled field is imperfectly observed (for example perturbed by a noise), the noisy field, which is the only information that is available for inference, does not have this Markovian property, even when the neighbourhood system of the original field is very simple. A standard estimation set-up is thus impossible to use, and one must search for different L. Younes procedures. For example, Chalmond (Chalmond [5] ) proposed such a procedure for parameter estimation of noisy fields in view of image restoration. His method, which has the advantage of being easy to implement, depends in a large part on the particular form of the model he chose. We here propose a method that can (in theory) be used in very general situations. It can be seen as a generalisation of the algorithm in Younes [28] .
In this paper, we shall present this algorithm, (Sect. 3), and give some results about its convergence, results that are mainly inspired by M6tivier and Priouret's work on stochastic gradient algorithms (M&ivier-Priouret [18], BenvenisteM&ivier-Priouret [1]). We shall point out practical and theoretical problems that this procedure involves. Section 4 will be devoted to the statement and the proof of a theorem that is related to the convergence of the algorithm and to the asymptotic normality of the maximum likelihood estimator. In Sect. 5, we shall give some aspects of practical problems that one may encounter.
First, we shall present, in the next section, the modelization we use, and recall some results about random fields that will be useful in the paper.
Random Fields

Generalities
We shall consider here imperfectly observed random fields. We shall then define an original field, X, which will be modeled in a standard way, and an observed field i1, which will be a perturbation of X.
The field X will be indexed by Z z. The restriction to 2-dimensional fields is not crucial for what follows; it is mainly done in order to simplify notations, and because 2-D problems are, at the moment, the most frequent cases in spatial statistics.
Let F be a given finite set. The field X, that can be written as X=(X~,s~Z2), will be assumed to take its values in F z2.
For any subset D of Z 2, and any x~F z~ we shall note xD=(xs, s~D).
We give ourselves a family of potentials: (2c(0, x)) where C runs over finite subsets of Z 2, and 2c(0, x) is defined on F z~ but only depends on coordinates of x that are elements of C. 0 is the parameter we want to estimate : the law of X will be associated to a potential (2c(0,, .)), for an unknown 0.. Y will be a function of X, which will be assumed, and this is the principal limitation of our method, to be calculated from X component by component. More precisely, we shall consider a finite set G and a function b from Fonto G, and assume that for all s, y~=b (x,) . Calling b the application defined on F z~, which has all its components equal to b, we have: Y=b(X).
In addition, ifD is any subset of Z z, we shall call bD the application defined on F D with all components equal to b.
The case of main interest included in this situation is the case of noisy data. To see this, consider an original field, X 1 , and a noise N= (Ns). We call X= (X 1, N), and we model the joint law of X 1 and N, making no assumption such as independence,
