Product Based Workflow Design (PBWD) is one of the few scientific methodologies for the (re)design of workflow processes. It is based on an analysis of the product that is produced in the workflow process and derives a process model from the product structure. Until now this derivation has been a manual task and is therefore a time-consuming and error-prone exercise. Automatic support would enhance the use of the PBWD methodology. In this paper we propose several algorithms to automatically generate process models from a product structure and we present a software tool (implemented in ProM) to support this. Finally, the properties of the resulting process models are analysed and discussed.
Introduction
In the field of Business Process Management (BPM) only a few scientific approaches exist that address the issue of how to actually design a process or, as in many companies processes are already in place, how to redesign one. The best-known references are situated in the domain of the popular management literature, e.g. [4, 6] . Understandably, it is often said that process design is "more art than science".
One of the notable exceptions is Product-Based Workflow Design (PBWD) [15] . PBWD has been developed as a method for process redesign that is repeatable, objective, and effective. The focus of this method is on the design of processes that deliver informational products, the so-called workflow processes. The PBWD methodology takes the structure of the informational product, which is described in a Product Data Model (PDM), as a starting point to derive a process model. PBWD has proven to be a valuable methodology used by various consultancy and service companies to improve the performance of various business processes in the services domain, see e.g. [14] . However, the derivation of process models from a product structure has mainly been a manual task and therefore a time-consuming and error-prone exercise. Automatic support for this step would certainly enhance the use of the PBWD methodology.
Our contribution, presented in this paper, is focused on the automatic derivation of process models from a PDM. We propose a number of algorithms that generate a process model solely based on the structure of the product. These algorithms are implemented in ProM to show their feasibility and to provide automatic support. This paper shows that various process models may be derived from the same product structure. We analyse and discuss the differences between those process models based on their properties.
The paper is structured as follows. In Section 2, the notion of the PDM is explained and illustrated with an example. Next, the algorithms for the automatic generation of process models from a PDM are introduced and discussed in Section 3. Finally, related work is discussed in Section 4 and Section 5 concludes this paper.
The Product Data Model
The PBWD methodology takes the structure of the workflow product as a starting point to derive a process model. The product of a workflow process is an informational product, for example: an insurance claim, a mortgage request, or a social benefits grant. Similar to a Bill-of-Materials (BOM) from the manufacturing area [13] , a product description for many informational products can be made. However, the building blocks of this product structure are not the physical parts that have to be assembled, but data elements (e.g. name, birth date, amount of salary, type of insurance and the amount of months that one is unemployed) that have to be processed to achieve new data. Such a product description, displayed as a network structure, is called a Product Data Model (PDM). Figure 1 (a) contains a small and simple example of a PDM. It describes the calculation of the maximum amount of mortgage a bank is willing to loan to a client. The figure shows that the maximum mortgage (element A in Figure 1 (a)) is dependent either on a previous mortgage offer (E), or on the registration in the central credit register (H), or on the combination of the percentage of interest (B), the annual budget to be spent on the mortgage (C), and the term of the mortgage (D). The annual budget (C) is determined from the gross income of the client per year (G), the credit registration (H), and the percentage of the income the client is allowed to spend on paying the mortgage (F ).
The data elements of the PDM are depicted as circles. The operations on these data elements are represented by (hyper)arcs: the arcs are 'knotted' together when the data elements are all needed to execute the particular operation. Compare, for instance, the arcs from B, C and D leading to A on the one hand, to the arc from H leading to A on the other in Figure 1 (a). In the latter case only one data element is needed to determine the outcome of the process (A), (d) A middle-out order of walking through the PDM: data elements and operations are selected arbitrarily. while in the case of B, C and D all three elements are needed to produce A. An operation is executable when a value for all of its input elements is available. The mortgage example, which we discussed here, is very small. In industry the PDMs are much larger; typically containing hundreds of data elements (see for instance the case studies described in [14] ). What is important to stress here is that PDMs typically allow for a wide variety of alternative ways to generate the desirable end product. This is in contrast to its manufacturing antipode, where the production process has fewer alternatives because of physical constraints.
Generation of Process Models
In the traditional PBWD methodology, the PDM is used as a starting point for designing process models. The design of a process model as a manual task is time-consuming and error-prone which illustrates the need for automatic support. In this section, we introduce a number of algorithms to generate process models based on a PDM. These algorithms only take into account the structural properties of the PDM, i.e. the data dependencies described by the PDM. It will be shown that only looking at these properties may already lead to various different process models for the same PDM. In this section we will first discuss the different ways to compose the process models, after which we will discuss the implications for the resulting models in Section 3.2.
The Algorithms
The algorithms presented here all build a process model step-by-step by 'walking through' the PDM. We have used three different strategies to walk through the PDM to build a process model: (i) a top-down strategy, (ii) a bottom-up strategy, and (iii) a middle-out strategy. These strategies will be explained in more detail below, including a short description of the algorithms and an illustration of the resulting process models. Due to space limitations not all process models are presented. Only those process models are shown that are necessary to analyse and discuss the results with respect to their different properties. A full explanation of the algorithms may be found in [8] .
Top-down. With a top-down strategy to build the process model, we start at the top of the PDM and walk towards the leaf elements by following the data element dependencies in the PDM. Figure 1 (b) illustrates this top-down order. We use backward chaining to 'climb down the tree'. This leads to the determination of all minimal execution paths of the PDM which contain no superfluous operations.
We have developed two algorithms with a top-down strategy: algorithm Alpha and algorithm Bravo. The process model for the mortgage example of Figure 1 (a) resulting from algorithm Alpha is displayed in Figure 2 . The difference between algorithms Alpha and Bravo is in the way in which data elements and operations are translated to activities in the process model. The process model generated by algorithm Alpha has a focus on data elements, i.e. the activities in the process model all relate to data elements, except for a few routing constructs. In contrast to that, algorithm Bravo focuses on the operations in the PDM to be translated to activities in the process model. This leads to two process models, with a similar structure but differences in the details.
Middle-out.
In a middle-out strategy, data elements and operations are translated to transitions in the process model in an arbitrary order, not following the dependencies between data elements in a top-down or bottom-up manner (see Figure 1(d) ). The dependencies between data elements and operations are added to the model later by checking the in-and output elements of an operation.
We have developed three algorithms with a middle-out strategy: algorithms Charlie, Delta and Echo. Figures 3 and 4 show the process models for the mortgage example generated by algorithms Charlie and Echo. Algorithm Delta uses [12] to be able to use cancellation regions in the model. The difference between algorithms Charlie and Echo again is in the focus of the activities. Algorithm Charlie starts with an activity for each data element and links these activities when necessary through activities related to operations. In algorithm Echo, the focus is on translating operations to activities first. Next, these activities are linked through activities named after the data elements. This leads to two process models, with a similar structure but differences in the details (see Figures 3 and 4) .
Bottom-up.
Using a bottom-up strategy, we start with the leaf elements and walk towards the root element (see Figure 1(c) ). Based on the data elements for which a value is available, it is determined which operations are executable as a next step in the process and which new data element values can be determined by these operations. Using this approach, we 'climb up the tree' from the input elements via the operations to their output elements. The determination of new steps is based on the availability of data element values. In general, the bottomup order of walking through the PDM gives all possible execution paths of the PDM.
We have developed one algorithm with a bottom-up strategy: algorithm Foxtrot. A fragment of the resulting process model for the mortgage example of Figure 1 (a) is displayed in Figure 5 . Because the process model contains all possible execution paths, the model is very large.
Discussion of Results
Figures 2-5 all present a process model for the mortgage example. From these figures it may be clear that the process models are very different although they are generated from the same PDM. In this section, the main differences between the algorithms are discussed.
Concurrency. Concurrency means that parallel behavior during the execution of the process is allowed, e.g. several activities may be executed for the same case at the same time. Algorithms Alpha, Bravo, Charlie, Delta and Echo all result in process models that allow for concurrency when the PDM contains an 'AND' construct such as the operation that produces a value for data element 'A' based on the values for data elements 'B', 'C' and 'D' in Figure 1(a) . In contrast, the process model of algorithm Foxtrot only contains sequential behavior.
Moment of choice.
With the moment of choice we indicate the point in time during execution at which a decision on alternative paths has to be made. When the PDM contains alternative paths to produce a value for a data element, this may be reflected in the process model by alternative branches ('XOR' constructs in the Petri Net) that have to be chosen 'early' or 'late' in the execution process. If the moment of choice in a process model is 'early', it has to be decided from the start which of the alternative branches is followed. If the moment of choice is 'late' this decision is deferred to a later point in time and the execution of the process is already started. Early choices in the process model are the case when using algorithm Alpha and Bravo. Figure 2 illustrates this by showing that the start place of the Petri net already is a choice for one of the branches to the end product. In the process models generated by algorithms Charlie, Delta, Echo and Foxtrot, choices are deferred, but this may also lead to the production of data element values that are not strictly needed.
Soundness.
A process model is sound [1] if it can always terminate properly, i.e. it has a single token in the end place and all other places are empty. In addition, there must be no dead transition. Process models generated by algorithms Alpha, Bravo, Delta, and Foxtrot are sound per definition since this is enforced by the algorithm. Algorithms Charlie and Echo do not necessarily produce sound process models. Depending on the constructs in the PDM (e.g. duplicate use of a data element value, or alternative operations producing the same output element) the process models may contain possible execution traces in which deadlocks occur or tokens are left behind. In the process model in Figure 3 for example, tokens may be left behind after the end place is reached. This may eventually lead to several executions of transition 'A'. Also, in this process model Op02 may not be executable anymore if Op03 has fired. These situations are not possible in the process model of Figure 4 because of the different structure of the model. However, the process model of algorithm Echo is still not sound. The above presented similarities and differences between the process models generated by the various algorithms are summarized in Table 1 . Each of the process models has its own particularities and properties. Selecting the best algorithm to derive a process model from a PDM is therefore not trivial, but may be guided by the desired properties of the process model, e.g. if a sound process model is desired algorithms Alpha, Beta or Delta should be used, or the process model generated by one of the other algorithms should be adapted.
Tool Support
The algorithms presented in this paper are implemented as conversion plugins in ProM. ProM [5] was initiated as a framework for process mining, but in recent years it has evolved into a broad and powerful process analysis tool supporting all kinds of analyses related to business processes [5] . ProM has a plug-able architecture. ProM 5.2 has 286 plug-ins, each realizing a particular type of functionality. Each PDM conversion plugin that we have developed takes a PDM as input and produces the process model (represented by a Petri net or by a YAWL model) as output. Figure 6 shows a screenshot of the ProM environment with an example PDM, the list of conversion plugins that can be applied to this PDM, and a number of process models generated by the different algorithms. Using the basic functionality which is already present in ProM, these process models can be converted to other languages, e.g. a Petri net can be converted to an EPC, or exported to a file that can be loaded into another system. In addition, process model analysis and verification can be done using the functionality of ProM. 
Related Work
The idea of using product structures to design a process model for a workflow process was introduced in [2] and further detailed in [14, 15] . The former article also presents a (theoretical) algorithm for the derivation of a process model from the product structure, but it was not implemented. This first algorithm has been the foundation of the research presented in this paper and has served as a direct basis for algorithm Alpha.
Related to this work is the research on object life cycles and business processes. Müller et al. [11] derive large process models based on the life cycle information of the elements in the (product) data structure. Each element in the (product) data structure has a subprocess that describes the life cycle of this element. Also, Küster et al. [9] present a technique to automatically derive compliant process models from given life cycles of the objects in the process.
Browne et al. [3] propose to use goal graphs to structure workflow processes in the healthcare domain. A goal graph describes the goals to be achieved to cure a patient with a certain disease. They define a mapping from the goal graph to a workflow process model in which every goal is translated to a sub process that is designed to achieve the specific goal.
Finally, a number of other approaches for modelling business processes based on products have been proposed, e.g. artifact centric design [10] , and document centric modelling [16] . However, these approaches only focus on the manual task of designing a process model and do not provide (automatic) support nor any guidance for this task yet.
Conclusion
Automatic support is a necessary step towards the larger applicability of the PBWD method. This paper presents several algorithms for the automatic derivation of process models from a PDM and shows that a single PDM may lead to very different process models. The similarities and differences between the properties of the process models generated by these algorithms are discussed as a basis for selecting the most suitable algorithm in a certain situation.
The algorithms presented in this paper are only based on the structure of the PDM and do not take into account other information that can be added to the PDM, such as resource information, knock-out probabilities, costs, and duration of an operation. Considering these kinds of data when generating a process model would lead to an even larger variety of process models to support the execution of the process which would be worthwhile to explore in further investigations.
