We study value functions which are viscosity solutions of certain Kolmogorov equations. Using PDE techniques we prove that they are C 1+α regular on special finite dimensional subspaces. The problem has origins in hedging derivatives of risky assets in mathematical finance.
Introduction
In this paper we study partial regularity of viscosity solutions for a class of Kolmogorov equations. Our motivation comes from mathematical finance, more precisely from hedging a derivative of a risky asset whose volatility as well as the claim may depend on the past history of the asset. Our Kolmogorov equations are thus associated to stochastic delay problems. They are linear second order partial differential equations in an infinite dimensional Hilbert space with a drift term which contains an unbounded operator and a second order term which only depends on a finite dimensional component of the Hilbert space. Such equations are typically investigated using the notion of the so-called B-continuous viscosity solutions (see [11, 14, 23] ). We impose conditions under which our Kolmogorov equations have unique B-continuous viscosity solutions. However general Hamilton-Jacobi-Bellman equations associated to stochastic delay optimal control problems which are rewritten as optimal control problems for stochastic differential equations (SDEs) in an infinite dimensional Hilbert space are difficult, not well studied yet, and few results are available in the literature.
We work directly with the value function here since its partial regularity is of interest in the hedging problem and it is well known that under our assumptions the value function is the unique B-continuous viscosity solution of the Kolmogorov equation (see e.g. [11, 14] ). We thus never use the theory of B-continuous viscosity solutions. Instead our strategy for proving partial regularity of the value function is the following. We consider SDEs with smoothed out coefficients and the unbounded operator replaced by its Yosida approximations and study the corresponding value functions with smoothed out payoff function. The new value functions are Gâteaux differentiable and converge on compact sets to the original value functions. They also satisfy their associated Kolmogorov equations. We then prove that their finite dimensional sections are viscosity solutions of certain linear finite dimensional parabolic equations for which we establish C 1,α estimates. Passing to the limit with the approximations, these estimates are preserved giving C 1,α partial regularity for finite dimensional sections of the original value function.
Partial regularity results for first order unbounded HJB equations in Hilbert spaces associated to certain deterministic optimal control problems with delays have been obtained in [12] . The technique of [12] relied on arguments using concavity of the data and strict convexity of the Hamiltonian and provided C 1 regularity on one-dimensional sections corresponding to the so-called "present" variable. Here the equations are of second order, we rely on approximations and parabolic regularity estimates, and we obtain regularity on m-dimensional sections. The reader can also consult [18] for various global and partial regularity results for bounded HJB equations in Hilbert spaces (see also [22] ).
We refer the reader to [11, 18, 19] for the theory of viscosity solutions for bounded second order HJB equations in Hilbert spaces and to [11, 14, 23] for the theory of the so-called B-continuous viscosity solutions for unbounded second order HJB equations in Hilbert spaces. A fully nonlinear equation with a similar separated structure to our Kolmogorov equation (3.14) but with a nonlinear unbounded operator A was studied in [15] . For classical results about Kolmogorov equation in Hilbert spaces we refer the reader to [8] .
The plan of the paper is the following. In the rest of the Introduction we explain the financial motivation of our problem. Section 2 contains notation and various results about mild solutions of the SDE, their extensions to a bigger space with a weaker topology related to the original unbounded operator A, and various approximation results. In Section 3 we study viscosity solutions of the approximating equations, investigate finite dimensional sections of viscosity solutions, and prove their regularity.
Motivation from finance
One motivation for the present study comes from the classical problem in financial mathematics of hedging a derivative of some risky assets.
Let us consider a financial market composed of two assets: a risk free asset P (a bond price), and a risky asset R (a stock price). We assume that P follows the deterministic dynamics dP s = rP s ds, where r is the (constant) spot interest reate, and that R follows the dynamics dR s = rR s ds + ν(s, R s )dW s s ∈ (t, T],
where (Ω, F , F = {F t } t∈ [0,T] , P) is a filtered probability space, T > 0 is the maturity date, The hedging problem can be solved as follows (see e.g. [1, Ch. 8] for the financial argument and [8, Ch. 7] for the mathematical details). We begin by introducing the function
Notice that, by Markov property of R, we have
is Fréchet differentiable up to order 2 with respect to x, with derivatives which are bounded and continuous jointly in (t, x), then Itô's formula and (1.4) permit to show that u is actually C 1, 2 and solves to the following Kolmogorov-type partial differential equation
(1.5)
By using (1.5) and applying Itô's formula to u(s, X 0,x s ), we find the following representation formula
Finally, by recalling the definition of u and considering formula (1.6), we can see that the portfolio strategy
solves the hedging problem. Indeed, we have
. Moreover, by (1.6), we have the selffinancing condition
There are three essential features of the model that allow to implement the program above:
(1) The Markov property of R, which makes (1.4) possible.
(2) The existence of D x u, which lets the portfolio strategy be defined by (1.7) (3) The availability of Itô's formula and the fact that u solves to (1.5), in order to derive (1.6), hence to see that (1.7) is the hedging strategy.
Let us now consider a slightly more general risky asset R, in which the volatility depends not only on the value R s of R at time s, but also on the entire past values of R. That is, the dynamics of R has the following form 8) where x 0 ∈ R and x 1 : (−∞, 0) → R is a given deterministic funtion belonging to L 2 (R − , R), expressing the past history of the stock price R up to time t. We also would like to face the case in which the European claim depends itself on the history of R, i.e. it has the form ϕ(R T , {R t } t∈(−∞,T) ).
We point out that model (1.8) can also include the case in which the path-dependency is only relative to a finite past window [−d, 0], i.e. ν is defined as a function of the past history of R only from the past date t − d up to the present t. To fit this case into (1.8), it is sufficient to replace the coefficient ν in (1.8) by a ν
In such a case, it is easily seen that R does not depend on the tail 1 (−∞,−d) (·)x 1 of the initial datum. Hence a delay model with a finite delay window can be rewritten in the form (1.8) .
A natural question is if we can solve the hedging problem for the delay case by implementing the standard arguments outlined above for the case in which R is given by (1.1). We now see that this can be done, if we take into account the three features mentioned above which make the machinery work.
If R t,(x 0 ,x 1 ) solves (1.8), then in general it is not Markovian. Moreover, since both the claim ϕ and the function u, now defined by
are path-dependent, the analogous PDE (1.5) would now be path-dependent, and it would be necessary to employ a stochastic calculus for path-dependent functionals of Itô processes in order to relate u with the PDE, as done for the non-path-dependent case. A classical workaround tool to regain Markovianity and avoid the complications of a path-dependent stochastic calculus consists in rephrasing the model in a functional space setting. What we lose by doing so is that the dynamics will evolve in an infinite dimensional space. We briefly recall how the rephrasing works. We refer the reader to [2] for the case with finite delay. The argument extends without difficulty to the case with infinite delay. (1.9) and the strongly continuous semigroup of translations on H, i.e. the familyŜ := {Ŝ t } t∈R + of linear continuous operators defined bŷ
We first introduce the Hilbert space
The infinitesimal generatorÂ ofŜ is given bŷ
where
) and x 0 = x 1 (0) . (we refer to [7] for stochastic differential equations in Hilbert spaces). The link between (1.8) and (1.10) is given by the following equation: denotes the unique strong solution of (1.8). Observe thatX is Markovian and no path-dependency appears in the coefficients F, Σ. This is the natural rephrasing of the dynamics of R to get a Markovian setting for which the basic tools of stochastic calculus in Hilbert spaces (such as Itô's formula) are available.
We need an additional step to let the model studied in the paper apply to the financial problem we are considering. We rephrase (1.10) as an SDE in the same Hilbert space H, but with a maximal dissipative unbounded operator. To this goal, we observe that A :=Â − 1 2 is a maximal dissipative operator generating the semigroup of contractions
the unique mild solution of the SDE
(1.12)
It is not difficult to see thatX t,(x 0 ,x 1 ) = X t,(x 0 ,x 1 )
. Indeed, if {Â λ } λ>1/2 denote the Yosida approximations ofÂ, then the strong solution of in a suitable space of processes where the well-posedness of the SDEs and the convergences above are considered.
It follows that equation (1.11) can be rewritten as:
Having (1.15), the function u can be written as and the only derivative of u appearing in the above formula is the directional derivative D x 0 u with respect to the variable x 0 , representing the "present", according to the rephrasing R X . Once (1.17) is available, one can verify, as it is done for the case without delay, that
solve the hedging problem in the delay case.
The goal of this paper is to show the regularity of the function u, defined by (1.16), with respect to the component x 0 , when all the data are assumed to be Lipschitz with respect to a particular norm associated to the operator A.
Preliminaries

Notation
Let (Ω, F , P) be a complete probability space, let T > 0, and let F = {F t } t∈ [0,T] be a filtration on (Ω, F , P) satisfying the usual conditions. Define Ω T = Ω × [0, T]. Denote by P the σ-algebra in Ω T generated by the sets A s × (s, t], where A s ∈ F s , 0 ≤ s < t ≤ T, and A 0 × {0}, where A 0 ∈ F 0 . An element of P is called a predictable set. We denote
be a real separable Banach space. We define the following spaces:
and, for all t
, is a Banach space.
We will consider H p P (F) also with other norms. For γ > 0, define
Let n ≥ 0, k ≥ 0, T > 0, and let E, F be real separable Banach spaces.
is strongly continuous and
When E is a Hilbert space and F = R, we will identify ∇ f with an element of E through the Riesz representation E * = E. 2 We use the same symbol | · | to denote the norm of a normed space when the space is clear from the context. If not, we will clarify the space of reference with a subscript.
(E, F) denotes the space of continuous functions f : E → F, continuously Fréchet differentiable, and such that
where D f denotes the Fréchet derivative of f . 
where D x f denotes the Fréchet derivative of f with respect to x.
Though the notation could appear to be misleading, observe that if (viii) For α ∈ (0, 1), C 1+α (Q) denotes the space of continuous functions f : Q → R such that D x f (t, x) exists classically for every (t, x) ∈ Q, and such that
where | · | ∞ is the supremum norm, and | · | m and 〈·, ·〉 m are the Euclidean norm and scalar product in R m respectively.
denotes the open ball centered at x of radius ε.
H B -extensions of mild solutions of SDEs
Let m ≥ 1, and let H 1 be a real separable Hilbert space with scalar product 〈·, ·〉 H 1 . Define
Whenever x is a point of H, we will denote by x 0 the component of x in R m and by x 1 the component of x in H 1 . We endow H with the natural scalar product
). We will consider the following assumptions on them.
Assumption 2.1. The functions G and σ are continuous, and there exists M > 0 such that
We associate to σ the following function:
defined by
, and where 0 1 denotes the origin in H 1 .
The following assumption will be standing for the remaining part of the work.
Assumption 2.2. S is a strongly continuous semigroup of contractions, with A as its infinitesimal generator.
We remark that Assumption 2.2 implies that A is a linear densely defined maximal dissipative operator on H. In the rest of the paper A is an abstract operator which may be different from the operator A introduced in Section 1.1.
Let W be a standard m-dimensional Brownian motion with respect to the filtration F. For t ∈ [0, T) and x ∈ H, consider the SDE
It is well known (see [7, Ch. 7] ) that, under Assumption 2.1, for p ≥ 2, there exists a unique mild solution in
Moreover, for every t ∈ [0, T], the map
is continuous and Lipschitz.
For future reference, we state existence and uniqueness of mild solution in the following proposition, where we also show continuity in t, and we introduce tools useful for later proofs. 
is continuous in (t, x), and Lipschitz in x, uniformly in t.
Proof. Since the arguments are standard, we just give a sketch of proof. Let
Define the map
Let γ > 0. By Assumption 2.1, we have
By (2.5), (2.6), the linearity of Φ(t; x, Z) in x, and [8, Ch. 7, Proposition 7.3.1], there exists
This shows that, for every (t, x) ∈ [0, T]×H, there exists a unique fixed point X t,x ∈ H p P (H) of Φ(t; x, ·). Such a fixed point is the mild solution of (2.2).
The continuity of (2.4) is also standard. We sketch a slightly different argument. Let {t n } n∈N be a sequence converging to t in [0, T]. By standard estimates on the integrals defining Φ (for the stochastic integral using Burkholder-Davis-Gundy's inequality), by sublinear growth of G(t, x) and σ(t, x) in x uniformly in t, and by Lebesgue's dominated convergence theorem, we have 
This shows the continuity in t of X t,x
. We notice that 
By (2.9) and by (2.11) we conclude that the map
is continuous and Lipschitz continuous in x uniformly in t.
We are going to endow H with a weaker norm, and give conditions such that the above continuity in (t, x) of X t,x extends to the new norm. We will also make assumptions which will guarantee the Gâteaux differentiability of the mild solution with respect to the initial datum x in the space with the weaker norm and the strong continuity of the the Gâteaux derivative.
Such norms have been introduced in the context of the so-called B-continuous viscosity solutions of HJB equations in [5, 6] and used in many later works on HJB equations in infinite dimensional spaces (see [11, Ch. 3] for more on this). 
is a full-range isometry. This implies the following facts: Denote by R the operator R considered as an operator
The above facts imply that R is a densely-defined full-range closed linear operator in H B , and that
D(R) is a core for R.
We will need the following proposition. 
Proposition 2.4. Let R : D(R)
⊂A = R AR −1 ,(2.
15)
where A is the infinitesimal generator of S.
(ii) Suppose that 
, we have
We can then extend each S t to an operator S t ∈ L(H B ) with the operator norm less than or equal to 1. By density of H in H B , it is clear that the family {S t } t∈R + is a semigroup of contractions. Moreover, for x ∈ H, We now prove (2.14). Let (x, Rx) ∈ Γ(R), where Γ(R) is the graph of R. We noticed that D(R) is a core for R. Then we can choose a sequence {( (ii) Let {A n } n≥1 be the Yosida approximations of A. We begin by showing that
By (2.17), it follows that
).
By (2.17), we have, for x ∈ D(R),
Then, by using (2.16), we can write, for x ∈ D(R),
This shows (2.20).
We now claim that
where e tA n is the semigroup generated by A n . By (2.20), we have Since R is closed, it follows that e tA n x ∈ D(R), and R e tA n x = e tA n R x. Since this holds for every x ∈ D(R), we conclude e tA n R ⊂ R e tA n .
We can now prove that (2. 
and 
which can be written as
where A n is the Yosida approximation of A. Finally, since both A n and A n are continuous on H B , and since H is dense in H B , we obtain
and then e tA n = e tA n , where e tA n is the semigroup generated by A n .
In the remaining of this section we will assume that (2.16) and (2.17) hold true. 
It is then easy to see that the functions G
where σ 0 (t, x) = f (t, 〈x, R * ȳ1 〉, . . ., 〈x, R * ȳn 〉). Since later in (2.59) we take R = A − I, in applications to our financial problem (Section 1.1) this would mean that
Thus a function of the form In order to obtain an a-priori estimate giving the regularity in which we are interested, we will need to approximate mild solutions with other mild solutions of SDEs with smoother coefficients. It is clear that |I n | L(R n ,H B ) = 1 and |I n P n | L(H B ) = 1. We observe also that, for every n ∈ N, the linear operator
Proposition 2.8. Let G and σ satisfy Assumptions 2.1 and 2.5. There exist sequences
〈x, e k 〉 B e k is well defined and continuous. Denote c n : 
We observe that g n is well-defined, because G is H-valued and continuous, and ϕ has compact support. By Lebesgue's dominated convergence theorem, g n is continuous.
Since the map R n → R, z → ϕ(n|z|), is continuously differentiable and has compact support and since G is continuous, by a standard argument we can differentiate under the integral sign to obtain g n is differentiable with respect to y and
By Lebesgue's dominated convergence theorem, the map
. Moreover, by Assumption 2.1, 
This, together with (2.39), gives (2.35).
We have thus proved that
, and that (2.33) and (2.35) hold true. The other half of the proof, regarding Σ, is similar. We only make a few comments. For n ∈ N, define
, and n ∈ N. Arguing as it was done done for g n , we have that ζ n ∈ C 0,1 
). The proof of (2.36) is done in the same way as for G n . Finally we define
This concludes the proof.
Unless specified otherwise, Assumptions 2.1 and 2.5 will be standing for the remaining part of the manuscript, and {G n } n∈N , {Σ n } n∈N , {G n } n∈N , {Σ n } nN will denote the sequences introduced in Proposition 2.8.
Let {A n } n≥1 be the Yosida approximation of A. We recall that for every n ≥ 1, by Proposition 2.4, A n has a unique continuous extension A n to H B , and A n = A n , where 
(iii) For every n ∈ N the map
Proof (ii) For t ∈ [0, T], x ∈ H B , n ≥ 1 , similarly to what was done in the proof of Proposition 2.3, we define the maps
and
The mild solutions X t,x and X t,x n are the fixed points of Φ(t; x, ·) and Φ n (t; x, ·) respectively. Since the operators A n , n ≥ 1, are the Yosida approximations of A, they generate semigroups of contractions on H B . Recalling (2.33) and (2.34), and arguing for Φ and Φ n as in the proof of Proposition 2.3 for Φ, we find γ > 0, depending only on p, T, M, such that
Once (2.47) is proved, we can conclude, again invoking [8, Theorem 7.
But (2.47) is easily obtained by combining strong convergence of e tA n to S t uniformly for t ∈ [0, T], sublinear growth of G n (t, x) and Σ n (t, x) in x uniformly on t ∈ [0, T] and n ≥ 1 (obtained by (2.33), (2.34), (2.35), (2.36), and by continuity of G(·, 0) and of Σ(·, 0)), Burkholder-Davis-Gundy's inequality, Lebesgue's dominated convergence theorem, and pointwise convergence of {G n } n∈N to G and of {Σ n } n∈N to Σ.
By linearity of Φ(t; x, Z) and Φ n (t; x, Z) in x, we have 
and sup t,x n y is the unique fixed point of Ψ n (t, x; y, ·), where Ψ n (t, ·; ·) is defined by
To show strong continuity and uniform boundedness of ∇ x X n , we argue similarly as in the proof of Proposition 2.3. By (2.33) and (2.34), 
We also have
for all y, y ′ ∈ H B . By (2.55), (2.56), and [13, inequality ( * * * ) on p. 13], we thus obtain
Once (2.58) is proved, using (2.55) and applying [8, Theorem 7.1.5], we obtain
which provides the strong continuity of
, we can consider a subsequence, again denoted by {(t k , x k )} k∈N , such that
on Ω T . Then (2.58) is obtained by applying Lebesgue's dominated convergence theorem, together with Burkholder-Davis-Gundy's inequality, for the stochastic integral.
(iv) This follows immediately from (2.57).
We will make a particular choice of R and thus B. Recall that (0, +∞) is contained in the resolvent set of A (and hence of A * ). For λ > 0, let (2.16) , and (2.17), are satisfied. We can then apply all of the above arguments with
hence the norms | · | B A,λ and | · | B A,λ ′ are equivalent. We will thus pick λ = 1 and from now on we set
We observe that with this choice of B we have
In particular
Viscosity solutions of Kolmogorov PDEs in Hilbert spaces with finite-dimensional second-order term
We remind that throughout the rest of the paper B is defined by (2.59). For this B, Assumptions 2.1 and 2.5 will be standing for the remaining part of the manuscript, {G n } n∈N , {Σ n } n∈N , {G n } n∈N , {Σ n } nN denote the sequences introduced in Proposition 2.8, the operators A n , n ≥ 1 are the Yosida approximations of A, and X t,x n , X t,x n are respectively the mild solutions of (2.41), (2.42), with B = B A,1 , n ≥ 1. We recall that, by Proposition 2.10,
Existence and uniqueness of solution
Assumption 3.1. The function h : H B → R is such that there is a constant M
The function h extends uniquely to h : H B → R which also satisfies (3.1). Taking the inf-sup convolutions of h in H B (see [11, 17] ) we can obtain a sequence of functions {h n } n∈N ⊂ C 
2)
The restriction of h n to H will be denoted by h n . We define the functions
By sublinear growth of h and h n , u and u n are well defined. Each of the above functions has an associated Kolmogorov equation in (0, T] × H. However we will only need to consider the equation satisfied by u n . We also define
We (ii) The sequence {u n } n≥1 converges to u uniformly on compact sets of
, and The uniform continuity of u n on bounded sets is standard since we are dealing with bounded evolution and can be deduced from a more general result, see e.g. [7, Theorem 9 .1], however we present a short argument. We first notice that it follows from Proposition 2.10-(iii),(iv) that, for any r > 0 and n ≥ 1, there exists K > 0 such that
Secondly, we recall that, for t ∈ [0, T] and
n is a strong solution to (2.42), because A n is bounded (see footnote 1 on p. 6). Then if 0 ≤ t ≤ t ′ ≤ T and x ∈ H B , |x| B ≤ r, for some constants C 1 , C 2 depending only on T, K , |A n | L(H B ) , and on the Lipschitz and the linear-growth constants of G n and Σ n , by standard estimates we have
By Gronwall's lemma, the inequality above provides
The 
By Proposition 2.10-(iii), linearity and continuity of the expected valued E on L p P (H B ), linearity and continuity of the T-evaluation map (3.8) , composition of strongly continuously Gâteaux differentiable functions, we obtain
(3.9)
By Proposition 2.10-(iv), (3.2), (3.9),
|∇ x u n (t, x)| B < +∞. 11) which shows (3.5). Moreover, since
we obtain from (3.10) that
Therefore, recalling that S is a semigroup of contractions, we have
which, together with (3.12), shows (3.6).
We now define for n ≥ 1
where S m is the set of m × m symmetric matrices.
We consider the following terminal value problems
Since the operator A n is bounded we will use the definition of viscosity solution from [19] . 
A locally bounded lower semi-continuous function v on (0, T] × H is a viscosity supersolution of (3.13) if v(T, x) ≥ h n (x) for all x ∈ H, and whenever v − ϕ has a local minimum at a point (t,x) ∈ (0, T) × H, for some ϕ ∈ C 1,2
A viscosity solution of (3.13) is a function which is both a viscosity subsolution and a viscosity supersolution of (3.13). Proof. Since A n is a bounded operator this is a standard result, see e.g. [11, 14, 19] . 
For the proof of this we refer the reader to [11, Theorem 3.64 ].
Space sections of viscosity solutions
We skip the proof of the following basic lemma (for a very similar version, see [3, Proposition 3.7] . 
Suppose that { y i } i∈N ⊂ D is a sequence such that
. Without loss of generality we can assume that
) and that the maximum is strict and global. For ε > 0, define the function
, and 
has a strict global maximum at (t i , x i ) and the sequence {(t i , x i )} i∈N converges to (t, (x 0 , x 1 )).
Proof. Let R > |(x 0 , x 1 )| H and B R := {x ∈ H : |x| H ≤ R}. Let {ε i } i∈N be a sequence converging to 0. Applying the classical result of Ekeland and Lebourg [9, 21] , there exist sequences {a i } i∈N ⊂ R and {p i } i∈N ⊂ H such that |a i | ≤ 1/i, |p i | H ≤ 1/i, and such that the function
To conclude the proof it is then sufficient to show that (t i , x i,0 ) → (t,x 0 ). Indeed, suppose that this does not hold. Up to a subsequence, we can suppose that (t i , x i,0 ) → ( t, x 0 ) = (t,x 0 ). Since, by assumption, (t,x 0 ) is a strict global maximum point of u n (·, (·, x 1 ))−ϕ(·, ·), there exists η > 0 such that, for i sufficiently large, we have We associate to (3.13) the following terminal value problem
Tr(a n,x 1 (t, x 0 )D In the following proposition we show that the section functions v n,x 1 are the viscosity solutions of (3.23) . For the definition of viscosity solution in finite dimensions, we refer to [3] . Proposition 3.8. For every x 1 ∈ H 1 and n ≥ 1, v n,x 1 is a viscosity solution of (3.23).
Proof. We prove that v n,x 1 is a subsolution. The supersolution case is similar. The continuity of u n implies the continuity of v n,x 1 . Let ϕ ∈ C We now pass to the limit i → +∞ and, by (3.16 ) and the strong continuity of ∇ x u n , we obtain −ϕ t t ,x 0 − 〈A n (x 0 , x 1 ), ∇ x u n (t, (x 0 , x 1 ))〉 − L n t , (x 0 , x 1 ), ∇ x u n (t, (x 0 , x 1 )), D Thus v n,x 1 is a viscosity subsolution of (3.23).
Regularity with respect to the finite dimensional component
In this section we show that, if σ is non-degenerate, then the function u defined by (3.3) is differentiable with respect to x 0 and D x 0 u enjoys some Hölder continuity. M for all (s, y) ∈ Q. Since Σ n (s, (y, x 1 ))z = (σ n (s, (y, x 1 ))z, 0 1 ) and {σ n } n∈N converges to σ uniformly on compact sets (Remark 2.9), we can suppose that δ < a n,x 1 (s, y) < M for all n ∈ N and (s, y) ∈ Q and that the family {a n,x 1 } n∈N is equi-uniformly continuous.
By Proposition 3.8, for n ≥ 1, v n,x 1 is a viscosity solution of (3.23), in particular it is a viscosity solution of the terminal boundary value problem , and the uniform modulus of continuity of the functions a n,x 1 . Thus, by Proposition 3.2 and (3.24), the set {v n,x 1 } n≥1 is uniformly bounded in W 1,2,p (Q ′ ). Therefore applying an embedding theorem, see e.g. [16, Lemma 3.3, p . 80], we obtain that for every α ∈ (0, 1) |v n,x 1 | C 1+α (Q ′ ) ≤ C α for some constant C α independent of n. Since the sequence {v n,x 1 } n≥1 converges uniformly on compact sets to the function v x 1 as n → +∞, it follows that the function v x 1 satisfies the above estimate too. This completes the proof.
