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Evolutionary computationEmergent cooperative relations in ecosystems are ill understood, but have the potential to strongly improve
evolutionary computing. On the other hand, eco-evolutionary computation has the potential to provide new
insights in the structuring and functioning of ecosystems. Here we study ecosystem based problem solving in
a co-evolutionary framework of predators (solvers) and prey (problems), extendedwith a population of scaven-
gers, which can eat the remains of prey (that is, cooperate with the predators in solving the problems).We show
that such an artiﬁcial ecosystem of predators, prey and scavengers, with a selection and ﬁtness regime favoring
specialization, self-organizes in space and time such that (1) problems are automatically decomposed in easier to
solve parts, (2) the predator, prey and scavenger populations differentiate in sub-populations according to this
decomposition, and (3) predators and scavengers automatically co-localize in space such that the problems
are indeed solved by predator–scavenger combinations which together correctly approximate the target
function. That is, the use of a spatial co-evolutionary ecosystem as information processing unit for evolutionary
computation gives rise to an emergent structure of niches, each consisting of complementary partial solutions. As
a result, ecosystem based solutions are preferred over individual-based solutions in solving the studied function
approximation task.
© 2012 Elsevier B.V. Open access under CC BY-NC-ND license. 1. Introduction
Co-evolution is a very interesting process, yet it is often difﬁcult
to reveal or analyze the underlying dynamics, especially in an
ecosystem. Metaphorically speaking, the coexistence and evolution of
organisms in an ecosystem can be nicely captured in terms of “problem
solving”. That is, organisms have to copewith their (local) environment,
“solving problems”, and evolve interactions via resources, “problems”
(Crombach and Hogeweg, 2009). However, often it is not clear at all
which “problems” are solved. Therefore, in order to get better under-
standing of the evolution of cooperative relationships in an ecosystem,
it can be a useful heuristic to study such co-evolution in an artiﬁcial eco-
system, where you indeed can identify (e.g. deﬁne) the problem to be
solved. On the other hand, ecosystem dynamics have the potential to
strongly improve evolutionary computational methods (Boer and
Hogeweg, 2007). The research presented here, can be seen either pro-
viding insights for co-evolutionary dynamics in an ecosystem, or as a
method of eco-informatic problem solving. The emphasiswill bemainly
on the latter: developing and analyzing a computational method for
ecosystem based problem solving.
The major aim of computational co-evolutionary problem solving
can be described as a successful competitive arms race betweenND license. opposed populations of respectively problems and solvers (Ficici
and Pollack, 1998), keeping problems informative enough, but not
too difﬁcult, as an ideal trainer for the evolving solvers (De Jong and
Pollack, 2004). Ever since the work of (Hillis, 1990) on sorting
algorithms, such co-evolutionary dynamics are regarded as a very
successful method to strongly improve evolutionary computation
(Angeline and Pollack, 2003; Pagie and Mitchell, 2002; Paredis,
1995; Rosin and Belew, 1997; Sims, na).
However, the use of co-evolutionary dynamics for problem
solving is still a challenging and open ﬁeld because dynamics in a
co-evolutionary system are difﬁcult to control. Rather than enter a
progressive arms race, solvers may over-ﬁt to some problems,
resulting in solvers unable to generalize (Watson and Pollack, 2001)
or co-evolving populations may get stuck at sub-optima. Early
adaptations can be lost again, potentially leading to cycling (Cliff
and Miller, 1995; Juillé and Pollack, 1996; Rosin and Belew, 1997),
disengagement (Cartlidge and Bullock, 2004; Watson and Pollack,
2001) or solvers may continuously change without making overall
progress, trapped in so called Red Queen dynamics (Cliff and Miller,
1995; Pagie and Hogeweg, 2000; Paredis, 1997).
The most natural implementation to reduce such difﬁculties was
already used in the model of (Hillis, 1990), where individuals resided
on a spatial grid. In contrast to non-spatial systems (i.e. well mixed),
spatial embedding enables speciation within populations without the
need of artiﬁcial interaction restrictions (Boer and Hogeweg, 2007).
Local neighborhood structure helps to keep the balance between two
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(Wiegand and Sarma, 2004). This results in the parallelization of the
evolutionary process and leads to an increase in the genetic diversity
of the population. Moreover, the localized interactions within and
between populations can lead to specialization of the co-evolving
populations with respect to each other (Husbands, 1994) and thus to
the automatic incorporation of features such as niching and (implicit)
ﬁtness sharing (Khare and Yao, 2002; Mahfoud, 1995; Rosin and
Belew, 1997; Smith et al., 1993) without the expense of measuring dis-
tances between individuals.
In the ﬁeld of problem solving, function approximation is a
particularly interesting paradigm problem for co-evolution. In
contrast with function optimization (Bucci and Pollack, 2005; Potter
and de Jong, na; Wiegand, 2004), where the goal is to ﬁnd those
arguments where a function is maximal or minimal, function approx-
imation goes beyond parameter estimation and a predeﬁned function
has to be approximated with the goal to reproduce exactly this
target function by means of an evolutionary process. In the case of
co-evolutionary function approximation, problems are instances (for
example (x,y)-values) of the target function f(x,y) and the ﬁtness of
solvers is determined by their performance on these problems. It
has been shown that this class of benchmark problems beneﬁts
greatly from co-evolution and a spatial embedding, outperforming
conventional evolutionary methods (Mitchell et al., 2006; Pagie and
Hogeweg, 1997; Williams and Mitchell, 2005). In a spatial setting
only a sparse subset of all the possible problems (i.e. only those local-
ly present) is evaluated per generation and it has been shown that
such sparse ﬁtness evaluation outperforms complete evaluation in
terms of generalization of the problem and number of evaluations
(Pagie and Hogeweg, 1997).
We choose function approximation as our domain of interest,
because the results of our model can be attributed mainly to spatial
co-evolutionary dynamics, which are well studied (Mitchell et al.,
2006; Pagie and Hogeweg, 1997; Williams and Mitchell, 2005).
Moreover, the complex genotype–phenotype mapping makes it an
appropriate model to study information processing (and transfer) in
ecosystems, and evolutionary processes in general.
In contrast with previous work on co-evolutionary function
approximation, where the goal was to evolve individuals which
solved the problem, we here explore the possibility of distributed
problem solving over an ecosystem, where different solvers tackle
different parts of a function approximation task. That is, the aim is
to evolve different partial functions which together form exactly
the target function. To this end we introduce a new population, on
top of the two primary co-evolving populations, which has to try
to solve the remaining parts of partly solved problems. Thus, we
focus on evolving specialized individuals which each provide
complementary parts of a function, and we will exploit rather than
avoid overspecialization in order to evolve such ecosystem based
solutions.
(Hillis, 1990) and later work on co-evolutionary function
approximation (Mitchell et al., 2006; Pagie and Hogeweg, 1997;
Williams and Mitchell, 2005) described the system of two co-
evolving populations in terms of parasites and hosts. According to
our change of focus, our present model is better described using a
predator–prey terminology. While the ﬁtness of a host depends on
the resistance to all parasites it encounters (that is, solve all possible
problems), predators (and scavengers) only get ﬁtness for the prey
they actually eat. This is the evolutionary scheme employed in this
study.
1.1. Cooperative co-evolution
The use of ecosystems as information processing unit for evolu-
tionary computation is not a new approach. A population can contain
more information than a single individual and an evolutionaryprocess should be able to exploit such information (Yao and Liu,
1998). However, to our knowledge our approach to get to such an
ecosystem based solution has not yet been explored. Using the termi-
nological categorization of (Wiegand, 2004), our co-evolutionary sys-
tem should actually be categorized as a hybrid of two different
methods. “Competitive co-evolution” (Hillis, 1990; Rosin and Belew,
1997), where ﬁtness is based on a co-evolution of competitive species
and “cooperative co-evolution” where co-evolving populations of
solvers cooperate in solving a task (Potter and de Jong, na; Potter
and de Jong, 2000; Wiegand, 2004). In contrast to most of these
methods, our system does not make use of shared ﬁtness for cooper-
ative units: individual solvers are evaluated only on their own
performance. In essence, we continue the line of research initiated
by (Hillis, 1990), by adding a cooperative component to the
competitive-species model. As a result, the core of the model is still
based on an arms race between predators and prey (solvers and
problems), which are joined by a population of scavengers (extra
solvers). These scavengers do not provide any beneﬁt to the
predators. Actually, the only interaction between predators and
scavengers is implicit, through the dependency of scavengers on
predators for the leftovers of prey they get. Therefore the
“cooperative” relationship is merely a side effect of purely selﬁsh
behavior.
2. Methods
Based on genetic programming (Juillé and Pollack, 1996; Koza,
1992), we use the same general setup as proposed by (Pagie and
Hogeweg, 1997). We use a stochastic Cellular Automata (CA) model,
which is a spatially extended, synchronously updated individual-
based simulation model. It consists of (vertically stacked)
two-dimensional square grids on which individuals are located. One
square in a grid, hereafter called a ’cell’, holds at most one individual.
However, the different grids are located exactly on top of each other,
as if each location (i,j) holds multiple individuals. The grids consist of
75×75 cells, and the boundaries are toroidal. Each population
(predator, prey and scavenger) resides on a separate grid. Interac-
tions between individuals within the same grid as well as interactions
between individuals from different grids are all local in their
Moore-neighborhood. That is, a neighborhood consists of the eight
cells adjacent to a cell and the cell itself. Predators and prey have a
co-evolutionary relationship, while scavengers only feed on the
remains of prey after the predators are ﬁnished. Thus, scavengers
have no inﬂuence on the evolutionary pressures of predators and
prey. The state of the model system is fully speciﬁed by the type, the
state and location of all individuals. The state of predators and
scavengers is the numerical function they encode and the state of
prey is a numerical (x, y)-value. An outline of the major differences
between the current predator–prey model and previous host–parasite
work on function approximation (Pagie and Hogeweg, 1997) is
described in Table 1.
We use a system-wide deﬁned evolutionary target. This target is
a numerical function considered only in the limited domain of
x∈ [−5.0,+5.0], y∈ [−5.0, +5.0]. As such, our main target used
(target function 1) gives the function landscape depicted in Fig. 1.
This particular function has been studied extensively for (individu-
al-based problem solving in) co-evolutionary systems (Mitchell et
al., 2006; Pagie and Hogeweg, 1997; Williams and Mitchell, na)
and we therefore consider it a suitable platform for analyzing eco-
system based problem solving. Other target functions are consid-
ered to analyze speciﬁc properties of our main function, as
discussed in Section 3.6.
f x; yð Þ ¼ 1
1þ x−4 þ
1
1þ y−4 ð1Þ
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This genetic representation is in the form of a program (that is, a
functional representation as in genetic programming). Their
genomes are built from a limited set of terminals and operators,
based on LISP -programming, coding for a function. Many differ-
ent codings can code for the same numerical function. The func-
tion set used for building such genomes consists of the
operators {+,−,*,$} where the protected division operator$ is
used, such that division by zero gives 1. The possible terminals
are {x,y,C}, where C is a constant deﬁned at declaration as an inte-
ger between 0 and 10.
In order to co-evolve, prey have to be the counterparts of preda-
tors. In the two-dimensional function approximation task this takes
the form of prey being instances of (x,y)-values within the function
domain. Prey can adopt all values within the domain and thereby
represent a speciﬁc test for the underlying problem which has to
be solved by predators. The value-pair of a prey maps via the prede-
ﬁned target function to a value f(x,y), which can be considered as theAlgorithm 1 Pseudo-code for the Asolution for this prey. This value f(x,y) has to be matched by preda-
tors in order to ’feed’ on this prey (see Fig. 2). Note that the values
of the (x,y)-problem of a prey are not related in any sense with the
spatial location (i,j) of this prey.
Each run is started with predators and scavengers consisting of
small, randomly created functions of maximum tree-depth 3 and
prey-values are randomly declared within the domain. The consecu-
tive application of a simple algorithm on all positions of the spatial
grids (of which each position (i,j) contains a prey, a predator and a
scavenger) deﬁnes the temporal dynamics of the model. All individ-
uals are replaced every time step (leaving no empty grid cells), keep-
ing population sizes constant. Algorithm 1 is coded for ﬁnding
solutions and stops when a solution is found. For the purpose of anal-
ysis, the described simulations are kept running 200 time steps more
to be able to follow the development of the ecosystem. The pseudo-
code is given as Algorithm 1, of which the used terms are listed in
Table 2, and ﬁtness evaluation is depicted with a numerical example
in Fig. 2.lgorithm
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assigning ﬁtness only to those who solve a problem best.1 By
allowing only the best predator and scavengers to eat from a prey, se-
lection pressures in the population are increased and specialist strat-
egies are favored.
In Fig. 2 we zoomed in on the ﬁtness evaluation scheme with a
graphical representation of how interactions are deﬁned and ﬁtness
is assigned. The ﬁtness of predators is based on the sum of all the
parts of the different prey they eat, and is calculated as
∑9n¼1 e− gn x;yð Þj j where gn(x,y) is the relative distance of an approxima-
tion to f(x,y) based on the (x,y) of prey in neighboring cell n. The ﬁt-
ness of a prey is the fraction of it which has not been eaten by a
predator. When prey are (partly) eaten by a predator, scavengers
may feed on the remains of prey. If a predator eats a prey fully, scav-
engers cannot attain any ﬁtness on this prey. Scavengers feed on the
leftovers and are thus evaluated on how well they complement pred-
ators: although they ’see’ the same label (x,y) of prey, the problem
they have to solve is actually different and depends on what has not
been digested by the predator. Analogous to the predators, the ﬁtness
of a scavenger is deﬁned as the sum of relative distances of its approx-
imations to the, in this case remains, of the prey it eats. Note that
predators and scavengers are structurally identical and to let innova-
tion spread more easily, a small inﬂux of predators in the scavenger
population is considered (with a probability of 0.01 for all positions).
Selection of predators and scavengers is based on roulette wheel
selection and prey are selected based on ranking.2 To amplify differ-
ences between individuals under selection (increasing the propor-
tional selection pressure), an exponential factor (3) is added to the
ﬁtness of predators and scavengers. Both predators and scavengers
selected after evaluation are subject to point mutations, using a muta-
tion rate μ per element (simulations with μ=0.005, 0.01 or 0.02) and
to gross chromosomal rearrangements with a rate of GCR per genome
(GCR=0.2). In order to be able to follow the evolutionary process
more precisely, gross chromosomal rearrangements take the role of
crossover in most conventional studies. These are implemented as
replacing a randomly chosen sub-tree in the selected predator with
another randomly chosen sub-tree of the same predator. Diversity is
already realized by the spatial embedding and random initialization,
and in comparison with conventional crossover, dynamics are com-
parable. Simulations with varying GCR (including GCR=0) have
been performed, however did not show signiﬁcant differences for
efﬁcacy.
Every time step each prey is subject to a 10% chance for mutation
per value. Both the (x, y)-values of a prey can change into a new
value, randomly drawn from the uniform distribution in the (−0.4,
+0.4)-interval of the original value. The genotype space of prey (do-
main of function landscape) is not toroidal. If an x or y-value of a prey
is on the border of the domain, it can only mutate in one direction (to
keep mutation rate constant, mutations over the border will not be
neglected, but reﬂected).2.1. Solutions
Ecosystem based solutions are composed of pairs of predators and
scavengers, both feeding on the same prey. The solvers forming such
an ecosystem based solution align automatically by means of spatial
self-organization. Such a spatial self-organization is favored because
in order to have maximum ﬁtness, scavengers have to be in the
same neighborhood of their complementary predator counterpart.
When a single prey (being a problem of a particular (x,y)-value) is1 In order to keep a clear evolutionary signal, individuals whose approximation is
identical within a neighborhood, all acquire ﬁtness from the same problem/prey.
2 where the two last ranked prey both use the penultimate rank to ensure probability
∑9i¼1 pi ¼ 1.fully eaten, this does not necessarily imply that this is done by a
pair able to solve all (x,y)-values in the function domain. To test all
pairs which fully consume a prey could become computationally ex-
pensive. However, results show that when a considerable number of
prey are fully eaten in one generation this is a good indication for a
correct (ecosystem based) solution in the population. When the
number of fully eaten prey exceeds a threshold (1000), the
performance of the pairs which fully eat their prey in this time step,
is tested on a test-set consisting of 676 prey with (x,y)-values
regularly distributed over the domain. In the worst case scenario, a
maximum of 1000 candidate solutions has to be tested. In practice,
testing two or three candidate solutions on the test-set is enough to
identify a correct solution, which is always present when there are
so many prey fully eaten/problems solved in a population.
We use the same test-set as used in (Boer and Hogeweg, 2007). In
contrast with these studies, where solutions are classiﬁed as correct
when the absolute difference with the test-set is less than 0.01
(Pagie and Hogeweg, 1997), our classiﬁcation is more stringent,
only considering solutions to be correct if they match exactly the
target function.3 Efﬁcacy is based on how many simulations evolve
a correct solution. When predators and scavengers with partial solu-
tions, complementing each other to the correct solution, stay in the
population for more than 200 generations this is regarded as a stable
ecosystem.
2.2. Observables
During a simulation, all individuals are labeled with a unique iden-
tiﬁer. In this way we can keep track of the offspring for all ancestors,
which allow us to draw ancestral trees and study genetic lineages
during a simulation (Boer and Hogeweg, 2007). Moreover, since we
use a spatial grid, we can easily visualize the spatial distribution of
predators, prey and scavengers by coloring the grid according to
different features of individuals. Predators and scavengers are studied
by their phenotypes (the function their genotype represents), local
ﬁtness (the ﬁtness they acquire from the prey in their neighborhood
per generation) and by their overall performance, which is deﬁned
as the ﬁtness they get on all prey in the test-set.
3. Results
3.1. Ecosystem based solutions
In Fig. 3(a) we see the number of solutions plotted over time in a
typical simulation. After an initial period of almost no problems
solved (that is, no prey fully eaten), at a certain moment suddenly
the number of solved problems increases and subsequently remains
at a high level. Fig. 3(b) shows the spatial distribution on the grid of
this system corresponding to t=275 in Fig. 3(a). Prey are fully
eaten all over the grid by predator–scavenger combinations in a
wave-like pattern. The shaded area in Fig. 3(a) shows that almost
all of these eaten prey actually are solved by a correct ecosystem
based solution. That is, a pair which exactly codes for the target
function.
For our main (spatial) system, three sets of 100 simulations were
performed, each subject to a different mutation rate. Out of 100
simulations, a solution was found in 97, 98 and 100 cases respec-
tively, for μ=5×10−3, μ=1×10−2 and μ=2×10−2. Fig. 4 is a his-
togram depicting the maximum number of actual problems solved
during a single generation for all these simulations. An individual so-
lution as in previous work (Boer and Hogeweg, 2007; Mitchell et al.,
2006; Pagie and Hogeweg, 1997; Williams and Mitchell, 2005) is3 In practice this is implemented as the sum of differences for all prey in the test-set
being smaller than 10e−8 to prevent rounding errors. All solutions identiﬁed were in-
deed exactly coding for the target.
Table 1
Major differences between previous and present model for function approximation
(Boer and Hogeweg, 2007; Mitchell et al., 2006; Pagie and Hogeweg, 1997; Williams
and Mitchell, na).
Co-evolutionary Problem Solving
LISP style function approximation
Sparse ﬁtness evaluation on a spatial grid
Host Parasite Predator, Prey and Scavenger
Resistance to all parasites Only best predator feeds on prey
Fitness deﬁned as distance Fitness deﬁned as relative distance
⇒Individual problem solving ⇒Ecosystem problem solving
Fig. 2. Schematic representation of ﬁtness evaluation of predators, scavengers and
prey. The predator uses the function it encodes to process the prey. That is, a numerical
value is calculated from the (x, y)-values of the prey. This deﬁnes the fraction of prey
which is eaten by the predator. A scavenger feeds on the remains of prey, based on
the same (x, y)-values of prey. Its ﬁtness is based on the distance of its approximation
to the remains.
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in almost all cases (98.33% of the 300 simulations are in the bars with
more than 1000 solved prey in a timestep), underlining the efﬁcacy of
the system.
As can be derived from Fig. 4 and shown in Table 3, the maximum
number of solutions correlates with the mutation rate. That is, with a
higher mutation rate a higher number of less ﬁt mutants arise,
lowering the number of prey fully eaten per generation. Moreover
an increase in mutation rate also results in a slight increase of time
it takes for the (ecosystem based) solution to arise and genomes
tend to be shorter. An in-depth analysis of the role of mutation
rates on the obtained (ecosystem and individual based) solutions
can be found in de Boer and Hogeweg (2010). However in present
work, no ﬁne-tuning of parameters (e.g. selection pressure, GCR)
was necessary to obtain the high efﬁcacy for solving the current
target. The system is capable of efﬁciently ﬁnding and maintaining
correct ecosystem based solutions under a wide range of parameters.
In further sections we analyze these results, starting with the matter
of how this target function is decomposed and which parts are solved
by predators and scavengers.
3.2. Type of solutions
In Fig. 5 we show a sample of typical genotypes coexisting in an
evolved ecosystem of predators and scavengers. Without having
deﬁned a structure for the partitioning, we see that our co-
evolutionary system leads to a decomposition of the problem in an
x and y-part. Dashed lines connect examples of correct complemen-
tary solvers, which have been automatically aligned via spatial pat-
terns. Such a pair of an x and y-solver forms exactly the target2
1
0
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x y
Fig. 1. A plot of the target function 1. The domain is x∈ [−5.0, +5.0], y∈ [−5.0, +5.0]
with a range between 0 and 2.0.function landscape in Fig. 1. Thus, this particular function can be
solved by two individuals. Looking at the genotypes in Fig. 5, we
observe the following properties:
• All these genotypes code for either the x-part or the y-part of the
target function, henceforth called ”x-solvers“ and ”y-solvers“.
• x-solvers and y-solvers occur among both the predators and
scavengers.
• Many-to-one genotype–phenotype mapping results in different geno-
types coding for the same function, which coexist in the population.
• The correct full solution to our target function combines two
genotypes, from respectively an x-solver and a y-solver.
• The evolved genomes are very short and straightforward.
Redundant coding is suppressed.
Where in earlier work sub-populations of solvers specialized in
feeding on different prey (Boer and Hogeweg, 2007), current ecosystem
based solutions are a result of a decomposition within the prey. In all
simulations the target function is neatly decomposed to an x- and a
y-part by the different sub-populations, each converging to one of the
phenotypes shown in Fig. 5. Thus we can conclude that for the partic-
ular form of this target function, the ecosystem based solution can con-
sist of the combination of many different genotypes, but only two
phenotypes. Different simulations show indeed many inventive ways
of coding and multiple, separately evolved genotypes often coexist
within a population. That is, at least with this benchmark functionTable 2
Used terms in Algorithm 1.
Term Deﬁnition
i, j, k, l Positions on grid
(x, y) Values within function domain(x ∈ [−5.0, +5.0], y∈ [−5.0, +5.0])
f (x, y) Value to approximate based on (x,y) of prey
A (x, y) Approximation based on (x,y) of prey (by predator or scavenger)
rem (x, y) Remains of prey (x,y) after consumption by a predator
g (x, y) Relative distance between an approximation and target value, based
on (x, y) of prey
Cp Sum of predator ﬁtness in local neighborhood (competition)
Cs Sum of scavenger ﬁtness in local neighborhood (competition)
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Fig. 3. (a) Time-plot of number of prey solved (fully eaten) in a typical simulation. Dashed
line is the total number of prey solved, the solid line represents those solved by predator–
scavenger pairs and shaded is the number of prey solved by a correct solution. Note that
the number of prey solved by predator–scavenger pairs almost exactly corresponds to the
number of correct solutions. The remaining part of solved test cases, is mainly solved by
predators alone (never representing a correct solution for all test cases). (b) Spatial distribu-
tion(i, j) of prey in the systemon t=275. The gradient of gray shows theﬁtness (howmuch
of a prey is eaten). The lighter shade of gray, themore of a prey is eaten and prey depicted as
white are fully eaten by a correct predator–scavenger pair. Total population size is 5625.
Table 3
Different characteristics of the system are inﬂuenced by mutation rate μ. Number of sim-
ulations which ﬁnds a solution, average time to get more than a 1000 solved prey in the
population (stop criterion), average of maximum number of solved prey and the average
length of genomes in a population with correct solutions. Note that mutation rate μ is per
node, while crossover is a ﬁxed chance per genome and set to GCR=2·10−1. Population
sizes are 5625.
μ Successful
simulations
Solution
time
Max #
solutions
Av. length
solvers
5·10−3 97/100 148 2883 20.18
1·10−2 98/100 174 2434 13.39
2·10−2 100/100 194 2287 11.96
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However, in other functions this is not necessarily the case, as results
for other functions show (see Section 3.6 and de Boer and Hogeweg
(2010)). As we now know the building blocks, we can look at the
population and co-evolutionary dynamics of both predators and
scavengers in the evolving ecosystem in terms of “x-solvers and
y-solvers”.
3.3. Spatial temporal dynamics
To determine the importance of the spatial distribution of the
ecosystem, we compare the model with a model where the spatial
distribution is disrupted by mixing. This is done by randomly
relocating all individuals over the grid between each generation.
Note that the neighborhood structure is kept, which implies that
local competition and sparse ﬁtness evaluation (Hillis, 1990; Pagie
and Hogeweg, 1997) is preserved, even when well mixed. As shown
in Table 4, 82 out of 100 simulations evolved a solution when wellmixed. Considering the lack of solutions in the non-spatial study of
(Williams and Mitchell, 2005), it is surprising that our non-spatial
case is still able to evolve solutions in the majority of cases. However,
evolved ecosystem based solutions are never kept stable in the
population for longer periods (making it difﬁcult to identify correct
solutions) and solutions can become extremely long (computational
costly). In contrast to the spatial setting, in some cases an individu-
al-based solution is found.
To disentangle the dynamics at play, we ﬁrst detail the population
dynamics in a well mixed system where an ecosystem based solution
is found. When well mixed, the dynamics switch from spatial to
temporal and ecosystem based solutions can only persist for a limited
time. In Fig. 6 we plot the population size of x-solvers and y-solvers in
the predator and scavenger population over time in one of the
successful evolutionary well mixed runs. Large oscillations occur,
oscillations from which we can infer the co-evolutionary selection
pressures.
The x-solvers in the predator population are adapted to solve prey
with a large fraction of x (that is, with a high x, low y). However,
when eaten by an x-solver, these prey are easily out-competed by
prey with a large fraction of y. This enables predators, adapted to eat
the y-part of prey, to out-compete the x-oriented predators in the
population. After which prey with a large fraction of x can (back-)
invade the prey population, enabling the x-solvers to invade again in
the predator population. Each generation the remains of prey can be
fully eaten by scavengers. Scavengers, having no (co-evolutionary) in-
ﬂuence on prey, adopt the complementary cycle of predators, with a
lag of approximately a quarter of a cycle. Given this lag, problems are
correctly solved at times intermediate between the maxima of the
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the middle of Fig. 6 represent the hypothetical average ﬁtness of the
prey, at that moment in the population, when they would be eaten
by an x-solver and a y-solver. This shows how the opposite
solver can prevail in the predator population and how prey is
subsequently out-competed by prey with opposite preference.
The temporal patterns in the well mixed system help us in explain-
ing the spatial temporal dynamics in our original spatial system. In
Fig. 7(a) we translate the evolved relations between the different
sub-populations as described above to the spatial system. In a spatial
setting, the system is able to organize itself and the temporal patterns
are folded out over space. In Fig. 7(b) we see the resulting wave-like
pattern within all the populations on their grid (located on top of
each other). In the spatial case, the temporal dynamics on a local
scale are comparable to the observed global dynamics in the well
mixed system. However, in contrast with the well mixed case, the
spatial wave structure is very stable over time.
3.3.1. Phylogenetic differences between spatial and well mixed system
Although the short term temporal dynamics of the mixed and
spatial system can be similar, the long term evolutionary dynamics
are considerably different as exempliﬁed by the phylogenetic trees of
predators shown in Fig. 8. Within a spatial setting, predators with com-
plementary preference can coexist. This is revealed in the ancestral
trees as multiple genetic lineages persisting over time. In the spatial
case, multiple ancestral trees are formed which each can be tracedTable 4
Comparison of efﬁcacy with results reported in previous work. Efﬁcacy for our well
mixed system is based on 100 simulations (GCR=2×10−1; 50 with μ=1×10−2, 50
with μ=2×10−2). In the well mixed case, 13% the ecosystem based solution was in
the end replaced with an individual based solution; 3% (between parentheses) found
an individual-based solution, not preceded by an ecosystem based solution.
Model Spatial Non-spatial
Pagie and Hogeweg (1997) 45% –
Williams and Mitchell (na) 79% 0%
Boer and Hogeweg (2007) 90% 10%
Ecosystem based problem solving 98% 79% (+3%)back to different ancestors present at t=1. Lineages have split up
early in evolution and keep their specialization. Note that specialization
of branches and codings for the same phenotype can be different with-
in the same tree. In the well mixed system we see an ancestral tree,
typical for a system with Red Queen dynamics (Boer and Hogeweg,
2007). The fragile ’balance’ which generates the temporal pattern of
Fig. 6 leads periodically to very low population sizes of the different
specialists, making survival largely dependent on stochasticity. On the
longer timescale, one of the lineages inevitably goes extinct, forcing
the system to reinvent the complementary solution over and over
again. The system keeps Lotka Volterra-like oscillations as long as
stochasticity allows, but in the long term Red Queen dynamics prevail.
In a structured spatial setting, population dynamics are able to organize
such that multiple sub-populations can coexist in the population of
predators, enabling scavengers to co-localize to complementary
predators.
In addition to the efﬁcacy and stability of the evolved ecosystem,
we showed the relationship, both genetically and phenotypically,
between the different co-evolving (sub-) populations in the system.
We showed that this decomposition is achieved automatically by
co-evolutionary population dynamics and next we will scrutinize
the system to explain how the system organizes itself in such a
surprising way, enabling the assembly of ecosystem based solutions.
3.4. Ecosystem stability
We showed that in the spatial system, which we consider hence-
forth, from early on there are several lineages, each of which specializes
to solving either the x- or y-part of the target function. In Fig. 9 we see
how the interactions between sub-populations of opposed preference
in the predator population result in a stable ecosystem. After being
separately evolved, x and y-solvers intertwine in space and this spatial
organization is essential for achieving stability in the ecosystem.
Scavengers can align with predators which results in an ecosystem
based solution as shown by the ecosystem depicted in Fig. 5. The
different solvers in the population of scavengers connect with a
complementary solver from the predator population, such that large
numbers of prey are solved by correct ecosystem based solutions. If
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the lack of organization leads to the degradation of the recently
evolved ecosystem based solutions. With other targets this can lead
to individual-based solutions (de Boer and Hogeweg, 2010), however
with the particular shape of target function 1, this is never the case,
suggesting large basins of attraction for the (local) optima of the differ-
ent solvers.
In summary, the decomposition and solving of the separate terms
can evolve (as a transient state), without spatial pattern formation.
However, the spatial pattern formation ensures the stability of the
solvers coexisting in the predator population and hence the stability
of the ecosystem based solution.
3.5. Fitness evaluation and selection regime
Compared with previous work on co-evolutionary function
approximation using the same target function, the differences in
methodology are minor (see Table 1). However, deﬁning ﬁtness in
terms of the fraction of consumed prey (further referred to as relative
ﬁtness evaluation) and a strict selection regime where only the best
individuals gain ﬁtness, lead to a considerably different outcome
(not in the least for efﬁcacy, as shown in Table 4). Where absolute ﬁt-
ness evaluation (e.g. ﬁtness based on the absolute approximation of a
value) leads to specialization of predators to certain particular prey
and therewith a decomposition of the function domain, the latter
evolves predators which decompose prey itself. That is, predators
specialize towards eating a part of every prey.
The behavior of, and relation between, predators and prey are
deﬁned by the method of evaluation through the ﬁtness landscape
it shapes. Fitness determines which genotypes prey evolve. Fig. 10
illustrates the distribution of prey in their state space under the two
different methods of evaluation. With absolute evaluation the prey
tends to be in the regions where the function landscape is steepest
(compare Fig. 10(b) with 1), because small perturbations in thisregion lead to ’large’ differences which is advantageous for prey.
When ﬁtness evaluation is relative, however, small targets give rise
to relatively large errors when only partially solved by predators.
Therefore prey tends to ’prefer’ the area around zero. For predators
this seems problematic, because this region does not contain enough
information about the general function landscape making the bench-
mark function difﬁcult to solve (Boer and Hogeweg, 2007). With all
prey in a cloud around zero, the population is no longer representa-
tive enough for the whole state space of problems. However, when
predators improve in eating prey around the center of the function,
co-evolution forces prey to change their focus. In combination with
relative evaluation, co-evolution makes it advantageous for prey to
increase one of the terms, while keeping the other close to zero,
which in turn increases relative ﬁtness. Now, prey in the system
gather around the axes, still remaining close to zero, as can be seen
in Fig. 3.5, making it possible to differentiate between the different
dimensions of the target function. When all variation is due to one
varying dimension of prey, consequently the corresponding predators
have to become solvers of this dimension for high ﬁtness. With differ-
ent predators specializing to the different prey sub-populations, the
ecosystem is able to decompose the target function into its
fundamental terms, allowing for ecosystem based solutions to be
derived when scavengers form complementary sub-populations of
solvers.
All in all, the cooperative result of the competitive regime is
reinforced by an increase in selection pressure which stimulates
predators (and scavengers) to specialize and the ecosystem as a
whole to diversify. Assigning ﬁtness only to the best predators and
scavengers enable co-evolutionary dynamics to guide the different
sub-populations in specializing towards solving different parts of a
problem. Moreover, if specialization is favored, the acquired stability
of the ecosystem is very high when approximating a function with
strictly separated terms. This allows for a stable ecosystem based
solution and keeps a co-evolutionary equilibrium.
generation
150 300
1 225 375
generation
150 500 850
1 325 675 1000
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b
Fig. 8. Typical ancestor traces of predators in (a) a spatial and, (b) a well mixed setting
(on a 50×50 grid to restrict number of nodes, μ=2×10−2). Each color represents a
snapshot by showing the phylogeny for a certain generation in evolution. From such
a generation, all individuals are traced back to their common ancestors. The arrows
point to the common ancestor(s) present at t=1. In the spatial setting the simulation
is stopped after the ecosystem of solvers is stable for 200 generations (at t=375). The
well mixed case, caught in Red Queen dynamics, keeps evolving. In 16% of the cases an
individual-based solution is found, other simulations are cut off manually at t=1000.
highest fitness on
outcompetes
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b
Fig. 7. (a) Co-evolutionary dynamics between predators and prey lead to wave
patterns in space depicted in (b). Scavengers have no inﬂuence on prey, but by forming
complementary wave patterns they can keep up with the predators in eating the
remains of prey.
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We showed that the current approach decomposes a two-
dimensional problem into its two independent components, and that
spatial embedding ensures the alignment of predators and scavengers,
necessary to combine these components into a full solution again.
Spatial interactions provide localized and more stable conditions for
both predators and prey as to on which dimension the most ﬁtness
can be attained. Consequently, the scavengers can also specialize to
the remaining part. Question then is how these results depend on the
particular shape of our target function and how the system handles
unbalanced terms, mixed terms or higher dimensionality. We use the
here proposed algorithm in (de Boer and Hogeweg, 2010) to study
the biological problem of the information threshold. Polynomial target
functions are used and it was shown that ecosystem based solutions
readily formed. The partitioning and decomposition of the targets con-
sisting of multiple terms, lumped several terms together in each partial
solution in various ways. It was also shown that by default, after pro-
longed evolution these ecosystem based solutions were replaced by
individual-based solutions under optimal circumstances (regarding
mutation rates). That is, when given enough time, predators can
solve all prey fully without the need for scavengers. This raises the
question why the only solutions found for our main target with our
method, are ecosystem based solutions. Therefore we performed
simulations with other evolutionary targets, comparable to our main
target. All these functions have the same general form giving the op-
portunity to analyze the speciﬁc aspects of our main function. In
Table 5 the results are shown.3.6.1. Asymmetric terms
f x; yð Þ ¼ α
1þ x−4 þ
1
1þ y−4 ð2Þ
With function 2, the target is made asymmetrical by increasing the
numerator (α) of one of the terms. Although the increase of the α-
term causes a decrease in efﬁcacy, in all sets a considerable number
of solutions is found. The time needed to evolve a solution increases
with α: 174, 388, 422, 468 generations, needed for α=1,2,4,8
15 6 7 8
2 3 4
Fig. 9. Pictures (1–8) show the birth of a stable ecosystem with the two different solvers in the predator plane. dark gray: x-solver 11þx−4 , light gray: y-solver
1
1þy−4 . This organization
in the predator plane enables scavengers to provide the complementary terms and an ecosystem based solution between predators and scavengers is formed as shown in Fig. 5.
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tioned is very limited, which in combination with the ﬁtness-wise
asymmetry explains the decreased efﬁcacy. In contrast, results of
(de Boer and Hogeweg, 2010) show solutions for problems where
the complementary parts are ﬁtness-wise also very asymmetrical,
yet self-chosen by the system. In such cases, with relatively much
freedom of choice, efﬁcacy is not affected. Therefore, we conclude
that decomposition and assembly does in general not depend on the
identical weight of terms. Even if one of the terms potentially pro-
vides more ﬁtness, a solver for both terms can evolve. However, the
particular form of our main target function limits the choice of parts
in an ecosystem based solution, which has its effect on efﬁcacy
when terms are made asymmetrical.
3.6.2. Three dimensions
f x; y; zð Þ ¼ 1
1þ x−4 þ
1
1þ y−4 þ
1
1þ z−4 ð3Þ
Given the observed decomposition to fundamental terms of a
function, an obvious experiment is to add a third dimension (target
function 3). To solve this extra dimension we also added a second
population of scavengers. In Table 5 it can be seen that in almost all
the performed simulations the system is able to decompose the prob-
lem to the three fundamental terms and evolve the corresponding
solvers. However, the automatic spatial alignment seems more
complicated. With the third dimension added, different coexisting
sub-populations in the predator population have no speciﬁc order.
This results in very irregular wave patterns, making it difﬁcult for
the last scavenger population to organize correctly under the correct
predator scavenger-pair. Note, however that the decomposition itself
is very robust. That is, despite sub-populations of solvers being small,
the different terms and dimensions are almost always found and
present in the different populations.
3.6.3. Mixed terms
f x; yð Þ ¼ 1
1þ x−4 þ
1
x−2 þ y−2 ð4Þ
Results for target function 4, as shown in Table 5, conﬁrm that the
method also does not depend on the strict separation of dimensions
in our main function. The evolved solvers for this function code
for 1/(1+x−4) and 1/(x−2+y−2). However, breaking the strict
dimensional separation over terms has its effect on the stability of
the found ecosystem based solutions: the evolved ecosystem basedsolutions are sometimes found as a transient over time, where in
around 10% of the cases the system evolves further towards a full so-
lution provided by predators alone. This is comparable to the results
described in (de Boer and Hogeweg, 2010), where ecosystem based
solutions only remain stable when mutation rates are high (and
thus circumstances difﬁcult). This suggests that the stability of the
ecosystem based solution is somehow dependent on the speciﬁc
form of the target function. Complementary solvers are kept at their
local optima and co-evolutionary predator–prey dynamics are more
prone to keep this separation in the structure of the predator popula-
tion when separation is strong. With less stringent local optima (in
this case multiple dimensions in a term), ecosystem based solutions
can be an intermediate stage in the evolution of individual-based
solutions.
Summarizing, with the scavenger extension the system is able to
decompose problems to partial solutions, also in absence of a strict
separation of dimensions over terms. With targets with higher
dimensionality the decomposition still emerges in the predator popu-
lation and different partial solutions are found for the different dimen-
sions. As shown by the results with target 4, a less strict separation of
terms and dimensions leads to a possibility for individuals to break
the stability of the ecosystem and to evolve an individual-based
solution. However in this case, ecosystem based solutions are always
present as a transient state before individual-based solutions.
4. Discussion and conclusion
With our results we provided a proof of principle how a
co-evolutionary system can solve a function approximation task via
the ecosystem. Partitioning arises automatically via co-evolutionary
dynamics, while individuals (or groups of individuals) are never eval-
uated on the full problem. Therefore we consider this as a next step
for the originally stated aim of cooperative co-evolution, which was
to attack the problem of evolving complicated problems by explicitly
breaking them into parts, evolving the parts separately, and then
assembling the parts into a working whole (Bucci and Pollack,
2005; Potter and de Jong, na; Potter and de Jong, 2000).
We show that the decomposition and distribution over different
solvers can emerge from individual and population interactions
through co-evolution. Under a competitive co-evolutionary regime
following the line of (Hillis, 1990), the system organizes such that
the decomposition of the target function emerges within the predator
population. Different sub-populations co-evolve parallel different
components of the solution, while ﬁtness is based solely on the actual
function individuals perform themselves. The predator and prey pop-
ulation split into a number of sub-species, which each enable a part of
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Fig. 10. Prey distribution over the state space under (a) absolute- and (c) relative
evaluation. The size of the circles depict the (logarithmic) number of prey with a spe-
ciﬁc (x,y)-value. (b) Gradient of difference in function landscape of target function 1.
Table 5
Efﬁcacy under 2 mutation rates for target functions 2 and 4 and 3. Results on the orig-
inal target function 1 (α=1) have been added for comparison. Note that in some
simulations the correct parts of a solution were successfully found, but failed to exceed
the threshold for being recognized as successful in time. For functions 2 and 4, 50 sim-
ulations per mutation rate are performed, and because of the difﬁculty of analysis, only
25 simulations per mutation rate for function 3.
Function μ=1×10−2 μ=2×10−2 Efﬁcacy
1 Main 98/100 100/100 99%
2 α=2 41/50 39/50 80%
2 α=4 38/50 32/50 70%
2 α=8 33/50 35/50 68%
3 3-D 23/25 22/25 90%
4 Mixed terms 47/50 48/50 95%
57F.K. de Boer, P. Hogeweg / Ecological Informatics 9 (2012) 47–58the function to be solved. Combined, the resulting parts found in the
predator population provide an ecosystem based solution. This
combination is found automatically with the scavenger extension
where scavengers cooperatively co-evolve with the predators. That
is, their ﬁtness is only implicitly dependent on the behavior of
predators (and prey). Moreover, spatial self-organization aligns com-
plementary partial solutions and co-evolutionary pressures ensure
that a high number of solved prey always correspond to correct
solutions. Therefore, a solution can be extracted with the scavenger ex-
tension by picking a successful predator–scavenger combination (froma prey neighborhood) at a time where a ’considerable’ (for example
25%) number of prey is solved. This makes the scavenger extension a
useful addition on top of the competitive system.
As for the general applicability of the current method in terms of
evolving an ecosystem based solution, the minimum requirement is
that (the solution for a) problem can be separated into different
parts. This excludes the class of problems which allows only binary
ﬁtness for each problem as for example in density classiﬁcation
tasks (Marques-Pita et al., 2008; Pagie and Hogeweg, 2000; Pagie
and Mitchell, 2002) or sorting algorithms (Hillis, 1990). But model
adjustments could be devised to successfully apply our method to
these problems as well. Secondly, it is important that the basins
of attraction and local optima of a problem can be shaped by
co-evolutionary dynamics. Major advantage can be expected for
problems where traditional evolutionary and co-evolutionary
methods would get stuck on a local optimum, or lead via local optima
to a general solution. The present model can exploit such local optima
via overspecialization, either by ﬁnding ecosystem based solutions
before an individual solution or ﬁnding ecosystem based solutions
where individual-based solutions do not evolve at all.
The number of parts in a solution depends on the dimensionality
and degrees of freedom in solving the chosen problem. The more
scavengers are needed, the more difﬁcult it is for those scavengers
to properly align under a predator. Therefore the use of more scaven-
ger populations for higher dimensional problems, is probably not
very feasible. However, the decomposition is already realized in the
predator population by the co-evolutionary dynamics between pred-
ators and prey with the formation of sub-populations and post-
processing methods can be devised to assemble the full solution
from these partial solutions. Moreover, the results for a target with
mixed terms and the work described in (de Boer and Hogeweg,
2010) on polynomial targets show that composite terms can appear.
A single population of scavengers on top of a predator population
can already solve multiple terms without a strict separation of
dimensions.
We conclude that the decomposition is done by the competitive
predator–prey population dynamics (via the relative evaluation and
selection regime) and the correct assembly of complementary solvers
emerges from the spatial self-organization of the system. If a problem
can be formulated in terms of candidate solutions co-evolving with
example problems and partial solutions of the existing problems are
possible, the strong presumption is that the current method can be
applied successfully.
Emphasis in this paper was on the development and analysis of a
method for ecosystem based problem solving, however intriguing
inferences for natural ecosystems arise. First of all, cooperation in
ecosystem does not require communication between cooperators. Sec-
ondly, strong competition, i.e. strong selection in a co-evolutionary
system favors the evolution of cooperation. In other words: it favors
the evolution of specialists and therewith the division of labor. Spatial
self-organization plays an essential role in this, providing the structural
58 F.K. de Boer, P. Hogeweg / Ecological Informatics 9 (2012) 47–58basis of the interacting species. As we have stressed in the paper,
decomposability of the ’problem’ is a requisite, however it comes
naturally in natural ecosystems, as the metaphorical task to be accom-
plished involves different steps in the processing of different building
blocks, for example, in the form of metabolic chains. The full potential
of ecosystem based information processing has yet to be investigated,
both in the context of evolutionary computation, and in the context
of analyzing natural ecosystems. However, we have shown that
ecosystems are capable of decomposing and solving complex
problems.
Acknowledgment
This research is funded by the Netherlands Science Organization
(NWO) under grant number 612.060.522.
References
Angeline, P.J., Pollack, J.B., 1993. Competitive environments evolve better solutions for
complex tasks. in: Proceedings of the 5th International Conference on Genetic
Algorithms, San Francisco, CA, USA, pp. 264–270.
Boer, F.D., Hogeweg, P., 2007. The role of speciation in spatial coevolutionary function
approximation. ACM, London, United Kingdom, pp. 2437–2441.
Bucci, A., Pollack, J.B., 2005. On identifying global optima in cooperative coevolution.
GECCO ’05: Proceedings of the 2005 conference on Genetic and evolutionary
computation. ACM, New York, NY, USA, pp. 539–544.
Cartlidge, J., Bullock, S., 2004. Combating coevolutionary disengagement by reducing
parasite virulence. Evolutionary Computation 12, 193–222.
Cliff, D., Miller, G.F., 1995. Tracking the red queen: measurements of adaptive progress
in co-evolutionary simulations. Proceedings of the Third European Conference on
Advances in Artiﬁcial Life. Springer-Verlag, London, UK, pp. 200–218.
Crombach, A., Hogeweg, P., 2009. Evolution of resource cycling in ecosystems and
individuals. BMC Evolutionary Biology 9, 122.
de Boer, F.K., Hogeweg, P., 2010. Eco-evolutionary dynamics, coding structure and the
information threshold. BMC Evolutionary Biology 10, 361.
De Jong, E.D., Pollack, J.B., 2004. Ideal evaluation from coevolution. Evolutionary
Computation 12, 159–192.
Ficici, S.G., Pollack, J.B., 1998. Challenges in coevolutionary learning: arms-race
dynamics, open-endedness, and mediocre stable states. Proceedings of the Sixth
International Conference on Artiﬁcial Life. MIT Press, pp. 238–247.
Hillis, W.D., 1990. Co-evolving parasites improve simulated evolution as an optimization
procedure. Physica D 42, 228–234.
Husbands, P., 1994. Distributed coevolutionary genetic algorithms for multi-criteria
and multi-constraint optimisation. Selected Papers from AISB Workshop on
Evolutionary Computing. Springer-Verlag, London, UK, pp. 150–165.
Juillé, H., Pollack, J.B., 1996. Co-evolving intertwined spirals. Evolutionary Program-
ming V: Proceedings of the Fifth Annual Conference on Evolutionary Programming,
pp. 461–467.Khare, V., Yao, X., 2002. Artiﬁcial speciation of neural network ensembles. in:
Proceedings of the 2002 UK Workshop on Computational Intelligence
(UKCI'02), pp. 96–103.
Koza, J.R., 1992. Genetic programming: on the programming of computers by means of
natural selection. MIT Press, Cambridge, MA, USA.
Mahfoud, S.W., 1995. A comparison of parallel and sequential niching methods.
Proceedings of the 6th International Conference on Genetic Algorithms. Morgan
Kaufmann Publishers Inc., San Francisco, CA, USA, pp. 136–143.
Marques-Pita, M., Mitchell, M., Rocha, L.M., 2008. The role of conceptual structure in
designing cellular automata to perform collective computation. Proceedings of the
7th international conference on Unconventional Computing, UC ’08. Springer-Verlag,
Berlin, Heidelberg, pp. 146–163.
Mitchell, M., Thomure, M.D., Williams, N.L., 2006. The role of space in the success of
coevolutionary learning, artiﬁcial life X. Proceedings of the Tenth International
Conference on the Simulation and Synthesis of Living Systems, pp. 118–124.
Pagie, L., Hogeweg, P., 1997. Evolutionary consequences of coevolving targets.
Evolutionary Computation 5, 401–418.
Pagie, L., Hogeweg, P., 2000. Information integration and red queen dynamics in
coevolutionary optimization. Proceedings of the 2000 Congress on Evolutionary
Computation, Vol. 2, IEEE, 2000, pp. 1260–1267.
Pagie, L., Mitchell, M., 2002. A comparison of evolutionary and coevolutionary search.
International Journal of Computational Intelligence and Applications 1, 53–69.
Paredis, J., 1995. Coevolutionary computation. Artiﬁcial Life 2, 355–375.
Paredis, J., 1997. Coevolving cellular automata: be aware of the red queen! Proceedings
of the Seventh International Conference on Genetic Algorithms.
Potter, M.A., de Jong, K.A., 2000. Cooperative coevolution: an architecture for evolving
coadapted subcomponents. Evolutionary Computation 8, 1–29.
Potter, M.A., de Jong, K.A., 1994. A cooperative coevolutionary approach to function
optimization. In: Davidor, Y., Schwefel, H.-P., Manner, R. (Eds.), Proceedings of
the Third Conference on Parallel Problem Solving from Nature, volume 866 of
Lecture notes in computer science, pp. 249–257.
Rosin, C.D., Belew, R.K., 1997. New methods for competitive coevolution. Evolutionary
Computation 5, 1–29.
K. Sims, Evolving 3 d morphology and behavior by competition, in: Highlights of the
AlifeIV Conference, volume 1 of Artiﬁcial Life IV, pp. 353–372.
Smith, R.E., Forrest, S., Perelson, A.S., 1993. Searching for diverse, cooperative
populations with genetic algorithms. Evolutionary Computation 1, 127–149.
Watson, R.A., Pollack, J.B., 2001. Coevolutionary dynamics in a minimal substrate.
Proceedings of the Genetic and Evolutionary Computation Conference, GECCO-
2001. Morgan Kaufmann, pp. 702–709.
Wiegand, P., 2004. An Analysis of Cooperative Coevolutionary Algorithms, Ph.D. thesis,
Department of Computer Science, George MAson University, Fairfax, VA.
Wiegand, R.P., Sarma, J., 2004. Spatial embedding and loss of gradient in cooperative
coevolutionary algorithms. Parallel Problem Solving from Nature - PPSN VIII, Vol.
3242. Springer, Berlin / Heidelberg, pp. 912–921.
Williams, N., Mitchell, M., 2005. Investigating the success of spatial coevolutionary
learning. in: Proceedings of the 2005 Genetic and Evolutionary Computation Con-
ference, pp. 523–530.
Yao, X., Liu, Y., 1998. Making use of population information in evolutionary artiﬁcial
neural networks. IEEE Transactions on Systems, Man, and Cybernetics—Part B:
Cybernetics 28, 417–425.
