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Einleitung 
 
 
Die optimale Ausnutzung zur Verfügung stehender Produktionskapazitäten ist für Unternehmen 
unerlässlich, um die Produktionskosten zu senken und damit die Wettbewerbsfähigkeit zu steigern. 
Eine zielorientierte, durchdachte Planung bildet hierfür die Grundlage. Ihre Aufgabe besteht zu-
nächst einmal darin, den zu fertigenden Produkten bestimmte Produktionsvorgänge zuzuordnen. 
Diese wiederum müssen in einem weiteren Schritt auf geeignete Maschinen verteilt werden, wobei 
bestimmte Zeitrahmen festgelegt werden. Um erfolgreich zu sein, ist es für eine Planung außerdem 
zwingend erforderlich, eine Reihe von Nebenbedingungen zu beachten. So müssen beispielsweise 
einzuhaltende Produktionspausen, alternativ einsetzbare Maschinen oder kapazitätsbeschränkte La-
ger berücksichtigt werden. Ein wesentliches Ziel dabei stellt die Minimierung der Durchlaufzeit, 
also der benötigten Produktionsdauer dar, neben der jedoch auch die Verringerung der Rüstzeit und 
die Einhaltung der Lieferfrist von großer Bedeutung sind. Weitere Ziele sind denkbar, beispielswei-
se die Minimierung anfallender Rüstkosten, die bei der Reinigung von Maschinen entstehen kön-
nen. Diese Ziele werden meist in einer zu minimierenden Kostenfunktion zusammengefasst. 
 
Zur Lösung der Problemstellungen soll ein auf statistischen Verfahren aus der Physik basierender 
Optimierungsalgorithmus entwickelt werden. Ziel dieser Arbeit ist es, ein möglichst einfaches Ver-
fahren zu finden, mit Hilfe dessen man in möglichst kurzen Rechenzeiten möglichst gute Ergebnis-
se für realistische Problemstellungen erhalten kann. Oder anders ausgedrückt: Es wird nicht nach 
einem komplexen Verfahren gesucht, das auf einem stark vereinfachten, eigens konstruierten aka-
demischen Benchmark in beliebig langer Rechenzeit ein Optimum finden und die Optimalität der 
gefundenen Lösung beweisen kann. Zusätzlich wird versucht, die für den Algorithmus nötigen Pa-
rameter automatisch zu steuern, so dass die Simulationen, nachdem das Modell von einem Experten 
erstellt wurde, auch von Produktionsplanern, die mit Optimierungsproblemen nicht vertraut sind, 
durchgeführt werden können. 
 
Ein gutes Verfahren allein garantiert jedoch nicht den Erfolg. Ebenso wichtig ist die Darstellung des 
Optimierungsproblems in Form eines Modells. Im Modell werden die für lokale Suchverfahren be-
nötigte Nachbarschaft und die Abbildung der Nebenbedingungen festgelegt. Diese müssen auf das 
Verfahren zugeschnitten sein. So ist eine günstige Kombination aus Modell und darauf arbeitendem 
Optimierungsverfahren erforderlich, um erfolgreich Optimierungsprobleme bestmöglich zu lösen. 
Das Modell soll dabei die benötige Funktionalität für eine Vielzahl an Problemstellungen zur Ver-
fügung stellen, so dass die erstellte Software in einem breiten Problemfeld ohne spezielle Anpas-
sungen eingesetzt werden kann. Zu den Standardproblemstellungen aus dem Bereich Scheduling, 
den JobShop- und FlowShop-Problemen, soll vor allem noch die Funktionalität einer variablen 
Losgröße zur Verfügung gestellt werden. Dies soll jedoch nicht zu einer ‚eierlegenden Wollmilch-
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sau’ führen, mit deren Hilfe sämtliche denkbare Problemstellungen besser gelöst werden können als 
auf einzelne Optimierungsprobleme spezialisierte Verfahren. Eine Erweiterung der Modellierung 
auf bestimmte Problemstellungen kann in Einzelfällen durchaus erforderlich sein. 
 
Getestet wird die so erstellte Kombination aus Modell und darauf arbeitendem Verfahren an ver-
schiedenen realistischen Benchmarks aus dem Bereich der Prozessindustrie und der diskreten In-
dustrie. Dabei werden Problemstellungen verschiedener Firmen verwendet, die die Funktionalität 
mehrerer zum Teil real existierender Produktionsanlagen miteinander kombinieren, um den Einsatz 
verschiedenster Verfahren hinsichtlich ihrer Bedürfnisse zu vergleichen.  
 
Die Arbeit ist in zehn Kapitel aufgeteilt. In Kapitel 1 wird die zugrundeliegende Problemstellung 
der Produktionsplanung mit der benötigten Funktionalität erläutert. Kapitel 2 gibt einen kurzen Ü-
berblick über Verfahren, die zur Lösung der gestellten Aufgabe verwendet werden können und er-
läutert die in dieser Arbeit verwendeten Verfahren aus dem Bereich Local Search. In Kapitel 3 wer-
den zwei grundsätzlich unterschiedliche Ansätze gezeigt, mit deren Hilfe sich Produktionspla-
nungsprobleme abbilden lassen. Es handelt sich dabei um ein Modell basierend auf einer Spin-
darstellung, wobei die meisten der Nebenbedingungen als Strafterm in der Kostenfunktion model-
liert sind, und ein Modell mit einer direkten Repräsentation der benötigten Funktionalität, bei dem 
die meisten Nebenbedingungen von jeder Lösung beachtet werden. Ein Vergleich der beim Simula-
ted Annealing temperaturabhängigen Observablen wird in Kapitel 4 zwischen verschiedenen Mo-
dellen eines Spinglases und der zwei zuvor beschriebenen Modelle für Produktionsplanungsprob-
leme durchgeführt. In den Kapiteln 5 bis 8 wird das erarbeitete Modellierungs- und Optimierungs-
konzept auf verschiedenen Problemstellungen getestet. Neben einfachen JobShop-Problemen, wo-
bei sich der Begriff ‚einfach’ hier auf die benötigte Funktionalität bezieht, werden vor allem 
Benchmarks der BASF AG und SAP AG ausführlicher diskutiert. Im folgenden Kapitel 9 wird die 
bereits erwähnte Funktionalität der variablen Losgrößenplanung dem Modell als Funktionalität hin-
zugefügt und anhand einer komplexen Problemstellung von H. Westenberger und J. Kallrath 
([9.1]), das in einer Kooperation der BASF AG und der Bayer AG entstand, getestet. Im zehnten 
Kapitel werden schließlich verschiedene Modellierungen für eine Problemstellung aus der diskreten 
Industrie, dem Fließbandproblem, vorgestellt.  
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Kapitel 1  
 
Problemstellung 
 
 
1.1 Einleitung 
Das hier betrachtete Produktionsplanungsproblem besteht aus n Aufträgen, die auf m Maschinen 
bearbeitet werden. Ein Produktionsplan legt die Produktionsintervalle der einzelnen Aufträge auf 
den Maschinen fest. Der Produktionsplan ist gültig, falls sich die Produktionsintervalle eines Auf-
trages und die Produktionsintervalle der Aufträge auf einer Maschine nicht überschneiden. Ein Auf-
trag kann somit nicht auf mehreren Maschinen gleichzeitig bearbeitet werden und eine Maschine 
kann nur einen Auftrag zu einer bestimmten Zeit bearbeiten. Zusätzlich muss ein gültiger Produkti-
onsplan noch weitere problemspezifische Restriktionen einhalten. Zu diesen Restriktionen gehören 
zeitliche Bedingungen, sekundäre Ressourcen, Lager usw.. Das Produktionsplanungsproblem wird 
durch die Maschinen, Aufträge und Restriktionen bestimmt (siehe dazu auch [1.1]). Die einzelnen 
benötigten Funktionalitäten werden im Folgenden der Reihe nach eingeführt. 
 
 
1.2 Maschine 
Bei mehreren Maschinen unterscheidet man die Problemstellung nach der Reihenfolge, in der die 
Maschinen von den Aufträgen benötigt werden: 
• Existiert eine feste, für alle Aufträge gültige Reihenfolge, so bezeichnet man das Problem im 
Allgemeinen als ein FlowShop-Problem. 
• Unterscheiden sich die Reihenfolgen der einzelnen Aufträge voneinander, so handelt es sich 
um ein JobShop-Problem. 
• Existiert keine feste Reihenfolge, so hat man ein OpenShop-Problem zu bearbeiten, bei dem 
neben den Produktionsintervallen noch die Reihenfolge, in der die Maschinen benötigt wer-
den, für jeden Auftrag festzulegen sind. 
• Neben diesen drei Standard-Problemstellungen existieren bei real vorkommenden Problem-
stellungen natürlich noch Probleme, die aus einer Kombination der beschriebenen Bedingun-
gen bestehen. Zusätzlich kann es vorkommen, dass manche Aufträge nicht alle Maschinen 
benötigen, wie z.B. im Westenberger-Kallrath-Problem (vgl. Kapitel 9). 
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1.3 Alternative Maschinen 
Statt einer einzelnen Maschine kann auch eine Gruppe von Maschinen existieren, die alternativ zu-
einander die Produktion durchführen können. Solche alternativen Maschinen werden in Produkti-
onsstufen zusammengefasst. Bei den Produktionsproblemen spricht man bei alternativen Maschinen 
dann vom Flexible-FlowShop, Flexible-JobShop oder Flexible-OpenShop-Problem. 
 
 
1.4 Umrüsten der Maschinen 
Zwischen der Ausführung der einzelnen Aufträge auf einer Maschine kann eine Reinigung oder 
Umrüstung nötig sein. Dadurch wird die Maschine auf die Ausführung eines anderen Auftrags vor-
bereitet (z.B. Austausch eines Werkzeugs an der Maschine). Die Dauer des Rüstvorgangs kann da-
bei von der Maschine und der Reihenfolge der zu fertigenden Aufträge abhängen. Teilweise sind 
bei der Umrüstung noch zeitliche Bedingungen zu beachten, so ist z.B. bei Westenberger-Kallrath 
eine Reinigung auf jeden Fall durchzuführen, falls nach dem Ende eines Auftrags nicht sofort ein 
anderer Auftrag gestartet wird. Zusätzlich zur Rüstdauer können Kosten bei der Umrüstung auftre-
ten, z.B. Material- und Energieverbrauch oder die Entsorgung anfallender Reststoffe. Neben diesen 
unmittelbaren Ausgaben bestehen die Rüstkosten noch aus sog. Opportunitätskosten. Darunter ver-
steht man die Deckungsbeiträge, die dem Unternehmen deshalb entgehen, weil die Anlage während 
der Rüstzeit nicht produzieren kann. Da die Fertigungskapazitäten regelmäßig knapp sind, besteht 
der überwiegende Teil aus Opportunitätskosten. Die Bestimmung dieser Kosten ist meist problema-
tisch. Bei der Optimierung werden deshalb bei den Rüstkosten nur die unmittelbaren Kosten be-
trachtet. 
 
 
1.5 Produktionszeit eines Auftrags 
Die Produktionszeit eines Auftrags ist abhängig von den Eigenschaften des Auftrags und denen der 
zur Produktion gewählten Maschinen. Manche Maschinen sind neuerer Bauart und deshalb schnel-
ler beim Bearbeiten des Auftrags. 
 
 
1.6 Zeitliche Bedingungen 
Es existieren zeitliche Bedingungen für die Maschinen und Aufträge, die in der Regel strikt einzu-
halten sind. Eine Verletzung des Liefertermins (vgl. Kapitel 1.6.2) kann unter bestimmten Umstän-
den jedoch zulässig sein. Die Minimierung solcher Verletzungen stellt dann ein weiteres Optimie-
rungsziel dar. 
 
1.6 Zeitliche Bedingungen  5 
1.6.1 Zeitliche Bedingungen der Maschinen 
Bei der Planung sind frühest mögliche Zeitpunkte, ab denen die Maschinen für die Produktion ein-
setzbar werden, zu beachten. Folgende Umstände können diesen Zeitpunkt beeinflussen: 
• Aufgrund vorhergehender Planung kann es sein, dass eine Maschine bis zu einem bestimmten 
Zeitpunkt bereits ausgelastet, also nicht verfügbar ist (rollierende Planung). 
• Bei der Neuanschaffung einer Maschine steht diese erst nach ihrer Aktivierung zur Verfü-
gung. 
• Durch die Wartung einer Maschine kann es zu längeren Ausfallzeiten kommen. 
 
1.6.2 Zeitliche Bedingung der Aufträge 
Bei den Aufträgen kann neben dem frühesten Startzeitpunkt auch das letztmögliche Ende der Pro-
duktion vorgegeben sein. Im Unterschied zum frühesten Startzeitpunkt (release date), der immer 
einzuhalten ist, unterscheidet man bei dem letzten Produktionszeitpunkt, dem Lieferzeitpunkt, zwi-
schen einer deadline, die bei der Produktion ebenfalls eine harte Schranke darstellt, und einem due 
date, einer weichen Schranke, die nicht unbedingt eingehalten werden muss, deren Einhaltung aber 
wünschenswert ist. Je nachdem, wie wichtig die Einhaltung der weichen Lieferfrist (due date) ist, 
lassen sich verschiedene Prioritäten definieren. 
 
Die zeitlichen Bedingungen können von folgenden Gegebenheiten beeinflusst werden:  
• Benötigte Materialien/Rohstoffe stehen noch nicht zur Verfügung und werden erst zu einem 
bestimmten Zeitpunkt geliefert. Dies verzögert womöglich die Ausführung der Aufträge und 
erhöht evtl. deren frühest möglichen Startzeitpunkt (release date). 
• Eine Nichteinhaltung der festen Lieferfrist (deadline) führt zu Umsatzverlusten, da der Kunde 
seinen Auftrag zurückzieht (lost sales). 
• Eine Überschreitung der weichen Lieferfrist (due date) bedingt eine Konventionalstrafe bzw. 
Verzugskosten. Zusätzlich ist ein Imageverlust die Folge, der die Hinwendung des Kunden zu 
einer konkurrierenden Firma wahrscheinlich macht (goodwill Verlust). 
 
1.6.3 Zeitliche Bedingung zwischen Aufträgen 
Falls Material zwischen verschiedenen Aufträgen ausgetauscht wird, kommt es zu zeitlichen Bedin-
gungen zwischen den Aufträgen. Ein Auftrag kann z.B. erst dann starten, wenn ein anderer, der 
Rohstoffe liefert, bereits teilweise oder vollständig abgearbeitet ist. Neben dieser Minimalabstands-
bedingung, bei der ein minimaler Abstand zwischen Zeitpunkten der Aufträge (z.B. den Startzeit-
punkten) festgelegt wird, existieren noch Maximalabstände. Nötig können solche Maximalabstände 
möglicherweise aufgrund von Verfallszeiten (shelf live time) von Materialien werden. Ein solcher 
Maximalabstand kann dazu führen, dass zwei Aufträge direkt nacheinander auszuführen sind, falls 
z.B. Materialien nicht gelagert werden können.  
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1.7 Multiressourcen 
Neben den bereits eingeführten Maschinen, die nur jeweils einen Auftrag gleichzeitig ausführen 
können, bedarf es möglicherweise zusätzlich noch weiterer Ressourcen. Dabei kann es sich z.B. um 
Arbeitskräfte oder erforderliches Werkzeug handeln, die eventuell gleichzeitig von mehreren Ma-
schinen benötigt werden. Jede dieser Multiressourcen besitzt eine zeitabhängige Kapazität. Die für 
einem Auftrag benötigte Kapazität kann ebenfalls zeitabhängig sein. Stehen alternative Multires-
sourcen zur Verfügung, so kann es sein, dass die Wahl der Multiressource die Produktionszeit be-
einflusst, z.B. durch Experten-Arbeiter, die einen Arbeitsvorgang schneller durchführen können als 
die ‚normalen’ Arbeitskräfte. 
 
 
1.8 Lager 
Lager dienen zur Aufbewahrung anfallender Zwischen- und Endprodukte und können einen maxi-
malen Füllstand und/oder einen Mindestfüllstand aufweisen. Es gibt Lager, in denen nur ein Mate-
rial gelagert werden kann (z.B. Silos) oder solche, in denen verschiedene Materialien gleichzeitig 
gelagert werden können (z.B. Kühlhäuser; hier werden die Materialien verpackt auf Paletten gela-
gert).  
 
 
Die bisherigen Funktionalitäten 1.2 bis 1.8 werden im Allgemeinen auch als MRCPSP (Multi-
Mode Resource Constrained Project Scheduling Problem) bezeichnet. 
 
 
1.9 Pausen 
Pausen treten auf, wenn es zu Produktionsunterbrechungen kommt. Dies kann in Mittagspausen, 
nicht vorhandenen Nachtschichten oder am Wochenende der Fall sein. Manche der Pausen sorgen 
für eine harte Produktionsunterbrechung, bei der keiner der Aufträge unterbrochen werden darf, d.h. 
wird ein Auftrag vor einer solchen Pause begonnen, so muss er auch vor der Pause beendet werden. 
Andere Pausen erlauben eine Pausierung bei der Produktion, d.h. Aufträge dürfen vor der Pause 
begonnen werden und können nach der Pause weiterbearbeitet werden. Die Produktionszeit des 
Auftrags wird dabei um die Pausendauer erhöht. Allerdings gibt es Aufträge, die niemals durch 
Pausen unterbrochen werden dürfen, z.B. weil Reaktionen mit fest vorgegebener Reaktionszeit 
stattfinden.  
 
 
1.10 Maschinenkosten 
Bei der Benutzung einzelner Maschinen, Multiressourcen oder Lager kann es zu Kosten kommen. 
Eine Maschine älterer Bauart benötigt möglicherweise mehr Energie bei der Produktion oder er-
zeugt höhere Wartungskosten.  
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1.11 Losgröße 
Unter einer Losgröße eines Auftrags versteht man die Menge der durch den Auftrag hergestellten 
Produkte. Die Losgröße eines Auftrags kann bei der Planung festgelegt sein (fixierte Losgröße) o-
der erst durch diese bestimmt werden (variable Losgröße), wobei die Losgröße innerhalb bestimm-
ter Grenzen frei gewählt werden kann, ohne dabei die Produktionsdauer des Auftrags zu verändern. 
Diese Grenzen sind in der chemischen Industrie z.B. vorgegeben durch die maximale Kapazität 
oder die Mindestfüllmenge eines Reaktionsgefäßes. 
 
 
1.12 Zielkriterien 
Bei der Optimierung in der Produktionsplanung sollen die Kosten der Produktion gesenkt werden. 
Da diese Kosten in der Regel nicht direkt ermittelbar sind, strebt man die Optimierung zeitbezoge-
ner Ziele an. Neben der Durchlaufzeit der Standard-Probleme existieren bei den meisten realen 
Problemen verschiedene andere Ziele mit unterschiedlichen Prioritäten, die bei der Optimierung zu 
beachten sind.  
 
a) Durchlaufzeit (makespan): 
Unter der Durchlaufzeit soll im weiteren Verlauf der Arbeit die Zeitspanne zwischen dem Be-
ginn der Produktion und der Fertigstellung aller Aufträge, also die gesamte Produktionsdauer, 
verstanden werden. 
Die Minimierung der Durchlaufzeit stellt ein wesentliches Ziel der Planung dar. Eine Verkür-
zung der Durchlaufzeit führt zu einer besseren Auslastung der Maschinen und damit zu einer er-
höhten Effizienz. Die relativen Produktionskosten der Aufträge sinken. 
 
b) Verspätung (lateness): 
Eine Verspätung stellt eine Verletzung der weichen Lieferfrist (due date) eines Auftrags dar. 
Hier unterscheidet man zwischen: 
• der Summe der gewichteten Verspätungen, 
• der maximalen Verspätung und 
• der Anzahl der Verspätungen. 
Man ist bestrebt, die vorgegebenen Fertigstellungstermine einzuhalten, da bei einer Überschrei-
tung derselben mit Kosten zu rechnen ist (vgl. Kapitel 1.6.2). Eine Optimierung erfolgt mit Hilfe 
eines oder mehrerer der angesprochenen Ziele. 
 
c) Rüstzeiten (setup time) 
Die Reduzierung der Rüstzeiten (vgl. Kapitel 1.4) soll eine Reduzierung der Opportunitätskos-
ten zur Folge haben, da bei knappen Fertigungskapazitäten mit einer Steigerung der Produktivität 
der Anlage bei reduzierten Rüstzeiten gerechnet werden kann.  
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d) Rüstkosten (setup cost) 
Die Minimierung der Summe der anfallenden Rüstkosten (vgl. Kapitel 1.4) stellt ein weiteres 
Optimierungsziel dar. 
 
e) Maschinenkosten 
Werden bestimmten Maschinen ‚virtuelle’ Kosten zugeordnet, so kann nach einer Simulation mit 
dem Optimierungsziel der Minimierung der Maschinenkosten (vgl. Kapitel 1.10) festgestellt 
werden, ob diese Maschinen für die Produktion benötigt werden. 
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Kapitel 2  
 
Optimierungsverfahren 
 
 
2.1 Einleitung 
 
Bei den im Folgenden dargestellten Scheduling Problemen wird nach einer Lösung gesucht, deren 
Kosten minimal sind. Die Darstellung des Optimierungsproblems erfolgt mittels einer Konfigurati-
on. Die Menge aller Konfigurationen wird als Konfigurationsraum K bezeichnet. Ist K endlich oder 
abzählbar unendlich, so spricht man von einem kombinatorischen Optimierungsproblem. Durch 
eine Zielfunktion  werden jeder Konfiguration Kosten zugeordnet. Eine Konfiguration 
 ist ein globales Optimum, falls ihre Kosten minimal sind 
RKf z →:
Kk ∈ ( ) ( )( )Kiifkf ∈∀≤ .  
 
 
2.2 Exakte Verfahren 
 
2.2.1 Vollständige Enumeration 
Die konzeptuell einfachste Methode, alle global optimalen Lösungen zu finden, besteht darin, den 
gesamten Konfigurationsraum abzusuchen. Die exakte Enumeration ist bei realistischen Problemen 
meist nicht möglich, da bereits bei kleinen Problemstellungen K sehr groß ist. Angenommen, man 
hat ein Optimierungsproblem mit n binären Entscheidungsvariablen und die benötigte Rechenzeit 
für die Berechnung der Zielfunktion beträgt 10-10 Sekunden, so würde man die in Tabelle 2.1 ange-
gebene Gesamtrechenzeit für eine vollständige Enumeration benötigen. 
 
n 25 50 75 100 
t 3104.3 −⋅  Sekunden 31 Stunden 5102.1 ⋅  Jahre 12100.4 ⋅  Jahre 
Tabelle 2.1:  Benötigte Rechenzeit (t) für die vollständige Enumeration bei einer Problemstellung mit n binären Ent-
scheidungsvariablen (z.B. Ising-Spins), falls die Berechnung einer Lösung 10-10 Sekunden benötigt. 
 
Insgesamt gesehen ist es bereits bei mittleren Problemstellungen zwischen 50 und 75 binären Ent-
scheidungsvariablen unmöglich, dieses Problem zu lösen. Auch bei kleineren Problemstellungen 
kann dieses Verfahren bei begrenzter Rechenzeit nicht durchgeführt werden. 
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2.2.2 Branch&Bound (B&B) 
Ein globales Optimum lässt sich möglicherweise auch finden, ohne alle Konfigurationen zu bewer-
ten. Bei diesem Verfahren werden die beiden folgenden Komponenten benötigt: 
• Branching 
Die Konfigurationen bilden die Spitzen der Äste einer Baumstruktur. Jede Verzweigung/Knoten 
stellt bestimmte Systemeigenschaften dar, die alle Konfigurationen besitzen, die von diesem 
Knoten aus erreicht werden können. 
• Bounding 
Es existiert ein Verfahren, das für jeden Knoten eine untere Schranke für die Lösungsqualität an-
geben kann, die für alle von diesem Knoten erreichbaren Konfigurationen gilt. Eine obere 
Schranke für die Lösungsqualität ergibt sich aus der besten bisher gefundenen Konfiguration. Ist 
nun die untere Schranke eines Knotens größer als die obere Schranke, so kann der Teilbaum un-
ter diesem Ast ‚abgeschnitten’ werden. Die erreichbaren Konfigurationen müssen nicht mehr be-
achtet werden, da ihre Lösungsqualität schlechter ist als die der besten bisher gefundenen. 
Durch geeignete Wahl des branching und des bounding kann so die Anzahl der zu bewertenden 
Konfigurationen eingeschränkt werden und damit die Problemstellung in vertretbarer Rechenzeit 
gelöst werden. Allerdings ist hier nicht sichergestellt, dass jede auf einer Instanz der Problemstel-
lung erfolgreiche Wahl auf anderen Instanzen der gleichen Problemstellung ebenso erfolgreich ist. 
Unter ‚erfolgreich’ wird hier eine möglichst kurze Rechenzeit verstanden. 
 
 
2.3 Heuristiken 
 
2.3.1 Zufallssuche 
Die einfachste, wenn auch nicht unbedingt erfolgreichste Heuristik ist die Zufallssuche. Bei dieser 
werden aus K zufällig Lösungen gewählt und die beste gespeichert. Allerdings kann man dabei 
nicht sicher sein, ein globales Optimum gefunden zu haben. Meist ist die auf diese Weise erreichte 
Lösungsqualität nicht besonders überzeugend. 
 
2.3.2 Konstruktionsheuristiken 
Diese Heuristiken versuchen, schrittweise eine Lösung aufzubauen. Ähnlich der Vorgehensweise 
eines Menschen wird dabei jede neue Komponente möglichst optimal in die bereits bestehende 
Teillösung integriert. 
So wird beim BestInsertion ([2.1]) ein Ort in einem TSP (travelling salesperson problem) an der 
Stelle in eine noch unvollständige Tour einsetzt, an der er die gesamte Wegstrecke am wenigsten 
vergrößert. 
Bei Sequenzproblemen in der Automobilindustrie versucht man, die nächste zu planende Position 
mit einem Fahrzeug zu belegen, das die wenigsten (gewichteten) Restriktionen verletzt (siehe dazu 
z.B. [2.2]). 
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Bei Scheduling-Problemen, wie sie in dieser Arbeit diskutiert werden, werden bestimmte zu pla-
nende Operationen nach ihren Eigenschaften priorisiert und dann nacheinander aktiv oder semiaktiv 
(vgl. Kapitel 3.2.6.4) in den bereits bestehenden Plan eingefügt. Dabei gibt es die verschiedensten 
Vorgehensweisen (vgl. z.B. [2.3], [2.4]), die davon abhängig sind, welche Funktionalitäten vorhan-
den sind. 
Die einzelnen Vorgehensweisen unterscheiden sich beispielsweise dadurch voneinander, dass zu-
nächst Operationen 
• mit kürzester Produktionsdauer, 
• mit längster Produktionsdauer, 
• mit kleinstem Lieferzeitpunkt, 
• mit der geringsten Zeitspanne zwischen frühestem und spätestem Startzeitpunkt (z.B. gegeben 
durch Lieferzeitpunkt), 
• mit längster Restlaufzeit, gegeben durch die Produktionsdauern der Nachfolger, 
• mit größtem Ressourcenverbrauch oder 
• mit den meisten direkten Nachfolgern 
geplant werden.  
Existieren verschiedene Möglichkeiten eine Operation auszuführen, so kann man diejenige 
• mit kürzester Produktionsdauer, 
• mit minimalem Verhältnis von Ressourcenbedarf zu Ressourcenkapazität oder 
• mit minimalem Verhältnis von Ressourcenauslastung zu Ressourcenkapazität 
wählen. 
 
Im Folgenden werden Verbesserungsheuristiken vorgestellt, die ausgehend von einer vollständigen 
Lösung, durch Veränderungen eine weitere erzeugen und so versuchen, schrittweise die Lösungs-
qualität zu verbessern. 
 
2.3.3 Local Search (LS) 
LS startet mit einer beliebigen gültigen Lösung und versucht, diese schrittweise zu verbessern. Da-
zu werden Veränderungen an der aktuellen Lösung vorgenommen und mittels eines Auswahlkrite-
riums entschieden, welche davon beibehalten werden sollen. Die erlaubten Veränderungen definie-
ren die Nachbarschaft N im Konfigurationsraum. Jede Konfiguration aus der Menge ( ) KkN ⊆  ist 
dabei ein Nachbar der Konfiguration k. Verknüpft man den Konfigurationsraum mit der Nachbar-
schaftsstruktur, so erhält man den Suchraum. Die Bewertung aller Konfigurationen im Suchraum 
mit ihrer Zielfunktion ergibt die Energielandschaft. Bei LS bewegt man sich nun schrittweise durch 
diesen Suchraum, mit Hilfe der Moves, die aus einer Konfiguration k k’ erzeugen, wobei ( )kNk ∈' . 
Eine Konfiguration k ist ein lokales Optimum, falls ( ) ( ) ( )( )kNiifkf ∈∀≤ . Die Menge der 
lokalen Optima hängt somit im Unterschied zu den globalen Optima sehr stark von der gewählten 
Nachbarschaft ab. Unter einer Ebene oder einem Plateau soll im Folgenden eine Konfiguration k 
verstanden werden, die bzgl. ihrer Nachbarn die gleiche Energie besitzt ( ) ( ) ( )( )kNiifkf ∈∀= . 
Nach der obigen Definition stellt eine solche Konfiguration (Ebene/Plateau) ein lokales Optimum 
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dar. Es soll nun noch ein striktes lokales Optimum k’ definiert werden durch 
. Dieses existiert jedoch nicht unbedingt. Die folgenden Verfahren kön-
nen dem Bereich LS zugeordnet werden. Sie unterscheiden sich meist in der Akzeptanzwahrschein-
lichkeit der vorgenommenen Veränderungen. Zur vertiefenden Lektüre der folgenden Verfahren 
bieten sich u.a. folgende Werke an: [2.5], [2.6].  
( ) ( ) ( )( '' kNiifkf ∈∀< )
 
2.3.3.1 Random walk 
Bei der Suche wird jede Lösung akzeptiert. Die beste wird dabei gespeichert. Diese lokale Suche ist 
meist den folgenden Versionen unterlegen. Nur bei schwierigen Problemstellungen, bei denen die 
Nachbarschaft die Suche nicht unterstützt, z.B. bei golf-hole-Problemen, schneiden die folgenden 
Verfahren ähnlich schlecht ab. Golf-hole-Probleme sind solche, bei denen die ‚guten’ Konfiguratio-
nen vereinzelt im Suchraum liegen und zu all ihren Nachbarn hohe Kostendifferenzen aufweisen. 
Der random walk entspricht einer Zufallssuche (vgl. Kapitel 2.3.1). 
 
2.3.3.2 Greedy (GR) 
Bei GR-Verfahren werden bei der Suche grundsätzlich nur Veränderungen akzeptiert, die Verbes-
serungen herbeiführen. Man unterscheidet dabei zwischen den first improvement Strategien, bei 
denen die erste Lösung aus der Nachbarschaft N(k) akzeptiert wird, die besser ist als k, und den best 
improvement Strategien, bei denen die beste Lösung aus N(k) akzeptiert wird, wenn sie besser als k 
ist. Bei beiden Strategien wird die Suche spätestens abgebrochen, sobald ein lokales Optimum ge-
funden ist.  
Eine einfache Möglichkeit, lokalen Optima zu entkommen, die Plateaus darstellen, besteht darin, 
neben den verbessernden Veränderungen auch solche zu akzeptieren, die die Lösungsqualität nicht 
verschlechtern. Hier wird die Suche dann nicht mehr notwendigerweise in einem lokalen Optimum 
beendet, sondern nur noch in strikten lokalen Optima. Es kann nun vorkommen, dass zum Ende der 
Suche eine Menge an Lösungen K’ endlos durchsucht wird, für die gilt: ( ) ( )( )', Kkiifkf ∈∀= . 
Somit sollte noch ein weiteres Kriterium zum Beenden der Suche festgelegt werden, z.B. die 
maximale Anzahl an erzeugten Lösungen. Diese Variante des first improvement konnte beim Ein-
satz bei Scheduling Problemen Verbesserungen gegenüber der anfangs definierten GR-Strategie 
erzielen ([2.7]). Im Vergleich zu anderen Verfahren (z.B. Simulated Annealing (SA)) konnte sich 
GR jedoch nicht als eigenständiges Optimierungsverfahren behaupten. Nur bei solchen Problemen, 
die wenige Täler im Suchraum besitzen, arbeitet dieses Verfahren wirklich erfolgreich. Meist wird 
GR in Kombination mit anderen Verfahren eingesetzt, um ein lokales Optimum in der Nachbar-
schaft einer gegebenen Lösung zu finden, z.B. am Ende der Simulation mit SA. 
 
2.3.3.3 Simulated Annealing (SA) und Threshold Accepting (TA) 
Mit den GR Strategien ist es nicht möglich, aus (strikten) lokalen Optima zu entkommen. Die bei-
den Strategien SA und TA versuchen diesen Nachteil auszugleichen, indem auch schlechtere Lö-
sungen akzeptiert werden. Ein Kontrollparameter steuert, wie stark die Verschlechterung sein darf. 
Grundsätzlich werden am Anfang größere Verschlechterungen akzeptiert als gegen Ende der Simu-
lation. Diese Heuristiken werden in Kapitel 2.4 ausführlicher diskutiert. 
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2.3.3.4 Great Deluge Algorithm (GDA) 
Hier wird das biblische Szenario einer Sintflut simuliert, wobei Noah, diesmal ohne seine Arche, 
versucht, den höchsten Gipfel trockenen Fußes zu erreichen. Bei der Optimierung sucht man den 
tiefsten Punkt in der Energielandschaft, ähnlich einem Fisch in einem austrocknenden Tümpel, d.h. 
der Wasserstand beginnt bei einem hohen Wert und sinkt schließlich, bis das System in einem loka-
len Optimum gefangen ist. Bei diesem Sintflutalgorithmus ([2.8], [2.9], [2.10]) werden bei der loka-
len Suche alle Lösungen akzeptiert, deren Zielfunktionswert unterhalb der gegebenen Schwelle 
liegt, unabhängig von der Qualität der vorhergehenden Lösung. Dieses Verfahren hat den Nachteil, 
bei tiefem Schwellwert in lokalen Optima einzufrieren. Der Absenkung der Schwelle muss deshalb 
besondere Beachtung geschenkt werden. Eine Inselbildung bei hohem Schwellwert kann durch die 
Wahl einer geeigneten Nachbarschaft verhindert werden. Im Vergleich zu SA konnte GDA leider 
nicht erfolgreich auf Produktionsplanungsprobleme angewendet werden ([2.7]). GDA konvergiert 
im allgemeinen langsamer als SA. 
 
2.3.3.5 Tabu Search (TS) 
Falls im Unterschied zum GR noch Lösungen akzeptiert werden, die keine Verbesserung ergeben, 
um aus lokalen Optima zu entkommen, tritt nun das Problem auf, dass bereits bewertete Lösungen 
evtl. nochmals bewertet werden. Im schlimmsten Fall entstehen dadurch Zyklen bei der Suche. Um 
dies zu verhindern, soll daher ein Gedächtnis definiert werden, das, zusätzlich zur besten Lösung, 
der aktuellen Lösung und deren Nachbarschaft, weitere Informationen über die bisherige Lösungs-
suche speichert. Bei der weiteren Suche werden diese Informationen jeweils genutzt, um die Nach-
barschaft der aktuellen Lösung zu verkleinern. Die Nachbarschaft ist deshalb abhängig von der bis-
herigen Suche, weshalb man dieses Verfahren auch der Gruppe der dynamic neighborhood search 
techniques zuordnen kann. Eine detailliertere Erklärung zu TS ist z.B. in [2.11] zu finden.  
Die folgenden Komponenten werden benötigt: 
• Tabu Liste 
In dieser Liste werden Lösungen gespeichert, die im nächsten Schritt nicht akzeptiert werden. 
Diese Liste wird bei jedem Schritt aktualisiert, ist dabei aber nicht notwendigerweise immer von 
der gleichen Länge. Ist das Speichern ganzer Lösungen zu aufwendig, kann die Liste auch mit 
Nachbarschaftsoperatoren gebildet werden, die im nächsten Zug nicht ausgeführt werden. Da-
durch werden jedoch möglicherweise auch Lösungen verboten, die noch nicht bewertet wurden. 
Es existiert deshalb ein Kriterium (aspiration level condition), solche Lösungen dennoch zu ak-
zeptieren.  
• Aspiration level condition 
Dieses Kriterium sorgt dafür, dass Lösungen akzeptiert werden, die durch die Tabu Liste eigent-
lich verboten sind. Die einfachste Bedingung erlaubt Lösungen, die besser sind als die beste bis-
her gefundene. 
• Akzeptanzkriterium 
Dieses Kriterium steuert, welche der Lösungen aus der verringerten Nachbarschaft akzeptiert 
werden. Ähnlich zu SA werden auch Lösungen akzeptiert, die eine Verschlechterung zur aktuel-
len Lösung darstellen. 
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• Intensification - diversification 
Bisher wurde das Gedächtnis verwendet, um eine Rückkehr zu bereits bewerteten Lösungen zu 
verhindern. Nun wird das Gedächtnis darüber hinaus noch eingesetzt, um bestimmte Regionen 
abzusuchen. Durch einen zusätzlichen Term in der Zielfunktion werden Lösungen bevorzugt, die 
nahe einer bestimmten Lösung liegen (intensification), oder solche, die wenig gemeinsam haben 
mit einer bestimmten Lösung (diversification). So kann man abwechselnd zuerst in der Nähe ei-
ner bestimmten Lösung eine intensive Suche durchführen, um dann wieder in einen anderen Teil 
des Suchraums zu springen. 
 
2.3.3.6 Genetischer Algorithmus (GA) und Evolutionsstrategien (ES) 
Diese Verfahren sind angelehnt an die genetischen Algorithmen von Holland [2.12] und die Evolu-
tionsstrategien von Rechenberg [2.13]. Sie nutzen Konzepte aus der Genetik und der Evolutions-
theorie, um die Fitness einer Population aus Individuen mittels Kombination und Mutation ihrer 
Gene zu optimieren. Es existieren viele verschiedene Ansätze, diese Ideen auf kombinatorische Op-
timierungsprobleme anzuwenden, z.B. [2.14], [2.15]. Grundsätzlich wird bei diesen Verfahren mit 
einer Menge an Lösungen, den Individuen, gearbeitet, die als Population bezeichnet wird. Ein 
Optimierungsschritt, auch Generation genannt, besteht dann darin, aus der gegebenen Population 
Individuen auszuwählen (Selektion) und Nachkommen mit Hilfe von Nachbarschaftsoperatoren zu 
erzeugen. Es wird dabei entweder ein Individuum mutiert (mutation) oder die Information von 
mehreren kombiniert an die Nachkommen übergeben (crossover). Welche der Individuen, Eltern 
und/oder Nachkommen, in die Population der nächsten Generation übergeben werden bzw. überle-
ben, steuert ein Selektionsmechanismus (survival of the fittest). Die Suche wird terminiert, falls 
ein bestimmtes Kriterium erfüllt ist, z.B. die maximale Anzahl der Generationen. 
 
2.3.3.7 Iterated Local Search (ILS) 
Unter ILS versteht man die iterative Anwendung von LS. Anstatt sich wie bei LS im Konfigurati-
onsraum zu bewegen, besteht die Nachbarschaft nun aus lokal optimalen Lösungen, die durch ein 
Verfahren, basierend auf LS, im Folgenden routineLS genannt, erstellt werden. Man kann diese 
Suche nun ähnlich dem LS steuern und erhofft sich dabei Verbesserungen gegenüber einer Zufall-
suche (random restart). Insgesamt gesehen handelt es sich also um ein LS Verfahren im Raum der 
lokal optimalen Lösungen. ILS wurde bereits in verschiedenen Optimierungsbereichen eingesetzt. 
Eine Anwendung des Verfahrens auf Produktionsplanungsprobleme kann man z.B. in [2.16] nach-
lesen. 
Es werden die folgenden vier Komponenten benötigt ([2.17], [2.18]): 
• Initiallösung 
Dies ist die erste Lösung im Konfigurationsraum, auf die routineLS angewendet wird. Im ein-
fachsten Fall handelt es sich um eine zufällige Lösung. Sie kann aber auch von anderen Verfah-
ren erzeugt werden. Meist ist es von Vorteil, mit einer guten Lösung zu starten, jedoch sollte 
man die dafür aufgewendete Rechenzeit nicht außer acht lassen. 
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• routineLS 
Hier können die verschiedensten Verfahren eingesetzt werden, die im Konfigurationsraum, aus-
gehend von einer Initiallösung, ein lokales Optimum finden. Neben einfachen GR-Heuristiken, 
können der LinKernighan (z.B. für das TSP [2.19]) oder auch ausgefeiltere Heuristiken wie z.B. 
SA oder TS eingesetzt werden. Hier gilt im Grunde das Gleiche wie bei der Initiallösung; es ist 
besser, ein gutes Verfahren einzusetzen, jedoch sollte die dazu verwendete Rechenzeit beachtet 
werden. Es kann sein, dass es sich als Vorteil erweist, eine schnelle Heuristik öfters anwenden zu 
können als eine gute, aber langsame. 
• Veränderung (Perturbation) 
Sie dient dazu, aus den lokalen Optima zu entkommen, indem sie eine Lösung im Konfigurati-
onsraum erzeugt. Die Größe der Veränderung ist dabei eine wichtige Eigenschaft. Ist die Verän-
derung zu klein, so landet die anschließende routineLS im gleichen lokalen Optimum. Ist sie zu 
groß, wird die nächste routineLS von einer fast zufälligen Lösung aus starten. Es handelt sich 
dann um eine nicht gewünschte Zufallssuche. 
• Akzeptanzkriterium 
Ähnlich zur LS wird nun noch ein Auswahlkriterium benötigt, das entscheidet, ob eine neue lo-
kal optimale Lösung akzeptiert wird, oder ob die Suche bei der zuletzt gefundenen erneut gestar-
tet wird. Hier kann ein Greedy-Kriterium ausreichend sein. Im Gegensatz dazu kann auch jede 
Lösung akzeptiert werden. Dies führt dann zu einer Zufallssuche im Raum lokal optimaler Lö-
sungen. Die Auswahl des Akzeptanzkriteriums entscheidet, ob die Suche eher intensification o-
der diversification bewirkt. Meist ist es von Vorteil, ein Kriterium zu wählen, das zwischen den 
beiden Extrema liegt.  
 
2.3.3.8 Ruin&Recreate (R&R) 
Dem ILS ähnlich ist der Ansatz des R&R. Beginnend mit einer Initiallösung, wird in jedem Schritt 
ein Teil der aktuellen Lösung zerstört (Veränderung) und dann neu aufgebaut (routineLS). Ob die 
so erzeugte neue Lösung akzeptiert wird, entscheidet ein Akzeptanzkriterium. 
Dabei werden die folgenden Komponenten benötigt: 
• Initiallösung 
Es sollte hier nicht mit einer zufälligen Lösung begonnen werden. Zu empfehlen ist meist eine 
Lösung, die mit dem im Recreate verwendeten Ansatz erzeugt wird. 
• Ruin 
Es werden bestimmte Teile aus einer vollständigen Lösung entfernt. Anhand des TSP werden in 
[2.20] verschiedene Vorgehensweisen vorgestellt. Neben dem zufälligen Entfernen von Orten 
aus der Rundtour können auch solche der Tour entnommen werden, die benachbart sind. Die 
Anzahl der entnommenen Teile aus der Lösung entspricht hier einem Parameter. Es empfiehlt 
sich, nicht mehr als 50% der Lösung zu verändern.  
• Recreate 
Die aus der Lösung entfernten Teile werden in diesem Teil wieder in die Lösung integriert. Beim 
TSP geschieht dies in [2.20], indem man einen Ort zufällig aus der Menge der entnommenen Or-
te auswählt und ihn an der Stelle in die Tour einfügt, an der er sie am wenigsten verlängert.  
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Die richtige Kombination aus Ruin und Recreate ist bei diesem Verfahren keine triviale Aufgabe. 
Nicht jede Kombination aus einem günstigen Ruin mit einem guten Recreate ist erfolgreich. Bei 
einer Zerstörung der Lösung um 50% beim Ruin kann eigentlich nicht davon gesprochen werden, 
dass es sich hier um ein lokales Verfahren (ILS) handelt, sondern vielmehr um die iterative An-
wendung konstruktiver Verfahren auf eine bereits teilweise erstellte Ausgangssituation. 
Neben dem TSP wurde das Verfahren bereits auf andere Problemstellungen übertragen, z.B. auf 
VRP (vehicle resource planning) und Netzwerkprobleme ([2.21]). 
 
 
2.4 Details zu den verwendeten Verfahren 
 
2.4.1 Simulated Annealing (SA) 
 
SA ist ein in der Physik oft verwendeter Ansatz, um Zustände niedriger Energie für komplexe Prob-
leme zu finden, die analytisch nicht lösbar sind. Wie der Name erwarten lässt, handelt es sich um 
ein Verfahren zur Simulation eines Abkühlvorganges [2.22]. Man versucht dabei, das Verhalten 
eines stark erhitzten geschmolzenen Festkörpers bei langsamem Abkühlen zu simulieren, der 
schließlich in einem Grundzustand mit minimaler Energie erstarrt. Das Verfahren basiert dabei auf 
einem Monte-Carlo-Prozess [2.23].  
Metropolis führte den Gedanken ein, bei der Suche einen Markov-Prozess mit einer geeigneten   
Übergangswahrscheinlichkeit zu verwenden. Bei einem Markov-Prozess werden schrittweise auf-
einanderfolgende Zustände {ki} mit Hilfe eines Moves erzeugt, wobei die Wahrscheinlichkeit, einen 
Zustand ki+1 zu erhalten, nur von ki und nicht kj, wobei j<i, abhängt. Die Übergangswahrscheinlich-
keit  sollte so gewählt werden, dass die Verteilungsfunktion der Zustände, die durch 
diesen Markov-Prozess erzeugt werden, im Limes 
)( 1+→ ii kkp
∞→i  gegen die gewünschte kanonische 
Gleichgewichtsverteilung (Boltzmann-Verteilung)  
( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅−⋅= Tk
kE
Z
kP
B
i
ieq exp
1  (2.1) 
konvergiert. Dabei ist E die zugrundeliegende Energiefunktion, T die Temperatur,  die Boltz-
mann-Konstante, und 
Bk
( )∑
∈ ⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
⋅−= Lk B
i
i
Tk
kEZ exp  (2.2) 
die Zustandssumme.  
Ein stationäres Gleichgewicht stellt sich ein, falls die Master-Gleichung erfüllt ist: 
 
( ) ( ) ( ) ( ) i
k
ijjeq
k
jiieq kkkpkPkkpkP
jj
∀→⋅=→⋅ ∑∑ . (2.3) 
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Eine hinreichende Bedingung dafür erhält man durch das Prinzip der detailed balance: 
 
( ) ( ) ( ) ( )ijjeqjiieq kkpkPkkpkP →⋅=→⋅ . (2.4) 
 
Das Verhältnis der Übergangswahrscheinlichkeiten für einen Move  und den inversen Move 
 hängt also nur von der Energieänderung 
ji kk →
ij kk → ( ) ( )ij kEkEE −=∆  ab: 
 ( )( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
∆−=→
→
Tk
E
kkp
kkp
Bij
ji exp . (2.5) 
 
Durch (2.5) ist  nicht eindeutig bestimmt ([2.23]). Eine häufig verwendete Wahl ist das 
sog. Metropolis-Kriterium [2.24]: 
)( ji kkp →
 
( )
⎪⎩
⎪⎨
⎧ >∆⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
∆−=
⎭⎬
⎫
⎩⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
∆−=→
sonst
Efalls
Tk
E
Tk
Ekkp
B
B
ji
1
0expexp,1min . (2.6) 
 
Dies führt dazu, dass bessere Zustände immer angenommen werden, schlechtere nur mit einer be-
stimmten Wahrscheinlichkeit. Die Temperatur T ist ein Kontrollparameter, der während der Simula-
tion von einem Startwert bis auf 0 gesenkt wird. Er wird bei der üblichen Wahl von kB=1 bei der 
Optimierung, in Einheiten von E gesetzt. Im Laufe der Simulation wird also die Wahrscheinlich-
keit, einen schlechteren Zustand anzunehmen, immer geringer. 
Das Metropolis-Kriterium erfüllt die Bedingung der detailed balance. 
SA erfüllt ferner die Bedingung der Ergodizität. Nach Ehrenfest (1911) wird ein System als ergo-
disch bezeichnet, wenn die im Phasenraum an eine Hyperfläche E=const. gebundene Phasen-
raumtrajektorie im Laufe der Zeit jedem Punkt beliebig nahe kommt. Für den Fall, dass der Phasen-
raum aus diskreten Punkten besteht, muss die Phasenraumtrajektorie jeden Punkt erreichen können.  
Seit seiner Einführung durch Kirkpatrick ([2.22], [2.25]) ist SA ein anerkanntes Verfahren in der 
kombinatorischen Optimierung. 
Senkt man die Temperatur bei SA ausreichend langsam ab, so konvergiert die Verteilung der Zu-
stände gegen eine Verteilung, bei der nicht-optimale Zustände die Wahrscheinlichkeit 0 besitzen 
([2.26]). Ein geeignetes Temperaturschema ist durch  
( )tb
aT
log+=  (2.7) 
gegeben, wobei a und b positive Konstanten sind, die von dem gestellten Optimierungsproblem 
abhängen und t die vergangene Rechenzeit darstellt.  
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2.4.2 Threshold Accepting (TA) 
 
Dieses Verfahren ([2.27]) ist vom Prinzip her verwandt mit SA. Die Übergangswahrscheinlichkeit 
ist beim TA jedoch gegeben durch die Heaviside-Stufenfunktion: 
 
( )
⎩⎨
⎧ ≤∆=∆−Θ=
sonst
thEfalls
Ethp
0
1
. (2.8) 
 
Die Schwelle (engl. threshold) th wirkt als Pseudotemperatur, die von einem anfänglich hohen Wert 
gegen 0 gesenkt wird. Dies führt ähnlich wie bei SA dazu, dass während der Simulation immer we-
niger Verschlechterungen angenommen werden. 
Allerdings verletzt TA im Gegensatz zu SA die Bedingung der detailed balance. Dies wird deutlich 
bei einem System aus drei Zuständen ki, kj, km bei einem threshold th mit folgenden Eigenschaften: 
 
 
ik 
jk 
mk 
th 
E
k
 
 
( ) ( ) ( )mji kEkEkE <<  ( ) ( ) thkEkE ij <−  
( ) ( ) thkEkE jm <−  
( ) ( ) thkEkE im >−  
 
 
Abbildung 2.1:  Die Bedingung der detailed 
balance ist nicht erfüllt! 
 
Dies führt zu folgenden Übergangswahrscheinlichkeiten: 
 ( ) 1=→ ji kkp , ( ) 1=→ ij kkp , ( ) 1=→ mj kkp , ( ) 1=→ jm kkp , (2.9) 
( ) 0=→ mi kkp , . ( ) 1=→ im kkp
 
Unter der Annahme, dass das Prinzip der detailed balance erfüllt ist, ergibt sich:  
 
( ) ( ) ( ) ( ) ( ) 0=⇒⋅→=⋅→ mmimimi kPkPkkpkkkp π , ( ) ( ) ( ) ( ) ( ) ( )mjmjmjmj kPkPkPkkpkkkp =⇒⋅→=⋅→ π , (2.10) ( ) ( ) ( ) ( ) ( ) ( )jijijiji kPkPkPkkpkkkp =⇒⋅→=⋅→ π . 
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Die Besetzungswahrscheinlichkeit P(km) für Zustand km verschwindet, und damit auch die Beset-
zungswahrscheinlichkeiten der anderen Zustände. Die Bedingung der detailed balance ist somit 
nicht erfüllt, da die Summe aus den Besetzungswahrscheinlichkeiten 1 ergeben muss. 
 
Auch verletzt TA die Bedingung der Ergodizität. Ein Zustand ki mit der Nachbarschaft N(ki), für 
den gilt: ( ) ( ) ( )ijji kNkthkEkE ∈∀>− , kann von einem beliebigen anderen Zustand aus nicht 
mehr erreicht werden (vgl. Abbildung 2.2). Es kann sich kein thermisches Gleichgewicht einstel-
len. 
 
i k  
th 
E 
k  
Abbildung 2.2:  Die Bedingung der Ergodizität ist nicht erfüllt! 
 bezeichnet man auch als ‚Zuckerhut’. ik
 
 
i ki 
th
E 
k  
 
iki
E
k  
Abbildung 2.3: Golf hole ki. Abbildung 2.4:  Ist das System im golf hole bei ki gefangen, so 
werden andere, evtl. bessere, Zustände nicht 
mehr erreicht. 
 
Die Verletzung der Bedingung der Ergodizität wirkt sich sehr stark bei Problemstellungen aus, bei 
denen viele Zustände ki existieren, die zu all ihren Nachbarn Energiedifferenzen ∆E aufweisen, die 
größer als der gegebene threshold th sind: ( ) ( ) ijij kNkThkEkEE ∈ ( )∀>−=∆  (vgl. Abbildung 
2.3). Befindet sich das System in solch einen Zustand (golf hole), so ist es gefangen, d.h. es werden 
keine anderen, evtl. bessere, Zustände mehr erreicht (vgl. Abbildung 2.4). Neben diesen golf holes 
existieren womöglich auch ‚Inseln’ I, die die Eigenschaft besitzen, dass alle Zustände außerhalb der 
Insel, die Nachbarn der Zustände der Insel sind, von diesen aus nicht mehr erreicht werden können: ( ) ( ) ( )( )ijjijiij kNkIkIkkkthkEkE ∈∧∉∧∈∀>− , . Ein golf hole ist nach dieser Definition 
ebenfalls eine Insel. Eine Inselbildung findet beim Absenken des thresholds immer statt. Existieren 
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am Anfang der Suche bereits viele solcher Inseln, so ist die Lösungssuche stark abhängig von der 
anfänglich gewählten Lösung. Eine frühe Inselbildung lässt sich durch Erweiterung der Nachbar-
schaft jeder Lösung verhindern. Jedoch wird das System bei kleinem threshold immer auf solch 
einer Insel (in einem Tal der Energielandschaft) gefangen sein, wodurch es evtl. von Vorteil ist, die 
vorhandene Rechenzeit aufzuteilen und viele schnelle Simulationen durchzuführen. 
TA kann man als einfache Näherung von SA betrachten, wobei das exponentielle Verhalten der 
Übergangswahrscheinlichkeit durch eine Stufenfunktion ersetzt wurde. 
∆E
p 
1 
th  
Abbildung 2.5:  Näherung des exponentiellen Verhaltens der Übergangswahr-
scheinlichkeit von SA durch eine Stufenfunktion bei TA. 
 
Der Übergangsthreshold und die Übergangstemperatur von einem ungeordneten energiereichen zu 
einem geordneten energiearmen System sollten in etwa dieselbe Größenordnung haben. Zur Verein-
fachung wird im Folgenden auch bei TA von einer Temperatur und nicht mehr vom threshold ge-
sprochen. 
Wird der threshold auf 0 gesetzt, so handelt es sich um ein first improvement GR-Verfahren. 
 
 
2.4.3 Erwartungswerte für Observablen 
 
Für die folgenden Berechnungen sei vorausgesetzt, dass sich das System ergodisch ist und sich im 
thermischen Gleichgewicht befindet. Streng genommen ist dies allerdings nur für SA erfüllt. Trotz-
dem werden aber die erhaltenen Ergebnisse auch bei TA angewendet. 
Der Erwartungswert einer Observablen A bezüglich der Boltzmann-Verteilung ist definiert als 
 
( ) ( )
( ) ( )( )
( )( ) ( ) ( )(∑∑
∑
∑
∈
∈
∈
∈
⋅−⋅⋅=⋅−
⋅−⋅
=⋅=
Lk
ii
Lk
i
Lk
ii
ieq
Lk
i
i
i
i
i
kEkA
ZkE
kEkA
kPkAA ββ
β
exp1
exp
exp
), (2.11) 
wobei E die dem System zugrundeliegende Hamiltonfunktion ist, TkB
1=β  und 
( )(∑
∈
⋅−=
Lk
i
i
kEZ βexp )  die Zustandssumme. 
Der Erwartungswert der Energie ist gegeben durch 
( ) ( )( )∑
∈
⋅−⋅⋅=
Lk
ii
i
kEkE
Z
E βexp1 . (2.12) 
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Er lässt sich formal aber auch als Ableitung der Zustandssumme ausdrücken: 
 
( )( ) ( ) ( )( ) EkEkE
Z
kE
Z
Z
Lk
ii
Lk
i
ii
=⋅−⋅⋅=⋅−∂
∂⋅−=∂
∂− ∑∑
∈∈
ββββ exp
1exp1ln . (2.13) 
 
Der Erwartungswert der spezifischen Wärme ist definiert als: 
 
T
E
C ∂
∂= . (2.14) 
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ergibt sich dadurch 
 
{ } ( )EVar
Tk
EE
TkT
E
C
BB
⋅=−⋅=∂
∂= 2222 11 . (2.15) 
 
Oft sind neben der Energie und Wärmekapazität des Systems auch noch andere Observablen wich-
tig, z.B. Ordnungsparameter. Die Hamiltonfunktion ist bei den untersuchten Problemen gegeben 
durch: 
K++= 21 EEE . (2.16) 
 
Der Einfachheit halber wird im Folgenden nur MEE ⋅−= λ1  betrachtet, wobei λ ein veränderbarer 
Kontrollparameter und M eine Observable ist. Bei einem magnetischen System ist M die Magneti-
sierung und λ ein Magnetfeld. 
Der Erwartungswert von M kann geschrieben werden als 
 
( ) ( ) ( )( )( )
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1 ). (2.17) 
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Der Erwartungswert der Suszeptibilität ist definiert als 
 
λχ ∂
∂= M . (2.18) 
 
Dies lässt sich umformen 
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zu 
{ } ( )MVarMMM ⋅=−⋅=∂∂= ββλχ 22 . (2.19) 
 
Bei den meisten Problemen ist es jedoch nicht möglich, über alle Konfigurationen ki zu summieren. 
Es werden nur m Messungen durchgeführt. 
Bei SA wird, wie bereits angesprochen, kein randomwalk durchgeführt und dann der Mittelwert 
gebildet, was als Simple Sampling bezeichnet wird. Statt dessen wird mittels eines Auswahlkriteri-
ums (Metropolis-Kriterium) entschieden, welcher Move akzeptiert wird, wodurch sich eine Wahr-
scheinlichkeitsverteilung Peq für die Zustände ki einstellt. Dadurch erhält man hauptsächlich ‚wich-
tige Zustände’, also solche, die bei der Temperatur T eine hohe Wahrscheinlichkeit besitzen. Man 
nennt dieses Verfahren Importance Sampling. 
Formel (2.12) 
 
( ) ( )( ) ( )
( )( ) ( )ieqm
i
i
ieq
m
i
ii
kPkE
kPkEkA
A
∑
∑
=
=
⋅−
⋅−⋅
≈
1
1
exp
exp
β
β
 (2.20) 
 
vereinfacht sich dadurch mit ( ) ( )( )iieq kEZkP ⋅−⋅= βexp
1  zu 
 
( )∑
=
⋅≈
m
i
ikAm
A
1
1 . (2.21) 
 
Durch die Wahl des Metropolis-Kriteriums wird die exponentielle Gewichtung aufgehoben. 
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2.4.4 Abkühlstrategie (Cooling Schedule) 
 
Für das Abkühlschema aus Kapitel 2.4.1 (2.7) benötigt man leider unendlich viel Rechenzeit. Des-
halb gibt man sich auch mit Lösungen zufrieden, die nahe am globalen Optimum liegen. Verwendet 
werden dazu rein empirische Abkühlschemata, die schneller gegen 0 konvergieren. 
 
a) Lineares Abkühlschema 
Es folgt der einfachen Regel 
TiTTi ∆⋅−= 0 , (2.22) 
d.h. die Abkühlung erfolgt auf einer linearen Temperaturskala in äquidistanten Schritten. 
 
b) Logarithmisches oder exponentielles Abkühlschema 
Hier wird die neue Temperatur durch Multiplikation der alten mit einem Faktor α berechnet: 
0TT
i
i ⋅=α . (2.23) 
Bewährt hat sich die Wahl von α im Bereich [0.9,0.99]. 
Die Temperaturschritte sind jetzt auf einer logarithmischen Skala äquidistant. 
 
Welches der beiden Schemata man verwendet, hängt vom zu optimierenden System ab. Die Wär-
mekapazität sollte auf der entsprechenden Skala in etwa symmetrisch zur Temperatur des Maxi-
mums liegen. Bei den folgenden Produktionsplanungsproblemen hat sich das logarithmische Sche-
ma mit α=0.98 bewährt. 
Entscheidend für die Güte der Lösung eines Optimierungsproblems sind noch die Wahl der Start-
temperatur T0 und der Endtemperatur TE, bei der der Programmablauf abgebrochen wird (vgl. dazu 
auch ([2.20]). 
 
c) Starttemperatur: 
Die Starttemperatur sollte so gewählt werden, dass die Akzeptanzrate jedes einzelnen Moves bei 
mindestens 75% liegt. Dazu führt man zuerst mehrere random-Schritte im Lösungsraum durch 
und protokolliert den maximalen Energieunterschied ∆Emax. Für SA erhält man dann die An-
fangstemperatur aus der Faustformel 
( )75.0log max0
ET ∆−= . (2.24) 
Die Moves sollten jedoch, wenn möglich, so gewählt werden, dass die zugehörigen ∆Emax nicht 
zu stark voneinander abweichen.  
Eine andere Möglichkeit, die Starttemperatur zu ermitteln, besteht darin, die Wärmekapazität zu 
betrachten, das Maximum τ und die Breite des Peaks ∆τ zu bestimmen. Für die Starttemperatur 
ergibt sich dann T0 = τ+∆τ. 
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d) Endtemperatur: 
Beim Erreichen der Endtemperatur TE sollte die Akzeptanzrate der einzelnen Moves bis auf 0% 
zurückgehen. Triviale Moves (∆E = 0) werden dabei nicht beachtet.  
Meist bezieht man die Einfriertemperatur auf den kleinsten Energieunterschied ∆Emin>0 zwi-
schen benachbarten Lösungen. 
Die Wärmekapazität könnte hier ebenfalls wieder einen Hinweis geben. Verschwindet sie über 
mehrere Temperaturschritte, so ist die Endtemperatur erreicht. 
 
Eine extreme Variante für ein Abkühlschema besteht darin, auf das Abkühlen ganz zu verzichten 
und die Simulation bei konstanter Temperatur durchzuführen (siehe z.B. [2.28]). Jedoch ist die 
Wahl dieser konstanten Temperatur entscheidend. Eine zu hohe Temperatur führt zu einem random 
walk im Suchraum. Ist die Temperatur zu niedrig, verhält sich die Suche wie ein first improvement 
GR.  
 
Bei den zuvor genannten statischen Abkühlschemata besteht das Problem, dass kritische Tempera-
turbereiche, in denen große Systemumordnungen geschehen, nicht angemessen viel Rechenzeit er-
halten. Adaptive oder dynamische Abkühlschema versuchen diesen Nachteil auszugleichen.  
Bei EnsembleBased-SA/TA EBSA/EBTA ([2.20], [2.29]) wird die Temperatur, abhängig vom E-
nergiemittelwert einer Menge an Lösungen, gesenkt. Die Lösungssuche der N Lösungen ist, abge-
sehen von der gleichen Temperatur, voneinander unabhängig und kann parallel ausgeführt werden. 
Die Temperatur wird gesenkt, falls der Mittelwert der Energie bei einer neuen Iteration um mehr als 
einen bestimmten Betrag ε steigt: ε+≥+ ii HH 1 . Ε ist dabei abhängig von der Varianz, z.B. 
( )1~ +iHVarε . 
Es existieren auch Verfahren, die die Temperatur entsprechend der vorangegangenen Suche einstel-
len. So wird z.B. in [2.30] die Temperatur abhängig von der letzten Akzeptanzwahrscheinlichkeit 
und Annahme des Moves verändert. Die Temperatur kann dabei erhitzt oder abgekühlt werden. 
Eine Version einer lokalen Suche, bei der die Temperatur zu bestimmten Zeitpunkten gezielt erhitzt 
wird, das Temperature Bouncing, wird in Kapitel 2.4.5 erläutert.  
 
Bei der Optimierung führt man am Ende des Abkühlvorgangs meist noch ein paar first improvement 
GR Schritte durch, um dann mit Sicherheit ein lokales Optimum zu erreichen. 
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2.4.5 Temperature Bouncing (TB) 
 
Es wurde bereits in Kapitel 2.4.2 erwähnt, dass TA, im Unterschied zu SA, keine Möglichkeit hat, 
bei kleiner Temperatur aus einem lokalen Optimum zu entkommen. Eine einfache Möglichkeit, ein 
lokales Optimum wieder zu verlassen, besteht darin, die Temperatur zu erhöhen, damit schlechtere 
Lösungen kurzfristig akzeptiert werden können. Anschließend wird die Temperatur wieder gesenkt. 
Wird diese Vorgehensweise wiederholt angewendet (temperature bouncing [2.31]), bewegt man 
sich von einem lokalen Optimum zum nächsten durch den Suchraum. Die Wahl des zum TA zu-
sätzlichen Parameters, der bouncing Temperatur TB, hat einen starken Einfluss auf die Suche. Wird 
TB zu groß gewählt, so wird zuviel der vorhandenen Lösung zerstört und die neue Suche beginnt bei 
einer nahezu zufälligen Lösung (random restart). Bei einem zu kleinen TB bleibt die Suche in dem 
zuletzt gefundenen lokalen Optimum gefangen. Bei der richtigen Wahl von TB wird die erneute lo-
kale Suche im Unterschied zum random restart von einer relativ guten Startlösung begonnen. Ne-
ben TB ist als neuer Parameter noch die Anzahl der bouncing Schritte festzulegen, wobei jeder bei 
einer anderen Temperatur TB(i) begonnen werden kann. In Abbildung 2.6 sind Beispiele für ver-
schiedene Temperaturverläufe zu sehen. 
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Abbildung 2.6:  Temperaturverlauf des einfachen TA und zweier bouncing Varianten, bei konstantem TB(i) und bei 
logarithmisch gesenktem: TB(i) = α* TB(i-1) mit α=0,8. 
 
Auf der Menge der, durch die bouncing Schritte erzeugten, lokalen Optima kann nun jedes der bis-
her beschriebenen Verfahren arbeiten. In [2.7] wurde TB bereits erfolgreich auf Scheduling Prob-
leme angewendet, wobei bei der Suche jedes lokale Optimum akzeptiert wurde. Arbeitet man hin-
gegen immer mit der besten bekannten Lösung als Initiallösung für den nächsten bouncing Schritt, 
so kann die Suche in deren näheren Umgebung intensiviert werden. 
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2.4.6 SA basierend auf der Akzeptanzrate (Acceptance SA) 
 
Die Übergangswahrscheinlichkeit ist bei SA-Acc gegeben durch das Metropolis-Kriterium: 
 
⎪⎩
⎪⎨
⎧ >∆⎟⎠
⎞⎜⎝
⎛ ∆−=
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T
E
p
1
0exp . (2.25) 
 
Im Unterschied zu SA wird hier jedoch während der Simulation nicht mehr direkt die Temperatur T 
gesenkt. Die Bestimmung des Abkühlschemas der Temperatur stellt bei SA ein Problem dar, da 
dieser Parameter problemspezifisch anzupassen ist. Bei diesem Verfahren soll deshalb die Tempera-
tur aus der Simulation selbst bestimmt werden. Dazu wird ein problemunabhängiger Parameter, die 
Akzeptanzrate, definiert, der während der Simulation von einem anfangs hohen Wert gesenkt wird. 
Die für die Übergangswahrscheinlichkeit benötigte Temperatur T bestimmt sich nun aus der Akzep-
tanzwahrscheinlichkeit W und der näheren Vergangenheit der Suche. Die Temperatur wird so ein-
gestellt, dass eine Verschlechterung, deren Betrag dem Durchschnitt ∆E der letzten n Verbesserun-
gen entspricht, mit der Wahrscheinlichkeit W akzeptiert wird. Die Temperatur kann dabei zwi-
schenzeitlich erhöht werden: 
 
( )W
ET
ln
∆−= . (2.26) 
 
Die Akzeptanzwahrscheinlichkeit wird im Folgenden immer logarithmisch von einem Anfangswert 
WS bis auf einen Wert WE gesenkt:  
S
i
i WW ⋅= α , (2.27) 
wobei , 10 << SW 10 << EW , 10 << α . Empfohlen werden dabei die Werte 8.05.0 ≤≤ SW , 
, α=0.98.  1.001.0 ≤≤ EW
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Kapitel 3  
 
Modelle der Produktionsplanung 
 
 
3.1 Abbildung auf ein Spinsystem 
 
3.1.1 Einleitung 
Im Folgenden sollen die einzelnen Komponenten der Problemstellung auf ein Spinsystem abgebil-
det werden. Die einzelnen Nebenbedingungen werden durch Strafterme im Hamiltonian abgebildet, 
die Optimierungsziele (z.B. die Durchlaufzeit) durch Zielfunktionen. Der gesamte Hamiltonian er-
gibt sich aus der gewichteten Summe der Ziel- und Straffunktionen: 
∑∑ ⋅+⋅=
j
j
S
j
i
i
Z
i SZE λλ , (3.1.1) 
mit den Zielfunktionen Zi, den Straffunktionen Sj und den Gewichten  und . Die ge-
gebene Energiefunktion E ist bei der Optimierung zu minimieren. 
0≥Ziλ 0≥Sjλ
 
3.1.2 Eine Maschine, N Produktionsvorgänge 
Es soll hier eine Maschine betrachtet werden, die N Produktionsvorgänge ausführt. Die Durchlauf-
zeit stellt in diesem Fall das einzige Optimierungsziel dar. 
Unter PDi wird dabei die Produktionsdauer des Produktionsvorgangs i verstanden, während PSi,t als 
Produktionsstartzeitpunkt definiert wird, und zwar derart, dass 
⎩⎨
⎧=
sonst
startettZeitpunktzumirgangduktionsvoProfalls
P tiS
0
1
, , 
wobei für die Zeitpunkte gilt: . 0≥t
Es versteht sich von selbst, dass ein Produktionsvorgang nur zu einem bestimmten Zeitpunkt starten 
kann: 
iP
t
ti
S ∀=∑ 1, . (3.1.2) 
Weiterhin ist gefordert, dass die Maschine nur einen Produktionsvorgang zu einem Zeitpunkt t be-
arbeiten kann: 
0
, '
',,
, '
',, =⋅=⎟⎟⎠
⎞
⎜⎜⎝
⎛⋅ ∑∑ ∑∑ ∑ ∑
≠ +<≤≠ +<≤ ji ji t Pttt
tj
S
ti
S
ti ij Pttt
tj
S
ti
S
i
D
i
D
PPPP . (3.1.3) 
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Diese Bedingungen lassen sich durch die zusätzlichen Straffunktionsterme erreichen. Die Zielfunk-
tion ist gegeben durch ( )( )iDtiSti PtPMAXZ +⋅= ,,1 , (3.1.4) 
und die beiden Straffunktionen durch 
∑∑ −=
i t
ti
SPS 1,1 , (3.1.5) 
( )∑∑ ∑
≠ +<≤
−+⋅⋅=
ji
ji t Pttt
i
D
tj
S
ti
S
i
D
tPtPPS
, '
',,2 ' . (3.1.6) 
Diese Problemstellung ist damit auf ein Spinsystem abgebildet, wobei die Spins PSi,t auf einem 
zweidimensionalen Gitter sitzen, die die Werte 0 oder 1 annehmen können und in einer Wechsel-
wirkung zueinander stehen.  
 
3.1.3 M Maschinen, N Produktionsvorgänge 
Das erstellte Modell soll nun auf mehrere Maschinen erweitert werden. Einige Produktionsvorgän-
ge können möglicherweise von mehreren alternativen Maschinen ausgeführt werden, wobei die 
dabei entstehende Produktionsdauer variieren kann. Als Optimierungsziel wird wieder die Durch-
laufzeit angesehen. 
Es sind PDi,m die Produktionsdauern, PMi,m die erlaubten Maschinen und PSi,t,m die Produktionsstart-
zeitpunkte. Es ist 
⎩⎨
⎧=
sonst
kannnutzenmMaschineiorgangoduktionsvPrfalls
P miM
0
1
, , 
⎩⎨
⎧=
sonst
startetmMaschineauftZeitpunktzumiorgangoduktionsvPrfalls
P mtiS
0
1
,, . 
Jeder Produktionsvorgang hat genau einen Startzeitpunkt auf genau einer Maschine: 
iP
mt
mti
S ∀=∑ 1
,
,, . (3.1.7) 
Jede Maschine bearbeitet nur einen Produktionsvorgang zu einem Zeitpunkt t: 
mPPPP
ji
ji t Pttt
mtj
S
mti
S
ti ij Pttt
mtj
S
mti
S
mi
D
mi
D
∀=⋅=⎟⎟⎠
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⎜⎜⎝
⎛⋅ ∑∑ ∑∑ ∑ ∑
≠ +<≤≠ +<≤
0
, '
,',,,
, '
,',,,
,,
. (3.1.8) 
Ein Produktionsvorgang ist auf einer seiner erlaubten Maschinen geplant: ( ) iPP
mt
mti
S
mi
M ∀=⋅−∑ 01
,
,,, . (3.1.9) 
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Die Zielfunktion ist hier gegeben durch: ( )( )miDmtiSmti PtPMAXZ ,,,,,1 +⋅= , (3.1.10) 
und die Straffunktionen durch 
∑∑ −=
i mt
mti
SPS
,
,,1 1 , (3.1.11) 
( )∑∑∑ ∑
≠ +<≤
−+⋅⋅=
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, '
,,',,,2
,
' , (3.1.12) 
( )∑ ⋅−=
mti
mti
S
mi
M PPS
,,
,,,3 1 . (3.1.13) 
Die Spins PSi,t,m liegen jetzt auf einem dreidimensionalen Gitter mit den Werten 0 oder 1. 
 
3.1.4 Zeitliche Bedingungen zwischen Produktionsvorgängen 
Nun sollen zeitliche Abstände zwischen Produktionsvorgängen definiert werden. Diese werden 
immer auf die Startzeitpunkte bezogen. 
Existiert ein zeitlicher Abstand zwischen zwei Produktionsvorgängen, so wird er durch die Bezie-
hung Zi,j und den zeitlichen Mindestabstand zwischen den Startzeitpunkten, ZTi,j, definiert, wobei 
⎩⎨
⎧=
sonst
istjvonVorgängerirgangduktionsvoProfalls
Z ji 0
1
, . 
Dabei muss gelten: 
0, =iiZ , (3.1.14) 
jiPPZ
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,
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−>
. (3.1.15) 
Damit lässt sich ein zeitlicher Maximalabstand zwischen Produktionsvorgang i und j definieren mit  
01 ,, ≤∧= T ijij ZZ . (3.1.16) 
Die Hamiltonfunktion wird um den Straffunktion S4 erweitert, wobei ( )∑ ∑∑ ∑
−>
+−⋅⋅⋅=
ji mm t Ztt
ji
T
mtj
S
mti
S
ji
T
ji
ZttPPZS
, ', '
,,,',',,4
,
' . (3.1.17) 
 
3.1.5 Modellierung JobShop, OpenShop, FlowShop 
Mit den gegebenen Funktionalitäten lassen sich bereits die Problemstellungen JobShop, OpenShop 
und FlowShop definieren. Ziel der Optimierung ist die Minimierung der Durchlaufzeit. Es kann 
also der bisher entwickelte Hamiltonian mit der Zielfunktion und den vier Straftermen verwendet 
werden. 
 
a) JobShop 
Es existieren M Maschinen, die N Aufträge ausführen sollen. Jeder Auftrag besteht dabei aus M 
Produktionsvorgängen mit den Produktionsdauern di, von denen jeder genau einer Maschine zu-
geordnet wird. Die Reihenfolge, in der diese Produktionsvorgänge ausgeführt werden, ist fest 
vorgegeben, kann sich jedoch von Auftrag zu Auftrag unterscheiden.  
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Für jeden Produktionsvorgang eines Auftrags gilt: 
⎩⎨
⎧ ≤≤∧==
sonst
Miimfallsd
P imiD
0
1
, , (3.1.18) 
⎩⎨
⎧ ≤≤∧==
sonst
Miimfalls
P miM
0
11
, . (3.1.19) 
Die M-1 Zeitbeziehungen Zi,j sollten keinen Zyklus bilden. Die Reihenfolge iσ  ist vorgegeben 
mit jiji ≠∀≠ σσ , so dass 
⎩⎨
⎧ <≤∧=∧== +
sonst
Mkjifalls
Z kkji 0
11 1
,
σσ
, (3.1.20) 
⎩⎨
⎧ <≤∧=∧== +
sonst
Mkjifallsd
Z kkiT ji 0
11
,
σσ
. (3.1.21) 
 
b) OpenShop 
Im Gegensatz zum JobShop ist hier die Reihenfolge, in der die Produktionsvorgänge eines Auf-
trags ausgeführt werden, nicht vorgegeben, jedoch dürfen zwei Produktionsvorgänge nicht 
gleichzeitig bearbeitet werden. 
Zusätzlich zu den M gegebenen Produktionsvorgängen jedes Auftrags werden nun noch weitere 
‚virtuelle’ M Produktionsvorgänge benötigt, die von einer pro Auftrag zusätzlichen ‚virtuellen’ 
Maschine bearbeitet werden. Diese stellt eine Art theoretisches, also real nicht existierendes 
Hilfskonstrukt dar, mit dessen Hilfe gewährleistet wird, dass tatsächlich keine zeitlichen Über-
schneidungen zwischen den einzelnen Produktionsvorgängen auftreten.  
Für jeden Auftrag a ( ) gilt für den Produktionsvorgang i: Na ≤≤1
⎪⎩
⎪⎨
⎧
≤<∧+=
≤≤∧=
= −
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MiMaMmfallsd
Miimfallsd
P Mi
i
mi
D
0
*2
1
, , (3.1.22) 
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, , (3.1.23) 
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jiZ T ji ,0, ∀= . (3.1.25) 
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c) FlowShop 
Anders als beim JobShop ist hier die Reihenfolge der Produktionsvorgänge stets dieselbe.  
Für jeden Produktionsvorgang eines Auftrags gilt: 
⎩⎨
⎧ ≤≤∧==
sonst
Miimfallsd
P imiD
0
1
, , (3.1.26) 
⎩⎨
⎧ ≤≤∧==
sonst
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P miM
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11
, . (3.1.27) 
Die folgenden zeitlichen Bedingungen definieren die Reihenfolge: 
⎩⎨
⎧ <≤∧+==
sonst
Miijfalls
Z ji 0
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, , (3.1.28) 
⎩⎨
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Z iT ji 0
11
, . (3.1.29) 
Bei dieser Modellierung sind Zwischenlager vorhanden, d.h. die Auftragssequenzen für die 
einzelnen Maschinen können sich voneinander unterscheiden. 
 
3.1.6 Zeitliche Bedingungen für die Maschinen 
Bisher war die Produktion auf jeder Maschine ab dem Zeitpunkt t=0 möglich. Dies ist jedoch nicht 
immer der Fall. Der früheste Zeitpunkt, zu dem die Maschine belegt werden darf, ist durch MSminm 
gegeben. Für die Produktionsvorgänge muss gelten: 
miP
m
SMt
mti
S ,0
min
,, ∀=∑
<
. (3.1.30) 
Daraus ergibt sich die zusätzliche Straffunktion S5 im Hamiltonfunktion: ( )∑ ∑
<
−⋅=
mi Mt
m
S
mti
S
m
S
tMPS
,
min
,,5
min
. (3.1.31) 
 
3.1.7 Zeitliche Bedingungen für die Produktionsvorgänge 
Jeder Produktionsvorgang muss einen bestimmten Zeitrahmen erfüllen, innerhalb dessen er begon-
nen und beendet sein sollte.  
 
a) Frühester Start (release date) 
Dieser stellt eine harte Nebenbedingung bei der Planung dar und wird deshalb als Strafterm in 
den Hamiltonian übernommen. Er ist gegeben durch PSmini. Für die Produktionsvorgänge muss 
gelten: 
miP
i
SPt
mti
S ,0
min
,, ∀=∑
<
. (3.1.32) 
Im Hamiltonian wird S6 benötigt, um diese Nebenbedingung zu berücksichtigen, wobei ( )∑ ∑
<
−⋅=
mi Pt
i
S
mti
S
i
S
tPPS
,
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,,6
min
. (3.1.33) 
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b) Strikte Lieferfrist (deadline) 
Hier handelt es sich ebenfalls um eine harte Nebenbedingung. Die deadline eines Produktions-
vorgangs ist durch PEmaxi definiert. Es muss gelten: 
miP
mi
D
i
E PPt
mti
S ,0
,
max
,, ∀=∑
−>
. (3.1.34) 
Der Hamiltonian erhält die zusätzliche Straffunktion:  
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c) Gewünschte Lieferfrist (due date) 
Im Unterschied zur strikten Frist, die keinerlei Verzögerungen zulässt, ist die gewünschte Frist 
eine weiche Nebenbedingung. Ihre Einhaltung stellt neben der bereits erwähnten Durchlaufzeit 
eine weitere Zielfunktion im Hamiltonian dar. Eine Verletzung der Frist (Verspätung) ist uner-
wünscht und zu minimieren. Dabei können verschiedene Definitionen angegeben werden. Es 
kann bei der Verletzung der Liefertermine PLi
• die Summe der Verspätungen 
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• die maximale Verspätung 
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• die Anzahl der Verspätungen 
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beachtet werden.  
 
3.1.8 Umrüsten der Maschinen 
Zwischen der Durchführung der einzelnen Produktionsvorgänge auf einer Maschine m können 
Rüstzeiten und Rüstkosten entstehen. MRZm,i,j sind die Rüstzeiten und MRKm,i,j die Rüstkosten zwi-
schen dem Vorgänger i und dem Nachfolger j auf Maschine m. 
Falls der Produktionsvorgang i der Vorgänger von j auf der Maschine m ist, d.h. 
1
'
,',,, =⋅∑∑
>t tt
mtj
S
mti
S PP  (3.1.39) 
und es keinen anderen Produktionsvorgang k gibt, der auf Maschine m zwischen i und j geplant 
wurde: 
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dann sind die Rüstzeiten einzuhalten: 
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Dies führt zu einem weiteren Strafterm im Hamiltonian: 
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Es können noch zwei Zielfunktionen definiert werden: 
• Summe der Rüstzeiten: 
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• Summe der Rüstkosten: 
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3.1.9 Maschinenkosten 
Nutzt ein Produktionsvorgang i eine Maschine m, so kann dies spezifische Kosten PMKi,m erzeugen. 
Ziel der Optimierung kann eine Reduzierung dieser Kosten sein:  
∑=
mi
mi
MKPZ
,
,5 . (3.1.45) 
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3.1.10 Multiressourcen 
Die einfachste Möglichkeit, diese zu modellieren, besteht darin, die bisherige Funktionalität zu nut-
zen und statt einer Multiressource mehrere Maschinen einzusetzen.  
Existiert also eine Multiressource mit Kapazität M, so sind M Maschinen erforderlich. Die benötigte 
Kapazität N eines Auftrags der Dauer d wird durch N Produktionsvorgänge mit den folgenden 
Eigenschaften modelliert: 
idP iD ∀= , (3.1.46) 
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jiZ jiT ,0, ∀= . (3.1.49) 
Für diese Funktionalität werden auf diese Weise keine zusätzlichen Strafterme im Hamiltonian be-
nötigt.  
 
3.1.11 Lager 
Sie dienen dazu, evtl. hergestellte Produkte/Materialien aufzubewahren und verfügen über eine ge-
wisse Kapazität. Die Produktionsvorgänge können dem Lager Produkte hinzufügen und/oder ent-
nehmen. Jedes Lager kann immer nur identische Produkte aufnehmen. 
PLVi,l ist die vom Produktionsvorgang i dem Lager l entnommene Menge des Produkts, PLPi,l die 
hinzugefügte Menge und LKl,t die maximale Kapazität des Lagers l zur Zeit t.  
Eine Überlastung des Lagers soll vermieden werden: 
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Die entnommene Menge darf höchstens der gelagerten Menge des Produkts entsprechen: 
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Die zugehörigen Strafterme sind: 
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3.1.12 Pausen 
Im Folgenden unterbrechen die Pausen die Produktionsvorgänge. Diese werden nach der Pause fort-
gesetzt. MPSm,p sind die Startzeitpunkte und MPDm,p die Dauern der Pausen auf der Maschine m.  
Kein Produktionsvorgang darf während einer Pause starten: 
mpiP
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pm
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pm
PS MMtM
mti
S ,,0
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,, ∀=∑
+<≤
. (3.1.54) 
Die Pause verlängert die Produktionsdauer, d.h. falls eine Überlappung eines Produktionsvorgangs 
mit einer Pause vorliegt: 
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, (3.1.55) 
kann ein folgender Produktionsvorgang erst später starten: 
jPP
t MPttt
mtj
S
mti
S
pm
PD
mi
D
∀=⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⋅∑ ∑
++<≤
0
,,'
,',,, . (3.1.56) 
Daraus folgen die Strafterme: 
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3.1.13 Konfiguration 
Die Konfiguration besteht bei dieser Modellierung aus dem dreidimensionalen Spinfeld PSi,t,m mit 
den Werten 0 oder 1. 
 
3.1.14 Nachbarschaft 
Im Folgenden werden drei Nachbarschaften unterschieden: 
• Im einfachsten Fall besteht die Nachbarschaft aus einem SingleSpinFlip ( ), 
der allerdings sofort die Nebenbedingung (3.1.7) verletzt, falls diese zuvor erfüllt war.  
mti
Sneu
mti
S PP ,,,, 1−=
• Nachbarschaft (2) besteht aus Veränderungen, die die Nebenbedingungen (3.1.7) und (3.1.9) 
beachten. Diese Veränderungen befolgen folgende Regeln: 
- Verändere den Startzeitpunkt und evtl. die Maschine eines Produktionsvorganges. Vertausche 
die Spins  und , so dass  und , die folgende 
Bedingung erfüllen: .  
mti
SP ,, ',', mtiSP ',',,, mtiSneumtiS PP = mtiSneumtiS PP ,,',', =
111 ',,',',,, =∧=∧=+ miMmiMmtiSmtiS PPPP
- Vertausche zwei Produktionsvorgänge, d.h. vertausche die Spins  und , so dass 
 und , wobei Folgendes gilt: 
.  
mti
SP ,, ',',' mtiSP
10 ',',,, =∧= neumtiSneumtiS PP 10 ,,'',',' =∧= neumtiSneumtiS PP
112 ,'',',',',, =∧=∧=+ miMmiMmtiSmtiS PPPP
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• Nachbarschaft (3) besteht aus den gleichen Veränderungen wie Nachbarschaft (2), jedoch wird 
nun der Spin, der verändert wird, bei manchen Aufrufen gezielt ausgesucht. Es wird dann der 
Spin des Produktionsvorgangs i gewählt, der am spätesten startet: 
' . '
''.
',','
,
,, itPtP
mt
mti
S
mt
mti
S ∀⋅≥⋅ ∑∑
Zusätzlich darf der so ausgewählte Produktionsvorgang nur zu früheren Zeiten starten, d.h. 
, wobei t’<t. 10 ',',,, =∧= mtiSneumtiS PP
 
3.1.15 Nachteile des Spinmodells 
Im Folgenden sind nun einige negative Eigenschaften des Modells, basierend auf einer Abbildung 
auf ein Spinsystem, aufgeführt: 
 
• Variable Zeit t 
Zu beachten ist nun allerdings, dass die bisherige Variable der Zeit t zwar nach unten ( ), 
nicht jedoch nach oben beschränkt ist. Der benötigte Speicherplatz und die Berechnung des Ha-
miltonians sind jedoch von t abhängig, weshalb ein möglichst kleiner Bereich günstig ist. Es 
kann die Zeitspanne zur Planung auf folgenden Maximalwert eingeschränkt werden: 
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Dieser pessimistische Wert ist immer noch sehr groß. Es lässt sich leicht eine engere Grenze fin-
den. Während der Simulation kann dieser Maximalwert auf x% der Durchlaufzeit der besten bis-
her erzeugten gültigen Lösung gesetzt werden, wobei x>100 ist. Bei zu kleinem x reduziert man 
die Nachbarschaft evtl. zu stark, so dass der Suchraum in Inseln zerfällt und man die optimale 
Lösung nicht mehr erreichen kann. 
 
• Konfiguration 
Die Konfiguration ist ebenfalls von der Zeit t abhängig. Es zeigt sich, dass der Konfigurations-
raum in dieser Modellierung sehr viel größer als benötigt ist. Eine Modellierung, bei der bei je-
der Konfiguration darauf geachtet wird, möglichst früh die Produktionsvorgänge einzuplanen, 
könnte die Anzahl der möglichen Konfigurationen deutlich senken. 
 
• Nebenbedingungen 
Es existieren sehr viele Nebenbedingungen. Diese sind immer als Straffunktionsterm mit einem 
Lagrange Multiplikator an den Hamiltonian angehängt. Es ist bei der Optimierung mit dem Sing-
leSpinFlip bereits bei kleinen Aufgabenstellungen (z.B. MT6 siehe Kapitel 4.2) schwierig, Kon-
figurationen zu finden, die alle Nebenbedingungen einhalten. Es ist deshalb zu empfehlen, nur 
mit Nachbarschaft 2 oder 3 zu arbeiten, die einige der Nebenbedingungen jederzeit erfüllen, falls 
die Initiallösung diese erfüllt. 
Die Ergebnisse können noch weiter verbessert werden, falls die veränderten Spins zeitlich ‚nahe’ 
liegen: Ttt ≤− ' . Dabei kann die Produktionszeit der beteiligten Produktionsvorgange verwen-
det werden: ( ) 4'''' mimiimim DDDDT +++= .  
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Neben den hier angeführten Nachteilen verfügt die beschriebene Modellierung auch über einige 
Vorteile, die in der einfachen Definition der Konfiguration und der Nachbarschaft liegen. Die nega-
tiven Aspekte überwiegen jedoch bei weitem. Im Folgenden wird deshalb eine auf den ersten Blick 
kompliziertere Modellierungsbasis entwickelt, die die benötigten Funktionalitäten sehr viel direkter 
abbildet und so die meisten Nebenbedingungen in jeder Konfiguration erfüllt. Der Konfigurations-
raum ist dann erheblich kleiner. Er wird noch weiter reduziert um alle Konfigurationen, die keine 
semiaktiven Lösungen darstellen.  
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3.2 Modell mit direkter Repräsentation 
 
 
3.2.1 Einleitung 
Bei dem vorliegenden Produktionsplanungsproblem sucht man nach einem gültigen Produktions-
plan, also einer Zuordnung der Aufträge zu den Ressourcen zu bestimmten Zeitpunkten, wobei die 
problemspezifischen Restriktionen eingehalten werden. Mit dem Begriff Ressourcen werden die 
Primärressourcen, Sekundärressourcen und die Lager/Silos zusammengefasst. Dabei soll eine gege-
bene Zielfunktion minimiert werden. 
Im Folgenden soll nun die formale Beschreibung der einzelnen Ressourcen, Auftragsbestandteile 
und Restriktionen folgen. Im Anschluss daran wird die Definition der Nachbarschaft mit Hilfe der 
Konfiguration vorgestellt. Aus der Konfiguration lässt sich der Produktionsplan erstellen. Zum 
Schluss werden die möglichen Optimierungsziele definiert. 
 
 
3.2.2 Ressourcen 
Drei grundsätzlich verschiedene Ressourcentypen sind zu unterschieden. Die Primärressource stellt 
eine Maschine dar. Die Sekundärressource ist im Unterschied zur Primärressource eine Multires-
source, die evtl. mehrere verschiedene Arbeitsschritte gleichzeitig ausführen kann. Als Lager wird 
nur das Silo modelliert.  
 
3.2.2.1 Primärressource 
Eine Primärressource definiert eine Maschine. Die Produktion kann ab einem bestimmten Zeitpunkt 
starten, wird jedoch möglicherweise zu bestimmten Zeiten durch Pausen unterbrochen. Zwischen 
verschiedenen Produktionsvorgängen kann eine Umrüstung der Maschine nötig sein. Soll ein Auf-
trag auf einer Primärressource bearbeitet werden, so muss er als Produktionsvorgang die folgenden 
Bedingungen einhalten.  
 
a) Produktionsvorgang 
Sei Pi ein Produktionsvorgang der Primärressource, PSi sein Startzeitpunkt, PEi das Ende und PDi 
die Produktionsdauer mit  
i
S
i
E
i
D
i
E
i
S PPPPP −=∧≤ . (3.2.1) 
Eine Primärressource kann immer nur einen Produktionsvorgang zu einem Zeitpunkt t bearbei-
ten: 
( )jijiPPPP jSiEjEiS ≠∀≤∨≥ , . (3.2.2) 
Falls , so bezeichnet man PjEiS PP ≥ i als den Nachfolger von Pj und Pj als den Vorgänger von 
Pi. Pi ist der direkte Nachfolger von Pj (bzw. Pj der direkte Vorgänger von Pi), falls es keinen 
Produktionsvorgang Pk gibt mit . iSkEjEkS PPPP ≤∧≥
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b) Funktionalität ‚frühester Start’ 
Die Primärressource steht erst zu einem bestimmten Zeitpunkt MSmin zur Verfügung. Für die 
Produktionsvorgänge gilt:  
iMP SiS ∀≥ min . (3.2.3) 
 
c) Funktionalität ‚Umrüstung’ 
Eine Umrüstung definiert einen ‚speziellen’ Produktionsvorgang PRi, dessen Produktionsdauer, 
im Unterschied zu einem ‚einfachen’ Produktionsvorgang, abhängig von seinem direkten Vor-
gänger ist (reihenfolgeabhängig). Die Produktionsdauer ist in der, für die Primärressource gülti-
gen, Rüstzeitmatrix MRZi,j definiert. 
Eine Umrüstung kann zusätzlich noch reihenfolgeabhängige Rüstkosten verursachen. Diese sind 
in einer Rüstkostenmatrix MRKi,j definiert. 
Die Produktionsdauer PDi der Umrüstung entspricht somit der Rüstzeit PDi=MRZj,i , falls Pj der 
direkte Vorgänger von PRi ist. 
 
d) Funktionalität ‚Pausen’ 
In einer Pause MPp ruht die Produktion. MPSp ist ihr Start, MPEp das Ende und MPDp die Pausen-
dauer mit . Unterschieden wird bei Pausen und Produk-
tionsvorgängen nun noch nach deren Unterbrechbarkeit: 
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Bei der Planung des Produktionsvorgangs müssen bzgl. der Pausen folgende Regeln beachtet 
werden: 
(1) Ein Produktionsvorgang darf nicht in einer Pause starten: 
piMPMP pPEiSpPSiS ,∀≥∨< . (3.2.4) 
(2) Ein Produktionsvorgang darf nicht in einer Pause enden: 
piMPMP pPEiEpPSiE ,∀>∨≤ . (3.2.5) 
(3) Eine Überschneidung eines Produktionsvorgangs mit einer Pause ist nicht erlaubt, falls der 
Produktionsvorgang oder die Pause nicht unterbrechbar sind: ( )00, =∨=∀≥∨≤ iPUpPUpPEiSpPSiE PMpiMPMP . (3.2.6) 
(4) Die Dauer des Produktionsvorgangs wird bei einer Überschneidung um die Pausendauer er-
höht. In diesem Zusammenhang wird auch von der Netto- PD_Ni und der Brutto-Dauer PD_Bi 
gesprochen. Die Netto-Dauer bezeichnet dabei die ursprüngliche Produktionsdauer ohne 
Pausen und die Brutto-Dauer die tatsächliche Produktionsdauer: ( )pPSiBDiSpPSiS
p
p
PD
i
ND
i
BD MPPMPpiMPP >+∧<∀+= ∑ ___ , . (3.2.7) 
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Folgernder iterativer Ansatz erzeugt für einen Produktionsvorgang Pi mit gegebener Netto-Dauer 
PD_Ni einen pausengültigen möglichen Start PSi und die Brutto-Dauer PD_Bi von einem gegeben 
Zeitpunkt PSmini aus. Die N Pausen sind dabei so geordnet, dass  ( )NppMM pPSpPE <≤∀< + 11 . 
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++p  so gefundene Startzeitpunkt PSi für den Produktionsvorgang erfüllt die Bedingungen (1) bis 
 
ildung 3.2.1:  Beispiel für die Bestimmung der Brutto-Dauer b) eines Produktionsvorgangs P mit gegebener 
Netto-Dauer a). 
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nungsfunktionalität: 
m seriellen Beplanen der Primärressource werden die Produktionsvorgänge semiaktiv auf der 
source eingelastet. Sei Pi noch nicht geplant und Pj die M bereits geplanten Produktionsvor-
ge, dann gilt:  
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3.2 Modell mit direkter Repräsentation  41 
 
P1 P2 P3
P3
 
 
 
Abbildung 3.2.2:  Die Produktionsvorgänge werden auf der Primärressource semiaktiv geplant. Produktionsvor-
gang P3 wird erst nach P2 geplant, obwohl zu einem früheren Zeitpunkt (zwischen P1 und P2) 
noch ausreichend Kapazität zur Verfügung steht. 
 
3.2.2.2 Sekundärressource 
Eine Sekundärressource (Multiressource) kann im Unterschied zur Primärressource von mehr als 
nur einem Produktionsvorgang gleichzeitig benutzt werden. Es müssen bei der Nutzung der Sekun-
därressource durch einen Auftrag als Produktionsvorgang die folgenden Bedingungen eingehalten 
werden.  
 
a) Kapazität 
Die maximale Kapazität MK der Ressource ist zu beachten. Diese kann eine zeitliche Abhängig-
keit besitzen: MK(t). Die benötigte Kapazität eines Produktionsvorgang Pi kann ebenfalls eine 
zeitliche Abhängigkeit besitzen PMKi(t), wobei ( ) ( )iDiMK PttttP ≥∨<∀= 00 . Im Normalfall 
ist diese jedoch zeitlich konstant: ( ) ( )iDiMKiMK PttPtP <≤∀= 0 .  
Es muss gelten:  ( ) ( ) ttMPtP K
i
i
S
i
MK ∀≤−∑ . (3.2.9) 
 
b) Planungsfunktionalität: 
Im Unterschied zur Primärressource werden die Produktionsvorgänge bei der Sekundärressource 
aktiv geplant, d.h. es wird von einem frühest möglichen Startzeitpunkt PSmini des Produktions-
vorgangs aus der nächste mögliche Zeitpunkt  mit ausreichend Kapazität gesucht 
und dort der Produktionsvorgang geplant. Sei M
i
S
i
S PP min≥
Kfrei(t) die freie Kapazität der Sekundärressource, 
dann muss der zu planende Produktionsvorgang Pi zum Zeitpunkt PSi kapazitätsgerecht einge-
plant werden können, d.h.  
( ) ( ) ( )iEiSKfreiiSiMK PtPttMPtP <≤∀≤− . (3.2.10) 
 
 
 
 
 
Abbildung 3.2.3:  Die Produktionsvorgänge werden auf der Sekundärressource aktiv geplant. Produktionsvorgang 
P1 wird zu seinem frühesten Zeitpunkt geplant. 
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3.2.2.3 Silo 
Das Silo definiert ein mögliches Lager. Es sind folgende Bedingungen zu beachten:  
 
a) Kapazität 
Die maximale Kapazität SK des Silos ist zu beachten. Diese kann eine zeitliche Abhängigkeit be-
sitzen: SK(t). Stellt ein Produktionsvorgang Pi Material her, so ist die benötigte Kapazität des 
Materials PSKi positiv, wird Material verbraucht, ist sie negativ. Ist PSTi der Zeitpunkt, zu dem 
das Material dem Silo entnommen (bzw. im Silo eingelagert) wird, so gilt: 
( ) ( ) ttSP
K
tPi
i
SK
i
ST
∀≤≤ ∑
≤
0 . (3.2.11) 
Bei der Lagerung oder der Entnahme von Materialien unterscheidet man zwischen batch und 
continuous. Bei batch Betrieb erfolgt die Lagerung bzw. Entnahme des Materials zu einem Zeit-
punkt, während bei continuous-Betrieb die Lagerung bzw. Entnahme einer bestimmten Zeit be-
darf. Die zeitlichen Materialverläufe eines Produktionsvorgangs P1 sind in Abbildung 3.2.4 zu 
sehen.  
 
 
 
 
 
 
 
 
 
Abbildung 3.2.4:  Zu sehen ist die Entnahme (a,c) und Lagerung (b,d) eines Materials durch einen Produktions-
vorgang P1 im batch- (a,b) bzw. im continuous- (c,d) Betrieb. 
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b) Weiche Grenze für die maximale Kapazität: 
Neben der bereits definierten harten Grenze SK für die maximale Kapazität, die während der Op-
timierung in jeder Konfiguration einzuhalten ist, soll nun eine weiche Nebenbedingung SKsoft für 
die maximale Kapazität definiert werden, deren Nichteinhaltung möglich ist, jedoch als zusätzli-
che Kosten in die Zielfunktion eingeht. Durch geeignete Wahl der Priorität dieser Nebenbedin-
gung sollte es dann möglich sein, am Ende der Optimierung eine Lösung zu erhalten, bei der die-
se Nebenbedingung erfüllt ist.  
Ist SKbelegt(t) der zeitliche Verlauf der bereits genutzten Lagerkapazität, so ist die Straffunktion 
definiert durch:  ( )KsoftbelegtK
t
Silo StSMAXS −= ∑ )(,0 . (3.2.12) 
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c) Planungsfunktionalität: 
Grundsätzlich wird das Silo aktiv beplant. Wird das zu lagernde (bzw. gelagerte) Material vom 
Produktionsvorgang Pi produziert (bzw. verbraucht), so sind folgende Bedingungen einzuhalten, 
falls SKbelegt(t) den aktuellen zeitlichen Füllstand des Silos darstellt: 
 
• batch-Entnahme: ( )iSbelegtKiSK PtttSP ≥∀≤− )(  (3.2.13) 
• batch-Lagerung: ( )iEKbelegtKiSK PttStSP ≥∀≤+ )(  (3.2.14) 
• continuous-Entnahme: 
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• continuous-Lagerung: 
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Abbildung 3.2.5:  Hier ist ein Beispiel einer Befüllung eines Silos im batch zu sehen. a) zeigt den Füllstand des Si-
los vor der Planung des Produktionsvorgangs, c) nach der Planung. Ab dem Startzeitpunkt des 
Produktionsvorgangs wird eine bestimmte Menge des Materials verbraucht (a), b)). 
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3.2.3 Produktionsauftrag 
Ein Produktionsauftrag besteht aus einer Menge an Aktivitäten, die ausgeführt werden müssen. Jede 
Aktivität kann möglicherweise auf verschiedene Arten ausgeführt werden. Diese Möglichkeiten 
werden durch alternative Multimodi dargestellt. Jeder Multimodus besteht aus einer Menge Modi, 
die nacheinander ausgeführt werden müssen. Jeder Modus stellt dabei einen Arbeits-
schritt/Produktionsvorgang mit einer bestimmten Ressourcenbelegung dar. Die Aktivitäten des Auf-
trags können noch durch zeitliche Nebenbedingungen, die sog. Aktivitätslinks, verbunden sein.  
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3.2.3.1 Modus 
Ein Modus stellt einen Produktionsvorgang dar. Er kann eine Primärressource und mehrere Sekun-
därressourcen (Multiressourcen) benötigen. Zusätzlich kann er noch andere Primärressourcen sper-
ren. Falls der Modus Material produziert oder verbraucht, sind ihm Silos zugeordnet. 
Sei MoDi die Dauer des Modus Moi, MoSi der Startzeitpunkt und MoEi das Ende, wobei 
 und . Die folgenden Bedingungen müssen eingehalten werden. iEiS MoMo ≤ iSiEiD MoMoMo −=
 
a) Primärressource 
Ein Modus kann höchstens eine Primärressource belegen.  
 
b) Sekundärressource 
Ein Modus kann mehrere Sekundärressourcen mit verschiedenen Kapazitätsprofilen belegen.  
 
c) Silo 
Es können mehrere Silos vom Modus verwendet werden, wobei der Modus dabei Material er-
zeugen und/oder verbrauchen kann. Der Modus kann Material bei einem Silo jedoch nur 
verbrauchen oder erzeugen. 
 
d) Sperren anderer Primärressourcen 
Primärressourcen werden semiaktiv beplant. Durch einen einzelnen Eintrag (kurzer Produktions-
vorgang) wird die Ressource somit für die Planung zu früheren Zeitpunkten gesperrt. Der Sperr-
zeitpunkt MoTSi kann relativ zum Start des Modus vorgegeben werden. MoTSi = MoS + t mit be-
liebigem t. Diese Funktionalität wird verwendet, um FlowShop-Probleme zu modellieren, bei 
denen keine Silos für die Lagerung existieren und die Primärressourcen zur Lagerung des Mate-
rials benutzt werden (vgl. Kapitel 7).  
 
e) Funktionalität ‚Umrüstung’ 
Falls der Modus eine Umrüstung darstellt, so muss er eine Primärressource belegen. Die Dauer 
des Modus hängt dann von der Reihenfolge der geplanten Modi auf dieser Ressource und der zur 
Primärressource gehörigen Rüstmatrix ab. Zusätzlich kann eine Umrüstung noch Kosten verur-
sachen. Diese hängen ebenfalls von der geplanten Reihenfolge auf der Primärressource ab.  
Die Rüstzeit MoRZi des Modus entspricht seiner Dauer: MoDi = MoRZi. MoRKi entsprechen den 
Rüstkosten des Modus. 
Es existieren in solch einer Rüstmatrix meist viele gleiche Zeilen und Spalten, d.h. es gibt viele 
Modi, die bzgl. der Umrüstung gleich sind. Um die Rüstmatrix möglichst klein zu halten, wird 
deshalb jedem Modus ein Rüstschlüssel zugeordnet, mit dessen Hilfe die Rüstdauer bzw. die 
Rüstkosten aus der Rüstmatrix ermittelt werden. Die Rüstzeiten der Primärressource m, MRZm,i,j , 
sind gegeben durch den Rüstschlüssel i des Vorgängermodus und den Rüstschlüssel j des Rüst-
modus, die m belegen. Somit ist dann nicht mehr direkt die Reihenfolge der Modi, sondern viel-
mehr die Reihenfolge der Rüstschlüssel entscheidend. 
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Im Folgenden wird ein Modus durch ( ) ( )( ) ( )bSPRStGRtPSRPRDbSB MK ,,)(,,,  definiert, wobei  
• D der Dauer des Modus entspricht oder ‚*’, falls es sich um einen Rüstmodus handelt 
• PR seiner Primärressource 
• (SR, PMK(t)) den Sekundärressourcen SR mit den evtl. zeitabhängigen Kapazitätsprofilen 
PMK(t) 
• GR(t) den gesperrten Primärressourcen zum Zeitpunkt t 
• RS dem Rüstschlüssel des Modus 
• (B,S,b) dem benötigten Material B aus dem Silo S, wobei die Entnahme batch (b=1) oder 
kontinuierlich (b=0) sein kann. Wird B keine Mengenangabe hinzugefügt, so wird 1 Einheit 
des entsprechenden Materials verbraucht. 
• (P,S,b) dem produzierten Material P in das Silo S, wobei die Lagerung batch (b=1) oder kon-
tinuierlich (b=0) sein kann. Wird P keine Mengenangabe hinzugefügt, so wird 1 Einheit des 
entsprechenden Materials hergestellt. 
Bei den Ressourcen (SR, PMK(t)), GR(t), (B,S) und (P,S) sind Mehrfachnennungen möglich; diese 
werden durch ‚;’ voneinander getrennt. Falls jedoch keine Ressource benötigt wird, so ist dies durch 
‚*’ gekennzeichnet. 
 
Zwei Modi sind identisch ( jiMoMo ji ≠= , ), falls sie identische Eigenschaften aufweisen, näm-
lich: 
• gleiche Dauer, 
• gleiche Primärressource, 
• gleiche Liste aus Sekundärressourcen, 
• gleiche Liste aus gesperrten Primärressourcen mit gleichen Sperrzeitpunkten, 
• gleicher Rüstschlüssel, 
• gleiche Liste aus benötigten Materialien sowie 
• gleiche Liste aus produzierten Materialien. 
( ) ( )( ) ( )
( ) ( )( ) ( ) jjMK
i
MK
i
MobSPRStGRtPSRPRDbSB
bSPRStGRtPSRPRDbSBMo
=
==
,,)(,,,
,,)(,,,
 
 
3.2.3.2 Multimode 
Ein Multimodus Muk sammelt mehrere Produktionsvorgänge, die nacheinander ausgeführt werden. 
Moi ( ) sind die N zugehörigen Modi. Es können zusätzlich noch Zeitbeziehungen zwi-
schen den Modi festgelegt werden (Moduslink). 
Ni ≤≤1
 
a) Funktionalität ‚Moduslink’ 
Zwei Modi Moi und Moj (i<j) eines Multimodus können über einen Moduslink miteinander ver-
bunden werden, wobei Moi als der Vorgänger von Moj bezeichnet wird. Ein Link legt eine zeitli-
che Bedingung (Mindestabstand Tmin, Maximalabstand Tmax) zwischen dem Vorgänger und 
Nachfolger fest, wobei man zwischen vier Typen: Start-Start (SS), Start-Ende (SE), Ende-Start 
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(ES), Ende-Ende (EE) unterscheidet. Es gibt höchstens 2*N*(N-1) solcher Moduslinks innerhalb 
eines Multimodus. 
Für die einzelnen Typen gilt: ( )( )( )( )minmin
min
min
TMoMoEETyp
TMoMoESTyp
TMoMoSETyp
TMoMoSSTyp
i
E
j
E
i
E
j
S
i
S
j
E
i
S
j
S
+≥∧≡
∨+≥∧≡
∨+≥∧≡
∨+≥∧≡
 (3.2.17) 
Falls ein Maximalabstand definiert ist, muss zusätzlich noch gelten: ( )( )( )( )maxmax
max
max
TMoMoEETyp
TMoMoESTyp
TMoMoSETyp
TMoMoSSTyp
i
E
j
E
i
E
j
S
i
S
j
E
i
S
j
S
+≤∧≡
∨+≤∧≡
∨+≤∧≡
∨+≤∧≡
 (3.2.18) 
 
Im Folgenden wird durch  ein Moduslink zwischen den Modi Moj
TXX
i MoMo ⎯⎯ →⎯ min, i und Moj 
(i<j) eines Multimodus vom Typ XX (XX=SS, SE, ES oder EE) mit zeitlichem Mindestabstand 
Tmin festgelegt. Moi ist dabei der Vorgänger von Moj.  definiert zusätzlich 
einen Maximalabstand T
j
TTXX
i MoMo ⎯⎯⎯ →⎯ maxmin ,,
max. 
Zwei Moduslinks  und  sind identisch 
Link
2
,,
11
211 MoMoLink TTXX ⎯⎯⎯ →⎯= 4,,32 432 MoMoLink TTXX ⎯⎯⎯ →⎯=
1=Link2, falls sie identische Modi verbinden ( 4231 MoMoMoMo =∧= ), der Typ und die 
zeitlichen Bedingungen übereinstimmen ( 423121 TTTTXXXX =∧=∧= ). 
 
b) Funktionalität ‚Umrüstung’ 
Falls ein Rüstmodus Moi existiert, muss zusätzlich noch mindestens ein Modus Moj mit i<j exis-
tieren, der die gleiche Primärressource belegt.  
 
c) Funktionalität ‚Kosten’ 
Dem Multimodus können Kosten zugeordnet werden. Diese können möglicherweise durch die 
Benutzung der Ressourcen entstehen. 
 
Im Folgenden wird ein Multimodus durch 
 
 
 
 
 
( ) ( )( ) ( )
( ) ( )( ) ( )
...
,,)(,,,
,,)(,,,
bSPRStGRtPSRPRDbSB
bSPRStGRtPSRPRDbSB
MK
MK
...
...
maxmin ,,
j
TTXX
i MoMo ⎯⎯⎯ →⎯K 
dargestellt, wobei dieser aus drei Teilen besteht: 
• den Kosten K, 
• einer Liste aus Modi und 
• einer Liste aus Moduslinks. 
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Zwei Multimodi Mu1 und Mu2, die aus jeweils N Modi Mo1i und Mo2i und M Moduslinks Link1j und 
Link2j bestehen, sind identisch (Mu1=Mu12), falls ihre Eigenschaften im Hinblick auf:  
• gleiche Kosten, 
• identische Modi ( ( )NiiMoMo ii ≤≤∀= 121 ) und 
• identische Moduslinks ( ( )MiiLinkLink ii ≤≤∀= 121 ) 
übereinstimmen. 
 
3.2.3.3 Aktivität 
Die Arbeitsschritte/Produktionsvorgänge, die in einem Multimodus zusammengefasst sind, können 
möglicherweise auch auf alternativen Ressourcen durchgeführt werden. Durch die Aktivität wird 
dies modelliert. Eine Aktivität kann aus mehreren zueinander alternativen Multimodi bestehen. Muk 
( ) sind die M zueinander alternativen Multimodi der Aktivität. Nur einer der Multimodi 
wird selektiert, d.h. dessen Modi werden ausgeführt. 
Mk ≤≤1
Der Aktivität wurde neben einem frühesten Startzeitpunkt, der immer einzuhalten ist, noch ein Lie-
ferzeitpunkt zugeordnet, der eine weiche Grenze darstellt. Die Rüstzeiten, bzw. Rüstkosten sind 
durch die Modi des selektierten Multimodus gegeben. Zwischen den Modi verschiedener Aktivitä-
ten lässt sich noch eine Zeitbeziehung definieren (Aktivitätslink). 
Der Startzeitpunkt ASi der Aktivität Ai ergibt sich aus dem Minimum der Startzeitpunkte der Modi 
Moj ( ) des selektierten Multimodus. ANj ≤≤1 Si = MINj(MoSj) ( Nj ≤≤1 ). Für den Endzeitpunkt 
AEi ergibt sich: AEi = MAXj(MoEj).  
Der Index k gibt in der Schreibweise Aik den selektierten Multimodus der Aktivität an. Die Funktion ( ) ),(, FALSETRUEAReHasResourc ki =  gibt an, ob der Multimodus k der Aktivität Ai mindestens 
einen Modus enthält, der die Ressource R belegt. Bei der Ressource R kann es sich dabei um eine 
Primärressource oder eine Sekundärressource handeln. 
 
a) Funktionalität ‚frühester Startzeitpunkt’ 
Der früheste Startzeitpunkt ASmini der Aktivität ist eine immer einzuhaltende Bedingung. Für alle 
Modi Moj des selektierten Multimodus gilt somit:  
i
S
j
S AMo min≥   (3.2.19) 
 
b) Funktionalität ‚Lieferzeitpunkt’ 
Im Gegensatz zur Bedingung für den frühesten Startzeitpunkt ist der Lieferzeitpunkt ALi, bis zu 
dem die Aktivität beendet sein muss, also , keine harte Bedingung. Das Einhalten die-
ser Bedingung kann eines der Optimierungsziele sein, wobei jede Aktivität zusätzlich zu dem 
Lieferzeitpunkt noch ein Gewicht G
i
L
i
E AA ≤
i mitgegeben wird. Für die gewichtete Verspätung ergibt 
sich:  
( )⎩⎨
⎧
−⋅
≤=
sonstAAG
AAfalls
V
i
E
i
L
i
i
L
i
E
i
0
. (3.2.20) 
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c) Funktionalität ‚Umrüstung’ 
Die Rüstzeit ARZi, bzw. die Rüstkosten ARKi der Aktivität entspricht der Rüstzeit, bzw. Rüstkosten 
der Rüstmodi des selektierten Multimodus, falls dieser eine Umrüstung definiert:  
∑=
j
j
RZ
i
RZ MoA , (3.2.21) 
wobei MoRZj = 0 falls Moj kein Rüstmodus ist, bzw.  
∑=
j
j
RK
i
RK MoA , (3.2.22) 
wobei MoRKj = 0 falls Moj kein Rüstmodus ist. 
 
Eine Aktivität  wird im Folgenden auch durch  
 
 [ ]LBS
 
 
 
 
definiert mit 
• dem frühesten Start S, 
• der Bezeichnung der Aktivität B, 
• dem Lieferzeitpunkt L und 
• den zugehörigen Multimodi. 
Existiert kein frühester Start oder Liefertermin, so ist S oder L mit ‚*’ gekennzeichnet. Ist beim 
Liefertermin kein Gewicht (Priorität) angegeben, so ist es 1. 
 
Zwei Aktivitäten A1 und A2, die jeweils N Multimodi besitzen Mu1k und Mu2k, sind identisch 
(A1=A2), falls ihre Eigenschaften in folgenden Bereichen übereinstimmen: 
• gleiche früheste Startzeitpunkte, 
• gleiche Lieferzeitpunkte und 
• identische Multimodi ( ( )NkkMuMu kk ≤≤∀= 121 ). 
 
3.2.3.4 Aktivitätslink 
Zwischen den Modi zweier Aktivitäten wird ein Moduslink definiert. Dazu werden die Nummern 
der Modi in den Multimodi angegeben. Es sei Muk der selektierte Multimodus der ersten Aktivität 
und Mul der selektierte Multimodus der zweiten Aktivität, wobei Nk und Nl die Anzahl der zugehö-
rigen Modi darstellen. Zwischen dem i-ten Modus Moi ( kNi ≤≤1 ) der ersten Aktivität und dem j-
ten Modus Moj ( ) der zweiten Aktivität sei nun ein Moduslink mit zeitlichem Mindestab-
stand T
lNj ≤≤1
min definiert. Im Unterschied zum Moduslink innerhalb eines Multimodus existiert kein Ak-
tivitätslink mit zeitlicher Maximalabstand Tmax. Für die vier verschiedenen Typen des Moduslinks 
gilt: 
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( )( )( )( )minmin
min
min
TMoMoEETyp
TMoMoESTyp
TMoMoSETyp
TMoMoSSTyp
i
E
j
E
i
E
j
S
i
S
j
E
i
S
j
S
+≥∧≡
∨+≥∧≡
∨+≥∧≡
∨+≥∧≡
 (3.2.23) 
 
Im Folgenden wird durch  ein Moduslink zwischen dem i-ten Modus der Ak-
tivitäten A
)()( min, jAiA l
TXX
k ⎯⎯ →⎯
k und dem j-ten Modus von Al vom Typ XX (XX=SS, SE, ES oder EE) mit zeitlichem 
Mindestabstand Tmin festgelegt. Ak (bzw. Moi) ist dabei der Vorgänger von Al (bzw. Moj); Al (bzw. 
Moj) ist der Nachfolger von Ak (bzw. Moi).  
Falls ein Link  existiert, also A)()( min, fAeA m
TXX
l ⎯⎯ →⎯ m Nachfolger von Al ist, so ist Am auch Nach-
folger von Ak.  
Beim Erzeugen der Links zwischen den Aktivitäten darf kein Zyklus entstehen, d.h. es darf keine 
Aktivität Am geben, die gleichzeitig Vorgänger und Nachfolger von Ak ist (vgl. Abbildung 3.2.6). 
 
 
 
 
 
A2 
A3
A1 
Abbildung 3.2.6:  Zyklus bei den 3 Aktivitäten A1, A2 und A3, die durch die Aktivitätslinks , 
 und  miteinander verbunden sind. A
)1()1( 2
0,
1 AA
ES⎯→⎯
)1()1( 3
0,
2 AA
ES⎯→⎯ )1()1( 10,3 AA ES⎯→⎯ 2 ist z.B. Vor-
gänger und Nachfolger bzgl. A3. 
 
 
3.2.4 Konfiguration 
Unter einer Konfiguration K  soll im Folgenden eine Sequenz aus Aktivitäten Ai verstanden wer-
den. Für diese Konfiguration werden nun einige Definitionen gegeben: 
• K  gibt dabei die Anzahl der Aktivitäten in der Konfiguration K  an. 
• Jede Konfiguration, die Ai enthält, lässt sich darstellen als 21 KAK ki ••  mit zwei mögli-
cherweise leeren Konfigurationen 1K  und 2K  ( 01 ≥K , 02 ≥K ). Man spricht von einer 
leeren Konfiguration K , falls 0=K . 
• Unter K  versteht man eine gespiegelte Konfiguration: 11 KAAK kiki •=• . 
• KK ⊆2  stellt eine Teilkonfiguration von K  dar. Es gilt: 321 KKK ••K = . Insbe-
sondere ist KA ki ⊆ , falls 31 KAKK ki ••=  
• Mit ( ) RKKRGetKonfRes =,  erhält man eine Konfiguration, für die gilt: 
( ) Rii KATRUEAReHasResourc ⊆∀=, . 
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• Zwei Aktivitäten Aik und Ajl sind im strengen Sinne identisch ( ), falls sie identisch 
( ) sind, die selektierten Multimodi identisch (k=l) sind und sie keine Vorgänger oder 
Nachfolger besitzen. 
l
j
k
i AA ≡
ji AA =
• Zwei Konfigurationen 311 KAK k •=  und 422 KAK l •=  sind identisch ( 21 KK = ), 
falls sie aus identischen Aktivitäten bestehen, also falls 432121 KKAAKK
lk =∧≡∧=  
 
 
3.2.5 Nachbarschaft  
Die Nachbarschaft wird mit Hilfe von Operatoren (Moves) definiert, die die Konfiguration verän-
dern. Die Darstellung der Lösung durch eine Konfiguration und die darauf definierte Nachbarschaft 
wurde bereits bei anderen Problemstellungen eingesetzt, so z.B. bei Sequenzbildungsproblemen in 
der Automobilindustrie (diskrete Industrie) [2.2]. 
Im Folgenden sind K  und 'K  benachbarte Konfigurationen.  
 
3.2.5.1 Nachbarschaftsoperatoren  
 
• Push1: 
K = 321 KKAK
k
i •••  ⇒ 'K = 321 KAKK ki •••  
oder 
K = 321 KAKK
k
i •••  ⇒ 'K = 321 KKAK ki ••• , 
wobei 
02 >K  
 
• Swap 
K = 321 KAKAK
l
j
k
i ••••  ⇒ 'K = 321 KAKAK kilj •••• , 
wobei 
02 ≥K  
 
• Lin2Opt 
K = 321 KKK ••  ⇒ 'K = 321 KKK •• , 
wobei 
12 >K  
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• Change 
K = 21 KAK
k
i ••  ⇒ 'K = 21 KAK li •• , 
wobei 
lk ≠  
 
• PushChange 
K = 321 KKAK
k
i •••  ⇒ 'K = 321 KAKK li •••  
oder 
K = 321 KAKK
k
i •••  ⇒ 'K = 321 KKAK li ••• , 
wobei 
lkK ≠∧> 02  
 
• Swap&Change 
K = 321 KAKAK
l
j
k
i ••••  ⇒ 'K = 321 KAKAK minj •••• , 
wobei zwei Ressourcen R1 und R2 existieren mit  ( ) ∧= TRUEAReHasResourc ki,1 ( ) ∧= TRUEAReHasResourc mi,2  k≅m  ∧( ) ∧= TRUEAReHasResourc lj,2 ( ) ∧= TRUEAReHasResourc nj,1 l≅n 
 
• SwapSameResource 
K = 321 KAKAK
l
j
k
i ••••  ⇒ 'K = 321 KAKAK kilj •••• , 
wobei eine Ressource R existiert mit ( ) ∧= TRUEAReHasResourc ki, ( ) TRUEAReHasResourc lj =,  
 
• Lin2OptSameResource 
K = 321 KKK ••  ⇒ 'K = 321 ' KKK •• , 
wobei 
( ) 1, 2 >KRGetKonfRes  
Hat 2K  N Positionen ( NK =2 ) und besteht aus den Aktivitäten Ai ( Ni ≤≤1 ): 
NN AAAAK ••••= −1212 ... , dann wird ''...''' 1212 NN AAAAK ••••= −  folgendermaßen aus 
2K  erzeugt: 
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i=1, j=N 
while( i<j ) { 
while( ( ) FALSEAReHasResourc i =,  ) { 
ii AA ='  
++i 
} 
while( ( ) FALSEAReHasResourc j =,  ) {
jj AA ='  
--j 
} 
ji AA =' , ij AA ='  
++i, --j 
} 
3.2.5.2 Probleme  
Bei der Definition der Nachbarschaft durch Operatoren, die die Konfiguration verändern, kann es 
zu folgenden Problemen kommen: 
 
(1) Zwei benachbarte Konfigurationen können zum gleichen Produktionsplan führen. Dies ist 
z.B. der Fall, falls zwei benachbarte Aktivitäten, die verschiedene Ressourcen belegen, ge-
tauscht werden.  
21 KAAK
l
j
k
i •••  und 21 KAAK kilj •••   
führen zum gleichen Produktionsplan, falls keine Ressource R existiert mit ( ) ( ) TRUEAReHasResourcTRUEAReHasResourc ljki =∧= ,, . 
Es ist deshalb darauf zu achten, dass bei jeder Veränderung Aktivitäten betroffen sind, die 
die gleiche Ressource belegen (siehe Kapitel 3.2.5.3). 
(2) Ein Operator verändert den Produktionsplan nicht, falls nur identische Aktivitäten ausge-
tauscht werden, z.B. ein Swap der beiden Aktivitäten Aik und Ajl, wobei . Dies soll-
te bei der Ausführung der Operatoren beachtet werden (siehe Kapitel 3.2.5.3). 
l
j
k
i AA ≡
(3) Nicht jede mögliche Lösung (Produktionsplan) lässt sich durch diese Planungsmethode (vgl. 
Kapitel 3.2.6) aus den möglichen Konfigurationen erzeugen. Bei manchen Problemstellun-
gen kann dies dazu führen, dass die optimale Lösung nicht im Suchraum enthalten ist (siehe 
z.B. Kapitel 7.3.2). 
(4) Die Operatoren beachten einige der Nebenbedingungen nicht, so z.B., dass bestimmte Akti-
vitäten Vorgänger anderer Aktivitäten sind. Es wird deshalb beim Aufbau des Produktions-
plans noch ein Reparaturmechanismus (Kapitel 3.2.6.3) definiert. 
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3.2.5.3 Verbesserung der Operatoren 
Damit die in Kapitel 3.2.5.2 beschriebenen Probleme (1) und (2) nicht mehr auftreten und durch 
die Anwendung eines Operators ein neuer Produktionsplan erzeugt wird, muss sich für mindestens 
eine Ressource eine neue Ausführungsreihenfolge ergeben. Jeder Ressource werden zwei Konfigu-
rationen RK  und 'RK  zugeordnet, die aus der Ausgangskonfiguration K  und der durch den 
Operator erzeugten Konfiguration 'K  erzeugt werden: ( )KRGetKonfResK R ,= , 
( ',' KRGetKonfResK R = ). Mindestens eine Ressource sollte durch die Anwendung des Opera-
tors eine neue Konfiguration erhalten: ( )'RR KKR ≠∃ . Wird diese Bedingungen verletzt, so wird 
der Operator nicht ausgeführt und ein neuer ausgewählt. 
 
3.2.5.4 Auswahl der Operatoren  
Es muss nun noch festgelegt werden, in welcher Weise die zuvor definierten Operatoren angewen-
det werden. Folgende Punkte sind dabei zu beachten: 
• Es erscheint nicht bei jeder Aufgabenstellung sinnvoll, alle Operatoren zu verwenden. So ist 
z.B. bei einer Problemstellung ohne alternative Ressourcen ein Operator überflüssig, der den 
ausgewählten Multimodus wechselt (Change).  
• Es stellt sich die Frage, ob eine festgelegte Reihenfolge bei der Anwendung der Operatoren 
(Nachbarschaften) zu verwenden ist, wie z.B. bei ILS, bei dem bestimmte Simulationsschritte 
in zwei verschiedenen Nachbarschaften stattfinden [2.16], oder ob eine gewisse Auswahl-
wahrscheinlichkeit vorliegt.  
• Bei einer zufälligen Wahl der Operatoren ist die zugehörige Auswahlwahrscheinlichkeit zu 
bestimmen.  
 
Im Folgenden wird die Nachbarschaft immer durch eine zufällige Wahl der Operatoren erstellt. Da-
zu erhält jeder Operator eine Auswahlwahrscheinlichkeit. Sollen Operatoren bei einer bestimmten 
Problemstellung nicht benutzt werden, so ist ihre Auswahlwahrscheinlichkeit 0. Oft wird eine sol-
che Auswahl auch mit einem roulette wheel verglichen, bei dem den einzelnen Operatoren Kreis-
segmente zugeordnet sind, deren Kreisbogen proportional zu ihren Auswahlwahrscheinlichkeiten 
ist. Es wird dann bei jeder Auswahl derjenige Operator angewendet, auf dessen Kreissegment die 
Roulettekugel liegen bleibt. Bei genetischen Algorithmen wird das roulette-wheel-Verfahren z.B. 
benutzt, um aus einer Menge von Individuen diejenigen auszuwählen, auf die dann anschließend ein 
Crossover-Operator angewendet wird (vgl. z.B. [2.15]). Bei Minimierungsproblemen, also bei sol-
chen Problemen, bei denen ein Individuum mit möglichst geringer Fitness gesucht wird, erhält das 
Individuum einen umso größeren Kreisabschnitt (Auswahlwahrscheinlichkeit), je kleiner seine Fit-
ness ist. Die Gesamtheit der Kreisabschnitte ergibt immer einen vollständigen Kreis. 
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Zu unterscheiden ist hier noch, ob die Auswahlwahrscheinlichkeiten während der Optimierung 
festgelegt sind, oder ob sie adaptiv angepasst werden. 
 
a) fixierte Auswahlwahrscheinlichkeit 
Die Auswahlwahrscheinlichkeit Wi jedes Operators Oi wird am Anfang der Optimierung fest-
gelegt. Dabei ist zu beachten, dass ∑W 1=i . 
b) adaptive Auswahlwahrscheinlichkeit 
Die Auswahl der Operatoren bei dem adaptiven Verfahren ähnelt der Individuenauswahl beim 
GA. Zuerst erhält jeder Operator eine bestimmte Auswahlwahrscheinlichkeit. Zu bestimmten 
festgelegten Zeitpunkten (z.B. alle N Sweeps) wird nun der Kreisbogen jedes Operators neu 
bewertet. Dabei wird die Größe festgelegt durch die relative Energieverbesserung, die eine 
Durchführung des Operators im letzten Zeitintervall (also den letzten N Sweeps) erbrachte. 
Eine Nebenbedingung sollte allerdings beachtet werden: Jeder Operator sollte immer eine 
gewisse Mindestwahrscheinlichkeit besitzen, falls er anfangs eine Auswahlwahrscheinlichkeit 
>0 hatte.  
Wurde der Operator Oi Di-mal verwendet und ist Ei die gesamte resultierende Energieverbes-
serung ( )∑ ∆−=
j
ji EMAXE ,0  mit der Energieänderung ∆Ej beim Anwenden des Operators, 
dann ergibt sich für die Auswahlwahrscheinlichkeit ( )iii DEKW /*=  mit dem Normierungs-
faktor . Jede Auswahlwahrscheinlichkeit kleiner 1% wird nun auf Kos-
ten, der größten Auswahlwahrscheinlichkeit auf 1% erhöht, wobei 
⎟⎠
⎞⎜⎝
⎛⎟⎠
⎞⎜⎝
⎛= ∑∑
i
i
i
i EDK /
1=∑ iW  zu beachten ist. 
Neben der relativen Energieverbesserung könnte noch die bisherige Akzeptanzwahrschein-
lichkeit die Größe des Kreisabschnitts definieren.  
 
In den folgenden Kapiteln wird meist mit einer fixierten Auswahlwahrscheinlichkeiten gearbeitet. 
 
 
3.2.6 Aufbau des Produktionsplans (Schedule) 
 
Die Konfiguration definiert die Reihenfolge der Aktivitäten auf jeder Ressource. Die Wahl der Mul-
timodi der Aktivitäten ist dort bereits festgelegt. Der Produktionsplan legt nun zusätzlich noch die 
Startzeitpunkte der Modi fest. 
 
3.2.6.1 Darstellung des Produktionsplans 
Die Darstellung des Produktionsplans erfolgt in Form sog. Gantt Diagramme. Dabei werden die 
geplanten Modi in einem Diagramm eingetragen, dessen Achsen die Ressourcen und die Zeit dar-
stellen. Im Folgenden wird dafür ein Graphikprogramm der folgenden Erscheinungsform (Abbil-
dung 3.2.7) gewählt. 
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a) 
Start und Ende des Modus 
Lager/Silo 
Primärressourcen 
zeitlicher Verlauf des Siloinhalts 
maximale Kapazität 
Rüstmodus 
Modus 
c) 
d) 
b) 
Abbildung 3.2.7:  Oberfläche eines Programms zur Anzeige eines Gantt Diagramms einer Lösung. Vier Bereiche sind 
vorhanden: Liste der Primärressourcen (a)), Liste der Lager/Silo und Multiressourcen (b)), zeitliche 
Lage der einzelnen Modi (c)) und der zeitliche Verlauf des Lagerfüllstandes (d)).  
 
3.2.6.2 Konfiguration → Schedule 
Ein Plan wird nun aus der Konfiguration erzeugt, indem jede Aktivität Aik in der Reihenfolge der 
Sequenz der Konfiguration nacheinander geplant wird. Bei dem Einplanen der Aktivität wird nun 
folgendermaßen vorgegangen (5 Einplanungsschritte): 
 
1. Zuerst muss geprüft werden, ob Aik geplant werden kann. Folgende Gründe können gegen eine 
sofortige Planung sprechen: 
• Es existiert ein Vorgänger Ajl ( ji ≠ ), der noch nicht geplant wurde:  
321 KAKAKK
l
j
k
i ••••=  
• Aik benötigt Material aus einem Silo, das nicht mehr genügend davon zur Verfügung stellt. 
Bedingung (3.2.11) ist verletzt. Es muss also zuerst die Aktivität Ajl ( ji ≠ ) geplant werden, 
die das benötigte Material produziert und damit das Silo füllt. 
• Aik produziert Material und füllt damit ein Silo, das nicht mehr über genügend freie Kapazi-
tät verfügt. Bedingung (3.2.11) ist verletzt. Es muss also zuerst die Aktivität Ajl ( ji ≠ ) ge-
plant werden, die Material aus dem Silo verbraucht.  
 
2. Falls Aik nicht geplant werden kann, wird die Konfiguration repariert (Kapitel 3.2.6.3) und 
dann bei Schritt 1 weitergearbeitet. 
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3. Sei nun Aik planbar. Es sind Mom ( Nm ≤≤1 ) die N Modi des selektierten Multimodus der Ak-
tivität. Diese Mom werden nun nacheinander frühestmöglich geplant, wobei der Startzeitpunkt 
MoSm jedes Modus folgende Bedingungen erfüllen muss: 
• Stellt der Modus einen Rüstmodus dar, so wird seine Dauer festgelegt durch die der Primär-
ressource zugeordneten Rüstmatrix und dem letzten bereits geplanten Modus auf dieser Pri-
märressource (siehe Kapitel 3.2.2.1.c). 
• Jeder Modus Mom muss den frühest möglichen Startzeitpunkt der zugehörigen Aktivität Ak 
einhalten (3.2.19). 
• Falls ein Modus durch einen Moduslink mit einem anderen Modus oder durch einen Aktivi-
tätslink mit einem Modus einer anderen Aktivität verbunden ist und der Nachfolger bezüg-
lich des Links ist, so muss der durch den Link festgelegte zeitliche Mindestabstand eingehal-
ten werden (siehe Moduslink (3.2.17) bzw. Aktivitätslink (3.2.23)). 
• Falls der Modus eine Primärressource benötigt, so wird er als Produktionsvorgang auf der 
Primärressource immer semiaktiv geplant. (siehe Kapitel 3.2.2.1.e (3.2.8)) 
• Falls der Modus eine Primärressource belegt und diese Pausen besitzt, so muss MoSm die 
Bedingungen der Funktionalität Pausen der Primärressourcen einhalten. (siehe Kapitel 
3.2.2.1.d (3.2.4), (3.2.5), (3.2.6), (3.2.7)) 
• Ein Modus kann mehrere Sekundärressourcen belegen. Auf jeder dieser Sekundärressourcen 
wird der Modus als Produktionsvorgang aktiv geplant. Zum Zeitpunkt MoSm muss der Mo-
dus auf jeder Sekundärressource kapazitätsgerecht geplant werden können. (siehe Kapitel 
3.2.2.2.b (3.2.10)) 
Falls der Modus eine Primärressource belegt und diese Pausen besitzt, so wird nicht mit der 
Netto-Dauer und dem zugehörigen von der Sekundärressource benötigten Kapazitätsprofil 
gearbeitet, sondern mit einem der Brutto-Dauer angeglichenen Kapazitätsprofil. Dieses 
Brutto-Kapazitätsprofil muss zum Zeitpunkt MoSm kapazitätsgerecht geplant werden können. 
Aus dem Netto-Kapazitätsprofil PMK_Nn(t), der Brutto-Dauer MoD_Bm des Modus und den 
Pausen MPi, die die Brutto-Dauer des Modus beeinflussen (vgl. Kapitel 3.2.2.1.d (3.2.7)), 
 , ,  iPEmBDmSiPSmS MMoMoMMo >+∧< _ 1+< iPSiPS MM
lässt sich das Brutto-Kapazitätsprofil PMK_Bn(t) bestimmen. 
 
 
 
 
 
 
 
 
 
 
 
 
i=0, j=0, k=0 
while(  ) { mBDMoj _<
if(  ) { iPSmS MjMo <+min
( ) ( )kPjP nNMKnBMK __ =  
++j, ++k 
} else { 
( ) 0_ =jP nBMK  
++j, ++i 
} 
} 
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• Falls der Modus Material aus einem Silo entnimmt oder ein Silo damit füllt, muss er als 
Produktionsvorgang alle Bedingungen erfüllen. (siehe Kapitel 3.2.2.3.c (3.2.13), (3.2.14), 
(3.2.15), (3.2.16))  
 
4. Nun müssen noch alle Links innerhalb der Aktivität mit maximalen Zeitabstand überprüft wer-
den. Ist einer der maximalen Zeitabstände verletzt (3.2.18), so werden die frühesten Startzeit-
punkte des zugehörigen Vorgängers (Modus) entsprechend angepasst und Schritt 3 nochmals 
durchgeführt. Existiert z.B.  und haben die Modi die zugehörigen Start-
zeitpunkte Mo
2
,,
1
maxmin MoMo TTSS ⎯⎯⎯ →⎯
S
1 und MoS2, dann ist der Link verletzt, falls . Der früheste 
Startzeitpunkt Mo
max12 TMoMo
SS +>
Smin
1 wird erhöht: . max21
min TMoMo SS −=
 
5. Aik wurde nun geplant. Falls Aik nicht die letzte Aktivität in der Konfiguration ist 
( 21 KAKK
k
i ••= , wobei 02 >K ), starte erneut mit Schritt 1 und dem nächsten Pla-
nungsobjekt Ajl in der Konfiguration ( 21 KAAKK
l
j
k
i •••= ). 
 
3.2.6.3 Reparaturmechanismus einer ungültigen Konfiguration 
Das Planungsobjekt Aik an Position P der Konfiguration konnte nicht in einen Schedule übersetzt 
werden. Dies kann mehrere Gründe haben (Kapitel 3.2.6.2 Schritt 1). Bei jedem Aufruf wird ge-
nau ein Problem ‚repariert’ bzw. behoben, wobei folgende Reihenfolge beachtet wird: 
 
a) Problem: Es sind nicht alle Vorgänger geplant. 
Vorgehen zur Behebung des Problems: 
Von allen Vorgängern von Aik, die in der Konfiguration nach Aik stehen, wird derjenige mit mi-
nimaler Position gewählt. Der so gewählte Vorgänger Ajl mit 
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wird nun vor Aik verschoben 
321' KKAAKK
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und mit der neuen Konfiguration an Position P und der Aktivität Ajl weitergearbeitet. 
 
b) Problem: Die Lagerkapazität ist nicht ausreichend.  
Vorgehen zur Behebung des Problems: 
Aik produziert Material X, für das nicht mehr ausreichen Lagerkapazität in einem Silo vorhan-
den ist. Zwei Konfigurationen PK  und VK  werden erstellt, deren Aktivitäten aus der Teil-
konfiguration 2KA
k
i •  gebildet werden: 
Pm
p
k
i
m
p KAKAA ⊆∀•⊆ 2 , Vnvkinv KAKAA ⊆∀•⊆ 2 . 
Alle Pmp KA ⊆  produzieren dabei Material X, und alle Vnv KA ⊆  verbrauchen Material X. 
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Aus VK  wird nun eine Aktivität Ajl mit minimaler Position gesucht, deren Vorgänger nicht 
in PK  vorhanden sind. Die so bestimmte Ajl
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wird nun vor Aik verschoben 
321' KKAAKK
k
i
l
j ••••=  
und mit der neuen Konfiguration an Position P und der Aktivität Ajl weitergearbeitet. 
 
c) Problem: Es ist nicht genügend benötigtes Material vorhanden.  
Vorgehen zur Behebung des Problems: 
Aik benötigt Material X, das nicht mehr ausreichend zur Verfügung steht. Zwei Konfigurationen 
PK  und VK  werden erstellt, deren Aktivitäten aus der Teilkonfiguration 2KA
k
i •  gebil-
det werden: 
Pm
p
k
i
m
p KAKAA ⊆∀•⊆ 2 , Vnvkinv KAKAA ⊆∀•⊆ 2 . 
Alle Pmp KA ⊆  produzieren dabei Material X, und alle Vnv KA ⊆  verbrauchen Material X. 
Aus PK  wird nun eine Aktivität Ajl mit minimaler Position gesucht, deren Vorgänger nicht 
in VK  vorhanden sind. Die so bestimmte Ajl
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wird nun vor Aik verschoben 
321' KKAAKK
k
i
l
j ••••=  
und mit der neuen Konfiguration an Position P und der Aktivität Ajl weitergearbeitet. 
 
Repariert wird immer direkt die Konfiguration und nicht die Lösung. Somit ist während der lokalen 
Suche jede Ausgangssituation eines Moves eine gültige Konfiguration. Dies hat den Vorteil, dass 
immer nur der Bereich repariert werden muss, der von dem letzten Move verändert wurde. Die be-
schriebene Vorgehensweise ist damit deutlich schneller als andere Vorgehensweisen, bei denen nur 
die Lösung repariert wird und ungültige Konfigurationen als Startpunkt der Moves zugelassen wer-
den. Meist muss dabei nämlich die gesamte Lösung repariert werden. Im ungünstigsten Fall führt 
dieser Reparaturmechanismus dazu, dass der letzte Move zurückgenommen und mit der alten Kon-
figuration weitergearbeitet wird.  
Falls man durch einen Move eine ungültige Lösung erzeugt, also den Reparaturmechanismus startet, 
kann man nicht durch einen inversen Move zur letzten gültigen Konfiguration zurückkehren. Bei 
der lokalen Suche (z.B. bei SA) wird allerdings ein Mechanismus benötigt, um zu der letzten Kon-
figuration zurückzukehren. Dazu wird immer eine Kopie der letzten gültigen Konfiguration ange-
legt und bei Bedarf der veränderte Teil wiederhergestellt.  
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3.2.6.4 Aktive und semiaktive Schedules 
Der so erzeugte Produktionsplan ist semiaktiv bzgl. der Primärressourcen. Es existiert noch die 
Möglichkeit, diesen Produktionsplan aktiv zu erzeugen, oder eine zusätzliche Freiheit bei der Pla-
nung vorzugeben und die Modi bei beliebigen Zeitpunkten zu planen, die die in Schritt 3 und 4 
(Kapitel 3.2.6.2) gestellten Bedingungen erfüllen. 
Semiaktiv bedeutet dabei, dass keine Aktivität(Modus) früher starten kann, ohne dabei die Reihen-
folge auf den Ressourcen zu verändern. Bei einem aktiven Plan kann keine Aktivität(Modus) früher 
starten, ohne dabei eine andere zu verzögern. 
Die Menge aller aktiven Pläne ist in der Menge aller semiaktiven enthalten. Bei JobShop-
Problemen ist die optimale Lösung in der Menge der aktiven Pläne enthalten. Es wird in dieser Ar-
beit jedoch absichtlich die meist viel größere Menge der semiaktiven Pläne genutzt, da eine optima-
le Lösung im Falle einer Optimierung der Rüstzeiten nicht immer in der Menge der aktiven Pläne 
enthalten ist. Dies ist in folgendem Beispiel zu sehen: 
Gegeben ist eine Primärressource P1 mit den Rüstzeiten MRZi,j zwischen Vorgängerrüstschlüssel i 
und Nachfolgerrüstschlüssel j und drei Aktivitäten A1, A2, A3: 
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Es existiert genau ein aktiver Plan und sechs semiaktive Pläne. Abbildung 3.2.8 zeigt zwei semiak-
tive Pläne, wobei einer eine minimale Durchlaufzeit (70) und der andere minimale Rüstzeiten (0) 
aufweist. Der einzige aktive Plan entspricht hier dem semiaktiven Plan mit minimaler Durchlaufzeit. 
Bei diesem Beispiel kann ein Plan mit minimaler Rüstzeit nicht durch aktive Planung erzeugt wer-
den. 
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Abbildung 3.2.8:  2 der 6 semiaktiven Pläne sind zu sehen. Während Plan a) eine minimale Durchlaufzeit hat, ist bei 
Plan b) die Rüstzeit (schattiert) minimiert. Plan a) ist bei diesem Beispiel der einzige aktive Plan. 
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3.2.6.5 Nebenbedingungen 
Im Unterschied zu dem in Kapitel 3.1 definierten Modell werden die meisten Nebenbedingungen 
hier hart definiert, d.h. sie werden bei jeder Konfiguration eingehalten. Eingeführt wurde diese De-
finition, um den Suchraum zu verkleinern. Es existiert nur noch bei der maximalen Kapazität des 
Silos die Möglichkeit, diese als weiche Grenze zu definieren und die Einhaltung durch einen Straf-
funktionsterm in der Zielfunktion zu erzwingen. Bei einigen Problemstellungen hat dies den Vor-
teil, dass der Suchraum nicht in Inseln zerfällt (vgl. Abbildung 3.2.9 und Kapitel 9). 
 
 
 
 
 
 
 
 
 
k1 
k2 
Abbildung 3.2.9:  Suchraum: Die Konfigurationen sind hier als Eckpunkte in einem quadratischen Gitter dargestellt. 
Die Kreise zeigen Konfigurationen, die die Nebenbedingung verletzen. Die Linien entsprechen den 
Nachbarschaften (durchgezogene: N1, gestrichelt: N2). Es ist nicht möglich, mit N1 von k1 zu k2 zu 
gelangen, falls die Konfigurationen, die die Nebenbedingung verletzen, verboten sind. Diese Insel-
bildung durch die Nebenbedingung lässt sich durch N2 oder eine weiche Definition der Nebenbe-
dingung mithilfe von Straftermen verhindern. 
 
 
3.2.7 Optimierungsziele 
 
3.2.7.1 Einzelne Zielfunktionswerte 
Es wurden die Aktivitäten Ai ( ) geplant. Für jede Aktivität AANi ≤≤1 i ist nun Folgendes gegeben: 
• der Liefertermin Li  
• der Startzeitpunkt ASi  
• der Endzeitpunkt AEi  
• die Rüstzeit ARZi  
• die Rüstkosten ARKi  
• die Kosten des selektierten Multimodus MuKi  
 
Dadurch lassen sich nun die einzelnen Optimierungskriterien fk definieren: 
 
a) Maximale Verspätung ( )( )iiEi LAMAXMAXf −= ,01  (3.2.24) 
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b) Summe der Verspätungen 
Die Summe der Verspätungen ist definiert als ( )∑ −=
i
ii
E LAMAXf ,02  (3.2.25) 
oder als Summe der gewichteten Lieferzeitpunkte ( )( )∑ −=
i
ii
E
i
Lg LAMAXGf ,0*2  (3.2.26) 
mit den Gewichten GLi. 
 
c) Durchlaufzeit 
)()(3 i
S
ii
E
i AMINAMAXf −=  (3.2.27) 
 
d) Summe der Rüstzeiten 
∑=
i
i
RZAf 4  (3.2.28) 
 
e) Summe der Rüstkosten 
∑=
i
i
RKAf5  (3.2. 29) 
 
f) Summe der Multimoduskosten 
∑=
i
i
KMuf6  (3.2.30) 
 
g) Überlastungskosten der Silos 
Falls bei mindestens einem Silo eine weiche Grenze für die maximale Kapazität gegeben ist, so 
wird die Summe der Überlastungen aller Silos (3.2.12) als Kosten definiert:  
∑=
j
jSf7  (3.2.31) 
 
3.2.7.2 Globales Optimierungsziel 
Wird bei der Optimierung mehr als nur ein Kriterium verwendet (multikriterielle Optimierung), so 
lassen diese sich auf verschiedene Arten kombinieren: 
 
a) Gewichtete Summe 
Hier ist bei der Optimierung eine Lösung gesucht, die eine, nach den Prioritäten der Optimie-
rungszielen, gewichtete Summe (3.2.32) minimiert. Diese gewichtete Summe wird in physikali-
schen Systemen als Energie E bezeichnet. Bei der Optimierung von Produktionsplanungsprob-
lemen spricht man auch von den zu minimierenden Gesamtkosten. Bei der Anwendung geneti-
scher Algorithmen stellt sie die Fitness der Individuen dar. 
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∑
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k
kk fE λ , (3.2.32) 
mit den Gewichten λk und den Zielfunktionswerten fk. 
Eine Lösung Li ist hier, bei Minimierungsproblemen, somit besser als eine andere Lj, falls 
E(Li)<E(Li). Es existieren möglicherweise viele verschiedene optimale Lösungen zu einem opti-
malen Energiewert .  optE
 
b) Prioritätsbasierter Ansatz 
Es sollen die einzelnen Optimierungskriterien unabhängig voneinander aufgrund ihrer Prioritäten 
optimiert werden. Optimierungskriterien mit gleicher Priorität werden aufsummiert. Optimie-
rungskriterien verschiedener Prioritäten werden nacheinander betrachtet. Sind  die Prioritäten 
der Kriterien f
kP
k , dann definiert Pk1 > Pk2 die Priorität Pk1 als ‚wichtiger’ als Pk2. Es sind fSk die 
aufsummierten Kriterien gleicher Priorität. 
∑
=
=
6
1l
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Eine Lösung Li wird bei Minimierungsproblemen als ‚besser’ als Lj eingestuft, falls Folgendes 
gilt: ( ) ( ) ( ) ( ) ( )( )lkjlSilSjkSikS PPlLfLfLfLfk <∀=∧<∃  
Es wird nun eine Lösung gesucht, für die keine andere bessere Lösung existiert. Möglicherweise 
existieren mehrere solcher Lösungen. Diese stimmen dann in allen ihren fSk überein. In dieser 
Arbeit wird kein prioritätsbasierter Ansatz verwendet. Jedoch wurde er bereits in [2.2] angewen-
det, um bei einem Sequenzierungsproblem Restriktionen verschiedener Prioritäten möglichst gut 
zu erfüllen. 
 
c) Pareto-optimale Lösungen 
Bei der Pareto-Optimalität, benannt nach Vilfredo Pareto, werden Lösungen gesucht, bei denen 
sich keines der Optimierungskriterien verbessern lässt, ohne mindestens ein anderes zu ver-
schlechtern. Eine Lösung Li ist Pareto-optimal, falls es kein Lj gibt mit ( ) ( )( ) ( ) ( )( )lLfLfLfLfk iljlikjk ∀≤∧<∃ .  
 
d) Optimierungskriterien als Nebenbedingung 
Es ist nun eine Optimierung der fl mit der Bedingung kk MAXf ≤  gewünscht, wobei . Da-
bei kann bei der Optimierung der Kriterien die gewichtete Summe, der prioritätsbasierte Ansatz 
oder eine Pareto-Optimierung erforderlich sein.  
kl ≠
Eingesetzt wird dies z.B., um bei eingehaltenen Lieferzeitpunkten 02 ≤f  die anderen Optimie-
rungskriterien, z.B. Durchlaufzeit und Rüstzeit ( 4433 ** ffE λλ += ) zu minimieren. 
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Kapitel 4  
 
Vergleich der Produktionsplanungsmodelle 
mit Spinglasmodellen 
 
In Kapitel 3.1 wurde gezeigt, dass sich Produktionsplanungsprobleme mit Hilfe von Spins definie-
ren lassen, die die Werte 0 und 1 annehmen können und in einem dreidimensionalen Gitter verteilt 
sind. Die Wechselwirkung findet dabei nicht nur zwischen den nächsten Nachbarn statt, jedoch 
auch nicht zwischen allen vorhandenen Spins. Im Folgenden werden die beiden Modellierungen 
von Produktionsplanungsproblemen zwei Modellen gegenübergestellt, die zur Simulation eines 
Spinglases verwendet werden. 
 
4.1 Spinglas-Modelle 
Das Verhalten eines Spinglases bei Temperatursenkung soll anhand der folgenden vereinfachten 
Modelle, dem Edward-Anderson- (EA) und dem Sherrington-Kirkpatrick-Modell (SK), simuliert 
werden. Bei beiden Modellen wird mit Ising-Spins gearbeitet und eine Wechselwirkung verwendet, 
die die Werte –J,0,J annehmen kann. Die beiden Modelle wurden ausgewählt, da die Wechselwir-
kungen zum einen nur nächste Nachbarn und zum anderen alle Spins miteinander verbindet. 
 
4.1.1 Das dreidimensionale ± J Edward-Anderson-Modell 
Die Ising-Spins Si=± 1 (up, down) sind bei diesem Modell auf einem dreidimensionalen kubischen 
Gitter an den Eckplätzen angeordnet. Die Wechselwirkung bei periodischen Randbedingungen 
(Abbildung 4.1) ist gegeben durch Jij, wobei diese nur für die nächsten Nachbarn ungleich 0 ist. 
Der Hamiltonian für solch ein System in einem äußeren magnetischen Feld λ lautet 
MSSJH
ji
jiij ⋅−⋅⋅−= ∑
<
λ  (4.1) 
mit den Wechselwirkungen  
⎩⎨
⎧±=
sonst
jvonNachbarnächsteristiJ
J ij 0
 
und der Magnetisierung 
∑=
i
iSM . (4.2) 
Existieren nur positive Werte (+J) für die Austauschwechselwirkung, so handelt es sich um ein fer-
romagnetisches System. Bei rein negativen Wechselwirkungen (-J) spricht man von einem antifer-
romagnetischen System. 
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Dieses Modell erscheint auf den ersten Blick sehr einfach, enthält jedoch zwei wesentliche Merk-
male eines Spinglases: Unordnung und Konkurrenz. 
Als Unordnung bezeichnet man die scheinbar zufällige Anordnung der Spins im Grundzustand. 
Unter Konkurrenz versteht man die gleichzeitige Existenz ferromagnetischer Wechselwirkungen, 
die versuchen, die Spins parallel anzuordnen, und antiferromagnetischer, die die Spins antiparallel 
ausrichten möchten. Dadurch kann es zu einer optimalen Anordnung von Spins kommen, die nicht 
gleichzeitig allen Nachbarn bezüglich ihrer Werte und Austauschwechselwirkungen Jij genügen 
kann. Diesen Effekt nennt man Frustration. Frustration führt zu einer Entartung der Energiezustän-
de, da verschiedene Einstellungen zu gleichen Energien führen. In Abbildung 4.2 ist eine Grundzu-
standskonfiguration eines Spinglases zu sehen, bei der ein Spin frustriert ist.  
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Abbildung 4.1:  Zu sehen ist ein zweidimensionales kubisches Gitter mit 3*3 Positionen. Aufgrund der periodischen 
Randbedingung ist Position 1 nicht nur der nächste Nachbar der Positionen 2 und 4, sondern auch der 
Positionen 3 und 7.  
 
X
 
Abbildung 4.2:  Einer der möglichen Grundzustände eines dreidimensionalen ± J EA-Modells mit periodischen Rand-
bedingungen, ohne äußeres Magnetfeld, mit 2*2*2 Ising-Spins (der gefüllte Kreis entspricht +1, der 
leere -1) und Wechselwirkungen zwischen nächsten Nachbarn (die durchgezogene Linie entspricht +J, 
die gestrichelte -J). Der Spin an Position X ist frustriert, er kann nicht alle Wechselwirkungen zu sei-
nen nächsten Nachbarn gleichzeitig erfüllen. Beide Einstellungen des Spins X führen zur gleichen 
Energie.  
 
Bei den folgenden Simulationen mit SA werden die Wechselwirkungsbeträge auf 1 gesetzt (J=1). 
Das äußere Magnetfeld wird nicht beachtet (λ=0). Die Energie und Magnetisierung wird mit der 
Anzahl der Spins normiert. Im dreidimensionalen Fall existieren pro Spin drei Wechselwirkungs-
terme (jeweils einer in x-, y- und z-Richtung). Werden alle Wechselwirkungen erfüllt, ergibt das 
eine normierte Energie von –3. Die normierte Magnetisierung kann Werte zwischen –1 und 1 an-
nehmen. 
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Im Folgenden wird zuerst ein System mit rein positiven Wechselwirkungen (0% negative Wech-
selwirkung) und 32*32*32 Spins simuliert. Die einzelnen Messgrößen dieses Ferromagneten sind 
in Abbildung 4.3 zu sehen.  
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Abbildung 4.3:  Es sind die Messgrößen Energie (E), Magnetisierungsbetrag (|M|), spezifische Wärme (C) und Sus-
zeptibilität (X) in Abhängigkeit der Temperatur (T) für ein ferromagnetisches System (0% negative 
Wechselwirkungen) mit 32*32*32 Spins abgebildet. 
 
Das ferromagnetische System hat bei einer bestimmten Temperatur einen Peak in der spezifischen 
Wärme. Dort vollzieht sich der Übergang vom ungeordneten zum geordneten Zustand. Als Ord-
nungsparameter dient beim Ferromagneten der Betrag der Magnetisierung. Dieser ist im Grundzu-
stand 1. Alle Spins sind somit gleich ausgerichtet. Eine Entartung, alle Spins –1 oder +1, liegt nur 
aufgrund der Symmetrie des Hamiltonians vor. Die Grundzustandsenergie beträgt –3, d.h. alle 
Wechselwirkungen sind erfüllt. Die Entartung des Grundzustands lässt sich brechen, falls ein 
schwaches äußeres Magnetfeld (λ >0) angelegt wird. 
Die Simulation eines antiferromagnetischen Systems erzielt ähnliche Resultate. Auch hier liegt die 
Grundzustandsenergie (für N*N*N Systeme mit geradem N) bei –3. Die Magnetisierung ist im 
Grundzustand jedoch 0, da zwei benachbarte Spins aufgrund der Wechselwirkung unterschiedliche 
Richtung (1 oder -1) aufweisen. Der Magnetisierungsbetrag kann hier nicht mehr als Ordnungspa-
rameter verwendet werden. Als Ordnungsparameter O ließe sich eine Projektion auf den Grundzu-
stand verwenden: 
∑=
i
ii SSO '* , (4.3) 
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wobei S’i den Spin in einem Grundzustand darstellt. Der Grundzustand beim Ferromagneten besteht 
aus Spins gleicher Richtung (+1 oder -1), wodurch der Betrag der Magnetisierung dem Ordnungs-
parameter entspricht. Beim Antiferromagneten haben zwei benachbarte Spins immer unterschiedli-
che Richtung. Ein äußeres Magnetfeld bestimmter Stärke (λ=6*J) führt bei einem antiferromagneti-
schen System zu einer Frustration der Spins und somit höheren Entartung. Ist das Magnetfeld zu 
klein, so hat es keine Auswirkungen auf die Konfiguration im Grundzustand, ist es zu groß, so do-
miniert es den Hamiltonian und der Grundzustand besteht aus Spins gleicher Richtung. 
Systeme ohne äußeres Magnetfeld zeigen bei x% negativen Wechselwirkungen, wobei 0<x<100, 
Frustration. Es ist dann nicht mehr möglich, alle Wechselwirkungen zu erfüllen, die Energie pro 
Spin steigt auf Werte >-3 und die Magnetisierung liegt zwischen 0 und 1 (vgl. Abbildung 4.4). 
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Abbildung 4.4:  Es ist die Abhängigkeit der beiden Messgrößen Energie (E) und Magnetisierungsbetrag (|M|) der 
jeweils besten gefundenen Lösung für verschiedene Anteile an negativen Wechselwirkungen (%-J) 
für ein System aus 32*32*32 Spins zu sehen. 
 
Bisher wurde zur Simulation nur der SingleSpinFlip (Nachbarschaft N1) verwendet. Dieser ist aus-
reichend für die relativ einfach zu lösenden Modelle mit 0% und 100% negativen Wechselwirkun-
gen. Möglicherweise können jedoch effektivere Nachbarschaften definiert werden, um bei Spinglä-
sern den Grundzustand in begrenzter Rechenzeit zu finden. Es sollen deshalb noch Nachbarschaften 
beachtet werden, die gezielt solche Spins verändern, die ihre Wechselwirkungen verletzen. Nach-
barschaft N2 verwendet den SingleSpinFlip, wobei Spins, die alle Wechselwirkungen erfüllen, 
nicht gedreht werden. Bei Nachbarschaft N3 werden zusätzlich zu Nachbarschaft N2 solche Spins 
nicht gedreht, die nur eine ihrer Wechselwirkungen nicht erfüllen. Die letzte getestete Nachbar-
schaft zielt nun nicht mehr auf einen Spin ab, sondern auf eine Wechselwirkung. Bei Nachbarschaft 
N4 wird eine Wechselwirkung per Zufall ausgewählt, die nicht erfüllt ist. Einer der beteiligten 
Spins wird gedreht, so dass diese Wechselwirkung erfüllt wird. In Abbildung 4.5 sind die Ergeb-
nisse für drei verschiedene Instanzen mit jeweils 16*16*16 Spins mit unterschiedlicher Prozentsatz 
an negativen Wechselwirkungen (0%, 50%, 100%) für die verschiedenen Nachbarschaften und ma-
ximale Rechenzeiten (Anzahl Sweeps pro Temperaturschritt) zu sehen. Bei jeder Simulation wurde 
mit einem Simulated Annealing Ansatz gearbeitet und das gleiche Temperaturschema verwendet. 
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Abbildung 4.5:  Zu sehen ist ein Vergleich verschiedener Nachbarschaften zur Lösung des dreidimensionalen ± J EA-
Modells mit verschiedener Anzahl an negativen Wechselwirkungen (0%, 50%, 100%) und 16*16*16 
Spins. 
 
Bei den Ergebnissen kann man einen Unterschied der einzelnen Nachbarschaften bei kleinen Re-
chenzeiten erkennen. Nachbarschaft N4 schneidet bei den verschiedenen Instanzen immer am bes-
ten ab, N1 am schlechtesten. Bei großen Rechenzeiten verschwindet der Unterschied. Bei den In-
stanzen 0% und 100% sind keine Unterschiede zwischen den Ergebnissen von N3 und N4 zu sehen. 
Bei der Instanz 50% ist kein Unterschied zwischen N2 und N3 zu sehen. Der Grund für die unter-
schiedlichen Ergebnisse der Nachbarschaften N2 und N4, die eigentlich beide Spins drehen, die 
mindestens eine Wechselwirkung nicht erfüllen, liegt in der unterschiedlichen Wahrscheinlichkeit, 
mit der diese Spins ausgewählt werden. Während bei N2 alle Spins mit gleicher Wahrscheinlichkeit 
gewählt werden, werden bei N4 die Wechselwirkungen mit gleicher Wahrscheinlichkeit versehen, 
was zu einer erhöhten Wahrscheinlichkeit für Spins führt, die viele Wechselwirkungen nicht erfül-
len. N4 ist deshalb der Nachbarschaft N3 ähnlicher als der Nachbarschaft N2. Das ähnliche Ab-
schneiden von N1, N2 und N3 auf die Instanz 50% liegt wahrscheinlich daran, dass die meisten der 
Spins mehr als eine Wechselwirkung nicht erfüllen.  
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4.1.2 Das J Sherrington-Kirkpatrick-Modell ±
Bei diesem Modell steht jeder Ising-Spin Si in einer Wechselwirkung mit jedem anderen Spin. Der 
Hamiltonian ist hier wie zuvor gegeben durch 
∑∑ ⋅−⋅⋅−=
< i
i
ji
jiij SSSJH λ . (4.4) 
Eigentlich wird bei diesem Modell mit gaußverteilten Wechselwirkungen gearbeitet: 
( ) )2exp( 2ijij JJP −∝ . (4.5) 
Es soll hier jedoch nur eine Vereinfachung betrachtet werden, bei der die Wechselwirkung gegeben 
ist durch Jij= J.  ±
 
Bei den folgenden Simulationen mit SA werden die Wechselwirkungsbeträge auf 1 gesetzt (J=1). 
Das äußere Magnetfeld wird nicht beachtet (λ=0). Die Energie und Magnetisierung wird mit der 
Anzahl der Spins normiert. Bei N Spins existieren ( ) 21* −NN  Wechselwirkungen. Es kann also 
im besten Fall, falls alle Wechselwirkungen erfüllt sind, eine Energie ( ) 21−− N  pro Spin erreicht 
werden. Die normierte Magnetisierung kann Werte zwischen –1 und 1 annehmen. 
Im Folgenden wird zuerst ein System mit rein positiven Wechselwirkungen (0% negative Wech-
selwirkung) und 50 Spins simuliert. Die einzelnen Messgrößen dieses Ferromagneten sind in Ab-
bildung 4.6 zu sehen.  
 
-30
-25
-20
-15
-10
-5
0
5
1 10 100 1000T
E
0%
-0,2
0
0,2
0,4
0,6
0,8
1
1,2
1 10 100 1000T
|M
|
0%
0
0,005
0,01
0,015
0,02
0,025
1 10 100 1000T
C
0%
0
0,005
0,01
0,015
0,02
0,025
0,03
1 10 100 1000T
X
0%
 
Abbildung 4.6:  Es sind die Messgrößen Energie (E), Magnetisierungsbetrag (|M|), spezifische Wärme (C) und Sus-
zeptibilität (X) in Abhängigkeit der Temperatur (T) für ein ferromagnetisches System (0% negative 
Wechselwirkungen) mit 50 Spins eines ± J SK-Modells abgebildet. 
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Bei der Energie ist gut zu sehen, dass sie im Fall rein ferromagnetischer Wechselwirkung im 
Grundzustand den Wert -24,5 pro Spin annimmt. Es werden somit alle Wechselwirkungen erfüllt. 
Zwei Konfigurationen mit dieser Energie existieren, alle Spins auf 1 oder alle Spins auf –1. Der 
Betrag der Magnetisierung ist im Grundzustand 1. Der Peak in der spezifische Wärme zeigt, dass 
auch hier ein Übergang von einem ungeordneten in ein geordnetes System stattfindet. Dieser findet 
jedoch bei höheren Temperaturen als beim EA-Modell statt. Der Betrag der Magnetisierung dient 
beim Ferromagneten wieder als Ordnungsparameter. Dies ist beim Antiferromagneten nicht mög-
lich. 
Im Unterschied zum EA-Modell ist hier der reine Antiferromagnet (Abbildung 4.7) nicht mehr 
gekennzeichnet durch einen zweifach entarteten Grundzustand. Falls N>1 und gerade, existieren 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
2N
N
 Konfigurationen mit der Grundzustandsenergie –0,5 pro Spin und einer Magnetisierung 0. 
Bei ungeradem N>0 existieren ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
− 21*2 N
N
 Konfigurationen im Grundzustand mit der Energie –
0.5*(N-1)/N und dem Magnetisierungsbetrag 1/N. 
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Abbildung 4.7:  Es sind die Messgrößen Energie (E), Magnetisierungsbetrag (|M|), spezifische Wärme (C) und Sus-
zeptibilität (X) in Abhängigkeit der Temperatur (T) für ein antiferromagnetisches System (100% ne-
gative Wechselwirkungen) mit 50 Spins eines ± J SK-Modells abgebildet. 
 
Für dieses Modell sollen nun auch verschiedene Nachbarschaften getestet werden, um die Effektivi-
tät eines einfachen Simulated Annealings zu steigern. Neben der Nachbarschaft N1, bei der ein Spin 
per Zufall gedreht wird, soll noch mit den Nachbarschaften N2 und N3 gearbeitet werden. Bei N2 
wird eine verletzte Wechselwirkung per Zufall gewählt und dann einer der zugehörigen Spins ge-
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dreht. Dies ist vergleichbar mit der Nachbarschaft N4 aus Kapitel 4.1.1. Bei N3 wird Nachbar-
schaft N1 zu 90% verwendet. Zusätzlich wird mit 10%iger Wahrscheinlichkeit derjenige Spin ge-
dreht, der die wenigsten seiner Wechselwirkungen erfüllt, falls dadurch die Gesamtenergie verbes-
sert wird.  
Die auf der Auswahl einer nicht erfüllten Wechselwirkung basierende Nachbarschaft N2 schneidet 
hier besser ab als der einfache zufällige SingleSpinFlip (N1) (vgl. Abbildung 4.8), wie dies bereits 
annähernd bei dem Vergleich der Nachbarschaften des EA-Modells der Fall war. Jedoch kann der 
einfache SingleSpinFlip verbessert werden durch die Auswahl eines speziellen Spins für den Sing-
leSpinFlip in 10% der Fälle (N3). Eine Nachbarschaft, basierend alleine auf dieser Erweiterung, ist 
unabhängig von der investierten Rechenzeit nicht in der Lage, die Instanz zu lösen. 
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Abbildung 4.8:  Zu sehen ist ein Vergleich verschiedener Nachbarschaften zur Lösung des J SK-Modells mit 50% 
negativen Wechselwirkungen und 200 Spins. 
±
 
 
Zu Testzwecken wurden verschiedene Instanzen von Prof. Dr. S. Kobe (TU Dresden) bearbeitet. 
Diese hatten 50-60 Spins und positive wie negative Wechselwirkungen. Diese Instanzen und deren 
Grundzustände wurden mir freundlicherweise von Dr. J. Schneider zur Verfügung gestellt. Zur 
schnellen Lösung wurde eine Kombination der Nachbarschaften N2 und N3 zu jeweils 50% ver-
wendet. Es war hier durchaus möglich, bei allen Instanzen das Optimum zu finden. 
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4.2 Modelle zur Simulation von Produktionsplanungs-
problemen 
Im Folgenden werden die beiden Modelle aus Kapitel 3 den Modellen zur Simulation eines 
Spinglases gegenübergestellt. Dabei werden die einzelnen Observablen und deren temperaturab-
hängiger Verlauf miteinander verglichen. 
 
4.2.1 Spinmodell 
In Kapitel 3.1 wurde bereits gezeigt, dass sich Produktionsplanungsprobleme auf ein dreidimensio-
nales Spinsystem abbilden lassen, wobei die einzelnen Spins die Werte 0 oder 1 annehmen.  
Der Hamiltonian ist bei JobShop-Problemstellungen gegeben durch  
4433221111 SSSSZE
SSSSZ ⋅+⋅+⋅+⋅+⋅= λλλλλ  (4.6) 
mit der Zielfunktion ( )( )miDmtiSmti PtPMAXZ ,,,,,1 +⋅= , (4.7) 
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wobei gültige Lösungen bei dieser Problemstellung die einzelnen Straffunktionen minimieren, so 
dass S1=S2=S3=S4=0. Dies kann durch eine geeignete Wahl der Lagrange-Multiplikatoren  er-
reicht werden. Eine gültige Lösung hat dann eine Energie E, die der Durchlaufzeit entspricht. All-
gemein gesprochen entspricht die Energie des physikalischen Systems den Kosten bei der Optimie-
rung von Produktionsplanungsproblemen, wobei diese Kosten meist nicht direkt ermittelbar sind 
und durch zeitbezogene Ziele in der Kostenfunktion ersetzt werden (vgl. Kapitel 1.12). Die Neben-
bedingungen zwingen die Konfiguration der Spins in eine bestimmte Anordnung, ähnlich dem äu-
ßeren Feld λ in den Spinglasmodellen. Aufgrund der Wechselwirkungen ist dieses Modell zwischen 
dem EA-Modell, bei dem die Wechselwirkung nur zwischen nächsten Nachbarn stattfindet und 
einem SK-Modell, bei dem jeder Spin in einer Wechselwirkung mit jedem anderen Spins steht, ein-
zuordnen. Es enthält ebenfalls die beiden Merkmale eines Spinglases: Unordnung und Konkurrenz. 
S
iλ
Die Straffunktionen der Nebenbedingungen können hier als Beispiel konkurrierender Wechselwir-
kungen herangezogen werden. Zum einen versucht die Zielfunktion, alle Spins zu späten Zeitpunk-
ten t auf 0 zu setzen, andererseits führen die Nebenbedingungen dazu, nicht alle Spins gleich 0 (S1) 
zu setzen und nicht zu gleichen Zeiten auf 1 (S2), wodurch einige Spins auch zu späteren Zeitpunk-
ten auf 1 stehen müssen. Dies führt zu Frustrationseffekten und zu einer Entartung der Zustände. 
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Eine Entartung ist jedoch aufgrund der komplexen Wechselwirkungen meist nicht mehr nur bei 
einzelnen Spins gegeben, sondern durch Kombination vieler.  
Eine Optimierung mit der einfachsten Nachbarschaft (1), gebildet aus dem SingleSpinFlip Operator, 
erbrachte selbst bei kleinen Problemstellungen keine annehmbaren Ergebnisse. Im Folgenden wer-
den deshalb Simulationen mit der erweiterten Nachbarschaft (2) (vgl. Kapitel 3.1.14) durchgeführt. 
Dies führt dazu, dass S1=S3=0. Als Ordnungsparameter O kann hier die Auslastung der Maschinen 
betrachtet werden. Diese wird als Prozentsatz der tatsächlich belegten Zeit zur gesamtem Produkti-
onszeit verstanden:  
∑
= −=
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m mm
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1  (4.12) 
mit dem Produktionsende Em, dem Produktionsstart Sm und der belegten Produktionszeit Bm der 
Maschine m: ( )( )miDmtiStim PtPMAXE ,,,, +⋅= , (4.13) 
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Während der Simulation sollte dieser Ordnungsparameter von einem kleinen Wert bei hohen Tem-
peraturen mit sinkender Temperatur ansteigen. Der Maximalwert 1 ist bei den meisten Problemstel-
lungen jedoch nicht immer erreichbar.  
 
Im Folgenden wird ein JobShop-Problem bearbeitet, bei dem 6 Maschinen und 6 Aufträge vorhan-
den sind (MT6). Bei diesem Benchmark ist es mit der gegebenen Modellierung möglich, die opti-
male Lösung von 55 zu finden. Auf Simulationen von größeren Instanzen wird verzichtet, da diese 
nur unter erheblichem Zeitaufwand bearbeitet werden können.  
Zuerst wird eine Simulation mit den Gewichten ,  durchgeführt. Auf die Ge-
wichte  und  wird verzichtet, da die erweiterte Nachbarschaft (2) die zugehörigen Nebenbe-
dingungen immer erfüllt. Der Planungszeitraum wird auf 0 bis 2000 festgelegt. 
141 == SZ λλ 102 =Sλ
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Der Grund für die Einstellung der Gewichte ist in Abbildung 4.9 zu sehen. Die Maxima der Sus-
zeptibilitäten sollten bei den harten Nebenbedingungen bei höheren Temperaturen liegen als die der 
Zielfunktionen, um sicherzustellen, dass diese in der letzten Lösung eingehalten werden. Dies kann 
durch eine geeignete Wahl der Gewichte erreicht werden, wobei ein höheres Gewicht dazu führt, 
dass der zugehörige Term in der Kostenfunktion bei höheren Temperaturen optimiert wird. Die 
Maxima der einzelnen Straffunktionen sollten jedoch in einem gemeinsamen Temperaturbereich 
liegen. Durch die Trennung der Temperaturbereiche, in denen die Zielfunktion und die Straffunkti-
onen optimiert werden, entstehen in der spezifischen Wärme zwei benachbarte Maxima. Diese soll-
ten jedoch nicht zu weit voneinander entfernt sein, um dem System noch einige Freiheit zu geben, 
während der Optimierung der Durchlaufzeit noch Lösungen zu akzeptieren, die Nebenbedingungen 
verletzen. So erkennt man, dass, während die Durchlaufzeit sinkt, noch Verletzungen der Nebenbe-
dingungen auftreten, die Verbesserung der Straffunktionen aber größtenteils bereits stattfindet, wäh-
rend die Durchlaufzeit noch um einen konstanten Wert schwankt. An den Suszeptibilitäten ist eine 
wichtige Eigenschaft der Gewichte abzulesen. Obwohl die Gewichte der Nebenbedingungen sich 
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um einen Faktor 10 unterscheiden, werden die gewichteten Straffunktionen im gleichen Tempera-
turbereich optimiert, d.h., sie sind mit dieser unterschiedlichen Gewichtung für die Optimierung 
von gleicher Priorität. Bei der Einstellung der Gewichte sollte darauf geachtet werden, dass zwei 
Optimierungsziele mit gleichem Gewicht nicht unbedingt die gleiche Priorität bei der Optimierung 
besitzen.  
Am Ende der Temperaturabsenkung friert das System zwar in einem Zustand bestimmter Energie 
ein, zu sehen in der verschwindenden spezifischen Wärme, hat aber noch die Freiheit, im Konfigu-
rationsraum entartete Zustände zu besuchen. Dies ist der Grund für das Ansteigen der Suszeptibili-
tät des Ordnungsparameters bei kleinen Temperaturen. Es existieren somit mehrere bzgl. des 
definierten Ordnungsparameters unterschiedliche Lösungen, die zueinander benachbart sind. 
1
Zλ 2Sλ
Insgesamt kann eine gute Übereinstimmung des temperaturabhängigen Verhaltens der Observablen 
mit denen der Simulationen der Spingläser festgestellt werden. Dies begründet die Verwendung der, 
in der Festkörperphysik erfolgreich eingesetzten, statistischen Verfahren wie z.B. Simulated An-
nealing im Bereich der Produktionsplanung. Das bisher verwendete Modell scheint zu viele Freihei-
ten zu gewähren und benötigt daher mehr Rechenzeit, als dies zur Lösung solcher Problemstellun-
gen erforderlich ist. Ein weiterer Nachteil dieser Freiheit ist, dass erst gegen Ende der Suche gültige 
Lösungen gefunden werden. Es wurde ja bereits eine Reduzierung der Freiheit durch Veränderung 
der Nachbarschaft eingeführt und auf den einfachen SingleSpinFlip verzichtet, der bei Simulationen 
eines Spinglases ausreichend erschien.  
 
Im Folgenden sollen noch Ergebnisse der erweiterten Nachbarschaft (3) aus Kapitel 3.1.14 vorge-
stellt werden. Die Veränderung ist an und für sich nicht sehr groß und wird nur mit einer Wahr-
scheinlichkeit <1 benutzt, trotzdem unterscheiden sich die Observablen (vgl. Abbildung 4.10) sehr 
deutlich von den Simulationen der Nachbarschaft (2). Die Gewichte müssen für diese Simulation 
angepasst werden: , . Die Veränderung der Nachbarschaft wirkt sich direkt auf 
die Durchlaufzeit aus, da jede Anwendung des veränderten Nachbarschaftsoperators zu einer Ver-
ringerung der Durchlaufzeit führt. Bei der Simulation beginnt die Durchlaufzeit deshalb bei kleinen 
Werten, im Unterschied zur Simulation mit der Nachbarschaft (2), bei der die Durchlaufzeit bei 
hohen Temperaturen im Bereich der maximal vorgegebenen Zeit 2000 liegt. Eine hohe Verletzung 
der beiden Nebenbedingungen, vor allem von S
1= 204 == Sλ
2, ist die Folge, deshalb auch die höheren Gewichte 
bei den Nebenbedingungen. Es versteht sich von selbst, dass die Nebenbedingung S2 nur bei ausrei-
chend großer Durchlaufzeit eingehalten werden kann. Die Durchlaufzeit steigt deshalb beim Senken 
der Temperatur an, während die Verletzung der Nebenbedingung sinkt. Bei kleinen Temperaturen 
erreicht die Durchlaufzeit ein Maximum und sinkt dann ab. Dieser Peak ist die Folge der Gewichte. 
Bevor die Optimierung der Durchlaufzeit abgeschlossen ist, existieren bereits nur noch gültige Lö-
sungen, da die Optimierung der Nebenbedingungen bei höheren Temperaturen stattfindet. Die bes-
ten gefundenen Ergebnisse der beiden Nachbarschaften (2) und (3) unterscheiden sich nicht bzgl. 
ihrer Energie. Hier ist das System jedoch nicht im Zustand niedrigster Energie eingefroren, sondern 
in einem etwas höheren lokalen Optimum.  
Der Ordnungsparameter weist in dieser Nachbarschaft, wie die Durchlaufzeit, erhebliche Unter-
schiede zur Nachbarschaft (2) auf. Dieser beginnt bei hohen Werten und sinkt dann ab. Werte über 
1 deuten auf eine Überlastung der Maschinen und somit Verletzung der Nebenbedingung S2 hin. 
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Der letzte Zustand ist entartet. In der Nachbarschaft existieren mehrere Lösungen mit der gleichen 
Energie, was an der, bei kleinen Temperaturen, ansteigenden Suszeptibilität zu sehen ist.  
 
Im Folgenden wird von der bisherigen Modellierung Abstand genommen, da sich diese in weiteren 
Tests als wenig erfolgreich erwies. Es war bei dieser Modellierung zwar verhältnismäßig einfach, 
neue Nebenbedingungen hinzuzufügen oder die Nachbarschaft anzupassen, jedoch erwiesen sich 
die vielen Freiheiten bei der Modellierung der harten Nebenbedingungen durch Strafterme als stö-
rend. Die nächste Idee, ein Modell für ein Produktionsplanungsproblem zu definieren, behandelt 
deshalb viele der Nebenbedingungen als hart, d.h. während der Suche werden diese von jeder Lö-
sung erfüllt. Zusätzlich kommt der Gedanke, so früh wie möglich zu planen, der ja bereits in der 
Nachbarschaft (3) des Spinmodells eingeführt wurde, beim nächsten Modell viel stärker zum Tra-
gen.  
 
Vergleicht man die Suchräume der verschiedenen Nachbarschaften miteinander, so kann man den 
hauptsächlichen Grund für die schlechten Ergebnisse der Nachbarschaft (1) erkennen. Der Such-
raum besteht bei Nachbarschaft (1), verwendet man als Zeitintervall 0 bis 2000, aus N(1)=2sp1 ver-
schiedenen Lösungen, wobei sp1=36*6*2000 (36 Produktionsvorgänge auf 6 Maschinen mit 2000 
möglichen Zeitpunkten). Nachbarschaft (2), in der die Nebenbedingungen S1 und S3 eingehalten 
sind, besteht nur noch aus N(2)=2000sp2 Lösungen, wobei sp2=36 (36 Produktionsvorgänge, 2000 
mögliche Zeitpunkte). Die Lösungen, die in der Nachbarschaft (1) und nicht in Nachbarschaft (2) 
vorkommen, sind bzgl. der Nebenbedingungen nicht gültig. Auf sie kann deshalb verzichtet wer-
den, ohne optimale Lösungen zu verlieren. Die definierte Nachbarschaft (2) ist ebenso wie Nach-
barschaft (1) optimum connected, d.h., sie ist ergodisch und enthält das Optimum. Nachbarschaft 
(1) hat somit keine Vorteile im Vergleich zur Nachbarschaft (2), besteht jedoch aus sehr viel mehr 
abzusuchenden Lösungen. Der Suchraum der Nachbarschaft (3) entspricht dem der Nachbarschaft 
(2), setzt man das gleiche Zeitintervall voraus. Allerdings ist gut zu erkennen, dass bei Anwendung 
der Nachbarschaft (3) das Zeitintervall nur aus 0 bis 70 bestehen müsste und somit einen Suchraum 
mit N(2)=70sp3 Lösungen, wobei sp3=36 (36 Produktionsvorgänge, 70 mögliche Zeitpunkte), be-
sitzt. 
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Abbildung 4.9:  In dieser Abbildung sind die Energie (E), Ziel- (Z1) und Straffunktionswerte (S2, S4) und der Ord-
nungsparameter (O) in Abhängigkeit von der Temperatur (T) in der linken Spalte zu sehen und die 
spezifische Wärme (C) und die einzelnen Suszeptibilitäten (X) rechts. Die Simulationen zu MT6 wur-
den dabei mit Nachbarschaft (2) durchgeführt. 
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Abbildung 4.10:  In dieser Abbildung sind die Energie (E), Ziel- (Z1) und Straffunktionswerte (S2, S4) und der Ord-
nungsparameter (O) in Abhängigkeit von der Temperatur (T) in der linken Spalte zu sehen und die 
spezifische Wärme (C) und die einzelnen Suszeptibilitäten (X) rechts. Die Simulationen zu MT6 
wurden dabei mit Nachbarschaft (3) durchgeführt. 
4.2 Modelle zur Simulation von Produktionsplanungsproblemen 77 
4.2.2 Modell mit direkter Repräsentation 
Bei dieser Modellierung sind die zuvor benötigten Nebenbedingungen alle automatisch eingehalten. 
Jede Konfiguration erfüllt diese. Es ist deshalb nur noch auf die Minimierung der Durchlaufzeit zu 
achten. In Abbildung 4.12 ist die Energie, die der Durchlaufzeit entspricht, zusammen mit der spe-
zifischen Wärme und der Suszeptibilität für eine Simulation des MT6 Problems gegeben. Der in 
Kapitel 4.2.1 eingeführte Ordnungsparameter für Produktionsplanungsprobleme kann auch bei die-
ser Modellierung verwendet werden. Der temperaturabhängige Verlauf ist ebenfalls in Abbildung 
4.12 zu sehen. 
Die konkurrierende Wechselwirkung ergibt sich nun z.B. aus der Eigenschaft, dass nicht gleichzei-
tig zwei Produktionsvorgänge auf einer Maschine zum gleichen Zeitpunkt geplant werden können. 
Die einzelnen Produktionsvorgänge können somit nicht alle gleichzeitig zum frühestmöglichen 
Zeitpunkt starten um damit die Durchlaufzeit zu reduzieren. Eine Entartung ist auch hier die Folge 
(vgl. Abbildung 4.11). 
 
 
P1 
b) P1P2 
P2 a)  
 
 
Abbildung 4.11:  Die beiden Lösungen a) und b) weisen die gleiche Durchlaufzeit auf. Es ist nicht möglich, beide 
Produktionsvorgänge zur gleichen Zeit auf der Maschine zu starten (Frustration); entartete Zustände 
sind die Folge. 
 
Die spezifische Wärme (vgl. Abbildung 4.12) weist Gemeinsamkeiten mit derer des Spinmodells 
auf. So liegt das Hauptmaximum in gleichen Temperaturbereichen. Die Energie ist jedoch aufgrund 
der immer eingehaltenen Nebenbedingungen sehr viel geringer als beim Spinmodell. Auch die 
Durchlaufzeit ist hier immer kürzer als beim Spinmodell mit Nachbarschaft (2). Dies liegt an der 
Planung. Während beim Spinmodell der Startzeitpunkt eines Produktionsvorgangs frei gewählt 
werden kann, wird hier jeder Produktionsvorgang so früh wie möglich eingeplant. Die Durchlauf-
zeit ist damit bereits bei hohen Temperaturen am Anfang der Simulation sehr viel kleiner als beim 
Spinmodell und weist eine hohe Auslastung (Ordnungsparameter) bei hohen Temperaturen auf. Der 
Ordnungsparameter erreicht hier nicht die gleichen Werte wie beim Spinmodell bei kleinen Tempe-
raturen. Am Ende der Simulation werden manche Produktionsvorgänge beim Spinmodell später 
eingeplant, ohne die Durchlaufzeit zu erhöhen und können damit im Vergleich eine höhere Auslas-
tung erzielen. Die existierende Entartung ist an der, bei kleinen Temperaturen, ansteigenden Sus-
zeptibilität zu sehen. Diese ist jedoch geringer als beim Spinmodell, da nur die Reihenfolge der 
Produktionsvorgänge auf einer Maschine entscheidend ist, nicht jedoch deren Startzeitpunkte.  
Insgesamt gesehen weist auch diese Modellierung ein Spinglasverhalten auf, obwohl sie nicht im 
geringsten an Spinglas-Modelle erinnert. 
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Abbildung 4.12:  Neben der Energie (E) und der spezifischen Wärme (C) sind hier noch die Durchlaufzeit (M) und 
der Ordnungsparameter (O) zusammen mit deren Suszeptibilitäten (X) gegeben. 
 
Der Suchraum besteht bei der Problemstellung MT6 nun aus maximal N=(6!)6 Lösungen (6 Ma-
schinen mit jeweils 6 Produktionsvorgängen; vgl. Anhang B). Diese Anzahl wird durch die vor-
handenen Reihenfolgebeziehungen innerhalb eines Auftrags eingeschränkt, da diese bei der vorlie-
genden Modellierung bei jeder Konfiguration bzw. Lösung eingehalten sind. Der gewählte Such-
raum ist bei JobShop-Problemen optimum connected (vgl. Kapitel 3.2.6.4). Im Vergleich zum 
Suchraum der Spinglasmodellierung mit Nachbarschaft (2) sind nun neben den Konfigurationen, 
die eine der Nebenbedingungen S2 oder S4 verletzen auch gültige Lösungen entfernt worden, die 
nicht semiaktiv geplant sind. 
In den folgenden Kapiteln wird ausschließlich mit diesem Modell gearbeitet, um größere Optimie-
rungsprobleme mit mehr Funktionalität zu bearbeiten. Hier soll bereits auf Kapitel 8 vorgegriffen 
werden und eine Problemstellung (Bench01) optimiert werden, bei der neben der Durchlaufzeit 
noch Verspätungen gegenüber Lieferzeitpunkten und Rüstzeiten minimiert werden sollen. Die zu-
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sätzlichen Optimierungsziele führen zu verstärkter Frustration im System, da nicht alle Ziele 
gleichzeitig optimiert werden können (vgl. Kapitel 6.4.2 und Abbildung 4.13). 
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Abbildung 4.13:  3 Produktionsvorgänge sind auf 2 Maschinen zu planen. Zwischen P2 und P3 ist eine Rüstzeit nötig. 
Die beiden Lösungen a) und b) unterscheiden sich zwar in der Durchlaufzeit und der Rüstzeit, haben 
jedoch die gleichen Kosten, falls die Summe aus Durchlaufzeit und Rüstzeit minimiert werden soll. 
 
Bei dieser Problemstellung (Bench01) sollten die Lieferzeitpunkte eingehalten werden und die 
Summe aus Durchlaufzeit und Rüstzeit minimiert werden. Als Gewichte werden bei der Zielfunkti-
on 10,5,5 für Delay, Makespan, Setup gewählt. In Abbildung 4.14 sind die Ergebnisse einer Simu-
lation zu sehen. An den Maxima der Suszeptibilitäten erkennt man, dass die Gewichte richtig einge-
stellt sind. Während die Verspätung hinsichtlich der Lieferzeitpunkte (D) bereits bei höheren Tem-
peraturen minimiert wird, werden die Durchlaufzeit (M) und die Rüstzeit (R) bei niedrigen Tempe-
raturen reduziert. Die Maxima der Suszeptibilitäten X(M) und X(S) liegen dabei in etwa im glei-
chen Temperaturbereich und deuten somit auf eine gleichzeitige Optimierung der Kriterien Durch-
laufzeit (M) und Rüstzeit (S) hin. Der Ordnungsparameter beginnt auch bei dieser Problemstellung 
bereits bei Werten über 50%. Allerdings wird am Ende der Simulation eine Lösung gefunden, in 
deren Nachbarschaft nur schlechtere Lösungen existieren. Es kommt hier zu einem Einfrieren in 
einem Tal, bestehend aus einer einzigen Lösung. Die Suszeptibilität des Ordnungsparameters 
nimmt an diesem Punkt schlagartig ab. 
Das zu produzierende Auftragspaket besteht aus 10 verschiedenen Endprodukten, wobei insgesamt 
25 Aufträge mit Lieferzeitpunkten existieren. Im Folgenden wird nun untersucht, inwieweit sich die 
einzelnen Observablen verändern, falls nur ein Auftragspaket bestehend aus 10 Aufträgen, wobei 
für jedes Endprodukt jeweils ein Auftrag existiert, simuliert wird (vgl. Abbildung 4.15). Zusätzlich 
wird die Anzahl der Sweeps pro Temperaturschritt gesenkt, so dass die Ergebnisse nach sehr kurzer 
Rechenzeit vorliegen. Insgesamt gesehen ergibt sich eine gute Übereinstimmung des Verhaltens der 
einzelnen Observablen. Eine Übereinstimmung in den Werten existiert nicht, da verschiedene Auf-
tragspakete existieren. Auch kommt es aufgrund der reduzierten Rechenzeit zu einer größeren 
Streuung der einzelnen Messpunkte. Jedoch lässt sich ein wichtiger Punkt festhalten. Die Maxima 
der spezifischen Wärme und der Suszeptibilitäten verschieben sich nicht, obwohl ein anderes Auf-
tragspaket simuliert wurde. Bei weiteren Simulationen zu anderen Auftragspaketen dieser Problem-
stellung ergibt sich das gleiche Resultat. Es kann somit davon ausgegangen werden, dass einmal 
definierte Parameter, die für die Simulation mit SA nötig sind, z.B. die Starttemperatur und das Ab-
kühlschema oder die Gewichte der einzelnen Optimierungskriterien, beibehalten werden können, 
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solange nur der Mix an zu optimierenden Aufträgen verändert wird. Dies erleichtert den täglichen 
Einsatz dieses Optimierungsverfahren im Bereich der Produktionsplanung erheblich und ist meist 
eine wichtige Eigenschaft, die von einem Optimierungsverfahren von Produktionsplanern gefordert 
wird. Eine Anpassung der Parameter wird somit erst dann nötig, falls an der Produktionsstruktur 
Veränderungen vorgenommen werden, was in der Realität nicht allzu häufig der Fall sein sollte. Ein 
zusätzlicher Vorteil ergibt sich für die erste Auswahl der Parameter. So kann auf einem reduzierten 
Satz an Aufträgen gearbeitet werden und bei kurzen Rechenzeiten die Parameter bestimmt werden. 
Eine Überprüfung der Parameter kann bei der täglichen Planung regelmäßig erfolgen und evtl. nöti-
ge Anpassungen können vorgenommen werden.  
Anhand der spezifischen Wärme und der Suszeptibilitäten lässt sich auch ein guter Wert für die 
Starttemperatur bestimmen. Dieser liegt bei dieser Problemstellung bei etwa 1000. Abgekühlt wer-
den sollte bis auf Werte unter 5. Die Wahl der Starttemperatur ist dabei nicht besonders kritisch. Sie 
könnte in diesem Fall (Bench01) Werte zwischen 500 und 2000 aufweisen ohne die Simulationser-
gebnisse stark zu verändern. In Kapitel 8 wird die Starttemperatur auf 2000 gesetzt, da dies eine 
günstige Einstellung zu sein scheint, betrachtet man sich die Simulationsergebnisse bei kurzen Re-
chenzeiten (Abbildung 4.15). Ein zu hoher Wert hat dabei nur den kleinen Nachteil, etwas zuviel 
Rechenzeit zu investieren. Eine Wahl einer zu kleinen Starttemperatur würde sich negativ auf die 
Ergebnisse auswirken, da das System dann evtl. zu schnell in einem ‚schlechten’ lokalen Optimum 
einfriert. Während der täglichen Planung könnten jedoch die Ergebnisse aus Simulationen mit län-
geren Rechenzeiten verwendet werden, um eine optimalere Einstellung für die Starttemperatur der 
nächsten Planung zu finden, um so etwas Rechenzeit (in diesem Fall etwa 10-20%) einzusparen. 
Aus der Faustformel (2.24) aus Kapitel 2.4.4 würde sich bei dieser Problemstellung eine Starttem-
peratur von 12000-15000 ergeben. Diese ist jedoch zu groß und man würde zuviel Rechenzeit bei 
zu hohen Temperaturen verlieren, bei denen es sich beinahe zu eine Zufallssuche handelt. Die Be-
stimmung der Starttemperatur aus der spezifischen Wärme ist sehr viel genauer. Dies liegt in die-
sem Fall wohl an den hohen Strafkosten für die Verspätungen. Bei einer Starttemperatur >10000 
würde noch das Maximum der Suszeptibilität der Verspätungen X(D) zu sehen sein. Dies ist jedoch 
nicht unbedingt nötig. Wichtig ist nur, dass X(D) im gewählten Temperaturbereich nicht ver-
schwindet, da dies bedeuten würde, dass sich das Optimierungsverfahren bzgl. der Verspätungen 
wie ein Greedy-Verfahren verhalten würde. Reduziert man das Gewicht der Verspätungen, so ver-
schiebt sich das Maximum der Suszeptibilität X(D) zu niedrigeren Temperaturen und die Faustfor-
mel (2.24) ergibt eine ähnliche Starttemperatur.  
 
In den folgenden Kapiteln werden einzelne Problemstellungen betrachtet und verschiedene Verfah-
ren miteinander bzgl. benötigter Rechenzeit und Lösungsqualität verglichen. Die hier festgestellten 
Ergebnisse stellen die Begründung für die Wahl eines bestimmten Temperaturschemas für alle In-
stanzen einer Problemstellung dar. 
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Abbildung 4.14:  Die Energie (E) der Simulation der Problemstellung Bench01 setzt sich zusammen aus den Verspä-
tungen (D), der Durchlaufzeit (M) und der Rüstzeit (S). Neben diesen Größen sind noch der Ord-
nungsparameter (O), die spezifische Wärme (C) und die Suszeptibilitäten (X) gegen die Temperatur 
abgebildet.  
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Abbildung 4.15:  Zu sehen sind die Observablen der Simulation einer vereinfachten Instanz der Problemstellung 
Bench01. Die Energie (E) setzt sich zusammen aus den Verspätungen (D), der Durchlaufzeit (M) 
und der Rüstzeit (S). Neben diesen Größen sind noch der Ordnungsparameter (O), die spezifische 
Wärme (C) und die Suszeptibilitäten (X) gegen die Temperatur abgebildet.  
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4.3 Zusammenfassung 
 
In diesem Kapitel wurden zwei Spinglasmodelle vorgestellt und deren Observablen mit denen der 
beiden Modelle der Produktionsplanung verglichen. Das übereinstimmende Verhalten der Obser-
vablen ist die Begründung für den Einsatz der statistischen Verfahren, die im Bereich der Festkör-
perphysik bereits erfolgreich eingesetzt wurden, im Bereich der Produktionsplanung. Bereits bei 
den vereinfachten Modellen des Spinglases zeigt sich, dass die Wahl der richtigen Nachbarschaft 
bei begrenzter Rechenzeit die Ergebnisse verbessern kann. Der einfache SingleSpinFlip war nicht in 
der Lage, alle von Prof. Kobe erstellten Instanzen zum SK-Modell optimal zu lösen. Mit einer spe-
ziellen Erweiterung der Nachbarschaft war dies jedoch möglich. 
 
Zur Optimierung eines speziellen Produktionsplanungsproblems, dem JobShop, wurden zwei un-
terschiedliche Modelle miteinander verglichen. Eines basiert auf einer Spindarstellung, das andere 
auf einer objektorientierten direkten Darstellung. Obwohl beide Modelle sehr unterschiedlich sind, 
weisen beide Spinglasverhalten auf. Es kommt auch bei der Simulation von Produktionsplanungs-
problemen zu einem Übergang von einem ungeordneten zu einem geordneten Zustand beim Senken 
der Temperatur. Die richtige Wahl der benötigten Parameter kann durch die Betrachtung der spezi-
fischen Wärme und der Suszeptibilitäten überprüft werden. Das Spinmodell hat den Vorteil, neue 
Restriktionen leicht zu integrieren. Die Nachteile überwiegen jedoch. Diese liegen in der Anzahl 
der benötigten Parameter, so ist für jede Straffunktion ein eigener Faktor nötig, der dafür sorgt, dass 
das System am Ende der Optimierung in einem Zustand ohne Restriktionsverletzung einfriert, und 
der Größe des Suchraums. Der Suchraum ist beim Spinmodell trotz Wahl der Nachbarschaft (2) 
sehr viel größer als beim direkten Modell und der Hauptgrund für die, im Vergleich zur direkten 
Modellierung, schlechten Ergebnisse bei gleicher Rechenzeit. Der Erfolg der Optimierung beruht 
somit nicht auf dem Algorithmus alleine. Eine günstige Modellierung der Problemstellung ist zur 
erfolgreichen Lösung der Probleme der Produktionsplanung essentiell.  
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Kapitel 5  
 
Das MT10x10-Problem 
 
 
5.1 Problemstellung 
Das MT10x10-Problem aus [5.1] ist ein JobShop-Problem. Es besteht aus 10 Aufträgen und 10 
Ressourcen. Jeder Auftrag belegt die Ressourcen in einer bestimmten Reihenfolge. Das Ziel bei der 
Optimierung liegt in der Minimierung der gesamten Durchlaufzeit. 
 
 
5.2 Modell 
Es existieren 10 Primärressourcen. Jeder Auftrag i ( 101 ≤≤ i ) besteht aus jeweils 10 Aktivitäten Aij 
( ):  101 ≤≤ j
 [ ]*0 ijA
0 *0*** ijij RD
 
 
 
Zwischen den einzelnen Aktivitäten des Auftrags i werden Aktivitätslinks eingefügt, um die Aus-
führungsreihenfolge herzustellen.  
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5.3 Ergebnisse 
Für diese Instanz wurde bewiesen, dass eine optimale Lösung eine Durchlaufzeit von 930 besitzt. 
Optimiert wird nur die Durchlaufzeit mit dem Gewicht 1. Die Energie entspricht somit der Durch-
laufzeit. Die Temperatur wird dabei von 500, in 300 Schritten, mit einem logarithmischen Abkühl-
schema, mit einem α- Faktor von 0.98, gesenkt. Bei den Simulationen werden jeweils 100 Durch-
läufe mit SA und TA bei 100, 500, 1000 und 5000 Sweeps pro Temperaturschritt durchgeführt. Bei 
diesem Datensatz ist es möglich, auf einem Pentium mit 650MHz 100000 Lösungen in 8 Sekunden 
zu erzeugen und zu bewerten. Bei den Moves werden die folgenden mit jeweils gleicher Auswahl-
wahrscheinlichkeit verwendet: Push1, Swap, Lin2Opt. 
Ein optimaler Plan mit einer Durchlaufzeit von 930 kann bei 5000 Sweeps pro Temperaturschritt 
(105 Sekunden) mit beiden Verfahren (SA, TA) gefunden werden. 
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In Abbildung 5.1 ist der Prozentsatz der Lösungen zu sehen, deren Durchlaufzeit kleiner oder 
gleich der angegebenen ist. Gezeigt werden die Lösungskurven für verschiedene Anzahl an Sweeps. 
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Abbildung 5.1:  Es wurden jeweils 100 Simulationen mit den Verfahren SA und TA für verschiedene Anzahl Sweeps 
pro Temperaturschritt (100, 500, 1000, 5000) durchgeführt. Zu sehen ist jeweils der Prozentsatz (%) 
der Lösungen, die eine Durchlaufzeit ≤M haben. 
 
Folgende Schlussfolgerungen sind anhand der Graphik für SA und TA möglich: 
• Bei einer Erhöhung der Rechenzeit werden die durchschnittlichen Ergebnisse für die Durch-
laufzeit besser. 
• Die Wahrscheinlichkeit, eine optimale Lösung zu finden, steigt mit Erhöhung der Rechen-
zeit. 
• Mehr Rechenzeit führt zu stabileren Ergebnissen, d.h. die Abweichung von der durch-
schnittlichen Durchlaufzeit nimmt ab, deutlich zu sehen am steileren Verlauf der Kurven. 
• Ein merklicher Unterschied zwischen SA und TA bezüglich der Güte und der Stabilität der 
Lösungen ist nicht festzustellen. 
• Auch bei sehr großen Rechenzeiten ist es nicht möglich, die optimale Durchlaufzeit mit 
100% Wahrscheinlichkeit zu finden. Unter sehr großen Rechenzeiten wird in diesem Fall 
nur von endlichen, für dieses Problem vertretbaren, Rechenzeiten gesprochen. SA findet bei 
unendlich langer Rechenzeit mit Sicherheit eine optimale Lösung. Jedoch lässt sich unter 
dieser Voraussetzung auch mit einer Zufallssuche oder dem einfachen Absuchen des gesam-
ten Lösungsraums eine optimale Lösung finden. 
 
Im Folgenden (Abbildung 5.2) wird die Zeit für die Optimierung auf mehrere Durchläufe verteilt 
und dann die beste Lösung übernommen. So werden 1000 (500) Durchläufe mit 500 (1000) Sweeps 
pro Temperaturschritt durchgeführt und die jeweils beste Lösung von 10 (5) aufeinanderfolgenden 
übernommen. Die Güte und Stabilität der übernommenen Lösungen wird mit dem Ergebnis für 
5000 Sweeps verglichen. 
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Abbildung 5.2:  Simulation mit TA. Es wurden Simulationen mit verschiedener Anzahl Sweeps pro Temperaturschritt 
(500, 1000, 5000) durchgeführt. Bei den Simulationen für 500 (bzw. 1000) Sweeps wurden dabei von 
jeweils 10 (bzw. 5) aufeinanderfolgenden Lösungen die besten genommen, so dass jede übernommene 
Lösung etwa 100 Sekunden Rechenzeit zur Verfügung hatte. Zu sehen ist jeweils der Prozentsatz (%) 
aus jeweils 100 übernommenen Lösungen, die eine Durchlaufzeit ≤M haben. 
 
Es zeigt sich, dass es keinen deutlichen Unterschied in Bezug auf die Güte und Stabilität der Lö-
sungen gibt. Die Aufteilung der Rechenzeit auf mehrere Durchgänge hat jedoch den Vorteil, dass 
man nach einem Bruchteil der Rechenzeit bereits die Durchlaufzeit abschätzen kann. 
 
Bei dem MT10x10 –Problem existieren mehrere Lösungen mit einer Durchlaufzeit von 930. Einer 
der optimalen Pläne ist in Abbildung 5.3 zu sehen. 
 
 
Abbildung 5.3: Ein optimaler Plan des MT10 Problems mit einer Durchlaufzeit von 930. 
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5.4 Erweiterung 
Statt der 10 Aufträge sollen nun n*10 Aufträge optimiert werden. Dazu wird jeder Auftrag n-mal 
kopiert. 
 
Untere Grenze: 
Eine untere Grenze für die Durchlaufzeit Dmin, die möglicherweise nicht erreichbar ist, kann bei 
diesem Problem bestimmt werden durch: 
1. die Durchlaufzeit jedes einzelnen Auftrags 
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Bei dieser Problemstellung zeigt sich, dass durch 1. die untere Grenze nicht bestimmt wird, da die 
Durchlaufzeiten aller Aufträge kleiner als die durch 2. bestimmte untere Grenze sind. Aus 2. erhält 
man für die untere Grenze des Problems mit 10 Aufträgen Dmin =796 (=0+556+240, Primärressour-
ce 3 bestimmt hier die untere Grenze). Diese untere Grenze liegt noch weit entfernt von der Durch-
laufzeit eines optimalen Plans (930). Auch bei 20 Aufträgen bestimmt Primärressource 3 die untere 
Grenze Dmin =1352 (=0+2*556+240). Ab 30 Aufträgen hängt die untere Grenze jedoch von Primär-
ressource 4 ab. Dmin =83+n*631+0 für n*10 Aufträge mit . 3≥n
 
Obere Grenze: 
Als erreichbare obere Grenze für die Durchlaufzeit kann die optimale Lösung für das Originalprob-
lem (930) herangezogen werden: Dmax =n*930. Diese sollte auf jeden Fall erreicht werden, da es 
sich ja nur um eine Aneinanderreihung von einzelnen optimalen Plänen handelt. 
Betrachtet man sich den optimalen Plan etwas genauer, so erkennt man, dass eigentlich keine Pri-
märressource von Anfang (0) bis zum Ende (930) belegt wird. Ein Ineinanderschieben der einzelnen 
optimalen Pläne ist somit möglich. Dadurch wird die Durchlaufzeit pro angehängtem optimalen 
Einzelplan nur um 756 erhöht (statt um 930). Als erreichbare obere Grenze für die Durchlaufzeit 
ergibt sich dann: Dmax =n*756+174. Analog dazu kann man die erhaltenen Pläne für n>1 aneinander 
reihen, um die obere Grenze weiter zu senken. 
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In Tabelle 5.1 sind die Lösungen der Simulationen mit jeweils 5000 Sweeps pro Temperaturschritt 
für die Problemstellungen mit n*10 Aufträgen zu sehen. 
 
n Untere Grenze Durchlaufzeit 
1 796 (*)930 
2 1352 1481 
3 1976 2066 
4 2608 2669 
>4 n*631+83 (*)n*631+83 
Tabelle 5.1:  Die Tabelle zeigt die erzeugten Lösungen für die Problemstellung mit n*10 Aufträgen. Die mit (*) ge-
kennzeichneten Lösungen sind optimal, da sie entweder der unteren Grenze entsprechen oder der optima-
len Lösung des MT10X10 (930). 
 
Bei den Simulationen kann für n*10 Aufträge mit n>4 immer ein Plan erzeugt werden, dessen 
Durchlaufzeit der unteren Grenze entspricht. Ein solcher Plan ist optimal. Die Suche nach einem 
optimalen Plan scheint für n>4 immer leichter zu werden, da dazu 5000 Sweeps pro Temperatur-
schritt ausreichend sind. Die Rechenzeit steigt damit bei der Lösungssuche nur linear an. Ein Grund 
dafür könnte in der Primärressource 4 liegen. Diese wird ab 30 Aufträgen zum Engpass (bottle-
neck). Mit wachsenden n verstärkt sich dieser Effekt. 
 
 
Abbildung 5.4:  Ein Plan für 50 Aufträge mit einer Durchlaufzeit von 3238. Die bottleneck Ressource M4 ist ab einem 
bestimmten Zeitpunkt (83) zu 100% ausgelastet. 
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Bei dem optimalen Plan (Abbildung 5.4) kann man die vollständige Belegung der Maschine 4 von 
83 bis zur gesamten Durchlaufzeit von 3238 erkennen. Diese optimalen Pläne sind kombinierbar, 
d.h. durch Kopieren und Ineinanderschieben des optimalen Plans für 50 Aufträge erhält man den 
optimalen Plan für 100 Aufträge. So lassen sich aus den optimalen Plänen für n*10 Aufträge mit 
n=5,...,9 alle optimalen Pläne für n’*10 Aufträge mit n’>4 erzeugen. 
 
 
5.5 Weitere JobShop-Probleme 
Im Folgenden werden Ergebnisse zu 40 Instanzen gegeben, die von Lawrence erstellt wurden. Zu 
finden sind die Instanzen auf der Seite der OR Bibliothek [5.2]. 
Bei der Bearbeitung der verschiedenen Instanzen wird ein festes Temperaturschema verwendet. 
Abgekühlt wird logarithmisch in 500 Schritten von einem Anfangswert 2000 mit einem α- Faktor 
von 0.98. Dieser weite Temperaturbereich wird gewählt, um den für die Optimierung einer Instanz 
kritischen Temperaturbereich auf jeden Fall zu erfassen. Die Simulationen können deshalb beträcht-
lich beschleunigt werden, falls bei jeder Instanz ein eigenes Temperaturschema verwendet wird. Die 
Rechenzeit wird durch die Anzahl der Sweeps (1000 und 5000) pro Temperaturschritt begrenzt. Bei 
den Moves werden die folgenden mit jeweils gleicher Auswahlwahrscheinlichkeit verwendet: 
Push1, Swap, Lin2Opt. 
In Tabelle 5.3 sind die durchschnittlichen Ergebnisse für die Durchlaufzeit und die Standardabwei-
chung aus jeweils 10 Simulationen pro Instanz gegeben. Die für jeweils 100000 Sweeps benötigte 
Rechenzeit der einzelnen Instanzen ist in Tabelle 5.2 aufgelistet. Neben den originalen Instanzen 
werden noch gespiegelte bearbeitet. Bei diesen gespiegelten Instanzen ist die Reihenfolge der Akti-
vitäten innerhalb eines Auftrags gedreht. 
 
Instanz t
10x5 4
15X5 6
20X5 8
10x10 8
15x10 12
20x10 16
30x10 32
15x15 17  
Tabelle 5.2:  Für 100000 Sweeps benötigte Rechenzeit t in Sekunden für verschiedene JobShop Instanzen auf einem 
Pentium mit 650MHz. 
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1000 5000 5000 i
Instanz Optimum av(dev) av(dev) av(dev)
1 666 666,0 (0,0) 666,0 (0,0) 666,0 (0,0)
2 655 661,4 (5,4) 655,0 (0,0) 655,0 (0,0)
3 597 611,3 (7,0) 603,4 (6,4) 604,4 (5,9)
4 590 594,5 (3,2) 590,0 (0,0) 590,0 (0,0)
5 593 593,0 (0,0) 593,0 (0,0) 593,0 (0,0)
6 926 926,0 (0,0) 926,0 (0,0) 926,0 (0,0)
7 890 890,0 (0,0) 890,0 (0,0) 890,0 (0,0)
8 863 863,0 (0,0) 863,0 (0,0) 863,0 (0,0)
9 951 951,0 (0,0) 951,0 (0,0) 951,0 (0,0)
10 958 958,0 (0,0) 958,0 (0,0) 958,0 (0,0)
11 1222 1.222,0 (0,0) 1.222,0 (0,0) 1.222,0 (0,0)
12 1039 1.039,0 (0,0) 1.039,0 (0,0) 1.039,0 (0,0)
13 1150 1.150,0 (0,0) 1.150,0 (0,0) 1.150,0 (0,0)
14 1292 1.292,0 (0,0) 1.292,0 (0,0) 1.292,0 (0,0)
15 1207 1.207,0 (0,0) 1.207,0 (0,0) 1.207,0 (0,0)
16 945 982,4 (14,1) 976,5 (8,8) 958,0 (16,0)
17 784 793,1 (3,1) 786,7 (2,6) 786,7 (3,0)
18 848 863,0 (11,0) 858,3 (4,2) 856,9 (5,0)
19 842 868,4 (11,5) 862,3 (5,4) 857,8 (3,3)
20 902 914,5 (8,5) 913,9 (9,3) 909,1 (3,3)
21 1046 1.092,1 (16,3) 1.065,8 (8,2) 1.067,7 (9,1)
22 927 951,7 (10,9) 942,7 (5,0) 944,7 (10,9)
23 1032 1.033,3 (3,3) 1.032,0 (0,0) 1.032,0 (0,0)
24 935 974,5 (19,1) 963,8 (9,2) 958,5 (11,8)
25 977 1.017,2 (8,7) 1.000,3 (9,2) 998,0 (11,2)
26 1218 1.225,6 (16,5) 1.220,1 (4,3) 1.218,9 (2,1)
27 1235 1.285,2 (18,3) 1.268,8 (4,8) 1.265,0 (11,3)
28 1216 1.262,1 (26,6) 1.230,9 (9,3) 1.229,2 (7,2)
29 1130-1153 1.227,1 (15,3) 1.208,7 (21,6) 1.197,5 (21,7)
30 1355 1.362,8 (15,0) 1.355,0 (0,0) 1.355,0 (0,0)
31 1784 1.784,0 (0,0) 1.784,0 (0,0) 1.784,0 (0,0)
32 1850 1.850,0 (0,0) 1.850,0 (0,0) 1.850,0 (0,0)
33 1719 1.719,0 (0,0) 1.719,0 (0,0) 1.719,0 (0,0)
34 1721 1.721,0 (0,0) 1.721,0 (0,0) 1.721,0 (0,0)
35 1888 1.889,0 (3,0) 1.888,0 (0,0) 1.888,0 (0,0)
36 1268 1.350,4 (19,8) 1.316,8 (18,5) 1.318,4 (15,8)
37 1397 1.478,1 (23,2) 1.447,9 (12,6) 1.448,8 (14,4)
38 1196 1.278,3 (19,3) 1.255,9 (13,7) 1.250,4 (25,4)
39 1233 1.310,9 (30,7) 1.269,8 (26,6) 1.260,9 (13,1)
40 1222 1.271,1 (13,7) 1.248,9 (11,7) 1.257,7 (15,3)  
Tabelle 5.3:  Es sind die durchschnittlichen Ergebnisse (av) mit ihrer Standardabweichung (dev) aus jeweils 10 Simu-
lationen mit 1000 und 5000 Sweeps pro Temperaturschritt für die 40 Instanzen von Lawrence zusammen 
mit deren Optima gegeben. Zusätzlich sind noch Lösungen gegeben, die mit gespiegelten Instanzen 
(5000 i) mit 5000 Sweeps pro Temperaturschritt erhalten wurden. 
 
Die so erzielten durchschnittlichen Ergebnisse sind bei 5000 (1000) Sweeps pro Temperaturschritt 
im Durchschnitt nur um ca. 1,1% (2%) schlechter als die optimalen. Bei den einzelnen Instanzen 
liegt die größte Abweichung bei 5% (6,9%) bei 5000 (1000) Sweeps pro Temperaturschritt. 21 (16) 
der 40 Instanzen konnten bei jeder einzelnen Simulation mit 5000 (1000) Sweeps pro Temperatur-
schritt optimal gelöst werden, wobei manche der größeren Instanzen leichter zu lösen sind als die 
kleineren. Der Unterschied zwischen den Lösungen zu den originalen und den gespiegelten Instan-
zen ist vernachlässigbar. Die Ergebnisse sind bei den gespiegelten Instanzen bei 5000 Sweeps pro 
Temperaturschritt im Durchschnitt nur 1% schlechter als die optimalen Lösungen, wobei die größte 
Abweichung bei 4,5% liegt. 
Ein umfassender Vergleich verschiedener anderer Verfahren auf den einzelnen Instanzen ist z.B. in 
[5.3] oder [2.30] zu finden. 
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5.6 Zusammenfassung 
In diesem Kapitel wurden neben dem originalen MT10 Problem noch 40 Instanzen von Lawrence 
und solche bearbeitet, die aus dem MT10 durch n-faches Kopieren aller Aufträge entstanden sind. 
Es konnten nicht alle Instanzen bei allen Simulationen bei begrenzter Rechenzeit optimal gelöst 
werden, obwohl im Vergleich zu den folgenden Problemstellungen nur ein Bruchteil der durch das 
Modell aus Kapitel 3.2 zur Verfügung stehenden Funktionalität nötig ist. Es ist nicht festzustellen, 
dass größere Instanzen grundsätzlich schwieriger zu lösen sind, so sind z.B. die aus MT10 erzeug-
ten größeren JobShop Instanzen relativ leicht zu lösen, da dort eine einzelne Maschine zum Eng-
pass (bottleneck) wird.  
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Kapitel 6  
 
Scheduling under Labour Resource  
Constraints (SLRC) 
 
 
6.1 Problemstellung 
 
Zur Herstellung eines Produktes müssen die einzelnen Arbeitschritte des Auftrags nacheinander auf 
einer bestimmten Ressource (Typ A) durchgeführt werden. Auf dieser Ressource (Typ A) darf da-
bei nicht mehr als ein Arbeitschritt gleichzeitig ausgeführt werden. Ein Auftrag darf bei der Ausfüh-
rung nicht durch Arbeitschritte eines anderen Auftrags, die die gleiche Ressource (Typ A) benöti-
gen, unterbrochen werden. Bei den Instanzen wird dies bereits abgefangen durch eine festgelegte 
Produktionsreihenfolge der Aufträge auf dieser Ressource (Typ A). Zusätzlich zu der Ressource 
(Typ A) benötigen die Arbeitsschritte noch Arbeitskräfte. Diese Arbeitskräfte werden von einer 
Ressource (Typ B) zur Verfügung gestellt. Die benötigte Anzahl an Arbeitskräften ist während der 
Ausführung nicht konstant. Bei jedem Arbeitsschritt ist ein Profil hinterlegt, das angibt, welche An-
zahl an Arbeitskräften zu welchem Zeitpunkt benötigt wird. Ein Arbeitsschritt kann aus mehreren 
unterschiedlichen Vorgängen bestehen, die direkt nacheinander auszuführen sind, so z.B. Laden, 
Heizen, Mischen, Entladen. Jeder dieser Vorgänge dauert eine bestimmte Zeit und benötigt eine 
bestimmte Anzahl an Arbeitskräften. Bei den verwendeten Instanzen ist dabei jeder Arbeitsschritt 
eines Auftrags gleich, d.h. er hat das gleiche Profil für die benötigten Arbeitskräfte. Die Ressource 
(Typ B) besitzt eine bestimmte Kapazität (Anzahl Arbeitskräfte), die in diesen Instanzen konstant 
ist. Denkbar ist natürlich ein zeitabhängiges Kapazitätsprofil. Auf der Ressource (Typ B) können 
mehrere Arbeitschritte gleichzeitig ausgeführt werden. Die von den Arbeitschritten benötigte An-
zahl an Arbeitskräften darf dabei die vorhandene Kapazität der Ressource (Typ B) zu keinem Zeit-
punkt übertreffen. Bei der Produktion sind nun noch evtl. Vorgänger- Nachfolgerbeziehungen der 
Arbeitsschritte verschiedener Aufträge einzuhalten, z.B. falls zwei Aufträge die gleiche Ressource 
(Typ A) belegen oder falls ein Zwischenprodukt (nach einem Arbeitschritt entstanden) eines Auf-
trags bei einem anderen benötigt wird. Das Ziel der Optimierung besteht darin, die gesamte Durch-
laufzeit zu minimieren. 
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6.2 Modell 
 
a) Ressourcen: 
Auf die Abbildung der Ressource Typ A wird verzichtet, da die Aufträge, die diese Ressourcen 
gleichzeitig belegen, eine feste Reihenfolge einhalten müssen.  
Die Ressource Typ B wird durch eine Sekundärressource R abgebildet. Es wird eine feste Kapa-
zität vorgegeben: 18. 
 
b) Aktivitäten: 
Jeder Arbeitsschritt eines Auftrags wird durch eine Aktivität dargestellt. Die vom Modus von der 
Sekundärressource benötigte Kapazität ist zeitlich variabel und wird durch  
mit der Dauer des Modus d und den einzelnen benötigten Kapazitäten k
( ) ( )dkkktk ,...,, 21=
i pro Zeitpunkt angege-
ben. 
 
 
 
 
[ ]*iA
0 ( )( ) ***,** tkRd
*
c) Aktivitätslinks: 
Die Vorgänger- Nachfolgerbeziehungen werden durch Aktivitätslinks in der folgenden Form 
dargestellt: 
)1()1( 0, N
ES
V AA ⎯→⎯  
 
d) Beispiel 
Im Folgenden ist das Modell der Instanz Ins_4o_24j_A gegeben. In diesem Datensatz existieren 
4 Aufträge mit insgesamt 24 Arbeitsschritten. 
 
Aktivitäten: 
Tabelle 6.1 zeigt die 4 verschiedenen Aktivitätstypen (Akt), von denen jeweils Num Aktivitäten 
erzeugt werden. Zudem sind die Dauer (d) und das benötigte Kapazitätsprofil (Profil) (vgl. 
Abbildung 6.1) jedes Modus gegeben.  
 
Akt d Num Profil 
A1i 7 7 (12,12,6,2,2,2,2) 
A2i 9 4 (12,12,6,2,2,2,2,2,2)
A3i 8 3 (12,12,3,3,3,3,3,3) 
A4i 5 10 (6,6,6,6,6) 
Tabelle 6.1:  Es werden 4 verschiedene Aktivitätstypen (Akt) benötigt, von denen jeweils Num Aktivitäten erzeugt 
werden. Jeder Aktivitätstyp ist gekennzeichnet durch seine Dauer (d) und das benötigte Kapazitäts-
profil (Profil). 
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Abbildung 6.1: Profile der benötigten Arbeitskräfte der Aktivitäten , ,  und . iA1 iA2 iA3 iA4
 
Aktivitätslinks: 
Für die Vorgänger-Nachfolgerbeziehungen der Instanz (vgl. Abbildung 6.2) werden folgende 
Links benötigt: 
 
)1()1( 11
0,
1 +⎯→⎯ iESi AA  ( ) 50 ≤≤ i
)1()1( 12
0,
2 +⎯→⎯ iESi AA  ( ) 20 ≤≤ i
)1()1( 13
0,
3 +⎯→⎯ iESi AA  ( ) 10 ≤≤ i
)1()1( 14
0,
4 +⎯→⎯ iESi AA  ( ) 80 ≤≤ i
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Abbildung 6.2: Vorgänger-Nachfolgerbeziehung der Aktivitäten , ,  und . iA1 iA2 iA3 iA4
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6.3 Ergebnisse 
 
Bei den Instanzen gibt der Name die Anzahl der enthaltenen Aufträge und Arbeitsschritte an. So 
bedeutet 4o_24j_A, dass 4 Aufträge und insgesamt 24 Arbeitsschritte zu planen sind.  
Bei dem Datensatz 4o_24j_A handelt es sich um einen Datensatz des Projekts PAMIPS. Die Instanz 
10o_88j_A ist eine Instanz der BASF-AG. Diese wurden zuerst in [6.1] bearbeitet. Die anderen 
stammen von [6.2]. Es existieren insgesamt 25 Instanzen.  
Bei den Ergebnissen werden manchmal Lösungen angegeben, die mit einer ‚gespiegelten’ Instanz 
erreicht wurden. Bei einer ‚gespiegelten’ Instanz sind alle Vorgänger-Nachfolgerbeziehungen und 
die benötigten Kapazitätsprofile im Vergleich zur ursprünglichen Instanz zeitlich gespiegelt. Die 
Ergebnisse für die gespiegelten Instanzen werden nur angegeben, falls sie besser sind.  
 
Verglichen werden die Ergebnisse der Verfahren Tabu Search (TS), Parallel Tabu Search (PTS), A. 
Team (AT) (ein Agenten-Verfahren), Constrained Programming (CP), Lagrangian Heuristic (LH) 
und des Greedy Verfahrens (GR) mit denen von SA, für die verschiedenen Instanzen. Auf eine 
Darstellung der Ergebnisse von TA wird verzichtet, da diese bei der vorliegenden Problemstellung 
keinen großen Unterschied im Vergleich zu SA zeigten. Neben den besten Resultaten der Verfahren 
(TS, PTS, AT, CP und LH) von verschiedenen Simulationen mit unterschiedlichen Rechenzeiten 
und Parametersätzen ist noch der kritische Pfad (kP), eine untere Schranke (LB) und der optimale 
Wert (OPT) für einige Instanzen gegeben (Tabelle 6.2).  
Die Rechenzeiten aus der Literatur für die einzelnen Verfahren sind aufgrund der unterschiedlichen 
Rechner nicht direkt miteinander vergleichbar. Der Vollständigkeit halber wurden sie jedoch ange-
geben (Tabelle 6.3). 
 
6.3.1 Ergebnisse verschiedener Verfahren aus der Literatur 
In [6.3] werden die Ergebnisse eines Agenten-Verfahrens (AT) und eines parallelen Tabu Search 
(PTS) mit denen eines sequentiellen Tabu Search (TS) [6.4] verglichen. Es wurde gezeigt, dass die 
parallelen Ansätze deutliche Verbesserungen der Ergebnisse erzielen. Die Simulationen wurden auf 
einer SUN SPARC 1000 durchgeführt. Während die gesamte Rechenzeit (Tabelle 6.3) bei AT un-
gefähr der Zeit entsprach, zu der die beste Lösung gefunden wurde, ist die Rechenzeit, zu der die 
beste Lösung beim PTS gefunden wurde, vor allem bei den großen Instanzen sehr viel geringer als 
die gesamte gegebene Rechenzeit. Bei TS entsprach die Rechenzeit der Zeit, in der die jeweils beste 
Lösung gefunden wurde. 
Die Ergebnisse des Constraint Programming (CP) aus [6.5] sind in der Regel nicht so gut wie die 
durch PTS gefundenen. Die Simulationen wurden hier auf einer SUN ULTRA SPARC 2 mit 
248MHz durchgeführt. Als Zeitlimit wurden 200000 Knoten des Suchbaums beim Branch&Bound 
vorgegeben. Die in Tabelle 6.3 angegebenen Werte entsprechen der Zeit bis zum Beweis der Opti-
malität oder dem Erreichen der 200000 Knoten. Die beste Lösung wurde jedoch meist vor Errei-
chen des Zeitlimits gefunden.  
Die Ergebnisse der LH sind in [6.6] gegeben. Die Rechenzeiten entsprechen dabei Simulationen auf 
einer SUN ULTRA SPARC 2 mit 200MHz. Die Ergebnisse sind zwar nicht so gut wie die der pa-
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rallelen Ansätze, die Rechenzeiten sind jedoch sehr viel geringer. Zusätzlich wird noch für jede 
Instanz eine untere Schranke berechnet.  
 
Instanz cp opt lb TS PTS AT CP LH
ins 4o 21 A 78 82 80 82 82 82 82 82
ins 4o 23 A 54 58 54 58 58 58 58 58
ins 4o 24 A 58 68 58 68 68 68 68 70
ins 4o 24 B 54 72 55 72 72 72 72 73
ins 4o 27 A 53 67 54 67 67 67 67 68
ins 6o 41 A 90 103 141* 140 143 152* 145
ins 6o 41 B 94 94 110* 110 111 110* 111*
ins 6o 41 C 81 87 128 126 126 134* 134*
ins 6o 44 A 75 89 117* 117 116 122* 120*
ins 6o 44 B 104 104 137 137 137 149 144*
ins 8o 63 A 174 186 261 259 259 281 276
ins 8o 63 B 196 209 316 314 316 344 344
ins 8o 63 C 227 228 296* 294 301 344 316*
ins 8o 65 A 298 299 406* 406 403 445 417*
ins 8o 65 B 230 251 384 383 382 411 409
ins 10o 84 A 270 379 636 634 641 730 699
ins 10o 84 B 200 335 556* 550 567 616* 593*
ins 10o 85 A 513 514 791 783 793 912 851
ins 10o 87 A 194 371 582* 581 585 610* 595*
ins 10o 88 A 362 362 460 450 456 473* 473*
ins 10o 100 A 352 669 1468 1468 1467 1596 1525*
ins 10o 102 A 550 622 1166 1155 1158 1239* 1206*
ins 10o 106 A 383 600 1094 1087 1098 1166* 1122*
ins 12o 108 A 520 690 1277 1271 1277 1412* 1340*
ins 12o 109 A 819 820 1343* 1324 1336 1476* 1382*  
Tabelle 6.2:  Kritischer Pfad (cp), optimales Ergebnis (opt) und untere Schranke (lb) für die einzelnen Instanzen. Zu-
sätzlich sind noch die besten Ergebnisse verschiedener Verfahren aus der Literatur (TS, PTS, AT, CP, 
LH) aufgelistet. Wurden die Ergebnisse mit gespiegelten Instanzen erzielt sind diese mit (*) markiert. 
 
Arbeitsschritte
TS
SUN SPARC 
1000 
PTS
SUN SPARC 
1000 
AT
SUN SPARC 
1000
CP
SUN ULTRA 
SPARC 2
248MHZ
LH
SUN ULTRA 
SPARC 2
200MHZ
>40 10-80 100-500 1000-2000 118-310 1-5
>60 28-182 500-1000 1000-3000 206-985 6-120
>80 123-637 2000-5000 2000-4000 325-1052 6-668
>100 87-1277 9000-14000 5000-6000 596-1352 609-2550  
Tabelle 6.3: Gesamte Rechenzeiten in Sekunden der einzelnen Verfahren für verschiedene Größen der Instanzen. 
 
6.3.2 Ergebnisse der Verfahren SA und GR 
Bei SA wird jeweils das gleiche logarithmische Abkühlschema mit gleicher Anzahl Sweeps pro 
Temperaturschritt für die Simulation jeder Instanz vorgegeben. Die Temperatur wird bei jeder Si-
mulation von einem Startwert 20 in 250 Schritten logarithmisch (α=0,98) gesenkt. Dabei werden 
100, 1000 und 5000 Sweeps pro Temperaturschritt durchgeführt. Bei GR werden nur Simulationen 
mit 25000 und 250000 Sweeps durchgeführt, da GR normalerweise bereits nach kurzer Rechenzeit 
in einem lokalen Optimum einfriert und zusätzliche Rechenzeit nicht ausnutzen kann, um das Er-
gebnis zu verbessern. Normalerweise benötigt man mehr Sweeps pro Temperaturschritt, um bei 
Instanzen mit einer größeren Anzahl an Aufträgen die gleiche Lösungsqualität zu erreichen. Die 
Rechenzeit ist nun abhängig von dem Temperaturschema und der Anzahl an Sweeps pro Tempera-
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turschritt. Zusätzlich ist die Rechenzeit noch abhängig von der Anzahl an Aktivitäten, da es mehr 
Rechenzeit kostet, eine einzelne Lösung für mehr Aktivitäten zu erstellen. Einen kleinen Einfluss 
auf die Rechenzeit haben auch die maximale Kapazität der Sekundärressource und die benötigten 
Kapazitätsprofile der Modi. Die Rechenzeit ist jedoch unabhängig vom gewähltem Akzeptanzkrite-
rium (SA oder GR). Der Unterschied bei der Berechnung der Exponentialfunktion ist im Vergleich 
zur Erstellung einer Lösung aus der Aktivitätsreihenfolge gering. In Abbildung 6.3 ist die benötigte 
Rechenzeit für insgesamt 100000 Sweeps pro Instanz zu sehen. Die Rechenzeiten beziehen sich auf 
Simulationen auf einem Pentium mit 650 MHz. 
Gestartet wird SA und GR mit einer zufälligen Lösung. Bei den Moves werden die folgenden mit 
jeweils gleicher Auswahlwahrscheinlichkeit verwendet: Push1, Swap, Lin2Opt. 
Bei dieser Problemstellung zeigt sich, dass der unvollständige Suchraum (siehe Kapitel 3.2.5) mög-
licherweise die optimale Lösung nicht beinhaltet (siehe dazu die beiden Beispiele). Um die Wahr-
scheinlichkeit zu erhöhen, dass die optimale Lösung im Suchraum enthalten ist, wird im Folgenden 
neben den originalen Instanzen noch mit ‚gespiegelten’ Instanzen gearbeitet, bei denen alle Kapazi-
tätsprofile und Vorgänger-Nachfolgerbeziehungen gespiegelt sind. 
 
Beispiel 1:  
Es sind 3 Aktivitäten ohne Vorgänger-Nachfolger-Beziehungen zu planen, die folgende Kapazitäts-
profile besitzen: (14,10,12), (4,3,4), (4,3,4). Bei einer maximalen Kapazität 18 hat bei dem vorge-
gebenen Suchraum eine der besten gefundenen Lösungen die Durchlaufzeit 6 mit den Startzeitpunk-
ten (0,0,3). Die optimale Durchlaufzeit liegt jedoch bei 4 mit den zugehörigen Startzeitpunkten 
(0,1,1). Benutzt man nun statt des originalen den gespiegelten Suchraum, so erhält man im gespie-
gelten Suchraum als beste Lösung die Startzeitpunkte (1,0,0) mit einer Durchlaufzeit 4. 
Beispiel 2: 
Es sind 3 Aktivitäten ohne Vorgänger-Nachfolger-Beziehungen zu planen, die folgende Kapazitäts-
profile besitzen: (14,10,12,10,14), (4,3,4), (4,3,4). Nun gibt es keinen Unterschied zwischen der 
originalen und der gespiegelten Instanz. Bei einer maximalen Kapazität 18 hat bei dem vorgegebe-
nen Suchraum eine der besten gefundenen Lösungen die Durchlaufzeit 6 mit den Startzeitpunkten 
(0,0,3). Die optimale Durchlaufzeit liegt jedoch bei 5 mit den zugehörigen Startzeitpunkten (0,1,1). 
 
Der kritische Pfad bezieht sich auf die Vorgänger-Nachfolgerbeziehungen zwischen den Aktivitäten 
und deren Dauern. Bei unbegrenzter Kapazität der Sekundärressource entspricht der kritische Pfad 
dem optimalen Ergebnis. 
Neben dem kritischen Pfad wird noch die jeweils beste untere Schranke aus [6.4] und [6.6] gege-
ben. Diese Schranken erweisen sich jedoch für die Instanzen mit einer größeren Anzahl an Aufträ-
gen als nicht sehr aussagekräftig. 
Bei allen Instanzen mit weniger als 30 Arbeitsschritten liegt ein optimales Ergebnis vor ([6.4], 
[6.5]).  
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Abbildung 6.3:  Benötigte Rechenzeit in Sekunden auf einem Pentium mit 650MHz für die Durchführung von 100000 
Sweeps für die verschiedenen Instanzen. 
 
6.3.2.1 Instanzen mit 20 bis 40 Aufträgen 
 
sweeps
Instanz o i o i
ins 4o 21 A 82 (0) 82 (0) 82 (0) 82 (0)
ins 4o 23 A 58 (0) 58 (0) 58 (0) 58 (0)
ins 4o 24 A 68,5 (0,5) 69 (0) 68 (0) 69 (0)
ins 4o 24 B 72 (0) 72 (0) 72 (0) 72 (0)
ins 4o 27 A 67,8 (0,4) 68 (0) 67 (0) 67,9 (0,3)
5000 25000
 
Tabelle 6.4:  Zu sehen sind die durchschnittlichen Durchlaufzeiten (Standardabweichung) von jeweils 20 Simulationen 
mit GR mit 5000 bzw. 25000 Sweeps für die originalen (o) und die gespiegelten (i) Instanzen mit 20 bis 
30 Aufträgen. 
 
In Tabelle 6.4 sind die durchschnittlichen Ergebnisse und die Standardabweichung für jeweils 20 
Simulation mit GR mit 5000 und 25000 Sweeps für die originalen und gespiegelten Instanzen ab-
gebildet. 
Bei kurzen Laufzeiten konnte bei den meisten Instanzen (original oder gespiegelt) immer ein Opti-
mum gefunden werden und in zwei Fällen zumindest einmal. Nur die gespiegelten Instanzen 
ins_4o_24_A und ins_4o_27_A konnten in keinem Fall optimal gelöst werden. 
Bei der Erhöhung der Sweeps auf 25000 werden alle originalen Instanzen immer optimal gelöst. 
Bei der gespiegelten Instanz ins_4o_24_A kann hingegen das Optimum auch durch die Erhöhung 
der Rechenzeit nicht gefunden werden. Simulationen mit SA liefern das gleiche Resultat, weshalb 
davon auszugehen ist, dass das Optimum bei dieser Instanz zwar im originalen, nicht aber im ge-
spiegelten Suchraum enthalten ist. Diese Möglichkeit wurde bereits in Beispiel 1 erwähnt. Bei der 
gespiegelten Instanz ins_4o_27_A ist das Optimum im Suchraum enthalten, jedoch scheint diese 
Instanz im gespiegelten Fall schwieriger zu lösen zu sein, da nicht jede Simulation mit erhöhter 
Rechenzeit das Optimum finden kann. Insgesamt sind die guten Ergebnisse des GR Beweis dafür, 
dass diese Instanzen zu klein sind, um als Kriterium für einen Vergleich verschiedener Verfahren zu 
dienen. 
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6.3.2.2 Instanzen mit mehr als 40 Aufträgen 
 
Instanz 100 1000 5000 25000 250000
ins 6o 41 A * 144,1 (1,3) * 140,8 (0,8) * 140,5 (0,7) 143,8 (0,6) 141,9 (0,8)
ins 6o 41 B * 112,0 (0,8) * 110,2 (0,4) * 110,2 (0,4) * 111,7 (0,9) * 110,6 (1,2)
ins 6o 41 C 128,8 (1,3) 126,8 (0,8) 126,7 (0,6) 129,3 (0,8) 126,9 (0,7)
ins 6o 44 A * 117,5 (0,5) * 116,8 (0,4) * 116,7 (0,5) * 118,2 (1,2) * 116,8 (0,6)
ins 6o 44 B 139,1 (0,9) 138,1 (0,8) 137,1 (0,3) * 139,8 (0,7) * 137,4 (0,8)
ins 8o 63 A 263,0 (2,3) 259,8 (1,1) 257,9 (0,9) 264,9 (3,3) 260,9 (2,1)
ins 8o 63 B 320,4 (1,9) 315,4 (1,1) 313,8 (0,6) 328,9 (2,8) 321,6 (3,8)
ins 8o 63 C 301,7 (3,8) 295,6 (2,5) 293,9 (1,9) * 303,7 (2,9) * 297,8 (1,8)
ins 8o 65 A * 405,5 (1,9) * 403,0 (0,0) * 403,0 (0,0) * 405 (2,0) * 404,1 (1,5)
ins 8o 65 B 388,6 (2,4) 380,8 (2,0) 380,2 (1,3) * 397,7 (3,4) * 391,1 (2,6)
ins 10o 84 A * 638,5 (3,3) * 633,0 (1,7) * 630,2 (1,1) 650,5 (4,0) 644,4 (4,0)
ins 10o 84 B * 559,7 (4,5) * 546,2 (1,6) * 544,6 (1,1) * 571,9 (3,3) * 558,5 (4,5)
ins 10o 85 A 793,2 (7,9) 780,1 (4,0) 775,9 (2,2) * 830,8 (12,4) * 797 (6,7)
ins 10o 87 A * 591,1 (4,8) * 580,0 (2,8) * 576,4 (2,4)   * 596,3 (4,4) * 584,7 (3,1)
ins 10o 88 A * 464,7 (4,0) * 454,5 (4,3) * 446,8 (3,2) 481,7 (10,3) 464,3 (4,1)
ins 10o 100 A * 1470,5 (1,5) * 1468,2 (0,6) * 1467,8 (0,4) 1476,7 (5,5) 1468,2 (0,4)
ins 10o 102 A 1185,8 (7,5) 1166,3 (7,5) 1151,3 (6,4) 1211,9 (7,0) 1177,1 (9,0)
ins 10o 106 A 1102,5 (3,9) 1084,4 (3,6) 1074,7 (3,1) 1121,7 (7,4) 1092,6 (2,7)
ins 12o 108 A 1283,6 (5,0) 1265,7 (3,4) 1258,0 (3,3) 1312,8 (6,9) 1274,6 (4,1)
ins 12o 109 A 1339,8 (9,8) 1311,4 (6,1) 1309,1 (6.7) * 1362,9 (16,7) * 1322,7 (8,9)
SA GR
 
Tabelle 6.5:  Abgebildet sind die durchschnittlichen Durchlaufzeiten (Standardabweichung) von jeweils 20 Simulatio-
nen mit SA (100, 1000 und 5000 Sweeps pro Temperaturschritt) und GR (25000 und 250000 Sweeps) für 
die originalen oder die gespiegelten Instanzen mit mehr als 40 Aufträgen. Ergebnisse von gespiegelten In-
stanzen sind mit (*) markiert. 
 
Gezeigt wird jeweils die durchschnittliche Lösung und die Standardabweichung von 20 durchge-
führten Simulationen für die originalen oder die gespiegelten Instanzen mit den Verfahren SA und 
GR für verschiedene Anzahl Sweeps (Tabelle 6.5). Auf die gleichzeitige Darstellung der Ergebnis-
se für die originalen und gespiegelten Instanzen wird verzichtet, da sich die Mittelwerte bei fast 
allen Instanzen um weniger als 5 unterscheiden und nur bei der Instanz ins_10o_102_A um mehr 
als 10. Die besten Ergebnisse werden in Tabelle 6.6 zusammengefasst. 
Bei den Instanzen mit 40 bis 50 Aufträgen und den Instanzen ins_8o_65_A und ins_10o_100_A 
nähert sich der durchschnittliche Wert bei SA bei Erhöhung der Anzahl Sweeps pro Temperatur-
schritt auf 5000 den besten Ergebnissen aus der Literatur (Tabelle 6.6) an. Bei allen anderen In-
stanzen ist die durchschnittliche Durchlaufzeit bei 5000 Sweeps pro Temperaturschritt besser als die 
besten bekannten Ergebnisse und fast alle Simulationen liefern Ergebnisse mit einer kleineren oder 
zumindest gleichgroßen Durchlaufzeit. 
Investiert man nur wenig Rechenzeit (100 Sweeps pro Temperaturschritt), so kann man mit SA 
trotzdem noch bei fast allen Instanzen (bis auf die Instanz ins_6o_41_B) bessere durchschnittliche 
Werte erhalten als die besten Durchlaufzeiten der schnellen Verfahren CP und LH. 
Betrachtet man sich die besten Ergebnisse für die einzelnen Instanzen (Tabelle 6.6), so sieht man, 
dass SA für 7 Instanzen die gleichen Durchlaufzeiten und für 13 Instanzen kürzere Durchlaufzeiten 
erzielen kann. Die 7 Instanzen, für die die gleiche Durchlaufzeit gefunden wurde, scheinen einfach 
zu sein, da selbst GR bei 250000 Sweeps zumindest in einer von 20 Simulationen die gleiche 
Durchlaufzeit finden konnte. 
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GR scheint bei der gewählten Nachbarschaft für diese Problemstellung sehr erfolgreich zu sein, da 
bereits nach kurzen Rechenzeiten relativ gute Ergebnisse erzielt wurden. Bei einigen kleinen In-
stanzen konnte bei 25000 Sweeps sogar bessere durchschnittliche Durchlaufzeiten erhalten werden 
als bei SA. Insgesamt gesehen ist jedoch SA bei ausreichend Rechenzeit dem GR überlegen, vor 
allem bei größeren Instanzen.  
 
Instanz bester sweeps bester(Lit)
ins 6o 41 A 140 * 1000 140
ins 6o 41 B 110 * 1000 110
ins 6o 41 C 126 1000 126
ins 6o 44 A 116 * 1000 116
ins 6o 44 B 137 100 137
ins 8o 63 A 256 * 5000 259
ins 8o 63 B 312 5000 314
ins 8o 63 C 291 5000 294
ins 8o 65 A 403 * 100 403
ins 8o 65 B 376 1000 382
ins 10o 84 A 628 * 5000 634
ins 10o 84 B 542 * 5000 550
ins 10o 85 A 773 5000 783
ins 10o 87 A 573 * 5000 581
ins 10o 88 A 443 5000 450
ins 10o 100 A 1467 * 1000 1467
ins 10o 102 A 1146 5000 1155
ins 10o 106 A 1068 5000 1087
ins 12o 108 A 1252 5000 1271
ins 12o 109 A 1295 5000 1324  
Tabelle 6.6:  Gezeigt werden die besten Durchlaufzeiten (bester), die mit SA bei sweeps Sweeps pro Temperatur-
schritt, erzielt wurden. Zusätzlich sind noch die besten Resultate aus der Literatur (bester(Lit)) (siehe 
Tabelle 6.2) zu sehen. Ergebnisse von gespiegelten Instanzen sind mit (*) markiert. 
 
 
6.4 PSPLib 
 
In der PSPLib ([6.7], [6.8], [6.9]) sind viele Instanzen zu Resource Constrained Project Scheduling 
Problems (RCPSP) gegeben. Die geforderte Funktionalität unterscheidet sich bei den Instanzen nur 
gering von der in diesem Kapitel benötigten. So ist die erforderliche Anzahl an Arbeitskräften pro 
Arbeitsschritt konstant. Ein Arbeitsschritt bedarf möglicherweise nun auch verschiedener Sekundär-
ressourcen mit einer evtl. unterschiedlichen Anzahl an Arbeitskräften.  
Aus der Bibliothek wird das Paket j120.sm bearbeitet. Jede der 600 Instanzen dieses Pakets besteht 
aus 120 Arbeitsschritten und 4 Sekundärressourcen. Die anderen Pakete der Bibliothek bestehen aus 
Instanzen mit weniger Arbeitsschritten. Zu jeder Instanz ist eine untere und obere Schranke gege-
ben. Diese sind jeweils die besten verschiedener Verfahren. 
Bearbeitet werden diese Instanzen hier mit SA, wobei das Modell dem vorhergehenden (Kapitel 
6.2) entspricht, mit dem Unterschied der konstanten Arbeitskräfte und vier statt einer Sekundärres-
source. Die Temperatur wird von einem Anfangswert 15 in 250 Schritten logarithmisch (α=0.98) 
gesenkt. Die Nachbarschaft besteht aus Push1 und Swap, wobei beide mit gleicher Wahrschein-
lichkeit ausgeführt werden. Die Anzahl Sweeps pro Temperaturschritt wird auf 20, 100, 200 und 
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1000 festgelegt. Neben diesem SA wird noch eine Version mit gespiegelten Instanzen (SAinv) ver-
wendet. 
Zusätzlich zu den beiden Verfahren wird die Modellierung erweitert um Lieferzeitpunkte. Jede Ak-
tivität erhält einen propagierten Lieferzeitpunkt, der sich aus einer bestimmten Grenze Lmax, zu der 
alle Aktivitäten beendet werden sollen und den Dauern der Nachfolgeaktivitäten ergibt. Die Priori-
tät des Lieferzeitpunkts jeder Aktivität ergibt sich aus den Vorgänger-Nachfolgerbeziehungen. Der 
Lieferzeitpunkt Li und die zugehörige Priorität Pi einer Aktivität i mit der Dauer Di und den Nach-
folgern j ergibt sich wie folgt: 
( )⎩⎨
⎧
−= sonstDLMIN
besitztNachfolgerkeineiAktivitätfallsL
L
jjj
i
max , 
( )⎩⎨
⎧
+= sonstPMAX
besitztNachfolgerkeineiAktivitätfalls
P
jj
i 1
1
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Die Grenze Lmax wird durch die gegebene obere Grenze bestimmt (SAub). Das Gewicht der Durch-
laufzeit wird nun auf 10 erhöht und das Gewicht der Lieferverzögerung auf 1 gesetzt. Dadurch ist 
eine Anpassung des Temperaturschemas erforderlich. Die Starttemperatur liegt hier bei 150. 
Diese obere Grenze ist bei realistischen Instanzen eigentlich nicht vorhanden. Das Verfahren wird 
deshalb angepasst, so dass die obere Grenze aus der jeweils besten Lösung während der Simulation 
bestimmt wird. Die Lieferzeitpunkte müssen immer dann erneuert werden, falls eine Lösung mit 
minimaler Durchlaufzeit Dmin gefunden wird. Der zu propagierende Zeitpunkt bestimmt sich dann 
durch Lmax=Dmin-1. Das so erstellte Verfahren wird mit SAm bezeichnet. 
Die Ergebnisse, die mit den vier Verfahren für verschiedene Rechenzeiten erhalten wurden, sind in 
Tabelle 6.7 gegeben. Zu sehen sind dort die durchschnittlichen Ergebnisse für die 600 Instanzen 
und deren durchschnittliche Standardabweichung für verschiedene Verfahren und Rechenzeiten. 
Zusätzlich ist der durchschnittliche prozentuale Abstand zu der unteren und oberen Grenze aus [6.7] 
und dem kritischen Pfad gegeben. In den letzten Spalten sind die Anzahl der Instanzen gegeben, bei 
denen bei jeder Simulation und bei der besten aus 5 die beste bekannte Lösung erreicht wurde. Es 
konnte gegenüber den besten Lösungen (April 2004) keine neuen besten Lösungen gefunden wer-
den, jedoch konnten im Vergleich zu den besten Lösungen vor 2002 (dieses File existiert leider 
nicht mehr, da es immer durch die aktuell besten Lösungen ersetzt wird) einige verbessert werden. 
Zu beachten ist dabei, dass pro Instanz und Rechenzeit nur 5 Simulationen durchgeführt werden.  
Bei allen Verfahren wird der Abstand zur unteren und oberen Grenze und dem kritischen Pfad bei 
steigender Rechenzeit geringer (vgl. Tabelle 6.7) und es wird für mehr Instanzen die obere Grenze 
bei jeder Simulation erreicht. So wird z.B. bei mehr als 30% der Instanzen von SAub die obere 
Grenze bei 1000 Sweeps pro Temperaturschritt immer erreicht. Im Vergleich zu den neuesten (Ap-
ril 2004) oberen Grenzen konnte keine verbessert werden.  
Der Unterschied zwischen den Verfahren SA und SAinv ist bei den durchschnittlichen Ergebnissen 
nicht zu erkennen, jedoch schneiden die Verfahren bei den einzelnen Instanzen unterschiedlich ab. 
Eine Kombination aus beiden Planungsrichtungen innerhalb einer Simulation könnte somit auch 
hier von Vorteil sein. 
Die zusätzliche Information der oberen Grenzen in Form von Lieferzeitpunkten (SAub) kann die 
Ergebnisse verbessern. Nicht nur die durchschnittlichen Ergebnisse sind besser, sondern auch die 
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Anzahl der Instanzen, bei denen die obere Grenze in jeder Simulation gefunden wurde. Auch die 
während der Optimierung festgestellte obere Grenze (SAm) verbessert die durchschnittlichen Er-
gebnisse im Vergleich zu SA und schneidet vergleichbar zu SAub ab. Allerdings muss beachtet 
werden, dass diese beiden Verfahren etwas mehr Rechenzeit benötigen (vgl. Tabelle 6.8). 
Die durchschnittliche Standardabweichung der einzelnen Verfahren ist sehr gering. Dies bedeutet, 
dass die Verfahren sehr stabil in Bezug auf die Lösungssuche sind. 
 
Sweeps av (dev) %lb %ub %cp numAll numBest
20 131,7 (1,3) 11,4 6,5 39,3 101 150
100 128,8 (0,9) 9,0 4,3 36,2 141 184
200 127,9 (0,8) 8,3 3,6 35,3 158 190
1000 126,3 (0,7) 7,1 2,5 33,6 182 221
20 131,6 (1,3) 11,3 6,4 39,2 100 158
100 128,8 (0,9) 9,0 4,3 36,2 140 185
200 127,9 (0,8) 8,3 3,6 35,2 159 195
1000 126,3 (0,6) 7,0 2,4 33,5 183 218
20 132,0 (1,6) 11,4 6,5 39,6 128 178
100 128,2 (1,0) 8,4 3,7 35,6 165 211
200 127,3 (0,9) 7,8 3,1 34,7 177 223
1000 125,9 (0,7) 6,6 2,0 33,1 204 246
20 131,1 (1,3) 10,8 5,9 38,6 116 163
100 128,0 (0,9) 8,3 3,6 35,4 158 203
200 127,2 (0,8) 7,7 3,0 34,5 170 206
1000 125,8 (0,6) 6,6 2,0 33,0 191 241
SAm
SA
SAinv
SAub
 
Tabelle 6.7:  Es sind die durchschnittlichen Durchlaufzeiten (av) und deren Standardabweichung (dev), gemittelt über 
die 600 Instanzen, zu sehen. Zusätzlich ist noch der prozentuale Abstand zur unteren Grenze (%lb), der 
oberen Grenze (%ub) und dem kritischen Pfad (%cp) gegeben. Die beiden letzten Spalten geben die An-
zahl der Instanzen, bei denen bei jeder Simulation (numAll) und bei der besten aus 5 Simulationen 
(numBest) die obere Grenze erreicht wurden. 
 
In [6.10] ist ein ausführlicher Vergleich verschiedener Verfahren gegeben, wobei dieser Vergleich 
immer auf dem prozentualen Abstand zum kritischen Pfad basiert. Die Rechenzeit spielt bei diesem 
Vergleich keine Rolle. Als Kriterium wird immer die maximale Anzahl an erzeugten Lösungen 
verwendet. Dies sollte dann einen Vergleich verschiedener Verfahren erlauben, ohne die verwende-
ten Rechner, Compiler oder Programmierkenntnisse der Entwickler der Verfahren, die einen großen 
Einfluss auf die Geschwindigkeit der erstellten Programme haben, beachten zu müssen. Es wird 
somit bei diesem Vergleich davon ausgegangen, dass das Erstellen einer Lösung bei allen Verfahren 
in etwa die gleiche Rechenzeit benötigt. In Tabelle 6.8 sind die Rechenzeiten der hier verwendeten 
Verfahren gegeben. Diese beziehen sich auf den gleichen Rechner (Pentium mit 650 MHz), wurden 
vom gleichen Compiler übersetzt und vom gleichen Entwickler erstellt. Trotzdem unterscheiden 
sich die einzelnen Modellierungen in der benötigten Rechenzeit. Es ist also im allgemeinen Fall 
nicht davon auszugehen, dass die Rechenzeit bei allen Verfahren zum Erstellen einer Lösung über-
einstimmt. In dieser Arbeit wird immer versucht, möglichst einfache Planungsschritte möglichst 
schnell durchzuführen. Es ist deshalb zu erwarten, dass in dieser Arbeit das Erstellen einer Lösung 
schneller erfolgt als bei anderen Verfahren. In Kapitel 10 wird z.B. eine Heuristik zum Erstellen 
einer ersten Lösung vorgestellt. Dieses erste Ergebnis ist besser als eine Lösung, die mit einer ein-
fachen lokalen Suche in mehreren Hundert Schritten erreicht werden könnte, allerdings ist die benö-
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tigte Rechenzeit deutlich größer als bei der einfachen lokalen Suche. Erhöht man die Anzahl der 
Aufträge, so vergrößert sich der relative Rechenzeitunterschied sogar noch. In [6.11] wurden z.B. 
verschiedene Varianten eines Ameisenalgorithmus auf diesen Instanzen getestet. Dabei benötigte 
man zum Erstellen von 5000 Lösungen (1000 Generationen mit jeweils 5 Ameisen) bei einer Vari-
ante ~25 Sekunden auf einem Pentium III mit 500 MHz. Eine weitere Variante benötigte zum 
Erstellen von 50000 Lösungen ~25 Minuten auf dem gleichen Rechner! Die Anzahl der erzeugten 
Lösungen ist somit nicht unbedingt die aussagekräftigste Vergleichsbasis! Für einen Anwender der 
Software ist die Anzahl der Lösungen irrelevant, solange die Rechenzeit seinen Vorstellungen ent-
spricht. 
 
SA SAinv SAub SAm
av 18,7 18,7 21,9 21,9
min 10,0 10,0 14,0 14,0
max 28,0 28,0 36,0 36,0  
Tabelle 6.8:  Benötigte Rechenzeit für die einzelnen Verfahren für das Erstellen von 100000 Lösungen in Sekunden. 
Zu sehen ist der Mittelwert (av) aller 600 Instanzen, die minimal (min) und maximal (max) benötigte 
Rechenzeit. 
 
 
6.5 Zusammenfassung 
 
Insgesamt gesehen kann man sagen, dass SA sehr gut geeignet ist, um bei dieser Problemstellung 
(SLRC) in kurzer Zeit sehr gute Ergebnisse zu erzielen. Darüber hinaus ist das Verfahren in der 
Lage, bei Investition ausreichender Rechenzeit die besten Ergebnisse verschiedener anderer Verfah-
ren aus der Literatur zu erreichen oder zu verbessern. Es wurden für 13 Instanzen neue obere 
Schranken gefunden. SA vereinigt damit die Vorteile der verschiedenen anderen Verfahren. Der 
Nachteil von SA, keine Aussage über untere Schranken geben zu können, wirkt sich in dieser Prob-
lemstellung nicht negativ aus, da selbst die unteren Schranken der vorgestellten anderen Verfahren, 
vor allem die der größeren Instanzen, sehr schwach waren und nur geringfügig über dem kritischen 
Pfad lagen. 
Im Vergleich der Instanzen der PSPLib zeigt sich, dass die durchschnittlichen Ergebnisse bereits 
bei Rechenzeiten von ~50 Sekunden pro Instanz bis auf 2-2,5% die besten bisher bekannten Lösun-
gen (2004) erreichen, wobei bei ~30% der Instanzen bei jeder Simulation die beste Durchlaufzeit 
gefunden wird. Im Vergleich zu den besten Lösungen, die bis 2002 bekannt waren, konnten sogar 
einige der besten Ergebnisse noch verbessert werden. Dies ist für ein Verfahren, das nicht speziell 
auf diese Problemklasse angepasst wurde, ein sehr gutes Resultat. Es ist fraglich, ob sich die Spezi-
alisierungen der anderen Verfahren auf die allgemeine Modellierungsbasis dieser Arbeit übertragen 
lassen.  
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Kapitel 7  
 
Production Flow Planning with Machine As-
signment 
 
 
7.1 Problemstellung 
 
Betrachtet wird folgender Produktionsablauf: 
 
Stufe1 Stufe2 Stufe3 Stufe4 Stufe5 Stufe6
1
2
3
4
5
6 7
8
9
10
12
11
13
 
Abbildung 7.1: Struktur des Fertigungsprozesses. 
 
Diese Problemstellung der BASF-AG lässt sich den Flexible-FlowShop Problemen zuordnen. 
Zur Herstellung eines Produkts müssen mehrere Arbeitsschritte (verschiedene Stufen) in einer be-
stimmten Reihenfolge bei der Bearbeitung durchgeführt werden (Stufe 1 bis Stufe 6). Allerdings 
benötigt nicht jedes Produkt jeden Arbeitsschritt. Stufe 4 stellt eine Ausnahme dar, da sie nicht von 
allen Produkten durchlaufen werden muss. Für jeden Arbeitsschritt hat jedes Produkt mehrere Mög-
lichkeiten bei der Wahl der Maschinen. Eine beliebige Kombination der Maschinen (1-13) ist je-
doch nicht möglich. So muss ein Produkt, wird es auf Maschine 1 in Stufe 1 bearbeitet, die Maschi-
nen 3 (Stufe 2) und 5 (Stufe 3) zur Weiterverarbeitung benutzen. Eine Lagerung zwischen den Stu-
fen ist nicht möglich. Ist die Maschine der nachfolgenden Stufe nicht sofort nach Beendigung des 
Arbeitsschritts auf der vorhergehenden Stufe verfügbar, so wird die Maschine der vorhergehenden 
Stufe zur Lagerung des Produktes genutzt und solange gesperrt, bis mit dem Arbeitsschritt des Pro-
dukts auf der nachfolgenden Stufe begonnen werden kann. Maschine 7 (Stufe 4) bildet auch hier 
eine Ausnahme. Auf dieser Maschine kann nichts gelagert werden, d.h. nach dem Beenden des Ar-
beitsschritts auf Maschine 7 muss sofort mit dem Arbeitsschritt der Stufe 5 begonnen werden. Die 
Dauer der einzelnen Arbeitsschritte kann von der benutzten Maschine und dem zu fertigenden Pro-
dukt abhängen. Bei der Planung muss zusätzlich noch auf maschinenabhängige Rüstzeiten geachtet 
werden, die zwischen zwei Arbeitschritten auf einer Maschine eingeplant werden müssen. 
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Pro Tag geht eine Liste ein, die die Mengen der herzustellenden Produkte festsetzt. Mit der Ausfüh-
rung des Auftrags kann frühestens am Tag des Auftrageingangs gestartet werden. Am Wochenende 
wird kein neuer Auftrag vergeben, mit der Ausführung der bereits eingegangenen Aufträge kann 
jedoch trotzdem fortgefahren werden. Das Ziel bei der Optimierung ist die Minimierung der Durch-
laufzeit. 
Die für die Aufgabenstellung benötigten Daten sind in Anhang C zu finden. 
 
Im allgemeinen Fall kann von einer Produktionsstruktur ausgegangen werden (Abbildung 7.2), die 
n Stufen alternativer Ressourcen und alle Möglichkeiten bei der Kombination von Ressourcen auf-
einanderfolgender Stufen aufweist (Abbildung 7.3). Auch können die Rüstzeiten in der Regel nicht 
nur von der Maschine, sondern auch von der Reihenfolge der geplanten Produkte abhängen. 
 
 
Abbildung 7.2: Beispiel eines Fertigungsprozesses mit 4 Stufen. 
 
(a) (b) (c) (d)
 
Abbildung 7.3:  Verschiedene Möglichkeiten bei der Kombination von Ressourcen aufeinanderfolgender Stufen: (a) 
ein Vorgänger – ein Nachfolger, (b) ein Vorgänger – mehrere Nachfolger, (c) mehrere Vorgänger – 
ein Nachfolger, (d) mehrere Vorgänger – mehrere Nachfolger. 
 
 
7.2 Modell 
 
a) Ressourcen: 
13 Primärressourcen werden benötigt (Ri , 131 ≤≤ i ). 
Es werden 6 Rüstzeitmatrizen definiert, eine für jede Stufe. Da die Rüstzeit nur von der gewähl-
ten Primärressourcen, nicht aber von einer geplanten Reihenfolge abhängt, hat jede Matrix nur 
einen Eintrag und die Modi alle den gleichen Rüstschlüssel. 
 
b) Aktivitäten: 
Jeder Auftrag für ein Produkt wird durch eine einzige Aktivität dargestellt. Es gibt nur 2 ver-
schiedene ‚Typen’ von Aktivitäten, eine, die Stufe 4 benutzt und eine, die diese bei der Produk-
tion überspringt. Aktivitäten des gleichen Typs unterscheiden sich nur durch die Dauern Dij der 
Modi. Jeder Multimodus der Aktivität gibt einen der möglichen Produktionswege an. Die Aktivi-
täten haben somit jeweils 8 Multimodi. Im Folgenden ist ein Beispiel für einen der 8 möglichen 
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Multimodi einer Aktivität gegeben, die Stufe 4 nutzt. Der Link zwischen dem 8. und 10. Modus 
ist bei diesen Aktivitäten mit zeitlichem Maximalabstand definiert, um die fehlende Lagermög-
lichkeit auf R7 zu modellieren. Bei Aktivitäten, die Stufe 4 überspringen, wird kein Moduslink 
mit maximalem Abstand benötigt. 
Einem Auftrag i und somit seiner Aktivität Ai kann ein frühester Start ASmini vorgegeben werden.  
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7.3 Ergebnisse 
 
7.3.1 Ein-Tages-Pakete 
Zuerst werden die Tagespakete einzeln geplant. Im Folgenden sind die Durchlaufzeiten immer in 
Sekunden angegeben, obwohl einige Verfahren nur minutengenau rechnen. Die sekundengenaue 
Darstellung entspricht den Simulationsdaten. Nicht alle Produktionszeiten sind ein Vielfaches einer 
Minute.  
 
In [7.1] werden Simulationen mit constraint programming (CP), mathematical programming (MP) 
und verschiedenen kombinierten Verfahren aus MP und CP auf einem PC Pentium Pro mit 200 
MHz durchgeführt. Gegeben sind für jedes Tagespaket die besten Resultate, die bei vorgegebenen 
maximalen Rechenzeiten von 300 und 3600 Sekunden mit den verschiedenen Verfahren erreicht 
wurden. In Tabelle 7.1 sind jedoch nur die Ergebnisse von CP und das jeweils beste Ergebnis eines 
kombinierten Einsatzes von MP und CP zu sehen. Zusätzlich ist noch die Zeit gegeben, die benö-
tigt wurde, um diese Lösungen zu finden. Falls bei Erhöhung der maximalen Rechenzeit keine bes-
sere Lösung gefunden wurde, wird dies durch ‚-‚ angegeben. 
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Optimiert wird bei diesen Aufgabenstellungen nur mit SA. Die Temperatur wird dabei von dem 
Startwert 10000 in 300 Schritten mit einem Abkühlfaktor von 0.98 logarithmisch gesenkt. Für jedes 
Tagespaket werden Simulationen mit jeweils 50 und 2000 Sweeps pro Temperaturschritt durchge-
führt. Dabei benötigen 100000 Sweeps im Durchschnitt 5 Sekunden Rechenzeit auf einem Pentium 
mit 650MHz. Die gesamte Rechenzeit einer Simulation entspricht somit weniger als 1 Sekunde (30 
Sekunden) bei 50 (2000) Sweeps pro Temperaturschritt. Bei den Moves werden die folgenden mit 
jeweils gleicher Auswahlwahrscheinlichkeit verwendet: Push1, Swap, Lin2Opt, Change, Push-
Change, Swap&Change, SwapSameResource und Lin2OptSameResource. 
Gegeben werden für jedes Tagespaket und vorgegebener Rechenzeit (Anzahl Sweeps pro Tempera-
turschritt) die besten und durchschnittlichen Ergebnisse aus jeweils 10 Simulationen (Tabelle 7.2). 
Als Zeitraster für die Durchlaufzeit wird zuerst Minuten (SA1) und dann Sekunden (SA2) gewählt. 
In [7.1] wurde die Durchlaufzeit in Minuten angegeben, wodurch eine spätere Überprüfung aller 
Ergebnisse sekundengenau durchgeführt werden musste. Als Grund wird die benötigte Rechenzeit, 
die bei dem dort verwendeten Lösungsansatz von dem verwendeten Zeitraster abhängt, angegeben: 
‚The gain in „correctness“ of the solutions is usually negligible and outweighted by the more time 
consuming enumeration.’ Im Gegensatz zu den dort verwendeten Verfahren ist die Rechenzeit der 
Lösungssuche mit der in dieser Arbeit verwendeten Modellierung von der Wahl des Zeitrasters 
unabhängig. 
 
Tag beste t beste t beste t
1 153840 1,5 - - - -
2 123000 0,8 - - 121800 1880,3
3 141240 0,7 - - - -
4 114000 1 113700 1794,8 112680 585,7
7 126120 2,2 - - 125700 798,2
8 110700 0,2 109800 896,5 109620 960,8
9 155100 1 - - - -
10 111300 202,4 110940 820,2 110940 96
11 126000 0,2 124560 1039,4 124560 39,7
CP (max 300) CP (max 3600) comb (max 3600)
 
Tabelle 7.1:  Die besten Lösungen für CP bei maximalen Rechenzeiten von 300 und 3600 Sekunden und für einen 
kombinierten Ansatz aus MP und CP bei einer maximalen Rechenzeit von 3600 Sekunden. Zusätzlich 
dazu sind die Zeiten (t) in Sekunden angegeben, in denen diese Lösungen gefunden wurden. 
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Tag beste durch beste durch beste durch beste durch
1 141720 142902 141360 142182 140974 142909 140974 142023
2 121500 123660 119880 120702 119790 122990 119790 120797
3 137160 139206 137160 138258 137108 139237 137108 137898
4 113700 114438 112680 113334 113218 114159 112678 113173
7 125700 127596 125700 126138 125921 128117 125663 125893
8 110400 112050 109620 110652 110400 113163 108869 110328
9 143040 144876 140700 141990 142590 144446 140669 142219
10 110940 111012 110940 110940 110921 111188 110921 110921
11 124560 125712 124560 125052 124539 125595 124539 124992
SA2
50 Sweeps 2000 Sweeps 50 Sweeps 2000 Sweeps
SA1
 
Tabelle 7.2:  Die besten und durchschnittlichen Ergebnisse von SA für verschiedene Anzahl Sweeps pro Temperatur-
schritt bei minutengenauer (SA1) und sekundengenauer (SA2) Planung. 
 
Betrachtet man sich die Ergebnisse von SA1, so sieht man, dass die durchschnittlichen Durchlauf-
zeiten bei kurzen Rechenzeiten höchstens 1,8% größer sind als die jeweils besten Ergebnisse. Bei 
erhöhter Rechenzeit werden in 5 Fällen bessere Ergebnisse gefunden und die durchschnittlichen 
Werte sind nur noch maximal 0,8% vom jeweils besten entfernt. Eine Erhöhung der Rechenzeit hat 
also bereits bei wenigen Aufträgen, es wird in diesem Fall ja nur ein einzelnes Tagespaket geplant, 
Auswirkungen auf die Ergebnisse und die Stabilität beim Auffinden der Lösungen. 
Im Vergleich zu den besten Ergebnissen aus [7.1] konnte in 4 Fällen ein Ergebnis mit kleinerer 
Durchlaufzeit gefunden werden. In den restlichen 5 Fällen konnte ein Ergebnis mit gleicher Durch-
laufzeit erreicht werden. 
Ein Vergleich mit der sekundengenauen Planung SA2 zeigt, dass SA2 zwar die besten Ergebnisse 
zu den einzelnen Tagespaketen gefunden hat, jedoch bei den durchschnittlichen Werten keine gro-
ßen Unterschiede zu SA1 bestehen. Bei den nächsten Simulationen wird immer sekundengenau 
gearbeitet, da SA2 nicht mehr Rechenzeit benötigt als SA1 und damit die gewünschte Genauigkeit 
beachtet wird. 
 
7.3.2 Mehr-Tages-Pakete 
Neben der ursprünglichen Aufgabenstellung werden noch weitere leicht veränderte Aufgabenstel-
lungen optimiert. Dabei unterscheiden sich die Aufgabenstellungen durch 
1. den frühesten Startzeitpunkt der Aufträge. Die Aufträge können entweder alle am ersten Tag 
begonnen werden oder erst am Tag der Bestellung. (Tages-Restriktion) 
2. die Mischung der einzelnen Auftragspakete. Es kann bei der Produktion möglicherweise 
sinnvoll sein, zuerst alle Aufträge eines Tages abzuarbeiten, bevor mit den Aufträgen des 
nächsten Tages begonnen wird. In diesem Fall sind die Auftragspakete nicht mischbar. 
(Reihenfolge-Restriktion) 
3. die verwendeten Auftragspakete. 
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Folgende Aufgabenstellungen werden bearbeitet: 
 
Strategie
Aufträge beginnen
am ersten Tag
Auftragspakete
mischbar
S1 ja ja
S2 nein ja
S3 ja nein
S4 nein nein  
Tabelle 7.3:  Die verschiedenen Strategien, die bei den Simulationen verwendet werden, unterscheiden sich im frühes-
ten Startzeitpunkt der Aufträge und deren vorgegebener Reihenfolge. 
 
Neben der Bearbeitung aller 9 Auftragspakete werden zusätzlich noch 2 bis 8 Tagespakete opti-
miert, wobei jedoch immer ‚benachbarte’ Tage geplant werden. Es existieren bei diesen Simulatio-
nen keine Pausen am 5. und 6. Tag, d.h. es werden auch an diesen Tagen Aufträge angenommen 
und ausgeführt. Falls Aufgabenstellungen bearbeitet werden, bei denen nicht alle Aufträge am ers-
ten Tag begonnen werden dürfen, so werden die frühesten Startzeitpunkte verschoben, so dass es 
immer jeweils ein Auftragspaket für den 1., 2., ... Tag gibt. So wird z.B. Auftragspaket 5, das ur-
sprünglich als frühesten Startzeitpunkt den 7. Tag hatte, bei der Optimierung der Auftragspakete 4 
bis 7 als frühesten Startzeitpunkt den 2. Tag erhalten.  
 
Verglichen werden die Ergebnisse mit denen von [7.1]. Benutzt wurde dort ein CP Ansatz mit ei-
nem Rechenzeitlimit von 1200 Sekunden auf einem PC Pentium Pro mit 200 MHz. Meist wurden 
die Lösungen vor Erreichen der Rechenzeitgrenze gefunden. Die Strategie Strat1(=S4) mit den zu-
sätzlichen Nebenbedingungen findet die Lösungen dabei deutlich schneller als Strat2(=S2) und 
Strat3(=S3). 
 
Bei SA wird das gleiche Abkühlschema wie bei den Eintagespaketen benutzt. Es werden jeweils 10 
Simulationen mit 50 Sweeps pro Temperaturschritt (_a) und 2000 Sweeps pro Temperaturschritt 
(_b) durchgeführt. 
Die für eine bestimmte Anzahl an Tagespaketen benötigte durchschnittliche Rechenzeit für 100000 
Sweeps ist in Tabelle 7.4 zu sehen. 
 
Anzahl
Tagespakete t
1 5
2 9
3 1
4 1
5 1
6 2
7 3
8 4
9 5
1
4
8
4
3
3
3  
Tabelle 7.4:  Durchschnittliche Rechenzeiten in Sekunden für die Durchführung von 100000 Sweeps für verschiedene 
Anzahl an Tagespaketen auf einem Pentium mit 650 MHz. 
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Im Unterschied zur Reihenfolge-Restriktion reduziert die Tages-Restriktion den Lösungsraum 
nicht. Die Anzahl an Lösungen mit kurzer Durchlaufzeit wird jedoch erheblich reduziert. Die Ta-
ges-Restriktion vergrößert die Durchlaufzeit der meisten Lösungen und lässt sie bei den restlichen 
gleich. Es werden dabei die Lösungen verglichen, die die gleiche Ressourcenbelegung mit Aufträ-
gen haben. Der früheste Startzeitpunkt jedes Auftrags wird nun noch zusätzlich durch die Restrikti-
on verändert. Er kann sich dabei nur erhöhen. So sind z.B. bei allen Lösungen, die mit einem Auf-
trag aus einem der letzten Tagespakete auf jeder Ressource der Stufe 1 beginnen, die ersten Tage 
mit Produktionslücken versehen.  
Eigentlich ist zu erwarten, dass die Ergebnisse bei Strategie S1 besser oder zumindest gleich gut 
sind wie die Ergebnisse der anderen Strategien. Im Vergleich zu S3 und S4 ist der Lösungsraum bei 
S1 größer und enthält den Lösungsraum der Strategien vollständig. Die Lösungsräume von S1 und 
S2 stimmen bzgl. der Anzahl überein, S1 enthält jedoch weitaus mehr Lösungen mit kurzen Durch-
laufzeiten. Der Lösungsraum der Strategie S2 ist sehr viel größer als der der Strategie S4 und ent-
hält diesen vollständig. Es ist jedoch nicht zu erwarten, dass die Einschränkung der Tages-
Restriktion in Kombination mit der Reihenfolge-Restriktion (S4) große Auswirkungen im Ver-
gleich zur Reihenfolge-Restriktion alleine (S3) zeigt, da nicht davon auszugehen ist, dass alle Auf-
träge eines Tagespaketes am gleichen Tag ausgeführt werden können. Eine Entstehung von ‚Lü-
cken’ ist also zwischen den Tagen bei S4 nicht zu erwarten. 
Bei begrenzter Rechenzeit (_a und _b) ist ein reduzierter Lösungsraum möglicherweise von Vorteil 
bei einer lokalen Suche. Dieser Effekt könnte sich bei den Strategien S3 und S4 positiv auf die Lö-
sungsqualität im Vergleich zu S1 und S2 auswirken. 
 
Strategie S1_a S1_b S2_a S2_b S3_a S3_b S4_a S4_b     Strat2(=S2) Strat3(=S3) Strat1(=S4)
Tag
1_2 225342 222790 229834 227442 236008 232242 232782 232587 258840 288240 248940
2_3 221590 217811 227700 225008 223121 221021 225900 224969 254100 285240 227880
3_4 220508 217287 221363 218369 219490 217690 220124 217132 247800 273300 231840
4_7 206484 205542 212442 212184 207795 206718 212184 212063 217560 235380 219300
7_8 205421 203932 209621 208800 209363 207821 209046 207863 210960 236100 209400
8_9 225436 222600 232242 227669 227100 222269 228000 227700 243900 270000 255000
9_10 221069 219190 224063 219221 224860 218590 222000 218290 252600 241200 240420
10_11 194116 192569 210939 210939 195269 192521 210939 210939 212400 212400 212400
1_3 331990 321611 346200 335624 337242 333537 339224 332211 445140 393240
2_4 304800 301769 318000 306360 307321 304469 309000 307200 381540 368100
3_7 304990 305688 322684 311242 310421 308542 313967 309184 425400 364260
4_8 289163 285546 304395 295763 291495 290218 295242 294900 364500 328560
7_9 319800 312269 332700 325121 327984 322284 325188 321000 396000 379860
8_10 303821 298421 318060 305621 305100 302369 308021 306574 370200 342000
9_11 304690 301200 316474 305643 313169 305100 309300 306490 336000 333900
1_4 414832 405118 420195 415926 540840
2_7 397239 386069 407554 399869 513000
3_8 387190 384521 399342 393436 513000
4_9 403800 394800 413142 407963 510120
7_10 397482 385500 405300 397721 460500
8_11 390832 382690 395321 393300 485400  
Tabelle 7.5:  Durchlaufzeiten für die Simulation von 2-,3- und 4-Tages-Paketen. Zu sehen sind die besten Ergebnisse 
aus jeweils 10 Simulationen mit 50 (_a) bzw. 2000 (_b) Sweeps pro Temperaturschritt für die 4 Strate-
gien S1–S4. Zum Vergleich sind noch die Ergebnisse der Strategien Strat1, Strat2 und Strat3 aus [7.1] 
zu sehen. Die Strategien Strat1-Strat3 entsprechen dabei den Strategien S2-S4. 
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Vergleich der 2- und 3-Tagespakete (Tabelle 7.5): 
Ein Vergleich der Ergebnisse der Strategien S1 und S2 zeigt das erwartete Resultat. Bei kurzen und 
langen Rechenzeiten lassen sich bei S1 immer Lösungen mit kürzerer Durchlaufzeit finden. Bei 
gleicher Größe des Lösungsraums existieren bei S1 mehr Lösungen als bei S2 mit kleiner Durch-
laufzeit. Bei begrenzter Rechenzeit findet man mit S1 schneller bessere Lösungen. 
Im Vergleich zu S3 kann S1 in den meisten Fällen die besseren Lösungen erzeugen. Jedoch zeigt 
sich, dass die Reduzierung des Lösungsraums von Vorteil ist. Die Qualität der Lösungen von S3 ist 
insgesamt besser als bei S2. 
Auch der Vergleich der Lösungen S3 und S4 bestätigt die Annahmen. Keine der beiden Strategien 
ist der anderen überlegen.  
Ein Vergleich von S2 und S4 zeigt den positiven Effekt der Reduzierung des Lösungsraums. Bei 
begrenzter Rechenzeit liefert S4 in der Regel bessere Lösungen. Die Unterschiede sind jedoch nicht 
besonders groß. 
Insgesamt zeigt sich, dass es von Vorteil sein kann, auf die Reihenfolge-Restriktion und die Ta-
ges-Restriktion zu verzichten, um bessere Lösungen zu erhalten. Sollte es jedoch von betrieblicher 
Seite aus nötig sein, eine der Restriktionen zu beachten, so greift man am besten auf die Reihenfol-
ge-Restriktion zurück, um den Lösungsraum zu verkleinern. 
Die bei den Simulationen erhaltenen Ergebnisse haben gezeigt, dass bereits bei kurzen Rechenzei-
ten (_a) meist deutlich bessere Lösungen gefunden werden als bei den vergleichbaren Strategien 
aus [7.1]. Bei den Lösungsstrategien aus [7.1] haben sich die zusätzlichen Nebenbedingungen als 
Vorteil herausgestellt, da durch den verkleinerten Lösungsraum die Rechenzeit deutlich gesenkt 
werden konnte. 
 
Aufgrund der geringen Unterschiede wird bei den Simulationen mit den 4-9-Tages-Paketen nur 
noch mit Strategie S1 und S4 gearbeitet. 
 
Vergleich der 4-Tagespakete (Tabelle 7.5): 
Alle Aufträge der 4-Tagespakete können innerhalb der ersten 6 Tage produziert werden. Eine Op-
timierung der Tagespakete 1-8 mit der Tages-Restriktion würde sich bei einer Pause also in eine 
Optimierung der Pakete 1-4 und 7-8 ohne Pause zerlegen, wobei die gesamte Durchlaufzeit der 
Durchlaufzeit bei der Optimierung der Pakete 7-8 plus 6 Tage entspricht. Der Verzicht auf die Be-
stellpause am 5. und 6. Tag bei den Simulationen ist somit gerechtfertigt, da sonst nur redundante 
Informationen erzeugt würden. 
Der Unterschied zwischen den Strategien S1 und S4 wird bei erhöhter Anzahl an zu optimierenden 
Tagespaketen größer. Der größere Lösungsraum wirkt sich bei der Suche positiv auf die Lösungs-
qualität aus. Der Vorteil der schnelleren Suche bei kleinem Lösungsraum ist zu vernachlässigen. 
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Vergleich der 5-9-Tagespakete: 
 
Strategie S1_a S1_b S4_a S4_b Strat1(=S4)
Tag
1_7 508011 498418 514341 513427 670980
2_8 483138 472990 488242 486190 630000
3_9 508450 497369 515595 508154 674700
4_10 483057 469115 496721 485711 589860
7_11 486863 468190 499121 486416 603900
1_8 593895 575621 609177 593363 767280
2_9 597220 581646 610454 597911 780360
3_10 585090 566621 598645 584242 728100
4_11 576562 552515 586563 574642 722160
1_9 715262 696437 731663 710634 922440
2_10 684221 664367 692013 676169 859500
3_11 676358 656006 682512 671700 871500
1_10 801000 767511 801195 785242 1005780
2_11 775911 750442 786995 766316 1002900
1_11 888217 851870 887396 881528 1149180  
Tabelle 7.6:  Durchlaufzeiten für die Simulationen der 5-9-Tagespakete mit den Strategien S1 und S2 mit 50 (_a) bzw. 
2000 (_b) Sweeps pro Temperaturschritt. Zusätzlich sind die Ergebnisse der Strategie Strat1 aus [7.1] 
gegeben. 
 
Bei den Durchlaufzeiten kann man nun deutlich sehen (Tabelle 7.6), dass Strategie S1 immer bes-
sere durchschnittliche Ergebnisse liefert als Strategie S4. Mit S4 konnte nur in einem Fall, bei kur-
zen Rechenzeiten, eine kürzere durchschnittliche Durchlaufzeit erreicht werden. Während sich bei 
der Strategie S4 bei höheren Rechenzeiten nur maximal 2,9% kürzere Durchlaufzeiten erreicht wer-
den, ist die Verbesserung bei S1 bei höheren Rechenzeiten bei 4,2% im Vergleich zu den kurzen 
Rechenzeiten. 
Im Vergleich zu den Ergebnissen aus [7.1] zeigt sich, dass die beiden Strategien S1 und S2 der Stra-
tegie Strat1 deutlich überlegen sind. Je größer die Anzahl der bearbeiteten Tagespakete, desto grö-
ßer wird die Verbesserung gegenüber den Ergebnissen der Strategie Strat1. 
 
Vergleich der Strategie S5 mit einer Pause bei den Bestellungen am 5. und 6. Tag 
Es soll nun untersucht werden, ob eine Berücksichtigung der Pausen bei der Planung sinnvoll ist. 
Dazu werden bei der Strategie S5 die frühesten Startzeitpunkte so verschoben, dass am 1., 2., 3., 4., 
7., 8., 9., 10., 11. Tag jeweils ein Auftragspaket beginnen kann. Verglichen werden die Ergebnisse 
mit denen einer neuen Strategie S6. Die Strategie S6 entspricht der Strategie S4, nur die Durchlauf-
zeit wird um 6 Tage (=518400 Sekunden) erhöht. Die Durchlaufzeit bei der Planung von Tagespa-
ket 7 mit S6 kann somit mit der Durchlaufzeit bei der Planung mit Tagespaket 1_7 mit S5 vergli-
chen werden. In Tabelle 7.7 sind die Durchlaufzeiten für die Planung von einigen Tagespaketen mit 
S5 und S6 zu sehen. 
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Strategie S5_a S5_b Tag S6_a S6_b
Tag
1_7 644321 644063 7 644321 644063
2_8 629069 628500 8 628800 627269
3_9 662069 660300 9 660990 659069
4_10 629321 629321 10 629321 629321
7_11 644321 642939 11 642939 642939
1_11 1019100 1006984 7_11 1017521 1004816  
Tabelle 7.7:  Durchlaufzeiten bei den Simulationen mit Strategien S5 und S6 mit 50 (_a) bzw. 2000 (_b) Sweeps pro 
Temperaturschritt. 
 
In einigen Fällen wurden mit den beiden Strategien gleiche Durchlaufzeiten erzeugt, meistens wa-
ren die Durchlaufzeiten mit S6 jedoch kürzer. Dies liegt vor allem daran, dass die zur Verfügung 
stehende Rechenzeit für die Planung kleinerer Auftragsmengen genutzt wurde. Der Unterschied bei 
den Durchlaufzeiten, bei begrenzter Rechenzeit, ist jedoch nicht besonders groß, da es immer sehr 
leicht möglich ist, die 4-Tagespakete innerhalb der ersten 6 Tage zu produzieren. Meist wird bei 
den Simulationen mit S4 eine Durchlaufzeit für die 4-Tagespakete gefunden, die mindestens 25% 
kleiner ist als 6 Tage (=518400). Bei ausreichender Rechenzeit kann davon ausgegangen werden, 
dass sich mit S5 immer die gleichen Durchlaufzeiten erzeugen lassen. 
 
 
7.4 Zusammenfassung 
 
In diesem Kapitel wurde eine Problemstellung aus dem Bereich der Flexible-FlowShop-Probleme 
bearbeitet. Dabei wurden verschiedene Strategien zur Erstellung der Lösung untersucht. Eine Ver-
änderung der Planung, von minutengenau zu sekundengenau, hat bei dem verwendeten Verfahren 
im Unterschied zu den Verfahren aus [7.1] keine Auswirkung auf die Rechenzeit. Während in [7.1] 
zusätzliche Bedingungen hilfreich waren, um den Suchraum einzuschränken und damit die Suche 
zu beschleunigen, nutzt das in dieser Arbeit verwendete Verfahren die Freiheit aus, um noch besse-
re Durchlaufzeiten zu erhalten. Insgesamt gesehen ist SA mit der vorgestellten Modellierung deut-
lich besser als die in [7.1] verwendeten Verfahren CP und MP. Der Unterschied wird umso deutli-
cher, je größer die zu bearbeitenden Instanzen sind.  
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Kapitel 8  
 
Das Benchmark Bench01 
 
 
Der hier vorgestellte Benchmark (Bench01 [8.1]) wurde 1997 von der SAP AG erstellt, um ver-
schiedene Verfahren auf ihre Praxistauglichkeit hin zu überprüfen. Der Vergleich wurde in [8.2] 
dokumentiert. Es handelt sich dabei um eine konstruierte Problemstellung, die jedoch viele der in 
der Prozessindustrie geforderten Funktionalitäten aufweist.  
 
 
8.1 Problemstellung 
 
Betrachtet wird folgender Produktionsablauf: 
 
Stage A B C D E
W 1 W 2 W 3
R 11
R 12
R 21
R 22
F1
F2
F3
R 11
R 12
R 21
R 22
SC01... ...C 1
C 2
C 3
SC1 0
SD01
SD10
Pool 1  Pool 2 Pool 1  Pool 3 Pool 3
(Re a ctor ) (Filte r) (Re a ctor ) (Fe e de r ) (Pa cking )
 
Abbildung 8.1: Struktur des Fertigungsprozesses. 
 
a) Zur Verfügung stehende Ressourcen 
• 4 Reactors: R11, R12, R21, R22 
• 3 Filters: F1, F2, F3 
• 2 Feeders: C1, C2 
• 1 Packaging Station: C3 
• 3 Pools mit Arbeitern: Pool1, Pool2, Pool3 
• 3 Lager ohne Kapazitätsbeschränkung: Warehouses W1, W2, W3 
• 20 Lager mit Kapazitätsbeschränkung (2 Einheiten): Storages SCx, SDx ( ) 101 ≤≤ x
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b) Rezept 
Jedes Endprodukt Ex ( 101 ≤≤ x ) befolgt bei seiner Herstellung ein bestimmtes „Rezept“ (Ab-
bildung 8.2). Zur Herstellung des Endproduktes sind verschiedene Zwischenprodukte nötig. Die 
Produktion erfolgt in festgelegten Losgrößen.  
 
Aa Bx Cx Dx Ex
Ab  
Abbildung 8.2: Rezept zur Produktion eines Endproduktes ( 41 ≤≤ a , 96 ≤≤ b , 101 ≤≤ x ). 
 
c) Ablauf der Produktion 
 
Stufe A:  Hier werden die Zwischenprodukte Aa und Ab ( 41 ≤≤ a , 96 ≤≤ b ) hergestellt, wobei 
Aa nur auf Reactor R11 oder R12, Ab nur auf Reactor R21 oder R22 produziert werden 
kann. Die dazu nötigen Rohstoffe werden dem Warehouse W1 entnommen, die ferti-
gen Zwischenprodukte nimmt Warehouse W2 auf. 
Stufe B:  Hier werden die Zwischenprodukte Bx ( 101 ≤≤ x ) auf den Filters F1, F2, F3 herge-
stellt. Dazu benötigt man für eine Einheit Bx eine Einheit Aa und eine Einheit Ab aus 
dem Warehouse W2. Die Bx müssen nach ihrer Fertigstellung direkt in Stufe C weiter-
verarbeitet werden. 
Stufe C:  Hier werden die Zwischenprodukte Cx ( 101 ≤≤ x ) auf den Reactors R11, R12, R21, R22 
hergestellt. Eine Einheit Cx benötigt eine Einheit Bx. Diese wird direkt aus Stufe B ü-
bernommen. Die fertigen Cx werden in den Storages SCx gelagert. 
Stufe D:  Hier werden die Zwischenprodukte Dx ( 101 ≤≤ x ) auf den Feeders C1 oder C2 herge-
stellt. Eine Einheit Dx benötigt eine Einheit Cx aus der Storage SCx, die fertigen Dx 
werden in den Storages SDx gelagert. 
Stufe E:  Hier werden die Endprodukte Ex ( 101 ≤≤ x ) auf der Packaging Station C3 hergestellt. 
Eine Einheit Ex benötigten eine Einheit Dx aus der Storage SDx entnommen, die ferti-
gen Ex kommen ins Warehouse W3. 
 
Für jedes Zwischenprodukt Aa, Ab, Bx, Cx, Dx und jedes Endprodukt Ex wird bei der Produktion 
jeweils eine der angegebenen Maschinen und eine bestimmte Anzahl Arbeiter aus dem dafür ge-
eigneten Pool für eine bestimmte Zeitspanne benötigt. 
Eine Maschine kann nicht mehrere Produkte gleichzeitig fertigen. Bei der Herstellung der Zwi-
schenprodukte muss man noch Rüstzeiten beachten. Diese hängen von der Maschine und den 
Produktfamilien der, bei der Produktion auf dieser Maschine, aufeinanderfolgenden Zwischen-
produkte ab. Die Pools können bei mehreren verschiedenen Maschinen gleichzeitig eingesetzt 
werden, solange die Gesamtkapazität des Pools eingehalten wird. 
Die Daten der Aufgabenstellung sind in Anhang D.2 zu finden. 
Gegeben ist nun eine Liste aus Aufträgen für die Endprodukte Ex mit bestimmten Lieferzeit-
punkten. Zusätzlich zu der in der Aufgabenstellung gegebenen Liste (Instanz 0) sind noch weite-
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re Instanzen bearbeitet worden. Diese sind zusammen mit den Ergebnissen im Anhang D.3 und 
Anhang D.4 zu finden.  
Im Folgenden sind alle Zeiten in der Einheit Minuten zu verstehen. Die Produktion beginnt zum 
Zeitpunkt 0. 
 
d) Aufgabe 
Zu minimieren sind bei diesem Optimierungsproblem unter Einhaltung der Nebenbedingungen 
der Lagerkapazitäten und der Pool-Arbeiter die 
• Verspätung (delay): 
die Summe aus allen Lieferverzögerungen, die 
• Durchlaufzeit (makespan) sowie die 
• Rüstzeiten (setup) 
 
Die Minimierung der Verspätung hat bei der Optimierung die höchste Priorität. Es wird im Fol-
genden davon ausgegangen, dass bei jeder Lösung die Lieferzeitpunkte eingehalten werden. Für 
die Prioritäten der Durchlaufzeit (PM) und Rüstzeit (PS) sollten drei Fälle untersucht werden: 
PM>PS,   PM=PS,   PM<PS. (8.1) 
 
e) Nebenbedingungen 
• Lagerkapazitäten 
Die Lagerkapazität der SC- und SD-Lager muss eingehalten werden, d.h. es darf sich nur eine 
begrenzte Anzahl (2 Einheiten) eines Zwischenprodukts in dem dafür vorgesehenen Lager be-
finden. 
• Multiressourcen 
Die Anzahl der Arbeiter in den Pools ist begrenzt, d.h. ein Zwischenprodukt oder Endprodukt 
muss nicht nur auf eine freie Maschine warten, sondern eventuell auch noch auf die dafür be-
nötigten Arbeitskräfte aus den Pools. 
 
 
8.2 Modell 
 
a) Ressourcen 
Es sind 10 Primärressourcen (Reactors, Filters, Feeders und die Packaging Station), 3 Multires-
sourcen (Pools), 18 Silos ohne Kapazitätsbeschränkung (Warehouses) und 20 Silos mit Kapazi-
tätsbeschränkung (Storages) vorhanden. 
Dabei werden 3 Rüstzeitmatrizen definiert, wobei eine für alle Reactors gültig ist, die zweite für 
alle Filters und die dritte für die Feeders. 
Primärressourcen: R11, R12, R21, R22, F1, F2, F3, C1, C2, C3
Multiressourcen: Pool1, Pool2, Pool3
Silos: WAa, WAb, WEx, SCx, SDx ( 101 ≤≤ x , 41 ≤≤ a , 96 ≤≤ b ) 
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b) Aktivitäten 
Es existieren insgesamt 8 verschiedene Aktivitäten der Stufe A und jeweils 10 verschiedene der 
Stufen B, D und E, insgesamt also 38 verschiedene Aktivitäten. Pro Auftrag für ein Endprodukt 
Ex werden 5 Aktivitäten benötigt. Aufgrund des fehlenden Lagers zwischen Stufe B und C wird 
für die Produktionsvorgänge dieser beiden Stufen nur eine Aktivität benötigt, deren Modi durch 
einen maximalen Zeitabstand miteinander verbunden sind. In Anhang D.1 sind die Aktivitäten 
für einen Auftrag gegeben.  
 
c) Planauftrag 
Es existiert eine Liste an Aufträgen für 10 verschiedene Endprodukte. Für jeden dieser Aufträge 
werden jeweils 5 Aktivitäten erzeugt, wobei x als Platzhalter für den Index des Endproduktes 
steht ( ). Der Lieferzeitpunkt kann für jeden Auftrag gewählt werden und ist nicht vom 
Endprodukt abhängig. 
101 ≤≤ x
 
Bei dieser Modellierung ist nun nicht festgelegt, welche Aktivität die benötigten Vorprodukte für 
welchen Auftrag herstellt. Letztendlich existiert für jedes der 38 verschiedenen Produkte eine Be-
stellmenge, die von Aktivitäten gedeckt wird. Man bezeichnet dies als variables Pegging. In Kapi-
tel 8.5.1 wird ein Modell mit fixiertem Pegging vorgestellt. 
 
 
8.3 Theoretische Überlegungen zu unteren Schranken 
 
a) Verspätungen 
Die Lieferzeitpunkte sollten bei dieser Problemstellung immer eingehalten werden. Die untere 
und obere Schranke liegt hier bei jeder Instanz bei 0. 
 
b) Rüstzeiten 
Die untere Grenze lässt sich bestimmen durch die Betrachtung der einzelnen Produktionsstufen. 
Es müssen die 4 existierenden Rüstfamilien in jeder Produktionsstufe geplant werden. Eine der 
Lösungen mit minimaler Rüstreihenfolge ist in Tabelle 8.1 zu sehen. 
 
Primärressource Rüstreihenfolge  Primärressource Rüstreihenfolge 
R11 F3-F4  F1 F1-F2-F3-F4 
R12 F1-F2  F2 F4 
R21 F3-F4  F3 F4 
R22 F1-F2  C1 F1-F2-F3 
   C2 F4 
Tabelle 8.1: Optimale Verteilung der 4 Rüstfamilien auf die Primärressourcen. 
 
Stufe A, C muss aufgeteilt werden in R11, R12 und R21, R22, da nicht alle Aktivitäten auf allen 
Primärressourcen der Produktionsstufe gefertigt werden können. Stufe B weist hohe Rüstzeiten 
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innerhalb der Rüstfamilie F4 auf. Es ist deshalb günstig, F4 auf allen Primärressourcen der Stufe 
B zu planen. 
Als minimale Rüstzeit ergibt sich dann bei Instanz 0 eine Rüstzeit von 360 Minuten. Eine Lö-
sung mit minimaler Rüstzeit ist in Abbildung 8.3 zu sehen. Dabei werden jedoch die Lieferzeit-
punkte nicht eingehalten! Bei der gewählten Zeitskalierung sind die einzelnen Rüstzeiten leider 
nicht zu erkennen. Allerdings sieht man sehr deutlich, dass eine solche Lösung sehr viele Lücken 
in der Produktion und somit eine hohe Durchlaufzeit aufweist. 
 
 
Abbildung 8.3:  Zu sehen ist eine Lösung der Instanz 0 mit minimaler Rüstzeit. Rüstzeit 360 Minuten, Durchlaufzeit 
6423 Minuten, Lieferzeitpunkte sind verletzt! 
 
c) Durchlaufzeit 
Bei der Durchlaufzeit lässt sich eine untere Grenze bestimmen durch die Betrachtung der Auslas-
tung der Primärressourcen. Dazu wird jeder Produktionsstufe die minimale Produktionszeit und 
die minimale Rüstzeit innerhalb der Stufe aufsummiert und durch die Anzahl der Primärressour-
cen der Stufe geteilt. Stufe A und C werden dabei zu einer zusammengefasst, da sie aus den 
gleichen Primärressourcen bestehen. Zusätzlich zur Auslastung muss noch der früheste Startzeit-
punkt und die minimale restliche Laufzeit zum Beenden eines Auftrags nach der Produktionsstu-
fe beachtet werden. Es zeigt sich, dass Stufe E die bestimmende Größe ist. Ist eine Menge M an 
Aufträgen i vorhanden, deren früheste Startzeitpunkte auf einer Produktionsstufe durch Si und 
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die Produktionszeit durch Pi gegeben ist, so bestimmt sich die minimale Durchlaufzeit Dmin der 
Stufe E durch 
( ) ⎟⎠
⎞⎜⎝
⎛ += ∑
∈
∈⊆
Ni
iiNiMN PSMINMINDmin . (8.2) 
Es kann für die Instanz 0 eine untere Grenze von 1981 Minuten bestimmt werden. Im Unter-
schied zur minimalen Rüstzeit konnte hier jedoch keine Lösung gefunden werden, die diese un-
tere Grenze erreicht. Es ist fraglich, ob eine solche Lösung existiert, da bisher die restlichen Be-
dingungen, z.B. Multiressourcen, nicht beachtet wurden. Es soll nun versucht werden, einen Plan 
mit der berechneten minimalen Durchlaufzeit zu finden, unter der Voraussetzung, dass alle Rüst-
zeiten 0 sind und keine Lieferzeitpunkte existieren. Auch mit dieser Vereinfachung konnte kein 
Plan mit der minimalen Durchlaufzeit gefunden werden. Betrachtet man sich einen der besten 
auf diese Weise erzielten Pläne (Abbildung 8.4), so sieht man, dass die Multiressourcen ausge-
lastet sind. Diese reichen zwar bei der Problemstellung mit Rüstzeiten - letztere benötigen keine 
Kapazität der Pools - und gleichmäßig ausgelasteten Primärressourcen aus, sind hier jedoch am 
Anfang der Produktion mit der Bereitstellung der Vorprodukte für die Stufe E überlastet. Somit 
entstehen Lücken am Anfang der Produktion auf Stufe E und verlängern die Durchlaufzeit.  
 
 
Abbildung 8.4:  Zu sehen ist eine Lösung der Instanz 0 mit minimaler Durchlaufzeit (2051). Rüstzeiten und Liefer-
zeitpunkte wurden ignoriert. 
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8.4 Ergebnisse 
 
In diesem und den folgenden Kapiteln werden die Ergebnisse zur Problemstellung Bench01 in Ab-
bildungen oder tabellarisch vorgestellt. Bei den Abbildungen ist meist in der Horizontalen die Re-
chenzeit in Anzahl Sweeps pro Temperaturschritt (100, 1000, 5000 und 10000) und in der Vertika-
len die Lösungsqualität zu sehen. Bei der Lösungsqualität wird dabei unterschieden zwischen der 
reinen Durchlaufzeit (Makespan), der reinen Rüstzeit (Setup) und der Summe beider (M+S) (siehe 
Kapitel 8.1 (8.1)). Die Gewichte M:S wurden dabei folgendermaßen gesetzt: M: 10:1, M+S: 5:5 
und S: 1:10. Bei den einzelnen Punkten handelt es sich jeweils um den Durchschnitt über 10 Lö-
sungen. Werden die Ergebnisse tabellarisch gezeigt, dann ist neben dem durchschnittlichen Wert 
(av) aus 10 Simulationen noch die Standardabweichung (dev) zu sehen. Es wird im Folgenden die 
Kombination aus durchschnittlicher Lösungsqualität und Rechenzeit als Ergebnis oder Lösung be-
zeichnet. 
Bei den Simulationen wird stets SA verwendet und von einer Anfangstemperatur von 2000 die 
Temperatur in 300 Schritten logarithmisch mit dem α–Faktor 0.98 gekühlt. Dabei können für die 
Instanzen mit 25 Aufträgen (z.B. Instanz 0) 100000 Sweeps in 56 Sekunden auf einem Pentium mit 
650MHz erzeugt werden. Eine Simulation mit 300 Temperaturschritten und jeweils 1000 Sweeps 
dauert somit 168 Sekunden. 
 
8.4.1 Vergleich verschiedener Nachbarschaften 
Zuerst werden verschiedene Nachbarschaften getestet. Folgende Nachbarschaftsoperatoren werden 
verwendet: 
(1) Change 
(2) Push1 
(3) PushChange 
(4) Swap 
(5) Lin2OptSameResource 
 
Inwieweit diese Operatoren für die Optimierung der ursprünglichen Problemstellung günstig sind, 
wird anhand der folgenden Nachbarschaften untersucht: 
N1 mit (1), (2), (3), (4), (5) 
N2 mit (1), (2), (3), (4) 
N3 mit (1), (3), (5) 
N4 mit (2), (4), (5) 
N5 mit (1), (3) 
 
Bei einer Simulation wird bei einem Sweep jeweils ein Operator der Nachbarschaft ausgewählt, 
wobei jeder die gleiche Auswahlwahrscheinlichkeit besitzt, dann werden die zu verändernden Posi-
tionen zufällig bestimmt.  
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Die Ergebnisse werden exemplarisch an der gegebenen Instanz 0 diskutiert. 3 Aufgabenstellungen 
werden zu dieser Instanz untersucht (M, S, M+S). Die Lieferzeitpunkte müssen bei jeder Lösung 
eingehalten werden. 
In Abbildung 8.5 (linke Spalte) sind die durchschnittlichen Ergebnisse aus jeweils 10 Simulationen 
für verschiedene Anzahl an Sweeps pro Temperaturschritt für die verschiedenen Nachbarschaften 
und Aufgabenstellungen zu sehen.  
 
N4 schneidet deutlich schlechter ab als die anderen. Es ist somit darauf zu achten, zumindest einen 
der beiden Operatoren (1) und (3) in die Nachbarschaft aufzunehmen. Dies ist eigentlich nahelie-
gend, denn diese beiden Operatoren sind die einzigen, die für eine gleichmäßige Auslastung der 
Ressourcen innerhalb einer Produktionsstufe sorgen. Ohne diese Operatoren ist die Lösung stark 
von der anfangs gewählten Zuordnung der Aktivitäten zu den Ressourcen abhängig. 
Die beiden Nachbarschaften N3 und N5 sind bei größeren Rechenzeiten (Anzahl Sweeps pro Tem-
peraturschritt) schlechter als N1 und N2. Es ist somit nicht ausreichend, nur die Operatoren (1) und 
(3) zu nutzen. Die gebildete Nachbarschaft ist nicht ausreichend. Es erscheint sinnvoll, eher Opera-
toren hinzuzufügen, die kleine Änderungen an der Konfiguration vornehmen, (2) oder (4), als sol-
che, die die Konfiguration in einem größeren Bereich umordnen, (5).  
Welche der beiden Nachbarschaften N1 und N2 die bessere ist, und damit die Aussage, ob Operator 
(5) günstig ist, hängt von der Aufgabenstellung und der zur Verfügung stehenden Rechenzeit ab.  
Es kann somit nur davon ausgegangen werden, dass neben den Operatoren (1) und (3) die Operato-
ren (2) und (4) als günstig für diese Aufgabenstellung zu werten sind. Operator (5) wirkt sich nicht 
immer positiv auf die Optimierung aus. 
Operator (5) ist bei anderen Optimierungsproblemen meist sehr erfolgreich, kann hier jedoch nicht 
vollständig überzeugen. Möglicherweise liegt es daran, dass er hier keine Systemeigenschaften aus-
nutzen kann. Während er bei einem TSP nur zwei Kanten in der ‚Tour’ zerschneidet, ändert er hier 
den Produktionsplan evtl. zu stark. Betrachtet man sich die einzelnen Rüstmatrizen der Maschinen, 
so sieht man, dass diese nicht symmetrisch sind, d.h. eine Anwendung des Operators auf eine Akti-
vitätsreihenfolge A-B-C-D-E in der Weise, dass A-D-C-B-E entsteht, ersetzt nicht nur die Rüstzei-
ten A-B und D-E, sondern verändert auch die Rüstzeiten B-C und C-D in die von C-B und D-C. Bei 
Produktionsplanungsproblemen mit symmetrischen Rüstmatrizen erweist sich der Operator als sehr 
viel günstiger. 
Nachbarschaften, die mit anderen, in Kapitel 3.2.5 vorgestellten Operatoren gebildet werden, zei-
gen keine durchschlagenden Erfolge. Es konnten zwar ähnlich gute Ergebnisse erzielt werden, je-
doch keine großen Verbesserungen. Auf diese zusätzlichen Operatoren wird deshalb verzichtet. 
 
Bei den bisherigen Experimenten wurde nun jedoch nur festgestellt, welche Operatoren zu verwen-
den sind, nicht jedoch, mit welcher Auswahlwahrscheinlichkeit. Bisher wurden nur Ergebnisse ge-
zeigt, bei denen die Auswahlwahrscheinlichkeit jedes Operators der Nachbarschaft gleich ist. Auf 
die Testreihen zu verschiedenen Auswahlwahrscheinlichkeiten soll hier verzichtet werden, da es 
nach Meinung des Autors dann zu einer viel zu problem- (bzw. instanz-) spezifischen Anpassung 
des Verfahrens kommen würde. Es könnte dann nicht mehr davon ausgegangen werden, dass die 
Ergebnisse auf andere Instanzen der Problemstellung übertragen werden können. Ein Anwender 
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verfügt jedoch nicht über genügend Zeit, bei der Annahme eines neuen Auftragspakets (Instanz) 
regelmäßig diese Forschungsarbeit durchführen zu lassen. Vielmehr soll nun eine Vorgehensweise 
vorgestellt werden, die die Auswahlwahrscheinlichkeiten, und damit auch die Verwendung der O-
peratoren, selbstständig reguliert. Der Autor geht nicht davon aus, dass dies zu besseren Resultaten 
führt, als eine an eine Probleminstanz speziell angepasste Auswahlwahrscheinlichkeit es tun würde. 
Der Vorteil liegt eher darin, dass es dann nicht mehr nötig sein wird, die Operatoren selbst auszu-
wählen, und eine ‚falsche’ Auswahl somit verhindert wird.  
 
Verglichen wird nun das durchschnittliche Ergebnis des adaptiven Verfahrens AD (vgl. Kapitel 
3.2.5.4) aus jeweils 10 Simulationen für verschiedene Rechenzeiten und den 3 verschiedenen Auf-
gabenstellungen mit dem Durchschnitt aller zuvor getesteten Nachbarschaften avA und dem Durch-
schnitt der ‚besseren’ Nachbarschaften avB (N1, N2, N3, N5). Bei den ‚besseren’ Nachbarschaften 
wird auf N4 verzichtet, da es eigentlich offensichtlich ist, dass die Operatoren (1) und/oder (3) be-
nötigt werden, um gute Resultate zu erhalten. Die Ergebnisse werden in Abbildung 8.5 (rechte 
Spalte) gezeigt. 
Es zeigt sich, dass die Idee der adaptiven Anpassung der Auswahlwahrscheinlichkeiten der einzel-
nen Operatoren nicht fehlschlägt. Im Vergleich zum Durchschnitt aller zuvor getesteten Nachbar-
schaften schneidet das adaptive Verfahren für alle verwendeten Rechenzeiten deutlich besser ab. 
Vergleicht man die Ergebnisse mit avB, so zeigt sich, dass hier erst bei größeren Rechenzeiten mit 
einer Verbesserung zu rechnen ist, diese jedoch nicht bemerkenswert ist. 
Verglichen mit den einzelnen Nachbarschaften kann die adaptive nicht immer Verbesserungen er-
zielen. Hier zeigt sich, dass die adaptive Regelung nicht zu den besten Resultaten führt. Manche 
Operatoren werden durchaus benötigt, um die Nachbarschaft zu vergrößern, ohne direkt zu Verbes-
serungen zu führen. Bei diesen Operatoren kann dann davon ausgegangen werden, dass sie im Lö-
sungsraum verschiedene tiefe Täler über einen Höhenzug verbinden. Ohne diese Verbindung wäre 
es den anderen Operatoren nicht möglich, in wenigen Schritten, von einem dieser Täler in ein ande-
res, möglicherweise tieferliegenderes zu wandern. Lokal gesehen muss dabei jedoch zwischenzeit-
lich immer eine gewisse Verschlechterung in Kauf genommen werden.  
 
Im Folgenden wird, falls nicht anders erwähnt, nur noch mit der Nachbarschaft N2 gearbeitet. 
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Abbildung 8.5:  Es werden die durchschnittlichen Ergebnisse von Simulationen mit den 5 verschiedenen Nachbar-
schaften gezeigt (linke Spalte). In der rechten Spalte sind die durchschnittlichen Ergebnisse der Simu-
lationen mit allen Nachbarschaften (avA), den besseren Nachbarschaften (avB) und der adaptiven 
Nachbarschaft (AD) zu sehen. 
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8.4.2 Ergebnisse zu verschiedenen Prioritäten der Kriterien 
Im Folgenden soll untersucht werden, wie sich die einzelnen Kriterien aufeinander auswirken. Es 
werden verschiedene Instanzen erstellt, bei denen der Lieferzeitpunkt verändert wird, um den Ein-
fluss der harten Nebenbedingung der Lieferzeitpunkte auf die anderen Optimierungskriterien zu 
untersuchen. Dazu wird jedem Auftrag einer Instanz der gleiche Lieferzeitpunkt gesetzt. Die so aus 
der Instanz 0 erzeugten Instanzen (1, 2 und 3) haben die Lieferzeitpunkte 2280, 2520 und 3960. Zu 
den beiden anderen Kriterien (Durchlaufzeit, Rüstzeit) wird die Pareto-Front der besten gefunde-
nen Lösungen bei vorgegebener Rechenzeit für Instanz 0 aufgezeichnet. 
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Abbildung 8.6:  Zu sehen sind die durchschnittlichen Lösungen für die Optimierung mit verschiedenen Lieferzeit-
punkten. 
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Abbildung 8.7:  Pareto-Fronten verschiedener Rechenzeiten (100-10000 Sweeps pro Temperaturschritt) für Instanz 0. 
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Das Setzen engerer Lieferzeitpunkte (Abbildung 8.6) hat bei der Optimierung der Durchlaufzeit 
(M) fast keinen Einfluss auf die Qualität der Ergebnisse. Die Unterschiede bei den durchschnittli-
chen Lösungen sind kleiner 1%. Es fällt jedoch auf, dass das Setzen von Lieferzeitpunkten bei mitt-
leren Rechenzeiten (5000 Sweeps) zu besseren Resultaten führen kann. Bei der Optimierung der 
Rüstzeiten (S) ergibt sich ein anderes Bild. Je enger die Grenzen gesetzt sind, umso schlechter sind 
die durchschnittlichen Ergebnisse für alle Rechenzeiten. Bei der gleichzeitigen Optimierung der 
Durchlaufzeit und der Rüstzeiten (M+S) sind die durchschnittlichen Ergebnisse beim Setzen eines 
engen Lieferzeitpunktes deutlich schlechter als beim Setzen ‚weicher’ Lieferzeitpunkte. Insgesamt 
kann somit festgestellt werden, dass die Optimierung der Lieferzeitpunkte und der Durchlaufzeit 
einander nicht stören, wohingegen dies bei der Optimierung der Lieferzeitpunkte und der Rüstzeiten 
der Fall ist. Rüstzeiten und Lieferzeitpunkte sind zueinander konkurrierende Ziele, Durchlaufzeit 
und Lieferzeitpunkte dagegen konform.  
Betrachtet man sich die ‚Pareto’-Fronten verschiedener Rechenzeiten (Abbildung 8.7), so sieht 
man, dass es nicht möglich ist, die beiden Optimierungskriterien Durchlaufzeit und Rüstzeiten 
gleichzeitig zu minimieren. Diese beiden Kriterien sind ebenfalls zueinander konkurrierende Ziele. 
An den Hilfslinien für gleiche M+S erkennt man, dass Lösungen, die M+S am besten erfüllen meist 
eine kleine Rüstzeit (S) aufweisen. 
In Abbildung 8.8 ist eine Lösung bei gleichzeitiger Minimierung der Durchlaufzeit und der Rüst-
zeit (M+S) zu sehen. 
 
 
Abbildung 8.8:  Abgebildet ist eine Lösung einer Optimierung der Kriterien M+S mit einer Durchlaufzeit von 2122 
Minuten und einer Rüstzeit von 420 Minuten. 
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8.5 Zusätzliche Aktivitätslinks im Modell 
 
8.5.1 Fixiertes Pegging 
Bis auf die Produkte Bx werden alle anderen gelagert. Falls mehrere Modi ein bestimmtes Produkt 
herstellen und mehrere Modi dieses Produkt verbrauchen, ist es bisher egal, von welcher Aktivität 
die Modi sind, die das Produkt herstellen, solange immer genügend gelagert ist, können andere Mo-
di dieses Produkt auch verbrauchen (Modell M1). 
Soll stattdessen die Beziehung zwischen dem Modus, der ein Material produziert und einem Modus, 
der dieses Material verbraucht, während der Optimierung festgelegt sein, dann wird ein Aktivitäts-
link zwischen diesen Modi/Aktivitäten definiert. Meist wird dann von einem fixierten Pegging ge-
sprochen (Modell M2). Dazu werden im Modell folgende Links pro Auftrag benötigt: 
)2()2( 0,1 BCx
ES
Ax AA ⎯→⎯  
)2()2( 0,2 BCx
ES
Ax AA ⎯→⎯  
)2()2( 0, Dx
ES
BCx AA ⎯→⎯  
)1()2( 0, Ex
ES
Dx AA ⎯→⎯  
 
Im Folgenden werden Simulationen zu drei verschiedenen Instanzen vorgenommen, um die beiden 
Modellierungen zu vergleichen. Dabei handelt es sich um die Instanz 0 und solche, die aus dieser 
erzeugt wurden. Instanz 4 stellt eine Verdoppelung der Aufträge dar, wobei der Lieferzeitpunkt bei 
jedem kopierten Auftrag um 2000 Minuten erhöht wird. Bei Instanz 5 existieren zu jedem Auftrag 
aus Instanz 0 zusätzlich 4 kopierte Aufträge, wobei die Lieferzeitpunkte um n*2000 erhöht wurden. 
Keine Maschine benötigt mehr als 2000 Minuten zusammenhängende Produktionszeit bei Instanz 0. 
Die neu erzeugten Instanzen sollten deshalb ohne Verspätungen planbar sein. Die Gewichtsfaktoren 
aus Kapitel 8.4 wurden beibehalten. Ebenso die zur Verfügung gestellte Rechenzeit, beachtet man 
nur die Anzahl Sweeps pro Temperaturschritt. Die Rechenzeit, gemessen in Sekunden, erhöhte sich 
natürlich bei Vergrößerung der Instanzen (vgl. Tabelle 8.7). 
Leider war es nun nicht mehr möglich, bei jeder Simulation eine Lösung ohne Verspätung zu er-
zeugen. Im Folgenden sind deshalb für die Ergebnisse jeweils die durchschnittliche Energie (avE), 
deren Standardabweichung (dev), die durchschnittliche Verspätung (avD), die durchschnittliche 
Durchlaufzeit (avM) und die durchschnittliche Rüstzeit (avS) angegeben. Verletzen alle 10 Lösun-
gen, über die jeweils gemittelt wird, die Lieferzeitpunkte, so ist der Wert avD hervorgehoben. 
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Sweeps avE (dev) avD avM avS avE (dev) avD avM avS
100 24.401,0 (283,5) 0,0 2302,6 1375,0 25.398,0 (1.742,8) 50,7 2357,9 1312,0
1000 22.914,0 (347,2) 0,0 2181,0 1104,0 22.842,0 (468,1) 0,0 2184,6 996,0
5000 22.557,0 (264,7) 0,0 2145,6 1101,0 22.243,0 (317,8) 0,0 2134,6 897,0
10000 22.452,0 (248,7) 0,0 2140,4 1048,0 22.046,0 (311,8) 0,0 2118,7 859,0
100 16.153,0 (385,1) 0,0 2360,6 870,0 16.595,0 (602,2) 16,0 2426,0 861,0
1000 14.492,5 (444,7) 0,0 2234,5 664,0 14.258,5 (446,1) 0,0 2260,7 591,0
5000 13.707,5 (337,4) 0,0 2194,5 547,0 13.748,5 (323,1) 0,0 2190,7 559,0
10000 13.448,0 (212,6) 0,0 2190,6 499,0 13.353,5 (224,3) 0,0 2184,7 486,0
100 8.803,4 (793,5) 0,0 2513,4 629,0 9.047,4 (789,0) 0,0 2587,4 646,0
1000 6.563,3 (234,9) 0,0 2433,3 413,0 6.681,9 (191,2) 0,0 2381,9 430,0
5000 6.266,3 (156,7) 0,0 2346,3 392,0 6.286,8 (124,3) 0,0 2366,8 392,0
10000 6.182,9 (138,0) 0,0 2332,9 385,0 6.141,8 (147,2) 0,0 2261,8 388,0
M2
M
M+S
S
M1
 
Tabelle 8.2:  Ergebnisse für die Instanz 0 bei Modellierung mit fixiertem Pegging (M2) im Vergleich zu den Ergebnis-
sen des Modells mit variablem Pegging (M1) aus Kapitel 8.2. 
 
Sweeps avE (dev) avD avM avS avE (dev) avD avM avS
100 47.630,0 (2.950,6) 117,5 4354,0 2915,0 113.017,0 (9.556,3) 6454,7 4545,8 3012,0
1000 43.196,0 (442,9) 0,0 4080,9 2387,0 49.047,0 (4.437,9) 531,0 4152,4 2213,0
5000 42.229,0 (498,9) 0,0 4020,1 2028,0 41.872,0 (404,9) 0,0 4013,3 1739,0
10000 41.959,0 (440,8) 0,0 3991,3 2046,0 41.624,0 (573,4) 0,0 3993,5 1689,0
100 33.352,5 (1.430,5) 44,4 4376,7 2205,0 89.500,5 (7.094,8) 5387,1 4554,9 2571,0
1000 28.284,5 (800,8) 2,0 4097,9 1555,0 33.882,0 (3.012,3) 456,0 4230,4 1634,0
5000 27.036,0 (284,4) 0,0 4039,2 1368,0 26.655,5 (257,4) 0,0 4063,1 1268,0
10000 26.397,5 (322,5) 0,0 4014,5 1265,0 25.921,0 (509,6) 0,0 4017,2 1167,0
100 23.709,7 (2.023,9) 34,0 4539,7 1883,0 86.584,0 (8.517,6) 5873,3 4611,0 2324,0
1000 16.041,6 (779,4) 0,0 4251,6 1179,0 21.632,5 (3.111,3) 326,3 4359,5 1401,0
5000 14.918,9 (595,1) 0,0 4198,9 1072,0 14.671,8 (776,8) 0,0 4231,8 1044,0
10000 14.236,2 (419,8) 0,0 4176,2 1006,0 13.942,4 (424,7) 0,0 4242,4 970,0
M1 M2
M
M+S
S
 
Tabelle 8.3:  Vergleich der Ergebnisse der beiden Modellierungen M1 und M2 für Instanz 4. 
 
Sweeps avE (dev) avD avM avS avE (dev) avD avM avS
100 1.550.108,0 (268.808,7) 71949,7 10237,4 8740,0 1.717.895,0 (87.354,2) 160094,5 10862,2 8328,0
1000 139.691,0 (35.477,5) 1750,7 9827,6 6401,0 1.153.603,0 (59.550,0) 104586,4 10134,5 6394,0
5000 102.078,0 (872,0) 0,1 9666,1 5415,0 799.135,0 (66.659,3) 69440,3 9880,7 5925,0
10000 101.131,0 (982,6) 10,5 9566,8 5253,0 644.454,0 (45.325,4) 53974,5 9931,2 5397,0
100 812.258,0 (127.549,8) 72080,6 10213,4 8077,0 1.665.540,5 (109.347,8) 157447,3 10855,5 7358,0
1000 87.776,5 (6.622,6) 1178,9 9835,5 5362,0 1.113.831,0 (63.844,8) 103412,0 10196,2 5746,0
5000 69.251,5 (1.803,6) 32,0 9691,3 4095,0 776.942,5 (50.271,4) 70169,0 9948,5 5102,0
10000 67.232,5 (654,5) 27,2 9607,1 3785,0 590.688,0 (93.914,2) 51774,4 9851,8 4737,0
100 1.561.925,9 (174.126,0) 73661,7 10251,9 7844,0 1.669.335,1 (55.085,7) 158711,1 10854,1 7137,0
1000 75.665,8 (21.549,7) 876,4 10007,8 4813,0 1.077.997,3 (47.567,0) 101431,4 10233,3 5345,0
5000 46.529,0 (2.241,2) 15,5 9899,0 3632,0 748.599,0 (69.250,1) 69175,1 9978,0 4687,0
10000 43.105,5 (1.548,6) 0,0 9855,5 3325,0 580.428,7 (59.188,8) 52409,0 9918,7 4642,0
S
M1 M2
M
M+S
 
Tabelle 8.4:  Vergleich der Ergebnisse der beiden Modellierungen M1 und M2 für Instanz 5. 
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Die Instanz 4 besteht aus zwei Auftragsmengen, die jeweils derer der Instanz 0 gleichen. Auffällig 
ist noch bei den Ergebnissen, dass die Durchlaufzeit bei Instanz 4 kleiner als 2*Durchlaufzeit der 
Instanz 0 ist, die Rüstzeiten jedoch größer als 2*Rüstzeiten der Instanz 0. Dies ist allerdings nicht 
verwunderlich, da die Rüstzeiten am Anfang der Produktion 0 betragen, zwischen den Produkten 
jedoch meist >0. Zwischen der Produktion zweier Auftragsmengen fällt eine zusätzliche Rüstzeit 
an. Bei der Durchlaufzeit kann davon ausgegangen werden, dass bereits die Zwischenprodukte der 
Auftragsmenge 2 bearbeitet werden können, obwohl Auftragsmenge 1 noch nicht vollständig fer-
tigproduziert wurde. Die gesamte Durchlaufzeit reduziert sich somit um diese ‚Überlappung’. Ent-
sprechendes gilt für Instanz 5 im Vergleich zu Instanz 0. 
Die kleineren Rechenzeiten reichten bei den größeren Instanzen nicht mehr aus, um bei jeder Lö-
sung die Lieferzeitpunkte einzuhalten. Dies ist jedoch leicht nachzuvollziehen, da bei den vergrö-
ßerten Instanzen der Konfigurationsraum stark zunimmt (siehe Anhang B). Die Lösungssuche be-
darf somit einer größeren Anzahl an Schritten. 
Betrachtet man sich die Ergebnisse aus Tabelle 8.2 bis 8.4, so sind folgende Punkte bzgl. der bei-
den Modellierungen M1 und M2 festzuhalten: 
• Mit M2 können gleichgute Ergebnisse erhalten werden, falls man ausreichend Rechenzeit in-
vestiert; bei Instanz 0 ab 1000 Sweeps, bei Instanz 4 ab 5000 Sweeps. 
• Die zur Verfügung gestellte Rechenzeit reicht nicht aus, um mit M2 die Lieferzeitpunkte bei 
Instanz 5 einzuhalten, während dies für M1 ab 5000 Sweeps zum Teil der Fall ist. 
Insgesamt kann festgestellt werden, dass M1 die zusätzliche Freiheit des variablen Pegging aus-
nutzt, um schneller Lösungen zu erzeugen, die die Lieferzeitpunkte einhalten. Dieser Vorteil wirkt 
sich umso stärker aus, je mehr gleiche Produkte hergestellt werden. Grundsätzlich ist es jedoch mit 
M2 ebenfalls möglich, gleich gute Ergebnisse zu erzielen, falls ausreichend Rechenzeit zur Verfü-
gung steht. Die für eine bestimmte Anzahl Sweeps benötigte Rechenzeit ist etwas geringer bei Mo-
dell M2. Zwar werden zusätzliche Links angelegt und müssen evtl. im Reparaturmechanismus be-
arbeitet werden, jedoch fallen die Zwischenlager weg, da diese bei dieser Modellierung nicht mehr 
benötigt werden (Tabelle 8.7). 
 
8.5.2 Reihenfolgebeziehung zwischen Aufträgen 
In diesem Abschnitt soll nun eine Möglichkeit vorgestellt werden, die dazu dient, Modell M2 zu 
verbessern. Gerade bei der Vergrößerung der Instanzen existieren viele Aufträge für das gleiche 
Endprodukt. Die Lieferzeitpunkte sind deren einziger Unterschied. Eigentlich ist es selbstverständ-
lich, dass alle Aktivitäten eines Auftrags für ein Endprodukt Ex vor einem anderen (oder gleichzei-
tig, falls alternative Maschinen existieren) zu fertigen sind, falls dieser das gleiche Produkt Ex her-
stellt und einen größeren Lieferzeitpunkt hat. Eine festgelegte Reihenfolge kann auch zwischen 
Aufträgen mit gleichem Endprodukt und gleichem Lieferzeitpunkt festgelegt werden. Diese zusätz-
lichen Reihenfolgebeziehungen erfordern einen erhöhten Rechenzeitaufwand (Tabelle 8.7) bei dem 
Reparaturmechanismus im Vergleich zu Modell M2, reduzieren jedoch den Suchraum deutlich und 
sorgen für eine von Anfang an bessere Beachtung der Lieferzeitpunkte. Im Folgenden werden je-
weils Links zwischen den Aufträgen i und j erzeugt, falls beide Aufträge das gleiche Endprodukt 
erzeugen und die Lieferzeitpunkte die Bedingung Lj>Li erfüllen : 
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)1()1( 10,1 AxjSSAxi AA ⎯→⎯  
)1()1( 20,2 AxjSSAxi AA ⎯→⎯  
)1()1( 0, BCxjSSBCxi AA ⎯→⎯  
)1()1( 0, DxjSSDxi AA ⎯→⎯  
)1()1( 0, ExjSSExi AA ⎯→⎯  
 
Die Ergebnisse werden in Tabelle 8.5 und 8.6 denen des Modells M2 gegenübergestellt, wobei das 
erweiterte Modell M2b genannt wird. 
 
Sweeps avE (dev) avD avM avS avE (dev) avD avM avS
100 113.017,0 (9.556,3) 6454,7 4545,8 3012,0 64.299,0 (3.535,2) 1715,8 4435,8 2783,0
1000 49.047,0 (4.437,9) 531,0 4152,4 2213,0 43.091,0 (276,9) 0,1 4095,8 2132,0
5000 41.872,0 (404,9) 0,0 4013,3 1739,0 41.885,0 (463,7) 0,0 3998,4 1901,0
10000 41.624,0 (573,4) 0,0 3993,5 1689,0 41.157,0 (523,5) 0,0 3940,6 1751,0
100 89.500,5 (7.094,8) 5387,1 4554,9 2571,0 51.439,0 (5.745,4) 1784,9 4474,0 2244,0
1000 33.882,0 (3.012,3) 456,0 4230,4 1634,0 28.176,5 (627,7) 0,0 4125,3 1510,0
5000 26.655,5 (257,4) 0,0 4063,1 1268,0 26.121,5 (392,6) 0,0 4015,3 1209,0
10000 25.921,0 (509,6) 0,0 4017,2 1167,0 25.823,0 (469,6) 0,0 3981,6 1183,0
100 86.584,0 (8.517,6) 5873,3 4611,0 2324,0 39.783,5 (3.304,8) 1562,7 4626,5 1953,0
1000 21.632,5 (3.111,3) 326,3 4359,5 1401,0 16.182,6 (750,4) 0,0 4262,6 1192,0
5000 14.671,8 (776,8) 0,0 4231,8 1044,0 14.609,6 (516,3) 0,0 4219,6 1039,0
10000 13.942,4 (424,7) 0,0 4242,4 970,0 13.755,7 (424,4) 0,0 4145,7 961,0
M2bM2
M
M+S
S
 
Tabelle 8.5:  Ergebnisse für die Instanz 4 bei Modellierung mit fixiertem Pegging (M2) im Vergleich zu den Ergebnis-
sen bei Erweiterung um zusätzliche Links zwischen Aktivitäten verschiedener Aufträge (M2b). 
 
Sweeps avE (dev) avD avM avS avE (dev) avD avM avS
100 1.717.895,0 (87.354,2) 160094,5 10862,2 8328,0 673.309,0 (28.111,7) 56392,6 10288,4 6499,0
1000 1.153.603,0 (59.550,0) 104586,4 10134,5 6394,0 328.249,0 (20.395,2) 22514,4 9736,3 5742,0
5000 799.135,0 (66.659,3) 69440,3 9880,7 5925,0 126.234,0 (11.162,8) 2660,1 9464,6 4987,0
10000 644.454,0 (45.325,4) 53974,5 9931,2 5397,0 98.375,0 (561,2) 0,0 9381,6 4559,0
100 1.665.540,5 (109.347,8) 157447,3 10855,5 7358,0 628.266,0 (30.133,8) 54906,0 10250,2 5591,0
1000 1.113.831,0 (63.844,8) 103412,0 10196,2 5746,0 249.537,0 (21.482,9) 17697,1 9681,2 4832,0
5000 776.942,5 (50.271,4) 70169,0 9948,5 5102,0 91.619,0 (14.234,0) 2471,3 9549,2 3832,0
10000 590.688,0 (93.914,2) 51774,4 9851,8 4737,0 63.775,5 (588,2) 0,0 9423,1 3332,0
100 1.669.335,1 (55.085,7) 158711,1 10854,1 7137,0 600.885,2 (26.976,5) 53798,7 10298,2 5260,0
1000 1.077.997,3 (47.567,0) 101431,4 10233,3 5345,0 234.196,1 (17.852,3) 17871,6 9890,1 4559,0
5000 748.599,0 (69.250,1) 69175,1 9978,0 4687,0 57.107,3 (7.363,2) 1471,7 9700,3 3269,0
10000 580.428,7 (59.188,8) 52409,0 9918,7 4642,0 38.260,9 (935,1) 0,0 9660,9 2860,0
S
M2
M
M+S
M2b
 
Tabelle 8.6:  Vergleich der Ergebnisse der beiden Modellierungen M2 und M2b für Instanz 5. 
 
Bei der Erweiterung der Modellierung um zusätzliche Reihenfolgebeziehungen zwischen Aktivitä-
ten verschiedener Aufträge des gleichen Endprodukts (M2b) können vor allem bzgl. der Einhaltung 
der Lieferzeitpunkte deutliche Verbesserungen erzielt werden. Steht allerdings ausreichend Rechen-
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zeit zur Verfügung (z.B. 10000 Sweeps bei Instanz 4), innerhalb derer selbst die Modellierung M2 
die Lieferzeitpunkte einhält, sind die Unterschiede nur noch gering. 
 
 M1 M2 M2b 
Instanz 0 56 48 50 
Instanz 4 236 188 208 
Instanz 5 830 643 670 
Tabelle 8.7:  Benötigte Rechenzeit in Sekunden für 100000 Sweeps auf einem Pentium mit 650MHz für die verschie-
denen Instanzen und Modellierungen. 
 
 
8.6 Veränderung der Produktionskapazitäten 
 
Nachdem festgestellt wurde, dass Stufe D und E den Engpass bei der Produktion (bottleneck) dar-
stellen und die zur Verfügung gestellte Kapazität der Silo und der Multiressourcen meist nicht voll-
ständig ausgenutzt wurde, kann nun die Ausgangssituation verändert werden, um mit Hilfe von Si-
mulationen festzustellen, ob sich diese Veränderungen positiv auf die Optimierung auswirken. Es 
muss dabei natürlich immer der Nutzen den durch die Veränderungen erzeugten Kosten gegenüber-
gestellt werden.  
Kosteneinsparpotentiale ergeben sich durch Reduzierung der Kapazitäten. Verbesserte Optimie-
rungsergebnisse können sich durch eine Erweiterung der Produktionskapazität einstellen. 
 
Dem Benchmark werden drei Neuerungen hinzugefügt, um die Produktionskapazität zu erhöhen: 
• speed factor 
• continuous mode 
• alternative Maschine in Stufe E 
 
a) speed factor 
Die Produktionszeit eines Zwischenprodukts kann sich auf alternativen Maschinen unterschei-
den. So ist nun Maschine C2 neuerer Bauart und somit effektiver als C1. Es müssen also alle Pro-
duktionszeiten der Zwischenprodukte Dx, die auf C2 hergestellt werden, mit dem speed factor 
(SFC2=0.8) multipliziert werden. Im Modell werden die Aktivitäten ADx angepasst. 
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b) continuous mode 
Bisher liefen alle Maschinen C1, C2, C3 im batch mode, d.h. die zur Produktion nötigen Rohstof-
fe werden komplett in die Maschine übernommen, dann bearbeitet und schließlich in ein Lager 
weitergeleitet. Nun arbeiten sie im continuous mode, d.h. die Rohstoffe werden kontinuierlich 
aus dem Lager entnommen (C3) oder bei der Bearbeitung kontinuierlich in ein Lager abgegeben 
(C1,C2) (vgl. Abbildung 8.9). 
 
Bm Bm
b) c)
Bm
a)
 
Abbildung 8.9:  Während bisher die Maschinen C1, C2, C3 im batch mode (a)) arbeiteten, wird jetzt im continuous 
mode das Material abgegeben (b) ; Maschine C1 und C2) oder aufgenommen (c) ; Maschine C3).  
 
Dadurch kann es bei der Produktion zwischen Stufe D und Stufe E zu Überlappungen kommen, 
d.h. mit der Herstellung des Endprodukts Ex kann unter Umständen begonnen werden, obwohl 
Dx noch nicht komplett fertiggestellt wurde. 
Im Modell werden die Aktivitäten ADx und AEx angeglichen: 
 
 
 
 
 
 
 
 
 
 
 
 
und evtl. der Typ des Aktivitätslink zwischen ADx und AEx verändert, falls er existiert (Modell 
M2): 
)1()2( 0, Ex
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c) alternative Maschine 
Produktionsstufe E erhält einen zusätzlichen Packer. 
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8.6.1 Ergebnisse zur Kosteneinsparung 
Zuerst wird untersucht, wie stark sich eine Kosteneinsparung durch Reduzierung der Kapazität der 
Silos oder der Multiressourcen auf die Optimierungsergebnisse auswirkt (Tabelle 8.8).  
Bei den bisherigen Lösungen (Modell M1) erkennt man, dass die Silos mit Kapazitätsbeschränkung 
meist gar nicht oder nur mit einer Einheit belegt waren. Waren sie mit zwei Einheiten belegt, dann 
nur für sehr kurze Zeit. Es werden deshalb Simulationen durchgeführt, bei denen die Kapazität der 
Silos auf 1 gesetzt wird, wobei diese reduzierte Kapazität zuerst als harte Nebenbedingung (M3) 
gesetzt wird und anschließend als weiche Grenze (M4).  
Die Multiressourcen waren bisher ebenfalls nicht jederzeit vollständig belegt. Es wird im Folgenden 
ein Ergebnis gezeigt, bei dem die Kapazität der Multiressourcen (Pool1, Pool2, Pool3) auf (6,5,5) 
reduziert wird (M5), statt bisher (8,6,6). 
Die Reduzierung der Kapazität der Silos auf 1 kann, bei größeren Rechenzeiten, ohne große Ver-
schlechterungen bei den Optimierungsergebnissen eingeführt werden. Zwischen der Optimierung 
mit M3 und derer mit M4 ergibt sich für den Fall der Optimierung der Durchlaufzeit (M) fast kein 
Unterschied. Muss allerdings auf die Rüstkosten geachtet werden (M+S, S), so schneidet die Versi-
on mit harten Nebenbedingung umso besser ab, je wichtiger die Rüstkosten werden. Eigentlich hat 
die Veränderung der Kapazität keinen Einfluss auf die Optimierung der Rüstzeiten. Der Unter-
schied der Modellierung wirkt sich wahrscheinlich durch folgenden Effekt aus: während bei der 
Optimierung mit harten Nebenbedingungen die Lösung ‚repariert’ wird, wodurch sich eine bzgl. der 
Nebenbedingung immer gültige Lösung ergibt, wird bei der Optimierung mit weichen Nebenbedin-
gungen in Kauf genommen, dass die Lösungen die Nebenbedingung nicht immer einhalten. Der 
Nachteil der weichen Nebenbedingung, viele bzgl. der Nebenbedingung ungültigen Lösungen zu 
erzeugen, wiegt in diesem Fall schwerer als der Vorteil, den Suchraum nicht in Inseln zerfallen zu 
lassen.  
Eine Reduzierung der Kapazität der Multiressourcen wirkt sich sehr viel stärker auf die Optimie-
rungsergebnisse aus. Bei der Optimierung der Durchlaufzeit (M, M+S) sind die Ergebnisse deutlich 
schlechter als die Ergebnisse des Modells M1. Eigentlich sollte sich die Reduzierung der Kapazität 
nicht auf die Optimierung der Rüstzeiten (S) auswirken. Es müssen jedoch immer die Lieferzeit-
punkte beachtet werden, wodurch sich die Ergebnisse, insgesamt gesehen, bei großen Rechenzeiten 
doch leicht verschlechtern. 
Aufgrund solcher Simulationen ist es nun für eine Produktionsabteilung möglich, verschiedene 
Veränderungen bei der Produktion bereits vorab zu testen. Scheinbar kostensparende Maßnahmen, 
wie die Reduzierung der Kapazität der Multiressourcen, die sich deutlich in den Optimierungser-
gebnissen auswirken und somit evtl. mehr Kosten verursachen als sie sparen, können so vermieden 
werden.  
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M1 M3 M4 M5
Sweeps av (dev) av (dev) av (dev) av (dev)
100 2.302,6 (29,1) 2.289,3 (49,0) 2.290,7 (30,5) 2.537,8 (32,4)
1000 2.181,0 (31,1) 2.196,3 (33,4) 2.203,0 (29,1) 2.406,8 (30,6)
5000 2.145,6 (32,8) 2.152,9 (26,2) 2.158,8 (29,3) 2.363,7 (30,0)
10000 2.140,4 (31,5) 2.150,3 (25,3) 2.135,5 (29,1) 2.342,2 (37,3)
100 3.230,6 (77,0) 3.208,0 (88,8) 3.154,5 (98,8) 3.468,3 (124,0)
1000 2.898,5 (88,9) 2.904,2 (101,3) 2.899,9 (132,4) 3.081,6 (101,3)
5000 2.741,5 (67,5) 2.786,0 (76,7) 2.764,6 (74,6) 2.948,6 (56,8)
10000 2.689,6 (42,5) 2.759,1 (65,7) 2.701,4 (53,9) 2.917,6 (66,7)
100 629,0 (79,9) 645,0 (86,6) 669,0 (51,3) 650,0 (67,7)
1000 413,0 (20,5) 440,0 (31,3) 441,0 (28,8) 443,0 (34,9)
5000 392,0 (8,7) 400,0 (20,0) 395,0 (20,6) 407,0 (15,5)
10000 385,0 (8,1) 383,0 (11,9) 380,0 (10,0) 394,0 (12,8)
M
M+S
S
 
Tabelle 8.8:  Durchschnittliche Ergebnisse zu den verschiedenen Kosteneinsparversuchen (M3, M4, M5) gegenüber 
der ursprünglichen Problemdefinition (M1). 
 
8.6.2 Ergebnisse zur erweiterten Produktionskapazität 
Als nächstes wird untersucht, ob sich eine erweiterte Produktionskapazität positiv auswirkt. Es 
werden Simulationen durchgeführt, wobei zuerst nur der continuous mode eingesetzt wird (Modell 
M6), dann eine Kombination aus continuous mode und dem speed factor (M7) und zuletzt die Er-
weiterung um eine zusätzliche Maschine in Stufe E (M8). 
Die in Kapitel 8.3 berechneten unteren Schranken für die Durchlaufzeit gelten nun nicht mehr. Die 
neuen unteren Schranken für die Durchlaufzeit sind in Tabelle 8.9 zu sehen. 
 
Modell untere Schranke M 
M1 1981 
M6 1881 
M7 1881 
M8 1635 
Tabelle 8.9:  Untere Schranken für die Durchlaufzeit für die verschiedenen Erweiterungen der Produktionskapazität. 
 
Die Ergebnisse zu den verschiedenen Modellen sind in Tabelle 8.10 zu sehen. Alle drei Verände-
rungen haben auf die Rüstzeitoptimierung (S) keine besondere Auswirkung, bewirken jedoch eine 
deutliche Verbesserung bei der Optimierung der Durchlaufzeit (M, M+S). Zwar hat der speed-
factor (M7) zusätzlich zum continuous mode (M6) keinen Einfluss auf die untere Grenze (diese 
wird in diesen beiden Fällen vor allem durch Stufe E bestimmt), wirkt sich aber deutlich auf die 
Optimierung aus. Die Kombination beider Veränderungen führt zu deutlich besseren Ergebnissen, 
wodurch die untere Grenze bis auf 5% erreicht wird. 
Die alternative Ressource in Stufe E (M8) wirkt sich sehr stark auf die untere Schranke aus. Statt 
Stufe E ist nun D die bestimmende Größe für die untere Grenze. Die Optimierungsergebnisse wer-
den etwas besser als bei der Kombination der anderen beiden Veränderungen (M7), sind jedoch von 
ihrer unteren Grenze sehr viel weiter entfernt. Betrachtet man die Ergebnisse der Optimierung der 
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Durchlaufzeit (M, M+S), so sieht man, dass die Auslastung der Ressourcen nun sehr viel gleichmä-
ßiger ist. Der vorhandene Engpass (bottleneck) wurde beseitigt. 
Aufgrund einer Simulation könnte so entschieden werden, ob sich eine Erweiterung der Produkti-
onskapazität langfristig lohnt. 
 
M1 M6 M7 M8
Sweeps av (dev) av (dev) av (dev) av (dev)
100 2.302,6 (29,1) 2.196,3 (27,2) 2.148,9 (38,6) 2.158,5 (36,2)
1000 2.181,0 (31,1) 2.108,9 (33,2) 2.030,8 (37,8) 2.039,2 (40,1)
5000 2.145,6 (32,8) 2.050,3 (38,1) 2.009,3 (18,8) 1.997,4 (35,8)
10000 2.140,4 (31,5) 2.042,7 (23,9) 1.994,4 (17,9) 1.964,4 (18,1)
100 3.230,6 (77,0) 3.123,1 (55,0) 3.086,6 (83,4) 3.122,4 (94,9)
1000 2.898,5 (88,9) 2.749,4 (111,4) 2.688,1 (46,1) 2.751,7 (71,9)
5000 2.741,5 (67,5) 2.652,4 (46,0) 2.607,9 (44,8) 2.603,5 (28,5)
10000 2.689,6 (42,5) 2.596,0 (58,8) 2.586,6 (73,1) 2.555,4 (58,6)
100 629,0 (79,9) 620,0 (55,0) 677,0 (45,6) 666,0 (83,0)
1000 413,0 (20,5) 425,0 (46,1) 434,0 (25,4) 466,0 (35,6)
5000 392,0 (8,7) 392,0 (19,4) 394,0 (21,5) 391,0 (12,2)
10000 385,0 (8,1) 388,0 (16,6) 383,0 (16,2) 379,0 (10,4)
M+S
S
M
 
Tabelle 8.10:  Durchschnittliche Ergebnisse zu den verschiedenen erweiterten Produktionskapazitäten (M6, M7, M8) 
gegenüber der ursprünglichen Aufgabenstellung (M1). 
 
 
8.7 Hinzufügen erforderlicher Wartungspausen  
 
Bei den nicht bottleneck Ressourcen zeigen sich immer wieder zeitliche Lücken im Produktions-
plan. Aus Kostenersparnis werden nun auf den nicht zu 100% ausgelasteten Ressourcen Pausen 
hinzugefügt (Tabelle 8.11).  
Diese werden z.B. benötigt, um Wartungsmaßnahmen an einzelnen Maschinen durchzuführen. Jede 
Wartungsmaßnahme hat pro Tag eine Dauer von 1 Stunde. Die Wartungsmaßnahmen sind über den 
Tag verteilt, um dem durchführenden Personal genügend Zeit zur Vor- und Nachbreitung zu geben. 
Nicht alle Produktionsaktivitäten können pausiert werden (Tabelle 8.12). In diesem Kapitel soll 
nun untersucht werden, wie stark eine Reduzierung der Kapazität in Form von regelmäßigen Pausen 
die Durchlaufzeit erhöht (Modell M9). 
 
Primärressource Pausenzeit (Uhrzeit) Pausenzeit (Minuten) 
R11 5:00-6:00 300+n*1440 – 360+n*1440 
R12 11:00-12:00 660+n*1440 – 720+n*1440 
R21 17:00-18:00 1020+n*1440 – 1080+n*1440 
R22 23:00-24:00 1380+n*1440 – 1440+n*1440 
C1 8:00-9:00 480+n*1440 – 540+n*1440 
C2 20:00-21:00 1200+n*1440 – 1260+n*1440 
Tabelle 8.11: Für die einzelnen Maschinen werden Pausen zur Durchführung von Wartungsarbeiten definiert. 
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Aktivität kann pausiert werden 
1AxA  ja 
2AxA  ja 
BCxA  nein 
DxA  nein 
Tabelle 8.12: Je nach Produktionsstufe können Aktivitäten pausiert werden oder nicht. 
 
Die Einführung von Pausen zur Durchführung von Wartungsarbeiten verschlechtert die Ergebnisse, 
obwohl sie nur auf nicht zu 100% ausgelasteten Ressourcen eingeführt werden. Die Verschlechte-
rungen sind allerdings kleiner als die gesparte Zeit. Während die Pausen 4% der Zeit sperren, ver-
schlechtern sich die Ergebnisse bei größeren Rechenzeiten nur um 2-3%. 
 
M1 M9
Sweeps av (dev) av (dev)
100 2.302,6 (29,1) 2.423,0 (51,3)
1000 2.181,0 (31,1) 2.288,0 (31,5)
5000 2.145,6 (32,8) 2.222,9 (32,7)
10000 2.140,4 (31,5) 2.220,3 (27,7)
100 3.230,6 (77,0) 3.348,0 (45,8)
1000 2.898,5 (88,9) 2.955,4 (72,3)
5000 2.741,5 (67,5) 2.848,6 (62,0)
10000 2.689,6 (42,5) 2.767,6 (40,6)
100 629,0 (79,9) 617,0 (95,3)
1000 413,0 (20,5) 466,0 (43,2)
5000 392,0 (8,7) 399,0 (25,1)
10000 385,0 (8,1) 394,0 (18,0)
S
M
M+S
 
Tabelle 8.13:  Durchschnittliche Ergebnisse bei Einführung von Wartungspausen (M9) gegenüber der ursprünglichen 
Problemdefinition (M1). 
 
 
8.8 Vergleich mit anderen Verfahren 
 
Zuerst werden einige Ergebnisse von Verfahren vorgestellt, die von der SAP-AG für die Lösung 
des Benchmarks getestet wurden. Dazu wird auf Kapitel 15.3 in [8.2] verwiesen. Bei den Ergebnis-
sen handelt es sich um die jeweils besten gefundenen bei spezieller Parameteranpassung an die In-
stanz 0. Als Rechenzeitlimit waren 10 Minuten auf einem Rechner mit 200 MHz vorgegeben. Es 
sind Ergebnisse zu einem Simulated Annealing Ansatz (TFP_SA), einem auf einer Bibliothek für 
Constraint Propagation aufgesetztem Branch&Bound Verfahren (CP), einem Branch&Bound Ver-
fahren von Schwindt (B&B) und einem Ansatz basierend auf einem genetischen Algorithmus GA 
gegeben. Meist waren diese Verfahren noch Prototypen, speziell auf den Benchmark angepasst. 
Jedoch steckten in den Grundlagen der Verfahren oft jahrelange Entwicklungsarbeiten. So war 
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TFP_SA bereits im Einsatz bei Kunden, ebenso die Bibliothek für Constraint Propagation von CP. 
B&B wurde bereits in [8.3] vorgestellt, jedoch noch um einige Funktionalitäten für das Benchmark 
erweitert. Details bzgl. der einzelnen Verfahren sind dem Autor leider nicht bekannt.  
Der größte Unterschied zwischen TFP_SA zu dem in dieser Arbeit vorgestellten Verfahren 
(SA_N2) scheint in der Modellierung zu liegen. Während der in dieser Arbeit vorgestellte Ansatz 
die einzelnen Aktivitäten seriell nacheinander bestmöglich plant, nutzt TFP_SA einen parallelen 
Aufbau des Plans auf einer direkten Repräsentation, soll bedeuten, dass evtl. mehrere Aktivitäten 
gleichzeitig zu vorher festgelegten Zeitpunkten geplant werden und anschließend der Plan korrigiert 
wird, damit einige Nebenbedingungen eingehalten werden. Meist sind die Nebenbedingungen bei 
TFP_SA weich beachtet worden. 
CP basiert auf einer Bibliothek für Constraint Propagation. Darauf aufgesetzt wurde ein Verfahren 
für Scheduling Probleme, das zuerst eine gültige Initiallösung erstellt und dann mittels einer Fens-
tertechnik die Lösung schrittweise verbessert. Grundlage dafür ist ein Branch&Bound-Verfahren, 
das eine Suche mit Vorausschau verwendet. 
Unter GA versteht man ein auf einem genetischen Algorithmus basierendes Verfahren. In [8.2] 
wurden verschiedene Initialisierungen und Nachbarschaften getestet. Die in Tabelle 8.14 angege-
benen Ergebnisse sind die besten aus einer Menge von Lösungen, die mithilfe eines Parametertu-
nings auf Instanz 0 erreicht wurden. GA schafft die Planung von 1000 Aktivitäten pro Sekunde. 
Zum Aufbau eines gesamten Plans benötigt der Algorithmus somit 150/1000 Sekunden, oder anders 
ausgedrückt: der Algorithmus vermag in 15 Sekunden 100 Lösungen zu erzeugen (Rechner mit 200 
MHz). 
 
M S M S M S M S M S
2767 760 2361 780 2804 1412 2254 1410 2261 1451
2729 680 2368 650 2714 1270 2288 920 2409 631
2609 660 2510 530 2674 850 2346 640 2442 572
2725 500 2338 -- 2385 540
2758 430
2798 390
GA (av)TFP_SA CP B&B GA
 
Tabelle 8.14:  Die besten Ergebnisse der Verfahren TFP_SA, CP, B&B und GA. Zusätzlich sind für GA noch durch-
schnittliche Ergebnisse angegeben GA(av). Es wird dabei ein Rechenzeitlimit von 10 Minuten auf ei-
nem Pentium mit 200 MHz eingehalten. 
 
Bei den Ergebnissen aus Tabelle 8.14 ist jedoch noch zu beachten, dass 
• beim 3. Ergebnis von TFP_SA mit erhöhter Lagerkapazität gerechnet wurde, 
• beim 2. Ergebnis von B&B zusätzlich noch ein Nachoptimierungsschritt speziell für Rüstzei-
ten zum Einsatz kam und beim letzten Ergebnis die Umrüstzeiten ignoriert wurden, 
• beim GA zuerst nur die besten Ergebnisse mit angepasster Parametereinstellung und zusätz-
lich noch durchschnittliche Werte angegeben sind GA(av). 
 
In Tabelle 8.15 werden die Ergebnisse aus [8.4] gezeigt. Diese sind die besten bei einer Rechenzeit 
von 4-5 Stunden auf einer UltraSparc mit 296 MHz mit den Verfahren Threshold Accepting 
(Vogl_TA) und Simulated Annealing (Vogl_SA). Allerdings sind diese Ergebnisse möglicherweise 
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nicht korrekt. In der Arbeit wurde ein Gantt einer Lösung gezeigt, in dem nur 27 Aktivitäten vor-
handen waren, die die Produkte Ax produzieren. Eigentlich müssten es jedoch 50 sein, da bei jedem 
der 25 Aufträge jeweils 2 benötigt werden. Leider fehlen auch Ergebnisse zu veränderten Prioritäten 
bzgl. Durchlaufzeit und Rüstzeiten. 
Diese Verfahren (Vogl_SA und Vogl_TA) erzeugt 1000 Moves pro Sekunde (UltraSparc mit 296 
MHz). Im Unterschied zu SA_N2 wird bei Vogl_SA auf weiche Nebenbedingungen viel Wert ge-
legt. Viele der Nebenbedingungen sind deshalb weich modelliert und mit hohen Strafkosten belegt, 
wodurch nach Aussagen des Autors [8.4] ‚eine typische Simulation 30 Minuten dauert und man 
nach dieser Zeit eine erste Lösung vorliegen hat’. 
 
M S M S
2109 650 2106 670
Vogl_SA Vogl_TA
 
Tabelle 8.15:  Die besten Ergebnisse der Verfahren Vogl_SA und Vogl_TA nach 350 Temperaturschritten mit je 
50000 Moves. Dies entspricht 4-5 Stunden Rechenzeit auf einer UltraSparc mit 296 MHz. 
 
In [2.7] wurden vom Autor bereits verschiedene Verfahren zur Lösung dieser Problemstellung vor-
gestellt. Neben einem Simulated Annealing Ansatz (SA_N1) finden sich dort auch ein Ansatz basie-
rend auf Threshold Accepting (TA_N1) und Ergebnisse zu einem Temperature Bouncing (Boun-
ce_N1). Der Unterschied zu dem in dieser Arbeit vorgestellten SA_N2 Ansatz liegt in der Modellie-
rung. Es werden hier die meisten Nebenbedingungen hart modelliert, so z.B. die Lagerkapazitäten, 
was den Vorteil hat, dass sehr früh Lösungen gefunden werden, die alle Nebenbedingungen einhal-
ten. Neben der Betrachtung als harte Nebenbedingung könnte man in der Modellierung natürlich 
auch auf eine weiche wechseln, was jedoch zu keinen nennenswerten Unterschieden in der Qualität 
der Ergebnisse nach Erreichen des Rechenzeitlimits führt. Die größte Veränderung der Modellie-
rung liegt in der Nachbarschaft. Während in [2.7] nur eine Nachbarschaft auf den Primärressourcen 
eingeführt wurde und die Reihenfolge auf den Multiressourcen bei Überschneidung von mehreren 
Primärressourcen, die diese benötigen, durch ein deterministisches Verfahren bestimmt wurde, er-
laubt die Nachbarschaft in dieser Arbeit nun eine Veränderung der Reihenfolge bei der Planung der 
Multiressourcen. Ebenso werden die Veränderungen nun gleichmäßiger auf alle Ressourcen und 
Aktivitäten verteilt, da nicht zuerst wie in [2.7] eine Primärressource und erst dann ein Nachbar-
schaftsoperator gewählt wird, was zu einer unterdurchschnittlichen Veränderung pro Aktivität auf 
einer stark ausgelasteten Primärressource führt, sondern zuerst die Operatoren und die zu verän-
dernden Aktivitäten ausgewählt werden. Spezielle Operatoren, die nur Veränderungen auf einer 
ausgewählten Ressource vornehmen, wurden zwar erstellt, in dieser Problemstellung jedoch nicht 
angewendet, da die Auswertung der Nachbarschaft (siehe Kapitel 8.4.1) offenlegt, dass hier mit der 
einfachsten Nachbarschaft die besten Ergebnisse zu erzielen sind. Kein großer Unterschied ergab 
sich in der Geschwindigkeit beim Erstellen einer Lösung. In [2.7] benötigten 10000 Lösungen 16 
Sekunden auf einem Pentium mit 200 MHz, hier ist eine Rechenzeit von 5,6 Sekunden für 10000 
Lösungen auf einem Pentium mit 650 MHz zu erwarten. In Tabelle 8.16 und 8.17 sind die besten 
Ergebnisse aus [2.7] für verschiedene Rechenzeiten gegeben. 
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M S M S M S
2522 660 2514 550 2283 540
2845 540 2643 440 2540 420
2302 1900 2254 1950 2139 1280
SA_N1 TA_N1 Bounce_N1
 
Tabelle 8.16:  Die besten Ergebnisse der Verfahren SA_N1, TA_N1 und Bounce_N1 bei einer Rechenzeitgrenze von 
524 Sekunden auf einem Pentium mit 200MHz. 
 
M S M S M S
2357 370 2284 430 2273 380
2074 1000 2465 410 2061 1130
2171 1270
SA_N1 TA_N1 Bounce_N1
 
Tabelle 8.17:  Die besten Ergebnisse der Verfahren SA_N1, TA_N1 und Bounce_N1, erreicht innerhalb der Rechen-
zeitgrenze von 22 Stunden (SA_N1), 7 Stunden (TA_N1) und 16 Stunden (Bounce_N1) auf einem Pen-
tium mit 200MHz. 
 
Es werden nun die aus der Literatur entnommenen Ergebnisse mit denen aus Kapitel 8.4.2 Abbil-
dung 8.7 verglichen. Dazu werden die Pareto-Fronten für 2 Rechenzeiten (1000 und 10000 
Sweeps) genommen (Tabelle 8.18). Eine Simulation mit je 1000 Sweeps pro Temperaturschritt 
benötigt 168 Sekunden auf Pentium mit 650MHZ. 
 
M S M S
2464 390 2220 370
2335 410 2130 470
2317 430 2113 1020
2219 550 2101 1100
2177 690 2089 1550
2159 960
2159 980
2155 1110
2131 1130
SA_N2(1000) SA_N2(10000)
 
Tabelle 8.18:  Die besten Ergebnisse von SA_N2 mit einer Rechenzeitschranke von 1000 und 10000 Sweeps (ent-
spricht 168 und 1680 Sekunden auf Pentium mit 650MHz). 
 
In Abbildung 8.10 sind die besten Ergebnisse der verschiedenen Verfahren für kurze Rechenzeiten 
(<10 Minuten auf Pentium mit 200 MHz) zu sehen. B&B schneidet von den vorgestellten Verfah-
ren am schlechtesten ab. SA_N2 am besten. Im Vergleich zu TFP_SA schneiden die beiden ande-
ren Simulated Annealing Ansätze SA_N2 und SA_N1 vor allem bei Betrachtung der Durchlaufzeit 
(M) sehr viel besser ab. Es ist deshalb davon auszugehen, dass der parallele Planaufbau mit an-
schließendem Reparaturschritt für diese Problemstellung nicht zu empfehlen ist. Betrachtet man 
sich die verschiedenen statistischen Versionen aus [2.7], erkennt man, dass die hier gewählte Nach-
barschaft in den meisten Fällen deutlich bessere Ergebnisse liefert. Selbst der bisher beste Ansatz 
des Temperature Bouncing schneidet schlechter ab als SA_N2. Der in [8.2] vorgestellte Ansatz mit 
einem GA ist zwar besser als die schlechteren Simulated Annealing Versionen, liefert jedoch deut-
lich schlechtere Ergebnisse als Bounce_N1 und SA_N2. 
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Abbildung 8.10:  Die besten Ergebnisse der verschiedenen Verfahren bei kurzen Rechenzeiten (<=10 Minuten auf 
einem Pentium mit 200 MHz). 
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Abbildung 8.11:  Die besten Ergebnisse der verschiedenen Verfahren bei langen Rechenzeiten (>10 Minuten auf 
einem Pentium mit 200 MHz). 
 
Bei den besten Ergebnissen zu den längeren Rechenzeiten (Abbildung 8.11) zeigt sich ein ähnli-
ches Bild. SA_N2 liefert bis auf die Optimierung der Durchlaufzeit die besten Ergebnisse. Jedoch 
ist anzumerken, dass SA_N2 sehr viel weniger Rechenzeit (Minuten) zur Verfügung hatte als 
SA_N1 und Bounce_N1 (mehrere Stunden). Bei Vogel_SA und Vogl_TA ist noch zu beachten, 
dass weniger Aktivitäten als benötigt geplant wurden und die Rechenzeiten im Bereich von Stunden 
lagen. 
 
In [8.5] sind Ergebnisse eines genetischen Algorithmus (OmeGA) zu einer vereinfachten Problem-
stellung gegeben. Dort werden keine Lagerbeschränkungen vorgegeben. In den Lösungen im An-
hang des Buches sind einige der besten Ergebnisse des dort vorgestellten Verfahrens zu sehen. Es 
fällt jedoch auf, dass die Rüstzeiten in Stufe B und D nicht den vorgegebenen entsprechen. Nach 
Rücksprache mit dem Autor konnte festgestellt werden, dass statt den vorgegebenen Rüstmatrizen 
die Rüstmatrix der Stufe A verwendet wurde. Im Folgenden wurde deshalb eine Simulation mit 
angepassten Daten ([8.5]) vorgenommen. In Tabelle 8.19 sind einige der besten Ergebnisse aus 
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jeweils 10 Simulationen mit SA_N2 mit einer Rechenzeit von 1000 Sweeps pro Temperaturschritt 
zu sehen. 
 
M S M S
2225 360 2298 90
2199 250
2105 720
OmeGA SA_N2(1000)
 
Tabelle 8.19:  Es werden die jeweils besten Ergebnisse des OmeGA und SA_N2 für eine veränderte Problemstellung 
gezeigt. Die Rechenzeit war bei SA_N2 auf 1000 Sweeps pro Temperaturschritt beschränkt. 
 
In [8.6] wurde mit einem parallelen Ansatz basierend auf dem GA aus [8.2] die Problemstellung 
bearbeitet. Es wurden dabei Instanzen verwendet, die dem 50fachen der ursprünglichen Aufgaben-
stellung entsprechen. Leider können keine Vergleiche zu den dort erstellten Lösungen gegeben 
werden, da sich der Autor nur mit Aufgabenstellungen mit zusätzlichen Funktionalitäten befasst 
hat. Es wurde ein Schichtkalender eingeführt, der an die Lösung die Bedingung stellt, dass be-
stimmte Aktivitäten nur innerhalb einer Schicht bearbeitet werden dürfen. Neben dieser von dem in 
dieser Arbeit vorgestellten Verfahren nicht erfüllbaren Funktionalität werden in [8.6] noch Pausen 
eingeführt, die Kapazitäten der Pools zeitabhängig verändert und ein Kalender für zeitabhängige 
Produktivität eingeführt. Die zeitabhängige Produktivität führt zu Produktionsdauern, die nun nicht 
mehr nur von dem Produktionsvorgang und der verwendeten Maschine, sondern auch noch vom 
Startzeitpunkt des Produktionsvorgangs abhängig sind. 
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Zur Lösung eines Optimierungsproblems mit dem vorgestellten Simulated Annealing Ansatz bedarf 
es neben der Modellierung der Problemstellung noch der Einstellung der Nachbarschaft und der 
Wahl der benötigten Parameter. Nachdem das Modell von einem Optimierungsexperten festgelegt 
wurde, stellt sich die Frage, ob auch ein nicht besonders versierter Anwender die tägliche Planung 
mit dem vorgestellten Ansatz durchführen kann. Dazu sollten ihm möglichst viele Entscheidungen 
abgenommen werden, so dass er im Idealfall nur noch die aktuelle Auftragsliste pflegen muss. In 
Kapitel 8.4.1 wurde bereits eine Möglichkeit vorgestellt, die Nachbarschaft adaptiv zu regeln. Im 
Anschluss daran soll nun untersucht werden, wie sich die verschiedenen Parameter des SA vermei-
den lassen.  
Die folgenden Parameter werden für eine Simulation mit SA gefordert: 
• Starttemperatur TS, 
• Abkühlschema: linear oder geometrisch, 
• Steigung des linearen Schemas oder α-Faktor des geometrischen, 
• Einfriertemperatur TE und 
• Anzahl Sweeps pro Temperaturschritt. 
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Einige dieser Parameter sind bei der Gruppe der gegebenen Problemstellungen (Scheduling) unab-
hängig von der Modellierung einzustellen. So hat sich das geometrische Abkühlschema mit einem 
α-Faktor von 0.98 bewährt. Die Wahl von α im Bereich [0.90,0.99] hatte bei keiner der in dieser 
Arbeit beachteten Problemstellungen besonderen Einfluss auf die erzielten Ergebnisse. 
Die Wahl des Temperaturbereichs [TS,TE] hängt jedoch sehr stark von der Problemstellung und de-
ren Modellierung ab.  
 
Im Folgenden werden Ergebnisse vorgestellt, die ohne ‚annealing’ bei verschiedenen konstanten 
Temperaturen erzielt werden konnten (Tabelle 8.20). 
 
Greedy T=1 T=10 T=50 T=100 T=1000 SA-Cool
Sweeps av (dev) av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
100 2.332,5 (30,5) 2.339,8 (28,9) 2.338,2 (44,0) 2.337,3 (42,5) 2.388,3 (34,7) 2.742,1 (56,0) 2.302,6 (29,1)
1000 2.251,1 (28,4) 2.229,1 (28,2) 2.215,6 (44,7) 2.222,8 (44,9) 2.296,9 (41,0) 2.631,2 (43,5) 2.181,0 (31,1)
5000 2.224,5 (31,6) 2.173,2 (31,6) 2.146,8 (38,1) 2.150,8 (30,4) 2.249,2 (16,2) 2.597,9 (17,2) 2.145,6 (32,8)
10000 2.222,2 (30,6) 2.149,9 (27,6) 2.122,6 (30,9) 2.143,5 (30,7) 2.244,8 (18,2) 2.585,7 (32,7) 2.140,4 (31,5)
100 3.291,3 (79,6) 3.306,3 (95,5) 3.303,4 (81,1) 3.332,3 (84,9)3.609,6 (169,4)4.789,1 (131,3)3.230,6 (77,0)
1000 3.115,9 (38,1) 3.071,2 (51,5) 3.049,3 (43,1) 2.996,5 (56,8) 3.266,7 (48,0) 4.584,5 (61,4) 2.898,5 (88,9)
5000 3.075,4 (39,1) 2.861,4 (41,9) 2.830,0 (81,4) 2.845,1 (48,8) 3.219,9 (39,8) 4.475,3 (58,0) 2.741,5 (67,5)
10000 3.066,7 (43,5) 2.744,1 (58,5) 2.772,2 (78,1) 2.803,8 (38,2) 3.197,6 (40,8) 4.450,6 (97,4) 2.689,6 (42,5)
100 792,0 (26,8) 734,0 (59,9) 696,0 (67,9) 706,0 (65,0) 760,0 (59,0) 1.739,0 (68,0) 629,0 (79,9)
1000 685,0 (27,3) 575,0 (45,2) 543,0 (74,8) 427,0 (24,1) 550,0 (28,6) 1.634,0 (54,1) 413,0 (20,5)
5000 644,0 (47,4) 453,0 (23,3) 432,0 (60,0) 384,0 (6,6) 530,0 (21,0) 1.548,0 (60,6) 392,0 (8,7)
10000 636,0 (56,6) 421,0 (16,4) 413,0 (40,8) 379,0 (3,0) 508,0 (21,8) 1.525,0 (42,0) 385,0 (8,1)
M
M+S
S
 
Tabelle 8.20:  Gezeigt werden die Ergebnisse der Simulationen mit einem annealing (SA-Cool) und mehreren kon-
stanten Temperaturen (T=...). Zusätzlich sind noch die Ergebnisse eines Greedy Verfahren gegeben. 
 
Die Ergebnisse zeigen, dass  
• die einzelnen Kriterien M, M+S, S in verschiedenen Temperaturbereichen optimiert werden. 
Es werden die besten Ergebnisse erzielt, falls bei (M, M+S, S) die Temperaturen (10,1-10,50) 
zugeordnet werden.  
• die Ergebnisse sich im Temperaturbereich [1,50] nicht sehr stark unterscheiden. 
• der Unterschied zu einem annealing bei längeren Laufzeiten meist kleiner als 5% ist. 
• man bei längeren Laufzeiten bei M und bei S bei der richtigen Wahl der konstanten Tempera-
tur bessere Ergebnisse erhalten kann als bei einem annealing. 
 
Insgesamt muss jedoch erwähnt werden, dass es einfacher ist, ein Schema für ein annealing zu er-
zeugen, als die richtige konstante Temperatur für eine optimale Simulation zu finden. Die Wahl 
eines Temperaturbereichs hat immer den Vorteil, diese optimale Temperatur zu enthalten und nur 
den kleinen Nachteil, dass evtl. zu viel Rechenzeit bei zu großen und/oder zu kleinen Temperaturen 
investiert wird. Ein Fehler, wie z.B. die Wahl der konstanten Temperatur >100, der auch bei langen 
Rechenzeiten zu keiner Verbesserung der Ergebnisse führt, wird so vermieden. 
Bei allen bisherigen Simulationen wurde festgestellt, dass die Temperatur sehr stark von der Prob-
lemstellung, manchmal sogar noch von den einzelnen Instanzen (entspricht hier dem Auftragspaket) 
abhängt. Es wird deshalb im Folgenden versucht, diesen problemspezifischen Parameter durch ei-
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nen solchen zu ersetzen, der allgemein definierbar ist. Dadurch soll dann die Temperatur aus der 
Simulation heraus selbst bestimmt werden. Es wird nun versucht, als Parameter die Akzeptanzrate 
zu verwenden. Diese sollte während einer SA Simulation von einem anfangs hohen Wert bis auf 0 
sinken. 
Im Folgenden wird im Unterschied zur der in Kapitel 2.4.4 erwähnten Methode, aus der Akzep-
tanzrate die Anfangstemperatur zu bestimmen, nicht der Maximalwert über die Beträge aller Ener-
gieänderungen von N getesteten Moves beachtet, sondern nur der Mittelwert des Betrags der letzten 
N negativen Energieänderungen (Lösungsverbesserungen). Mit der so erstellten Temperatur wird 
festgelegt, mit welcher Wahrscheinlichkeit man in der Energielandschaft einen Schritt aufwärts 
gehen darf, dessen Energieänderung dem Mittelwert der letzen N Verbesserungen entspricht. Die 
Akzeptanzrate kann bei einem festen Wert fixiert sein oder während der Simulation gesenkt werden 
(vgl. Kapitel 2.4.6). 
Bei der Simulation des SA-Acc wird die Akzeptanzrate von 50% in 150 Schritten logarithmisch mit 
einem α-Faktor von 0.98 gesenkt. Die Ergebnisse (Tabelle 8.21) sind dabei vergleichbar mit denen 
des SA. Mit Hilfe dieses Parameters lassen sich nun auch Simulationen von in Optimierungsprob-
lemen unerfahrenen Benutzern durchführen, nachdem die Modellierung von einem Experten vorge-
nommen wurde. 
 
SA-Cool SA-Akz
Sweeps av (dev) av (dev)
100 2.302,6 (29,1) 2.272,0 (22,4)
1000 2.181,0 (31,1) 2.189,1 (30,2)
5000 2.145,6 (32,8) 2.139,1 (34,7)
10000 2.140,4 (31,5) 2.131,9 (36,0)
100 3.230,6 (77,0) 3.198,6 (76,8)
1000 2.898,5 (88,9) 2.814,4 (73,1)
5000 2.741,5 (67,5) 2.668,9 (40,2)
10000 2.689,6 (42,5) 2.648,4 (33,8)
100 629,0 (79,9) 625,0 (72,4)
1000 413,0 (20,5) 459,0 (42,1)
5000 392,0 (8,7) 418,0 (23,2)
10000 385,0 (8,1) 405,0 (20,1)
M
M+S
S
 
Tabelle 8.21:  Vergleich der Ergebnisse des bisher verwendeten SA (SA-Cool) mit denen der Simulation mit der neu-
en Parameterdefinition (SA-Acc). 
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8.10 Zusammenfassung 
 
In diesem Kapitel wurde zuerst versucht, eine gute Nachbarschaft für eine Modellierung der Prob-
lemstellung zu finden. Eine solche Suche bedarf allerdings einigen Aufwands und bedeutet nicht, 
dass eine einmal gefundene optimale Einstellung der Nachbarschaft auf allen Instanzen des gleichen 
Optimierungsproblems bei den verschiedenen Optimierungsprioritäten (Durchlaufzeit : Rüstzeit) 
ebenso optimal ist. Es wurde deshalb versucht, eine adaptive Nachbarschaft zu definieren, die sich 
während der Simulation selbst einstellt. Im Vergleich zu den per Hand erstellten Nachbarschaften 
kann diese adaptive Version nicht immer die besten Ergebnisse erzielen, jedoch im Vergleich zum 
Durchschnitt über alle getesteten Nachbarschaften durchaus ähnlich gute Ergebnisse erzeugen. 
Im Anschluss daran wurde eine neue Modellierung für das gleiche Optimierungsproblem erstellt, 
die das variable Pegging durch ein fixiertes ersetzt. Die Unterschiede bei den Ergebnissen werden 
vor allem bei den Instanzen deutlich, bei denen viele Aufträge für das gleiche Endprodukt existieren 
und die zur Verfügung gestellte Rechenzeit relativ klein ist. Ein Modell mit variablem Pegging ist 
dann sehr viel erfolgreicher als ein Modell mit fixiertem Pegging. Zusätzlich wurde noch eine Ver-
besserung der Modellierung mit fixiertem Pegging vorgestellt, bei der zusätzliche Aktivitätslinks 
definiert werden, um die Aktivitäten, die für gleiche Endprodukte benötigt werden, nach ihren Lie-
ferzeitpunkten zu sortieren. Diese Verbesserung der Modellierung war vor allem bei den großen 
Instanzen sehr hilfreich, um Lösungen zu finden, die die Lieferzeitpunkte einhalten. 
Neben der ursprünglich gegebenen Problemstellung wurden dann noch solche bearbeitet, die kleine 
Veränderungen aufwiesen. Diese Simulationen sollten dazu dienen, eine ‚Was wäre wenn’ Frage zu 
beantworten. Auf diese Weise können Entscheidungen zur Umstrukturierung des Produktionspro-
zesses simulativ getestet werden, bevor hohe Kosten z.B. bei der Anschaffung neuer Maschinen 
entstehen. 
Im Vergleich zu verschiedenen anderen Verfahren aus der Literatur konnte sich die Modellierung 
mit variablen Pegging mit einem SA Ansatz behaupten. Die aus der Literatur bereits bekannten 
besten Ergebnisse konnten stets erreicht, in den meisten Fällen sogar verbessert werden. 
Zum Schluss wurde erfolgreich versucht, die einzelnen problemabhängigen Steuerungsparameter 
des SA Algorithmus durch solche zu ersetzen, die, einmal definiert, für alle Problemstellungen an-
wendbar sind. Zusammen mit der adaptiven Nachbarschaft ergibt sich damit die Möglichkeit, ein 
einmal durch einen Experten erstelltes Modell zu benutzen, um Simulationen von einem nicht spe-
ziell in Optimierungsfragen ausgebildeten Benutzer durchführen zu lassen. 
 
 
9 Der Westenberger-Kallrath-Benchmark  145 
 
 
 
Kapitel 9  
 
Der Westenberger-Kallrath-Benchmark  
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Abbildung 9.1: Graphische Darstellung der Problemstellung. 
 
 
9.1 Problemstellung (siehe [9.1] oder [9.2]) 
 
a) Zur Verfügung stehende Ressourcen 
• 9 Maschinen: R1, R2, R3, R4, R5, R6a, R6b, R7a, R7b 
• 10 Lager für die Zwischenprodukte mit Kapazitätsbeschränkung: S11, S21, S22, S31, S42, S43, 
S44, S61, S63. 
• 5 Lager für die Endprodukte ohne Kapazitätsbeschränkung: S71, S72, S73, S74, S75. 
 
b) Rezept 
Jedes Endprodukt befolgt bei seiner Herstellung ein bestimmtes „Rezept“. Zur Herstellung des 
Endproduktes sind verschiedene Zwischenprodukte nötig. Die Losgrößen bei der Produktion 
sind veränderbar innerhalb bestimmter Grenzen. Diese Grenzen hängen dabei von der verwende-
ten Maschine ab. Unter der produzierten Losgröße versteht man die Summe der Mengen der ein-
zelnen hergestellten Produkte. Die Produktionszeiten für die einzelnen Produkte sind von der 
gewählten Maschine (bei Stufe 6 und 7 existieren alternative Ressourcen) und dem Produkt ab-
hängig, jedoch unabhängig von der Losgröße.  
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c) Ablauf der Produktion 
 
Stufe 1:  Aus dem Rohstoff P0 wird das Zwischenprodukt P11 auf der Maschine R1 hergestellt. 
Da der Rohstoff P0 immer in ausreichender Menge vorhanden ist und das zugehörige 
Lager keine Kapazitätsrestriktion besitzt, wird im Folgenden auf dieses Produkt (und 
das Lager) verzichtet. 
Stufe 2:  Aus P11 werden P21 und P22 auf der Maschine R2 hergestellt. Die Aufteilung in P21 und 
P22 ist dabei in einem bestimmten Bereich frei wählbar. So muss die Produktion von 
P21 zwischen 20% und 70% (der Menge von P11) liegen.  
Stufe 3:  Aus P22 wird P31 auf der Maschine R3 hergestellt. Dabei entsteht jedoch als Nebenpro-
dukt noch P11. Die Summe der Mengen von P31 und P11 entspricht dabei der Menge 
von P22. Die Aufteilung auf P31 und P11 ist hier im Unterschied zur Stufe 2 fest. Je 
nach Aufgabenstellung wird 100% oder 69,23% von P22 in P31 verwandelt. 
Stufe 4:  Auf dieser Stufe können verschiedene Produkte auf der Maschine R4 hergestellt wer-
den. Aus P21 kann P41 oder P42 produziert werden, aus P31 kann P43 oder P44 entstehen. 
P41 ist nicht lagerfähig und muss sofort in Stufe 7 weiterverarbeitet werden. 
Stufe 5:  Es werden P51 (aus P21) und P52 (aus P31) auf der Maschine R5 hergestellt. Da diese 
Produkte nicht lagerfähig sind, müssen sie sofort in Stufe 7 weiterverarbeitet werden. 
Stufe 6:  Es werden P61 (aus P42), P62 (aus P43) und P63 (aus P44) auf den alternativen Maschi-
nen R6a und R6b hergestellt. P62 ist nicht lagerfähig und muss sofort in Stufe 7 weiter-
verarbeitet werden. Die Produktionszeiten für die einzelnen Produkte hängen nun zu-
sätzlich noch von der gewählten Maschine ab. 
Stufe 7:  Es werden die Endprodukte P71 (aus P51), P72 (aus P52), P73 (aus P41 und P61), P74 (aus 
P62), P75 (aus P63) auf den alternativen Maschinen R7a und R7b hergestellt. Bei der Pro-
duktion von P73 werden P41 und P61 zu gleichen Anteilen verbraucht. Produkt P73 bil-
det zusätzlich noch eine Ausnahme zu den anderen Endprodukten, da es nur auf Ma-
schine R7a herstellbar ist. Die Produktionszeiten für die einzelnen Produkte hängen 
nun zusätzlich noch von der gewählten Maschine ab. 
 
Bei den einzelnen Maschinen sind noch Rüstzeiten bei der Produktion zu beachten. Die Definiti-
on der Rüstzeiten weist hier einige Besonderheiten auf. So ist nach der Produktion für jede Ma-
schine grundsätzlich ein Reinigungsvorgang einzuplanen, dessen Dauer der halben Produktions-
zeit entspricht. Dieser Reinigungsvorgang entfällt nur, falls sofort nach dem Beenden der Her-
stellung eines Produkts mit der Herstellung eines Produkts mit kleinerer Produktnummer begon-
nen wird. Am Ende der gesamten Produktion auf einer Maschine ist immer eine Reinigung ein-
zuplanen. 
 
Gegeben ist nun noch für jedes Material die zu produzierende Menge. Die Lager können anfangs 
bereits teilweise gefüllt sein. 
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d) Aufgabe 
 
Es werden 4 verschiedene Aufgabenstellungen untersucht. Zu minimieren ist bei diesen Aufga-
benstellungen unter Einhaltung der Nebenbedingungen der Lagerkapazitäten und Losgrößen nur 
die Durchlaufzeit. 
 
(1) Es sind keine Rüstzeiten zu beachten. Stufe 3 wandelt P22 zu 100% in P31. 
(2) Die Rüstzeiten sind zu beachten. Stufe 3 wandelt P22 zu 100% in P31. 
(3) Es sind keine Rüstzeiten zu beachten. Stufe 3 wandelt P22 zu 69,23% in P31. 
(4) Die Rüstzeiten sind zu beachten. Stufe 3 wandelt P22 zu 69,23% in P31.  
 
Bei den 4 Aufgabenstellungen werden jeweils 3 verschiedene Initialzustände (I1, I2, I3) der Lager 
vorgegeben: 
 P11 P21 P22 P31 P42 P43 P44 P61 P63
I1 0 0 0 0 0 0 0 0 0 
I2 20 20 0 20 0 0 0 0 0 
I3 10 10 0 10 0 0 0 0 0 
Tabelle 9.1: Initialzustände der Lager. 
 
Zusätzlich zu der in [9.1],[9.2] angegebenen Bestellmenge B0 der Endprodukte P71, P72, P73, P74, 
P75 wird noch die Bestellmenge B1 – B22 aus [9.3], [9.4] und die frei gewählte B23 bearbeitet 
(Tabelle 9.2).  
Aufgabenstellung (4) entspricht nicht ganz der Aufgabenstellung 4 aus [9.1],[9.2]. In Aufgaben-
stellung 4 aus [9.1],[9.2] können die Initialzustände der Lager bei der Optimierung frei gewählt 
werden. Zu beachten ist dort allerdings, dass die Lager am Ende der Produktion (zum Zeitpunkt 
der minimalen Durchlaufzeit) wieder ihren Initialzustand besitzen müssen. Die zu fertigenden 
Endprodukte sollten dabei in der originalen Aufgabenstellung 4 aus [9.1],[9.2] genau eingehalten 
werden. 
 
 P71 P72 P73 P74 P75   P71 P72 P73 P74 P75
B0 30 30 40 20 40  B12 30 20 20 10 10 
B1 20 20 20 0 0  B13 10 20 30 20 10 
B2 20 20 0 20 0  B14 18 18 18 18 18 
B3 20 20 0 0 20  B15 15 15 30 30 45 
B4 20 0 20 20 0  B16 45 30 30 15 15 
B5 20 0 20 0 20  B17 15 30 45 30 15 
B6 20 0 0 20 20  B18 27 27 27 27 27 
B7 0 20 20 20 0  B19 20 20 40 40 60 
B8 0 20 20 0 20  B20 60 40 40 20 20 
B9 0 20 0 20 20  B21 20 40 60 40 20 
B10 0 0 20 20 20  B22 36 36 36 36 36 
B11 10 10 20 20 30  B23 120 90 130 80 80 
Tabelle 9.2: Bestellmengen der Endprodukte. 
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9.2 Modell 
 
9.2.1 Veränderungen an der Modellierungsfunktionalität 
 
Aufgrund der veränderten Bedingung für die Rüstzeiten und der neuen Funktionalität der variablen 
Losgröße ist eine Anpassung der Modellierung (vgl. Kapitel 3.2) erforderlich. 
 
a) Rüstzeiten 
Zur Abbildung der Rüstzeiten muss die Funktionalität der Primärressource leicht verändert wer-
den: 
3.2.2.1 Primärressource 
c) Funktionalität Umrüstung 
Die Produktionsdauer PDi der Umrüstung mit Rüstschlüssel RSi, dem direkten Nach-
folger Pk und dem direkten Vorgänger auf der Primärressource Pj ist in diesem Fall 
gegeben durch 
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Es ist bei den Rüstzeiten noch darauf zu achten, dass am Ende der Produktion auf jeder Primär-
ressource Umrüstungen geplant werden. Dies wird durch eine speziell für diese Problemstellung 
definierte Funktion am Ende jeder Planung (vgl. Kapitel 3.2.6) erfüllt. 
 
b) Variable Losgröße 
Die Funktionalität der variablen Losgröße bedarf einer Veränderung im Modus und der Planung. 
3.2.1 Modus 
f) Losgröße 
Der Modus erhält nun den Freiheitsgrad, die Menge des produzierten Materials (seine 
Losgröße) zu verändern. Die Losgröße MoLi muss dabei im Intervall [min,max] liegen. 
Bei der Planung kann die Losgröße nur diskrete Werte annehmen. Sind Mini die vom 
Modus verbrauchten und Moutj die produzierten Mengen der Materialien Mi und Mj, so 
ist die Losgröße definiert durch ∑=
j
j
out
i
L MMo .  
Die Losgröße wird jedoch bei der Planung nicht direkt vorgegeben, vielmehr existiert 
eine Liste aus vordefinierten Einstellungen für die Materialien. Jede Einstellung legt 
die Mini und Moutj fest. Eine dieser Einstellungen wird anfangs vorgegeben. Diese ist 
meist eine Einstellung mit minimaler Losgröße. Bei gleicher Losgröße können ver-
schiedene Einstellungen existieren. Diese variable Losgrößenaufteilung ist in diesem 
Benchmark bei Stufe 2 vorhanden. Mit dieser Modellierung lassen sich die in Abbil-
dung 9.2 gezeigten Materialflüsse durch den Modus abbilden. 
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Abbildung 9.2:  Mögliche Materialflüsse durch einen Modus: a) single input - single output, b) multi 
input - single output, c) single input - multi output, d) multi input - multi output, e) 
multi variable input - multi variable output. Bei multi input/output können statt den 
gezeigten 2 Materialien auch mehrere verbraucht/produziert werden. 
 
Bei der Definition des Modus durch ( ) ( )( ) ( )bSPRStGRtPSRPRDbSB MK ,,)(,,,  muss 
nun noch die Information aus den variablen Losgrößen einfließen. Dazu wird eine Erwei-
terung hinzugefügt:  
( ) ( )( ) ( )
( ){ }21
,,)(,,,
FFji
bSPRStGRtPSRPRDbSB MK
→→ , 
dabei wird durch  eine mögliche Einstellung für die Losgröße festgelegt, wobei i 
den Mengen der verbrauchten Materialien entspricht und j den Mengen der produzierten. 
Existieren mehrere Materialien, so sind diese durch ‚;’ voneinander getrennt in der glei-
chen Reihenfolge, in der sie beim Modus auftauchen. Die Bedingung F
( ji → )
1 definiert die Lis-
te aller möglichen Einstellungen der Losgröße und zusammen mit Bedingung F2 die an-
fangs vorgegebene Einstellung. Ein ‚*’ vor den Materialien B und P weist auf die variab-
le Losgröße hin. 
 
3.2.6.2 Planung 
Zu beachten ist nun, dass nicht mehr alle Aktivitäten der Konfiguration geplant werden 
müssen. Aus der vorliegenden Bestellmenge wird ersichtlich, wie viele Zwischenproduk-
te zur Herstellung der Endprodukte benötigt werden. 
Die folgenden Schritte werden ergänzt bzw. neu hinzugefügt: 
1.:  Die Prüfung, ob eine Aktivität Aik planbar ist, wird mit der anfänglichen Einstellung 
für die Losgröße aller Modi der Aktivität durchgeführt. Auf die Planung der Aktivität 
kann verzichtet werden, falls die durch Aik hergestellten Zwischen- bzw. Endproduk-
te bereits in ausreichender Menge vorhanden sind. 
Zwischen Schritt 4 und Schritt 5 werden die Losgrößen angepasst: 
4b: Es wird versucht, die Losgröße aller Modi der Aktivität zu erhöhen, ohne dabei die 
vorgegebenen Startzeitpunkte zu verändern. Dazu werden für jeden Modus aus der 
Liste aller Einstellungen diejenigen in eine Liste aus möglichen Einstellungen ko-
piert, die zu dem bestimmten Startzeitpunkt möglich sind. Ob eine Einstellung mög-
lich ist, hängt von den Losgrößen der einzelnen Produkte und den freien bzw. beleg-
ten Kapazitäten der zugehörigen Silos ab. Die Liste der möglichen Einstellungen ist 
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niemals leer, da sie immer die anfängliche Einstellung des Modus enthält. Aus der 
Liste der möglichen Einstellungen wird nun diejenige ausgewählt, die am ehesten 
den noch zu produzierenden Mengen der Produkte entspricht. Sind Boutj die benötig-
ten Mengen der Produkte, dann wird die Einstellung mit minimalem f ausgewählt, 
wobei ∑ −=
j
j
out
j
out MBf  
 
9.2.2 Modellierung 
 
a) Produkte: 
Es existieren 9 lagerfähige, 4 nicht lagerfähige Zwischenprodukte und 5 Endprodukte. 
 
b) Ressourcen: 
Es werden 9 Primärressourcen für die Produktion und 14 Silos für die Lagerung der Zwischen- 
und Endprodukte benötigt. Bei den Silos wird die maximale Kapazität auf 200% der vorhande-
nen eingestellt. Das Einhalten der durch die Aufgabenstellung vorgegebenen Kapazität wird 
durch eine weiche Grenze im Silo realisiert. In der Kostenfunktion wird die Nebenbedingung der 
weichen Silogrenzen mit einem Faktor 10 gewichtet.  
 
c) Aktivitäten: 
Es werden 14 verschiedene Aktivitäten definiert (Anhang E.1). Aus diesen Schablonen werden 
später bei der Umsetzung der Produktionsaufträge die zu planenden Aktivitäten erzeugt.  
Produkt P74 kann auf zwei verschiedene Arten hergestellt werden. Bei der ersten Aktivität A74 
wird die Stufe 7 von einer Maschine der Stufe 6 befüllt. Die maximale Menge des Produkts liegt 
dann bei 7 Einheiten. Bei der zweiten Aktivität A74b wird Stufe 7 von beiden Primärressourcen 
R6a, R6b befüllt. Es ist damit möglich P74 mit einer erhöhten Losgröße zu planen. Es können nun 
12 Einheiten P74 produziert werden. Bei der folgenden Planung kann zwischen den beiden Vari-
anten während der Planung getauscht werden, falls von beiden Varianten genügend Aktivitäten 
aus den Produktionsaufträgen für die benötigten Produkte erzeugt werden. 
 
d) Produktionsauftrag: 
Es existiert eine Liste an Bestellmengen für die Endprodukte P71, P72, P73, P74, P75. Diese wird in 
Aktivitäten umgesetzt. Da die Losgrößen nicht festgelegt sind, müssen genug Aktivitäten erzeugt 
werden, um die benötigten Mengen mit minimaler Losgröße pro Aktivität herstellen zu können. 
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9.3 Ergebnisse 
 
Ein Vergleich mit anderen Verfahren ist nicht bei allen Aufgaben und Kombinationen aus den 
Initialzuständen (I1 – I3) und den Bestellmengen (B0 – B23) möglich. Es ist darauf zu achten, dass 
die Rüstzeiten in [9.3] und [9.7] anders definiert sind als in Aufgabe 2 und 4 aus [9.1],[9.2]. Ein 
Vergleich mit den angegebenen Verfahren in [9.3] und [9.7] machte daher eine Anpassung der 
Rüstzeiten erforderlich (-> Aufgabe (4b)). 
 
Der SA Ansatz wird in allen Aufgabenstellungen angewendet. Zusätzlich werden die Ergebnisse 
der Aufgabe (3) und Aufgabe (4b) mit Initialzuständen I3 denen der Verfahren LPH (LP-
Heuristiken) aus [9.3], und dem Verfahren B+BS (Batching+BatchScheduling) aus [9.7] gegen-
übergestellt.  
 
Die für jeweils 100000 Sweeps des Verfahrens SA benötigte Rechenzeit (PC Pentium mit 650MHz) 
ist für jede Aufgabenstellung in Tabelle 9.8 zu sehen. Die Rechenzeiten aus der Literatur für die 
einzelnen Verfahren sind aufgrund der unterschiedlichen Rechner nicht direkt miteinander ver-
gleichbar. Der Vollständigkeit halber wurden sie jedoch angegeben (Tabelle 9.4, Tabelle 9.6, Ta-
belle 9.7). 
 
9.3.1 Ergebnisse verschiedener Verfahren aus der Literatur 
In [9.3] werden verschiedene LP-Heuristiken vorgestellt. Die Heuristiken werden durch Hinzufügen 
eines anschließenden Verbesserungsverfahrens erweitert. Im Folgenden werden immer nur die Er-
gebnisse der Zeitrasterheuristik (TGB – time grid based heuristic) angegeben, da diese die besten 
Ergebnisse erzielte. Ergebnisse zu den verschiedenen LP-Heuristiken sind noch in [9.4], [9.5] und 
[9.6] gegeben. Jedoch ist zu beachten, dass die Definition der Rüstzeiten in [9.4] nicht mit derjeni-
gen aus [9.3] übereinstimmt. Für TGB gilt ein Zeitlimit von 3600 Sekunden (PC Pentium II mit 
266MHz). Für die maximale Anzahl der Knoten ist 50000 vorgegeben. 
In [9.7] wird das Westenberger-Kallrath Problem unterteilt in ein Batching- und ein Batch-
Scheduling-Problem. Das Batching-Problem wird mit Hilfe einer linearen Formulierung und 
CPLEX 6.0 gelöst. Dabei wurden für Aufgabe 3 aus [9.1],[9.2] mit Rüstzeiten (entspricht Aufgabe 
(4) mit I2 und B0) nur 4 Sekunden (PC Pentium mit 800MHz) für eine optimale Lösung benötigt. 
Das folgende Batch-Scheduling-Problem wird mit einem Branch&Bound Algorithmus bearbeitet. 
Für Aufgabenstellung 3 aus [9.1],[9.2] mit Rüstzeiten (entspricht Aufgabe (4) mit I2 und B0) konnte 
in 56 Sekunden (PC Pentium mit 800MHz) eine zulässige Lösung mit einer Durchlaufzeit von 88 
Zeiteinheiten (entspricht 3168 Minuten; 1 Zeiteinheit=36 Minuten) gefunden werden. Insgesamt 
wurde zum Auffinden der Lösung somit nur 1 Minute Rechenzeit benötigt. Dies ist die bis dahin 
beste bekannte Lösung: ‚best known thus far for the WK example’ [9.7].  
Zusätzlich sind noch Ergebnisse gegeben, die Aufgabe (3) mit I3 mit B1–B22 und Aufgabe (4b) mit 
I3 mit B1–B22 entsprechen. Diese Ergebnisse werden noch dem besten Verfahren (TGB) aus [9.3] 
gegenübergestellt. Als Zeitlimit wird bei B+BS generell 60 Sekunden (PC Pentium mit 800MHz) 
vorgegeben. Bessere Ergebnisse für dieses Planungsverfahren sind in [9.8] gegeben. 
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Im Folgenden werden die Ergebnisse für die Aufgaben (3) (Tabelle 9.3) und (4b) (Tabelle 9.5) mit 
I3 und den Bestellmengen B1–B22 für die Verfahren TGB und B+BS tabellarisch zusammengestellt. 
Bei TGB wird weiterhin zwischen der ‚reinen’ Heuristik und der Kombination mit einem anschlie-
ßenden Verbesserungsverfahrens unterschieden. Es existiert in der angegebenen Literatur nur ein 
Ergebnis zur Aufgabe (4) (Tabelle 9.7) mit I2 und der Bestellmenge B0. 
Die Durchlaufzeit wird immer in Minuten angegeben. In den zitierten Veröffentlichungen wird eine 
andere Zeiteinheit gewählt. Diese entspricht 36 Minuten (z.B. 88 = 3168 Minuten). 
Die benötigten Rechenzeiten sind in Sekunden angegeben und befinden sich in Tabelle 9.4 (Aufga-
be (3)), Tabelle 9.6 (Aufgabe (4b)) und Tabelle 9.7 (Aufgabe (4)). Diese beziehen sich auf Simula-
tionen auf einem PC Pentium mit 266MHz (TGB) und einem PC Pentium mit 800MHz (B+BS). 
Für Aufgabe (3) sind die Rechenzeiten für TGB [9.6] entnommen. Für diese Aufgabe sind leider 
keine Rechenzeiten für B+BS gegeben. Die Rechenzeiten für das Verbesserungsverfahren für TGB 
Aufgabe (4b) sind ebenfalls nicht gegeben ([9.3]).  
Zusätzlich zu den Ergebnissen der Verfahren sind teilweise Ergebnisse angegeben, für die bewiesen 
werden konnte, dass sie optimal sind ([9.3]). Sind keine optimalen Ergebnisse bekannt, so werden 
die bisher besten Ergebnisse aus [9.3] angegeben. 
 
H VV H VV
B1 1008# 1080 1080 1080 B12 1296# 1512 1512 1440
B2 1080# 1224 1224 1260 B13 1404 1692 1620 1656
B3 1080# 1224 1224 1224 B14 1404 1728 1656 1728
B4 1008# 1260 1188 1188 B15 2268 2808 2592 2592
B5 1008# 1224 1080 1152 B16 1872 2088 1944 2232
B6 1260# 1476 1404 1512 B17 2124 2556 2268 2484
B7 1080# 1260 1188 1296 B18 2088 2592 2448 2628
B8 1080# 1296 1152 1296 B19 2916 3600 3600 3312
B9 1332# 1584 1512 1620 B20 2304 2520 2520 2664
B10 1368 1476 1476 1512 B21 2592 2952 2844 3060
B11 1620 1728 1692 1908 B22 2556 3168 2952 3168
Bestell
menge
beste
# opt
B+BSTGB Bestell
menge
beste
# opt
TGB B+BS
 
Tabelle 9.3:  Ergebnisse der Verfahren TGB und B+BS für Aufgabe (3), I3 und B1-B22. Bei TGB sind zusätzlich zu 
den Ergebnissen der ‚reinen’ Heuristik (H) noch jene angegeben, die durch Hinzufügen eines Verbesse-
rungsverfahrens (VV) erhalten wurden. Die Spalte (beste / # opt) zeigt die besten bekannten Ergebnisse 
aus [9.3]. Sind optimale Werte bewiesen worden, so wird dies durch (#) gekennzeichnet. Die Ergebnisse 
sind immer in der Zeiteinheit Minuten zu sehen. 
 
H VV
B1-B10 87.28 0.34
B11-B14 589.29 0.63
B15-B18 1418.71 2.47
B19-B22 3141.47 913.67
TGBBestell
menge
 
Tabelle 9.4:  Benötigte Rechenzeit (PC Pentium II mit 266MHz) in Sekunden für TGB (H) und das Verbesserungsver-
fahren (VV) für die Lösung der Aufgabe (3), I3 mit B1–B22. Die Rechenzeiten sind dabei Mittelwerte der 
in Paketen zusammengefassten Bestellmengen (aus [9.6]). 
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H VV H VV
B1 1296 1512 1512 1296 B12 1872 2160 1944 1872
B2 1368 1512 1512 1368 B13 2196 2340 2196 1800
B3 1368 1512 1512 1368 B14 2376 2376 2376 2052
B4 1368 1728 1728 1404 B15 4032 5328 4104
B5 1296 1584 1512 1476 B16 2736 4464 2880
B6 1728 1728 1728 1548 B17 3168 4032 3276
B7 1512 1944 1800 1368 B18 3168 4464 3276
B8 1512 1728 1728 1404 B19 7488 7488 4860
B9 1944 1944 1944 1908 B20 6624 6624 3600
B10 2016 2160 2016 1800 B21 4464 6624 4032
B11 2376 2448 2376 2376 B22 6192 7704 4824
B+BSBestell
menge
TGBbeste Bestell
menge
beste
# opt
TGB B+BS
 
Tabelle 9.5:  Ergebnisse der Verfahren TGB und B+BS für Aufgabe (4b), I3 und B1-B22. Bei TGB sind zusätzlich zu 
den Ergebnissen der ‚reinen’ Heuristik (H) noch jene angegeben, die durch Hinzufügen eines Verbesse-
rungsverfahrens (VV) erhalten wurden. Die Spalte (beste) zeigt die besten bekannten Ergebnisse aus 
[9.3]. Die Ergebnisse sind immer in der Zeiteinheit Minuten zu sehen. 
 
B1-B10 ~1500 45.3
B11-B14 ~2700 60
B15-B18 ~3600 60
B19-B22 ~3600 60
Bestell
menge
TGB - H B+BS
 
Tabelle 9.6:  Benötigte Rechenzeit in Sekunden für TGB (PC Pentium II mit 266MHz) und B+BS (PC Pentium mit 
800MHz) für die Lösung der Aufgabe (4b), I3 mit B1–B22. Die Rechenzeiten sind dabei Mittelwerte der in 
Paketen zusammengefassten Bestellmengen. 
 
B0 3168 60
Bestell
menge
B+BS Zeit
 
Tabelle 9.7:  Ergebnis des Verfahrens B+BS für Aufgabe (4), I2 und B0. Benötigte Rechenzeit (Zeit) in Sekunden für 
B+BS (PC Pentium mit 800MHz). 
 
 
9.3.2 Ergebnisse des Verfahrens SA 
In den Tabellen im Anhang E.2 sind die durchschnittlichen Durchlaufzeiten und deren Standard-
abweichung von jeweils 10 Simulationen des Verfahrens SA mit den beiden Strategien S1 und S2 
für die verschiedenen Aufgabenstellungen (Aufgabe, Bestellmenge und Initialzustand der Silos) für 
verschiedene Anzahl Sweeps pro Temperaturschritt zu sehen. Die besten Ergebnisse werden in Ta-
belle 9.8 zusammengefasst. Die für 100000 Sweeps aufgewendeten Rechenzeiten für jede Aufga-
benstellung finden sich in Tabelle 9.9, gemessen auf einem Pentium mit 650 MHz.  
Die beiden Strategien S1 und S2 unterscheiden sich dabei in der Losgröße auf der zweiten Produkti-
onsstufe. Während bei Strategie S1 mit einer minimalen Losgröße 10 gearbeitet wird, ist die mini-
male Losgröße bei Strategie S2 20. Dies führt dazu, dass die Produktion auf Stufe 2 bei S2 evtl. 
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etwas verzögert wird, um dann jedoch umso mehr Material P21 und/oder P22 zur Verfügung zu ha-
ben. 
Bei SA wird jeweils das gleiche logarithmische Abkühlschema für die Simulation vorgegeben. Die 
Temperatur wird bei der Simulation jeder Instanz von einem Startwert 2000 in 200 Schritten mit 
einem α-Faktor von 0.98 gesenkt. Es werden Simulationen für verschiedene Anzahl Sweeps pro 
Temperaturschritt durchgeführt (20, 100 und 1000). Bei den Moves werden die folgenden mit je-
weils gleicher Auswahlwahrscheinlichkeit verwendet: Push1, Swap, Lin2Opt, Change, PushChan-
ge, Swap&Change, SwapSameResource und Lin2OptSameResource. 
Als Ergebnis zählt bei den Aufgabenstellungen immer nur die Durchlaufzeit. Jedoch werden bei 
Aufgabenstellungen mit Rüstzeiten diese zur Bewertung herangezogen, da sie die Durchlaufzeit 
beeinflussen. In der gewichteten Summe für die Energieberechnung werden die Gewichte 5 für die 
Durchlaufzeit und 1 für die Summe der Rüstzeiten verwendet. 
 
(4b)
I1 I2 I3 I1 I2 I3 I1 I2 I3 I1 I2 I3 I3
B0 2376 1944 2016 2592 2304 2304 2376 2016 2088 2772 2376 2448 2556
B1 1296 1008 1008 1476 1080 1188 1296 1008 1008 1476 1080 1188 1296
B2 1296 1008 1008 1476 1080 1188 1368 1008 1080 1512 1188 1224 1296
B3 1296 1008 1008 1440 1080 1188 1368 1008 1080 1476 1188 1224 1296
B4 1296 972 1008 1512 1116 1152 1296 972 1008 1548 1116 1152 1224
B5 1296 1008 1008 1440 1224 1152 1296 1008 1008 1440 1224 1152 1224
B6 1584 1224 1296 1890 1530 1548 1656 1224 1368 1926 1530 1566 1620
B7 1296 972 1008 1512 1116 1224 1368 1008 1080 1566 1152 1260 1296
B8 1296 972 1008 1458 1116 1224 1368 1008 1080 1530 1152 1224 1332
B9 1584 1224 1296 1890 1530 1548 1656 1224 1368 1944 1530 1584 1584
B10 1584 1224 1368 1962 1548 1548 1656 1296 1368 1944 1548 1548 1692
B11 1800 1440 1512 2088 1728 1728 1872 1476 1584 2160 1728 1728 1872
B12 1512 1224 1224 1692 1404 1404 1584 1224 1296 1764 1404 1440 1512
B13 1584 1296 1296 1908 1512 1584 1728 1296 1368 1998 1512 1584 1728
B14 1872 1440 1584 2088 1692 1764 1908 1440 1584 2160 1728 1836 2016
B15 2376 2052 2160 2808 2448 2484 2592 2124 2232 2916 2484 2556 2700
B16 2160 1872 1944 2448 2160 2160 2232 1872 1944 2448 2160 2196 2304
B17 2232 1872 1872 2592 2232 2232 2268 1872 2016 2664 2304 2322 2520
B18 2268 1908 1980 2628 2304 2304 2376 1944 2052 2736 2340 2394 2592
B19 3168 2700 2736 3582 3204 3276 3204 2772 2772 3798 3294 3276 3744
B20 2592 2304 2304 2880 2592 2592 2592 2304 2304 2844 2484 2592 2700
B21 2520 2160 2232 3096 2520 2610 2592 2160 2304 3096 2592 2718 2952
B22 2520 2232 2376 3096 2628 2808 2736 2268 2448 3240 2844 2844 3060
B23 5976 5544 5472 7470 7038 6786 6300 5724 6012 7650 7182 7056 8604
Bestell
menge
(1) (2) (3) (4)
 
Tabelle 9.8:  Zu sehen sind die besten Durchlaufzeiten für die verschiedenen Aufgabenstellungen (Aufgabe, Bestell-
mengen, Initialzustand der Silos), die mit dem Verfahren SA und den beiden Strategien innerhalb der Re-
chenzeitgrenze erhalten wurden. 
 
Meist konnte die beste gefundene Lösung bereits bei kleinen (100 Sweeps pro Temperaturschritt) 
oder sehr kleinen Rechenzeiten gefunden werden. Nur bei den Aufgaben mit größeren Bestellmen-
gen war eine Erhöhung der Anzahl Sweeps auf 1000 pro Temperaturschritt erforderlich. Es zeigt 
sich, dass die Planung zum frühest möglichen Startzeitpunkt (Strategie S1) fast immer schlechtere 
Ergebnisse erzielt als eine Planung, bei der der Startzeitpunkt auf Produktionsstufe 2 absichtlich 
verzögert wird, um mit maximaler Losgröße zu arbeiten (Strategie S2). Die beiden Strategien lie-
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fern für I2 die gleichen Ergebnisse, da hier bereits zu Beginn auf Stufe 2 mit maximaler Losgröße 
gearbeitet werden kann. 
 
(1) (2) (3) (4),(4b) (1) (2) (3) (4),(4b)
B0 240 257 355 401 B12 69 75 98 103
B1 31 34 37 42 B13 84 88 117 130
B2 38 41 59 63 B14 74 81 113 123
B3 47 50 72 73 B15 191 210 295 330
B4 37 39 46 48 B16 140 141 191 223
B5 51 53 63 67 B17 147 157 219 239
B6 53 54 77 79 B18 150 166 242 260
B7 44 46 67 71 B19 350 397 586 627
B8 56 57 79 81 B20 245 277 345 367
B9 65 71 126 127 B21 270 283 404 437
B10 60 61 84 89 B22 235 263 401 420
B11 105 108 163 177 B23 1820 1921 2703 2720
Aufgabe AufgabeBestell
menge
Bestell
menge
 
Tabelle 9.9:  Benötigte Rechenzeit (PC Pentium mit 650MHz) in Sekunden für 100000 Sweeps mit dem Verfahren SA 
für die verschiedenen Aufgaben und Bestellmengen. Eine typische Simulation mit 200 Temperaturschrit-
ten und jeweils 1000 Sweeps benötigt also z.B. für Aufgabe (1) und Bestellmenge B0 480 Sekunden. 
 
 
9.3.3 Gegenüberstellung der Ergebnisse der verschiedenen 
Verfahren 
 
Aufgabe (3) mit I3: 
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Abbildung 9.3:  Zu sehen sind die jeweils besten Durchlaufzeiten aus den Literaturergebnissen und den beiden Strate-
gien bei der Planung mit SA. 
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Von den 10 bewiesenen Optima konnten 8 erreicht werden, jedoch nicht immer mit beiden Strate-
gien gleichzeitig. Meist wurde dieses Optimum dann bei geringer Rechenzeit (20 Sweeps pro Tem-
peraturschritt) in allen Simulationen gefunden. Bei den restlichen 12 besten bekannten Ergebnissen 
konnten 2 erreicht und 8 verbessert werden (vgl. Abbildung 9.3). Die Verfahren aus der Literatur 
benötigten jedoch überwiegend erheblich mehr Rechenzeit, um diese besten bekannten (optimalen) 
Ergebnisse zu finden. 
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Abbildung 9.4:  Zu sehen sind die jeweils besten Durchlaufzeiten aus der Literatur für die Verfahren TGB-VV und 
B+BS (bei begrenzter Rechenzeit) und die durchschnittlichen Durchlaufzeiten des Verfahrens SA mit 
Strategie S1 mit 20 und 1000 Sweeps pro Temperaturschritt. 
 
Im Vergleich zu den Ergebnissen der Verfahren aus der Literatur mit begrenzter Rechenzeit (vgl. 
Abbildung 9.4) schneidet SA erheblich besser ab. Bereits bei den kleinsten Rechenzeiten (20 
Sweeps pro Temperaturschritt, entspricht 2 bis 24 Sekunden) erzielt SA mit Strategie S1 in 20 der 
22 Fälle ein besseres durchschnittliches Ergebnis als die beiden Verfahren aus der Literatur, mit 
Strategie S2 in 19 Fällen. Eine Erhöhung der Rechenzeit verbessert die Durchlaufzeiten vor allem 
bei großen Bestellmengen zum Teil erheblich. 
 
 
Aufgabe (4) mit I2: 
 
B0 3168 2736,0 2419,2 2376
SA-bestBestell
menge
B+BS SA-20 SA-1000
 
Tabelle 9.10:  Zu sehen ist ein Vergleich der Durchlaufzeiten der Verfahren SA und B+BS. Bei SA ist die durch-
schnittliche Durchlaufzeit bei 20 und 1000 Sweeps pro Temperaturschritt und die beste gefundene 
Durchlaufzeit gegeben. 
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Bereits bei kleinen Rechenzeiten (20 Sweeps pro Temperaturschritt; entspricht 16 Sekunden Re-
chenzeit auf einem PC Pentium mit 650MHz) ist die durchschnittliche Durchlaufzeit deutlich besser 
als die in [9.8] gegebene beste Durchlaufzeit (bei 60 Sekunden mit 800MHz) (Tabelle 9.10). 
In Abbildung 9.5 ist die für diese Aufgabenstellung beste bekannte Lösung gegeben. Diese wurde 
durch die Vorgehensweise aus Kapitel 9.3.4 erzielt. 
 
 
Abbildung 9.5:  Zu sehen ist die beste Lösung für Aufgabe (4) mit Initialzuständen der Silos I2 mit einer Durchlaufzeit 
von 2232 Minuten.  
 
 
Aufgabe (4b) mit I3: 
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Abbildung 9.6:  Zu sehen sind die jeweils besten Durchlaufzeiten aus den Literaturergebnissen und den beiden Strate-
gien bei der Planung mit SA. 
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Hier zeigt sich ein noch viel deutlicheres Ergebnis (vgl. Abbildung 9.6). Nur in 2 Fällen erhält SA 
die gleiche beste Durchlaufzeit, in allen anderen Fällen (20) schneidet SA besser ab.  
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Abbildung 9.7:  Abgebildet sind die jeweils besten Durchlaufzeiten aus der Literatur für die Verfahren TGB-VV und 
B+BS (bei begrenzter Rechenzeit) und die durchschnittlichen Durchlaufzeiten des Verfahrens SA mit 
Strategie S2 mit 20 und 1000 Sweeps pro Temperaturschritt. 
 
Im Vergleich der besten Ergebnisse für die beiden Verfahren aus der Literatur zeigt sich, dass die 
durchschnittlichen Durchlaufzeiten von SA mit Strategie S2 bereits bei kleinen Rechenzeiten (20 
Sweeps pro Temperaturschritt) meist deutlich besser sind als von TGB-VV. Im Vergleich zu den 
besten Durchlaufzeiten von B+BS erreicht SA bei kurzen Rechenzeiten in 18 Fällen kürzere durch-
schnittliche Durchlaufzeiten, bei längeren Rechenzeiten in 19 Fällen (vgl. Abbildung 9.7). 
 
 
9.3.4 Vergleich der Ergebnisse bei fixierter Losgröße  
In Tabelle 9.11 sind die besten Ergebnisse aus der Optimierung mit Strategie S2 mit 1000 Sweeps 
pro Temperaturschritt auf ‚vereinfachten’ Problemstellungen gegeben. Die Vereinfachung bezieht 
sich auf Produktionsstufe 1. Das Silo für P11 ist hier ohne Kapazitätsbeschränkung. Die Aktivitäten, 
die P11 herstellen, werden fixiert, so dass Produkt P11 stufenweise zur Verfügung steht, ohne dass 
die Aktivitäten der Produktionsstufe geplant werden müssen. Die so erzeugten Produktionspläne 
verletzen meist die Kapazitätsbeschränkung des Silos S11 und sind deshalb nicht gültig. Sie können 
jedoch immer in gültige Produktionspläne umgesetzt werden, falls die Aktivitäten der Produktions-
stufe 1 nach der Optimierung zeitlich verzögert werden. Es konnten so einige der besten Ergebnisse 
weiter verbessert werden. Im vorhergehenden Kapitel wurden diese Ergebnisse jedoch nicht zu ei-
nem Vergleich herangezogen.  
Meist ergaben sich die Verbesserungen bei den größeren Instanzen. Bei diesen Instanzen ist die 
Standardabweichung sehr groß und die Rechenzeit reicht nicht aus, um sehr nah ans Optimum zu 
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gelangen. Die Vereinfachung bei der Planung führt zu einem kleineren Suchraum, wodurch die Er-
gebnisse bei begrenzter Rechenzeit durchaus verbessert werden können.  
 
(4b)
I1 I2 I3 I1 I2 I3 I1 I2 I3 I1 I2 I3 I3
B0 2268 1944 2016 2556 2268 2232 2376 1944 2088 2700 2232 2358 2412
B1 1296 1008 1008 1440 1080 1188 1296 1008 1008 1476 1080 1188 1296
B2 1296 1008 1008 1476 1080 1188 1368 1008 1080 1512 1188 1224 1296
B3 1296 1008 1008 1440 1080 1188 1368 1008 1080 1476 1188 1224 1296
B4 1296 972 1008 1512 1116 1152 1296 972 1008 1548 1116 1152 1224
B5 1296 972 1008 1440 1080 1152 1296 972 1008 1440 1080 1152 1224
B6 1584 1224 1296 1890 1530 1548 1656 1224 1368 1926 1530 1566 1620
B7 1296 972 1008 1512 1116 1224 1368 1008 1080 1566 1152 1260 1296
B8 1296 972 1008 1458 1116 1224 1368 1008 1080 1530 1152 1224 1296
B9 1584 1224 1296 1890 1530 1548 1656 1224 1368 1944 1530 1584 1584
B10 1584 1224 1368 1962 1548 1548 1656 1296 1368 1944 1548 1548 1692
B11 1800 1440 1512 2088 1728 1728 1872 1476 1584 2160 1728 1728 1872
B12 1512 1224 1224 1692 1404 1404 1584 1224 1296 1764 1404 1440 1512
B13 1584 1296 1296 1872 1512 1584 1656 1296 1368 1908 1512 1584 1656
B14 1692 1368 1404 1980 1620 1656 1728 1368 1440 2070 1620 1710 1764
B15 2376 2052 2160 2808 2448 2484 2592 2124 2232 2916 2484 2556 2700
B16 2160 1872 1872 2340 2088 2052 2232 1872 1944 2448 2088 2160 2268
B17 2232 1872 1872 2520 2232 2232 2268 1872 2016 2664 2304 2304 2520
B18 2232 1872 1908 2556 2196 2196 2268 1872 2016 2664 2232 2268 2448
B19 3132 2700 2736 3564 3204 3222 3204 2772 2772 3708 3294 3222 3564
B20 2592 2304 2304 2772 2484 2484 2592 2304 2304 2772 2484 2484 2592
B21 2520 2160 2232 2916 2520 2610 2592 2160 2304 3024 2592 2718 2952
B22 2520 2232 2376 3096 2628 2808 2736 2268 2448 3240 2844 2844 3060
B23 5760 5328 5472 6642 6372 6372 5760 5364 5472 6840 6372 6660 7308
Bestell
menge
(1) (2) (3) (4)
 
Tabelle 9.11:  Bei einer vereinfachten Planung der Problemstellung, die auf die Planung der Produktionsstufe 1 ver-
zichtet, allerdings eine ‚Reparatur’ des ungültigen optimierten Produktionsplans erforderte, wurden ei-
nige Ergebnisse noch verbessert. Diese sind hervorgehoben. 
 
Im Folgenden soll nun die Losgröße für alle Produkte festgelegt werden. Dazu wird bei den Pro-
dukten P71, P72, P73, P74, P75, P42, P43, P44, P31 mit einer Losgröße von 10 gearbeitet. Bei P74 muss 
deshalb die 2. Variante verwendet werden, bei der R6a und R6b die Produktionsstufe 7 befüllen. Die 
Produktion von P31 verbraucht immer 10 P22, erstellt jedoch je nach Aufgabenstellung 10 P≤ 31. Die 
Produkte P61, P63 werden mit 5 Einheiten geplant. Die Losgröße auf Produktionsstufe 2 wird auf 20 
festgelegt. Die Aufteilung in P21 und P22 wird dabei am Anfang je nach Bedarf der beiden Produkte 
fixiert. Die Produktion von P11 wird wieder fixiert und nach der Planung repariert. Die bei jeweils 
10 Simulationen gefundenen besten Ergebnisse sind in Tabelle 9.12 zu sehen. 
Trotz Fixierung der Losgröße während der Planung konnten bei manchen Instanzen Lösungen ge-
funden werden, die den besten bisherigen entsprechen. Die restliche Lösungen waren allerdings alle 
von schlechterer Qualität. Es fällt auf, dass die meisten der gleich guten Lösungen bei Problemstel-
lungen mit einem anfänglichen Füllstand der Silos >0 gefunden wurden. 
Der Grund für die relativ guten Lösungen liegt in der richtigen Wahl der Losgrößen. So scheint es 
bei den erfolgreich gelösten Instanzen richtig zu sein, die Lösgrößen auf ein Vielfaches von 5 fest-
zusetzen. Dadurch wird das Material gleichmäßig durch die Produktionsstufen geschleust und die 
Lagerkapazitäten beachtet. Meist stellt Produktionsstufe 2 das Problem bei der Planung dar. Es 
160  9 Der Westenberger-Kallrath-Benchmark 
scheint hier nicht sinnvoll, eine feste Aufteilung der Produkte P21 und P22 zu wählen. Bei den Auf-
gabestellungen 3 und 4 und den Bestellmengen 1, 4, 5 erzeugen beide Verfahren (fixierte Losgröße 
und variabel geplante) Lose mit jeweils 10 P21 und 10 P22. Daher auch die gleichen Resultate. Ge-
füllte Lager können eine nicht optimal eingestellte Losgröße bei kleinen Instanzen ausgleichen, da 
die gelagerten Produkte P21 und P22 ausreichen, um die weiterverarbeitenden Schritte zu beginnen. 
Die so gewonnene Zeit reicht aus, um genügend Produkte P21 und P22 herzustellen, ohne dabei auf 
die Nachfolgerstufe achten zu müssen. 
Insgesamt gesehen haben die mit einer festen Losgröße erzielten Ergebnisse jedoch durchschnittlich 
eine um 3,3% längere Durchlaufzeit bei den jeweils besten Lösungen. 
 
(4b)
I1 I2 I3 I1 I2 I3 I1 I2 I3 I1 I2 I3 I3
B0 2340 2052 2016 2628 2322 2304 2448 2016 2088 2736 2340 2448 2520
B1 1296 1008 1008 1476 1080 1188 1296 1008 1008 1476 1080 1188 1296
B2 1368 1008 1080 1548 1188 1224 1440 1008 1152 1620 1188 1332 1368
B3 1368 1008 1080 1548 1188 1188 1440 1008 1152 1620 1188 1332 1332
B4 1368 972 1008 1548 1170 1152 1296 972 1008 1548 1170 1152 1224
B5 1368 972 1008 1548 1080 1152 1296 972 1008 1440 1080 1152 1224
B6 1584 1224 1296 1908 1548 1548 1728 1224 1440 2052 1548 1656 1728
B7 1368 972 1008 1512 1170 1224 1440 1008 1080 1656 1152 1260 1296
B8 1368 972 1008 1512 1116 1224 1440 1008 1080 1602 1152 1224 1296
B9 1584 1224 1296 1908 1548 1548 1728 1224 1440 2052 1548 1656 1728
B10 1728 1440 1404 1962 1710 1638 1836 1404 1440 2106 1854 1656 1764
B11 1944 1620 1620 2178 1944 1854 2052 1584 1656 2322 1836 1872 1980
B12 1584 1224 1296 1800 1404 1440 1656 1224 1368 1836 1404 1548 1656
B13 1656 1296 1368 1872 1584 1584 1728 1296 1440 2016 1512 1656 1728
B14 1728 1404 1440 1980 1710 1656 1836 1368 1512 2124 1620 1764 1872
B15 2664 2340 2340 2970 2682 2664 2772 2304 2376 3114 2628 2664 2880
B16 2232 1872 1944 2448 2088 2160 2304 1872 2016 2592 2088 2196 2376
B17 2304 2016 2016 2520 2304 2304 2448 2016 2016 2736 2340 2376 2592
B18 2232 1872 1944 2592 2196 2232 2376 1872 2016 2700 2268 2376 2448
B19 3132 2808 2844 3618 3456 3240 3276 2808 2880 3708 3348 3222 3564
B20 2592 2304 2304 2772 2484 2484 2592 2304 2304 2772 2484 2484 2592
B21 2664 2304 2304 3006 2736 2826 2736 2448 2304 3168 2916 2808 2952
B22 2772 2520 2448 3204 3024 2880 2880 2448 2592 3276 2916 2970 3204
B23 5796 5400 5472 6660 6426 6390 5904 5400 5616 7056 6534 6660 7308
Bestell
menge
(1) (2) (3) (4)
 
Tabelle 9.12:  Die besten Ergebnisse aus jeweils 10 Simulationen für die verschiedenen Aufgabenstellungen. Hier 
wurde mit einer fixierten Losgröße geplant. Die markierten Ergebnisse sind solche, die die gleiche Qua-
lität aufweisen wie die besten aus Tabelle 9.11.  
 
 
9.4 Bearbeitung einer neuen Aufgabenstellung 
 
Es soll nun noch Aufgabe (5) bearbeitet werden. Diese lehnt sich an Aufgabe 5 aus [9.1], [9.2] an. 
Hier ist das Ziel der Optimierung, innerhalb einer vorgegebenen maximalen Produktionszeit einen 
Mix aus Endprodukten mit vorgegebenen Verkaufspreisen zu produzieren und die gesamten Ver-
kaufserlöse zu maximieren. Die Initialzustände der Lager sind vorgegeben (I2). Der in Aufgabe 5 
([9.1], [9.2]) gegebene Einkaufpreis wird hier nicht berücksichtigt.  
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Als maximale Produktionszeit sind 1 Tag (1440 Minuten), 2 Tage (2880 Minuten) und 5 Tage 
(7200 Minuten) gegeben. Die Verkaufspreise sind in Tabelle 9.13 aufgelistet.  
Die Rahmenbedingungen, wie z.B. Rüstzeiten, werden aus den Aufgaben (1) bis (4) übernommen. 
Bei der Bewertung einer Lösung wird nun statt der Durchlaufzeit die gewichtete Summe aller bis 
zum Produktionsende hergestellten Produkte, der Erlös E, herangezogen. Zu beachten sind bei den 
Aufgabenstellungen noch die Rüstzeiten am Ende der Produktion. Diese sollten noch innerhalb der 
gegebenen Produktionszeit durchgeführt werden. 
( ) ( )i
i
i PPPME 7
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wobei  der hergestellten Menge des Produkts  entspricht und  dem Verkaufspreis. 
E muss dabei maximiert werden. 
( iPM 7 ) )iP7 ( iPP 7
 
Produkt P71 P72 P73 P74 P75
Preis 10 10 30 20 15 
Tabelle 9.13: Verkaufspreise der einzelnen Produkte. 
 
Die für die verschiedenen Rahmenbedingungen erzielten Ergebnisse sind in den Tabellen 9.14, 
9.15 und 9.16 gegeben. 
 
Aufgabe Erlös Lösung (P71,P72,P73,P74,P75)
(1) 2500 (0,50,60,10,0)
(2) 2300 (0,50,60,0,0)
(3) 2500 (0,50,60,10,0)
(4) 2300 (0,50,60,0,0)  
Tabelle 9.14: Erlös und Lösung bei den einzelnen Rahmenbedingungen für 1 Tag. 
 
Aufgabe Erlös Lösung (P71,P72,P73,P74,P75)
(1) 5400 (0,120,140,0,0)
(2) 4900 (0,110,120,10,0)
(3) 5400 (0,120,140,0,0)
(4) 4900 (0,110,120,10,0)  
Tabelle 9.15: Erlös und Lösung bei den einzelnen Rahmenbedingungen für 2 Tage. 
 
Aufgabe Erlös Lösung (P71,P72,P73,P74,P75)
(1) 14000 (0,310,360,10,0)
(2) 12700 (0,310,320,0,0)
(3) 14000 (0,310,360,10,0)
(4) 12700 (0,310,320,0,0)  
Tabelle 9.16: Erlös und Lösung bei den einzelnen Rahmenbedingungen für 5 Tage. 
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9.5 Zusammenfassung 
 
Bei der Bearbeitung dieser Problemstellung wurde absichtlich auf ein Anpassen der einzelnen Pa-
rameter des Optimierungsverfahrens auf die einzelnen Aufgabenstellungen verzichtet. Es wird im-
mer das gleiche Abkühlschema für die Temperatur verwendet. Eine Anpassung ist hier nicht unbe-
dingt erforderlich, da sich die Produktionszeiten der einzelnen Produkte nicht verändert haben, son-
dern nur die zu produzierende Mengen. Die Auswahl und die Durchführung der einzelnen Moves 
wurde nicht angeglichen. Es wird aus der Liste der verwendeten Moves jeder mit gleicher Wahr-
scheinlichkeit ausgewählt. Trotz dieser einmal festgelegten Parameter konnten mit SA sehr gute 
Ergebnisse für die einzelnen Aufgabenstellungen erhalten werden, die, soweit vergleichbar, meist 
besser als die in der Literatur angegebenen waren. Eine Verbesserung der Ergebnisse könnte noch 
erreicht werden durch eine Anpassung des Abkühlschemas und der Auswahlwahrscheinlichkeit der 
Moves an jede Aufgabenstellung und Instanz. Unter einer Verbesserung der Ergebnisse ist in die-
sem Zusammenhang ein Erreichen einer kleineren Durchlaufzeit oder einer gleichen Durchlaufzeit 
in einer kürzeren Rechenzeit zu verstehen. 
Die Bestimmung der Losgröße stellt bei diesem Benchmark einen wichtigen Teil bei der Planung 
dar. Im Unterschied zum Verfahren B+BS, bei dem die Losgröße in einem Schritt (batching) für 
alle Lose bestimmt wird und erst in einem zweiten Schritt die Einplanung der Lose zu bestimmten 
Zeitpunkten (BatchScheduling) erfolgt, wird bei SA die endgültige Losgröße erst bei der Planung 
des Loses festgelegt. Es kommt vor, dass sich die Losgrößen verschiedener Lose des gleichen Pro-
dukts unterscheiden. Auch die Aufteilung der Produktion von P21 und P22 bei Stufe 2 ist bei ver-
schiedenen Losen möglicherweise unterschiedlich. Es ist in den Ergebnistabellen deutlich zu sehen, 
dass eine fixierte Losgröße zwar bei einigen Instanzen gleiche Resultate liefert, jedoch insgesamt 
gesehen der variablen Planung unterlegen ist. Die globalere Sicht auf das Optimierungsproblem 
scheint hier, trotz der erschwerten Planung durch zusätzliche Freiheitsgrade, erfolgreicher zu sein 
als eine Trennung der Planungsebenen der Losgrößen und der Maschinenzuordnung mit Zeitpunk-
ten. Trotz der Freiheiten bei der Planung der Losgröße bleibt dennoch die Einschränkung, dass zu-
erst der Startzeitpunkt des Loses mit minimaler Losgröße gesucht und erst danach die Losgröße 
angepasst wird. Mögliche Auswirkungen dieser Einschränkung sind beim Vergleich der beiden 
Strategien S1 und S2 zu sehen. Eine Strategie, die absichtlich den Startzeitpunkt verspätet, um dann 
mit erhöhter Losgröße zu produzieren, ist in gewissen Fällen erfolgreicher als eine Strategie, die 
immer mit der minimalen Losgröße den Startzeitpunkt bestimmt. Somit lässt sich eine Verbesse-
rung des ursprünglichen Verfahrens zur Bestimmung der Startzeitpunkte und Losgrößen finden. 
Eine Möglichkeit wäre es, zusätzlich zum bisherigen Verfahren zu bestimmen, wie lange der Start-
zeitpunkt eines Loses verzögert werden müsste, um mit höherer Losgröße zu produzieren und dann 
für jedes Los einzeln zu entscheiden, ob dieses mit einem verzögerten Startzeitpunkt geplant wird. 
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Kapitel 10  
 
Das Fließbandproblem 
 
 
10.1 Problemstellung 
 
Auf einem Fließband werden Produkte bearbeitet, bei denen die Herstellung in klar definierte 
Schritte unterteilt werden kann, die nacheinander auszuführen sind. Diese Schritte benötigen meist 
ein Vielfaches einer bestimmten Zeiteinheit, der Taktzeit. An jeder Position des Fließbandes, die 
einen bestimmten Produktionsschritt darstellt, muss nun ausreichend Kapazität vorhanden sein, so 
dass im Durchschnitt ein Produkt pro Takt bearbeitet werden kann. Die Produktionsschritte, die bei 
jedem Produkt erforderlich sind, stellen meist kein Problem der Planung dar. Neben diesen existie-
ren jedoch noch solche Produktionsschritte, die nicht bei jedem Produkt nötig sind. Sie integrieren 
z.B. Sonderausstattungen in die Produkte. Die Produktionsschritte für die Sonderausstattungen be-
legen eigene Positionen des Fließbandes. Deren Kapazität ist aus Kostensparmaßnahmen in der 
Regel so ausgelegt, dass sie pro Zeiteinheit (>Taktzeit) eine bestimmte Anzahl an Produkten mit 
den Sonderausstattungen versehen kann. Diese Anzahl ergibt sich aus der durchschnittlichen Aus-
stattung der Produkte mit der Sonderausstattung. Um die Positionen der Sonderausstattungen nicht 
zu überlasten, ist es deshalb erforderlich, die Produkte mit der Sonderausstattung gleichmäßig zu 
verteilen. Neben dieser Gleichverteilung existieren noch weitere Nebenbedingungen für die Son-
derausstattungen, z.B. minimaler Abstand, maximaler Pulk, etc.. Die Nebenbedingungen (Restrikti-
onen) können dabei von unterschiedlicher Priorität sein, so existieren Nebenbedingungen, die in 
einer gültigen Lösung des zugehörigen Produktionsplanungsproblems unbedingt eingehalten wer-
den müssen und solche, bei denen eine möglichst gute Einhaltung erwünscht, aber nicht erforderlich 
ist. Sind sehr viele Nebenbedingungen vorhanden, so existiert womöglich keine Lösung, die alle 
Nebenbedingungen erfüllt.  
Eine solche Fließbandproduktion wird z.B. in der Automobilindustrie verwendet. Bei seiner Bestel-
lung kann ein Kunde aus einer Vielzahl an Sonderausstattungen wählen, so z.B. Klimaanlage, 
Schiebedach, Rechtslenker, etc.. In der Automobilindustrie existieren meist sehr viele Nebenbedin-
gungen unterschiedlicher Priorität, die im Normalfall nicht alle gleichzeitig erfüllt werden können. 
Die Planungsprobleme sind overconstrained. 
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10.2 Modell 
 
Die Darstellung der Lösung erfolgt in dieser Problemstellung mittels einer Konfiguration aus Pro-
dukten. Im Unterschied zur Erstellung des Produktionsplans (Kapitel 3.2.6) müssen hier keine 
Zeitpunkte festgelegt werden. Die Position eines Produkts in der Konfiguration gibt den Takt, und 
damit den Zeitpunkt, an, zu dem das Produkt gestartet wird. Die Definition der Konfiguration (Ka-
pitel 3.2.4) und der Nachbarschaft (Kapitel 3.2.5) kann teilweise übernommen werden. Sie wurde 
bereits in [2.2] verwendet, um car sequencing problems zu bearbeiten. Bei der Optimierung sollen 
die durch eine Kostenfunktion definierten Kosten minimiert werden. Die Kosten ergeben sich dabei 
aus der Verletzung der Nebenbedingungen. 
 
10.2.1 Konfiguration 
Unter einer Konfiguration K  soll im Folgenden eine Sequenz aus Produkten Pi verstanden wer-
den. Für diese Konfiguration werden nun einige Definitionen gegeben: 
• K  gibt die Anzahl der Produkte in der Konfiguration K  an. 
• Jede Konfiguration, die Pi enthält, lässt sich darstellen als 21 KPK i ••  mit zwei möglicher-
weise leeren Konfigurationen 1K  und 2K  ( 01 ≥K , 02 ≥K ). Man spricht von einer lee-
ren Konfiguration K , falls 0=K . 
•  gibt das Produkt an der Position i an, also ( )iK ( )iKPj =  falls jPKK •= 1  und 
11 −= iK . 
• Unter K  versteht man eine gespiegelte Konfiguration: 11 KPPK ii •=• . 
• KK ⊆2  stellt eine Teilkonfiguration von K . Es gilt:  dar 321 KKKK = -
sondere ist 
•• . Insbe
KPi ⊆  , falls 31 KPKK = i •• . 
• Zwei Konfigurationen 31 KPK i •=  und 42 KPK j •=  sind identisch ( 21 KK = ), falls 
sie aus identischen Produkten bestehen, also falls 4321 KKPPKK ji =∧=∧= . 
 
10.2.2 Kostenfunktion 
Die Berechnung der Kosten, die sich aus einer Verletzung einer Nebenbedingungen/Restriktion 
ergeben, kann auf verschiedene Arten erfolgen. So wird in [2.7] und [10.1] eine Restriktionsverlet-
zung linear bestraft, wobei in [2.2] und [10.2] die Restriktionsverletzungen quadratisch bestraft 
werden. 
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Die N Sonderausstattungen werden durch A(i,j) den M Produkten zugeordnet, wobei  
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Mit AG(i,j) wird die Anzahl der gemeinsamen Sonderausstattungen bezeichnet und mit ( )jKN ,  
die Anzahl der Produkte mit der Sonderausstattung j in der Konfiguration K : 
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Die Funktion block(i,j,k) liefert die Länge eines Blocks aus in der Konfiguration benachbarten Pro-
dukten, der bei i startet und dessen Produkte die Sonderausstattung j besitzen (k=1) oder nicht 
(k=0).  
 
ret=0 
while( A(K(i),j) = k & i <= M) {
++i; 
++ret; 
} 
 
 
 
 
 
Der Wert für block(i,j,k) ist in ret gespeichert. 
 
Im Folgenden sind für die einzelnen Nebenbedingungen die Kostenfunktionen gegeben. Die Ge-
wichte GXi der Nebenbedingungen sind in die Kostenfunktionen integriert. Die lineare und quadrati-
sche Version unterscheiden sich hinsichtlich der Potenz α. 
 
• Abstand 
Zwischen zwei Produkten mit einer Sonderausstattung i sollen mindestens Amini Produkte und 
maximal Amaxi ohne diese Sonderausstattung in der Konfiguration geplant sein. Die zugehörigen 
Kostenfunktionen EAmin und EAmax sind durch (10.3) und (10.4) gegeben. 
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• Block 
Es sollen mindestens Bmini und maximal Bmaxi Produkte mit einer Sonderausstattung in der Kon-
figuration benachbart geplant sein. Die zugehörigen Kostenfunktionen EBmin und EBmax sind 
durch (10.5) und (10.6) gegeben. 
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• Menge 
In einem gegebenen Intervall Ii,k sollen minimal Mmini,k und maximal Mmaxi,k Produkte mit einer 
Sonderausstattung i geplant werden. Die zugehörigen Kostenfunktionen EMmin und EMmax sind 
durch (10.7) und (10.8) gegeben. ISi,k ist dabei der Start und IEi,k das Ende des Intervalls. 
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• KausL 
Diese Nebenbedingung stellt eine Erweiterung der Mengenrestriktion dar. Bei der KausL-
Restriktion wird nun erwartet, dass in jedem Intervall der Größe L die Mengenrestriktion der 
Menge Kmini, Kmaxi eingehalten wird. Die zugehörigen Kostenfunktionen EKmin und EKmax sind 
durch (10.9) und (10.10) gegeben. 
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• Gleichverteilung 
Bei der Bestimmung der Gleichverteilung können verschiedene Ansätze gewählt werden. So 
wurde in [2.7] die Gleichverteilung durch eine lineare Kostenfunktion (10.12), bestehend aus 
dem Skalarprodukt D(i,j) (10.11) der Sonderausstattungsvektoren der beiden Endprodukte i und 
j, verwendet. 
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Eine zu den quadratischen Kostenfunktionen (α=2) passende Kostenfunktion für die Gleichver-
teilung wurde z.B. in [10.2] definiert: 
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wobei durch Num(i,j) die Anzahl der Produkte mit der Sonderausstattung i ist, die in den ersten j 
Positionen der Konfiguration geplant sind: 
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Die gesamte Kostenfunktion ergibt sich dann als Summe der gewichteten Kostenfunktionen: 
∑
=
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iEE . (10.15) 
 
Bisher sind die Restriktionen und damit die zugehörigen Kostenfunktionen auf den gesamten Pla-
nungsbereich der Konfiguration gültig. Dies ist jedoch nicht unbedingt erforderlich. So existieren 
womöglich Restriktionen, die z.B. nur in der ersten Produktionsschicht am Montag gelten. In [10.2] 
wurden die Kostenfunktionen bereits auf Teilintervalle der Konfiguration eingeschränkt. 
Ist davon auszugehen, dass die Restriktionen der einzelnen Sonderausstattungen eingehalten werden 
können, so unterscheiden sich die optimalen Lösungen mit den Kosten 0 nicht voneinander. Liegt 
jedoch eine Problemstellung vor, bei der nicht davon auszugehen ist, dass alle Restriktionen erfüllt 
werden können, so führt eine quadratische Definition der Kostenfunktion dazu, dass statt weniger 
großer Restriktionsverletzungen viele kleine in der optimalen Lösung existieren. Bei einer linearen 
Kostenfunktion existiert bzgl. der Kosten kein Unterschied zwischen vielen kleinen Restriktionsver-
letzungen und wenigen großen. Welche der beiden Definitionen der Kostenfunktion verwendet 
wird, hängt also stark von den Bedürfnissen des Anwenders ab. In der Automobilindustrie existie-
ren bei der Produktion meist viele Nebenbedingungen verschiedener Prioritäten, die nicht alle 
gleichzeitig erfüllt werden können. Eine kurzfristige Überlastung der Arbeiter an einer Position des 
Bandes, also eine kleine Restriktionsverletzung, kann durch evtl. vorhandene Puffer zwischen den 
Positionen ausgeglichen werden und ist deshalb erlaubt, wohingegen eine starke Überlastung pro-
duktionstechnisch keinesfalls möglich ist. Die quadratische Definition der Kostenfunktion ist des-
halb die Voraussetzung bei der Suche nach einer möglichst guten Lösung. 
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10.2.3 Nachbarschaft 
Die Nachbarschaft wird mit Hilfe von Operatoren (Moves) definiert, die die Konfiguration verän-
dern. Im Folgenden sind K  und 'K  benachbarte Konfigurationen.  
• Push1 (bzw. Insert): 
K = 321 KKPK i •••  ⇒ 'K = 321 KPKK i •••  
oder 
K = 321 KPKK i •••  ⇒ 'K = 321 KKPK i ••• , 
wobei 
02 >K . 
 
• Swap 
K = 321 KPKPK ji ••••  ⇒ 'K = 321 KPKPK ij •••• , 
wobei 
02 ≥K . 
 
• Lin2Opt 
K = 321 KKK ••  ⇒ 'K = 321 KKK •• , 
wobei 
12 >K . 
 
• Transposition 
K = 21 KPPK ji •••  ⇒ 'K = 21 KPPK ij ••• . 
 
• Random 
Ein Teilbereich der Konfiguration wird zufällig erstellt: 
K = 321 KKK ••  ⇒ 'K = 321 ' KKK •• . 
 
• SwapS 
Es werden 2 Produkte getauscht, die bzgl. ihrer Nebenbedingungen ähnlich, jedoch nicht iden-
tisch sind. Die beiden Produkte i und j unterscheiden sich in mindestens einer Sonderausstattung 
und maximal in 2 ( ( ) 2,1 ≤≤ jiAG ). 
K = 321 KPKPK ji ••••  ⇒ 'K = 321 KPKPK ij •••• . 
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Ähnlich zu der in Kapitel 3.2.5 definierten Nachbarschaft wird hier von jedem Operator gefordert, 
die Konfiguration zu verändern. Die beiden Konfigurationen K  und 'K  dürfen nicht identisch 
sein: 'KK ≠ .  
Die Nachbarschaft besteht somit aus Standardoperatoren für Sequenzierungsprobleme und auf diese 
Problemstellung spezialisierte Operatoren. Die Transposition und der SwapS stellen Spezialisie-
rungen des Swap dar, werden jedoch eigens definiert, da sie sehr effizient durchführbar sind. Bei 
der Berechnung der Kostenfunktion wird meist, bis auf die Bewertung der Initialsequenz, eine loka-
le Berechnung verwendet, wobei nur der Teil der Sequenz neu bewertet wird, der durch den Opera-
tor verändert wurde. Wird also nur ein sehr kleiner Bereich verändert, z.B. verändert die Transposi-
tion nur zwei benachbarte Positionen, oder führt die Anwendung eines Operators nur zu einer Ver-
änderung der Sequenz bzgl. weniger Restriktionen, z.B. bei der Ausführung des SwapS, so ist die 
Bewertung der veränderten Sequenz deutlich schneller durchzuführen als bei den anderen Operato-
ren. Die Veränderung eines kleinen Bereichs oder nur bzgl. weniger Nebenbedingungen hat zudem 
den Vorteil, dass sich die Kosten benachbarter Konfigurationen nur wenig unterscheiden und somit 
selbst bei niedrigen Temperaturen eine ausreichende Wahrscheinlichkeit besteht, solche Verände-
rungen zu akzeptieren. Aufgrund der effizienten lokalen Bewertung einer Konfiguration werden des 
weiteren auch Nachbarschaften verwendet, die die bei den Operatoren veränderten Bereiche auf 
einen Bruchteil der gesamten Konfiguration einschränken, z.B. dürfen die veränderten Positionen 
bei einem Swap dann maximal 25% der Anzahl der Positionen der Konfiguration voneinander ent-
fernt liegen. Dadurch wird die Nachbarschaft, vor allem bei Random, erheblich reduziert. Die be-
nötigte Rechenzeit für die Ausführung der Operatoren ist in Tabelle 10.6 für eine Probleminstanz 
exemplarisch gegeben. 
 
 
10.3 Spinglasverhalten 
 
Im Folgenden werden Ergebnisse aus [2.7] vorgestellt. Dort wurde eine Simulation zu einer Prob-
lemstellung durchgeführt, die auf einer linearen Definition der Kostenfunktion basiert und nur die 
Gleichverteilung, den maximalen Block und den minimalen Abstand als Restriktion aufwies. Die 
Simulationen wurden mit SA und TA durchgeführt, wobei die Temperatur jeweils von dem An-
fangswert 12 in 100 Schritten logarithmisch (α=0.95) gesenkt wurde. Die Nachbarschaft bestand 
aus dem Lin2Opt und dem Swap. 
Die Energie und Wärmekapazität sind für SA und TA in Abbildung 10.1 zu sehen. 
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Abbildung 10.1:  Energie und Wärmekapazität der Problemstellung mit linearer Definition der Kostenfunktion bei 
Simulationen mit SA und TA. 
 
Bei der Energie zeigt sich ein deutlicher Unterschied zwischen den Verfahren. Während bei SA der 
Energieverlauf denen der Simulationen anderer Modelle (vgl. Kapitel 4.2) ähnelt, verläuft die E-
nergie bei der Simulation mit TA in Stufenform. Der Grund dafür liegt in den diskreten Energie- 
bzw. Kostenwerten der einzelnen Konfigurationen. Beim TA werden z.B. beim Temperaturüber-
gang von Temperaturen nahe 2 von T>2 nach T<2 alle Moves verboten, die einen Kostenunter-
schied >1 zur Folge haben, während beim SA nur die Wahrscheinlichkeit, diese zu akzeptieren, 
etwas gesenkt wird. Das Maximum der Wärmekapazität der Simulationen mit TA liegt deshalb be-
reits bei höheren Temperaturen als bei SA, in der Nähe der Temperatur T=1, unterhalb derer sich 
TA wie ein GR verhält und keine schlechteren Lösungen mehr akzeptiert. Die Wärmekapazität 
verschwindet bei beiden Verfahren bei tiefen Temperaturen. Das System friert hier bei einem Ener-
giewert ein. 
Ähnlich zur Gesamtenergie verlaufen auch die summierten Kosten der Nebenbedingungen (vgl. 
Abbildung 10.2).  
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Abbildung 10.2:  Es ist der temperaturabhängige Verlauf der summierten Kostenfunktionen der Nebenbedingungen zu 
sehen. 
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Ähnlich zum Ordnungsparameter aus Kapitel 4.2 lässt sich auch hier ein Ordnungsparameter defi-
nieren. Dieser ergibt sich aus der Übereinstimmung (overlap) zweier Konfigurationen K1 und K2:  
( ) ( )( )∑
=
⋅=
M
i
iKiK
M
O
1
21 ,
1 δ . (10.16) 
 
0,1 1 10
0,0
0,2
0,4
0,6
0,8
1,0
Ov
er
la
p
O
Temperatur
T
 SA
 TA
0,1 1 10
-0,05
0,00
0,05
0,10
0,15
0,20
0,25
Su
sz
ep
tib
ilit
ät
Xo
Temperatur
T
 SA
 TA
 
Abbildung 10.3:  Ordnungsparameter (Overlap) und Suszeptibilität der Problemstellung mit linearer Definition der 
Kostenfunktion bei Simulationen mit SA und TA. 
 
Auch hier (vgl. Kapitel 4.2) ist der Verlauf des Ordnungsparameters und der zugehörigen Suszepti-
bilität ein Beweis für die Entartung des Systems, wobei Konfigurationen gleicher Energie benach-
bart und durch sog. triviale moves miteinander verbunden sind. Das System friert bei kleinen Tem-
peraturen zwar in einem Zustand bestimmter Energie ein, verfügt jedoch noch über die Freiheit ver-
schiedene Konfigurationen abzusuchen. Dies ist an dem Ordnungsparameter <1 und der ansteigen-
den Suszeptibilität bei kleinen Temperaturen zu sehen. 
 
 
10.4 Benchmarkinstanzen CSPLib 
 
Die CSPLib ([10.3]) beinhaltet einen Satz Instanzen für die in diesem Kapitel vorgestellte Prob-
lemstellung. Bei allen Instanzen wird nur ein Restriktionstyp verwendet: KausL, wobei in jedem 
Intervall der Länge li maximal ki Produkte mit der Sonderausstattung i geplant werden sollen. Aus 
den gegebenen Restriktionen und den Produkten lässt sich die Auslastung (utilization rate) AL der 
Konfiguration K  definieren:  
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wobei AL(i) die Auslastung einer Sonderausstattung definiert: 
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Instanzen mit einer Auslastung größer 100% sind nicht lösbar, die optimale Lösung wird mindes-
tens eine Restriktion verletzen. Je kleiner die Auslastung, desto leichter sollte eine Instanz gelöst 
werden können.  
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Die gegebenen Instanzen können in 2 Gruppen unterteilt werden. Die erste Gruppe besteht aus 70 
leichten Instanzen aus jeweils 200 Produkten und 5 Sonderausstattungen, die wiederum in 7 Grup-
pen zu je 10 Instanzen zusammengefasst sind. Diese leichten Instanzen haben eine Auslastung von 
0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9 und sind alle lösbar ([10.4], [10.5], [10.6]). Die Gruppe mit einer 
Auslastung vom z.B. 0.6 wird dabei als Gruppe 60-* bezeichnet. Die zweite Gruppe besteht aus 9 
schwierigen Instanzen aus jeweils 100 Produkten und 5 Sonderausstattungen. Bei der zweiten 
Gruppe sind die Auslastungen nahe 1 und nicht alle Instanzen sind lösbar. Teilweise wurden diese 
Instanzen in [10.7] verwendet. 
Aufgrund der einfachen Lösbarkeit der ersten Gruppe der Instanzen wird eine Heuristik (DED) er-
stellt, auf der dann in einem zweiten Schritt ein einfaches Greedy-Verfahren aufbaut, um die erhal-
tene Lösung lokal zu verbessern. Die Heuristik wird mit ähnlichen Heuristiken verglichen und die 
Ergebnisse der Kombination mit einer lokalen Suche einem Ameisenalgorithmus gegenübergestellt, 
der die vorgestellten Heuristiken zum Aufbau einzelner Lösungen benutzt (vgl. [2.2]).  
 
10.4.1 Heuristiken 
Die Heuristiken erstellen eine Konfiguration K  (bzw. eine Lösung) zu einer Instanz schrittweise 
durch Hinzufügen benötigter Produkte ans Ende der unvollständigen Konfiguration 'K . Bei je-
dem Schritt wird dabei ein Produkt Pi ausgewählt, das zu den wenigsten neuen Restriktionsverlet-
zungen führt, also folgende Funktion minimiert: 
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Im Normalfall existieren mehrere Produkte, die die Funktion (10.19) minimieren. Die verschiede-
nen in [2.2] vorgestellten Heuristiken unterscheiden sich in der Auswahl eines Produkts aus der 
Gruppe mit minimalem f. Dazu werden zusätzliche Bedingungen festgelegt. 
• Rand: Das zu planende Produkt wird zufällig gewählt. 
• SHU (Static Highest Utilization Rates): Es wird ein Produkt aus der Gruppe gewählt, das die 
Sonderausstattung mit der größten Auslastung besitzt ([10.8]). Existieren mehrere solcher 
Produkte, wird die Sonderausstattung mit der nächsthöheren Auslastung beachtet. Dies wird 
wiederholt, bis nur noch ein Produkt existiert. Es wird also dasjenige Produkt i gewählt, das 
die folgende Funktion maximiert: 
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, (10.20) 
wobei die Sonderausstattung j die kj-te Auslastung besitzt.  
• DHU (Dynamic Highest Utilization Rates): Während die Auslastung bei SHU anfangs festge-
legt ist, wird sie nun während jedes Schritts neu angepasst an die bereits teilweise erstellte 
Konfiguration. Die Auslastung jeder Sonderausstattung i wird bestimmt durch: 
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• SSU (Static Sum of Utilization Rates): Im Unterschied zu SHU wird nun statt einer wohldefi-
nierten Ordnung der Auslastung der Sonderausstattung deren Summe verwendet. Es wird al-
so dasjenige Produkt i gewählt, das die folgende Funktion maximiert: 
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j
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. (10.22) 
• DSU (Dynamic Sum of Utilization Rates): Diese Heuristik verwendet die dynamisch ange-
passte Auslastung: 
( ) ( jALjiAg dynN
j
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=1
, . (10.23) 
• DED (Dynamic Even Distribution): Die vier zuletzt definierten Heuristiken verwenden die 
Auslastung der Sonderausstattungen zur Bestimmung der Produkte. Dies führt bei mehrmali-
ger Anwendung der Heuristiken meist zu gleichen oder zumindest ähnlichen Konfigurationen. 
Bei dieser Heuristik soll nun eine gleichmäßige Verteilung der Produkte mit den Sonderaus-
stattungen erfolgen. Ist die durchschnittliche Anzahl der Produkte mit einer bestimmten Son-
derausstattung in der Teilkonfiguration kleiner als in der gesamten Konfiguration, so werden 
Produkte mit dieser Sonderausstattung bevorzugt geplant. Es wird das Produkt als nächstes 
geplant, das die folgende Funktion maximiert: 
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Das erste Produkt der Konfiguration wird aus denjenigen mit maximaler Anzahl an Sonder-
ausstattungen zufällig ausgewählt. 
 
10.4.2 Lokale Suche 
Zur Lösung der Instanzen der CSPLib wird nur eine einfache lokale Suche (GR) verwendet, wobei 
nur Veränderungen akzeptiert werden, die keine Verschlechterungen erzeugen. Während der Suche 
werden die Restriktionsverletzungen quadratisch bestraft. Die beste Lösung entspricht dann aller-
dings bei dieser speziellen Aufgabenstellung mit meist lösbaren Instanzen der besten Lösung einer 
linearen Modellierung. Falls Restriktionen verletzt werden, so ist im Folgenden immer deren An-
zahl und nicht die Kostenfunktion gegeben. 
Als Initiallösung wird der lokalen Suche eine zufällige Konfiguration übergeben (LSRand) oder 
eine durch DED erzeugte (LSDED). 
Die Nachbarschaft besteht bei der lokalen Suche aus den in Kapitel 10.2.3 definierten Operatoren, 
wobei jeder mit gleicher Wahrscheinlichkeit ausgewählt wird. Die maximale Größe des veränderten 
Bereichs wird auf 25% der gesamten Konfiguration festgelegt.  
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10.4.3 Ant Colony Optimization (ACO) 
Die Ergebnisse der einfachen lokalen Suche werden denen eines Ameisenalgorithmus von Solnon 
gegenübergestellt. Ameisenalgorithmen imitieren die Vorgehensweise einer Ameisengesellschaft 
auf der Suche nach Futter, um möglichst gute Lösungen für Optimierungsprobleme zu erstellen. Sie 
wurden bereits auf eine Vielzahl von Optimierungsproblemen eingesetzt [10.9]. Der in [2.2] ver-
wendete Ansatz ist eine verbesserte Version des ACO aus [10.6]. Die Verbesserungen betreffen vor 
allem eine Elitist-Strategie, bei der nur Produkte gewählt werden, die die wenigsten neuen Restrik-
tionsverletzungen zur Folge haben, zusätzliche Ideen aus [10.10], um stärker exploration durchzu-
führen, und die bereits definierten Heuristiken zur Lösungssuche.  
Eine Konfiguration wird hier ähnlich zur Vorgehensweise der Heuristiken erstellt. Es wird der Kon-
figuration schrittweise ein Produkt hinzugefügt, wobei bei jedem Schritt ein Produkt i aus der Men-
ge derjenigen mit minimalen neuen Restriktionsverletzungen (vgl. (10.17)) mit einer bestimmten 
Wahrscheinlichkeit pi gewählt wird: 
∑ ⋅
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g ist eine beliebige der in Kapitel 10.4.1 definierten Funktionen und τ die Pheromonmatrix abhän-
gig vom zuletzt geplanten Produkt j. Über die beiden Parameter α und β steuert man den Einfluss 
der Pheromone gegenüber der Heuristikfunktion. Die Pheromonmatrix wird nach jeder erzeugten 
Generation an Lösungen verändert und zwar derart, dass die bestehenden Einträge reduziert werden 
und die besten gefundenen Lösungen die zugehörigen Einträge in der Pheromonmatrix vergrößern. 
Die Matrix hat dabei nur Einträge im Bereich [τmin,τmax]. Eine Generation wird durch die Anzahl der 
Ameisen bestimmt, die nach einer Lösung suchen. Für die Simulationen ist die Anzahl der Ameisen 
stets auf 15 festgelegt. 
Bei ACO werden zwei Varianten mit unterschiedlichen Parametern getestet. Bei der ersten Version 
(Ant) wählt man α=1, β=6, τmin=0.001 und τmax=4. Die zweite Version (Iter) wird ohne Phero-
monmatrix gestartet, α=0, β=6. τmin=τmax=1, und entspricht somit einem wiederholten Anwenden 
der Heuristikfunktion. Kombiniert werden diese beiden Versionen mit den Heuristikfunktionen von 
DHU, DSU und Rand. 
 
10.4.4 Ergebnisse 
Die folgenden Tabellen und Abbildungen sind [2.2] entnommen. 
 
Zuerst werden die Ergebnisse der einzelnen Heuristiken miteinander verglichen (vgl. Tabelle 10.1).  
Die Standardabweichungen der Ergebnisse der Heuristiken SHU und DHU sind 0. Es wird nur eine 
Lösung erzeugt. Bei diesen beiden Heuristiken existiert bei jedem Schritt jeweils nur ein Produkt, 
das die Funktion g maximiert. Bei SSU und DSU existieren bei jedem Schritt nur wenige Produkte, 
die gleiche Funktionswerte g aufweisen. Die Standardabweichung ist gering. Im Unterschied zu den 
bereits genannten Heuristiken existieren bei DED nur wenige Werte für g, d.h., es existieren bei 
jedem Schritt mehrere mögliche Produkte, die gewählt werden können. Die Standardabweichung ist 
deshalb sehr viel größer. 
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Betrachtet man die durchschnittliche Verletzung der Restriktionen, so sieht man, dass die auf einer 
dynamischen Auslastung definierten Verfahren DHU und DSU sehr ähnliche Resultate erzielen und 
meist besser sind als ihre statischen Versionen SHU und SSU. DED erzielt bessere durchschnittli-
che Ergebnisse als DHU und DSU für die Instanzen mit kleiner Auslastung (60-* bis 85-*), ist je-
doch schlechter für 90-* und die Instanzen der zweiten Gruppe. Dies ist auch sehr deutlich an der 
Erfolgsrate (vgl. Tabelle 10.2) zu sehen.  
Während die Instanzen der ersten Gruppe von zumindest einer Heuristik gelöst werden können, 
werden die optimalen Werte der Instanzen der zweiten Gruppe von keiner Heuristiken erreicht. Die 
erste Gruppe besteht somit aus leichter zu lösenden Instanzen als die zweite Gruppe. Dies wurde 
bereits bei der Definition der Auslastung erwartet. 
 
Suite No. Rand SSU DSU SHU DHU DED
60-* 20,4 (5,1) 10,2 (0,5) 1,6 (0,0) 10,5 (0,0) 1,4 (0,0) 0,8 (0,9)
65-* 17,0 (5,0) 13,9 (0,3) 2,3 (0,0) 16,4 (0,0) 2,1 (0,0) 0,8 (1,0)
70-* 13,8 (4,9) 17,4 (0,4) 3,0 (0,4) 18,6 (0,0) 3,6 (0,0) 0,7 (0,9)
75-* 12,0 (5,0) 18,2 (0,2) 5,6 (0,4) 18,5 (0,0) 6,7 (0,0) 0,9 (1,0)
80-* 17,8 (6,3) 16,6 (1,1) 4,3 (0,6) 17,2 (0,0) 5,0 (0,0) 1,0 (1,1)
85-* 29,4 (7,3) 11,5 (0,6) 4,2 (0,4) 12,4 (0,0) 3,3 (0,0) 1,8 (1,2)
90-* 54,2 (8,3) 5,9 (0,6) 1,2 (0,3) 6,1 (0,0) 1,6 (0,0) 4,3 (1,7)
10-93 59,1 (6,5) 11,0 (0,0) 10,4 (1,6) 11,0 (0,0) 12,0 (0,0) 14,1 (2,5)
16-81 43,3 (5,1) 9,7 (1,2) 7,7 (0,9) 17,0 (0,0) 11,0 (0,0) 9,5 (2,7)
19-71 56,0 (6,7) 13,6 (1,7) 8,5 (1,1) 13,0 (0,0) 7,0 (0,0) 10,3 (2,4)
21-90 49,1 (5,6) 8,0 (0,0) 5,5 (0,7) 9,0 (0,0) 7,0 (0,0) 9,1 (1,9)
26-82 40,6 (5,9) 6,0 (0,0) 3,6 (0,9) 7,0 (0,0) 3,0 (0,0) 8,8 (2,2)
36-92 50,4 (6,2) 5,0 (0,0) 8,5 (0,5) 8,0 (0,0) 7,0 (0,0) 12,7 (2,3)
41-66 34,1 (5,8) 4,7 (1,4) 3,7 (0,7) 6,0 (0,0) 2,0 (0,0) 6,5 (2,0)
4-72 46,6 (5,8) 4,7 (0,6) 5,0 (0,0) 4,0 (0,0) 2,0 (0,0) 13,3 (3,2)
6-76 28,1 (4,8) 6,0 (0,0) 6,0 (0,0) 6,0 (0,0) 6,0 (0,0) 9,1 (1,4)
1
2
 
Tabelle 10.1:  Zu sehen sind die Ergebnisse der verschiedenen Heuristiken zu den verschiedenen Instanzen. Dabei 
sind die Mittelwerte aus jeweils 500 Simulationen und deren Standardabweichung gegeben. 
 
No. Rand SSU DSU SHU DHU DED
60-* 0,002 0,002 0,400 0,000 0,500 0,547
65-* 0,002 0,000 0,100 0,100 0,200 0,536
70-* 0,004 0,000 0,000 0,000 0,000 0,580
75-* 0,005 0,000 0,200 0,000 0,100 0,507
80-* 0,001 0,000 0,116 0,000 0,100 0,487
85-* 0,000 0,200 0,218 0,100 0,200 0,251
90-* 0,000 0,300 0,500 0,300 0,500 0,114  
Tabelle 10.2:  Erfolgsraten der Heuristiken für die Instanzen der ersten Gruppe. Darunter wird der Prozentsatz der 
Lösungen (von 500) verstanden, die alle Restriktionen erfüllt. 
 
Als nächstes werden die Ergebnisse der Verfahren LS und ACO miteinander verglichen. Die zur 
Verfügung gestellte Rechenzeit sollte für beide Verfahren in etwa gleich sein. Die Anzahl der er-
zeugten Lösungen unterscheidet sich dabei sehr stark. Bei der Instanz 10-93 benötigt ACO für die 
Erstellung von 15000 Lösungen, also 1000 Generationen, 20 Sekunden auf einem Rechner mit 
300MHz, während LS in dieser Zeit 200000 Lösungen bewerten kann. 
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Bei der Bearbeitung der ersten Gruppe (vgl. Tabelle 10.3) wird die Anzahl der Generationen bei 
den ACS Varianten auf 100 und die Anzahl der Lösungen der LS Verfahren auf 20000 begrenzt. 
Der Einfluss der Pheromone macht sich hier nicht so stark bemerkbar, da die Anzahl der Generatio-
nen zu gering ist. Die Ergebnisse der Iter und der Ant Versionen unterscheiden sich deshalb nicht 
voneinander. Diese Gruppe besteht aus einfachen Instanzen, weshalb sie sehr schnell von allen Ver-
fahren gelöst werden können, vorausgesetzt, man verwendet eine der Heuristiken (z.B. DSU, DHU, 
DED). Verwendet man keine Heuristik (Rand), kann LS bei allen Instanzen optimale Lösungen bei 
beinahe jeder Simulation finden. Die beiden ACS Verfahren hingegen sind ohne gute Heuristik vor 
allem bei den Instanzen mit hoher Auslastung LS deutlich unterlegen. Eine Erhöhung der Generati-
onen auf 1000 verbesserte zwar die Ergebnisse (auf 23,9 für IterRand und 12,9 für AntRand bei 
90-*) und zeigt, dass sich die Pheromone positiv auf die Suche auswirken, konnte jedoch nicht die 
Lösungsqualität von LS erreichen. Der Einfluss der Heuristik auf die Lösungssuche ist bei den ACS 
Verfahren deutlich größer als bei LS. Dies liegt daran, dass die Heuristik bei LS nur einmal ver-
wendet wird, um die anfängliche Lösung zu erzeugen. Trotzdem hat die Heuristik auch bei LS ei-
nen merklichen Effekt. Ein Grund dafür ist das gute Abschneiden von DED bei den Instanzen. Iter 
ist hinsichtlich der Instanzen deutlich besser als die Heuristiken. Dies liegt daran, dass Iter aus ei-
ner Menge an generierten Lösungen die beste auswählt. Zusätzlich wird die Anzahl der möglichen 
Lösungen im Vergleich zu den Heuristiken erweitert, da die einzelnen Produkte bei der Suche mit 
einer bestimmten Wahrscheinlichkeit gewählt werden und nicht mehr deterministisch. Werden viele 
Lösungen generiert, kann dies von Vorteil sein.  
 
No. IterDSU IterDHU IterRand AntDSU AntDHU AntRand LSRand LSDED
60-* 0,0 (0,0) 0,0 (0,0) 5,4 (1,0) 0,0 (0,0) 0,0 (0,0) 5,2 (0,9) 0,0 (0,1) 0,0 (0,0)
65-* 0,0 (0,0) 0,0 (0,0) 3,0 (0,7) 0,0 (0,0) 0,0 (0,0) 3,0 (0,7) 0,1 (0,1) 0,0 (0,0)
70-* 0,0 (0,0) 0,0 (0,0) 1,4 (0,5) 0,0 (0,0) 0,0 (0,0) 1,4 (0,6) 0,0 (0,1) 0,0 (0,0)
75-* 0,0 (0,0) 0,0 (0,0) 0,6 (0,4) 0,0 (0,0) 0,0 (0,0) 0,6 (0,4) 0,1 (0,2) 0,0 (0,0)
80-* 0,0 (0,0) 0,0 (0,0) 2,0 (0,9) 0,0 (0,0) 0,0 (0,0) 2,0 (0,8) 0,2 (0,3) 0,0 (0,0)
85-* 0,0 (0,0) 0,0 (0,0) 8,3 (1,7) 0,0 (0,0) 0,0 (0,0) 8,2 (1,6) 0,4 (0,6) 0,0 (0,1)
90-* 0,0 (0,0) 0,0 (0,0) 28,1 (2,5) 0,0 (0,0) 0,0 (0,0) 28,1 (2,4) 2,5 (1,2) 0,6 (0,6)  
Tabelle 10.3:  Ergebnisse der Verfahren Iter, Ant und LS für die Instanzen der ersten Gruppe. Zu sehen sind jeweils 
die durchschnittlichen Ergebnisse von jeweils 100 Simulationen und deren Standardabweichung. 
 
Bei den Instanzen der zweiten Gruppe wird die Rechenzeit erhöht. Diese Instanzen sind zwar klei-
ner, jedoch schwieriger zu lösen. Bei den ACS Verfahren werden maximal 1000 Generationen er-
zeugt, bei LS maximal 200000 Lösungen. 
An den Lösungen (vgl. Tabelle 10.4) ist der positive Effekt der Pheromone im ACS deutlich zu 
sehen, vor allem in Kombination mit Rand. Jedoch ist eine geeignete Heuristik für die Suche mit 
Ant essentiell. Zwischen den beiden Heuristiken DSU und DHU sind weder bei Iter noch bei Ant 
deutliche Unterschiede in der Lösungsqualität zu erkennen. Die gute Lösungsqualität der Iter Vari-
anten IterDSU, IterDHU ist bemerkenswert. Zwar sind die Lösungen etwas schlechter als die Ant 
Varianten, jedoch vergleichbar mit LS. LS profitiert ebenfalls von einer guten Heuristik. Die Grün-
de wurden bereits bei den einfachen Instanzen erläutert. LS zeigt zwar gute Resultate, ist jedoch 
AntDSU und AntDHU unterlegen. Dies liegt an der einfachen Definition von LS, die es nicht er-
möglicht, lokalen Optima zu entkommen. 
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No. IterDSU IterDHU IterRand AntDSU AntDHU AntRand LSRand LSDED
10-93 5,4 (0,7) 6,5 (0,7) 35,4 (1,8) 4,7 (0,5) 4,7 (0,5) 21,9 (1,7) 5,9 (1,1) 5,5 (0,9)
16-81 0,8 (0,5) 2,2 (0,5) 23,0 (1,0) 0,2 (0,4) 0,9 (0,4) 13,0 (1,2) 2,0 (0,8) 1,6 (0,8)
19-71 2,8 (0,5) 3,0 (0,5) 30,0 (1,7) 2,8 (0,4) 2,7 (0,4) 18,1 (1,8) 2,2 (0,4) 2,1 (0,3)
21-90 2,6 (0,0) 2,0 (0,0) 26,9 (1,6) 2,3 (0,5) 2,0 (0,1) 13,4 (1,5) 2,2 (0,4) 2,2 (0,4)
26-82 0,9 (0,5) 0,4 (0,5) 19,3 (1,3) 0,0 (0,0) 0,0 (0,0) 8,9 (1,1) 0,4 (0,5) 0,3 (0,5)
36-92 3,4 (0,3) 2,9 (0,3) 26,0 (1,8) 2,1 (0,3) 2,0 (0,0) 15,7 (1,2) 3,0 (0,5) 2,9 (0,6)
41-66 0,0 (0,0) 0,0 (0,0) 13,2 (1,5) 0,0 (0,0) 0,0 (0,0) 5,2 (0,9) 0,0 (0,2) 0,0 (0,1)
4-72 0,2 (0,5) 1,0 (0,5) 24,1 (1,6) 0,0 (0,0) 0,0 (0,0) 16,3 (1,4) 0,8 (0,6) 0,8 (0,6)
6-76 6,0 (0,0) 6,0 (0,0) 13,2 (0,8) 6,0 (0,0) 6,0 (0,0) 7,6 (0,6) 6,0 (0,0) 6,0 (0,0)  
Tabelle 10.4:  Ergebnisse der Verfahren Iter, Ant und LS für die Instanzen der zweiten Gruppe. Zu sehen sind jeweils 
die durchschnittlichen Ergebnisse von jeweils 100 Simulationen und deren Standardabweichung. 
 
Es soll noch gezeigt werden, wie sich zusätzliche Rechenzeit auf die einzelnen Verfahren auswirkt. 
Die maximale Anzahl der Generationen wird bei IterDHU und AntDHU auf jeweils 100, 500, 
1000, 2500, 10000 und die maximale Anzahl der Lösungen bei LSDED auf 20000, 100000, 
200000, 500000 und 2000000 festgelegt. Die Verbesserung der Lösungsqualität bei steigender Re-
chenzeit ist für die einzelnen Verfahren exemplarisch für einige Instanzen in Abbildung 10.4 zu 
sehen. 
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Abbildung 10.4:  Ergebnisse der Verfahren LSDED, IterDHU und AntDHU für vier Instanzen der zweiten Gruppe. 
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Bei kleinen Rechenzeiten ist LSDED den anderen Verfahren (IterDHU, AntDHU) unterlegen. Bei 
großen Rechenzeiten ergeben die Verfahren LSDED und AntDHU vergleichbare Ergebnisse. I-
terDHU ist im Vergleich zu LSDED und AntDHU bei großen Rechenzeiten nicht sehr erfolgreich.  
Insgesamt ist festzustellen, dass einfache Heuristiken ausreichen, um die Instanzen der ersten Grup-
pe der Instanzen zu lösen. Bei den etwas schwierigeren Instanzen der zweiten Gruppe reicht der 
Einsatz der Heuristiken nicht mehr aus, um die optimalen Werte zu erhalten. In Tabelle 10.5 ist ein 
Vergleich zu anderen aus der Literatur gegebenen Ergebnissen gegeben. Mit den Versionen des 
ACO und LS konnten für die Instanzen, bei denen eine gültige Lösung existiert, diese auch gefun-
den werden. Zusätzlich wurde bei einer Instanz eine gültige Lösung gefunden, bei der keine bekannt 
war und die in [10.11] bewiesene untere Schranke 2 für die Instanz 19-71 konnte erreicht werden. 
 
Instance 10-93 16-81 19-71 21-90 26-82 36-92 41-66 4-72 6-76
Satisfiable?
no
[10.7]
yes
[10.3]
no
[10.7], [10.11] ? ? ?
yes
[10.3]
yes
[10.7]
no
[10.7]
Best solution 3,00 0,00 2,00 2,00 0,00 2,00 0,00 0,00 6,00
SR for IterDHU 0,00 0,00 0,43 1,00 1,00 0,70 1,00 0,65 1,00
SR for AntDHU 0,32 0,99 0,99 1,00 1,00 1,00 1,00 1,00 1,00
SR for LSDED 0,85 0,68 1,00 1,00 1,00 1,00 1,00 1,00 1,00  
Tabelle 10.5:  Vergleich der Ergebnisse mit denen aus [10.3], [10.7], [10.11]. Best solution gibt die besten Ergebnisse 
der in diesem Kapitel vorgestellten Verfahren an. Die Erfolgsrate (SR) gibt für jedes Verfahren den 
Prozentsatz der Lösungen an, die den besten Zielfunktionswert erreicht haben. 
 
 
10.5 Realistische Problemstellung 
 
Neben den Instanzen der CSPLib werden nun noch realistische Problemstellungen bearbeitet. Da-
bei handelt es sich um Daten eines deutschen Automobilproduzenten, mit einem Auftragsvolumen 
von jeweils 1000 Fahrzeugen und 25-30 Sonderausstattungen. Es werden die Restriktionstypen Ab-
stand, Block, Menge und KausL benötigt. Zusätzlich sollen etwa 80% der Sonderausstattungen 
eine Gleichverteilung erfüllen. Jede Restriktion besitzt eine bestimmte Priorität. So sind die Gleich-
verteilungsrestriktionen immer von geringerer Priorität im Vergleich zu den anderen Restriktionen 
zur gleichen Sonderausstattung. So sollte z.B. eine Sonderausstattung mit einer Blockrestriktion 
zusammen mit einer Gleichverteilungsrestriktion zu gleichmäßig verteilten Blöcken führen. Die 
Instanzen sind deutlich overconstrained, d.h., es wird nicht erwartet, dass alle Restriktionen erfüllt 
werden. Bei einer Instanz zeigte sich, dass es z.B. zwei Sonderausstattungen gibt, wobei für die 
erste eine Blockrestriktion mit einem Minimalwert 5 und für die andere eine Abstandsrestriktion 
mit einem Mimimalwert 3 vorgegeben ist. Diese Restriktionen sind nicht gleichzeitig erfüllbar, da 
50% der Fahrzeuge mit Sonderausstattung 1 auch Sonderausstattung 2 besitzen. Erfüllbar sind beide 
Restriktionen nur dann gleichzeitig, falls maximal 40% der Fahrzeuge mit Sonderausstattung 1 auch 
Sonderausstattung 2 besitzen. Ziel ist es, möglichst kleine Restriktionsverletzungen zu erzeugen, 
weshalb die quadratische Definition der Kostenfunktion verwendet wird. 
Zur Lösung dieser Instanzen werden verschiedene lokale Suchverfahren verwendet: Greedy, Thres-
hold Accepting, Temperature Bouncing. Die Nachbarschaft besteht bei allen Verfahren aus den in 
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Kapitel 10.2.3 beschriebenen Operatoren, wobei jeder mit gleicher Wahrscheinlichkeit ausgewählt 
wird. Die Operatoren verändern bei jeder Ausführung maximal 5% der Konfiguration, also nicht 
mehr als 50 zusammenhängende Positionen. Die für die Ausführung eines Operators für diese Prob-
lemstellung benötigte Rechenzeit ist in Tabelle 10.6 gegeben. Die anfängliche Lösung für die Ver-
fahren besteht aus einer zufälligen Konfiguration. Die benötigten Einstellungen des Temperatur-
schemas des TA wird anfangs festgelegt, wobei 0,5% der Rechenzeit aufgewendet wird um Nach-
barschaftsoperatoren auszuführen und festzustellen, welche Energieänderungen auftreten. Die Start-
temperatur TS des TA wird dann so festgesetzt, dass 75% der durchgeführten Moves akzeptiert 
worden wären. Die Endtemperatur TE entspricht der kleinsten Energieveränderung der Moves. Als 
Abkühlfaktor wird α=0,98 gewählt. Das Temperaturschema des TA wird für TBouncing über-
nommen, wobei 5 bouncing Schritte durchgeführt werden und die zugehörige Starttemperatur TB 
durch TB=TS*α0,4*N bestimmt wird, wobei N die Anzahl der Temperaturschritte des TA ist. Die Re-
chenzeit ist bei den Verfahren auf 10, 30, 60, 120, 300 und 600 Sekunden auf einem Pentium mit 
600Mhz festgelegt. Im Kundeneinsatz ist meist die Vorgabe, die Planung in 5 Minuten ausführen zu 
können, zu berücksichtigen. 
Die Ergebnisse der Simulationen sind beispielhaft anhand zweier Instanzen dargestellt. In Abbil-
dung 10.5 sind die durchschnittlichen Ergebnisse und deren Standardabweichung von jeweils 30 
Simulationen pro Verfahren und Rechenzeitlimit zu sehen. 
Die folgenden Tabellen und Abbildungen sind [10.2] entnommen. 
 
Operator Insert Swap Transposition SwapS Lin2Opt Random
Moves / 100 s 128542 127121 514532 1971348 127652 126592  
Tabelle 10.6:  Anzahl der Moves die für die verschiedenen Nachbarschaftsoperatoren in 100 Sekunden auf einem 
Pentium mit 600MHz ausgeführt werden können. 
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Abbildung 10.5:  Durchschnittliche Ergebnisse für die verschiedenen Verfahren für verschiedene Rechenzeitgrenzen. 
Die Rechenzeit bezieht sich dabei auf einen Pentium mit 600MHz. 
 
Eigentlich erwartet man, dass das Greedy-Verfahren schnell in einem strikten lokalen Optimum 
einfriert, da es keine Veränderungen akzeptiert, die das Ergebnis verschlechtern. Aufgrund der gro-
ßen Nachbarschaft sind strikte lokale Optima jedoch selten, so dass selbst nach relativ langer 
Rechenzeit noch bessere Lösungen gefunden werden. Die Lösungsqualität ist dabei jedoch stark 
von der anfänglichen Lösung abhängig, wodurch sich eine große Standardabweichung ergibt.  
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TA ist dem Greedy überlegen, investiert man ausreichend Rechenzeit (>10 Sekunden). Nicht nur 
die durchschnittlichen Werte sind besser, sondern auch die schlechtesten Lösungen des TA sind 
besser als die besten des Greedy. Die Lösungssuche ist dabei sehr viel stabiler, die Standardabwei-
chung ist immer geringer als beim Greedy. Die Gründe liegen in der positiven Eigenschaft des TA 
zwischenzeitlich auch Verschlechterungen zu akzeptieren. 
Bei Rechenzeiten kleiner 120 Sekunden ist die TBouncing-Strategie den beiden anderen Verfahren 
deutlich überlegen. Neben den durchschnittlichen Werten sind auch deren Standardabweichungen 
deutlich geringer. TBouncing hat die Möglichkeit, zwischenzeitlich größere Verschlechterungen zu 
akzeptieren und kann so sehr viel leichter als TA aus lokalen Optima entkommen. Bei größeren 
Rechenzeiten ist die Lösungsqualität der beiden Verfahren jedoch ähnlich. 
 
 
10.6 Zusammenfassung 
 
In diesem Kapitel wurde ein anderes Produktionsplanungsproblem, das Fließbandproblem, vorge-
stellt, bei dem jedes Produkt auf einem Fließband gefertigt wird. Die Aufgabe bei dieser Problem-
stellung besteht darin, eine Sequenz zu erstellen, wobei die Produktionssequenz bestimmte Restrik-
tionen erfüllen muss.  
Zur Lösung der Problemstellung musste eine neues Modell entwickelt werden. Dieses basiert auf 
einer Konfiguration und einer Kostenfunktion, wobei diese linear oder quadratisch definiert werden 
kann. Bei realistischen Problemstellungen aus der Automobilindustrie, bei denen nicht davon aus-
zugehen ist, dass alle Restriktionen eingehalten werden können, ist es meist besser, viele kleine 
Restriktionsverletzungen zu erzeugen als wenige, aber dafür große. Die quadratische Definition der 
Kostenfunktion wird deshalb dort zur Planung verwendet.  
In diesem Kapitel konnte gezeigt werden, dass auch das hier verwendete Modell mit einer linearen 
Kostenfunktion Spinglasverhalten aufweist und den Einsatz lokaler Suchverfahren ähnlich dem 
Simulated Annealing begründet. Der definierte Ordnungsparameter weist auf eine hohe Entartung 
hin, da es in der erstellten Nachbarschaft auch am Ende der Simulation bei eingefrorener Energie zu 
Veränderungen der Konfiguration kommt. Es ist deshalb bei dieser Problemstellung essentiell, bei 
Greedy-Verfahren Veränderungen der Konfiguration zu erlauben, die die Energie nicht verändern, 
um so über Plateaus in der Energielandschaft zu wandern. 
Als nächstes wurde der Einsatz einfacher Heuristiken zum Erstellen der Lösung für einfache Instan-
zen der CSPLib getestet. Diese einfachen Heuristiken sind jedoch nicht in der Lage, die schwieri-
geren Instanzen der Bibliothek zu lösen. Zusätzlich zur Heuristik wurde deshalb ein darauf aufbau-
endes lokales Sucheverfahren definiert. Zur Lösung war jedoch ein einfaches Greedy-Verfahren 
ausreichend. Die Ansätze zur Lösung der Instanzen sind sehr einfach, und das ist in diesem Fall ihr 
Vorteil. Es werden für diese Problemstellung viele verschiedene Verfahren vorgestellt, die oft ein 
Vielfaches an Implementationsaufwand und Parametertuning benötigen, z.B. eine Large Neigh-
bourhood Search (LNS) [10.12]. 
Im nächsten Abschnitt wurde dann eine realistische Problemstellung eines deutschen Automobil-
produzenten vorgestellt. Im Unterschied zu den Instanzen der CSPLib existieren bei diesen Instan-
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zen sehr viel mehr Produkte und Sonderausstattungen. Die Restriktionen sind dabei in der Regel 
nicht alle gleichzeitig erfüllbar, weshalb Prioritäten definiert werden, um wichtige Restriktionen 
stärker zu beachten. Der einfache Greedy ist bei diesen Instanzen den anderen lokalen Suchverfah-
ren TA und TA mit einer bouncing Strategie deutlich unterlegen. Steht nur wenig Rechenzeit zur 
Verfügung, so ist die bouncing Strategie dem einfachen TA vorzuziehen. Jedoch benötigt diese die 
Einstellung zusätzlicher Parameter. 
Das in [2.7] vorgestellte Verfahren zur Lösung der Fließbandprobleme wurde in einem Wettbewerb 
namens „Erstellung von Montage-Reihenfolgen“ eines deutschen Automobilproduzenten einge-
setzt. Die Auswertung der dort abgegebenen Ergebnisse wurde folgendermaßen bewertet: „Als be-
sonders bemerkenswert ist die Tatsache zu werten, dass Herr Puchta als Einzelperson in der Lage 
war, in kurzer Zeit qualitativ gleichwertige Ergebnisse zu liefern wie namhafte Anbieter von kom-
merzieller Optimierungssoftware“. 
In den letzten Jahren wurde aufgrund der gesammelten Erfahrungen in diesem Bereich ein geneti-
scher Algorithmus als Teil einer Softwarelösung (SAP APO SEQ) zur Sequenzplanung in der dis-
kreten Industrie erstellt. Diese Software ist nun bereits bei mehreren Kunden bei der täglichen Pla-
nung produktiv im Einsatz. Die Funktionalität der Softwarelösung geht dabei weit über die in die-
sem Kapitel vorgestellte Modellierung hinaus. So sind z.B. die einzelnen Restriktionen auf be-
stimmte Bereiche der Konfiguration definierbar. Die umfangreichste Erweiterung der Funktionalität 
bezieht sich auf die Planung alternativer Fließbänder, wobei nicht jedes Produkt auf jeder Produkti-
onslinie gefertigt werden kann und evtl. Kosten bei der Bearbeitung eines Produkts auf einer spe-
ziellen Linie anfallen. 
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Zusammenfassung 
 
Zur Anwendung kamen in dieser Arbeit ausschließlich lokale Suchverfahren. Neben dem in der 
Festkörperphysik, zum Auffinden des Grundzustandes in Spinglasmodellen, erfolgreich eingesetz-
ten Simulated Annealing (SA) wurden auch Threshold Accepting (TA), Temperature Bouncing 
(TBouncing) und eine Version des SA basierend auf einer adaptiven Steuerung der Parameter ver-
wendet. 
 
In dieser Arbeit wurden zwei grundsätzlich verschiedene Modelle zur Produktionsplanung vorge-
stellt (Kapitel 3). Das erste, ein Spinmodell, basiert dabei auf Spins, die nur die Werte 0,1 anneh-
men können und auf einem dreidimensionalen Gitter verteilt sind. Die Nebenbedingungen sind in 
diesem Modell alle weich abgebildet, d.h. Konfigurationen, die Nebenbedingungen verletzen, sind 
während der Optimierung erlaubt. Die Wechselwirkung der Spins wird durch zusätzliche Terme in 
der Energie- bzw. Kostenfunktion, die Straffunktionen, festgelegt. Diese sorgen dafür, dass die Ne-
benbedingungen am Ende der Optimierung eingehalten werden. Das zweite Modell besteht aus ei-
ner sehr viel direkteren Repräsentation der Problemstellung. Dort werden die einzelnen Produkti-
onsvorgänge direkt als Modi abgebildet. Die meisten Nebenbedingungen des zweiten Modells wer-
den von jeder Konfiguration eingehalten. Dafür sorgt ein definierter Reparaturmechanismus. Im 
Vergleich der beiden Modelle zeigte sich sehr schnell, dass die Darstellung der Konfiguration, der 
Nachbarschaft und der Nebenbedingungen im ersten Modell sehr viel einfacher ist, wodurch sich 
leicht neue Nebenbedingungen hinzufügen lassen, die erzielten Ergebnisse des zweiten Modells 
jedoch sehr viel besser sind. Ein Ergebnis wird dabei als besser angesehen, falls die Kostenfunktion 
kleinere Werte aufweist, oder eine Lösung mit gleichen Kosten in kürzerer Zeit gefunden wurde.  
 
Im Vergleich zu den Observablen zweier Modelle zur Simulation eines Spinglases (Kapitel 4) zeigt 
sich, dass nicht nur das Spinmodell der Produktionsplanung Spinglasverhalten aufweist, sondern 
auch das Modell mit direkter Repräsentation. So existiert bei beiden Modellen der Produktionspla-
nung Unordnung und Frustration als Folge von konkurrierenden Wechselwirkungen (Konkurrenz). 
Während des Temperatursenkens beim SA findet ein Übergang von einem ungeordneten in einen 
geordneten Zustand statt, bis das System schließlich in einem lokalen Optimum einfriert. Mit Hilfe 
des definierten Ordnungsparameters für Produktionsplanungsprobleme lässt sich leicht die Entar-
tung der Zustände nachweisen, da dieser selbst bei eingefrorener Energie (Kosten) bei kleinen 
Temperaturen keine verschwindende Suszeptibilität aufweist. 
 
Auf die Darstellung der Simulationsergebnisse von TA wurde im überwiegenden Teil dieser Arbeit 
verzichtet, da sie keinen großen Unterschied zu denen der Simulation mit SA zeigten (vgl. Kapitel 
5). Eine solch kleine Veränderung im Algorithmus führte bei den gegebenen Aufgabenstellungen 
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nicht zu einer Beschleunigung der Simulation, da die Berechnung der Exponentialfunktion im Ver-
gleich zu der Erstellung des Produktionsplans aus der Konfiguration immer zu vernachlässigen war.  
 
Anhand der verschiedenen Problemstellungen (Kapitel 5 bis Kapitel 9) wurden verschiedene Mo-
dellierungen getestet.  
Verschiedene Nachbarschaften wurden am Benchmark Bench01 (Kapitel 8) verglichen. Des weite-
ren wurde an diesem Beispiel untersucht, wie sich zusätzliche Aktivitätslinks auf die Ergebnisse 
auswirken. Die Ergebnisse des so erzeugten fixierten Peggings waren nur für lange Rechenzeiten 
ebenso erfolgreich wie das zuvor modellierte variable Pegging. Zusätzliche Links zwischen Aktivi-
täten verschiedener Aufträge, die gleiche Produkte herstellen, konnten die entstandenen Nachteile 
bei kurzen Rechenzeiten teilweise ausgleichen. Beim variablen Pegging wurde intuitiv die Vorge-
hensweise durchgeführt, die durch die zusätzlichen Links zwischen Aktivitäten verschiedener Auf-
träge erzwungen wurde: Aufträge mit kleinem Lieferzeitpunkt werden zuerst mit Produkten ver-
sorgt. Anhand der Problemstellung wurde des weiteren noch untersucht, wie sich zusätzliche Ne-
benbedingungen in ein bereits bestehendes Modell mit nur geringem Aufwand integrieren lassen, 
um ‚Was wäre wenn’-Fragen simulativ zu beantworten, ohne kostspielige Veränderungen an der 
realen Prozessstruktur, z.B. den vorhandenen Maschinen, durchzuführen. Es zeigte sich, dass das 
verwendete Verfahren in Kombination mit dem Modell sehr robust auf solche Veränderungen rea-
giert und sich weder in der Lösungsqualität noch in der benötigten Rechenzeit unangenehm ver-
schlechtert. Dies ist unter anderem ein wichtiges Kriterium für den Einsatz als Planungssoftware bei 
real existierenden Problemstellungen.  
Bei einer Problemstellung, die neben dem reinen Scheduling noch eine Losgrößenplanung erforder-
te (Kapitel 9), konnte gezeigt werden, dass eine globale Sicht auf das Optimierungsproblem erfolg-
reicher ist als eine Trennung der beiden Aufgabenstellungen. Mit dem vorhandenen Modell konnte 
diese Problemstellung auf mehrere verschiedene Arten modelliert werden. So zeigte sich, dass ein 
Modell mit Losgrößen, die anfangs auf einen bestimmten Wert fixiert wurden, zwar in manchen 
Instanzen die gleichen besten Durchlaufzeiten erzielen konnten, insgesamt jedoch deutlich schlech-
tere beste Ergebnisse lieferten als eine Modellierung, bei der die Losgrößen während des Schedul-
ing festgelegt wurden. Ein Nachteil der vorgestellten Vorgehensweise zur Wahl der Losgröße, bei 
der zuerst ein Zeitpunkt gesucht wird, bei der ein Modus mit minimaler Losgröße geplant wird und 
dann die endgültige Losgröße deterministisch festgelegt wird, wurde anhand zweier Strategien un-
tersucht. Die beiden Strategien unterschieden sich in der minimalen Losgröße einer Produktionsstu-
fe. So war es in einigen Fällen durchaus erfolgreicher, den frühesten Startzeitpunkt zu verzögern, 
um dann mit erhöhter Losgröße zu produzieren. 
 
Anhand der vorgestellten Ergebnisse zu den einzelnen Problemstellungen (Kapitel 5 bis Kapitel 9) 
wurde die verwendete Kombination aus Optimierungsverfahren und Modell mit verschiedenen Ver-
fahren aus der Literatur verglichen. Nicht bei jeder Problemstellung, die bearbeitet werden kann, 
erweist sich das hier vorgestellte Verfahren als überlegen im Hinblick auf die Lösungsqualität und 
die benötigte Rechenzeit. Dies trifft vor allem auf Problemstellungen zu, die nur wenig der durch 
das Modell zur Verfügung gestellten Funktionalität benötigen (Kapitel 5). Es zeigte sich jedoch, 
dass bei Problemstellungen, die eine komplexe Produktionsstruktur aufweisen (Kapitel 6 bis Kapi-
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tel 9), die meisten der in der Literatur vorhandenen besten Ergebnisse verbessert werden konnten, 
wobei meist bereits bei kleinen Rechenzeiten die erwartete Lösungsqualität (Mittelwert aus mehre-
ren Simulationen) sehr nahe an der besten bisher bekannten Lösungen liegt oder sogar noch besser 
ist. 
 
In Kapitel 8 wurden außerdem verschiedene Möglichkeiten diskutiert, die für eine Simulation be-
nötigten Parametereinstellungen zu erleichtern, um es auch einem in Optimierungsfragen nicht spe-
ziell geschulten Produktionsplaner zu ermöglichen, die Software einzusetzen, nachdem ein Opti-
mierungsexperte das Modell erstellt hat. Zu diesen Vereinfachungen zählte eine adaptive Nachbar-
schaft, die sich während der Optimierung selbstständig an die gegebene Problemstellung anpasst. 
Dabei konnten ähnlich gute Ergebnisse wie bei den fest eingestellten Nachbarschaften erzielt wer-
den. Als wichtigste Vereinfachung ist aber die Nutzung der Akzeptanzrate als Steuerung der Tem-
peratur beim SA zu sehen. Der zeitliche Verlauf der Akzeptanzrate während der Simulation ist un-
abhängig von der gewählten Problemstellung festzulegen und erspart es dem Anwender, das Tem-
peraturschema des SA auf jede Instanz einer Problemstellung anzupassen. Zu beachten ist nun, dass 
während der Simulation, aufgrund der Berechnung der Temperatur aus der Akzeptanzrate, die 
Temperatur zwischenzeitlich auch erhöht werden kann. Das Verfahren SA-Acc erwies sich dem SA 
Ansatz als ebenbürtig. 
 
Eine Problemstellung aus der diskreten Industrie, das Fließbandproblem, erforderte eine eigene 
Modellierung. Dazu wurden in Kapitel 10 verschiedene Modelle vorgestellt, die auf einer Kosten-
funktion für Restriktionsverletzungen aufbauen. Die Restriktionsverletzungen können dabei linear 
oder quadratisch bestraft werden. Ein Unterschied ergibt sich dabei vor allem bei Instanzen, die 
overconstrained sind, d.h., bei denen nicht alle Restriktionen gleichzeitig erfüllt werden können. 
Bei einem Wettbewerb eines deutschen Automobilherstellers wurden die erzielten Resultate folgen-
dermaßen eingestuft: „Als besonders bemerkenswert ist die Tatsache zu werten, dass Herr Puchta 
als Einzelperson in der Lage war, in kurzer Zeit qualitativ gleichwertige Ergebnisse zu liefern wie 
namhafte Anbieter von kommerzieller Optimierungssoftware“. Aufgrund der gesammelten Erfah-
rungen in diesem Bereich wurde ein genetischer Algorithmus als Teil einer Softwarelösung (SAP 
APO SEQ) zur Sequenzplanung in der diskreten Industrie erstellt. Diese Software ist nun bereits 
bei mehreren Kunden bei der täglichen Planung produktiv im Einsatz. Die Funktionalität der Soft-
warelösung geht dabei weit über die in Kapitel 10 vorgestellte Modellierung hinaus. 
 
Insgesamt ist zusammenfassend zu sagen, dass nicht nur das Optimierungsverfahren alleine über 
eine erfolgreiche Lösungssuche entscheidet, sondern vielmehr eine richtige Kombination aus Lö-
sungsverfahren und Modellierung der Problemstellung erforderlich ist. Der in dieser Arbeit gezeigte 
Ansatz eines Modells mit direkter Repräsentation, auf dem ein lokales Suchverfahren arbeitet, er-
weist sich als sehr robust in der Lösungssuche bei verschiedensten Problemstellungen, die nicht nur 
das reine Scheduling, sondern auch zum Teil eine im Scheduling integrierte Losgrößenplanung er-
fordern. Die Robustheit zusammen mit der bemerkenswert guten Lösungsqualität ermöglichen den 
Einsatz bei real existierenden Problemstellungen. Die Reduzierung der für einen Optimierungslauf 
186  Zusammenfassung 
erforderlichen Parameter erlaubt es auch einem Optimierungslaien, ein durch einen Experten erstell-
tes Modell zu verwenden, um die tägliche Produktionsplanung durchzuführen. 
 
Neben den realistischen Benchmarks aus der Prozessindustrie wurde die in dieser Arbeit vorgestell-
te Kombination aus Modell und Optimierungsverfahren noch auf eine reale Problemstellung bei der 
Infineon AG Regensburg mit dem Titel Erprobung einer Optimierungsmethode zur Verbesserung 
der Feinsteuerung in der Fertigung angewendet. Dabei konnte nachgewiesen werden, dass dieses 
Planungsverfahren durchaus einsetzbar ist. Bei der Problemstellung waren als Optimierungsziele 
die Reduzierung der Rüstzeiten, Rüstkosten und der Durchlaufzeit sowie eine Einhaltung der Lie-
fertermine gewünscht. Die Nebenbedingungen umfassten alternative Maschinen auf mehreren Pro-
duktionsstufen, unterschiedliche Produktionsgeschwindigkeiten der Maschinen und Pausen, in de-
nen spezielle Umrüstvorgänge nicht durchgeführt werden durften. 
 
Es kann wohl davon ausgegangen werden, dass das hier vorgestellte Verfahren aufgrund seiner gro-
ßen Flexibilität bei der Definition neuer Nebenbedingungen und der erzielbaren Lösungsqualität in 
vertretbaren Rechenzeiten in Zukunft von noch größerer Bedeutung im kommerziellen Einsatz sein 
wird. 
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Anhang A - Flussdiagramme 
 
 
 
 
 
 
Move ausführen 
Energieänderung ∆E 
berechnen 
Akzeptanzwahrscheinlichkeit p 
bestimmen 
Zufallszahl z bestimmen 
z<p 
ja nein 
die durch Move erzeugte 
Veränderung akzeptieren 
die durch Move erzeugte 
Veränderung verwerfen 
beste Lösung speichern 
Ende 
Start 
Sweep 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung A.1: Flussdiagramm eines Sweeps. 
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Initialisierung: 
T=TS
zufällige Anfangskonfiguration
i=0
Start 
Sweep 
i<n 
ja nein 
T>TE 
ja nein 
i=0 
T=T-∆T 
oder 
T=T*α
i=i+1 
Ende 
Start 
Monte Carlo
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung A.2: Flussdiagramm eines Monte Carlo Verfahrens. 
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j=0 
Start 
Monte Carlo (z.B. TA) 
i=0 
T=TBounce
oder 
T=TBounce-j*∆T
Start 
Sweep (z.B. TA) 
i<n 
ja nein 
T>TEnde
ja nein 
i=0 
T=T-∆T 
oder 
T=T*α
i=i+1 
j<m 
ja nein 
j=j+1 
Ende 
Start 
T-Bouncing
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung A.3: Flussdiagramm des T-Bouncing. 
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Initialisierung: 
W=WS
zufällige Anfangskonfiguration
i=0
Start 
Sweep 
i<n 
ja nein 
W>WE 
ja nein 
i=0 
W=W*α 
T=-∆Em/ln(W)
i=i+1 
∆E<0 
ja nein 
T=-∆Em/ln(W)
Ende 
Start 
Acceptance SA 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung A.4: Flussdiagramm des Acceptance SA (SA-Acc). 
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Anhang B - Suchraum 
 
 
Suchraum und Nachbarschaften einiger Problemstellungen 
Die Darstellung einer Lösung erfolgt in der Modellierung aus Kapitel 3.2 mittels einer Konfigura-
tion aus Aktivitäten (vgl. Kapitel 3.2.4). Diese Konfiguration dient zur Definition der Nachbar-
schaft (vgl. Kapitel 3.2.5). Eine Lösung, der Produktionsplan, wird deterministisch aus der Konfi-
guration erstellt (vgl. Kapitel 3.2.6). 
 
 
B.1 Suchraum und Nachbarschaft der Konfiguration 
Betrachtet man sich nur eine Konfiguration aus N Aktivitäten Ai, wobei jede Aktivität Mi Multimodi 
zur Auswahl hat, so besteht der Suchraum aus maximal |S| Konfigurationen, wobei 
 
∏
=
•=
N
i
iMNS
1
! . (B.1) 
 
Die maximale Größe der Nachbarschaft der einzelnen Operatoren |Oi| kann aus der Größe der Kon-
figuration N und der Anzahl der Multimodi einer Aktivität Mi bestimmt werden. Die Bedingung an 
die Operatoren, nicht nur die Konfiguration, sondern auch den daraus resultierenden Produktions-
plan zu verändern (vgl. Kapitel 3.2.5.3) schränken diese Nachbarschaft und damit den Suchraum 
ein. In den folgenden Beispielen (B.2 bis B.8) zur Größe des Suchraums ist auf diesen Unterschied 
zu achten. 
 
Push1:  ( ) ( )111 −•−= NNO  (B.2) 
Swap:  ( )1
2
1
2 −••= NNO  (B.3) 
Lin2Opt:  ( )1
2
1
3 −••= NNO  (B.4) 
Change:  ∑
=
=
N
i
iMO
1
4  (B.5) 
PushChange:  ( ) (∑
=
−•−=
N
i
iMNO
1
5 11 )  (B.6) 
Swap&Change:  ( )1
2
1
6 −••≤ NNO  (B.7) 
SwapSameRessource:  ( )1
2
1
7 −••≤ NNO  (B.8) 
Lin2OptSameRessource:  ( )1
2
1
8 −••≤ NNO  (B.9) 
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Die gesamte Nachbarschaftsgröße |Og| ist jedoch kleiner als die Summe der einzelnen Operatoren, 
da deren erzeugte Nachbarschaften sich überschneiden, so ist z.B. die Nachbarschaft des SwapSa-
meRessource vollständig in der Nachbarschaft des Swap enthalten:  
 
( ) ∑
=
⋅+−•⎟⎠
⎞⎜⎝
⎛ −⋅≤
N
i
ig MNNNO
1
13
2
3 . (B.10) 
 
Die folgenden Beispiele dienen zur Veranschaulichung der unterschiedlichen Größen der Suchräu-
me verschiedener Problemstellungen.  
 
 
B.2 Eine Maschine 
Es sollen N Aktivitäten auf einer Maschine geplant werden. Die Anzahl der Lösungen im Suchraum 
ist: 
 
!1 NS = . (B.11) 
 
Sind jedoch identische Aktivitäten vorhanden, so wird der Suchraum reduziert. Sind Ai die K unter-
scheidbaren Aktivitäten und Ki>0 die Anzahl der mit Ai identischen Aktivitäten, dann ist die Größe 
des Suchraums gegeben durch |S2|. Folgende Bedingungen gelten in diesem Fall: 
 
∑
=
=
K
i
iKN
1
, (B.12) 
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SS
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12
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1 . (B.13) 
 
Ist durch Aktivitätslinks eine Reihenfolge einer oder mehrerer Teilmengen an Aktivitäten festge-
legt, so verkleinert dies den Suchraum. Sind L solcher Teilmengen vorhanden und Li deren Anzahl 
an Aktivitäten, dann ist die Größe des Suchraums gegeben durch |S3|: 
 
∏
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•=
L
i iL
SS
1
13
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1 . (B.14) 
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B.3 Mehrere unabhängige Maschinen 
Sind M unabhängige Maschinen zu planen, d.h. jede zu planende Aktivität kann nur auf einer dieser 
Maschinen ausgeführt werden, und ist |S1i| die Größe des Suchraums der Maschine i, so ergibt sich 
der gesamte Suchraum durch |S4|: 
 
∏
=
=
M
i
iSS
1
14 . (B.15) 
 
In solch einem Fall sind jedoch M Planungsvorgänge mit jeweils einer Maschine der gleichzeitigen 
Planung der M Maschinen vorzuziehen. 
 
 
B.4 Mehrere alternative Maschinen 
Sind M alternative unterscheidbare Maschinen zu planen, d.h. jede der N Aktivitäten kann auf 
jeder der Maschinen ausgeführt werden, so besteht der Suchraum aus |S5| Konfigurationen: (B.16). 
Die Maschinen sind z.B. unterscheidbar aufgrund der unterschiedlichen Produktionsdauer der Akti-
vitäten auf den verschiedenen Maschinen. 
 
( )MNgNS ,!5 •= , (B.16) 
 
wobei durch g(N,M) die Verteilung auf die einzelnen Maschinen geregelt wird: 
 
( ) (∑
=
−=
N
i
MigMNg
0
1,, ), (B.17) 
 
wobei g(0,M)=1 und g(N,1)=1. Dies ergibt z.B. 
 
( ) 12, += NNg , 
( ) ( )23
2
13, 2 +⋅+⋅= NNNg , 
( ) 1
6
11
6
14, 23 +⋅++⋅= NNNNg . 
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B.5 FlowShop 1 (Sonderfall eine Maschinen) 
Es wird auf jeder Maschine die gleiche Reihenfolge der Aufträge produziert. Existieren pro Ma-
schine N Aktivitäten, dann ist die Größe des Suchraum gegeben durch: 
 
!6 NS = . (B.18) 
 
 
B.6 FlowShop 2 (Sonderfall mehrerer unabhängiger Maschinen) 
Die M Maschinen haben eine bestimmte Reihenfolge. Es kann auf jeder Maschine eine unterschied-
liche Reihenfolge der Aufträge produziert werden. Bei N Aktivitäten pro Maschine existieren |S7| 
Konfigurationen im Suchraum:  
 
( ) MNS !7 = . (B.19) 
 
 
B.7 OpenShop 
Neben der Reihenfolge der N Aktivitäten pro Maschine sind noch die Reihenfolgen der M Aktivitä-
ten pro Auftrag festzulegen. Der Suchraum hat die Größe: 
 
( ) ( )NM MNS !!8 •= . (B.20) 
 
 
B.8 JobShop 
Es existieren N Aufträge, die auf M Maschinen geplant werden sollen. Der Suchraum ist hier im 
Unterschied zu der Planung M unabhängiger Maschinen eingeschränkt durch die Reihenfolgebedin-
gung innerhalb eines Auftrags. Die Reihenfolge, in der die einzelnen Aufträge die Maschinen benö-
tigen kann zwischen den einzelnen Aufträgen unterschiedlich sein. Einige der möglichen Sequenzen 
auf den Maschinen sind deshalb nicht gültig. Der Suchraum besteht aus |S8| Konfigurationen: 
 
( )MNS !8 ≤ . (B.21) 
 
 
Anhang C  195 
Anhang C – Production Flow Planning 
 
Die Simulationsdaten  
Im folgenden sind die Daten für die Problemstellung des Production Flow Planning with Machine 
Assignment aus Kapitel 7 gegeben. 
Es existieren Aufträge für 9 Tage, wobei der 5. und 6. Tag das Wochenende darstellt, für die keine 
Aufträge existieren (Tabelle C.1). Bei dieser Problemstellung existieren 24 verschiedene Produkte. 
Zusätzlich zu den ressourcenabhängigen Produktionszeiten (und Rüstzeiten) (Tabelle C.2) müssen 
auf den Ressourcen der 1. und 2. Stufe noch produktabhängige Produktionszeiten addiert werden 
(Tabelle C.3). 
 
Datensatz Tag Aufträge 
1 1 P1, P2, P2, P3, P4, P6, P7, P8, P9, P9, P11, P12 
2 2 P1, P2, P4, P5, P9, P11, P14, P15, P16, P18 
3 3 P1, P2 P3, P4, P6, P7, P8, P9, P10, P17, P24 
4 4 P2, P2, P3, P4, P8, P9, P9, P11, P12, P21 
5 7 P4, P6, P7, P9, P9, P11, P16, P20, P22 
6 8 P1, P2, P3, P4, P8, P9, P11, P13, P18, P23 
7 9 P1, P2, P3, P4, P6, P9, P9 ,P12, P14, P15, P16, P17, P24 
8 10 P1, P2, P4, P7, P8, P9, P9, P11 
9 11 P2, P3, P4, P5, P6, P7, P9, P11, P21 
Tabelle C.1: Auftragsliste (Aufträge) der einzelnen Tagespakete (Tag). 
 
Ressource Stufe Produktionszeit Rüstzeit 
1 1 10 75 
2 1 10 75 
3 2 30 75 
4 2 30 75 
5 3 60 190 
6 3 60 190 
7 4 0 195 
8 5 0 260 
9 5 0 260 
10 6 380 150 
11 6 380 150 
12 6 380 150 
13 6 380 150 
Tabelle C.2: Ressourcenabhängige Produktions- und Rüstzeiten in Minuten. 
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Produkt Produktionszeit 
Stufe 1 
Produktionszeit 
Stufe 2 
überspringt 
Stufe4 
P1 2:04:29 1:30:00 ja 
P2 2:59:34 2:30:00 ja 
P3 2:11:58 2:15:00 ja 
P4 4:00:00 3:00:00 ja 
P5 2:00:00 3:00:00 ja 
P6 1:55:42 3:00:00 nein 
P7 7:23:41 7:15:00 nein 
P8 2:41:00 2:30:00 ja 
P9 2:00:00 3:00:00 ja 
P10 2:00:00 3:00:00 ja 
P11 2:00:00 3:00:00 ja 
P12 3:50:18 0:30:00 nein 
P13 1:30:00 2:00:00 nein 
P14 1:30:00 3:00:00 nein 
P15 1:30:00 6:45:00 nein 
P16 2:47:01 1:30:00 nein 
P17 2:00:00 3:00:00 nein 
P18 2:00:00 3:00:00 ja 
P19 2:00:00 2:00:00 ja 
P20 4:00:00 4:25:00 ja 
P21 3:00:00 2:30:00 nein 
P22 4:04:06 3:10:00 ja 
P23 2:00:00 3:30:00 nein 
P24 2:00:00 3:00:00 ja 
Tabelle C.3:  Produktabhängige Produktionszeiten für die 1. und 2. Stufe und die Information, ob ein Produkt die 4. 
Stufe bei der Produktion überspringt. 
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Anhang D – Bench01 
 
D.1 Aktivitäten 
Es existieren 10 unterschiedliche Aufträge, wobei jeder aus 6 Aktivitäten besteht. Die Unterschiede 
liegen dabei in den Dauern der Modi (DYx), den Rüstfamilien (FYx), den benötigten Kapazitäten der 
Multiressourcen (MYx) und der Nutzung der Silos. Von den zwölf möglichen Multimodi der 
Aktivität ABCx sind nur zwei gegeben. 
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D.2 Simulationsdaten 
In den folgenden Tabellen sind die Daten für die Problemstellung Bench01 gegeben. 
 
product
ID
(alternative)
machines
TO
[h]
Product Family requiredpool
required
number of 
pool 
objects
required
preproducts
A01 R11, R12 00:30 F1 1 1
A02 R11, R12 01:10 F2 1 2
A03 R11, R12 01:50 F3 1 2
A04 R11, R12 00:50 F4 1 3
A06 R21, R22 00:50 F1 1 3
A07 R21, R22 00:40 F2 1 2
A08 R21, R22 01:00 F3 1 1
A09 R21, R22 01:40 F4 1 2
B01 F1, F2, F3 01:00 F1 2 2 A01, A06
B02 F1, F2, F3 03:00 F1 2 3 A01, A07
B03 F1, F2, F3 02:00 F1 2 3 A01, A08
B04 F1, F2, F3 02:20 F2 2 1 A02, A06
B05 F1, F2, F3 01:00 F2 2 3 A02, A09
B06 F1, F2, F3 01:20 F3 2 2 A03, A07
B07 F1, F2, F3 03:50 F3 2 2 A03, A08
B08 F1, F2, F3 01:30 F4 2 1 A04, A07
B09 F1, F2, F3 00:40 F4 2 3 A04, A08
B10 F1, F2, F3 02:40 F4 2 1 A04, A09
C01 R11, R12,R21, R22 00:30 F1 1 2 B01
C02 R11, R12,R21, R22 00:50 F1 1 2 B02
C03 R11, R12,R21, R22 01:30 F1 1 1 B03
C04 R11, R12,R21, R22 00:40 F2 1 2 B04
C05 R11, R12,R21, R22 01:20 F2 1 2 B05
C06 R11, R12,R21, R22 00:40 F3 1 1 B06
C07 R11, R12,R21, R22 01:50 F3 1 3 B07
C08 R11, R12,R21, R22 02:40 F4 1 1 B08
C09 R11, R12,R21, R22 02:00 F4 1 2 B09
C10 R11, R12,R21, R22 03:30 F4 1 1 B10
D01 C1, C2 01:20 F1 3 3 C01
D02 C1, C2 01:00 F1 3 3 C02
D03 C1, C2 01:00 F1 3 2 C03
D04 C1, C2 02:00 F2 3 2 C04
D05 C1, C2 04:00 F2 3 1 C05
D06 C1, C2 02:00 F3 3 3 C06
D07 C1, C2 03:03 F3 3 2 C07
D08 C1, C2 00:40 F4 3 3 C08
D09 C1, C2 02:00 F4 3 2 C09
D10 C1, C2 01:00 F4 3 2 C10
E01 C3 00:30 F1 3 2 D01
E02 C3 02:00 F1 3 1 D02
E03 C3 00:30 F1 3 3 D03
E04 C3 01:15 F2 3 2 D04
E05 C3 01:15 F2 3 1 D05
E06 C3 02:00 F3 3 3 D06
E07 C3 01:32 F3 3 2 D07
E08 C3 00:30 F4 3 1 D08
E09 C3 01:32 F4 3 3 D09
E10 C3 01:32 F4 3 1 D10  
Tabelle D.1:  Liste der Produkte (product ID) mit ihren alternativen Maschinen (machines), ihren Produktionszeiten 
(T0 [h]), den benötigten Kapazitäten (number pool objects) der Sekundärressourcen (pool), den benötig-
ten Rohstoffen (required preproducts) und der zugehörigen Produktfamilie für die Rüstzeiten (Family). 
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Pool Number ofPool Objects
1 8
2 6
3 6  
Tabelle D.2:  Kapazität der Pools. 
 
Storage
Location after 
production 
stage
Capacity Dedicated to 
product
SC01 C 2 C01
SC02 C 2 C02
SC03 C 2 C03
SC04 C 2 C04
SC05 C 2 C05
SC06 C 2 C06
SC07 C 2 C07
SC08 C 2 C08
SC09 C 2 C09
SC10 C 2 C10
SD01 D 2 D01
SD02 D 2 D02
SD03 D 2 D03
SD04 D 2 D04
SD05 D 2 D05
SD06 D 2 D06
SD07 D 2 D07
SD08 D 2 D08
SD09 D 2 D09
SD10 D 2 D10  
Tabelle D.3:  Kapazität der speziellen Lager für bestimmte Produkte. 
 
Reactor
F1 F2 F3 F4
F1 0 10 10 20
F2 10 0 40 20
F3 30 20 0 10
F4 60 30 10 0
Feeder
F1 F2 F3 F4
F1 0 20 20 20
F2 30 10 20 20
F3 60 30 20 20
F4 70 50 40 30
Filter
F1 F2 F3 F4
F1 0 10 30 50
F2 20 0 10 20
F3 30 30 0 20
F4 80 60 40 0
P S
P S
P S
 
Tabelle D.4:  Rüstzeiten der Maschinen (Reactor, Feeder, Filter) zwischen dem Vorgänger (P) und dem Nachfolger 
(S) aus den Produktfamilien (F1, F2, F3, F4).  
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D.3 Probleminstanzen 
 
Produkt L Produkt L Produkt L Produkt L
E01 2160 E01 2280 E01 2520 E01 3960
E01 2640 E01 2280 E01 2520 E01 3960
E01 3600 E01 2280 E01 2520 E01 3960
E02 3360 E02 2280 E02 2520 E02 3960
E03 1200 E03 2280 E03 2520 E03 3960
E03 1920 E03 2280 E03 2520 E03 3960
E03 2520 E03 2280 E03 2520 E03 3960
E03 3720 E03 2280 E03 2520 E03 3960
E04 2160 E04 2280 E04 2520 E04 3960
E04 3240 E04 2280 E04 2520 E04 3960
E04 3600 E04 2280 E04 2520 E04 3960
E05 2160 E05 2280 E05 2520 E05 3960
E05 3600 E05 2280 E05 2520 E05 3960
E06 960 E06 2280 E06 2520 E06 3960
E06 3660 E06 2280 E06 2520 E06 3960
E07 1140 E07 2280 E07 2520 E07 3960
E07 2700 E07 2280 E07 2520 E07 3960
E07 3420 E07 2280 E07 2520 E07 3960
E08 1380 E08 2280 E08 2520 E08 3960
E08 3660 E08 2280 E08 2520 E08 3960
E09 1800 E09 2280 E09 2520 E09 3960
E09 1800 E09 2280 E09 2520 E09 3960
E09 3840 E09 2280 E09 2520 E09 3960
E10 2640 E10 2280 E10 2520 E10 3960
E10 3720 E10 2280 E10 2520 E10 3960
Instanz_0 Instanz_1 Instanz_2 Instanz_3
 
 
Produkt L_1 L_2 Produkt L_1 L_2 L_3 L_4 L_5
E01 2160 4160 E01 2160 4160 6160 8160 10160
E01 2640 4640 E01 2640 4640 6640 8640 10640
E01 3600 5600 E01 3600 5600 7600 9600 11600
E02 3360 5360 E02 3360 5360 7360 9360 11360
E03 1200 3200 E03 1200 3200 5200 7200 9200
E03 1920 3920 E03 1920 3920 5920 7920 9920
E03 2520 4520 E03 2520 4520 6520 8520 10520
E03 3720 5720 E03 3720 5720 7720 9720 11720
E04 2160 4160 E04 2160 4160 6160 8160 10160
E04 3240 5240 E04 3240 5240 7240 9240 11240
E04 3600 5600 E04 3600 5600 7600 9600 11600
E05 2160 4160 E05 2160 4160 6160 8160 10160
E05 3600 5600 E05 3600 5600 7600 9600 11600
E06 960 2960 E06 960 2960 4960 6960 8960
E06 3660 5660 E06 3660 5660 7660 9660 11660
E07 1140 3140 E07 1140 3140 5140 7140 9140
E07 2700 4700 E07 2700 4700 6700 8700 10700
E07 3420 5420 E07 3420 5420 7420 9420 11420
E08 1380 3380 E08 1380 3380 5380 7380 9380
E08 3660 5660 E08 3660 5660 7660 9660 11660
E09 1800 3800 E09 1800 3800 5800 7800 9800
E09 1800 3800 E09 1800 3800 5800 7800 9800
E09 3840 5840 E09 3840 5840 7840 9840 11840
E10 2640 4640 E10 2640 4640 6640 8640 10640
E10 3720 5720 E10 3720 5720 7720 9720 11720
Instanz_4 Instanz_5
 
Tabelle D.5:  Verschiedene Instanzen der Problemstellung Bench01. Es ist jeweils eine Liste an zu fertigenden Produk-
ten mit den zugehörigen Lieferzeitpunkten (in Minuten nach dem Produktionsstart) gegeben. Instanz_0 
ist die in der ursprünglichen Aufgabenstellung gegebene Instanz. 
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D.3 Lösungen 
Hier sind die besten Lösungen zu sehen, die mit den verschiedenen Modellen für verschiedene In-
stanzen und Prioritäten erhalten wurden. 
 
Modell Instanz Prioritäten Makespan Setup Modell Instanz Prioritäten Makespan Setup
M 2081 980 M 2097 1030
M+S 2122 420 M+S 2221 370
S 2220 370 S 2221 370
M 2086 1150 M 2087 780
M+S 2171 470 M+S 2207 370
S 2239 440 S 2207 370
M 2052 1190 M 2291 1230
M+S 2221 370 M+S 2412 390
S 2221 370 S 2574 380
M 2079 1120 M 1990 1330
M+S 2209 370 M+S 2037 460
S 2209 370 S 2134 370
M 3908 1420 M 1955 550
M+S 4103 970 M+S 1987 490
S 4285 940 S 2117 370
M 9474 4920 M 1908 1100
M+S 9734 3020 M+S 2052 380
S 9734 3020 S 2065 370
M 2061 850 M 2157 560
M+S 2075 440 M+S 2293 370
S 2238 370 S 2293 370
M 3905 1570
M+S 3979 1040
S 4188 1040
M 3847 1830
M+S 4084 920
S 4150 910
M 9288 4590
M+S 9540 2800
S 9632 2720
M2
M2b
M2b
M3
M4
M5
M6
M7
M8
M9
M1
M1
M1
M2
0M1
M1
M1
1
2
3
4
5
0
4
4
5
0'
0'
0'
0'
0'
0'
0'
 
Tabelle D.6:  Zu sehen sind die besten Lösungen für die verschiedenen Modelle und Instanzen, die während der Simu-
lationen bei begrenzter Rechenzeit (siehe Kapitel 8) erhalten wurden.  
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Anhang E – Westenberger-Kallrath 
 
E.1 Aktivitäten  
Es werden die folgenden Aktivitätsschablonen für die Planung des Westenberger-Kallrath-
Benchmark benötigt:  
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E.2 Lösungen 
 
In den folgenden Tabellen werden die Ergebnisse der Simulationen gezeigt. Zur Begrenzung der 
Rechenzeit wurde die Anzahl der Sweeps pro Temperaturschritt festgelegt (20, 100, 1000). Bei je-
weils 200 Temperaturschritten führt dies zu insgesamt (4000, 20000 und 200000) durchgeführten 
Sweeps. Es wurden jeweils 24 verschiedene Bestellmengen (B0 – B23) bearbeitet. Jede Tabelle ent-
hält dabei für eine bestimmte Kombination aus Aufgabe ((1), (2), (3), (4) und (4b)) und Initial-
zustand der Silos (I1, I2 und I3) die durchschnittlichen Ergebnisse (av) und die Standardabweichung 
(dev) aus jeweils 10 Simulation mit den beiden Strategien (S1, S2). Zusätzlich ist die Durchlaufzeit 
der besten gefundenen Lösung (best) zu sehen. 
 
(1) - I1
best
B0 2656,8 (52,9) 2484,0 (32,2) 2390,4 (17,6) 2584,8 (57,6) 2462,4 (43,2) 2390,4 (28,8) 2376
B1 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B2 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B3 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1310,4 (28,8) 1296,0 (0,0) 1296,0 (0,0) 1296
B4 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B5 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B6 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584
B7 1360,8 (14,4) 1332,0 (0,0) 1332,0 (0,0) 1332,0 (32,2) 1296,0 (0,0) 1296,0 (0,0) 1296
B8 1360,8 (14,4) 1332,0 (0,0) 1332,0 (0,0) 1368,0 (0,0) 1353,6 (28,8) 1296,0 (0,0) 1296
B9 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584
B10 1749,6 (48,8) 1720,8 (35,3) 1656,0 (0,0) 1692,0 (39,4) 1641,6 (48,8) 1584,0 (0,0) 1584
B11 1936,8 (35,3) 1908,0 (39,4) 1872,0 (0,0) 1908,0 (45,5) 1843,2 (42,0) 1800,0 (0,0) 1800
B12 1641,6 (28,8) 1612,8 (35,3) 1584,0 (0,0) 1569,6 (28,8) 1555,2 (35,3) 1526,4 (28,8) 1512
B13 1807,2 (73,4) 1749,6 (36,7) 1670,4 (17,6) 1728,0 (60,2) 1656,0 (0,0) 1656,0 (45,5) 1584
B14 2052,0 (29,4) 2023,2 (61,9) 2008,8 (121,3) 2052,0 (72,0) 2023,2 (69,8) 1958,4 (28,8) 1872
B15 2743,2 (80,2) 2620,8 (42,0) 2577,6 (80,8) 2763,0 (112,0) 2592,0 (82,1) 2440,8 (57,6) 2376
B16 2332,8 (35,3) 2304,0 (0,0) 2289,6 (28,8) 2289,6 (53,9) 2259,0 (29,8) 2217,6 (28,8) 2160
B17 2541,6 (66,8) 2349,0 (77,9) 2296,8 (35,3) 2448,0 (82,1) 2311,2 (61,9) 2246,4 (17,6) 2232
B18 2505,6 (74,1) 2419,2 (26,9) 2354,4 (28,8) 2412,0 (39,4) 2394,0 (74,2) 2311,2 (35,3) 2268
B19 3402,0 (40,2) 3321,0 (53,2) 3211,2 (35,3) 3412,8 (107,8) 3276,0 (67,3) 3182,4 (17,6) 3168
B20 2829,6 (84,0) 2736,0 (45,5) 2664,0 (0,0) 2727,0 (53,2) 2649,6 (28,8) 2606,4 (28,8) 2592
B21 2835,0 (103,0) 2700,0 (45,5) 2577,6 (28,8) 2772,0 (50,9) 2671,2 (52,9) 2563,2 (35,3) 2520
B22 2952,0 (80,5) 2836,8 (52,9) 2685,6 (53,9) 2923,2 (80,2) 2764,8 (57,6) 2642,4 (66,8) 2520
B23 6804,0 (210,0) 6528,0 (189,0) 6120,0 (120,5) 6480,0 (178,2) 6609,6 (123,9) 6213,6 (165,1) 5976
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
 
 
208  Anhang E 
(1) - I2
best
B0 2232,0 (68,3) 2080,8 (66,0) 1987,2 (35,3) 1944
B1 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B2 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B3 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B4 972,0 (0,0) 972,0 (0,0) 972,0 (0,0) 972
B5 1123,2 (69,8) 1022,4 (28,8) 1036,8 (35,3) 1008
B6 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1224
B7 979,2 (14,4) 972,0 (0,0) 972,0 (0,0) 972
B8 979,2 (14,4) 972,0 (0,0) 972,0 (0,0) 972
B9 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1224
B10 1353,6 (66,8) 1260,0 (45,5) 1224,0 (0,0) 1224
B11 1584,0 (45,5) 1483,2 (14,4) 1447,2 (14,4) 1440
B12 1267,2 (35,3) 1224,0 (0,0) 1224,0 (0,0) 1224
B13 1375,2 (52,9) 1303,2 (14,4) 1296,0 (0,0) 1296
B14 1701,0 (29,8) 1591,2 (61,9) 1530,0 (64,9) 1440
B15 2361,6 (110,6) 2210,4 (66,8) 2102,4 (36,7) 2052
B16 2008,8 (57,6) 1926,0 (31,2) 1872,0 (0,0) 1872
B17 2131,2 (69,8) 1951,2 (26,9) 1879,2 (14,4) 1872
B18 2102,4 (58,5) 2001,6 (36,7) 1922,4 (17,6) 1908
B19 3012,0 (33,9) 2908,8 (26,9) 2764,8 (52,9) 2700
B20 2361,6 (28,8) 2332,8 (26,9) 2304,0 (0,0) 2304
B21 2440,8 (42,0) 2289,6 (48,8) 2167,2 (14,4) 2160
B22 2520,0 (109,2) 2325,6 (92,8) 2296,8 (52,9) 2232
B23 6768,0 (45,5) 5940,0 (36,0) 5760,0 (128,8) 5544
Strategie - S1 (=S2)
20 100 1000
av (dev) av (dev) av (dev)
Bestell
menge
 
 
(1) - I3
best
B0 2340,0 (91,8) 2174,4 (17,6) 2080,8 (35,3) 2296,8 (80,2) 2160,0 (22,8) 2124,0 (45,5) 2016
B1 1015,2 (14,4) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B2 1080,0 (0,0) 1080,0 (0,0) 1080,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B3 1080,0 (0,0) 1080,0 (0,0) 1080,0 (0,0) 1022,4 (28,8) 1008,0 (0,0) 1008,0 (0,0) 1008
B4 1044,0 (32,2) 1029,6 (28,8) 1008,0 (0,0) 1022,4 (28,8) 1008,0 (0,0) 1008,0 (0,0) 1008
B5 1080,0 (0,0) 1051,2 (35,3) 1008,0 (0,0) 1080,0 (45,5) 1022,4 (28,8) 1008,0 (0,0) 1008
B6 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B7 1022,4 (28,8) 1008,0 (0,0) 1008,0 (0,0) 1036,8 (35,3) 1015,2 (14,4) 1008,0 (0,0) 1008
B8 1051,2 (35,3) 1008,0 (0,0) 1008,0 (0,0) 1051,2 (35,3) 1008,0 (0,0) 1008,0 (0,0) 1008
B9 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B10 1418,4 (36,7) 1396,8 (14,4) 1382,4 (17,6) 1404,0 (0,0) 1389,6 (17,6) 1368,0 (0,0) 1368
B11 1656,0 (50,9) 1605,6 (17,6) 1584,0 (0,0) 1648,8 (35,3) 1555,2 (52,9) 1512,0 (0,0) 1512
B12 1353,6 (28,8) 1310,4 (28,8) 1296,0 (0,0) 1296,0 (45,5) 1267,2 (35,3) 1224,0 (0,0) 1224
B13 1418,4 (28,8) 1404,0 (32,2) 1382,4 (28,8) 1440,0 (39,4) 1375,2 (26,9) 1310,4 (28,8) 1296
B14 1764,0 (91,8) 1771,2 (42,0) 1677,6 (58,5) 1809,0 (59,0) 1755,0 (53,2) 1683,0 (59,0) 1584
B15 2462,4 (84,0) 2282,4 (36,7) 2181,6 (28,8) 2469,6 (66,8) 2268,0 (76,4) 2174,4 (17,6) 2160
B16 2073,6 (53,9) 2023,2 (14,4) 1965,6 (28,8) 2008,8 (57,6) 2023,2 (47,8) 1944,0 (0,0) 1944
B17 2203,2 (52,9) 2088,0 (22,8) 1965,6 (28,8) 2124,0 (50,9) 1994,4 (43,2) 1936,8 (47,8) 1872
B18 2167,2 (73,4) 2131,2 (42,0) 2052,0 (32,2) 2217,6 (48,8) 2102,4 (48,8) 2008,8 (14,4) 1980
B19 3015,0 (29,8) 2973,6 (66,8) 2764,8 (26,9) 3036,0 (89,8) 2908,8 (69,8) 2826,0 (82,5) 2736
B20 2498,4 (95,5) 2376,0 (0,0) 2376,0 (0,0) 2462,4 (53,9) 2390,4 (53,9) 2318,4 (28,8) 2304
B21 2484,0 (64,4) 2397,6 (66,8) 2268,0 (32,2) 2469,6 (62,8) 2412,0 (50,9) 2275,2 (26,9) 2232
B22 2685,6 (62,8) 2534,4 (74,1) 2426,4 (28,8) 2682,0 (64,9) 2469,6 (62,8) 2404,8 (14,4) 2376
B23 7164,0 (180,0) 6348,0 (61,2) 5832,0 (78,9) 6336,0 (84,0) 6219,0 (64,3) 5608,8 (73,4) 5472
Bestell
menge av (dev)
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev)
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(2) - I1
best
B0 3073,5 (64,1) 2898,0 (38,9) 2739,6 (109,4) 3192,0 (139,7) 2862,0 (112,1) 2674,8 (78,5) 2592
B1 1512,0 (0,0) 1512,0 (0,0) 1512,0 (0,0) 1476,0 (0,0) 1476,0 (0,0) 1476,0 (0,0) 1476
B2 1526,4 (17,6) 1519,2 (14,4) 1512,0 (0,0) 1476,0 (0,0) 1476,0 (0,0) 1476,0 (0,0) 1476
B3 1540,8 (26,9) 1512,0 (0,0) 1512,0 (0,0) 1476,0 (0,0) 1461,6 (17,6) 1440,0 (0,0) 1440
B4 1591,2 (21,6) 1555,2 (14,4) 1548,0 (0,0) 1544,4 (28,8) 1526,4 (7,2) 1515,6 (7,2) 1512
B5 1562,4 (28,8) 1512,0 (0,0) 1512,0 (0,0) 1486,8 (31,4) 1440,0 (0,0) 1440,0 (0,0) 1440
B6 1980,0 (0,0) 1969,2 (8,8) 1954,8 (14,4) 1904,4 (7,2) 1904,4 (21,0) 1890,0 (0,0) 1890
B7 1587,6 (7,2) 1591,2 (8,8) 1584,0 (0,0) 1533,6 (26,5) 1526,4 (28,8) 1512,0 (0,0) 1512
B8 1526,4 (28,8) 1512,0 (0,0) 1512,0 (0,0) 1501,2 (21,6) 1512,0 (0,0) 1497,6 (17,6) 1458
B9 1976,4 (7,2) 1972,8 (8,8) 1972,8 (8,8) 1908,0 (0,0) 1893,6 (7,2) 1897,2 (8,8) 1890
B10 2066,4 (13,5) 2012,4 (40,1) 2016,0 (32,2) 1971,0 (37,1) 1994,4 (17,6) 1972,8 (8,8) 1962
B11 2300,4 (56,2) 2308,5 (7,8) 2196,0 (45,5) 2242,8 (26,9) 2217,6 (13,5) 2102,4 (28,8) 2088
B12 1879,2 (14,4) 1850,4 (43,2) 1807,2 (52,9) 1814,4 (28,8) 1792,8 (14,4) 1692,0 (0,0) 1692
B13 2077,2 (42,0) 2055,6 (28,8) 2023,2 (8,8) 1994,4 (53,9) 1965,6 (28,8) 1933,2 (14,4) 1908
B14 2354,4 (125,4) 2293,2 (61,9) 2223,0 (46,8) 2318,4 (70,5) 2260,8 (83,3) 2133,0 (59,0) 2088
B15 3285,0 (153,0) 3045,6 (62,8) 3002,4 (26,5) 3175,2 (125,5) 3072,0 (59,4) 2893,5 (56,0) 2808
B16 2718,0 (60,2) 2613,6 (43,2) 2548,8 (35,3) 2638,8 (97,7) 2583,0 (69,1) 2448,0 (0,0) 2448
B17 2948,4 (46,1) 2916,0 (111,0) 2781,0 (9,0) 2904,0 (17,0) 2760,0 (8,5) 2664,0 (50,9) 2592
B18 2984,4 (75,0) 2826,0 (41,0) 2732,4 (58,5) 3015,0 (37,1) 2836,8 (70,7) 2692,8 (40,4) 2628
B19 4248,0 (148,0) 3888,0 (123,4) 3780,0 (101,8) 3870,0 (101,3) 3852,0 (88,2) 3712,5 (98,9) 3582
B20 3060,0 (36,0) 3042,0 (102,9) 2980,8 (61,9) 3229,2 (95,0) 3031,2 (69,8) 2966,4 (48,8) 2880
B21 3558,0 (104,3) 3276,0 (77,4) 3159,0 (46,8) 3294,0 (73,5) 3276,0 (64,1) 3141,0 (57,6) 3096
B22 3636,0 (64,4) 3450,0 (47,2) 3270,0 (51,6) 3604,5 (132,5) 3402,0 (99,2) 3177,0 (53,2) 3096
B23 8820,0 (112,3) 7560,0 (95,5) 7574,4 (81,6) 8892,0 (147,8) 7911,0 (135,0) 7573,5 (140,8) 7470
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
 
 
(2) - I2
best
B0 2550,0 (72,5) 2469,6 (92,8) 2376,0 (50,9) 2304
B1 1080,0 (0,0) 1080,0 (0,0) 1080,0 (0,0) 1080
B2 1080,0 (0,0) 1080,0 (0,0) 1080,0 (0,0) 1080
B3 1123,2 (35,3) 1116,0 (0,0) 1116,0 (0,0) 1080
B4 1134,0 (22,8) 1123,2 (14,4) 1116,0 (0,0) 1116
B5 1281,6 (28,8) 1260,0 (32,2) 1238,4 (28,8) 1224
B6 1548,0 (0,0) 1540,8 (8,8) 1530,0 (0,0) 1530
B7 1170,0 (11,4) 1144,8 (24,4) 1126,8 (21,6) 1116
B8 1144,8 (14,4) 1137,6 (17,6) 1144,8 (14,4) 1116
B9 1544,4 (13,5) 1540,8 (8,8) 1530,0 (0,0) 1530
B10 1605,6 (48,8) 1615,5 (7,8) 1616,4 (13,5) 1548
B11 1872,0 (68,3) 1857,6 (52,7) 1814,4 (48,8) 1728
B12 1432,8 (26,9) 1411,2 (14,4) 1411,2 (14,4) 1404
B13 1651,5 (41,0) 1557,0 (29,8) 1558,8 (52,9) 1512
B14 2008,8 (126,1) 1867,5 (41,0) 1740,0 (33,9) 1692
B15 2727,0 (89,5) 2673,0 (59,0) 2475,0 (29,8) 2448
B16 2307,6 (48,8) 2235,6 (80,8) 2160,0 (0,0) 2160
B17 2592,0 (112,9) 2412,0 (121,0) 2326,5 (34,6) 2232
B18 2613,6 (89,9) 2389,5 (85,7) 2340,0 (32,2) 2304
B19 3546,0 (93,2) 3456,0 (36,0) 3312,0 (76,4) 3204
B20 2760,0 (44,9) 2682,0 (18,0) 2602,8 (14,4) 2592
B21 2934,0 (54,0) 2772,0 (66,1) 2656,8 (68,9) 2520
B22 3186,0 (54,0) 2850,0 (61,2) 2750,4 (94,8) 2628
B23 8244,0 (210,1) 7074,0 (156,0) 7189,2 (125,0) 7038
Bestell
menge
Strategie - S1 (=S2)
20 100 1000
av (dev) av (dev) av (dev)
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(2) - I3
best
B0 2782,8 (144,3) 2548,8 (52,9) 2383,2 (57,6) 2736,0 (84,4) 2548,8 (61,9) 2419,2 (57,6) 2304
B1 1195,2 (14,4) 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188
B2 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1188,0 (0,0) 1209,6 (17,6) 1224,0 (0,0) 1188
B3 1231,2 (14,4) 1224,0 (0,0) 1224,0 (0,0) 1202,4 (17,6) 1188,0 (0,0) 1188,0 (0,0) 1188
B4 1260,0 (22,8) 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1188,0 (30,1) 1152,0 (0,0) 1152
B5 1252,8 (42,0) 1224,0 (0,0) 1224,0 (0,0) 1227,6 (40,1) 1180,8 (35,3) 1152,0 (0,0) 1152
B6 1584,0 (0,0) 1584,0 (0,0) 1580,4 (7,2) 1548,0 (0,0) 1548,0 (0,0) 1548,0 (0,0) 1548
B7 1224,0 (0,0) 1245,6 (28,8) 1224,0 (0,0) 1238,4 (17,6) 1224,0 (0,0) 1224,0 (0,0) 1224
B8 1281,6 (48,8) 1238,4 (17,6) 1224,0 (0,0) 1238,4 (17,6) 1231,2 (14,4) 1224,0 (0,0) 1224
B9 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1548,0 (0,0) 1548,0 (0,0) 1548,0 (0,0) 1548
B10 1648,8 (8,8) 1638,0 (0,0) 1638,0 (0,0) 1645,2 (37,1) 1598,4 (41,7) 1548,0 (0,0) 1548
B11 1926,0 (75,5) 1792,8 (35,3) 1756,8 (35,3) 1922,4 (50,1) 1886,4 (34,9) 1742,4 (28,8) 1728
B12 1605,6 (58,5) 1569,6 (36,7) 1512,0 (0,0) 1504,8 (35,3) 1418,4 (17,6) 1418,4 (17,6) 1404
B13 1720,8 (42,0) 1641,6 (28,8) 1627,2 (35,3) 1728,0 (25,5) 1692,0 (39,4) 1641,6 (28,8) 1584
B14 2052,0 (36,0) 2056,5 (60,2) 2002,5 (151,3) 2016,0 (0,0) 1987,2 (104,7) 1900,8 (73,4) 1764
B15 2952,0 (0,0) 2754,0 (114,8) 2592,0 (31,2) 2943,0 (27,0) 2718,0 (62,4) 2520,0 (50,9) 2484
B16 2430,0 (48,3) 2304,0 (39,4) 2289,6 (80,8) 2430,0 (116,7) 2268,0 (0,0) 2181,6 (28,8) 2160
B17 2778,0 (69,5) 2505,6 (55,1) 2403,0 (63,0) 2622,0 (97,9) 2436,0 (44,9) 2299,5 (70,1) 2232
B18 2664,0 (142,3) 2551,5 (54,6) 2426,4 (50,1) 2523,6 (112,9) 2491,2 (70,7) 2343,6 (36,7) 2304
B19 3564,0 (95,3) 3528,0 (89,4) 3398,4 (36,7) 3528,0 (102,6) 3519,0 (99,0) 3402,0 (92,7) 3276
B20 2808,0 (44,1) 2674,8 (31,4) 2592,0 (0,0) 2772,0 (58,8) 2721,6 (58,5) 2628,0 (44,1) 2592
B21 2944,8 (82,6) 2812,5 (120,3) 2736,0 (64,4) 2988,0 (50,9) 2871,0 (89,5) 2710,8 (50,4) 2610
B22 3282,0 (44,9) 3030,0 (8,5) 2838,0 (30,6) 3312,0 (29,4) 3054,0 (123,3) 2934,0 (96,4) 2808
B23 8370,0 (83,1) 7416,0 (67,0) 7081,2 (58,7) 8028,0 (203,9) 7776,0 (185,3) 6786,0 (0,0) 6786
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
 
 
(3) - I1
best
B0 2678,4 (87,0) 2620,8 (52,9) 2469,6 (62,8) 2656,8 (69,8) 2628,0 (32,2) 2448,0 (22,8) 2376
B1 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B2 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368
B3 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1396,8 (35,3) 1368,0 (0,0) 1368,0 (0,0) 1368
B4 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1339,2 (35,3) 1296,0 (0,0) 1296,0 (0,0) 1296
B5 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1339,2 (35,3) 1310,4 (28,8) 1296,0 (0,0) 1296
B6 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656
B7 1411,2 (35,3) 1382,4 (28,8) 1368,0 (0,0) 1382,4 (28,8) 1368,0 (0,0) 1368,0 (0,0) 1368
B8 1411,2 (35,3) 1411,2 (35,3) 1368,0 (0,0) 1425,6 (53,9) 1396,8 (35,3) 1368,0 (0,0) 1368
B9 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656,0 (0,0) 1656
B10 1756,8 (14,4) 1735,2 (14,4) 1713,6 (28,8) 1728,0 (0,0) 1713,6 (28,8) 1706,4 (28,8) 1656
B11 2001,6 (28,8) 1972,8 (14,4) 1886,4 (28,8) 1987,2 (35,3) 1944,0 (0,0) 1936,8 (14,4) 1872
B12 1656,0 (0,0) 1598,4 (28,8) 1584,0 (0,0) 1670,4 (53,9) 1641,6 (17,6) 1584,0 (0,0) 1584
B13 1843,2 (42,0) 1764,0 (32,2) 1728,0 (0,0) 1800,0 (45,5) 1749,6 (28,8) 1728,0 (0,0) 1728
B14 2224,8 (57,6) 2073,6 (48,8) 2023,2 (61,9) 2224,8 (102,8) 2142,0 (93,5) 2023,2 (89,3) 1908
B15 2836,8 (57,6) 2718,0 (54,0) 2628,0 (32,2) 2865,6 (74,1) 2790,0 (54,0) 2671,2 (57,6) 2592
B16 2390,4 (28,8) 2318,4 (53,9) 2304,0 (0,0) 2448,0 (50,9) 2376,0 (0,0) 2311,2 (26,9) 2232
B17 2520,0 (60,2) 2448,0 (45,5) 2332,8 (42,0) 2476,8 (26,9) 2412,0 (78,9) 2354,4 (36,7) 2268
B18 2642,4 (36,7) 2511,0 (46,8) 2433,6 (36,7) 2613,6 (43,2) 2534,4 (36,7) 2404,8 (35,3) 2376
B19 3546,0 (90,0) 3398,4 (66,8) 3268,8 (69,8) 3528,0 (72,0) 3408,0 (61,2) 3297,6 (89,9) 3204
B20 2800,8 (80,2) 2721,6 (53,9) 2664,0 (0,0) 2844,0 (60,2) 2808,0 (0,0) 2678,4 (53,9) 2592
B21 2894,4 (36,7) 2772,0 (50,9) 2649,6 (36,7) 2907,0 (64,3) 2793,6 (36,7) 2671,2 (14,4) 2592
B22 3067,2 (42,0) 2980,8 (73,4) 2808,0 (50,9) 3096,0 (55,8) 2966,4 (36,7) 2822,4 (28,8) 2736
B23 7344,0 (315,3) 7092,0 (233,3) 6508,8 (172,5) 7236,0 (213,7) 7416,0 (485,7) 6566,4 (28,8) 6300
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
 
 
Anhang E  211 
(3) - I2
best
B0 2275,2 (69,8) 2116,8 (26,9) 2066,4 (28,8) 2016
B1 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B2 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B3 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B4 972,0 (0,0) 972,0 (0,0) 972,0 (0,0) 972
B5 1080,0 (64,4) 1036,8 (35,3) 1022,4 (28,8) 1008
B6 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1224
B7 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B8 1029,6 (28,8) 1008,0 (0,0) 1008,0 (0,0) 1008
B9 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1224
B10 1404,0 (39,4) 1360,8 (14,4) 1310,4 (28,8) 1296
B11 1605,6 (28,8) 1569,6 (48,8) 1497,6 (17,6) 1476
B12 1238,4 (28,8) 1231,2 (14,4) 1224,0 (0,0) 1224
B13 1418,4 (43,2) 1332,0 (32,2) 1296,0 (0,0) 1296
B14 1692,0 (39,4) 1591,2 (80,2) 1569,6 (66,8) 1440
B15 2352,0 (17,0) 2289,6 (77,5) 2181,6 (36,7) 2124
B16 2008,8 (47,8) 1944,0 (0,0) 1872,0 (0,0) 1872
B17 2138,4 (53,9) 1965,6 (28,8) 1886,4 (17,6) 1872
B18 2167,2 (52,9) 2037,6 (17,6) 1972,8 (26,9) 1944
B19 3060,0 (0,0) 3031,2 (69,8) 2829,6 (53,9) 2772
B20 2376,0 (78,9) 2332,8 (57,6) 2304,0 (0,0) 2304
B21 2376,0 (72,0) 2268,0 (32,2) 2181,6 (28,8) 2160
B22 2556,0 (44,1) 2548,8 (105,3) 2318,4 (48,8) 2268
B23 6960,0 (220,6) 6876,0 (358,6) 6098,4 (252,1) 5724
Bestell
menge
Strategie - S1 (=S2)
20 100 1000
av (dev) av (dev) av (dev)
 
 
(3) - I3
best
B0 2289,6 (53,9) 2174,4 (53,9) 2131,2 (35,3) 2498,4 (84,0) 2311,2 (73,4) 2160,0 (39,4) 2088
B1 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B2 1080,0 (0,0) 1080,0 (0,0) 1080,0 (0,0) 1152,0 (0,0) 1152,0 (0,0) 1152,0 (0,0) 1080
B3 1080,0 (0,0) 1080,0 (0,0) 1080,0 (0,0) 1152,0 (0,0) 1152,0 (0,0) 1152,0 (0,0) 1080
B4 1036,8 (35,3) 1008,0 (0,0) 1008,0 (0,0) 1022,4 (28,8) 1008,0 (0,0) 1008,0 (0,0) 1008
B5 1065,6 (28,8) 1022,4 (28,8) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008,0 (0,0) 1008
B6 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368
B7 1108,8 (35,3) 1080,0 (0,0) 1080,0 (0,0) 1101,6 (28,8) 1087,2 (14,4) 1080,0 (0,0) 1080
B8 1116,0 (32,2) 1087,2 (14,4) 1080,0 (0,0) 1094,4 (28,8) 1094,4 (28,8) 1080,0 (0,0) 1080
B9 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368
B10 1411,2 (14,4) 1404,0 (0,0) 1368,0 (0,0) 1404,0 (0,0) 1396,8 (14,4) 1389,6 (17,6) 1368
B11 1634,4 (17,6) 1620,0 (0,0) 1584,0 (0,0) 1684,8 (26,9) 1620,0 (0,0) 1591,2 (14,4) 1584
B12 1368,0 (0,0) 1324,8 (35,3) 1296,0 (0,0) 1382,4 (28,8) 1339,2 (35,3) 1296,0 (0,0) 1296
B13 1483,2 (26,9) 1418,4 (28,8) 1368,0 (0,0) 1519,2 (47,8) 1447,2 (14,4) 1404,0 (32,2) 1368
B14 1809,0 (85,9) 1791,0 (39,2) 1706,4 (115,2) 1929,6 (53,9) 1828,8 (26,9) 1821,6 (66,8) 1584
B15 2527,2 (89,3) 2394,0 (54,0) 2289,6 (17,6) 2565,0 (85,9) 2404,8 (26,9) 2260,8 (26,9) 2232
B16 2160,0 (75,5) 2073,6 (53,9) 2016,0 (0,0) 2217,6 (70,5) 2095,2 (35,3) 2001,6 (28,8) 1944
B17 2196,0 (101,8) 2102,4 (28,8) 2016,0 (0,0) 2268,0 (96,6) 2181,6 (36,7) 2030,4 (17,6) 2016
B18 2253,6 (36,7) 2196,0 (32,2) 2080,8 (14,4) 2296,8 (47,8) 2203,2 (57,6) 2152,8 (66,0) 2052
B19 3204,0 (95,5) 3067,2 (83,3) 2916,0 (75,5) 3288,0 (220,6) 3060,0 (60,2) 2966,4 (53,9) 2772
B20 2512,8 (92,2) 2419,2 (35,3) 2376,0 (0,0) 2700,0 (106,0) 2548,8 (57,6) 2368,8 (35,3) 2304
B21 2613,6 (62,8) 2448,0 (75,5) 2318,4 (17,6) 2584,8 (95,0) 2484,0 (91,1) 2390,4 (17,6) 2304
B22 2750,4 (36,7) 2664,0 (45,5) 2527,2 (14,4) 2815,2 (95,0) 2764,8 (26,9) 2512,8 (35,3) 2448
B23 6912,0 (298,9) 6750,0 (302,8) 6134,4 (87,0) 7488,0 (350,0) 7056,0 (211,1) 6192,0 (165,8) 6012
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
 
 
212  Anhang E 
(4) - I1
best
B0 3145,5 (137,9) 3078,0 (82,5) 2880,0 (68,3) 3145,5 (34,6) 2988,0 (25,5) 2887,2 (73,4) 2772
B1 1548,0 (0,0) 1548,0 (0,0) 1548,0 (0,0) 1476,0 (0,0) 1476,0 (0,0) 1476,0 (0,0) 1476
B2 1548,0 (0,0) 1548,0 (0,0) 1548,0 (0,0) 1526,4 (28,8) 1512,0 (0,0) 1512,0 (0,0) 1512
B3 1548,0 (0,0) 1548,0 (0,0) 1548,0 (0,0) 1519,2 (69,8) 1483,2 (14,4) 1476,0 (0,0) 1476
B4 1594,8 (14,4) 1584,0 (0,0) 1584,0 (0,0) 1566,0 (16,1) 1555,2 (14,4) 1548,0 (0,0) 1548
B5 1526,4 (28,8) 1512,0 (0,0) 1512,0 (0,0) 1540,8 (26,9) 1497,6 (48,8) 1440,0 (0,0) 1440
B6 1980,0 (0,0) 1976,4 (7,2) 1954,8 (24,4) 1972,8 (14,4) 1976,4 (7,2) 1972,8 (8,8) 1926
B7 1612,8 (21,6) 1638,0 (44,1) 1602,0 (0,0) 1616,4 (41,7) 1602,0 (11,4) 1620,0 (36,0) 1566
B8 1587,6 (40,1) 1584,0 (0,0) 1584,0 (0,0) 1576,8 (14,4) 1584,0 (0,0) 1584,0 (0,0) 1530
B9 1980,0 (0,0) 1976,4 (7,2) 1962,0 (11,4) 1980,0 (0,0) 1980,0 (0,0) 1983,6 (17,6) 1944
B10 2073,6 (48,8) 2048,4 (28,8) 2034,0 (27,9) 2025,0 (53,2) 2011,5 (51,5) 1951,2 (14,4) 1944
B11 2340,0 (32,2) 2282,4 (63,8) 2160,0 (0,0) 2358,0 (36,0) 2282,4 (36,7) 2160,0 (0,0) 2160
B12 1850,4 (43,2) 1836,0 (45,5) 1850,4 (43,2) 1908,0 (32,2) 1836,0 (22,8) 1821,6 (28,8) 1764
B13 2095,2 (69,8) 2095,2 (26,9) 2016,0 (11,4) 2102,4 (47,5) 2070,0 (27,9) 2030,4 (28,8) 1998
B14 2547,0 (83,0) 2361,6 (55,1) 2286,0 (31,2) 2476,8 (100,3) 2371,5 (14,9) 2268,0 (78,9) 2160
B15 3342,0 (123,3) 3157,2 (78,5) 3024,0 (70,9) 3270,0 (111,3) 3199,5 (72,4) 3051,0 (20,1) 2916
B16 2749,5 (56,0) 2623,5 (26,6) 2570,4 (43,2) 2768,4 (52,7) 2682,0 (72,0) 2491,2 (52,9) 2448
B17 3078,0 (18,0) 2911,5 (46,5) 2740,5 (60,2) 3114,0 (29,4) 2840,4 (40,1) 2763,0 (92,2) 2664
B18 2992,5 (74,6) 2898,0 (36,0) 2808,0 (50,9) 2980,8 (14,4) 2854,8 (38,8) 2833,2 (64,0) 2736
B19 4392,0 (116,7) 4059,0 (99,0) 3864,0 (80,9) 4098,0 (97,9) 3987,0 (45,0) 3820,5 (19,6) 3798
B20 3172,5 (26,6) 3085,2 (55,3) 2944,8 (57,6) 3360,0 (33,9) 3168,0 (50,9) 2973,6 (66,8) 2844
B21 3498,0 (174,1) 3264,0 (33,9) 3168,0 (19,7) 3427,2 (140,6) 3208,5 (41,0) 3146,4 (44,7) 3096
B22 3757,5 (66,6) 3438,0 (54,0) 3252,0 (17,0) 3702,0 (170,3) 3546,0 (53,0) 3240,0 (0,0) 3240
B23 8838,0 (450,4) 8406,0 (389,0) 8068,5 (359,2) 8424,0 (158,0) 7740,0 (85,0) 8160,0 (225,9) 7650
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
 
 
(4) - I2
best
B0 2736,0 (87,3) 2592,0 (64,9) 2419,2 (26,9) 2376
B1 1080,0 (0,0) 1080,0 (0,0) 1080,0 (0,0) 1080
B2 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188
B3 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188
B4 1134,0 (22,8) 1130,4 (17,6) 1116,0 (0,0) 1116
B5 1267,2 (26,9) 1267,2 (26,9) 1238,4 (28,8) 1224
B6 1544,4 (7,2) 1544,4 (7,2) 1537,2 (8,8) 1530
B7 1206,0 (30,1) 1166,4 (7,2) 1166,4 (7,2) 1152
B8 1180,8 (35,3) 1152,0 (0,0) 1152,0 (0,0) 1152
B9 1548,0 (0,0) 1548,0 (0,0) 1537,2 (8,8) 1530
B10 1663,2 (24,4) 1634,4 (13,5) 1598,4 (26,5) 1548
B11 1930,5 (84,8) 1872,0 (50,9) 1782,0 (66,4) 1728
B12 1454,4 (28,8) 1411,2 (14,4) 1411,2 (14,4) 1404
B13 1706,4 (28,8) 1612,8 (37,1) 1562,4 (41,7) 1512
B14 1989,0 (63,0) 1920,0 (67,9) 1810,8 (55,3) 1728
B15 2970,0 (71,4) 2673,0 (63,0) 2559,6 (64,8) 2484
B16 2224,8 (86,4) 2232,0 (44,1) 2174,4 (28,8) 2160
B17 2632,5 (92,1) 2466,0 (38,2) 2354,4 (41,7) 2304
B18 2624,4 (69,6) 2484,0 (54,6) 2376,0 (32,2) 2340
B19 3528,0 (103,9) 3744,0 (85,4) 3406,5 (91,2) 3294
B20 2664,0 (50,9) 2674,8 (69,8) 2512,8 (57,6) 2484
B21 3132,0 (144,0) 2902,5 (156,6) 2682,0 (48,3) 2592
B22 3312,0 (111,0) 3060,0 (81,8) 2930,4 (50,1) 2844
B23 9108,0 (487,9) 7452,0 (122,5) 7718,4 (366,7) 7182
Strategie - S1 (=S2)
20 100 1000
av (dev) av (dev) av (dev)
Bestell
menge
 
 
Anhang E  213 
(4) - I3
best
B0 2671,2 (58,7) 2624,4 (58,5) 2534,4 (84,0) 2893,5 (32,1) 2718,0 (82,5) 2592,0 (84,4) 2448
B1 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188,0 (0,0) 1188
B2 1310,4 (17,6) 1310,4 (17,6) 1296,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1224
B3 1296,0 (0,0) 1267,2 (14,4) 1260,0 (0,0) 1238,4 (28,8) 1224,0 (0,0) 1224,0 (0,0) 1224
B4 1224,0 (0,0) 1224,0 (0,0) 1224,0 (0,0) 1180,8 (35,3) 1152,0 (0,0) 1152,0 (0,0) 1152
B5 1231,2 (14,4) 1224,0 (0,0) 1224,0 (0,0) 1195,2 (35,3) 1152,0 (0,0) 1152,0 (0,0) 1152
B6 1584,0 (0,0) 1584,0 (0,0) 1580,4 (7,2) 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1566
B7 1288,8 (14,4) 1281,6 (17,6) 1296,0 (0,0) 1274,4 (17,6) 1281,6 (17,6) 1281,6 (17,6) 1260
B8 1299,6 (28,8) 1288,8 (42,0) 1245,6 (28,8) 1288,8 (47,8) 1267,2 (42,0) 1274,4 (48,8) 1224
B9 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584,0 (0,0) 1584
B10 1659,6 (26,5) 1659,6 (26,5) 1638,0 (0,0) 1681,2 (31,4) 1666,8 (37,1) 1548,0 (0,0) 1548
B11 2026,8 (50,4) 1832,4 (43,2) 1821,6 (58,5) 1944,0 (71,1) 1908,0 (62,4) 1828,8 (42,0) 1728
B12 1591,2 (61,9) 1533,6 (17,6) 1526,4 (17,6) 1598,4 (48,8) 1540,8 (14,4) 1504,8 (35,3) 1440
B13 1749,6 (43,2) 1699,2 (35,3) 1677,6 (17,6) 1741,5 (39,0) 1677,6 (28,8) 1656,0 (39,4) 1584
B14 2016,0 (106,0) 2074,5 (71,3) 1956,0 (44,9) 2166,0 (22,4) 2037,6 (110,6) 1972,8 (111,9) 1836
B15 2970,0 (74,2) 2646,0 (40,2) 2704,5 (51,5) 3105,0 (63,0) 2821,5 (71,3) 2568,0 (17,0) 2556
B16 2376,0 (82,1) 2318,4 (48,8) 2314,8 (35,3) 2541,6 (111,2) 2383,2 (61,9) 2340,0 (106,8) 2196
B17 2649,6 (94,8) 2538,0 (93,9) 2400,0 (86,1) 2646,0 (88,2) 2498,4 (87,7) 2430,0 (38,9) 2322
B18 2718,0 (101,0) 2624,4 (36,7) 2480,4 (64,8) 2749,5 (60,2) 2548,8 (60,9) 2462,4 (36,7) 2394
B19 3843,0 (99,0) 3645,0 (131,4) 3379,5 (76,8) 3834,0 (58,3) 3666,0 (37,0) 3444,0 (74,0) 3276
B20 2764,8 (73,4) 2745,0 (46,8) 2620,8 (14,4) 3132,0 (106,9) 2948,4 (98,2) 2692,8 (52,9) 2592
B21 3105,0 (130,7) 2862,0 (74,2) 2781,0 (45,0) 3078,0 (96,3) 2973,6 (80,8) 2776,5 (44,8) 2718
B22 3444,0 (110,3) 3204,0 (132,3) 2934,0 (40,2) 3366,0 (132,3) 3150,0 (126,0) 2995,2 (97,7) 2844
B23 8046,0 (498,0) 8082,0 (621,7) 7855,2 (549,0) 7812,0 (380,2) 8064,0 (214,6) 7878,0 (169,7) 7056
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev) av (dev) av (dev) av (dev) av (dev)
 
 
(4b) - I3
best
B0 2940,0 (61,2) 2851,2 (42,0) 2664,0 (60,2) 3372,0 (74,0) 2980,8 (83,3) 2721,6 (92,8) 2556
B1 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B2 1324,8 (57,6) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B3 1310,4 (28,8) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296,0 (0,0) 1296
B4 1260,0 (0,0) 1260,0 (0,0) 1260,0 (0,0) 1252,8 (26,9) 1224,0 (0,0) 1224,0 (0,0) 1224
B5 1296,0 (22,8) 1288,8 (14,4) 1296,0 (0,0) 1252,8 (35,3) 1224,0 (0,0) 1224,0 (0,0) 1224
B6 1720,8 (35,3) 1692,0 (0,0) 1663,2 (35,3) 1706,4 (28,8) 1548,0 (0,0) 1548,0 (0,0) 1548
B7 1324,8 (35,3) 1296,0 (0,0) 1296,0 (0,0) 1339,2 (35,3) 1310,4 (28,8) 1310,4 (28,8) 1296
B8 1360,8 (14,4) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1368,0 (0,0) 1332
B9 1764,0 (0,0) 1735,2 (35,3) 1670,4 (43,2) 1735,2 (35,3) 1706,4 (28,8) 1706,4 (28,8) 1584
B10 1828,8 (80,2) 1713,6 (43,2) 1692,0 (0,0) 1821,6 (92,8) 1728,0 (72,0) 1692,0 (0,0) 1692
B11 2138,4 (132,0) 2044,8 (69,8) 1951,2 (35,3) 2138,4 (146,9) 1987,2 (14,4) 1922,4 (48,8) 1872
B12 1706,4 (28,8) 1670,4 (28,8) 1656,0 (0,0) 1605,6 (84,0) 1569,6 (70,5) 1512,0 (0,0) 1512
B13 1893,6 (62,8) 1792,8 (26,9) 1807,2 (26,9) 1908,0 (25,5) 1800,0 (39,4) 1807,2 (42,0) 1728
B14 2448,0 (44,1) 2112,0 (74,0) 2142,0 (59,7) 2364,0 (84,9) 2352,0 (61,2) 2142,0 (59,7) 2016
B15 3312,0 (128,1) 3096,0 (145,3) 2961,0 (133,2) 3480,0 (177,2) 2995,2 (131,6) 2865,6 (87,0) 2700
B16 2656,8 (80,2) 2512,8 (61,9) 2484,0 (45,5) 2642,4 (66,8) 2548,8 (110,1) 2476,8 (89,3) 2304
B17 2901,6 (48,8) 2772,0 (62,4) 2682,0 (120,7) 2916,0 (108,0) 2793,6 (123,9) 2707,2 (110,1) 2520
B18 2934,0 (90,0) 2800,8 (127,6) 2714,4 (108,2) 2997,0 (99,8) 2750,4 (98,2) 2691,0 (89,5) 2592
B19 4428,0 (0,0) 3996,0 (117,6) 3924,0 (29,4) 4320,0 (211,9) 4320,0 (157,3) 3981,6 (141,5) 3744
B20 3196,8 (86,4) 2865,6 (70,5) 2786,4 (43,2) 3528,0 (125,6) 3072,0 (111,3) 2865,6 (70,5) 2700
B21 3366,0 (194,7) 3211,2 (83,3) 3117,6 (103,3) 3333,6 (177,2) 3168,0 (50,9) 3074,4 (48,8) 2952
B22 3660,0 (122,4) 3564,0 (147,0) 3249,0 (69,1) 3600,0 (229,6) 3468,0 (290,0) 3396,0 (44,9) 3060
B23 9756,0 (324,0) 8820,0 (147,9) 8832,0 (138,9) 9072,0 (327,9) 9324,0 (290,0) 8952,0 (250,0) 8604
Bestell
menge
Strategie - S1 Strategie - S2
20 100 1000 20 100 1000
av (dev) av (dev)av (dev) av (dev) av (dev) av (dev)
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