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1 Introduction to Spin-Moore-Read States
Tensor networks provide an accessible picture of the local structure of quantum entangle-
ment and are thus a powerful tool in the investigation of quantum phases of matter. A
key discovery of many-body quantum theory is that quantum states with finite correlation
lengths do not all belong to the same quantum phase. This result is surprising, as one might
have expected the entanglement of local degrees of freedom to vanish at spatial separations
long compared to the correlation length. But there do exist states with finite correlation
lengths that nevertheless possess non-local properties that distinguish their infrared (IR)
fixed points from unentangled product states [40], [48]. Of particular interest are states of
paramagnetic and magnet-like systems, more generally spin-lattices, such as can be engi-
neered in optical traps or interacting quantum dots, among other settings. These systems
are suspected to exhibit symmetry protected topological order (SPT) [10]. SPT phases are
robust against local perturbations that respect privileged symmetries of the unperturbed
Hamiltonian. The characteristic features of SPT phases are massive bulk and massless edge
excitations; SPT phases are therefore the interacting generalization of topological band in-
sulators [3]. Cohomology of physical symmetries furnishes a classification of bosonic SPT
phases [11], akin to a periodic table, a result also expressable in the language of tensor-
networks [50]. A present task for theorists is to fill out the as yet unknown details of
this table by identifying trial wavefunctions that (a) belong to non-trivial SPT phases and
(b) are amenable to concrete calculations. The goal of this thesis is to show how tensor
networks can be applied to carry out this task systematically.
The focus of this thesis is one particular family of trial wavefunctions. These wavefunctions
are the adaption to the bosonic case of a construction first proposed by Moore and Read
(MR) as a class of ansatz for interacting fermions in two dimensions [33]. An MR wavefunc-
tion equates the first-quantized amplitudes of the trial wavefunction with the conformal
blocks of a Conformal Field Theory (CFT). Motivating the MR proposal is the formal sim-
ilarity between the data that define, on the one hand, a CFT and, on the other, a system
of quasiparticles. Conformal blocks are multi-valued complex functions of n space-time co-
ordinates that serve as convenient basis functions for expanding CFT n-point correlators.
The abstract labels that distinguish the branch cuts of a conformal block play the role of
topological quantum numbers for MR states.
A natural extension of MR’s idea is to consider many-body wavefuctions built in much the
same way from two-dimensional-CFT correlation functions. These Spin MR states (MR-
like states of spin lattices) are single valued in particle coordinates and thus do not carry
the topological quantum numbers that motivate investigations of MR-states. Instead, Spin
MR-states are of interest because (a) characterizing their phases is an open problem and
(b) because there is convincing numerical evidence that particular examples exhibit SPT
order.[41]
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Spin MR-states take the form,
|Ψ〉 := (f.c.|T
{
exp
[∫
S
d2x φ(x)⊗ a†(x)
]}
|i.c.) |00 . . . 0〉 . (1)
Here, |00 . . . 0〉 , |Ψ〉 ∈ H are states of a lattice of spins (i.e., local degrees of freedom) with
|00 . . . 0〉 the all-up state, whereas |i.c.), |f.c.) ∈ V are initial and final states (conditions) in
the distinct Hilbert space of a CFT [19]. The expression T{exp[. . . ]} denotes an imaginary-
time ordered exponential. The operator valued function a(x) is the lowering operator on
the spin lattice and φ(x) is a primary field in the CFT. The body of this thesis frequently
refers back to Eq. (1), because it defines our object of study. The roles played by H and
V on the right-hand-side of Eq. (1) resemble those of the physical and virtual indices of a
tensor network, and thus these states readily invite a local tensor network decomposition,
in contrast to the non-local decomposition that proves useful in the study of fermionic
MR-states (as shown, for example, in [53]).
Spin-MR states represent just one among other possible ideas for generalising the Moore-
Read construction to bosonic wavefunctions. Specifically, there exist conformal blocks
that transform evenly on permuting holomorphic space-time coordinates, and the more
immediate generalisation is to identify these conformal blocks with states of bosonic particle
ensembles. Such wavefunctions are appropriately categorized as MR states, because they
are suitable trial wavefunctions for the FQHE at even filling (the ratio of electrons to
fluxons is even) and other phenomena that involve charged bosons in the presence of high
magnetic fields [26]. The choice of conformal blocks and not correlation functions, as in
Eq. (1), has the consequence that the boundary excitations implied by a bulk-boundary
correspondence are chiral, meaning that they have a preferred direction of propagation. MR
states for bosonic FQHEs are investigated in detail in a series of papers by Siera, Nielsen,
Cirac and coworkers, including [34] and [20]. Chiral edge excitations imply the absence of
time-reversal symmetry and thus these states are not candidates for SPT wavefunctions.
To draw connections between the methods developed in this thesis for studying non-chiral
Spin-MR states and the study of their chiral analogs is outside my scope, but a suitable
topic for future work.
Spin MR states are largely unstudied in the many-body quantum literature. The lack of
attention speaks more to the success of non-interacting topological band theory in explain-
ing experimental results (see, for example, [54]). It is plausible that experiments will find
topological-insulating behavior in which interactions do play an important role, much as
the fractional quantum hall effect (FQHE) cannot be explained by non-interacting theory.
Placing in context the results of this thesis, [41] is the only work known to the author to in-
vestigate whether Spin-MR states might exhibit SPT order. The authors of [41] begin with
wavefunctions that belong to SPT phases by construction and from there compute numer-
ical evidence that these wavefunctions are also Spin-MR states (i.e., are expressible in the
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Figure 1: Holographic correspondence between bulk and boundary pictures; solid figures
represent tensors and solid lines tensor indices; let:
· the red triangles be vi;
· the green badges be Aijk; and,
· the blue circle Xij ;
dotted lines enclose particular sub-networks interpreted as state and operator; joining two
solid figures by a solid line represents index contraction; the identical networks shown in
sub-figs. (a)-(b) represent an expectation value;
Sub-fig. (a), the bulk picture: collecting the factors as (v∗nAn`mv
m)∗X`k (v
∗
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jk
iv
i), the
factors in round-brackets are the quantum state and its dual, the remaining factor the
operator. Translated from algebra to diagram, the bottom-most sub-network, enclosed by
the red dotted line, is identified as the state and the topmost its dual, as indicated by
horizontal reflection; the red shaded triangles are boundary conditions on the bulk degrees
of freedom represented by the green badge; the blue circle is an observable acting on the
bulk degrees of freedom;
Sub-fig. (b), the boundary picture: collecting the factors as (viv∗m)(AjkiX
`
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the first and last factors enclosed in brackets are the dual and the state, the remaining
factor the operators, so that, in the figure, the left-most sub-network is identified as the
state, and the right-most its dual.
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form (1) with respect to the partition function of a CFT.) This thesis approaches the rela-
tionship between SPT phases and Spin-MR states from the opposite direction. Beginning
with an explicit tensor network description of Spin-MR states, I compute a signature that
these states belong to non-trivial phases, namely, bipartite entanglement spectra, formally
introduced in Chapter 3.
Tensor networks enter as a tool for computation and physical interpretation of many-
body systems [45]. Tensor networks are useful because they make manifest holographic
dualities, such as are described in [12]. This thesis is interested in the form of tensor-
network holography shown in Fig. (1): namely, with respect to any patch of the two-
dimensional surface on which the Spin MR-State lives, there is a correspondence between
(i) states of the degrees of freedom in the interior, or bulk, of the patch and (ii) the
different boundary conditions that may be imposed on the patch. The correspondence is a
consequence of the physical arbitrariness inherent in distinguishing states from operators,
granted the premise that the only physically meaningful quantities in a quantum theory are
expectation values of observables. To elaborate: when an expectation value is expressed
as a tensor network, there is an arbitrary choice as to which sub-network is identified as
the state and which the operator. This holographic correspondence is to space what the
more familiar equivalence between Schrodinger and Heisenberg pictures is to time. The
holographic correspondence allows us to identify fixed point wavefunctions belonging to the
same phase as our Spin-MR states, using the technology of boundary-CFT and following
the techniques applied to fermions in [15]. In this way, our original 2D network reduces to
a 1D spin chain, making tractable the calculation of expectations values of co-linear local
operators and entanglement spectra along boundaries with one component.
The bulk-boundary correspondence just described implies a formal equivalence between
equal-time correlation functions of Spin-MR states and general n-point correlators of a
1 + 1D CFT. This equivalence makes it possible to formulate conditions under which the
correlation length of a spin-MR state is finite. A spin-MR state is characterized by the
choice of CFT operator φ appearing in Eq. (1). The conformal weight of φ plays the role
of inverse temperature for the particle ensemble and there is a Kosterlitz-Thouless phase
transition between finite and infinite correlation length at a critical value of the confor-
mal weight. These notions can be made precise in reference to the particular examples
considered in Chapter 2, which motivate the techniques developed in Chapters 3, 4 and 5.
Chapter 3 shows that the bulk-boundary picture makes possible a continuum boundary-
picture approximation of a bulk wavefunction defined on a lattice. The approximate con-
tinuum theory is a locally perturbed CFT, a class of model that is suitable for study by
renormalisation-group (RG) methods, as in [8], [2].
The main results of the thesis come in Chapters 4 and 5. Chapter 4 presents an algorithm
that takes the ground-state of the approximate boundary theory as input and yields the
entanglement spectrum of the bulk state as output. Chapter 5 applies this algorithm to
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states with finite correlation length and shows how to calculate the low-energy sector of
the entanglement spectrum via techniques of Boundary CFT. This use of Boundary CFT
relies on identifying massive fixed points of the RG flow away from the unperturbed CFT
with conformal boundary conditions on the CFT [8].
The results of this thesis are a point of departure for a numerical research program, in two
ways. First, the algorithm presented in Chapter 4 structures a future numerical search
for signatures of SPT ordered Spin-MR states in the space of CFTs. Second, the ap-
proximations in Chapters 3, 4 and 5 provide analytical tools for interpreting numerical
results. There is a need for such tools, because the higher-dimensional objects involved in
tensor network numerics necessitate lower-dimensional numerical approximations (see [16],
[35] and [1]) that are in practice opaque and therefore error-prone. The approximations
in Chapters 3 and 4 are shown to be exact in the dilute limit, in which particle density
vanishes on the lattice scale. The results of Chapter 5 are exact in the limit of vanishing
correlation length. Altogether, therefore, the analytically tractable approximation devel-
oped by the end of the thesis is exact in the limit that particle density is (a) small on the
lattice scale but (b) large on the scale of the system size. By starting numerics in the large,
dilute limit, and cross referencing analytical calculations, the physics beyond the regime of
approximation can be explored numerically with greater confidence.
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2 Ising model Spin-Moore-Read states
The purpose of this chapter is to make the definition of Spin-MR states concrete with
reference to simple examples. These examples have not been investigated in earlier lit-
erature. I derive clues that motivate the detailed calculation of entanglement spectra in
Chapters 4 and 5. I find Spin-MR states with finite correlation lengths (i.e., belonging
to a massive phase) and infinite (massless phase). Finite correlation length is a necessary
condition for SPT order: thus, some Spin-MR states do not correspond to SPT phases. I
make an incomplete investigation of the phase-space neighbourhood of my massive exam-
ples, locating some critical points but not entire phase boundaries. Deciding whether an
arbitrary wavefunction |Ψ〉 is SPT ordered is intractable and thus an important research
question is whether there are probative yet easily computed probabilistic tests of SPT or-
der. Strange-correlators — correlation functions for which the in-state is not dual to the
out-state — are a proposed diagnostic of SPT order [52]. An immediate consequence of the
Spin-MR construction is that strange correlators of Spin-MR States with the Fock-vacuum
necessarily decay algebraically.
2.1 First examples: Spin-operator Spin-Moore-Read states
Our first motivating examples of Spin-MR states choose the critical Ising model in two
dimensions as the auxiliary CFT and the Ising spin operator σ as the field φ appearing
in Eq. (1). States of individual physical spins, {|0〉 , |1〉} in the Pauli Z basis, are given a
lattice-gas interpretation: |0〉 signifies the absence and |1〉 the presence of a particle at the
corresponding lattice site. Labeling basis vectors in the Z product basis by the locations
{xi} of the |1〉 factors (the particles), our non-normalized Spin-MR wavefunction is,
〈{xi}i≤n | Ψ〉 := µn 〈σ(x1) . . . σ(xn)〉 , (2)
where µ is a fugacity parameter (inserted to make the wavefunction amplitude fall expo-
nentially with total particle number). The presence of the fugacity parameter is the reason
for the plural “examples” in the title of this subsection. By way of comparison, Levin
and Gu construct an SPT-odered wavefunction, having global Pauli Z symmetry, for this
spin-lattice in [29].
If the examples parameterized by Eq. (2) are really to be motivational then there ought to
be surface-level reasons for suspecting that some values of µ are in a massive, non-trivial
quantum phase. There are two especially tractable limits: µ→ 1 and µ→ 0.
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2.1.1 The limit µ→ 1
For µ = 1, |Ψ〉 as defined in Eq. (2) has a simple expression in the Pauli X basis, without
any reference to the Hilbert space of the auxiliary CFT. Let Pauli X eigenstates be labeled,
|+〉 := 1√
2
(|0〉+ |1〉) , |−〉 := 1√
2
(|0〉 − |1〉) , (3)
and let the spin lattice have N sites. Then, I claim,
|Ψ〉 = N
2N/2
∑
{Xi}
exp
βc∑
〈p,q〉
XpXq
 |{Xi}〉 (4)
= N exp
βc∑
〈p,q〉
XpXq
 |0〉 . (5)
Here βc is the critical temperature of the 2D classical Ising model, Σ{Xi} denotes the sum
over all product states in the Pauli X basis, and N is a constant of proportionality to be
calculated shortly. Equation (5) follows from Eq.(4) by inverting Eqs. (3). To see that
Eq. (4) is equivalent to Eq. (2) setting µ = 1, compute the overlap in the |{xi}〉 basis:
N
2N/2
〈{xj}j≤n|
∑
{Xi}
exp
βc∑
〈p,q〉
XpXq
 |{Xi}〉
=
N
2N/2
〈0|
n∏
j
Xj
∑
{Xi}
exp
βc∑
〈p,q〉
XpXq
 |{Xi}〉
=
N
2N
∑
{Xk}
∑
{Xi}
〈{Xk}|
n∏
j
Xj exp
βc∑
〈p,q〉
XpXq
 |{Xi}〉
= 〈σ(x1) . . . σ(xn)〉 , (6)
assuming the constant N is set to the value,
N−1 = 〈0| exp
βc∑
〈i,j〉
XiXj
 |0〉 . (7)
The operator exponential (Gibbs operator) in Eq. (5) has a refection symmetry X 7→
ZXZ = −X for which X is the order parameter. The state |Ψ〉 is disordered with respect
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to X and it follows immediately from Eq. (4) that,
〈Ψ|XpXq |Ψ〉 = N
2
22N
∑
{Xk}
∑
{X`}
〈{Xk}|XpXq exp
2βc∑
〈i,j〉
XiXj
 |{X`}〉 (8)
=
N 2
22N
∑
{Xk}
XpXq exp
2βc∑
〈i,j〉
XiXj
 , (9)
where the sum in Eq. (9) is taken over classical configurations. Thus, |Ψ〉 has finite corre-
lation length equal to that of the classical 2D Ising model at inverse temperature β = 2βc.
The two trivial disordered states with respect to the same order parameter are |0〉, |1〉.
The question of quantum phase is thus: do there exist local deformations that commute
with Z and take |Ψ〉 7→ |0〉 , |1〉, but without the correlation length diverging at some
point along the path in Hilbert space? Attempting to answer this question, it is helpful to
generalize the form of Eq. (5) to,
|Ψ′,η〉 := e
−βH(η)
〈α| e−2βH(η) |α〉 |α〉 , (10)
where |α〉 lives in the same Hilbert space as |Ψ〉. The η abstractly parameterizes the
couplings in the Hamiltonian H. The form of the definition of |Ψ′〉 resembles the defini-
tion of Spin-MR states in Eq.(1), except that the auxiliary degrees of freedom have been
traced out. A second, subtler difference is that the Gibbs-operator in Eq. (10) is positive
definite (the H operator is Hermitian) but the exponential in Eq. (1) is not. It is there-
fore not possible to calculate an expression of the form in Eq. (10) from Eq. (1) by brute
force computation of the auxiliary expectation value appearing in Eq. (1). A systematic
procedure for re-expressing a Spin-MR state in terms of the action of a unitary operator
on a generalised vaccum state might be found by exploring the parallels with continuous
tensor networks as proposed in [25], but these parallels are not pursued here. The fact
the Hamiltonian in the expression for |Ψ〉 in Eq. (5) is the same as the Hamiltonian in the
auxiliary CFT is only possible because the dimensions of the local Hilbert spaces (auxiliary
and physical) are equal. If the auxiliary space of the Spin-MR State has a greater number
of local dimensions than the physical Hilbert space, then one expects the Hamiltonian in
Eq. (10) to include non-local interaction terms. An important feature of Eq. (10) is that
the normalisation factor appears as a classical partition function at 2β. Hence, if β is taken
to be a classical critical inverse temperature, the two point functions of operators that com-
mute with H(η) will be related to statistical mechanical two-point functions colder than
the critical temperature.
In the formalism of Eq. (10), |Ψ〉 = |Ψ′,η0〉 with H(η0) = H0 the Ising model Hamiltonian
in Eq. (5) at β = βc. We seek a path through η space that ends at |Ψ′,η1〉 = |0〉. Let us
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first consider paths in η space such that [H(η), H0] = 0. A divergence in correlation length
at intermediate η is then inevitable, because the path can be mapped onto the phase
space of the classical 2D Ising model. The Z symmetry protection confines the phase
space path to the line h = 0, h the applied magnetic field. The two point expectation
value 〈Ψ′|XiXj |Ψ′〉 begins at the classical inverse temperature β = 2βc. The two point
expectation at the destination is taken with the classical inverse temperature β = 0. Hence,
the two point expectation must pass through the classical critical temperature, where the
correlation length diverges.
By introducing terms to H in Eq. (10) that do not commute with H0, |Ψ′〉 leaves the clas-
sical phase space. The only local term allowed by symmetry is µ′Z, with µ′ parametrising
the strength of the coupling. Near µ′ = 0, there is an explicit functional relationship be-
tween µ′ and the fugacity µ appearing in Eq. (2), which the next paragraph shows. The
deformed Hamiltonian in Eq. (10) is then the quantum 2D transverse field Ising model,
which is an anisotropic 3D classical model. In the limit that µ′ →∞, |Ψ′〉 = |0〉. The 2D
transverse field Ising model encounters a phase transition at critical value of µ′ ∈ (0,∞)
[44]. Hence, at µ = 1 in Eq. (2), the two most obvious paths in Hilbert space from |Ψ〉
to the trivial disordered state |0〉 encounter a point of diverging correlation length. Hence,
there is reason to suspect that Eq. (2) at µ = 1 might be SPT ordered with respect to
global Pauli Z.
Returning to the definition of |Ψ〉 in Eq. (2), now consider µ ∼ 1. At any µ, a similar
calculation as led to Eq. (6) also leads to,
|Ψ〉 = N
(√
µ
2
)N
exp
[
− ln√µ
∑
i
Zi
]
exp
βc∑
〈i,j〉
XiXj
 |0〉 , (11)
with the factor N again given by Eq. (7) and N the number of lattice sites. To linear order
in µ′ = (µ− 1)/2, therefore,
|Ψ〉 ∝ exp
βc∑
〈i,j〉
XiXj − µ′
∑
i
Zi
 |0〉 , (12)
giving the expression for |Ψ〉 near µ = 1 without reference to the auxiliary CFT. Introducing
µ 6= 1 means that at quadratic order and higher in µ′ the coefficients of |Ψ〉 in the Pauli
X basis are no longer classical Boltzmann weights.
A last question asked of the µ → 1 limit in this chapter is how close µ = 1 comes to a
particle-site occupation probability of one-half. The occupation probability p(i) of site i is,
p(i) =
1− 〈Ψ|Zi |Ψ〉
2
, (13)
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and hence half-filling corresponds to 〈Ψ|Zi |Ψ〉 = 0. At µ = 1, Zi acts on |Ψ〉 to change
the sign of Xi in the Gibbs-operator appearing in Eq. (5). The quantum expectation value
can therefore be equated with the following classical expectation value,
〈Ψ|Zi |Ψ〉
∣∣∣∣
µ=1
=
〈
e−2βc
∑3
j=0XiXj
〉
Ising, β=2βc
, (14)
where the expectation on the right-hand-side is with respect to the 2D classical model at
inverse temperature 2βc. The sum is over the nearest neighbours to site i. An assump-
tion good at low temperatures is that the probability of finding all spins in this cluster
aligned is unity, hence 〈Ψ|Zi |Ψ〉 ≈ e−8βc and |Ψ〉 is half-filled to within a few percent. An
approximation to |Ψ〉 that is exactly half-filled and respects the Z symmetry is therefore,
|Ψ〉 ∼ 1√
2
(|+〉⊗N + |−〉⊗N ), (15)
the quantum superposition of the two ferromagnetic ground states of the classical model.
The expression Eq. (15) is the result of taking the β →∞ limit in Eq. (10).
I conclude the discussion of the µ → 1 limit of Eq. (2) by relating it to a previously
investigated tensor network ansatz. Verstraete et al. in [46] consider all states |ψ〉 such that
there exists a local classical partition function Zψ and the coefficients (in some basis) of |ψ〉
are the Boltzmann weights of Zψ(β <
1
2βc). They show that all such |ψ〉 are representable
as Projected Entangled Pair States, a class of tensor networks, and, moreover, that for each
|ψ〉 there exists a local, massive Hamiltonian such that |ψ〉 is the ground state. They present
the assumption that β < 12βc as essential to their derivation that a PEPS representation
exists (recall Eq. (4) has β = βc for the Spin-MR state).
2.1.2 The limit µ→ 0
To higher than linear order in lnµ, the H in Eq. (10) contains additional terms, given from
Eq. (11) by the Baker-Campbell-Hausdorff formula. Rather than compute the coefficients
of these terms, a cleaner approach is to sum Eq. (2) in powers of µ. A closed form
expression for the square of non-vanishing 2n-point spin-spin correlation functions gives
the probability densities [13],
|| 〈{xi}i≤n | Ψ〉 ||2 = µ2n 〈σ(x1) . . . σ(x2n)〉2 (16)
=
µ2n
2n
∑
i±1, Σi=0
exp
∑
i<j
ij
2
ln ||xi − xj ||
 . (17)
The exponential terms on the right-hand-side of Eq.(17) each look like Boltzmann weights
of a two-component plasma, a Coulomb gas. The outer sum makes the probability density
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symmetric with respect to permuting the charges of individual particles, ensuring that the
plasma is neutral. The mathematical equivalence of Spin-MR States and multi-component
plasma is a coincidence of the free-space Green’s function of the Laplacian in two dimen-
sions:
∇2 ln ||x− y|| = 2piδ2(x− y). (18)
This Green’s function implies Boltzmann weights that decay algebraically with charge
separation, hence behaving like the n-point correlators of a CFT. The plasma analogy
offers an intuitive way to reason about the universal features of |Ψ〉, but because CFT
correlators decay algebraically in all dimensions, the plasma analogy only holds in two-
dimensions.
MR proposed interpreting the square norm of MR states as the partition function of a
multi-component plasma: from this interpretation they argue for a finite correlation length
from the assumption that the plasma is in its screening phase. With respect to our Ising
spin MR-state, it is possible to defend the screening assumption by identifying 〈Ψ|Ψ〉 with
the perturbative expansion of a solvable, massive model. The formula in Eq. (17) is a
consequence of mapping the product of two Ising models onto a Gaussian theory, namely,
the orbifold boson, in which the dynamical variable ϕ only takes distinct values in the unit
interval: [13],
〈σ(x1) . . . σ(x2n)〉2 =
〈
2n∏
i=1
√
2 cos [ϕ(xi)/2]
〉
ϕ
. (19)
Hence, 〈Ψ|Ψ〉 is perturbatively the same Gaussian model plus an interaction term µ cosϕ(x)
in the action. The small parameter in the perturbation series is the fugacity µ of the
particle ensemble, which enters at order equal to the number of particles. To be more
explicit, referring back to the probability densities defined in Eq. (2), the squared norm is,
to order 2n in the fugacity,
〈Ψ|Ψ〉 =
2n∑
j=2
1
j!
∫
dx1dy1 . . .
∫
dxjdyj || 〈{xi}i≤j | Ψ〉 ||2 +O
(
µ2(n+1)
)
(20)
=
〈
2n∑
j=2
µj
j!
∫
dx1dy1 . . .
∫
dxjdyj
j∏
i=1
√
2 cos [ϕ(xi)/2]
〉
ϕ
+O
(
µ2(n+1)
)
(21)
=
〈
exp
{∫ ∫
dxdy µ
√
2 cos[ϕ(x)]
}〉
ϕ
, (22)
where Eq. (22) defines a perturbed partition function.
If, on the right hand side of Eq. (22), we ignore the gauge redundancy in computing the
expectation value introduced by orbifolding, then the perturbed action is a particular phase
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of Sine-Gordon (SG) model, which is conventionally expressed [21],
S =
∫
d2x
1
2
(∇φ)2 + z
a
cos(βφ), (23)
where φ = ϕ/(2
√
pi). Our partition function equivalent to 〈Ψ|Ψ〉 has parameter value
β2 = pi and thus belongs to the massive SG phase, the transition to the massless phase
occurring at β2 = 8pi. Therefore, in the small µ limit, there is good evidence that local
correlations of |Ψ〉 decay exponentially.
2.2 Ising operators other than spin
A second set of Spin MR states are realized by Ising model correlators if φ in Eq. (1) is
chosen to be the energy density operator . The energy density operator is defined as the
leading term in the local expansion of the product σ(x)σ(y) in the limit y → x. The
n-point correlators of the energy density are equivalent to the expectation of the kinetic
term in the Gaussian model [13],
〈(x1) . . . (xn)〉2 =
〈
p∏
k=1
[∇ϕ(xk)/2]2
〉
ϕ
. (24)
Thus, the same reasoning that leads to Eq. (22) also implies that this new square norm
〈Ψ|Ψ〉 is the partition function for a massless free scalar field. The fact that the correlation
length is finite for a Spin MR state constructed from σ but infinite constructed from  is
an example of a Kosterlitz-Thoules (KT) transition [28]. The KT transition in a Coulomb
gas takes place at a critical value of the charge-to-temperature ratio. The plasma-like
expression of the probability density Eq. (17) means that the electric charge on the plasma
side of the analogy maps over to the exponent of the algebraically decaying two-point
correlator on the CFT side. In CFT jargon, this exponent is the conformal weight of the
field operator. The conformal weight of σ is h, h¯ = 1/16 whereas for  it is h, h¯ = 1/2,
and so the effective charge to temperature ratio q2/kT for the σ ensemble is 1/2 and for
the  ensemble 4: the KT transition takes place at the KT point q2/kT ≈ 2 [28]. The 
Spin-MR state is in a massless phase and therefore cannot be of interest as an SPT trial
wavefunction. The lessons are as follows. Not all Spin-MR states are SPT ordered. In
order to obtain an SPT trial wavefunction, the conformal weight of the primary field φ
must be chosen sufficiently small (φ here having the same meaning as in Eq. (1)).
2.3 Strange correlators and the protecting symmetry
Interpretation of SPT inner-products as partition functions has gained attention as a di-
agnostic tool due to the following result first shown by You et al. in [52]. If |Ψ〉 is an SPT
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|Ψ〉
φ(x)φ(y)
〈Ω|
|state〉〈state| Operator
(a) strange correlator (b) domain wall
Figure 2: A space-like strange-correlator in the bulk picture (a) is a time-like correlation
function at a domain wall in the boundary picture (b) (solid shapes and lines represent
tensor contractions, as in Fig 1).
ordered state and 〈0| is a product state invariant under the protecting symmetry, then,
Z[J ] =
〈0| e
∫
dx2JX |Ψ〉
〈0|Ψ〉 , (25)
is either a critical or symmetry breaking partition function for some order parameter X.
The authors exchange the roles of space and time as shown in Fig. 2.3 and argue that the
criticality of the partition function is preserved under the transformation. The exchange
takes the space-like correlation function between two boundaries in time (in-states and
out-states) to a time-like correlation function between two boundaries in space (asymptotic
boundary states on either side of a domain wall) (see also [43]). The definition of SPT order
implies that the physics at a spatial boundary between an SPT ordered state with a trivial
state respecting the same symmetry must be described by a critical partition function.
Criticality of the Z in Eq. (25) is implied by the algebraic decay of the two-point “strange
correlator” 〈0|X(x)X(y) |Ψ〉 . Researches have used quantum monte-carlo and the strange
correlator to find numerical evidence of SPT phase transitions for 1D and 2D spin lattices
[49], [51].
If |Ψ〉 is a Spin-MR state and |0〉 the lattice gas vacuum, then 〈0|Ψ〉 is critical, because
the inner product is by construction the partition function for the CFT that defines |Ψ〉.
That is, the strange-correlator diagnostic provides evidence that all Spin-MR states are
SPT ordered. Nonetheless, we have already seen examples of Spin-MR states that are not
SPT ordered. These Spin-MR states therefore show that the strange-correlator diagnostic
is fallible.
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2.4 ‘Edgeability’ and other diagnostics of SPT order
Ryu and coworkers recently proposed a CFT-based diagnostic of SPT order in 2+1D that
pertains to the Spin-MR construction [22] (and see further [6]). Namely, if the SPT ordered
state lives on a disc, then the 1+1 CFT that emerges on the circular edge cannot be defined
on a line-segment consistent with the protecting symmetry. This statement amounts to
the claim that any boundary conditions, except free boundary conditions, imposed at the
endpoints of the line segment must break the protecting symmetry. The force of “must”
comes from Boundary CFT, the theory of all self-consistent boundary conditions on any
CFT. These author’s argue that there is an equivalence between dynamical perturbations
that drive the edge into a massive phase and non-free boundary conditions. To fully explore
the implications for the Spin-MR constructions is beyond the scope of this thesis, though
Boundary FT is used as a tool for fixed-point calculations in Chapter 5. Nonetheless,
observe that the only boundary conditions on the critical Ising model allowed by Boundary
CFT are the two symmetry breaking ferromagnetic product states and the free boundary
[7].
For completeness, I mention another recently proposed test of SPT order. Imposing twisted
periodic boundary conditions is shown in the specific examples considered by [23] to yield a
numerical test of SPT order that is especially suited to tensor-network wavefunctions. The
twist operator in the lattice description of the Ising Spin-MR states is the tensor product,
at the auxiliary level, of local Pauli X. I leave for future work the task of carrying through
the numerical calculation described in [23].
Entanglement spectra provide a further signature of SPT order, and are the focus of the
remainder of this thesis. Unlike the strange-correlator test, calculating the entanglement
spectrum of a Spin-MR state is non-trivial. It is the purpose of the next two chapters to
develop an algorithm for performing the calculation.
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3 Tensor networks and bulk-boundary maps
The purpose of this chapter is to make the mapping from bulk to boundary pictures precise,
as a preliminary to the algorithm for computing the entanglement spectra of Spin-MR states
presented in chapter 4. I show in this chapter, given any Spin MR state |Ψ〉 specified by
an expression of the form in Eq. (1), how to construct:
1. a state |B) in the boundary picture; and,
2. a mapping M from bulk to boundary observables;
such that, for every local bulk observable O(a,j) (the indices a, j locating the observable on
a two-dimensional lattice), the following holds:
〈Ψ|O(a,j)O(a,k)|Ψ〉
〈Ψ|Ψ〉 = (B|MO(j)MO(k)|B). (26)
Equation (26) and its n-point generalization make good the claim made in the introduction
that there is a holographic correspondence between bulk and boundary pictures. Figure 3
presents a graphical outline of the calculations in this chapter that lead to Eq. (26).
The bulk-boundary map is motivated by the goal of approximating the manybody wave-
function by the vacuum of a continuum field theory, a standard approximation strategy in
many-body physics. The approximation is taken in the dilute limit, letting the lattice spac-
ing and the number of particles per lattice-spacing-squared both vanish. The continuum
theory has a finite correlation length and thus there exists a second, large-system-size limit
that is taken in the next chapter. In this IR limit, the approximate description retains only
long-range features. To take both these limits together — dilute and IR — is to assume
that the particle density is dilute on the scale of the correlation length but dense on the
scale of the system size. In the next chapter, I show that the coefficients of the IR limiting
state, when rearranged as a matrix, give the square root of the reduced density matrix for
the Spin-MR state on a bipartition.
The continuum description presented in this chapter provides an analytically tractable
point of departure for tensor-network-based numerical studies beyond the dilute, IR limit.
Tensor networks parameterize the search space for the variational methods that are the
work-horses of condensed matter numerics. In that context, how to make the most efficient
use of computational resources in performing calculations is a challenging and practically
important question. A rule of thumb is to start at the boundary of the network and sweep
through the bulk (further elaborated in [31]). The intermediate steps in the sweep can
be interpreted as time-evolution of the starting boundary. What is special about Spin-
MR states, contrasted with general tensor networks (compare [12]), is that the boundary-
evolution operator has a closed form expression in the dilute limit (assuming a closed form
for the CFT action), which this chapter derives for general Spin-MR states. In brief, the
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boundary evolution is given by the CFT Hamiltonian perturbed by the local term φ∗ ⊗ φ,
where φ is the CFT field in Eq. (1), and φ∗ acts on a second copy of the CFT Hilbert
space, this second copy corresponding to the physical bra of the Spin-MR state. The small
parameter in the perturbative expansion is particle fugacity.
There is a deep literature on tensor networks as tools for studying condensed matter physics.
The goal of this chapter is to introduce only so much of this technology as is necessary to
perform the calculations in Chapters 4 and 5. For a more general review, see [5].
3.1 Definitions
A tensor network decomposition of a wavefunction |Ψ〉 ∈ H comprises a state in some
extraneous vector space |B) ∈ V together with a linear operator T : V → H such that,
|Ψ〉 = T |B). (27)
The state |B) and operator T each factorize as pure tensor products and the physical
content of the decomposition consists in associating factor spaces of V and H with the local
degrees of freedom of the system under study. If the local degrees of freedom described
by |Ψ〉 are non-trivially entangled, then the factorization of V that factors T is not the
factorization that factors |B), which is the essential feature that makes tensor network
decomposition useful. Namely, that an object that cannot be locally factored, |Ψ〉, is
described as the composition of two objects that can be locally factored, |B) and T . The
two factorizations of V are interpreted in the following way: one is identified with the
vertices and the other the edges of a graph. For example, consider V ≡ V ⊗n,
V = . . .⊗ (V ]⊗ [V )⊗ (V ]⊗ [V )⊗ (V ]⊗ . . . (28)
Associating factors enclosed in [. . .] with vertices and (. . .) with edges gives the graph
shown in Fig. 4.
The number of factors associated with an edge is always two. The number of factors
associated with a vertex is v+d where v is the valence (number of edges) of the vertex and d
is the number of boundary degrees of freedom associated with the vertex. The introduction
of the notion of boundary degrees of freedom presupposes a chosen interpretation of the
graph as a discrete approximation of space-time: for example, in Fig. 4(b) we have set
d = 1 for the valence-one vertices and d = 0 for the valence-two vertices, appropriate if we
are interpreting the graph as a discrete approximation of a line-segment.
The same factorization of T also yields a notion of locality for H 3 |ψ〉 and hence of local
observables. Let O be a finite product of such observables: the object T †OT then factorizes
as a linear functional over V∗⊗V. The graphical interpretation of the pairing of factors V
and V ∗ is as edges joining the union of two copies of the graph corresponding to |ψ〉.
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State (B|
Operator O′
State |B)
State |Ψ〉
Operator O
State 〈Ψ|
Hint
φO
a) b)
c)
d)
Figure 3: Graphical representation of the calculations in this chapter: the physical Hilbert
space comprises vertical legs and the auxiliary CFT Hilbert space comprises horizontal legs;
the dashed lines signify the elision of the remainder of the network; subfigure (a) shows an
expectation value expressed as the contraction of a tensor network: reading the subfigure
from bottom to top, the uncontracted vertical legs represent the tensor factors of the state
vector; yellow boxes are field insertion tensors Aijk ≡ I⊗|0〉+µφ⊗|1〉 where φ is the local
field in the auxiliary CFT, as it appears in Eq. (1), and µ is a fugacity that suppresses total
particle number; blue rectangles are the (imaginary) time evolution operator that evolves
the CFT Hilbert space by one time-step; red circles are local physical operators the dual
state appears above; subfigure (b) shows how groups of tensors from bra and ket in sub-
figure (a) contract to form operators on the product of two copies of the auxiliary Hilbert
space; the operator shown acts to evolve the boundary according to the interacting Hamil-
tonian defined in Eq. (50), namely, the CFT Hamiltonian perturbed by the term φ∗ ⊗ φ;
subfigure (c) shows how to express the mappingM from bulk observable O to boundary
observable MO by contracting O with the field insertion tensors to give local observables
in the boundary theory; the subfigure shows that the Spin-MR structure guarantees that
local observables translate to local observables in the bulk-boundary dictionary; subfig-
ure (d) shows the expectation value in the boundary theory equivalent to subfigure (a);
the rows of imaginary-time evolution operators are effectively approximated by the ground
state |B) of the Hamiltonian in Eq. (50). The remainder of the chapter works through the
algebra from subfigure (a) to (d) for general Spin-MR states in the dilute limit µ ∼ 0.
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VV
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V
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V
V
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c) d)
Figure 4: (a)-(b) a tensor network maps the vertices and edges of a graph to factors V of a
tensor product space V ⊗n; each edge maps to two factors and each vertex to a number of
factors at least equal to the vertex valence, any additional factors accounting for boundary
conditions; (c)-(d) the factorization of the central valence-four vertex involves an ambiguity
that is unimportant because of the associative property of the tensor product. That is, we
can take the X shape as the product of two chains ) and ( or as the product of two chains
∪ and ∩, and the associative property guarantees that these two products are identical.
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Numerically efficient contractions of the tensor network begin from the boundary of the
graph. Algebraically, this technique takes an element of the factor space xij ∈ V ∗⊗V and
its dual yij ∈ V ∗⊗V and treats the remainder of the network as a spatial evolution operator
U(O)ijk`. The expectation value yk`U(O)k`ijxij is analogous to the overlap of initial and
final states subject to evolution under an external force f , with O the analog of the forcing
term. The construction of Spin MR states supplies a field-theoretic interpretation of U(O)
as Euclidean time evolution of a perturbed CFT. A dictionary that translates observables
in this field theory to observables acting on H 3 |ψ〉 simplifies numerical and analytical
calculations in the latter setting.
3.2 Generating functionals for spin lattice observables
This subsection defines a precise equivalent on the lattice to the definition of Spin-MR
states given by Eq. (1). The exponential on the right-hand-side of Eq. (1) is a generating
functional for (products of) local observables, and so the logical first step towards the goal
of this subsection is to define the lattice equivalent of a generating functional. Suppose the
space H to be a tensor product of N copies of a local Hilbert space H = ⊗Ni=1H(i), all H(i)
isomorphic. Let the isomorphic image of any operator A(1) ∈ Hom
(H(1)) in Hom(HPhys(k) )
be denoted A(k); the use of round brackets is intended to clarify that the subscript does
not index components. Treat CN as the set of functions from the local labels 1 ≤ N to C.
Let Q(1) ∈ Hom
(
HPhys(1)
)
be a local observable and f ∈ RN . A generating functional for a
quantum field is a functional whose power series expansion yields all possible correlation
functions of the field. Thus, a generating functional for Q(k) is,
M(f,Q) =
N⊗
i=1
(
I(i) + eˆi(f)Q(i)
)
, (29)
where ei, eˆk are basis functions (functionals) satisfying eˆi(ek) = δik. To check the generating
property,
∂
∂ek
∣∣∣∣
f=0
M(f,Q) =
N∑
i=1
δikQ(k)
⊗
j 6=k
(Ij + eˆj(f)Q(j)) = Q(k) ⊗ I⊗
N
i6=k . (30)
From here on, for any local operator A(i), let A
⊗I
(i) abbreviate A(i)⊗ I⊗
n
p6=i . The right-hand-
side of Eq. (30) is like the exponentiation of the local observable over the tensor product:
indeed, a second generating functional is defined by the ordinary operator exponential as,
M˜(f,Q) := exp
(
N∑
i=0
eˆi(f)Q
⊗I
(i)
)
. (31)
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If Q2 = 0 then M(f,Q) = M˜(f,Q), that is, the two generating functionals only differ
in terms involving higher powers of the local operator. The notation ∗ ∗ is introduced to
express this identification, namely, ∗M˜∗ =M.
The exponent in Eq. (1) is an integral over (imaginary) time and thus, to define its lattice
equivalent, we must introduce a notion of time into our lattice of N sites. For the sake
of concreteness, suppose our space-time M is a rectangular array of n × m = N events
equipped with a homogeneous euclidean metric. Columns are the loci of equal space and
rows equal imaginary time. Let an auxiliary Hilbert space Aux be a tensor product of n
copies of a local Hilbert space Aux =
⊗n
i=1 Aux(i). This Aux is the space of quantum
states on an equal time slice of M. Suppose a Hamiltonian H0 defined on Aux generating
the one parameter family of unitary transformations U(t) = exp(−itH0). Analytically
continue these operators to functions of pure imaginary arguments. Let ∆ be some small
real number (time step) and for any local operator Q(j) understand Q[j, k] to denote,
Q[j, k] := U(−ik∆)Q⊗I(j)U(ik∆). (32)
A generating functional for local time dependent observables is then
M(f, V ) := T
∗ exp
 n∑
j=0
n∑
i=0
eˆi,j(f)Q[i, j]
 ∗
 (33)
with T{·} the time-ordering operator having the usual meaning that products of Q[i, j] in
the power-series of the exponential are imaginary-time ordered.
The function M(f, V ) defined in Eq. (33) is not linear in f but a linear equivalent can be
defined on a suitable Hilbert space. Consider all functions in Z2
N and treat each function
elements in this set as a basis vector in a 2N complex dimensional vector space. Let e0
be a local zero and e1 a local one so that the basis vector f ∈ C2N is the N fold tensor
product
⊗n
i=0
⊗n
j=0 ef(i,j)[i, j], the square brackets indexing the sites. Introduce a local
annihilation operator a[i, j] on this space that decrements basis functions in the obvious
way. Let 0 be the all zeros basis element and denote duals by hats. A linear generating
functional is,
L(s, Q) = 0ˆT
∗ exp
 n∑
j=0
n∑
i=0
a[i, j]⊗Q[i, j]
 ∗
 s, s ∈ C2N . (34)
The lattice equivalent to the definition of Spin-MR-States in Eq. (1) is therefore as follows.
Suppose HPhys ∼= C2N . The expectation value of (the dual of) L taken against any state
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in Aux, and in particular, limβ→∞ U(−iβ)/Tr[U(−iβ)], defines a state |Ψ〉 ∈ H,
|Ψ〉 := lim
β→∞
1
Tr [U(−iβ)]Tr
U(−iβ)T
∗ exp
 n∑
j=0
n∑
i=0
a†[i, j]⊗Q[i, j]
 ∗

0. (35)
There are two important caveats attaching to the right-hand-side of Eq. (35). The operator
limβ→∞ U(−iβ)/Tr[U(−iβ)] projects on to the ground state of H0: the choice of this
operator is not essential to our construction and can be replaced with other asymptotic
states that encode initial and final conditions. The second, related warning is that we need
also to impose spatial boundary conditions.
3.3 Spin-Moore-Read States approximated as Projected Entangled Pair
States
The |Ψ〉 defined in Eq. (35) is equivalent to a translation-invariant, two dimensional tensor
network of a standard form: a Projected Entangled Pair State (PEPS) [45], up to boundary
tensors. To see the equivalence, define a three index tensor,
Aij,k ≡ I⊗ e0 +Q⊗ e1, (36)
where I, Q are matrices determining the lower indices and e0,1 are basis vectors for the
upper, physical index. Let Ai denote the n fold tensor power of A, the physical indices
labeled by a column vector i and define an n × n dimensional tensor Ψ[i] with the index
values represented by a row vector [i] of column vectors as follows,
Ψ[i] = Tr
[
U(−i∞)Ai0U(−i∆)Ai1U(−i∆) . . . Ain
]
/Tr[U(−i∞)]. (37)
The vectorized Ψ[i] is |Ψ〉. Because tensor network decompositions are not unique, choosing
a network representation of |Ψ〉 does not fix the network representation of 〈Ψ| for the
purpose of computing expectation values. Our choice for 〈Ψ| is to fix a basis and take
component-wise complex conjugates of the constituent tensors of our representation of |Ψ〉
as follows,
Ψ[i]∗ =
∑
αβ...ω
U(−i∞)∗αβAi0∗βγU(−i∆)∗γδAi1∗δ U(−i∆)∗κ . . . Ain∗ωα/Tr[U(−i∞). (38)
There is a basis free description of this construction of 〈Ψ| in terms of an anti-unitary
operator (∗) acting on the auxiliary Hilbert space. Let |i) ∈ Aux and let U(r) be the change
to our preferred basis. Then
∣∣i(∗)) = U−1(r) [U(r)|i)]∗. Likewise, the action on operators is
defined A(∗) = U−1(r)
[
U(r)AU
−1
(r)
]∗
U(r).
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The adjoint also gives a basis free description of 〈Ψ|,
Ψ[i]∗ = Tr
[(
U(−i∞)Ai0U(−i∆)Ai1U(−i∆) . . . Ain
)†]
/Tr[U(−i∞)]. (39)
However, pulling through † reverses the ordering of physical indices in the time direction,
whereas we want a picture in which time flows in the same direction as between bra
and ket. In this way, we are able to provide an equivalent description of the contraction∑
[i],[j] Ψ
[i]∗O[i],[j]Ψ[j] for some physical observable O as the expectation value of Heisenberg
operators on the expanded auxiliary Hilbert space Aux⊗Aux(∗).
The network on the right-hand-side of Eq. (37) is not yet a PEPSs. By iterative singular
value decomposition, the time-step operator U(−i∆) can be put into the form of a trans-
lation invariant (on periodic boundary conditions) matrix product operator Mα,β,i,k, as
shown in [42] and [17], where the Greek indices are spatial and the Latin temporal. The
tensors in the MPO decomposition do not depend on the system size. Then the PEPS
tensor P iαβjk is,
P iα,β,j,k =
∑
`
Mα,β,j,`A
i
`,k. (40)
This significance of the tensor P iαβjk is that its tensor powers define the operator T in
Eq. (27). Together with a graph whose vertices all have valence four (corresponding to the
four lower tensor indices), P iαβjk maps the set of boundary conditions on the graph to a
set of states in H, an example of which is shown in Fig. 5.
The PEPS description is not complete without specifying initial and final conditions in
imaginary time. The partially contracted network, with all virtual indices contracted save
the indices at the initial and final time, is a rank three tensor Θiαβ with the first index
ranging over the physical Hilbert space and the second and third indices ranging over the
initial and final auxiliary Hilbert spaces. The choice of initial and final states implied by
the Spin-MR construction is the ground state of the quantum critical 1+1 D transverse
field Ising model Ωα, so that the Spin MR-State is ΘiαβΩ
αΩ∗β. But, unlike the PEPS
tensor P iαβjk , a tensor network decomposition of Ω
α must depend on the total system
size. Because the correlation length of Ωα is infinite, the Hilbert space dimension of the
auxiliary spatial indices — the “bond dimension” — at initial and final times must grow
logarithmically in the system’s length [47]. The PEPS literature typically only considers
finitely correlated boundaries, since constant scaling of bond-dimension is an assumption
of the usual numerical calculations performed with PEPS. Nonetheless, observables deep
in the bulk of |Ψ〉 do not depend on the detailed features of Ωi, only its symmetries.
Expectations of bulk observables depend instead on the fixed point of a transfer matrix
constructed out of P iαβjk alone. This fixed point calculation, performed in Chapter 4, is
the typical approach in PEPS numerics.
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Figure 5: The decomposition of a Spin-MR state on a torus into a Projected Entangled Pair
State (PEPS); (a) the torus unfolds into a rectangular array of local degrees of freedom
subject to periodic boundary conditions; the vertical legs are the free indices of these
degrees of freedom; (b) identifying one axis of the array with time, the << boundary
of the rectangle is the auxiliary space Aux; the blue rectangles are imaginary-time-step-
evolution operators acting on Aux; the yellow squares are the field insertion tensors defined
in Eq. (36); (c) the time-step-evolution operators decompose as tensors along the spatial
dimension into space-time evolution operators; (d) by contracting a field insertion operator
with a space-time evolution operator, an array of identical PEPS tensors, shown as white
squares, is obtained; now reading the flow from (d) to (a), starting with a PEPS tensor we
obtain an entangled state on a torus.
Therefore, |Ψ〉 admits a PEPS description for all and only local observables deep in the bulk.
The meaning of “deep” is given by the the bulk-correlation length, and is not necessarily
related to distance from any bulk-picture boundary. For example, in the toroidal geometry
shown in Fig. 5, so long as the circumference of the torus in the time direction is many
multiples of the PEPS tensor correlation length, then all two-point correlators are “deep”
in the bulk. On the other hand, Spin-MR state expectations of non-local observables that
probe total system size cannot be computed in the PEPS formalism. The clearest example
of the difficulties posed by a non-local observable is the strange-correlator introduced in
Chapter 2, which projects |Ψ〉 onto the sector of the physical Hilbert space with total
particle number equaling two. Looking again at Fig. 5, the amplitude of the zero-particle
component of the network is the euclidean path integral of the 1+1 D quantum transverse
field Ising model at non-zero temperature (up to a factor that normalizes the wavefunction).
The temperature is non-zero because the radius of the time circumference is finite, and a
non-zero temperature implies the partition function is in a disordered phase. Thus, the
strange correlators of the network in Fig. 5 must decay exponentially, with algebraic decay
only recovered in the infinite size (zero-temperature) limit. But since the strange correlators
of Spin-MR states with the zero-particle state are algebraic by construction, it follows that
the finite-sized network shown in Fig. 5 is not strictly a Spin-MR State. The fact that the
PEPs tensor does not convey the non-local properties of the Spin-MR state is another hint
that Spin-MR States can have interesting non-local properties.
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3.4 Bulk-boundary dictionary
This subsection carries out the calculation shown in Fig. 3(c): given a bulk-picture observ-
able O, it shows how to compute the boundary-picture observable MO. The mapping in
hand, the subsection computes the boundary-picture Hamiltonian shown in Fig. 3(b).
Recall that each physical spin index is attached to a tensor Aij,k ≡ I⊗ e0 +Q⊗ e1, where
the bold faced vectors are basis elements for the physical index i. The action of the local
physical observable on an isolated physical leg goes like,
(I⊗O)(I⊗ e0 +Q⊗ e1) = I⊗Oe0 +Q⊗Oe1. (41)
The generating functional M(J ,O) defined in Eq. (29) thus contracts locally as,
1∑
i=0
(I (eˆie0) +Q(∗) (eˆie1))⊗ (I [eˆi(I+ JO)e0] +Q [eˆi(I+ JO)e1])
=I⊗ I+Q(∗) ⊗Q+ J
(
O00 I⊗ I+ Re[O01] (I⊗Q+Q(∗) ⊗ I)
+ iIm[O01] (I⊗Q−Q(∗) ⊗ I) +O11 Q(∗) ⊗Q
)
. (42)
Let (x, t) be space-time coordinates of the auxiliary system. We imagine duplicating the
lattice on which |Ψ〉 is defined and layering the copies so that cloned sites align in a
vanishingly thin y dimension. We fix an orientation so that the normal to the top layer
points in the positive y direction and the normal to the bottom the negative. Then, relative
to the global x, t coordinates, we may describe the top layer as right-handed and the bottom
layer left-handed. We treat pairs of cloned sites as single super-sites with expanded local
Hilbert space Aux⊗Aux(∗). Define an anti-unitary parity transformation on the operators
of this super-local space as,
P [A⊗B] = B(∗) ⊗A(∗). (43)
The operator P is obviously involutive and has eigenvalues ±1 corresponding to parity
even or odd operators. Define the parity even, free super-local Hamiltonian,
Hfree = I⊗H0 +H(∗)0 ⊗ I. (44)
Because the terms on the right hand side commute,
exp (−∆Hfree) = U(−i∆)(∗) ⊗ U(−i∆). (45)
Equation (42) reveals the bulk-boundary dictionary. Equation (42) shows that every local
physical observable O pulls into the doubled auxiliary theory as a linear combinationMO
of:
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1. the identity;
2. the mass density ρ := Q(∗) ⊗Q;
3. the parity even field p+ := I⊗Q+Q(∗) ⊗ I; and,
4. the parity odd field p− := i (I⊗Q−Q(∗) ⊗ I).
It is helpful to make the dimensions of ρ more explicit by redefining ρnew := ρold/∆µ,
µ having dimensions of energy and interpreted as a chemical potential, arbitrary up to
redefining Q by scalar multiplication.
From Eq. (42), the definition of |Ψ〉 in Eq. (37) and the expression for 〈Ψ| in Eq. (38), it
follows immediately that,
〈Ψ|M(J ,O)|Ψ〉 =
lim
β→∞
Tr
[
exp(−βHfree)
∏m
k=1
(
exp (−∆Hfree)
⊗n
j=1
(
I+
[
µρ(j) + eˆj,k(J )MO
]))]
Tr [exp(−βHfree)] . (46)
Now allow the number of time slices m to vary. We are going to take the limit as the time
steps vanish in size. A technical issue in taking the limit is making sense of eˆj,k(J ). Let us
use as the second index the rational number k/m ∈ (0, 1) and only consider J supported
at k/m = 1. The claim we make is that,
lim
m∈N→∞
m∏
k=1
exp(− 1
m
Hfree
) n⊗
j=1
(
I+
1
m
[
µρ(j) + eˆj,k/m(J )MO
])
= exp
−Hfree + n∑
j=1
µρ(j) + eˆj,1(J )MO
 . (47)
The proof is almost exactly as for the more familiar Totter formula. Using the abbreviation
A(i) := µρ(i) + eˆi,1(J )MO and applying the Baker-Campbell-Hausdorff formula, it follows
that,
lim
m∈N→∞
exp(− 1
m
Hfree
) n⊗
j=1
(
I+
1
m
A(i)
)m
= lim
m∈N→∞
exp
m ln
exp(− 1
m
Hfree
)
exp
 n∑
i=1
∞∑
q=1
1
qmq
(
Aq(i)
)⊗I
= lim
m∈N→∞
exp
(
−Hfree +
n∑
i=1
A⊗I(i) +O
(
m−1
))
. (48)
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The elided terms are a power series in m−1 with operator valued coefficients given by nested
commutators of Ai and Hfree summed with higher local powers of A(i). The order m
−1
terms indicate that the rate of convergence is governed by the chemical potential and the
characteristic time τ of the free evolution of ρ:
O(m−1) = 1
m
n∑
i=1
[Hfree, Ai] +
1
2m
n∑
i=1
(
A2(i)
)⊗I
+O(m−2) ∼ nµ
mτ
+
nµ2
2m
+O(m−2), (49)
so that an estimate of the multiplicative error is
(
1 + nµmτ +
nµ2
2m
)
.
The next step is to define an interacting Hamiltonian on H(∗)Aux ⊗HAux,
Hint := Hfree −
n∑
i=1
µρ⊗I(j), (50)
allowing a rewriting of Eq.(46) as,
〈Ψ|M(J ,O)|Ψ〉 =
lim
β→∞,γ→∞
Tr
[
exp (−γHfree) exp
(
−βHint +
∑n
j eˆj,1(J )MO
)]
Tr [exp(−γHfree − βHint)] . (51)
The final step is to define also a boundary state |Bβ, |i.c.)) ∈ Aux(∗) ⊗ Aux, depending on
a parameter β that measures a total duration of imaginary-time and on initial conditions
|i.c(∗))|i.c.),
|Bβ, |i.c.)) = exp (−βHint) |i.c.(∗))|i.c.)/
√
(i.c.(∗)|(i.c.| exp (−βHint) |i.c.(∗))|i.c.), (52)
For the state defined by Eqs. (35,37), the initial conditions are the ground state of H0.
Let us define |B) ∈ Aux(∗)Aux to be the β → ∞ limit of |Bβ, |i.c.)) under these initial
conditions,
|B)(B| := lim
β→∞
lim
γ→∞
exp(−βHint) exp(−γHfree) exp(−βHint)
Tr[exp(−2βHint) exp(−γHfree)] . (53)
The functional derivative may be taken outside the brackets in an expectation value,
〈Ψ|Ok|Ψ〉 = 〈Ψ| δ
δek
∣∣∣∣
f=0
M(f,O)|Ψ〉 = δ
δek
∣∣∣∣
f=0
〈Ψ|M(f,O)|Ψ〉 . (54)
By combining Eqs.(51), (53) and (54), and taking repeated functional derivatives, it follows
that in the double limit,
lim
β→∞
lim
∆→0
〈Ψ|O(a,j)O(a,k)|Ψ〉
〈Ψ|Ψ〉 = (B|MO(j)MO(k)|B), (55)
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as promised at the outset of this chapter. The boundary state |B) summarizes all there
is to know about |Ψ〉 in the continuum, large system size limit, and in the next chapter
we present an algorithm that extracts from |B) the entanglement spectrum of |Ψ〉. The
entanglement spectrum provides us with a numerical signature of SPT order.
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4 An algorithm to compute bipartite entanglement spectra
4.1 Aim and summary
The aim of this chapter is to propose and verify an algorithm that computes the low-energy
part of the bipartite entanglement spectrum of general Spin MR State |Ψ〉. A degenerate or
gapless spectrum (a notion made precise below) is a signature of SPT order. The algorithm
is presented in the tensor network formalism introduced in Chapter 3. To summarize the
algorithm in four steps:
1. Construct the interacting Hamiltonian Hint on Aux⊗Aux(∗) (defined in Eq.(50));
2. Find the ground state |B) of Hint in an Aux⊗Aux(∗) product basis {|i)|j)};
3. Construct the matrix Bij from the components of |B) =
∑
ij Bij |i)|j);
4. Find the leading eigenvalues λ0, λ1 of B
2: the entanglement spectral gap is ln(λ0/λ1).
By a change of basis, explicitly constructed in this chapter, the matrix B2 becomes the
reduced density matrix of |Ψ〉 on a real-space bipartition in the infinite system-size limit.
The algorithm combines (i) the result in [12], that the physical reduced density matrix of
a PEPS is unitarily similar to the square of a “virtual density matrix” on the auxiliary
space, with (ii), the construction of the Schmidt basis for MR states presented in [15].
4.2 Motivation
Before proceeding to the technical details of the algorithm, it is worth recalling the physical
significance of bipartite entanglement entropy and the entanglement spectrum. Entropy
quantifies how much information can be gained from measuring a physical system, given
present knowledge of its state. For the purpose of illustrating this information-theoretic
perspective on entropy, suppose we have an unbiased coin and we are interested in the
question: if we toss the coin now, will the coin land heads? Our knowledge of the state of
the system is expressed in the probability distribution:
p : {0, 1} → [0, 1] ⊂ R; p(0) = 0.5, p(1) = 0.5. (56)
The Shannon entropy of p measured in bits is
S(p) :=
∑
x∈{0,1}
−p(x)log2 [p(x)] = 1. (57)
In words, Eq. (57) says that measuring the result of the coin toss yields one bit of infor-
mation, because the measurement answers one yes-or-no question about which we were
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entirely ignorant prior to making the measurement. Suppose instead the limiting case of a
biased coin:
p(0) = 1, p(1) = 0 =⇒ S(p) = 0. (58)
According to the definition of S(p) in Eq. (57), the entropy vanishes, meaning that the
measurement yields zero bits of information (because the outcome of the coin-toss is a
sure-thing). The von Neumann entropy of a quantum density matrix ρ is defined more
generally,
S(ρ) := Tr [−ρ ln ρ] . (59)
It follows from Eq. (59) that the von Neumann entropy of a pure quantum state van-
ishes. Meaning, there is no further information about a system known to be in a quantum
pure state that an experimenter can gain from performing a measurement on it (which is
consistent with the interpretation that the result of the measurement is non-deterministic).
To make the connection with bipartite entanglement entropy, consider a system divided
into two parts: A and B. Without loss of generality, assume that the number of degrees of
freedom contained in A is less than or equal to the number in B. Bipartite entanglement
entropy quantifies the amount of information about subsystem A to be gained by measuring
subsystem B. More precisely, given a pure state of the total system, |ψ〉 ∈ A ⊗ B, and
some product-basis expression for |ψ〉,
|ψ〉 :=
∑
i,j
ψi,j |ξi〉 |χj〉 , span{|ξi〉} = A, span{|χj〉} = B, (60)
the reduced density matrix on A of |ψ〉 is,
ρA\B :=
∑
i,j
(∑
k
ψi,kψ
∗
j,k
)
|ξi〉 〈ξj | , (61)
and the bipartite entanglement entropy of ψ is the von Neumann entropy of this reduced
density matrix:
SA\B (|ψ〉) := S(ρA\B) = Tr
(
ρA\B ln ρA\B
)
. (62)
Of particular physical interest are the bipartite entanglement entropies of ground states,
i.e., low-temperature thermal equilibrium states. The relevant scale against which to com-
pare entanglement entropy is system-size, both the total number of degrees of freedom
(in the two-dimensional setting, the surface area) and the number of degrees of freedom
along the boundary of the partition (the length of the boundary). At one extreme, if the
Hamiltonian does not couple A and B, then the bipartite entanglement entropy of the
ground state must vanish independent of area and length (because the two parts do not
interact, no information about part A is contained in the degrees of freedom belonging to
part B). At the other extreme, a state chosen randomly from the A ⊗ B Hilbert space
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almost always has entanglement entropy that scales extensively as the number of degrees
of freedom in A (recalling that A is smaller than B). The interesting states are therefore
those with sub-extensive scaling of entanglement entropy.
A useful mathematical construct for studying Entanglement entropy is the entanglement
Hamiltonian, defined by:
HE = − ln(ρA\B). (63)
Defining further a partition function,
Z(β) := Tr
(
e−HEβ
)
, (64)
the thermodynamic definition of entropy follows as a mathematical identity:
S(ρA\B) = −
∂
∂β
∣∣∣∣
β=1
logZ. (65)
The entanglement Hamiltonian of a topologically trivial wave-function satisfies two condi-
tions. First, the ground state of the entanglement Hamiltonian is unique; second, the next
smallest eigenvalue is separated from the ground-state eigenvalue by a gap that is not (or
only weakly) suppressed with increasing system size. Let an entanglement Hamiltonian
that violates condition (i) be called degenerate and one that violates (ii) be called gapless.
There is a whole set of examples of topologically ordered states with respect to which the
entanglement Hamiltonian is a projector, i.e., the excited part of the spectrum is constant,
which includes the toric code and string-net states [18], [36]. The paradigmatic example of
a topologically ordered wave-function is the Moore-Read FQHE state at five-halves filling
[33]: the smallest eigenvalues of the entanglement Hamiltonian of this state correspond to
the energy levels of excitations at the physical boundary of the FQHE [30]. An algorithm
that, given a wave-function, computes an approximate entanglement spectrum to enough
accuracy to determine if the spectrum is degenerate or gapless, can thus provide evidence
that the wave-function is in a non-trivial SPT phase [32].
The remaining technical justification of the algorithm in this section assumes spin degrees
of freedom that are located on the vertices of a finite-size, square lattice. The motivation
for this assumption lies in its making the calculations that verify the algorithm more
concrete. Once this planar case is understood, adapting the algorithm to cylindrical and
toroidal geometries is uncomplicated. The generalization to any surface would follow the
method of Topological Quantum Field theory in 1+1 D and break the surface into simpler
subsurfaces with boundaries, a natural procedure in the tensor-network formalism [27].
But this generalisation is not pursued here.
31
(a) (b)
A
B
A
B
A A
>t0 <t0 >t0 <t0
<t0
>t0 <t0
(c)
Figure 6: (a) tensor network diagram of state |Ψ〉 showing the degrees of freedom parti-
tioned about some cut at the imaginary time t0; (b) the reduced density matrix for the same
state for the degrees of freedom in the future of the cut; the vertical space in partitioned
into two virtual subsystems A and B as indicated by the blue dashed line; the sub-network
in the red box has two free virtual indices as is the ground state of the dynamics described
by the Hamiltonian defined in Eq. (50); (c) the virtual ground state transforms into an
operator on the A subsystem.
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4.3 The algorithm
The output of the algorithm is the entanglement spectrum of the Spin-MR state |Ψ〉. The
state |Ψ〉 is related to the reduced density matrix ρA\B by Eq. (61). The ρA\B eigenbasis
may be labeled by pseudo-energies:
ρA\B =
∑
i
e−ξiβ|ξi〉〈ξi|, (66)
where β is a dimensional constant set to unity.
To give a synopsis of the detail to follow, figure 6 shows how to compute a reduced density
matrix given a tensor-network description of a state. In both sub-figure (b) and on the
left-hand-side of sub-figure (c), the virtual state enclosed in the dashed red line is exactly
(in the continuum limit) the ground state of the Hamiltonian in Eq. (50).
We seek a component-wise expression for ρA\B. The following choice of orthonormal basis
proves to be convenient. Recall that the super auxiliary Hilbert space decomposes as
Aux(∗) ⊗ Aux. The (∗) is an aide memoire reminding us which factor corresponds to 〈Ψ|.
The state |B) defined in Eq. (53) and represented in Fig. 6.(c) decomposes in a tensor
product basis as
|B) =
∑
i,j
Bi,j |i)|j), |i) ∈ H(∗)Aux, |j) ∈ HAux, (67)
with {|i)} an arbitrary basis for HAux. The operator on HAux,
B :=
∑
i,j
Bi,j |i)(j(∗)|, (68)
is Hermitian because the action of the imaginary time evolution operator on |B) is equiva-
lent to the action of a completely positive map on B (the simple demonstration of this fact
is left to the end of this section). Hence, B decomposes in some orthonormal basis {|Bk)}
as,
B =
∑
k
λ(B,k)|Bk)(Bk|, (69)
and from here the expression for |B) follows:
|B) =
∑
k
λ(B,k)|Bk)|Bk). (70)
The vectors |Bk) then yield orthonormal states {|ΨBk〉} in the bulk-picture Hilbert space
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by acting as boundary states in the boundary-picture. First, define,
|ΨBk〉 := lim
β→∞
1√
(B
(∗)
k |(Bk| exp (−βHint) |i.c.(∗))|i.c.)
×
lim
m/∆→∞
(Bk| : ∗ exp
 m∑
j=0
n∑
i=0
a†[i, j]⊗ V [i, j]
 ∗ : |i.c.) 0. (71)
Comparing Eq. (71) with the definition of Spin-MR states in Eq. (1), observe that |ΨBk〉 is
a Spin-MR state defined by a mixed correlation function in which the in-state differs from
the out-state. Each |ΨBk〉 is defined by the same in-state but the out-states vary with the
index k. Because the out-states are orthogonal, the |ΨBk〉 are orthonormal, as the next
calculation verifies:
〈ΨBk |ΨB`〉 = lim
β→∞
[
(Bk|(B`| exp (−βHint) |i.c.)|i.c.)×
[(B`|(B`| exp (−βHint) |i.c.)|i.c.)(Bk|(Bk| exp (−βHint) |i.c.)|i.c.)]−1/2
]
(72)
=
(Bk|(B`|B)
[(Bk|(Bk|B)(B`|(B`|B)]1/2
(73)
=
δk,`λ(B,k)[
λ(B,k)λ(B,`)
]1/2 (74)
=δk,`. (75)
To recapitulate this sequence of inferences: an imaginary-time evolution operator exp(. . .)
appears on the right-hand-side of Eq. (72), and the action of this operator on the boundary
state |i.c.)|i.c.) gives |B) – up to a scalar factor – by definition. Hence, Eq. (73) follows
from Eq. (72). Then Eq. (74) follows from the fact that |Bk), |B`) appear as orthonormal
components in the expansion of |B) in Eq. (70). Again, the definition of |B) in terms of
Hint provided by Eqs. (52) and (53) implies that,
〈ΨBi | ρA\B |ΨBj 〉 =
∑
αβγ
(Bγ |Bi)(Bγ |Bβ)(Bα|Bβ)(Bα|Bj)λαλβλγ√
λiλj
(76)
= δijλ
2
i , (77)
showing that ρA\B has the same spectrum as the operator B2, defined in Eq. (68). An
immediate implication is that the entanglement rank of the edge-picture ground state B is
equal to the matrix rank of the bulk picture ρA\B.
Equations (76) and (77) are shown in diagram form in Fig. 7. Performing the calculation
to verify (76) in conventional notation, we construct a sequence of ever-finer lattice ap-
proximations of ρA\B. Indexing the sequence by the integer m, we imagine that the lattice
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:= |Ψ〉
= ρ = |B)
k := |ΨBk〉
j
k
= 〈ΨBk | ρ |ΨBj 〉
:=
=
k
j
b)
c) d)
e)
a) i.
bulk-boundary map
ii. boundary state
bipartition
Figure 7: Equations (76), (77) in diagram from: (a) a simplified representation of the
tensor expressions appearing in the definition of Spin-MR States, Eq. 1: i. the bulk bound-
ary map, with vertical index corresponding to physical degrees of freedom and horizontal
indices corresponding to auxillarly degrees of freedom; the two auxilary indices correspond
to in states and out states of the imaginary time evolution operator; (b) the physical state
|Ψ〉 formed by contracting the bulk-boundary map against auxillary in and out states; a
bipartion of the physical degrees of freedom is formed by dividing imaginary time evolu-
tion into two equal intervals; the two uncontracted legs corresponds to the two parts of
the bipartition; tensor network representation of the Schmidt basis on the left half of the
bipartition, as defined in Eq. (71); (c) tensor network representation of the reduced density
matrix on the left part; (d) the fixed point of the transfer matrix is the state |B) in the
auxiliary Hilbert space; (e) a matrix element in the {|ΨBk〉} basis expressed in terms of
the components of |B).
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is divided into three parts: two sides of m rows of sites, each separated by the third part,
which is the boundary itself. That is, there are m steps of discrete time evolution, then the
boundary, then the remaining m steps of time evolution. To make this description precise,
define the following functions:
ZA(β,m, `, k) := (i.c.|(i.c.|
exp(− β
m
Hfree
) n⊗
j=1
(
I+
β
m
µρ(j)
)m |B(∗)` )|Bk), (78)
ZB(β,m, `, k) := (B
(∗)
` |(Bk|
 n⊗
j=1
(
I+
β
m
µρ(j)
)
exp
(
− β
m
Hfree
)m |i.c.)(i.c.). (79)
Note that ZA and ZB each comprise m time steps, but that in ZA the ordering of operators
is such that the free Hamiltonian appears to the left of the interaction terms, whereas in
ZB the ordering is reversed. Between ZA and ZB there is therefore another free evolution
operator, and this remaining operator represents the boundary.
Denote the sequence of lattice approximation, ρA\B(,m, β), where 2β +  is the total
imaginary time across the state. In the basis {|Ψ〉Bk}, the components of each element of
this sequence are:
〈ΨBk |ρA\B(,m, β)|ΨB`〉 = (80)∑
p,q,r,s Z
A(β,m, `, p)ZA(β,m, q, k)ZB(β,m, r, s)(B
(∗)
p |(Bq| exp (−Hfree) |B(∗)r )|Bs)∑
k,`,p,q,r,s Z
A(β,m, `, p)ZA(β,m, q, k)ZB(β,m, r, s)(B
(∗)
p |(Bq| exp (−Hfree) |B(∗)r )|Bs)
.
Commenting on the summand in the numerator: ZB contains the dependencies of the
traced out degrees of freedom (i.e., the unobserved part B of the system), the two ZA
contain the surviving degrees of freedom (the observable part A), and the remaining matrix
element comes from a resolution of the identity that bridges the boundary between A and
B. From the limits,
lim
m→∞Z
A(β,m, `, k) = (i.c.|(i.c.| exp(−βHint|B(∗)` )|Bk), (81)
lim
m→∞Z
B(β,m, `, k) = (B`|(Bk| exp(−βHint|i.c.(∗))(i.c.), (82)
we then obtain Eq. (76).
4.4 Implications
The main technical result of this section is Eq. (77): what does this equation mean?
Suppose that the ground state of the imaginary time evolution operator is maximally
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(1) (3) (5)
(2) (4) (6)
Figure 8: The state |B)
defined in Eq. (53) is the
ground state of two coupled
quantum spin chains; odd
sites shown here belong to
one chain, even the other;
solid lines indicate nearest
neighbour interactions.
entangled. Then Eq. (77) implies that the the bipartite entanglement entropy is maximal:
|B) = 1√
N
N∑
i
|i)|i) ⇒ ρA\B =
1
N
N∑
i
|ΨBi〉 〈ΨBi | . (83)
In this extreme case, all entanglement energies are degenerate. More generally, the intro-
duction of the auxillarly state |B) yields a dynamical (re)description — the Hint of equation
Eq. (50) — of the entanglement in |Ψ〉. These dynamics are quasi-one-dimensional, de-
scribing two spin-chains coupled as shown in Fig. 8. The coupling across chains, sites
(1)-(2), (2)-(3), and so on in the figure, is given by the local perturbation in Eq. (50).
Approximate inferences about the entanglement entropy of the bipartite density matrix
thus follow from the limiting behaviour of this perturbation. For example, in the case of
the σ Ising Spin-MR state defined in Eq. (2), the introduction of a ferromagnetic coupling
between two critical spin-chain should, heuristically, push |B) off criticality and into a
ferromagnetic phase. This heuristic reasoning then implies via Eq. (77) that the bipartite
entanglement spectrum of the σ Spin-MR state should be two-fold degenerate. This argu-
ment is persued with greater rigor using the tools of Boundary CFT in the next chapter,
tools which provide fixed-point approximations of |B) in the IR limit.
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5 Entanglement spectra: examples
This chapter applies the algorithm presented in Chapter 4 to two particular trial wave-
functions. First, the algorithm is tested by computing the entanglement spectrum of a
known SPT ordered state, a special case discovered by Scaffidi and Ringle in [41]. The
case is special because equivalent expressions for the wavefunction in both Spin-MR and
group-cohomology formalisms are known, and in the latter form the state is provably SPT
ordered. The algorithm yields the result that the entanglement spectrum of the test-state
is indeed gapless, as the theory of SPT phases predicts. Second, the chapter calculates
the entanglement-spectrum of the Ising Spin MR state introduced in Chapter 2, defined
in Eq.(2). In that case, the reduced density matrix is a rank-two projector. Thus, the
entanglement spectrum is degenerate, but the low-energy sector of the spectrum does not
describe the critical Ising model, as might have been expected from the example of the
Moore-Read ansatz. (The entanglement spectrum of the Moore-Read ansatz for the FQHE
at five-halves filling does match the energy spectrum of the CFT out of which the ansatz
is constructed [30].)
A technical tool used for the first time in this chapter is Boundary CFT. Boundary CFT
enters to provide an IR fixed-point approximation to the ground-state |B) of the transfer
matrix of the boundary-picture theory, defined in Eq. (53) of Chapter 3. The state |B)
lives in the Hilbert-Space of a 1+1 D field theory and can be thought of as a boundary
condition imposed on the (Heisenberg-picture) field operators of the theory. Boundary
CFT describes all self-consistent boundary conditions on a CFT [9], and thus furnishes an
expression for the fixed-point to which |B) flows under renormalization. Only the fixed-
point features of |B) are needed in the limit that the system-size is large compared to
the bulk correlation length. According to Boundary CFT, this fixed-point is a generalized
coherent state and thus has nice properties, suited for analytic calculations. This use of
Boundary CFT adapts to the bosonic case the treatment of fermionic MR states by Dubail,
Read and Rezayi in [15].
5.1 Scaffidi-Ringel State and the free boson
Scaffidi and Ringel (SR) show that a set of SPT ordered trial wavefunctions are expressible
as Spin-MR states. They give two descriptions of what, they argue, is the same state:
one description in the language of symmetry group cohomology and the other in the Spin-
MR language. They present numerical evidence that these descriptions are equivalent.
Group cohomology is, like representation theory, a mathematical technique for studying
symmetry groups via their group actions, specifically actions on abelian groups. And like
representation theory, group cohomology provides a formalism for constructing symmetric
wavefunctions, but one that naturally gives rise to exotic non-local properties [11].
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To summarize SR’s argument without rehearsing its details, their evidence is obtained by
transforming a cohomology wavefunction into a statistical-mechanical partition function,
then numerically computing the correlation length and central charge of this partition
function. I take their Spin-MR description as given. Though Scaffidi and Ringle choose
the details by trial-and-error, their trial-and-error search space is constrained by some
general considerations that are needed for the calculations to follow. Their CFT is the free
boson ϕ: the quantum theory of a scalar field ϕ that in the classical limit obeys the wave
equation,
(∂2t − ∂2x)ϕ = 0. (84)
The operator algebra of the free boson is rich, and in particular, other CFTs are identifiable
as sub-algebras. There is a literature on classifying these sub-algebras that serves to frame
the choices (on the right-hand-side of Eq. (1)) when constructing a Spin MR state. Among
the free boson’s operators, there is a special set of scaling functions φ that transform
homogeneously under scale transformations x 7→ λx,
φ(x) 7→ λhφ(λx), (85)
for constant h. The scaling functions are important in statistical mechanics because they
can be measured macroscopically in the vicinity of a phase transition. A primary field is
a scaling function that satisfies a generalization of Eq. (85) to all infinitesimal conformal
transformations. The important point about primary fields for SR is the intuition that,
to obtain Spin MR states in SPT phase, the CFT correlation functions on the right-hand-
side of Eq. (1) ought to be expectations of products of primary fields, for reasons Moore
and Read articulate in their seminal paper [33]. The primary fields in the free boson are
remarkably easy to classify: they are ∂φ (think of the distribution of step-sizes in Brownian
motion) and vertex operators of the form,
Vk(x) = e
ikϕ(x), (86)
for real k. Thus, vertex operators of the free boson are a structured but also large set from
which to construct a Spin MR state by numerical search, which is Scaffidi and Ringel’s
method.
Of the multiple examples SR consider in their paper, this chapter focuses on one example
in detail, which SR construct as follows. The spins described by the SR state live on
vertices of a hexagonal lattice. SR single out two sub-lattices B and C, as shown in
Fig. 9(a). Occupation by a particle of a B site corresponds to the CFT operator cos(ϕ)
and occupation of a C site to sin(ϕ). The fields cos(ϕ) and sin(ϕ) are linear combinations
of vertex operators as defined in Eq. (86).
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A B
C
imaginary time
B
C
a) b)
Figure 9: a) lattice geometry that Scaffidi and Ringel assume for their Spin MR state; the
labels A,B,C mark three sub-lattices, the A sub-lattice is integrated out; imaginary time-
slices indicated with dashed lines; b) an IR equivalent set of CFT correlators is obtained
from a rectangular geometry as indicated by the red edges.
5.2 Scaffidi-Ringel State in the boundary-picture
To apply the algorithm of chapter 4, the SR state must be recast in the language of
the boundary picture introduced in Chapters 1-3. Scaffidi and Ringel’s hexagonal lattice
structure is a relic of the cohomology formalism [11], and a square lattice (as shown in
Fig. 9(b)) belongs to the same universality class in the continuum limit, when taking the
limit such that the gas fugacity vanishes on the lattice scale.
Chapter 3 showed that, if the presence of a particle corresponds to the operator V , then the
(boundary-picture) free field Hamiltonian that describes the (bulk-picture) square norm
〈Ψ | Ψ〉 is modified in the continuum limit by adding the term −V (∗) ⊗ V . This same
reasoning implies that if the operator corresponding to a particle alternates every time-step
from V to Λ, then in the limit of vanishing time-step, the boundary picture Hamiltonian
is modified by addition of the terms −V (∗) ⊗ V − Λ(∗) ⊗ Λ. In the continuum limit of the
boundary picture, denote the degrees of freedom that correspond to |Ψ〉 by φA and likewise
the degrees of freedom corresponding to 〈Ψ| by φB. The continuum action S describing
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the square norm of the SR state is therefore,
S :=
∫
dxdt (∇φA)2 + (∇φB)2 − µ2 cos(φA) cos(φB)− µ2 sin(φA) sin(φB)
=
∫
dxdt
[
∇
(
φA − φB√
2
)]2
+
[
∇
(
φA + φB√
2
)]2
− µ2 cos(φA − φB). (87)
with,
〈Ψ | Ψ〉 =
∫
D[φA]D[φB]e−S . (88)
The alternation between sine and cosine on the lattice has the consequence that a free
sector decouples in the action. Label the decoupled variables,
φA′ =
φA − φB√
2
, φB′ =
φA + φB√
2
. (89)
Inspection of Eq. (87) shows that the field φA is in a massive Sine-Gordon phase whereas
φB is in a Gaussian phase. Hence, the alternation of sine and cosine representations of
particle insertion, though a lattice-scale detail, has an important effect on the continuum
approximation. The free sector is (related to) the mechanism that creates long range
entanglement. The free sector is also unobservable: there is no degree of freedom φB′ in
the physical Hilbert space. Instead, φB′ has an interpretation in the tensor product of two
copies of the physical Hilbert space, where it appears as the symmetric linear combination
of particle creation operators, one in each space.
5.3 Infra-red fixed-point of the transfer matrix
This subsection finds an explicit expression for the IR fixed point of the ground state of the
action in Eq. (87). The tool for making the fixed-point approximation is Boundary CFT.
Boundary CFT is concerned with studying statistical mechanical systems at critical points
that are subject to boundary conditions. In a Hilbert-space formulation of the statistical
mechanical problem – in which an (arbitrary) axis of space is treated as imaginary time –
the boundary condition is imposed by taking expectation values of operators with respect
to a conformal boundary state. For example, Boundary CFT might study the critical Ising
model on an infinite half-plane subject to the condition that all the spins at the boundary
of the plane are parallel. A conformal boundary state |X〉 satisfies,
(Ln − Ln) |X〉 = 0, (90)
for the Virasoro generators Ln of the CFT. This Ishibashi condition is a premise of the
argument presented by Dubail, Read and Rezayi in [15]. These authors seek to show
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that their fermionic MR-state has a gapless entanglement spectrum. In their case, the
Aux Hilbert space is the space of holomorphic conformal blocks and Aux(∗) the space of
anti-holomorphic conformal blocks, so that the super-auxiliary Aux⊗Aux(∗) is the Hilbert
space of the CFT. Therefore, under the mapping from states to operators, |X〉 7→ X, (90)
implies,
[Ln, X] = 0. (91)
It follows from Shur’s lemma that X ∝ I. By contrast, in the case of Spin-MR states, Aux
is already the Hilbert space of a full CFT, and hence the Dubail, Read, Rezayi argument
does not carry over to the bosonic case automatically: more work is needed to arrive at
the analogous application of Shur’s lemma, which this chapter now undertakes.
Returning to Eq. (87), Boundary CFT gives us an explicit formula for the fixed point
state that pins φA′ at a minima of the potential term in the action, namely, the Dirichlet
boundary state |D(φ = 0))A. Hence, we take the fixed-point of the ground-state to be:
|B) := |D(φ = 0))A′ |0)B′ , (92)
where |0)B′ is the Gaussian vacuum. I now offer a heuristic argument that the |B) of
Eq. (92) is the fixed-point to which the groundstate of the action in Eq. (87) flows (adapted
from the argument in [15]). The state |B) defined in Eq. (92) is invariant under scale
transformations because its A′ and B′ factor states are so invariant, and the B′ factor is
the exact ground state of the B′ terms in the boundary-picture action. Thus the true RG
fixed point of the exact ground state must be a product state between A′ and B′ factor
spaces and the B′ factor must be the Gaussian vacuum. The authors of [15] guess that a
Dirichlet boundary state is the fixed point of the exact wavefunction they investigate, and
their reasoning is premised on the physically motivated guess that their exact wavefunction
is in a charge-screening phase. In our case, charge screening is a demonstrable consequence
of the definition of the action Eq. (87).
The language of “charge-screening” belongs to the Coulomb gas formalism of CFT and
the observation that the N -point correlation function of vertex operators V in the free
boson CFT are mathematically equivalent to the partition function of a canonical ensemble
of N charged particles. The parameter k in Eq. (86) appears in the partition function
formulation as the electric charge of V . A free boson correlator of vertex operators has the
property that it vanishes unless the sum of all the k vanishes: the total charge of the gas
is neutral.
5.4 Computing the leading eigenvalues of the reduced density matrix
This section infers the leading eigenvalues of the reduced density matrix on a bipartition.
I show that the sufficient conditions for Schur’s lemma are met, and it follows that the
density matrix is proportional to the identity on the modules of the conformal algebra.
42
Recalling the recipe for computing entanglement spectra presented in the introduction to
chapter 4, once an expression for the goundstate of the transfer matrix |B) is obtained,
the matrix elements of
√
ρ (the square-root of the reduced density matrix) are given by
the components of |B) in the Aux ⊗ Aux(∗) product basis. This product basis factorizes
the boundary-picture so that degrees of freedom associated with the physical bra and ket
are explicitly distinct. With respect to the SR state, because the fixed-point Eq. (92) is a
product of a Dirichlet state and the Gaussian vacuum, computing the transformation back
to the Aux ⊗ Aux(∗) product basis is non-trivial. I need a name for the specific mapping
from states to operators, so I denote it the conjugating isomorphism Iconj
(|B)) := B.
The result of this section is a density matrix Iconj
(
|D(φ = 0)〉A′ |0〉B′
)
expressed as the
limit of the action of a family of unitary operators DN (ξ) on the Gaussian vacuum |0〉:
Iconj
(
|D(φ = 0)〉A′ |0〉B′
)
= lim
→ 0
N →∞
1
4N
DNA
(
− 1
2
)
Iconj
(
exp
{
−
N∑
n=1
a†nb˜
†
n
}
|0〉AL 〈0|BR
)
DNA
(
1
2
)
. (93)
The subscripts L and R stand for left-moving and right-moving sectors, the notation for
creation and annihilation operators is summarized in Table 1 and elaborated in detail below.
The matrix Iconj
(
|D(φ = 0)〉A′ |0〉B′
)
commutes with a representation of the Virasoro
algebra and hence, by Shur’s lemma, is proportional to the identity on each Verma module.
The remainder of this section first derives Eq. (93) and then derives the commutation
relations necessary to invoke Schur’s lemma.
5.4.1 Changing to the bra-ket product basis
I change to the product basis by expressing the Dirichlet state in terms of creation and an-
nihilation operators and then applying a Bogoliubov transformation. These wave-mode op-
erators decompose the Aux and Aux(∗) Hilbert spaces into the factor spaces of right-moving
and left-moving free excitations. Write an for the right-moving annihilation operator of
mode n on Aux and a˜n for the left-moving equivalent, likewise bn and b˜n acting on Aux
(∗).
Write a′n for the right-moving annihilation operator of φA, likewise b′n for the right-moving
annihilation operator of φB, and let primes on the other operators carry the equivalent
meaning. It is important to keep the meaning of these labels in mind and so Table 1 pro-
vides a summary. Denote the subspace of left-moving excitations XL and of right-moving
excitations XR for X ∈ {A,B,A′, B′}. Because the free boson has a zero-wave-number
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Annihilation operators Annihilation operators
D.O.F. left-moving right moving D.O.F. left-moving right moving
A an a˜n A
′ a′n a˜′n
B bn b˜n B
′ b′n b˜′n
Table 1: Annihilation operators on the Hilbert space Aux⊗Aux(∗). The pairs (A,B) and
(A′, B′) are different tensor-product factorizations of the same Hilbert space, related by a
pi/4 rotation in Eq. (89). The preferred basis for extracting entanglement spectra from |B)
is (A,B); the expression for |B) furnished by boundary CFT (Eq. (94)) is in the (A′, B′)
basis.
mode, the full Hilbert space of the theory contains states that have an ambiguous propa-
gation direction, but we can simply resolve the ambiguity by defining a right-mover as any
mode with k > 0 and a left-mover as any mode with k ≤ 0.
The expression for the Dirichlet boundary state is then,
|D(φ = 0))A′ = exp
{
−
∑
n
a′n
†
a˜′†n
}
|0)A′L |0)A′R . (94)
The route to Shur’s lemma from Eq. (94) is to expand the primed operators in terms of un-
primed and to compute the action of the operator on the right-hand-side of Eq. (94) in the
Aux⊗Aux(∗) basis. The calculation is simplified by finding a unitary operator whose action
on the A′ vacuum gives |D(φ = 0))A′ , much like a quantum-optics displacement operator
would act on a single mode. The result is then an expression in terms of the action of fully
factorized unitary operators on a product of Ishibashi state in the Aux⊗Aux product-basis.
A unitary operator with equivalent vacuum action to the exponential appearing in Eq. (94)
is found by identifying a representation of the algebra su(1, 1) in the product of right and
left-moving operators. This algebra generates symmetries of the harmonic oscillator and
thus is closely related to quantum coherent states. Let,
K−,n := ana˜n, K+,n := a†na˜
†
n, K0,n :=
1
2
(ana
†
na˜na˜
†
n + 1), (95)
then these operators satisfy the su(1, 1) commutation relations,
[K0,n,K±,n] = ±K±,n, [K−,n,K+,n] = 2K0,n. (96)
These commutation relations can be shown to imply the existence of a one complex pa-
rameter family of unitary operators [39],
Dn(ξ) := exp {ξK+,n − ξ∗K−,n} , (97)
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that decompose as,
Dn(ξ) = exp {ζK+,n} exp {ηK0,n} exp
{
ζ ′K−,n
}
, (98)
with
ζ = tanh |ξ|eiϕ, η = − ln(1− |ζ|2), ζ ′ = −ζ∗. (99)
It is this disentangling relationship, Eqs. (97) and (98), that makes the computation of |B)
in the A,B basis possible. I seek to show that,
exp
{
−
∑
n
a′n
†
a˜′†n
}
|0)A′L |0)A′R = limξ→−∞
∞∏
n=1
Dn(ξ)|0)A′L |0)A′R . (100)
Substituting the expression on the right-hand-side of Eq. (100) for the left-hand-side is
useful because the Gaussian vacuum is an eigenstate of K0,n and K−,n for all n:
K−,n |0〉 = 0, (101)
K0,n |0〉 = |0〉 . (102)
Referring back to the parameters appearing in Eq (98), let us suppose finite ξ = −1/ and
then take the limit → 0, ζ → −1. Then,
|D(ϕ = 0)〉A′ |0〉B′ = lim
→ 0
N →∞
exp
{
− tanh(1/)
N∑
n=1
a†′n a˜
†′
n
}
|0〉AL |0〉AR |0〉BL |0〉BR . (103)
Now we can substitute for the exponential occurring on the right hand side of Eq. (103)
the product
∏
nDn(1/),
exp
{
− tanh(1/)
N∑
n=1
a†′n a˜
†′
n
}
|0〉AL |0〉AR |0〉BL |0〉BR
=
(
1− tanh2[1/])N exp{− tanh(1/) N∑
n=1
a†′n a˜
†′
n
}
× exp
{
− ln [1− tanh2(1/)] N∑
n=1
1
2
(a′na
′†
n a˜
′
na˜
†′
n + 1)
}
× exp
{
tanh(1/)
N∑
n=1
a′na˜
′
n
}
|0〉AL |0〉AR |0〉BL |0〉BR (104)
=
(
1− tanh2[1/])N exp{−1

N∑
n=1
(
a†′n a˜
†′
n − a′na˜′n
)}
|0〉AL |0〉AR |0〉BL |0〉BR . (105)
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Above, Eq. (104) inserts an exponential in K−,n that acts as the identity on the vacuum,
per the eigenvalue relation Eq. (101), and an exponential in K0,n, of which the vacuum is
an eigenvector. The prefactor appearing on the right-hand side of Eq. (104) is the inverse
of the vacuum eigenvalue of the exponentiated K0,n and thus the prefactor cancels what
would otherwise be the effect of inserting that operator. Collecting the three exponentials
appearing on the right-hand-side of Eq. (104) according to Eqs. (97) and (98) results in
Eq. (105). We now rewrite the right-hand-side of Eq. (105) in terms of mode operators in
the A,B basis. After the change of basis, we again use the eigenvalue relation Eq. (102) to
reabsorb the prefactor
(
1− tanh2[1/])N ; the asymptotic form this prefactor is exp[N/]
and hence rapidly vanishes in the limit we are taking. To make the change of basis, recall
the definition of primed operators:
a′n =
1√
2
(an + bn), b
′
n =
1√
2
(an − bn), (106)
where a is an AL boson annihilation operator and b is a BL boson annihilation operator:
likewise is a′ to A′L and b
′ to B′L, and so too operators dressed with tildes to the right moving
Hilbert spaces. Expanding the exponent appearing on the right-hand-side of Eq. (105),
exp
{
−1

∞∑
n=1
(
a†′n a˜
†′
n − a′na˜′n
)}
|0〉AL |0〉AR |0〉BL |0〉BR
= exp
{
− 1
2
∞∑
n=1
(
[a†na˜
†
n − ana˜n] + [b†nb˜†n − bnb˜n]
+ [a†nb˜
†
n − anb˜n] + [b†na˜†n − bna˜n]
)}
|0〉AL |0〉AR |0〉BL |0〉BR . (107)
On the right-hand-side of Eq. (107), square brackets are used to group terms that are pat-
terned after the definition of the displacement operator in Eq. (97). The notable difference
in Eq. (107) as compared with Eq. (97) is the presence of terms that mix A and B operators.
These mixing terms build the entanglement between the A and B degrees of freedom (in the
boundary picture) that entail a gapless entanglement spectrum (in the bulk picture). From
here, we look to factorize the exponential appearing on the right-hand-side of Eq. (107) as
a product of displacement operators. To apply the Baker-Campbell-Hausdorff formula to
achieve this factorization, we must verify that the first four terms in the exponent commute
with the last four, taking the verifying computation in stages. First, compute the following
commutator of pure A terms with cross terms that mix A and B,
[a†na˜
†
n − ana˜n, a†nb˜†n − anb˜n] = −[a†n, an]a˜†nb˜n − [an, a†n]a˜nb˜†n = a˜†nb˜n − a˜nb˜†n. (108)
Computing the same with the other pair of cross terms,
[a†na˜
†
n − ana˜n, b†na˜†n − bna˜n] = −[a˜†n, a˜n]a†nbn − [a˜n, a˜†n]anb†n = a†nbn − anb†n, (109)
46
And now consider commutators with pure B terms,
[b†nb˜
†
n − bnb˜n, a†nb˜†n − anb˜n] = −[b˜†n, b˜n]b†nan − [b˜n, b˜†n]a†nbn = −(a†nbn − anb†n), (110)
and,
[b†nb˜
†
n − bnb˜n, b†na˜†n − bna˜n] = −[b†n, bn]b˜†na˜n − [bn, b†n]b˜na˜†n = −(a˜†nb˜n − a˜nb˜†n). (111)
Comparing the right-hand-side of Eq. (108) with Eq. (110), and of Eq. (109) with Eq. (111),
the commutators of pure A terms cancel the commutators of pure B terms. From this
cancellation, it follows that,
[a†na˜
†
n − ana˜n + b†nb˜†n − bnb˜n, a†nb˜†n − anb˜n + b†na˜†n − bna˜n] = 0. (112)
From Eq. (112) and the Campbell-Baker-Hausdorff formula, we obtain,
exp
{
− 1
2
N∑
n=1
(
a†na˜
†
n − ana˜n + b†nb˜†n − bnb˜n + a†nb˜†n − anb˜n + b†na˜†n − bna˜n
)}
= exp
{
− 1
2
N∑
n=1
a†na˜
†
n − ana˜n
}
exp
{
− 1
2
N∑
n=1
b†nb˜
†
n − bnb˜n
}
× exp
{
− 1
2
N∑
n=1
a†nb˜
†
n − anb˜n
}
exp
{
− 1
2
∞∑
n=1
b†na˜
†
n − bna˜n
}
. (113)
The next move is to recast the exponentials on the right-hand-side of Eq. (113) in the form
of the expression for Dirichlet boundary states, Eq. (92),
exp
{
− 1
2
N∑
n=1
a†nb˜
†
n − anb˜n
}
|0〉AL |0〉BR
= exp
{
− tanh(1/2)
N∑
n=1
a†nb˜
†
n
}
exp
{
− ln [1− tanh2(1/2)] N∑
n=1
1
2
(ana
†
nb˜nb˜
†′
n + 1)
}
× exp
{
tanh(1/2)
N∑
n=1
anb˜n
}
|0〉AL |0〉BR (114)
=
(
1− tanh2[1/2])−N exp{− tanh(1/2) N∑
n=1
a†nb˜
†
n
}
|0〉AL |0〉BR . (115)
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Pausing to consolidate these intermediate results: together, Eqs. (103), (105), (113) and
(115) imply the expression,
|D(ϕ = 0)〉A′ |0〉B′ = lim
→ 0
N →∞
(
1− tanh2[1/](
1− tanh2[1/])2
)N
exp
{
− 1
2
N∑
n=1
a†na˜
†
n − ana˜n
}
× exp
{
− 1
2
N∑
n=1
b†nb˜
†
n − bnb˜n
}
exp
{
− tanh(1/2)
N∑
n=1
a†nb˜
†
n
}
× exp
{
− tanh(1/2)
N∑
n=1
a˜†nb
†
n
}
|0〉AL |0〉AR |0〉BL |0〉BR . (116)
The  → 0 limiting value of the overall prefactor appearing on the right-hand-side of
Eq. (116) is,
lim
→0
1− tanh2(1/)[
1− tanh2(1/2)]2 = 14 . (117)
Thus, we have found, starting from Eq. (92), a simplified expression for the fixed-point of
the boundary picture ground-state in the Aux⊗Aux∗ product basis (the un-primed basis):
|D(φ = 0)〉A′ |0〉B′ = lim
→ 0
N →∞
1
4N
N∏
n=1
Dn,A
(
− 1
2
)
Dn,B
(
− 1
2
)
× exp
{
−
N∑
n=1
a†nb˜
†
n
}
exp
{
−
N∑
n=1
b†na˜
†
n
}
|0〉AL |0〉AR |0〉BL |0〉BR .
(118)
The final result of the calculation in this section is approaching, and the remaining step
is to prove a property of the states created by the action of the mixed exponentials in
Eq. (118) on vacua, namely,
(
ak − b˜k
)
exp
{
−
N∑
n=1
a†nb˜
†
n
}
|0〉AL |0〉BR = 0, (119)
(a˜k − bk) exp
{
−
N∑
n=1
a˜†nb
†
n
}
|0〉AR |0〉BL = 0. (120)
Let us verify Eq. (119) explicitly; Eq. (120) follows from nearly identical reasoning.
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(
ak − b˜k
)
exp
{
−
N∑
n=1
a†nb˜
†
n
}
|0〉AL |0〉BR
=
(
ak − b˜k
)
exp
{
−a†k b˜†k
}
|0〉AL |0〉BR (121)
=
(
ak − b˜k
) N∑
n=0
(−1)n |nk〉A |nk〉B˜ (122)
=
N∑
n=1
(−1)n (n− n)n |(n− 1)k〉AL |(n− 1)k〉BR (123)
=0, (124)
where Eq. (121) follows from the fact that (ak − b˜k) commute past a†nb˜†n for all n 6= k, and
Eq. (122) follows by expanding the exponential. The notation |nk〉 means that mode k has
occupation number n.
5.4.2 Transforming the boundary state into the density matrix
The implication of Eqs. (119) and (120) on the entanglement spectrum of the SR state is to
be found by comparing the form of Eqs. (119) and Eqs. (120) with the Ishibashi condition,
Eq. (90). Let us restate the canonical isomorphism Icanon between states in Aux⊗Aux(∗)
and operators on Aux. Let Ψijk` be any complex valued four-indexed tensor. Then define,
Icanon : Aux⊗Aux(∗) → End(Aux);
Icanon
∑
ijk`
Ψijk`a
†
i a˜
†
jbk b˜
†
` |0〉AL |0〉AR |0〉BL |0〉BR
 = ∑
ijk`
Ψijk`a
†
i a˜
†
j |0〉AL |0〉AR 〈0|AL 〈0|AR aka˜`.
(125)
Now, Eqs. (119) and (120) imply that, for all k,
akIcanon
(
exp
{
−
N∑
n=1
a†nb˜
†
n
}
|0〉AL |0〉BR
)
− Icanon
(
exp
{
−
N∑
n=1
a†nb˜
†
n
}
|0〉AL |0〉BR
)
a˜k = 0,
(126)
a˜kIcanon
(
exp
{
−
N∑
n=1
b†na˜
†
n
}
|0〉AL |0〉BR
)
− Icanon
(
exp
{
−
N∑
n=1
b†na˜
†
n
}
|0〉AL |0〉BR
)
a˜k = 0.
(127)
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Figure 10: Geometric interpretation of the conjugating isomorphism defined by Eq. (128).
These Eqs. (126) and (127) are examples of the commutation relation Eq. (91), except
that the operators acting on I(·) from the left are in a left-moving representation and the
operators acting from the right are in a right-moving representation. We can thus define
an isomorphism that interchanges the left and right sub-spaces:
Iconj : Aux⊗Aux(∗) → End(Aux);
Iconj
∑
ijk`
Ψijk`a
†
i a˜
†
jbk b˜
†
` |0〉AL |0〉AR |0〉BL |0〉BR
 = ∑
ijk`
Ψijk`a
†
i a˜
†
j |0〉AL |0〉AR 〈0|AL 〈0|AR a˜ka`.
(128)
Under this conjugating isomorphism, the equivalents of Eqs.(126) and (127) are:[
ak, Iconj
(
exp
{
−
N∑
n=1
a†nb˜
†
n
}
|0〉AL |0〉BR
)]
= 0, (129)[
a˜k, Iconj
(
exp
{
−
N∑
n=1
b†na˜
†
n
}
|0〉AL |0〉BR
)]
= 0. (130)
The conjugating isomorphism interpreted as an automorphism on the Hilbert space of the
CFT has the geometric interpretation of a mirror reflection about the complex plane in
which the CFT of the boundary picture is defined, i.e., imagining a normal vector out
of the plane, the reflection that reverses the direction of the normal vector, as shown in
Fig. 10.
I have defined the action of Iconj on states, but to get to Schur’s lemma, I also need
a definition of its action on operators. That definition can be given implicitly as the
completion of the commutative diagram shown in Table 2. Suppose any operator φ ∈
End(Aux(∗)): there exists a mapping Iconj : End
(
Aux(∗)
)→ End(Aux) so that the diagram
shown in Table 2 commutes. As an operator on End(Aux), Iconj(φ) acts by multiplication
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End(Aux) −→
Iconj(φ)
End(Aux)
Iconj
x Iconjx
Aux⊗Aux(∗) −→
id.⊗ φ
Aux⊗Aux(∗)
Table 2: Commuting diagram that defines the mapping Iconj(φ) as it appears in Eq. (133).
The action of Iconj(φ) on elements of End(Aux) is defined by Eq. (131).
from the right:
I(φ) [X] := X · I(φ), ∀ φ,X ∈ End(Aux). (131)
Let us adopt the abbreviation,
DNX,n :=
N∏
n=1
DX,n(ξ), X ∈ {A,B}. (132)
It then follows from the implicit definition of I in Table. 2 that,
Iconj
(
DNB
(
− 1
2
))
= DNA
(
1
2
)
. (133)
The commutation relations below then follow from Eqs. (129) and (130), for all k ≤ N :
[
DNA
(
− 1
2
)
akD
N
A
(
1
2
)
, Iconj
(
|D(φ = 0)〉A′ |0〉B′
)]
= 0, (134)[
DNA
(
− 1
2
)
a˜kD
N
A
(
1
2
)
, Iconj
(
|D(φ = 0)〉A′ |0〉B′
)]
= 0. (135)
That Eqs. (129) and (130) imply Eqs. (134) and (135) follows from the elementary operator
identity:
[U †XU,U †Y U ] = U †[X,Y ]U, (136)
letting X,Y be any matrices of the same dimension and U be any unitary matrix of the
same dimension again. The relevant unitary operator isDNA and, The commutative diagram
Table 2 ensures that Eq. (93) is equivalent to Eq. (118).
Having reached Eqs. (134) and (135) we are at the threshold of applying Shur’s lemma. The
representation theory of the set of operators {ak, a˜k} generalizes the raising and lowering
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operators of the quantum harmonic oscillator. An important respect in which the former
theory is more general is that its Hilbert space contains infinitely many vacuum states.
These vacuum states correspond, in the language of electric circuits, to the infinitely many
possible DC offsets and drifts, atop of which ride AC the excitations that the {a†k, a˜†k} create.
The Hilbert space of the theory therefore breaks up into towers of states, Verma modules,
each generated from a different vacuum state. The operators {DNA akDNA
−1
, DNA a˜kD
N
A
−1}
appearing in Eqs.(134), (135), obey the same algebra as the {ak, a˜k} and hence structure the
Hilbert space into Verma modules, let them be called squeezed modules to contrast with un-
squeezed. The relation between squeezed and un-squeezed modules is not important for our
purpose; rather, our concern is the spectrum of Iconj
(
|D(φ = 0)〉A′ |0〉B′
)
. From Schur’s
lemma and Eqs. (134),(135) it follows that Iconj
(
|D(φ = 0)〉A′ |0〉B′
)
is proportional to the
identity on each of the squeezed modules, and in particular that there exists one squeezed
module corresponding to the largest magnitude eigenvalue, and that this eigenvalue is
degenerate on that module. Hence, the spectrum of Iconj
(
|D(φ = 0)〉A′ |0〉B′
)
is gapless
and the entanglement spectrum of the reduced density matrix of |Ψ〉 on a bipartition is
gapless.
In summary, the SR state is SPT ordered by construction [41] , and the method for cal-
culating entanglement spectra developed in Chapter 4, which here has been applied to the
SR stater, gives results consistent with non-trivial SPT order.
5.5 The Ising model spin-operator state
Chapter 2 introduced a Spin MR state |Ψ〉 that took the critical Ising model as its CFT
and the spin operator σ as the field corresponding to particle insertion. The definition
of |Ψ〉 is given in Eq. (2). Chapter 2 mounted an argument to show that this Ising Spin
MR state might plausibly exhibit SPT order. Here, the algorithm of chapter 4 is applied
to show that the entanglement spectrum of this state is degenerate: the reduced density
matrix is a projector onto a two-dimensional subspace of the physical Hilbert space.
By way of prefacing the technical detail, consider the following heuristic argument that the
entanglement spectrum of |Ψ〉 defined in Eq. (2) is degenerate. We seek the IR fixed point
of the ground state of a Hamiltonian that describes the dynamics of two copies of the 1+1D
critical transverse field Ising model interacting with each other via a local perturbation. The
tensor network picture allows us to imagine two spin-chains that resemble the two legs of a
ladder, with the rungs of the ladder the perturbing interaction. The perturbing interaction
is ferromagnetic. The ferromagnetic interaction tips the two critical Ising models over into
a ferromagnetic phase and the hence the IR fixed point is the superposition of two states,
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one all-spins-up, the other all spins down. This ground state in hand, we need to map
it via the canonical isomorphism to an operator on the Ising model Hilbert space. This
operator is a projector onto the all-spins-up and all-spins-down subspace.
We again approximate the ground-state of the boundary-picture Hamiltonian using Bound-
ary CFT. The boundary-picture Hilbert space is the tensor product of two critical Ising
models. In the continuum limit, this doubled Ising-model is equivalent to the the orbifold
boson, following the strategy for Ising model calculations presented in [37] and [38] (for
a derivation of the “bosonized” description from the discrete lattice model, see [4]). The
orbifold is obtained from the free boson by first identifying ϕ ≡ ϕ+ 2pir, which is the com-
pact boson of radius r, and then identifying ϕ ≡ −ϕ on the fundamental domain [−pir, pir].
The field content of the orbifold is studied in [14]. There is a family of primary fields in the
orbifold theory indexed by the integer k that are each a superposition of compact boson
vertex operators,
φk =
1
2
(
eikϕ/2 − e−ikϕ/2
)
. (137)
The field φ1 = cos(ϕ/2) is the most singular term in the OPE of the spin operators σ1, σ2
from the two Ising models and has conformal dimensions
(
1
8 ,
1
8
)
. The partition function of
the perturbed theory is thus formally the series in µ,
Zint ≡
〈
exp
(
−µ
∫
d2x cos(ϕ(x)/2)
)〉
orb
. (138)
Oshikawa and Aﬄeck have considered the converse problem of expressing tensor products
of Ising boundary states as linear combinations of orbifold boundary states. Their results
confirm our conclusion that |B) goes over to a projector on the ferromagnetic ground space
[38], i.e, the two Schmidt vectors correspond to fixing all spins up at the cut or all spins
down. Referring again to the Dirichlet boundary state of the free-boson Eq. (94), Oshikawa
and Aﬄeck find that,
|D(φ = 0)) = 1√
2
[| ↑)| ↑) + | ↓)| ↓)] , (139)
where | ↑) and | ↓) are respectively the all-up and all-down states of the Ising Hilbert space.
The state |D(φ = 0)) pins the interaction potential in the action defined by Eq. (138) at
the minimal value. It is therefore the Dirichlet boundary state that maximizes (D(φ)|B),
and thus the IR fixed point of |B). Under the mapping from operators to states,
| ↑)| ↑) + | ↓)| ↓) 7→ | ↑)(↑ |+ | ↓)(↓ |, (140)
and hence the entanglement spectrum is degenerate.
Let the two states spanning the groundspace of the entanglement Hamiltonian be denoted
|Ψ↑〉 and |Ψ↓〉. Chapter 4 yields the following expressions for these states (of the non-
traced-over degrees of freedom):
〈{xi}i≤n | Ψ↑〉 := µn 〈0|σ(x1) . . . σ(xn) |↑〉 , (141)
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〈{xi}i≤n | Ψ↓〉 := µn 〈0|σ(x1) . . . σ(xn) |↓〉 , (142)
where |0〉 is the groundstate of the critical Ising model, and |↑〉 , |↓〉 are the CFT boundary
states corresponding to all spins up and all spins down. Odd numbers of particles enter
with opposite signs in the expressions for |Ψ↑〉 and |Ψ↓〉 and so their linear combinations
describe orthogonal particle-number-parity sectors,
|Ψeven〉 := 1
2
(|Ψ↑〉+ |Ψ↓〉) (143)
|Ψodd〉 := 1
2
(|Ψ↑〉 − |Ψ↓〉) . (144)
Particle parity cannot be enforced without non-local entanglement, and so the density
matrix describes a statistical ensemble of two, orthogonal, non-locally entangled states.
It is perhaps surprising that the entanglement spectrum of the Ising-Spin Spin-MR State
does not resemble the spectrum of the critical Ising model, but instead the energy spectrum
of the ferromagnetic fixed-point model. The ferromagnetic fixed-point model is also a CFT,
but a non-local one. This result is to be expected if the same continuum |Ψ〉 is the limit
of the state constructed by taking a trivial product state wavefuncion and projecting out
the parity-odd components. We could have then defined |Ψ〉 in terms of the ferromagnetic
fixed point CFT and observed that the entanglement spectrum corresponded to the CFT
spectrum. This example suggests that — because of charge screening — long-range features
of a Spin-MR State are not sensitive to the choice of CFT made in the ansatz, meaning that
any one-to-one correspondence between entanglement and CFT spectrum is not universally
accessible in the IR.
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6 Conclusion
Condensed matter theory studies systems of many degrees of freedom. Descriptions of
these systems that are physically realistic in their microscopic detail tend, by virtue of
that same detail, to be analytically intractable. A key insight of the discipline is that
important macroscopic observables are insensitive to microscopic details. That is, some
macroscopic behavior is universal, in the sense that it is common to a set, a universality
class, of variegated microscopic descriptions. Hence, to develop a theory of the macroscopic
behavior of a universality class, a tractable strategy is to choose a mathematically simple
representative of the universality class and investigate what macroscopic behavior this
caricature predicts. This strategy was followed by Laughlin in his Nobel-prize winning
explanation of the integer quantum-hall effect, and by Moore and Read in their seminal
treatment of fractional quantum-hall states.
This thesis has followed the same strategy, towards better understanding a family of uni-
versality classes of quantum systems: symmetry protected topological order (SPT). SPT
order is the generalization to interacting systems of topological band insulators. SPT thus
stands in relation to topological band insulators just as the fractional quantum hall effect
stands in relation to the integer effect. The suggestion motivating this thesis is that, just
as the Moore-Read (MR) wavefunction for interacting fermions exhibits topological order,
an analogous wavefuction for bosonic excitations of a 2D spin-lattice should exhibit sym-
metry protected topological order. Such a Spin MR wavefunction equates (left-hand-side)
the first quantized amplitude to find a given configuration of n quasi-particles with (right-
hand-side) the n point correlation function of a field operator in a 2D Conformal Field
Theory (CFT). The right-hand-side has a natural interpretation as a tensor network. The
tensor network description shows a holographic equivalence between the Spin MR state – a
description of a stationary system in two-spatial dimensions – and a dynamic theory of the
boundary degrees of freedom. The original contribution of this thesis has been to derive
this equivalence and show how it simplifies calculating the properties of Spin MR states.
Chapter 3 deduced a bulk-boundary dictionary that in Chapter 4 was put to use in de-
veloping an algorithm that exploits the holographic equivalence to compute the bipartite
entanglement spectrum of Spin MR states. A unique lowest eigenvalue with a macroscopic
energy gap to the first excitation is characteristic of trivial SPT-order, and hence a degen-
erate or gapless spectrum is a signature of non-trivial SPT order. The algorithm, in tensor
network language, turns the network on its side and interprets the bulk as an evolution
operator acting on the boundary. This reinterpretation is available to any tensor network,
but Spin-MR states are special in that the Hamiltonian of the boundary-evolution operator
is expressible in terms of the CFT operator that defines the Spin-MR state. Fixed point
analysis of this Hamiltonian yields the reduced density matrix of the Spin-MR state on a
bipartition via an isomorphism between states (|X〉 ⊗ |X〉) and operators (|X〉 ⊗ 〈X|).
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Calculation of the fixed point of the boundary-picture Hamiltonian can be carried out nu-
merically, or approximated analytically using the methods of Boundary CFT. Chapter 5
applied Boundary CFT in this way to one of the as yet rare examples of an SPT state that
Scaffidi and Ringel (SR) showed (on numerical grounds) to be expressible as a Spin MR
state. The chapter showed that the reduced density matrix on a bipartition commuted
with a representation of the Virasoro algebra, with the implication that its spectrum is
highly degenerate, as predicted. Chapter 5 also applied Boundary CFT to compute the
entanglement spectrum of a Spin-MR State constructed out of the critical Ising model.
The reduced density matrix that results is a projector onto the ground-space of the fer-
romagnetic model; hence, the entanglement spectrum is low-rank degenerate in this case.
The Ising-model example suggests that the long-range features of a Spin-MR state do
not depend on the exact choice of auxiliary CFT. These details are plausibly hidden at
long-ranges because the particle ensemble is in a charge-screening phase. It follows that a
one-to-one correspondence between auxiliary CFT spectra and entanglement spectra does
not obtain in general.
The analytical approximations developed in this thesis are exact in the limit that the
particle ensemble described by the Spin-MR wavefunction is both vanishingly rarefied on
the lattice scale and infinitely dense on the scale of the total system size. Its analytic
treatment provides a launching point for further numerical investigations of Spin-MR States
on finite-sized lattices.
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