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Abstract The ability of atmosphere-ocean general circulation models (AOGCMs) to reproduce associations
between surface/near-surface variables over the United States (US) and large-scale modes of climate variability
has implications for evaluating possible biases in future climate projections and is an important model diagnostic.
Indices of three such modes (El Niño–Southern Oscillation (ENSO), the Arctic Oscillation (AO), and the Paciﬁc-North
American (PNA) pattern) and their relationships to wind speeds over the contiguous US are derived using historical
reanalysis products and then used to evaluate the ﬁdelity of AOGCM simulations of both the climate modes
and the teleconnections. In the reanalysis data, the response of middle and upper troposphere wind speeds
to ENSO phase is found to be essentially symmetric with anomalies of opposite sign occurring during the warm
and cold phases. The AO and PNA phases are both associated with higher wind speeds relative to “neutral”
conditions. AOGCMs from Phase 5 of the Coupled Model Intercomparison Project (CMIP5) produce AO- and
PNA-like spatial patterns which exhibit good accord with those from NCEP-NCAR Reanalysis. The AOGCM-derived
climate indices also exhibit general agreement with reanalysis-derived indices in terms of the frequencies
associated with highest variance, although the agreement is better for AO and PNA than it is for ENSO. The
AOGCMs are in good agreement with the NNR in terms of representation of the inﬂuence of the AO and PNA
on winds over the contiguous US. However, for ENSO, AOGCMs fail to consistently capture the observed
relationship between La Niña and near-surface to middle troposphere winds.
1. Introduction
Near-surface and middle troposphere wind speeds exhibit variability across multiple time scales from
seconds to decades. Large-scale modes of climate variability are at least partially responsible for variability on
intramonthly to multidecadal timescales over the United States (US) [Enloe et al., 2004; Klink, 2007; Pryor and
Ledolter, 2010]. Tropospheric ﬂow ﬁelds are used as a diagnostic of storm tracks [Grise et al., 2013], play a role
in mass and moisture advection [Lee et al., 2014], and are coupled to near-surface wind speeds. Changes in
near-surface wind speeds as a result of climate nonstationarity have great importance to range of
socioeconomic sectors [see Pryor and Barthelmie, 2014]. Both dynamical and statistical downscaling of wind
speeds have indicated high internal climate variability (linked in part to teleconnection indices) [Pryor et al.,
2012a] and have emphasized the importance of correctly capturing storm tracks and midtropospheric wind
ﬁelds in developing robust wind climate projections [Pryor et al., 2012b; Pryor and Barthelmie, 2014].
Previous studies of wind speeds in the context of large-scale climate variations have generally focused on a
single teleconnection mode (e.g., El Niño–Southern Oscillation (ENSO)), a single atmospheric level, or a
speciﬁc region, and on timescales of 1 month or longer. For example, Enloe et al. [2004] found that monthly
mean peak wind gusts over the western US and Ohio River Valley increased (decreased) during La Niña
(El Niño), particularly during the fall and winter months. Studies have also shown that 80 m wind speeds in
the Great Lakes region [Li et al., 2010] and 10 m wind speeds in the southern Canadian Prairies [St. George and
Wolfe, 2009] vary with ENSO phase. Klink [2007] also found that monthly mean 70 m wind speeds in
Minnesota were lower during El Niño and higher during the positive phase of the Arctic Oscillation (AO).
Similarly, Pryor and Ledolter [2010] examined the relationship between the annual 90th percentile of
radiosonde wind speeds (at 700 hPa in the western US and 850 hPa in the eastern US) and three prominent
modes of Northern Hemisphere circulation variability (North Atlantic Oscillation (NAO), Paciﬁc-North
American pattern (PNA), and ENSO) and found that regionally averaged wind speeds exhibited signiﬁcant
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Table 1. Description of the CMIP5 AOGCMs Used in This Study
ID

Model

Institution

Resolution (Longitude × Latitude)

References

BCC

BCC-CSM1.1

2.8125° × 2.8125°

Wu [2012]; Xin et al. [2012]

BNU
CAN

BNU-ESM
Can-ESM2

2.8125° × 2.8125°
2.8125° × 2.8125°

Ji et al. [2014]
Arora et al. [2011]; von Salzen et al. [2013]

CNRM

CNRM-CM5

1.4° × 1.4°

Voldoire et al. [2012]

GFDL

GFDL-CM3

2.5° × 2.0°

Delworth et al. [2006]; Donner et al. [2011]

HAD

HadGEM2-CC

1.875° × 1.25°

IPSL
MPI
MRI
NOR

IPSL-CM5A-LR
MPI-ESM-LR
MRI-CGCM3
NorESM1-M

Beijing Climate Center–China
Meteorological Administration
Beijing Normal University, China
Canadian Centre for Climate Modelling
and Analysis, Canada
National Center for Meteorological
Research, France
NOAA Geophysical Fluid
Dynamics Laboratory, USA
Met Ofﬁce, Hadley
Centre, UK
Institut Pierre Simon Laplace, France
Max Planck Institute for Meteorology, Germany
Meteorological Research Institute, Japan
Norwegian Climate Center, Norway

Bellouin et al. [2007]; Collins et al. [2008];
Martin et al. [2011]
Dufresne et al. [2012]
Stevens et al. [2013]
Yukimoto et al. [2012]
Iversen et al. [2013]

a

3.75° × 1.9°
1.875° × 1.6°
1.125° × 1.125°
2.5° × 1.9°

Models are referenced by the ID throughout the paper.

differences with the phase of at least one mode in all regions of the contiguous US. Identiﬁcation of
strong statistical relationships between near-surface and lower troposphere wind speeds and large-scale
modes of climate variability suggests that low frequency variability associated with these climate modes
could be used to estimate low frequency wind variability using large-scale circulation features represented
by AOGCMs [e.g., Klink, 2007].
Better understanding of the relationship between regional wind speeds and leading modes of climate
variability thus has the potential to provide both an important diagnostic of climate models and to
improve seasonal and long-term regional climate projections. To this end, our objectives are (1) to assess
the relationship between large-scale modes of climate variability including ENSO, AO, and the PNA, and
US wind speeds in reanalysis data, (2) to assess the ﬁdelity with which contemporary AOGCMs simulate
the main characteristics of these modes of variability, and (3) to examine the relationship between these
modes of variability and US wind speeds in historical AOGCM simulations. Analyses presented herein
employ data at a daily time step because the leading modes of Northern Hemisphere circulation
variability, such as the AO and PNA, vary across a range of timescales, including intramonthly [Feldstein,
2002; Bamzai, 2003].

2. Data and Methods
2.1. Data Sources
The NCEP/NCAR reanalysis data set [Kalnay et al., 1996, hereafter referred to as NNR] is used as the reference
dataset to characterize the climate modes and links to near-surface wind climates and ﬂow ﬁelds over the
contiguous US. We use daily NNR sea-surface temperatures (SST) on an approximately 1.9° × 1.9° Gaussian
grid, and sea-level pressure (SLP) and wind speeds on a 2.5° × 2.5° grid for 1950–2005, corresponding to the
standard historical period used in the experimental design of Phase 5 of the Coupled Model Intercomparison
Project (CMIP5) [Taylor et al., 2012].
The AOGCMs used in this study are identiﬁed in Table 1 and are restricted to those with daily output
for the historical period for all of the required variables. Additional details about the CMIP5 models
can be found in Taylor et al. [2012]. The historical simulations used here are forced with historical
greenhouse gas concentrations and time-evolving land cover. To facilitate direct comparison with
NNR and between AOGCMs, output from all of the models was interpolated to the NNR 2.5° × 2.5°
grid using a triangle-based linear interpolation. Interpolation may introduce errors and reduce
AOGCM maxima. In this application, any errors are likely to be small given the focus on summary
statistics derived from the daily mean wind ﬁeld. In the remainder of the paper, the AOGCMs are
referenced by the ﬁrst three or four letters of the model name, representing the organization that
developed the model (see Table 1).
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Figure 1. Time series of the monthly mean (a) Oceanic Niño Index (ONI), (b) Arctic Oscillation index (AO), and (c) Paciﬁc
North American pattern index (PNA) derived using output from NNR.

2.2. Calculation of the Climate Modes
We use a 3 month moving average of SST anomalies in the Niño 3.4 region (5°N–5°S, 170°–120°W) [Trenberth,
1997] to deﬁne the Oceanic Niño Index (ONI). Because warming has occurred in the tropical Paciﬁc [Ashok
et al., 2012], and additional future warming is likely, following the NOAA Climate Prediction Center, the base
period used to deﬁne the anomalies changes every 5 years and is centered on the period of interest. Using
this deﬁnition, we derive both daily and monthly (Figure 1a) ONI time series. The monthly ONI presented here
has been demonstrated by Trenberth [1997] to capture the major characteristics of SST variability in the
tropical Paciﬁc Ocean. It is highly correlated (r = 0.8) with the multivariate ENSO index (MEI) [Wolter and Timlin,
1993]. The ONI is also used operationally by NOAA to assess historical ENSO variability and place current
conditions in a historical context. The recent study of Kim and Yu [2012] evaluated the SST patterns associated
with central Paciﬁc (CP) and eastern Paciﬁc (EP) types of ENSO events. Here, we focus on the teleconnection
between ENSO variations and Northern Hemisphere circulation variability by regressing the ONI time series
onto the hemispheric 500 mb geopotential height ﬁeld. The pattern, shown in Figure 2a, indicates that warm events

Figure 2. Spatial patterns of Northern Hemisphere circulation associated with (a) El Niño–Southern Oscillation (ENSO; m), (b) the Arctic Oscillation (AO; Pa), and (c)
the Paciﬁc North American mode (PNA; m) as derived using output from NNR. The patterns represent the 500 hPa geopotential height (ENSO, PNA) or SLP (AO)
ﬁeld regressed on the associated index.
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Table 2. Percentage of Days (1950–2005) by Season Corresponding to the Positive, Neutral, and Negative Phase of the Arctic
Oscillation (AO), Paciﬁc North American Mode (PNA), and El Niño–Southern Oscillation (ENSO) Based on Analysis of NNR
AO

DJF
MAM
JJA
SON

PNA

ENSO

POS

NEUT

NEG

POS

NEUT

NEG

POS

NEUT

NEG

5.9
3.9
1.0
2.9

12.8
17.4
23.0
19.0

6.0
3.9
1.2
3.0

5.9
3.9
1.8
3.1

13.0
17.6
22.6
18.3

5.7
3.7
1.2
3.4

2.1
4.3
3.0
2.1

17.2
20.7
21.3
17.7

5.1
<0.1
1.0
5.1

(El Niños) are characterized by lower heights across the central Paciﬁc Ocean and southern US and higher heights
across northwestern North America. The opposite response is expected under cold events (La Niñas).
The North Atlantic versus truly annular nature of Northern Hemisphere climate variability is a subject of
debate [cf. Ambaum et al., 2001 and Wallace and Thompson, 2002]. Here, we adopt the AO paradigm, but also
consider separately variability in the Paciﬁc sector using the PNA index, and note the high correlation
between metrics of the North Atlantic Oscillation (NAO) and AO at the monthly time step [Deser, 2000].
We deﬁne the AO as the leading empirical orthogonal function (EOF) of sea-level pressure north of 20°N,
using area-weighted data and a base period of 1950–2005. The resulting pattern is a dipole with opposite
sign in the northern polar region and a band centered at approximately 45°N (Figure 2b). The two prominent
regions of variability in the outer ring, located in the Euro-Atlantic sector and in the central Paciﬁc Ocean,
have uncorrelated sea-level pressure anomalies, largely because the second EOF is associated with centers of
action of opposite sign in those same two regions [Wallace and Thompson, 2002]. The time series of the ﬁrst
EOF (Figure 1b) is referred to as the AO index and regression onto the hemispheric SLP ﬁeld produces the
characteristic AO pattern (Figure 2b). This EOF explains 14.3% of the variance in the NH SLP ﬁeld in the NNR
data. The monthly AO index derived this way correlates highly (r = 0.93) with the NOAA Climate Prediction
Center deﬁnition based on 1000 hPa heights.
The PNA index is deﬁned as the leading EOF of the 500 hPa geopotential height ﬁeld in the Paciﬁc-North
American sector (150°E to 60°W, 20°N to 80°N) following Stoner et al. [2009]. Regression of the PNA index onto
the 500 hPa geopotential height ﬁeld produces the characteristic PNA wave train pattern with areas of low
height over the north Paciﬁc region and the southeast US and a ridge over the western US (Figure 2c). This
index correlates highly (r = 0.86) with the original four-grid point PNA deﬁnition of Wallace and Gutzler [1981].
To quantify the relationship between indices of ENSO, AO, and PNA and US wind speeds, each day is classiﬁed
as exhibiting positive, neutral, or negative phase conditions for each index. The mean and 90th percentile
wind speeds at 10 m above the surface (hereafter 10 m) and on three lower to midtropospheric pressure
levels (850 hPa, 700 hPa, and 500 hPa) in the NNR data and AOGCM output are computed for each grid cell
and index class. For ENSO, values of ONI > 0.5 were considered positive (warm phase, or El Niño), while
ONI < 0.5 were considered negative (cold phase, or La Niña). The AO and PNA indices are both
standardized, so values >1.0 (1 standard deviation above the mean) were considered positive, while
values <1.0 were considered negative. For all three indices, all other values were classiﬁed as neutral.
Each index exhibits the greatest (least) variability during the cold (warm) season, but days characterized by
each phase occur in all climatological seasons (Table 2). Thus, the teleconnections between the climate
modes and winds over the contiguous US presented are derived for the whole calendar year.
In section 3, we quantify the association between each climate mode and wind speeds by examining
differences in mean and 90th percentile values under the positive and negative phase of each index relative
to neutral conditions using the NNR. To test the signiﬁcance of differences in mean wind speed, we conduct
two-tailed t tests assuming unequal variance and using an effective sample size (n) to account for temporal
autocorrelation in the series. For the 90th percentiles, we employ a nonparametric sign test [see, e.g., Burt
et al., 2009]. Under the null hypothesis that the 90th percentile wind speeds are the same under two phases,
10% of the wind speeds from one phase should be greater than the 90th percentile wind speed from the
other phase. The test then simpliﬁes to a test for a population proportion equal to 10% (H0: π = 0.1). Under the
null hypothesis, the sampling distribution of proportions has a standard normal distribution with mean
pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
P90  0.1 and standard deviation ð0:1Þð0:9Þ=n.
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Figure 3. Differences in (a) mean and (b) 90th percentile wind speeds (m s ) during the positive (left column) and negative (right column) phases of El Niño–
1
Southern Oscillation (ENSO) relative to neutral conditions. The colors denote the magnitude of the wind speed differences (m s ) and are shown only where
1
the differences are statistically signiﬁcant at the 99% conﬁdence level. The contours show the actual wind speeds (m s ) at each level for each ENSO phase.
The results are based on output from NNR.

3. Teleconnections Between ENSO, AO, PNA, and US Wind Speeds in NNR
3.1. El Niño–Southern Oscillation (ENSO)
ENSO affects US wind speeds primarily through changes in midlatitude cyclone tracks associated with
changes in the position of subtropical and polar jet streams [e.g., Eichler and Higgins, 2006]. Accordingly,
the positive ENSO phase is characterized by a stronger subtropical jet and therefore slightly higher
midtropospheric mean and 90th percentile wind speeds over the southern US. The 500 hPa height
expression of ENSO (Figure 2a) suggests that both the subtropical high pressure over the Paciﬁc sector and
the subpolar low are enhanced during La Niña, leading to stronger westerlies across North America.
Consistent with analyses of radiosonde data [Pryor and Ledolter, 2010] and near-surface wind speeds [e.g., Li
et al., 2010], the positive ENSO phase is associated with considerably lower midtropospheric mean and
90th percentile wind speeds over the northern US (Figure 3). Conversely, the negative ENSO phase is
associated with a more northerly storm track [Grise et al., 2013] and higher wind speeds particularly at the 500 hPa
level. For example, compare the upper two panels in Figure 3b which show 500 hPa wind speed anomalies in
the positive and negative ENSO phase relative to the neutral phase. These differences in wind speeds by ENSO
phase are less pronounced closer to the surface (Figure 3). Wind speeds at 10 m exhibit few regions (largely
conﬁned to the southwest US) of signiﬁcant difference under the positive ENSO phase. However, the negative
ENSO phase (La Niña conditions) is associated with signiﬁcantly stronger 10 m wind speeds over most of the US
and signiﬁcantly weaker 10 m wind speeds in the extreme southwest US (Figure 3).
3.2. Arctic Oscillation (AO)
The positive phase of the AO is associated with increased midtropospheric wind speeds relative to conditions
during neutral AO periods over the entire US, with the largest differences for the southern and eastern states
(Figure 4). Nearer to the surface, topography modiﬁes this pattern, but consistent with prior research (e.g.,
Klink [2007] over Minnesota), positive AO conditions are associated with signiﬁcantly higher 850 hPa and
10 m wind speeds over the most of the contiguous US. The negative phase of the AO is associated with a
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Figure 4. As in Figure 3, but for the Arctic Oscillation (AO).

more zonal pattern over the eastern US but more northerly ﬂow over the north-central US which is
often associated with cold weather extremes during winter [Grifﬁths and Bradley, 2007; Cohen et al.,
2010; L’Heureux et al., 2010]. Despite the difference in large-scale circulation between the positive
and negative AO phases, midtropospheric wind speeds also tend to be higher during negative AO
conditions relative to neutral (Figure 4). The location of the maximum enhancement of wind speed
is displaced in the positive AO phase toward the southeast extending over the western subtropical
Atlantic Ocean (Figure 4). Differences in 90th percentile wind speeds under the positive and
negative AO phases exhibit the same general patterns as the mean wind speeds but are generally of
slightly larger magnitude (cf. Figures 4a and 4b). Increases in wind speeds under the positive phase
of the AO appear to be related to the enhanced latitudinal pressure gradient and therefore occur
throughout the study region. During the negative phase, the increase is related to changes in jet
stream position that primarily impact the eastern US by changing the jet stream conﬁguration to a
more meridional pattern (i.e., a low zonal index).
3.3. Paciﬁc-North American Pattern (PNA)
The positive PNA phase is associated with strong midtropospheric ridging in the western US with lower
heights in the eastern US, while the negative phase is associated with enhanced zonality (cf.
Leathers et al. [1991] and Figure 5). Relative to the neutral phase, as in Pryor and Ledolter [2010],
the negative PNA phase is associated with signiﬁcantly higher midtropospheric wind speeds over
much of the contiguous US (Figure 5). Higher wind speeds in the positive PNA phase are conﬁned to
the eastern USA and a small number of grid points exhibit signiﬁcantly lower 10 m wind speeds
under positive PNA conditions, likely due to a strengthening of the Great Basin high under positive
PNA conditions [Sheridan, 2003]. For both the mean and 90th percentile winds, the region of lower
wind speeds associated with the positive PNA phase extends from the 500 hPa level to 10 m.
Averaged across signiﬁcant grid points, differences in the 90th percentile wind speeds in the eastern
US tend to be of higher magnitude than those described for the mean wind speeds, indicating that,
as with ENSO and AO, the impact of the PNA on atmospheric ﬂow over the contiguous US is
ampliﬁed in the upper tail of the wind speed probability distribution.
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Figure 5. As in Figure 3, but for the Paciﬁc-North American (PNA) pattern.

4. Simulation of ENSO, AO, and PNA by CMIP5 AOGCMs
To evaluate the ﬁdelity of the CMIP5 AOGCMs in terms of the representation of ENSO, AO, and PNA, we
compared both the spatial and temporal characteristics of the AOGCM-simulated modes (computed as
described in section 2) relative to NNR. For each mode, we computed both a time series and a spatial pattern
using methods identical to those applied to the reanalysis data. The reproduction of large-scale circulation
patterns associated with modes of variability are assessed in part using Taylor [2001] diagrams, which allow
visualization of the Pearson product-moment correlation coefﬁcient (r), the spatial standard deviation, and
the root mean square error (RMSE) on a single two-dimensional plot. The temporal characteristics are
assessed primarily using spectral techniques to identify variability across timescales.
The AOGCMs considered here generally reproduce a spatial pattern that qualitatively resembles the
observed 500 hPa response to ENSO (Figure 6) but with substantive differences among the models. The NNR
derived pattern is characterized by a region of low heights across the central Paciﬁc and extending both
across the US and into northeast Asia. A region of higher heights is present over northwestern North America.
All of the AOGCMs exhibit similar features, although the pattern intensity and position differs greatly. The
majority (7 of 10 AOGCMs) overestimates the intensity of the high latitude center of action relative to the NNR
reference, and several models extend the region of higher heights to include the North Atlantic region.
Pattern correlations between the NNR and CMIP5 models range from less than 0.5 (MRI) to above 0.8
(BNU and HAD; Figure 7a). Seven of the 10 AOGCMs exhibit patterns with too much spatial variability
(higher spatial standard deviation). The models with the lowest pattern RMSE relative to NNR are BCC, BNU,
and CNRM (Figure 7a).
All of the AOGCMs also produce a pattern that is similar to the NNR AO pattern (Figure 8). However, consistent
with prior analyses of CMIP2 [Stephenson et al., 2006] and CMIP3 [Stoner et al., 2009] generation AOGCMs, the
variance explained by the ﬁrst EOF from the CMIP5 AOGCMs (15.1–23.2%) is larger than in NNR (14.3%).
Approximately half of the models presented here overestimate the magnitude, and often the spatial extent,
of the polar center of action of the AO, which is in contrast to the CMIP3 AOGCMs examined by Stoner et al.
[2009]. Most models presented in Figure 8 reproduce the magnitude (with a slight positive bias) and position
of the North Paciﬁc center of action of the AO, although MRI-CGCM3 exhibits a clear negative bias in this
feature. The AOGCMs have a general tendency to shift the North Atlantic center of action toward Western
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Figure 6. The spatial pattern of the Northern Hemisphere circulation response to ENSO in the NNR and 10 CMIP5 AOGCMs.
The patterns show 500 hPa geopotential height anomalies (m) and are derived by regressing the 500 hPa geopotential
height ﬁeld against the NNR or AOGCM derived Oceanic Niño Index (ONI).

Europe, and two AOGCMs (HAD and IPSL) substantially underestimate the intensity of the North Atlantic center of
action (Figure 8). Most of the models exhibit strong pattern correlations with NNR (r > 0.85), but several
overestimate the spatial variability in the pattern relative to NNR (Figure 7b). Only HAD underestimates the spatial
variability in the pattern and the spatial variability in CAN closely matches that in the NNR data. The AOGCMs with
the pattern most closely resembling the NNR reference are CAN and GFDL (Figure 7b).

Figure 7. Taylor diagrams for (a) ENSO, (b) AO, and (c) PNA. The x axis and y axis are the spatial standard deviations, and the radial axis is the spatial correlation
between the NNR and AOGCM patterns. The distance between each AOGCM point and the NNR represents the root mean square error (RMSE).
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Figure 8. The spatial pattern of the Northern Hemisphere circulation response to the Arctic Oscillation (AO) in the NNR and
10 CMIP5 AOGCMs. The patterns show sea level pressure (SLP) anomalies and are derived by regressing the sea-level
pressure ﬁeld against the NNR or AOGCM derived AO index (the ﬁrst EOF of the SLP ﬁeld). The numbers shown in
parentheses above each frame give the variance explained by this EOF.

All of the AOGCMs also exhibit PNA patterns that resemble the NNR pattern (Figure 9). The variance explained
by the PNA pattern in the AOGCMs ranges from 21.0% to 30.5%, which is in relatively good accord with NNR
(24.5%), and is consistent with the relatively good ﬁdelity of the PNA over North America as manifest in CMIP3
generation AOGCMs [Stoner et al., 2009]. However, there is substantial variability among the models in terms
of the magnitude of the individual centers of action. The North Paciﬁc center of action is too pronounced
in several models (BCC, BNU, NOR) and too weak in others (e.g., CAN and GFDL). Similarly, the BNU, CAN,
GFDL, MPI, and NOR models overestimate the magnitude of the Atlantic center of action (Figure 9). The Taylor
diagram for the PNA indicates slightly lower pattern correlations than are evident for AO, ranging from
approximately 0.75 (MRI) to above 0.9 (MPI) (Figure 7c). All AOGCMs overestimate the magnitude of the PNA
pattern, with GFDL and MPI producing spatial variability that most closely approximates that in the NNR
pattern. The pattern RMSE relative to NNR is lowest in the MPI model (Figure 7c).
To examine the key modes of temporal variability, power spectra were computed from the daily time series of
the three modes as computed from NNR, European Centre for Medium-Range Weather Forecasting (ECMWF)
ERA-Interim reanalyses [Dee et al., 2011], and the AOGCMs. Indices computed from the NNR and shorter
(1979–2005) ECMWF reanalysis data set exhibit very similar dominant modes of temporal variability for each
of the indices (Figure 10), which lends credibility to use of NNR as the reference for the AOGCMs comparison.
Consistent with prior research that has indicated that the CMIP5 AOGCMs still do not capture the seasonal
timing of ENSO [e.g., Shefﬁeld et al., 2013b], the index that exhibits least agreement between the reanalyses
and the AOGCMs is ENSO (Figure 10a). While the ENSO index from NNR exhibits a peak in variance at a time
scale that equates to a period of approximately four years (i.e., ƒ ~ 8 × 104 d1), several of the AOGCMs
(notably BNU) exhibit higher variance associated with frequencies of 2–3 × 103 d1 (i.e., periods of ~ 1 year)
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Figure 9. The spatial pattern of the circulation response to the PNA pattern in the NNR and 10 CMIP5 AOGCMs. The patterns show the 500 hPa geopotential height
anomalies (m) and are derived by regressing the 500 hPa geopotential height ﬁeld against the NNR or AOGCM derived PNA index (the ﬁrst EOF of the 500 hPa ﬁeld).
The numbers shown in parentheses above each frame give the variance explained by this EOF.

than is manifest in NNR. A different group of models (e.g., BCC and GFDL) also appear to indicate considerably
higher variance at ƒ ~ 1.2 × 103 d1 (period ~ 2.3 years).
Peak variance in the AO time series are focused at periods of approximately 100 days and are relatively
consistent between the reanalysis and AOGCM output (Figure 10b), although three models (BNU, GFDL, and
NOR) also exhibit variance at multi-year periods that do not appear to be present in NNR, ECMWF, or the other
AOGCMs considered. The AOGCM that exhibits highest RMSE for the AO pattern relative to NNR (i.e., MRI; see
Figure 7b) does not exhibit anomalous temporal variability (Figure 10b) which emphasizes the value in
considering both the time and space domains in the assessment of model ﬁdelity.
The AOGCMs exhibit greatest accord with the NNR for the PNA with the majority exhibiting maximum
variance at frequencies ~2 × 102 to 6 × 102 d1 (i.e., periods ~ 16–50 days; Figure 10c). The only exception
is CNRM which indicates highest variance associated with frequencies <2 × 102 d (Figure 10c). The MRI
AOGCM exhibits the poorest representation of PNA relative to NNR in terms of the spatial pattern (Figure 7c).
However, relatively good accord was found in terms of temporal variability (Figure 10c). Conversely, MPI,
which exhibits “best” agreement in terms of the metrics included in the Taylor diagram (Figure 7c), is shifted
toward variability at lower frequencies relative to NNR.
These analyses indicate that as in previous evaluations of the CMIP5 AOGCM suite (e.g., in terms of hydrological
and thermal regimes over North America [e.g., Shefﬁeld et al., 2013a, 2013b] and in terms of ENSO indices [e.g.,
Langenbrunner and Neelin, 2013]), no individual model uniformly out-performs the others. This provides an
important justiﬁcation for including all AOGCMs in the analysis of teleconnections, since no one model
consistently exhibited anomalous performance (positive or negative) in terms of reproducing the climate modes.
Although this evaluation exercise indicates some failings in terms of the ability of the CMIP5 AOGCMs to
represent the spatial and temporal characteristics of the leading modes of climate variability, the skill
apparent in the ten AOGCMs presented herein is deemed sufﬁcient to warrant analysis of the relationship
between simulated large-scale modes of climate variability and regional wind speeds relative to
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Figure 10. Power spectra for (a) ENSO, (b) AO, and (c) PNA based on daily time series of indices for 1950–2005 from NNR,
ECMWF ERA-Interim reanalysis, and the AOGCMs. Also shown for the NNR power spectra is the uncertainty region
computed assuming that each Fourier mode is normally distributed and uncorrelated with other modes. The spectra
are shown as frequency × spectral energy density (f × S(f)) versus frequency (f) (or period on the top axis) on semilog graphs
so that the area under any portion of the curve is proportional to the variance.

teleconnections manifest in the NNR. Since no single model stands out in terms of best or worse
performance across all metrics, we consider each of the models and present results in terms of the
multi-model ensemble (MME).

5. Teleconnections Between ENSO, AO, PNA, and Wind Speeds Over the Contiguous
US in CMIP5 AOGCMs
To determine the extent to which teleconnections between the climate modes and near-surface to middle
troposphere ﬂow over the contiguous US as manifest in NNR are reproduced by contemporary (CMIP5)
AOGCMs, the analyses described in section 3 were repeated with each of the AOGCMs described in section 2.
Because there is similarity between relationships at 500 hPa and 700 hPa and also between relationships at
850 hPa and 10 m, results are presented only for the highest (500 hPa) and lowest (10 m) levels. To facilitate
synthesis of the 10 AOGCMs considered, we present the results in terms of (1) the MME response to each
phase of ENSO, AO, and PNA and (2) the number of models (out of 10) that agree with the reanalysis data
regarding the sign of the response to each phase of ENSO, AO, and PNA.
5.1. El Niño–Southern Oscillation (ENSO)
Consistent with analyses presented in section 4 that indicated the CMIP5 AOGCM simulations of ENSO are
improved relative to previous generations of models, but remain inconsistent among AOGCMs, the observed
teleconnections between ENSO and wind speeds over the contiguous US are not fully reproduced in the
climate models.
In NNR and observational data, the positive ENSO phase (El Niño) is generally associated with higher values
of the mean and 90th percentile 500 hPa wind speeds over the southern US and lower 500 hPa mean
and 90th percentile wind speeds over the northern US with the opposite response to the negative (La Niña)
phase of ENSO (Figure 3a). The CMIP5 AOGCMs generally reproduce the pattern of the 500 hPa wind
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Figure 11. AOGCM simulated response in (left) mean and (right) 90th percentile wind speeds to the positive and negative phases of (a, b) ENSO (ONI), (c, d) AO, and
1
(e, f) PNA. The colors indicate the ensemble mean response of the 10 AOGCMs considered in m s and are only shown where the differences are statistically
signiﬁcant at the 99% conﬁdence level. The presence of a square indicates that at least 8 of the 10 AOGCMs agree with NNR on the sign of the difference.

response to El Niño, but with some differences in the magnitude of the response (cf. Figures 3a, 3b, 11a,
and 11b). At least 8 of 10 AOGCMs agree with NNR in terms of the sign of the warm phase wind anomaly
relative to the neutral phase in the same regions where signiﬁcant relationships exist in the NNR data
(Figures 3a, 3b, 11a, and 11b). During La Niña, the CMIP5 AOGCMs displace the region of positive wind
speed anomalies north relative to NNR (cf. Figures 3b and 11b). Also, while in NNR the difference in wind
speeds between the negative and neutral phase is statistically signiﬁcant over almost the entire US
(Figures 3a and 3b), the majority of the AOGCMs only reproduce a difference in wind speeds in the far
northern and far southern parts of the study area (Figures 11a and 11b).
A signiﬁcant response to ENSO phase is evident in 10 m wind speeds from NNR in the southwest and in
the high elevations of the Rocky Mountains during El Niño and over most of the domain during La Niña
(Figures 3a and 3b). The CMIP5 AOGCMs reproduce the sign of the NNR response to El Niño in the southwest,
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with at least 8 of the 10 AOGCMs indicating the same sign of wind speed response to that in the NNR
(Figure 11a). However, the differences between El Niño and neutral conditions in this region are not
statistically signiﬁcant. The response of the mean 10 m wind speed to La Niña is only reproduced over a small
part of the southwest and in a narrow region of the Great Plains (Figure 11a). The 90th percentile of the 10 m
winds shows better agreement with the NNR, but the magnitude of the response is underestimated in the
Southeast US and differs in sign over parts of the West (cf. Figures 3b and 11b).
5.2. Arctic Oscillation (AO)
Consistent with the relatively good representation of the AO in the CMIP5 AOGCMs (section 4), the 500 hPa
wind speed response to the phase of the AO as manifest in NNR is reproduced by most or all of the CMIP5
AOGCMs (cf. Figures 4, 11c and 11d). The models agree with NNR with respect to the sign of the wind
speed response to both positive and negative AO conditions, although the magnitude of the mean
AOGCM response is smaller than the observed response in some regions, such as the southeast US. The
overwhelming majority of grid cells have ≥8 AOGCMs that agree with NNR in terms of the sign of response in
wind speed and a range of responses (not shown) that is smaller than the observed difference in wind speed for
a given AO phase (Figures 11c and 11d), reﬂecting a robust and consistent response to the AO across the
models. For example, averaged over the Paciﬁc Northwest (40°N–50°N, 125°W–115°W) the spread in response
of the mean 500 hPa wind speed to the positive phase AO is ≤2.25 m s1, while the mean 500 hPa wind speed is
approximately 16 m s1 and the difference in wind speed in NNR from positive to neutral phase is ~3 m s1.
Nearer to the surface, the AOGCMs also show a high level of agreement with teleconnections derived from
NNR data in terms of sign. However, the AOGCM simulated differences in 10 m winds between phases is small
relative to the NNR in some regions, such as the Southeast US. In general, the range of AOGCM responses is
proportional to the magnitude of the difference in the reference dataset. As an example, 10 m wind speeds in
the high elevations of the Rockies increase when the AO is positive (Figures 4a and 4b). All of the models also
exhibit higher wind speeds in this region when the AO is positive (Figures 11c and 11d), but there is a large range
among AOGCM responses (not shown). In the southwest and along the front range of the Rocky Mountains, the
observed (NNR) relationship between 10 m wind speeds and the AO index is characterized by sharp spatial
gradients with grid cells exhibiting signiﬁcantly weaker wind speeds adjacent to grid cells with signiﬁcantly
stronger wind speeds (Figure 4). Winds in this region are inﬂuenced not only by the large topographic relief
but also by the Great Plains Low-Level Jet (GPLLJ), which has been shown to be inﬂuenced by the position of
the Bermuda-Azores high, one of the midlatitude centers of action for the AO [Weaver and Nigam, 2008; Coleman
and Budikova, 2013]. In a study of CMIP3 models, Cook et al. [2008] found that models exhibited widely varying
accuracy with respect to the GPLLJ. Shefﬁeld et al. [2013a] identiﬁed shortcomings related to spatial extent and
seasonal timing of the GPLLJ in CMIP5 models. The CMIP5 models considered here exhibit a response to AO that
is of the right sign, but smaller in magnitude than the observed response, suggesting that the AO teleconnections
to regional-scale lower to mid tropospheric winds is too weak in this region.
5.3. Paciﬁc-North American Pattern (PNA)
The CMIP5 AOGCMs analyzed herein reproduce the spatiotemporal patterns of the PNA (section 4), and also
agree with NNR analyses with respect to the 500 hPa wind speed response to PNA phase (cf. Figures 5, 11e
and 11f). For both the positive and negative PNA phases, the AOGCMs nearly universally agree with each
other and the NNR in terms of the sign of the effect of the PNA on 500 hPa wind speeds, with some regional
variation in the magnitude of the wind response. In many regions, agreement in the sign of the differences
between PNA phases is accompanied by a small range of AOGCM responses (not shown), especially in the
case of the positive PNA phase. Nearer to the surface (at 10 m), the overall ﬁdelity of the AOGCM-derived PNA
response varies by region. In the eastern US, models consistently reproduce the increase in wind speeds
associated with both PNA phases, albeit with smaller magnitude than the NNR (cf. Figures 5a and 11e).
The models also exhibit agreement on the response to both PNA phases in the northwest with lower wind
speeds at 500 hPa in the positive phase (cf. Figures 5, 11e, and 11f). In the southwest US, the response to
negative PNA (signiﬁcantly stronger winds) is consistently reproduced, but the response to positive PNA
(signiﬁcantly weaker winds at both 500 hPa and 10 m) is not consistently reproduced (Figure 11e). The
responses of 90th percentile wind speeds to PNA phase in the AOGCMs are likewise better (and more
consistently) simulated for negative PNA conditions than for positive PNA conditions (cf. Figures 5b and 11f).
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6. Summary and Discussion
In this study, we have investigated the response of wind speeds over the contiguous US to large-scale modes
of climate variability including El Niño–Southern Oscillation (ENSO), the Arctic Oscillation (AO), and the
Paciﬁc-North American (PNA) pattern. For each mode, indices have been computed using reanalysis output
and AOGCM simulations of the historical period (1950–2005) and used to deﬁne positive, neutral, and
negative phases. Wind speeds at 500 hPa, 700 hPa, 850 hPa, and 10 m over the contiguous US have then been
investigated according to the phase of each climate mode.
Consistent with prior research [e.g., Pryor and Ledolter, 2010], when computed from the NNR data, all three
modes of climate variability exhibit strong teleconnections to mean midtropospheric wind speeds. Mean
500 hPa wind speeds are signiﬁcantly different (at the 99% level) for both the positive minus neutral and the
negative minus neutral phases of all three modes over large parts of the domain. The wind speed differences
between each phase and neutral conditions are ampliﬁed when the 90th percentile values are considered.
The response of 500 hPa wind speeds to ENSO phase is essentially symmetric with anomalies of opposite sign
occurring during the warm and cold phases (Figure 3). The warm phase is associated with lower wind speeds
over most of the US, while the cold phase is associated with higher wind speeds. Both phases of the AO and
PNA are associated with higher 500 hPa wind speeds over most of the study. In accord with a priori
expectations, near-surface (10 m) wind speeds exhibit more complex relationships with the climate modes.
While in many cases, the 10 m wind speed anomalies are signiﬁcant and of the same sign as their
midtropospheric counterparts, in other cases (e.g., negative AO in the extreme southern US), the signiﬁcant
10 m wind speed anomalies are of opposite sign to those at 500 hPa.
Spatial patterns and temporal indices for ENSO, AO, and PNA derived from daily output of 10 CMIP5 AOGCMs
indicate that all models reproduced some aspects of these modes as derived from NNR—both in the spatial
and temporal domains. The weakest agreement, in terms of both spatial pattern and temporal variability,
is manifest in the ENSO index and teleconnection (Figures 6 and 10). Consistent with results from earlier CMIP
experiments [e.g., Stoner et al., 2009], the majority of models overestimate the variance explained by the AO.
All AOGCMs exhibit a spatial pattern of AO similar to that from NNR (Figure 8), but 9 of the 10 AOGCMs exhibit
patterns with too much spatial variability, either as a result of excessively low pressure in the polar center
of action or excessively high pressure in the Paciﬁc Ocean center of action (Figure 9b). The variance explained
by the PNA pattern in the AOGCM output is in good agreement with the historical reanalysis data, but 9 of
the 10 AOGCMs considered exhibit PNA patterns with too much spatial variability, usually related to the
Paciﬁc center of action but also occasionally resulting from the Atlantic center of action (Figures 7c and 9).
This result differs from that of Stoner et al. [2009], who reported that most CMIP3 AOGCMs underestimated
the magnitude of the PNA’s Paciﬁc center of action.
Despite the differences between the NNR and AOGCMs in terms of the detailed spatial and temporal
characteristics of the climate modes considered, the models generally reproduce the response of wind
speeds over the contiguous US to the phase of the climate modes as manifest in NNR. For the AO and PNA,
the upper level (500 hPa) wind speeds exhibited a high degree of agreement with the response identiﬁed
using historical reanalysis data. Speciﬁcally, for both the AO and PNA, at least 8 of the 10 AOGCMs exhibited
responses of the same sign to both phases of the mode as the reanalysis data over nearly the entire
contiguous US, although the AOGCM ensemble mean response was larger or smaller than the observed
response for some regions. For ENSO, the 500 hPa wind speeds exhibited varied responses, sometimes in discord
with relationships identiﬁed in the reanalysis data. Speciﬁcally, the response to El Niño is much better reproduced
than the response to La Niña, despite a strong relationship in the NNR data. At 10 m, observed wind speed
responses to the warm ENSO phase are limited to the southwestern region of the US and the high elevations of
the Rocky Mountains. The former are reproduced in sign, but not in magnitude, by the AOGCMs, while the latter
are not. The broad spatial response of the 10 m wind speeds to the cold ENSO phase is only reproduced by
AOGCMs in parts of the southwest and in a narrow swath in the Great Plains. This result is consistent with the work
of Shefﬁeld et al. [2013b] who noted that the frequency of ENSO events in CMIP5 models was well produced but
that teleconnections with near surface air temperature in North America were not.
Results presented herein are subject to the following important caveats. First, each of the large-scale modes
of climate variability considered here exhibit variability at timescales that are not resolved by the 56 year
record considered in this study (e.g., the decadal and multidecadal variability), and therefore, we are only
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considering the component of the response related to shorter-term variability. Second, we use one reanalysis
data set (NCEP-NCAR reanalysis) to derive the observed relationships. However, comparison with results from
ECWMF ERA-Interim reanalysis over a common period (1979–2005) presented for the frequency domain work
indicated a relatively high degree of accord with NNR (Figure 7) and yielded nearly identical results for the
spatial patterns and time series of the indices presented in section 2 (not shown). Lastly, we have not
considered the effects of interactions between these modes and ENSO. Forcing of PNA variability by ENSO
has been the subject of several studies [see Yu, 2007]. Additional insights might also be gained by considering
speciﬁc characteristics of ENSO, such as Modoki and Trans-Niño events [as in Lee et al., 2013]. Shefﬁeld et al.
[2013b] noted that most CMIP5 AOGCMs are not able to produce the east and central Paciﬁc types of ENSO
events and their relationships with North American temperatures.
While acknowledging these important caveats, the primary conclusions of this analysis are as follows: (i)
consistent with previous analyses based on near-surface observations or radiosonde data, there are strong
teleconnections between the leading modes of large-scale climate variability and both near-surface and
midtropospheric wind speeds over the contiguous US and (ii) the current generation AOGCMs are capable of
reproducing at least some fraction of the wind climate variability that arises due to variations in the AO and PNA,
but are less skillful in reproducing the inﬂuence of the ENSO, and particularly La Niña, on ﬂow over the contiguous
US. Our analyses shed light on the interactions between climate system processes operating at different spatial
scales and may have important implications for development of regional wind projections using downscaled
AOGCMs. By considering differences between the phases individually, rather than linear responses over the entire
range of index values, we were able to identify asymmetric responses of wind speeds to positive and negative AO
and PNA phases. Our results document the relationship between mean and 90th percentile wind speeds at
multiple atmospheric levels and ENSO, AO, and PNA phases. Our ﬁndings add to the growing body of literature
suggesting that information regarding changes in large-scale climate may be used to infer changes in regional
wind speeds. These analyses have relevance for (i) those seeking to understand the dynamical links
(teleconnections) between remote modes of climate variability and large-scale thermal and moisture advection
and resulting changes in precipitation and streamﬂow over the contiguous US [e.g., Coleman and Budikova, 2013]
and (ii) contextualizing sources of variability in projections of possible future climates.
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