We propose to use a score cache, which stores the score of the k·th result of a query, to accelerate top-k query processing with dynamic pruning methods (i.e., WAND and BMW). We introduce heuristics that, for a new query, generate its subsets and probe the score cache to obtain a lower-bound on its score threshold. Our experiments show up to 8.6% savings in mean processing time for the queries that are not seen before, i.e., cannot benefit from a result cache.
INTRODUCTION
Modern Web search engines adopt a two-stage ranking strategy to process top-k queries [12] . The first stage typically employs an inverted index and ad hoc scoring functions (such as BM25) to generate a small set of candidate documents, while the second stage re-ranks these candidates using machine-learned models.
To cope with the huge index size and demanding requirements for throughput and response time, search engines distribute the index across several nodes, so that each node processes the query on its own portion of the index, in parallel [9] . Still, the overall query processing cost is likely to be dominated by the first stage retrieval, where traversing and scoring the large number of documents in the posting lists take place [12] . Dynamic pruning strategies (e.g., [5] ) aim to speed up the latter stage by skipping to score certain documents in the posting lists. A rank-safe pruning strategy guarantees exactly the same result as the exhaustive processing of the query, while unsafe strategies may sacrifice effectiveness in return for higher efficiency.
In this paper, we focus on two such strategies, namely, WAND (Weak-AND) [2] and its successor, BMW (Block-Max WAND) [5] , and their application in a rank-safe scenario for (ranked) disjunctive queries (as in [3, 5] ). In a nutshell, both strategies assume that the maximum possible score contribution (e.g., using BM25) for each term (either over the entire posting list [2] , or the blocks of a list [5] ) is pre-computed. During query processing, they keep track of the k·th highest score so far, the threshold. If a document's estimated Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. CIKM '19, November 3-7, 2019, Beijing, China © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6976-3/19/11. . . $15.00 https://doi.org/10.1145/3357384.3358154 score (based on the upper-bound scores of query terms) cannot exceed the threshold, the document is skipped; otherwise, its actual score is computed.
We propose to improve the performance of WAND and BMW strategies by exploiting an orthogonal technique, namely, caching. A search engine employs various types of caches at different layers of its architecture [9] . Result caches including the final SERPs for queries are located at the broker nodes [1, 6, 10] , while caches with posting lists are located at the index nodes [1] .
As our first contribution in this paper, we introduce a new cache type to be located at the index nodes, i.e., the score cache, which will store the score of the k·th result of a query computed at each node. The significance and novelty of our approach lies in exploiting cached scores for previously unseen queries. For the queries seen before, the answer will be provided from the result cache in the broker with virtually no cost, as usual. In contrary, for a query that is not found in the result cache and forwarded to the index nodes, we generate its subsets and probe the score cache to locate those that are cached. The scores of these subset queries are exploited to obtain a lower-bound for the score threshold, which is fed to the dynamic pruning strategy, to allow skipping more documents.
Since considering all subsets of a query can cause additional runtime overhead, as our second contribution, we introduce several heuristics to obtain the score threshold efficiently. These heuristics aim to generate subsets of a query that are most likely to be cached, using the features such as the query length. In our simulations, we fill the result and score caches using 1.8M distinct queries, and measure the performance for around 50K test queries that are result cache misses. In comparison to recent works that evaluate WAND and BMW [3, 8] , our test query set is at least an order of magnitude larger. Furthermore, our evaluations provide realistic/practical insights on the query processing costs with dynamic pruning, as we take into account the impact of the other system components, such as the filtering effect of result caches at the broker nodes.
Our experiments reveal that using the score thresholds obtained by our heuristics, query processing cost at a node can be reduced by up to 8.6% (and further reductions are possible when our heuristics are combined with a previously proposed strategy). The space overhead for storing scores (per node) is reasonable; i.e., around only 1% for a typical top-10 result cache. We also show that using this space in favor of a larger result cache may not always improve the efficiency (see Sec. 4 for experimental evidence). This is because there is an experimental upper-bound for the hit-ratio of a search engine's result cache, which is around 50% (as 44% of a query stream is made up of singleton queries, which are submitted only once, and there are also compulsory misses [1] ). Indeed, we believe that the latter point is crucial to make our contributions worthwhile for practical systems: Our approach would improve the efficiency for the singleton queries (as well as compulsory misses) that can never benefit from a result cache, even if the latter is infinitely large.
BACKGROUND AND RELATED WORK
Dynamic Pruning. During document-at-a-time (DaaT) query processing, the postings lists (each in doc-id order) of all the terms in the query are fetched to memory and traversed in parallel. In ranked disjunctive processing (aka., Ranked-OR) using a retrieval model like BM25, a score is computed for each document in each list, i.e., as if merging the lists by doc-ids. Note that, in DaaT, a document is fully scored before moving the next document; hence, it is efficient to maintain a top-k min-heap during query processing. If a document's score is larger than the k·th document's score in the heap, the latter is extracted from the heap and the newly scored document is inserted; otherwise, the document is simply discarded.
Here, we focus on two dynamic pruning strategies, WAND and BMW, for faster DaaT processing in a rank-safe scenario for Ranked-OR retrieval. We summarize WAND and BMW, as follows (see [3] for a performance comparison of these strategies):
• WAND [2]: In this algorithm, for each posting list, the maximum possible score, U t , that can be contributed by its postings (based on an additive retrieval model, like BM25) is pre-computed and stored. During query processing with Ranked-OR, each document is scored as usual, until there are k documents in the heap. After this point, in each round, the posting lists are sorted in ascending order of doc-ids that are pointed to, i.e., to be processed next.
The U t scores of the lists are summed until the sum exceeds the threshold, i.e., the k·th score in the heap. The document pointed in the last list (that contributed to the sum) is selected as the pivot, i.e., this is the first document that has a potential to get into the heap. Thus, all lists move their pointers to the pivot document, so that the true score of the document can be computed and compared against the heap threshold. • BMW [5] : Instead of using a single (and possibly large) U t for the entire list as in WAND, BMW partitions the posting list into blocks and computes an upper-bound score for each block. Due to this modification, the pivot selection and skipping becomes slightly more complicated. In return, BMW computes a tighter bound on the estimated score of a document, and hence, can skip larger number of documents without actual score computation. Term-score (TS) Strategy. As far as we know, the closest approach to our work proposes pre-computing the k·th highest score for each term, and storing them in the index [4, 8] . While processing a query q = {t 1 , · · · , t k }, the score threshold is set to the maximum of these term scores (TS), i.e., threshold(q) = max(T S(t 1 ),T S(t 2 ), . . . ,T S(t k )). Although there are similarities, our approach differs from the latter in two critical ways. First, by leveraging a score cache, we propose a dynamic setting: As the k·th score values for the cached queries can be computed on the fly (when the query is first submitted), there is no need for pre-computing and maintaining the term scores. That is, in our approach, if the scoring model of the search engine is changed, it is adequate to flush the cache, and new scores will accumulate in the cache as queries arrive, as typical. In contrary, storing term-score values in the index will require re-scoring all the posting lists. A second and more crucial difference is that, by caching scores for multi-term queries, it is possible to obtain tighter lower-bounds for the score threshold of an unseen query. In Sec. 4, we first justify the latter intuition (see Table 3 ) and also experiment with a hybrid strategy that combines the TS approach with ours.
Finally, as a complementary approach to ours, some earlier works compute a lower-bound for the score threshold by processing only Figure 1 : Search Engine Architecture with Score Caches a small number of selected terms [7] or postings [11] for a given query. In contrary, we exploit the score thresholds for previously seen queries, but do not make any document scoring to obtain a lower-bound. In a sense, their approach is intra-query while ours is inter-query; and a hybrid remains as a viable future direction.
Caching in Search Engines. A result cache is typically located at the broker nodes of a search engine, and stores top-k results as SERPs (i.e., with titles, URLs and snippets for each document [1, 6] ) and/or in terms of the doc-ids [6, 9, 10] (Note that, in [9] , a result cache including docIDs is called as a score cache; which is clearly different from what we propose here.). Posting lists are cached at index nodes [1] . However, none of these works aim to cache the score of k·th query result to accelerate dynamic pruning.
SCORE CACHING FOR DYNAMIC PRUNING
We assume a typical distributed search setup (e.g., [9] ) as shown in Fig. 1 . When a new (previously unseen) query arrives to a broker node, it forwards the query to all index nodes. Each index node executes the first-stage ranking (with WAND or BMW) and obtains its local top-k rankings, that are sent back to the broker. The broker creates the candidate set, on which second-stage rankers are executed to obtain the final top-k results. The final ranking is sent to the user, and also stored in the result cache at the broker, so that if the same query is re-submitted, it can be answered from the cache.
We introduce a new cache type, score cache, to be located at the index nodes, as also shown in Fig. 1 . For each query processed at an index node n, its score cache stores the pair <q, s>, i.e., the query string and score of the k·th result of q at n. In this modified search architecture, for a previously unseen query (i.e., causing a cachemiss at the broker), our query processing algorithm exploits the score cache as follows. First, we generate a number of subsets for the query, and by looking up these subsets in the cache, we determine a lower-bound for the score threshold of dynamic pruning algorithm.
Example. Assume that the score cache at a particular node includes the entries: q c1 :("search engine", s 1 ), q c2 : ("search engine books", s 2 ), q c3 : ("search engine resources", s 3 ). The new query q n : "search engine books surveys" will cause a cache-miss for the result cache at the broker (as the result and score caches have the same keys, i.e., query strings, but with different values). When the query arrives to the index node, all of its subsets in the score cache are found, i.e., q c1 and q c2 . Then, the score threshold of q n is computed as max(s 1 , s 2 ). This approach is rank safe, as long as the same retrieval model is applied for processing the cached and new queries.
Obviously, generating all subsets of a query and probing the cache for each can be expensive, especially for the long queries. Therefore, we propose three different heuristics to generate a query's subsets and compute its score threshold.
• Heuristic-1 (HR1) In this heuristic, we exploit the observation that a typical score cache is more likely to include frequently asked queries, and frequent queries are more likely to be shorter (i.e., up to 3 terms), as rare queries (such as singletons) are typically longer (e.g.,see [10] ). Indeed, around %87 of the queries employed in our experiments are shorter than 5 terms. Thus, our first heuristic works as follows. Considering our query as a set of terms, we first generate its 3-term subsets (i.e., sub-queries with exactly three terms) and look for them in the score cache. If one or more of these subsets are found in the cache, we set the score threshold to the maximum score of them. If cache probing fails, i.e., no 3-term subsets of this query are cached, we repeat the same for 2-term and eventually 1-term subsets. If none of them reside in the score cache, we initialize the score threshold to 0, which is the typical setup in WAND or BMW. Note that, we prefer to search the cache starting from the subsets with more terms, as we expect that a hit for a longer query would yield a higher threshold, and allow skipping more documents. • Heuristic-2 (HR2) This heuristic is similar to HR1, but this time we conduct an exhaustive search of all 3-term, 2-term, and 1-term subsets of a query. That is, we do not quit searching even when we a find subset with more terms. This is a more expensive approach, but we aim to catch the cases where a smaller subset may have a larger score. For instance, consider a query q = {a, b, c} of which subsets q 1 = {a, b} and q 2 = {c} are in the score cache, with score values of 6 and 7 respectively. Clearly, if we stop when we find the larger subset, q 1 , we are settling for a smaller threshold, while proceeding with smaller subsets yields a larger threshold. • Heuristic-3 (HR3) For a query with N terms, one can expect that highest scores are likely to belong to its largest, i.e., (N − 1)-term, subsets, of course, if they are found in the cache. This heuristic is expected to run faster than the previous two heuristics, as its complexity is only O(N ) , yet its success will depend on the cache hit-ratio for the (N − 1)-term subsets.
EVALUATION
Setup. We used the standard TREC GOV2 collection with ≈ 25M documents. We assumed that the collection is stored at a single index node, where the query processing takes place and a score cache is placed. Since query processing would be in parallel across all nodes, our findings for a single node are representative. We employed the publicly available WAND and BMW implementation 1 that first calls the ATIRE 2 system to build a quantized index for the collection, and then generates index variants that are compatible to work with WAND and BMW processing techniques [3] . We modified the code 3 so that before actual query processing begins, query subsets were generated using the aforementioned heuristics and searched in the score cache, which is implemented as a hash table (i.e., an unordered map in C++). The latter steps are included while measuring the execution time for a query, so the reported efficiency figures capture all the time overhead for our approach.
Following the practice in [3, 8] , we used the quantized BM25 scores and kept stop words both in the index and queries. To obtain the query sets, the well-known AOL log in time-stamp order is employed. We used 4 million consecutive queries (≈ 1.8M distinct queries) to fill the static result and score caches 4 . Next 100K queries (again in time-stamp order) constitute our test set. Note that, due the presence of a result cache in our framework, cache-hits are assumed to be answered at the broker; and we simulated this by simply filtering the test query log, i.e., removing all occurrences of the training queries (resulting in ≈ 50K queries) from the latter set. Thus, our evaluation is based only on the result cache misses.
We conducted experiments on a HP Z840 Workstation with two Intel Xeon E5-2630 CPU, 128 GB of RAM, 512 GB HP Z Turbo Drive PCIe SSD and 4 TB HDD, running Ubuntu Linux v14.04.
Efficiency evaluation.
In Table 1 , we present the in-memory execution time statistics (in milliseconds) for the query processing with the original pruning strategy (i.e., score threshold is initially set to 0) and with Term-score (TS) strategy [4, 8] vs. processing with our heuristics based on a score cache, for WAND and BMW. We report mean as well as median (P 50 ) and tail (namely, 99th percentile) statistics. Table 1 shows that the heuristic HR3, which only checks a small number of subsets, can outperform ORG, but not the stronger baseline, TS. In contrary, the heuristic HR2, which generates and probes a larger number of subsets than others (and hence, more likely to find a tighter score threshold), is the best performer: It outperforms ORG and TS for WAND (for k ∈ {100, 1000}) and BMW (for all three values of k) in terms of mean processing time. The gains are more visible for k = 1000, where HR2 cuts the mean processing time by 7.7% (8.6%) and 2.2% (3.0%) w.r.t. to ORG and TS baselines for WAND (BMW), respectively. HR2 also outperforms ORG and TS in terms of other statistics (P 50 and P 99 ) especially for BMW, the faster of two pruning methods employed in this work.
Recall that, our time measurements include the overhead for generating subsets and probing the cache, which means that these costs are well-compensated by the savings in time spent for actual scoring. Indeed, we found that the overhead of our HR2 is only ≈ 10 microseconds, and hence, we do not report these costs separately.
Combining Score-Cache Heuristics with TS. As TS approach [4, 8] can be considered as a special case of our framework (i.e., like a cache with only and all terms in the index), combining them seems to be a promising direction. In this case, we obtain two score thresholds, one using our best-performing heuristic (namely, HR2) and the other one with TS, and choose their maximum to employ in query processing (as discussed above, overhead is negligible for our heuristics, same applies also for TS). The last column in Table 1 presents this hybrid HR2+TS approach. As expected, it yields even larger reductions in mean processing time against both ORG and TS baselines. For instance, in case of k = 1000, the hybrid approach outperforms ORG (TS) by 7.8% (2.3%) for WAND, and by 8.8% (3.3%) for BMW, respectively. Note that, as the score cache capacity gets larger, all or most terms of a query may be found in the cache (as 1-term subsets), in which impact of TS may diminish and our heuristics might be sufficient on their own. We will explore if and when this case occurs in our future work.
In Table 2 , we provide a break-down of the mean execution times by query length for the original and best-performing HR2+TS approaches for WAND and BMW. We see that the performance gains are mostly obtained for the queries with 3 and 4 terms. For 2-term queries, it is not surprising that the room for improvement is not much, as only single query terms can be exploited to estimate a threshold. But for queries with more than 4 terms, we think that further gains are possible with heuristics that are more effective and/or faster in identifying useful subsets among many candidates.
Finally, Table 3 provides more insight on how our heuristics improve the processing time. For TS, HR2 and HR2+TS, we present how close the score threshold lower-bound is to the actual k·th score of a query, averaged over all test queries. For k = 10, TS can obtain a score that is equal to 66% of the correct score, while HR2 and HR2+TS reach 72% and 78%, respectively. The ratio increases for all three approaches for larger k, that is possibly because at lower ranks the retrieval scores might be smaller and/or more stabilized, yielding tighter lower-bounds. Another important observation from Table 3 is that there is still room for improvement, i.e., to tailor heuristics to obtain even tighter lower-bounds on the score threshold. Storage space overhead. Assuming that a typical result (URL, title and snippet) takes around 256 bytes, for k = 10, the space required in a result cache would be 2560 bytes per query [10] . In contrary, in our score cache, a query string (with 3 terms on the average) and a single quantized score value would take around 25 bytes, i.e., around 1% of the space for the result cache (per index node), and seems like a negligible cost for storing even millions of entries in practice. Anyway, we investigated whether using the score cache's space to extend the result cache capacity would yield efficiency gains similar to ours, and found out that for the setup reported here, such an approach would allow storing an additional 25K queries (obtained from the training log) in the result cache. By running the test queries over this extended result cache (with original WAND or BMW) , we only observed up to 0.1% gain in mean processing time in comparison to ORG figures shown in Table 1 . That is, extending the result cache is not as useful as the proposed score cache. As our analysis above focuses on a single node, an astute reader may ask what happens if the total storage for the score caches in all nodes is allocated to a result cache? Obviously, this would yield a huge result cache, but there is a catch: Earlier works have consistently shown that approximately 44% of a web search query volume is made up of singleton queries (i.e., asked only once); and taking compulsory misses into account, hit-ratio is typically bounded by 50%, even for an infinitely large result cache [1] . That is, increasing result cache size won't help after this hit-ratio bound is reached; while our score cache can still improve performance for such singletons and compulsory misses. To simulate this, we assumed that each distinct test query, once processed, is inserted into the result cache, which is now assumed to be a dynamic cache with infinite size. Thus, our measurements on the test query stream includes processing time of only compulsory misses and singletons. We found that, the best-performing strategy HR2+TS with WAND (BMW) still improves TS by a relative 0.9% (1.1%), 1.7% (2.2%) and 2.4% (3.2%) for k ∈ {10, 100, 1000}, respectively, in terms of mean processing time. Note that, these savings in processing time are the exclusive benefits of the score cache (in return for the storage space used); and cannot be obtained by a result cache of even infinite size.
Conclusion. We show that using a score cache and appropriate heuristics to access the cache, we can compute score thresholds to improve the performance of dynamic pruning. Our gains in query processing times, although statistically significant, may seem numerically small. However, given that WAND and BMW are timetested efficient processing strategies, they are not trivial to improve; and earlier optimizations applied on top of them also report actual gains in a similar range, i.e., a few milliseconds [7, 8] or even microseconds [7] . For search engines with a large query volume, such savings would be still useful, as they may add up and help improving other performance metrics (such as throughput) or services.
