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HEAT CONTENT ESTIMATES FOR THE FRACTIONAL
SCHRO¨DINGER OPERATOR (−∆)α2 + 1Ω.
LUIS ACUN˜A VALVERDE
Abstract. This paper establishes by employing analytic and probabilistic tech-
niques estimates concerning the heat content for the fractional Schro¨dinger operator
(−∆)
α
2 + 1Ω with 0 < α ≤ 2 in R
d, d ≥ 2 and Ω a Lebesgue measure set satisfying
some regularity conditions.
Keywords: isotropic stable processes, spectral heat content, heat content, Schro¨dinger
operator, Fractional Laplacian, set of finite perimeter, α–perimeter.
1. introduction
Let 0 < α ≤ 2 and consider X = {Xt}t≥0 a rotationally invariant α-stable process in
R
d, d ≥ 2, whose transition densities denoted by p(α)t (x, y) = p(α)t (x − y) are uniquely
determined by their Fourier transform (characteristic function) and which are given by
(1.1) e−t|ξ|
α
= E0[e
−ι˙ξ·Xt ] =
∫
Rd
dy e−ι˙y·ξp
(α)
t (y),
for all t > 0, ξ ∈ Rd. Henceforth, Ex will represent the expectation of the process X
starting at x. One fact about p
(α)
t (x, y) to be used in our proofs and it can be deduced
from the last identity is that for all a > 0, t > 0 and z ∈ Rd, we have∫
Rd
dx p
(α)
ta (x, z) = 1.(1.2)
It is worth mentioning that the above heat kernels are positive and radial. Also, they
have explicit expressions only for α = 1 and α = 2. In fact, for α = 2, X is a Brownian
motion with transition density given by the Gaussian kernel. That is,
p
(2)
t (x, y) = (4pit)
−d/2e−|x−y|/4t.
Regarding α = 1, X corresponds to the Cauchy process with transition densities given
by the Poisson kernel. Namely,
p
(1)
t (x, y) =
kd t(
t2 + |x− y|2
)(d+1)/2 ,
where
kd =
Γ
(
d+1
2
)
pi
d+1
2
.(1.3)
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In general and for the purposes of this paper, we shall only require the following two
facts about p
(α)
t (x, y) for all α ∈ (0, 2). First, there exists cα,d > 0 such that for all
x, y ∈ Rd and t > 0 (see [12] for more details), we have that
c−1α,dmin
{
t−d/α,
t
|x− y|d+α
}
≤ p(α)t (x− y) ≤ cα,dmin
{
t−d/α,
t
|x− y|d+α
}
.(1.4)
Secondly, according to [10, Theorem 2.1], we have
lim
t→0+
p
(α)
t (x− y)
t
=
βα,d
|x− y|d+α
,
for all x 6= y, where
(1.5) βα,d = α 2
α−1 pi−1−
d
2 sin
(piα
2
)
Γ
(
d+ α
2
)
Γ
(α
2
)
.
On the other hand, it is well known that the linear operator (−∆)α2 called the Frac-
tional Laplacian corresponds to the infinitesimal generator of X, whereas the linear
operator (−∆)α2 + 1Ω is called the Fractional Schro¨dinger operator with respect to the
potential 1Ω. This last operator is self-adjoint and it can be defined as the infinitesimal
generator of the heat semigroup given by
Ex[e
−
∫
t
0
ds1Ω(Xs)f(Xt)],
for f ∈ S(Rd)(Schwartz class). The transition densities of the aforementioned heat
semigroup can be represented by means of the Feynman-Kac formula (see for example
[5, 6, 7, 19, 20, 23] for further details concerning infinitesimal generators and heat kernels
representations) which is given by
(1.6) p
(α)
t (x, y)E
t
x,y
[
e−
∫
t
0
ds1Ω(Xs)
]
,
where Etx,y stands for the expectation with respect to the stable bridge process associated
with X starting at x and conditioned to be at y at time t.
With the proper introduction of the heat kernels provided in the identities (1.1) and
(1.6), we proceed to present the object to be studied. In this paper, we shall investigate
the behavior of the following function
Ψ
(α)
Ω (t) =
∫
Rd
dx
∫
Rd
dy p
(α)
t (x, y)
(
1− Etx,y
[
e−
∫
t
0
ds1Ω(Xs)
])
,(1.7)
when t → 0+ and where Ω ⊆ Rd stands for a Lebesgue measurable set to satisfy ad-
ditional conditions. Based on the definition (1.7), we observe that the main purpose of
Ψ
(α)
Ω (t) is to describe how different are the heat kernels p
(α)
t (x, y)E
t
x,y
[
e−
∫
t
0
ds1Ω(Xs)
]
and p
(α)
t (x, y) in average at time t. One of the main goals of this paper is to reflect how
geometric features about Ω intervene on the small time asymptotic behavior of Ψ
(α)
Ω (t).
The function Ψ
(α)
Ω (t) is called the heat content for the Schro¨dinger operator (−∆)
α
2 +1Ω,
since according to [5], it resembles the heat content for Ω with respect to the process X,
which is defined by
H
(α)
Ω (t) =
∫
Ω
dz1
∫
Ω
dz2 p
(α)
t (z1, z2) =
∫
Ω
dz1 Pz1(Xt ∈ Ω).(1.8)
3In order to motivate our work, we will denote throughout the paper the set of all
Lebesgue measurable sets of Rd by L(Rd) and for Ω ∈ L(Rd) bounded, we will use |Ω|
to represent its Lebesgue measure.
We now proceed to discuss about H
(α)
Ω (t). We point out that H
(α)
Ω (t) is a bounded
function for any Ω ∈ L(Rd) of finite measure since by (1.2) we have
0 ≤ H(α)Ω (t) ≤
∫
Ω
dz1
∫
Rd
dz2 p
(α)
t (z1, z2) =
∫
Ω
dz1 = |Ω| ,(1.9)
for all t ≥ 0. Results concerning the small time asymptotic behavior of H(α)Ω (t) have been
developed in the recent years (see for instance Theorem 3.1 below and [4] for current
developments on the heat content for the Cauchy process) and they shall be essential to
obtain estimates for Ψ
(α)
Ω (t) so that we refer the interested reader to [1, 2, 3] regarding
estimates for the heat content for stable processes and [13, 18] for results concerning more
general Le´vy processes. These results are of great interest because these asymptotic
behaviors involve terms describing geometric features about the underlying set Ω as
volume, surface area, mean curvature, etc. Also, H
(α)
Ω (t) has been used in [2] to obtain
estimates about the behavior of the second term as t→ 0+ for the spectral heat content
defined by
Q
(α)
Ω (t) =
∫
Ω
dxPx (Xs ∈ Ω, ∀s ≤ t) ,(1.10)
whose explicit second order expansion is still unknown for 0 < α < 2 since for the
Brownian motion was proved in [8] for smooth bounded domains Ω ⊆ Rd, d ≥ 2 that
Q
(2)
Ω (t) = |Ω| −
2√
pi
|∂Ω|t1/2 +
(
2−1(d− 1)
∫
∂Ω
M(s)ds
)
t+O(t3/2),
as t ↓ 0. Here, M(s) denotes the mean curvature at the point s ∈ ∂Ω.
Before continuing, we shall make some remarks concerning the heat content and the
spectral heat content to be needed later. We first notice that the spectral heat content
defined in (1.10) can be rewritten in terms of the exit time of X from Ω. That is, if we
define the following random variable
τ
(α)
Ω = inf {s ≥ 0 : Xs ∈ Ωc} ,(1.11)
known as the first exit time from Ω, then
Q
(α)
Ω (t) =
∫
Ω
dxPx
(
t ≤ τ (α)Ω
)
,(1.12)
since the events
{
t ≤ τ (α)Ω
}
and {Xs ∈ Ω, ∀s ≤ t} are identical. Moreover, it follows from
(1.12) that Q
(α)
Ω (t) is a non increasing function with Q
(α)
Ω (0) = |Ω| and
Q
(α)
Ω (t) ≤ H(α)Ω (t),(1.13)
since {Xs ∈ Ω, ∀s ≤ t} ⊆ {Xt ∈ Ω}.
It is noteworthy that the estimates obtained below for Ψ
(α)
Ω (t) come basically from
providing an asymptotic expansion for Ψ
(α)
Ω (t), where the functions H
(α)
Ω (t) and Q
(α)
Ω (t)
are involved (see Theorem 2.1 and Theorem 2.2 below). Hence, this last fact highlights
the deep connection among these functions.
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It should be mentioned that another relevant reason of why to investigate the function
Ψ
(α)
Ω (t) is due to the fact that it is linked to a wide variety of areas in probability since
the stochastic integral ∫ t
0
ds1Ω(Xs),
which is just the total time spent in Ω up to time t by the stable process X appears
in many problems regarding occupation measures, local times and conditional gauge
theorems.
We now carry on with the presentation of our main result. To do so, we require the
concept of finite perimeter for a Lebesgue measurable set which we proceed to define.
We say that a bounded set Ω ∈ L(Rd) has finite perimeter if
0 ≤ sup
{∫
Ω
dxdivϕ(x) : ϕ ∈ C1c (Rd,Rd), ||ϕ||∞ ≤ 1
}
<∞(1.14)
and we denote the last quantity by Per(Ω). The quantity Per(Ω) is called the perimeter
of Ω and coincides with the surface area of Ω provided that Ω has smooth boundary. We
refer the interested reader on specifics about the perimeter of a set to [14, 17, 22].
On the other hand, for 0 < α < 1 and Ω ∈ L(Rd) bounded set, the α-perimeter is
denoted by Pα(Ω) and defined by
Pα(Ω) =
∫
Ω
dy
∫
Ωc
dx
|x− y|d+α .(1.15)
We remark that Pα(Ω) < ∞ provided that Per(Ω) < ∞ and 0 < α < 1 according to
Corollary 2.13 in [21]. Moreover, Pα(Ω) turns out to be linked with celebrated Hardy
and isoperimetric inequalities. We refer the reader to the papers of Z. Q. Chen, R. Song
[11] and R. L. Frank, R. Seiringer [15] for further results involving this quantity. In fact,
it is shown in [15] that there exists λd,α > 0 such that
|Ω|(d−α)/d ≤ λd,α Pα (Ω) ,
with equality if and only if Ω is a ball. It is also proved in [21] and [16] that
lim
α↓0
αPα(Ω) = d |B1(0)| |Ω|,
lim
α↑1
(1− α)Pα(Ω) = Kd Per(Ω),
for some Kd > 0.
With all the geometric objects properly introduced, we continue with the statement
of our main result, but before doing so, we point out that the main purpose of this result
is to tell us how fast Ψ
(α)
Ω (t) goes to zero in terms of an upper bound involving geometric
properties of the set Ω.
Theorem 1.1. Let d ≥ 2 be an integer. Consider Ω ∈ L(Rd) a bounded set with
Per(Ω) <∞ and nonempty interior.
(i) Consider α ∈ (1, 2] and set
c∗α =
α2 Γ
(
1− 1α
)
pi(1 + α)(1 + 2α)
.
5Then, we have for all t > 0 that
Ψ
(α)
Ω (t) + t
(
t
2
− 1
)
|Ω| ≤ |Ω|
3!
t3 + c∗αPer(Ω)t
2+ 1
α(1.16)
and
lim
t→0+
Ψ
(α)
Ω (t) + t
(
t
2 − 1
) |Ω|
t2+
1
α
= c∗αPer(Ω).(1.17)
(ii) For α = 1, there exists a constant γd(Ω) > 0 such that
Ψ
(1)
Ω (t) + t
(
t
2
− 1
)
|Ω| ≤ γd(Ω)t3 + Per(Ω)
3!pi
t3 ln
(
1
t
)
provided that 0 < t < min
{
diam(Ω), e−1
}
where diam(Ω) = sup {|x− y| : x, y ∈ Ω}.
As a result,
lim
t→0+
Ψ
(1)
Ω (t) + t
(
t
2 − 1
) |Ω|
t3 ln
(
1
t
) ≤ Per(Ω)
3!pi
.
(iii) Consider 0 < α < 1. Then, for all t > 0, we obtain that
Ψ
(α)
Ω (t) + t
(
t
2
− 1
)
|Ω| ≤ t
3
3!
(|Ω|+ cα,dPα(Ω))(1.18)
with Pα(Ω) and cα,d as defined in (1.15) and (1.4), respectively. Furthermore,
lim
t→0+
Ψ
(α)
Ω (t) + t
(
t
2 − 1
) |Ω|
t3
=
1
3!
(|Ω|+ βα,dPα(Ω))
with βα,d as defined in (1.5).
The paper is organized as follows. In §2, we develop the main tools to be used in
the proof of Theorem 1.1. Finally, in §3, we provide the proof of our main result by
appealing to estimates about H
(α)
Ω (t) shown in [1].
2. preliminaries results
In this section, we shall develop the main tools to prove Theorem 1.1 by employing
some of the techniques found in [5] and [7].
We begin by introducing some notation to conveniently express our formulas below.
Consider k ∈ N and Ω ⊆ Rd. We set
Ωk = {(w1, w2, ..., wk) : wj ∈ Ω, j = 1, ..., k} ,(2.1)
Ik =
{
(λ1, λ2, ..., λk) ∈ [0, 1]k : 0 < λ1 < λ2 < ... < λk < 1
}
,
and dz(k) = dzkdzk−1...dz1 for zj ∈ Rd, j = 1, ..., k. Also, we define h(k)Ω : Rk+ → R+ by
h
(k)
Ω (t, a1, ..., ak−1) =
∫
Ωk
dz(k)
k−1∏
j=1
p
(α)
taj (zj, zj+1).(2.2)
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Remark 2.1. At this point, we note that the key ingredient in our results is the knowledge
about the behavior of h
(2)
Ω (t, a) for a > 0 fixed as t → 0+ since this function is equal to
the heat content H
(α)
Ω (at). However, in order to obtain better estimates for Ψ
(α)
Ω (t) is
required to know how the functions h
(k)
Ω (t) behave for small time provided that k ≥ 3 and
this is an open problem so far.
We now recall that the finite dimensional distributions of the stable bridge process
(see [7], [9] and references therein for details) are given by
P
t
x,y (Xs1 ∈ dz1, Xs2 ∈ dz2, ..., Xsk ∈ dzk)(2.3)
=
dz(k)
p
(α)
t (x, y)
p(α)s1 (x, z1)

k−1∏
j=1
p
(α)
sj+1−sj (zj , zj+1)

 p(α)t−sk(zk, y),
where 0 < s1 < ... < sk < t and x, y ∈ Rd.
The following proposition shows that the function Ψ
(α)
Ω (t) is bounded provided that
Ω ⊆ Rd is a Lebesgue measurable set of finite measure.
Proposition 2.1. Let Ω ∈ L(Rd) have finite measure. Then, for all t ≥ 0, we have that
0 ≤ Ψ(α)Ω (t) ≤ t|Ω|.
Proof. By appealing to the basic inequality 0 ≤ 1− e−w ≤ w for w ≥ 0, we obtain that
0 ≤ Ψ(α)Ω (t) ≤
∫
Rd
dx
∫
Rd
dy p
(α)
t (x, y)E
t
x,y
[∫ t
0
ds1Ω(Xs)
]
.(2.4)
Now, by using Fubini’s theorem and the finite distribution of the stable bridge provided
in (2.3), we arrive at
E
t
x,y
[∫ t
0
ds1Ω(Xs)
]
=
∫ t
0
dsEtx,y [1Ω(Xs)] =
∫ t
0
ds
∫
Rd
P
t
x,y(Xs ∈ dz)1Ω(z)
=
∫ t
0
ds
∫
Ω
dz
p
(α)
s (x, z)p
(α)
t−s(z, y)
p
(α)
t (x, y)
.
Therefore, due to the last identity, the inequality (2.4) and Fubini’s theorem, we conclude
that
0 ≤ Ψ(α)Ω (t) ≤
∫ t
0
ds
∫
Ω
dz
∫
Rd
dx p(α)s (x, z)
∫
Rd
dy p
(α)
t−s(z, y) = t|Ω|,
where we have used (1.2) to obtain the last identity. 
Our next result consists in a generalization of a conclusion contained in the proof of
the last proposition. Additionally, it also shows us where the spectral heat content comes
into play.
Theorem 2.1. Let Ω ∈ L(Rd) have finite measure. Consider k ∈ N and Q(α)Ω (t) as
defined in (1.10). Define
T
(k)
Ω (t) =
∫
Rd
dx
∫
Rd
dy p
(α)
t (x, y)E
t
x,y
[(∫ t
0
ds1Ω(Xs)
)k]
.(2.5)
Then, for all t ≥ 0, we have that
7(a) tkQ
(α)
Ω (t) ≤ T (k)Ω (t) ≤ tk|Ω|,
(b)
T
(k)
Ω (t) = k! t
k
∫
Ik
dλ(k)h
(k)
Ω (t, λ2 − λ1, ..., λk − λk−1)
with Ik and h
(k)
Ω as defined in (2.1) and (2.2), respectively.
Furthermore,
lim
t→0+
t−k T
(k)
Ω (t) = |Ω| .(2.6)
Proof. To begin with, we notice that(∫ t
0
ds1Ω(Xs)
)k
≤ tk−1
∫ t
0
ds1Ω(Xs)
which in turn implies by the definition of T
(k)
Ω (t) in (2.5) that
T
(k)
Ω (t) ≤ tk−1T (1)Ω (t).(2.7)
Now, we remark that the proof of Proposition 2.1 asserts that T
(1)
Ω (t) = t|Ω| so that
together with (2.7) yield the upper bound described in part (a).
On the other hand, we recall the following identity established in [24], which says that
(2.8)
(∫ 1
0
du V˜ (u)
)k
= k!
∫
Ik
dλ(k)
k∏
j=1
V˜ (λj),
for any V˜ : [0, 1]→ R+ Lebesgue measurable positive function. Next, by observing that∫ t
0
ds1Ω(Xs) = t
∫ 1
0
du1Ω(Xtu),
we arrive due to an application of (2.8) with V˜ (u) = 1Ω(Xtu) at
(2.9)
(∫ t
0
ds1Ω(Xs)
)k
= k! tk
∫
Ik
dλ(k)
k∏
j=1
1Ω(Xtλj ).
Thus, because of the formula (2.3), we obtain that
E
t
x,y

 k∏
j=1
1Ω(Xtλj )

 = ∫
Rkd
P
t
x,y (Xtλ1 ∈ dz1, ..., Xtλk ∈ dzk)
k∏
j=1
1Ω(zj)
is also equal to
∫
Ωk
dz(k)
p
(α)
t (x, y)
p
(α)
tλ1
(x, z1)

k−1∏
j=1
p
(α)
t(λj+1−λj)
(zj+1, zj)

 p(α)t(1−λk)(zk, y).(2.10)
Next, it follows from Fubini’s theorem and (2.5) that T
(k)
Ω (t) can be rewritten as
k! tk
∫
Ik
dλ(k)
∫
Rd
dx
∫
Rd
dy p
(α)
t (x, y)E
t
x,y

 k∏
j=1
1Ω(Xtλj )

 .
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Therefore, by appealing to (2.10), (1.2) and Fubini’s theorem again, we obtain that
T
(k)
Ω (t) is equal to
k! tk
∫
Ik
dλ(k)
∫
Rd
dx p
(α)
tλ1
(x, z1)
∫
Ωk
dz(k)
k−1∏
j=1
p
(α)
t(λj+1−λj)
(zj+1, zj)
∫
Rd
dy p
(α)
t(1−λk)
(zk, y)
= k!tk
∫
Ik
dλ(k)h
(k)
Ω (t, λ2 − λ1, ..., λk − λk−1)
with Ik and h
(k)
Ω as defined in (2.1) and (2.2), respectively. Thus, we conclude part (b).
In order to obtain the lower bound in part (a), we consider the exit time τ
(α)
Ω defined
in (1.12) and notice that the following expectation Etx,y
[(∫ t
0
ds1Ω(Xs)
)k]
which can be
regarded as
E
t
x,y
[(∫ t
0
ds1Ω(Xs)
)k
; t ≤ τ (α)Ω
]
+ Etx,y
[(∫ t
0
ds1Ω(Xs)
)k
; t > τ
(α)
Ω
]
is bounded below by
E
t
x,y
[(∫ t
0
ds1Ω(Xs)
)k
; t ≤ τ (α)Ω
]
= tk Ptx,y
(
t ≤ τ (α)Ω
)
where the last identity is a consequence of the fact that
∫ t
0 ds1Ω(Xs) = t under the
event
{
t ≤ τ (α)Ω
}
= {Xs ∈ Ω, ∀s ≤ t}. Therefore, based on our previous estimates and
definitions, we arrive at
t−kT
(k)
Ω (t) ≥
∫
Rd
dx
∫
Rd
dy p
(α)
t (x, y)P
t
x,y
(
t ≤ τ (α)Ω
)
(2.11)
≥
∫
Ω
dx
∫
Ω
dy p
(α)
t (x, y)P
t
x,y
(
t ≤ τ (α)Ω
)
.
Now, since Xt has a density which is absolutely continuous with respect to the Lebesgue
measure, it follows by appealing to conditional probabilities that
Px
(
t ≤ τ (α)Ω
)
=
∫
Rd
dy Px
(
t ≤ τ (α)Ω |Xt = y
)
p
(α)
t (x, y)
=
∫
Ω
dy Ptx,y
(
t ≤ τ (α)Ω
)
p
(α)
t (x, y).
Hence, by combining (2.11) and (1.10) together with the last identity, we have shown
that t−kT
(k)
Ω (t) ≥ Q(α)Ω (t). This finishes the proof of part (a).
To conclude (2.6) and the proof of the theorem, it suffices to show due to part (a)
that lim
t→0+
Q
(α)
Ω (t) ≥ |Ω|. To prove this, we turn to Fatou’s Lemma and (1.10) to obtain
that
lim
t→0+
Q
(α)
Ω (t) ≥
∫
Ω
dx lim
t→0+
Px(t ≤ τ (α)Ω ) =
∫
Ω
dxPx(0 ≤ τ (α)Ω ) =
∫
Ω
dx = |Ω| .

9The following result shows us how the function Ψ
(α)
Ω (t) is related to the heat content
of Ω with respect to the stable process X.
Theorem 2.2. Let Ω ∈ L(Rd) have finite measure and consider the heat content H(α)Ω (t)
defined in (1.8). Then, there exists a nonnegative function R(t) such that for all t ≥ 0,
we have that
Ψ
(α)
Ω (t) + t
(
t
2
− 1
)
|Ω| = t2
∫ 1
0
dλ1
∫ 1
λ1
dλ2
(
|Ω| −H(α)Ω (t(λ2 − λ1))
)
+R(t).(2.12)
Moreover,
(i) for all t ≥ 0, we have
e−t
3!
T
(3)
Ω (t) ≤ R(t) ≤
|Ω|
3!
t3,
with T
(3)
Ω (t) as defined in Theorem 2.1 and
(ii)
lim
t→0+
R(t)
t3
=
|Ω|
3!
.
Proof. By using the well known Taylor expansion of the exponential function of order 2,
we have that 1 − e−x = x − 12x2 + e−θx x
3
3! for some 0 < θx < x. Hence, this expansion
combined with (1.7) and (2.5) yield
Ψ
(α)
Ω (t) = T
(1)
Ω (t)−
1
2
T
(2)
Ω (t) +R(t),(2.13)
where
R(t) =
1
3!
∫
Rd
dx
∫
Rd
dy p
(α)
t (x, y)E
t
x,y
[
e−Θt
(∫ t
0
ds1Ω(Xs)
)3]
with Θt a random variable satisfying
0 < Θt <
∫ t
0
ds1Ω(Xs) ≤ t.
Thus, part (i) follows from the fact that e−t ≤ e−Θt ≤ 1, the definition of R(t) and
Theorem 2.1.
On the other hand, (ii) is easily obtained by combining part (i) together with the
results established in Theorem 2.1.
Finally, we observe that T
(1)
Ω (t) = t|Ω| and
T
(2)
Ω (t) = 2!t
2
∫ 1
0
dλ1
∫ 1
λ1
dλ2 h
(2)
Ω (t, λ2 − λ1).
Now, notice that (2.2) and (1.8) imply h
(2)
Ω (t, λ2 − λ1) = H(α)Ω (t(λ2 − λ1)) so that (2.13)
and our previous estimates allow us to conclude that
Ψ
(α)
Ω (t) = t |Ω| − t2
∫ 1
0
dλ1
∫ 1
λ1
dλ2H
(α)
Ω (t(λ2 − λ1)) +R(t).
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Therefore, the desired identity (2.12) is obtained by adding at both sides of the last
expression the term
|Ω|
2
t2 = t2
∫ 1
0
dλ1
∫ 1
λ1
dλ2 |Ω| .

3. proof of theorem 1.1
The proof of our main result relies on the following theorem regarding estimates for
the heat content H
(α)
Ω (t) whose proofs can be found in [1].
Theorem 3.1. Let d ≥ 2 be an integer and consider Ω ∈ L(Rd) a bounded set with
nonempty interior satisfying that Per(Ω) <∞.
(a) Let α ∈ (1, 2]. Then, the following inequality holds for all t > 0.
|Ω| −H(α)Ω (t) ≤
t
1
α
pi
Γ
(
1− 1
α
)
Per(Ω).(3.1)
Furthermore,
lim
t→0+
|Ω| −H(α)Ω (t)
t
1
α
=
1
pi
Γ
(
1− 1
α
)
Per(Ω).(3.2)
(b) For α = 1, we have for all 0 < t < min
{
diam(Ω), e−1
}
that
|Ω| −H(1)Ω (t) ≤ λ(Ω)t +
1
pi
Per(Ω)t ln
(
1
t
)
.(3.3)
Here,
λ(Ω) =
|Ω| Ad κd
diam(Ω)
+
Per(Ω)
pi
(
ln(diam(Ω)) +
∫ 1
0
dr rd
(1 + r2)
d+1
2
)
,
κd as given in (1.3) and Ad is the surface area of the unit ball in R
d. In partic-
ular, we arrive at
lim
t→0+
|Ω| −H(1)Ω (t)
t ln
(
1
t
) ≤ 1
pi
Per(Ω).(3.4)
(c) For 0 < α < 1,
lim
t→0+
|Ω| −H(α)Ω (t)
t
= βα,d Pα(Ω),(3.5)
with Pα(Ω) and βα,d as provided in (1.15) and (1.5), respectively.
We now proceed with the proof of Theorem 1.1.
Proof of part (i): By Theorem 2.2 and (3.1), we deduce for all t > 0 that
Ψ
(α)
Ω (t) + t
(
t
2
− 1
)
|Ω| ≤ 1
pi
Γ
(
1− 1
α
)
t2+
1
αPer(Ω)
∫ 1
0
dλ1
∫ 1
λ1
dλ2 (λ2 − λ1)
1
α +
t3
3!
|Ω| .
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Thus, (1.16) follows from above inequality and the fact that∫ 1
0
dλ1
∫ 1
λ1
dλ2 (λ2 − λ1)
1
α =
α2
(1 + α)(1 + 2α)
.
Now, it is easy to see that (1.16) and the fact that 1 < α ≤ 2 imply
lim
t→0+
Ψ
(α)
Ω (t) + t
(
t
2 − 1
) |Ω|
t2+
1
α
≤ lim
t→0+
( |Ω|
3!
t1−
1
α + c∗αPer(Ω)
)
= c∗αPer(Ω).
Next, we notice that the right hand side of (2.12) is a sum of two nonnegative terms
because of (1.9) and Theorem 2.2 so that an application of Fatou’s Theorem to (2.12)
yields that
lim
t→0+
Ψ
(α)
Ω (t) + t
(
t
2 − 1
) |Ω|
t2+
1
α
≥
∫ 1
0
dλ1
∫ 1
λ1
dλ2 (λ2 − λ1) 1α lim
t→0+
|Ω| −H(α)Ω (t(λ2 − λ1))
(t(λ2 − λ1))
1
α
= c∗αPer(Ω),
where the last equality comes from the limit given in (3.2) and our previous computa-
tions. Therefore, the limit (1.17) holds true.
Proof of part (ii): we start by providing the values of the following integrals to be
needed below. ∫
I2
dλ(2)(λ2 − λ1) = 1
3!
,(3.6) ∫
I2
dλ(2)(λ2 − λ1) ln(λ2 − λ1) = − 5
36
.
Now, by (3.3) we have for λ2 − λ1 > 0 that |Ω| − H(1)Ω (t(λ2 − λ1)) is bounded above
by
λ(Ω)(λ2 − λ1)t+ 1
pi
Per(Ω)t(λ2 − λ1) ln
(
1
t(λ2 − λ1)
)
.
Next, due to the basic properties of the logarithmic function, we observe that the last
expression can be written as[
λ(Ω)(λ2 − λ1)− Per(Ω)
pi
(λ2 − λ1) ln (λ2 − λ1)
]
t+
Per(Ω)
pi
(λ2 − λ1) t ln
(
1
t
)
.
Consequently, it follows from Theorem 2.2 and (3.6) that Ψ
(1)
Ω (t)+t
(
t
2 − 1
) |Ω| is bounded
above by ( |Ω|+ λ(Ω)
3!
+
5
36pi
Per(Ω)
)
t3 +
Per(Ω)
3!pi
t3 ln
(
1
t
)
.
Therefore, the desired conclusion easily follows from our previous estimates by taking
γd(Ω) =
|Ω|+ λ(Ω)
3!
+
5
36pi
Per(Ω).
Proof of part (iii): we observe that (1.2) implies for all z1 ∈ Rd
1 =
∫
Rd
dz2 p
(α)
t (z1, z2) =
∫
Ω
dz2 p
(α)
t (z1, z2) +
∫
Ωc
dz2 p
(α)
t (z1, z2).
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Thus, because of the definition of the heat content given in (1.8), we arrive at
|Ω| −H(α)Ω (t) =
∫
Ω
dz1
∫
Ωc
dz2 p
(α)
t (z1, z2).
Next, by appealing to inequality (1.4), the last identity and (1.15), we obtain that
|Ω| −H(α)Ω (t(λ2 − λ1)) is bounded above by
t cα,d(λ2 − λ1)
∫
Ω
dz1
∫
Ωc
dz2
|z1 − z2|d+α
= t cα,d(λ2 − λ1)Pα(Ω)(3.7)
for all t > 0 and λ2 − λ1 > 0. Notice that the function λ2 − λ1 ∈ L1(I2) by (3.6) and
lim
t→0+
|Ω| −H(α)Ω (t(λ2 − λ1))
t
= βα,d(λ2 − λ1)Pα(Ω)
so that an application of Lebesgue dominated convergence Theorem shows that
lim
t→0+
∫ 1
0
dλ1
∫ 1
λ1
dλ2
(
|Ω| −H(α)Ω (t(λ2 − λ1))
t
)
=
βα,d
3!
Pα(Ω).
Thus, by Theorem 2.2, we deduce that
lim
t→0+
Ψ
(α)
Ω (t) + t
(
t
2 − 1
) |Ω|
t3
= lim
t→0+
∫ 1
0
dλ1
∫ 1
λ1
dλ2
(
|Ω| −H(α)Ω (t(λ2 − λ1))
t
)
+
R(t)
3!
=
1
3!
(βα,d Pα(Ω) + |Ω|) .
Finally, Theorem 2.2 and (3.7) show that
Ψ
(α)
Ω (t) + t
(
t
2
− 1
)
|Ω| ≤ 1
3!
(cα,d Pα(Ω) + |Ω|)
and this completes the proof of our main result.
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