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1
0 Introduction
Classically, the Weierstrass function σ(u) is defined through the Weierstrass elliptic function
℘(u),
σ(u) = u exp
(∫ u
0
∫ u
0
(
1
u2
− ℘(u)
)
dudu
)
.
The modern approach is to define the sigma function starting from a general elliptic curve.
However, in this introduction, we treat only the curve (Weierstrass form) defined by
(0.1) y2 = x3 + µ4x+ µ6,
since the theory of heat equations is rather incomplete for general elliptic curves. Here we
should be conscious of the field of definition of the curve. For this curve, we define the function
σ(u) by
(0.2) σ(u) =
(2π
ω′
)1/2
∆−
1
8 exp
(
− 12ω
′−1η′u2
)
· ϑ
[ 1
2
1
2
]
(ω−1u, ω′′/ω′)
where ∆ = −16(4µ4
3 + 27µ6
2) is the discriminant of the curve, and ω′, ω′′, η′, and η′′ are the
periods of the two differential forms (though η′′ does not appear explicitly)
dx
2y
,
xdx
2y
and with respect to a pair of fixed standard closed paths α1 and β1 which represents a symplectic
basis of the first homology group. The last part of (0.2) is Jacobi’s theta series defined by
(0.3) ϑ
[
b
a
]
(z, τ) =
∑
n∈Z
exp 2πi
(
1
2τ(n+ b)
2 + (n+ b)(z + a)
)
(a, b ∈ 12Z).
From now on, we suppose the function σ(u) is defined by (0.2). In using this definition, it is
not clear that σ(u) is independent of the choice of α1 and β1. Indeed, both of the later part
(Jacobi’s theta series) of (0.2) and former part are not invariant when we choose another pair
of α1 and β1. However these changes offset each other and σ(u) itself is invariant.
Using the Dedekind eta function η(τ) (not to be confused with the ηs above and in Section
1.1), the discriminant ∆ of the curve above is given by ∆ =
(
2π
ω′
)12
η(ω′′/ω′)24, and the first
terms in (0.2) can be explicitly written as
(0.4)
(2π
ω′
)1/2
∆−
1
8 = −
ω′
2π
η(ω′′/ω′)−3.
Although ∆ is invariant with respect to a change of α1 and β1, both sides of (0.4) and ω
′ are
not invariant. The function σ(u) has a power series expansion at the origin as follows:
(0.5)
σ(u) = u
∑
n4,n6≧0
b(n4, n6)
(µ4u
4)n4(µ6u
6)n6
(1 + 4n4 + 6n6)!
= u+ 2µ4
u5
5!
+ 24µ6
u7
7!
− 36µ24
u9
9!
− 288µ4µ6
u11
11!
+ · · · ,
where b(n4, n6) ∈ Z. (This expansion also shows the independence of σ(u) with respect to
2
the choice of α1 and β1). One of the motivations of a theory of heat equations for the sigma
functions is to know a recurrence relation for b(n4, n6). But, there is another motivation as
follows. For an arbitrary non-singular curve, especially a plane telescopic curve, there is an
intrinsic definition (characterization) of its sigma function (see Proposition 2.1). It would be
useful to have a theorem such that the sigma function is expressed in a similar form as (0.2).
Indeed it is not so difficult to show that the natural generalization of the right hand side of
(0.2), except for the factor (0.4), satisfies such a characterization. However, except for curves
of genus one and two, the validity of the expression including the natural generalization of the
factor (0.4) was not yet known. We shall discuss this again at the end of this introduction.
It is well known that the sigma function for a general non-singular algebraic curve is ex-
pressed by Riemann’s theta series with a characteristic coming from the Riemann constant of
the curve multiplied by some exponential factor and some constant factor. The last constant
factor might be a natural generalization of (0.4). However, the authors believe that there is no
proof on the determination of the last constant except in genus one and two (we mention this
again later). To fix the last constant is another motivation of the theory.
Now we review the classical theory of the heat equations for σ(u). Let z and τ be com-
plex numbers with the imaginary part of τ positive. We define L = 4πi ∂∂τ and H =
∂2
∂z2 .
Then Jacobi’s theta function (0.3) satisfies the following equation, which is known as the heat
equation,
(0.6) (L−H)ϑ
[
b
a
]
(z, τ) = 0.
Weierstrass’ result in [24] is regarded as an interpretation of (0.6) in the form attached to
his function σ(u), which is displayed as (0.13) below. Strictly speaking, he did not interpret
it directly, but by repeated technical integrations from the well-known differential equation
satisfied by the ℘(u), to eventually obtain a recurrence relation (extract from Subsection 3.2)
(0.7)
b(n4, n6) =
2
3(4n4 + 6n6 − 1)(2n4 + 3n6 − 1)b(n4 − 1, n6)
− 83(n6 + 1)b(n4 − 2, n6 + 1) + 12(n4 + 1)b(n4 + 1, n6 − 1)
for the coefficients in the power series expansion of σ(u) as in (0.5) (see also [20]).
Frobenius and Stickelberger approached the same result via a different method. In the
paper [10] by Frobenius and Stickelberger, which was published in the same year as [24], using
(0.8) ℘(u) =
1
u2
+
g2
20
u2 +
g3
28
u4 +
g2
2
1200
u6 + · · ·
and a corresponding expansion of the Weierstrass function ζ(u), with
(0.9) g2 = 60
∑
(n′,n′′)6=(0,0)
1
(n′ω′ + n′′ω′′)4
, g3 = 140
∑
(n′,n′′)6=(0,0)
1
(n′ω′ + n′′ω′′)6
,
they obtained the formulae
ω′
∂g2
∂ω′
+ ω′′
∂g2
∂ω′′
= −4g2, ω
′∂g3
∂ω′
+ ω′′
∂g3
∂ω′′
= −6g3,
η′
∂g2
∂ω′
+ η′′
∂g2
∂ω′′
= −6g3, η
′ ∂g3
∂ω′
+ η′′
∂g3
∂ω′′
= −
1
3
g2
2
and hence
(0.10)
ω′
∂
∂ω′
+ ω′′
∂
∂ω′′
= −4g2
∂
∂g2
− 6g3
∂
∂g3
,
η′
∂
∂ω′
+ η′′
∂
∂ω′′
= −6g3
∂
∂g2
−
1
3
g2
2 ∂
∂g3
.
On p.326 of [10], we find the same system of heat equations as in [24]. Observing the work
of Weierstrass from the viewpoint of the paper [6], the left hand sides of (0.10) correspond to
L = 4πi ∂∂τ , namely the operations with respect to the period integrals τ or {ω
′, ω′′, η′, η′′} of
the curve, which fit the expression (0.2); while, the right hand sides of (0.10) is an interpretation
of such operations in order to fit the expansion (0.5) of (0.2) given by [24]. Although we
suspect there are fruitful correspondences between Weierstrass, Frobenius, and Stickelberger,
the authors have no details of these.
It appears difficult to generalize the Weierstrass method to the higher genus cases. There
is some hint in the work of Frobenius-Stickelberger to generalize the result to the higher genus
case. In order to do so, it seems necessary to have generalization of relations (0.10). But we
do not have naive generalizations of (0.8) and (0.9).
Recently Buchstaber and Leykin succeeded to generalize the above results to the sigma
functions of higher genus curves ([6], see also [3, 4, 5]). In [6], Buchstaber and Leykin generalize
(0.10) to higher genus curves by using the first cohomology (over the base field) given by the
differential forms of the second kind modulo the exact forms (see Section 2.2). The paper [6] is
our main reference for our work. Understanding that paper requires some background on the
basic theory of heat equations and singularity theory, so we will summarize their arguments in
a self-contained way.
We shall explain their method by taking the curve (0.1) as an example. Firstly, we introduce
a certain heat equation (primary heat equation) satisfied by a certain function defined in (0.11)
below, which is a generalization of the individual terms of the series appearing in the definition
(0.2) of σ(u). Let
L ∈ Q[µ4, µ6]
∂
∂µ4
⊕Q[µ4, µ6]
∂
∂µ6
be an arbitrary element. We denote by H1 the space of the first cohomology (over the base
field) given by the differential forms of the second kind modulo the exact forms (see Section
2.2, especially (1.11)). Thanks to a lemma due to Chevalley (Lemma 2.5), we see that ∂∂µj acts
on H1 and the operator L acts naturally on H1. Let
ΓL =
[
−β α
−γ β
]
be the representation matrix of L (see (2.6)), which is called a Gauss-Manin connection in [6].
Then we see that α, β, and γ belong to Q[µ4, µ6]. Take a symplectic base (
dx
2y ,
xdx
2y ) of H
1 with
respect to a naturally defined inner product in H1 (See (1.6)). Taking integrals along the set
of closed paths α1 and β1 which is a homology basis of the curve, we see the action of L gives
a linear transform of the period matrix (see (1.7))
Ω =
[
ω′ ω′′
η′ η′′
]
,
4
which is also represented by ΓL (see (2.7)). Moreover, we introduce another operator
HL = 12 [
∂
∂u u ]
[
α β
β γ
][ ∂
∂u
u
]
=
1
2
(
α
∂2
∂u2
+ 2β u
∂
∂u
+ γ u2 + β
)
.
Then the function
(0.11) G(b, u,Ω) =
(
2π
ω′
) 1
2
exp
(
− 12η
′ω′−1u2
)
exp
(
2πi
(
1
2ω
′−1ω′′b′′
2
+ b′′(ω′−1u+ b′)
))
,
where b = [ b′ b′′ ] is an arbitrary constant vector, satisfies the heat equation
(0.12) (L−HL)G(b, u,Ω) = 0.
We call this and its generalization (Theorem 2.20) the primary heat equation. To check the
validity of (0.12) is difficult, and no details are given by Buchstaber and Leykin, and the
description of this equation in [6] is not entirely consistent.
We denote the expression of the right hand side (0.2) without ∆−
1
8 by σ˜(u) (see (2.25)).
According to the above equation and the fact that that σ˜(u) is a infinite sum of the G(b, u,Ω)s
for various b′ and b′′, we see that (L−HL) σ˜(u) = 0.
At the next stage, we shall find suitable Ls which give rise to a system of heat equations
which are satisfied by the right hand side of (0.2), including the factor ∆−
1
8 . It is easy to see
that such an operator must belong to the tangent space of the discriminant ∆ (see the former
part of Subsection 2.4). We import techniques of calculation from singularity theory to get ∆
(Lemma 2.39) as well as its tangent space. This stage is carried out in Subsections 2.4 and 2.5
and the result is given in (2.38). For the curve 0.1, the operators finally obtained are
L0 = 4µ4
∂
∂µ4
+ 6µ6
∂
∂µ6
, L2 = 6µ6
∂
∂µ4
−
4
3
µ4
2 ∂
∂µ6
,
which are, of course, exactly same as those in [24] and [10]. The paper [6] uses knowledge of
singularity theory and succeeds in generalizing nicely the result of Weierstrass and Frobenius-
Stickelberger.
Here, we shall summarize the system of heat equations for the curve (0.1)
(0.13)
(L0 −H
L0)σ(u) =
(
4µ4
∂
∂µ4
+ 6µ6
∂
∂µ6
− u
∂
∂u
+ 1
)
σ(u) = 0,
(L2 −H
L2)σ(u) =
(
6µ6
∂
∂µ4
−
4
3
µ4
2 ∂
∂µ6
−
1
2
∂2
∂u2
+
1
6
µ4u
2
)
σ(u) = 0,
which is a consequence of (3.6). For the general curves, the corresponding result is given as
Theorem 2.49 in the text.
It is very important to determine whether the system of heat equations obtained characterize
the sigma function. For the genus one case, it was seen by Weierstrass that the recurrence (0.7)
determines all the coefficients if we give an arbitrary value for b(0, 0). That is, the solution
space of (0.7), as well as (0.13), is of dimension one.
For a general non-singular curve, we consider the multivariate function σ(u) defined simi-
larly to (0.2). We can check that the operators obtained (of Theorem 2.49) kill σ(u). However,
it is not clear whether the solution space is of dimension one over the base field. The authors
could not find any reason which suggests that the solution space is one dimensional. We spec-
ulate that the system of heat equations for a curve of modality 0 (explained below) might not
5
characterize the sigma function.
Nevertheless, we shall show that, for any curve of genus less than or equal to three, the
solution space is one dimensional by giving an explicit recurrence relation from the system
of heat equations obtained, which is described in Section 3. Although our main result is in
Subsections 3.5, 3.4, 3.7, and 3.6, we give a number of useful results, which may be known
by specialists but are not well known to other researchers, with detailed proofs in Section 2
and Subsection 3.1. Subsection 3.2 reproduces the classical result and it would be helpful to
read the following Subsections. Subsection 3.3 is rewritten in a slightly different formulation
(Hurwitz-type series expansion of σ(u)) from [5].
In this work, the family of curves which we will investigate are called (n, s)-curves or plane
telescopic curve (see Section 1.1 for its definition). We shall explain a notion called modality,
which is introduced by Arnol’d (see 1.3 for details). For any coprime positive integers (e, q) with
e < q, we consider the deformation of the singularity at the origin of the curve ye = xq. Then
any deformed curve is called a plane telescopic curve. The number of parameters necessary for
such deformation is less than or equal to (e − 1)(q − 1) that is twice the genus of the generic
deformed curve. The difference between this number and (e− 1)(q − 1) is called the modality
of this deformation. For instance, the curve (0.1) is regarded as a deformation of y2 = x3
with two parameters µ4 and µ6, which is equal to twice its genus (i.e. 2 = 1 × 2). So that
the modality is 0 in this case. It is known that any hyperelliptic curve as well as any elliptic
curve is of modality 0. There are only two kinds of non-hyperelliptic plane telescopic curves of
modality 0, which are trigonal quartic curve (genus three) ((3, 4)-curve) and trigonal quintic
curve (genus four) ((3, 5)-curve). In this paper we treat those curves of modality 0 except for
the (3, 5)-curve, which we leave to a description elsewhere. For a general hyperelliptic curve,
we give its corresponding system of heat equations in Lemma 3.1. For any plane telescopic
curve, we gave a simple formula for its modality in Proposition 1.16.
We shall mention two additional consequences of this theory. Firstly, for hyperelliptic curves
of genus less than or equal to three, we again prove partially the result of [19] on Hurwitz
integrality of the expansion of the sigma function. For example it is obvious from (0.7) that
b(n4, n6) ∈ Z[
1
3 ]. Similar results are shown for the hyperelliptic curves of genus two and three.
This idea was suggested to Y.Oˆ. by Buchstaber. Secondly, this theory of heat equations in
turn helps the construction of the sigma function, as explained in Lemma 4.17 of [5] (see also
Section 2.6). The formula (0.2) is well-known for the curve (0.1), and its generalization (see
(2.3)) is proved for the genus two hyperelliptic curve by Grant [12] by using Thomae’s formula.
For any curve in the family we have investigated, there is a rough explanation in Lemma 2.3
in p.98 of [4], but without using Thomae’s formula. We give a detailed proof of this for the
curves of genus less than or equal to three, which is a quote from Lemma 4.17 of [5].
Finally, one of the authors S.Y. wishes to point out to the reader that his contribution on
this paper is limited to the proof of the case e = 2 in Lemma 2.41.
Acknowledgements : We are grateful to Christophe Ritzenthaler who explained Sylvester’s algo-
rithm, which is very useful to compute the discriminants for curves of genus less than or equal
to three. We would also like to thank Julia Bernatska who explained some of the details of the
practical implementation of the algorithm behind the genus two example in [6]. We would like
to thank Toshizumi Fukui for bringing Zakalyukin’s paper to our attention. This research is
supported by JSPS grant 25400010, and 16K05082.
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1 Preliminaries
1.1 The curves
We shall use e and q instead of n and s of (n, s)-curves, respectively. Although the name
(n, s)-curve (which comes from singularity theory) is used by Buchstaber and Leykin in their
papers, we wish to avoid confusion with the many n used as subscripts in sections from Section
3 onward, and the use of s for Schur polynomials in Subsection 2.1. Let e and q be two fixed
positive integers such that e < q and gcd(e, q) = 1. We define, for these integers, a polynomial
of x and y
(1.1) f(x, y) = ye − p1(x)y
e−1 − · · · − pe−1(x)y − pe(x),
where pj(x) is a polynomial of x of degree ⌈
jq
e ⌉ or smaller and its coefficients are denoted by
(1.2) pj(x) =
∑
k:jq−ek>0
µjq−ek x
k (1 ≤ j ≤ e− 1), pe(x) = x
q + µe(q−1)x
q−1 + · · ·+ µeq.
Please note that the sign at the front of each pj(x) with j 6= e in f(x, y) is different from
previous papers written by the authors. The base ring over which we work is quite general.
However, for simplicity we start by letting it be the field C of complex numbers and assume
the µis to be constants belonging to this field. Let C = C
e,q
µ be the projective curve defined by
(1.3) f(x, y) = 0
having a unique point∞ at infinity. This should be called an (e, q)-curve following Buchstaber,
Enolskii, and Leykin [7], or a plane telescopic curve after the paper [16]. If this is non-singular,
its genus is (e− 1)(q − 1)/2, which is denoted by g whether C is non-singular or singular:
g =
(e− 1)(q − 1)
2
.
As the general elliptic curve is defined by an equation of the form
y2 − (µ1x+ µ3)y = x
3 + µ2x
2 + µ4x+ µ6,
the curves C discussed here are a natural generalization of elliptic curves.
We introduce a weight function as follows:
wt(µj) = −j, wt(x) = −e, wt(y) = −q.
Then all the equations for functions, power series, differential forms, and so on in this paper
are of homogeneous weight. For example, wt(f(x, y)) = −eq.
We give the following definitions as in [19]. For the given pair (e, q) (q > e > 0, gcd(e, q) = 1)
with g = (e−1)(q−1)2 , we define the Weierstrass non-gap sequence
(1.4) w1, w2, · · · , wg
as an increasing sequence of positive integers of the form ae + bq with non-negative integers
a, b. We shall write the increasing sequence of non-negative integers of the form ae + bq with
non-negative integers a, b by
0 = a0e+ b0q, a1e+ b1q, · · · , ag−1e+ bg−1q.
7
Then we define for j = 0, · · ·, g − 1
ωwg−j =
xajybj
fy(x, y)
dx,
where fy =
∂
∂yf . We define g more differential forms of the second kind η−wj (j = g, · · · , 1) of
weight −wj , such that these 2g forms give rise to a symplectic base of H
1(C ,C), as we explain
below. We denote ω = (ωw1 , · · · , ωwg , η−wg , · · · , η−w1).
The space H1(C ,C) is regarded as the space of the second kind modulo the exact forms:
(1.5) H1(C ,C) ≃ lim
−→
n
H0(C , dO(n∞))
/
lim
−→
n
dH0(C ,O(n∞)).
(see [18] or [22]). Indeed, since m ≧ 2g is written as m = ae + bq (a, b ∈ N), any differential
form which has a pole of order less than or equal to 2g +1 at ∞ and is holomorphic elsewhere
is expressed as a linear combination of elements in ω and the forms d(xayb). An antisymmetric
inner product on this space is defined by
ω ⋆ η = res
P=∞
( ∫ P
∞
ω
)
η(P ),
for the forms ω and η which are holomorphic outside ∞. We choose η−wi to satisfy the
symplectic relations
(1.6) ωwi ⋆ ωwj = 0, η−wi ⋆ η−wj = 0, ωwi ⋆ η−wj = −η−wj ⋆ ωwi = δij .
The choice of η−wj is not unique. For a more concrete construction of these forms, we refer the
reader to [19]. From the relations (1.6), the entries of ω form a symplectic basis of H1(Cµ,C).
The period matrices are defined by:
(1.7) Ω =
[
ω′ ω′′
η′ η′′
]
, ω′ =
[ ∫
αj
ωi
]
, ω′′ =
[ ∫
βj
ωi
]
, η′ =
[ ∫
αj
ηi
]
, η′′ =
[ ∫
βj
ηi
]
,
where {αj , βj | j = 1, · · · , g} is a symplectic basis of the homology group H1(C ,Z) as usual.
We introduce the g-dimensional space Cg with the coordinates u = (uwg , uwg−1 , · · · , uw1) for
the domain for which the sigma function is defined. We define a lattice in this space by
(1.8) Λ = ω′Zg + ω′′Zg.
For any u ∈ Cg, we define u′, u′′ ∈ Rg by u = ω′u′ + ω′′u′′. Likewise, for ℓ ∈ Λ, we write
ℓ = ω′ℓ′ + ω′′ℓ′′. In addition we write ω′−1t(ωwg , · · · , ωw1) =
t(ωˆ1, · · · , ωˆg), ω
′−1ω′′ =
[
τij
]
, and
define
δj = −
1
2τjj −
∫ Pj
∞
ωˆj +
g∑
i=1
∫
αi
(∫ P
∞
ωˆj
)
ωˆi(P ), δ = ω
′ t(δ1, · · · , δg).
Here Pj is a fixed initial point of the path αj. Then we define the Riemann constant by
δ = [δ′ δ′′]. It is well known that, for our curve, δ ∈ 12Λ, namely, δ
′, δ′′ ∈ (12Z)
g. The δ can be
taken independent of the values of µjs.
Using the above notation, we define a linear form L( , ) on Cg × Cg by
(1.9) L(u, v) = u (v′η′ + v′′η′′).
This is C-linear with respect to the first variable, and R-linear with respect to the second one.
8
Moreover, we define
(1.10) χ(ℓ) = exp
(
2πi(tδ′ℓ′′ − tδ′ℓ′ +
1
2
tℓ′ℓ′′)
)
∈ {1, −1}
for any ℓ ∈ Λ. These are used for defining the sigma function in 2.1.
We denote Q[µ] = Q[{µk}]. In this paper, we should consider the curve C and other objects
arising from C to be defined over the ring Q[µ], in which the period matrix Ω is exceptional
and is defined over only the field C. It is known that the η−wj s as well as the ωwjs are defined
over Q[µ], namely, they are of the form
h(x, y)
fy(x, y)
dx with h(x, y) ∈ Q[µ][x, y]. Therefore, from
(1.5), it is natural for us to define
(1.11) H1(Cµ,Q[µ]) =
{
h(x, y)/fy(x, y) dx
∣∣ h(x, y) ∈ Q[µ][x, y]}/dQ[µ][x, y],
which is a Q[µ]-module and represented by linear combinations of the ωwjs and η−wj s over
Q[µ]. In this paper we frequently switch between regarding the µjs as indeterminates or
complex numbers.
1.2 Definition of the discriminant
We shall define the discriminant of the curve C .
Definition 1.12. The discriminant ∆ of the form f(x, y) or of the curve C defined by f(x, y) =
0 is the polynomial of the least degree in the µjs with integer coefficients such that the greatest
common divisor of the coefficients is 1, and every zero of ∆ corresponds exactly to the case that
C has a singular point.
For (e, q) = (2, 2g + 1), as in Section 1.3, we rewrite the equation as y2 = x2g+1 + · · ·,
where the right hand side is a polynomial of x only. Then the discriminant of this curve is
the discriminant of the right hand side as a polynomial of x only. For (3, 4)-curve, we have
Sylvester’s method explained in [11] pp.118-120, as explained to the authors by C. Ritzenthaler.
However, Lemma 2.39 below give a much general method than it, which covers (3, 5)-curve, too.
The authors do not have general method to compute the discriminants of the other curves. We
do have explicit forms of the discriminants of the curves with (e, q) = (2, 3), (2, 5), (2, 7), (3, 4)
which we treat in this paper. Using the resultant of two forms, we mention here an alternative
construction (but is conjectural) as an information for the reader, though it is not used in this
paper.
Definition 1.13. Let the coefficients µj of (1.1) be indeterminates, and define
R1 = rsltx
(
rslty
(
f(x, y), ∂∂xf(x, y)
)
, rslty
(
f(x, y), ∂∂yf(x, y)
))
,
R2 = rslty
(
rsltx
(
f(x, y), ∂∂xf(x, y)
)
, rsltx
(
f(x, y), ∂∂yf(x, y)
))
,
R = gcd(R1, R2) in Z[µ].
Here rsltz is the Sylvester resultant with respect to z.
Now we recall the conjecture from the paper [9].
Conjecture 1.14. (1) R is always a perfect square in Z[µ] ;
(2) Further, on restoring the µj to their original values, R = ∆
2.
Remark 1.15. (1) We have checked that for (d, q) = (2, 3), (2, 5), (2, 7), (3, 4), (3, 5) this
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construction gives the correct discriminant in Z[µ]. However, the authors have no proof of the
conjecture.
(2) The discriminant ∆ of the (e, q)-curve has weight −2eqg = −eq(e− 1)(q − 1), as proved in
Lemma 2.36.
1.3 The Weierstrass form of the curve and its modality
As explained in [5], the method we use here works only for hyperelliptic curves and for some
trigonal curves as explained below.
Starting from the equation f(x, y) = 0 in (1.1) and removing the terms of ye−1 and xq−1 by
replacing y by y+ 1e p1(x), and x by x+
1
qµ(q−1)e, respectively, we get a new equation f(x, y) = 0
which is called the Weierstrass form of the original one. After making such transformations,
we re-label the coefficients by µj.
For example, if (e, q) = (2, 2g + 1), the new equation is
f(x, y) = y2 − (x2g+1 + µ4g−2x
2g−1 + µ4g−4x
2g−2 + · · ·+ µ4g+2) = 0;
and if (e, q) = (3, 4), the new one is
f(x, y) = y3 − (µ2x
2 + µ5x+ µ8)y − (x
4 + µ6x
2 + µ9x+ µ12) = 0.
In these cases, the number of remaining µjs is 2g. However, in general, we can have cases
such that this number is less than 2g. The difference
2g − “the number of µj”
is called the modality1 of the (e, q)-curve.
We give here a simple formula giving modalities and, especially, determine all the curves of
modality 0.
Proposition 1.16. The modality of an (e, q)-curve is given by 12 (e− 3)(q − 3) + ⌊
q
e⌋ − 1. The
only curves of modality 0 are the (2, 2g + 1)-, (3, 4)-, and (3, 5)-curves.
Proof. The number of µjs appearing in the defining equation of Weierstrass form is
e−2∑
j=1
(⌊
(e− j)q
e
⌋
+ 1
)
+ (q − 1) =
1
2
e−1∑
j=1
(⌊
(e− j)q
e
⌋
+
⌊
jq
e
⌋)
−
⌊
q
e
⌋
+ (e− 2) + (q − 1)
=
1
2
e−1∑
j=1
(q − 1)−
⌊
q
e
⌋
+ e+ q − 3 =
1
2
(e− 1)(q − 1) + e+ q − 3−
⌊
q
e
⌋
.
Therefore the modality is
2g −
(
1
2
(e− 1)(q − 1) + e+ q − 3−
⌊
q
e
⌋)
=
1
2
(e− 3)(q − 3) +
⌊
q
e
⌋
− 1.
The later part follows directly from this. This complete the proof.
If the modality of the curve under consideration is positive, there is a description in [6] to
define the operators Lvi of (2.38).
1A terminology used in singularity theory.
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2 Theory of heat equations
2.1 Classical construction of the sigma functions
In this section, we summarise the theory of the sigma function. We use the classical notation
of matrices concerning theta series, so our notation is transposed from the notation of [6].
Specifically, we will denote the period matrix of a curve as (1.7) whereas Buchstaber and
Leykin’s papers use the transpose of this matrix. Other differences between their notation and
ours will follow from this.
We introduce generalized notation for the sigma function (0.2) for the general curve C . This
is now a function of g variables u = (uwg , · · · , uw1) and written as σ(u) = σ(uwg , · · · , uw1). It
is called, analogously, the sigma function for C . To define it precisely, we need to introduce
the Schur polynomial. Letting T =
∑g
j=1 uwjT
wj , we define {pk} by
∞∑
k=0
pkT
k =
∑
n=0
T n
n!
.
Then we define s(u) = s(uwg , · · · , uw1) by
s(u) = det([ pwg−i+j−g ]
1≤i≤g, 1≤j≤g
).
This is called the Schur polynomial with respect to the sequence (wg, · · · , w1).
We characterise the sigma function as follows.
Proposition 2.1. Suppose that the {µj} are constants in C and ∆ is not zero. There exists a
unique function on Cg having the following properties :
(1) σ(u) is an entire function on Cg;
(2) σ(u + ℓ) = χ(ℓ)σ(u) exp L(u + 12ℓ, ℓ) for any u ∈ C
g and ℓ ∈ Λ, where Λ, L, and χ are
defined in (1.8), (1.9), and (1.10), respectively ;
(3) σ(u) can be expanded as a power series around the origin with coefficients in Q[µ] of
homogeneous weight (e2 − 1)(q2 − 1)/24;
(4) σ(u)|µ=0 is the Schur polynomial s(u);
(5) σ(u) = 0 ⇐⇒ u ∈ κ−1(Θ).
Proof. We define
(2.2)
σ˜(u) = σ˜(u,Ω) =
( (2π)g
detω′
)1
2
exp
(
− 12
tu η′ω′
−1
u
)
·
∑
n∈Zg
exp
(
1
2
t(n + δ′′)ω′
−1
ω′′(n+ δ′′) + t(n+ δ′′)(ω′
−1
u+ δ′)
)
,
where det denotes the determinant. It is obvious that this function has the property (1), and
it is easy to show that this function satisfies (2) using (2.8). Frobenius’ method shows that
the solutions of the equation (1) form a one dimensional space (see p.93 of [13]). Although
this function is constructed by using Ω, it is independent of Ω. Namely, the function σˆ(u,Ω)
is invariant under a modular transform, that is the transform of Ω by Sp(2g,Z). Therefore,
it is expressed as a power series of u with coefficients being functions of the µjs. On (3), we
refer the reader to [17] and [19]. In these papers, σ˜(u) times some constant is expressed as a
determinant of infinite size, and, by that expression, (3) is proved. It is well known that any
non-zero multiple of σ˜(u) has the property (5). We can show that σ˜(u) times some constant
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satisfies (2) by means of the paper [19]. Another proof of this is given by [18].
It is known for g = 1 and 2 that
(2.3) σˆ(u) = ∆−
1
8 σ˜(u),
with the choice of a certain 18 th root of ∆, exactly satisfies all the properties in 2.1. Namely,
we show that σ(u) = σˆ(u). For g = 1, it is shown as in [21] by a transformation formulae for
η(τ) and theta series described in pp.176–180 of [23], and for g = 2 the paper [12] by D. Grant,
in which the property (4) is shown by using Thomae’s formula.
In this paper, we show that σ(u) = σˆ(u), in other words, that the function (2.3) for the
genus 3 curves, i.e. for the (2, 7)-curve and the (3, 4)-curve, also satisfies (4) up to a numerical
multiplicative constant.
Lemma 2.4. The constant
(
(2π)g
detω′
)1/2
∆−
1
8 is of weight
(e2 − 1)(q2 − 1)
24
, which is equal to
the weight of σ(u).
Proof. The weight of ∆
1
8 is −eq(e − 1)(q − 1)/8. The weight of π is 0. The weight of det(ω′)
is
∑g
j=1wj , which equals
g∑
j=1
wj =
eq(e− 1)(q − 1)
4
−
(e2 − 1)(q2 − 1)
12
by p.97 of [4]. Hence the weight of the constant under consideration is (e
2−1)(q2−1)
24 .
2.2 Generalization of the Frobenius-Stickelberger theory [10] to higher genus
This and the following section are devoted to explaining the theory of Buchstaber and Leykin
[6], on the differentiation of Abelian functions with respect to their parameters, as clearly as
we can. That generalises the work of Frobenius and Stickelberger [10], discussed above, on the
elliptic case of this problem.
For higher genus cases, we do not have a naive generalization of (0.8) and (0.9), which are
mentioned in the Introduction. However, we can give a natural generalization of the relations
(0.10) to the curve Cµ as explained in the next section.
We shall consider operators in Q[µ][∂µ]. Here we denote by ∂µ the set {
∂
∂µj
}. We first
explain the symbol ∂∂µj . To do so, we recall the following lemma which is essentially the same
as Lemma 1 in [14]. We denote by R the function field Q(µ, x, y) of C . Let ξ be an element in
R. If ξ′ is another element in R. We shall treat derivations on R as follows. For a derivation
D on R such that Dξ = 0 and ω ∈ Rdξ, we define
D(ω) = D
( ω
dξ
)
dξ.
Now we need the following lemma due to Chevalley.
Lemma 2.5. (Chevalley [8]) Any derivation is independent of the choice of the element ξ
in the following sense. Let ξ and ξ′ be two elements in R transcendental over Q(µ). Let D
and D′ be derivations on R such that Ds = D′s for any s ∈ Q(µ), and hence in particular
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Dξ = D′ξ′ = 0. Then we have for any w ∈ R
D(wdξ)−D′(wdξ) = d(−wD′ξ).
Proof. (From Manin [14]) The operator D −D′ + (D′ξ) ddξ is a derivative on R which vanish
on Q(µ) and also kills ξ. Hence this vanishes on R, so that
(D −D′)w + (D′ξ)
dw
dξ
= 0.
Moreover (D −D′)(wdξ) = (D −D′)w · dξ + w · (D −D′)dξ. Since ξ′ is transcendental, we
see ddξ′D
′ = D′ ddξ′ and
Ddξ = D
(dξ
dξ
)
dξ = 0, D′dξ = D′
( dξ
dξ′
)
dξ′ =
d
dξ′
(D′ξ)dξ′ = d(D′ξ).
Therefore
(D −D′)(wdξ) = −(D′ξ)
dw
dξ
dξ − w·d(D′ξ) = −d(wD′ξ)
as desired.
For a sample usage of ∂∂µj , see Section 3.2. By Lemma 2.5, any element in Q[µ][∂µ] operates
linearly on the space H1(Cµ,Q[µ]). More precisely, we let L operate firstly on the forms
with variable µjs of representative in H
1(Cµ,Q[µ]), then we restore µjs to the original
values in C. Let L be a first order operator, namely an element in
⊕
j Q[µ]
∂
∂µj
. We define
ΓL ∈ Mat(2g,Q[µ]) as the representation matrix for the following action of L:
(2.6) L tω = ΓL tω for ω ∈ H1(Cµ,Q[µ]).
In [6], the matrix −t(ΓL) defined by (2.6) is called the Gauss-Manin connection for the vector
field L. Accordingly, by integrating (2.6) along each element in the chosen symplectic basis of
H1(Cµ,Z), we get natural action
(2.7) L(Ω) = ΓLΩ of L on Ω =
[
ω′ ω′′
η′ η′′
]
.
This is no other than the generalization (0.10) of Frobenius-Stickelberger. Of course, since Ω
is the period matrix of a symplectic basis, these elements must satisfy the constraint
(2.8) tΩJΩ = 2πiJ, where J =
[
1g
−1g
]
by (1.6). This is to say that (2πi)−
1
2Ω ∈ Sp(2g,C). It follows immediately that
(2.9) Ω−1 =
1
2πi
J−1 tΩJ =
1
2πi
[
tη′′ −tω′′
−tη′ tω′
]
.
Operating on both sides of (2.8) with L, using (2.7) and (2.8) that the matrix ΓL must satisfy
(2.10) tΓLJ + JΓL = 0, i.e. t(ΓLJ) = ΓLJ,
which is to say that ΓL ∈ sp(2g,Q[µ]). Thus we may write
ΓLJ =
[
α β
tβ γ
]
, ΓL =
[
−β α
−γ tβ
]
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with tα = α and tγ = γ.
Remark 2.11. We use different notation for D(x, y, λ) in p.273 of [6], and for Ω, Γ and β
in p.274 of loc. cit. Our tω equals to D(x, y, λ) by transposing and changing the sign on the
latter half entries. The others are naturally modified according to this difference and taking
transposes. We will give a detailed comparison of our notation with theirs below, in 2.51, at
the end of 2.3.
Using the notation above, from (2.7), it is natural for us to understand the operator L
above as being the operator
L =
g∑
i=1
g∑
j=1
(ΓΩ)i,j
∂
∂ω′ij
+
g∑
i=1
g∑
j=1
(ΓΩ)i,j+g
∂
∂ω′′ij
+
g∑
i=1
g∑
j=1
(ΓΩ)i+g,j
∂
∂η′ij
+
g∑
i=1
g∑
j=1
(ΓΩ)i+g,j+g
∂
∂η′′ij
,
since
(2.12) ΓLΩ =
[
−β α
−γ tβ
][
ω′ ω′′
η′ η′′
]
=
[
−βω′ + αη′ −βω′′ + αη′′
−γω′ +t βη′ −γω′′ + tβη′′
]
.
Conversely, starting from a matrix
Γ =
[
−β α
−γ tβ
]
∈ sp(2g,Q[µ]),
with tα = α and tγ = γ, we get uniquely an operator L ∈
⊕
j Q[µ]
∂
∂µj
such that ΓL = Γ.
So far, this is a natural generalization of the situation investigated by Frobenius-Stickelberger
[10].
2.3 Primary heat equations
In this Section, we review the general heat equations satisfied by the sigma functions. If we want
to find second-order linear parabolic partial differential equations (heat equations) satisfied by
the sigma function, we should proceed in as general a way as possible. Here, note that the
equation (0.6) is satisfied not only by the Jacobi theta function (0.3) but also by each individual
term of the sum in (0.3). This corresponds a statement in the proof of Theorem 13 in page 274
of [6]. Here we will review their theory of such equations, correcting a few minor errors, and
apply it explicitly to more general curves than considered in [6]. We shall start from this point
of view.
In this paper, we start with a first order operator as in 2.6: L ∈
⊕
j Q[µ]
∂
∂µj
. Then we have
the symmetric matrix −ΓJ =
[
α β
tβ γ
]
, and we also associate with it a second-order differential
operator HL, given by
(2.13)
HL =
1
2
[ t∂u
tu ]
[
α β
tβ γ
][
∂u
u
]
=
g∑
i=1
g∑
j=1
(
1
2 αij
∂2
∂ui∂uj
+ βij ui
∂
∂uj
+ 12 γij uiuj
)
+ 12 Tr β.
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Here ∂u denotes the column vector with g components
∂
∂ui
, and u the column vector with g
components ui. It is then straightforward to verify the following
Lemma 2.14. If we define a Green’s function G0(u,Ω) by
G0(u,Ω) =
( (2π)g
detω′
) 1
2
exp
(
− 12
tu η′ω′
−1
u
)
,
then, for any Γ satisfying (2.10), the heat equation holds:
(2.15) (L−HL)G0 = 0.
Proof. We have
LG0 = −
1
2
Tr(ω′−1L(ω′))G0 −
1
2
(tuL(η′)ω′
−1
u)G0 +
1
2
(tu η′ω′
−1
L(ω′)ω′
−1
u)G0
=
1
2
[
Tr(ω′−1(βω′ − αη′)) + (tu ((γω′ − tβη′)ω′−1 − η′ω′
−1
(βω′ − αη′)ω′−1)u)
]
G0
=
1
2
[
Tr(β − αη′ω′−1) + (tu (γ − tβη′ω′
−1
− η′ω′
−1
β + η′ω′
−1
αη′ω′
−1
)u)
]
G0.
This is the same as
HL0G0 =
1
2
[
t∂u
tu
][ α β
tβ γ
][
∂u
u
]
G0 =
1
2
[
t∂u
tu
][ α β
tβ γ
][
−η′ω′−1u
u
]
G0
=
1
2
Tr(tβ − αη′ω′−1)G0 +
1
2
[
−tuη′ω′−1 u
][ α β
tβ γ
][
−η′ω′−1u
u
]
G0.
Here we have used one of the generalized Legendre relations and the symmetry of η′ω′−1.
Now we recall that the different terms in the expansion of the theta function are periodic
translates of one another. Analogously, to construct the different terms appearing in the
expansion of the sigma function, we act on G0 by iterating an element of the Heisenberg group.
We denote, for a scalar z and two g-component column vectors p, q,
F (z, p, q) = exp(z) exp(tpu) exp(tq∂u).
We write its inverse operator as
F−1(z, p, q) = exp(−tq∂u) exp(−
tpu) exp(−z).
Then we have
Lemma 2.16. Defining F (z, p, q), L, and HL as above, the operator equality
(2.17) F−1(z, p, q)(L −HL)F (z, p, q) = L−HL
holds, if and only if z, p, q satisfy
L
[
q
p
]
= Γ
[
q
p
]
, L(z) =
1
2
( tpαp− tqγq ).
Proof. We calculate directly that
F−1(z, p, q)LF (z, p, q) = F−1(z, p, q)
(
L(z) + L(tp)u+ L(tq) ∂u
)
F (z, p, q) + L
= L+
(
L(z) + L(tp)(u− q) + L(tq) ∂u
)
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Similarly, we find
F−1(z, p, q)HLF (z, p, q) =
1
2
[
t∂u +
tp tu− tq
][ α β
tβ γ
][
∂u + p
u− q
]
= HΓ +
[
tp − tq
][ α β
tβ γ
][
∂u
u
]
+
1
2
[
tp − tq
][ α β
tβ γ
][
p
−q
]
.
Matching coefficients of ∂u, u, and 1, and transposing and rearranging, we see that, respectively,
L(q) = [−β α ]
[
q
p
]
, L(p) = [−γ tβ ]
[
q
p
]
, L(z) =
1
2
( tpαp− tqγq )
as desired.
Corollary 2.18. It follows that, if the formula (2.17) holds, then
(2.19)
[
q
p
]
= Ω
[
b′
b′′
]
, z = z0 +
1
2
tpq,
where b′ and b′′ are arbitrary constant vectors, and z0 is an irrelevant constant, which we set
to zero below.
Proof. Since L
(
Ω−1
[
q
p
])
= 0, and L(z− 12
tqp) = 0 by (2.19), we see that Ω−1
[
q
p
]
and z− 12
tqp
are constants.
Denoting the constant vector (b′, b′′) simply by b, we denote p, q, and z with z0 = 0 in
(2.19) by p(b), q(b), and z(b), respectively. We define
G(b, u,Ω) = F
(
z(b), p(b), q(b)
)
G0(u,Ω).
Using the Legendre relations in the form (2.9), we note that tpω′− tqη′ = 2πitb′′, and hence we
obtain
G(b, u,Ω) = F
(
z(b), p(b), q(b)
)
G0(u,Ω)
= exp(12
tpq) exp(tpu) exp(−tqη′ω′−1u) exp(−12
tqη′ω′−1q)G0
= exp(−12(2πi
tb′′ω′−1q) exp(2πitb′′ω′−1u)G0
= exp(−12(2πi
tb′′ω′−1(ω′b′ + ω′′b′′) exp(2πitb′′ω′−1u)G0
=
(
(2π)g
det(ω′)
) 1
2
exp
(
− 12
tuη′ω′−1u
)
exp
(
2πi
(
1
2
tb′′ω′−1ω′′b′′ + tb′′(ω′−1u+ b′)
))
.
Now, the following theorem, which is the foundation of our theory, is obvious from (2.15) and
(2.17).
Theorem 2.20. (Primary heat equation) For the function G(b, u,Ω) above, one has
(2.21) (L−HL)G(b, u,Ω) = 0.
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2.4 The algebraic heat operators
For the coordinates of the space where the sigma function is defined, we do not use (u1, · · · , ug)
for subscripts of the variable u, but denote instead
u = (uwg , · · · , uw1).
That is, the components of u are labeled by their weights, which are the Weierstrass gaps.
As in Section 2.3, we suppose L ∈
⊕
j Q[µ]
∂
∂µj
. Then we have the representation matrix
ΓL ∈ sp(2g,Q[µ]). As a corollary to Theorem 2.20, we have
Corollary 2.22. Let
(2.23) ρ(u) =
∑
b
G(b, u,Ω),
where b runs through the elements of any set ⊂ C2g such that the sum converges absolutely.
Then we have
(L−HL) ρ(u,Ω) = 0.
Proof. Since both of L and HL are independent of b, each term of ρ(u) satisfies (2.21).
Remark 2.24. Assume that Cµ is non-singular. Let Ω be the usual period matrix defined by
(1.7), and δ be its Riemann constant. The function defined at (2.2) is written as
(2.25) σ˜(u) = σ˜(u,Ω) =
∑
n∈Zg
G(t[δ′ n+ δ′′], u,Ω).
Since the imaginary part of ω′−1ω′′ is positive definite, this series converges absolutely. This is
a special case of ρ(u) of (2.22).
Because both L and HL are independent of b, there are infinitely many linearly independent
entire functions ρ(u) on Cg satisfying (L − HL)ρ(u) = 0. Moreover, since, for a fixed b,
the function G(b, u,Ω) is independent of L, we see that, by switching the choice of L, there
are infinitely many linearly independent operators of the form (L − HL) which satisfy (L −
HL) ρ(b, u,Ω) = 0 for some fixed ρ(u).
However, because our aim is to find a method to calculate the power series expansion of
the sigma function, we need a more detailed discussion. For our purpose,
(A1) we need to find operators in the ring Q[µ][∂µ, ∂u] which annihilate the sigma function
(2.3), and
(A2) we require that any function killed by all such operators belongs to Q[µ][[uwg , · · · , uw1 ]].
Since L is a derivation with respect to the µjs but H
L is a differential operator with respect
to the uwjs, we see that, for some function Ξ depending only on the µjs,
LΞσ˜(u) = (LΞ) σ˜(u) + Ξ(Lσ˜(u)), HLΞσ˜(u) = Ξ(HLσ˜(u)).
Therefore, Ξσ˜(u) satisfies
(2.26) (L−HL)(Ξσ˜(u)) = LΞΞ Ξ σ˜(u) = (L logΞ)Ξ σ˜(u).
If Ξ σ˜(u) is the correct sigma function, the left hand side of the above is in Q[µ][u], So, if we
suppose that the correct σ(u) is equal to σˆ(u) of (2.3), then we should narrow down the choice
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of L to one such that L log∆ ∈ Q[µ].
2.5 The operators tangent to the discriminant
Throughout this section, we suppose that all the µjs are variables or indeterminates. In view
of our approach, we require that L log∆ belongs to Q[µ] because of conditions (A1), (A2) and
equation (2.26). Now we explain suitable choices for Γ for which L satisfies the condition. Let
M(x, y) be a vector consisting of 2g monomials of x and y which appear in f(x, y) (with non-
zero coefficient) displayed in ascending order of weight (i.e. descending order of absolute value
of weight) in the first g entries and in the ascending order (i.e. descending order of absolute
value of weight) in the remaining g entries.
For {w1, · · · , wg} in (1.4) with respect to (e, q), we define a sequence {vj}
2g
j=1 by
vj =
{
2g − 1− wg−j+1 if 1 ≤ j ≤ g,
2g − 1 + wj−g if g + 1 ≤ j ≤ 2g.
We denote by Mj(x, y) the monomial in x and y of weight −vj. Then we let
M(x, y) = t[Mj(x, y) (j = 1, 2, · · · , 2g) ], Mˇ (x, y) =
t[Mj(x, y) (j = 2g, 2g − 1, · · · , 1) ].
This is equivalent to saying that M(x, y) is the vector whose entries are displayed as the
elements of the set
M(x, y) = {xiyj | 0 ≤ i ≤ e− 2, 0 ≤ j ≤ q − 2 }.
in decreasing order of weight. We see that all the terms {Mj(x, y)} appear in f(x, y) provided
the modality of the curve is 0.
Example 2.27. If (e, q) = (2, 2g + 1), then Mjs are given as follows:
j 1 2 · · · g g + 1 g + 2 · · · 2g
wg−j+1 2g − 1 2g − 3 · · · 1 1 3 · · · 2g − 1 wj−g
vj 0 2 · · · 2g − 2 2g 2g + 2 · · · 4g − 2
Mj(x, y) 1 x · · · x
g−1 xg xg+1 · · · x2g−1
If e = 3 and q = 4 or 5, then Mjs are given as follows:
(3, 4)-curve :
j 1 2 3 4 5 6
w3−j+1 5 2 1 1 2 5 wj−3
vj 0 3 4 6 7 10
Mj(x, y) 1 x y x
2 xy x2y
(3, 5)-curve :
j 1 2 3 4 5 6 7 8
w4−j+1 7 4 2 1 1 2 4 7 wj−4
vj 0 3 5 6 8 9 11 14
Mj(x, y) 1 x y x
2 xy x3 x2y x3y
All these examples, and only these, have modality zero.
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Example 2.28. In contrast, for e = 3 and q = 7, we have, similarly,
(3, 7)-curve :
j 1 2 3 4 5 6 7 8 9 10 11 12
w6−j+1 11 8 5 4 2 1 1 2 4 5 8 11 wj−6
vj 0 3 6 7 9 10 12 13 15 16 19 22
Mj(x, y) 1 x x
2 y x3 xy x4 x2y x5 x3y x4y x5y
However, the (full) defining equation of a (3, 7)-curve is given by
y3 − (µ1x
2 + µ4x+ µ7)y
2 − (µ2x
4 + µ5x
3 + µ8x
2 + µ11x+ µ14)y
= x7 + µ3x
6 + µ6x
5 + µ9x
4 + µ12x
3 + µ15x
3 + µ18x+ µ21
and this equation does not include a term in M12(x, y) = x
5y. This curve is of modality 1. We
will not discuss this example further in this paper.
Now, for the M(x, y), corresponding to the given curve of modality 0, we define a matrix
T = [Tij ]i,j=1, ··· , 2g
with wt(Tij) = −(eq + vi − v2g+1−j) by the equalities
(2.29)
−eq f(x, y)Mi(x, y) ≡
2g∑
j=1
TijM2g+1−j(x, y) mod (fx, fy)
( i.e. − eq f(x, y)M(x, y) ≡ T Mˇ(x, y) mod (fx, fy) ),
where fx =
∂
∂xf(x, y), fy =
∂
∂yf(x, y). The factor −eq ensures that the coefficients of Lvi will
be integral, and that the signs of the first row and column of T are negative. These Tij are
uniquely determined because Q[x, y]/(fx, fy) is a Q[µ]-module of rank 2g spanned by M(x, y)
and we can reduce the order of x in the left hand side by using fx(x, y) = · · · − qx
q−1+ · · · and
that of y by using fy(x, y) = ey
e−1 + · · ·.
Now we are going to construct the discriminant ∆ and a basis of the space of the vector
fields tangent to the variety defined by∆ = 0 by following a method known in singularity theory.
First of all, we let T be the representation matrix of the map of −eq f(x, y)-multiplication from
the free Q[µ]-module of rank 2g
Q[x, y]
/ (
f1(x, y), f2(x, y)
)
,
where f1 =
∂
∂xf and f2 =
∂
∂yf , to itself with respect to the basis {Mi(x, y)} given above. Then
the discriminant ∆ of C is given by the determinant of T : ∆ = det(T ). However, following
p.112 of [5], we also define a function: H = H
(
(x, y), (z, w)
)
is defined by2
H =
1
2
∣∣∣∣∣∣∣∣
f1(x, y)− f1(z, w)
x− z
f2(x, y)− f2(z, w)
x− z
f1(z, y)− f1(x,w)
y − w
f2(z, y)− f2(x,w)
y − w
∣∣∣∣∣∣∣∣
.
Now let [Hij ] be the matrix defined by
H
(
(x, y), (z, w)
)
= tM(x, y) [Hij ]M(z, w).
Below, we will use, instead of T , the symmetric 2g × 2g matrix V = [vij ] with entries in
2Not to be confused with the heat operator H .
19
Q[µ] defined by the equation
(2.30) tM(x, y)V M(z, w) = f(x, y)H
in the ring
Q[x, y, z, w]
/ (
f1(x, y), f2(x, y), f1(z, w), f2(z, w)
)
.
We define [Hij ] as the matrix given by
H
(
(x, y), (z, w)
)
= tM(x, y) [Hij ]M(z, w).
Lemma 2.31. The matrix [Hij ] is of the form
(2.32) [Hij ] =


∗ · · · ∗ −eq
∗ · · · −eq
... . .
.
−eq

 .
If e = 2, then we have
(2.33) [Hij ] =


−4µ2(q−2) −6µ2(q−3) −8µ2(q−4) · · · −2(q − 2)µ4 0 −2q
−6µ2(q−3) −8µ2(q−4) −10µ2(q−5) · · · 0 −2q
−8µ2(q−4) −10µ2(q−5) −12µ2(q−6) · · · −2q
...
...
... . .
.
−2(q − 2)µ4 0 −2q
0 −2q
−2q


.
Proof. Any entry Hij belongs to Q[µ]. Indeed, by expanding the matrix, it is seen that the
numerator(
f1(x, y)f2(z, y)− f1(x, y)f2(x,w) − f1(z, w)f2(z, y) + f1(z, w)f2(x,w)
)
−
(
f1(z, y)f2(x, y)− f1(z, y)f2(z, w) − f1(x,w)f2(x, y) + f1(x,w)f2(z, w)
)
=
(
f1(x, y)f2(z, y)− f1(z, y)f2(x, y)
)
−
(
f1(x, y)f2(x,w) − f1(z, y)f2(z, w)
)
−
(
f1(z, w)f2(z, y)− f1(x,w)f2(x, y)
)
+
(
f1(z, w)f2(x,w) − f1(x,w)f2(z, w)
)
=
(
f1(x, y)f2(z, y)− f1(x,w)f2(z, w)
)
−
(
f1(x, y)f2(x,w) − f1(x,w)f2(x, y)
)
−
(
f1(z, w)f2(z, y)− f1(z, y)f2(z, w)
)
+
(
f1(z, w)f2(x,w)− f1(z, y)f2(x, y)
)
is divisible by (z−x)(w−y), because the second expression is clearly divisible by (z−x), while
the third expression is divisible by (w − y). It is not difficult to check that the entries Hij
belong to Z[µ] by looking at the terms in f(x, y) precisely. Setting all the µj to be 0, we have
1
2
∣∣∣∣∣∣∣∣
q(−xq−1 + zq−1)
x− z
e(ye−1 − we−1)
x− z
q(−xq−1 + zq−1)
y − w
e(ye−1 − we−1)
y − w
∣∣∣∣∣∣∣∣
= −eq(xq−2 + xq−2z + · · · + zq−2)(ye−2 + ye−2w + · · ·+ we−2).
It follows that the counter-diagonal entries of [Hij ] are −eq. From the definitions, the weight
of H is 2(eq − e − q) and wt(M2g(x, y)) = 2g − 1 + wg = 2(eq − q − e). Therefore the entries
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below the counter-diagonal must be 0. For the case e = 2, we have
1
2
∣∣∣∣∣∣∣∣
−
q(xq−1 − zq−1) + (q − 1)µ4(x
q−2 − zq−2) + · · ·+ µeq−e(x− z)
x− z
2y − 2w
x− z
q(xq−1 − zq−1) + (q − 1)µ4(x
q−2 − zq−2) + · · ·+ µeq−e(x− z)
y − w
2y − 2w
y − w
∣∣∣∣∣∣∣∣
= −2
q(xq−1 − zq−1) + (q − 1)µ4(x
q−2 − zq−2) + · · ·+ µeq−e(x− z)
x− z
= −2
(
q(xq−2 + xq−3z + · · · + zq−2) + (q − 1)µ4(x
q−3 + xq−4z + · · ·+ zq−3) + · · ·+ µeq−e
)
,
giving the desired form of [Hij ].
Lemma 2.34. We have
det(V ) = det(T ).
Proof. Since
f(x, y)H
(
(x, y), (z, w)
)
= f(x, y) tM(z, w) [Hjk ]M(x, y)
= tMˇ (z, w) [− 1eq Tij ][Hjk ]M(x, y),
we see that V equals − 1eqT [Hjk] with sorted rows in reverse order. Since [Hjk] is a skew-upper-
triangular matrix of the form (2.32), we have demonstrated det(V ) = det(T ) as desired.
Remark 2.35. It is easy to see
wt(Vij) = wt(Tij) = eq − vj .
We now compute the weight of Tij and Vij. If 1 ≤ i ≤ g and 1 ≤ j ≤ g, then, by the
definition,
wt(Vij) = wt(Tij) = −(eq + vi − v2g+1−j)
= −eq − (2g + 1− wg+1−i) + (2g + 1 + wg+1−j)
= −eq + wg+1−i + wg+1−j .
If g + 1 ≤ i ≤ 2g and 1 ≤ j ≤ g, then
wt(Vij) = wt(Tij) = −(eq + vi − v2g+1−j)
= −eq − (2g + 1 + wi−g) + (2g + 1 + wg+1−j)
= −eq − wi−g + wg+1−j .
For the other i and j, we have similar formulae.
Lemma 2.36. wt(∆) = −eq(e− 1)(q − 1).
Proof. This follows from wt(Tii) + wt(T2g−i,2g−i) = −2eq.
Example 2.37. If (e, q) = (2, 2g + 1), we see, for 1 ≤ i ≤ g and 1 ≤ j ≤ g, that
wt(Vij) = wt(Tij) = −eq + wg+1−i + wg+1−j
= −2(2g + 1) + 2(g + 1− i)− 1 + 2(g + 1− j) − 1
= −2(i+ j).
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If g + 1 ≤ i ≤ 2g and 1 ≤ j ≤ g, then
wt(Vij) = wt(Tij) = −eq − wi−g + wg+1−j
= −2(2g + 1)− 2(i− g) + 1 + 2(g + 1− j)− 1 = −2(i+ j).
For the other i and j, we have the same result.
For any vi, the coefficient µeq−vi appears in the defining equation of the Weierstrass form.
Let
(2.38) Lvi =
2g∑
j=1
Vij
∂
∂µeq−vj
(i = 0, · · · , 2g).
Note that wt
(
∂
∂µj
)
= j and wt(Lvi) = vi.
Lemma 2.39. The determinant det(T ) = det(V ) is a constant multiple of ∆.
Proof. (From Theorem A8 in [2]) We assume µ ⊂ C. Take the map given by multiplication
by f(x, y)
· f(x, y) : Q[µ][x, y]/(fx, fy) −→ Q[µ][x, y]/(fx, fy)
The vector M(x, y) consists of the elements of a basis of Q[µ][x, y]/(fx, fy) as a Q[µ]-module.
The matrix T is no other than the representation matrix with respect to this basis. So det(T ) =
0 if and only if the rank3 of the co-kernel Q[µ][x, y]/(f, fx, fy) of the map is positive. This is
exactly the case that the ideal (f, fx, fy) does not contain 1 ∈ Q[µ][x, y]. By Theorem 5.4 i)
in [15] (Hilbert’s Nullstellensatz), we see this is equivalent to saying that there exists a set
(x, y) ∈ C2 such that
f(x, y) = fx(x, y) = fy(x, y) = 0.
Therefore the discriminant ∆ is a factor of det(T ). Moreover, since the matrix T reflects
precisely the rank of Q[µ][x, y]/(f, fx, fy), det(T ) must be a factor of the discriminant ∆.
On the operators (2.38) and the discriminant, we have the following important result
Proposition 2.40. Any Lvi is tangent to the discriminant ∆, and (Lvi∆)/∆ ∈ Q[µ]. More-
over, any operator D ∈ Q[µ][∂µ] which is tangent to ∆ is a linear combination of the Lvis.
Proof. This follows from Kyoji Saito’s theorem (see Theorem A4 in [2]). See also Corollary 3
to Theorem (p.2716) of [25] of Zakalyukin, and Corollary 3.4 in [1]. However, the statement
for the cases (e, q) = (2, q), (3, 4) is contained in 2.41.
From 2.40 and Frobenius integrability theorem, we see that the set {Lvj} of operators form a
basis of a Lie algebra. The subvariety defined by ∆ = 0 is the maximal integral manifold of that
set. The structure constants of this algebra are polynomials in the µi, so it is a polynomial Lie
algebra, as discussed in [3]. The corresponding fundamental relations of {Lvj} for (e, q) = (2, 3),
(2, 5), (2, 7), and (3, 4) are available on request.
For any g ∈ Q[x, y], we define
Hess g =
∣∣∣∣∣
∂2
∂x2 g
∂2
∂x∂y g
∂2
∂y∂xg
∂2
∂y2
g
∣∣∣∣∣.
3the Tjurina number at µ.
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Since [6] gives no proof of the following proposition, we give a proof here.
Proposition 2.41. (Buchstaber-Leykin) Let
L = [Lv1 Lv2 · · · Lv2g ]
tM(x, y).
Then we have
(2.42) L(∆) = Hessf ·∆
in the ring Q[µ][x, y]/(fx, fy).
Proof. For the case e = 2, we have f(x, y) is of the form y2 − p2(x). We denote p2(x) =
p(x) for simplicity. Moreover, we denote p′(x) = ∂∂xp(x) and p
′′(x) = ∂
2
∂x2 p(x). In this case,
Q[µ][x, y]/(f1, f2) is identified with Q[µ][x]/(p
′(x)) since f1(x, y) =
∂
∂yf(x, y) = 2y. Let F be a
splitting field of p(x). We write the factorisation of p(x) in F as p(x) = (x − a1) · · · (x − aq).
Then µ2i is (−1)
i times the fundamental symmetric function of a1, · · ·, aq of degree i. Of course
the ring Q[µ] is a sub-ring of Q[a1, · · · , aq]. The main idea is to consider
Hess f
f = −
p′′(x)
p(x) in
the localized ring (
F [x]/(p′(x))
)
p(x)
of F [x]/(p′(x)) with respect to the multiplicative set {1, p(x), p(x)2, · · · } (see [15], Section 4).
The following calculation is done in the localized ring above, by which we see
(
F [x]/(p′(x))
)
p(x)
=
F [x]/(p′(x)).
p′′(x)
p(x)
=
∑
(i,j),i<j
2
(x− ai)(x− aj)
=
∑
(i,j),i<j
2
ai − aj
( 1
x− ai
−
1
x− aj
)
= 2
q∑
i=1
(∑
j 6=i
1
ai − aj
) 1
x− ai
= −2
q∑
i=1
(∑
j 6=i
1
ai − aj
) 1
p′(ai)
−p′(ai)
x− ai
= −2
q∑
i=1
(∑
j 6=i
1
ai − aj
) 1
p′(ai)
p′(x)− p′(ai)
x− ai
= −2
q∑
i=1
ci
p′(x)− p′(ai)
x− ai
,
where
ci =
(∑
j 6=i
1
ai − aj
) 1
p′(ai)
.
Since Hessf(x, y) = −p′′(x) and p(x) = −f(x, y) in the localized ring, it is sufficient to show
that
∂
∂µ2i
log∆ =
q∑
j=1
cjaj
q−i
up to some non-zero constant multiple. Indeed, if we have the formula above, we have
L(x)∆
∆
=
∑
i,k
Mi(x, y)vik
∂
∂µ2i
log∆ =
∑
i,k
Mi(x, y)vik
q∑
j=1
cjaj
q−k
=
q∑
j=1
cj
∑
i,k
Mi(x, y)vikaj
q−k =
q∑
j=1
cj f(x, y)H
(
(x, y), (aj , 0)
)
= f(x, y)
q∑
j=1
cj 2
p′(x)− p′(aj)
x− aj
= f(x, y)
p′′(x)
p(x)
= −p′′(x) = Hess f(x, y).
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To calculate ∂ log(∆)∂µ2i , we remove the assumption µ2 = 0. Since ∆ is some non-zero constant
multiple of ∏
i<j
(ai − aj)
2,
we easily get the q × q-matrix
(
∂µ2i
∂aj
)
, and then we get ∂ log(∆)∂µ2i by using its inverse matrix.
For (e, q) = (3, 4), (3, 5), we know only a proof by direct calculation with Maple by using
explicit ∆ and the operators Lvj s.
2.6 Proof of σ(u) = σˆ(u)
Now we start to show the expression (2.3). From the definition of L0 and 2.35, we see that
(2.43) L0 =
∑
j
(eq − vj)µeq−vj
∂
∂µeq−vj
.
and L0
(
F (µ)
)
= −wt
(
F (µ)
)
F (µ) for any homogeneous form F (µ) ∈ Q[µ].
Lemma 2.44.
L0
tω =


−wg
. . .
−w1
wg
. . .
w1


tω = Γ0
tω
on H1(C ,Q[µ]).
Proof. For any 1-form of homogeneous weight w
ω =
∑
j
cj t
j+w dt,
where t is a local parameter at ∞ of weight 1, cj = cj(µ) ∈ Q[µ], and wt(cj) = −j, we see
d
(∑
j
cjt
j+wdt
)
= d
(∑
j
cjt
jdt · tw
)
= d
(∑
j
cjt
jdt) · tw
)
+
(∑
j
cjt
jdt
)
· d(tw)
=
(∑
j
jcjt
j−1dt
)
· tw +
(∑
j
cjt
jdt
)
· wtw−1
= L0
(∑
j
cjt
j+w−1dt
)
+ w
∑
j
cjt
j+w−1dt.
So that
L0(ω) ≡ −wt(ω)ω mod d
(
Q[µ][[t]]dt
)
.
Since wt(ωi) = i and wt(η−i) = −i, the statement is now obvious.
We would like to reproduce the proof of Lemma 4.17 in [6], that is
σ(u) = ∆−
1
8 σ˜(u)
(
= σˆ(u)
)
.
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If we had a direct explanation of why the sigma function is given as ∆−M σ˜(u) with some
constant M , the theory of heat equation of the sigma function would become very clear. Un-
fortunately, the authors know only of a proof which starts by narrowing the range of possible
existence of the sigma function as follows.
First of all, the function σ(u) characterized in 2.1, is a power series of homogeneous weight,
which must be written as
(2.45)
σ(u) = u1
(e2−1)(q2−1)/24
·
∑
{neq−vj , ℓwi}
a(ℓw2 , · · · , ℓwg , neq−v1 , · · · , neq−v2g)
2g∏
j=1
(µeq−vju1
eq−vj )neq−vj
g∏
i=2
(
uwi
u1wi
)ℓwi
,
where the a(ℓw2 , · · · , ℓwg , neq−v1 , · · · , neq−v2g )’s are absolute constants and the set of 3g − 1
variables {neq−vj , ℓwi} runs through the non-negative integers such that
(e2 − 1)(q2 − 1)
24
−
g∑
i=2
ℓwi +
2g∑
j=1
neq−vj ≥ 0.
It is obvious that the operator
(2.46)
g∑
j=1
(eq − vj)µeq−vj
∂
∂µeq−vj
−
g∑
j=1
wj uwj
∂
∂uwj
+wt(σ(u))
= L0 −
g∑
j=1
wj uwj
∂
∂uwj
+wt(σ(u)) = L0 −
g∑
j=1
wj uwj
∂
∂uwj
+
(e2 − 1)(q2 − 1)
24
.
kills the series (2.45).
Now, we assume that there exists a function Ξ of the µjs which is independent of the ujs
such that
σ(u) = Ξ σ˜(u).
From (2.26) and the condition (A1), (A2) in Section 2.4, the operators Lvjs should be tangent to
Ξ. As in the discussion just after 2.40, we see Ξ should be a power of the discriminant ∆ times
a numerical constant by the latter part of 2.40. So, σ(u) would be written as σ(u) = ∆−M σ˜(u)
with a numerical constant M . Then, by (2.26), we have
(2.47) (L0 −H
L0 +ML0 log∆)σ(u) = 0.
By Lemma 2.44 and (2.13) (or by 2.36 and (2.43)), we have
HL0 = −
g∑
j=1
wj uwj
∂
∂uwj
−
1
2
g∑
j=1
wj.
On the other hand, (2.42) and (2.32) yield that
L0∆ = wt(∆)∆ = eq(e− 1)(q − 1) ·∆.
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Then
(2.48)
L0−H
L0 +ML0 log∆ = L0 −H
L0 +M wt(∆)
= L0 −
g∑
j=1
wj uwj
∂
∂uwj
−
1
2
(
eq(e− 1)(q − 1)
4
−
(e2 − 1)(q2 − 1)
12
)
+Meq(e − 1)(q − 1).
Therefore the operator (2.48) should equal to the operator (2.46). Hence,
−
1
2
(
eq(e− 1)(q − 1)
4
−
(e2 − 1)(q2 − 1)
12
)
+Meq(e− 1)(q − 1) =
(e2 − 1)(q2 − 1)
24
,
and it follows that M = 18 as desired.
In the rest of the paper, we denote
Hvi = H
Lvi + 18Lvi log∆.
Then, (2.26) implies the following.
Theorem 2.49. One has
(Lvj −Hvj )σˆ(u) = 0 (j = 1, · · · , 2g).
In Section 3, for (e, q) = (2, 3), (2, 5), (2, 7), and (3, 4), we will solve the system of equations
(2.50) (Lvi −Hvi)ϕ(u) = 0 ( i = 1, · · · , 2g )
for an unknown holomorphic function ϕ(u), and below we will show that the solution space of
this system is of dimension 1, and any solution satisfies the properties of σ(u) in (2.1). Hence
we have proved σ(u) = σˆ(u).
From now on, though out this paper, we denote
Γvj = Γ
Lvj .
Especially, Γ0 = Γ
L0 = ΓLv1 .
Remark 2.51. As noted above in 2.11, our notation differs from that of Buchstaber and
Leykin; we denote the matrix Γj in p.274 of [6] by Γ
BL
j and we define the sub-matrices of
−JΓBLj and ΓvjJ by
−JΓBLj =
[
αBLj
t(βBLj )
βBLj γ
BL
j
]
, ΓvjJ =
[
αvj βvj
t(βvj ) γvj
]
by following the notation of [6] and the present paper. Then we have
αBLj = αvj , β
BL
j =
t(βvj ), γ
BL
j = γvj , Γ
BL
j =
t(Γvj ).
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3 Solving the heat equations
3.1 General results for the (2, q)-curve
In this section, we discuss the hyperelliptic case e = 2. Firstly, we give the explicit expression
for the entries of the matrix V of (2.30).
Lemma 3.1. We have
Vij = −
2i(q − j)
q
µ2iµ2j +
m0∑
m=1
2(j − i+ 2m)µ2(i−m) µ2(j+m)
= −
2i(q − j)
q
µ2iµ2j +
i−1 or j∑
ℓ=ℓ0
2(i + j − 2ℓ)µ2ℓ µ2(i+j−ℓ),
where µ0 = 1, µ2 = 0, m0 = min{i, q − j}, and ℓ0 = max{0, i + j − q}.
Proof. First of all, assuming the first equality, we show the second equality. To change the first
expression to the second with summation to i − 1, we use the substitution ℓ = i − m. It is
obvious that the second equality with summation to i− 1 is equal to one with summation to j
for i = j, j + 1. For the case on i < j, the difference of the two is expressed as
j∑
ℓ=i
2(i + j − 2ℓ)µ2ℓ µ2(i+j−ℓ) = −
j∑
ℓ′=i
2(i+ j − 2ℓ′)µ2(i+j−ℓ′) µ2ℓ′
setting ℓ′ = i + j − ℓ, it is clear that it vanishes. We see the case j < i in a similar way.
The matrix V = [Vij ] is symmetric by definition. However, if the Lemma is proved, we see
this directly, by subtracting the term for ℓ = j from the first term. Now, noting that in the
hyperelliptic case, the Mj(x, y) are independent of x, we define M
(i) = M (i)(x) ∈ Z[µ][x] by
using [Hij] of (2.33):
M (i)(x) =
q−1∑
j=1
Hq−i,jMj(x, y) =
i−1∑
m=0
2(q + 1 +m− i)µ2(i−m−1) x
m.
While we are treating f(x, y) = y2 − p2(x), we denote p2(x) by p(x) in this proof, for a less
cumbersome notation.
Since Q[µ][x, y]/(fx(x, y), fy(x, y)) = Q[µ][x, y]/(p
′(x), 2y), which is isomorphic to
Q[µ][x]/(p′(x)), it suffice to know explicitly the residue V (i) = V (i)(x) of degree less than q− 1
of the division p(x)M (i)(x) by p′(x) for 1 ≤ i ≤ q−1. The key to this proof is that we actually
know the quotient Q(i) = Q(i)(x) ∈ Q[µ][x], as well as V (i), of this division! Namely, we will
show that, if we define functions
Q(i)(x) =
i∑
m=1
2µ2(i−m) x
m +
2i
q
µ2i,
then the expression
(3.2) V (i)(x) = p(x)M (i)(x)− p′(x)Q(i)(x)
is of degree less than q − 1. Moreover, we can calculate all the terms of V (i) explicitly, which
are no other than the Vijs.
Let us start to calculate each term of xk of the right hand side of (3.2) for any k ≥ 0. We
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divide the calculation into four cases.
(i) The case k ≥ q.
In this case M (i) has terms only up to xi−1 (i− 1 ≤ q − 2 < q ≤ k), and p(x) has terms up to
xq (q ≤ k). Therefore, we find that the coefficient Ck of x
k in M (i)(x) p(x) is given by
Ck =
i−1∑
m=k−q
2(q + 1− i+m)µ2(i−1−m) µ2(q−k+m)
=
i∑
m′=q−1−k
2(k −m′ + 1)µ2(q−1−k+m′) µ2(i−m′),
where we have changed the summation index by q − k +m = i−m′. On the other hand, Q(i)
has terms up to xi (i ≤ q − 1 < q ≤ k), and p′(x) has terms up to xq−1 (q − 1 < k), so we see
“Coeff. of xk Q(i)(x) p′(x) ” =
i∑
m=k−q+1
2µ2(i−m) µ2(q−1−k+m)(k −m+ 1).
So the right hand side of (3.2) has no term in xk for k ≥ q.
(ii) The case k = q − 1.
Since M (i) has terms only up to xi−1 (i− 1 ≤ q − 2 < q − 1 = k), we see that
“Coeff. of xk M (i)(x) p(x) ” =
i−1∑
m=0
2(q + 1− i+m)µ2(i−1−m) µ2(1+m)
=
i−1∑
m′=0
2(q −m′)µ2m′ µ2(i−m′)
=
i−1∑
m′=1
2(q −m′)µ2m′ µ2(i−m′) + 2q µ0µ2i,
where we have changed the index of summation by m+1 = i−m′. In this case Q(i) has terms
up to xi (i ≤ q− 1 = k), and p′(x) has terms up to xq−1 (q = k), we have the coefficient Ck x
k
in Q(i)(x) p′(x) is given by
Ck =
i∑
m=1
2µ2(i−m) µ2m(q −m) +
2i
q
µ2i µ0 q
=
i−1∑
m=1
2µ2(i−m) µ2m(q −m) + 2(q − i)µ0 µ2i + 2i µ2i µ0.
So the right hand side of (3.2) has no term of xq−1.
(iii) The case i− 1 < k < q − 1.
Since M (i) has terms only up to xi−1, we see that the coefficient Dk of x
k in M (i)(x) p(x) is
given by
Ck =
i−1∑
m=0
2(q + 1 +m− i)µ2(i−m−1) µ2(q−k+m)
=
i∑
m=1
2(q +m− i)µ2(i−m) µ2(q−1−k+m)
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by rewriting m to m− 1. On the other hand, the coefficient Ck of x
k in Q(i)(x) p′(x)
Ck =
2i
q
µ2i (k + 1)µq−1−k +
i∑
m=1
2µ2(i−m) (k −m− 1)µ2(q−1−k+m)
So the coefficient of xk in right hand side of (3.2) is
i∑
m=1
2(q − 1− k + 2m− i)µ2(i−m) µ2(q−1−k+m) +
2i
q
(k + 1)µ2i µ2(q−1−k)
and Vij, which is no other than the value of this at k = q − 1− j, is given by
i∑
m=1
2(j + 2m− i)µ2(i−m) µ2(j+m) +
2i
q
(q − j)µ2i µ2j
as desired since i < k + 1 = q − j.
(iv) The case k < i− 1.
Since M (i) has terms up to xi−1, of higher degree than xk, we see that the coefficient Dk of x
k
in M (i)(x) p(x) is given by
Dk =
k∑
m=0
2(q + 1 +m− i)µ2(i−m−1) µ2(q−k+m) =
k+1∑
m=1
2(q +m− i)µ2(i−m) µ2(q−1−k+m)
on replacing the summation index m m + 1. Similarly, Q(i) has terms up to xi exceeding xk
again, and
“Coeff. of xk p′(x)Q(i)(x) ” =
2i
q
µ2i µq−1−k +
k+1∑
m=1
2µ2(i−m) (k −m− 1)µ2(q−1−k+m)
with an extra term for m = k + 1 which is zero. So the coefficient of xk in right hand side of
(3.2) is
k+1∑
m=1
2(q − 1− k + 2m− i)µ2(i−m) µ2(q−1−k+m) +
2i
q
(k + 1)µ2i µ2(q−1−k)
and then Vij, which is no other than the value of this at k = q − 1− j, is given by
Vij =
q−j∑
m=1
2(j + 2m− i)µ2(i−m) µ2(j+m) +
2i
q
(q − j)µ2i µ2j
as desired since q − j = k + 1 ≤ i.
Lemma 3.3. We have
Lvj (∆) = 2(q − j)(q + 1− j)µ2j ∆ ( for j = q − 1, q − 2, · · ·, 2, 1 ).
Proof. Since the Hessian of f(x, y) = y2 − p(x) is∣∣∣∣∣ p2
′′(x) 0
0 2
∣∣∣∣∣ = 2 p2′′(x) = 2(q(q − 1)xq−2 + (q − 2)(q − 3)µ4xq−4 + · · ·+ 2 · 1µq−3),
this lemma follows from (2.42).
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3.2 Heat equations for the (2, 3)-curve
In this section we recall Weierstrass’ result which gives a recursive relation for the coefficients
of the power series expansion of his sigma function at the origin. We refer the reader to (12)
and (13) in p. 314 of [10] also. Here we derive Weierstrass’ result by following the method of
[6], namely, following the theory described in previous sections, but without using the general
results 3.1 and 3.3, in order to demonstrate the ideas of the theory.
Weierstrass’ original method is explained in [24] and some explanation of it is available in
[20]. It is easy to get L0 and L2:
(3.4) V =
[
4µ4 6µ6
6µ6 −
4
3µ4
2
]
, and
{ L0 = 4µ4 ∂
∂µ4
+ 6µ6
∂
∂µ6
L2 = 6µ6
∂
∂µ4
−
4
3
µ4
2 ∂
∂µ6
In this case, we see V = T since
H
(
(x, y), (z, w)
)
= −6x− 6z = [x 1 ]
[
−6
−6
] [
z
1
]
.
The differential forms
ω1 =
dx
2y
, η−1 =
xdx
2y
form a symplectic basis of H1(Cµ,Q[µ]). We have ω = (ω1, η−1 ). Bearing in mind Lemma
2.5, we proceed by using x−
1
2 as the local parameter satisfying that ∂∂µj x = 0 for j = 4, 6, and
we compute the matrix Γ as follows. Using f(x, y) = 0, we see 2y ∂∂µ4 y = x and 2y
∂
∂µ6
y = 1, so
that
∂
∂µ4
y =
x
2y
,
∂
∂µ6
y =
1
2y
.
Therefore, we have
∂
∂µ6
ω1 = −
1
4y3
dx,
∂
∂µ4
ω1 =
∂
∂µ6
η−1 = −
x
4y3
dx,
∂
∂µ4
η−1 = −
x2
4y3
dx.
In the calculation below, the symbol “≡” stands for an equality modulo the exact forms. We
have
d
(1
y
)
= −
1
y2
dy = −
1
y2
dy
dx
dx = −
1
y2
3x2 + µ4
2y
dx = 6
∂
∂µ4
η−1 + 2µ4
∂
∂µ6
ω1,(3.5)
d
(x
y
)
=
ydx− xdy
y2
=
y − x dydx
y2
dx =
y − x3x
2+µ4
2y
y2
dx =
y − 3y
2−2µ4x−3µ6
2y
y2
dx
= −ω1 − 4µ4
∂
∂µ4
ω1 − 6µ6
∂
∂µ6
ω1 = −ω1 − L0ω1,
d
(x2
y
)
=
2xydx− x2dy
y2
=
2xy − x2 dydx
y2
dx =
2xy − x2 3x
2+µ4
2y
y2
dx
=
2xy − 3x(y
2−µ4x−µ6)+µ4
2y
y2
dx =
xdx
2y
+
µ4x
2
y3
dx+
3
2
µ6x
2y3
dx = η−1 − L0η−1
≡ η−1 +
4
3
µ4
2 ∂
∂µ6
ω1 − 6µ6
∂
∂µ4
ω1 ( by (3.5) )
= η−1 − L2ω1.
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Therefore, we see
L2η−1 = 6µ6
∂
∂µ4
η−1 −
4
3
µ4
2 ∂
∂µ6
η−1 ≡ −2µ6µ4
∂
∂µ6
ω1 −
4
3
µ4
2 ∂
∂µ6
ω1 ( by (3.5) )
= −
µ4
3
(
6µ6
∂
∂µ6
ω1 + 4µ4
∂
∂µ4
ω1
)
= −
µ4
3
L0ω1 =
µ4
3
ω1.
Summarising these results, we have on H1(C ,Q[µ]) that
L0
tω = Γ0
tω, L2
tω = Γ2
tω, where Γ0 =
[
−1
1
]
, Γ2 =
[
1
µ4
3
]
Note that, by these equation, we have LjΩ = ΓjΩ with Ω =
[
ω′ ω′′
η′ η′′
]
as in (2.12). Since
L0 det(T ) = 12det(T ), L2 det(T ) = 0, ∆ = det(T ), and (2.44), we have arrived at
(3.6)
(L0 −H0)σ(u) =
(
4µ4
∂
∂µ4
+ 6µ6
∂
∂µ6
− u
∂
∂u
+ 1
)
σ(u) = 0,
(L2 −H2)σ(u) =
(
6µ6
∂
∂µ4
−
4
3
µ4
2 ∂
∂µ6
−
1
2
∂2
∂u2
+
1
6
µ4u
2
)
σ(u) = 0.
where Hj = H
Lj + 18Lj log∆ for j = 0 and 2. From the first of (3.6) it follows that the sigma
function is of the form
σ(u) = u
∑
n4,n6≧0
b(n4, n6)
(µ4u
4)n4(µ6u
6)n6
(1 + 4n4 + 6n6)!
.
Using the second equation we then have a recurrence relation
(3.7)
b(n4, n6) =
2
3(4n4 + 6n6 − 1)(2n4 + 3n6 − 1)b(n4 − 1, n6)
− 83(n6 + 1)b(n4 − 2, n6 + 1) + 12(n4 + 1)b(n4 + 1, n6 − 1)
with b(n4, n6) = 0 if n4 < 0 or n6 < 0. Since the term b(n4, n6) on the left hand side has
weight 4n4 + 6n6, and the terms b(i, j) on the right hand side have weight smaller than this,
all terms may be found from (3.7). Therefore, any solution of (3.6) is a constant times the
function
σ(u) = u+ 2µ4
u5
5! + 24µ6
u7
7! − 36µ
2
4
u9
9! − 288µ4µ6
u11
11! + · · · .
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3.3 Heat equations for the (2, 5)-curve
In this section, we list the analogous results on the heat equations for the curve
Cµ : y
2 = x5 + µ4x
3 + µ6x
2 + µ8x+ µ10.
We note here that our results correct a sign in [5]; the overall constant 180 at the 4th line
from bottom in page 68 of [5] should be − 180 . Here we give the Hurwitz series version of the
algorithm. Now, we take a usual symplectic basis of differentials
ω3 =
1
2y
dx, ω1 =
x
2y
dx, η−3 =
3x3 + µ4x
2y
dx, η−1 =
x2
2y
dx.
of H1(Cµ,Q[µ]). The matrix V for this case is given by
V =


4µ4 6µ6 8µ8 10µ10
6µ6 −
12
5 µ
2
4 + 8µ8 −
8
5µ4µ6 + 10µ10 −
4
5µ4µ8
8µ8 −
8
5µ4µ6 + 10µ10 −
12
5 µ
2
6 + 4µ4µ8 6µ4µ10 −
6
5µ6µ8
10µ10 −
4
5µ4µ8 6µ4µ10 −
6
5µ6µ8 4µ10µ6 −
8
5µ
2
8

 .
So the operators Lj are given by
t[L0 L2 L4 L6] = V
t
[
∂
∂µ4
∂
∂µ6
∂
∂µ8
∂
∂µ10
]
.
While the authors have the explicit commutation relations of these Li, we shall not include these
here because their explicit forms are not needed in this paper. However, these commutators
are all in the span of the Li. By (2.41), we see that these Lj’s operate on the discriminant ∆
as follows:
[L0 L2 L4 L6 ]∆ = [ 40 0 12µ4 4µ6 ]∆.
The representation matrices Γj for the Lj acting on the space H
1(Cµ,Q[µ]) are
Γ0 =


−3
−1
3
1

 , Γ2 =


−1
4
5
µ4 1
4
5
µ4
2
− 3µ8 −
4
5
µ4
3
5
µ4 1

 ,
Γ4 =


−µ4 1
6
5
µ6 1
6
5
µ4µ6 − 6µ10 −µ8 µ4 −
6
5
µ6
−µ8
2
5
µ6

 , Γ6 =


1
3
5
µ8
3
5
µ4µ8 −2µ10 −
3
5
µ8
−2µ10
1
5
µ8

 .
Therefore, we find the following operators Hj:
H0 = 3u3
∂
∂u3
+ u1
∂
∂u1
− 3,
H2 =
1
2
∂2
∂u12
+ u1
∂
∂u3
− 45µ4u3
∂
∂u1
− 310µ4u1
2 −
(
3
2µ8 −
2
5µ4
2
)
u3
2,
H4 =
∂2
∂u1∂u3
− 65µ6u3
∂
∂u1
+ µ4u3
∂
∂u3
− 15µ6u1
2 + µ8u1u3 +
(
3µ10 −
3
5µ4µ6
)
u3
2 − µ4,
H6 =
1
2
∂2
∂u32
− 35µ8u3
∂
∂u1
− 110µ8u1
2 + 2µ10u3u1 −
3
10µ8µ4u3
2 − 12µ6.
By the first heat equation (L0 −H0)σ(u) = 0, the sigma function must be of the form
σ(u3, u1) =
∑
m,n4,n6,n8,n10≧0
3−3m+4n4+6n6+8n8+10n10≧0
b(m,n4, n6, n8, n10) ·
u1
3
( u3
u13
)m(
µ4u1
4
)n4(
µ6u1
6
)n6(
µ8u1
8
)n8(
µ10u1
10
)n10
m! (3− 3m+ 4n4 + 6n6 + 8n8 + 10n10)!
.
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Let
k = 3− 3m+ 4n4 + 6n6 + 8n8 + 10n10.
Then the other heat equations (Lj −Hj)σ(u) = 0 imply the following recursion scheme:
b(m,n4, n6, n8, n10) =


B2 ( if k > 1 and m ≧ 0 )
B1 ( if k = 1 and m > 0 )
B0 ( if k = 0 and m > 1 ),
where the Bi are given by:
B2 = 20(n8 + 1) b(m,n4, n6, n8 + 1, n10 − 1)
+16(n6 + 1) b(m,n4, n6 + 1, n8 − 1, n10)
+12(n4 + 1) b(m,n4 + 1, n6 − 1, n8, n10)
−245 (n6 + 1) b(m,n4 − 2, n6 + 1, n8, n10)
+35(k − 3)(k − 2) b(m,n4 − 1, n6, n8, n10)
−85(n10 + 1) b(m,n4 − 1, n6, n8 − 1, n10 + 1)
−165 (n8 + 1) b(m,n4 − 1, n6 − 1, n8 + 1, n10)
−2(k − 2) b(m+ 1, n4, n6, n8, n10)
−3m(m− 1) b(m− 2, n4, n6, n8 − 1, n10)
+45m(m− 1) b(m− 2, n4 − 2, n6, n8, n10)
+85mb(m− 1, n4 − 1, n6, n8, n10),
B1 = +10(n6 + 1) b(m− 1, n4, n6 + 1, n8, n10 − 1)
−125 (n8 + 1) b(m− 1, n4, n6 − 2, n8 + 1, n10)
−65(n10 + 1) b(m− 1, n4, n6 − 1, n8 − 1, n10 + 1)
+8(n4 + 1) b(m− 1, n4 + 1, n6, n8 − 1, n10)
−15(5m−10+8n6−20n8−30n10) b(m− 1, n4 − 1, n6, n8, n10)
−3(m− 1)(m− 2) b(m− 3, n4, n6, n8, n10 − 1)
+35(m− 1)(m− 2) b(m− 3, n4 − 1, n6 − 1, n8, n10)
+65(m− 1) b(m− 2, n4, n6 − 1, n8, n10),
B0 = −
16
5 (1 + n10) b(m− 2, n4, n6, n8 − 2, n10 + 1)
−15(12n8 − 40n10 − 5) b(m− 2, n4, n6 − 1, n8, n10)
+20(n4 + 1) b(m− 2, n4 + 1, n6, n8, n10 − 1)
+12(n8 + 1) b(m− 2, n4 − 1, n6, n8 + 1, n10 − 1)
−85(n6 + 1) b(m− 2, n4 − 1, n6 + 1, n8 − 1, n10)
+35(m− 2)(m− 3) b(m− 4, n4 − 1, n6, n8 − 1, n10)
+65(m− 2) b(m− 3, n4, n6, n8 − 1, n10).
From these, we see that the expansion of σ(u) is Hurwitz integral over Z[15 ].
Remark 3.8. Actually the above recurrence scheme is one of several possible recurrence re-
lations. However, we see any such system gives the same solution space by the following
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argument. Here, of course, we suppose that b(m,n4, · · · , n10) = 0 if k or any of the explicit
arguments is negative. For any finite subset S ⊂ {(m,n4, · · · , n10) | k, n4, · · · , n10 ≥ 0}, we take
the set ES of relations h between {b(m,n4, · · · , n10)} such that any b(m,n4, · · · , n10) appears
as a term in h provided that (m,n4, · · · , n10) ∈ S. For instance, if we consider
S = {b(1, 0, 0, 0, 0), b(0, 0, 0, 0, 0), b(0, 1, 0, 0, 0), b(1, 1, 0, 0, 0), b(2, 1, 0, 0, 0)},
then ES consists of the following 4 equations:
b(0, 0, 0, 0, 0) = −2b(1, 0, 0, 0, 0),
b(0, 1, 0, 0, 0) = 12b(0, 0, 0, 0, 0) − 10b(1, 1, 0, 0, 0),
b(1, 1, 0, 0, 0) = 65b(1, 0, 0, 0, 0) − 4b(2, 1, 0, 0, 0) −
16
5 b(0, 0, 0, 0, 0),
b(2, 1, 0, 0, 0) = 15 · 0 · b(1, 0, 0, 0, 0).
The solution space of such a system of linear equations ES is of dimension 1 or larger because
we have at least one iteration system as above whose solution space is of dimension 1. Since
ES is independent of the choice of recursion system, any recursion system must include the
same solution space of dimension 1.
The first few terms of the sigma expansion are given as follows (up to a constant multiple):
σ(u3, u1) = u3 − 2
u1
3
3!
− 4µ4
u1
7
7!
− 2µ4
u3u1
4
4!
+ 64µ6
u1
9
9!
− 8µ6
u3u1
6
6!
− 2µ6
u3
2u1
3
2!3!
+ µ6
u3
3
3!
+ (1600µ8 − 408µ4
2)
u1
11
11!
− (4µ4
2 + 32µ8)
u3u1
8
8!
− 8µ8
u3
2u1
5
2!5!
− 2µ8
u3
3u1
2
3!2!
+ · · · .
3.4 Heat equations for the (2, 7)-curve
We take the hyperelliptic genus g = 3 curve C in “Weierstrass” form
y2 = f(x) = x7 + µ4x
5 + µ6x
4 + µ8x
3 + µ10x
2 + µ12x+ µ14.
The discriminant ∆ of C is the resultant of f and fx. It has 320 terms and is of weight 84.
The matrix V is given by
V =


4µ4 6µ6 8µ8
6µ6 −
4
7
(
5µ4
2
− 14µ8
)
−
2
7
(8µ6µ4 − 35µ10)
8µ8 −
2
7
(8µ6µ4 − 35µ10)
4
7
(
21µ12 − 6µ6
2 + 7µ4µ8
)
10µ10 −
12
7
(µ4µ8 − 7µ12)
2
7
(49µ14 − 9µ6µ8 + 21µ4µ10)
12µ12 −
2
7
(4µ4µ10 − 49µ14)
4
7
(14µ4µ12 − 3µ6µ10)
14µ14 −
4
7
µ4µ12
2
7
(35µ4µ14 − 3µ6µ12)
10µ10 12µ12 14µ14
−
12
7
(µ4µ8 − 7µ12) −
2
7
(4µ4µ10 − 49µ14) −
4
7
µ4µ12
2
7
(21µ4µ10 − 9µ6µ8 + 49µ14)
4
7
(14µ4µ12 − 3µ6µ10)
2
7
(35µ4µ14 − 3µ6µ12)
4
7
(
7µ6µ10 − 6µ8
2 + 14µ4µ12
)
2
7
(21µ6µ12 − 8µ10µ8 + 35µ4µ14)
8
7
(7µ6µ14 − µ12µ8)
2
7
(21µ6µ12 − 8µ10µ8 + 35µ4µ14)
4
7
(
7µ12µ8 − 5µ10
2 + 14µ6µ14
)
2
7
(21µ14µ8 − 5µ12µ10)
8
7
(7µ6µ14 − µ12µ8)
2
7
(21µ14µ8 − 5µ12µ10)
4
7
(
7µ14µ10 − 3µ12
2
)


So we have
t[L0 L2 L4 L6 L8 L10] = V
t
[
∂
∂µ4
∂
∂µ6
∂
∂µ8
∂
∂µ10
∂
∂µ12
∂
∂µ14
]
.
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Using (2.41), their operation on ∆ are given by
[L0 L2 L4 L6 L8 L10](∆) = [84 0 40µ4 24µ6 12µ8 4µ10]∆.
As for the (2, 5)-case, we have fundamental relations for these Li as a set of generators of certain
Lie algebra, which we do not include here. The symplectic base of H1(C ,Q[µ]) is consist of
ω5 =
dx
2y
, ω3 =
xdx
2y
, ω1 =
x2dx
2y
,
η−5 =
(5x5 + 3µ4x
3 + 2µ6x
3 + µ8x
2)dx
2y
, η−3 =
(3x4 + µ4x
2)dx
2y
, η−1 =
x3dx
2y
.
With respect to these, the matrices Γj =
[
−βj αj
−γj
tβj
]
are given as follows 4 :
α0 = O, β0 =


5
3
1

 , γ0 = O,
α2 =


1

 , β2 =


−
4
7
3 − 8
7
µ4
−1

 , γ2 =


−
1
7
(4µ4µ8 − 35µ12)
−
1
7
(8µ4
2
− 21µ8)
−
5
7
µ4

 ,
α4 =

 1
1

 , β4 =


3µ4 −
6
7
µ6
µ4 −
12
7
µ6
1

 , γ4 =


−
2
7
(3µ6µ8 − 35µ14) 3µ12
3µ12 −
6
7
(2µ4µ6 − 7µ10) µ8
µ8
4
7
µ6

 ,
α6 =


1
1
1

 , β6 =


2µ6 −
8
7
µ8
µ4 −
9
7
µ8

 , γ6 =


3µ4µ12 −
8
7
µ8
2 6µ14 µ12
6µ14 −
9
7
µ4µ8 + 9µ12 2µ10
µ12 2µ10 −
3
7
µ8

 ,
α8 =


1
1

 , β8 =


µ8 −
10
7
µ10 µ12
−
6
7
µ10

 , γ8 =


{
6µ4µ14+2µ6µ12
−
10
7
µ8µ10
}
µ4µ12 2µ14
µ4µ12 −
6
7
µ4µ10 + 12µ14 3µ12
2µ14 3µ12 −
2
7
µ10

 ,
α10 =


1

 , β10 =


−5/7µ12 2µ14
−3/7µ12

 , γ10 =


4µ6µ14 − 5/7µ8µ12 2µ4µ14
2µ4µ14 −3/7µ4µ12 4µ14
4µ14 −1/7µ12

 .
These give a set of heat equations (Lj −Hj)σ(u) = 0 as before.
3.5 Series expansion of the sigma function for the (2, 7)-curve
Following [5] but in the Hurwitz series form as [24], for the (2,7) case we write the sigma
function as
σ(u5, u3, u1) =
∑
ℓ,m,n4,n6,n8,
n10,n12,n14
b(ℓ,m, n4, n6, n8, n10, n12, n14)
·
(
µ4u1
4
)n4 (µ6u16)n6 (µ8u18)n8 (µ10u110)n10 (µ12u112)n12 (µ14u114)n14
·
u1
6
( u5
u15
)ℓ( u3
u13
)m
(6− 5ℓ− 3m+ 4n4 + 6n6 + 8n8 + 10n10 + 12n12 + 14n14)! ℓ!m!
,
4These should not be confused with the symplectic basis of cycles αj and βj in (1.7)
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giving a solution of (L0 − H0)σ(u) = 0. Note that we need the leading term u1
6 to give an
even series, and to match the leading term, the Schur function, in the expansion of sigma. If
we define
k = 6− 5ℓ− 3m+ 4n4 + 6n6 + 8n8 + 10n10 + 12n12 + 14n14,
we can rewrite the above expression as
(3.9) σ =
∑
b(ℓ,m, n4, n6, n8, n10, n12, n14)µ4
n4 µ6
n6 µ8
n8 µ10
n10 µ12
n12 µ14
n14 u5
ℓ
ℓ!
u3
m
m!
u1
k
k!
,
where we require all the integer indices k, ℓ, m, n4, n6, n8, n10, n12, n14 to be non-negative.
Note that the u-weight of this expression is k0 = 6+4n4+6n6+8n8+10n10+12n12+14n14,
which does not depend on ℓ or m. (Note also that k = k0 − 5ℓ − 3m). For fixed n4, n6, n8,
n10, n12, n14 ≥ 0, k0 ≥ 0 is fixed, and for non-negative k, we require ℓ = 0, . . . , ⌊(k0 + 6)/5⌋,
m = 0, . . . , ⌊(6 + k0 − 5ℓ)/3⌋.
As noted above, if we insert this ansatz into the equation for (L0 − H0)σ = 0, we get an
expression which is identically zero, for for any set of b(ℓ,m, n4, n6, n8, n10, n12, n14).
If we insert this ansatz into the expression for (L2 −H2)σ = 0, we get (after some algebra,
and providing k > 0) the recurrence relation shown below, involving 20 terms (compare the
equations on p.68 of [5] for the genus 2 case). We can structure this relation by the weight of
each b coefficient of (3.9) (more precisely by the weight of the corresponding term in the sigma
expansion). We will call this P2 :
−7 b(ℓ,m, n4, n6, n8, n10, n12, n14)
+14(2− k) b(ℓ,m+1, n4, n6, n8, n10, n12, n14)
−42mb(ℓ+1,m−1, n4, n6, n8, n10, n12, n14)
+196(n12 + 1) b(ℓ,m, n4, n6, n8, n10, n12+1, n14−1)
+168(n10 + 1) b(ℓ,m, n4, n6, n8, n10+1, n12−1, n14)
+140(n8 + 1) b(ℓ,m, n4, n6, n8+1, n10−1, n12, n14)
+112(n6 + 1) b(ℓ,m, n4, n6+1, n8−1, n10, n12, n14)
−40(n6 + 1) b(ℓ,m, n4−2, n6+1, n8, n10, n12, n14)
+5(3− k)(2− k) b(ℓ,m, n4−1, n6, n8, n10, n12, n14)
−8(n14 + 1) b(ℓ,m, n4−1, n6, n8, n10, n12 − 1, n14 + 1)
−16(n12 + 1) b(ℓ,m, n4−1, n6, n8, n10−1, n12+1, n14)
−24(n10 + 1) b(ℓ,m, n4−1, n6, n8−1, n10+1, n12, n14)
−32(n8 + 1) b(ℓ,m, n4−1, n6−1, n8+1, n10, n12, n14)
+84(n4 + 1) b(ℓ,m, n4+1, n6−1, n8, n10, n12, n14)
−21m(m− 1) b(ℓ,m−2, n4, n6, n8−1, n10, n12, n14)
+8m(m− 1) b(ℓ,m−2, n4−2, n6, n8, n10, n12, n14)
+16mb(ℓ,m−1, n4−1, n6, n8, n10, n12, n14)
−35ℓ(ℓ−1) b(ℓ−2,m, n4, n6, n8, n10, n12−1, n14)
+4ℓ(ℓ−1) b(ℓ−2,m, n4−1, n6, n8−1, n10, n12, n14)
+8ℓ b(ℓ−1,m+1, n4−1, n6, n8, n10, n12, n14) = 0.
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This relation applies only for k > 1, and can be written as
P2 : b (ℓ,m, n4, n6, n8, n10, n12, n14) = 2 (2− k) b (ℓ, 1 +m,n4, n6, n8, n10, n12, n14)
− 6mb (1 + ℓ,m− 1, n4, n6, n8, n10, n12, n14) + “lower weight terms”,
where the lower weight terms have coefficients which are quadratic or linear in ℓ, m, n4, n6,
n8, n10, n12, n14, times integer numbers or rational numbers with denominators 7. Here the
number 4n4+6n6+8n8+10n10+12n12+14n14 for b(ℓ,m, n4, n6, n8, n10, n12, n14) is the µ-weight
of the term. For P2, the left hand side and the first two terms on the right hand side all have
the µ-weight W = 4n4 + 6n6 + 8n8 + 10n10 + 12n12 + 14n14. The next highest µ-weight terms
of the “lower weight terms” are of µ-weight W −2, and the lowest weight terms are of µ-weight
W − 12.
Putting the same ansatz into (L4 −H4)σ = 0 we get another recurrence P4 with 20 terms,
providing m > 0 and k > 0. We can write this as
P4 : b (ℓ, 1 +m,n4, n6, n8, n10, n12, n14) = −7 (k − 1) b (1 + l,m− 1, n4, n6, n8, n10, n12, n14)
+ “lower weight terms”.
Here the lower weight terms have the same property as P2.
We have have another relation from the equation (L6 −H6)σ = 0
P6 : b (l,m+ 2, n4, n6, n8, n10, n12, n14) + 2 b (1 + l,m, n4, n6, n8, n10, n12, n14)
= “lower weight terms”.
We can write this in two different ways which will each come in useful
P
(a)
6 : b (l,m, n4, n6, n8, n10, n12, n14) = −2 b (l + 1,m− 2, n4, n6, n8, n10, n12, n14)
+ “lower weight terms”,
P
(b)
6 : 2 b (l,m, n4, n6, n8, n10, n12, n14) = −b (l − 1,m+ 2, n4, n6, n8, n10, n12, n14)
+ “lower weight terms”.
Continuing, we have two further relations, from the equations (L8 −H8)σ = 0 and (L10 −
H10)σ = 0
P8 : b(ℓ+1,m+1, n4, n6, n8, n10, n12, n14) = “lower µ-weight terms”,
P10 : b(ℓ+2,m, n4, n6, n8, n10, n12, n14) = “lower µ-weight terms”,
where the lower µ-weight terms have the same properties as P2 and P4. The relations P6, P8,
P10 have a total of 24, 24, 19 terms respectively.
As before, we need to normalize the sigma expansion, so we choose b(1, 0, 0, 0, 0, 0, 0, 0) = 1.
We need to find relations which either express coefficients in terms of ones with lower or equal
µ-weight.
37
Clearly we must take care with our recurrence relation to avoid infinite looping. We find
that the following choice of recurrence scheme results in a sequence which decreases the µ-weight
after no more than one extra step at any point in the recurrence.
b(ℓ,m, n4,n6, n8, n10, n12, n14)
=


0 if min{k, ℓ,m, n4, n6, n8, n10, n12, n14} < 0,
1 if ℓ = 1, m = n4 = n6 = n8 = n10 = n12 = n14 = 0,
rhs(P2) if k > 1,
rhs(P4) if k = 1, m > 0,
rhs(P6a) if k = 1, m = 0 ( and ℓ > 0),
rhs(P6b) if k = 0, m > 1,
rhs(P8) if k = 0, m = 1 and ℓ > 0,
rhs(P10) if k = 0, m = 0 and ℓ > 1.
Note that the structure of this complicated linear recurrence relation does not depend on the
moduli µi. We have used this to calculate the terms on the Hurwitz series for sigma up to
weight 40 in ui (weight 34 in the µi).
As for the (2, 5)-curve, there is another possible recursion scheme:
b(ℓ,m, n4,n6, n8, n10, n12, n14)
=


0 if min{k, ℓ,m, n4, n8, n10, n12, n14} < 0,
1 if ℓ = 1, m = n4 = n8 = n10 = n12 = n14 = 0,
rhs(P10) if ℓ > 1,
rhs(P8) if ℓ = 1, m > 0,
rhs(P6a) if ℓ = 1, m = 0 and k > 0,
rhs(P4) if ℓ = 0, m > 0 and k > 0,
rhs(P6b) if ℓ = 0, m > 0 and k = 0,
rhs(P2) if ℓ = 0, and m = 0.
We have used this to calculate the terms in the sigma series up to weight 40 in {uj}, or
equivalently, weight 35 in the {µi}. The first few terms of the sigma expansion are given as
follows (up to a constant multiple):
σ(u5, u3, u1) =16
u1
6
6!
− 2
u1
3u3
3!
− 2
u23
2!
+ u5u1 + 64µ4
u1
10
10!
+ 36µ4
u1
7u3
7!
− 4µ4
u1
4u3
2
4!2!
− 2µ4
u1u3
3
3!
+ 2µ4
u5u1
5
5!
− 512µ6
u1
12
12!
+ 64µ6
u1
9u3
9!
+ 16µ6
u1
6u3
2
6!2!
− 8µ6
u1
3u3
3
3!2
− 8µ6
u3
4
4!
+ 24µ6
u5u1
7
7!
+ · · · .
Further studies are required to establish whether there are other recursion schemes which can
be used to generate the series, and which recursions could be considered the most efficient in
some sense.
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3.6 Heat equations for the (3, 4)-curve
We take the trigonal genus 3 curve C = C 3,4µ in the Weierstrass form
y3 = (µ8 + µ5x+ µ2x
2)y + x4 + µ6x
2 + µ9x+ µ12.
The matrix V is given by
V =
[
V1..3,1..3 V1..3,4..6
tV1..3,4..6 V4..6,4..6
]
,
where
V1..3,1..3 =


2µ2 5µ5 6µ6
5µ5
1
6
µ2
4
− 4µ2µ6 + 8µ8 −
1
2
µ2
2µ5 + 9µ9
6µ6 −
1
2
µ2
2µ5 + 9µ9
2
3
µ2
2µ6 +
10
3
µ2µ8 +
5
3
µ5
2


and
V1..3,4..6 =


8µ8 9µ9
1
12
µ2
3µ5 −
1
2
µ2µ9 −
3
2
µ5µ6
1
6
µ2
3µ6 −
1
3
µ2
2µ8 −
1
6
µ2µ5
2
− 3µ6
2 + 12µ12
4
3
µ2
2µ8 −
7
12
µ2µ5
2 + 12µ12
4
3
µ2
2µ9 −
7
6
µ2µ5µ6 +
13
3
µ5µ8
12µ12
1
12
µ2
3µ9 −
1
6
µ2µ5µ8 −
3
2
µ6µ9
2µ2
2µ12 −
7
12
µ2µ5µ9 +
8
3
µ8
2


and the remaining elements given by
V4,4 =
1
24
µ2
2µ5
2 + 6µ2µ12 −
7
2
µ5µ9 + 4µ6µ8,
V4,5 = V5,4 =
1
12
µ2
2µ5µ6 +
7
6
µ2µ5µ8 −
5
12
µ5
3
−
3
2
µ6µ9,
V4,6 = V6,4 =
1
24
µ2
2µ5µ9 +
4
3
µ2µ8
2
−
5
12
µ5
2µ8 + 6µ6µ12 −
9
4
µ9
2,
V5,5 =
1
6
µ2
2µ6
2 + 2µ2
2µ12 +
5
3
µ2µ5µ9 −
8
3
µ2µ6µ8 −
4
3
µ5
2µ6 +
8
3
µ8
2,
V5,6 = V6,5 =
1
12
µ2
2µ6µ9 + 3µ2µ5µ12 −
5
6
µ2µ8µ9 −
5
12
µ5
2µ9 −
1
2
µ5µ6µ8,
V6,6 =
1
24
µ2
2µ9
2 + 2µ2µ8µ12 + µ5
2µ12 −
11
6
µ5µ8µ9 +
4
3
µ6µ8
2.
The discriminant ∆ for C is calculated by an algorithm provided by Sylvester, has 670
terms and is of weight 72. Then we have
[L0 L3 L4 L6 L7 L10]∆ = [ 72 0 − 8µ2
2 12µ6 − 8µ2µ5 − µ5
2 − 4µ2µ8 ]∆.
As for the (2, 7)-case, we have fundamental relations for these Li as a set of generators of
certain Lie algebra.
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The symplectic base of H1(C ,Q[µ]) in this case is given by
ω5 =
dx
3y2
, ω2 =
xdx
3y2
, ω1 =
ydx
3y2
, η−5 =
5x2ydx
3y2
, η−2 =
2xydx
3y2
, ω−1 =
x2dx
3y2
.
The matrices Γj =
[
−βj αj
−γj
tβj
]
are given as follows5 :
α0 = O, β0 =


5
2
1

 , γ0 = O,
α3 =


0 0 0
0 0 1
0 1 0

 , β3 =


0 1
12
µ2
3
−
3
2
µ6 −
1
6
µ5µ2
2 0 − 1
3
µ2
2
0 − 1
2
µ2 0

 ,
γ3 =


5µ5µ8 −
1
3
µ2
2µ9 +
1
12
µ2
4µ5 −
5
3
µ2µ5µ6 −µ2µ8 µ9
−µ2µ8
2
3
µ5µ2
1
6
µ2
3
− µ6
µ9
1
6
µ2
3
− µ6 µ5

 ,
α4 =


0 0 0
0 1 0
0 0 1
3
µ2

 , β4 =


2
3
µ2
2
−
7
12
µ5µ2
5
3
µ8
0 0 2
3
µ5
1 0 0

 ,
γ4 =


−
7
12
µ2
2µ5
2 + 9µ2µ12 +
5
3
µ5µ9 +
11
3
µ6µ8
2
3
µ2µ9 −
1
3
µ2µ8
2
3
µ2µ9
4
3
µ2µ6 +
4
3
µ8 −
1
2
µ5µ2
−
1
3
µ2µ8 −
1
2
µ5µ2 µ6

 ,
α6 =


0 0 1
0 0 0
1 0 0

 , β6 =


µ6
1
24
µ2
2µ5 −
5
4
µ9
1
3
µ2µ8 −
5
12
µ5
2
0 0 − 1
6
µ5µ2
0 − 1
4
µ5 0

 ,
γ6 =


{
1
24
µ2
3µ5
2+4µ2
2µ12−
29
12
µ2µ5µ9
+ 4
3
µ2µ6µ8−
5
12
µ5
2µ6+6µ8
2
}
1
2
µ5µ8 3µ12
1
2
µ5µ8
8
3
µ2µ8 −
1
3
µ5
2 1
12
µ2
2µ5 −
1
2
µ9
3µ12
1
12
µ2
2µ5 −
1
2
µ9 2µ8

 ,
α7 =


0 1 0
1 0 0
0 0 1
3
µ5

 , β7 =


2
3
µ5µ2
1
12
µ2
2µ6 −
7
6
µ2µ8 −
5µ5
2
12
1
3
µ2µ9 −
1
2
µ5µ6
0 0 − 1
3
µ2µ6 +
2
3
µ8
0 − 1
2
µ6 0

 ,
γ7 =


γ
[1,1]
7 2µ2µ12 +
2
3
µ5µ9 − µ6µ8
2
3
µ5µ8
2µ2µ12 +
2
3
µ5µ9 − µ6µ8
8
3
µ2µ9 −
2
3
µ5µ6 −
1
6
µ5
2 + 1
6
µ2
2µ6 −
1
3
µ2µ8
2
3
µ5µ8 −
1
6
µ5
2 + 1
6
µ2
2µ6 −
1
3
µ2µ8 2µ9

 ,
with γ
[1,1]
7 = −
5
12
µ2µ5
3
−
1
2
µ5µ6
2 + 5µ12µ5 +
14
3
µ8µ9 +
1
12
µ2
3µ5µ6 −
1
6
µ2
2µ5µ8 − µ2µ6µ9,
α10 =


1 0 0
0 0 0
0 0 1
3
µ8

 , β10 =


−
1
3
µ2µ8
1
24
µ2
2µ9 −
5
12
µ5µ8 µ2µ12 −
5
12
µ5µ9 +
1
3
µ6µ8
0 0 − 1
6
µ2µ9
0 − 1
4
µ9 0

 ,
γ10 =


γ
[1,1]
10 2µ12µ5 −
5
6
µ8µ9
2
3
µ8
2
2µ12µ5 −
5
6
µ8µ9 4µ2µ12 −
1
3
µ5µ9 −
1
6
µ5µ8 +
1
12
µ2
2µ9
2
3
µ8
2
−
1
6
µ5µ8 +
1
12
µ2
2µ9 3µ12

 ,
with γ
[1,1]
10 =
1
24
µ2
3µ5µ9 + µ2
2µ8
2
−
5
12
µ2µ5
2µ8 + 3µ2µ6µ12 −
7
6
µ2µ9
2
−
5
12
µ5µ6µ9 +
1
3
µ6
2µ8 + 9µ8µ12.
5These should not be confused with the symplectic basis of cycles αj and βj in (1.7)
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3.7 Series expansion of the sigma function for the (3, 4)-curve
It is not clear to the authors which part in [6] shows that the space of the solutions
ϕ(µ, u5, u2, u1) ∈ Q[µ][[u5, u2, u1]] of the system
(Lj −Hj)ϕ(µ, u5, u2, u1) = 0 (j = 0, 3, 4, 6, 7, 10)
is one dimensional. In this Section we shall give a proof of this for the case of the (3, 4)-curves.
Following [5], but using the Hurwitz series form, for the (3, 4)-curve we define
σ(u5, u2, u1) =
∑
ℓ,m,n2,n5,n6,n8,n9,n12
b(ℓ,m, n2, n5, n6, n8, n9, n12) u1
5
(
u5
u15
)ℓ( u2
u12
)m
·
(
µ2u1
2
)n2 (µ5u15)n5 (µ6u16)n6 (µ8u18)n8 (µ9u19)n9 (µ12u112)n12/(
ℓ!m! (5 − 5ℓ− 2m+ 2n2 + 5n5 + 6n6 + 8n8 + 9n9 + 12n12)!
)
If we define
k = 5− 5ℓ− 2m+ 2n2 + 5n5 + 6n6 + 8n8 + 9n9 + 12n12,
we can rewrite the above expression as
σ(u5, u2, u1) =
∑
b(ℓ,m, n2, n5, n6, n8, n9, n12) ·
µ2
n2µ5
n5µ6
n6µ8
n8µ9
n9µ12
n12 u5
ℓu2
mu1
k
ℓ!m! k!
where we require all the integer indices k,ℓ, m, n2, n5, n6, n8, n9, n12 to be non-negative. Note
that the u-weight of this expression is k0 = 5+2n2+5n5+6n6+8n8+9n9+10n12, which does
not depend on ℓ or m. (Note also that k = k0− 5ℓ− 2m). For fixed n2, n5, n8, n6, n9, n12 ≥ 0,
k0 ≥ 0 is fixed, and for non-negative k, we require ℓ = 0, . . . , ⌊k0/5⌋, m = 0, . . . , ⌊(k0−5ℓ)/2⌋.
In addition, we can use the condition that σ is an odd function, σ(−u) = −σ(u); this tells us
that if k0 is even(odd) then we should restrict ourselves to m even(odd) respectively.
If we insert this ansatz into the equation for (L0 −H0)σ = 0, we get an expression which
is identically zero, whatever the values for the b(ℓ,m, n2, n5, n6, n8, n9, n12). If we insert the
ansatz into the equation for (L3−H3)σ = 0, we get (after some algebra) the recurrence relation
shown below, involving 34 terms (compare the equations on p.68 of [5] for the genus 2 case).
We can structure the relation by the weight of each b coefficient (more precisely by the weight
of the corresponding term in the sigma expansion).
Contrarily to the (2, 3)-, (2, 5)-, (2, 7)-curves, we could not find any method for (3, 4)-curve
to prove Hurwitz integrality of the expansion of σ(u).
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We will call the recurrence relation, generated from (L3 −H3)σ = 0, R3:
24 b(ℓ,m + 1, n2, n5, n6, n8, n9, n12) + 48mb(ℓ+ 1,m− 1, n2, n5, n6, n8, n9, n12)
= −12(4− k)(3 − k) b(ℓ,m, n2, n5 − 1, n6, n8, n9, n12)
−36(n8 + 1) b(ℓ,m, n2, n5 − 1, n6 − 1, n8 + 1, n9, n12)
+4(n9 + 1) b(ℓ,m, n2 − 3, n5, n6 − 1, n8, n9 + 1, n12)
+2(n12 + 1) b(ℓ,m, n2 − 3, n5, n6, n8, n9 − 1, n12 + 1)
+4(n5 + 1) b(ℓ,m, n2 − 4, n5 + 1, n6, n8, n9, n12)
−8(n9 + 1) b(ℓ,m, n2 − 2, n5, n6, n8 − 1, n9 + 1, n12)
+2(n8 + 1) b(ℓ,m, n2 − 3, n5 − 1, n6, n8 + 1, n9, n12)
−96(n5 + 1) b(ℓ,m, n2 − 1, n5 + 1, n6 − 1, n8, n9, n12)
−12(n8 + 1) b(ℓ,m, n2 − 1, n5, n6, n8 + 1, n9 − 1, n12)
−12(n6 + 1) b(ℓ,m, n2 − 2, n5 − 1, n6 + 1, n8, n9, n12)
−4(n12 + 1) b(ℓ,m, n2 − 1, n5 − 1, n6, n8 − 1, n9, n12 + 1)
−4(n9 + 1) b(ℓ,m, n2 − 1, n5 − 2, n6, n8, n9 + 1, n12)
+120(n2 + 1) b(ℓ,m, n2 + 1, n5 − 1, n6, n8, n9, n12)
−12(3 − k) b(ℓ,m+ 1, n2 − 1, n5, n6, n8, n9, n12)
−24m(3 − k) b(ℓ,m− 1, n2, n5, n6 − 1, n8, n9, n12)
−8m(m− 1) b(ℓ,m− 2, n2 − 1, n5 − 1, n6, n8, n9, n12)
+24ℓ(3 − k) b(ℓ− 1,m, n2, n5, n6, n8, n9 − 1, n12)
−60ℓ(ℓ− 1) b(ℓ− 2,m, n2, n5 − 1, n6, n8 − 1, n9, n12)
+4m(3− k) b(ℓ,m− 1, n2 − 3, n5, n6, n8, n9, n12)
−ℓ(ℓ− 1) b(ℓ− 2,m, n2 − 4, n5 − 1, n6, n8, n9, n12)
+4ℓ(ℓ− 1) b(ℓ− 2,m, n2 − 2, n5, n6, n8, n9 − 1, n12)
+20ℓ(ℓ− 1) b(ℓ− 2,m, n2 − 1, n5 − 1, n6 − 1, n8, n9, n12)
+24ℓm b(ℓ− 1,m− 1, n2 − 1, n5, n6, n8 − 1, n9, n12)
+8mb(ℓ,m− 1, n2 − 2, n5, n6, n8, n9, n12)
+4ℓ b(ℓ− 1,m, n2 − 1, n5 − 1, n6, n8, n9, n12)
−2ℓ b(ℓ− 1,m+ 1, n2 − 3, n5, n6, n8, n9, n12)
+36ℓ b(ℓ− 1,m+ 1, n2, n5, n6 − 1, n8, n9, n12)
−36(n12 + 1) b(ℓ,m, n2, n5, n6 − 1, n8, n9 − 1, n12 + 1)
−72(n9 + 1) b(ℓ,m, n2, n5, n6 − 2, n8, n9 + 1, n12)
+288(n9 + 1) b(ℓ,m, n2, n5, n6, n8, n9 + 1, n12 − 1)
+192(n5 + 1) b(ℓ,m, n2, n5 + 1, n6, n8 − 1, n9, n12)
+216(n6 + 1) b(ℓ,m, n2, n5, n6 + 1, n8, n9 − 1, n12)
Note the two expressions on the left hand side, which are the highest weight terms, at weight
W = 2n2 + 5n5 + 6n6 + 8n8 + 9n9 + 12n12. The next highest weight term (underlined) is of
weight W − 2, and the lowest weight terms are of weight W − 13.
Putting the ansatz into the equation for (L4 − H4)σ we get another recurrence with 27
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terms, which we call R4.
−12 b(ℓ,m + 2, n2, n5, n8, n6, n9, n12) + 24(4 − k) b(ℓ+ 1,m, n2, n5, n6, n8, n9, n12)
= 4 b(ℓ,m, n2 − 1, n5, n6, n8, n9, n12)
+16ℓm b(ℓ− 1,m− 1, n2 − 1, n5, n6, n8, n9 − 1, n12)
−14ℓ b(ℓ− 1,m+ 1, n2 − 1, n5 − 1, n6, n8, n9, n12)
+40ℓ b(ℓ− 1,m, n2, n5, n6, n8 − 1, n9, n12)
+16mb(ℓ,m− 1, n2, n5 − 1, n6, n8, n9, n12)
−7ℓ(ℓ− 1) b(ℓ− 2,m, n2 − 2, n5 − 2, n6, n8, n9, n12)
+108ℓ(ℓ − 1) b(ℓ− 2,m, n2 − 1, n5, n6, n8, n9, n12 − 1)
+44ℓ(ℓ− 1) b(ℓ− 2,m, n2, n5, n8 − 1, n6 − 1, n9, n12)
+12(5− k)(4 − k) b(ℓ,m, n2, n5, n6 − 1, n8, n9, n12)
+8ℓ(4− k) b(ℓ− 1,m, n2 − 1, n5, n6, n8 − 1, n9, n12)
+20ℓ(ℓ− 1) b(ℓ− 2,m, n2, n5 − 1, n6, n8, n9 − 1, n12)
−288(n8 + 1) b(ℓ,m, n2, n5, n6, n8 + 1, n9, n12 − 1)
−64(n12 + 1) b(ℓ,m, n2, n5, n6, n8 − 2, n9, n12 + 1)
−40(n6 + 1) b(ℓ,m, n2, n5 − 2, n6 + 1, n8, n9, n12)
−216(1 + n5) b(ℓ,m, n2, n5 + 1, n6, n8, n9 − 1, n12)
−80(n6 + 1) b(ℓ,m, n2 − 1, n5, n6 + 1, n8 − 1, n9, n12)
−4(ℓ− 1− n9 − 8n5 − 2n6 + k + 2m− 2n2) b(ℓ,m, n2 − 2, n5, n6, n8, n9, n12)
−104(n9 + 1) b(ℓ,m, n2, n5 − 1, n6, n8 − 1, n9 + 1, n12)
+14(n8 + 1) b(ℓ,m, n2 − 1, n5 − 2, n6, n8 + 1, n9, n12)
+14(n12 + 1) b(ℓ,m, n2 − 1, n5 − 1, n6, n8, n9 − 1, n12 + 1)
+28(n9 + 1) b(ℓ,m, n2 − 1, n5 − 1, n6 − 1, n8, n9 + 1, n12)
−144(n2 + 1) b(ℓ,m, n2 + 1, n5, n6 − 1, n8, n9, n12)
+16m(m− 1) b(ℓ,m− 2, n2, n5, n6, n8 − 1, n9, n12)
+16m(m− 1) b(ℓ,m− 2, n2 − 1, n5, n6 − 1, n8, n9, n12)
+12m(4 − k) b(ℓ,m− 1, n2 − 1, n5 − 1, n6, n8, n9, n12).
As for R3, the two expressions on the left hand side, are the highest weight terms, at weight
W = 2n2+5n5+6n6+8n8+9n9+12n12. The next highest weight terms are of weight W − 2,
and the lowest weight terms are of weight W − 14.
We see that the two recurrence relations have the same terms in a. Hence we can take
linear combinations to get two relations, each with only one leading term at weight W
S3,4 : b(ℓ,m, n2, n5, n8, n6, n9, n12) =
1
k −m+ 1
(lower weight terms) (m 6= 0),
T3,4 : b(ℓ,m, n2, n5, n8, n6, n9, n12) =
1
k −m
(lower weight terms) (l 6= 0).
These S3,4 and T3,4 connect the left hand side with terms of relative weight −2 and lower, down
to −14. In addition we have other relations from the equations (L6−H6)σ = 0, (L7−H7)σ = 0,
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and (L10 −H10)σ = 0 that
R6 : b(ℓ,m, n2, n5, n8, n6, n9, n12) = “lower weight terms”,
R7 : b(ℓ,m, n2, n5, n8, n6, n9, n12) = “lower weight terms”,
R10 : b(ℓ,m, n2, n5, n8, n6, n9, n12) = “lower weight terms”,
respectively. Here the right hand sides are linear in the coefficients b with coefficient in at most
quadratic in k, ℓ, m, n2, n5, n8, n6, n9, n12 over the rationals but each denominator is a divisor
of 24.
R6, R7, R10 have a total of 37, 47, 42 terms respectively and connect the left hand side
with terms of relative weight −5, −5, −8 and lower, down to −16, −17, −20 respectively.
Ideally we would like to proceed as follows. Suppose we have already calculated the b
coefficients at weight W − 2. Then we would like to use one of the above to calculate each
coefficient at weight W . We could proceed in this manner to calculate coefficients at successive
weight levels to the required number of terms. However this approach needs some modification.
Recall that the weight does not depend on ℓ or m. Clearly if ℓ > 1 we can use R6, and if ℓ = 1,
m > 0, we can use R7. Similarly if ℓ = 1, k > 0, we can use R6. A short calculation
shows that if ℓ = 1, one of these two possibilities holds except in the special case ℓ = 1,
m = n2 = n5 = n8 = n6 = n9 = n12 = 0 which is covered later. For the case ℓ = 0 we cannot
use R6, R7, R12. If m 6= 0 and m 6= (k+1) we can use S3,4. All the possibilities considered so
far will reduce the weight by 2. There remain the cases m = 0 and m = (k + 1) to deal with.
The case ℓ = 0, m = 0 is handled as follows. Take 48(k −m)T3,4 :
48(m− k) b(ℓ,m, n2, n5, n6, n8, n9, n12)
= 8 b(ℓ− 1,m, n2 − 1, n5, n6, n8, n9, n12) + 12k b(ℓ− 1,m+ 2, n2, n5, n6, n8, n9, n12) + · · · .
Shifting by n2 → n2 + 1, we get
48(m− k − 2) b(ℓ,m, n2 + 1, n5, n6, n8, n9, n12)
= 8 b(ℓ− 1,m, n2, n5, n6, n8, n9, n12) + 12(k + 2) b(ℓ − 1,m+ 2, n2, n5, n6, n8, n9, n12) + · · · .
and
b(ℓ− 1,m, n2, n5, n6, n8, n9, n12) =− 6(m− k − 2) b(ℓ,m, n2 + 1, n5, n6, n8, n9, n12)
− 32(k + 2) b(ℓ− 1,m+ 2, n2, n5, n6, n8, n9, n12) + · · · .
On the right hand side we now have two terms of non-negative relative weight as above of
relative weight +2 which comes from the underlined term in R3 and of relative weight 0 which
comes from the underlined term in R4. Putting ℓ = 1, m = 0, we have, say T
(0)
3,4 , that
b(0, 0, n2, n5, n6, n8, n9, n12) = −6 (k − 3 + 5 l + 2m) b(1, 0, n2 + 1, n5, n6, n8, n9, n12)
− 32 (k − 3 + 5 l + 2m) b(0, 2, n2, n5, n6, n8, n9, n12) + · · ·
The first term in the right hand side has ℓ = 1, m = 0, and k = 5 + 2n2 + · · · > 0. Hence we
can apply R7 to this term to give a term with maximum relative weight +2 − 5 = −3. The
second term has ℓ = 0, m = 2, and k = 1+ 2n2+5n5 + · · · so k+1 > 2 and hence k+1 6= m.
For this term we can apply S3,4 to produce a term of maximum relative weight 0 − 2 = −2.
Hence both terms of weight ≥ 0 can be expressed as terms of relative weight ≤ −2, so our
chain eventually decreases in weight.
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The case ℓ = 0, m = (k + 1) is treated as follows. Take R3, shift by m → m − 1, and set
ℓ = 0 to get
R
(0)
2 : b(0,m, n2, n5, n6, n8, n9, n12)
= −2(m− 1) b(1,m − 2, n2, n5, n6, n8, n9, n12) + “lower weight terms”.
Now the first term on the right, b(1,m− 2, n2, n5, n6, n8, n9, n12), is of the same weight as the
term on the left. Write this as b(1,m′, n2, n5, n6, n8, n9, n12), with corresponding k-value k
′. If
min(k′,m′) < 0 then this term is zero as discussed above. If k′ = 0, m′ = 0, it is easy to show
that m′ = n2 = n5 = n8 = n6 = n9 = n12 = 0, and this term (b(1, 0, 0, 0, 0, 0, 0, 0)) cannot be
reduced further. Otherwise one or both of k′ = 0, m′ is positive, so we can apply R7 or R6
to reduce the term to terms of relative weight ≤ −2, so our chain terminates or decreases in
weight.
These choices, plus the requirement discussed above that b(ℓ,m, n2, n5, n6, n8, n9, n12) = 0 if
any of the {k, ℓ,m, n2, n5, n6, n8, n9, n12} are negative, define all the b(ℓ,m, n2, n5, n6, n8, n9, n12)
in terms of the so-far undefined b(1, 0, 0, 0, 0, 0, 0, 0). Therefore the solution of the system
(Lj −Hj)σ(u) = 0 (j = 0, 3, 4, 6, 7, 10)
is of dimension one. Choosing b(1, 0, 0, 0, 0, 0, 0, 0) = 1, we summarise with k = 5− 5ℓ− 2m+
2n2 + 5n5 + 8n8 + 6n6 + 9n9 + 12n12 as defined as above as follows:
b(ℓ,m, n2,n5, n8, n6, n9, n12) =
=


0 if min(k, ℓ,m, n2, n5, n6, n8, n9, n12) < 0,
1 if ℓ = 1, m = n2 = n5 = n8 = n6 = n9 = n12 = 0,
rhs(R10) if ℓ > 1,
rhs(R7) if ℓ > 0, m > 0,
rhs(R6) if ℓ > 0, k > 0,
rhs(S3,4) if ℓ = 0, m 6= 0 and m 6= (k + 1),
rhs(T
(0)
3,4 ) if l = m = 0,
rhs(R
(0)
3 ) if ℓ = 0 and m = (k + 1).
We have used this to calculate the terms in the sigma series up to weight 40 in {uj}, or
equivalently, weight 35 in the {µi}. The first few terms of the sigma expansion are given as
follows (up to a constant multiple):
σ(u5, u2, u1) = u5 +
6u51
5!
− 2
u1u2
2
2!
− 2µ2
u31u2
2
2! 3!
+ 30µ2
u1
7
7!
− 2µ2
2u1u2
4
4!
− 2µ2
2u1
5u2
2
2! 5!
+ 126µ2
2u1
9
9!
+ 24µ5
u1
8u2
8!
− µ5
u5u2u1
3
3!
+ 8µ5
u2
5
5!
− 2µ6
2u5u2
2u1
2
2! 2!
+ 6µ6
u5u1
6
6!
+ 24µ6
u1
7u2
2
2! 7!
− 2µ3
3u1
7u2
2
2! 7!
− 2µ2
3u1
3u2
4
4! 3!
+ 432µ6
u1
11
11!
+ 510µ2
3u1
11
11!
− µ2µ5u1
5u5u2
5!
− µ2µ5
u5u2
3u1
3
+ 288µ2µ5
u1
10u2
10!
+ . . .
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