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INTRODUCTION 
This paper is about virtual groups, and is partly expository and 
partly new results. It seems worthwhile to begin with a brief comment 
on the motivation for studying virtual groups. The Imprimitivity 
Theorem establishes a one-one correspondence between (equivalence 
classes of) representations of a closed subgroup H of the locally compact 
group G and (equivalence classes of) pairs (U, P) where U is a represen- 
tation of G and P is a system of imprimitivity for U based on S = G/H 
[16, 181. This is used to analyze the representations of regular semidirect 
products N (3 G in [I 81, and Mackey was motivated by the nonregular 
case, when the action of G on N, the dual of N, can have ergodic measures 
not carried by an orbit, to consider nontransitive ergodic actions [18, 201. 
A transitive action determines, and is determined up to equivalence by, 
a conjugacy class of subgroups, the stabilizers of the points of the 
G-space. For the nontransitive case there is no subgroup which deter- 
mines the action, but Mackey was able to associate an object with the 
ergodic action which, in the general case, does what the closed subgroup 
does in the special case. His terminology for this object is “virtual 
subgroup.” He introduced the notion of homomorphism of a virtual 
subgroup of a group into a group in such a way that if the similarity 
class of the virtual subgroup corresponds to a conjugacy class of sub- 
groups then the homomorphisms correspond to actual group homo- 
morphisms. He then went on to introduce the general notion of virtual 
group. Thinking of virtual groups as algebraic objects suggests a wide 
variety of questions and approaches to problems in ergodic theory 
[21, 23, 241, and for this reason alone the notion is useful, but it is 
essential for discussing nonregular semidirect products. 
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Virtual groups are ergodic groupoids and a groupoid is a small 
abstract category with inverses, as remarked in a footnote of [21]. In 
this paper we take this as a beginning point and develop some of the 
elementary algebraic aspects in Section 1, independent of any measure 
theoretic considerations. In this way the historical development is 
missed, but the reader can find this clearly explained in Mackey’s 
papers [20, 21, 23, 241. Section 2 summarizes some mostly well-known 
Bore1 space and measure theory facts which are needed, and Section 3 
gives a proof that a given representation of a group by automorphisms 
of a measure algebra always arises from an action of the group on a 
measure space [19]. Section 4 first introduces virtual groups and their 
homomorphisms as defined by Mackey in [21, cf. 41, and then the 
notions of similarity and virtual subgroup. Some results connecting 
transitivity and ergodicity are included, and the section concludes with 
an example showing that with Mackey’s definition a virtual subgroup 
of Z need not be similar to a virtual subgroup of R in a natural way. 
Section 5 is devoted to a regularizing result about maps which are 
almost homomorphisms, and Section 6 returns to a different definition 
of homomorphism for virtual groups, and some results which show 
that more pairs of groupoids are similar than might be expected, with 
either definition. In Section 7 we study virtual subgroups of locally 
compact groups. The main result is that with our broader definition 
of homomorphism the result announced as Theorem 4 in [21] remains 
true. Another is that under the new definition a virtual subgroup of a 
closed subgroup of a locally compact group G is in a natural way 
(similar to) a virtual subgroup of G. Section-8 gives measure theoretic 
characterizations of virtual groups which are similar to groups and 
Section 9 gives a measure theoretic characterization of principal 
groupoids. These results also tell which Boolean actions of groups 
correspond to transitive or free point actions. Finally, Section IO is an 
exposition of the Imprimitivity Theorem in the virtual group context, 
following the outline given in [20]. S ome technical simplifications of the 
proof in [18] are available. It should be mentioned that throughout 
this paper locally compact will be used to mean locally compact and 
second countable. 
1. GROUPOIDS AND GROUPOID HOMOMORPHISMS (ALGEBRAIC ASPECTS) 
A groupoid is, roughly speaking, a set with a not everywhere defined 
binary operation, which would be a group if the operation were defined 
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everywhere. Corresponding to this is the fact that the elements in a 
groupoid of transformations need not be everywhere defined. One 
definition of the term groupoid is that a groupoid is a small abstract 
category with inverses. The emphasis is on the mappings in category 
theory, and the definition of abstract category is obtained by giving the 
algebraic structure of the mappings under the “composition” operation, 
and a category is small if the class of objects is a set. We give the definition 
of small abstract category as in Chap. 1, Sec. 7, Exercise 3 of [25]. 
Let C be a set, Let C’@’ C C x C and suppose given a function from 
P’ to C whose value at (x, y) is denoted by xy. An element u E C is 
called a unit for this (partially defined) operation iff (x, U) E P) implies 
xu = x and (u, x) E C’@’ implies ux = x. C with the given operation 
is an abstract category if the following conditions are satisfied: 
If x E C there are units u, ‘o E C with (x, U) E C@’ and (v, x) E Cf2). (1.1) 
If x, y, z E C, then the conditions (x, y) E Ct2’ and (xy, z) E Cf2) are 
equivalent to the conditions (y, z) E Ct2’ and (x, yz) E CY2’. When these 
hold, x(yz) = (xy)z. (1.2) 
If (x, y) E C@) and (y, z) E Cf2J, then (x, yz) E Cc2’. (l-3) 
Conditions (1.2) and (1.3) together will be called associutivity. 
The uniqueness of right and left units follows from (1.2): If 
(w, x) = (w, VX) E 02’, and w is a unit, then (w, V) E P2’ and w = WV = v. 
The right unit of x corresponds to the identity mapping on the domain 
of x and we shall write d(x) for the right unit of x. For similar reasons 
the left unit will be devoted by Y(X). Then d(u) = Y(U) = u if u is a unit, 
and (x, y) E C@’ iff d(x) = r(y). 
An abstract category C is always isomorphic to the mapping structure 
of a category. Simply take the set of units for the set of objects and let 
hom(u, v) = {x E C : u = d(x), v = Y(X)) for units u and ZI. An element 
y of C is an inverse of an element x if (x, y) E Cc2), ( y, x) E Cc2), xy = r(x) 
and yx = d(x). A category C has inverses iff 
Every x E C has an inverse in C. (l-4) 
Then each x has exactly one inverse and we denote it by x-l; the map 
x 4 x-l will be denoted by ( )-’ or -l. Note that d(x-l) = r(x) and 
Y(x+) = d(x). 
Algebraically it seems natural to call a nonempty C, C C a subcategory 
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if: X, y E C, and (x, y) E C@) imply xy E C, , and d(C,) u r(CO) C C,, . 
Thinking of the units U, as the objects of a category, it seems natural 
totake@ # U,CU,andformC U,,={XEC:~(~)EU~,~(X)EU,,}. 
Clearly C / U,, is a subcategory of C, and we shall call it the contraction of 
C to U, [21]. If C is an abstract category with inverses, any contraction 
also has inverses. 
From now on we will use the term groupoid for a small abstract 
category with inverses. In a groupoid x is a unit iff for some y, xy = y, 
iff for some z, xx = z, iff xx = x; the proof going as for groups. Of 
course any group is a groupoid. For another example, let S be a set of 
groups and let G be the groupoid of mappings in the category of iso- 
morphisms of elements of S : G is the set of those isomorphisms. Aside 
from such examples constructed from natural categories, there are other 
examples we should mention. The first example generalizes the 
permutation group of a set S to the same extent as groupoids generalize 
groups. If S is a set, let G = Inj(S) d enote the set of one-one functions 
from subsets of S into S. Forf E Inj(S) let D(f) be the domain off and 
let R(f) = f(D(f)). Let Gc2) = {(f, g): D(f) = R(g)} and for 
(f, g) E Gt2) define fg = f 0 g. If i, denotes the identity function on A, 
then {i, : A C S} is the set of units of Inj(S); associativity [conditions 
(1.2) and (1.3)] is easy to verify; and f-l is the inverse function from 
R(f) to D(f). Thus Inj(S) . is in fact a groupoid. Many groupoids occur 
naturally as subgroupoids of some Inj(S), and we shall see that every 
groupoid G is isomorphic to a subgroupoid of Inj(G) (Cayley’s Theorem 
for groupoids). 
The second type of groupoid provides one of the major motivations 
for studying groupoids, from the standpoint of group representations 
[23]. Let S be a set and G a group, and formF = S x G. Let (s, x) + sx 
be some function from S x G to S, and set 
Ft2’ = {((s, x), (t, y)) E F x F : sx = t}. 
Then (s, x)(sx, y) = (s, my) defines an operation from Fc2) to F, relative 
to which F is a groupoid if and only if (s, x) + sx gives a (right) action 
of G: If s E S and 1 is the identity of G, then sl = s. If s E S, x, y E G, 
then (sx)y = s(xy). 
One operation with groupoids not available for groups is the disjoint 
union. If {Gi : i E I} is a disjoint family of groupoids, set G = uiEI Gi 
and Gt2) = uisl G12’. If (x, y) E Gi2’, take the product as in Gi . Then 
G is again a groupoid. In particular, any disjoint union of groups is a 
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groupoid. In later sections we shall be interested only in groupoids 
which have essentially no disjoint union decomposition, but for now 
there is no compelling reason to concern ourselves with such questions. 
If F and G are groupoids, a homomorphism 16: F += G is a function 
such that if xy is defined then #(x) #( y) is defined and #(xy) = #(x) #( y). 
For an antihomomorphism we require #(xy) = 4(y) #(x). Either must 
carry units to units, as in group theory. These correspond to covariant 
and contravariant functors in the category context. An action of a group 
G on the left (right) on a set S is given by a homomorphism (anti- 
homomorphism) of G into the permutation group of S, so we take the 
definition of “action of a groupoid” so the same holds for groupoids. 
To that end, we consider a groupoid G, a set S and an arbitrary function 
4 on G such that for each X, $(x) is a function from a set D’(X) C S into S. 
Write xs for #(x)(s) if s ED’(x). 
THEOREM 1.1. qb is a homomorphism of G into Inj(S) @ the following 
two conditions hold: 
(a) If u is a unit in G, s E D’(u) implies us = s. 
(b) If (x, Y) E G-’ and s E D’(y), then ys E D’(x), s E D’(xy) and 
X(YS) = (XY)S* 
Proof. Write R’(x) for {XS: s E D’(X)}. Then (b) implies that 
R’(y) C D’(x) if (x, y) E G t2). Also, from (b) it follows that X-l(xs) = 
(x-~x)s for s E D’(X), and applying (a) we see that #(x-l) 0 #(x) is the 
identity on D’(X). By symmetry, #(x) 0 #(x-l) is the identity on D’(x-I), 
so Z/J(X) takes D’(X) one-one onto D’(x-l), and #(x) E Inj(S). Now we can 
show that R’(y) = D’(X) when (x, y) E Gf2). Ifs E D’(X) then xs E D/(x-l), 
and (x, y) E Gt2) implies (y-l, x-l) E Gt2’. Hence s = x-l(xs) E D’( y-l) = 
R’(Y). Thus Yw #(Y) is defined in Inj(S) when (x, y) E Gf2), and 
another application of (b) shows that #(x) #(y) = #(xy). If 4 is a 
homomorphism of G into Inj(S), then properties (a) and (b) are 
immediate. 
DEFINITION 1.2. Let G be a groupoid, let S be a set, and let 
F C G x S be such that x E G implies there is an s E S with (x, s) E F. 
Then for x E G let D’(X) = {s E S: (x, s) E F}. A function from F to S 
is a left action of G in S iff conditions (a) and (b) of Theorem 1 .l are 
satisfied. Right actions are defined similarly. If S = u {D’(X): x E G} 
then we say G acts on S. 
Obviously any action of G in S gives rise to an action of G on 
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S, = u {D’(x): x E G}. Notice that S, 2 S implies Inj(S,) _C Inj(S), 
and the corresponding homomorphism carries G into the subgroupoid 
Inj(&,). (A subgroupoid of a groupoid F is a nonempty subset FO such 
that x E F,, implies x-l E F, and if x, y E FO and xy is defined then 
xy E F, . It follows that the right and left units of any x E F,, are in F,, .) 
Homomorphisms of G into other subgroupoids of Inj(S) give rise to 
more special kinds of actions of G. For instance, if is is the identity 
function on S then the contraction of Inj(S) to {is} is the group of 
permutations of S and a homomorphism of G into that subgroupoid 
is a representation of G by permutations of S. If 9 is a partition of S, 
then U, = (ip : P E Y} is a set of units in Inj(S) and a homomorphism 
of G into Inj(S) / U, = Inj(S; ~7) g ives an action of G which respects 
the partition 9. 
The definition of a groupoid action given here requires less than 
that of Ehresmann [8]. Call an action true if (for a left action) s E D’(y) 
and ys E D’(x) imply xy is defined. An action is true iff it satisfies 
Ehresmann’s definition. Call a homomorphism of groupoids true if xy 
is defined whenever $(x) $(y) is defined. If #: G, + G, is a true 
homomorphism, $(G,) is a subgroupoid of G, . 
THEOREM 1.3. I f  G is a groupoid, S is a set and 4: G + Inj(S) is 
a homomorphism, then # is true if the corresponding left action of G in S 
is true. The converse holds if the action respects a partition. 
Proof. Clear. 
THEOREM 1.4. Zf ( , ) x s + xs is a true action of the groupoid G on 
the set S, define the orbit [s] f  or s E S to be {xs: s E D’(x):. Then the sets [s] 
partition S, i.e., the relation defined by s - t ;sf there is an x E G with 
xt = s, is an equivalence relation. 
Proof. Straightforward. 
If the action is not true, the orbit [s] must be defined to be the smallest 
of the invariant sets containing {s}, where a set A is invariant if 
a E A n D’(x) implies xa E A. Then the sets [s] will again partition S. 
THEOREM 1.5. (Cayley’s Theorem). Let G be a groupoid and let 
9 = {Y-‘(U): u is a unit in G}. I f  x E G define #(x) E Inj(G; 9) by 
4(4(Y) = XY ;f Y E r--l(d(x)). Then 4 is a true homomorphism and in 
fact is an isomorphism of G onto a subgroupoid of Inj(G; 9). 
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Proof. Straightforward. 
Just as Cayley’s Theorem for groups permits groups to be regarded 
as transformation groups, Cayley’s Theorem for groupoids allows 
groupoids to be regarded as groupoids of functions. There is another 
natural action of a groupoid G, on the set U of units of G. 
THEOREM 1.6. For x E G let D’(x) = {d(x)} and for s E D’(x) define 
x * s = r(x). Then * is a true action of G on U. 
Proof. Straightforward. 
This action of G on its sets of units gives rise to a true homomorphism 
4 of G into Inj(U) w ic h h is one-one iff each element of G is determined 
by its right and left units. Such groupoids are called principal [21]. 
Another way to look at this is to set E = {(u, v): for some x E G we have 
u = r(x), v = d(x)), Ec2) = {(u, v), (v, w)): (u, V) and (v, w) E E) and 
(u, v)(v, w) = (u, w). Th en E is a groupoid isomorphic to #(G) and 
x -+ w, 44) corresponds to #. (The set E is an equivalence relation, 
and any equivalence relation has a groupoid structure defined the same 
way [21,23].) If the groupoid is S x G, where G is a group which acts 
on the right on S, then the groupoid is principal iff G acts freely: s E S 
and sx = s and implies x = 1, the identity of G. Here the set of units 
is S x (1). In the case of F = S x G, the action of G is transitive iff 
any two units are equivalent, i.e., E = U, x U, . Thus we shall call 
a groupoid transitive iff for any two units U, v there is an x with Y(X) = U, 
d(x) = v. We shall refer to this equivalence relation on U, in general 
fairly often without detailed explanation, since it is naturally associated 
with the groupoid structure. Without other explanation, an equivalence 
class in U, is one determined by this equivalence relation. 
Let #1 , #2 be homomorphisms of a groupoid F into a groupoid G. 
Thinking of them as functors makes it natural to consider natural 
equivalences; in the theory of groupoids a natural equivalence of $i 
with #2 will be called a similarity [21]. If U is the set of units of F, a 
similarity of & with #2 is a function 0: U -+ G such that for any x E F, 
O(r(x)) &(x) and #2(x) B(d(x)) are defined and equal. This clearly 
corresponds to the usual commutative diagram for functors. Similarity 
of homomorphisms is an equivalence relation. If it is agreed that 
similarity classes of homomorphisms are important, it seems natural to 
introduce the notion of similarity of groupoids. Two groupoids F and G 
are similar and we write F M G if there exist homomorphisms 9: F + G 
and #: G --t F such that y 0 # is similar to the identity on G and # 0 T 
is similar to the identity on F. The relation M is easily seen to be an 
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equivalence relation. This definition can also be motivated by considering 
the groupoids (G/H) x G as in [20, 231. The first corollary of the next 
theorem is the relevant fact. 
THEOREM 1.7. Let G be a groupoid with U the set of units, and let 
U, _C U be a set which meets each equivalence class in U. Then G 1 U,, w G. 
Proof. For each u E U there is an equivalent v E U, , so there is an 
x E G with d(x) = u, r(x) = v. For each u E U let 19(u) be such an X, 
taking e(u) = u if u E U, . Let y: G 1 U,, ---) G be the inclusion map and 
we can define #: G -+ G 1 U,, by #(x) = 0(r(~)) xo(d(x))-l. (The reader 
will find it helpful in this calculation to make a diagram using arrows to 
represent the various elements of G to indicate their “composability” 
relations.) To show that $J is a homomorphism, if u E U then $(u) = 
ecu) dqu)-l = ecu) e(+l = r(e(u)) E u, . If (x, y) E Gc2), then 
d(x) = r(y) so @d(x)) = e(r(y)). It follows that #(AC) #(y) is defined 
and equal to z,!~(xy), by a simple calculation. 
Since e(u) = u for u E U, , # agrees with the identity on G 1 U, , 
and hence z,4 0 v is the identity on G 1 U,, . To show that # = q 0 # is 
similar to the identity i on G, we use 8: If x E G, then I&X) e(d(x)) = 
e(++ = e(+)) i(x). 
COROLLARY 1.8. If G is a group and H is a subgroup, then the groupoid 
F = G/H x G is similar to H. 
Proof. Take U,, = {(H, 1)) and notice that h -+ (H, h) is an iso- 
morphism of H onto G 1 U,, . 
COROLLARY 1.9. Every groupoid G is similar to a disjoint union 
Of groups. 
Proof. Let U, contain one element from each equivalence class in U. 
Then G I U. = iJuEu, G I{u}, and each G I(u) is a group. 
COROLLARY 1.10. A groupoid G is similar to a group ;sf the set of 
units consists of only one equivalence class. 
2. BOREL SPACES AND MEASURE ALGEBRAS 
This section establishes some notation and conventions while 
summarizing some basic information to be used in the remainder of 
the paper. 
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A Bore1 space (measurable space) is a pair (X, a) where X is a set and 
C8 a u-algebra of subsets of X. The elements of GZ will be called Borel 
sets. A Borel function from the Bore1 space (X, a) to the Bore1 space 
(Y, g) is a function f: X + Y such that f-l(B) E Q? if B E ~3’. An 
isomorphism of Bore1 spaces is a one-one onto Bore1 function whose 
inverse is a Bore1 function. If X is a topological space it has a natural 
Bore1 structure, and we write Bar(X) for the u-algebra generated by 
the open sets. A Bore1 space is standard if it is isomorphic to (X, Bar(X)) 
where X is a Bore1 set in R (= the reals), and analytic if it is isomorphic 
to (X, Bar(X)) h w ere X C R and is a continuous image of a Bore1 set 
in R. 
For details concerning standard and analytic Bore1 spaces the reader 
may consult Sets. 33, 34,35 of [14], Chap. 1 of [30] and Sets. l-6 of [17]. 
One fact we need is that (X, Bar(X)) is standard if X is a Bore1 set in a 
polonaise space (separable with topology induced by some complete 
metric). Also, two standard Bore1 spaces of the same cardinality are 
isomorphic and the only possible infinite cardinals are K, and 2No. 
In particular any uncountable standard space is isomorphic to [0, 11. 
If (X, 02) is a Bore1 space and h, ~1 are measures on GZ we write h - ,.L 
if X and p have the same null sets. Then [A] = {p : p - h) is called the 
measure class of h. In this paper all measures will be a-finite and we are 
interested mainly in [A] rather than h, so we may suppose h(X) = 1 if it 
is convenient to do so. If A E Q! then h(X - A) will be called the 
corneasure of A, and A will be referred to as conull if its comeasure is zero. 
We also say h is carried by A if A is conull. A measure space (X, 02, h) 
is standard (analytic) if (X, 02) is standard (analytic). We shall use the 
word measurable to describe a set or function measurable relative to the 
completion of a relevant measure. For instance an analytic set in a 
standard measure space is measurable. 
The quotient of QL by the a-ideal of h-null sets will be denoted by 
M(h), and the quotient a-homomorphism of 0L onto M(h) will be denoted 
by Q, or Q~ if necessary. Then M(X) is a u-algebra and h induces a 
(countably additive) measure on M(h), again denoted by X, which 
is faithful (h(a) = 0 implies a = 0). If we define 
A + B = (A u B) - (A n B) for A, B E Ql, 
and p(A, B) = h(A + B), supposing X(X) < 03, then p is a pseudo- 
metric on a, and M(X) is the quotient metric space. We denote by p or 
pA the induced metric on M(X). M(X) . is metrically complete and order 
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complete and h is uniformly continuous relative to p. A Boolean u-algebra 
M on which a faithful probability measure h can be defined is called a 
measure algebra and is always a complete metric space relative to 
p(a, b) = h(a + b). Th e f unction taking a to a’ is clearly an isometry and 
p(a v 4 x v Y) + da * 6, x A y) < ~(4 x) + db, y) 
so the Boolean operations are continuous [3, Chap. X, Thm. 41. If 
p is another faithful probability measure on M, then pU and p,, are 
uniformly equivalent. The topology on M is the smallest relative to 
which all functions e --t h(e A a) are continuous, and is also the smallest 
relative to which every finite measure on iV is continuous. M is separable 
as a metric space iff it is countably generated as a a-algebra, and this 
happens iff M is isomorphic to some M(h), where h is a measure on a 
standard Bore1 space, which can always be taken to be [0, 11. Hence a 
separable measure algebra may also be called standard. If M is atom free, 
M E n/l(h) where X is Lebesgue measure on the Bore1 sets in [0, l] 
[12, p. 1731. 
If (X, a) and (Y, 9?) are Bore1 spaces, f is a Bore1 function from X 
to Y and h is a measure on GZ, then the direct image of h under f, denoted 
f*(h), is the measure on g defined by f,(h)(B) = h(fpi(B)). Measure 
spaces (X, a, 4, (K g’, P) are isomorphic if there is an isomorphism f 
of (X, a) onto (Y, 9) such that p = f,(h). Of course if (X, 02) 
is isomorphic to (Y, 9) via f and h is a measure on (X, a), then 
(X, a, 4 s (Y, B,f,(h)). Th us every standard measure space is either 
countable or is isomorphic to [0, I] with some probability measure. If 
f,(h) < t.~, then E --t f -l(E) takes p-null sets into h-null sets and hence 
induces a u-homomorphism of &J(p) into &r(h). We shall denote this 
o-homomorphism by f * when it exists: f *(qJE)) = qA(f -l(E)). The 
following theorem is essentially Satz 1 of [28] and the proof we give 
uses the methods used to prove Thm. 1 and Lemma 1 of [13]. 
THEOREM 2.1. Let (X, 62, h), (Y, 33, p) be probability spaces with Y 
analytic and let ol: M(p) -+ M(h) be a u-homomorphism. Then there is a 
Bore1 function f: X +Ysuchthata=f*.Ifol=g*also,thenf=g 
a.e. Also 01 is one-one @f.+(A) - p. 
If 01 is onto and X is countably separated, then there is a con&l Bore1 
set X, C X such that f 1 Xl is one-one, Conversely, if X is analytic and 
such a set X, exists, then 01 is onto. 
If X and Y are standard and uncountable and cy is an isomorphism, 
then f can be chosen to be an isomorphism. 
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Outline of Proof. Since Y is analytic, there is a conull Bore1 set Y, 
which is standard as a Bore1 space. If Y,, is countable part (a) is easy, 
so suppose Y, = [O, l] and choose for each rational r in Y,, a set E, such 
that qh(E7) = ol(qU([O, r]). Then for 
O<t<l, a(qm 4)) = dn (4 : Y > ~1) 
and we can define f: X ---t Y, by f(x) = inf{r: x E E,,}. Then for any 
t {x: f (x) < t} = n {E, : r > t>, so f * and 01 agree on a set of generators 
and must be the same. If g* = 01, then f and g agree off the null set 
u cf-‘([O, Y]) + g-l([O, r]): 0 < r < 1 and r is rational). The one- 
one-ness condition is obvious. For onto-ness, let {G, , G, ,...) be a 
separating algebra of Bore1 sets in X and choose F1 , Fz ,... C Y such 
that for each n A(G, f f-l(F,)) = 0. If 
Xl = (u {G, +f-l(Fn) : n = 1, 2,...})‘, 
then G, n X, = f-l(F,) n X, . Now for x # y in X, there is an n 
with x E G, , y E G, . Then f(x) E F, and f(y) 4 G, , SO f(x) # f(y), 
i.e. f is one-one on Xi. For the converse, suppose X,, is conull and 
standard as a Bore1 space and f is one-one on X,, . Then for any Bore1 
set E the set F = f (E n X,,) is Bore1 and E n X,, = f -l(F) n X0 so 
qA(E) = qA(f-l(F)). For the last assertion, h and p have uncountable 
null sets, so we can find Xl conull in X such that X - Xl is uncountable, 
f 1 Xl is one-one and Y -f (Xl) is uncountable and null. Change f 
to agree with some Bore1 isomorphism of X - Xl onto Y -f(X,). 
COROLLARY 2.2. If (X, GZ, A) is a standard probability space then 
(X, Gl, A) is isomorphic to ([0, 11, 39, p) where ~23 = Bor([O, 11) and p is a 
convex combination of Lebesgue measure and a discrete measure. If h({x}) = 0 
for x E X, then TV is Lebesgue measure. 
Remark. The example of the identity function from [0, l] to [0, l] 
with X = Lebesgue measure and p = &(A + l 1) where q is a point mass 
at 1 shows that f can be onto but f * not one-one. 
Let (X, Q!, A) be a finite measure space and let F be the group of Bore1 
automorphisms of (X, a) which preserve the null sets of A. If 
f EF, then f*(x) N A, so there is a Bore1 function fr : X -+ IO, CO[ 
such that if g > 0 is Bore1 then JgPr dh = jg df,(h): pr = df,(X)/dA. 
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Recall that if g is Bore1 and 20, then Sg 0 fdA = Jgdf,(h). Also 
(fi ofi)* = fi* Ofi* ) so X = (f-l)* (f*(X)). Now if f,g EF we can 
verify that d(g 0 f ).+ (h)/d(g,h) = pI 0 g-l, so psOr = pr 0 g-lpsl a.e. Since 
Pi, = 1, pIml = I/(pf 0 f ). If h ELM, define U,h = (p,-l)1i2 h 0 f. 
Then U, is an isometry and Urov = U,U, , so UT’ = U,-, and U, is 
unitary. 
Hilbert bundles occur naturally in studying groupoids, so we recall 
here the definition and one basic fact [22]. If S is a standard Bore1 space 
and H is a function which assigns to each s E S a Hilbert space H, , then 
we can form S * H = {(s, x) : s E S and x E H,s}. (In case H, = K for 
each s E S, we have S * H = S x K.) If p is the natural projection of 
S * H onto S, a section of S * H is a function f : S + S * H for which 
p 0 f is the identity of S. A Hilbert bundle over S is such a function H 
and a standard Bore1 structure on S * H satisfying two conditions: 
For E _C S, E is Bore1 if p-l(E) is Borel. 
There is a sequencef, , fi ,... of sections such that 
(a) for every n, (s, x) + (fn(s), x) is Borel; 
(b) for every m, 71, s + (fJs), fn(s)) is Borel; 
(c) the functions (s, x) --f (fJs>, x) separate points. 
(2-l) 
(2.2) 
Two Hilbert bundles over S with functions HI , H, are isomorphic if 
there is a Bore1 isomorphism 01 of S * HI onto S * H, such that for each 
s E S the mapping (s, x) + CX(S, x) gives a unitary operator from H,,Y 
onto H,, . If T is a Bore1 subset of S, then any Hilbert bundle over S 
induces one over T: restrict H to T and give T * (H 1 T) = p-l(T) 
the relative Bore1 structure, then the functions fn / Tsatisfy(2.2) (a), (b), (c). 
For every Hilbert bundle over S there is a Bore1 partition of 
S, {S, , S, , S, , S, ,...} such that for each n there is an n-dimensional 
Hilbert space K, so that the bundle induced over S, is isomorphic to 
S, x K,. 
Another tool we need is a decomposition theorem for measures 
[5; 10; 11; 16, Thm. 11; 311. Let (X, h) and (Y, CL) be standard finite 
measure spaces, and let p be a Bore1 mapping of X onto Y such that 
p*(h) and /J have the same null sets. Then there is a function y + X, 
from Y to the Bore1 measures on X such that 
(a) for y E Y, h, is carried by p-‘(y), i.e. h,(X - p-l(y)) = 0; 
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(b) if j is a positive Bore1 function on X, then y + JjdA, is Bore1 
on Y and Jjdh = J(Jjdh,) C+(Y). 
If y + A,’ also satisfies (a) and (b), then A,’ = A, for almost all y. 
We describe this situation by saying that h is decomposed as an integral 
relative to p and FL, and we write h = J A, &(y). If pi N p, then 
X = J (dp/& (y) A,) dpr(y). If A, < h and g = A,/&, then we can 
define h,,(E) = sgcp&A, . Then for every y we have h,,(X - p-i(y)) = 0, 
and if j is a nonnegative Bore1 function on X then y -+ J j dA,, = J jg dh, 
is Bore1 and J-f4 = .I% dh = S (.I-.& 4,) 40) = S (J-f dh,) d/W 
Thus we have A, = J A,, d&y) and by uniqueness any decomposition 
of A, relative to p and p is essentially this one so the measures will be a.c. 
relative to the A, for almost all y. Finally, if X = J A, dp( y) and j > 0 
is Borel, then x -+ J j dhptz) is a composition of Bore1 functions and hence 
Borel. 
If we have h = J A, dp(y), a decomposition of X relative to p : X -+ Y 
and p, then y ---f L2(X,) = Hr, gives a Hilbert bundle over Y. To this 
end, let Y * H have the smallest Bore1 structure such that p is Bore1 and 
all the functions (s, x) -+ (j 1 p-l(s), x) are Bore& where j is a bounded 
Bore1 function on X. That this meets the requirements is seen as follows. 
If d is a countable generating subalgebra of the Bore1 sets in X and 
Y, = (y E Y: there exist disjoint E, ,..., E, in B with &(Ek) > 0 for 
1 < K < n}, then Y, is Bore1 because d is countable. Furthermore 
an approximation argument shows that Y, = {y E Y : M(X,) has a set 
of n orthogonal nonzero elements}, and it is not hard to see then that 
Y, = {y : dim(H,) > n). W e can find n bounded Bore1 functions 
fi"Y.,f," on X such that for y E 2, = Y, - Y,+i , (jr” / p-r(y),..., 
f,” 1 p-‘(y)) is an orthonormal basis of L2(h,). There is also a sequence 
fi”>fi”,... of bounded Bore1 functions on X such that y E 2, = fizz1 Y, 
implies (h” I P-‘(Y), f2” I P(Y),...) is an orthonormal basis of P(X,). 
These bases give a method of showing directly that p-‘(2,) is isomorphic 
to Z, x K, , and that implies that we have a suitable Bore1 structure 
on Y c H. 
In working with a locally compact group G, one often uses the product 
measure on G x G. For virtual groups the proper generalization is a 
measure on Gc2), which is not all of G x G. The construction is 
essentially a fibered product construction and goes as follows: 
Let (Xi , 6??, A,), (X2 , a,, A,), (Y, 39, p) be standard finite measure 
spaces and let p1 , p2 be Bore1 functions from X, , X2 onto Y so that 
PI *(Q - P2*@2) N I*. We construct a measure X which is carried 
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by {(xi , x2) : pi(q) = ps(+)}. First decompose hi = j 4, MY), 
A,, &( JJ). Iff is a nonnegative Bore1 function on Xi x X, define h, = ‘s 
fo: Y--R,fl:X,-R,f2:X2-Rby 
f'(4 = j f&l 2 4 ~~2,d&Z)~ 
f”bz> = j f@l > x2) 4.&,)W. 
Then f0,f1,f2 are Bore1 functions, because they are if f(xi , x2) = 
g(+) 4x2) with g, h nonnegative and Borel, and the set off’s for which 
they are Bore1 is closed under monotone limits for positive functions 
and linear operations in all cases. Thus we can define 
and compute 
h = I LJ x AZ, MY) 
jf% = j j j fbl ? x2) ~~2,&&2) 4&l) MY), 
= s, S,;I,,, jr;l(V)f(X1 ’ x2) d~2&2) h&l) 4(Y), 
= j,f”G = J-fdA. 
Writing ez for the unit point mass at x, this shows 
A= 
.r cq x ~2.4q) 4(x,). 
BY symmetry, J.fdh = Jf” dh2 , so h = Jhl,PZ(z2) x E,+ dA,(x,). SeveraI 
facts are fairly easy to check, 
c% x x2 - {(Xl 9 4 : /%(x1) = Pz(Xz)>> = 0, 
h depends only on h r , A2 , TV and not on the particular decomposition 
of A, , A, , and [A] depends only on [AJ and [A,]. 
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3. CONSTRUCTING POINT ACTIONS FROM BOOLEAN ACTIONS 
If (S, a) is a Bore1 space and a locally compact group G acts on S 
so that (s, x) + sx is a Bore1 function from S x G (with the product 
Bore1 structure) to S, we call (S, a) a Bore1 G-space. A function f from 
a G-space S, to a G-space S, is equivariant iff(sx) = f(s)x for s E S, . 
A Bore1 G-space (S, 02) is a standard or analytic G-space provided the 
Bore1 structure is standard or analytic. A standard measure algebra B 
is a Boolean G-space if G acts on B (on the right) and for every b E B 
the function x --f bx is Bore1 from G to B [19]. Mackey showed in [19] 
that if (S, 02) is a standard Bore1 G-space and u is a quasiinvariant 
measure on S then q,(E)x = q,(Ex) defines an action of G on B = M(v), 
and that B is then a Boolean G-space. Thm. 1 of [19] states that every 
Boolean G-space arises this way, but there is a slight gap in the proof, 
on line 16 of page 332. This proof has been corrected by Mackey and 
by L. Brown in his Senior Thesis, Harvard, 1964, but these have not 
been published. Since we will need the result, it seems appropriate to 
give a slightly different proof, more along the lines of Mackey’s proof 
of Lemma 2 of 1191. First, we show that the construction of a Boolean 
G-space applies to something a little less than a G-space. 
LEMMA 3.1. Let (S, ~2, V) b e a standard Bore1 space with jkite 
measure. Let a : S x G + S be a Bore1 function and suppose: 
For every x, y in G, a(s, xy) = a(a(s, x), y) for almost all s; (3.1) 
For every x in G, a(a(s, x), x-1) = s for almost all s. (3.2) 
For each x E G define (w)(E) = v({s : a(s, x) E E}), and suppose also 
that vx N vfor each x E G. Then theformula q(E)x = p({s : a(s, x-l) E E}) 
defines an action of G on M(u), and M(v) becomes a Boolean G-space. 
Proof. From xv-l N v it follows that 
Q(E) = 0 iff ~(4 , x-y (E)) = 0, 
so p(E)x is well defined. Now (q(E)x)y = q(E)(xy) follows easily from 
(3.1), and then (3.2) implies that b -+ bx is an automorphism. To show 
that x +- bx is always a Bore1 function, compute with a finite measure v1 
that 
47(E) 4 = 44 , X-Y (EN 
= vl({(s, Y> : (4, y-9, Y) E E x WI. 
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This is a Bore1 function of x by a version of the Fubini Theorem. 
A useful tool in the study of G-spaces is the universal G-space 
introduced by Mackey in [19]. This is Fo , the space of equivalence 
classes of real valued Bore1 functions f on G such that for each compact 
KC G we have liflli = JKlfi2 < co; f is locally square integrable. 
Here f and g are equivalent if they agree a.e. The seminorms 11 IIK 
determine a polonaise topology on Fo . For real valued f on G define 
(fX)(Y) =f(xy), and for an equivalence class [f] E Fo , define 
[f]~ = [fx]. Then Fo is a G-space and ([f], x) + [f]~ is continuous. 
Lemma 2 of [19] says that every analytic Bore1 G-space is equivalent to 
a subset of Fo . Our variation on that lemma is as follows: 
LEMMA 3.2. Let (S, CY, v) b e a standard Bore1 space with finite 
measure v > 0 and let a : S x G + S be a Bore1 function satisfying the 
hypotheses of Lemma 3.1, Then there is a Bore1 isomorphism 4 of S onto 
a Bore1 subset of Fo such that for each x, $(s)x = #(a(s, x)) for almost all s. 
For any such #,1+4*(v) is q uasiinvarient and 1+4* is an equivalence of the 
Boolean G-space M($,(v)) onto the Boolean G-space M(v). 
Proof. Without loss of generality, we may assume S is a Bore1 subset 
of [0, I]. Then for s E S define f ,  : G -+ R by fs(x) = a(s, x), and let 
VW = [fJ The P roof that z+4 is Bore1 is the same as in the proof of 
Lemma 2 of [19], namely: If h is locally square integrable on G, then 
f + Jfh is continuous on Fo , and there are countably many such 
functions on Fo which separate points and hence determine the Bore1 
structure [17, Thm. 3.31. F or any such h the composite function 
s-tfs --f I fs(x) h(x) dx = s a(s, x) h(x) dx 
is Bore1 by one version of the Fubini Theorem. Hence $i is Borel. 
Next we show that c,!J~ 1X is one-one for some conull Bore1 set X C S. 
The set Y = {(s, x) E S x G : a( a s, x , x-l) = s> is a Bore1 set, and by ( ) 
condition (3.2) every x-section of Y is conull. By the Fubini Theorem, 
there is a conull Bore1 set X C S such that the s-section Y, of Y is 
conull in G if s E X. Thus for s # t in X, a( fS(x), x-l) = s # t = 
a( fi(x), z-i) for x in the conull set Y, n Y, , so f,(x) # ft(x) for 
x E Y, n Y, . Thus &(s) # &(t) if s, t are distinct elements of X. Since 
#i I X is one-one it can be extended to a Bore1 isomorphism $ of S onto 
a Bore1 subset of Fo . 
Now we argue as in the last paragraph on p. 332 of [ 191. For any x, y 
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in G, condition (3.1) asserts that (f&)(y) = facs,z,(y) for almost all s. 
Thus for any x in G the set ((s, y) : (f+x)(y) = f,oJy)} is a conull 
Bore1 set so that almost every s-section is conull. It follows that for every 
x in G I&(S)X = &(a(~, x)) f or a most every s in S. Now #(s)x = #(a(~, x)) 1 
unless ~&)x # A(+, 4) or W # 3Ll(4 or $(4s, 4) f A(45 4). 
The set of s satisfying the first inequality was just shown to be null, 
the second is null because # 1 X = #r / X and the third is null because 
vx - v and v({s : 4(4s, 4) Z ~4(4s, 4))) = Cv4Cb : W f IlrlN)). 
Hence for every x in G #(s)x = #(a($, x)) for almost all s. 
Given any such Bore1 imbedding, #* is an isomorphism of M(#*(v)) 
onto M(V), and if E is Bore1 in Fo the symmetric difference of 
#-‘(Ex) = (s : #(s) x-r E E} and {s : u(s, x-l) E #-l(E)} is contained in 
{J : 4(s) x-l # #(a(~, x-i))} and hence is null. Thus 
In particular, if E is #,(v)-null then @l(E) is v-null, so q,(#-l(Ex)) = 0, 
i.e. Ex is #,(v)-null. Hence #*( ) v is quasiinvariant and 44($,(v)) is a 
Boolean G-space. The same equation shows that #* is an equivalence 
of Boolean G-spaces. 
THEOREM 3.3. [19] Every standard Boolean G-space B is isomorphic 
to the Boolean G-space associated with some quasiinvariant measure on a 
standard G-space, which can be taken to be Fo . 
Proof. We shall find a space (S, CY, v) and a function a satisfying 
the hypotheses of Lemmas 3.1 and 3.2. First let b, be the join of all the 
atoms in B and let b, = b,‘. Then B, = [0, b,] and B, = [0, b2] are 
invariant ideals in B, so that the action of G on B induces one on 
B, (i = 1, 2). If S, is the (necessarily countable) set of atoms in B, , it is 
easy to see that B, is equivalent to M(v,), where v1 is a measure on S, , 
and S, is a standard G-space. If we can find a space S, for B, then we can 
take S = S, u S, , so we restrict our attention to the atom free case 
for B. Then we may assume that B = M(v) with v = Lebesgue measure 
on the unit interval I. Let q denote the quotient homomorphism of 
Bar(l) onto B, and for t in I let b, = q([O, t]). For any t in I and x in G 
there is a Bore1 set F with q(F) = b,x. Then for any s in I we have 
607/6!3-2 
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Thus if we set M(s, t, X) = A(bs A b,x), for each (t, X) the function 
M( , t, X) is absolutely continuous with derivative existing and equal 
to 1 a.e. on F and 0 a.e. on I - F. If we set 
E,,, = {s : liy+vp n(M(s + l/n, t, X) - M(s, t, x)) = I}, 
it follows that q(E,,z) = b,x. 
For fixed t, M( , t, ) is Bore1 from I x G to 1. In fact, for s and t 
inIwehavep(b,,bl)= [s-tl, so s + b, is continuous from I to B. 
Since x --+ bx is Bore1 from G to B for each b in B by hypothesis, for 
each t the function taking (s, x) into h(bs A b,x) is a composition of Bore1 
and continuous functions and is therefore a Bore1 function. 
Now we see that if m, n are positive integers and t is in I the set 
{(s, X) : n(M(s + l/n, t, X) - M(s, t, x)) > 1 - l/m} is Bore1 in I x G. 
Thus for each t in I the set E, = {(s, x) : s E E,,,} is a Bore1 set in I x G. 
For any (s, t, x), 
n(JQ + l/n, t, x) - J@, 4 4) = nM[s, s + l/4) * b), 
and since b,x increases as t increases, it follows that E, z increases with t 
and hence so does E, . Thus we can define a Bore1 function g : IxGAI 
bY 
g(s, X) = inf{t : (s, X) E E,}. 
For each x in G and t in I, (s : g(s, x) < t} = 0 {E,,, : t < Y, and r is 
rational} and this set contains E,,, . Since t -+ X(b,x) is continuous, 
we have X(E,,J = A(n (Er,z : t < Y and Y is rational}) and therefore 
q({s : g(s, x) < t}) = q(E,,,) = b,x. It follows that if E is any Bore1 set 
in I then for all x in G, q({s : g(s, x) E E}) = q(E)x. Hence for any t in I, 
and x, y in G, 
q({s : g(s, XY) G t>) = b&Y) 
= (WY 
= p({s : g(s, Y) E @ : d% Y) < m 
= P({S : g(& Y>, 4 d t>)* 
Consequently, for x and y in G we have 
&Y VI = MS, Y), 4 for almost all s in 1. 
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In particular, since g(s, e) = s a.e., for every x in G we have 
g(g(s, x-l), x) = s a.e. Now define a : I x G -+ I by a(s, x) = g(s, x-l) 
and apply Lemma 3.2. 
COROLLARY 3.4. If G is a second countable locally compact group and 
B is a standard Boolean G-space, then the function (6, x) -+ bx from 
B x G to B is continuous. 
Proof. We can suppose that the action of G on B is that derived from 
the action of G on a standard Bore1 space S with a quasiinvariant 
measure V. Then there is a continuous unitary representation U of G 
on L2(v) for which the canonical projection valued measure P on L2(v) 
is a system of imprimitivity. Also B is isomorphic to the range of P and 
PE 4 U;‘P,U, corresponds to the action of G on B. Any finite measure 
a.c. relative to v is then of the form E + (P&, #), and we calculate 
The last inequality follows because for p, 8 of length at most a, 
while 
I II v II2 - II 0 II2 I 9 2a I II 9) II - II 0 II I 
d 2a II v - 0 II, 
II PEP, - PEO II < II P - 0 II. 
From the inequalities we see that the action of G on B is jointly 
continuous. 
A minor variation on Thm. 2 of [19] will be useful. A proof is included, 
even though it is quite close to Mackey’s proof. 
THEOREM 3.5. Let (S, , &, (S, , p2) be Borel G-spaces, where S, 
is standard, S, is analytic and G is locally compact and second countable. 
Let 01 : M(& + M&) be an isomorphism of Boolean G-spaces, where 
M(t~d and Mb2) h ave the G-space structures inherited from S, and S, . 
Then there exist analytic conull invariant sets S1’, S,’ in S, and S, respec- 
tively and a Bore1 G-space isomorphism f of S,’ onto S,’ such that f * = a. 
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Proof. Let T _C S, be conull and standard. Such a set exists because 
analytic Bore1 spaces are metrically standard [17]. Then by Theorem 2.1 
there is a Bore1 isomorphism g of S, onto T with g* = 01. Then for any 
X, g(sx) = g(s)x for almost all s in S, . Let fi be an isomorphism of S, 
with an analytic set in [0, l] and set fi = fi 0 g. For each s E Si let 
#i(s) E FG be the equivalence class of the function whose value at x E G 
is fi(sx). For any x E G, we have fi(sx) = f,(g(sx)) = f,(g(s)x) for almost 
all s E S, . Applying the Fubini Theorem, for almost all s E S, we have 
fi(sx) = f,(g(s)x) for almost all x E G. Hence #i = & 0 g a.e. 
The proof of Lemma 2 of [19] shows that $i and z+& are G-space 
isomorphisms onto Bore1 and analytic (respectively) invariant subsets of 
Fo. Set R = #i(Si) n &(S2) and Si’ = #;‘(R) (i = 1, 2). For each i, 
Si’ is analytic and invariant in Si . If S,* = {s : #i(s) = #2 0 g(s)), 
then S,* is conull so g(S,*) is conull, while S,* C S,’ and g(S,*) C S,‘. 
Hence S,’ and S,’ are conull. Now f = (tiz 1 S,‘)-l 0 (#1 1 S,‘) is a Bore1 
isomorphism of S,’ onto S,’ which agrees a.e. with g, so f * = oi. 
Remark. A consequence of this uniqueness result is that if E is 
Bore1 in an analytic G-space with quasiinvariant measure p and q(E) is 
invariant, then there is an invariant Bore1 set E, such that q(E,) = q(E) 
[19, Thm. 31. Thus two possibly different definitions of ergodic coincide 
for second countable groups. 
THEOREM 3.6. Let (S, , pl), (S, , pJ be analytic Bevel G-spaces with 
quasiinvariant measures. Let M&) and M&J be given the resulting 
Boolean G-space structures and suppose 01 : M(p.,) + M(P~) is an 
equivariant a-homomorphism. Then there is an invariant null set NC S, 
such that S, - N is analytic and an equivariant Borel function 
f:S,-N-+S,withf*=ol. 
Proof. First let fi be any Bore1 function S, + S, with fi* = 01 
(Theorem 2.1). Then for each x E G we have fi(sx) = fi(s)x for almost 
all s E S, . By the Fubini Theorem there is a conull Bore1 set A C S, 
such that fi(sx) = fi( ) f s x or almost all x E G whenever s E A. We may 
regard S, C [0, 11, and define f : S, + [0, l] as follows: let h be a 
probability measure in the class of Haar measure on G and define 
f(s) = Jo fi(sx) x-l dh(x) for s E S, . Then f is Bore1 by a version of 
the Fubini Theorem and f = fi on A. If s E AG C S, and syi E A, then 
for any y E G, f,(syx) = f,((sy,)(y:lyx)) = f,(sy,) y:lyx for almost all 
x E G, so 
f(SY) = j, f&Y4 x-l dW = fl(SYl) Y?Y- 
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In particular, if s E AG and syi E A, thenf(s) = f,(sy,) y;l E S, ; thus if 
s E AG and y E G we havef(sy) = f(s)y and both are in S, . The set AG 
is analytic and conull and we can take N = S, - AG. 
4. HOMOMORPHISMS OF VIRTUAL GROUPS (I) 
We begin this section with a definition of a virtual group and a few 
results about the definition. Then we repeat the definitions of homo- 
morphism, similarity, etc as given by Mackey in [21, cf. 41. Following 
this, we show as in [23] that if His a closed subgroup of a locally compact 
group G, then a virtual subgroup F of H gives rise to a virtual subgroup 
F’ of G in a natural way. It seems desirable to have F’ and F essentially 
the same, but an example with H = Z, G = Rshows that this need not 
be the case. 
A Bore1 groupoid is a groupoid G with a Bore1 structure such that 
x 4 x-l is Bore1 from G to G, G(2) is a Bore1 set in G x G, and 
(x, y) + xy is Bore1 from Gt2) to G [21]. An analytic (standard) groupoid 
is a Bore1 groupoid whose Bore1 structure is analytic (standard). In any 
Bore1 groupoid the functions d and Y are Bore1 functions, and the set 
U = U, of units of G is the set where d and the identity agree. Hence U 
is Bore1 in any countably separated G and in particular in any analytic G 
(d(s) = s iff s $u {d-l(E,) + E, : 12 = 1, 2,...), where the Bore1 sets 
E, , E2 ,... separate points). 
Let G be an analytic (a standard) Bore1 group and let S be an analytic 
(a standard) Bore1 G-space. Then S x G is an analytic (a standard) 
groupoid under the groupoid structure of Section 1 and the product 
Bore1 structure. Let S be a standard Bore1 space and let E C S x S 
be an analytic set which is an equivalence relation; then define 
E(‘) = {((x, y), (Y, 4) : (x, Y) E E(Y, 4 E E) and (x, Y)(Y, 4 = (x9 4. 
Then E is an analytic groupoid. Let Y be a standard Bore1 space and 
let y + H, , Y t H, be a Hilbert bundle over Y. Let a!( Y * H) be the 
set {(U, X, y) : x, y E Y and U is unitary from Hv onto Hz}, and define 
(U, x,y)(V,y, 4 = (UK x, z). As remarked in Section 2, Y * H is 
isomorphic to a disjoint unionu (Y, x K, : 1 < n f co, dim K, = n}, 
with each K, a Hilbert space, where Y is the disjoint union of Bore1 
sets Y, , and then &(Y * H) decomposes as a disjoint union of sets 
which correspond to the sets @(Km) x Y, x Y, , where %(K,J is the 
unitary group of K, . (For mfn if XEY,,~EY,, there are no 
unitary operators from Hz to H, ,) Since each @(K,) is a polonais group 
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by Lemme 4 of [6], %( Y * H) is a disjoint union of standard groupoids, 
and hence standard. The Bore1 structure on %( Y * H) can be intrinsically 
defined, but it seems more informative to give it by means of this 
isomorphism. 
Let G be an analytic groupoid and let C be a measure class in G. 
We call C symmetric if the a-ideal of C-null sets is invariant under the 
automorphism A -+ A-l = {x-l : x E A) of the Bore1 sets in G. We also 
call a measure symmetric if it is invariant under the same automorphism. 
If C is symmetric and h E C, then A + h(A) + h(A-l) is symmetric and 
is in C, so a symmetric measure class is the measure class of a symmetric 
measure. Let C be the measure class of a symmetric probability measure 
h on G and let c be the measure class of x = d,(h) = r*(h). Then 
e = [d*(X)] = [Y*(X)] f or any h’ E C, and thus depends only on C. 
Let U be the set of units of G, decompose ;\ as Jr, h,, dX(u) relative to d 
and let C, = [X,] f or u E U. If also X’ E C and h’ = JU h,’ dX’(u), then 
[A,‘] = [Au] for zi- a most all u E U, so the measure classes C,, are almost 1 
all determined by C. If u E U and Y(X) = u then y -+ yx takes d-‘(u) 
one-one onto d-‘(d(x)) and carries h, to a measure (h&c on d-l(d(x)), 
and hence the class C, to a class C,x. We say that a symmetric measure 
class C is right invariant iff there is a c-conull set U, C U such that 
c r(zj~ = Cdcz) whenever Y(X) and d(x) E U, . There is a similar definition 
of left invariant, but C is left invariant iff it is right invariant, because 
of the symmetry, so we shall simply refer to C as invariant, if it is sym- 
metric and right invariant [21]. If C is invariant we shall call it ergodic 
provided any Bore1 function f on U such that f 0 d = f 0 Y a.e. must 
agree a.e. with a constant. By the usual connection between sets and 
functions, C is ergodic iff for Bore1 sets A C U, h(d-l(A) + r-l(A)) = 0 
implies A is null or conull. A set is called saturated under an equivalence 
relation if it is a union of equivalence classes, so a set A c U is saturated 
iff d-l(A) = r-l(A). The saturation [A] = r(d-l(A)) of an analytic set 
is analytic because inverse and direct images of analytic sets under 
Bore1 functions are analytic [14, 301. In a groupoid of the form S x G, 
a set of units A x (I} is saturated iff the set A C S is invariant. Thus 
we may refer to a Bore1 set A of units as either almost saturated or 
almost invariant if d-l(A) + r-l(A) . is null. Then C is ergodic iff every 
almost invariant Bore1 set is null or conull. If C is ergodic, f is measurable 
on U relative to the completion of x and f 0 d = f 0 Y a.e., then f is 
constant a.e. A pair (G, C), where G is an analytic groupoid and C is an 
ergodic measure class in G, is called a virtual group. If G = E is an 
equivalence relation (see Section 1), we call E an ergodic equivalence 
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teZution [21]. If G is a virtual group with only one unit, then Thm. 7.1 
of [17] shows that G is essentially a locally compact group. 
If C = [A] is an invariant measure class on an analytic groupoid G, 
and U,, is a conull Bore1 set in U = U, , then the contraction (Section 1) 
G 1 U,, = d-l( U,) n r-l( U,) is conull and we can regard C as a measure 
class on G 1 U,, . Hence almost every C, is concentrated on G 1 U, also. 
We call G 1 U,, an inessential contraction (i.c.). By passing through a 
decreasing sequence of i.c.‘s we can find an i.c. G 1 U, such that 
x E G 1 U, implies (X,,,)x - hdcz) and u E U, implies h,(G 1 U,) = 1 
(supposing X(G) = 1). 
If [A] is an invariant measure class on an analytic groupoid G, where 
A(G) = 1, and X = Jh,dX( u is the decomposition of h relative to d ) 
then define vu = r,(h,) on U. If A is symmetric, then A = r,(h) = 
JU vU dX(u). For each Bore1 set A C U with X(A) > 0, define AA on Bore1 
sets in U by 
AA(B) = X(A)-1 1, v,(B) dX(u) = X(A)-1 J, X&-l(B)) d&4) 
= X(A)-1 A(~-l(B) n d--l(A)). 
Then each AR is a probability measure on U, and it is clear that 
A* ‘g r*(h) = x. 
LEMMA 4.1. (G, [A]) is ergodic z$ X(A) > 0 implies AA N 2. 
Proof. Suppose (G, [A]) is ergodic and X(A) > 0. Let U,, C U be a 
conull Bore1 set such that h,(G) = 1 if u E U,, and hrh)x - hdcz) if x 
belongs to the inessential contraction G, = G I U,, . Let B C U be any 
Bore1 set with X(B) > 0 and set U, = (u E U, : X,(r-l(B)) > 01. Since 
0 < i(B) = J- h,(+(B)) dX( u we know x( U,) > 0. Suppose x E G, . ) 
Then 
hd+w = hd~-‘m n d-WxN) 
= hd({Y : d(Y) = 44 and Y(Y) E 3) 
= h(d({Y : d(Y) = 44 and YX E r-WH 
= (Gkd 4(+PN~ 
so h,&-l(B)) > 0 iff X,&r-1(B)) > 0, i.e. v~(~) - vdtz) , and 
d-1( U,) + T-l( U,) C G - G, . Since (G, [A]) is ergodic, x( U,) = 1. 
Thus x( U, n A) > 0, and X*(B) > 0. 
276 RAMSAY 
For the converse, suppose &A) > 0 implies AA N x, and suppose A 
is a Bore1 set with X(A) > 0 and h(r-l(A) + d-l(A)) = 0. Then 
P( u - A) = X(A)-1 h(r-l( u - A) n d-l(A)) = 0, so X( u - A) = 0. 
Thus X(A) = 1 and (G, [A]) is ergodic. 
THEOREM 4.2. Let G be an analytic groupoid with an invariant 
measure class C. Then (G, C) is ergodic ;sf every saturated analytic set of 
units is null or con&l. 
Proof. Suppose (G, C) is ergodic and A is a saturated analytic set 
of units. Then the characteristic function of A, f, is measurable on the 
set U of units and f 0 r = f 0 d, so f must be constant a.e. Hence A is 
null or conull. 
For the converse, let h E C, X = ]A,, dX(u) and the U,, c U as 
in Lemma 4.1. Let A be an almost saturated Bore1 set in U. 
Then A n U,, is almost saturated so we may suppose A C U, . Set 
A, = {U E U,, : v,(A) = l}, where v,, = r,(h,) as in Lemma 4.1. Then 
A, is a Bore1 set. Now u N v, both in U,, , implies utl N Y,. , so u E A, 
implies [u] n U, _C A, . Hence [A,] - A, C U - U,, and is null. Now 
X(d-l(A) + r-l(A)) = 0 . rm pl’ les X,(d-l(A) + r-l(A)) = 0 for almost 
all U, so h,,(r-l(A)) = h,(d-l(A)) f or almost all U. Hence h,(r-l(A)) = 1 
a.e. on A and 0 a.e. on U - A, and A, + A is null. Hence [A,] + A 
is null. We are supposing such sets as [A,] are null or conull, so A must 
be null or conull. 
Remark. This argument shows that if G is any analytic groupoid 
with an invariant measure class, then there is an i.c. Go = G j U, such 
that if A C U, is almost saturated then there is a Bore1 set B C U, 
which is saturated relative to G, and differs from A by a null set. 
The notion of virtual group was developed by Mackey out of a study 
of ergodic actions of locally compact groups, as described in [21, 231. 
Thus we consider a locally compact group G, an analytic Bore1 G-space 
S and a quasiinvariant measure p on S. Then F = S x G is an analytic 
Bore1 groupoid, and if v is in the measure class of Haar measure then the 
measure class of h = p x v on F is a candidate for an invariant measure 
class. 
THEOREM 4.3. The class [A] is inoariant on F, and (F, [A]) is a virtual 
group a3 t.~ is ergodic relative to the action of G. 
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Proof. For any Bore1 set A C F, and any x E G, 
(A-y’ = {s E s : (m-1, x) = (s, x-y E A} = (s : sx-1 E AX} = (AZ) x. 
Now X(A) = 0 iff almost every p(A”) = 0 iff almost every p((Az)x) = 0 
iff X(A-l) = 0. Thus [A] is symmetric, and to complete the proof of 
invariance we may check either right or left invariance. If v is chosen to 
be a probability measure, then r,(h) = p x pi because Y(S, x) = (s, 1) 
for (s, x) E F. Thus the decomposition of h relative to r is essentially the 
product decomposition; in X = ]XcsJ) dr,(h)(s, 1) we have h(sJ) = Ed x V. 
If (s, x) E F and A is Bore1 in G, 
h(sx*l)({(sX, y) : (s, x)(sx, y) E {s} x A]) = v({y : xy E A}) = “(X-IA), 
while h(S*z)({s} x A) = v(A). Thus [A] is left-invariant. Now suppose A 
is Bore1 in S. Then 
d-l(A x (1)) + +(A x {l}) = {(s, x) : sx E A} + A x G, 
and if x E G then the x-section of this set is Ax-l + A. Hence 
d-l(A x (1)) + r-l(A x (1)) is null iff for almost every x the set 
A + Ax is null, iff almost every x E G leaves fixed the element 
q,(A) E Mb.). S ince x ---f q,(A)x is continuous (by Corollary 3.4), we 
see that d-l(A x { 1)) + r-l(A x {I}) is null iff p(A + Ax) = 0 for 
x E G, as was asserted. 
For group actions, ergodicity of transitive actions follows from the 
uniqueness of invariant measure classes for transitive actions. This 
uniqueness is Lemma 1.3 of [ 161. Here we have a similar result for 
groupoids, with a proof different from that of [16]. 
DEFINITION 4.4. If C is an invariant measure class on a groupoid 
G, we call (G, C) essentially transitive if some equivalence class [u] of 
units in G is C-conull. 
LEMMA 4.5. If (G, [A]) is essentially transitive and X = J X, d>(u) 
is the decomposition of h relative to d, then for almost all u E U we have 
x - ~*GLh 
Proof. Write vu for r,(h,). Let ui E U be such that X([U,]) = 1, and 
let U, C U be a conull set such that d(x), Y(X) E U,, implies (A,b))x - Ad&) . 
Now [ul] is analytic and conull and thus contains a conull Bore1 set, so 
we may as well suppose U, C [nl]. Then for U, v E U, there is an x with 
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r(x) = 24, d(x) = U, and we can define f : d-l(u) + d-l(v) byf (y) = yx. 
Then r 0 f = r on d-l(u) and f,(h,) = (A,) x - A,, so vv = r,(h,) - 
r*(f*&)) = r*(U = vu. Hence for any u E U,, we have vu - v0 for 
almost all V, and x = j” v2: dX(v) - J vu dX(v) = vu . 
In case S is a transitive analytic G-space for a group G, and p is 
quasiinvariant on S, let v be a probability measure in the class of Haar 
measure and set X = p x v. Exchange r and d in the argument above, 
and it is not hard to see that the measure class of the measure vs defined 
by v,(A) = V({X : sx E A}) is independent of s and equal to [p], recovering 
Lemma 1.3 of [16]. 
THEOREM 4.6. If (G, [A]) is an essentially transitive groupoid, then 
(G, [A]) is ergodic. 
Proof. Suppose X(A) > 0 and X(B) > 0. Then v,(B) > 0 for almost 
all u, and hence v,(B) > 0 for a set of u E A having positive measure. 
It follows that P(B) > 0. Hence (G, [/\I) is ergodic by Lemma 4.1. 
DEFINITION 4.7. A virtual group (G, C) which is not essentially 
transitive will be called properly ergodic [24]. 
LEMMA 4.8. A virtual group (G, C) is properly ergodic iff every 
equivalence class in U, has measure 0. 
Proof. An equivalence class [u] is analytic and hence measurable so 
its characteristic function, f, is measurable. Now f 0 d = f 0 r, so f must 
be constant a.e., which means f = 0 a.e. or f = 1 a.e., i.e. [u] is null or 
conull. Thus either every [u] is null or (G, C) is essentially transitive. 
Thus (G, C) is essentially transitive iff some equivalence class has 
positive measure. 
In the context of virtual groups the algebraic notion of homomorphism 
given in Section 1 needs two modifications. First of all, in proving the 
Imprimitivity Theorem a function occurs which should be a homo- 
morphism but which only satisfies the homomorphism identity almost 
everywhere. Any such almost-homomorphism can be modified to be an 
algebraic homomorphism on some inessential contraction (see Theorem 
5.1), so for purposes of the applications that is a sufficient weakening of 
the definition. The second modification is a more subtle one and is 
relevant only for homomorphisms which take values in a groupoid which 
is not a group. For the simplest case, let Hi be a locally compact group, 
let Hz be any groupoid, set H = HI u H, (disjoint union) and let H, 
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have measure zero in H. Then H ought to be regarded as essentially 
the same as HI and a homomorphism to H should not be allowed to take 
all its values in Hz . Another example is that of S x G where G acts 
ergodically and not essentially transitively on S relative to some measure. 
Then we would not want a homomorphism to S x G to take values only 
in the contraction of S x G to an orbit of measure zero. These remarks 
are intended to indicate something of the nature of the problem, which 
we formulate as follows. If G and H are virtual groups and a Bore1 
function y : G -+ H is an algebraic homomorphism, then 8 takes U, to 
U, and there are some sets in U, whose inverse image in U, should be 
small before we can regard y as a suitable virtual group homomorphism. 
The problem is to decide which sets in U, are involved and which sets 
in U, are small. Mackey’s definition is as follows [21,4]. 
DEFINITION 4.9. Let (G, , C,) and (G, , C’s) be virtual groups. 
A strict homomorphism from G, to G, is a Bore1 function y from G, to G, 
which is a groupoid homomorphism, such that +-l(E) is a C,-null set 
whenever E is a C,-null Bore1 set in U, which is contained in the union 
of the null equivalence classes in U, . A homomorphism is a Bore1 function 
whose restriction to some inessential contraction is a strict homo- 
morphism. If pi , ~a : G, + G, are strict homomorphisms, a strict 
similarity of vi with qua is a Bore1 function 0 : U, --+ G, which is alge- 
braically a similarity (Section 1): for x E G, , &r(r)) vi(x) and ?a(~) 0(d(x)) 
are defined and equal. We call y1 and v2 strictly similar, v1 M vz , if 
there exists a strict similarity. If vi , y, are homomorphisms, they are 
similar, q31 N 9)2 , if there is an inessential contraction G,,, such that 
pi , ~a restricted to G,,, g ive strictly similar strict homomorphisms. 
In a properly ergodic virtual group, every equivalence class is null, 
so if (G, , C,) is properly ergodic, and v : (G, , C,) -+ (G, , C,) is a 
strict homomorphism, then +-l(N) is null for any null set N & UG, . 
On the other hand, if (G, , C,) is essentially transitive, and [u] is the 
conull equivalence class in U, , a Bore1 function y : G, 4 G, which is 
algebraically a homomorphism is a strict homomorphism iff +-‘( U, - [u]) 
is null. Thus the definition of strict homomorphism can be stated by 
separating the two cases. Also, any Bore1 function which is algebraically 
a homomorphism into a group is a strict homomorphism. 
LEMMA 4.10. If (G, , C,) is an essentially transitive virtual group 
and (G, , C,) is properly ergodic, then there is no (strict) homomorphism 
from (G, , Cd to (G, , Cd 
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Proof. Any inessential contraction of (G, , C,) is essentially transitive, 
so we may consider just the strict homomorphism possibility. Let 
v : G, + G, be a Bore1 algebraic homomorphism, and let [u] be a 
conull equivalence class in U, . Then +J([u]) is contained in some 
equivalence class [v] in UG, , an d [v] is a null set, but +-‘([VI) is corm11 
rather than null, so q is not a strict homomorphism. 
Combining this lemma with the remark preceding it, it is not hard to 
show that a composition of strict homomorphisms is a strict homo- 
morphism. It is also not difficult to show that if y1 m z,& (vi N $i) and 
932 = #2 (p?2 - J12) then v2 0 y1 = ~4~ 0 A b2 0 R - 3h2 0 A). For any 
two virtual groups, N and m are equivalence relations on the homo- 
morphisms and strict homomorphisms between them. These facts 
combine to show that similarity and strict similarity of virtual groups 
(next definition) are equivalence relations. 
DEFINITION 4.11. Let (G , G)(G, , C2) b e virtual groups. A (strict) 
similarity of (G, , C,) with (G, , C,) is a pair (yi , ~a) where 
and (4 . R : Gl - G2 and n . G, + G, are (strict) homomorphisms; 
(b) (R ov2 = i2 and ~‘~093 = 4) yl 0~~ - i2 and y+ oyl - 4, 
where ik is the identity on G, . 
If a (strict) similarity exists we say (G, , C,) and (G, , C,) are (strictly) 
similar and write (G, w G,) G, N G, . If G acts ergodically on S, then 
S x G is called a virtual subgroup of G. 
THEOREM 4.12. If the action of G on S is essentially transitive, then 
F = S x G is similar to a closed subgroup qf G. 
Proof. Let sO E S be a point whose orbit S, is conull. We can regard 
S as a subset of L&,(G) = FG by Lemma 2 of [19], so {X E G : s,+c = s,,} 
is a closed subgroup H, F, = S,, x G is an inessential contraction of 
S x G and we will show F,, is strictly similar to H. The function f 
taking x to sOx is Bore1 from G to SO and induces a Bore1 function taking 
G/H one-one onto SO , so SO is Bore1 isomorphic to G/H. Let y : SO + G 
be a Bore1 function such that y(s,J = e and f 0 y is the identity on SO 
[Lemma 1.1, 161, and define $(s, x) = y(s) x.y(sx)-l for (s, x) E F,, . 
Define p-(h) = (so, h) for h E H and e(s, 1) = (s,, , y(s)) for s E S,, . 
Then 4, y are strict homomorphisms, 4 0 y is the identity on H and 
‘p 0 $(s, x) O(sx, 1) = O(s, I)(s, x) for (s, x) E F, . 
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Thus the notion of similarity class of virtual subgroups generalizes 
the notion of subgroup. Of course changing the point s,, changes from H 
to one of its conjugates, so strictly speaking the notion of similarity 
class of virtual subgroups generalizes the notion of conjugacy class of 
subgroups. If K is closed in H and H is closed in G then K is closed in 
G. Let us examine the situation for virtual subgroups, following section 4 
of [23]. Let S be a standard H-space TV a quasiinvariant ergodic measure 
on S, and v a probability measure in the class of Haar measure on H, so 
that (S x H, [II x v]) represents a virtual subgroup of H. Let H act on 
S x G by (s, x) * h = (sh, xh) and let G act on S x G by (s, x)y = 
(s, y-kc). Let S, b et h espaceofH-orbitsins x G,letp: S x G-t& 
be the quotient mapping and let S, have the quotient Bore1 structure. 
If B is a Bore1 set in G meeting each left H-coset exactly once, then p 
takes S x B one-one onto S, , so S, is a standard space. The H and G 
actions commute, so S, is a Bore1 G-space. Let h be a probability measure 
in the class of Haar measure on G, and let tar = p.& x A). Since TV x h 
is G-quasiinvariant, so is pi . Now if A C S, is invariant, then p-l(A) is 
both H-invariant and G-invariant and hence of the form A, x G, where 
A, C S is H-invariant. Hence p-l(A) is null or conull and therefore A is 
null or conull. Thus p1 is ergodic, and (S, x G, [pr x A]) represents a 
virtual subgroup of G. In case S = H/K, the action of G on S, is 
equivalent to the action on G/K. 
Since K m (H/K) x H as virtual groups, there is a one-one 
correspondence between conjugacy classes of homomorphisms of K 
into a group and the strict similarity classes of strict homomorphisms of 
F = (H/K) x H into the same group. Explicitly, if {(s, h) = y(s) hy(sh)-l 
and ~(4 = (so, k) for (s, h) EF and k E K, where s0 = K, then 
f ,o ; = id, y 0 $ m id., so if 01 : K 4 G, is a homomorphism then 
: F + G, is a strict homomorphism and 010 I/ 0 g, = a. However 
if LY. : F + G, is a strict homomorphism then cx 0 q is a homomorphism, 
but 01 o v o I/J is only strictly similar to 01. In either case, (Y. M p implies 
cto* ~/30*or~o9) w /3 0 CJX Now if 01 is the inclusion homomorphism 
of K into H, then 01 o $(s, h) = y(s) hy(sh)-l. Hence a! o # M T-, where 
~T(s, h) = h. In other words, the inclusion homomorphism of K into H 
corresponds to the projection homomorphism of (H/K) x H onto H. 
Generally, a subobject can be regarded as a pair consisting of an object 
and an “imbedding” [26, page 61, and here the “imbedding” is realized 
as the projection of F onto H. We carry this over to the case of an ergodic 
action of H on (S, p). Now the imbedding of K into H followed by the 
imbedding of H into G gives the imbedding of K into G, and we would 
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want the same to hold for virtual subgroups. For the construction made 
above, S x H replaces K, S, x G replaces K as a subgroup of G, and 
7~ : S x H --t H replaces the inclusion of K into H. Thus we want a 
similarity 91 : F +F,=S,xG,$:F,+Fsuchthatifxi(~~,~)=~ 
for (Q,x)EF~, then z-roy-~. Note that H C G allows 7~ to be 
regarded as a homomorphism of F into G. 
We consider now an example. Let S be the unit circle in the complete 
plane, let H = Z, let G = R, and let Z act on S by an irrational rotation: 
wn = WY% for some y whose powers are dense in S. Take p to be Haar 
measure on S, and let v be counting measure on Z. Then (S x Z, [p x v]) 
represents a virtual subgroup of Z. The action of Z on S x R is given by 
(w, t) * n = (wn, t + n), and S x [0, 1[ is a Bore1 set meeting each 
Z-orbit exactly once, so we can take S, = S x [0, I[. Then the action 
of R on S, is as follows: for x E R let [x] E Z be such that 0 < x - [x] < 1; 
then (w, t)x is the element of S, on the Z-orbit of (w, -x + t), which is 
(w(-[t - x]), t - x - [t - x]). If q, zJ is the desired similarity, we can 
write ~(w, n) = (~‘(w, n), a(w, n),f(w, n)), where v’, 01, f are Bore1 from 
S x Z to S, [0, I[ and R respectively. We suppose rri 0 y N n, so there 
is a Bore1 function 0 : S + R such that for almost all (0, n) E S x Z, 
I? + 7r(w, n) = 7r 0 q(w, 72) + O(wn), i.e.f(w, n) = n + 0(w) - O(wn). 
Let fjj(f-0, n) = (y’( w, n), oi(w, n)). Since 9 is a homomorphism, we know 
that for almost all w E S, n, K E Z, (+(o, n),f(~, n))(+(wn, K),f(wn, k)) 
exists and equals (+(w, n + K), f(~, n + k)). Hence +(wn, k) = 
@(WY n>f(w, n), so +( w, K) = $(w, O)f(w, 0) for almost all w for all k. 
Changing + on a set of measure 0 we can obtain a function independent 
of K, and the almost everywhere identities are not disturbed. Thus we may 
;;t ir(w) = (y’(w), a(w)), and moreover $(w)f(w, n) = $(~n) a.e., 
9 
(P)‘(w)(-b(w) -f(W, 4lh 4W) -f(W, n) - b(W) -f(W, 41) 
= (ye’, a) a.e. 
It follows that for each n, cy(wn) - a(~) +f(w, n) = -[E(W) -f(~, n)], 
and thus is an integer, for almost all w. Hence the same holds for every n 
and for w 6 N, where N is a null set. Write g = 01 - 8, and notice from 
the connection between f and 0 that g(w) - g(wn) is an integer if n E Z 
and w 6 N, i.e. g(w) = g( wn mod Z. Hence g is constant mod Z, ) 
because the action is ergodic, and there is a Bore1 8, : S -+ Z and a 
number a such that 01 = a + 0 - 8, a.e. Then we compute that 
[a(~) -f(fd,n)] = a(~) -f(W,n) - a(~) = --n - e,(,) + el(wn) a.e. 
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I$n;eysy;‘Jw”) = y’(w)(n + e,(w) - 8,(on!) a.e. so I’ yel(wn)y-n = 
0 * w a.e. If we define h(w) = q~ (0) y81(w)w-1, then h(on) = 
q+m) ye+“) c~.-~y-~ = h(w) a.e., so h is a constant c a.e. Thus 
v’(w) = CCIJ~-~~(~) a.e., so for any (q , t) E S x [0, I[ = S, , we have 
(y’(w), a(~)) = q(w) = (wl , t) only if ~y+‘l(~) = c-lwr . If w and i3 
are two such points, then wy+(w) = Igy--Bl@), so w and /3 are on the same 
2 orbit in S. Hence {wr} x [0, l[ contains at most countably many 
points of q(S), and since wi is arbitrary, q(S) is of measure zero. Thus 
there is a Bore1 set E of measure zero in S, such that +-l(E) = S. 
In other words, there is no homomorphism q~ from S x Z to S, x R 
such that 7~~ 0 q and 7~ are similar. 
We regard this as a shortcoming in the definition, because it seems 
natural that a subobject of a subobject should “be” a subobject. 
Therefore, in Section 6 we introduce a less restrictive definition of 
homomorphism for virtual groups. With the new definition, we will have 
S x Z similar to S, x R (Theorem 7.9). 
5. ALMOST EVERYWHERE HOMOMORPHISM IDENTITIES 
This section contains a proof of the result mentioned in Section 4 
about Bore1 functions which are almost homomorphisms. Before the 
result can be stated, we need to mention one item of measure theory on 
virtual groups. If G is a locally compact group, with Haar measure A, 
then h x h is a relevant measure on G x G. For a virtual group (G, C) 
we need a fibered product (Section 2). Let h be a symmetric probability 
measure in C, set x = d,(h) = r*(A) and let A = J A, dA(u) = J hU dA(u) 
be decompositions of X relative to d and r. For x E G let E% be the unit 
point mass at x. Then 
A@’ = j-X, x A” dX(u) = 1 A,(,, x cz dh(x) = j- E% x Xd(@) dh(x) 
is a measure on G x G carried by Gt2), and may be regarded as a measure 
on GQ). If p is any finite measure in C then d,(p) - 1 - r&EL), and 
we can decompose p = JpU dv(u) = Jp” dv(u) whenever v N A. Then 
we can form ~1.‘~) = .f pu x P dv(u), and P t2) depends only on + 
Furthermore, ,u(~) - h(a), so [A(z)] depends only on [A] and we shall 
denote it by C@). 
THEOREM 5.1. Let (G, C) be a virtual group and let A be an anaZytic 
284 RAMSAY 
Bore1 groupoid. Suppose $ : G + A is a Bore1 function such that for 
C(2)-almost all (x, y) E G c2) the pair (#(x), $(y)) E Ac2) and $(xy) = 
$(x) #(y). Then there is a Bore1 function #,, : G + A and an inessential 
contraction GO of G such that qb = &, a.e. and & 1 G, is algebraically a 
homomorphism. 
Remark. The author had a proof of this in the special case in which 
both G and A are locally compact groups, using some measure algebra 
results. Then C. C. Moore informed him that the result holds when A 
is complete separable metric. The proof here is based on the technique 
used by Mackey in proving Lemma 6.2 of [ 181. The proof requires a 
generalization of the fact that a conull subsemigroup in a locally compact 
group must be the whole group: 
LEMMA 5.2. Let G be a virtual group and let F be a subset of G which 
contains a conull Bore1 set. If F is closed under multiplication, then there 
is a conull Bore1 set U,, C U, such that G I U,, CF. 
Proof. If F, = F n ( x : x-l E F}, then F, contains a conull Bore1 set 
B, and is a subgroupoid. Let h E C be a probability measure with 
h = J A, dX(u) its d ecomposition relative to d. Then there is a conull 
Bore1 set U,, C U, such that 
(i) u E U,, implies h,,(G) = h,,(B) = 1; 
(ii) d(x) and r(x) E U,, implies (h,(,,) x - &l(z) 
Then if d(x) = u and r(x) = z, belong to U,, we have B h,-conull, so 
(d-l(v) n B)x is h,-conull. Also B is h,-conull, so B n (d-l(v) n B)x # (21. 
Thus there are y, z in B with y = zx. and hence x = .z’y E FI . 
Therefore G 1 U, C FI CF. 
Proof of Theorem 5.1. Take h to be symmetric, with h”(E) = h,(E-‘) 
for u E U, E Bore1 in G, so that h = j X” dX(u). By hypothesis, there is a 
conull Bore1 set U, C U = Uo such that if u E U, then G(x) #(y) is 
defined and equal to $(xy) f or X, >( Au-almost all pairs (x, y) in 
d-l(u) x r-l(u). Without loss of generality we may suppose that 
h,(G) = 1 for u E U, and (h,(,,) x - hdcz) if x E G, = G 1 U, . Since A 
is analytic, we may regard A as an analytic subset of [0, 11, though with 
different algebraic structure. Then choose a E A and define 
f : G x G + A by f(x, y) = #(x)-l $(xy) if this is defined in A and 
f(x, y) = a otherwise. The set of (x, y) for which $(x)-l $(xy) is defined 
is a Bore1 set, so f is a Bore1 function. As explained in Section 1, we can 
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define a real valued Bore1 function #i on G by #i(y) = Jf(x, y) d&,,(x). 
For almost all y, the set of x in d-l(r(y)) for which Z/J(X) #(y) is defined 
and equal to #(xy) is conull, so #i = Q a.e. Now define another function 
$z : G -+ A as follows: let G, = (y E G : #(x)-l +(xy) is defined and 
constant a.e. on d-l(r(y))), define &(y) to be the constant value referred 
to when y E G2 , and let #a(x) = a otherwise. Then G, contains the 
conull Bore1 set {y : $(xy) = $(x) #(y) for almost all x in d-l(r(y))}, 
and y E G, implies #(x) #s(y) is defined and equal to $(xy) for almost all 
x in d-l(r(y)). To show that F = Gr n G, is closed under multiplication 
in G, let y, z E F and suppose yz is defined. Then {x : d(x) = r(y) and 
#(x) t,/~~(y) is defined and equals #(xy)> is conull in d-‘(r(y)) since y E G, , 
and {x : d(x) = Y(Y) and +Y) A( z is defined and equals $(xyz)) = ) 
(x : d(x) = r(z) and 4(x) #s( ) z is e ne and equals #(xz)} y-l is conull d fi d 
in d-l(r(y)) b ecause y E G, and z E G, . Hence as a function of x, 
#(x)-’ 4( Y 1 d fi cl d x x IS e ne an constant a.e. on d-l(r(yz)) and the value is 
My) Ilr&). Thus YZ E G and My4 = MY) U4, while YX E Gl 
because G, is a contraction, so yz E F. Let GO = G 1 U, be an inessential 
contraction contained in F. 
If Y E Gx then MY) = 44~) since &C,J is a probability measure. 
Define ~4, : G - A by MY) = MY) = $4~) fory E G and MY) = a 
for y $ G, . Then I/Q, is Bore1 because #i is Bore1 and I,& 1 G,, is a homo- 
morphism because Z/J~ 1 G,, is a homomorphism. Also &, = $ a.e. because 
qG1 = * a.e. 
COROLLARY 4.3. Let G be a locally compact group, let A be an analytic 
Bore1 group and let 1+4 : G 2 A be a Bore1 function such that 
Itr(XY) = Q&4 Ifi(Y) f OY almost all (x, y) E G x G. Then there is a Bore1 
homomorphism &, : G -+ A such that & = #J a.e. 
In the group case, it is easy to show that {y : #(x)-l $(xy) is constant 
a.e.> is a conull subsemigroup and hence all of G and that &, is a homo- 
morphism if Z++,(Y) is that constant value. That &, is Bore1 follows from 
the Fubini Theorem because &,(y) = s #(x)-l $(xy) dp(x) if p is a 
probability measure on G with the same null sets as Haar measure. 
6. HOMOMORPHISMS OF VIRTUAL GROUPS (II) 
In this section we introduce a modification of the definition of 
homomorphism for virtual groups which allows more functions to be 
homomorphisms. The basic facts are developed in this section, to the 
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point where we can give some idea of how much variation there can be 
among the virtual groups similar to a given one. For instance, as remarked 
on p. 360 of [24], if G acts freely and ergodically on S with measure class 
C, and S, C S is Bore1 and neither null nor conull, it is not immediately 
obvious that (S x G) ) S, is similar to a virtual subgroup of a group. 
However Theorem 6.18 shows that (S x G) 1 S, is similar to S x G. 
This theorem is also valid under Mackey’s definition of homomorphism. 
We shall refer to a set as null if it is a subset of a Bore1 null set. Recall 
that if X, Y are analytic, A C Y is analytic and f : X -f- Y is Borel, 
then f-l(A) is analytic [30, Chapter 11. If G and H are groupoids and 
q : G + H is an algebraic homomorphism, then defining + = y 1 U, 
we recall that ‘p maps each equivalence class in U, into (not necessarily 
onto) one in U, . Hence if E 2 U, is saturated so is +-l(E). We shall 
sometimes neglect to mention the measure class of a virtual group. 
DEFINITION 6.1. If (G, C) is a virtual group, a set E C U, is negligible 
iff it is analytic and the saturation [E] = r(d-l(E)) is a C-null set. If 
(G , Cd and (G y GJ are virtual groups and g, : G, * G, is a Bore1 
function and algebraically a homomorphism, then we call ‘p a strict 
homomorphism provided q-‘(E) is null whenever E is negligible. A Bore1 
function 9) : G, + G, is a homomorphism iff there is an inessential 
contraction G, ,0 of G, such that v / G,,a is a strict homomorphism. 
Remark. Lemma 4.1 remains true with this new definition. 
LEMMA 6.2. If v : (G > Cl) - (G 7 G> is a strict homomorphism 
and E C UG, is negligible then so is +-l(E). 
Proof. If E is negligible so is [El, and q-‘([El) is a null set containing 
WYW 
COROLLARY 6.3. If y : (G, , C,) - (G, , C,) and $ : (G, , C,) + 
(G, , C,) are strict homomorphisms then 4 o y : (G, , C,) - (G, , C,) is 
a strict homomorphism. 
Examples such as S x Z and S, x R discussed in Section 4 show 
that this need not be true for homomorphisms. (The mappings there can 
be homomorphisms in the new sense.) Before we go into this in detail, 
it will be convenient to discuss similarity of homomorphisms. 
DEFINITION 6.4. Let v, $ be either homomorphisms or strict 
homomorphisms from (G, , C,) to (G, , C,). A strict similarity of y to 16 
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is a Bore1 function 8 : UG, + G, such that O(r(x)) p)(x) and +(x) O(d(x)) 
are defined and equal for x E G, . If there is a strict similarity of v to # 
we write v M 4. F or h omomorphisms q, #, we say q~ is similar to # and 
write ‘p N I$ if th ere is an inessential contraction G,,s of G, such that 
v I G,,, = 1cI I G,,, - 
Remark. Similarity and strict similarity are equivalence relations. 
A homomorphism strictly similar to a strict homomorphism is a strict 
homomorphism. If 9 is strict and d 0 0 = +, then for x E G, we can 
define y,“(x) = e(r(x)) v(x) O(d(x))-I. This generalizes the notion of 
conjugate of a homomorphism of groups. 
LEMMA 6.5. Let v, I/ : (G, , C,) --+ (G, , C,) be homomorphisms and 
suppose there is a Borelfunction 0 : UC, -+ G, such that O(r(x)) y(x) and 
y%(x) O(d(x)) are de$ned and equal for almost all x in G, . Then v N $. 
Proof. By passing to an i.c., we may suppose y and $J are strict 
homomorphisms. Then Wx)) d x is defined iff do e(r(x)) = @(r(x)), 1 
so the set of x for which it is defined is r-‘({u : d 0 e(u) = q(u)}). The 
set of x for which Z,%(X) O(d(x)) is defined is d-l((u : T o B(u) = $(u),). 
Both sets are conull, so {U : r 0 e(u) = J(U) and d 0 O(u) = q(u)) is conull 
and we can contract to that set and have O(r(x)) F(X) and 4(x) O(d(x)) 
defined for all x. Then $’ and # are strict homomorphisms and agree 
a.e.. The set where they agree contains an i.c. G,,, , by Lemma 5.2. 
Then v I G,, = # I G,, . 
LEMMA 6.6. Let q~ : (F, C,) + (G, Cc) be a homomorphism of ergodic 
groupoids and let V, be a Bore1 set in U, for which [V,l is conull. Then 
there is a homomorphism q+, N y such that vo(F) C G 1 V, . 
Proof. By passing to an i.c., we may suppose that v is a strict 
homomorphism. Then for any Bore1 set B disjoint from +Y-‘([V,,]), we 
have e(B) an analytic set disjoint from the conull [V,], so e(B) is 
negligible and +-l(+(B)) is null. Thus B is null, and +-‘([VJ) is conull. 
Hence d(r-‘( V,)) = [V,l is conull relative to jX + $3,(X) if C, = [h] 
and C, = [p]. It follows from the von Neumann Selection Lemma 
[29, Lemma 5; 1, Chap. I, Prop. 2.151 that there is a Bore1 function 
0 : U, + G such that do 0 = i and (Y 0 6)-r (V,,) is p + e,(X)-conull. 
Define 8, = 0 D v and notice that there is a conull U, C U, such that 
+(U,) C (r o f?-l (V,,). Define yO = I+ on F, = F 1 U,, and let IJ+, 
take a constant value in V, on F - F,, . Then v,, 1 F, is strict and 8, is a 
strict similarity of 93 ] F,, to Q j F,, , while q,,(F) C G j V, . 
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DEFINITION 6.7. Homomorphisms v : (F, C,) - (G, Co) and 
4~ : (G, Cc) - (K CH) are composable or the pair $, g, is composable 
iff there exist i.c.‘s F, of F and G, of G such that # 1 G, is strict and 
rp(Fo) C Go . 
If these exist we may take FO so that g, 1 F,, is strict also; thus I/J o CJJ is 
in fact a homomorphism. As a corollary to Definition 6.7 and Lemma 6.6 
we have: 
COROLLARY 6.8. Let the homomorphisms q~ : (F, C,) - (G, C,) and 
~4 : (G, Cc) - (K CH) b e g iven, and let V, C U, be a conull Bore1 set. 
Them there is a homomorphism q+ N F such that cpo(F) C G 1 V, and #I 
and ~~ are composable. 
LEMMA 6.9. Suppose 4 : G - H and v1 , q+ : F - G are such that 
there are i.c.‘s F,, of F and G, of G such that /J 1 G, is strict and 
dFo) ” e(Fo) C Go . If 6’ is a similarity of y1 to v)2 then $ 0 6’ is a similarity 
of* o Pl to *O T2. 
Proof. We may suppose that yi 1 F,, and v2 1 F, are strict, and 
strictly similar and that yl(F) u v2(F) C G, . Then since $J is strict on G,, , 
the necessary calculation clearly works. 
LEMMA 6.10. Let & , Q!J~ : G - H be homomorphisms, and let V, C U, 
be a conull set such that & , lcr2 are strict on G, = G 1 V, . Let g, : F - G 
be a homomorphism which takes some i.e. F, of F into G, . If 0 is a strict 
similarity of 1,4~ to #2 on G, , then 8 o y is a similarity of t,hl 0 p to #Jo 0 qx 
Proof. There is an i.c. F1 of F, such that q~ / F1 is strict. Then for 
x‘ E F1 we have r(g)(x)) = ~(Y(x)) and d(v(x)) = p(d(x)), so 
makes sense and is true for x E F, . 
DEFINITION 6.11. If G, H are virtual groups and g, : G - H is a 
homomorphism, write [v, G] for {C/J : $ is a homomorphism from G to H 
and $ N v}, and let Hom[G, H] = ([v, G] : y : G - H is a homo- 
morphism}. 
We have some indication that similarity classes of homomorphisms 
behave better than homomorphisms. This is further supported by the 
following result on compositions. 
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THEOREM 6.12. Let F, G, H be virtual groups. There is a well deJined 
composition map 0 from Hom[G, H] x Hom[F, G] to Hom[F, H], given 
as follows: if q : F + G and 4 : G + H are homomorphisms, then 
[$, G] o [y, F] = [& o ~~ , F] where (#1 , yl) is an arbitrary composable 
pair in [$, G] x [y, F]. 
Proof. By Corollary 6.8 there is a y1 E [F, F] such that (#, vi) is 
composable, so it only remains to prove that Q& 0 ~a - # 0 y1 whenever 
(z,/J~ , v2) is a composable pair in [#J, G] x [F, F]. We may take conull 
V, V, in U, such that I,!J 1 (G 1 V) and & 1 (G 1 V,) are strict homo- 
morphisms and an i.c. F,, C F with ql(F,,) C G 1 V and v2(F,,) C G 1 V, . 
LetG,CGI(Vn V&b e an i.c. on which + and & are strictly similar. 
Then there is a v0 E [F, F] such that q+,(F) C G,, , and by Lemma 6.10 
we have #a 0 v0 -#o yO. By Lemma 6.9, I/ 0 91 - # 0 v0 and 
- *2 0 rp2, so since - is an equivalence relation we have 
LEMMA 6.13. The operation 0 de$ned in Theorem 6.12 is associative. 
Proof. For i = 1,2, 3, let qr : G, + GZ+i be homomorphisms. Let 
F, be an i.c. of G, such that v3 1 F3 is strict, and choose p2’ N v’z so that 
y2’(G2) C F, , by Lemma 6.6. Next choose an i.c. F, of G, such that 
y2’ j F2 is strict, and then a yr’ - vi such that vr’(Gi) C F, . Then 
(v3 , P)~‘), (v3 0 v2’, vl’), (9~~‘~ R’) and (y3 , q2’ 0 n’) are composable and 
(F3 O 9)3’) o Tl’ = P3 o (9)2’ o R’h so 
h3 3 ‘40 b , &I 0 h > GIN = h+ 9 (7310 h’ 0 ~‘9 Gl 
= Lb3 o 937 o 9Jl’Y 41 
DEFINITION 6.14. Virtual groups F, G are strictly similar iff there 
exist strict homomorphisms v : F -+ G and $ : G + F such that 
yoz,5=iic and ySoTp=i=. They are similar if there exist homo- 
morphisms q : F -+Gand$:G+Fsuchthat[v,F]o[#,G]=[i,G] 
and [$, Glo b, Fl = [i, Fl. 
Note that according to Corollary 6.8, we may assume that one of 
the pairs (v, #) and (A ‘p) is composable. It is however not clear that both 
may be made composable. 
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Among the first questions to discuss here, is what similarity means 
for groups. Since a group has only one unit, any Bore1 homomorphism 
of one group to another is a virtual group homomorphism. For the same 
reason, if q, t,4 : G + H are group homomorphisms, they are similar 
iff there is an element a E H such that a p)(x) = #(~)a for x E G. Any 
pair of group homomorphisms with matching domain and range is 
composable. If G and H are groups and q : G + H, z,b : H + G is a 
similarity, then there exist inner automorphisms (Y of G and fl of H such 
that 4 0 9 = N and ‘p 0 $ = /3. Hence $J is one-one and onto, so G and 
H are isomorphic. 
THEOREM 6.15. The relation - is an equivalence relation on ergodic 
groupoids. 
Proof. Reflexivity and symmetry are obvious, and transitivity 
follows easily from Lemma 6.13. 
THEOREM 6.16. Let G be a virtual group and F an i.e. of G. Then 
F - G. 
Proof. Define q to be the inclusion map of F into G and define 
+ : G -+ F by extending y to be constant on G - F. 
THEOREM 6.17. Let (G, [p]) b e a virtual group and let V be a Bore1 
set in U = U, such that [V] is conull. Then there is a measure class on 
G 1 V making it a virtual group similar to G. 
Remark. It is helpful to think of the case of a transitive groupoid G 
and V = (v}, where v is a point in the conull equivalence class. 
Proof. There is no loss of generality in supposing U = [VI, because 
this case can be achieved by passing to an i.c. Set F = G 1 V. By von 
Neumann’s Selection Lemma [29, 11, there is a function f : U + r-l(V), 
measurable relative to the completion of fi, such that d 0 f is the identity 
on U. Replace f by a Bore1 function which agrees almost everywhere 
with f and then change to a third function by changing only on V and 
there let it be the identity. Call the new function f again; then 
U, = (u E U: d(f(u)) = } u is conull and contains V. Thus we may 
contract to U, and consider only the case in which there is a Bore1 
function f : U + r-‘(V) such that f = i on V and d 0 f = i on U. 
In this process we have not changed the set V at all. 
Define $(x) = f (r(x))xf (d(x))-l for x E G. Since r 0 f maps U onto 
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V, andf(a) = f w or Ed E V, $ 1 F is the identity and #(G) = F. Also $ 
is a Bore1 function and is an algebraic homomorphism. Let p be 
symmetric, p(G) = 1, and set h = #*(p). We will show that (F, [A]) 
is a virtual group, strictly similar to G. 
First, if E is Borel, then 
X(E-1) = p((x : r&p E E)) 
= PL(!wW) 
= Pw(m 
= W), 
so A is symmetric. To show that h is invariant we must examine more 
closely the connection between X and p. First, decompose p relative 
to 4cl = .li&( u and choose a conull Bore1 set U,, C U such that ) 
b-w) x - /wz) if x E G I Uo . Next, notice that r o $ = $ o r, so 
x = r,(h) = &+&i). Th us we can decompose fi relative to 4 as 
P = J-a4 v and then define h, for w E V by ) 
A, = (G*h> 4L(~)~ s 
Then 
Thus we have a decomposition of X in terms of that of ,Z over x and p 
over 12. Also, the set V, = {V E V : &,( U,,) = l} is Bore1 and conull 
in V and we shall see that (h7cVj) z N &.) if r(z), d(z) E V, . 
If a E V,, and u E $-r(u), then for any Bore1 E C F we have 
#-l(E) n d-l(u) = {x : d(x) = u andf(r(x)) of-’ E E} 
= {x : d(x) = u and x E~(Y(x))-l Ef(u)} 
= ( Up~‘)-’ E) fo4 
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where in a groupoid Ax = {ax : a E A and d(a) = r(x)} for sets A and 
elements x. Now if u = d(f(u)) - Y of(u) = $(ui) = V, then u1 - U, 
so U’ - u iff U’ - u1 , and 
#-l(E) n d-1(4 = ( U W-1 E) fh> 
d-u 
= WV) n d-WfWft~l). 
Thus for % %E u, 3 with G(U) = $(q) = ~1, ~U(@-l(E)) = 0 iff 
pLILJ$-l(E)) = 0. Hence h,(E) = 0 iff pJz,!-l(E)) = 0, whenever 
u E cp(v) n u, . If z, = Y(Z) and d(z) both belong to V, , choose 
u1 E U, n $F(TY) and ua E U, n $-l(d(z)). Then Y of(q) = V, 
d Of(%) = Ul 3 y ofw = 44 and d of(~.J = ~a. Hence x = 
f(~i)-~ zf(uz) is defined and Y(X) = ui , d(x) = us , while $(x) = z. 
Therefore, #-l(Ex-l) = #-l(E) x-l, and we have ((h,(,))z)(E) = 
h,(,)(Ez-l) = 0 iff pY1($-l(E) x-l) = 0 iff pU.,2(#-‘(E)) = 0 iff h,(,)(E) = 0. 
To show that (F, [A]) . IS er o g d ic, we apply Theorem 4.2. Let A C V 
be analytic and saturated. Then @l(A) is analytic and saturated, so 
$-l(A) is null or conull. 
It remains only to show that G and F are strictly similar. (In the 
reduction we lost the possibility of the original G being strictly similar 
to F, but the i.c. we are considering is.) We have # : G -+ F, let q~ be 
the embedding of F into G. Then # 0 p = i, and q 0 1c, = C/J, while 
1cI w iG via f, by the very definition of 4. 
THEOREM 6.18. Let (G, [p]) b e a virtual group and let V C U, be a 
Borel set with p(V) > 0. Then (G 1 V, [;\I) . zs a virtualgroup zfh(A) = p(A) 
for A Borel in G I V, and (G / V, [Xl) - (G, [p]). 
Proof. Set F = G / V. Then X(F) > 0 by Lemma 4.1, and X is 
symmetric. If A C V is Borel, then X(d-l(A)) = p(d-l(A) CI Y-‘(V)) 
which is <p(A), but >0 if p(A) > 0, by Lemma 4.1. Hence x - p 1 V 
and there is a function g on V such that p(A) = jA g dX for A _C V. 
If A,’ = (-cU 1 F for u E V, then X = Jr, A,’ dp(u), so if A,, = g(u) A,’ for 
u E V, then h = jh, dx(u). To show [A] is invariant we may show 
P&J x - &,,, for x EF I V. . If x EF and d(y) = Y(X), yx EF iff 
y EF, so for A C F n d-‘(d(x)), ((~~~,~)x)(A) = ((cL~(~))x)(A) and 
X&,,,(A) = pdcz)(A). Thus take V, = {v E V : g(v) > 0, v E U,}, where 
((wd) x - P&d if Y(X) and d(x) E U, . For ergodicity, suppose X(A) and 
X(B) > 0, A, B _C V. Th en p(A) and p(B) > 0 so 
0 < p(r-l(A) n d-l(B)) = p(+(A) n d-l(B) nF) = q+(A) n d-l(B)), 
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since r-l(A) C r-l(V) and d-l(B) C d-l(V). Construct y, Z/J as in Theorem 
6.17. If E _C I’ is negligible there is a conull B C V - [El. Then 
@l(B) 2 I3 so [$-l(B)] is conull and disjoint from $-l(E). The proof 
that v, # are a similarity goes as in Theorem 6.17. 
THEOREM 6.19. If G is a virtual group, then G is essentially transitive 
12 G is similar to a locally compact group. Such a group is unique up to 
isomorphism. 
Proof. If G is essentially transitive and [u] is a conull equivalence 
class, then G, = (x E G : Y(X) = d(x) = U} is the contraction of G to 
(u}. Now G, is a group and by Theorem 6.17, it is a virtual group 
similar to G. Hence G, has an invariant measure class and by Thm. 7.1 
of [17], G, is a locally compact group. If also G N H for some locally 
compact H, then H - G, since N is transitive, and thus H and G, are 
isomorphic. 
Conversely, suppose F : G + H and $J : H + G are a similarity of 
G with a locally compact group H. If u = #( 1) E U, , then [u] cannot 
be null because $-i([u]) = {I} = U, . It follows that [u] is conull, 
because G is ergodic. 
THEOREM 6.20. [Mackey]. If G is a locally compact group and H 
is a closed subgroup, then G/H x G is strictly similar to H. 
PYOO~. Let y : G/H + G be a Bore1 cross section of the right H 
cosets, and define #(s, x) = y(s) xy(sx)-l, v(h) = (sO , h), where s,, = H. 
The arguments used above show that v, # are a strict similarity. 
These results show that similarity is a fairly unrestrictive equivalence 
relation. It should be pointed out that Theorems 6.18, 6.19 and 6.20 are 
also true with the narrower notion of homomorphism discussed in 
Section 4. 
7. SUBOBJECTS OF GROUPS 
If G is a group acting ergodically on (S, p), it is convenient to think 
of the groupoid S x G as a replacement for the conjugacy class of 
subgroups which determines the action in the transitive case [20,21,23]. 
A subobject can usually be regarded as an object together with an 
“embedding” [26, p. 61, and here the naturally occurring homomorphism 
is the coordinate projection of S x G onto G. In a fully developed theory 
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we shall want a notion of embedding which includes this example, but 
for now we shall simply regard S x G with the coordinate projection 
as representing a subobject of G, and call the subobject a virtual subgroup 
[23]. It is then natural to ask whether a homomorphism C/J of an ergodic 
groupoid F into G has such a virtual subgroup as “range”. Even if F is 
also a group, the range may not be closed and hence not a suitable sub- 
object, so we shall instead ask for a “range closure”. If F = S, x G, 
is the groupoid built from an ergodic action of G, on (S, , pi), the 
construction was given by Mackey in Section 5 of [23], and generalizes 
the construction of a “flow built under a constant.” If the action of G, 
on S, is transitive and determined by a subgroup Hi , the strict similarity 
between Hr and S, x G, produces a homomorphism 4, : Hi -+ G 
corresponding to $J : F + G, and Mackey’s construction gives a 
transitive G-space S corresponding to z,&(H,). The construction is as 
follows: (s, y) * x = (sx, y#(s, x)) defines an action of G, on S, x G and 
(s, y)x = (s, x-*y) defines an action of G. These commute, and if the 
space of G,-orbits is analytic we take that for S. Otherwise, let X be in 
the class of Haar measure and note that the algebra J&, of G,-invariant 
elements in M(~L., x X) is closed and that G acts on i& with no fixed 
elements except 0 and 1. Thus the corresponding point action, on (S, p) 
say, is ergodic. The two constructions essentially coincide in case the 
space of G,-orbits is analytic and we take TV. for the image of p1 x h in S. 
Now let us take the natural generalization to the case of a general virtual 
group F. 
Let (F, b]) be a virtual group with symmetric normalized CL, and let G 
be a locally compact group with h a probability measure in the class 
of Haar measure. Let y : F + G be a strict homomorphism and let 
U be the set of units of F. 
LEMMA 7.1. (r(x), y) t x = (d(x), yv(x)) de$nes a true action of F 
on U x H. 
Proof. If x E F, then D’(x) = {(I(X), y) : y E G}, and if u E U, y E G, 
then (u, y) * u = (u, y) since y(u) = 1. If d(x) = r(z), then I(XX) = r(x), 
and (r(x), Y> * x = (d(x), ydx)) E W4 so 
Also, if (Y(X), y) * x E D’(z), then d(x) = r(x). 
If we define (xi , yJ(xs , yz) = (x1x2 , yi) when xlxz is defined in 
F and yip)(xi) = yz in G, then F x G becomes a groupoid with U x G 
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the set of units, and d(x, y) = (d(x), yy(x)), r(x, y) = (r(x), y). Thus 
the equivalence relation on U x G induced by the action is the same as 
that it has as the set of units in F x G. 
LEMMA 7.2. The formula (u, y)x = (u, z-ly) for u E U, y E G and 
zEGdefinesanactionofGon Ux G.IfsEUX G,x~Fandy~G, 
then (s * x)y = (sy) * x, in the sense that when one side exists so does the 
other and they are equal. 
Proof. Straightforward 
LEMMA 7.3. The measure p x X is quasiinvariant under G. 
Proof. If E is Bore1 in U x G, y E G and u E U, then 
(Ey)u = {x : (u, x) E Ey} = (x : (u, yx) E E} = y-‘(E,). 
Hence (fi x h)(Ey) = 0 iff X((Ey),) = 0 for p-almost all u iff h(E,) = 0 
for j%almost all u iff (j2 x h)(E) = 0. 
LEMMA 7.4. If A is a Bore1 set in U x G such that q(A) is G-invariant 
in M(p x X) and d-l(A) + r-l(A) is p x X-null in F x G, then A is 
null or conull relative to p X h. 
Proof. By the result quoted after Theorem 3.5 we may suppose 
A is G-invariant. Then the y-sections Au for y E G are independent 
ofy, say equal to B, and we have A = B x G. Then d-l(A) + r-l(A) = 
d-l(B) x G + r-l(B) x G. Hence d-l(B) + r-l(B) is null so B is 
null or conull. Thus the same holds for A. 
LEMMA 7.5. If A is a BoreE set in U x G such that d-l(A) + r-l(A) 
is p x h-null and z E G, then d-l(Az) + r-l(Az) is p x X-null. 
Proof. 
d-yAz) + y-‘(A.4 = {(x, y) : (44, YP(X)) E A4 + {(x, Y) : (Y(X), Y> E A4 
= h Y> : (44, ~YdX)) E 4 + &% Y> : tyt49 ZY) E 4 
= {(x, z-ly) : d(x, y) E A} + {(x, z-ly) : Y(X, y) E A}. 
Thus for each x E F, z-l((d-l(A) + y-l(A))%) = (d-l(Az) + @(AZ)), , 
which renders the result apparent. 
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THEOREM 7.6. The subalgebra M, = {q(A) : d-l(A) + r-l(A) is null)- 
_C M(p x h) is a G-invariant closed subalgebra of M(p x h) and the action 
of G on Mp is ergodic. 
Proof. Combine the preceding lemmas. 
The measure p x X restricted to iV&, is a measure pQ and we can let 
(S, , CL,) be a standard ergodic G-space associated with MQ , by Theorem 
3.3. Then (S, x G, [pO x X]) is a virtual group and represents the 
closure of the range of q~. There are now several points to consider: 
(a) If the equivalence classes in U x G form an analytic space, 
can it be used for S,? This corresponds to the case of “closed range” 
for groups. 
(b) We should construct a homomorphism p’ : F + S, x G 
such that rr 0 ‘p’ = 9). 
(c) What if y is only a homomorphism, and not strict ? 
(d) If F = S x H, with H closed in G, is S, x G similar to 
S x H? 
(e) How does S, depend on y ? This is the same as: As a Boolean 
G-space, how does M, depend on F? 
(f) If the pairs (S, x G, 7~r), (S, x G, z-s) where VT~(S, x) = x 
are similar, we want S, and S, essentially equivalent as G-spaces 
[21, Thm. 41. 
We shall take up each point in order. 
THEOREM 7.7. If the set SW of equivalence classes in U x G is analytic 
relative to the quotient Bore1 structure, and tea is the quotient of the measure 
p x h on SW, then M@) is naturally isomorphic to M, as a Boolean 
G-space, so SW and S, are essentially isomorphic as Bore1 G-spaces with 
measures. 
Proof. Let p : U x H + So be the quotient mapping. Then 
p* : M(P~) -+ M(p x h) takes values in M, , and is equivariant because 
p-I(By) = p-l(B)y for Bore1 sets B C 9. Thus we need only show that 
p* (M&q)) > M, . To do this, suppose d-l(A) + r-i(A) is p x X-null 
in F x G. By the argument in Theorem 4.3, there is an analytic set 
A, _C U x G with d-l(A,) = r-l(A,) and A + A, p x h-null. Then 
p(A,) is analytic in SQ so there are Bore1 sets B, -Cp (A,) C B, with 
pq(B2 - B,) = 0. Then p-l(B,) is Borel, d-l(p-l(B,)) = r-l(p-l(B,)) 
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and p-l(B,) + A is null, so p * (q(B,)) = q(A). The last follows because 
of Theorem 3.5. 
THEOREM 7.8. Let(F, b])b e a virtual group, let G be a locally compact 
group, let v : F + G be a strict homomorphism. Construct (S, , pq) as 
following Theorem 7.6 and let rr : S, x G + G be the natural homo- 
morphism. Then there is a homomorphism F’ : F --f S, x G such that 
[T, Fl = b 0 4, Fl. 
Proof. By Theorem 3.6, there is a Bore1 function p : U x G + S, 
such that p* gives the natural equivalence of M&J onto M, as Boolean 
G-spaces, together with a conull analytic G-invariant set WC U x G 
such that p 1 W is equivariant. Then W = IV, x G, where IV, is conull 
and analytic in U, so by decreasing W, we may suppose WI , and hence 
W, is Borel. We would also like p to be “almost everywhere constant 
on almost every equivalence class.” To see this, start with Bore1 sets 
B, , 4 ,... in S, which separate points and let A, = p-l(&) for 
n = 1, 2,... . Then d-l(A,) + r-l(A,) is null for n = 1, 2,..., and 
K = F x G - u (d-l(A,) + r-l(A,) : n > l> is a conull Bore1 set 
in F x G. Then p 0 d and p 0 r agree on K, and there is a x in G such that 
(x, z) E K for almost every x E F. If (x, x) E K, and x E FI = F 1 WI , 
then p@(x), e) z-l = p(+), z) = p(+), q-W> = p(+), e(x)> z-l, so 
for almost all x E FI we have p(r(x), e) = p(d(x), p)(x)). For the same 
x’s, p(r(x), e) y(x) = p(d(x), e). Now define q1 on FI by vr(x) = 
(p(r(x), e), v(x)) and note that 7r 0 y1 = v 1 FI , while 
r 0 944 = (PW), 4 4 for all x E FI 
and d o cpl(x) = (p(d(x), e), e) for almost every x E FI . Hence, for 
almost every pair (x, y) E Fi2’ the product yl(x) vi(y) is defined and 
equal to (p(r(x), 4, dx) F,(Y)) which is the same as am. It follows 
by Theorem 5.1 that there is an i.c. F2 C FI and a Bore1 function 
cp’ : F, + S x G which is algebraically a homomorphism such that q+ 
and v’ agree a.e. on F, . Then because v’ = qr a.e. the set 
F3 = {x sF2 : w o y’(x) = p)(x), d o v’(x) = @(d(x), e), e) 
and r 0 v’(x) = (~(44, 4, e)] 
is conull. Also it is clear that F, is closed under multiplication, so there 
is an i.c. F, = F / W,, CF, . On F, we have q’(x) = (p(r(x), e), p)(x)), 
and F’ is algebraically a homomorphism. 
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Now it remains to show that @‘-l(E) is null whenever E is negligible. 
Let E C S, be analytic, invariant and of measure zero. Then 
P-YE) n (Wo x G) is null in U x G and invariant and so of the form 
N x G, with N a null set contained in W,, , and +‘pl(E x {e}) = N. 
After going through the basic constructions it is clear that if y is not 
strict we can restrict to an inessential contraction of F and nothing 
changes significantly. In particular, for sets A C U x G, A and 
A n (U,, x G) differ only by a null set, and the algebra A& still makes 
sense. From M, all the rest was constructed, and it makes no difference 
which i.c. we restrict to, as long as v is strict there. 
THEOREM 7.9. Let H be a closed subgroup of the locally compact group 
G and let (S, F) be a standard ergodic H-space. Define v : S x H + G 
by v(s, h) = h, and construct (S, , tag,) as it was done following Theorem 7.6. 
The homomorphism y’ : S x H + S, x G constructed in Theorem 7.8 
is half a similarity of S x H with S, x G. 
Proof. We may start with S x G. The action of H is given by 
(s, x) * h = (sh, xh) and that of G is given by (s, x)y = (s, y-lx). If 
(s, x) I h = (t, y) th en h = X-ly, and we see that if B is a Bore1 set 
meeting each left H coset exactly once (e E B), then S x B meets each 
H-orbit in S x G exactly once. Thus the set of H-orbits is analytic 
(even standard) and by Theorem 7.7 we may take the orbit space as S, . 
If h is a probability measure in the class of Haar measure on H, we may 
take p = p x h on S x H. Let p : S x G + S, be the natural quotient 
map. Since S X {e} meets each G-orbit in S x G, the set S* = p(S x (e}) 
meets each G-orbit in S, . Clearly S x {e} meets each H-orbit only 
once, so p is one-one on S x {e} and hence S* is a Bore1 set in S, , 
even though analytic would suffice. Since S* meets each G-orbit in 
8.7 (so x G) I s” is similar to S, x G, by Theorem 6.17. In this 
case it is not hard to see they are strictly similar, since the Bore1 selections 
can be made more explicitly. We must do this to determine the measure 
class on (S, x G) 1 S*. First, note that if p(s, e) y = p(s, y-l) = p(s, , e) 
for some si E S, there is an h E H with (si , e) = (s, y-l) * h = (sh, y-lh), 
so y E H; hence (S, x G) 1 S* = S* x H. Since p(s, e)h = p(s, h-l) = 
p(sh, e), andp is one-one on S x {e}, S* x Hand S x Hare isomorphic 
as groupoids under y’, where d(s, h) = (P(s, 4, ds, h)) = (P(s, e), h). 
Thus if we can show the measure classes agree we will have completed 
the proof. 
Exchanging the roles of r and d in the proof of Theorem 6.17, we 
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need a Bore1 function f : SW + S, x G of the form f(B) = (s, fi(s)), 
where Sfl(s) E S* for s E S, . The general element of S, is of the form 
p(s, b), where s E S and b E B, and it can be so written in exactly one way, 
so we can define f,(p(s, b)) = b. Then p(s, b) fJp(s, b)) = p(s, e) E S*, 
so if f (p(s, b)) = (P(s, b), b) th en the similarity between S* x H 
and S, x G established in Theorem 6.17 consists of the inclusion 
of S* x H into S, x G and # : S, x G + S* x H defined by 
#(S, x) = f (Q-l(S, x) f (ix). Let y : G -+ B be the (Borel) function which 
corresponds to the projection of G onto the left coset space via the 
isomorphism between that space and B : y(x) H = xH and y(x) E B. 
Then (b, X) + r(x-lb) gives the natural action of G on B and the formula 
((b, x) = (x-lb)-l y(x-lb) d e fi nes one of the two homomorphisms giving 
a strict similarity of B x G with H. Furthermore, a calculation shows 
that $(p(s, b), X) = (p(s, e), t(b, x)). We can identify S, with S x B 
and let v = y,(X,) where A, is a probability measure in the class of Haar 
measure on G. Then the measures pV and p x v have the same null 
sets. To see this let A be a Bore1 set in S, = S x B. Then 
p-l(A) = {(s, x) E S x G : f or some h E H, (sh, xh) E A}, and (sh, xh) E A 
implies X/Z E B, so xh = y(x) or h = X-ly(x). Thus if Ab = {s : (s, b) E A} 
for b E B, p-l(A) = ((s, X) : s E A~(~)(y(x)--IX)}, so p-l(A) is null in 
S x G iff AY(“) is null in S for X,-almost all X, and this occurs iff Ab is 
null in S for v-almost all b. Hence pL,(A) = 0 iff p x v(A) = 0. 
Now we have I/ : S x B x G + S x H, if S x B is identified with 
S, and S with S*, and for any s E S and Bore1 set E C S x H the 
s-section #-l(E), = {(b, x) E B x G : (s, [(b, x)) E E} = t-l(E,). Since 
h and f,(v x A,) are both quasiinvariant, the latter by the proof of 
Theorem 6.19, we have h - <,(v x A,) by the Corollary of Theorem 7.1 
of [17]. Hence c-l(E,) is null iff E, is null, so E is null iff #-l(E) is null, 
the measure classes agree, which completes the proof. 
THEOREM 7.10. If (S, p) is an ergodic G-space, and 7~(s, x) = x for 
(s, x) E S x G, then S, = S and pT N p. 
Proof. In the proof of Theorem 7.9 we have B = {e}, so S, can be 
identified with S and pV has the same null sets as p. 
Thus point (f) above will be taken care of if we prove the following 
theorem in partial answer of the question in point (e). 
THEOREM 7.11. (cf. [21, Thm. 41.) Let (Fl , hII), (F, , b.J) be virtual 
groups and let G be a locally compact group. Let vi : Fi -+ G (i = 1,2) 
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be homomorphisms for which there is a similarity CQ : Fl --f F2 , 01~ : F2 + Fl 
with [vl , FJ = [vz , F,] 0 [al , FJ. Then MQ, and iI&2 are isomorphic 
as Boolean G-spaces. 
Proof. The proof has three main parts, the definition of a suitable 
function essentially from U, x G to U, x G, the proof that it induces 
an equivariant u-embedding of MQ, into MO, and the proof that the 
embedding is onto. Before we get to those it will be helpful to discuss 
a way to construct MO from saturated sets. If F is a virtual group, 
U = U, , G is a locally compact group and 9 : F --+ G is a homo- 
morphism, let V C U be a conull set such that p / (F 1 V) is strict. Then 
(F 1 Y) x G is a groupoid, and T(X, y) = (r(x), y) and d,(x, y) = 
(d(x), yy(x)) are the range and domain mappings onto V x G, as 
mentioned above. Let p be a probability measure in the measure class of 
F / V and let X be a probability measure in the Haar class on G. If 
P = s PU 434 is the decomposition of TV relative to r : F 1 V + V, 
and ey denotes the unit point mass at y E G, then for any Bore1 set 
AC(F~V)xGwehave~.&xX)=~xXand 
so pxh=Jpx l y dp x h(u, y) is the decomposition of p x h 
relative to r and r,(p x A). Hence for 
(~,Y)E(FI v> x G and A c y-y+, YN, 
((X> Y)(Pd’z’ x %&)))(~) 
= CL~‘~) x •d@~ YSPW : 44 = 44 and (x, Y>@, YY(~) E 4) 
= pd’“‘({z : xz E AU}) = (X(@(y) x c,(A), 
which is 0 iff pr@) x l y(A) = 0, for almost all x, so p x h is left invariant. 
Furthermore, if A C (F / V) x G, then A-1 = {(x, y) : (x, y)-1 = 
(x-l, Yd4) E 4 so the x-section (A-l), = {y : (x-l, yy(x)) E A) = 
(A,-,) p(x)-l. H ence almost every x-section of A is null iff almost every 
x-section of A-l is null, so [p X A] is symmetric. 
Now the proof of Theorem 4.2 applies to show that if A C V x G 
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and d;l(A) + r-l(A) is null in (F j V) x G then there is an analytic set 
A, with d;l(A,) = I-l(A,) such that A + A, is null. Let O? denote the 
u-algebra generated by analytic sets in I’ x G. Since each analytic set 
is measurable (relative to the completion (a x A)-), we may extend 
p x X uniquely to CY, keeping the same notation for convenience, and 
also extend 4 to a u-homomorphism of GZ onto M(P x A). Let 
81, = (A E OZ : d;l(A) = r-l(A)}, and observe that q(&) = M, . 
Construction of afunction which induces the isomorphism: Let U, = UF, , 
U, = lJF, . There is no loss of generality in assuming that vr 1 (Fr 1 IV,) 
is strict and that a2(F2) CF, 1 IV, , and we can then choose a conull 
Bore1 set V, _C U, and a Bore1 function 19~ : I’, -+ G such that 
(4 g, 2 , a2 and vi 0 a2 are strict on F,,l = F, 1 V, , 
04 v2t4 ~2WN = e2(yW> v1 0 ~~(-4 for x E F2,1 . 
Then there is no loss of generality in choosing 01~ so that a,(F,) C F,,l 
and after that there will exist a conull Bore1 set V, C IV, and Bore1 
functions I!?, : Vi + G, 6’ : V, + Fl / IV, so that 
(cl 01~) yi, ‘pz o a1 and 01~ 0 a1 are strict on Fl r = Fl j I’, , and 
(4 44 4(W) = hty(4) ~2 0 44 and a', 0 44 6(4x)) = 
~(Y(x))x if x E Fl ,1 . 
Extend 19, 8, , and O2 to be Bore1 functions on all of U, or U, as the case 
may be. Now define fr(x, y) = (a,(x), yO,(r(x))) for (x, y) E Fl,l x G. 
If ~1 , ~2 E Fl,l and d(x,) = y(x2), then d(a,(x,)) = Y(oc~(x~)) and 
W(4) F2 o 0: d4 = ~44 W(4) = d4 Wx2N. Thus we can 
compute for y E G, 
so fi is algebraically a homomorphism. Hence if (ur , yr) N (u2y2) in 
Vi x G then 3i(z4 , yr) -3i(u,, y2) in I’, x G. If we set g, = 3r , this 
shows that if A C V, x G is saturated so is gi’(A) saturated in I’, x G. 
The function g, induces a u-embedding /I1 : MQ, + MaI : if A E Gli = 
GZ(V, x G), let N(A) = {u E Vi : A, is null), P(A) = Vi - N(A), 
C(A) = {u E Vi : A, is conull}. If A E 6&,,* C a, , then (Y(X), y) E A iff 
607/6/3-4 
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(4% YvJdX)) E A, so (A,(,,) vi(x) = Adtx) , and therefore the sets N(A), 
P(A) and C(A) are saturated in Vi . If A is any set in V, x G and u E V, , 
then the u-section 
g;‘(A)u = {y E G : (a,(u), y) E 4 h(~)-~ = &,(&(u)-~> 
so N( g;l(A)) = &iil(N(A)), etc. If A C a@, is null, then there is a 
conull Bore1 set B disjoint from A, and the saturated analytic set 
A, = [B] is also disjoint from A. The conull Bore1 set C(B) is contained 
in C(A,), and C(A,) is saturated so [C(B)] C C(A,). Hence &il([C(B)]) 
is a conull analytic set (cf. Lemma 6.6) contained in C( gl’(A,)) and it 
follows that gi’(A,) is conull. Hence g;‘(A) is null. If A E &, is not null, 
there is a Bore1 set B C A of positive measure. Then [P(B)]‘is saturated 
and of positive measure in V, and hence conull so that &i,‘([P(B)]) is 
saturated and of positive measure and therefore also is conull. Since 
&i’([P(B)]) C P( gi’(A)), gi’(A) is not null. Thus gi’(A) is null iff A is 
null, and gil : O&, + G$,, induces a u-embedding fil : Mw, + Mw, . 
Next, /I1 is G-equivariant: If (u, y) E V, x G and z E G, then 
gl((% Yk) = ‘Yl( U, 
then gi’(As) = 
x-ly) = (‘?i(u), x-‘y&(u)) = g,(u, y)z. Thus if A E GYP2 
g,‘(A) z, which implies the equivariance of /J . 
Finally, /I1 is onto: Define f2 : F,,, x G + (Fl / WI) x G by 
fi(x, y) = (aa( y8,(r(x))) and let g, = fi 1 I’, x G. Then gil induces 
a u-embedding of lWV1 into MQ, , but to show fll is onto we need yet 
another function. Begin by defining O,(U) = O,(U) O2 0 al(u) for u E U, 
and then O*(u,y) = (t9(u),yO,(u)) for (~,y) E U, x G. Then for 
(u, y) E V, x G we have O(u) E Fl 1 IV, so we can compute the following 
in (Fl 1 IV,) x G: 
g2 o g&4 Y> = g2&(4, Yw4 
= (a, 0 4(u), Ye,(u) 02 0 4(u)) 
=w4 +v, ~u4) 
= (e(u),Ye,(u))(e(u)-l,Ye,(u) FJ10 W) 
= e*+, y) e*cu, y)-1. 
If we define 
w) = w4 ~~ 0 w4 and f(~, Y) = e*(u, ~1-1 e*ef, Y> = (f4 Y4m 
then f is one-one from Vi x G onto U, x G, f (VI x G) = VI x G 
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and f(~, y) - g2 0 g,(u, Y) for (a, Y> E vl x G- Set g = f I (J’l x G). 
For x EF~,~ we compute 
944 4M4) = %(X) 4w4) 02 o 444) 
= 4(+4)~2 o a1 ( 4 02 o @&w) 
= we)) 6, o 4w pl 0 a2 0 44 
= w(x)) 4w)) 444)-l) 
= w(x)) vl o w(4) ~~(4 p1 0 ww-1. 
Hence 
w(4) d9 = 944 fww and 4w>)" PlW = d4 w(4)-1. 
Thus for x ~~~~~ , g(y(x), y) = (y(x), Y~~(~(x)>) and 
Similarly, 
g-w+ Y~x)) = w+ YR(X) ww-1) -g-w, Y). 
Hence g and g-l carry saturated sets to saturated sets and hence 
L$,l( V, x G) one-one onto Q!&( VI x G). Also g-l 0 g, 0 g,(u, y) - (u, y) 
since g(q y) -g, ogl(u, y). Now if A E Q&, then 
B = (g-l 0 g,)-l (A) E Of.., . 
TO show that g:‘(B) = A, notice that g,(u, y) E B iff g-l 0 g, 0 g,(u, y) E A, 
and since (u, y) - g-l o g, o g,(u, y), this h appens iff (u, y) E A. Thus 
gil(Q&) = Qk, and B$KJ = MW, . 
THEOREM 7.12. [21, Thm. 41. Let (S, , pl), (S, , pJ be standard 
ergodic G-spaces, de$ne rri : Si x G -+ G by n2(s, x) = x, and suppose 
there are homomorphisms c~l~ : S, x G + S, x G, cy2 : S, x G -+ S, x G 
such that 
['yl, & x Gl o [aa s S, x Gj = [i, S2 x G], 
[a2, S, x q 0 [al, S, x q = [i, & x Gl 
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and 
Then there are invariant Borel null sets NI C S, , N2 C S, such that 
S, - NI and S, - N, are isomorphic as G-spaces. 
Proof. This follows from Theorems 7.10, 7.11 and 3.5. 
These results essentially justify thinking of an ergodic action of G 
as a subobject of G, which behaves virtually like a subgroup of G. 
8. PROPER ERGODICITY vs. TRANSITIVITY IN GROUP ACTIONS 
AND VIRTUAL GROUPS 
This section is devoted to a measure theoretic characterization of 
essential transitivity of virtual groups and ergodic actions of groups, 
and hence of those virtual groups which are similar to locally compact 
groups. Let us begin with a standard Bore1 groupoid with invariant 
measure class C and let U be the set of units of G. Suppose h is a 
symmetric probability measure in C such that h = Jh, dX(u) with 
;i = d,(X). Th en there is a conull Bore1 set U, contained in U such 
that (hd x - 4~4 when r(x) and d(x) are in U, , and A, is a probability 
measure if u E Us . Define vu = r,(h,) and the measures hE as in Section 
4. The first characterization of essential transitivity uses the v,'s. 
LEMMA 8.1. The following conditions are equivalent for a virtual 
group G: 
(a) for almost all u 6 U, vu - X, 
(b) for almost all u E U, vlc < x, 
(c) G is esentially transitive. 
Proof. Clearly (a) implies (b). If 0 < v% < A, then v~([u]) > 0, so 
X([U]) > 0, and by ergodicity [u] is conull. Now (b) implies there is at 
least one u with 0 < v,, < 2, so (b) implies (c). The fact that (c) implies 
(a) is Lemma 4.5. 
The next characterization of essentially transitive virtual groups is a 
rather awkward one, but it indicates that transitivity is related to a 
degree of uniformity in the absolute continuity of the measures XE. In 
this way it is closer to a characterization of essential transitivity due 
to George Bergman [2], although we have no topology and hence no 
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compact sets to use. This characterization is purely measure theoretic, 
and is adaptable to a Boolean formulation of virtual groups. 
THEOREM 8.2. The virtualgroup (G, [Xl) with A(G) < co is essentially 
transitive t#fbr every 7 > 0 there is a Bore1 set A C U with A( U - A) < 7 
with the property thatfor every c > 0 there is a 6 > 0 such that hE(F) < E 
whenever E C A has positive measure and X(F) < 6 (i.k. (dhE/dx : E C A 
and X(E) > 0} is weakly sequentiaZZy compact in L1( U, x) [7, p. 2941). 
Proof. We may suppose that 1 is nonatomic, since the atomic case 
@ways has one equivalence class. Then we may assume U = [0, l] and 
h = p = Lebesgue measure, since ( U, x) z ([0, I], p). If U has a 
conull equivalence class, then almost every vU < p. Let a0 be a countable 
generating subalgebra of a, the Bore1 sets in [0, I], and for F E L%?~ , 
m = 1, 2,..., define (F, m) = {u E U : v,(F) > l/m}. Then for any k 
we have 
u {(F, m) : F E B, and h(F) < 1,/k) 
= {u E U : there is an F E 8, with p(F) < l/k and v,(F) > l/m} 
= {u E U : there is an F E 33 with p(F) < l/k and v,(F) > l/m}, 
because ~33~ is dense in S? relative to p and every v2( . Hence 
gl bl u {cFy m) :F Ego and p(F) < l/k) 
= {u E U : vU is not absolutely continuous relative to p}. 
This is a null set and for each m the intersection over the index k is a 
decreasing intersection, so for any 9 > 0 there are integers k, , k, ,... such 
that for each m the set u ((F, m) : FE .4?,, and p(F) < (k&l) has 
measure less than 2+~ and hence so that the union of these sets over all 
m has measure (7. Let A be the complement of that union, let E > 0, 
choose m > 1 with me > 1 and notice that if F E go with p(F) < 6 = 
(k&l and a E A, then v,(F) < l/m. Hence the same holds for any 
FE 98 with p(F) < 6. Now if E C A, h(E) > 0 and p(F) < 6, we have 
.li v,(F) dp(u) < (l/m) P(E), so W) < E. 
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For the converse, let q > 0 and choose A to satisfy the conditions 
in the statement of the theorem. For any FE SYO define 
b(t) = I [o tl vu(F) 444 for O<t<l 
Since .9Y0 is countable there is a null set N such that FE go and u c$ N 
imply hF’(u) exists and is equal to vu(F). Almost every point of A is a 
point of Lebesgue density I and if we take a # 0, 1 to be such a point 
with a $ N we can calculate as follows. Set 1, = [a - l/n, a + l/n]. 
Then limn.+m (42) PK n 4 = 1 and for FE .S?, we have v,(F) = 
lim,,m (42) Ji, v,(F) 444. Now .I&.., v,(F) 444 < 44 - 4 so 
= lim /\lnnA(F). n-wx 
If E > 0, choose 6 such that E Z A, p(E) > 0 and p(F) < 6 imply 
XE(F) < ~12. Then if p(F) < 6 and F E ~49~ we have v,(F) < ~12 < E so 
p(F) < 8 implies v,(F) < E. Thus V, < X. Since A has arbitrarily small 
complement, v, < h for almost all 24 E U. 
There is another characterization of essential transitivity which is 
the Boolean dual of the statement that G is transitive iff 4(G) = U x U, 
where 4(x) = (r(x), d(x)) f or x E G. Let pi , pa be the projections of 
U x U onto U. 
THEOREM 8.3. G is essentially transitive ;sf there is a u-homomorphism 
p : M(X x x) --+ M(h) such that /3 o p,* = Y* and p 0 p,* = d*. 
Proof. If G is essentially transitive then for X-almost all u E U, 
r*GL) - x so for almost all s we have z,4,(h,) equivalent to the natural 
image of-x on U x {u>. Hence #,(A) = J $I*(&) dX(u) N x x 1. Now 
ICl*O) - h x h implies $,(A) < x x i; which implies there is a 
u-homomorphism ,6 (=#*) from M(X x 5) to M(h) such that 
/3 o pl* = r*, p op2* = d*. 
Conversely if such a /3 exists then p = f * for some Bore1 
f:G+Ux Uandf,(h)<j;x X.Sinceflop,*=r*and,!?op,*=d* 
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we have p, 0 f = r a.e. and p, of = d a.e. Thus f = z$ a.e. and hence 
$,(A) < x x x. By a result on decompositions of measures mentioned 
in section 2, for almost all u, $,(A,) is absolutely continuous relative to 
the natural image of x on U x {u>, so r,(A,) < x for almost all u. 
By Lemma 8.1, G is essentially transitive. 
Now let us apply Theorem 8.3 to group actions. Suppose S is a 
standard Bore1 G-space and v is a quasiinvariant probability measure on 
S. Let h be a probability measure in the class of Haar measure on G. 
Let p be the coordinate projection of S x G on S, let p, , p, be the 
coordinate projections of S x S onto S and let a : S x G + S be the 
action. 
THEOREM 8.4. The action of G on S is v-essentially transitive ~$7 
there is a o-homomorphism /3 : M(v x v) --t M(v x A) such that 
pop,* =p* andBopz* = a*. 
The theorem of G. Bergman mentioned earlier is included here for 
completeness. 
THEOREM 8.5 (Bergmann). Let (S, p) be a standard G-space with 
a finite ergodic measure. The action is essentially transitive iff there is a 
nonzero b E M(p) and a compact K C G such that 0 < b, < b implies 
b < sup{b,k : k E K} (which we denote by b,*K). 
Proof. Suppose first that the action is properly ergodic. By Lemma 2 
of [19] we may suppose S is complete separable metric and the action 
is jointly continuous. Let E be Bore1 with p(E) > 0 and choose s E E 
such that p(E n U) > 0 for any open set U containing s. If U, 1 U, 3 **a 
is a basis for the topology at s, then final U,K = SK since the action 
is continuous .and K is compact. Now p(sK) = 0, so p( U,K) -+ 0, 
and it follows that when n is large enough q(U, n E) I K $ p(E). 
For the essentially transitive case we may suppose S = G/H for a 
closed subgroup H. Let C be the closure of a nonempty bounded open 
set in G, set E = p(C), where p : G -+ S is the quotient map, let U 
be a bounded open set containing C-V, and set K = u. For 
s E S, let p,(x) = sx for x E G. If Fi , F, are Bore1 in S, then 
since G acts continuously on M(p), we have q(F,) 1 q(F,)*K iff 
q(F,) 1 q(F,)*U iff q(F,) 1 p(F,u) for almost every u E U, and this 
holds iff q({(s, x) : sx E F,)) 1 q(F, x U). By the Fubini Theorem, the 
latter is true iff p;l(F,) n U is null for almost every s E FI . But U is 
open, so the latter occurs iff p;‘(F, n p,( U)) is null for almost every 
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s E Fl , i.e., p(F2 n (sU)) = 0 for almost every s E Fl . Now Fl C E 
implies sUI E for SEF~, so q(F,) > 0 implies q(F,)*K 3 q(E). 
9. PRINCIPAL GROUPOIDS AND FREE GROUP ACTIONS 
A groupoid G is said be to principal if r(x) = Y(Y) and d(x) = d(y) 
imply x = y [21]. If we define #(x) = (r(x), d(x)) then $ maps G onto 
the set E C U x U which corresponds to the natural equivalence 
relation on U. Now E is a groupoid if we define (ur , uz)(uZ , UJ = (ui , us), 
and ZJ is a homomorphism. Also G is principal if-I $J is one-one. For 
u E U let G,, = (x E G : d(x) = Y(X) = u>. Then it is clear that G is 
principal iff for each U, G,, = {u}. An action of a group G on a set S 
is said to be free (G acts freely) if (s, x) E S x G and sx = s imply 
x = 1, i.e. if the stabilizer of each point is (1) [21]. Thus G acts freely 
on S iff the groupoid S x G is principal. We call a Bore1 action of G 
on the standard measure space (S, ) v essentially free if the set of s with 
stabilizer equal to {l} is conull. This set is clearly an invariant subset of S. 
(This set is also a Bore1 set because the function taking s to its stabilizer 
is Bore1 from S to the space of closed subgroups of G [ 1, Chap. 2, 
Prop. 2.31.) Analogously, a groupoid G with invariant measure class 
C = [A] is essentially principal if U,, = {U E U : G,, = {u}} is conull. 
For this latter definition to make sense, U, must be measurable, and 
we can see that it is measurable as follows: X = {x E G : Y(X) = d(x)} 
is a Bore1 set, being the set where two Bore1 functions agree, so X - U 
is Borel. Now d(X - U) = U - U,, and is measurable because it is 
analytic even if not Borel. Note that G is essentially principal iff some 
inessential contraction is principal, and S x G is essentially principal 
iff G acts essentially freely on S. In terms of Bore1 sets modulo null sets, 
being essentially principal is the only property which could possibly 
be characterized. This is easy to do. 
THEOREM 9.1. The groupoid G with invariant measure class C = [A] 
is essentially principal iff #* maps M($,(h)) onto M(X). 
Proof. If there is a conull Bore1 set U, C U such that u E U, implies 
G, = {u], then ~4 is one-one on the conull set G 1 U, = Y-‘( ?I,) n d-l( U,) 
and hence #* is onto. Now suppose $* is onto and let K be a conull 
Bore1 set in G such that II, 1 K is one-one; by Theorem 2.1 such a K 
exists. Let X = (x E G : Y(X) = d(x)}. If d(X - U) is not a null set, 
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then by applying the von Neumann selection lemma and passing to a 
Bore1 function which agrees a.e. with the selection function, we can find 
a Bore1 function f : U +Xsuchthatdof = i,,andf(u)EX- Ufor 
almost all u in d(X - U). Then the Bore1 set U, = (g E U : f (u) # a> 
is not a null set, and for any u we have f (u) E X so r(f (u)) = d(f(u)) = u. 
Now if Y(X) = U, then r(f (u)x) = u = r(x) and d(f(u)x) = d(x), so 
#(f (44 = $(4. s ince K is conull, for almost every u E U, we have 
hu(K n Y-~(U)) = X”(Y-l(u)) > 0, where h = J’h” dX(u) is the decom- 
position of h relative to Y. But then K,’ = (f (u)x : x E K n Y-‘(U)} 
must be disjoint from K n r-l(~) since ~4 is one-one on K n Y-~(U) and 
#(f (u)x) = $(x) whilef (u) x # x. At the same time, for almost every u we 
have (f(u)-‘) X” N h”, SO X”(K,‘) = ((f (u)-l) XU)(K n Y-~(U)) = X”~-l(u). 
There is then at least one u E U, for which all these hold, giving a 
contradiction. Hence d(X - U) must be a null set. 
THEOREM 9.2. A groupoid G with invariant measure class [A] is 
principal $7 r*(M(X)) u d*(M@)) generates M(h). 
Proof. If p, , p, are the projections of S x S onto S, then p, 0 $ = Y, 
P2 O + = d so PIAW)) = yd4, PW(+&)) = d#). Hence 
pi* : M(X) -+ M(#,(h)) exists for i = 1, 2, and $* 0 p,* = Y*, 
IJ* 0 p,” = r*. It is clear thatpi*( u p2*(M(x)) generates &2($,(h)), 
so r*(M(X)) u d*(M@)) generates M(h) ifI #* is onto. 
Theorems 9.1 and 9.2 translate easily into characterizations of 
essentially free actions. We will give only the translation of Theorem 9.1. 
THEOREM 9.3. Let S be a standard Bore1 G-space with finite quasi- 
invariant measure v, let A be a jkite measure in the class of Haar measure 
and define 1+4 : S x G -+ S x S by $(s, x) = (s, sx). Then the action of 
G on S is essentially free isf #* maps M(+,(v x h)) onto M(v x h). 
Proof. This is immediate from Theorem 9.1. 
There is another characterization of essentially free actions which 
does not translate easily, if at all, into a characterization of essentially 
principal groupoids, because the topology on G is involved. In fact we 
will use the space Y = Y(G) f 1 o c osed subgroups of G. In the topology 
introduced by J.M.G. Fell [9] th is is a closed subset of the compact 
HausdorfI space V(G) of closed subsets of G [9, 11. This topology is 
determined by the basis of sets U(C, 9) = (K E W(G) : K n C = 0 
and K n A # 0 if A E P> where C is compact in G and 9 is a finite 
collection of open sets. Since G is second countable V(G) is second 
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countable: If g is a countable basis for the topology of G and each 
element of g has compact closure then the sets U(C, F), where C is 
the closure of the union of a finite subset of ~8 and 9 C 65? is finite, 
form a countable basis for v(G). Hence Y is a compact metric space. 
For any analytic Bore1 G-space S, define H(s) for s E S by H(s) = 
{X E G : sx = s}. By Lemma 2 of [19] we may suppose S has a metrizable 
topology for which the action is continuous, so each H(s) is closed. 
Proposition 2.3 of Chapter II of [l] asserts that H is an equivariant 
Bore1 function for a natural action of G on Y. We give here a different 
proof of the Bore1 character of the function. 
LEMMA 9.4. H is a Bore1 function from S to Y. 
Proof. First, 
U(C, {Al ,*a*, A,}) = U(C, 0) n U( m, A,) n ..a n U( 0, A,), 
for C compact and A, ,..., A, open, while if A is open there are compact 
sets C, , C, ,... with union A so that 
U(m, A) = u {U(C, , 0)’ : = 1, 2 ,... }. 
Thus the sets U(C, (25) generate the Bore1 sets in Y. Next, the set 
F = {(s, X) : sx = s> is closed in S x G. Now if C is compact in G 
let B = H-l( U(C, 0)) an notethatB={sES:{s}x CnF= ,@}. d 
If s E B, then for each x E C there are open neighborhoods W, of s and 
V, of x such that F n W, x V, = 0. Since C is compact there are 
finitely many V%‘s, say VT, ,..., VX, , which cover C, and if 
W= Wz,n.-.nWxn, V= V~lu~~~uVZnthen{s}~CCWx V 
and W x V n F = 0. Hence s E W _C B, so B is open. It follows that 
H is a Bore1 function. 
THEOREM 9.5. Let S be a standard Bore1 G-space with quasiinvariant 
measure v. For each s E S let H(s) = {x E G : sx = s} and set 
S, = {s : H(s) = (1)). Then v(S - S,) = 0 ;sf for every compact set 
C C G not containing 1 and every Bore1 set E C S of positive measure 
there is a Bore1 set F C E such that v(F) > v(F n FC). 
Proof. We may suppose S C FG by Lemma 2 of [ 191. The measure v 
may be extended to all Bore1 sets E C FG by v(E) = v(S n E) and then 
v(S - S,) = V(FG - S,) so we may suppose S = FG . The set S,, is 
Bore1 in S since H is a Bore1 function. 
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If C is compact and does not contain 1, then for every s E S, the 
set SC does not contain s so by continuity there is an open set W 
containing s such that W n WC = 0. Let WI , W, ,... be countably 
many such open sets which cover S, . If v(S - S,,) = 0 and v(E) > 0 
then there is an integer n such that F = W, n S, A E has positive 
measure, and for this F, F n FC = IZ( so v(F) > 0 = v(F n FC). 
Conversely, suppose v(S - S’,) > 0 and let A, , A9 ,... be a basis 
of neighborhoods for G - {I} such that each & is compact and omits 1. 
The sets H-l( U( 0, A,)) are Bore1 sets whose union is S - S,, , so one 
of them, say the n-th, has positive measure. Call that set E and let 
C=&.IfFCE,thenforeverys~Fthereisanx~Cwithsx=s, 
so F C FC and hence v(F) = v(F n FC) for every Bore1 set F C E. 
Remark. Let S = ((e@, t) : 0 < 8 < 27r, 1 < t < 2}, G = R, 
(et@, t) x = (ei(e+tz), t ). Then x # 0 and v(E) > 0 imply there is an 
F C E of positive measure with v(F n Fx) = 0 < v(F). However the 
action is not free, in fact S, = 0. 
10. REPRESENTATIONS OF VIRTUAL GROUPS 
AND THE IMPRIMITIVITY THEOREM 
We begin this section with a discussion of cocycle representations of 
virtual groups and how their equivalence classes behave under similarity 
of groupoids. The theory parallels the theory of cocycle representations 
of locally compact groups quite closely, but it seems worthwhile to make 
the definitions and some of the results explicit. After that we give an 
exposition of the imprimitivity theorem motivated by the virtual sub- 
group idea [23, Sets. 5.3 and 5.4; 20, Sec. 71. A slight generalization 
of a special case of Theorem 5.1, which was proved using a technique 
found in the proof of Lemma 6.2 of [lg], makes a slight technical 
simplification of the proof, together with an approach to direct integrals 
due to C. C. Moore [27]. 
Let @ be the unitary group on a Hilbert space 3, let 64 denote 
the lattice of projections in z?‘. Every orthocomplementation preserving 
automorphism of 9 is of the form P -+ n-(V)(P) = VPV-I, where V is 
unitary or antiunitary on Z, and TI is a homomorphism whose kernel is 
the set of scalar operators in 9 (Wigner’s Theorem, cf. [32, chap. VII, 
sec. 31). Thus %m = {r(V) : V E a} is a subgroup of index 2 in the 
group of orthocomplementation preserving automorphisms of 9’. With 
the quotient Bore1 structure, a,, is a standard Bore1 group and there is 
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a Bore1 function y : f@n -+ @ such that y( 1) = 1, r 0 y is the identity 
function on %,, and y is continuous on a neighborhood of 1 [ 18, Thm. 2.2; 
6, Lemma 3; 32, Thm. 10.41. 
Now if G is a groupoid and L, taking x to L, , is a Bore1 (function and a) 
homomorphism from G to @,, , we call L a strict projective representation, 
and then y 0 L is Bore1 from G to %. Since the kernel of 7r is the group 
of scalar operators, for each (x, y) E Gf2), y 0 L&y o Lg)-l(r o L,)-l 
is of the form u(x, y)l, with 0(x, y) E T = {m E C: 1 (y. 1 = l}. Then u is 
a Bore1 function, u(x, d(x)) = o(Y(x), X) = 1 for x E G and if x(yx) is 
defined, U(X, yz) a(y, z) = 0(x, y) o(xy, x). Such a function from Gt2) 
to T is a strict multiplier or cocycle, more precisely a strict 2-cocycle. 
If 0 is a strict cocycle and M : G + @ is a Bore1 function such that 
M3czl = 0(x, Y) M,M, , for (x, y) E Gc2), then M is called a strict u- 
representation, and if there is some strict cocycle u such that M is a strict 
u-representation then M is called a strict cocycle (or multiplier) represen- 
tation. Thus if L is any strict projective representation the function 
y 0 L is a strict cocycle representation. Conversely, if L is any strict 
cocycle representation then z 0 L is a strict projective representation. 
Under pointwise multiplication, the strict cocycles form a group 
Z2(G). If ,6: G + T is a Bore1 function with ,/I(u) = 1 for u E U, , 
the function dfl on Gc2’ defined by 43(x, y) = /3(x, y) /3(x)-i P(y)-’ is 
a strict cocycle. Such strict cocycles are called trivial or coboundaries, 
and arise if one asks for a condition on strict cocycle representations 
L, , L, in order that ~-i 0 L, and n’z o L, be strictly equivalent, as described 
below. The coboundaries form a subgroup B2(G) of Z2(G) and 
Hz(G) = Z2(G)/B2(G) is the second cohomology group of G (with 
coefficients in T), or Ext(G, T). Elements of the same W(G) coset are 
called strictly equivalent. The connection with extensions is explained 
in [18] and used there to reduce some questions about cocycle represen- 
tations to the corresponding questions about ordinary representations. 
Now suppose %i, X2 are Hilbert spaces with projection lattices 
9, , Z2. If .9i is isomorphic to Z2 then dim X1 = dim y1”2, so &i is 
isomorphic to &?a, and we can choose one particular Hilbert space 
isomorphism V, of Zi onto Z2 . Then every semilinear isometry V of 
%i onto Z2 can be written uniquely in the form V,,W, where W is 
a semilinear isometry of %i onto Xi , and V is conjugate linear iff W 
is conjugate linear. Thus the set of isomorphisms (linear isometries) 
of yi; onto s2 is { V,W: WE %(%i)}. Every isomorphism of .Pi onto 64, 
is induced by a semilinear isometry of Zi onto &?a , i.e. is of the form 
P + VPV-1 = 7r’( V)(P), and we can denote the set of those induced 
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by unitary operators by iso,,(Yi , 9s). If a,,(P) = VJ’V;‘, we have 
iso,(Y: , 9s) = cfO+Ynl = 01s%~(Zi) = 0~s aut,(Zi). Thus the Bore1 
cross section yr : en1 4 98 gives rise to a Bore1 cross section 
(Y -+ VOyi(cr,‘x) = I’ of iso,(9i , 9s) into @(Xi , Ss). If L, , L, 
are strict projective representations of a groupoid G, L,, E 4?Zm’ and 
L,, E @,,2, we call them strictly equiwalent if there is a Bore1 function 
a: U, + iso,(Yi , 9.) such that for x E G, oi(r(x)) L,, = L,n(d(x)). 
If L, and L, are strictly equivalent and M,, = yi 0 L,(x) and 
M2, = Y2 o L2(4, then there are Bore1 functions 8: G --t T and 
V: U, -+ %(&i , YES) such that /3(u) = 1 if u E U, and for x E G, 
W(4) Ml, = B(x) M2,V(W). w e call strict cocycle representations 
M, and Mz strictly projectively equivalent in this case. If MI and M, are 
strictly projectively equivalent, then rrl 0 MI and ~a 0 MS are strictly 
equivalent, and conversely. Furthermore the cocycles ui , uz for MI and 
M2 are strictly equivalent in the sense that oio’$ = dt9 E B2(G) (see 
above). If o1 = u2 , it follows that /3 must be a strict homomorphism of 
G to T. Thus there is a second type of equivalence: if MI and M2 are 
strict cocycle representations, they are strictly equivalent if there 
is a Bore1 function V: U, --t %(SI, .X2) such that for x E G, 
V@(x)) MI, = M,V(d(x)). Th en they must have the same cocycle. 
In defining not necessarily strict cocycles, representations and 
equivalences of various kinds, we require Bore1 functions which satisfy 
the algebraic identities on G, or GA2) for some ix. Go . Composability 
of representations and homomorphisms can be defined as it was done 
for homomorphisms in section 6. Given (L, y), there is always a 
q,, similar to y with (L, v,,) composable, and the same works 
for cocycles, because v,, can be taken to have range inside any i.c. 
(Lemma 6.6). 
LEMMA 10.1. If F, G are virtual groups, v: F -+ G is a homomorphism, 
o is a cocycle on G, and y has range inside an i.c. on which (T is strict, then 
0 0 $2’ is a cocycle, where #2)(x, y) = (F(X), y(y)) for (x, y) E Ft2). 
If L is a a-representation and (L, y) is composable, then L 0 y is a u 0 y(2) 
representation qf F. 
Proof, Calculate. 
LEMMA 10.2. If v1 , y2 are strictly similar homomorphisms from F 
to G and u is a strict cocycle on G, then u 0 vi”) and u 0 q~:~) are strictly 
equivalent cocycles on F. 
Proof. Calculate as in the proof of Lemma 4.2 of [18]. 
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THEOREM 10.3. Let F, G be virtual groups and let qI , q2 be similar 
homomorphisms of F to G. 
(a) If L, , L, are equivalent projective representations of G and 
(L, , FJ, (L, , pz) are composable, then L, 0 vI and L, 0 yz are equivalent. 
(b) If L, ,L are projectively equivalent cocycle representations, 
and (L, , &, (L, , r+xJ are composable, then L, 0 p1 and L, 0 yz are 
projectively equivalent. 
Proof. Calculate as in Section 6. 
This allows us to form [L] 0 [q, F] f or representation classes [L] and 
homomorphism classes [v, F] as in Theorem 6.12, so the next statement 
makes sense. 
THEOREM 10.4. Let F, G be virtualgroups and let CJI: F --+ G, 1,4: G ---f F 
be a similarity. Then [L] -+ [L] 0 [q~, F] maps the set of projective equivalence 
classes of cocycle representations of G one-one onto the set of projective 
equivalence classes of cocycle representations of F. Ordinary representations 
are mapped onto the ordinary representations. 
Proof. The inverse is [n/r] + [M] 0 [I/J, G]. 
Let us be more explicit in one case of interest. Let G be a locally 
compact group with a closed subgroup Hand set S = G/H, F = S x G. 
Let y be a Bore1 cross section of G over S, so that if p is the canonical 
projection of G onto S then p(r(s)) = s for s E S, and suppose 
y(s,) = 1 if s0 = H is the identity coset. Let .$(s, X) = x for (s, X) E F, 
$(s, X) = y(s) xy(sx)-l for (s, X) g F and 9;(h) = (sO , h) if h E H. Then 
q, 4 give a strict similarity of H with F with I,!J 0 q = ir, (Theorem 6.20) 
and $J, t are strictly similar. Thus if u is a cocycle on G then (T o $(aJ 
and (T o f(2) are strictly equivalent cocycles on F, so there is a 
function /3: F -+ T such that if L is any u-representation of H then 
(s, X) -+ /3(s, x) L 0 $~(s, X) is a strict (T 0 t(2)-representation of F (choose 
fi so that u 0 t(2) = (d/3) (T 0 I/J(“)). On the other hand, let R be a 0 o t’“)- 
representation of F and choose a conull Bore1 set S, C S such that R 
is strict on FI = F 1 (S, x (1)). If si E S, , choose c E G with slc = s0 
and define VI(h) = (sl , chc-l) = (sl , c) y(h)(s, , c)-l for h E H. If 
L’ = R o y1 , then L’ is a o’-representation of H, where 
u’(x, y) = u(cxc-1, cy-1) for x,y~G. 
Multiplying L’ by a T-valued function B’ will give a u-representation 
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L, while if R, = L’ 0 z/ and V(s, e) = R(s, , Q(S)), we have R,(s, x) = 
V(s, e) R(s, x) V((sx, e) for (s, x) EF~ . Thus R, = L’ 0 # is a strict 
g 0 ,p- representation equivalent to R, and L 0 # is a strict u 0 J,U~) 
representation projectively equivalent to R. Hence 
(4 x) - B(s, x)L o 9(4 4 
must be equivalent to R, since both are u 0 .$c2)-representations. 
Before proceeding to the Imprimitivity Theorem itself, it will be 
helpful to summarize some remarks on direct integrals due to 
C. C. Moore [27]. Let A be a polonais (complete separable metric) 
group and let (X, a, A) be a separable measure space. Let A’(X, A) 
denote the set of equivalence classes of @-measurable functions from X 
to A, where f and g are equivalent if X({x: f (x) # g(x))) = 0. If h(X) = 1, 
as we may as well assume, and 6 is a suitable complete metric on A, we 
can define 
n 
Then (J&F A), PA) is a polonais group, in which the simple functions 
are dense. Next suppose (X, a, A) and (Y, a, p) are both separable 
probability spaces. If f: X x Y 4 A is GZ x a-measurable, define 
4f: X -+ A( Y, A) by (#f)(x)(y) = f (x, y). Then I,$ is a topological 
isomorphism of .A’(X x Y, A) onto &(X, A(Y, A)) and in fact 
where pA is constructed using pu on A(Y, A). 
Now let Z be a (separable) Hilbert space, let S be the Hilbert 
space L2(h, ,X) = (f E A(X, S?): J’II f (s)ll> A(x) < co> and let P be 
the canonical projection valued measure on SF: P,f(x) = yJx)f(x). 
If A is a function from X to the algebra 9J of bounded operators on Z, 
we call A measurable if it is weakly measurable (and hence strongly 
measurable): x --t (A(x) U, W) is measurable if U, ZJ E %. Then L”(X; a’) 
will denote the h-essentially bounded measurable functions from X to a. 
If A E L”(h; 9?) define a on Z? by (Af)(x) = A(x)f (x). Then A -+ A 
is an isometric a-isomorphism of L”(h; a) onto ii%?(P, P), which is the 
algebra of all bounded operators B on GF such that BP, = P,B for 
E E GZ? [15]. Let ‘Z!(S) denote the (polonais) group of unitaries on SF [6]. 
Then the polonais group 9(P, P) n 4%(Z) is isomorphic to &(X, a(S)) 
and we shall identify the two when it is convenient to do so. 
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For the inducing process we begin with a standard measure G-space 
(S, A) with h(S) = 1 and let p be a probability measure in the class of 
Haar measure with p(E-l) = p(E) for E C G and Borel. Let T(S, x) = 
(s, x)-i = (sx, x-l) for (s, x) E F = S x G; then 7*(X x FL) - X x p 
and we can set p = &-,(A x p)/d(X x p). If E, , E, are Bore1 sets in S, G, 
then for x E G the x-section (T-~(E, x E,))” is E,x-l if x-i E E, and o 
otherwise. Hence 
j yE2(x) j ds) dsp 4 w) 444 = jj ~El-E,(s~ 4 dsj 4 +h 4, 
= 7*(X x PPl x E2), 
= I . ME&‘) w,x-‘) 44x), 
Since E, is arbitrary, h(E,x) = ] ~~fi) p(s, x) dh(s) for almost every 
x. Since the u-algebra of Bore1 sets in S is countably generated, there 
is a null set NC G such that for x $ N and E Bore1 in S we have 
h(Ex) = .I- FE(S) P(S, 4 d4s). Th us if we define a,(s) = sx, for x $ N 
the function p(., x) will serve as p,;l (Section 2). For x E N, choose any 
p,,l , and then define p’(s, x) = p(s, x) if x $ N and p’(s, x) = p,;‘(s) 
for x E N. The function p’ is measurable, though not necessarily Borel, 
and for x, y in G we have p’(s, xy) = p’(s, x) p’(sx, y) for almost all s, 
because p,,;l = pa-l 0 axPa;- a.e. 
y12 
Now define W, on 2 = Lz(h; X) by 
(W,J)(s) = p’(s, x) 1 f(sx). Then W, is unitary, IV,, = WzWU and for 
f, g E Z’ we have 
which is measurable as a function of x by the Fubini Theorem. Thus 
W is a unitary representation of G on 2. 
If P is the canonical projection valued measure on 2, we can compute 
that W;‘P,W, = PEz [18, Th m. 5.31. If U is any cocycle representation 
of G, S is a G-space and Q is a projection valued measure based on S, 
we call Q a system of imprimitivity for U based on S provided 
u;lQJJz = QE~ whenever x E G and E is Bore1 in S. In particular, Q 
and E -+ QEr are always unitarily equivalent. If Q is any projection 
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valued measure, there is a finite measure h with the same null sets: If ~1 
is a vector such that QEv = 0 implies QE = 0, define X(E) = (QEv, v). 
A system of imprimitivity is called ergo&c if the corresponding measure 
class is ergodic. Using the multiplicity structure of projection valued 
measures and the fact that Q and E -+ QEz are equivalent, Mackey shows 
[18, Thm. 5.21 that an ergodic system of imprimitivity must be of 
uniform multiplicity, i.e. unitarily equivalent to the canonical projection 
valued measure on some L2(h; Z). Note also that the P above is ergodic 
for W iff X is an ergodic measure under the action of G. 
LEMMA 10.5. Let VE A(S, e(X)) and let Vz(s) = V(sx). Then 
Vx E A(S, e(S)) and pz = W,8W$. 
Proof. If f~ &, then for almost all s we have 
( W,PW;lf)(s) = p’(s, x)l/2( aw,lf)(sx), 
= p’(s, x)1/2 V(sx)( W;-lf)(sx), 
= p’(s, x)1/2 V(sx) p’(sx, x-1)1/2f(S), 
= V(sx)f(s). 
LEMMA 10.6. [cf. 18, Thm. 5.61 Let CT be a cocycZe on G and Zet R be 
a u o f(2)-representation of F = S x G on X. DeJine R,(s) = R(s, x) so 
R, E ,X(S, @(X)) and 8, = (R,)-, while R,“(s) = R(sx, y). Then 
&, = U(X, y) &(R,“)“, and 8, = I. 
Proof. Choose a conull Bore1 set S,, C S such that u is strict on FA2’ 
if F,, = F I (S,, x {e}), and R is strict on F,, . Then for x, y E G, 
;l;ky; is,, implies R(s, XY) = u.(x, Y) ,“dshx)~~ Y), so Rx, = 
, 2 yx a.e. For s E S, , R(s, e) = I, e . 
THEOREM 10.7. [18, Theorems. 5.4, 5.61. Let u be a cocycle on G 
and let R be a u 0 f’2’-representation of F on %. De&e UzR = R,W, 
and let PR be the canonical projection valued measure on 2 = L2(A; X). 
Then UR is a u-representation of G with PR as a system of imprimitivity, 
which is ergodic a$f X is ergodic. 
Proof. Both x + 8, and W are Borel, so UR is Borel, and 
U& = R,,w,, = u(x, y) R,R,~W,, = u(x, y) axwxa,w~lwxw, = 
u(x, y) UxRUuR. Now 8, E %‘(P, P) and PR is a system of imprimitivity 
for W, so PR is a system of imprimitivity for UR. The ergodicity part 
is clear. 
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We call UR the representation of G induced by R. The simplest induced 
representation is the W defined above. 
THEOREM 10.8. [18, Theorem 5.51. Let RI , R, be u o tt2)-represen- 
tations of F on X, so PR1 = PR2 which will be denoted P. Then V + r 
maps the unitary equivalences of R, to R, onto the unitary equivalences 
of UR1 to UR* which aye in %(P, P). 
Proof. First recall that V + P maps A%‘(,!?, C%(X)) onto 2(P, P) n 
‘Z(S). If V(s) R,(s, x) V(sx)-l = R,(s, x.) a.e., then there is an i-c. 
4, = F I 6% x {e>> on which the identity holds. Now for any x E G, 
(s, x) EF,, for almost all s (those in S, n &,x-l) so for any x E G and 
f E 2 and almost every s E S we have 
(npFf)(s) = V(s)( U,“lJy)(s) 
= V(s) p’(s, xy2 R,(s, x)( Flf)(sx) 
= V(s) p’(s, x)1/2 R,(s, x) V(sx)-l&x) 
= p’(s, Lay/2 R,(s, x)f(sx) 
= vJ~f)(~>~ 
Conversely, if PU$P-r = U$ for x E G, then for every x 
V(s) R,(s, WY) V(sx)-’ = R,(s, x) 
for almost all s, so V gives an equivalence of R, to R, 
Theorem 10.7 tells how to get some representations with an ergodic 
system of imprimitivity, namely induce. The Imprimitivity Theorem 
says that up to equivalence all such pairs arise by inducing. By essentially 
the same technique used to prove Theorem 5.1 (and Lemma 6.2 of [18]) 
we prove the following: 
LEMMA 10.9. Let (T be a cocycle on G and let R: F -+ ‘42’(X) be a 
Bore1 function such that R(s, xy) = u(x, y) R(s, x) R(sx, y) for almost all 
triples (s, x, y) in S x G x G. Then there is a c 0 f2-representation R, 
which agrees a.e. with R. 
Proof. Let FI = ((s, x) : 0(x, y)-1 R(s, xy) R(sx, y)-’ is constant a.e. 
in y}. Then FI is conull by hypothesis and we can define R, on Fr by 
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R(s, xy) = a(~, y) R,(s, x) R(sx, y) for almost all y. If (s, x) and 
(SX, y) E FI , then for almost all z in G we have 
Hence (s, xy) E FI and R,(s, xy) = u(x, y) R,(s, x) R,(sx, y). By .Lemma 
5.2, there is an i.c. F,, C FI . If p is a probability measure in the class 
of Haar measure, for (s, x) E F, we have 
Rl(s, x) = s u(x, y)-’ R(s, XY) R(w Y)-’ &(Y) 
so R, is Bore1 on F,, . Redefine R, to be I on all of F - F,, , and the proof 
is complete. 
THEOREM 10.10. [18, Theorem 5.61. Let U be a u-representation of 
G and let P be an ergodic system of imprimitivity for U based on a standard 
G-space S. Let h be in the measure class of P and let F = S x G. Then 
there is a u 0 f(2)-representation R of F such that the pair (U, P) is 
unitarily equivalent to ( UR, PR). 
Proof. Without loss of generality we may suppose that 2 = 
X(U) = Z(P) is L2(h; X) and P is the canonical projection valued 
measure on A?. Let W be the representation described in the paragraphs 
before Lemma 10.5. For each x E G, U, W;’ E SJ?(P, P) so x + U, IV;” 
may be regarded as an element of A?(G, &(S, 42(,X)). Let 
R, E &(A’ x G, e(X)) be a Bore1 function corresponding to x + U,W;’ 
under the isomorphism with A’(G, M(S, e(Z))), i.e. so that for 
f E A? we have (U,W;‘f)(s) = R,(s, x)f(s) a.e. in s. Thus (U,f)(s) = 
R,(s, 4 P’(s> +‘.f( sx a.e. Hence for almost all s, > 
~‘6, dl” Rds, 4 f@~) = ( ud>(s) 
= 4% Y)( Ua!UtLm) 
= +, y) p’(s, x)l” p’(sx, yY2 R,(s, x) R,(sx, r>f(e~). 
Hence for almost all (s, x, y) we have R,(s, xy) = u(x, y) R,(s, x) R,(sx, y), 
so there is a u 0 5 @)-representation R of F which agrees a.e. with R, . 
320 RAMSAY 
Now it is clear that U, = W,W, for x in some conull set K C G. Since 
U and UR are both a-representations, for y E K n x-1K (f ,@ since 
conull), 
u, = u(x, y)-l u,,u,-’ 
= a(x, y)-l UQ u*“)-’ 
= lTzR. 
Thus U = UR. 
For inducing representations from a closed subgroup H, go back to 
the remarks following Theorem 10.4. Let S = G/H, and choose a Bore1 
function fl on F = S x G so that (T o t(Z) = (@) o 0 +t2). If L is a 
u-representation of H, let R(s, x) = p(s, x) L 0 $J(s, x), and define 
( UL, P”) = ( UR, P”). 
THEOREM 10.11. [ 18, Theorem 6.61. The function L -+ ( UL, PL) maps 
the equivalence classes of o-representations one-one onto the equivalence 
classes of pairs (U, P) consisting of a a-representation of G and a system 
of imprimitivity for U based on G/H. 
11. SOME QUESTIONS ABOUT VIRTUAL GROUPS 
We gather here a few questions about virtual groups, ignoring 
questions relating to topology or differential geometry as mentioned in 
[21]. Most of these questions have been raised by Mackey. 
1. Given a compact G (possibly finite), which virtual groups can 
be mapped “onto” G [24, p. 353]? Mackey gives one example in [24], 
where G is an 8 element non-Abelian group and the virtual group is a 
virtual subgroup of Z. In this connection, note that if Z acts ergodically 
on S, the obvious homomorphism of S x Z to Z/nZ has “dense range” 
[23, p. 1971 iff nZ acts ergodically on S. 
2. In [23, p. 2061 Mackey notes that the problem of finding all 
ergodic actions of a given group G can be divided into two parts: 
(a) find all virtual groups (up to similarity) (b) for each virtual group 
find all embeddings into G. He asks whether this is a true division, 
or whether perhaps one part is trivial. A related question is this: Which 
virtual groups are similar to virtual subgroups of groups ? One could ask 
this question for specific groups or different classes of groups. 
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3. Given locally compact G and H, which virtual subgroups of G 
are the “range closures” for homomorphisms of virtual subgroups of 
H? If H = Z, this asks how general the flow built under a function 
construction is [23, p. 1961. 
4. If H is a closed subgroup of G, which virtual subgroups of G 
are induced by virtual subgroups of H? This can be formulated as 
follows: which virtual subgroups of G are contained in H? One might 
try to extend the order relation on subgroups to one on virtual subgroups. 
5. In a groupoid of the form S x G, given by an action of G 
on S, an almost saturated Bore1 set of units differs by a null set from 
a saturated Bore1 set of units (see Section 3 and [19, Theorem 31). Is 
this true for all groupoids? If so, some proofs such as that of Theorem 
7.11 could be simplified. Note also Theorem 4.2. 
6. If S is the circle and Z acts by an irrational rotation, it is easy 
to get discrete, absolutely continuous and singular continuous ergodic 
measures. How can one distinguish between some of the singular ones ? 
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