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Abstract
In longitudinal studies with small samples and incomplete data, multivariate normal-based
models continue to be a powerful tool for analysis. This has included a broad scope of
biomedical studies. Testing the assumption of multivariate normality (MVN) is critical.
Although many methods are available for testing normality in complete data with large
samples, a few deal with the testing in small samples. For example, Liang et al. (J. Statist.
Planning and Inference 86 (2000) 129) propose a projection procedure for testing MVN for
complete-data with small samples where the sample sizes may be close to the dimension. To
our knowledge, no statistical methods for testing MVN in incomplete data with small samples
are yet available. This article develops a test procedure in such a setting using multiple
imputations and the projection test. To utilize the incomplete data structure in multiple
imputation, we adopt a noniterative inverse Bayes formulae (IBF) sampling procedure instead
of the iterative Gibbs sampling to generate iid samples. Simulations are performed for both
complete and incomplete data when the sample size is less than the dimension. The method is
illustrated with a real study on an anticancer drug.
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1. Introduction
Testing multivariate normality is a basic statistical problem and one that
practitioners often face. This problem has drawn a great deal of attention in the
last century. For complete data with large samples, many methods have been
developed. Mardia [14] reviews those published before 1980. Srivastava and
Mudholkar [21] presents a recent overview of the methods for testing univariate
and multivariate normality and their strengths and weaknesses. Advances in the last
two decades have led to several competing tests of multivariate normality. A
comparison of tests for multivariate normality is given by Malkovich and Aﬁﬁ [12]
and Horswell and Looney [9]. Based on the simulation studies, Romeu and Ozturk
[15] show that Mardia’s [13] skewness and kurtosis statistics performs well with good
statistical power against a wide range of alternative distributions.
Our renewed interest in testing normality is motivated by recent xenograft studies
in cancer therapeutic developments where immunosuppressed mice are grafted with
human cancer cells and then are treated and followed. Demonstrated anti-cancer
activity in these models is an important step to bring a promising therapy to human.
Due to the great advances in molecular and cellular biology in recent years, these
studies are increasingly an emphasis in cancer research. Typically sample sizes in
these studies are small because the experiments are costly and the grafts may fail to
grow the tumor under study due to body rejection or some xeno-antigens in the
xenograft process (see [10]). In addition, incomplete and truncated data commonly
occur in these studies because the mice may die of toxicity or are sacriﬁced when
their tumor volume become extremely large (e.g., quadrupled) or when the tumor is
shrunken to an unmeasurable size (e.g., its volume is less than 0:01 cm3). Given the
small sample size, we want to use the more powerful multivariate normality (MVN)
based statistical methods [22]. However, we also want to have conﬁdence that the
normality holds approximately to avoid inferences that may mislead us in the further
development of the therapy. A most commonly adopted approach to achieve MVN
is through transformation (see, e.g., [3,22]). This is mainly due to not only the
unrivaled mathematical tractability of the normal distribution but also the lack of
effective alternatives to analyze these data without sacriﬁcing power. To test MVN in
incomplete longitudinal data with small samples, a case of ours, existing methods are
problematic. First, when the sample size n is close to the dimension d; the sample
covariance matrix tends to be singular. Furthermore, when nod; Mardia’s skewness
and kurtosis statistics and some other afﬁne invariant statistics (e.g., [7,8]) cannot be
directly used to test the joint d-dimensional normality. Recently, for the case of small
sample size, Liang et al. [11] proposed a projection procedure for testing MVN based
on the afﬁne invariant statistics and the properties of left-spherical matrix
distributions [4,5]. Unfortunately all these methods are based on complete data.
To our knowledge, there exists no statistical methods for testing MVN in incomplete
longitudinal data with small sample sizes.
The purpose of this article is to propose a method to test MVN in incomplete
longitudinal data with small samples including cases where the sample sizes may be
less than the dimension as occurred in the xenograft studies. The method is derived
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by using the multiple imputation (MI) (see [17,19]) and extending the projection
procedure from complete data to incomplete data. To further utilize the incomplete
data structure, we adopt a noniterative sampling method that generates independent
samples, avoiding convergence issues with iterative sampling methods. We also
performed simulation studies including multivariate normal and other usual
distributions to assess the power and size of the test. The simulation studies show
that the proposed method for testing MVN in incomplete data with small samples is
effective. Based on the simulation results, we provide the best choice of the
projection dimensions and sample sizes for the multiple imputation for general
usage.
The rest of this paper is organized as follows. Section 2 brieﬂy summarizes the
projection testing procedure for complete observations proposed by Liang et al. [11].
By coupling MI method with the projection testing procedure, we develop a new
procedure, called MI-projection testing procedure, to test MVN for the incomplete
data with small samples in Section 3. Section 4 performs simulation studies for both
the complete-data and the incomplete data when the sample sizes are less than the
dimension. The new test procedure is illustrated with a real xenograft study in
Section 5. We conclude with a discussion in Section 6 and leave technical details in
the Appendix.
2. Projection testing procedure for complete data
We ﬁrst brieﬂy review the projection testing procedure proposed by Liang et al.
[11], which is applicable to testing in any dimension ðdÞ and any sample size ðnÞ and
even though nod so long as the projection dimension is suitably chosen.
Let Ynd ¼ ðy1;y; ynÞ? and y1;y; yn be iid samples from an unknown
distribution function FðyÞ; where yARd and dX2: The goal is to test the null
hypothesis
H0d : FðyÞANd ð2:1Þ
against the alternative hypothesis H1d : FðyÞeNd ; where Nd is the class of all
nondegenerate d-dimensional normal distribution Ndðl;RÞ;R40:
The projection method is ﬁrst to reformulate the hypotheses by orthogonal and
projection transformations. The Helmert’s orthogonal transformation gives
Xðn1Þd ¼ ðx1;y; xn1Þ? ¼ AY; where the constant matrix Aðn1Þn is given below
along with the random projection matrix Ddq in Step 1 of the projection testing
procedure. The projection transformation Wðn1Þq ¼ ðw1;y;wn1Þ? ¼ XD trans-
forms a test for (2.1) to a test for the hypothesis
H0q : W has a left-spherical matrix distribution ð2:2Þ
against the alternative hypothesis H1q that H0q in (2.2) is not true. It is worth noting
that rejecting (2.2) results in rejecting (2.1) while accepting (2.2) does not necessarily
imply accepting (2.1). Then a test for (2.2) is a necessary test for (2.1). Liang et al.
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[11] proposed the following procedure consisting of 4 steps for testing MVN for
complete data.
1. Deﬁne constant matrix A ¼ ðaijÞ; where aij are given by
aij ¼
½iði þ 1Þ	1=2; j ¼ 1;y; i;
i½iði þ 1Þ	1=2; j ¼ i þ 1;
0 otherwise;
8><
>:
for i ¼ 1;y; n  1: The random matrix Ddq consists of the ﬁrst q columns of the
d  d matrix D1 which is the solution to the eigenvalue problem X?XD1 ¼ D1K;
here K ¼ diagðl1;y; ldÞ with l14?4ld and the elements in the ﬁrst row of D1
are positive with probability 1 to ensure uniqueness of solution to the eigenvalue
problem;
2. Choose a projection dimension q satisfying 1pqominðd; n  1Þ;
3. If qX2; we calculate the standardized skewness SSqðWÞ and kurtosis SKqðWÞ;
SSqðWÞ ¼
Pn1
i¼1
Pn1
j¼1 ½ðwi  %wÞ?S1n1ðwj  %wÞ	3
6ðn  1Þ ; ð2:3Þ
SKqðWÞ ¼
1
n1
Pn1
i¼1 ½ðwi  %wÞ?S1n1ðwi  %wÞ	2  qðq þ 2Þðn  2Þ=nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
8qðq þ 2Þ=ðn  1Þp ; ð2:4Þ
where %w ¼ 1n1
Pn1
i¼1 wi ¼ 1n1W?1n1;Sn1 ¼ 1n1
Pn1
i¼1 ðwi  %wÞðwi  %wÞ? ¼
1
n1W
?Qn1W; Qn1 ¼ In1  1n11?n1=ðn  1Þ and 1n1 is the ðn  1Þ-dimen-
sional vector with component 1. When (2.2) is true, we have
SSqðWÞ¼d SSqðW0Þ and SKqðWÞ¼d SKqðW0Þ; ð2:5Þ
where W0BNðn1Þqð0; In1#IqÞ; and ‘‘¼d ’’ means that both sides of the equality
have the same distribution. Large values of jSSqðWÞj or jSKqðWÞj imply to reject
(2.2). Based on (2.5), we can obtain the percentiles of SSqðWÞ and SKqðWÞ by
simulation.
4. If q ¼ 1; we calculate the classical skewness CSðwÞ and kurtosis CKðwÞ;
CSðwÞ ¼
1
n1
Pn1
i¼1 ðwi  %wÞ3
½ 1
n1
Pn1
i¼1 ðwi  %wÞ2	3=2
; CKðwÞ ¼
1
n1
Pn1
i¼1 ðwi  %wÞ4
½ 1
n1
Pn1
i¼1 ðwi  %wÞ2	2
; ð2:6Þ
where w ¼ ðw1;y; wn1Þ? is the ﬁrst column of W and %w ¼ 1n1
Pn1
i¼1 wi: When
(2.2) is true, we have
CSðwÞ¼d CSðw0Þ and CKðwÞ¼d CKðw0Þ; ð2:7Þ
where w0BNn1ð0; In1Þ: Large values of jCSðwÞj or jCKðwÞj imply that w is not
spherically distributed. Based on (2.7), we can obtain the percentiles of CSðwÞ and
CKðwÞ by simulation.
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In practice, Liang et al. [11] suggest choosing the projection dimension q similar to
that in principal components analysis, that is, let q be the ﬁrst q such that eq achieve
a given level, e.g., 0.95, where eq ¼
Pq
c¼1lc=
Pd
c¼1lc and 1pqominðd; n  1Þ:
3. Testing procedures for incomplete data
Let yi ¼ ðyi1;y; yidÞ? be a d  1 vector of outcomes from the ith subject with
possible missing data ði ¼ 1;y; nÞ: For simplicity, we only consider the situation
where the missingness is at random. Denote the missing data by Ymis ¼
ðy1;mis;y; yn;misÞ? and the observed data by Yobs ¼ ðy1;obs;y; yn;obsÞ?: When the
hypothesis H0d in (2.1) holds, yi has a multinormal distribution with mean vector l
and covariance matrix Rdd ; i.e.,
yiB
iid
Ndðl;RÞ; i ¼ 1;y; n; ð3:1Þ
where l and R are the unknown parameters .
A simple test procedure in incomplete data can be derived by applying the
projection procedure to the ‘‘complete’’ data where the missing data are imputed
with their predicted values from the available data. Not accounting for uncertainty
about what the true missing values are, this single imputation approach results in too
optimistic estimate, namely, the standard error estimates and the p-value are too
small [1, p. 2773]. A more appropriate approach is to impute the missing data Ymis
multiple times using independent draws of missing values from f ðYmisjYobsÞ; the
conditional predictive distribution of Ymis given Yobs: This multiple imputation
approach retains the simplicity of single imputation for allowing us to use existing
complete data procedure while obtaining valid assessment of uncertainty [17,19].
3.1. MI-projection test
By coupling MI with the projection testing procedure, we propose the following
MVN test for the incomplete data with small sample size. When q ¼ 1; the
standardized skewness statistic SSqðWÞ; the standardized kurtosis statistic SKqðWÞ
and W in the following procedure are replaced by the classical skewness statistic
CSðwÞ; the classical kurtosis CSðwÞ and w; respectively.
MI-projection testing procedure
1. Generate m independent draws fY½c	mis : c ¼ 1;y; mg from f ðYmisjYobsÞ and then
create m complete-data sets fY½c	 ¼ ðYobs;Y½c	misÞ : c ¼ 1;y; mg;
2. Calculate m pairs of the standardized skewness/kurtosis
fðSSqðw½c	Þ; SKqðw½c	ÞÞ : c ¼ 1;y; mg using (2.3) and (2.4) associated with the m
complete-data sets fY½c	 : c ¼ 1;y; mg and then calculate m pairs p-values
fðp½c	S ; p½c	K Þ : c ¼ 1;y; mg using Step 4 of the projection testing procedure;
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3. Compute two average p-values %pS ¼ 1m
Pm
c¼1 p
½c	
S and %pK ¼ 1m
Pm
c¼1p
½c	
K : If %pSo0:05
or %pKo0:05; then H0d given in (2.1) will be rejected. Otherwise, we cannot reject
H0d :
There are three fundamental problems arisen from the above test procedure: (1)
How to generate iid samples from f ðYmisjYobsÞ; (2) How to choose the MI sample
size m and projection dimension q; and (3) What is the effect of different missing
fraction? We attack the ﬁrst problem in the rest of this section by using the
noniterative IBF sampling and study the last two problems by Monte Carlo
simulation in Section 4.
3.2. Imputation of independent missing data
To generate m independent draws fY½c	mis : c ¼ 1;y; mg from f ðYmisjYobsÞ; one can
use the Gibbs sampler by simulating m independent chains and retaining the ﬁnal
values of Ymis from each chain. This is feasible when m is small. If m is large, one
only simulates a single chain using Gibbs sampler and take every kth iterate, where k
is chosen large enough so that the dependence will be negligible [20, p. 106]. Note
that the burden of Gibbs sampler is shifted to the assessment of convergence. To
avoid the convergence issue, we adopt a noniterative sampling procedure, the IBF
sampler, to obtain iid samples approximately from the conditional predictive
distribution of Ymis given Yobs [23].
To brieﬂy introduce the IBF method, let Y denote the observed data and Z the
missing data, and y the parameter vector of interest. The complete-data posterior
fðyjY ;ZÞðyjY ; zÞ and the conditional predictive density fðZjY ;yÞðzjY ; yÞ are assumed to
be available. The marginal predictive density fðZjY ÞðzjY Þ can be obtained by the
following samplingwise IBF:
fðZjY ÞðzjY Þp
fðZjY ;yÞðzjY ; y0Þ
fðyjY ;ZÞðy0jY ; ZÞ
for some arbitrary y0ASðyjYÞ;
and all zASðZjYÞ;
ð3:2Þ
where SðyjY Þ and SðZjYÞ denote the supports of yjY and ZjY : Therefore, the IBF
sampler via sampling/importance resampling method [18] is as follows: (i) Draw a
large sample of size J of Z from fðZjY ;yÞðzjY ; y0Þ; denoted by Zð1Þ;y; ZðJÞ; (ii)
Calculate the weights oj ¼ f 1ðyjY ;ZÞðy0jY ; ZðjÞÞ=
PJ
c¼1 f
1
ðyjY ;ZÞðy0jY ; ZðcÞÞ for j ¼
1;y; J; (iii) Choose a subset from fZð1Þ;y; ZðJÞg via resampling without
replacement from the discrete distribution on fZðjÞg with probabilities fojg to
obtain an iid sample of size moJ approximately from fðZjYÞðzjYÞ: To obtain the
most efﬁcient importance distribution, Tan et al. [23] suggested taking y0 ¼ *y; where
*y denotes the posterior mode of fðyjYÞðyjY Þ: Since *y is quite close to the maximum
likelihood estimate (MLE) #y when the priors are noninformative and/or ﬂat, one can
also take y0 ¼ #y:
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Now let Y ¼ Yobs; Z ¼ Ymis and y0 ¼ #y; from (3.2), we have
f ðYmisjYobsÞpf ðYmisjYobs;
#yÞ
f ð#yjYobs;YmisÞ
: ð3:3Þ
Then, we can generate m iid samples approximately from f ðYmisjYobsÞ: In Appendix,
we derive the MLE #y by using the EM algorithm and present the expressions of the
complete-data posterior f ðyjYobs;YmisÞ and the conditional predictive distribution
f ðYmisjYobs; yÞ:
4. Simulation studies
To facilitate the choice of projection dimension in incomplete data, we ﬁrst assess
the inﬂuence of projection dimension on the power of the MVN test by Monte Carlo
simulation for complete data with small sample size (i.e., nod). This study is not
performed in Liang et al. [11] as their focus is on cases when n4d although their test
procedure is applicable to the case of complete data with npd: We then study the
inﬂuence of MI sample size m; projection dimension q and missing fraction on the
power of the MI-projection test for the incomplete data with small sample size n:
4.1. The complete data
Let n ¼ 10 and d ¼ 12: When 2pqpminðd; n  1Þ ¼ 9; the percentiles of SSqðWÞ
and SKqðWÞ can be obtained by generating 10,000 samples from
W0BNðn1Þqð0; In1#IqÞ for each ﬁxed q and computing SSqðW0Þ and SKqðW0Þ:
When q ¼ 1; the percentiles of CSðwÞ and CKðwÞ can be obtained similarly by
simulating 10,000 samples from w0BNð0; In1Þ and computing CSðw0Þ and
CKqðw0Þ: We consider four alternative distributions: (a) the multivariate normal
distribution yBNdðl;RÞ; (b) the multivariate t-distribution yBMtdðn; l;RÞ; we
choose n ¼ 5; (c) the multivariate chi-square distribution composing of iid univariate
w2ð1Þ; and (d) the multivariate exponential distribution composing of iid univariate
exponential variables, each one has density f ðuÞ ¼ expðuÞ; u40: The functions
rmvnorm,rchisq and rexp in S-PLUS can be used to generate multivariate normal,
chi-square and exponential distributions. The generation of the multivariate t-
distribution is as follows [4, p. 85]: independently generating nBNdð0;RÞ and
ZBw2ðnÞ; then l þ nðn=ZÞ1=2BMtdðn; l;RÞ: Note that the distributions of SSqðWÞ
and SKqðWÞ do not depend on the parameters l and R under the null hypothesis
(2.1), we can choose l ¼ 0 and R ¼ Id in simulation for multivariate normal and
multivariate t-distribution.
For each generated matrix Ynd ¼ ðy1;y; ynÞ?; we conduct the projection tests by
calculating fSSqðWÞ; SKqðWÞg given by (2.3)–(2.4) for each q ¼ 2;y;minðd; n  1Þ
or calculating fCSðwÞ;CKðwÞg given by (2.6) for q ¼ 1: From a simulation of 4000
runs, the power of the statistics fSSqðWÞ; SKqðWÞg or fCSðwÞ;CKðwÞg for different
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projection dimension q at signiﬁcant level a ¼ 0:05 is obtained and plotted in Fig. 1.
When q ¼ 8 and 9, the sample covariance matrix Sn1 is nearly singular. Thus, we
only obtain the corresponding power for q ¼ 1;y; 7:
From Fig. 1(a), both skewness and kurtosis statistics retain their size satisfactorily
for each q; while the power for the other three non-normal alternative distributions
decreases. The best q value is 1 or 2 in high dimension with small sample size (i.e.,
nod), which is different from the simulation results for n4d by Liang et al. [11].
4.2. The incomplete data
Again let sample size n ¼ 10 and dimension d ¼ 12: Let MI sample size m ¼
1; 2; 3; 5; 10; 20; 50; 100; projection dimension q ¼ 1; 2; and missing fraction be 10%
and 20%: The same four distributions are considered. We choose l ¼
ð1;1;1;1; 0; 0; 0; 0; 1; 1; 1; 1Þ? and R ¼ s2R with s2 ¼ 2; r ¼ 0:7 and R given
by (A.1) to simulate from multivariate normal and multivariate t-distribution.
For each generated matrix Ynd ¼ ðy1;y; ynÞ?; we ﬁrst create an incomplete data
set Yobs by randomly dropping data in matrix Ynd according to the given missing
fraction. For example, when the missing fraction is 10%, we need to drop 12 data.
Without loss of generality, we can randomly delete 4 data points in each row of the
ﬁrst three rows of Ynd : Then, with (A.2) and (A.3) in Appendix, we obtain MLE
#y ¼ ð #l; #s2; #rÞ? by using the EM algorithm. Using the diffuse prior on l; the non-
informative inverse gamma prior on s2; i.e., q0 ¼ l0 ¼ 0 and the uniform prior on r;
we obtain the complete-data posterior distribution (A.5). With (A.4), (A.5) and (3.3),
the IBF sampler presented in Section 3.2 generates m independent draws fY½c	mis : c ¼
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Fig. 1. Complete-data power comparisons for different projection dimension q with n ¼ 10; d ¼ 12 and
signiﬁcant level a ¼ 0:05: (a) multivariate normal; (b) multivariate t-distribution; (c) multivariate chi-
square; and (d) multivariate exponential.
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1;y; mg approximately from f ðYmisjYobsÞ: This completes Step 1 of the MI-
projection test in Section 3.1. When the projection dimension q ¼ 2; we go to Step 2
of the MI-projection test to calculate m pairs p-values fðp½c	S ; p½c	K Þ : c ¼ 1;y; mg using
Step 3 of the projection testing procedure in Section 2. When the projection
dimension q ¼ 1; we replace SSqðWÞ;SKqðWÞ and W by the classical skewness
statistic CSðwÞ; the classical kurtosis statistic CKðwÞ and w; respectively, then we
calculate m pairs of p-values fðp½c	S ; p½c	K Þ : c ¼ 1;y; mg using Step 4 of the projection
testing procedure.
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Fig. 2. Power comparisons with 10% missing data for different MI sample size m with q ¼ 1; 2; n ¼
10; d ¼ 12 and signiﬁcant level a ¼ 0:05: (a1–a2) multivariate normal; (b1–b2) multivariate t-distribution;
(c1–c2) multivariate chi-square; and (d1–d2) multivariate exponential.
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From a simulation of 2000 runs, the power of the MI-projection test for different
MI sample size m; different projection dimension q and different missing fraction at
signiﬁcant level a ¼ 0:05 are plotted in Figs. 2 and 3.
The simulation shows that both skewness and kurtosis statistics retain the size
satisfactorily for each m; q and missing fraction. The power analysis for normal
distributions shows that the multiple imputation performs better than the single
imputation. When m is between 5 and 10, the type I error rate is well kept, but larger
m values do not necessarily provide better results. The power for the other three non-
normal distributions is not very sensitive to m: For all four distributions, there are
slight differences in power between q ¼ 1 and 2. Figs. 2 and 3 show that the power
ARTICLE IN PRESS
MI sample size m (q=1; 20% missing)
po
we
r
multivariate normal
1 2 3 5 10 20 50 100
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
MI sample size m (q=1; 20% missing)
po
we
r
multivariate t-distribution
1 2 3 5 10 20 50 100
0.0
0.1
0.2
0.3
0.4
0.5
0.6
MI sample size m (q=1; 20% missing)
po
we
r
multivariate chi-square
1 2 3 5 10 20 50 100
0.0
0.1
0.2
0.3
0.4
0.5
0.6
MI sample size m (q=1; 20% missing)
po
we
r
multivariate exponential
1 2 3 5 10 20 50 100
0.0
0.1
0.2
0.3
0.4
0.5
0.6
MI sample size m (q=2; 20% missing)
po
we
r
multivariate normal
1 2 3 5 10 20 50 100
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
MI sample size m (q=2; 20% missing)
po
we
r
multivariate t-distribution
1 2 3 5 10 20 50 100
0.0
0.1
0.2
0.3
0.4
0.5
0.6
MI sample size m (q=2; 20% missing)
po
we
r
multivariate chi-square
1 2 3 5 10 20 50 100
0.0
0.1
0.2
0.3
0.4
0.5
0.6
skewness
kurtosis
skewness
kurtosis
skewness
kurtosis
skewness
kurtosis
skewness
kurtosis
skewness
kurtosis
skewness
kurtosis
skewness
kurtosis
MI sample size m (q=2; 20% missing)
po
we
r
multivariate exponential
1 2 3 5 10 20 50 100
0.0
0.1
0.2
0.3
0.4
0.5
0.6
 (a5)  (b5)
 (c5)  (d5)
 (a6)  (b6)
 (c6)  (d6)
Fig. 3. Power comparisons with 20% missing data for different MI sample size m with q ¼ 1; 2; n ¼
10; d ¼ 12 and signiﬁcant level a ¼ 0:05: (a5–a6) multivariate normal; (b5–b6) multivariate t-distribution;
(c5–c6) multivariate chi-square; and (d5–d6) multivariate exponential.
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(for the ﬁxed m and q) for non-normal distributions decreases when the missing
fraction increases. This is not surprising since more missing data result in great loss
of information.
5. A real example
To illustrate the proposed MI-projection testing procedure, we consider the
activity of a new anticancer drug irinotecan (CPT-11) against neuroblastoma in
xenograft models for two treatment regimens. The tumor-bearing mice in Group I
received 0:4 mg=kg CPT-11 and those in Group II received CPT-11 0:26 mg=kg:
Mice from the same strain were used and they are virtually genetically identical.
Eleven mice have been successfully cultured with subcutaneous transplant of tumor
and are divided into two groups. The tumor volumes were measured at the initial
time and once every week for 12 weeks. Missing data arise because six mice died of
toxicity or were sacriﬁced due to its tumor volume quadrupled early [10]. Since all
mice died at the last week, we only analyze the initial observations and the
observations within 11 weeks for normality testing. The data are listed in Table 1.
Let yij denote the logarithm of tumor volume measured at week j ðj ¼ 0; 1;y; d 
1Þ for mouse i ði ¼ 1;y; nÞ and yi ¼ ðyi0; yi1;y; yi;d1Þ?: In present example, d ¼
12 and n ¼ 11: Denote by Ynd ¼ ðy1;y; ynÞ? the response matrix with missing
data, where the missingness is at random [16]. Naturally, we write Y ¼ ðYobs;YmisÞ:
Our objective is to test if y1;y; yn are samples from d-dimensional normal
distribution Ndðl;RÞ:
To implement the MI-projection testing procedure, we ﬁrst need to generate m
independent draws fY½c	mis : c ¼ 1;y; mg from f ðYmisjYobsÞ: In order to obtain the
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Table 1
Volumes ðcm3Þ of NB-SD tumor measured in 12 weeks for different combinations
Weeks
Group Mouse 0 1 2 3 4 5 6 7 8 9 10 11 12
1 2.34 2.48 2.04 1.06 1.26 0.91 0.84 1.08 0.86 0.59   
2 1.11 1.54 0.81 0.93 1.37 1.00 0.98 1.70 0.77 0.51 1.88 4.97 
I 3 0.96 0.99 0.99 0.53 0.72 0.36 0.17 0.63 0.45 0.48 2.14 2.89 
4 0.66 0.60 0.49 0.78 1.40 1.33 1.11 1.31 0.69 0.98 3.44 3.08 
5 2.08 2.15 1.87 0.83 0.78 0.26 0.16 0.64 0.30 0.51 2.02  
6 1.09 1.04 0.76 0.77 0.72 0.29 0.20 0.29 0.68 0.55 0.55  
7 0.74 0.93 0.83 0.59 0.60 0.41 0.22 0.31 0.15 0.18 1.03 8.21 
II 8 0.94 1.12 1.67 2.69 3.51 2.77 2.36 2.89 2.49 2.64 3.96  
9 1.84 1.99 2.75 4.29 6.41 4.04 3.20 3.89 4.10 6.38   
10 1.21 1.41 1.97 2.07 2.98 2.30       
11 1.24 1.32 1.63 2.43 3.00 2.04 1.08 1.07 0.39 0.88 1.86 5.90 
Note: ‘‘’’ means that the mouse died or the tumor grew to four-time its initial volume.
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MLE of the parameters, we assume that R ¼ s2R and the correlation matrix R is
given by (A.1). With (A.2) and (A.3), the EM algorithm converged to MLE #l ¼
ð0:1790; 0:2703; 0:2395; 0:1989; 0:4336;0:0314;0:3985; 0:0670;0:3157;0:1795;
0:8213; 1:6749Þ?; #s2 ¼ 0:5167 and #r ¼ 0:849 after 15 iterations. Using the diffuse
prior on l; the non-informative inverse gamma prior on s2; i.e., q0 ¼ l0 ¼ 0 and the
uniform prior on r; we obtain the complete-data posterior distribution (A.5). Based
on (A.4), (A.5), (3.3) and the MLE #y ¼ ð #l; #s2; #rÞ?; the IBF sampler presented in
Section 3.2 can be used to generate m independent draws fY½c	mis : c ¼ 1;y; mg
approximately from f ðYmisjYobsÞ: This completes Step 1 of the MI-projection test.
When the projection dimension q ¼ 2; we go to Step 2 of the MI-projection test to
calculate m pairs of the standardized skewness/kurtosis fðSSqðW½c	Þ; SKqðW½c	ÞÞ : c ¼
1;y; mg using (2.3) and (2.4) associated with the m complete-data sets fY½c	 : c ¼
1;y; mg and then calculate m pairs of p-values fðp½c	S ; p½c	K Þ : c ¼ 1;y; mg using Step
3 of the projection testing procedure in Section 2. These p-values were obtained by
simulating 10,000 samples from W0BNðn1Þqð0; In1#IqÞ; see Table 2. When the
projection dimension q ¼ 1; we replace SSqðWÞ; SKqðWÞ and W by the classical
skewness statistic CSðwÞ; the classical kurtosis statistic CKðwÞ and w; respectively,
then calculate m pairs of p-values fðp½c	S ; p½c	K Þ : c ¼ 1;y; mg using Step 4 of the
projection testing procedure. These p-values were obtained by simulating 10,000
samples from w0BNð0; In1Þ:
As shown in Table 2, (i) All p-values for four statistics (i.e., the classical skewness,
the classical kurtosis, the standardized skewness and the standardized kurtosis) and
different MI sample sizes indicate that we cannot reject the multivariate normality
hypothesis at signiﬁcant level a ¼ 0:05; (ii) Both multiple imputation (i.e., mX2) and
single imputation (i.e., m ¼ 1) support the same conclusion, and the former is better
than the latter in the sense that the MI accounts for imputation variability; (iii) one-
and two-dimensional projection tests both support the MVN hypothesis, and the
latter is better than the former, which agrees with the conclusion from simulation in
Section 4.2.
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Table 2
p-Values of the classical and standardized skewness/kurtosis statistics for different MI sample size m and
different projection dimension q
Projection dimension Statistic Multiple imputation sample size m
1 2 3 4 5 6 7 8 9 10 15 20 50 100
q ¼ 1 CS 0.51 0.51 0.33 0.43 0.37 0.39 0.42 0.42 0.44 0.48 0.42 0.39 0.42 0.43
CK 0.52 0.51 0.42 0.53 0.42 0.47 0.47 0.45 0.46 0.55 0.46 0.44 0.46 0.46
q ¼ 2 SS 0.42 0.58 0.62 0.77 0.57 0.73 0.69 0.72 0.62 0.62 0.57 0.52 0.61 0.58
SK 0.87 0.90 0.85 0.78 0.81 0.84 0.85 0.88 0.87 0.92 0.76 0.77 0.89 0.89
Note: CS—classical skewness; CK—classical kurtosis; SS—standardized skewness; SK—standardized
kurtosis.
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6. Discussion
We proposed an MI-projection procedure to test the MVN in incomplete
longitudinal data with small sample size based on low-dimensional projection
and multiple imputation. The simulation studies show that the proposed procedure
is powerful in detecting non-normal distributions while keeps a satisfactory
type I error rate. The test procedure is easy to implement using the
noniterative IBF sampling that generates iid samples. The projection method for
testing MVN is based on the properties of left-spherical matrix distributions and
afﬁne invariant statistics. For complete data, an advantage of using the afﬁne
invariant statistics for testing MVN is that the estimation of unknown
parameters ðl;RÞ in the normal distribution Ndðl;RÞ can be avoided. But in
incomplete data, MLE of unknown parameter ðl;RÞ is needed to generate
independent imputed values because of missing data. In this paper, we have
only considered the incomplete data with missingness at random. The method we
proposed can be applied to the incomplete data with informative missingness
where the corresponding missing mechanism may be considered in the multiple
imputation.
To use the MI-projection procedure for testing MVN proposed in this paper, we
need to choose the projection dimension q and the MI sample size m to obtain the
best power. Based on the simulation studies, the best choice of q is close to d=2 when
the sample size n is greater than the dimension d; or q ¼ 1; 2 when npd: The best
range for the MI sample size m is 5pmp10 for incomplete data with small sample
sizes.
The test method proposed in this paper is based on the lower-dimensional
projection procedure and the Mardia’s skewness and kurtosis statistics.
Although Diaconis and Freedman [2] proved that most projected data
onto low-dimensional spaces look like normally distributed when the sample
size and the number of dimension are both large, our simulation study
suggests that the normality of the projection of non-normal distributed data
with small sample size onto one-dimensional space is usually rejected by
univariate normality tests. Thus, the lower-dimensional projection procedure
provides a useful tool for testing MVN with small sample sizes. The
procedure may be reﬁned by constructing projection tests for multinormality
using some other afﬁne invariant statistics for incomplete data with small sample
sizes.
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Appendix
To generate iid samples from f ðYmisjYobsÞ; we need to derive the MLE of the
unknown parameters y ¼ ðl;RÞ and the expressions of the conditional predictive
distribution f ðYmisjYobs; yÞ and the complete-data posterior f ðyjYobs;YmisÞ under the
hypothesis H0d : Due to the small sample size, the fully unrestricted covariance
matrix R in (3.1) with ðd1Þd
2
unknown correlation coefﬁcients may not be identiﬁable.
One usually considers R ¼ s2R with the intraclass correlation R ¼ ð1 rÞId þ
r1d1?d and rA  1d1; 1
 	
or the toeplitz correlation
R ¼ ðrjj0 Þ; rjj0 ¼ Corrðyij ; yij0 Þ ¼ rjjj
0j; j; j0 ¼ 1;y; d; ðA:1Þ
where rAð1; 1Þ denotes the correlation between successive measurements on the
same subject. Here, our attention is conﬁned to the toeplitz correlation structure
(A.1).
Denote the complete-data by Ycom ¼ fyi : i ¼ 1;y; ng; where yiBiid Ndðl;s2RÞ;
and R is given by (A.1). The EM algorithm can be used to estimate the parameters
y ¼ ðl; s2; rÞ?: The M-step is to ﬁnd the complete-data MLE. The complete-data
likelihood function for y is LðyjYcomÞ ¼ ðs2Þnd=2jRjn=2 expf 12s2 tr ðR1
Pn
i¼1 ðyi 
lÞðyi  lÞ?Þg: The MLE of y is determinated by
l ¼ %y; s2 ¼ trðR
1SÞ
nd
;
fðd  1Þr3  drg trðKdSÞ  r trðSÞ
þ d
2
þ 1 d
2

 
r2
 
trfðHd þH?d ÞSg ¼ 0; ðA:2Þ
where %y ¼ 1n
Pn
i¼1 yi;S ¼
Pn
i¼1 yiy
?
i  n%y%y? ¼ ð1 1nÞ
Pn
i¼1 yiy
?
i  1n
P
iaj yiy
?
j ; Kd ¼
diagð0; 1?d2; 0Þ and Hd ¼
0 0
Id1 0

 
:
Given the observed data and the estimated parameters yðtÞ from the tth iteration,
the E-step is to compute the conditional expected values of the missing data.
Partition yi; l and R as follows:
yi ¼
yi;obs
yi;mis
 !
pi
qi
; l ¼ lobs
lmis

 
pi
qi
; R ¼ R
ðiÞ
oo R
ðiÞ
om
RðiÞmo R
ðiÞ
mm
 !
pi
qi;
where pi þ qi ¼ d and RðiÞcc0 ðc; c0 ¼ obs;misÞ depends on the subject label i only via pi
and qi: The conditional distribution of yi;mis given yi;obs and y is a qi-dimensional
normal,
f ðyi;misjyi;obs; yÞ ¼Nqi yi;misjlmis þ RðiÞmoRðiÞ1oo ðyi;obs  lobsÞ;RðiÞmm

RðiÞmoRðiÞ1oo RðiÞom

: ðA:3Þ
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Then, we immediately obtain Eðyi;misjyi;obs; yðtÞÞ and Eðyi;misy?i;misjyi;obs; yðtÞÞ: The
algorithm is iterated until jjyðtþ1Þ  yðtÞjj is sufﬁciently small and we obtain the MLE
of y; #y ¼ yðtþ1Þ:
From (A.3), the conditional predictive distribution is given by
f ðYmisjYobs; yÞ ¼
Yn
i¼1
f ðyi;misjyi;obs; yÞ: ðA:4Þ
Now we derive the complete-data posterior distribution f ðyjYcomÞ ¼ f ðyjYobs;YmisÞ:
We use diffuse priors on l: lBNdð0;A10 Þ with A0-0; an inverse gamma prior on
s2: s2BIGðq0
2
; l0
2
Þ with density IGðujq0
2
; l0
2
Þ ¼ ðl0=2Þq0=2Gðq0=2Þ u1q0=2 expf
l0
2u
g; where q0 and
l0 are known constants, and a uniform prior on r in the interval
ð1; 1Þ: rBUð1; 1Þ: We further assume that these priors are independent. The
complete-data posterior distribution of y is
f ðyjYcomÞ ¼ f ðljYcom; s2; rÞ  f ðs2jYcom; rÞ  f ðrjYcomÞ
¼Nd l %y; s
2
n
R


 
 IG s2 q

2
;
lðrÞ
2


 
 f ðrjYcomÞ; ðA:5Þ
where q ¼ q0 þ ðn  2Þd; lðrÞ ¼ l0 þ trðR1SÞ; and f ðrjYcomÞpjRj1
n
2=½lðrÞ	
q
2 :
Since the range of r is ﬁnite, we can use the grid method [6, p. 302] to sample from
f ðrjYcomÞ:
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