Abstract-This paper presents new results on the absolute exponential stability (AEST) of neural networks with a general class of partially Lipschitz continuous and monotone increasing activation functions under a mild condition that the interconnection matrix of the network system is additively diagonally stable; i.e., for any positive diagonal matrix 1 , there exists a positive diagonal matrix 2 such that 2 ( 1 ) + ( 1 ) 2 is negative definite. This result means that the neural networks with additively diagonally stable interconnection matrices are guaranteed to be globally exponentially stable for any neuron activation functions in the above class, any constant input vectors and any other network parameters. The additively diagonally stable interconnection matrices include diagonally semistable ones and -matrices with nonpositive diagonal elements as special cases. The obtained AEST result substantially extends the existing ones in the literature on absolute stability (ABST) of neural networks. The additive diagonal stability condition is shown to be necessary and sufficient for AEST of neural networks with two neurons. Summary and discussion of the known results about ABST and AEST of neural networks are also given.
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I. INTRODUCTION
T HE analysis of absolute stability (ABST) of neural networks has received much attention in the recent literature [1] - [14] . An absolutely stable (ABST) neural network has the ideal characteristics, such that for any neuron activation in a proper class of sigmoid functions and other network parameters, the network has a unique and globally asymptotically stable (GAS) equilibrium point. The ABST property of neural networks is very attractive in their applications for solving optimization problems, because it implies that the optimization neural networks are devoid of the spurious suboptimal responses for any activation functions in the proper class and other network parameters [1] .
Most existing ABST results of neural networks in the literature were obtained within the class of bounded and differentiable activation functions. However, in practical optimization applications, it is not uncommon that the activation functions in optimization neural networks are unbounded and/or nondifferentiable, as demonstrated in previous work (see [15] - [18] ). Moreover, it is desirable that the optimization neural networks are globally exponentially stable (GES) at any prescribed exponential convergence rate (see [17] - [19] ). Furthermore, for a GES neural network we can make a quantitative analysis and therefore know the convergence behaviors of the neural network such as its convergence rate and the estimated time when the network arrives at a solution with a specified precision. Thus, the analysis of absolute exponential stability (AEST) of neural networks is deemed necessary and rewarding. An absolutely exponentially stable (AEST) neural network means that the network has a unique and GES equilibrium point for any activation functions in the proper class and other network parameters. In a recent paper [11] , we obtained an AEST result of neural networks with respect to an introduced activation class, namely partially Lipschitz continuous and nondecreasing functions. This newly introduced activation class includes the previous sigmoidal activation class as a special one and the activation functions belonging to the new class may not be bounded or differentiable. The AEST result given in [11] was obtained under a mild condition that the interconnection matrix of the network system is an -matrix with nonpositive diagonal elements. However, this AEST condition is still more restrictive than the condition of additively diagonally stable interconnection matrices under which an ABST result was achieved in [9] with respect to the activation class of bounded and continuously differentiable functions with positive first order derivatives. It is remarked that the additive diagonal stability condition introduced in [9] is the mildest one among the known sufficient conditions for ABST of neural networks in the literature.
The main purpose of this paper is to generalize the existing ABST and AEST results in the sense that the AEST result of neural networks with respect to the general class of partially Lipschitz continuous and nondecreasing activations will be achieved under the condition of additively diagonally stable interconnection matrices.
The remainder of the paper is organized as follows. In Section II, some preliminaries are presented for the smooth development of the ensuing AEST result of neural networks. One main AEST result and a comparison of relevant ABST and AEST results of neural networks are given in Section III. In Section IV, a sum-mary and detailed discussions of the existing ABST and AEST results of neural networks are provided. Several unsolved problems related to ABST and AEST of neural networks are also proposed therein. In Section V, concluding remarks are given.
II. NEURAL NETWORK MODEL AND PRELIMINARIES
Consider the neural-network model described by the system of differential equations in the form (N) where , superscript is the transpose operator, is an constant diagonal matrix with diagonal elements is an constant interconnection matrix, is a nonlinear mapping or vector-valued activation function and is a constant input vector. For convenience and completeness, we will give some useful preliminaries in the following.
A. Activation Function Classes
In this paper, we assume that belongs to the class of activation functions defined by the property that if for is a partially Lipschitz continuous and monotone increasing function [11] . A function is said to be partially Lipschitz continuous (p.l.c.) in [11] [20] , in the cellular neural-network (CNN) model [21] , and in the optimization neural networks proposed in [15] [10] , the authors discussed the class of sigmoidal activation functions defined by the property that for is a bounded function and has positive derivative everywhere in . For example, the abovementioned bipolar sigmoidal function in the Hopfield network model belongs to .
Proposition 1 [11] : If , then . It should be emphasized that the activation classes and are both strict subclasses of the class , while they are not included by each other. This assertion was shown in [11] . Moreover, a bounded or unbounded p.l.c. function may not be g.l.c., which can be seen from Example 1 in [11] .
As was pointed out in [11] , an unbounded l.l.c. function may not be p.l.c. shown by the example of . However, every bounded l.l.c. function must be a p.l.c. function. This is the following result which is more general than Proposition 1. 
B. Definitions of Several Types of Stability
The global existence of solutions of the autonomous system (N) for all initial points in is prerequisite for the global asymptotic stability (GAS) and global exponential stability (GES) of the network system (N).
We now present an example to show that cannot guarantee the global existence of solutions of system (N) for all initial points in . Example 1: Let for , and the system (N) be . It is evident that but . If is nonzero, then the solution of the special system is uniquely determined by the initial point and can be written as Thus, each solution of system (N) with a nonzero initial condition will blow up in some finite time.
However, under the assumption , we can prove that the system (N) has a global solution for any initial point in . The proof is given in Appendix. In the following definitions of stability, we will denote for as the global solution of autonomous system (N) with an initial condition of , under the assumption . of system (N) is a constant solution of (N); i.e., it satisfies the algebraic equation
. The equilibrium is said to be globally asymptotically stable (GAS) if it is locally stable in the sense of Lyapunov and globally attractive. The equilibrium is said to be globally exponentially stable (GES) if there exist two positive constants and such that for any and Definition 2 [1] , [5] : System (N) is said to be ABST with respect to (w.r.t.) the class if it possesses a unique and GAS equilibrium point for every function , every input vector , and any positive diagonal matrix . System (N) is said to be AEST w.r.t. the class if it possesses a unique and GES equilibrium point for every function , every input vector , and any positive diagonal matrix . It is obvious that an AEST neural-network system (N) is also ABST because the GES property implies the GAS one.
C. Matrix Types and Their Characteristics
The ABST and AEST results of the neural-network model (N) are generally stated under the conditions that the network interconnection matrices belong to appropriate matrix classes. Furthermore, we usually compare various ABST and AEST results in terms of the network interconnection matrix classes guaranteeing the ABST and AEST of neural networks. Here, we introduce some matrix types with the characteristics of particular relevance to our need.
Definition 3 [24] , [25] It is clear that the negative semidefinite matrix, which is symmetric or asymmetric, and the antisymmetric matrix are both diagonally semistable.
Definition 8 [9] : An matrix is said to belong to the class if for any positive diagonal matrix , there exists a positive diagonal matrix such that . This class is also called additively diagonally stable.
According to the results in [9] , we know that the two matrix classes and are both strict subclasses of , while they are not included by each other.
D. Degree Theory
In the proof of the existence of equilibrium of the network system (N) in Section III, we will use some concepts from the degree theory, as was applied in [28] , [11] . The following facts and more details can be found in [29] , [30] .
Let , then is a constant independent of . In this case, and are said to be homotopic to each other over , and we say that connects and homotopically.
III. AEST RESULT AND ITS PROOF
In this section, we will present a general AEST result of neural networks.
A. Main Result Theorem 1: If
, then the neural-network system (N) is AEST w.r.t. the class . The proof of Theorem 1 is placed at the end of the section.
B. Comparison of Relevant Stability Results
Some ABST results of neural networks have been obtained in the literature. Within the class of sigmoid functions, in [1] , [3] the authors proved that is the necessary and sufficient condition for ABST of the network system (N) in the cases of symmetric and cooperative networks, respectively. The two ABST results were extended to the AEST ones in [12] and [13] , respectively. Moreover, in [2] we have given a simple proof of the necessary and sufficient condition for the ABST result of symmetric neural networks obtained in [1] .
In [8] , under the condition , an ABST result was presented w.r.t. the activation class of defined by the property that if for and there exist positive constants such that . Clearly, the functions belonging to are g.l.c. and monotone increasing, and thus should be in the class . Moreover, the existence of the equilibrium point of the network system (N) is implicitly assumed in [8] .
In [10] the authors obtained the ABST result w.r.t. the activation class under the condition that is quasidiagonally row-sum or column-sum dominant, which is obviously a special case of the condition . The ABST result was also given in [5] within the class , under the condition . This condition and cannot be included by each other, as shown in [6] , [9] .
The AEST result was obtained in [11] under the condition , which extends the existing ABST results in [3] , [8] and [10] in the sense that the applicable class of activation functions can be the more general one, i.e.,
, and the proved stability result is the stronger global exponential stability.
In [9] the authors achieved the ABST w.r.t. the class of neural networks under the proposed mild condition . This condition is actually necessary and sufficient for ABST of neural networks with two neurons [7] , because in the twoneuron case is equivalent to which is necessary for ABST of neural networks [1] . The condition has been shown to be the weakest one among the existing known sufficient conditions for ABST w.r.t. the class of neural networks [9] .
The AEST result in Theorem 1 can be regarded as a generalization of the existing known ABST and AEST results in the sense that the AEST sufficient condition of additive diagonal stability [9] is the mildest one among the known sufficient conditions and the applicable class of activation functions can be the more general class [11] which includes and as strict subclasses. It is worthy of special mention that the ABST result of neural networks under the condition in [9] is actually a corollary of the GAS result of neural networks with activation functions in the class obtained in ( [14] , Theorem 1, p. 225]. This theorem can be stated as that if there exists a positive diagonal matrix such that , where is a positive diagonal matrix defined from the activation function , the interconnection matrix and in system (N), then the network system (N) is GAS. It is obvious that the condition implies the soundness of the assumption in the theorem. Consequently, the above GAS theorem in [14] can yield the ABST result of neural networks in [9] .
C. Proof of Theorem 1
In the sequel, we will present the proof of Theorem 1. The proof will be divided into two parts. The existence and uniqueness of the equilibrium of system (N) is shown in Step 1, and in
Step 2 the GES of the unique equilibrium is proved, under the stated condition in Theorem 1.
Proof where the fact that is utilized in the above first inequality. On the other hand, we have (4) where Combining (3) and (4) yields (5) Let and . Then, we have (6) where the fact that for and and the inequality (5) . This is in contradiction with the monotone increasing property of . At this point, we have shown that the network system (N) has a unique equilibrium point which can be denoted by .
Step 2: where the constant is any fixed nonnegative number satisfying
Computing the time derivative of along the solution of system (N), we have (8) where the fact that is utilized in the above first inequality.
Let
. Then, it can be seen that the Lyapunov function defined by (7) satisfies Therefore, the inequality (8) can give By the comparison principle [31] , it follows from the above differential inequality that (9) which yields (10) Thus, we have (11) By Definition 1, is the unique GES equilibrium of the system (N).
Integrating the above obtained results, we have completed the proof of AEST of the network system (N).
At present, we have discussed the quality of the above estimate of the network's exponential convergence rate. The inequality (11) implies that the exponential convergence rate of any network trajectory has a lower bound of for any number . Let , we can conclude that is a lower bound on the exponential convergence rate of the network (N). On the other hand, by setting equal to an all-zero matrix in the network model (N), we can easily see that the largest possible lower bound on the exponential convergence rate of the network trajectory cannot be greater than . When the network model (N) is used for solving optimization problems (see, e.g., [1] , [15] ), a high exponential convergence rate of any network trajectory is preferable. For this purpose, we can utilize the following modified network model where is a time constant. It is obvious that the exponential convergence rate of any trajectory in the above modified network model has a lower bound of . Thus, from a purely mathematical point of view, the exponential convergence rate of the network trajectory can be made arbitrarily large by reducing the time constant . However, in the practical implementation some basic technical difficulties will be encountered when becomes very small. In the following, we give an application instance for solving a box-constrained quadratic optimization problem to illustrate the effectiveness of Theorem 1.
Example 2: Consider the following box-constrained optimization problem of minimizing the quadratic objective function subject to , where the positive definite and symmetric matrix , the vector , and the box subset are, respectively, given by This box-constrained quadratic minimization problem can be solved by the following three-dimensional neural-network system in terms of (12) where the interconnection matrix with being the 3 3 identity matrix, and is the projection operator of onto the box subset . It is clearly seen that and that the three activation functions are all in the form of which is unbounded and nondifferentiable in terms of . We will use Theorem 1 to prove that the neural network (12) is globally exponentially stable. Let be the unique equilibrium point of (12) . It will be demonstrated that is the unique constrained minimum of the above box-constrained quadratic minimization problem. It can be calculated that
The symmetric interconnection matrix in (12) has three real negative eigenvalues of and . That is, is negative definite. Hence, from Theorem 1, the third order network system (12) is GES. We emphasize that this GES result cannot be obtained from the stability results in [9] and [11] . This is because that the ABST result in [9] required that the activation functions are bounded and differentiable, and that the AEST result in [11] was achieved when the interconnection matrix belongs to the matrix class . It can be verified by Definitions 4, 5, and 6 that the current interconnection matrix in (12) is not in , since the third order principal minor of the , which is not nonnegative. Moreover, Theorem 1 implies that for the above interconnection matrix , the third order system (N) is actually GES for any given 3 3 positive diagonal matrix , three-dimensional vector , and activation functions in the class . Consequently, in practical implementation of the network system (12) , it can possess the global exponential stability irrespective of the real values of the three-dimensional vector and the 3 3 positive diagonal matrix in (12) . Now, we want to prove that is the unique constrained minimum of the above box-constrained quadratic minimization problem, where is the unique equilibrium point of (12) . The equilibrium of (12) satisfies Substituting into the above equation and noting that is nonsingular, we can obtain By the fundamental result in [32] , the above equation is then equivalent to which is exactly the necessary and sufficient condition for to be the constrained minimum of the above box-constrained strictly convex quadratic minimization problem [33, Corollary 2, p. 103 ] .
By the computer simulation, we observe that all solution trajectories of network system (12) are convergent to the unique equilibrium point of and hence the unique constrained minimum of is with the corresponding minimal value of . It is remarked that the unconstrained minimum of in is , which is not in the box subset . As expected, the global minimal value of in is .
IV. SUMMARY AND DISCUSSION
The existing ABST and AEST results of neural networks in the literature, plus the newly obtained result in Theorem 1, can be summarized in Tables I and II . Specifically, the appropriate activation classes for the two stability types of ABST and AEST are listed in Table I. In Table II we present the existing necessary and/or sufficient conditions, in terms of the network interconnection matrix classes, for the ABST or AEST of neural net- works. In the following, we give detailed discussions about the stability conditions in Table II .
The stability conditions for ABST or AEST of neural networks assembled in Table II were investigated in the references shown below the corresponding stability conditions. The matrix class introduced in [5] is defined by the property that for any positive diagonal matrices and , the matrix is stable, i.e., it has all eigenvalues with negative real parts.
From the right to left in Table II , the interconnection matrix classes are larger, which will be seen later. With regard to the sufficient conditions for ABST or AEST of neural networks, is the mildest known one in the general case. On the other hand, the condition is necessary and sufficient for the existence and uniqueness of equilibrium of the network (N) for any activation within the class and any input vector [1] , and the condition is shown to be necessary for the ABST w.r.t. the activation class of the network (N) [5] . From the definition of the matrix class , it is known that for any positive diagonal matrix , the matrix is stable and hence nonsingular. Therefore, by condition in Definition 3, we have . Integrating these results, it follows from the proof of the necessity of for ABST of network (N) in [5] that the condition is actually necessary and sufficient for the network (N) to have a unique equilibrium point, which is also locally exponentially stable, for any activation within the class , any positive diagonal matrix , and any input vector . If , then the network (N) is ABST w.r.t. the activation class [9] for which the condition is necessary [5] . Therefore, . Moreover, as was pointed out in [9] , the classes and are both strict subclasses of , while they are not included by each other.
It can be easily seen that if is quasidiagonally row-sum or column-sum dominant, then . In fact, if and only if for any positive diagonal matrix is quasidiagonally row-sum or column-sum dominant in the strict or nonstrict sense [26] . Thus, the matrix class can be called additively quasidiagonally strictly dominant, or equivalently, additively quasidiagonally dominant. Combining the above results, we can see that the interconnection matrix classes in Table II are larger from the right to left. It is remarked that a matrix in may have an eigenvalue with negative real part (see, e.g., Example 1 in [1] ). On the other hand, should have all eigenvalues with nonpositive real parts [5] . Thus, the class of interconnection matrices is strictly larger than the class .
In the low-dimensional case, we can give a characterization of the stability conditions in Table II . If , then all stability conditions in Table II except for are equivalent to . If , then the three stability conditions, namely and , in Table II are all equivalent to and [7] . From Table II , these conditions are necessary and sufficient for AEST w.r.t. the activation class of the network (N) with one neuron and two neurons, respectively.
However, in the general case of , except that has a simple algebraic criterion for verification as shown in condition in Definition 3, other conditions in Table II have no available easily checked algebraic criteria. Furthermore, as was noted in [5] , the computational complexity of the characterization problem of the class remains unknown and may well be NP-hard. It is noticed that, in the general case of is the weakest known sufficient condition for AEST w.r.t. the class of the network (N), while is the strongest known necessary condition for ABST w.r.t. the class of the network (N). Therefore, it is a meaningful issue to determine the possibly nonzero gap between the two matrix classes of and in the general case of . For the two special cases of symmetric and cooperative networks, the three stability conditions, namely and , are equivalent. Hence, from Table II, the above three conditions are all necessary and sufficient for AEST w.r.t. the activation class of symmetric and cooperative networks, respectively. It is noticed that, in the general network case, the necessary condition for ABST w.r.t. the class of the network (N) was conjectured to be also sufficient in [5] . This conjecture is still open in the general case of . In summary, for the general network (N) of high dimension , the ABST and AEST analysis with respect to appropriate activation classes and related topics still need new results.
V. CONCLUSION
In this paper, we have discussed new AEST results of neural networks within the general activation function class of under the mild condition of the network interconnection matrices being additively diagonally stable. This AEST result substantially generalizes the existing related ABST and AEST results of neural networks in the sense that the AEST sufficient condition, namely the additive diagonal stability, is the mildest one among the known sufficient conditions for ABST or AEST and the applicable class of activation functions can be the general class including and as strict subclasses. A summary of the existing ABST and AEST results of neural networks has also been given. Several open problems are also proposed for possible future research in the area of stability analysis of neural networks. 
