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Abstract 
Bauderon, M., Infinite hypergraphs II. Systems of recursive equations, Theoretical Computer 
Science 103 (1992) 1655190. 
The results and tools which were developed in Part I of this paper [4] are used to solve systems 
of recursive equations on hypergraphs and to characterize their solutions completely. A hyper- 
graph’s initial solutions are called equational hypergraphs. It is then shown that the context-free 
graphs of Muller and Schupp [15] are equational. 
Bauderon, M., Infinite hypergraphs II. Systems of recursive equations, Theoretical Computer 
Science 103 (1992) 165-190. 
Les rtsultats et outils developpts dans la Partie I de cet article [4] sont utilists pour ttudier 
certains systtmes d’equations recursives sur les hypergraphes et caracteriser completement leurs 
solutions, les solutions initiales Ctant appeltes hypergraphes equationnels. On montre enlin que 
les graphes algtbriques de Muller et Schupp [15] sont Cquationnels. 
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1. Introduction 
In Part I of this paper ([4]), we have built and thoroughly investigated all the 
tools which-so we have proved-are necessary for the study of systems of equations 
on hypergraphs: an algebraic structure on the set of infinite hypergraphs together 
with a notion of limit which makes this set an algebroidal category-informally, a 
category with fairly nice properties (all necessary justifications can be found in [4] 
whose results will be extensively used; explicit references to Part I will be preceded 
by I). 
We are therefore now in a position to solve systems of recursive equations in a 
way similar to the traditional one used for trees. Yet, before going into those formal 
aspects, we shall look at some simple examples showing the type of difficulties we 
are likely to meet and we will emphasize the difference between the order-theoretic 
resolution and the categorical one. 
(i) Let us first consider the hypergraph equation (El) (Fig. l), which, in terms 
of equations on expressions, would yield (among a number of possibilities) 
where S={(l,3), (2,7), (3,5), (6,8)}~Equiv([8]) and a(l)= 1, (~(2)=4. This 
expression is depicted by the tree shown in Fig. 2. 
(El) 
Fig. 1 
An intuitive resolution of this equation by the usual method of iterated substitution 
should yield successively the first two lines of Fig. 3 and lead finally to the infinite 
graph G, shown on the last line. 
On the level of expressions, the solution should be the following regular tree 
which clearly evaluates to G,. It is fairly easy to convince oneself that any other 
expression given for the equation would have given an equivalent expression, and 
that the equation on expressions has a unique solution (cf. [o] and [4]). 
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Fig. 2. 
The situation for hypergraphs is very different. Indeed, if we let H be any 
hypergraph with no sources, it is intuitively clear that the disjoint union of G, and 
H is still a solution of the system. 
(ii) Let us now consider equation (E2) (see Fig. 4) which in terms of hypergraph 
expressions gives 
U = W<,,&(UOU) (E2b) 
with 6 = {( 1,3), (2,4)} and (Y( 1) = 1, a(2) = 2. 
The same resolution process clearly leads to the solution Gz which does not have 
a locally finite degree. Indeed, the equation (E2b) does not have any singular 
Fig. 3 
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(EZ) 
unknown (see [9] or Section 4 below), hence it has a unique solution ~,&(a@ 
(~~&(a@. . .))) which clearly evaluates to G,. However, it is easily checked that 
the last hypergraph shown in Fig. 4, with an infinity of a-labelled loops is also a 
solution of equation (E2b). 
This example clearly shows that an equation on hypergraphs does not necessarily 
have a unique solution, even if the corresponding equation on expressions does. 
0 
1 
1 
u = 
0 
2 
0 
1 
lJ ” u 
2 
Fig. 
(E3) 
(iii) As a last example, let us consider equation (E3) (see Fig. 5). Its associated 
equation on expressions is 
u = u,e,(uo u) (E3b) 
with S={(l,3),(2,4)} and a(l)=l, (~(2)=2. 
The solution of (E3b) is the complete “binary tree” described by the following 
hypergraph expression; 
C70ae,(u&(. . .o. . *)@a,&(. . .o. * .))), 
which evaluates to 2 while the direct resolution of (E3) seems far less obvious. We 
shall see later (Section 6.4) that the “minimal” solution of this equation is indeed 
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the discrete hypergraph 2. It may be noticed that in this case the solution of the 
equation is not connected although the original equation was. 
The main results of Part II are: 
l it is allowed to use the method of iterated approximations to solve systems of 
regular equations on hypergraphs (Section 2), and their solutions can be described 
completely (Sections 4 and 5); 
l a system of regular equations may be solved either directly or by means of a 
corresponding system of regular equations on expressions, yielding the same 
initial solution (Section 3); 
l the context-free graphs of Muller and Schupp [ 151 are equational (i.e., components 
of the initial solution of some system of regular equations, Section 6). 
Early results of this work have been presented in a more informal way at the 14th 
Workshop on Graph-theoretic Concepts in Computer Science, held in Amsterdam, 
June 1988 [2], and at the GRA-GRA conference held in Bremen, February 1990 
lI31. 
Notations. As usual we denote by N the set of nonnegative integers and for any 
ngN(, we put [n]={p~N)l~pprrn), with [O]=@. 
For any set E, #E denotes the cardinality of E and P(E) denotes the set of all 
its subsets; Equiv[ n] denotes the set of equivalence relations on [n]. Often, such an 
equivalence relation will be specified by some generating subset (in [n]‘). 
If A = Untrm A, is a ranked alphabet, with rank function 7 : A + N, the free monoid 
generated by this alphabet will be denoted by A*. 
Let us now briefly summarize the definitions and results from Part I that we shall 
need in the sequel. A (finite or infinite) hypergraph is a directed hyperedge-labelled 
hypergraph with a set of distinguished vertices called sources. The sources are used 
to glue graphs together to make larger ones. The number of sources is called the 
type of the graph. We already gave an example, more will be found below or in the 
quoted references. 
A morphism is a hypergraph morphism in the usual sense, which respects sources. 
With such morphisms, the set of infinite hypergraphs with n sources becomes an 
algebroidul category, a notion which generalizes that of an algebraic complete partial 
order. Without getting into details (which are discussed at length in [4]) let us 
informally explain what it means: 
l the category has an initial element (an element from which there is a unique 
morphism into any element): the discrete n-graph _n with IZ distinct vertices; 
l any countable chain of hypergraphs (w-sequence) has a limit (an w-limit); 
l any hypergraph is the w-limit of an w-sequence of finite hypergraphs; 
l any arrow from a finite hypergraph to an infinite one can be factored through a 
finite approximant of the latter. 
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2. Systems of recursive equations on hypergraphs 
In this section, we shall introduce the relevant notions of systems of equations 
on hypergraphs and show how to solve such systems. 
2.1. Definitions. A system of regular equations on hypergraphs is a finite system of 
the form 1 =(x1 = Z,, . . , x, = I,,) where U = {x,, . . , x,,} is the set of unknowns, 
and for each integer i, 16 i 6 n, Zi E @I&,.,, (A u U) is a finite hypergraph of appro- 
priate type (i.e., both xi and _ZY; have the same type 7(x,)). 
Whenever needed, we shall denote by Z’ the n-uple of sourced hypergraphs 
(11, . . . , C,) which are the contexts of the unknown and by r(Z) the sequence of 
the types, (r(xr), . . . ,4x,)). 
Dropping the restriction for the right-hand sides to be finite hypergraphs, we 
obtain the notion of systems of generalized equations. 
A solution of the system C is an n-uple of sourced hypergraphs (G, , . . . , c,,) of 
appropriate types such that 
for each i, lsi~n, one has Gi=l,[G,/x ,,..., G,,/x,,]. 
Recall that “equal in cS,k (A)” means “isomorphic in m,“(A)“. 
According to Proposition 1.3.6.4, with a system of regular or generalized equations, 
substitution associates an w-continuous endofunctor sL of the product category 
C(I)=(&8;,,,(Au U)x. . . xQ:,,(A u U). In this setting, it is clear that a 
solution of the system .X is merely a fixpoint of the functor 9x (cf. Section 1.3). We 
shall denote by ~(2) = ([I], . . . , [7(x,,)]) the initial object in the product category 
C(E). 
2.2. Theorem. The solutions of a system C of generalized or regular equations form 
an initial category. 7’he unique (up to some isomorphism) initial solution of the system 
of equations, which is the initial object of the category of solutions, is obtained through 
iterated application of thefunctor 9x startingfrom the initial object of the category C(2). 
This theorem is a mere rephrasing of Theorem 1.3.4, part (iii). Moreover, it follows 
from Theorem I.25 that a more general solution can be built from any object C of 
the product category with the property that there exists an arrow C + SEC, by 
iteration of the application of the functor sL to the object C (cf. the proof of 
Theorem 1.2.5). These arrows will be called germs of solutions of 2 and will be 
studied in detail in Sections 4 and 5. 
An n-hypergraph is regular or equational if it is a component of the initial solution 
of a system of regular equations. For all practical purposes, one can assume without 
loss of generality that it is the first component of the solution. Of course, any finite 
hypergraph H is equational since it is the initial solution of the trivial equation 
u = H with r(u) = r(H). Most nontrivial equations or systems of equations will 
have an infinite initial solution. 
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An equation is proper if its right-hand side has at least one A-labelled hyperedge. 
This clearly implies that any hypergraph expression evaluating to the r.h.s. is locally 
finite (cf. 1.4.1.2). Among the previous examples, (Cl) and (X2) are proper equations. 
Example of nonproper equations are (23) and 
It is rather clear that these three equations all have the same finite and discrete 
initial solution, namely the initial 2-hypergraph 2. 
Using the definitions given in Section 1.2, one can state the following proposition. 
2.3. Proposition. Under the assumption that the alphabet is recursively enumerable, 
the jiunctor associated with a regular or an extended regular system is computable. 
Hence, the initial solution qf the system is effectively given. The same result holds for 
a generalized system if the r.h.s. of the equations are eflectively given. 
2.4. Examples. We can now check that applying the theorem to the examples of 
the introduction actually yields the expected solutions. 
(i) The resolution of equation (El) is described in Fig. 6, where the correspond- 
ing functor FE, must now be iteratively applied, starting from the initial object 2 
in @y(A) finally leading to the solution G2 (see Fig. 3) for the equation (El). 
(ii) This works as well with equation (E2) starting once again from the 2- 
hypergraph 2 and leading to the expected solution G,. 
0 
i 
1 
” = ;?+ I” (El) 
l 
2 
.a-+ 0 
c 
Fig. 6. 
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Now, we can start the process from any other 2-hypergraph H since there will 
always be a morphism H,,+ szH, to allow us to iterate the application of 9 and 
therefore lead to a solution of the equation. Two such examples are shown in Fig. 7. 
(iii) Finally, when we consider equation (E3), the initial solution to this equation 
is quite trivially found. Starting with 2, one gets the o-diagram whose terms are 
constantly equal to the initial 2-hypergraph 2. Note that the initial solution is not 
connected although the equation was. 
Starting with any other 2-hypergraph G, one gets as a solution an infinity of 
copies of G all glued together along their sources. In this case, if G is connected, 
the solution is itself connected. 
2.5. Stepwise resolution of a system of equations 
The approximation process we have presented for solving a system is of a global 
nature in the sense that at each step, approximants are built for each component 
of the solution. We shall prove in this section that, as in the case of trees (or 
expressions), one can solve equations one by one and compute the general solution 
by appropriately composing the particular solutions. To prove this property, we 
need a few technical results which are better described in a more general framework. 
The proofs are straightforward but rather tedious. The following result is proved 
in [ 161. 
2.5.1. Lemma. Let A be a category and B be an w-complete category. Then the category 
B* of jiunctors from A to B is w-complete. Moreover, the w-limit of an w-sequence of 
w-continuous functors is w-continuous as well. 
2.5.2 
Let A and B be two algebroidal (o-complete) categories and 9 be an w-continuous 
endofunctor of AX B, with fixpoint 9X = (97,s”). We shall denote components 
of AX B by F and G, i.e., for any pair of objects (a, b) in AX B, 9(a, b) = 
(F(a, b), G(a, b)). This defines, for any such pair of objects, an w-continuous 
A-endofunctor and an w-continuous B-endofunctor which we shall denote by their 
action on objects, F,, : u + F( u, b) and G, : v + G(a, v), respectively. 
leads to the solution . . 
leads to the solution 
Fig. 7 
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For each such pair (a, b), we let Fc and Gz be the initial fixpoints of Fh and 
G,, F” : v + FT and u + GZ be the corresponding functors. 
Using composition of functors, we can now define a new w-continuous functor 
B-+AxA+B, v-(F:, v)-G(F:, v), 
whose initial fixpoint we may call G”(F”). We can now obtain the following 
proposition from the previous lemma. 
2.53. Proposition. SF = FE-(p) and ST = G”( F”). 
Obviously, this result is symmetrical in F and G, and can be extended to any 
finite product of categories. In other words, it shows that in order to solve a system 
of regular equations, one can split it in any number of disjoint subsystems, consider 
the spare unknowns as parameters, solve the subsystems and substitute the partial 
solutions for these parameters. As a special case, it proves that it makes sense to 
define and solve systems of regular equations with parameters. 
2.5.4. 
Let us now define a system of extended regular equations as a special case of 
systems of generalized equations, by allowing the r.h.s. of the equations to denote 
regular hypergraphs. The following results show that this is not an actual generaliz- 
ation of the notion of system of regular equations. 
2.55. Proposition. The initial solution of a system of extended regular equations is 
equational. 
Proof. Let 2 =(v, = F[v,], . . . , v2 = F[ vz]) be such a system, where for i E [n], F,[ v] 
is regular, hence the first component of a system 
& =(u, = G,[‘J, ~1, JJ~,I =G,,[v, ~1, . . . 2 Ur,p, = Gi,p,[U, ~1) 
(which implies that T(u,) = r(vi)). Then, the system (E, v, = u,, . . , v, = u,,) has an 
initial solution (G”, F”) which is equational, and according to Proposition 2.5.3, 
F” is the initial solution of 2. 0 
2.6. Some remarks 
2.6.1. About the resolution process 
Let us take as an example, a very simple equation x = F[x] with two occurrences 
of x in the r.h.s. F[x] of the equation. The construction of the initial solution is 
represented informally in Fig. 8 (where we denote by GFG the graph F[G/x] to 
emphasize the presence of two occurrences of the unknown x in F, A2 being the 
diagonal functor, cf. Proposition 1.3.6.4). 
174 M. Bauderon 
- nFnFnFn - F F F F F F F - “” 
---- nnnnnnnn _------- 
(n,n) - (nFn,nFn) - . . . . 
---- 
Fig. 8. 
Namely, the first step of the iteration is the application of the functor SF associated 
with the equation to the duplicated arrow 
(n, n) - ‘lF,lF) (nF,, nF,), 
yielding the arrow 
which sends the 1.h.s. F to the top r.h.s. F and the 1.h.s. _n’s to the r.h.s. IIFn’s. 
In other words, the resolution process is better understood as duplicating the 
1.h.s. and topping it up with a spare F, rather than substituting the complete 1.h.s. 
for the 1.h.s. _n’s. This very simple remark will help understanding the results of 
Sections 4 and 5. 
2.62. Context-free hypergraph language induced by a system of recursive equations 
Let _S =(x1 = 2,). . . , x, = 2,) be a system of regular equations, where the Xi’s 
are hypergraphs over the alphabet A and the set U of unknowns. Let Z’ be the 
system of recursive equations obtained by adding to 2 the “terminal” equation 
u = _n with r(u) = n, for each unknown u in E. Orientating the equations from left 
to right yields a system P of rewriting rules and a context-free hyperedge-replacement 
grammar (A, U, P) (see [5]). Let us say that a hypergraph is terminal if it has no 
occurrence of one of the unknowns. 
Let Zi be the context-free hypergraph language obtained from the axiom xi. Since 
application of a production rule to a nonterminal hypergraph GE Zi yields a new 
hypergraph G’ together with an arrow G +++ G’, the language is naturally a sub- 
category (a diagram) in m,,,,(Au U) (in the following sections we shall when 
necessary use +++ to denote an arrow in the appropriate category, keeping the 
ordinary arrow + to denote edges and hyperedges). Its colimit is the ith component 
of the initial solution of the system. The resolution of the system as described in 
Theorem 2.2, yields an w-chain of elements of 3; for each i E [n]. Each element of 
this w-chain is obtained from the previous one by simultaneous application of all 
applicable rules. 
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This approach is that of Caucal [8], whose so-called p&tern graphs associated 
with a context-free grammar are defined as limits of infinite sequences of hypergraphs 
obtained from some starting element by iterated complete parallel rewriting, i.e., as 
limit of the above-mentioned w-chain, starting from its second element. 
2.6.3. Recursively dejined functions 
Let us take as a very simple example equation (S) shown in Fig. 9, which defines 
an endofunctor S of m,(Au U) and a context-free 1-hypergraph grammar (cf. 
Fig. 9, too) hence, an initial solution S” 
,~+a-fm~e...*-+e’.. 
and a context-free hypergraph language [ (which in this case is merely 
,o-fo++‘,o+o+oP++. . .P-++,.-+.-+.-Z.t--2+~~~ 
Now let F be the bifunctor from 5 x 5 to 5 defined by the system 
equations 
F( G, 1) = G, 
F(G, S(H)) = S(F(G, W). 
an w-chain) 
of recursive 
Since any object H is of the form S”(1) for some integer n, if it is clear that the 
system may be solved since F( G, S(H)) can be computed as S(F( G, S”(H)) = 
S’+‘( F( G, 1) = S,+‘(G) for any pair (G, H) of hypergraphs in l. 
Fig. 9. 
The reader should be convinced by now that the context-free hypergraph language 
6 bears a striking resemblance with a natural number object (with 1 as zero, S as 
successor function and F as addition). Recursively defined objects and recursively 
defined functions on such objects are being investigated in a broader context in a 
future paper. 
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3. Formal resolution of a system 
3.1. The associated system of regular equations on hypergraph expressions 
LetZ=(x,=Z,,..., x, = Em) be a system of regular equations, and for 1 s i G n, 
let pi be a hypergraph expression such that eval,(cp,) = -Xi. This defines a system 
5 =(x1 = ‘PI 9.. ., x, = p,,) of regular equations on hypergraph expressions which 
may be solved in the usual way yielding as least solution a sequence (cp, , . . . , F,,) - 
of infinite regular hypergraph expressions, which in turn may be evaluated to some 
sequence (H, , . . . , H,,) of infinite hypergraphs, a solution of the original system. 
This follows from the study of infinite trees as developed for instance in [9], 
whose relevant results we shall briefly recall-or rather adapt to our context. 
The set of infinite hypergraph expressions is an HA-magma and an algebraic 
complete partial order, see Section 1.4.4. A system 5 of recursive equations defines 
an w-continuous mapping S which has a least fixpoint. Interpreted in our framework, 
algebraic cpo becomes algebroidal category, w-continuous mapping w-continuous 
functor and least fixpoint becomes initial fixpoint. 
It follows from Theorem 1.4.4.6 and Theorem IS.7 that both types of resolution 
coincide. In other words, we have the following result. 
3.2. Theorem. The least solution of the system 5 evaluates to the initial solution of 2. 
If we let 6’ be another system of equations on expressions such that the r.h.s. of C and 
f’ are congruent under the congruence - defined in Section 1.5.6, their least solutions 
are congruent and evaluate to the initial solution of 2;. 
Proof. The first part of the theorem follows from the w-continuity of the functor 
eval,, the second part from the fact that the sequences of approximants built during 
the resolution process are equivalent. 
More precisely, this second part expresses the fact that if 5’ = (x, = cp i, . . , x, = cp L) 
is another system of regular equations on hypergraph expressions with least solution 
((pi,. . . , ‘pA) one has 
(Vi, l<iSn, pi--cpi) * (Vi, lSi<n, cp;---<pi), 
or equivalently 
(Vi, lGi<n, CJJ,=,~(P:) * (Vi, lCi<n, cp,--‘pi). 
The converse does not hold, since one can find nonequivalent hypergraph 
expressions denoting the same hypergraph. 0 
The main consequence of this theorem is that systems of equations on hypergraphs 
may be solved formally, i.e., at the level of expressions. Another one is given in the 
following corollary. 
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3.3. Corollary. A hypergraph is equational if and only if it may be described by a 
regular hypergraph expression. 
3.4. Remark. The similarity between systems of regular equations on hypergraphs 
and on expressions does not go much beyond this coherence result. If we just take 
as an example equation (E3) shown in Fig. 4, the corresponding equation on 
expressions is the equation 
il= 0, 
r( L (T3) 
U U 
(for some suitable derived operator 0,) whose least and unique solution is the 
infinite complete binary tree whose nodes are labelled by BE, whereas (E3) has an 
infinity of solutions and 2 as initial solution. Next two sections will be devoted to 
the study of all solutions of a system of regular equations on hypergraphs. 
4. General solution of a system of regular equations 
4.1. Remark. As we have pointed out in the introduction, a system of equations on 
hypergraphs may have several distinct solutions. This is already the case with 
expressions and one might be tempted to try and get some insight in that issue by 
mere analogy. Let us recall (from [9]) the known results. 
A system of equations on expressions is called proper if it has a unique solution. 
An unknown x, is singular if there is some k E N, such that SF(x,, . . . , x,) =x,. One 
shows that a system is proper if and only if it has no singular equations. Intuitively, 
this means that a system has more than one equation iff repeated iteration can yield 
an equation of the type x, =x,. Since substitution cannot decrease the size of the 
r.h.s., this implies that the system itself presents several equations with an unknown 
in the r.h.s., and that a permutative substitution of the equation yields the fatal 
equation. The general solution can then be described using several parameters. 
A simple example (from [9]) is: 
I 
u =f(o), 
fJ = g(v, w), 
w = z, 
2 = w. 
A single iteration yields w = w and z = z, and these two unknowns are singular. 
The most general solution of the system is then defined up to the value of one 
parameter. 
These general results are not very encouraging, since the very first example of 
nonunicity we gave in the introduction does not fall into that category: the disjoint 
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union of the initial solution and any 0-hypergraph is still a solution of the system. 
A more involved study is therefore necessary-which implies providing some new 
definitions. 
4.2. Connectedness 
Two vertices v and v’ of a hypergraph G are connected (or linked) if there is a 
sequence e,, . . . , e,, of hyperedges in G such that v is a vertex of e,, v’ is a vertex 
of e,, and for each i, 1 s i d p - 1, e, and ei+, have a common vertex. 
Similarly, two hyperedges e and e’ are connected if there is such a sequence with 
e = e, and e’= e,,, and a vertex v is connected to a hyperedge e if v belongs to e, 
and e = e,,. We shall let the word item stand equally for vertex or hyperedge. If 
p = 1 the two items are directly connected. The sequence 1 of edges of the definition 
is a link from item i to i’. The length of 1 is the cardinal of the sets of vertices 
belonging to the hyperedges of the sequence. The distance between i and i’ is a 
minimal length of a link between i and i’. 
An item (or a set of items) is source-connected iff it is (all its elements are) 
connected to a source of the graph. A link from that source to the item is a source-link. 
The diameter of an hypergraph If is defined to be the maximum of Iv1 for VE V, 
where Iv1 is the length of a shortest source-link for u. 
4.3. I -connected solutions 
Let 2 =(x, = 2, , . . , x,, = 2,,) be a system of regular equations and G be its initial 
solution. By initiality of G, for any solution K of 2, there exists a unique arrow 
K : G + K. We shall say that the codomain G = K(G) of K in K is the occurrence oj 
G in the solution K and we shall let K’ denote its context in K. Considered as a 
set of vertices of K, the frontier fr(K, C) of G in K (cf. Definition 1.3.7.1) is the 
set of iterated images of the initial element of the product category. Considered as 
a set of vertices of K’, it is the set of iterated images of the sources of the germ of K’. 
A solution K of a system of equations is I-connected (“bottom-connected”) iff 
all its items are connected to some item of the occurrence in K of the initial solution 
of the system. Of course, since a solution of a system is a vector of hypergraphs, 
this definition is to be understood componentwise. In the sequel, we shall sometimes 
omit the indexing of the components, although in most cases we shall be working 
on one single component of the n-uple at a time. This should be clear from the context. 
According to Theorem 2.2, a system C of n equations may have more than one 
solution, since any arrow 4 of the form C --f SEC generates a solution K (for some 
n-tuple C = (C, , . . . , C,,) of hypergraphs of the appropriate types, i.e., belonging 
to the product category C(Z)). Such arrows (germs ofsolutions) will be studied now 
in further detail. 
Clearly, the sources of C will generate the occurrence G of the initial solution 
in the solution K while the context of G will be generated by the other items of C 
under application of sl. It follows from Remark 2.4 that an item of K will be 
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I-connected iff either it belongs to G or it is the image under FL of a source 
connected item of C, hence that we have the following result. 
4.4. Lemma. A solution is l-connected if and only if it is generated by a source- 
connected germ. 
It is intuitively clear that several distincts germs can generate the same solution 
(we shall describe how later on). On the other hand, any solution K of 2 is trivially 
generated by the germ K + %=K, through a constant w-diagram. In the sequel, we 
shall see that any solution can be generated by a much simpler germ and a nontrivial 
w-diagram. 
4.5. l-connected component 
Since the category C(E) is cocomplete as a product of cocomplete categories, it 
follows from Theorem 1.2.6.2 that the comma category (C(E)J5Fz) is cocomplete. 
This category has as objects the triplets (b, c, f) with f: b + .Fx[c] and as arrows 
from (b,, c,,f,) to (b,, c,,fJ the pairs (k,:b,+b,, h,:c,+cJ such that _f”o k, = 
S&h,] 0 f2. A diagram in this category is given by two diagrams in C(X) and a 
family of pairs of arrows (or, equivalently by two subcategories of C(E) and the 
same family of arrows), and the colimit of such a diagram is of the form (_b, _c, f : b + 
Sz[_c]) where b and c are the colimits of the diagrams in C(Z). 
Of course, if the objects in the diagram are germs of solutions, i.e., of the form 
(c, c, f) the colimit is of the form (_c, _c, f). In other words, the colimit of a diagram 
of germs is a germ as well. 
Let K = (K,, . . . , K,) be a solution of a system 2 with initial solution G, and let 
Si be the full subcategory of (C(E)J,Sz) whose objects are the germs (C, C, 4 : C + 
Sz[ Cl), where C is an n-uple of finite source-connected subhypergraphs of K. 
Any such germ generates a solution X(C) of 2, and a unique (up to isomorphisms) 
pair of arrows G + E(C) + K. Since C is source-connected, Z(C) is I-connected. 
This defines a nonempty diagram (since the initial object is in ,\t) whose colimit 
is of the form (L;: C, @ : C + SAY), where @ generates a solution K of 1, such that 
there is a unique pair of arrows (K : G + &, F : K + K). Since all the objects where 
subhypergraphs of K, K will be one as well and P is an epimorphism. We shall 
identify K and W(K). 
We shall say that K is the I-connected component of K and that @: C + SAC is 
one of the source-connected germs of K. Now let K’ = (K i, . . . , K L) be the context 
of K in K, i.e., the n-uple of hypergraphs with the property that there exists some 
LY, and 6, with Kj = CT~,O,,(K, 0 KI) for 1 4 is n, which we shall abbreviate to 
K =a,&(IJ@K’). 
It follows from the construction of K and Lemma 4.4 that any item of K is either 
in K or in K’, and therefore we have the following lemma. 
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Fig. 10 
4.6. Lemma. K and K’ have no common vertices. Hence K’ is a hypergraph of type 
0 and K=KOK’. 
For this reason, K’ can be called the isolated component of the solution and we 
shall now characterize it. 
4.7. Definition. Let 1 be a sourced hypergraph with unknowns {x,, . . , x,,}. The 
shadow hypergraph Y&(X) is the 0-hypergraph with no vertex and a hyperedge 
labelled by U, for each occurrence of x, in 2 where each of the unknowns ui is of 
type 0. 
Let 2 =(x, =Z,, . . . , x, = I,,) be a system of (extended) regular equations. The 
system of shadow equations associated with 2 is the system Y&(Z) = 
(u, = YA(Z,), . . . , u, = Yki(E,,)) of equations on 0-hypergraphs. 
4.8. Examples. Let us consider two simple yet representative systems. The first is 
equation (El) (Fig. 1) which yields the shadow equation U, = ZQ,, of which any 
O-graph is a solution. 
The second example is given by the system (C2) shown in Fig. 10, whose shadow 
system is 
1 
no = uo, 
(X2’) 
uo = ~OVO~O, 
whose r.h.s. hypergraphs have hyperedges of type 0 and no vertices. 
The relevance of this notion is shown by the following result. 
4.9. Proposition. The isolated component of a solution of E is a solution of the system 
P’&(E) (a shadow solution). 
Proof. Let K = K 0 K’ be a solution and K’ be its isolated component. For the 
sake of clarity, let us assume for a time that the system is reduced to one equation 
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x = F[x] where x occurs twice in the r.h.s. The general case follows trivially from 
this very simple one up to some more complex notations. 
The equation may be written as x = ~0,B6(FOxOx) for some cx and 6. It follows 
that 
K=&(K)=aJ&(FO(KOK’)@(K@K’)) 
=u,,f&(F@K@K)@K’@K 
= SF(K)@ K’@ K’= SF(K)@ Kt2= KG3 K’I, 
since K and K’ are disjoint and K’ has no source (with K’” denotes n disjoint 
copies of K’). 
It is easily seen that applying m times the functor would yield 
K=S;(K)=K@K”“‘. 
Now, since K is the I-connected component of K, the equations holds if and 
only if K’ and K”“’ are isomorphic for each integer m 2 1, which means that K’ 
is a solution of the corresponding shadow equation. 0 
Results from this section can be summarized as follows. 
4.10. Theorem. For any solution K, the set of I-connected solutions of .X which are 
n-uples of subhypergraphs of K has a terminal element K such that K = K 0 K’ where 
K’ is a solution of the shadow system Yk(E) and 0 denotes componentwise disjoint 
sum. Moreover, K is generated by a germ 4 : C + SAC, such that C is the disjoint 
union C = C, 0 C2 of an n-tuple C, of source-connected hypergraphs in C(E) and C2 
is a O-hypergraph such that there exists d+ : C2 + SIC,, a germ of the system of shadow 
equation. 
5. Classification of solutions 
5.1. Introduction 
It follows from Theorem 4.10 that characterizing all I-connected solutions of a 
system of recursive equations amounts to characterizing the conditions of existence 
of a nontrivial source-connected germ for a noninitial solution. We shall first give 
some motivating examples. 
Let us consider equation (C4) shown in Fig. 11, which is still very simple and for 
which it is fairly easy to find several 2-graphs giving rise to germs such as the C,‘s 
or graphs which do not such as D (see Fig. 11). 
Indeed, there is no arrow from D to SY4[D] because the unknown in the r.h.s. 
of (X4) goes “the wrong way”. Of course there is one from D to &[D] and one 
from S&,[D] to 9i,[D] defining two w-sequences with no common colimit. On 
the contrary, C, gives a germ and thus a new solution since it has the suitable 
symmetry to correct the effect of tl going the wrong way. 
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Fig. 11 
The case of Cz is different: C2 defines a germ C2 + SX4[ C,], and a solution C,, 
but this is not a new solution: it is isomorphic to the initial solution. This clearly 
stems from the fact that there is an arrow C,+ S14[2] into an approximant of the 
initial solution. 
This situation is rather general. Let us consider once more the equation (El) and 
the 2-hypergraph C5 shown in Fig. 12. 
Clearly, C5 is a germ since there is an arrow C,+ Si,[z], but it does not generate 
a new solution. The “discrepancy” introduced by C5 can be understood as being 
rejected to infinity and the two solutions generated can be proved to be isomorphic 
(Proposition 5.3). 
5.2. Parallel composition 
Let C, and C2 be two hypergraphs of type p. The parallel composition C = C, I] Cz 
of C, and Cz is the p-hypergraph C = (~~f?,( C, 0 C,) where 6 is the equivalence 
(Cl) 
Fig. 12. 
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relation generated by the pairs (i, p + i) and LY : [p] + [2p] is the identity on [p] 
(glueing along the sources with the same number followed by an appropriate 
renumbering). 
Let 4 : C + .FLC be a germ where C = C,O CZ is a disjoint sum with the C’s of 
suitable arbitrary types. If we turn all the C,‘s into T(Z)-hypergraphs C, by adding 
the necessary number of isolated sources, we obtain two new germs which can be 
composed in parallel to yield C. Each of these germs will be said to be the parallel 
complement of the other. 
5.3. Proposition. Let C#J : C + siC be a germ and assume that there is an arrow 
cp : C + G. Then the solution K generated bJ> C$ is isomorphic to the initial solution G. 
We shall say that such a germ is a neutral germ. 
Proof. Let G be the initial solution, K the solution generated by cp, and 
(.%[ T(E)], n), ( FI [ C], &) the corresponding colimiting cocones, with g : G + K 
the unique arrow defined by initiality. 
By composition, we define a cocone (9;[ C], cp 0 (i-1) with vertex G over the 
w-diagram whose w-limit is K. By universality of the w-limit, this defines a unique 
arrow h : K + G. Since there is a unique arrow g: G + K as well, G and K are 
isomorphic. q 
Note that if C is finite, the existence of cp and the algebroidality of the category 
entails that of an arrow (pp: C + Sf[~(x)] for some integer p, which shows that it 
is effectively possible to test whether the germ is neutral hence whether G and K 
are isomorphic. This proposition justifies the last example of the previous section 
and may be understood unformally as stating that the resolution process will send 
C to infinity. 
5.4. Neutral and active component 
Let 4 : C + .F& be a germ for 2 and let us consider the diagram tiZ : C, + 9&‘, 
in the category (C(I)l.FA) where the C,‘s are subhypergraphs of C (assuming a 
suitable indexing is given). The colimit 4”: C” + 9&’ of this diagram will be called 
the neutral component of 4 : C + SIC, while its parallel complement 4!: C!+ slC! 
will be called the active component of C$ : C + sZC. 
Proposition 5.3 shows that all the neutral germs generate the same solution- 
namely the initial one-or in other words, that we can study germs “up to their 
neutral component”, hence restrict ourselves to the characterization of active germs. 
Let us first define a new system of equations associated with 2. 
5.5. Definition. Let G be a n-hypergraph with unknowns {x,, . . , x,}. The branching 
hypergraph 6&(G) is the n-hypergraph which has a hyperedge labelled by x, for 
each occurrence of x, in G having a source as a vertex and as vertices the vertices 
of these hyperedges and the sources. 
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Let 2 =(x, =X,, . . . , x, = En) be a system of regular equations. The sysfem of 
branching equations associated with 2 is the system 
S*(X) = (x, = 934 2,). . . ) x, = 9% Z,,). 
The following result is a direct consequence of the definitions. 
5.6. Lemma, Any active germ for 2 is a solution of 2&(E). 
5.7. Examples. The branching system of equation (X4) shown in Fig. 11 is: 
l ,5e2 = 0, Z-e, %z(C4) 
of which C, is clearly a solution while D is not. C, which is a germ of %(X4), is 
the active component of C3 and C,, while Cz is the neutral component of C, 
(see Fig. 11). 
Figure 13 shows another example together with its branching equation. This 
equation has exactly two solutions: the initial 2-hypergraph l , -+ l 2 and the one 
vertex hypergraph l ,,Z . This gives rise to two distinct I-connected solution, the 
initial one G and the solution obtained by identifying any occurrences of the sources 
in G. 
BoL.Ei) l 1 u 0 =. 
2 1.2’ 
Fig. 13. 
The results of the preceding sections can be combined in the following theorem. 
5.8. Theorem. The general solution of a system 2 of recursive equations is the disjoint 
union of a ~-connected solution and a 0-hypergraph which is a solution of the shadow 
system .YL(I). Any I-connected solution is generated by an active source-connected 
germ 4 : C + .9,& where C is a solution of the branching system %‘~(I). Zf two germs 
generate the same solution then they are isomorphic up to the parallel composition of 
a neutral germ. 
The situation of the second case of Theorem 5.8 is quite general and will happen 
whenever a hypergraph has two sources on a single vertex. This leads to the following 
definition. 
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5.9. Definition. A hypergraph is source-separated if its sources are pairwise distinct. 
A system is source-separated if its r.h.s. are. 
5.10. Proposition. Let 1 be a source-separated system. Then: 
(i) if no unknown has a source vertex as a vertex, the system has a unique 
~-connected solution; 
(ii) if2 is a system of proper regular equations, it has a unique I -connected solution 
if and only if all the components of its initial solution have a jnite degree. 
Proof. (i) is a direct consequence of Theorem 5.8, since it implies that the branching 
system has the initial object as r.h.s. 
(ii) A system has several nonisomorphic I-connected solutions if and only if it 
has a nontrivial branching system. Let 4 : C + 9;C be an active germ and let i be 
any item of C directly connected to a source. The existence of 4 follows from the 
fact that any application of 9x creates a new copy of i directly linked to the same 
source. This shows that any noninitial solution has at least one source with infinite 
degree. 0 
A simple example (see Fig. 14) will make this clear. Consider the equation (X6) 
and the germ H. Its image under .Y+_ c-r is SL (H) and a new iteration of SI clearly 
yields the hypergraph 9: (H) and further iteration will increase the degree of the 
first source. This explains the terminology “branching system” that we have adopted. 
(16) 0 y--o = 040 
2 
T 
2 
” 
0 
1 
c 
0 
1 
YE(H) = l *a_,* 
1‘ 2 
Fig. 14. 
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5.10. Remark. A similar unicity result has been given in [ 11, Prop. 2.91, under some 
slightly more restrictive conditions, and using very different proof techniques. 
Following [ll], we shall say that two items i and i’ are internally connected if there 
is from i to i’ which does not contain any source, and that a system is separated if 
its r.h.s. hypergraphs all have distinct sources and if all their unknown labelled 
hyperedges have pairwise distinct vertices. 
The result from [l l] states that if 1 is a separated system, any solution of 1 
whose components are separated, internally-connected hypergraph is isomorphic 
to the initial solution. 
This is a consequence of Theorem 5.8, since restricting to separated, internally 
connected components prevents from considering any nonneutral germ. 
6. Context-free graphs 
6.1. Introduction 
In [15], Muller and Schupp have defined context-free graphs to be the graphs 
having a distinguished source, locally finite degree and a finite number of nonisomor- 
phic ends (which turn out to be Cayley graphs of context-free groups, see e.g. [6]) 
and shown that they are the graphs of transitions of push-down automata. Moreover, 
they show that the monadic second order theory (see [ 131, [ 121 or [ 171 for definitions) 
of such a graph is decidable. 
In this section, we shall prove that context-free graphs are equational (in a 
restricted sense that we call MS-equational), hence that the decidability of their 
monadic second order theory is a consequence of a more general result concerning 
equational graphs proved by Courcelle [ll, 121. 
We shall first describe very quickly these context-free graphs in our formalism, 
referring the reader to [ 151 or [6] for any further detail. In this section, A will be 
a finite alphabet with letters of rank 2 and X will denote a countable alphabet of 
unknown of arbitrary arities. Since the letters of A are of type two, we shall drop 
the prefix hyper and simply talk of graphs. 
6.2. Dejinitions 
6.2.1. 
A connected l-graph over a finite alphabet A is a jnitely generated graph if its 
degree is uniformly bounded by some integer b. 
We now give a restricted definition of “equational”, that we shall use in the rest 
of this section. 
A connected l-graph is MS-equational if it is a component of the initial solution 
of a system of regular equations on finitely generated graphs (with no restrictions 
on the type of the unknowns). Without loss of generality, it will be supposed to be 
the first component of such a solution. 
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It follows then from Section 5 that a necessary and sufficient condition for a 
graph to be MS-equational is that the first equation of the corresponding system is 
of type 1 and that none of its unknown has a vertex which is a source. 
6.2.2. Remark. Every n-graph can be canonically embedded within a l-graph by 
gluing its sources to the sources (2,. . . , n + 1) of the “source-tupling” l-graph shown 
on Fig. 15 (with some special symbol c which does not belong to the alphabet). 
Moreover, we need not really restrict (as in [ 151) to ordinary graphs but we might 
consider hypergraphs as well, provided they are conveniently coded as binary graphs 
(see [lo] for such a coding). This transformation will not be done here. 
Fig. 15. 
6.2.3. 
Let G be a graph with source uO. For any vertex ~1 of G, let lzil be the length of 
a shortest path from v0 to u, and G (‘I the subgraph of G consisting of all the vertices 
and edges of G which are connected to v0 by a path of length less than n. 
If ZI E G and 1 u/ = n, G,(v) is the connected component of G - G’“’ which contains 
U. A frontier point of G,(v) is some u E G,(u) such that JuI = n. A,(v) is the set of 
frontier points, #A,(v) < +oo. 
Let u, v E G. An end-isomorphism between G(u) and G(u) is an isomorphism of 
type n (an isomorphism in the category cS(Yz(A), i.e., which does not necessarily 
respect the order of the sources), where n = #A(u) = #A(v), and where G,(u) and 
G,(v) are considered as sourced graphs whose sources are their frontier points. 
A finitely generated graph G is context free if the number of equivalence classes 
of the G(v) with respect to end-isomorphisms is finite. 
6.3. Theorem. A (finitely generated) context-free graph is MS-equational. 
Proof. Let G be a context-free graph and let r = {r,, r,, . . , f,} be the set of 
end-isomorphism classes with r, = [G(Q)] = G. 
Let U={x,,,x ,,..., xN} be a set of variables with ranks 7(x0) = 1 and T(x;) = 
#F(rj) for i2 1, where #F(ri) = #A(u) for some vertex u such that [G(u)] = ri 
(we shall identify an equivalence class with one of its representants). 
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Let us now consider the trivial system of generalized equations with a unique 
solution 
x0= r”, 
1; X -TN, N- 
which we shall transform into a regular system. 
Since G, = G - G (” is a union of a finite number of disjoint copies of some of 
the r,, its frontier in G is a disjoint union of a finite number of sets of the form A(u). 
Let u be a frontier point of G, , A,( U) = {z+ , . . . , uk}, and let i E [N] be such that 
C = [G,(u)]. 
We set H,, = G(“CJxi, where @ denotes the derived operator which glues G”’ 
and a k-hyperedge labelled by xi along the vertices v,, . , vk. In a finite number 
of steps, we shall be able to build a l-graph Ho(xo, . . , xN) such that G = H,(T,/x,). 
Hence, G is the first component of the unique solution of the following system: 
Xo= Ho(xo,. . . txN), 
Xl =r,, 
1: X N'=rN. 
Now let F be any component of G, and let us assume that [F] = I;, i.e., that F 
is a solution of the equation x, = r, for some j E [N]. We set F’” = G’“‘n F and 
F = F-F”‘. The same process defines a graph Hk(xo, . . . L , xN) such that F = 
H,(T,/x,). Hence, the pair (G, F) (or equivalently (To, r,)) is part of a solution 
of the system (two equations of which are regular): 
Xo = HO(XO, . . . , xN 1, 
X,=r,, 
I 
Xk = K(X,,, . . . > xN), 
X - rN. N- 
Since there is only a finite number of end-isomorphism classes, each one will be 
met at a finite distance from the source zr,. Therefore, in a finite number of steps, 
the original system will be transformed into a system of regular equations 
Xo = J%(x,,, . . . , xN ), 
1: 
XI = Hk(Xo,. . . , xN), 
X -HN(XIJ,...,XN). N- 
having r={G=I’,,,r ,,..., r,} as its unique I-connected solution 
This concludes the proof. 0 
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6.4. Remark. The converse of this theorem (namely that any MS-equational graph 
is context free) can be proved using very different tools whose description would 
lead us much too far away from the main topics of this paper (Courcelle, private 
communication). A similar result has been shown in Caucal [7], using a different 
formalism. Namely, it is shown there that a graph is context free iff it is a locally 
finite pattern graph with one root, iff it is a graph of suffix rewriting. The reader is 
referred to [7] for more details. 
7. Conclusion 
In the two parts of this work, we have developed several tools which enable us 
to study infinite (directed edge-labelled) hypergraphs: 
- on their own, 
_ as limits of sequences of finite graphs, 
_ as denotations of some algebraic expressions, 
- as solutions of systems of equations (either on hypergraphs or on expressions). 
A number of issues concerning infinite hypergraphs and/or systems of equations 
may be raised which remain open and are presently being investigated, among which: 
- characterization of all w-continuous endofunctors of the category of hypergraphs, 
which give rise to fixpoints: at the moment, only constant functors and derived 
operators are known to be w-continuous; 
_ study of more general systems of equations of the form F[x] = G[x] where 
F and G are arbitrary functors (that might involve some form of unification) 
and of recursively defined functions/functors on recursively defined objects 
(Section 2.7); 
_ description of the most genera1 setting in which similar results may be obtained: 
most of our results use abstract properties of categories and many-sorted magmas 
rather than specific properties of hypergraphs. 
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