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Abstract
We described in [7] a monoid bG acting on the integrable highest weight modules of a
symmetrizable Kac-Moody algebra. It has similar structural properties as a reductive
algebraic monoid with unit group a Kac-Moody group G. Now we find natural extensions
of the action of the Kac-Moody group G on its building Ω to actions of the monoid bG on
Ω. These extensions are partly motivated by representation theory and the combinatorics
of the faces of the Tits cone.
Mathematics Subject Classification 2000: 20E42
Introduction
The face monoid Ĝ is an infinite-dimensional algebraic monoid. It has been obtained in [7] by a
Tannaka reconstruction from categories determined by the integrable highest weight represen-
tations of a symmetrizable Kac-Moody algebra. Compare also [13], [14]. By its construction
and by the involved categories it is a very natural object. Its Zariski open dense unit group G
coincides, up to a slightly extended maximal torus, with the special Kac-Moody group defined
representation theoretically in [3].
The face monoid is a purely infinite-dimensional phenomenon, quite unexpected. In the
classical case, i.e., if you take a semisimple Lie algebra for the symmetrizable Kac-Moody
algebra, it coincides with a semisimple simply connected algebraic group. Put in another way,
there seem to exist fundamentally different infinite-dimensional generalizations of a semisimple
simply connected algebraic group.
The results obtained in [7], [8], [9] and [10] show that the face monoid Ĝ has similar
structural and algebraic geometric properties as a reductive algebraic monoid, e.g., the monoid
of (n×n)-matrices. The face monoid Ĝ is the first example of an infinite-dimensional reductive
algebraic monoid. Actually, it is is particular. The investigation of the conjugagy classes in [11]
will show, that the relation between the face monoid Ĝ and its unit group G, the Kac-Moody
group, is much closer than for a general reductive algebraic monoid.
∗Supported by the Deutsche Forschungsgemeinschaft, and by the Marie Curie Research Training Network
“Liegrits” of the European Community, MRTN-CT-2003-505078.
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Obviously, there is the following question: Does the face monoid Ĝ fit in some way into the
building geometric theory of the Kac-Moody group G?
In this article we investigate how to extend the action of the Kac-Moody group G on its
building Ω in a natural way to actions of the monoid Ĝ on Ω. For the article all the background
from representation theory is not needed. We only use the algebraic properties of the monoid
Ĝ, which in the end reduce to basic group-theoretical properties of the Kac-Moody group G
and properties of the faces of the Tits cone X . Note that we use the term ”face” for a face of
the convex cone X in the sense of convex geometry. The structure of Ĝ and the properties of
the faces of the Tits cone X are explained briefly to make the article easy to read.
To describe roughly how we extend the action of the Kac-Moody group G on its building Ω
to actions of the face monoid Ĝ on Ω, note the following property: For the face monoid Ĝ an
infinite Renner monoid Ŵ plays the same role as the Weyl group W does for the Kac-Moody
group G. For example, there are Bruhat and Birkhoff decompositions of Ĝ, similar as for G,
but the Weyl group W replaced by the monoid Ŵ . The monoid Ŵ can be easily constructed
from the Weyl groupW and the face lattice of the Tits cone X . In particular, the Weyl group
W is the unit group of Ŵ .
Now the building Ω associated to the Kac-Moody group G is covered by certain subcom-
plexes, the apartments, which are isomorphic to the Coxeter complex C associated to the Weyl
group W . This connects the action of G on Ω and the action of W on C. We call an action of
Ĝ on Ω, which extends the action of G, and an action of Ŵ on C, which extends the action of
W , compatible if there holds a similar connection.
We show the following beautiful theorem: For an action of Ŵ on C, extending the action
of W , satisfying certain necessary and sufficient conditions, there exists a uniquely determined
compatible action of Ĝ on Ω. Every action of Ĝ on Ω, which extends the action of G, is
obtained in this way. Furthermore, the action of Ĝ preserves the natural order on Ω if and
only if the action of Ŵ preserves the natural order on C.
An action of Ŵ on C, extending the action of W, can be found in a natural way by
representation theory. Furthermore, there exists (a unique) compatible action of Ĝ on Ω.
Unfortunately, these actions don’t preserve the natural order on C resp. Ω. For this reason we
call these actions the bad actions for short.
We then look for modifications of the bad actions which avoid this defect. We call such
actions good actions. Unexpectedly, we find not only one but two good actions of Ŵ on the
Coxeter complex C, for which there exist (uniquely determined) compatible good actions of Ĝ
on Ω. To do this, we use the geometry of the Tits cone X , and the geometry of a modified
Tits cone X∨Loo constructed by E. Looijenga. In a subsequent paper [12] we give an interesting
algebraic geometric model for one of the good actions of Ĝ on Ω.
Some results which we obtain to carry out our investigations are important for itself. We
give explicit descriptions of the lattice join and lattice intersection of the faces of the Tits
cone. This leads to an elegant explicit description for the multiplication of two elements of the
face monoid Ĝ. It also leads to a variant of a monoid theoretical construction of Ĝ, which is
partly based on the root groups data system of G. All three things have been missing in [7].
Furthermore, we find Levi decompositions of the parabolic submonoids of Ĝ.
It remains open to determine all good actions of the face monoid Ĝ. Maybe these actions
can be useful to find a building geometrical interpretation of Ĝ.
By its representation theoretic construction, the unit group of the face monoid Ĝ is a
Kac-Moody group associated to a special Kac-Moody root datum. The monoid theoretical
construction of Ĝ just mentioned may be very useful to find the correct definition of a face
monoid whose unit group is a Kac-Moody group associated to a general Kac-Moody root
datum. It remains open to investigate and work out this case.
2
1 Preliminaries
For our notation on Kac-Moody algebras and Kac-Moody groups we refer to [7], Chapter 1,
Preliminaries, or to [8], Section 1, Preliminaries. We work here with a Kac-Moody group G
over a field F of characteristic zero whose derived group G′ coincides with the special Kac-
Moody group defined and investigated by V. Kac and D. Peterson in [3]. For our notation on
convex cones and their faces we refer to [7], Chapter 1, Preliminaries.
2 The face lattice of the Tits cone
Recall that X =WC denotes the dual Tits cone in the real linear space h∗
R
. It can be obtained
by applying the Weyl group W to the closed fundamental chamber C := {λ ∈ h∗
R
| λ(hi) ≥
0 for all i ∈ I}. Set C := {λ ∈ h∗
R
| λ(hi) > 0 for all i ∈ I}. For J ⊆ I we call
FJ := {λ ∈ h
∗
R
| λ(hi) = 0 for i ∈ J, λ(hi) > 0 for i ∈ I \ J},
F J := {λ ∈ h
∗
R
| λ(hi) = 0 for i ∈ J, λ(hi) ≥ 0 for i ∈ I \ J}
the open resp. closed facet of C of type J . By applying the elements of the Weyl group W
to these facets, we get the open resp. closed facets of X of type J . We do not call these sets
”faces”, which is more common in the literature, because we use ”face” in a different meaning.
By a face of the Tits cone X we mean a face of the convex cone X in the sense of convex
geometry. Denote the set of faces of the Tits cone X by Fa(X). Order Fa(X) partially by the
inclusion of faces, and equip it with the corresponding complete lattice structure. The action
of the Weyl group W on the Tits cone X induces an action of W on the partially ordered set
of faces Fa(X) resp. on the face lattice Fa(X) of X .
In this section we collect from the literature a description of the W-action on Fa(X), and
a description of the partially ordered set Fa(X), which are both important for this article. As
new results, also important for the following sections, we obtain explicit descriptions of the
lattice operations of Fa(X). In addition, we describe the intersections of the faces of the Tits
cone with the closed facets of the Tits cone explicitely.
The following theorem and its corollary describe the set of faces Fa(X) of X as well as the
W-action on Fa(X). These results are mainly a summary of some theorems of E. Looijenga in
[6] and P. Slodowy in [16]. For detailed references please compare Section 2.1 of [7].
To state the theorem and its corollary some definitions are useful. For ∅ 6= Θ ⊆ I we denote
by Θ0, respectively Θ∞ the set of indices which correspond to the sum of the components of the
generalized Cartan submatrix AΘ of finite, respectively non-finite type. We set ∅0 := ∅∞ := ∅.
For a face R of the Tits cone X we denote by ri(R) its relative interior.
Definition 2.1 A subset Θ ⊆ I is called special if Θ = Θ∞. A face R of X is called special if
ri(R) ∩ C 6= ∅.
For J ⊆ I set J⊥ := { i ∈ I | aij = 0 for all j ∈ J }.
Theorem 2.2 Let Θ be a special subset of I. Then
R(Θ) :=WΘ⊥FΘ (1)
is a special face of X. Its relative interior is given by
ri (R(Θ)) =WΘ⊥
⋃
J⊆Θ⊥ , J=J0
FΘ∪J . (2)
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The linear hull of R(Θ) is given by
span(R(Θ)) = { λ ∈ h∗
R
| λ(hi) = 0 for all i ∈ Θ } . (3)
In particular, R(Θ) = X ∩ span(R(Θ)) = { λ ∈ X | λ(hi) = 0 for all i ∈ Θ }.
The W-stabilizers of R(Θ), pointwise and as a whole, are:
ZW(R(Θ)) := { σ ∈ W | σλ = λ for all λ ∈ R(Θ) } =WΘ. (4)
NW(R(Θ)) := { σ ∈ W | σR(Θ) = R(Θ) } =WΘ∪Θ⊥ . (5)
From this Theorem follows easily:
Corollary 2.3 (a) We get a bijective map from the special sets of I to the special faces of X
by assigning to the special set Θ the special face R(Θ).
(b) Every W-orbit of Fa(X) contains exactly one special face of X.
By part (b) of the last corollary, every face R can be parametrized in the form R = σR(Θ)
with σ ∈ W , and with a uniquely determined special set Θ, which we call the type of R. The
element σ is uniquely determined, if we restrict to the minimal coset representativesWΘ∪Θ
⊥
of
W/WΘ∪Θ⊥ . The next theorem shows how to express the inclusion and the lattice operations
by this parametrization. The equivalence of part (a) has already been given as Proposition 2.5
of [7]. Part (b) is new.
To state this theorem define a function red :W → I in the following way: Set red (1) := ∅.
If σ ∈ W \ {1} and σi1 · · ·σik is a reduced expression for σ with simple reflections σi1 , . . . , σik
corresponding to i1, . . . , ik ∈ I set
red (σ) := {i1, . . . , ik} ⊆ I.
The function red is well defined, because this subset of I is independent of the chosen reduced
expression by a result of J. Tits, compare for example Theorem 2.11 of [15]. Denote by ≤ the
Bruhat order onW. The function red is order preserving, i.e., σ ≤ σ˜ implies red (σ) ⊆ red (σ˜),
σ, σ˜ ∈ W .
Recall the following convention to cut short many formulas: We often identify in the obvious
way the set of indices I with the set of simple roots.
For the theorem note also that the lattice intersection of two faces coincides with the set
theoretical intersection of the faces.
Theorem 2.4 (a) Let σ, σ′ ∈ W, Θ,Θ′ be special. Then:
σ′R(Θ′) ⊆ σR(Θ) ⇐⇒ Θ′ ⊇ Θ and σ−1σ′ ∈ WΘ⊥WΘ′ . (6)
Different faces of X of the same type are not comparable by ⊆.
(b) Let τ ∈ Θ1∪Θ
⊥
1 WΘ2∪Θ
⊥
2 , Θ1,Θ2 be special. Then
R(Θ1) ∩ τR(Θ2) = R(Θ1 ∪Θ2 ∪ red (τ)), (7)
R(Θ1) ∨ τR(Θ2) = R((Θ1 ∩ τΘ2)
∞). (8)
Remark 2.5 The lattice intersection and lattice join of two arbitrary faces can be reduced
easily to the formulas (7), (8). Use the formulas for the stabilizers of the special faces.
In particular, the following slightly more general formulas than (7) and (8) hold: Let τ ∈
Θ⊥1 WΘ
⊥
2 , Θ1,Θ2 be special. Then
R(Θ1) ∩ τR(Θ2) = R(Θ1 ∪Θ2 ∪ red (τ)).
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Let τ ∈ Θ1WΘ2 , Θ1,Θ2 be special. Then
R(Θ1) ∨ τR(Θ2) = R((Θ1 ∩ τΘ2)
∞).
Proof: The equivalence of part (a) has been given in Proposition 2.5 of [7]. From this equiv-
alence and formula (5) follows immediately that different faces of the same type are not com-
parable.
We now prove formula (7) of part (b): We first show that the set
Θ := Θ1 ∪Θ2 ∪ red (τ) (9)
is a special subset of I. Obviously, τ ∈ WΘ by the definition of Θ. Decompose τ in the form
τ = τ∞τ0 with τ∞ ∈ WΘ∞ , τ0 ∈ WΘ0 . The sets Θ
∞ and Θ0 consist of connected components
of Θ. Thus Θ0 ⊆ (Θ∞)⊥. Furthermore, Θ2 ⊆ Θ implies Θ2 ⊆ Θ∞, which in turn implies
(Θ2)
⊥ ⊇ (Θ∞)⊥. Therefore,
WΘ1∪Θ⊥1 τWΘ2∪Θ⊥2 =WΘ1∪Θ⊥1 τ∞τ0WΘ2∪Θ⊥2 =WΘ1∪Θ⊥1 τ∞WΘ2∪Θ⊥2 .
Since τ is an element of minimal length in this double coset we get l(τ∞) ≥ l(τ) = l(τ∞)+ l(τ0).
This implies l(τ0) = 0. Therefore, τ0 = 1 and τ = τ∞. Because of Θ1 ⊆ Θ∞, Θ2 ⊆ Θ∞, and
red (τ) ⊆ Θ∞ we get
Θ∞ ⊆ Θ = Θ1 ∪Θ2 ∪ red (τ) ⊆ Θ1 ∪Θ2 ∪Θ
∞ = Θ∞,
which shows that Θ is special.
The intersection of the faces R(Θ1) and τR(Θ2) is again a face of X , i.e., R(Θ1)∩τR(Θ2) =
ηR(J) for some η ∈ W and some J ⊆ I special. By part (a) we find
J ⊇ Θ1 ∪Θ2 and η ∈ WΘ⊥1 WJ , τ
−1η ∈ WΘ⊥2 WJ .
It follows τ ∈ WΘ⊥1 WJWΘ⊥2 . Therefore, there exists an element
x ∈ WJ ∩WΘ⊥1 τWΘ⊥2 ⊆ WΘ1∪Θ⊥1 τWΘ2∪Θ⊥2 .
Since τ is a minimal double coset representative we have τ ≤ x. Therefore red (τ) ⊆ red (x) ⊆
J . Because of Θ1 ∪Θ2 ⊆ J it follows Θ ⊆ J .
Only by definition (9) and part (a) we get R(Θ) ⊆ R(Θ1) ∩ τR(Θ2) = ηR(J) immediately.
Applying (a) once more shows the reverse inclusion Θ ⊇ J .
It follows R(Θ) ⊆ ηR(Θ) = R(Θ1) ∩ τR(Θ2), which implies R(Θ) = ηR(Θ) = R(Θ1) ∩
τR(Θ2) by part (a).
Finally, we prove formula (8) of part (b): We first show the inclusion
R(Θ1) ∨ τR(Θ2) ⊆ R((Θ1 ∩ τΘ2)
∞). (10)
Obviously, (Θ1 ∩ τΘ2)∞ ⊆ Θ1. It follows R((Θ1 ∩ τΘ2)∞) ⊇ R(Θ1). Now let λ ∈ τR(Θ2).
Then it holds
0 = (τ−1λ)(hi) = λ(τhi) = λ(hταi) for all i ∈ Θ2.
In particular, λ(hi) = 0 for all i ∈ Θ1 ∩ τΘ2. Therefore, we get τR(Θ2) ⊆ R((Θ1 ∩ τΘ2)∞).
The join of the faces R(Θ1) and τR(Θ2) is a face, i.e., R(Θ1) ∨ τR(Θ2) = ηR(J) for some
η ∈ W and some J ⊆ I special. By part (a) we get
J ⊆ Θ1 ∩Θ2 and η ∈ WΘ1WJ⊥ , τ
−1η ∈ WΘ2WJ⊥ .
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It follows τ ∈ WΘ1WJ⊥WΘ2 . Therefore, there exists an element
x ∈ WJ⊥ ∩WΘ1τWΘ2 ⊆ WJ⊥ ∩WΘ1∪Θ⊥1 τWΘ2∪Θ⊥2 .
Since τ is a minimal double coset representative we have τ ≤ x. This implies red (τ) ⊆ red (x) ⊆
J⊥. Therefore, τJ = J . It follows J ⊆ Θ1 ∩ τΘ2. Since J is special we get J ⊆ (Θ1 ∩ τΘ2)∞,
from which follows by part (a)
ηR((Θ1 ∩ τΘ2)
∞) ⊆ ηR(J) = R(Θ1) ∨ τR(Θ2).
If we use the inclusion (10) and part (a) once more we getR(Θ1)∩τR(Θ2) = R((Θ1∩τΘ2)
∞). 
Later, we also need the following proposition, stated as Proposition 2.7 of [7]. It shows how
the face lattice of the Tits cone XAJ associated to a generalized Cartan submatrix AJ of the
generalized Cartan matrix A can be found as a sublattice the face lattice of the Tits cone X
associated to A.
Proposition 2.6 Let ∅ 6= J ⊆ I. Identify the Coxeter group W(AJ ) with the parabolic sub-
group WJ of W. We get an embedding of lattices
ΥJ : Fa(XAJ ) → Fa(X)
by ΥJ(τRAJ (Θ)) := τR(Θ), where τ ∈ W(AJ ) = WJ , and Θ ⊆ J special. Its image is given
by
Fa(X)J := { R ∈ Fa(X) | R ⊇ R(J
∞) }
= { τR(Θ) | τ ∈ WJ , Θ ⊆ J special }
= { τR(Θ) | τ ∈ WJ∞ , Θ ⊆ J
∞ special } .
To simplify the notation of many formulas we set Fa(X)∅ := {X}.
If R is a face of X and F is a closed facet of X , then R∩F is a face of F . Therefore, R∩F
is also a closed facet of X . Explicitely, we have the following Theorem:
Theorem 2.7 Let Θ be special subset of I, and J ⊆ I. Let σ ∈ Θ∪Θ
⊥
WJ . Then
R(Θ) ∩ σF J = FΘ∪J∪ red(σ).
Remark 2.8 The formula for the intersection of an arbitrary face with an arbitrary facet can
be derived easily form this formula. Use the formulas for the stabilizers of the special faces and
of the closed facets as a whole.
Proof: Note first that FΘ∪J∪ red(σ) = σFΘ∪J∪ red(σ). Since R(Θ) = WΘ⊥FΘ ⊇ FΘ∪J∪ red(σ)
and F J ⊇ FΘ∪J∪ red(σ) the inclusion “⊇” of the Theorem follows immediately. We now show
the reverse inclusion “⊆”. The intersection of R(Θ) and σF J is a face of σFJ , i.e.,
R(Θ) ∩ σF J = σFL
for some L ⊇ J . The inclusion σFL ⊆ R(Θ) = WΘ⊥FΘ implies Θ ⊆ L and σFL ⊆ WΘ⊥FL,
from which in turn follows
σ ∈ WΘ⊥WL =WΘ⊥
Θ⊥∩L(WL). (11)
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Furthermore,
Θ⊥∩L(WL) ⊆
Θ⊥W , (12)
which can be seen as follows. Let τ ∈ Θ
⊥∩L(WL). If i ∈ Θ⊥ ∩ L then trivially ταi ∈ ∆+re. If
i ∈ Θ⊥ \ L then
ταi = αi + a linear combination in the elements αl, l ∈ L,
from which follows ταi ∈ ∆+re.
Because of σ ∈ Θ∪Θ
⊥
WJ ⊆ Θ∪Θ
⊥
W ⊆ Θ
⊥
W, from (11) and (12) follows σ ∈ Θ
⊥∩L(WL).
In particular, red (σ) ⊆ L.
Collecting the inclusions J ⊆ L, Θ ⊆ L, and red (σ) ⊆ L we find Θ∪ J ∪ red (σ) ⊆ L, from
which follows
R(Θ) ∩ σF J = σFL ⊆ σFΘ∪J∪ red(σ) = FΘ∪J∪ red(σ).

3 The face monoid Ĝ associated to a Kac-Moody group
G, and the face monoid Ŵ associated to its Weyl group
W
The face monoid Ĝ of [7] is a very natural infinite-dimensional algebraic monoid. It has similar
properties as a reductive algebraic monoid. Its unit group G coincides, up to a slightly extended
maximal torus, with the special Kac-Moody group defined representation theoretically in [3].
Therefore, we call Ĝ the face monoid associated to the Kac-Moody group G. This monoid is a
purely non-classical phenomenon. In the classical case, i.e., G a semisimple simply connected
algebraic group, Ĝ coincides with G itself. In this section we review the algebraic properties
of Ĝ which are used later. As new results we obtain an elegant explicit description for the
multiplication of two elements of Ĝ and a version of a monoid theoretical construction of Ĝ.
The face monoid Ĝ can be defined quickly as follows: Recall that we denote by P a weight
lattice, by P+ the dominant weights of P . Recall that L(Λ) denotes an irreducible highest
weight module of highest weight Λ, and P (Λ) its set of weights. Now the Kac-Moody group
G acts faithfully on
⊕
Λ∈P+ L(Λ). Identify G with the corresponding subgroup of the monoid
End(
⊕
Λ∈P+ L(Λ)) of linear endomorphisms of
⊕
Λ∈P+ L(Λ). For every face R of the Tits
cone X we get a projection e(R) ∈ End(
⊕
Λ∈P+ L(Λ)) by
e(R)vλ :=
{
vλ if λ ∈ R
0 else
, where vλ ∈ L(Λ)λ, λ ∈ P (Λ), Λ ∈ P
+. (13)
The face monoid Ĝ is the submonoid of End(
⊕
Λ∈P+ L(Λ)) generated by the Kac-Moody group
G and the elements e(R), R a face of the Tits cone X .
This is a quick definition of Ĝ. It looks a bit strange because Ĝ is defined in an ad hoc way
as a submonoid of this very big monoid End(
⊕
Λ∈P+ L(Λ)). In [7] we obtained Ĝ by a Tannaka
reconstruction. Roughly, this shows that Ĝ is the smallest monoid acting ”reasonably” on the
irreducible highest weight modules L(Λ), Λ ∈ P+, compatible with their integrable duals.
The following theorem gives the G × G-orbit decomposition of Ĝ. In addition, it gives
an elegant algebraic description of the monoid Ĝ. Part (a) and (b) have been given in [7]
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as Proposition 2.31 and Theorem 2.20 (a). The explicit formula for the multiplication of two
elements of Ĝ in part (c) is new.
To state the theorem we first introduce some notation. Let Θ be special. Because of the
Levi decomposition
PΘ∪Θ⊥ = LΘ∪Θ⊥ ⋉ U
Θ∪Θ⊥ ,
and the decomposition
LΘ∪Θ⊥ = (GΘ ×GΘ⊥)⋊ T
Θ∪Θ⊥ , where TΘ∪Θ
⊥
:= TI\(Θ∪Θ⊥)Trest,
we get the decompositions
PΘ∪Θ⊥ =
(
GΘ⊥ ⋊ T
Θ∪Θ⊥
)
⋉
(
GΘ ⋉ U
Θ∪Θ⊥
)
,
(PΘ∪Θ⊥)
−
=
(
(UΘ∪Θ
⊥
)− ⋊GΘ
)
⋊
(
GΘ⊥ ⋊ T
Θ∪Θ⊥
)
.
The projections belonging to these semidirect products are denoted by
pΘ := p
+
Θ : PΘ∪Θ⊥ → GΘ⊥ ⋊ T
Θ∪Θ⊥ ,
p−Θ : (PΘ∪Θ⊥)
− → GΘ⊥ ⋊ T
Θ∪Θ⊥ .
Denote by ˜ : W → N the cross section of the canonical map from N to W defined by
1˜ = 1, σ˜i = ni, i ∈ I, and σ˜τ = σ˜τ˜ if l(στ) = l(σ) + l(τ), σ, τ ∈ W .
Theorem 3.1 (a) We have
Ĝ =
⋃˙
Θ special
Ge(R(Θ))G.
(b) Let g1, g2, h1, h2 ∈ G, and let Θ1, Θ2 be special. The following statements are equivalent:
(i) g1e(R(Θ1))h1 = g2e(R(Θ2))h2.
(ii) Θ2 = Θ1 and (g2)
−1g1 ∈ PΘ1∪Θ⊥1 , h2(h1)
−1 ∈
(
PΘ1∪Θ⊥1
)−
with pΘ1((g2)
−1g1) =
p−Θ1(h2(h1)
−1).
(c) Let g1, g2, h1, h2 ∈ G, and let Θ1, Θ2 be special. Consider the elements g1e(R(Θ1))h1,
g2e(R(Θ2))h2. By the generalized Birkhoff decomposition write h1g2 in the form
h1g2 = a1σ˜a2
where a1 ∈ P
−
Θ1∪Θ⊥1
, a2 ∈ PΘ2∪Θ⊥2 , and σ ∈
Θ1∪Θ
⊥
1 WΘ2∪Θ
⊥
2 . Then
g1e(R(Θ1))h1 g2e(R(Θ2))h2 = g1p
−
Θ1
(a1) e(R(Θ1 ∪Θ2 ∪ red (σ)) ) pΘ2(a2)h2.
Proof: It remains to show (c). By applying two times part (b) we find
g1e(R(Θ1))h1g2e(R(Θ2))h2 = g1e(R(Θ1))a1σ˜a2e(R(Θ2))h2
= g1p
−
Θ1
(a1)e(R(Θ1))σ˜e(R(Θ2))pΘ2(a2)h2.
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Now consider the middle part e(R(Θ1))σ˜e(R(Θ2)) of this expression. By Theorem 2.20 (b) of
[7] and by formula (7) for the intersection of two faces in Theorem 2.4 we get
e(R(Θ1))σ˜e(R(Θ2)) = e(R(Θ1) ∩ σR(Θ2))σ˜ = e(R(Θ1 ∪Θ2 ∪ red (σ)))σ˜.
By (b) the last expression coincides with e(R(Θ1 ∪Θ2 ∪ red (σ))). 
There are also Bruhat and Birkhoff decompositions for Ĝ, which we want to state next.
Denote by N̂ the monoid generated by N and the elements e(R), R a face of the Tits cone X .
We get a congruence relation on N̂ as follows:
n̂ ∼ n̂′ :⇐⇒ n̂T = n̂′T ⇐⇒ n̂′ ∈ n̂T ⇐⇒ n̂ ∈ n̂′T
Denote the monoid N̂/ ∼ by N̂/T . Note that the monoid N̂/T contains the Weyl group
N/T ∼=W .
The following Theorem has been given as Theorem 2.33 in [7].
Theorem 3.2 There are the Bruhat and Birkhoff decompositions
Ĝ =
⋃˙
bw∈ bN/T
BǫŵBδ =
⋃˙
bn∈ bN
U ǫn̂U δ ,
where (ǫ, δ) = (+,+) , (−,−)︸ ︷︷ ︸
Bruhat
, (+,−) , (−,+)︸ ︷︷ ︸
Birkhoff
.
We now want to describe the monoid N̂/T . We do this in two steps. We first define and
describe a monoid Ŵ abstractly, which then identifies with N̂/T .
The Weyl group W acts on the monoid ( Fa(X) , ∩ ). The semidirect product W ⋉ Fa(X)
consists of the set W × Fa(X) with the structure of a monoid given by
(σ,R) · (τ, S) := (στ, τ−1R ∩ S).
It is easy to see that we get a congruence relation on W ⋉ Fa(X) by
(σ,R) ∼ (σ′, R′) :⇐⇒ R = R′ and σ−1σ′ ∈ ZW(R) .
We denote the congruence class of (σ,R) by σε(R).
Definition 3.3 We call the monoid Ŵ := (W ⋉ Fa(X))/ ∼ the face monoid associated to the
Weyl group W. (In [7] it was called Weyl monoid.)
It is easy to check, that we get embeddings of monoids
Fa(X) → Ŵ
R 7→ 1ε(R)
,
W → Ŵ
σ 7→ σε(X)
.
We denote the element 1ε(R) by ε(R), and the image of Fa(X) by E . We denote the element
σε(X) by σ, i.e., we identify the Weyl group W with its image in Ŵ .
The following two Propositions have been given as Proposition 2.24 and 2.25 of [7].
Proposition 3.4 W is the unit group of Ŵ, E is the set of idempotents of Ŵ, and Ŵ is a
unit regular, i.e., Ŵ =W E = E W.
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Proposition 3.5 Ŵ is an inverse monoid. The inverse map inv : Ŵ → Ŵ is given by
(σε(R))inv = ε(R)σ−1 where σ ∈ W , R a face of X.
The group W ×W acts in the obvious way on Ŵ . It is trivial to show:
Proposition 3.6 The W ×W-orbit decomposition of Ŵ is
Ŵ =
⋃˙
Θ special
Wε(R(Θ))W .
Now the following Proposition, which has been given as Proposition 2.30 of [7], relates the
monoid N̂/T and the monoid Ŵ .
Proposition 3.7 The monoid N̂/T is isomorphic to Ŵ by the following map:
κ : Ŵ → N̂/T
σε(R) 7→ σ˜e(R)T
We identify N̂/T with Ŵ by this map.
Next we want to mention some normal forms of the elements of Ŵ and Ĝ adapted to
the W × W-orbit decomposition of Ŵ and the Bruhat decompositions of Ĝ. The following
proposition, which is very easy to check, has been given as a part of Proposition 6 in [9].
Proposition 3.8 Let Θ be special. Let σˆ ∈ Wε(R(Θ))W. It holds:
(I) The element σˆ can be uniquely written in the form
σˆ = σ1ε(R(Θ))σ2 with σ1 ∈ W
Θ, σ2 ∈
Θ∪Θ⊥W.
(II) The element σˆ can be uniquely written in the form
σˆ = σ1ε(R(Θ))σ2 with σ1 ∈ W
Θ∪Θ⊥ , σ2 ∈
ΘW.
We call these forms normal form I and normal form II.
The following theorem is the underlying algebraic part for the description of the Bruhat
cells of Ĝ given in Theorem 14, Part (1), of [9].
Theorem 3.9 Let nˆ ∈ N̂ and gˆ ∈ UnˆU . Let σˆ ∈ Ŵ = N̂/T be the projection of nˆ. Let
σˆ = σ1ε(R(Θ))σ2 be the normal form I of σˆ. The element gˆ can be uniquely written in the
form
gˆ = u1nˆu2 with u1 ∈ U ∩ σ1(U
Θ)−(σ1)
−1, u2 ∈ U ∩ (σ2)
−1UΘσ2.
Furthermore, Uσ1 := U ∩ σ1U
−(σ1)
−1 = U ∩ σ1(UΘ)−(σ1)−1.
Let nˆ ∈ N̂ and gˆ ∈ U−nˆU−. Let σˆ ∈ Ŵ = N̂/T be the projection of nˆ. Let σˆ =
σ1ε(R(Θ))σ2 be the normal form II of σˆ. The element gˆ can be uniquely written in the form
gˆ = u1nˆu2 with u1 ∈ U
− ∩ σ1(U
Θ)−(σ1)
−1, u2 ∈ U
− ∩ (σ2)
−1UΘσ2.
Furthermore, U−(σ2)−1 := U
− ∩ (σ2)−1Uσ2 = U− ∩ (σ2)−1UΘσ2.
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The monoid Ĝ can be obtained abstractly from the Kac-Moody group G and the monoid
(Fa(X),∩). There are three related versions which use:
(i) The root groups data system (Uα)α∈∆re , T .
(ii) Some subgroups of G.
(iii) The projections pΘ, p
∗
Θ, Θ special.
In Theorem 2.34 of [7] only version (i) has been given. You obtain version (ii) resp. (iii) easily.
Replace the formulas (2) of Theorem 2.34 of [7] by the formulas (α), (β), (γ) resp. (δ) of the
proof of this theorem.
Now in Theorem 2.4 (b) the intersection of the faces of the Tits cone X has been re-
duced to the intersection of the special faces of X . This can be used to rewrite Theorem
2.34 of [7] to obtain the monoid Ĝ abstractly from the Kac-Moody group G and the monoid
({ Special sets of I }, ∪), which is isomorphic to the submonoid
Esp := { e(R(Θ)) | Θ a special set of I }
of Ĝ:
Theorem 3.10 Let ∼ be the congruence relation on the free product G ∗ Esp of the monoids
G and Esp generated by the following relations:
(1) For every special set Θ ⊆ I and every t ∈ T : te(R(Θ))t−1 ∼ e(R(Θ)).
(2) For every special set Θ ⊆ I, every x ∈ Uα, α ∈ ∆re:
(a) If α ∈ WΘ∪Θ⊥(Θ ∪Θ
⊥): xe(R(Θ))x−1 ∼ e(R(Θ)).
(b) If α ∈ ∆+re \ (WΘ⊥Θ
⊥) ∪WΘΘ: xe(R(Θ)) ∼ e(R(Θ)).
(c) If α ∈ ∆−re \ (WΘ⊥Θ
⊥) ∪WΘΘ: e(R(Θ))x ∼ e(R(Θ)).
(3) For every special set Θ ⊆ I, Ξ ⊆ I, for every σ ∈ Θ∪Θ
⊥
WΞ∪Ξ
⊥
, for every nσ ∈ N
projecting to σ: e(R(Θ))nσe(R(Ξ))n
−1
σ ∼ e(R(Θ ∪ Ξ ∪ red (σ))).
Then Ĝ is isomorphic in the obvious way to (G ∗ Esp)/ ∼.
Remark 3.11 Because of (2) (a), the congruence in (3) may be replaced by
n−1σ e(R(Θ))nσe(R(Ξ)) ∼ e(R(Θ ∪ Ξ ∪ red (σ))).
Because of (1) and (2) (c), it may also be replaced by
e(R(Θ))σ˜(R(Ξ)) ∼ e(R(Θ ∪ Ξ ∪ red (σ))).
4 Actions of the face monoid Ŵ associated to W on the
Coxeter complex C
The Weyl group W acts naturally on its Coxeter complex C. We first describe an extension
to an action of the face monoid Ŵ , obtained directly by representation theory. Unfortunately,
this action does not fit to the structure of the Coxeter complex C, because it does not preserve
its natural order. We therefore call this action the bad action. At this point one could think
that the face monoid Ŵ does not fit properly to the Coxeter complex C. But this is not the
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case: We show how to modify the bad action to obtain two different order preserving actions
of Ŵ on the Coxeter complex C. Unexpectingly, there exists more than one such action.
To describe the stabilizers of our actions we need the analogues of the parabolic subgroups
of W , the parabolic submonoids of Ŵ, which we treat first. The following proposition can be
proved easily. It has been stated partly as Proposition 4.42 of [7].
Proposition 4.1 For J ⊆ I set EJ := { ε(R) | R ∈ Fa(X)J }. Then
ŴJ :=WJ EJ = EJ WJ
is a submonoid of Ŵ canonically isomorphic to Ŵ(AJ ). In particular, it holds (ŴJ)× =
ŴJ ∩W =WJ . Furthermore, for J, K ⊆ I the following properties are satisfied:
(a) ŴJ ⊆ ŴK if and only if J ⊆ K.
(b) ŴJ ∩ ŴK = ŴJ∩K .
(c) ŴJ and ŴK generate ŴJ∪K as a monoid.
We call ŴJ the standard parabolic submonoid of Ŵ of type J , and every conjugate σŴJσ−1,
σ ∈ W , a parabolic submonoid of Ŵ of type J .
We take as Coxeter complex the set
C := { σWJ | σ ∈ W , J ⊆ I }
partially ordered by the reverse inclusion, i.e., for σ, σ′ ∈ W and J, J ′ ⊆ I,
σWJ ≤ σ
′WJ′ :⇐⇒ σWJ ⊇ σ
′WJ′ .
The Weyl group W acts order preservingly on C by multiplication from the left. We now look
for an extension to an action of the face monoid Ŵ on C.
There is an obvious action of the face monoid Ŵ on the Tits cone X , extending the action
of W. It has been stated without proof, which we add here, as Proposition 2.27 of [7].
Proposition 4.2 The face monoid Ŵ acts faithfully on the Tits cone X by
(σε(R))λ :=
{
σλ if λ ∈ R
0 if λ ∈ X \R
, σε(R) ∈ Ŵ .
The parabolic submonoid ŴJ is the stabilizer of any element of the facet FJ , J ⊆ I.
Proof: The maps on X given by the elements of Ŵ are well defined: If σε(R), σ˜ε(R˜) ∈ Ŵ
such that σε(R) = σ˜ε(R˜) then R = R˜ and σ−1σ˜ ∈ ZW(R). This implies immediately σε(R)λ =
σ˜ε(R˜)λ for all λ ∈ X .
Trivially, 1 = ε(X) acts as identity on X . Now let σε(R), τε(S) ∈ Ŵ. For all λ ∈ X we
find by the definition of the action and by the definition of the multiplication of Ŵ :
σε(R)(τε(S)λ) =
{
στλ if λ ∈ S and τλ ∈ R
0 else
}
=
{
στλ if λ ∈ τ−1R ∩ S
0 else
}
= στε(τ−1R ∩ S)λ = (σε(R)τε(S) )λ.
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Now let σε(R), τε(S) ∈ Ŵ such that σε(R)λ = τε(S)λ for all λ ∈ X . By the definition of
the action this implies R = S and σλ = τλ for all λ ∈ R = S, which by definition is equivalent
to σε(R) = τε(S).
At last we compute the stabilizer of the point λ ∈ FJ , J ⊆ I. Note that FJ ⊆ ri(R(J
∞)) ⊆
R(J∞) by Theorem 2.2. The stabilizer of λ contains WJ because of λ ∈ FJ . The stabilizer
of λ contains EJ because of λ ∈ R(J∞). Therefore, it also contains the parabolic submonoid
ŴJ = EJWJ = WJEJ . Now let σε(R) ∈ Ŵ such that σε(R)λ = λ. By the definition of the
action we find σλ = λ ∈ R. It follows σ ∈ WJ . Because of λ ∈ ri(R(J∞)), it also follows
R(J∞) ⊆ R. Therefore, σε(R) ∈ ŴJ . 
It is very natural to consider this action because it is directly related to representation
theory: Let V be a module used for the Tannaka recponstruction of Ĝ in [7]. In particular, V
is a direct sum of highest weight modules L(Λ), Λ ∈ P+. Let nˆσˆ ∈ N̂ be an element which
projects to σˆ ∈ Ŵ = N̂/T . It is easy to check that
nˆσˆVλ ⊆ Vσˆλ where λ ∈ P (V ) ∪ {0},
use Proposition 3.7 and the definition of e(R) in (13), R a face of the Tits cone.
The set of open facets of the Tits cone X identifies with the Coxeter complex C, identifying
the open facet τFJ of the Tits cone with the element τWJ of the Coxeter complex for all
τ ∈ W , J ⊆ I. The partial order on open facets is the inclusion order of the corresponding
closed facets. The action of the Weyl groupW on the open facets is induced by the the action
of W on the Tits cone X .
Now, the action of the face monoid Ŵ on the Tits cone X , which is given in Proposition 4.2,
induces an action of Ŵ on the open facets. The general situation is described by the following
Lemma, which is trivial to prove:
Lemma 4.3 Let M be a monoid acting on a nonempty set S. Let P be a partition of S with
the property: For every m ∈M and P ∈ P there exists a set P (m) ∈ P such that mP ⊆ P (m).
Then we get an action • of M on P by
m•P := P (m) where m ∈M, P ∈ P .
Specializing to the action of Ŵ on the Tits cone X given in Proposition 4.2 and to the
partition of open facets, identifying the open facets with the elements of the Coxeter complex,
we arrive at the following proposition. We use the notation
WJ ↓:= { V ∈ C | V ≤ WJ } , J ⊆ I.
Proposition 4.4 (Bad action) The face monoid Ŵ acts faithfully on the Coxeter complex
C as a set by
σ1ε(R(Θ))σ2  τWJ :=
{
σ1σ2τWJ if σ2τWJ ∈ WΘ⊥(WΘ ↓)
WI else
, (14)
where σ1ε(R(Θ))σ2 ∈ Ŵ and τWJ ∈ C. Unfortunately, this action does not preserve the order
on C. The parabolic submonoid ŴJ is the stabilizer of WJ ∈ C, J ⊆ I.
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Proof: Consider the action of Ŵ on the Tits cone X given in Proposition 4.2. The faces of X
are unions of open facets of X . Therefore, by the definition of the action of Ŵ , every element
of Ŵ maps any open facet of X into an open facet of X . By the last Lemma we get an action
of Ŵ on the set of open facets. If we identify the open facets with the elements of the Coxeter
complex, i.e., τFJ identifies with τWJ , where τ ∈ W and J ⊆ I, then this action gives the
action of the proposition. For simplicity, we work in the remaining proof with the action of Ŵ
on the open facets.
Let λ ∈ X and let F be an open facet. We next show |Ŵλ ∩ F | ≤ 1: If λ ∈ X \ FI then
Ŵλ ⊆ Wλ∪{0} andWλ∩FI = ∅. It follows that |Ŵλ∩FI | ≤ 1 and |Ŵλ∩F | ≤ |Wλ∩F | ≤ 1
for every facet F 6= FI of X . If λ ∈ FI then Ŵλ =Wλ = λ.
Now we compute the stabilizer of FJ , J ⊆ I. For the action of W given in Proposition
4.2 the monoid ŴJ is the stabilizer of every point of FJ . Therefore, ŴJ is contained in the
stabilizer of FJ under the action  of Ŵ on the set of open facets. Now let σ̂ ∈ Ŵ such that
σ̂  FJ = FJ . Choose an element λ ∈ FJ . Then σ̂λ ∈ FJ . Since |Ŵλ∩FJ | ≤ 1 we find σ̂λ = λ.
By Proposition 4.2 it follows σ̂ ∈ ŴJ .
Next we show that Ŵ acts faithfully on the Coxeter complex. Let σ̂, τ̂ ∈ Ŵ such that
σ̂  F = τ̂  F for every open facet F of X . Let λ ∈ X and let F be the open facet which
contains λ. It holds σ̂λ ∈ σ̂  F = τ̂  F ∋ τ̂λ. Since the orbit Ŵλ intersects the facet
σ̂  F = τ̂  F at most in one point we get σ̂λ = τ̂λ. Since the action of Ŵ on the Tits cone
X given in Proposition 4.2 is faithful, we get σ̂ = τ̂ .
It remains to give an example that the action is in general not order preserving: Let A
be of indefinite, but not strongly hyperbolic type. Then there exists a nontrivial special set
∅ 6= Θ 6= I. Now F∅ 	 FΘ, but ε(R(Θ)) F∅ = FI  FΘ = ε(R(Θ)) FΘ. 
This Proposition is disappointing. The representation theoretically motivated obvious ex-
tension of the action of W on C to an action of Ŵ on C is not order preserving any more. As
seen in the last proof, responsible for this breakdown is the trivial “else”-part of formula (14).
We want to keep the essential properties of the bad action, but change the “else”-part of
formula (14) to obtain order preserving actions of Ŵ on C. Which properties could we keep?
These are the following properties:
(a) The nontrivial ”if”-part of formula (14).
(b) The stabilizers StabcW(WJ) = ŴJ , J ⊆ I. Then the parabolic submonoids of Ŵ play
the same role for the action of Ŵ as the parabolic subgroups of W do for the action of
W.
The next proposition gives different equivalent descriptions of the “if”-part of formula (14):
Proposition 4.5 Let • be an action of the face monoid Ŵ on the Coxeter complex C which
extends the action of the Weyl group W on C. The following three statements are equivalent:
(i) Let σ1ε(R(Θ))σ2 ∈ Ŵ and τWJ ∈ C. Then
σ1ε(R(Θ))σ2•τWJ = σ1σ2τWJ if σ2τWJ ∈ WΘ⊥(WΘ ↓).
(ii) ε(R(J∞))•WJ =WJ for all J ⊆ I.
(iii) StabcW(WJ) ⊇ ŴJ for all J ⊆ I.
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Proof: Trivially, (ii) follows from (i). Now suppose that (ii) holds. Fix J ⊆ I. For every
special set Θ ⊆ J we find
ε(R(Θ))•WJ = ε(R(Θ))• (ε(R(J
∞))•WJ) = (ε(R(Θ))ε(R(J
∞)))•WJ
= ε(R(Θ) ∩R(J∞))•WJ = ε(R(Θ ∪ J
∞))•WJ = ε(R(J
∞))•WJ =WJ
Also, WJ ⊆ StabcW(WJ ). Therefore, it follows (iii).
Now suppose that (iii) holds. Let σ1ε(R(Θ))σ2 ∈ Ŵ and τWJ ∈ C such that σ2τWJ ∈
WΘ⊥(WΘ ↓). Then J ⊇ Θ and σ2τ ∈ WΘ⊥WJ . Write σ2τ in the form σ2τ = ab with
a ∈ WΘ⊥ and b ∈ WJ . Then
σ1ε(R(Θ))σ2•τWJ = σ1ε(R(Θ))•σ2τWJ = σ1ε(R(Θ))•aWJ
= σ1ε(R(Θ))a•WJ = σ1aε(R(Θ))•WJ = σ1aWJ = σ1σ2WJ .

By this proposition, the stabilizer condition (b) is sufficient for the ”if”-part condition (a).
It is reasonable to keep condition (b) for modifications of the bad action, because we will see
in Theorem 5.12: If for the action of Ŵ on the Coxeter complex C there exists a compatible
action of Ĝ on the building Ω, and if StabcW(WJ ) ⊇ ŴJ holds for all J ⊆ I, then already
StabcW(WJ ) = ŴJ for all J ⊆ I.
Definition 4.6 An action of the face monoid Ŵ on the Coxeter complex C, extending the
action of the Weyl group W on C, is called good if the following two conditions hold:
(1) StabcW(WJ) = ŴJ for all J ⊆ I.
(2) Ŵ acts order preservingly on C.
We next give two good actions, which we call good action 1 and 2. In particular, good
action 2 is quite complicated. We explain how both actions can be found. They are related to
the Tits cone and to a version of the Tits cone given by E. J. Looijenga.
The set of closed facets of the Tits cone X also identifies with the Coxeter complex C,
identifying the closed facet τF J of the Tits cone with the element τWJ of the Coxeter complex
for all τ ∈ W , J ⊆ I. The partial order is the inclusion order of the closed facets. The action
of the Weyl group W on the closed facets is induced by the action of W on the Tits cone X .
Recall from Section 2 that the intersection of a face of X and a closed facet of X is again
a closed facet of X . Now, the idea for the first modified action of the face monoid Ŵ on the
Coxeter complex is to try the following easy formula
σε(R) ⊲ F := σ(R ∩ F ) where σε(R) ∈ Ŵ , F a closed facet. (15)
It works. To be able to compare it with the bad action and later with good action 2 we use
Theorem 2.7 to rewrite this formula:
Proposition 4.7 (Good action 1) We get a faithful, good action ⊲ of the face monoid Ŵ on
the Coxeter complex C in the following way: Let σ1ε(R(Θ))σ2 ∈ Ŵ, and τWJ ∈ C. Decompose
σ2τ in the form
σ2τ = a1a2yc
where a1 ∈ WΘ⊥ , a2 ∈ WΘ, y ∈
Θ∪Θ⊥WJ and c ∈ WJ . Define
σ1ε(R(Θ))σ2 ⊲ τWJ := σ1a1WΘ∪J∪ red(y). (16)
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Proof: We first show that the map σε(R) ⊲ given by formula (15) is well defined. Let σ, τ ∈ W ,
and R, S faces of X such that σε(R) = τε(S). Then by definition R = S and τ−1σ ∈ ZW(R).
It follows
σε(R) ⊲ F = σ(R ∩ F ) = τ(τ
−1σ)(R ∩ F ) = τ(R ∩ F ) = τ(S ∩ F ) = τε(S) ⊲ F
for every closed facet F of X .
Furthermore, ⊲ is an action: Trivially, 1 ⊲ F = X ∩ F = F for all closed facets F . Let
σ1ε(R), τε(S) ∈ Ŵ. Then
σε(R) ⊲ (τε(S) ⊲ F ) = σε(R) ⊲ τ(S ∩ F ) = σ(R ∩ τ(S ∩ F ))
= στ(τ−1R ∩ S ∩ F ) = στε(τ−1R ∩ S) ⊲ F = (σε(R)τε(S)) ⊲ F
for all closed facets F . Obviously, the action of Ŵ on the closed facets is order preserving.
Next we use Theorem 2.7 to rewrite formula (15) in formula (16). Recall that WΘ∪Θ⊥
stabilizes the set R(Θ) as a whole. It holds
σ1ε(R(Θ))σ2 ⊲ τF J = σ1(R(Θ) ∩ a1a2ycFJ ) = σ1a1a2(R(Θ) ∩ yF J)
= σ1a1a2FΘ∪J∪ red(y) = σ1a1FΘ∪J∪ red(y).
Now we compute the stabilizer of the facet F J . Let σε(R) ∈ W such that
F J = σε(R) ⊲ F J = σ(R ∩ FJ ). (17)
Comparing the open facets of type J on the left and on the right we get FJ = σFJ and FJ ⊆ R.
Note that FJ = FJ∞∪J0 ⊆ ri R(J
∞). It follows
σ ∈ WJ and R(J
∞) ⊆ R, (18)
which in turn is equivalent to σε(R) ∈ ŴJ , compare Proposition 2.6 and the definition of ŴJ
in Proposition 4.1. Obviously, from (18) follows (17).
At last, we show that the action is faithful. Suppose that σε(R), τε(S) ∈ Ŵ such that
σε(R) ⊲ F = τε(S) ⊲ F for all closed facets F . Then σ(R∩F ) = τ(S∩F ) for all closed facets F .
The face R is a union of closed facets. Therefore, from this equation follows σR = τ(S ∩ R),
from which in turn follows σR ⊆ τS and σR ⊆ τR. From the second inclusion we get
τ−1σ ∈ ZW(R), compare Theorem 2.4 (a). By the first inclusion it follows R ⊆ S. Similarly,
changing the roles of R and S we get S ⊆ R. Therefore, σε(R) = τε(S). 
The bad action of Ŵ is induced by an action of Ŵ on the Tits cone X . Similarly, the
second modified action of Ŵ is induced by an action of Ŵ on a space X∨Loo resembling a Tits
cone, which has been introduced by E. Looijenga in [6]. The definition of X∨Loo in [6] is an
ad-hoc definition. We give an interpretation of X∨Loo which also helps to find the action of Ŵ
on X∨Loo.
Recall from Theorem 5.2 and Proposition 1.4 of [7] that the Zariski closure of the torus T
is a monoid T̂ , which shares many properties with a toric monoid. In particular, it is a union
of tori, i.e.,
T̂ =
⋃˙
R a face of X
Te(R),
where Te(R) with the restricted multiplication is a torus with unit e(R). It is easy to check
that the monoid N̂ is an inverse monoid, the inverse map inv : N̂ → N̂ given by
(ne(R))inv = e(R)n−1 where n ∈ N, R a face of X.
16
Now we get an action • of N̂ on T̂ by
nˆ•tˆ := nˆtˆnˆ
inv where nˆ ∈ N̂ , tˆ ∈ T̂ ,
which factors to an action • of Ŵ on T̂ . Note that these actions extend the action • of N on
T by conjugation and the corresponding action • of W on T . Explicitely, the action of Ŵ on
T̂ is given by
σε(R)•te(R˜) = (σ•t)e(σ(R ∩ R˜)) where σε(R) ∈ Ŵ , te(R˜) ∈ T̂ .
Let R = σR(Θ). The torus Te(R) and its (abelian) Lie algebra can be described up to
isomorphisms as the following quotients:
Te(R) ∼= T/TR where TR := σ•
∏
i∈Θ
thi(F
×),
Lie(Te(R)) ∼= h/hR where hR := σ span { hi | i ∈ Θ } .
We now tie together the Lie algebras of these tori in a structure, which resembles an abelian
Lie cone.
Proposition 4.8 For a face R of X denote by pR : h → h/hR the canonical projection. On
the set
ĥ :=
⋃˙
R a face of X
h/hR
there exist operations + : ĥ× ĥ→ ĥ and · : F× ĥ→ ĥ defined by
pR(h) + p eR(h˜) := pR∩ eR(h+ h˜) and a · pR(h) := pR(ah),
where R, R˜ are faces, h, h˜ ∈ h, and a ∈ F. Furthermore, (ĥ, +, · ) has similar properties as a
linear space, except that (ĥ, +) is only an abelian monoid.
There exists an action of Ŵ on ĥ defined by
σε(R)•pT (h) := pσ(R∩T )(σh) where σε(R) ∈ Ŵ , T a face, h ∈ h. (19)
Proof: The only statements which are not immediate are that the operations + and • are
well defined. We give here a direct algebraic proof. It would be also possible to obtain the
operations + and • by differentiating the corresponding operations on T̂ .
The operation + is well defined if and only if
hR + h eR ⊆ hR∩ eR (20)
for all faces R, R˜. For any face S the orthogonal complement of hS in h
∗ is obtained by
(hS)
⊥ = span(S∩P ), compare Theorem 2.2. Taking the orthogonal complement, the inclusion
(20) is equivalent to
span(R ∩ P ) ∩ span(R˜ ∩ P ) = (hR)
⊥ ∩ (h eR)
⊥ ⊇ (hR∩ eR)
⊥ = span((R ∩ R˜) ∩ P ),
which holds trivially.
To show that the operation • is well defined let σε(R) = σ
′ε(R′) and pT (h) = pT (h
′). Then
R′ = R, σ−1σ′ ∈ ZW(R), and h− h′ ∈ hT . It follows
σ(R ∩ T ) = σ(σ−1σ′)(R ∩ T ) = σ′(R ∩ T ) = σ′(R′ ∩ T ). (21)
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Let R = τR(Θ). Because of ZW(R) = τWΘτ−1 we have
h′ − ηh′ ∈ τ span { hi | i ∈ Θ } = hR for all η ∈ ZW(R).
Therefore, by (20),
h− σ−1σ′h′ = h− h′ + h′ − σ−1σ′h′ ∈ hT + hR ⊆ hR∩T . (22)
From (21) and (22) follows
σε(R)•pT (h) = σh+ hσ(R∩T ) = σ
′h′ + hσ(R∩T ) = σ
′h′ + hσ′(R′∩T ) = σ
′ε(R′)•pT (h
′).

If we work over the field F = R then, as usual, we equip the spaces ĥ, h by the lower index
R. To make our notation not too complicated, we don’t equip the maps pR, R a face, with the
index R. Recall that X∨ denotes the Tits cone in hR, and (X∨)◦ its interior. Now, it is easy
to see that
X∨Loo :=
⋃˙
R a face
pR((X
∨)◦) ⊆ ĥR
is a Ŵ-invariant convex cone in ĥR. As a W-space, X∨Loo has been introduced in an ad hoc
way by E. Looijenga in [6].
E. Looijenga also defined a W-invariant partition of X∨Loo. It can be obtained as follows:
Let R(Θ) be a special face of X . The linear dual (hR/(hR)R(Θ))
∗ identifies in the obvious way
with
span(R(Θ)) = { λ ∈ h∗
R
| λ(hi) = 0 for all i ∈ Θ } .
Furthermore,the families
(hi + (hR)R(Θ))i∈Θ⊥ ⊆ hR/(hR)R(Θ) and (αi)i∈Θ⊥ ⊆ span(R(Θ))
are a free realization over R for the generalized Cartan submatrix AΘ⊥ . By Lemma 2.8 of [6]
this induces a partition of pR(Θ)((X
∨)◦) into the facets
τF∨J (Θ) where τ ∈ WΘ⊥ , J ⊆ Θ
⊥ such that J = J0,
and
F∨J (Θ) :=
{
h+ (hR)R(Θ) ∈ pR(Θ)((X
∨)◦)
∣∣∣∣ αi(h) = 0 for i ∈ J,αi(h) > 0 for i ∈ Θ⊥ \ J.
}
.
Furthermore, also by Lemma 2.2 of [6], the map pR(Θ) maps every facet of (X
∨
Loo)
◦ into a
facet of pR(Θ)((X
∨
Loo)
◦). In addition, every facet of pR(Θ)((X
∨
Loo)
◦) is obtained as image of
a unique facet of Star(F∨Θ⊥) ∩ (X
∨)◦. In the following theorem we describe this map on the
facets explicitely.
Theorem 4.9 Let Θ be special. Let τF∨J ⊆ (X
∨)◦, i.e., τ ∈ W and J = J0. Decompose τ in
the form τ = ayc where a ∈ WΘ⊥ , y ∈
Θ⊥WJ , and c ∈ WJ . Then
pR(Θ)(τF
∨
J ) ⊆ aF
∨
Θ⊥∩yJ(Θ). (23)
Equality holds for τF∨J ∈ Star(F
∨
Θ⊥) ∩ (X
∨)◦.
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Proof: Let a ∈ WΘ⊥ and h ∈ (X
∨)◦. Then
pR(Θ)(ah) = a pR(Θ)(h) (24)
holds trivially.
Now let h ∈ F∨J and y ∈
Θ⊥WJ . Let i ∈ Θ⊥. Because of y−1αi ∈ ∆+ we get
αi(yh) = (y
−1αi)(h) ≥ 0 for all i ∈ Θ
⊥.
In addition, αi(yh) = (y
−1αi)(h) = 0 if and only if y
−1αi ∈ WJJ . Therefore, we have shown
pR(Θ)(yF
∨
J ) ⊆ F
∨
yWJJ∩Θ⊥
(Θ). (25)
By Theorem 2.74 of [2], which holds also for general Coxeter groups, yWJy−1 ∩ WΘ⊥ =
WyJ∩Θ⊥ . Therefore, yWJJ ∩Θ
⊥ = yJ ∩Θ⊥.
The element c ∈ WJ stabilizes F∨J . From equation (24) and inclusion (25) follows inclusion
(23) immediately. The statement about the equality is valid by Lemma 2.2 of [6]. 
Now by the W-action on X∨Loo, the partitions of pR(Θ)((X
∨)◦), Θ special, extend to a
W-invariant partition of X∨Loo into facets.
We summarize the properties of the Ŵ-action on X∨Loo:
Proposition 4.10 Ŵ acts faithfully on X∨Loo by
σε(R)p eR(h) = pσ(R∩ eR)(σh) where h ∈ (X
∨)◦.
The parabolic submonoid ŴJ is the stabilizer of any element of the facet F∨J0(J
∞), J ⊆ I.
Proof: It remains to show that Ŵ acts faithfully and to compute the stabilizers.
Let σε(R)pT (h) = τε(S)pT (h) for all h ∈ (X∨)◦, and faces T . In particular, for T = X we
get pσR(σh) = pτS(τh) for all h ∈ (X∨)◦. This is equivalent to σR = τS and σh−τh ∈ (hR)σR
for all h ∈ (X∨)◦, which is in turn equivalent to
S = τ−1σR and h− σ−1τh ∈ (hR)R for all h ∈ (X
∨)◦.
Because of ((hR)R)
⊥
= span(R) we find
τ−1σφ(h) = φ(σ−1τh) = φ(h) for all φ ∈ span(R), h ∈ (X∨)◦.
Since the cone (X∨)◦ spans hR, this equation holds for all h ∈ hR. It follows τ−1σ ∈ ZW(R).
We get S = τ−1σR = R. Both implies σε(R) = τε(S).
Let h ∈ (X∨)◦ such that pR(J∞)(h) ∈ F
∨
J0(J
∞). For an element σε(R) ∈ Ŵ the stabilizer
equation
pR(J∞)(h) = σε(R)pR(J∞)(h) = pσ(R∩R(J∞))(σh)
is equivalent to
σ(R ∩R(J∞)) = R(J∞) and σh− h ∈ (hR)R(J∞). (26)
By the first equation it followsR(J∞) ⊇ σ−1R(J∞), which is equivalent to R(J∞) = σ−1R(J∞),
which in turn is equivalent to σ ∈ WJ∞∪(J∞)⊥ . Furthermore, it follows R ⊇ R(J
∞). Write σ
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in the form σ = σ⊥σ0 with σ⊥ ∈ W(J∞)⊥ and σ0 ∈ WJ∞ . Because of σ0h − h ∈ (hR)R(J∞)
and σ⊥(hR)R(J∞) = (hR)R(J∞), the condition
σ⊥(σ0h− h) + σ⊥h− h = σh− h ∈ (hR(J∞))R
is equivalent to σ⊥h− h ∈ (hR)R(J∞), which is equivalent to σ⊥pR(J∞)(h) = pR(J∞)(h). Since
pR(J∞)(h) ∈ F
∨
J0(J
∞), we get σ⊥ ∈ WJ0 and σ = σ⊥σ0 ∈ WJ0WJ∞ = WJ . It follows
σε(R) ∈ ŴJ . The other way round, it is easy to check that the conditions (26) are satisfied
for every element σε(R) ∈ ŴJ , i.e., σ ∈ WJ and R ⊇ R(J∞). 
To proceed further, we need the following Proposition:
Proposition 4.11 Let σ ∈ W. Let J, K ⊆ I. Then σ can be uniquely written in the form
σ = axc1c2
with a ∈ WK , x ∈ KW
J∞∪(J∞)⊥ , c1 ∈ (W(J∞)⊥)
J0 , c2 ∈ WJ such that xc1 ∈ KW
J and
xc1c2 ∈ KW.
Proof: The uniqueness of the decomposition follows easily, because for L ⊆ I and τ ∈ W the
decompositions τ = τ1τ2 with τ1 ∈ WL, τ2 ∈ LW resp. τ1 ∈ W
L, τ2 ∈ WL are unique.
By Proposition 2.7.5. of [2], which holds also for infinite Coxeter groups, we may de-
compose σ in the form σ = axc with a ∈ WK , x ∈ KW
J∞∪(J∞)⊥ and c ∈ WJ∞∪(J∞)⊥ ∩
(J∞∪(J∞)⊥)∩x−1KW .
To prove xc ∈ KW we show (xc)−1αi = c−1x−1αi ∈ ∆+ for all i ∈ K. Because of x ∈ KW
we have x−1αi ∈ ∆+∩x−1K for all i ∈ K. First let i ∈ K such that x−1αi ∈ ∆+ \∆
+
J∞∪(J∞)⊥ .
Because of c−1 ∈ WJ∞∪(J∞)⊥ it follows c
−1x−1αi ∈ ∆+. Now let i ∈ K such that x−1αi ∈
∆+J∞∪(J∞)⊥ . Write x
−1αi in the form
x−1αi =
∑
j∈J∞∪(J∞)⊥
njαj
where nj ∈ N0 for all j ∈ J∞ ∪ (J∞)⊥. Then
αi =
∑
j∈J∞∪(J∞)⊥
njxαj .
Because of x ∈ WJ
∞∪(J∞)⊥ we have xαj ∈ ∆
+ for all j ∈ J∞∪ (J∞)⊥. Therefore, there exists
an element j ∈ J∞∪ (J∞)⊥ such that αi = xαj . In particular, x−1αi ∈ (J∞∪ (J∞)⊥)∩x−1K.
Because of c ∈ (J
∞∪(J∞)⊥)∩x−1KW it follows c−1x−1αi ∈ ∆+.
Now decompose c in the form c = c1c˜2c˜3 with c1 ∈ (W(J∞)⊥)
J0 , c˜2 ∈ WJ0 , and c˜3 ∈ WJ∞ .
Trivially, c2 := c˜2c˜3 ∈ WJ . It remains to show xc1 ∈ KW
J . We first show xc1 ∈ W
J . Note
that x ∈ WJ
∞∪(J∞)⊥ and c1 ∈ (W(J∞)⊥)
J0 . If j ∈ J∞, then xc1αj = xαj ∈ ∆+. If j ∈ J0,
then xc1αj ∈ x∆
+
(J∞)⊥ ⊆ ∆
+. Now we show xc1 ∈ KW . Let i ∈ K. Since xc = xc1c2 ∈ KW
we have
(xc1c2)
−1αi = (c2)
−1(c1)
−1x−1αi ∈ ∆+. (27)
Here, because of x ∈ KW, x−1αi ∈ ∆+ ∩ x−1K. Now we consider two cases. First let
(c1)
−1x−1αi /∈ ∆(J∞)⊥ . Since (c2)
−1 ∈ W(J∞)⊥ , from (27) follows (c1)
−1x−1αi ∈ ∆
+\∆+
(J∞)⊥
.
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Now let (c1)
−1x−1αi ∈ ∆(J∞)⊥ . Suppose that (c1)
−1x−1αi ∈ ∆
−
(J∞)⊥
. Then
(c1)
−1x−1αi =
∑
j∈(J∞)⊥\J0
njαj +
∑
j∈J0
njαj
with nj ∈ −N0 for all j ∈ (J∞)⊥. Since c2 ∈ WJ =WJ∞∪J0 , from (27) follows
(c1)
−1x−1αi =
∑
j∈J0
njαj .
Multiply this equation on the left and on the right with c1. Since x ∈ KW and c1 ∈ (W(J∞)⊥)
J0
it follows
x−1αi︸ ︷︷ ︸
∈∆+
=
∑
j∈J0
nj︸︷︷︸
≤0
c1αj︸︷︷︸
∈∆+
.
This implies nj = 0 for all j ∈ J
0, which contradicts x−1αi 6= 0. 
The set of facets of X∨Loo identifies with the Coxeter complex C as a W-set, identifying
τFJ0 (J
∞) with τWJ for all τ ∈ W , J ⊆ I. Now the action of Ŵ on X∨Loo induces an action
on the Coxeter complex, which is described by the following theorem.
Theorem 4.12 (Good action 2) We get a faithful, good action ⊳ of the face monoid Ŵ on
the Coxeter complex C in the following way: Let σ1ε(R(Θ))σ2 ∈ Ŵ, and τWJ ∈ C. Decompose
σ2τ in the form
σ2τ = a1a2xc1c2
where a1 ∈ WΘ⊥ , a2 ∈ WΘ, x ∈
Θ∪Θ⊥WJ
∞∪(J∞)⊥ , c1 ∈ (W (J∞)⊥)
J0 and c2 ∈ WJ , such that
in addition xc1 ∈
Θ∪Θ⊥WJ . Set Ξ := Θ ∪ J∞ ∪ red (x). Then
σ1ε(R(Θ))σ2 ⊳ τWJ = σ1a1WΞ∪(Ξ⊥∩c1J0).
Remark 4.13 In general, good action 1 of Ŵ is different from good action 2 of Ŵ, which can
be seen as follows. Let A be of indefinite but not strongly hyperbolic type. Then there exists
a special set Θ such that ∅ 6= Θ 6= I. Since A is indecomposable it holds Θ ∪ Θ⊥ 6= I. Let
i ∈ I \ (Θ∪Θ⊥) and denote by σi the corresponding simple reflection. Then ε(R(Θ)) ⊲ σiW∅ =
WΘ∪{i} but ε(R(Θ)) ⊳ σiW∅ =WΘ.
Proof: Consider the action of Ŵ on X∨Loo. We first show that every element of Ŵ maps
any facet of X∨Loo into a facet of X
∨
Loo. Let σ1ε(R(Θ))σ2 ∈ Ŵ and τF
∨
J0 (J
∞) be a facet of
X∨Loo. Decompose σ2τ as in the theorem. Now Θ ⊆ Ξ implies Θ
⊥ ⊇ Ξ⊥, from which follows
xc1 ∈ Ξ
⊥
WJ
0
. By the definition of the action of Ŵ on X∨Loo, by Theorem 4.9, Proposition
4.10, and Theorem 2.4 we find
(σ1ε(R(Θ))σ2) τF
∨
J0 (J
∞) = σ1ε(R(Θ))a1a2xc1c2pR(J∞)(F
∨
J0 )
= σ1a1ε(R(Θ))xc1pR(J∞)(F
∨
J0 ) = σ1a1ε(R(Θ))pxc1R(J∞)(xc1F
∨
J0)
= σ1a1pR(Θ)∩xR(J∞)(xc1F
∨
J0) = σ1a1pR(Ξ)(xc1F
∨
J0) ⊆ σ1a1F
∨
Ξ⊥∩xc1J0
(Ξ).
Because of Ξ⊥ ⊆ red (x)⊥ it follows
Ξ⊥ ∩ xc1J
0 = x(x−1Ξ⊥ ∩ c1J
0) = x(Ξ⊥ ∩ c1J
0) = Ξ⊥ ∩ c1J
0. (28)
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By Lemma 4.3 the monoid Ŵ acts on the set of facets of X∨Loo. Identify the facets of X
∨
Loo
with the elements of the Coxeter complex C, i.e., identify τFJ0(J
∞) with τWJ for all τ ∈ W ,
J ⊆ I. Then the Ŵ-action on the set of facets of X∨Loo coincides with Ŵ-action on C of the
theorem.
Next we show that ŴJ is the stabilizer WJ . By our identification, Proposition 4.10 shows
ŴJ ⊳WJ = WJ . Now let σˆ ∈ Ŵ such that σˆ ⊳WJ = WJ . Write σˆ in normal form I, i.e.,
σˆ = σ1ε(R(Θ))σ2 with σ1 ∈ W
Θ and σ2 ∈ Θ∪Θ
⊥
W , Θ special. Decompose σ2 = xc1c2 with
x ∈ Θ∪Θ
⊥
WJ
∞∪(J∞)⊥ , c1 ∈ (W(J∞)⊥)
J0 , and c2 ∈ WJ , such that xc1 ∈ Θ∪Θ
⊥
WJ . Set
Ξ := Θ ∪ J∞ ∪ red (x). Then
WJ = σˆ ⊳WJ = σ1WΞ∪(Ξ⊥∩c1J0).
As we have seen above, Ξ = Θ∪J∞ ∪ red (x) is a special set. Furthermore, Ξ⊥ ∩ c1J0 has only
components of finite type. It follows
J∞ = Ξ = Θ ∪ J∞ ∪ red (x) and J0 = Ξ⊥ ∩ c1J
0 and σ1 ∈ WJ .
Now, red (x) ⊆ J∞ and Θ ⊆ J∞ imply x ∈ WJ∞ ∩Θ∪Θ
⊥
WJ
∞∪(J∞)⊥ = {1} and Θ⊥ ⊇ (J∞)⊥.
It follows WΘ∪Θ⊥σ2 = WΘ∪Θ⊥c2. Since σ2 is a minimal coset representative it holds l(σ2) ≤
l(c2). On the other hand also l(σ2) = l(x) + l(c1) + l(c2) = 0 + l(c1) + l(c2). It follows c1 = 1
and σ2 = c2 ∈ WJ . Therefore σˆ = σ1ε(R(Θ))σ2 ∈ ŴJ .
Next we show that the action of Ŵ is faithful. Let σ1ε(R(Θ))σ2 ∈ Ŵ and σ′1ε(R(Θ
′))σ′2 ∈ Ŵ
such that
(σ1ε(R(Θ))σ2) ⊳ τWJ = (σ
′
1ε(R(Θ
′))σ′2) ⊳ τWJ for all τWJ ∈ C. (29)
In particular, for J = ∅ and τ = (σ′2)
−1 we get
σ1ε(R(Θ))σ2(σ
′
2)
−1
⊳
W∅ = σ
′
1ε(R(Θ
′))
⊳
W∅. (30)
Decompose σ2(σ
′
2)
−1 in the form σ2(σ
′
2)
−1 = a1a2xc1c2, with a1 ∈ WΘ⊥ , a2 ∈ WΘ, x = 1,
c1 ∈ Θ∪Θ
⊥
W, and c2 = 1. Then equation (30) is equivalent to σ1a1WΘ = σ′1WΘ′ . Therefore,
Θ′ = Θ and (σ′1)
−1σ1a1 ∈ WΘ. (31)
Inserting J = Θ and τ = (σ′2)
−1 in equation (29) we get
σ1ε(R(Θ))σ2(σ
′
2)
−1
⊳
WΘ = σ
′
1ε(R(Θ
′))
⊳
WΘ. (32)
Decompose σ2(σ
′
2)
−1 in the form σ2(σ
′
2)
−1 = a′1a
′
2x
′c′1c
′
2 with a
′
1 ∈ WΘ⊥ , a
′
2 ∈ WΘ, x
′ ∈
Θ∪Θ⊥WΘ∪Θ
⊥
, c′1 ∈ WΘ⊥ , c
′
2 ∈ WΘ, such that x
′c′1 ∈
Θ∪Θ⊥WΘ. Inserting Θ′ = Θ, (32) is
equivalent to σ1a
′
1WΘ∪red(x′) = σ
′
1WΘ. It follows red (x
′) ⊆ Θ, resp. x′ ∈ WΘ∩Θ∪Θ
⊥
WΘ∪Θ
⊥
=
{1}. Therefore c′1 = x
′c′1 ∈
Θ∪Θ⊥WΘ ∩ WΘ⊥ = {1}. Since σ2(σ
′
2)
−1 = a1a2c1 = a
′
1a
′
2c
′
2 with
a1 ∈ WΘ⊥ , a2 ∈ WΘ, c1 ∈
Θ∪Θ⊥W , and a′1 ∈ WΘ⊥ , a
′
2 ∈ WΘ, c
′
2 ∈ WΘ we find a1 = a
′
1 and
a2 = a
′
2c
′
2 and c1 = 1. With (31) it follows
σ1ε(R(Θ))σ2 = σ1ε(R(Θ))σ2(σ
′
2)
−1σ′2 = σ1a1ε(R(Θ))σ
′
2
= σ′1(σ
′
1)
−1σ1a1ε(R(Θ))σ
′
2 = σ
′
1ε(R(Θ))σ
′
2 = σ
′
1ε(R(Θ
′))σ′2.
Since the action of W is order preserving, it remains to show that any element ε(R(Θ)),
Θ special, acts order preservingly. Recall formula (28). Let zJWJ , zKWK ∈ C. The re-
lation zJWJ ≤ zKWK is equivalent to K ⊆ J and z
−1
J zK ∈ WJ . Because of zJWJ =
22
zK(z
−1
K zJ)WJ = zKWJ it is sufficient to consider elements zWJ , zWK ∈ C with zWJ ≤ zWK ,
which is equivalent to K ⊆ J . Trivially, it follows
K∞ ⊆ J∞ and K0 = (K0 ∩ J∞)︸ ︷︷ ︸
⊆J∞
∪ (K0 ∩ J0)︸ ︷︷ ︸
⊆(J∞)⊥
. (33)
Decompose z in the form z = a1a2xc1c2 where a1 ∈ WΘ⊥ , a2 ∈ WΘ, x ∈
Θ∪Θ⊥WJ
∞∪(J∞)⊥ ,
c1 ∈ (W(J∞)⊥)
J0 and c2 ∈ WJ , such that in addition xc1 ∈
Θ∪Θ⊥WJ and xc1c2 ∈
Θ∪Θ⊥W .
Set Ξ := Θ ∪ J∞ ∪ red (x). Then
ε(R(Θ))zWJ = a1WΞ∪(Ξ⊥∩xc1J0).
Decompose z in the form z = a′1a
′
2x
′c′1c
′
2 where a
′
1 ∈ WΘ⊥ , a
′
2 ∈ WΘ, x
′ ∈ Θ∪Θ
⊥
WK
∞∪(K∞)⊥ ,
c′1 ∈ (W(K∞)⊥)
K0 and c′2 ∈ WK , such that in addition x
′c′1 ∈
Θ∪Θ⊥WK and x′c′1c
′
2 ∈
Θ∪Θ⊥W .
Set Ξ′ := Θ ∪K∞ ∪ red (x′). Then
ε(R(Θ))zWK = a
′
1WΞ′∪((Ξ′)⊥∩x′c′1K0).
By our choices of the decompositions of z, it follows
a1 = a
′
1 and a2 = a
′
2 and xc1c2 = x
′c′1c
′
2. (34)
Therefore, we only have to show
Ξ ∪ (Ξ⊥ ∩ xc1J
0) ⊇ Ξ′ ∪ ((Ξ′)⊥ ∩ x′c′1K
0).
We first show Ξ ⊇ Ξ′. Decompose c2 = c21c22 with c21 ∈ WJ∞ and c22 ∈ WJ0 . By (33) we
get (K∞)⊥ ⊇ (J∞)⊥ ⊇ J0. With (34) we find
WΘ⊥xc21WK∞∪(K∞)⊥ =WΘ⊥xc1c2WK∞∪(K∞)⊥
=WΘ⊥x
′c′1c
′
2WK∞∪(K∞)⊥ =WΘ⊥x
′WK∞∪(K∞)⊥ .
It follows xc21 ≥ x′ because x′ is a minimal double coset representative. Therefore, red (xc21) =
red (x) ∪ red (c21) ⊇ red (x′), and we find
Ξ = Θ ∪ J∞ ∪ red (x) ⊇ Θ ∪K∞ ∪ red (x′) = Ξ′.
Use (33) to decompose
(Ξ′)⊥ ∩ x′c′1K
0 =
(
(Ξ′)⊥ ∩ x′c′1(K
0 ∩ J∞)
)
∪
(
(Ξ′)⊥ ∩ x′c′1(K
0 ∩ J0)
)
. (35)
Next we show (Ξ′)⊥ ∩ x′c′1(K
0 ∩ J∞) ⊆ Ξ. By K ⊆ J ⊆ J∞ ∪ (J∞)⊥, equations (34), and the
formula for the stabilizer of a face we find
R(Ξ) = R(Θ) ∩ xR(J∞) = R(Θ) ∩ xc1c2R(J
∞) = R(Θ) ∩ x′c′1c
′
2R(J
∞)
= R(Θ) ∩ x′c′1R(J
∞). (36)
Let i ∈ (Ξ′)⊥∩x′c′1(K
0∩J∞). Then the simple reflection σi fixes the face x′c′1R(J
∞) pointwise.
Therefore, it also fixes R(Ξ) = R(Θ) ∩ x′c′1R(J
∞) pointwise. The parabolic subgroup WΞ is
the pointwise stabilizer of R(Ξ). It follows i ∈ Ξ.
It remains to show (Ξ′)⊥∩x′c′1(K
0∩J0) ⊆ Ξ∪ (Ξ⊥∩xc1J0). Let i ∈ (Ξ′)⊥∩x′c′1(K
0∩J0).
The parabolic subgroup WΘ∪Θ⊥ fixes R(Θ) as a whole, and Θ ⊆ Ξ
′ implies Θ⊥ ⊇ (Ξ′)⊥.
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Therefore, the simple reflection σi fixes R(Θ) as a whole. Similarly, it fixes x
′c′1R(J
∞) as a
whole. By (36), it fixes R(Ξ) as a whole. The parabolic subgroup WΞ∪Ξ⊥ is the stabilizer of
R(Ξ) as a whole. It follows i ∈ Ξ ∪ Ξ⊥. Now suppose that i ∈ Ξ⊥. Note that
Ξ⊥ ∩ xc1J
0 = Ξ⊥ ∩ xc1WJJ
0. (37)
Here the nontrivial inclusion “⊇” can be seen as follows. Let k ∈ Ξ⊥ and
∑
j∈J0 njαj ∈
WJ0J
0 =WJJ0 such that
αk = xc1
∑
j∈J0
njαj =
∑
j∈J0
njxc1αj .
Here xc1αj , j ∈ J0, are positive roots because of xc1 ∈ Θ∪Θ
⊥
WJ . All nj are nonnegative
integers or all nj are nonpositive integers. Therefore, only one of the integers nj is 1, the
others are 0.
Recall that K ⊆ J , x′c′1c
′
2 = xc1c2, and Ξ ⊇ Ξ
′, which implies Ξ⊥ ⊆ (Ξ′)⊥. With (37) it
follows
i ∈ Ξ⊥ ∩ (Ξ′)⊥ ∩ x′c′1(K
0 ∩ J0) = Ξ⊥ ∩ x′c′1(K
0 ∩ J0) ⊆ Ξ⊥ ∩ x′c′1WK(K
0 ∩ J0)
= Ξ⊥ ∩ x′c′1c
′
2WK(K
0 ∩ J0) ⊆ Ξ⊥ ∩ xc1c2WJJ
0 = Ξ⊥ ∩ xc1WJJ
0 = Ξ⊥ ∩ xc1J
0.

Remark 4.14 For σ, σ′ ∈ W and J, J ′ ⊆ I the equivalence
σWJ ⊆ σ
′WJ′ ⇐⇒ σŴJ ⊆ σ
′ŴJ′
holds. Therefore, it is possible and looks natural to take as Coxeter complex the set
C˜ :=
{
σŴJ
∣∣∣ σ ∈ W , J ⊆ I } ,
partially ordered by the reverse inclusion. But multiplication on the left by the elements of Ŵ
does not induce an action of Ŵ on C˜. The set C˜ is in general not stable by these operations. For
example, let A be of indefinite, but not strongly hyperbolic type. Then there exists a nontrivial
special set ∅ 6= Θ 6= I, and
e(R(Θ))Ŵ∅ = {e(R(Θ))} 6= σŴJ for all σ ∈ W , J ⊆ I.
5 The corresponding actions of the face monoid Ĝ asso-
ciated to G on the building Ω
The Kac-Moody group G acts naturally on its building Ω. In this section we extend this action
to actions of the face monoid Ĝ on Ω, which fit to the actions of the face monoid Ŵ on the
Coxeter complex C given in the last section. To describe the stabilizers of our actions we need
the analogues of the parabolic subgroups of G, the parabolic submonoids of Ĝ, which we treat
first.
Theorem 5.1 For J ⊆ I set
L̂J := (TUJ)ŴJ(TUJ) and P̂ J := B ŴJB.
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Then L̂J and P̂ J are submonoids of Ĝ with unit groups
(L̂J)
× = L̂J ∩G = LJ and (P̂ J )
× = P̂J ∩G = PJ .
The multiplication map m : L̂J × UJ → P̂ J is bijective.
We call P̂ J the standard parabolic submonoid of Ĝ of type J , and every conjugate gP̂ Jg
−1,
g ∈ G, a parabolic submonoid of Ĝ of type J . We call P̂ J = L̂JU
J the standard Levi decompo-
sition of P̂ J with Levi part L̂J and unipotent part U
J .
Remark 5.2 In the standard Levi decomposition P̂ J = L̂JU
J the order of the factors can not
be changed: It holds UJ L̂J ⊆ P̂ J , but in general this inclusion is proper.
Remark 5.3 Equip Ĝ with the Zariski topology induced by its coordinate ring, compare [7].
Then
L̂J ⊆ LJ and P̂ J ⊆ PJ ,
but in general these inclusions are proper. For example, L̂∅ = P̂ ∅ = B but
B =
⋃˙
Θ special
⋃˙
σ1∈W
Θ, σ2∈
Θ∪Θ⊥W
σ1≤σ
−1
2
Bσ1e(R(Θ))σ2B
by Theorem 9 of [9].
Proof: By Section 2.9 of [7], L̂J = BJŴJBJ = T ĜJ = ĜJT where ĜJ ∼= Ĝ(AJ )′. In
particular, L̂J is a submonoid of Ĝ with unit group L̂J ∩G = LJ .
We next show P̂ J = L̂JU
J . Trivially,
P̂ J = BŴJB = U
J(TUJ)ŴJ(TUJ)U
J ⊇ L̂JU
J .
To show the reverse inclusion note that P̂ J = UJU
JŴJB and UJ ⊆ L̂J . Therefore, it is suffi-
cient to show UJT ŴJ ⊆ ŴJB. Let σ1ε(R(Θ))σ2 ∈ ŴJ be in normal form I, i.e., Θ ⊆ J special,
σ1 ∈ (WJ )Θ =WJ ∩W
Θ, and σ2 ∈ Θ∪(Θ
⊥∩J)(WJ) =WJ ∩ Θ∪Θ
⊥
W . Let nσ1e(R(Θ))nσ2 ∈ N̂
project onto σ1ε(R(Θ))σ2 ∈ Ŵ = N̂/T . Then for u ∈ UJ we find
unσ1e(R(Θ))nσ2 = nσ1 (nσ1)
−1unσ1︸ ︷︷ ︸
∈UJ
e(R(Θ))nσ2 = nσ1e(R(Θ)) pΘ((nσ1 )
−1unσ1)︸ ︷︷ ︸
∈U
Θ⊥
nσ2
= nσ1e(R(Θ))nσ2 (nσ2)
−1pΘ((nσ1 )
−1unσ1)nσ2︸ ︷︷ ︸
∈U
.
Here we used that UJ is normal in PJ , Theorem 3.1 (b), and (σ2)
−1 ∈ WΘ
⊥
.
P̂J is a submonoid of Ĝ, because of 1 ∈ P̂J and
P̂ J P̂J = (L̂JU
J)(L̂JU
J) = L̂J(U
J L̂JU
J) = L̂J P̂ J = L̂J L̂JU
J = L̂JU
J = P̂ J .
Obviously, its unit group is P̂ J ∩G = PJ .
It remains to show that the map m is injective. Suppose that
unτe(R(Θ))nσvx = u
′n′τ ′e(R(Θ
′))n′σ′v
′x′, (38)
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where u, v, u′, v′ ∈ UJ , x, x′ ∈ UJ , and nτe(R(Θ))nσ, n′τ ′e(R(Θ
′))n′σ′ ∈ N̂J = ŴJT . We
have to show unτe(R(Θ))nσv = u
′n′τ ′e(R(Θ
′))n′σ′v
′ and x = x′. Since UJ is a group it is
sufficient to show x = x′.
By the Bruhat decomposition of Ĝ from (38) follows
nτe(R(Θ))nσ = n
′
τ ′e(R(Θ
′))n′σ′ . (39)
We may assume that τε(R(Θ))σ ∈ ŴJ is in normal form I, i.e., Θ ⊆ J special, τ ∈ (WJ)
Θ =
WJ∩W
Θ, and σ ∈ Θ∪(Θ
⊥∩J)(WJ) = Θ∪Θ
⊥
W∩WJ . We may also assume that unτe(R(Θ))nσv
and u′nτe(R(Θ))nσv
′ are in normal form, i.e., u, u′ ∈ (UJ)τ = UJ ∩ τ((UJ )Θ)−τ−1, and
v, v′ ∈ UJ ∩ σ−1(UJ )Θσ. (Use L̂J = T ĜJ = ĜJT and ĜJ ∼= ̂̂G(AJ )′ and Theorem 3.9.) By
(38) and (39) we get
nτ
−1u−1u′nτ︸ ︷︷ ︸
∈((UJ )Θ)−
e(R(Θ)) = e(R(Θ))nσvx(x
′)−1(v′)−1nσ
−1
= e(R(Θ))nσvnσ
−1︸ ︷︷ ︸
∈(UJ )Θ
nσx(x
′)−1nσ
−1︸ ︷︷ ︸
∈UJ
nσ(v
′)−1nσ
−1︸ ︷︷ ︸
∈(UJ )Θ︸ ︷︷ ︸
∈UΘ
. (40)
To cut short the notation set a := nτ
−1u−1u′nτ and b := nσvx(x
′)−1(v′)−1nσ
−1. From (40)
follows
a ∈ PΘ∪Θ⊥ ∩ ((UJ)
Θ)− ⊆ (UΘ∪Θ⊥)
−
and
b ∈ P−
Θ∪Θ⊥
∩ UΘ = UΘ∪Θ⊥ ∩ U
Θ = UΘ⊥ .
(Here we used the fact that PK ∩ U− = U
−
K and P
−
K ∩ U = UK , K ⊆ I. This can be checked
easily. Use the Birkhoff decompositions of P−K , PK , G, and U ∩ U
− = {1}.) Furthermore,
U− ∋ pΘ(a) = p
−
Θ(b) = b ∈ U
+. It follows b = 1, which gives
UJ ∋ nσx(x
′)−1nσ
−1 = nσv
−1nσ
−1 1nσv
′nσ
−1 ∈ (UJ )
Θ.
Since UJ ∩ (UJ )Θ = {1} this shows x = x′. 
Proposition 5.4 Let J, K ⊆ I. Then:
(a) P̂J ⊆ P̂K if and only if J ⊆ K.
(b) P̂J ∩ P̂K = P̂J∩K .
(c) P̂J and P̂K generate P̂ J∪K as a monoid.
Proof: Part (a) and (b) follow immediately from part (a) and (b) of Proposition 4.1, use the
Bruhat decomposition of Ĝ. Part (c) follows from part (c) of Proposition 4.1. 
We take as building the set
Ω := { gPJ | g ∈ G, J ⊆ I }
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partially ordered by the reverse inclusion, i.e., for g, g′ ∈ G and J, J ′ ⊆ I,
gPJ ≤ g
′PJ′ :⇐⇒ gPJ ⊇ g
′PJ′ .
The Kac-Moody group G acts order preservingly on Ω by multiplication from the left.
Let A := { nPJ | n ∈ N, J ⊆ I } be the standard apartment of Ω. Denote by π : N̂ → Ŵ
the canonical projection of N̂ onto Ŵ = N̂/T . As an ordered set the standard appartement A
identifies with the Coxeter complex C by the map ρ : A → C defined by ρ(nPJ ) := π(n)WJ ,
n ∈ N and J ⊆ I. Set ψ := ρ−1 : C → A.
Definition 5.5 Let • be an action of the face monoid Ŵ on the Coxeter complex C, which
extends the action of the Weyl group W on C. An action • of the face monoid Ĝ on the
building Ω, which extends the action of the Kac-Moody group G on Ω, is called compatible if
the following equivalent conditions hold:
(i) It holds N̂•A ⊆ A and for every nˆ ∈ N̂ the diagram
A
ρ
−→ C
nˆ• ↓ ↓ π(nˆ)•
A
ρ
−→ C
commutes.
(ii) For all special sets Θ ⊆ I it holds e(R(Θ))•A ⊆ A and the diagram
A
ρ
−→ C
e(R(Θ))• ↓ ↓ ε(R(Θ))•
A
ρ
−→ C
commutes.
Remark 5.6 For actions as in the definition the action of Ĝ on Ω can be recovered from the
action of Ŵ on C as follows:
Let gˆ ∈ Ĝ and hPJ ∈ Ω. Write gˆ in the form gˆ = g1e(R(Θ))g2 with g1, g2 ∈ G and Θ
special. Decompose g2h = anσb with a ∈ P
−
Θ∪Θ⊥
, nσ ∈ N projecting to σ ∈ W, and b ∈ PJ .
Then
gˆ•hPJ = g1e(R(Θ))g2•hPJ = g1e(R(Θ))a•nσbPJ
= g1p
−
Θ(a)e(R(Θ))•nσPJ = g1p
−
Θ(a)ψ(ε(R(Θ))•σWJ).
In particular, there exists at most one compatible action of the face monoid Ĝ on the building
Ω, which extends the action of the Kac-Moody group G on Ω.
We now fix an action • of the face monoid Ŵ on the Coxeter complex C which extends the
action of the Weyl group W on C. We determine necessary and sufficient conditions such that
the formula of the last remark can be taken as definition of a compatible action of the face
monoid Ĝ on the building Ω. As a first step we show:
Theorem 5.7 Let Θ ⊆ I be a special set. The following statements are equivalent:
(i) We get a well defined map e(R(Θ))• : Ω → Ω in the following way: Let gPJ ∈ Ω.
Decompose g in the form g = anσb with a ∈ P
−
Θ∪Θ⊥
, nσ ∈ N projecting to σ ∈ W, and
b ∈ PJ . Define
e(R(Θ))•gPJ := p
−
Θ(a)ψ(ε(R(Θ))•σWJ).
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(ii) p−Θ(P
−
Θ∪Θ⊥
∩σPJσ−1)ψ(ε(R(Θ))•σWJ) = ψ(ε(R(Θ))•σWJ) for all σ ∈
Θ∪Θ⊥WJ , J ⊆ I.
If this holds then the map e(R(Θ))• : Ω → Ω is order preserving if and only if the map
ε(R(Θ))• : C → C is order preserving.
Proof: Let gPJ = g
′PJ′ . Then J
′ = J and g−1g′ ∈ PJ . Decompose g = anσb and g′ = a′n′σ′b
′
as in the Theorem. Then e(R(Θ))• applied to gPJ = g
′PJ′ is well defined if and only if
p−Θ(a)ψ(ε(R(Θ))•σWJ ) = p
−
Θ(a
′)ψ(ε(R(Θ))•σ
′WJ ).
Now decompose σ = σ1σ2σ3σ4 and σ
′ = σ′1σ
′
2σ
′
3σ
′
4 with σ1, σ
′
1 ∈ WΘ⊥ , σ2, σ
′
2 ∈ WΘ, σ3, σ
′
3 ∈
Θ∪Θ⊥WJ , and σ4, σ′4 ∈ WJ . Then
p−Θ(a)ψ(ε(R(Θ))•σWJ) = p
−
Θ(a)ψ(ε(R(Θ))•σ1σ2σ3σ4WJ )
= p−Θ(a)ψ(ε(R(Θ))σ1σ2•σ3σ4WJ) = p
−
Θ(a)ψ(σ1ε(R(Θ))•σ3WJ)
= p−Θ(a)σ˜1ψ(ε(R(Θ))•σ3WJ ) = p
−
Θ(aσ˜1)ψ(ε(R(Θ))•σ3WJ)
= p−Θ(aσ˜1σ˜2)ψ(ε(R(Θ))•σ3WJ).
Therefore, e(R(Θ))• applied to gPJ = g
′PJ′ is well defined if and only if
p−Θ(aσ˜1σ˜2)ψ(ε(R(Θ))•σ3WJ) = p
−
Θ(a
′σ˜′1σ˜
′
2)ψ(ε(R(Θ))•σ
′
3WJ ).
Now gPJ = anσPJ = (aσ˜1σ˜2)σ˜3PJ , similarly g
′PJ = (a
′σ˜′1σ˜
′
2)σ˜
′
3PJ , where aσ˜1σ˜2, a
′σ˜′1σ˜
′
2 ∈
P−
Θ∪Θ⊥
. Therefore, from gPJ = g
′PJ we get σ
′
3 = σ3 and (aσ˜1σ˜2)
−1a′σ˜′1σ˜
′
2 ∈ σ3PJ(σ3)
−1. It
follows that e(R(Θ))• applied to gPJ = g
′PJ′ is well defined if and only if
p−Θ((aσ˜1σ˜2)
−1a′σ˜′1σ˜
′
2)ψ(ε(R(Θ))•σ3WJ ) = ψ(ε(R(Θ))•σ3WJ). (41)
Furthermore, here (aσ˜1σ˜2)
−1a′σ˜′1σ˜
′
2 ∈ P
−
Θ∪Θ⊥
∩ σ3PJ (σ3)−1.
Depending on g and g′, all the elements of the intersection P−
Θ∪Θ⊥
∩σ3PJ (σ3)−1 appear. This
can be seen as follows. Let σ3 ∈ Θ∪Θ
⊥
WJ and x ∈ P−
Θ∪Θ⊥
∩σ3PJ(σ3)−1. Then σ˜3PJ = xσ˜3PJ .
Choose a = 1, a′ = x, σ1 = σ
′
1 = 1, σ2 = σ
′
2 = 1, and σ4 = σ
′
4 = 1. Then (41) reduces to
p−Θ(x)ψ(ε(R(Θ))•σ3WJ ) = ψ(ε(R(Θ))•σ3WJ).
This proves the equivalence of (i) and (ii). Now suppose that (i), (ii) hold. It remains to
show that e(R(Θ))• is order preserving if and only if ε(R(Θ))• is order preserving.
It holds ε(R(Θ))• = ρ ◦ e(R(Θ))• ◦ ψ by the definition of e(R(Θ))•. The maps ψ and ρ
are order preserving. Therefore, if e(R(Θ))• is order preserving, then also ε(R(Θ))• is order
preserving.
Now suppose that ε(R(Θ))• is order preserving. Let g
′PJ , gPK ∈ Ω with g
′PJ ≤ gPK .
This is equivalent to g′PJ ⊇ gPK , which in turn is equivalent to J ⊇ K and (g′)−1g ∈ PJ .
In particular, g′PJ = gPJ . Now decompose g = anσb with a ∈ PΘ∪Θ⊥ nσ ∈ N projecting to
σ ∈ W , and b ∈ PK ⊆ PJ . Then
e(R(Θ))•g
′PJ = e(R(Θ))•gPJ = p
−
Θ(a)ψ(ε(R(Θ))•σWJ),
e(R(Θ))•gPK = p
−
Θ(a)ψ(ε(R(Θ))•σWK).
It holds σWJ ≤ σWK . Furthermore, ε(R(Θ))• is order preserving, the map ψ is order pre-
serving, and G acts order preservingly on Ω. Therefore,
e(R(Θ))•g
′PJ = p
−
Θ(a)ψ(ε(R(Θ))•σWJ ) ≤ p
−
Θ(a)ψ(ε(R(Θ))•σWK) = e(R(Θ))•gPK .
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Next we want to determine the groups p−Θ(P
−
Θ∪Θ⊥
∩ σPJσ−1), σ ∈ Θ∪Θ
⊥
WJ , which appear
in (ii) of the last theorem, explicitely.
Theorem 5.8 Let J, K ⊆ I. Let σ ∈ KWJ . Then
P−K ∩ σPJσ
−1 = (σU−J σ
−1)(σUJσ−1 ∩ (UK)−)NK∩σJUK .
Proof: Since σ ∈ KWJ the inclusion “⊇” holds. It remains to show the reverse inclusion. By
the Birkhoff decompositions of P−K , PJ it holds
P−K σ˜ ∩ σ˜PJ = U
−WKTUKσ˜ ∩ σ˜U
−
J WJTU = U
−WKσT (σ
−1UKσ) ∩ (σU
−
J σ
−1)σWJTU.
Because of σ ∈ KWJ we have σ−1UKσ ⊆ U and σU
−
J σ
−1 ⊆ U−. By the Birkhoff decomposi-
tion of G we get
P−K σ˜ ∩ σ˜PJ =
⋃
τ∈V
(
U−τT (σ−1UKσ) ∩ (σU
−
J σ
−1)τTU
)
, (42)
where V :=WKσ ∩ σWJ . By Proposition 2.7.5. of [2], which is valid also for infinite Coxeter
groups, it holds
V =WKσ ∩ σWJ = (WK ∩ σWJσ
−1)σ =WK∩σJσ. (43)
Let x ∈ P−K σ˜ ∩ σ˜PJ . Then by (42) there exist u
− ∈ U−, nτ ∈ N projecting to τ ∈ V ,
uK ∈ UK such that x = u
−nτ σ˜
−1uK σ˜. Since u
−nτ σ˜
−1uK σ˜ ∈ σ˜PJ and σ˜
−1uK σ˜ ∈ U we get
u−nτ ∈ σ˜PJ . Because of τ ∈ V ⊆ σWJ we find σ˜−1u−σ˜ ∈ PJ . It follows u− ∈ σPJσ−1 ∩ U−.
Therefore, we have found
P−K σ˜ ∩ σ˜PJ ⊆ (σPJσ
−1 ∩ U−)VTσ−1UKσ. (44)
Now we show
σPJσ
−1 ∩ U− = σU−J σ
−1(σUσ−1 ∩ U−). (45)
By the Birkhoff decomposition for PJ it holds
σ˜PJ ∩ U
−σ˜ = (σU−J σ
−1)σWJTU ∩ U
−σ˜.
Here (σU−J σ
−1) ⊆ U− because of σ ∈ KWJ . By the Birkhoff decomposition for G we find
σ˜PJ ∩ U
−σ˜ = (σU−J σ
−1)σ˜U ∩ U−σ˜.
Multiplying on the right by σ˜−1, and using σU−J σ
−1 ⊆ U− we find
σPJσ
−1 ∩ U− = (σU−J σ
−1)σUσ−1 ∩ U− = (σU−J σ
−1)(σUσ−1 ∩ U−).
Next we show
σUσ−1 ∩ U− = σUJσ−1 ∩ (UK)−. (46)
The inclusion “⊇” is obvious, we only have to show the reverse inclusion. It holds
σUσ−1 ∩ U− =
∏
α∈σ∆+re∩∆
−
re
Uα.
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Let α ∈ σ∆+re ∩∆
−
re. Suppose that α ∈ (∆
−
K)re. Since σ ∈
KWJ it follows σ−1α ∈ ∆−re, which
contradicts α ∈ σ∆+re. Suppose that α ∈ σ(∆
+
J )re. Since σ ∈
KWJ it follows α ∈ ∆+re, which
contradicts α ∈ ∆−re. Therefore
σUσ−1 ∩ U− ⊆
∏
α∈σ(∆+re\(∆
+
J
)re)∩(∆
−
re\(∆
−
K
)re)
Uα ⊆ σU
Jσ−1 ∩ (UK)−.
Now multiply (44) with σ˜−1 from the right. With (45), (46), and (43) follows the inclusion
“⊆” of the theorem. 
Corollary 5.9 Let Θ ⊆ I be special, let J ⊆ I and σ ∈ Θ∪Θ
⊥
WJ . Then
p−Θ(P
−
Θ∪Θ⊥
∩ σPJσ
−1) = U−
Θ⊥∩σJ
W˜Θ⊥∩σJT
ΘUΘ⊥ . (47)
Remark 5.10 The image of p−Θ is GΘ⊥T
Θ∪Θ⊥, which is a group with BN-pair GΘ⊥T
Θ∪Θ⊥ ∩
B = UΘ⊥T
Θ and GΘ⊥T
Θ∪Θ⊥ ∩N = W˜Θ⊥T
Θ. The group (47) of the corollary is the standard
parabolic subgroup corresponding to Θ⊥ ∩ σJ .
Proof: By the last Theorem and our definition of p−Θ we get
p−Θ(P
−
Θ∪Θ⊥
∩ σPJσ
−1)
= p−Θ(σU
−
J σ
−1)p−Θ(σU
Jσ−1 ∩ (UΘ∪Θ
⊥
)−)p−Θ(W˜(Θ∪Θ⊥)∩σJ)p
−
Θ(T )p
−
Θ(UΘ∪Θ⊥)
= p−Θ(σU
−
J σ
−1) 1 W˜Θ⊥∩σJT
ΘUΘ⊥ . (48)
Since σ ∈ Θ∪Θ
⊥
WJ we get σU−J σ
−1 ⊆ U−. By the definition of p−Θ it follows p
−
Θ(σU
−
J σ
−1) ⊆
U−
Θ⊥
.
Now the group p−Θ(P
−
Θ∪Θ⊥
∩ σPJσ−1) contains UΘ⊥T
Θ. Therefore, it has to be a standard
parabolic of GΘ⊥T
Θ∪Θ⊥ of the form
U−KW˜KT
ΘUΘ⊥ (49)
for some K ⊆ Θ⊥. If we now use the Birkhoff decomposition of G to compare (48) with (49)
we get K = Θ⊥ ∩ σJ . 
Theorem 5.11 Let Θ ⊆ I be a special set. Suppose that
U−
Θ⊥∩σJ
W˜Θ⊥∩σJT
ΘUΘ⊥ψ(ε(R(Θ))•σWJ) = ψ(ε(R(Θ))•σWJ)
holds for all σ ∈ Θ∪Θ
⊥
WJ , J ⊆ I. Then the following statements are equivalent:
(i) For every gˆ ∈ Ge(R(Θ))G we get a well defined map gˆ : Ω→ Ω in the following way: Let
cPJ ∈ Ω. Write gˆ in the form gˆ = xe(R(Θ))y with x, y ∈ G. Define
gˆ•cPJ := x(e(R(Θ)•ycPJ).
(ii) GΘU
Θ∪Θ⊥ψ(ε(R(Θ))•σWJ) = ψ(ε(R(Θ))•σWJ) for all σ ∈
Θ∪Θ⊥WJ , J ⊆ I.
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Proof: Suppose that (i) holds. Then we find for all a ∈ GΘUΘ∪Θ
⊥
= { g ∈ G | ge(R(Θ)) = e(R(Θ)) },
for all σ ∈ Θ∪Θ
⊥
WJ , and for all J ⊆ I:
aψ(ε(R(Θ))•σWJ) = a(e(R(Θ))•σ˜PJ) = (ae(R(Θ)))•σ˜PJ
= e(R(Θ))•σ˜PJ = ψ(ε(R(Θ))•σWJ ).
Now suppose that (ii) holds. Let x, x′, y, y′ ∈ G such that gˆ = xe(R(Θ))y = x′e(R(Θ))y′.
We have to show that
x(e(R(Θ))•ycPJ) = x
′(e(R(Θ))•y
′cPJ )
for all cPJ ∈ Ω. Actually, it is sufficient to show that xe(R(Θ)) = e(R(Θ))y, x, y ∈ G, implies
x(e(R(Θ))•cPJ ) = e(R(Θ))•ycPJ
for all cPJ ∈ Ω.
Fix cPJ ∈ Ω. Decompose c = aσ˜b with a ∈ P
−
Θ∪Θ⊥
, σ ∈ Θ∪Θ
⊥
WJ , b ∈ PJ . The equality
xe(R(Θ)) = e(R(Θ))y is equivalent to x ∈ PΘ∪Θ⊥ , y ∈ P
−
Θ∪Θ⊥
and pΘ(x) = p
−
Θ(y). It follows
e(R(Θ))•ycPJ = p
−
Θ(ya)ψ(ε(R(Θ))•σWJ)
= p−Θ(y)p
−
Θ(a)ψ(ε(R(Θ))•σWJ ) = pΘ(x)p
−
Θ(a)ψ(ε(R(Θ))•σWJ)
= xp−Θ(a)(p
−
Θ(a))
−1x−1pΘ(x)p
−
Θ(a)ψ(ε(R(Θ))•σWJ).
By the definitions of p±Θ it holds x
−1pΘ(x) ∈ GΘ⋉UΘ∪Θ
⊥
and also (p−Θ(a))
−1x−1pΘ(x)p
−
Θ(a) ∈
GΘ ⋉ UΘ∪Θ
⊥
. Since (ii) is valid it follows
e(R(Θ))•ycPJ = xp
−
Θ(a)ψ(ε(R(Θ))•σWJ ) = x(e(R(Θ))•cPJ).

We have fixed an action • of the face monoid Ŵ on the Coxeter complex C, which extends
the action of the Weyl groupW on C. The next beautiful theorem is the main theorem in this
section. It characterizes in an unexpected easy way when there exists a compatible action of
the face monoid Ĝ on the building Ω. It also describes this action.
Theorem 5.12 (a) There exists a compatible action • of Ĝ on Ω extending the action of G
on Ω if and only if ε(R(Θ))•σWJ ∈ C is a standard parabolic for all Θ ⊆ I special, J ⊆ I, and
σ ∈ Θ∪Θ
⊥
WJ .
This action of Ĝ on Ω is uniquely determined and can be obtained in the following way.
Let gˆ ∈ Ĝ and hPJ ∈ Ω. Write gˆ in the form gˆ = g1e(R(Θ))g2 with g1, g2 ∈ G and Θ special.
Decompose g2h = anσb with a ∈ P
−
Θ∪Θ⊥
, nσ ∈ N projecting to σ ∈ W, and b ∈ PJ . Then
gˆ•hPJ = g1p
−
Θ(a)ψ(ε(R(Θ))•σWJ). (50)
(b) Let J ⊆ I. The stabilizer of PJ ∈ Ω of the action • of Ĝ on Ω is obtained from the
stabilizer of WJ ∈ C of the action • of Ŵ on C by
Stab bG(PJ ) = BStabcW(WJ )B. (51)
It is equivalent:
(i) Stab bG(PJ ) = P̂ J .
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(ii) StabcW(WJ) = ŴJ .
(iii) StabcW(WJ) ⊇ ŴJ .
(iv) ε(R(J∞))•WJ =WJ .
(c) The action • of Ĝ on Ω is order preserving if and only if the action • of Ŵ on C is
order preserving.
Remark 5.13 The equivalent conditions (i), (ii), (iii) and (iv) of (b) are not always satisfied
for the actions which we consider. The easiest action of Ŵ on C, which satisfies the required
property stated in part (a) of the theorem, is obtained as follows: For σWJ ∈ C set
τ•σWJ := τσWJ for all τ ∈ W ,
τ̂•σWJ :=WI for all τ̂ ∈ Ŵ \W .
This action is even order preserving. But
StabcW(WJ) =
{
WJ if J 6= I
ŴI if J = I
.
Note also that the corresponding compatible action of Ĝ on Ω is described as follows: For
gPJ ∈ Ω it holds
h•gPJ = hgPJ if h ∈ G,
ĥ•gPJ = PI if ĥ ∈ Ĝ \G.
Proof: (α) We first check that the conditions (ii) of Theorem 5.7 and 5.11 hold for all Θ ⊆ I
special if and only if ε(R(Θ))•σWJ is a standard parabolic subgroup ofW for all Θ ⊆ I special,
J ⊆ I, and σ ∈ Θ∪Θ
⊥
WJ .
Fix Θ ⊆ I special, J ⊆ I, and σ ∈ Θ∪Θ
⊥
WJ . The corresponding equations of the conditions
(ii) of Theorem 5.7 and Theorem 5.11, which have to be satisfied, are
U−
Θ⊥∩σJ
W˜Θ⊥∩σJT
ΘUΘ⊥ψ(ε(R(Θ))•σWJ) = ψ(ε(R(Θ))•σWJ ),
U−Θ W˜ΘTΘUΘU
Θ∪Θ⊥ψ(ε(R(Θ))•σWJ) = ψ(ε(R(Θ))•σWJ ).
Because of PΘ∪(Θ⊥∩σJ) = U
−
Θ∪(Θ⊥∩σJ)
NΘ∪(Θ⊥∩σJ)U , these two equations are equivalent to
PΘ∪(Θ⊥∩σJ)ψ(ε(R(Θ))•σWJ) = ψ(ε(R(Θ))•σWJ). (52)
Here ψ(ε(R(Θ))•σWJ) is a coset of the form gPK . Now PΘ∪(Θ⊥∩σJ)gPK = gPK is equivalent
to g−1PΘ∪(Θ⊥∩σJ)g ⊆ PK . By properties of the parabolic subgroups, compare Part 3.2.3 of
[17], this is equivalent to g ∈ PK and PΘ∪(Θ⊥∩σJ) ⊆ PK . Therefore, (52) is equivalent to
ψ(ε(R(Θ))•σWJ) is a standard parabolic subgroup of G such that
PΘ∪(Θ⊥∩σJ) ⊆ ψ(ε(R(Θ))•σWJ ).
This in turn is equivalent to ε(R(Θ))•σWJ is a standard parabolic subgroup of W with
WΘ∪(Θ⊥∩σJ) ⊆ ε(R(Θ))•σWJ . (53)
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We now show that (53) is no proper restriction. It is satisfied for our action • of Ŵ on C:
Let a ∈ WΘ, b ∈ WΘ⊥∩σJ =WΘ⊥ ∩ σWJσ
−1. Then
abε(R(Θ))•σWJ = aε(R(Θ))b•σWJ = ε(R(Θ))•bσWJ = ε(R(Θ))•σWJ .
(β) From Theorem 5.7 and Theorem 5.11 now follows that for every gˆ ∈ Ĝ we get by (50)
a well defined map gˆ• : Ω → Ω. To show that we get an action of Ĝ, extending the action of
G, it remains to show that for all g1, g2, h1, h2 ∈ G, for all Θ1, Θ2 special and for all elements
zPJ ∈ Ω it holds
(g1e(R(Θ1))g2)•((h1e(R(Θ2))h2)•zPJ) = (g1e(R(Θ1)g2h1e(R(Θ2))h2)•zPJ .
Decompose g2h1 = aσ˜b with a ∈ P
−
Θ1∪Θ⊥1
, σ ∈ Θ1∪Θ
⊥
1 WΘ2∪Θ
⊥
2 , b ∈ PΘ2∪Θ⊥2 . Then by (50) and
by Theorem 3.1 (b) this equation is equivalent to
g1p
−
Θ1
(a)e(R(Θ1))•(σ˜e(R(Θ2))•pΘ2(b)h2zPJ)
= g1p
−
Θ1
(a)e(R(Θ1 ∪Θ2 ∪ red (σ)))•pΘ2(b)h2zPJ .
Therefore, it is sufficient to show
e(R(Θ1))•(σ˜e(R(Θ2))•zPJ) = e(R(Θ1 ∪Θ2 ∪ red (σ)))•zPJ (54)
for all Θ1, Θ2 special, for all σ ∈ Θ1∪Θ
⊥
1 WΘ2∪Θ
⊥
2 , and for all zPJ ∈ Ω.
Set Θ := Θ1 ∪ Θ2 ∪ red (σ) for short. Decompose z in the form z = ax˜b with a ∈ P
−
Θ⊥
,
x ∈ W and b ∈ PJ . Then
e(R(Θ))•zPJ = p
−
Θ(a)ψ(ε(R(Θ))•xWJ). (55)
From Θ2 ⊆ Θ follows a ∈ P
−
Θ⊥
⊆ P−
Θ⊥2
. Therefore,
e(R(Θ1))•(σ˜e(R(Θ2))•zPJ) = e(R(Θ1))•σ˜p
−
Θ2
(a)ψ(ε(R(Θ2))•xWJ )
= e(R(Θ1))•σ˜p
−
Θ2
(a)σ˜−1σ˜ψ(ε(R(Θ2))•xWJ )
= e(R(Θ1))•(σ˜p
−
Θ2
(a)σ˜−1)ψ(σε(R(Θ2))•xWJ). (56)
Suppose we can show
σ˜p−Θ2(a)σ˜
−1 ∈ P−
Θ⊥1
, (57)
p−Θ1(σ˜p
−
Θ2
(a)σ˜−1)e(R(Θ)) = p−Θ(a)e(R(Θ)). (58)
Then (56) can be transformed by Theorem 3.1 and Theorem 2.4 in the following way:
e(R(Θ1))•(σ˜p
−
Θ2
(a)σ˜−1)ψ(σε(R(Θ2))•xWJ)
= p−Θ1(σ˜p
−
Θ2
(a)σ˜−1)e(R(Θ1))•ψ(σε(R(Θ2))•xWJ)
= p−Θ1(σ˜p
−
Θ2
(a)σ˜−1)ψ(ε(R(Θ1))•(σε(R(Θ2))•xWJ))
= p−Θ1(σ˜p
−
Θ2
(a)σ˜−1)ψ(ε(R(Θ))•xWJ)
= p−Θ1(σ˜p
−
Θ2
(a)σ˜−1)e(R(Θ))•ψ(xWJ)
= p−Θ(a)e(R(Θ))•ψ(xWJ ) = p
−
Θ(a)ψ(ε(R(Θ))•xWJ). (59)
The right side of (55) coincides with the right side of (59), i.e., equation (54) is valid.
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Now we show (57). Write a ∈ P−
Θ⊥
in the form a = t
∏
i=1, ...,m uβi with t ∈ T , uβi ∈ Uβi ,
βi ∈ ∆−re ∪ (∆
+
Θ⊥
)re, i = 1, . . . , m, m ∈ N. The inclusion Θ2 ⊆ Θ implies Θ⊥ ⊆ (Θ2)⊥.
Therefore,
σ˜p−Θ2(a)σ˜
−1 = σ˜p−Θ2(t)σ˜
−1︸ ︷︷ ︸
∈T
·
∏
i=1, ...,m
βi∈(∆
−
Θ⊥
2
)re∪(∆
+
Θ⊥
)re
σ˜uβi σ˜
−1︸ ︷︷ ︸
∈Uσβi
. (60)
From red (σ) ⊆ Θ follows σ ∈ WΘ, from which in turn follows σ(∆
+
Θ⊥
)re = (∆
+
Θ⊥
)re. Since
σ ∈ Θ1∪Θ
⊥
1 WΘ2∪Θ
⊥
2 we also get σ(∆−
Θ⊥2
)re ⊆ ∆−re. Therefore, the expression on the right of
(60) is contained in P−
Θ⊥
. From the inclusion Θ1 ⊆ Θ follows P
−
Θ⊥
⊆ P−
Θ⊥1
.
Now we show (58). By Theorem 3.1, use (57), it holds:
p−Θ(a)e(R(Θ)) = e(R(Θ))a = e(R(Θ1))σ˜e(R(Θ2))a
= p−Θ1(σ˜p
−
Θ2
(a)σ˜−1)e(R(Θ1))σ˜e(R(Θ2)) = p
−
Θ1
(σ˜p−Θ2(a)σ˜
−1)e(R(Θ)).
(γ) Obviously, the action • of Ŵ is order preserving if and only if ε(R(Θ))• : C → C is order
preserving for all Θ ⊆ I special. Similarly, the action • of Ĝ is order preserving if and only if
e(R(Θ))• : Ω→ Ω is order preserving for all Θ ⊆ I. Now part (c) of the theorem follows from
Theorem 5.7.
(δ) Let J ⊆ I. Every element of gˆ ∈ Ĝ can be written in the form gˆ = bnˆσˆb′ with b, b′ ∈ B
and nˆσˆ ∈ N̂ projecting to σˆ ∈ Ŵ. Now PJ = gˆ•PJ = bnσˆb′•PJ if and only if (nˆσˆ)•PJ = PJ if
and only if σˆ•WJ =WJ . This shows formula (51) of part (b) of the theorem.
It remains to show the equivalence of (i), (ii), (iii) and (iv) of part (b). By formula (51)
the statements (i) and (ii) are equivalent. By Proposition 4.5 the statements (iii) and (iv) are
equivalent. Trivially, from (iii) follows (ii). Now suppose that the equivalent statements (iii)
and (iv) hold. To show (ii) we have to show StabcW(WJ ) ⊆ ŴJ : Let σˆ ∈ StabcW(WJ). Write
σˆ in normal form I, i.e., σˆ = σ1ε(R(Θ))σ2 with σ1 ∈ W
Θ, σ2 ∈ Θ∪Θ
⊥
W , and Θ ⊆ I special.
Write σ2 in the form σ2 = xc1c2 with x ∈
Θ∪Θ⊥WJ
∞∪(J∞)⊥ , c1 ∈ (W(J∞)⊥)
J0 and c2 ∈ WJ
such that in addition xc1 ∈ Θ∪Θ
⊥
WJ . Then WJ = σˆ•WJ is equivalent to
(σ1)
−1WJ = ε(R(Θ))σ2•WJ = ε(R(Θ))xc1•WJ . (61)
By our assumptions on the action of Ŵ , the coset (ε(R(Θ))xc1)•WJ is a standard parabolic
subgroup. It follows σ1 ∈ WJ . By inserting in (61) and by (iv) we get
WJ = ε(R(Θ))xc1•WJ = ε(R(Θ))xc1•(ε(R(J
∞))•WJ)
= ε(R(Θ))xc1ε(R(J
∞))•WJ = ε(R(Θ))xε(R(J
∞))c1•WJ
= ε(R(Θ ∪ J∞ ∪ red (x)))c1•WJ = ε(R(Θ ∪ J
∞ ∪ red (x)))•c1WJ .
Applying the idempotent ε(R(Θ ∪ J∞ ∪ red (x))) on both sides we find
ε(R(Θ ∪ J∞ ∪ red (x)))•WJ = ε(R(Θ ∪ J
∞ ∪ red (x)))•c1WJ =WJ . (62)
Because in Ŵ it holds
WΘ∪J∞∪red(x)ε(R(Θ ∪ J
∞ ∪ red (x))) = ε(R(Θ ∪ J∞ ∪ red (x))),
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we get WΘ∪J∞∪red(x) ⊆ WJ from (62). It follows Θ ⊆ J and x ∈ WJ ∩
Θ∪Θ⊥WJ
∞∪(J∞)⊥ =
{1}. We have shown σ2 = c1c2 with c1 ∈ (W(J∞)⊥)
J0 ⊆ WΘ⊥ and c2 ∈ WJ . Furthermore,
σ1 ∈ WJ . By inserting in (61) we find
WJ = ε(R(Θ))σ2•WJ = ε(R(Θ))c1•WJ = c1ε(R(Θ))•WJ .
Again by our assumptions on the action of Ŵ , the coset ε(R(Θ))•WJ is a standard parabolic
subgroup. It follows c1 ∈ WJ .
We have found σ1 ∈ WJ , Θ ⊆ J , and σ2 = c1c2 ∈ WJ , which shows σˆ = σ1ε(R(Θ))σ2 ∈
ŴJ . 
Because of the last theorem it is resonable to define:
Definition 5.14 An action of the face monoid Ĝ on the building Ω, extending the action of
the Kac-Moody group G on Ω, is called good if the following two conditions hold:
(1) Stab bG(PJ ) = P̂ J for all J ⊆ I.
(2) Ĝ acts order preservingly on Ω.
The face monoid Ĝ fits very well to the building Ω, which is summarized in:
Corollary 5.15 The actions of (a) and (b) correspond bijectively by compatibility:
(a) The actions / order preserving actions / good actions • of Ĝ on Ω, which extend the
action of G on Ω.
(b) The actions / order preserving actions / good actions • of Ŵ on C, which extend the
action of W on C, such that ε(R(Θ))•σWJ ∈ C is a standard parabolic for all Θ ⊆ I
special, J ⊆ I, and σ ∈ Θ∪Θ
⊥
WJ .
Proof: It remains to show that an action • of Ĝ as in (a) is compatible to an action • of Ŵ
as in (b). Because of Theorem 5.12 it is sufficient to show N̂•A ⊆ A.
Let Θ ⊆ I special, J ⊆ I, and nσ ∈ N projecting to σ ∈ Θ∪Θ
⊥
WJ . We first show
that e(R(Θ))•nσP̂ J ∈ Ω is a standard parabolic. Let e(R(Θ))•nσP̂J = gPK . It holds B =
UΘU
Θ∪Θ⊥UΘ⊥T and σ
−1UΘ⊥Tσ ⊆ B. By Theorem 3.1 follows for all u ∈ UΘU
Θ∪Θ⊥ and
v ∈ UΘ⊥T :
uvgPK = uve(R(Θ))•nσP̂J = ue(R(Θ))v•nσP̂ J = e(R(Θ))•nσ(n
−1
σ vnσ)P̂ J
= e(R(Θ))•nσP̂ J = gPK .
Therefore, g−1Bg ⊆ PK . It follows g ∈ PK , compare part 3.2.3 of [17]. We have shown
e(R(Θ))•nσP̂ J = PK .
Now N̂A ⊆ A follows, because by Theorem 3.1 it holds e(R(Θ))n = ne(R(Θ)) for all
n ∈ NΘ∪Θ⊥ , Θ special. 
We now use Theorem 5.12 to show that there are compatible actions of Ĝ on Ω for our
three actions of Ŵ on C described before. It is open to determine in particular all good actions
of Ĝ on Ω, which extend the action of G on Ω.
If we apply Theorem 5.12 to the bad action described in Proposition 4.4 we find easily:
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Corollary 5.16 (Bad action) There exists a unique action

of Ĝ on Ω extending the action
of G on Ω, compatible with the bad action

of Ŵ on C.
Explicitely it can be obtained as follows: Let g1e(R(Θ))g2 ∈ Ĝ and hPJ ∈ Ω. If g2hPJ ∈
P−
Θ∪Θ⊥
(PΘ ↓) = (UΘ)−WΘ⊥(PΘ ↓) decompose g2h in the form g2h = ab with a ∈ P
−
Θ∪Θ⊥
and
b ∈ PJ . Then
(g1e(R(Θ))g2) hPJ = g1p
−
Θ(a)PJ .
If g2hPJ /∈ P
−
Θ∪Θ⊥
(PΘ ↓) = (UΘ)−WΘ⊥(PΘ ↓) then
(g1e(R(Θ))g2) hPJ = PI .
This action of Ĝ is in general not order preserving. The parabolic submonoid P̂ J is the
stabilizer of PJ ∈ Ω, J ⊆ I.
If we apply Theorem 5.12 to good action 1 described in Proposition 4.7 we find:
Corollary 5.17 (Good action 1) There exists a unique action ⊲ of Ĝ on Ω extending the
action of G on Ω, compatible with good action 1 ⊲ of Ŵ on C. It is good.
Explicitely, this action can be obtained as follows: Let g1e(R(Θ))g2 ∈ Ĝ and hPJ ∈ Ω.
Decompose g2h in the form
g2h = anyc
where a ∈ P−
Θ∪Θ⊥
, c ∈ PJ , and ny ∈ N with corresponding projection y ∈
Θ∪Θ⊥WJ . Then
(g1e(R(Θ))g2) ⊲ hPJ = g1p
−
Θ(a)PΘ∪J∪red(y).
If we apply Theorem 5.12 to good action 2 described in Theorem 4.12 we find:
Corollary 5.18 (Good action 2) There exists a unique action
⊳
of Ĝ on Ω extending the
action of G on Ω, compatible with good action 2
⊳
of Ŵ on C. It is good.
Explicitely, this action can be obtained as follows: Let g1e(R(Θ))g2 ∈ Ĝ and hPJ ∈ Ω.
Decompose g2h in the form
g2h = anxnc1c2
where a ∈ P−
Θ∪Θ⊥
, c2 ∈ PJ , and nx, nc1 ∈ N with corresponding projections x ∈
Θ∪Θ⊥WJ
∞∪(J∞)⊥ ,
c1 ∈ (W(J∞)⊥)
J0 such that in addition xc1 ∈
Θ∪Θ⊥WJ . Set Ξ := Θ ∪ J∞ ∪ red (x). Then
(g1e(R(Θ))g2) ⊳ hPJ = g1p
−
Θ(a)PΞ∪(Ξ⊥∩c1J0).
It is instructive to compare the orbit of B ∈ Ω for these actions. For simplicity we assume
the generalized Cartan matrix A to be indecomposable and of affine or indefinite type. To
make our notation plain we denote the action of the Kac-Moody group G on Ω by a dot “.”.By
applying the face monoid Ĝ to the point B ∈ Ω we get for the bad action
Ĝ

B = G.B ∪ PI ,
which looks like the flag variety together with an irrelevant point. We get for good action 1
Ĝ ⊲B =
⋃
Θ⊆I special
y∈Θ∪Θ
⊥
W
G.PΘ∪red(y).
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In a subsequent paper we give an algebraic geometric model for a Ĝ-space Ω, where the action
of Ĝ on the building Ω coincides with good action 1, [12]. At least this actions occurs quite
naturally. We get for good action 2
Ĝ
⊳
B =
⋃
Θ⊆I special
G.PΘ.
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