The purpose of this work is to present an error analysis of the numerical approximation by a finite element method of a free-surface problem. The analysis has been done in an abstract model which has many of the features of a free-surface problem for a viscous liquid. We study in this paper how the numerical approximation of the free boundary affects the approximation of the other variables of the problem and vice versa.
We present the numerical analysis of a free-boundary problem that is intended to incorporate many of the difficulties found in a class of models of fluid-flow phenomena with free surfaces. One such phenomenon which motivates the current work is the flow of a liquid constrained only partly by a container, that is, in which a part of the boundary of the domain filled by the liquid is an interface with another liquid of much smaller density, and for which surface tension plays a significant role in determining the shape of the free surface. One model for the behavior of such liquids is based on the assumption that the surface tension between the two liquids is proportional to the curvature of the free surface; the constant of proportionality is a physical property of the two fluids. This model has been studied extensively in recently years, both experimentally (cf. Jean and Pritchard [15] and Pritchard [19] ), theoretically (cf. Allain [2] , Beale [4] , Bemelmans [5] , Jean [14] , Pukhnachov [20] , and Solonnikov [27] ), asymptotically (Keller and Miksis [16] ) and computationally (cf. Cuvelier [10] , Ryskin and Leal [23] , and Saito and Scriven [24] ). Our purpose here is to establish a framework for the analysis of convergence properties of the computational techniques being used. The only previous work that we are aware of in this direction is by Nitsche [18] .
In the first section of the paper, we define our model problem in classical terms. In the second section, we construct a variational formulation for the problem that has two new features. One is that it allows the existence of a solution to be proved with weaker assumptions on the data than has been possible before. But more importantly, it provides a framework in which a finite element method can be defined and analyzed rigorously. The third section of the paper carries out this analysis. Our variational approach is similar to one used in the code FIDAP [28] . Moreover, our analysis of this class of free-surface problems has much in common with the theoretical studies listed in the previous paragraph, except that the Holder spaces used there are replaced by appropriate Sobolev spaces. This has the advantage of offering a framework in which finite element spaces that are typically used can be viewed as "conforming" to the theory. Unfortunately, the nature of the problem apparently precludes the use of the traditional Hubert space theory; we require estimates for a power higher than two of the gradient of the finite element approximation. This is a consequence of the nonlinear relationship between the gradient of the field variable (which corresponds to the velocity variable in a flow problem) and the free surface.
We shall make use of the Lebesgue and Sobolev spaces L (£1) and W™(Çï), respectively, 1 < p < oc, m € IN, defined for a bounded open set, fi, in IR", n = 1 or 2. These spaces are provided with the usual norm || • \\LP,a) and II • Iln^m(i2) ' respectively. W (Q) is the space of those functions in W (Q) which vanish on the boundary of Q in the generalized sense. The inner product in L2 is denoted by (•>•)•
Problem formulation
Consider a function y e M^(0, 1) such that Hyll^i (0 ,} < 1, and related to this function define the following sets: Çly = {(x,y)\0<x< l,0<y< l+y(x)} and Y7 = {(x,y)\0<x<l,y=l+y(x)}.
Consider also another function g e Wp (Q*), where Q* is some fixed domain such that Q c Q* for all y under consideration, and suppose g(x, y) = 0 for y > 1/2. (In the sequel, we shall choose p > 2 ; it will also be seen to be sufficient to define fi* = [0, 1] x [0, 2].) With these assumptions we define the following Model free-boundary problem. Find y and u such that Au = 0 in fl , u = g on dQ, ,
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The parameter s > 0 plays the role of the "surface tension" and ñ is the outward normal vector to Yy. Note that « is a scalar field and that in the balance of terms on the interface we are using a nonlinear term which is not the curvature of y . This is done in order to simplify the variational formulation of the problem. In §4, we describe the simple modifications necessary to obtain results pertaining to models involving the curvature operator.
In §2 a weak formulation of this problem is proposed which is more suitable for discretization via variational techniques. It is proved in Corollary 2.1 that the weak formulation admits a unique solution (y, u) e ^,(0, 1) x Wx(Q.y) for small values of the norm of g, provided that p e (2, P) for some P > 2. In §3 we study the discrete approximation of this problem by a finite element method using piecewise linear functions. In Theorem 3.1 we prove that the discrete problem admits a unique solution, and in Theorem 3.2 and Corollary 3.1 we prove the convergence of this method. One of the conclusions of this work is that it is appropriate to use the same order of piecewise polynomials to approximate u and y in order to obtain the optimal order of convergence.
The weak formulation
of problem (1.1)
A preliminary weak formulation of problem (1.1) can be given in the usual way by converting the two elliptic problems for u and y, respectively, as follows. The shortcoming of this variational formulation is its reference to a quantity, du/dn, that is undefined for arbitrary u in the space in which we seek the solution, u . We now address this issue. (Our reasons for choosing non-Hilbert spaces in the variational formulation will be clarified subsequently.) If « is a sufficiently regular solution of problem (1.1) then Green's formula implies
f du f = -^ vds = f Vu-Vv dx, Jr7 dn Jp rovided that v(x, 1 + y(x)) = x(x) and v = 0 on dQy\Yy. Lemma 2.0. For all x e Wx (0, 1 ) it is possible to construct an extension E y & Wx(Qy) whenever q < 2, such that Eyx\T = X and Eyx\da \r = °-Proof. First, by one of Sobolev's imbedding theorems, / e ^/(O, 1) implies X e Wx~x/q(0, 1) for q < 2. If x e rVx~x/q(0, 1) for q < 2, we can extend X by zero to <9Q0, where £20 = [0, 1] x [0, 1], and assure that this extension X e I^1_1/i(ôiî0). By the surjectivity property of the trace operator, there is ave WX(Q0) such that v\an = x ■ Let Ex denote this extension, v . Since the embedding and trace are continuous operators, there exist C, CE < oc, independent of x > such that (2.2) ll£xll^(n0) ^ cH*Hw;-'/«(aa0) ^ c*H*llii?(o,i)-(For details, see Grisvard [13] and Arnold, Scott and Vogelius [3] .) Now we transform the domain Q0 to Qy by the following change of variables: where /z(i) is a continuous function for 0 < t < 1 and q may be any real number in the range 1 < q < oo. Now we can identify x with its extension EyX in Cly by ¿^ := £x , i.e., (2.7) £yx(x,y) = fx(x,y/(l + y(x))), Variational free-boundary problem. To establish the existence of a solution (y, u) of (2.9), we shall use a contraction argument. Before presenting this result, some a priori estimates will be proved. First define the following seminorms in Wx(0, 1) :
The following is a simple consequence of Rellich's theorem; cf. Brezis [7] . . constants a < oo and Q < 2 < P such that for all u € fV (Çl )
whenever Q < p < P.
Proof. The first part of the theorem is easily proved using Holder's inequality. The second part will be proved using a result of Meyers [ 17] concerning secondorder elliptic divergence equations with bounded, measurable coefficients. To use this result, we transform the domain Q to Q0 , using the change of variables (2. Note that ^ = (DDr)_I| detD\, where D is the Jacobian of the mapping (2.3). For all y e W^(0, 1) such that ||y||^i (0 1} < 1/2, Ai} is well defined a.e. in fi0 for 1 < i, j < 2, and the following holds: A is a real, symmetric matrix such that (2.14) 3A > 0 such that A{j((t, n) zjzi > Az] Vz e IR2, a.a. (<*, n) e Q0,
Indeed, (2.15) is a consequence of the assumption ||y||^i (0 n < 1/2, and (2.15) implies (2.14) as follows. The eigenvalues of (A^Ç, n)) satisfy ¿min(<¡;, n) < Amax(£, n) < 2M. Since det.4 = 1, we have Amin = A~ax > 1/2AÍ =: A, which implies (2.14).
From Meyers [17] it follows that there are real numbers Q < 2 < P and a finite constant a such that Lemma 2.1. There exist two positive real numbers ô and e and a real number P > 2 such that, if ||£||^i(n«) < <> < then T is a mapping from V£ -* V£ whenever pe(2,P).
Proof. Let (y,u)eVe. We prove first that problem (2.17) admits a unique° i solution y e IV (0,1). Uniqueness follows from Proposition 2.2. Existence can be verified as follows. Let tp be the linear functional from Wx (0, 1) to IR defined by <p(%) = a (u, Eyx) ■ Then <p is continuous from Wl(0, 1) -► IR in view of (2.8):
where the last constant is of the form Cp(l/2).
Since tp e Wl (0, 1) c W2(Q, I)', existence of a solution, y , in ^(0,1) is standard; cf. Brezis [7] . The fact that this y resides in ^(0, 1) follows from Proposition 2.2 via a density argument. Applying Proposition 2.2 again yields b(y,x) "<ß sup o^xewUo,i)
Choose e such that e<(2Cß)~x.
Thus, 11711^(0,1) < 1/2.
A similar argument now shows that Proposition 2.3 implies that there is a Ml<(£i)< * sup <<*\\g\\w;{a-r oyt>ew!(nv) n^,(nj) jlul Therefore, it = g + w satisfies equation (2.18) and \\ü\\w¿(ci.) < il + a)\\g\\rv¿(Çl')■ No^w choose 6 suchthat 6 < e/(l+a). Hence, H^H^w^ < à implies (y, ü) e
Although the set V£ is appropriate from a physical point of view, it is not convenient for measuring the difference between two solutions because it is not based on a linear space. For this reason, we introduce the set K = {(7, û) e WXJ0, 1) x Wxp(Çi0): ||7ll<(0>1) < \, ll"ll<(no) < «}■ There is a natural mapping between Ve and ^ induced by (2.3), namely (y, v) -* (y, v), where v is defined by (2.4). The inverse mapping is well defined in view of (2.6). A mapping T can be defined correspondingly via f(y,v):=(Tl(y,v),T2(y^v)).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use However, note that the " ""ono refers to the mapping (2.3) generated by y, whereas the one on T2(y, v) refers to the one generated by y = TAy, v). The result is a mapping related to T that maps a subset of a linear space, Ve, into itself.
Theorem 2.1. Let P and ô be as in Lemma 2.1. For all p e (2, P) and all g e Wx(Çl*) such that \\g\\wuci-) < à, the mapping f is a contraction from Ve -> Ve with respect to the norm (2.20) ||| ( Clearly, IIm0^^ , < CWgW^,^.,, so choosing S as was required in the proof of Lemma 2.1 yields (y°, u ) e Ve.
We conclude this section with some remarks regarding its results.
( 1 ) We have not proved global uniqueness, and there may indeed be solutions of larger norm even for small data.
(2) Regularity of solutions can be studied using the techniques in the works cited at the beginning that use Holder norms. The solutions obtained by those techniques, when applicable, are of course identical to the weak solutions obtained here.
The variational formulation of the discrete problem
Let Tt°k, 0 < h < h0 < 1, be a quasi-uniform triangulation of Q0, i.e., such that the following regularity condition is satisfied: the triangles K e nh meet only in entire common sides or in vertices; each triangle K e nh contains a circle of radius cxh and is contained in a circle of radius c2h, where the constants c, > 0 and c2 < oo do not depend on K or h.
We denote by n\ the triangulation obtained by transforming the vertices of n°h via the mapping in (2.3). More precisely, let Fy denote the continuous, piecewise affine interpolant of the mapping (2.3) with respect to the mesh nh, and let nyh be the image of %h with respect to F'. Denote by Qy the image of Q0 with respect to Fr. For each triangle K in nh , denote its vertices by ñKj = (£*,; ' Ikj) for y = 1, 2, 3 , and let nK j := Fy(üKj). The mapping Fy is given on each triangle by
where DK is a 2 x 2 matrix and dK eJR . When it is not confusing to do so, we shall refer to the vertices by a global node number k = k(K, j). Thus each triangle is mapped onto a triangle of comparable dimensions, so that nyh is a quasi-uniform triangulation. Moreover, this also shows that each Fj , and hence Fy, is invertible.
Since Fy(ñ¡ 3) = n;. 3, we may write
FY\^,t1) + ñ¡,)= DK(t,ti) + niy
Since Fy(ñj ,) = n. , for j = 1, 2, we must have DKCJ = CJ V; = l,2, where CJ := n; -n; 3 and CJ := n; -ñ; 3. If we let C (resp. C) denote the matrix with columns CJ (resp. CJ ), then we have DKC = C or DK = CC~ .
Thus, we also have D~K = CC~ . From these representations and the bounds above, the claimed estimates on the entries of DK and D~K follow easily. D Note that the transformation Çl0 -► fí is different from the change of variables (2.3) that we used in the continuous case; to distinguish one from the other, we denote by (x, y) the point in Q0 related to (x, y) e Çly by Fy(x,y) = (x,y), whereas we denoted (2.3) via (x, y) -» (x, y). The transformation Fy is introduced in order to transform the triangles K into triangles K and the space P1 (K) into P (K). This would no longer be true if we applied the transformation (2.3) to the triangulation nh . Note that, for any v € lVx(Çly), (3.4) J¡i = I°hv=I°hv.
As usual, we have (3.5) \\w-$w\\w>iao)<Ch\\w\\wiIQQ).
Also note that /A(^li(jCj 1):0<^<i}) = il0hv)\{(x,iy.o<x<i} > so our notations for the boundary and interior interpolants do not conflict. Finally, let gyh = Iyhg; if ge W2(Çl*) for />>2,then (3.6) UhWw'^) ^cUWiv<(çi-y
Let Xh e $h ■ As ;fA e W^, (0, 1), for 1 -P -°°> we can consider the extension, Exh , of xk to Q0 defined in the proof of Lemma 2.0. We know from the continuous case, (2.2), that Exh e Wx(Çl0) for q < 2. In order to construct a piecewise linear interpolant of this extension to Vh , we shall use a variant of a piecewise linear interpolant for "rough functions," which was introduced by Clement [9] . The presentation that appears in Scott and Zhang [25] will be used. -They show that there is an interpolant, Jh , that is given by
where Lk is a linear functional given by a weighted integral along an edge in the triangulation having nk as a node. We can pick these edges arbitrarily, so that for all boundary nodes, nk e {(x, 1): 0 < x < 1}, we can require all the edges to lie on the boundary segment {(x, 1): 0 < x < 1} . Moreover, Jh is a projection that reproduces any piecewise linear function locally; in particular, JhEx is an extension of x to Vh . Finally, it is shown in [25] that ll^^ll^W-C IMI^'n,,)' llv-^IU;(n0)^CÄIMI<(n0)> where C is a constant independent of h or v , and 1 < q < oo. Now we can define the "discrete extension" Eyxh of Xt, to the whole domain Çlh by h v
Clearly, E xk € Vh, and from inequalities (3.7) and (3.1) we can assert the existence of a positive constant C, independent of h and /A , such that (3) (4) (5) (6) (7) (8) WEUh\\w¡(Q!>y) ^ CXIMI^o,,)) 11^11^(0,1)-
The discrete free-boundary problem. We pose the following discrete problem associated with the quasi-uniform triangulation nh .
Find yh e Sh and uh e gyh" © F/* such that Remark. In view of (3.9a), the right-hand side of equation (3. We now prove an inequality analogous to (2.11) for the discrete case. Since this result is a special case of a result of independent interest, namely a stability bound for the Ritz projection with respect to a bilinear form having only bounded, measurable coefficients, we give the more general version first. [21] proved that (3.14) Plw||°, <C*||m||o, , 2<p<oo.
An argument similar to (3.12), using (2.11) or (2.16) with y = 0, shows that
for all 1 < p < oo, where K"l|o,
Here, we recall that |Vm|pí/x I lAîn and we note that the constant ap from (2.16) was observed to be log-convex as a function of l/p by Meyers [17] .
We now wish to show that \\Rl\\ o, o, is continuous as a function Note that A/M = 1/M2 < 1/2 . Therefore, Holder's inequality implies biy¡. *A) = a, K, £* *Ä) VxheSh, (3.19) . o m¡ e s¿> © f£> such that ay.(uh,vh) = 0 wA e Vyhh. The representations for A and A (see (2.13) and (3.18), respectively) imply that \Aiß,n;y)-Ahi](cl,n;y)\<Ch\\y\\w2^A), \AktJ(t, n; y)-Ahiß, n;yh)\ < C\\y -yh\\K{0>l).
Combining the estimates (3.23) with the identity (3. We have demonstrated optimal-order convergence of a finite element approximation for a model free-boundary problem using piecewise linear approximation for both the field variable, u, and the free-surface representation function, y . It would therefore appear appropriate to choose the order of approximation to be the same in this case.
We can extend this work to models involving the curvature of the free surface, instead of the expression given in the third line of (1. instead of just x > but the results would be similar. Other models (cf. [16] ) could be treated similarly.
Models for which the derivative of y are specified at the endpoints of the free surface are more complicated. Although Lemma 2.0 implies that the solution to both the continuous and discrete models will exist in this case, it is not clear that convergence will be optimal-order. The corresponding difficulty arises at the first step of the proof of Theorem 3.2 in that we can no longer assure° i that Exh -JhExh £ W (Çlç). The discrete extension as defined here would necessarily be nonzero on one edge on the side boundary (where Exh vanishes), assuming the test function, Xh > were n°t to vanish there. It may be possible to avoid this difficulty in some way, either by a different analysis or by a different choice of discrete extension. However, at the moment this is an open problem.
We wish to develop a theory for more general models of viscous, incompressible flow. Formally, the techniques used to convert the free-boundary problem (1.1) in differential form can be used to develop a variational form for the full Navier-Stokes equations. However, a key result needed to prove the stability of the Galerkin method for the problem (1.1) is the bound for the maximum norm of the gradient for the Galerkin method applied to a scalar elliptic problem [21] . Such bounds are not yet known for the Stokes equations (cf. [12] ), so such estimates need to be derived or an alternative technique needs to be developed. Another extension we wish to make is by proving local (quadratic) convergence of the Newton iteration (cf. [24] ) and other efficient iterative procedures for solving the discrete system corresponding to models such as these. Finally, variational formulations need to be developed for problems involving boundary data that are allowed to be nonzero at the point of attachment of the free surface to the boundary on which Dirichlet conditions are imposed. If care is not taken, such boundary conditions can be incompatible, leading to singular solutions.
