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The Milky Way’s Galactic Center harbors a gamma-ray excess that is a candidate signal of
annihilating dark matter. Dwarf galaxies remain predominantly dark in their expected commensu-
rate emission. In this work we quantify the degree of consistency between these two observations
through a joint likelihood analysis. In doing so we incorporate Milky Way dark matter halo profile
uncertainties, as well as an accounting of diffuse gamma-ray emission uncertainties in dark matter
annihilation models for the Galactic Center Extended gamma-ray excess (GCE) detected by the
Fermi Gamma-Ray Space Telescope. The preferred range of annihilation rates and masses expands
when including these unknowns. Even so, using two recent determinations of the Milky Way halo’s
local density leave the GCE preferred region of single-channel dark matter annihilation models to
be in strong tension with annihilation searches in combined dwarf galaxy analyses. A third, higher
Milky Way density determination, alleviates this tension. Our joint likelihood analysis allows us to
quantify this inconsistency. We provide a set of tools for testing dark matter annihilation models’
consistency within this combined dataset. As an example, we test a representative inverse Compton
sourced self-interacting dark matter model, which is consistent with both the GCE and dwarfs.
PACS numbers: 95.35.+d,95.55.Ka,95.85.Pw,97.60.Gb
I. INTRODUCTION
The Large Area Telescope aboard the Fermi Gamma-
Ray Space Telescope, Fermi-LAT, has observed a bright
excess of gamma rays towards the Galactic Center whose
presence is robust to systematic uncertainties in the stan-
dard background templates [1–14]. This excess has gen-
erated a great deal of interest since dark matter (DM)
annihilation models can explain three compelling coinci-
dences in the signal. First, the excess’ spatial morphol-
ogy matches the predictions of a generalized Navarro-
Frenk-White (NFW) profile, which is a generic predic-
tion of cold DM models [15, 16]. Second, the total flux
of the signal is well fit by the annihilation cross-section
required by a thermal production scenario to generate
the observed cosmological relic abundance. Third, the
spectrum roughly matches the expectations of a tens of
GeV weakly interacting massive particle (WIMP) annihi-
lating to standard model particles. Should the GCE turn
out to be explained by such an annihilating WIMP DM
particle, it could be the first non-gravitational evidence
of DM and the first strong clue of the particle nature of
DM.
The prompt annihilation of WIMPs is not the only
class of DM models that can explain the GCE, however.
For example, a class of self-interacting DM (SIDM) mod-
els can explain the GCE via up-scattering of starlight
that would not be seen in dwarf galaxies [17–21]. Specif-
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ically, this class of SIDM particles could annihilate into
electrons (as well as the other standard model leptons)
and these electrons could up-scatter the Galactic Cen-
ter’s interstellar radiation field (ISRF) via the inverse
Compton (IC) process.
There are also reasonable astrophysical interpretations
of the GCE. Most notably is that the GCE can arise from
a population of unresolved millisecond pulsars (MSP)
[5, 8, 22–31]. Specifically, observations of MSPs in glob-
ular clusters show they have a spectrum consistent with
the spectrum of the GCE. Further, low mass X-ray bina-
ries (likely progenitors of MSPs) in M31 have been ob-
served to follow a power law radial spatial distribution,
similar to the expectations of an NFW halo [5, 27]. Other
astrophysical explanations might include more dynamic
events such as cosmic-ray injection into the Galactic Cen-
ter (GC) [32–35]. Furthermore, the presence of the Fermi
Bubbles tell us that such dynamic events have occurred
in the past, so whatever mechanism produced the Fermi
Bubbles, could also have produced the GCE [36–38].
There have arisen a number of independent avenues
that each has the potential to challenge a DM inter-
pretation of the GCE. One such avenue is to look for
a gamma-ray excess from other DM halos. Such halos
include those of galaxy clusters, the limits from which
have recently been extended to be in slight tension with
the GCE [39, 40], and the Milky Way’s satellite dwarf
galaxies, the most recent Fermi limits appearing in Ref.
[41]. Unfortunately, Fermi-LAT observations of both of
these sources, and particularly the dwarfs, have not seen
a significant complementary gamma-ray excess.1 In par-
ticular, this difference between the GCE and the dwarfs
1 Note, however, there has been a low-significance detection of a
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2has the potential to rule out certain classes of DM inter-
pretations of the GCE. Specifically, any minimal model
based around a two-body annihilation process (any pro-
cess where the flux is proportional to the square of the
DM density) would exhibit this same tension.
Other avenues to test whether the GCE is better ex-
plained by annihilating DM or astrophysics is to more
precisely check whether the morphology of the excess
truly follows a smooth NFW profile. Tension in the
morphology of the GCE has arisen from the detection of
an ‘X-shape’ residual in the Fermi data which correlates
infrared emission as seen by the WISE telescope [45].
Should this ‘X-shape’ template account for the entirety of
the GCE, it would challenge any DM interpretation since
DM annihilation would not produce such a shape. Mea-
surements of the GCE being consistent with wavelets [46]
or non-Poissonian fluctuations have also been reported
[47–50], which would indicate an MSP rather than DM
origin, though systematic uncertainties in such analyses
remain [51]. Specifically, small scale gas clouds are left
out of the model used by GALPROP, software used to gen-
erate the gamma-ray templates associated with cosmic
rays propagating through the Milky Way, which could
confuse any detection of point sources near the GC [51].
Though each of these lines of evidence against a DM in-
terpretation of the GCE have their own systematic un-
certainties, many of these systematics are independent
of each other. Arguably, these different lines of evidence
add up to strongly indicate that the GCE is astrophysical
in origin.
Our focus in the present paper is to consider one as-
pect of this general line of reasoning: the consistency be-
tween the GCE and the dwarfs, and to do so with a more
detailed treatment of the systematics coming from both
sides. The discussion is structured as follows. In section
II we discuss the background models we investigate to
understand some of the dominant sources of systematic
uncertainties in the problem. In section III, we discuss
DM annihilation models of the GCE. In section IV, we
discuss alternative models to promptly annihilating DM,
including astrophysical interpretations and SIDM mod-
els. We conclude in section V.
II. BACKGROUND MODELS AND DATA
There remains significant uncertainty regarding the
various processes that contribute to the gamma-ray sig-
nal coming from the GC. Any interpretation of the GCE
will necessarily be affected by these uncertainties. To
capture these effects, we investigate four different cases of
the astrophysical background contributions to the GCE.
For all of our cases (denoted cases A, B, C, and D),
we use data collected by Fermi-LAT. For cases A, B,
gamma-ray excess from Reticulum II and Triangulum II, see e.g.
[42, 43], although see also [44].
and C, that data corresponds to observations over a 103
month period from August 2008 to March 2017. We use
all SOURCE-class photons from the Pass 8 instrument re-
sponse functions. We apply a maximum zenith angle cut
of 90◦ to avoid contamination. In cases A, B, and C,
we focus our analysis on the innermost 7◦ × 7◦ region of
interest (ROI) about the Galactic Center. We then bin
these photons into spatial bins of size 0.05◦ × 0.05◦ for
each energy bin. The photon events range from 200 MeV
to 50 GeV and are binned in 16 logarithmically spaced
energy bins.
For Case D we instead choose a dataset similar to that
considered in the Inner Galaxy analyses of [10, 49]. Here
we use the best quartile, as graded by the Fermi point
spread function, of ULTRACLEANVETO-class Pass 8 pho-
tons, gathered between August 4, 2008 and June 3, 2016
with recommended quality cuts. This case can be con-
trasted with the above in that it generally corresponds
to less data, but with less cosmic-ray contamination and
improved angular reconstruction per event. To mimic
an earlier Inner Galaxy analyses, we use a larger ROI
of 30◦ × 30◦, masking latitudes less than 1◦. No masks
were applied to the data in cases A-C. We also mask
the top 300 brightest and most variables sources in the
3FGL catalog [52] at 95% containment. The photons are
binned into 40 equally spaced logarithmic bins between
200 MeV and 2 TeV, and spatially using an nside=128
HEALPix grid [53].
With this processed data, we perform a maximum
likelihood analysis to determine the best fit background
model and GCE model. For each component of our
model, we generate a template which encodes the spa-
tial distribution of the photons for that component. The
quantity that we are trying to determine is then the
linear combination of these spatial templates that best
fit the observed number of counts. The templates fall
into three groups: point sources, extended emission, and
diffuse emission. The point sources we use are taken
from Fermi’s 3FGL point source catalog [52] and they
are typically well characterized or independent of the
GCE result. The extended emission components include
a GCE template, as well as background components com-
ing from cosmic rays interacting with gas in the interstel-
lar medium (ISM) or photons in the ISRF. Specifically,
these would include any IC radiation from high energy
electron cosmic rays up-scattering the ISRF, neutral pion
(pi0) decay generated from hadronic cosmic rays interact-
ing with the ISM, and bremsstrahlung radiation arising
from high energy electrons interacting with the ISM. The
spatial distribution of these components are more a priori
uncertain than point sources and are partially degenerate
with the GCE, especially in the lowest energy bins, where
the point-spread function is the largest. Therefore, it is
these uncertainties and degeneracies that make a careful
and broad investigation of the diffuse backgrounds cru-
cial to analyzing the GCE and are the main difference
between our different cases.
Since the uncertainty in the spectral shape of the GCE
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FIG. 1. Here we plot the energy flux spectrum (intensity) E2dN/dE for the various templates included in the likelihood fits
for our A, B, C, and D background cases. These show the total emission from the ROI, 7◦ × 7◦ for cases A-C and 30◦ × 30◦
for case D. The error bars on the counts is the Poisson error. The various 3FGL sources were also varied in the fits but are not
included for the sake of simplicity.
signal is dominated by systematic uncertainties in the
background templates, rather than Poisson fluctuations
of the total counts, it is necessary to explore multiple
possible background models. To this end, we use four
different sets of templates for these extended background
models:
• Case A: We use the templates for the pi0,
bremsstrahlung, and IC emission for ‘model F’
from Horiuchi et al. (2016) [51], which in turn
used diffusion model parameters from Calore et al.
(2014) [11] to generate their background models.
Their ‘model F’ corresponds to the diffuse back-
ground model that was found to best fit the data
in their ROI. Unlike the Fermi collaboration Pass
8 and Pass 7 diffuse backgrounds, the IC compo-
nent of the diffuse background is fit independently
of the pi0+bremsstrahlung components. We used
the templates for ‘model F’ from these papers. In
this work, we denote this ‘case A.’
4• Case B: For this case, we use the Pass 8 Galactic
interstellar emission model from the Fermi tools,
which models the distribution of gamma rays com-
ing from pi0 decay, bremsstrahlung, and IC. All
three components are combined in a single diffuse
template with fixed relative normalizations in each
energy bin. Furthermore, we used a template which
traces the 20 cm radio emission first discovered by
Yusef-Zadeh et al. (2013) [54]. We also include a
template for an additional IC component that was
derived from 3.4µm maps from the WISE telescope,
discovered by Abazajian et al. (2014) [12].
• Case C: This case uses the same templates for the
bremsstrahlung and IC components but uses p7v6
model for Pass 7.
• Case D: This case uses the p6v11 template and
floats an isotropic template as well as a template
for the Fermi bubbles.
For all these cases, we allow the flux associated with
each template in a given bin to be independent of the flux
in other bins, rather than assume a specific component
has a specific spectral shape. This allows us to be ag-
nostic about the shape of the spectrum for each of these
sources, but potentially comes at the cost of over-fitting
the data. The results of these maximum likelihood fits
for cases A-D are shown in Fig. 1.
To calculate posteriors for the dwarfs, we use the flux
likelihood limits from Albert et al. (2016) [41]. Specifi-
cally, we use the flux likelihood manifolds for the nineteen
kinetically confirmed dwarf galaxies that have measured
J-factors. The J-factor for Reticulum II is calculated in
Simon et al. (2015) [55] and the rest are calculated in
Geringer-Sameth e t al. (2014) [56]. To calculate these
flux likelihood limits, Albert et al. use six years of LAT
data with 24 equally-spaced logarithmic bins between
500 MeV and 500 GeV. They binned the photons in a
10◦ × 10◦ region about the target dwarf galaxies with a
pixel size of 0.1◦ in order to model any overlap from the
points spread function of the point sources in the 3FGL
catalog, from the Galactic diffuse emission, and from the
isotropic model. Each target dwarf galaxy was modeled
as a point-like source and used a maximum likelihood
analysis with these templates to generate the flux likeli-
hood limits.
III. ANNIHILATING DARK MATTER MODELS
A. Flux Spectra
The differential flux in some ROI for the class of two-
body DM annihilation is given by the following:
dΦ
dE
=
1
4pi
J
m2χ
〈σv〉
2
dN
dE
. (1)
Here, J is the J-factor, the integral of the density-
squared over the ROI and through the line of sight. mχ
is the mass of the DM particle and 〈σv〉 is the ther-
mally averaged cross section of the annihilation. dNdE is
the per-annihilation spectrum, which we calculated using
PPPC4DMID [57]. For our dark matter models, we use flat
priors on the DM mass and scale invariant priors on the
cross section. The prior on the J-factor is discussed in
the next section.
B. J-factors
The J-factor is the square of the DM density integrated
through the line of sight and integrated over the ROI.
J =
∫
ROI
dΩ
∫
dz ρ2(r(z,Ω)) . (2)
As in Abazajian & Keeley 2015 [58], we determine the
prior on the J-factor for the GC by parameterizing the
Milky Way’s DM halo as a generalized NFW profile with
a local DM density (ρ), a scale radius (Rs), and an inner
profile slope (γ)
ρ(r) =
ρ(
r
R
)γ (
1+r/Rs
1+R/Rs
)3−γ . (3)
Each of these parameters has a probability distribution,
so in principle, we could say the prior on the J-factor
is the product of the probability distributions of each
of these parameters and then perform the change of vari-
ables to write this probability distribution as a function of
the J-factor. This is analytically cumbersome, so we use
numerical Monte Carlo methods to calculate this distri-
bution. Specifically, we draw values for the local density,
scale radius, and inner slope to compute a set of J-factors
and then use kernel density estimation to define the prior
for the GCE J-factor.
For the local density, we use the value determined by
Zhang et al. (2012) [59]: ρ = 0.28 ± 0.08 GeV cm−3.
This robust determination of the local DM density is de-
rived from modeling the spatial and velocity distributions
for a sample of 9000 K-Dwarf stars from the Sloan Digi-
tal Sky Survey (SDSS). The velocity distribution of these
stars directly measures the local gravitational potential
and, when combined with stellar density constraints, pro-
vides a measure of the local DM density.
The prior on the scale radius is calculated from the con-
centration, which is the ratio of the virial radius to the
scale radius. The uncertainty in the concentration is cal-
culated from simulations of galaxy formation. Sanchez-
Conde and Prada (2013) [60] parameterized the uncer-
tainty in the concentration of a DM halo as a function
of that halo’s mass. Thus we can write the prior on the
scale radius as:
logL = − (log10(Rvir/Rs)− log10 c(Mvir))
2
2× 0.142 . (4)
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FIG. 2. The prior on the J-factor integrated over the ROI
derived through a Monte Carlo convolution of the priors on
the local density, scale radius, and inner slope. Since each of
the different background cases have different best fit values for
γ, and since case D corresponds to a larger ROI, the derived
uncertainties on the J-factors are different.
The prior on the inner slope we use for the Monte
Carlo calculation of the J-factor is taken to be the pos-
terior determined by the spatial information contained
in the GCE data. We constrain the inner slope by run-
ning the likelihood analysis with the same background
models but with different NFW spatial templates that
have different values for the inner slope. The likelihood
analysis calculates the ∆Log-likelihood value for each of
these different cases, which allows us to fit a χ2 distribu-
tion to these ∆Log-likelihood values. This determines the
best fit value of γ and its error. Unsurprisingly, this de-
rived prior on the inner slope depends on the background
model used. For case A we calculate, γ = 1.14±0.04; for
case B, γ = 1.24± 0.04; for case C, γ = 1.10± 0.04; and
for case D, we calculate γ = 1.2 ± 0.06. The results of
this Monte Carlo calculation of the priors on the J-factor
for the different background cases is shown in Fig. 2.
We employ the priors on the J-factors for the dwarf
galaxies from Albert et al. (2016) [41]. These are all
reported as log-normal distributions. These J-factors
come with some caveats, however. Specifically, assump-
tions about how spherically symmetric the dwarf galaxy
is, which in turn can influence the inferred cuspiness of
the density profile, can lead to systematic uncertainties
greater than the statistical uncertainties [61–63].
C. Evidence Ratios
To quantify the tension between the GCE and the
dwarfs, we calculate a Bayesian evidence ratio. This ev-
idence ratio can be used in answering the question: by
what factor do the odds of some model being true change
with the inclusion of a new data set. It is the product
of the Bayesian evidences of two data sets, D1 and D2,
when considered separately divided by the evidence of
the two data sets when considered jointly [64]:
ER =
p(D1)p(D2)
p(D1, D2)
=
∫
dθ1p(D1|θ1)p(θ1)
∫
dθ2p(D2|θ2)p(θ2)∫
p(D1, D2|θ)p(θ) . (5)
This can be interpreted as a Bayes factor where the two
models being compared are the same except for the fact
that the model corresponding to the numerator has an
additional, independent copy of the parameter space and
the two parameter spaces describe the two data sets sep-
arately.
This statistic can indicate three different outcomes for
the model. First, if the data set D2 contains no informa-
tion, then this evidence ratio is unity. If D2 is entirely
consistent with D1 then the evidence ratio should be less
than unity. This is expected since increasing the com-
plexity of a model should come at a cost of subjective
belief. If D2 is in tension with D1 then this evidence ra-
tio will be greater than unity. How strongly this evidence
ratio prefers consistency or tension can be interpreted by
any standard Bayes factor scale. In this work, we choose
to interpret our evidence ratios by the Jeffreys’ scale.
Using this setup, we then calculate evidence ratios be-
tween the combined dwarf galaxies and the GC. The re-
sults are stated in Table I.
One particularly useful feature of evidence ratios in
this context is that, compared to Bayes factors, they are
relatively insensitive to systematic uncertainties in the
background models. These systematic uncertainties can
alter the total flux of the signal, but they more drasti-
cally change in which energy bin this flux is distributed.
This is seen most clearly in the lowest energy bins, where
the inclusion of diffuse templates from 20 cm maps of
bremsstrahlung emission and 3.4 µm maps of IC emis-
sion, for cases B and C, remove all the photons from the
NFW template for these bins. Such changes to the low-
est energy bins changes the overall curvature of the GCE
spectrum, which, in turn, significantly changes the best
fit mass but not the best fit cross section [58]. When
the best fit mass of the GCE changes, the amount of
overlap between the GCE posterior with the combined
dwarfs posterior (and hence the evidence ratio) changes
relatively little. This lack of change in overlap comes
from the fact that the contours of the dwarf posterior
are almost parallel to contours of constant cross section,
since the lack of a dwarf signal contains no significant
amount of information about the spectrum. It is because
the evidence ratio is most sensitive to the cross section
and not particularly sensitive to the dark matter mass
that the evidence ratios are more robust to systematic
uncertainties in the background templates. This is born
out in Table I where the DM evidence ratios for the dif-
ferent cases vary by only two orders of magnitude. On
the other hand, because the Bayes factors are sensitive
6TABLE I. Evidence ratios for our five models using the diffuse
templates for our various background cases.
Model Case A Case B Case C Case D
DM: bb¯ 3600 21 220 15
DM: τ+τ− 2300 25 230 29
Log-Parabola 0.69 0.58 0.71 0.54
Exponential Cutoff 0.73 0.59 0.78 0.54
SIDM 1.1 1.2 1.2 1.1
to both the normalization and the shape of the spectrum
it can vary by 30 orders of magnitude, as seen in Table
II.
Beyond systematic uncertainties due to the inclusion
of additional templates for bremsstrahlung and inverse
Compton processes, uncertainties in the diffuse model for
the GALPROP generated pi0, IC, and bremsstrahlung tem-
plates, can alter the total flux of the GCE signal and will
affect the best fit cross section for the GCE and hence
affect the tension with the dwarfs. This is seen by the
fact the evidence ratio for our different cases significantly
change. This change is caused by the fact that the differ-
ences in these diffuse emission templates, for cases B and
D, shift the overall flux of the GCE signal to smaller val-
ues, relative to case A. In these background model cases,
the presence of the GCE is less significant and reduces
the significance of the tension with the dwarfs.
The information encoded by the evidence ratio can be
qualitatively seen in Fig. 3, which plots the posterior of
our bb¯ and τ+τ− DM annihilation models for each of our
different GCE background cases and for the dwarf data.
The amount of overlap in the GCE posteriors and the
dwarf posterior indicates the amount of tension between
the data sets.
For our DM annihilation models, we calculate evidence
ratios between 15 and 2200 for the bb¯ channel and be-
tween 27 and 4300 for the τ+τ− channel. Using the
Jeffreys Scale, this indicates a strong (>10) to decisive
(>100) tension in two-body DM interpretations of the
GCE and dwarf data.
Importantly, this strong to decisive tension exists in
models beyond just the specific DM particle annihilating
to bb¯ or τ+τ−. Any model of prompt two-body decay,
described by a J-factor, would exhibit this same tension.
Hence, models that contain only novel versions of spec-
trum dN/dE, or branching ratios, will not alleviate this
strong tension.
D. Caveats
The GCE-dwarf tension we quantified in the previ-
ous section certainly depends on the prior information
adopted for the J-factors of the GC region and the dwarf
galaxies. Naturally, if there was a significant change in
the inferred DM content of either the GC region or dwarf
galaxies, then the nature of tension would correspond-
ingly change. However, our choices for the J-factor of
the GC region and dwarf galaxies are those determined
by the most robust analyses available.
The parameter that the J-factor is most sensitive to
is the local density of DM. As stated in a previous sec-
tion, we use a value of 0.28±0.08 GeV/cm3 taken from
Zhang et al. (2012) [59]. Other groups including Pato
et al. (2015) [65] and McKee et al. (2015) [66] tend to
find higher values for the local density. To fully resolve
the tension between the GCE and the dwarfs, the GCE
J-factor needs to increase between 1 and 1.5 orders of
magnitude, which translates into a local density of 3 to 6
times greater. As we show, none of these determinations
of the local density relieve the GCE-dwarf evidence ratio
to be unity.
Another parameter with a systematic uncertainty is
the scale radius of the DM profile. Small deviations
around our fiducial value would not change the J-factor
by a great deal since the inner profile is unchanged due
to the scale radius being beyond the local radius. How-
ever, should the scale radius become smaller than the
local radius, the inner density profile would increase as
r−3 between the local radius and the scale radius, result-
ing in a larger J-factor. A profile with such a small scale
radius could only occur in halos with a concentration pa-
rameter far outside of what CDM simulations predict for
halos with the mass of the Milky Way.
The inner slope γ is more robust to systematic uncer-
tainties, in that it is determined directly from the spatial
information of the gamma-ray data. In particular, to
fully resolve the GCE-dwarf tension, a value of around
γ = 1.7 would be required. However, all of the diffuse
models that we tested preferred values for the inner slope
were found to be significantly below that, between and
γ = 1.1 and 1.3. Despite systematic uncertainties in the
parameterization of the Milky Way’s DM profile, no sin-
gle alteration can fully relieve the tension between the
GCE and dwarf data.
IV. MODELS
We have shown that there is tension with the standard
WIMP scenario between the derived cross sections from
the GC and the dwarfs, with some important caveats.
This tension can potentially point to alternate models
being better explanations for the GCE, including astro-
physical interpretations to more complicated DM mod-
els. To quantitatively answer this question, we calculate
a Bayes factor:
K12 =
p(M1|D)p(M2)
p(M2|D)P (M1) =
p(D|M1)
p(D|M2) . (6)
We consider the following models: two astrophysical in-
terpretations, one with a log-parabola spectrum and an-
other with an exponential cutoff spectrum, and a SIDM
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FIG. 3. Here we show the 1, 2, and 3σ contours of the posteriors for the annihilation cross section and DM mass. Our calculated
limits on the dwarf signal is in green, case A is in orange, case B is in blue, and case C is in pink. The results for bb¯ on the left
and τ+τ− on the right. The amount of overlap qualitatively demonstrates the information contained in the evidence ratio and
shows how consistent two-body DM annihilation models are at explaining both the GCE and the lack of a dwarf signal.
model where the GCE gamma rays are generated by DM
decaying to high-energy electrons up-scattering starlight.
The Bayes factors for our models are given in Table II.
A. Astrophysical Interpretations
Should the GCE have an astrophysical interpretation,
the gamma-ray spectrum can be parameterized as a log-
parabola or a power law with an exponential cutoff. We
investigate both parameterization as explanations of the
GCE.
The spectrum for our log-parabola model is given by:
dN
dE
= N0
(
E
Es
)−α−β log(E/Es)
, (7)
where N0 is an arbitrary normalization, Es is a scale en-
ergy, α is the slope of the power-law part of the spectrum,
and β parameterizes the turnover of the spectrum.
The spectrum for our power law with an exponential
cutoff model is given by:
dN
dE
= N0
(
E
Es
)γ
e−E/Ec , (8)
where N0 is the normalization of the spectrum, Es is a
scale energy, γ is the slope of the power-law part of the
spectrum, and Ec parameterizes how fast the spectrum
cuts off.
Our astrophysical models do not have a specific phys-
ical interpretation so it is not straightforward to inves-
tigate to what extent the GCE and the lack of signal
from the dwarf galaxies are compatible given these mod-
els. Presumably, if the GCE and any potential dwarf
signal were to be explained by the same category of astro-
physical object, then they should have the same spectral
parameters. Therefore, it makes sense for our model to
have only one set of spectral parameters that describes
both the GCE and the dwarfs. The normalizations of the
spectrum, however, would not necessarily be the same.
One option is to allow the normalization of the spectrum
of the GCE and the spectrum of each of the dwarfs to be
independent. Following this parameterization, we calcu-
late an evidence ratio between the GCE and the dwarfs
of about 1, which would indicate the two data sets con-
tain no new information relative to each other. This is
expected, since if we put in the fact that the signals are
independent, we should get out that they have no mutual
information. Instead of saying these normalizations are
entirely independent of each other, we use a zeroth order
ansatz to parameterize the normalization as the product
of the stellar mass of the system and the gamma-ray rate
per stellar mass. The stellar mass would, of course, be
independent between regions, but the gamma-ray rate
per stellar mass should be the same between regions. To
this end, we find N0 in the above equations such that
the integral of dN/dE over our energy range (200 MeV
to 50 GeV) is one. This allows us to attach physical
interpretations to our normalization for dΦ/dE.
Specifically, it makes sense, should the initial mass
function of some galaxy be independent of the stellar
mass of that galaxy, that the gamma-ray production rate
scales linearly with the stellar mass of the galaxy. Hence,
the gamma-ray rate per stellar mass should be consistent
across all regions.
Ultimately, this leads to the following parameterization
of the differential number flux:
dΦ
dE
=
N˙
4piR2
M∗
M0
dN
dE
, (9)
8where M∗ is the stellar mass of the object, R is the dis-
tance to the object, and N˙/M0 is the gamma-ray rate per
stellar mass, which should be the same between different
objects.
For both spectra of astrophysical models, we marginal-
ized over the spectral parameters with flat priors, and
marginalized over the over the gamma-ray rate per stel-
lar mass with a scale invariant prior. We use the stel-
lar mass of the dwarfs, the distance to them, as well as
the uncertainties in those parameters from McConnachie
(2012) [67]. Interestingly, both of our astrophysical mod-
els pick out values for the gamma-ray rate per stellar
mass around 1031±1 s−1 M−1 , which is consistent with
known millisecond pulsars. In the end, the evidence ra-
tios for each of our two spectral choices for astrophysical
models, for all of our background cases, are less than
unity. Importantly, this less than unity evidence ratio
indicates that the combined dwarf and GCE data have
a weak indication of a mutual astrophysical excess de-
scribed by a single set of parameters.
The Bayes factors we compute also point towards a
preference for these astrophysical models. As seen in Ta-
ble II, the log-parabola spectrum is preferred over any
DM model in each of the cases, and the exponential cut-
off spectrum is preferred in three out of four of the cases.
The preference in the Bayes factor can be thought of as
coming from two distinct sources. One is the GCE data
on their own prefer that model and the other is that
the model can better explain the differences in the flux
from the GC and the dwarfs. Astrophysical interpreta-
tions, with evidence ratios less than unity, can do better
on the latter count, but interestingly, depending on the
data case, can also do better on the former count. In all
cases, the log-parabola spectrum can explain the GCE
data better than dark matter models, but in cases B and
C, the exponential cutoff can do so also. This preference
in some cases for the log-parabola spectrum is predom-
inantly coming from the lowest energy bins. The maxi-
mum likelihood fit prefers giving no appreciable amount
of photons to the lowest energy bins, a fact that is diffi-
cult for DM models to explain, but is more easily accom-
modated by the log-parabola spectra. This preference of
the lowest energy bins for the log-parabola spectra can
be seen in Figure 4, where we plot the best fit models,
along with the data. It is worth noting that these lowest
energy bins have the largest systematics associated with
them due to the large size of the size of the point spread
function at those energies [11]. Unlike the evidence ra-
tios, the Bayes factors are particularly sensitive to these
systematics, particularly because no model is a strikingly
good fit, just less bad than the others. Indeed, when ig-
noring the first few data points for each data case, the
Bayes factors tend to show less extreme results, giving
more consistent fits to the GCE. With these truncated
data sets, the values of the Bayes factors come from the
models’ abilities to explain the difference in flux coming
from the GC and the dwarfs.
On an additional note, the preference for bb¯ can also
be seen in Fig. 4. Since the τ+τ− model requires a light
(compared to the bb¯ model) dark matter mass to explain
the peak of the GCE spectra at around 1-2 GeV, and
since these annihilating dark matter models cutoff in en-
ergy at around their mass, the τ+τ− model fail to ac-
count for the GCE spectra that gradually fall off with
large energies, such as in cases A, B, and D.
B. A Representative SIDM Model
In certain classes of SIDM models for the GCE, the
gamma-ray excess is generated by the DM particles an-
nihilating to electron-positron pairs through a light me-
diator [17]. The electrons then up scatter the starlight in
the Galactic Center via an IC process. This would nat-
urally explain the difference in the observed gamma-ray
flux between the GC and the dwarfs since the stellar den-
sity of the dwarfs, and therefore the interstellar light, is
many orders of magnitude smaller than the stellar mass
of the GC.
Should the GCE be explained DM annihilating to elec-
trons that interact with the ambient starlight, the process
should be governed by the following IC equation:
dnγ
dEdt
= σT cnenISRF
dNγ
dE
, (10)
where nγ is the number density of gamma rays, σT is the
Thomson cross section, ne is the number density of elec-
trons produced by annihilating DM, nISRF is the number
density of low energy photons in the interstellar radiation
field, and
dNγ
dE is the probability distribution function of
producing a gamma ray of energy E via this IC process.
Naturally, this probability distribution function depends
on the probability distribution functions of the energies
of the electrons produced via DM annihilation and the
energy distribution of the starlight:
dNγ
dE
=
∫
dEedEISRFp(Eγ |Ee, EISRF)p(Ee)p(EISRF) .
(11)
In principle, other energy-loss mechanisms, such as syn-
chrotron emission, can alter the energy distribution of
electrons in this IC process. We checked this model
against the spectrum PPPC4DMID calculates and found the
shape of the spectra were largely consistent.
Since the electrons are produced via a two-body in-
teraction, the number density of electrons should scale
as the square of the number density of DM particles:
ne ∝ n2χ. To convert the time derivative of the differen-
tial number density of photons to some number flux, we
need to evaluate the following integral:
dΦγ
dE
=
∫
dV ′
1
4pi(~R− ~R′)2
dnγ
dEdt
(~R′) . (12)
Choosing the origin of the coordinate system to be at
R = 0 leads to the standard expression for the J-factor,
9should the process be entirely a two-body process and
the time derivative of nγ scale solely as the square of the
DM particles. Putting this all together, we get:
dΦγ
dE
∝
∫
dΩdz
1
4pi
nISRFn
2
χ
dN
dE
. (13)
Instead of using this equation as written, we make the
following assumptions and simplifications. First, nISRF
is approximately constant where the density of DM is
largest, so we can pull the factor of nISRF outside the
integral. Second, it should be true that the number den-
sity of photons from stars scales with the stellar mass of
those stars we replace nISRF with the stellar mass of the
gamma-ray source, M∗:
dΦγ
dE
∝ J
m2χ
M∗
M∗,GC
. (14)
Taking this spectrum leads to a model that has far
greater consistency between the GCE and dwarfs; the
evidence ratios for this model are all around unity for
each of the data cases. This highlights the possibility to
alleviate the tension when going beyond simple two-body
final state scenarios.
The best fit DM mass for this representative SIDM
model is 15 ± 1 GeV for cases A and D, 15 ± 3 GeV for
case B, and 21± 2 GeV for case C.
To construct a more realistic and self-consistent SIDM
model, we would need to account for two effects. The
first is Sommerfeld enhancement in the dwarfs. This
Sommerfeld enhancement causes an increase in the ef-
fective annihilation cross section due to the smaller ve-
locity dispersion in the dwarfs, relative to the GC [17].
This would tend to push down the limits on the DM
annihilation cross section coming from the dwarfs. How-
ever, unless this enhancement factor were many orders of
magnitude above unity, the evidence ratio would still be
around unity. The second effect would have the opposite
impact on the dwarfs’ cross section limits. Since SIDM
models generically predict cored density profiles for the
dwarfs [68], the inferred central density of the dwarves
would be smaller than implied by assuming an NFW pro-
file, as is currently done. This, in turn, would decrease
the J-factors of the dwarfs and push up the limits on the
DM annihilation cross section.
V. CONCLUSIONS
We have analyzed the GCE in a wide variety of back-
ground models by performing a template based likeli-
hood analysis of the GC using four different models for
the diffuse background templates. To answer the ques-
tion of whether an annihilating DM interpretation can be
consistent with the lack of dwarf signals, we calculated
evidence ratios for each model of the GCE and for each
case of diffuse background models. These evidence ratios
are sensitive to the choice of background model but they
TABLE II. Bayes factors for the considered models, relative
to the bb¯ model, for each of the different background cases.
Values larger than one indicate the data prefer that model
over bb¯.
Model Case A Case B Case C Case D
DM: τ+τ− 4× 10−24 1× 10−5 7× 104 1× 10−22
Log-Parabola 3× 1012 4× 105 2× 1012 5× 109
Exponential Cutoff 2× 101 2× 104 4× 1010 0.1
SIDM 5× 10−20 8× 10−19 6× 10−2 0.1
all display strong to decisive tension between the GCE
and the dwarfs for annihilating DM models. Specifically,
cases A and C show decisive tension, with evidence ra-
tios greater than 100 for both annihilation channels, and
cases B and D show strong tension with evidence ratios
greater than 10 for both channels. This difference can,
at least in part, be attributed to the fact the likelihood
fit for these cases seem to prefer both giving less flux to
the DM GCE component, and also prefer an NFW tem-
plate with a higher value for the inner slope γ. Since the
tension is seen to various degrees using a variety of mod-
els for the the diffuse emission, it is robust to say that
prompt two-body annihilating DM interpretations of the
GCE are in strong doubt.
Astrophysical and SIDM interpretations of the GCE
fare better with evidence ratios around unity. Ultimately,
allowing the gamma ray signal to scale with the stellar
mass, as for astrophysical models, or with the product
of the J-factor and stellar mass, as with SIDM models,
relieves any tension between the GCE signal and lack of
a dwarf signal.
We also calculated Bayes factors for our different DM
GCE interpretation models. This Bayes factor can be
thought of as coming from two different sources: the abil-
ity of the model to explain the GCE and the ability of the
model to explain the difference in GCE and dwarf fluxes.
These Bayes factors decisively prefer the log-parabola
spectrum model over the DM annihilation models in all
of our background cases, and prefer the exponential cut-
off model in three of the four background cases. This
preference for either astrophysical spectrum model pre-
dominantly comes from the lowest energy bins where the
likelihood analysis prefers to attribute no amount of flux
to an NFW template. However, these are also the en-
ergy bins that have the largest systematic uncertainties
associated with them. Standard two-body DM annihila-
tion models cannot explain these low energy gamma-ray
data, while more general log-parabola and exponential
cutoff models are able to do so. With the long integra-
tion time now available from the Fermi-LAT observations
of the GCE, the data allows us to make very precise de-
terminations of the GCE’s spectral parameters, given a
particular background model. However, the accuracy of
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FIG. 4. Here we plot the number flux for the GCE template along with the best fit spectra for the different models considered.
The error bars correspond to the 1-σ region of each bin’s number flux likelihood profiles.
these background models are still uncertain. In other
words, the systematic uncertainties in the background
model cases dominate over the Poisson statistical uncer-
tainties. In fact, there exist two sets of tests. One is
whether DM or astrophysical spectral models’ can ex-
plain the joint GCE and dwarf data. The second is the
intrinsic ability of the GCE spectral choices to explain
the GC observations. Importantly, the biggest change in
the models’ Bayes factors comes from the spectral mod-
els’ different ability to properly fit the GCE. In almost
all cases, log-parabola spectra is decisively better in their
evidence ratios at fitting the GCE data (cf. Table II).
Therefore, given the GCE data alone, the log-parabola
astrophysical interpretation of the GCE is favored.
Furthermore, the combined GCE-dwarf data strongly
to decisively disfavor single channel DM annihilation in-
terpretations of the GCE. Secondary-emission from DM
models like that from SIDM could alleviate the incon-
sistent emission between the GCE and dwarf galaxies.
Further detailed analysis of the diffuse emission towards
the GC will help determine the true nature of the GCE
and its relation to any emission from the dwarf galaxies.
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