ABSTRACT. We consider a partial differential equation that arises in the coarsegrained description of epitaxial growth processes. This is a parabolic equation whose evolution is governed by the competition between the determinant of the Hessian matrix of the solution and the biharmonic operator. This model might present a gradient flow structure depending on the boundary conditions. We first extend previous results on the existence of stationary solutions to this model for Dirichlet boundary conditions. For the evolution problem we prove local existence of solutions for arbitrary data and global existence of solutions for small data. By exploiting the boundary conditions and the variational structure of the equation, according to the size of the data we prove finite time blow-up of the solution and/or convergence to a stationary solution for global solutions. Résumé. On considère uneéquation différentielle qui décrit la croissanceépitaxiale d'une couche rugueuse de façon macroscopique. Il s'agit d'uneéquation parabolique pour laquelle l'évolution est gouvernée par une compétiton entre le déterminant Hessien de la solution et l'opérateur biharmonique. Ce modèle peut présenter une structure de flux gradient suivant les conditions au bord. Onétend d'abord des résultats précédents sur l'existence de solutions stationnaires pour ce modèle avec des conditions de Dirichlet. Pour l'équation d'évolution on prouve l'existence locale de solutions pour tout donné initial et l'existence globale pour des donnés suffisamment petits. En exploitant les conditions au bord et la structure variationnelle de l'équation, suivant la taille du donné initial on démontre l'explosion en temps fini et/ou la convergenceà une solution stationnaire pour les solutions globales.
INTRODUCTION
Epitaxial growth is a technique by means of which the deposition of new material on existing layers of the same material takes place under high vacuum conditions. It is used in the semiconductor industry for the growth of crystalline structures that might be composed of pure chemical elements like silicon or germanium, or it could instead be formed by alloys like gallium arsenide or indium phosphide. In the case of molecular beam epitaxy the deposition is a very slow process and happens almost atom by atom.
Throughout this paper we assume that Ω ⊂ R 2 is an open, bounded smooth domain which is the place where the deposition takes place. Although this kind of mathematical model can be studied in any spatial dimension N , we will concentrate here on the physical situation N = 2. The macroscopic evolution of the growth process can be modeled with a partial differential equation that is frequently proposed invoking phenomenological and symmetry arguments [4, 31] . The solution of such a differential equation is the function u : Ω × R + → R, describing the height of the growing interface at the spatial location x ∈ Ω at the temporal instant t ∈ R + := [0, ∞). A fundamental modeling assumption in this field is considering that the physical interface can be described as the graph of u, and this is a valid hypothesis in an important number of cases [4] .
One of the most widespread examples of this type of theory is the Kardar-ParisiZhang equation [25] u t = ν∆u + γ|∇u| 2 + η(x, t), which has been extensively studied in the physical literature and has also been investigated for its interesting mathematical properties [1, 2, 5, 6, 20] . On the other hand, it has been argued that epitaxial growth processes should be described by a different equation coming from a conservation law and, in particular, the term |∇u| 2 should not be present in such a model [4] . An equation fulfilling these properties is the conservative counterpart of the Kardar-Parisi-Zhang equation [28, 38, 40] (1) u t = −µ∆ 2 u + κ∆|∇u| 2 + ζ(x, t).
This equation is conservative in the sense that the mean value Ω u dx is constant if boundary conditions that isolate the system are used. It can also be considered as a higher order counterpart of the Kardar-Parisi-Zhang equation. In recent years, much attention has been devoted to other models of epitaxial growth, see [21, 26, 27, 30, 41] and references therein. Herein we will consider a different model obtained by means of the variational formulation developed in [31] and aimed at unifying previous approaches. We skip the detailed derivation of our model, that can be found in [10] , and move to the resulting equation, that reads
t).
This partial differential equation can be thought of as an analogue of equation (1); in fact, they are identical from a strict dimensional analysis viewpoint. Let us also note that this model has been shown to constitute a suitable description of epitaxial growth in the same sense as equation (1), and it even displays more intuitive geometric properties [9, 12] . The constants K 1 and K 2 will be rescaled in the following.
In this work we are interested in the following initial-boundary value problem:
   u t + ∆ 2 u = det(D 2 u) + λf x ∈ Ω , t > 0 , u(x, 0) = u 0 (x),
x ∈ Ω , boundary conditions x ∈ ∂Ω , t > 0 , where f is some function possibly depending on both space and time coordinates and belonging to some Lebesgue space, λ ∈ R. The initial condition u 0 (x) is also assumed to belong to some Sobolev space. We will consider the following sets of boundary conditions u = u ν = 0, x ∈ ∂Ω, which we will refer to as Dirichlet boundary conditions, and u = ∆u = 0, x ∈ ∂Ω, which we will refer to as Navier boundary conditions. We note that the stationary solutions to this model were studied before [10, 11, 13] . For the evolution problem (2) we prove existence of a solution, both for arbitrary time intervals and small data, and for arbitrary data and small time intervals. Then using several tools from both critical point theory and potential well techniques, we prove the existence of finite time blow up solutions as well as the existence of global in time solutions, in suitable functional spaces. The use of these tools is by far nontrivial both because the nonlinearity occurs in the second order derivatives and because more regularity is necessary to overcome some delicate technical points.
This paper is organized as follows. In Section 2 we extend previous results in [13] concerning the stationary problem with Dirichlet boundary conditions and characterize the geometry of the functional that allows the variational treatment of this problem. In Section 3 we build the existence theory for the parabolic problem with both sets of boundary conditions and the presence of a source term. Section 4 is devoted to the analysis of the long time behavior and the blow-up in finite time of the solutions to the Dirichlet problem in the absence of a source term; this analysis is carried out taking advantage of the gradient flow structure of the equation in this case and of the so-called potential well techniques. Finally, in Section 5 we present some further results, including the proof of finite time blow-up of the solutions to the Navier problem for large enough initial conditions, and propose some open questions.
THE STATIONARY PROBLEM
2.1. Existence of solutions with Dirichlet conditions. In the sequel, we need several different norms. All the norms in W s,p -spaces will be reported explicitly (that is, · W s,p (Ω) ) except for the L p -norm and the W 2,2 0 -norm, respectively denoted by
We start by focusing on the following nonhomogeneous problem
,2 (∂Ω). The following result holds.
Theorem 2.1. There exists γ > 0 such that if
then (3) admits at least two weak solutions in W 2,2 (Ω), a stable solution and a mountain pass solution.
Proof. Consider the auxiliary linear problem
In view of the embedding 
for some C > 0 independent of f , g, h. Subtracting (5) from (3) and putting w = u − v we get
This problem can be written as
By combining results from [7, 8, 32] , Escudero-Peral [13] proved that for all u ∈ W 2,2 0 (Ω) one has that det(D 2 u) belongs to the Hardy space and that
These facts show that (7) admits a variational formulation. The corresponding functional reads
Note that, by the embedding W 2,2
so a mountain pass geometry [3] is ensured for small enough D 2 v 2 . In view of (6), the mountain pass geometry is ensured if γ in (4) is sufficiently small. This geometry yields the existence of a locally minimum solution and of a mountain pass solution.
Theorem 2.1 generalizes the following statement proved in [13] :
0 (Ω). Concerning the regularity of solutions, we have the following statement. Theorem 2.3. Assume that, for some integer k ≥ 0 we have:
In particular, any solution to (9) is as smooth as the boundary permits.
Proof. By duality, from the embedding W
(Ω) for all s > 1. Therefore, for any solution u ∈ W 2,2 (Ω) to (3) we have det(D 2 u) ∈ W −s,2 (Ω) for all s > 1. Therefore, even if k = 0, we have ∆ 2 u ∈ W −s,2 (Ω) and, in turn, u ∈ W r,2 (Ω) for any r < 3. A bootstrap argument and elliptic regularity then allow to conclude. Remark 2.4. If we stop the previous proof at the first step, we see that, in a C 3 domain, any solution to
(Ω) for any r < 3, which slightly improves the result in [13] . Note also that these arguments take strong advantage of being in planar domains.
2.2.
The Nehari manifold and the mountain pass level. The energy functional for the stationary problem (9) is (10)
It is shown in [13] that J has a mountain pass geometry and that the corresponding mountain pass level is given by
where
0 (Ω)); γ(0) = 0, J(γ(1)) < 0}. We aim to characterize differently d and to relate it with the so-called Nehari manifold defined by
where ·, · denotes the duality pairing between W 2,−2 (Ω) and W 2,2 0 (Ω). To this end, we introduce the set
It is clear that v ∈ N if and only if αv ∈ B for some α > 0. In particular, not on all the straight directions starting from 0 in the phase space W 2,2 0 (Ω) there exists an intersection with N . Hence, N is an unbounded manifold (of codimension 1) which separates the two regions
The next result states some properties of N ± .
Theorem 2.5. Let v ∈ W 2,2 0 (Ω), then the following implications hold:
Proof. It is well-known [3] that the mountain pass level d may also be defined by
Using (13) and the definition of N we obtain
which proves (i) since N separates N + and
By combining these two inequalities we obtain (ii).
Finally, recalling the definitions of N ± , (iii) follows directly from (i).
A further functional needed in the sequel is given by
We provide a different characterization of the mountain pass level. 
is strictly increasing and strictly convex, attaining its global minimum at s = 0; in this case, f v has no critical points apart from s = 0. So, the mountain pass level is achieved for some function v satisfying I(v) > 0. For any v ∈ B, see (12), we have
It is straightforward to verify that the map s → f v (s) is initially increasing and then strictly decreasing. It attains the global maximum for s = Hence,
By the minimax characterization of the mountain pass level we see that (15) holds. Next, note that integrating by parts we obtain
0 (Ω) . Adding these expressions and invoking the divergence theorem leads to
0 (Ω) . Therefore, by Hölder inequality, (17) I
and, according to (15) , we infer
where X := {v ∈ W 2,2 0 (Ω); I(v) > 0}. In Figure 2 .1 we sketch a geometric representation of the Nehari manifold N which summarizes the results obtained in the present section. 
THE PARABOLIC PROBLEM WITH SOURCE
This section is devoted to the study of the evolution problem
for some T > 0. We consider both the sets of boundary conditions u| ∂Ω = u ν | ∂Ω = 0 (Dirichlet) and u| ∂Ω = ∆u| ∂Ω = 0 (Navier). Here and in the sequel we will be always considering weak solutions. We start by proving a result concerning an associated linear problem.
The Dirichlet problem for the linear fourth order parabolic equation
with initial datum u 0 ∈ W 2,2 0 (Ω) admits a unique weak solution in the space
The corresponding Navier problem with initial datum u 0 ∈ W 2,2 (Ω) ∩ W 1,2 0 (Ω) admits a unique weak solution in the space
Furthermore, both cases admit the estimate
Proof. STEP 1. EXISTENCE VIA GALERKIN METHOD. We will focus herein on Dirichlet boundary conditions; the proof for the Navier problem follows with obvious modifications. Let u 0 ∈ W 2,2 0 (Ω) and consider the following linear problem
0 (Ω) be an orthogonal complete system of eigenfunctions of ∆ 2 under Dirichlet boundary conditions normalized by w k 2 = 1. Denote by {λ k } the unbounded sequence of corresponding eigenvalues and by
Denote by (·, ·) 2 and (·, ·) the scalar products in L 2 (Ω) and W
Note that
so that by testing equation (21) with v = ∆ 2 u k (t) we obtain that for a.e. t ∈ (0, T ):
After integration over (0, t) we obtain
Since the sequence
Whence, we may extract a subsequence, still denoted by {u k } such that
Hence, by letting k → ∞ in (21), we see that
solves the problem
0 (Ω)). STEP 2. ESTIMATES. The existence result justifies the following calculations performed in order to obtain the desired estimate. We multiply equation (19) by ∆ 2 u and integrate by parts over Ω the result to find 1 2
for any > 0. Upon integration in time we obtain
To conclude multiply equation (19) by an arbitrary function v ∈ L 2 (Ω) to get
This equality implies the inequality
Now taking the supremum over all v ∈ L 2 (Ω) such that v 2 = 1 and the fact
we find
and the desired inequality follows immediately.
Finally, uniqueness follows by a standard contradiction argument.
We now state the main result of this section.
Theorem 3.2. The problem
admits a unique solution in
provided one of the following set of conditions holds
, and u 0 and |λ| are sufficiently small. Moreover, if [0, T * ) denotes the maximal interval of continuation of u and if
An identical result holds for the Navier problem but this time the solution belongs to the space
, where the determinant of the Hessian matrix is estimated with the Euclidean norm of this matrix squared in the first inequality, a Hölder inequality in the second inequality, the estimation of homogeneous Sobolev norms with the corresponding norms of Laplacians in the third, and the Sobolev embedding
In what follows we focus on the Dirichlet case since the proof for the Navier one follows similarly. We introduce the initial-Dirichlet linear problems
where v 1 , v 2 ∈ X T . Theorem 3.1 and (25) show that u 1 , u 2 ∈ X T . Subtracting the equations in (26) we get
and upon multiplying by ∆ 2 (u 1 − u 2 ) and integrating we find
This leads to the inequalities 1 2
and, in turn,
We split the remaining part of the proof into three steps. STEP 1. EXISTENCE FOR ARBITRARY TEMPORAL LAPSES. We start focussing on the case T < ∞ and estimating the term containing the determinants
Integrating with respect to time we obtain
Now consider a function w ∈ L 2 (Ω) and the scalar product
We have the estimate
and taking the supremum of all w ∈ L 2 (Ω) such that w 2 = 1 we get
Therefore, from (28) we infer that
, and consequently, by using (29), (30) sup
On the space X T we define the norm
so that (30) reads
Now consider the unique solution u (see Theorem 3.1) to the linear problem
with the same boundary and initial conditions as (26) . Then define the ball
Using estimate (31) we find
We use the triangle inequality
together with (see Theorem 3.1)
to infer from (33)- (34)- (35) that
and thus
for small enough ρ, |λ| and ∆u 0 2 . By using (33)- (34)- (35) and reasoning as before we can transform (31) into
Again, for ρ, |λ| and ∆u 0 2 small enough we have
The existence of a unique solution follows from the application of Banach fixed point theorem to the map
By the Gagliardo-Nirenberg inequality [15, 34] ,
we may go back to (27) and we improve (28) with
This, together with a Sobolev embedding, leads to
An integration with respect to time then yields
We proceed making use of Hölder inequality to find
Combining the estimates above with the arguments in Step 1 yields
Consider again the ball B ρ defined in (32) . In this case we have
Arguing as in Step 1 of the present proof we get
for small enough T . Additionally we have
Again, for T small enough we find
The existence of a unique solution to (24) follows from the application of Banach fixed point theorem to the map
We have so found T = T (λ, u 0 ) such that (24) admits a unique solution over [0, T ] for all T < T . STEP 3. BLOW-UP. We argue by contradiction. Assume that [0, T * ), with T * < ∞, is the maximal interval of continuation of the solution, and that lim inf t→T * u(t) = γ < ∞. Then there exists a sequence {t n } such that t n → T * and u(t n ) < 2γ for n large enough. Take n sufficiently large so that t n + T (λ, 2γ) > T * , where T is defined at the end of Step 2. Consider u(t n ) as initial condition to (24) . Then Step 2 tells us that the solution may be continued beyond T * , contradiction. Proof. This result is a consequence of Step 3 in the proof of Theorem 3.2.
It is possible to prove higher regularity of the solution if we neglect the source term.
Corollary 3.4. Let u be a solution as described in Theorem 3.2 to equation (18) 
Proof. The regularity proven in Theorem 3.2 for the solution u to (18) 
and, in turn, u ∈ C 1 (0, T ; W −2,2 (Ω)). Combined with u ∈ C([0, T ); W 2,2 0 (Ω)) this yields uu t ∈ C([0, T ); L 1 (Ω)) and, additionally, u 2 ∈ C 1 (0, T ; L 1 (Ω)).
The following result bounds the growth of the norm of solutions.
A similar statement holds for the corresponding Navier problem.
Proof. We focus on the Dirichlet problem as the proof for the Navier case follows identically. We compute
by means of the application of the boundary conditions, the application of the equation and Hölder inequality. Young inequality leads to
now choosing 0 < τ < T and integrating in time along the interval (0, τ ) we find
Arguing as in Step 2 of the proof of Theorem 3.2 we transform this inequality into
Using the concavity of the square root we conclude
and the statement follows by choosing a small enough τ .
THE PARABOLIC PROBLEM WITHOUT SOURCE
In this section we consider the parabolic problem
Preliminary lemmas.
We start with the following result.
Lemma 4.1. If u = u(t) solves (37) then its energy
Proof. Two integrations by parts show that
Note that for any smooth function v ∈ X T ,
and, since v t = 0 on ∂Ω, integrating by parts we obtain
where, in the latter, we also used the condition that |∇v| = 0 on ∂Ω. By collecting terms, this proves that
By a density argument, the same holds true for the solution u ∈ X T to (37). Hence,
which proves the statement. (Ω) be such that J(u 0 ) < d. Then: (i) if u 0 ∈ N − the solution u = u(t) to (37) satisfies J(u(t)) < d and u(t) ∈ N − for all t ∈ (0, T );
(ii) if u 0 ∈ N + the solution u = u(t) to (37) satisfies J(u(t)) < d and u(t) ∈ N + for all t ∈ (0, T ).
Proof. If J(u 0 ) < d, then J(u(t)) < d for all t ∈ (0, T ) in view of Lemma 4.1. Assume moreover that u 0 ∈ N + and, for contradiction, that u(t) ∈ N + for some t ∈ (0, T ). Then, necessarily u(t) ∈ N for some t ∈ (0, T ) so that, by (13) , J(u(t)) ≥ d, contradiction. We may argue similarly if u 0 ∈ N − .
Next, we prove a kind of L 2 -Cauchy property for global solutions with bounded energy.
0 (Ω) and let u = u(t) be the corresponding solution to (37) . Then
In particular, the map t → u(t) 2 is differentiable and
Proof. By Hölder inequality, Fubini Theorem, and Lemma 4.1, we get
which is the first inequality. By the triangle inequality and the just proved inequality we infer that
∀δ > 0 which we may rewrite as (38) . Finally, the estimate of the derivative follows by letting δ → 0.
Also the derivative of the squared L 2 -norm has an elegant form:
0 (Ω) and let u = u(t) be the corresponding solution to (37) . Then for all t ∈ [0, T ) we have
Proof. Multiply (37) by u(t), integrate over Ω, and apply (8) to obtain (39).
Finally, we prove that the nonlinear terms goes to the "correct" limit for W (Ω) and
after passing to a suitable subsequence.
Proof. The first part is immediate and follows from the reflexivity of the Sobolev space W 2,2 0 (Ω). The second part cannot be deduced in the same way because L 1 (Ω) is not reflexive and consequently the sequence det(D 2 u k ) could converge to a measure. For all v, w ∈ C ∞ 0 (Ω) some integrations by parts show that
A density argument shows that the same is true for all v, w ∈ W 2,2 0 (Ω). Therefore for any φ ∈ W 2,2 0 (Ω) and any k we have
By compact embedding we know that u k → u strongly in W 
after passing to a suitable subsequence. Applying again (40) leads to
4.2.
Finite time blow-up. Our first result proves the existence of solutions to (37) which blow up in finite time.
Theorem 4.6. Let u 0 ∈ N − be such that J(u 0 ) ≤ d. Then the solution u = u(t) to (37) blows up in finite time, that is, there exists T > 0 such that u(t) → +∞ as t T . Moreover, the blow up also occurs in the W
Proof. Again, since u 0 ∈ N , we know that, by Lemma 4.1, we have J(u(t)) < d for all t > 0. Therefore, possibly by translating t, we may assume that J(u(0)) < d and, from now on, we rename u 0 = u(0). We use here a refinement of the concavity method by Levine [29] , see also [35, 39] . Assume for contradiction that the solution u = u(t) to (37) is global and define
so that, by Theorem 3.2 and Corollary 3.4, M ∈ C 2 (0, ∞). Then
2 and, by (39) ,
By the assumptions on u 0 and by Lemma 4.2 we know that u(t) ∈ N − for all t ≥ 0. In turn, by Theorem 2.5, we infer that u(t) 2 > 6d for all t ≥ 0. Hence, recalling Lemma 4.1 and the assumptions, we get
This shows that
By Lemma 4.1 we also infer that
so that since u(t) 2 > 6d > 6J(u 0 ). By multiplying the previous inequality by M (t) > 0 and by using Hölder inequality, we get
By (41) we know that there exists τ > 0 such that M (t) > 7M (0) for t > τ so that the latter inequality becomes
This shows that the map t → M (t) −5/49 has negative second derivative and is therefore concave on [τ, +∞). Since M (t) −5/49 → 0 as t → ∞ in view of (41), we reach a contradiction. This shows that the solution u(t) is not global and, by Theorem 3.2, that there exists T > 0 such that u(t) → +∞ as t T . Since by Lemma 4.2 we have that u(t) ∈ N − for all t ≥ 0, by (17) we infer that
for all t ≥ 0 so that u(t) < (43), then u 0 ∈ N − . However, the energy J(u 0 ) may be larger than d. For instance, let e 1 denote an eigenfunction corresponding to λ 1 with the sign implying Ω e 1 x e 1 y e 1 xy > 0. If we take u 0 = αe 1 , then (43) will be satisfied for any α > α where α is the unique value of α > 0 such that αe 1 ∈ N . And, by (13), we know that J(αe 1 ) > d. So, for α > α sufficiently close to α we have J(αe 1 ) > d, that is, we are above the mountain pass level.
Assumption (43) yields finite time blow-up. Proof. We first claim that if u = u(t) is a global solution to (37) then
For contradiction, assume that the solution u = u(t) to (37) is global and that
In what follows, we use the same tools as in the proof of Theorem 4.6. Consider again
because of (45) and Lemma 4.1 (the map t → −3J(u(t)) is increasing). This proves again (41) . By Lemma 4.1 and using (45) we also infer that there exists τ > 0 such that
By multiplying the previous inequality by M (t) > 0 and by using Hölder inequality, we find
and that (42) holds, for a possibly larger τ . The same concavity argument used in the proof of Theorem 4.6 leads to a contradiction. Hence, (45) cannot occur and (44) follows.
Next, by Poincaré inequality and Lemma 4.1, (39) yields
By putting ψ 0 (t) := −6J(u 0 ) + λ 1 u(t) 2 2 , the previous inequality reads ψ 0 (t) ≥ λ 1 ψ 0 (t). Since (43) yields ψ 0 (0) > 0, this proves that ψ 0 (t) → ∞ as t → ∞. Hence, by invoking again Poincaré inequality, we see that also (45) holds, a situation that we ruled out by proving (44). This contradiction shows that T < ∞. The blow up of the W We wish to investigate if the (finite time) blow up also occurs in different ways. In particular, we wish to analyze the following forms of blow up:
Clearly, (48) implies (46). We show that also further implications hold true. Proof. For contradiction, assume that there exists a sequence t n → T such that
which, in view of (46), implies that
as n → ∞. This contradicts Lemma 4.1. Hence, there exists τ ∈ (0, T ) such that u(t) ∈ N − for all t > τ .
By Lemma 4.1 we know that J(u(t)) ≤ J(u 0 ), that is,
Hence, (51) yields
Letting t → T we see that (47) implies (48).
Using (17) into (51) yields
. .
By the Young inequality
Letting t → T , this proves that if (48) occurs, then also (49) occurs. Assume now that (50) occurs and, using (2.2), rewrite (51) as
Two cases may occur. If (47) holds, then by the just proved statement (i), (48) occurs. If (47) does not hold, so that u L 2 (0,t;W remains bounded, then (53) shows again that (48) occurs. Therefore, in any case, if (50) occurs, then (48) occurs.
Finally, from (53) we see that
which proves that (48) implies (50).
Global solutions.
For suitable initial data, not only the solution is global but it vanishes in infinite time.
Proof. Since u 0 ∈ N , we know that it is not a stationary solution to (37) , that is, it does not solve (9) . Hence, by Lemma 4.1 we have J(u(t)) < d for all t > 0. By Lemma 4.2 and Theorem 2.5 we infer that u(t) remains bounded in W 2,2 0 (Ω) so that, by Theorem 4.6, the solution is global. If u t 2 ≥ c > 0 for all t > 0, then by Lemma 4.1 we would get J(u(t)) → −∞ as t → ∞ against u(t) ∈ N + , see again Lemma 4.2. Hence, u t (t) → 0 in L 2 (Ω), on a suitable sequence.
Moreover, the boundedness of u(t) implies that there exists u ∈ W 2,2
0 (Ω) as t → ∞ on the sequence. Note also that, by Lemma 4.5, for all φ ∈ W 2,2 0 (Ω) we have
Therefore, if we test (37) with some φ ∈ W 2,2 0 (Ω), and we let t → ∞ on the above found sequence, we get
which shows that u solves (9) . Since the only solution to (9) at energy level below d is the trivial one, we infer that u = 0. Writing (37) as
we see that ∆ 2 u(t) is uniformly bounded in L 1 (Ω). Whence, by arguing as in the proof of Theorem 2.3, we first infer that ∆ 2 u(t) is bounded in W −s,2 (Ω) for all s > 1 and then, by a bootstrap argument, that
(Ω) on the sequence. By Lemma 4.1, we infer that J(u(t)) → 0 regardless of how t → ∞. Since u(t) ∈ N + for all t ≥ 0, we also have that J(u(t)) ≥ u(t) 2 /6 for all t. These facts enable us to conclude that all the above convergences occur as t → ∞, not only on some subsequence. Theorems 4.6 and 4.7 determine a wide class of initial data u 0 ∈ W 2,2 0 (Ω) which ensure that the solution to (37) blows up in finite time. One can wonder whether the blow up might also occur in infinite time. This happens, for instance, in semilinear second order parabolic equations at critical growth, see [33, 36] . If T = +∞, we denote by
0 (Ω), where the closure is taken in W 2,2 0 (Ω). We show here that infinite time blow up cannot occur for the fourth order parabolic equation (37) . In fact, since the nonlinearity det(D 2 u) is analytic, for any bounded trajectory the ω-limit set consists of only one point (see [22, 23] ) and we can prove the following statement. (Ω) and let u = u(t) be the local solution to (37). If T = +∞ then the ω-limit set ω(u 0 ) consists of a solution to (9) : this means that there exists a solution u to (9) such that u(t) → u in W 2,2 0 (Ω). This convergence is, in fact, also in W 4,2 (Ω).
Proof. If u = u(t) is a global solution to (37), then we know that (44) holds. We claim that if
then J(u(t)) ≥ d for all t ≥ 0 and C > 0. By Lemma 4.1, the map t → J(u(t)) admits a limit as t → ∞. If this limit were smaller than d (including −∞), then we would have J(u(t)) < d for some t > 0. By (13) this implies that either u(t) ∈ N + or u(t) ∈ N − . In the first situation, Theorem 4.9 implies that u(t) W 4,2 (Ω) → 0 as t → ∞. In the second situation, Theorem 4.6 implies that u(t) → ∞ in finite time. In both cases we contradict (54). Hence, if (54) holds then
If C = 0 in (54), then there exists a divergent sequence {t m } such that u(t m ) → 0 so that J(u(t m )) → 0, contradicting (55). By Lemma 4.1 we know that
We claim that also
0 (Ω)), then the statement follows directly from Poincaré inequality. So, assume that t → u(t) is not bounded in R + so that, by (44), we know that necessarily (54) holds. Let Λ := max{2C, 8J(u 0 )} > 0 and consider the two sets
We have Θ − ∪ Θ + = R + and, in view of (54), both Θ + = ∅ and Θ − = ∅. Note that for t ∈ Θ + we have u(t) 2 > 8J(u 0 ) ≥ 8J(u(t)) in view of Lemma 4.1 so that u(t) ∈ N − and, by (39) , the map t → u(t) 2 is strictly increasing in Θ + . By (54) we know that t changes infinitely many times between Θ + and Θ − . As long as t ∈ Θ − , by Poincaré inequality we have λ 1 u(t) 2 2 ≤ u(t) 2 ≤ Λ and therefore u(t) 2 remains uniformly bounded. Moreover, by the just proved monotonicity, as long as t ∈ Θ + we know that u(t) 2 2 ≤ u(t) 2 2 ≤ Λ/λ 1 where t is the first instant where t exists Θ + . This proves (58).
Next, note that if c denotes positive constants which may vary from line to line, we may rewrite (39) as
where we also used Lemma 4.1 (first inequality), Hölder inequality (second inequality), and (58) (third inequality). By squaring, we obtain
. Put Γ t := {s ≥ t; u(s) 4 ≥ c 1 + 1} where c 1 is as in (59) and let |Γ t | denote the measure of Γ t . Then |Γ t | → 0 as t → ∞ because of (56) and (59). Take M := 4 √ c 1 + 1, = 1, and let τ > 0 be the number given by (36) . Then take t sufficiently large so that |Λ t | < τ . By (36) , for any such t we have u(t) < M +1, which proves that
0 (Ω). By testing (37) with ϕ ∈ C ∞ 0 (Ω) and letting k → ∞, we see that u solves (9) . Moreover the analyticity of the nonlinearity implies that any subsequence converges to the same limit u solution of the stationary problem, see [22, 23, 24, 37] . Finally, the convergence may be improved to W 4,2 (Ω) by arguing as in Theorem 4.9.
Next, we prove a squeezing property which is typical of dissipative dynamical systems. Since (37) is indeed dissipative when dealing with global solutions, we restrict our attention to this case. Consider the sequence of Dirichlet eigenvalues {λ m } of the biharmonic operator and denote by {e m } the sequence of corresponding W where the series converges in the W 2,2 0 (Ω)-norm. For all k ≥ 2 denote by P k the projector onto the space H k spanned by {e 1 , ..., e k−1 } so that
Finally, we recall the improved Poincaré inequality
where H ⊥ k denotes the orthogonal complement of H k , namely the closure of the infinite dimensional space spanned by {e k , e k+1 , ...}. Roughly speaking, the next result states that the asymptotic behavior of the solutions to (37) is determined by a finite number of modes.
Theorem 4.11. Let u = u(t) and v = v(t) be the solutions to (37) corresponding to initial data u 0 ∈ W 2,2 0 (Ω) and v 0 ∈ W 2,2 0 (Ω), respectively. Assume that u and v are global solutions to (37) . There exists k ∈ N, depending only on
for all s ∈ [0, 2) .
Proof. Since u, v ∈ C(R + ; W 2,2 0 (Ω)), by Theorem 4.10 we know that
0 (Ω)) . We first claim that there exists µ > 0 such that for all u, v ∈ W 2,2 0 (Ω) we have
To see this, let us rewrite
so that, by Hölder inequality,
Hence, by applying once more, Hölder inequality we obtain
which proves (63). By subtracting the two equations relative to u and v we obtain
where w(t) = u(t) − v(t). Multiply (64) by w and integrate over Ω to obtain
By (63) the latter may be estimated as
In turn, by the Gagliardo-Nirenberg inequality w ∞ ≤ c w 1/2 w 1/2 2 (see [15, 34] ) we obtain 1 2
By recalling the assumption that P k w(t) = 0, that is w(t) ∈ H ⊥ k , and by using (61) we then get
Take k large enough so that
and put
k > 0 . By (61) we may finally rewrite the last inequality as
which, upon integration, gives
and the statement follows for s = 0 by letting t → ∞. By interpolation, we know that
the statement follows for all such s by combining (62) and (65).
FURTHER RESULTS AND OPEN PROBLEMS
Monotonicity of the L 2 -norm. It is clear that the limits in (47) and in (49) do exist due to the fact that they involve increasing functions of t. Less obvious is the existence of the limit in (48). The next result gives some monotonicity properties of the map t → u(t) 2 which guarantee that also the limit in (48) exists.
Proposition 5.1. Let λ 1 denote the least eigenvalue of the biharmonic operator under Dirichlet boundary conditions in Ω. Take u 0 ∈ W 2,2 0 (Ω) and let u = u(t) denote the corresponding local solution to (37) .
(i) If (43) holds, then the map t → u(t) 2 is strictly increasing on [0, T ).
(ii) If u 0 ∈ N − and J(u 0 ) < d, then the map t → u(t) 2 is strictly increasing on [0, T ).
(iii) If u 0 ∈ N + and J(u 0 ) < d, then the map t → u(t) 2 is strictly decreasing on [0, T ).
Moreover, the map t → u(t) 2 is strictly increasing (resp. decreasing) whenever u(t) ∈ N − (resp. u(t) ∈ N + ).
Finally, the map t → u(t) 2 is differentiable and
Proof. In view of the definition of N ± and Lemma 4.2, (39) proves directly statements (ii) and (iii) and the corresponding strict monotonicity of the map t → u(t) 2 whenever u(t) ∈ N ± . On the other hand, by Poincaré inequality, (39) yields
By the assumption in (i) we infer that ψ(0) > 0 so that the map t → u(t) 2 is initially strictly increasing, say on some maximal interval (0, δ) where δ > 0 is the first time where ψ(δ) = 0. If such δ exists then, by Lemma 4.1, also t → ψ(t) is strictly increasing on (0, δ) so that ψ(δ) > ψ(0) > 0, contradiction. Therefore δ does not exist and the maximal interval of strict monotonicity for t → u(t) 2 coincides with (0, T ). Finally, the differentiability of the map t → u(t) 2 and the estimate of its derivative follows from Lemma 4.3.
Finite time blow-up for Navier boundary conditions. Consider the initial-boundary value problem
in Ω.
We will prove that the solution to it blows up in finite time provided u 0 is large enough in a sense to be specified in the following. For simplicity we focus on the radial problem set on the unit ball, Ω = B 1 (0), so problem (66) simplifies to
where u = u(r, t) and ∆ r (·) = is large enough, then there exists a T * < ∞ such that u ceases to exist when t → T * .
Proof. We begin our proof with the following identity
where the integration by parts made use of the boundary condition u(1, t) = 0 and the fact that one of the roots of the polynomial inside the left hand side integral is located at the origin. Now, using equation (67) we get
The first integral on the right hand side can be estimated integrating by parts where we have used the symmetry condition u r (0, t) = 0 and the fact that the polynomial inside the integral on the left hand side has one root at r = 1. We now estimate the integral where the boundary terms vanish due to the presence of roots of the polynomial at the boundary points in the first case, due to the root of the polynomial at the origin and the boundary condition ∆ r u(1, t) = 0 in the second case and due to the roots of the polynomial and the symmetry condition u r (0, t) = 0 in the third case. (9 − 6r)(u r ) 2 r dr , multiplicity of solutions depend on the domain? What about radial solutions in the ball? In this case, one can refer to some results in [10, 11] .
• Blow up in L p norms. From Theorems 4.8 and 4.10 we learn that when blow up occurs, then also the W • Qualitative properties of solutions.
It is well-known that the biharmonic operator under Dirichlet boundary conditions does not satisfy the positivity-preserving property in general domains, see e.g. [18] . Moreover, also the biharmonic heat operator in R n does not preserve positivity and exhibits only eventual local positivity, see [14, 17] where also nonlinear problems are considered. For there reasons, a full positivity-preserving property for (37) (such as u 0 ≥ 0 implies u(t) ≥ 0) cannot be expected. However, one can wonder whether (37) has some weaker form of positivity-preserving, for instance bounds for the negative part of u(t) when u 0 ≥ 0.
• Other boundary conditions.
According to the physical model one wishes to describe, it could be of interest to study (37) with different boundary conditions. In particular, it could be interesting to consider in more detail the Navier boundary conditions u = ∆u = 0 on ∂Ω. For the stationary problem (9), these conditions were studied in [10, 11, 13] . It turns out that (9) is no longer of variational type and different techniques (such as fixed point theorems) need to be employed. Therefore, it is not clear whether an energy functional can be defined and if the same proofs of the present paper may be applied. More generally, one could also consider the so-called Steklov boundary conditions u = ∆u − au ν = 0 on ∂Ω, where a ∈ C(∂Ω) should take into account the mean curvature of the (smooth) boundary. We refer to [18] for the derivation and the physical meaning of these conditions.
• Further regularity of the solution.
Using the regularizing effect of the biharmonic heat operator, one could wonder which (maximal) regularity should be expected for solutions to (37) .
• High energy initial data.
Except for Theorem 4.7, in order to prove global existence or finite time blowup for (37) we assumed that J(u 0 ) ≤ d. What happens for J(u 0 ) > d? Possible hints may be found in [16, 19] although the lack of a comparison principle for (9) certainly creates more difficulties. Can the basin of attraction of the trivial solution u ≡ 0 be characterized more explicitly?
• Higher space dimensions.
If we set the equation (37) in some Ω ⊂ R n with n ≥ 3 we lose the physical application but the problem is mathematically challenging. If n ≤ 4 the embedding 0 (Ω) is still true, although for n = 4 it becomes a critical embedding which lacks compactness. Moreover, the embedding W 2,2 0 (Ω) ⊂ L ∞ (Ω) fails for n ≥ 4. But the most relevant problem concerns the nonlinearity det(D 2 u) which has the same degree as the dimension. For instance, if n = 3 the term det(D 2 u) is cubic, involving products of three second order derivatives. Since each derivative merely belongs to L 2 (Ω) (whenever u ∈ W 2,2 0 (Ω)), this term may not belong to any L p space. Hence, no variational approach can be used and a different notion of solution is needed.
