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l. INTRODUCTION 
In this paper we describe anew computing technique for the problem of identifying 
a dynamic system from a set of input-output measurements (observations). The new 
feature of the method is that it avoids having to solve any dynamic equations unlike 
the methods extant [1], [2]. 
The basic idea of the method can be stated quite simply. For convenience ofnotation 
we take advantage of the fact that the identification problem for a dynamic system 
can always be formulated as that of estimating the initial state of a nonlinear dynamic 
system. Thus (and we shall for the moment assume that the state space is finite- 
dimensional) the problem can be expressed as follows (see [2] for elaboration): 
:~(t) --= F(x(t), u(t)); (1.1) 
y(t) = H(x(t), t) -:- n(t), (1.2) 
where the state function has its range in E n , Euclidean n-space, u(t) is the known 
(assumed to be rneasured without noise) input, and of course (1.1) is assumed to have 
a unique solution for each initial state. The observed output is y(t), a nonlinear 
functional of the state corrupted by additive white Gaussian oise n(t) (derivative of 
the Wiener process). The problem is to estimate x(0) (known a priori to be in some 
flat in E~) from the input-output data, viz., u(s), y(s), 0 < s < t < oo. Taking the 
stochastic point of view, we seek the maximum likelihood estimate of x(0), assuming 
that it is Gaussian distributed with known mean m, and variance matrix A. Then the 
best estimate (see [2]) is the one that minimizes the functional 
f , R(y(s) H(x(s; x); s)) ds, (1.3) [PA- IP(x -- m), x -- m] + Jo 
where P is the projection operator on the range of A; [, ] denotes the appropriate inner 
product (here and below); R( . ) is a positive-definite quadratic form and x(s; x) is the 
solution of (1.I) with the initial condition x(0; x) = x. 
It is seen that any iterative computing method will involve the solution of the dynamic 
system (l. 1) or its equivalent, see [1], [2]. In the present method analogous in principle 
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to the method for control problems in [3], we replace (1.3) by a nondynamic approx- 
imate (or "epsilon") problem, as we shall term it, for each E > O: 
1 f~f o j 2(s) -- F(x(s); s)ll ~ ds § [PA-1P(x(O) -- m), x(0) -- m] 
f :  R(y(s) - H(x(s);s))ds 
i 
+ (1.4) 
and seek the infimum of (1.4) over the class of absolutely continuous functions with 
derivative in L~(0, t), and with (x(0) - -  m) constrained to lie in PE, .  Suppose x(e, s) 
attains the minimum. Then x(a, 0) yields as close an approximation to the solution 
of (1.3) as desired for ~ sufficiently small, and in fact converges to the minimizing 
solution of (1.3) as E goes to zero. This, in substance, is the method; the bulk of the 
paper is devoted to the necessary existence and convergence theorems. No specific 
computing algorithm for minimising (1.4) is discussed, since, without dynamic 
constraints, this is now reduced to an ordinary functional minimization problem, and 
any one of standard algorithms uch as gradient or Newton-Raphson can be readily 
used. 
In Section 2 we consider the finite-dimensional problem. We establish the existence 
of an optimal (that is, attaining the minimum in the given class) solution to the epsilon 
problem (as well as the original "dynamic" problem) and show that the approximate 
converge to the optimal maximum likelihood estimate as ~ goes to zero, under a mild 
condition on the system (I.1), which is shown to be satisfied in an important near 
canonical ease of interest. We derive necessary conditions for optimality for the epsilon 
problem as well as their limiting forms which are seen to reduce to the known conditions 
(el. [2]) in the original problem. We also develop in Section 3 a stochastic interpretation 
of the computing method which would appear to be of independent interest as well. 
Finally, an extension to the infinite-dimensional case is given in Section 4 for a 
specialized case of interest, illustrating the modifications necessary. 
2. FINITE-DIMENSIONAL SYSTEMS 
We begin by considering the identification problem for finite-dimensional systems 
(that is, with finite-dimensional state spaces). Since the input u(t) in (1.1) is assumed 
known, we may write the state dynamics as 
.~(s) = F(x(s); s) 0 < s (2.1) 
and the observation as 
y(s) = H(x(s); s) + n(s) 0 < s, (2.1a) 
where to be specific, x(t) is n-by-one, the observation y(t) is p-by-one, and we assume 
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that F(x, t), H(x, t) are continuous in both variables, and continuously differentiable 
in x, and with derivative continuous in t as well. We assume that the white Gaussian 
noise n(t) has nonsingular spectral density matrix D. The initial state x(0) is taken 
to be Gaussian distributed with mean m, and variance matrix A, which may well be 
singular since some components of x(0) may be known. Let d denote the range 
space of A, and let P denote the projection operator mapping En onto .~r The maximum 
likelihood estimate for x(0) (based on data up to time t) is the one that minimizes the 
(negative of the logarithm of the likelihood) functional: 
L(t; x) = [PA-XP(x -- m), x -- m] -]- f t  ~ [D-l(y(s) -- H(x(s; x); s)), 
x y(s) -- H(x(s; x); s)] ds (2.2) 
over x ~ E~ , where x(s; x) is the unique solution of 
~(s) = F(x(s); s); x(0) = x. (2.3) 
(For more details on the rationale for the identification scheme, see [2]). Any method 
for minimizing (2.2) would involve the solution of the dynamic system (2.3) or its 
equivalent. In the present method, we avoid having to solve any dynamic equations 
by introducing instead an approximate "epsilon" problem for each E > 0. Thus we 
consider instead the problem of minimizing 
1_ . t  
f ( , ;  x(. ); t) = , ,  |o II e(s) - F(x(s); s)l mds + [PA-XP(x(O) -- m), x(O) -- m] 
f*o[O-l(y(s) -- H(x(s); s)),(y(s) -- H(x(s); s))] ds (2.4) 
over the class of functions x( . ) which are absolutely continuous with derivative in 
L2(0, t), and with (x(0) - -  m) constrained to lie in ~r We shall first show that (2.4) 
has an optimal solution. We do this under a mild regularity condition (denoted C): 
~(s) ---- F(x(s); s) + g(s); x(0) given (2.5) 
has a unique solution for each x(0), and g( . ) in L2(0, t), such that the mapping defined 
thereby on L2(0 , t) • En into the Banach space C(0, t) (continuous functions with 
sup norm on [0, t]) is compact. The following Remark shows that this condition is 
usually satisfied: 
Remark I. Suppose the identification problem is that of estimating the (finite- 
dimensional) parameter ~given that 
y(s) = Ho(V(s); s) + n(s) 
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is the observation, with n( . ) as in (2.2), and 
iv(s) = G(a; Y(s); s), (2.6) 
where G(~; Y; s) is continuous and satisfies the inequality: 
I[Y, G(n; Y; s)]l ~ C(a;s)(1 +11 y[[2), C(a;s)eLz[O,t] (2.7) 
for all cx such that 
Then condition C is satisfied if we formulate the problem in the form (2.1), (2.2) by 
writing 
x(s) := ~(~), Y(s), 
X(x(s); s) = O, G(a; Y(s); s); H(x(s); s) = Ho(Y(s); s), 
y(s) -- U(x(s); s) + n(s). 
This can be proved readily as follows: Let 
g(s) = g,(s), g2(s) 
so that (2.5) takes the form 
&(s) = gl(s), (2.8) 
IV(s) = G(a(s); Y(s); s) + g~(s). (2.9) 
It is clear that (2.8) and (2.9) have a unique solution for each initial condition u(0), 
Y(O), and g( . ) in (appropriate) L2(O, t). Let a,(0), Y,,(O) be a bounded sequence of 
initial values and let g(,)( . ) be a bounded sequence in L2(0, t), and let a~(s), Y,,(s) 
denote the corresponding solution of (2.8), (2.9). It is immediate from (2.8) that the 
sequence a,(s) is uniformly bounded for all s in [0, t], 
sup [[ ~.(s)ll ~< m < ~.  
Next, letting 
it follows using (2.7) that 
m.(~) : 89 I ~ g.(Oll  *, 
,~.(s) < C(M; s)(1 + m.(s)). 
Again using the fact that C(M; s) is square integrable in [0, t], a standard analysis 
shows that 
m.(s)~<C<o% O~<s~<t. 
Hence, in turn, 
sup G(a,,(s); Y,~(s); s) 
2/i-8 
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is bounded. From 
and 
~2 
Y~(t~) -- Y(tl) = f Y~(s) ds 
tt 
it follows that Y,(s) is equicontinuous; and similarly, ~(s) is also equicontinuous. This 
is enough clearly to imply condition C. 
EXAMPLE. As an example of Remark 1, let us note the case of identifying parameters 
in a linear dynamic system: 
Y(s) = A Y(s) + Bu(s), 
where A and B, say, are to be identified. It is clear that (2.7) is satisfied assuming that 
u(s) is continuous. We can now state our basic existence theorem: 
THEOREM 2.1. Assuming condition C, the minimization problem for (2.4) has an 
optimal solution. 
Proof. Let x~(s) be a minimizing sequence so that 
l imf( , ;  x~(. ); t) = fo(e; t) (2.10) 
where/0(E; t) is the infimum of (2.4) in the stipulated class. Since each term in (2.4) 
is positive, we have that 
[eA-le(x.CO) - m), x (O) - m] 
is bounded; in fact, the sequence converges. Since PA -~ is nonsingular on Jag, it 
follows that (x,(0) - -  m) converges, and hence x~(0) itself converges. Now let 
-e(x.(s);  s) = 
Since the L~(O, t) norm of z,( . ) is convergent in n from (2.10), we can now invoke 
condition C, and hence we can find a subsequence [which we renumber to be x,( . ) 
again] which converges uniformly on [0, t] to a function xo(s ) say. This implies that 
the Lz(0, t) norm of 
e(x.(s); 0 
is also convergent, and hence so then also is the La(0 , t) norm of 
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Since 
it follows that :~(s) converges weakly to :~0(s). By weak lower semicontinuity we have 
then that 
f(E; x0(. ); t) ~ limf(~; xn(. ); t) 
or, xo(s ) is an optimal solution, proving the theorem. 
Remark 2. Assuming condition C, it is easy to see that (2.2) [subject o (2.3)] also 
has an optimal solution. For if (x~} is a minimizing sequence such that 
l imL(x, ; t) : InfL(x; t) 
where the infimum is over E n , with (x -- m) constrained to be in d ,  we have, as in 
the proof of Theorem 2.1, that a subsequence (xm} can be found converging to xo, say. 
If for each initial value xm, x,~(s) is the corresponding solution of (2.3), then by 
condition C [with g( . ) identically zero in (2.5)], we can find a further subsequence 
of {x,~(s)} converging uniformly on [0, t] to xo(s ). By weak lower semicontinuity, we 
have that 
r.(x o ;t)  ~< ]imL(x, ;t)  
or, x o : x0(0 ) is an optimal solution. It is convenient to set 
L(xo; t )  = fo(0; t). (2.11) 
We shall next show that (again under condition C) the solutions of the approximate 
or epsilon problem (2.4) provide in the limit as ~--} 0, the minimum of the original 
problem (2.2). More precisely, we have: 
TnEORV_~ 2.2. Let xo(~; s) denote an optimal solution of (2.4). Then 
Xo(,; 0) 
converges to an element xo which is an optimal solution of (2.2). Also 
l imf ( , ;  xo(,; 9 ); t) = L(xo ; t )  = fo(O; t). (2.12) 
Proof. We note first of all the inequality 
fo('; t) ~ f.(O; t). (2.13) 
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since any solution of 
2(s) - -F (x (s ) ; s )  = 0; (x(0) --  m) ~ ~r 
is admissible for (2.4). Next let 0 < ~z "~ ~1. Then we have: 
- -  [1 z(~l ; s)V ds + [PA-1P(xo(r ; O) - -  rn), xo(E 1 ; O) - -  m] f(~ ;xo(~ ;s); t) ~< ~ o 
fo [D-'(H(xo(Ex ; s); s) -- y(s)), H(xo(, 1 ;s)) - -  y(s)] + ds, 
where 
z(~; ,) = :~o(~; ~) -F (xo(~;  0; s). 
A similar inequality holds by interchanging eland ~2. It follows from these inequalities 
that f(E; x0(E; . ); t) converges, and 
1 f*011 z(~; s)ll' ds 
is monotone-decreasing ( onincreasing) ase goes to zero, while 
f(~; s)]lZ ds 
is monotone-increasing. In particular, it follows that 
P 
J li z(~; s)ll 2 ds --+ 0. (2.14) 
o 
As before, we can see that Xo(e; 0) converges, to x o , say. Now 
x(0 --F(~(s); 0 = z(~; 0; ~(0) = xo(~; 0) 
has a unique solution which must thus coincide with xo(E; s), and by condition C, 
we see that we can find a subsequence converging uniformly on [0, t] to a function 
Xo(S ), say. From the continuity ofF(x; s) and (2.14), it follows that the corresponding 
subsequence of xo(~; s) converges weakly to ~o(s), and again from (2.14), we obtain that 
~o(S) ---- F(xo(s); s); x0(0 ) = x 0 . (2.15) 
Since x o is independent of particular subsequence chosen, and the solution of (2.15) 
is unique, it follows that Xo(E; s) converges uniformly in s to x0( 0. Hence also 
!imomf(e; Xo(~; . ); t) = lim I f 11 z(~; s)[I 2 ds + L(x  o 9 t) 
9 --~0 E 0 P 
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But from (2.13), 
limf(e; Xo(r . ); s) ~< fo(O; t), c--~O \ 
which is thus enough to imply that 
1 
E d O 
and that (2.12) holds, as we set out to prove. 
(2.16) 
Necessary Conditions for Optimality 
We shall next determine necessary conditions for optimality for the approximate 
problem (2.4). We shall show that these conditions in their limiting forms (as ~ goes 
to zero) yield the known necessary conditions for optimality of solutions of (2.2). 
As usual, these conditions are obtained by examining the first variation. 
THEOREM 2.3. Let Xo(E; s) be an optimal solution of (2.4). Then x0(~; s) satisfies the 
integro-differential equation: 
~0(c; s) --F(xo(r s); s) = E ~(~; s) ~b(E; o) -1 
r 
• [Hl(x0(~; o); o)* D-l(H(xo(~; o); o) -- y(o))] do (2.17) 
and 
00 
XO(f:; 0) = m + A J t ~(E; 0) $(E; ff)-I [HI(Xo(E; o); a)* D-'(H(xo(E; a); a) -- y(o))] do 
(2.18) 
where ~b(c; s) is a nonsingular matrix solution of the linear equation 
Z(s) + Fa(xo(e; s); s)* Z(s) = 0 
where 
(2.19) 
Fl(x; s) ---- V#~(x; s). (2.20) 
Let h(s) be any function in L2(0 , t) with values in En such that it is absolutely Proof. 
continuous with derivative in Lz(0, t), and with (h(0) -- m) in d .  As before, we shall 
call such a function an "admissible" function for (2.4). Let 
x(s;  = (l - xo( , ;  s) +  h(O. 
Then x(s; A) is admissible for every real h. Also 
f(~; x(. ;A); t) 
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is differentiable in A, and because Xo(~; s) is optimal, the derivative must vanish at 
A = O. Carrying out the indicated ifferentiation and evaluating at A = O, we obtain, 
denoting (x0(~; s) -- h(s)) by v(s): 
^f 
o = J o [~('; ~)' ~(*) - F~(xo(,; 0;  0 ~(~)] d~ 
+ e[PA-'P(xo(r 0) -- m), v(0)] 
E f f + [D-I(H(xo(e; s)) y(s)), Itx(xo(,; s); s) v(s)] as, (2.21) 
"~0 
where Fl(x , s) is given by (2.20) and 
Hi(x; s) ---: V~/(x; s), 
~(,; ~) = ~o(,; s) -F (Xo( , ;  s); ~). 
Let us now specialize v(s) to be any ;nfinitely differentiable function with compact 
support in (0, t), which we may, still keeping h( . ) to be admissible. Then we have 
f'ot*;'>' = f'o '>; ')* * ;  
9 D-l(H(xo(,; s); s) -- y(s)), v(s)] ds (2.22) 
This implies that z(r s) is actually absolutely continuous with 
*(e; s) = --Fl(xo(,; s); s)* z(e; s) + ,Hl(xo(,; s); s)* D-l(H(xo(e; s); s) --y(s)) 
Also for any continuously differentiable v( . ), we have; integrating by parts: 
t t t 
I [~(~; s), ~(,)] as = [z(,; ,), v(s)] - f [~(,; ~), v(~)] as 
*0  0 0 
and hence using (2.23), and admissible h( . ), we must have 
o = [~(,; t, v(t)] - [~(,; o, v(o)] + c[VA-1P-,(xo(,; O) - m), ~(0)], 
where, of course, v(0) is in d .  Hence 
Pz(,; O) -~ ,eA-XP(xo(e; O) -- m). 
and since v(t) may be taken arbitrarily in E n , 
z(,; t) --- 0. 
Denoting a fundamental matrix solution of the linear time-varying equation 
z(~) = --Fl(xo(,; ~))* Z(~) 
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by r s), we can clearly rewrite (2.23) in the form (2.17), using (2.25). Also (2.18) 
follows from (2.24) and (2.23). This proves the statements of the theorem. 
We shall state as a corollary the limiting necessary conditions which an optimal 
solution of the original problem (2.2) must satisfy: 
COROLLARY. Assuming condition C, we may take the limit as E goes to zero in the results 
xo(s ) = lim Xo(,; s), 
lira Xo(r 0) = xo(O) ~--*0 
of Theorem 2.3. Thus, letting 
we have that the limit 
is an optimal solution of (2.2) satisfying the necessary conditions: 
o 
Xo(0 ) : m ~- A f ,  ~b(0) ~b(s)-a(Hl(Xo(S); s)* D-l(H(xo(S); s)) -- y(s)) as, (2.26) 
where ~b(s) the limit of r s) is a fundamental matrix solution of 
ZCs) + Fl(xo(s); s)* Z(s) = 0 (2.27) 
and xo(s ) satisfies 
 oCs) = F(Xo(S); s). 
Proof. The proof is immediate from Theorem 2.2, and Theorem 2.3. We remark 
that (2.26) is the same as the necessary condition (4.11) of [2]. 
3. STOCHASTIC INTERPRETATION 
We can give a stochastic interpretation f the nondynamic epsilon problem (2.4) 
and thereby obtain a result which would appear to be of independent interest. For 
this consider the equations 
x(s) = F(x(s); s) + nl(s ), 
y(s) = H(xCs); s) + nCs), 
where nl(s ) is white Gaussian with spectral density matrix d,  and (3.2) is as before. 
The (negative of the logarithm of the) likelihood functional for this problem, assuming 
x(0) is Gaussian with mean m and variance matrix A is given by 
1 ' 1 [pA_xP(x(O ) _ m), x(O) -- m] E fo I e(s) --F(x(s); s)ll 2 d~ + 
l * 
+ ~2 fo [D-X(Y(S) -- H(x(s); s)), (y(s) -- U(x(s); s))] ds (3A) 
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and for each observed y(s), 0 < s < t, the most likely sample function x( . ) is the one 
that minimizes this functional, and the most likely value of x~0) is interpreted as the 
corresponding value of the minimizing sample function. Such an estimate has been 
used in nonlinear filtering; see [5], [6]. This is then a stochastic interpretation of the 
nondynamic epsilon method. What we have proved in Theorem 2.2 is that, as 9 goes 
to zero, the value at zero of the most likely sample function does indeed converge to 
the maximum-likelihood estimate of it when epsilon is zero. This result is of in- 
dependent interest in estimation theory. 
4. INFINITE-DIMENSIONAL PROBLEMS 
In this section we shall consider a class of infinite-dimensional problems, in which 
the state space of the dynamic system is infinite-dimensionaL The advantage of the 
computting method in not having to solve dynamic equations is clearly even more 
attractive in such problems involving partial differential equations, for example. 
We shall not consider the most general problem in this setting; rather we shall 
confine our attention to the problem of identifying a class of linear systems which 
include distributed parameter systems characterized by partial differential equations 
(for such problems; see, for example [6], where different methods are used) and which 
illustrate some of the essential modifications necessary in the finite-dimensional 
theory of the previous ections. 
In order to maintain a degree of generality without at the same time obscuring the 
main ideas with technical details, we shall employ the theory of semigroups of operators 
(cf. [7]) which include Cauchy problems for linear (time-invariant) partial differential 
equations. Thus we shall take the basic dynamic equations as 
9 (s) = A(a) xCs) + v(s), 0 < s < t, (4.1) 
y(s) = H(x(s); s) + n(s), 0 < s < t, (4.2) 
where cz is the finite-dimensional parameter that has to be identified, and for each a, 
A(a) is the infinitesimal generator of a strongly continuous emigroup 7"(a; s) over a 
Hilbert space W (assumed separable); as before, y( . ) is the observation, and it is 
assumed that y(s) is finite-dimensional (p-by-one, as bcfore), H(x, s) is a continuous 
mapping of ~ • [0, t] into E~, and n(.  ) is white Gaussian with nonsingular spectral 
density matrix D. Analogous to (2.7) we now assume: 
(i) For each s, T(a; s) is strongly continuous in a and 
sup ]i T(cq s)ll ~< M(L, a) for all [] a I ~< a; (4.3) 
0<s<L 
(ii) ('~ ~(A(c0) = O o is dense in ~.  (4.4) 
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As before, the input is assumed known and noise-free, so that the term v( . ) in (4.1) 
is known. We shall also need to assume that v( . ) has a (strongly) continuous derivative, 
or alternately that v( . ) e -~0, and 
t 
f II A(~) v(s)[! ds < oo (4.5) 
o 
This implies that for x(0) in 90 ,  (4.1) has the (unique) solution 
f' x(~; s) = T(s) x(0) + T(~; s -- ~) v(a) da. (4.6) 
0 
Taking the view that c~ is stochastic, and actually Gaussian-distributed with mean m 
and variance matrix A, and d denoting the range space of A, and P denoting the 
corresponding projection operator, and assuming the initial state x(0) is known and 
in 3 o , the maximum-likelihood estimate of a (for each observation i terval 0 < s < t), 
is obtained by minimizing the functional [corresponding to (2.2)] 
g(o~) = [PA-1P(o~ -- m), (~x --  m)] 
+ f l  [D-ly(s) -- tI(xCa; s); s),y(s) -- H(x(o~; s); s)] as, (4.7) 
where x(a; s) is the solution of (4.1), and given by (4.6). We remark that, because of 
(4.3), (4.4), it is readily seen that the minimum of (4.7) is actually attained by some a. 
But to use (4.7), it is necessary to solve the dynamic equation (4.1). 
The nondynamic epsilon problem is now phrased as follows: For each ~ ;> 0, 
we seek to minimize the functional: 
t 
"i x(s) A(o 0 x(s) -- v(s)[i 2 ds + [PA-1P(cx -- m), (~x -- m)] x(  ); 1 - 
'-- f'o [D- ' (y( , )  - I I(x(s); s)), yC,) - tI(xCs); ,)] ds (4.8) 
in the class of functions x( . ) which are absolutely continuous with x(0) fixed, x(s) e 3 o 
for each s, and 
~(s) and A(a) x(s) eL2(O, t; aF) (4.9) 
and in the class of a of course in E~. Let us denote the corresponding infimum by f(E). 
We shall first consider the existence problem for (4.8). Here is the main difference 
from the finite-dimensional case, in that the minimizing function x( .  ) need not be in 
the class chosen, although can be approximated as closely as desired. To  handle this 
problem we proceed as follows. For each ~ we introduce the operator 
L(a) x( . ) = $(s) - -  A(~) x(s); x(0) (4.10) 
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with range in Lz[[0, t]; ~g'] • and defined on the domain ~ of absolutely continuous 
functions x(s) such that x(s) is in the domain of A(a) for each s and 
2(s) - -  A(a) x(s) e L~.[[O, t]; .~]  
Then it can be verified that L(a) is closable, and we denote the smallest closed extension 
by L(a). Then for any h( . ) in L2([0 , t]; .,X~), it follows that 
f' T(~; s - -  o) h(a) do, 0 ~ s <~ t (4.11) 
0 
is in the domain of L(a). So is 
T(a; s)x for x e~o.  
Also the functional (4.8) can be rewritten as 
f(~; x ( .  ); ~,) - 1 II c(,~) x ( .  ) - v ( .  )ll ~ + [PA-~P(~ - -  ra), (~ --  m)] 
E 
+ f*0 [D-I(Y($) - -  H(x($); s ) ) , (y (s ) -  H(x(s); s))] ds, (4.12) 
where C(a) is defined as PIL(a), Px being the projection onto L~[[0, t]; ~]  and the 
definition of (4.9) can be extended to functions x( . ) in the domain of C(o 0. We can 
then state the existence theorem as: 
TrIEOaEM 4.1. There exists an o~, in E~ and an element x(E; . ) in the domain of C(a,) 
such that 
f(c) -~ f ( , ;  x(,; . ); ~,). (4.13) 
Proof. Let an, x~( . ) be a minimizing sequence for (4.8). Then it is clear that we 
can find a subsequence otto such that a,n converges to ~ say. Let 
c(~)  x~( ~ ) - ~( .  ) = ~( .  ) 
Now because of (4.9) we have that 
d r (s  - -  o) x , (a )  = T(s - -  a)(v(a) + z,,,(a)), s > o, 
do 
so that 
f$ x~(s) = T(a,, ; s) x(O) + T(cx,, ; s -- a)(v(a) + z,,(a)) de. (4.14) 
o 
Now from (4.8) the functions zm( . ) are bounded in norm, and we can find a weakly 
convergent subsequence [let us renumber it z,,( . ) again] whose weak limit we shall 
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denote by z0( . ). Because of (4.3) it is readily seen that x,~(s) converges weakly for 
each s to a function xo(s), and 
~8 
Xo(S) = T(% ;~) x(O) + j T(% ; ~ --  .)(v(o) + Zo(-)) a .  
0 
(4.15) 
from which it follows that x0( . ) belongs to L2([0 , t]; ,,'if); and from (4.11) we have that 
xo( . ) is actually in the domain of C(%). It follows as before that 
/ ( , ;  Xo(. ); ,) ~ limf(e; x,,,( . ); ~,,,) =f (E)  
But the left-hand side can be approximated by f(e;  x ( .  ); %) for x ( .  ) satisfying 
(4.9), so that (4.13) follows. 
The next and final step is to prove that a, in Theorem 4.1 converges to an optimal 
solution of (4.7) as e goes to zero. 
THEOREM 4.2. Let 
:(,) =/ ( , ;  x( , ; .  ); ~,). 
Then a, converges to an element % as 9 goes to zero, and 
g(%) = infg(a). 
Proof. We may proceed as in the proof of Theorem 2.2 to obtain 
f(E) ~ infg(c0, 
and also that setting 
we have 
z ( , ; .  ) = c(~,) x( , ; .  ) - ~( .  ), 
(4.16) 
1 [I Z(E; . )il 2 is monotone-nonincreasing, (4.17) 
E 
and further that ~, converges to an element which we shall denote by %.  Since 
x(,; ,) = T(~, ; s) x(0) + T(~, ;s --  o)(~(,; o) + v(o)) do 
0 
and (4.17) implies that ][ z(~; . )[] is actually going to zero, it follows that x(E; s) con- 
verges strongly for each s to 
Xo(S) = r(% ; ~) x(0) + T(% ; s -- o) v(~) a~ 
0 
116 BALAKRISHNAN 
and hence that  
~0(s) = A(~0) x0(s) + .(s); x0(0) --  x(0). 
Th is  combined  with (4.16) yields the desired result. 
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