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ANTONELLO ROMANO 
USER-GENERATED DATA COMMONS: SPAZI DIGITALI 
ED ESPERIENZE URBANE ATTRAVERSO L’UTILIZZO DI OPEN 
GEODATA E DI VOLUNTEREED GEOGRAPHIC INFORMATION 
1. OPEN GEODATA: POTENZIALITÀ E LIMITI TECNICI. — La storia recente della pubblicazione in 
rete degli Open GeoData, ovvero dati geografici aperti (1), da parte delle amministrazioni pubbliche 
in Italia si riferisce ad un fenomeno in crescita che ha cercato di allinearsi con le direttive comunita-
rie (2) degli ultimi anni e che ha registrato un incremento nella divulgazione di dati potenzialmente 
accessibili al largo pubblico (Global Open Data Index, 2015). Tale crescita è stata favorita da un lato, 
dalla produzione di dataset pubblicati dall’alto (istituzioni pubbliche, ISTAT); dall’altro grazie alla na-
scita di portali ed associazioni dal basso con finalità diverse tra le quali quella di “favorire lo sviluppo, 
la diffusione e la tutela del software esclusivamente Libero ed Open Source per l’informazione geo-
grafica e promuovere la diffusione di dati pubblici come dati aperti quali definiti nella Open Defini-
tion della Open Knowledge Foundation” (Gfoss.it). Se osserviamo il fenomeno Open Data secondo il 
Global Open Data Index 2015, il quale colleziona e presenta informazioni sullo stato attuale di im-
missione dei dati aperti (3) in tutto il mondo, l’Italia si dimostra particolarmente dinamica in quanto 
ha migliorato la proprio performance di otto posizioni nel 2014, classificandosi al 17° posto su 122 
Paesi nel rank che vede trionfare ai primi tre posti Taiwan, Regno Unito e Danimarca. 
 
 
Fig. 1 – Global Open Data Index rank e score Italia, 2015. 
Fonte: http://index.okfn.org. 
                                                     
 
(1) Possono essere definiti come dati raster o vettoriali associati ad un sistema di coordinate di riferimento resi pubblici, accessibili e 
disponibili secondo i termini di licenza che ne permetta l’utilizzo da parte di chiunque (Biallo, 2013). 
(2) Direttiva 2007/2/CE (INSPIRE) Si veda anche: Commission Decision as regards INSPIRE monitoring and reporting (2009/442/EC), OJ 
L. 148, 11 giugno 2009, p. 18; Commission Regulation (EC) No 1205/2008 as regards INSPIRE metadata, OJ L. 326, 4 dicembre 2008, p. 12; 
Commission Regulation (EU) No 1089/2010 as regards interoperability of spatial data sets and services, OJ L. 323, 8 dicembre 2010, p. 11. 
(3) “Dati che possono essere liberamente utilizzati, riutilizzati e ridistribuiti da chiunque, soggetti eventualmente alla necessità di 
citarne la fonte e di condividerli con lo stesso tipo di licenza con cui sono stati originariamente rilasciati” (Laura Newman, Open Knowledge 
Foundation). 
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In tal senso, se è vero che una prima fase del processo di creazione di dati aperti possa conside-
rarsi conclusa come osserva Dominici (2015), molto rimane da fare per consacrare appieno il processo 
di liberalizzazione del dato open sollecitato da Tim Berners Lee (2010), inventore del World Wide 
Web, secondo il quale tale processo deve partire allo stesso modo “dal basso, dall’intermedio e dal-
l’alto” (intervista in Open Data Study, 2010) e finalmente passare ad una fase in cui gli aspetti di ac-
cessibilità, usabilità, completezza e di riutilizzo dei dati sia garantita davvero per tutti. L’articolo 50 
del Codice dell’amministrazione digitale (2005) stabilisce infatti che 
 
i dati delle pubbliche amministrazioni sono formati, raccolti, conservati, resi disponibili e accessibili con l’uso delle 
tecnologie dell’informazione e della comunicazione che ne consentano la fruizione e riutilizzazione, alle condizioni fis-
sate dall’ordinamento, da parte delle altre pubbliche amministrazioni e dai privati nel rispetto sia delle norme in mate-
ria dei dati personali sia della normativa comunitaria in materia di riutilizzo delle informazioni del settore pubblico. 
 
Secondo il rapporto Dati geografici aperti: istruzioni per l’uso (Biallo, 2013), i dati più richiesti e 
scaricati in Italia sono quelli geografici. Le motivazioni di tale evidenza rimandano al valore strategico 
insito nei dataset che riguardano il territorio in cui si risiede o si lavora, e alle molteplici possibilità di 
business legate alla rielaborazione del know-how in essi contenuto. Il nodo fondamentale e dolente però 
emerge se dal piano del dato e di chi lo possiede in origine (pubblica amministrazione, ISTAT) ci spo-
stiamo a quello del destinatario finale, ossia il cittadino. Non a caso, le performance meno brillanti regi-
strate nella variabile location dataset del Global Open Data Index dimostrano come non si debba con-
fondere la quantità dei dataset messa a disposizione online e prima invisibile ai cittadini, con dataset on-
line e scaricabili ma che non possono essere appieno riutilizzati senza avanzate competenze tecniche di 
tipo informatico e cartografico. A supporto di tale affermazione, la pubblicazione di più di 100 dataset 
suddivisi 33 categorie (Fig. 2) presenti sul portale dedicato del comune di Firenze (datigis.comune.fi.it) 
riflette una disponibilità di informazioni che riguardano diversi ambiti e tematiche, dall’urbanistica alla 
mobilità, dal turismo agli hotspot WI-FI e così via; se si analizza però l’effettiva possibilità di riutilizzo è 
necessario interrogarsi se quest’ultima non sia ristretta ad una cerchia ridotta di esperti e professionisti. I 
dati sono distribuiti in formato shapefile (.shp) (4) e keyhole markup language (.kml) (5) e richiedono 
professionalità in ambito GIS per poter essere rielaborati una volta scaricati. 
 
 
Fig. 2 – Un esempio di dati geografici aperti in una via di Firenze. 
Fonte: nostra elaborazione su dati http://datigis.comune.fi.it. 
                                                     
 
(4) Lo shapefile è un formato di dati vettoriale per sistemi informativi geografici sviluppato da ESRI. 
(5) L’Open Geospatial Consortium definisce il formato KML “an XML language focused on geographic visualization, including 
annotation of maps and images. Geographic visualization includes not only the presentation of graphical data on the globe, but also the 
control of the user’s navigation in the sense of where to go and where to look”. 
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La possibilità però per professionisti, aziende e ricercatori di ottenere preziose informazioni e 
vantaggi a partire dall’analisi di questi dati vettoriali (punti, linee, poligoni) è potenzialmente enorme 
e permette di ottenere risorse preziose in riferimento a molteplici aspetti concernenti l’area urbana 
fiorentina: dalla distribuzione delle funzioni urbane all’uso del suolo, dalla mobilità alla composizione 
demografica e la sua evoluzione spazio-temporale (si pensi ad esempio alle informazioni contenute 
nelle sezioni di censimento ai vari censimenti). Non a caso, secondo i dati pubblicati nel 2016 dal por-
tale europeandataportal.eu che ha l’obiettivo di raccogliere i metadati dell’informazione pubblica di-
sponibile nei portali di dati open in Europa, il mercato europeo direttamente collegato agli Open 
Data vale nel 2016 55,3 miliardi di euro e costituisce già fonte di impiego per oltre 500mila occupati 
nelle aziende del Regno Unito. 
 
TAB. I – DATASET PRESENTI SUL GEOPORTALE DEL COMUNE DI FIRENZE, 2015 
Categorie Numerosità Geo dataset Percentuale su totale 
Urbanistica 57 20,50 
Mobilità 38 13,67 
Ambiente 33 11,87 
Celemetrico 16 5,76 
Socio-sanitario 15 5,40 
Idrogeologia 14 5,04 
Carte storiche 12 4,32 
Verde pubblico 11 3,96 
Turismo 10 3,60 
Attività economiche 7 2,52 
Limiti amministrativi 7 2,52 
Sfondi 7 2,52 
Toponomastica 7 2,52 
Protezione civile 6 2,16 
Scienze della terra 6 2,16 
Sezioni Censimento 4 1,44 
Sport 4 1,44 
Uso suolo 4 1,44 
Piste ciclabili 3 1,08 
Catasto 2 0,72 
Cultura 2 0,72 
Sedi elettorali 2 0,72 
Archeologia 1 0,36 
Arredo urbano 1 0,36 
WI-FI (catastoreti) 1 0,36 
Raster 1 0,36 
Geologia 1 0,36 
Istruzione 1 0,36 
Lavori finiti 1 0,36 
Lavori in corso 1 0,36 
Classe edifici 1 0,36 
Scala 75K 1 0,36 
Strade 1 0,36 
Fonte: nostra elaborazione su dati http://datigis.comune.fi.it. 
 
2. VOLUNTEREED GEOGRAPHIC INFORMATION: I DATI GENERATI DAGLI UTENTI. — La Volun-
tereed Geographic Information (VGI) può essere considerata come un insieme particolare del più 
ampio fenomeno dei “contenuti creati dagli utenti” (User-Generated Contents – UGC) (Goodchild, 
2007, pp. 211-221). Tale informazione geografica generata dagli utenti si differenzia dall’informazione 
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geografica convenzionale, cioè quella prodotta da esperti, per: le fonti, le tecnologie per acquisirla, i 
metodi e le tecniche per lavorarci e i processi sociali che mediano la sua creazione e il suo impatto 
(Elwood, 2008, pp. 173-183; Elwood et al., 2012, pp. 571-590). In passato, infatti, il dato e l’informa-
zione geografica erano prodotti, archiviati e gestiti da fonti istituzionali, generalmente istituti cartogra-
fici nazionali, di matrice civile o, spesso, militare. Uno dei più noti progetti nel campo della VGI è 
OpenStreetMap (OSM) (Neis et al., 2011). Definito come “a knowledge collective that creates Open 
GeoData as its main objective” (Saveri et al., 2004), può essere considerato una sorta di Wikipedia 
della cartografia che punta a creare e a rendere disponibili dati cartografici aperti e mappe a conte-
nuto libero del mondo, in cui sono gli utenti stessi, OpenStreetMappers, a creare e condividere le in-
formazioni geografiche che vengono salvate in database e liberamente disponibili a tutti via World 
Wide Web (Neis et al., 2011).  
 
Su questi portali l’interazione dell’utente volontario può avvenire, analogamente ai portali precedenti, a un livello 
molto semplice, in relazione all’inserimento di semplici tag, nomi, completamenti, commenti oppure più com-
plesso, in relazione alla partecipazione diretta alla creazione di nuovi geodati, codificati e provvisti di metadata-
zione così come qualsiasi altro dato ufficiale (Alaimo et al., 2015, p. 37).  
 
A tal proposito è interessante osservare le statistiche presenti sul sito (www.openstreetmap.org) le 
quali registrano a febbraio 2016 più di due milioni di users e più di cinque miliardi di uploaded GPS 
point. Si può osservare come il risultato di una query di ricerca (6) di dati OSM sulla città di Firenze ri-
mandi ad una quantità di informazioni vettoriali notevole: 101.728 punti, 12.403 linee, 8.209 poligoni. 
 
 
Fig. 3 – Dati OpenStreetMap relativi al comune di Firenze. 
Fonte: www.overpassturbo.eu. 
 
La produzione di VGI è assicurata dagli utenti del Web che possono essere considerati dei “sen-
sori” (Goodchild, 2007) con la capacità di registrare ciò che osservano, creare e disseminare tipologie 
di informazioni in rete a scale differenti, che in passato era molto difficile raccogliere (Capineri, Ron-
dinone, 2011, pp. 555-573). Se pensiamo al dibattito culturale e scientifico sui dati ottenuti attraverso 
l’utilizzo del noto sito di microblogging Twitter, le potenzialità di indagine vanno dall’analisi del sen-
timento pubblico rispetto ad epidemie dell’influenza H1N1 (Polgreen et al., 2008) alla previsione del 
                                                     
 
(6) Il servizio Operpassturbo.eu permette di “scaricare” i dati OSM relativi ad una preselezionata area. 
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risultato delle elezioni politiche (O’Connor et al., 2010), dall’apprezzamento di nuovi prodotti (Ban-
dari et al., 2010) alla gestione del dopo-catastrofe (Zook et al., 2010; Calvino et al., 2013). Sempre più 
quindi l’attenzione ricade sulle tracce che l’utente lascia più o meno consapevolmente sul Web defi-
nendo ed analizzando quella che viene chiamata la digital footprint (Garfinkel et al., 2009; Elwood et 
al., 2012) (Fig. 4). 
 
 
Fig. 4 – Un esempio di digital footprint generato dagli utenti sui social media. 
Fonte: nostra elaborazione. 
 
Questa nuova disponibilità di informazione geografica è considerata “a valuable source of know-
ledge about the physical environment and social phenomena” (Lia et al., 2013) ed offre da un lato la 
possibilità di analizzare dinamiche sociali altrimenti difficilmente analizzabili con fonti di informazione 
tradizionali che richiedono tempi lunghi e costi elevati per la raccolta di informazioni; dall’altro, pre-
senta limiti tecnici sia per quel che riguarda le condizioni di accessibilità, sia per quel che riguarda le 
possibilità di riutilizzo del dato da parte di tutti i cittadini. Se pensiamo ai contenuti geo-taggati (7) che 
possono essere raccolti attraverso l’utilizzo dei social media, il processo di interrogazione (query), storage 
e elaborazione del dato finale, richiede skills e competenze tecnico-informatiche relativamente avanzate 
(dalla conoscenza delle Application Program Interface – API, ai linguaggi di programmazione (ad esem-
pio, python), alla gestione di enormi dump di dati in database, alle query SQL e NoSQL). 
 
3. GEODATA COMMONS: UN’ANALISI DI TWITTER, INSTAGRAM, FLICKR E WIKIPEDIA. — 
L’esperimento qui proposto si riferisce all’analisi di un anno (2014) di dati geo-taggati all’interno dei 
limiti amministrativi della città di Firenze provenienti da alcuni dei principali e più diffusi social me-
dia in Italia, quali Twitter, Instagram, Flickr e l’enciclopedia collaborativa online Wikipedia. In parti-
colare sono stati analizzati quattro dataset geografici, ossia contenenti informazioni territoriali georife-
ribili (latitudine e longitudine) collezionati grazie all’interrogazione delle API (8) dei quattro social 
media in oggetto di analisi. Per quel che riguarda Wikipedia, sono stati collezionati tutti i GeoWiki 
presenti sul portale, ossia le pagine di Wikipedia georeferenziate ed in lingua italiana relative all’area 
del comune di Firenze. L’interpretazione dei dati, in questa prima parte dell’analisi è da intendersi 
                                                     
 
(7) Il processo di geo-tagging consiste nell’aggiungere metadati di identificazione geografica (ad esempio, latitudine, longitudine) ai 
vari media. 
(8) Con Application Programming Interface (API) in italiano interfaccia di programmazione di un’applicazione, in informatica, si 
indica ogni insieme di procedure disponibili al programmatore, di solito raggruppate a formare un set di strumenti specifici per l’esple-
tamento di un determinato compito all’interno di un certo programma. Spesso con tale termine si intendono le librerie software disponibili 
in un certo linguaggio di programmazione (Wikipedia). 
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come puramente descrittiva della distribuzione geografica dei dati. In questa sede non sono stati ap-
profonditi gli aspetti legati all’analisi dei contenuti testuali presenti nei dati collezionati (ad esempio, 
sentiment analysis, analisi semantica). 
 
I dataset esaminati sono i seguenti: 
1) 241.361 Tweet collezionati tramite l’utilizzo delle streaming API di Twitter (2014); 
2) 732.728 foto di Instagram collezionate tramite l’utilizzo delle API di Instagram dal Laboratorio 
Urban GIS Lab. dell’Università di Cagliari (2014); 
3) 122.271 foto di Flickr collezionate tramite l’utilizzo delle API di Flickr (2014); 
4) 1.520 GeoWiki relativi al comune di Firenze utilizzando il servizio Geonames.org. 
Complessivamente sono stati raccolti 1.097.880 di dati geo-taggati a Firenze. 
1) La distribuzione dei Tweet per sezione di censimento a Firenze (241.361 Tweet). 
 
Fig. 5 – La distribuzione dei Tweet georeferenziati per sezione di censimento. 
Fonte: nostra elaborazione su dati Twitter. 
 
2) La distribuzione delle foto di Instagram per sezione di censimento a Firenze (732.728 foto). 
 
Fig. 6 – Distribuzione delle foto di Instagram per sezione di censimento. 
Fonte: nostra elaborazione su dati Instagram forniti dall’Urban GIS Lab. dell’Università di Cagliari. 
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3) La distribuzione delle foto di Flickr per sezione di censimento a Firenze (122.271 foto). 
 
 
Fig. 7 – Distribuzione delle foto di Flickr per sezione di censimento. 
Fonte: nostra elaborazione su dati Flickr. 
 
4) La distribuzione dei GeoWiki per sezione di censimento a Firenze (1.520 GeoWiki). 
 
 
Fig. 8 – Distribuzione di GeoWiki per sezione di censimento. 
Fonte: www.geonames.org. 
 
4. IL PALINSESTO DELLE INFORMAZIONI GEOGRAFICHE USER-GENERATED. — Il risultato della 
sperimentazione evidenzia una geografia della partecipazione social soprattutto nel centro storico 
della città (Quartiere 1), in cui si concentra il 73% del totale dei dati geo-taggati analizzati (740.924), 
un valore pari a 67mila dati per kmq. Emergono infatti le centralità urbane (Fig. 10) e i luoghi icona 
dell’aggregazione pubblica (ad esempio, Ponte Vecchio), la piazza (ad esempio, Piazza della Repub-
blica, Piazza della Signoria), lo stadio, la stazione ferroviaria di Santa Maria Novella, e i monumenti e 
musei (ad esempio, Fortezza, Uffizi, Palazzo Strozzi) ma allo stesso modo è possibile tentare di sco-
prire nuovi luoghi (aree verdi, punti panoramici) di partecipazione sociale nel tentativo di ri-immagi-
nare la dimensione urbana attraverso la lettura della distribuzione di city users ad una scala molto det-
tagliata. Ciò che emerge è di fatto una città social densa di flussi di informazioni digitali che si muo-
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vono in simbiosi all’interno di aree urbane che a loro volta vengono definite da folksonomie (9) (Ma-
thes, 2004; Purves et al., 2011) descrittive. Tale densità di dati rappresenta un nuovo layer informativo 
che contribuisce alla definizione del luogo che viene qui inteso secondo la concezione di “luogo come 
palinsesto” introdotta da Mark Graham (2009). 
 
 
Fig. 9 – Distribuzione dei dati geo-taggati nel comune di Firenze. 
Fonte: nostra elaborazione su dati Twitter, Instagram, Flickr, Wikipedia. 
 
 
Fig. 10 – Le aree di partecipazione social 2.0. 
Fonte: nostra elaborazione su dati Twitter, Instagram, Flickr, Wikipedia. 
 
Attraverso un’analisi più approfondita è possibile inoltre rivelare dinamiche spazio-temporali di 
presenza (Figg. 11 e 12) legate anche a nuove prospettive di indagine (ad esempio, mobilità urbana) 
che possono essere impiegate potenzialmente nella pianificazione urbana (ad esempio, turismo, servizi 
pubblici). Per quel che riguarda il primo aspetto, è la presenza di aree di concentrazione di Tweet 
                                                     
 
(9) L’origine dell’unione delle parole folk e sonomy (contrazione di tassonomia) è stata attribuita a Thomas Vander Wal secondo il 
quale “folksonomy is the result of personal free tagging of information and objects (anything with a URL) for one’s own retrival. The tagging 
is done in a social environment (shared and open to others). The act of tagging is done by the person consuming the information”. 
 – 525 – 
fluide che si espandono o contraggono in periodi diversi a rivelare la presenza di city users che si con-
centrano soprattutto all’interno del quartiere 1 (centro storico). 
 
 
Fig. 11 – Aree (in rosso) a maggiore densità di Tweet georeferenziati, mesi vari. 
Fonte: nostra elaborazione su dati Twitter. 
 
Per quel che riguarda il secondo aspetto, l’analisi di un campione di Tweet in lingue diverse ov-
vero italiano, francese, inglese, spagnolo, russo, mostra non solo comportamenti culturali diversi ma 
anche in che modo l’analisi dei dati user generated possa offrire alla geografia urbana nuovi spunti di 
riflessione: la concentrazione territoriale dei Tweet in particolari aree della città (Fig. 13) conferma in-
fatti l’importanza di alcuni luoghi come i monumenti artistici quale punto di incontro e aggregazione, 
ma anche l’attrattività di altri luoghi che al di là delle icone per eccellenza sembrano attirare 
l’attenzione degli utenti social (si osservi ad esempio la concentrazione e la numerosità dei Tweet nei 
pressi dell’Hard Rock Cafè). 
 
 
Fig. 12 – Estensione dell’area (kmq) a maggiore densità di Tweet georeferenziati, mesi vari. 
Fonte: nostra elaborazione su dati Twitter. 
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Fig. 13 – Distribuzione di un campione di Tweet in diverse lingue nel centro storico di Firenze. 
Fonte: nostra elaborazione su dati Twitter. 
 
5. CONCLUSIONI. — Lo sviluppo del cosiddetto Web 2.0 e la fitta proliferazione di applicazioni 
social se da un lato hanno dato vita a reti sociali (social network) sempre più numerose, dall’altro 
hanno contribuito a creare una quantità enorme di informazioni e di flussi di dati fino a poco tempo 
fa impensabili per volume, varietà e velocità. Ciò che in pochi anni si è sviluppato in tale contesto, non 
è soltanto la nascita e la diffusione di applicazioni social innovative ma è anche la contestuale oppor-
tunità e profittabilità di analisi di questa proliferazione di informazioni la cui lettura permette analisi, 
ad esempio della città, sempre più dettagliate. La sperimentazione qui proposta ha tentato di eviden-
ziare la presenza di layers di informazioni geografiche digitali fortemente legati agli spazi fisici urbani i 
quali, in modo analogo alle informazioni geografiche dei dati aperti della pubblica amministrazione, 
contribuiscono, da un lato all’interpretazione del territorio e le sue dinamiche, e dall’altro, in modo 
innovativo, alla definizione di aree urbane definite dalla partecipazione sociale. È certamente necessa-
rio approfondire gli aspetti legati alla qualità, accuratezza e validazione del dato VGI, ma al contempo 
è oggi fondamentale interrogarsi sui potenziali benefits derivanti dall’estrazione di nuova conoscenza 
derivante dalla combinazione di Open GeoData e VGI. Certamente l’informazione istituzionale si av-
vale di metodi standardizzati per la modalità di creazione del dato, mentre le informazioni generate 
dagli utenti possono essere inesatte o incomplete in quanto create da utenti non-esperti (Flanagin, 
Metzger, 2000, pp. 515-540; 2007, pp. 319-342), ma gli elementi descrittivi (le folksonomie) qui con-
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RIASSUNTO: Il presente contributo si suddivide in due parti: dopo aver offerto un breve quadro sulle possibilità e sui 
limiti tecnici di utilizzo di due tipi diversi di informazione geografica, gli Open GeoData e la Voluntereed Geographic In-
formation (VGI) (Informazione Geografica Volontaria), si propone di indagare se e in che modo l’utilizzo della VGI possa 
determinare un arricchimento dell’informazione geografica in contesti urbani. A tal fine la sperimentazione si sviluppa 
sull’utilizzo combinato della cartografia di base presente sul portale datigis.comunefi.it relativa all’area del comune di Fi-
renze con contributi georeferenziati raccolti da alcuni dei più noti e diffusi social media: Twitter, Instagram, Flickr e Wiki-
pedia nell’arco di tempo di un anno. Il risultato della sperimentazione evidenzia la presenza di layers di informazione geogra-
fica digitali fortemente connessi agli spazi urbani offrendo opportunità di indagine nuova sia per la loro granularità sia per le 
tematiche individuabili. 
 
SUMMARY: This paper is divided into two parts: first it offers a brief overview of the possibilities and technical limita-
tions of two different types of geographic information: Open GeoData and Voluntereed Geographic Information (VGI). The 
paper then investigates whether and how VGI can enrich the provision of geographic information in urban environments. To 
this purpose we experiment with the combined use of Open GeoData and geo-tagged data harvested from some of the most 
popular social media (Twitter, Instagram, Flickr, Wikipedia), related to the city of Florence. The results highlight the exist-
ence of multiple layers of extremely granular geographic information that can be exploited for a wide range of potential ap-
plications on several different domains. 
 
Parole chiave: informazione geografica volontaria, dati geografici aperti, social media, Firenze 
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