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ИНФОРМАЦИИ ДЛЯ ВЫСОКОТОЧНЫХ ВЫЧИСЛЕНИЙ  
Разрабатывается методология синтеза немодульных процедур для высокоточных систем 
модулярной обработки информации (СМОИ), функционирующих в режиме модульных вычислений 
(РМВ). Ее основу составляет новый метод – метод доминирующего модуля. В рамках минимально 
избыточного модулярного кодирования предложенный подход позволяет уменьшить сложность ба-
зовой немодульной операции до O(k) таблиц (k  число модулей используемой системы счисления). 
Развиваемая технология построения РМВ-СМОИ на базе минимально избыточной модулярной ариф-
метики демонстрируется на примере четырехмодульной системы, которая адаптирована к прило-
жениям в цифровой обработке сигналов. 
Введение 
В современных приложениях модулярной арифметики особое место занимают разработ-
ки по созданию высокопроизводительных параллельных систем, которые полностью функцио-
нируют в так называемом режиме модульных вычислений [111]. Данный режим характеризу-
ется отсутствием округлений на модульных сегментах вычислительных процессов, т. е. на сег-
ментах, состоящих только из модульных операций: сложения, вычитания и умножения в моду-
лярной системе счисления (МСС) без контроля переполнения. При этом предполагается, что 
результаты счета на каждом модульном сегменте не выходят за пределы используемого дина-
мического диапазона. Таким образом, его мощность, по крайней мере, должна превосходить 
квадраты элементов диапазона исходных данных МСС. Так как модульные операции в моду-
лярном коде выполняются поразрядно, т. е. независимо по каждому из модулей, то в рамках 
РМВ наряду с отсутствием округлений благодаря параллельной природе модулярной арифме-
тики достигается высокая производительность. 
Как отмеченное, так и ряд других фундаментальных преимуществ модулярных вычисли-
тельных структур идеально согласуются с реализационными принципами передовых компью-
терных технологий параллельной обработки информации, таких, в частности, как мультипро-
цессорная, нейронносетевая технологии и др. [3, 914]. 
В последние годы СМОИ все шире применяются для проведения высокоточных и абсо-
лютно точных вычислений. Прежде всего это относится к приложениям в области цифровой 
обработки сигналов, распознавания образов и обработки изображений, а также защиты инфор-
мации. В настоящее время среди систем указанного класса приоритетные позиции занимают 
СМОИ, которые реализуются программными способами (без использования специальных ап-
паратных средств). В рамках существующих и интенсивно развивающихся компьютерных тех-
нологий параллельной обработки возможности для организации на программном уровне РМВ и 
увеличения пределов его действия неуклонно расширяются. 
Вполне понятно, что расширение пределов действия РМВ сопряжено с ростом значений 
результирующих переменных на модульных сегментах, а следовательно, и мощности требуе-
мого динамического диапазона. Для предотвращения выхода результатов счета за границы 
диапазона в СМОИ обычно применяются операции масштабирования или другие немодульные 
операции. Например, в системах криптографической защиты информации роль такой операции 
выполняет операция приведения элементов динамического диапазона МСС к остаткам по 
большим простым модулям. Эффективной компьютерно-арифметической базой для решения 
проблемы немодульных процедур является минимально избыточная модулярная арифметика 
(МИМА) [1, 911, 15, 16]. 
Настоящая статья посвящена проблематике построения на основе МИМА высокоточных 
СМОИ, функционирующих в РМВ. Предлагаемые подходы демонстрируются на примере че-
тырехмодульной МИМА-СМОИ, которая адаптирована к практическим применениям. 
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1. Минимально избыточные МСС 
В множестве Z целых чисел минимально избыточная МСС (МИМСС) определяется с по-
мощью k>1 попарно простых основных модулей  m1, m2,…, mk  и вспомогательного модуля 
m0, удовлетворяющего условиям (mi, m0) =1 ( ki  ,1 ) и mk  2m0. При этом в качестве рабоче-
го диапазона используется множество 
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Как и в обычной МСС с основаниями m1, m2, …, mk, кольцевые операции над произ-
вольными целыми числами (ЦЧ) A и B, заданными своими модулярными кодами 
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в МИМСС выполняются независимо по каждому из модулей, т. е. по правилу 
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Именно в свойстве (1) модулярной арифметики и заключается ее главное фундаменталь-
ное преимущество над арифметикой позиционных систем счисления. 
Восстановление числа X  D  по его коду ),...,,( 21 k  в МИМСС осуществляется с 
помощью так называемого интервального индекса (ИИ) I(X) и определяющей его интервально-
модулярные формы (ИМФ) числа Х, которая имеет вид 
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Согласно китайской теореме об остатках (КТО) интервально-индексная характеристика 
I(X) модулярного кода ),...,,( 21 k  соотношением (2) определяется однозначно [1, 15]. 
Сущность принципа минимально избыточного модулярного кодирования раскрывается 
следующей теоремой [15]. 
Теорема 1. Для того чтобы в МСС с попарно простыми основаниями m1, m2, …, mk 
(k>1) ИИ I(X) каждого элемента X диапазона D = M2Z = M, M + 1, ..., M  1 полностью 
определялся вычетом ˆ ( ) ( )
k
k m
I X I X , необходимо и достаточно, чтобы  k-е основание МСС 
удовлетворяло условию mk  2 m0 + ,  где m0 – вспомогательный модуль, взаимно простой с 
m1, m2, ..., mk; =maxk1(X); k1(X) – интегральная характеристика модулярного кода 
(ИХМК), определяемая равенством 
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Очевидно, МСС с модулями m1, m2, ..., mk и диапазоном D, выбираемыми в соответствии 
с теоремой 1,  имеет  наименьшую  избыточность,  когда  выполняется равенство mk 
 2m0
   = 
=mk  2 . Именно в этом случае МСС называется минимально избыточной. 
Приведем численный пример. 
Пример 1.  Рассмотрим трехмодульную МИМСС с основными модулями m1=2, m2 =3, 
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Пусть в МИМСС задано число с модулярным кодом (χ1, χ2, χ3)=(1,2,7). Применяя соот-
ношение (5), находим: 4375]7[3]2[2]1[1)(ˆ
11113
 TIITIITIIXI . Поскольку 
)(ˆ3 XI = 4<m0 = 5, то согласно (4) I(X) = )(ˆ3 XI =4. Таким образом, в соответствии с приве-
денной выше ИМФ заданному коду отвечает число Х=31+21+64=29. Проверка показывает, 
что число 29 действительно имеет модулярный код (1,2,7).  
Для неизбыточной МСС с основаниями m1, m2, ..., mk и диапазоном 
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Отсюда видно, что непосредственное применение КТО для синтеза процедур модулярной 
арифметики неприемлемо, по крайней мере, по следующим причинам. Компьютерная реа-
лизация приведенного выражения требует операции взятия вычета по большим модулям. 
Данная операция весьма трудоемка, особенно при работе в диапазонах большой мощности. 
Кроме того, КТО не приспособлена для оперирования над элементами симметричных диа-
пазонов и непригодна для построения процедур масштабирования. От указанных недостат-
ков ИМФ свободна. 
2. Метод доминирующего модуля для выполнения немодульных операций в МИМСС  
Важнейшее достоинство СМОИ, полностью функционирующих в РМВ, заключается в 
том, что эти системы требуют минимального алгоритмического обеспечения. В его состав, как 
правило, достаточно включить процедуры выполнения модульных операций, а также прямого и 
обратного преобразований, чаще всего с масштабированием позиционного и модулярного ко-
дов. Поскольку входные кодовые преобразования, т. е. преобразования позиционных кодов в 
модулярные коды, существенных затруднений не вызывают, то главное внимание в данном 
разделе уделяется проблематике синтеза процедур выходного кодового преобразования с мас-
штабированием. 
Как следует из теоремы 1, в ее условиях расчет интервально-индексной характеристики 
I(X) согласно (4)–(6) фактически сводится к суммированию k вычетов по модулю mk, т. е. явля-
ется тривиальной операцией. Для вычисления традиционно применяемых интегральных харак-
теристик модулярного кода (цифр полиадического кода, ранговой характеристики и других) 
необходимо выполнить суммирования по модулям МСС k наборов вычетов. Использование 
МИМСС вместо МСС снижает сложность алгоритма формирования базовой характеристики, 
выражаемую количеством необходимых таблиц и числом сложений по модулям, с O(k2) до 
O(k). Исходя из сказанного в качестве основы для синтеза немодульных процедур для РМВ-
СМОИ, естественно, целесообразно принять ИМФ (2) и соотношения (4)–(6) для расчета ИИ. 
Остановимся подробнее на операции выходного кодового преобразования, которое со-
стоит в получении по минимально избыточному модулярному коду ),...,,( 21 k  произволь-
ного ХD его позиционного кода. Как уже отмечалось, данную операцию в РМВ-СМОИ ввиду 
большой мощности динамического диапазона D чаще всего приходится осуществлять с мас-
штабированием. Таким образом, задача заключается в формировании позиционного кода неко-
торой целочисленной оценки Xˆ  дроби x=X/S , где S – выбранный масштаб. 
При использовании сверхбольшого модуля ИИ вида mk = 2 k
b
(bk – натуральное число) для 
выполнения указанной операции выходного кодового преобразования удается разработать ис-
ключительно простой и эффективный метод, который назван методом доминирующего модуля. 
Его основу составляет следующая теорема. 
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Теорема 2. Пусть масштабирующий множитель S  имеет вид 
S  = sMk1  (s2k  –  2).                                          (7) 
Тогда в МИМСС с основаниями  m1, m2, …, mk  и динамическим диапазоном D дробь x=X/S  
(XD) может быть аппроксимирована целочисленной величиной 
Xˆ = I(X)/s ,                                                             (8) 
где  а  – ближайшее к вещественной величине a  ЦЧ: 
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a     целая часть вещественной величины a, a     наименьшее ЦЧ, не меньшее a. При этом 
аппроксимация (8) обладает абсолютной погрешностью 1ˆ  Xx . 
Доказательство. Вычитая и добавляя в правой части ИМФ (2) величину 1 1( )k kM X   
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Применяя симметрическую версию леммы Евклида [15], представим I(X) в виде  
I(X) = ( )
s
I X

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 обозначается элемент множества  / 2 , / 2 1, ..., / 2 1m a a a              Z , срав-
нимый с a по модулю m). С учетом приведенного равенства, а также формулы (7) после деле-
ния на S выражения (9) имеем 
X/S =    
1
1 1 1( ) / ( ) /
k
k k kM s
X M X s M I X s


     + I(X)/s .                 (10) 
Так как           0
1kM
X

  Mk1  ;  k1(X)    k2; 
s  2(k1) (см. (7)); 0,5 s  ( ) sI X

< 0,5 s, 
то               0  
1
1 1( )
k
k kM
X M X

   /(s Mk1)  < (k1) Mk1/2(k1) Mk1) = 0,5 
и                                           0,5  ( ) sI X
 /s < 0,5. 
Поэтому из выражения (10) следует, что для целочисленного приближения (8) к дроби  X/S  
выполняется условие  (X/S  I(X)/s  )  [0,5; 1). 
Таким образом, теорема 2 доказана. 
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Как показывает (10), преобразование МИМК в ПК по методу доминирующего модуля 
практически сводится к вычислению в МИМСС ИИ I(X) исходного числа X = (1, 2,…, k) с 
помощью расчетных соотношений (4)–(6). 
Пример  2. Пусть в МИМСС с основными модулями m1=2, m2=3, m3=11 и вспомогатель-
ным модулем m0=5 необходимо выполнить операцию масштабирования над числом 
X=(1,2,7) с масштабом S=Mk1=M2=6. Согласно примеру 1 I(X)=4. Применяя (8) с уче-
том s=1, заключаем, что искомым целочисленным приближением к дроби x=X/6 служит целое 
число Xˆ =I(X)=4. Как показано в примере 1, X=29. Следовательно, абсолютная погреш-
ность указанного приближения удовлетворяет неравенству |x Xˆ |  = |(29/6)4|<1. Это пол-
ностью согласуется с теоремой 2.  
Согласно условию mk2m0+k2 для вспомогательного модуля при mk = 2 k
b
 верна 
оценка  m0   (mk – k+2)/2  = 
12 kb  +1+  k/2 . Заметим, что компьютерная реализация (4), а 
значит, и (8) упрощается, если выполняется неравенство 
mk  m0  ρ  mk  m0  k + 2  mk / 2.                                       (11) 
В этом случае ввиду mk = 2 k
b
 вычет )(ˆ XIk , вычисляемый по формуле (5), представляет собой 
не что иное, как bk – битовый дополнительный код ИИ I(X) и, следовательно, он непосредст-
венно может использоваться в (9) (вместо прямого кода числа I(X)). В соответствии с (11) кор-
ректность обозначенного режима вычислений обеспечивается при  
m0  0,5 mk – k + 2 = 
12 kb  – k + 2. 
Дальнейшее упрощение операции (8) достигается при использовании множителя s  2(k–1) 
(см. (7)), который является двоичной экспонентой. Это позволяет заменить операцию деления 
на (log2 s) – битовый сдвиг вправо двоичного кода компьютерного ИИ )(ˆ XIk . 
Таким образом, метод доминирующего модуля позволяет осуществить преобразование с 
масштабированием  минимально избыточного модулярного кода  в позиционный код  за время 
(k – 1) tсум + tум + tсд, где tсум, tум и tсд – времена выполнения соответственно операций сложе-
ния, умножения и сдвига. При этом необходимые затраты практически сводятся лишь к одно-
мерным таблицам ИИ.  
3. Четырехмодульная СМОИ для высокоточных вычислений  
Состав алгоритмического обеспечения РМВ-СМОИ и модификации его компонентов в 
значительной мере зависят от конкретных приложений. 
Ниже рассматривается (с учетом отмеченного прикладного аспекта) основанная на вы-
шеизложенных концептуальных положениях (см. теоремы 1 и 2) методология построения РМВ-
СМОИ исследуемого класса на примере четырехмодульной системы. 
Семейство вычислительных процессов, реализуемых описываемой системой, укладыва-
ется в аддитивно-мультипликативную модель, которая имеет вид  
Xr, t (l) =
, , 1
, , , ,
0
( )
r t lN
r t l n r t
n
C x n


  (r = 0, 1R  ; t = 0, 1rT  ; l = ,0, 1r tL  ),             (12) 
где {Xr, t (l)
,0, 1
}
r tl L 
  и  {xr, t (n)
, ,0, 1
}
r t ln N 
   соответственно выходная и входная последова-
тельности t-й элементарной (базовой) процедуры r-й стадии  описываемого вычислительного 
процесса; Cr, t, l, n    некоторые константы; R, Tr , Lr, t  и Nr, t, l  натуральные числа. Входные 
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последовательности  xr, t = {xr, t (n)
, ,0, 1
}
r t ln N 
 формируются из элементов выходных после-
довательностей  Xs, t = {Xs, t (l)
,0, 1
}
s tl L 
  (s  Zr ; t  
sT
Z ), определяемых согласно тому или 
иному правилу элементарных процедур, которые относятся к шагам с нулевого по (r1)-й при 
r 0, и из элементов входной последовательности x=
0, 1
{ ( )}
n N
x n
 
 (N  длина последователь-
ности) рассматриваемой вычислительной процедуры в случае r = 0. Аналитически структуру и 
принцип формирования входных последовательностей элементарных процедур (12), в совокуп-
ности составляющих R-шаговый рекурсивный модульный процесс выделенного семейства, в 
общих чертах можно описать формулой 
xr, t (n) =






,0 ),(
,0 ),(
если
если
,,,,,,
,,
rlX
rnx
nlstssts
nlt
rr
                                          (13) 
где    
0, ,
, , 0, 1
{ }
t l
t l n n N
n
 
  подмножество элементов кольца ZN, s  Zr, tr,s  
sT
Z , конкретный 
вид отображения s  tr,s зависит от значений параметров r, t и l;  
{
, , , ,, ,
, , , |r s s t s t lr s r ss t l n L N
l n Z Z ; tr, s  
sT
Z ; s  Zr } = 
, ,r t lN
Z . 
Выходная последовательность X = {X (l)} 0, 1l L   (L  натуральное число) исходной вы-
числительной процедуры  составляется из элементов выходных последовательностей  XR, t = 
={X R, t
 
(l) }
1,0, 1R tl L  
  базовых процедур заключительного (R1)-го шага реализуемого про-
цесса; при этом, естественно, имеет место равенство 
1 1
1,
0
RT
R t
t
L
 


 = L
 
. 
Элементы подлежащей преобразованию последовательности x = {x(n)}
0, 1n N 
, а также 
фигурирующие в (1) константы Cr, t, l, n в общем случае будем считать целыми комплексными 
числами: x(n) = x(n) + jx(n); Cr, t, l, n = C r, t, l, n + j
 C r, t, l, n  (j= 1   мнимая единица). 
Предполагается, что действительные x(n) и мнимые x(n) части элементов x(n) принадлежат 
диапазону Dˆ  = 2P
Z ={P, P + 1, …, P  1} исходных данных используемой МИМСС    (P  
натуральное число), а действительные C r, t, l, n  и мнимые C
 r, t, l, n части коэффициентов Cr, t, l, n 
являются элементами множества {Q, Q +1, …, Q} (Q  натуральное число). 
Поскольку при комплексных последовательности x и коэффициентах Cr, t, l, n входные и 
выходные последовательности элементарных процедур также комплексные: 
xr, t = {xr, t (n)
 = xr, t (n) + x r, t (n)}
, ,0, 1r t ln N 
; X r, t =
 {Xr, t (l)
 = X r, t (l)
 + j X r, t (l)} 
,0, 1r tl L 
, 
то (13) целесообразно переписать в виде 
 
 
, ,
, ,
1
, , , , , , , , ,
0
1
, , , , , , , , ,
0
( ) ( ) ( ) ,
( ) ( ) ( )
r t l
r t l
N
r t r t l n r t r t l n r t
n
N
r t r t l n r t r t l n r t
n
X l C x n C x n
X l C x n C x n





     



     



                        (14) 
ЧЕТЫРЕХМОДУЛЬНАЯ СИСТЕМА ОБРАБОТКИ ИНФОРМАЦИИ                     25 
 
 
(r = 0, 1R  ; t = 0, 1rT  ; l = ,0, 1r tL  ). 
Компьютерная реализация описанного семейства вычислительных процессов с примене-
нием мультипроцессорной технологии модулярной обработки информации предполагает де-
композицию аддитивно-мультипликативной формы (14) на k независимых модульных субпро-
цессов: 
 
 
, ,
, ,
1
, , , ,1 |
0
1
, , , , 0 |
0
, , , ,0 |
, , , ,1 |
, , |
, , |
' '' ;
' ''
r t l
r t l
N
r t l n ii
n
N
r t l n ii
n
r t l n
r t l n
r t l i
mi
r t l i
mi
X
X





 




 


 
 


                                (15) 
(r = 0, 1R  ; t = 0, 1rT  ; l = ,0, 1r tL  ; i=1,k ), 
где X r , t , l | i  = , ( )
i
r t m
X l ;  X r , t , l | i  = , ( )
i
r t m
X l ;  
, , , ,0 |r t l n i
  = , , , , , |
i
r t l n r t n i m
C  ; 
, , , ,1 |r t l n i
  = , , , , , |
i
r t l n r t n i m
C  ; 
, , , ,1 |r t l n i
 = , , , , , |
i
r t l n r t n i m
C  ; 
, , , ,0 |r t l n i
 = , , , , , |
i
r t l n r t n i m
C  ; 
, , |r t n i
 = , ( )
i
r t m
x n ;  
, , |r t n i
 = , ( )
i
r t m
x n . 
Субпроцесс (15) по модулю mi выполняется независимо от других субпроцессов на от-
дельном процессоре СМОИ, причем в РМВ. 
Из вышеприведенного описания аддитивно-мультипликативной модели вычислительных 
процедур алгоритмического ядра СМОИ рассматриваемого класса следует, что корректность 
применения РМВ обеспечивают МИМСС, удовлетворяющие теореме. 
Теорема 3. Пусть NRr = , ,
,
max{ }r t l
t l
N  (r = 0, 1R  ). Тогда динамический диапазон D 
МИМСС с основными модулями m1, m2, …, mk-1, mk ≥2m0,  и  вспомогательным модулем 
m0≥ρ включает любые возможные значения величин 1, ( )R tX l  и 1, ( )R tX l  (l = 1,0, 1R tL   ; 
t = 10, 1RT   ), что обеспечивает корректность РМВ, если  
M  P(2Q)R
1
R
r
r
N

 ,                                                        (16) 
где P и Q – полумощности соответственно диапазона  Dˆ  исходных данных и диапазона {–Q ,  
–Q+1, …, Q} используемых констант. 
Модель (15) рассматриваемого семейства вычислительных процессов требует последова-
тельного выполнения лишь трех принципиально различных с точки зрения модулярной ариф-
метики этапов:  
 преобразования элементов входной последовательности x из позиционного кода в ми-
нимально избыточный модулярный код; 
 реализации помодульных компонентов вычислительного процесса; 
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 перевода элементов выходной последовательности X из МИМСС в позиционную сис-
тему счисления. 
Пусть P=215, Q=212, R=3, 

R
r
rN
1
< 210. Тогда согласно теореме 3 модули базовой МИМС 
должны быть выбраны так, чтобы выполнялось неравенство  
Mk1(mk–)  2M  2P(2Q)
R
1
R
r
r
N

 = 265.                                 (17) 
Исходя из фундаментальных критериев эффективности МИМА, в основу РМВ-СМОИ 
исследуемого класса положены следующие реализационные принципы: 
 модуль mk ИИ выбирается равным степени числа 2; 
 для получения модульных сумм типа (15) применяется так называемый таблично-
аккумулятивный метод, предполагающий суммирование вычетов на процессоре с формирова-
нием  результирующего остатка при помощи таблицы; 
 умножение цифр минимально избыточного модулярного кода на константы по модулям 
выполняется посредством двухмерных таблиц с использованием на входах вместо значений 
констант их порядковых номеров. 
В соответствии с неравенством (17) и приведенными принципами в качестве базовой вы-
брана МИМСС с основными модулями m1=2255, m2=2257, m3=2259, m4=2
32 и вспомогатель-
ным модулем m0=       122/22/2 314  mkmk . Динамический диапазон D данной 
МИМСС имеет мощность 2M=  666519
3
0
2;21093804,42 
i
im . 
Выполнение в рассматриваемой СМОИ входного кодового преобразования для X Dˆ = 
= 15 15 152 , 2 1, ..., 2 1     осуществляется за время одного обращения к памяти согласно 
правилу (1, 2, 3, 4)=(TBMOD1[X], TBMOD2[X], TBMOD3[X], X), где i = imX  
(i= 4,1 ); TBMODj  идентификатор таблицы преобразования  Xj (j=1, 3), которая состоит 
из 2P=216  слов разрядностью bj =  jm2log  бит. 
Что касается выходного кодового преобразования, т. е. преобразования минимально из-
быточного модулярного кода (1, 2, 3, 4) произвольного элемента X динамического диапа-
зона D базовой МИМСС в дополнительный двоичный код целого числа Xˆ  X/S , где через  
 a  обозначается некоторое целочисленное приближение к величине a, то оно может быть 
выполнено с помощью процедуры, которая основана на теореме 2 с применением масштаба S 
вида (12). Однако учет специфики реализуемых вычислительных процессов позволяет выбрать 
для рассматриваемой РМВ-СМОИ более оптимальный масштаб: S=QR = 236 . 
Используя ИМФ (2) числа X: 
X = 
1
1
, k 1 , k 1
1
| |
i
k
i i i m
i
M M 


 

 + Mk–1 I(X) = 1
1
1, 3 1, 3 1| χ |mM M
 + 
+ 
2
1
2, 3 2, 3 2| χ |mM M
 +
3
1
3, 3 3, 3 3| χ |mM M
 + M3
 I(X),                          (18) 
можно записать 
Xˆ   236 
3
1
, 3 , 3
1
| χ |
ii i i m
i
M M 

 + 236 M3 I(X) .                           (19) 
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Так как 0  236
3
1
, 3 , 3
1
| χ |
ii i i m
i
M M 

  236
3
, 3
1
( 1)i i
i
M m

  = (225422572259+ 
+225522562259 + 225522572258) / 236  0,5017, то, пренебрегая в (19) величиной (X) = =236 
3
1
, 3 , 3
1
| χ |
ii i i m
i
M M 

  ввиду ее малости, для Xˆ  получим следующее приближенное равенство 
Xˆ  =  3
362
M
I(X) (M3 = m1 m2 m3 = 11497259565).                             (20) 
Применим для целочисленной аппроксимации вещественных величин правило округле-
ния. Тогда (20) примет вид 
Xˆ    0,1673071465484 I(X) .                                          (21) 
Таким образом, при выбранной системе модулей преобразование минимально избыточ-
ного модулярного кода в позиционный код практически сводится к вычислению в МИМСС ИИ 
I(X) исходного числа X= (1, 2, 3, 4 ). 
Согласно (4)(6) имеем  







;12)(ˆ  ,2)(ˆ
,12)(ˆ  ),(ˆ
)(
31
4
32
4
31
44
если
если
XIXI
XIXI
XI                               (22) 
4Iˆ (X) = 4| ( ) |mI X = 322| ( ) |I X = 
32
4
1, 4
1 2
( ) ,i
i
R 

                              (23) 
где                                            R1, 4 (1) = 
1
4
1 1
1 1,3 1| χ |m m
m M  = 
=  
32
32
22255
12255
1
2
1 |)22592257(||2255|  
= 321 2255 2487588305| 282χ | ;                                         (24) 
R2, 4 (2) = 
2
4
1 1
2 2,3 2| χ |m m
m M  = 
=  
32
32
22257
22257
1
2
1 |)22592255(||2257|  
= 322 2257 22001907663| 564χ | ;                                              (25) 
R3, 4 (3) = 
3
4
1 1
3 3,3 3| χ |m m
m M  = 
=  
32
32
22259
32259
1
2
1 |)22572259(||2259|  
= 323 2259 21621782693|1412 χ | ;                                             (26) 
R4, 4 (4) = 
4
1
3 4χ m
M  = 32 32
1
42 2
| (2255 2257 2259) | χ  = 
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= 324 2300065371χ .                                                   (27) 
Следовательно, благодаря m4 = 2
32
  расчетное соотношение (21) можно записать в виде 
 


 

случаях.остальных  в
если
)(ˆ4841673071465,0
,12)(ˆ,359289362ˆ
4
31
4
XI
XI
X                       (28) 
При отказе от округлений до целых с целью повышения точности конечных результатов 
преобразования вместо (28) будем использовать соотношение  



 

случаях.остальных  в
если
)(ˆ4841673071465,0
,12)(ˆ,5736,359289361
ˆ
4
31
4
XI
XI
x                              (29) 
Для получения слагаемых Ri,4 (i) (i = 1, 3 ) модульной суммы (23) воспользуемся одно-
мерными таблицами TII1, TII2, TII3, которые в соответствии с (24)–(26) формируются по пра-
вилам 
TII1[1] = | 487588305 |
 2821|2255 | 322 ;                                            (30) 
TII2[2] = | 2001907663 |
 5642|2257 | 322 ;                                          (31) 
TII3[3] = | 1621782693 |
 14123|2259 | 322 ,                                         (32) 
где переменные 1, 2 и 3 пробегают все значения соответственно из множеств Z2255, Z2257 и 
Z2259. Как следует из (30)–(32), емкость таблицы TIIi  –  mi слов разрядностью 32 бита (i = 3,1 ). 
Что касается слагаемого R4, 4 (4) (см. (27)) суммы (23), то его получение табличным спо-
собом из-за большой величины модуля m4 = 2
32
 невозможно, однако в ПВМ R4, 4 (4) легко и 
быстро определяется путем обычного умножения (непосредственно на процессоре) цифры 4 
преобразуемого минимально избыточного модулярного кода на целочисленную постоянную – 
300065371. 
Описанная МИМА-СМОИ ориентирована на четырехпроцессорную программную реали-
зацию с повышенной точностью любых вычислительных процедур, укладывающихся в адди-
тивно-мультипликативную модель (15). Это, в частности, относится к таким трудоемким про-
цедурам цифровой обработки сигналов, как алгоритмы фильтрации [2, 17], включая рекурсив-
ную, дискретного преобразования Фурье [9] и т. п. Высокая вычислительная точность достига-
ется за счет использования динамического диапазона большой мощности (265 элементов) и 
расширения благодаря применению многокаскадной модели и пределов действия РМВ, харак-
теризующегося отсутствием округлений. Это приводит также к существенному повышению 
производительности. Что касается известных модулярных реализаций как алгоритмов цифро-
вой обработки сигналов [18, 19], так и других трудоемких вычислительных процедур [20], то 
они используют диапазоны с мощностью, не превышающей 244 элементов, и ограничиваются 
применением однокаскадной вычислительной схемы. 
Заключение  
Основные результаты представленных в настоящей статье разработок по проблематике 
создания высокоточных СМОИ на базе МИМА состоят в следующем: 
1. Для синтеза немодульных процедур, ориентированных на применение в РМВ, и, в 
частности, процедуры преобразования с масштабированием минимального избыточного мо-
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дулярного кода в позиционный код разработана методология, которая основана на методе 
доминирующего модуля. Благодаря минимально избыточному модулярному кодированию 
элементов динамического диапазона использование данным методом ИИ в качестве базовой 
ИХ модулярного кода позволяет уменьшить сложность выходного кодового преобразования 
до O(k) таблиц. 
2. Описана четырехмодульная МИМА-СМОИ, полностью функционирующая в РМВ в 
динамическом диапазоне с мощностью, превышающей 265 элементов. При этом мощности диа-
пазонов исходных данных и констант составляют соответственно 216 и 212 элементов. Базовая 
МИМСС имеет модули 2255, 2257, 2259, 232. Созданная СМОИ адаптирована к высокоточным 
реализациям процедур цифровой обработки сигналов, таких, в частности, как процедуры циф-
ровой фильтрации и дискретного преобразования Фурье. 
3. На примере четырехмодульной РМВ-СМОИ показано, что учет конфигурации исполь-
зуемой модели вычислительных процессов в разработанной методологии синтеза немодульных 
процедур является эффективным средством их оптимизации. В частности, выполнение выход-
ного кодового преобразования с масштабом, который выбирается в соответствии с порядком 
рекурсивности базовой аддитивно-мультипликативной модели, существенно повышает точ-
ность преобразования. 
Изложенные в статье разработки проведены в рамках ГКПНИ «Инфотех». 
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A.A. Kolyada, V.V. Revinsky, A.F. Chernyavsky, H.V. Shabinskaya 
FOUR MODULES SYSTEM FOR INFORMATION PROCESSING 
WITH PRECISE CALCULATIONS 
A new approach to the organization of parallel calculations in application of minimally redun-
dant arithmetic on program level is offered. On the basis of dominating module method the technology 
of synthesis of nonmodular procedures is developed. Its advantages are shown by the example of four 
modules system which is adapted to digital signal processing applications. 
