Additivity of the Holevo capacity is proved for product channels, under the condition that one of the channels is in a certain class of unital qubit channels, with the other completely arbitrary. This qubit class includes the depolarizing channel. As a byproduct this proves that the Holevo bound is the ultimate information capacity of such qubit channels (assuming no prior entanglement between sender and receiver). Additivity of minimal entropy and multiplicativity of p-norms are also proved under the same assumptions.
Introduction
This paper addresses the question of additivity of capacity for quantum channels (a good introduction to this topic can be found in [4] ). One of the most important results is the theorem of Holevo-Schumacher-Westmoreland [7] , [14] , which provides a formula χ * (Φ) for the information capacity of a quantum channel Φ assuming no prior entanglement between sender and receiver, and also assuming that messages are encoded using product states (the capacity χ * (Φ) is defined below in (5)).
This important result leaves open the question of whether a higher capacity can be achieved by using entangled states to encode messages. The answer 'no' to this question is equivalent to the assertion that χ * is additive on product channels, that is χ * (Ω ⊗ Φ) = χ * (Ω) + χ * (Φ) for any pair of channels. In this paper we will prove this assertion for any channel Ω, when Φ belongs to a special class of channels on the qubit space C 2 . A channel Φ on a Hilbert space H is a completely positive, trace-preserving map on the algebra of bounded operators on H. When H = C 2 we will call Φ a qubit channel. There is a complete classification of qubit channels [10] , [13] . One important special case is the depolarizing channel ∆ λ , defined by its action on a state ρ:
Here I is the 2×2 identity matrix, and λ is a real parameter. Complete positivity of ∆ λ requires that λ lie in the range − 1 3 ≤ λ ≤ 1.
There are several measures of the noisiness of a channel Φ. First, for any p ≥ 1 the p-norm of the channel Φ is defined by
where the sup runs over states and where the p-norm of a positive matrix A is defined by
Second, the minimal entropy of the channel is defined by
where S(ρ) = −Trρ log ρ is the von Neumann entropy of the state ρ.
Third, the Holevo capacity of Φ is defined by
where the sup runs over all probability distributions {π i } and collections of states {ρ i } on H.
We will prove multiplicativity of ν p , and additivity of S min and χ * for channels Ω⊗Φ. The result for χ * will imply that channel capacity does not increase when entangled states are used to encode messages.
The paper is organised as follows. In section 2 we state the results and discuss some implications for channel capacity. In sections 3 and 4 we prove the Theorems, and in section 5 we summarize the results. The appendix contains some technical results needed in the proofs.
Statement of results
Theorem 1 Let ∆ λ be the depolarizing channel defined in (1), and suppose that λ ≥ 0. Then for any channel Ω,
As mentioned in the introduction, our results apply to a larger class of unital qubit channels. In order to describe these channels we use the classification scheme of [10] . Recall first that a map Φ is unital if Φ(I) = I, so that Φ maps the 'noisiest' state (the identity) into itself.
Any unital qubit map Φ can be represented by a real 3 × 3 matrix with respect to the basis σ 1 , σ 2 , σ 3 , where σ i are the Pauli matrices. In [10] it was explained that by using independent unitary transformations in its domain and range, this matrix can be put into the following form:
The diagonal entries satisfy |λ i | ≤ 1, as well as other conditions implied by complete positivity (see Remark (3) below for a complete list of the conditions). The quantities ν p , S min and χ * are invariant under permutations of the coordinates. They are also unchanged if the signs of any two of the parameters λ 1 , λ 2 , λ 3 are simultaneously flipped, as this is implemented by a unitary transformation in the domain of Φ (for example, conjugation by σ 1 in the domain of Φ switches the signs of λ 2 and λ 3 without any other changes). So without loss of generality we will assume henceforth that the parameters satisfy
We will say that Φ is in standard form if it is diagonal in the basis σ 1 , σ 2 , σ 3 and its diagonal entries satisfy (10).
Theorem 2 Let Φ be a unital qubit channel. Assume that when Φ is put in standard form, its parameters satisfy the condition
Then for any channel Ω,
Remarks. channel Ω ⊗ I [3] , [6] , [15] . Holevo proved (14) when both Ω and Φ are QC or CQ channels [8] . In [9] , (12), (13) and (14) were proven for any channel Ω, when Φ is either a QC or CQ channel. Bruss et al proved (14) when both Ω and Φ are depolarizing qubit channels [5] . Amosov and Holevo proved (12) for integer values of p when both Ω and Φ are products of depolarizing channels [2] . King and Ruskai presented strong evidence for (14) when both Ω and Φ are unital qubit channels [10] . In [9] it was shown that (12) holds for any Ω when p is integer and Φ is a unital qubit map, or when p = 2 and Φ is any qubit map.
2) The ultimate capacity of a quantum channel Φ for faithful transmission of classical information (without prior entanglement) is given by
It follows from Theorem 2, (14) that for any unital qubit channel Φ satisfying (11) the ultimate capacity is
3) Complete positivity of Φ imposes additional conditions on the diagonal entries in (9) . It was shown in [1] and [10] that the point with coordinates (λ 1 , λ 2 , λ 3 ) must lie inside the tetrahedron with corners at the points (1, 1, 1), (1, −1, −1), (−1, −1, 1) and (−1, 1, −1). When put in the standard form (10) this condition becomes
Since the condition (11) is stronger than (17) our result does not include all unital qubit channels. In particular it misses the depolarizing channel (1) when λ is negative, and it also misses the extreme case (λ, 2λ − 1, λ). It is interesting to note that this latter channel also emerged as the hardest case to analyse in [10] .
We prove our results by first deriving a bound for the p-norm of output states from the half-noisy channel I ⊗Φ. Since this bound has some independent interest we state it as a separate result here.
In order to state it, let ρ be a state on C K ⊗ C 2 for some K. Then ρ can be written in the form
where X, Y i are K × K matrices, with TrX = 1/2. Define the vector of matrices
and also the vector of their traces
The orthogonal complement of y is denoted
For convenience we write w · Y as a shorthand for
Theorem 3 Let Φ be a unital qubit channel satisfying the condition (11) . Let ρ be a state on C K ⊗ C 2 written in the form (18). Then there exist (i) an integer N ≥ 1, (ii) positive numbers {c 1 , . . . , c N } satisfying c i = 1, and (iii) unit vectors {w (1) , . . . , w (N ) } in y ⊥ , such that for all p ≥ 1
3 Proofs of Theorems 1 and 2
Since Theorem 1 is a special case of Theorem 2, it is sufficient to prove the latter. We assume that Theorem 3 holds, and we deduce the result from that. First we prove the multiplicativity of the p-norm. It is sufficient to prove that for any state τ ,
since this establishes the inequality in one direction, and the other direction follows trivially by restricting to product states. Let
so that
We use the same notation as before, and write
It follows that X = Ω(A) and Y i = Ω(B i ). Suppose that one of the terms appearing inside the square brackets on the right side of (22) is
Then we have
Also the condition w ∈ y ⊥ means that
Since Ω is trace-preserving it follows that
Therefore since TrA = 1/2 we can define the two states
and rewrite (27) as
The definition of the p-norm of Ω implies that
Hence (32) yields the bound
We can repeat the same argument for all terms on the right side of (22), leading to the bound
Combining (35) with (25) establishes the bound (23), and hence proves (12) . Turning now to the minimal entropy equality (13), this follows immediately from (12) by taking the derivative at p = 1, since from the easily established relation d dp
it follows that for any channel Ω d dp
Next we turn to the additivity of the Holevo capacity (5). To establish this we use the representation of Ohya, Petz and Watanabe [12] and SchumacherWestmoreland [15] , and follow the method described in [9] . Denote the relative entropy of states ρ and ω by
Then the OPWSW representation is
The state that achieves the infimum in (39) is the optimal average output state from the channel, and we denote this by ρ Ω . For a unital qubit channel Φ, the optimal output state is
and hence it follows that
Our goal is to show that
(the inequality in the other direction is trivial). From (39) it follows that
and hence to prove (42) it is sufficient to prove that for any state τ ,
Denote the reduced density matrix of τ by
where Tr 2 is the trace over the second factor. Using (40) and (41) reduces (44) to the inequality
In order to establish (46) we will take the limit p → 1 in the inequality (22). Using the notation in (18) and (22), define the states
Then the inequality (22) can be written
This becomes an equality at p = 1, hence taking the derivative at p = 1 and using (36) and (37) gives the bound
Hence comparing with the left side of (46) it is sufficient to prove
Using the representation (18) we note that for all i,
and therefore
Therefore the left side of (50) is equal to
Now since ρ Ω is the optimal output state for the channel Ω, it is also the state which achieves the infimum in the OPWSW representation (39). Hence (39) implies
Substituting into (53) proves the result.
Proof of Theorem 3
Assume that Φ is in the standard form (10), and let
Define
Then it is an easy calculation to show that
Recall from Remark (3) after Theorem 2 that the allowed diagonal entries of Φ in (9) lie in the tetrahedron with corners at the points (1, 1, 1), (1, −1, −1), (−1, −1, 1) and (−1, 1, −1). For fixed λ, the condition (11) selects a convex subset of the cross-section of this tetrahedron at height λ, and this subset is the convex hull of the six points
The left side of (22) is a convex function of Φ, hence it is enough to establish the bound for the six corner maps in (58). The last three can be transformed into the first three by a unitary conjugation in the domain, hence it is sufficient to establish the bound for the first three corners. Furthermore the second and third maps in (58) are related by a permutation of coordinates, so it is sufficient to consider just the first two maps. These cases are considered separately in Subsections 4.1 and 4.2.
In order to simplify the discussion we introduce some new notation for qubit maps. All the qubit maps in this section will be in the diagonal form (9) . As a shorthand, we denote this map by [λ 1 , λ 2 , λ 3 ], that is
This acts on a qubit state as follows:
Our proof relies on the following two-part lemma. The first part is a simple majorization bound. The second part is a variant of a theorem of Lieb and Ruskai which appears in the appendix of the paper [9] . The proof of the lemma is given in the Appendix. 
Given a state ρ of the form
it follows from Lemma 4, (b) that
Using (57) we see that (64) has exactly the form of terms appearing on the right side of (22), provided that TrY 3 = 0. Our strategy to prove Theorem 3 will be to relate ||(I ⊗ Φ)(ρ)|| p to terms of the form ||(I ⊗ Ψ)(ρ ′ )|| p , where we will arrange that TrY Consider the second map [λ 2 , λ, λ] in (58). Denote this map by Φ 1 . Given a state ρ of the form (63), we wish to bound the p-norm of
Define the unitary matrix
where
Then conjugation of ρ by U gives the state
and the choice of θ in (67) implies that
Also the symmetry of the map
Furthermore, we can write Φ 1 as a composition of channels, namely
where Ψ ′ = [λ, 1, λ]. For any state ρ in the form (63) we have
then it follows that
Applying Lemma 4, (a) we deduce that for all 0 ≤ λ ≤ 1, and for all states ρ
Combining (78) with (73) and (72) we deduce that
Using (57) and (64) this implies
Finally the condition (70) implies that Y ⊥ . Therefore the right side of (80) has the form of one term on the right side of (22), and so combining all terms from the convex decompositions gives (22).
Case 2: the map [λ, λ, λ]
Consider now the first map appearing in (58), namely the depolarizing channel ∆ λ = [λ, λ, λ] defined in (1) . Given the state ρ in the form (63), we again apply the transformation (68) and use the symmetry of ∆ λ to obtain
Now we apply a second unitary transformation, using the matrix
Conjugation of ρ ′ by U ′ gives the state
and the choice of φ in (83) implies that
Again the symmetry of the map ∆ λ implies that
Furthermore ∆ λ is a convex combination of the two channels Ψ and Φ
Therefore
The first term on the right side of (89) is bounded using (64), and the condition (70) implies that the bound satisfies the conditions in (22). The second term on the right side of (89) involves the map Φ 1 ′ = [λ, λ, λ 2 ], which is similar to Φ 1 . In particular it is the composition of two maps
where Ψ ′ is the same as in (73), and where Ψ ′′ = [1, λ, λ] . Therefore the estimate (78) implies that
Finally we use a unitary transformation to replace Ψ ′′ in (91) by Ψ. Define the unitary matrix
Combining (91) and (94), and using Lemma 4, (b) we deduce
Again the condition (86) implies that Y ′′ 1 = w · Y where Tr w · Y = Tr w · y = 0 and hence w ∈ y ⊥ . Therefore the right side of (80) again has the form of one term on the right side of (22), and so combining all terms from the convex decompositions gives (22).
Summary of results
All the results in this paper concern the product channel Ω ⊗ Φ, where Ω is any channel (that is, any completely positive trace-preserving map) and where Φ is in a special class of unital channels on C 2 . This special class includes the well-known depolarizing channel (1) as well as many other channels, and is described by the condition (11) . The results concern spectral properties of this product channel, namely the maximal p-norm of output states (2), the minimal entropy of output states (4) and the Holevo capacity of the channel (5) . In every case we prove that the quantity is achieved on a product state of the channel, so that entangled states never 'do better' than product states for these quantities. These results confirm several outstanding conjectures, in particular the additivity conjecture for the Holevo capacity. This result in turn implies that the ultimate information capacity of this class of unital channels is equal to the well-known Holevo bound for the capacity. 
By convexity of the norm ||M(x)|| p it is sufficient to prove the bound for M(0). Without loss of generality we can assume that A and B are diagonal. Recall Klein's inequality [16] : for any convex function f (x) and matrices X, Y we have
Apply (97) 
Proof of part (b):
The proof is almost identical to the proof of the Lieb-Ruskai theorem which appears in the appendix of [9] , so we just outline the steps here. First, the condition that M(1) be positive means that C = √ AR √ B where R is a contraction. Every contraction is a convex combination of unitaries, so it is sufficient to assume that
Second, we have the factorization
Third, the Lieb-Thirring inequality [11] implies that for p ≥ 1 
