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Abstract
Negative refraction and sub-wavelength resolution have been demonstrated with
metamaterials throughout the past decade. This thesis introduces a quantum meta-
material, based on quantum mechanical principles, which exhibits negative refrac-
tion and sub-wavelength resolution with reduced absorption compared to non-quantum
metamaterials. In particular, this thesis introduces a novel method of achieving
sub-wavelength resolution using the quantum metamaterial. This method of super-
resolution does not require a negative permittivity or permeability, as the prede-
cessors require, but is instead based on a dispersion curve with a high elliptical
eccentricity.
This thesis uses an effective medium approach to calculate the quantum metama-
terial’s permittivity, which is then used to model super-resolution and negative re-
fraction. After considerable design, optimisation and epitaxial growths, a GaAs
based quantum metamaterial is fabricated into a superlens. A scanning near-field
optical microscope is used to measure the sub-wavelength imaging capability of the
quantum metamaterial superlens.
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“Invention is not a result of logical thought, even
though the end result is intimately bound to the
rules of logic.”
A. Einstein
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ENZ Epsilon-Near-Zero
FDTD Finite-Difference Time-Domain
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TM Transverse Magnetic
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1. Introduction
1.1. Metamaterials
In 1968, Veselago[1] was one of the first to publish a theoretical framework for a
negative index material (NIM), one where the dielectric permittivity, ε, and magnetic
permeability, µ, both take on a negative value. Veselago theorised that, whilst such
materials have not (yet) been naturally observed, if they were to exist, effects such
as refraction and Doppler shift, among others, would be reversed. For example,
the index of refraction is usually defined by the positive root of √εµ, however,
mathematically both the positive and negative roots are allowed. But when to
choose the negative root? Indeed, Veselago showed that when both ε and µ are
negative simultaneously we must choose the negative root. This is because the
electric and magnetic field vectors, and the energy flow’s Poynting vector, together
form a left-handed set (more on this in sec. 4.3). Negative refraction in a NIM is
of great interest not only fundamentally but also in device applications, because it
has the potential to lead to novel phenomena such as perfect imaging[2, 3, 4] and
invisibility cloaks[5, 6].
To achieve such novel phenomena, control is needed over the dielectric and magnetic
response of a material. At this point it would be convenient to introducemetamateri-
als - an effective medium engineered to have desired macroscopic properties through
sub-wavelength design.
Conventionally a metamaterial is an array of metallic nano-particles that act as
artificial atoms, where the atomic absorption is mimicked by plasmonic resonances[7,
8] of the metallic structures. By altering the shape and geometry of the metallic
nano-particle it is possible to alter the frequency of the plasmonic resonance, thus
altering the absorption and hence the macroscopic response of the metamaterial.[7]
Noble metals such as silver and gold naturally exhibit a negative ε at frequencies
below the plasma frequency, but are not capable of supporting propagating waves
13
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(instead the waves are evanescent). However, these metals form a good starting
point, and in 1988 Pendry et al.[9] demonstrated, with microwaves, a metamaterial
(as an array of metallic wires) exhibiting a negative ε and capable of propagating
waves in the form of surface plasmon polaritons[7]. In 1999, Pendry et al.[10] also
showed, with microwaves, that a negative µ could be achieved, independent of ε, with
a metamaterial consisting of an array of non-magnetic hollow wires. To complete
the search for a NIM, in 2000 Smith et al.[11] demonstrated in the microwave regime
a metamaterial with a negative refractive index composed of an array of metallic
non-magnetic split-ring resonators (for µ < 0) and continuous wires (for ε < 0)[12].
Smaller geometric structures became possible as microfabrication techniques became
more sophisticated, and the operating wavelength of NIMs went from microwaves,
through the terahertz[13] and the near-infrared[14], and into the visible regime[15,
16]. Unfortunately, since metals were an essential component of the metamaterial,
the high attenuation associated with metals limited the propagation length to a
fraction of the wavelength. This meant that novel effects associated with NIMs,
such as sub-wavelength imaging[17], were confined to the near-field.
1.2. Hyperbolic metamaterials
A different approach to achieving phenomena such as negative refraction and sub-
wavelength resolution, amongst others, is to use hyperbolic metamaterials - a class of
anisotropic metamaterials with a hyperbolic dispersion curve[18]. Commonly made
of alternating metal-dielectric slabs they have reduced absorption and simplified
fabrication processes compared to their metamaterial predecessors mentioned in the
previous section.
The anisotropic structure has a permittivity tensor with three principal components
(along the optic axis). The permittivity tensor is designed so that, within a spectral
region, one of its principal components has the opposite sign to the other two, which
gives the metamaterial a hyperbolic isofrequency dispersion curve[19], as shown
in Fig. 1.1. The permeability is usually unaltered, keeping µ > 0, and thus the
refractive index remains positive.1
Even though the hyperbolic metamaterials do not have a negative refractive index
1Incidentally, by perforating such a layered structure one is able to create a negative µ, and thus
achieve a NIM with reduced losses.[20, 21]
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k
x
k
z
Figure 1.1.: An example of a
hyperbolic isofrequency dispersion
curve. kx and kz are the x- and
z-components of the wavevector k.
(|k| = k = 2pi/λ, where λ is the
wavelength.)
they are nevertheless capable of novel phenomena similar to those seen in a NIM,
albeit via different means but with reduced attenuation[18]. Consider, for example,
sub-wavelength imaging: infinitely large wavevectors, that would otherwise have
been subject to evanescent decay, can propagate within the hyperbolic metamaterial,
keeping with it (in theory) all the information that emanated from the source[22].
The first demonstration of such a hyperlens was able to resolve sub-wavelength detail
in the far-field[23].
Negative refraction in a hyperbolic metamaterial has been demonstrated by Hoffman
et al.[24], however it is intrinsically different to the negative refraction observed in
a NIM[19]. In a NIM the electric and magnetic field vectors form a left-handed
set with the Poynting vector and the index of refraction is negative. While in a
hyperbolic metamaterial these vectors still form a right-handed set and do not have
a negative index of refraction, instead the hyperbolic dispersion curve ensures the
extraordinary2 wave is negatively refracted.
The hyperbolic metamaterial demonstrated by Hoffman et al. was composed entirely
of semiconductor materials, which reduced the attenuation experienced by a prop-
agating wave. Nevertheless, a sizable modulation in the real part of ε (and/or µ) is
usually accompanied by high absorption, due to the fundamental relation between
the real and imaginary part of a complex function, as governed by the Kramers-
Kronig[25] relation. Thus it is not possible to have a negative dielectric (and/or
magnetic) response without absorption.
2In reference to the extraordinary and ordinary waves present in an anisotropic medium.
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1.3. Introducing the concept of quantum
metamaterials
An all-semiconductor metamaterial forms a good basis to reduce losses present at
ε < 0. We can lower losses even further by reducing the semiconductor system
used by Hoffman et al.[24] into a quasi-2D system[26, 27], in particular, by thinning
the semiconductor planes until quantisation comes into effect and quantum wells
(QWs) are formed. The introduction of quantisation to a macroscopic optical device
is central to this thesis - it allows us to reproduce phenomena such as negative
refraction with lowered absorption, and also introduce novel phenomena in sub-
wavelength imaging.
In it’s simplest form, a QW is a two level system that behaves as an artificial atom.
An array of QWs, such as the one depicted in Fig. 1.2, is called a multi-quantum-
well (MQW), but can be considered as a metamaterial. MQWs are well known
for their extensive use in detectors (such as quantum well infrared photodetectors -
QWIPs) and lasers (such as vertical-cavity surface-emitting laser - VCSEL, quantum
cascade laser - QCL, quantum well lasers from InGaN for blu-ray players). However,
Plumridge et al.[28] have suggested the possibility of using doped MQW structures
to create a low loss anisotropic material capable of supporting negative refraction.
To distinguish these MQW structures from their detector/laser predecessors the
term quantum metamaterial (QMM) is used to emphasise the MQW’s function as
a manipulator of light propagation.
A wave propagating through a QMM with a mid-infrared (MIR) wavelength (itself
much larger than the QW width) will experience an array of artificial atoms, the
z
E2E1
z
E
Figure 1.2.: Periodic layers of semiconductors that form an MQW structure, with
each QW supporting two energy states, E1 and E2. The transition between the two
states determines the macroscopic properties of the MQW structure.
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design of which will define the macroscopic properties of the QMM. The investigation
of the QMM and its novel properties will be the core focus of this thesis.
A QMM consists of periodically layered semiconductors, as depicted in Fig. 1.2. The
band gap of one of the semiconductors (the well) is smaller than the bandgap of the
other (the barrier) and, when the layers are thin enough to quantise the electrons,
a QW is formed. Atomic-like intersubband (ISB) transitions are possible between
the ground energy state, E1, and the first excited energy state, E2, of the electrons
within each QW[29].
The system is doped with electrons to increase the strength of the ISB transition.
The electrons want to lower their energy and therefore accumulate in the wells, and
are thus confined in the z-direction. Quantum mechanics governs the ISB transi-
tion energy in the well, but adjacent wells are not coupled quantum mechanically,
assuming the barriers are thick enough to inhibit tunneling. The adjacent wells are,
however, coupled electrostatically by Coulomb’s law[25] and thus form a quasi-2-
dimensional-electron-gas (Q2DEG) with a Drude response[30, 31]. The QMM is not
only anisotropic, but also has a decoupled dielectric response governed by quantum
mechanics for electric fields in the z-direction, and by a Drude Q2DEG for electric
fields in the xy-plane.
The absorption from the ISB transition, according to the Kramer’s-Kronig relation,
will cause a modulation in the real part of εzz (the permittivity in the z-direction).
Heavily doping the QMM will cause particularly large excursions, delivering an
unusually high εzz in one spectral region, and driving εzz down to below zero in an
adjacent spectral region. The effects of, both, a high εzz and a negative εzz in the
QMM are explored throughout this thesis, and in particular the latter is predicted
to have novel properties not previously considered in the literature[27].
1.4. Thesis overview
The remainder of this thesis is structured as follows:
Chapter 2 Details the analytical steps taken to approximate the MQW structure as
an effective medium. It then goes on to discuss how this structure can
be optimised with respect to parameters such as the QW and barrier
widths, doping density and ISB transition linewidth.
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Chapter 3 Outlines the analytical and numerical methods used to model light prop-
agation through the QMM.
Chapter 4 Investigates, using both the analytical and numerical methods, negative
refraction with the QMM first as a hyperbolic metamaterial and then as
an effective NIM waveguide.
Chapter 5 Presents the QMM with a high elliptical eccentricity dispersion which is
capable of super-resolution without the need of a negative permittivity
or permeability. It further outlines the fabrication of a QMM superlens
sample and the subsequent near-field imaging experiment that shows
super-resolved images.
Chapter 6 Details the process of sample fabrication and characterisation, that lead
to the fabrication of the superlens sample used in Chapter 5.
18
2. Quantum metamaterial design
QMMs are the central topic of this thesis and are predicted to exhibit negative
refraction and super-resolution on par with conventional metamaterials, but with
lower losses. In this chapter, starting from the basic quantum mechanics of a finite
square well, theory is developed to approximate the optical response of a MQW
structure into an effective anisotropic medium, which forms the basis of the QMM.
The dielectric response of the QMM is then investigated under varying parameters,
such as material choice, QW and barrier widths, doping density, and ISB transition
linewidth. Conclusions are drawn from these investigations to maximise the novel
phenomena for device fabrication.
The mathematical methods presented in this chapter I have coded in MATLAB.
19
Chapter 2 Quantum metamaterial design
2.1. The quantum mechanical building blocks
QWs play the role of artificial atoms, which give the QMM it’s macroscopic prop-
erties. Using quantum mechanics it is possible to calculate the resonance frequency
(i.e. the ISB transition energy) of a QW and thus determine the absorption profile
of the QMM.
A quantised system can be described by the Schrodinger equation[32], the most
general form of which is the time-dependent Schrodinger equation
i~
∂
∂t
Φ(r, t) = HˆΦ(r, t) (2.1)
where i is the imaginary unit, ~ is the reduced Planck constant, t is time, r is a
position vector, Hˆ is the Hamiltonian operator and Φ(r, t) is the wavefunction of
the quantum system. In most cases the Hamiltonian is time independent (the QW
potential does not change with time) and the wavefunction is separable into spatial
and temporal components Φ(r, t) = ψ(r)ϕ(t). The time-independent Schrodinger
equation takes the form of
Hˆψ(r) = Eψ(r), (2.2)
where E is the energy of the eigenstate whose wavefunction is ψ(r). For each
energy eigenvalue En there is a corresponding eigenstate ψn. In the case of a time-
independent Hamiltonian the time-dependent Schrodinger equation can be written
as
i~
(
∂
∂t
ϕ(t)
)
ψ(r) = Eϕ(t)ψ(r), (2.3)
which can be solved for the temporal component to give
ϕ(t) = e−iEt/~. (2.4)
In this case the probability density, |Φ(r, t)|2, is time invariant and thus ψ (r) de-
scribes a standing wave.
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2.1.1. Energy eigenstates and wavefunctions for a single
quantum well
In a QW energy levels are quantised1 in one direction, and for a finite QW the
Hamiltonian in equation (2.2) is given by
Hˆ = − ~
2
2m∗
d2
dz2
+ V (z), (2.5)
where z is the direction of quantisation, V (z) is the potential and m∗ is the reduced
electron mass. The accuracy of the time-independent Schrodinger equation can be
improved further by taking into account that the reduced electron mass within the
barrier and well may differ. Therefore, equation (2.2) is rewritten to give
− ~
2
2
d
dz
(
1
m∗(z)
d
dz
ψn(z)
)
+ V (z)ψn(z) = Enψn(z), (2.6)
to account for a changing electron mass.
For a single finite square well system, with a given well width, dQW , a potential
energy of the barrier, UB, and a reduced electron mass in the barrier and well given
by m∗b and m∗w respectively, the variable parameters are as follows:
V (z)
= 0 for −
dQW
2 ≤ z ≤ dQW2
= UB for z < −dQW2 and z > dQW2
, (2.7)
m∗(z)
= m
∗
w for − dQW2 ≤ z ≤ dQW2
= m∗b for z < −dQW2 and z > dQW2
. (2.8)
The boundary conditions for ψn(z) require that ψn(±∞) = 0. For a numerical
method this can be approximated by defining the QW in a large enough region,
[−l, l], where ψn(±l) = 0. Using a finite-difference method it is then possible to
establish approximate solutions of ψn(z) and En to fit equation (2.6) on a uniform
grid in the region [−l, l] sampled by N points. The finite-difference method leads to
a solvable N × N tri-diagonal matrix. The algorithm I use is outlined in detail by
Horikis[33].
1The electron energy levels are quantised because the confinement space, i.e. the QW width, is
comparable to the de Broglie wavelength of the electron.
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Figure 2.1.: A QW flanked either side by a bar-
rier of energy UB, containing two bound state
wavefunctions ψ1(z) and ψ2(z): the ground
state (blue), with energy E1, and the excited
state (green) with energy E2, respectively.
For accurate results it is desirable to have a large l and a large N ; however compu-
tational time also needs to be taken into account. For these calculations a region six
times larger than the QW width is used with N = 40000. Nevertheless, the numeri-
cal accuracy is much better than the accuracy of the parameters used in the model.
Fig. 2.1 shows the ground, |1〉, and the excited, |2〉, wavefunction eigenstates, ψ1 and
ψ2, with their respective energy eigenstates, E1 and E2, for a single QW system.
The resonance of such a QW system, i.e. the ISB transition energy, is then centered
at E12 = E2 − E1.
2.1.2. Transition dipole moment
With the finite-difference method introduced above it is also possible to calculate
the transition dipole moment for the transition between the ground and excited
states within the QW[34]. For a two level system the transition dipole moment for
one electron is d12 = ez12, where z12 is defined as
z12 =
lˆ
−l
ψ∗1z ψ2 dz = 〈ψ1|z|ψ2〉, (2.9)
using the Dirac notation, where e is the electron charge[29].
For each individual state the probability density is invariant with time, as |Φ(r, t)|2 =
〈ψ (r) |ψ (r)〉〈ϕ (t) |ϕ (t)〉 = |ψ (r)|2 using equation (2.4), implying the electron is
stationary. How then can a moving dipole moment be created? In fact, dur-
ing a transition, i.e. in the presence of an external field (for example an inci-
22
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dent photon), the electron state becomes a superposition of the ground and ex-
cited states and an oscillatory temporal component exists. Mathematically this
can be seen by calculating the probability density for the superposed state, with
ϕn (t) = exp [−iEnt/~] = exp [−iωnt]:
|Ψ (r, t)|2 = |Φ1(r, t) + Φ2(r, t)|2
= 〈(ψ1 (r)ϕ1 (t) + ψ2 (r)ϕ2 (t)) | (ψ1 (r)ϕ1 (t) + ψ2 (r)ϕ2 (t))〉 (2.10)
= |Φ1 (r, t)|2 + |Φ1 (r, t)|2 + 2〈ψ1 (r) |ψ2 (r)〉e−iω12t
where ω12 = ω2− ω1 is the frequency of oscillation of the transition dipole moment.
Since the eigenstate 1 and 2 are mismatched in energy, the temporal evolution of
the electrons probability density, during a transition between the two eigenstates,
takes on an oscillatory form with a frequency ω12.[35]
2.1.3. Non-parabolicity extension
The electrons in the QW are confined in the z-direction but are free to move in
the xy-plane as a Q2DEG. Within this plane the electrons occupy a continuum of
momentum states and form a subband, with a parabolic dispersion relation as shown
in Fig. 2.2, for each quantised energy state. The structure can be spatially doped
with donor atoms, that introduce free electrons into the system. As electrons are
fermions they fill the subband according to the Fermi-Dirac distribution[36].
E
z
k
||
Figure 2.2.: A continuum of mo-
mentum states in the xy plane
form parabolic subbands for both the
ground (blue) and excited (green)
quantum states. The red arrows de-
pict the transition of a sea of ground
state electrons simultaneously to the
first excited state.
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For calculating the energy levels it is usually enough to approximate the subband
dispersion as parabolic with a reduced effective electron mass. However, in some
cases, non-parabolicity has a significant effect on the energy levels and needs to be
accounted for.[37, 38] A simple method is proposed by Nelson et al.[39], where the
effective mass of the electron in each energy state is considered separately, and as a
function of said energy, and is given by
m∗w(E) = m∗w(1 + Ej/Ew)
m∗b(E) = m∗b(1− (UB − Ej)/Eb)
, (2.11)
where Ew and Eb are the energy gaps (between the conduction and valence bands)
of the well and barrier semiconductors, respectively; Ej is the energy of the ground
(j = 1) and the excited (j = 2) state. To include this extension in the numerical cal-
culation, the finite-difference algorithm (as mentioned in sec. 2.1.1) requires several
iterations to converge on to the energy Ej, for each state separately.
2.1.4. Many-body effects on the transition energy
For highly doped semiconductors it is important to consider many-body effects when
calculating the energy levels in the QW. Although these are not used explicitly here,
it is insightful to consider what some of the many-body effects are and how significant
they are to determining the ISB transition energy.
Firstly, there is the direct Coulomb interaction between the free electron and the
donor ions. The electrons are confined in the z-direction and their spatial distri-
bution, which is determined by the probability density, |Φ(r, t)|2, will differ from
the spatial distribution of the ions. This difference will result in an electrostatic
potential known as the Hartree potential[29], which can be included in equation
(2.6). If the donor ions are doped into the well, the potential is small. If, however,
they are doped into the barrier the potential is large: the electrons fall into the well,
and become completely separated from the ions. The latter is known as modulation
doping.[29]
Next is the exchange and correlation energies. The exchange energy is due to the
Pauli exclusion principle[36], which does not allow identical fermions to occupy the
same state simultaneously and applies to electrons with identical spin[40]. The cor-
relation energy describes the Coulomb correlation between electrons with opposite
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spins, such as pair-population. The Kohn-Sham equations of the density functional
theory accounts for both the exchange and correlation energies[30].
However, the most dominant effect is the depolarisation shift.[29, 41] In the presence
of an external field that induces the ISB transition, all electrons have a dipole
moment as given by equation (2.9). Thus, for each electron, the external field is
screened by the mean Hartree field (direct Coulomb interactions) from the collective
oscillations[30] of the Q2DEG. The depolarization shift to the ISB transition can be
accounted for by
E˜12 = E12
√
1 + α, (2.12)
where
α = 2e
2Ns
εrε0E12
× S whereS =
+∞ˆ
−∞
(´ z
dz′ ψ1(z′)ψ2(z′)
)2
dz ,
where εr is the relative background permittivity, ε0 is the absolute permittivity and
Ns is the electron sheet density. E˜12 depends on the doping concentration and in
the high doping regime the many-body effect shifts the ISB transition to higher
energies[41, 42, 43, 44].
There is also a further exciton correction to the depolarisation shift. This is due
to the interactions between the excited electron and a hole-like state left behind in
the ground subband, which reduce the mean Hartree field that screens the electron.
This correction would slightly lower the ISB transition.[41]
An example of the magnitudes of the many-body correction terms are given in
Tab. 2.1 for a GaAs-Al0.3Ga0.7As QMM. The depolarisation shift is indeed the most
dominant effect that we need to bare in mind, especially since it depends on doping
concentration.
E12 = 111.2 meV
direct Coulomb (well-doped) +1.1 meV
exchange and correlation +2.3 meV
depolarisation +8.8 meV
exciton correction −3.1 meV
Table 2.1.: Comparing the magnitude of the many-body effects in a GaAs-
Al0.3Ga0.7As QMM, with a QW width, dQW = 8nm, and a doping density
ND = Ns/dQW = 2 × 1018 cm−3 (doped into the GaAs - the well). This com-
parison is taken from [29]. The biggest shift to the ISB transition energy is from
the depolarisation shift, the others approximately cancel each other out.
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2.1.5. Linewidth broadening from a superlattice
An electron in the excited state has a finite natural lifetime due to spontaneous
emission. The uncertainty principle relates the natural lifetime of the excited state
to Lorentzian broadening of its energy state. This gives a Lorentzian linewidth, of
the form ΓISB
(x− x0)2 + Γ2ISB
, where 2ΓISB is the full-width-half-maximum (FWHM)
of the ISB transition energy.
Further linewidth broadening can be caused by either phonon or electron-electron
scattering (homogeneous); or interface roughness, impurities, and non-parabolicity[45]
(inhomogeneous); or well width variations (homogeneous or inhomogeneous depend-
ing on the length scale).[29] On the other hand, in the high doping regime, many-
body effects keep the linewidth of the ISB transition narrow[46, 47, 29], since the
Q2DEG acts as a collective system due to the electrostatic coupling within and
between the wells.
E
z
|1
|2
d
QW
d
B
Figure 2.3.: MQW system with 10 wells of thickness dQW = 8.5 nm, separated by
barriers 225 meV high with a thickness of dB = 3.5 nm. The wavefunctions |ψ (z)|2
are plotted for the ground state (blue) and excited state (green) minibands. For
each miniband 10 wavefunctions can be seen, each with a slightly different energy
level. The excited state miniband is broader than the ground state miniband. The
red dashed and solid arrows show the least and most energetic transitions.
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It is in fact disadvantageous for the QMM to have a broad ISB transition, as will
be shown in section sec. 2.3. The most significant broadening mechanisms that need
to be considered are: the interface roughness at the boundary between the well
and the barrier[48]; the variation of well widths along the MQW structure; and the
separation of energy levels due to quantum tunnelling between the wells. The first
two depend on the quality of the growth of the structure; the last, however, can be
controlled by design (of the MQW).
The finite-difference method, used to solve equation (2.6), can accommodate any
V (z) ∈ R, and therefore can be extended to calculate the wavefunction and en-
ergy levels of a MQW system. Such a system incorporates the possibility that
adjacent wells are able to couple together quantum mechanically via electrons tun-
nelling between the wells. When there is strong quantum coupling a superlattice
(SL) is formed, wherein the electron energy levels are no longer discreet but form
minibands[49, 29].
A sufficiently narrow QW width, dQW , or barrier width, dB, (and a low barrier
potential) in a MQW will induce quantum tunnelling. This leads to a spread in
energy levels of the wavefunctions, as shown in Fig. 2.3, which broadens the linewidth
of the ISB transition. The distribution of transition energies due to the minibands
can be approximated by a “top-hat” function, with a width, 2ΓSL, calculated by
taking the difference between the most and least energetic allowable transitions. A
convolution of the top-hat function with the natural lifetime broadening Lorentzian
leads to a total broadening of
Γ =
√
Γ2ISB + Γ2SL, (2.13)
which can be approximated with a Lorentzian for ΓISB > ΓSL.
By including SL broadening in the calculations, it is possible to define a limit on the
thickness of the well and barriers that do not substantially broaden the linewidth.
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2.2. Approximating a multi-quantum-well structure
as an effective anisotropic medium
Each QW behaves like an artificial atom with an ISB transition between two electron
levels. The MQW system can be considered as an array of artificial atoms, since the
QW width, dQW  λ. The MQW can thus be approximated to a good degree by
an effective anisotropic medium with an anisotropic dielectric permittivity tensor.
2.2.1. Calculating the permittivity tensor of the quantum
metamaterial
The dielectric properties of an anisotropic effective medium, with the coordinates
aligned to the optic axis, are described by the relative permittivity tensor:
~ε =

εxx 0 0
0 εyy 0
0 0 εzz
 . (2.14)
To calculate the permittivity tensor, a method described by Zaluzny and Nalewajko[50]
is used.
The orientation of the MQW structure is such that the period, dMQW = dQW + dB,
is in the z-direction, as shown in Fig. 2.4. It is a requirement of Maxwell’s equations,
that an electric field, E, parallel to the boundary between layers is continuous (this
is discussed in detail in sec. 3.1). In the same manner, the displacement field, D,
perpendicular to the boundary is continuous. The components Dx (ω), Dy (ω) and
Ez (ω), where ω is the frequency of light are discontinuous at the boundaries, and
therefore vary with respect to z.
x
y
z
εzz
εxx
εyy
Figure 2.4.: A periodically layered
structures representing the MQW sys-
tem, showing the orientation of εxx,
εyy and εzz.
28
2.2 Approximating a multi-quantum-well structure as an effective anisotropic
medium
The general relation between D and E is given by
D = ε0~εE. (2.15)
As continuous quantities, Ex (ω), Ey (ω) and Dz (ω) are uniform throughout the
structure. However, Ez (ω, z), Dx (ω, z) and Dy (ω, z) vary along the z-direction,
between the well and barrier. By taking an average of the fields within the well and
barrier (within one period) ~ε can be expressed as
ε0εjj =
〈Dj(ω)〉
Ej(ω)
for j = x and y
ε0εzz =
Dz(ω)
〈Ez(ω)〉
, (2.16)
where
〈Dj(ω)〉 = 1dMQW
dMQWˆ
0
Dj(ω, z) dz for j = x and y
〈Ez(ω)〉 = 1dMQW
dMQWˆ
0
Ez(ω, z) dz
. (2.17)
The QMM is governed by two physical processes: the ISB transition along z; and
the Drude response of the Q2DEG (see sec. 1.3) in the xy-plane. To account for
these the displacement field takes the form
Dj = ε0Ej + P bj + P
f
j for j = x, y, z , (2.18)
where P b and P f are the polarisation fields due to the bound and free electrons,
respectively, and ε0 is the permittivity of free space.2 The Q2DEG has a surface
current density, J2D, related to P f by the relation, J2D = dP
f
dt
. Assuming a plane
wave of the form exp [−iωt] the displacement field can be expressed as follows
Dj(ω, z) = εoεr(z)Ej(ω) +
i
ω
J2Djj (ω, z) for j = x, y, z , (2.19)
where εr(z) = εw(= εb) is the background dielectric of the well (barrier). For
simplicity in notation, the frequency dependence of D, E, and J2D will not be
2Non-linear effects are excluded, but can be added via Taylor expansion of P b around the electric
susceptibility.
29
Chapter 2 Quantum metamaterial design
shown explicitly, but it should be assumed.
The individual averages of the discontinuous electric and displacement fields, as
defined in equation (2.17), can then be written as
〈Dj〉 = ε0〈εr(z)〉Ej + i
ω
〈J2Djj (z)〉 for j = x, y
〈Ez〉 = 1
ε0
〈 1
εr(z)
〉Dz − i
ωε0
〈J
2D
zz (z)
εr(z)
〉
. (2.20)
The surface current density can be expressed using the 2D sheet conductivity, σ, by
J2Djj = σjjEj for j = x and y, and by J2Dzz = σzz
Dz
ε0εr(z)
; remembering that Ex, Ey
and Dz are continuous. Substituting for J2D in equation (2.20) gives
〈Dj〉 =
(
ε0〈εr(z)〉+ i
ω
〈σjj(z)〉
)
Ej for j = x, y
〈Ez〉 =
(
1
ε0
〈 1
εr(z)
〉 − i
ωε20
〈σzz(z)
ε2r(z)
〉
)
Dz
. (2.21)
In the xy-plane the Q2DEG will have a Drude response with the sheet conductivity
given by
σjj(z) =
Ns(z)e2
m(z)∗( 1
τ‖
− iω)
for j = x, y
, (2.22)
where τ‖ is the intrasubband relaxation time which we approximate to the ISB
relaxation time, τ = ~/Γ with Γ accounting for the total broadening of the system
(at HWHM), including quantum tunnelling; Ns(z) is the 2D sheet electron doping
density, the z dependence of which is determined by the position of the donor atoms
across dMQW ; m(z)∗ = m∗w assuming that all electrons are found in the well material.
In the z-direction the conductivity is expressed by a Lorentzian response centred
around the ISB energy, and is given by[50]
σzz(z) = −i Ns(z)e
2f12~
2m∗wΓ
1
(E212 − (~ω)2)
2~ωΓ − i
, (2.23)
where f12 = 2m∗wE12z212/~2 is the oscillator strength[51] of the dipole transition
between the two quantised states; and z12 is the dipole matrix element, as given in
equation (2.9). σzz is Lorentzian for Γ E12.
Using equation (2.21) in equation (2.16) and writing out sheet conductivity in the
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xy- and z-directions, the effective dielectric components can be expressed as
ε‖(ω) ≡ εjj(ω) = xx + ∆εxx(ω) for j = x, y
1
ε⊥(ω)
≡ 1
εzz(ω)
= 1
zz
−∆εzz(ω)
, (2.24)
(the frequency dependence is explicitly shown here) where
xx ≡ 〈εr(z)〉 = dQW
dMQW
εw +
dB
dMQW
εb , (2.25)
1
zz
≡ 〈 1
εr(z)
〉 = dQW
dMQW
1
εw
+ dB
dMQW
1
εb
, (2.26)
and using equation (2.17), and assuming that the doping density is distributed
linearly across the well and the free electrons are confined to the well material, to
give
∆εxx(ω) = −εw dQW
dMQW
ω2p
ω2
1
1 + i Γ
~ω
, (2.27)
∆εzz(ω) =
dQW
dMQW
f12~
2εwΓ
ω2p
ω
1
(E212 − (~ω)2)
2~ωΓ − i
, (2.28)
where ω2p =
Nse
2
m∗wε0εwdQW
is known as the plasma frequency.
This takes into account transitions between bound states, where both states behave
as a Q2DEG.
2.2.2. The real and imaginary parts of the permittivity
The real and imaginary parts of any complex function are fundamentally correlated,
due to causality, by the Kramer’s-Kronig relations. This is built into equation (2.24),
so that a peak in =m (ε⊥) gives an excursion in <e (ε⊥). The stronger the =m (ε⊥)
peak the bigger the excursion in <e (ε⊥). The peak in =m (ε⊥) is dependent on the
ISB absorption, the strength of which depends on the doping density. Therefore,
the higher the doping density the larger the excursion in <e (ε⊥). The real and
imaginary parts of ε‖ (λ) and ε⊥ (λ) are shown in Fig. 2.5 for a variety of doping
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Figure 2.5.: The real and imaginary parts of ε‖ and ε⊥ for a QMM as calculated
by the effective medium approximation, equation (2.24), (with a QW and barrier
widths of dQW = 8.5 nm and dB = 10 nm, and a linewidth of ΓISB = 5 meV)
for three different doping densities, ND ≡ Ns/dQW . The QMM is based on
GaAs/Al0.3Ga0.7As heterostructures, the material values of which, such as effec-
tive electrom mass and dielectric constants, are given in sec. 2.3.1. The vertical
dash-dott lines represents the wavelength, λ12, corresponding to the E12 ISB en-
ergy transition.
For ND = 0.2 × 1018 cm−3 the ISB absorption is small and the permittivity looks
very close to being isotropic. As the doping is increased so is the anisotropy of the
system. This has the effect of shifting the =m (ε⊥) peak away from the ISB tran-
sition energy, and increasing the excursion of <e (ε⊥), such that finally the QMM
can exhibit <e (ε⊥) < 0. In the plots with ND = 3× 1018cm−3, the ε⊥ and ε‖ are
decoupled, such that <e (ε⊥) = 0 and <e
(
ε‖
)
= 0 do not coincide.
densities.
Novel phenomena occur at the largest excursions of <e (ε⊥) - the largest excursions
are the two points on <e (ε⊥) furthest displaced from its central value (see Fig. 2.6).
A high enough doping density can push <e (ε⊥) below zero, which is necessary
for negative refraction - discussed in chapter 4. Also, at the highest <e (ε⊥) value
on the excursion, the QMM can exhibit novel sub-wavelength imaging phenomena
- presented in chapter 5. Thus we desire the QMM to have the largest possible
excursions.
For an isotropic medium, the imaginary part of the permittivity is directly propor-
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tional to the absorption. However, as seen in Fig. 2.5, in the anisotropic case the
peak of =m (ε⊥) is red-shifted away from the ISB transition energy, and so too is the
excursion of <e (ε⊥). This reduces the absorption experienced around the largest
excursions of <e (ε⊥) (more detail on this can be found in sec. 3.1).
The dielectric response of QMM is governed by two different physical mechanisms
- a quantum confinement in one direction and by the Drude response of a Q2DEG
in the other two dimensions - this results in a larger spectral shift between the the
zero crossing of <e (ε⊥) and <e
(
ε‖
)
, in comparison with an anisotropic material
governed by the same physical mechanism in all directions (for example in [24] by
the Drude response). This has the beneficial effect of reducing the Drude absorption
component around the largest excursions of <e (ε⊥). In fact, this anisotropic and
quantum system, when used as a metamaterial, has much lower absorption within
the bandwidth of novel phenomena than previously seen in similar non-quantum
systems[24, 26].
The next section looks to optimise the QMM, by seeking out the combination of
controllable parameters that yield the largest excursions - including the choice of
material for the heterostructures, doping density, QW and barrier widths, linewidth.
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2.3. Parameterizing a GaAs/Al0.3Ga0.7As quantum
metamaterial
The dielectric response of the QMM with GaAs-Al0.3Ga0.7As heterostructures is de-
pendent on the parameters such as the doping density, QW and barrier widths,
and linewidth. With the exception of the linewidth, these parameters can be de-
signed into the MQW structure at will to tune the QMM’s dielectric response. This
section investigates the response of the QMM to variations of the aforementioned
parameters.
The QMM’s novel phenomena, such as negative refraction and super-resolution, are
closely related to the largest excursions of <e (ε⊥): <e(ε⊥)min and <e(ε⊥)max (as
defined in Fig. 2.6). If the largest excursions are maximised, the novel effects will ap-
pear stronger. Thus, finding the optimum parameter range that maximis <e(ε⊥)min
and <e(ε⊥)max is essential to increasing the probability of successful device fabrica-
tion. Experimental limits for the parameters are taken into account.
2.3.1. The GaAs/Al0.3Ga0.7As heterostructure base
Fig. 2.6 shows <e (ε⊥), given by equation (2.24), for a QMM made from GaAs-
Al0.3Ga0.7As heterostructures. GaAs is used for the well material with the following
properties: effective mass m∗w = 0.063me, where me is the rest mass of the electron;
background dielectric constant εw = 10.89; and a band gap (between the conduction
band and the valence band) of Ew = 1.424 eV. The Al0.3Ga0.7As is used as the barrier
material with: an effective mass m∗b = 0.088me; a background dielectric constant
εb = 10.07; and a band gap of Eb = 1.798 eV. To account for the offset between
the centres of the band gap of GaAs and Al0.3Ga0.7As when calculating the barrier
energy height, UB, the difference between Ew and Eb needs to be multiplied by
0.6. The above values are taken from reference [52] and [53]. The ISB transition
energy, E12, for a GaAs-based QMM, are calculated without the non-parabolicity,
nor the many-body corrections, as this gives better agreement with our experimental
measurements presented in sec. 6.2.3.
The largest excursions of <e (ε⊥) - the two points on <e (ε⊥) furthest displaced
from its central value - are visually defined in Fig. 2.6: <e (ε⊥)max and <e (ε⊥)min
are the maximum and minimum of the largest excursions of <e (ε⊥), respectively;
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Figure 2.6.: The permittivity <e (ε⊥)
for a GaAs based QMM with QW
and barrier widths of dQW = 8.5 nm
and dB = 10 nm, a doping den-
sity of ND = 3 × 1018 cm−3, and a
linewidth of ΓISB = 5 meV. This
graph also defines the largest ex-
cursions of <e (ε⊥), <e (ε⊥)min and
<e (ε⊥)max, and the wavelength at
which they occur λmin and λmax, re-
spectively.
with λmax and λmin defining the wavelength at which <e (ε⊥)max and <e (ε⊥)min
occur, respectively.
2.3.2. Varying the doping density
We start by considering the effect of varying the doping density on <e(ε⊥)min and
<e(ε⊥)max, shown in Fig. 2.7. As the doping increases the <e(ε⊥)min and <e(ε⊥)max
are increased: in that <e(ε⊥)max gets bigger and <e(ε⊥)min gets more negative.
Therefore, to maximise the excursions of <e (ε⊥), the highest possible doping is
desirable.
There is, however, an upper limit to the doping density, and it is two fold. The first
is due to the fact that electrons are fermions, and as such they will fill the ground
state subband, following a Fermi-Dirac distribution, up to the Fermi energy, EF ,
which depends on the doping density3 as
EF =
pi~2
m∗w
NDdQW . (2.29)
If the doping is such that the Fermi energy is above E12, the ISB transition energy,
the electrons will then start to occupy the subband of the first excited state (level 2).
3The doping density ND (in units of [cm-3]) is the preferred quantity used by the grow-
ers/manufacturers. Note: Ns = NDdQW
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Figure 2.7.: The largest excursions of <e (ε⊥) responding to a variable doping den-
sity: (a) <e(ε⊥)min (green squares), the minimum value of <e (ε⊥), with its corre-
sponding wavelength, λmin (blue circles); and (b) <e(ε⊥)max (green squares), the
maximum value of <e (ε⊥), with its corresponding wavelength, λmax (blue circles).
The doping density is expressed as a percentage of the Fermi energy, EF , defined
by equation 2.29. Both (a) and (b) are calculated for a QMM with Γ = 5 meV
(HWHM), and dQW = dB = 10 nm. The “error bars” in (a) define the <e(ε⊥) < 0
bandwidth. The dashed line in (a) indicates the ISB transition energy, E12 (in
wavelength).
This will inhibit the E12 transition, and to avoid this, the doping density must be
limited such that EF < E12. The Fermi-Dirac distribution function for electrons
at temperatures T > 0 deviates from the step function with a spread of ∼ kBT
centred around EF . At room temperature (T = 300 K) the electrons fill the energy
levels above EF by kBT/2 ' 13 meV. With E12 ∼ 100 meV, for room temperature
operational design the doping density must be limited to EF ≤ 0.9E12 to avoid
inhibiting the E12 transition.
The second factor that limits the doping density is amphoteric doping. During
growth (see chapter 6) the GaAs is doped with Si (a group IV element), which can
either occupy the Ga (a group III element) lattice site thereby acting as a donor,
or occupy the As (a group V element) lattice site thereby acting as an acceptor.
Doping Si atoms as donors can be sustained up to ND ∼ 4×1018 cm−3 (see sec. 6.1).
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2.3.3. Varying the quantum well width
Figure 2.8.: QMM’s largest excursions of <e (ε⊥) responding to a changing QW
width, dQW : (a) the minimum value of <e (ε⊥), <e(ε⊥)min (green squares), at the
wavelength λmin (blue circles); and (b) the maximum value of <e (ε⊥), <e(ε⊥)max
(green squares) at the wavelength λmax (blue circles). The other parameters defin-
ing the QMM are dB = 10 nm, Γ = ΓISB = 5 meV (SL broadening not included in
(a) and (b)), and the doping level value is adjusted (see top axis) for every QW
width such that EF = 0.9E12 remains constant. In (a) the wavelength of E12 is
denoted by ×, and its value, in meV, is noted to the right of it. (c) and (d) show
the same as (a) and (b), respectively, but the linewidths include the contribution
from SL broadening.
Changing the QW widths alters the ISB transition energy, such that a thinner QW
will have a higher ISB transition energy between bound states. This also affects the
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maximum doping density that can be achieved without the electrons occupying the
first excited state (level 2). A higher ISB transition energy accommodates a higher
Fermi energy, which allows for a higher doping density. Fig. 2.8 (a) and (b) show
both of the largest excursions of <e(ε⊥), as a function of the QW width, with a
constant barrier width, and a constant linewidth, Γ = ΓISB (SL broadening is not
considered). The doping density itself is not constant, but rather, for every QW
width, the Fermi energy is constant, EF = 0.9E12.
Fig. 2.8 (a) and (b) shows the largest excursions of <e(ε⊥) increasing with decreasing
QW width (and increasing <e(ε⊥)min means it is getting more negative). Also,
λmin and λmax (the wavelengths at which <e (ε⊥)max and <e (ε⊥)min are found,
respectively) begin to occur at significantly longer wavelengths as the QW width
increases. This, however, is not the full picture because SL broadening has not been
accounted for. To include SL broadening ΓSL is calculated, as in sec. 2.1.5, and the
ISB transition linewidth is updated to Γ =
√
Γ2ISB + Γ2SL. The effect of including SL
broadening on the largest excursions of <e(ε⊥), when varying QW widths, is shown
in Fig. 2.8 (c) and (d). The increase in linewidth, from SL broadening, suppresses
the largest excursions of <e(ε⊥) at low QW widths, dQW . This gives an optimum
value for dQW , for which the largest excursions are maximised (i.e. the highest
<e (ε⊥)max and the most negative <e (ε⊥)min). Whether the optimum dQW value
varies with respect to other parameters shall be investigated in sec. 2.3.6.
SL broadening does not have a significant affect on the variation of λmin and λmax.
The explicit contribution to the linewidth from SL broadening, ΓSL, which increases
exponentially with decreasing dQW , is shown in Fig. 2.9.
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] Figure 2.9.: Contribution to
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dB = 10 nm.
39
Chapter 2 Quantum metamaterial design
2.3.4. Varying the barrier width
Figure 2.10.: The largest excursions of <e (ε⊥) for a varying barrier width, dB: (a)
<e(ε⊥)min (green squares), at the wavelength λmin (blue circles); and (b) <e(ε⊥)max
(green squares) at the wavelength λmax (blue circles). The QMM in (a) and (b) is
designed with dQW = 10 nm, Γ = 5 meV (no SL broadening included) and a doping
density, ND = 2.2 × 1018 cm−3 (giving EF = 0.9E12). (c) and (d) show the same
as (a) and (b), respectively, but the linewidths include the contribution from SL
broadening. The “error bars”, in (a) and (c), define the <e(ε⊥)min < 0 bandwidth,
and the dashed line marks the ISB transition energy, E12, in wavelength.
The effect that varying the barrier width has on the largest excursions of <e(ε⊥)
is shown in Fig. 2.10 (a) and (b), with a constant QW widths, dQW = 10nm (and
therefore a constant E12), a constant doping density such that EF = 0.9E12, and
a constant linewidth given by Γ = ΓISB. In this instance the SL broadening is not
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included, and the effects of the barrier alone are given: the largest excursions of
<e(ε⊥) increase with decreasing barrier width - this effect is more prevalent when
compared to the effects of a varying QW width in the previous section.
Changing the barrier width also has an effect on the ISB transition linewidth due to
SL broadening, in the same manner as with the QW width in the previous section.
The full effect that varying the barrier width has on the largest excursions of <e(ε⊥)
needs to include SL broadening. This can be seen in Fig. 2.10 (c) and (d). Just as
for a varying QW width, the SL broadening reduces the largest excursions of <e(ε⊥)
at small barrier widths, dB. This gives an optimum value for dB that maximises the
largest excursions of <e(ε⊥). Any variations of this optimum dB value with respect
to other changeable parameters shall be investigated in sec. 2.3.6.
The explicit contribution to the linewidth from SL broadening, ΓSL is given in
Fig. 2.11. It shows the exponential increase in SL broadening with decreasing barrier
width, which is slightly smaller when compared with Fig. 2.9.
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Figure 2.11.: Contribution from
SL broadening, ΓSL, for a range
of barrier widths, dB. The QW
width is kept constant at dQW =
10 nm. The SL contribution is less
for the same barrier width range
compared to the QW width (c.f
Fig. 2.9).
2.3.5. Varying the linewidth
As the previous two sections have shown, increasing the linewidth of the ISB tran-
sition significantly reduces the value of the largest excursions of <e(ε⊥), and conse-
quently the novel phenomena of the QMM, such as negative refraction and super-
resolution, will be suppressed. Fig. 2.12 demonstrates explicitly the sensitivity of the
largest excursions of <e(ε⊥) to the linewidth broadening. Here, only the linewidth
is varied, keeping the doping density, and QW & barrier widths constant. Reducing
the linewidth increases the magnitude of <e(ε⊥)max, and makes <e(ε⊥)min more
negative (this is also shown in Fig. 2.13).
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Figure 2.12.: The largest excursions of <e (ε⊥) for a varying linewidth at FWHM,
2Γ: (a) <e(ε⊥)min (green squares), at the wavelength λmin (blue circles), with
the <e(ε⊥)min < 0 bandwidth outlined by the “error bars”; and (b) <e(ε⊥)max
(green squares) at the wavelength λmax (blue circles). The QMM is designed with
dQW = dB = 10 nm and ND = 2.2 × 1018 cm−3 (again, such that EF = 0.9E12).
The linewidth at which <e(ε⊥)min stops being negative is defined as the critical
linewidth, 2ΓC (FWHM). <e(ε⊥)min < 0 bandwidth increases as the linewidth
decreases.
In particular, to achieve negative refraction, the QMM needs to exhibit <e(ε⊥) < 0
(see chapter 4 for more detail). Both Fig. 2.12 (a) and Fig. 2.13 show that <e(ε⊥) < 0
is attainable only if the linewidth remains below a certain critical value 2ΓC at
FWHM. ΓC is defined as the linewidth at which the minimum value of <e(ε⊥) = 0,
this can vary for different combinations of doping density, and QW and barrier
widths.
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Figure 2.13.: The excursion in
<e (ε⊥) plotted for three values of
linewidth, Γ. The QMM has dQW =
dB = 10 nm and ND = 2.2 ×
1018 cm−3 (again, such that EF =
0.9E21). Only the Γ = 5 meV plot
gives a <e(ε⊥) < 0.
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The tolerance of the QMMs negative response to the linewidth is shown in Fig. 2.14
for a varying (a) doping density, (b) QW width and (c) barrier width. Only for
linewidths below the critical linewidth (Γ < ΓC) will the QMM exhibit <e(ε⊥) < 0,
and therefore exhibit negative refraction.
As shown in Fig. 2.14 (a), increasing the doping density will increase the critical
linewidth, which means <e(ε⊥) < 0 will persist at larger linewidths when doping
is higher. Decreasing the QW and barrier widths will also increase the critical
linewidth, see Fig. 2.14 (b) and (c). However, at low QW and barrier widths there is
an extra contribution to the linewidth from SL broadening, where it would be more
difficult to achieve Γ < ΓC experimentally.
Figure 2.14.: The critical linewidth, 2ΓC at FWHM, below which <e(ε⊥) < 0
exists, for: (a) varying doping levels, expressed in percentage of E12, with a fixed
dQW = dB = 10 nm; (b) varying QW width with a doping density such that the
EF = 0.9E12 and dB = 10 nm; and (c) varying barrier width with a doping density
ND = 2.2× 1018 cm−3 (satisfying EF = 0.9E12).
In comparison to the other parameters, it is the linewidth that the largest excursions
of <e(ε⊥) are most sensitive to. It is therefore desirable to have the smallest possible
linewidth, in order to maximise the largest excursions of <e(ε⊥). However, (apart
from SL broadening) the linewidth depends on aspects such as impurities, interface
roughness between the QW and barrier, and fluctuations in QW widths across the
MQW, which are notoriously difficult to control during the fabrication process.
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2.3.6. Optimisation for quantum well and barrier widths
Figure 2.15.: (a) The largest excursions of <e (ε⊥) for simultaneously varying QW
and barrier widths: <e(ε⊥)min (left) and <e(ε⊥)max (right). Doping density is
adjusted at every QW width such that EF = 0.9E12 but limited to a maximum of
ND = 4 × 1018 cm−3 (because of amphoteric doping). SL broadening is included
into the linewidth with Γ =
√
Γ2ISB + Γ2SL (HWHM), with ΓISB = 4 meV. The
top axes label the wavelength λmin (left) and λmax (right), this is to keep track of
where <e(ε⊥)min and <e(ε⊥)max appear in the spectrum, respectively. (b) is the
same as (a) but with ΓISB = 5 meV.
Looking at the four previous subsections, the most important conditions to maximise
the largest excursions of <e(ε⊥), and therefore improve the negative refraction and
super-resolution properties of the QMM, are: to have the maximum allowable doping
of EF = 0.9E12, and to have a narrow ISB transition linewidth. The effects of
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varying the QW and barrier widths are interdependent and therefore need to be
investigated further.
Fig. 2.15 (a) and (b) show 2D plots of the largest excursions of <e(ε⊥) for simul-
taneously varying QW and barrier widths, with ΓISB = 4 meV and ΓISB = 5 meV,
respectively. Both figures give a region where the values of <e(ε⊥)min are most
negative (left), within 10 nm & dB & 7 nm and 9 nm . dQW . 12 nm; and a re-
gion with the highest values of <e(ε⊥)max (right), within 9 nm & dB & 6 nm and
dQW & 10 nm. Values of dQW & 13 nm are not considered, as the wavelengths at
which largest excursions of <e(ε⊥) occur, & 20µm, are out of the range of available
equipment. At ΓISB = 5 meV, Fig. 2.15 (b) the largest excursions of <e(ε⊥) are
smaller in magnitude than at ΓISB = 4 meV, Fig. 2.15 (a), as expected.
2.3.7. Varying the concentration of Al in AlxGa1− xAs
Figure 2.16.: The largest excursions of <e (ε⊥) for varying concentration, x, of
AlxGa1− xAs. (a) The minimum of <e (ε⊥), <e(ε⊥)min (green squares), at the
wavelength λmin (blue circles), with the <e(ε⊥)min < 0 bandwidth given by the
“error bars”. The wavelength of E12 is marked by×, and its value written in meV.
(b) The maximum of <e (ε⊥), <e(ε⊥)max (green squares), at the wavelength λmax
(blue circles). For both (a) and (b), the QMM design has dQW = dB = 10 nm, a
variable doping level such that EF = 0.9E12, and a linewidth, Γ =
√
Γ2ISB + Γ2SL,
that includes SL broadening with ΓISB = 5 meV.
By varying the concentration of Al, defined by x in AlxGa1− xAs, the material
properties of the barrier can be altered[53] as follows: the effective mass of the
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electrons in the barrier is m∗b = m∗w + 0.083x for 0 > x > 0.45 (where the band gap
is direct); the background dielectric constant is εb = εw − 2.73x; and the barrier
height UB = (Eb − Ew) × 0.6 = 1247x × 0.6, where 1247x (in units of meV) is the
variable difference between the band gaps of AlxGa1− xAs and GaAs semiconductors.
Fig. 2.16 shows the largest excursions of <e(ε⊥) for a varying Al concentrations
between 0.15 ≥ x ≥ 0.45. In this instance the doping is set to a maximum by
EF = 0.9E12, and SL broadening is taken into account. As x is decreased, the barrier
energy height, UB, also decreases. This allows for stronger quantum tunnelling
between the QWs, and is responsible for an increase in SL broadening at lower x.
Therefore, there exists an optimum value for x which maximise the largest excursions
of <e(ε⊥).
2D colour plots of the largest excursions of <e(ε⊥) for a varying QW and barrier
widths are shown in Fig. 2.17 at several values of x. The doping density is at a
maximum of EF = 0.9E12, and SL broadening is included. As x increases the
largest excursions of <e(ε⊥) are maximised and their biggest values are shifted to
thinner QW and thinner barrier widths. The wavelengths at which the highest
<e(ε⊥)max and most negative <e(ε⊥)min occur are also lowered.
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Figure 2.17.: The largest excursions of <e (ε⊥) for simultaneously varying QW and
barrier widths, at different Alx concentrations. The minimum and maximum values
of <e (ε⊥), <e(ε⊥)min (left column) and <e(ε⊥)max (right column), resepctively,
simultaneously varying QW and barrier widths, at different Alx concentrations.
The doping density is such that EF = 0.9E12, and SL broadening is icluded in the
linewidth, Γ =
√
Γ2ISB + Γ2SL, with ΓISB = 5 meV. Top axes label the wavelengths,
λmin (left colunm) and λmax (right column) to keep track of the spectrum variation
of <e(ε⊥)min and <e(ε⊥)max, respectively.
47
Chapter 2 Quantum metamaterial design
2.3.8. Alternative heterostructures for the quantum
metamaterial: In0.53Ga0.47As-In0.52Al0.48As
An alternative choice for the heterostructures in the QMM is In0.53Ga0.47As-
In0.52Al0.48As. Although generally harder to grow than the GaAs-AlGaAs struc-
tures, it offers different dynamics due to the intrinsic properties of the In0.53Ga0.47As
(the well) and In0.52Al0.48As (the barrier) materials. The background dielectric con-
stants are 12.15 and 10.23, respectively;[24] the effective mass of the well and bar-
rier is m∗w = 0.043me and m∗b = 0.072me, respectively; and the barrier energy
height is UB = 510 meV[34]. In comparison to the GaAs-based heterostructures,
the InGaAs-based ones have a smaller electron effective mass, larger background
dielectric constants, and a larger barrier height. The ISB transition energy is calcu-
lated using the non-parabolicity approximation (see sec. 2.1.3), with the energy gap
of In0.53Ga0.47As, Ew = 930 meV and In0.52Al0.48As, Eb = 1560 meV[54]. This is in
good agreement with measured values found in the literature[34].
Fig. 2.18 shows the response of the largest excursions of <e(ε⊥) for an InGaAs-based
QMM is discussed with respect to the controllable parameters - the QW and barrier
widths, the doping density and the ISB transition linewidth - as has been discussed
previously for the GaAs-based QMM in sec. 2.3.2 through to sec. 2.3.6. The response
of <e (ε⊥)max and <e (ε⊥)min to these parameters follows the same trend as with the
GaAs-based QMM, albeit smaller in magnitude and with a narrower <e(ε⊥) < 0
bandwidth.
Fig. 2.19 and Fig. 2.15 (b) give a good comparison between InGaAs- and GaAs-based
QMMs. Fig. 2.19 shows the <e(ε⊥)min (left) and <e(ε⊥)max (right) as a function of
the QW and barrier widths at a base ΓISB = 5 meV. The magnitude of <e(ε⊥)min
and <e(ε⊥)max are maximised approximately at dQW ' 7 nm and 7 nm . dB .
10 nm.
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Figure 2.18.: The largest excursions of <e (ε⊥) of an InGaAs-based QMM plotted
for: (a) varying doping levels, with dQW = dB = 10 nm and Γ = 5 meV; (b)
varying dQW with a fixed dB = 10 nm, a doping density such that EF = 0.9E12,
and inclusive of SL broadening with ΓISB = 5 meV; (c) varying dB with a fixed
dQW = 10nm, ND = 6 × 1018 cm−3 (such that EF = 0.9E21), and SL broadening
with ΓISB = 5 meV; and (d) varying 2Γ with fixed dQW = dB = 10 nm and ND =
6× 1018 cm−3 (again, such that EF = 0.9E21). The dashed line in (a), (c) and (b)
and the × in (b) represent the ISB transition energy, E12 (in wavelength).
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In comparison to GaAs-based QMM, the optimum region (i.e. the one where the
largest excursions of <e(ε⊥) are maximised) in the InGaAs-based QMM is shifted
to lower QW widths due to a higher energy barrier between the QWs, which reduces
quantum tunnelling (and thus reduces the SL broadening contribution). This in-
creased barrier energy height is also responsible for a higher ISB transition energy,
which means the optimum regime is shifted to shorter wavelengths. Experimentally
this could be beneficial when access to long wavelength IR light sources is limited.
However, the largest excursions of <e(ε⊥) are slightly lower in comparison to the
GaAs-based QMM.
Figure 2.19.: The largest excursions of <e (ε⊥), of an InGaAs-based QMM, for
simultaneously varying QW and barrier widths: <e(ε⊥)min (left) and <e(ε⊥)max
(right). Doping density is adjusted at every QW width such that EF = 0.9E12,
and SL broadening is included with ΓISB = 5 meV. (cf. Fig. 2.15 (b))
Another good comparison of the largest excursions of <e(ε⊥) between InGaAs- and
GaAs-based QMMs can be seen with Fig. 2.20 and Fig. 2.14. These figures show the
critical linewidth, ΓC , above which <e(ε⊥)min cannot be negative, for a varying (a)
doping density, (b) QW width and (c) barrier width. Fig. 2.20, for the InGaAs-based
QMM, show a lower ΓC for all cases, and therefore less tolerance to the linewidth
than the GaAs-based QMMs, due to a higher background dielectric.
In conclusion, the InGaAs-based QMM has the optimum conditions for largest ex-
cursions of <e(ε⊥) at lower wavelengths than the GaAs-based QMM. However, the
InGaAs-based QMM has a lower excursion magnitude, a narrower <e(ε⊥) < 0 band-
width, and less tolerance to linewidth broadening.
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Figure 2.20.: The critical linewidth, 2ΓC at FWHM, for InGaAs-based QMM, below
which <e(ε⊥) < 0 exists, for: (a) varying doping levels, expressed in percentage of
E12, with dQW = dB = 10 nm; (b) varying QW width with a doping density such
that the EF = 0.9E12 and dB = 10 nm; and (c) varying barrier width with a doping
density ND = 2.2× 1018 cm−3 (satisfying EF = 0.9E12). (cf. Fig. 2.14)
2.4. Summary of quantum metamaterial properties
This section summarises some of the key features of the QMM that were explored
in this chapter.
The QMM is built up of periodical semiconductor layers that are thin enough to
create QWs, confining the electron energy levels. Quantum mechanics is used to
describe the atomic-like ISB transitions between the confined electron states. The
array of QWs is then approximated as an effective anisotropic medium, with the
permittivity shown, for example, in Fig. 2.5. In the perpendicular direction, the
QMM’s permittivity ε⊥, is determined by quantum ISB transitions between the
ground and excited states, and is approximated by a Lorentzian lineshape. Whereas
in the parallel direction, the permittivity ε‖, is determined by the Q2DEG in the
plane of the well and is approximated by the Drude model.
Introducing a substantially high doping density to the system gives large excur-
sions in <e (ε⊥), such that the QMM exhibits <e (ε⊥) < 0 and an unusually high
<e (ε⊥), leading to the novel phenomena of negative refraction and super-resolution
respectively, which are discussed in the following chapters.
Optimising the QMM with respect to controllable parameters, such as the QW and
barrier widths, doping density and linewidth, have shown that the excursions in
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<e (ε⊥) are most sensitive to the linewidth, a factor that is notoriously difficult
to control during sample fabrication. Optimum combination for QW and barrier
widths have been revealed that maximise the excursions of <e (ε⊥), which will in
turn increase the strength of the novel phenomena.
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3. Modelling light propagation
This chapter details two methods used to model the propagation of light. The first is
analytical, based on the transfer matrix method. The second is numerical, based on
a finite-difference time-domain method. Both use Maxwell’s equations to model the
propagation of light through media, and both have advantages and disadvantages
which will be illuminated in this section.
Both methods can be used to find the absorption profile of the QMM. This chapter
also shows that the absorption is shifted away from the largest excursions of <e (ε⊥)
- where the novel phenomena such as super-resolution and negative refraction are
expected. This is because the QMM has two different physical mechanisms governing
ε⊥ and ε‖ - quantum mechanical and Drude, respectively.
The transfer matrix method I have written myself in MATLAB. Numerical simula-
tions are done using commercial software called Lumerical.
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3.1. Modelling plane wave propagation using the
transfer matrix method
The transfer matrix method is an analytical method that uses Maxwell’s equations
to model the propagation of a plane wave through planar structures. The analytical
method presented here is able to incorporate anisotropic media and a multilayered
structure. Reflectance and transmittance are calculated and used to deduce the
absorption for the QMM. The transfer matrix is quick and accurate, using only the
plane wave approximation and infinite lateral extent of planar structures. The ac-
curacy of this method is limited by the accuracy of the modelled material’s complex
permittivity.
Maxwell’s equations, in a medium where no current flows and no charge exists at
the boundary, (this is consistent with the QMM) are
∇ ·D = 0 (3.1)
∇ ·B = 0 (3.2)
∇∧ E = −∂B
∂t
(3.3)
∇ ∧H = ∂D
∂t
(3.4)
where B = µH is the magnetic field. For a uniaxially anisotropic material, like the
QMM, the wave equation gives four plane wave solutions that correspond to forward
and backward travelling, ordinary and extraordinary waves.[55] We need to find the
explicit form of the four plane wave solutions.
3.1.1. Four plane wave solutions in an anisotropic medium
Taking the curl of Maxwell’s equation (3.3) and using equation (3.4) gives the wave
equation
∇ ∧ (∇ ∧ E) = µ0ε0~ε∂
2E
∂t2
, (3.5)
where ~ε is the relative permittivity tensor as defined previously by equation (2.14) in
section sec. 2.2. Using the plane wave solution, exp [i (k · r− ωt)], the wave equation
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in momentum space is
k ∧ k ∧ E+ ω2µ0ε0~εE = 0, (3.6)
with wavevector k = βx + ξy+ γz, where ξ = 0 (considering y direction normal to
the plane of incidence) and β is the conserved quantity. The z component γ is then
the variable that can be determined by solving equation (3.6). With the optic axis
of the uniaxial anisotropic medium oriented in the z direction, as it is for the QMM,
equation (3.6) can be expanded to give

k20ε‖ − γ2 0 βγ
0 k20ε‖ − β2 − γ2 0
βγ 0 k20ε⊥ − β2


Ex
Ey
Ez
 = 0. (3.7)
A more general form of equation (3.7) is given in [55]. In this orientation of the
optic axis the ordinary wave corresponds to the transverse electric (TE) polarised
wave, and the extraordinary to the transverse magnetic (TM) polarised wave.1 To
find the non-trivial solutions the determinant of the matrix in equation (3.7) must
be set to zero, which gives a quartic equation in γ. It is possible to solve a quartic
equation, for example using Ferrari’s method[56], to find the four solutions:
γ1 =
√
k20ε‖ − β2 (3.8)
γ2 = −
√
k20ε‖ − β2 (3.9)
γ3 =
√
ε‖ε⊥ (k20ε⊥ − β2)
ε⊥
(3.10)
γ4 = −
√
ε‖ε⊥ (k20ε⊥ − β2)
ε⊥
, (3.11)
where γ1 and γ2 are the z components of k forming the forward and backward
travelling TE polarised wave, respectively, and γ3 and γ4 are the same but for the
TM polarised wave. Incidentally, Abel’s impossibility theorem states that polyno-
mial equations with degrees higher than a quartic do not have a general algebraic
solution.2
1For TE polarisation the electric field vector is parallel to the plane of interface, and for TM
polarisation the magnetic field vector is parallel to the plane of interface
2i.e. a general solution cannot be written down with basic arithmetic operations and radicals.
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3.1.2. Propagating through multilayered media
Maxwell’s equations (3.3) and (3.4) set the following continuity conditions at the
boundary between medium l − 1 and medium l
n ∧ (El − El−1) = 0 (3.12)
n ∧ (Hl −Hl−1) = 0, (3.13)
where n is the unit vector normal to the boundary. These continuity conditions can
be re-written as
Dl−1

A
(l−1)
1
A
(l−1)
2
A
(l−1)
3
A
(l−1)
4
 = Dl

A
(l)
1
A
(l)
2
A
(l)
3
A
(l)
4
 , (3.14)
where A is the magnitude of the E field and Dl is a 4 × 4 dynamical matrix for
material l. For the QMM, the dynamical matrix, DQMM , is given by
DQMM =

0 0 (k20ε⊥ − β2) /N − (k20ε⊥ − β2) /N
0 0 γ3k0ε⊥
cµ0N
−γ4k0ε⊥
cµ0N
1 1 0 0
− γ1
k0cµ0
− γ2
k0cµ0
0 0

, (3.15)
where N is the normalisation constant for p, the normalised unit vector of E (details
of how to get to DQMM can be found in sec.A.1).
At the next immediate boundary, between medium l and medium l+1, the continuity
equations can be written as
DlPl

A
(l)
1
A
(l)
2
A
(l)
3
A
(l)
4
 = Dl+1

A
(l+1)
1
A
(l+1)
2
A
(l+1)
3
A
(l+1)
4
 , (3.16)
where Pl is the propagation matrix within the medium l. Defining the positive z
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direction as the forward direction, Pl is given by
Pl =

exp
(
ik(l)1 · z
)
0 0 0
0 exp
(
ik(l)2 · z
)
0 0
0 0 exp
(
ik(l)3 · z
)
0
0 0 0 exp
(
ik(l)4 · z
)
 , (3.17)
where k(l)1 (k
(l)
3 ) and k
(l)
2 (k
(l)
4 ) are the wavevectors of the TE (TM) polarised light
traveling in the forward and backward direction, respectively, within the medium l.
The propagation matrix is unitary, and thus P−1l = P ∗l , where P ∗l is the complex
conjugate transpose of Pl.
0 1 2 1 L-1 LL-2
...
A
B
C
Figure 3.1.: A multilayered sys-
tem consisting of (L− 1) /2 peri-
odically layered media, 1 and 2,
bounded by medium 0 and L at
each end. A is the incident wave,
B is the reflected wave, and C is
the transmitted wave through the
entire system.
Considering L number of boundaries, as depicted in Fig. 3.1, the relation between
the first medium, l = 0, and the last medium, l = L, can be written as

A
(0)
1
A
(0)
2
A
(0)
3
A
(0)
4
 = D
−1
0
(
L−1∏
l=1
DlP
−1
l D
−1
l
)
DL

A
(L)
1
A
(L)
2
A
(L)
3
A
(L)
4
 , (3.18)
or alternatively, taking into account the non-commutative nature of the matrices, it
can be written as
A
(L)
1
A
(L)
2
A
(L)
3
A
(L)
4
 = D
−1
L
 1∏
l=L−1
DlPlD
−1
l
D0

A
(0)
1
A
(0)
2
A
(0)
3
A
(0)
4
 . (3.19)
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3.1.3. Calculating transmittance and reflectance
The reflected and transmitted components of a multilayered system can be deduced
by solving the four components in equation (3.19). For clarity we define M ≡
D−1L
 1∏
l=L−1
D−1l PlDl
D0 and rename the electric field magnitudes of the TE wave
as A(0)1 = ATE = 1 for the incident, A
(0)
2 = BTE for the reflected, A
(L)
1 = CTE for the
transmitted, and A(L)2 = 0 since there is no reflected wave in the final medium; and
similarly for the TM wave. Equation (3.19) then becomes

CTE
0
CTM
0
 =

M11 M12 M13 M14
M21 M22 M23 M24
M31 M32 M33 M34
M41 M42 M43 M44


ATE
BTE
ATM
BTM
 . (3.20)
The matrix M can be simplified further. Since the QMM is an uniaxial anisotropic
medium, with its optical axis along the z direction, and all other materials will be
isotropic, there is no intermixing of the polarisation states. Therefore M13 = M14 =
M23 = M24 = M31 = M32 = M41 = M42 = 0. Solving this simplified matrix gives
the reflected E-field amplitudes
BTE = −M21
M22
ATE, (3.21)
BTM = −M43
M44
ATM, (3.22)
and the transmitted E-field amplitudes
CTE =
(M11M22 −M12M21)
M22
ATE, (3.23)
CTM =
(M33M44 −M34M43)
M44
ATM. (3.24)
To get the H-field amplitudes one simply multiplies the E-field amplitudes by |q|,
as detailed in sec. A.1. The same process can be repeated on equation (3.18) the
results of which are detailed in [55].
For both TE and TM waves, the reflectance is given by the square of their respective
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reflected E-field amplitudes,
Ri = |Bi|2, (3.25)
where subscript i is TM or TE. Reflectance only has meaning if the medium in
which B is calculated is non-absorbing, for example air. Furthermore, if the output
material is also non-absorbing, a transmittance can be defined by
Ti =
√
εL cos (θL)√
ε0 cos (θ0)
|Ci|2, (3.26)
where √ε0, √εL, θ0 and θL must be real, with θ0 as the incident angle in medium 0
and θL is the transmitted angle in medium L. The factor
√
εL cos (θL) /
√
ε0 cos (θ0)
accounts for the difference in phase velocity and is derived from the left-and-right
incidence theory[55].
3.1.4. Modelling absorption of the quantum metamaterial using
the transfer matrix method
Minimising the absorption in the QMM is key to improving the quality and use-
fulness of novel effects such as negative refraction and super-resolution. Thus it
is important to quantify the absorption. It will also be used to characterise the
fabricated samples (see chapter 6 for details).
For electric fields polarised in the z direction (the direction perpendicular to the
interfaces and the QW planes), the absorption is governed by the Lorentzian ISB
transition, α⊥ = =m (k⊥) where k⊥ ≡ |γ3| = |γ4|, as given by equation (3.10). In
the x and y directions (parallel to the interface and QW planes) the absorption is
governed by the Drude response, α‖ = =m
(
k‖
)
where k‖ ≡ |γ1| = |γ2|. Together,
α⊥ and α‖ give a full description of the absorption of the QMM. However, the
wavevectors γ are not directly measurable. The measurable quantities that are
available experimentally are the reflectance, R, and transmittance, T , and hence
the effort to calculate them in the first place. Using an incident TM polarised wave,
the absorption can be extracted from RTM and TTM (assuming the QMM is the only
absorbing material in the system) using the relation
TTM = (1−RTM) exp [−αTMd] , (3.27)
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where d is the thickness of the QMM, and the αTM absorption for a TM wave is
given by
αTM (θ) = 2×
(
α⊥ (θ) + α‖ (θ)
)
, (3.28)
for an incident angle θ. In the case of a TE wave, the absorption is given by
αTE = 2× α‖, as is expected of an isotropic medium with ε‖ in all directions.
The QMM is highly dichroic as the dielectric response is dependent on the polarisa-
tion of incident light. The absorption due to the ISB transition is experienced only
for TM waves, which have a non-zero electric field component parallel to the dipole
moment of the ISB transition.
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Figure 3.2.: The absorption for a TM wave incident at θ = 45◦ of a GaAs het-
erostructure QMM with QW width dQW = 8.5nm, barrier width dB = 10nm, dop-
ing density ND = 3.1× 1018cm−3, an ISB transition linewidth with SL broadening
and with ΓISB = 4 meV. The dielectric response, including the real and imaginary
parts of ε⊥ and ε‖, is also plotted on the same graph. =m (ε⊥) is shifted from αTM
due to equation 3.10.
The absorption of the QMM with a TM wave incident at an angle of 45◦ is shown in
Fig. 3.2; the dielectric response of the QMM is also shown in the same figure. The
baseline of the absorption follows the Drude model, on top of which is the Lorentzian
absorption lineshape due to the ISB transition. The ISB absorption peak coincides
with the E12 transition energy, as calculated using quantum mechanics in sec. 2.1.
In comparison to ISB absorption peak, the peak of the =m (ε⊥) is red-shifted. The
fact that the peaks of αTM and =m (ε⊥) do not coincide is due to the anisotropy of
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the system and can be explained with the TM roots of wavevector
γ3 =
√
ε‖ε⊥ (k20ε⊥ − β2)/ε⊥ .
The shift due to the anisotropy, governed by γ3, alongside the decoupling of ε⊥ and
ε‖ (due to the quantisation and the Q2DEG as discussed in sec. 2.2.2), reduces the
overall absorption experienced at the largest excursions of <e (ε⊥), and is expected
to enhance the novel phenomena of negative refraction[26] and super-resolution[27],
compared to its non-quantum predecessors.
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3.2. Simulating light propagation using the
finite-difference time-domain method
Although the transfer matrix method is fast and accurate, it is limited to plane
waves and planar structures. On the other hand, the finite-difference time-domain
(FDTD) method is much more versatile. It can propagate Gaussian beams, which
will be necessary for simulating negative refraction in the near-field in chapter 4;
and can simulate propagation of light through 3D geometrical structures, which will
be necessary for modelling super-resolution in chapter 5.
Just like the transfer matrix method, in a single simulation run the FDTD is capable
of calculating the fields for a band of frequencies. It is therefore the desired numerical
method to use with the QMM’s spectrally varying permittivity - as opposed to a
finite-difference frequency-domain method, which only covers a single frequency per
simulation.
All FDTD simulations in this thesis were done with a software package purchased
from the company Lumerical. The source code of the programme is not publicly
available, thus the exact execution method of the FDTD method is unknown. What
follows is a brief introduction to FDTD at a basic level; enough to get an idea of its
advantages and limitations. A more detailed treatment of FDTD can be found in
[57].
This section focuses on four central parts of the FDTD method. We start off with
the main calculation loop of the algorithm. Then a description of how the fields are
defined on the spatial grid, which is enclosed by the simulation boundaries. Then
the source is discussed, which can be a plane wave or a Gaussian beam (or something
more complex) that propagates within the region defined by the simulation bound-
aries. Lastly, we discuss how meaningful data can be extracted from the simulation
by using monitors to give near-field and the far-field images.
3.2.1. Finite-difference algorithm of the main calculation loop
Numerical calculations require any fields to be sampled at discrete points, in all
dimensions - temporal and spatial in the case of Maxwell’s equations. Consider
for now, only the temporal function of the B field sampled at discrete points ∆t
apart. Using the central finite difference approximation it is possible to define the
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derivative of the function on the discrete grid
∂B
∂t
∣∣∣∣∣
t+ ∆t2
∼= Bt+∆t −Bt∆t . (3.29)
Crucially, the derivative exists at the central point t + ∆t2 , between the points on
which the B field is defined. Using ∇ ∧ E = ∂B
∂t
with equation (3.29) implies that
∇∧E, and therefore E, exists at the point t+ ∆t2 on the temporal grid. Using the
constitutive relations B = ⇀µH and D = ⇀εE, where ⇀ε and ⇀µ are tensors, it can be
seen that E & D and H & B are staggered in time; i.e. E & D exist at the points
t, t+ ∆t, t+ 2∆t, · · · , whilst H & B exist at the points t+ ∆t2 , t+ 3
∆t
2 , t+ 5
∆t
2 ,· · · . Maxwell’s equations are approximated on the numerical grid as
(∇∧ E)|t =
Bt+ ∆t2 −Bt−∆t2
∆t , (3.30)
Ht+ ∆t2 =
⇀
µBt+ ∆t2 , (3.31)
(∇∧H)|t+ ∆t2 =
Dt+∆t −Dt
∆t , (3.32)
Dt+∆t =
⇀
εEt+∆t. (3.33)
These can then be rearranged to form update equations for the H field at the point
t+ ∆t2
Ht+ ∆t2 = Ht−∆t2 +
∆t
⇀
µ
(∇∧ E)|t , (3.34)
and for the E field at the point t+ ∆t
Et+∆t = Et +
∆t
⇀
ε
(∇∧H)|t+ ∆t2 . (3.35)
The staggered E and H fields form the basis for the sequential time stepping algo-
rithm in the FDTD method. Starting with E at time t equation (3.34) tells us how
H evolves from t− ∆t2 to t+
∆t
2 . Then we use equation (3.35) to update E at time
t+ ∆t. Then again we use equation (3.34) to update H and continue the cycle.
At a basic level this is the main calculation loop of the time stepping algorithm of the
FDTD: solving Maxwell’s equations at a particular instant in time, and then at the
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next discrete instant in time, and the next, and so on. Each time step is calculated
for all spatial points on the grid simultaneously and therefore it is possible to watch
the fields of the entire system evolve over time. At the end of the simulation we
can watch a movie of the fields evolving with time, which can aid our intuitive
understanding of the setup.
The coefficients ∆t⇀
µ
and ∆t⇀
ε
in equations (3.34) and (3.35) are known as the update
coefficients. ⇀ε and ⇀µ can be any tensor, and thus can define almost any linear
and non-linear material. Linear ⇀ε and ⇀µ are independent of the fields, so do not
change with time, in which case the update coefficients only need to be calculated
once before the main loop. This greatly reduces the computational run-time of the
simulation. Non-linear materials, such as ones exhibiting the optical Kerr effect for
example, do have a field dependence. In this case the update coefficients will be time
dependent and will have to be calculated within the main loop. Such computations
are very lengthy and can take days - fortunately the QMM is a linear material.
3.2.2. Maxwell’s equations within the unit cell on a spatial grid
Just as in the temporal domain, the fields must also be defined at discrete points
in space. There are different ways that E and H fields can be placed on a three
dimensional unit cell. One way, for example, could be to place all the fields co-located
at one point on the cell. However, it is much more convenient in the long-run to
use the Yee cell[58] arrangement, where all the components are staggered in space
as shown in Fig. 3.3.
In the simplest case, ⇀ε and ⇀µ tensors are linear, and their off-diagonal terms are zero.
With the Yee cell configuration, if ⇀ε and ⇀µ are staggered in the same manner as the
fields, then Maxwell’s numerical divergence equations are automatically satisfied.
For instance, ∇ ·
(
⇀
εE
)
= 0 is exists at one point on the Yee cell (the origin)
even though it has three components of differentiation, as the derivative is defined
half a grid point away from the original field (see equation (3.29)). The Yee cell
arrangement also represents an elegant way of approximating the curl of Maxwell’s
equations: for example the x-component of ∇ ∧ E, given by ∂Ez
∂x
− ∂Ey
∂z
= µxxHx,
can be approximated using the central finite difference scheme by
Ei,j+1,kz − Ei,j,kz
∆y −
Ei,j,k+1y − Ei,j,ky
∆z = µ
i,j,k
xx Hi,j,kx , (3.36)
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Ez
EyEx
Hy Hx
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Figure 3.3.: The arrangement of E and H fields on a Yee cell, at a general (i, j, k)
position on the grid. The E fields are defined at the centre of the edges of the
cube, for example, Ez is at
(
i, j, k+(k+1)2
)
on the Yee cell. Similarly, the H fields
are defined at the centre of the face pointing into the cell, for example, Hz is at(
i+(i+1)
2 ,
j+(j+1)
2 , k
)
on the Yee cell.
where j + 1 and k + 1 denotes the adjacent grid point in the y- and z-direction,
respectively. Both terms on the left-hand side and the term on the right-hand
side of equation (3.36) exist at the same point. This is true for all components of
Maxwell’s curl equations, provided that ⇀ε and ⇀µ are linear and their off-diagonal
terms are zero.
The Yee cell arrangement is not without it’s consequences. Since the E and H fields
are staggered they will be out of phase and will need to be interpolated on to the same
point to be extracted as a measurement. The components of ⇀ε and ⇀µ tensors will also
be staggered in the same way as E and H, respectively. And, if we are to consider
non-zero off-diagonal terms in the tensors then
(
⇀
µH
)
· xˆ = µxxHx + µxyHy + µxzHz
(and similarly the other components of ⇀µH and ⇀εE) are not defined at the same
point on the Yee cell. It is then necessary to interpolate the terms with the off-
diagonal components to one point on the Yee cell; for linear tensors this can be done
prior to the main loop of the simulation.
Consequently, there will be numerical dispersion as the interpolation error will never
be zero, and the speed of light will be affected. Generally, the higher the grid
resolution the smaller the numerical dispersion. On the Yee cell the numerical
dispersion is slightly anisotropic, as waves travelling along the diagonal of the cell
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experience less numerical dispersion.
The Lumerical FDTD programme is capable of implementing non-uniform mesh
environments in order to reduce computational time and to reduce random access
memory requirements. Lumerical automatically configures the non-uniform grid to
minimise numerical dispersion. However, as a rule of thumb, the difference between
the size of the smallest and largest gird cell should not be larger than a factor of 10
in any direction, to keep the numerical dispersion to a minimum.
At a boundary between two media the Yee cell must be assigned to either one of the
two media. The discretised boundary cannot account for variations smaller than
the size of the cell. This is mostly a problem for curved boundaries, which will
result in a staircase structure. To sample a curved boundary would require a high
grid resolution. Lumerical FDTD uses various meshing algorithms to increase the
sampling accuracy at the boundaries without using higher grid resolution. One of
these methods is based on the Yu-Mittra algorithm[59] that uses a non-volumetric
average of the permittivity, ε, only in the direction along the edges of the Yee cell
which cut across the boundary. This particular method can be used with dielectric
materials with a similar ε; the bigger the difference in ε between the two media the
greater the numerical error.
The Yu-Mittra averaging method is not applicable to boundaries between metals
and dielectrics, due to the big difference in ε. For metal-dielectric boundaries the
method is based on the contour integral form of the Yu-Mittra algorithm. The
Lumerical programme uses a slight extension of this algorithm to include arbitrarily
dispersive media.
3.2.3. Simulation boundaries
Of course, a finite simulation region needs to be defined and enclosed by boundaries.
The grid point at the boundary has only one neighbouring point. This is problematic
for a central finite difference method, which, to be able to approximate the numerical
derivative, needs to know values either side of that grid point. Since no grid point
exists on the outer side of the boundary, a numerical boundary condition needs to
be defined.
There are several types of boundary conditions used in Lumerical FDTD: periodic,
Bloch and Dirichlet. Periodic boundary condition can be used in the dimension
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in which both the fields and structure are periodic. For example, a plane wave at
normal incidence to a periodic structure can have periodic boundaries perpendicular
to the normal. Periodic boundary conditions are not suitable for angular incidence.
Instead Bloch boundaries are used for non-normal incidence, which accounts for the
phase shift across the boundary due to the angular incidence. The periodic and
Bloch boundaries extend the structure and fields to infinity in the chosen direc-
tion(s).
Dirichlet boundary conditions set the value of the fields outside the boundary to
zero. The Dirichlet boundary condition can be used in two ways: first as a perfect
metal, which confines the fields and the structure within and allows no energy to
escape in the chosen direction(s). The second way Dirichlet boundary conditions
can be used is in conjunction with a Perfectly Matched Layer (PML) to mimic free
space. The PML region imitates the fields going out to infinity by absorbing them
and not reflecting them back into the simulation region. This combination allows
for a finite structure to be simulated in what is effectively free space. This type of
boundary is the most versatile, in terms of being able to support arbitrary fields
and structures (not just periodic), and it pays off to look into it in more detail.
The PML is a region immediately before the numerical Dirichlet boundary that has
two functions: the first is to stop fields reflecting back into the simulation region,
which would otherwise cause undesirable and unrealistic effects; and second, to
absorb the fields such that at the numerical boundary they are close to zero, to
approximately satisfy the Dirichlet boundary condition.
An example of how a PML region can be formed is given in sec. A.2. Whilst the
exact Lumerical’s PML method is not known, some practical aspects of using the
programme need to be mentioned. In practice, there will always be some reflections
from the PML. For a greater incident angle it is necessary to increase the thickness
of the PML region to absorb the fields and keep the reflections low. It is also
normal practice to extend dielectric structures and perfect electrical conductors
(PEC), through the PML region, whilst keeping metallic structures at least half
a wavelength away from the PML to reduce interactions with the evanescent fields.
Metallic in this sense refers to any material with a negative permittivity within the
wavelength range of the simulation. Periodic and Bloch boundaries have no such
restrictions, but the structures (including the source) must be extended through the
boundary.
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3.2.4. Defining the pulsed source
To simulate the propagation of light, it is necessary to inject a wave pulse into the
grid. One way to input a directional pulse is by dividing the grid into two regions:
a total-field region and a scattered-field region, as shown in Fig. 3.4. The boundary
between these two regions is where the pulse will be injected into the simulation as,
for example, a plane wave or a Gaussian beam. The scattered-field region is called
thus because it only experiences the scattered/reflected field.
Scattered
Field
Total
Field
Source
z
x
y
Figure 3.4.: 2D example of a simulation region bounded by PMLs. The source is
injected down into the negative z direction. Above the source is the scattered-field
(where only reflections propagate), and below the source is the total-field.
At the boundary between the total-field and the scattered-field regions, the update
equations for E andH fields need to be adjusted to be consistent within the redefined
regions, as the curls of the fields, ∇∧E and ∇∧H have derivatives that reach across
to the adjacent Yee cells.
Considering a wave injected in the z-direction, as shown in Fig. 3.4, it is the z-
derivatives of ∇ ∧ E that reach across the scattered-field total-field boundary. The
xˆ and yˆ components of ∇ ∧ E on the Yee cell on the scattered-field side are given
by
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∇∧ E · xˆ| = Ez|
i,j+1,k
t − Ez|i,j,kt
∆y −
[
Ey|i,j,k+1t
]
− Ey|i,j+1,kt
∆z
∇∧ E · yˆ| =
[
Ex|i,j,k+1t
]
− Ex|i,j,kt
∆z −
Ez|i+1,j,kt − Ez|i,j+1,kt
∆x
, (3.37)
where the superscript k terms are on the scattered-field side, and the k + 1 terms
(highlighted by square brackets) are on the total-field side. Therefore, source cor-
rection terms, +
Esourcey
∣∣∣i,j,k+1
t
∆z and −
Esourcex |i,j,k+1t
∆z , need to be added to the xˆ and
yˆ components of ∇ ∧ E, respectively. A similar H field correction for the source
needs to be added to the the xˆ and yˆ components of ∇ ∧H on the total-field side
that reach across to the scattered-field side. And of course the H fields are a half
time step, ∆t2 , from the E fields so interpolation is needed. Collectively, the source
correction terms define the source in the simulation, which can be a plane wave,
Gaussian beam, or any user defined custom source.
Figure 3.5.: FDTD injects a source, with a
broadband spectrum, with one constant in-
plane wavevector (dashed blue line), for all fre-
quencies. The user defined angle, θc, is set to
the central frequency, fc. The injection an-
gle for frequencies either side of the central
frequency will change to compensate for the
change in frequency (as the in-plane wavevector
is one constant value defined by the central fre-
quency). The user defined maximum, fmax, and
minimum, fmin, frequencies, will have a smaller
and larger injection angle, respectively.
When injecting a pulsed source at an oblique angle, only the in-plane wavevector is
conserved, as shown in Fig. 3.5. The FDTD simulations are inherently broadband
(which is discussed next in sec. 3.2.5), and in Lumerical FDTD, for a broadband
source, the incident angle, θc, is defined with respect to the central frequency, fc.
Therefore, as the in-plane wavevector is constant, the real injection angle, θ (f), will
change as a function of frequency, f , given by
sin (θ (f)) = fc sin (θc)
f
. (3.38)
To calculate the far-field quantities, such as reflectance and transmittance, for a
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range of angles and frequencies, the frequency dependence of the incident angle
needs to be corrected for.
3.2.5. Extracting the steady state fields
With FDTD simulations the steady state near- and far-fields can be extracted by
usingmonitors. The E andH fields are calculated at every grid point simultaneously
with a time stepping algorithm. So each individual grid point can be used as a
monitor by keeping track of the fields through all time steps.
A pulsed source injected into the simulation defines the frequency band of the sim-
ulation, by the Fourier transform relations. The source’s pulse length defines the
minimum frequency that can be simulated, whilst the time stepping interval, ∆t,
defines the largest frequency by the Nyquist sampling theorem. The clear advantage
of a FDTD algorithm is that in one simulation run it is possible to calculate the
steady state fields for a broad range of frequencies.
An injected pulse will propagate through the grid, bouncing around in the simula-
tion region (not reflecting off the PML but rather off the material in the simulation
source
time frequency
PML
sample
reflection
monitor
transmission
monitor PML
FFT
Figure 3.6.: Schematic of a 1D FDTD simulation, with a source, PML boundaries,
a material sample, and two monitors. The blue arrows give an example of how the
beam will propagate, showing multiple reflections of the sample boundaries. The
bottom left plot shows the temporal ringing effect of the fields at the monitor grid
point due to the multiple reflections. By doing a FFT static-field can be found at
that monitor point for all simulated frequencies (bottom right plot).
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region) and passing across each individual grid point a number of times, each time
decreasing with amplitude. This will create a temporal ringing effect at the mon-
itoring grid point, as shown by a simple one dimensional example in Fig. 3.6. The
time stepping algorithm, needs to run for long enough so that the energy has left
the simulation region, reducing the ringing amplitude to near-zero. If the material
being simulated is particularly resonant, the ringing will decay more slowly and the
overall simulation time will need to be increased to account for these transient fields.
The fields that are not absorbed by the model will exit the simulation through the
PML boundaries. Reflection from PMLs should be avoided as they will introduce
artificial ringing, which will affect the final results.
A Fast Fourier Transform (FFT) is used to calculate the steady state field profiles,
by transforming the monitor data from the time domain into the frequency domain.
The Fourier transform of a field, F , in discretised form is
F˜ (f) = FFT(F ) =
M∑
m=1
F (m) e−i2pifm∆t∆t = ∆t
M∑
m=1
F (m)
(
e−i2pif∆t
)m
, (3.39)
where F˜ (f) is the field at a grid point at a frequency f ; F (m) is the field at a grid
point at the time step m; M is the total number of time steps of the algorithm. By
taking m out of the exponential, the exponential can be calculated prior to the main
loop in one go.
To reduce the computational memory resources the individual field values are not
kept, but rather used to update the FFT at every iteration to give the full summation
up to M at the output of the main loop. The steady state field profile throughout
the grid can be visualised for a band of frequencies with a single efficient simulation
run. However, it is important to remember that the E and H fields need to be
interpolated onto a common point in space and in time for each grid cell.
3.2.6. Modelling absorption of the quantum metamaterial using
the FDTD method
As an example, the FDTD method is used here to calculate the absorbance of a
QMM, similar to what was done in sec. 3.1.4 with the transfer matrix method.
Fig. 3.7 (a) shows a 2D FDTD simulation setup to measure the absorbance of the
QMM. The reflectance and transmittance monitors extract RTM and TTM, respec-
71
Chapter 3 Modelling light propagation
Reflectance Monitor
QMM
B
lo
c
h Blo
c
h
GaAs
(a)
Transmittance Monitor
Plane Wave Source
5 10 15 20
0
10
20
λ [µm]
ε
ℜe(ε
||
)
ℑm(ε
||
)
ℜe(ε
⊥
)
ℑm(ε
⊥
)
α
TM
(45
°
)
0
100
200
α
[m
m
1
]
(b)
Figure 3.7.: (a) Simulation setup to measure reflectance and transmittance of a
QMM - same QMM parameters as in Fig. 3.2 with a thickness of QMM is 2µm.
A plane wave source and lateral Bloch boundary conditions are used for oblique
incidence. Because of the broadband angle injection, as discussed in sec. 3.2.4,
multiple simulations are needed with varying θc. (b) Absorption for 45◦ incident
angle, as calculated by the FDTD method, employing the angular correction with
equation (3.38). This figure is intended for comparison with Fig. 3.2, which uses the
transfer matrix method for calculating the absorption for an identical structure.
tively, which are used in equation (3.27) to calculate absorbance, αTM. Bloch bound-
ary conditions are used with a plane wave incident at angle, θc, and the material
slabs are effectively of infinite extent (as it is with the transfer matrix method). The
QMM’s anisotropic permittivity, as given by equation (2.24), is imported into the
FDTD simulation.
Due to the frequency dependence of the real incident angle, outlined in sec. 3.2.4,
multiple simulations are needed to get the spectral absorption for one angle. The
data from the multiple simulations needs to be interpolated using equation (3.38)
to get the real incident angle for all frequencies. The absorbance, αTM, for the
same QMM parameters as considered in sec. 3.1.4, is shown in Fig. 3.7 (b). In com-
parison to Fig. 3.2, both figures show the absorption peak at the same wavelength.
However, for far-field calculations, the FDTD method is slightly less accurate and re-
quires more computational resources and time, in comparison to the transfer matrix
method.
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3.2.7. Comparison between FDTD and the transfer matrix
methods
FDTD is slow and can be prone to numerical anomalies, but the transfer matrix
method is quick and the accuracy is limited by the material’s permittivity definition.
Reflection and transmission measurements are relatively accessible experimentally
and can be used to characterise the real QMM samples. Theory can be fitted to the
experimental data much easier using the transfer matrix method, which can then be
used to determine the permittivity of the grown QMMs, as is presented in chapter 6.
This is in fact the most useful aspect of the transfer matrix method for the work of
this thesis.
The FDTD method can simulate almost any 2D or 3D geometrical structure, which
is imperative for simulating any sort of devices, such as a mask for super-resolution
experiments in the near-field (see chapter 5). It is also capable of injecting Gaussian
beam. One of the benefits of injecting a beam is that it would allow the visualisation
of negative refraction in the near-field (see chapter 4).
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4. Negative refraction: theory and
simulations
In this chapter the negative refraction properties of the QMM are investigated, in
the spectral region where ε⊥ < 01. At first the the hyperbolic nature of the QMM is
discussed - for an anisotropic medium with ε⊥ < 0 and ε‖ > 0 the dispersion relation
is hyperbolic, and the anisotropic medium is capable of exhibiting negative refrac-
tion. This property is examined in detail theoretically, with FDTD simulations,
showing negative refraction in the QMM (when ε⊥ < 0). Some possible methods of
measuring negative refraction are discussed.
Secondly, a QMM waveguide with ε⊥ < 0 and ε‖ > 0 is considered, promising
propagating waveguide modes with an effective negative refractive index - essentially
a negative index material (NIM) but without the need for a negative µ. NIMs are
capable of exhibiting novel phenomena such as super-resolution. FDTD simulations
show propagating modes with an effective negative refractive index in the QMM
waveguide (in the spectral region where ε⊥ < 0).
1Throughout this chapter when referring to ε⊥ and ε‖, which are complex numbers, I will be
implicitly referring to the real part, unless explicitly stated otherwise.
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4.1. Negative refraction in anisotropic media
To begin with, it is important to distinguish between the terms negative refraction
and a negative index material (NIM). The former relates only to the switch in di-
rection of propagation of light, with respect to the surface normal, at the boundary
between two media, whereas the latter encompasses negative refraction with other
phenomena, including evanescent wave amplification, sub-wavelength focusing, and
negative Doppler shift. It is possible to achieve negative refraction without needing
a NIM. For example, negative refraction can be observed, at certain incident angles
(not all), at the boundary between air and a positive uniaxial crystal (who’s optical
axis is oriented at a non-zero angle to the interface normal)[60, 61]. In this section
we focus on negative refraction in an uniaxially anisotropic material (the QMM in
a spectral range when ε⊥ < 0 and ε‖ > 0) with a hyperbolic dispersion relation
- commonly known in literature as hyperbolic metamaterials. Other than negative
refraction[24, 62], hyperbolic metamaterials have been used to demonstrate such phe-
nomena as super-resolution[22, 23, 63, 64], beam splitting[65] and focusing[62, 66] as
well as being used in other interesting research topics[18] such as heat transport[67]
and analogue cosmology[68, 69, 70].
4.1.1. Hyperbolic metamaterials: an introduction
A uniaxial anisotropic medium is capable of propagating two types of waves: or-
dinary - where the wave experiences only ε‖ (where the E-field is strictly in the
same direction as ε‖; for the QMM this is the xy-direction), and extraordinary -
where the wave experiences both ε‖ and ε⊥ (where the E-field has components in
the direction of ε‖ and ε⊥; for the QMM this is the xy- and z-direction respectively).
When the optical axis2 of the uniaxial anisotropic medium is parallel to the interface
plane, TE and TM polarised waves propagate as ordinary and extraordinary waves,
respectively. The isofrequency dispersion relation for a TM wave is thus
k2‖
ε⊥
+ k
2
⊥
ε‖
= k20, (4.1)
where k‖ is the wavevector in the xy direction, parallel to the interface plane; k⊥ is
the wavevector (of the TM wave) in the z direction, perpendicular to the interface
2The optical axis is the direction in which the wave propagates as an ordinary wave only.
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plane; and k0 = 2pi/λ is the magnitude of the incident wavevector. When both ε‖
and ε⊥ are positive the dispersion relation takes on the form of an ellipse. However,
in the case when either one is opposite in sign to the other the dispersion relation
becomes hyperbolic[71].
The QMM itself is a uniaxial anisotropic medium with dielectric response of ε‖ and
ε⊥ in the xy- and z-direction, respectively. In the spectral region where ε⊥ < 0 and
ε‖ > 0 the QMM becomes a hyperbolic metamaterial capable of showing negative
refraction, as seen in Fig. 4.1.
k
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/k
0
(a) (b)
ki
kt
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Si
air airhyperbolic metamaterial
ε
┴
air
hyperbolic 
metamaterial
Figure 4.1.: (a) The isofrequency dispersion curve of air (gray) and a hyperbolic
metamaterial (turquoise). ki and kt are the incident (air) and transmitted (hy-
perbolic metamaterial) wavevectors, respectively. Si and St are the incident and
transmitted rays, which define the direction of energy travel. St is negatively re-
fracting with respect to Si. (b) The ray directions, for a range of angles, showing
negative refraction through a hyperbolic metamaterial. Due to the angular depen-
dence of negative refraction, the focus is blurred.
An isofrequency hyperbolic dispersion is plotted in Fig. 4.1 (a) and shows the direc-
tion of the wavevector, k, and the Poynting vector, S. The wavefronts travel in the
direction of k, and energy transfer is in the direction of S. The dispersion relation
for an isotropic medium is a circle with a radius |ki|, on which ki and Si are parallel.
Whereas, for an anisotropic medium, with either elliptical or hyperbolic dispersion,
kt and St are not parallel (except at normal incidence), and the wavefronts travel
at an angle to the energy transfer.
Consider a plane wave, ki, incident at an angle θi from an isotropic material onto
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an anisotropic hyperbolic material, as given by equation (4.1) with ε⊥ < 0. The
wavevector parallel to the interface plane, β ≡ k‖ = ki sin(θi), is continuous. Fig. 4.1
(a) shows this in k-space, where the k and S of both media are given at the point
where their dispersion relations cross the vertical line of k‖ = ki sin(θi). The incident
and transmitted wave energies, Si and St respectively, can be seen to negatively
refract.
Fig. 4.1 (b) exemplifies the negatively refracted rays in a QMM with ε⊥ < 0 and
ε‖ > 0. This type of negative refraction is not the same as observed in NIMs.
Firstly, it will not amplify evanescent waves. Secondly, due to anisotropy, the E field
vector of the TM polarised wave will experience a different combination of ε‖ and
ε⊥ at different angles. This makes negative refraction in a hyperbolic metamaterial
dependent on incident angle, as depicted in Fig. 4.1(b).
Using Fig. 4.1(b), it is possible to expand on the angular dependence of negative
refraction. The direction of S is perpendicular to the gradient of the isofrequency
dispersion curve[72] (see sec. A.3 for explanation), and as such, at different incident
angles the transmitted rays will negatively refract with different strengths. This also
leads to a stretched focus[62], as can be seen in Fig. 4.1(b).
The hyperbolic dispersion relation is indefinite (or open) due to the infinite extent of
the hyperbola along the asymptotes, k⊥ = ±
√
ε‖
ε⊥
k‖. An indefinite dispersion allows
the hyperbolic metamaterial to propagate waves with infinitely high wavevector.
This is not possible for a material with a closed dispersion curve, such as a circle
or ellipse, where waves with a wavevector larger than the extent of the dispersion
curve become evanescent. In essence, what the hyperbolic metamaterial is able to
do is turn all evanescent waves into propagating waves[73], and this phenomenon
has been utilised to achieve sub-wavelength imaging in the far-field[22, 74]. More
on this topic is can be found in chapter 5.
4.1.2. Negative refraction in quantum metamaterials using the
transfer matrix method
In the spectral region where ε⊥ < 0 and ε‖ > 0 the QMM acts as a hyperbolic meta-
material capable of exhibiting negative refraction in the manner described above.
Considering realistically achievable parameters for the design of the QMM (such
as the doping density, linewidth, and others, as discussed in sec. 2.3), it is possible
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to achieve negative refraction. The QMM promises negative refraction with lower
absorption than seen previously in other hyperbolic metamaterials[24, 26]. The re-
duced absorption is due to anisotropy and quantisation in the QMM (as discussed
throughout chapter 2). The absorbing components shift away from the region where
ε⊥ < 0, thereby reducing the loss experienced by the light travelling through the
QMM.
Using the transfer matrix method, as outlined in sec. 3.1, it is possible to calculate
the Poynting vector, S = E∧H, within the QMM. Fig. 4.2(a) shows the x-component
of the TM wave’s Poynting vector, Sx, in the QMM, parallel to the plane of interface.
Sx changes from positive to negative when ε⊥ goes from positive to negative. In the
spectral region where Sx is negative the incident light is negatively refracting.
The QMM’s absorption can be characterised using the Figure of Merit, FOM =
<e (kTM) /=m (kTM), which is a measure of the propagation vs loss in a material -
the higher the FOM, the better the material. The FOM has been used previously to
characterise materials exhibiting negative refraction[24]. It can be calculated using
the transfer matrix method, and Fig. 4.2 (b) shows the FOM as a function of wave-
Figure 4.2.: (a) The x component of the Poynting vector, Sx (solid blue line), is
shown for light incident on a QMM at 60◦ to the surface normal. Sx goes neg-
ative (i.e. flips direction) when <e (ε⊥) (dashed green line) becomes negative.
(b) The figure of merit, FOM, is shown for the QMM at three angles: 0◦, 45◦,
and 60◦ to the surface normal. The QMM considered is (a) and (b) is designed
from GaAs/Al0.3Ga0.7As heterostructures (using the material properties given in
sec. 2.2.2) with a QW and barrier widths of dQW = 8.5 nm and dB = 10 nm, a
doping density of ND = 3× 1018 cm−3, and a HWHM linewidth of ΓISB = 3 meV.
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length for different incident angles. In comparison to the previous all-semiconductor,
anisotropic metamaterials[24], the QMM’s FOM is at least one order of magnitude
better. This is due to the reduced absorption from the anisotropy and the quantum
nature of the QMM (see sec. 2.4).
4.1.3. Near-field simulations of negative refraction in quantum
metamaterials using the FDTD method
To model negative refraction in the near-field, it is necessary to use a beam (or
ray) instead of a plane wave. Thus the transfer matrix method is insufficient, and
instead negative refraction in the near-field is simulated using the FDTD method
(as introduced in sec. 3.2).
One clear advantage of the FDTD algorithm is it’s ability to propagate a Gaussian
beam. With a beam it is possible to visualise the direction of propagation of the
energy, the Poynting vector, and hence visualise the negative refraction at an air-
QMM boundary in the near-field.
A schematic of a 2D FDTD simulation setup is shown in Fig. 4.3, where the Gaussian
beam is incident at an oblique angle, θc = 60◦, onto a slab of QMM. The QMM used
here is the same as in Fig. 4.2, with ε⊥ < 0 in the range 11.4µm < λ < 12.5µm. To
encompass the negative refraction behaviour of the QMM the broadband simulation
is set between 11µm and 13µm, with the central frequency, fc ∼ 25.16 THz (in
wavelength that’s ∼ 11.92µm).
Gaussian Source
Near-Field Monitor
z
x
y
QMM
θc
Figure 4.3.: A schematic of the simu-
lation setup to simulate negative re-
fraction in the near-field. A broad-
band Gaussian source is used to inject
a TM polarised wave at θc to the nor-
mal of the QMM. The QMM is treated
as an effective anisotropic material, as
calculated by equation (2.24). PML
boundaries are used to allow the en-
ergy to ’escape’ out of the simulation
region. A near-field monitor captures
the near-field components of E andH.
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The refractive index of the simulation region outside of the QMM is set to 1 (mim-
icking air). The E field of the Gaussian source is polarised in the TM orientations
with respect to the QMM interface. For a TM wave the E field has a component in
the direction of ε⊥ (the z-direction), which is necessary for negative refraction (see
sec. 4.1.1).
The simulation is bounded in both z- and x-directions by a PML with Dirichlet
boundary conditions so that the beam is allowed to ‘escape’ out of the simulation
region and is not reflected back in. It is usually good practice to extend objects
beyond the boundaries of the simulation, as has been done with the source. The
QMM is not extended through the PML because it has a negative ε⊥ within the
simulated frequency range, which is not compatible with the PML as discussed in
sec. 3.2. To avoid reflections from transient waves off the PML, the QMM and the
PML are separated by half the maximum simulated wavelength.
To image the steady-state E and H fields a near-field monitor is used. This monitor
captures the x, y and z components of E and H at every grid point, at every
pre-defined frequency. Fig. 4.4 shows a 2D plot of the magnitude of the E and
H fields at a wavelength of 11.63µm, where the QMM exhibits ε⊥ = −2.4. The
energy flow is given by the intensity profile of the Gaussian envelope, which can be
seen to negatively refract upon entry in the QMM. The wavefronts show the QMM
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Figure 4.4.: The near-field |E| (left) and |H| (right), at λ = 11.63µm, showing
negative refraction through the QMM with a hyperbolic dispersion, as given in
Fig. 4.2. |E| =
√
|Ex|2 + |Ey|2 + |Ez|2 and similarly for H. The E fields are not
continuous because it is TM polarised.
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wavevector, k2, positively refracting, in line with the theory presented in sec. 4.1.1.
For wavelength outside ε⊥ < 0 region the refraction at the QMM boundaries is
positive.
Incidentally, since the fields plotted in Fig. 4.4 are not at the central frequency (in
reference to broadband injection angles in sec. 3.2.4) the incident angle in the figure
is∼ 57.7◦, calculated using equation (3.38), which is slightly smaller than the defined
angle, θc = 60◦.
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metamaterials
4.2. Possible experiments to measure negative
refraction with quantum metamaterials
Reflectance, which can be calculated with the transfer matrix method, has been
previously used to demonstrate negative refraction in a hyperbolic metamaterials.
Hoffman et al.[24] plot the reflectance with respect to incident angle and wavelength,
and determine that the metamaterial is negatively refracting due to a clear jump of
the Brewster’s angle at the wavelength corresponding to when <e (ε⊥) crosses zero.
Figure 4.5.: Theoretical and measured TM reflectance, − ln (RTM), from the QMM
on a GaAs substrate. The maximum (red) value represent Brewster’s angle. The
transfer matrix method is used to calculate reflectance from a QMM where (a)
ε⊥ > 0 everywhere, and (b) where ε⊥ < 0 exists in a narrow spectral band. (c) and
(d) show the measured reflectance from sample SF483 (which is not predicted to
have a ε⊥ < 0; see chapter 6), and just the bare GaAs substrate, respectively. There
is a notable difference between the reflectance of GaAs substrate and the QMM.
However, there is no quantifiable difference between (b) a QMM that exhibits ε⊥ < 0
and (a) a QMM that does not exhibit ε⊥ < 0. The QMM in (a) is calculated with:
dQW = 7.3nm, dB = 10nm, doping density ND = 3.1 × 1018 cm−3, Γ = 4 meV,
and a QMM thickness 1.4µm. The QMM in (b) has the same parameters as in (a)
except for the QW width, which is instead 8.5nm.
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In this spirit, Fig. 4.5 shows the reflectance of several QMMs and a bulk GaAs.
Whilst there is a clear difference between the GaAs and the QMMs, unfortunately
reflectance alone cannot be used to determine clearly whether the QMM is showing
negative refraction or not. A comparison between Fig. 4.5(a) and (b) shows that
there isn’t a significant difference in the Brewster’s angle jump between a QMM
who’s <e (ε⊥) is just above zero and just below zero to be able to quantify whether
negative refraction is happening.
QMM
Figure 4.6.: Schematic of potential ex-
periment to measure negative refrac-
tion using a wedge shaped QMM. The
wedge shape makes light refract in two
directions depending on the QMMs
dispersion. If the QMM is exhibiting
a hyperbolic dispersion at the spectral
frequency, the light will negatively re-
fract (green dashed ray). Otherwise
the light refracts normally (red dashes
ray).
Another way with which we could test for negative refraction is by making a wedge
out of the QMM, as depicted in Fig. 4.6. This setup has previously been used to
show negative refraction by Valentine et al.[21] and Lezec et al.[75]. The direction of
refracted light exiting the QMM wedge will be significantly different depending on
whether the QMM was acting as a hyperbolic metamaterial or not for that particular
wavelength of light. The angle between the two regimes will be big enough to
measure the difference in the far field. This experimental setup could be tested in
the future when a coherent light source is available in the required MIR region.
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4.3. Negative index waveguide modes
Up to this point, the focus has been on negative refraction due to the hyperbolic
nature of the QMM, within the ε⊥ < 0 spectral range, where the index of refraction
remained positive. In this section a negative refractive index material (NIM) is
considered. The propagation of light in a material with a negative refractive index
is unique, and it’s novel properties are not only limited to negative refraction, but
also evanescent wave amplification. After a brief introduction to NIMs, this section
presents the possibility of a QMM, in waveguide form, acting as an effective NIM.
4.3.1. Negative index materials: an introduction
NIMs rarely occur naturally, in fact only one material has been discovered to natu-
rally exhibit a negative refractive index, and that too only at GHz frequencies[76].
The index of refraction is defined by the positive root of √εµ. However, as pointed
out in Veselago’s paper[1], one must choose the negative root of √εµ when both
ε < 0 and µ < 0. To understand the significance of ε and µ in the propagation
of light through a medium it is fruitful to consider them explicitly in Maxwell’s
equations. Assuming monochromatic plane waves, of the form exp [i (k · r− ωt)],
Maxwell’s equations (3.3) and (3.4) reduce to
k ∧ E = ωµH
k ∧H = −ωεE . (4.2)
When ε and µ are both negative, the vectors E, H and k form a left-handed set, and
the medium is known as a left-handed medium (LHM)3. For any other combinations
of ε and µ the vectors E, H and k form a right-handed set, known as a right-handed
material (RHM), which is what all natural materials are (except for [76]). The
Poynting vector, S =E ∧ H, always forms a right-handed set, irrespective of the
handedness of the medium. So, in a LHM the directions of S and k will be opposite.
The components of D and B parallel to n, the unit normal to the plane of interface,
and E and H perpendicular to n, are continuous at a boundary (refer to sec. A.1).
3NIM or LHM can be used interchangeably, but I will use the NIM nomenclature for continuity.
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Thus, at the boundary between a RHM and a LHM, the continuity equations are
εRER · n = εLEL · n
µRHR · n = µLHL · n
ER ∧ n = EL ∧ n
HR ∧ n = HL ∧ n
, (4.3)
where εR > 0, µR > 0 and εL < 0, µL < 0; and subscript ‘R’ relates to a RHM, and
‘L’ to the LHM. Taking |εR| = |εL| and |µR| = |µL| for simplicity, it is possible to
see from equations (4.3) (ray diagram) that, for all polarisations of light, the angle
of refraction will be negative. Thus, the index of refraction from Snell’s law, √εµ,
should be taken as negative.
Negative refraction is only one of the plethora of novel phenomena that a NIM
could exhibit. Others include a reversed Doppler shift, a reversed Cherenkov ef-
fect, quantum levitation due to a reversed (repulsive) Casimir force[77], and super-
resolution[2].
source image source image
(a) (b)
Figure 4.7.: (a) Negative refraction in a NIM re-focuses the light from the source at
the image plane. (b) A NIM is also able to amplify evanescent waves (blue curve),
such that their amplitude at the image plane is the same as it was at the source.
The red curve is a propagating wave.
One of the core subjects in this thesis is super-resolution (detailed in chapter 5), so
we shall focus our discussion on that here. In 2000, Pendry[2] suggested using a NIM
to make a perfect lens capable of achieving super-resolution, i.e. the ability to image
an object with a resolution below Abbe’s natural diffraction-limit, ∼ λ/2. Super-
resolution uses two phenomena within a NIM. The first is negative refraction, where
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a slab of NIM, within an otherwise right-handed environment, is able to refocus the
diverging light at the image plane, see Fig. 4.7 (a). This is analogous to the focusing
action of a conventional lens, and ensures that propagating waves are recovered at
the image plane (limited by the aperture size).
However, this phenomenon alone would not be enough to reconstruct sub-wavelength
detail. The information emanating from the source is encoded in the evanescent
waves as well as the propagating waves. The evanescent waves decrease in ampli-
tude exponentially with distance and this information is eventually lost in the noise
floor of conventional detectors. This is where the second phenomena of the NIM
comes into its own: in a NIM the evanescent waves are amplified exponentially with
distance, see Fig. 4.7(b). By making the NIM slab thick enough, assuming no ab-
sorption and an infinitely large aperture, it is theoretically possible to reconstruct
the source at the image plane with all the information at the same amplitude as it
was at the source.[2]
A way of making a NIM is to use metamaterials. Historically metamaterials with
double negative response (that is with ε < 0 and µ < 0 simultaneously) were
demonstrated at microwave frequencies[11, 78], using split-ring resonators to induce
a negative µ, and metallic wires to induce a negative ε, at overlapping frequencies.
By reducing the size of the resonators, double negative response in metamaterials has
been shifted to the mid-infrared[21] and then optical frequencies[16, 79]. However,
the manufacturing complexities and high losses, due to the nature of the interaction
between the resonant absorption and the desired negative index, keep the novel
properties, such as negative refraction and super-resolution, confined to the near-
field.
The QMM, as a potential NIM, in comparison to it’s predecessors, is much easier to
fabricate using only molecular beam epitaxy (described in chapter 6). The QMM
also has a reduced overall absorption in the region of negative refraction due to the
anisotropy and the quantisation of the electrons (see sec. 2.4).
4.3.2. Waveguide modes with an effective negative refractive
index in the quantum metamaterial
The QMM does not have a negative permeability, but rather only one negative
component of the permittivity, ε⊥ < 0. So naturally the question arises: how does
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z
y
x
d
Figure 4.8.: The QMM as a waveguide of thickness d. The QMM is oriented such
that the layers are stacked in the z direction.
one make a NIM from the QMM? By making the QMM into a waveguide, as shown in
Fig. 4.8, it is possible to propagate waveguide modes that have an effective negative
refractive index, without the need for a negative permeability.[80]
Within an anisotropic waveguide the dispersion relation of a propagating mode[80]
can be expressed as
k2x + k2y = νk2 (4.4)
for both TM and TE polarised waves, with k = 2pi/λ and with
TM ≡ ε⊥, TE ≡ ε‖, ν ≡ 1−
(
Mpi
d
)2 1
ε‖k2
, (4.5)
where M is an integer, defining the mode number, and d is the waveguide width (as
shown in Fig. 4.8). In equation (4.4) the effective refractive index of a propagating
waveguide mode is given by the real part of neff =
√
ν. As the medium we are
considering is non-magnetic, the permeability, µ, is essentially ignored, and replaced
by the quantity ν. In the same manner as with µ, discussed in sec. 4.3.1, neff must
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Figure 4.9.: The ν for a first order
mode in a QMM waveguide d =
2.5µm thick, with dQW = 8.5 nm,
dB = 10 nm, doping densityND =
3.1 × 1018 cm−3, and Γ = 3 meV.
The shaded regions show ν < 0
and ε⊥ < 0.
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Figure 4.10.: The ν for the QMM waveguide is varied with respect to (a) mode
number, for a QMM* waveguide 2.5µm thick, and (b) waveguide width, for the
first mode. Both graphs show the minimum value of the real part of ν, <e (ν)min
(green squares), and the wavelength at which it occurs, λmin (blue circles), is given.
The “error bars” for λmin define the wavelength range where <e (ν) < 0.
*The QMM parameters are the same as in Fig. 4.9.
be negative when both  < 0 and ν < 0 (talking about the real part only, throughout
this section).
For the QMM, only the TM wave can experience a negative neff , because ε⊥ and ν
can simultaneously be negative, whilst ε‖ and ν cannot. An example of the spectral
response of the real part of ε⊥, ε‖ and ν in the QMM are shown in Fig. 4.9. Because
of the dispersion relation, equation (4.4), if either ε⊥ or ν are negative, but not
simultaneously negative, then the waveguide modes will be evanescent. This differs
from the hyperbolic QMM case where light can still propagate when ε⊥ < 0. Only
in the spectral region where simultaneously ε⊥ < 0 and ν < 0 will the waveguide
modes have neff < 0.
From equation (4.5) we see that ν depends on the mode number, M , and the waveg-
uide width, d. Altering these parameters will change the spectral response of ν.
Fig. 4.10 shows how the spectral region of ν < 0 varies with respect to the mode
number and waveguide width. The minima of ν becomes more negative, and the
bandwidth of ν < 0 broader, for higher order modes and for smaller waveguide
widths.
When the spectral regions of ε⊥ < 0 and ν < 0 overlap, the QMM waveguide modes
propagate with neff < 0, making the QMM an effective NIM. The NIM property
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5× 1018 cm−3, and Γ = 3 meV.
is spectrally limited by the narrow bandwidth of ε⊥ < 0. It is possible to shift the
neff < 0 bandwidth simply by varying the QW width in the QMM (as discussed in
sec. 2.3) and thereby shifting the ε⊥ < 0 region, as seen in Fig. 4.11
4.3.3. FDTD simulation of waveguide modes with a negative
index of refraction in quantum metamaterials
Modes in a QMM waveguide can also be simulated using the numerical FDTD
method with Lumerical’s MODE software package. This numerical method calcu-
lates the effective refractive index of the waveguide modes in a different manner to
the analytical method presented in the previous section, but uses the same QMM
permittivity.
We are looking for waveguide modes propagating with an effective negative refractive
index within the QMM waveguide. However, Lumerical’s MODE software calculates
the square of the refractive index, neff ∈ C, from Maxwell’s equations, and by
default always takes the positive root4, which inadvertently always gives a positive
refractive index.
Fig. 4.12 shows the real and imaginary parts of neff , for a set of modes around neff ∼
5; the real part represents the refractive index, and the imaginary part represents
the loss. As per Fig. 4.9, <e (ε⊥) < 0 is between 11.4µm < λ < 12.5µm, which
4This was found out through email correspondence with Lumerical directly, as the source code is
not accessible.
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Figure 4.12.: Simulation results of the real (solid blue line) and imaginary (dashed
green line) parts of the effective refractive index, neff ∈ C, for modes with an neff
close to 5. The imaginary part represents loss, and for this QMM* waveguide it is
negative between 11.4µm < λ < 12.5µm. Normally this implies gain, but we know
the QMM does not have gain. So, in the spectral region where =m (neff ) < 0,
the negative root of the square of the refractive index must be taken (unlike the
default positive root that the simulation programme does). Doing this will give
=m (neff ) > 0 and <e (neff ) < 0, which is what we expect.
*The QMM parameters are the same as in Fig. 4.9 and Fig. 4.10 (a).
is where we would expect negatively refracting waveguide modes in the QMM. In
this region Fig. 4.12 shows the refractive index to be positive, but unlike everywhere
else, this region also shows a negative loss. Which is equivalent to gain. But we
know that the QMM is not capable of gain. Therefore, we must conclude that the
negative root should have been chosen by the software instead. And that the QMM
waveguide is actually capable of propagating waveguide modes with an effective
negative refractive index, consolidating QMM’s ability to exhibit NIM behaviour
without the need for a negative permeability.
For further insight, it would be interesting to see a near-field example of a single
waveguide mode negatively refracting, as in sec. 4.1.3. It would also be interesting
to image evanescent amplification in the QMM waveguide, with possible simulations
to show the super-resolution of the NIM QMM.
Another method that could be adapted to calculate neff of the QMM waveguide is
given in [81], and complimented by [82], where the refractive index is unambiguously
calculated using reflection and transmission coefficients. In this case it is possible
to correctly identify the sign of <e (neff ) with the condition that =m (neff ) > 0.
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5. Sub-wavelength imaging with a
quantum metamaterial superlens
In conventional optical imaging systems the resolution is limited by Abbe’s diffrac-
tion limit, and resolves detail roughly λ/2 in size. This limit applies to the entire
electromagnetic spectrum, and therefore a system using visible light has better res-
olution than one in the MIR spectrum. In many instances one would like to have
sub-wavelength resolution, for example, when using spectral analysis in the MIR to
detect cancer cells[83].
Initially, this chapter examines several existing methods, based on NIMs and hy-
perbolic metamaterials, that are capable of sub-wavelength imaging - here called
super-resolution. The reader is then introduced to a new method, discovered by the
author, that is capable of achieving super-resolution using the QMM without a neg-
ative permittivity or permeability. This new method of achieving super-resolution
is based on a dispersion curve with a high elliptical eccentricity. The theory of this
novel method is followed by FDTD simulations showing super-resolution.
Lastly, an attempt is made to experimentally demonstrate the QMM acting as a
superlens using an advanced near-field imaging system.
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5.1. Introduction to super-resolution
This section focuses on the existing techniques used to achieve super-resolved im-
ages. The two methods described here use NIMs (isotropic materials with a negative
refractive index) and hyperbolic metamaterials (anisotropic materials with a hyper-
bolic dispersion relation).
5.1.1. Super-resolution with negative index materials
The basic theory of NIMs has been discussed in sec. 4.3.1, and there are two key
aspects that are important for super-resolution. The first is the fact that an isotropic
negative refractive index reverses the direction of refraction, such that a rectangular
slab of NIM is able to re-focus the light, effectively acting as a lens without the need
for a curved surface. A schematic of this is shown previously in Fig. 4.7, sec. 4.3.1.
The same figure also shows the NIMs second important aspect for super-resolution:
that evanescent waves are exponentially amplified within a NIM.
The information emitted from a source is stored in the travelling waves and the
exponentially decaying evanescent waves. As we move away from the source the
amplitude of the evanescent waves diminishes, on a scale  λ, such that their
amplitude is lost in the background noise of detectors. A NIM is able to restore
the evanescent information to a detectable amplitude, whilst at the same time re-
focusing the light at the image plane. If the NIM did not suffer from absorption then
it could be made arbitrarily thick and the image could be super-resolved arbitrarily
far from the source. However, most metamaterials from which NIMs are made
exhibit relatively high absorption, which confines the super-resolution to the near-
field.[84]
A simple way of achieving super-resolution is to use a “poorman’s lens”[2], which
is a metallic slab considered in the electrostatic limit - when all dimensions are
 λ (i.e. the near-field). In this static limit, the time derivatives in Maxwell’s
equations go to zero and thus the electric and magnetic fields are decoupled and
can be considered separately. The polarisation then influences the response of the
material: a TE polarised wave maintains a magnetostatic field and the material
properties are governed explicitly by µ; whilst a TM polarised wave maintains an
electrostatic field and the material properties are governed explicitly by ε.
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In the electrostatic limit with a TM polarised wave the µ dependence is eliminated,
and the refractive index is now governed by ε alone. Metals, by definition, exhibit
ε < 0, and can therefore approximately mimic a NIM in the near-field[2]. In this in-
stance it is the surface plasmon polaritons (SPPs)[7] - electromagnetic waves formed
by a collective oscillation of electrons at a metal-dielectric boundary - that enhance
the amplitude of the evanescent waves, making them detectable at the image plane.
Super-resolved images have been achieved in the near-field with a slab of silver in
the visible[17], and with a slab of silicon carbide in the MIR[85].
An attempt to extend the superlensing properties of a NIM into the far-field has been
previously suggested and demonstrated with a silver superlens based device[74, 86].
The approach uses the SPPs to enhance the evanescent field amplitudes, and a
grating system to map a large band of wavevectors from evanescent waves into
propagating waves. This ensures that more information (with detectable amplitude)
arrives at a detector placed in the far-field, thus increasing the far-field resolution
beyond the diffraction limit. In a similar manner, nano-antenna arrays have been
proposed for epi-flourescence microscopy[87, 88], which work by utilising SPPs that
are able to propagate higher wavevectors into the far-field.
5.1.2. Super-resolution with hyperbolic metamaterials
Hyperbolic metamaterials have been discussed in general in sec. 4.1.1. Here we
focus on the fact that a hyperbolic dispersion relation extends infinitely along the
asymptotes k⊥ = ±
√
ε‖
ε⊥
k‖ (from equation (4.1)). This means that, unlike closed
dispersion curves, a hyperbolic metamaterial can propagate light with arbitrarily
large wavevectors. Evanescent waves incident onto the hyperbolic metamaterial are
able to travel through it as propagating waves. This aspect can be used to send
near-field information (i.e. the evanescent waves) to the far-field as propagating
waves, thus increasing the resolution beyond the diffraction limit in the far-field.
The angular dependance of refraction in a hyperbolic metamaterial, as seen in
Fig. 4.1, sec. 4.1.1, is somewhat restrictive for the purposes of super-resolution. This
can be overcome by considering an epsilon-near-zero (ENZ) hyperbolic metamate-
rial, where ε‖ → 0,[22]. Such ENZ material has a near-flat dispersion curve, which
almost entirely eliminates the angular dependance of refraction. The transmitted
energy flow within the ENZ material is almost parallel for all incident angles, as
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Figure 5.1.: (a) Isofrequency dispersion for air (grey) and an ENZ hyperbolic meta-
material (turquoise). The ENZ has
ε‖
ε⊥
→ 0 which gives a near-flat dispersion curve.
ki and kt are the incident (air) and transmitted (ENZ) wavevectors, respectively.
Si and St are the incident and transmitted rays, which define the direction of energy
travel. (b) For all incident angles, the rays within the ENZ hyperbolic metamaterial
travel near-parallel to each other, since they fall on a near-flat part of the dispersion
curve.
depicted in Fig. 5.1 (b). This, combined with turning all evanescent waves into
propagating waves, makes the ENZ act as a hyperlens, essentially transmitting the
information of all wavevectors (evanescent and propagating) from the front-face to
the back-face of the hyperlens. Absorption is the only culprit that will reduce the
resolution.
The geometry of the hyperlens is also important. If the hyperlens has a flat slab-
like geometry then the high wavevector components will revert back into evanescent
waves upon exiting the hyperlens, and the information they carry will not be de-
tectable in the far-field. To add sub-diffractional features to a far-field image, the
information stored in these evanescent waves needs to be converted into propagat-
ing waves upon exiting the hyperlens. This can be achieved by using a cylindrical
(or spherical) geometry for the hyperlens.[22, 89] The curved structure magnifies
the image, converting large wavevectors to small wavevectors, which then propagate
to the far-field upon exiting the hyperlens[22, 90]. Demonstrations of a cylindrical
(and spherical) hyperlens producing super-resolved images in the far-field with a
conventional optical microscope have been shown in [23] (and [91]).
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5.2. Super-resolution without a negative permittivity
or permeability
This section presents a novel method, discovered by the author, of achieving super-
resolution without the need for a negative permittivity or permeability with an
anisotropic material. This method uses similar concepts to the hyperlens discussed
in the previous section. FDTD simulations show super-resolved images in the near-
field using the QMM as a flat geometry superlens. This work has been published in
[27].
5.2.1. Super-resolution with a positive dispersion of high
elliptical eccentricity
Negative permittivity (and permeability) is frequently accompanied by high ab-
sorption, which dampens the effect of super-resolution. To reduce absorption, this
section presents a way to achieve super-resolution without the need for negative
permittivity (nor a negative permeability), by designing the QMM to exhibit a high
eccentricity isofrequency dispersion curve. Using ε⊥ > 0 and ε|| > 0, such that
ε⊥ > ε|| (the bigger the inequality the better), the QMM’s dispersion curve takes on
the form of a heavily elongated ellipsoid. An example is depicted in Fig. 5.2. This
QMM superlens works in a similar fashion to the ENZ hyperlens. The propagat-
ing waves and evanescent waves (up to a certain wavevector) fall onto a nearly flat
part of the elliptical dispersion curve, and therefore propagate through the superlens
almost in parallel. This works for TM polarised waves only.
Fig. 5.2 (a) presents the isofrequency dispersion curve of a QMM at the maximum
value of <e (ε⊥). Looking back at sec. 2.3 it is possible to further maximise the
inequality ε⊥ > ε|| and elongate the ellipsoid even more, by designing the QMM to
exhibit <e (ε⊥)max at longer wavelengths.
In the QMM, ε⊥ and ε|| are governed by different physical mechanisms: ε⊥ by
quantum confinement, and ε|| by the Drude response of the Q2DEG. This makes
achieving a high eccentricity elliptical dispersion curve easier when compared to a
classical anisotropic metamaterial, where the physical mechanism is the same in
all directions. In the classical case, an elliptical dispesion requires dQW < dB, a
condition that is not required in the quantum case.
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Figure 5.2.: (a) Isofrequency dispersion for air (grey) and the QMM superlens
(turquoise). The superlens dispersion is a high eccentricity ellipse, with ε⊥ = 25
and ε‖ = 6 taken from the QMM in (b) at λ = 13.5µm. ki and kt are the incident
(in air) and transmitted (in QMM superlens) wavevectors, respectively. Si and St
are the incident and transmitted rays, defining the direction of energy travel. For
all incident angles kt falls onto a near-flat part of the QMM superlens’ dispersion
curve, and St travel in a near-parallel manner through the QMM superlens. (b)
The QMM’s permittivity <e (ε⊥) (solid blue line) and <e
(
ε‖
)
(dashed green line),
and absorption αTM (dash-dot red line). Around the maximum of <e (ε⊥), which
is at λ ≈ 13.5µm for this QMM, the absorption is at a local minimum and away
from the peak of the absorption. The low absorption is due to the collective effects
of anisotropy and quantisation, as discussed in sec. 3.1.4. The QMM permittivity is
calculated with the parameters dQW = 8.5nm, dB = 10nm, ND = 3.1×1018 cm−3,
and Γ = 5 meV.
Furthermore, because the absorption shifts away from the <e (ε⊥)max region, due
to the collective effects of anisotropy and quantisation (see sec. 2.4), this QMM
superlens suffers from less loss than its hyperlens predecessors. For the particular
QMM presented in Fig. 5.2 (b), super-resolution is expected at λ = 13.5µm (detail to
follow in the next section). The number of effective wavelengths within an absorption
depth of 1/αTM, where αTM is the absorption coefficient for the TM polarised wave,
ranges from 9.0 at normal incidence to 4.7 at 90◦ incidence.
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5.2.2. FDTD simulation of super-resolution with quantum
metamaterials
Here, FDTD simulations demonstrate super-resolution using the high eccentricity
elliptical dispersion QMM superlens. Light is propagated through a sub-wavelength
mask (which forms the pattern to be imaged) into a slab-like QMM superlens, and
the resolution is recorded as a function of distance away from the mask, and as a
function of wavelength.
5.2.2.1. FDTD simulation setup
The parameters used for the QMM is the same as those given in Fig. 5.2: chiefly
a GaAs/Al0.3Ga0.7As based QMM with QW width 8.5nm, barrier width 10nm,
doping density 3.1× 1018 cm−3, and linewidth 5 meV. The sub-wavelength mask in
this instant is two closely spaced circular holes, where the diameter of each hole
is chosen to be 1.4µm, and the edge-to-edge separation 600nm. The 3D FDTD
simulation setup is depicted in Fig. 5.3.
Conformal meshing is used to discretize the simulation region to allow for variable
grid point sizes, which reduces computational time. To adequately sample the field
profiles, approximately 100 grid points are used per wavelength in each dimension.
This would be ∼ 100nm grid point size in air, and smaller in media with |ε| > 1.
A fine mesh and the contour integral form of the Yu-Mittra algorithm (as detailed
in sec. 3.2.2) are used to reduce the staircasing1 effect along the curved contours of
the holes. The difference in grid point size between the largest and the smallest
grid point is kept below a factor of 10, to reduce the numerical error relating to the
effective speed of light within the mesh.
A gold mask can be used in the simulation to create the two holes. In this case,
periodic boundary conditions in the x and y directions are used, making sure that
the holes are at least 2λ away from the boundaries. The further away the boundaries
are, the less the periodic structures will interact with one another. Alternatively,
gold can be approximated by a perfect electrical conductor (PEC), allowing PML
boundaries to be used everywhere. No fields exist within a PEC, and thus its
skin depth is zero. For gold in the MIR spectrum, PEC is a good approximation,
because at λ = 10µm for instance, gold has a very high ε ∼ −5000, and hence a
1Staircasing is essentially the pixelation effect of digitising.
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Figure 5.3.: Schematic for 3D FDTD simulation setup for measuring super-
resolution. A plane wave is normally incident onto a sub-wavelength PEC mask,
300nm thick, with two circular holes, each of 1.4µm diameter, separated by 600nm
edge-to-edge. Under the mask is the QMM layer, within which an xz 2D monitor
captures the near-fields at y = 0, and an xy 2D monitor captures the near-fields at
a given z. TM (blue double arrow) and TE (dashed grey double arrow) polarisation
orientations are simulated. The QMM parameters are dQW = 8.5nm, dB = 10nm,
ND = 3.1× 1018 cm−3, and Γ = 5 meV, as in Fig. 5.2.
very high reflectivity, with a very small skin depth ∼ 20nm[92] - almost three orders
of magnitude smaller than the wavelength.
With the mask made from PEC, PML boundaries are placed ∼ 1λ away from the
holes in both x and y directions. Having used both gold and PEC for the sub-
wavelength mask, there is little visible difference between the two; however the
latter requires less computational time and does not suffer from interference due to
periodicity.
The source is best placed ∼ 1λ away from the mask to allow the fields to develop
before reaching the QMM. The source is at normal incidence, polarised in either
TM or TE orientation. The polarisations are labeled in line with the accepted
nomenclature as viewed from the zx side. The xy (top) view in Fig. 5.3 shows the
orientation of the polarisations with respect to the two circular holes: for TM (solid
blue) the E-field is parallel to the two holes and for TE (dashed grey) the E-field is
perpendicular.
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5.2.2.2. Super-resolution images from the simulations
Wavelength [µm]
z
 [
µ
m
]
10 12 14 16
0
1
2
3
4
Wavelength [µm]
λ
=
 1
3
.5
µ
m
10 12 14 16
a
/b
0.26
0.4
0.6
0.8
1
x
|E
|2
TE TM
a
b
Figure 5.4.: From the xz 2D monitor data in Fig. 5.3, the resolution, a/b as defined
by the inset, is plotted for a TE (left) and a TM (right) oriented wave. The mask,
as in Fig. 5.3, is two holes 1.4µm in diameter with 600nm edge-to-edge separation.
No super-resolution is seen for the TE wave, while for the TM wave, at λ = 13.5µm,
the image is resolved up to 4µm away from the mask
To measure the resolution a 2D monitor in the zx plane (side view in Fig. 5.3)
measures the E-field intensity, |E(z, x)|2 = E2x + E2y + E2z, at the y = 0 plane (the
centre of the circular holes when looking in the y-direction). The E-field profile at
any given z on the 2D monitor (if resolved) is similar to that depicted in the inset
in Fig. 5.4. The resolution is defined as the contrast ratio of the intensity, |E (z) |2,
between the peak, b, and the trough, a. The resolution ratio, a
b
, is plotted in Fig. 5.4
for a TM (right) and TE (left) orientations, for varying wavelengths of incident light
and at increasing distances away from the mask, z. The Rayleigh criterion for two
circles to be resolved is a
b
> 0.26, and values below this limit are not mapped.
The resolution from a TE orientated, normal incident light, Fig. 5.4(left), does not
show improvement beyond the very near-field. On the other hand, the TM oriented
wave Fig. 5.4(right) resolves sub-wavelength detail at much larger distances, the
largest of which is almost zmax = 4µm away from the mask at λ = 13.5µm. Resolv-
ing two circular holes with an edge-to-edge separation of 600nm with a wavelength
of 13.5µm is very much below the natural diffraction limit. Referring to Fig. 5.2,
λ = 13.5µm is indeed the wavelength at which ε⊥ is high and the dispersion rela-
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Figure 5.5.: The |E (x, y)|2 fields as calculated at the xy 2D monitor, in Fig. 5.3,
placed at z = 3µm away from the mask, for (a) QMM with TM wave, (b) QMM
with TE wave, (c) QMM with polarisation at 45◦, (d) GaAs any polarisation, and
(e) hypothetical lossless isotropic material with ε = 25. The image of the two holes
is clearly resolved in (a) but not in the others.
tion is a high eccentricity ellipse, accompanied with low absorption. The maximum
resolved distance, zmax/λeff , in units of λeff - the effective wavelength - is 0.77 at
normal incidence (ranging to 1.2 for 90◦ incidence). This means that with a planar
geometry structure, the QMM is able to resolve sub-wavelength features at distances
comparable to the effective wavelength. Note that the material properties defined
for this QMM are realistically attainable with current QW fabrication techniques.
Of course all materials are able to resolve sub-wavelength detail in the very near-
field. However, the distance at which the image is super-resolved with the QMM
is almost 6 times greater than can be achieved with bulk GaAs. Furthermore, a
control simulation was done with a fictitious material - a lossless, isotropic material
with ε = 25 (equivalent to <e (ε⊥)max value of this QMM) - to determine that
the super-resolution effect is not solely due to a smaller effective wavelength in the
medium (because of the high refractive index). Fig. 5.5 compares the images of the
two hole mask, at a distance of 3µm away from the mask, using an incident light
of λ = 13.5µm, for (a) the QMM with a TM orientation, (d) a bulk GaAs and (e)
102
5.2 Super-resolution without a negative permittivity or permeability
the fictitious isotropic material with ε = 25. It is clear that the QMM material
(with TM oriented incident light) is able to resolve the holes, whilst the lossless
isotropic material with ε = 25 cannot. This clarifies that the super-resolution is a
consequence of the tailored dispersion relation of the QMM.
The TE polarised orientation, with respect to the two circles, incident on the QMM
does not show super-resolution, as there is no z component of the E-field along the
y = 0 plane (the plane going through the centre of both holes). By rotating the
normal incidence polarisation orientation to 45◦ (or equivalently rotating the mask
by 45◦), as depicted in Fig. 5.5 (c), we see that the image becomes only partially
resolved as less of the TM component becomes available.
5.2.2.3. Super-resolution in the far-field
Thus far, the QMM superlens has been considered in a flat geometry, with which the
sub-wavelength imaging is still limited to the near-field. To extend super-resolution
into the far-field, a curved (spherical) structure could be used to magnify the image
and propagate - what would otherwise be evanescent waves - into the far-field. Thus
providing more information to the far-field detector. This concept is similar to that
used by an ENZ hyperlens, discussed in sec. 5.1.2, with the additional advantage
that the QMM superlens has no negative permittivity or permeability and there-
fore experiences lower losses within it’s operational spectrum. Simulations of this
cylindrical geometry could be attempted in the future.
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5.3. Imaging the quantum metamaterial superlens
with near-field optical microscopy
We design a sample to test superlensing with a high elliptical eccentricity QMM.
The sample design is tuned to meet the spectral range of available equipment. To
detect if the QMM is indeed acting as a superlens, it is necessary to measure the
fields at the surface of the QMM. For this we use a scattering-type (apertureless)
Scanning Near-field Optical Microscope (s-SNOM), made by Neaspec, to measure
the fields on the surface of the QMM superlens.
This section details the optical design of the QMM, and the fabrication process to
make the QMM structure into a superlens ‘slab’. The superlens, sample VN2759,
was grown and fabricated by Dr. Ed Clarke and Dr. Ken Kennedy at Sheffield. The
s-SNOM’s measuring technique is briefly described. Resolved s-SNOM images of
a hole-array structure are also presented, which are suggestive of super-resolution.
s-SNOM measurements were performed by Dr. Ned Yoxall in Prof. Rainer Hillen-
brand’s group at CIC nanoGUNE, San Sebastian, Spain. To ascertain the super-
resolving quality of the QMM sample, FDTD simulations of the experimental setup
are presented.
5.3.1. Quantum metamaterial design to match available
equipment
The s-SNOM uses a metallic tip that scans the surface of the sample. The scanning
element of the s-SNOM is akin to the more widely known atomic force microscope
(AFM), whose operation is spectrally independent. To image anything, we require
a source. In the case of the s-SNOM it needs to be coherent (i.e. a laser), to which
the QMM design must be tuned.
At our disposal is a Merit-G CO2 laser, from Access Lasers, capable of producing
discrete wavelengths of coherent light between λ = 9.305µm and λ = 10.764µm.
The super-resolution properties of the sample, therefore, need to be within this
spectral window. Sample VN2759 was designed with this in mind and its measured
absorption profile is shown in Fig. 5.6. Details of growth trials, measurement, and
characterisations that lead up to sample VN2759 can be found in chapter 6. The
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Figure 5.6.: Measured absorbance
(solid blue line) at room tempera-
ture of the QMM sample VN2759
at 45◦ incidence, using the reflec-
tion and transmission setups de-
tailed in sec. 6.2.2 (JASCO FTIR
without the cryostat enclosure).
The measured absorbance is fitted
(dashed red line) using the trans-
fer matrix method, using equation
(3.27) with dQW = 8.1nm, dB =
10nm, ND = 4.1 × 1018 cm−3,
Γ = 8 meV, and d = 1.8µm (the
QMM thickness). Using equa-
tion (2.24) with the above param-
eters the permittivity of sample
VN2759 is also plotted: <e (ε⊥)
(dash-dot green line) and <e
(
ε‖
)
(dotted maroon line)
absorption profile of VN2759 shows peak ISB transition at E12 = 129.7 ± 0.7 meV
(∼ 9.56µm± 0.05µm) with a linewidth of Γ = 8± 0.5 meV.
Using the theory in sec. 2.1.1, adjusting for the ~5% relative energy shift due to
high doping (see sec. 6.2.1.3) and adjusting for the 0.38nm offset of theory from
measurements (see Fig. 6.10, sec. 6.2.3), the measured E12 for sample VN2759 gives
a QW width of dQW = 8.1 ± 0.2nm. No X-ray diffraction data was available to
measure the periodicity, but assuming the barrier width is dB = 10nm,2 the total
width of the QMM superlens slab is d ' 1.8µm.
Fitting equation (3.27) to the measured absorbance curve (see sec. 6.2.3 for detail)
gives a doping density ND = 4.1 (±0.2)×1018 cm−3. Finally, using these parameters
in equation (2.24) gives the dielectric response, ε⊥ (λ) and ε‖ (λ), for VN2759, the
real parts of which are shown in Fig. 5.6.
The permittivity of the QMM is then used in FDTD simulations to determine the
spectral range of super-resolution. Using the same setup as in Fig. 5.3, with light at
2X-ray diffraction (XRD) data is used to measure the periodicity of samples, as seen in chapter 6.
However, no XRD was available for VN2759, thus we have no direct measurement of the barrier
width. However, all other samples given in chapter 6 have dB = 10nm, and were made in the
same way as VN2759, so we assume the same here.
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Figure 5.7.: The resolution, a/b, as given by the inset, for a TM wave at normal
incidence onto a mask of two holes 2µm in diameter, separated by 1µm edge-to-
edge. 3D FDTD simulation is the same as in Fig. 5.3. The QMM’s permittivity used
in the simulation is as fitted for VN2759 (see Fig. 5.6). For VN2759 the resolution
is best at λ = 10.8µm.
normal incidence to a gold mask of two holes 2µm in diameter with an edge-to-edge
separation of 1µm, we can predict the resolution, as a function of distance away
from the mask, as shown in Fig. 5.7. The best resolution is around λ = 10.8µm,
which lies at one end of the spectral window of the available s-SNOM setup. Fig. 5.7
shows that at a distance z = 1.8µm away from the mask, the two holes are easily
resolved at the highest wavelength of the CO2 laser, λ = 10.764µm, but are not
resolved at the shortest CO2 laser wavelength, λ = 9.305µm. The superlens sample
VN2759 is made 1.8µm thick and is therefore ideally designed to show a transition
between normal- and super-resolution with our equipment.
Figure 5.8.: VN2759 sample structure grown
by molecular beam epitaxy on a 500µm thick
GaAs substrate.. The QMM is an MQW
stack of 100 periods of alternating layers of
GaAs, dQW = 8.1nm, and Al0.3Ga0.7As,
dB = 10nm, capped at both sides by 50nm
of Al0.3Ga0.7As to stop electrons tunnelling
out into the continuum. The QMM is capped
by 20nm Ga0.51In0.49P layers, which act as
an etch-stop during device fabrication.
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5.3.2. Sample structure and superlens fabrication process
VN2759 was grown using molecular beam epitaxy by Dr Ed Clarke’s team at the
EPSRC National Centre for III-V Technologies in Sheffield. The epitaxial process
is detailed in sec. 6.1. The sample structure is shown in Fig. 5.8, where the MQW
region consists of GaAs (the QW) and Al0.3Ga0.7As (the barrier) layers, periodically
alternating for 100 periods. Al0.3Ga0.7As surrounds the MQW region to prevent
electrons tunnelling out into the continuum, and the Ga0.51In0.49P layers act as an
etch stop for the fabrication process.
1mm
3mm
500 m
3mm1cm
(a) (b) (c)
(d) (e) (f)
1
.8
m
Figure 5.9.: The device fabrication process. (a) 1mm hole drilled through a 2 cm×
2 cm silicon wafer that will support the superlens. (b) The QMM wafer is cleaved
to a 3mm × 3mm square and is attached to the silicon wafer, epi-side down. (c)
and (d) The GaAs substrate is removed using an ammonia based etchant, leaving
a thin QMM slab bridging the hole. (e) A sputtering machine is used to deposit
60nm of gold onto the inner surface of the QMM in the hole. (f) Scanning electron
microscope image of the patterns milled out in the deposited gold using a focus ion
beam.
The fabrication process was performed by Dr Ken Kennedy at the EPSRC National
Centre for III-V Technologies in Sheffield. First, a 2 cm × 2 cm silicon wafer is
prepared by drilling a ∼ 1mm diameter through-hole (Fig. 5.9 (a)). Then a 3mm×
3mm QMM sample (VN2759) is cleaved and attached to the silicon wafer, bridging
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the hole epitaxial side down, as shown in Fig. 5.9 (b). The sample is connected to
the silicon wafer using titanium and gold.
To expose the superlens slab, the GaAs substrate (including the extra 300nm GaAs
buffer layer) is removed using an ammonia based etchant, at a rate of approximately
5µm per minute. The etchant stops nicely at the Ga0.51In0.49P layer, exposing a
smooth epitaxially grown surface. After the etching procedure we are left with a
3mm × 3mm×1.8µm thin slab of QMM bridging the hole in the silicon wafer, as
seen in Fig. 5.9 (c) and (d). This fragile, thin slab is the superlens. It wobbles
visibly when subjected to a gust of air, but is robust enough to survive a flight to
San Sebastian, Spain - where the s-SNOM measurements were done by Dr. Ned
Yoxall in Prof. Rainer Hillenbrand’s group.
To pattern a mask on the inner surface of the QMM superlens, a sputtering machine
deposits a 60nm gold layer onto the sample, Fig. 5.9 (e). A focused ion beam is then
used to mill out patterns in the gold layer as shown in Fig. 5.9 (f). When using the
focused ion beam, steps were taken to ensure that only the gold layer was milled,
and not the superlens itself. Nevertheless, it is expected that the milling has dug
into the superlens by about 20− 40nm.
5.3.3. Scattering scanning near-field optical microscopy imaging
of the superlens
The s-SNOM is used in reflection mode, where TM polarised light is incident at
60◦ to the sample normal, as in Fig. 5.10. Incident light travels through the sample,
reflects off the gold layer, and travels back up to the surface of the QMM superlens,
where the tip scatters the near-field information to a Kolmar, KLD series, infrared
detector.
The s-SNOM’s metallic tip scans in close proximity to the sample surface. Coherent
MIR light (around λ ∼ 10µm) from the CO2 laser illuminates the tip and the sample.
The metallic tip, similar to an antenna, enhances the optical fields in the probing
region (a ∼ 40nm gap between the apex of the tip and the sample surface). The tip
enhances the fields strongly in the direction parallel to the tip’s shaft, and therefore
only probes the z-component of the near-field, Ez, normal to the sample surface.
The tip’s apex defines the resolution of the s-SNOM, which is ∼ 20nm in radius
for commercially available tips. The scattered light from the probing region, which
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Figure 5.10.: Diagram of the s-SNOM in reflection mode. TM polarised light is
incident, at 60◦ to the normal, on the top of the QMM. The metallic tip scans just
above the surface of the QMM within the focal spot of the incident beam. The
tip enhances and scatters the near-field tip-sample information, which is optically
collected and detected using interferometry. To detect the weak scattered signal,
the tip is modulated in the z-direction at a tapping frequency, Ω, and demodulating
the detected signal at higher harmonics of Ω.
contains information of the near-field tip-sample interactions, is collected and sent
to the far-field (see Fig. 5.10). Interferometry is used to extract both the amplitude
and phase of the scattered near-field Ez.3
Only a small portion of the incident light reaches the probing region, as the probing
region is much smaller than the beam’s focus. So the scattered near-field light from
the probing region is buried in the scattered background signal. The background is
the light scattered from elsewhere on the illuminated sample or body of the tip.
To remove the background light and extract the near-field information the tip is
modulated in the z-direction at the tapping frequency, Ω. The background can
be eliminated by demodulating the detector signal at second or higher harmonics
of Ω.[94] This is because the near-field interactions decay very rapidly and non-
linearly away from the sample surface, whereas the background interactions (the
ones from the rest of the illuminated sample or the tip’s shaft) change over length
scales of wavelength of incident light (λ ∼ 10µm). Thus, the tapping motion, with
an amplitude of ∼ 20nm right above the sample surface, modulates the near-field
scattering much stronger than the background scattering, especially in the higher
harmonics.[94]
3A byproduct of interferometry detection is that the scattered near-field is amplified through
interference with the much stronger reference beam, which increases the signal-to-noise ratio.[93]
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Figure 5.11.: (a) and (b)
show the the Ez field am-
plitude and phase, respec-
tively, imaged at λ =
10.764µm. (c) and (d)
are the same but at λ =
9.305µm. (e) is a scanning
electron microscope image
of the gold mask under-
neath the QMM (the gold
is light grey). Looking at
Ez amplitude, (a) shows
better resolution than (c),
in line with our hypoth-
esis which expects super-
resolution around λ =
10.8µm. For (a) to (d) the
polarisation (white double
arrow) and the incident
beam direction (black ar-
row) are at 45◦.
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s-SNOM near-field images of an array of circular holes are shown in Fig. 5.11 for
two incident wavelengths, λ = 10.764µm and λ = 9.305µm. Both the amplitude
and phase of Ez are given for each wavelength.The image pattern is better resolved
in Fig. 5.11 (a), at λ = 10.764µm, in comparison to Fig. 5.11 (c), at λ = 9.305µm.
This is a good indication that the QMM superlens is working, as it agrees with what
we expected from the initial simulations in Fig. 5.7, i.e. that the super-resolution
works at around λ = 10.8µm. At λ = 10.764µm the QMM superlens is resolving
holes 1µm in diameter with 2µm edge-to-edge separation, using a wavelength of
λ = 10.764µm at a distance 1.8µm away from the holes.
To put this into context, we compare the QMM with recent super-resolution exper-
iments done by Taubner et al. [85], who also used the CO2 laser with the s-SNOM.
In that experiment Taubner et al. use λ = 10.85µm light and an isotropic SiC
superlens to resolve two 1.2µm diameter holes at approximately 880nm above the
mask. In comparison, the quantum mechanically designed QMM resolves the same
diameter holes at 1.8µm above the mask - further than twice the distance.
At a distance 1.8µm from the mask, above the hole, we expect to see a dipolar
plasmonic resonance of a circular hole in Ez (shown in Fig. 5.13 in the next section).
These dipolar resonances are artefacts due to the symmetry of the hole structures.
The resolved patterns seen in Fig. 5.11 (a) are slightly distorted, and are exactly what
we would expect when imaging such dipolar resonances with a metallic tip.[95] The
image of the hole’s dipolar resonance is distorted by it’s interaction with the dipole
of the metallic tip.
We must also consider that the resolution in Fig. 5.11 (c), the QMM at λ = 9.305µm,
could be unfavourably affected by the QMM’s dispersion relation at that wavelength,
and the comparison between the two images, Fig. 5.11 (a) and (c), would have no
merit. One way to remove this ambiguity is to measure the near-fields for a control
sample, for example a GaAs slab, or equivalently an undoped QMM. This was
not possible due to time constraints, however, we attempt to provide the control
sample through FDTD simulations in the next section, and confirm that the QMM
is superlensing at λ = 10.764µm.
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Figure 5.12.: FDTD simulation setup imaging the Ez field, as seen by the s-SNOM,
atop the sample. The mask pattern, in this instant, is one sub-wavelength hole.
Bloch boundaries are used in the simulation due to an oblique angle at 60◦to the
normal of the sample surface. The Bloch boundaries are > 1λ away from the hole
to reduce interaction between holes. The polarisation is TM, at 45◦ in the xy-plane,
the same as in the s-SNOM setup.
5.3.4. Simulations of the s-SNOM setup to confirm
super-resolution
FDTD simulation are done to remove doubt from the experimental s-SNOM images
in Fig. 5.11. The simulation setup mimics the experimental setup, but does not
include the tip, and is shown in Fig. 5.12. The permittivity used for the QMM is
given in Fig. 5.6, which is derived from the absorption profile of sample VN2759.
The s-SNOM only measures the z-component of the E field, thus the simulations
only show Ez at the surface of the 1.8µm thick slab.
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Figure 5.13.: The Ez field extracted at the top of the sample, masked by a 1µm
diameter hole, for (a) a QMM slab at λ = 9.3µm, (b) a QMM slab at λ = 10.764µm,
and (c) the GaAs slab at λ = 10.764µm.
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Each broadband simulation is only valid for the central simulated frequency due to
the angular dependence of the incident light at off-centre frequencies, as previously
mentioned in sec. 3.2.4. Thus for each wavelength we want to simulate, λ = 9.305µm
and λ = 10.764µm, needs to be set as the central frequency. In effect, we loose the
broadband advantage of the FDTD simulations when injecting a beam at a 60◦ angle
to the normal.
The simulations for a mask with a single sub-wavelength hole are shown in Fig. 5.13.
In particular, Fig. 5.13 (a) and (b) show Ez for a QMM slab at λ = 9.305µm
and λ = 10.764µm, respectively. Fig. 5.13 (c) shows Ez for a GaAs slab at λ =
10.764µm, which is the control sample. For all three cases the Ez fields show a
dipolar resonance, which, when acted upon by the tip, becomes the ‘trough-and-
dip’ image seen in the resolved s-SNOM images, Fig. 5.11 (a).[95]
x [µm]
y
 [
µ
m
]
5 0 5
5
0
5
|E
z
|
0.94
0.95
(a)
x [µm]
y
 [
µ
m
]
5 0 5
5
0
5
|E
z
|
0.84
0.85
0.86
0.87
(b)
x [µm]
y
 [
µ
m
]
5 0 5
5
0
5
|E
z
|
0.98
1
1.02
1.04
(c)
x [µm]
y
 [
µ
m
]
5 0 5
5
0
5
|E
z
|
0.92
0.96
1
(d)
x [µm]
y
 [
µ
m
]
5 0 5
5
0
5
|E
z
|
0.84
0.88
0.92
(e)
x [µm]
y
 [
µ
m
]
5 0 5
5
0
5
|E
z
|
0.9
1
1.1
(f)
Figure 5.14.: The Ez field extracted at the top of the sample, masked by two
1µm diameter holes with a 2µm edge-to-edge separation, for (a) a QMM slab
at λ = 9.3µm, (b) a QMM slab at λ = 10.764µm, and (c) the GaAs slab at
λ = 10.764µm; and the same for a mask with two 2µm diameter holes with a 1µm
edge-to-edge separation in (d), (e) and (f).
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In Fig. 5.13 the dipolar resonance is confined the most, i.e. the image is ‘sharper’,
when using the QMM slab at λ = 10.764µm, the wavelength where the QMM is
expected to behave as a superlens. To investigate this further, the same simulations
as in Fig. 5.12 are repeated with a mask of two sub-wavelength holes. Fig. 5.14
shows the Ez amplitude profile on the surface of a QMM at λ = 9.305µm, a QMM
at λ = 10.764µm, and a GaAs at λ = 10.764µm. As before, of all three cases, the
image from the two holes is best resolved for the QMM at λ = 10.764µm, rather
than the GaAs or the QMM at λ = 9.3µm. The fact that the GaAs shows a less
confined dipolar resonance than the QMM at λ = 10.764µm suggests that the QMM
is indeed acting as a superlens at λ = 10.764µm.
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Figure 5.15.: FDTD simulation setup
with an array mask of variable diam-
eter holes, mimicking the real mask
patterned on sample VN2759. Bloch
boundaries accommodate the oblique
incident angle, and inadvertently ex-
tend the array to infinity in the xy-
plane. The polarisation is TM, at 45◦
in the xy-plane.
We then go one step further and simulate a portion of the hole array imaged with
the s-SNOM. Fig. 5.15 shows the simulation setup masked with an array of variable-
diameter holes. Fig. 5.16 shows the amplitude of Ez as seen by the s-SNOM (on the
surface of a 1.8µm thick QMM or GaAs slab), without the influence of the metallic
tip of the s-SNOM. Fig. 5.16 (a) is with the QMM at λ = 10.764µm, Fig. 5.16
(b) is with the QMM at λ = 9.305µm, and Fig. 5.16 (c) is with the GaAs control
simulation at λ = 10.764µm. The simulations in Fig. 5.16 (a) and (b) reproduce
very well the measured s-SNOM images, Fig. 5.11 (a) and (c) respectively, without
the expected distortion effect due to the metallic tip. The QMM at λ = 10.764µm,
within the superlensing regime of the QMM, resolves the dipolar resonance while
at λ = 9.305µm does not. Fig. 5.16 (c) is the control sample, and does not resolve
the dipolar resonance of the holes in the array. The control sample adds assurance
that the QMM is indeed acting as a superlens at λ = 10.764µm, i.e. showing
better sub-wavelength resolution in the near-field than natural materials at the same
wavelength.
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Figure 5.16.: The Ez field extracted at the top of the sample for (a) a QMM slab
at λ = 10.764µm, (b) a QMM slab at λ = 9.305µm, and (c) the GaAs slab at
λ = 10.764µm. The mask is an array of sub-wavelength holes, mimicking the real
pattern in the VN2759 sample. The polarisation is 45◦ to the xy-plane, as in the
real s-SNOM setup. The holes’ dipolar resonances can easily be resolved in (a)
(where superlensing is expected for sample VN2759) and not at all resolved in (b)
or (c).
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6. Sample growth and
characterisation
This chapter details the growth and characterisation of several test samples, which
were part of the development towards creating the superlens sample VN2759, used
in chapter 5. These samples were also used to determine whether it is possible to
grow QMM structures exhibiting ε⊥ < 0, as discussed in chapter 4.
Initially, the growth method and QMM structure are discussed. The samples were
grown by Dr. Ed Clarke’s team at Sheffield. Then, characterisation techniques are
detailed. In particular, optical measurements of absorbance are done, which give
approximate values for the parameters used to determine the permittivity, ε (λ), of
the samples. This brings to light if any of the grown samples exhibit ε⊥ < 0. Room
temperature optical measurements of most samples show double peak absorbance
profiles. To determine which peak belongs to which ISB transition, low temperature
optical measurements are also performed on the samples.
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6.1. Growing the quantum metamaterial structure
The QMM design consists of periodic, alternating QW and barrier, semiconductor
layers, with each layer thickness on the order of 10nm. For a GaAs-Al0.3Ga0.7As
based QMM, a 10nm thick layer consists of around 33 atomic monolayers, assuming
one monolayer is ∼ 0.3nm thick (see Fig. 6.2), and therefore high precision tools are
needed to manufacture the QMM samples. Thus molecular beam epitaxy is used to
grow the samples. The growth procedure and QMM structure are described in this
section, and some initial characterisation techniques are discussed.
6.1.1. Sample growth by molecular beam epitaxy
The samples were grown by Dr Ed Clarke’s team at the EPSRC National Centre for
III-V Technologies in Sheffield using molecular beam epitaxy (MBE). This section
outlines the general growth procedure.
MBE is an established technique for growing semiconductor crystal structures with
atomic precision, and is thus capable of producing atomically smooth surface in-
terfaces. Smooth interfaces between the QW and barrier layers are essential to
achieving narrow ISB transition in the QMM (see sec. 2.3.5).
The MBE machine operates under ultra high vacuum and houses Knudsen cells
containing ultra pure elemental material needed for growing the QMM structure.
For GaAs based QMMs the materials needed are: group III elements gallium (Ga)
and aluminium (Al); group V element arsenic (As); and group IV element silicon (Si)
used as a donor for n-type doping. Heating the Knudsen cells causes the material
within to evaporate1 or sublime creating a beam of molecules incident on the sample.
The flux of the beam determines the growth rate of the layers.
The flux is controlled by the temperature of the Knudsen cell. The flux is calibrated
by growing a calibration sample with a ∼ 2µm thick layer of GaAs above an AlAs
reflection layer and measuring this GaAs thickness to deduce the growth rates. To
calibrate the Si flux, Hall measurements are done to determine the bulk doping
density in the calibration sample. Large errors in Hall measurements can arise from
non-symmetric contact placement and the measured bulk doping density has a 10%
error.
1The group III elements, having already melted, will evaporate.
118
6.1 Growing the quantum metamaterial structure
MQW
GaAs
Al0.3Ga0.7As
Al0.3Ga0.7As
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Figure 6.1.: QMM sample structure grown by
MBE. The layers are grown lowest first. A
300nm layer of GaAs is first grown on the
GaAs substrate to get an atomically smooth
layer on which to grow the rest of the struc-
ture. The MQW region consists of a num-
ber of periods* of alternating GaAs (the QW)
and Al0.3Ga0.7As (the barrier). The MQW is
capped by Al0.3Ga0.7As layers to stop elec-
trons tunnelling out into the continuum. A
50nm layer of GaAs is grown atop the struc-
ture to keep the Al in the layer below from
oxidising over time.
*See (Tab. 6.1) for detail on individual sam-
ples.
The QMM samples were grown at a rate of ∼ 0.15nm/s, (or equivalently half a
monolayer per second). Mechanical shutters on each cell can block and unblock
the beam.2 The QMM samples were grown with the As and Ga shutters always
open; the Al and Si shutters were periodically opened to grow the barrier and QW
layers, respectively. The As:Ga flux ratio was between 1.3-1.7:1. The shutter takes
approximately half a second to close and open, therefore the accuracy of the layer’s
width is taken to be ±0.15nm. Further deviation from the calibrated growth rate
is due to shutter transients: variation in the cell flux as the shutter is opened,
comparable to taking the lid of a boiling pan.
In our system, for doping densities above 4.4 × 1018 cm−3, the Si doping becomes
amphoteric. This means that the Si ions, instead of occupying the group III lattice
site (where Ga would be) and giving a free electron to the lattice, begin to occupy
the group V site and act as acceptors, generating a free hole to the lattice. To
avoid amphoteric doping a high As:Ga flux ratio (1.7:1) can be used, however, this
is at the expense of increasing interface roughness. A larger relative As flux will
reduce the diffusion length of the Ga atoms, causing mounding and increase interface
roughness[96]. Incidentally, for a low As:Ga ratio the growth would become Ga-rich
and Ga droplet formation would occur, again increasing interface roughness.
The substrate on which the QMM is grown is a 2 inch, 500µm thick GaAs wafer,
polished on both sides to allow for transmission experiments. In the ultra-high vac-
2 In particular the flux from the As cell is controlled by a valve, allowing rapid changes in flux
for good controllability of the III-V ratio, which is desirable for high quality growth.
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uum MBE chamber the sample is initially heated to 610◦C to thermally desorb the
native oxide layer. Then the structure is grown at 590◦C (temperature of the growth
surface as measured by a pyrometer) and rotated to enhance growth uniformity.
The sample structure is shown in Fig. 6.1, where the MQW region consists of peri-
odically alternating layers of GaAs (the QW) and Al0.3Ga0.7As (the barrier). The
MQW is capped with a layer of Al0.3Ga0.7As that acts as a barrier to stop electrons
tunnelling out into the continuum. The sample is also capped with a thin layer of
GaAs, to stop the Aluminium in the Al0.3Ga0.7As layer oxidising over time. We use
Al0.3 and not higher, as suggested in sec. 2.3.7, because increasing Al-content further
could result in a deterioration of the surface interface due to impurities[53, 97].
The samples were grown in two separate batches. The first batch is named SF098 to
SF107, and the second, named SF483 to SF495. The samples and their calibrated
growth parameters are given in Tab. 6.1.
Sample Periods QW width [nm]* Doping [×1018cm−3]*
SF107 77 8.2 3.4
SF102 83 9.2 2.6
SF98 85 10.0 2.2
SF100 90 10.8 1.8
SF101 93 11.6 1.5
SF104 93 11.6 1.7
SF106 93 11.6 1.2
SF103 95 12.0 1.4
SF483 79 7.7 2.2
SF485 79 7.7 4.3
SF487 71 9.7 3.9
SF491 71 9.7 1.4
SF492 71 9.7 2.6
SF495** 71 9.7 2.6
Table 6.1.: All test samples with their growth parameters. The barrier width is
10nm* for all. The error on doping density measurements is 10%.
* The QW & barrier widths and doping density are taken from the calibration
values and are not direct measurements of the samples.
** Sample SF495 was grown with 5 second interruption after each layer in the
MQW.
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Figure 6.2.: (a) SEM image and (b) - (e) TEM images of FIB milled cross section
of sample SF492. Looking at (c) the QWs seem to show some waviness throughout
the structure. From (d) we can approximate an upper and lower bound to the QW
and barrier width; the periodicity is known from XRD measurements. (e) shows
individual GaAs molecules in the growth direction.
6.1.2. Initial sample characterisation
To determine the dielectric response of the grown QMM samples, it is necessary
to deduce their characteristic parameters: the ISB transition and linewidth, the
QW and barrier widths and the doping density. The ISB transitions and linewidth
are measured using absorbance from reflectance and transmittance measurements,
which are discussed in detail in sec. 6.2. The growth rate (which determines the QW
and barrier widths) and the doping density have been measured for the calibration
sample. However, these are not direct measurements on the sample and may not
reflect the individual sample growth conditions.
The periodicity of the QMM samples (which is the average width of the QW and
barrier combined) is measured using X-ray diffraction (XRD). These measurements
were done by Ed Clarke’s team in Sheffield. It is possible to measure the individ-
ual QW and barrier width by imaging a cross section of the QMM using scanning
electron microscopy (SEM) and transmission electron microscopy (TEM). The SEM
and TEM images in Fig. 6.2 were made with the help of Mrs Cati Ware and Dr
Mahmoud Ardakani at the Department of Materials in Imperial College. The TEM
samples were prepared on the FEI Helios NanoLab 600 SEM, by using a Ga+ Fo-
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cused Ion Beam (FIB) to mill out a cross section of the QMM layer. The TEM
images were taken with the FEI Titan 80/300 system.
From Fig. 6.2 (d) it is possible to measure the QW and barrier widths of sample
SF492. The scale can be worked out accurately (without needing to know anything
about the various magnifications of the TEM system or any sheer from FIB milling)
by comparing the periodicity in the image with the periodicity measured by XRD.
Doing this gives dQW = 9.65±0.2nm and dB = 10.05±0.2nm for the sample SF492,
which is within a 0.5% error of the calibration data. As these measurements are
time consuming and seem to agree well with the calibration measurements, TEM
imaging were not conducted on other samples.
From Fig. 6.2 (c) it is possible to see the MQW structure exhibiting a wavy pattern,
which might be due to impurities during growth[97]. This could potentially increase
the linewidth parameter to which the ε⊥ < 0 property is highly sensitive.
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6.2. Infrared spectroscopy characterisation
In this section we use Fourier transform infrared spectroscopy (FTIR) to measure
the absorbance profile of each sample by measuring the spectral transmission and
reflection. From the absorbance profile we can read-off the ISB transition energy
and its linewidth. These are two of the five parameters needed to determine the per-
mittivity, ε (λ), of the grown structures, through equation (2.24), sec. 2.2. The other
three parameters are the QW and barrier width (taken from XRD and growth rates
characterisation) and doping density. Reflection and transmission measurements are
done both at room temperature and at 23 K to determine which ISB transition cor-
responds to which absorbance peak in samples where there are multiple absorbance
peaks.
The QW width and doping density values can be reinforced by fitting the transfer
matrix theory (sec. 3.1) to the measured absorbance. We use XRD data and growth
rates to find the offset between the theory and measured data.
6.2.1. Transmission and reflection measurements at room
temperature
To measure transmittance and reflectance at variable angles, at room temperature
(23 C), a Bruker Vertex 80V FTIR spectrometer is used, with the following com-
ponents: a glowbar source; a DLaTGS3 infrared detector with CsI window; a KBr
beam splitter for the interferometer itself; and a KRS-5 wire grid polariser. The spec-
tral range of this system is from 2µm to 25µm (in wavenumber that’s 5000 cm−1
to 400 cm−1). Both the transmission and reflection experiments with the Bruker
system were done in a Nitrogen purged environment with pressure of 2mbar, at
a resolution of 4 cm−1 , averaging over 32 scans. These room temperature experi-
ments, with the Bruker system, were done by the author and Laurence Drummond
at the Diamond Light Source facility in Oxfordshire, with permission from Dr Mark
Frogley and Dr Gianfelice Cinque.
3The deuterated, L-alanine doped triglycine sulfate (DLaTGS) detector provides linear response
over a wide range of FTIR spectrum.
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6.2.1.1. Transmission setup
Figure 6.3.: Transmission experi-
ment setup at room temperature
with the Bruker system. The FTIR
glowbar source is incident onto the
QMM side of the sample, which is
mounted on rotation stage at an an-
gle θ to the incident beam. The
polariser selects either a TM or TE
polarised wave, which is finally de-
tected by the detector.
The transmission setup is illustrated in Fig. 6.3. The sample is placed on a rotation
stage at the focal point of the IR beam. The beam is assumed to be Gaussian and
the angular spread is calculated to be 5◦. However, as the sample is positioned at
the focal point of the beam, the divergence at the sample is expected to be much
smaller. The accuracy of setting the angle on the rotation stage is ±0.5◦.
The KRS-5 polariser is used to select either the TM or TE polarisation, with respect
to the sample. The Bruker FTIR system displays different behaviour for TM and
TE polarisations. So, to remove the background, a spectrum for both polarisations
is taken with the GaAs substrate in place of the sample.
6.2.1.2. Reflection setup
To measure reflectance at room temperature, the Bruker FTIR system was used in
conjunction with a VeeMAX II (Pike Technologies) accessory, a schematic of which
is shown in Fig. 6.3. The accessory uses plane and parabolic mirrors to focus the
beam at the position of the sample; therefore the angular divergence at the sample
is expected to be < 5◦. The angle of rotation can be varied between 30◦ and 80◦ by
moving a single component of mirrors (labelled ‘movable stage’ in Fig. 6.4).
As in the transmission setup, the KRS-5 polariser is used to select the TM or TE
polarisation. Reflection from a bare GaAs substrate is measured to acquire the
background for the system in both polarisations. Also, to normalise reflectance
with respect to transmittance, the reflectance from an unprotected gold mirror is
measured.
124
6.2 Infrared spectroscopy characterisation
Figure 6.4.: Room temperature reflection experimental setup using the Bruker sys-
tem with a VeeMAX II accessory. The FTIR glowbar source is incident onto the
QMM growth side of the sample through flat and parabolic mirrors. The movable
stage selects the incidence angle, and has a range between 30◦ < θ < 80◦. The
polariser sets the TM or TE polarisation and upon exiting the VeeMax II accessory
the light is detected by an infrared detector.
Measuring the reflectance of GaAs, at 1◦ intervals (with the background subtracted),
reveals the Brewster’s angle, θB = 73◦ in the MIR spectrum (see Fig. 4.5 (d) in
sec. 4.2). However, Brewster’s angle for GaAs is 68◦, as calculated using refractive
index values taken from literature[98], and therefore the VeeMAX II accessory has
a −5◦ offset4.
6.2.1.3. Absorbance
Transmittance, T , reflectance, R, and absorbance, α, are related by the Beer-
Lambert law in the form of T = (1−R) exp [−α˜], with α˜ = αd, where α is as
given in equation (3.27), (sec. 3.1.4), and d is the thickness of the material. The
structure of the samples is a thick GaAs substrate with a thin QMM layer on top.
The GaAs substrate does not absorb in the MIR spectral range up to 18µm, after
which strong two-phonon absorption begin to occur[98, 99].
To find the absorbance of the QMM itself the reflectance needs to be normalised, and
the background, including the GaAs substrate, needs to be removed. The former
4This offset may not be linear throughout the angular range.
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Figure 6.5.: Room temperature
absorbance deduced from the
measured TM reflectance and
transmittance spectra for sam-
ple SF485 at a range of angles.
The ISB transition peak in-
creases as angle increases, while
the Drude tail component (at
longer wavelengths) decreases
with increasing angle. This is
because as the angle increases,
the E field component of the
TM wave becomes greater in the
ISB quantised z-direction, and
less in the Q2DEG xy-direction.
is done by measuring the reflectance of a gold mirror, which would give the full
intensity of the source. And the latter is done by measuring the reflectance and
transmittance of a plain GaAs substrate5. The absorbance of the QMM, for a TM
polarised incident wave, is therefore given by
α˜TM = − ln
 T
S
TM
1− R
S
TM
RATM
 / ln
 T
G
TM
1− R
G
TM
RATM
 , (6.1)
where the superscript S, A and G represent the sample, gold (Au) and GaAs sub-
strate, respectively. As the QMM is anisotropic, α˜TM has angular dependence. Also,
only the TM polarisation will be absorbed by the ISB transition, while the TE po-
larisation will only see the Drude absorption from the Q2DEG.
5The thickness of the 500µm substrate is only accurate to within ±25µm
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Figure 6.6.: Room temperature
(Bruker system) absorbance profile
for all samples at a 60◦ incidence
angle. Most samples show two ISB
transition peaks, which imply that
they are overdoped. SF483 and
SF485 have the same QW width, but
SF485 has a higher doping density,
which shifts it’s absorbance peak to
higher energies. The peak of SF483
is in a perfect position for the su-
perlens experiment in chapter 5, but
a higher doping is needed. Thus,
to account for the anticipated shift,
a higher QW width needs to be
used for the superlens sample, as in-
deed is used for sample VN2759 in
chapter 5.
Fig. 6.5 shows the absorbance, α˜TM, of sample SF485 for a range of incident angles.
As the angle of incidence increases the ISB absorption also increases, as more of
the E field interacts with the ISB transition dipole moment. Consequentially, the
Drude component decreases as the incident angle increases, as visible in Fig. 6.5 at
higher wavelengths.
The room temperature absorbance profile for all samples, at 60◦ incidence, is shown
in Fig. 6.6. A few of the samples show two absorbance peaks. This is due to a high
doping level which brings the Fermi energy above the first excited state. Electrons
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then fill the first excited subband and are capable of making a transition into the
second excited subband. The extra first-to-second excited state transition, E23, is
usually at a higher energy than the ground-to-first excited state transition, E12 (see
Fig. 6.10 later in this chapter). Thus a second peak can be seen in the absorbance
spectrum.
Samples SF104, SF101 and SF106 were grown with the same parameters except
for the doping level, which was varied in decreasing order: 1.67, 1.52 and 1.22
×1018 cm−3 respectively (see Tab. 6.1). The higher energy peaks can be seen to
decrease as the doping levels in the samples decrease.
Samples SF491, SF492 (& 495) and SF487 were again grown with the same pa-
rameters except for the doping level, which varied between 1.4, 2.6, (2.6) and 3.9
×1018 cm−3 respectively (see Tab. 6.1). In these samples the original E12 transition
can be seen to decrease in magnitude with increasing doping levels, and entirely dis-
appears in SF487. This can be explained in the following way. As the doping level
increases the Fermi energy also increases. Once the Fermi energy is above the first
excited state, a portion of the electrons from the ground subband will be promoted
to the first excited subband, and will no longer contribute to the E12 transition.
This is illustrated in Fig. 6.7. Furthermore, in these specific samples, the E23 tran-
sition significantly shifts to higher energies with increasing doping levels. The QW
width for these samples is ∼ 9.7nm, where the second excited state is quasi-bound
and interacts with the continuum. This interaction with the continuum is largely
ground state
first 
excited state
second 
excited 
state
Fermi 
energy
Fermi
energy
(a) (b)
Figure 6.7.: The quantum states (dot-
ted black lines) and their respec-
tive subbands (solid orange line) are
shown with the Fermi energy, EF . (a)
EF is below the first excited state,
and the ground subband is filled with
electrons up to EF . Only the transi-
tion from the ground to the first ex-
cited subband, E12, occurs. (b) EF
is high above the first excited state,
and the electrons fill both the ground
and the first excited subband up to
EF . Both E12 and E23 (first to sec-
ond excited subband) occur, however,
the magnitude of E12 is significantly
reduced.
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responsible for the energy shift and the increased linewidth of the E23 transition.
Samples SF483 and SF485, have the same QW width (dQW ∼ 7.7nm), but exhibit
a relative shift in their absorbance peaks. In particular, SF485, which has a higher
doping level, is shifted to a higher energy by approximately 5% compared to SF483.
Here, it is the doping density that is causing the shift in the ISB transition energies,
and is due to the many body effects (discussed in sec. 2.1.4 and [100]).
Sample SF102 shows a very broad peak, which can be attributed to the ISB transi-
tions, E12 and E23, being very close in energy.
6.2.2. Transmission and reflection measurements at 23 K
Low temperature measurements of reflectance and transmittance were done to con-
cretely find which absorbance peak belongs to which ISB transition. At low tem-
perature the E23 transition should diminish. Low temperature measurements were
done at Imperial College, by the author, with a JASCO FTIR 460 plus spectrom-
eter system, with a glowbar source, DLaTGS detector with a KRS-5 window, KBr
beam splitter, and a KRS-5 wire grid polariser. The measurements were taken at a
resolution of 4 cm−1 , averaging over 2048 scans6.
6.2.2.1. Transmission and reflection setups
The transmission and reflection setups are shown in Fig. 6.8 (a) and (b), respectively.
For both setups, the samples were placed into a liquid helium cooled CTI-Cryogenics
cryostat. The cryostat was pumped down to a high vacuum with a pressure of ∼ 2×
10−6mbar, and lowered to a temperature of ~23 K. The temperature was measured
using a thermocouple connected to a LakeShore 331 temperature controller. 5mm
thick KBr windows on the cryostat head transmit the full spectrum of the JASCO
system, from 2µm to 25µm. The light is incident on the sample at a constant 45◦
angle.
The angular spread of the JASCO system is calculated to be ∼ 20◦, however, the
actual angular divergence is reduced as the sample is placed at the focal point of the
IR light. The beam diameter, at 80% intensity, measures 6mm at the focus point.
6Even with averaging over 2048 scans, the signal-to-noise ratio of the Bruker setup was signifi-
cantly better than the JASCO setup, especially for reflection.
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Figure 6.8.: Low temperature, 23K, experimental setup for (a) transmission and
(b) reflection with JASCO FTIR system. In each case the sample, with the QMM
growth side facing the source, is angled at 45◦ to the incident FTIR glowbar source.
The sample is held on a cold finger at 23 K within a surrounding vacuum. The
polariser sets the TM or TE polarisation.
In both reflection and transmission setups, the TM and TE polarisations are selected
with the polariser. A bare GaAs substrate is used to measure the background
spectrum of each system. Reflectance of an uncoated gold mirror is measured to
normalise reflectance with respect to transmittance.
6.2.2.2. Absorbance
The absorbance for low temperature measurements is calculated in the same way as
for room temperature measurements, using equation (6.1), and is shown in Fig. 6.9.
What is immediately obvious, in comparison to room temperature measurements, is
that the absorbance profile for most samples has only one peak. This is due to two
reasons. The first relates to the fact that a lower temperature reduces the thermal
energy of electrons, kBT , by an order of magnitude, and therefore reduces the over-
spill of electrons into the first excited subband. The second is due to the increase of
E12 at lower temperatures[101], which effectively increases the excited state energy
with respect to the Fermi energy. Furthermore, the E12 transitions increase in en-
ergy at low temperature in comparison to room temperature measurements, which
is explicitly shown in Fig. 6.10 in the next section.
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Figure 6.9.: Low temperature, 23 K,
(JASCO system) absorbance profile
for all samples at a 45◦ incidence
angle. In comparison to the room
temperature (Bruker system) mea-
surements, Fig. 6.6, most samples
only exhibit one ISB transition peak.
Note that the JASCO system is nois-
ier than the Bruker system.
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6.2.3. Comparison of measured absorbance with theory
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Figure 6.10.: Samples’ ISB transitions vs. QW width, dQW , as measured at room
temperature (red squares for E12 transition, and green triangles for E23 transition)
and at low temperature, 23 K (black circles for E12 transition). The error bars show
the ISB transition measurement error, which is higher for the 23 K measurements.
Room temperature data is fitted, with the method outlined in sec. 2.1.1, for E12
(solid red line) not using the many-body effects and not using the non-parabolicity
approximation; and for E23 (dashed green line) not using the many-body effects but
using the non-parabolicity approximation. Where there is more than one sample
for each QW width, the sample with the smallest doping density was selected.
The ISB transition energy, at room temperature and at 23 K, for samples with
varying QW width is plotted in Fig. 6.10. Those sample that had the lowest doping
from each QW width set were selected to try to be consistent, as we know that
the doping density shifts the ISB transition[100].7 An average blueshift of 4.9 ±
0.9 meV in E12 can be seen for these samples8 between room temperature and 23 K
measurements, which is comparable to those seen in [101].
The theoretical values of E12 and E23 for varying QW widths are also shown in
Fig. 6.10. E12 and E23 are calculated for room temperature, using the finite-difference
method outlined in sec. 2.1.1, without and with the non-parabolicity approximation
7There is still a small variation in doping levels among these select samples, ±0.5× 1018 cm−3.
8SF102 was not included in calculating the blueshift average since it’s room temperature profile
is unusually wide. But it is included in Fig. 6.10 because its E12 and E23 energies are closest
to the intersection point.
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Figure 6.11.: Measured absorbance,
αMTM, (solid blue line) for sample
SF485 at 60◦ incidence from a TM
polarised wave, fitted by the the-
oretical absorbance, αThTM, (dashed
red line) using the transfer matrix
method. The parameters: QW
width dQW = 7.03nm, barrier width
dB = 10nm, QMM thickness d =
1.5µm, doping density ND = 4.2 ×
1018 cm−3, ISB transition linewidth
Γ = 7.5 meV, and intrasubband re-
laxation of ~/τ‖ = 11 meV (see equa-
tion (2.22)), give the permittivity
<e (ε⊥) shown by dot-dashed green
line.
(sec. 2.1.3) respectively. In calculating both transition energies, the many-body cor-
rections were not implemented since adding these corrections do not make for a bet-
ter fit. The theoretical QW widths, dQW , of the measured E12 follow the same gen-
eral trend as the measured dQW values, but is lower by an average of 0.38±0.14nm.
On the other hand, dQW relating to E23 fit very well to the measured data for
dQW > 10nm. The discrepancy of theoretical E23 values from the measured ones
for dQW < 10nm is due to the E23 transitions becoming bound-to-quasi-bound9.
To deduce the perpendicular permittivity, ε⊥ (λ), using equation (2.24), and find if
the sample exhibits ε⊥ < 0, we need to know the following parameters: the QW
width, dQW , barrier width, dB, total thickness of the MQW structure, d, doping den-
sity, ND, ISB transition energy E12 (independently of the dQW since doping density
affects the ISB transition) and the ISB transition linewidth, Γ. The QW, barrier
and total MQW widths can be deduced from the XRD measurements and calibrated
growth rates. The E12 transition and its linewidth can be directly measured from
the absorbance profile of each sample. The doping density can be approximated
from Hall measurements on the calibration sample.
As the doping density is measured on the calibration sample and not on the actual
samples, it is not a direct measurement. Approximating the doping density directly
9The E23 bound-to-continuum transition is calculated simply by UB−E2, where UB is the barrier
energy height, and E2 is the first excited state. It is not necessarily representative of the real
process.
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from the sample can be done by fitting the theoretical absorbance, as calculated by
equation (3.27), to the measured absorbance profile. The fit to the absorbance of
sample SF485 and the resulting ε⊥ (λ) are shown in Fig. 6.11. To enable accurate
fitting to the measured absorbance, the slight difference between the intrasubband
and ISB relaxation times in equation (2.22), sec. 2.2, must be included.[102]
Our goal is to design samples with a high <e (ε⊥)max and an ε⊥ < 0 exhibited at
room temperature. Achieving ε⊥ < 0 is the more difficult goal, but maximising one
will in turn maximise the other, as both are part of the same excursion. Samples
SF487, SF107, SF483 and SF485 are the only ones that exhibit a clear single ab-
sorbance peak at room temperature (see Fig. 6.6), and their ε⊥ (λ) can be confidently
deduced.10
In any case, no samples seem to exhibit ε⊥ < 0 according to the theoretical fits, as
per Tab. 6.2. The absence of ε⊥ < 0 can be attributed to the large linewidth of the
ISB transition. As we know from sec. 2.3, the ε⊥ < 0 property is most sensitive to
the linewidth. SF107 had come closest to exhibiting ε⊥ < 0, and if the linewidth is
reduced by 1meV, to give Γ = 5 meV, it would give the negative response we seek.
The TEM images in Fig. 6.2 show the layers to be wavy, giving some roughness
to the interface. Thus, for future work, some steps could be taken to improve the
interface roughness,[97] thereby giving a smaller linewidth and a better chance of
achieving ε⊥ < 0. Furthermore, to better our chances of achieving ε⊥ < 0, we
could try increasing Al concentration, which will increase the values of the largest
excursions (see sec. 2.3), although there is a chance that interface roughness will also
increase.
10The ISB transition energy in SF487 is a bound-to-quasi-bound transition, which could add more
complexity to the system that the current model cannot predict.
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sample ISB
energy
[meV]
Γ
[meV]
dQW
[nm]
ND
[×1018cm−3]
<e (ε⊥)max
/λmax [µm]
<e (ε⊥)min
/λmin [µm]
ε⊥ < 0
[yes/no]
SF487 124.9 8.5 9.7 3.8 20.9 / 12.2 1.5 / 10.5 no
SF107* 120.5 6.0 8.2 3.0 20.9 / 12.0 1.0 / 10.7 no
SF483 130.7 6.0 7.7 2.3 17.2 / 10.6 4.3 / 9.6 no
SF485 135.2 7.5 7.7 4.2 20.4 / 10.8 1.6 / 9.6 no
error ±0.3 ±0.5 ±0.2 ±0.3
Table 6.2.: Measured and fitted parameters, for select samples, used in equation
(2.24) to calculate the ε⊥ and ε‖. All samples mentioned in this table have a
barrier width dB = 10nm, and the total QMM width d ' 1.4µm. <e (ε⊥)max and
<e (ε⊥)min (the largest excursions of <e (ε⊥)) are given for each sample, with the
corresponding wavelength at which they occur, λmax and λmin, respectively. The
samples do not seem to exhibit a ε⊥ < 0.
*Measurements for SF107 are a little less accurate than the other samples.
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7. Conclusion and future work
We use quantum mechanics to design a QMM that exhibits negative refraction with
a hyperbolic dispersion, and super-resolution with a new-found technique that does
not require a negative permittivity or permeability (both not in the same wavelength
range).
The QMM is designed with atomic-like transitions facilitated by quantum confine-
ment of electronic energy levels. An effective medium approach is used to model the
anisotropic permittivity of the QMM. A highly doped QMM has a large ISB absorp-
tion peak, which creates a large ‘excursion’ in the permittivity, with respect to λ.
The goal is to achieve the largest excursion of the permittivity such that the QMM
exhibits a hyperbolic dispersion curve, i.e. ε⊥ (λ) < 0, at one wavelength range and
an elliptical dispersion of high eccentricity in another wavelength range. The former
is used for negative refraction, while the latter is used for super-resolution.
Because of the quantisation, the QMM is governed by different physical processes in
the xy- and z- directions, where z is in the direction of quantisation. The xy plane
is governed by the Drude response of a Q2DEG, and the z-direction is governed
by the ISB transition between the quantised electron energy levels. This quantum
mechanical system has a reduced overall absorption in comparison to similar non-
quantum metamaterials.
The quantisation shifts the ε⊥ (λ) = 0 and ε‖ (λ) = 0 points of the anisotropic per-
mittivity further appart, in comparison to a non-quantised anisotropic material oc-
cur at the same wavelength. The QMM can therefore exhibit an elliptical dispersion
of high eccentricity, which we use to achieve super-resolution without the need for a
negative permittivity or permeability. This novel method is initially modelled using
numerical FDTD simulations. Growth trials of GaAs based QMM samples lead to
the fabrication of a QMM superlens sample VN2759. Experimental measurements
of the superlens, using a s-SNOM system, support the super-resolving qualities of
the high eccentricity elliptical dispersion curve. The s-SNOM measurements were
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limited by equipment to the spectral range < 11µm. However, optimisation analysis
tells us that super-resolution can be improved by extending the superlens’s opera-
tional range further into the MIR region, as the excursions increase in magnitude
at longer wavelengths. To get better images with better resolution we would need
to wait for equipment with which to do experiments in λ > 11µm region. Com-
mercial quantum cascade laser (QCL) technology is currently emerging to cover this
spectrum.
In this thesis I also look at the hyperbolic regime of the QMM, with ε⊥ (λ) < 0,
where the QMM acts as a hyperbolic metamaterial capable of showing angular de-
pendent negative refraction. We also model the QMM in the hyperbolic regime as
a waveguide that is able to propagate modes with an effective negative index of re-
fraction. This QMM waveguide could act as an effective NIM, capable of evanescent
wave amplification and also super-resolution, which merits further investigation.
In this thesis, GaAs-based and InGaAs-based structures have been considered for the
QMM, theoretically, for both super-resolution and negative refraction. The GaAs-
based QMM showed greater promise for successful super-resolution and negative
refraction experiments. Thus GaAs-based QMM samples were grown using MBE.
However, fitting theory to spectroscopy measurements showed that we are not yet
able to make samples which show ε⊥ < 0, which is necessary for negative refrac-
tion. One possibility to improve the GaAs-based QMM is to try and reduce surface
roughness with MBE growth optimisation, in the hope to reduce the ISB transition
linewidth. Another possibility is to search for different combinations of material for
the quantum heterostructures, other than GaAs-Al0.3Ga0.7As or InGaAs-AlInAs,
that give a bigger excursion in the QMMs permittivity.
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A.1. Matrix formulation for the transfer matrix
method
A.1.1. Field continuity equations at a single boundary
This appendix details how to find the explicit form of QMM’s transfer matrix for
the transfer matrix method.
To find the conserved field quantities at a boundary between two media we start
with Maxwell’s equations in their integral form:
˚
∇ ·D dV =
˚
ρdV (A.1)
˚
∇ ·B dV = 0 (A.2)
¨
∇ ∧ E · dA = −
¨
∂B
∂t
· dA (A.3)
¨
∇ ∧H · dA =
¨ (
J+ ∂D
∂t
)
· dA (A.4)
where ρ is the electric charge density, J is the free current density, B = µH is
the magnetic field, V is a volume and A is a surface in the direction a. Consider
a volume V spanning a boundary between two media, enclosed by a surface S,
with dA being an element of area on the surface and n the unit normal at dA, as
depicted in figure Fig.A.1(a). Using the divergence theorem[25] on the left hand
side of equations (A.1) and (A.2) within such a volume V gives
˚
∇ ·D dV =
‹
S
D · n dA, (A.5)
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˚
∇ ·B dV =
‹
S
B · n dA. (A.6)
1 2
n 
(a)
1 2
t 
(b)
V A
Figure A.1.: (a) a pillbox of volume
V enclosing a boundary between two
media; the unit vector n is perpendic-
ular to the boundary. (b) a rectangu-
lar area, A, enclosing the same bound-
ary; the unit vector t is parallel to the
boundary.
Consider also an open surface A with an element of area dA, enclosed by a contour
C with a line element dl on the contour and a as the unit normal at dA (dA is
oriented such that it’s plane is perpendicular to both the boundary and a which
points out of the page), as seen in figure Fig.A.1(b). Using Stokes’ theorem[25] the
left hand side of equations (A.3) and (A.4) can be re-written as
¨
∇ ∧ E · dA =
˛
C
E · dl, (A.7)
¨
∇ ∧H · dA =
˛
C
H · dl. (A.8)
Taking the limit δ → 0 in both Fig.A.1 (a) and (b) shows that only the area of S
parallel to the boundary, given by ∆S, contribute to the integral in equations (A.5)
and (A.6). And also only the contours of C parallel to the boundary, given by ∆l,
contribute to the integral in equations (A.7) and (A.8). With n as the unit normal
to the boundary, dl is in the direction of a ∧ n, parallel to the boundary. With this
the right hand side of Maxwell’s equations can be re-written as
‹
S
D · n dA = (D2 −D1) · n∆S (A.9)
‹
S
B · n dA = (B2 −B1) · n∆S (A.10)
140
A.1 Matrix formulation for the transfer matrix method
˛
C
E · dl = (a ∧ n) · (E2 − E1) ∆l (A.11)
˛
C
H · dl = (a ∧ n) · (H2 −H1) ∆l. (A.12)
As δ → 0 the right hand side of equation (A.1) becomes ˝ ρdV = σ∆S where σ
is the surface charge density at the boundary between the two media. Using the
vector identity (A ∧B) · C = (B ∧C) · A, and the new left-hand and right-hand
side expressions, Maxwell’s equations can be re-written as
(D2 −D1) · n∆S = σ∆S (A.13)
(B2 −B1) · n∆S = 0 (A.14)
n ∧ (E2 − E1) · a∆l = −
¨
∂B
∂t
· a dA (A.15)
n ∧ (H2 −H1) · a∆l =
¨ (
J+ ∂D
∂t
)
· a dA. (A.16)
In Fig.A.1(b), as δ → 0, the area encompassed by the contours of C vanishes and
therefore all integrals with respect to dA vanish with the exception of J. To eliminate
J, consider a medium where no current flows and no charge exists on the boundary
(this is consistent with the QMM) and then the right hand side of the equations
above are all zero. This gives the following continuity equations
(D2 −D1) · n = 0 (A.17)
(B2 −B1) · n = 0 (A.18)
n ∧ (E2 − E1) = 0 (A.19)
n ∧ (H2 −H1) = 0, (A.20)
where the indices 1 and 2 represent the media either side of the boundary. Equa-
tions (A.17) and (A.19) imply that on the boundary between the two media, the
perpendicular components of D and the parallel components of E with respect to
the interface are conserved.
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A.1.2. Continuity example for isotropic medium
θ1
θ1 θ2
θ2
1 2
Er
(1)
Ei
(1)
Ei
(2)
Er
(2)
Hr
(1)
Hi
(1)
Hi
(2)
Hr
(2)
ki
(1)
kr
(1)
kr
(2)
ki
(2)
x
z
y
Figure A.2.: TM wave incident onto
a boundary between two media. The
E- and H-fields and the wavevector k
follow the right-hand rule (whilst in a
right handed medium).
For a TM polarised wave the H-field is parallel to the plane of interface, as seen in
Fig.A.2. For each isotropic medium there are two solutions to the wave equation
corresponding to a forward travelling wave and a backward travelling wave. Fig.A.2
includes the backward travelling wave due to a possible reflection from a further
boundary. This way all possible scenarios are included1. Expanding the continuity
equations for the TM wave, equations (A.19) and (A.20) become
E
(1)
i cos (θ1)− E(1)r cos (θ1) = E(2)i cos (θ2)− E(2)r cos (θ2) (A.21)
and
H
(1)
i +H(1)r = H
(2)
i +H(2)r (A.22)
respectively, where the superscripts represent the media 1 and 2, the subscript
represent the incident, i, and reflected, r, waves in each medium, and θ1 and θ2
are the angles in medium 1 and 2, respectively. Using the plane wave solution,
exp [i (k · r− ωt)], with Maxwell’s equation ∇ ∧ E = −∂B
∂t
it is possible to equate
the E-field to the H-field with
k ∧ E = ωµH, (A.23)
where k is the wave vector. In the case of isotropic, non-magnetic media E =
1If there is no further boundary, the magnitude of the backward travelling wave in medium 2 is
set to zero.
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ωµ0
k
H =
√
µ0
ε0ε
H = cµ0√
ε
H, where c is the speed of light in a vacuum, and the
continuity equations for a TM wave can be written in terms of the conserved H-
field
√
µ0
ε1
cos (θ1) −
√
µ0
ε1
cos (θ1)
1 1

 H(1)i
H(1)r
 =

√
µ0
ε2
cos (θ2) −
√
µ0
ε2
cos (θ2)
1 1

 H(2)i
H(2)r
 ,
(A.24)
or in terms of the unconserved E-field cos (θ1) − cos (θ1)√ε1
cµ0
√
ε1
cµ0

 E(1)i
E(1)r
 =
 cos (θ2) − cos (θ2)√ε2
cµ0
√
ε2
cµ0

 E(2)i
E(2)r
 . (A.25)
The 2× 2 matrices are known as dynamical matrices in the context of the transfer
matrix theory[55]. The same can be applied for a TE incident wave again using
equations (A.19) and (A.20).
A.1.3. Transfer matrix for the quantum metamaterial
For a general anisotropic medium, with arbitrary orientation of the crystal axis,
the wave equation gives four plane wave solutions (as in sec. 3.1.1).[55] In this case
the four solutions need to be considered simultaneously and the continuity equation
(A.19) can be written as
4∑
j=1
A
(1)
j p
(1)
j · x =
4∑
j=1
A
(2)
j p
(2)
j · x (A.26)
4∑
j=1
A
(1)
j p
(1)
j · y =
4∑
j=1
A
(2)
j p
(2)
j · y, (A.27)
in terms of the x and y components of the E-field, perpendicular to n, where A is
the magnitude and p is the normalised unit vector of E. Similarly equation (A.20)
takes on the form
4∑
j=1
A
(1)
j q
(1)
j · x =
4∑
j=1
A
(2)
j q
(2)
j · x (A.28)
4∑
j=1
A
(1)
j q
(1)
j · y =
4∑
j=1
A
(2)
j q
(2)
j · y, (A.29)
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where qj =
1
ωµ0
kj ∧ pj = kj ∧ pj
k0cµ0
is the non-normalised vector of the H-field,
formed using equation (A.23), such that Hj = Ajqj. The four continuity equations
can then be written in terms of 4× 4 dynamical matrices
D1

A
(1)
1
A
(1)
2
A
(1)
3
A
(1)
4
 = D2

A
(2)
1
A
(2)
2
A
(2)
3
A
(2)
4
 , (A.30)
where
Dl =

x · p(l)1 x · p(l)2 x · p(l)3 x · p(l)4
y · q(l)1 y · q(l)2 y · q(l)3 y · q(l)4
y · p(l)1 y · p(l)2 y · p(l)3 y · p(l)4
x · q(l)1 x · q(l)2 x · q(l)3 x · q(l)4

← E(l)x continuity
← H(l)y continuity
← E(l)y continuity
← H(l)x continuity
, (A.31)
for each medium l (x and y are unit vectors in the directions x and y respectively).
For a uniaxially anisotropic material, like the QMM, the four plane wave solutions
corresponds to forward and backward travelling, ordinary and extraordinary waves.
For the QMM ε⊥ is defined in the z direction and ε‖ in the xy plane. Therefore the
ordinary wave corresponds to the TE polarised wave, and the extraordinary to the
TM.
To reduce the matrix (A.31) to a usable form, the subscrips j = 1 and j = 2
are allocated to the forward and backward traveling TE wave, respectively, and
the subscripts j = 3 and j = 4 to the forward and backward traveling TM wave,
respectively. The amplitudes A1 and A2 are therefore the E-field magnitudes of the
forward and backward TE wave, respectively, and A3 and A4 are the same for the
TM waves.
It is possible to simplify the matrixDl in equation (A.31), for a QMM, by considering
the orientation of the E- and H-fields for a TE and TM wave. With the geometry
depicted in Fig.A.2, the H-field of the TM wave is only in the y direction and has
no x or z components, thus x ·q(l)3 = x ·q(l)4 = 0, y ·q(l)3 = q(l)3 and y ·q(l)4 = q(l)4 ; the
E-field of the TM wave has no component in the y direction, which gives y · p(l)3 =
y · p(l)4 = 0. Similarly for TE polarised waves, where the E-field is only in the y
direction, y · q(l)1 = y · q(l)2 = 0, x · p(l)1 = x · p(l)2 = 0 and y · p(l)1 = y · p(l)2 = 1 since
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p is a unit vector. Putting these together gives the simplified dynamical matrix:
Dl =

0 0 x · p(l)3 x · p(l)4
0 0 q(l)3 q
(l)
4
1 1 0 0
x · q(l)1 x · q(l)2 0 0
 , (A.32)
and we see that the TM and TE fields do not intermix. To find the rest of the
components for the QMM it is necessary to solve explicitly the four plane wave
solutions to the wave equation, which is done in the following section.
Here, as an example, we find Dl for an isotropic material. Consider the wavevector
k(l)± = βx+ξy+γ(l)± z, where, since y is normal to the plane of incidence, ξ = 0. The x
component of k(l)j is conserved across the boundary and is given by β =
√
εlk0 sin (θl)
where k0 = c/ω, and εl and θl are the dielectric constant and incident angle of/at
the material l. The z component is not conserved at the boundary and can be
expressed as γ(l)± = ±√εlk0 cos (θl) = ±
√
k20εl − β2 for each isotropic medium, with
γ
(l)
+ and γ
(l)
− as the forward and backward travelling waves. For a TE polarised wave
p(l) =

0
1
0
 is oriented in the y direction, which gives
q(l)± =
1
ωµ0
k(l)± ∧ p(l) =
1
ωµ0

β
0
γ
(l)
±
 ∧

0
1
0
 = 1ωµ0

−γ(l)±
0
β
 , (A.33)
and therefore x · q(l)1 = −γ(l)+ /ωµ0 and x · q(l)2 = −γ(l)− /ωµ0. For a TM polarised
wave, p(l)± =

± cos (θl)
0
− sin (θl)
, which gives
q(l)± =
√
εlk0
ωµ0

sin (θl)
0
± cos (θl)
 ∧

± cos (θl)
0
− sin (θl)
 =
√
εl
cµ0

0
1
0
 , (A.34)
and therefore q(l)3 = q
(l)
4 =
√
εl
cµ0
, x · p(l)3 = cos (θl) and x · p(l)4 = − cos (θl). Collating
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all of the above gives a 4× 4 dynamical matrix for an isotropic material
Dl =

0 0 cos (θl) − cos (θl)
0 0
√
εl
cµ0
√
εl
cµ0
1 1 0 0
−
√
εl
cµ0
cos (θl)
√
εl
cµ0
cos (θl) 0 0

. (A.35)
The explicit form of matrix A.32 for the QMM can be found by using the four roots
of γ, as found in sec. 3.1.1. For the TE wave the E-field vector pj =

0
1
0
 (for
j = 1, 2), which when used to calculate q gives
qj =
1
ωµ0

β
0
γj
 ∧

0
1
0
 = 1ωµ0

−γj
0
β
 , (A.36)
and therefore x · q1 = − γ1
ωµ0
and x · q2 = − γ2
ωµ0
. This is equivalent to an isotropic
case with ε‖ in all directions, as the E-field of the TE polarised wave, for all incident
angles, does not experience the z component of the dielectric tensor.
For a TM polarised wave in the QMM, pj can be found by multiplying out the third
row of equation (3.7) (in sec. 3.1.1) and normalising, which gives
p± =
1
N

± (k20ε⊥ − β2)
0
∓αγ±
 , (A.37)
where γ+ ≡ γ3 and γ− ≡ γ4 and N is the normalisation constant for p±, given by
N2 = (k20ε⊥ − β2)2 + (βγ±)2. Furthermore, q± can be explicitly expressed by
q± =
1
ωµ0

β
0
γ±
 ∧

± (k20ε⊥ − β2)
0
∓βγ±
 1N = 1ωµ0N

0
±γ±k20ε⊥
0
 . (A.38)
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The final dynamical matrix for the QMM, using γ1, γ2, γ3 and γ4, is given by
DQMM =

0 0 (k20ε⊥ − β2) /N − (k20ε⊥ − β2) /N
0 0 γ3k0ε⊥
cµ0N
−γ4k0ε⊥
cµ0N
1 1 0 0
− γ1
k0cµ0
− γ2
k0cµ0
0 0

. (A.39)
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A.2. PML formation for FDTD simulations
Here I give an example of how the PML region can be formed to remove reflections
from the boundary. The first condition is that we want the reflection from the PML
boundary to be zero. There is a clue as to how this could be done hidden in the
Fresnell equations. Brewster’s angle is an example of the properties we are looking
for the PML to have, however, it occurs only at a particular angle for a particular
frequency at one polarisation. The PML will need to have zero reflections at all
angles, all frequencies, and both polarisations.
Let’s consider the PML to have a diagonally anisotropic permeability, ⇀µPML, and
permittivity, ⇀εPML, tensors, and set impedance of the PML, η =
√√√√⇀µPML
⇀
εPML
, to match
that of the grid point adjacent to the PML region. Matching the impedance of the
PML to the simulation region will remove reflection for waves incident at normal
incidence to the PML. A diagonal ⇀µPML and
⇀
εPML can of course be calculated before
the main loop of the simulation, saving computational time and resources.
In this example let’s consider the PML to be impedance matched to air, which will
mean that
⇀
εPML =
⇀
µPML ≡

a 0 0
0 b 0
0 0 c
 , (A.40)
where a, b and c ∈ C - the imaginary part will set the absorption in the PML region.
The Fresnell equations determine the reflection and transmission at a boundary, and
can help find the constraints on a, b and c to remove reflections from the PML into
the simulation region. For a wave travelling in the z-direction, incident on a z-axis
PML boundary layer, the Fresnell TE reflection eqaution is
rTE =
√
a cos θ1 −
√
b cos θ2√
a cos θ1 +
√
b cos θ2
, (A.41)
where θ1 and θ2 are the angles of the reflected and transmitted waves. The angular
dependence of the Fresnell equaitons can be eliminated by considering Snell’s law
for a diagonal tensor, which is given by
sin θ1 =
√
bc sin θ2. (A.42)
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If b and c are chosen such that
√
bc = 1, then θ1 = θ2 and there is no refraction. The
angular dependence of the Fresnell equations is eliminated. The PML boundary
needs to have zero reflection, thus setting rTE =
√
a−√b√
a+
√
b
= 0, gives the condition
a = b. (The same argument follows for a TM polarisaed wave.) Therefore, for
a PML on the z-axis boundary to have no reflection, the PML’s permittivity and
permeability tensors need to be uniaxially anisotropic with the following relations
between it’s components
⇀
εPML =
⇀
µPML ≡

a 0 0
0 a 0
0 0 1
a
 . (A.43)
The same steps can be repeated for the boundaries along the other axes.
Having dealt with reflections the PML must then absorb the wave within it’s region
before the wave reaches the boundary of the grid, to fulfill the Direchlet boundary
condition. One way of reducing the fields to zero is to use PML layers that increase
in absorbance gradually: starting from zero at the interface with the simulation
region and increasing to a maximum at the numerical grid boundary.
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A.3. Direction of the Poynting vector
The Poynting vector, S = E ∧H, points in the direction of energy transfer of the
elecromagnetic wave. The direction of the Poynting vector can be determined from
the isofrequency dispersion curve, and in fact, it is always normal to the surface of the
curve. To show this, consider Maxwell’s equations for a plane wave, exp(ik ·r− iωt),
in their differentiated form
k ∧ E = ωµ0H
k ∧H = −ωD . (A.44)
Changing the position of the wavevevtor by an infinitesimal amount δk and the
frequency by δω will change the fields by δE, δH and δD. The equations can then
be written as
(k + δk) ∧ (E+ δE) = µ0 (ω + δω) (H+ δH)
(k + δk) ∧ (H+ δH) = − (ω + δω) (D+ δD) . (A.45)
Employing the equations in (A.44) only the cross terms on either side of equations
in (A.45) remain, giving
k ∧ δE+ δk ∧ E = µ0ωδH+ µ0δωH
k ∧ δH+ δk ∧H = −ωδD− δωD . (A.46)
Multiplying the top and bottom equation in (A.46) by H and E respectively gives
H · k ∧ δE+H · δk ∧ E = µ0ωH · δH+ µ0δωH ·H
E · k ∧ δH+ E · δk ∧H = −ωE · δD+ δωE ·D , (A.47)
and using the relation A ·B ∧C = B ·C ∧A = C ·A ∧B the equations in(A.47)
can be rewritten as
k · δE ∧H+ δk · E ∧H = µ0ωH · δH+ µ0δωH ·H
−k · E ∧ δH− δk · E ∧H = −ωE · δD− δωE ·D . (A.48)
Using equations in A.44 it is possible to make the substitution µ0ωH · δH = k ∧
E · δH = k · E ∧ δH and, since the dielectric tensor is symmetric (along the optic
axis) the substitution ωE · δD = ωδE ·D = −δE · k ∧H = k · δE ∧H can be used.
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Therefore, the equations in (A.48) take on the form
k · δE ∧H+ δk · E ∧H− k · E ∧ δH = µ0δωH ·H
−k · E ∧ δH− δk · E ∧H+ k · δE ∧H = −δωE ·D . (A.49)
Subtracting the top equation from the bottom in (A.49) gives
2δk · E ∧H = δω (µ0H ·H+ E ·D) . (A.50)
Considering a change of δk on the surface of an isofrequency dispersion curve, where
ω is constant and therefore δω = 0, gives
δk · S = 0. (A.51)
Thus S is perpendicular to the gradient of the isofrequency disperison curve.
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