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Abstract
We study the existence, uniqueness and asymptotic behavior, as well as the stability of a special kind of traveling wave solutions
for competitive PDE systems involving intrinsic growth, competition, crowding effects and diffusion. The traveling waves are
exclusive in the sense that as the variable goes to positive or negative infinity, different species are close to extinction or carrying
capacity. We perform an appropriate affine transformation of the traveling wave equations into monotone form and construct
appropriate upper and lower solutions. By this means, we reduce the existence proof to application of well-known theory about
monotone traveling wave systems (cf. [A. Leung, Systems of Nonlinear Partial Differential Equations: Applications to Biology and
Engineering, MIA, Kluwer, Boston, 1989; J. Wu, X. Zou, Traveling wave fronts of reaction–diffusion systems with delay, J. Dynam.
Differential Equations 13 (2001) 651–687] and [I. Volpert, V. Volpert, V. Volpert, Traveling Wave Solutions of Parabolic Systems,
Transl. Math. Monogr., vol. 140, Amer. Math. Soc., Providence, RI, 1994]). Then, by using spectral analysis of the linearization
over the profile, we prove the orbital stability of the traveling wave in some Banach spaces with exponentially weighted norm.
Furthermore, we show that the introduction of some weight is necessary in the sense that, in general, traveling wave solutions with
initial perturbations in the (unweighted) space C0 are unstable (cf. [I. Volpert, V. Volpert, V. Volpert, Traveling Wave Solutions of
Parabolic Systems, Transl. Math. Monogr., vol. 140, Amer. Math. Soc., Providence, RI, 1994] and [D. Henry, Geometric Theory
of Semilinear Parabolic Equations, Lecture Notes in Math., vol. 840, Springer-Verlag, New York, 1981]).
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This article is concerned with the traveling wave solutions of the system
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ut = duxx + u(a1 − b1u − c1v),
vt = dvxx + v(a2 − b2u − c2v), (x, t) ∈ R × [0,∞), (1.1)
where u = u(x, t), v = v(x, t); and d, ai, bi, ci are positive constants. Throughout this paper, we will always assume
the following hypotheses:
[H1] a2
b2
<
a1
b1
; and
[H2] a2
c2
<
a1
c1
.
The system describes two interacting species with diffusive effects. The quantities u and v are the concentrations
of two competing populations. The parameters ai , i = 1,2 are the intrinsic growth rates of the species; b1, c2 are
the crowding-effect coefficients. The parameters c1 and b2 are the coefficients describing competition between the
species; and d is the diffusion constant. We will study the existence and uniqueness, asymptotics and stability of the
traveling wave solutions of the form (u(
√
a1
d
x + ca1t), v(
√
a1
d
x + ca1t)) joining the equilibria (0, a2c2 ) and ( a1b1 ,0) as√
a1
d
x + ca1t moves from −∞ to ∞. This means that the first species move from extinction to carrying capacity,
while the second species move from carrying capacity to extinction.
If the inequality in [H1] is reversed, [21] proved the existence of traveling wave solutions moving from (0,0) to
the positive coexistence equilibrium. On the other hand, if the inequality in [H2] is reversed, [4] and [8] proved the
existence of traveling wave solutions moving from one equilibrium on one positive axis to the equilibrium on the
other positive axis. In each of [21,4,1] and [8], dynamical system and ordinary differential equation methods are used
to prove the existence of traveling wave solutions. The hypotheses in this article are different. We use an alternative
method of upper–lower solutions to prove the existence of traveling wave solutions. Moreover, we further consider
the uniqueness, asymptotics as well as stability of the traveling wave solutions. Related papers involving the study of
traveling wave solutions for other interacting population systems can be found in, e.g., [5,12,26] and [22].
Other boundary value problems involving system (1.1), not related to traveling wave solutions, can be found in
many references. Examples of related books are [10,14,15,19,20].
In Section 2, the existence of traveling wave solution is proved by means of the method of upper–lower solution
(cf. [14]). In order to simplify the proof, we make a change of variable in the second equation of (1.1) by reversing
order so that the resulting system becomes monotone. For such system, we can utilize available theorems in [23]
and [25] to simplify the proof of our present theorem. The construction of upper solution for the system is made by
using traveling wave solutions with appropriate dichotomy properties for the scalar KPP (Kolmogorov, Petrovsky and
Piskunov) equations.
Having proved the existence of the traveling wave solutions, we next study the stability of the traveling wave
solutions in Section 3. We investigate the stability issue by the local method of spectral analysis. We analyze the
locations of the continuous spectra and eigenvalues of the linearized operator in several Banach spaces. The main
difficulty is that in the usual spaces of the continuous functions C(R) × C(R) or Lp(R) × Lp(R), p > 1, the con-
tinuous spectrum of the linearized operator has positive real parts. Consequently, the traveling wave solutions are
unstable in those spaces. In order to obtain asymptotic stability, we need to construct appropriate weighted Banach
spaces as in [18,13,11,7]. In a smaller weighted Banach space, we may eliminate the part of the continuous spectrum
having positive real parts, and at the same time push the eigenvalues to the left half complex plane. This is one of the
most interesting part of the paper. More precisely, we first use comparison with the upper solution to find asymptotic
dichotomy properties of the traveling waves at positive or negative infinity, and the exponential decay rates of their
derivatives. From such properties, we deduce an appropriate weighted subspace such that 0 is an eigenvalue if the
linearized operator is restricted to the subspace. From Theorem 5.1 in Chapter 4 of [23], we find that the eigenvalue is
simple. Furthermore, due to the monotonicity, there is no eigenvalue with positive real part. By a careful examination
of the asymptotic rates of the traveling wave, we can specify the exponential weights such that the continuous spec-
trum of the linearized operator is contained in the left-half plane. After these key steps (as described in Lemmas 3.4,
3.5 and Corollary 3.3), the asymptotic stability in the weighted norm follows along the lines of the theory in Chapter 5
in [23] (as described in Theorems 3.6–3.8 and Section 4 in this article). The study of the linearized system also leads to
results on the asymptotic behavior and the uniqueness of the traveling wave solutions as described in Theorem 3.9. For
the proof of uniqueness, the shifting method is applied. More detailed explanation of this method can be found in [2].
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and diffusion rates such that exclusive traveling waves can occur. Traveling wave solutions for reaction–diffusion
models similar to (1.1) are recently used for farming, forestry and resource-consumer studies (cf. [24,3,6] and [16]).
The basic hypotheses [H1] and [H2] in this article essentially assume that for the corresponding nonspatial model, the
nonvertical null cline of one species in the first quadrant is inside the triangle enclosed by the nonvertical null cline of
the other species in the first quadrant. Such situations are studied for traveling wave solutions for competing species
in farming [24] and forestry [3]. In Section 2, Examples 2.1 and 2.2 indicate that if the intrinsic growth rate of the
first species is large, then [H1] and [H2] are readily satisfied. Additionally, if the self-crowding coefficient of the first
species is larger than its competition coefficient effect on the growth of the second species, then [H3] is also satisfied.
By Theorem 2.2 and Corollary 2.3, we conclude that there exist traveling waves moving from the second species to
the first species as the exclusive survivor. Further, Example 2.3 shows that if the growth and interaction rates of the
second species are reduced, the wave speed of the traveling wave in Example 2.2 can be substantially reduced.
2. Existence of traveling wave
In this section, we will prove the existence of traveling wave solution of the system (1.1) of the form
(u(
√
a1
d
x + ca1t), v(
√
a1
d
x + ca1t)) joining the equilibria (0, a2c2 ) and (
a1
b1
,0) as
√
a1
d
x + ca1t moves from −∞ to
+∞. Letting:
τ = a1t and x =
√
a−11 dx˜, (2.1)
Eq. (1.1) can be written as{
uτ = ux˜x˜ + u
(
1 − a−11 b1u − a−11 c1v
)
,
vτ = vx˜x˜ + v
(
a−11 a2 − a−11 b2u − a−11 c2v
)
,
(x˜, τ ) ∈ R × R+. (2.2)
Let
u = kw, v = qz, (2.3)
where k = a1b−11 and q is a constant satisfying
a2c
−1
2 < q < a1c
−1
1 . (2.4)
System (2.2) becomes{
wτ = wx˜x˜ +w(1 −w − rz),
zτ = zx˜x˜ + z
(
1 − bw − 1(1 + 2)z
)
,
(2.5)
where
r = a−11 c1q, 1 = a−11 a2,
b = b2b−11 , 2 = a−12 c2q − 1. (2.6)
Note that from [H1] and (2.4), we have
0 < 1 < b, 0 < r < 1, 2 > 0. (2.7)
Observe that by choosing q close to a2c−12 in (2.4), 2 can be made arbitrarily small.
Lemma 2.1. Consider system (1.1) under hypotheses [H1] and [H2]. The change of variables (2.1), (2.3) with q
satisfying (2.4) transforms (1.1) into system (2.5). The parameters in (2.5) are related to those in (1.1) by (2.6). The
parameters r, 1, 2 and b satisfy the inequalities in (2.7).
One can readily verify that if (w(x˜, τ ), z(x˜, τ )) is a solution of (2.5), then
(
u(x, t), v(x, t)
)= (u(√a−1dx˜, a−1τ), v(√a−1dx˜, a−1τ))= (kw(x˜, τ ), qz(x˜,τ )) (2.8)1 1 1 1
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(w(x˜, τ ), z(x˜, τ )) = (w(ξ), z(ξ)), ξ = x˜ + cτ, satisfying⎧⎪⎨
⎪⎩
lim
ξ→−∞
(
w(ξ), z(ξ)
)= (0, 1
1 + 2
)
,
lim
ξ→∞
(
w(ξ), z(ξ)
)= (1,0). (2.9)
Relating back to (2.5), we are thus looking for solutions of{−wξξ + cwξ = w(1 −w − rz),
−zξξ + czξ = z
(
1 − bw − 1(1 + 2)z
)
,
−∞ < ξ < ∞. (2.10)
Theorem 2.2. Under hypotheses [H1], [H2] and
[H3] a1
b1
 a2
b2
+ a1
b2
,
system (1.1) has a traveling wave solution of the form
(
u(x, t), v(x, t)
)= (kw(√a1
d
x + ca1t
)
, qz
(√
a1
d
x + ca1t
))
(2.11)
for any c > 2. Here (w, z) is a function of one variable ξ satisfying (2.10) for −∞ < ξ < ∞, and (2.9) as ξ → ±∞.
Moreover, w(ξ) and z(ξ) are positive monotonic functions for −∞ < ξ < ∞.
Remark 1. Note that⎧⎪⎪⎨
⎪⎪⎩
lim
t→−∞
(
u(x, t), v(x, t)
)= (0, a2
c2
)
,
lim
t→+∞
(
u(x, t), v(x, t)
)= (a1
b1
,0
)
.
(2.12)
Proof. The change of variables
u1(ξ) = w(ξ),
u2(ξ) = 11 + 2 − z(ξ) (2.13)
for −∞ < ξ < ∞, transforms (2.10) into⎧⎪⎪⎨
⎪⎪⎩
−(u1)ξξ + c(u1)ξ = u1
(
1 + 2 − r
1 + 2 − u1 + ru2
)
,
−(u2)ξξ + c(u2)ξ =
(
1
1 + 2 − u2
)(
bu1 − 1(1 + 2)u2
) (2.14)
for −∞ < ξ < ∞, which is monotone for 0 u1, 0 u2  11+2 .
We now construct a pair of coupled upper solutions for system (2.14). For c > 2, let u¯(ξ) be the increasing function
satisfying the following KPP equation:
−u¯′′ + cu¯′ = u¯(1 − u¯) (2.15)
for −∞ < ξ < ∞, with lim u¯(ξ)ξ→−∞ = 0 and lim u¯(ξ)ξ→∞ = 1. Define
u¯1(ξ) = u¯(ξ), u¯2(ξ) = 11 + 2 u¯(ξ). (2.16)
For 0 u2  u¯2(ξ), one readily verifies that
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(
1 + 2 − r
1 + 2 − u¯1 + ru2
)
= u¯1(ξ)
(
r
1 + 2 − ru2
)
 r
1 + 2 u¯1(1 − u¯) > 0 (2.17)
for all −∞ < ξ < ∞. For 0 u1  u¯1(ξ), one verifies
−(u¯2)′′ + c(u¯2)′ −
(
1
1 + 2 − u¯2
)(
bu1 − 1(1 + 2)u¯2
)= 1
1 + 2
[−(u¯)′′ + c(u¯)′ − (1 − u¯)(bu1 − 1u¯)]
= 1
1 + 2
[
u¯(1 − u¯) + (1 − u¯)(1u¯ − bu1)
]
 1
1 + 2 u¯(1 − u¯)[1 + 1 − b] 0 (2.18)
for all −∞ < ξ < ∞. The last inequality above is true because
1 + 1 − b = 1 + a2
a1
− b2
b1
= b2
a1
(
a1
b2
+ a2
b2
− a1
b1
)
 0,
by hypothesis [H3].
The pair of functions defined by
ρ¯1(ξ) = u¯1(−ξ), ρ¯2(ξ) = u¯2(−ξ) (2.19)
form a pair of upper solutions for the monotone system⎧⎪⎪⎨
⎪⎪⎩
(ρ1)ξξ + c(ρ1)ξ + ρ1
(
1 + 2 − r
1 + 2 − ρ1 + rρ2
)
= 0,
(ρ2)ξξ + c(ρ2)ξ +
(
1
1 + 2 − ρ2
)(
bρ1 − 1(1 + 2)ρ2
)= 0 (2.20)
for −∞ < ξ < ∞, in the sense that
(ρ¯1)ξξ + c(ρ¯1)ξ + ρ¯1
(
1 + 2 − r
1 + 2 − ρ¯1 + rρ2
)
 0,
(ρ¯2)ξξ + c(ρ¯2)ξ +
(
1
1 + 2 − ρ¯2
)(
bρ1 − 1(1 + 2)ρ¯2
)
 0 (2.21)
for −∞ < ξ < ∞, all 0  ρ2  ρ¯2(ξ), 0  ρ1  ρ¯1(ξ). (Note that the system (2.20) is monotone in the region:
0  ρ1  1, 0  ρ2  11+2 .) In particular, (2.21) is true when ρ1 = ρ¯1(ξ) in the first equation, ρ2 = ρ¯2(ξ) in the
second equation for all −∞ < ξ < ∞. Let
F1(ρ1, ρ2) = ρ1
(
1 + 2 − r
1 + 2 − ρ1 + rρ2
)
,
F2(ρ1, ρ2) =
(
1
1 + 2 − ρ2
)(
bρ1 − 1(1 + 2)ρ2
)
.
We clearly have for i = 1,2 that
Fi
(
s,
sb
21(1 + 2)
)
> 0
for s > 0 sufficiently small. We now apply Theorem 4.2 in Chapter 3 of [23], with −→F = (F1,F2), −−→w+ = (0,0), −−→w− =
(1, 11+2 ) and K the class of vector-valued functions
−→ρ (ξ) ∈ C2(−∞,∞) decreasing monotonically and satisfying
limξ→±∞ −→ρ (ξ) = −−→w±. The existence of the function (ρ¯1(ξ), ρ¯2(ξ)) satisfying (2.21) implies that we have c  w∗,
where
w∗ = max
{
inf−→ρ ∈K
{
sup
ρ′′k + Fk(−→ρ (ξ))
−ρ′ (ξ)
}
,0
}
.ξ,k k
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(2.20) has a solution (ρˆ1(ξ), ρˆ2(ξ)) with each component monotonically decreasing for −∞ < ξ < ∞ and
limξ→±∞(ρˆ1(ξ), ρˆ2(ξ)) = −−→w± . Although the function −→F vanishes at the top left corner of the rectangle [−−→w+,−−→w−] =
[0,1] × [0, 11+2 ], the theorem mentioned above still applies, because the monotone solution constructed has value in
the interior of the rectangle and cannot tend to top left corner as ξ → −∞. The function(
uˆ1(ξ), uˆ2(ξ)
) := (ρˆ1(−ξ), ρˆ2(−ξ)) (2.22)
is then a solution of the system (2.14). Finally, setting w(ξ) = uˆ1(ξ), z(ξ) = 11+2 − uˆ2(ξ) for −∞ < ξ < ∞ as
in (2.13), then (u(x, t), v(x, t)) as defined in (2.11) is a traveling wave solution of system (1.1) for −∞ < x < ∞,
0 t < ∞, satisfying (2.12) as described in the statement of Theorem 2.2. 
The following corollary gives a more accurate description of the asymptotic behavior of the traveling wave solution
of system (1.1) or (2.14) at ±∞. This information will be useful for the study of the stability of the traveling solution
in Section 3.
Corollary 2.3. Under hypotheses [H1]–[H3], system (1.1) has a traveling wave solution of the form (2.11) for any
c > 2. The function (w, z) in (2.11) is a function of one variable ξ satisfying (2.10) for −∞ < ξ < ∞ and (2.9) as
ξ → ±∞. Furthermore, w(ξ) and z(ξ) are monotonic functions for −∞ < ξ < ∞, satisfying
0 <w(ξ) u¯(ξ),
0 <
1
1 + 2 − z(ξ)
1
1 + 2 u¯(ξ). (2.23)
Here, u¯(ξ) is the solution of Eq. (2.15) with limξ→−∞ u¯(ξ) = 0, limξ→∞ u¯(ξ) = 1.
Proof. The traveling wave solution constructed in Theorem 2.2 does not necessarily satisfy (2.23). In order to obtain
a solution with these additional properties, we first follow the proof of Theorem 2.2 to the end of inequality (2.18),
obtaining upper solution u¯1(ξ), u¯2(ξ) for (2.14), then we construct a pair of coupled lower solutions for (2.14) as
follows
u1(ξ) =
{
 if ξ  0,
eλξ if ξ < 0
(2.24)
and
u2(ξ) = 11 + 2 u1(ξ). (2.25)
Here  ∈ (0,1 − r1+2 ) and λ ∈ (c,∞) are chosen as sufficiently small and large constants, respectively, so that we
have the property
u1(ξ) u¯1(ξ) = u¯(ξ),
u2(ξ) u¯2(ξ) = 11 + 2 u¯(ξ) (2.26)
for −∞ < ξ < ∞.
For 0 u2  u¯2(ξ), ξ > 0, we verify
−u′′1 + cu′1 − u1
(
1 − r
1 + 2 − u1 + ru2
)
= −
(
1 − r
1 + 2 −  + ru2
)
< 0. (2.27)
For 0 u2  u¯2(ξ), ξ < 0, we have
−u′′1 + cu′1 − u1
(
1 − r
1 + 2 − u1 + ru2
)
= eλξ
(
−λ2 + cλ− 1 + r
1 + 2 + e
λξ − ru2
)
 eλξ
(
−λ2 + cλ− 1 + r
1 + 2 + 
)
 eλξλ(−λ+ c) < 0. (2.28)
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−u′′2 + cu′2 −
(
1
1 + 2 − u2
)(
bu1 − 1(1 + 2)u2
)
−
(
1
1 + 2 −

1 + 2
)
(b − 1)
= − 1
1 + 2 (1 − )(b − 1) < 0. (2.29)
For u1(ξ) u1  u¯1(ξ), ξ < 0, we have
−u′′2 + cu′2 −
(
1
1 + 2 − u2
)(
bu1 − 1(1 + 2)u2
)
 1
1 + 2 e
λξ
(−λ2 + cλ)− 1
1 + 2
(
1 − eλξ )(bu1 − 1eλξ )
= 1
1 + 2 e
λξ
(−λ2 + cλ− (1 − eλξ )(b − 1))
 λ
1 + 2 e
λξ (−λ + c) < 0. (2.30)
From (2.17), (2.18), (2.26)–(2.30), we see that the pairs (u¯1(ξ), u¯2(ξ)) and (u1(ξ), u2(ξ)) form coupled upper–
lower solutions for the monotone system (2.14). We can apply Theorem 3.6 in [25] with zero delay to con-
clude that system (2.14) has a traveling wave solution (u01(ξ), u02(ξ)) with limξ→−∞(u01(ξ), u02(ξ)) = (0,0),
limξ→∞(u01(ξ), u
0
2(ξ)) = (1, 11+2 ) and
u1(ξ) u01(ξ) u¯1(ξ) = u¯(ξ),
u2(ξ) u02(ξ) u¯2(ξ) =
1
1 + 2 u¯(ξ) (2.31)
for −∞ < ξ < ∞. Moreover each u0i (ξ), i = 1,2 are monotone functions. We thus obtain (2.23) by letting
w(ξ) = u01(ξ), 11+2 − z(ξ) = u02(ξ) for −∞ < ξ < ∞. Note that although (0, 11+2 ) on the top left-hand corner of the
rectangle [0,1] × [0, 11+2 ] is another equilibrium for system (2.14) in addition to (0,0) and (1, 11+2 ), the fact that
0 < u1(ξ)  u01(ξ) insures that limξ→+∞(u01(ξ), u02(ξ)) = (0, 11+2 ). Consequently, the conclusion of Theorem 3.6
in [25] is applicable. 
In order to illustrate situations when Theorem 2.2 and Corollary 2.3 are applicable, we let d > 0 be arbitrary and
consider the following two examples.
Example 2.1. ut = duxx + u(6 − 3u− 1.9v), vt = dvxx + v(3 − 2u− v).
Example 2.2. ut = duxx + u(5 − 3u− 3v), vt = dvxx + v(3 − 2u− 2v).
In both examples, [H1]–[H3] are all satisfied. We see that if a1 is relatively large, compared with all the other rates,
then [H1] and [H2] are readily satisfied. If b1 > b2, [H3] is always true. In other words, if the intrinsic growth rate of
the first species is large, and its own crowding coefficient is larger than its effect on the growth of the second species,
then there exist traveling waves moving from the second species to the first species as the exclusive survivor.
Under more stringent condition than [H3], one can obtain the existence of traveling wave solutions of system (1.1)
with smaller wave speed than that obtained in Theorem 2.2 and Corollary 2.3.
Theorem 2.4. Under hypotheses [H1], [H2] and
[H3∗] a2c1 + b2  1,
c2a1 b1
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√
1 − a2c1
c2a1
. The function
(w, z) in (2.11) is as described in Theorem 2.2 with 2 in (2.10) satisfying additional property as described in the
proof below.
Proof. In the very beginning transformations (2.1), (2.3) and (2.4), we may choose q sufficiently close to a2c−12 so
that
2 < 1 (2.32)
in system (2.5) and (2.10). Recall that (2.6) and (2.7) are still satisfied. Also note that from (2.6), no matter how q is
chosen in the interval described in (2.4), we always have the relation:
1 − r
1 + 2 = 1 −
c1a2
a1c2
.
We next transform (2.10) into (2.14) by the change of variable (2.13) in the proof of Theorem 2.2. We now modify
the proof of Theorem 2.2 by defining u˜(ξ) to be the increasing function satisfying
−(u˜)ξξ + c(u˜)ξ =
(
1 − r
1 + 2
)
u˜(1 − u˜) (2.33)
for −∞ < ξ < ∞ with limξ→−∞ u˜(ξ) = 0, limξ→∞ u˜(ξ) = 1. Such solution u˜(ξ) exists for c > 2
√
1 − c1a2
a1c2
, by the
choice of 1 − r1+2 as explained above. We now construct a new pair of coupled upper solutions for the system (2.14).
Define
u˜1(ξ) = u˜(ξ), u˜2(ξ) = 11 + 2 u˜(ξ). (2.34)
For 0 u2  u˜2(ξ), we readily verify that
−u˜′′1(ξ) + cu˜′1(ξ) − u˜1
(
1 + 2 − r
1 + 2 − u˜1 + ru2
)
=
(
1 − r
1 + 2
)
u˜(1 − u˜) − u˜
(
1 − r
1 + 2 − u˜+ ru2
)
= u˜
{(
1 − r
1 + 2
)
(1 − u˜) − 1 + r
1 + 2 + u˜ − ru2
}
= u˜
{
r
1 + 2 u˜− ru2
}
 u˜
{
r
1 + 2 u˜ − ru˜2
}
≡ 0 (2.35)
for all −∞ < ξ < ∞. For 0 u1  u˜1(ξ), one verifies
−u˜′′2(ξ) + cu˜′2(ξ) −
(
1
1 + 2 − u˜2
)(
bu1 − 1(1 + 2)u˜2
)
= 1
1 + 2
{−u˜′′ + cu˜′ − (1 − u˜)(bu1 − 1u˜)}
= 1
1 + 2
{(
1 − r
1 + 2
)
u˜(1 − u˜) + (1 − u˜)(1u˜ − bu1)
}
 1
1 + 2 (1 − u˜)
{(
1 − r
1 + 2
)
u˜ + 1u˜ − bu˜
}
 1
1 + 2 (1 − u˜)u˜
{
1 − r
1 + 2 + 2 − b
}
= 1 (1 − u˜)u˜
{−c1a2 + c2 q − b2}1 + 2 a1c2 a2 b1
910 A.W. Leung et al. / J. Math. Anal. Appl. 338 (2008) 902–924>
1
1 + 2 (1 − u˜)u˜
{
1 − a2c1
c2a1
− b2
b1
}
 0 (2.36)
by hypothesis [H3∗]. In (2.36), we have used (2.32).
Next, the pair of functions
ρ˜1(ξ) := u˜1(−ξ), ρ˜2(ξ) := u˜2(−ξ)
form a pair of upper solutions for the monotone system (2.20) as in the proof of Theorem 2.2. The remaining part of
the proof of this theorem follows exactly the final part of the proof of Theorem 2.2. 
As an application of Theorem 2.4, we let d > 0 be arbitrary and consider the following.
Example 2.3. ut = duxx + u(5 − 3u − 3v), vt = dvxx + v(0.3 − 0.2u − 0.2v). By reducing the coefficients of the
second equation and holding the first equation unchanged in Example 2.2, we see that all the hypotheses [H1], [H2]
and [H3∗] are satisfied in this example. From Theorem 2.4, we obtain traveling waves with wave speed c > 2/
√
10.
3. Spectral analysis and uniqueness
The stability of traveling wave solutions depends on the location of the spectrum of the linearized operators.
Recall that in Section 2, the system (1.1) is transformed into (2.5) and (2.14). We now write the initial value problem
associated with (2.5) or (2.14) as{
Uτ = Ux˜x˜ + F(U),
U(x˜,0) = U¯ , (3.1)
where U = (u1, u2)T , F(U) = (u1( 1+2−r1+2 − u1 + ru2), ( 11+2 − u2)(bu1 − 1(1 + 2)u2))T .
Let U∗(ξ) = U∗(x˜ + c∗τ) = (u∗1(x˜ + c∗τ), u∗2(x˜ + c∗τ))T be the traveling wave solution of (3.1) with wave
speed c∗. (Here, the initial condition in (3.1) is not imposed.) Introducing the transformation
U(x˜, τ ) = U∗(x˜ + c∗τ)+ V (x˜ + c∗τ, τ)
and considering problem (3.1) in the frame of moving coordinate ξ = x˜ + c∗τ , we obtain the system{
Vτ = LV + R
(
V,U∗
)
,
V (ξ,0) = U¯ − U∗(ξ), (3.2)
where
LV = Vξξ − c∗Vξ + ∂F
∂U
(
U∗
)
V (3.3)
is a linear operator, and
R
(
V,U∗
)= F (U∗ + V )− F (U∗)− ∂F
∂U
(
U∗
)
V (3.4)
is a nonlinear operator.
Remark 3.1. Recall that the wave speeds c = c∗ of the traveling wave solutions satisfy, respectively,
c∗ > 2 for Theorem 2.2 and Corollary 2.3,
or
c∗ > 2
√
1 − c1a2
c2a1
= 2
√
1 − r
1 + 2 for Theorem 2.4.
For convenience, we will retain the same notation for the linearized system corresponding to (3.2) as follows
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⎧⎨
⎩Vτ = Vξξ − c
∗Vξ + ∂F
∂U
(
U∗
)
V,
V (ξ,0) = U¯ −U∗(ξ),
(3.5)
where
∂F
∂U
=
[
(1 − r1+2 ) − 2u∗1 + ru∗2, ru∗1
b
1+2 − bu∗2, 21(1 + 2)u∗2 − bu∗1 − 1
]
.
We will study the spectral properties of operator L in various Banach spaces. The usual definitions of continuous
and discrete (eigenvalue) spectrum will be followed.
Definition. Suppose L is a linear operator in a Banach space. A normal point for L is any complex number which is in
the resolvent set of L, or is an isolated eigenvalue of finite multiplicity. Any other complex number is in the essential
spectrum which includes the continuous spectrum. The set of eigenvalues of operator L will be denoted as σp(L) and
the set of points in essential spectrum will be denoted as σe(L).
We will next define appropriate weighted Banach spaces for our problem. First, let C0 be
C0 =
{
U ∈ C(R) × C(R)
∣∣∣ lim|ξ |→∞U(ξ) = 0
}
,
with norm
‖U‖C0 = sup
ξ∈R
∥∥U(ξ)∥∥.
For nonnegative numbers σ1, σ2, the space Cσ1,σ2 is defined as
Cσ1,σ2 =
{
U ∈ C(R) × C(R)
∣∣∣ lim|ξ |→∞U(ξ)(eσ1ξ + e−σ2ξ )= 0
}
,
with norm
‖U‖Cσ1,σ2 = sup
ξ∈R
∥∥U(ξ)(eσ1ξ + e−σ2ξ )∥∥.
Similarly, we can define C(2)σ1,σ2 as well, for example,
C(2)σ1,σ2 =
{
U
∣∣U(·),U ′(·),U ′′(·) ∈ Cσ1σ;2}
with norm
‖U‖
C
(2)
σ1,σ2
= sup
ξ∈R
Σ2i=0
∥∥∥∥diU(ξ)dξ i
(
eσ1ξ + e−σ2ξ )∥∥∥∥.
It can be readily verified that these spaces are Banach spaces.
Under the hypotheses of Theorem 2.2 or Corollary 2.3 or Theorem 2.4, system (1.1) is transformed into (2.5) and
then into (3.1). The traveling wave solution U∗(ξ) of (3.1) is expressed in terms of solution for (2.14). In any case,
the stability of the traveling wave solution of (1.1) is thus equivalent to the stability of the corresponding traveling
solution of (3.1).
Theorem 3.1. The traveling wave solution U∗(ξ) of system (3.1), found in each of Theorem 2.2, Corollary 2.3 or
Theorem 2.4, is unstable with initial conditions in C0.
Proof. Recall that (3.1) is transformed into (3.2) by letting V be the difference U − U∗. We only need to prove
the trivial solution of (3.2) is unstable. Thus, it suffices to show that in the space C0, the operator L in (3.3) has
continuous spectra with positive real parts. As is well known (see [23] or Theorem A.2 on p. 140 of [9]), the location
of the continuous spectrum of the operator L is determined by the locations of the spectra of L at ±∞, which we
denote by L+ and L−, respectively. More precisely, we let
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∂U
(
U∗+
)
V
= Vξξ − c∗Vξ +
[−1 r
0 1 − b
]
V, (3.6)
L−V = Vξξ − c∗Vξ + ∂F
∂U
(
U∗−
)
V
= Vξξ − c∗Vξ +
[− r1+2 + 1 0
b
1+2 −1
]
V. (3.7)
Here, U∗±, respectively, denote the limit of U∗(ξ) as ξ → ±∞. Now consider the equation
∂V
∂τ
= L+V.
Replacing V by e(λτ+iζ ξ)I, where I is an identity matrix, we then have
e(λτ+iζ ξ)I
(
−ζ 2I − c∗ζ iI + ∂F
∂U
(
U∗+
)− λI)= 0. (3.8)
The spectrum of the operator L+consists of curves given by
det
(
−ζ 2I − c∗ζ iI + ∂F
∂U
(
U∗+
)− λI)= 0. (3.9)
Therefore we have
−ζ 2 − c∗ζ i − 1 − λ = 0, (3.10)
or
−ζ 2 − c∗ζ i + 1 − b − λ = 0. (3.11)
Let λ = x + yi, then by (3.10) we have
x = − y
2
(c∗)2
− 1, (3.12)
or by (3.11),
x = − y
2
(c∗)2
+ 1 − b. (3.13)
Similarly, the spectrum of L− consists of curves
x = − y
2
(c∗)2
− r
1 + 2 + 1, (3.14)
or
x = − y
2
(c∗)2
− 1 (3.15)
in the complex plane. Consequently, we have
max Reσe(L) = max
{
−1, 1 − b,1 − r1 + 2 ,−1
}
> 0.
Hence, by [23, p. 232, Theorem 3.1], the traveling wave solution U∗(ξ) of (3.1) is unstable in C0. 
In order to obtain stability for the traveling solution U∗, we will restrict the operator L to a “smaller” Banach
space Cσ ,σ with σ1  0, σ2  0 and σ 2 + σ 2 = 0.1 2 1 2
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T V := (eσ1ξ + e−σ2ξ )V.
T is thus linear, bounded and has a bounded inverse T −1 : C0 → Cσ1,σ2 with T −1v = (eσ1ξ + e−σ2ξ )−1V . Consider
operator
L˜V = T LT −1V. (3.16)
One readily sees that L˜ is a linear operator with domain C2(R) × C2(R). By relation (3.16), considering L in Cσ1,σ2
is equivalent to considering L˜ in C0, which is
L˜V = Vξξ −
(
2g1 + c∗
)
Vξ +
(
2g21 − g2 + c∗g1 +
∂F
∂U
(
U∗
))
V (3.17)
where
g1(ξ) = σ1e
σ1ξ − σ2e−σ2ξ
eσ1ξ + e−σ2ξ ,
g2(ξ) = σ
2
1 e
σ1ξ + σ 22 e−σ2ξ
eσ1ξ + e−σ2ξ
and
lim
ξ→∞g1(ξ) = σ1, limξ→−∞g1(ξ) = −σ2;
lim
ξ→∞g2(ξ) = σ
2
1 , lim
ξ→−∞g2(ξ) = σ
2
2 .
We now analyze the location of the continuous spectrum of the operator L˜ in the space C0.
Lemma 3.2. Suppose that
c∗ > 2
√
1 − r
1 + 2 = 2
√
1 − c1a2
c2a1
, (3.18)
and σ1, σ2 satisfies (3.22) described below. Then the essential spectrum of the operator L˜ in the space C0 is contained
in some closed sector in the left half complex plane with vertex on the horizontal axis left of the origin. Outside this
sector, there are only discrete spectral points and the points of resolvent of L˜.
Proof. As in the proof of Theorem 3.1, we study the operator L˜ at infinity. We have
L˜+V = Vξξ −
(
2σ1 + c∗
)
Vξ +
(
σ 21 + c∗σ1 +
∂F
∂U
(
U∗
))
V, (3.19)
L˜−V = Vξξ −
(−2σ2 + c∗)Vξ +
(
σ 22 − c∗σ2 +
∂F
∂U
(
U∗
))
V, (3.20)
where σ 21 + c∗σ1 + ∂F∂U (U∗) and σ 22 − c∗σ2 + ∂F∂U (U∗) correspond, respectively, to the matrices
M+ =
[
σ 21 + c∗σ1 − 1 r
0 σ 21 + c∗σ1 + 1 − b
]
and
M− =
[
σ 22 − c∗σ2 + 1 − r1+2 0
b
1+2 σ
2
2 − c∗σ2 − 1
]
.
The continuous spectrum of the operator L˜+ consists of curves
det
(−ζ 2I − i(2σ1 + c∗)ζ I +M+)= 0.
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−ζ 2 − i(2σ1 + c∗)ζ + σ 21 + c∗σ1 − 1 − λ = 0,
or
−ζ 2 − i(2σ1 + c∗)ζ + σ 21 + c∗σ1 + 1 − b − λ = 0.
Equivalently, one has
x = − y
2
(2σ1 + c∗)2 + σ
2
1 + c∗σ1 − 1
or
x = − y
2
(2σ1 + c∗)2 + σ
2
1 + c∗σ1 + 1 − b.
Similarly, the continuous spectrum of L− consists of curves
x = − y
2
(−2σ2 + c∗)2 + σ
2
2 − c∗σ2 + 1 −
r
1 + 2 ,
or
x = − y
2
(−2σ2 + c∗)2 + σ
2
2 − c∗σ2 − 1.
Consequently, we have
max Reσe(L˜) = max
{
σ 21 + c∗σ1 − 1, σ 21 + c∗σ1 + 1 − b,σ 22 − c∗σ2 + 1 −
r
1 + 2 , σ
2
2 − c∗σ2 − 1
}
. (3.21)
Now choose σ1, σ2 such that:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
0 σ1 <
√
(c∗)2 + 4(b − 1) − c∗
2
,
c∗ −
√
(c∗)2 − 4(1 − r1+2 )
2
< σ2 <
c∗ +
√
(c∗)2 − 4(1 − r1+2 )
2
.
(3.22)
Thus by hypothesis (3.18), the expression in (3.21) is negative. The conclusion of the lemma follows readily. 
Corollary 3.3. Assuming all the hypotheses of Lemma 3.2 and σ1, σ2 satisfy (3.22), the essential spectrum of the
operator L in the space Cσ1,σ2 lies in the left half complex plane.
Proof. The conclusion follows immediately from Lemma 3.2 and relation (3.16). 
Having established the location of the continuous spectrum of operator L in the space Cσ1,σ2 , we next study the
location of the eigenvalues of operator L.
Lemma 3.4. Assuming all the hypotheses of Corollaries 2.3 and 3.3, 0 is a simple eigenvalue of the operator L
in Cσ1,σ2 .
Proof. Let U∗ be a traveling wave solution of (3.1) found in Corollary 2.3. Differentiating once more, we obtain
L
(
U∗(ξ)′
)= 0. (3.23)
We have U∗(ξ) → (0,0)T as ξ → −∞ and U∗(ξ) → (1, 1 )T as ξ → ∞; moreover (U∗(ξ))′ > 0 for any ξ in R.1+2
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(u¯1)ξξ − c∗(u¯1)ξ +
(
1 − r
1 + 2 − 2u
∗
1 + ru∗2
)
u¯1 + ru∗1u¯2 = 0, (3.24)
(u¯2)ξξ − c∗(u¯2)ξ +
(
b
1 + 2 − bu
∗
2
)
u¯1 +
(
21(1 + 2)u∗2 − bu∗1 − 1
)
u¯2 = 0. (3.25)
The limiting equation for (3.24) and (3.25) as ξ → −∞ are, respectively,
(uˆ1)ξξ − c∗(uˆ1)ξ +
(
1 − r
1 + 2
)
uˆ1 = 0, (3.26)
(uˆ2)ξξ − c∗(uˆ2)ξ + b1 + 2 uˆ1 − 1uˆ2 = 0. (3.27)
Equation (3.26) has two independent solutions of the form
uˆ11 = e
c∗−
√
c∗2 −4(1− r1+2 )
2 ξ , uˆ21 = e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ .
Relating (3.24) with (3.26), we deduce u¯1 has the following property as ξ → −∞,
u¯1 = α
[
1 + o(1)]e c∗−
√
c∗2 −4(1− r1+2 )
2 ξ + β[1 + o(1)]e c∗+
√
c∗2 −4(1− r1+2 )
2 ξ (3.28)
for some constants α and β . We next show that α = 0.
In fact, let u˜ be the solution of
u′′ − c∗u′ + u(1 − u) = 0.
From Corollary 2.3, we have that u∗(ξ) u˜(ξ). Moreover, u˜ has the following properties:
1. (u˜)′ is the solution of
v′′ − c∗v′ + (1 − 2u˜)v = 0; (3.29)
2. (u˜)′ has the following asymptotic behavior:
(u˜)′− = e
c∗−
√
c∗2 −4
2 ξ
[
cˆ + o(1)], cˆ = 0 as ξ → −∞ (3.30)
(u˜)′+ = e
c∗−
√
c∗2 +4
2 ξ
[
dˆ + o(1)], dˆ = 0 as ξ → +∞. (3.31)
Integrating (3.28) and (3.30) from −∞ to ξ , with −ξ sufficiently large positive, and noticing c
∗−
√
c∗2−4(1− r1+2 )
2 <
c∗−
√
c∗2−4
2 , we conclude that α = 0.
Next, we consider Eq. (3.27). Writing (3.27) as
(uˆ2)ξξ − c∗(uˆ2)ξ − 1uˆ2 = − b1 + 2 uˆ1, (3.32)
we notice that
c∗+
√
c∗2−4(1− r1+2 )
2 is not a characteristic of
(uˆ2)ξξ − c∗(uˆ2)ξ − 1uˆ2 = 0. (3.33)
Equation (3.33) has two independent solutions of the form
uˆ12 = e
c∗+
√
c∗2 +41
2 ξ , uˆ22 = e
c∗−
√
c∗2 +41
2 ξ .
Thus, as ξ → −∞, u¯2 has the property
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[
1 + o(1)]e c∗+
√
c∗2 +41
2 ξ + β¯[1 + o(1)]e c∗−
√
c∗2 +41
2 ξ +D[1 + o(1)]e c
∗+
√
c2−4(1− r1+2 )
2 ξ .
for some constants α¯, β¯ , and D = 0. Since limξ→−∞ u∗2(ξ) = 0, we obtain β¯ = 0. Hence u¯2 = [D + o(1)]×
e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ , as ξ → −∞. Therefore, as ξ → −∞, we have the formula
(
u¯1
u¯2
)
=
⎛
⎜⎜⎝ (β + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
(D + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
⎞
⎟⎟⎠ , (3.34)
where β = 0 and D = 0.
Similarly, we consider (3.24) and (3.25) as ξ → +∞, and obtain the limiting equation{
(u˜1)ξξ − c∗(u˜1)ξ − u˜1 + ru˜2 = 0,
(u˜2)ξξ − c∗(u˜2)ξ + (1 − b)u˜2 = 0. (3.35)
We deduce as above the following asymptotic behavior as ξ → +∞,
(
u¯1
u¯2
)
=
⎛
⎝ (P + o(1))e c
∗−
√
c∗2 +4(b−1)
2 ξ
(Q + o(1))e c
∗−
√
c∗2 +4(b−1)
2 ξ
⎞
⎠ , (3.36)
where P = 0 and Q = 0. Therefore, we have for σ1, σ2 satisfying (3.22)
lim|ξ |→∞
(
U∗(ξ)
)′(
eσ1ξ + e−σ2ξ )= 0. (3.37)
Consequently, we have(
U∗(ξ)
)′ ∈ Cσ1,σ2, (3.38)
and hence 0 is an eigenvalue of the operator L in Cσ1,σ2 with eigenfunction (U∗(ξ))′. Furthermore, since the sys-
tem (3.1) is monotone, then by [23, Theorem 5.1 of Chapter 4], the eigenvalue 0 is simple. 
Lemma 3.5. Under the hypotheses of Corollaries 2.3 and 3.3, 0 is an isolated eigenvalue of the operator L in Cσ1,σ2 ,
and the operator L does not have any eigenvalue with positive real part.
Proof. Since (3.1) is a monotone system, the result follows from Lemma 3.4 and the general theory of Theorem 5.1
in Chapter 4 in [23]. 
Theorem 3.6. Under the hypotheses of Corollary 3.3, the operator L in Cσ1,σ2 has a dense domain of definition. For
Reλ > 0 large enough, (λ −L)−1 exists and is defined on all of Cσ1,σ2 ; and moreover it satisfies∥∥(λ − L)−1∥∥
Cσ1,σ2
 c
1 + |λ| , (3.39)
where c > 0 is a constant.
Proof. The proof follows the same idea as in [23]. Resolvent estimates in C0,τ are now modified to Cσ1,σ2 . We first
prove C(2)σ1,σ2 is dense in Cσ1,σ2 . Let U ∈ Cσ1,σ2 and V = T U := (eσ1ξ + e−σ2ξ )U ∈ C0. Let
Vρ(ξ) =
+∞∫
−∞
Wρ(ξ − y)V (y)dy,
where Wρ(ξ − y) is a mollifier. It is easy to see that Vρ ∈ C(2)0 , and for any  > 0 there exists ρ so small that
‖V − Vρ‖C < . Now let Uρ = T −1Vρ , then Uρ ∈ C(2)σ ,σ , and0 1 2
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∥∥T −1V − T −1Vρ∥∥Cσ1,σ2
 ‖V − Vρ‖c0 < .
Therefore, C(2)σ1,σ2 is dense in Cσ1,σ2 .
By relation (3.16), we see that
L˜− λ = T (L − λ)T −1 (3.40)
has an inverse defined on all of C0. Let L˜0 be the principal term of L (see (3.17); and consider the equation
(L˜0 − λ)V = V ′′ − λV = f (ξ) (3.41)
for given f ∈ C0. Solution of (3.41) can be expressed as
V (ξ) =
+∞∫
−∞
Γ (ξ − y)f (y) dy
for Reλ > 0, where
Γ (ξ) = − 1
2
√
λ
e−
√
λ|ξ |.
Then V (ξ) ∈ C(2)0 , and we obtain the estimate
∣∣V (ξ)∣∣K‖f ‖C0 |λ|− 12
+∞∫
−∞
e−Re
√
λ|ξ−y| dy
= 2K‖f ‖C0 |λ|−
1
2
(
Re(
√
λ)
)−1
,
where K > 0 is a constant. Re(λ) > 0 implies
√
λ lies in the region: |Im(λ)|  Re(λ). Thus √|λ|  2 Re(√λ), and
we have the estimate
‖V ‖C0 K1|λ|−1‖f ‖C0,∥∥(L˜0 − λ)−1∥∥C0 K1|λ|−1. (3.42)
Here, ‖(L˜0 − λ)−1‖C0 denotes the norm in the space of linear operators from C0 to C0. This convention will be
adopted for operators in the rest of this theorem. Next, observe
L˜− λ = (L˜0 − λ) + L˜1,
where L˜1 is defined as
L˜1V = −
(
2g1(ξ) + c∗
)
V ′ +
(
c∗g1(ξ) − g2(ξ) + 2g21(ξ) +
∂F
∂U
(
u∗
))
V. (3.43)
Here, gi are the functions given below formula (3.17). The coefficients of the expression on the right of (3.43) are all
bounded for ξ ∈ R. Thus, using the estimate
‖v′‖ δ‖v′′‖ + 2δ−1‖v‖
for arbitrary small positive δ, we obtain for  > 0 small,
‖L˜1v‖ ‖L˜0v‖ + c‖v‖ (3.44)
where c is a constant dependent on . Now, write
(L˜ − λ)V = f, f ∈ C0, (3.45)
as
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I + L˜1(L˜0 − λ)−1
]
(L˜0 − λ)V = f.
Using (3.42) and (3.44), we deduce for Reλ > 0 that∥∥L˜1(L˜0 − λ)−1∥∥C0  ∥∥L˜0(L˜0 − λ)−1∥∥C0 + c∥∥(L˜0 − λ)−1∥∥C0
 (1 +K1) + c |λ|−1K1. (3.46)
Now let  be small and |λ| be large, we have ‖L˜1(L˜0 −λ)−1‖ < 1, thus the operator I + L˜1(L˜0 −λ)−1 has a bounded
inverse in C0. For such λ, we see that Eq. (3.45) is solvable, and∥∥(L˜ − λ)−1∥∥
C0

∥∥(L˜0 − λ)−1∥∥C0∥∥(I + L˜1(L˜0 − λ)−1)−1∥∥C0  k2|λ|−1.
Finally, the conclusion of the theorem follows from relation (3.16). 
Theorem 3.7. Under the hypotheses of Corollary 3.3, the operator L generates an analytical semigroup in Cσ1,σ2 ,
where σ1 and σ2 satisfy (3.22).
Proof. The conclusion follows from Theorem 3.6 and Hille–Yoshida theorem. 
We will use the results above in this section to prove the asymptotic stability of the traveling wave solution U∗
of (3.1) in the next section. However, presently we make a detour to prove a related result concerning the uniqueness
of the traveling wave solution for each given c > 0.
Theorem 3.8. Under the hypotheses of Corollary 2.3, there exist positive constants A1, A2, B1 and B2, such that
system (3.1) has a traveling wave solution U∗ with the following asymptotic properties:
U∗(ξ) =
⎛
⎜⎜⎝ (A1 + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
(A2 + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
⎞
⎟⎟⎠ (3.47)
as ξ → −∞; and
U∗(ξ) =
⎛
⎝ 1 − (B1 + o(1))e c
∗−
√
c∗2 +4(b−1)
2 ξ
1
1+2 − (B2 + o(1))e
c∗−
√
c∗2 +4(b−1)
2 ξ
⎞
⎠ (3.48)
as ξ → +∞.
Proof. The conclusions follow readily from formulas (3.34) and (3.36). 
Theorem 3.9. Assume all the hypotheses of Corollary 2.3, with c∗ > 2, then the monotone traveling wave solutions
of (3.1) with asymptotic property as ξ → ±∞ described by (3.47) and (3.48) are unique. That is, if U1(ξ) and U2(ξ)
are two traveling wave solutions with such property, then there exists τ ∈ R, such that U1(τ + ξ) = U2(ξ), ξ ∈ R.
Proof. Let U1(ξ) and U2(ξ) be such traveling wave solutions of system (3.1). Then there exist positive constants Ai ,
Bi , i = 1,2,3,4, such that for ξ < −N ,
U1(ξ) =
⎛
⎜⎜⎝ (A1 + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
(A2 + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
⎞
⎟⎟⎠ , (3.49)
U2(ξ) =
⎛
⎜⎜⎝ (A3 + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
⎞
⎟⎟⎠ ; (3.50)(A4 + o(1))e
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U1(ξ) =
⎛
⎝ 1 − (B1 + o(1))e c
∗−
√
c∗2 +4(b−1)
2 ξ
1
1+2 − (B2 + o(1))e
c∗−
√
c∗2 +4(b−1)
2 ξ
⎞
⎠ , (3.51)
U2(ξ) =
⎛
⎝ 1 − (B3 + o(1))e c
∗−
√
c∗2 +4(b−1)
2 ξ
1
1+2 − (B4 + o(1))e
c∗−
√
c∗2 +4(b−1)
2 ξ
⎞
⎠ . (3.52)
The traveling wave solutions of system (3.1) are expressed in terms of the solutions of system (2.14), which is transla-
tion invariant; thus for any τˆ > 0, Uτˆ1 (ξ) := U1(ξ + τˆ ) is also a traveling wave solution of (3.1). The solution U1(ξ + τˆ )
has the following asymptotic behaviors:
Uτˆ1 (ξ) =
⎛
⎜⎜⎝ (A1 + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 τˆ e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
(A2 + o(1))e
c∗+
√
c∗2 −4(1− r1+2 )
2 τˆ e
c∗+
√
c∗2 −4(1− r1+2 )
2 ξ
⎞
⎟⎟⎠ (3.53)
for ξ −N ;
Uτˆ1 (ξ) =
⎛
⎝ 1 − (B1 + o(1))e c
∗−
√
c∗2 +4(b−1)
2 τˆ e
c∗−
√
c∗2 −4(1−b)
2 ξ
1
1+2 − (B2 + o(1))e
c∗−
√
c∗2 +4(b−1)
2 τˆ e
c∗−
√
c∗2 −4(1−b)
2 ξ
⎞
⎠ (3.54)
for ξ N .
Let τ˜ be large enough such that
A1e
c∗+
√
c∗2 −4(1− r1+2 )
2 τ˜ > A3, (3.55)
A2e
c∗+
√
c∗2 −4(1− r1+2 )
2 τ˜ > A4, (3.56)
B1e
c∗−
√
c∗2 +4(b−1)
2 τ˜ < B3, (3.57)
B2e
c∗−
√
c∗2 +4(b−1)
2 τ˜ < B4; (3.58)
then (3.49)–(3.58) imply that for sufficiently large τˆ > τ˜ , we have
Uτˆ1 (ξ) > U2(ξ) (3.59)
for ξ ∈ (−∞,−N ] ∪ [N,+∞). Here, the inequality “>” in (3.59) is interpreted to hold for each component. Similar
interpretation will be used for “” between two vectors.
We now consider system (2.14) on [−N,N ]. First, suppose Uτˆ1 (ξ)  U2(ξ) on [−N,N ]. By the Mean Value
Theorem, the function W(ξ) := Uτˆ1 (ξ) −U2(ξ) satisfies for some θ1(ξ), θ2(ξ) ∈ (0,1),⎧⎪⎪⎪⎨
⎪⎪⎪⎩
W ′′ − c∗W ′ +
⎡
⎢⎣
∂F1
∂u1
(U2 + θ1(U τˆ1 −U2)),
∂F1
∂u2
(U2 + θ1(U τˆ1 −U2))
∂F2
∂u1
(U2 + θ2(U τˆ1 −U2)),
∂F2
∂u2
(U2 + θ2(U τˆ1 −U2))
⎤
⎥⎦W = 0
for ξ ∈ (−N,N) and W(−N) > 0, W(N) > 0.
(3.60)
Here, −→F = (F1,F2) is a function of two variables as described by formulas following (2.21) or (3.1). Since the system
above is monotone (i.e., the off-diagonal entries of the matrix ∂F
∂U
above are nonnegative), we deduce W > 0 on
[−N,N ] by means of maximum principle and the sign of the minimum (cf. in [17, p. 192]). Consequently, we have
Uτˆ1 (ξ) > U2(ξ) on R.
Secondly, suppose we do not have Uτˆ1 (ξ) U2(ξ) on [−N,N ]. We then increase the number τˆ . That is, we shift
Uτˆ (ξ) further to the left. Since Uτˆ and U2 are monotonically increasing, we only need to shift Uτˆ to the left for at1 1
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outside [−N,N ].
In any case, we must have
Uτˆ1 (ξ) > U2(ξ)
for all ξ ∈ R, for some τˆ sufficiently large.
Now, decrease τˆ until one of the following situations happens:
1. There exists τ  0, such that Uτ1 (ξ) ≡ U2(ξ). In this case we have finished our proof.
2. For some τ  0, there exists ξ1 ∈ R, such that one of the components of Uτ and U2 is equal at the point ξ1; and for
all ξ ∈ R, we have Uτ1 (ξ)U2(ξ). We then consider the system (3.60) for large interval (−N,N) and τˆ = τ in the
definition for W . Suppose that the first component of Uτ1 and U2 is equal at the point ξ1. The maximum principle
and the sign of the minimum for the first component implies that the first component of Uτ1 (ξ) is identically
equal to that of U2(ξ). Also, we readily obtain that for large positive ξ , the limiting equation for (3.60) is the
same as (3.35), as deduced from (3.24) and (3.25). Since the first component of W is identically zero, and the
off-diagonal limiting coefficient r in the first equation of (3.35) is not equal to zero, we conclude from the first
component in differential system (3.60) that the second component of W must vanish for all large positive ξ . By
the maximum principle for the second component in system (3.60) and the sign of the minimum, we conclude
that the second component of W is also identically zero for all ξ ∈ R. We next consider the case that the second
component of Uτ1 and U2 is equal at the point ξ1. We can deduce similarly, using the fact that the off-diagonal
coefficient b1+2 in the system (3.26)–(3.27) is not zero, that both components of W are identically zero for all
ξ ∈ R as before.
Consequently, in either situation, there exists τ  0, such that
Uτ1 (ξ) ≡ U2(ξ)
for all ξ ∈ R. 
Remark 3.2. As pointed out by the referee: for any traveling wave solution U∗ = (U∗1 ,U∗2 ) close to the asymptotic
states U∗(±∞), the point (U∗1 (ξ),U∗1,ξ (ξ),U∗2 (ξ),U∗2,ξ (ξ)) is contained in the stable (respectively unstable) manifold
for the system written in a convenient variable V = (V1,V1,ξ , V2,V2,ξ ) near the limiting point. Then, from dynamical
systems theory for stable and unstable invariant manifolds, the asymptotic exponential hypotheses (3.47) and (3.48)
may follow a posteriori in appropriate situations.
4. Stability of traveling wave
Applying Corollary 2.3, we find that system (3.1) (ignoring initial condition) has a traveling wave solutions U∗
with any wave speed c = c∗ > 2 (or in Theorem 2.4 with any wave speed c = c∗ > 2
√
1 − c1a2
c2a1
). In Lemma 3.2 and
Corollary 3.3, we find that if σ1, σ2 further satisfy (3.22), then the linearized operator L at U∗ in the space Cσ1,σ2 has
its essential spectrum inside the left half plane. In this section, we will prove that under these conditions on c∗ and
σ1, σ2, the traveling wave solution U∗ is asymptotically stable in Cσ1σ2 with a shift.
The differential equation in (3.1) is translation invariant in the sense that (u∗1(x˜ + c∗τ + α),u∗2(x˜ + c∗τ + α))T ,
α ∈ R defines a family of traveling wave solutions of system. Consequently, we may not expect the solutions of the
parabolic equation with initial data close to U∗(x˜) = (u∗1(x˜), u∗2(x˜)) convergent to it as τ → +∞. Rather we would
expect U(x˜, τ ) = (u1(x˜, τ ), u2(x˜, τ ))T to converge to a shift in x˜.
We will consider the following set up. Let U(x˜, τ ) = U∗(x˜ + c∗τ +α)+Z(x˜ + c∗τ, τ ) = U∗α(ξ)+Z(ξ, τ ), α ∈ R.
Taking into consideration of the moving coordinate frame, we arrive at
Zτ = LαZ +R
(
U∗α ,Z
)
,
Z(ξ,0) = U¯ (ξ) −U∗α (ξ), (4.1)
where
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(
U∗α
)
Z (4.2)
is the linear operator and
R
(
U∗α ,Z
)= F (U∗α +Z)− F (U∗α)− F ′(U∗α )Z (4.3)
is the nonlinear operator. Recall that F(U) is defined in (3.1). Here, we write for convenience ∂F
∂U
= F ′.
We will prove the following stability theorem.
Theorem 4.1. Assume the hypotheses of Corollaries 2.3 and 3.3. The traveling wave solution U∗ of (3.1) described
in Corollary 2.3, with wave speed c∗ as described above, is asymptotically stable with shift according to norm ‖ · ‖ :=
‖·‖Cσ1,σ2 . That is, there exists  > 0 such that if the initial condition U(x˜,0) = U¯(x˜) ∈ C with (U¯ (x˜)−U∗(x˜)) ∈ Cσ1σ2
and ‖U¯ − U∗‖ < , then the solution U(x˜, τ ) exists uniquely for all τ > 0 and∥∥U(x˜, τ ) −U∗(x˜ + c∗τ + α)∥∥Me−bτ , (4.4)
where α is a number depending on U¯ , and M > 0, b > 0 are independent of τ,α and U¯ .
For the proof of the theorem, we will need the following three lemmas.
Lemma 4.1.
(a) The derivative (U∗α )′ of the traveling wave solution with respect to α exists, the derivative being taken in the norm
of Cσ1,σ2 , (U∗α )′ ∈ Cσ1,σ2 and satisfying a Lipschitz condition with respect to α.
(b) The nonlinear operator F(U) defined on all of C is bounded and its first Gateaux differential F ′(U,V ) with
respect to any direction V in the space C is continuous with respect to U ∈ C for any V ∈ C. The operator
F ′(U,V ) belongs to the space of linear operators [Cσ1,σ2,Cσ1,σ2 ] and satisfies a Lipschitz condition with respect
to v for ‖v‖ 1.
Proof. The results can be readily deduced, as in Section 2 of Chapter 5 of [23]. 
Lemma 4.2. Consider the operator Lα : Cσ1,σ2 → Cσ1,σ2 defined in (4.2). Then there exists γ > 0 sufficiently small,
such that for |α| γ the following conditions hold:
1. 0 is a simple and isolated eigenvalue of Lα ;
2. the operator Lα generates an analytical semigroup Sα(τ) and this semigroup is representable in the form Sα(τ) =
Vα(τ) + Pα , where |||Vα(τ)|||M1e−dτ and Pα is an operator of projection onto the kernel of the operator Lα .
(M1 and d are positive constants independent of α and τ ). The operator Pα satisfies a Lipschitz condition with
respect to α and |||Vα1(τ ) − Vα2(τ )||| ce−dτ |α1 − α2|, where the constant c is independent of α1, α2 and τ .
3. The functional Φα acting on Cα1,α2 and defined by the equation (ΦαZ)(U∗α )′ = PαZ, Z ∈ Cα1,α2 satisfies a
Lipschitz condition with respect to α.
Proof. The case α = 0 follows from the spectral analysis in Section 3. (See Lemma 3.2, Corollary 3.3 to Theorems 3.6
and 3.7.) For small α = 0, the proof follows the procedure in Lemma 1.2 of Chapter 5 in [23]. 
Lemma 4.3. Let U∗0 = U∗ and F be as considered in Theorem 4.1, and
R
(
U∗α ,Z
) := F (U∗α +Z)− F (U∗α )− F ′(U∗α )Z.
Then the following properties hold:
(a) For ‖Z‖ 1, R(U∗α ,Z) ∈ Cσ1,σ2 and ‖R(U∗α ,Z)‖ c‖Z‖2 where the constant c is independent of Z and α.
(b) Let ‖Z1‖, ‖Z2‖ 1, then∥∥R(U∗α ,Z1)− R(U∗α ,Z2)∥∥ c(‖Z1‖ + ‖Z2‖)‖Z1 −Z2‖
and the constant c is independent of Z1, Z2 and α.
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constant c is independent of α1, α2 and Z.
Proof. The proof is the same as that of Lemma 1.1 of Chapter 5 in [23]. 
Proof of Theorem 4.1. The proof follows the method in proving Theorem 1.1 of Chapter 5 in [23], with slight
modifications. We outline the main ideas for the convenience of the reader. For more details, see [23].
Using the semigroup Sα(τ) described in Lemma 4.2, the solutions of equation⎧⎨
⎩
dZ
dτ
= LαZ +R
(
U∗α ,Z
)
,
Z(0) = U¯ − U∗α
(4.5)
can be written as
Z(τ) = Sα(τ)
(
U¯ −U∗α
)+
τ∫
0
Sα(τ − s)R
(
U∗α ,Z
)
ds. (4.6)
By part (2) of Lemma 4.2 above or [12,23], (4.6) can be written as
Z(τ) = Vα(τ)
(
U¯ − U∗α
)+
τ∫
0
Vα(τ − s)R
(
U∗α ,Z(s)
)
ds − Pα
∞∫
τ
R
(
U∗α ,Z(s)
)
ds ≡ Λ(α,Z) (4.7)
where by part (3) of Lemma 4.2, α is determined to satisfy
α = Φα
(
U¯ −U∗α
)−Φα(U −U∗α − α(U∗α )′)+Φα
∞∫
0
R
(
U∗α ,Z(s)
)
ds ≡ h(α,Z). (4.8)
(U¯ is an arbitrary element of space Cσ1,σ2(R) such that ‖U¯ −U∗0 ‖ ; R(U∗α ,Z) is described in (4.3), and Vα(τ), Pα
and Φα were introduced in Lemma 4.2.)
By a solution of system (4.7) and (4.8) we mean a pair (α,Z(τ)) where α is a number from the interval (−α¯, α¯) and
Z(τ) is a trajectory in Cσ1σ2 , continuous with respect to τ such that ‖Z(τ)‖ebτ is bounded by a constant, independent
of τ for τ ∈ [0,∞). Here, b is a number from the interval (0, d), and the condition of boundedness for ‖Z(τ)‖ebτ
makes it possible to assert existence of integrals in (4.7) and (4.8).
The existence of a solution of system (4.7), (4.8) can be proved by the contraction mapping method. Consider the
set W of pairs (α,Z(τ)),
W =
{(
α,Z(τ)
) ∣∣ α ∈ (−α0, α0), ∥∥Z(·)∥∥b,μ ≡ μ sup
τ
ebτ
∥∥Z(·)∥∥ r, Z(τ) ∈ Cσ1σ2,
continuous with respect to τ
}
.
The set W is a complete metric space with respect to the distance
ρ
((
α1,Z1(·)
)
,
(
α2,Z2(·)
))= |α1 − α2| + ∥∥Z1(·) −Z2(·)∥∥b,μ. (4.9)
We now show that numbers , μ, α and r can be chosen so that operator (h,Λ) takes W into itself and is a contraction
operator.
We have the following estimates:
∣∣h(α,Z)∣∣ c( + α20 + r2μ2
)
,
∥∥Λ(α,Z)∥∥
b,μ
 c
(
μ + α0μ + r
2
μ
)
, (4.10)
∣∣h(α1,Z1) − h(α2,Z2)∣∣ c
(
 + α20 +
r
μ
+ r
2
μ2
)
|α1 − α2| + c r
μ2
∥∥Z1(·) −Z2(·)∥∥b,μ, (4.11)
∥∥Λ(α1,Z1) −Λ2(α2,Z2)∥∥b,μ  c
(
μ + α0μ + r
2
+ r
)
|α1 − α2| + c r
∥∥Z1(·) −Z2(·)∥∥b,μ. (4.12)μ μ
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mates (4.10)–(4.12) that in order for operator (h,Λ) to take W into itself and be contractive it is sufficient that
the following conditions are satisfied:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
μ+ α0μ+μ + r
2
μ
+ r +  + α20 +
r
μ
+ r
2
μ2
 1
2c
,
r
μ
+ r
2
μ2
 1
2c
, c
(
 + α20 +
r2
μ2
)
 α0, c
(
μ+ α0μ+ r
2
μ
)
 r.
(4.13)
This system of four inequalities is solvable with respect to μ, , α0 and r . Indeed, taking μ to be sufficiently small so
that results of Lemmas 4.1 and 4.2 can be used for deriving (4.10)–(4.12), and setting r = μ3,  = μ4, α0 = μ 52 , the
system (4.13) can be satisfied.
Thus we have proved the existence of a solution (α,Z(τ)) of system (4.7), (4.8) and have obtained the estimate∥∥Z(τ)∥∥ r
μ
e−bτ . (4.14)
Equation (4.8) yields
Φα
(
U¯ −U∗α
)+ Φα
∞∫
0
R
(
U∗α ,Z(s)
)
ds = 0. (4.15)
Therefore, we see that the solution (α,Z(τ)) we obtained satisfies (4.14). Moreover, it follows that Z(τ) is a solution
of (4.7) with initial condition Z(0) = U¯ − U∗α . Therefore, U(τ) = Z(τ) + U∗α is a solution of (3.1) with initial data
U(0) = U¯ . This completes the proof. 
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