Abstract-This paper presents an improved approach to face recognition, called Regularized Shearlet Network (RSN), that takes advantage of the sparse representation properties of shearlets in biometric applications. The main novelty of our approach is the efficient extraction of geometric features based on the properties of the shearlet decomposition, a multiscale directional method which is especially designed to capture directional and anisotropic information in multidimensional data. To further improve the performance of our face recognition algorithm, we include a regularization step to control the trade-off between the fidelity to the data (gallery) and smoothness of the solution (probe). In this work, we focus on the challenging problem of the single training sample per subject (STSS). We compare our new algorithm against different state-of-the-arts method using several facial databases including AR, FERET, FRGC, FEI and CK. Our tests show that our RSN algorithm is very competitive and outperforms several state-of-the-art face recognition methods.
INTRODUCTION
Face recognition (FR) is a classical problem in computer vision and pattern recognition and many methods, such as Eigenfaces [1] , Fisherfaces [2] , SVM [3] , MLP [46] and Metaface [4] have been proposed during the past two decades.
One of the standard statistical methods for FR is subset selection ( 0 L regularization) [19] , which consists in computing the following estimator: where G is a tuning parameter, y is a normalized test face and X is a matrix representing a gallery of faces. This statistical approach has received renewed interest in recent years due to the notion of sparse representations, which offers the possibility of recasting the face recognition problem as a minimization problem. For example, the recently proposed Sparse Representation Classification (SRC) scheme [5] casts the recognition problem as one of classifying among multiple linear regression and uses sparse representations computed via l 1 minimization for efficient feature extraction. By coding a query image as a sparse linear combination of all the training samples, SRC classifies the query image by evaluating which class would result in the minimal reconstruction error. However, it was shown in [6] that SRC actually owes its success to the use of collaborative representation on the query image rather than the l1-norm sparsity constraint on coding coefficient. Besides SRC, another powerful method recently proposed is the Regularized Robust Coding (RRC) approach [7] [8] that robustly regresses a given signal with regularized regression coefficients. By assuming that the coding residual and the coding coefficient are respectively independent and identically distributed, the RRC seeks for a maximum a posterior solution of the coding problem. An iteratively reweighted regularized robust coding algorithm was proposed to solve the RRC model efficiently
In this paper, we propose a method called Regularized Shearlets Network (RSN), which combines sparsity and regularization theory. Sparsity, in particular, will be based on the use of the shearlet representation, an innovative multiscale framework which combines the classical multiresolution analysis with high directional sensitivity and provides optimally sparse approximations for a large class of images. Indeed, despite their extensive use in image processing, traditional wavelets are known to have a limited ability to deal with directional information. By contrast, shearlets are especially effective to capture directional and anisotropic features with high efficiency. Furthermore, they have a well understood mathematical theory and fast numerical implementations [9] . Regularization theory is another important component of our approach, that allows us to control the trade-off between fidelity to the data and smoothness of the solution.
The rest of this paper is organized as follows. In Sec. 2, we briefly describe the necessary background on shearlets. In Sec. 3, we describe our Regularized Shearlet Network algorithm. In Sec. 4, we present several numerical experiments to demonstrate the efficacy of the proposed algorithm and compare it against competing algorithms. Finally, we make some concluding remarks in Sec. 5.
II. THE SHEARLET TRANSFORM
The shearlet transform, introduced by one of the authors and his collaborators in [10] , is a genuinely multidimensional version of the traditional wavelet transform, and is especially designed to represent data containing anisotropic and directional features with very high efficiency. As a result, this approach provides optimally sparse approximations for images with edges, outperforming traditional wavelets. Thanks to their properties, shearlets have been successfully employed in a number of image processing application including denoising, edge detection and feature extraction [11] [12] [13] . Formally, the Continuous Shearlet Transform [14] is defined as the mapping: 2 , , ( , , ) , , 0, ,
where, %\ FKRRVLQJ WKH JHQHUDWRU IXQFWLRQ ȥ DSSURSULDWHO\ WKH discrete shearlets form a tight frame of well-localized waveforms defined at various scales, orientations and locations.
III. THE PROPOSED APPROACH
Our novel approach for FR that we call Regularized Shearlet Network (RSN) is defined as a cascade of a feature extraction module followed by a recognition (or verification) module. We handle the extraction of the features using the Shearlet Network (SN). Thanks to the properties of shearlets, this step is very efficient to capture the essential geometry of the image. We implement the recognition step by the use of regularization theory which allows us to satisfy both fidelity to the solution (Probe or Test) and closeness to the data (Gallery) [36] . The structure of our algorithm is shown in Figure 3 . Analytically, the FR problem can be casted as a regression problem of approximating a multivariate function from sparse data. This is an ill-posed problem and a classical way to solve it is though regularization theory [15, 16, 17] . In practice, rather than looking for the exact solution, we settle for an approximate one which satisfies some type of regularity. One of the most popular and effective approximation methods is the 1 L regularization method which is often referred to as Lasso [32] and is given by:
where 0 O ! is an appropriately chosen regularization parameter, y is a normalized test face and X is an n × d matrix representing a gallery of faces.
The global optimum of (4) can be easily computed using standard convex programming techniques. It is known that, in practice, 1 L regularization often leads to sparse solutions, although they are often suboptimal. The theoretical performance of this method has been analyzed recently [18] [19] .
A. SN for Modeling and Features Extraction
Our proposed RSN approach is initialized by training a shearlet network (SN) [20] to models the faces. The Gallery faces are approximated by a shearlet network to produce a compact biometric signature as wavelet network [38] [47] [48] . One main feature of this approach is that this signature, constituted the shearlets and their weights, will be used to match a Probe with all faces in the Gallery. The test (Probe) face is projected on the shearlet network of the Gallery face and new weights specific to this face are produced. The family of shearlets remains then unchanged (this is the Gallery face). Recall that the shearlets form a tight frame, meaning that, for any image in the space of square integrable functions we have the reproducing formula:
We will use this formula to define the Shearlet Network approach, similar to the wavelet network [33] [45] , as a combination of the RBF neural network and the shearlet decomposition. In the optimization stage, the calculation of the weights connection in every stage is obtained by projecting the signal to be analyzed on a family of shearlets. We need the dual family of the shearlets forming our shearlet network, which is calculated by the formula:
In our approach, the mother shearlet that we use to construct the family^, , 
4.
Calculate the output of the network rec f .
5.
If the number of shearlets is reached then learning stops; otherwise another shearlet is selected and we return to 2.
B. RSN Algorithm
Below we present the algorithm of RSN, where X represents the reconstructed gallery faces after extraction of the features by training SN and y is the reconstruct test face with the features extracted after projection of the real test face on the frame of shearlets produced by the gallery faces. 
IV. EXPERIMENTAL RESULTS
In this paper, we focus on the problem called Single Training Sample per Subject (STSS) that is receiving considerable attention in FR [21] . For our experiments, we have used several standard benchmark face databases to evaluate the performance of our approach.
A. Datasets
We have used the Extended Cohn-Kanade (CK+) [22] [43] (123 images), Georgia Tech (GT) [23] (50 images), FEI [24] (200 images), AR [25] (100 images), FRGC v1 [26] (152 images), FERET [27] (with different dimension 100, 150 and 200 images) and ORL (40 images) face databases. All the images are resized to 27×32.
In this paper, we chose to select randomly the face image both for Gallery and Probe dataset. We have compared our approach with NN (nearest neighbor) SVM_OAA (one against all), SVM_DAG (Directed Acyclic Graph) [28] , BHDT [29] , MetaFace [4] , RKR [30] , RRC [8] , CRC [6] . Table I shows that RSN (our method) and RRC are the best performing methods in terms of FR rate when compared with many other classical and state-of-the-art methods using the FRGC v1, ORL and CK+ databases. Table II shows that, also using the FEI, GT and AR databases, the RSN and RRC methods are the top performers. In Table III , we test FR using the FERET database, with 100, 150 and 200 images. Also in this case, our method is among the top performers. 
B. Recognition accuracy

C. Runing Time Comparison
For a fair comparison, we have measured the average running time of all methods. For all our experiments, we have used Matlab version 7.0.1 environment with Intel core 2 duo 2.10 GHz CPU and with 2.87Go RAM. For all methods cited from the literature, we have applied the implemented codes as provided by the authors in the case of STSS. The tables below report the average running times for the various methods considered. Note that the algorithms RKR [30] and CRC [6] are overall the least computationally intensive. Our approach requires a computational time comparable to CRC in many case, even though the performance in terms of running times depends on the database considered. 
CONCLUSION
The objective of this paper is to present a new method for face recognition called Regularized Shearlet Network. This approach has the ability to capture face features very efficiently thanks to the use of the shearlet representation, a method which promotes sparsity and is especially able to extract geometric features with high accuracy. In our approach, these features are fed into a shearlet network and processed through a regularization stage to control the tradeoff between fidelity to the gallery and smoothness of the probe faces. The experimental results for FR on the problem of Single Training Sample per Subject run on several face databases show that our new approach is very competitive when compared against several state-of-the-art methods.
