This paper is concerned with multivariate refinements of the γ-positivity of Eulerian polynomials by using the succession and fixed point statistics. Properties of the enumerative polynomials for permutations, signed permutations and derangements, including generating functions and γ-positivity are studied, which generalize and unify earlier results of Athanasiadis, Brenti, Chow, Petersen, Roselle, Stembridge, Shin and Zeng. In particular, we derive a formula expressing the joint distribution of excedance number and negative number statistics over the type B derangements in terms of the derangement polynomials.
Introduction
Let f (x) = n i=0 f i x i be a symmetric polynomial of degree n, i.e., f i = f n−i for any 0 ≤ i ≤ n. Then f (x) can be expanded uniquely as
We say that f (x) is γ-positive if γ k ≥ 0 for 0 ≤ k ≤ ⌊n/2⌋ (see [4, 21, 22] for instance). The γ-positivity of f (x) implies symmetry and unimodality of f (x). We refer the reader to Athanasiadis's survey article [3] for details. This paper is concerned with refinements of the γ-positivity of Eulerian polynomials. It is often useful to consider multivariate refinements of enumerative polynomials. In many instances with the help of such refinements more connections among various statistics can be discovered.
Let [n] = {1, 2, . . . , n}. Let S n denote the symmetric group of all permutations of [n] and let π = π(1)π(2) · · · π(n) ∈ S n . A descent (resp. ascent, excedance) of π is an index i ∈ [n − 1] such that π(i) > π(i + 1) (resp. π(i) < π(i + 1), π(i) > i). Let des (π) (resp. asc (π), exc (π)) denote the number of descents (resp. ascents, excedances) of π. It is well known that descents, ascents and excedances are equidistributed over the symmetric group, and their common enumerative polynomials are the Eulerian polynomial A n (x), i.e., The exponential generating function of the polynomials A n (x) is given as follows:
An index i is called a double descent of π if π(i−1) > π(i) > π(i+1), where π(0) = π(n+1) = 0. Foata and Schützenberger [17] obtained that A n (x) = (n−1)/2 j=0 γ n,j x i (1 + x) n−1−2i ,
where γ n,j counts permutations π ∈ S n which have no double descents and des (π) = j. This statement, along several multivariate refinements and generalizations, were frequently discovered in the past decades, see [3, 25, 35] and references therein. For example, by using the theory of enriched P -partitions, Stembridge [33, Remark 4.8] showed that A n (x) = 1 2 n−1
where W (n, i) is the the number of permutations in S n with i interior peaks, i.e., the indices i ∈ {2, . . . , n − 1} such that π(i − 1) < π(i) > π(i + 1). By using modified Foata-Strehl action [4] , we see that the expansion (3) is equivalent to (2) . We say that π ∈ S n has no proper double descents if there is no index i ∈ [n − 2] such that π(i) > π(i + 1) > π(i + 2). The permutation π is called simsun if for all k, the subword of π restricted to [k] (in the order they appear in π) contains no proper double descents (see [34, p. 267] ). Let RS n be the set of simsun permutations of length n. The descent polynomials of simsun permutations are defined by It should be noted that the polynomial S n (x) equals the descent polynomial of Andŕe permutations of the second kind of order n + 1, see [14, 19] for details.
Definition 1.
A value x = π(i) is called a cycle double ascent of π if i = π −1 (x) < x < π(x). Let cda (π) be the number of cycle double ascents of π. We say that π ∈ S n is a simsun permutation of the second kind if for all k ∈ [n], after removing the k largest letters of π, the resulting permutation has no cycle double ascents.
For example, (1, 6, 5, 3, 4) (2) is not a simsun permutation of the second kind since when we remove the letters 5 and 6, the resulting permutation (1, 3, 4) (2) contains the cycle double ascent 3. Let SS n be the set of the simsun permutations of the second kind of length n. It follows from [24, Eq. (18) ] that #{π ∈ RS n : des (π) = i} = #{π ∈ SS n : exc (π) = i}.
A constructive proof of the following identity was given in [24, Proposition 1] :
Combining (3) and (4), we get the following well known result.
Proposition 2 ( [3, 18, 19] ). For n ≥ 1, we have
A fixed point of π is an index k ∈ [n] such that π(k) = k. Let fix (π) denote the number of fixed points of π. A permutation π ∈ S n is a derangement if it has no fixed points, i.e., π(i) = i for all i ∈ [n]. Let D n be the set of derangements in S n . The derangement polynomials are defined by
The generating function of d n (x) is given as follows (see [5, Proposition 6] ):
Let cyc (π) be the number of cycles of π, and let D n,k = {π ∈ D n : cda (π) = 0, exc (π) = k}. Shin and Zeng [30, Theorem 11] proved the following result by using continued fractions.
The fixed point is closely related to the succession statistic. A succession of π ∈ S n is an index k ∈ [n − 1] such that π(k + 1) = π(k) + 1. Let suc (π) denote the number of successions of π. Diaconis, Evans and Graham [15] call the pair (k, k + 1) an unseparated pair of a permutation π if k is a succession, and gave three different proof of the following result.
Subsequently, Brenti and Marietti [7] studied the fixed point and succession statistics of colored permutations in the complex reflection group. In this paper, we shall establish some connections between successions and fixed points by using some multivariate polynomials. Let P (n, r, s) = #{π ∈ S n : asc (π) = r, suc (π) = s}.
Roselle [28, Eq. (2.1)] proved that P (n, r, s) = n − 1 s P (n − s, r − s, 0).
Let P * (n, r) be the number of permutations of S n with r ascents, no successions and π(1) > 1. Let P * n (x) = n−1 k=0 P * (n, r)x r . According to [28, Eq. (4. 3)], we have
Comparing (6) with (7) , we see that P * n (x) = d n (x). Let P n (x) = n−1 r=0 P (n, r)x r , where P (n, r) = P (n, r, 0). Roselle [28, Eq. (3.8) ] showed that xP n (x) = P * n (x) + xP * n−1 (x).
Motivated by (8) , it is natural to refine the formula (5) by using the succession statistic.
In the next section, we first count permutations in S n by the numbers of big ascents, descents and successions. We then consider the joint distribution of sextuple statistics on B n . In particular, in the proof Theorem 14, we find the following result.
n,i be the set of type B derangements of order n with the restriction that the set of negative entries of these derangements is {n, n − 1, . . . , n − i + 1}. Let d B n,i (x) be the excedance polynomials over D B n,i . Let d B n,0 (x) = d n (x). For any 1 ≤ i ≤ n, we have
In the other sections, we shall prove some main results given in the next section.
Main results

Eulerian polynomials.
A big ascent in a permutation π ∈ S n is an index i such that π(i + 1) ≥ π(i) + 2. Let basc (π) be the number of big ascents of π. Clearly, asc (π) = basc (π) + suc (π). Consider the following polynomials A n (x, y, s) = π∈Sn x basc (π) y des (π) s suc (π) .
We define A 0 (x, y, s) = 1. In particular, we have A n (x) = A n (x, 1, x) = A n (1, x, 1). Below are the polynomials A n (x, y, s) for 1 ≤ n ≤ 5: (9)
Moreover, for n ≥ 0, we have
where the numbers γ n,i,j satisfy the recurrence relation
with the initial conditions γ 0,0,0 = 1 and γ 0,i,j = 0 for (i, j) = (0, 0). A combinatorial interpretation of γ n,i,j is given as follows:
γ n,i,j = #{π ∈ SS n : fix (π) = i, exc (π) = j}.
In other words, the number γ n,i,j counts the number of simsun permutations of the second kind of order n which have exactly i fixed points and j excedances.
Recall that P n (x) = A n (x, 1, 0). It follows from (9) that
By using (1), we see that
A anti-excedance of π ∈ S n is an index i ∈ [n − 1] such that π(i) < i. Let aexc (π) denote the number of anti-excedances of π. Note that exc (π) + aexc (π) + fix (π) = n. We define
It follows from (6) that 
Define A n (x, y) = π∈Sn x asc (π) y des (π)+1 , and A 0 (x, y) = 1. Using (1), it is routine to verify that
Then combining this with (9) and (13), we get the following corollary, which gives a connection between the number of successions in S n+1 and the number of fixed points in S n .
Corollary 7. For n ≥ 0, we have
Setting y = 1 in (10), we see that
and it reduces to (5) when s = x. We define
Then
Then from [24, p. 13] , we see that
2.2. Eulerian polynomials of type B. [6, p. 431] ). Let wexc (σ) be the number of weak excedances of σ. According to [6, Theorem 3.15] , the statistics des B and wexc have the same distribution over B n , and their common enumerative polynomial is the Eulerian polynomial of type B, i.e.,
A left peak of π ∈ S n is an index i ∈ [n − 1] such that π(i− 1) < π(i) > π(i+ 1), where we take π(0) = 0. Let lpk (π) be the number of left peaks in π. Let Q(n, i) = {π ∈ S n : lpk (π) = i}. By using the theory of enriched P -partitions, Petersen [26, Proposition 4.15] obtained that
which has been extensively studied in recent years, see [11, 22, 31, 35] and references therein.
Denote by i the negative element −i. We say that i is an excedance (resp. anti-excedance,
Let exc (σ) (resp. aexc (σ), fix (σ), st (σ), N (σ)) be the number of excedances (resp. anti-excedances, fixed points, singletons, negative entries) of σ. Consider the following polynomials
Clearly, A n (x) = B n (x, 1, 1, 1, 1, 0) and B n (x) = B n (x, 1, x, 1, 1, 1). Below are the polynomials B n (x, y, s, t, p, q) for 0 ≤ n ≤ 3:
Now we give the second main result of this paper.
For n ≥ 0, we have
where the coefficients b n,i,j (p) satisfy the recurrence relation
with the initial conditions b 0,0,0 (p) = 1 and b 0,i,j (p) = 0 for (i, j) = (0, 0). Moreover, we have
where S n,i,j = {π ∈ S n : cda (π) = 0, fix (π) = i, exc (π) = j}. In other words, the number b n,i,j (1) counts permutations in S n with no cycle double ascents, i fixed pints and j excedances.
It should be noted that (18) is comparable with the γ-positivity result of Shin and Zeng [31, Eq. (4.9)], and the expansion formula (15) and Proposition 3 are both special cases of (18) .
Note that B(x, y, s, y, 1, 1; z) = A(x, y, s; 2z), where A(x, y, s; z) is given by (9) . So we immediately get the following result, which gives a connection between the number of successions in S n+1 and the number of fixed points in B n .
Corollary 9. For n ≥ 0, we have
where C n = {π ∈ S n : cda (π) = 0}. We now provide an explicit formula for C(s, x; z).
Theorem 10. We have
Comparing (21) with (14) and (16), we immediately get the following corollary.
It should be noted that an equivalent formula of (22) is given as follows:
It is routine to check that
which is the h-polynomial of the stellahedra [27] . Moreover, one can easily verify that
which is the exponential generating function of the derangement polynomials d n (x).
Derangement polynomials.
We say that i is an excedance of type B if σ(i) = i or σ(|σ(i)|) > σ(i) (see [6, p. 431] ). Let exc B (σ) be the number of excedances of type B. Then exc B (σ) = exc (σ) + st (σ). A derangement of type B is a signed permutation π ∈ B n with no fixed points. Let D B n be the set of all derangements in B n . In the past decades, the following two kinds of derangement polynomials for D B n have been extensively studied:
As pointed out by Chow [ [9, Theorem 4.6] showed that the polynomials d B n (x) possess the spiral property. Athanasiadis and Savvidou [1] proved that there are nonnegative integers ξ + n,k and ξ − n,k such that
Consider the type B q-derangement polynomials
As special cases of (17) and (18), we see that
For nonnegative integers m and n, let [m, n] = {m, m + 1, . . . , n}. For integers n, r ≥ 1, an r-colored permutation can be written as π c , where π ∈ S n and c = (c 1 , c 2 , . . . , c n ) ∈ [0, r − 1] n . As usual, π c can be denoted as π c 1 1 π c 2 2 · · · π cn n , where c i can be thought of as the color assigned to π i . Denote by Z r ≀ S n the set of all r-colored permutations of order n. Given an element π c ∈ Z r ≀ S n . Following Steingrímsson [32] , we say that an entry π c i i is an excedance of π c if π i > i or π i = i and c i > 0. Let exc (π c ) be the number of excedances of π c . A fixed point of π c ∈ Z r ≀ S n is an entry π c k k such that π k = k and c k = 0. An element π c ∈ Z r ≀ S n is called a derangement if it has no fixed points. Let D n,r be the set of derangements in Z r ≀ S n . The r-colored derangement polynomial is defined by d n,r (x) = π c ∈Dn,r
x exc (π c ) .
There has been much work on the polynomials d n,r (x). Chow and Toufik [13, Proposition 4] found that for n, r ≥ 1,
Combining results of Shareshian and Wachs [29] and Linusson, Shareshian and Wachs [23] on the homology of Rees products of posets, Athanasiadis [2, Theorem 1.3] obtained that there are nonnegative integers ξ + n,r,i and ξ − n,r,i such that
Shin and Zeng [31] proved that the polynomials d n,r (x) and the flag excedance polynomials for D n,r have several similar expansion formulas.
According to [13, Theorem 5] , we have
Comparing (24) with (27), we find the following result.
Proposition 12. When q is a nonnegative integer, we have d B n (x, q) = x n d n,q+1 (1/x).
From Proposition 12, we see that the polynomials d B n (x, q) have the similar expansion as (26), and when q = 1, one can derive (23) . Here we provide such an expansion.
Theorem 13. For n ≥ 1, we have we have
where
Moreover, the polynomials f + n (x, q) and f − n (x, q) satisfy the following recurrence system
with the initial conditions f + 0 (x, q) = 1 and f − 0 (x, q) = 0. When q ≥ 0, the polynomials f + n (x, q) and f − n (x, q) are both γ-positive.
Below are the polynomials f + n (x, q) and f − n (x, q) for 1 ≤ n ≤ 3:
In particular, f + n (x, 0) = d n (x) and f − n (x, 0) = 0. As the third main result of this paper, we now give an expansion of d B n (x, q) in terms of the derangement polynomials. Proof. Let
Clearly, d B n,0 (x) = d n (x) and d n,n (x) = A n (x). In the following discussion, we always write σ ∈ D B n in the cycle form. Note that
n with the restriction that the set of negative entries of σ is {n, n − 1, . . . , n − i + 1}. Then we have
In order to show that
it suffices to show that for any 1 ≤ i ≤ n, we have
For any 1 ≤ i ≤ n, we partition the set D B n,i into three subsets: 3 n,i = {σ ∈ D B n,i | st (σ) > 0 and n is not a singleton of σ}.
Claim 1. There is a bijection φ 1 : D B,1 n,i → D B n−1,i−1 . For any σ ∈ D B,1 n,i , we define φ 1 (σ) by deleting the cycle (n) in σ. Clearly, φ 1 (σ) ∈ D B n−1,i−1 . For any σ ′ ∈ D B n−1,i−1 , the permutation φ −1 1 (σ ′ ) is obtained from σ ′ by appending (n) to σ ′ as a new cycle. Claim 2. There is an order-preserving bijection φ 2 : D B,2 n,i → D B,2 n,i−1 . For σ ∈ D B,2 n,i , we define the map φ 2 by
It is clear that φ 2 (σ) ∈ D B,2 n,i−1 and exc (σ) = exc (φ 2 (σ)). For σ ′ ∈ D B,2 n,i−1 , the converse of φ 2 is given as follows:
if σ(j) ∈ {n − i + 2, . . . , n − 1, n}. 
We write the elements in A(σ) and B(σ) in increasing order. If σ(j) is the kth element of A(σ), then let φ 3 (σ)(j) be the kth element of B(σ). Therefore, φ 3 (σ) = (2, 5, 4, 9, 1)(3, 6)(7) (8) . It is clear that φ 3 (σ) has at least one singleton. Along the same way lines, one can define the reverse of φ 3 . It should be noted that the orderpreserving bijection φ 3 does not change the number of excedances.
In conclusion, we have
and this leads to (29) . This completes the proof.
Let N S n = {π ∈ S n : suc (π) = 0}. From (8) , we see that that xP n (x) =
π∈N Sn
x asc (π)+1 = d n (x) + xd n−1 (x).
Since x n d n (1/x) = d n (x), we get
x des (π) = d n (x) + d n−1 (x).
A special case of Theorem 14 says that d B n,1 = d n (x) + d n−1 (x). The rest of this paper is organized as follows. In Section 3-6, we shall prove Theorem 6, Theorem 8, Theorem 10 and Theorem 13, respectively.
Proof of Theorem 6
The main tool of the proof is context-free grammar. Let V be an alphabet whose letters are regarded as independent commutative indeterminates. Following Chen [8] , a context-free grammar G over V is a set of substitution rules replacing a variable in V by a formal function of variables in V . The formal derivative D := D G with respect to G is defined as a linear operator such that each substitution rule is treated as the common differential rule. For two The following two definitions will be used repeatedly in our discussion.
Definition 15 ( [10, 20] ). A grammatical labeling is an assignment of the underlying elements of a combinatorial structure with variables, which is consistent with the substitution rules of a grammar. 
then we have
Proof. We now introduce a grammatical labeling of π = π(1)π(2) · · · π(n) ∈ S n as follows:
(i) Put a superscript label L at the front of π;
(ii) Put a superscript label M right after the maximum entry n;
(iii) If i is a big ascent, then put a superscript label x right after π(i); (iv) If i is a descent and π(i) = n, then put a superscript label y right after π(i);
(v) If π(n) = n, then put a superscript label y at the end of π;
(vi) If i is a succession, then put a superscript label s right after π(i).
The weight of π is defined to be the product of its labels. Note that the weight of π is given by w(π) = LM x basc (π) y des (π) s suc (π) .
When n = 0, 1, we have
Hence the weight of the element in S 1 is LM and the sum of weights of the elements in S 2 is given by D G (LM ). Suppose we get all labeled permutations in π ∈ S n−1 , where n ≥ 2. Let π be obtained from π ∈ S n−1 by inserting the entry n. There are six cases to label n and relabel some elements of π. The changes of labeling are illustrated as follows:
L π(1) · · · (n − 1) M · · · → L n M π(1) · · · (n − 1) y · · · ; L π(1) · · · (n − 1) M · · · → L π(1) · · · (n − 1) s n M · · · ; · · · π(i) x · · · (n − 1) M · · · → · · · π(i) x n M · · · (n − 1) y · · · ; · · · π(i) y π(i + 1) · · · (n − 1) M · · · → · · · π(i) x n M π(i + 1) · · · (n − 1) y · · · ; · · · (n − 1) M · · · π(n − 1) y → · · · (n − 1) y · · · π(n − 1) x n M ; · · · π(i) s π(i + 1) · · · (n − 1) M · · · → · · · π(i) x n M π(i + 1) · · · (n − 1) y · · · .
In each case, the insertion of n corresponds to one substitution rule in G. By induction, it is routine to check that the action of D G on elements of S n−1 generates all elements of S n .
A proof of Theorem 6:
Proof. (A) Let G be the grammar given by (30) . By using 31, we see that there exists nonnegative integers a n,i,j such that D n G (LM ) = LM n i,j=0 a n,i,j x i y j s n−i−j .
Note that
Comparing the coefficients of LM x i y j s n+1−i−j in both sides of the above expansion, we get that a n+1,i,j = a n,i,j + (1 + i)a n,i,j−1 + ja n,i−1,j + (n − i − j + 2)a n,i−1,j−1 .
Multiplying both sides of (32) by x i y j s n+1−i−j and summing over all i, j, we obtain 
It is routine to check that the generating function 
Note that D G 1 (I) = It, D 2 G 1 (I) = I(t 2 +2u) and D 3 G 1 (I) = I(t 3 +6tu+2uv). Then by induction, it is easy to verify that there exist nonnegative integers γ n,i,j such that
Then upon taking u = xy, v = x+y, t = s+y and I = LM , we get (10) . In particular, γ 0,0,0 = 1.
Comparing the coefficients of 2 j t i u j v n+1−i−2j in both sides of the above expansion, we get (11) .
(C) Now we prove (12) . We write any permutation in SS n by using its cycle form. In order to get a permutation π ′ ∈ SS n+1 with i fixed points and j excedances from a permutation π ∈ SS n , we distinguish four cases:
(c 1 ) If π ∈ SS n and fix (π) = i − 1 and exc (π) = j, then we need append (n + 1) to π as a new cycle. This accounts for γ n,i−1,j possibilities; (c 2 ) If π ∈ SS n and fix (π) = i + 1 and exc (π) = j − 1, then we should insert the entry n + 1 right after a fixed point. This accounts for (1 + i)γ n,i+1,j−1 possibilities; (c 3 ) If π ∈ SS n and fix (π) = i and exc (π) = j, then we should insert the entry n + 1 right after an excedance. This accounts for jγ n,i,j possibilities; (c 4 ) Since π ∈ SS n has no cycle double ascents, we say that π(i) is a cycle peak if i is an excedance, i.e. i < π(i). If π ∈ SS n and fix (π) = i and exc (π) = j − 1, then there are n − i − 2(j − 1) positions could be inserted the entry n + 1, since we cannot insert n + 1 immediately before or right after each cycle peak of π. Moreover, we cannot insert n + 1 right after a fixed point. This accounts for (n − i − 2j + 2)γ n,i,j−1 possibilities.
Thus the claim (12) holds. This completes the proof.
Proof of Theorem 8
In the following discussion, we always write permutation, signed or not, by its standard cycle form, in which each cycle has its smallest (in absolute value) element first and the cycles are written in increasing order of the absolute value of their first elements. To prove Theorem 8, we need the following lemma. 
then we have D n G 2 (J) = JB n (x, y, s, t, p, q).
Proof. We first introduce a grammatical labeling of σ ∈ B n as follows:
(L 1 ) If i is an excedance, then put a superscript label x right after i; (L 2 ) If i is a anti-excedance, then put a superscript label y right after i; (L 3 ) If i is a fixed point, then put a superscript label s right after i; (L 4 ) If i is a singleton, then put a superscript label t right after i;
(L 5 ) Put a superscript label J at the end of σ; (L 6 ) Put a subscript label p at the end of each cycle of σ; (L 7 ) Put a subscript label q right after each negative entry of σ.
For example, let σ = (1, 3, 2, 6)(4) (5) . The grammatical labeling of σ is given below:
Note that the weight of σ is given by w(σ) = Jx exc (σ) y aexc (σ) s fix (σ) t st (σ) p cyc (σ) q N (σ) . We proceed by induction on n. For n = 1, we have
. Hence the result holds for n = 1. Assume that the result holds for n. Suppose we get all labeled permutations in σ ∈ B n−1 , where n ≥ 2. Let σ be obtained from σ ∈ B n−1 by inserting the entry n or n. There are five cases to label the inserted element and relabel some elements of σ:
(c 1 ) If n or n appear a a new cycle, then the changes of labeling are illustrated as follows:
· · · (· · · ) J p → · · · (· · · ) p (n s ) J p , · · · (· · · ) J → · · · (· · · ) p (n t q ) J p ;
(c 2 ) If we insert n or n right after a fixed point, then the changes of labeling are illustrated as follows:
· · · (i s ) p (· · · ) · · · → · · · (i x n y ) p (· · · ) · · · , · · · (i s ) p (· · · ) · · · → · · · (i y n x q ) p (· · · ) · · · ;
(c 3 ) If we insert n or n right after a singleton, then the changes of labeling are illustrated as follows:
· · · (i t q ) p (· · · ) · · · → · · · (i x q n y ) p (· · · ) · · · , · · · (i t q ) p (· · · ) · · · → · · · (i y q n x q ) p (· · · ) · · · ;
(c 4 ) If we insert n or n right after an excedance, then the changes of labeling are illustrated as follows:
· · · (· · · i x σ(i) · · · ) p (· · · ) · · · → · · · (· · · i x n y σ(i) · · · ) p (· · · ) · · · , · · · (· · · i x σ(i) · · · ) p (· · · ) · · · → · · · (· · · i y n x q σ(i) · · · ) p (· · · ) · · · ;
(c 5 ) If we insert n or n right after an anti-excedance, then the changes of labeling are illustrated as follows:
· · · (· · · i y σ(i) · · · ) p (· · · ) · · · → · · · (· · · i x n y σ(i) · · · ) p (· · · ) · · · , · · · (· · · i y σ(i) · · · ) p (· · · ) · · · → · · · (· · · i y n x q σ(i) · · · ) p (· · · ) · · · .
In each case, the insertion of n or n corresponds to one substitution rule in G. By induction, it is routine to check that the action of D G 2 on elements of B n−1 generates all elements of B n .
A proof of (17): 
for n ≥ 1. From (37), we see that D G 2 (s + qt) = (1 + q) 2 xy and D G 2 (xy) = (1 + q)xy(x + y). By using (39), it is routine to verify that D n G 2 (s + qt) = (1 + q) n+1 π∈Sn x exc (π)+1 y n−exc (π)
for n ≥ 1, Then combining this with (1), we find that
By the Leibniz's rule, we get
Equivalently, we have ∂ ∂z Gen (J; z) = pGen (J; z)Gen (s + qt; z).
It is routine to verify that
since this explicit formula satisfies (40) and Gen (J; 0) = J. This completes the proof.
A proof of (18):
Proof. Setting u = xy, v = x+y, h = s+qt, we get D G 2 (J) = pJh, D G 2 (h) = (1+q) 2 u, D G 2 (u) = (1 + q)uv and D G 2 (v) = 2(1 + q)u. Then a change of the grammar G 2 is given as follows:
Note that D G 3 (J) = pJh, D 2 G 3 (J) = J p 2 h 2 + p(1 + q) 2 u and
Then by induction, it is routine to verify that there exist polynomials b n,i,j (q) such that
Therefore, applying the operator D G 3 to both sides of the above expansion yields
Comparing the coefficients of I(1 + q) n+1−i h i u j v n+1−i−2j on both sides of the above expansion leads to (19) . Then in (42), upon taking u = xy, v = x + y, h = s + qt, we get (18) . In particular, b 0,0,0 (p) = 1, b 1,1,0 (p) = p and b 1,i,j (p) = 0 if (i, j) = (1, 0). This completes the proof.
Let (c 1 , c 2 , . . . , c i ) be a cycle of π. Then c 1 = min{c 1 , . . . , c i }. Set c i+1 = c 1 . Then c j is called
We define an action ϕ x on S n as follows. Let c = (c 1 , c 2 , . . . , c i ) be a cycle of π ∈ S n with at least two elements. Consider the following three cases:
• If c k is a cycle double ascent in c, then ϕ c k (π) is obtained by deleting c k and then inserting c k between c j and c j+1 , where j is the smallest index satisfying k < j ≤ i and c j > c k > c j+1 ; • If c k is a cycle double descent in c, then ϕ c k (π) is obtained by deleting c k and then inserting c k between c j and c j+1 , where j is the largest index satisfying 1 ≤ j < k and c j < c k < c j+1 ;
• If c k is neither a cycle double ascent nor a cycle double descent in c, then c k is a cycle peak or a cycle valley. In this case, we let ϕ c k (π) = π.
Following [4] , we now define a modified Foata-Strehl group action ϕ ′ x on S n by
, if x is a cycle double ascent or a cycle double descent; π, if x is a cycle peak or a cycle valley.
Define CDD (π) = {x | x is a cycle double descent of π}, S 1 n,i,j,k = {π ∈ S n : cda (π) = 0, fix (π) = i, exc (π) = j, cyc (π) = k}, S 2 n,i,j,k = {π ∈ S n : cda (π) = 1, fix (π) = i, exc (π) = j, cyc (π) = k}. For π ∈ S 1 n,i,j,k and x ∈ CDD (π), it should be noted that exc (π) equals the number of cycle peaks of π, ϕ ′ x (π) ∈ S 2 n,i,j+1,k and x is the unique cycle double ascent of ϕ ′ x (π). Conversely, for π ∈ S 2 n,i,j+1,k , let x be the unique cycle double ascent of π. Note that ϕ ′ x (π) ∈ S 1 n,i,j,k and x becomes a cycle double descent in ϕ ′ x (π). This implies that
Example 19. Let π = (1, 10, 6, 5, 7, 3, 2, 8)(4, 9) ∈ S 1 10,0,4,2 . We have CDD (π) = {3, 6}. Then ϕ ′ 3 (π) = (1, 3, 10, 6, 5, 7, 2, 8) (4, 9) , ϕ ′ 6 (π) = (1, 6, 10, 5, 7, 3, 2, 8) (4, 9) , and ϕ ′ 3 (π), ϕ ′ 6 (π) ∈ S 2 10,0,5,2 .
A proof of (20):
Proof. In order to get a permutation counted by b n+1,i,j (p), we distinguish five cases:
(c 1 ) If π ∈ S n,i−1,j , then we need append (n + 1) to π as a new cycle. This accounts for the term pb n,i−1,j (p); (c 2 ) If π ∈ S n,i+1,j−1 , then we should insert the entry n + 1 right after a fixed point. This accounts for the term (1 + i)b n,i+1,j−1 (p);
(c 3 ) If π ∈ S n,i,j , then we should insert the entry n + 1 right after an excedance. This accounts for the term jb n,i,j (p); (c 4 ) If π ∈ S 1 n,i,j−1,k , then there are n − i − 2(j − 1) positions could be inserted the entry n + 1, since we cannot insert the entry n + 1 immediately before or right after each cycle peak. Moreover, we cannot insert the entry n + 1 right after a fixed point. This accounts for the term (n − i − 2j + 2)b n,i,j−1 (p); (c 5 ) If π ∈ S 1 n,i,j−1,k , let x be one cycle double descent of π. Note that ϕ ′ x (π) ∈ S 2 n,i,j,k and x become the unique cycle double ascent. We should insert the entry n + 1 into ϕ ′ x (π) immediately before x. This accounts for the term (n − i − 2j + 2)b n,i,j−1 (p).
Thus the claim (20) holds. This completes the proof.
Proof of Theorem 10
Consider the following grammar
Then when q = 1 and a = I, then the grammar G 4 reduces to G 1 , which is defined by (35) .
Lemma 20. For the grammar G 4 given by (43), we have
where M (s, x; z) is given by (14) .
Proof. It follows from (35) and (36) that ∂ ∂z Gen (I; z) = Gen (I; z)Gen (t; z).
Gen (I; z) = IM t v , 2u v 2 ; vz , By the Leibniz's rule, we find that D n+1 G 4 (a) = qD n G 4 (at) = q n i=0 n i D i G 4 (a)D n−i G 4 (t).
Multiplying both sides by z n /n! and summing over all n ≥ 0, we get ∂ ∂z Gen (a; z) = qGen (a; z)Gen (t; z).
Combining this with (44), we obtain ∂ ∂z Gen (a; z) Gen (a; z) = q ∂ ∂z Gen (I; z) Gen (I; z) .
Integrating both sides with respect to z leads to the desired result.
A proof of Theorem 10:
Proof. When p = 1 and q = 0, the grammar G 3 given by (41) reduces to the following grammar Upon taking a = J, q = 1 2 and h = t 2 , the grammar G 4 reduces to G 5 . By using Lemma 20, we obtain that
Setting v = 1, h = s and u = x in (46), we get C(s, x; z) = M (2s, 2x; z), as desired. This completes the proof.
Proof of Theorem 13
We say that i is an weak anti-excedance of σ if σ(|σ(i)|) < σ(i) or σ(i) = i. Let waexc (σ) be the number of weak anti-excedances of σ. Then waexc (σ) = aexc (σ) + st (σ). Consider the following polynomials B n (x, y, s, q) = σ∈Bn x exc (σ) y waexc (σ) s fix (σ) q N (σ) .
Then B n (x, y, s, q) = B n (x, y, s, y, 1, q). When t = y and p = 1, the grammar 37 reduces to the following gramar G 6 = {J → J(s + qy), s → (1 + q)xy, x → (1 + q)xy, y → (1 + q)xy}.
(47)
By Lemma 38, we see that D n G 6 = JB n (x, y, s, q). Setting y = 1 and s = 0, we obtain D n G 6 | y=1,s=0 = Jd B n (x, q).
A proof of Theorem 13:
Proof. Consider a change of the grammar (47). Setting H = Jy, u = xy, v = x + y, we see that D G 6 (J) = Js + qH, D G 6 (H) = Hs + qHv + Ju, D G 6 (u) = (1 + q)uv, D G 6 (v) = 2(1 + q)u.
We now consider the following grammar Then by induction, it is easy to verify that there are polynomials f + n,i,j (q) and f − n,i,j (q) such that 
