A step 2 branching decomposition of spaces of homogeneous Hermitian monogenic polynomials in C n is established with explicit embedding factors in terms of the generalized Jacobi polynomials, which allows for an inductive construction of an orthogonal basis for those spaces. The embedding factors and the orthogonal bases are fully worked out in the complex dimension 2 case, with special interest for the Appell property.
Introduction
This paper deals with the decomposition of spaces of homogeneous Hermitian monogenic polynomials in C n , in terms of spaces of ditto polynomials in one complex dimension less, i.e. in C n−1 . The obtained decomposition formula can be seen as a step 2 branching (in real dimensions). Hermitian monogenic functions form one of the actual research topics in Clifford analysis, which, in its most basic form, is a higher dimensional generalization of holomorphic function theory in the complex plane, and, at the same time, a refinement of harmonic analysis, see e.g. [6, 25, 21, 27, 26] . At the heart of Clifford analysis lies the notion of a monogenic function, i.e. a Clifford algebra valued null solution of the Dirac operator ∂ = m α=1 e α ∂ Xα , where (e 1 , . . . , e m ) is an orthonormal basis of R m underlying the construction of the real Clifford algebra R 0,m . We refer to this setting as the Euclidean one, since the fundamental group leaving the Dirac operator ∂ invariant is the orthogonal group O(m; R), which is doubly covered by the Pin(m) group of the Clifford algebra R 0,m . In case the dimension m is even, say m = 2n, so-called Hermitian Clifford analysis was recently introduced as a refinement of Euclidean Clifford analysis (see the books [34, 19] and the series of papers [35, 22, 2, 3, 14, 23, 8] ). The considered functions now take values in the complex Clifford algebra C 2n or in complex spinor space S n . Hermitian Clifford analysis is based on the introduction of an additional datum, a (pseudo) complex structure J, inducing an associated Dirac operator ∂ J ; it then focusses on the simultaneous null solutions of both operators ∂ and ∂ J , called Hermitian monogenic functions. The corresponding function theory still is in full development, see also [7, 15, 36, 5, 4, 24] . It is worth mentioning that the traditional holomorphic functions of several complex variables are a special case of Hermitian monogenic functions taking values in a specific homogeneous part of spinor space S n .
To meet the needs for numerical calculations, recently much effort has been put into the construction of orthogonal bases for spaces of homogeneous monogenic polynomials, mostly called spherical monogenics, in the framework of both Euclidean and Hermitian Clifford analysis. Indeed, the basis polynomials, sometimes called Fueter polynomials, appearing in the Taylor series expansion of monogenic functions, are not useful for that purpose since they are not orthogonal with respect to the natural L 2 -inner product. Explicit constructions of orthogonal polynomial bases in the Euclidean Clifford analysis context were carried out in e.g. [17, 18] in a direct analytic way starting from spherical harmonics, and in e.g. [1, 28, 29, 30, 31, 37] by the so-called Gel'fand-Tsetlin [GT] approach. The notion of GT-basis stems from group representation theory: every irreducible finite dimensional module over a classical Lie group has its GT-basis (see e.g. [32] ), the construction of which is based on the branching of the corresponding spaces of spherical monogenics. Note that branching for e.g. spherical monogenics in R m is de facto a direct sum decomposition in products of spherical monogenics in R m−1 multiplied by certain embedding factors. The GT-approach was also used in [10, 11, 12, 13] for designing orthogonal bases for spaces of homogeneous Hermitian monogenic polynomials, with special attention for the so-called Appell property of the constructed bases in complex dimension 2. Basis elements are said to possess the Appell property if their derivatives are, up to a multiplicative constant, again basis elements; this property is, quite naturally, important for numerical applications.
In this paper the final step is made by explicitly determining the embedding factors for the step 2 branching of spaces of homogeneous Hermitian monogenic polynomials. Branching formulae in traditional Clifford analysis were already established in [21] and in [31] for the decomposition of these spaces under the action of Spin(m 1 )× Spin(m 2 ), with m 1 +m 2 the dimension of the considered Euclidean space, leading to the inductive construction of orthogonal bases. Starting point in our method precisely is the decomposition formula of spaces of standard spherical monogenics in R m in terms of spherical monogenics in R m1 and R m2 , with m 1 + m 2 = m, which is recalled in Section 3 and adapted to the Hermitian Clifford analysis framework. Next, the Fischer decomposition of spaces of standard spherical monogenics in terms of Hermitian spherical monogenics is used. Adequate combination of both decomposition formulae lead to the explicit embedding factors. The newly obtained decomposition formula allows for the inductive construction of orthogonal bases for spaces of Hermitian spherical monogenics. The embedding factors and orthogonal basis polynomials are described in detail in the complex dimension 2 case, with special emphasis on the Appell property. To make the paper self-contained an introduction on Clifford analysis is included.
Preliminaries on Clifford analysis
For a detailed description of the structure of a Clifford algebra we refer to e.g. [33] . Here we only recall the necessary basic notions. The real Clifford algebra R 0,m is constructed over the vector space R 0,m endowed with a non-degenerate quadratic form of signature (0, m) and generated by the orthonormal basis (e 1 , . . . , e m ). The non-commutative Clifford or geometric multiplication in R 0,m is governed by the rules e α e β + e β e α = −2δ αβ , α, β = 1, . . . , m
As a basis for R 0,m one takes for any set A = {j 1 , . . . , j h } ⊂ {1, . . . , m}, the element e A = e j1 . . . e j h , with 1 ≤ j 1 < j 2 < · · · < j h ≤ m, together with e ∅ = 1, the identity element. Any Clifford number a in R 0,m may thus be written as a = A e A a A , a A ∈ R, or still as a = When allowing for complex constants, the generators (e 1 , . . . , e m ), still satisfying (1), produce the complex Clifford algebra C m = R 0,m ⊕ i R 0,m . Any complex Clifford number λ ∈ C m may thus be written as λ = a + ib, a, b ∈ R 0,m , leading to the definition of the Hermitian conjugation λ † = (a + ib) † = a − ib, where the bar notation stands for the Clifford conjugation in R 0,m , i.e. the main anti-involution for which e α = −e α , α = 1, . . . , m. This Hermitian conjugation leads to a Hermitian inner product on C m given by (λ, µ) = [λ † µ] 0 and its associated norm
. This is the framework for Hermitian Clifford analysis, which emerges from Euclidean Clifford analysis by introducing a so-called complex structure, i.e. an SO(m; R)-element J with J 2 = −1 (see [2, 3] ), forcing the dimension to be even; from now on we put m = 2n. Usually J is chosen to act upon the generators of C 2n as J[e j ] = −e n+j and J[e n+j ] = e j , j = 1, . . . , n. By means of the projection operators ±
. By singling out one of the Witt basis vectors, viz. f † n , and still using the same idempotent I, we can consider S n−1 = (f † 1 , . . . , f † n−1 )I, which leads to the direct sum decomposition of spinor space
and of its homogeneous parts
with values in (a subspace of) C 2n then is called (left) Hermitian monogenic (or h-monogenic) in Ω if and only if it satisfies in Ω the system ∂ z g = 0 = ∂ † z g, or, equivalently, the system ∂ g = ∂ J g, with ∂ J = J[∂]. A major difference between Hermitian and Euclidean Clifford analysis concerns the underlying group invariance, which for (∂ z , ∂ † z ) breaks down to the group U(n), see e.g. [2, 3] . This plays a fundamental role in the construction of orthogonal bases for spaces of Hermitian monogenic polynomials.
The space of homogeneous monogenic polynomials on C n , taking values in spinor space S n and with global degree of homogeneity k in the complex variables (z, z † ), is denoted by M k (n). When specifying the bidegree (a, b) in (z, z † ) we denote the corresponding space by M a,b (n), while 
The embedding factors
Let us consider the above defined space M k (n). It is well known that this space may be decomposed into U(n)-irreducibles involving appropriate spaces M r a,b (n). This is one of the so-called Fischer decompositions, for which we refer to [11] -where it is proved via analytic methods-and to [20] for a group representation approach. This Fischer decomposition explicitly reads as follows.
There is however a second decomposition for this space via step 2 branching (in real dimension), involving spaces of homogeneous monogenic polynomials defined in R 2n−2 ∼ = C n−1 . Starting point is the formula established in [21] , where orthogonal bases for the spaces M k (R m ; R 0,m ) of monogenic k-homogeneous polynomials defined in Euclidean space R m and taking values in the real Clifford algebra R 0,m , are constructed in an inductive way based on the splitting
with m 1 + m 2 = m. We recall the expressions for the embedding factors established in [21, Lemma 4.4], pp. 260-262, with some minor corrections. For i, j, ℓ ∈ N we have that
and
where
, with m 1 +m+2 = m, and P α,β ℓ denote the classical Jacobi polynomials in one real variable given by
The above expressions (6) and (4) do not literally correspond to the ones in [21] , since the notation for the indices has been changed in order to facilitate further use. In particular, the new first index now indicates the total degree of the polynomial.
Now taking m = 2n, m 1 = 2, m 2 = 2n−2, introducing the complex Clifford variables z = z+f n z n , z † = z † + f † n z n and restricting the function values to the respective spinor spaces S n and S n−1 for which holds the direct sum decomposition S n = S n−1 ⊕ f † n S n−1 explained in the foregoing section, the following decomposition theorem is obtained.
Theorem 2. The space M k (n) of S n -valued spherical monogenics of degree k may be decomposed as
where the polynomials S k−j−i,j,i appearing in the embedding factors are given by
(t) (7) with t representing the dimensionless variable
To give a more concrete idea what this decomposition (5) looks like, we establish its explicit form for the cases k = 0, 1, 2. For k = 0 we obtain, quite trivially,
Now let us have a look at the decomposition aimed at. We want to decompose the space M n , in terms of spaces of homogeneous Hermitean monogenic polynomials in the variables ( z, z † ). From the start we assume that 0 < r < n, the cases r = 0 and r = n being treated separately (see Remark 3). It follows from representation theory and from the Cauchy-Kovalevskaya extension in Hermitian Clifford analysis, see [9, 10] , that this decomposition must have the following form: 
When comparing the decompositions (2) and (9), it becomes clear that each embedding factor X r,s a,b;c,d can be expressed as an appropriate combination of two embedding factors appearing in (9) . Indeed, we can only combine irreducible pieces of the same representation character with respect to U(n −
where α 1 and β 1 are real scalars to be determined in such a way that the bad terms appearing in this expression, i.e. the terms which do not respect the bidegree and homogeneity degree aimed at, vanish. Using the explicit forms (6)- (7) of the S-polynomials, the resulting equation reads:
from which it follows that, up to constants: 
Again substituting the explicit forms (6)(7) for the S-polynomials, this expression for the desired embedding factor contains two bad terms, the vanishing of which leads to
Note that the obtained result is only valid when j > 0, so the case u = v is excluded here.
The case u > v Now we put v = ℓ and u = ℓ + j, or a = c + ℓ + j and b = d + ℓ. In a similar way as above we find that the embedding factor X r,r
and this result is only valid when j > 0, meaning that the strict inequality u > v should be respected. The embedding factor X 
a result which remains valid for j = 0 or u = v.
In this way we have proved the following branching theorem. 
the embedding factors being given by
For the lowest dimensional cases, we will now give the explicit form of this decomposition. For a = 0, b = 0 and 0 < r < n, we find X r,r 0,0;0,0 = (n − 1)r S 0,0,0 X r,r−1 0,0;0,0 = (n − 1)(n − r)S 0,0,0 f † n which leads to the trivially expected decomposition
For a = 1, b = 0 and 0 < r < n, we find 
It can be verified that the four components indeed are spaces of Hermitian monogenic polynomials.
In a similar way we obtain for a = 0, b = 1 and 0 < r < n, 
Remark 2. The decomposition formula (10) can be used for constructing, by induction on the dimension, an orthogonal basis of the space M The basis polynomials constructed in this way, will be expressed in terms of the classical Jacobi polynomials. This approach should be compared with the Cauchy-Kovalevskaya procedure, used in [13] , where the basis polynomials are expressed as natural powers of z 1 , . . . , z n and z 1 , . . . , z n . Remark 3. In the above considerations it was assumed, from the beginning, that 0 < r < n. When r = 0, Hermitian monogenicity is nothing but anti-holomorphy and the polynomials at stake only depend on the variables (z 1 , . . . , z n ), while for r = n the Hermitian monogenic polynomials are holomorphic and only depend on the variables (z 1 , . . . , z n ) (see e.g. [3] ). In these two exceptional cases the branching decomposition formula (10) takes a specific form: of spinor space S 2 , according to the branching formula established in the previous section. In this way it is possible to construct at once an orthogonal basis for these spaces M (r) a,b (C 2 ), since the bases in one complex dimension lower, i.e. in the complex plane, are trivially well-known. Needless to say that the orthogonal bases are important for applications in real dimension 4. Note that they were already explicitly constructed in [13] by using the so-called Gel'fand-Tsetlin approach, but here they will be expressed in terms of the classical Jacobi polynomials.
The embedding factors in complex dimension 2
As already mentioned, the induction procedure for the construction of an orthogonal basis starts in the complex plane, with the well-known bases given in Remark 2 for the one-dimensional spaces M In complex dimension 2, spinor space S 2 decomposes into three homogeneous parts
In the case where r = 0 we obtain the branching
It can be readily checked that both sides show dimension b + 1. Moreover the right hand side generates the following orthogonal basis for
In the case where r = 2 we obtain the branching
both sides clearly showing dimension a + 1. Moreover the right hand side generates the following orthogonal basis for
In the case where r = 1 we obtain the branching
where the dimension of both sides is clearly seen to be a + b + 2. Let us first have a look at the embedding factor X 
In the case where a > b the first term in the branching (11) 
Let us now turn our attention to the embedding factor X
In the case where 
and hence, up to constants,
In conclusion, the branching (11) for the space M 
or, with explicit embedding factors,
We can make these basis polynomials still more explicit by substituting the defining expression for the dimensionless parameter t. As for the Jacobi polynomials it holds that
leading to the introduction of modified Jacobi polynomials in the complex variables
These polynomials enjoy the following properties which will be used in the next subsection, and which are proven by direct calculation.
As an aside notice that appropriate combination of the above properties (v) and (vi) leads to the following recurrence relations for the standard Jacobi polynomials which, as such, we did not encounter in the literature. 
Conclusion
The underlying paper may be seen as the conclusive tailpiece in a series of papers on Hermitian Clifford analysis. In [2] it was shown how Hermitian Clifford analysis arises quite naturally as a special case of standard Clifford analysis by introducing a so-called complex structure, i.e. a special orthogonal matrix, or the corresponding Spin-element in the Clifford algebra, squaring up to −1, in this way breaking down the orthogonal invariance of standard Clifford analysis to the unitary one. When considering functions with values in the whole Clifford algebra it is a known fact that the first order system of equations expressing (Hermitian) monogenicity contains redundant information; in [3] the conceptual meaning of Hermitian monogenicity was further unraveled by studying possible splittings of the corresponding first order system into independent parts without changing the properties of the solutions, leading to Hermitian monogenic functions with values in spinor space and subspaces thereof; in this way also connections with holomorphic functions of several complex variables were established. A fundamental result which may not be missing in a function theory, is the so-called Fischer decomposition; in [16] spaces of homogeneous monogenic polynomials were decomposed into unitary-irreducibles involving homogeneous Hermitean monogenic polynomials. In [8] the choice of the Hermitian monogenicity equations was fully justified; indeed, constructing the Howe dual for the action of the unitary group on the space of all spinor valued polynomials, the generators of the resulting Lie superalgebra reveal the natural set of equations to be considered in this context, which exactly coincide with the chosen ones. Next to the Fischer decomposition, a second essential step towards the construction of an orthogonal basis of Hermitean monogenic polynomials, was taken in [9] by establishing a Cauchy-Kovalevskaya extension theorem for such polynomials. In general the problem of constructing orthogonal bases for spaces of null solutions of a given partial differential operator is quite difficult. However, if the partial differential equation has a sufficiently broad symmetry, i.e., if the group preserving the space of solutions is sufficiently large, the construction is much facilitated by the Gel'fand-Tsetlin approach, which then offers an efficient tool for it. Indeed, the notion of Gel'fand-Tsetlin (GT) basis applies to finite dimensional irreducible modules over a classical Lie algebra; when this module is realized explicitly, say as a subspace of null solutions of an invariant differential operator, then an algorithm for the construction of the GT-basis may be devised. This was accomplished in [13, 12] where in a systematic and detailed way the GT-construction of orthogonal bases for spaces of homogeneous Hermitian monogenic polynomials was described with special attention for the Appell property. Finally, in the present paper, the embedding factors for the step 2 branching of spaces of homogeneous Hermitian monogenic polynomials are explicitly determined, allowing for a new inductive construction of the orthogonal bases for spaces of Hermitian spherical monogenics, with special emphasis on the complex dimension 2 case.
