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グラムである「数値タービン」コードについて，NEC の協力を得て，移動境界問題に対応した MPI による
大規模並列計算手法の開発を行った．13 流路-13 並列における並列化率は 99.2%，27 流路-27 並列に
おける並列化率は 97.3%を達成した．並列計算の逐次計算に対する加速率は，13 並列において 11.3，













1 流路(ブロック)を 1 プロセッサ毎に割り当てて計算することを考えた場合，ほぼ完全な負荷分散が可能で
あり，MPI による並列計算においては極めて高い台数効果が期待できる．我々の研究グループにおける










a. 計算格子の俯瞰図 b. 翼列と流路 












値解法として，空間差分には Roe の流束差分離法[4]および 4 次精度 Compact MUSCL TVD スキーム[5]
を用いた．粘性項には 2 次精度中心差分を用い，乱流モデルには SST モデル[6]を用いた．時間積分に






表 1 は逐次計算と並列計算における配列構造とループ構造の概要である．逐次計算においては，1 つの















DO L=1, N 
DO I=IS(L), IT(L) 
DO J=JS, JT 
DO K=KS, KT 





DO I=IS(LRANK0), IT(LRANK0) 
   DO J=JS, JT 
    DO K=KS, KT 
      WW(I, J, K) = W(I, J, K)  
CONTINUE 
 
a. 逐次計算の場合 b. MPI による並列計算の場合 
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 表 2 は数値タービンにおいて考慮されている，主な境界条件の一覧である．ターボ機械の形状は様々
であり，また考慮する現象や機械的構造も大きく異なるため，表に挙げる境界条件の他にも適宜追加され
る境界条件が存在するが，ここでは割愛する． 



















 次に，他ブロックとのデータの交換を必要とする境界条件について述べる．図 2b は，計算格子番号の
定義の概略図であり，数値タービンにおいては，軸方向格子番号を I，周方向格子番号を J，半径方向格





は完了する．周期境界条件は JK 面に適用される境界条件である． 
















1. 流入-流出境界条件(JK 面)： 蒸気タービンに流入する気体の状態や，入
口-出口における圧力比などを設定する． 
2. 壁面境界条件(IK 面)： 翼面および内周壁，外周壁など壁面上における流
体の状態を決定する． 
3. 漏れ流れ境界条件(IJ 面)： 翼端漏れ流れを代数的に近似計算する． 
他ブロックとデータを 
交換する境界条件 
4. 周期境界条件(JK 面)： 周方向に隣り合うブロック間に適用する境界条件．
周方向のブロックの相対位置は変化しないため，常に同じブロックがデータの
送受信対象となる． 
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 例えば，上流側のブロックから下流側のブロックに対しデータ通信を行う場合，上流側の 1 プロセスと下
流側の全プロセスとを 1 つのコミュニケータグループと定義する(図 3 右図)．次に上流側の 1 プロセスから
下流側の他プロセスへ MPI_BCAST(Broad Cast)通信を行う．これによって，任意のプロセスが保有する
移動境界面上の情報は，移動境界面を共有する対面側の全プロセスに対して送信される．一方，下流側
から上流側へデータ通信を行う場合も，下流側の 1 プロセスから上流側の全プロセスに対し MPI_BCAST
を用いた通信を行う．よって，上流側の流路数を M，下流側の流路数を N とした場合，1 つの移動境界面
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 数値タービンの MPI による並列化は，逐次計算の場合とバイナリレベルで計算結果が一致することを確
認しながら，段階的に行った．図 4 は本研究に用いた計算格子の俯瞰図である．図 4a は，静動翼列 3 段
6 流路と助走区間 7 流路の計 13 ブロックから構成される計算格子であり，図 4b は，初段静翼列のみ周方
向 3 ブロック，他流路は周方向 2 ブロックの計 27 ブロックから構成される計算格子である．翼列間流路に
おける格子点数が31x31x31点であるのに対し，助走区間の格子点数は16x31x31点であるため，並列計
算を行う場合には，RANK 間にロード・インバランスが発生する．本共同研究における計算は，全て東北
大学サイバーサイエンスセンターSX-9 上にて行った．13 ブロックを対象とした計算においては 1 node (1, 
4, 7, 13 CPU)を用い，27 ブロックにおいては，1 node (1, 8, 16CPU)および 2 node (27 CPU)を用いて計算
を行った． 
 表 3 は並列数に対する加速率の比較である．加速率は，逐次計算に必要とされた計算時間を，並列計
算に必要とされた計算時間で除した値である．13 流路-13 並列の場合における加速率は 11.9，並列化率
は 99.2%に達したのに対し，27 流路-27 並列の場合においては，加速率は 16.0，並列化率は 97.3%とな
った．また，13 流路，27 流路ともに，1 プロセッサが複数流路の計算を行った場合には，加速率の著しい
悪化が見られた． 




られていないことがわかる．これは，移動境界における BCAST 通信に多くの時間を要したためである． 
 図 5 は 27 流路について並列計算した場合における，通信時間が計算時間に占める割合の比較である．
全プロセッサが 2 ブロック以上の計算を行う 8 並列の場合と，各プロセッサが 1 ブロックずつ計算を行う 27
並列においては，データ通信が全計算時間に占める割合は 10%に満たないことがわかる．一方，プロセ





a. 単流路 13 ブロック b. 複数流路 27 ブロック 
図 4. 計算格子 
 
表 3. 並列数による加速率の比較 
 逐次計算(1 並列) 4 並列 7 並列 13 並列 
13 流路 1.0 3.2 6.3 11.9 
 逐次計算(1 並列) 8 並列 16 並列 27 並列 
27 流路 1.0 5.8 6.6 16.0 
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表 4. ランク 0 が要した各サブルーチンの計算時間(CPU-time [sec])と加速率の比較 
 並列数 (27 流路) 
 
subroutine 
1 8 16 27 
[sec] 加速率 [sec] 加速率 [sec] 加速率 [sec] 加速率
MAIN_LOOP 184.37 (1.0) 31.92 (5.8) 27.76 (6.6) 11.54  (16.0)
explicit 94.29 (1.0) 15.30 (6.2) 6.76 (13.9) 6.67  (14.1)
implicit2 49.62 (1.0) 5.27 (9.4) 1.56 (31.7) 1.54  (32.2)
result 13.56 (1.0) 1.52 (8.9) 0.51 (26.4) 0.51  (26.7)
viscous 9.27 (1.0) 1.06 (8.7) 0.35 (26.6) 0.35  (26.6)
tbmdl2 8.32 (1.0) 0.93 (9.0) 0.31 (26.9) 0.31  (26.8)
mpisub_read_grid 8.04 (1.0) 5.89 (1.4) 7.35 (1.1) 5.84  (1.4)
mpisub_comm_bundperi 0.00 (0.0) 0.88 (0.0) 16.21 (0.0) 0.03  (0.0)
bundslid 7.99 (1.0) 0.64 (12.5) 0.21 (37.7) 0.21  (38.0)
main 0.59 (1.0) 0.55 (1.1) 0.52 (1.1) 0.54  (1.1)
mpisub_output_restart 0.33 (1.0) 0.34 (1.0) 0.31 (1.1) 0.29  (1.1)
bundwall 0.19 (1.0) 0.02 (8.1) 0.01 (20.7) 0.01  (20.7)
bundperi 0.12 (1.0) 0.03 (4.6) 0.01 (9.7) 0.01  (10.5)
init 0.06 (1.0) 0.01 (7.4) 0.00 (14.8) 0.00  (14.8)
metric 0.04 (1.0) 0.01 (8.0) 0.00 (20.0) 0.00  (20.0)
initmp 0.04 (1.0) 0.03 (1.2) 0.01 (2.6) 0.01  (2.6)
boundlhs 0.04 (1.0) 0.00 (8.8) 0.00 (17.5) 0.00  (17.5)
boundrhs 0.04 (1.0) 0.00 (8.8) 0.00 (17.5) 0.00  (17.5)
mpisub_read_figure 0.03 (1.0) 0.03 (1.0) 0.02 (1.6) 0.02  (1.7)
bundstrm 0.02 (1.0) 0.01 (1.4) 0.01 (2.9) 0.01  (2.9)
mpisub_final 0.02 (1.0) 0.14 (0.1) 0.24 (0.1) 0.39  (0.1)
mpisub_init 0.02 (1.0) 0.10 (0.2) 0.15 (0.1) 1.11  (0.0)
mpisub_comm_bundslid_theta 0.01 (1.0) 5.08 (0.0) 0.64 (0.0) 0.57  (0.0)
outigs 0.01 (1.0) 0.00 (6.5) 0.00 (13.0) 0.00  (13.0)
mpisub_read_init 0.01 (1.0) 0.01 (0.9) 0.01 (0.9) 0.01  (0.9)
mpisub.allocate_distributed_arrays 0.01 (1.0) 0.01 (1.4) 0.01 (0.8) 0.01  (1.1)
mpisub_comm_bundslid 0.01 (1.0) 0.01 (0.8) 0.01 (1.1) 0.01  (0.8)




図 5. 各並列数において通信時間が計算時間に占める割合(27 流路) 




関しては，移動境界面に属する１つの RANK から，その他の RANK に対する BCAST を用いて実装した．
13 流路-13 並列の場合における加速率は 11.9，並列化率は 99.2%，27 流路-27 並列の場合においては，
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