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Abstract
Most of the previous research studies that discuss the influence of surface tension
on the nonlinear planar sloshing of incompressible fluids in rectangular containers focused
on the deep water scenario where internal resonances among the sloshing modes of the fluid
column cannot be easily activated. Very few, if any, have investigated how surface tension
influences the dynamics of the surface waves in the vicinity of an internal resonance. To
fill this gap in the current knowledge, this thesis aims at investigating the influence of
surface tension on the nonlinearity of the sloshing modes and the potential activation of
internally-resonant multi-mode sloshing motions. The thesis addresses only weak surface
tension effects by assuming a 90◦ contact angle between the fluid and the containers side
walls and free slipping at the contact line.
To achieve the thesis objectives, we develop a nonlinear model governing the dy-
namics of the system assuming an inviscid, incompressible, and irrotational fluid sloshing
inside a rectangular container. We obtain an approximate analytical solution of the model
using perturbation methods, namely the method of multiple scales, for the free and forced
surface response. We utilize the resulting solution to study the influence of the bond number
and the ratio between the fluid height and the container’s width on the modal frequencies.
We use the resulting understanding to construct a map in the design parameters’ space to
highlight regions of possible nonlinear internal resonances among the sloshing modes up to
fifth mode. Subsequently, we study the influence of surface tension on the effective non-
linearity of the sloshing modes away from any internal resonances. We also investigate the
influence of surface tension on the response of the sloshing waves near internal resonances
ii
of the two-to-one type. Finally, we study the influence of surface tension on the primary
resonance behavior of the sloshing modes with and without a two-to-one internal resonance
energy pump. Results indicate that surface tension has a dramatic influence on the re-
gions where internal resonances can be activated and on the softening/hardening nonlinear
characteristics of a given sloshing mode.
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Chapter 1
Introduction
Sloshing is defined as the motion of a free liquid surface inside a partially-filled liquid
container. Depending on the type of disturbance and the shape of the container, the free
surface can exhibit different types of motion including the development of standing waves
that are planar, nonplanar, rotational, symmetric, and asymmetric, as well as, traveling or
modulated free surface waves as a result of continuous energy exchange between the sloshing
modes [1, 24].
The basic problem of liquid sloshing involves the evaluation of the hydrodynamic
forces and moments. The ability to approximate these forces is extremely important in
many engineering applications. For instance, if not carefully accounted for, hydrodynamic
forces can have a destabilizing effect on vehicles during transportation of fluids on trucks,
tankers, and space crafts [28, 44]. On the other hand, such forces can also be used for sway
mitigation in high rise buildings [8, 25], and, most recently, for energy generation [6, 46, 47].
The hydrodynamic pressure of the liquid inside a rigid moving containers is usually
comprised of two parts; one is proportional to the acceleration of the container and results
from the bulk motion of the fluid at the same velocity as the moving tank; while the second,
also known as the convective component, represents pressure forces resulting from the mo-
tion of the free liquid surface with respect to the tank. The convective pressure component
is maximized when the fluid column is excited at one of its infinite number of modal fre-
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quencies [19, 32]. As a result, a large portion of the open literature targets the estimation
of the modal frequencies of the fluid column as function of the fluid and container geometric
and material properties. Analytical expressions of the modal frequencies can be obtained
by solving the linearized version of the field equation exactly. This has been presented for
regular geometric tank shapes, like cylindrical or rectangular [24]. computational methods
have also been utilized for more complex shapes and non-typical designs.
1.1 Nonlinear Sloshing Models
Linear theory of liquid sloshing is well established and its application in design pro-
cedure is routine. It is adequate for estimating the modal frequencies of the response and
the wave height of the free liquid surface when the motion is sufficiently small. However,
linear theory fails to predict many of the complex surface phenomena observed experi-
mentally near resonance [1]. Strong nonlinear behavior and modal interactions have been
observed experimentally in spherical tanks [2], sector compartmented circular cylindrical
tanks [5, 20], and in long rectangular tanks [14]. It was also shown that the measured nat-
ural frequencies of the free liquid surface vary considerably with the excitation amplitude
which is typical of a strongly nonlinear response. The liquid response was shown to exhibit
a hysteretic behavior and the ”jump phenomena” near the resonance peaks. This is typical
of the softening/hardening stiffness behavior of nonlinear systems [4, 13, 29, 30, 31].
To resolve these experimental phenomena, modern theory of nonlinear dynamics
has been widely implemented [26, 41]. Earlier attempts were based on asymptotic expan-
sion techniques which assume weakly-nonlinear behavior. In one demonstration, Penney
and Price [36] used Fourier series in space with coefficients that are function of time to
approximate the nonlinear sloshing behavior. Moiseev obtained the normal mode functions
using integral equations in terms of the Neumann function [34]. His method was used
to obtain steady-state solutions of the nonlinear sloshing in two-dimensional rectangular
containers [3, 10, 16, 23, 38, 40, 48].
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A major portion of the open literature focused on the nonlinear sloshing dynamics of
fluids in rectangular containers [7]. In Moiseyev’s study, the nonlinear resonant sloshing in
a horizontally-excited rectangular containers was analytically investigated for small ratio of
forcing amplitude to tank width [34]. Resonant steady-state periodic motions due to surge
and pitch excitations were also investigated [35, 39, 42, 43]. Researches revealed that the
behavior of the dominated primary mode can be represented by a Duffing-type oscillator
with nonlinear characteristics that depend on the fluid height. Specifically, results indicated
that the first mode exhibits a softening nonlinear behaviour when the surface tension is
absent and the liquid height-to-width ratio, h/L, is greater than 0.33. The degree of the
softening spring decreases as h/L increases and approaches zero for very large value of
h/L. For values of h/L less than the threshold value of h/L ≈ 0.33, a two-to-one internal
energy pump is usually activated resulting in energy exchange between the interacting
modes which would also lead to the failure of the above-mentioned modal system. For large
enough excitation levels, this interaction can produce travelling waves on the surface [21].
Response of the higher sloshing modes was also investigated by various researchers.
Faltinsen investigated the contribution of the second and third modes on the sloshing dy-
namics by deriving an asymptotic modal system of nonlinearly-coupled ordinary differential
equations [17]. The model was validated experimentally for different finite fluid depths, ex-
citation frequencies, and amplitudes. Results indicated that the model is valid as long as
the maximum free surface elevation is much smaller than the tank width and the fluid
depth [18]. To overcome this limitation, Faltinsen and Timokha [18] introduced an im-
proved model using an infinite-dimensional nonlinear modal system. The new model was
shown to have good agreement with the experiment for the cases when the previous model
failed.
The hydrodynamics force and moment on a rectangular tank were also investigated.
It was revealed that, for high filling conditions, the potential formulation of the velocity field
provides a good estimation of sloshing induced loads [16]. On the other hand, for shallow
filling conditions, h/L ≤ 0.2, the appearance of a hydraulic jump and strong impacts on the
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Figure 1.1: Schematic of contact angle, where γsg denotes the solid/gas interface and γsl
denotes the solid/liquid interface.
tank walls suggested the use of the more suitable shallow water approximations [15, 45].
1.2 Influence of Surface Tension
Surface tension is the elastic tendency of a fluid surface which makes it acquire the
least surface area possible. At liquid-air interfaces, surface tension results from the greater
attraction of liquid molecules to each other than to the molecules in air. The net effect
is an inward force at the surface which causes the liquid to behave as if its surface was
covered with a stretched elastic membrane. Thus, the surface becomes under tension from
the imbalanced forces, which is probably where the term surface tension originated.
The influence of surface tension on the sloshing dynamics can be accounted for by
specifying a contact angle between the fluid surface and the sidewalls, and by enforcing a
velocity condition on the contact line between the surface and the side walls. The contact
angle is the angle, conventionally measured through the liquid, where a liquid-vapor interface
meets a solid surface. Figure 1.1 depicts a schematic of the contact angle, θ, which can vary
from 90◦ to 0◦ depending on the strength of surface tension. For sufficiently small surface
tension, the contact angle is 90◦, i.e., the surface is always normal to the wall at the contact
line. However, for a very large surface tension, the contact angle can be much smaller than
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90◦. Depending on the magnitude of surface tension, the contact line can be assumed to
either slip with respect to the wall or to be completely pinned at the contact line.
For the most part, previous studies have assumed that the free surface is horizontal
(contact angle of 90◦) and that the contact line can freely slip, which could be classified as a
Neumann boundary conditions [37]. Some researchers have also investigated the nonlinear
response under strong surface tension where the contact line remains at rest [9, 11]. Others
researched the case when the contact angle varies linearly with the contact-line velocity or
when it is constant but not equal to 90◦ [22, 27, 33].
Many research studies investigated the influence of surface tension on the nonlinear
behavior of sloshing waves in two-dimensional rectangular containers. In one demonstration,
Chen and Staffman investigated the influence of surface tension on the nonlinear free liquid
surface waves in deep waters both analytically and numerically [12]. They illustrated that
the behavior is influenced by two parameters, namely the bond number, which measures
the ratio of gravitational to surface tension forces, and the contact angle, which is the angle
between the fluid surface and the container side wall.
1.3 Thesis Objectives
Most of the previous research studies that discuss the influence of surface tension
on the nonlinear sloshing dynamics focused on the deep water scenario where internal res-
onances cannot be easily activated. Very few, if any, have investigated how surface tension
influences the dynamics of the surface waves in the vicinity of an internal resonance. To fill
this gap in the current knowledge, this thesis aims to investigate the influence of surface
tension on the nonlinearity of the sloshing modes and the potential activation of internally
resonant multi-mode sloshing motions assuming free slipping at the contact line and a 90◦
contact angle.
To that end, we consider the nonlinear planar sloshing dynamics of an inviscid,
incompressible fluid and irrotational flow inside a rectangular container and study the fol-
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lowing sequentially:
• The influence of the bond number and the ratio between the fluid height and the
container’s width, on the modal frequencies. A map is generated in the design param-
eters’ space to highlight regions of possible nonlinear internal resonances up to fifth
sloshing mode. The map is used to characterize the regions where a single uncoupled
nonlinear mode is sufficient to capture the response of the fluid.
• The influence of surface tension on the effective nonlinearity of the sloshing modes
away from internal resonances.
• The influence of surface tension on the response of the sloshing waves near internal
resonances of the two-to-one type between the first two modes.
• The influence of surface tension on the primary resonance behavior of the first sloshing
mode with and without two-to-one nonlinear interactions with the second mode.
To achieve the thesis objectives, we develop a nonlinear model governing the dy-
namics of the system assuming an inviscid, incompressible fluid and irrotational flow inside
a rectangular container. We obtain an approximate analytical solution of the model using
perturbation methods, namely the method of multiple scales, for the free and forced surface
response in the vicinity of a two-to-one internal resonance between the first two sloshing
modes. We utilize the resulting solution to study the influence of the surface tension on the
sloshing dynamics.
1.4 Thesis Organization
The rest of the thesis is organized as follows. In Chapter 2, the governing equation
and boundary conditions of the fluid’s velocity field is derived. And the surface tension
is introduced by Young-Laplace equation. Chapter 3 employs the multiple scale method
to investigate the two-dimensional nonlinear finite-amplitude sloshing dynamics. An ap-
proximate analytical solution is obtained and the influence of surface tension and the ratio
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between the fluid height and the containers width are studied. A two-mode solution is also
investigated near the internal resonance of the two-to-one type. Chapter 4 investigates the
influence of surface tension on the primary resonance behavior of the sloshing waves in the
vicinity of a two-to-one internal energy pump. Both the frequency and force response curves
are generated near the primary resonance for a case involving nonlinear energy transfer due
to a two-to-one internal resonance between the excited mode and a higher sloshing mode.
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Chapter 2
Mathematical Modeling
We consider the two-dimensional finite-amplitude sloshing dynamics of an irrota-
tional flow and incompressible fluid in a rectangular container of width L. The fluid whose
mass density is denoted by ρ is assumed to be of height h. Our goal is to characterize the de-
pendence of the nonlinear behavior of the sloshing waves on the system parameters, namely,
surface tension represented by β, and the geometric parameter represented by the ratio h/L.
To this end, we consider the system shown in Fig. 2.1 with a fixed coordinate(x¯, z¯) located
at point O. As the fluid starts to move due to external perturbations, surface waves of
height η¯(x¯, t¯) arise. The equations of motion, static, and kinematic boundary conditions
governing the two-dimensional motion of the fluid can be written as:
u(x¯, z¯, t¯) = ui+ vj = ∇φ¯, (2.1a)
∇2φ¯ = 0, −L
2
≤ x¯ ≤ L
2
, −h ≤ z¯ ≤ η¯(x¯, t¯), (2.1b)
φ¯x¯ = 0 on x¯ = ±L
2
, φ¯z¯ = 0 on z¯ = −h, (2.1c)
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OFigure 2.1: A schematic of the fluid sloshing in a rectangular container
η¯t¯ + uη¯x¯ = v, on z¯ = η¯(x¯, t¯), (2.1d)
Here, the subscripts denote partial derivatives with respect to the independent variables.
Equation (2.1a) states the irrotationality of the velocity field by expressing the two-dimensional
velocity field, u, as the gradient of a scalar potential, φ¯. Equation (2.1b) is a consequence of
the incompressibility assumption for which the continuity equation requires the Laplacian
of the velocity potential to vanish. Equation (2.1c) states that the velocity normal to the
sidewalls and bottom wall vanishes. Equation (2.1d) is the kinematic boundary condition
at the surface which states that the velocity of a fluid particle on the surface must be equal
to the velocity of the surface itself.
Note that, since we are considering the influence of surface tension on the nonlinear
sloshing waves, a contact angle should be enforced at the sidewalls. However, it has been
shown that enforcing such an angle has very little influence on the dynamic system response,
and hence, it will be neglected in this study [27].
To determine the dynamic boundary condition at the fluid free surface we apply the
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conservation of momentum which states that
D
Dt
∫
V
ρudV =
∫
S
PdS +
∫
V
ρfdV, (2.2)
where ρ is the fluid density, u is the fluid velocity vector, P is the surface force vector which
represents the resultant surface force per unit area of the fluid, f is the body force vector
that represents the resultant body force per unit mass of the fluid, V is the total volume of
the fluid element, and S is the surface of the fluid element. In Equation (2.2), the left-hand
side represents the rate of change of momentum, while the terms on the right-hand side
represent, respectively, the net external body and surface forces.
Upon expanding the material derivative on the left-hand side by Ronalds’ transport
theorem and introducing Gauss’s theorem into the first term on the right-hand side, we
obtain
∫
V
[ ∂
∂t
ρu+ (u · ∇)ρu
]
dV =
∫
V
∇ ·PdV +
∫
V
ρfdV. (2.3)
Rearranging Equation (2.3) yields
∂
∂t
ρu+ (u · ∇)ρu = ∇ ·P+ ρf . (2.4)
Assuming an incompressible, homogeneous fluid and irrotational flow, the body forces con-
sist only of the gravitational forces while the surface forces are due to air pressure and
surface tension.
To obtain an expression for the surface tension in terms of the surface profile, we uti-
lize Young-Laplace equation [24]. Young-Laplace equation is a nonlinear partial-differential
equation which describes the capillary pressure difference sustained across the interface
between two static fluids, such as water and air. It states that:
∇ ·P = σ
( 1
R1
+
1
R2
)
, (2.5)
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where P is the pressure at the surface, σ is the surface tension coefficient, R1 and R2 are
the principal radii of curvature. For a two-dimensional rectangular container, the principal
radii of curvature can be expressed as
∇ ·P = σ
( η¯x¯x¯
[1 + η¯2x¯]
3/2
)
, (2.6)
where η¯ is the free surface profile, and x¯ is the direction parallel to the steady free surface.
Using the irrotationality and incompressibility assumptions, Equation (2.4) reduces
to
(u · ∇)ρu = ρ1
2
∇u2 = ρu
2 + v2
2
, (2.7)
Upon introducing Equations (2.6), and (2.7) into Equation (2.4) and considering
the fluid at the free surface, we have
∇
(
φ¯t¯ +
u2 + v2
2
+ gη¯ − σ
ρ
η¯x¯x¯
[1 + η¯2x¯]
3/2
)
= 0 on z¯ = η¯(x¯, t¯), (2.8)
Integrating Equation (2.8) in space, we obtain the dynamic boundary condition for
the free oscillation at the free surface:
φ¯t¯ +
u2 + v2
2
+ gη¯ − σ
ρ
η¯x¯x¯
[1 + η¯2x¯]
3/2
= C¯(t¯) on z¯ = η¯(x¯, t¯). (2.9)
To account for a harmonic base motion, we assume that the container is moving
according to X0 sin(ωt¯) where X0 and ω are, respectively, the amplitude and frequency of
the base motion. Due to the base acceleration, the fluid experiences an inertial body force
which can be introduced into Equation (2.4) to obtain
φ¯t¯ +
u2 + v2
2
+ gη¯ − σ
ρ
η¯x¯x¯
[1 + η¯2x¯]
3/2
− x¯X0ω2 sin(ωt¯) = C¯(t¯) on z¯ = η¯(x¯, t¯). (2.10)
Equation (2.10) is the dynamic boundary condition for the forced oscillation at the
free surface. Since we are considering the influence of surface tension on the nonlinear
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sloshing waves, a contact angle should be enforced at the sidewalls. However, as we state
previously, it has been shown that enforcing such an angle has very little influence on the
dynamic system response, and hence, it will be neglected in this study [27].
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Chapter 3
Nonlinear Sloshing of the Free
Surface
This chapter investigates the two-dimensional nonlinear finite-amplitude sloshing
dynamics of an incompressible, invicid fluid; irrotational flow in a rectangular container.
An approximate analytical solution is obtained by multiple scale method and the influence
of surface tension represented by a coefficient, β, and the ratio between the fluid height and
the containers width, represented by h/L are investigated. Then, a two-mode solution is
studied near the internal resonance of the two-to-one type.
3.1 Dimensional Analysis
Equations (2.1a)-(2.1d) and (2.9) can be rendered non-dimensional by introducing
the following rescaling of variables and non-dimensional parameters:
x =
x¯
L
, z =
z¯
L
, η =
η¯
L
, t = ω0t¯, φ =
φ¯
L2ω0
, C¯ =
C
L2ω20
, x0 =
X0
L
(3.1)
where ω0 =
√
pig
L δ1 is the first modal frequency of the fluid mode in the absence of surface
tension, δ1 = tanh(pih/L). The adopted rescaling yields the following non-dimensional
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equations:
∇2φ = 0, −1
2
≤ x ≤ 1
2
, −h/L ≤ z ≤ η(x, t), (3.2a)
φx = 0 on x = ±1
2
, φz = 0 on z = −h/L, (3.2b)
ηt + φxηx = φz, on z = η(x, t), (3.2c)
φt +
φ2x + φ
2
z
2
+
1
piδ1
η − β
piδ1
ηxx
[1 + η2x]
3/2
= C on z = η(x, t), (3.2d)
where β = σ/(ρgL2) is the inverse of the bond number and
∫ 1/2
−1/2 η dx = 0 is enforced to
guarantee the conservation of mass for an incompressible fluid.
Equation (3.2a) subject to the static boundary conditions admits a general solution
of the form:
φ(x, y, z, t) = a0(t) +
∞∑
k=1,odd
ak(t) sin kpix
cosh kpi(z + h/L)
cosh kpi(h/L)
+
∞∑
k=2,even
ak(t) cos kpix
cosh kpi(z + h/L)
cosh kpi(h/L)
,
(3.3a)
η(x, t) =
∞∑
k=1,odd
bk(t) sin kpix+
∞∑
k=2,even
bk(t) cos kpix, (3.3b)
where k = 1, 2, ..., and a0(t), ak(t) and bk(t) are unknown functions of time that will be
determined by enforcing the kinematic and dynamic boundary conditions at the free surface,
i.e., Equations (3.2c) and (3.2d).
3.2 Modal Frequencies
Equations (3.2c) and (3.2d) are nonlinear due to the advection term φxηx in Equa-
tion (3.2c) as well as the kinetic energy, and surface tension in Equation (3.2d). To obtain
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the modal frequencies of the sloshing motion, we first solve the linear unforced eigenvalue
problem by linearizing Equations (3.2c) and (3.2d) about η(x, t) = 0. This yields:
φt +
1
piδ1
(η − βηxx) = 0, (3.4a)
ηt − φz = 0, (3.4b)
Equations (3.2a) and (3.2b) in conjunction with Equations (3.4a) and (3.4b) admit a
solution of the form:
φ(x, y, z, t) =
∞∑
k=1,odd
ak sin kpix
cosh kpi(z + h/L)
cosh kpi(h/L)
eiωkt
+
∞∑
k=2,even
ak cos kpix
cosh kpi(z + h/L)
cosh kpi(h/L)
eiωkt + cc
(3.5a)
η(x, t) =
∞∑
k=1,odd
bk sin kpixe
iωkt +
∞∑
k=2,even
bk cos kpixe
iωkt + cc, (3.5b)
where ωk =
√
δk
piδ1
(βk3pi3 + kpi) are the modal frequencies of the odd (k odd) and even (k
even) sloshing modes, respectively, cc represents the complex conjugates of the preceding
terms and δk = tanh(kpih/L).
Before delving into the nonlinear behavior of the system, it is essential to study the
influence of the fluid height and surface tension on the modal frequencies. This is necessary
to characterize the nature of the linear unforced response and to determine the frequency
bands where an external excitation resonates with the modes of the fluid column resulting
in large-amplitude sloshing motion. To this end, Fig. 3.1 (a) depicts variation of the lowest
five modal frequencies with the height-to-width ratio, h/L, for β = 0, no surface tension,
as normalized with respect to the fundamental frequency. As the ratio h/L increases, all
normalized frequencies decrease and approach
√
η as h/L approaches one. The modal
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Figure 3.1: Variation of the lowest five sloshing frequencies with the height-to-length ratio,
h/L, for (a) β = 0, and (b)β = 0.013.
frequencies are also closely spaced in the parameters space and become commensurate as
h/L approaches zero. This commensuration among the modal frequencies complicates the
nonlinear behavior by increasing the probability of nonlinear modal interactions as will be
discussed henceforth.
When considering the influence of surface tension, the modal frequencies increase
highlighting its stiffening influence as shown in Fig. 3.1 (b) for β = 0.013. This stiffening
effect is more evident for the higher modes and for shallow situation with small values of
h/L.
Figure 3.1 (b) also depict variation of some multiple integers of the lowest three
modal frequencies with h/L. Thus, these diagrams allow us to find the values of h/L
and β for which the modal frequencies are commensurate. In the vicinity of these points,
the sloshing conditions are such that nonlinear interactions among the modes possessing
commensurate frequencies can be activated resulting in energy exchange. As such, when
the nth mode is excited and that mode is in internal resonance with another mode, say the
mth, the response will exhibit contributions from both modes even when the mth mode is not
directly excited. As can be seen by comparing Fig. 3.1, surface tension changes the regions
where internal resonances can be activated, thereby altering significantly the behavior of
the system.
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Table 3.1: Possible internal resonances among the sloshing modes.
Type Possible Combinations β ∈ (0, 0.25), h/L ∈ (0, 1), n ≤ 5 Presentation on Figure 3.2
ωq = 2ωp [q, p] : [2, 1], [3, 1], [4, 2], [5, 2], [5, 3] Red dots
ωq = 3ωp [q, p] : [4, 1], [5, 1], [3, 1], [5, 2], [4, 2] Purple dash double dots
ωq = ωp ± ωm [q, p,m] : [4, 1, 3], [5, 2, 1], [5, 3, 1], [4, 2, 1], [3, 2, 1], [4, 3, 2] Black dash dots
ωq = 2ωp ± ωm [q, p,m] : [5, 3, 1], [3, 1, 2], [5, 2, 3], [4, 2, 1], Green solid line
[5,4,-3],[1,2,-5],[4,3,-2],[1,2,-3],[1,2,-4],[5,2,1]
ωq = ωp ± ωm ± ωk [q, p,m, k] : [1, 3, 4,−5], [1, 2, 4,−5], [1, 2, 3,−4], Blue dashed lines
[5,3,-2,-1], [5,1,2,4]
[5, 1, 2, 4][3, 1, 2]
[4, 2,
1]
[1, 2,
-5]
[1, 3,
4,
-5]
[1,2,
4,
-5]
[5, 3, 1][4, 3, 2][5, 3, 2][4, 2, 1]
[5, 2,
1]
[1,2,
-4]
[5,4,
-3]
[1, 2, -
5]
[4, 2]
[5, 3, -2, -1]
[3, 2, 1
]
[5, 3,
2]
[4, 1,
3]
[5, 2,
1]
[5, 3,
1]
[4,2]
[5, 2] [2,
1]
[5, 3]
[3, 1]
[5, 2]
[4, 1][3, 1]
[1,2,3
,-4]
[4,3,
-2]
����� ����� ����� ����� ����� ��������
���
���
���
���
���
β
� �
Figure 3.2: Loci of (h/L, β) at which internal resonance of various types may be activated.
Refer to Table 1 for details on reading the figure.
17
To better characterize the regions of possible model interactions in the parameters’
space, Fig. 3.2 present the loci of (h/L, β) at which internal resonances of various types may
be activated. Such conditions are also listed in Table 3.1 for two-dimensional sloshing in a
rectangular container by considering only quadratic and cubic nonlinearities. When consid-
ering auto-parametric interactions between modes only without consideration of interactions
with an external excitation, there are two-to-one, three-to-one, and combination resonances
when ωq = 2ωp, ωq = 3ωp, ωq = ωp ± ωm, ωq = 2ωp ± ωm, and ωq = ωp ± ωm ± ωk. These
conditions of commensuration are necessary but not sufficient conditions for the activation
of internal resonances.
Fig.3.2 reveals a complex map wherein many possible nonlinear interactions of dif-
ferent types can be activated. The interactions are more concentrated near the origin and
adjacent to the two axes, i.e., away from combinations of large β and large h/L.
3.3 Single-Mode Response
Away from any internal resonances, a single-mode solution is sufficient to capture
the dynamics of the sloshing waves. Since Equations (3.2c) and (3.2d) are nonlinear, an
exact solution cannot be found. To overcome this issue, we obtain an approximate analytical
solution of the equations using the method of multiple scales. To this end, we expand the
time dependence in the equation into multiple time scales in the form:
Tk = ε
kt, k = 0, 1, 2 . . . (3.6)
where ε is a bookkeeping parameter. The time derivatives can be further expressed as
d
dt
= D0 + εD1 + ε
2D2 +O(ε
3), (3.7)
18
where Dk =
∂
∂Tk
. Furthermore, we expand φ, η, and C in the following forms:
φ(x, z, t, ε) = εφ1(x, z, T0, T1, T2) + ε
2φ2(x, z, T0, T1, T2) + ε
3φ3(x, z, T0, T1, T2) +O(ε
4)
η(x, t, ε) = εη1(x, T0, T1, T2) + ε
2η2(x, T0, T1, T2) + ε
3η3(x, T0, T1, T2) +O(ε
4),
C = ε2C2 + ε
3C3 +O(ε
4).
(3.8)
Since the dynamic and kinematic boundary conditions are evaluated at the surface
η(x, t), which is still unknown, we expand the dependence of φ on η in a Taylor series around
η = 0. In other words, we let φ(η) ≈ φ(0) + εφz(0)η+ ε2/2φzz(0)η2 +O(ε3). Note that this
assumption is accurate as long as the the surface waves are finite but sufficiently small.
Upon substituting Equations (3.6-3.8) into Equation (3.2c) and (3.2d), and collect-
ing terms of like powers of , we obtain the following cascade of linear partial differential
equations:
O(ε1) :
D0φ1 +
1
piδ1
(η1 − βη1xx) = 0, (3.9a)
D0η1 − φ1z = 0, (3.9b)
O(ε2) :
D0φ2 +
1
piδ1
(η2 − βη2xx) = −1
2
(φ21z + φ
2
1x)−D1φ1 + η1D0φ1z + C2, (3.10a)
D0η2 − φ2z = −D1η1 + η1φ1zz − η1xφ1x, (3.10b)
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O(ε3) :
D0φ3 +
1
piδ1
(η3 − βη3xx) =− 3β
2piδ1
η21xη1xx − φ1zφ2z − η1φ1zφ1zz − φ1xφ2x
− η1φ1xφ1xz −D2φ1 −D1φ2 − η2D1φ1z
+ η1D0φ2z − 1
2
η21D0φ1zz + C3,
(3.11a)
D0η3 − φ3z =−D2η1 −D1η2 + η2φ1zz + η1φ2zz + 1
2
η21φ1zzz
− η2xφ1x − η1xφ2x − η1η1xφ1xz.
(3.11b)
In the absence of internal resonances between the sloshing modes, a single-mode response
is sufficient to describe the dynamics of the system when that mode is being excited near
its modal frequency. As such, the solution of the first-order problem can be written as:
φe1(x, z, T0, T1, T2) =
1
piδk
(
Ak(T1, T2)e
iωkT0 + cc
)
Ck(x)Chk(z),
φo1(x, z, T0, T1, T2) =
1
piδk
(
Ak(T1, T2)e
iωkT0 + cc
)
Sk(x)Chk(z),
(3.12a)
ηe1(x, z, T0, T1, T2) = −i
k
ωk
(
Ak(T1, T2)e
iωkT0 + cc
)
Ck(x),
ηo1(x, z, T0, T1, T2) = −i
k
ωk
(
Ak(T1, T2)e
iωkT0 + cc
)
Sk(x).
(3.12b)
Here, the superscripts represent the type of mode (e: even and o: odd), Ck(x) =
cos(kpix), Sk(x) = sin(kpix), Chk(z) =
cosh(kpi(z+h/L))
cosh(kpi(h/L)) where Ak(T1, T2) is a complex valued
functions that will be obtained by enforcing the solvability conditions at a later stage in
the analysis and A¯k(T1, T2) is its complex conjugate. Substituting Equation (3.12) into the
second-order problem, Equation (3.10a) and (3.10b), and enforcing the solvability condi-
tions, wherein the right-hand side of Equation (3.10a) is forced to be orthogonal to every
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solution of the adjoint homogeneous problem, i.e., orthogonal to Equation (3.12), we obtain
D1Ak = D1A¯k = 0. Upon enforcing the solvability conditions, the particular solution can
be written as:
φe2(x, z, T0, T1, T2) = i
k2
8δ2kωk
[
αkS2k(x)Ch2k(z) + (1 + 3δ
2
k)
]
A2k(T2)Ck(x)e
2iωkT0 + cc,
φo2(x, z, T0, T1, T2) = i
k2
8δ2kωk
[
− αkC2k(x)Ch2k(z) + (1 + 3δ2k)
]
A2k(T2)Ck(x)e
2iωkT0 + cc,
(3.13)
where C2k(x) = cos(2kpix), S2k(x) = sin(2kpix), Ch2k(z) =
cosh(2kpi(z+h/L))
cosh(2kpi(h/L)) ,
αk =
4
(ω22k − 4ω2k)
(
ω22k
2
(1 + δ2k) + (1− 3δ2k)ω2k
)
, (3.14)
where ω2k =
√
δ2k
piδ1
(β(2k)3pi3 + 2kpi) and the coefficient C2 is determined by forcing
∫ 1/2
−1/2 η2dx
to vanish to preserve continuity. Next, we substitute Equation (3.12) and (3.13) into Equa-
tion (3.11a) and (3.11b) and eliminate the secular terms by enforcing the solvability condi-
tions at the third order, this yields:
iD2Ak +NeffA
2
k(T2)A¯k(T2) = 0, (3.15)
where Neff is the effective nonlinearity coefficient and is given by
Neff = −
k6pi2
(
p1(δk) + 3k
2pi2βp2(δk) + 3k
4pi4β2p3(δk) + 2k
6pi6β3δ2kp4(δk)
)
4ω2kδ1(1 + δ
2
k)(1 + 4k
2pi2β)(ω22k − 4ω2k)
, (3.16)
where p1(δk) = 2δ
6
k + 3δ
4
k + 12δ
2
k − 9, p2(δk) = 2δ6k + 3δ4k + 18δ2k − 24, p3(δk) = 2δ6k + 12δ4k +
15δ2k − 51, and p4(δk) = δ6k + 15δ4k − 39δ2k − 45.
Note that, in the absence of surface tension, the effective nonlinearity reduces to
Neff =
k4pi2p1(δk)
16δ5k
, (3.17)
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which represents the same expression obtained by various researchers [21]. On the other
hand, as the surface tension becomes very large, the effective nonlinearity approaches zero.
The solution of Equation (3.15) is obtained by expressing the unknown complex-
valued function Ak in the polar form Ak = 1/2ake
iβk , A¯k = 1/2ake
−iβk which yields
φe1(x, z, T0, T1, T2) =
ak0
piδk
(
cos
(
(ωk +
Neff
4
a2k0)t− βk0
))
Ck(x)Chk(z),
φo1(x, z, T0, T1, T2) =
ak0
piδk
(
cos
(
(ωk +
Neff
4
a2k0)t− βk0
))
Sk(x)Chk(z),
(3.18)
ηe1(x, z, T0, T1, T2) = −i
kak0
ωk
(
sin
(
(ωk +
Neff
4
a2k0)t− βk0
))
Ck(x),
ηo1(x, z, T0, T1, T2) = −i
kak0
ωk
(
sin
(
(ωk +
Neff
4
a2k0)t− βk0
))
Sk(x).
(3.19)
where ak0, and βk0 are constants obtained from the initial conditions.
The effective nonlinearity is an average nonlinear stiffness expression which captures
the nature of the nonlinear response of the finite-amplitude sloshing modes. As can be seen
in Equation (3.19), the response frequency decreases with the initial amplitude when Neff
is negative (softening behavior), is independent of the initial condition when Neff is zero
(linear behavior) and, increases with the initial amplitude when Neff is positive (hardening
behavior).
To evaluate the influence of surface tension on the effective nonlinearity of the slosh-
ing modes away from any internal resonances, we study variation of the effective nonlinearity
of the first mode with h/L for two different values of β as depicted in Fig. 3.3. In agreement
with previous literature findings, when β = 0, the effective nonlinearity is positive for values
of h/L ≤ 0.33 and switches sign at h/L ≈ 0.33 where the response becomes of the softening
nature.
As β is increased to 0.013, the switching from hardening to softening behavior occurs
at slightly higher values of h/L. Furthermore, a singularity in the effective nonlinearity
22
�=�
ω2≈2ω1
��� ��� ��� ��� ��� ���-���
-���
�
���
���
�
�
� ��
�
.
�=�
ω2≈2ω1
��� ��� ��� ��� ��� ���-���
-���
�
���
���
�
�
� ��
�
Figure 3.3: Variation of the effective nonlinearity with the height to length ratio, h/L for
(a) β = 0and (b) β = 0.013. Shaded areas represent regions where a two-to-one internal
resonance can be activated.
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Figure 3.4: Variation of the effective nonlinearity with the surface tension coefficient, β,
and h/L = 0.2. Shaded areas represent regions where a two-to-one internal resonance can
be activated.
appears near h/L = 0.21. This singularity appears because the denominator of Equation
(3.16) approaches zero, when ω2k = 2ωk, i.e., when one of the modal frequencies, say the
mth is twice another modal frequency say the nth and m = 2n. In the vicinity of ω2k = 2ωk,
also known as a two-to-one internal resonance, one has to be very careful in interpreting
the sign and magnitude of the effective nonlinearity as an indication of the nature of the
actual response since the single-mode solution fails to capture the actual dynamics of the
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system.
Similar behavior can also be observed for the second, third, and fourth modes as
β is varied for a given h/L. For the first mode, the response is of the hardening type for
small values of β and is of the softening nature for large values. In the vicinity of β = 0.01,
the two-to-one internal resonance is activated and no definitive conclusions regarding the
nature of the nonlinear response can be made. For the second and third modes, the response
is of the softening type for very small and for large values of β. For the fourth mode, the
response is of the softening type for large values of β. However, because of the internal
resonance, no definitive conclusion can be made when β is small.
3.4 Two-Mode Response
In the vicinity of an internal resonance, the single-mode solution derived in the
previous section fails to capture the actual behavior of the system. To circumvent this
problem, a solution which accounts for the interactions must be devised. In this paper, we
focus on the case of the two-to-one internal resonance, i.e., ωm = 2ωn + σ2, where σ2 is
a small detuning parameter describing the nearness of ωm to twice ωn. Such interactions
have been reported experimentally by many researchers and, are, therefore, worth studying
and understanding in the presence of surface tension [21].
As shown in Fig. 3.1, commensuration of the two-to-one type exits among the first
five modes for different ranges of the parameter space. Specifically, commensuration between
the first two modes starts near (h/L, β) = (0, 0) and continues to exist throughout the
parameter range considered. Commensuration between the second and fourth modes also
starts near (h/L, β) = (0, 0) but ends near β = 0.012. The first and third modes are
commensurate only when h/L > 0.3, the second and fifth mode are for very small values
of β and only when h/L > 0.1. Finally, the fifth and first modes are commensurate when
β > 0.0038 and for small values of h/L. However, this commensuration leads to energy
transfer between the sloshing modes only when m = 2n, i.e., for the modes [2, 1] and [4, 2].
24
While the two-to-one internal resonance can occur between infinitely many sloshing
modes satisfying ωm = 2ωn and m = 2n, the analysis can be divided into two main groups.
Those that involve an odd lower mode and even higher mode and that involving two even
modes. For these two cases, we can express the solution of Equation (3.9a) and (3.9b) in
the form
φoe1 =
1
piδn
(
An(T1, T2)e
iωnT0Sn(x)Chn(z) +Am(T1, T2)e
iωmT0Cm(x)Chm(z)
)
+ cc,
φee1 =
1
piδn
(
An(T1, T2)e
iωnT0Cn(x)Chn(z) +Am(T1, T2)e
iωmT0Cm(x)Chm(z)
)
+ cc,
ηoe1 =
∫
φoe1zdT0, η
ee
1 =
∫
φee1zdT0,
(3.20)
where the superscripts refer to the type of interacting modes (e: even, o: odd). To investi-
gate the nonlinear response in the vicinity of the internal resonance, we substitute Equation
(3.20) into Equation (3.10a) and (3.10b) to obtain
D20φ
oe
2 +
1
piδ1
(η2T0 − βη2T0xx) = h1nD1AnSn(x)eiωnT0 + h1mD1AmCm(x)eiωmT0
+ (h2n + h3nC2n(x))A
2
ne
2iωnT0 − (h1nmSm−n(x) + h2nmSm+n(x))AnAmei(ωn+ωm)T0
− (h¯1nmSm−n(x) + h¯2nmSm+n(x))A¯nAmei(ωm−ωn)T0 + (h2m + h3mC2m(x))A2me2iωmT0
+ cc,
(3.21a)
D20φ
ee
2 +
1
piδ1
(η2T0 − βη2T0xx) = h1nD1AnCn(x)eiωnT0 + h1mD1AmCm(x)eiωmT0
+ (h2n + h3nC2n(x))A
2
ne
2iωnT0 + (h1nmCm−n(x) + h2nmCm+n(x))AnAmei(ωn+ωm)T0
+ (h¯1nmCm−n(x) + h¯2nmCm+n(x))A¯nAmei(ωm−ωn)T0
+ (h2m + h3mC2m(x))A
2
me
2iωmT0 + cc,
(3.21b)
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where Cm±n(x) = cos((m± n)x), Sm±n(x) = sin((m± n)x)
h1n = i
2ωn
piδn
h1m = i
2ωm
piδn
,
h2n = i
n2ωn(1 + 3δ
2
n)
2δ2n
, h2m = im
2ωm(1 + 3δ
2
m)
2δ2n
h3n = −in2 Ω
2
2n + (1− 3δ2n)ω2n
2δ2nωn
h3m = im
2 Ω
2
2m + (1− 3δ2m)ω2m
2δ2mωm
h1nm = −imnΩ
2
m−n(δnωm − δmωn)− (ωm + ωn)(δmδn(ω2m + ωnωm + ω2n) + ωnωm)
2δ2nωmωn
h¯1nm = imn
Ω2m−n(δmωn − δnωm)− (ωm − ωn)(δmδn(ω2m − ωnωm + ω2n)− ωnωm)
2δ2nωmωn
h2nm = −imnΩ
2
m−n(δnωm + δmωn) + (ωm + ωn)(δmδn(ω
2
m + ωnωm + ω
2
n)− ωnωm)
2δ2nωmωn
h¯2nm = imn
Ω2m+n(δnωm − δmωn)− (ωm − ωn)(δmδn(ω2m − ωnωm + ω2n) + ωnωm)
2δ2nωmωn
and Ω2m±n = (m ± n)pi + (m ± n)3pi3β/(piδ1), Ω22n = 2npi + 8n3pi3β/(piδ1). Letting ωm =
2ωn + σ2, then eliminating the secular terms by enforcing the right-hand side of Equations
(3.21) to be orthogonal to the homogeneous solution, yields
D1An + ρnmA¯nAme
iσ2T1 = 0,
D1An + ρnnA
2
ne
−iσ2T1 = 0,
(3.22)
where ρnm = − h¯1nmh1n , and ρnn = − h¯3nh1m . Equations (3.22) can be used to investigate the
nonlinear interactions to second order. To this end, we express the complex function A and
its complex conjugate, A¯ in the polar forms A = 1/2aeiβ, A¯ = 1/2ae−iβ, respectively, then
separate the real and imaginary parts to obtain the following set of equations for the modal
amplitudes and the phase of the response:
a˙n +
1
2
ρnmam cos γ = 0, (3.23a)
a˙m +
1
2
ρnna
2
n cos γ = 0, (3.23b)
amγ˙ = σ2am − (ρnma2m +
ρnn
2
a2n) sin γ, (3.23c)
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and γ = βm − 2βn + σ2T2.
At steady state, one can obtain the response amplitude by setting the time deriva-
tives in Equations (3.23a), (3.23b), and (3.23c) to zero. This yields two possibilities: (i) An
uncoupled high-frequency mode where an0 = 0, am0 = ±σ2/ρnm and γ0 = ±pi/2 and (ii) a
coupled mode where a
(1,2)
n0 =
√
2/ρnn
√
±σ2am0 − a2m0ρnm, am0 6= 0, and γ0 = ±pi/2 . In
the first scenario, we obtain an uncoupled nonlinear normal mode in the form:
φ(x, z, t) = am cos(ωmt+ βm)Cm(x)Chm(z), (3.24)
To determine the stability of the uncoupled mode, we substitute Am = 1/2ame
iβm ,
and An = 1/2(pn − iqn)e−iλT1 into Equation (3.22), determine λ such that the resulting
equation is autonomous, separate the outcome into real and imaginary parts, then linearize
the resulting equations in pn and qn. The yields
p˙n +
1
2
σ2qn +
ρnm
2
am0pn = 0,
q˙n − 1
2
σ2pn − ρnm
2
am0qn = 0.
(3.25)
The above set of equations yield the following eigenvalues:
λ1,2 = ±
√
ρ2nma
2
m0 − σ22. (3.26)
As a result, the uncoupled mode represents a marginally stable center when σ22 ≥ ρ2nma2m0
and an unstable saddle otherwise.
In the second scenario, we obtain the coupled nonlinear normal mode in the form:
φoe(x, z, t) = an cos(ωnt+ βn)Sn(x)Chn(z)
+ am cos(ωmt+ βm)Cm(x)Chm(z),
φee(x, z, t) = an cos(ωnt+ βn)Cn(x)Chn(z)
+ am cos(ωmt+ βm)Cm(x)Chm(z),
(3.27)
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Figure 3.5: Variation of the steady-state amplitudes with the frequency detuning σ2. Results
are obtained using n = 1, m = 2, h/L = 0.2, β = 0.001, and (a) am(0) = 0.0005, (b)
am(0) = 0.005
To determine the stability of the coupled mode, we obtain the eigenvalues of the
Jacobian matrix associated with Equations (3.23a), (3.23b), and (3.23c) evaluated at the
obtained roots. This yields:
a
(1)
n0 =
√
2
ρnn
√
σ2am0 − a2m0ρnm :
λ1 = 0, λ2,3 =
√
4am0ρnmσ2 − 3a2m0ρ2nm − σ22,
a
(2)
n0 =
√
2
ρnn
√
−σ2am0 − a2m0ρnm :
λ1 = 0, λ2,3 =
√
−4am0ρnmσ2 − 3a2m0ρ2nm − σ22.
(3.28)
Figure 3.5 depicts variation of the steady-state response amplitudes with the fre-
quency detuning, σ2, obtained for two different initial values of am0, namely, (a) am(0) =
0.0005, and (b) am(0) = 0.005. Here, a solid line represents a marginally stable center while
dashed lines represent unstable saddles. For small values of the frequency detuning, around
σ2 = 0, the three solutions coexist. The lower branch, representing the uncoupled mode, is
unstable in this region, while only one of the branches associated with the coupled response,
namely a
(2)
n0 , is stable. The other branch a
(1)
n0 , is always unstable, decreases in magnitude,
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Figure 3.6: A map which demarcates the region where the internal resonance can be uniquely
realized (shaded region) in the σ2 and a20 parameter space. Results are obtained using
n = 1, m = 2, and (a) β = 0.001, (b) β = 0.0025, and (c) β = 0.005.
and approaches zero as σ2 decreases. The solutions a
(1)
n0 and a
(2)
n0 coalesce as h/L approaches
zero and disappear in a center-saddle bifurcation. Since in this region, the coupled mode
is the only physically realizable response, energy pumping between the interacting modes
occurs always.
As σ2 is decreased away from zero, the second mode regains marginal stability at
the point where the solution a
(1)
n0 approaches zero. As such, for large negative values of
σ2 away from the perfect two-to-one frequency tuning between the interacting modes, the
response can either contain only the high frequency mode or the two interacting modes.
This depends on the initial conditions.
When comparing Figs. 3.5 (a) and (b), it becomes evident that, as the initial value
of am0 is increased, the range of frequency detuning wherein the coupled mode uniquely
exists, expands to allow larger detuning.
Since the point at which the uncoupled mode regains its marginal stability coincides
with the point at which the a
(1)
n0 = 0, we use the condition σ2am0 − a2m0ρnm = 0, to
characterize the region where internal energy pumping uniquely exists in the σ2 and am0
parameter space. Figure 3.6 depicts these regions for three values of β illustrating that the
regions of β where the coupled mode can uniquely exist shrink as surface tension increases.
To understand the influence of the cubic nonlinearities on the nonlinear normal
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modes, we substitute Equation (3.22) into Equation (3.21), and obtain
φoe2 (x, z, T0, T1, T2) = g2nA
2
ne
2iωnT0 + (g2m + g3mC2m(x))Ch2m(z)A
2
me
2iωmT0
− (g1nmSm−n(x)Chm−n(z) + g2nmSn+m(x)Chn+m(z))AnAmei(ωm+ωn)T0
− (g¯1nmSn−m(x)Chn−m(z)− g¯2nmSn+m(x)Chn+m(z))A¯nAmei(ωm−ωn)T0
+ cc
(3.29a)
φee2 (x, z, T0, T1, T2) = g2nA
2
ne
2iωnT0 + (g2m + g3mC2m(x))Ch2m(z)A
2
me
2iωmT0
+ (g1nmCn−m(x)Chn−m(z) + g2nmCn+m(x)Chn+m(z))AnAmei(ωm+ωn)T0
+ (g¯1nmCn−m(x)Chn−m(z) + g¯2nmCn+m(x)Chn+m(z))A¯nAmei(ωm−ωn)T0
+ cc,
(3.29b)
where Chm±n(z) =
cosh((m±n)pi(z+h/L))
cosh((m±n)pi(h/L))
g2n =
h2n
(2n)2ω2n
, g3n =
h3n
4ω2n − ω22n
, g2m =
h2m
(2m)2ω2m
, g3m =
h3m
4ω2m − ω22m
,
g1nm =
h1nm
3ω2n − ω2m−n
, g2nm =
h2nm
3ω2n − ω2m+n
, g¯1nm =
h¯1nm
ω2n − ω2m−n
, g¯2nm =
h¯2nm
ω2n − ω2m+n
Here, ω2m±n =
(m±n)pi+(m±n)3pi3β
piδ1
δm±n, ω22n =
(2n)pi+(2n)3pi3β
piδ1
δ2n, δm±n = tanh((m±n)pih/L),
and δ2n = tanh((2n)pih/L). Note that g3n, g¯1nm vanish when m = 2n and that
η2 =
∫
[φ2z −D1η1 + η1φ1zz − η1xφ1xx]dT0, (3.30)
for both cases considered.
Upon differentiating Equation (3.11a) once with respect to T0 and eliminating η3
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from the resulting equation by substituting Equation (3.11b) into Equation (3.11a), we
obtain the following equation
D20φ3 +
1
piδ1
(D0φ3z + βφ3zzz) = F(φ1, φ2, η1, η2). (3.31)
To obtain the modulation equations governing the dynamics of the unknown func-
tions An and Am, we eliminate the secular terms from Equation (3.31) by enforcing F to
be orthogonal to the homogeneous solution, i.e. Equation (3.20). This yields
iD2An + ΓnnnA
2
nA¯n + ΓnmmAnAmA¯m = 0;
iD2Am + ΓmmmA
2
mA¯m + ΓmnnAmAnA¯n = 0
(3.32)
where
Γoennn =
∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , A2nA¯n] sin[npix]e−iωnT0dT0∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , DnAn] sin[npix]e−iωnT0dT0
,
Γeennn =
∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , A2nA¯n] cos[npix]e−iωnT0dT0∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , DnAn] cos[npix]e−iωnT0dT0
,
Γoenmm =
∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , AnAmA¯m] sin[npix]e−iωnT0dT0∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , DnAn] sin[npix]e−iωnT0dT0
,
Γeenmm =
∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , AnAmA¯m] cos[npix]e−iωnT0dT0∫ 2pi/ωn
0
∫ 1/2
−1/2Co[F , DnAn] cos[npix]e−iωnT0dT0
,
Γoemmm = Γ
ee
mmm =
∫ 2pi/ωm
0
∫ 1/2
−1/2Co[F , A2mAm] cos[mpix]e−iωmT0dT0∫ 2pi/ωm
0
∫ 1/2
−1/2Co[F , DmAm] cos[mpix]e−iωmT0dT0
,
Γoemnn = Γ
ee
mmm =
∫ 2pi/ωm
0
∫ 1/2
−1/2Co[F , AmAnA¯n] cos[mpix]e−iωmT0dT0∫ 2pi/ωm
0
∫ 1/2
−1/2Co[F , DmAm] cos[mpix]e−iωmT0dT0
,
(3.33)
Here, Co[F , X] denotes the coefficient of variable X in the function F
To obtain the final solution to second-order, we reconstitute the solution using the
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following equations:
dAn
dt
= εD1An + ε
2D2An,
dAm
dt
= εD1Am + ε
2D2Am. (3.34)
Using Equation (3.22) and (3.32), the modulation equations can be written as
dAn
dt
= ρ1A¯nAme
iσ2T2 + iΓnnnA
2
nA¯n + iΓnmmAnAmA¯m, (3.35a)
dAm
dt
= ρ2A
2
ne
−iσ2T2 + ΓmmmA2mA¯m + ΓmnnAmAnA¯n. (3.35b)
Equation (3.35) can be expressed in terms of a real amplitude and phase by using
the aforementioned polar transformation. This yields the following equations governing the
amplitude and phase of the response
a˙n =
ρnm
2
anam cos γ, (3.36a)
a˙m =
ρnn
2
a2n cos γ, (3.36b)
amγ˙ = σ2am − (ρnma2m +
ρnn
2
a2n) sin γ +
(
−Γnnn
2
+
Γmnn
4
)
a2nam
−
(
Γnmm
2
− Γmmm
4
)
a3m.
(3.36c)
To obtain the steady-state amplitude and phase, we set the time derivatives in the
pervious equations to zero. Again, we obtain two different cases: (i) an uncoupled mode
where am0 6= 0, an0 = 0, and (ii) a coupled mode where am0 6= 0, an0 6= 0. For the
uncoupled mode, we obtain the following steady-state amplitudes for the high frequency
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modes:
a
(1,2)
m0 = ±2
ρnm −
√
ρ2nm + (Γmmm − 2Γnmm)σ2
(Γmmm − 2Γnmm) , γ0 = ±pi/2
a
(3,4)
m0 = ±2
ρnm +
√
ρ2nm + (Γmmm − 2Γnmm)σ2
(Γmmm − 2Γnmm) , γ0 = ±pi/2
(3.37)
The above solutions approach those obtained in the quadratic case when Γmmm and
Γnmm approach zero. However, a
(3,4)
m0 are always unstable when they are positive, and, hence
are not physically realizable. On the other hand, the solution a
(1,2)
m0 is stable only when σ2
is large in magnitude. As such, one can write the solution of the uncoupled mode to second
order as
φ(x, z, t) = am cos(ωmt+ βm)Cm(x)Chm(z)
+ (g2m + g3mC2m(x))Ch2m(z)a
2
m cos(2ωmt+ 2βm)
(3.38)
and
η(x, t) = am cos(ωmt+ βm)Cm(x) +
1
2
(g2m + g3mC2m(x))a
2
m cos(2ωmt+ 2βm) (3.39)
For the nonlinear coupled mode, the steady-state amplitudes are given by
a
(1)
n0 =
√
4ρnma2m0Γmmm − a3m0(Γmmm − 2Γnmm) + 4am0σ2
2ρ2 + am0(Γmnn − 2Γnnn) γ0 = ±pi/2,
a
(2)
n0 =
√
−4ρnma2m0Γmmm − a3m0(Γmmm − 2Γnmm) + 4am0σ2
2ρ2 + am0(Γmnn − 2Γnnn) γ0 = ±pi/2,
(3.40)
Again, the steady state solution a
(1)
n0 is always unstable and approaches zero when
4ρnma
2
m0Γmmm−a3m0(Γmmm−2Γnmm)+4am0σ2 = 0. On the other hand, the solution a(1)n0 is
always stable and increased in magnitude as h/L increseases. It turns out that, similar to the
case involving quadratic nonlinearities only, the uncoupled mode a
(1,2)
m0 regains stability when
a
(1)
n0 = 0. Therefore, we used the condition 4ρnma
2
m0Γmmm−a3m0(Γmmm−2Γnmm)+4am0σ2 =
0 is used to characterize the region where internal energy pumping uniquely exists in the
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Figure 3.7: A map which demarcates the region where the internal resonance can be uniquely
realized (shaded region) in the σ2 and a20 parameter space. Results are obtained using
n = 1, m = 2, and (a) β = 0.001, (b) β = 0.0025, and (c) β = 0.005.
σ2 and am0 parameter space. Figure 3.7 depicts these regions for three values of β.
When comparing Figs. 3.6 (a) and 3.7 (a), we note that there are small difference
between the maps for small values of β. Indeed, the only noticeable difference is that the
region of internal resonance is underestimated when neglecting the cubic nonlinearities.
However, as shown in Figs. 3.7 (a), when β is increased to β = 0.0025, we notice a region
to the left of σ2 = 0 where the coupled mode can uniquely exist even when am0 approaches
zero. This region increases in size as β is increased further to 0.005, as shown in Figs. 3.7
(c). Such regions do not exist when neglecting the influence of the cubic nonlinearity as
illustrated earlier in Fig. Figs. 3.6 (b) and (c).
The coupled nonlinear response in the vicinity of the two-to-one internal resonance
can be written as
φoe = an cos(ωnt+ βn)Sn(x)Chn(z) + am cos(ωmt+ βm)Cm(x)Chm(z)
+
1
2
g2na
2
n cos(2ωnt+ 2βn) +
1
2
(g2m + g3mC2m(x))Ch2m(z)a
2
m cos(2ωmt+ 2βm)
− 1
2
(g1nmSm−n(x)Chm−n(z) + g2nmSn+m(x)Chn+m(z))anam cos((ωn + ωm)t
+ βn + βm) +
1
2
(g¯2nmSn+m(x)Chn+m(z))anam cos((ωm − ωn)t+ βm − βn),
(3.41a)
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φee = an cos(ωnt+ βn)Cn(x)Chn(z) + am cos(ωmt+ βm)Cm(x)Chm(z)
+
1
2
g2na
2
n cos(2ωnt+ βn) +
1
2
(g2m + g3mC2m(x))Ch2m(z)a
2
m cos(2ωmt+ 2βm)
+
1
2
(g1nmCn−m(x)Chn−m(z) + g2nmCn+m(x)Chn+m(z))anam cos((ωn + ωm)t
+ βn + βm) +
1
2
(g¯2nmCn+m(x)Chn+m(z))anam cos((ωm − ωn)t+ βm − βn),
(3.41b)
ηoe = an cos(ωnt+ βn)Sn(x) + am cos(ωmt+ βm)Cm(x) +
1
2
g2na
2
n cos(2ωnt+ 2βn)
+
1
2
(g¯2nmSn+m(x))anam cos((ωm − ωn)t+ βm − βn)
+
1
2
(g2m + g3mC2m(x))a
2
m cos(2ωmt+ 2βm)−
1
2
(g1nmSm−n(x)
+ g2nmSn+m(x))anam cos((ωn + ωm)t+ βn + βm),
(3.41c)
ηee = an cos(ωnt+ βn)Cn(x) + am cos(ωmt+ βm)Cm(x) +
1
2
g2na
2
n cos(2ωnt+ βn)
+
1
2
(g¯2nmCn+m(x))anam cos((ωm − ωn)t+ βm − βn)
+
1
2
(g2m + g3mC2m(x))a
2
m cos(2ωmt+ 2βm) +
1
2
(g1nmCn−m(x)
+ g2nmCn+m(x))anam cos((ωn + ωm)t+ βn + βm),
(3.41d)
and used to plot a single-cycle time evolution of the modal response of the nonlinear coupled
surface waves as shown in Fig. 3.8. Both of the cubic and quadratic approximations are
plotted for the purpose of comparison clearly illustrating very small differences.
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Figure 3.8: Steady-state undamped coupled-mode surface waves obtained using am0 = 0.1,
βm0 = −pi/2, n = 1, m = 2, β = 0.001, and h/L = 0.3. Response amplitudes are
obtained for one cycle (2pi) at pi/8 steps normalized by am0. Solid line represents quadratic
approximations while dashed lines represent cubic approximations.
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Chapter 4
Primary Resonance Behavior
This chapter investigates the influence of surface tension on the primary resonance
behavior of the sloshing waves in the vicinity of a two-to-one internal energy pump. To this
end, the container is excited harmonically in the horizontal direction near one of its modal
frequencies. The frequency and force response curves are generated near the primary reso-
nance for a case involving nonlinear energy transfer due to a two-to-one internal resonance
between the excited mode and a higher sloshing mode.
4.1 Single-Mode Response
Similar to the previous chapter, we first consider the response behavior away from
any internal resonances where a single-mode solution is sufficient to capture the dynamics
of the system. To this end, we scale the base acceleration to appear at the third order of
the perturbation problem such that x0 = 
3x0. Furthermore, we express the nearness of
the excitation frequency, Ω, to the modal frequency of a given mode, ωk by introducing
the detuning parameter, σ1, such that Ω = ωk + 
2σ1. This yields the following cascade of
partial differential equations governing the dynamics of the response:
O(ε1) :
D0φ1 +
1
piδ1
(η1 − βη1xx) = 0, (4.1a)
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D0η1 − φ1z = 0, (4.1b)
O(ε2) :
D0φ2 +
1
piδ1
(η2 − βη2xx) = −1
2
(φ21z + φ
2
1x)−D1φ1 + η1D0φ1z + C2 (4.2a)
D0η2 − φ2z = −D1η1 + η1φ1zz − η1xφ1x, (4.2b)
O(ε3) :
D0φ3 +
1
piδ1
(η3 − βη3xx) = − 3β
2piδ1
η21xη1xx − φ1zφ2z − η1φ1zφ1zz − φ1xφ2x
− η1φ1xφ1xz −D2φ1 −D1φ2 − η2D1φ1z + η1D0φ2z
− 1
2
η21D0φ1zz + x0
∞∑
n=1
(−1)n+14
(2n− 1)2k2pi2 sin((2n− 1)kpix) sin(ΩT0)
+ C3
(4.3a)
D0η3 − φ3z = −D2η1 −D1η2 + η2φ1zz + η1φ2zz + 1
2
η21φ1zzz
− η2xφ1x − η1xφ2x − η1η1xφ1xz,
(4.3b)
The solution of the first-order problem, Equations (4.1a)and (4.1b), is given by
φ1(x, z, T0, T1, T2) =
1
piδk
(
Ak(T1, T2)e
iωkT0 + cc
)
Sk(x)Chk(z), (4.4a)
η1(x, z, T0, T1, T2) = −i k
ωk
(
Ak(T1, T2)e
iωkT0 + cc
)
Sk(x). (4.4b)
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Substituting Equation (4.4) into the second-order problem, Equations (4.2a) and
(4.2b), then enforcing the solvability conditions, wherein the right-hand side of Eqn. (4.2b)
is forced to be orthogonal to every solution of the adjoint homogeneous problem, we obtain
D1Ak = D1A¯k = 0. This yields the following particular solution:
φ2(x, z, T0, T1, T2) = i
k2
8δ2kωk
[
αkS2k(x)Ch2k(z) + (1 + 3δ
2
k)
]
A2k(T2)Ck(x)e
2iωkT0 + cc, (4.5)
where C2k(x) = cos(2kpix), S2k(x) = sin(2kpix), Ch2k(z) =
cosh(2kpi(z+h/L))
cosh(2kpi(h/L)) ,
αk =
4
(ω22k − 4ω2k)
(
ω22k
2
(1 + δ2k) + (1− 3δ2k)ω2k
)
, (4.6)
Here, ω2k =
√
δ2k
piδ1
(β(2k)3pi3 + 2kpi) and the coefficient C2 is determined by forcing
∫ 1/2
−1/2 η2dx
to vanish to preserve continuity.
Next, we substitute Equation (4.4) and Equation (4.5) into Equations (4.3a) and
(4.3b) and eliminate the secular terms by enforcing the solvability conditions at the third
order, to obtain
iD2Ak +NeffA
2
k(T2)A¯k(T2)− x0
δk
ωkpik2
eiσ1T2 = 0, (4.7)
where Neff is the effective nonlinearity coefficient and is given by
Neff = −
k6pi2
(
p1(δk) + 3k
2pi2βp2(δk) + 3k
4pi4β2p3(δk) + 2k
6pi6β3δ2kp4(δk)
)
4ω2kδ1(1 + δ
2
k)(1 + 4k
2pi2β)(ω22k − 4ω2k)
, (4.8)
where p1(δk) = 2δ
6
k + 3δ
4
k + 12δ
2
k − 9, p2(δk) = 2δ6k + 3δ4k + 18δ2k − 24, p3(δk) = 2δ6k + 12δ4k +
15δ2k − 51, and p4(δk) = δ6k + 15δ4k − 39δ2k − 45.
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4.1.1 Frequency-Response Equation
To obtain the steady-state frequency response, we first express the complex function
Ak and its complex conjugate, A¯k in the polar form Ak = 1/2ake
iβk , A¯k = 1/2ake
−iβk . We
separate the real and imaginary parts in the resulting equation to obtain the following set
of equations for the modal amplitudes and phase of the response:
a˙k = −µkak − F0 sin γk, (4.9a)
akγ˙k = akσ1 − Neff
4
a3k + F0 cos γk, (4.9b)
Where γk = σ1T2 − βk, F0 = 2x0δkωkpik2 , and µk is linear modal damping coefficient added to
represent viscous damping effect in the fluid.
To obtain the steady-state solutions, we set the time derivatives in Equation (4.9)
to zero and solve the resulting algebraic system of equations for the steady-state amplitude,
ak0 and phase, γk0. This yields the following steady-state frequency-response equation:
(
ak0σ1 − Neff
4
a3k0
)2
+ µ2ka
2
k0 − F 20 = 0 (4.10)
The stability of the resulting solutions can then be determined by assessing the sign
of the real part of the eigenvalues associated with the Jacobian of Equation (4.9) evaluated
at the corresponding steady-state root.
Using Equation (4.10), we study the nonlinear frequency-response behavior of the
sloshing modes for different values of β and different h/L ratios. Figure 4.1 depicts the
frequency-response curve near the primary resonance of the first mode for h/L = 0.4. The
frequency response exhibits a softening behavior which decreases as β increases. On the
other hand, as shown in Fig. 4.2, when the height-to-width ratio is increased to h/L = 0.6,
the frequency-response exhibits a softening behavior for β = 0.01, becomes almost linear
near β = 0.02, and switches to a hardening behavior when β = 0.03.
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Figure 4.1: Frequency-response curves near the first modal frequency assuming a single-
mode solution at h/L = 0.4. Results are obtained using F0 = 0.05 and µ1 = 0.04. Dashed
lines represent unstable saddles.
Figure 4.2: Frequency-response curves near the first modal frequency assuming a single-
mode solution at h/L = 0.6. Results are obtained using F0 = 0.05 and µ1 = 0.04. Dashed
lines represent unstable saddles.
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Figure 4.3: Frequency-response curves near the third modal frequency assuming a single-
mode solution at h/L = 0.4. Results are obtained using F0 = 0.005 and µ3 = 0.04. Dashed
lines represent unstable saddles.
Figure 4.4: Frequency-response curves near the third modal frequency assuming a single-
mode solution at h/L = 0.6. Results are obtained using F0 = 0.005 and µ3 = 0.04. Dashed
lines represent unstable saddles.
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Since the second mode is even, it cannot be directly excited by the forcing. The
frequency-response curves associated with the third mode are shown in Fig. 4.3 for h/L = 0.4
and different values of β. Here, we choose larger values of β to avoid the region where an
internal resonance between the third and sixth mode can be activated. Results demonstrate
that the third mode exhibits a softening nonlinear behavior for all values of β considered.
The nonlinearity is not very sensitive to variations in the surface tension as the degree
of bending of the frequency response curves does not change appreciably with β. Similar
behavior is also shown in Fig. 4.4 when h/L is increased to 0.6.
4.2 Two-Mode Response
Since the single-mode solution cannot describe the actual behavior of the system
near the internal resonance, it is imperative to take the interaction between the different
modes into account to capture the actual behavior in these regions. In this thesis, we
investigate the primary response behavior of the lower, nth mode, when it is in a two-to-one
internal resonance with the higher, mth mode, i.e. ωm = 2ωn + σ2, where σ2 is a small
detuning describing the nearness of ωm to twice ωn.
Similar to the previous chapter, we implement the method of multiple scales to
capture the response behavior in the internal resonance region. To this end, we expand the
dependent variables as follows:
φ(x, z, t, ε) = εφ1(x, z, T0, T1, T2) + ε
2φ2(x, z, T0, T1, T2) +O(ε
3)
η(x, t, ε) = εη1(x, T0, T1, T2) + ε
2η2(x, T0, T1, T2) +O(ε
3),
C = ε2C2 +O(ε
3).
(4.11)
We also scale the external forcing to appear at the second-order of the perturbation problem
by letting x0 = 
2x0. This yields the following cascade of linear PDEs:
O(ε1) :
D0φ1 +
1
piδ1
(η1 − βη1xx) = 0, (4.12a)
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D0η1 − φ1z = 0, (4.12b)
O(ε2) :
D0φ2+
1
piδ1
(η2−βη2xx) = −1
2
(φ21z+φ
2
1x)−D1φ1+η1D0φ1z+x0x sin(ΩT0)+C2 (4.13a)
D0η2 − φ2z = −D1η1 + η1φ1zz − η1xφ1x, (4.13b)
In the previous chapter, the solution of Equation (4.12a) and Equation (4.12b) is
divided into two group: one dealing with an odd lower mode and an even higher mode while
the other dealing with two even modes. However, when the forcing is involved only lower
odd modes can be directly excited. As such, the analysis is limited to the case when a lower
odd mode is interacting with a higher even mode. In this case, the solution of Equation
(4.12a) and Equation (4.12b) is written as:
φoe1 =
1
piδn
(
An(T1, T2)e
iωnT0Sn(x)Chn(z) +Am(T1, T2)e
iωmT0Cm(x)Chm(z)
)
+ cc,
ηoe1 =
∫
Φoe1zdT0.
(4.14)
Upon substituting Equation (4.14) into Equations (4.13a) and (4.13b), we obtain
D20φ
oe
2 +
1
piδ1
(η2T0 − βη2T0xx) = h1nD1AnSn(x)eiωnT0 + h1mD1AmCm(x)eiωmT0
+ (h2n + h3nC2n(x))A
2
ne
2iωnT0 − (h1nmSm−n(x) + h2nmSm+n(x))AnAmei(ωn+ωm)T0
− (h¯1nmSm−n(x) + h¯2nmSm+n(x))A¯nAmei(ωm−ωn)T0 + (h2m + h3mC2m(x))A2me2iωmT0
ix0
∞∑
k=1
(−1)k+12
(2k − 1)2n2pi2 S(2k−1)ne
iΩT0 + cc,
(4.15)
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where Cm±n(x) = cos((m± n)x), Sm±n(x) = sin((m± n)x)
h1n = i
2ωn
piδn
h1m = i
2ωm
piδn
,
h2n = i
n2ωn(1 + 3δ
2
n)
2δ2n
, h2m = im
2ωm(1 + 3δ
2
m)
2δ2n
h3n = −in2 Ω
2
2n + (1− 3δ2n)ω2n
2δ2nωn
h3m = im
2 Ω
2
2m + (1− 3δ2m)ω2m
2δ2mωm
h1nm = −imnΩ
2
m−n(δnωm − δmωn)− (ωm + ωn)(δmδn(ω2m + ωnωm + ω2n) + ωnωm)
2δ2nωmωn
h¯1nm = imn
Ω2m−n(δmωn − δnωm)− (ωm − ωn)(δmδn(ω2m − ωnωm + ω2n)− ωnωm)
2δ2nωmωn
h2nm = −imnΩ
2
m−n(δnωm + δmωn) + (ωm + ωn)(δmδn(ω
2
m + ωnωm + ω
2
n)− ωnωm)
2δ2nωmωn
h¯2nm = imn
Ω2m+n(δnωm − δmωn)− (ωm − ωn)(δmδn(ω2m − ωnωm + ω2n) + ωnωm)
2δ2nωmωn
,
and Ω2m±n = (m ± n)pi + (m ± n)3pi3β/(piδ1), Ω22n = 2npi + 8n3pi3β/(piδ1). Letting ωm =
2ωn + σ2, then eliminating the secular terms by enforcing the right-hand side of Equations
(4.15) to be orthogonal to the homogeneous solution, yields
D1An + ρnmA¯nAme
iσ2T1 +
2x0
h1nn2pi2
eiσ1T1 = 0,
D1An + ρnnA
2
ne
−iσ2T1 = 0,
(4.16)
where ρnm = − h¯1nmh1n , and ρnn = − h¯3nh1m .
Next, we express A and A¯ in the polar forms as A = 1/2aeiβ and A¯ = 1/2ae−iβ,
respectively; then separate the real and imaginary parts to obtain
a˙n = −µnan − 1
2
ρnmanam cos γm − F0 cos γn, (4.17a)
anγ˙n = σ1an +
1
2
ρnmanam sin γm + F0 sin γn, (4.17b)
a˙m = −µmam − 1
2
ρnna
2
n cos γm, (4.17c)
am(γ˙m − 2γ˙n) = −am(2σ1 − σ2) + 1
2
ρnna
2
n sin γm, (4.17d)
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where γn = σ1t− βn, γ2 = σ2t + βm − 2βn, F0 = 4x0h1nn2pi2 and µn, µm are modal damping
coefficients added to represent viscous damping effects in the fluid.
To obtain the steady-state solution, we set the time derivatives in Equations (4.17)
to zero and solve the resulting algebraic system of equations for the steady-state amplitude,
(an0, am0) and phase (γn0, γm0) of the two-mode response. The stability of the resulting
steady-state solutions can then be assessed by finding the eigenvalues associated with the
Jacobian of Equations (4.17) evaluated at the steady-state roots.
To second order, the steady-state solution can be written as
φ(x, z, t) =
1
piδn
(
an0 cos(Ωt− γn0)Sn(x)Chn(z)
+ am0 cos(2Ωt− 2γn0 + γm0)Cm(x)Chm(z)
)
,
η(x, t) =
1
Ω
(
an0 sin(Ωt− γm0)Sn(x) + am0 δm
δn
sin(2Ωt− 2γm0 + γn0)Cm(x)
)
,
(4.18)
where
ρ2nnρ
2
nm
16
a6n0 +
ρnnρnm
2
(−µnµm + σ1(2σ1 − σ2))a4n0 +R(µ2n + σ21)a2n0 −RF 20 = 0,
am0 = −ρnn
2
a2n0√
µm2 + (σ2 − 2σ1)2
,
γn0 = arctan
( 2σ2 + ρnmam0 sin γn0
2µn + ρnmam0 cos γm0
)
,
γm0 = arctan
(
− 2σ1 − σ2
µm
)
,
(4.19)
where R = 4µm2 + (σ2 − 2σ1)2.
4.2.1 Frequency-Response Curves
Using the Equations (4.19), we study the frequency-response of the sloshing model
in the vicinity of a two-to-one internal resonance. Figure 4.5 shows the frequency-response
curves for three different value of β and two different height-to-width ratio. When h/L =
0.2, increasing the surface tension coefficient from β = 0 to 0.01 causes the frequency-
response curves to shift to the left toward higher frequency. This is mainly due to the
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(a)
(b)
Figure 4.5: Frequency response curve for two-mode solution with three different value of
β, for (a) h/L = 0.2, and (b) h/L = 0.4. Here, n = 1, m = 2, µn = 0.06, µm = 0.0035,
F0 = 0.04 and H represents a Hopf bifurcation.
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Table 4.1: Location of Hopf Bifurcations for h/L = 0.2.
β σ2 Locations of Hopf Bifurcations in Hz (Respecting value of σ1)
0 -0.2527 1.73 (-0.1699), 1.91 (-0.0835)
0.005 -0.1367 1.9 (-0.11), 2.08 (-0.0257)
0.01 -0.0328 2.05 (-0.0615), 2.23 (0.0209)
(a) (b)
(c) (d)
Figure 4.6: Comparison of Single-Mode Solution and Two-Mode Solution (a) h/L = 0.25
and F0 = 0.005 (b) h/L = 0.25 and F0 = 0.02 (c) h/L = 0.4 and F0 = 0.005 (d) h/L = 0.4
and F0 = 0.02. Here, k = 1, n = 1, m = 2, µk = 0.06, µn = 0.06, µm = 0.035 and β = 0.005.
Dash lines represent unstable solutions.
shifting effect of surface tension. As a result, the region where quasi-periodic responses
occur near the center of the frequency-response also shift towards higher values as list in
Table 4.1. These quasi-periodic solutions result from a Hopf bifurcation (H) as shown in
Fig. 4.5a. Furthermore, surface tension has very little influence on the amplitude of the
response especially near the two-mode peak occurring at lower frequencies. Then amplitude
of the other peak occurring at higher frequency drops slightly as the surface tension is
increased.
Similar behavior is observed when h/L is increased to h/L = 0.4, with the only
difference that the region of quasi-periodic solution vanishes in this case.
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Figure 4.6 compares the frequency-response curves as obtained using the single-
mode and two-mode solutions. For h/L = 0.25 and small forcing magnitude of 0.005, there
is a very small difference between the single-mode and two-mode solution.
Due to the two-to-one internal resonance, a small peak appears near 2Hz which the
single-mode solution fails to capture. The single-mode solution also slightly over estimate
the response near the larger peak. However, as the forcing amplitude is increased to F0 =
0.02, the single-mode response fails completely to capture the main characteristics of the
frequency-response.
As h/L increased to 0.4, ω2 shifts further away from 2ω1 and the internal energy
pump weaker. As such, the single-mode and two-mode solution results are almost matching
for a small forcing of F0 = 0.005. As F0 is increased to 0.02, the accuracy of the single-mode
solution starts to deteriorate.
4.2.2 Force-Response Curves
Figure 4.7 depicts the force-response curves obtained at the first natural frequency
for different values of surface tension. It is evident that at ω1 the displacement of the free
surface, η, decrease as the surface tension increase for a given forcing level. For all value of
β, the displacement of the free surface increases nonlinearly with the level of forcing.
The force-response curves obtained at half the second modal frequency and different
values of β are shown in Figure 4.8. For β = 0, there is a continuous nonlinear increase
in the displacement at the free surface as the excitation level is increased. However, as
β is increased toward β = 0.01, we notice that response increases monotonically with the
excitation level up to around 0.06 where it undergoes a sudden jump to a larger orbit
solution due to a cyclic-fold bifurcation. Further increase in the excitation level causes the
response amplitude to increase slowly.
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Figure 4.7: Force response at ω1 for three different value of β while h/L = 0.4, n = 1,
m = 2, µn = 0.06, µm = 0.035
Figure 4.8: Force response at ω2/2 for three different value of β while h/L = 0.4, n = 1,
m = 2, µn = 0.06, µm = 0.035 and CF represents a cyclic-fold bifurcation. Dashed line
represent unstable solutions.
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Chapter 5
Conclusions
This thesis investigated the influence of surface tension on the nonlinear finite-
amplitude planar sloshing of incompressible fluids in rectangular containers. The investi-
gation is limited to the scenario where the contact line freely slips on the side walls and
makes a constant contact angle of 90◦. To this end, a nonlinear model was developed to
capture the motion of the free surface and the velocity potential of the fluid in the presence
of surface tension. An approximate analytical solution of the model was then obtained by
the method of multiple scales and used to study the free and forced response of the free
surface.
It is shown that, due to the stiffening influence of surface tension, the linear modal
frequencies increase as surface tension increases. As a result, the range of design parameters
where internal resonances can be activated among the sloshing modes is changed consider-
ably. Such internal resonances can lead to energy exchange between the interacting modes.
Hence, when a certain mode is directly excited due to an initial perturbation or an external
excitation, energy can be channeled to another higher or lower mode creating a two-mode
response. In the vicinity of these internal resonances, a single mode solution will fail to
capture the actual response behavior of the system.
To illustrate such effects, this thesis studies the two-to-one internal resonance be-
tween the first two modes. Such internal resonance is shown to occur for extremely shallow
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scenarios in the absence of surface tension but shifts towards deeper fluid columns as surface
tension increases. The analysis is carried for both the free and forced response scenarios.
For the free response, it is shown that surface tension has a considerable influence on the
effective nonlinearity of the surface waves. Specifically, in the vicinity of a two-to-one in-
ternal resonance between two sloshing modes, the steady-state sloshing response can either
contain a contribution from the two interacting modes (coupled-mode response) or only the
higher frequency mode (uncoupled high-frequency mode response). It is shown that the
regions where the coupled-mode uniquely exists has a clear dependence on surface tension.
For the forced case scenario, i.e. when the tank is directly excited at its base via a
harmonic excitation with a frequency close to the modal frequency of the lower mode, we
study the frequency response in the presence and absence of internal resonances. In the
absence of internal resonance, it is shown that the softening-hardening characteristics of the
response can be significantly influenced by surface tension. For some surface tension values,
the frequency response exhibits a softening nonlinear behavior while for others it exhibits
a hardening behavior. On the other hand, in the vicinity of the internal resonance, surface
tension does not seem to have a qualitative influence on the frequency-response behavior.
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