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It is shown that if 4(f) = ORB 4(y) f(y) dy is a Markoff random field and X, 
are multiplicative functionals of 4 (with E(X,) = 1) which converge locally in L, , 
then there exists a locally Markoff random field q%* such that E(exp(i&( j))) = 
lim, E(X, exp(i$( f))). We choose C$ to be the two-dimensional generalization 
of the Ornstein-Uhlenbeck velocity process and take X, proportional to 
exp( -Asia : P(&y)) : g.(y) dy), where : P(&y)) : is a regularized even degree 
polynomial in d(y). It is then proved that for an appropriate choice of g, -+ 1 
and small A, {X,} does converge locally in L, and that the corresponding +* is 
stationary. 
I. INTRODUCTION 
The possibility of extending the concept of the Markoff property 
to stochastic processes with a multidimensional time was first studied 
by Paul Levy for #J(Y) the Brownian motion indexed by y in Rd [17]. 
For such a process, Levy introduced the notion of being “Markovian 
of ordel* r”-meaning roughly that for a region F in Rd and a point 
y’ outside of F, the conditional expectation of $(y’) with respect to 
{4(y): y EF} depends only on $(y) and its first r - 1 normal deriva- 
tives on the boundary of F. It was conjectured by Levy and later 
proved by McKean [18] that #J(Y) is Markovian of order (d + 1)/2 
for odd d but has no Markoff property at all for even d; the proof of 
these results relies heavily on the Gaussian nature of 4. 
Markoff properties for certain processes indexed by points in a 
multidimensional lattice have also been investigated [3]; they are 
closely related to lattice systems with nearest neighbor interactions 
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in classical statistical mechanics [30]. Processes of this type which are 
stationary with respect to lattice translations can be obtained by taking 
thermodynamic (infinite-volume) limits [3]. 
In this paper, we construct certain (generalized) random processes 
over R2 which are stationary (with respect to translations in R2), 
formally non-Gaussian, and satisfy an appropriate Markoff property. 
These processes are heuristically obtainable from certain (two 
dimensional continuous spin) lattice systems of the previous type in 
the limit as the lattice spacing tends to zero;r our rigorous construction 
begins instead with a (nonlattice) Gaussian process, r&(y), and then 
employs multiplicative functionals and a kind of thermodynamic 
limit. The limiting process, &(y), h as a probability distribution 
locally equivalent but globally orthogonal to that of 4, . The initial 
process C& is not Brownian motion but rather a multidimensional 
generalization of the Ornstein-Uhlenbeck velocity process with 
mean zero and covariance E(&,( yi) &(y2)) = G(y, - y2), where 
G(y, - y2) is the kernel of the integral operator (- d + 1)-l with 
d the Laplacian on R2. +,, is clearly stationary (also isotropic and, thus, 
Euclidean invariant) and Nelson has shown that it is Markoff [22]. 
The processes studied in this paper are closely related to relativistic 
quantum fields (in two dimensional space-time) by means of an 
analytic continuation in the time coordinate. The relationship is 
analogous to the one between diffusion processes and quantum 
mechanics or equivalently between the heat equation and the Schro- 
dinger equation. Any quantum field theory is completely determined 
by its Wightman functions (vacuum expectation values) [31] and 
these can be analytically continued to pure imaginary time as first 
studied by Schwinger [24]; it was discovered by Symanzik [32] that 
the resulting Schwinger functions are just the correlation functions of 
Euclidean invariant (generalized) random processes. Probabilistic and 
related techniques had also been used in the constructive approach to 
quantum fields [IO, 13, 191, but these methods have become increas- 
ingly important since Nelson suggested that Symanzik’s Euclidean 
fields should obey a multidimensional Markoff property and more 
importantly showed that from a Euclidean invariant Markoff field 
(satisfying some additional technical hypotheses) we could obtain the 
corresponding relativistic quantum field in a canonical way [21]. More 
recently, it has been shown [23] that a quantum field theory can be con- 
structed directly from a set of correlation functions without ever con- 
1 The use of ferromagnetic lattice systems in the study of these processes was 
discussed by Guerra, Rosen, Simon, and Nelson at the N.Y.U. field theory confe- 
rence, September 1971. 
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sidering the actual process or Markoff property. It is, nevertheless, of 
considerable probabilistic (and technical) interest to actually obtain the 
process itself and investigate its properties as we do in this paper. 
The process & defined previously is called the free Markoff field 
and is the analytic continuation of the free quantum field (describing 
noninteracting spinless particles of unit mass in one space dimension 
and one time dimension), while the other processes we construct 
in this paper correspond to quantum fields with a (nonquadratic) 
polynomial self interaction-usually called P(4), models [7-9, 11, 26, 
291; these describe interacting spinless particles in two dimensional 
space-time. Before beginning rigorous work, we complete this section 
with a heuristic discussion of our results and their connection with 
Feynman path integrals. 
We consider 4,,(y) as a random element in ZY(R2), the space of 
generalized functions dual to g(R2), the space of real valued C” 
functions of compact support. Given a bounded below polynomial P 
we consider the random variable V(g) defined as J: P(+,(y)): g(y) dy 
for a suitable class of g’s (including characteristic functions of compact 
sets in R2). The symbol, : :, is defined in Section 2 in terms of a 
Hermite expansion (see also [2, 221) and is called Wick ordering in 
physics terminology; on a formal level, :P(&(y)): = P(&,(y)) - 
R(&(y)), where R is a polynomial of lower degree than P with 
infinite coefficients. Wick ordering is a necessary regularization in 
order that V(g) exist at all as a random variable. 
For all X > 0 ( an d suitable g) Z(g) = E(exp(- XV(g)) < CO. We 
may, thus, define X(g) = (Z(g))-’ exp(- hV(g)) and consider 
the random generalized function d,(y) defined implicitly by 
E(exp(i$,(f))) = E(X(g) exp(i+,(f))) for all f in .53(R2), where 
A(f) = MY)f (Y) dY* :P(hJ: is a local function of &, from which 
it follows that $g satisfies a Markoff property; g cannot, however, 
be taken constant, and, accordingly, 9, cannot be Euclidean invariant. 
The main result of Section 2 is that the “g-cutoff” can be removed 
in order to obtain & = lim,,, & . This is proved only for small h 
and with g’s taken as the characteristic functions of rectangles; 
+m is then shown to be locally Markoff and stationary but its presumed 
rotation invariance and global Markoff property are not demonstrated. 
Although +m is generalized process, its Markoff property is analogous 
to Levy’s “Markovian of order 1;” this follows from local absolute 
continuity and the nature of the Markoff property for +0 [22]. 
The major ingredient used in Section 2 to construct & is Theorem 4 
which says that X(g) is locally &convergent as g --+ 1 (with the same 
restrictions on X and g as before). The proof of this theorem is given 
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in Section 3 as a series of lemmas. It is first shown that it suffices to 
obtain a certain asymptotic estimate for the “partition function” 
Z(g) as g --t 1; this estimate is then derived by using the small A 
behavior of various “thermodynamic” quantities including the exist- 
ence of a uniform mass gap for small h [12]. We note that letting 
g--t 1 is analogous to taking a thermodynamic limit in classical 
statistical mechanics with A playing the role of an inverse temperature, 
and that the restriction to rectangular g’s is presumably a reflection 
of the special methods used in our proof. Section 3 concludes with 
some new results concerning the h-dependence of various thermo- 
dynamic parameters and the possible use of these results in extending 
local &-convergence to large A. 
The relation of c&, to a relativistic quantum field may also be 
considered from the perspective of Feynman path integrals as inter- 
preted by Dyson [4]. We consider a classical relativistic self-interacting 
field 0(x, T) with Lagrangian density 
9(e) = + I(g)” - (E)” - (921 - P(e). (1) 
The corresponding path integral involves the replacement of P by 
:P: and the construction of some sort of complex measure v on 
{0(x, T)}, the space of “classical histories,” formally given by 
dfi(B) = N exp (i j 9(6(x, T)) dx h) de, (2) 
where d0 is some (nonexistent) Lebesgue measure and N is some 
(infinite) constant. If we let 7 -+ 7 - it and define q(x, t) = 13(x, 0 - it), 
then C(e) may be formally analytically continued to a probability 
measure v(q), as 7 - i0 +- 0 - it, whose density is formally 
$ = N’ exp (- 1 f(+, t)) dx dt) , (3) 
with 
Ad = + I(g)2 + (2)” + Y21 + A :P(d: * (4) 
If we denote by pm (resp. p,,) the probability distribution on 
g’(R2) = (q(x, 9) corresponding to & (resp. +,,), then p-lm = 
li%&-k) PO), and, accordingly, we obtain the formal expression 
+a _ +a dtLo -_- 
4 Go 
+ q = N” exp (- s fm(q(x, t>> dx dt) , (5) 
with j&) = &((- d + 1) Q) + A :P(q):. Integration by parts shows 
that the right hand sides of (3) and (5) are equal and, thus, that pm = v. 
SS+4/1-4 
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2. MARKOFT FIELDS 
In this section, we primarily follow the ideas and definitions of 
Nelson [21]. W e call 4 a random field if it is a stochastic process 
indexed by 9(Rd) h h w  ic is linear and continuous in the sense that 
(b(fJ -++(f) in measure when fa -+ f in 9(R”). The underlying 
probability space, (Q, 2, p), for 4 may be chosen so that 52 = 9’(R”), 
C is the u-algebra generated by the cylinder sets, and +(y) = 
Ja( y) f ( y) dy with 4(y) the random generalized function q(y) in 
9’(Rd) [6]; we call this the standard realization of 4, and p the prob- 
ability distribution of 4. Although it is not strictly necessary, we 
will generally assume that 4 is realized in this standard way. 
For a in Rd we let Q”(Y) = ~(y + a) and define for any random 
variable U, (d%) (q) = u(qa). A random field 4 will be called stationary if 
for any a in Rd and any integrable random variable U, 4% is integrable 
and E(/l%) = E(u); th is simply means that E.L is translation invariant; 
i.e., as a measure p(q”) = p(q) for all a in Rd. 
For an open U in Rd, we define Z(U) to be the u-algebra generated 
by {+( f ): supp f C U} and for I’ closed, Z(V) to be n Z(U) with the 
intersection taken over all open U containing V; we note that 
Z = Z(Rd) in the standard realization. For ZJ an integrable random 
variable and F open or closed we define E,u to be the conditional 
expectation of u with respect to Z(F). EF is a contraction from 
&(Q 2, p) to &(Qn, W), P) f or any 1 <p<cc and for p=2 
is the orthogonal projection onto L,(Q, 2(F), p). If u is measurable 
with respect to Z(F) we will say that u is in Z(F). 
A random field 4 is said to be Markoff if for every open set U and 
every integrable u in Z(U), E,,u = EaLIu, where U’ is the complement 
of U and aU its boundary. An equivalent definition is that for every 
open U and closed V with U and V disjoint, EyErr = EavEu as 
operators on L,(Q, E, p); if this operator equality only holds for U 
and V bounded we will say that 4 is locally Markoff. 
A random variable X will be called a multiplicative functional 
(with respect to a random field +) if X is positive, integrable, and for 
every open U, X can be expressed as the product of two positive 
integrable random variables, X = Xi . X, , with X1 in Z( U’) and 
X, in Z(U). The next proposition extends a standard result for one 
dimensional Markoff processes and is due to Nelson [20]. 
PROPOSITION 1. If 4 on (L!, Z, p) is a Markoff field and X is a 
multiplicative functional with E(X) = 1, then $ is a Mark08 field on 
(Q, z -q-q. 
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Proof. We denote conditional expectations with respect to Xv 
(resp. CL) by EF*(resp. E,). The definition of conditional expectation 
shows that for any bounded u, 
EF*u = w . 
F 
(6) 
Given an open U we express X = X, * X, as before; then the Markoff 
property implies for any bounded u in Z(U) that 
E&X) = E,,(X,uX,) = X,&&X,) (7) 
and 
Ear&X) = Eav(& * U-Q = Eav(W EavW’,). 
We then have from (6)-(8) that 
(8) 
E$,u = E”wq -= &~a&&) = Eavwa 
-G(X) XJavKJ EavGQ 
= Eav(Xd EavWJ _ Ear&x) = E$vu 
Eav(XJ EavWJ - EavW ’ 
(9) 
This shows that E$EU* = E&E,* when restricted to L&D, Z, Xp), 
but since L, is dense in L, , we obtain the desired result. Q.E.D. 
Given a random field 4, we define its generating functional ~$~(f) 
for any f in .9(Rd) to be E(exp(i$(f))). To construct stationary 
Markoff fields we extend Proposition 2 to obtain the next theorem. 
THEOREM 2. Suppose $ is a MarkoJjeld and X, is a net of multi- 
plicative functionals with E(X,) = 1 such that for any bounded F, 
EF(X,) converges in L,(Q, Z, p) as 01--+ CO; then there is a locally 
MarkofJJield & such that 
for all f in 9(Rd); the standard realization of q5* is uniquely determined 
by (10). If p* (resp. p) denotes the probability distribution of #* (resp. +) 
on Sz, = 9’(Rd) then for any bounded F, CL* is absolutely continuous 
with respect to p when both are restricted to Z(F) and the Radon- 
Nikodym derivative is 
&i&&(F) = $2 EF(-&). (11) 
rf 4*(f) = PDF”) f or a II a in Rd and all f in 9(Rd), then +.+ is 
stationary. 
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Proof. Let us denote by 8,(f) the right hand side of (lo), which 
by the hypotheses of the theorem clearly exists. As a function on 
.B(Rd), &, is continuous, of positive type, and 8,(O) = 1; it follows 
[6, Chapter 41 that there exists a unique probability measure II.+ on 
!Zn, such that G,(f) = ] exp(z+(f)) d&q). We then define $* as the 
random field whose probability distribution is p*; all the conclusions 
of the theorem follow immediately except for the Markoff property 
of (5* * 
We denote conditional expectations with respect to X,p (resp. II.+) 
by an 01 (resp. *) superscript. Let U and V be bounded disjoint sets 
with U open and I’ closed; let u be a bounded random variable in 
Z(U); and let F be a compact set containing U and V. It follows from 
Proposition 1 that Evau = E,“,u; if we knew that E,*u = E$$ then 
by continuity (L, dense in L,) we would obtain the local Markoff 
property. It, thus, suffices to show that Eyau + E,*u (and similarly 
for av> inW’J,, W), P*) as 013 co for every u EL,(!S* , Z(U), CL.+). 
We let X, = limol+m EF(XIU), denote the L, norm by Ij . ljoo , and 
then use (6) and (11) to express L,(p+.,) norms in terms of expectations 
with respect to p. 
E(X, j Eyau - E,*u I) 
< E(I E,X, . Ey% - E,X, . Ey% I) + E(j E,X, . Eyau - E,X; E,*u I) 
< II WU l/m E(I -W-L - -&)I) + E(I &44 - &WL)l) 
< II u llm E(I EdXm - -W + E(I E&G - uXdl> 
< 2 II u Ilm E(l Xm - EF-L I>. (12) 
The final expression on the right hand side of this series of inequalities 
tends to zero since EF(X,J -+ X, in L,(p), and, thus, we see from the 
far left hand side that Eyau -+ E,*u in L,(s2, Z(F), X,p) or equiva- 
lently by (9) in L,(sZ, , Z(F), p.J. The identical calculation works 
with dV in place of V which proves the theorem. Q.E.D. 
We proceed to introduce the fields and multiplicative functionals 
to which we will apply Theorem 2. For the remainder of this paper, 
$B will denote g(Ra), and IR or 9’ will denote Y(R2). r$,, is defined as 
the standard realization of the Gaussian random field over 9 with 
zero mean and covariance given by 
Wdfi>h,W = <h 9 (- d + l)F1fh (13) 
where (e, *> denotes the usual inner product in L2(R2, dy); the 
probability distribution of &, on D will be denoted by /.L,, . In order to 
define our multiplicative functionals, we next briefly explain Wick 
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ordering; a more complete analysis of the following discussion appears 
in [2]. 
For a Gaussian random variable u of mean zero and variance 
kw” = W2))~ we define :u%: = (a(~))~ HeJ~/a(u)), where He,(z) 
is the nth Hermite polynomial, 
He,(z) = (-1)” e+z2/2 $ n e--8’/2; 
( ) (14) 
this definition is then extended by linearity to define :P(u): for any 
polynomial P. In order to rigorously define the V(g) discussed in 
Section 1, we choose a sequence (In} of functions in 9 so that 
fJy’) -+ Q’), the 6-f unction in B’, as n -+ co, and then for each 
y in R2 we let 4&y) d enote the Gaussian random variable 
(bO( f;?‘) z J +,,( y’) fn( y’ - y) dy’. For any g in L2(R2, dy) of compact 
support, s :%4&Y)): g(y) dY converges (in&#& pO) for 1 < p < co) 
to the random variable we call V(g). V(g) is independent of the choice 
of {fn) and for P bounded below and any h > 0, Z(g)= 
E(exp(- A%))) < co. By choosing {f,} so that supp(f,) -+ (01 it 
can be easily shown that V(g) belongs to Z (supp(g)) and, thus, that 
X(g) = (Z(g))-’ exp(- XV(g)) is a multiplicative functional. 
We denote by gr.L the characteristic function of the rectangle 
{y = (x, t): - L/2 < x <L/2, - T/2 < t < T/2}, and, thus, for a 
in R2, g&(Y) = gT.L(Y + ) a is the characteristic function of the L 
by T rectangle centered at --a. The following theorem is our main 
technical result; its proof will be given in Section 3 (Lemmas l-6). 
THEOREM 3. Let P be a bounded below polynomial; then there is a 
h, > 0 so that for 0 < X < X, , any a in R2, and any bounded F C R2, 
E,(X(gT,,)) converges in L,(Q, Z, p,J as T, L --f + CO and the limit is 
independent of a. 
As an immediate consequence of Theorems 2 and 3 we obtain a 
stationary locally Markoff field C& with probability distribution p,,,; 
& may be called the P($)2 random field. If we choose CL,, to have 
covariance given by (--d + m2)-l, then m > 0 is called the bare mass 
+,, is called the free Markoff field of mass m. Simple scaling arguments 
can be used (e.g. [12]) t o reduce this case to that of Theorem 3 
providing h, is replaced by m2&, . We, thus, have (using the heuristic 
notation for V(g)) the following. 
THEOREM 4. Let p0 be the Gaussian probability measure on 9(R2) 
of mean zero and covariance given by (-A + m2)-l and suppose P 
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is a bounded below polynomial. For X/m2 su.ciently small, there exists a 
unique probability measure tag on .9’(R2) such that for any bounded 
region F, tag is absolutely continuous with respect to u0 (when restricted 
to Z(F)) and 
&rn ( 1 x- zdq) 
= T,$m *P [tzt~~.~))-l =P (- h / :p(q(y)): gr,L(y) dy) 1 , 
(15) 
with the right hand side converging in L,(B’(R2), Z(F), CL,-,). The random 
jeld &(y) dejined as q(y) on (9(R2), 2, pm) is a stationary locally 
Markoff field. 
3. LOCAL L, CONVERGENCE 
In this section, we prove Theorem 4 through a series of six lemmas. 
P is taken as a fixed bounded below polynomial (normalized so that 
P(0) = 0); and in the first five lemmas h > 0 is fixed. We let 
-L = X(gd define g r,r~;~,~’ as the characteristic function of the 
rectangle {(x, t): - L/2 < x < L’/2, - T/2 < t < T’/2}, denote 
L,(sZ, Z, pO) simply as L, and signify its norm by 11 * 11 .
LEMMA 1. Suppose that for all b > 0, there exist E, 6 > 0 such 
that for Xl = X(gT,T~;L,L ) and V = ((x, t): 1 x 1 < b, 1 t 1 < b), (i) 
11 Ey(XI - X,,,)lj = O(L-l-s) for / T - L 1 , 1 T’ -L 1 < 6 and 
(ii) I/ Ey(X1 - X,,,)j = o(1) for T, T’ >, L + co; 
then for any bounded F, E,(X(g”,,,)) is L,-convergent as T, L -+ co to a 
limit independent of a. 
Proof. Given F we choose b so that F C V; since E, = E,E, , it 
suffices to show that E,(X(g”,,,)) is L,-convergent to a limit inde- 
pendent of a. By applying 9712 rotations in R2 and using the rotation 
invariance of p,, , we find that 
and 
II *YvT’.L - &,dI/ = II =%(XL~,T~ - XL,T)II (16) 
II *,(X, - -G,dI = II *v(& - -G~,LN 8 (17) 
where -5 = X(gT~.TzL.L ). We then use the triangle inequality 
II J%(XT’.L - Xr,dll < II *VW, - &,,dll + II EvF’, - &,dll 3 (18) 
together with (16, 17) and assumption (i) of the lemma in a straight- 
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forward manner to see that I] EV(X,t,,* - X,,,)l] = O(L-leE) for 
IL’-L I < 6; thus, J%(&,L) is L,-Cauchy and we call its limit 
X m. 
Assumption (ii) of the lemma, together with (18) and (17), 
implies that j/ E,(X,c,, - Xr,,)jj = o(1) for T, T’ >, L -+ CO; it 
follows that for T >L, II EY(&.J - X, II < II E,(&-,, - XLeL)ll + 
II Ey(XL,,) - -L II = o(l) with a similar result for L 3 T by the 
added use of (16). We, thus, have that E,(X,,L) --f X, in L, as 
T, L + 00 and by the translation invariance of p,, it follows that 
c@(g”,,,)) --+ -La. It only remains to show that X, = Xma. Using 
invariance under translations and 7r/2 rotations, we may assume 
without loss of generality that a = (0, -c) with c > 0 so that only 
the t coordinate is translated; then X(g$+ac,r) = X(gT,T+4c:T,T) and, 
therefore, by assumption (ii) of the lemma jJ E,(X(g”,+2,,,) - X,,,)l] = 
o( 1) as T -+ 00. This shows that Xmu = X, as desired. Q.E.D. 
We next explain some quantum field theoretic notation and results 
used in the following lemmas. We define Y,, as L,(Q, Z((t = 0)), p,J, 
L?,, as Et,=,) , and denote the norm on Y, by /j * //a . Y, is a realization 
of Fock space, the Hilbert space of the free quantum field [22,25] 
and the cutoff Hamiltonian HL is defined forL > 0 as the semibounded 
self-adjoint operator on Y, such that 
for u in Y, ; HL may equivalently be defined in terms of a Feynman- 
Kac type formula [l, 2, 5,281. 
EL = inf (spectrum (HL)) is a simple isolated eigenvalue of HL 
with normalized eigenvector ul, (chosen to be a positive random 
variable) and the remainder of the spectrum begins at E, + ML where 
ML > 0 is called the (cutoff) mass gap [8, 271. H,, is the free 
Hamiltonian and Y,, is the random variable Y,(q) 3 1. We further 
define K( T, L) as 
K(T, L) = --In Z(gTsL) = ---In E(e-AY(uTJ’) 
cm 
= -ln(Y, , e-“HYO). 
In the next lemma X1 and V are as in Lemma 1; we use the (global) 
Markofff property and Euclidean invariance of I#,, as well as the 
natural isomorphism between Y, andL,(O, Z({t = (b/2))), pO) resulting 
from stationarity. 
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LEMMA 2. If T’, T >, b, then 
/r &4X, - XT.L)II 
< ,, e-((r+b)12)HLyd ,,2 l,(,K(r”.L)-((T’-b)/z)Ht _ eK(T,L)-((T-b)/2)Hy y. ,,2 , (21) 
where T” = (T + T’)/2. 
Proof. We let A = {(x, t): - (b/2) < t < + (b/2)), C = ((x, t): 
t < + (b/2)), C’ = the complement of C and Z = {t = (b/2)), its 
boundary. We exploit the multiplicative nature of X(g) to write 
x, = w  * TV,, XT*J = W . W, with W = exp(- AV(gr,&), 
WI = exp(K(T”, L) - hV(g-b,rI;L,L)), and W2 = exp(K(T, L) - 
hV(g-+riL,J). Using the contractivity of E, , the Markoff property, 
and Cauchy-Schwarz, we have that 
II &@I - XT.L)II G II E&G - -G.L)Il 
= II EA(WWl - W2Nll 
= II EAEC(W(Wl - w2))ll = II EAW - Eac(Wl - W2)ll 
(22) 
= II Eacw * Eac(J+‘l - W2)ll < II EacWll2 II Eac(Wx - W2>ll2. 
It follows directly from the (19) that 
Eac(e- 
Av(sr,a;~,~)) = e-((r+b)12)ffLyo 
(23) 
and 
Ea&‘- 
AY(g+;L,L)) = e-((~--b)12)&yo , (24) 
which completes the proof of the lemma. Q.E.D. 
The next lemma contains the basic idea of the entire proof of Theo- 
rem 3 which is to reduce the problem to a consideration of the asymp- 
~;,~;~r of the partition function, Z(gr.L) = exp(--K(T, L)) 
LEMMA 3. Let N,(t, s) = K((t + s)/2, L) - *(K(t, L) + K(s, L)). 
If for eaery B > 0, there is an E’ > 0 so that (i) iVL(t, s) = O(I~-~-~‘) 
for-It-L], Is-L1 <Band 
(ii) NL(t, s) = o(l) for t, s >L - B-t 03, 
then the hypotheses of Lemma 1 are satisJied. 
Proof. By using (20), the right hand side of (21) may be expanded 
and evaluated in terms of {K(t, L): t = T, T”, T + b, T - b, T’ - b, 
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T” - b}; letting Nr = NL(T + b, T’ - b), N, = NJT + b, T - b), 
and Ns = N,.(T - b, T’ - b), we obtain after suitable rearrangement 
11 &(X1 - XT,L)II < {(eNI - eN8)2 + 2eN1eNa(1 - e--Ns)}1’2 
< (eN1 + eN”) (I Nl - N2 I + (N2Y2). 
(25) 
The second inequality of (25) is due to the fact that all the Nj are 
positive [15] which follows from 
e--NLw _ vll ? e 4t+s)/2)HLyo) 
- 11 e-(t12)HLyo II211 @i2)HLYo II2 ’ ‘* (26) 
If hypotheses (i) and (ii) of the lemma are satisfied, it then follows 
from (25) that the hypotheses of Lemma 1 are satisfied with E = ~‘/2. 
Q.E.D. 
Rather than attempting to obtain estimates for N,(t, S) directly, 
we give in the next lemma conditions on K( T, L) sufficient to imply 
the hypotheses of Lemma 3. 
LEMMA 4. If there exist functions K,(L) and k,(L) defined for 
L > 0 such that for all B > 0 there is an E’ > 0 so that 
K( T, L) = T/z,(L) + K,(L) + O(L-2--E’) for T > L - B + co ; then 
the hypotheses of Lemma 3 are satisjied. 
Proof. This lemma follows immediately from the definition of 
N,(t, s). Q.E.D. 
We recall from before that HL has a lowest eigenvalue E, with 
eigenvector !P, and a gap in its spectrum from EL to EL + ML; we 
then define vt as -(2/L) In I(lu, , ul,)l . The spectral theorem and 
(20) then imply the following asymptotic result: for jixed L, 
K(T, L) = TEL + LqL + O(exp(- TM,)) as T -+ co. The following 
two lemmas, although sufficient for our present purposes, will be 
strengthened later on in order to discuss how large A, may be taken 
in Theorem 3; they generalize the previous asymptotic formula to 
the case of nonconstant L. We define VJ = lim supLea rlr. and 
M = lim infL+ ML; it has been shown in [15] that +j < co for any X 
and in [12] that M > 0 for sufficiently small A. 
LEMMA 5. If h is such that +j < M, then there is an E > 0 so that 
for any B > 0, K( T, L) = TE, + LT~ + O(e-ET) for T > L - B -+ co. 
56 NEWMAN 
Proof. Let PL denote the projection onto the orthogonal comple- 
ment of Y, in Y, . It then follows from the spectral theorem that 
= 1 + eLn~-TM~, 
where II * /12,2 denotes the operator norm on Y, . Thus, 
0 2 K(T,L) - TEL - LTL > - exp(- (ML - rlL) T + (L - T) ?L) 
= O(exp( - ET)) 
for T>L-BwithEchosensothatO<E<M--7. Q.E.D. 
In the remainder of this section, we will often explicitly consider 
the dependence of various quantities on h by writing E,(h), M(A) 
$A), etc. 
LEMMA 6. There is a A, > 0 so that for 0 < h < A, , q(h) < M(X). 
Proof. It is a direct consequence of the proof that M(h) > 0 for 
small h as given in [12] that lim inf,,, M(h) > 0. By following the 
methods used in [15] to show that +j(h) < 00 we go on to prove that 
lim A+O q(h) = 0 h h 11 w  ic wi complete the proof of the lemma. 
The proof used in [15, Theorem 51 shows first that 
-qL < (4/L) ln II e+(HL-EL) l12.4 , (28) 
where II A IL denotes the norm of A as an operator from 
Y, = L&2, Z({t = 0}), ps) to L@, .Z({t = 0)), cl,,); the proof of 
[15, Theorem 41 then shows that there is a T, > 0 (independent of A) 
sothatfors>2T,,, 
In I( e--s(HL-EL) llz.4 < s(E~(4 - Vd49. (2% 
We choose s = 2T, , combine (28) and (29) and let L +- co using the 
fact that a,(h) = limL+( - E,(h)/L) exists for any h [14, 151, to 
obtain the inequality 
f(A) < 2T,(a,(4~) - 4~m(9). (30) 
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Since am(A) = O(P) as X -+ 0 [16], we have that ;j(h) = O(P) as well 
so that +(A) -+ 0 as h--f 0. Q.E.D. 
The proof of Theorem 3 now follows directly from Lemmas 1 
to 6 (taken in reverse order) by choosing A, = Ai . We next give as 
simple consequences of the proof of Lemma 6 some new results 
concerning the asymptotic dependence of various quantities on A. 
For any A, Pm(h) 3 lim,,,(- EL(X) - a,(h) L) is known to exist and 
be negative [15]. By using Nelson’s symmetry (K( T, L) = K(L, T)) 
we may readily obtain the fundamental inequality [15, Eq. 201, 
Dividing (31) by T and letting first T --t co and then L --+ co yields 
the inequality 
- B&) < liy+inf q~(h). (32) 
THEOREM 5. If P is a polynomial of degree 2n, then -/I&) is 
O(h2) as X + 0 and O(A(log A)“) as h -+ GO; the same asymptotics hold 
for ijm. 
Proof, The theorem is an immediate consequence of (30), (32), 
and the known asymptotic behavior of CXJX) (0(X2) for small X and 
O(h(log A)“) for large A) [ 161. Q.E.D. 
We next give strengthened versions of Lemmas 5 and 6. $A) will 
denote the right hand side of (32) and v&h) will denote lim,,, yL(X) 
when it exists. 
LEMMA 6’. If q(h) < - pm(h) + M(h), then q&l) exists and equals 
- &(A); there is a A,’ > 0 so that this occurs for 0 < A < A,‘. 
Proof. We define r], z = -(2/L) In I[ gL!P,, [12, where B, is the 
spectral projection of (HL - E L onto [0, x]. By methods analogous ) 
to those used in the derivation of (31), it can be shown that for 
x’ > 2, 
TEL - LE, + LT,= 
< TvT + ln(1 4 exp[L(q,’ - $‘) - Tz] + exp[LT=’ - TX’]). 
(33) 
It can also be shown, as in the proof of (32), that when w(L)/L + 0, 
w(L) 
- &(A) < li? &f vr. . + (34) 
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Let x be chosen independent of L so that q + /I,,, < z -=c M, and let 
z’ = x’(L) be such that z’(L) -+ co and z’(L)/L ---t 0 as L -+ co. Since 
z < M, it follows that for sufficiently large L, B, = the projection 
onto YL , and, thus, qr = lim supL+, qLz = q; by (32) we, therefore, 
need only show that qr < -pm to conclude that rot = -/3= . 
We now suppose that qr > -pm and proceed to obtain a contra- 
diction by choosing T = (ql + flm)L/z in (33). Dividing (33) by L 
and using (34) we let L --+ co and conclude that 
and, thus, that 
this contradiction shows that rll < --pm as desired. The existence 
of a X,’ > 0 follows immediately from Lemma 6 with h,’ 3 h, . 
Q.E.D. 
We note that since qtZ < yL for z > 0, it follows from (34) that 
whenever 7m = -boo , we also have that for w(L)/L + 0, 
(35) 
LEMMA 5’. If h is such that q < - f$,, + M, then for any E < M 
and any y > 0, K(T, L) = TEL + LT, + O(e-fT) for T >, yL + co. 
Proof. A consideration of (27) indicates that it suffices to show 
that 
eLqL(Yo , ~Le-T(HL-EL)~LYO) = O(e-‘=), 
for E < M and T > yL. We choose z(L) so that z(L) -+ co and 
z(L)/L -+ 0 as L + co and define 9= to be the spectral projection of 
(HL - EL) onto [ML , z(L)]. The spectral theorem yields, as in (27), 
that 
eLnL(Yo , BLe-T’HLw-E~)BLYo) < eLnL((/ WLYo 112)2 eeTML + ewTzcL)) 
= o(eLnL-Lv2L’-TM‘ + e-T(z(LhLlv))~ 
(36) 
Now by Lemma 6’, when q < - /&, + M, we have 7m = --pa and, 
thus, by (35), qr. - +) --f 0; it follows that for T > yL and 
x(L) + co, the right hand side of (36) is O(exp(-ET)) as 1;;; 
E < M. . . . 
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Remark 1. We denote by A, the smallest value of X for which 
M(A) = 0; by analogy with statistical mechanics AC is the critical 
value at which a phase transition (of some sort) occurs. By methods 
analogous to those used in the proof of Lemma 6’, it can be shown 
that q,(A) exists (i.e., q(A) = q(h)) for h < A, and it is a reasonable 
conjecture that 7,(h), /3JX), and the other “thermodynamic” quan- 
tities are analytic functions of h for X < X, . If this were so, it would 
immediately follow from Lemma 6’ that TV = -/3oo(A) for h < A, 
and, thus, from Lemma 5’ that local L, convergence occurs for 
h < A,; i.e., that A, may be taken as A, in Theorem 3. When h > A, , 
it seems possible that 7,(A) # --&(A); this possibility might serve 
as a test for the existence of phase transitions. 
Remark 2. If P is an even polynomial, then exp( - TH,) Y, C Y, , 
where Y, is the even subspace of Y, (invariant under + + -4); 
it then follows that all our lemmas are still correct with M(h) 
replaced by M,(h), th e corresponding uniform mass gap on Y, . 
It is expected that M,(h) > 0 even for h > A, (possibly for all A) 
which would lead to the validity of our results past the critical point. 
In particular, by improving the methods used in Lemma 5’, it 
can be shown that local L, convergence is valid if M,(h) > 0 and 
liw+,(77#) - ~“(4) = 0 f or all x > 0. We conjecture that the 
latter equality is valid for all X even if rim(A) 5 -&(A). 
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