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Abstract: Temporal logic is obtained by adding temporal connectives to a logic language. Explicit references to time are hidden inside the temporal connectives. Different variants of temporal logic use different sets of such connectives. In this chapter, we survey the fundamental varieties of temporal logic and describe their applications in information systems.
Several features of temporal logic make it especially attractive as a query and integrity constraint language for temporal databases. First, because the references to time are hidden, queries and integrity constraints are formulated in an abstract, representationindependent way. Second, temporal logic is amenable to efficient implementation. Temporal logic queries can be translated to an algebraic language. Temporal logic constraints can be efficiently enforced using auxiliary stored information. More general languages, with explicit references to time, do not share these properties.
Recent research has proposed various implementation techniques to make temporal logic practically useful in database applications. Also, the relationships between different varieties of temporal logic and between temporal logic and other temporal languages have been clarified. We report on these developments and outline some of the remaining open research problems.
INTRODUCTION
Time is ubiquitous in information systems. Almost every enterprise faces the problem of its data becoming out of date. However, such data is often valuable, so it should be archived and some means to access it should be provided. Also, some data may be inherently historical, e.g., medical, cadastral, or judicial records. Temporal databases provide a uniform and systematic way of dealing with historical data. Many languages have been proposed for temporal databases, among others temporal logic. Temporal logic combines abstract, formal semantics with the amenability to efficient implementation. This chapter shows how temporal logic can be used in temporal database applications. Rather than presenting new results, we report on recent developments and survey the field in a systematic way using a unified formal framework [GHR94; Cho94] . The handbook [GHR94] is a comprehensive reference on mathematical foundations of temporal logic.
In this chapter we study how temporal logic is used as a query and integrity constraint language. Consequently, model-theoretic notions, particularly formula satisfaction, are of primary interest. Axiomatic systems and proof methods for temporal logic [GHR94] have found so far relatively few applications in the context of information systems. Moreover, one needs to bear in mind that for the standard linearly-ordered time domains temporal logic is not recursively axiomatizable [GHR94] , so recursive axiomatizations are by necessity incomplete.
Databases are inherently first-order structures and thus in this chapter we are primarily interested in first-order temporal logic. This is in sharp contrast with another major application area of temporal logic, program verification, where the formalisms studied are usually propositional [MP92; Pnu86] .
We introduce here a number of fundamental concepts and distinctions that are used throughout the chapter. First, there is a choice of temporal ontology,which can be based either on time points (instants) or intervals (periods). In most database applications the point-based view is more natural and thus we concentrate on it in this chapter. However, in section 1.5 we briefly discuss interval-based temporal logic. (Intervals are predominant in AI applications.) Second, time can be single-dimensional or multidimensional. Multiple time dimensions can occur if, for example, multiple kinds of time (e.g., transaction time and valid time [SA86] ) are required in an application. In addition we show that multiple temporal dimensions are necessary to evaluate general first-order temporal queries. Except for section 1.5, we adopt the single-dimensional view. Finally, there is a choice of linear vs. nonlinear time, i.e., whether time should be viewed as a single line or rather as a tree [Eme90] , or even an acyclic graph [Wol89] . Although nonlinear time is potentially applicable to some database problems like version control or workflows, there has been very little work in this area. Therefore, in this chapter we concentrate on temporal domains that are linearly ordered sets.
Definition 1 (Temporal Domain) A single-dimensional linearly ordered temporal
domain is a structure T P = (T; <), where T is a set of time instants and < is a linear order on T.
Often, a temporal domain has also a distinguished element 0, typically standing for the beginning of time. For full generality, we allow also negative time. The standard temporal domains are: natural numbers N = (N; 0; <), integers Z = (Z; 0; <), rationals Q = (Q; 0; <), and reals R = (R; 0; <).
The rest of the chapter is organized as follows. Section 1.2 shows several ways to introduce time into the standard relational model and defines the fundamental notions of temporal databases. It also shows how such databases naturally arise as histories of ordinary relational databases. Section 1.3 introduces temporal logic as a query language for temporal databases and shows its place among other temporal query languages. It also introduces techniques needed for efficient query evaluation over compact representations of temporal databases and in the end discusses more practical temporal query languages and their relationship to temporal logic. Section 1.4 shows how temporal logic can be used as a language for specifying temporal integrity constraints and discusses the issues involved in the maintenance of such constraints. Sections 1.5 and 1.6 focus on the limitations of a single-dimensional first-order temporal logic and on different ways of overcoming these limitations. Section 1.5 introduces multidimensional temporal connectives and Section 1.6 discusses non-first-order extensions of temporal logic. Section 1.7 contains brief conclusions.
TEMPORAL DATABASES
Before we discuss temporal logic and other temporal query languages we need to introduce the underlying data model-temporal databases. We focus on temporal databases defined as natural extensions of the standard relational model. A standard relational database is a first-order structure built from a data domain D, usually equipped with a built-in equality (diagonal) relation. This domain is extended to a relational database by adding to it a finite instance (r 1 ; : : : ; r k ) of a user-defined relational database schema = (r 1 ; : : : ; r k ) over D. A natural first-order query language over such databases-the relational calculus-coincides with first-order logic over the vocabulary (=; r 1 ; : : : ; r k ) of the above extended structure. An answer to a query in relational calculus is the set of valuations (tuples) that make the query true in the given relational database. Domain independent relational calculus queries (those that depend only on the instance of and not on the underlying domain of values D) can be equivalently expressed in relational algebra [Cod72] . In this way the relational model provides a natural declarative paradigm for representing and querying information stored in a relational database, as well as the possibility of efficient implementation of queries through relational algebra. The choice of the relational model is very natural for studying first-order temporal logic because the semantics of that language
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is commonly defined with respect to a particular temporal extension of first-order relational structures.
Abstract Temporal Databases
It is useful to introduce a distinction between the representation-independent meaning of a temporal database and its concrete, finite representation. The former is termed an abstract temporal database and the latter a concrete one. Concrete databases are discussed in Section 1.3.3. Some query languages, including temporal logic, have their semantics defined in terms of abstract temporal databases-they will be termed abstract as well. Other languages whose semantics is defined in terms of concrete databases will be appropriately called concrete. Abstract query languages are discussed in Section 1.3.1, concrete ones in Section 1.3.4.
One obtains an abstract temporal database by linking a standard relational database with a temporal domain. There are several alternative ways of doing that [Cho94] :
The timestamp model is defined by augmenting all tuples in relations by an additional temporal attribute.
The snapshot model is defined as a mapping of the temporal domain to the class of standard relational databases. This gives a Kripke structure with the temporal domain serving as the accessibility relation.
The parametric model considers the values stored in individual fields of tuples in the database to be functions of time.
We do not consider the parametric model in this chapter as it is not directly relevant to temporal logic. find all job-hoppers-people who never spent more than two years in one place.
Relational Database Histories
Relational databases are updatable and it is natural to consider sequences of database states resulting from the updates. There is a clear correspondence between histories over D and and snapshot temporal databases over D, N (natural numbers), and (see Definition 2). Consequently, any query language L for abstract temporal databases can also be used to query database histories. However, there is a difference in the restrictions placed on updates: while there are no a priori limitations placed on snapshot temporal database updates (they can involve any snapshot), histories are append-only (the past cannot be modified).
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A finite history is a finite sequence of finite states and thus can be represented in finite space. However, in most applications it is impractical to store all the past database states and some encoding is used. For integrity checking it is often the case that the encoding is lossy (to obtain significant space savings) and completely determined by the integrity constraints to be maintained. For an example of such an encoding see section 1.4.3.
TEMPORAL QUERIES
In this section we establish the place of First-order Temporal Logic among various query languages for temporal databases. Rather than concentrating solely on temporal logic, we show the relationships among various temporal extensions of the relational model. In this way we contrast the features and shortcomings of temporal logic with other temporal query languages.
First, we discuss two major approaches to introducing time into relational query languages. Both of them are developed in the context of abstract temporal databases and thus lead to abstract query languages. The first approach uses explicit variables (attributes) and quantifiers over the temporal domain; the second adds modal temporal connectives and hidden temporal contexts. We report on the relative expressive power of these extensions.
In the second part we concentrate on concrete temporal databases: space-efficient encodings of abstract temporal databases necessary from the practical point of view. First, we explore in detail the most common encoding of time based on intervals and the 7 associated concrete query languages. We introduce semantics-preserving translations of abstract temporal query languages to their concrete counterparts. We also introduce a generalization of such encodings using constraints. We conclude the section with a discussion of SQL-derived temporal query languages.
Abstract Temporal Query Languages
The two different ways of linking time with a relational database (Definition 2) lead to two different temporal extensions of the relational calculus (first-order logic). The snapshot model gives rise to special temporal connectives. On the other hand, the timestamp model requires the introduction of explicit attributes and quantifiers for handling time. The first approach is especially appealing because it encapsulates all the interaction with the temporal domain inside the temporal connectives. In this way the manipulation of the temporal dimension is completely hidden from the user, as it is performed on implicit temporal attributes.
Historically, many different variants of temporal logic based on different sets of connectives have been developed [GHR94] . Some of the connectives, like 2 ("sometime in the future"), 0 ("always in the future"), or until are well-known and have been universally accepted. But in general any appropriate first-order formula in the language of the temporal domain (or, as we will see in Section 1.6, even a second-order one) can be used to define a temporal connective. The above definition allows only first-order temporal connectives. This is sufficient to define the common temporal connectives since, until, and their derivatives.
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Example 6
The common binary temporal connectives are defined as follows: X 1 until X 2 4 = 9t 2 :t 0 < t 2^X2^8 t 1 (t 0 < t 1 < t 2 ! X 1 ) X 1 since X 2 4 = 9t 2 :t 0 > t 2^X2^8 t 1 (t 0 > t 1 > t 2 ! X 1 )
The commonly used unary temporal connectives, 2 ("sometime in the future"), 0 ("always in the future"), 3 ("sometime in the past"), and 1 ("always in the past") are defined in terms of since and until as follows: Clearly, all the above connectives are definable in the first-order language of T P (the successor +1 and the equality = on the domain T P are first-order definable in the theory of discrete linear order). Propositional temporal logic with real-time temporal connectives has been extensively used for the specification and verification of real-time systems [AH92; Koy89] . The first-order version of this logic has been applied to the specification of real-time integrity constraints [Cho95] , and real-time logic programs [Brz93; Brz95] . Similarly to the 4 and 5 connectives the real time connectives (with integral bounds) are first-order definable in the theory of discrete linear order.
We discuss the use of a more expressive language, e.g., monadic second-order logic over the signature of T P , to define a richer class of temporal connectives in Section 1.6.
First-order Temporal Logic.
The modal query language-first-order temporal logic-is defined to be the original single-sorted first-order logic (relational calculus) extended with a finite set of temporal connectives. The query "find all people whose terminal degree is from MIT and the year of their graduation" is formulated as Finally, the query "find all job-hoppers-people who never spent more than two years in one place" is expressed as: 10(:9c:Works(x; c)^4Works(x; c)^44Works(x; c)):
The standard way of giving semantics to such a language is as follows.
Definition 11 (FOTL: semantics) Let DB be a snapshot temporal database over D, T P , and , ' a formula of L , t 2 T P , and a valuation. We define a relation DB; ; t j = ' by induction on the structure of ': DB; ; t j = r j (x i1 ; : : : ; x i k ) if r j 2 ; ( (x i1 ); : : : ; (x i k )) 2 r DB(t) j DB; ; t j = x i = x j if (x i ) = (x j ) DB; ; t j = '^ if DB; ; t j = ' and DB; ; t j = DB; ; t j = :'
if not DB; ; t j = ' DB; ; t j = 9x i :' if there is a 2 D such that DB; x i 7 ! a]; t j = ' DB; ; t j = !(F 1 ; : : : ; F k ) if T P ; t 0 7 ! t] j = ! where T P ; j = X i is interpreted as DB; ; (t i ) j = F i
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where r
DB(t) i
is the interpretation of the relation symbol r i in DB at time t.
We assume the rigid interpretation of constants (it does not change over time). The
answer to a query ' over DB is the set of tuples '(DB) := f(t; jFV (') ) : DB; ; t j = 'g where jFV (') is the restriction of to the free variables of '.
Example 12
The above definition applied to the standard language L fsince;untilg
gives the usual semantics of the since and until connectives:
Two-sorted first-order logic. The second natural extension of the relational calculus to a temporal query language is based on explicit variables and quantification over the temporal domain T P . It is just the two-sorted version of first-order logic (2-FOL) over D and T P , with the limitation that the relations can have only one temporal argument [BTK91] .
Definition 13 (2-FOL: syntax) The two-sorted first-order language L P over a database schema is defined by:
M ::= R(t i ; x i1 ; : : : ;
where R is the temporal extension of r for r 2 .
Similarly to FOTL we can use 2-FOL to formulate temporal queries:
Example 14
The query "find all people who have worked for only one company" is formulated in 2-FOL as 9c; t:Works(t; x; c)^:9c 0 ; t 0 :(Works(t 0 ; x; c 0 )^c 0 6 = c):
The semantics for this language is defined in the standard way,similarly to the semantics of relational calculus [AHV95] . The answer to a L P query ' over DB is the set '(DB) := f jFV (') : DB; j = 'g where jFV (') is the restriction of the valuation to free variables of '.
The restriction to a single temporal attribute in the signature of queries guarantees closure over the universe of single-dimensional temporal relations.
Expressive Power
In the remainder of this section we compare the expressive power of FOTL and 2-FOL. where !(X 1 ; : : : ; X k ) is the name of ! in and F t 0 =t i ] is a substitution of t i for t 0 in F.
We know that we can freely move between snapshot and timestamp representations (see Definition 2). Definition 16 allows us to translate queries in L to queries in L P while preserving their semantics.
Theorem 17
Let DB 1 be a snapshot temporal database and DB 2 an equivalent timestamp database. Then DB 1 ; ; s j = ' () DB 2 ; t 0 7 ! s] j = Embed(') for all ' 2 L . Therefore Definition 16 can also be used to define the semantics of L queries over timestamp temporal databases.
Another consequence of Definition 16 and Theorem 17 is that L P is at least as
Expressive Incompleteness of First-order Temporal Logic. While both snapshot and timestamp temporal models can be used to represent temporal databases equivalently, we show that the corresponding query languages cannot express the same queries. This is a major difference from the propositional case where linear-time temporal logic has the same expressive power as the monadic first-order logic over linear orders. The latter result was established by Kamp for complete linear orders, extended by Stavi for all linear orders, and later reproved several times using various proof techniques [Kam68; Sta79; GHR94; IK89]. On the other hand Kamp also proved the following separation result in a first-order setting L fsince;untilg @ L fsince;until;nowg v L P for dense linearly ordered time (@ denotes the "strictly weaker than" relationship of languages). Thus on general structures L fsince;untilg is strictly weaker than L P [Kam71] . However, the proof of this fact uses structures that can not be modeled as abstract temporal databases because they are infinite in both the data and temporal dimensions. Also, the proof technique does not consider arbitrary temporal connectives. Moreover, it is not clear if this proof technique can be adapted to discrete linear orders [Kam71] .
Thus there was a hope that the gap in expressive power could be bridged by introducing additional connectives and/or by restricting the structures to abstract temporal databases that are finite at every moment of time. However, two recent independent results show that this is not the case, and that for all practical purposes L @ L P : Theorem 18 (AHVdB96) L fsince;untilg @ L P over the class of finite timestamp temporal databases.
Theorem 19 (TN96) Let be an arbitrary finite set of first-order temporal connectives. Then L @ L P for the class of timestamp temporal databases over a dense linear order.
In both cases the language of temporal logic L is shown not to be able to express the query "are there two distinct time instants at which a unary relation R contains exactly the same values?" On the other hand, this query can be easily expressed in L P using the formula 9t 1 ; t 2 :t 1 < t 2^8 x:R(t 1 ; x) () R(t 2 ; x):
This result has several very unpleasant consequences: A single-dimensional first-order complete temporal query language can not be subquery closed. This means that in general we can not define all queries to be combinations of simpler single-dimensional queries.
This fact also prevents us from decomposing large queries into views (virtual relations defined by queries). An even more serious problem is that there is no relational algebra defined over the universe of single-dimensional temporal relations that is able to express all first-order temporal queries.
Temporal Relational Algebra. Similarly to relational algebra, a Temporal Relational Algebra is a (finite) set of (first-order definable) operators defined on the universe of single-dimensional temporal relations. V (R) = ft; jV : DB; ; t j = Rg F (R) = ft; jFV (R) : DB; ; t j = R^Fg R 1 S = ft; jFV (R) FV (S) : DB; ; t j = R^Sg R S = ft; jFV (R) FV (S) : DB; ; t j = R _ Sg R ? S = ft; jFV (R) FV (S) : DB; ; t j = R^:Sg S(R; S) = ft; jFV (R) FV (S) : DB; ; t j = R since Sg U(R; S) = ft; jFV (R) FV (S) : DB; ; t j = R until Sg where R and S are the interpretations of the symbols R and S in the database DB.
The above definition allows us to translate (domain-independent) formulas in L fsince;untilg to TRA. However, this is also the reason why TRA with arbitrary finite set of first-order definable operators can not express all first-order queries (an immediate consequence of Theorems 18 and 19). This fact causes major problems when implementing query processors for temporal query languages as the common (and efficient) implementations inherently depend on the equivalence of relational algebra and calculus to be able to execute all queries [AHV95; Ull89].
Space-efficient Encoding of Temporal Databases
While abstract temporal databases provide a natural semantic domain for interpreting temporal queries, they are not immediately suitable for the implementation, as they are possibly infinite (e.g., when the database contains a fact holding for infinitely many time instants). Even for finite abstract temporal databases a direct representation may be extremely space inefficient: tuples are often associated with a large number of time instants (e.g., a validity interval). In addition, changes in the granularity of time may affect the size of the stored relations.
Our goal in this section is to develop a compact encoding for (a subclass of) abstract temporal databases that makes it possible to efficiently store such databases in finite space. The most common approach to such an encoding is to use intervals as codes for convex 1-dimensional sets of time instants. The choice of this representation is based on the following (empirical) observation: Sets of time instants describing validity of a particular fact in the real world can be often described by an interval or a finite union of intervals. We briefly discuss other encodings at the end of this section. For simplicity from now on we assume a discrete integer-like structure of time. However, dense time can also be accommodated by introducing open and half-open intervals. All the results in this section carry over to the latter setting. A concrete (timestamp) temporal database is defined analogously to the abstract (timestamp) temporal database. The only difference is that the temporal attributes range over intervals (T I ) rather than over the individual time instants (T P ). Note that k:k is neither injective nor onto. Therefore there is no unique canonical concrete temporal database that encodes a given abstract temporal database (cf. Figure 1. 2). If only a single temporal dimension is allowed however, we can define a canonical form for concrete temporal relations using coalescing: A single-dimensional temporal relation is coalesced if every fact is associated only with maximal non-overlapping intervals. A concrete temporal database is coalesced if all the user-defined relations are coalesced. Unfortunately, such a canonical normal form does not generalize to higher dimensions and Theorems 18 and 19 show that we can not restrict our attention to the single-dimensional case.
Concrete Temporal Query Languages
The simplest query language over concrete temporal databases is the two-sorted firstorder logic where variables and quantifiers of the temporal sort range over the domain T I rather than T P . where R i is the temporal extension of r i 2 and I 2 fI + ; I ? g.
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The language L I uses I 1 < I 2 instead of the symbols < ?? ; < +? ; < ?+ ; < ++ from the actual structure of T I . However, it is easy to see that, e.g., I ? < J ? can be expressed as I < ?? J, etc., and the new notation is thus merely syntactic sugar. We could also equivalently use Allen's algebra operators [All83] . are directly based on the language L I (or some of its variants). This choice inherently leads to the possibility of expressing non k:k-generic queries.
Evaluation of Abstract Query Languages using Compilation
A desirable solution is to use one of the abstract query languages for querying concrete temporal databases. However, the semantics of these languages is defined over the class of abstract temporal databases (and we can not simply apply the queries to the images of concrete temporal databases under k:k, as this would completely defy the purpose of using the concrete encodings and we would have to face the possibility of handling infinite relations 
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SQL and Derived Temporal Query Languages
Up to this point we have only discussed temporal query languages based on logic. In this section, we focus on the proposals for temporal extensions of more practical query languages, especially SQL [ISO92] . When designing such an extension we need to overcome several obstacles:
1. The semantics of SQL and other practical languages is commonly based on a bag (duplicate) semantics rather than on a set (Tarskian) semantics. Therefore we need to design our extension to be consistent with the semantics of the language we started with. This also means that we need to deal with various non-first-order features of the original language, e.g., with aggregation (the ability to count the number of tuples in a relation or to compute the sum of values in an attribute of the relation over all tuples).
2. We need to design the extension in a way that consistently supports the chosen model of time. This point is often not emphasized enough and many of the proposals drift from the intended model of time in order to accommodate extra features. However, such design decisions lead to substantial problems in the long run, especially when a precise semantics of the extension has to be spelled out (this is one of the reasons why only informal semantics exist for many of these languages).
3. To obtain a feasible solution we need to use a compact encoding of temporal databases introduced in Section 1.3.3. Therefore we need an efficient query evaluation procedure the chosen class of concrete databases.
We would like to point out that vast majority of practical temporal query languages assume a point-based model of time (i.e., the truth of facts is associated with single time instants rather than with sets of time instants) [Cho94] . Unfortunately (and also in most cases) the syntax is based on the syntax of L I or some of its variants, e.g., languages that use Allen's interval algebra operators [All83] . This discrepancy leads to a tension between the syntactic constructs used in the language and the intended semantics of queries. While we focus mostly on temporal extensions of SQL, our observations are general enough to apply to temporal extensions of other query languages, e.g., TQuel [Sno87] .
Example 31 We demonstrate the differences between the approaches using the following query: List all persons who have been unemployed between jobs. This query can be easily formulated in temporal logic as follows:
39y:Works(x; y)^:9y:Works(x; y)^29y:Works(x; y):
The query could also be equivalently expressed using future (or past) temporal connectives only, see Example 36.
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The temporal extensions of SQL can be divided into two major groups depending on the syntactic constructs added to support temporal queries: the languages based on L I and those based on L P . It is also possible to base such an extension on L but this possibility has been little explored.
Languages based on L I . This group contains the majority of current proposals, in particular the SQL/Temporal proposal to the ANSI/ISO SQL standardization group [SBJS96] and ATSQL [SJB95] , the applied version of TSQL2 [Sno93] . Both these languages are directly based on L I with Allen's algebra operators dressed in SQL syntax and using bag (duplicate) semantics.
Let us try to formulate the query from Example 31 in such a language, e.g., TSQL2 or its successor, SQL/Temporal. The solution which most people come up with is the query below (we use an intuitive and simplified syntax to make our point; for full details on the syntax of SQL/Temporal see [SJB95; SBJS96] [Cho94] .
Strangely enough, this query accesses the relation Works only twice while the original query in Example 31 needs to access the relation three times. This is often considered to be a feature of the L I -based proposals and is attributed to the use of intervalbased temporal attributes. It is also very appealing due to the savings in the query evaluation cost. However, a closer scrutiny reveals that the above SQL/Temporal query is incorrect. Indeed, it also returns names of all people who held at least three consecutive jobs even if there was no gap between the jobs. This result is consistent with the two-dimensional interval-based semantics of L I . Similarly we can show many innocent-looking queries to be non-generic (in sense of Definition 26) and therefore necessarily incorrect with respect to their intended meaning. On the other hand the access to the interval endpoints (the nonsequenced semantics [SBJS96] ) is essential to write non-trivial temporal queries in SQL/Temporal. There are two principal approaches that try to avoid the incorrect and unexpected behavior by modifying the semantics of the above languages.
Coalescing. The first (and historically oldest) approach is based on coalescing: the assumption that timestamps are represented by maximal non-overlapping intervals (see Section 1.3.3). This is also a commonly made assumption when queries like the one in Example 32 are formulated. Coalescing attempts to produce a normal form of temporal relations over which the semantics of queries could be (uniquely) defined. The formal justification of this approach lies in realization that the intended semantics of the language is point-based and therefore we can evaluate queries over any of the k:k-equivalent temporal databases (one of which is the coalesced one). For a detailed discussion of coalescing in temporal databases see [BSS96] .
The It also means that the performance gain attributed to the use of interval-valued attributes does not exist as we need to re-coalesce temporal relations on the fly.
While coalescing preserves k:k-equivalence in the set-based semantics it is incompatible with the use of duplicate semantics as it inherently removes duplication. This is the main reason why the newer proposals, e.g., SQL/Temporal or ATSQL, do not use coalescing in order to preserve compatibility with SQL's duplicate semantics.
However, the most serious problem with coalescing-based approaches is exposed by Theorems 18 and 19: The theorems show that we cannot evaluate all first-order queries using only one temporal dimension. This result is fatal to the coalescing-based approaches as there is no unique coalescing for temporal dimension higher than one.
Folding and Unfolding. The second approach is based on two additional operations: fold and unfold [Lor93] . These two operations allow us to explicitly convert a concrete temporal relation with interval-based timestamps to a temporal relation with pointbased timestamps. The query from Example 31 can be correctly formulated using fold/unfold, as it now becomes possible to refer to unfolded temporal relations (with duplicates). However, the use of these operations is prohibitively expensive. The syntax and semantics of SQL/TP are defined as a natural extension of SQL with an additional data type based on the point-based temporal domain T P .
On the other hand, the use of Theorem 27 avoids the problems in Example 33:
the result of the F map is an ordinary query in L I (or SQL). Therefore it can be efficiently evaluated over concrete temporal databases based on interval encoding of timestamps (like any other SQL query).
The SQL/TP proposal also includes a definition of meaningful duplicate semantics and aggregation operations that are compatible with standard SQL [Tom97] . The query from Example 31 can be formulated in SQL/TP in the expected way:
select r1.Name from Works r1, Works r2 where r1.Name = r2.Name and r1.Year < r2.Year and not exists ( select * from Works r3 where r3.Name = r1.Name and r1.Year < r3.Year and r3.Year < r2.Year )
It is easy to see that the above formulation is is very similar to the declarative formulation of the query in the language L P or in temporal logic.
Languages based on L . Another possible temporal extension of SQL can be based on the language L for some finite set of temporal connectives . The temporal connectives can be introduced in the language similarly to set operations, e.g., the union operation. 
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We can use Theorem 29 to evaluate queries in this language efficiently over coalesced interval-encoded concrete temporal databases [BCST96] . Note that in this case all temporal relations have only one temporal attribute and therefore we can use coalescing. Alternatively we can compose the mappings defined in Definition 16 with Theorem 27 to obtain a query evaluation procedure for L . This time we do not have to enforce coalescing of concrete temporal relations, as Theorem 27 allows to evaluate queries over arbitrary concrete temporal databases (based on interval encoding).
TEMPORAL INTEGRITY CONSTRAINTS
In this section we show how temporal logic can be used as a language for specifying temporal integrity constraints in relational databases. We have shown in Section 1.2 how the notion of a temporal database occurs naturally in the context of relational database histories. Here, we discuss different notions of temporal constraint satisfaction and various approaches to the problem of temporal integrity maintenance. Then we summarize the existing results about the computational complexity of checking temporal integrity constraints and sketch an efficient evaluation method for a class of such constraints. :9x:9y:honors(x)^3(takes(x; y)^3takes(x; y))
Notions of Constraint Satisfaction
Temporal integrity constraints are imposed on the current history of a database, i.e., the sequence of states up to the current one. Such a history is of course finite. However, the satisfaction of a temporal integrity constraint is defined with respect to an infinite history representing a possible future evolution of the database. In other words, a constraint is potentially satisfied after an update if the history ending in the state resulting from the update has an (infinite) extension to a model of the constraint. Notice that from the above definition it follows that if a constraint is potentially satisfied at a given instant, it was also potentially satisfied at all the earlier instants.
In the database context, considering infinite sequences of states means that the database is infinitely updatable. This seems like a desirable characteristic, even though in real applications databases have only a finite lifetime. Similarly, in concurrent systems one often studies infinite behaviors, although every practical program runs only for a finite time. In both cases infinity provides a convenient mathematical abstraction.
Temporal Integrity Maintenance
We discuss now three different scenarios for temporal integrity maintenance: constraint checking, temporal triggers, and transaction validation. In this context, we also review the well-known distinction between safety and liveness properties [Pnu86] .
Constraint Checking [Cho95; CT95; GL96; HS91; LS87]. The assumption here is that updates are arbitrary mappings producing finite states. An update is committed if in the resulting history all the constraints are potentially satisfied and aborted otherwise.
Temporal Triggers [SW95] . Again, the basic assumption is that updates are arbitrary.
Definition 38 (Trigger Firing) Let (H 0 ; H 1 ; : : : ; H t ) be a finite history and T a Condition-Action trigger of the form "if C then A" [WC96] . Then T fires at instant t for a (ground) substitution to the free variables of C if :C (the result of applying the substitution to :C) is not potentially satisfied at t. The action executed is A .
Intuitively, a trigger fires after an update if no extension of the history ending in the state resulting from the update can make the trigger condition false. So we can see that the notion of trigger firing is dual to potential constraint satisfaction. That corresponds to the intuition that integrity checking triggers should fire when the integrity is violated. However, it is up to the trigger designer to guarantee that the integrity be restored by appropriately programming the action part of the trigger. There are cu rrently no tools, formal or otherwise, that could help him in this task. The work on automatically generating triggers from constraint specifications [CW90] and declarative specification 24 LOGICS FOR DATABASES AND INFORMATION SYSTEMS of constraint maintenance [BCP94] can perhaps be generalized to temporal integrity constraints and triggers.
Transaction Validation [dCCF82; Kun85; Lip90]. Here the assumption is that the database will only be updated by a fixed set of transactions. The transactions are analyzed in advance. De Castilho et al. [dCCF82] proposed to check whether the transactions are always guaranteed to preserve the integrity constraints using theorem proving techniques. Kung [Kun85] presented a model-checking [Eme90] approach to testing the consistency of transaction specifications with integrity constraints. Completeness, decidability, and computational complexity issues were not addressed in either work. It would be interesting to see whether recent advances in model checking and theorem proving techniques can be applied in this area. In a related work, Lipeck [Lip90] showed how to refine transaction specifications, so that temporal integrity constraints are never violated.
Safety vs. Liveness. Does every temporal logic formula make sense as a temporal integrity constraint? Here the distinction between safety and liveness formulas [AS85; Pnu86] is very helpful. Intuitively, safety formulas say that "nothing bad ever happens" and liveness formulas -that "something good will happen". An example of a safety formula is 0 9x:p(x), of a liveness formula 2 9x:p(x). A violation of a safety formula can thus be always detected as a violation of its potential satisfaction in some finite history. Consequently, safety formulas are particularly suitable to the constraint checking scenario. On the other hand, liveness formulas are always potentially satisfiable. (A detailed discussion of safety vs. liveness in the database context can be found in [CN95] , and in the context of proving properties of concurrent programs in [MP92] .) Similar considerations apply to temporal triggers, although because of the duality negations of safety formulas are of interest there. In the transaction validation scenario, both safety and liveness formulas are meaningful as constraints, because restricting updates to a fixed set of transactions prevents liveness formulas from being potentially satisfied in a trivial way. In the first two scenarios, future states can be arbitrary, while in the third they are partially determined by the given transactions. It may be interesting to investigate whether the methodology of proving safety and liveness properties developed by Manna and Pnueli [MP92] can be applied in the transaction validation scenario.
Temporal Constraint Checking
We summarize here the results about restricted classes of temporal integrity constraints expressed in temporal logic. Lipeck and Saake [LS87] proposed the class of biquantified formulas (without using this specific term). Biquantified formulas allow only future temporal operators and restricted quantification in the following sense: the quantifiers can be either external (not in the scope of any temporal connective) or internal (no temporal connective in their scope). Moreover, all external quantifiers are universal. Chomicki [Cho95] proposed the class of past temporal formulas, in which the only temporal connectives are 5 and since and their derivatives, without any restrictions on quantification. The main theoretical results are as follows.
Theorem 42 (CN95) For biquantified safety formulas with no internal quantifiers (called universal), potential constraint satisfaction is decidable (in exponential time). For biquantified safety formulas with a single internal quantifier, potential constraint satisfaction is undecidable
Theorem 43 (Cho95) For past formulas potential constraint satisfaction is undecidable.
Notice that the first formulation of the constraint C 0 (Example 36) is a universal biquantified formula, while the second is a past formula. As far as we know the above results are still the only known characterizations of the computational complexity of checking temporal integrity constraints formulated in temporal logic.
For past formulas, Chomicki [Cho95] proposed a practical method for checking temporal logic constraints. As potential constraint satisfaction is undecidable for this class of constraints, a different notion of constraint satisfaction is used, namely the adaptation of Definition 35 to finite histories. (Such an adaptation is possible because past formulas refer only to the current history which is finite.) This notion is in general strictly weaker than potential satisfaction but for most practical constraints the two notions coincide. In Chomicki's method, every state H i is augmented with new auxiliary relations to form an extended state H 0 i . Only the last extended state is stored and used for checking constraints. For a fixed set of constraints, the number of auxiliary relations is fixed and their size is polynomial in the cardinality of the active domain of the current history. The method provides a lossy encoding of the current
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history: The given constraints can be accurately checked but arbitrary temporal queries cannot be precisely answered.
The method works as follows. For every constraint C,the extended database schema contains, in addition to database relations, an auxiliary relation r for every temporal subformula of C. The relation symbols with the superscript i + 1 denote relations in the extended state after the update, and those with i denote relations in the extended state before the update. Moreover, the inductive definitions do not depend on the value of i itself, thus can be used as definitions of relational views that reference relations in the states before and after the update. These views should be materialized in every state, except for the first one, in the same way. In the first state, the views are initialized with empty relations. An implementation of the above method has been completed [CT95] . While in principle any temporal query language can be used to express temporal integrity constraints, in practice only temporal logic has been studied in this context. Why is it the case? The following property seems to be crucial: Each subformula of a temporal logic formula is associated with a single temporal context. This property is responsible for the limited expressiveness of temporal logic (see section 1.3) but also makes possible associating auxiliary (nontemporal) relations with subformulas and efficiently updating those relations according to the flow of time. Two-sorted first-order logic does not share this property and thus it seems unlikely that it will prove useful as a practical temporal constraint language.
There remain many open problems in the area of temporal database integrity. For example, one should consider more expressive constraint languages that use non-firstorder constructs (see Section 1.6) or temporal aggregation. It seems that Chomicki's method [Cho95] can be adapted to handle at least some of those extensions. Another topic is the semantics and implementation of evolving sets of constraints. For a more detailed discussion of open problems in this area see [Cho95] .
MULTIDIMENSIONAL TIME
In Section 1.3 we considered only single-dimensional temporal databases: temporal relations were allowed only a single temporal attribute. However, we have also seen that a single temporal dimension is not sufficient for the evaluation of first-order queries, as Theorems 18 and 19 show that higher temporal dimensions are necessary to represent the intermediate results during query evaluation. In this section we consider lifting the restriction to a single temporal dimension. There are two cases to consider: temporal models with fixed number of dimensions (> 1), and temporal models with a varying number of temporal dimensions without an upper bound.
The main result in this section is that that from the expressive power point of view, these two approaches are not equivalent (and this should not be a surprise anymore).
Why Multiple Temporal Dimensions?
To motivate the introduction of multiple temporal dimensions in the context of temporal databases, consider the following examples:
Bitemporal databases: with each tuple in a relation two kinds of time are stored. The valid time (when a particular tuple is true) and the transaction time (when the particular tuple is inserted/deleted in the database) [JSS94] .
Spatial databases: multiple dimensions over an interpreted domain can be used for representing spatial data where multiple dimensions serve as coordinates of points in a k-dimensional Euclidean space.
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Most of the data modeling techniques require only fixed-dimensional data. However, the true need for arbitrarily large dimensionality of data models originates in the requirement of having a first-order complete query language (see Theorem 48).
Abstract Query Languages for Multi-dimensional Time
The representation of multiple temporal dimensions in abstract temporal databases is quite straightforward: We merely index relational databases by the elements of an appropriate self-product of the temporal domain (in the case of snapshot temporal databases), or add the appropriate number of temporal attributes (in the case of timestamp temporal databases).
To define multidimensional temporal query languages we essentially follow the development of Section 1.3.
It is easy to see that the language L P is inherently multi-dimensional: we simply abandon the restriction on the number of free temporal variables in queries. A tuple in the above relation stores the information about the electricity charges incurred by a customer in a given period of time. It is easy to see that here the intervals do not represent the sets of their internal points, but rather individual points in a 2-dimensional space. Thus applying set-based operations on these intervals does not have a clear and intuitive meaning.
Note that in Section 1.3 we used solely the first paradigm. The second paradigm often corresponds to languages L (2) [All84; vB83] .
To compare the expressive power of temporal logics with respect to the dimension of the temporal connectives we use the following observation. The L (m) language can be used over a n-dimensional temporal database for n < m by modifying the definition of the satisfaction relation as follows: DB; ; s 1 ; : : : ; s m j = R(t 1 ; : : : ; t n ; x) () (s 1 ; : : : ; s n ; (x)) 2 R Similarly we can assume that all temporal formulas from L (n) can be used as sub-
It is also easy to see that a natural extension of the Embed map to m dimensions, As a consequence L (m) @ L P for all m > 0. Thus L P is the only first-order complete temporal query language (among the languages discussed in this chapter).
On the other hand, for any fixed query ' 2 L P we can find an m > 0 such that there is an equivalent query in L (m) . Thus, e.g., the query that was used to separate FOTL from 2-FOL in Section 1.3 can be expressed in L (2) .
Encoding of Multi-dimensional Temporal Databases
Similarly to the single-dimensional case, storing the abstract multi-dimensional temporal databases directly may induce enormous space requirements. Thus we need to use encodings for multiple temporal dimensions. However, the introduction of multiple dimensions brings new challenges. The choice of encoding for sets of points in the multidimensional space is often much more involved than taking products of the encoding designed for the single-dimensional case. Assume that we attempt to represent the sets of points by hyper-rectangles-the multi-dimensional counterparts of intervals. It is easy to see that we can write first-order queries that do not preserve closure over this encoding: There are several ways of dealing with this issue:
We can choose a multi-dimensional temporal logic where all the introduced connectives preserve closure over the chosen encoding.
We can introduce closure restriction for formulas in L P [CGK96; Tom97] . Such a restriction is designed to guarantee attribute independence of the free variables in the query and subsequently closure over an encoding obtained by taking an appropriate number of cartesian (self-)products of the single-dimensional encoding.
We can use a more general encoding using constraints in some suitable constraint language [KKR95] .
Another problem with using a multi-dimensional view of time is that it is much harder to define normal forms for temporal relations: in the single-dimensional case the coalesced relations provide a unique normal form (for the interval based encoding). However in two or more dimensions, such a normal form does not exist anymore (even when we only use hyper-rectangles).
BEYOND FIRST-ORDER TEMPORAL LOGIC
We survey here a number of temporal query languages whose expressive power goes beyond that of temporal logic. We have already seen one such formalism in section 1.3, namely two-sorted first-order logic L P . Most of those languages have only recently been proposed and thus their relative expressive power is not completely known and implementation techniques (in particular compilation to concrete query languages) have yet to be developed. In all likelihood such an implementation will require the development of more powerful concrete query languages, as the present languages like TQuel or TSQL2 are not sufficiently expressive to serve as the targets of the compilation. For the temporal domain (N; <), the above extension is identical in expressive power to ETL, temporal logic with temporal connectives defined using regular expressions, studied by Wolper [Wol83] (the propositional case) and Abiteboul et al. [AHVdB96] (the first-order case). The latter paper also shows that the expressive power of ETL is incomparable to that of L P . For other temporal domains, the expressive power of temporal logic with monadic second-order connectives has not yet been studied.
Second-order Temporal
Fixpoints.
For a general discussion of fixpoint query languages, see [AHV95] . A number of temporal fixpoint query languages have recently been recently proposed by Abiteboul et al. [AHVdB95] :
TS-FIXPOINT: the extension of L P with inflationary fixpoints, T-FIXPOINT: the extension of temporal logic with inflationary fixpoints and some additional constructs: moves back and forth in time, and local and noninflationary variables (for details, see [AHVdB95] ).
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Abiteboul et al. [AHVdB95] also proposed the corresponding non-inflationary versions of those languages, and showed that TS-FIXPOINT is at least as expressive as T-FIXPOINT and that the relationship in the other direction depends on some unresolved questions in complexity theory. On the other hand, T-FIXPOINT is more expressive than L P . These languages appear to be mainly of theoretical interest. Fixpoint temporal logic TL [Var88] has been extensively used in program verification, although only in the propositional case. The first-order version of TL remains to be studied. In particular, its relationship to T-FIXPOINT and TS-FIXPOINT needs to be elucidated.
Temporal Logic Programming. Another way to escape the limitations of temporal logic is to keep its syntax but use different semantics for its Horn subset. This is analogous to the move from first-order logic to logic programming. has been used to define the operational semantics of active database systems: see Chapter ??. Temporal logic programming languages are directly amenable to efficient implementation using the existing logic programming technology.
As far as the expressive power is concerned, it is not difficult to see that Datalog 1S is subsumed by T-FIXPOINT and incomparable to ETL. Datalog 1S with stratified negation strictly subsumes ETL but its relationship to T-FIXPOINT is unclear.
None of the above deductive or fixpoint languages operates on concrete temporal databases, as discussed in Section 1.3.3. Datalog over constraint encodings has been studied in [KKR95; TCR94] .
We conclude this discussion by showing a real-life query expressible in the temporal logic programming languages and temporal fixpoint query languages mentioned above but not in any variant of temporal logic, including those with monadic second-order definable connectives. Intuitively, this query involves "recursion through time", and thus is also not definable in any first-order language, including L P . 
Example 50
