Let K denote a field and let X denote a finite non-empty set. Let Mat X (K) denote the K-algebra consisting of the matrices with entries in K and rows and columns indexed by X. A matrix C ∈ Mat X (K) is called Cauchy whenever there exist mutually distinct scalars {x i } i∈X , { x i } i∈X from K such that C ij = (x i − x j ) −1 for i, j ∈ X. In this paper, we give a linear algebraic characterization of a Cauchy matrix. To do so, we introduce the notion of a Cauchy pair. A Cauchy pair is an ordered pair of diagonalizable linear transformations (X, X) on a finite-dimensional vector space V such that X − X has rank 1 and such that there does not exist a proper subspace W of V such that XW ⊆ W and XW ⊆ W . Let V denote a vector space over K with dimension |X|. We show that for every Cauchy pair (X, X) on V , there exists an X-eigenbasis {v i } i∈X for V and an X-eigenbasis {w i } i∈X for V such that the transition matrix from {v i } i∈X to {w i } i∈X is Cauchy. We show that every Cauchy matrix arises as a transition matrix for a Cauchy pair in this way. We give a bijection between the set of equivalence classes of Cauchy pairs on V and the set of permutation equivalence classes of Cauchy matrices in Mat X (K).
Introduction
Throughout this paper, let K denote a field and let X denote a finite non-empty set. Let Mat X (K) denote the K-algebra consisting of the matrices with entries in K and rows and columns indexed by X.
We recall the notion of a Cauchy matrix. Definition 1.1. A matrix C ∈ Mat X (K) is called Cauchy whenever there exist mutually distinct scalars {x i } i∈X , { x i } i∈X from K such that the (i, j)-entry of C is
Cauchy matrices have been studied in the context of rational interpolation problems [4] , efficient algorithms for solving systems of linear equations [6] , error-correcting codes [2] , [7] , and signal processing [3] .
• The equivalence classes of Cauchy pairs on V .
• The permutation equivalence classes of Cauchy matrices in Mat X (K).
The bijection sends a Cauchy pair (X, X) to the Cauchy matrix with (i, j)-entry (x i − x j ) −1
for i, j ∈ X, where ({x i } i∈X , { x i } i∈X ) is eigenvalue data for (X, X).
The paper is organized as follows. In Section 2 we discuss some preliminaries. In Sections 3,4 we define Cauchy pairs and discuss their properties and relationships. In Section 5 we discuss how Cauchy matrices are related to Cauchy pairs. In Sections 6-9 we discuss X-standard and X-standard bases, related scalars, and transition matrices. In Section 10 we introduce an (X, X)-invariant bilinear form and investigate its properties. Moreover, we compute inner products for X-standard bases, X-standard bases, and their duals. In Section 11 we compute the transition matrices between X-standard bases, X-standard bases, and their duals. In Section 12 we summarize our results on inner products and transition matrices in terms of matrices. In Section 13 we describe the bijective correspondence between Cauchy pairs and Cauchy matrices.
Preliminaries
In this section, we consider a system of linear equations that has connections to both Cauchy matrices and Cauchy pairs. Let {a i } i∈X , {b i } i∈X denote mutually distinct scalars from K. We consider the following system of linear equations in variables {λ i } i∈X :
We review the solution to (2) . To do so, we recall the Lagrange polynomials [1] . Let λ denote an indeterminate and let K[λ] denote the K-algebra of polynomials in λ that have all coefficients in K.
Definition 2.1. [1, p.132] Let {c i } i∈X , {d i } i∈X denote scalars from K such that {c i } i∈X are mutually distinct. There exists a unique polynomial L ∈ K[λ] of degree at most |X| − 1 such that L(c i ) = d i for i ∈ X. We call L the Lagrange polynomial for ({c i } i∈X , {d i } i∈X ).
The following result is well known.
Lemma 2.2. [1, p.134] Let {c i } i∈X , {d i } i∈X denote scalars from K such that {c i } i∈X are mutually distinct and let L be the Lagrange polynomial for ({c i } i∈X , {d i } i∈X ). Then
Lemma 2.3. Let {c i } i∈X , {d i } i∈X denote scalars from K such that {c i } i∈X are mutually distinct, and let L be the Lagrange polynomial for ({c i } i∈X , {d i } i∈X ). Then the coefficient of
Proof. Immediate from Lemma 2.2.
Lemma 2.4. For i ∈ X, define A i ∈ K by
Then {A i } i∈X is the unique solution of the system of linear equations (2).
Proof. First, observe that the matrix of coefficients for the system of linear equations (2) is Cauchy and hence it is invertible. So if {A i } i∈X is a solution to (2), then it is the unique solution.
We now show that {A i } i∈X is a solution to (2) . Fix j ∈ X. We show that {A i } i∈X satisfies the jth equation of (2) . That is, we show that
is equal to the left side of (4). Thus, we can evaluate the left side of (4) by computing the coefficient of
Therefore (4) holds and the result follows.
We mention one significance of the system of linear equations (2) . In order to describe this significance, we first give a definition and a lemma.
Definition 2.5. Let C ∈ Mat X (K) be Cauchy and let {x i } i∈X , { x i } i∈X denote mutually distinct scalars from K. We say that ({x i } i∈X , { x i } i∈X ) is data for C whenever {x i } i∈X , { x i } i∈X satisfy (1).
It follows from Definition 1.1 and Definition 2.5 that any two data for a Cauchy matrix are related in the following way.
Lemma 2.6. Let C ∈ Mat X (K) be Cauchy and let ({x i } i∈X , { x i } i∈X ) be data for C. Then ({y i } i∈X , { y i } i∈X ) is data for C if and only if the following are equal and independent of i for i ∈ X:
Proof. Routine.
Let C ∈ Mat X (K) be Cauchy. For i ∈ X, let µ i denote the ith column sum of C −1 and let µ i denote the ith row sum of C −1 . Let J ∈ Mat X (K) denote the all-ones matrix and consider the matrices C −1 J and JC −1 . Observe that, for each l ∈ X, µ i = (JC −1 ) li and µ i = (C −1 J) il . Let ({x i } i∈X , { x i } i∈X ) be data for C. Using the fact that C(C −1 J) = J and (JC −1 )C = J, it is easily verified that {µ i } i∈X and { µ i } i∈X satisfy the following equations for each j ∈ X:
Corollary 2.7. Let C ∈ Mat X (K) be Cauchy and let ({x i } i∈X , { x i } i∈X ) be data for C. Then for i, j ∈ X, the following (i),(ii) hold.
(ii) The ith row sum of
Proof. By Lemma 2.4 and (5).
Cauchy pairs
For the rest of the paper, fix a vector space V over K with dimension |X|. Let End(V ) denote the K-algebra consisting of all K-linear transformations from V to V . For S ∈ End(V ) and W ⊆ V , we call W an eigenspace of S whenever W = 0 and there exists θ ∈ K such that W = {v ∈ V |Sv = θv}. In this case, θ is called the eigenvalue of S corresponding to W . We say that S is diagonalizable whenever V is spanned by the eigenspaces of S. We say that S is multiplicity-free whenever S is diagonalizable and each eigenspace of S has dimension 1.
Definition 3.1. By a Cauchy pair on V , we mean an ordered pair (X, X) of elements in End(V ) that satisfy the following three conditions.
(i) Each of X, X is diagonalizable.
(ii) X − X has rank 1.
(iii) There does not exist a subspace
We call V the underlying vector space for (X, X). We say that (X, X) is over K.
The following result is immediate from Definition 3.1.
Lemma 3.2. If (X, X) is a Cauchy pair on V , then ( X, X) is a Cauchy pair on V .
For the rest of the paper, we adopt the following notational convention.
Definition 3.3. For a Cauchy pair (X, X) on V and for any object f that we associate with (X, X), let f denote the corresponding object for the Cauchy pair ( X, X).
For a Cauchy pair (X, X) on V , we will need the following facts about the eigenvalues and eigenspaces of X and X.
Lemma 3.4. Let (X, X) denote a Cauchy pair on V . Then the eigenvalues of X and X are contained in K.
Proof. Follows from Definition 3.1(i).
Theorem 3.5. Let (X, X) denote a Cauchy pair on V . Then there does not exist a scalar in K that is both an eigenvalue for X and an eigenvalue for X.
Proof. Suppose that θ ∈ K is an eigenvalue for X. We show that θ is not an eigenvalue for X. If dim V = 1, then X acts as θI on V and X acts as µI on V for some µ ∈ K. By Definition 3.1(ii), X − X = 0, so µ = θ. Thus, θ is not an eigenvalue for X.
We now assume that dim V > 1. Let W = ( X −θI)V . To show that θ is not an eigenvalue for X, we show that W = V . By Definition 3.1(iii), it suffices to show that W = 0, XW ⊆ W, and XW ⊆ W .
First, we show that W = 0. Suppose that W = 0. Then X acts as θI on V , so any subspace of V is X-invariant. Thus, the span of any eigenvector for X is a proper nonzero subspace of V that is both X-and X-invariant, contradicting Definition 3.1(iii). Therefore W = 0.
Next, we show that XW ⊆ W . Observe that
Finally, we show that XW ⊆ W . Since XW ⊆ W , it suffices to show that ( X − X)W ⊆ W . Let v ∈ V be an eigenvector for X with eigenvalue θ.
Theorem 3.6. Let (X, X) denote a Cauchy pair on V . Then each of X, X is multiplicityfree.
Proof. By Lemma 3.2, it suffices to show that X is multiplicity-free. By Definition 3.1(i), X is diagonalizable. Let W denote an eigenspace of X. We show that W has dimension 1. Let θ be the eigenvalue of X corresponding to W . By Theorem 3.5, θ is not an eigenvalue for X, so X − θI is invertible on V . Thus, the dimension of W is equal to the dimension of ( X − θI)W . Since W = 0, it follows that ( X − θI)W = 0. Observe that X acts as θI on W , so
By Definition 3.1(ii), X − X has rank 1, so ( X − X)V has dimension 1. Thus, equality holds in (6) and ( X − θI)W has dimension 1. Therefore W has dimension 1.
For a Cauchy pair (X, X) on V , Theorem 3.6 shows that we can index the eigenvalues of X and the eigenvalues of X using the elements of X. The indexing is arbitrary, but it will be useful to fix an indexing in order to talk about specific eigenvalues of X and X and objects related to these eigenvalues.
Definition 3.7. Let (X, X) denote a Cauchy pair on V . Let {x i } i∈X (resp. { x i } i∈X ) denote the eigenvalues of X (resp. X). We say that ({x i } i∈X , { x i } i∈X ) is eigenvalue data for (X, X).
Isomorphism and equivalence of Cauchy pairs
In this section, we introduce the notions of isomorphism, affine isomorphism, and equivalence for Cauchy pairs. The next result enables us to construct a family of Cauchy pairs from a given Cauchy pair.
Lemma 4.2. Let (X, X) denote a Cauchy pair on V with eigenvalue data ({x i } i∈X , { x i } i∈X ). Let ξ, ζ denote scalars from K with ξ = 0. Then
is a Cauchy pair on V with eigenvalue data ({ξx i + ζ} i∈X , {ξ x i + ζ} i∈X ).
Definition 4.3. Referring to Lemma 4.2, we call (7) the affine transformation of (X, X) with parameters ξ, ζ. We mention a special case of affine isomorphism for Cauchy pairs.
Definition 4.5. Let (X, X) and (Y, Y ) denote Cauchy pairs over K. We say that (X, X) and (Y, Y ) are equivalent whenever there exists ζ ∈ K such that (X, X) is isomorphic to the affine transformation of (Y, Y ) with parameters 1, ζ.
Associated Cauchy matrices and Cauchy pairs
In this section, we associate Cauchy matrices to Cauchy pairs. We show that every Cauchy matrix is associated to some Cauchy pair in this way.
Proposition 5.1. Let (X, X) denote a Cauchy pair on V and let ({x i } i∈X , { x i } i∈X ) denote eigenvalue data for (X, X). Then there exists a unique Cauchy matrix
Proof. By Theorem 3.5,
By Theorem 3.6, {x i } i∈X and { x i } i∈X are mutually distinct. Thus, by Definition 1.1 and Definition 2.5, C is Cauchy with data ({x i } i∈X , { x i } i∈X ).
Definition 5.2. Let (X, X) denote a Cauchy pair on V and let C ∈ Mat X (K) denote a Cauchy matrix. With reference to Proposition 5.1, we say that C is associated to (X, X) whenever there exists eigenvalue data ({x i } i∈X , { x i } i∈X ) for (X, X) such that ({x i } i∈X , { x i } i∈X ) is data for C.
For P ∈ Mat X (K), we say that P is a permutation matrix whenever P has exactly one entry 1 in each row and column and all other entries 0. For M, N ∈ Mat X (K), M and N are called permutation equivalent whenever there exist permutation matrices P, Q ∈ Mat X (K) such that M = P NQ. In other words, M and N are permutation equivalent whenever M can be obtained by permuting the rows and columns of N.
Lemma 5.3. Let (X, X) denote a Cauchy pair on V and let C ∈ Mat X (K) be a Cauchy matrix associated to (X, X). Let C ′ ∈ Mat X (K) be Cauchy. Then C ′ is associated to (X, X) if and only if C and C ′ are permutation equivalent.
Proof. Follows from Definition 5.2 and the comments above Definition 3.7.
Next, we show that every Cauchy matrix is associated to a Cauchy pair. We first recall some concepts from linear algebra.
Let S ∈ End(V ) and let {v i } i∈X denote a basis for V . For M ∈ Mat X (K), we say that M represents S with respect to {v i } i∈X whenever Sv j = i∈X M ij v i for all j ∈ X. Let {w i } i∈X denote a basis for V . By the transition matrix from {v i } i∈X to {w i } i∈X , we mean the matrix B ∈ Mat X (K) such that w j = i∈X B ij v i for all j ∈ X. In this case, B −1 exists and is equal to the transition matrix from {w i } i∈X to {v i } i∈X .
Let C ∈ Mat X (K) be Cauchy. We now construct a Cauchy pair (X, X) on V to which C is associated.
Notation 5.4. Let C ∈ Mat X (K) be Cauchy and let ({x i } i∈X , { x i } i∈X ) be data for C. Let D, D ∈ Mat X (K) be diagonal with entries D ii = x i and D ii = x i for i ∈ X. Let {v i } i∈X and {w i } i∈X denote bases for V such that C is the transition matrix from {v i } i∈X to {w i } i∈X . Let X ∈ End(V ) be the linear transformation represented by D with respect to {v i } i∈X . Let X ∈ End(V ) be the linear transformation represented by D with respect to {w i } i∈X .
The matrices C, D, D are related in the following way. 
Proof. Routine by matrix multiplication.
Theorem 5.6. With reference to Notation 5.4, (X, X) is a Cauchy pair on V . Moreover, C is associated to (X, X).
Proof. To show that (X, X) is a Cauchy pair, we show that (X, X) satisfies conditions (i)-(iii) of Definition 3.1. By the construction in Notation 5.4, (i) is satisfied. Next, we show that (ii) holds. With respect to {w i } i∈X , X is represented by the matrix C −1 DC. By Proposition
This matrix has rank 1, so X − X has rank 1. Therefore (ii) holds.
Finally, we show that (iii) holds. Let 0 = W ⊆ V such that XW ⊆ W and XW ⊆ W . We show that W = V . Since X is multiplicity-free, any X-invariant subspace of V is the span of some set of eigenvectors for X. Thus, there exists
To show that W = V , it suffices to show that I = X. Since W is invariant under X and X, W is also invariant under X − X. Therefore (X − X)w j ∈ W for all j ∈ I. As noted above, X − X is represented by C −1 J with respect to {w i } i∈X . Thus, for j ∈ I, (X − X)w j = i∈X (C −1 J) ij w i . Observe that (C −1 J) ij is the ith row sum of C −1 . By Corollary 2.7, (C −1 J) ij = 0 for i ∈ X, so (X − X)w j is not contained in the span of any proper subset of {w i } i∈X . Therefore I = X, so (iii) holds.
The final assertion follows by construction.
Observe that, with reference to Notation 5.4, C acts as a transition matrix from an Xeigenbasis for V to an X-eigenbasis for V . In Section 13, we will show that every Cauchy matrix associated to a Cauchy pair acts in this way. That is, we will show that if a Cauchy matrix C ∈ Mat X (K) is associated to a Cauchy pair (X, X) on V , then there exists an X-eigenbasis {v i } i∈X for V and an X-eigenbasis {w i } i∈X for V such that C is the transition matrix from {v i } i∈X to {w i } i∈X .
We also note the following fact about equivalent Cauchy pairs.
Lemma 5.7. Let (X, X) denote a Cauchy pair on V and let C ∈ Mat X (K) be a Cauchy matrix associated to (X, X). Let (Y, Y ) be a Cauchy pair and suppose that (Y, Y ) is equivalent to (X, X). Then C is associated to (Y, Y ).
Proof. By Definition 4.5, there exists ζ ∈ K such that (Y, Y ) is isomorphic to (X + ζI, X + ζI). By Definition 5.2, there exists eigenvalue data ({x i } i∈X , { x i } i∈X ) for (X, X) such that ({x i } i∈X , { x i } i∈X ) is data for C. By Lemma 4.2, (Y, Y ) has eigenvalue data ({x i +ζ} i∈X , { x i + ζ}). By Lemma 2.6, ({x i + ζ} i∈X , { x i + ζ}) is also data for C. Therefore C is associated to (Y, Y ).
We just proved Lemma 5.7. We will show in Section 13 that the converse of Lemma 5.7 holds as well. That is, we will show that if a Cauchy matrix is associated to Cauchy pairs (X, X) and (Y, Y ), then (X, X) and (Y, Y ) are equivalent.
Standard Bases
In this section, we introduce the notion of a standard basis for the vector space underlying a Cauchy pair.
Until future notice, let (X, X) denote a Cauchy pair on V and let ({x i } i∈X , { x i } i∈X ) denote eigenvalue data for (X, X). Observe that
where tr denotes trace.
We now recall the notion of a primitive idempotent. Let S denote a multiplicity-free element of End(V ) with eigenvalues {θ i } i∈X . For i ∈ X, let V i denote the eigenspace of S corresponding to θ i . Define E i ∈ End(V ) such that (E i −I)V i = 0 and
By linear algebra,
We call E i the primitive idempotent of S corresponding to θ i .
For i ∈ X, let E i denote the primitive idempotent of X corresponding to x i and let E i denote the primitive idempotent of X corresponding to x i .
Definition 6.1. Define ∆, ∆ ∈ End(V ) by ∆ = X − X and ∆ = X − X = −∆. Observe that ∆V = ∆V . By Definition 3.1, this common subspace has dimension 1.
Lemma 6.2. Let η denote a nonzero vector in ∆V . Then for i ∈ X, E i η is nonzero and therefore a basis for E i V . Moreover, {E i η} i∈X is a basis for V .
Proof. Suppose that there exists i ∈ X such that E i η = 0. Let W = j∈X\i E j V . Recall that I = j∈X E j . Applying each side of this equation to η, we find
Thus W = 0. Note that XW ⊆ W since XE j = x j E j for j ∈ X. Also, η spans ∆V , so
Then by Definition 6.1, XW ⊆ W . By construction, W = V , so this contradicts Definition 2.1(iii). Therefore E i η = 0 for all i ∈ X.
The last assertion follows from this and the fact that V = i∈X E i V (direct sum).
Definition 6.3. Let {v i } i∈X denote a basis for V . We call {v i } i∈X X-standard whenever there exists 0 = η ∈ ∆V such that v i = E i η for all i ∈ X.
Lemma 6.4. Let {v i } i∈X denote vectors in V that are not all zero. Then {v i } i∈X is an X-standard basis for V if and only the following (i), (ii) hold.
Proof. First, assume that {v i } i∈X is an X-standard basis for V . By Definition 6.3, there exists 0 = η ∈ ∆V such that v i = E i η for all i ∈ X. Thus {v i } i∈X satisfy (i). Recall that I = j∈X E j . Applying each side of this equation to η, we find η = j∈X E j η = j∈X v j . Thus {v i } i∈X satisfy (ii).
Conversely, assume that {v i } i∈X satisfy (i), (ii) above. Define η = j∈X v j . By (ii), η ∈ ∆V . Using (i), we find that E i η = j∈X δ ij v j = v i for i ∈ X. Observe that η = 0 since at least one of {v i } i∈X is nonzero. By Lemma 6.2, {v i } i∈X is a basis for V . Thus {v i } i∈X is an X-standard basis for V by Definition 6.3.
Lemma 6.5. Let {v i } i∈X be an X-standard basis for V . Let {v ′ i } i∈X denote vectors in V . Then {v ′ i } i∈X is an X-standard basis for V if and only if there exists 0 = θ ∈ K such that v
Proof. Follows from Definition 6.3 and the fact that ∆V has dimension 1.
The scalars α i
We continue to study the Cauchy pair (X, X) on V with eigenvalue data ({x i } i∈X , { x i } i∈X ). Recall the map ∆ ∈ End(V ) from Definition 6.1. In this section, we introduce some scalars to help describe the space ∆V . Proof. Recall that I = i∈X E i . Thus ∆ = i∈X E i ∆. Take the trace of both sides and apply Definition 7.1. The result follows.
We ultimately want to express α i in terms of {x i } i∈X , { x i } i∈X . To this end, we rewrite Proposition 7.2 in the following way.
Corollary 7.3. With reference to Definition 7.1,
Proof. Follows from Proposition 7.2 and (10).
Proof. Let A = End(V ). Since E i is a primitive idempotent, it follows from linear algebra that the space E i AE i is spanned by E i . Thus, there exists θ i ∈ K such that
To compute θ i , we take the trace of both sides of (12). The trace of the left side is equal to tr(E i ∆), which is equal to α i by Definition 7.1. The trace of the right side is equal to θ i since tr(E i ) = 1. Therefore θ i = α i .
Lemma 7.5. Let {v i } i∈X be an X-standard basis for V and let η = i∈X v i . Then for i ∈ X,
Proof. By Lemma 6.4 and Definition 3.1(ii), η is a basis for ∆V . Fix i ∈ X. Then ∆v i ∈ ∆V , so there exists θ i ∈ K such that ∆v i = θ i η. Applying E i to both sides of this equations gives
To compute θ i , evaluate the left side of (13) using Lemma 7.4 and the fact that v i = E i η. The result follows.
Corollary 7.6. For all i ∈ X, α i is nonzero.
Proof. Suppose there exists i ∈ X such that α i = 0. Let {v i } i∈X be an X-standard basis for V . By Lemma 7.5, ∆v i = 0. By Definition 6.3, Xv i = x i v i . Therefore Span{v i } is ∆-invariant and X-invariant, so it is also X-invariant. Since Span{v i } = 0, it follows that Span{v i } = V by Definition 3.1(iii). Then ∆V = 0, contradicting Definition 3.1(ii). Therefore α i = 0 for all i ∈ X.
Definition 7.7. Let {v i } i∈X be an X-standard basis for V . For A ∈ End(V ), let A ♮ denote the matrix in Mat X (K) that represents A with respect to {v i } i∈X . This defines a K-algebra
It follows from Lemma 6.5 that ♮ is independent of the choice of X-standard basis for (X, X).
Lemma 7.8. For the map ♮ from Definition 7.7, the following (i)-(iii) hold.
(ii) ∆ ♮ has (i, j)-entry α j for i, j ∈ X.
Proof. (i) Let {v i } i∈X be an X-standard basis for V . Then Xv i = x i v i by Definition 6.3 and the comments above Definition 6.1. The result follows from Definition 7.7.
(ii) By Lemma 7.5.
(iii) Follows from (i), (ii) using X = X − ∆.
Transition matrices
We continue to study the Cauchy pair (X, X) on V with eigenvalue data ({x i } i∈X , { x i } i∈X ). In Sections 6 and 7, we introduced the notion of an X-standard basis for V and we the defined scalars {α i } i∈X . Invoking Definition 3.3, we also have the notion of an X-standard basis for V and the scalars { α i } i∈X . In this section, we compute the transition matrices between an X-standard basis and an X-standard basis.
Definition 8.1. Let {v i } i∈X be an X-standard basis for V and let {w i } i∈X be an X-standard basis for V . By Lemma 6.4, i∈X v i ∈ ∆V and i∈X w i ∈ ∆V = ∆V . Therefore there exists 0 = γ ∈ K such that
We call γ the index of (X, X) corresponding to {v i } i∈X , {w i } i∈X .
The index γ is free in the following sense.
Lemma 8.2. Let {v i } i∈X be an X-standard basis for V and let 0 = γ ∈ K. Then there exists a unique X-standard basis {w i } i∈X for V such that γ is the index of (X, X) corresponding to {v i } i∈X , {w i } i∈X .
Proof. Let η = i∈X v i . Observe that η = 0 since {v i } i∈X are linearly independent. By Lemma 6.4(ii), η ∈ ∆V . Set w i = γ E i η for i ∈ X. By applying Lemma 6.4 to the Cauchy pair ( X, X), we see that {w i } i∈X is an X-standard basis for V . Furthermore, i∈X w i = γη. Therefore γ is the index of (X, X) corresponding to {v i } i∈X , {w i } i∈X .
The uniqueness assertion follows from Lemma 6.5.
Until further notice, we assume the following setup.
Notation 8.3. Fix an X-standard basis {ε i } i∈X for V and an X-standard basis { ε i } i∈X for V . Let γ denote the index of (X, X) corresponding to {ε i } i∈X , { ε i } i∈X . In view of Definition 3.3, let γ denote the index of ( X, X) corresponding to { ε i } i∈X , {ε i } i∈X . Let T ∈ Mat X (K) denote the transition matrix from {ε i } i∈X to { ε i } i∈X . Let T ∈ Mat X (K) denote the transition matrix from { ε i } i∈X to {ε i } i∈X .
Observe that γ = γ −1 , and that T , T are inverses.
Theorem 8. 4 . With reference to Notation 8.3, the following hold for i, j ∈ X,
Proof. (i) We evaluate ∆ ε j in two ways. First, recall that ∆ = − ∆ by Definition 6.1. Use Lemma 7.5 applied to ( X, X) and Definition 8.1 to show that
Second, we have ε j = i∈X T ij ε i . Apply X to both sides to get X ε j = i∈X T ij x i ε i . Since { ε i } i∈X is X-standard, X ε j = x j ε j . By Definition 6.1,
Equate the coefficients of ε i in (15) and (16) and solve for T ij to get (i).
(ii) Apply (i) to the Cauchy pair ( X, X).
Identities involving α i , α i
We continue to study the Cauchy pair (X, X) on V with eigenvalue data ({x i } i∈X , { x i } i∈X ).
Recall the matrices T and T from Notation 8. 3 . In this section, we use T and T to establish a few identities involving the scalars {α i } i∈X , { α i } i∈X .
Lemma 9.1. The following (i), (ii) hold for all j ∈ X.
Proof. We first prove (ii). Recall the map ♮ from Definition 7.7. With reference to Definition 3.3, we also have a map ♮. To simplify notation, we use ♯ to denote ♮. Recall T from Notation 8.3. By linear algebra,
For k ∈ X, we compute the (j, k)-entry of each side of (17). First, we compute the (j, k)-entry of X ♮ T . By Lemma 7.8, Theorem 8.4, and matrix multiplication,
Next, we compute the (j, k)-entry of T X ♯ . By Lemma 7.8 applied to ( X, X), Theorem 8.4, and matrix multiplication,
Equate (18) and (19) and simplify using Corollary 7.6 to get (ii).
To prove (i), apply (ii) to the Cauchy pair ( X, X).
Recall the linear system (2) . By Lemma 9.1(i), {α i } i∈X is a solution to (2) when a i = x i and b i = x i for all i ∈ X. By Lemma 9.1(ii), { α i } i∈X is a solution to (2) when a i = x i and b i = x i for all i ∈ X. In view of Lemma 2.4, we obtain the following result.
Proof. Follows from Lemma 9.1 and Lemma 2.4.
Corollary 9.3. Let C ∈ Mat X (K) be Cauchy with data ({x i } i∈X , { x i } i∈X ). Then for all i ∈ X, α i is equal to the ith column sum of C −1 and − α i is equal to ith row sum of C −1 .
Proof. Follows from Corollary 2.7 and Corollary 9.2.
We mention another identity involving {α i } i∈X , { α i } i∈X .
Lemma 9.4. For all i ∈ X,
Proof. Recall that T T = I. In this equation, compute the (i, i)-entry of each side using Theorem 8.4 and matrix multiplication. The result follows.
A Bilinear Form
In this section, we associate a certain bilinear form to each Cauchy pair.
By a bilinear form on V, we mean a map , : V × V → K that satisfies the following four conditions for all u, v, w ∈ V and for all θ ∈ K:
We observe that a scalar multiple of a bilinear form on V is a bilinear form on V . A bilinear form , on V is said to be symmetric whenever u, v = v, u for all u, v ∈ V . Let , denote a bilinear form on V . Then the following are equivalent: (i) there exists a nonzero u ∈ V such that u, v = 0 for all v ∈ V ; (ii) there exists a nonzero v ∈ V such that u, v = 0 for all u ∈ V . The form , is said to be degenerate whenever (i), (ii) hold and nondegenerate otherwise. Given a bilinear form , on V , we abbreviate ||u|| 2 = u, u for all u ∈ V .
We continue to study the Cauchy pair (X, X) on V with eigenvalue data ({x i } i∈X , { x i } i∈X ). We will show that there exists a nonzero bilinear form , on V such that
Before showing that , exists, we investigate the consequences of (21).
Definition 10.1. By an (X, X)-invariant form on V , we mean a bilinear form on V that satisfies (21).
Lemma 10.2. Let , be an (X, X)-invariant form on V . Then {E i V } i∈X are mutually orthogonal with respect to , and { E i V } i∈X are mutually orthogonal with respect to , .
Proof. Concerning the first claim, pick distinct i, j ∈ X. Let u ∈ E i V and let v ∈ E j V . We show u, v = 0. By (21),
We have x i = x j since i = j. Therefore u, v = 0.
The second claim is similarly shown.
Lemma 10.3. Let , be a nonzero (X, X)-invariant form on V . Then , is symmetric and nondegenerate.
Proof. First, we show that , is symmetric. For i ∈ X, let 0 = u i ∈ E i V and note that {u i } i∈X is a basis for V . It suffices to show that u i , u j = u j , u i for all i, j ∈ X. The case when i = j is clear. For i = j, u i , u j = 0 by Lemma 10.2. Thus , is symmetric.
Next, we show that , is nondegenerate. Let V ⊥ = {v ∈ V : v, w = 0 ∀w ∈ V }. We show that V ⊥ = 0. To do this, we show that
Lemma 10.4. Let , be a nonzero (X, X)-invariant form on V . Let {u i } i∈X denote an X-standard basis for V . Then ||u i || 2 = 0 for all i ∈ X.
Proof. Suppose there exists i ∈ X such that ||u i || 2 = 0. Then by Lemma 10.2, u i , u j = 0 for all j ∈ X. Since {u i } i∈X is a basis for V , u i , u = 0 for all u ∈ V . Thus , is degenerate, contradicting Lemma 10.3. Therefore ||u i || 2 = 0 for all i ∈ X.
Theorem 10.5. There exists a nonzero (X, X)-invariant form , on V . Moreover, this form is unique up to multiplication by a nonzero scalar in K.
Proof. Let {u i } i∈X be an X-standard basis for V . Recall the scalars {α i } i∈X from Definition 7.1. Define a bilinear form , on V such that u i , u j = δ ij α i for i, j ∈ X. We show that , satisfies (21).
Concerning the equation on the left in (21), with reference to Definition 6.3,
Concerning the equation on the right in (21), by Definition 6.1, it suffices to show that ∆u i , u j = u i , ∆u j for all i, j ∈ X. By Lemma 7.5,
We have now shown that , satisfies (21), so , is (X, X)-invariant.
Next, we show that , is unique up to multiplication by a nonzero scalar in K. Suppose that , ′ is a nonzero (X, X)-invariant form on V . We show that there exists 0 = c ∈ K such that , = c , ′ .
Pick i ∈ X. By Lemma 10.4, u i , u i = 0 and u i , u i ′ = 0. Thus, there exists 0
It is easily verified that ( , ) satisfies (21). By construction, (u i , u) = 0 for all u ∈ V , so ( , ) is degenerate. Therefore ( , ) = 0 by Lemma 10.3. Consequently, , = c , ′ .
Until further notice, we fix a nonzero (X, X)-invariant form , on V .
Recall the X-standard basis {ε i } i∈X , the X-standard basis { ε i } i∈X , and the index γ from Notation 8.3. Recall the scalars {α i } i∈X , { α i } i∈X from Definition 7.1.
Lemma 10.6. The following (i), (ii) hold.
(ii) || ε i || 2 / α i is independent of i for i ∈ X.
We let ρ denote the common value of ||ε i || 2 /α i and let ρ denote the common value of
The result follows.
(ii) Similar.
Lemma 10.7. With reference to Lemma 10.6, ρ = −ργ 2 .
Proof. Fix j ∈ X. We evaluate || ε j || 2 in two ways. By Lemma 10.6, || ε j || 2 = ρ α j .
Recall the matrix T from Notation 8.3. Observe that ε j = i∈X T ij ε i , so
by Lemma 10.6 = −ργ 2 α j by Lemma 9.4.
The result follows since α j = 0 by Corollary 7.6.
Lemma 10.8. The following (i)-(iii) hold for i, j ∈ X.
Proof. (i) Recall the matrix T from Notation 8.3. Observe that ε j = i∈X T ij ε i , so ε i , ε j = T ij ||ε i || 2 by Lemma 10.2. The result follows from this and Theorem 8.4(i). (ii) Recall the matrix T from Notation 8.3. Observe that ε i = j∈X T ji ε j , so ε i , ε j = T ji || ε j || 2 by Lemma 10.2. The result follows from this and Theorem 8.4(ii). (iii) Follows from (i) and (ii).
Let {u i } i∈X and {u ′ i } i∈X denote bases for V . We say that {u i } i∈X and {u ′ i } i∈X are dual with respect to , whenever u i , u ′ j = δ ij for i, j ∈ X. Given a basis {u i } i∈X for V , there exists a unique basis for V that is dual to {u i } i∈X with respect to , . We denote this basis by {u * i } i∈X .
Notation 10.9. Let {ε * i } i∈X denote the basis for V that is dual to {ε i } i∈X with respect to , . Let { ε * i } i∈X denote the basis for V that is dual to { ε i } i∈X with respect to , .
Lemma 10.10. For i ∈ X, the following (i), (ii) hold.
Proof. Follows from Notation 10.9 by routine linear algebra.
Lemma 10.11. For i ∈ X, the following (i), (ii) hold.
Proof. Use Lemma 10.10 and Lemma 10.6.
Lemma 10.12. For i, j ∈ X, the following (i)-(v) hold.
Proof. 
More Transition Matrices
We continue to study the Cauchy pair (X, X) on V with eigenvalue data ({x i } i∈X , { x i } i∈X ). From Notation 8.3 and Notation 10.9, we now have four bases for V :
In Theorem 8.4, we gave the transition matrix from {ε i } i∈X to { ε i } i∈X and the transition matrix from { ε i } i∈X to {ε i } i∈X . In this section, we give the transition matrices for the remaining pairs of bases from (22).
We recall a property of transition matrices. Let {u i } i∈X and {v i } i∈X denote bases for V . Let B ∈ Mat X (K) be the transition matrix from {u i } i∈X to {v i } i∈X . If {u i } i∈X , {v i } i∈X are each mutually orthogonal with respect to a bilinear form , , then the entries of B are given by
Recall the scalars {α i } i∈X , { α i } i∈X from Definition 7.1, the scalar γ from Notation 8.3, and the scalar ρ from Lemma 10.6.
Lemma 11.1. With reference to (22), the following (i),(ii) hold.
(i) The transition matrix from {ε i } i∈X to {ε * i } i∈X is diagonal with (i, i)-entry ρ
(ii) The transition matrix from { ε i } i∈X to { ε * i } i∈X is diagonal with (i, i)-entry −ρ (i) The transition matrix from {ε i } i∈X to { ε * i } i∈X has (i, j)-entry
and the transition matrix from the { ε * i } i∈X to {ε i } i∈X has (i, j)-entry ργ α i α j x i − x j (i, j ∈ X).
(ii) The transition matrix from {ε * i } i∈X to { ε i } i∈X has (i, j)-entry −ργ α i α j x i − x j (i, j ∈ X), and the transition matrix from { ε i } i∈X to {ε * i } i∈X has (i, j)-entry
(iii) The transition matrix from {ε * i } i∈X to { ε * i } i∈X has (i, j)-entry γ −1
α i x i − x j (i, j ∈ X), and the transition matrix from { ε * i } i∈X to {ε * i } i∈X has (i, j)-entry γ α i x i − x j (i, j ∈ X).
Proof. For each transition matrix, compute (23) using Lemma 10.12, Lemma 10.6, Lemma 10.7, and Lemma 10.11, as well as the fact that , is symmetric by Lemma 10.3.
Summary using matrices
We now summarize our results on inner products and transition matrices in terms of matrices.
Notation 12.1. Let A, A ∈ Mat X (K) denote diagonal matrices with A ii = α i and A ii = α i for i ∈ X. Let C ∈ Mat X (K) denote the Cauchy matrix with data ({x i } i∈X , { x i } i∈X ) and let C ∈ Mat X (K) denote the Cauchy matrix with data ({ x i } i∈X , {x i } i∈X ).
By construction, C is associated to the Cauchy pair (X, X) and C is associated to the Cauchy pair ( X, X) by Definition 5.2. Note that C ⊤ = − C. Moreover, the inverses of C, C can be expressed in the following way. Proof. By Lemma 11.2(i), ρ −1 γ −1 C is the transition matrix from {ε i } i∈X to { ε * i } i∈X and ργ ACA is the transition matrix from { ε * i } i∈X to {ε i } i∈X . Thus ρ −1 γ −1 C and ργ ACA are inverses, so C and ACA are inverses. Therefore C −1 = ACA.
Using Lemma 11.2(ii), a similar argument shows the second assertion.
Lemma 12.3. In the diagram below, we display inner product matrices between the four bases in (22) using Notation 12.1:
pairs on V to the set of permutation equivalence classes of Cauchy matrices in Mat X (K). The induced map on the set of equivalence classes of Cauchy pairs on V is well-defined by Lemma 5.7, injective by Lemma 13.2, and surjective by Theorem 5.6.
