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Abstract—A prioritized inverse kinematics (PIK) solution can
be considered as a (regulation or output tracking) control law of a
dynamical system with prioritized multiple outputs. We propose
a method that guarantees that a joint trajectory generated
from a class of PIK solutions exists uniquely in a nonsingular
configuration space. We start by assuming that desired task
trajectories stay in nonsingular task spaces and find conditions
for task trajectories to stay in a neighborhood of desired task
trajectories in which we can guarantee existence and uniqueness
of a joint trajectory in a nonsingular configuration space. Based
on this result, we find a sufficient condition for task convergence
and analyze various stability notions such as stability, uniform
stability, uniform asymptotic stability, and exponential stability in
both continuous and discrete times. We discuss why the number
of tasks is limited in discrete time and show how preconditioning
can be used in order to overcome this limitation.
Index Terms—Nonlinear systems, constrained control, robotics,
optimization, prioritized inverse kinematics.
I. INTRODUCTION
THE prioritized inverse kinematics (PIK) is a problem tofind a joint trajectory that accomplishes goals of priori-
tized multiple tasks. The PIK problem consists of two steps.
Firstly, we find a PIK solution that is a (regulation or output
tracking) control law of a dynamical system with prioritized
multiple outputs. Then, we generate a joint trajectory by
solving the differential equation whose right-hand side is the
PIK solution. When there are conflicts between tasks, available
degrees of freedom (DOF) that are a common resource of
multiple tasks are distributed according to the priority relations
by means of projections of the joint velocity to the null spaces
of higher priority tasks. As a result, we can guarantee that the
goal of a higher priority task is not touched by the actions of
lower priority tasks. The PIK problem has been studied inten-
sively for decades in the robotics society and expanded into
many areas such as constrained PIK [1][2][3], task switching
[4][5][6], prioritized control [7][8][9][10], prioritized optimal
control [11][12], learning prioritized tasks [13][14][15], etc.
In spite of its successful use in many practical applications,
the theoretical aspect of the PIK problem has not been fully
studied yet. Antonelli [16] analyzed task convergence of two
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popular PIK solutions under the assumptions that desired
task trajectories are constant functions and a joint trajectory
stays in a nonsingular configuration space. However, desired
task trajectories are usually not constant functions and it
was not shown how we can guarantee that a joint trajectory
stays in a nonsingular configuration space. Bouyarmane and
Kheddar [17] showed that a PIK solution can be approximated
in any accuracy by the multi-objective optimization with
the weighted-sum scalarization and analyzed stability of the
approximated PIK solution. However, it was not proven that a
joint trajectory generated from the approximated PIK solution
converges to a joint trajectory generated from the PIK solu-
tion as the approximated PIK solution converges to the PIK
solution. Since a joint trajectory is generated by solving the
differential equation whose right-hand side is the PIK solution,
existence and uniqueness of a joint trajectory are related to
smoothness of the PIK solution. An and Lee [18] proposed a
generalization of the PIK problem as the multi-objective opti-
mization with the lexicographical ordering by specifying three
properties (dependence, uniqueness, and representation) for an
objective function to be proper for the PIK problem. Based
on this definition, An and Lee [19] analyzed nonsmoothness,
trajectory existence, task convergence, and stability of a class
of PIK solutions in the general case that the PIK solution
can possibly be nonsmooth; the task convergence theorem
removes not only the assumption that desired task trajectories
are constant functions but also the sufficient condition on the
feedback gains found in Antonelli [16]. Even though the work
by An and Lee [18][19] provides better understanding of the
PIK problem theoretically, it is not easy to apply those results
to practical applications. Specifically, the existence theorem
requires us to know the set of configurations in which the PIK
solution is discontinuous. Additionally, in order to guarantee
task convergence, it still assumes that a joint trajectory stays
in a nonsingular configuration space. Also, stability analysis
assumes that desired task trajectories are constant functions.
Lastly, there is a lack of analysis in discrete time in which
most practical applications are solved.
In this paper, we propose a method that guarantees that
a joint trajectory exists uniquly and stays in a nonsingular
configuration space; analyze task convergence and stability
in both continuous and discrete times; and show how pre-
conditioning can be used in order to increase the number
of tasks in discrete time. In Section II, we briefly introduce
the PIK problem and state the problem to solve. In Section
III, we present our method and analyze task convergence and
stability in continuous time. The basic idea comes from the
fact that it is easier to assume that desired task trajectories
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2stay in nonsingular task spaces because we can freely design
desired task trajectories to have that property. Then, we find
conditions for task trajectories to stay in a neighborhood of
desired task trajectories where a joint trajectory is guaranteed
to exist uniquely and to stay in a nonsingular configuration
space. Once we have this property, we can find sufficient
conditions for task convergence and various stability notions
such as stability, uniform stability, uniform asymptotic stabil-
ity, and exponential stability. In Section IV, we find sufficient
conditions for task convergence and various stability notions in
discrete time. In Section V, we firstly analyze preconditioning
and then show how preconditioning can be used in order
to increase the number of tasks in discrete time. We give
concluding remarks in Section VI.
II. PRIORITIZED INVERSE KINEMATICS
A. Inverse Kinematics in Position
Let x = (t,q) be a variable on X = R × Rn. We shall
use q to denote both a point q ∈ Rn and a trajectory q :
[t0,∞) → Rn interchangeably and the meaning should be
understood from the context. We write x(t) = (t,q(t)) when
q is a trajectory. The inverse kinematics with multiple tasks
in the position level is a problem to find a best joint trajectory
q : [t0,∞) → Rn that satisfies the a-th forward kinematic
equation
fa(x(t)) = pa(t)
at least approximately for all a ∈ 1, l = {1, 2, . . . , l} and
t ∈ [t0,∞) where l ∈ N \ {1} is the number of tasks,
t0 ∈ R is the initial time, fa : X → Rma is the a-th forward
kinematic function that maps the joint position q ∈ Rn into
the a-th task position fa(t,q) ∈ Rma for each t ∈ R, and
pa : R → Rma is the a-th desired task trajectory. Without
loss of generality, we assume m = m1 + · · · + ml ≤ n;
if m > n, then we can redefine the forward kinematic
functions as f˜a(t, q˜) = f˜a(t,q, qn+1, . . . , qm) = fa(t,q) by
introducing dummy variables or virtual joints qn+1, . . . , qm.
The forward kinematic functions are defined by a mechanism
in an environment and the desired task trajectories are designed
according to a scenario. Usually, various scenarios are applied
for a mechanism in an environment, so we need to consider
various p = (p1, . . . ,pl) given f = (f1, . . . , fl). Let (Rm)R
be the set of all functions from R to Rm in which p is
defined. Solving the inverse kinematics with multiple tasks
in the position level consists of two steps. Initially, we find
a map u : R × (Rm)R → Rn, called the inverse kinematics
solution, whose value u(t,p) satisfies
fa(t,u(t,p)) = pa(t) (1)
at least approximately or equivalently minimizes the a-th task
error
ea(t,q,p) = pa(t)− fa(t,q)
with respect to q in some sense for all (a, t,p). Then, for
every initial time t0 ∈ R and every desired task trajectory
p ∈ (Rm)R, we can generate the best joint trajectory q :
[t0,∞)→ Rn by letting
q(t) = u(t,p)
for all t ∈ [t0,∞). In most cases, solving the inverse problem
(1) is difficult because f is highly nonlinear and is not one-
to-one. Furthermore, it is hard to guarantee a certain level of
smoothness of the joint trajectory (continuity, differentiability,
etc) that is required for a mechanism to execute the joint
trajectory. So, Whitney [20] introduced the resolved motion
rate control that solves the inverse kinematics in the velocity
level.
B. Inverse Kinematics in Velocity
The inverse kinematics with multiple tasks in the velocity
level is a problem to find a best joint trajectory q : [t0,∞)→
Rn that is differentiable on (t0,∞) and satisfies q(t0) = q0
and the a-th differential forward kinematic equation
fta(x(t)) + Fqa(x(t))q˙(t) = ra(x(t))
at least approximately for all a ∈ 1, l and t ∈ (t0,∞)
where (t0,q0) ∈ X is the initial value, Fa =
[
fta Fqa
]
:
X → Rma×(n+1) is the a-th velocity mapping function that
maps the joint velocity q˙ ∈ Rn into the a-th task velocity
fta(x)+Fqa(x)q˙ ∈ Rma for each x ∈ X , and ra : X → Rma
is the a-th reference that represents the desired behavior of
the a-th task velocity. Similarly as before, we assume without
loss of generality that m ≤ n. Since we need to solve l
such inverse problems simultaneously, preconditioning matrix
valued functions Fq1, . . . ,Fql may provide better solvability.
Let R : X → GLn(R) = {A ∈ Rn×n | det(A) 6= 0} be an
arbitrary matrix-valued function and define Ja : X → Rma×n
as Ja(x) = Fqa(x)R−1(x). Let r′a = ra − fta. Then, we can
rewrite the a-th differential forward kinematic equation as
Ja(x(t))R(x(t))q˙(t) = r
′
a(x(t)).
A specific choice of R and its effect on the inverse kinematics
will be discussed in Section V. We denote ft = (ft1, . . . , ftl),
Fq =
[
FTq1 · · · FTql
]T
, F =
[
ft Fq
]
, J = FqR−1, r =
(r1, . . . , rl), and r′ = r − ft. We orthogonalize rows of J
by performing the full QR decomposition of JT (x) at each
x ∈ X as in [18, Lemma 1]J1...
Jl

︸ ︷︷ ︸
J(x)∈Rm×n
=
C11 · · · 0 0... . . . ... ...
Cl1 · · · Cll 0

︸ ︷︷ ︸
Ce(x)=[Cij(x)]∈Rm×n
 Jˆ1...
Jˆl+1

︸ ︷︷ ︸
Jˆe(x)∈Rn×n
. (2)
F is defined by a mechanism in an environment, R is
constructed from Fq , and r is designed according to a scenario.
Usually, various scenarios are applied for a mechanism in an
environment, so we need to consider various r given F and
R. Let (Rm)X be the set of all functions from X to Rm
in which r is defined. Solving the inverse kinematics in the
velocity level consists of two steps. Initially, we find a map
u : X× (Rm)X → Rn, called the inverse kinematics solution,
whose value u(x, r) satisfies
Ja(x)R(x)u(x, r) = r
′
a(x) (3)
3at least approximately or equivalently minimizes the a-th
residual
eresa (x, q˙, r) = r
′
a(x)− Ja(x)R(x)q˙
with respect to q˙ in some sense for all (a,x, r). Then, for every
initial condition (t0,q0) ∈ X and every reference r ∈ (Rm)X ,
we can generate the best joint trajectory q : [t0,∞)→ Rn by
solving the differential equation
q˙(t) = u(t,q(t), r) (4)
for t ∈ (t0,∞) with the initial value q(t0) = q0.
C. Prioritized Inverse Kinematics
When solving the inverse problem (3), the expression ‘at
least approximately’ can be understood very differently by
each person. We may specify the details on this expression by
constructing an optimization problem. Since we have multiple
tasks, we need to introduce a vector-valued objective function
pi = (pi1, . . . , pil) : X × Rn × (Rm)X → [0,∞]l such that
(3) can be achieved for each (x, r) at least approximately by
choosing u(x, r) that minimizes pia(x,R(x)q˙, r) with respect
to q˙ ∈ Rn. Since R is invertible everywhere, it is equivalent
to choose R(x)u(x, r) that minimizes pia(x,y, r) with re-
spect to y ∈ Rn. There does not typically exist an optimal
solution y∗ ∈ Rn that minimizes all objective functions
pi1(x,y, r), . . . , pil(x,y, r) with respect to y simultaneously.
Then, a canonical choice of R(x)u(x, r) would be a Pareto
optimal solution of the multi-objective optimization
min
y∈Rn
(pi1(x,y, r), . . . , pil(x,y, r), ‖y‖2/2)
for each (x, r). Here, we introduced an axiliary objective
function ‖y‖2/2 to consider regularization of the inverse
kinematics solution near singularities. Among those inverse
kinematics solutions, we put a special emphasis on the case
that R(x)u(x, r) is the optimal solution of the multi-objective
optimization with the lexicographical ordering
lex min
y∈Rn
(pi1(x,y, r), . . . , pil(x,y, r), ‖y‖2/2) (5)
because it allows us to consider priority relations between
multiple tasks; the first task has priority over the second, the
second has priority over the third, and so on. We call the
inverse kinematics with prioritized multiple tasks as the prior-
itized inverse kinematics (PIK). However, not every objective
function pi is proper for the PIK problem. For example, if
pi1(x,y, r) = ‖y‖, then we have a trivial optimal solution
y∗ = 0 of (5) regardless of the choice of pi2, . . . , pil. So,
An and Lee [18][19] proposed three properties (dependence,
uniqueness, and representation) for an objective function to be
(strongly or weakly) proper for the PIK problem. We say that
a map u is a PIK solution if there exists a proper objective
function pi such that R(x)u(x, r) is the optimal solution of
(5) for each (x, r). In this paper, we consider a class of PIK
solutions that can be written as
u = R−1JˆTCTD

L11 0 · · · 0
L21 L22 · · · 0
...
...
. . .
...
Ll1 Ll2 · · · Lll

︸ ︷︷ ︸
L=[Lij ]:X→Rm×m
r′ (6)
where Jˆ : X → Rm×n is the top (m×n) block of Jˆe, CD =
diag(C11, . . . ,Cll) : X → Rm×m is block diagonal whose
diagonal blocks are C11, . . . ,Cll starting from the top left
corner, and L = [Lij ] : X → Rm×m is block lower triangular
with Lab : X → Rma×mb . Some examples of PIK solutions
that can be written as (6) can be found from [18][19].
D. Problem Statement
The inverse kinematics with multiple tasks in the velocity
level can be used to solve the inverse kinematics with multiple
tasks in the position level. Assume that the forward kinematic
function f : X → Rm and the desired task trajectory p : R→
Rm are differentiable on X and R, respectively. Then, we can
define the velocity mapping function as
F =
[
ft Fq
]
=
[
∂f
∂t
∂f
∂q
]
.
A typical choice of the reference is
r = p˙ + K(p− f) (7)
where K = diag(k1Im1 , . . . , klIml) ∈ Rm×m with ka ∈
(0,∞) is the feedback gain matrix [21] and Ima ∈ Rma×ma
is the identity matrix. The preconditioner function R : X →
GLn(R) can be chosen arbitrarily. Let u : X× (Rm)X → Rn
be a PIK solution in the form of (6). Since the desired task
trajectory and the reference are fixed, we may write ea(x) =
ea(x,p), eresa (x, q˙) = e
res
a (x, q˙, r), and u(x) = u(x, r).
Let q : [t0,∞) → Rn be a joint trajectory satisfying the
differential equation (4) with an initial value (t0,q0) ∈ X . The
a-th reference ra(x) consists of the feedforward term p˙a(t)
and the feedback term ka(pa(t)− fa(x)) and u(x) minimizes
residuals eresa (x, q˙) for a ∈ 1, l with respect to q˙ under the
priority relations in the sense of (5). So, we may expect
lim
t→∞ ‖ea(x(t))‖ = 0. (8)
Also, we may anticipate stability of the nonautonomous system
(4) to guarantee that a small change in the initial configuration
does not produce large changes in the joint trajectory. In
this paper, we study those issues in both continuous and
discrete time in order to provide the theoretical foundation
and the practical application of the PIK problem. We also
analyze preconditioning to show that the number of tasks can
be increased by preconditioning in discrete time. When we
study those issues, we must keep in mind that existence and
uniqueness of the joint trajectory q(t) should be guaranteed
somehow.
We use ‖ · ‖p to denote the p-norm for vectors and the
induced p-norm for matrices and ‖ · ‖ = ‖ · ‖2 for both
vectors and matrices. ‖·‖F is the Frobenius norm for matrices.
4Rn
Θ(t) + rΘBn
Θ(t)
Rm
f(t,Θ(t))
f(t,Θb(t))P (t)
q f(t,q)
q′
f(t,q′)
f(t, ·)
Fig. 1. A diagram that shows relations between sets when (A3) holds where
P (t) =×lb=1(pb(t) + θbBmb ) and Θb(t) = (Θ(t) + rΘBn) \ Θ(t).
For a three dimensional array M = [mijk] ∈ Ra×b×c,
we define ‖M‖ = (∑ck=1 ‖[mijk]‖2)1/2 and ‖M‖F =
(
∑c
k=1 ‖[mikj ]‖2F )1/2. We use σi(·), σmax(·), and σmin(·)
to denote the i-th, the maximum, and the minimum singular
values of matrices, respectively. 2S , cl(S), int(S), and bd(S)
are the power set, the closure, the interior, and the boundary
of a set S, respectively. We say that u(x) is linearly bounded
if there exist γ, c ∈ [0,∞) satisfying ‖u(t,q)‖ ≤ γ‖q‖ + c
for all (t,q) ∈ X . We will need the following assumptions
and lemma:
(A1) p is bounded and f is linearly bounded;
(A2) p˙, F, and R−1 are locally Lipschitz and bounded.
Lemma 1. If u : R × Rn → Rn is continuous and linearly
bounded, then for every (t0,q0) ∈ R × Rn there exists q :
[t0,∞) → Rn satisfying q(t0) = q0 and q˙(t) = u(t,q(t))
for all t ∈ (t0,∞). If additionally u is locally Lipschitz, then
the trajectory q is unique [22, pp. 178].
III. CONTINUOUS TIME
It is not always the case that a PIK solution in the form of
(6) is locally Lipschitz such that existence and uniqueness of
a solution of (4) can be guaranteed by classical theorems such
as Lemma 1. The reason comes from the fact that even if we
assume that J is locally Lipschitz on X , its orthogonalization
(2) can be discontinuous such that a PIK solution in the form
of (6) has a source of discontinuity JˆTCTD [19]. We may solve
this problem by constraining the joint trajectory on a subset
of X on which the PIK solution is locally Lipschitz.
A. Domain Restriction
Define p˙′a = p˙a − fta, Aab =
∑a
i=b CaiC
T
iiLib, and ba =
p˙′a −
∑a
b=1 Aabp˙
′
b −
∑a−1
b=1 kbAabeb for 1 ≤ b ≤ a ≤ l.
Note that Aab : X → Rma×mb is the (a, b)-th block of A =
CCTDL for a, b ∈ 1, l. By differentiating the a-th task error
ea(t,q) = pa(t) − fa(t,q) with respect to t and letting q˙ =
u(t,q), we can formulate the a-th error dynamics as
e˙a = −kaAaaea + ba. (9)
Assume that
(A3) there exist rΘ, θ1, . . . , θl, ω1, . . . , ωl ∈ (0,∞) and a
continuous set-valued map Θ : R → 2Rn such that for
every a ∈ 1, l, t ∈ R, and q ∈ Θ(t)
1) Θ(t) is closed and nonempty;
2)×lb=1(pb(t) + θbBmb) ∩ f(t,Θb(t)) = ∅;
3) (Aaa + ATaa)(t,q)− 2ωaIma ≥ 0;
(A4) L is locally Lipschitz and bounded on gr(Θ)
where Bma is the closed unit ball in Rma , pa(t) + θaBma =
{p′a ∈ Rma | ‖pa(t)− p′a‖ ≤ θa}, Θb(t) = (Θ(t) + rΘBn) \
Θ(t),×lb=1Ab = A1 × · · · × Al is the Cartesian product of
sets A1, . . . , Al, and gr(Θ) = {(t,q) ∈ X | q ∈ Θ(t)}. We
provide a diagram in Figure 1 in order to ease understanding of
relations between sets. We call Θ(t) and f(t,Θ(t))\f(t,Θb(t))
a nonsingular configuration space and nonsingular task spaces,
respectively. Since Θ is assumed to be continuous, whenever a
continuous joint trajectory q(t) leaves Θ(t), the task trajecto-
ries f(t,q(t)) move from f(t,Θ(t))\f(t,Θb(t)) to f(t,Θb(t)).
Therefore, if we can confine task trajectories on nonsingular
task spaces, then we can guarantee that a joint trajectory stays
in a nonsingular configuration space.
We prove that u is locally Lipschitz and linearly bounded
on gr(Θ). It is immediate to check that u is linearly bounded
on gr(Θ) from (A1), (A2), (A4), and
‖(CDJˆ)(x)‖ ≤ ‖CD(x)‖ ≤ ‖C(x)‖ = ‖J(x)‖.
Since the composition of finitely many Lipschitz functions is
Lipschitz, it is sufficient to show that p − f and CDJˆ are
locally Lipschitz on gr(Θ) for the rest of the proof. p − f
is locally Lipschitz on X because differentiable functions are
locally Lipschitz. det(C(x)) > 0 for all x ∈ gr(Θ) because
0 < ωa ≤ σmin((Aaa + A
T
aa)(x))
2
≤ σ2min(Caa(x))‖Laa(x)‖
(10)
for all a ∈ 1, l and x ∈ gr(Θ). Since J = FqR−1 is locally
Lipschitz on X by (A2), CaaJˆa is locally Lipschitz on gr(Θ)
for all a ∈ 1, l by [19] (see the discussion after Theorem 24 in
[19]), and so is CDJˆ. It completes the proof. In the followings,
we will construct a map u˜ : X → Rn that is continuous
and linearly bounded on X and satisfies u˜(x) = u(x) for all
x ∈ gr(Θ).
B. Continuous Extension
Let {Ui}i∈I be an open cover of a set Y ⊂ X , i.e., Ui ⊂ X
is open and Y ⊂ ⋃i∈I Ui where I is an index set. An open
cover {Ui}i∈I is said to be locally finite if for each i ∈ I the
set {j ∈ I | Ui ∩Uj 6= ∅} is finite. A family of real functions
{pi}i∈I defined on Y is called a locally Lipschitz partition of
unity subordinate to a locally finite open cover {Ui}i∈I of Y
if
1) pi is locally Lipschitz on Y for all i ∈ I;
2) pi(x) > 0 for x ∈ Ui ∩Y and pi(x) = 0 for x ∈ Y \Ui;
3)
∑
i∈I pi(x) = 1 for all x ∈ Y .
For Y,Z ⊂ X , the diameter of Y is defined as diam(Y ) =
sup{‖y − y′‖ | y,y′ ∈ Y } and the distance between Y and
Z is defined as d(Y, Z) = inf{‖y − z‖ | y ∈ Y, z ∈ Z}.
When Y = {y}, we write d(y, Z) = d(Y,Z). We will need
the following two Lemmas.
5Lemma 2. Let Y ⊂ X . For any locally finite open cover
{Ui}i∈I of Y , there exists a locally Lipschitz partition of unity
subordinate to {Ui}i∈I [23, Lemma 2.5].
Lemma 3. Let Y ⊂ X be closed. There exist c1, c2 ∈ (0,∞)
and a locally finite open cover {Ui}i∈N of X \ Y such that
c1diam(Ui) ≤ d(Y,Ui) ≤ c2diam(Ui) (i ∈ N)
and any point x ∈ X \ Y belongs to at most 12n+1 open sets
Ui [23, Lemma 2.9 and Lemma 2.10].
Since Θ is upper semi-continuous with closed values, gr(Θ)
is closed [23, Proposition 2.1]. Thus, there exist c1, c2 ∈
(0,∞) and a locally finite open cover {Ui}i∈N of X \ gr(Θ)
satisfying
c1diam(Ui) ≤ d(gr(Θ), Ui) ≤ c2diam(Ui)
for all i ∈ N by Lemma 3. It follows that there exists a locally
Lipschitz partition of unity {pi}i∈N subordinate to {Ui}i∈N by
Lemma 2. Since gr(Θ) is closed, there exists xi = (ti,qi) ∈
gr(Θ) for each i ∈ N satisfying d(gr(Θ), Ui) = d(xi, Ui).
Define u˜ : X → Rn as
u˜(x) =

u(x), x ∈ gr(Θ)
∞∑
i=1
pi(x)u(xi)
1 + ‖q− qi‖ , x ∈ X \ gr(Θ).
We prove that u˜ is continuous and linearly bounded on X .
Since u is linearly bounded on gr(Θ), there exist γ, c ∈ (0,∞)
satisfying ‖u˜(x)‖ ≤ γ‖q‖ + c for all x ∈ gr(Θ). Then, for
every x ∈ X \ gr(Θ) we have
‖u˜(x)‖ ≤
∞∑
i=1
pi(x)(γ‖qi‖+ c)
1 + ‖q− qi‖
≤
∞∑
i=1
pi(x)
(
γ‖q‖+ c
1 + ‖q− qi‖ +
γ‖q− qi‖
1 + ‖q− qi‖
)
≤
∞∑
i=1
pi(x)(γ‖q‖+ c+ γ)
≤ 12n+1(γ‖q‖+ c+ γ).
Therefore, u˜ is linearly bounded on X .
Let x ∈ X \ gr(Θ). There exists a finite set I ⊂ N whose
cardinality is at most 12n+1 such that x 6∈ Ui if i 6∈ I . For each
i ∈ I , there exist δi, Li ∈ (0,∞) such that x + δiBX ⊂ Ui
and |pi(x′)−pi(x′′)| ≤ Li‖x′−x′′‖ for all x′,x′′ ∈ x+δiBX
where BX is the closed unit ball in X . Let δ = min{δi | i ∈
I} and L = max{Li | i ∈ I}. Then, we have
‖u˜(x′)− u˜(x′′)‖
≤
∑
i∈I
‖u(xi)‖
( |pi(x′)− pi(x′′)|
1 + ‖q′ − qi‖
+pi(x
′′)
∣∣∣∣ 11 + ‖q′ − qi‖ − 11 + ‖q′′ − qi‖
∣∣∣∣)
≤
∑
i∈I
‖u(xi)‖(|pi(x′)− pi(x′′)|+ ‖q′ − q′′‖)
≤
∑
i∈I
‖u(xi)‖(L+ 1)‖x′ − x′′‖
for all x′ = (t′,q′),x′′ = (t′′,q′′) ∈ x + δBX . Therefore, u˜
is locally Lipschitz on X \ gr(Θ). Obviously, u˜ is locally
Lipschitz on int(gr(Θ)), so we need to prove that u˜ is
continuous at each x ∈ bd(gr(Θ)) for the rest of the proof.
For each x ∈ gr(Θ) and x′ ∈ Ui, we can find c1diam(Ui) ≤
d(gr(Θ), Ui) ≤ ‖x − x′‖, ‖x′ − xi‖ ≤ d(gr(Θ), Ui) +
diam(Ui) ≤ (1 + 1/c1)d(gr(Θ), Ui), and
‖x− xi‖ ≤ ‖x− x′‖+ ‖x′ − xi‖
≤ ‖x− x′‖+
(
1 +
1
c1
)
d(gr(Θ), Ui)
≤ ‖x− x′‖+ c2
(
1 +
1
c1
)
diam(Ui)
≤ c‖x− x′‖
where c = 1 + (c2/c1)(1 + 1/c1). Fix x ∈ bd(gr(Θ)) and
 ∈ (0,∞). There exist δ, L ∈ (0,∞) such that ‖u˜(x′) −
u˜(x′′)‖ ≤ L‖x′ − x′′‖ for all x′,x′′ ∈ (x + δBX) ∩ gr(Θ).
For every x′ ∈ (x + δ/cBX) \ gr(Θ) and Ui containing x′,
we have ‖x− xi‖ ≤ c‖x− x′‖ ≤ δ. Then,
‖u˜(x′)− u˜(x)‖
≤
∞∑
i=1
pi(x
′)
∥∥∥∥ u(xi)1 + ‖q′ − qi‖ − u(x)
∥∥∥∥
≤
∞∑
i=1
pi(x
′)(L‖xi − x‖+ ‖u(x)‖‖x′ − xi‖)
≤ 12n+1(cL+ (1 + c)‖u(x)‖)‖x′ − x‖
= L′‖x′ − x‖
for all x′ ∈ (x + δ/cBX) \ gr(Θ). By letting 0 < δ′ <
min{δ, /L, δ/c, /L′}, we have ‖u˜(x′) − u˜(x)‖ <  for all
x′ ∈ x + δ′BX . Therefore, u˜ is continuous on X .
C. Trajectory Existence
Since u˜ is continuous and linearly bounded, for every
(t0,q0) ∈ X there exists a joint trajectory q : [t0,∞) → Rn
satisfying q(t0) = q0 and q˙(t) = u˜(t,q(t)) for all t ∈ (t0,∞)
by Lemma 1. In the followings, we will find a condition for
q(t) ∈ Θ(t) for all t ∈ [t0,∞) such that q˙(t) = u(t,q(t)) for
all t ∈ (t0,∞). If we find such a condition, then uniqueness
of the joint trajectory will also be guaranteed in a similar way
to [24, Theorem 2.2].
Let θ′a ∈ (0, θa] be arbitrary for a ∈ 1, l and assume
(A5) q0 ∈ Θ(t0) and ‖pa(t0) − fa(t0,q0)‖ < θ′a for all
a ∈ 1, l.
The reason we introduce θ′a will be apparent later in Section
IV, when we consider discrete time. Let q : [t0,∞)→ Rn be
a joint trajectory satisfying q(t0) = q0 and q˙(t) = u˜(t,q(t))
for all t ∈ (t0,∞). Suppose that there exists t1 ∈ (t0,∞) such
that ‖pa(t)− fa(t,q(t))‖ < θ′a for all a ∈ 1, l and t ∈ [t0, t1)
and ‖pa(t1)−fa(t1,q(t1))‖ = θ′a for at least one a ∈ 1, l. It is
not difficult to see that q(t) ∈ Θ(t) for all t ∈ [t0, t1] from the
fact that the map t 7→ d(q(t),Θ(t)) is continuous on [t0, t1]
6by (A3) [23, Lemma 2.2]. Define φa, ρa, γa : [t0, t1]→ R for
a ∈ 1, l as:
φa(t) = ‖ea(x(t))‖ (11)
ρa(t) = kaφ
+2
a (t)〈ea(x(t)), (Aaaea)(x(t))〉 (12)
γa(t) = φ
+
a (t)〈ea(x(t)),ba(x(t))〉 (13)
where φ+a (t) = 0 if φa(t) = 0 and φ
+
a (t) = 1/φa(t) if
φa(t) 6= 0. From (A2), (A4), and (9), we can check that φa is
absolutely continuous on [t0, t1]; φ˙a(t) = −ρa(t)φa(t)+γa(t)
for almost all t ∈ [t0, t1]; and ρa and γa are integrable
on [t0, t1] for all a ∈ 1, l (in the sense of Lebesgue). By
(A3), ρa(t) ≥ kaωa for all t ∈ [t0, t1]. Since ‖ba(x(·))‖
is continuous on the compact set [t0, t1], there exists βa =
max{‖ba(x(t))‖ | t ∈ [t0, t1]} < ∞ for a ∈ 1, l. Then, we
have
φa(t) = φa(t0)e
− ∫ t
t0
ρa(s)ds +
∫ t
t0
γa(s)e
− ∫ t
s
ρa(r)drds
<
(
θ′a −
βa
kaωa
)
e−kaωa(t−t0) +
βa
kaωa
(14)
for all a ∈ 1, l and t ∈ [t0, t1].
By (A2) and (A4), there exist Ma,Mab ∈ (0,∞) for a, b ∈
1, l satisfying
‖Aab(x)‖ ≤Mab∥∥∥∥∥
(
p˙′a −
a∑
b=1
Aabp˙
′
b
)
(x)
∥∥∥∥∥ ≤Ma
for all x ∈ gr(Θ). It follows that
βa ≤Ma +
a−1∑
b=1
kbMab max
t∈[t0,t1]
φb(t) (a ∈ 1, l).
Assume
(A6) ka > (Ma +
∑a−1
b=1 kbMabθb)/(θ
′
aωa) for all a ∈ 1, l.
By repeatedly applying (A6) to (14) from a = 1 to a = l, we
find that βa ≤Ma+
∑a−1
b=1 kbMabθb, θ
′
a−βa/(kaωa) > 0, and
φa(t) < θ
′
a for all t ∈ [t0, t1], a contradiction that φa(t1) = θ′a
for at least one a ∈ 1, l. Therefore, ‖pa(t)− fa(t,q(t))‖ < θ′a
and x(t) ∈ gr(Θ) for all a ∈ 1, l and t ∈ [t0,∞). As we
discussed earlier, it implies that the joint trajectory uniquely
satisfies q˙(t) = u(t,q(t)) for all t ∈ (t0,∞).
D. Task Convergence
Assume that
(A7) there exist ψa : R → [0,∞) such that
∫∞
−∞ ψa(t)dt <
∞ and ‖p˙a(t)− fta(t,q)‖ ≤ ψa(t) for all a ∈ 1, l and
(t,q) ∈ gr(Θ).
Define φ¯a, γ¯a : [t0,∞)→ [0,∞) for a ∈ 1, l as:
γ¯a(t) =
a−1∑
b=1
Mab(ψb(t) + kbφ¯b(t)) + (1 +Maa)ψa(t)
φ¯a(t) = θ
′
ae
−kaωa(t−t0) +
∫ t
t0
γ¯a(s)e
−kaωa(t−s)ds.
Then, ˙¯φa(t) = −kaωaφ¯a(t) + γ¯a(t), |γa(t)| ≤ γ¯a(t), and
φa(t) ≤ φ¯a(t) for all a ∈ 1, l and t ∈ [t0,∞). Define
Ψa =
∫∞
−∞ ψa(t)dt, Γ¯a =
∑a−1
b=1 Mab(Ψb + kbΦ¯b) + (1 +
Maa)Ψa, and Φ¯a = (Γ¯a + θ′a)/(kaωa) for a ∈ 1, l. Then,∫ t
t0
γ¯a(s)ds ≤ Γ¯a and
∫ t
t0
φ¯a(s)ds = (
∫ t
t0
γ¯a(s)ds − φ¯a(t) +
φ¯a(t0))/(kaωa) ≤ Φ¯a for all a ∈ 1, l and t ∈ [t0,∞). We can
check
lim
t→∞
∫ t
t0
ψb(s)e
−kaωa(t−s)ds = 0 (a, b ∈ 1, l)
from the Lebesgue’s dominated convergence theorem [25,
Theorem 1.34]; the integrand is dominated by ψb and con-
verges to 0 as t → ∞ for each s. By the same reason,∫ t
t0
γ¯b(s)e
−kaωa(t−s)ds→ 0 and ∫ t
t0
φ¯b(s)e
−kaωa(t−s)ds→ 0
as t→∞ for all a, b ∈ 1, l. Therefore, φa(t) ≤ φ¯a(t)→ 0 as
t→∞ for all a ∈ 1, l.
We prove that there exists q∞ ∈ Rn such that ‖q(t) −
q∞‖ → 0 as t → ∞. By (A2) and (A4), there exists M ∈
(0,∞) satisfying
‖(R−1JˆTCTDL)(x)‖ ≤M (x ∈ gr(Θ)).
Let t1 < t2 < t3 < · · · be an arbitrary divergent sequence
and define ui =
∫ ti
t0
‖u(t,q(t))‖dt for i ∈ N. Let  > 0
be arbitrary. Since ui → u∞ =
∫∞
t0
‖u(t,q(t))‖dt ≤
M
∫∞
t0
(∑l
a=1(ψa(t) + kaφa(t))
2
)1/2
dt < ∞ as i → ∞,
there exists N ∈ N such that |ui − u∞| < /2 for all i > N .
Then, for every i, j ∈ N \ 1, N we have ‖q(ti) − q(tj)‖ ≤∣∣∣∫ tjti ‖u(t,q(t))‖dt∣∣∣ = |ui−uj | ≤ |ui−u∞|+ |uj−u∞| < .
Therefore, {q(ti)} converges in Rn because it is Cauchy [26,
Theorem 3.11]. Since it holds for every divergent sequence
{ti}, q(t) converges to a point q∞ ∈ Rn as t→∞.
E. Stability
Since f is continuously differentiable and the derivative is
bounded, f is Lipschitz on X with a Lipschitz constant Lf ∈
(0,∞). Since φa(t) < θ′a and φa(t) → 0 as t → ∞, there
exists φˆa = maxt∈[t0,∞) φa(t) < θ
′
a. Let
0 < δ0 < min{(θ′a − φˆa)/Lf | a ∈ 1, l}.
Then,
‖pa(t)− fa(t,q′)‖ ≤ φˆa + Lf‖q(t)− q′‖ < θ′a
for all a ∈ 1, l, t ∈ [t0,∞), and q′ ∈ q(t) + δ0Bn. Define
v : [0,∞)× δ0Bn → Rn as
v(s, z) = u(s+ t0, z + q(s+ t0))− u(s+ t0,q(s+ t0)).
By letting z = q′−q(t) and s = t− t0, we can transform the
original system q˙ = u(t,q) into
z˙ = v(s, z) (15)
in the vicinity of the joint trajectory q(t) and find that z = 0
is the equilibrium point of the nonautonomous system (15)
at s = 0, i.e., v(s,0) = 0 for all s ∈ [0,∞). For every
(s1, z1) = (t1 − t0,q′1 − q(t1)) ∈ [0,∞) × δ0Bn, we have
(t1,q
′
1) ∈ [t0,∞)×(q(t)+δ0Bn) and ‖pa(t1)−fa(t1,q′1)‖ <
θ′a for all a ∈ 1, l. Since (t1,q′1) satisfies the assumption on
the intial condition (A5), there exists a unique q′ : [t1,∞)→
7Rn satisfying q′(t1) = q′1 and q˙′(t) = u(t,q′(t)) for all
t ∈ (t1,∞). By letting
z(s) = q′(s+ t0)− q(s+ t0) = q′(t)− q(t)
for s ∈ [t1 − t0,∞), we see that (15) has a unique solution
z(s) that can be continued until s → ∞ or it reaches to the
boundary of δ0Bn. For each (t1, δ) ∈ [t0,∞) × (0, δ0], we
define
S(t1, δ) = {q′ : [t1,∞)→ Rn | q′(t1) ∈ q(t1) + δBn
and q˙′(t) = u(t,q′(t)) for all t ∈ (t1,∞)}.
We study various stability notions of the equilibrium point
z = 0 of (15) at s = 0; see [27, Definition 4.4 and 4.5] for
the definition of stability. Specifically, we will find conditions
for the following stability notions:
(S1) for every  ∈ (0,∞) and t1 ∈ [t0,∞) there exists δ ∈
(0,∞) such that ‖q′(t)−q(t)‖ <  for all q′ ∈ S(t1, δ)
and t ∈ [t1,∞) (stability);
(S2) for every  ∈ (0,∞) there exists δ ∈ (0,∞) such that
‖q′(t) − q(t)‖ <  for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ),
and t ∈ [t1,∞) (uniform stability);
(S3) (S2) holds and there exists δ′ ∈ (0,∞) such that ‖q′(t)−
q(t)‖ → 0 as t → ∞ for all t1 ∈ [t0,∞) and q′ ∈
S(t1, δ
′) uniformly in t1, i.e., for each ′ > 0 there exists
T ∈ (0,∞) such that ‖q′(t) − q(t)‖ < ′ for all t1 ∈
[t0,∞), q′ ∈ S(t1, δ′), and t ∈ [t1 + T,∞) (uniform
asymptotic stability);
(S4) there exist δ,M, ρ ∈ (0,∞) such that ‖q′(t)− q(t)‖ ≤
M‖q′(t1) − q(t1)‖e−ρ(t−t1) for all t1 ∈ [t0,∞), q′ ∈
S(t1, δ), and t ∈ [t1,∞) (exponential stability).
1) Stability: For each t1 ∈ [t0,∞) and q′ ∈ S(t1, δ0), we
define φ′a, ρ
′
a, γ
′
a : [t1,∞)→ R for a ∈ 1, l as in (11) to (13)
by replacing x(t) with x′(t) = (t,q′(t)). Then, |γ′a(t)| ≤
γ¯a(t − t1 + t0) and φ′a(t) ≤ φ¯a(t − t1 + t0) for all a ∈ 1, l,
t1 ∈ [t0,∞), q′ ∈ S(t1, δ0), and t ∈ [t1,∞). We also define
ζ ′ : [t1,∞)→ [0,∞) as
ζ ′(t) =
∫ ∞
t
(
l∑
a=1
(ψa(s) + kaφ
′
a(s))
2
)1/2
ds. (16)
We define ζ : [t1,∞)→ [0,∞) similarly by replacing φ′a with
φa. Obviously, ζ ′ monotonically decreases and converges to
0. Moreover, for every  ∈ (0,∞) there exists T ∈ (0,∞)
such that ζ ′(t) <  for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ0), and
t ∈ [t1 +T,∞). To see this, let  ∈ (0,∞) be arbitrary. Since∫∞
t0
ψa(t)dt ≤ Ψa and
∫∞
t0
φ¯a(t)dt ≤ Φ¯a, there exists t2 ∈
[t0,∞) such that
∫∞
t
ψa(s)ds < /(2l) and
∫∞
t
φ¯a(s)ds <
/(2kal) for all a ∈ 1, l and t ∈ [t2,∞). Let T = t2 − t0.
Then, we have t2 ≤ t1 + T and
ζ ′(t) ≤
l∑
a=1
(∫ ∞
t
ψa(s)ds+ ka
∫ ∞
t
φ¯a(s− t1 + t0)ds
)
≤
l∑
a=1
(∫ ∞
t2
ψa(s)ds+ ka
∫ ∞
t2
φ¯a(r)dr
)
< 
for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ0), and t ∈ [t1 + T,∞).
Let t1 ∈ [t0,∞) be arbitrary. Then,
‖q′(t)− q(t1)‖ ≤ r0 = δ0 +M
l∑
a=1
(Ψa + kaΦ¯a)
for all q′ ∈ S(t1, δ0) and t ∈ [t1,∞). Let t2 ∈ (t1,∞) be
arbitrary and define
C[t1,t2] = gr(Θ) ∩ ([t1, t2]× (q(t1) + r0Bn)).
Obviously, (t,q′(t)) ∈ C[t1,t2] for all q′ ∈ S(t1, δ0) and t ∈
[t1, t2]. Since gr(Θ) is closed, C[t1,t2] is compact. It follows
that u is Lipscitz on C[t1,t2] with a Lipschitz constant L[t1,t2] ∈
(0,∞). Then, for each q′ ∈ S(t1, δ0) and t ∈ [t1, t2] we have
‖q′(t)− q(t)‖ ≤ ‖q′(t1)− q(t1)‖eL[t1,t2](t−t1)
by the Gronwall’s inequality. Also, for each q′ ∈ S(t1, δ0)
and t ∈ (t2,∞) we have
‖q′(t)− q(t)‖
≤ ‖q′(t2)− q(t2)‖+
∫ t
t2
‖u(s,q′(s))− u(s,q(s))‖ds
≤ ‖q′(t1)− q(t1)‖eL[t1,t2](t2−t1) +M(ζ ′(t2) + ζ(t2)).
Let  ∈ (0,∞) be arbitrary. There exist T ∈ (0,∞) and δ ∈
(0, δ0] satisfying
δeL[t1,t2]T +M(ζ ′(t1 + T ) + ζ(t1 + T )) < min{δ0, }
for all q′ ∈ S(t1, δ).
2) Uniform Stability: Define Θˆ : R→ 2Rn as
Θˆ(t) = {q′ ∈ Θ(t) | fa(t,q′) ∈ pa(t) + θaBma , a ∈ 1, l}.
Then, q′(t) ∈ Θˆ(t) for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ0), and
t ∈ [t1,∞). Assume that
(A8) p˙ is Lipschitz on R and F, R−1, and L are Lipschitz
on gr(Θ).
Since p − f is bounded on gr(Θˆ), u is Lipschitz on gr(Θˆ)
with a Lipschitz constant Lu ∈ (0,∞). It follows that
‖q′(t)−q(t)‖ ≤ ‖q′(t1)−q(t1)‖eLu(t2−t1)+M(ζ ′(t2)+ζ(t2))
for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ0), t2 ∈ (t1,∞), and t ∈
[t1,∞). Let  ∈ (0,∞) be arbitrary. There exist T ∈ (0,∞)
and δ ∈ (0, δ0] satisfying
δeLuT +M(ζ ′(t1 + T ) + ζ(t1 + T )) < min{δ0, }
for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ), and t ∈ [t1,∞).
3) Uniform Asymptotic Stability: Since C, L, and R−1
are bounded on gr(Θ), there exist MC ,ML,MR ∈ (0,∞)
satisfying
‖C(x)‖ ≤MC , ‖L(x)‖ ≤ML, ‖R−1(x)‖ ≤MR
for all x ∈ gr(Θ). Let cij be the (i, j)-th entry of C for
i, j ∈ 1,m. Since C(x) is lower triangular with nonnegative
diagonals by [18, Lemma 1], we have
σmin(C(x)) =
∏m
i=1 cii(x)∏m−1
i=1 σi(C(x))
≥
∏l
a=1 σ
ma
min(Caa(x))
‖C(x)‖m−1
≥
∏l
a=1 ω
ma/2
a
‖C(x)‖m−1‖L(x)‖l/2 ≥
∏l
a=1 ω
ma/2
a
Mm−1C M
l/2
L
= mC > 0
8for all x ∈ gr(Θ) by the Weyl’s product inequality [28,
Problems 7.3.P17] and (10).
Let Y ⊂ gr(Θ) be a convex set and x0,x1 ∈ Y . Let v =
f(x1) − f(x0) − F(x0)(x1 − x0) and vˆ = v‖v‖+. Define
x : [0, 1] → Rn and g : [0, 1] → R as x(s) = x0 + s(x1 −
x0) and g(s) = vˆT (f(x(s)) − f(x0) − F(x0)(x(s) − x0)).
Since g is continuous on [0, 1] and differentiable in (0, 1),
there exists s0 ∈ (0, 1) satisfying g(1)− g(0) = dg(s0)/ds =
vˆT (F(x(s0))−F(x0))(x1 − x0) by the mean value theorem
and the chain rule. By (A8), F is Lipschitz on gr(Θ) with a
Lipschitz constant LF ∈ (0,∞). Then,
O(x0,x1) = ‖f(x1)− f(x0)− F(x0)(x1 − x0)‖
≤ ‖F(x(s0))− F(x0)‖‖x1 − x0‖
≤ LF ‖x1 − x0‖2.
Let  ∈ (0,mC/(LFMR)). By the uniform stability, there
exists δ ∈ (0, δ0] satisfying ‖q′(t) − q(t)‖ < min{δ0, }
for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ), and t ∈ [t1,∞). Then,
x(t),x′(t) = (t,q′(t)) ∈ {t}× (q(t) + δ0Bn) ⊂ gr(Θ) for all
t ∈ [t1,∞). Assume
(A9) m = n.
Then, for every ∆q(t) = q′(t)− q(t) 6= 0 we have
‖p(t)− f(x′(t))‖+ ‖p(t)− f(x(t))‖
≥ ‖f(x′(t))− f(x(t))‖
≥
(‖Fq(x(t))∆q(t)‖
‖∆q(t)‖ −
O(x(t),x′(t))
‖∆q(t)‖
)
‖∆q(t)‖
≥
(
σmin(C(x(t)))
MR
− LF ‖∆q(t)‖
)
‖∆q(t)‖
≥
(
mC
MR
− LF 
)
‖∆q(t)‖
= C‖∆q(t)‖. (17)
Let ′ ∈ (0,∞) be arbitrary. Since φ¯a(t) → 0 as t → ∞ for
all a ∈ 1, l, there exists T ∈ (0,∞) satisfying ∑la=1 φ¯a(t) <
′C/2 for all t ∈ [t0+T,∞). Then, we have ‖q′(t)−q(t)‖ ≤
C−1
∑l
a=1(φ
′
a(t)+φa(t)) ≤ 2C−1
∑l
a=1 φ¯a(t−t1 +t0) < ′
for all t1 ∈ [t0,∞), q′ ∈ S(t1, δ), and t ∈ [t1 + T,∞).
4) Exponential Stability: Assume
(A10)
∫∞
−∞ ψa(t)dt = φa(t0) = 0 for all a ∈ 1, l.
Let 0 < ρ < min{kaωa | a ∈ 1, l} and define Φ = [Φij ] ∈
Rl×l as
Φab =

0, a < b
1, a = b
a−1∑
i=b
kiMaiΦib
kaωa − ρ , a > b.
Let t1 ∈ [t0,∞), q′ ∈ S(t1, δ0), and t ∈ [t1,∞) be arbitrary.
Then, φ′1(t) ≤ Φ11φ′1(t1)e−ρ(t−t1). Let a ∈ 2, l and assume
φ′b(t) ≤
∑b
i=1 Φbiφ
′
i(t1)e
−ρ(t−t1) for all b ∈ 1, a− 1. Then,
φ′a(t)e
ρ(t−t1)
≤
∫ t
t1
|γ′a(s)|eρ(s−t1)e−(kaωa−ρ)(t−s)ds+ φ′a(t1)
≤
a−1∑
b=1
b∑
i=1
kbMabΦbi
kaωa − ρ φ
′
i(t1) + φ
′
a(t1)
=
a−1∑
b=1
a−1∑
i=b
kiMaiΦib
kaωa − ρ φ
′
b(t1) + φ
′
a(t1)
=
a∑
b=1
Φabφ
′
b(t1).
Thus, ‖p(t)−f(x(t))‖ = 0. Fix  ∈ (0,mC/(LFMR)). There
exists δ ∈ (0, δ0] satisfying ‖q′(t) − q(t)‖ < min{δ0, } for
all t1 ∈ [t0,∞), q′ ∈ S(t1, δ), and t ∈ [t1,∞). By (17),
‖q′(t)− q(t)‖
≤ C−1 ‖p(t)− f(x′(t))‖
≤ C−1 ‖Φ‖‖p(t1)− f(x′(t1))‖e−ρ(t−t1)
= C−1 ‖Φ‖‖f(x(t1))− f(x′(t1))‖e−ρ(t−t1)
≤ C−1 Lf‖Φ‖‖q′(t1)− q(t1)‖e−ρ(t−t1). (18)
We summarize analysis results of trajectory existence, task
convergence, and stability in continuous time as follows:
Theorem 4. Assume (A1) to (A6). Then, there exists a unique
q : [t0,∞)→ Rn satisfying q(t0) = q0 and q˙(t) = u(t,q(t))
for all t ∈ (t0,∞) such that ‖pa(t) − fa(t,q(t))‖ < θ′a for
all a ∈ 1, l and t ∈ [t0,∞). Assume additionally (A7). Then,∫∞
t0
‖pa(t)− fa(t,q(t))‖dt <∞ and ‖pa(t)− fa(t,q(t))‖ →
0 as t → ∞ for all a ∈ 1, l and there exists q∞ ∈ Rn such
that ‖q(t)−q∞‖ → 0 as t→∞. Various stability notions of
the equilibrium point z = 0 of (15) at s = 0 can be satisfied
by the following conditions:
1) (A1) to (A7) imply (S1);
2) (A1) to (A8) imply (S2);
3) (A1) to (A9) imply (S3);
4) (A1) to (A10) imply (S4).
IV. DISCRETE TIME
In most practical applications, the PIK problem is solved in
discrete time. In other words, the PIK solution is calculated
at a sequence of points in time and hold the value between
two consecutive points of time. As a result, we have an ap-
proximated joint trajectory that is a piecewise linear function.
Undoubtedly, we need to check if an approximated joint tra-
jectory converges to a joint trajectory as the calculation points
in time become finer. Also, we should find conditions for task
convergence and stability of approximated joint trajectories.
A. Approximated Joint Trajectory
For t ∈ R, a set Pt = {τi ∈ R | i ∈ N ∪ {0}} is said
to be a partition of [t,∞) if t = τ0 < τ1 < τ2 < · · · and
τi → ∞ as i → ∞. The norm of a partition Pt is defined as
‖Pt‖ = sup{τi − τi−1 | i ∈ N}. A function q˜ : [t0,∞)→ Rn
9is said to be an approximated joint trajectory of the differntial
equation (4) with an initial value (t0,q0) given by a partition
Pt0 if q˜(τ0) = q0 and
q˜(t) = q˜(τi−1) + (t− τi−1)u(x˜(τi−1))
for all t ∈ (τi−1, τi] and i ∈ N where x˜(t) = (t, q˜(t)). A
sequence {qˆi = q˜(τi) | i ∈ N ∪ {0}} is said to be a discrete
joint trajectory of (4) with (t0,q0) given by Pt0 .
Assume (A1) to (A6) and
(A11) θ′a ∈ (0, θa) for all a ∈ 1, l.
Let q : [t0,∞) → Rn be the joint trajectory of (4) with
q(t0) = q0. For each η ∈ (0,∞), we define S˜(η) as the
set of all approximated joint trajectories of (4) with (t0,q0)
given by a partition Pt0 satisfying ‖Pt0‖ < η. We prove that
for every T ∈ (0,∞) there exists ηT ∈ (0,∞) such that
‖pa(t) − fa(t, q˜(t))‖ < θa for all q˜ ∈ S˜(ηT ), a ∈ 1, l,
and t ∈ [t0, t0 + T ]. Let T ∈ (0,∞) be arbitrary, Pt0 be
an arbitrary partition of [t0,∞), and q˜ : [t0,∞) → Rn be
the approximated joint trajectory of (4) with q˜(t0) = q0
given by Pt0 . Since p˙
′ is assumed to be bounded, there exists
Mp ∈ (0,∞) satisfying ‖p˙′(x)‖ ≤ Mp for all x ∈ gr(Θ).
Let M(Mp + (
∑l
a=1 k
2
aθ
2
a)
1/2) ≤ Mu < ∞, rT = TMu,
and CT = gr(Θ) ∩ ([t0, t0 + T ] × (q0 + rTBn)). Since u is
locally Lipschitz on gr(Θ) and CT is compact, u is Lipschitz
on CT with a Lipschitz constant LT ∈ (0,∞). Since F is
bounded, there exist MFa ∈ (0,∞) for a ∈ 1, l satisfying
‖Fa(x)‖ ≤MFa for all a ∈ 1, l and x ∈ X . Let
‖Pt0‖ < ηT ≤ min
a∈1,l
kaωa(θa − θ′a)
MFaLT (1 +Mu)
. (19)
Suppose that there exists t1 ∈ (t0, t0+T ] such that ‖pa(t)−
fa(t, q˜(t))‖ < θa for all a ∈ 1, l and t ∈ [t0, t1) and ‖pa(t1)−
fa(t1, q˜(t1))‖ = θa for at least one a ∈ 1, l. Let N ∈ N be
such that t1 ∈ (τN−1, τN ]. Then, ‖u(x˜(τi−1))‖ ≤ Mu and
‖q˜(t)−q˜(t0)‖ ≤ rT for all t ∈ [τi−1, τi]∩[t0, t1] and i ∈ 1, N .
Define φ˜a, ρ˜a, γ˜a : [t0, t1]→ R for a ∈ 1, l as in (11) to (13)
by replacing x(t) with x˜(t). Define δ˜a : [t0, t1] → R for
a ∈ 1, l as
δ˜a(t) = φ˜
+
a (t) 〈ea(x˜(t)),Fqa(x˜(t))(u(x˜(t))− u(x˜(τi−1)))〉
(20)
if t ∈ (τi−1, τi]. Since Pt0 ∩ [t0, t1] is finite, we can check that
φ˜a is absolutely continuous on [t0, t1];
˙˜
φa(t) = −ρ˜a(t)φ˜a(t)+
γ˜a(t) + δ˜a(t) for almost all t ∈ [t0, t1]; and ρ˜a, γ˜a, and δ˜a are
integrable on [t0, t1] for all a ∈ 1, l (in the sense of Lebesgue).
Since ‖ba(x˜(·))‖ is continuous on the compact set [t0, t1],
there exists β˜a = max{‖ba(x˜(t))‖ | t ∈ [t0, t1]} for a ∈ 1, l.
Then, we have
φ˜a(t) ≤
(
θ′a −
β˜a
kaωa
)
e−kaωa(t−t0) +
β˜a
kaωa
+MFaLT
i−1∑
j=1
∫ τj
τj−1
‖x˜(s)− x˜(τj−1)‖e−kaωa(t−s)ds
+MFaLT
∫ t
τi−1
‖x˜(s)− x˜(τi−1)‖e−kaωa(t−s)ds
< θ′a +
MFaLT (1 +Mu)
kaωa
‖Pt0‖ < θa
for all a ∈ 1, l, t ∈ [τi−1, τi] ∩ [t0, t1], and i ∈ 1, N by (A6),
a contradiction that φ˜a(t1) = θa for at least one a ∈ 1, l.
Therefore, ‖pa(t) − fa(t, q˜(t))‖ < θa for all a ∈ 1, l and
t ∈ [t0, t0 + T ].
We prove that for every T,  ∈ (0,∞) there exists ηT, ∈
(0,∞) such that ‖q(t) − q˜(t)‖ <  for all q˜ ∈ S˜(ηT,) and
t ∈ [t0, t0+T ]. Let T,  ∈ (0,∞) be arbitrary and ‖Pt0‖ < ηT .
Then,
‖q(t)− q˜(t)‖
≤
i−1∑
j=1
∫ τj
τj−1
‖u(x(s))− u(x˜(τj−1))‖ds
+
∫ t
τi−1
‖u(x(s))− u(x˜(τi−1))‖ds
≤ (1 +Mu)TLT ‖Pt0‖+ LT
∫ t
t0
‖q(s)− q˜(s)‖ds
for all q˜ ∈ S˜(ηT ) and t ∈ [t0, t0 + T ]. Let
‖Pt0‖ < ηT, ≤ min
{
ηT ,

(1 +Mu)T (eTLT − 1)
}
.
By the Gronwall’s inequality,
‖q(t)− q˜(t)‖ ≤ (1 +Mu)T (eTLT − 1)‖Pt0‖ < 
for all q˜ ∈ S˜(ηT,) and t ∈ [t0, t0 + T ]. Therefore, ‖q(t) −
q˜(t)‖ → 0 as ‖Pt0‖ → 0 uniformly on [t0, t0 + T ].
B. Task Convergence
Assume (A8) and let
‖Pt0‖ < η∞ ≤ min
a∈1,l
kaωa(θa − θ′a)
MFaLu(1 +Mu)
. (21)
It is not difficult to see that ‖pa(t)− fa(t, q˜(t))‖ < θa for all
q˜ ∈ S˜(η∞), a ∈ 1, l, and t ∈ [t0,∞). Assume (A7) and
(A12) ψa monotonically decreases on [t0 − η∞,∞) for all
a ∈ 1, l.
We prove that there exists η0 ∈ (0, η∞) such that for every
q˜ ∈ S˜(η0), we have
∫∞
t0
‖pa(t) − fa(t, q˜(t))‖dt < ∞ and
‖pa(t)− fa(t, q˜(t))‖ → 0 as t→∞ for all a ∈ 1, l and there
exists q˜∞ ∈ Rn such that ‖q˜(t)− q˜∞‖ → 0 as t→∞.
Let ψ = ‖(ψ1, . . . , ψl)‖, φ˜ = ‖(φ˜1, . . . , φ˜l)‖, K = ‖K‖,
and MF ,MA ∈ (0,∞) be such that ‖Fq(x)‖ ≤ MF and
‖A(x)‖ ≤ MA for all x ∈ gr(Θ). Since the product of
bounded Lipschitz functions is Lipschitz, M = R−1JˆTCTDL
is Lipschitz on gr(Θ) with a Lipschitz constant LM ∈ (0,∞).
10
Let ρmax = max{k1ω1, . . . , klωl} and ρ ∈ [0, ρmax] be
arbitrary. Then,
‖e(x˜(t))− e(x˜(τi−1))‖
≤
∫ t
τi−1
‖(p˙′ −A(p˙′ + Ke))(x˜(s))‖ds
+
∫ t
τi−1
‖Fq(x˜(s))(u(x˜(s))− u(x˜(τi−1)))‖ds
≤ (1 +MA)
∫ t
τi−1
ψ(s)ds+MAK
∫ t
τi−1
φ˜(s)ds
+MF
∫ t
τi−1
‖u(x˜(s))− u(x˜(τi−1))‖ds
and∫ t
τi−1
‖u(x˜(s))− u(x˜(τi−1))‖eρsds
≤M
∫ t
τi−1
(‖p˙′(x˜(s))‖+ ‖p˙′(x˜(τi−1))‖)eρsds
+
∫ t
τi−1
‖M(x˜(s))−M(x˜(τi−1))‖‖K‖‖e(x˜(s))‖eρsds
+
∫ t
τi−1
‖M(x˜(τi−1))‖‖K‖‖e(x˜(s))− e(x˜(τi−1))‖eρsds
≤M(1 +K(1 +MA)‖Pt0‖eρmax‖Pt0‖)
∫ t
τi−1
ψ(s)eρsds
+M
∫ t
τi−1
ψ(s− ‖Pt0‖)eρsds
+N1(‖Pt0‖)‖Pt0‖
∫ t
τi−1
‖e(x˜(s))‖eρsds
+N2(‖Pt0‖)
∫ t
τi−1
‖u(x˜(s))− u(x˜(τi−1))‖eρsds
for all t ∈ [τi−1, τi) and i ∈ N where N1(‖Pt0‖) =
(LM (1 + Mu) + MMAKe
ρmax‖Pt0‖)K and N2(‖Pt0‖) =
MMFK‖Pt0‖eρmax‖Pt0‖. Let
‖Pt0‖ < η′0 < max{η ∈ (0, η∞] | N2(η) ≤ 1}.
Then,∫ t
τi−1
‖u(x˜(s))− u(x˜(τi−1))‖eρsds
≤ (1 +K(1 +MA)η
′
0e
ρmaxη
′
0)M
1−N2(η′0)
∫ t
τi−1
ψ(s)eρsds
+
M
1−N2(η′0)
∫ t
τi−1
ψ(s− η′0)eρsds
+
N1(η
′
0)
1−N2(η′0)
‖Pt0‖
∫ t
τi−1
φ˜(s)eρsds
=
∫ t
τi−1
(
C1ψ(s) + C2ψ(s− η′0) + C3‖Pt0‖φ˜(s)
)
eρsds
for all t ∈ [τi−1, τi) and i ∈ N.
Let
‖Pt0‖ ≤ η0 < min{η′0, 1/sr(Y−1Z)}
where
Y =

1 0 · · · 0
−M21k1k2ω2 1 · · · 0
...
...
. . .
...
−Ml1k1klωl −Ml2k2klωl · · · 1
 ∈ Rl×l,
Z = C3

MF1
k1ω1
MF1
k1ω1
· · · MF1k1ω1
MF2
k2ω2
MF2
k2ω2
· · · MF2k2ω2
...
...
. . .
...
MFl
klωl
MFl
klωl
· · · MFlklωl
 ∈ Rl×l,
and sr(·) is the spectral radius of a square matrix. Define
φˆa, γˆa, δˆa : [t0,∞)→ [0,∞) for a ∈ 1, l as:
γˆa(t) =
a−1∑
b=1
Mab(ψb(t) + kbφˆa(t)) + (1 +Maa)ψa(t)
δˆa(t) = MFa
(
C1ψ(t) + C2ψ(t− η′0) + C3η0
l∑
b=1
φˆb(t)
)
φˆa(t) = θ
′
ae
−kaωa(t−t0) +
∫ t
t0
(γˆa(s) + δˆa(s))e
−kaωa(t−s)ds.
Then, ˙ˆφa(t) = −kaωaφˆa(t) + γˆa(t) + δˆa(t),
φ˜a(t)− φˆa(t) ≤ (φ˜a(t0)− φˆa(t0))e−kaωa(t−t0)
+
∫ t
t0
(|γ˜a(s)| − γˆa(s))e−kaωa(t−s)ds
+
∫ t
t0
(|δ˜a(s)| − δˆa(s))e−kaωa(t−s)ds
≤
a−1∑
b=1
Mabkb
∫ t
t0
(φ˜b(s)− φˆb(s))ds
+MFaC3η0
l∑
b=1
∫ t
t0
(φ˜b(s)− φˆb(s))ds,
and ∫ t
t0
φˆa(s)ds =
1
kaωa
∫ t
t0
(
γˆa(s) + δˆa(s)− ˙ˆφa(s)
)
ds
≤
∫ t
t0
(ψˆa(s) + αˆa(t− s))ds
+
a−1∑
b=1
Mabkb
kaωa
∫ t
t0
φˆb(s)ds
+
MFaC3
kaωa
η0
l∑
b=1
∫ t
t0
φˆb(s)ds
for all a ∈ 1, l and t ∈ [t0,∞) where αˆa(t) = θ′ae−kaωat and
ψˆa(t) = (
∑a−1
b=1 Mabψb(t) + (1 +Maa)ψa(t) +MFaC1ψ(t) +
MFaC2ψ(t − η′0))/(kaωa). By the Gronwall’s inequality,∑l
a=1(φ˜a(t)− φˆa(t)) ≤ 0 and φ˜a(t) ≤ φˆa(t) for all a ∈ 1, l
and t ∈ [t0,∞).
Let φˆ = (φˆ1, . . . , φˆl), ψˆ = (ψˆ1, . . . , ψˆl), αˆ = (αˆ1, . . . , αˆl),
and X = Y − η0Z. Then, we have
X
∫ t
t0
φˆ(s)ds ≤
∫ t
t0
(ψˆ(s) + αˆ(t− s))ds
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for all t ∈ [t0,∞) where the symbol ≤ denotes the element-
wise order of two vectors. Since all off-diagonal entries of
X is negative, X is a Z-matrix. Since Y−1 and η0Z are
nonnegative, X is an M-matrix if and only if sr(η0Y−1Z) < 1
[29]. Since X is an M-matrix, X−1 is nonnegative. Therefore,
0 ≤ Φˆ = X−1 lim
t→∞
∫ t
t0
(ψˆ(s) + αˆ(t− s))ds <∞
and ∫ t
t0
φˆ(s)ds ≤ X−1
∫ t
t0
(ψˆ(s) + αˆ(t− s))ds ≤ Φˆ
for all t ∈ [t0,∞) where 0 ≤ Φˆ = (Φˆ1, . . . , Φˆl) <∞ denotes
0 ≤ Φˆa < ∞ for all a ∈ 1, l. It follows that
∫∞
t0
(γˆa(t) +
δˆa(t))dt <∞ and
lim
t→∞
∫ t
t0
(γˆa(s) + δˆa(s))e
−kaωa(t−s)ds = 0
for all a ∈ 1, l by the Lebesgue’s dominated convergence
theorem. Therefore, φ˜a(t) ≤ φˆa(t) → 0 as t → ∞ for all
a ∈ 1, l.
For every t, t′ ∈ [τi,∞) and i ∈ N, we have
‖q˜(t′)− q˜(t)‖
≤ ‖q˜(t′)− q˜(τi)‖+ ‖q˜(t)− q˜(τi)‖
≤ 2M
∫ ∞
τi
(
l∑
a=1
(ψa(s) + kaφ˜a(s))
2
)1/2
ds
+ 2
∫ ∞
τi
(
C1ψ(s) + C2ψ(s− η′0) + C3‖Pt0‖φ˜(s)
)
ds.
Since
∫∞
t0
ψa(t)dt < ∞ and
∫∞
t0
φ˜(t)dt ≤ ∫∞
t0
φˆa(t)dt <
∞, for every  ∈ (0,∞) there exists i ∈ N such that
‖q˜(t′) − q˜(t)‖ <  for all t, t′ ∈ [τi,∞). It follows that for
every divergent sequence t0 ≤ t1 < t2 < · · · , the sequence
{q˜(ti)} converges in Rn because it is Cauchy. Therefore, q˜(t)
converges to a point q˜∞ ∈ Rn as t→∞.
C. Stability
For each (t1, δ, η) ∈ [t0,∞) × (0, δ0] × (0, η0], we define
S˜(t1, δ, η) as the set of all approximated joint trajectories q˜′ :
[t1,∞)→ Rn of (4) with an initial value (t1, q˜′1) ∈ X given
by a partition Pt1 satisfying q˜
′
1 ∈ q(t1) + δBn and ‖Pt1‖ <
η. We study stability of approximated joint trajectories q˜′ ∈
S˜(t1, δ0, η0) on the joint trajectory q(t). Specifically, we will
find conditions for the following stability notions:
(S5) for every  ∈ (0,∞) there exist δ, η ∈ (0,∞) such that
‖q˜′(t)− q(t)‖ <  for all t1 ∈ [t0,∞), q˜′ ∈ S˜(t1, δ, η),
and t ∈ [t1,∞) (uniform stability);
(S6) (S5) holds and there exist δ′, η′ ∈ (0,∞) such that
‖q˜′(t) − q(t)‖ → 0 as t → ∞ for all t1 ∈ [t0,∞) and
q˜′ ∈ S˜(t1, δ′, η′) uniformly in t1, i.e., for each ′ > 0
there exists T ∈ (0,∞) such that ‖q˜′(t)−q(t)‖ < ′ for
all t1 ∈ [t0,∞), q˜′ ∈ S˜(t1, δ′, η′), and t ∈ [t1 + T,∞)
(uniform asymptotic stability);
(S7) there exist δ, η,M, ρ ∈ (0,∞) such that ‖q˜′(t)−q(t)‖ ≤
M‖q˜′(t1) − q(t1)‖e−ρ(t−t1) for all t1 ∈ [t0,∞), q˜′ ∈
S˜(t1, δ, η), and t ∈ [t1,∞) (exponential stability).
1) Uniform Stability: For each t1 ∈ [t0,∞) and q˜′ ∈
S˜(t1, δ0, η0), we define φ˜′a, ρ˜
′
a, γ˜
′
a, δ˜
′
a : [t1,∞) → R for
a ∈ 1, l as in (11) to (13) and (20) by replacing x(t) and x˜(t)
with x˜′(t) = (t, q˜′(t)). We also define ζ˜ ′ : [t1,∞)→ R as in
(16) by replacing φ′a with φ˜
′
a. Obviously, ζ˜
′ monotonically
decreases and converges to 0. We can prove, similarly as
before, that for every  ∈ (0,∞) there exists T ∈ (0,∞)
such that ζ˜ ′(t) <  for all t1 ∈ [t0,∞), q˜′ ∈ S˜(t1, δ0, η0), and
t ∈ [t1 + T,∞). For each t1 ∈ [t0,∞) and q˜′ ∈ S˜(t1, δ0, η0),
we write P ′t1 = {t1 = τ ′0 < τ ′1 < τ ′2 < · · · } to denote the
partition of [t1,∞) that generates q˜′.
Let  ∈ (0,∞) be arbitrary. There exists δ ∈ (0, δ0]
satisfying ‖q′(t) − q(t)‖ < min{δ0, /2} for all t1 ∈
[t0,∞), q′ ∈ S(t1, δ), and t ∈ [t1,∞) by Theorem 4. Let
t1 ∈ [t0,∞) and q˜′ ∈ S˜(t1, δ, η0) be arbitrary. There exists
q′ ∈ S(t1, δ) satisfying q˜′(t1) = q′(t1). We proved that
there exist q′∞, q˜
′
∞ ∈ Rn such that ‖q′(t) − q′∞‖ → 0
and ‖q˜′(t) − q˜′∞‖ → 0 as t → ∞. So, we can write
q′∞ = q
′(t1) +
∫∞
t1
q˙′(t)dt and q˜′∞ = q˜
′(t1) +
∫∞
t1
˙˜q(t)dt.
Then,
‖q′(t)− q′∞‖ ≤
∫ ∞
τ ′i
‖u(s,q′(s))‖ds ≤Mζ ′(τ ′i)
and
‖q˜′(t)− q˜′∞‖
≤
∫ ∞
τ ′i
‖ ˙˜q′(s)− u(s, q˜′(s))‖ds+
∫ ∞
τ ′i
‖u(s, q˜′(s))‖ds
≤
∫ ∞
τ ′i
(
C1ψ(s) + C2ψ(s− η′0) + C3η0φ˜′(s)
)
ds+Mζ˜ ′(τ ′i)
for all t ∈ [τ ′i , τ ′i+1] and i ∈ N where φ˜′ = ‖(φ˜′1, . . . , φ˜′l)‖.
Since
∫∞
t
φ˜′(s)ds ≤ ∑la=1 ∫∞t φˆa(s − t1 + t0)ds → 0 as
t→∞, there exists T ∈ (0,∞) that only depends on  such
that ‖q′(t) − q′∞‖ < /10 and ‖q˜′(t) − q˜′∞‖ < /10 for all
t ∈ [t1 + T,∞). Let
‖P ′t1‖ < η = min
{
η0,
/10
(1 +Mu)T (eTLu − 1)
}
.
Then, ‖q′(t)− q˜′(t)‖ < /10 for all t ∈ [t1, t1 + T ] and
‖q′(t)− q˜′(t)‖ ≤ ‖q′(t)− q′∞‖+ ‖q′∞ − q′(t1 + T )‖
+ ‖q′(t1 + T )− q˜′(t1 + T )‖+ ‖q˜′(t1 + T )− q˜′∞‖
+ ‖q˜′∞ − q˜′(t)‖ < /2
for all t ∈ (t1 + T,∞). Therefore,
‖q˜′(t)− q(t)‖ ≤ ‖q˜′(t)− q′(t)‖+ ‖q′(t)− q(t)‖ < 
for all t ∈ [t1,∞).
2) Uniform Asymptotic Stability: Assume (A9) and let  ∈
(0,mC/(LFMR)). By the uniform stability, there exist δ ∈
(0, δ0] and η ∈ (0, η0] satisfying ‖q˜′(t)− q(t)‖ < min{δ0, }
for all t1 ∈ [t0,∞), q˜′ ∈ S˜(t1, δ, η), and t ∈ [t1,∞). Then,
x(t), x˜′(t) = (t, q˜′(t)) ∈ {t} × (q(t) + δ0Bn) ⊂ gr(Θ) for
all t ∈ [t1,∞). Let ′ ∈ (0,∞) be arbitrary. Since φˆa(t) +
φ¯a(t)→ 0 as t→∞ for all a ∈ 1, l, there exists T ∈ (0,∞)
satisfying
∑l
a=1(φˆa(t) + φ¯a(t)) < 
′C/2 for all t ∈ [t0 +
T,∞). By replacing x′(t) with x˜′(t) in (17), we have ‖q˜′(t)−
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q(t)‖ ≤ C−1
∑l
a=1(φ˜
′
a(t)+φa(t)) ≤ C−1
∑l
a=1(φˆa(t− t1 +
t0) + φ¯a(t− t1 + t0)) < ′ for all t ∈ [t1 + T,∞).
3) Exponential Stability: Assume (A10). Let η ∈ (0, η0]
and ρ ∈ (0,min{k1ω1, . . . , klωl}) be such that
sr(Y−1(ηZ + ρZ˜)) < 1
where Z˜ = diag(1/(k1ω1), . . . , 1/(klωl)) ∈ Rl×l. Let X˜ =
Y− ηZ− ρZ˜, Φ˜ = Il + Z˜−1(Il −Y + ηZ)X˜−1Z˜, and φ˜′ =
(φ˜′1, . . . , φ˜
′
l). Then, we can check, similarly as before, that X˜
is an M-matrix,∫ t
t1
φ˜
′
(s)eρ(s−t1)ds ≤ X˜−1Z˜φ˜′(t1),
and
φ˜
′
(t) ≤ Φ˜φ˜′(t1)e−ρ(t−t1)
for all t1 ∈ [t0,∞), q′ ∈ S˜(t1, δ0, η), and t ∈ [t1,∞) from∫ t
t1
φ˜′a(s)e
ρ(s−t1)ds
≤ 1
kaωa
∫ t
t1
(
|γ˜′a(s)|+ |δ˜′a(s)|
)
eρ(s−t1)ds
+
ρ
kaωa
∫ t
t1
φ˜′a(s)e
ρ(s−t1)ds+
φ˜′a(t1)
kaωa
≤
a−1∑
b=1
Mabkb
kaωa
∫ t
t1
φ˜′b(s)e
ρ(s−t1)ds
+
ηMFaC3
kaωa
l∑
b=1
∫ t
t1
φ˜′b(s)e
ρ(s−t1)ds
+
ρ
kaωa
∫ t
t1
φ˜′a(s)e
ρ(s−t1)ds+
φ˜′a(t1)
kaωa
and
φ˜′a(t)e
ρ(t−t1) ≤ φ˜′a(t1) +
∫ t
t1
(|γ˜′a(s)|+ |δ˜′a(s)|)eρ(s−t1)ds
≤ φ˜′a(t1) +
a−1∑
b=1
Mabkb
∫ t
t1
φ˜′b(s)e
ρ(s−t1)ds
+ ηMFaC3
l∑
b=1
∫ t
t1
φ˜′b(s)e
ρ(s−t1)ds.
Fix  ∈ (0,mC/(LFMR)). By the uniform stability, there
exists δ ∈ (0, δ0] satisfying ‖q˜′(t) − q(t)‖ < min{δ0, } for
all t1 ∈ [t0,∞), q˜′ ∈ S˜(t1, δ, η), and t ∈ [t1,∞). Similarly
as in (17) and (18), we can show
‖q˜′(t)− q(t)‖ ≤ C−1 Lf‖Φ˜‖‖q˜′(t1)− q(t1)‖e−ρ(t−t1)
for all t1 ∈ [t0,∞), q˜′ ∈ S˜(t1, δ, η), and t ∈ [t1,∞).
We summarize analysis results of task convergence and
stability in discrete time as follows:
Theorem 5. Assume (A1) to (A6) and let q : [t0,∞) →
Rn be such that q(t0) = q0 and q˙(t) = u(t,q(t)) for
all t ∈ (t0,∞); existence and uniqueness of such q is
guaranteed by Theorem 4. Assume additionally (A11). Then,
for every T ∈ (0,∞) there exists ηT ∈ (0,∞) such that
‖pa(t) − fa(t, q˜(t))‖ < θa for all a ∈ 1, l, q˜ ∈ S˜(ηT ),
and t ∈ [t0,∞). Also, for every T,  ∈ (0,∞) there exists
ηT, ∈ (0,∞) such that ‖q˜(t)−q(t)‖ <  for all q˜ ∈ S˜(ηT,)
and t ∈ [t0, t0 + T ]. Assume additionally (A8). Then, there
exists η∞ ∈ (0,∞) such that ‖pa(t) − fa(t, q˜(t))‖ < θa for
all a ∈ 1, l, q˜ ∈ S˜(η∞), and t ∈ [t0,∞). Assume additionally
(A7) and (A12). Then, there exists η0 ∈ (0, η∞) such that for
every q˜ ∈ S˜(η0), we have
∫∞
t0
‖pa(t) − fa(t, q˜(t))‖dt < ∞
and ‖pa(t) − fa(t, q˜(t))‖ → 0 as t → ∞ for all a ∈ 1, l
and there exists q˜∞ ∈ Rn such that ‖q˜(t) − q˜∞‖ → 0
as t → ∞. Various stability notions of approximated joint
trajectories on the joint trajectory q(t) can be satisfied by the
following conditions:
1) (A1) to (A12) except for (A9) and (A10) imply (S5);
2) (A1) to (A12) except for (A10) imply (S6);
3) (A1) to (A12) imply (S7).
V. PRECONDITIONING
In this section, we discuss how preconditioning can be used
to overcome a limitation of the PIK problem. The a-th error
dynamics (9) can be rewritten as
e˙a = −kaAaaea + (Ima −Aaa)p˙′a −
a−1∑
b=1
Aab(p˙
′
b + kbeb).
The first term on the right hand side is the feedback that pushes
ea to zero, the second is the disturbance generated from the
imperfect inversion, and the third is the influence from higher
priority tasks. It is apparent that we have the best result when
Aaa(x) = Ima and Aab(x) = 0 for all 1 ≤ b < a ≤ l and
x ∈ X but it is not possible in general. Then, we should try
to make Aaa(x) ≈ Ima and Aab(x) ≈ 0 on some domain,
e.g., gr(Θ) in this paper, where existence of joint trajectories
is guaranteed. Indeed, the condition Aab(x) ≈ 0 is crucial in
order to overcome a limitation of the PIK problem. To see
this, observe from (A6) that the lower bound of ka contains∑a−1
b=1 kbMabθb/(θ
′
aωa) such that if Mab  0, then ka tends to
increase as a increases. It can be interpreted that if Mab  0,
then there is a large influence from higher priority tasks such
that a large feedback gain ka is necessary to cancel it out. It
results that the upper bound of ‖u(t,q(t))‖, defined as Mu =
M(Mp+(
∑l
a=1 k
2
aθ
2
a)
1/2), becomes large if l becomes large.
Then, we can observe from (19) or (21) that ‖Pt0‖ tends to
decrease as l increases. However, we cannot decrease ‖Pt0‖
arbitrarily in most practical applications by various reasons,
e.g., round-off error, limited computation time, etc. Usually,
Pt0 is predefined as {t0, t0 +η, t0 +2η, . . . } with a fixed time
step η ∈ (0,∞) in the real-time applications. Thus, the number
of tasks is restricted in most practical cases. We may alleviate
this limitation by preconditioning Fq properly. Our goal of
preconditioning is to make C(x) ≈ Im such that Aab(x) ≈
0 for 1 ≤ b < a ≤ l. To measure how a nonzero square
matrix is close to a diagonal matrix, we define a function
dn : {all nonzero square matrices} → [0, 1], which we call
diagonalization number, as
dn([mij ]) =
∑
am
2
aa∑
a,bm
2
ab
=
∑
am
2
aa∑
a σ
2
a([mij ])
.
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Obviously, [mij ]→ I as dn([mij ])→ 1 and mii → 1 for all
i. We denote the range space and the null space of matrices
as R(·) and N (·), respectively.
A. Analysis of Preconditioning
Let J¯ ∈ Rm×n with m ≤ n and r = rank(J¯). Let J¯ = C¯ˆ¯J
be the reduced QR decomposition of J¯T given by [18, Lemma
1] and J¯ = UΣ¯V¯T = U
[
Σ¯m 0
] [
V¯m V¯n−m
]T
=
UΣ¯mV¯
T
m be the singular value decomposition satisfying
R(ˆ¯JT ) = R(V¯m) where U, Σ¯m, C¯ = [c¯ij ] ∈ Rm×m,
Σ¯, V¯Tm,
ˆ¯J ∈ Rm×n, and V¯ ∈ Rn×n. Such singular value
decomposition always exists because we can freely choose
right-singular vectors that correspond to the zero singular
values from N (J¯). Let V¯C = ˆ¯JV¯m. Since R(ˆ¯JT ) = R(V¯m)
is assumed, we have V¯CV¯TC = V¯
T
CV¯C = Im and find the
singular value decomposition C¯ = UΣ¯mV¯TC .
Let w ∈ (0,∞). We define the preconditioner R ∈ Rn×n
from the Cholesky decomposition W = J¯T J¯+w2In = RTR
as in [30] where W is symmetric and positive definite and R
is upper triangular with positive diagonals. Define J = J¯R−1
and let R = URΣRVTR be the singular value decomposition.
Then, we find the eigenvalue decomposition W = V¯(Σ¯T Σ¯+
w2In)V¯
T = VRΣ
2
RV
T
R. Since eigenvalues of W are listed
in decreasing order, we have
ΣR = (Σ¯
T
Σ¯ + w2In)
1/2 =
[
(Σ¯
2
m + w
2Im)
1/2 0
0 wIn−m
]
.
Let σR,a be the a-th diagonal entry of ΣR and v¯a and
vR,a be the a-th columns of V¯ and VR, respectively. If two
consecutive eigenvalues of W are distinctive (σ2R,a 6= σ2R,a+1),
then we have
[
v¯a v¯a+1
]T [
vR,a vR,a+1
]
= diag(±1,±1)
because the eigenspaces that correspond to different eigen-
values are orthogonal [31]. If there are repeated eigenvalues
(σ2R,a = σ
2
R,a+1), then we can write diag(σ
−1
R,a, σ
−1
R,a+1) =
σ−1R,aI2. From these properties, we can derive (V¯
TVR)Σ
−1
R =
Σ−1R (V¯
TVR) and J = J¯R−1 = U(Σ¯Σ−1R )(URV
T
RV¯)
T .
Define Σ = Σ¯Σ−1R and V = URV
T
RV¯. Let σ¯a and
σa be the a-th diagonal entries of Σ¯ and Σ, respectively.
Then, σa = σ¯a/
√
σ¯2a + w
2 is nonnegative and monotonically
increasing with respect to σ¯a. Since V is orthogonal, we
have the singular value decomposition J = UΣVT =
U
[
Σm 0
] [
Vm Vn−m
]T
= UΣmV
T
m where Σm =
Σ¯m(Σ¯
2
m + w
2Im)
−1/2.
Let J = CJˆ be the reduced QR decomposition of JT
given by [18, Lemma 1] where C = [cij ] ∈ Rm×m and
Jˆ ∈ Rm×n. C¯ and C have same zero diagonal entries because
right multiplying J¯ by R−1 does not change linear dependence
of two rows of J¯. Construct Cr ∈ Rm×r by removing zero
columns from C and Jˆr ∈ Rr×n by removing rows from Jˆ
that correspond to zero columns of C such that J = CrJˆr.
Let Ur be the left (m × r) block of U; Σ¯r and Σr be the
top left (r × r) blocks of Σ¯ and Σ, respectively; and Vr be
the left (n × r) block of V such that J = UrΣrVTr and
Σr = Σ¯r(Σ¯
2
r +w
2Ir)
1/2. Then, Cr = UrΣr(JˆrVr)T . Since
R(JT ) = R(JˆTr ) = R(Vr), JˆrVr is orthogonal and we can
derive
CCT = CrC
T
r
= UrΣ¯r(Σ¯
2
r + w
2Ir)
−1Σ¯rUTr
= UΣ¯m(Σ¯
2
m + w
2Im)
−1Σ¯mUT
= C¯(C¯T C¯ + w2Im)
−1C¯T .
Since C¯T C¯+w2Im is symmetric and positive definite, we can
consider the reverse Cholesky decomposition C¯T C¯+w2Im =
C˜T C˜ where C˜ = [c˜ij ] ∈ Rm×m is lower triangular with pos-
itive diagonals. Then, we have CCT = (C¯C˜−1)(C¯C˜−1)T .
Observe that if c¯aa = 0, then all entries of the a-th column
and row of C¯T C¯+w2Im are zeros except for the a-th diagonal
that is w2, so all entries of the a-th columns of C˜ and C˜−1
are zeros except for a-th diagonals that are w for C˜ and 1/w
for C˜−1.
We prove C = C¯C˜−1 by induction. It is obvious if
m = 1. Assume that it holds for some m − 1 ≥ 1.
Let A =
[
a1 · · · am−1
] ∈ R(m−1)×(m−1) and b =
(b1, . . . , bm−1) ∈ R1×(m−1) be such that C =
[
A 0
b cmm
]
.
A¯, b¯, A˜, and b˜ have the same meaning for C¯ and C˜. From
CCT = (C¯C˜−1)(C¯C˜−1)T and
C¯C˜−1 =
[
A¯ 0
b¯ cmm
] [
A˜−1 0
1
c˜mm
b˜A˜−1 1c˜mm
]
=
[
A¯A˜−1 0(
b¯ + c¯mmc˜mm b˜
)
A˜−1 c¯mmc˜mm
]
,
we find the next three relations:
AAT = (A¯A˜−1)(A¯A˜−1)T
bAT = bˆ(A¯A˜−1)T
bbT + c2mm = bˆbˆ
T +
c¯2mm
c˜2mm
where bˆ = (bˆ1, . . . , bˆm−1) =
(
b¯ + c¯mmc˜mm b˜
)
A˜−1. By the
assumption, the first and second relations give A = A¯A˜−1
and A(b − bˆ)T = ∑m−1a=1 aa(ba − bˆa) = 0. If caa = 0 for
some a ∈ 1,m− 1, then ba = b¯a = b˜a = bˆa = 0 because
all entries of the a-th columns of C and C¯ are zeros and all
entries of the a-th columns of C˜ and C˜−1 are zeros except
for the a-th diagonal. So, we find b = bˆ from
A(b− bˆ)T =
∑
caa 6=0
a∈1,m−1
(ba − bˆa)aa = 0
because {aa | caa 6= 0, a ∈ 1,m− 1} is linearly independent.
Then, the third relation gives cmm = c¯mm/c˜mm. Therefore,
C = C¯C˜−1.
We find bounds and tendencies of c2aa and dn(C) when
w → ∞ or w → 0. Let C˜ = U˜Σ˜V˜T be the singular value
decomposition. Then, WC = C¯T C¯ + w2Im = C˜T C˜ can
be written as WC = V¯C(Σ¯
2
m + w
2Im)V¯
T
C = V˜Σ˜
2
V˜T
using C¯ = UΣ¯mV¯TC . Similarly as before, we find Σ˜ =
(Σ¯
2
m + w
2Im)
1/2 and the singular value decomposition of
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C = C¯C˜−1 as C = U(Σ¯mΣ˜
−1
)(U˜V˜T V¯C)
T = UΣmV
T
C .
Let C¯a:a′,b:b′ and C˜a:a′,b:b′ be the blocks of C¯ and C˜ with the
top left entries c¯a,b and c˜a,b and the bottom right entries c¯a′,b′
and c˜a′,b′ , respectively. By expanding C¯T C¯+w2Im = C˜T C˜,
we find a set of relations
c˜2aa = c¯
2
aa + w
2 + ‖d¯a‖2 − ‖d˜a‖2
C˜Ta d˜a = C¯
T
a d¯a
C˜Ta C˜a = C¯
T
a C¯a + w
2Im−a
for a ∈ 1,m where d¯a = C¯a+1:m,a:a, d˜a = C˜a+1:m,a:a,
C¯a = C¯a+1:m,a+1:m, C˜a = C˜a+1:m,a+1:m, and d¯m =
d˜m = C¯m = C˜m = I0 = 0. Let C¯a = U¯CaΣ¯CaV¯
T
Ca
and C˜a = U˜CaΣ˜CaV˜
T
Ca
be the singular value decom-
positions. Similarly as before, we find Σ˜Ca = (Σ¯
2
Ca +
w2Im−a)1/2 > 0 from the third relation. So, C˜Ta is in-
vertible and we can rewrite the second relation as d˜a =(
U¯Ca(Σ¯CaΣ˜
−1
Ca)(U˜CaV˜
T
Ca
V¯Ca)
T
)T
d¯a and find the bounds
of ν2a = ‖d¯a‖2 − ‖d˜a‖2 as
ν2a =
w2‖d¯a‖2
σ2max(C¯a) + w
2
≤ ν2a ≤
w2‖d¯a‖2
σ2min(C¯a) + w
2
= ν2a. (22)
From C = C¯C˜−1 and the first relation, we can write c2aa =
c¯2aa/c˜
2
aa = c¯
2
aa/(c¯
2
aa + w
2 + ν2a). Then, we have
dn(C) =
∑m
a=1 c
2
aa∑m
a=1 σ
2
a
=
∑m
a=1
c¯2aa
c¯2aa+w
2+ν2a∑m
a=1
σ¯2a
σ¯2a+w
2
where σa and σ¯a be the a-th singular values of C and C¯,
respectively. We can find the bounds of c2aa from (22) as
α2a =
c¯2aa
c¯2aa + w
2 + ν2a
≤ c2aa ≤
c¯2aa
c¯2aa + w
2 + ν2a
= β2a
and the bounds of dn(C) as
1
ρ2
m∑
a=1
α2a ≤ dn(C) ≤
1
ρ2
m∑
a=1
β2a
where ρ2 =
∑m
a=1 σ¯
2
a/(σ¯
2
a + w
2). Since ν2a → ‖d¯a‖2 and
ν2a/w
2 → 0 as w →∞, we have
lim
w→∞ c
2
aa = lim
w→∞
c¯2aa
c¯2aa + w
2 + ν2a
= 0
lim
w→∞ dn(C) = limw→∞
∑m
a=1
c¯2aa
c¯2aa/w
2+1+ν2a/w
2∑m
a=1
σ¯2a
σ¯2a/w
2+1
= dn(C¯).
If r = m, then c¯aa > 0 and σmin(C¯a) > 0 that leads to
ν2a → 0 as w → 0, so we have
lim
w→∞ c
2
aa =
c¯2aa
c¯2aa
= 1
lim
w→∞dn(C) =
∑m
a=1 c¯
2
aa/c¯
2
aa∑m
a=1 σ¯
2
a/σ¯
2
a
= 1.
We summarize analysis results of preconditioning as follows:
Theorem 6. Let J¯ = C¯ˆ¯J ∈ Rm×n be the reduced QR
decomposition given by [18, Lemma 1] with m ≤ n;
J¯T J¯ + w2In = R
TR be the Cholesky decomposition with
w ∈ (0,∞) and an upper triangular matrix R ∈ Rn×n
whose diagonals are positive; and J = J¯R−1 = CJˆ be the
reduced QR decomposition given by [18, Lemma 1]. Then, the
preconditioning of J¯ by R has the following properties:
1) α2a ≤ c2aa ≤ β2a and
1
ρ2
m∑
a=1
α2a ≤ dn(C) ≤
1
ρ2
m∑
a=1
β2a;
2) c2aa → 0 and dn(C)→ dn(C¯) as w →∞;
3) if rank(J¯) = m, then c2aa → 1 and dn(C) → 1 as
w → 0.
where c¯aa and caa are the a-th diagonals of C¯ and C, respec-
tively, σ¯a is the a-th singular value of J¯, νa and νa are as in
(22), α2a = c¯
2
aa/(c¯
2
aa +w
2 + ν2a), β
2
a = c¯
2
aa/(c¯
2
aa +w
2 + ν2a),
and ρ2 =
∑m
a=1 σ¯
2
a/(σ¯
2
a + w
2).
Corollary 7. Let 1 ≤ a ≤ a′ ≤ m and 1 ≤ b ≤ b′ ≤ m.
The preconditioning given by Theorem 6 has the following
properties:
1) |cab| < 1;
2) ‖Ca:a′,b:b′‖ < 1;
3) ‖Ca:a′,b:b′‖1 < a′ − a+ 1;
4) ‖Ca:a′,b:b′‖∞ < b′ − b+ 1;
5) ‖Ca:a′,b:b′‖F < min{
√
a′ − a+ 1,√b′ − b+ 1}.
Proof. From the singular value decomposition C =
UΣmV
T
C , we can write cab = uaΣmv
T
C,b where ua and vC,b
are the a-th and b-th rows of U and VC , respectively. Then,
|cab| ≤ ‖ua‖‖Σm‖‖vC,b‖ = σmax(Σm) = σ¯1/
√
σ¯21 + w
2 <
1. Similarly, ‖Ca:a′,b:b′‖ = ‖Ua:a′,1:mΣmVTC,b:b′,1:m‖ ≤
‖Ua:a′,1:m‖‖Σm‖‖VC,b:b′,1:m‖ < 1. The rest of the prop-
erties are directly obtained from the first two properties by
definitions.
Let J¯ = Fq : X → Rm×n with m ≤ n be con-
tinuous on X and w ∈ (0,∞). We recall that a matrix-
valued function is continuous if and only if all entries are
continuous. Also, the pseudoinverse of a continuous matrix-
valued function is continuous at a point if and only if the
function has a local constant rank [32]. Define a preconditioner
function Rw : X → Rn×n from the Cholesky decomposition
Ww(x) = (J¯
T J¯)(x) +w2In = (R
T
wRw)(x) for each x ∈ X
where Rw(x) is upper triangular with positive diagonals.
Since the algorithm to find the Cholesky decomposition con-
sists of continuous functions of continuous entries of Ww,
Rw is continuous on X and so are R−1w and Jw = J¯R
−1
w .
Define G = {x ∈ X | rank(J¯(x)) = m}. Observe that
G ⊂ X is open because J¯ is continuous on X . Since the
preconditioning does not change linear dependence of rows of
J¯, G = {x ∈ X | rank(Jw(x)) = m} for all w ∈ (0,∞). If
x ∈ G, then the reduced QR decompositions J¯(x) = (C¯ˆ¯J)(x)
and Jw(x) = (CwJˆw)(x) can be found by the modified
Gram-Schmidt orthogonalization that consists of continuous
functions of continuous entries of J¯ and Jw. Thus, C¯ = [c¯ij ]
and Cw = [cw,ij ] are continuous on G for all w ∈ (0,∞).
The next corollary shows that Cw converges to Im uniformly
on any compact set Ω ⊂ G as w → 0.
15
Corollary 8. For every compact set Ω ⊂ G and every  > 0
there exists w0 ∈ (0,∞) such that if w ∈ (0, w0), a ∈ 1,m,
and x ∈ Ω, then |1−c2w,aa(x)| <  and |1−dn(Cw(x))| < .
Proof. Let Ω ⊂ G be a compact set and  ∈ (0, 1) be arbitrary.
Since C¯ is continuous and rank(C¯(x)) = m on the compact
set Ω, there exists mΩ ∈ (0,∞) satisfying σmin(C¯(x)) ≥ mΩ
for all x ∈ Ω. Let w0 = mΩ(/(1− ))1/2. Then,
|1− c2w,aa(x)| ≤ 1− σ2min(Cw(x)) ≤ 1−
m2Ω
m2Ω + w
2
< 
and
|1− dn(Cw(x))| ≤ 1
m
m∑
a=1
(1− c2w,aa(x)) < 
for all w ∈ (0, w0), a ∈ 1,m, and x ∈ Ω.
B. Effect of Preconditioning
It would be interesting to see the effect of preconditioning
on a specific PIK solution. Let u = R−1JˆTCTD(p˙
′+Ke); the
proper objective function pi that generates this PIK solution
can be found in [18]. In many practical applications, we
could reasonably assume that f is linearly bounded and twice
differentiable; the derivatives of f are bounded; f(t, ·) = f(0, ·)
for all t ∈ R; and m = n. In such a case, we write
f(q) = f(t,q) and Fq(q) = Fq(t,q) for the sake of simplicity
in the notation. We need to define a desired task trajectory
p : R → Rm and a set-valued map Θ : R → 2Rn that
satisfy (A1), (A2), and (A3). Let Θ0 ⊂ Rn be a compact
and convex set and rΘ ∈ (0,∞) be such that int(Θ0) 6= ∅;
f is one-to-one on Θ0 + rΘBn; and rank(Fq(q)) = m for
all q ∈ Θ0. Since f(int(Θ0)) is open [26, Theorem 9.25],
there exist pˆ = (pˆ1, . . . , pˆl) ∈ Rm and θ ∈ (0,∞) satisfying×la=1(pˆa + θBma) ⊂ f(Θ0). Since f is assumed to be one-
to-one on Θ0 +rΘBn, we have×la=1(pˆa+θBma)∩ f((Θ0 +
rΘBn) \Θ0) = ∅. Let p(t) ≡ pˆ and Θ(t) ≡ Θ0.
Let Fq = C¯ˆ¯J be the reduced QR decomposition given by
[18, Lemma 1]. Since C¯ is continuous and rank(C¯(q)) = m
on the compact set Θ0, there exist MΘ,mΘ ∈ (0,∞) satis-
fying ‖Fq(q)‖ = ‖C¯(q)‖ ≤ MΘ and σmin(C¯(q)) ≥ mΘ
for all q ∈ Θ0. Then, mΘ ≤ c¯aa(q) ≤ MΘ for all
a ∈ 1,m and q ∈ Θ0 by the Weyl’s product inequality. Also,
mΘ ≤ σi(C¯aa(q)) ≤ MΘ for all a ∈ 1, l, i ∈ 1,ma, and
q ∈ Θ0 because C¯aa and C¯−1aa are the a-th diagonal block
of C¯ and C¯−1, respectively. Let w ∈ (0,∞) be arbitrary,
W = FTq Fq+w
2In = R
TR be the Cholesky decomposition,
and J = FqR−1 = CJˆ be the reduced QR decomposition
given by [18, Lemma 1]. Then, 1 > c2aa(q), σ
2
a(C(q)) ≥
σ2min(C(q)) ≥ ω = m2Θ/(m2Θ + w2) for all a ∈ 1,m
and q ∈ Θ0. It follows that σmin(Caa(q)) ≥
√
ω and
(Aaa + A
T
aa)(q) − 2ωIma ≥ 0 for all a ∈ 1, l and q ∈ Θ0.
Obviously, L = Im is Lipschitz and bounded. Let θ′ ∈ (0, θ),
t0 ∈ R, and q0 ∈ Θ0 be such that ‖pˆa − fa(q0)‖ < θ′ for all
a ∈ 1, l. Let LΘ ∈ (0,∞) be such that ‖DqFq(q)‖ ≤ LΘ
for all q ∈ Θ0 where DqFq = ∂Fq/∂q. Since Θ0 is
convex, Fq is Lipschitz on Θ0 with the Lipschitz constant LΘ.
From ‖Aab(q)‖ ≤ ‖Cab(q)‖ ≤ ‖C(q)‖F
√
1− dn(C(q)) ≤
√
m(1− ω) for all a ∈ 1, l, b ∈ 1, a− 1, and q ∈ Θ0,
one can easily check that (A6) can be satisfied by letting
ka = k(1 + θ
√
m(1− ω)/(θ′ω))a−1 for a ∈ 1, l with
an arbitrary k ∈ (0,∞). Therefore, there exists a unique
q : [t0,∞) → Rn satisfying q(t0) = q0 and q˙(t) = u(q(t))
for all t ∈ (t0,∞) such that ‖pˆa − fa(q(t))‖ < θ′ for all
a ∈ 1, l and t ∈ [t0,∞) by Theorem 4.
Since ‖(R−1JˆTCTDL)(q)‖ ≤ (m2Θ + w2)−1/2 for all q ∈
Rn and ka → k as w → 0 for all a ∈ 1, l, we have ‖u(q)‖ ≤
Mu = θ(
∑l
a=1 k
2
a)
1/2/
√
m2Θ + w
2 → θk√l/mΘ as w → 0
for all q ∈ Θˆ0 = {q′ ∈ Θ0 | fa(q′) ∈ pˆa + θBma , a ∈ 1, l}.
Define Φu : [mijk] 7→ [uijk] and Φl : [mijk] 7→ [lijk] as:
uijk =

mijk, i < j
miik/2, i = j
0, i > j
, lijk =

0, i < j
miik/2, i = j
mijk, i > j
for all three dimensional arrays [mijk], [uijk], and [lijk] with
the same dimension. As in [33], we can derive DqR−1(q) =
−(R−1Φu(A + AT ))(q), DqC(q) = (CΦl(B + BT ))(q),
and DqJˆ(q) = (C−1DqFqR−1 − JˆΦu(A + AT ) − Φl(B +
BT )Jˆ)(q) for all q ∈ Θ0 where A = R−TDqFTq J and B =
(C−1 − CT )DqFqR−1JˆT . Then, ‖Dq(R−1JˆTCTD)(q)‖ ≤
LM = LΘ(m
−1
Θ (m
2
Θ + w
2)−1/2 + 2(m2Θ + w
2)−1 +√
2nw2m−1Θ (m
2
Θ + w
2)−3/2) and ‖Dqu(q)‖ ≤ Lu =
kl(θLM
√
l + MΘ(m
2
Θ + w
2)−1/2) → k(3θLΘ
√
lm−2Θ +
MΘm
−1
Θ ) as w → 0 for all q ∈ Θˆ0. If we let MFa = MΘ,
then we can find that, as w → 0, the upper bound of η∞ in
(21) converges to
θ − θ′
MΘ
(
MΘ
mΘ
+ 3θLΘ
√
l
m2Θ
)(
1 + θk
√
l
mΘ
) .
In order to justify this result, we also find the upper bound
of η∞ when there is no preconditioning. Let R = In and
ω = m2Θ. It is not difficult to see that (Aaa + A
T
aa)(q) −
2ωIma ≥ 0 for all a ∈ 1, l and q ∈ Θ0. (A6) can
be rewritten as k1 > 0 and ka >
∑a−1
b=1 kbMab/m
2
Θ for
a ∈ 2, l. It would be important to find a tight upper bound
Mab ∈ (0,∞) for a, b ∈ 1, l satisfying ‖Aab(q)‖ =
‖(C¯abC¯Tbb)(q)‖ ≤ Mab for all q ∈ Θ0, not to increase ka
too much. Let k = min{k1, . . . , kl}. We have ‖u(q)‖ ≤
Mu = θMΘ(
∑l
a=1 k
2
a)
1/2 for all q ∈ Θˆ0. Similarly as before,
we can find DqC¯(q) = (C¯Φl(C¯−1Dq(FqFTq )C¯
−T ))(q) and
Dq
ˆ¯J(q) = Dq(C¯
−1Fq)(q) for all q ∈ Θ0. From this, we can
formulate ‖Dq(ˆ¯JT C¯TD)(q)‖ ≤ LM = (1 +
√
2n)MΘLΘ/mΘ
and ‖Dqu(q)‖ ≤ Lu = ‖K‖(θLM
√
l +M2Θ) for all q ∈ Θˆ0.
By using (
∑l
a=1 k
2
a)
1/2 > k(
∑l
a=1(
∑a−1
b=1 Mab)
2)1/2/m2Θ,
we can find that the upper bound of η∞ in (21) is less than
or equal to
θ − θ′
MΘ
(
MΘ
mΘ
+ (1+
√
2n)θLΘ
√
l
m2Θ
)(
1 + θ‖K‖
√
S
mΘ
)
where S =
∑l
a=1(
∑a−1
b=1 Mab)
2. Observe that if l, S  0,
then ‖K‖ becomes much bigger than k. Therefore, if l, n, S 
0 and w  1, then the preconditioning given by Theorem 6
makes the upper bound of η∞ in (21) higher than the one
without preconditioning.
16
VI. CONCLUSION
We have presented a method that guarantees that a joint
trajectory generated from a class of PIK solutions exists
uniquely and stays in a nonsingular configuration space. So
far as we know, this is the first time in the study of the
PIK problem that a joint trajectory is guaranteed to have
this property. Based on this result, we could find incremental
sufficient conditions for task convergence, stability, uniform
stability, uniform asymptotic stability, and exponential stability
in continuous time. We further extended the study to discrete
time on the consideration of practical applications by finding
incremental sufficient conditions for task convergence, uni-
form stability, uniform asymptotic stability, and exponential
stability. The analysis results in discrete time show that the
total number of tasks is limited in the practical applications.
We analyzed preconditioning and showed how preconditioning
can be used in order to overcome this limitation.
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