I'ro. 13. EGect of association unit removal on trained "E"-"X" discrimination.
simple perceptron of Fig. 4 is no longer adequate. We shall find certain temporal e8ects in the paper which follows, but for others it is necessary to introduce time delays into the system. ' A speech recognizing perceptron which utilizes such delays is currently being built at Cornell University.
Other activities now in progress' include quantitative studies of cross-coupled and multi-layer systems (by means of analysis and digital simulation), studies of selective attention mechanisms, the effects of geometric constraints on network organization, new types of reinforcement rules, and attempts at relating this research to biological data. Work is also in progress on development of electrolytic and other low-cost integrating devices and additional electronic components necessary for the construction of large-scale physical models.
It is clear that we HE preceding paper' presented motivation and background for the general subject of perceptrons and gave some analysis and results for a simple threelayer perceptron. While it has been shown there that it is possible to associate any arbitrary set of responses to an arbitrary set of stimuli in a simple three-layer perceptron, such a perceptron characteristically requires a large representative sample of each kind of pattern (e.g. , letters "A" and "B"),covering all parts of the retina, before it will recognize an arbitrarily positioned stimulus which is similar to one which it has seen before. In other words, a three-layer perceptron has no concept of "similarity" based on any criterion other than the intersections of sets of retinal elements. In a previous paper, ' Rosenblatt has shown that a "cross-coupled perceptron, " in which A units are connected to one another by modifiable connections, should tend to develop an improved similarity criterion for generalizing responses from one stimulus to another when exposed to a suitably organized environment. In this paper a &&+"e";e", (t) -at) P"~""(to+At)e";.
where, for brevity, we have dropped the subscript v, and will remember that the p and n refer to any particular associator u"i~. 
Summing on nz from 0 to M -1, we get the change in y(" due to the entire sequence of stimuli:
Then n"(*&(t) = ee.,+ Z"v""(t)e", . Before discussing the solution of (11) we consider the equilibrium equation
The system of equations (12) (12), putting these back into the right side and so on.
That is, we take yp("=0 and
We prove first that the process terminates in at most n iterations. This can be seen from the following considerations. Since the right-hand side of (13) is non-negative and pp(') =0, it follows that py~')~pp('). Now since the right-hand side of (13) Clearly f(')~0. Then for the iteration process (13), we have yp("~y"', for all i. Since the right-hand side of (13) is a monotone function of y('), we have
j= & (&) taken over a subset 8 of the possible values of j,
(1,2, , n). We assume that no such sum is equal to 0. This is not a serious assumption, since by an arbitrarily small change in t)/i& we can satisfy this requirement. Now suppose that the y")(t) satisfy the system of differential equations (11) and the initial conditions y(')(0) =0. Then we assert that the y(')(t) are nondecreasing and lim& "t y'"&(t) j=y"'*. That is, the solution obtained by the iterative process (13) is indeed the solution of the differential equation (11), with initial conditions zero in each case.
First we shall show that dy("')/dt~0 . Moreover, if y(') (t) )0 then dy(') (t)/dt) 0. for t) t& and sufliciently close to t&, y&'&(t))8, so that it will not be until time t2, with t~&t~, that there will again be a y&" (t) having the value 8. In the interval t~(t &t2 we have the same pertinent conditions as we had in the interval 0(t(/&', namely dy&"/dt=M&" (ti) We repeat the same argument for the successive intervals (&'2, t3), (&!3,t4) and so on. Since the y "(t) are monotone there are at most e such intervals.
If show that for all t) From this point on we shall be concerned with the steady-state values p")*, and, for brevity, we shall drop the *. In the terminal condition the associator a""is activated by S; if P "'+y &"~8 . The set of A" associators which are activated by stimulus 5, will be denoted by Air(S, ). In the initial state, the set A'r($, ) is denoted by Ao" (S,), and in the terminal state by A""(5, ). The number of A" associators which are activated by both S, and S; is called e, , and is equal to the number of units in A'r(S, ) PA "(S;).
Once the n;;" are known, the behavior of the perceptron can be predicted, as outlined in the preceding paper. To determine the e, , [See Fig. 4(a) . 7
The proof follows from the fact that any associator which originally responded to any of the stimuli in 1/2E If the parameters satisfy the stated inequalities then 2 "(5 ) = U Ao" (S,). +q Z~( p"'+~"') . 
CROSS COUPLED SYSTEMS
The more general cross-coupled systems of Fig. 2 of the previous paper' present several additional complications.
(a) Closed-loop reverberations are possible. Activity can go on indefinitely, independent of the stimuli presented. The question of whether these reverberations die out, stabilize, or spread to activate all units is crucial to the design. This complicates the analysis. Moreover they depend on the sequence of stimuli preceding S; rather than on only S; itself. However with suitable modifications, an analysis analogous to that given here has been carried through and equations analogous to (12) obtained. '
The application of these results to particular problems is being studied.
Cross coupled systems with feedback from the E to 3 units are now being studied both analytically and by simulation, with the belief that such systems or related models might be capable of dealing with the problems of figure-ground discrimination, relations of figures in complex visual fields, selective attention and recall, and temporal pattern recognition. '
