Abstract. Adaptive codes associate variable-length codewords to symbols being encoded depending on the previous symbols in the input data string. This class of codes has been introduced in [9] as a new class of non-standard variable-length codes. New algorithms for data compression, based on adaptive codes of order one, have been presented in [10], where we have behaviorally shown that for a large class of input data strings, these algorithms substantially outperform the Lempel-Ziv universal data compression algorithm [18] . EAH has been introduced in [11] , as an improved generalization of these algorithms. In this paper, we present a translation of the EAH algorithm into the graph theory.
Introduction
New algorithms for data compression, based on adaptive codes of order one [9] , have been presented in [10] , where we have behaviorally shown that for a large class of input data strings, these algorithms substantially outperform the well-known Lempel-Ziv universal data compression algorithm [18] .
EAH (Encoder based both on Adaptive codes and the Huffman algorithm) has been proposed in [11] , as an improved and generalized version of the algorithms presented in [10] . The work carried out so far [10, 11] has behaviorally proved that EAH is a very promising data compression algorithm, as one can remark again in the examples presented in the following sections. In this paper, we translate the EAH encoder, as well as some of the results obtained so far, into the graph theory.
In the remainder of this section, we recall the basic notions and notations used throughout the paper. We denote by |S| the cardinality of the set S; if x is a string of finite length, then |x| denotes the length of x. The empty word is denoted by λ. Let us denote by ∆ * the set ∞ n=0 ∆ n and by ∆ + the set ∞ n=1 ∆ n . Also, denote by ∆ ≤n the set n i=0 ∆ i and by ∆ ≥n the set ∞ i=n ∆ i , where ∆ 0 denotes the set {λ}. N denotes the set of natural numbers, and N * = N − {0}.
Let X be a finite and nonempty subset of ∆ + , and w ∈ ∆ + . A decomposition of w over X is any sequence of words u 1 , u 2 , . . . , u h with u i ∈ X, 1 ≤ i ≤ h, such that w = u 1 u 2 . . . u h . A code over ∆ is any nonempty set C ⊆ ∆ + such that each word w ∈ ∆ + has at most one decomposition over C. A prefix code over ∆ is any code C over ∆ such that no word in C is proper prefix of another word in C.
Adaptive Codes: A Short Review
The aim of this section is to briefly review some basic definitions, results, and notations directly related to adaptive codes. DEFINITION 1. Let Σ, ∆ be alphabets. A function c : Σ×Σ ≤n → ∆ + , n ≥ 1, is called adaptive code of order n if its unique homomorphic extension c : Σ * → ∆ * , defined by:
As specified by the definition above, an adaptive code of order n associates variable-length codewords to symbols being encoded depending on the previous n symbols in the input data string. a b c aa ab ac ba bb bc ca cb cc λ a 00 11 10 00 11 10 01 10 11 11 11 00 00 b 10 00 11 11 01 00 00 11 01 10 00 10 11 c 11 01 00 10 00 11 11 00 00 00 10 11 10 Let x = abacca ∈ Σ + be an input data string. Using the definition above, we encode x by: Let c : Σ × Σ ≤n → ∆ + be an adaptive code of order n, n ≥ 1. We denote by C c,σ 1 σ 2 ...σ h the set {c(σ, σ 1 σ 2 . . . σ h ) | σ ∈ Σ}, for all σ 1 σ 2 . . . σ h ∈ Σ ≤n − {λ}, and by C c,λ the set {c(σ, λ) | σ ∈ Σ}. We write C σ 1 σ 2 ...σ h instead of C c,σ 1 σ 2 ...σ h , and C λ instead of C c,λ whenever there is no confusion.
Let us denote by AC(Σ, ∆, n) the set {c : Σ × Σ ≤n → ∆ + | c is an adaptive code of order n}. The proof of the following theorem can be found in [9] . THEOREM 1. Let Σ and ∆ be two alphabets, and c :
Modelling the EAH Encoder using the Graph Theory
This section focuses on modelling some of the results obtained so far, as well as the EAH data compression algorithm [11] , using the graph theory.
DEFINITION 2. Let Σ be an alphabet, and w
The adaptive graph of order n associated to w is a 3-tuple G n (w) = (V, E, f ), where f : E → N × {0, 1} * is a function, and (V, E) is a directed graph defined as below.
• V = V base ∪ V aux.
• E = Ebase ∪ Eaux.
if h > n and n = 1.
For all e ∈ E, if f (e) = (x, y) then x is defined as follows.
Let us introduce some basic notations used throughout the section, and then give a few examples of adaptive graphs. Let Σ be an alphabet, w ∈ Σ + , G n (w) = (V, E, f ), and x ∈ V = V base ∪ V aux.
• input
• output
EXAMPLE 2. Let Σ = {a, b, c, d} be an alphabet, w = abccdbbab ∈ Σ + , and G 1 (w) = (V, E, f ) the adaptive graph of order one associated to w.
It is easy to verify that we get the following results.
• V = {a, b, c, d, c aux, b aux}. Let U = (u 1 , u 2 , . . . , u k ) be a k-tuple. We denote by U.i the i-th component of U , that is, u i = U.i, for all i, 1 ≤ i ≤ k. The 0-tuple is denoted by (). The length of a tuple U is denoted by Len(U ). If V = (v 1 , v 2 , . . . , v b ), M = (m 1 , m 2 , . . . , m r , U ), N = (n 1 , n 2 , . . . , n s , V ), P = (p 1 , . . . , p i−1 , p i , p i+1 , . . . , p t ) are tuples, and q is an element or a tuple, then we define P ⊳ q, P ⊲ i, U △ V , and M ♦N by:
• P ⊳ q = (p 1 , . . . , p t , q)
where m i , n j are integers, 1 ≤ i ≤ r and 1 ≤ j ≤ s. Let us denote by Huffman the Huffman algorithm, which gets as input a tuple (f 1 , . . . , f k ) of integers, and returns a tuple ((c 1 , l 1 ) , . . . , (c k , l k )), where c i is the codeword associated to the symbol with the frequency f i , and l i is the length of c i for all i, 1 ≤ i ≤ k. Let Σ = {σ 0 , σ 1 , . . . , σ m−1 } be an alphabet, and m ∈ {1, 2, . . . , 256}. Let us explain the idea of our algorithm, denoted by EAHn. For example, let w = w 1 w 2 . . . w h be a string over Σ. We encode w by a 5-tuple U = (A, B, C, D, E), where A, B, C, D, E ∈ {0, 1} + are constructed as follows.
EAHn(w).1 = A.
Let Idx : Σ → {0, 1, . . . , m − 1} be a function which gets as input a symbol σ ∈ Σ and outputs an index i such that σ = σ i . If h ≥ n, then A = b10b2 (Idx(w 1 )) . . . b10b2(Idx(w n )), that is, A is the conversion of the sequence Idx(w 1 ), . . . , Idx(w n ) from base 10 to base 2, and |A| = n * ⌈log 2 m⌉. Otherwise, if h < n, then we consider A = b10b2 (Idx(w 1 )) . . . b10b2 (Idx(w h )) , that is, A is the conversion of Idx(w 1 ), . . . , Idx(w h ) from base 10 to base 2, and |A| = h * ⌈log 2 m⌉. 2 = B = B 0 B 1 . . . B m n −1 , where B j ∈ {0, 1} is defined by:
EAHn(w).
for all j, 0 ≤ j ≤ m n − 1, and b10(j, m) is a tuple of length n denoting the conversion of j from base 10 to base m, such that Len(b10(j, m)) = n and b10(j, m).i is the i-th digit (from left to right) of this conversion.
, for all i, 0 ≤ i ≤ m − 1, and C j i ∈ {0, 1, λ} is defined by: 
where
where t(i, j) = M ax − |b10b2(F req(σ i , j))|.
5. EAHn(w).5 = E denotes the compression of w using A, B, C, D, adaptive codes of order n, and the Huffman algorithm. This class of codes has been introduced in [9] as a new class of nonstandard variable-length codes. New algorithms for data compression based on adaptive codes of order one, have been presented in [10] , where we have behaviorally shown that for a large class of input data strings, these algorithms substantially outperform the Lempel-Ziv universal data compression algorithm [18] .
The EAH encoder has been proposed in [11] , as an improved generalization of these algorithms. The work carried out so far [10, 11] has behaviorally shown that EAH is a very promising data compression algorithm. In this paper, we presented a translation of the EAH algorithm into the graph theory. Further work in this area will focus on finding new improvements for the EAH algorithm, as well as new algorithms for data compression based on adaptive codes.
