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PIPE DREAMS FOR SCHUBERT POLYNOMIALS OF THE CLASSICAL
GROUPS
EVGENY SMIRNOV AND ANNA TUTUBALINA
Abstract. Schubert polynomials for the classical groups were defined by S. Billey and M. Haiman
in 1995; they are polynomial representatives of Schubert classes in a full flag variety over a classi-
cal group. We provide a combinatorial description for these polynomials, as well as their double
versions, by introducing analogues of pipe dreams, or RC-graphs, for the Weyl groups of the
classical types.
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1. Introduction
1.1. Flag varieties and Schubert polynomials. Let G be a reductive group over C. Let us
fix a Borel subgroup B in G and the corresponding maximal torus T ⊂ B. The classical result
of Borel [Bor53] states that the cohomology ring H∗(G/B,Z) is isomorphic as a graded ring to
the coinvariant ring of the Weyl group W of G, i.e. to the quotient of the polynomial ring in
dimT variables modulo the ideal generated by W -invariants of positive degree.
The cohomology ring of G/B has a nice additive basis formed by the Schubert classes σw:
the classes of Schubert varieties, i.e. of the closures of B-orbits in G/B. It is indexed by the
elements of the Weyl group w ∈ W . A natural question is to construct a system of polynomial
representatives of Schubert classes.
This question was answered in the case G = GLn by I. N. Bernstein, I. M. Gelfand and
S. I. Gelfand [BGG73] who showed that the polynomials representing classes of Schubert varieties
can be obtained from a polynomial representing the top class (the class of a point) by a sequence
of divided difference operators. A. Lascoux and M.-P. Schu¨tzenberger [LS82] considered one par-
ticularly nice choice of the top class and defined a system of polynomials Sw ∈ Z[z1, . . . , zn], the
Schubert polynomials, with many good combinatorial and geometric properties. Here w ∈ Sn
runs over the group of permutations in n letters, i.e. the Weyl group of GLn.
This system of polynomials is stable in the following sense: for the embedding Sn ↪→ Sn+1,
the representative Sw of a given permutation w ∈ Sn ⊂ Sn+1 does not depend upon n. So the
polynomials Sw can be viewed as elements of the ring Z[z1, z2, . . . ] in countably many variables,
indexed by the finitary permutations w ∈ S∞ = lim−→Sn.
Geometrically this can be interpreted as follows. The standard embedding GLn ↪→ GLn+1 to-
gether with the embedding of Borel subgroups Bn ↪→ Bn+1 defines an embedding of flag varieties
Gn/Bn ↪→ Gn+1/Bn+1. This gives a surjective map H∗(Gn+1/Bn+1,Z)→ H∗(Gn/Bn,Z). This
map is compatible with the Schubert classes: for each w ∈ S∞, there exists a stable Schubert
class σ
(∞)
w = lim←−σ
(n)
w ∈ lim←−H
∗(Gn/Bn,Z). A priori this class is a homogeneous power series in
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z1, z2, . . . . However it turns out that it can be represented by a unique polynomial, which is the
Schubert polynomial Sw. The elements {Sw} are thus obtained as the unique solutions of an
infinite system of equations involving divided difference operations.
The polynomials Sw have nonnegative integer coefficients; their nonnegativity is completely
unobvious from their definition involving divided difference operators. Their combinatorial de-
scription was obtained independently by S. Fomin and An. Kirillov [FK96b] and S. Billey and
N. Bergeron [BB93]. The monomials in Sw are indexed by certain diagrams, called pipe dreams
or rc-graphs, see § 2.4 below. A geometric interpretation of pipe dreams was obtained by
A. Knutson and E. Miller in [KM05]: they showed that the pipe dreams for a permutation
w are in bijection with the irreducible components of a certain flat toric degeneration of the
corresponding matrix Schubert variety Xw.
There is an obvious analogy between Schubert and Schur polynomials: the monomials of the
latters are indexed by Young tableaux. In fact, if w is a Grassmannian permutation, i.e. it has
a unique descent, the corresponding Schubert polynomial equals the Schur polynomial sλ(w),
where λ(w) is a partition obtained from w (see § 5.1 for details). This equality can be easily
obtained from the following geometric argument: the Schur polynomials represent the classes
of Schubert varieties in Grassmannians G/P , where P is a maximal parabolic group in G, and
the map H∗(G/P )→ H∗(G/B) sends them to Schubert classes of Grassmannian permutations
in a full flag variety. There is also a purely combinatorial proof: one can establish a bijection
between the Young tableaux indexing the monomials in sλ(w) and the pipe dreams indexing the
monomials in Sw. We recall this proof in Theorem 5.4; see also [Knu12].
In [BB93] the authors introduced the notion of bottom pipe dream for each Schubert poly-
nomial. It is a maximal pipe dream according to some partial order on pipe dreams, defined
in combinatorial terms; such a pipe dream exists and is unique for each permutation. This
allowed them to show that the basis change matrix between the Schubert polynomials and the
monomial basis in Z[z1, z2, . . . ] is unitriangular, and hence Schubert polynomials form a Z-basis
in Z[z1, z2, . . . ].
The construction of Schubert polynomials can be extended as follows. Instead of the coho-
mology ring H∗(G/B,Z) we can consider the T -equivariant cohomology ring H∗T (G/B,Z). The
map G/B → pt defines the module structure on H∗T (G/B,Z) with respect to the polynomial ring
Z[t1, . . . , tn] = H∗T (pt). One can be interested in polynomial representatives of the T -equivariant
classes of [Xw]. These are also classical objects, known as double Schubert polynomials Sw(z, t);
these are homogeneous polynomials in 2n variables: z1, . . . , zn and t1, . . . , tn. The specialization
ti = 0 gives us the usual Schubert polynomials Sw(x) in n variables z1, . . . , zn. Double Schubert
polynomials also have a description in terms of pipe dreams.
1.2. The case of symplectic and orthogonal groups. It is interesting to replace GLn by
another reductive complex algebraic group and ask the same series of questions. We will be
interested in the classical groups of types Bn, Cn, and Dn: these are SO2n+1, Sp2n, and SO2n,
respectively. The Weyl group W for such a group is a hyperoctahedral group, or the group of
signed permutations on n letters, for the types B and C, or, in the type D, the subgroup of this
group consisting only of signed permutations with even number of sign changes.
The (generalized) full flag varietyG/B also has a cellular decompositionG/B =
⊔
w∈W BwB/B,
with the cells indexed by the elements of the Weyl group W ; and the cell closures Xw = BwB/B
define a basis σw ∈ H∗(G/B,Z).
As in the case of GLn, one can consider the embeddings Gn ↪→ Gn+1, where Gn and Gn+1
are classical groups of the same type (B, C or D) and of the rank n and n + 1, respectively.
We can fix an element w ∈ W∞ =
⋃
Wn of the “limit Weyl group” and take the projective
limit of Schubert cycles σ
(∞)
w ∈ lim←−H
∗(Gn/Bn,Z). The question is as follows: what is a “nice”
representative of this class in the ring of power series Z[[z1, z2, . . . ]]?
In [BH95] S. Billey and M. Haiman define Schubert polynomials for the classical groups. They
show that σ∞w is represented by a unique element Fw of the subring Z[z1, z2, . . . , p1(z), p3(z), . . . ],
where pk(z) =
∑∞
i=1 z
k
i are the Newton power sums. Note that we need to take only the odd
power sums; the images of the even power sums vanish in each of the coinvariant rings for each
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of the types B, C, and D. Similarly to Sw, the functions Fw are obtained as unique solutions
of an infinite system of equations involving divided difference operators.
Schubert polynomials for the classical groups can be also expressed via the usual Schubert
polynomials and the Stanley symmetric functions. This implies that they are nonnegative integer
combinations of monomials in z1, z2, . . . and p1, p3, . . . .
Like in the previous case, we can consider the Schubert classes coming from cycles on La-
grangian/orthogonal Grassmannians. Billey and Haiman show that the corresponding Schubert
polynomials are equal to Schur’s P - and Q-functions; the details follow in § 5.2.
One also can introduce double versions of Schubert polynomials, which represent the classes
of [Xw] in the T -equivariant cohomology ring H
∗
T (G/B,Z), where T ∼= (C∗)n is a maximal torus
in G. They depend upon z1, z2, . . . , p1, p3, . . . , and another set of variables t1, t2, . . . Formulas
for double Schubert polynomials Fw(z,p, t) were found by T. Ikeda, L. Mihalcea, and H. Naruse
in [IMN11].
Let us also mention the paper [FK96a] by S. Fomin and An. Kirillov, where the authors were
constructing Schubert polynomials of the type B in a completely different way: they were
looking for a family of polynomials indexed by the hyperoctahedral group and satisfying certain
five properties, similar to those of Schubert polynomials in the type A (stability, nonnegativity
of coefficients etc.). They have shown that such a family of polynomials does not exist; then
they considered families of polynomials defined by all but one of these properties. This led them
to several different families of polynomials. We should note that they are also different from the
Schubert polynomials of type B defined by Billey and Haiman and considered in this paper.
1.3. Our results. This paper is devoted to combinatorial study of Schubert polynomials for
groups of the types B, C, and D. We provide a construction of pipe dreams for these cases; it
is given in Sec. 3. The pipe dreams are configurations of strands, similar to those in the type A;
some of the strands may be equipped with an additional element, called faucet, which represents
the sign change. To such a pipe dream we can associate a permutation w ∈ W , called the
shape of pipe dream, and a monomial; our main results, Theorems 3.5, 3.3 and 3.8, state that
the Schubert polynomial Fw(z,p) equals the sum of monomials for all pipe dreams of shape
w ∈ W of type B, C or D, respectively. We also give a similar description of double Schubert
polynomials of these types in Corollary 3.15.
Then we introduce a notion of admissible moves on pipe dreams of a given type; these are
certain transformations not changing the shape of a pipe dream. We show that each pipe dream
for a permutation of each of the types B–D can be reduced to a certain canonical form, referred
to as the bottom pipe dream, by a sequence of admissible moves, similar to the ladder moves in
the type A. The existence of bottom pipe dreams is stated in Theorems 4.7, 4.8, and 4.9. This
allows us to give a new proof of Theorem 4.10, which claims that the Schubert polynomials (of
each type) form a basis of the ring Q[z, p1, p3, . . . ].
In the last section we study Grassmannian permutations; we give a bijective proof of the fact
that the Schubert polynomial of such a permutation is Schur’s P - or Q-function (Theorem 5.7).
For this we recall the definition of the latter functions involving shifted Young tableaux and
establish a bijection between these tableaux and the pipe dreams of the corresponding Grass-
mannian permutation.
1.4. Structure of the paper. This text is organized as follows. In Sec. 2 we recall the main
definitions and notions concerning the Weyl groups of classical types, the Schubert polynomials
for these groups, as well as the construction of pipe dreams in the type A. In Sec. 3 we describe
the constructions of pipe dreams for Schubert polynomials of the types B, C, and D (§§ 3.1–3.4).
In § 3.5 we are dealing with the double Schubert polynomials; we provide a generalization of the
previous construction to this case. Finally, in §,3.7 we compute several examples of Schubert
polynomials. Sec. 4 is devoted to the proof of existence of bottom pipe dreams. In § 4.1 we
introduce the admissible moves, and in § 4.2 we recall the situation in the type A. The following
three subsections are devoted to the cases B, C, and D respectively. The last section of this
paper, Sec. 5, is devoted to Grassmannian permutations; we show that the Schubert polynomial
of such a permutation is a P - or Q-Schur function.
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2. Preliminaries
2.1. Weyl groups of the classical types. Let Q[z] = Q[z1, z2, . . . ] be the ring of polynomials
in countably many variables z1, z2, . . . . Let pk = z
k
1 + z
k
2 + . . . denote the k-th power sum; this
is not a polynomial, but rather a symmetric function in the zi’s. Consider the ring of power
series Q[z, p1, p3, . . . ] = Q[z1, z2, . . . , p1, p3, . . . ] which are polynomial in the zi and the pk for
k odd. All its generators are algebraically independent, so this ring can be viewed just as the
polynomial ring in z1, z2, . . . and p1, p3, . . . .
Denote by Sn the symmetric group in n variables, and let S∞ = lim−→Sn be the group of finitary
permutations of Z>0. It is generated by the simple transpositions si = (i ↔ i + 1). The group
S∞ acts on Q[z, . . . , p1, p3, . . . ] by permuting the zi’s.
Let us also consider the group of signed permutations BCn (also called the hyperoctahedral
group). It can be viewed as the group of permutations w of the 2n-element set {1,−1, . . . , n,−n}
satisfying the condition w(i) = j iff w(−i) = −j. The groups BCn are embedded one into another
in the obvious way, so we can consider the injective limit BC∞, which is the group of finitary
signed permutations. The standard generators for BC∞ are si = (i ↔ i + 1) for i ≥ 1 and
s0 = (1↔ −1). The group BC∞ acts on the formal power series ring Q[[z1, z2, . . . ]] by letting si
interchange zi and zi+1 for i ≥ 1, and by letting s0 send z1 into −z1. We can restrict this action
to the rings Q[z] and Q[z, p1, p3, . . . ] and see that the si for i ≥ 1 fix the pk, while s0pk = pk−2zk1 .
We denote by Dn the subgroup of BCn of signed permutations with an even number of sign
changes. The union of these subgroups is denoted by D∞. The standard generators for these
groups are si for i ≥ 1 and an additional generator s1ˆ = s0s1s0 which replaces z1 with −z2 and
z2 with −z1.
These groups satisfy the relations s2i = id and the Coxeter relations (cf., for instance, [Bou68]
or [Hum90]):
S∞: sisj = sjsi for |i− j| ≥ 2, sisi+1si = si+1sisi+1 for i ≥ 1;
BC∞: sisj = sjsi for |i− j| ≥ 2, sisi+1si = si+1sisi+1 for i ≥ 1, s0s1s0s1 = s1s0s1s0.
D∞: sisj = sjsi for |i − j| ≥ 2, sisi+1si = si+1sisi+1 for i ≥ 1 (here i, j ∈ {1ˆ, 1, 2, . . . };
while performing arithmetic operations we treat 1ˆ as 1).
We will use the standard terminology for Coxeter groups. Let F∞ be one of the groups S∞,
BC∞, or D∞. A word (si1 , . . . , sik) is a finite sequence of its generators. We say that this word
represents an element w ∈ F∞, if w = si1 . . . sik . The minimal number k such that there exists
a k-element word representing w is called the length of w and denoted by k = `(w).
Often we will use the one-line notation (not to be confused with the cycle notation) for
elements w ∈ Sn, writing a permutation w as a sequence w(1)w(2) . . . w(n). For instance,
4132 ∈ S4 maps 1 into 4, 2 into 1, 3 into itself and 4 into 2.
For signed permutations w ∈ BCn we will write negative numbers −m as m in one-line
notation. For example, 32¯4¯1 ∈ BC4 maps 1 into 3, 2 into −2, 3 into −4, and 4 into 1.
2.2. Schubert polynomials for the classical groups. Let us recall the definition of Schubert
polynomials from [LS82] and the definition of Schubert polynomials for the classical groups from
[BH95].
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Definition 2.1. Define the divided difference operators on the rings Q[z] and Q[z, p1, p3, . . . ] as
follows:
∂if =
f − sif
zi − zi+1 for i ≥ 1;
∂0f =
f − s0f
−2z1 ;
∂B0 f =
f − s0f
−z1 ;
∂1ˆf =
f − s1ˆf
−z1 − z2 .
Definition 2.2. Schubert polynomials (of type A) are homogeneous polynomials Sw(z) ∈ Q[z]
indexed by the permutations w ∈ S∞ and satisfying the relations
Sid = 1;
∂iSw =
{
Swsi if `(wsi) < `(w);
0 otherwise
for each i ≥ 1.
Definition 2.3. Schubert polynomials of type C are elements Cw(z,p) ∈ Q[z, p1, p3, . . . ] that
are homogeneous in z, indexed by the permutations w ∈ BC∞ and satisfy the relations
Cid = 1;
∂iCw =
{
Cwsi if `(wsi) < `(w);
0 otherwise
(1)
for each i ≥ 0.
Definition 2.4. Schubert polynomials of type B are defined as Bw = 2
−s(w)Cw, where s(w) is
the number of entries from {1, 2, . . . } changing their sign under the action of w. They also can
be defined by the relations obtained from (1) by replacing ∂0 by ∂
B
0 .
Definition 2.5. Schubert polynomials of type D are elements Dw(z,p) ∈ Q[z, p1, p3, . . . ] that
are homogeneous in z, indexed by the permutations w ∈ D∞ and satisfy the relations
Did = 1;
∂iDw =
{
Dwsi if `(wsi) < `(w);
0 otherwise
for each i = 1ˆ, 1, 2, . . . .
It was shown by S. Billey and M. Haiman [BH95] that such polynomials exist and are uniquely
determined by these properties. We recall these results below as Theorems 2.7–2.9.
For convenience we replace the ringQ[z, p1(z), p3(z), . . .] by an isomorphic ringQ[z, p1(x), p3(x), . . .].
Here pk(x) =
∑∞
i=1 x
k
i , and the isomorphism is given by the formula pk(x) = −pk(z)/2. Then
the Schubert polynomials of types B, C, and D are polynomials in z1, z2, . . . and symmetric
functions in x1, x2, . . ..
It is easy to see that the generators of the groups BC∞ andD∞ act on the ringQ[z, p1(x), p3(x), . . .]
in the following way:
sif(z1, . . . , zi, zi+1, . . . ;x1, x2, . . .) = f(z1, . . . , zi+1, zi, . . . ;x1, x2, . . .) for i ≥ 1;
s0f(z1, z2, z3, . . . ;x1, x2, . . .) = f(−z1, z2, z3 . . . ; z1, x1, x2, . . .);
s1ˆf(z1, z2, z3 . . . ;x1, x2, . . .) = f(−z2,−z1, z3 . . . ; z1, z2, x1, x2, . . .).
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2.3. Stanley symmetric functions and Schubert polynomials. In this subsection we dis-
cuss the expression of Schubert polynomials via Stanley symmetric functions. We start with
introducing some notation.
• Let w be an element of S∞, BC∞ or D∞. Denote the set of all reduced words for w by
R(w).
• Let a = sa1sa2 . . . sal ∈ R(w) be a reduced word for w ∈ BC∞ or w ∈ D∞. We define the
set of peaks of a as the set
P (a) = {i ∈ {2, 3, . . . , l − 1} | ai−1 < ai > ai+1}.
For the group D∞ we assume that 1ˆ = 1 < 2 < 3 < . . .
• A weakly decreasing sequence of nonnegative integers j1 ≥ j2 ≥ . . . ≥ jl is said to be
x-admissible for the word a, if ji−1 = ji = ji+1 implies that i 6∈ P (a).
To each x-admissible sequence j1 ≥ j2 ≥ . . . ≥ jl we can assign a monomial xj1xj2 . . . xjl =
xα11 . . . x
αm
m = x
α. Such monomials are also called x-admissible. We denote the set of all
x-admissible monomials for a by Ax(a).
• Let w ∈ Sn and let a = sa1sa2 . . . sal ∈ R(w) be a reduced word for w. A weakly
increasing sequence of positive integers j1 ≤ j2 ≤ . . . ≤ jl is said to be z-admissible for
a if for each i we have ji ≤ ai, and the equality ji = ji+1 implies that ai > ai+1.
To each z-admissible sequence j1 ≤ j2 ≤ . . . ≤ jl we can assign a monomial zj1zj2 . . . zjl =
zβ11 . . . z
βm
m = zβ. Such monomials are also called z-admissible; we denote the set of z-
admissible monomials for a by Az(a).
• Denote by i(α) the number of distinct variables occuring in xα in nonzero powers.
• For the group D∞ we denote by o(a) the total number of occurences of the letters s1
and s1ˆ in a.
Definition 2.6. The Stanley functions are defined as follows. For w ∈ BC∞ we define
Fw(x) =
∑
a∈R(w)
xα∈Ax(a)
2i(α)xα.
For w ∈ D∞ we define
Ew(x) =
∑
a∈R(w)
xα∈Ax(a)
2i(α)−o(a)xα.
The following theorem, describing the relation of Schubert polynomials and Stanley symmetric
functions, is due to S. Fomin and R. Stanley [FS94] and S. Billey, W. Jockush and R. Stanley [BJS93].
Theorem 2.7 ([BH95, Prop. 4.1]). For each w ∈ S∞ we have
Sw (z) =
∑
a∈R(w)
zβ∈Az(a)
zβ.
Its analogues for the cases of BC∞ and D∞ were obtained by S. Billey and M. Haiman [BH95].
Theorem 2.8 ([BH95, Thm 3A]). Let w ∈ BC∞. The Schubert polynomial Cw satisfies the
equality
Cw(z; x) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
Fu(x)Sv(z) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
∑
a∈R(u)
xα∈Ax(a)
∑
b∈R(v)
zβ∈Az(b)
2i(α)xαzβ.
Theorem 2.9 ([BH95, Thm 4A]). Let w ∈ D∞. The Schubert polynomial Dw satisfies the
equality
Dw(z; x) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
Eu(x)Sv(z) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
∑
a∈R(u)
xα∈Ax(a)
∑
b∈R(v)
zβ∈Az(b)
2i(α)−o(a)xαzβ.
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2.4. Pipe dreams in type A. In this subsection we briefly recall the construction of pipe
dreams for the symmetric group Sn. We fix a positive integer n and consider the staircase
Young diagram with rows of length n − 1, . . . , 2, 1. We will refer to this diagram as the base
BSn . Let us index all the boxes in the i-th row by the variable zi (cf. Fig. 1).
Now let us fill this diagram by elements of two types: elbow joints and crosses . We
also put a single elbow to the right of the rightmost box of each row. We obtain a diagram
consisting of n strands, or pipes (hence the name “pipe dream”).
Figure 1. Base diagram for pipe dreams of size n = 4
For each box we introduce the following notation:
• wt( ) is the weight of an element in this box. It is equal to 1 for a cross and to 0 for
an elbow joint .
• σ( ) ∈ Sn is an element equal to si for a cross in the box with the number i and to the
identity permutation id for an elbow.
• var( ) is the variable corresponding to this box, i.e. zi, where i is the row number.
To each pipe dream D we can assign:
• a monomial zβ(D) = ∏ ∈BSn var( )wt( ) (i.e. the product of all variables zi over all the
crosses in D);
• A word word(D) obtained by writing out all the letters σ( ) while reading all the boxes
in the base from right to left, from top to bottom;
• If word(D) is a reduced word for the permutation w ∈ Sn, then the pipe dream D is
said to be reduced. We shall say that w = w(D) is the shape of D.
This definition can be restated as follows: a pipe dream is said to be reduced if each two
strands cross at most once. Its shape is the permutation w ∈ Sn such that the strands connect the
numbers 1, 2, . . . , n on the left-hand side of the diagram with the numbers w(1), w(2), . . . , w(n)
on its top.
Let us show that for a reduced pipe dream D of shape w the monomial zβ(D) = zj1zj2 . . . zjl
is z-admissible for the word word(D) = sa1sa2 . . . sal .
Indeed, the i-th cross is positioned in the ji-th row and ai-th diagonal (crosses are ordered
from right to left, from top to bottom, so j1 ≤ j2 ≤ . . . ≤ jl). Since the numbers of the diagonals
decrease while reading each row right to left, then ji = ji+1 implies ai > ai+1. Since the row
number of the box does not exceed the number of the corresponding diagonal, we have ji ≤ ai.
Let w ∈ Sn, a = sa1sa2 . . . sal ∈ R(w), and zβ = zj1zj2 . . . zjl ∈ Az(a). There exists a unique
pipe dream D such that word(D) = a and zβ(D) = zβ. It can be obtained by placing a cross at
the intersection of the ji-th row and the ai-th diagonal for each i.
Denote the set of all reduced pipe dreams of shape w ∈ Sn by PDSn(w). Theorem 2.7 can be
restated as follows.
Theorem 2.10 ([BB93],[FK96b]). For a permutation w ∈ Sn, we have
Sw(z) =
∑
D∈PDSn (w)
zβ(D).
Example 2.11. Let w = si ∈ Sn, i < n. If D ∈ PDSn(w) is a reduced pipe dream, then D
contains exactly one cross. It is located in the i-th diagonal; the row number of this cross can
be equal to 1, 2, . . . , (i− 1), i. So
Ssi(z) = z1 + z2 + . . .+ zi.
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Example 2.12. Let w = 1432 ∈ S4. There are five reduced pipe dreams of shape w:
1 2 3 4
1
2
3
4
1 2 3 4
1
2
3
4
1 2 3 4
1
2
3
4
1 2 3 4
1
2
3
4
1 2 3 4
1
2
3
4
The Schubert polynomial is thus equal to
S1432(z) = z
2
1z2 + z
2
1z3 + z1z
2
2 + z1z2z3 + z
2
2z3.
3. Construction of pipe dreams in the types B, C, and D
3.1. Type C. The Schubert polynomials of the types B, C, and D are elements of the ring
Q[z, p1(x), p3(x), . . . ], i.e. they are polynomials in z and symmetric functions in x. For our
purposes, it will be sometimes more convenient to deal with polynomials both in z and x. For
this let us give the following technical definition.
Definition 3.1. Let F ∈ Q[z, p1(x), p3(x), . . . ], and let k ≥ 0 be a nonnegative integer. We
define k-truncation of F as follows:
F [k](z, x1, . . . , xk) = F (z, x1, . . . , xk, 0, 0, . . . ).
It is a symmetric polynomial in x1, . . . , xk.
Let w ∈ BCn be a signed permutation of n variables. Consider the Schubert polynomial
Cw(z,x) of the type C. As above, denote by C
[k]
w (z,x) its k-truncation.
The pipe dreams for C
[k]
w are obtained by putting elements inside boxes of the shape BkCn
shown on Fig. 2. It consists of a staircase block, which is the staircase Young diagram (n −
1, n− 2, . . . , 2, 1), and of k consecutive blocks of a different shape, which we call Γ-blocks. Each
Γ-block consists of an n× 1 column and a 1×n row; all the boxes outside these blocks are filled
by elbow joints (this part is sometimes referred to as the sea of elbows). The boxes in each row
and each column of Γ-blocks are indexed by the integers from 0 to n − 1, from top to bottom
and from left to right respectively.
The topmost box of each column and the leftmost box of each row can be filled by the elements
of two different kinds: the single elbow joint or by a new kind of element, an elbow joint with
a faucet . All the remaining boxes are filled either with elbow joints or crosses . We will
refer to crosses and to elbows with faucets as significant elements. The diagram obtained by
this construction is called a c-signed pipe dream. It consists of n strands, or pipes, connecting
the left edge of the diagram with its top edge. We index the left and the top edges of the
pipes by 1, . . . , n; as in the case of classical pipe dreams, this defines a permutation. Moreover,
some of the pipes have faucets on them; each faucet is responsible for the sign change for the
corresponding variable.
In more formal terms, we can assign to each box the following data:
• the weight wt( ) of the element inside it. It is equal to 1 for crosses and elbows with
faucets (i.e. for significant elements) and 0 for elbows , .
• A letter σ( ) ∈ Cn. It is equal to si for a cross inside a box indexed by i > 0, to s0 for an
elbow with a faucet in a box indexed by zero, and to nothing (the identity permutation
id) for elbow joints.
• A variable var( ). It is equal to zi for a box in the i-th row of the staircase, counted
from above, and to xi for a box in the i-th Γ-block, counted from below.
To each c-signed pipe dream D we can assign the following data:
• A monomial xα(D)zβ(D) = ∏ ∈BkCn var( )wt( ) (i.e. the product of the variables for all
significant elements in D).
• A word word(D) obtained as the result of reading the letters σ( ) while reading the
boxes of the base from right to left, top to bottom.
PIPE DREAMS FOR SCHUBERT POLYNOMIALS OF THE CLASSICAL GROUPS 9
Figure 2. The base BkC4 for c-signed pipe dreams
• The word word(D) is subdivided into two parts, wordx(D) and wordz(D). The first of
them consists of the letters σ( ) from the Γ-blocks, while the second one corresponds to
the staircase part of the pipe dream.
• If word(D) is a reduced word for a permutation w = w(D) ∈ Cn, then the pipe dream
D is said to be reduced, and the permutation w is called the shape of D.
The last definition can be restated as follows. A c-signed pipe dream D is reduced, if:
– each strand has no more than one faucet on it;
– if two strands intersect twice, then exactly one of these strands has a faucet located
between these two intersections.
The shape of a reduced c-signed pipe dream is the permutation w ∈ Cn such that each
strand connects the number i on the left of the diagram with w(i) or −w(i) above it. If
the strand has a faucet on it, this corresponds to the minus sign; no faucet corresponds
to plus.
• If word(D) is a reduced word for w ∈ Cn, then wordx(D) and wordz(D) are reduced
words for the permutations u = u(D) ∈ Cn and v = v(D) ∈ Sn, respectively. Note that
uv = w and `(u) + `(v) = `(w).
If D is a reduced c-signed pipe dream, the monomial zβ(D) is z-admissible for wordz(D) (the
proof is similar to the case of Sn, cf. § 2.4), while the monomial xα(D) = xj1xj2 . . . xjl is x-
admissible for the word wordx(D) = sa1sa2 . . . sal . Indeed, j1 ≥ j2 ≥ . . . ≥ jl are exactly the
numbers of Γ-blocks that contain significant elements. While reading each Γ-block right to left,
top to bottom the numbers ai inside the boxes first decrease and then increase. This means that
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the equality ji−1 = ji = ji+1 (three neighboring significant elements are located in the same
Γ-block) implies that either ai−1 > ai, or ai < ai+1, and hence i 6∈ P (wordx(D)).
Proposition 3.2. Let w ∈ Cn be decomposed into a product uv = w, where v ∈ Sn, `(u)+`(v) =
`(w). Let a = sa1sa2 . . . sal ∈ R(u) and b ∈ R(v) be reduced words, and let xα = xj1xj2 . . . xjl ∈
Ax(a), zβ ∈ Az(b) be admissilbe monomials, such that k ≥ j1 ≥ j2 . . . ≥ jl. Then there exist
exactly 2i(α) reduced c-signed pipe dreams D, such that wordx(D) = a,wordz(D) = b,x
α(D) =
xα, zβ(D) = zβ.
Proof. There exists exactly one placement of crosses in the staircase block (the proof is similar
to the case of Sn) and exactly two ways to place a nonzero number of significant elements in
each of the Γ-blocks. Indeed, let ji = ji+1 = . . . = ji+m. Then the sequence ai, ai+1, . . . , ai+m
has no peaks, which means that it starts with a strictly decreasing segment (since a reduced
word cannot contain two consecutive identical letters) and then strictly increases. Let ai+t be
the smallest number in this sequence.
The significant element for ai+t can be placed in two possible ways: in the horizontal or
the vertical part of the ji-th Γ-block. The significant elements for ai, . . . , ai+t−1 can be placed
only in its horizontal part, and the remaining elements corresponding to ai+t+1, . . . , ai+m are
necessarily placed in the vertical part.
Since there are exactly i(α) blocks containing significant elements, and each of them can be
filled in two possible ways, there are 2i(α) pipe dreams for such a word. 
Denote by PDkCn(w) the set of all reduced c-signed pipe dreams with k Γ-blocks of shape
w ∈ Cn. Then the previous discussion can be summarized as the following theorem.
Theorem 3.3. Let w ∈ BCn, k ≥ 0. Then the k-truncated Schubert polynomial Ckw(z,x) equals
the sum of monomials over all reduced c-signed pipe dreams in PDkCn(w):∑
D∈PDkCn (w)
xα(D)zβ(D) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
∑
a∈R(u)
xα∈Ax(a)
αk+1=αk+2=...=0
∑
b∈R(v)
zβ∈Az(b)
2i(α)xαzβ = C[k]w (z,x).
3.2. Type B. The Schubert polynomials Bw of type B differ from Cw only by a multiplicative
coefficient: Bw = 2
−s(w)Cw, where s(w) is the number of integers from 1 to n that change their
sign under the action of w. The number of sign changes in w is equal to the number of entries
of s0 in each reduced word a ∈ R(w).
We can use the formula from Theorem 2.8 to get a similar formula for the polynomials Bw:
Bw(z; x) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
∑
a∈R(u)
xα∈Ax(a)
∑
b∈R(v)
zβ∈Az(b)
2i(α)−s(w)xαzβ.
Here we describe a construction of b-signed pipe dreams. Let us modify the base for c-signed
pipe dreams in the following way: in each Γ-block we make the vertical and the horizontal part
overlap, so that the whole block would consist of 2n − 1 boxes. A base with k blocks will be
denoted by BkBn . We will fill the boxes of this base in a similar way. The diagram we obtain is
called a b-signed pipe dream (cf. Fig. 3).
For each b-signed pipe dream D the words wordx(D) and wordz(D), the monomial x
α(D)zβ(D),
as well as the notion of reducibility, the shape w(D) and the permutations u(D), v(D) are defined
similarly to c-signed pipe dreams.
In the same way we can show that for a reduced b-signed pipe dream D the monomial
xα(D) is x-admissible for the permutation wordx(D), and the monomial z
β(D) is z-admissible for
wordz(D).
Proposition 3.4. Let w ∈ BCn be decomposed into a product uv = w, where v ∈ Sn, `(u)+`(v) =
`(w). Let a = sa1sa2 . . . sal ∈ R(u),b ∈ R(v) be reduced words, and let xα = xj1xj2 . . . xjl ∈
Ax(a), zβ ∈ Az(b) be admissible monomials satisfying k ≥ j1 ≥ j2 . . . ≥ jl.
Then there exist exactly 2i(α)−s(w) reduced b-signed pipe dreams D such that wordx(D) =
a,wordz(D) = b,x
α(D) = xα, zβ(D) = zβ.
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Figure 3. The base BkB4 for b-signed pipe dreams
Proof. We need to find the number of ways to put significant elements in all Γ-blocks. Let
ji = ji+1 = . . . = ji+m. The sequence ai, ai+1, . . . , ai+m contains no peaks, so it first decreases
and then increases. Let ai+t be the minimal element of this sequence. If ai+t = 0, we need
to place an elbow with a faucet in the upper-left box of the corresponding block; otherwise
ai+t 6= 0 and the cross corresponding to this letter can be placed either in the horizontal, or
in the vertical part of the Γ-block. The elements corresponding to ai, . . . , ai+t−1 can be placed
only in the horizontal part of the block, and those corresponding to ai+t+1, . . . , ai+m can be
only in the vertical part. Hence for each nonempty block with a faucet there is a unique way to
place the elements, and for blocks without faucets there are two ways. The number of nonempty
blocks without faucets is equal to i(α)− s(w). The proposition is proved. 
Denote by PDkBn(w) the set of all reduced b-signed pipe dreams with k Γ-blocks of shape
w ∈ Bn. Then the following theorem holds.
Theorem 3.5. Let w ∈ BCn and k ≥ 0. The k-truncation B[k]w (z,x) of the Schubert polynomial
Bw(z,x) can be obtained as the sum of monomials over all reduced b-signed pipe dreams in
PD
(
Bn w):∑
D∈PDkBn (w)
xα(D)zβ(D) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
∑
a∈R(u)
xα∈Ax(a)
αk+1=αk+2=...=0
∑
b∈R(v)
zβ∈Az(b)
2i(α)−s(w)xαzβ = B[k]w (z,x).
3.3. Type D. The base BkDn consists of a staircase block with n − 1 stairs and k Γ-blocks of
height and width n− 1. We join the blocks by elbows . In each box of the staircase we write
the number of its diagonal. The upper left corner of each Γ-block is indexed by the symbol 1′,
while the remaining boxes are indexed by the integers 2, . . . , n from top to bottom and from left
to right (cf. Fig. 4).
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Figure 4. The base BkD4 for d-signed pipe dreams
Let us fill the boxes indexed by 1′ by elements of four possible types: elbows , crosses ,
crosses with a faucet and elbows with two faucets . All the remaining boxes will be filled by
crosses and elbows . The object we obtain will be called a d-signed pipe dream. As in the
previous cases, it consists of strands that connect the left edge with the top one. Let us index
these edges by the integers from 1 to n. To each box of the base we assign the following data:
• the weight wt( ) of the element inside it. It is equal to 2 for elbows with two faucets ,
1 for crosses and crosses with a faucet , and 0 for elbows .
• zero, one or two letters σ( ) ∈ BCn. This set of letters is equal to si for a cross in
a box indexed by i, to s1 for a cross in a box indexed by 1
′, to s1ˆ for a cross with a
faucet , to a pair of letters s1s1ˆ = s1ˆs1 for an elbow with two crosses and nothing
(the identity permutation id) for elbows .
• a variable var( ). It is equal to zi for a box in the i-th row of the staircase (counted
from above) and to xi for a box in the i-th Γ-block (counted from below).
To each d-signed pipe dream D we assign:
• a monomial xα(D)zβ(D) = ∏ ∈BkDn var( )wt( );• the number r(D) of elbow joints with two faucets occuring in D;
• a set of words word1(D),word2(D), . . . ,word2r(D)(D). Each of these words is obtained
by consecutive reading of all the letters σ( ), where runs over the set of all boxes of
the base from right to left, top to bottom. For each elbow with two faucets there are two
possibilities to read the pair of commuting letters s1, s1ˆ, so the total number of words
obtained is equal to 2r(D).
• Each of these words wordp(D) can be split into two subwords wordpx(D) and wordz(D)
(the latter word is the same for all p). The first word is obtained by reading the letters
of Γ-blocks, and the second one corresponds to the staircase block.
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• If wordp(D) (and hence all the other words) is a reduced word for the permutation
w = w(D) ∈ Dn, the pipe dream D is said to be reduced, and the permutation w is
called the shape of this pipe dream.
• If wordp(D) is a reduced word for w ∈ Dn, then wordpx(D) and wordz(D) are reduced
words for the permutations u = u(D) ∈ Dn and v = v(D) ∈ Sn respectively. Note that
uv = w and `(u) + `(v) = `(w).
Remark 3.6. Let us restate the definition of a reduced d-signed pipe dream in terms of the
intersection of the strands; it is somewhat more involved than in the previous cases. Consider
two strands that intersect twice, in the boxes a and b. A d-signed pipe dream is nonreduced if
it contains any of the eight patterns shown on Fig. 5 (the boxes a and b are highlighted by grey
frames):
• the boxes a and b contain crosses , and the segments of both strands between the
intersection do not have faucets on them;
• the boxes a and b contain crosses , and the segments of both strands between the
intersection have faucets on them;
• the boxes a and b contain crosses with faucets , and the segments of both strands
between the intersection do not have faucets on them;
• the boxes a and b contain crosses with faucets , and the segments of both strands
between the intersection have faucets on them;
• one of the boxes a, b contains a cross , and the other contains a cross with a faucet .
Exactly one of the two strands has a faucet between these two boxes;
• one of the boxes a, b contains a cross , and the other contains an elbow with two faucets
;
• one of the boxes a, b contains a cross with a faucet , and the other contains an elbow
with two faucets ;
• each of the boxes a and b contains an elbow with two faucets.
In the last three cases the existence of an extra faucet on the segments situated between a
and b is not important. If a d-signed pipe dream does not contain any of these eight “forbidden”
Figure 5. Forbidden patterns not occuring in the reduced d-signed pipe dreams
(dashed faucets may either be or not be there)
patters, such a pipe dream is reduced.
The shape of a reduced d-signed pipe dream D can be read in a similar way as in the cases
B and C: it is the permutation w = w(D) ∈ Dn such that for each i = 1, . . . , n the number i
on the left-hand side is joined with (−1)ci(D)w(i) on the top side, where ci(D) is the number of
crosses on the i-th strand.
Similarly to the previous cases we can show that if D is a reduced d-signed pipe dream, the
monomial zβ(D) is z-admissible for wordz(D), and the monomial x
α(D) is x-admissible for each
of the words word1x(D), . . . ,word
2r(D)
x (D).
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Proposition 3.7. Let w ∈ Dn be decomposed into a product uv = w, where v ∈ Sn and
`(u) + `(v) = `(w). Let a = sa1sa2 . . . sal ∈ R(u) and b ∈ R(v) be reduced words, and let
xα = xj1xj2 . . . xjl ∈ Ax(a) and zβ ∈ Az(b) be admissible monomials, and k ≥ j1 ≥ j2 . . . ≥ jl.
Let r(a, α) denote the number of i such that ji = ji+1, ai = 1, ai+1 = 1ˆ or, vice versa,
ai = 1ˆ, ai+1 = 1.
Then there exist exactly 2i(α)−o(a)+r(a,α) reduced d-signed pipe dreams D such that wordpx(D) =
a for some p, wordz(D) = b, x
α(D) = xα, and zβ(D) = zβ. For each of these pipe dreams D we
have r(D) = r(a, α).
Proof. Similarly to the previous cases we can show that there exists a unique way to place the
crosses in the staircase block. We need to find the number of ways of placing the elements in
each of the Γ-blocks. Let ji = ji+1 = . . . = ji+m. We distinguish between the following cases:
• the sequence ai, . . . , ai+m does not contain elements equal to 1 or 1ˆ. There are two possi-
bilities for putting the cross corresponding to the smallest element ai+t of the sequence:
it can be located in the horizontal or in the vertical part of the block. The remaining
elements are placed in a unique way.
• The sequence ai, . . . , ai+m contains 1, but does not contain 1ˆ. Then the top left corner
of the ji-th block contains a cross ; all the remaining elements are placed uniquely.
• The sequence ai, . . . , ai+m contains 1ˆ and does not contain 1. Then we put a cross with a
faucet into the corner of the ji-th block; the remaining elements are placed uniquely.
• The sequence ai, . . . , ai+m contains both 1ˆ and 1. Then we place an elbow with two
faucets into the corner of the ji-th block; the positions of the remaining elements are
determined uniquely.
This means that for i(α)− o(a) + r(a, α) blocks there are two possibilities to place the elements,
and all the remaining blocks are filled uniquely. This concludes the proof. 
Denote by PDkDn(w) the set of all reduced d-signed pipe dreams with k Γ-blocks of shape
w ∈ Dn. Since each pipe dream D corresponds to 2r(D) pairs (a,xα), where a is a reduced word,
and xα is an admissible monomial, each such pair corresponds to 2i(α)−o(a)+r(a,α) pipe dreams,
and r(D) = r(a, α), this gives us the following theorem.
Theorem 3.8. Let w ∈ Dn and k ≥ 0. Then the k-truncation D[k]w (z,x) of the Schubert
polynomial Dw(z,x) is equal to the sum of monomials over all reduced d-signed pipe dreams in
PDkDn(w):∑
D∈PDkDn (w)
xα(D)zβ(D) =
∑
uv=w
`(u)+`(v)=`(w)
v∈Sn
∑
a∈R(u)
xα∈Ax(a)
αk+1=αk+2=...=0
∑
b∈R(v)
zβ∈Az(b)
2i(α)−o(a)xαzβ = D[k]w (z,x).
3.4. Infinite pipe dreams. Let Fn denote either BCn or Dn. Denote by Fw(x, z) the Schubert
polynomial of type B, C or D respectively for w ∈ Fn.
We can consider bases of pipe dreams with countably many Γ-blocks, going infinitely in the
northeastern direction:
BFn :=
⋃
k∈N
BkFn .
These bases can be filled with elements according to the same rules as in the finite case. Re-
ducibility is defined the same way as above. Note that if a signed pipe dream D of arbitrary
type is reduced, it contains finitely many significant elements. This means that for a reduced
infinite pipe dreams D the monomial xα(D)zβ(D) and the shape w = w(D) ∈ Fn are well defined.
Denote by PDFn(w) the set of reduced infinite signed pipe dreams of shape w ∈ Fn:
PDFn(w) =
⋃
k∈N
PDkFn(w)
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(finite pipe dreams are assumed to have an infinite “tail” of elbows ). Since Schubert polyno-
mials equal the projective limits of their truncations
Fw(x, z) = lim←−
k→∞
F[k]w (x, z),
they are equal to the sums of monomials over infinite signed pipe dreams:
Corollary 3.9. For each w ∈ Fn, we have
Fw(x, z) =
∑
D∈PDFn (w)
xα(D)zβ(D).
3.5. Double Schubert polynomials. Double Schubert polynomials for the classical groups
were introduced in [IMN11]. They are elements of the ring Q[z, p1(x), p3(x), . . . , t], where t =
t1, t2, . . . is another countable set of variables, responsible for the action of a maximal torus of
the corresponding classical group.
This ring is equipped with an action of the group BC∞ × BC∞ and hence of its index 4
subgroup D∞ ×D∞. The first copy of BC∞ acts as before, permuting the variables zi:
szi f(z1, . . . , zi, zi+1, . . . ;x1, x2, . . . ; t1, t2, . . .) = f(z1, . . . , zi+1, zi, . . . ;x1, x2, . . . ; t1, t2, . . .) for i ≥ 1;
sz0f(z1, z2, z3, . . . ;x1, x2, . . . ; t1, t2, . . .) = f(−z1, z2, z3 . . . ; z1, x1, x2, . . . ; t1, t2, . . .);
sz
1ˆ
f(z1, z2, z3 . . . ;x1, x2, . . . ; t1, t2, . . .) = f(−z2,−z1, z3 . . . ; z1, z2, x1, x2, . . . ; t1, t2, . . .).
(recall that s1ˆ = s0s1s0).
The second copy of BC∞ acts by permuting the variables ti:
stif(z1, z2 . . . ;x1, x2, . . . ; t1, . . . , ti, ti+1, . . .) = f(z1, z2 . . . ;x1, x2, . . . ; t1, . . . , ti+1, ti, . . .) for i ≥ 1;
st0f(z1, z2, . . . ;x1, x2, . . . ; t1, t2, t3, . . .) = f(z1, z2, . . . ;−t1, x1, x2, . . . ;−t1, t2, t3, . . .);
st
1ˆ
f(z1, z2, . . . ;x1, x2, . . . ; t1, t2, t3 . . .) = f(z1, z2, z3 . . . ;−t1,−t2, x1, x2, . . . ;−t2,−t1, t3, . . .).
It is easy to check explicitly that this defines an action, and that the actions of the two copies
of BC∞ commute.
This allows us to define two families of divided difference operators. Following [IMN11], we
call them ∂i and δi.
Definition 3.10 ([IMN11, § 2.5]). Let us define divided difference operators ∂ and δ acting on
the ring Q[z, p1(x), p3(x), . . . , t] as follows:
∂if =
f − szi f
zi − zi+1 , δif =
f − stif
ti+1 − ti
for i ≥ 1;
∂0f =
f − sz0f
−2z1 , δ0f =
f − st0f
2t1
;
∂B0 f =
f − sz0f
−z1 , δ
B
0 f =
f − st0f
t1
;
∂1ˆf =
f − sz
1ˆ
f
−z1 − z2 , δ1ˆf =
f − st
1ˆ
f
t1 + t2
.
Definition 3.11. Double Schubert polynomials Bw(z,x, t),Cw(z,x, t) and Dw(z,x, t) (as be-
fore, we denote by Fw(z,x, t) any of these three polynomials) are elements of the ringQ[z, p1(x), p3(x), . . . , t]
that are indexed by the permutations w ∈ BC∞ or w ∈ D∞ and satisfy the equations
Fid = 1,
∂iFw =
{
Fwsi , if ` (wsi) < `(w),
0, if ` (wsi) > `(w),
δiFw =
{
Fsiw, if ` (siw) < `(w),
0, if ` (siw) > `(w),
for each i = 1, 2, . . .,
∂0Cw =
{
Cws0 , if ` (ws0) < `(w),
0, if ` (ws0) > `(w),
δ0Cw =
{
Cs0w, if ` (s0w) < `(w),
0, if ` (s0w) > `(w),
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∂B0 Bw =
{
Bws0 , if ` (ws0) < `(w),
0, if ` (ws0) > `(w),
δB0 Bw =
{
Bs0w, if ` (s0w) < `(w),
0, if ` (s0w) > `(w),
∂1ˆDw =
{
Dws1ˆ , if `
(
ws1ˆ
)
< `(w),
0, if `
(
ws1ˆ
)
> `(w),
δ1ˆDw =
{
Ds1ˆw, if `
(
s1ˆw
)
< `(w),
0, if `
(
s1ˆw
)
> `(w).
3.6. Double Schubert polynomials as sums over pipe dreams. The goal of this subsec-
tion is to express double Schubert polynomials of types B, C, and D as sums over the set of
pipe dreams. We start with recalling the following theorem, which expresses double Schubert
polynomials via the ordinary ones.
Theorem 3.12 ([IMN11, Cor. 8.10]). Double Schubert polynomials Fw(z,x, t) satisfy the equa-
tion
Fw(z,x, t) =
∑
vu=w
`(v)+`(u)=`(w)
v∈Sn
Sv−1(−t)Fu(z,x).
The following easy proposition describes the pipe dreams for the inverse permutation.
Proposition 3.13. Let v ∈ Sn, and let be a box in the base BSn. Let var′( ) = −tj, where j
is the number of the column containing this box. To a pipe dream D we can assign a monomial
(−t)β′(D) =
∏
∈BSn
var′( )wt( )
(the product of all the variables −tj over all the crosses in D). Then
Sv−1(−t) =
∑
D∈PDSn (v)
(−t)β′(D).
Figure 6. The base for pipe dreams of size n = 4 indicating the variables var′
Proof. Denote by DT the transposed pipe dream: the pipe dream obtained by reflecting D with
respect to the NW-SE diagonal. It is easy to see that D ∈ PDSn(v) iff DT ∈ PDSn(v−1). The
proposition follows from this assertion and Theorem 2.10. 
As before, let us denote the truncations of Schubert polynomials as follows:
F[k]w (z,x, t) = Fw(z, x1, x2, . . . , xk, 0, 0, . . . , t).
Theorems 3.3, 3.5, 3.8 and Proposition 3.13 imply that the formula from Theorem 3.12 can be
rewritten as follows:
Corollary 3.14. Let w ∈ Fn and k ≥ 0. Then we have
F[k]w (z,x, t) =
∑
vu=w
`(v)+`(u)=`(w)
v∈Sn
∑
D′∈PDkFn (u)
∑
D′′∈PDSn (v)
xα(D
′)zβ(D
′)(−t)β′(D′′).
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The base for double Schubert polynomials DBkFn can be obtained by adding another staircase
of size (n − 1, . . . , 2, 1) (shown on Fig. 6) in the northeastern part of the base BkFn and joining
them by elbows (cf. Fig. 7). The boxes of the “double” base DBkFn are filled according to the
same rules as in the case of BkFn ; the object obtained is called a b-, c- or d-double signed pipe
dream.
Figure 7. Bases DBkB4 and DB
k
D4 for b- and d-double signed pipe dreams
For a double signed pipe dream D of any of the three types we can define similarly to the
ordinary case the following data:
• a monomial xα(D)zβ(D)(−t)β′(D);
• the reducibility property;
• for D reduced, the shape w = w(D) ∈ Fn.
We can subdivide the base DBkFn into the base for usual signed pipe dreams B
k
Fn and the
staircase B′Sn in the northeastern part. So, if D is reduced and its shape is equal to w ∈ Fn, it is
subdivided into D′ ∈ PDkFn(u) and D′′ ∈ PDSn(v). Obviously, `(u) + `(v) = `(w) and vu = w.
The converse is also true: if `(u) + `(v) = `(w) and vu = w, v ∈ Sn, then the pipe dreams
D′ ∈ PDkFn(u) and D′′ ∈ PDSn(v) add up to a reduced double signed pipe dream of shape w.
Denote by DPDkFn(w) the set of all reduced double signed pipe dreams of type B, C or D of
shape w ∈ Fn. Then the formula from Corollary 3.14 can be rewritten as follows:
Corollary 3.15. If w ∈ Fn and k ≥ 0, the k-truncation of a double Schubert polynomial is
obtained as the sum of monomials over all reduced double signed pipe dreams of a given shape:
F[k]w (z,x, t) =
∑
D∈DPDkFn (w)
xα(D)zβ(D)(−t)β′(D).
Remark 3.16. We can consider the base for double signed pipe dreams with countably many
Γ-blocks in the middle. This allows us to obtain double Schubert polynomials Fw(z,x, t) as
sums of monomials over infinite reduced double signed pipe dreams.
3.7. Examples.
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Example 3.17. Let w = s0 ∈ BC∞. All pipe dreams D ∈ PDB∞(s0) have exactly one significant
element: a faucet in a corner of any Γ-block. Hence
Bs0(z,x) =
∑
xi = p1(x);
Cs0(z,x) = 2
∑
xi = 2p1(x).
Example 3.18. Let w = si ∈ BC∞ and i ≥ 1, or w = si ∈ D∞ and i ≥ 2. Each pipe dream (of
any type) of this shape has a unique significant element: a cross in a box labeled by i. It can
be located either in one of the first i rows of the staircase block, or in any of the two parts of
any Γ-block. Hence
Bsi(z,x) = Csi(z,x) = Dsi(z,x) = z1 + z2 + . . .+ zi + 2p1(x).
Now consider double signed pipe dreams of shape si. The cross can be also located in one of
the first i columns of the upper staircase block, so
Bsi(z,x, t) = Csi(z,x, t) = Dsi(z,x, t) = (z1 − t1) + (z2 − t2) + . . .+ (zi − ti) + 2p1(x).
Example 3.19. In a reduced d-signed pipe dream of shape s1 ∈ D∞ the unique cross can be
located either in the corner of the staircase block, or in the corner of any Γ-block. In the case of
d-double signed pipe dreams the cross can also be situated in the corner of the upper staircase
block. This means that
Ds1(z,x) = z1 + p1(x);
Ds1(z,x, t) = (z1 − t1) + p1(x).
Now consider a reduced d-signed pipe dream of shape s1ˆ ∈ Dn. They contain one cross with
a faucet, which can be situated only in the corner of a Γ-blocks, hence
Ds1ˆ(z,x) = Ds1ˆ(z,x, t) = p1(x).
Example 3.20. Let w = s1s1ˆ ∈ D∞. If D is a reduced d-signed pipe dream of shape w, the
following cases may occur:
• There is a cross in the corner of the staircase block and a cross with a faucet in the
corner of the i-th Γ-block. For each i we obtain a summand z1xi.
• In the corner of the i-th Γ-block there is a cross, and in the j-th Γ-block there is a cross
with a faucet. For each i 6= j this gives us a summand xixj .
• In the corner of the i-th Γ-block there is an elbow joint with two faucets. For each i we
obtain a summand x2i .
So we have
Ds1s1ˆ(z,x) = z1
∑
i
xi +
∑
i
x2i +
∑
i 6=j
xixj = z1p1(x) + p
2
1(x).
If D is a reduced d-double signed pipe dream, another possibility occurs: a cross can be located
in the corner of the upper staircase block, while a cross with a faucet is in the corner of the i-th
Γ-block. These cases provide summands of the form −t1xi, hence
Ds1s1ˆ(z,x, t) = (z1 − t1)p1(x) + p21(x).
Example 3.21. Let w = s1s0s1 = 12 ∈ BC∞. If D ∈ PDB2(w), the pipe dream D has two
crosses in the boxes indexed by 1 and a faucet between them. The following cases may occur:
• The lower cross is in the corner of the staircase block, the faucet and the upper cross
are in the same (i-th) Γ-block. For each i we obtain z1x
2
i .
• The lower cross is in the corner of the staircase block, the faucet is in the i-th Γ-block,
the upper cross is in any of of the two parts of the j-th Γ-block. For each i < j we obtain
a summand 2z1xixj
• All three elements are situated in the i-th Γ-block. For each i we obtain a summand x3i .
• The lower cross is in any of the two parts of the i-th Γ-block, the upper cross and the
faucet are in the j-th Γ-block. For each i < j we get a summand 2xix
2
j .
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• The lower cross and the faucet are in the i-th Γ-block, and the upper cross is in any of
the two parts of the j-th Γ-block. For each i < j we have 2x2ixj .
• The lower cross is in any of the two parts of the i-th Γ-block, the faucet is in the j-th
Γ-block, the upper cross is in any of the two parts of the k-th Γ-block. For each i < j < k
we have a summand 4xixjxk.
Summarizing, we obtain
Bs1s0s1(z,x) = z1
∑
i
x2i + 2z1
∑
i<j
xixj +
∑
i
x3i+
+ 2
∑
i<j
x2ixj + 2
∑
i<j
xix
2
j + 4
∑
i<j<k
xixjxk = z1p
2
1(x) +
2
3
p31(x) +
1
3
p3(x).
4. Bottom pipe dreams
4.1. Admissible moves and extended Lehmer codes of signed permutations. Let w ∈
Sn or w ∈ Fn. Consider the set of pipe dreams of a given shape: PDSn(w) or PDFn(w). We
introduce a partial order on this set as follows. Let D and D′ be two pipe dreams of the same
shape that coincide everywhere except two boxes a and b, and the row containing a is above the
row containing b. We shall say that D is obtained from D′ by an admissible move (notation:
D  D′) if the elements in a and b are located in one of the following nine ways:
D′ D
a
b
D′ D
a
b
D′ D
a
b
D′ D
a
b
D′ D
a
b
D′ D
a
b
D′ D
a
b
D′ D
a
b
D′ D
a
b
(For the entries in the first line, D is obtained from D′ by shifting one significant element down.)
Example 4.1. Let D, D′ be pipe dreams of the type A. In this case, only the first of these nine
moves is allowed. As a particular case of this move, we have a ladder move defined in [BB93]:
. . . . 7→ . . . .
(here the dots represent a sequence of crosses).
Extending the relation  by transitivity, we obtain a partial order on the set of pipe dreams.
This is indeed a partial order. To show this, let us introduce an order on the set of variables
as follows: zn−1 > zn−2 > . . . > z1 > x1 > x2 > . . .. Consider the corresponding lexicographic
order  on the set of monomials. It is clear that for D  D′ we have xα(D)zβ(D)  xα(D′)zβ(D′).
Our next goal is to show that for each w the set PDSn(w) (resp. PDFn(w)) has a unique
maximal element with respect to the partial order . Such a pipe dream is called the bottom
pipe dream of w.
Recall the definition of the Lehmer code of a permutation. We also need to generalize the
notion of the Lehmer code for a signed permutation.
Definition 4.2. Let w ∈ Sn. The Lehmer code L(w) of this permutation is a sequence
(L1(w), . . . , Ln(w)), where Li(w) = #{j > i | w(i) > w(j)}.
Definition 4.3. Let w ∈ BCn. Consider w as a bijection from {−n, . . . ,−1, 1, . . . , n} to itself.
The Lehmer code of w is a sequence L(w) = (L1(w), . . . , Ln(w)) defined as Li(w) = #{j > i |
w(i) > w(j)}. The signed Lehmer code of w is the pair (L(w), N(w)), where N(w) = {i > 0 |
w−1(i) < 0} is the set of positive entries with negative preimages.
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Proposition 4.4. A permutation w ∈ Sn is uniquely defined by its Lehmer code. A signed
permutation w ∈ BCn is uniquely determined by its signed Lehmer code.
Proof. Immediate. 
4.2. Type A pipe dreams. Here we recall the proof of existence of bottom pipe dream for
type A permutations, due to S. Billey and N. Bergeron [BB93] (cf. also [Knu12]).
Theorem 4.5. Let w ∈ Sn. There exists a unique pipe dream Db ∈ PDSn(w) with all crosses
adjusted to the left (i.e., not containing fragments of the form ). Each pipe dream D ∈
PDSn(w) can be brought to Db by a sequence of ladder moves.
Proof. First observe that every pipe dream without fragments of the form is reduced.
Let L(w) = (L1(w), . . . , Ln(w)) be the Lehmer code of w ∈ Sn. It is easy to check that if for
each i = 1, . . . , n the i-th row of the pipe dream Db has Li(w) crosses adjusted to the left, then
Db ∈ PDSn(w). Since a permutation is uniquely determined by its Lehmer code, a bottom pipe
dream for each w ∈ Sn is unique.
Consider a pipe dream D ∈ PDSn(w). Since it is reduced, it cannot contain a fragment of the
form . . . .. If D is not the bottom pipe dream, it contains fragments of the form . Let us
take the lowest row containing such fragments; among them, take the leftmost occurence. The
cross in it can be shifted downstairs by means of a ladder move. Repeating such an operation,
we will obtain the bottom pipe dream for w. 
Example 4.6. Let w = 126543 ∈ S6. The Lehmer code of this permutation equals L(w) =
(0, 0, 3, 2, 1, 0). Let us show how to bring one of the pipe dreams of shape w to the bottom one.
1 2 3 4 5 6
1
2
3
4
5
6
7→
1 2 3 4 5 6
1
2
3
4
5
6
7→
1 2 3 4 5 6
1
2
3
4
5
6
7→
1 2 3 4 5 6
1
2
3
4
5
6
7→
1 2 3 4 5 6
1
2
3
4
5
6
4.3. B-signed pipe dreams.
Theorem 4.7. Let w ∈ Bn. There exists a unique bottom b-signed pipe dream Db ∈ PDBn(w)
that satisfies the following conditions:
• Db does not contain fragments of the form and ;
• The numbers of significant elements in its Γ-blocks form a strictly decreasing sequence
(ending by zeroes).
Moreover, each b-signed pipe dream D ∈ PDBn(w) can be brought to Db by a sequence of admis-
sible moves.
Proof. By definition, the bottom b-signed pipe dream Db satisfies the following conditions:
• All the crosses in the staircase block are left-adjusted. Denote the number of crosses in
the i-th row by λi ∈ {0, 1, . . . , n− i}.
• All the significant elements in each Γ-block are located in its horizontal part and are left-
adjusted. Hence each nonempty Γ-block has a faucet in its corner. Denote the number
of significant elements in the i-th Γ-block by µi
• The total number of faucets equals s(w), which is the number of nonempty Γ-blocks.
Since the numbers of significant elements in Γ-blocks decrease, we have n ≥ µ1 > µ2 >
. . . > µs(w) > 0.
Let N(w) = {t1 > t2 > . . . > ts(w) > 0} be the entries such that w−1(ti) is negative for each
i (i.e. the numbers written with a bar in the one-line notation of w). We have seen that the
signed Lehmer code (L(w), N(w)) uniquely determines the permutation w ∈ BCn.
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Consider a b-signed pipe dream Db with Li(w) left-adjusted crosses in the i-th row of the
staircase block and with ti left-adjusted significant elements in the i-th Γ-block (i.e. al elbow
with a faucet and ti− 1 crosses). It is clear that such a pipe dream is reduced and has shape w.
It remains to show that each non-bottom b-signed pipe dream D ∈ PDBn(w) can be brought
to the bottom one by shifting significant elements down.
Suppose that D contains a fragment or . Consider the lowest of them; let a be its
box containing a cross. Let us go down along the strands crossing at a, and consider the next
pairs of adjacent boxes containing these strands. They can look as follows:
• or . Let b be the left box of the first such pair. Then the strands cross at a
and “nearly meet” in b. Note that if one of these strands has a faucet on it, it is located
below b. Thus we can move the cross from a into b without changing the shape of our
b-signed pipe dream.
• : in this case the two strands continue passing next to each other.
• cannot occur, because a was the lowest box with such a condition.
• only can occur if one of the strands had a faucet on it (otherwise D is nonreduced).
But before the faucet the corresponding strand should turn left, hence there is a fragment
of the form before it, and this case was already considered.
Summarizing, we see that the two strands crossing in a follow next to each other and do not
contain faucets before passing through a fragment of the form or . Since each strand
contains at least one elbow in the staircase block, we necessarily obtain such a fragment. So the
cross from a can be moved down.
. . . . . .
. . . . . .
7→
. . . . . .
. . . . . .
This allows us to bring D to the following form: all significant elements in the Γ-blocks are
located in their horizontal parts and are left-adjusted.
Now suppose that the number of significant elements in Γ-blocks does not form a strictly
decreasing sequence. Let these blocks have µ1, µ2, . . . significant elements and let i be the
minimal number satisfying µi+1 ≥ µi > 0 or µi+1 > 0, µi = 0.
If µi = 0 and µi+1 > 0, we can move all the elements from the (i+1)-st block into the i-th one;
obviously, this does not change the shape of our pipe dream. Thus we can reduce the situation
to the case µ1 > 0, µ2 > 0, . . . , µs(w) > 0, with all the following blocks being empty.
In the next examples we will draw the horizontal parts of the Γ-blocks adjacent to each other,
ignoring the elbows between them.
A reduced pipe dream cannot contain a fragment of the form , so the horizontal parts
of all non-empty Γ-blocks except the top one must contain at least two crosses. Also, reduced
pipe dreams cannot contain , so the horizontal parts of all non-empty Γ-blocks except
the top two must contain at least three crosses. Proceeding in this way further, we obtain
µj ≥ s(w)− j + 1.
Now consider the box in the (i + 1)-th Γ-block on the µi-th position, counted from the left;
denote this box by a. Since µi+1 ≥ µi, this box contains a cross. Consider the pair of strands
crossing in a and follow then down.
It is clear that both of these strands have faucets; moreover, they enter the staircase block
at adjacent positions. Similarly to the previous case we show that they pass through a box b of
the staircase block containing an elbow . Since both strands have a faucet between a and b,
we can move the cross from a to b without changing the shape of our b-signed pipe dream, as
22 EVGENY SMIRNOV AND ANNA TUTUBALINA
shown on the diagram below.
. . . . 7→ . . . .
Repeating these operations, we will obtain the bottom b-signed pipe dream Db. 
4.4. C-signed pipe dreams. The case of c-signed pipe dreams is treated similarly to the case
of b -signed pipe dreams. For w ∈ Cn the bottom pipe dream Db ∈ PDCn(w) looks like the
bottom pipe dream D′b ∈ PDBn(w), with one exception: all the elbows with faucets are located
in the vertical parts of the Γ-blocks. Let us state an analogue of Theorem 4.7:
Theorem 4.8. Let w ∈ BCn. There exists a unique bottom c-signed pipe dream Db ∈ PDCn(w)
with the following properties:
• all the crosses in the staircase block are left-adjusted;
• every nonempty Γ-block contains an elbow with a faucet in the vertical part of the block;
• all the crosses in the Γ-blocks are located in the horizontal parts and left-adjusted: the
box indexed by 0 contains an elbow and is followed by a sequence of crosses;
• the numbers of significant elements in Γ-blocks form a strictly decreasing sequence.
Any c-signed pipe dream D ∈ PDCn(w) can be brought to Db by a sequence of admissible moves.
4.5. D-signed pipe dreams.
Theorem 4.9. Let w ∈ Dn. There exists a unique bottom d-signed pipe dream Db ∈ PDDn(w),
satisfying the following properties:
• Db does not contain fragments of the form (however, may occur);
• the numbers of significant elements in the Γ-blocks form a strictly decreasing sequence
(ending by zeroes);
• The 1′-boxes of nonempty Γ-blocks contain crosses and crosses with faucets . These
elements alternate: the blocks with odd numbers contain crosses with faucets , while
those with even numbers contain ordinary crosses .
Moreover, each d-signed pipe dream D ∈ PDDn(w) can be brought to Db by a sequence of
admissible moves.
Proof. The proof is similar to the proof of Theorem 4.7. Let (L(w), N(w)) be the signed Lehmer
code for w ∈ Dn, with N(w) = {t1, . . . , ts(w)}, n > t1 > t2 > . . . > ts(w) > 0. Let
µ(w) =
{(
t1 − 1, t2 − 1, . . . , ts(w) − 1
)
, if ts(w) > 1;(
t1 − 1, t2 − 1, . . . , ts(w)−1 − 1
)
, if ts(w) = 1.
Since the number of sign changes in w ∈ Dn is even, the partition µ uniquely determines N(w).
Consider the d-signed pipe dream Db with Li(w) left-adjusted crosses in the i-th row of
the staircase block, with µi(w) left-adjusted crosses in the horizontal part of the i-th Γ-block
(starting with a cross in the first position), with faucets on the crosses in the corner boxes with
odd numbers. Such a pipe dream Db is reduced and has shape w.
Let us show how to reduce a d-signed pipe dream D ∈ PDDn(w) to Db.
The cross from the lowest fragment can be moved down: to do this, we follow the two
crossing strands down; since they are not the leftmost, these two strands cannot contain the
fragment of the form . Then we proceed similarly to the proof of Theorem 4.7.
These operations can bring our pipe dream to the following form: the significant elements
are only in the horizontal parts of the Γ-blocks; in each row they are left-adjusted. Further in
the examples we draw the horizontal parts of the blocks one under another, ignoring the elbows
between them.
If certain Γ-block is empty, we can move to it all the significant elements of the block above
it. So we can suppose that all the empty blocks are located above the nonempty ones.
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Now look at the elements in the boxes of the Γ-blocks indexed by 1′. In the odd blocks we
should have crosses with faucets , and in the even ones crosses . Suppose this is not true;
take the lowest (i-th) block where this does not hold, and distinguish between the following
possibilities:
• The number i is odd, and there is a cross in the corner of the i-th block. In the corner
of the (i − 1)-st block there is also a cross . Since D is reduced, the (i − 1)-st block
also contains at least one more cross. Then we can move the cross from the corner of
the i-th block down similarly to Theorem 4.7 (since both strands do not have faucets on
them):
. . . . 7→ . . . .
• The number i is even, and there is a cross with a faucet in the corner of the i-th block
(denote this box by a). The corner of the (i − 1)-st block also contains an element .
Since D is reduced, the (i− 1)-st block should contain at least one more cross. Similarly
to the previous cases we can show that the strands crossing at a also “nearly meet” at
some other box b containing an elbow . Then we can replace the cross with a faucet
at a by an elbow joint and replace the elbow at b by a cross; this would preserve the
shape of the permutation.
. . . . 7→ . . . .
• The number i is odd, there is an elbow with two faucets in the corner of the i-th
block:
. . . . 7→ . . . .
• The number i is even, there is an elbow with two faucets in the corner of the i-th
block:
. . . . 7→ . . . .
Now suppose that the numbers of significant elements in the Γ-blocks do not form a dercreasing
sequence. Let these blocks contain µ1, µ2, . . . significant elements, and let i be the least number
such that µi+1 ≥ µi > 0.
If µi = 1, the crosses and from the two neighboring corners can be shifted into one elbow
joint :
7→
7→
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Otherwise consider the box a in the (i+ 1)-st Γ-block at the µi-th position counted from the
left. Similarly to Theorem 4.7, the cross at this box can be moved down:
. . . . 7→ . . . .
. . . . 7→ . . . .
Let us summarize the previous discussion. Consider a d-signed pipe dream D ∈ PDDn(w). If
it is not the bottom pipe dream, we can bring one of the significant elements down:
• if D has a fragment , we can move the cross from the lowest of such fragments;
• if D has no , but certain nonempty block is above an empty one, we can shift all the
elements from this block;
• if D has no , all the empty blocks are above the nonempty ones, but at some of the
boxes 1′ the alternation of crosses and is violated, we can move down the element
from this box;
• if D has no , all the empty blocks are above the nonempty ones, the crosses and
at the boxes 1′ are alternating, but the number of significant elements is not decreasing,
we can move the lowest cross that violates this rule.

The bottom pipe dream of w ∈ F∞ corresponds to the lexicographically highest monomial of
Fw. This allows us to prove that Schubert polynomials form a basis.
Theorem 4.10. Each family of Schubert polynomials {Bw | w ∈ BC∞}, {Cw | w ∈ BC∞},
{Dw | w ∈ D∞} forms a basis in Q[z, p1(x), p3(x), . . .].
Proof. As before, we consider the order . . . > z2 > z1 > x1 > x2 > . . . on the set of variables and
the corresponding lexicographic order ≺ on the set of monomials. The highest (with respect to
this order) monomial in≺(Fw) in a Schubert polynomial Fw, where w ∈ Fn ⊂ F∞, corresponds
to the bottom pipe dream Db ∈ PDFn(w).
From the description of the bottom pipe dreams we see that:
• for different w ∈ F∞ the highest terms of the Schubert polynomials Fw are distinct, hence
the Schubert polynomials of each given type (B, C or D) are linearly independent;
• for Schubert polynomials of a given type (B, C or D) and each β = (β1, β2, . . . , 0, 0, . . .)
and α = (α1 > α2 > . . .) there exists an element w ∈ F∞ such that the highest term of
Fw equals x
αzβ.
Now let us show that the highest term of each monomial f ∈ Q[z, p1(x), p3(x), . . .] satisfies
the following property: the powers of xi occuring in it strictly decrease.
Let f ∈ Q[p1(x), p3(x), . . .], and let the highest term of f be equal to xα11 xα22 . . . xαss . Since f
is a symmetric function, we have α1 ≥ α2 ≥ . . . ≥ αs. Suppose that α1 = α2 = α.
Let xβ11 x
β2
2 x
β3
3 . . . be another monomial occuring in f . Then f also contains the monomial
xβ21 x
β1
2 x
β3
3 . . ., so β1 ≤ α, β2 ≤ α and we have either β1 = β2 = α, or β1 + β2 < α1 + α2 = 2α.
This means that
f(x1, x2, x3, . . .) = x
α
1x
α
2 g(x3, x4, . . .) + h(x1, x2, x3 . . .).
Here g is a nonzero symmetric function, and h is a symmetric function with the following
property: for each of its monomials the sums of powers of x1 and x2 is less than 2α. The
function f is supersymmetric:
f(y,−y, x1, x2, . . .) = f(x1, x2, . . .),
PIPE DREAMS FOR SCHUBERT POLYNOMIALS OF THE CLASSICAL GROUPS 25
since every odd power sum p2k−1(x) satisfies this property. On the other hand,
f(y,−y, x1, x2, . . .) = ±y2αg(x1, x2, x3, . . .) + h(y,−y, x1, . . .),
where the power of h with respect to y does not exceed 2α− 1. So f(y,−y, x1, x2, . . .) depends
on y and hence cannot be equal to f(x1, x2, . . .). This contradiction shows that α1 > α2.
Now let us express f(x) as
f(x) = xα1g(x2, x3, . . .) + h(x1, x2, . . .),
where g ∈ Q[p1(x2, x3, . . .), p3(x2, x3, . . .), . . .], and the power of h with respect to x1 does not
exceed α1 − 1. The highest term of g(x2, x3, . . .) is equal to xα22 xα33 . . . xαss . A similar reason-
ing applied to g shows that α2 > α3. Proceeding in this way further, we obtain the desired
inequalities α1 > α2 > . . . > αs. 
5. Schubert polynomials of Grassmannian permutations
5.1. Schubert polynomials of Grassmannian permutations are Schur polynomials. It
is well known that the Schur polynomials appear as the Schubert polynomials of permutations
with a unique descent (such permutations are called Grassmannian ones). This fact can be
proved combinatorially (cf., for instance, the notes [Knu12] by A. Knutson). The Schur polyno-
mial sλ(z1, . . . , zn), where λ is a partition, can be obtained as the sum of monomials z
T over
Young tableaux T of shape λ filled by the integers not exceeding n; one can construct a bijection
between the Young tableaux of a given shape and the pipe dreams of the Grassmannian per-
mutation corresponding to λ. For the reader’s convenience, we recall this result as Theorem 5.4
and provide its proof.
This result can be generalized to the case of other classical groups. In this case the ordinary
Schur polynomials are replaced by the P - and Q-Schur polynomials: P for the types B and D,
while Q corresponds to the type C.
Definition 5.1. Let 2 ≤ k ≤ n − 1. A permutation w ∈ Sn is said to be k-Grassmannian, if
w(1) < w(2) < . . . < w(k) > w(k + 1) < w(k + 2) < . . . < w(n). A permutation is said to be
Grassmannian, if it is k-Grassmannian for some k. In other words, a Grassmannian permutation
has a unique descent at k.
A k-Grassmannian permutation w ∈ Sn bijectively corresponds to the partition λ(w) =
(λ1, . . . , λk) of the number `(w) into at most k parts: it is given by λi = w(i)− i.
Definition 5.2. Let Fn = BCn or Dn. A permutation w ∈ Fn is said to be Grassmannian if
w(1) < w(2) < . . . < w(n).
Let k be a number such that w(k) < 0 < w(k + 1). A permutation thus defines a strict
partition, i.e. a partition of strictly decreasing integers, −w(1) > −w(2) > · · · > −w(k) > 0.
This provides a bijection between strict partitions and Grassmannian permutations in BC∞.
In the one-line notation, saying that a permutation w ∈ BC∞ is Grassmannian is equivalent
to saying that w = ı1 . . . ıkik+1 . . . in, with all ij > 0 distinct, i1 > i2 > · · · > ik, and ik+1 <
ik+2 < · · · < in: all the entries with bars precede those without bars, the absolute values of the
barred entries decrease, and the values of the entries without bars increase. The corresponding
strict partition is (i1, i2, . . . , ik).
In this section we prove combinatorially that the Schubert polynomials of Grassmannian
permutations for Fn = BCn and Dn are equal to P - (in types B and D) and Q-Schur functions
(in type C), respectively.
We start with recalling the combinatorial description of (usual) Schur polynomials.
Definition 5.3. Let λ = (λ1 ≥ λ2 ≥ . . . ≥ λl > 0) be a partition and k ≥ 0. Consider the
Young diagram (in the English notation) with rows of length λ1, . . . , λl. A (semistandard) Young
tableau of shape λ is a labelling of its boxes by the numbers 1, . . . , k weakly increasing along the
rows and strictly increasing along the columns. The set of all semistandard Young tableaux of
shape λ will be denoted by SSYTk(λ).
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If T ∈ SSYTk(λ), denote by zT the monomial obtained as the product of zi over all occurencies
of i in the tableau T . A Schur polynomial is defined as the sum of monomials zT over all
semistandard Young tableaux of a given shape:
sλ(z1, . . . , zk) =
∑
T∈SSYTk(λ)
zT .
It is well-known (cf., for example, [Ful97]) that sλ is a symmetric polynomial in z1, . . . , zk.
The following theorem is a fundamental property of Schubert polynomials (see, for instance, [Mac91,
(4.8)]). Its bijective proof is probably folklore; it can be found, for example, in [Knu12]. For the
reader’s convenience, we give this proof here. It will be generalized for the cases B, C, and D
in the next subsection.
Theorem 5.4. Let w ∈ Sn be a k-Grassmannian permutation. Let
λ(w) = (λ1(w), . . . , λl(w)) = (w(k)− k, . . . , w(2)− 2, w(1)− 1).
Then we have
Sw(z) = sλ(w)(z1, z2, . . . , zk).
Proof. We first observe that Li(w) = w(i) − i for i ≤ k and Li(w) = 0 for i > k. This means
that for the bottom pipe dream Db ∈ PDSn(w) its crosses are located in the boxes forming the
Young diagram λ flipped upside down:
1 2 3 4 5 6
1
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6
Figure 8. The bottom pipe dream for w = 135624 and the Young diagram λ(w)
Now let D ∈ PDSn(w) be an arbitrary pipe dream of shape w. Let us assign to D a Young
tableau T ∈ SSYTk(λ(w)) as follows. First let us bring it to Db by moving some crosses down.
Now we replace each cross in Db by the number k − i + 1, where i is the number of the row
which initially contained this cross.
One can check that all the crosses were only shifted southwest:
7→
This means that the order of crosses along each strand remains unchanged. Hence the numbers
along the rows of T weakly increase, and the numbers along the columns strictly increase.
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Figure 9. Pipe dream and the corresponding Young tableau
This correspondence between PDSn(w) and SSYTk(λ(w)) is a bijection. Indeed, let us start
with a tableau T ; we will read the crosses in Db from right to left, from top to bottom, and
lift each of the crosses into the row prescribed by the value inside the corresponding box. Since
the numbers in T weakly increase along the rows and strictly increase along the columns, each
of the crosses will not “bump” into the crosses lifted before, so all of them will be lifted to the
prescribed positions.
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Let z˜ = (zk, zk−1, . . . , z1). If T ∈ SSYTk(λ(w)) is the tableau corresponding to D ∈ PDSn(w),
the monomial zβ(D) is equal to z˜T .
Hence
sλ(z˜) =
∑
T∈SSYTk(λ(w))
z˜T =
∑
D∈PDSn (w)
zβ(D) = Sw(z).
Since the Schur polynomials are symmetric, we have sλ(z1, . . . , zk) = Sw(z). 
5.2. Schubert polynomials of types B, C and D are P - and Q-Schur functions. Let
µ = (µ1, . . . , µ`), where µ1 > µ2 > . . . > µ` be a partition into distinct parts. Consider a shifted
Young diagram, as shown on the figure below: its i-th row consists of µi boxes, and the rows
are aligned along the NW-SE diagonal. The partition µ = (µ1, µ2, . . . , µ`) is called the shape of
this diagram.
Figure 10. Shifted Young diagram µ = (7, 4, 3, 1)
Let us fill the boxes of a shifted Young diagram by the numbers 1◦ < 1 < 2◦ < 2 < . . .
according to the following rules:
• the numbes weakly increase along the rows and the columns;
• a row cannot contain two equal numbers with circles;
• a column cannot contain two equal numbers without circles.
Such an object is called a circled Young tableau of shape µ. The set of all such tableaux of shape
µ will be denoted by CYT(µ).
Let CYT′(µ) ⊂ CYT(µ) be the subset of circled Young tableaux such that the leftmost
number of each row has no circle.
To each tableau T ∈ CYT(µ) we can assign a monomial xT obtained as the product of xi
over all the occurencies of i◦ and i in T .
Definition 5.5. The P - and Q-Schur functions are defined as the sums of monomials over all
circled Young tableaux:
Qµ(x) =
∑
T∈CYT(µ)
xT ;
Pµ(x) =
∑
T∈CYT′(µ)
xT .
Remark 5.6. Let T ∈ CYT(µ) be a circled Young tableau. Note that we can add or remove a
circle at the number of the leftmost box of each row, still obtaining a valid circled tableau. This
means that
Pµ(x) = 2
−`(µ)Qµ(x),
where `(µ) is the number of parts in the partition µ.
The following theorem was proved in [BH95, Prop. 3.13, 3.14] using the Edelmann–Greene
correspondence. Here we prove it with a bijective argument.
Theorem 5.7. Let w = w1w2 . . . ws(w)ws(w)+1 . . . wn ∈ BCn be a Grassmannian permutation
with the decreasing segment w1, . . . , ws(w) and the increasing segment ws(w)+1, . . . , wn. Let µ =
(w1, . . . , ws(w)). Then Bw = Pµ and Cw = Qµ.
Proof. Consider the bottom pipe dream Db ∈ PDBn(w). The positions of its crosses can be
deduced from Theorem 4.7: since −w1 < −w2 < . . . < −ws(w) < ws(w)+1 < . . . < wn, its
Lehmer code equals L(w) = (0, 0, . . . , 0), hence the staircase block of Db does not contain any
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crosses. On the other hand, the i-th Γ-block for i ≤ s(w) contains wi left-adjusted significant
elements.
Let us establish a correspondence between the significant elements of Db and the boxes in the
shifted Young diagram in a natural way: the j-th significant element (counted from the left) of
the i-th Γ-block corresponds to the j-th box of the i-th row in the shifted Young diagram. If two
boxes are located in the same column of the Young diagram, there is a strand passing vertically
through both corresponding significant elements. Meanwhile, two boxes in the same row of the
Young diagram correspond to a horizontal segment of a strand.
Since each D ∈ PDBn(w) can be reduced to Db by shifting down significant elements, the
staircase block of D also does not contain crosses. We assign to D a circled Young tableau
T ∈ CYT′(µ) as follows. For each significant element from Db let us look at its initial position
in D. If it was in the vertical part (excluding the corner) of the i-th Γ-block, we put i◦ into
the corresponding box of our tableau. If it was in the horizontal part (including the corner), we
put i.
One can show that for Grassmannian permutations the significant elements will only move
along the NE-SW diagonal:
7→
7→ ,
so the order of the elements corresponding to each strand will remain unchanged. This implies
the non-decreasing of the numbers in T along the rows and the columns. Also, if a strand passes
through two significant elements horizontally (resp. vertically), these elements cannot be located
in the same vertical (resp. horizontal) part of the same Γ-block. This implies that the circled
integers are not repeating along the rows of T , and the non-circled ones are not repeating along
the columns.
This correspondence between PDBn(w) and CYT
′(µ) is a bijection. Indeed, consider a tableau
T ∈ CYT′(µ). Let us read the significant elements of Db one by one, right to left top to bottom,
and lift each of them into the vertical or horizontal part of the Γ-block prescribed by the entry
in the corresponding box. It is easy to see that the elements will not “bump” into each other,
so all of them will be lifted to the prescribed positions.
To conclude, note that if a b-signed pipe dream D corresponds to the tableau T , then xT =
xα(D) = xα(D)zβ(D). This means that
Bw(x, z) =
∑
D∈PDBn (w)
xα(D)zβ(D) =
∑
T∈CYT′(µ)
xT = Pµ(x).
In the case of c-signed pipe dreams a similar reasoning gives us the following relation:
Cw(x, z) =
∑
D∈PDCn (w)
xα(D)zβ(D) =
∑
T∈CYT(µ)
xT = Qµ(x).

We conclude by a similar statement in type D.
Theorem 5.8. Let w = w1w2 . . . ws(w)ws(w)+1 . . . wn ∈ Dn be a Grassmannian permutation,
with the decreasing segment w1, . . . , ws(w) and the increasing segment ws(w)+1, . . . , wn. Let µ
′ =
(w1 − 1, w2 − 1, . . . , ws(w) − 1) (if the last entry of the sequence is zero, we omit it). Then
Dw = Pµ′.
Proof. Similar to the proof of Theorem 5.7. 
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