This paper presents theory, algorithms and validation results for system identification of continuous-time state-space models from finite input-output sample sequences. The algorithms developed are methods of subspace model identification and stochastic realization adapted to the continuous-time context. The resulting model can be decomposed into an input-output model and a stochastic innovations model. Using the Riccati equation, we have designed a procedure to provide a reduced-order stochastic model that is minimal with respect to system order as well as the number of stochastic inputs thereby avoiding several problems appearing in standard application of stochastic realization to the model validation problem.
Introduction
The last few years has witneased a strong interest in system identification using realiaation-based algorithms. [18] . This paper treats the open problem of continuous-time system identification based on discrete-time data and provides a framework with algorithms presented in preliminary forms in [12], [SI. The approach is that of subspace-model identification [24] , [23] , [13] , [21] , though the approach is adapted to continuous-time identification [ll] , [lo] .
Continuous-Time System Identification
Consider a continuous-time time-invariant system C,(A, B, C, 0) with the state-space equations k ( t ) = Ax(t) + Bu(t) + v ( t ) y(t) = Cx(t) + Du(t) + e ( t ) (1) with equivalent input-output behavior at the sampling time. The underlying discretized state sequence {X~}C=~ and discrete-time stochastic processes (va}r=N=o, {ert}f=o correspond to disturbance processes v and e which can be represented by the components with the covariance matrix Q of rank(Q) = q Consider a discrete-time time-invariant system &(A, B, C, D ) with the state-space equations with input '~l k E IRm, output yk E IRp, state vector xk E IR" and noise sequences V k E Et", e k E E t . ' ' acting on the state dynamics and the output, respectively. 0-7803-3970-8197 $10.00 0 1997 IEEE
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From the set of first-order linear differential equations of Eq. (1) one finds the Laplace transform S X z A X + BU + V + S Z O ; 20 =.(to) ( 6 ) 
corresponding to a stable, causal operator permits an algebraic transformation of the model
Reformulation while ignoring the initial conditions to linear state-space system equations gives the mapping between ( A , B ) and ( A x , BA) being bijective.
Provided that a standard positive semidefiniteness condition of Q is fulfilled so that the Riccati equation has a solution it is possible to replace the linear model of Eq. (10) by the innovations model By recursion it is found that which yields the nth-order state-space realization 
(36) 
+ I ) w (~) = H ( Z ) W ( Z )
To solve for identification residuals it is suitable to use the transfer operator inverses 
H-'(s) = -(?(SI -
so that the output E reproduce w except for a transient arising from the initial condition of S(t0). However, as no covariance data are a priori known, see Eq. (5), and as the system identification including its validation procedure is assumed to utilize discrete-time data, it is generally necessary to resort to the discrete-time with observed data and model output reproduced by simulation of the fitted tenth-model models. The model fit t o data is precise.
Example-Ultrasonic echo analysis
An application of the algorithm to echo data obtained from ultrasonic devices for object detection in robotic environments has proved successful; see Fig. 1 3] ) has been applied to identify and to effectively reproduce the experimental ultrasonic echoes (Fig. 1) . Evaluation of the singular values is sometimes helpful for the choice of model order and it is apparent that the responses can be effectively modeled using a tenth order model.
Discussion
This paper has treated the problem of continuoustime system identification based on discrete-time data and provides a framework with algorithms presented in preliminary forms in [12], [8] thereby extending subspace model identification to continuous-time models. We have provide both subspace-based algorithms and realization-based algorithms with application both in the time domain and in the frequency domain. To our knowledge the time-domain algorithms are the first algorithms of its kind whereas frequency-domain algorithms have previously been presented 1181.
A relevant question is, of course, how general is the choice X and if it can, for instance, be replaced by some other bijective mapping We have considered the problem of finding appropriate stochastic realization to accompany estimated inputoutput models in the case of multi-input multi-output subspace model identification. The case considered includes the problem of rank-deficient residual covariance matrices, a case which is encountered in applications with mixed stochastic-deterministic input-output properties as well as for cases where outputs are linearly dependent [21] . 
Conclusions
This paper has treated the problem of continuous-time system identification based on discrete-time data and provides a framework with algorithms presented in preliminary forms in [12], [8] . The methodology involves a continuous-time operator translation [IO], [Ill, permitting an algebraic reformulation and the use of subspace and realization algorithms. We have provided both subspace-based algorithms and realization-based algorithms with application both to time-domain and to frequency-domain data. Thus, the algorithms and the theory presented here provide extensions both of the continuous-time identification and of subspace model identification.
The new approach has proved effective in identification and modeling of ultrasonic echo applications as reported in [12] . .4 favorable property is the following: Whereas the model obtained is a continuous-time model, statistical tests can proceed in a manner which is standard for discrete-time models [lo] . Conversely, as validation data are generally available as discretetime data, it is desirable to provide means for validation of continuous-time models to available data.
