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Résumé –
Nous présentons dans ce papier une méthode interactive de débruitage fondée sur une technique de débruitage multifractal bayésien adaptée
aux signaux complexes. Cette technique nécessite le réglage d’un jeu de paramètres, et le résultat dépend fortement de facteurs psychovisuels
et subjectifs. L’originalité de l’approche réside dans l’emploi d’un algorithme évolutionnaire interactif pour gérer l’ajustement des paramètres.
Nous présentons des résultats comparatifs de débruitage, qui prouvent l’efficacité et la flexibilité de la méthode.
Abstract –
We present in this paper a multifractal bayesian denoising technique based on an interactive EA. The multifractal denoising algorithm that
serves as a basis for this technique is adapted to complex images and signals, and depends on a set of parameters. As the tuning of these
parameters is a difficult task, highly dependent on psychovisual and subjective factors, an interactive EA has been used to drive this process.
Comparative denoising results are presented. The proposed technique yield efficient denoising in many cases, comparable to classical denoising
techniques. The versatility of the interactive implementation is however a major advantage to handle difficult images like IR or medical images.
1 Introduction
Les algorithmes Øvolutionnaires interactifs (AEI) on actuelle-
ment beaucoup d’applications dans diffØrents domaines, oø les
quantitØs que l’on cherche à optimiser sont liØes à un juge-
ment subjectif. Le contexte spØcique de l’interaction humaine
contraint les techniques d’Øvolution articielle d’une façon dif-
fØrente des approches Øvolutionnaires classiques (facteur fa-
tigue de l’utilisateur, notamment). L’Øvolution doit Œtre guidØe
efcacement tout en Øvitant des interactions systØmatiques et
ennuyeuses pour l’utilisateur [2, 1, 3]. Cela impose usuelle-
ment l’emploi de population de faible taille et l’exploitation
maximale des phases d’interaction avec l’utilisateur (initial-
isations, Øvaluation des solutions, modications directes des
gØnômes [4]).
Le travail que nous prØsentons ici concerne une technique
de dØbruitage d’images complexes dØpendant d’un jeu de para-
mŁtres. L’ajustement du paramØtrage est pris en charge par un
algorithme interactif, permettant ainsi de gØrer des problŁmes
comme l’imprØdictibilitØ des buts de l’utilisateurs, le fait qu’il
puisse changer de but au cours du dØroulement de l’algorithme,
le fait que son jugement dØpend de facteurs psychovisuels et
du mode d’utilisation des rØsultats. L’emploi d’un algorithme
Øvolutionnaire (autrement dit d’un algorithme d’optimisation
stochastique gØrant en parallŁle une population de solutions)
est clairement un atout pour la exibtilitØ de l’outil.
2 Débruitage multifractal bayésien
Le principe de la mØthode de dØbruitage est le suivant : pour
une image bruitØe I1, nous recherchons l’image dØbruitØe I2
qui a un spectre multifactal donnØ et pour laquelle la probabi-
litØ que l’addition d’un bruit blanc gaussien de variance σ à I2
produit l’image observØe I1 est maximale.
En notant y un coefcient gØnØrique de la dØcomposition en
ondelettes de l’image bruitØe à l’Øchelle j, nous obtenons les
coefcients suivants à la mŒme Øchelle pour l’image dØbruitØe
(voir [5]):
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 K̂ est une constante (qui dØpend de l’Øchelle j) telle que
K̂|y| < 1 pour tous les coefcients y à l’Øchelle j de
l’image bruitØe. Dans la suite K̂ est l’inverse du coef-
cient maximal de chaque Øchelle.
 g est la fonction qui dØnit le spectre a priori de l’image
dØbruitØe. Des tests intensifs sur des images naturelles
conduisent à choisir des spectres de la forme suivante :
g est dØni sur [αmin, αmax], à valeurs dans [0, 1], et il
existe un unique αmod ∈ [αmin, αmax] tel que
g(αmod) = 1. Enn g est afne sur [αmin; αmod] et aussi
sur [αmod; αmax].
Les fonctions g sont ainsi dØterminØes par 5 valeurs :
αmin, αmod, αmax, g(αmin) et g(αmax).
Une fois choisi l’ensemble de valeurs prØcØdent, le calcul
des coefcients d’ondelette optimaux dØnis par l’Øquation (1)
est un calcul dØterministe simple. Les rØsultats de la mØthode
dØpendent donc du jeu de paramŁtres prØcØdents, ainsi que du
choix de la base d’ondelettes.
FIG. 1: Interface de l’algorithme interactif
3 Optimisation interactive des
paramètres de débruitage
Le choix des paramŁtres prØcØdents peut Œtre considØrØ com-
me un problŁme d’optimisation oø la fonction que l’on opti-
mise est donnØe par l’utilisateur au vu des rØsultats de la mØ-
thode. Nous proposons une approche Øvolutionnaire interactive
pour traiter ce problŁme d’optimisation.
Les algorithmes Øvolutionnaires dØsignent un ensemble de
techniques d’optimisation stochastique fondØes sur une trans-
position informatique des principes d’Øvolution Darwinienne.
Actuellement les algorithmes dits gØnØtiques sont les plus
mØdiatisØs parmi ces techniques, mais il en existe d’autres (pro-
grammation gØnØtique, stratØgies d’Øvolution, Øvolution gram-
maticale, etc ...) qui diffŁrent par leur interprØtation des princi-
pes Darwiniens [6].
La composante commune de ces techniques est qu’elles font
Øvoluer des populations de points d’un espace de recherche
sous l’action conjuguØe de variations alØatoires (croisement par
Øchange d’informations entre plusieurs points, mutation par per-
turbation locale sur un point) et d’un processus de sØlection
(les meilleurs gagnent, au regard d’une fonction dØnie sur
l’espace de recherche considØrØ, dite fonction d’Øvaluation ou
tness). Sous certaines conditions (autrement dit suivant le
dosage des diffØrentes composantes de la boucle d’Øvolution),
il est prouvØ que l’on peut parvenir à l’optimum global de l’es-
pace de recherche considØrØ [7, 8].
On parle d’Øvolution interactive lorsque ce que l’on cherche
a optimiser ne peut s’exprimer à l’aide d’une fonction mathØ-
matique ou d’un algorithme, et dØpend d’un jugement subjectif
que seul un utilisateur humain peut fournir. Impliquer un hu-
main dans la boucle Øvolutionnaire impose en outre des con-
trainte d’Øconomie d’interactions (liØe au risque de fatigue de
l’utilisateur) et de maintien de la diversitØ au sein des popula-
tion. Actuellement ces techniques d’Øvolution interactive sont
de plus en plus employØes, par exemple pour l’optimisation de
mouvements en robotique, pour l’optimisation de prothŁses au-
ditives ou d’implants cochlØaires [9]. Un excellente revue de ce
thŁme se trouve dans [1] .
Dans le cas prØsent, de dØbruitage d’images, la population
manipulØe est constituØe d’un petit nombre d’individus, cha-
cun d’entre eux reprØsentant un paramØtrage de la mØthode de
dØbruitage. Les individus sont prØsentØs à l’utilisateur par le
biais du rØsultat de dØbruitage leur correspondant. L’interface
prØsente simultanØment l’image à dØbruiter et le jeu d’images
dØbruitØes, que l’utilisateur a à Øvaluer, voir gure 1.
Image originale 256x256 Image bruitØe
DØbruitage Øvolutionnaire. Soft thresholding.
FIG. 2: Tests comparatifs sur une image de la surface de Mars.
Le gØnôme ØvoluØ par l’agorithme Øvolutionnaire est fait de
7 gŁnes rØels : 5 valeurs dØnissant la fonction g de la for-
mule (1) pour les coefcients horizontaux et verticaux (des
contraintes assurent que la forme gØnØrale de la fonction g est
respectØe), une valeur de dØcalage qui permet de dØnir la fonc-
tion g des coefcients diagonnaux (on suppose qu’elle diffŁre
de celle des autres coefcients uniquement par dØcalage), et la
variance du bruit σ.
La fonction à optimiser (tness) est donnØe par l’utilisateur
via un curseur attachØ à chaque image.
Le moteur Øvolutionnaire consiste à remplacer, à chaque fois
que l’utilisateur clique sur gØnØration suivante, les gØnômes
les plus mauvais de la population par de nouveaux individus,
obtenus en effectuant une sØlection par tournoi de taille 3, suivie
d’un croisement barycentrique alØatoire et d’une mutation uni-
forme (voir [10]).
L’utilisateur a en outre la possibilitØ de modier directement
les individus de la population grâce à une fenŒtre spØcialisØe
(voir gure 1, la fenŒtre ajustement manuel image 1), lui per-
mettant de voir immØdiatement le rØsultat de la modication
d’un ou plusieurs paramŁtres du gØnôme. Il peut par exem-
ple tester en direct ce que donne une modication du spectre
a priori (courbe continue noire dans la gure 1) en cliquant sur
les points de contrôle pour les dØplacer. Si le rØsultat lui con-
vient, il peut valider cette modication pour la rØinjecter dans
la population courante. Cette solution modiØe à la main entre-
ra alors dans le processus Øvolutionnaire au mŒme titre qu’une
solution crØØe automatiquement par croisement/mutation.
Ce processus Øvolutionnaire fortement interactif permet de
converger vers des solutions de dØbruitage adaptØes le mieux
possible à l’utilisateur, voire mŒme de suivre ses changements
d’avis. Sur les rØsultats d’un dØbruitage, un mØdecin aura en
effet une exigence diffØrente de celle d’un opØrateur en tØlØdØ-
tection ou en imagerie radar. Par ailleurs, l’Øvaluation du dØ-
bruitage d’une image dØpend trŁs fortement des structures que
l’on souhaite dØtecter ou de son utilisation ultØrieure.
4 Résultats et conclusion
Les gures 2 et 3 prØsentent des rØsultats comparatifs avec
une mØthode de seuillage des coefcients de la transformØe en
ondelette [11].
Une version non interactive de la mØthode a aussi ØtØ pro-
grammØe pour tester les performaces de la mØthode de dØbrui-
tage multifractal (la fonction optimisØe par l’algorithme gØnØ-
tique est alors la distance L2 de l’image dØbruitØe à l’image
originale non bruitØe), voir [10]. Ces expØrimentations prou-
vent que la mØthode est capable de donner un rØsultat meilleur
(au sens de la distance L2) que les mØthodes de dØbruitage par
Image initiale
DØbruitage Øvolutionnaire. Soft thresholding
FIG. 3: Exemple de rØsultat sur une image 512x512 de scintigraphie osseuse.
seuillage des coefcients d’ondelette.
La mØthode de dØbruitage interactif Øvolutionnaire est disponible
dans la derniere version de la boite à outils Fraclab :
http://fractales.inria.fr
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