Most predictive models assume that training and test data are generated from a stationary process. However, this assumption does not hold true in practice. In this paper, we consider the scenario of a gradual concept drift due to the underlying non-stationarity of the data source. While previous work has investigated this scenario under a supervised-learning and adaption conditions, few have addressed the common, real-world scenario when labels are only available during training. We propose a novel, iterative algorithm for unsupervised adaptation of predictive models. We show that the performance of our batch adapted prediction algorithm is better than that of its corresponding unadapted version. The proposed algorithm provides similar (or better, in most cases) performance within significantly less run time compared to other state of the art methods. We validate our claims though extensive numerical evaluations on both synthetic and real data.
Introduction
It is crucial to adapt predictive models built on live non-stationary data streams to the ever changing underlying processes. Timely adaptation of these models to this phenomenon, known as concept drift, has drawn significant attention in contemporary literature. Adaptation to concept drift has a wide range of applications from Internet-of-Things (IoT) analytics to analysis of signals generated by autonomous robots, from spam detection to natural language processing.
Most of the predictive models today operate under the assumption of a stationary environment. However certain real-time data, for example, financial, climate, medical, energy demand, and pricing data, are generated from underlying non-stationary sources which are constantly changing with time.
In Figure 1 , we demonstrate the effect of concept drift on prediction models with a visual illustration. In Figure 1 , we see that the prediction accuracy of the classifier (Classes A and B) degrades since the data (features x 1 and x 2 ) is undergoing smooth concept drift. So it is imperative to adapt the prediction models to new incoming data stream.
In the manufacturing domain, there is a need to deploy predictive models to perform predictive maintenance, quality assessment and condition monitoring. But changes in either the machine configuration or their calibration or thresholds for quality assessment are the usual sources of concept drift in the data. Thus there is a need to adapt the deployed models to this gradual drift in the data. The task of model adaptation becomes especially challenging when the incoming data streams are unlabeled or very sparsely labeled. Figure 2 illustrates a specific use case where the features and labels, collected over a period of time, are available to learn a predictive model which is the Training phase (t 0 ). But once the model is deployed, we only have access to the trained model, P (Y 0 |X 0 ), given a training set X 0 , but not the training data any more. At time t 1 when the model is online, it is pertinent to make prediction over a batch of data, X 1 , by adapting the previously trained model P (Y 0 |X 0 ). We may not have access to the labels, Y 1 , during adaptation and thus this presents a motivation to perform model adaptation with unsupervised learning on batch data.
Although model adaptation has gained a lot of attention in the recent past, little has been done in developing a quantitative definition of concept drift. In this paper, we propose a novel quantitative expression of drifts of each of the data points in terms of changes in posterior probability distributions. We then develop a novel iterative algorithm that learns from the non-stationary data, estimates the point-wise drifts and adapts the prediction model to improve its accuracy. We evaluate the proposed algorithm on synthetic and real data, and, show significant improvement over an un-adapted solution.
The rest of the paper is organized as follows. In Section 2, we review some of the existing related literature and draw comparisons with our work. Section 3 formulates a quantitative definition of concept drift. The drift adaptation algorithm with its convergence properties are presented in Section 4. Section 5 includes the evaluation and results of the algorithm on synthetic and real data. We summarize and conclude in Section 6.
Related Work
Various approaches to address different problems in concept drift are summarized by Moreno-Torres et al. (2012) , Gama et al. (2014 ), Heywood (2015 , Ditzler et al. (2015) and Žliobaitė et al. (2016) . Moreno-Torres et al. (2012) present a unifying framework to review and compare works in four different categories of dataset shifts. Gama et al. (2014) cover various aspects of concept drift in an integrated way to reflect on the existing state of the art techniques and specifically focus on supervised learning. Heywood (2015) survey developments in model building under both evolutionary and non-evolutionary streaming environments. Žliobaitė et al. (2016) compile potential applications of concept drift adaptation to financial, climate, medical, energy demand and pricing data based on tasks, characteristics of changes and operational settings. Kuznetsov and Mohri (2016) , Mohri and Medina (2012) present a series of models for time-series prediction under non-stationary environment.
In some applications, it is also crucial to detect when the data has undergone significant drift such that the existing model is no longer valid. Such goals leads to drift detection and it is relevant to batch adaptation. Wang and Abraham (2015) present Linear Four Rates (LFR) framework to detect concept drift and identify the data points that belong to the new concept. However this detection technique is supervised and can be used only with binary classification models. Dries and Rückert (2009) propose three methods for adaptive concept drift detection where the test statistics are dynamically adapted with the non-stationary data. Such methods turn out to be useful when the drift affects different characteristics of the underlying distribution at different time points.
The primary objective of this paper is to continuously adapt the prediction model undergoing smooth/gradual concept drift, see Bartlett (1992) , irrespective of the degree of drift at a time point. Dyer et al. (2014) introduce a computational geometry based framework to learn from non-stationary data, where labels are unavailable after initialization. They define non-stationarity in terms of timevarying probability distribution of the features, i.e., P t (x). They consider gradual drift, change in non-stationarity, as translation, rotation or compaction of P t (x). However, they do not quantify the drift. Hanneke et al. (2015) study the bounds on the error rates of a predictive model given sequence of independent data points under concept drift. Further the paper provides an adaption method of active learning type where the bound on the number of labels, to achieve a desired bound on error rate, is studied. Kuznetsov and Mohri (2016) presents theoretical guarantees of ensemble based methods for forecasting non-stationary time-series. Chaudhuri et al. (2010) proposed a tracking algorithm where the observations follow a slightly drifted distribution. Bousquet and Warmuth (2002) and Herbster and Warmuth (1998) provide loss bounds of online algorithms for tracking the best set of experts, and extended them to shifting bounds in Herbster and Warmuth (2001) for shifting predictors. Kuznetsov and Mohri (2014) and Kuznetsov and Mohri (2015) presents time-series prediction error bounds for non-stationary mixing and non-mixing stochastic processes.
We are particularly interested in an unsupervised adaptation technique where the predictive model does not have access to the labels. In this context, Hofer and Krempl (2013) presents an unsupervised statistical methodology for analyzing population drift in classification. They define non-stationarity in terms of time-varying probability distribution of the priors, i.e., P t (y) but the conditional feature distribution/density, f (x|y), is stationary, where x are the features and y are the classes. They define drift as the ratio of P t+1 (y) and P t (y). Such definitions of non-stationarity and drifts are restrictive, as in most practical applications the conditional feature distribution also undergoes gradual changes. We overcome this limitation and formulate an ubiquitous quantitative definition of concept drift, in the following Section 3, that encompasses more general non-stationarity in data distributions.
References Bach and Maloof (2010) and Kolter and Maloof (2007) have defined the concept drift in terms of the KL Divergence between the overall posterior probability distributions. In this paper, we quantify the point-wise drift, i.e., the change in the posterior probability of each data point, in terms of a physical quantity similar to the KL Divergence. Further, we estimate the point-wise drift in an unsupervised manner to improve the prediction accuracy. We point out that learning under non-stationary environment (concept drift) is different from domain adaptation Jiang and Zhai (2007) , Cortes and Mohri (2014) and/or transfer learning Long et al. (2014) . Both in domain adaptation and transfer learning, the learning is done on source data (one distribution) and the prediction is done on a different/related target data (different distribution). Whereas, in this work we address a different problem setup, where the incoming data stream is being generated by a gradually drifting distribution as considered in Souza et al. (2015) , Hofer (2015) and Long et al. (2014) . There may or may not be any change in distribution between two subsequent batches of data.
Drift Formulation
Concept drift is the change in the statistical properties of the target variable over time and Fig. 1-2 visually portray the qualitative definition of concept drift. In this paper, we define drift in the context of classification problems. To obtain a quantitative definition of drift, we observe the changes in the joint and conditional probability distributions/density of the features and classes.
Problem Setup
We represent the data in terms of the predictor variables X ∈ Ω, where Ω is the feature space, and the class labels Y ∈ {0, 1}. The data can be represented by the joint probability distribution f XY (X, Y ). In most machine learning and data mining applications, predictive models are designed
the drift can be sufficiently described by the time-varying nature of:
For notational simplicity, from now onwards we drop the subscripts XY, X, Y, X|Y and Y |X in the probability functions. In our formulation, we consider P t (Y |X) and f t (X) for two reasons: (i) for a given data point x, its class label, y, is computed using the posterior probability P t (Y |X)
and, (ii) for unsupervised model adaptation at any time point we only observe the features, x, which can provide us an estimate of feature distribution f t (X).
Remark 1 In this paper we study unsupervised model adaptation under concept drift. We aim to update the prediction rule based on the changes observed in the predictor variables X only. To be able to detect, and hence estimate, drift in the underlying model based on the variables X alone, we must observe some drift or changes in the feature distribution f t (X) with time. Otherwise, drift detection and adaptation would require labels Y of atleast some of the data points. Since in this paper we consider unsupervised learning, we assume that the feature distribution f t (X) changes whenever there is a concept drift.
At time t = 0, based on the labeled initial data (training phase in Figure 2 ) (X 0 , y 0 ) = (x 0 1 , y 0 1 ), · · · (x 0 n 0 , y 0 n 0 ), we learn the posterior distribution P 0 (y|x) and the feature density f 0 (x). The underlying model P 0 (y|x) and f 0 (x) are saved, but we do not store the initial training data. Then at time t = 1 (online phase in Figure 2 ), we receive drifted unlabeled data x 1 = {x 1 1 , · · · , x 1 i , · · · , x 1 n 1 }. Based on P 0 (y|x), f 0 (x) and the new drifted data x 1 , we aim to compute the updated posterior distribution P 1 (y|x) and feature density f 1 (x), keep them and discard the data x 1 . We repeat this process for every subsequent time step t >= 2.
Hence, at any time t + 1, we have the old model P t (y|x) and f t (x), and receive the new drifted data x t+1 = {x t+1 1 , · · · , x t+1 i , · · · , x t+1 n t+1 }. Our objective is to design a method to obtain the updated P t+1 (y|x) and f t+1 (x). This method will update the classifier at all time points. For simplicity of notation, we denote x t+1 i by x i . To compute the updates, we first need to estimate the drifts which we define in the next subsection.
Drift definition
We define point-wise drift, δ t (y i |x i ), of each new data points x i for each class y i at each time,
From time t to t+1, the change/divergence in posterior probability of data point x i being in class y i is captured in the drift, δ t (y i |x i ). We use Kullback-Leibler (KL) divergence to measure the difference between two probability distributions. The conditional KL divergence of P t+1 (y|x) from P t (y|x) is
The point-wise drifts defined in (3) are the building blocks of the conditional KL divergence D (P t (y|x) ||P t+1 (y|x)). Using (3) and (4), we establish the relation
The KL divergence D(: || :), is a non-negative quantity. A zero value denotes that there is no drift and higher the value stronger is the drift. We have developed a quantitative definition for drift which is in well accord with its qualitative notion. The overall drift between time points t and t + 1 can be expressed by the KL divergence of the discretized joint distributions P t (x, y) and P t+1 (x, y),
Any non-zero drift D (P t (x, y)||P t+1 (x, y)), is reflected in the divergence between the feature distributions, D (P t (x)||P t+1 (x)). The cases where the drift D (P t (x, y)||P t+1 (x, y)) results only in the changes of posterior probabilities, i.e., D (P t (y|x) ||P t+1 (y|x)) > 0, but no changes in the feature distribution, i.e., D (P t (x)||P t+1 (x)) = 0, is beyond the scope of this paper.
Prediction using drift estimates
We first estimate the point-wise drifts, δ t (y i |x i ). The updated posterior probabilities, P t+1 (y i |x i ), follow from the estimated drifts δ t (y i |x i ) using (3) as:
The drift δ t (y i |x i ) captures the divergence of the posterior probability of the data point x i belonging to class y i from time t to time t + 1. Once we obtain the estimated posterior probabilities P t+1 (y i |x i ) using the drift estimates, we predict the class of data point x i as:
Algorithm 1 Model adaptation with estimated drifts Input:
We see that the class labels y i are the maximum a posteriori probability (MAP) estimates, which, in turn, are dependent on the drift estimates δ t (y i |x i ). In the next section, we propose an iterative algorithm that simultaneously estimates the drifts and the posterior probabilities of each data point x i .
Model Adaptation
In this section, we propose the novel model adaptation algorithm for unsupervised learning of class labels from non-stationary data under concept drift.
Algorithm
The unsupervised algorithm for model adaptation runs two companion posterior probability estimation sub-routines at each iteration, k = 0, · · · , until it converges. In the first subroutine we update the point-wise drift estimates δ k (y|x i ) and then update the drift-based posterior probability estimates P (k) t+1 (y|x i ) using (7). The second sub-routine computes the class labels y t+1 (y|x i ). The algorithm, proposed in this paper, iteratively decreases the divergence between the drift-based and label-based posterior probability estimates. The decreasing KL divergence is guaranteed by a gradient descent (derivative w.r.t drift) step on the drift updates δ k (y|x i ). The steps of the model adaptation iterations are presented in Algorithm 1.
In the algorithm, the drift-based posterior P t+1 (y|x i ) distribution obtained from the previous iteration. We compute the KL divergence between the label-based and drift-based posterior distributions, and test for convergence. If the divergence is greater than the pre-defined threshold, the gradient of the KL divergence is used to update the drifts and the corresponding posterior distribution. The algorithm continues until it reaches convergence. In the next Subsection 4.2 we discuss the convergence properties and the design of the parameters of the Algorithm 1.
Convergence Properties and Step Size Design
In model adaptation Algorithm 1, the cost function is the KL divergence KL (k) between the two posterior probabilities, P (k) t+1 (y|x i ) and P (k) t+1 (y|x i ). Since, KL divergence is a convex function and we are minimizing it using a gradient descent step, the algorithm monotonically converges due to the convex property of the cost function. Now the rate of convergence and the asymptotic bounds depend on the choice of the step size. Hence, the key design parameter in model adaptation Algorithm 1 is the step size γ (k) i . Here, we consider step size γ (k) i monotonically decreasing with iterations k, i.e.,
where, c is a constant. The dynamic and decreasing step size ensures that the algorithm achieves faster convergence rate and at the same time converges with a low KL divergence between the between the drift-based and label-based posterior probability estimates. Thus, the algorithm ensures that they converge to the true posterior probabilities of each data point. We evaluate and discuss the predictive performance of the proposed algorithm in the following section.
Evaluation and Results
We extensively evaluate the performance of the proposed algorithm on synthetic, SEA (Street and Kim (2001) ), and manufacturing datasets. We benchmark our solution with respect to supervised and unadapted approaches. In the supervised approach, we train and test a new model using the features and labels of the drifted data at time t + 1 by 10-fold cross validation. Although we have the constraint that the labels are not available, we evaluate our model against supervised model to assess the benchmark performance. The unadapted model uses the model learnt at time t to predict the labels at time t + 1. The performance of a supervised learning solution is the best case scenario, whereas the unadapted learning is the worst case scenario. We empirically demonstrate that the performance of Algorithm 1 improves on the unadapted solution, but yields a performance gap compared to the supervised learning. To further reduce this gap is the scope for future work.
Evaluation on synthetic dataset
The synthetic data is a mixture of two Gaussians, i.e., x t |y t ∼ N µ t y , Σ t y , where x t = x t 1 x t 2 T and y = {0, 1}. The prior on the class labels is considered to follow Bernoulli distribution, i.e., y t ∼ Bernoulli(p t ). The prior probability, mean and covariances of the Gaussian distributions for the initial (t) and drifted (t + 1) data are:
We considered N t = 10, 000 initial data points and N t+1 = 1, 000 drifted data points for our experimental evaluations. The drift in the mean of class y = 1 data points from µ t 1 to µ t+1 1 is graphically displayed in Fig 3 (Top) . We report the classification error for the drifted data in Table 1 and observe that the prediction accuracy of the adapted model is higher than the unadapted model. The last plot in Fig 3 (Top) shows the labels of the drifted data estimated using Algorithm 1. 
Evaluation on SEA dataset
We adapted the SEA concepts dataset from Street and Kim (2001) and removed data points corresponding to one of the three classes. We changed the classification rule so as to incorporate the change in the feature distribution from the initial data to the drifted data. The initial and drifted data for the modified SEA dataset can be seen in Fig. 3 (Bottom) . Similar to the results of the synthetic data, we see an improvement in the accuracy of the adapted model over the unadapted one, see Table 1 . We have also plotted the estimated labels for the drifted data in Fig. 3 (Bottom) . We observe from this plot that the adapted model was able to estimate a class boundary that is much closer to the class boundary in the drifted data rather than the initial data.
Evaluation on Manufacturing dataset
In this study we have evaluated our algorithm on a real dataset from a manufacturing plant. This data contains 27 different measurements taken from a product that is manufactured in the plant and the quality of the end product (Good/Bad) is used as a class label. This is a binary classification problem and there is a gradual drift in the data feature space. We evaluated a total of 11,000 products that have been produced and divided them into two phases, training (initial data) and testing (drifted 
Classification Error
Step MG_2C_2D data). We applied our algorithm to this data and the results are chronicled in Table 1 . Again in this case, we observe that the adapted model outperforms the unadapted model which is surpassed by the supervised model. In all of our above experiments, we have chosen step size empirically to be γ (k) = 50 √ k+1 , the convergence threshold to be 10 −10 and number of iterations as 10.
Comparative Evaluation
Here, we compare the performance of our model adaptation algorithm 1 with the state of the art method Stream Classification Algorithm Guided by Clustering (SGARC) presented in Souza et al. (2015) . In Fig. 4 , we present the classification error on the drifted data with time on the five datasets MG_2C_2D, UG_2C_3D, UG_2C_2D, FG_2C_2D and UG_2C_5D from Souza et al. (2015) , out of which the first three datasets were originally proposed in Dyer et al. (2014) . Souza et al. (2015) compared the performance of their algorithm SGARC with Compacted Object Sample Extraction (COMPOSE) from Dyer et al. (2014) and Arbitrary Sub-population Tracker (APT) from Krempl (2011) . Souza et al. (2015) demonstrated that SGARC outperforms both COMPOSE and APT on MG_2C_2D dataset, whereas on the UG_2C_2D dataset, SGARC outperforms APT while providing same performance as COMPOSE. In Table 2 , we see that our method outperforms SGARC on UG_2C_2D, UG_2C_3D and UG_2C_5D datasets, whereas lags behind (but still comparative) on the MG_2C_2D and FG_2C_2D datasets. Note that, our method is a less computationally complex and converges within 10 iterations. Table 3 exhibits that our method achieves comparative performance (see Table 2 ) within a significantly less time compared to SGARC. Souza et al. (2015) showed that SGARC runs much faster than the COMPOSE and APT on the same five datasets. Hence, our model adaptation algorithm 1 provides comparative (or better, in most cases) classification accuracy with significantly less computation run times. 
Conclusions
Making classifiers robust to drift is an important requirement for practical applications. In this work, we have presented an example of model adaptation for scenarios where drift is gradual and labels are unavailable during the adaptation period. The three primary contributions of this paper are: (i) quantification of concept drift in classification applications; (ii) determination of sample importance in the estimation of drift; and (iii) development of a novel algorithm that estimates the drift of each data point and adapts the classifier to improve prediction accuracy. While the adaptation algorithm has shown promising results for a Naive-Bayes classifier, extensions to other, popular classifiers will have to be examined. Similarly, an extension from a current batch-implementation to a streaming-implementation is desired. Future work will also investigate the convergence of the algorithm in situations where the drift is not gradual.
