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Abstract. In this paper we point out that the proof of Kable’s extension of the
Wiener–Ikehara Tauberian theorem can be applied to the case where the Dirichlet series
has a pole of order “l/m” without much modification (Kable proved the case l = 1).
1. Introduction
We use the notation N,Z,R,C for the sets of positive integers, all integers, real num-
bers, complex numbers respectively. Let R>0 denote the set of positive real numbers. For
x ∈ R we put x = min{n ∈ Z | n ≥ x}.
Let {an} be a sequence of non-negative real numbers, d a positive real number, and






converges absolutely for Re(s) > d . Also suppose that Lm has a meromorphic continuation
to an open set containing the closed half-plane Re(s) ≥ d and holomorphic except for a
pole of order l at s = d . In this paper, if Lm has a pole of order l, then we say that L
has a pole of order l/m. For functions f and g : R → R, we denote f (x) ∼ g(x) if
limx→+∞ f (x)/g(x) = 1.
Our purpose is to determine the asymptotic behavior of
∑
n≤X an as X → ∞ by
properties of L(s).







as X → ∞, where A is residue of L at s = d . This result was proved in 1932([6]) and is
called the Wiener–Ikehara theorem.
In the general case, an extension was given by Delange ([1, p.235, THÉORÈM III])
in 1954. Delange considered the case where the order of the pole is a positive real number
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in some sense. However, to apply Delange’s theorem to L satisfying above conditions, an
extra condition about zeros of Lm on the line Re(s) = d is required. Kable has given an
extension for the case where the order of the pole is 1/m without the condition. In [2], he
used the notion of functions of bounded variation.
The result obtained by applying Delange’s result to the Dirichlet series L(s) satisfying
above conditions is as follows. Let Am = lims→d L(s)m(s − d)l , where A > 0. If m ≥ 2,








as X → ∞. In particular, in the case m = 1, we need no assumption about the zeros of
L(s).
The result of Kable is having removed this assumption in the case m ≥ 2 and l = 1.
We shall point out in this paper that the proof of Kable’s result works for the case
m ≥ 2 and l ≥ 2 without much modification, and that (1.1) holds without the assumption
about the order of the zeros of Lm.
The organization of this paper is as follows. In Section 2, we define symbols and
functions used in this paper. Then we slightly extend [2, p.140, THEOREM 1]. In Section 3,
we apply the result in Section 2 to obtain the same result as (1.1) without the assumption
about the order of the zeros of Lm. In Section 4, we give two examples of a Dirichlet series
which has a pole of rational order and apply the main theorem (Theorem 3.1).
2. Preliminaries
Let λ be (2π)− 12 times the Lebesgue measure on R and S(R) the space of Schwartz















For , ∈ S(R), we define the convolution by
( ∗ )(t) =
∫
R
(t − u)(u)dλ(u) .
It is well known (see [5, p.183, 7.2 Theorem]) that
F( ∗ ) = F()F() .
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For s ∈ C − (−∞, 0] we choose the branch of log(s) so that −π < arg(s) < π .
Let α ∈ R and x ∈ C. For s ∈ C − {s ∈ C | s − x ∈ (∞, 0]} we define (s − x)α =
exp(α log(s − x)). Then (s − x)α is holomorphic on C− {s ∈ C | s − x ∈ (∞, 0]} and has
positive real values for s ∈ {s ∈ C | s − x ∈ R>0}.
Let P([a, b]) denote the set of all partitions of [a, b] (i.e., sequences x0 = a < x1 <
· · · < xn = b). For a function f : [a, b] → R we define V ba f ∈ R ∪ {∞} by




|f (xi) − f (xi−1)|
∣∣∣∣P = {xi | i = 0, 1, . . . , n} ∈ P([a, b])
}
.
We say that a function f : [a, b] → R is of bounded variation if V ba f < +∞. Also we say
that a function f : [a, b] → C is of bounded variation if the real part and the imaginary
part of f are of bounded variation. If a function f : R → C is of bounded variation on any
closed-interval [a, b], then we say that f is locally of bounded variation.
The following theorem is an extension of the Wiener–Ikehara theorem and plays a
key role to prove the main theorem in Section 3. This theorem slightly extends [2, p.140,
THEOREM 1].






converges absolutely for Re(s) > 1. Let α, αi ∈ R>0(i = 1, 2, . . . , r), A ∈ R>0, Ai ∈ C
and α > αi for all i. We define
G(s) = F(s) − A





for Re(s) > 1. Suppose that the function G extends continuously to the set {s ∈ C | Re(s) ≥
1}. If α < 1 then assume, in addition, that once so extended, the function t → G(1 + it) is
locally of bounded variation. Then
lim
u→∞ u
1−αe−uf (u) = A
Γ (α)
.
Proof. Define a function h : R → [0,∞) by h(u) = u1−αe−uf (u) and let Ci =
Ai/Γ (αi), C = A/Γ (α). By [2, p.140, LEMMA 2]
1
























for Re(s)>1. Let  be an even Schwartz function with compact support and =F()2 .
Since F() =  ∗  , F() is even and has compact support.




f (u)e−σudu , f (u) ≥ 0
and f (u) is monotone increasing, we obtain f (x) ≤ σeσxF (σ). Hence,
(2.2) h(x) ≤ σF(σ)e(σ−1)xx1−α
for any x > 0.
Let ε > 0 be a small number. We choose σ so that 0 < σ − 1 < ε. For any v ∈ R>0,













Since  is bounded and non-negative, the integral on the right-hand side of (2.3)
converges. Since h(u) is also non-negative, the integral on the left-hand side converges














































F()(t)eivtG(1 + ε + it)dλ(t) .
(2.4)
By assumption, G(s) is continuous for Re(s) ≥ 1 and the support of F() is compact.






F()(t)eivtG(1 + ε + it)dλ(t) =
∫
R
F()(t)eivtG(1 + it)dλ(t) .
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As far as the left-hand side of (2.4) is concerned, by using the monotone convergence























(v − u)uα−1du .
(2.6)
We may choose a closed-interval [a, b] containing the support of F(). By [2, p.140















This is the place that the assumption that G(1 + it) is locally of bounded variation is used.
If α ≥ 1, then we have the same equation by [5, p.185, 7.5 Theorem]. Since the













(v − u)uα−1du = 0
for any α > 0.













































The rest of the argument is similar to that in [2, pp.142–143], and we can conclude
that
lim
u→∞ h(u) = C.
Therefore, Theorem 2.1 is proved. 
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3. Main Theorem
In this section, we apply Theorem 2.1 to Dirichlet series which are obtained by se-
quences of non-negative real numbers and satisfy some conditions. The following theorem
is the main application of Theorem 2.1.
THEOREM 3.1. Let {an} be a sequence of non-negative real numbers, d ∈ R>0 and






converges absolutely for Re(s) > d . Also suppose that Lm has a meromorphic continuation
to an open set containing the closed half-plane Re(s) ≥ d and holomorphic except for a






as X → ∞.
Proof. For a subset S ⊂ R, let φS be the characteristic function of S. Define a









f (u)e−sudu = 1
s
L(ds)
for Re(s) > 1.
Let L(s)m(s − d)l = Q(s). Since L(s)m has a pole of order l at s = d , Q(s) is
holomorphic around s = d and Q(d) = Am( = 0). So there exists a holomorphic function
P(s) defined on an open disc D with center at s = d such that P(s)m = Q(s). Since
L(s)(s − d) lm is holomorphic on the set Re(s) > d , there exists an m-th root of unity ζ
such that L(s)(s−d) lm = ζ ·P(s) on {s ∈ C | Re(s) > d}∩D. Therefore, L(s)(s−d) lm can
be extended to a holomorphic function around s = d , and lims→d L(s)(s − d) lm = A (A ∈
R>0) since L(s)(s − d) lm has positive real values for s ∈ R>d . Hence, 1s L(ds)(ds − d)
l
m
is holomorphic around s = 1. Since
F(s)(s − 1) lm = 1
s




L(ds)(ds − d) lm ,
F (s)(s − 1) lm is holomorphic around s = 1.
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Therefore, there exists a holomorphic function B(s) defined on an open disc D′ with
center at s = 1 such that
F(s)(s − 1) lm =
r∑
i=0
Ai(s − 1)i + (s − 1)r+1B(s) ,
where r = l/m − 1 and Ai ∈ C for i = 0, 1, . . . , r . Then
lim


















(s − 1) lm −i
+ (s − 1)r+1− lm B(s)
for s ∈ D′ ∩ {s ∈ C | Re(s) > 1}.
Now, we define
G(s) = F(s) − A0














(s − 1) lm −i
for Re(s) > 1.
We shall prove the following (a), (b).
(a) The function G(s) extends continuously to the set {s ∈ C | Re(s) ≥ 1}.
(b) The function x → G(1 + ix) (x ∈ R) is locally of bounded variation.
Then f (s), F(s), and G(s) satisfy the condition of Theorem 2.1. It is enough to prove (a),
(b) locally.
We first consider the neighborhood of s = 1. By definition
G(s) = (s − 1)r+1− lm B(s)
for s ∈ D′ ∩ {s ∈ C | Re(s) > d}.
By Theorems 10.2 of [3, p.192], the function x → B(1 + ix) is of bounded variation
on any closed-interval [a, b], where {1 + ix ∈ C | x ∈ [a, b]} ⊂ D′. For any α > 0 we can
obviously extend (s − 1)α to a continuous function on Re(s) ≥ 1. By a similar argument
as in [2, p.144], the function x → ((1 + ix) − 1)α (x ∈ R) is locally of bounded variation.
Therefore, if r + 1 − l
m
> 0, then G(s) extends continuously to the set D′ ∩ {s ∈
C | Re(s) ≥ 1} and the function x → G(1 + ix) (x ∈ R) is of bounded variation on any
closed-interval [a, b], where {1 + ix ∈ C | x ∈ [a, b]} ⊂ D′. If r + 1 − l
m
= 0, then G(s)
has the same properties since G(s) = B(s) on D′ ∩ {s ∈ C | Re(s) > 1}. Thus, (a), (b) are
proved around s = 1.
Next we consider the neighborhood of s = 1 + ix0, where x0 ∈ R − {0}. By the
definition of G(s), it is enough to prove (a), (b) for L(ds) instead of G(s).
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Since Lm is holomorphic around s = d + ix0, there exists a holomorphic function
R(s) defined for s near d + ix0 such that
L(s)m = (s − (d + ix0)
)k
R(s), R(d + ix0) = 0, and k ≥ 0 .
Since R(d + ix0) = 0, there exists a holomorphic function T (s) defined on an open disc
D′′ with center at s = d + ix0 such that T (s)m = R(s). Then, there exists an m-th root of
unity ζ such that
L(s) = ζ · (s − (d + ix0)
) k
m T (s)
on D′′ ∩ {s ∈ C | Re(s) > d}.
Now, for any x0 ∈ R−{0} we can extend
(
s −(d + ix0)
) k
m to a continuous function on
the set Re(s) ≥ d and the function x → (d+ix−(d+ix0)
) k
m is locally of bounded variation
also as in [2, p.144]. Thus, L(s) extends continuously to the set D′′ ∩ {s ∈ C | Re(s) ≥ d}
and the function x → L(d + ix) is of bounded variation around x0. It follows that we can
extend L(ds) to a continuous function on the set Re(s) ≥ 1 except s = 1 and the function
x → L(d+idx) is of bounded variation on any closed-interval [a, b] not containing x = 0.
Thus, we have proved (a), (b).
Therefore, we can apply Theorem 2.1 to f (s), F(s), G(s), and α = l/m. So we have
(3.11) lim
u→∞ u







Since f (d log X) = ∑n≤X an, by substituting d log X for u in (3.11), we have
lim
X→∞(d log X)


























We give two examples of a Dirichlet series having a pole of order either “2/3” or
“5/3” and apply Theorem 3.1.
If n = p1e1p2e2 · · · prer is a prime decomposition of a positive integer n where
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for Re(s) > 1. We shall apply Theorem 3.1 to L(s) and −L′(s).
First, we consider L(s). We claim that L(s)3 has a meromorphic continuation to an
open set containing the closed half-plane Re(s) ≥ 1 and is holomorphic except for a pole



















(1 − p−s )2(





(1 − p−s )2(1 + p−s )2(
1 − 2p−s + 43p−2s − 827p−3s
)




(1 − p−2s )2(


















































































converges absolutely and uniformly on any compact subset of the open half-plane Re(s) >














converges uniformly on any compact subset of the open half-plane Re(s) > 1/2 and is
holomorphic on Re(s) > 1/2 (see [4, p.300, 15.6 Theorem ]). Thus, F(s) is holomorphic
on the set Re(s) > 1/2.



















for Re(s) > 1/2. Hence F(s) = 0 on the set Re(s) > 1/2 i.e., F(s)−1 is holomorphic on
the set Re(s) > 1/2 (see [4, p.300, 15.6 Theorem]). Moreover, since F(s) is holomorphic,
F(s)−1 has no zeros for Re(s) > 1/2.
It follows that L(s)3 has a meromorphic continuation to Re(s) > 1/2 and is holomor-
phic except for a pole of order 2 at s = 1. Moreover,
lim
s→1 L(s)









1 − 53p−2 + 1027p−3 + 2027p−4 − 827p−5
)
= ζ(2)−2F(1)−1 .





































Since F(s)−1 has no zeros for Re(s) > 1/2 and ζ(s) has no zeros for Re(s) ≥ 1, L(s)3 =
ζ(s)2ζ(2s)−1F(s)−1 has no zeros for Re(s) ≥ 1. Hence L(s)−3 is holomorphic on an
open set containing the closed half-plane Re(s) ≥ 1. Since L(s)3 is holomorphic for
Re(s) > 1/2 except for a pole of order 2 at s = 1, (L(s)3)′ is holomorphic for Re(s) > 1/2
except for a pole of order 3 at s = 1. It follows that L′(s)3 has a meromorphic continuation
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to an open set containing the closed half-plane Re(s) ≥ 1 and is holomorphic except for a
pole of order 5 at s = 1. Moreover,
lim
s→1(L(s)
3)′(s − 1)3 = −3A3
where A = (ζ(2)2F(1)1)−1/3, and
lim
s→1 L
























· X log(X)2/3 .
It turns out that we can also apply Delange’s result to these two examples. In the
first example, L(s)3 has no zeros on the line Re(s) = 1 because L(s)3/ζ(s)2 has no
zeros for Re(s) > 1/2 and ζ(s) has no zeros on the line Re(s) = 1. Therefore, we
can apply Delange’s result to L(s). In the second example, the order of all zeros of
L′(s)3 = ((L(s)3)′)3/27(L(s)3)2 on the line Re(s) = 1 is divisible by 3. Therefore,
Delange’s result is applicable to this case also.
So these are not exactly examples where Delange’s result is not applicable. How-
ever, we do not have to worry about the zeros of the Dirichlet series, which is somewhat
convenient. Therefore, we included these two examples.
Acknowledge
The author would like to thank Prof. Akihiko Yukie for detailed advices and helpful
comments. The author also would like to express my gratitude to the referee for valuable
comments and suggesting the second example of Section 4.
References
[ 1 ] H. Delange. Généralisation du théorème de Ikehara. Ann. Sci. Ecole Norm. Sup. (3), 71:213–242, 1954.
[ 2 ] A. C. Kable. A variation of the Ikehara–Delange Tauberian theorem and an application. Comment. Math.
Univ. St. Pauli, 57(2):137–146, 2008.
[ 3 ] M. H. Protter. Basic elements of real analysis. Undergraduate Texts in Mathematics. Springer-Verlag,
New York, 1998.
[ 4 ] W. Rudin. Real and complex analysis. McGraw-Hill Book Co., New York, third edition, 1987.
[ 5 ] W. Rudin. Functional analysis. International Series in Pure and Applied Mathematics. McGraw-Hill,
Inc., New York, second edition, 1991.
[ 6 ] N. Wiener. Tauberian theorems. Ann. of Math. (2), 33(1):1–100, 1932.
58 R. KATO
Department of Mathematics
Graduate School of Science
Kyoto University
Kyoto 606–8502, Japan
E-mail: kato.ryo.78w@st.kyoto-u.ac.jp
