Abstract A procedure for classifying daily summer temperature extremes in northeastern Spain into homogenous regions has been presented and evaluated. This procedure employed daily temperature series from a dense network of 128 weather stations spanning the period from 1960 to 2006. Characteristics of temperature extremes included temperature frequency (e.g., warm days), intensity (e.g., warmest day), and duration (e.g., maximum length of hot spell). Following the results of the principal components analysis and Ward's method of clustering, the study area was divided into four homogenous sub-regions in terms of both the geographic and climatic meanings: the Mediterranean region, the mainland and the Cantabrian region, the moderately elevated areas westward and southward, and the mountainous region. Based on an internal cluster validation measure (Silhouette width), the quality of clustering was evaluated and ensured. The temporal evolution of the long-term temperature extremes clearly showed a different behavior amongst these sub-regions. The Mediterranean and the highly elevated regions revealed the strongest signals in both daytime and nighttime extremes. For mainland areas, considerable differences in the behavior of the daytime and nighttime temperature extremes were evident. The influence of atmospheric circulation on spatial and temporal variability of temperature extremes was also explored. The variability of summer temperature extremes in NE Spain appears to be mainly driven by the Scandinavian (SCA), the Western Mediterranean Oscillation (WeMO), and the East Atlantic (EA) patterns, with a tendency toward increasing during the positive (negative) phases of the EA (WeMO and SCA) circulation modes. In such a region with complex geography and climate, regionalization of summer temperature extremes can be advantageous for extracting finer-scale information, which may prove useful for the vulnerability assessments and the development of local adaptation strategies in areas such as health, ecosystems and agriculture.
Introduction
Temperature is a climate variable of high importance from the view of various disciplines including hydrological, agricultural, and environmental applications. Spatial and temporal variability of temperature has increasingly been the focus of climatic research worldwide (e.g., Jones et al. 1999; Folland et al. 2001) . Numerous studies have also observed significant changes in the intensity and frequency of temperature extremes across many regions of the world (e.g., Karl et al. 1995; Alexander et al. 2006) . Nevertheless, capturing spatial variability of temperature remains a challengeable task, particularly over areas of complex orography or low density of observatories. In this sense, spatial regionalization can be an effective tool not only to obtain a detailed knowledge on the spatial variability of temperature at local/regional scale but also to identify driving factors that may influence these spatial variations. Multivariate statistical techniques (e.g., principal component analysis [PCA] , cluster analysis [CA] , and discriminant analysis [DA] ) have increasingly gained acceptance to identify homogenous regions in many fields, such as hydrology (e.g., Love et al. 2004) , geology (e.g., Reimann et al. 2002) , forestry (e.g., Schulte and Mrosek 2006) , soil sciences (e.g., Young and Hammer 2000) , and ecology (e.g., Camiz and Pillar 2007) . In atmospheric research, these techniques have also been carried out at different spatial and temporal scales ranging from regionalization of a specific climate variable such as precipitation (e.g., Wolting et al. 2000) , temperature (e.g., Coronato and Bisigato 1998) , and evapotranspiration (e.g., Mohan and Arumugam 1996) to synoptic classification including air masses (e.g., Bejaran and Camilloni 2003) and large-scale atmospheric circulation and weather types (e.g., Romero et al. 1999; Esteban et al. 2006) . Among studies focusing on severe weather events, Holt (1999) , for example, employed PCA to obtain a synoptic classification of extreme surge events along the Western Europe coasts.
The climate of the Iberian Peninsula is largely influenced by the complex interactions of the Mediterranean and the Atlantic configurations. The complex land-sea interactions along with latitude, altitude, and orography variations make the local climate very changeable. Topography and continentality may produce more or less complicated patterns of temperature extremes, and therefore the impact of extreme events can largely depend on these local and regional conditions. Accordingly, it seems important to capture dominant spatial modes of extreme temperatures at the subregional scale. In this context, homogenous climate regions have often been a topic of interest in the Iberian Peninsula. These efforts have mainly been promoted by the increasing concern to understand the spatial variability of climate and its physical causes. However, most of these studies gave much more concern to obtain regionalization of precipitation data at both coarse and fine resolution (e.g., MartinVide and Gomez 1999; Muñoz-Díaz and Rodrigo 2004; Vicente-Serrano 2006) . For instance, Martin-Vide and Gomez (1999) classified Spain into distinct regions based on the length of dry spells over the period 1951 -1990 . Similarly, Muñoz-Diaz and Rodrigo (2004 divided Spain into relatively homogenous pluviometric regions using seasonal time series covering the period from 1912 to 2000. More recently, Vicente-Serrano (2006) obtained a regionalization of drought in the Iberian Peninsula by employing a monthly precipitation dataset. In contrast to precipitation, there has been little work on the identification of homogenous regions of either temperature means or extremes, particularly at fine spatial resolution. A recent study by Serra et al. (2010) employed the PCA and CA techniques to daily temperature data in Catalonia (NE Spain) to identify reasonable homogenous regions. According to this study, spatial regionalization was performed using extreme normalized residuals defined as deviations from the long-term daily maximum and minimum temperature over the region.
Recently, numerous years have been identified as anomalously warm with record-breaking temperatures over Europe (e.g., 1995 Europe (e.g., , 1998 Europe (e.g., , 2003 Europe (e.g., , 2005 Europe (e.g., and 2010 (Ciais et al. 2005; Barriopedro et al. 2011) . The environmental, economical, and societal impacts of extreme temperatures on physical (e.g., ecology, forest fire, and hydrology) and human environments (e.g., agriculture, mortality, tourism, and energy demand) are more pronounced during these warm events. A representative example over Western Europe is the unrelenting 2003 heat wave causing more than 30,000 human mortalities (at least 15,000 in France) (WHO 2003) . Over the study domain, these anomalous summers have also been more frequent during the last decades. One clear example is the Pyrenees where the summer maximum temperature reached its maximum value on record in 2003, exceeding the 35°C threshold. A recent study by El Kenawy et al. (2012) reported that the mean summer surface air temperature in northeastern Spain has increased by about 1.9°C since 1960, with a warming rate of about 0.41°C per decade. Recalling that there are only very few assessments of spatial variability of seasonal temperature extremes over northeastern Iberia, the application of spatial regionalization to summertime extremes can be of particular interest for numerous fields, such as agriculture, human health, urban development and planning, and water resources management. With respect to natural environment, these events can also have severe impacts on forestry across the study area as its unique flora, fauna, and ecosystems are vulnerable to even slight variations in climate (Pasho et al. 2011a,b) . The regionalization of extreme events could thus increase our understanding of the possible roles that mesoscale and regional-scale climate processes can play in this diversity. Also, this regionalization could facilitate the development of appropriate adaptation strategies to cope with changes in these heat events. The outcome of any adaption policy is inherently maximized when considered at local and regional scales.
Atmospheric circulation is considered as one of the main physical processes responsible for long-term interannual and interseasonal variability of climate, particularly at a regional scale (Vicente-Serrano et al. 2009 ). Many studies have investigated the linkages between teleconnection patterns and climate variability in the Iberian Peninsula (e.g., Romero et al. 1999; Rodríguez-Puebla et al. 2001; Vicente-Serrano et al. 2009 ). Nevertheless, most of these works focused on influences of circulation patterns on spatial and temporal variability of precipitation. The possible links between the general atmospheric circulation patterns and daily temperature series are still lacking and worth investigating at both coarse and fine spatial scales. Recently, Rodriguez-Puebla et al. (2010) linked spatial and temporal changes on warm days and cold nights with largescale atmospheric circulation for the entire Iberian Peninsula on the basis of 26 daily time series.
The main objectives of the present study are (1) to divide northeastern Spain into regions as homogenous as possible based on the information derived from 14 summertime extreme temperature indices using PCA and CA and (2) to assess the connections between spatial and temporal variability of temperature extremes in the defined sub-regions on one hand and the main modes of atmospheric circulation over western Europe and the Mediterranean region on the other hand. Classification of temperature extreme events into objectively defined clusters in such a transitional Mediterranean/Atlantic area and the investigation of their connection to large-scale atmospheric circulation could improve our understanding of the regional climate variability and its driving forces.
Study area
The study area is located in NE Spain with an area of approximately 160,000 km 2 (Fig. 1) . The territory is comprised between latitudes of 39°43′ N and 43°29′ N and longitudes of 05°01′ W and 03°17′ E. It is enclosed by the Cantabrian Sea (Atlantic Ocean) in the northwest and the Mediterranean Sea in the east. The study domain is characterized by terrain complexity since it is enclosed by the Pyrenees system in the north (>3,000 m a.s.l.), the Cantabrian system northwest, and the Iberian system southward. The central part is mainly configured by the Ebro valley (200-650 ma.s.l.), with some peaks over 1,000 m. The area is mainly affected by the Atlantic and the Mediterranean disturbances. Accordingly, it yields very considerable spatial and temporal variability of temperature.
3 Dataset description and methodology
Dataset
The current analysis is based on daily maximum and minimum temperature of a dataset of 128 observatories spanning the period from 1960 to 2006. The raw data were provided by the Spanish Meteorological Agency. The original data were subjected to a vigorous quality control procedure to eliminate any spurious values and then a reconstruction scheme to fill in missing values by linear regression. We examined the station histories and evaluated any potential discontinuities caused by station relocation. A detailed discussion of the methodology behind this dataset is presented in El Kenawy et al. (2011) . In this work, the stations were selected on the basis of data completeness, length, and homogeneity. The spatial distribution of the observatories is shown in Fig. 1 . In general, the observatories are evenly distributed across the study domain. This sounds critical in spatial regionalization studies since a low density of observatories could maximize the bias errors affecting the spatial patterns (Karl and Koscielny 1982) . The high density of this dataset is advantageous to capture the variations of temperature extremes over short distances, particularly in areas of complex orography. The vertical distribution of the observatories is also quite satisfactory since 24 (18.8 %) of them are located at above 900 ma.s.l.
Definition of extreme events
Extreme weather refers to infrequent, but significant, departures from the normal weather conditions. Indeed climate change is expected to impact the frequency, intensity, and duration of extreme events. In this work, we selected 14 indices/variables which likely represent most of the variability of summer temperature extremes. These indices potentially include many aspects of changing climate conditions including frequency, intensity, and persistence. It is believed that inclusion of different definitions of temperature extremes can make the climate classification more representative and objective, particularly for capturing microclimatic characteristics. In addition, the information derived from different indices could be valuable for climate change impact studies. Indeed the influence of anthropogenic climate variability on changes in a single extreme index (e.g., warm nights) cannot be clearly distinguished in space. This is simply because any given characteristic of an extreme event still has a probability to be influenced by natural variability. Moreover, inclusion of only one feature could be spatially biased or might have a limited effect on both natural and human environments. For example, summer days (SU25) may not be viewed as extremes over lowlands with gentle topography. For these reasons, using various characteristics of extreme events could improve our understanding of their changing likelihood under global warming. The different aspects and properties of extreme temperature on the one hand and the various applications of these characteristics for climate impact and assessment studies on the other hand can be brought together best if a statistical scheme including the various aspects of extremes is used. A list of the indices used in this study is given in Table 1 .
Overall, the indices were retrieved from the daily dataset corresponding to summers over the period from 1960 to 2006. In this study, summer season is defined as June to August. Much of the warm extremes typically occur during these June-August peak season months, for which the amount and distribution of temperature generally determine the overall severity during this season. An exploratory analysis of the local distribution of daily maximum and minimum temperatures suggested that a little number of warm extremes (e.g., warm days) may remain for the late spring (May) or early autumn (September). Thus, evaluating the behavior of warm extremes for June-August is employed to assess extreme temperature variations.
In particular, the indices were defined in various ways, varying from arbitrary-based approaches such as summer days (SU25) to statistically based threshold approaches such as warm days (TX90p) and warm nights (TN90p). For instance, the number of summer days (SU25) is defined as the total number of days per summer with maximum temperature (T max ) over 25°C. Overall, using a fixed threshold is not superior in the study domain where the variability of daily temperature is high. On the other hand, the definition of extreme events based on percentiles is advantageous because it allows a direct comparison among regions with different climates. In this work, the percentiles were calculated based on the local daily distribution of maximum and minimum temperatures during summers of the period 1960-2006. For instance, in order to reveal the behavior of frequency change, warm days (TX90p) index was defined based on days in which maximum temperature exceeded the climatological 90th percentile of the daily temperature distribution at each location from 1960 to 2006. In order to measure the severity of heat stress during summer season, the maximum duration of consecutive hot days was considered using a centered moving window of consecutive (n) days exceeding the 90th percentile of daily maximum distribution. For each observatory, the temporal evolution of a 47-year (1960-2006) time series for each particular index was assessed using the ordinary least-squares method. The magnitude of the trend was obtained from the slope of the linear regression.
Statistical analysis
In this section, a detailed description of a two-step statistical procedure to obtain homogenous regions of extreme temperature is provided. First, the climatic information as summarized by the trends of different temperature indices is reduced using factor analysis. The second step examined the spatial regionalization of the scores of the retained factors gained in the first step. This two-step procedure has previously been recommended by several climate regionalization studies including, among others, Baeryswil and Rebetez (1997) , Romero et al. (1999) , and Papadimas et al. (2011) . As has been proposed by these studies, it was necessary to apply factor analysis prior to cluster analysis to minimize autocovariance in the dataset.
In order to reduce the multidimensionality associated with the large number of input variables (i.e., 14 variables by 128 cases), PCA (S-mode) is applied for the magnitude of trends in the defined extreme indices. This analysis is a statistical method commonly used in climate research to analyze large multivariate datasets and derive the main spatial patterns of climate variables. Herein, the raw data were standardized by their mean and standard deviation in order to facilitate a comparison between input variables of different scale units. Also, recalling that temperature parameters are standardized and normally distributed, as being tested in our dataset, a data matrix based on the interstation correlation was obtained to characterize the levels of the relationships among the input variables. The correlation matrix is favored compared to the covariance matrix because it gives equal weights to all years involved in the analysis. This seems to be important because the covariance matrix is expected to give more weighting to the warmer years (events) during recent decades. Selection of appropriate PCs that can adequately represent most information of the original dataset is another important decision in PCA. According to the Kaiser criterion, only PCs with eigenvalues greater or equal to 1.0 were extracted. The retained PCs were then rotated by means of the varimax orthogonal technique in order to reduce data dimensionality. This procedure facilitates spatial reasoning of the PCs that later became important to objectively cluster the variables. Then, the observatories were assigned to factors based on their maximum factor loadings. In this regard, it is important to indicate that the PCA results were validated to ensure the stability of the obtained factors and their scores. Given that this work is based on employing a set of indices (variables) for regionalization purposes, it was necessary to ensure that the obtained results are not variable dependent. For this reason, we performed a sensitivity analysis of the input dataset to see whether the obtained factors and their explained variance will change when one or more variables are removed.
Cluster analysis is a multivariate technique commonly used to classify observations into groups according to similarity in their quantitative characteristics (DeGaetano 2001). The outcome of clustering analysis is heavily dependent on the preprocessing procedures, such as selection of a "best" clustering algorithm, similarity function, number of clusters, and weights of input variables. A comprehensive review of the cluster analysis algorithms is given by Gong and Richman (1995) .
In this work, the standardized PC scores were used as a basis for CA procedure in order to detect the best spatial classification of summer temperature extremes. There have been numerous studies comparing the performance of hierarchical and non-hierarchical algorithms of clustering (e.g., Kalkstein et al. 1987) . Since the accuracy of non-hierarchal methods (e.g., kmeans) is very sensitive to the selection of the centroids points and also the order in which data are processed, our preference was given to the hierarchical techniques. These methods are particularly preferred when a priori knowledge of data structure is inadequate. In this sense, the hierarchical Ward's method was chosen. In terms of their statistical accuracy, the Ward algorithm has been found superior to other methods in various climatic applications (e.g., Romero et al. 1999; DeGaetano 2001) . This algorithm is an ANOVA-type approach which explicitly minimizes the within-group similarity and maximizes the between-group similarity (Bonell and Summer 1992) . Another important decision in the clustering procedure was to define the "accurate" number of clusters to be retained. A greater number of clusters are not desirable for practical uses and may introduce noisy patterns that could not be justified in terms of climatological reasoning. For this reason, a consideration of only spatially prolonged patterns that could have the most significant environmental, economic, and social impacts is more preferred. Factors other than these spatially large-scale patterns are likely to reveal very local modes of extreme events. In the same sense, an inadequate number of clusters may cause missing of valuable information. Indeed there seems to be no uniform criterion to decide on the number of clusters. Milligan and Cooper (1985) introduced 30 different statistics to define a relatively appropriate number of clusters. To ensure the reliability of the defined number of clusters, multiple statistics are desirable to check for (Everitt and Dunn 1991) . Given that lower values of this statistic suggest that the source of total variation in the dataset is due to the between-groups variance, it can therefore be employed to test the best cluster solution.
With hierarchical methods, clustering algorithms may incorrectly aggregate some observations into misclassified clusters. In fact, most clustering algorithms do not provide estimates of cluster significance. For example, the Ward algorithm allows crisp clustering in which each observation is assigned to a unique partition (cluster) and cannot be reassigned to an alternative cluster whenever more appropriate (Gong and Richman 1995) . Given that our clustering procedure is unsupervised as the number of clusters is defined objectively, it is important to verify its goodness of fit. In this work, the Silhouette width index, mainly based on proximity matrix, was chosen to evaluate the homogeneity of the final clusters. This index (Rousseeuw 1987 ) is defined as:
where a i is the intracluster distance (average distance of the observatory (i) to all observatories in the same cluster), while b i refers to the intercluster distance (the average distance of the same observatory to observatories in another cluster). The Silhouette average width was simply calculated by averaging the coefficients of observatories belonging to each independent clustering. This index is favorable compared to other clustering validity measures (e.g., Dunn index and DaviesBouldin index) for two reasons. First, it does not only indicate validity of the entire clustering, but it also provides a measure of the extent to which each individual observatory closely matches its cluster. Second, this statistic is robust to outliers, noisy observatories, and number of clusters (Rousseeuw 1987) . According to this measure, it is possible to re-assign an observatory to an alternative cluster to satisfy the homogeneity conditions. Overall, values of the Silhouette width are limited to the interval [−1, 1]. Values close to 1 correspond to clusters that are compact and well separated from other clusters. When the intercluster distance of the observatory is equal or less than the intracluster distance, a decision was objectively made to re-assign these observatories to another cluster with the lowest intercluster distance. Afterwards, the silhouette coefficient was re-calculated. This process was applied iteratively until all observatories have a positive value of the silhouette coefficient.
Temporal evolution and links to atmospheric circulation
To account for the temporal evolution of temperature extreme time series in the established clusters, we employed a regional series for each cluster. This procedure is twofold. First, it helps to compare trends in temperature extremes from both spatial and temporal perspectives. Second, it allows spatial patterns to be linked with underlying mechanisms, such as atmospheric circulation. To provide a more proper definition of the regional series, we used a weighted average of all observatories belonging to a particular cluster based on their Silhouette coefficients, giving larger weights to observatories that are close in their similarity. Simply, a high value of the Silhouette coefficient indicates that the observatory can better reflect the overall characteristics of its cluster (sub-region). This procedure also overcomes the problem of discontinuities at cluster boundaries, particularly when the coefficient is close to 0. Linear trends in the defined indices time series were analyzed for each particular sub-region by means of the ordinary leastsquares method and the statistical significance was assessed using the Mann-Kendall statistic at the 95 % level of significance. This statistic is robust to outliers and does not assume an underlying probability distribution of the data time series. To explore the extent to which atmospheric circulation determines spatial patterns of summer temperature extremes, three different northern hemisphere atmospheric circulation indices were obtained from the Climate Prediction Center, NOAA/NCEP, USA (http://www.cpc.noaa.gov/data/teledoc/ telecontents.shtml) between 1960 and 2006. These indices included: the East Atlantic (EA), the Scandinavian (SCA), and the Eastern Atlantic-Western Russian (EAWR) patterns. In addition, the North Atlantic Oscillation (NAO) index provided by the Climate Research Unit of the University of East Anglia, the UK (http://www.cru.uea.ac.uk/cru/data/nao/) was considered. The NAO has a north-south dipole, with one center over Iceland and the other with an opposite sign over the mid-latitudinal Atlantic (Hurrell 1995) . On the other hand, the EAWR pattern has two main centers: the first is located in the Caspian Sea and the second is found in Western Europe. The EA resembles the NAO in terms of the geographical domain. However, it has a more southward shift toward low latitudes (Canary Islands: 25°N, 25°W). The SCA is a dipole with a main center over Scandinavia and minor centers across Western Europe. Recalling that variability of temperature across the Mediterranean can be linked to regional atmospheric regimes, such as the Western Mediterranean Oscillation and Lod (Israel). Overall, the selected indices are among the most dominant atmospheric configurations in the western Mediterranean and the North Atlantic basin. They summarized a wide variety of flows that affect climate variability in the Iberian Peninsula during summertime. The Pearson correlation coefficient (r) was simply computed between the regional series obtained for each sub-region and the time series of the atmospheric circulation at p value<0.05. However, it is noteworthy that the time series were detrended prior to computing correlation calculation to remove the possible influence of the time series monotonic trend and interannual variability on the strength and significance of correlation. Then, the series were standardized for the base period 1960-2006 to zero mean and unit variance. This was principally performed before calculating the correlation to confirm that all the time series are equally weighted.
For the leading circulation modes which showed a significant influence on summertime temperature variations, we performed the canonical correlation to assess the relationship between SLP anomalies (independent variables) and summertime temperature (dependent variables). The daily SLP data are provided by the NCEP/NCAR reanalysis data compiled by the NOAA/OAR/ESRL PSD (http:// www.nws,noaa.gov). Summertime (JJA) datasets of SLP and temperature corresponding to the period from 1960 to 2006 were used for this analysis. Factor analysis was first applied on both fields to reduce the dimensionality of the original data sets. Then, canonical correlation analysis was performed on factors that explained more than 5 % of total variance for each dataset. More details on the canonical correlation theory are given by Dillon and Goldstein (1984) . Although the study domain has a relatively small area (approximately 160,000 km 2 ), a large window (30°W-30°E and 20°N-80°N) has been considered in this analysis. This spatial domain is large enough to encompass all regions that include forcings and circulations which directly affect the temperature climate over the study domain. For each particular circulation mode, the statistically significant canonical functions that explain a large proportion of summertime temperature variance were retrieved.
Results and discussion

PCA results
Kaiser supports the use of the PCA to reduce data dimensionality when the KMO value is greater than 0.5 (Norusis 1988 ). The overall KMO statistic among the input variables reached 0.81 (at the 99 % significance level), suggesting a high level of dependence among those variables. The Scree plot showed that the magnitude of the eigenvalues dropped sharply after a stage of three PCs. Those three PCs explained together 84.32 % of the total variance in the original data. Due to the small explained variance (15.68 %) of the high-order modes and their small differences, they are not considered in this work. This amount of variance can be originated to very local factors that are not physically meaningful and thereby difficult to interpret. The loadings of the PC1 (29.46 % of the variance) reveal aspects on the spatial variability of the nighttime summer temperature (e.g., Min_summer, TNn, TN90p, and TNx). On the other hand, the PC2 (27.43 % of the variance) has the variables that are mostly correlated with the daytime summer temperature (e.g., Max_summer, TXx, TX90p, SU25, and WD). The first component can therefore be seen as a measure of "minimum" summer temperature extremes; meanwhile, the second component can be interpreted as a measure of "maximum" summer temperature extremes. The PC3 (27.34 % of the variance) does not distinctly explain a specific pattern since it combined the effects of both maximum and minimum temperature (e.g., DTR and T sums ).
Clustering results
In order to group objectively those observatories presenting a similar temporal evolution of summertime extremes, the dominant distribution patterns are identified by applying CA to the retained factor scores. The results of both the agglomeration coefficient and the Wilks' lambda statistic suggest four solutions as the optimum number of clusters. Thus, we finally decided to partition the clusters at four groups. Using more than four clusters may not be useful because no meaningful spatial patterns can be explored. These smallscale patterns are often attributed to local factors that are difficult to interpret. In topographically complicated areas, differences in land surface characteristics such as vegetation canopy and surface albedo can induce local changes in surface heat exchanges with the atmosphere and in turn cause local disturbances in the dominant patterns of extreme events. Overall, the resulting number of clusters represents the range of climatological conditions, which can conventionally be accepted over the region. In other words, the spatial modes suggested by the CA are thought of as representing the main modes of the regional climate regimes according to our previous knowledge. Therefore, those four sub-regions that exhibited similar characteristics of summer temperature extremes were identified. Hereafter we referred to these sub-regions as: CL1, CL2, CL3, and CL4.
Application of the silhouette coefficient to test the homogeneity of the obtained clusters shows that the clustering partitions are not completely homogenous. It was found that 16 (12.5 %) observatories were assigned to "inappropriate" clusters. Figure 2 compares the Silhouette width for the defined clusters before and after validation. In general, the results indicate how the Silhouette width coefficient has improved after validating the clustering, specifically for CL1 and CL4. The coefficient has risen from 0.54 (0.23) to 0.62 (0.39) for CL1 (CL4). This can be seen as an indicator of higher between-groups variation and lower within-group variation. In other words, the observatories belonging to each cluster are well separated from other clusters and also compacted within their clusters. Figure 3 shows the spatial distribution of the observatories corresponding to the delineated clusters. As noted, the number of stations varies considerably among clusters. CL2 represents the densest cluster (45, 3 % of observatories) with broad spatial distribution, followed by CL1 (25 %), CL3 (21.1 %), and CL4 (8.6 %). In general, there are remarkable geographic and climatic contrasts between the defined subregions. They have a geographical feature, with relatively clear physiographic boundaries. Presumably, the defined clusters show a marked distinction between inland and coastland regions as well as lowlands and highly elevated areas. In a few cases, there is a low consistency among close observatories. This can probably be due to the joint effect of local topography and synoptic conditions. As illustrated in Fig. 4 , it can be clearly seen that elevation and distance to the sea significantly contribute to the spatial variability of summer temperature extremes in the study domain. As depicted, spatial variations of summertime extremes match well with changes in elevation. This is particularly the case for observatories belonging to CL3 and CL4 whose mean elevation is 773.1 and 1,101.4 m respectively. On the other hand, CL1 suggests a joint effect of topography and landwater interaction. In addition to their proximity to the sea with an average distance of approximately 14.8 km, those observatories are generally located at lowlands with a mean elevation of 174.9 m. With respect to continentality effects, both CL3 and CL4 exhibited clear continental influences (average distance to the sea =143.3 and 122.6 km, respectively), compared with the more continental CL1 and CL2. This finding can be clearly seen in Fig. 3 , where the orientation of the clusters is likely controlled by continentality and orography. For instance, CL1 is generally meridian along the Mediterranean coast, whereas CL4 has an east-west orientation along the Pyrenees Mountains. Spatially, CL1 is mainly situated along the coastline of the Mediterranean Sea, capturing possible maritime influences of the Mediterranean, whereas CL2 is located close to the Atlantic Ocean and penetrates eastward through the Ebro valley in central proportions. This clustering mostly includes the leeward sites of the main mountain regimes (i.e., the Pyrenees system in the north and the Cantabrian system in the west). On the other hand, CL3 corresponds to stations located in the moderately elevated areas southward and westward. This partition of stations is characterized by a relatively low maximum and minimum temperature as a consequence of the local orographic effects. A cluster encompassing mainly the Pyrenees Mountains, together with some scattered sites mostly located in the highly elevated areas in the south, was also distinctly identified (CL4). Although the network density in these areas is generally irregular given that only 14.4 % of the observatories are located above 1,000 m, compared with other data-rich regions (e.g., the coastal and mainland areas), the clustering procedure skillfully captured the variability of temperature extremes at these high elevations. This can probably be explained by the free-air advection at the mountain summits and along the free-drainage slopes. Pepin and Lundquist (2008) confirmed this finding for elevated sites with annual 0°isotherm across the globe, suggesting that inter-site variance of temperature at those sites is expected to be lower than moderate and low elevation sites as a consequence of the weak influence of local factors near the surface such as land use changes. Table 2 summarizes the linear trends in summertime temperature extremes time series for the established four sub- In general, the overall tendency in temperature extremes is toward warming for all sub-regions. However, this warming has a spatial component. Figure 5 illustrates the temporal evolution of a set of temperature extremes time series as indicative examples. As can be seen, the strongest signals were found in the most elevated areas (CL4) and in the Mediterranean (CL1) for both high and low temperature indices. For instance, warmest day (WD) has significantly increased at a rate of 0.71°and 0.44°C per decade for CL1 and CL4, respectively. Over the period 1960-2006, the percentage of warm nights (TN90p) per summer has also shown an uptrend, with an increase of 3.88 and 2.86 % per decade for CL1 and CL4, respectively. This suggests that orography and distance to the Mediterranean Sea play a key role in the temporal evolution of summer extremes in NE Spain. On the other hand, CL2 (mainly located in the Ebro valley and along the Cantabrian sea) only showed a statistically significant warming trend in nighttime extremes (e.g., TNn, TN10p, and TNx), whilst trends in daytime extremes were generally insignificant at the 95 % level. Contrarily, daytime extremes exhibited a remarkably significant trend in CL3 (denoted to moderately elevated areas), while nighttime extremes have no trend.
Temporal evolution of summertime extreme indices
The temporal evolution of summer extremes along CL1 coincides with the observed changes found across many Mediterranean areas (e.g., Klein Tank and Können 2003; Kostopoulou and Jones 2005; Hertig et al. 2010) . For example, Klein Tank and Können (2003) found an upward trend in warm temperature extremes over the Mediterranean region from 1976 to 1999. For the western Mediterranean, Hertig et al. (2010) recently observed a strong warming trend in summer maximum temperature, which was more intense over the Iberian Peninsula. The same finding has also been previously confirmed by Brunet et al. (2007) who assessed variability of extreme temperatures in Spain, providing evidence of larger changes in warm temperature extremes during the twentieth century as compared to cool Fig. 3 Spatial distribution of the observatories delineated to the four homogenous subregions following the cluster validation results Fig. 4 Boxplots showing intracluster differences as a function of altitude (left panel) and distance to closing water bodies (right panel). The median, 10th, 25th, 75th, and the 90th percentiles as vertical boxes are plotted with error bars extremes. Given that the Mediterranean is a close basin, temperature variability at coastal sites seems to be closely linked to sea surface temperature (SST) variations. Santoleri et al. (1994) found an increase of 1.5°C in mean SST across the western Mediterranean, mostly faster during summer and winter compared to spring and autumn. More recently, Salat and Pascual (2007) showed a similar upwarding trend in SST along the Catalan coast (NW Mediterranean).
Our results confirm that high mountain areas (CL4) respond more rapidly to global warming compared to both mainlands (CL2) and moderately elevated areas (CL3). This can be clearly seen in the indices of Max_summer (0.71°C/ decade), TXn (0.85°C/decade), TXx (0.59°C/decade), SU25 (3.63 days/decade), Min_summer (0.60°C/decade), TNn (0.64°C/decade), TNx (0.60°C/decade), and T sums (125.02°C/decade). Our results can be of particular importance in the context of the possible impacts of the global climatic change on behavior of temperature extremes in areas of complex topography. Indeed it is still unclear whether these regions are undergoing global warming, particularly with a low density of observatories in most of these areas. Only a few studies have been undertaken to assess elevation dependency on climate change signals in areas of large temperature gradient. Among these few studies are those of Giorgi et al. (1997) and Beniston et al. (1997) for the Alps, Fyfe and Flato (1999) for the Rocky, Chen et al. (2003) for the Tibetan Plateau, and Coronato and Bisigato (1998) for the Andes. In the study domain, the rapid warming at high elevations appears to be of great importance for ecological and hydrological systems and climate impact assessment. Rapid changes could lead to significant changes in their natural vegetation and thus impact on ecosystems and biodiversity. Moreover, these mountain environments are more likely to be affected by climate change and therefore they can be an early indicator of climate variability and change for the nearby low-elevation areas.
4.4 Influences of large-scale circulation on summertime extreme temperature Figure 6 depicts Pearson correlation values between the general atmospheric circulation and the regional time series of extreme temperature in the period . The connection between the circulation patterns and temperature extremes is found to be statistically significant (p<0.05) only for the EA, SCA, and WeMO patterns. Among them, the WeMO represents an east-west dipole; meanwhile, the EA and SCA are north-south dipoles. Though the relationship between the NAO and winter temperature over large proportions of the Mediterranean and Europe is confirmed (Hurrell, et al. 2003) , the NAO seems to be a weak predictor for temperature extremes during the summer season. This finding agrees well with Trigo and Palutikof (2001) who found that the NAO poorly explained the variability in atmospheric circulation during summer months as compared with other seasons. Similarly, the role of the MO pattern sounds irrelevant. Variability of temperature extremes is mainly controlled by atmospheric circulation during the positive mode of the EA and the negative modes of the SCA and WeMO.
Overall, it seems that the SCA is a key controller of temperature extremes in all sub-regions, with correlation coefficients ranging between −0.20 and −0.64. However, it can be noted that the influence of the SCA on daytime extremes (e.g., max_summer, WD, and TX90p) is much stronger than its influence on nighttime extremes (e.g., min_summer, TXn, TNn, and TN90p). In particular, correlation coefficients with daytime extremes lie in the range −0.41 and −0.54, whereas they varied from −0.29 to −0.49 for nighttime extremes. A quick view of the association between the SCA circulation pattern and temperature extremes at sub-regional scale reveals some significant spatial differences. The influence of the negative SCA on most of summer temperature extremes is generally less marked in the Mediterranean region (CL1) and, in contrast, much stronger in the highly elevated regions (CL3 and CL4). A clear example corresponding to DTR showed a significant correlation with the negative SCA in all the defined subregions, but with higher values in CL3 (r=−0.60) and CL4 (r=−0.56) compared with CL1 (r=−0.43) and CL2 (r= −0.38). This spatial pattern likely resembles that of the Spell index, which exhibited the strongest relationship with the SCA negative phase in CL4 (r=−0.64) and CL3 (r= −0.56), compared with CL1 (r=−0.41) and CL2 (r=−0.52). The correlation of summer temperature extremes with the positive EA was generally positive, although it does not necessarily reach the statistical significance threshold, as being the case with the WD, INTR, SU25, and Spell indices. In contrast to the SCA pattern, the strongest association between the EA positive phase and temperature extremes was markedly apparent along the Mediterranean coast (CL1) for the majority of the indices. Contrarily, this influence declined in mainland and over complex terrain sub-regions. Similar to the SCA, the WeMO correlated better with maximum temperature indices than with minimum temperature indices. Spatially, it can be noted that the impacts of the WeMO on temperature extremes are more pronounced in continental and lowelevation areas than in coastal and highly elevated regions.
Co-variability between summertime temperature and SLP
The obtained results suggest that the behavior of temperature extremes during summer is mainly driven by atmospheric circulation during the positive EA and the negative modes of the SCA and WeMO. However, the impacts of these configurations seem to have a spatial structure, with clear regional contrasts among the defined sub-regions. Accordingly, it seems important to trace the influence of these leading circulation modes on regional temperature variability during summer season. In this section, we explain the co-variability between SLP as independent variable and summertime (JJA) temperature as dependent variable during the period from 1960 to 2006. The canonical functions summarizing this relationship during the most significant circulation patterns are depicted in Figs. 7, 8, and 9 . Figure 7a shows the averaged anomalies of SLP over western and southwestern Europe during summers with positive EA values. As illustrated, the positive mode of the EA pattern is mainly associated with a strong dipole over the North Atlantic (approximately 50°N, 30°W) and dominance of anticyclones over the Mediterranean and central and Eastern Europe. This situation also corresponds to an increase in the anticyclonic activity over the Iberian Peninsula, while the Azores High extends northward. Under this SLP configuration, the advection of the westerly and southwesterly winds over the Iberian Peninsula is enhanced, while the easterly flows transport moisture from the Mediterranean along a SE-NW gradient. Correspondingly, there is a weak moisture transport from the north Atlantic during summer months, which induces a decrease in precipitation over the study domain. The anomalous low precipitation showed positive feedback with soil moisture anomalies. The impacts of the westerly, southwesterly, and easterly flows on the study domain are largely constrained by local terrain. For example, the central proportions (e.g., the Ebro valley) are weakly affected by these flows as a consequence of the surrounding orographic lifting (i.e., the Iberian and Cantabrian systems). Contrarily, the EA exerts a more important influence along the Mediterranean coast and highly elevated areas, particularly with the increase in the warm and moist flows from the Mediterranean and the mid of the Atlantic. Conversely, owing to the weak contrast between SLP over the Mediterranean Sea and closing land areas during the positive EA as revealed by SLP isopleths, the influences of these inflows cannot extend to mainland, particularly with the prevalence of high pressure anomalies in most of the peninsula as a consequence of local heating effects (Fig. 7a) . In short, the EA positive phase corresponds to a remarkable increase in frequency and intensity of summer temperature extremes along the Mediterranean coast and high-elevation sites. In their study on the entire Europe, Beranova and Huth (2008) found the strongest connections between the EA mode and temperature in southern France and NE Spain. Figure 7b , c illustrates the two main canonical functions that explain the large proportion of variability in both SLP and temperature during the positive EA mode. As shown, the canonical correlation coefficients of the first and second functions are 0.78 and 0.60, respectively. It is also indicated that SLP variate on the first function is responsible for 20.4 % of summertime temperature variance. Spatially, it was found that the temperature over the central and western areas of the study domain is mainly controlled by SLP over the Mediterranean region, particularly the western basin (r=−0.7), whereas it is anticorrelated with SLP anomalies over the northern Atlantic. SLP variate on the second function accounted for 11.9 % of temperature variance. This function also suggested that temperature variations over the eastern proportions of the study area are significantly influenced by SLP over central Europe and northern Africa, while they correlate negatively with SLP over the eastern Atlantic (Fig. 7c) . Taken together, it can be noted that higher temperatures during summers of positive EA values are mainly associated with positive SLP anomaly over the Mediterranean, central Europe, and North Africa on one hand and the negative SLP anomaly centered on the east Atlantic on the other hand. Figure 8a illustrates the composite of SLP anomalies during summers of negative SCA values over the period from 1960 to 2006. As depicted, the negative phase of the SCA pattern produces a similar configuration to that of the positive EA, with clear high pressure anomalies over central Europe. This high pressure anomaly extends westward to cover the Iberian Peninsula and southward to include the Mediterranean region and North Africa. On the other hand, a low pressure system predominates over the north Atlantic and vast areas of northern Europe and Scandinavia. This atmospheric circulation indicates that the advection of northern flows over the peninsula is largely restricted during the negative mode of SCA as a consequence of dominance of anticyclonic conditions over the European mainland, giving rise to increased above-normal temperature. This situation comes clearly in contrast with SLP features during summers of positive SCA values, where the anticyclonic anomalies predominate over the Scandinavian region, favoring advection of northern cold air flows toward the Iberian Peninsula (Bueh and Nakamura 2007) . This result agrees well with Blackburn and Hoskins (2001) who found that the positive SCA in Western Europe is mainly associated with the predominance of the cyclonic conditions over the region. This behavior enhances the advection of the surface westerlies from the Atlantic toward southern Europe and the Mediterranean. The westerlies cause the transport of mild and humid airflow that could weaken heat severity during summer months. The canonical correlation results suggest two main functions to explain the covariability between SLP anomalies and temperature during summers of the negative SCA (Fig. 8b, c) . The first canonical function accounted for 18.3 % of temperature variance, with the canonical correlation coefficient being 0.74. On the other hand, the second function captured 17.3 % of temperature variance, with a canonical correlation coefficient of 0.72. A quick comparison between Fig. 8b , c suggests that the higher temperature along the northeastern parts of the study domain is mainly controlled by the high pressure anomaly over northern Africa (r between −0.2 and −0.8) and central Europe (r= −0.3). Similarly, the anomalous high temperatures over the western areas are significantly connected to the SLP positive anomaly located over the Mediterranean region and central and southern Europe. These spatial patterns clearly match those patterns observed during the EA positive mode.
Spatial variations of SLP anomalies corresponding to summers of negative WeMO values are illustrated in Fig. 9a . As shown, the atmospheric circulation corresponding to the negative phase of the WeMO is mainly associated with a remarkable increase in the zonal circulation activity. Obviously, summers of negative WeMO values are characterized by a This is mainly associated with the northward shift of the Azores high. In contrast to the meridional flows which are clearly constrained during the negative WeMO as a consequence of the European blockings, zonal airflows from the Mediterranean Sea are promoted, causing above-normal temperature over the eastern proportions of the study area. Figure 9b , c depicts the main spatial patterns of SLP-temperature co-variability during the negative WeMO mode. The results suggest two main functions that explain together 40.1 % of temperature variance (the first=20.6 % and the second=19.5 %). The spatial association between temperature variations and centers of action of SLP anomaly resembles well those detected for both the positive EA and the negative SCA patterns.
In summary, it can be concluded that the variability of summer temperature extremes in NE Spain is particularly related to the circulation modes that produce high pressure anomalies over much of Europe and the Mediterranean Sea. Numerous studies found a statistically positive trend in SLP over the whole Mediterranean and most of continental Europe during the warm summers of the recent decades (e.g., Reddaway and Bigg 1996; Xoplaki 2002) . For example, Xoplaki (2002) noted an upward trend in both surface pressure and different geopotential heights over the eastern Atlantic and most of continental Europe west of 30°E. However, the canonical functions suggest that the spatial variability of temperature anomalies over northeastern Spain varies considerably according to SLP anomaly variations, which markedly differs its position, strength, and influence domain from one prominent mode to another.
Conclusion
In this study, the full procedure used to classify daily temperature extremes in NE Spain during the summer season is described. The main objective was to delineate spatially coherent regions employing 14 temperature-based extreme indicators derived from a 47-year record of daily information . Multivariate statistics (i.e., PCA and CA) did an adequate job in providing a useful classification that gave insights into spatial variability of summer temperature extremes. The goodness of the clustering was evaluated by means of the Silhouette index. Four sub-regions with climatic and geographic meanings were identified: the Mediterranean region, the Cantabrian region and the inland region, the moderately western and southern areas, and the highly elevated areas.
The temporal evolution of summer temperature extremes for the established sub-regions was examined. In general, a warming trend was exhibited for both maximum and minimum temperatures, being more pronounced at highelevation sites and along the Mediterranean coastland. The observed changes could be of particular importance for implications in areas of environmental and hydrological assessment and monitoring and in climate impact studies. These findings can also provide a basis to understand the hydrological processes possibly altered by climate change, such as evaporation, surface runoff, drought conditions, and water availability. Based on the defined homogenous regions, the regional time series of temperature extremes were also linked with those of teleconnection patterns from 1960 to 2006. The correlation of the large-scale atmospheric circulation with temperature extremes showed that the temperature extremes in NE Spain are mainly explained by three configurations (SCA, WeMO, and EA). The negative mode of the SCA pattern proved to be capable of explaining most of variability in summer temperature extremes at a sub-regional scale, with more influence in the highly elevated areas. In contrast, the impact of the EA positive phase is more highlighted in the Mediterranean region as compared to the mainland.
While the spatial domain of this study is quite limited (≈160,000 km 2 ), the applied procedure did indicate a high degree of inter-regional variability in the characteristics of temperature extremes (i.e., frequency, intensity, and persistence). However, recalling that the influence of SLP on temperature may be interrupted by certain local conditions (e.g., vegetation canopy, land use changes, and topography), a detailed study on the variability of weather type persistence based on the classification of atmospheric circulation at various pressure heights (i.e., sea surface, 200, 500, and 700 hPa) could be of interest in the future. This work represents one of the first attempts to explore the temporal characteristics of temperature extreme events and their driving mechanisms at a sub-regional scale in the Iberian Peninsula. Given that the study area is characterized by complicated mountainous terrain, more information on the behavior of temperature extremes at the regional or local scale is essential for different impact assessment applications. In this regard, this work can provide an insight into the possible mechanisms that may relate spatial and temporal variability in summer temperature extremes with atmospheric circulation. Our results therefore could be meaningful for various applications related to hydrological modeling, agroclimatology, and drought monitoring.
