The results of ab initio inorganic structure modelling are often in the form of Cartesian coordinates of atoms in a large, periodical and in general oblique simulation box containing hundreds to thousands of atoms. The contents of that box may correspond to a single crystal, a twin, a mixture of phases or a disordered block of matter. The problem of extracting corresponding crystallographic descriptions for single-crystal regions in the box, a necessary step in view of full quantum calculations and publication, is different from the familiar problem of extracting crystal symmetry and structure from experimental diffracted intensity data. The deductive computeraided method developed at the National Research Council of Canada over the years is based on eye identification of three pairs of atoms related by conjugate translations in the same single-crystal region on a stereo plot, followed by derivation of fractional coordinates for the atomic content of the corresponding primitive cell. Running this data through the MISSYM program discloses potential symmetry elements of the structure, with their corresponding crystallographic directions. These elements are then critically examined and accepted either as symmetry or pseudosyrnmetry on the basis of comparison of coordinate deviations between related atoms with the expected magnitude of thermal motion. All calculations described here can be performed with the NRCVAX system of programs.
Introduction
The application of molecular dynamics with interatomic potentials derived from quantum calculations on model atomic clusters, or with completely ab initio methods and total energy calculations, is currently opening new avenues for structural crystallography. Progress in the application of inorganic modelling calculations based on these advances has been very rapid in recent years, with progress in theory (Tsuneyuki, Tsukada, Aoki & Matsui, 1988; van Beest, Kramer & van Santen, 1990) , experiment (Hemley, Jephcoat, Mao, Ming & Manghnani, 1988; Kingma, Hemley, Mao & Veblen, 1993; Kingma, Cohen, Hemley & Mao, 1995 ), algorithms (Nos6 & Klein, 1983 Car & Parrinello, 1985; Focher, Chiarotti, Bemasconi, Tosatti & Parrinello, 1994) and computing. The purpose of this contribution is to present and discuss the simple method developed over the years at the National Research Council of Canada to extract conventional crystallographic descriptions of phases from lists of coordinates of atoms in simulation boxes, but first recent progress in inorganic structure modelling is briefly described, both to introduce the problem to be solved and because many crystallographers are only partly aware of this progress.
Inorganic structure modelling
Phase-transformation experiments, like high-pressure experiments on common minerals aimed at elucidation of the mineralogy of the interior of planets (Kingma et al., 1995) , can now be routinely duplicated with computers (Tse, Klug & Le Page, 1992; Cohen, 1992 ). The experimental results can then be interpreted in the light of the simulation. For example, considerable experimental, theoretical and computing effort has been devoted to the high-pressure transformations of the various polymorphic forms of SiO2 starting from the known phases at room temperature and pressure. There is still plenty of room for argument at extreme pressures in this system, but a number of transformations occurring at lower mantle pressures can now be convincingly duplicated with computers. These transformations can accordingly now be described in structural terms, based on scant but critical experimental data. The fit between the experimental and calculated compression curves and transition pressures is especially impressive (Cohen, 1992; Tse & Klug, 1991; Tse, Klug & Allan, 1995) .
Some such transformations lead to previously known structure types and could be amenable to trial-and-error solution methods. Other transformations lead to new structure types, and could hardly be tackled by methods other than simulation. The structural reaction path is a major consideration in solid-solid transformations. These transformations do not necessarily lead to that structure which possesses the very lowest energy, but might result in metastable structures with energy approaching the lowest one (with 'competitive energy') but for which the reaction path has been more favourable. A familiar example of metastable solids is the coexistence of polymorphic forms of a given compound under a range of temperature and pressure conditions: only one form would exist at a given temperature and pressure if solid phases existed exclusively in the phase with lowest energy.
The ideal goal of these simulations is to monitor the evolution with time of initial atomic positions and speeds in an infinite chunk of matter subjected to a change of external conditions like temperature and pressure. Infinity has to be assumed because the surface energy of a germ made of even several thousand atoms may be large enough to create artifacts in the phase transformations. Crystallinity of this chunk of matter is assumed only at the beginning of the calculation. After that, each particle interacts with each of the other particles within a large radius according to two-body potentials derived from first principles, and amorphous matter may very well emerge from the calculations. In practice, calculations cannot be performed on infinite numbers of atoms: deformable oblique simulation boxes are selected to be large arbitrary supercells of the initial structure containing hundreds to thousands of atoms. Constraints in the calculation impose edges of the box to remain repeats of the stacking, ensuring infinity of the material, while calculations remain to be performed on feasible numbers of atoms. The box can shrink, expand and shear spontaneously as a consequence of stresses in the material due to atomic rearrangement. The success of this approach to calculation of elastic tensors, diffraction data, phonon spectra etc. of crystalline matter has been considerable (Tse & Klug, 1991 ; Focher et al., 1994) .
When transformation to an unknown crystalline phase is being modelled in this way, the edges of the simulation box chosen for the given simulation may or may not be appropriate for modelling the transformation of a single crystal into a single crystal. For example, if the number of formula units in the simulation box is not an integer multiple of the number of formula units in the primitive cell of the resulting material, it will not be possible to simulate a single crystal of the resulting phase using that box. In practice, we have observed a number of times that, in cases of mismatch between the edges of the simulation box and the repeats of the new phase, a transformation still occurs, but the transformed phase adapts to the repeats imposed by the shape of the box by moving a few atoms to interstitial positions, or by creating vacancies, twins or dislocations. The energy required for the creation of these imperfections is a much smaller perturbation than the surface energy of a nanocrystal. Calculations are then repeated in boxes with different shapes and with different initial atomic speed vectors. If the same phase is observed in all simulations, whether edges are adapted to allow transformation to a single crystal or not, it is then safe to assume that the transformation to that phase is not an artifact of the box selection, but is the true result of the simulation. It is then the task of the crystallographer to find single-crystal regions in the box and derive corresponding crystallographic descriptions. In case new phases are obtained in this way, full quantum calculations are performed on the resulting atomic model to confirm the lower energy of the new stacking over the initial one. These calculations also confirm that the energy of the new stacking is competitive with that of all other known stackings under the considered temperature and pressure conditions.
The fit of line positions and intensities of the powder pattern recalculated from the model with the limited experimental diffraction data from e.g. diamond-anvil experiments is usually the most compelling criterion to decide whether the simulation agrees with the experiment or not. Derivation of new structure types in this way is of great interest, irrespective of whether they turn out to be confirmed or not by the powder data for the case under study. These are previously unknown stackings with energy competitive with that of known phases. If a discrepancy is found with experimental observations on that compound, these unconfirmed structures become prime candidates for experimental observation in analogous chemical systems. An example of this is the CrVO,, structure type derived from molecular dynamics simulation by Tsuneyuki, Matsui, Aoki & Tsukada (1989) in the compression of quartz but not confirmed by experiment, which was subsequently observed in the compression of isostructural GaPO4 by Robeson, Winters & Hammack (1994) .
Well known criteria governing the existence of ionic structures, like Pauling's rules (Pauling, 1929) and bondvalence summation (Brown & Altermatt, 1985 , and references therein) are not explicitly taken into account in this derivation of structures, which instead relies exclusively on application of the laws of mechanics to individual atoms interacting with other atoms through two-body pseudopotentiais. However, as electron orbitals, which are responsible for electrostatic forces between ions and for their radii, are in fact taken into account in the derivation of these pseudopotentials from quantum mechanics, the resulting structures are found to obey Pauling's rules and valence summation. Some new oxide structure types modelled in this way for high pressures seem to take minor liberties with Pauling's fifth rule, the parsimony rule. Many experimental structures of oxide phases, especially those crystallizing at low temperatures or high pressures, do not follow that soft rule very well either. For a discussion of the parsimony rule, see Baur, Tillmans & Hofmeister (1983) . In addition, many previously elucidated transformations to a known phase are correctly modelled by these parameterless computations with impressive fits between experimental and calculated transition pressures. Cases with discrepancies between calculation and experiment may be due to impurities or dislocations that are not taken into account in the input structure model but that might govern the reaction path in the real crystal.
Extraction of conventional crystallographic descriptions of new phases

Problem Instantaneous atomic coordinates are known for the contents of a simulation box, which is not necessarily a single crystal Find the conventional crystallographic description, i.e. cell, space group and fractional coordinates of unique atoms, in a single-crystal region of the simulated phase.
This crucial step in the interpretation of these simulations is different from the familiar problem of deriving cell, symmetry and atomic coordinates from experimental diffraction data. It seems to have received intuitive ad hoc solutions only in the literature, usually with the publication of very few or no details. In some cases where the simulation was clearly successful, it received no solution. The following deductive, multistep and computer-aided approach is self-explanatory and converges on the solution. All calculations and functions described below can be performed with the NRCVAX system of programs (Gabe, Le Page, Charland, Lee & White, 1989) .
Solution
3.2.1. Stereo plotting of a single-crystal region from the simulation box. The first step consists of the selection of a single-crystal region within the simulation box containing a number of crystallographic repeats sufficient to be able to distinguish between an atom that is at a crystallographic site (and therefore repeated several times in the box) and an interstitial atom. A box containing about 250 atoms is usually selected with edges parallel to the axes of the reference system I of the input data (O, X, Y, Z) with origin O and ,~, units on the X, Yand Z axes. A very simple atom selection can be performed by the acceptance with an ad hoc utility program of those atoms from the input data that are within a range of numerical values for each coordinate. The range of coordinates is adjusted by trial and error until a satisfactory box content is obtained. The contents of that box can then be processed by regular crystallographic plotting software by its description somehow as a 'large molecule' in an 'orthogonal cell' with no symn2etry and with repeats larger than the box to be plotted, say 100 A for all edges. This is achieved simply by division of the coordinates with respect to Cartesian axes by the length of the corresponding edges of the 'orthogonal cell', giving fractional coordinates in this oversize plotting box. (1) is built from the Cartesian components of a, b and e. The determinant of IP should be positive. In case it is calculated to be negative, the sense of one of the primitive translations should then be reversed to ensure a right-hand set P of primitive axes (O, a, b, c).
Calculation of fractional coordinates in the primitive reference system. The equality
A t = IPAp (2)
expresses any vector OA with components A t in the input reference system and components A v in the primitive reference system. Left multiplication of both sides of (2) by IP-1 leads to the relation
which expresses the same equality but with respect to the primitive crystallographic system (O, a, b, e). Relation (3) is applied to input coordinates for atoms in the box, leading to their coordinates in the primitive reference system selected above.
3.2.4. Crystallographic description of the atomic contents of that primitive cell. The orthogonal box used for plotting contains several primitive cells. Fractional coordinates with respect to the primitive axes calculated for translationally equivalent atoms are very similar: they differ because of thermal motion only. The fourth step is aimed at identifying these tight clusters of atoms with the same chemical nature. This is achieved with an interatomic distance calculation performed on the coordinates AP and the above primitive crystallographic repeats (a, b, c). Clusters are each replaced by a single atom Ao with the same nature as that of all atoms in the cluster at the coordinates AG of the centre of gravity of the cluster. The result is the cell contents of the primitive cell. Atoms with no very close neighbour in that calculation are interstitial atoms and are accordingly discarded.
3.2.5. Derivation of possible symmetry elements. The fifth step is aimed at at disclosing the symmetry elements for that stacking with MISSYM1.1 (Le Page, 1987 . Critical sense is applied to determine whether atomic positions are symmetry related, in which case deviations of atomic coordinates from those of symmetry-related ones are explainable from normal thermal displacements, or related by pseudosymmetry.
3.2.6. Conventional crystallographic description. The sixth step is a change of the crystallographic reference system to the conventional system C corresponding to the accepted spacegroup symmetry. The matrix PC with columns made of the Miller indices of the edges of the conventional cell in the primitive reference system is first assembled. Again, the determinant of PC should be positive, ensuring that the postulated cell transformation does not change the hand of the reference system. Atomic coordinates Ac in the conventional set of axes are then calculated with A c = PC-l Ap.
(4) The appropriate origin change is then performed to bring the origin of the space group to the proper place among the atoms. After that, a distance and angle calculation discloses clusters of atoms related by space-group symmetry, similar to the fourth step above, which disclosed translationally equivalent atoms. Replacement of each unique cluster by a single atom at the centre of gravity of the cluster gives the conventional crystallographic description of the structure: only unique atoms are left and they are positioned exactly on the special positions if applicable.
Discussion
It may seem that the above problem is trivial, that it can be solved from intuition by careful examination of plots and coordinates and that the above step-by-step deductive approach is not really needed. It may also seem that failure to reach the correct description from eye examination of just plots could only be the result of insufficient attention or a deficient crystallographic background. In our opinion, this is only partly true and the deductive process spelled out above is fully required as a safety net for those cases where intuition fails. Attempting to read in a single step the space-group symmetry, conventional cell edges and proper origin of coordinates off a structure plot is a difficult art, especially with inorganic structures and high symmetries. See for example the succession of papers on the crystallographic description of Pb3Mn7015: Darriet, Devalette & Latourrette (1978) , Marsh & Herbstein (1983) , Le Page & Calvert (1984) , Le Page (1987) and Holtstam, Lindqvist, Johnsson & Norrestam (1991 ) . A number of wrong space-group assignments in descriptions of simple inorganic structure types, where all atoms were already in special positions with all coordinates fixed by the space-group symmetry, remained unnoticed for years until unquestionable additional symmetry was disclosed by Cenzual, Gelato, Penzo & Parth6 (1991) with use of the MISSYM program. Careful eye examination of structure plots followed by critical examination of symmetry elements suggested in MISSYM printouts, as detailed above, is currently the safest way known to us for deriving the space-group symmetry and thus reaching the conventional description of the structure under study Detailed comments are given below about the individual steps in the solution:
Step 1. The axial system I is usually Cartesian with ,~, or nm units on the axes, but the coordinate transformations discussed above (steps 1-6), the box selection and the structure plotting would be identical if system I was oblique or had different units on the axes.
Step 2. A distinctive feature in the structure, perhaps an atom that looks different in its coordination or in the way its coordination polyhedron is surrounded by others, is spotted by eye. Translation equivalents of this feature are then located.
They display the same features in the same orientation, including the orientation of its complete atomic surrounding inside the box. The vector from one such feature to another one is a lattice translation. Noncoplanar lattice translations are conjugate if a parallelepiped originating on such a distinctive feature and with the chosen translations as its edges contains no such feature in the same orientation on its edges, its faces or its interior. Any mistake made at this point in the identification of appropriate atom pairs or of conjugate translations would be disclosed later in the analysis. If two atoms not corresponding through a repeat were mistakenly selected, no clusters would be found in step 4. If the vector set was not coprime (i.e. conjugate), MISSYM would disclose additional translations in step 5.
Steps 3 and 4. These are straightforward.
Step 5. In order to classify potential symmetry elements among symmetries or pseudosymmetries, the defaults in the MISSYM program should be refused and the fit between related atomic coordinates should be determined by the input of decreasing values of the desired degree of fit for the symmetry element. In particular, the default value in the program, for disclosing inversion centres and translations (0.45A) is inadequate for the current problem: in the case of an overlooked inversion centre, the present problem does not suffer from the singularities affecting least-squares refinement of diffraction data (Schomaker & Marsh, 1979) . Equal tolerances should accordingly be input for all types of symmetry elements.
Step 6. The edges of the conventional cell are either symmetry directions, in which case they appear in the second section of the MISSYM output, or they are shortest translations in planes perpendicular to actual symmetry directions or to potential ones, in which case they also appear, but under the heading 'Unit vectors in perpendicular net' in the first section of the output. If triclinic symmetry is obtained, the edges of the conventional cell will be read off the output of the CREDUC program (Le Page, 1982) .
Also, one may wonder how to ascertain that the correct space group has been derived. As shown in Le Page (1987) , this symmetry is uniquely determined by the individual symmetry elements produced by MISSYM. A simple way to make sure that the symmetry is the right one is to accept symmetry elements from the output one at a time and to run MISSYM on the corresponding description. When MISSYM stops warning about higher symmetry, the space group is then the correct one. This procedure will converge in a maximum of four steps corresponding to a maximum of three independent directions for symmetry generators plus one for eventual centrosymmetry.
Example
A recent paper by Scandolo, Chiarotti & Tosatti (1996) describes the ab initio simulation of a novel metallic phase of carbon at pressures of 2-3 TPa. The description of the result of the simulation in the paper boils down to:
Primitive cell at 2.5 TPa: a cube with 2 ,~ edge containing four C atoms. space-group symbol: P1; cell edges: 2, 2 and 2 A; cell angles: 90, 90 and 90°; atomic content: four C atoms.
Questions not relating to the above input can be answered with a carriage return with no harm.
(b) With CDEDIT, enter the coordinates of the four atoms stated above. This is done with option 'I' in the OVERALL menu. Either decimal values or fractions may be input.
(c) Run MISSYM on this .CD file. The printout in Table 1 appears. The first section of the printout decomposes the metric symmetry of the lattice; here, the cubic symmetry as expected. The second section lists the structural symmetries deduced from the atomic data, and the following conclusions are drawn from this second section:
(i) The space group has four threefold axes and is therefore cubic.
(ii) The edges of the conventional cell for the cubic system being along the fourfold symmetry axes, the columns of the PC matrix are read off the Miller indices at the beginning of the lines with fourfold screw axes as [1, 0, 0] 
(iii) The determinant of PC is 1; therefore, the Bravais centring is P (conventional cell has same volume as input primitive cell). The selected conventional setting is righthanded as it should be.
(iv) As MISSYM looks for second-kind symmetry generators before looking for first-kind ones, the space group here is holoaxial because no second-kind element was printed.
(v) The printed translation associated with the ~/4 rotation about [1,0,0] is -a/4. The corresponding symmetry element is accordingly a 43 screw axis along x.
(vi) As Hermann-Mauguin symbols for space groups state pure rotations in preference to screw axes, and short screws in preference to long ones, the a priori possible space-group symbols are: P432, P4132, P4232 and P4332.
(vii) Examination of symmetry drawings in IT shows that P432, P4132 and P4232 do not include 43 axes, but from MISSYM output, the structure does.
Conclusion: the space group is P4332, number 212 in IT.
From the multiplicity associated with Wyckoff positions, one could jump to conclusions at this point, but for the sake of generality, we shall work out completely the origin selection below.
The MISSYM printout in Table 1 tells that the 43 axis along x passes through the point with coordinates (0.000, -0.250, -0.375). Examination of the symmetry drawing for P4332 in IT shows that the 43 axis parallel to x at y = 3 is at height z = ½. A new origin is accordingly selected at (0, 0, -~) through the command 'O' under the global menu 'G' in the program CDEDIT. Running MISSYM on the shifted data now in the .CD file shows that the 43 axis along x is now in its correct spacegroup position, but the 43 axis along y passes through (-0.250, 0.000, -0.250) instead of (0, 0, 3) as in the space-group drawing. Atter a new origin selection at (-¼, 0, 0) to take that into account, all symmetry elements in the new MISSYM printout are now in the position they have on the symmetry drawing for P4332 in IT. The atomic coordinates are then read offthe .CD file and seen to correspond to Wyckoff position 'b'. As Wyckoff position 'a' is equivalent to position 'b' through a translation (½, ½, ½), position 'a' is preferred because of the simpler coordinates. Scandolo, Chiarotti & Tosatti (1996) 0.00 0 00 1.00 -i.00 -i 00 0.00 1.00 0 00 0.00 0.00 -I 00 -I.00 0.00 -i 00 0.00 1 00 0 00 1.00 0 00 -1 00 0.00 -i 00 0 00 1.00 1 00 0.00 0.00 0 00
1.00 -1.00 -1 00 0.00 0.00 0 00
1.00 0.00 0.00 -i.00 0.00 0.00 0.00 1.00 1.00 0.00 0.00 0.00 0.00 -i 00 0.00 0.00 -1 00 1.00 -i.00 0 00 -i.00
1.00 0 00 1.00 0.00 -i 00 1.00 -1 00 0 00 0.00 1 00 1 00 0.00 1 O0 -i 00 1.00 0 00 1 00 1.00 0 00 -1.00 0.00 1 00 1.00 
Conclusions
Progress, both qualitative and quantitative, is expected to go on occumng for several years in the field of simulations of inorganic phase transitions. Faster, more flexible algorithms and more efficient parameterization schemes for full quantum calculations are currently being developed and are expected to become available soon. The speed and the cost of computing are also expected to go on improving for a few more years at the pace they recently have been. For all these reasons, it is clear that the extraction in this way of valuable structural information about a number of difficult systems is going to become more widespread in the coming years. A number of systems are currently poorly understood because the experimental diffraction data are too scant for indirect interpretation and should be amenable to a solution by simulation. Our hope is to have provided here a useful framework for the safe derivation of crystallographic descriptions of simulated phases. We also provided a concise introduction to the state of the art in the field of inorganic simulations with key references for crystallographers in general.
