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Introductory paragraph Graphene has a remark-
able low energy spectrum described by an effective Dirac
model, whose interest resides in its ability to account for a
wealth of fundamental aspects specific to massless Dirac
fermions. Significant interest has lately been devoted to
the study of vacancies [1–11] obtained by removing a neu-
tral carbon atom. The presence of a single vacancy has
interesting and unexpected consequences. It leads to the
occurrence of a stable charge of order unity localised at
the vacancy site and interacting with other charges of the
conductor by means of an unscreened Coulomb potential
[7]. It also breaks the symmetry between the two tri-
angular graphene sublattices hence inducing zero energy
states at the Dirac point [1–4]. These features have been
noticed [5, 6], however, their precise underlying mecha-
nism and its relation to Dirac physics, if any, are yet to
be investigated. Here we show the fractional and pseudo-
scalar nature of this stable vacancy charge originating
from the vacuum and insensitive to screening effects [12–
14]. A continuous Dirac model is presented which relates
zero modes to vacuum fractional charge and to a par-
ity anomaly. This relation, constitutes an Index theorem
and is achieved by using particular chiral boundary con-
ditions [15–17] which map the vacancy problem onto edge
state physics and link zero energy states to topological
features of the bulk alike the Hall effect or physics of
kinks, vortices and monopoles. Vacancies in graphene
thus allow to realise prominent features of 2 + 1 quan-
tum electrodynamics, e.g., charge fractionalisation and
parity symmetry breaking [18–28], but without coupling
to a gauge field. This essential difference makes vacancy
physics relatively easy to implement and an interesting
playground for topological switching and computation.
Precise statement of results Vacancies have
important consequences for the physics of graphene:
(i) Zero energy modes. In the presence of NA + NB
vacancies, where NA (NB) is the number of vacancies
corresponding to sublattice TA (TB), the tight binding
Hamiltonian has |NA −NB | zero energy eigenvalues with
vanishing wave function on the minority sublattice [1–3].
(ii) Charge. Density functional theory calculations [5]
show that when a carbon atom is removed, the induced
electronic rearrangement leads to a lower energy con-
figuration and to an overall local electric charge in the
ground state. In addition, tunnelling and Landau level
spectroscopy [6] provide experimental support for the ex-
istence of this local charge and show, with very good
agreement, an energy spectrum corresponding to an un-
screened V ∼ −1/r Coulomb potential [7]. (iii) Sym-
metry breaking. For NA 6= NB , sublattice symmetry is
broken and so is parity in the continuum limit. For a
single vacancy, the degeneracy lifting between the two
lowest angular momentum channels j = ±1/2, a clear
indication of parity symmetry breaking, has been indeed
observed [7].
We present a continuous Dirac model of graphene,
valid at low energy and applicable to an arbitrary con-
figuration of isolated vacancies, which accounts for the
above features and shows their direct relation. The lo-
calised, fractional and pseudo-scalar nature of the va-
cancy charge is a consequence of the asymmetry between
positive and negative parts of the spectrum as expressed
by the occurrence of zero energy modes (Fig. 1a). This
fractional charge does not display Friedel-like density os-
cillations and essentially differs from the screening re-
sulting from the insertion of external charge defects [12–
14]. We show that the amount of charge associated with
NA + NB vacancies is proportional to |NA −NB |. The
vacuum charge density and its corresponding charge are
obtained by solving the scattering problem of massless
Dirac fermions by one vacancy while imposing on their
wave function a new type of ‘chiral’ boundary condi-
tions. This choice unveils the topological nature of the
charge and its relation to zero modes under the form of
an Index theorem. We generalise these results to multi-
vacancy configurations and we demonstrate the interest
of topological features to achieve remote charge switching
(Fig. 1b).
Dirac model In graphene, carbon atoms condense
into a planar honeycomb bipartite lattice built from two
triangular sublattices TA and TB . The Bravais lattice
with a two-atom unit cell and its reciprocal are triangular
and the hexagonal Brillouin zone has two inequivalent
crystallographic Dirac points K and K ′. Around each of
them, the low energy excitation spectrum is conveniently
described by non-interacting and in-plane massless Dirac
fermions with the effective continuous Hamiltonian,
H = −iσ ·∇ =
(
0 D
D† 0
)
(1)
(in natural units), D = −i∂x − ∂y = e−iθ
(−i∂r − 1r∂θ)
and σ = (σx, σy). The operators D and D
† are defined
on the direct sum HA ⊕HB of Hilbert spaces associated
to TA and TB and the corresponding quantum states are
two-component spinors ψ (r) =
(
ψA ψB
)T
, with ψA,B
being quantum amplitudes on TA and TB respectively at
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2Figure 1. Schematic visualisation of the main results. (a) By removing a single carbon atom, a vacancy is created which
holds a finite fractional charge Q = ± e
2
IndexH. This vacuum charge is associated to the emergence of zero energy modes
whose bookkeeping is given by IndexH, a topological quantity in nature which preserves the chiral symmetry between positive
and negative parts of the Dirac spectral cone. The topological vacuum charge Q is impervious to lattice perturbations and
other specificities of the high energy dispersion law. The zero mode eigenfunction ψ (r, E = 0) and its corresponding charge
density ρ (r) are located at the vacancy boundary (purple). (b) Multiple vacancies. A configuration of NA = 2 A-vacancies
and NB = 1 B-vacancies is represented. The charge distribution is still constrained by the number of zero modes and its
related IndexH = |NA −NB |, but ρ (r) is now markedly modified compared to a single vacancy. For |NA −NB | 6= 0, charges
vanish on the minority vacancies, a situation we denote QM = 0, while being finite on the majority vacancies. These charges
denoted by QH, albeit of topological nature, are different from the single vacancy fractional charge, and depend on the spatial
configuration of all vacancies. Their value is determined by integrating the charge density deduced from the ansatz (14) for the
zero energy eigenfunctions, over two lattice spacings around the vacancy.
a coarse grained position r. The spectrum of H spans
the continuum, but positive and negative parts can be
mapped one onto the other, a symmetry expressed by
{H,σz} = 0 , (2)
and hereafter called chiral, which is a consequence of the
bipartite structure of the lattice. Moreover, the honey-
comb lattice is invariant under spatial inversion r 7→ −r
which decomposes into two mirror symmetries where par-
ity, x 7→ x, y 7→ −y, H 7→ σxHσx, exchanges the two
sublattices TA and TB .
The vacuum charge density, −e∑n,En<0 ψ†n (r)ψn (r),
corresponding to electrons filling all the negative energy
states, takes the symmetric form [22, 24],
ρ (r) =
e
2
∑
n
sign (En)ψ
†
n (r)ψn (r) . (3)
For an infinite system, the charge density ρ (r) is a total
divergence ([24, 29] and Supplementary Note 1),
ρ (r) =
e
2
sign (M)∇ ·∆(r) (4)
where the regularising mass parameter M → 0 removes
the sign ambiguity in (3) in the presence of zero modes.
The matrix element ∆(r) ≡ 12
〈
r
∣∣ tr(σσz 1H−i0)∣∣r〉 is a
two-dimensional vector and “tr” is over spinor indices.
Despite being defined over the entire energy spec-
trum, ρ (r) turns out to be evaluated at the Fermi
energy, a noteworthy result since (1) is merely valid
close to E = 0. Furthermore, (4) is directly related
to features of the zero-energy subspace. Its dimension,
dim kerD+dim kerD†, obtained by counting all solutions
of DψB = D
†ψA = 0, cannot generally be determined,
but the relation,
IndexH = − sign (M)
∫
dr∇ ·∆(r) (5)
3holds for IndexH ≡ dim kerD − dim kerD† [22, 24].
Combining (4) and (5) leads to
Q ≡
∫
drρ (r) = −e
2
IndexH . (6)
In the absence of vacancies, there are no zero modes thus
IndexH vanishes and so does the charge Q. However,
this may not be the case in the presence of vacancies.
Fractional charge of a single vacancy The re-
moval of one carbon atom creates a neutral vacancy,
here arbitrarily assigned to be an A-vacancy. The corre-
sponding excitation spectrum in the continuum limit is
obtained by considering scattering solutions of the Dirac
Hamiltonian (1) on a plane with a puncture of radius R.
Since ρ (r) depends on the behaviour at zero energy, we
look for zero modes, i.e., solutions of DψB = D
†ψA = 0.
The general solution is
ψ (r, θ) ≡
∑
m∈Z
eimθ
(
ψAm(r)
iψBm(r)e
iθ
)
(7)
with ψAm(r) = Amr
m, ψBm(r) = Bmr
−m−1 and (Am, Bm)
constants. Requiring ψ (r →∞, θ) = 0, we keep harmon-
ics m < 0 for ψAm(r) and m ≥ 0 for ψBm(r).
We choose appropriate boundary conditions on the
scattering potential so as to preserve chiral symmetry
(2), a necessary condition to use expressions (4)–(6). Lo-
cal boundary conditions e.g., Dirichlet, ψ (r) |vac = 0 lead
either to an over determination or to particle-hole pair
creation (Neumann) [30]. We propose instead a new set
of chiral boundary conditions,
ψAm(r = R) = 0, m ≤ 0,
ψBm(r = R) = 0, m > 0,
(8)
a close relative of non-local boundary conditions intro-
duced in the study of Index theorems for Dirac opera-
tors [15–17]. This choice (8) preserves the chiral sym-
metry and thereby represent a perfectly reflecting bar-
rier of probability density (Supplementary Note 2). Im-
plemented on the power law wave function (7), condi-
tions (8) uniquely lead to a single zero mode ψ (r) ≡(
0 iB0e
iθ/r
)T
by projecting onto the m = 0 subspace
for ψBm(r) and having ψ
A
m ≡ 0. It is worth noting that
this eigenfunction reproduces the tight binding result [3]
justified by the absence of any characteristic scale. This
zero mode is quasi-bound, that is, decaying but non-
normalizable and thus appears as a pronounced peak in
the density of states at the Fermi energy. An analogous
choice of boundary conditions for a B-vacancy leads to
the single zero mode ψ (r) ≡ (A−1/r 0)T (Supplemen-
tary Note 3) [31].
Chiral boundary conditions (8) do not preserve parity
which in the continuous limit, corresponds to m↔ −m−
1, ψAm ↔ −ψB−m−1 and ψBm ↔ ψA−m−1. Indeed, unlike the
parity preserving choice,
ψAm(r = R) = 0, m > 0,
ψBm(r = R) = 0, m ≤ 0,
(9)
under conditions (8), the m = 0 solution ψB0 (r) = ie
iθ/r
does not transform into the vanishing m = −1 solution
ψA−1(r). We thus conclude that the presence of a vacancy
necessarily breaks parity and removes the j = ±1/2 de-
generacy, where j ≡ m+ 1/2.
To relate the existence of the zero mode to a finite
vacuum charge density as given in (5)–(6), we must di-
rectly calculate the Index in (5). To that aim, we use the
regularized expression [29],
IndexH = lim
z→0
Tr
(
z
HB + z
− z
HA + z
)
(10)
where HB ≡ D†D and HA ≡ DD†. The “Tr” operation
here is over all states. Hereafter we take signM ≡ 1 in
(5), thus arbitrarily fixing the sign of the charge for an
A-vacancy. Extending chiral boundary conditions (8) to
non-zero energy scattering states involved in (10), shows
how the angular momentum contributions cancel out ex-
cept for j = ±1/2 ↔ m = −1, 0. A thorough calcula-
tion (Supplementary Note 4) yields IndexH = 1 and, to-
gether with (4)–(5), the vacuum charge density rewrites,
ρ (r) = − 1
2pi
∇ ·
(
e/2
r
rˆ
)
(11)
in the limit R → 0 while, at finite R, it decays as 1/r2
away from the vacancy. Thus, ρ (r) appears as a total
divergence with a fractional vacuum charge Q = −e/2,
localized at the boundary of the vacancy (Fig. 2). The
corresponding potential is Coulomb-like, i.e. decays as
1/r. The same conclusions apply to aB-vacancy but with
an opposite sign of the charge (Supplementary Note 4).
This sign flip Q→ −Q in the exchange TA ↔ TB points
to the pseudo-scalar nature of the vacuum charge. Hence
a non-zero Q provides a clear signal for the breaking of
parity symmetry of the ground state and the lifting of
the j = ±1/2 degeneracy. Including spin degeneracy, the
overall “fractional charge” is 2×Q = ±e.
It is interesting to further understand the origin of this
finite charge. The creation of a vacancy leads to an asym-
metry between positive and negative energy states. An
ill-defined albeit suggestive way to visualise it is offered
by the spatial integral of (3) which together with (6) gives
Q =
e
2
(∑
En>0
1−
∑
En<0
1
)
= −e
2
IndexH . (12)
This “spectral asymmetry”, of topological origin [15],
eventually amounts to a counting of zero modes only.
4Figure 2. Charge of vacancy configurations. Top:
Single A-vacancy (NA = 1, NB = 0). There is one zero mode,
IndexH = |NA −NB | = 1 and a finite fractional charge Q =
e/2. Bottom: NA = NB = 1. Adding a B-vacancy, the zero
mode disappears, IndexH = |NA −NB | = 0, and so does the
fractional charge on both vacancy locations represented for
visual aid, by the green (A-vacancy) and purple (B-vacancy)
outlines. (a) Tight binding calculation of the spatial charge
density |ρ (r)| obtained from definition (3) and depicted by
the blue spots. The total charge in a two lattice spacing radius
is Q ≈ 10−1 (in units of e/2) for the single vacancy (Top) and
QM, QO ≈ 10−8 for NA = NB = 1 (Bottom). A small positive
mass term M ≈ +10−9 has been used together with armchair
boundary conditions which suppress charge accumulation on
the boundary (Supplementary Note 5). (b) Continuous Dirac
model calculation of the spatial charge density |ρ (r)| for the
same situations as in (a). These results are obtained using
low energy scattering theory (Supplementary Note 6). Note
the different scales displayed on the right colour code.
All together, the fractional pseudo-scalar charge, the
resulting Coulomb-like potential [32] and the lifting of the
j = ±1/2 degeneracy provide a comprehensive explana-
tion to the STM measurements performed at a vacancy
location in graphene [7]. Note that the charge density
(11) does not display otherwise expected Friedel-like os-
cillations for the screening of a scalar charge [33]. This
is yet another indication of the topological nature of the
charge expressed by a finite Index (6), resulting only from
the choice of boundary conditions (8) and insensitive to
both perturbations and specific features of large energy
dispersion law. These findings constitute an original ex-
ample of a non-zero Index in an open space, independent
of the existence of an underlying gauge field (above one
spatial dimension). A finite Q thus describes the physics
of a topological defect.
Multiple vacancies and topological switch We
now generalise the previous results to arbitrary configu-
rations of a finite number of isolated vacancies. The zero
mode wave functions are now difficult to obtain primar-
ily due to multiple scattering between vacancies and the
lack of rotational symmetry. Since the size of each va-
cancy is the lattice spacing (Fig.1), we assume constant
wave function along the boundary of each vacancy mak-
ing them point-like scatterers [34]. Starting from the zero
mode eigenfunctions,
ψN (z) =
1
z∗ − z∗A
(
0
1
)
, ψH (z) =
1
z − zB
(
1
0
)
(13)
established for a single A or B-vacancy located in zA,B ,
we propose the ansatz,
ψN (z) =
(
0
1
) NA∑
k=1
qkA
z∗ − z∗kA
+
(
1
0
) NB∑
k=1
qkB
z − zkB (14)
for a configuration of N = NA + NB vacancies located
in zkA,kB ’s. This spinor wavefunction ψN ≡
(
ψAN ψ
B
N
)T
reproduces all the single vacancy features previously ob-
tained by means of chiral boundary conditions (8), pro-
vided we require ψAN (zkA) = ψ
B
N (zkB) = 0. The result-
ing constraints on the parameters qkA,kB take the matrix
form,
MqB = 0, M
†qA = 0, (15)
where Mij = (ziA − zjB)−1 is a NA×NB Cauchy matrix
of full rank ∀ziA, zjB [35]. Assuming, without loss of gen-
erality, that NA ≥ NB , then rankM = rankM† = NB
and the solution of MqB = 0 becomes the trivial one
qB = 0, while M
†qA = 0 has NA −NB independent so-
lutions, i.e., |NA −NB | zero modes for arbitrary NA, NB .
As expected, this result coincides with the number of zero
modes proven to exist in any vacancy filled bipartite lat-
tice [1–3]. Moreover, for NA ≥ NB , all the zero modes
fulfil ψAN ≡ 0 and DψBN = 0, thus, for a multi-vacancy
configuration, Index = # of zero modes = NA −NB .
We now dwell on cases which illustrate the underly-
ing topological features of many-vacancy configurations,
starting from a single A-vacancy (NA = 1) (Fig. 2). A
zero mode appears associated to IndexH = NA = 1, to-
gether with a vacuum charge Q = −(1/2)e localized at
the vacancy site and a broken parity symmetry. Adding
a B-vacancy (Fig. 2) implies IndexH = |NA − NB | = 0
so that the charge vanishes at each vacancy location and
parity symmetry is restored.
Adding yet another A-vacancy remarkably changes the
situation since IndexH = |NA − NB | = 1 and parity
symmetry is again broken. Each A-vacancy now holds
a finite charge QN smaller than (1/2)e which depends
on the exact spatial configuration (Fig. 1b). The B-
vacancy carries no charge, QO = 0, a direct consequence
of the vanishing of qB in (15). These results, displayed
in Fig. 3, have a surprising generalisation. Consider a
NA − NB = 1 configuration where all the A-vacancies
are charged (QN) and the B-vacancies necessarily un-
charged (QO). Adding a B-vacancy wherever in the plane
markedly changes this picture by switching off all the
charges in the plane (QM, QO). This feature, illustrated
in Fig. 4, can be viewed as a topological switch, where the
creation of one remote vacancy of the right kind switches
5Figure 3. Configuration of three vacancies NA = 2,
NB = 1. There is one zero mode, IndexH = |NA−NB | = 1,
so that the two A-vacancies (green upward outline) have a
finite and equal charge QN in this symmetric configuration
and the B-vacancy (purple downward outline) is not charged
QO = 0. (a) Tight binding calculation of the spatial charge
density |ρ (r)| obtained from definition (3) and depicted by
the blue spots. The total charge is QN ≈ 10−1 (in units of
e/2) and QO ≈ 10−4 on each A,B vacancy respectively. A
small positive mass term M ≈ +10−9 has been used together
with armchair boundary conditions which suppress charge ac-
cumulation on the boundary (Supplementary Note 5). (b)
Continuous Dirac model calculation of the spatial charge den-
sity |ρ (r)| for the same situation as in (a). These results
are obtained using low energy scattering theory (Supplemen-
tary Note 6). The homogeneous purple region around the
A-vacancies is ≈ 10−5.
off, at once, all the finite charges QN on the graphene
lattice. This effect, of topological origin, is independent
of the relative position of the vacancies and results only
from the vanishing of the overall Index.
Discussion The physics of a charged vacancy pre-
sented here, bears essential similarities with 2 + 1 quan-
tum electrodynamics (QED), such as fermion number
fractionalisation and parity anomaly [18–28]. In the lat-
ter case, a dynamical external gauge field induces zero
modes of massless planar fermions and vacuum charge
with abnormal parity. The Index of the corresponding
Dirac operator follows (6) and acquires non-zero values
proportional to the strength of the gauge field. Hence,
the present results provide, for graphene, a measurable
realization of these QED effects with the topological con-
tent of the gauge field now replaced by vacancies with
properly tailored boundary conditions. Furthermore, our
findings display a coherent description of existing mea-
surements [6, 7] and provide additional predictions that
can be tested with an appropriate experimental control
on vacancy configurations. Including spin degrees of free-
dom and using Lieb’s theorem [2] may significantly en-
rich the picture presented here by associating to a va-
cancy the quantum dynamics of a localised vacuum spin.
Possible connections to recent observations of vacancy
magnetic moments [8–10] should be investigated together
with a generalisation to other bipartite lattices and to
Figure 4. Topological switch. (a) NA = 5, NB = 4. In
that initial configuration, IndexH = |NA−NB | = 1 so that all
A-vacancies are switched on with charges QN (green upward
outline) and B vacancies are switched off, QO ≡ 0 (purple
downward outline). (b) NA = 5, NB = 5. Adding a single
B vacancy at a remote place switches off all the charges of
the A-vacancies since IndexH = |NA −NB | = 0. This multi-
charge switching on and off is of topological nature. The
spatial charge density |ρ (r)| is obtained from tight binding
calculations and depicted by the blue spots. The finite charges
are QN ≈ 10−1−10−2 (in units of e/2) on each A-vacancy and
QO ≈ 10−8 on each B vacancy in (a), and QM, QO ≈ 10−8 in
(b). A small positive mass term M ≈ +10−9 has been used
together with armchair boundary conditions which suppress
charge accumulation on the boundary (Supplementary Note
5).
non-isolated vacancies. The notion of topological switch
involves different and somehow unusual algebraic rules,
e.g, 3QN+2QO = 3QN but QO+(3QN+2QO) = 0, which
may have applications in logic circuit.
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Supplementary Note 1: Relation between vacuum charge and IndexH
In what follows we show the relation, presented in the main text, between the vacuum charge density ρ (r)
and the divergence of the vector matrix element ∆ (r) ≡ 12
〈
r
∣∣∣ tr(iσiσ3 1H−i0) ∣∣∣ r〉.
Figure 1: Integration contour. Contour of integration performed in (4)
As shown in [1, 2]
ρ (r) = e2
∑
n
sign (En)ψ†n (r)ψn (r)
= M e
pi
lim
s→0+
cos
(pis
2
) ˆ ∞
0
dωω−s
1
M2 + ω2 Ω
(
r,
√
M2 + ω2
)
(1)
where e > 0,
Ω (r, z) ≡ −iz
〈
r
∣∣∣ tr(σ3 (H − iz)−1) ∣∣∣ r〉 , (2)
H = −iσ ·∇ and M is a regularising mass parameter. Using contour integration we can calculate the
above integral. Since
√
M2 + ω2 > 0, f (ω) ≡ Ω (r,√M2 + ω2) is exponentially decaying for ω → ∞, has
no poles and obeys f (−ω) = f (ω). Consider the integral
I =
ˆ ∞
0
dω ω−s
1
M2 + ω2 f (ω) . (3)
2
The function z−s = e−s log z ≡ reiθ has a branch cut that can be defined on the positive real line with
0 < θ < 2pi. The poles of
(
M2 + ω2
)
are at ω = ±i |M |. Integrating over the contour Γ shown in
supplementary Fig. 1 and using the residue theorem
˛
Γ
dz z−s
1
M2 + z2 f (z) =
pi
|M | (i |M |)
−s
f (i |M |) (1− e−ipis)
=
(
1− e−2piis) I (4)
thus
I = pi
2 |M |s+1 cos pis2
lim
z→0
Ω (r, z) (5)
and
ρ (r) = M e
pi
lim
s→0+
cos
(pis
2
)( pi
2 |M |s+1 cos pis2
lim
z→0
Ω (r, z)
)
= e2 signM limz→0 Ω (r, z) . (6)
Using the identity [1, 3]
Ω (r, z) = 12∇ ·
〈
r
∣∣∣∣ tr(iσiσ3 1H − iz
) ∣∣∣∣ r〉 (7)
we obtain the alternative form
ρ (r) = e2 sign (M)∇ ·∆ (r) . (8)
Supplementary Note 2: Most general boundary condition of an non-penetrable
circular wall
In what follows we derive the analogue of the ‘mixed boundary condition’ for the case of the Dirac Hamil-
tonian.
Consider the free Dirac Hamiltonian H = σ · p. The matrix element of the difference H − H† is a
boundary term
〈g| (H −H†) |f〉 = ˆ dr g (r)† (−iσ ·∇f (r))− ˆ dr (−iσ ·∇g (r))† f (r)
= −i
ˆ
dS ·
(
g (r)† σf (r)
)
. (9)
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In terms of Dirac gamma matrices, H = σ · p = γ0γipi, thus
〈
ψ
∣∣ (H −H†) ∣∣ψ〉 = −i ˆ dSi (ψ¯ (r) γiψ (r)) (10)
which is proportional to the current density. To impose H = H† we a require a boundary condition on all
eigenfunctions of H such that (9) vanishes. The corresponding boundary thus represents a perfect reflector
of probability current density. For the case of a circular boundary of radius R around the origin
〈
g
∣∣ (H −H†) ∣∣ f〉 = R ˆ dθ g (r)†( 0 e−iθ
eiθ 0
)
f (r)
= R
ˆ
dθ
(
gA∗ (r) fB (r) e−iθ + gB∗ (r) fA (r) eiθ
)
(11)
where we used the identity rˆ ·σ =
(
0 e−iθ
eiθ 0
)
and defined f (r) = ( fA fB )T , g (r) = ( gA gB )T . The general
set of solutions to Hψ = Eψ, given in terms of polar coordinates, is spanned by the basis
ψk,m,λ (r) = eimθ
(
ψAk,m,λ (r)
λiψBk,m,λ (r) eiθ
)
(12)
where k ≡ |E| , λ ≡ signE and m ∈ Z, j ≡ m+ 1/2 are the orbital and total angular momentum numbers
respectively. Consider the eigenfunctions fk,m,λ (r) , gk′,m′,λ′ (r). The corresponding boundary term reduces
to
〈g| (H −H†) |f〉 = iR (λgA∗k′,m′,λ′ (R) fBk,m,λ (R)− λ′gB∗k′,m′,λ′ (R) fAk,m,λ (R))ˆ 2pi
0
dθ ei(m−m
′)θ
= 2piiRδmm′
(
λgA∗k′,m′,λ′ (R) fBk,m,λ (R)− λ′gB∗k′,m′,λ′ (R) fAk,m,λ (R)
)
. (13)
For all eigenfunctions, we take the boundary conditions ψAk,m,λ/ψBk,m,λ = λhm where hm is some real, energy
independent number, then
〈
g
∣∣ (H −H†) ∣∣ f〉 = 2piiRλλ′δmm′ (hm′ − hm) gB∗k′,m′,λ′ (R) fBk,m,λ (R) = 0. (14)
Supplementary Note 3: Boundary conditions in the presence of circular vacancy
of type B
The analogue choice of boundary conditions corresponding to a B-vacancy are
ψAm (R) = 0, m < −1
ψBm (R) = 0, m ≥ −1.
(15)
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Supplementary Note 4: The charge density in the presence of a single vacancy
In what follows, we obtain the explicit expression for the vacuum charge density in the case of a single
vacancy.
As explained in the main text, the charge density is given by (signM ≡ 1)
Q =
ˆ
dr ρ (r) = −e2 IndexH. (16)
where,
IndexH = lim
z→0
Tr
(
z
HB + z −
z
HA + z
)
(17)
with HB = D†D, HA = DD†. In what follows, we use relation (17) to obtain IndexH and consequently
ρ (r).
Assuming E > 0, Hψ = Eψ is given in terms of polar coordinates by
−ψA′m (r) +
m
r
ψAm (r) = EψBm (18a)
ψB′m (r) +
(m+ 1)
r
ψBm (r) = EψAm. (18b)
where
ψ(r) =
∞∑
m=−∞
eimθ
(
ψAm(r)
iψBm(r)eiθ
)
. (19)
The set of first order equations (18) can be decoupled into two independent second order equations
HAψA = E2ψA (20a)
HBψB = E2ψB (20b)
where both HA, HB formally equal to −∇2. Assuming the boundary conditions corresponding to an
A-vacancy (see main text), supplementary Eqs. (20) read
(
−∂2r −
1
r
∂r +
m2
r2
)
ψAm (r) = E2ψAm (r) ,
ψAm (R) = 0 m ≤ 0ψA′m (R) /ψAm (R) = mR m > 0 (21a)(
−∂2r −
1
r
∂r +
(m+ 1)2
r2
)
ψBm (r) = E2ψBm (r) ,
ψB′m (R) /ψBm (R) = −m+1R m ≤ 0ψBm = 0 m > 0 . (21b)
The Dirichlet conditions on ψAm, ψBm correspond to the chiral boundary conditions proposed in the main
text to describe the physics of the vacancy. Combined with the Dirac equation (18), these constrain the
additional mixed boundary conditions appearing in (21). To make (21) more symmetrical we transform
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m→ −m− 1 in the second equation and redefine ψB−m−1 → ψBm such that
(
−∂2r −
1
r
∂r +
m2
r2
)
ψAm (r) = E2ψAm (r) ,
ψAm (R) = 0 m ≤ 0ψA′m (R) /ψAm (R) = mR m > 0 (22a)(
−∂2r −
1
r
∂r +
m2
r2
)
ψBm (r) = E2ψBm (r) ,
ψBm = 0 m < −1ψB′m (R) /ψBm (R) = mR m ≥ −1. (22b)
Define GA/B (z) ≡ 1
HA/B+z . In position space,
ˆ
dr′′ 〈r|HA/B + z |r′′〉 〈r′′|GA/B |r′〉 = 1
r
δ (r − r′) δ (θ − θ′) , (23)
or, equivalently, (
−∂2r −
1
r
∂r − 1
r2
∂2θ + z
)
GA/B (r, r′) = 1
r
δ (r − r′) 12pi
∞∑
m=−∞
eim(θ−θ
′), (24)
where we used the identity
δ (θ − θ′) = 12pi
∞∑
m=−∞
eim(θ−θ
′). (25)
After insertion of the following expansion
GA/B (r, r′) = 12pi
∞∑
m=−∞
GA/Bm (r, r′) eim(θ−θ
′), (26)
supplementary Eq. (24) reduces to the set(
−∂2r −
1
r
∂r +
m2
r2
+ z
)
GA/Bm (r, r′) =
1
r
δ (r − r′) . (27)
Although GA/Bm (r, r′) obey the same (trivial) equation, they are constrained to different sets of boundary
conditions corresponding to (22)
(
−∂2r −
1
r
∂r +
m2
r2
+ z
)
GAm (r, r′) =
1
r
δ (r − r′) ,
GAm (R, r′) = 0 m ≤ 0∂rGAm (R, r′) /GAm (R, r′) = mR m > 0 (28a)(
−∂2r −
1
r
∂r +
m2
r2
+ z
)
GBm (r, r′) =
1
r
δ (r − r′) ,
GBm (R, r′) = 0 m < −1∂rGBm (R, r′) /GBm (R, r′) = mR m ≥ −1 . (28b)
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Table 1: Boundary condition A-vacancy. Boundary conditions for an A-vacancy imposed on the radial
components of the resolvent operators GA, GB . The conditions are symmetrical ∀m Ó= 0,−1 (∀j Ó= ±1/2).
m GAm G
B
m
≤ −2 Dirichlet Dirichlet
−1 Dirichlet Mixed
0 Dirichlet Mixed
≥ 1 Mixed Mixed
The boundary conditions in (28) are symmetrical with respect to the label A,B for allm Ó= 0,−1 (j Ó= ±1/2)
as shown in Tab. 1. We further require that GA/Bm (r, r′) decay for r, r′ →∞.
The solutions of (28) are given by
GA/Bm = Im
(√
zr<
)
Km
(√
zr>
)
+ ΓA/Bm Km
(√
zr
)
Km
(√
zr′
)
(29)
where In (x) ,Kn (x) are the modified Bessel functions of the first and second kind, r< ≡ min (r, r′), r> ≡
max (r, r′) and ΓA/Bm are coefficients to be determined by boundary conditions. The first term in (29) is
a private solution of the non-homogeneous differential equation in (28) [4]. The second term is a solution
of the corresponding homogeneous equation and is required so that (29) obeys the necessary boundary
conditions. Imposing these conditions and utilizing the symmetry expressed in Tab. 1 gives
ΓAm = ΓBm ∀m Ó= 0,−1. (30)
In addition,
ΓA0 = −ΓB−1 = −I0
(√
zR
)
/K0
(√
zR
)
(31a)
ΓB0 = −ΓA−1 = I1
(√
zR
)
/K1
(√
zR
)
, (31b)
and
ΓB0 − ΓA0 = ΓB−1 − ΓA−1 =
1√
zRK0(
√
zR)K1(
√
zR) . (32)
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Finally we arrive to
IndexH = lim
z→0
z Tr
(
1
HB + z −
1
HA + z
)
= lim
z→0
z tr
(
GB −GA)
= z2pi
ˆ
dr
∑
m
(
GBm (r, r)−GAm (r, r)
)
= z2pi limz→0
ˆ
dr
[(
ΓB0 − ΓA0
)
K0
(√
zr
)2 + (ΓB−1 − ΓA−1)K−1 (√zr)2]
= z2pi limz→0
(
ΓB0 − ΓA0
) ˆ
dr
(
K0
(√
zr
)2 +K−1 (√zr)2) . (33)
Inserting (32) and using the identity
K0
(√
zr
)2 +K1 (√zr)2 = − 1√
z
∇ · (K0(√zr)K1(√zr)rˆ) , (34)
we obtain
IndexH = − 12piR limz→0
ˆ
dr∇ ·
(
K0(
√
zr)K1(
√
zr)
K0(
√
zR)K1(
√
zR) rˆ
)
. (35)
Integrating (35) in the region R < r <∞, 0 < θ < 2pi and inserting into (16) gives
Q = −e2 IndexH = −
e
2 ·
(
lim
z→0
1
)
= −e2 . (36)
The charge density ρ (r) can be read off the integrand in (35)
ρ (r) = − e4piR∇ ·
(
K0(
√
zr)K1(
√
zr)
K0(
√
zR)K1(
√
zR) rˆ
)
. (37)
In the limit of a pointlike vacancy, R → 0, ρ (r) vanishes ∀r Ó= 0. Since ´ dr ρ (r) = −e/2, independent of
R, ρ (r) can be represented by the δ-function distribution
lim
R→0
ρ (r) = − 12pi∇ ·
(
e/2
r
rˆ
)
. (38)
For finite R, ρ (r) can be approximated from (37) with an arbitrarily small finite value of z acting as an IR
cutoff 1. For r
√
z º 1, ρ (r) /ρ (R) ≈ e−2
√
zr and for r
√
z ¹ 1, R√z ¹ 1, ρ (r) /ρ (R) ≈ R2/r2. Thus, the
charge density decays close to the vacancy as ∼ 1/r2 and decays exponentially far from the vacancy (see
1Note that it is not allowed to move the limz→0 through the integral in (35) since
lim
z→0
lim
r→∞
2pir
2piR
K0(
√
zr)K1(
√
zr)
K0(
√
zR)K1(
√
zR)
= 0 Ó= lim
r→∞
lim
z→0
2pir
2piR
K0(
√
zr)K1(
√
zr)
K0(
√
zR)K1(
√
zR)
= 1
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Figure 2: Single vacancy charge density. Blue: Characteristic behaviour of ρ (r) /ρ (R) in (37) as a
function of x ≡ r√z with y ≡ R√z = 0.25. Orange: the function y2/x2. Green: The function piy2 e−2x/x
Table 2: Boundary condition A-vacancy. Boundary conditions for a B-vacancy imposed on the radial
components of the resolvent operators GA, GB . The conditions are symmetrical ∀m Ó= 0,−1 (∀j Ó= ±1/2)
and are the same those presented in Tab. 1 up to the exchange of columns A↔ B.
m GAm G
B
m
≤ −2 Dirichlet Dirichlet
−1 Mixed Dirichlet
0 Mixed Dirichlet
≥ 1 Mixed Mixed
supplementary Fig. 2).
In the case of a B-vacancy, corresponding to boundary conditions (15), the analogue equations of
G
A/B
m (r, r′) are
(
−∂2r −
1
r
∂r +
m2
r2
+ z
)
GAm (r, r′) =
1
r
δ (r − r′) ,
GAm (R, r′) = 0 m < −1GA′m (R) /GAm (R) = mR m ≥ −1 (39a)(
−∂2r −
1
r
∂r +
m2
r2
+ z
)
GBm (r, r′) =
1
r
δ (r − r′) ,
GBm (R, r′) = 0 m ≤ 0GB′m (R, r′) /GBm (R, r′) = mR m > 0 . (39b)
The boundary conditions in (39), can be summarized in Tab. 2 which is identical to Tab. 1 up to the
exchange of columns A↔ B. Thus, from (17) it is apparent that the calculation of the charge density will
follow as in the case of the A-vacancy but with an opposite sign.
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Figure 3: Boundary effects on charge distribution. a. Zig-zag boundary on a hexagonal sheet. A
large portion of the charge is distributed on the edges corresponding to the majority sublattice. b. Periodic
(cylindrical) boundary conditions on a square sheet. The periodic boundary is on the horizontal (zig-zag)
edges. As a result, there is no accumulation of charge on the ’zigzag edge’ in this case.
Supplementary Note 5: Armchair, zigzag and periodic boundary conditions
We present in supplementary Fig. 3 the effects of using a zigzag edge as opposed to an armchair edge in the
numerical diagonalisation of the (finite) tight binding Hamiltonian. In the presence of an open zigzag edge
(supplementary Fig. 3a) some of the charge accumulates at the corresponding boundary. This effect can
be removed by imposing periodic boundary conditions on this direction (supplementary Fig. 3b) or using
armchair boundary conditions in all directions (as in main text).
Supplementary Note 6: The charge density in the presence of a multiple vacan-
cies
In what follows we present the formalism of low energy scattering theory in which we obtain a closed form
expression of the charge density for the case of a multi-vacancy configuration. Using this expression we
were able to generate Figs. 2b, 3b of the main text.
10
General scattering theory
Consider a Dirac particle in a 2 + 1 dimensional plane with one puncture at the origin. The Hamiltonian
is H = σ · p. The general E > 0 solution, written in terms of polar coordinates is
ψ (r) =
∑
m∈Z
im
2 e
imθe−imθk
((
H
(2)
m (kr)
ieiθH
(2)
m+1 (kr)
)
+ e2iδm
(
H
(1)
m (kr)
ieiθH
(1)
m+1 (kr)
))
(40)
where k = |E| (cos θk, sin θk), j = m + 1/2 is the total angular momentum, δm (k) is the scattering phase
shift and H(1)m (x) , H(2)m (x) are the Hankel functions of the first and second kind. We can expand ψ to the
form of an incoming plane wave and outgoing scattered radial wave
ψ (r) =
∑
m∈Z
im
2 e
imθe−imθk
((
H
(2)
m (kr)
ieiθH
(2)
m+1 (kr)
)
+
(
H
(1)
m (kr)
ieiθH
(1)
m+1 (kr)
))
+
∑
m∈Z
im
2 e
imθe−imθk
(
e2iδm − 1)( H(1)m (kr)
ieiθH
(1)
m+1 (kr)
)
= eik·r
(
1
eiθk
)
+
∑
m∈Z
imeim(θ−θk)fm (k) k1/2
(
H
(1)
m (kr)
ieiθH
(1)
m+1 (kr)
)
, (41)
such that,
ψ (r) r→∞≈ eik·r
(
1
eiθk
)
+ f (k, θ)
(
1
eiθ
)
eikr√
r
, (42)
where we used the identities
eik·r =
∑
m∈Z
im
2 e
im(θ−θk)
(
H(2)m (kr) +H(1)m (kr)
)
(43a)
H(1)m (kr) =
(1− i)i−m√
pikr
eikr +O
(
r−3/2
)
, (43b)
and defined,
fm (k) ≡
(
e2iδm − 1) /2√k (44a)
f (k, θ) ≡
√
1
pi
(1− i)
∑
m∈Z
eim(θ−θk)fm (k) , (44b)
fm being the scattering amplitude of the partial wave associated with angular momentum m. For a reason
that will become clear later, we would like to rearrange the sum (41) into pairs of m,−m − 1 modes
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(equivalent to j = ± (m+ 1/2))
ψ = eik·r
(
1
eiθk
)
+
∑
m∈Z
imeim(θ−θk)fm (k) k1/2
(
H
(1)
m (kr)
ieiθH
(1)
m+1 (kr)
)
=
eik·r + 4
ik1/2
∑
m≥0
Gfm (r; k)Fm (k)Um
( 1
eiθk
)
(45)
where we used the identity H(1)−m (x) = eipimH
(1)
m (x), and
Gfm (r; k) ≡
im+1k
4
(
H
(1)
m (kr) ie−iθH(1)m+1 (kr)
ieiθH
(1)
m+1 (kr) H
(1)
m (kr)
)
, (46a)
U ≡
(
ei(θ−θk) 0
0 e−i(θ−θk)
)
, (46b)
Fm (k) ≡
(
fm (k) 0
0 f−m−1 (k)
)
. (46c)
The form presented in (45) shows that the amplitude of ψ is a sum of two contributions: an incoming
plane wave and a scattered wave given by a sum over angular momentum contributions GfmFmUm. The
physics of the scatterer is completely encoded in Fm (k). The amplitudes Gfm are intrinsic characteristics
of the free system.
In the low energy regime, kR ¹ 1, R being the range of the potential or vacancy in our case, the
scattering amplitude in the lowest angular momentum channels are generally the most dominant and all
higher partial waves can be neglected giving
ψ =
(
eik·r + 4
ik1/2
Gf0 (r; k)F0 (k)
)(
1
eiθk
)
. (47)
Hereafter, we refer strictly to Gf0 , F0 and neglect their subscript for brevity. In the case of an arbitrary
incoming wave packet
Φ (r) =
ˆ
dθkΦ (θk)
(
1
eiθk
)
eik·r, (48)
composed out of plane waves with |k| = E, an immediate generalization of (47) gives
ψ = Φ (r) + 4
ik1/2
Gf (r; k)F (k) Φ (0) . (49)
Note that
Gf (r; k) = (−iσ ·∇+ k)
(
i
4H
(1)
0 (kr)
)
(50)
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is the outgoing Green’s function of H − k on the free plane (i.e. no scatterers),
(H − k)Gf (r; k) = (−iσ ·∇− k) (−iσ ·∇+ k)
(
i
4H
(1)
0 (kr)
)
= − (∇2 + k2)( i4H(1)0 (kr)
)
= δ (r) 12×2. (51)
This relation reflects the fact that, in the limit kR¹ 1, the scattered wave corresponds a wave radiated by
a point source with an amplitude given by F0 (k) Φ (0).
In what follows we show explicitly that indeed only the m = 0,−1 (s-wave) scattering amplitudes are
important for kR¹ 1, R being that range of the vacancy.
The scattering amplitudes fm
The boundary conditions corresponding to a vacancy from sublattice A,B given in the main text and in
(15) are
ψAm≤0 (R) = ψBm>0 (R) = 0 (52a)
and
ψAm<−1 (R) = ψBm≥−1 (R) = 0 (52b)
respectively. Applying (52a) to the general wave function solution (40) gives
e2iδ
A
m =

−H
(2)
m+1(kR)
H
(1)
m+1(kR)
m > 0
−H(2)m (kR)
H
(1)
m (kR)
m ≤ 0
(53)
which, from (44a), corresponds to
fAm (k) = −
1√
k

Jm+1(kR)
H
(1)
m+1(kR)
m > 0
Jm(kR)
H
(1)
m (kR)
m ≤ 0
(54a)
kR¹1∼ 1√
k

(kR)2(m+1) m > 0
1
log(kR) m = 0
(kR)−2m m < 0
(54b)
where Jm (x) is the Bessel function. Note that
fAm = fA−m−1 ,∀m Ó= 0,−1. (55)
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Applying (52b) to (40) gives
e2iδ
B
m =

−H
(2)
m+1(kR)
H
(1)
m+1(kR)
m ≥ −1
−H(2)m (kR)
H
(1)
m (kR)
m < −1
(56)
which corresponds to
fBm (k) = −
1√
k

Jm+1(kR)
H
(1)
m+1(kR)
m ≥ −1
Jm(kR)
H
(1)
m (kR)
m < −1
(57)
Note that fBm = fAm ∀m Ó= 0,−1 and that
fB0 = fA−1, fB−1 = fA0 . (58)
From (54b) and (58), it is apparent that for kR ¹ 1, all the partial wave scattering amplitudes vanish
except fA0 = fB−1 which diverge. Thus, the most dominant contributions to the scattering amplitude arrives
from the j = ±1/2 (s-wave) channel.
Vacuum charge density for a general configuration of multiple vacancies
Utilizing the formalism above, we obtain a closed form expression for the charge density ρ (r) in the
framework of the continuous Dirac model. Although not illuminating at first sight, this expression allows
to plot figures 2b, 3b of the main text.
The charge density can be written in the form (6) (signM ≡ 1)
ρ (r) = e2 limz→0 Ω (r, z) (59)
where Ω (r, z) = −iz 〈r| tr
(
σ3 (H − iz)−1
)
|r〉. We would like to obtain the matrix element Ω (r, z) for a
general vacancy configuration. In the low energy regime, kR ¹ 1, and in the presence of a single vacancy
the solution of the Dirac equation is given by
ψ (r) = Φ (r) + 4
ik1/2
Gf (r; k)F (k) Φ (0) (60)
as shown in supplementary Eq. (49). The physical meaning of this expression is that an incoming wave
packet Φ (r) is scattered as a point source radial wave with amplitude F (k) Φ (0). In the case of a general
vacancy configuration riA, riB expression (60) can be generalised to [5]
ψ (r) = Φ (r) + 4
ik1/2
NA∑
i=1
Gf (r − riA; k)FA (k)ψi,A + 4
ik1/2
NB∑
i=1
Gf (r − riB ; k)FB (k)ψi,B (61)
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where FA,B correspond to the scattering amplitudes of vacancies A,B respectively and
ψi,A = Φ (riA) +
4
ik1/2
NA∑
j=1
j Ó=i
Gf (riA − rjA; k)FA (k)ψj,A
+ 4
ik1/2
NB∑
j=1
Gf (riA − rjB ; k)FB (k)ψj,B (62a)
ψi,B = Φ (riB) +
4
ik1/2
NA∑
j=1
Gf (riB − rjA; k)FA (k)ψj,A
+ 4
ik1/2
NB∑
j=1
j Ó=i
Gf (riB − rjB ; k)F0,B (k)ψj,B . (62b)
Supplementary Eqs. (61), (62) simply reflect the fact that the amplitude of ψ is the amplitude of the
incoming wave and the amplitude of point source radial waves scattered from each vacancy with scattering
amplitudes FA (k) , FB (k). Coefficients ψi,A, ψi,B , as given in (62), represent the amplitude at each vacancy
point corresponding to the contributions of the incoming wave and all the scattered waves from the other
vacancies.
Consider the matrix element G (r, r′; iz) =
〈
r
∣∣∣ (H − iz)−1 ∣∣∣ r′〉. It is the Green’s function of H − iz,
that is, it is the response of the system at r to a point source of wave function located at r′. Since in (59)
we are only interested in the low energy limit z → 0 limit, the expression for G (r, r′; iz) can be obtained
from setting Φ = Gf (r − r′; k) in (61), (62), with Gf (r − r′; k) given in (46a) and k = iz
G (r, r′; k) = Gf (r − r′; k) + 4
ik1/2
NA∑
i=1
Gf (r − riA; k)FA (k)Gi,A
+ 4
ik1/2
NB∑
i=1
Gf (r − riB ; k)FB (k)Gi,B (63)
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and
Gi,A = Gf (riA − r′; k) + 4
ik1/2
NA∑
j=1, j Ó=i
Gf (riA − rjA; k)FA (k)Gj,A
+ 4
ik1/2
NB∑
j=1
Gf (riB − rjB ; k)FB (k)Gj,B (64a)
ψi,B = Gf (riB − r′; k) + 4
ik1/2
NA∑
j=1
Gf (riA − rjA; k)FA (k)Gj,A
+ 4
ik1/2
NB∑
j=1, j Ó=i
Gf (riB − rjB ; k)FB (k)Gj,B . (64b)
By solving the linear system (64) we can directly obtain
Ω (r, z) = −iz lim
r′→r
tr (σ3G (r, r′; iz)) (65)
and consequently (59). In Figs. 2b, 3b of the main text we choose zR = 0.4 · 10−6
Vacuum charge density for a single A-vacancy using scattering theory
Utilizing the formalism above, we would like to obtain the vacuum charge density in the presence of a single
vacancy. To that purpose we use identity (6) (signM ≡ 1)
ρ (r) = e2 limz→0 Ω (r, z) (66)
and obtain an explicit expression for the matrix element Ω (r, z) = −iz
〈
r
∣∣∣ tr(σ3 (H − iz)−1) ∣∣∣ r〉.
Consider the matrix element G (r, r′; iz) =
〈
r
∣∣∣ (H − iz)−1 ∣∣∣ r′〉. It is the Green’s function of H − iz,
that is, it is the response of the system at r to a point source of wave function located at r′. Since in (66)
we are only interested in the low energy limit z → 0 the expression for G (r, r′; iz) can be obtained from
setting Φ = Gf (r − r′; k) in (49), with Gf (r − r′; k) given in (46a) and k = iz
G (r, r′; k) = Gf (r − r′; k) +Gf (r; k)F (k)Gf (−r′; k) (67)
and thus
Ω (r, z) = −iz lim
r′→r
tr (σ3G (r, r′; iz)) . (68)
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Using properties of Bessel functions [6], expressions (50) and (54a) can be written as
Gf (r; iz) = (−iσ ·∇+ iz)
(
1
2piK0 (zr)
)
(69)
and
fB,−1 = fA,0 =
2pii
z
I0(zR)
K0(zR)
(70a)
fB,0 = fA,−1 = −2pii
z
I1(zR)
K1(zR)
(70b)
where In (x) ,Kn (x) are the modified Bessel functions of the first and second kind. Using (46c), (69), (70)
we can directly obtain (68). Note that the first term in (67) is trivial and vanishes over the trace. The
second term gives
Ω (r, z) = − iz
3
4pi2 (fA,0 − fA,−1)
(
K0 (zr)2 +K1 (zr)2
)
. (71)
Using the Bessel function identities
I1(x)K0(x) + I0(x)K1(x) =
1
x
(72a)
∇ · (rˆK0 (zr)K1 (zr)) =− z
(
K0 (zr) 2 +K1 (zr) 2
)
(72b)
we obtain
fA,0 − fA,−1 = 2pii
z
(
1
zRK0 (zR)K1 (zR)
)
(73)
and consequently
Ω (r, z) = − 12piR∇ ·
(
K0 (zr)K1 (zr)
K0 (zR)K1 (zR)
rˆ
)
. (74)
Note that this result is identical to the one obtained in (35) and exhibits a second equivalent way to calculate
Q and ρ (r) using (66) instead of (16) and (17).
For a vacancy of type B we only need to change A → B in (71). From (58) the only difference will be
an overall sign.
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