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Abstract 
We consider the problem of finding the maximum out of a list of n ordered items with binary 
comparisons where the pth fraction of the answers may be false. It is shown that the maximum 
can be determined iff p < 5 and that a successful strategy needs O(h)” questions. A few 
similar problems are also discussed, including the problem of finding the maximum and minimum 
simultaneously with lies and in the nuts and bolts model. 
Keywords: Sorting; Searching; Erroneous information; Threshold 
1. Introduction 
Several papers have recently appeared on search problems when some of the answers 
are lies. Two models have received particular attention. In the first model a fixed 
number k of the answers may be false (see e.g. [4&6, S-lo]), whereas in the second 
model a fixed proportion p of the answers may be erroneous (see [3, 7, 111). In the 
present paper we consider first the problem of finding the maximum of a list of IZ 
distinct elements where the tests are binary comparisons. The case of a fixed number 
1 - 1 of lies was solved in [8]: The worst-case search length is Zn - 1. We treat the 
second model. As popularizecLby+encer we consider the search process as a game 
between two players Paul (asking the questions) and Carole (providing the answers). 
Paul wins if he can determine the maximum, otherwise Carole wins. 
Our main result proved in the next section is the following 
Theorem 1. Suppose 0 < p < 1, and the list contains n > 3 elements whose maximum 
is to be determined. At each stage of the game Carole may have given false answers 
to at most the pth fraction of the questions asked up to this point. If 
(a) p > $, then Carole wins, 
(b) p < i, then Paul wins and he has to ask G(k)” questions. 
Note that this is in marked contrast to the membership problem where p = i is 
again the threshold value, but Paul has to ask only O(logn) questions (see [ll]). 
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The method of proof will also establish the threshold p = 5 for any sorting problem. 
In Section 3 we consider some related questions and discuss in Section 4 the problem 
of determining simultaneously the maximum and minimum in the presence of errors. 
In the last section the worst-case cost of finding the maximum resp. maximum and 
minimum is determined in the nuts and bolts model introduced by Alon et al. [2]. 
2. Proof of Theorem 1 
Suppose first p 2 i. We adopt the usual jargon, calling a comparison x : y a game, 
and saying x wins resp. y loses if x > y. Carole answers according to a poset until 
only two candidates (maximal elements) a and b are left. That is, she provides true 
answers which are compatible with all previous relations. Since every x # a, b must 
have lost at least once, it takes Paul at least iz - 2 games to reduce the number of 
candidates to two. From now on Carole answers alternately a < b, a > b, a < b,. . . 
and gives true answers x < a, x < b otherwise. Hence after (n - 2)+(21- 1) questions, 
Carole has lied at most 1 times, and since I 6 i(n - 2 + 22 - 1) for iz 3 3, Paul never 
knows which of a or b is the true maximum. 
Assume now p -C i. Paul adopts the strategy of comparing the current maximum 
with a new element so often until one of them drops out. At the start he compares 
u : b. The answer must be true, so the loser, say 6, drops out. Now Paul compares a : c. 
Again the loser drops out since p < i. Assume inductively that it takes cl, ~2,. . . , ci-1 
games (i 3 3) to eliminate the lst, . . . , (i - 1)th element, and set Si-i = x;I: Cj. Thus 
cl = c2 = 1 and Sn_i = total number of games. Let x be the current maximum, and 
suppose y is an element not yet considered. Paul compares x : y a number of times. 
Suppose there are u2 outcomes x < y and bi outcomes y < x, where we assume w.1.o.g. 
ai 3 bi, ci = ai + bi. The element x must drop out as soon as 
Ui + bi_1 + . . + 61 
Ci + SL-1 
’ PT (1) 
where bj is the number of lies encountered in the jth round (bl = b2 = 0), since x < y 
must then be the true answer. From ui 2 4 we conclude 
ui + bi_, + . . + b, 1 
Ci + Si-I 
> 
ui 
2Ui + Sj_1 = 2 + LY-_l,/Ui’ 
and this last expression is >p for ai large enough. Hence Paul wins by induction. We 
show next that Paul needs at most O(h), questions. We use the notation aj, bj,cj,Sj 
as before. Hence bj is the number of lies occurring in the jth round (eliminating the 
jth element). The key to the proof is the observation that Carole does best if she never 
lies until only two candidates are left, i.e. bj = 0 for j < IZ - 2. Suppose Carole lies 
first in the ith round (i d n - 2), say bi times. We show that if she lies once less in 
round i and once more in round i+ 1, then S, z+i is at least as large as before. Repeating 
this argument will prove the observation. 
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Since a; is the smallest number satisfying (1) we have 
a, - 1 
a,+bi-l+Sl-t 
d p, 
hence 
( 1 - p)Qj d p(bi + Sf- 1) + 1 - p. (3) 
Now suppose Carole lies only 6, - 1 times, and let a, - d be the smallest number 
satisfying ( 1). Then 
a, - d 
a, -d+b, - I +Si_, 
> P> 
hence 
(1-P)d<(1-P)a,-p(bi+S,-,)+p. 
By (3) this yields (1 - p)d < 1, and thus d < 1 since p < i. So Carole reduces 
ui by d < 1 and c, by d + 1 < 2. It remains to show that c,+l increases by at least 
d + 1. Setting a:+, = ai+l + d, b:,, = bi+l + 1, we must verify that ai+, - 1 does 
not satisfy ( 1) with bi = bi - 1, S: = S, - d - 1. Since ai+1 is the smallest integer 
satisfying ( 1) for i + 1, we have 
Q,+I - 1 + hi < p(ai+~ - 1 + b,+l + Sl). 
Hence we conclude 
(4) 
I 
%,I - 1 + b: = a,il + d + bi - 2 < ui+l - 1 + b, 
d p(Qi+~ - 1 + bi+l + Si) 
= p(a;+, - d - 1 + b:,, - 1 + S; + d + 1) 
= p(u:+, - 1 + b;,, + Si’,, 
and this is precisely what we wanted to show. Hence we may assume hi = 0 for 
j < n - 2. Let i < n - 2. We infer from (2) with a, = c, 
cl - l d p(Ci- 1 +Si-I), 
and thus 
( l - p)Ci d psi-1 + 1 - p. 
Adding (1 - p)Si_l to both sides yields 
s, < 
1 
pSj_, + 1 
1-P 
(i < n _ 2). 
In the last round, the best Carole can 
a,-I = i(cn_r + l), and thus with (2) 
~(c,-1 - 1) 6 p(cn-I - 1 +s,-z), 
(5) 
do is to answer alternately, and we obtain 
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(1 - 2p)c,_I < 2ps& + 1 _ 2p, 
sn-I d 
1 
-sn__2 + 1. 
1 - 2p 
Hence Sri___ = 0( &)” follows by (5). 
It remains to show that Carole has a counterstrategy forcing Paul to ask at least 
sZ( & )” questions. Carole gives true answers according to a fixed linear order. Suppose 
the ith element xi is eliminated in game di, dl =L dl < . . . < d,_,. Now if there is a 
game with xi+1 as loser before game di (which has xi as loser), interchange these two 
games. This does not change the chances of Xj (j 6 i - 1) or xi+1 being eliminated 
and increases the chances of xi. Hence this change does not favor Carole, and we may 
assume that all games involving xi as loser come before all games with Xi+1 as loser 
(1 6 i < n - 2). 
Let ci be the number of losses of xi, and set 5’i = Ci=, cj. To eliminate xi we must 
have 
Ci 
Cj + Si-I 
’ PY 
since all previous games have true answers. We conclude 
(1 - PIG > P&l, C1 - PFi > L12 sj > 
1 
-si-1, 
1-P 
and thus S,_i = Q(&)n. 0 
Notice that the step-by-step algorithm of Paul can be applied to any sorting problem. 
Suppose p < i and consider an arbitrary sorting procedure of length O(n logn) to 
produce the full linear order. At any step a : b of the algorithm Paul compares a : b 
so often until the true outcome a < b or b < a is determined. By the same argument 
as in the proof of Theorem 1, the best Carole can do is to reserve all lies to the last 
comparison. Hence we have the following: 
Corollary. Consider the full sorting problem. If p 3 i, then Curole wins. If p < 4, 
then Paul wins and he needs to ask at most (O(&))“(n’ogn) questions. 
Since in the full sorting problem the maximum has to be determined at any rate we 
note the lower bound Q( &>” (see in this connection [4]). 
Similar results can be derived for the median problem or for selection problems 
(see Ul>. 
3. Two other models 
In [ 1 I], Spencer and Winkler discuss two other models (B) and (C) for the mem- 
bership problem, favoring Carole as compared to the procedure (A) considered so far. 
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In model (B), Carole may lie as often as she wishes but at the end she may have given 
false answers to at most the pth fraction. In model (C) Paul puts down his questions, 
and Carole may choose the pth fraction of questions to which she gives erroneous 
answers. Model (C) is clearly an error-correcting problem for binary codes. Spencer 
and Winkler proved the threshold p = i for our previous situation (A), and p = f 
resp. p = i for model (B) resp. (C). 
For the maximum problem considered here the answers for (B) resp. (C) are easy 
(and not independent of n). 
Proposition 1. Consider the problem of finding the maximum out of a list of n > 2 
elements in model (B). Zf 
(a) p B 5, then Carole wins, 
(b) p < A, then Paul wins with n - 1 questions. 
Proof. If p < A, then the first n - 1 answers must be true, and Paul wins by 
applying the usual procedure. Suppose p 3 A. Assume on the contrary that Paul 
wins with Z(n - 1) + k, 1 < k < n - 1, 1 > 0, games. Carole answers according to a 
poset. 
Case 1: 1 <k<n-2. Since l(n-l)+k<Z(n-l)+n-1 =(n-l)(l+l),there 
must be two players a, b who have lost at most 1 times. Since p >, A, the number 
of possible lies is at least 1 + 5 > 1. Hence if Carole lied exactly when a lost, a is 
a candidate. Similarly, b is still a candidate, and Paul cannot win. 
Case 2: k = n - 1. Here l(n - 1) + (n - 1) = (n - l)(l + 1). We infer that two 
players a, b have lost at most 1 + 1 times. Since p 2 A, the number of possible lies 
is at least I+ 1, and we proceed as in case 1. D 
Proposition 2. Consider the problem of finding the maximum out of a list of n 3 2 
elements in model (C). Zf 
(a) p 3 l/ (“2)) then &role wins, 
(b) p < l/(y), then Paul wins with (i) questions. 
Proof. If p < l/(;), then Paul puts all (“2) comparisons down, and Carole must answer 
truthfully. 
Suppose p 3 l/ (1). Let clXY be the number of comparisons x : y, q = C E~~_~ be the 
total number of questions. Let u, v be a pair with CI,, = min c+, then 
Carole chooses a linear order xi < . . < xn_2 < u < v, and Paul does not know 
whether u or v is the maximum, since all c(,, answers to u : II may be one way 
or the other. 0 
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4. Finding the maximum and minimum 
It is well known that [yl - 2 is the search length for finding the maximum and 
minimum out of a list of n 2 2 elements, when no errors are present (see e.g. [l]). 
Considering model (A), we conclude from the remarks in Section 2 that Paul wins 
precisely for p < i, and that he needs no more than 0( & )3n/2 questions. Since he 
must at any rate determine the maximum, Q(&r is a lower bound, but the precise 
growth seems difficult to determine. 
Let us consider the case of a fixed number 1 - 1 of lies, 1 > 2. Even the situa- 
tion with one lie (I = 2) appears quite involved. We derive below upper and lower 
bounds. 
Lemma. Suppose Carole may lie I- 1 times. As long as a player has lost at most 
I- 1 times, he may still be the maximum. Similarly, as long as a player has won at 
most I- 1 times, he may still be the minimum. 
Proof. Carole answers according to a poset. Suppose player a has lost to bl,. . ., bt, 
t 6 I- 1. Since no relation a < bi has been forced by transitivity in the poset constructed 
so far, turning the relations a < bi around yields again a poset, and a becomes a 
candidate for the maximum. 0 
Consider a stage of the search process. We call x an (i,j)-player if x has won i times 
and lost j times, where for i > 1 resp. j 2 1 we always set i = 1 resp. j = 1. Thus the 
players are partitioned into (1+ 1)2 classes (i, j), 0 < i, j d 1. Call i + j the weight of 
an (i, j)-player. According to the Lemma, only the (I, Q-players can be eliminated from 
further consideration. We know that the search length for the maximum is In - 1, so 
we can certainly determine the maximum and minimum with 21n - 2 tests. The orders 
In for the lower bound and 21n for the upper bound are improved in the following 
result. 
Theorem 2. Let L(n, I) be the search length for n elements and I- 1 lies, 1 2 2. Then 
al& - 2 < L(n, 1) < All, + C,, 
where a, = 1 + I-‘&( 1 + fi)l-l- (1 - fi)‘-‘]-‘, Al = 1 + (:‘)2-“‘, and Cl depends 
only on 1. 
Proof. Let us consider the upper bound first. Suppose n = k22’, and partition the 
elements into k subsets of size 2 2’ In every 22’-set Paul proceeds as follows. He . 
makes 22’-’ disjoint comparisons, thus producing 22’-1 (1, 0)-elements and 22’-’ (0, I)- 
elements. Now he compares the (1, 0)-elements in pairs and similarly the (O,l)-ele- 
ments. In general, he compares the elements within an (i, j)-group in pairs until a 
(I, i)-group resp. (j, I)-group is produced. This first step can be conveniently represented 
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in the following diagram. As an example, consider I = 3, then we obtain the diagram: 
/OO\ 
/I”\ I’\ 
/‘“\ /- ll\ /02\ 
32 /21\ /12\ ,3 
JL /22\ J3 
22. 23 
Let t, be the number of elements in group (I, i) after this step. By symmetry, this 
is also the number of elements in group (i, I). Since there are (‘-~“) lattice paths 
from (0,O) to (I - l,i), there are (‘-f+i)2’f’-’ elements in group (1 - 1, i), and 
thus 
t,= l-l+i 
I ( 1 2’-’ i (i=O,...,I- 1) 
with 
I-1 
c 
t, zz 221-l. 
i=O 
From (6) we infer 
(7) 
and hence by (7) 
Since 2’ (‘;z,‘) = 2 (‘$, this yields 
(8) 
Let us count the number Lr of games played in this step. The weight of every player 
is raised by 1 in each game in which he is involved. Thus taking into account the 
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players of type (j, I), j < 1, we obtain by (7) and (8) 
I-1 I-l l-l 
Ll = C (1 + i)ti = 1 C ti + C iti, 
i=O i=O i=O 
(9) 
In the second stage, Paul compares the elements within each group (I, i) resp. (j, I), 
until only one remains. Since the weights are increased by only 1 in each game, we 
need in this stage L2 = 2 C:Id (I - i)(ti - 1) games. Using (7) and (8) again, we obtain 
Performing the same question procedure in every one of the k groups of size 22’, Paul 
has so far asked 
L’ = k(L1 + L2) = kZ (22’ + (;I)) - k(Z2 + Z) 
= Zn (1 + (2:)2-21) - k(Z2 + Z) (11) 
questions. Now, there are k elements of each type (I, i) resp. (j, I) left. Paul compares 
the candidates (2, i) for the maximum resp. the candidates (j, I) for the minimum. 
Every game raises the weight by 1, so another 
L”=2k(Z+(Z- l)+...+ l)-2 
=k(Z’+Z)-2 
games are needed, and we obtain 
L,,.Z)<L~+L%(l+(32-2~) -2. 
If n is not of the form n = k22’, take the largest number n’ < n, 12’ z O(mod2”) 
and handle the remaining elements in a straightforward fashion. This proves the upper 
bound. 
We turn to the lower bound. Let us denote by Wi the sum of the weights after i 
questions. Thus at the start WO = 0, whereas at the end after L questions, we have 
W, = 2Zn - 2 by the Lemma. Any question increases the total weight by at most 2. We 
call a question “good” if it increases the weight by 2, otherwise “bad”. Hence, if G 
and B denote the number of good resp. bad questions, then L = G+B, 2G+B 2 2Zn-2, 
and thus 
LaZn+t--1. (12) 
Our goal is therefore to bound B from below. Carole answers according to a poset, 
thereby using the following oracle: 
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(0,l) < (0,l - 1) <. ‘. < (0,l) < {(i,j) : i,j 2 l} < (1,O) < ‘. < (I,O). 
That is, Carole answers a < 6, whenever a is a (0, /)-player and b is a (0, I - l)- 
player, similarly for the other relations, giving arbitrary answers in the remaining cases, 
compatible with the previous relations. Let U, (i = 1,. . , I) be the number of players 
who, after i questions, have type (i,O) or (0,i). Hence U, counts the players who win 
their first i games or lose their first i games. Obviously, VI = n 3 U, > . > U,. 
Consider type (j - 1,0) or (0,j - 1). Suppose a is a (j - l,O)-player. By the setup of 
the oracle, a can lose in his next game only against a (k, 0)-player b with k > j - I. 
If b is a (j - l,O)-player, then one of a or b becomes a (j, 0)-player, and if h is a 
(l,O)-player, then u : b is a bad game. Denoting by C,-,., (j < k d I) the number of 
games between a (j - l,O)-player and a (k,O)-player or between a (0,j - 1 )-player 
and a (0, k)-player, we infer 
“, > C;-1 - Cj-I,, - ‘. - CJ_,,[ 
I’ 2 (13) 
with C’_ I, 1 bad games. Rearranging terms, this yields 
Cl.1 3 n-2U2-C,.z-C,.3 -..I- C,.[_Z -c1./_, 
c2.c 3 u, - 20; - Cl.3 -. ‘. - c2.1_2 -c2.1_, 
(14) 
C/-l./ >, Ul-I 2Ul 
Cl.1 3 lU, .- 2. 
Since in any of the C/_l,k games (j < k < l- 1) a different (k+ 1,O) resp. (O,k+ l)- 
player is produced, we infer 
C1.k + C2.k + ‘. + Ck-,,k < u,,, (l<k<l-1) (15) 
and 
B 3 Cl.1 + . . . + Cl,r. (16) 
Let us attach positive weights bj to the jth inequality (1 < j < I) in (14), so that 
the right-hand side consists of non-negative terms only. Set bl = 1, bz = 2 and 
b, = 2b,j_1 + b,_z for 2 <j 6 1 - 1, bl = b/-l. We claim that on the right-hand 
stde of b,C,,/+.. . + bjCj,/ of (14) all terms up to and including the jth column have 
non-negative entries. For j = 1 we have bin = n. Assume the assertion is correct up 
to j - 1. Since the (j - 1 )th column has zeros from row j on, it suffices by induction 
to consider the jth column. The original entries are --Cl,j-1,. , -Cj-~,j_1, -2qj, U,. 
From (1.5) we obtain for j < I - 1 
-hC1,,-1 -. . ’ - bj-2C~_~,,_-] - 2b.i_1 Ui + b/U, 3 (-b/-z - 2bl_1 + bi)U/ = 0, 
and similarly for the Zth column. 
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We conclude from (16) and (14) 
br-,B 2 blCl,/ + . ’ . + blCl,l 2 n - 2bl-1 
andthus!Z&-1. 
Solving the recurrence for the hi’s, we obtain 
b,-, = -&(I + fi,l-1 - (1 - Jz>l-i), 
and the lower bound results from (12). 0 
Remark. For one lie (I = 2) we obtain $n - 2 6 L(n,2) d yn + C,, and it is easily 
shown that our procedure yields C, = 0. Both bounds can be improved. Using a refined 
oracle one can show L(n, 2) 3 tn - 2 for n 2 3, and the upper bound can be improved 
to L(n,2) < gn. The exact growth of L(n,2) is not known, but we surmise that the 
upper bound is closer to the truth. In general, the upper bound in Theorem 2 appears 
much stronger than the lower bound provided by the oracle. 
5. The nuts and bolts model 
A very interesting search model was recently studied by Alon et al. [2]. Consider 
a set X = {xi,..., x,,} of bolts of different sizes which are to be put in linear order. 
In addition, we are given a set Y = {yi, . . . , yn} of matching nuts in some order. To 
find the proper ordering of the bolts xi we can only compare the sizes of a bolt xi and 
a nut yj with the outcome xi = yj, xi < yj or xi > yj. How many comparisons are 
needed? In mathematical terms, we are given a set X = {xi,. . . ,x,} endowed with an 
unknown linear order and some (unknown) permutation {yi,. . . , yn} of the xi’s, and 
we are only allowed comparisons xi : yj. It was shown in [2] that at most O(n log3+’ n) 
comparisons are needed for the full sorting problem, and it is an intriguing question 
whether O(n log n) comparisons suffice as in the ordinary case. 
For the maximum resp. maximum and minimum problem we can give a precise 
answer which turns out to be twice the number of comparisons in the usual case. 
Theorem 3. Let M(n) be the worst-case cost for the maximum problem with n ele- 
ments in the nuts and bolts model, then M(n) = 2n - 2. 
Proof. Clearly, M(1) = 0 and M(n) = 2. The lower bound is easily established. 
Let xi : yl be the first comparison. The oracle (Carole) answers xi = yi and treats 
xi as minimum. Hence by induction we need 2(n - 1) - 2 = 2n - 4 comparisons to 
determine the maximum among the xi (i > 2) and one more to be sure that xi is not 
the maximum. 
Let us turn to the upper bound. At the beginning, all 2n elements xi, yj are candidates 
for the maximum. Now we only compare candidates. Whenever a comparison xi : yj has 
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answer Xi < yj or Xi > yj, then Xi or yj drops out, reducing the number of candidates 
by 1. Suppose X, = yj, and let X’, Y’ = (~1,. . . , yt} be the candidates before the 
comparison Xi : yj. Clearly (X’I > 2, since otherwise x, : yj is not necessary. After the 
outcome Xi = yi we compare Xi one by one with the other yk E Y’. If Xi < yk for some 
k, then Xi and yj drop out, and if Xi > yk for all k # j, then xi is the maximum and all 
of X’ - {x1} drop out which means that in the last comparison at least two elements 
drop out since IX’1 > 2. We conclude that with every answer Xi = yj there is another 
comparison where two candidates drop out. Hence after at most 2n - 2 comparisons, 
only two candidates are left, one in X and one in Y, and the proof is complete. 0 
Theorem 4. Let MM(n) be the worst-case cost for determining the maximum and 
minimum in the nuts and bolts model, then MM(n) = 3n - 4. 
Proof. Trivially, MM(2) = 2 so let us assume n 3 3. Let us look at the lower bound 
first. As in the previous proof, Carole answers x1 = yr to the first comparison, and 
treats XI as both non-maximal and non-minimal. By induction, 3(n - 1) - 4 = 3n - 7 
comparisons are necessary for the remaining n - 1 elements, and it is easily seen that 
two more are needed to eliminate x1 for sure. 
Now to the upper bound. Paul performs first the n disjoint comparisons x, : yi (i = 
1,. , n). Suppose there are 1 outcomes xi < yi, x1 > yi and n - 1 outcomes xi = y,. 
Case i: 1 = 0. In this case x1 = yl, . , x,-l = y,_l whence the last comparison 
x, =- y, is superfluous. Since we are now in the ordinary max-min case, we conclude 
cost<(n-l)+[~nl-2=[$nl-3<3n-4 forn>,3. 
Caseii: 1~1dn-l,SayXi#yi(i=l,..., 1). By induction, we need 21-4 further 
comparisons to determine the top element 5 and bottom element a among these 1 pairs. 
Now we are in the ordinary case involving a,Z,Xi = yi (i = 1 + 1,. , n) where we 
already know one relation a < Z, and we infer 
cost d n + 21- 4 + [i(n - I+ 2)1 - 3 
<~n+~l++-4<3n-4 
since l<n- 1. 
Case iii: 1 = n. After the n initial comparisons there remain II candidates for the 
maximum and n candidates for the minimum. Look at the maximum candidates. We 
now proceed as in the proof of the upper bound in the previous theorem. After at most 
n - 2 comparisons there are only two candidates left, one in X and one in Y, and the 
maximum is determined. Applying the same reasoning for the minimum candidates, 
we conclude 
cost < n + 2(n - 2) = 3n - 4, 
and the proof is complete. 0 
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