We consider the problem of deterministically solving consensus in a synchronous dynamic network with unreliable, unidirectional point-to-point links, which are under the control of a message adversary. As the nodes in practical dynamic networks typically start in a more or less uncoordinated way, and only eventually reach normal operating conditions, we focus on eventually stabilizing message adversaries here: Whereas the communication graphs of an unknown number of initial rounds may be quite arbitrary, a "stable period" of x consecutive rounds with a single common root component must eventually occur. Earlier work has established that such strongly connected components without incoming edges, which consist of the same set of nodes (with possibly varying interconnect topology) during at least x = 2D + 1 rounds allow to solve consensus. Herein, D is an upper bound on the number of rounds required by any root member to reach every other node in the system. In this paper, we complete the characterization of consensus solvability in this model by also considering short-lived stabilization and non-uniform algorithms: We prove that it is impossible to solve consensus for 1 x D and D + 1 < x 2D if at most a constant-factor upper bound on the number of nodes n is known. Surprisingly, though, consensus can be solved for x = D + 1 by means of a novel non-uniform algorithm presented and proved correct in this paper.
Introduction
We consider deterministic consensus in synchronous dynamic networks, where a potentially unknown number n of processes that never fail 1 communicate via message passing over unreliable point-to-point links. Consensus, which is a pivotal service in any truly distributed application, is the problem of computing a common decision value based on local input values of all the processes. An execution of a consensus algorithm in our system proceeds as a sequence of lock-step rounds, 2 where each process sends messages to its neighbors, receives (some of) the messages sent to it, and performs a local state transition before starting the next round. Unreliable communication is modeled by means of an omniscient message adversary [1] , which determines which of the messages sent in a round are successfully received and which are lost. To reflect the fact that most links in real (wireless) networks are sometimes asymmetric [15] , we assume that all processes are (potentially) connected by pairs of directed links that are independent of each other. The message adversary hence effectively determines a sequence of directed communication graphs G 1 , G 2 , . . . , with processes as vertices, where G r contains a directed edge p → q iff the message (possibly) sent from p to q is not lost in round r.
Eventual Stabilization
In most existing work in this area, e.g. [1, 8, 18, 19] , the message adversary could choose every G r from a set of admissible choices arbitrarily. The larger this set is, the more powerful is the message adversary and the more difficult is it to solve consensus. For instance, the classic result from Santoro and Widmayer [18] states that consensus is impossible if the adversary may suppress n − 1 or more messages in every round. By contrast, we are interested in exploring the consensus solvability/impossibility border for message adversaries that support eventual stabilization [3, 4, 20] : The set of admissible choices for G r may change with evolving round numbers r here. The power of a stabilizing message adverary is reflected by the number of different communication graph sequences that it may generate.
Apart from being theoretically interesting, solving consensus in eventually stabilizing dynamic networks is useful for applications where message delivery is highly unreliable, such as in mobile ad-hoc networks [10] with heavy interference or disaster-relief applications [13] . Note that we have been able to confirm this fact experimentally also for a prototype wireless sensor network [16] . In general, since stabilizing algorithms require less reliable (and, in our case, not inherently bidirectional) communication underneath, they may permit the deployment of cheaper and/or more energyefficient network communication interfaces. After all, guaranteeing reliable bidirectional communication links may incur significant costs and/or delays and may even be impossible in adverse environments.
Algorithms that work correctly under eventually stabilizsynchrony can be implemented directly at low system levels, e.g., via IEEE 1588 network time synchronization or GPS receivers, or at higher levels via time synchronization protocols like FTSP [14] or even synchronizers [2] .
ing message adversaries are particularly suitable for systems that suffer from uncoordinated boot-up sequences or systems that must recover from massive transient faults: Network connectivity can be expected to improve over time here, e.g., due to improving clock synchronization quality. Since it is usually difficult to determine the time when such a system has reached normal operation mode, algorithms that just terminate when a reasonably stable period has been reached are advantageous. Clearly, the termination time of a stabilizing algorithm depends on both the duration of the stable period and the communication graph properties guaranteed throughout it. For the latter, our paper focuses on root components, which are sets of processes that are strongly connected with each other but without incoming edges from processes outside. Known at least since the asynchronous consensus algorithm for initially dead processes introduced in [9] , we found them particularly suitable for characterizing consensus solvability in directed dynamic networks [3, 4, 20] . After all, every communication graph has at least one and at most n root components, and any communication graph sequence
. . where at least two root components R1, R2 are contained in every G r (called common roots in the sequel) does not allow to solve consensus.
Consequently, single-rooted graph sequences, where every graph contains a common single root R with possibly varying interconnect topology, are pivotal for solving consensus: In [20] , we showed that the eventual occurrence of a singlerooted graph sequence of length x 2D + 1 rounds is sufficient for solving consensus with uniform algorithms (that know D but not n). Herein, the system parameter D, which is formally defined in Definition 5, bounds how long it may take for any process in the system to get information from every root member in a single-rooted sequence. Still, in addition to this liveness-related property, which guarantees termination, the adversary must also ensure a safety-related property for graph sequences with common roots that have a duration of at least y rounds. Fig. 1a depicts the range of x, y for consensus solvability/impossibility as established in [20] .
Contributions
As a message adversary that only needs to guarantee shortlived stability has better coverage in real systems, the question of consensus solvability/impossibility in the yellow "gap" for 1 x 2D in Fig. 1a is interesting both from a theoretical and practical point of view. This paper not only closes this question, by showing that uniform consensus is impossible here, but also extends this characterization to non-uniform algorithms that know at most a constant-factor upper bound on n. Note that assuming an even more accurate bound on n would not make much sense in a dynamic network.
In more detail, our contributions for deterministic consensus in directed dynamic networks as defined in Section 2 are the following:
(1) In Section 3, we show that solving consensus is impossible with a uniform algorithm for x < 2D (see Theorem 1). (2) In Section 4, we present a generalization of the coordinated attack problem to show that consensus is impossible even for non-uniform algorithms if x < D + 1 (see Theorem 2) . Moreover, by means of elaborate partitioning arguments, we prove that non-uniform consensus is also impossible for D + 1 < x < 2D + 1 (see Theorem 3). (3) In Section 5, we present and prove correct a novel nonuniform algorithm (see Algorithm 1), which solves consensus for x = D + 1 (see Theorem 4) . It demonstrates that solving consensus is possible also for message adversaries that guarantee fairly short-lived stability periods, at the price of perpetual single-rootedness (y = 1) of all communication graphs. In conjunction with the results from [20] , we thus conclude in Section 6 with a complete characterization of both uniform and non-uniform consensus solvability/impossibility in our setting (see Theorem 5) . Fig. 1b summarizes our findings.
Related work
Research on consensus in synchronous message passing systems subject to link failures dates back at least to the seminal paper [18] by Santoro and Widmayer; generalizations have been provided in [5] [6] [7] [8] 19] . In all these papers, consensus, resp. variants thereof, are solved in systems where, in each round, a digraph is picked from a set of possible communication graphs. The term message adversary was coined by Afek and Gafni in [1] for this abstraction.
A different approach for modeling dynamic networks has been proposed in [11] : T -interval connectivity guarantees a common subgraph in the communication graphs of every T consecutive rounds. [12] studies agreement problems in this setting. Note that solving consensus is relatively easy here, since the model assumes bidirectional and always connected communication graphs.
In both lines of research, there is no notion of eventually stabilizing behavior of dynamic networks. To the best of our knowledge, the first instance of such a message adversary has been considered in [3] : It assumed perpetually single-rooted communication graphs and long-living periods of stability x = 4D + 1. [17] used message adversaries that allow a notion of "eventually forever" to establish a relation to failure detectors. [4, 21] studies consensus under a message adversary with comparably long-lived stability, which gracefully degrades to general k-set agreement in case of unfavorable conditions. However, this message adversary must also guarantee a certain influence relation between subsequently existing root components. Finally, [20] established the characterization of uniform consensus solvability/impossibility shown in Fig. 1a. 
Model
We consider a set Π = {1, . . . , n} of deterministic state machines, called processes, which communicate via message passing over unreliable point-to-point links. Processes do not usually know n but have unique ids taken from {1, . . . , n} for simplicity; for clarity, however, we usually denote process i as pi. Processes never fail and operate synchronously in lock-step rounds r = 1, 2, . . . , where each round consists of a phase of communication followed by a local state transition of every process. In the communication phase of a round, every process sends a message (possibly empty) to every other process in the system, and records the messages successfully received from the other processes. A message adversary (see Section 3 for the detailed definitions) determines which messages are lost in a round, The state of a process p at the end of its round r computation is denoted by p r , and the collection of the round r states of all processes is called round r configuration C r . Those messages that are delivered by the message adversary in a given round r > 0 are specified via a digraph
r iff the round r message of p sent to q is not lost.
We consider the consensus problem, where each process p starts with some input value xp; eventually, every process needs to irrevocably decide on a value (termination) that is the same at every process (agreement) and was the input of some process (validity). The assignment of the input values for each process is summarized in the initial configuration C 0 . Given some consensus algorithm A, an execution or run ε = C 0 , σ is hence determined by C 0 and an infinite sequence σ of communication graphs. As in [4] , we characterize a message adversary as the set of possible communication graph sequences that it may generate. A communication graph sequence σ is denoted as σ = (G r ) b r=a , where |σ| = b − a + 1, with b = ∞ for infinite sequences. Applying A and a finite sequence σ ′ to a configuration C of A yields a configuration C ′ = C, σ ′ of A. As usual, we write ε ∼p ε ′ if the finite or infinite executions ε and ε ′ are indistinguishable to p until p decides. The special case, where for every process p, we have xp ∈ {0, 1}, is called binary consensus. As is conventionally done, we call a configuration C univalent or, more specifically, vvalent, if all infinite graph sequences σ, applicable to C, have a finite prefix σ ′ such that all processes decided v in C, σ ′ . We call C bivalent, if it is not univalent.
Dynamic graph concepts
As motivated in the introduction, we will rely heavily on the pivotal concept of a root component R, often called root for brevity, which we introduce as the vertex-set of a strongly connected component of a communication graph s.t. there is no edge from a process outside of R to a process in R. Formally, this is defined as follows. 3 We sloppily write p ∈ G r instead of
We denote by roots(G r ) the set of all root components of G r , and by root(G r ) the single element of roots(G r ) if |roots(G r )| = 1. In order to model stability, we will rely on root components that are present in every member of a (sub)sequence of communication graphs. We call such a root a common root of the sequence and stress that, albeit the set of processes remains the same, the interconnection topology between the processes of the root component and to the processes outside may vary greatly from round to round. We call R a maximal common root of a subsequence, if R is no root of the communication graph succeeding or preceding the subsequence.
Definition 2 (Common root).
A sequence (G r )r∈I has a common root R, iff there exists a root R such that R ∈ roots(G r ) for all r ∈ I. R is a maximal common root of
Closely related to sequences that have a common root are sequences that have a single common root, which we define next. Note carefully that, in a communication graph with a single root, every node must be reachable from the root by a directed path, see e.g. [20, Cor. 1] .
In order to model information propagation in the network, we use a notion of causal past: Intuitively, a process q is in p's causal past, denoted q ∈ CP 
An important fact about the causal past is that in fullinformation protocols, where processes exchange their entire state history in every round, we have q ∈ CP r p (s) if and only if, in round r, p knows q s , the round s state of q. Finally, we introduce the dynamic diameter D, which gives a bound on the duration of the information propagation from a common root component to the entire network. We showed in [20, Lem. 1] that always D n−1; a priori restricting D < n − 1 also allows to model dynamic networks where information propagation is guaranteed to be faster than in the worst case (as in expander graphs, for example).
Definition 5 (Dynamic diameter D). DIAM(D)
is the message adversary that guarantees dynamic (network) diameter D, i.e., for every graph sequence σ ∈ DIAM(D) that contains a subsequence G r 1 , . . . , G
To familiarize the reader with our notation, we present the following useful technical lemma. It describes the information propagation in a graph sequence that contains an ordered set G = {G r 1 , . . . , G rn }, i = j ⇒ ri = rj, and i > j ⇒ ri > rj, of n distinct, single-rooted communication graphs. This means that all G, G ′ ∈ G have exactly one root component, but root(G) is not necessarily the same as root(G ′ ). In essence, the lemma shows that, by the end of round rn, each process p received a message from some process q that was sent after q was member of a root component of some graph of G.
. . , G rn } be an ordered set of single-rooted communication graphs and let X ⊆ Π with X ∩ root(G r ) = ∅ for every G r ∈ G. For every p ∈ Π, there is some q ∈ X (q may depend on p) and a G r ∈ G s.t. q ∈ root(G r ) and q ∈ CP rn p (r). Proof. Let S r i be the set of those processes that, in round ri, have a process of X in their causal past that was member of a root component so far in a graph of G. Formally,
In order to show the lemma, we prove by induction on i from 1 to n that |S r i | i. We use the abbreviation X r i := X ∩ root(G r i ). The base of the induction, |S r 1 | 1, follows from the observation that X r 1 ⊆ S r 1 . For the induction step, assume for 1 i < n that
Adversary
We start with rephrasing, in a slightly modified form 4 , a few core message adversary definitions from [20] . Let Σ de- 4 In [20] , we showed that the last D rounds of stability do not need to be consecutive in the case of x > 2D. To innote the unrestricted message adversary, i.e., the set of all communication graph sequences.
First, we introduce our liveness property, eventual stability. In its most basic form, it ensures that eventually every sequence σ has a single-rooted subsequence σ ′ ⊆ σ of significant length, specified by a parameter x 1.
Next, we define a safety property that will ensure that the system cannot partition to such an extent that consensus becomes impossible, given the liveness property of Definition 6. Informally, it states that if a root is maximal common in a subsequence that exceeds a certain duration y, it is the single root in some part of this subsequence for at least y rounds. For y 1, the condition degenerates to the case where every communication graph is single-rooted. This condition results in every common root that is stable for at least y rounds to eventually "suppress" all other roots for y or more rounds.
Finally, we define the eventually stabilizing message adversary as the intersection of D-boundedness with the above safety and liveness property. It hence contains those sequences, where all of these three properties hold. Since D is usually understood, we simply write ♦STABLE(x) instead of ♦STABLED(x). In [20] , tight upper and lower bounds for the adversary ♦STABLE(x) were presented. It was shown that consensus can be solved under ♦STABLE(x) for x > 2D. Furthermore, for the adversary
, it was shown that consensus is impossible for any y > z; note that the equality ♦STABLE(x) = MA(x − D, x − D) holds. However, the question whether consensus is solvable for ♦STABLE(x) with x 2D remained open. As we show later, if processes do not have access to an upper bound on n, the number of processes in the system, consensus is impossible in this case. If processes do have access to some constant-factor upper bound N n, however, consensus is solvable in the range x < 2D + 1 if and only if x = D + 1. This result will be derived in Sections 4 and 5.
Even though it was not explicitly stated there, all the results of [20] also hold if processes have access to N because n is always bounded in the impossibility proofs: For almost all values of n, consensus cannot hence be solved. It is therefore easy to find appropriate values of n where consensus remains impossible even if N is known.
tegrate nicely with the consideration of short-lived stability, we can drop this relaxation here (and simply assume that the entirety of the stability phase is consecutive), as this modification does not invalidate any solvability or impossibility result obtained in [20] .
The short-lived stability message adversary As mentioned above, the message adversary ♦STABLE(D + 1) is of particular interest for modeling dynamic networks with short-lived periods of stability. It adheres to the dynamic diameter D, guarantees that every G r is single-rooted and that every sequence has a subsequence of at least D + 1 consecutive communication graphs with a common root. To stress the single-rootedness of every communication graph, we introduce the following definition:
Clearly, S-ROOT = STICKY(x) for x 1. We can there-
Note that, since for any 1
Furthermore, for x > 1, STICKY(x) ⊃ S-ROOT, since any root that is maximal common in a subsequence of some σ ∈ S-ROOT is the single root of every communication graph of the subsequence.
Uniform consensus for x < 2D
We show in Theorem 1 that if processes do not have access to an upper bound on n (some N with N n), i.e., when the algorithm is uniform, solving consensus is impossible if the period of eventual stability x is shorter than 2D. Moreover, in Theorem 3 in Section 4, we show that increasing the length of the stability period by one round to exactly x = 2D does not make consensus solvable either. Theorem 1. There is no uniform consensus algorithm A for message adversary ♦STABLE(x) for 0 < x < 2D.
Proof. As for x > x
′ , ♦STABILITY(x) ⊂ ♦STABILITY(x ′ ) and S-ROOT ⊂ STICKY(x) for x > 1, it suffices to show that consensus is impossible under message adversary
For a contradiction, assume that A exists and solves consensus under the given adversary. We provide two admissible executions ε1, ε2 (Fig. 2) of A where ε1 ∼p D+1 ε2. We show that pD+1 decides 0 in ε1 and, for almost all values of n, process pn decides 1 in ε2.
Let C0 denote the initial configuration with input values x1 = . . . = xD+2 = 0 and xD+3 = . . . = xn = 1.
Consider execution ε1 in Fig. 2 , where a dotted edge exists only in every second graph in a sequence, and all processes not depicted have an in-edge from every depicted process. ε1 ∈ MA, since it guarantees eventual stability for 2D − 1 rounds, adheres to the dynamic diameter D and in every round the communication graph is single-rooted. By the assumed correctness of A, there is a round τ by which A has decided in ε1. The decision must be 0 because pD+1 only ever saw processes that knew of input value 0. This is indistinguishable for pD+1 from the execution where all processes did indeed start with input 0, which, according to the validity property of consensus, implies a decision on 0. Now, consider the second execution in Fig. 2 . Again, ε2 ∈ MA, since pn is common root for r τ +1. Because, for every round r τ , we have p1 ∈ CP r p (D − 1) and p1 / ∈ CP r p (D) for p ∈ {pD+1, pD+2}, it follows that ε1 ∼p D+1 ε2. Hence, by round τ , pD+1 has decided 0. Yet, in executions where n > τ + 2D, according to ε2 in Fig. 2 , we have that pn never saw a process that had an input value different from 1. By validity and an analogous argument as above, pn must hence decide 1 in ε2 here, which provides the required contradiction.
Lower bounds
Before we show how to solve consensus using a non-uniform algorithm in Section 5, we present two lower bounds for the duration x of the stable period. We prove that even in the non-uniform case, consensus is impossible under ♦STABLE(x) if x D (Theorem 2) and D < x 2D (Theorem 3). The former can be seen as a generalization of the "lossy-link" impossibility from [19, Theorem 2], a particular formalization of the coordinated attack problem. There, it was shown that consensus is impossible in a two-process system where all messages except one may get lost in every round. In our terminology, this means that, for n = 2 and D = 1, consensus is impossible under ♦STABLE(1), even if processes are aware of the size of the system. For general D, Theorem 2 below shows that a stability period of D or less rounds is insufficient for solving consensus for almost all values of N as well. Informally, the reason is that there are executions where, even with a stability phase of D rounds, some process cannot precisely determine the root component of the stability window. The determination of this root component is crucial, however, since each root component may be the base for a decision in the suffix of some indistinguishable execution.
Before proceeding with the main theorem, we establish an essential technical lemma. It shows that by adding/removing a single edge at a time, we can arrive at any desired singlerooted communication graph when starting from any other single-rooted communication graph. Furthermore, during this construction, we can avoid any graphs that contain a certain "undesirable" root component R ′′ .
Lemma 2. Let G be a R-single-rooted communication graph, G ′ be a R ′ -single-rooted communication graph, and R ′′ be some root component with R ′′ = R and R ′′ = R ′ . Then, there is a sequence of single-rooted communication graphs, G = G1, . . . , G k = G ′ s.t. each Gi of the sequence is singlerooted, root(Gi) = R ′′ , and, for 1 i < k, Gi and Gi+1 differ only in a single edge.
Proof. We show that for any R-single-rooted communication graph G, there is such a sequence
fers from R in at most one process, i.e., R ′ ∈ {R ∪ {p} | p ∈ Π} ∪ {R \ {p} | p ∈ Π}. Repeated application of this fact implies the lemma, because it is easy to find a sequence R = R1, . . . , R l = R ′ of subsets of Π s.t. for each Ri of the sequence we have Ri = R ′′ and, for 1 i < l, Ri differs from Ri+1 by exactly one process.
We sketch how to construct the desired graphs G i of the sequence in three phases. Phase 1: Remove all edges (one by one) between nodes of R until only a cycle (or, in general, circuit) remains, remove all edges between nodes outside of R until only chains going out from R remain. Phase 2: If we need to add a node p to R = root(Gi), for some q ∈ R, first add (q → p). For any Figure 2 : A dotted edge x y represents and edge which is in G i iff it is not in G i−1 . We assume there is an edge from every process depicted in the graph to every process not depicted in the graph.
we need to remove a node p from R = root(G i ), for some (q → p), (p → q ′ ) ∈ G i , with q, q ′ ∈ R, subsequently add (q → q ′ ) and (q ′ → q), then remove (p → q) and (p → q ′ ). Phase 3: Since we now already have some graph G i with root(G i ) = R ′ , it is easy to add/remove edges one by one to arrive at the topology of G ′ . First, we add edges until the nodes of R ′ are completely connected among each other, the nodes not in R ′ are completely connected among each other, and there is an edge from every node of R ′ to each node not in R ′ . Second, we remove the edges not present in G ′ .
. . .
pD+2[0]
(a)
(b) The input values of the processes are in [square brackets]. We assume there is an edge from every process depicted in the graph to every process not depicted in the graph.
Theorem 2. Solving constant-offset upper-bounded nonuniform consensus is impossible under message adversary
Proof. In the case where D = 1, we need to show the impossibility of ♦STABLE (1) . Note that σ ∈ ♦STABLE(1) iff we have that each G ∈ σ is single-rooted and has a graph diameter of 1. Hence, the graph sequence where (i) two processes p, q have in-edges only from each other and at least one of those present in every G r , and (ii) all other processes have an in-edge from both p and q is in ♦STABLE (1) . A trivial modification of [19, Theorem 2] shows that consensus is impossible in this setting. Assume that some algorithm A solves consensus under ♦STABLE ′ (D). For the induction base, we show that not all round D configurations of A can be univalent: For the purpose of deriving a contradiction, assume that all round D configurations were univalent. In particular, the configuration C, which results from applying the graph of Fig. 3a D times, is univalent. Let S(p) denote the star-like graph where there is an edge from center vertex p to every other vertex and there are no other edges in the graph. In the execution suffix C, S(p2), . . . ∈ ♦STABLE ′ (D), p2 never receives any messages and hence the situation is indistinguishable for p2 from an execution where every process started with input xi = 1. By validity, C is hence 1-valent. It follows that pD+2 eventually decides 1 in the execution suffix C, S(pD+2), . . . . Now consider the configuration C ′ that results from applying the graph of Fig. 3b D times . Note that any process p can have stored the fact that there was a round 1 in-edge to p in its local state only after the round 1 computing step. Since there is a chain of D − 1 processes between p1 and pD+2, and between p2 and pD+2, in both configurations C and C ′ , process pD+2 can hence not have learned about any round 1 in-edges of p1 or p2 by the end of round D. Thus, C, S(pD+2), . . . ∼p D+2 C ′ , S(pD+2), . . . . By the assumed univalence of C ′ , and because pD+2 decides 1 in C, S(pD+2), . . . , C ′ is hence 1-valent. Yet, p1 will eventually decide 0 in C ′ , S(p1), . . . because p1 never receives any messages in this execution: for p1 this is indistinguishable from an execution where all processes started with input xi = 0 where it decides 0 itself because of the validity condition. Thus not all round D configurations can be univalent and there must exist a bivalent round D configuration.
For the induction step, let us assume that there exists a bivalent round r configuration C r at the end of round r D. For a contradiction, assume that all round r + 1 configurations reachable from C r are univalent. Thus, there exists a 0-valent round r + 1 configuration C r+1 0 = C r , G0 that results from applying some communication graph G0 to C r . Moreover, there is a 1-valent round r + 1 configuration C r+1 1 = C r , G1 that results from applying some communication graph G1 to C r . First, let us show that for G ∈ {G0, G1}, it holds that, if root(G) = root(G r ), there is a graph G ′ s.t. C r , G ′ has the same valency as C r , G and root(G) = root(G ′ ). The reason for this is that we can construct G ′ from G by simply adding an edge (p → q) for some q = p ∈ root(G), q ∈ root(G) if |root(G)| = 1, respectively, by removing (p → q) for some q ∈ root(G) and all p = q if |root(G)| > 1. This yields a graph G ′ with the desired property because
. . This means that we can find graphs
We now apply Lemma 2 to go from G ′ 0 to G ′ 1 by adding/removing a single edge at a time, without ever arriving at a graph that is not single-rooted or has the same root as G r . Somewhere during adding/removing a single edge, we transition from a graph Gi to a graph Gi+1, by modifying an edge (p → q), where the valency of C = C r , Gi differs from the valency of C ′ = C r , Gi+1 . Nevertheless, Gi and Gi+1, are applicable to C r because they are single-rooted and have a different root as G r , hence preserve the D-boundedness of the sequence for D > 1. However, C and C ′ cannot have a different valence because C, S(p), . . . ∼p C ′ , S(p), . . . . This is a contradiction and hence not all round r + 1 configurations can be univalent.
Throughout the proof we may assume that n D + 2, as this suffices to construct the communication graphs of Fig. 3 . This shows that even if processes have access to some upper bound N n, in all the cases where N D + 2, there is an execution where consensus remains unsolved forever.
Below we show that if the stability phase becomes strictly longer than D +1 but less than 2D +1, consensus is impossible as well. The reason is that, for x > D + 1, the adversary ♦STABLE(x) allows the system to partition. Furthermore, the information propagation during a stability phase of x rounds, where D + 1 < x 2D, is insufficient for some process to reliably detect that the stability window has occurred. Note that this is no longer the case when x > 2D, where consensus is solvable despite the possible partitioning of the system [20] .
Theorem 3. Solving constant-factor-bounded non-uniform consensus is impossible under message adversary ♦STABLE(x) for D + 1 < x < 2D + 1.
, it suffices to show that consensus is impossible under mes-
For a contradiction, assume that a correct consensus algorithm A exists for MA. We use the (admissible) executions ε1, ε2, ε3 and ε4 of A shown in Fig. 4 (using the notation explained in the caption of the figure), which start from the same initial configuration with input values xa = x a ′ = x b = x b ′ . Inspecting our executions reveals that process b decides xa in ε1, a decides x b in ε4, and ε1 ∼ b ε2 ∼c ε3 ∼a ε4.
By
By ε2 ∼c ε3, c decides on xa also in ε3. Furthermore, by ε3 ∼a ε4, a decides on x b in ε3. This, however, contradicts the correctness of A due to the agreement condition and because xa = x b .
We finish the proof by arguing why the executions are admissible, why b decides xa in ε1, why a decides x b in ε2, and why the claimed indistinguishabilities hold.
ε1, ε2, ε3, ε4 are in DIAM(D), since they adhere to the dynamic diameter D by construction. Executions ε1, ε4 are in ♦STABILITY(2D), because their first 2D rounds are {a, a ′ }-single-rooted and {b, b ′ }-single-rooted, respectively. Executions ε2, ε3 are in the adversary ♦STABILITY(2D), because they have a suffix which is forever {c, c ′ }-single-rooted. Note that in all these executions, for x > 1, if a root component R is common in a subsequence of at least x rounds, then the subsequence is R-single-rooted. Hence, all executions are in
Since ε1 is admissible and A is correct, eventually a will decide in ε1. Since a never received a message from a process p with xp = xa, ε1 is indistinguishable for a from an execution where all processes started with input value xa and hence a will decide xa due to the validity condition of consensus. Consequently, b will also eventually decide xa in ε1. The symmetric argument shows that a eventually decides x b in ε4.
We now show the indistinguishability ε1 ∼ b ε2 (we can employ the symmetric argument to show ε3 ∼a ε4). Recall that by round τ it is guaranteed that b has already decided in ε1. The existence of τ is guaranteed by the admissibility of ε1. Let P (r) denote the processes that have observed a difference between ε1 and ε2. We need to show that P (r ′ ) ∩ CP We conclude the proof by showing ε2 ∼c ε3. Let P ′ (r) denote those processes that have observed a difference between ε2 and ε3 by the end of round r. Hence p observes a difference between the two executions iff there is some process q and there are some rounds r r ′ s.t. q ∈ P ′ (r ′ ) and q ∈ CP 
Solving consensus under ♦STABLE(D + 1)
We now present Algorithm 1, which solves consensus under message adversary ♦STABLE(D + 1). It relies on an underlying graph approximation algorithm used already in [4, 20] , which provides each process with a local estimate of past communication graphs. It is easily implemented on top ε1:
Figure 4: Executions of Theorem 3. We use an upper case letter X to denote the graph
stands for the presence of the two edges (x → p) and (x ′ → p) (resp. (p → x) and (p → x ′ )). The chain is unique wrt. X and Y and its vertex-set is disjoint from that of any other chain, denoted by a "wavy" line in the same graph. For D = 1, X Y is simply an ordinary edge X → Y . A dotted, unidirectional edge x y represents an edge that is in G i iff it is not in G i−1 . A dotted, bidirectional edge x y means that there is a single unidirectional edge between x and y that alternates its direction in every round. We assume that there is an edge from each process (or set of processes) depicted in the graph to every process not depicted in the graph. τ a round by which b has decided in ε1 and a has decided in ε4.
of any full-information protocol 5 and has been omitted for brevity. As stated in Corollaries 1 and 2 below, the local graph estimates allow to faithfully detect the existence of root components with a latency of at most D rounds, with some restrictions.
In our consensus algorithm, processes operate in two alternating phases ("not locked" and "locked"), which are augmented by an additional mechanism to cope with the situation where a process can already decide before the stable period, i.e., the D + 1-single-rooted subsequence, occurs.
Basically, when a process p finds a root component, p locks-on to it, i.e., considers it a potential base for its decision. This is realized by adapting p's own prop p value to the value of the root component (which is the maximum of the proposal values of its members) and setting lockedp ← true. Process p then waits for contradictory evidence for a period of time that is long enough to guarantee that every process in the system has adapted to the value of the root lockedon by p. If p finds contradictory evidence, it backs off, by leaving the locked state through setting lockedp ← false.
In more detail, the first phase ("not locked") ends when process p detects a root component via Algorithm 1 that was present D rounds before the current round. In this case, p enters the locked state by setting lockedp ← true 5 Since we are mainly interested in the solvability aspect of consensus, we consider a full-information protocol where processes forward their entire state in every round. As will become apparent from the correctness proof of Algorithm 1, however, it would in fact suffice to exchange the relevant data structures for the last N (D + 2N ) rounds at most. and prop p to prop ′ , the maximum value known to any process of the root at time r − D, via Algorithms 1 and 1. It furthermore records the current round as ℓ, the so-called lock-round, via Algorithm 1. This is an optimistic mechanism, i.e., the process "hopes" that this root was already the stable root promised by the adversary. In this sense, the process starts collecting evidence, possibly contradicting its hope, that stems from the lock-round itself or a more recent round.
If p finds a root component during the locked phase, i.e, when it is already locked-on to some root component, it proceeds as follows: First, p checks whether it detected a relevant change in the members of the root component since its lock-round and whether the maximum value, known to the processes of the new root at the time, is different from its current proposal value. If both checks succeed, there was enough instability for the process to conclude that the currently locked-on root cannot belong to the stable interval; it hence locks-on to the newly detected root. If the values remained the same, it puts the current round in a queue of candidate lock-rounds in Algorithm 1. Later, if the process finds evidence that contradicts its hope (as detailed below), it will pick the next lock round from the candidate queue via Algorithm 1, and tries to find contradictory evidence from this round on, thereby ensuring that it cannot miss the promised stable root.
When p completed its root detection in the second phase, it waits for contradictory evidence. More precisely, contradictory evidence means that p learns of another process q s.t. q is not locked-on to a root with the same value as p. This is realized via the guard of Algorithm 1. If p finds such evidence, it leaves its locked state and the not-locked phase starts again. A decision occurs when p has received no contradictory evidence for such a long time that every other process has seen that p might be in this situation via Algorithm 1. As we prove below, it is guaranteed that if p passes the guard in Algorithm 1, then every other process has p's decision value as its local proposal value forever after. Hence, all future decisions will be based on this value, which leads the system to a safe configuration.
Algorithm 1: Consensus algorithm, code for process p Let r * q be the last round p heard from q in round r, i.e., q ∈ CP r p (r * q ) and q / ∈ CP r p (r * q + 1). Initialization: 1 prop ← xp /* initially, p proposes own input */ 2 locked ← true /* p starts 'locked-on' */ 3 ℓ ← 1 /* initialize lockround to start round */ 4 queue ← ∅ /* we assume that max(∅) = 0 */ Round r computation: 
Correctness Proof
We prove the correctness of Algorithm 1 under ♦STABLE(D+ 1). Because ♦STABLE(D + 1) ⊂ S-ROOT, for the remainder of this section, it holds that there is exactly one root, denoted by root(G r ), in every G r of any execution. As shown in [20, Lemmas 3 and 4] , the simple graph approximation algorithm running underneath our consensus algorithm allow processes to faithfully detect root components under certain circumstances. We use I(r), resp. I ′ (r), to denote that Ip(r), resp. I ′ p (r), holds for every p ∈ Π. First, we show I(r) for r ∈ [b, c], by proving that for any process p, Ip(r) holds. We distinguish two cases.
(1) If p's lockround ℓ, just before executing Algorithm 1 in round r, satisfies ℓ > r − N , we have that prop 
