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Abstract
Nowadays human motion analysis is one of the most active research topics in
Computer Vision and it is receiving an increasing attention from both the indus-
trial and scientific communities. The growing interest in human motion analysis
is motivated by the increasing number of promising applications, ranging from
surveillance, human–computer interaction, virtual reality to healthcare, sports,
computer games and video conferencing, just to name a few. The aim of this the-
sis is to give an overview of the various tasks involved in visual motion analysis of
the human body and to present the issues and possible solutions related to it.
In this thesis, visual motion analysis is categorized into three major areas re-
lated to the interpretation of human motion: tracking of human motion using
virtual pan-tilt-zoom (vPTZ) camera, recognition of human motions and human
behaviors segmentation.
In the field of human motion tracking, a virtual environment for PTZ cameras
(vPTZ) is presented to overcame the mechanical limitations of PTZ cameras. The
vPTZ is built on equirectangular images acquired by 360° cameras and it allows not
only the development of pedestrian tracking algorithms but also the comparison
of their performances. On the basis of this virtual environment, three novel pedes-
trian tracking algorithms for 360° cameras were developed, two of which adopt a
tracking-by-detection approach while the last adopts a Bayesian approach.
The action recognition problem is addressed by an algorithm that represents
actions in terms of multinomial distributions of frequent sequential patterns of
different length. Frequent sequential patterns are series of data descriptors that
occur many times in the data. The proposed method learns a codebook of fre-
quent sequential patterns by means of an apriori-like algorithm. An action is then
represented with a Bag-of-Frequent-Sequential-Patterns approach. In the last part
iii
of this thesis a methodology to semi-automatically annotate behavioral data given
a small set of manually annotated data is presented. The resulting methodology is
not only effective in the semi-automated annotation task but can also be used in
presence of abnormal behaviors, as demonstrated empirically by testing the system
on data collected from children affected by neuro-developmental disorders.
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Chapter 1
Introduction
When we look at a person our visual system is able to recognize which kind of
posture he is performing, which kind of action he is assuming and even interpreting
his behavior giving abstract meanings to body movements. These types of anal-
ysis are simple and immediate for the human visual system but the development
of Computer Vision system capable of doing it is still a challenging task. The
interpretation of visual data collected by recording people while they are perform-
ing different activities or interactions can involve multiple types of elaborations.
Visual analysis of human motion deals with the study of body movements from
image sequences and is currently one of the most active research topics in Com-
puter Vision due to the wide spectrum of promising applications connected with it,
such as surveillance, human–computer interaction, home automation, healthcare,
sports, computer games, animation, video conferencing, virtual reality and auto-
matic annotation. Visual analysis of human motion usually attempts to detect,
track and identify people, and more generally, interpret human behaviors from
image sequences. Thus, human motion analysis is usually categorized into three
major areas: human tracking [5, 6, 7, 8, 9], activities recognition [10, 11, 12] and
motion analysis of human body parts [13, 14].
Although rigorous studies have been already done in these different areas, there
is still a plethora of difficulties to address in the human motion analysis problem.
Abrupt motion changes, complex and cluttered environments with illumination
changes, noisy data, full or partial occlusions, are just some of the problems that
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are needed to be addressed in human motion analysis. Moreover, a typical issue to
address is the modeling of human body as a non-rigid, deformable and articulated
object capable to acquire a variety of postures over time.
This thesis investigates some of such issues by detailing solutions proposed and
developed during my PhD studies.
Most of the contents of my thesis was presented at international conferences
and published or submitted. In particular, the algorithms presented in 3.2.1, 3.3.1
are published in [15, 16]. The algorithm presented in 3.2.2 is submitted on an
international conference. The algorithm presented in 4.1 is published in [17] and
the one presented in 4.2 is submitted on IEEE Transactions on Cognitive and
Developmental Systems.
All the algorithms discussed and tested in this thesis have been implemented
in C++ and/or Python with the use of the OpenCV library.
1.1 Contributions
The contribution of this thesis is the analysis and interpretation of human motion,
with particular attention to detection, tracking, people identification and interpre-
tation of human behaviors from videos. Methods for pedestrian tracking, action
recognition and for the analysis of human behavior by means of trajectories of
human body parts are presented and detailed in the thesis.
As shown in Fig.1.1 the methods presented in the thesis are not part of a single
pipeline. They analyze each of the research areas mentioned before to show their
limits and to suggest possible solutions.
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Figure 1.1: Human motion analysis is usually categorized into three major ar-
eas: human motion tracking, human activity recognition and human behaviors
segmentation.
1.1.1 Pedestrian Tracking
Pedestrian tracking is the process of locating one or more persons over time by
using a camera. It is commonly associated with the field of video surveillance even
if it has a wide variety of uses and application fields.
Pedestrian tracking is a well-established research field when the environment
and the camera are static but when the camera is active, as in the case of pan, tilt,
zoom (PTZ) cameras, there are many open issues to be solved. Some of these issues
concern: illumination changes, occlusion, pedestrian/object movements, people re-
identification, servomotor control and cluttered background. PTZ tracking results
are difficult to reproduce since the tracking is performed online by modifying the
camera parameters. The difficulty to reproduce the PTZ tracking results pose
considerable limitations to the development of PTZ algorithms. Thanks to the
recent introduction of 360° cameras, we took advantage of the equirectangular
images acquired by this type of camera to simulate a mechanical PTZ camera,
called virtual PTZ camera (vPTZ). In this way our idea of developing virtual
PTZ trough 360° cameras permitted not only the comparison of PTZ tracking
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algorithms under the same environmental conditions, but also the definition of PTZ
tracking evaluation metrics. A virtual environment allows to simulate the same
environmental conditions of a scenario that, otherwise, cannot be obtained. In this
way, PTZ algorithms can be executed under the same environmental conditions
as many times as desired, allowing tracking comparison. A vPTZ camera provides
the same functional properties as a mechanical pan, tilt, zoom setup with the
exception that it does not suffer from the physical limitations of the servo motors
and of the mechanical delay (even if a virtual delay could be also simulated).
Our studies have mainly focused on obtaining a correct prediction of the vPTZ
camera parameters, pan, tilt and zoom, to keep the tracked target at the center
of its field-of-view (fov). When a target moves fast, a camera should respond
quickly and accurately, and when a target moves slowly a camera should track the
target smoothly with a lower speed. To solve the visual tracking problem, many
considerations need to be done: dynamic motion and appearance models are just
two of the many factors to consider during the development of an efficient tracking
system, as well as dealing with targets that move arbitrarily in a scene, exhibiting
non-linear dynamics and non-Gaussian random effects.
Experimental results of our tracking algorithms have shown that the idea of
using vPTZ cameras to perform tracking in 360° video is viable. Our proposed
tracking algorithms allowed to track a target in a 360° video by controlling a virtual
PTZ camera. We presented different strategies to address the problem of tracking
in 360° video.
In a work we modeled the target’s appearance by a fixed-length dynamic mem-
ory that stores a predefined number of target color histograms. The use of the
dynamic memory of the past target detections allowed to exclude false positive
detections and to account for the varying appearance of the target. To decide
how and when updating the dynamic memory, a threshold on the Bhattacharyya
distance was also learned online. Afterwards, in another work we adopted the
pre-trained deep convolutional neural network, Mask R-CNN, to strengthen the
appearance model of a target by means of the binary segmentation mask of the
objects detected by the network.
Furthermore, we developed a framework to track pedestrian in a 360° video
by means of particle filter. In this framework the vPTZ camera was modeled
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as a stochastic variable. The particle filter algorithm was adopted to model the
posterior distribution of the underlying stochastic process by means of a set of
particles each representing a vPTZ camera view. The posterior distribution of
the vPTZ cameras is approximated by a discrete set of particles. Each particle
represents a vPTZ camera with specific values of pan, tilt and zoom. Such cameras
are weighted and used, frame-by-frame, to estimate the vPTZ camera to track
the target. To the best of our knowledge, there is a lack of public datasets for
pedestrian tracking in 360° video with the exception of the dataset presented in [3].
Deep Learning-based approaches are not applicable due to this lack. Our studies
on pedestrian tracking in 360° video allowed us to outperform the state-of-the-art
on the 360° video dataset mentioned above, showing that our strategies are viable
to obtain better results.
1.1.2 Human Behavior Characterization
The second part of the thesis presents methods to analyze humans’ movements,
focusing in particular on human activity recognition and behaviors segmentation,
modeling them in terms of multi-dimensional time-series. These methods usu-
ally take advantage of measurements of multi-modal characteristics [18] such as
gait, body poses, body movements, eye gaze and facial expressions. All these
measurements can be derived from signals acquired by a wide variety of sensors
(microphones, cameras, wearable sensors such as accelerometers or gyroscopes)
and led to represent human behavioral responses in terms of one or more synchro-
nized, multi-modal signals [19]. In this thesis we focused ourself in the analysis of
the data acquired by visual sensors, such as rgb, depth and 360° cameras.
One of the classical approaches adopted to represent human actions is the Bag
Of Visual Words (BoVW) [20, 21, 22, 23, 24]. In the BoVW approach, an action
is represented as a distribution of image/video patches (visual words). The code-
book of visual words is generally computed by clustering algorithms, i.e. k-means
([25, 26, 27, 28]). One of the main limitations of the BoVW approach concerns
the lack of spatial and temporal structure information of the visual words. We
addressed the problem of human action recognition by developing a descriptor,
called Histogram of Patterns for Human Action Representation, in which a modi-
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fied apriori algorithm was used to learn a codebook of frequent sequential patterns
to represent an action in terms of histogram of frequent patterns (HoP). In con-
trast to the classical BoVW approach we describe an action by means of frequent
sequences of visual descriptors, thus focusing more on the body motion dynamics
rather than the actual body poses. Our method shown to have benefits from ig-
noring infrequent patterns both in terms of recall and computational complexity,
since a more compact sequence description can be obtained with a smaller code-
book. However, considering only the most frequent patterns may result in a lost
of details of the action representation and, hence, might have a negative impact
on the performance of the method.
Studies on the identification of transitions from one behavior to another in
multi-dimensional time-series have also been carried out. The characterization of
human behaviors in cognitive sciences provides clues to understand and describe
people personal and interpersonal functioning. By assuming that humans’ be-
haviors are represented through multi-dimensional time-series, the analysis of the
observed measurements can highlight breakpoints and transitions from one behav-
ior to another. Such change-points are a powerful tool to segment the observations
and reveal events, correlations, causalities and synchronous phenomena, but also
to discover abnormal behaviors or delays in the expected behavioral changes.
We considered the problem of jointly recognizing among N different classes of
change-points and detecting the time when such change-points arise. We aimed
at solving this problem without any a priori knowledge of the involved behavior
classes. This problem is difficult because: behavior duration and type may largely
change, there may be intra- and inter-subjects variations in behaviors and, in gen-
eral, the transitions from one behavior to another are not abrupt. The behavioral
signal was analyzed in terms of temporal windows. For each temporal window, a
description of the statistical moments of the signal within the window were con-
sidered. Hence, the descriptor was fed in input to a classifier that returned the
predicted change-point class. Since the annotation of humans’ behaviors can be ex-
tremely expensive in terms of temporal and human resources demanded to expert
annotators, our methodology is capable to semi-automatically annotate behavioral
data given a small training set of manually annotated data. This method has been
tested on a human behavior dataset focused on children movements. This system
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had not the ambition of operating as a fully automated change-point annotation
system, but as a convenient, semi-automated tool for psychologists, psychiatrists,
computer scientists, cognitive scientists and other practitioners working on be-
havior understanding, affective computing, social robotics or, more in general,
human-machine interaction, that need an efficient tool for annotating behavioral
observations fast.
1.2 Thesis Outline
The outline of the thesis is as follows. Chapter 2 presents an overview of the
state-of-the-art in human motion analysis. Human motion analysis is presented as
the macro area to which human motion tracking, human activity recognition and
motion analysis of human body parts belong to.
In Chapter 3, pedestrian tracking for PTZ cameras are discussed. A virtual
environment for PTZ cameras is presented together with three pedestrian tracking
algorithms for 360° cameras.
In Chapter 4, methods to analyze human movements for human activity recog-
nition (HAR) and for human behavior understanding, are discussed. In Chapter 5,
experimental results of the methods introduced in Chapters 3 and 4 are presented.
Finally, in Chapter 6, conclusion remarks and future work are discussed.
Chapter 2
Related Work
In this Chapter the state-of-the-art of human motion analysis, with a special em-
phasis on human motion tracking, human activity recognition and motion analysis
of human body parts is presented. The main purpose is to show what types of anal-
ysis can be performed to study and to analyze human motion. The act of watching
people to understand their actions has many potential applications in many dif-
ferent fields such as video surveillance, action and gesture recognition, behaviour
understanding and human-computer interaction, to name a few. These topics have
provided a large literature [29, 30, 31] and it is presented in the following Sections.
In Sec. 2.1, a general definition to the concept of Human Motion Analysis and
an explanation on how tracking algorithms work are given. In Sec. 2.2 the most
common method in literature for Human Activity Recognition, the Bag Of Visual
Words (BoVW), is illustred. Issues and possible solutions of the BoVW approach
are also discussed. Later in the section, the state-of-the-art of Human Pose Es-
timation and Human Behavior Characterization are also summarized. Finally, in
Sec. 2.3, a brief description of PTZ and 360° cameras is given.
2.1 Human Motion Analysis
There is a large body of literature on human motion analysis, covering a wide
range of different scientific disciplines, from natural sciences to humanities.
Human motion analysis started in Computer Vision in the early 1970s when
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Neurobiology and Computational Neuroscience were motivated to acquire a deeper
understanding of visual processes in humans and non-human primates [32, 33, 34,
35, 36]. This understanding led to important achievements in the computational
perception theories and today its application can be found in different areas, such
as surveillance, automatic video indexing, human computer interfaces, film indus-
try, automotive, health care, etc.
Human motion analysis is a broad concept and it consists in analyzing the
motion of any part of human body. An important aspect to clarify is that in
human motion analysis the interest is only in the configuration of the body parts
over time and not in the interpretation of their movements. The interpretation
of the movement generally concerns the pose and the action recognition process,
which are considered as other research topics [37].
In its simplest form, human motion analysis can be seen as the process of
detecting motion in an image sequence, by finding the points where something is
moving [32] or, as something more complex, like the process of tracking a specific
object in an image sequence over time by grouping points that belong to the same
object that is moving in the scene.
Pedestrian tracking, for example, does not concern with locating of individual
body parts, but in general the entire body is considered as a whole and is tracked
as a single object. This activity is specifically defined as human tracking [37].
2.1.1 Tracking of Human Motion
If we look at an arbitrary moving object, we notice that it suddenly changes its
motion pattern or appearance features like shape or color. Moreover, it is common
that in the environment there are different moving entities or objects that interact
with each other. Keeping track of an object in a scenario like this would, in most
cases, be a challenging task even for the human eye. The process of observing
humans is a spatio-temporal phenomenon that inevitably involves in complex and
cluttered environments, background motion, occlusions and, in many cases, also
camera motion and viewpoint changes.
Since the first studies on the human visual system, many mathematical models
have been developed in the field of human motion analysis to overcome all the
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aforementioned challenges. Just to outline an historical excursus, human motion
tracking started with the optical flow and motion field methods [38, 39, 40], to
recover the motion image at each pixel from the spatio-temporal image brightness
variations. Since that time, many fully automatic and robust systems have been
developed but human motion analysis still remained an active and a challenging
topic of research [8].
Tracking is the technique used to generate the trajectory of an object over time
by finding its position in every single frame of a video [41]. The goal of tracking is
to segment a region of interest from a video and keep track of its motion, position
and occlusion over time. In other words, a tracker assigns consistent labels to the
tracked objects through video frames.
Typically, the first step in every tracking method is known as target initial-
ization and it is the process of providing the initial target position in the first
frame of a video sequence. In this step, a tracker identifies a region of interest to
estimate its position in all future frames. The target initialization can be done by
identifying the objects that are moving in the scene by means of some algorithms
such as optical flow, background subtraction or frame differencing [42, 9, 43] or by
means of detectors. A detector is an algorithm that deals with searching a specific
object or class in a scene [44]. The use of a detector algorithm is always desirable
but in real application it cannot be applied without the adoption of additional
strategies, due to the fact that video objects usually suffer from significant varia-
tions in color, shape and texture over time. To allow the tracker to work properly
after the initialization step, additional elements such as appearance model, motion
model and a matching and state update algorithm are needed [6].
2.1.2 Visual Features for Human Tracking
Selecting appropriate features to correctly describe and identify the appearance of a
target is a relevant process to deal with in the tracking activity. To pursue an object
of interest through a long sequence of frames the target needs to be represented
in a way that makes it distinguishable from the other elements present in the
scene. Properties regarding the appearance and the shape of an object are usually
used as a basis for its representation. Appearance or shape representations can
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be used alone or in combination. Based on the object visual features, the tracker
should be able to reliably detect the target and guarantee a stable tracking over
time [45]. For this reason, the most desirable property of a visual feature is its
uniqueness, which enables the target to be easily distinguished in the so called
feature space [46].
In literature, appearance based techniques are commonly divided into two cat-
egories: image features and feature models. The image features category groups
together the image processing methods to extract features of the target. In this
category the objects are usually identified by their shapes and the common ways
to use this representation includes the extraction of points, edges, blobs, geometric
shapes, silhouettes, active contours, articulated shape models, and skeletal mod-
els [6].
In [47] authors adopted a point-based tracking algorithm to model the motion
of the target centroid in order to follow it over time. In [48], a set of low-level
features like interest points, edges, homogeneous and textured regions were used
to characterize a target and to allow robust tracking.
When simple rigid objects need to be tracked, primitive geometric shapes are
usually adopted. In this case, objects are represented by rectangles or ellipses [49]
and their motion is modeled by translation or by affine or projective transforma-
tions. Tracking algorithms based on blobs is another important group of algorithms
and they were widely used in tracking applications due to their simplicity and low
computational cost. Background differencing is the technique used to segment an
image and estimate the blob to track.
In [50], authors proposed a technique that focused on estimating blob contours
and filling their interior with a label that depends on neighboring pixel areas.
Xu and Ahuja [51] proposed a contour based object tracking algorithm to track
object contours in video sequences. They segmented the active contour by using
the graph-cut image segmentation method. The resulting contour of the previous
frame is taken as initialization in each frame. New object contour is found out
with the help of intensity information of current frame and differences of current
and previous frame [52].
The second category of appearance based techniques, the feature models, groups
and models the visual features extracted by the image features techniques. Com-
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mon appearance representations within this category are Probability densities of
object appearance, Templates, Active appearance models and Multi-view appearance
models.
The probability density of the target appearance [53, 54, 55] is computed in the
image region in which there is the object to track. The model can be parametric,
such as Gaussian [56] or a mixture of Gaussian [57], or non parametric such as
Parzen windows [58] and histograms [49].
Templates based appearance representations are generally focus on simple geo-
metric shapes or silhouettes [59] and have the advantages to carry both spatial and
appearance information. The limit of this technique is that it is only suitable for
tracking objects whose poses do not vary considerably between frames, due to the
fact that templates encode the object appearance generated from a single view.
Active appearance models are similar to contour-based representations and are
generated by simultaneously modeling the object shape by a set of landmarks.
For each landmark, an appearance vector is stored which is in the form of color,
texture, or gradient magnitude [60]. These type of models require a training phase
where both shape and appearance are learned from a set of samples (e.g by means
of principal component analysis).
Multi-view appearance models are used to encode different views of an object
to allow the tracker recognizing the target even if it has suffered deformations or
changes in color and texture. One way to represent different object views is to
generate a subspace from given views, for instance by using PCA and Independent
Component Analysis (ICA) [61, 62]. Another approach is to learn different views
of an object by using statistical approaches able to learn visual representation
from annotated exemplars. Machine learning algorithms such as support vector
machines (SVM) classifiers [63] and Bayesian networks [64] can be used to the
purpose. Recently, convolutional neural networks (ConvNets) [65] are used to
compute pairwise affinity measure which determines whether two detections depict
the same target or not. A clear example is given by Siamese networks [66]. In [67],
authors introduced GOTURN, the first neural network tracker that learns to track
generic objects at 100 fps.
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2.1.3 Motion Model for Human Tracking
One of the key components of a good tracker is its ability to model the motion or
the dynamic behavior of the target.
Usually, tracking applications have to run in real-time and the area where
information is taken has to be limited in the next frame. The goal of using motion
models consist in the prediction of the potential target position in the future frames
and in the reduction of the searching area.
The motion model can be characterized by hand tuned parameters or can be
learned from training sequences [68]. In literature, two main classes of motion
models are mentioned: linear and non-linear. The linear motion models assume a
constant velocity (CV) or a constant acceleration (CA). Their major advantage is
the linearity of the state transition equation which allows an optimal propagation
of the state probability distribution (e.g smoothness of velocity is modeled by
enforcing the velocity values of an object in successive frames to change smoothly).
Some of the earlier motion model-based methods tried to understand the mo-
tion pattern of the target and to predict it. However, the problem with such
approaches is that they can’t correctly predict the abrupt motion and direction
changes of the target. Examples of such techniques are Kanade-Lucas-Tomashi
(KLT) feature tracker [69, 70], mean shift tracking [71, 72] and Kalman filter [73].
The state-of-the-art of visual object tracking was based for a long time on
Gaussian state-space models among which the best known approach is the Kalman
filter [73]. This filter was developed under very restrictive hypotheses such as the
assumption that the state vector probability density function and system noise are
Gaussian.
Real application trackers are usually involved in the modeling of non-linear
Gaussian systems. The linear motion models soon proved to be inefficient to the
non-static scenes in which non-linearity and multi-modality are significant [74, 75].
Non-linear motion models are expensive to compute and generally not adequate
for real-time requirements. An example could be seen in the work [76], where a
non-linear motion model was employed to track people who are free to move within
a scenario. To adapt the Kalman filter to non-linearity and to non-Gaussian
measurement noise, the Extended or Unscented Kalman Filters were proposed
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[77, 78, 79]. Extended Kalman Filter makes the non-linear function of a dynamic
system into a linear function by the use of Taylor Series. It obtains the linear
approximation of a non-linear system [77].
Another important family of methods able to handle non-linear motion models
is the one regarding Monte Carlo methods. Models based on Monte Carlo sampling
became popular in tracking after the introduction of the particle filter method,
also known as Sequential Monte Carlo, [74, 80, 81, 82]. Sequential Monte Carlo
techniques for filtering time-series [83] and in particular those applied in the visual
tracking field, such as [68] have quickly became famous for their ability to manage
the non-linear and non-Gaussian systems in a natural way; by providing more
robustness than the one offered by the Kalman filter. Sequential Monte Carlo
methods combine the Monte Carlo technique with the Bayesian inference. The
method implements a recursive Bayesian filter by Monte Carlo sampling. This
idea was formally developed by Gordon et al. in [84], and it gave birth to many
Particle Filter variants.
For its intrinsic capability to adapt to changes and to track multiple hypotheses,
the particle filter algorithm was soon used for the visual tracking problem by Isard
and Blake in [68, 85]. These works have shown that the particle filter framework
provides a robust tracking framework which led the visual tracking problem to be
reviewed as an inference problem under the Bayesian framework. In this approach,
given the state-space and observation models, the posterior probability density of
the target state is recursively estimated by the use of the prior probability and
the available observations [86, 87, 88]. The framework estimates probabilities
of predicted states based on the observed data, by sampling from a well-known
probability density function.
The traditional approaches mentioned above, have typically imposed expert
knowledge about the motion of the targets in their systems. Nowadays deep learn-
ing approaches have shown good performance in the learning of human motion
models. Milan et al. [89] proposed a RNN-based network to learn complex motion
models under the framework of the Bayesian filter. The temporal dynamics of
the targets learned by the RNN are utilized to perform the state prediction and
update as well as for the track management. In [90], a LSTM network is used to
model and predict similar motion patterns by considering the past movements of
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an object and predicting its future trajectory. In [91], the authors proposed two
architectures: LSTM-3LR (3 layers of Long Short-Term Memory cells) and ERD
(Encoder-Recurrent-Decoder) both based on the concatenation of LSTM units.
The authors noted that during inference, the network is prone to accumulate er-
rors, and quickly produces unrealistic human motion. To overcome this problem
they proposed to gradually add noise to the input during training, to force the
network to be more robust to prediction errors. This solution made the network
able to generate plausible motion for longer time horizons, especially on cyclic
walking sequences.
2.1.4 Tracking Approaches
There is an extensive literature on tracking techniques as presented in [6] and [92].
A detailed review on the different types of tracking techniques goes far beyond
the scope of this thesis, but to just give a brief overview it can be said that many
different tracking paradigms exists and that tracking approaches rely mainly on
a specific paradigm on the basis of their particular application. Furthermore,
according to the number of tracking targets, tracking techniques can be divided
into two main categories: single-object tracking (SOT) and multi-target tracking
(MTT).
The difference between the the SOT and MTT techniques lies in the use of
their state-space modeling. The SOT techniques deals with the modeling of the
state of only one target, and all detections of other targets are assumed to be
outliers. Instead, in MTT techniques there is the necessity to simultaneously take
into account more than one target in the association process [93].
Single-Object Tracking (SOT)
A concise summary of techniques for SOT is now provided. The most common
tracking approach based on the SOT paradigm concerns to adapt the appearance
model of the target through time. Such method has the potential to allow following
the target through frames at the risk of adapting its appearance to other distracting
objects or to the background. Representative methods of this tracking technique
are tracking of local image features [94] and model-based approaches [95]. The
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color histogram of the object region [71] can also be used to keep track of the
appearance properties of the object.
In [96] an appearance-based method for person re-identification condenses a
set of frames of the same individual into a highly informative signature, called
Histogram Plus Epitome (HPE). HPE is based on a collection of global and local
features. The descriptor embeds information from multiple images per person,
showing that the presence of several occurrences of an individual is very informative
for re-identification.
Model based tracking approaches rely on the availability of a pre-trained or
an online trained detector of the selected target. These models are usually con-
structed off-line with manual measurement, with Computer Vision techniques or
online by means of machine learning techniques. Typical representatives of this
approaches are the tracking-by-detection methods such as [97, 98], or classical
template matching tracking [99, 100].
In [101], a template update method for visual tracking was developed. It em-
ploys an active appearance model to account for image variation. In this method,
instead of using a fixed template, the object appearance is modeled by a linear
combination of appearance images. In this way, the tracking problem is formulated
as a gradient descent search of the linear template combination that minimize the
difference between the target object and the current appearance model.
Multi-Target Tracking (MTT)
MTT can be considered as the natural extension of the SOT paradigm to multiple
targets. Although both of them share similarities, such as the suffering for occlu-
sions, illumination variations, identity switches, camera distortions, rotations and
scale changes due to the motion of the objects and of the camera, the MTT is a
more complicated and challenging problem.
MTT is useful in many real applications such as autonomous driving, where the
knowing of the surrounding objects can help to predict their behavior [102, 103].
In the SOT problem the interest is to design sophisticated appearance mod-
els and/or motion models to deal with challenging factors such as scale changes,
illumination variations, occlusions etc. In the MTT problem, instead, there are
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two additionally tasks to be addressed: the first is to determinate the number of
the objects in the scene, which typically varies over time, and the second is the
maintenance of their identities. An additional problem is also to decide when to
start new tracks (while exchanging false positives) and when to terminate tracks
(while accounting for false negatives or occlusions of the objects). New tracks
could be started from unassigned pedestrian detections and could be stopped if
were tracked for a short time. This usually happens when a false detection shows
up for a few frames and a track was initiated for it. The problem of the mainte-
nance of the object identities is better known as data association problem. Since
different targets move in different directions by changing their speed and their
appearance over time, the development of reliable likelihood ratios are needful to
address the data association problem. The data association problem is closely re-
lated to the re-identification (Re-ID) problem. To address the Re-ID problem, the
existing approaches are focused on the extraction or the learning of discriminative
features of the target. Usually a pair of images is given to a learner to decide
whether two images come from the same person or not. Discriminative models
like SVM and boosting are widely used for feature learning.
In [104], body part maps for person re-identification were introduced to solve
the multi-people tracking problem. The authors used part maps to augment ap-
pearances as another feature, rather than to generate part-aligned representations.
Markov chain Monte Carlo data association (MCMCDA) was introduced for
solving data association problems arising in multi-target tracking in a cluttered
environment. The MCMCDA approximates the optimal Bayesian filter and oper-
ates with no or incomplete classification information, making it suitable for sensor
networks. In [105], authors developed a real-time multi-target tracking that tracks
an unknown number of targets by solving data association problems in a cluttered
environment. In [106], authors presented a data driven MCMC method to esti-
mate target trajectories using a batch of observations. They proposed a framework
for tracking multiple targets where the input is a set of candidate regions in each
frame, as obtained from a state-of-the-art background segmentation module, and
the goal is to recover trajectories of targets over time.
Another application of the MTT paradigm concerns camera networks. MTT
methods can be applied in a multi cameras setup but with additional issues to
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address, such as the searching of a stable matching between targets of two or more
camera views. However, this topic is beyond the scope of this thesis.
Tracking-by-detection approach
Tracking-by-detection (tbd) has been employed in various domains [107, 108, 109,
110] and it is one of the most common used approach both for MOT and SOT [111,
112, 113]. It is widely built upon an object detector, which provides detection
hypotheses to drive the tracking procedure.
In tracking-by-detection, the general idea is to first locate in each frame all
objects by using an object detector and then associate detected objects to targets
using features such as location in 2D frames and appearance. Tbd can be used to
track generic objects by choosing appropriate detection techniques, such as [114,
115, 5] or to track pedestrians by means of numerous pedestrian detectors [55,
116, 117]. Many works also follow the conventional approach that includes the
extraction of hand-crafted features [6, 7] but they are usually unable to adapt to the
complex, highly non-linear and time-varying variations of the target appearance.
The work in [71] proposes a real-time color-based tracker for non-rigid objects in
which mean-shift computes the most probable target position in the current frame.
In [111], an ensemble of weak classifiers is trained online to distinguish between
target vs. background. AdaBoost is then used to train a strong classifier by an
ensemble of weak classifiers. Appearance models are widely used in tracking [118],
and the challenge is making them invariant to changes of shape and lighting.
In [119], the authors adopt a three-dimensional background-weighted histogram in
the Hue, Saturation, Value (HSV) color space as appearance model. Hence, the
mean-shift algorithm is used to search the target in the next frame. According to
a simple mechanism, they modify the pan and tilt parameters to keep the target
always at the center of a PTZ camera view. In [120], an adaptive background
technique is used to detect moving objects; tracking is performed by histogram
intersection of the color distributions of the detected foreground objects.
In the last years, tracking-by-detection methods benefited of remarkable achieve-
ments achieved by deep learning in the object detection field. In fact, newer ap-
proaches like ConvNets allowed to learn features directly from image data.
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R-CNNs is a particularly successful family of methods [121, 122, 115] based
on a two-stage approach in which the first stage proposes a sparse set of region
proposals (RoIs), and the second stage performs object classification and bounding
box regression.
Since the work of [122], the region based paradigm of the R-CNNs was adopted
by many others works [123, 121, 115, 124] becoming the state-of-the-art in object
detection. Region-wise features can be rapidly extracted from shared feature maps
by a RoI pooling layer [124, 123]. The Faster R-CNN of [115] achieved further
speeds-up by introducing a Region Proposal Network (RPN).
Alongside the two-stage networks, the one-stage network architectures have
also become popular mostly due to their computational efficiency [125]. One-stage
networks are usually extremely fast but their accuracy values are typically below
that of two-stage networks. Recently, some multi-stage networks have also been
designed and proposed. In [126] the iterative bounding box regression procedure
is introduced, where a R-CNN is applied iteratively, to produce better bounding
boxes.
Mask R-CNN [127] is built upon the Faster R-CNN [115] with two major con-
tributions: replacing the ROI Pooling module with a more accurate ROI Align
module, and inserting an additional branch out of the ROI Align module. Fur-
thermore, Mask R-CNN is able to provide the segmentation of its detection, by
adding a branch to generate masks to the existing architecture of the Faster R-
CNN. The mask branch is a convolutional network that takes the positive regions
selected by the ROI classifier and generates masks of size 28× 28 for each region.
Recent works have also shown impressive performance in tracking by the adop-
tion of Siamese networks. In [66], authors proposed to model the similarity be-
tween pairs of detections by CNNs. They introduced a two-stage learning scheme
to match pairs of detections. First, a Siamese convolutional neural network is
trained to learn descriptors encoding local spatio-temporal structures between the
two input image patches, by aggregating pixel values and optical flow information.
Second, a set of contextual features derived from the position and size of the com-
pared input patches are combined with the CNN output by means of a gradient
boosting classifier to generate the final matching probability.
In [128] a Fully-Convolutional Siamese Network (SiamFC) matches the candi-
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date samples with the target template without the need of an online updating.
Siamese network are supposed to learn a general matching function to tolerate the
object online changes, while preserving the real-time response ability.
2.2 Human Motion Analysis for Activity Recog-
nition
Human Activity Recognition (HAR) is a challenging task of classifying human
movements that gained its popularity in the field of video analysis technology
due to the increasing number of surveillance cameras and the growing demand in
many multimedia applications. The automatic detection of abnormal activities
to recognize dangerous behaviors (such as violent reactions, fighting, etc.) or to
improve human computer interaction (HCI), as well as to help the rehabilitation
of patients by healthcare systems, are just some of the many potential applica-
tions of HAR. Numerous research efforts are reported for the creation of various
applications based on human activity recognition such as human gestures [129],
human interaction [130], pedestrian traffic [131] and eldercare or healthcare appli-
cations [132, 133].
Regardless the field of application, the goal of human activity recognition in
Computer Vision is the automatic analysis of ongoing activities from unknown
videos [134] or sensors [135].
A popular review by Aggarwal and Ryoo [136] introduced a taxonomy where
actions were defined as single person activities that may be composed of multiple
gestures temporally organized, such as walking, running, and punching. In this
sense the terms action and activity are interchangeable. Every human action is
done for some purpose, and the ability to recognize complex human activities from
videos enables the construction of several important applications in the Computer
Vision field. A remarkable example is the Microsoft Kinect [137] that allows the
user to interact with games by the use of gestures without any controller device.
Human actions could appear with different motion speed, appearance and pose
variations. A successful action representation method should be efficient to com-
pute, effective to characterize actions and should maximize the discrepancy be-
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tween actions to minimize the classification error. Large appearance and pose
variations in action categories make HAR a challenging task [136].
There are various types of human activities and these can conceptually catego-
rize human activities into four different levels: gestures, actions, interactions and
group activities [134].
Gestures are elementary movements of human body parts, and are the atomic
components describing the meaningful motion of a person. Actions are single
person activities and may be composed of multiple gestures organized temporally.
Interactions are human activities involving two or more persons and/or objects.
Group activities are activities performed by groups of persons and/or objects.
In literature, different methods exist to address the HAR problem. These
methods are divided into two main categories: methods using hand-crafted motion
features and methods using learning-based methods [10].
2.2.1 Hand-Crafted Motion Features for Activity Recog-
nition
Traditional approaches for HAR are based on hand-crafted action representations.
There are several ways to extract visual features (static image features and tem-
poral visual features) and to use them to perform the recognition task.
The goal of this type of approaches is to convert an action video into a fea-
ture vector, to extract representative and discriminative information of human
motion and to minimize the variations to improve the recognition performance.
A classification step is then performed by training a generic classifier, such as a
Support Vector Machine (SVM) [138, 139]. Hand-crafted action representation
methods use features defined by experts unlike deep learning methods, which can
automatically learn features from data. To capture motion information of human
actions, appropriate features are constructed along both the spatial and temporal
dimensions of videos. A video consists of 2D spatial (XY ) images placed in a
temporal (T ) sequence, or equivalently, of a set of pixels in 3D XY T space. In
other words, a video can be represented as a Spatio-Temporal Volume (STV) in
which all information necessary to address the HAR task is present. 3D video
volumes encode both spatial information of human pose over times, and dynamic
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information of human body. In this last structure, the concept of an individual
frame and its features is replaced by an analogical voxel where densities and other
characteristics are encapsulated in the volume space [140].
The most intuitive STV approach would use the entire 3D volume as feature
or template and match unknown action videos to existing ones to obtain the ac-
tion classification. However, this method is affected by noise and unnecessary
background information.
In [1], authors, instead of concatenating entire images along time, authors stack
foreground regions of a person (i.e. silhouettes). They presented two descriptors,
the Motion Energy Image (MEI) and the Motion History Image (MHI) to encode
the dynamic human motion into a single image by capturing the motion and the
shape of the actions. The MEI method shows where the motion is occurring,
while the MHI method shows both where and how the motion is occurring. The
resulting image can then be used as a template that could be matched to stored
models of known actions. An example of MEI and MHI can be seen in the Fig. 2.1.
These descriptors depend on background subtraction and cannot tolerate moving
cameras or dynamic backgrounds.
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Figure 2.1: The comparison of MEI and MHI descriptors. The image is taken
from [1].
An approach to compare volumes in terms of their patches has been proposed
by [141]. The authors considered the spatial dimension by correlating space–time
patches over different locations in space and time. To avoid the computation of
optical flow, a rank-based constraint was directly used on the intensity information
of the cuboids. In [142] a self-similarity descriptor that correlates local patches
was proposed. The descriptor is invariant to color and texture and can deal with
small spatial variations. A query template is described by an ensemble of all de-
scriptors. Some researchers have also explored unsupervised methods for motion
analysis. The authors of [143] applied a hierarchical dynamic Bayesian network
model to unsupervised face expression recognition. The approach relied on pre-
viously tracked and segmented faces whose motion was described by the use of
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optical flow.
Hand-crafted approaches are complex to build and hard to modify. For this
reason they cannot be easily adapted to new or complex data. This problem
was overcome due to the rapid growth of deep learning methods for image analysis
techniques. In the next section are shown various learning-based approaches, some
of which still make use of hand-crafted features.
2.2.2 Learning-based Motion Features for Activity Recog-
nition
The performance of human action recognition methods depends on the appropri-
ate and efficient representation of data. Unlike hand-crafted action features, deep
learning methods perform well with regard to automatic feature learning from
images [10]. However, some of the learning-based approaches for action repre-
sentation are not based on deep learning techniques. This category includes the
dictionary learning based methods.
Non-Deep Learning-based Approaches
The most common approach to represent visual content in images or in videos
is based on the learning of a dictionary or a visual codebook. Dictionary learn-
ing is a type of representation which is generally based on the sparse representa-
tion of input data. In dictionary-based representation approaches, the signal is
represented as a linear combination of elements of a dictionary [144]. In Bag-of-
Visual-Words (BoVW) approaches [24], introduced first for visual categorization
in [20], visual content of images/videos is represented in terms of distributions of
elements (codewords) belonging to a codebook. The BoVW pipeline is shown in
Fig. 2.2. Whilst [20] adopts a Bayesian hierarchical model to learn such kind of
distributions, in practice the most commonly used pipeline requires the following
steps [24]: local feature extraction, learning of a codebook by means of clustering
techniques (e.g., k-means), vector quantization (for discretization of the analyzed
signal in terms of codewords), codewords-based histogram computation.
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Figure 2.2: The BoVW pipeline to create a visual vocabulary, or bag of features, by
extracting feature descriptors from representative images of each category. Image
taken from mathworks.com
Such kind of paradigm has been adopted for action representation in several
former works [21, 22, 145, 28, 27, 23, 25, 26] In particular, in [145], sequences are
represented as a distribution of local temporal texture descriptors estimated at
different time scales. A codebook of multi-scale local representations is learned
via k-means, and classification is performed via SVM. In [146], a codebook of
temporal windows is learned via spectral clustering of data subsequences. Similarly
to [145, 146], in Ch.4 a work in which an action is represented as a distribution
of temporal windows of different lengths is shown. In this work a data mining
technique is adopted to learn a codebook rather than a clustering technique.
In the context of 3D Action Representation from skeletal data [11], the work
in [147] represented actions in terms of co-occurring spatial and/or temporal con-
figurations (poses) of specific body parts. A bag-of-words approach is adopted to
represent an action where the codebook comprises co-occurring body-parts and
is learned by contrast mining technique. In this sense, the codebook represents
emerging patterns, that is patterns whose supports change significantly from one
class to another. The work in [148] applied the apriori algorithm to find discrim-
inative actionlet. An actionlet is defined as a subset of joints in the skeleton,
and an action is represented by a linear combination of actionlets whose weights
are learned via a multiple kernel learning approach. The work in [149] is fo-
cused on detecting reduplications in a video of American Sign Language (ASL).
The method detects frequent sequential patterns of increasing length by combin-
ing smaller frequent sequential patterns, and relies on approximate matching of
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the discovered sequential patterns with data. In counting frequencies of patterns,
a waiting mechanism is used to account for poor matching arising in presence of
small misalignments between patterns and data sequence. In this sense, [149] finds
gapped sequential patterns.
Another line of work considers the temporal evolution of body poses or of the
appearance model, by using sequential state models such as hidden Markov models
(HMMs) [132, 150] and conditional random fields (CRFs) [151].
The work in [132] addressed the problem of learning and recognizing human
activities of daily living (ADL) in a room, and introduced the switching hidden
semi-markov model (S-HSMM). S-HSMM is a two-layered extension of the hidden
semi-Markov model (HSMM) for the recognition of human activities. The activities
are modeled in the S-HSMM in two ways: the bottom layer represents atomic
activities and their duration using HSMMs; the top layer represents a sequence of
high-level activities where each high-level activity is made of a sequence of atomic
activities.
In [151], authors relaxed the HMM assumption of conditional independence of
observations given the actions and proposed to use a conditional random fields
(CRF) where the state dependency is first-order. CRFs are discriminative Markov
models which can use non-independent features and observations over time (con-
trary to the HMM assumption).
The authors of [150] proposed a max-margin method for modeling the tempo-
ral structure of the actions in a video. They use a HMM model to capture the
transitions of the appearance and of the duration of actions.
In [152], authors detected space-time interest points (STIPs) with the Harris-
3D detector [153], and assigned labels of −1 or 1 indicating if it belongs to the
class of the interest action by using a Bayesian classifier. The feature vectors of
interest point descriptors and labels are then provided to a PCA-SVM classifier to
recognize the action type.
Deep Learning-based Approaches
Deep learning has the ability to process images or videos in their raw forms and
automate the process of feature extraction, representation, and classification. Deep
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learning models can learn a hierarchy of features by building high-level features
from low-level ones [154, 155, 156, 157].
Methods such as Convolutional Neural Networks [158] and Recurrent Neu-
ral Networks (RNN) [159] have shown excellent performances in many applica-
tion fields [160, 161] and even outperform state-of-the-art results by automatically
learning features from images, video or raw sensor data.
One of the first hybrid works using CNNs or HAR was presented by Zeng
in [162] where a CNN model is used with accelerometer data. Each axis of the
accelerometer data is fed into separate convolutional layers, pooling layers and
then concatenated before being fed into hidden fully connected layers. This work
provided a good template for how a CNN may be applied for the HAR problem,
or for time-series classification in general.
ConvNets were initially conceived to recognize objects from still images [158]
but had some limitations in modeling temporal information. Videos always contain
two main sources of information: appearance and motion. Therefore, a spatial
and a temporal stream had to be considered in neural networks to capture the
appearance and the motion of an action.
This problem was investigated in [163] in which authors proposed a two-stream
ConvNet architecture equipped with a spatial and a temporal network to cap-
ture the complementary information on appearance from still frames and motion
between frames. This novel two-stream ConvNet architecture achieved superior
results to one of the best hand-crafted based action recognition method [12].
Even 3D ConvNets [164] were designed to overcome the limits of handling
2D inputs. In this work, the authors extracted features from both the spatial
and the temporal dimensions by performing 3D convolutions, thereby capturing
motion information encoded in multiple adjacent frames. The downside of this
type of networks is that they are not suitable for real-time applications due to
their computational complexity.
In the work of [165] it was proposed another 3D ConvNet for human action
recognition which was evaluated on four publicly available datasets, confirming
not only that 3D ConvNets are more suited for spatio-temporal features than 2D
ConvNets but also that ConvNets architecture with small 3×3×3 kernels are the
best choice for spatio-temporal features.
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Traditional methods modeled the spatial structure and temporal dynamics
of human skeleton with hand-crafted features and recognized human actions by
means of well-designed classifiers. Instead, in [166] the authors proposed a RNN
for skeleton-based recognition. The human skeleton was divided into five parts
according to human physical structure and then separately fed into five subnets.
The representations extracted by the subnets are then hierarchically fused to be
the inputs of higher layers and the final representation was fed into the output
layer.
Some studies combined hand-crafted features into ConvNet models to improve
the performance of the action recognition task. An example of data fusion method
for the action recognition task was proposed in [167] where the feature fusion of
two networks is accomplished through element-wise multiplication with bias. Data
fusion allows to a network to learn a combined representation of multiple input
streams.
Another important challenge to consider in the HAR is the view variance of the
human action. The same action viewed from different angles looks quite different.
To address this problem the authors of [168] proposed a human pose representation
model that transfers human poses acquired from different unknown views to a view-
invariant high-dimension space. The model is a deep ConvNet able to generate
training data by fitting synthetic 3D human model to real motion and by rendering
human poses from numerous viewpoints.
The confusion between different activities that express similar poses (e.g., run-
ning and walking) are common issues to asses in the HAR task. One action cat-
egory may contain multiple different styles of the same human movements. The
solution of this problem is to increase the inter-class variations between the various
actions. Accurate and distinctive features need to be designed and extracted from
activity videos to deal with these problems.
Long Short Term Memory (LSTM) network [169] has the property of being
invariant to pattern shifts in the time domain [170] and is considered a natural
model for time-series.
In [171], authors proposed an end-to-end fully connected deep LSTM net-
work for skeleton based action recognition inspired by the observation that the
co-occurrences of the joints intrinsically characterize human actions. Taking the
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skeleton as the input at each time slot and introducing a novel regularization
scheme, co-occurrence features of skeleton joints are learned in this way.
In [172] a gesture recognition system employed a shallow bidirectional LSTM
to a problem of 14-class gesture classification with only one forward hidden layer
and one backward hidden layer to explore long-range temporal dependencies.
The authors of [173] inspired by the graphical structure of the human skeleton
proposed a spatio-temporal LSTM model for 3D human action recognition, which
extends RNNs to spatio-temporal domains to analyze the hidden sources of action-
related information.
2.2.3 Human Pose Estimation
In Computer Vision, humans are typically considered as articulated objects con-
sisting of rigidly moving parts connected to each other at certain articulation points
known as human joints, keypoints, elbows and wrists. Human Pose Estimation
(HPE) is defined as the problem of locating these human joints and inferring 2D or
3D human body part positions from still images or videos. HPE methods aim to
capture human poses to construct a human skeleton on the basis of the captured
body joints. In these terms, a human pose skeleton represents a set of coordinates
that can be connected to describe the pose of the person in a graphical format.
Skeleton poses do not suffer the problem of the action intra-classes variances in
the same way of the classical appearance-based approaches [174].
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Figure 2.3: On the left, 3D skeleton joints tracked by the Microsoft Kinect (v1) are
shown. On the right, the graphical representation of the 20 joints that composes
the skeleton model used by Kinect is presented. Images are taken from [2].
A sample human skeleton is shown in Fig. 2.3.
In literature, there is a wide variety of works that efficiently estimate human
body poses by means of the extraction of human skeletons [175, 140, 176].
Action recognition and human pose estimation are closely related but both
problems were generally handled as distinct tasks. In [177], authors demonstrated
the superiority of the use of features based on pose estimation in the context
of an action recognition scenario. They evaluate an action recognition task in
a home monitoring scenario by using the same classifier and same dataset but
different features. They compared appearance based features, pose based features
and a combined approach of the previous two for action recognition purposes.
Visual features were colour, dense optical flow and spatio-temporal gradients. Pose
based features were qualitative geometric features [178]. Their results showed
that the optimum approach was the one based on pose features that significantly
outperformed the appearance-based approach and was even slightly better than
the combined approach.
In [179], authors detected key-frame poses in walking sequences and initialize
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a local appearance model to detect body parts at intermediate frames.
Nowadays, approaches for human pose estimation are usually divided into
hand-crafted and deep learning methods.
The performance of the state-of-the-art of the classical human pose estimation
methods was improved by the use of the deep learning approaches.
OpenPose [180] is one of the most popular methods for multi-person human
pose estimation. The network first detects keypoints belonging to every person in
the image, followed by assigning parts to distinct individuals. The architecture of
the OpenPose network is showed in Fig. 2.4.
Figure 2.4: Flowchart of the OpenPose architecture.
The network extracts features from an image by using the first few layers of a
VGG-19. The features are, then, fed into two parallel branches of convolutional
layers. The first branch predicts a set of 18 confidence maps, with each map
representing a particular part of the human pose skeleton. The second branch
predicts a set of 38 Part Affinity Fields (PAFs) which represents the degree of
association between parts. Successive stages are used to refine the predictions
made by each branch.
DeepCut [181] is another method for multi-person human pose estimation based
on integer linear programming (ILP) that jointly estimates poses of all people
present in an image by minimizing a joint objective. This objective aims to jointly
partition and label an initial pool of body part candidates into a consistent sets of
2. Related Work 32
body part configurations, each corresponding to distinct people.
2.2.4 Human Behavior Characterization
In their most general definition, behaviors are defined as “the internally coordi-
nated responses to internal and/or external stimuli” [182]. In humans, this trans-
lates to the individuals’ responses related to internal or perceived environmental
stimuli, mediated by psychological states.
The study of such responses is carried out by psychology, psychiatry, neuro-
sciences, and, more in general, by cognitive sciences, with the goal of providing
clues about the inner mechanisms of the human brain that underline perceptual
and decisional processes [183]. While this knowledge can facilitate people per-
sonal and interpersonal functioning [184], those studies become particularly useful
in the treatment of complex psychopathologies where such mechanisms are dam-
aged [185]. Notably, such insights on human behaviors can also be applied to the
design of products, systems and devices we use every day by making them easier,
more comfortable and less frustrating [186].
Computer science contributed to such studies not only as a metaphor for in-
novative computational models [187] able to describe cognitive processes but also
with useful methods and tools to capture and automatically or semi-automatically
characterize humans’ behaviors [188, 189]. However, automatic/semi-automatic
behavioral analysis is not straightforward since it is unclear how observable be-
haviors should be measured and characterized. The problem is made more difficult
given the great behavioral heterogeneity that can characterize humans’ responses,
in particular during social interaction in which individuals’ behaviors arise from
interpersonal exchanges. Moreover, factors such as age, motor capabilities or the
presence of cognitive impairments can make the problem even harder.
Studies about observable human behaviors take advantage of measurements of
multi-modal characteristics [18] such as gait, body poses, body movements, eye
gaze, facial expressions speech or behavioral time talking. All these measurements
are derived from signals acquired by a wide variety of sensors (microphones, cam-
eras, wearable sensors such as accelerometers or gyroscopes) and led to represent
human behavioral responses in terms of one or more synchronized, multi-modal
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signals [19].
In literature, the problem of characterizing humans’ behaviors has been ap-
proached mainly through three methodologies:
– Manual annotation: trained human annotators carefully label the obser-
vations according to a previously agreed set of labeling criteria. Consistency
between annotators is verified through inter-rater reliability measures like
the Cohen’s kappa or the Intra-class Correlation Coefficient (ICC) [190];
– Automated annotation: observed measurements are automatically pro-
cessed according to a set of rules that can be explicitly programmed or im-
plicitly inferred from data [191, 192];
– Semi-automated annotation: a subset of manually annotated measure-
ments is employed as sample pattern into an automated system that charac-
terizes the remaining observations accordingly [193, 194, 195].
Manual annotation fully relies on the human effort to characterise and annotate
observations. While it can achieve an elevated degree of precision, it is extremely
expensive in terms of temporal and human resources demanded to the human
annotators. Recently, crowd-sourcing systems such s the Amazon’s Mechanical
Turk has been used to reduce such costs. However, it is unclear if the annotation
collected with such systems would have the minimum quality required for fine-
grained human behavior analysis from a psychological point of view. At the same
time, ethical issues arise in the case of analysis of sensitive data [196].
Fully automated annotation systems can be effective when explicit rules are an
adequate tool to achieve the requested degree of performances; as an alternative,
rules can be inferred through clustering techniques able to reveal pattern and
recurrences in the data. However, also in this case, a post-processing revision by
an expert is needed in order to interpret and validate the found clusters.
In recent years, impressive performances have been achieved through the use of
deep neural networks [197, 198]. However, such performances are associated with
the exploitation of very large annotated training sets that, in the field of behav-
ioral analysis, may not be available. Furthermore, such models are very complex
and still difficult to interpret. On the contrary, semi-automated annotation tries
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to combine the benefits from both the automated and manual annotation method-
ologies while minimizing their drawbacks. First, this methodology tries to limit
the human annotators’ effort in labeling the data. Secondly, it attempts to develop
models that are easy to check and interpret for experts that are not necessarily
computer scientists. Although a manually annotated set of observations is still re-
quired, interesting performances can be obtained from a set of data that is smaller
than the one required to train fully automated annotation systems. Also, since
sample patterns are supplied to the system, more control and more understanding
of the underlying rules can be gathered.
In automated and semi-automated systems, complex behaviors are modeled
in terms of dynamical systems. In particular, their temporal dynamics can be
expressed as a sequences of simple, stationary or quasi-stationary dynamical pro-
cesses, each one characterised by its own set of parameters. In this sense, com-
plex behaviors emerge as the evolution in time among such simple behavioral
classes [199]. A simplified model of this complexity would be a finite state machine
in which states represent simple behaviors while transitions from state to state rep-
resent changes from a behavioral class to another. Consequently, in correspondence
to such transition, the parameters of the dynamical system will change in accord to
the parameters of the behavioral class involved in the transition itself. For this rea-
son, such transitions are generally known as change-points [14, 200, 201, 202, 203].
According to the level of details used to characterize the observed behavior,
three main techniques can be adopted:
– Global characterization: the transitions among behaviors are ignored.
Observed measures are treated as part of a single dynamical process charac-
terized through comprehensive statistical descriptors [204];
– Slicing: as in the global characterization, transitions are ignored but behav-
iors are described by statistical descriptors of a finite sequence of temporal
slices of the observed measures [205, 199];
– Local characterization: change-points are explicitly detected and exploited
to segment and characterize the observed measures [206].
Global approaches achieve a rough characterization of humans’ behaviors, ig-
2. Related Work 35
noring the details of its evolution in time. Consequently, they can be very effective
in revealing and describing features that are stationary among the whole considered
time frame. In contrast to the global approaches, local techniques may result in a
finer and detailed characterization of humans’ behaviors [207, 208]. Nonetheless,
due to the inner stochastic nature of the behavioral measurements, such charac-
terization are more sensitive to small fluctuations ascribable to noise and to the
performances of the sensors used to observe the behavior [209]. In this sense, by
considering time-slices of the observed behaviors, slicing techniques may help to
reduce or partially filter out these fluctuations. As a consequence, a statistical
description of the behavior would reveal quasi-stationary features among different
slices. Such methodology can be particularly useful to describe how observed be-
haviors evolve in time in a more refined way. Notably, this technique can be used to
study first impressions and early events [210], to analyze long-term scenarios [211]
or to evaluate before-and-after effects [212] of particular events [14].
On the other hand, local analysis of the observed measurements can highlight
breakpoints and transitions from one behavior to another. Such change-points
are a powerful tool to segment the observations and reveal events, correlations,
causalities and synchronous phenomena, but also to discover abnormal behaviors
or delays in the expected behavioral changes.
2.3 Cameras and Applications
The most used security cameras were simple standalone cameras that captured
videos of the area in front of them. For many years, this technology remained fairly
unchanged until new technological pushes contributed to their improvement. These
new improvements satisfied the increasingly request of actively monitoring people
and places [213]. A first step in this direction was made with the introduction of
pan, tilt, zoom (PTZ) camera devices. PTZ cameras are particular devices that
can be remotely controlled to direct the attention to interesting events.
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2.3.1 Pan-Tilt-Zoom (PTZ) Camera
The introduction of pan-tilt-zoom (PTZ) cameras brought new capabilities as well
as new problems to be solved. PTZ cameras have the ability to acquire high-
resolution imagery and manually track events over a wide monitored area. An
example of this type of cameras is shown in Fig. 2.5.
Figure 2.5: A PTZ camera is a camera with pan, tilt, and zoom functionality.
These devices can be remotely controlled left and right (pan), up and down (tilt)
and they can zoom in and out. The maximum range for pan and tilt angles are
between -180° and +180° .
Surveillance systems with such cameras are usually based on a network of
static cameras that monitors a wide area and that provides information so the
PTZ camera can pan and tilt to the required position and observe or follow target
movements [214]. Due to their wider field of view, the required number of static
cameras in an environment can be significantly decrease.
Although there are intrinsic advantages in the use of PTZ cameras, their ap-
plication is still a challenging research topic in Computer Vision. The difficulty
of creating good vision-based PTZ tracking system to automatic track objects or
pedestrians in different environments affected by illumination changes, occlusion
and cluttered background is one of the main issue for this type of camera. In fact,
due to changes in the environmental conditions (lights, shadows, pedestrian/object
movements, servomotor control, etc.) the results of a PTZ tracking algorithm are
difficult to reproduce.
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The difficulty in evaluating PTZ tracking algorithms arises from the dynamic
nature of this type of cameras. PTZ tracking algorithms have to deal with both
locating the target in the image and controlling the motors of the camera to aim
that the target stays at the center of its field-of-view (FOV). Since the camera
control is not instantaneous and the delay required for re-positioning the camera
can negatively affect object tracking, the problem becomes relevant when a target
changes abruptly its velocity or get occluded and disappears from the camera view
before the camera control phase ends.
Data acquired by a PTZ camera change every time the pan, tilt and zoom
parameters are adjusted and for this reason tracking algorithms results are difficult
to reproduce and to compare. These are just few of the reasons for the lack of
efficient PTZ evaluation metrics to asses the quality of the estimated pan, tilt and
zoom parameters by PTZ tracking algorithms.
2.3.2 Virtual Pan-Tilt-Zoom (vPTZ) Camera
Authors of [215] presented a simulated virtual world with animated pedestrians to
allow to various virtual sensors (including virtual PTZ cameras) to track objects
or pedestrian. This novel approach was very interesting as it permitted repeatable
evaluation of trackers in the context of sensor networks. Its limitation is that it
does not reproduce real world settings, such as change in lighting conditions, or it
does not address the limits of real camera sensors (resolution, motion blur, etc.)
because scenes are artificial.
Another attempt to create a virtual environment to allow the evaluation of PTZ
tracking algorithms in controlled and repeatable scenarios was that of [216]. In
this work, authors projected a ground-truth video on screen in front of the camera
in order to calibrate the system and asses the tracking results based on the target
position on the screen. The aim of this paper was to propose a kind of platform
to evaluate different single-target tracking algorithms for PTZ cameras, based on
the principle of the repeatability. As mentioned above, the repeatability of results
with PTZ camera tracking algorithms is difficult to achieve, because these type of
camera see a different scenario on the basis of the choice of the set of the pan, tilt,
zoom parameters. This choice is obviously depending on the tracking algorithm
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and the lack of a unique video benchmark which allows genuine global testing is
the main issue in the development of PTZ trackers.
Although the idea to project a ground-truth video on screen in front of the
camera is effective in terms of reproducibility of tracker results, it certainly cannot
be considered as a possible standard evaluation system due to the difficulty of
adopting similar equipment, which can be impractical in some cases.
The introduction of 360° camera technology offered more sophisticated ap-
proaches to simulate PTZ cameras. These approaches exploit the availability of
equirectangular or cylindrical images produced by 360° cameras to simulate PTZ
cameras. One of the most interesting work was presented in [3]. The key idea was
to use a PTZ camera simulator that permits to pan, tilt and zoom on the basis of
a spherical video captured online. Authors proposed a framework which allows to
maintain unchanged tracking scenarios for each experiment. According to this, it
was possible to replicate online PTZ camera control and behavior including camera
positioning delays, tracker processing delays, and numerical zoom.
Further ideas have been presented in [217], where authors proposed a framework
to simulate an unlimited number of PTZ cameras for tracking purposes. In [15]
we presented the main idea to build a virtual PTZ camera for tracking purposes
similar to the one of [217]. It essentially consists of grabbing panoramic images
from a 360° video to build a vPTZ. This ensures reproducibility of tracking results
by keeping fixed the experimental conditions. More details on vPTZ cameras are
presented in Ch.3.
2.3.3 Applications
Nowadays, the use of video cameras is no longer confined to video surveillance and
many different types of cameras, initially conceived for video surveillance, are now
applied in numerous other domains. Just to cite few examples, PTZ or 360° camera
can be used to automatically pan, tilt and zoom on the active speaker during a
video conference, webinar or virtual classroom [218, 219]. In a virtual classroom,
the PTZ camera can actively be focused on the educator delivering the lecture
and, if a question is asked by a student, it can automatically be moved towards
the speaker. In [220], a method to track the position and the speaking activity of
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multiple subjects in a meeting room is presented. The tracking problem is modeled
with a Markov state space in which the hidden states represent the multi-object
configuration (e.g., position and scale) and the observations are given by data
acquired from microphones and multiple cameras.
Another interesting application of 360° cameras is introduced in [221] where a
computer-generated reconstruction of a church was adapted to create a panoramic
film. The reconstruction is presented in a panoramic viewer and also on a wrap-
around projection system. It is focused on the fundamental principles of creating
360° films and in how to record 360° video using panoramic cameras inside heritage
sites.
In [222], a simple sketching strategy that allows simple two-dimensional panoramic
sketches to be rendered in pseudo-three-dimensions using panoramic viewers is pre-
sented. It allows designers without three-dimensional modelling experience to rep-
resent their design ideas that can be explored from single points in space. In [223],
authors combined 360° videos with virtual reality (VR) techniques to let users to
experience the content and to interact with the environment, rather than to just
watch it. These technological resources offer an immersive experience in which each
person can choose where to look at. The authors used this virtual environment
to present a teaching experience of 360° immersive visualization of an operating
room and of an anatomical dissection room for learning and training purposes.
Chapter 3
Tracking in 360° Videos
Video tracking is the process of locating one or multiple moving objects over time
by using cameras. Tracking people with cameras is a well-known problem in Com-
puter Vision and in the literature it is known as pedestrian tracking or human
tracking. Many methodologies were developed to analyzes video sequences and to
retrieve the motion of one or more targets at each frame, especially with static
cameras. The introduction of pan-tilt-zoom (PTZ) cameras brought new capabil-
ities, but also new challenges. The benefits of having a PTZ camera are obvious:
PTZ cameras can be remotely controlled and can cover a much larger area than
the one covered by the use of many static cameras. This provides cost savings
and the possibility to direct the attention to suspicious events. Unlike static cam-
eras, which have a fixed position and orientation throughout tracking experiments,
PTZ cameras adaptively alter their orientation to track targets. This is why PTZ
tracking algorithms can only be performed online. The idea of creating virtual en-
vironments for PTZ cameras (vPTZ) permitted not only the comparison of PTZ
tracking algorithms under the same environmental conditions but also the cre-
ation of novel PTZ tracking algorithms. The virtual environment presented in this
thesis was built on the base of equirectangular images acquired by 360° cameras.
Thanks to the use of the vPTZ framework we developed two pedestrian tracking
algorithms for 360° cameras based on the tracking-by-detection approach and one
based on the Bayesian approach. The tracking-by-detection approach is generally
implemented by starting with the pedestrian location hypotheses generated by a
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person detector. Instead, the Bayesian approach involves an object model with
an associated observation density function and a mathematical method to sequen-
tially infer the posterior probability density. The pedestrian algorithms presented
in this Chapter are single-target and are initialized in the first frame with the
target to follow. Then, the trackers automatically track the target trajectory over
the subsequent frames.
To summarize, in Sec. 3.1 the vPTZ framework for the development of the
360° tracking algorithms is presented. On the base of this virtual environment, in
Sec. 3.2 and in Sec. 3.3 two algorithms based on the tracking-by-detection paradigm
and one based on a Bayesian approach are respectively introduced. These algo-
rithms had been tested on the same dataset [3] to obtain an effective comparison.
Their results are presented and discussed later in the Ch. 5.
3.1 From Spherical Views to Virtual PTZ cam-
era Views
The recent introduction of 360° cameras gives the possibility to acquire spherical
images of the environment to monitor. Spherical images acquired by 360° cameras
are obtained by stitching together images acquired from different viewpoints by
several optical sensors on-board of the camera. Spherical panoramas incorporate a
180°vertical viewing angle and a 360° horizontal viewing angle. They contain light
data originating from all directions, and therefore can be visualized as comprising
the points on a sphere. Then, they offer a complete view of the scene in a single
image and for this they can be used to reduce the number of devices needed
in the tracking problem. These particular images are generally stored in specific
formats, one of these is called equirectangular, in which the coordinates of each pixel
represent latitude and longitude of the corresponding point on the sphere surface.
An equirectangular panorama simply consists of a single rectangular image whose
width and height are correlated as 2 : 1. Equirectangular images are stretched
in the latitude direction and it is the reason for a considerable amount of data
redundancy near the poles. An example of an equirectangular image is shown in
Fig. 3.1
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Figure 3.1: An equirectangular image of the the Cathedral in Palermo, Sicily
By using a simple geometrical transformation it is possible to map a specific
portion of the equirectangular image onto a tangent plane and to get different
projections of the spherical surface. Tracking a point on the spherical surface is
not different from controlling a PTZ camera: latitude and longitude of a point
in the sphere correspond respectively to the tilt and pan parameters of a virtual
PTZ camera. The zoom parameter of a PTZ camera can also be easily simulated
by controlling the extension of the spherical surface to project on the tangent
plane. Such tangent plane can be interpreted as the image plane of a virtual PTZ
camera oriented towards the point of tangency. This is the main idea that we used
for tracking purposes to simulate an unlimited number of PTZ cameras by using
simple offline 360° videos.
3.1.1 Mathematical background
360° images are stored as 2D projections of the captured 3D world on the sur-
face of a viewing sphere. There are various popular projections to map a sphere
to a plane and these are mainly used in cartography applications. Stereographic,
cylindrical, Mercator and equirectangular are just some of the most common pro-
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jections [224]. Each of these, as mentioned before, involves some distortions during
the projection on the tangent plane. The projection that turns out to be optimal
for tracking purposes is the equirectangular projection because the most noticeable
distortion in this type of projection is the horizontal stretching that occurs as one
approaches the poles from the equator of the sphere, this culminates in the poles
(a single point) being stretched to the whole width of the map. In this way the
distortion is limited only to the poles of the sphere that represent the highest part,
the sky and the lowest part, the floor, of an environment. Thus, the central area of
an equirectangular image is the most interesting one for computer vision analysis
and with this type of projection it does not suffer from any kind of distortions.
Each pixel (xr, yr) in an equirectangular image is uniquely defined by two
angles: the latitude φ ∈ [−pi2 ,+pi2 ] and longitude λ ∈ [−pi,+pi]. Conversion from
pixel coordinates of the equirectangular image to latitude and longitude on the
spherical surface entails a simple scaling of the pixel coordinates.
To map the spherical surface onto a tangent plane one of the possible transfor-
mation that can be used is the gnomonic one [224].
We define the sphere center O, and we consider a point S = (λS, φS) on the
sphere surface. The gnomonic transformation allows us to map a point P =
(λP , φP ) on the sphere surface to a point P ′ on the plane tangent to the sphere in
S [225]. The way this projection works is shown in Fig. 3.2.
The point S represents the center of the imaging plane and, hence, it is as-
sumed to be equal to (0, 0) in the image coordinate system. The projection P ′ has
coordinates (x, y) on the image plane and can be explicitly computed by means of
Eqs. 3.1 [224].
x = cos(φP ) sin(λP − λS)cos(θ)
y = cos(φS) sin(φP )− sin(φS) cos(φP ) cos(λP − λS)cos(θ)
cos(θ) = sin(φS) sin(φP ) + cos(φS) cos(φP ) cos(λP − λS)
(3.1)
It is also possible to derive the inverse transformation, which is computed by
means of Eqs. 3.2 [224].
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Figure 3.2: Gnomonic projection, image source: http://mathworld.wolfram.com
φP = sin−1 (cos(θ) sin(φS) +
y sin(θ) cos(φS)
ρ
)
λP = λS + tan−1(
x sin(θ)
ρ cos(φS) cos(θ)− y sin(φS) sin(θ))
ρ = 2
√
x2 + y2
θ = tan−1(ρ)
(3.2)
By setting the point S, the projected image can be easily obtained by means
of the inverse transformation: for each image pixel,the corresponding point on the
spherical surface is computed and, by simple rescaling of latitude and longitude,
the pixel coordinates on the equirectangular image are calculated. Further im-
provements can be applied to limit noise and artifact in the projected image, such
as the bilinear interpolation of the color levels.
An example of the gnomonic projection is shown in Fig. 3.3
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Figure 3.3: The gnomonic projection allows the mapping of a specific portion of the
spherical view onto a tangent plane. By varying the tangent plane, it is possible
to get different projections of the spherical surface. The red and the green circle
show the projected portions of the equirectangular image.
3.1.2 Zooming in vPTZ
The zoom parameter in a PTZ camera controls the angle of view of the camera.
The effect of zooming in a virtual PTZ camera can be simulated. Projection on
the image plane is computed by defining a grid of points and by applying, to each
point, the inverse transformation described in the former Section. The grid is
calculated in such a way that the center of the image corresponds to the origin
(0, 0). In our framework, we calculated the grid by setting the size of the projected
image to N×M and by sampling point coordinates along rows and columns in the
range [−1, 1] with a uniform step equals to 1
N
and 1
M
for the rows and the columns
directions respectively.
To zoom out, it is sufficient to multiply the pixel coordinates in the grid by
a zoom factor greater than 1. This has the effect of increasing the size of the
spherical surface projected on the image plane. On the contrary, to zoom in, it is
sufficient to multiply the coordinates of the points in the grid by a zoom factor
lower than 1. This has the effect of shrinking the spherical surface that is projected
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on the image plane. The zoom factor is defined as tan θ2 where θ is the camera
field of view, which ranges in [0, pi].
One of the main challenges with PTZ camera is to automatically adjust the
zoom while keeping the target well visible in the virtual camera frame. In this
work, we keep the zoom fixed in order to be able to compare against [3]. However,
a method to dynamically adjust the zoom could be easily added to our tracker
approach. For example, it might be possible to adjust the zoom based on the ratio
between the target bounding box area and the virtual camera frame area such that
the size of the target remain constant in proportion to the projected image. This
problem remains a topic of future investigations.
3.1.3 Tracking in 360° videos
A 360° video is a sequence of spherical images of the environment to monitor
captured by an omnidirectional camera or combined by multiple cameras to cover
the complete horizontal field of view. Relative to ordinary videos, 360° videos
are usually stored in an equirectangular format and this does not allow the use
of ordinary tracking algorithms designated for static cameras. These algorithms
may not perform well on 360° videos because of their unique characteristics. In
360° videos the occlusion problem is almost unavoidable. Indeed, in this type of
videos an object may disappear from the left but reappear on the right border, or
disappear from the top and then reappear on the bottom. Nonrigid deformation is
another obvious artifact on the equirectangular format. Furthermore, due to the
continuous changes of the FOV of the 360° camera, light and scale changes occur
much more frequently than in ordinary videos. Because of these problems trackers
designed for static cameras tend to confuse or lose the tracking target under these
circumstances in 360° videos. 360° video trackers can essentially be divided into
two categories: those that trace directly into the equirectangular image and those
that use some sort of projection or spherical kernels as in [226, 227], to map a
section of the equirectangular image to a plane. Performing tracking directly onto
equirectangular images is challenging and not very convenient because the target
appearance would depend on the location of the target on the equirectangular
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image itself, and the image sphericity must be taken into account during tracking,
with a considerable computational cost.
At the best of our knowledge, evaluation of the state-of-the-art tracking algo-
rithms on 360° videos is not yet covered in any works. The only attempt is that
of [228] in which the authors used a virtual PTZ framework to evaluate differ-
ent tracking algorithms of PTZ cameras and to compare their performances. In
this work the authors used the vPTZ framework presented in [3] to evaluate in a
reproducible way trackers in PTZ scenarios. Their vPTZ framework is based on
spherical videos captured offline and it is also capable to simulate the mechanical
delay of the PT motors. They evaluated 19 different tracking algorithms and com-
pared and analyzed their performances by means of the metrics introduced by [3].
Although the idea in [228] is innovative, the authors did not modify the tracking
algorithms of the static cameras to be adapted for their vPTZ camera framework.
What they did was simply to execute the existing algorithms directly in the
image plane for the current camera viewpoint (i.e. the viewed subregion on the
image sphere projected on the camera image plane) without considering all the
issues of the 360° videos exposed above (frequent light and scale changes, occlusion
handling, nonrigid deformation, zoom handling etc ·). They only extended their
framework to add target position prediction for the next frame, accounting for
camera motion and processing delays.
In the state-of-the-art there are present some works that have adapted tracking
algorithms for static cameras to work in 360° videos. In [229] the authors adapted
the Kernelized Correlation Filter (KCF) tracking algorithm to work on 360° videos.
They proposed a method based on KCF for omnidirectional vision, in which they
made some improvements about scale and occlusion by combining the multi-scale
KCF with Kalman estimate. In [230] the Track-Learn-Detection (TLD) tracker
was modified to fit the needs of 360° videos. Their Modified Learning-Training-
Detection (MTLD) imposes important modifications on the TLD components to
elaborately adapt it to solve the problem of unknown object tracking in 360° im-
ages. The proposed MTLD method outperforms the TLD method significantly in
the object tracking activity, in the case of high rate of out-of-plane rotation and
in the handling of rapid environment changing.
Nevertheless, although there is some work on object tracking at 360° videos,
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there is still no evaluation of the state-of-the-art of tracking algorithms on 360° videos
and there is no study of the general issues that need to be addressed in this type
of videos.
The problem of 360° object tracking in images is much more complicated than
rectangular tracking. Applying conventional tracking methods for object tracking
directly in 360° video is very challenging due to distortion of 360° images caused
by natural convexity, concavity and rotation of objects in the 360° images. Fur-
thermore, the high resolution of 360° images limits the tracking algorithm speed
necessary to maintain real-time capability. Without the capability, the tracking of
objects which rapidly get far away out the scene is not possible. For these reason
the conventional tracking algorithms cannot be applied directly in 360° images
without any improvements. In this thesis to overcome these difficulties the main
idea is to use the equirectangular image as world representation and the virtual
camera plane as if it was the output of a traditional PTZ camera. The tracking
model takes the equirectangular projection as input but the tracking framework is
performed in the virtual camera plane. Supposing that the virtual camera parame-
ters pan and tilt coincide with the latitude φ and longitude λ of the equirectangular
image and that zoom coincides with the filed-of-view of the projection, the track-
ing method applied in the works of this thesis takes care of estimating, for each
virtual frame, to update the parameters to keep the target in the center of the vir-
tual camera plane. In the works presented in this thesis different strategies have
been developed in this sense. The task of tracking can be generally described as
two steps, detection of objects (such as pedestrian) and updating the position of
the objects in consecutive frames in a video sequence. In our case, what is in our
interest is not the prediction of the location of the object in the equirectangular
image but the parameters of the vPTZ camera (pan, tilt and zoom) that hold it
in its fov.
3.1.4 Evaluating tracking algorithms in 360° videos
As anticipated in 3.1.3 another limitation in the PTZ cameras is the lack of
standard evaluation methodologies for PTZ tracking algorithms.
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We have considered to evaluate our technique with the metrics described in [3].
Before to present these measures, ctGT and ctPT are defined as the center locations
of the ground-truth target and the predicted target by the tracker at time t, re-
spectively, AtGT and AtPT are the bounding boxes of the ground-truth target and
the predicted target at time t. Lastly, ctfov is the location of the center of the image
fov at time t.
The metrics are divided into those that measure the quality of target localiza-
tion and those that measure the quality of the camera control. The metrics that
deal with measuring the quality of target localization are The Center Location
Error (CLE) and The Overlap Ratio (OR). The CLE is defined as:
CLEt = |CtGT − ctPT | (3.3)
and it should be as lower as possible. The OR is defined as:
ORt = A
t
GT ∩ AtPT
AtGT ∪ AtPT
(3.4)
and it should be as near to 1 as possible. It is also known as the Jaccard index,
and it indicates the intersection over the union score (IoU). The metrics that deal
with measuring the quality of the camera control are the Target To Center Error
(TCE) and the Track Fragmentation (TF). The TCE is defined as:
TCEt = |CtFOV − ctGT | (3.5)
and like the CLE it should be as lower as possible. The TF indicates whether
the target is inside or outside the camera fov. The authors in [3] defined TF as:
TF t =
1 if CLE
t is invalid
0 otherwise.
(3.6)
The TF indicates the percentage of invalid detections in the tracks. In fact TF
is the sum of all TF t divided by the number of processed frames.
Since CLE and TCE are expressed in pixels and since The TF indicates that a
detection is invalid when it is outside the camera fov, these metrics are not general
enough. In fact, CLE and TCE measurements depends on the image resolution of
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the projected views and on the zoom factor. TF is measured on the base of the
vPTZ camera plane, whose dimensions (W x H) can be arbitrarily set.
For all the above reasons, we decided to not adopt the metrics suggested in [3],
and to measure the mean absolute error (MAE) in degrees between the estimated
pan, tilt, and zoom angles and the corresponding angles derived from the annota-
tions. Furthermore, we preferred to define a more restrictive metric than the TF
in [3] and we consider a detection as valid if it falls within the fov angle derived
from the annotated target bounding-box. By indicating with a ∗ the ground-truth
values at time t and with α, β and γ the estimated pan, tilt and zoom angles in
degrees, the new definition of TF is:
TF t =
1 if |αt − α
∗
t | ≤ γ
∗
t
4 & |βt − β∗t | ≤ γ
∗
t
2
0 otherwise.
(3.7)
To make clearer the meaning of the TF, in Fig.3.4 is shown the possible range
variation of the estimated angles α, β, γ with respect to the ground truth values.
On equals term of angles, the red bounding box and the green one are the limit
cases whose centers are still included within the pan range. If the actual zoom
angle is equal to γ∗, the estimated detection defined by α, β overlaps with the
ground-truth one if |αt − α∗t | ≤ γ
∗
t
4 and |βt − β∗t | ≤ γ
∗
t
2 . Such differences take also
into account the aspect ratio of the pedestrian detection, meaning that the tilt
range is twice the pan range. In practice, by setting these thresholds on the pan
and tilt angles, the true and estimated detections are constrained to overlap for at
least 1/4 of their area. The criteria is similar to the intersection over union used
in traditional tracking approaches to establish if a detection is valid or no.
On this basis we have adopted the MAE and modified TF to compare our
tracker results with the work of [3] and others.
3.2 PTZ Tracking by detection
Tracking-by-detection has recently become one of the most common paradigm
for tracking, and it has been employed in various domains [107, 108, 109, 110].
Tracking-by-detection relies on the availability of either a pre-trained or an online
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Figure 3.4: Relation between the zoom angle and the pan and tilt angles.
trained detector for the selected target. As for pedestrian tracking, there are
numerous detectors in literature [55, 231, 117]. Despite in this thesis we employ
pedestrian detectors, our frameworks are general and can be extended to track
generic objects by choosing appropriate detection techniques, such as [114, 115, 5].
Many works follow the conventional approach that includes the extraction of
hand-crafted features [6, 7] but they are unable to adapt to the complex, highly
non-linear and time-varying variations of the target appearance. Newer approaches
like ConvNets are able to learn the features from image data and to handle this
complexity. In this section will be presented two works based on the tracking-by-
detection paradigm:
• The first, Pedestrian Tracking in 360 Video by Virtual PTZ Cameras [15],
exploits the use of a dynamic memory of the best past detections as ap-
pearance model. The target is detected by means of a set of pre-trained
pedestrian detectors.
• The second, Tracking-by-Detection in 360 degrees videos using pre-trained
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deep models, proposes a pedestrian tracking-by-detection algorithm for 360° videos
that uses a pre-trained deep ConvNet (Mask R-CNN) on images acquired by
vPTZs. Mask R-CNN provides binary object segmentation mask that can be
used to strengthen the target appearance modelby suppressing unnecessary
background information.
Both these two algorithms aim at estimating the pan, tilt and zoom param-
eters required to control a virtual PTZ camera in such a way that the target
is always at the center of the virtual camera view.
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3.2.1 Pedestrian Tracking in 360 Video by Virtual PTZ
Cameras
Figure 3.5: Pedestrian Tracking in 360 Video by Virtual PTZ Cameras
This framework processes equirectangular frames from 360° videos and, based
on the current pan, tilt, zoom parameters, it projects the corresponding section of
the world scene.
Figure 3.5 summarizes the main steps of our pedestrian tracker. As we have
already mentioned, this tracker is based on pedestrian detectors. The main prob-
lem with pedestrian detectors is that they can detect numerous false positives in
complex scenarios and may present several missing detections. To alleviate the
problem of missing detections, it was used multiple detectors and, in particular, it
was used the C4 pedestrian detector [117], the OpenCV HOG detector [55], and
the OpenCV Haar Cascade pedestrian detector [114].
Among all the detections, it is selected the detection nearest to the center of
the image (where the target is expected to be) and with the highest appearance
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similarity to the target. Whenever none of the available detections is similar to
the target, or when no detection at all is available, then past detections are used
to compute a confidence map, and the meanshift algorithm is adopted to locate
the target in the confidence map.
Pan and tilt parameters are modified frame by frame to keep the target at the
center of the virtual camera view. These parameters are obtained through the
inverse mapping of the bounding box center as already described in Sec. 3.1.1.
In the following, are described the main components used in the algorithm.
The Appearance Model
The appearance model used in this tracker relies on histograms computed in the
HSV color space. It only uses the Hue and Saturation channels. Inspired by the
work in [232, 107], it was implemented a simple fixed-length dynamic memory
that stores a predefined number of target color histograms. Furthermore, inspired
by the work of [233], in order to obtain more discriminative color histograms,
each pedestrian detection is divided into upper and lower parts. Given a target
detection, it is extracted its color histograms and these are compared with the color
histograms (for the upper and lower parts of the bounding boxes) stored in the
dynamic memory by means of the Bhattacharyya distance [234]. This distance
measures how different are two continuous or discrete probability distributions,
and it is defined by the following equation:
d(H1, H2) = 2
√√√√1− 1
2
√
H1H2N2
∑
I
2
√
H1(I)H2(I) (3.8)
where H1 and H2 are the two color histograms to compare, N is the number of
bins in each histogram,H indicates the mean value of the bin counts. This equation
returns a value between 0 and 1, where 0 indicates that the two histograms are
exactly the same.
To select the pedestrian detection that is more similar to the target, the color
histograms of each detection are compared to the color histograms of the templates
stored in the dynamic memory by Eq. 3.8. Hence, the detection with the lowest
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average Bhattacharyya distance is selected.
Dynamic memory management
The use of a dynamic memory of the past target detections allows to exclude false
positive detections and to account for the varying appearance of the target. To
decide how and when updating the dynamic memory, a threshold on the Bhat-
tacharyya distance is learned online. In practice, the Bhattacharyya distances
among the target detections are assumed to be distributed based on a Gaussian
model. It is well known that the parameters of a Gaussian distribution µ and σ
can be learned incrementally by means of the following equations:
µt+1 =
nµt + dnew
n+ 1
σ2t+1 =
n(σ2t + µ2t ) + d2new
n+ 1 − µ
2
t+1
(3.9)
where dnew represents the Bhattacharyya distance to add to the sample, and n is
the sample size at time t.
To set a threshold T on the Bhattacharyya distances for deciding if a detection
should enter in the dynamic memory, it is used the following equation:
T = µt + 1.5σt. (3.10)
The memory has a predefined size. When the capacity of the memory has
already been reached, the memory is updated by replacing one of the template
with the target detection that has distance lower than T . The selection of the
template to remove from the memory is taken by selecting that having the highest
distance to the current target detection.
Tracking-by-detection approach
Let’s define da as the vector of the average Bhattacharyya distances of the
pedestrian detections to the templates stored into the dynamic memory. This vec-
tor only represents appearance dissimilarities between the target and the pedestri-
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ans detected in the image. Since the tracker tends to keep the target at the center
of the camera field of view, also the distances between the bounding box centers
and the image center provides information about the target position in the image.
Let’s define dp as the vector of the normalized Euclidean distances of the pedes-
trian detections to the image center. Normalization of the Euclidean distances is
achieved by dividing the distances by the maximal distance to the center of the
image. In this way, normalized Euclidean distances range in [0, 1].
In order to consider both kind of distances, da and dp, it is considered a convex
combination d:
d = α ∗ dp + (1− α) ∗ da (3.11)
where α is a parameter in [0, 1] that determines the weight of each kind of distances.
The target detection is selected among the pedestrian detections by considering
the one with the lowest value of d. To limit drifting of the tracker, such detection
is considered valid only if d is lower than 0.5. The selected target detection will
then be used to update the dynamic memory.
In some cases, no valid detection is available: none of the available detections
has a distance d lower than 0.5, or no detections is returned by the detector. In
these cases, the meanshift algorithm is used to perform tracking. The algorithm is
initialized on the location of the most recent target detection. Meanshift is applied
on a confidence map computed by means of the templates stored in the dynamic
memory. In experiments, we noted that the adopted appearance model is very
sensitive to illumination changes of the scene and, since the detections returned
by the detectors have a large size, color histograms are affected by the presence
of background within the bounding box. To alleviate this problem, we modify the
histograms of each detection in memory by setting to 0 those bins that are largely
present on the background. Such bins are found by analyzing the histogram of the
regions surrounding the pedestrian detections.
Summary of the tracker algorithm
The pseudo code of this approach is shown in Algorithm 1. First, the tracker
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is initialized by setting the maximal number of templates (number_memories)
that can be saved in memory. The appearance threshold is initialized with values
µ and σ learned from a small portion of the training dataset. The getBestDe-
tection(frame) function returns the detection with the smallest score obtained by
Eq. 3.11 on the detections of the pedestrian detectors. The addInMemory(target)
function checks if the detection can be used to update the memory. The get-
LastTarget() function returns the last location of the target. The updateAppear-
anceThreshold() function updates the appearance threshold T . getconfidenceMap()
returns the average of the confidence maps of the color histograms saved in mem-
ory. applyMeanShift(cm, target) executes the meanshift algorithm to find the
target based on the color histogram. getPT(target) converts x-y coordinates of the
bounding box of the target in pan and tilt values and setPT(PT) updates the pan
and tilt of the vPTZ camera.
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Algorithm 1
1: while frame in video do
2: if tracker not initialized then
3: initializeTracker(number_memories)
4: initializeAppearanceThreshold(mean, variance)
5: else
6: detected← false
7: inMemory ← false
8: bestDetection ← getBestDetection(frame)
9: if bestDetection not empty then
10: detected← true
11: target← bestDetection
12: inMemory ← addInMemory(target)
13: if not inMemory then
14: target = getLastTarget()
15: updateAppearanceThreshold(10)
16: detected← false
17: end if
18: else
19: detected← false
20: end if
21: if not detected and not inMemory then
22: target = getLastTarget()
23: cm = getconfidenceMap()
24: applyMeanShift(cm, target)
25: end if
26: PT ← getPT (target)
27: setPT (PT )
28: end if
29: end while
The framework presented has been implemented in C++ with the OpenCV
3.4.1 library. Experiments have been run on a machine equipped with 2 Intel i7-
4770 Quad-Core CPUs (3.40GHz) and 16 GB of RAM. We performed experiments
to assess the quality of our pedestrian tracking algorithm on the public dataset
in [3]. Experimental results are presented in the Ch. 5.
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3.2.2 Tracking-by-Detection in 360 degrees videos using
pre-trained deep models
In this section a pedestrian tracking-by-detection algorithm for 360° videos
that uses a pre-trained deep ConvNet (Mask R-CNN [127]) on images acquired by
vPTZs is proposed. Mask R-CNN provides binary object segmentation mask that
can be used to strengthen the target appearance model by suppressing unnecessary
background information. Mask R-CNN is able to generate the segmentation masks
for each instance of an object in an image as shown in fig. 3.6. Kalman filter is
adopted to improve the tracker accuracy whenever a partial occlusion arises or the
target detection fails.
In recent years, deep Convolutional Neural Networks (ConvNets) have sig-
nificantly improved vision-based systems [154, 235]. Models such as Mask R-
CNN [127] have shown impressive capabilities in generating accurate segmentation
masks of objects depicted in an image. As an example, Mask R-CNN, trained on
COCO dataset with ResNet-101 backbone, can detect 80 different classes of ob-
jects. Considering the accuracy reached by these models, the main contribution
of this method is a tracking-by-detection algorithm for 360° videos that combines
the use of vPTZ cameras and Mask R-CNN to track pedestrians.
We show that, by using a stronger pedestrian detector based on deep learning
techniques, it is possible to achieve better results on the publicly available dataset
[3]. Our experiments also show that the use of Kalman filter is viable for the vPTZ
pan and tilt parameters but not for the zoom factor. We experimentally found
that the continuous correction of the zoom factor may prevent the Mask R-CNN
net to properly detect the pedestrians, and negatively affect the tracking results.
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Figure 3.6: Segmentation masks of two pedestrians obtained by the Mask R-CNN
The Proposed Pedestrian Tracker
Fig. 3.7 shows an image of the proposed framework.
The tracker is initialized at time t = 0 by specifying pan, tilt, zoom values for
the vPTZ to permit to acquire an image in which the target is centered.
The target’s appearance model is computed as explained in sec. 3.2.2 and stored
to be used as future reference.
Mask R-CNN is used to detect pedestrians (Detection Module) in the current
vPTZ camera view. As detailed in Sec. 3.2.2, an appearance descriptor extracted
from these detections (Appearance Module) is compared to the target appearance
model. The comparison allows to identify the most similar detection to the target.
If no pedestrian is detected or none of the detection resembles the target, a failure
in the detection process occurs and the Missing and Occlusion Handling Module
is invoked. Kalman filter, see Sec. 3.2.2, is used to correct and predict the new
pan, tilt, zoom vPTZ parameters.
If instead, the target has been detected and recognized in the vPTZ camera
view, the Update Module updates the target location in terms of the parameters
pan, tilt and zoom of the vPTZ camera.
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Figure 3.7: Pedestrian Tracking in 360 Video by Virtual PTZ Camera
Detection and Appearance Modules
In the detection module, it is used Mask R-CNN [236] to detect pedestrians at
time t by using the pan, tilt, zoom parameters predicted at time t − 1. In the
appearance model, it is adopted the same approach of [3, 15], which is based on
the histograms computed in the HSV color space of our detections.
Since the tracker needs to keep the target at the center of the vPTZ FOV, the
distance between the detection bounding box center and the vPTZ image plane
center helps to discriminate among several candidate detections.
We define dp as the vector of the normalized Euclidean distances of the pedes-
trian detections to the image center. Normalization of the Euclidean distances
is achieved by dividing them by the distance of the top-left corner to the image
center. Normalized Euclidean distances range in [0, 1], with 0 indicating that the
bounding box is centered in the image.
We further define da as the vector of the distances of the color histograms
of pedestrian detections to the color histogram of the first target bounding-box
saved at time t = 0. Such distance is computed by means of the Bhattacharyya
distance [234]. The Bhattacharyya distance measures how different are two prob-
ability distributions (in our case, color histograms in the HSV color space) and
ranges in [0, 1] with 0 indicating that the two histograms are the same.
dp and da have size equals to the number of detections returned by the R-CNN
Mask at time t. Assuming that n is the number of pedestrian detections found at
time t, these two vectors have a dimension equals to n×1. The convex combination
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of these two vectors in Eq. 3.12 is defined as:
d = α ∗ dp + (1− α) ∗ da (3.12)
where α is a parameter in [0, 1] and determines the weight of each kind of distance.
Since the network can detect more than one pedestrian in the image acquired by
the vPTZ, it is necessary to associate a detection to the target. To select the
pedestrian detection that is more similar to the target we select the detection with
the lowest value of d but that is greater than a specific threshold µ.
Missing and Occlusion Handling Module
A missing or occlusion condition occurs in only two cases: if the Detection Module
has not found pedestrians or if the target has not been recognized among the
various pedestrian detections by the Appearance Module. The system uses a
progressive zoom out strategy to increase the vPTZ camera FOV of a certain
value λ to allow the Mask R-CNN to have a greater chance of detecting the target.
In addition to the progressive zoom out strategy, is used the Kalman filter [73] for
the prediction of the pan, tilt, zoom parameters to use at the next time. We define
the state vector of our vPTZ camera at time t as xt. x is a 6×1 vector containing
the vPTZ camera parameters (pan, tilt, zoom) with their first-order derivatives
( ˙pan, ˙tilt, ˙zoom).
We consider a discrete time dynamical system governed by Eq. 3.13.
xt = Axt−1 + wt−1, zt = Hxt + vt (3.13)
The Process Model relates the state at a previous time t− 1 with the current
state at time t. The matrix A is called state transition matrix and w represents
the normally distributed process noise that affects the system at time t − 1. We
assume that w has a multivariate normal distribution with mean 0 and covariance
matrix Q, wt−1 ∼ N (0, Q). We obtain a vector of measurements zt at time t ,
where zt is given by the Eq. 3.13. It relates the current state to the measurement
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z with the matrix H. H is actually a transformation matrix that transforms state
space to measurement space. v is the normally distributed measurement noise
with mean 0 and covariance R, vt ∼ N (0, R). The matrices A, H, Q, and R are
all assumed to be known, they are initialized at time t = 0, although the Kalman
filter can be extended to simultaneously estimate these matrices along with xt.
The process noise covariance matrix Q, and measurement noise covariance
matrix R, can be constructed to get the best performance [73]. However, in real
applications we do not know the real statistics of the noises and the noises are often
not Gaussian. Common practice is to set Q and R on the basis of the uncertainty
of the initial guess: the more uncertain the initial guess for the state is, the larger
the initial error covariance should be. A basic way to think of Q and R is that
they are weighting factors between the prediction states and the measurement in
Eq. 3.13. So, we set Q and R as diagonal matrices (n× n, where n is the number
of the state variables in xt) with constant values of 10−3 and 10−5 respectively.
Even with this tracker we performed experiments on the public dataset in [3].
Experimental results are presented in the Ch. 5.
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3.3 Bayesian Approach
Particle filter methods provide a convenient approach to approximate the posterior
distributions of object state when a system is non-linear and when the noises
are not-Gaussian. For this reason Particle filter has been successfully applied
into a wide range of fields such as computer vision, robotics, signal processing,
economics, etc. In 1998, Isard and Blake [68] proposed a novel algorithm for
visual tracking applications called Condensation (another name of particle filter)
by proving its superiority in awkward circumstances such as object occlusions,
background clutters and multi-object tracking, that are very common issues in
real world applications.
The Particle filter approach tries to consider the visual tracking problem as
an inference problem under Bayesian framework. In this framework, state space
models about object state transition and observation models are constructed, and
the posterior probability density of object states is recursively estimated by the
use of the prior probability and observations available.
The following method proposes to formulate the visual tracking problem as the
one of selecting, at each time, the vPTZ camera to foveate on the target from the
unlimited set of simultaneously generated vPTZ camera views. Assuming that the
selected vPTZ camera is a stochastic variable, this method proposes to model the
posterior distribution of the underlying stochastic process by means of a set of
particles each representing a vPTZ camera view.
3.3.1 Particle Filtering for Tracking in 360° Videos using
virtual PTZ Cameras
The main idea of this method was to generate a number of N vPTZ cameras from
a single 360° video and to select the vPTZ that can best track the target at a given
time based on particle filter algorithm.
In this method rather than formulating the tracking problem as the one of
controlling a single vPTZ camera, as in [15], we assumed that the vPTZ camera to
foveate on the target at a time instant is a random variable, and we approximate
the posterior distribution of the underlying stochastic process by means of a dis-
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crete set of vPTZ camera views. To model the posterior distribution over vPTZ
camera views we adopt the particle filter framework in which each particle is a
vPTZ camera with specific pan, tilt and zoom parameters (see Fig. 3.8).
For each frame of the 360° video, the tracking algorithm involves three main
phases: prediction, updating and re-sampling. In the prediction step, the algo-
rithm samples vPTZ camera views; in the update phase, it measures the likeli-
hood that each generated vPTZ camera view can track the target, and updates
the posterior distribution accordingly. The re-sampling procedure is applied to
avoid particle degeneration. The vPTZ camera view to track the target is found
as expected value of the posterior distribution.
The idea of using particle filter with vPTZ cameras is, at the best of our knowl-
edge, new and not yet covered in other works. For the sake of clarity, we note here
that our proposed application of the particle filter to model the posterior distri-
bution of vPTZ camera views differs from the application of the same technique
to model the posterior distribution of the target’s location on the equirectangular
image. Indeed, in the framework, a particle does not directly represent a patch
of the equirectangular image. Instead, it represents the projection of the spheri-
cal surface onto a tangent plane accounting, in this way, for the sphericity of the
360° image. Furthermore, we focus on the problem of tracking a single target and,
hence, we do not apply any data association technique as generally required in
multi-target tracking framework.
To validate the pedestrian tracker, it was used the publicly available dataset
of spherical videos in [3]. The experiments show that our technique is viable and
achieves state-of-the-art performance.
3.3.2 Sequential State Estimation Problem
Given a series of observations from time 1 to t, the sequential state estimation
problem concerns the estimation of the current optimal state based on the ob-
servations up to time t, which in other words means estimating the posterior
probability density of the state itself.
Given the state xt and xt−1 at time t and t− 1 respectively, and the stochastic
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Figure 3.8: The image shows an equirectangular image and a set of views acquired
by different vPTZ cameras with the reported parameters.
noise dt−1, the transition state function is defined ft as:
xt = ft(xt−1, dt−1). (3.14)
The presence of the random variable dt−1 induces a conditional probability density
function over the state xt.
Let’s define yt as the observation at time t and vt as the stochastic noise with
which we observe the state. The dependency between yt, xt, vt by means of the
function gt is defined as:
yt = gt(xt, vt). (3.15)
Since vt is a random variable, it induces a probability density function, known as
likelihood, that is indicated as p(yt|xt).
The states are hidden in the sense that they are not observable and all we can
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know about the system is through its observations at each time instant.
To solve the sequential state estimation problem we decided to adopt the al-
gorithm of the particle filter that implements a Bayesian filter and estimates the
states of the system on the basis of an indirect observation of the same.
3.3.3 Particle filter
In its most generic sense, tracking is the problem of estimating a hidden state se-
quence Xt = {xi}ti=1, from a sequence of noisy and possibly nonlinear observations
Yt = {yi}ti=1 from time 1 to t. We assume the state sequence Xt follows a first
order Markov chain, that is, at each time step, the state xt only depends on the
state at the previous time step xt−1 rather than on the entire state history Xt; we
further assume that the observations Yt−1 are conditionally independent up the
state at time t.
Particle filter implements a recursive Bayesian state estimator to solve the
above mentioned problem by using a discrete sample set of weighted particles to
recursively approximate the posterior distribution of the estimated state. The state
xt of an object is defined with a set of variables ki, that is xt = {k1, ..., kn}, called
state vector, to describe a dynamic system at a given instant t. As t varies, the
state vector describes a trajectory in the state-space that is called the trajectory
of the system.
In visual tracking applications, the state can represent the position of the target
at a specific time t. The observation is often an appearance descriptor of the target.
The particle filter main steps are: prediction and update.
• Prediction: the algorithm uses the previous state to predict the current state;
• Update: the algorithm uses the current observation to correct the state es-
timate.
Assuming that the initial state distribution P (x0) is known, under the first or-
der Markov chain assumption, the goal of particle filter is to estimate the posterior
state distribution p(xt|y1:t−1).
Given all observations up to time t − 1, {y1, ..., yt−1}, the prediction phase
uses the p(xt|xt−1) to predict the posterior state distribution p(xt|y1:t−1) by the
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recursive equation:
p(xt|y1:t−1) =
∫
xt−1
p(xt|xt−1)p(xt−1|y1:t−1)dxt−1 (3.16)
where p(xt−1|y1:t−1) represents the posterior distribution of xt−1 given all observa-
tions up to t− 1, and p(xt|xt−1) is the state transition probability.
At time t, the observation yt becomes available and the state xt can be updated
by using the Bayesian Filter formula:
p(xt|y1:t) = p(yt|xt)p(xt|y1:t−1)
p(yt|y1:t−1) (3.17)
where p(yt|xt) is known as observation likelihood. In the above equation, it is in
general difficult to evaluate the normalization factor p(yt|y1:t−1) in closed form.
For this reason, we consider p(xt|y1:t) ∝ p(yt|xt)p(xt|y1:t−1).
To overcome the complexity of such estimations, in particle filtering, the pos-
terior density is approximated by a discrete set of particles {x˜ti}Ni=1 each with a
weight wit. Since it is difficult to sample from the posterior distribution, particles
x˜t
i are drawn from a proposal distribution Q(xt|x1:t−1, y1:t).
At each time, when a new observation becomes available, the posterior distri-
bution is updated by modifying the particle weights as follows:
wit = wit−1 ·
p(yt|x˜ti)p(x˜ti|x˜it−1)
Q(x˜t|x1:t−1, y1:t) . (3.18)
Weights are then normalized to sum 1. To avoid particle degeneration, particles
are resampled based on their importance weights.
3.3.4 vPTZ Camera Filtering for Tracking
In this section it is presented our tracker for 360° video. The framework is based
on the particle filter algorithm and the possibility to generate a number of N vPTZ
cameras from a single 360° video.
In this approach, we define xt as the vPTZ camera that can best track the
target at time t; we also define yt as the corresponding observation at time t, for
example the target appearance descriptor extracted from the view of the vPTZ
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camera xt.
We model xt as a random variable and adopt particle filter to formulate the
underlying stochastic process. We approximate the posterior distribution over
the vPTZ cameras xt by means of a set of particles {x˜ti}Ni=1. Each particle x˜ti
is drawn from a proposal Gaussian distribution and represents a different vPTZ
camera characterized by its own pan, tilt and zoom parameters. Some of these
cameras will be directed towards non-interesting areas for the tracking purpose
while others will be directed towards the target.
Each vPTZ camera x˜ti is a particle weighted by wit. The weights of the particles
are updated as described in Eq. 3.18 and normalized to sum 1.
The vPTZ camera xt+1 to track the target is computed as:
xt+1 =
N∑
i=1
wit · x˜it. (3.19)
The above described steps are iterated frame-by-frame to keep the target at
the center of the vPTZ camera FOV. To prevent the vPTZ cameras degenerate,
multinomial resampling is used.
3.3.5 State Model
The state of a vPTZ camera is described with five parameters: α, β, γ, which
represent the pan, tilt, zoom angles, and the velocities of pan and tilt, that are α˙
and β˙. We assume the zoom angle varies with zero velocity because its variations
are in general smoothed. In particular, the state xt is described as:
xt =
[
α, β, γ, α˙, β˙
]
We also assume that our system propagates particles according to a first order
motion model specified by Eq. 3.20 where δt is a constant value:
xt = Axt−1 + dt−1, with A =

1 0 0 δt 0
0 1 0 0 δt
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

(3.20)
3. Tracking in 360° Videos 70
3.3.6 Observation Model
The first target detection, extracted at specified pan, tilt, zoom, is used to initialize
the appearance model y1 of the tracker
Inspired by the work of [233], to obtain more discriminative histograms, the
image is divided into upper and lower parts and two different histograms are ex-
tracted from them. Our appearance model relies on these histograms computed
on the Hue and Saturation channels of the image.
The observation likelihood p(yt|xt) is modeled by a Gaussian distribution (cen-
tered in 0 and of variance σ2a) over the Bhattacharyya distance [234] of the appear-
ance models yt and y1.
The Bhattacharyya distance is defined in 3.8.
When an occlusion arises (for example, the target is occluded by another pedes-
trian), the likelihood of the particles decreases and, consequently, particles begin
to die (i.e., particles have low or uniform weights). To account for such particle
impoverishment, a resampling procedure is used to refresh the set of particles. We
stress here that, since our tracking approach focuses only on a single target and
no pedestrian detector is used during tracking, our algorithm does not require any
data association procedure.
Experimental results are presented in the Ch. 5 and were performed on the
public dataset in [3].
Chapter 4
Methods for Human Behavior
Characterization
This Chapter treats methods to analyze humans’ movements, such as human ac-
tivity recognition, and to analyze humans’ behaviors represented through multi-
dimensional time-series. Characterization of human behaviors is a challenging
problem in Computer Vision and it represents a key application in several fields,
such as security, natural interfaces, gaming and assisted living, to name a few.
The goal of human activity recognition is to automatically detect and ana-
lyze human activities from the information acquired from sensors (e.g from video
cameras, Kinect, etc.).
In the literature there is not a unique definition of the notion of activity. How-
ever, common practice is a to assume activities as aggregations of actions, which
again are understood as aggregations of atomic operations [237, 238, 239]. In
other words, activities are hierarchically structured into actions, as for example
the activity of preparing coffee can be structured in the actions fill the water con-
tainer, which can be further decomposed into atomic operations as open the water
tap [237].
The application of HAR involves a better understanding of the patterns of
human movements. As suggested in [240] the target tracking problem and the
recognition of atomic activities indicate a strong dependence and should be con-
sidered into a single coherent framework to allow the construction of more accurate
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surveillance systems. For instance, understanding that a person is performing an
action like walking rather than another would permit to a tracker to use different
strategies to improve its track accuracy.
4.1 Hop: Histogram of Patterns for Human Ac-
tion Representation
In this framework we proposed to represent time-series of descriptors by means of
distributions of frequent sequential patterns of different length for action classifi-
cation. We define a sequential pattern as a series of data descriptors indexed in
time order, and a frequent pattern is one that occurs many times in the data [13].
A classical approach to represent actions is Bag Of Visual Words (BoVW) [20,
21, 22, 23, 24]. In BoVW, an action is represented as a distribution of image/video
patches (visual words). The codebook of visual words is generally computed by
clustering algorithms, i.e. k-means ([25, 26, 27, 28]). To consider the dynamics
of visual information in a time-series within BoVW, spatio-temporal descriptors
extracted from fixed-length cuboids [21, 22, 24] or multi-scale time windows [145]
have been used. Visual feature dynamics are especially useful for discriminating
actions that share similar body poses but show different temporal evolution; as an
example, sit down and get up are actions sharing similar body poses, but these
poses appear in different time order.
In contrast to the classical BoVW approach, we describe an action by means
of frequent sequences of visual descriptors, thus focusing more on the body motion
dynamics rather than actual body poses. Fig. 4.1 gives an overview of the pro-
posed Bag-of-Frequent-Sequential-Patterns approach. In this approach, the code-
book of frequent sequential patterns is computed by means of a modified apriori
algorithm [149, 241]. Our implementation of the apriori algorithm allows us to
calculate frequent patterns of different lengths, which represent different levels of
body motion details. While in general clustering algorithms group elements based
only on pairwise element similarities, our technique considers both similarity and
frequency of the elements when learning a codebook of frequent sequential pat-
terns. This allows us to ignore infrequent patterns that might be less informative
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or even confusing for classification purposes.
To summarize, our contribution in this work is twofold:
1. It represents actions by multinomial distributions of frequent sequential pat-
terns;
2. It proposes an apriori algorithm-based learning approach for codebook of
frequent sequential patterns.
We demonstrate our approach in the context of 3D skeleton-based action classi-
fication [11]. The proposed framework can be easily extended to other kinds of
visual descriptors such as histograms of STIP features [21] or HOG [55].
Experimental results are performed on the Microsoft Research Cambridge-
12 (MSRC-12) gesture dataset [242] in cross-subject validation. Our technique
achieves state-of-the-art accuracy values as it will be presented in the Ch. 5.
Figure 4.1: Bag-of-Frequent-Sequential-Patterns: a test sequence is encoded in
terms of frequent sequential patterns (fp1, fp2, ..., fpN) by means of vector quan-
tization; hence, a histogram of frequent sequential patterns is computed and used
to predict the action class based on 1-vs-1 SVMs. In the proposed approach, the
codebook is learned by a modified apriori algorithm on the training set.
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4.1.1 Representation by Histogram of Frequent Patterns
As shown in Fig. 4.1, a time-series is represented as a histogram of frequent patterns
by matching subsequences with the patterns stored in the codebook.
Frequent patterns may be found by data mining techniques, such as the apriori
algorithm proposed for transactional databases [243]. In such kind of applications,
a pattern C(k) is a set of k items from an alphabet A , and the problem is that of
finding the longest frequent patterns in the database.
Since in transactional databases there is no need of considering the order of
the items within the patterns, the method is not appropriate for sequential data,
such as time-series, and requires some modifications in order to calculate frequent
ordered item-sets. Modified apriori-algorithm for sequential data have been pro-
posed in [149, 13, 243]. In particular, the method in [149] deals with the discovery
of reduplication of ASL within a single data stream. As we will detail next, we
borrow some of the ideas in [149] and adapt them to the learning (rather than
discovering) of sequential patterns from a set of time-series.
4.1.2 Codebook of Frequent Patterns
The main idea behind apriori-like algorithms is that a pattern C(k) is frequent if
and only if each pattern C(k−1) ⊂ C(k) is frequent as well. Therefore a frequent
pattern C(k) may be generated iteratively by extending a pattern C(k−1) with an
item i ∈ A , and ensuring that the generated pattern is composed of only frequent
sub-patterns.
At the k-th iteration, apriori-like algorithms consist mainly of three steps:
• Generation of candidates of length k by frequent patterns of length k − 1;
• Counting of candidate frequencies;
• Removal of infrequent patterns.
Infrequent patterns have a frequency count lower than a predefined threshold ψ.
We modified these steps to adapt them to the processing of sequential data.
Alg. 2 shows the work-flow required to discover frequent patterns from training
data D . The algorithm generates frequent sequential patterns C(KM ) of maximal
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Algorithm 2 Learning a codebook of frequent sequential patterns
1: function codebook = codebookLearning(D , KM)
2: k ← τ
3: codebook ← ∅
4: C(k) ← generateCandidatePatterns(D , k)
5: while k < KM do
6: k ← k + 1
7: [C(k), fp(k−1)]← newCandidatePatternGeneration(C(k−1))
8: codebook ← codebook ∪ fp(k−1)
9: C(k) ← duplicatesRemoval(C(k))
10: getFrequencies(C(k),D)
11: C(k) ← infrequentPatternsRemoval(C(k))
12: end while
13: codebook ← codebook ∪ C(KM )
14: end function
length KM . At the k-th iteration, C(k) is a set of patterns C(k)i with i ∈ [1, . . . , Nk],
where Nk represents the number of frequent sequential patterns of length k that
have been found in data D . Each C(k)i is an ordered sequence of feature descriptors
ci,j, i.e. C(k)i = [ci,1, ci,2, . . . , ci,k]. The set codebook stores frequent sequential
patterns of different-length. The set fp(k−1) stores frequent sequential patterns of
length k − 1 that cannot be used to generate longer patterns.
Candidate Pattern Generation: In the classical apriori algorithm [241],
the initial set of items (alphabet A ) is known. In our application, this initial set is
unknown and we start the algorithm with all possible windows of minimal length τ
extracted from the data streams with a sliding window approach. We refine such
initial set of candidate patterns C(τ) by pruning the duplicated and infrequent ones
as detailed later.
Candidate Pattern Frequencies: Given a set of candidate patterns C(k)
and data D , we need to count how many times each candidate pattern occurs in
the data. In contrast to the classical apriori algorithm, this method entails the
processing of non categorical data; therefore we need a strategy to establish approx-
imate matches between candidate patterns and data. In particular, each candidate
pattern C(k)i has to be compared against temporal windows extracted from data
and of the same length as the considered pattern. Let us assume for a moment
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that D contains only one sequence, i.e. D = [d1, d2, . . . dN ], and consider a pattern
C
(k)
i = [ci,1, ci,2, . . . , ci,k]. We consider a sliding window Wt = [dt, dt+1, . . . , dt+k−1].
The similarity between the candidate pattern and the temporal window Wt is
measured by the following similarity score:
s(C(k)i ,Wt) =
1
k
·
k∑
j=1
e−λ·||ci,j−dt+j−1||2 (4.1)
where λ is a scaling parameter that multiplies the per-item squared Euclidean
distance. When this score is greater than a threshold , it is possible to establish a
match between the pattern and the window, and increment the candidate pattern
frequency. For each pattern, we keep track of the matched temporal windows by
considering the list WCi = {Wj}j∈J .
New Candidate Pattern Generation and Codebook Learning: Let
us consider two frequent patterns C(k−1)1 = [c1,1, c1,2, . . . , c1,k−1] and C
(k−1)
2 =
[c2,1, c2,2, . . . , c2,k−1] such that c1,j = c2,j−1 ∀j ∈ [2, k − 1]. Following [149], a
candidate frequent pattern of k items can be defined as C(k) = [C(k−1)1 , c2,k−1].
Fig. 4.2 sketches the new candidate pattern generation procedure.
Figure 4.2: The figure illustrates the idea behind the candidate pattern generation
process. The new generated candidate is formed by concatenating the first item
of C1, the items shared by both C1 and C2, and the last item of C2.
This candidate generation procedure would work in case of exact match of the
items. In our implementation, we establish approximate matches between candi-
date patterns C(k−1)1 and C
(k−1)
2 when all corresponding items score a similarity
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greater than . By defining the following binary variable:
m(C(k−1)1 , C
(k−1)
2 ) =
k−1∏
j=2
(e−λ·||c1,j−c2,j−1|| ≥ ), (4.2)
if m(C(k−1)1 , C
(k−1)
2 ) is equal to 1 then an approximate match between the two
candidate patterns can be established.
In contrast to [149], where the items of each frequent pattern comes from the
data stream, we learn a pattern model by means of the lists of matched windows
of the two candidate patterns, respectively WC1 and WC2 . The new generated
pattern will have the form C(k) = [µ1, µ2:k−1, µk] where µ1 is the expected value
of the first item of C(k) and is computed by averaging the first elements of the
windows in WC1 ; µ2:k−1 are expected values of subsequent items in the pattern
C(k) and are calculated by considering both the items of windows in WC1 and
windows in WC2 ; finally, µk is the expected value of the last item in C(k) and is
computed by averaging the last elements of the windows in WC2 .
Whenever a candidate pattern of length k − 1 does not contribute to generate
candidate patterns of length k, and its frequency is greater than a threshold ψ,
then the pattern is stored into the codebook.
Removal of Duplicated and Infrequent Candidate Patterns: After
the generation step, a pairwise comparison of candidate patterns is carried on.
Each pair of candidates with a similarity score greater than  is replaced by a new
candidate generated averaging the lists of matched windows. Such kind of pruning
is necessary to deal with approximate matches between data and patterns. To
focus on frequent patterns, candidate patterns with a frequency count smaller
than a threshold ψ are considered infrequent and, hence, pruned.
4.1.3 Histogram of Frequent Patterns
Provided with a codebook of N frequent sequential patterns {Ci}i∈[1,N ] of different
length, we aim at representing a time-series V = {y1, y2, . . . , yv} as a histogram of
frequent patterns (HoP) by performing vector quantization (VQ) [24]. For each
frame in V and for each pattern Ci in the codebook, we consider a subsequence of
V that starts from the current frame, and of length equal to that of the considered
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pattern Ci. We compare each window to the patterns by the score in Eq. (4.1) and
only increment the bin of the histogram that corresponds to the pattern achieving
the highest similarity (i.e. we apply hard coding).
At the top of Fig. 4.3, a sample of the action class Push-Right is shown. The bar
under the sequence indicates which patterns in the codebook have been detected
in the sequence (each color corresponds to a different pattern); the patterns are
represented under the bar while, at the bottom of the figure, the histogram of
patterns is plotted.
Figure 4.3: The figure illustrates the HoP of a sample of the Push − Right class
in terms of frequent patterns learned by our apriori algorithm. In the figure, only
few distinctive skeletons of the sequence and of the patterns are shown.
This method is validated on the Microsoft Research Cambridge-12 (MSRC-12)
gesture dataset [242]. In this dataset we achieves state-of-the-art accuracy values.
Experimental results are presented in Ch. 5.
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4.2 Automatic behavioral Change-Point Detec-
tion: A Case Study with Children behaviors
The study of human behaviors in cognitive sciences provides clues to understand
and describe people personal and interpersonal functioning. In particular, the anal-
ysis of the temporal dynamics and of the interleaving between complex behaviors
can be a powerful tool to reveal events, correlations, causalities and synchronous
phenomena, but also to discover abnormal behaviors. However, the annotation
of these dynamics can be extremely expensive in terms of temporal and human
resources demanded to expert annotators.
Therefore, a semi-automated annotation system is proposed to highlight break-
points and transitions from one behavior to another. Our system is based on a
general-purpose methodology that is suitable in the presence of heterogeneous be-
haviors for which no a-priori model is available.
The methodology has been validated and tested in a semi-ecological use-case
scenario: a manually annotated dataset of humans’ movements collected during
an imitation task of a virtual agent [4, 244] acting as a tightrope walker [245].
The dataset involves behavioral observations from children with typical develop-
ment (TD) but also children with neuro-developmental disorders (NDD): Autism
Spectrum Disorder (ASD) and Developmental Coordination Disorder (DCD). The
presence of abnormal movements [246, 247, 248, 249] from children with NDD gives
the possibility of validating the proposed system in conditions that are challenging
even for experienced annotators.
The behaviors annotated in the tightrope walker dataset are simple and quite
stereotyped; however, their effective automated or semi-automated annotation can
be generalized and transferred to a larger set of humans’ behaviors involving move-
ments. Achieving such effective annotation capabilities would result on fewer hu-
man resources committed to the manual analysis of the data, as well as on less
time spent on this task.
It is demonstrated:
– The feasibility of the proposed approach in practical applications and its
effectiveness in detecting and classifying change-points in humans’ move-
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Figure 4.4: The behavioral signal is analyzed in terms of temporal windows. For
each temporal window, a description of the statistical moments of the signal within
the window are considered. Hence, the descriptor is fed in input to a classifier that
returns the predicted change-point class. Predictions for all possible temporal
windows are aggregated by a clustering technique. The time instants of the cluster
centers are the estimated change-points.
ments;
– The efficacy and the limits of the system while tackling abnormal behav-
iors, for instance when analyzing behaviors of children affected by NDD;
– The impact of the annotated training set size to understand how many
samples the system training procedure requires to achieve valuable perfor-
mances.
4.2.1 Mathematical Background
The assumption that the course of specific phenomena, represented in terms of
time-series, follows the same fixed stationary process may not be realistic in several
domains such as economics, business, engineering, medicine and social sciences.
The discovery of specific time points in which the properties of the time-series
change is an attracting and well-studied problem [14, 250, 251, 252, 203, 200, 201,
202]. A change-point is defined as the temporal boundary that separates two
sequences of observations originating from two different statistical distributions.
In this sense, change-point detection can be achieved by analyzing the parameters
of such distributions. Changes in the statistical moments of the distribution of the
observations can be interpreted as possible change-points. Such changes can be
particularly evident in the distribution of characteristics related to the observed
measurements such as derivatives or energy spectra. A simple but effective change-
point detection method is the CUSUM (cumulative sum) test [253], that involves
the calculation of a cumulative sum of the observed characteristics: when the value
4. Methods for Human Behavior Characterization 81
of the cumulative sum exceeds a certain threshold value, a change-point has been
detected.
The change-point detection problem can be stated in terms of a hypothesis
test [254, 255] in which the null hypothesis H0 assumes the absence of a change-
point at a specified time in the time-series, while the alternative hypothesis H1
assumes that there is one. More in the detail, supposing each observation in a time-
series originated from some distribution fully described by a set of parameters θt
with t ∈ [0, N) indicating time, the hypotheses H0 and H1 can be formulated as
follows:
H0 : θ0 = · · · = θp−1 = θp = θp+1 = · · · = θN−1 (4.3)
H1 : θ0 = · · · = θp−1 = θp 6= θp+1 = · · · = θN−1 (4.4)
where p represents the time when a change-point event occurs. The key factor
in the formulation of H1 is the inequality θp 6= θp+1: at some point in the time-
series, and precisely between t = p and t = p + 1, the underlying distribution
changes. Consequently, the hypothesis H1 assumes the presence of two different
distributions characterized by the parameters θA and θB respectively. When t ≤ p,
θt = θA ; whenever t > p, θt = θB.
According to this formulation, it is possible to define λ as the ratio between
the likelihoods associated with the two hypotheses H0 and H1:
λ(t) = L(H0|t)L(H1|t) (4.5)
This likelihood-ratio can provide a general decision test to classify observations
in a sequence : if λ(t) > c do not reject H0if λ(t) ≤ c reject H0 (4.6)
where c is a predefined threshold selected to obtain a specified significance level.
Without going further into the details, likelihood-ratio based classification systems,
such as the Generalized likelihood ratio (GLR) [256] or the marginalized likelihood
ratio (MLR) [257], exploit this model by finding suitable parameters that maximize
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the system capabilities of detecting change-points in the observed measurements.
Non-parametric tests have also been developed for applications in which no
prior knowledge about the observed process distribution is available [258, 259].
Other statistical methods use Bayesian prior distributions to incorporate time-
dependent information [14, 260].
Without being exhaustive, in recent years many machine learning algorithms
have been designed or adapted to the change-point detection problem. Such meth-
ods usually employ sliding windows of subsequent observations [261, 262, 252] to
reinforce their noise resistance or to capture smoothed transitions that otherwise
could be difficult to detect. Under this point of view, supervised approaches have
been proposed [261, 262, 263, 264, 265] to model the change-point detection prob-
lem as a binary classification problem. In this case, the goal is to discriminate be-
tween state transition sequences (i.e., observation sequences including the change-
point) and within-state sequences. Multi-class classifiers have been adopted to
solve the change-point estimation problem [14] in that case, the goal is the recog-
nition of the type of detected change-point, namely the kind of state transition
that arises. Alternatively, unsupervised learning algorithms have been proposed to
discover patterns in unlabeled data. Subspace modelling [251, 30] and graph-based
technique [266, 267, 268], in particular, have been used as clustering methods to
detect change-points.
4.2.2 Methodology
We assume that humans’ behaviors are represented through a multi-dimensional
time-series B = {b1, b2, · · · , bT} where each sample bt is a set of observations ac-
quired at time t. We adopt a sliding-window approach, such that W subsequent
observations {bi, bi+1, · · · , bi+W−1} centered in bbW+i2 c are used to calculate a be-
havioral feature fbW+i2 c. By applying this technique, we transform the time-series
B into the time-series F = {fbW2 c, fbW2 c+1, ...fT−bW2 c+1} where each element fj is a
feature vector extracted from the window centered in the sample bj.
Provided with this feature representation, we apply a supervised classification
technique to detect and recognize change-points from the feature time-series F .
We assume the availability of a dataset annotated by an expert in terms of
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change-points’ timestamp and class, indicating with the latter the behavioral tran-
sition to be found. Consequently, our goal will not be the recognition of behaviors
but the identification of transitions from one behavior to another. In particular,
we consider the problem of jointly recognizing among L different classes of change-
points and detecting the time when such change-points arise. We aim at solving
this problem without any a priori knowledge of the involved behavior classes. This
problem is difficult because: behavior duration and type may largely change, there
may be intra- and inter-subjects variations in behaviors and, in general, the transi-
tions from one behavior to another are not abrupt. We adopt a classifier that takes
in input the feature descriptor of a temporal window ft and provides in output the
predicted change-point class (a label between 1 and L) or 0 if no change-point has
been detected. Since the behavior duration varies, more subsequent windows may
be recognized as belonging to the same change-point class. To refine the prediction
step and estimate more precisely the instant when the transition arises, we apply
a clustering technique to aggregate the predictions. The centroid of each of such
clusters is used as estimated change-point.
The framework we implemented is presented in Fig. 4.4. In the following, we
provide more details about each of the steps required to apply the above-described
methodology.
4.2.3 Feature Extraction
A change-point represents a switch from a dynamical system to another. Hence, in
a change-point, the statistical properties of the signal within a temporal window
change.
In particular, given a set of subsequent observations {bt−bW2 c, · · · , bt, · · · , bt+bW2 c}
in a window of length W , we characterize the signal within the window by its
statistical moments. The corresponding feature descriptor is defined as ft =
{µt,Σt, St, Kt ∆t} where: µt represents the mean value (1st order moment), Σt
is the covariance matrix (2nd order moment), St and Kt represents the skewness
and kurtosis of the multivariate distribution as defined by [269] (3rd and 4th or-
der moments respectively). Moreover, the feature descriptor includes the value
∆t, which is the difference between the maximal and minimal values of the sig-
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nal components and, hence, describes the signal extension along with the various
components. It is also possible to include the median of the signal values to make
the descriptor more robust to outliers.
The feature descriptor can be extended by including also other statistical prop-
erties of the signal. It is indeed possible to include the statistical moments of the
velocity, acceleration and jerk of the signal (namely, the 1-st, 2-nd and 3-rd order
derivatives of the signal) to capture local information about the way the signal
changes over time [270, 271, 272].
Besides, the statistical moments of the signal curvature can be included too
in the descriptor. The curvature locally measures how fast a curve is changing
direction at a given point. The formal definition of curvature is C = |dT
ds | where
T is the unit tangent of the curve and s is the arc length. In particular, for a
three-dimensional signal b(t), where t indicates time, the curvature measures the
local magnitude of the acceleration of a particle moving with unit speed along the
curve and is defined as C = ||b′(t)×b′′(t)||||b′(t)||3 , where b
′(t) and b′′(t) represent 1-st and
2-nd order of time derivatives respectively. For a one-dimensional signal b(t), the
curvature is simply defined as C = b′(t)−b′′(t)
[1+(b′(t))2]
3
2
.
To detect and recognize a change-point at time t, and hence a transition from
one behavior to another, it may help to also consider contextual information,
namely the properties of the signal before time t−bW2 c and after time t+bW2 c. As
shown in Fig. 4.5, this may be achieved by including in the change-point descrip-
tor ft the statistical moments of the signal in bW2 c observations before and after
the t-th window. By doing in this way, the final descriptor ft has a size equals to
7 · (2k2 + 3k) + 3k. In particular, for k = 1, the descriptor has a size equals to 38.
The size of the above-described feature vector is independent of the number of
considered observationsW , namely the size of the temporal window. However, the
value ofW can have an impact on the descriptiveness of the feature vector. Indeed,
the value of W depends on the sampling frequency and the nature of the analyzed
signal. Depending on such sampling frequency, a small value of W can be too
local and result in a poor descriptor for the change-point detection problem. On
the contrary, a too-large value of W increases the risk of using temporal windows
that may contain more than one change-point [252]. Our proposed methodology
aims at considering the case when no information is available about the duration
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of each behavior. The selection of the best value for W can be done empirically
when an annotated dataset is available by selecting the best classification model
among the ones trained by varying the value of W .
Figure 4.5: Contextual information can be included in the descriptor extracted
from a temporal window of length W by computing the statistical moments of
the signal of the W2 observations on the left and on the right side of the temporal
window itself.
4.2.4 Descriptor Classification
We need to recognize if a descriptor fj of the j-th window, computed as described
in Sec. 4.2.3, is not a change-point or is one of the L possible behavior transitions.
We model the problem as a classification one. We assume that a dataset manu-
ally annotated by experts in the psychology field is available. In particular, we
assume that annotators have provided the time and the class of the change-points
in the behavioral time-series. We use the behavioral time-series to extract a set of
feature descriptors. We associate to each feature descriptor a label that depends
on the available annotations. When considering temporal windows of length W ,
there are no more than W subsequent temporal windows including an annotated
time instant t. Intuitively, the descriptors associated to some of such temporal
windows might differ very little (for example, subsequent temporal windows differ
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for only two observations). Hence, there is the risk to associate two similar de-
scriptors with different labels, which may compromise the classifier training. The
most straightforward strategy to avoid this issue would be that of computing a
feature descriptor for each window centered in the annotated change-point while
avoiding to extract descriptors for overlapping temporal windows. However, this
greatly limits the size of the training data, especially for rare change-point classes,
with an impact on the accuracy of the classification model. Furthermore, this
strategy strongly trusts in the experts’ capabilities to precisely annotate change-
points. In real experimental scenarios, different experts may not fully agree on the
exact location of the change-point in the time-series. In practice, during the data
annotation process, different experts annotate independently the data and then
discuss and resolve any divergence in the annotation results. Inter-rater reliability
is in general measured by the Cohen’s Kappa. Such kind of validation increases
the cost for annotating data.
This suggests that a safer strategy is that of labelling in a consistent way all
feature descriptors extracted from windows centered in observations that are close
to the annotated change-point. To this purpose, we set a threshold τ on the
absolute difference between the time of the central observation and the annotated
change-point.
Another important issue to consider when dealing with change-point classifi-
cation is the nature of the resulting training set. Indeed, it is not unusual to deal
with an unbalanced dataset, namely dataset in which change-point classes are not
equally represented. This is especially true for the class representing the within-
state sequences [273, 274]. To account for such issue it is important to apply a
balancing procedure such that the number of samples in each change-point class
becomes comparable.
4.2.5 Change-Point Detection
As detailed in Sec. 4.2.4, our classifier takes in input the feature descriptor of a
temporal window and provides a label indicating if the center of the temporal
window is a change-point and, in this case, the class of the detected change-point.
During test, we apply a sliding window approach, meaning that we classify the
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feature descriptors of subsequent temporal windows. Two neighbor windows will
then differ for two observations and their feature descriptor may not greatly vary.
Hence, the classifiers will likely output the same predictions for close temporal win-
dows. We adopt DBSCAN as convenient algorithm to aggregate the time instants
of such predictions in compact clusters. Other clustering algorithms need to know
the number of clusters they should compute, namely the number of change-points
arising in the time-series. In contrast, DBSCAN is an algorithm entirely based on
the distances among samples (in our case, time instants); clusters emerge by con-
sidering neighborhood relationships among the samples. More in detail, DBSCAN
is independently executed on the sets of time instants classified as belonging to a
specific change-point class. The average value of the time instants in each resulting
cluster is the predicted time when a change-point occurred in the signal.
4.2.6 Case Study
To demonstrate the methodology introduced in this work, we propose its applica-
tion to the behavioral data collected by [244] and [4] during an imitation task where
children had to reproduce the movements of a virtual agent acting as a tightrope
walker (TW) [245]. In that scenario, authors focused particularly on how partici-
pants were able to imitate the TW and, eventually, perform a perspective change
to the point of view of the virtual agent. As we will detail later, children behaviors
were described through time-series derived by their hand movements during the
imitation task.
In [4], authors explored children behavioral imitation abilities in terms of inter-
personal synchronization and motor coordination. In [244], authors investigated
the ability of children in performing behavioral own-body-transformations. While
in [4] authors exploited the dataset through an automated characterization of tem-
poral slices of the interaction with the virtual agent, in [244] authors analyzed the
same dataset by exploiting manually annotated change-points. Notably, in [244],
experts have manually annotated change-points in such time-series to analyze and
compare the behaviors of TD children and children affected by NDD, specifically
ASD and DCD.
In this work, we use the annotated data presented in [244] to apply our method-
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ology and automatically discover change-points in the recorded behavioral signals.
We use the data collected with TD children to train and test our system. Then, we
use the data collected with children affected by ASD or DCD disorders to further
investigate the potentiality and the limits of the proposed methodology. In the
Ch. 5 we provided more details about the considered scenario, the data used to
asses our method and the implementation details.
Chapter 5
Experimental Results
In this Chapter we discuss the results obtained from the methods presented in the
Chapters 3 and 4 of the thesis.
At the beginning of this chapter the experimental results obtained by the track-
ers introduced in the Secs. 3.2.1 and 3.2.2 is presented. The comparison between
these two trackers is possible since the adoption of the same tracking-by-detection
paradigm. Later the results of the method based on the Bayesian approach, in-
troduced in Sec. 3.3.1 are shown. The three tracking algorithms were tested on
the same public dataset [3], that is also presented here. The trackers of the sec-
tions 3.2.1 and 3.2.2 are also compared with a baseline, a CamShift based algo-
rithm, suggested in the work of [3].
To be fair, the presented results are not fully comparable with those in [3] since
we validated our methods only on pedestrian targets. The results in [3] consider all
the annotated objects of the dataset (including objects), while we focused ourself
only on the full-body annotated pedestrian targets. However, also from this point
of view our results allowed us to state that our tracking algorithms are accurate
and could even be used to track generic objects by using appropriate detectors.
In the following of the Chapter the experimental results on the action recogni-
tion framework shown in Sec. 4.1 are presented. Finally, the results of the frame-
work on the human behavior characterization introduced in Sec. 4.2 are discussed.
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5.1 Pedestrian Tracking Results
The dataset used to test the tracking algorithms presented in this thesis is the
public available dataset of [3]. The video sequences presented in [3] were captured
in two indoor environments with five or six randomly moving individuals.
The videos contain a total number of 3.179 panoramic frames recorded at 16
fps. The length of each tracking sequence varies from a few seconds to one/two
minutes. These video sequences are affected by common tracking perturbation
factors, such as: motion blur, scale change, out-of-plane rotation, fast motion,
cluttered background, illumination variation, low resolution, occlusion, presence of
distractors and articulated objects. They are also affected by serious illumination
artifacts. Moreover there are numerous occlusions arising while people are moving
around the camera alone or in groups, which make this dataset challenging.
As baseline method, the work in [3] suggests to use CamShift. In Fig. 5.1 some
of the panoramic frames taken from the video sequences of the dataset [3] are
shown.
Figure 5.1: Random equirectangular frames taken from the video sequences of [3].
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5.1.1 Pedestrian Tracking in 360° video by Virtual PTZ
Cameras
The tracker presented in 3.2.1 was tested on the three spherical video sequences of
the dataset mentioned above. In [3], the zoom angle of the vPTZ is not predicted
and it is always set to 90°. For comparison purposes with [3] even if our algorithm
aims at estimating the best zoom angle to closely track the target, the virtual
camera resolution of our vPTZ was set to 640X480, and its field of view θ to 90°.
The tracker was initialized by the first ground-truth bounding box of each
target. In the experiments we set α = 0.5, and number_memories = 9
In this first method we proposed an approach that allows to track a target
in a 360° video by controlling a virtual PTZ camera. The tracking-by-detection
approach takes advantage of pedestrian detectors at the state-of-the-art to locate
candidate targets in the scene. To select the target among all candidates, this
approach considers the appearance similarity of each detection to the target ap-
pearance model and the distance of the detection to the center of the image. The
appearance model is implemented as a dynamic memory that stores color his-
tograms of past detections. The memory is managed in such a way that only the
most discriminative color histograms are retained in memory whenever a new ap-
pearance representation is available. Moreover, to decide if updating the memory
or not, a threshold on the Bhattacharyya distances is computed online by assuming
that distances among detections of the same target follows a Gaussian probability
distribution.
To assess our tracker approach, we compare our tracking results to the ground
truth by considering two measures: the mean absolute error (MAE) in degrees for
the estimated pan (α), tilt (β) and zoom (γ) angles and the Track Fragmentation
(TF) error.
The results presented in [3] are obtained by using the Center Location Error
(CLE), Overlap Ratio (OR) and percentage of frames where the tracker successfully
followed the target (% of Frames). These metrics are not general enough since these
measurements depends on the image resolution of the projected views and on the
zoom factor. For the above reason, we decided to not adopt the metrics suggested
in [3].
5. Experimental Results 92
In Table 5.1, we report the values of mean absolute error (MAE) in degrees for
the estimated pan (α), tilt (β) and zoom (γ) angles and the values of our modified
Track Fragmentation (TF) error.
Method MAE(α) MAE(β) MAE(γ) TF
Pf vPTZ [16] 3.14° 2.79° 9.85° 59.84%
CamShift [3] 3.86° 4.68° 36.11° 64.43%
TbyD [15] 2.43° 3.43° 15.26° 70.44%
Table 5.1: Experimental Results: MAE stands for Mean Absolute Error, α, β, γ
indicate pan, tilt and zoom respectively, TF stands for Track Fragmentation
As shown in Table 5.1, our method outperforms the CamShift algorithm in
terms of MAE and TF and, in particular, it seems to be able to handle better the
zoom factor estimation. This experimental results showed that overall the idea of
using virtual PTZ cameras to perform tracking in 360° videos is viable. They have
also shown the limits of the simplistic adopted appearance model.
5.1.2 Tracking-by-Detection in 360° videos using pre-trained
deep models
In the tracker presented in 3.2.2 efforts have been made to make the target ap-
pearance model more robust. For this reason, in this tracking algorithm the seg-
mentation masks estimated by Mask R-CNN were used to compute a simple but
robust target appearance model based on Hue-Saturation-Value (HSV) color his-
tograms. The Mask R-CNN is based on the ResNet101 backbone with the pre-
trained weights of the MS COCO dataset [275]. The min and max dimensions of
the width and height of the input images for the Mask R-CNN were set both to
128. This size allows the network to perform detection on images very quickly. The
min and max dimensions of input images should not be too small cause some de-
tections could be lost during the rescaling performed by the model of the network.
Mask R-CNN was set with the minimum probability value to accept a detected
instance (ROIs below this threshold are skipped), equal to 0.7 and with the non-
maximum suppression threshold for detection, important to get rid off overlapping
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prediction masks, equal to 0.3. In our experiments, we tried various configurations
for the Kalman filter state space, as shown in table 5.2. The progressive zoom
out strategy performed during a missing or occlusion was set to a λ = 10° , and
increased frame by frame of the same amount, until the occlusion or missing is
present, up to a maximum value of 30° .
We noted that the correction of tilt and zoom parameters with the Kalman
filter modifies the camera FOV in such a way that it does not allow the Mask
R-CNN to re-detect the target in the next frames. The continuous correction of
the tilt leads the vPTZ to move either too high or too low in relation to where the
target is actually located. This causes that the Mask R-CNN does not detect the
target after few frames. Even the zoom correction causes an analogous situation,
because of an exaggerated zooming-in.
According to this, we decided to apply the correction and prediction of the
only pan to the Kalman filter. In all our experiments the threshold µ for the
target association and the α parameter was both empirically set to 0.10. In our
experiments we have observed that small variations of these two parameters do
not have much influence on the accuracy of the method. For comparison purposes,
we adopted the same evaluation protocol as in [15].
In our experiments, we tested several configuration by varying the number of
color histograms to model the target appearance and the vPTZ camera parameters
to correct by the Kalman filter.
The 2H −Kalman(α, β, γ) and 2H −Kalman(α) configurations divided the
target image into upper and lower parts to compute two different histograms in
the HSV color space, as presented in [15, 16].
In the 2H − Kalman(α, β, γ), Kalman filter was adopted for correcting and
predicting the pan, tilt and zoom for the vPTZ camera in case of occlusions or
missing detection. In 2H − Kalman(α), the Kalman filter is used for correcting
and predicting only the pan parameter.
The 1H and 1H − Kalman(α) use the entire target image to compute the
color histogram (without splitting it in two parts). The 1H configuration does not
use any Kalman filter and performs tracking by linking over time the detections
provided by the Mask R-CNN. The 1H − Kalman(α) , instead, also adopts the
Kalman Filter to correct the pan parameter.
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In Table 5.2, we reported the performances of our method with the same metrics
proposed in [16] and [15]. In particular, we reported the values of mean absolute
errors (MAE) in degrees for the predicted pan (α), tilt (β) and zoom (γ) angles
of the various configurations. Furthermore, we reported the Track Fragmentation
(TF) error that measures the percentage of invalid detections in the tracks.
As we can see in the table 5.2 the configurations with the full histogram re-
turned better results than those with the splitted one and all our configurations
obtained better results than [15], overcoming the state-of-the-art for the [3] dataset.
In particular, we can see how the TF is low in the 1H−Kalman(α) configuration.
The use of the kalman filter on all the three pan, tilt and zoom parameters of the
vPTZ camera was found to be disadvantageous, as can be seen from the TF of the
2H −Kalman(α, β, γ) configuration.
We also tried a configuration that included the Kalman filter for the prediction
of the three parameters pan, tilt and zoom both during occlusion/missing and non-
occlusion/missing situations. We decided to not report this configuration because
the tracker after a few frames was not able to follow the target anymore. This is
due to the fact that the corrections of the pan, tilt and zoom of the Kalman filter
returned values that do not allow the Mask R-CNN to properly detect objects.
Configuration MAE(α) MAE(β) MAE(γ) TF
2H −Kalman(α, β, γ) 2.81° 3.95° 10.41° 36.1%
2H −Kalman(α) 2.10° 1.32° 9.22° 22.1%
1H −NoKalman 1.13° 1.45° 9.15° 22.5%
1H −Kalman(α) 1.95° 1.25° 8.87° 12.6%
TbyD [15] 2.43° 3.43° 15.26° 70.44%
Pf vPTZ [16] 3.14° 2.79° 9.85° 59.8%
Table 5.2: Experimental Results: MAE stands for Mean Absolute Error, α, β, γ
indicate pan, tilt and zoom respectively, TF stands for Track Fragmentation
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5.1.3 Particle Filtering for Tracking in 360° videos using
virtual PTZ Cameras
In the Sec. 3.3.1 we introduced the idea of using particle filter with vPTZ cameras.
In this approach we took advantage of the particle filter to model the posterior
distribution of a vPTZ camera views. The tracker was initialized by the first
bounding box of the target provided with the ground-truth. To initialize the
tracker automatically, a pedestrian detector could be used on the vPTZ camera
views obtained by setting the zoom angle to 90°, the tilt angle to 0°, and by varying
the pan angle in [−180,−90, 0, 90].
As shown in Table 5.1, our method outperforms both the CamShift algorithm
and our previous method [15] in terms of MAE and TF and, in particular, it
seems to be able to handle better the zoom factor estimation. All methods show
high values of TF, whilst the proposed method achieves the lowest one. We note
here that all methods perform tracking in the HSV color space by employing color
histograms. Overall, the results suggest that by adopting stronger appearance
descriptors the performance of the method could improve.
In the proposed framework, the posterior distribution is approximated by a
discrete set of particles. Each particle represents a vPTZ camera with specific
values of pan, tilt and zoom. Such cameras are weighted and used, frame-by-
frame, to estimate the vPTZ camera to track the target. At the best of our
knowledge, there are no works using the particle filter framework to model the
posterior distribution of vPTZ cameras.
Adjustments must be made to improve the observation likelihood model and,
in general, the appearance model used to describe the target in order to make it
adaptive. Targets have been tracked over all the video frames. An automatic pro-
cedure that ends the tracker when the target is not detected for a prefixed number
of consecutive frames could also be introduced. We will investigate the possibility
to extends our tracking approaches to multiple targets. For example, a tracker
could be initialized for each target and information about the estimated targets’
locations on the sphere could be shared among trackers in order to disambiguate
among them.
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5.2 Human Behavior Characterization Results
In this section, the experimental results of the action recognition framework shown
in Sec. 4.1 and of the human behavior characterization framework introduced in
Sec. 4.2 are presented.
5.2.1 Hop: Histogram of Patterns for Human Action Rep-
resentation
We validated the framework of Hop: Histogram of Patterns for Human Action Rep-
resentation on the Microsoft Research Cambridge-12 (MSRC-12) gesture dataset [242].
The dataset consists of sequences of skeletons described by means of the coordi-
nates of 20 3D body joints. Skeletons were estimated by using the Kinect Pose
Estimation pipeline [137]. The dataset includes 594 sequences representing the
performances of 12 actions ( Start system (SS), Duck (D), Push Right (PR), Gog-
gles (G),Wind it up (W), Shoot (S), Bow (B), Throw (T), Had enough (H), Change
weapon (C), Beat both (BB), Kick (K) ) from 30 different subjects. Each sequence
is a recording of one subject performing one gesture several times. Considering
that the MSRC-12 dataset has been proposed for action detection, no temporal seg-
mentation of the single performance is provided with the dataset but only the time
when the action is considered recognizable. In order to test our method in action
classification, we adopted the annotation made publicly available by [276]. Such
annotation specifies the initial/final frame when each performance starts/ends.
This annotation has produced 6243 different action sequences. In order to account
for biometric differences, we preprocessed each action sequence by removing its
average skeleton. In general, mining algorithms are used over a single sequence to
discover repetitive patterns. In contrast, our algorithm learns frequent patterns
over the entire training dataset, which includes segmented action sequences from
different classes and performed by different subjects. Thus, our training approach
allows us to learn more general frequent patterns. We repeated the experiment 10
times in cross-validation with a 50% subject split experimental protocol, that is we
randomly select half of the subjects to build the training set, while the sequences
of the remaining subjects are used for test.
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The training set has been used to learn a codebook of frequent sequential
patterns, and to train one vs one χ2 kernel SVMs with C equals to 10. In our
modified apriori algorithm we empirically set minimal and maximal pattern length
respectively to τ = 3 and KM = 30. The similarity threshold  used to establish
a match between pattern candidates and time windows was set to 0.9, while the
threshold ψ was set to 75.
T vs P SS D PR G W S B T H C BB K
SS 80.23 0 0 0 0.43 4.18 0.04 0.90 4.59 1.07 7.63 0.93
D 0 99.96 0 0 0 0 0.04 0 0 0 0 0
PR 0.04 0 96.35 0 0.73 1.42 0 0.24 0.12 1.09 0 0
G 0.12 0 0 93.14 1.00 1.66 0 0 3.12 0.48 0.48 0
W 0.42 0 1.24 0.09 92.43 1.18 0 0.10 0 2.00 2.54 0
S 0.59 0 0.07 0.11 0.30 93.76 0.04 0.04 0.12 2.28 2.67 0
B 0 4.38 0 0 0 0.20 95.15 0.04 0 0.03 0 0.19
T 0.04 0 0.08 0 0.04 0.81 0.44 93.10 0 1.42 0.04 4.03
H 2.74 0 0.04 5.35 0.12 1.28 0 0 89.00 0.04 1.42 0
C 0.08 0 0.04 0.08 0.28 3.31 0 0 0.04 95.77 0.40 0
BB 3.19 0.62 0.08 0.41 3.89 6.22 0 0.15 1.61 2.47 81.33 0.04
K 0.20 0.07 0 0 0.04 0.24 0.30 0.35 0 0.49 0 98.30
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Figure 5.2: Plots in a) and b) show how the average per-class recall and the number
of patterns in the codebook, respectively, change by varying the minimal pattern
frequency. Values are averaged over 10 runs, and vertical bars show standard
deviations.
We performed experiments to test the quality of the codebook of frequent sequential
patterns generated via Alg. 2. On average, our codebook has a size of 120± 14.72 pat-
terns. The average accuracy value over 10 runs is approximately of about 88.32%. This
result is very encouraging considering that the action representation is very compact.
As detailed in Section 4.1.2, the codebook stores all patterns with a frequency count
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greater than ψ that do not contribute to the generation of longer patterns. However,
since we adopt an approximate matching strategy, the frequency count of the generated
patterns is not a very reliable measure of the importance of the learned patterns. Hence,
it is reasonable to wonder if patterns that are considered infrequent during the codebook
learning procedure might actually improve action classification. To validate our hypoth-
esis, we also included in the codebook sequential patterns that are pruned in line 11 of
Alg. 2 and having a frequency count greater than a threshold φ. Then, we study how
frequent a frequent pattern should be for being included in the codebook by studying
how the average recall changes when varying φ in the range [0, 100].
Figure 5.2.a) shows the trend of the average per-class recall over 10 runs when varying
φ. Vertical bars represent standard deviations of recall values. Figure 5.2.b) shows the
number of patterns in the codebook with a frequency greater than φ. As shown in the
latter plot, the codebook size decreases exponentially; on average, the codebook size
ranges between 50583 (when φ = 0, i.e. all infrequent patterns are included in the
codebook) and 44 (when φ = 100).
On the other hand, as shown in figure 5.2.a), there is an increase of the recall values
for growing values of φ. For value of φ in [20−70] there is a very limited variation of the
average recall; what it really changes is the codebook size that affects the complexity of
the vector quantization step. The best average per-class recall is obtained for φ = 40
and is of about 92.38% ± 0.97. The corresponding codebook size is of about 3086. For
φ = 70, the average recall is of about 91.31% and the codebook size is on average 400. For
φ > 70, the recall value decreases, however the information embedded in very frequent
patterns is still very high considering that, with only 44 codewords (on average) with
φ = 100, the method achieves an average recall of about 82.26%.
Table 5.2.1 shows the confusion matrix obtained with our technique averaged over
10 runs when φ = 40. Columns of the table represents predicted class labels while rows
represent true class labels. As shown in the table, most of the confusion is between the
action classes Start System (SS) and Beat both (BB), Had enough (H) and Goggles(G),
Beat both (BB) and Shoot (S). We stress here that this technique has been tested directly
on the 3D joints coordinates and the only preprocessing of the sequences consists of
making them zero mean. Since the method is very general, we believe that the use of
more complex features extracted from skeletal data might result in higher value of the
average recall.
We compare our method against the work in [276] on equal terms of experimental
protocol. In [276], a pyramid of covariance matrices of 3D joints coordinates is used
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to represent a sequence of skeletons: the root node encode information about the en-
tire sequence; at lower levels, sequences of covariance matrices calculated by a sliding
window approach are considered. Action classification is performed by linear SVM. The
framework only reports the average correct classification rate or accuracy value averaged
over 10 runs in different configuration, and achieves the best accuracy value of about
91.7%. Our accuracy value is of about 92.31% at φ = 40, which is slightly superior to
the one of [276].
So, in this framework we demonstrate the idea of representing sequences of skeletons
by means of distributions of frequent patterns. In our framework, frequent sequential
patterns are computed by means of a modified version of the apriori algorithm. At
each iteration, all frequent patterns that cannot be used for generating longer patterns
are stored and used as codewords. This approach yields to a codebook of patterns of
different length.
To encode the data, at each frame, we use a temporal window whose length adapts
to the length of the pattern. Then, the most similar pattern is found and the histogram
is updated accordingly.
5.2.2 Automatic behavioral Change-Point Detection: A
Case Study with Children behaviors
To validate the system presented in Ch.4, we conducted a series of experiments on the
tightrope walker database that we are going to present below. In particular, in this
framework we focused on:
– The evaluation of the performances of the system in detecting and recog-
nizing change-points in behaviors of TD children. Performance metrics computed
in this case can be seen as measures from a best-case scenario since the signals
representing children’s behaviors are smooth and readable (see Fig. 5.6). The
method was compared against a baseline method.
– The efficacy and the limits of the system in presence of NDD. In this partic-
ular case, the system deals with abnormal signals that are not easy to be labeled
even for expert annotators (see Figs. 5.4 and 5.5);
– The trade-off between training set size and achieved system performances.
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To assess the system capability of precisely detecting change-points, we measured the
F1-Score, the Mean Absolute Error (MAE), the Missing Rate (MR) and the Precision
(P) achieved by our system.
• The F1-score is computed for the (binary) detection problem. In this way, all
feature vectors that are classified as belonging to one of the change-point classes
are considered as positive cases. The vectors that are classified as within-state
sequences are considered as negative cases. The F1-score is defined as:
F1 = 2 · P ·R
P +R (5.1)
where P indicates the precision value and R stands for recall, and measures the
proportion of true positives with respect to the number of annotated positive
samples.
• The Mean Absolute Error (MAE) measures the average absolute difference be-
tween the time instant when a change-point has been detected and the time instant
when the change-point has been annotated. Time is expressed as frame number
(data have been collected with a frame rate equals to 25). MAE is computed only
for the valid detection. A detected change-point is considered valid if its distance
to the annotated change-point in terms of number of frames is lower than 100.
• The Missing Rate (MR) is defined as the percentage of annotated change-points
that are not detected by our system.
• The precision (P) is defined as the proportion of true positives with respect to all
positive predictions made by our system.
Experimental protocol
Authors of [245] used a colour movie of a computer-generated female tightrope walker
(TW) to investigate whether individuals, under spontaneous conditions and without
explicit instruction, embody another person’s behavior. They designed a motor paradigm
focusing on elementary mimicry to investigate, from the body posture, how individuals
act together, focusing in particular on the achievement of own-body transformations,
from an embodied, ego-centered viewpoint to a disembodied, hetero-centered viewpoint.
The studies from [4] and [244] extended the paradigm of the TW to adapt it to the
study of children behaviors by adjusting the size of the virtual character, giving it a
5. Experimental Results 102
cartoon-like aspect of a child. Fig. 5.3 shows an image of the TW in the front-facing
orientation: the artificial TW projected on the wall stands on a rope and keeps its
balancing by carrying a bar that, over time, it tilts laterally to its right or left. The
TW’s bar tilts have a maximum amplitude of 51° and a maximum duration of 3.2s
(mean duration: 2.7s). Tilts on the right or left are performed in random order 7 times.
Children were provided with a wooden bar and invited to mimic the TW’s behaviors by
rotating their bar accordingly. To elicit perspective taking, two kinds of sequences were
alternated 7 times: in the first type of sequence, the TW walks after the participant,
by back-facing her/him; in the second type, the TW walks towards the participant, by
front-facing her/him. In the first case, the participant can simply imitate the TW; in
the second case, an effective imitation from the participant implies a mental rotation
from the point of view of the TW.
Authors of [4] and [244] found behavioral differences in these tasks between TD
children and ASD, DCD children. Hence, we expect that the change-point detection and
recognition in behavior time series of ASD and DCD subjects will be harder than in TD
subjects considering the behavioral differences between these subject groups [277, 278].
In particular, we suppose the system will have more difficulties in dealing with ASD
than DCD subjects.
Figure 5.3: The image shows the real-life projected Tightrope walker used in [4].
Images on the left and on the right show the TW while tilting its bar to the left
and to the right.
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Dataset
During each experimental session, videos of the participants were automatically and
continuously recorded for offline analysis by a RGB-D sensor located in front of them,
a Microsoft Kinect1. This sensor was used to estimate 3D poses of the participant (in
terms of 3D skeletal data) at a frame-rate of about 25fps. The angle of the child’s bar
tilt is calculated using the inclination of the 3D line passing through the two 3D points
representing the child’s hands.
The dataset includes experiments from 85 children imitating the TW. According to
the experimental protocol, each experiment is composed by 7 sequences; however, only
70 children had completed all the planned sessions. Of these 70 children, 30 are TD, 14
DCD and 26 ASD.
Overall, the dataset adopted in this framework includes 490 bar tilts sequences of
which 210 are of TD children, 98 of DCD children and 182 of ASD children.
Fig. 5.6 shows the signals measured during an experimental session. In particular, it
shows the measured tilt angles in degrees of the bar of one of the participants (the blue
line) and of the TW (the orange line) over time. As shown in the figure, the child’s bar
is initially in a horizontal position where the tilt angle is equal to 0°. Then, for 7 times,
the bar is moved and the tilt angle increases (decreases) till reaching a peak value. Later
on, the tilt angle decreases (increases) till reaching again the value 0 (bar in horizontal
position).
Change-points in [244] were manually identified by expert annotators by considering
the starting time of the bar movement, the time when the tilt angle reaches its peak
value, and the time of the bar end movement (see supplementary materials in [244]).
Hence, three different change-point classes have been annotated. Despite each sequence
is composed by 7 tilt movements, experts found that only 6 of them were meaningful and
reliable enough to be used for the analysis of the child’s imitation capabilities. Therefore,
each sequence of angles is annotated with 18 change-points (6 for each change-point
class).
Annotating change-points in the signals acquired with ASD and DCD children is a
complex activity even for psychiatrists [4]. Figs. 5.4 and 5.5 show examples of the tilt
angle signal measured with a DCD and a ASD child respectively. As shown in the figures,
the signals are less smoothed than the ones acquired with TD children. This is probably
due to the difficulty of these children in replicating/imitating the TW’s movements.
1Microsoft Kinect website: https://developer.microsoft.com/en-us/windows/kinect
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Overall, for the 3 different classes of change-points, the data include 8820 annotated
change-points in the tilt angle sequences collected with all the 70 children. In particular,
3780 of these change-points are annotated in sequences collected with TD children.
Figure 5.4: The blue line represents the tilt angle of a DCD child’s bar. The orange
line represents the reference tilt angle of the TW’s bar.
Figure 5.5: The blue line represents the tilt angle of a ASD child’s bar. The orange
line represents the reference tilt angle of the TW’s bar.
Implementation details
Our system has been trained considering the 3780 change-points annotated in the TD
children data. Around each of these change-points, by setting τ = 2, five temporal
windows have been built by setting W = 31. Hence, for each change-point class, 6300
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feature descriptors have been extracted. To maintain the dataset balanced, 6300 feature
descriptors have been extracted from randomly selected temporal windows representing
within-state sequences. We trained SVMs with a 1-vs-1 strategy for the 3 change-point
classes and the additional within-state, background class by using RBF kernel.
Before extracting the feature descriptors, we applied a smoothing filter on each se-
quence and, in particular, we used the Savitzky-Golay filter.
Before training the classifiers, z-score normalization was applied to the data.
During test, we adopted a sliding window approach and classified all windows with a
stride equal to 1. Then we aggregated the positive predictions by applying the DBSCAN
algorithm. The minimum number of samples in each cluster was set to 3. All experiments
were performed in cross-subject validation.
Figure 5.6: The blue line represents the tilt angle of a TD child’s bar. The orange
line represents the reference tilt angle of the TW’s bar.
Evaluation of the performances of the system
A leave-one-subject-out protocol has been employed to validate the presented system
using sequences collected from TD children: for each subject, we trained a model with
the samples from all the other subjects; samples from the excluded subject were used as
test set. The protocol has been repeated using two different window lengths (W = 31
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and W = 61) and two different descriptors: a simple one (S − SW ) resuming the
statistical properties of the signal in each window, and an extended one (C − SW )
able to include contextual information considering bW2 c = 15 observations before and
after each temporal window, as discussed in 4.2.3. Average performances were compared
between them and against a baseline method.
The baseline method computes the second order derivative of the behavioral signal to
measure the concavity of the signal itself. The second order derivative is then filtered by
discarding all values below a threshold σ. The threshold σ is set to the standard deviation
of the second derivative in the training data. The time instants of the unsuppressed
values are clustered by using the K-means algorithm. The value K is set to the number
of annotated change-points in the analyzed sequence, which is 6 for each change-point
class in each experimental session as detailed in Sec.5.2.2. The centers of the found
clusters are considered as predicted change-points. By using a-priori knowledge of the
order in which the behavioral classes appear in the sequence, each detected change-point
is associated with a category. We note here that the baseline method is simpler than the
method we propose but is not fully automatic because it requires a-priori knowledge of
the number of expected change-points and of the order in which behaviors emerge over
time.
Table 5.3 shows the results we obtained. For each metric, computed as average over
the per-subject predictions, we report the average value and the standard deviation.
Metric: F1-score MR(%) MAE P
C-SW (W = 31) 0.95 ± 0.05 3.4 ± 5 4.07 ± 1.64 0.938 ± 0.069
S-SW (W = 31) 0.94 ± 0.05 3.7 ± 5.5 4.31 ± 2 0.933 ± 0.075
S-SW (W = 61) 0.95 ± 0.04 4 ± 4.9 4.65 ± 1.71 0.95 ± 0.058
Baseline M. 0.71 14 9.38 0.62
Table 5.3: The table reports the performance of our system (C-SW) on sequences
collected from Typical Children. S-SW does not use any context information. In
bold font, we report the best value obtained for each metric.
Table 5.3 shows that all variants of the proposed method (C-SW and S-SW) outper-
form the baseline method in all the selected performance metrics. The table also shows
the impact of the window size W on the system performances: while the F1-Scores and
the precision (P) do not change much, the amount of missing rates (MR) and the mean
average error (MAE) slightly increase when enlarging the window size suggesting that
the value of W can affect the general reliability of the system in terms of accuracy in
localizing the change-points. Consequently, a meaningful choice of the window length
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would be a compromise of 31 frames (W = 31). Since the system captures data at 25
fps, a value of W equals to 31 turns out to process temporal windows slightly larger
than 1 second. Finally, the table shows that embedding contextual information into the
descriptor (C − SW ) tends to improve the system performances.
As discussed in Sec. 4.2.4, to train our model it is necessary to associate each feature
vector with a label indicating whether a change-point occurs in the considered window
and, eventually, the type of change-point. This labeling task can be a challenging activity
that can be performed through different strategies.
It is possible to label as change-point only the window in which the central frame has
been annotated as change-point; otherwise, it is possible to annotate as change-point all
the windows such that the distance between the annotated change-point and the central
observation is below a threshold τ .
Experiments presented in Table 5.3 have been performed with the latter strategy
by setting τ = 2. Table 5.4 compares such results with those obtained with the former
strategy (τ = 0). As shown in the table, the performance obtained by setting τ = 0 are
slightly inferior to those obtained by setting τ = 2.
Metric: F1-score MR % MAE P
C-SW(31, 2) 0.95 ± 0.05 3.4 ± 5 4.07 ± 1.64 0.938 ± 0.069
C-SW(31, 0) 0.946 ± 0.05 4.3 ± 6.5 4.40 ± 1.79 0.94 ± 0.065
S-SW(31, 0) 0.94 ± 0.05 4.0 ± 6.7 4.39 ± 1.55 0.93 ± 0.072
S-SW(61, 0) 0.948 ± 0.04 4.1 ± 4.8 4.65 ± 1.71 0.94 ± 0.058
Table 5.4: The table reports the performance of our system (C-SW) with τ = 2 and
τ = 0 on sequences collected from Typical Children. The first number indicates
the value of the variable W .
Finally, we analysed the change-point class recognition capabilities of the system.
Table 5.5 reports the confusion matrix for the change-point classes "Start", "Peak", "End"
and "Background". In particular, the Background class represents the within-state class.
The confusion matrix highlights that the system is able to correctly detect and recognize
change-point classes with an interesting degree of reliability.
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T vs. P (TD) Start Peak End Background
Start 94.96% 0.083% 0.16% 4.78%
Peak 0.25% 93.3% 1.09% 5.36%
End 0.16% 0.13% 92.2% 7.51%
Background 0.024% 0.035% 0.057% 99.88%
Table 5.5: The table shows the confusion matrix for the change-point classification
problem on behavioral data from children in typical development.
Performances in presence of abnormal behaviors
We investigated how the system deals with data coming from abnormal behaviors. There-
fore, from the tightrope walker database we selected the data of children with NDD. As
already pointed out in Sec.4.2.6, annotating such kinds of behavioral signals is challeng-
ing even for experts, hence, any system, automated or semi-automated, able to help and
speed-up this process is especially important. In any case, due to such difficulties, we
expect a drop in the performance of our system.
Average performances of the system where obtained by training it with TD data
only, using the most effective parameter set previously found. Then, the obtained model
has been tested with data from children with NDD. As consequence, we asked to the
system an important ability of generalization and abstraction from the training sample
set.
Metric: F1-score MR % MAE P
TD 0.95 ± 0.05 3.4 ± 5 4.07 ± 1.64 0.938 ± 0.069
DCD 0.91 ± 0.001 4.2 ± 0.26 4.38 ± 0.15 0.88 ± 0.002
ASD 0.82 ± 0.002 6.5 ± 3 5.2 ± 0.14 0.73 ± 0.03
Table 5.6: The table reports the performance of our system (C − SW (W = 31))
on sequences collected from three groups of children: TD, ASD and DCD.
Table 5.6 compares the performance achieved by our system (C − SW (W = 31))
for the three groups of children: TD, DCD and ASD. More in detail, we conducted an
analysis of the recognition performances of the system in presence of NDDs. Table 5.7
and 5.8 report the confusion matrices on the change-point classes predicted by the clas-
sifier on behavioral data from children with DCD and ASD, respectively. Such confusion
matrices highlight that the system is still able of distinguishing the change-points from
the background class, whilst the recognition performances of the change-point classes
deteriorate, especially when analysing ASD children data.
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T vs. P (DCD) Start Peak End Background
Start 92.5% 0.21% 0.21% 7%
Peak 0.0% 92.5% 0.63% 6.77%
End 0.21% 0.21% 86% 13.34%
Background 0.034% 0.033% 0.065% 99.86%
Table 5.7: The table shows the confusion matrix on the predicted change-point
classes when analysing behavioral data from children with developmental coordi-
nation disorder (DCD).
T vs. P (ASD) Start Peak End Background
Start 88% 0.38% 0.25% 10.77%
Peak 0.76% 86% 0.12% 12.54%
End 0.88% 0.63% 83% 14%
Background 0.044% 0.051% 0.060% 99%
Table 5.8: The table shows the confusion matrix on the predicted change-point
classes when analysing behavioral data from children with autism spectrum disor-
der (ASD).
Overall, as highlighted also by [4], the system performances decay on NDD children
data, highlighting the difficulties the system has in analysing such data. Notably, the per-
formances deterioration show a correspondence with the examined pathological groups:
since DCD is a deficit on fine motor control skills, observations from DCD children are
less precise than the ones collected from TD children because anomalous movements are
introduced; in ASD children performances got worst as effect of motor control and social
interaction deficits, that manifest themselves in more abnormal and erratic movements.
Trade-off between training set size and system performances
Finally, we have investigated how the size of the training set affects the performance of
our model. Using a cross-subject validation protocol, we have trained our classifier with
a variable number of subjects
varying within {5, 10, . . . , 95}% of the total number of TD children. As shown in
Fig. 5.7, by varying the percentage of subjects in the training set, the MAE value de-
creases. This result clearly shows that a wider training set allows for a more precise
localization of the change-points. In a similar way, the MR value also decreases. Finally,
while the F1-score keeps growing while increasing the size of the training set, the preci-
sion value has an inflection and starts to grow again after the 80% of the subjects are
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used for training purposes. Overall, with small dataset size, the system exhibits high
recall but is not precise yet. By increasing the size of the training set, the precision value
increases as well.
Notably, the experimental results highlight how the system needs just the 30% of
the total number of subjects to achieve a 90% of the F1-score. Consequently, this
methodology will result in a reduction of the 70% of the effort spent on the annotation
of the whole dataset.
Figure 5.7: The plots are obtained by varying the percentage of subjects in the
training set. The first plot shows the trend of the MAE, the second one shows
the values of the MR and, finally, the third plot represents the F1-score and the
Precision values.
Chapter 6
Conclusions and Future Work
In this thesis some of the problems and difficulties related to human motion analysis were
discussed. Human motion was categorized into human motion tracking, human activity
recognition and motion analysis of human body parts. These topics were discussed in
Chs. 3 and 4.
6.1 Pedestrian Tracking
We presented a framework to simulate PTZ cameras (vPTZ) based on 360° videos. This
framework was used to compare tracking algorithms for PTZ cameras. Indeed, one of the
main challenges in PTZ camera-based tracking is that results are not easy to reproduce.
This explains the lack of standard evaluation protocols in this field. By simulating PTZ
cameras from 360° videos, this framework allowed not only the direct comparison of
PTZ tracking algorithms but also to investigate the limits of PTZ tracking approaches.
Different approaches to track a target in a 360° video by controlling a vPTZ camera were
proposed. Two of these rely on tracking-by-detection approach while another one on a
Bayesian framework. Tracking-by-detection takes advantage of pedestrian detectors at
the state-of-the-art to locate candidate targets in the scene. To select the target among
all candidates, our trackers considered the appearance similarity of each detection to the
target appearance model and the distance of the detection to the center of the image.
Our appearance model relied on histograms computed in the HSV color space.
In Sec. 3.2.1, the appearance model of the tracker is implemented as a dynamic mem-
ory that stores color histograms of past detections. The memory is managed in such a
way that only the most discriminative color histograms are retained in memory when-
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ever a new appearance representation is available. Moreover, to decide if updating the
memory or not, a threshold on the Bhattacharyya distance is computed online by assum-
ing that distances among detections of the same target follows a Gaussian probability
distribution.
In Sec. 3.2.2, another tracking-by-detection algorithm for 360° videos was presented.
This tracker used the pre-trained deep ConvNet, Mask R-CNN, to strengthen the ap-
pearance model of the target by means of the binary segmentation mask of the objects
detected by the network. We obtained a very reliable target color distribution, since the
cluttered background problem was mitigated by the use of the predicted segmentation
masks. This tracker showed that the application of a ConvNet allows to obtain better
results. The tracker is not able to work in real-time due to ConvNet’s computational
cost but further studies can be done to try to simplify the network for real-time uses. An
improvement to take into account is to avoid the use of color histogram to represent the
appearance of the target and to derive an appearance model from the features extracted
by the network itself. Besides the learning of target appearance or similarity metrics
by means of CNNs, these networks could also be used to model the motion dynamics
of a target. Motion dynamics could be modeled by a deep CNN trained to regress the
adjustments of the pan, tilt and zoom parameters in order to maintain the target at the
center of the vPTZ camera view. The vPTZ framework adopted the naive but accurate
solution of mapping the spherical surface of the equirectangular image onto a tangent
plane, to generate different projections. An alternative to this approach could also be to
learn a CNN that processes a 360° image in its equirectangular projection but mimics
the flat filter responses that an existing network would produce on all tangent plane
projections for the original spherical image.
In Sec. 3.3 a framework to track pedestrians in 360° videos by using particle filter and
generating virtual PTZ cameras was proposed. Rather than formulating the tracking
problem as the one of controlling a single vPTZ camera, as in our previous tracking
algorithms presented in Secs.3.2.1 and 3.2.2, we assumed that the vPTZ camera to
foveate on the target at a time instant is a random variable, and we approximated
the posterior distribution of the underlying stochastic process by means of a discrete
set of vPTZ camera views. The visual tracking problem was formulated as the one of
selecting, at each time, the vPTZ camera to foveate on the target from an unlimited set of
simultaneously generated vPTZ camera views. To model the posterior distribution over
vPTZ camera views, we adopted the particle filter framework in which each particle is a
vPTZ camera with specific pan, tilt and zoom parameters. Such cameras are weighted
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and used, frame-by-frame, to estimate the vPTZ camera to track the target. In contrast
to other particle filter based visual tracking approaches, in which the particle state
includes the target’s location on the image, in this method the particle state includes
the parameters of a vPTZ camera. In our method [16], The particle filter framework
improved the estimation of the target location in complex environments and allowed us
to track in non-static scenes, in which non-linearity and multi-modality are likely to be
significant. The downside effect of this method is the increasing computational burden
due to the number of particles.
In future work, we will study the possibility to use offline trained deep learning models
to establish matches between the target and the candidate targets. We aim at improving
our tracking algorithm in order to include motion prediction in the framework, and to
extend the approach to multi-target tracking so to decrease the number of ID switches.
The use of vPTZ camera allows to implement the multi-target tracking with no effort.
In fact, a vPTZ tracker could be initialized for each target and information about the
estimated targets’ locations on the sphere could be shared among trackers in order to
disambiguate among them. We will also focus on improving the observation likelihood
model and, in general, the appearance model used to describe the target in order to make
it adaptive. Furthermore, we will consider applications related to 360° camera network.
6.2 Human Behavior Characterization
In Sec. 4.1, a method for representing actions in terms of multinomial distributions
of frequent sequential patterns of different length was presented. The method learns
a codebook of frequent sequential patterns, that are computed by a modified apriori
algorithm. We answered to the question how frequent our frequent patterns have to be
for being included in the codebook. During the pattern discovery process, all frequent
patterns that do not contribute to the generation of longer patterns were added to our
codebook. Our experiments showed that the method benefits from ignoring infrequent
patterns both in terms of recall and computational complexity, since a more compact
sequence descriptor can be obtained with a smaller codebook. However, considering only
the most frequent patterns may result in a lost of details of the action representation
and, hence, might have a negative impact on the performance. We presented results by
validating the method on skeletal data. On the MSRC-12 dataset this method achieved
state-of-the-art accuracy values. In future work, we will extensively study the effect of
varying some parameters, such as  and ψ, on the performance of the method. The main
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limitation of this method is that it might not be able to cope with varying execution
velocity of the action, which also depends on the subject. Therefore, we also plan
to extend our formulation by accounting for the misalignments between patterns and
matched temporal window in order to improve the learning of sequential patterns.
In Sec. 4.2 a system aimed at the detection and recognition of change-points in be-
havioral data related to humans’ movements was presented. In particular, the proposed
methodology has been used to implement a semi-automated annotation system able of
achieving a fine, local characterization of behavioral observations. The system has been
tested using a database of behavioral data collected during an imitation experiment in-
volving interactions between children and a virtual avatar acting as a tightrope walker.
Such behavioral data have been exploited to evaluate the general performances of the
system and its reliability. The performed experiments using data from children with
typical development (TD) showed the effectiveness of the system on detecting and iden-
tifying change-points against the background and among three classes. Behavioral data
from children with developmental coordination disorder (DCD) and autism spectrum
disorder (ASD) have been exploited to verify the reliability of the system facing ab-
normal movements. Notably, despite an expected decrease in performances, the system
is still able to obtain an acceptable recognition rate in accord to the particular neuro-
developmental disorders (NDD) analysed. Finally, through an analysis of the impact of
the training set size on the performances of the system, we found that it is possible to
achieve an F1-score of 90% by supplying a 30% of the number of subjects in the sample
set.
The proposed system has not the ambition of operating as a fully automated change-
point annotation system, but as a convenient, semi-automated tool for psychologists,
psychiatrists, computer scientists, cognitive scientists and other practitioners working on
behavior understanding, affective computing, social robotics or, more in general, human-
machine interaction, that need an efficient tool for annotating behavioral observations.
After the manual annotation of a small, randomized set of behavioral data, the presented
system can be employed to complete the annotation of the whole dataset. However,
according to the degree of reliability requested by the behavioral analysis, and due to
the not negligible presence of errors, especially in case of behavioral anomalies or NDD,
the detected change-points should always be reviewed by expert annotators. Despite
these limits, the use of the system would result in a fast and efficient workflow for the
annotation of behavioral observations.
Consequently, future work will focus on testing the system on other modalities, such
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as gazing or eye direction, able to describe the human engagement’s evolution. At the
same time, this tool will be extended to support different modalities to depict variations
on emotional states. Such extension will also account for the different sampling rates of
the multi-modal sensors used to capture human behaviors, such as skeleton data from
RGBD cameras and gaze information from eye trackers (usually faster than RGBD). We
will also further investigate domain-adaptation techniques to transfer the system ability
of classifying TD data onto NDD data. Finally, we have the ambition of enlarging the
testing domains of the presented framework beyond the analysis of human activities by
considering, for instance, the analysis of physical, astronomical or financial observations.
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