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Many-particles quantum walks of particles obeying Bose statistics moving on graphs of various
topologies are introduced. A single coin tossing commands the conditional shift operation over the
whole graph. Vertices particle densities, the mean values of the phase space variables, second order
spatial correlation and counting statistics are evaluated and simulated. Evidence of an universal
dynamics is presented.
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INTRODUCTION
Classical random walks have proven to be a powerful
tool in both physics and mathematics through their nu-
merous applications in algorithmics: Markov processes,
Monte Carlo simulations, etc...Recent developments of
quantum computation and quantum information raises
renewed interests directed toward advantages in quan-
tum algorithms [2, 5, 25, 35] and aiming to adapt random
walks to the quantum world. Problems such as bosons
sampling [32], development of quantum metrology, simu-
lations of many-body quantum systems [21], waveguides
arrays [7, 13, 27] and many others, have driven the newly
developed quantum walks toward the use of many quan-
tum walkers.
In recent developments, the studies on quantum walks
are also directed toward understanding the dynamics of
many-particle systems on lattices [10, 18, 26, 31, 33]. In
that regards, studying many-particles on graph implies
exploring individual vertices dynamics and how much
they affect the entire system. Furthermore, looking at
the evolution of both individual vertices and the entire
system enables to explore how long the system can be
confined in a certain regime. This is similar to measur-
ing how fast the quantum walk spreads or how confined
the quantum walk stays in a small neighborhood [2].
In this work we study many-particle quantum walks
on closed graphs: the cyclic graph, the double hexagon
graph and the Petersen graph. We simulate discrete time
quantum walks on these graphs for twelve bosons on ten
vertices. We focus on the universality of dynamics ap-
pearing in the counting statistics and we analyze how
vertices occupation numbers evolve in time. We observe
the universal behavior of the counting statistics that is
independent of the types of graph and the initial condi-
tions of the systems as long as the number of vertices of
the graphs is the same and the number of quantum walk-
ers remains unchanged. We recall that the quantum walk
is a unitary process and therefore, its probability distri-
bution and many other observables do not converge [1].
Nevertheless we must precise that a step in discrete time
quantum walks is a two stage operation involving the
state space and an additional degree of freedom known
as the coin degrees [6]. This puts a restriction on the uni-
tarity in discrete quantum walks but it can be overcomes
as suggested in [36]. Consequently, we do not expect the
dynamics into our systems to converge. We control how
long the quantum walks is confined on a vertex and how
this affects the evolution of the entire quantum walks.
We use the vertices particle distribution, the multimode
phase space dynamics, the vertices counting statistics as
well as the second order position correlation functions
to study time evolution of our systems. In the counting
statistics we observed a change of regime.
The title of this article introduce the concept of ther-
malization in many-particle quantum walks. In classical
systems thermalization is associated with the time evolu-
tion of physical observables such as momentum, energy
etc... toward a Boltzmann distribution independently of
theirs initial conditions. This behavior is explained by
classical physics in the following way. Almost all parti-
cle trajectories independently of theirs initial conditions,
quickly begin to look alike because theirs dynamics is gov-
erned by nonlinear equations that drive them to explore
the constant-energy manifold ergodically. However, if the
classical system possesses additional first integrals that
are functionally independent of the hamiltonian and each
other, then the phase curves of the system of particles
are confined to a highly restricted region of the energy
manifold. Hence, the statistical predictions fail and the
system does not thermalize [12]. But the time evolution
of isolated quantum systems is linear and theirs spectra
2are discrete [22]. Moreover in isolated quantum systems,
the conditions directing conserved quantities to provide
independent constraints on the relaxation dynamics are
not well understood [28–30]. Roughly speaking, thermal-
ization in isolated quantum systems can be understood
as a time evolution to a state that belongs to a proper
subspace of the Hilbert space of the system. The ther-
malization of a quantum dynamics corresponds with an
observable that mean values behave according to the pre-
diction of an appropriate statistical mechanical ensemble
(represented by a certain density matrix). In our simu-
lations of the quantum walks on the three systems, we
have observed such a behavior for the particles counting
statistics. We need to precise that we are analyzing the
quantum thermalization with respect to the eigenstates
thermalization hypothesis [8, 34]. This means that the
dimension of the fraction of the Hilbert space contain-
ing the thermalized state remains constant in time. We
want to avoid the generalities by reserving a more de-
tailed analysis in the conclusion.
This article is planned as follows. We start by intro-
ducing the mathematical formulation of quantum walks
using identical particles in the spatial field representa-
tion in order to construct the graph many-particle state
(GMP state). Next we construct the conditional shift
operator needed for the implementation of the shared
coin’s many-particle quantum walks using the topology
of the graph. After, we present the results of the simu-
lations for many-particle quantum walks. In each case,
we present the evolution of the vertices particles distribu-
tions, multimode phase space dynamics, the second order
position correlation functions and the vertices counting
statistics. The last section contains our conclusions and
gives a short outlook.
THE GRAPH MANY-PARTICLE STATE
FIG. 1: Systems of 12 bosons on 10 vertices graphs.
Let us consider a family of operators Ψ̂†(x) acting on
the vacuum state |Ω〉 such that they create position eigen-
vector |x〉:
Ψ̂†(x)|Ω〉 = |x〉. (1)
This field operator creates a particle at position x. Simi-
larly we have the family of operators Ψ̂(x) called the field
annihilation operators defined as
Ψ̂(x)|x〉 = |Ω〉. (2)
In this work, we use discrete field operators therefore
when considering the integration over space we will use
summation over all the position x. We recall that the
field operators satisfying a set of axioms were introduced
by Jordan and Wigner [16] in order to describe identical
particles. Those axioms lead to two types of fields de-
scribing the two types of particles: bosons and fermions.
The creation Ψ̂†(x2) and the annihilation Ψ̂(x1) and the
field operator satisfy a commutator algebra,
[Ψ̂(x1), Ψ̂
†(x2)] = δ(x1 − x2), (3)
[Ψ̂†(x1), Ψ̂†(x2)] = 0, (4)
[Ψ̂(x1), Ψ̂(x2)] = 0, (5)
for bosons, and the anti commutator algebra
{Ψ̂(x1), Ψ̂†(x2)} = δ(x1 − x2), (6)
{Ψ̂†(x1), Ψ̂†(x2)} = 0, (7)
{Ψ̂(x1), Ψ̂(x2)} = 0, (8)
for fermions.
Suppose that we want to populate the vertex at the
position x with n particles. Mathematically we can write
(Ψ̂†(x))
n|Ω〉 =
√
(nx)!|nx〉, (9)
where |nx〉 is the eigenstate of the operator nˆx =
Ψ̂†(x)Ψ̂(x). For the moment we are only interested by
the number of particles at vertex x, any other property
of particles such as modes are irrelevant.
Since we will shift particles between different vertices
therefore in a discrete setting, the position of a vertex will
be indexed xα in order to distinguish different vertices. In
that regards, when considering two vertices with different
number of particles, we can write |nxα1〉 and |nxα2〉. For
the sake of notations simplification we will use: |nα1〉
instead |nxα1〉 and |nα2〉 instead |nxα2〉.
We consider N indistinguishable bosons distributed on
a M -vertices graph. The Hilbert space of such a system
is spanned by
D(N,M) =
(
M +N − 1
N
)
(10)
vectors |n〉 = |n1, . . . , nM 〉 = |nα1〉 ⊗ |nα2〉 ⊗ . . .⊗ |nαM 〉
of magnitude N =
∑M
α nα. In quantum optics and quan-
tum matter, laser light have been used to confine cold
atoms on lattices. In such a case the word configuration
is used to indicate a specific way of arranging cold atoms
on lattice [4]. We use the same word configuration to
indicate the vectors |n〉. The components of the |n〉’s
represent the position occupation numbers nα of individ-
3ual vertices. The sum of the nα’s over the entire graph
is equal to the total number of quantum walkers N . In-
dividual possible configuration will be denoted as |nℓ〉,
where ℓ = 1, . . . , D(N,M).
The set of all configuration is called Hilbert space of
configurations. In general, a state of a M -vertices graph
containing N particles can be represented as∣∣Ψ〉 =∑
ℓ
Cℓ|nℓ〉, (11)
where |nℓ〉 generate a basis of the Hilbert space of many-
particles on a graph. We use Dirac bra ket notation
for simplicity. In addition, we need an auxiliary Hilbert
space (the so called coin’s Hilbert space) spanned by the
vectors specifying the directions of the edges connected
to any given vertex. The number of edges ending at a ver-
tex is called the vertex degree of this vertex. The degree
of a graph is the largest of its vertices degrees [9]. For a
graph of degree d, the coin’s Hilbert space is spanned by
the basis {|v
1
〉, . . . , |vd〉}. These d vectors are also known
as chiralities [3] of the coin and we will elaborate more
on them in the next section. The tensor product of the
coin’s Hilbert space and the configurations Hilbert space
is equivalent to attaching a single coin to a configuration
|nℓ〉. Therefore, a single coin is shared by all particles
under the fixed configuration. The GMP states in Eq.
(11) augmented with the coins chiralities becomes
|Ψr〉 =
∑
ℓ
∑
i
Criℓ
Kr |vi, nℓ〉, (12)
where |vi, nℓ〉 = |vi〉⊗|nℓ〉. The state |Ψr〉 represents the
system of N particles distributed on M vertices of the
graph, augmented with the directional amplitudes. We
use the abbreviation ’GMP state’ to indicate |Ψr〉. The
index r indicates the time step of the quantum walks and
Kr is the normalization constant
[Kr]2 =
∑
ℓ
∑
i
|Criℓ|2. (13)
Since |nα〉 can be created from the vacuum |Ω〉, see Eq.
(9), we have constructed the GMP state using field op-
erator scheme [17]. Now we want to equip the vertices
populations with some additional properties. To this end
we recall that every particle created at a given vertex is
characterized by its mode η. Let us consider a position
field operator Ψ̂†(xα) and the related Fock creation op-
erator bˆ†η as well as the conjugated operators Ψ̂(xα) and
bˆη:
Ψ̂†(xα) =
∑
η
e−iϕηxα√
N
bˆ†
η
and Ψ̂(xα) =
∑
η
eiϕηxα√
N
bˆη,
(14)
where ϕη denotes the phase of a mode η and xα is the
position. The boson Fock operators obey the following
commutation rules[
bˆη1 , bˆ
†
η2
]
= δη1η2 ,
[
bˆη1 , bˆη2
]
= 0,
[
bˆ†
η1
, bˆ†
η2
]
= 0.
(15)
The boson Fock representation enables us to rewrite the
GMP state in Eq. (12) in multimode boson Fock repre-
sentation as:
|Ψr〉 =
∑
ℓ
∑
j
Crjℓ
Kr |vj〉
M⊗
α=1
1√
(nα)!
[∑
η
e−iϕηxα√
N
bˆ†
η
]nα
|Ω〉,
(16)
where |Ω〉 is the vacuum state.
THE CONDITIONAL SHIFT OPERATOR
Before entering in the design of our conditional shift
operator we need to give some remarks about distinc-
tion between continuous time quantum walks and dis-
crete time quantum walks. Continuous time quantum
walks are analogous to classical diffusion process where
the stochastic matrix is substituted by the adjacency ma-
trix of the graph and the probabilities are replaced by
the amplitudes. This makes the continuous quantum
walks as the process described by the Schro¨dinger equa-
tion where the Hamiltonian is the adjacency matrix [6].
Since the adjacency matrix is real and symmetric, the
time evolution is unitary. Moreover it was proved that
there is no discrete time process that is translationally
invariant on a d-dimensional graph [23, 24]. Concerning
our many-particle quantum walks, the conditional shift
operator is the product of the field annihilation and cre-
ation operators, the adjacency matrix and the coin oper-
ator (Hadamard operator) as we will show in this section.
During the implementation of the quantum walks, the ac-
tion of the annihilation and creation operators in the con-
ditional shifting of many-particles doesn’t preserve the
length of configurations and therefore destroys the unitar-
ity. For this reason we need a step by step normalization
of the GMP state. We also notice that the dimension of
the Hilbert space of the discrete time quantum walks is
greater than that of a continuous time quantum walks.
As it was already noted by several authors, the struc-
ture of the GMP state suggests that the operator imple-
mentation of the quantum walks is a two stages opera-
tion. The first stage is performed using the coin’s tossing
operation. It is defined by a coin tossing operator that
is unitary operator acting on the coin’s Hilbert space.
After the coin tossing the particle shifting is performed
with respect to the selected direction. In a single particle
quantum walk on a line, according to [1, 19, 25], the coin
tossing is performed using the Hadamard gate
H =
1√
2
(
1 1
1 −1
)
. (17)
4On a line the coin Hilbert space is two dimensional (i.e.
d = 2) and spanned by vectors |v1〉 and |v2〉 that corre-
spond to the left-hand side move and right-hand move
respectively. Considering the vectors |v1〉 =
(
1
0
)
and
|v2〉 =
(
0
1
)
of the coins Hilbert space, the coin tossing
respectively transforms |v1〉 and |v2〉 in following ways
H|v1〉 = 1√
2
(|v1〉+ |v2〉), (18)
H|v2〉 = 1√
2
(|v1〉 − |v2〉). (19)
This coin tossing operation is combined with the particle
shifting operation where the shift is performed using the
following operator
S = |v2〉〈v2|⊗
∑
ν∈Z
|ν−1〉〈ν|+|v1〉〈v1|⊗
∑
ν∈Z
|ν+1〉〈ν|. (20)
This kind of shifting is well constructed for a single-
particle quantum walk on the line where the structure of
the graph is such that adjacent vertices are also successive
vertices. In such a setup the projector |ν + 1〉〈ν| ≡ |ν +
1〉〈0|·|0〉〈ν| is equivalent to the product Ψ̂†(xν+1)Ψ̂(xν) of
field creation and annihilation operators. This line con-
structed scheme of coin tossing and particle shifting can
be extended to other types of graphs and many-particle
shifting. Bearing that in mind, we define the coin’s toss-
ing operator Hd as a d-order Hadamard operator given
by the following formula
Hd =
∑
j,k
hjk|vj〉〈vk| j, k ∈ 1, 2, 3, . . . , d. (21)
These hk are normalized roots of the unity of order d.
The operation on the coin’s Hilbert space provides the
direction to the quantum walk. In addition, we need
the shifting operation which implements the movement
of quantum walkers from theirs previous positions (one
configuration) to their next positions (other configura-
tion) at each step. Such an operation over the graph
uses the property of graph connectivity and the field cre-
ation and annihilation operations. In fact, particles can
only be shifted between adjacent vertices, therefore the
adjacency matrix is involved in the shifting operation.
For the M -vertices graph, the adjacency matrix is a M -
dimension square matrix with entries
Aµν =
{
1 when µ and ν are connected,
0 when µ and ν are not connected.
In addition to the adjacency matrix, the field creation
and annihilation operators interfere every time when a
particle is shifted from vertex µ to vertex ν. In other
words, the annihilation operator acts on vertex µ remov-
ing one occupant while the creation operator acts on ver-
tex ν adding one more occupant. For example for the
cyclic graph in Fig.1a, the adjacency matrix is a 10× 10
matrix A =
(
Aνµ
)
; µ, ν = 1, . . . , 10 of the form
A =

0 1 · · · 0 1
1 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 1
1 0 · · · 1 0
 . (22)
Graphs considered in quantum walks are undirected and
quantum particles on them can spread in all directions.
For the cyclic graph in Fig.1a. the quantum walks on
each edge (µ, ν) are realized both ways clockwise and
counterclockwise and this property enables to write its
adjacency matrix as the sum of its two mutually trans-
posed components
A = AL +A
T
L , (23)
where
AL =

0 0 · · · 0 1
1 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
0 0 · · · 1 0
 . (24)
AL is the adjacency matrix for directed cyclic graph cor-
responding to counterclockwise walks on this graph. Ap-
plying this property of the adjacency matrix to the vertex
particle annihilation and creation operations enables to
write the shift operator for the cyclic graph in Fig.1a in
the following form
S = C†ALC ⊗ |v1〉〈v1|+ C†ATLC ⊗ |v2〉〈v2|, (25)
where: {
C = (Ψ̂(x1), . . . , Ψ̂(xM))T,
C† = (Ψ̂†(x1), . . . , Ψ̂†(xM)). (26)
The similar decomposition of the adjacency matrix as in
Eq. (23) is valid for the line graph. For two degrees
undirected graphs, two directions of quantum walks cor-
respond to two components of the adjacency matrix A
in Eq. (22). In general let us consider a d degrees graph,
each direction induces an automorphism of the graph.
The automorphism of graph are elements of the permu-
tation group defined on the graph. On any given vertex
µ we define an permutation in direction k, P k(µ) ≡ ν.
The set of all permutations P k(µ) ≡ ν over the entire
graph defines a class of equivalence in the permutation
group. Such a class of equivalence is a graph. The ad-
jacency matrix (Akνµ) of such a graph corresponding to
direction k is a component of the adjacency matrix of
the graph (Aνµ). For example for the Petersen graph
given in Fig.1c one can define four directions i.e. d = 4.
5The first direction µ → ν if µ − ν = −1 and the sec-
ond direction µ → ν if µ− ν = +1. The third direction
µ → ν if µ − ν = −5, the fourth direction µ → ν if
µ− ν = +5. The undirected move on each direction gen-
erates two mutually transposed components of the adja-
cency matrix. Thus for the Petersen graph we can have
four componentsAk = (Akνµ) such that: A
1 = (A2)T and
A3 = (A4)T. In general the action of the permutation
group over the graph splits the adjacency matrix into d
components. Therefore we generalize the shift operator
given in Eq. (25) to the following form
S =
∑
µ,ν
∑
k
Ψ̂†(xν)AkνµΨ̂(xµ)⊗ |vk〉〈vk|. (27)
Here Akνµ indicates the action of the permutation group
of the graph on its adjacency matrix. Such an opera-
tion associates an element Aνµ with the chirality k of
the coins. Consequently action of permutation group op-
eration coordinates the choice of vertices on which the
boson annihilation and boson creation act. On the line
or the cyclic graph in Fig.1a, the permutation becomes
just the transposition. The product of the Hadamard op-
erator Hd defined in Eq. (21) and the shift operator S
in Eq.(27), gives the conditional shift operator Ŝ
Ŝ =
∑
µ,ν
∑
k
Ψ̂†(xν)AkνµΨ̂(xµ)⊗
∑
j
hjk|vj〉〈vk|. (28)
In the case of the cyclic graph shown in Fig.1a, we have
d = 2, M = 10, h11 = h12 = h12 =
1√
2
and h22 = − 1√2 .
In such a case the matrix transposition operation is the
only symmetry splitting the adjacency matrix therefore
AL =
(
A1νµ
)
and AT
L
=
(
A2νµ
)
with µ, ν = 1, . . . , 10. It
follows
Ŝ =
10∑
µ,ν=1
2∑
k=1
Ψ̂†(xν)AkνµΨ̂(xµ)⊗
2∑
j=1
hjk|vj〉〈vk|. (29)
Suppose that at a rth step such a system is represented by
a GMP state in Eq.(16). Then one step later it becomes
|Ψr+1〉 = Ŝ|Ψr〉 =
∑
ℓ1
∑
j
Cr+1jℓ1
Kr+1
∣∣vjnℓ1〉, (30)
where
Cr+1jℓ1 =
∑
µ,ν
∑
k
hjkC
r
kℓ
Kr f
k
µν , (31)
|nℓ1〉 ∼ S |nℓ〉, (32)
f
k
µν = A
k
νµhjk
√
nµ(nν + 1), (33)
[Kr+1]2 =
∑
ℓ1
∑
j
|Cr+1jℓ1 |2. (34)
The term f
k
µν contains residuals of field operators actions
and depends on graph’s adjacency matrix. It shows how
the graph structure is encoded in the GMP state dur-
ing the evolution. In addition, at every step the GMP
state must be normalized that is why the normalization
constant Kr is step r dependent. Considering the GMP
state obtained in Eq.(30) we observe that the conditional
shifting plays the role in redefining the amplitude of the
configuration over the GMP state. The triple sum in
the recursion relations in Eq.(31) defines the relation be-
tween the amplitudes Cr+1jℓ1 and C
r
kℓ during the step im-
plementation and couples all the parent configurations nℓ
involved in the induction of the new configurations nℓ1
that constitute the evolved GMP state. In other words,
the whole dynamics of many-particle quantum walks be-
comes walks over the configurations Hilbert space. In ad-
dition, mathematical expression of the evolution of am-
plitudes can be used as indicators of interfering parent
configurations dragging the system in the unexplored re-
gions of the configurations Hilbert space or trapping the
system in a specific subspace of this Hilbert space.
RESULTS AND CONCLUSIONS
The probability of reaching a specific configuration nℓ
at the step r is given by
P rℓ =
∑
j
∣∣∣∣CrjℓKr
∣∣∣∣2. (35)
It is also the joint probability of theM -tuples occupation
numbers nα’s over the graph. The q
th moment of the
occupation number on a vertex α is given by:
〈(nα(r))q〉 =
∑
ℓ
(nα)
qP rℓ , (36)
where 〈·〉 denote the mean value. These moments are
computationally accessible for any value of q. Frequently
only q = 1, 2 and 3 are used. The first moment repre-
sents the vertex expected particles occupation numbers
〈nα(r)〉. The 〈nα(r)〉 are also directly calculable using
the GMP state after a specific number of steps r by eval-
uating
〈nα(r)〉 = 〈Ψr|Ψ̂†(xα)Ψ̂(xα)|Ψr〉 =
∑
ℓ
∑
j
∣∣∣∣CrjℓKr
∣∣∣∣2nα.
(37)
The Figs. 2a, 2b and 2c, present the expected vertices
particle distribution 〈nα(r)〉 for a selected number of
steps. We considered all three systems starting with an
initial state of the form
|Ψ0〉 = C
0
11
K0 |v1n1〉+
C022
K0 |v2n2〉, (38)
6(a) density: cycle (b) density: double hexagon (c) density: Petersen
(d) 12 modes phase space walks (e) 12 modes phase space walks (f) 12 modes phase space walks
FIG. 2: Selected steps average particle numbers (density) on vertices and phase space evolution during 400 steps of
12 quantum walkers on 10 vertices graphs: (a), (d) – cyclic, (b), (e) – double hexagon and (c), (f) – Petersen. The
phase space walks spread from an initial single point at the center and split into modes during evolution. We have:
position 〈xη(r)〉 on the x-axis, momentum 〈pη(r)〉 on y-axis and energy 〈Eη(r)〉 is on the colors bar.
that is a linear combination of two configurations with
the same amplitudes
C011
K0 =
−i√
2
and
C022
K0 =
1√
2
. We
also considered M = 10 vertices and N = 12 parti-
cles initially distributed on a single vertex in two ini-
tial configurations: |n1〉 = |0, 0, N, 0, 0, 0, 0, 0, 0, 0〉 and
|n2〉 = |0, 0, 0, 0, N, 0, 0, 0, 0, 0〉. In addition to the ver-
tices particle density, we also evaluate the phase space
evolution, the second order spatial correlations and the
vertices counting statistics. This scheme of many-particle
quantum walks offers the possibility of accessing all types
of correlations. The phase space is described by evaluat-
ing the position operator 〈xη(r)〉 = 〈Ψr|xˆη|Ψr〉
〈xη(r)〉 =
∑
ℓ
∑
j
∣∣∣∣Crjℓ(nα)!Krnnαα
∣∣∣∣2 ∑
{nη}
∏
η
cos[ϕηxα], (39)
the momentum operator 〈pη(r)〉 = 〈Ψr|pˆη|Ψr〉
〈pη(r)〉 =
∑
ℓ
∑
j
∣∣∣∣Crjℓ(nα)!Krnnαα
∣∣∣∣2 ∑
{nη}
∏
η
sin[ϕηxα], (40)
and the energy operator 〈Eη(r)〉 = 〈Ψr|Eˆη|Ψr〉
〈Eη(r)〉 =
∑
ℓ
∑
j
∣∣∣∣Crjℓ(nα)!Krnnαα
∣∣∣∣2
×
∑
{nη}
∏
η
(
nη +
1
2
− cos[2ϕηxα]
)
, (41)
calculated in each mode and at every step. These three
quantities in Eqs. (39, 40 and 41) represent the phase
space coordinates in each mode. We recall that these
operators are respectively defined by: xˆη =
1√
2
(bˆη+ bˆ
†
η),
pˆη =
i√
2
(bˆη−bˆ†η), and Eˆη = 12 pˆ†ηpˆη. The constants such
as the mass, the frequency and ~ are set to 1. The Figs.
2d, 2e and 2f present the results of 400 steps simulations
where the color bar is the energy 〈Eη(r)〉 in Eq (41).
Looking at the position second order correlations at
step r, we use the spacial second order correlation func-
tion given by
g
(2)
(α1,α2,r)
=
〈Ψ̂†(xα1 , r)Ψ̂†(xα2 , r)Ψ̂(xα2 , r)Ψ̂(xα1 , r)〉
〈Ψ̂†(xα2 , r)Ψ̂(xα2 , r)〉〈Ψ̂†(xα1 , r)Ψ̂(xα1 , r)〉
.
(42)
7(a) 30th step; cyclic graph (b) 30th step; double hexagon graph (c) 30th step; Petersen graph
(d) 50th step; cyclic graph (e) 50th step; double hexagon graph (f) 50th step; Petersen graph
(g) 100th step; cyclic graph (h) 100th step; double hexagon graph (i) 100th step; Petersen graph
(j) 400th step; cyclic graph (k) 400th step; double hexagon graph (l) 400th step; Petersen graph
FIG. 3: Second order vertex-vertex correlations defined in Eq. (38) obtained during simulations of 12 quantum
walkers at the 30th step, 50th step, 100th step and 400th step: for the cyclic graphs (a)–(d)–(g)–(j), for the double
hexagon graphs (b)–(d)–(h)–(k) and for the Petersen graph (c)–(e)–(i)–(l).
These quantities are used to explore the influence of other
vertices on a fixed vertex occupation number dynamics.
The walks on the configurations Hilbert space are con-
trolled by vertex occupation numbers. In Figs. 3a – 3l,
we present the results obtained for the g(2)(α1,α2,r) for 400
steps of 12 quantum walkers over the three graphs in Fig.
1 where we present the 30th step (Figs. 3a – 3c), the 50th
step (Figs. 3d – 3f), the 100th step (Figs. 3g – 3i) and
8the 400th step (Figs. 3j – 3l).
There are various methods of exploring the evolution
of the configurations Hilbert space. In this case we are
focusing on microscopic evolutions by looking at a spe-
cific vertex α. To such a vertex we join a counting nα.
This is equivalent to fine tuning the detector to record
a count only when nα walkers report on vertex α. This
counting combines the combinatoric problem of distribut-
ing of N indistinguishable bosons into M vertices to the
probability of a given configuration as in Eq. (35). The
probability of finding nα bosons on vertex α considered as
the combinatorial problem of distributing of N indistin-
guishable bosons into M vertices is given by: D(N−nα,M)
MD(N,M)
where D(·, ·) is defined in Eq.(10) We define the probabil-
ity P rnα of finding nα1 = nα particles on vertex α at step
r as:
P rnα =
∑
j
(Crjℓ)
∗Crjℓ
[Kr]2M
D(N − nα,M − 1)
D(N,M )
. (43)
Considering the evolution of vertex by vertex counting
statistics we observe a change of regime in the time step
evolution counting statistics. This change appears in all
the three graphs but at different time steps. For exam-
ple for all these three systems, when the quantum walks
start from the initial conditions in Eq.(38) the change of
regime occurs after r = 94 steps for the cyclic graph in
Fig. 1a, after r = 70 steps for the double hexagon graph
in Fig. 1b and after r = 48 steps for the Petersen graph
in Fig. 1c. Before the change of regime the number of
the counts grows quickly specially for the small number
of particles on a vertex see Figs. 4a–4d, Figs. 4b–4e
and Figs. 4c–4f. After the change of regime the count-
ing statistics remains consistently the same for all the
three graphs and for different initial conditions. During
our simulations we also monitored what fraction of the
configuration Hilbert space was effectively contributing
in the GMP state with nonzero amplitudes. Let us sim-
ply name it the effective Hilbert space. Moreover, the
observation of regime change in the counting statistics
time evolution corresponds with the change of behavior
of the dimension of the effective Hilbert space. Before
the change of the regime this dimension grows quickly e.g
for the cyclic graph from 7900 at step r = 30 to 68632
at step r = 50 (Corresponding numbers for the double
hexagon graph are: 14507, 115052). At the change of
regime step, the dimension of the effective Hilbert space
reaches one of the two critical values 146860 or 147070
and at the subsequent steps oscillates between these two
values. We say that this behavior is universal because
it is present in different types of graphs and for different
initial conditions as long as the number of vertices over
the considered graphs is the same and the number quan-
tum walkers remains the same. In this work we have
present only the results for one initial condition in Eq.
(38) shown in Figs. 4a-4l. We observed the same phe-
nomenon for other initial conditions. It means that the
vertices counting statistics shows universal behavior after
the change of regime step for each system. It must also
be noted that the change of regime step depends on the
initial conditions for the designated graph in Fig.1.
Phenomenologically it can be observed that during
the change of regime, the systems enter into a two de-
grees of freedom phase. In other words, during succes-
sive steps, the GMP states in Eq. (30) related to the
three graphs evolve between two subspaces of the config-
uration Hilbert space of dimensions 146860 and 147070,
respectively. Looking at generic many-particle quantum
systems, it is conjectured that thermalization is possible
at the level of individual eigenstates [8, 34]. Rigol et
al in works [28–30] on thermalization in generic isolated
quantum systems suggest that despite the fact that an
isolated quantum system doesn’t thermalize like a clas-
sical system, it is possible to identify an observable for
which the mean values behave such as it is predicted us-
ing an appropriate statistical mechanical ensemble (rep-
resented by a certain density matrix). Authors of [30] use
the evolution of particles-mode distribution nη to moni-
tor numerically the thermal relaxation. In this work, we
have chosen the vertices counting statistics to monitor
the time evolution of the system. Under the hypothe-
sis of eigenstate thermalization, the system evolves from
an initial state with non-thermalized eigenstates to a fi-
nal state with thermalized eigenstates. Therefore it is
expected that individual many-particle eigenstates ther-
malize without affecting the dimension of the effective
configuration Hilbert space. Consequently, under the
hypothesis of eigenstates thermalization the GMP state
during the shared coins many-particle quantum walks on
closed graphs evolves toward a subspace of the configura-
tion Hilbert space called effective Hilbert space of desired
dimension. However, we are observing a cyclic changes of
the dimension of the effective configuration Hilbert space
for systems on graphs in Figs. 1 where some eigenstates
coalesce during the evolution from the effective Hilbert
space of dimension 147070 to the effective Hilbert space
of dimension 146860 and split during the reverse evolu-
tion.
Moreover, we notice that the dimension of the ef-
fective Hilbert space oscillates between values that are
roughly a third of dimension of the configurations Hilbert
space. Then under the hypothesis of ergodicity, there
must exist additional conserved physical observables in-
cluding the Hamiltonian that are functionally indepen-
dent each other. In such a case the evolution of the sys-
tem will be restricted to a subspace of the configurations
Hilbert space and the uniform distribution for the many-
particle quantum walks becomes inaccessible. Such cases
have been experimentally observed like in Fermi-Pasta-
Ulam numerical experiment [11]. Nevertheless, looking
at the evolution of the second order spacial correlations in
Figs.3j–3l, one can observe that the quantum walks have
9(a) 30 steps on cyclic graph (b) 30 steps on double hexagon graph (c) 30 steps on Petersen graph
(d) 50 steps on cyclic graph (e) 50 steps on double hexagon graph (f) 50 steps on Petersen graph
(g) 100 steps on cyclic graph (h) 100 steps on double hexagon graph (i) 100 steps on Petersen graph
(j) 400 steps on cyclic graph (k) 400 steps on double hexagon graph (l) 400 steps on Petersen graph
FIG. 4: Selected steps simulations representing the vertices counting statistics of 12 quantum walkers on 10 vertices
graphs. Before the change of regime we have: (a)–(d) for the cyclic graph, (b)–(e) for the double hexagon graph and
(c) for the Petersen graph. After the change of regime we have: (g)–(j) for the cyclic graph, (h)–(k) for the double
hexagon graph and (f)–(i)–(l) for the Petersen graph.
a finite confinement time and they are slowly evolving to-
ward a uniform distribution in effective Hilbert space, see
Fig 2c. In conclusion, we conjecture that these systems
become integrable [14, 15, 20] after the regime change
steps. To understand the limits of this conjecture, it is
useful to explore other observables involved in the dynam-
ics. Here we have in mind higher order correlations that
might be of relevance as well as other observables directly
connected to the microscopic evolution of the configura-
tions Hilbert space.
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