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Abstract—In some areas or regions, accessible parking spots
are not geolocalized and therefore both difficult to find online
and excluded from open data sources. In this paper, we aim at
detecting accessible parking signs from street view panoramas
and geolocalize them. Object detection is an open challenge in
computer vision, and numerous methods exist whether based on
handcrafted features or deep learning. Our method consists of
processing Google Street View images of French cities in order
to geolocalize the accessible parking signs on posts and on the
ground where the parking spot is not available on GIS systems.
To accomplish this, we rely on the deep learning object detection
method called Faster R-CNN with Region Proposal Networks
which has proven excellent performance in object detection
benchmarks. This helps to map accurate locations of where the
parking areas do exist, which can be used to build services or
update online mapping services such as Open Street Map. We
provide some preliminary results which show the feasibility and
relevance of our approach.
Index Terms—Accessibility Sign Detection; Convolutional Neu-
ral Networks; Object Detection; Ground-level imagery; Faster
R-CNN
I. INTRODUCTION
In this paper, we introduce an effective method that aims at
automatically finding accessible parking spots in an area using
panoramic ground-level imagery, specifically Google Street
View. Ground-level imagery is available in abundance through
crowdsourcing mediums (e.g. Mapillary) and Google Street
View images. These sources offer a wide coverage, which
gives a huge potential to detect various objects under differ-
ent conditions, particularly when updated regularly (see [1]
for a recent review of techniques and applications coupling
ground-level imagery with other geospatial imaging sources).
Volunteered Geographic Information (VGI) takes advantage of
devices such as smartphones utilized by individuals or volun-
teers to carry out geographic referencing tasks. Geolocalizing
accessible parking spots makes it possible for a person with a
disability to be able to find the closest location and the number
of parking spots available. Currently, online mapping services
do not provide locations of accessible parking spots. In ad-
dition, some cities or areas do not provide this information
publicly, and in some cases such information remains unknown
from GIS services. This opens an opportunity of being able to
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geo-locate accessible parking spots widely without the reliance
on authorities/organizations or volunteers physically on the
ground to get the GPS coordinates of these locations using
computer vision techniques. These reasons have sparked the
motivation for this work.
One of the most prominent computer vision tasks is object
detection, and classification that is involved in many of the
real-world situations and applications. In this particular task,
Deep convolutional neural networks (CNNs) have made a huge
impact by becoming the de facto standard recently and by
overtaking traditional handcrafted features. CNNs have been
put under the spotlight after astounding performances [2] in
prominent benchmarks such as Pascal VOC [3] and ImageNet
[4]. Among the recent renown deep networks that achieve
widely impressive object detection results on various bench-
marks is Faster R-CNN [5].
This paper proposes a method for detecting accessible
parking spots using both road surface marking and post signs.
We use a prominent CNN architecture such as Faster R-CNN
to detect our target objects in panoramic images from Google
Street View. These detections geo-locate and provide GPS
coordinates for these locations through the images’ metadata.
In Section II, we discuss the background of methods similar
or related to our work. The pipeline and method devised
is presented in Section III. We give experimental results in
Section IV and conclusions in Section V.
II. BACKGROUND
Back before the dominance of Convolutional Neural Net-
works, many methods existed for the task of detecting signs
and classifying their type. For the detection step, two main
were introduced: sliding window and region of interest (ROI).
Sliding windows passes over images applying HOG (His-
togram of Oriented Gradients) [6], Viola & Jones [7], and
shape filter techniques. As for ROI methods, they provide
promising regions in which the object being detected might
appear. Examples of applications to sign detection include [8]
using MSER region detector, or [9] that uses shape template
matching in gray images to generate the set of ROIs.
Handcrafted features such as edges were used to generate
candidates for circular and triangular signs [10], [11]. On
the same line, another method [12] relies on the circularity
of the signs by using radial symmetry to find the signs.
Since road signs are standardized, colors are also used as
features for detection, such as red, blue, black, and white.
Most of the existing works [13]–[18] made use of the colors
by thresholding for the sake of segmentation, then detection
occurs using analysis of shape features. However color may
vary under different lightening situations.
Some other methods [11], [18] make use of edges, corners,
and colors together. As for classification, Support Vector
Machines (SVMs) were known to provide good accuracy for
this task. After extracting features such as edges, corners,
color, and HOG, they are passed through SVM to classify a
sign [19]–[23]. The problem with handcrafted features is that
they are not consistent across different situations and datasets.
It was only natural that after the breakthrough [2] of CNNs
in image classification tasks, it will carry over to object
detection. One of the most prominent and earliest networks
is OverFeat [24], which uses CNNs in an efficient sliding
window process utilizing overlapping windows to create a
bounding box and class label. Among the most popular CNN-
based architectures, we can cite YOLO [25], SSD (Single Shot
Detector) [26], and Faster R-CNN [27].
YOLO and SSD are known as end-to-end CNN networks,
or single feed-forward convolutional networks. YOLO is a
very fast object detection architecture that comes at the cost
of accuracy. It employs a single convolutional network for
object detection and classification, using fixed aspect ratios.
YOLO was used in [28] to detect Chinese traffic signs in
realtime. It has been proven in [29] that YOLO is robust
against adversarial examples. SSD creates class predictions
and anchors (boxes) using different aspect ratios in only one
stage. Therefore it is also known for its speed. In order to
detect small signs in large images, [30] truncates SSD by
removing extra convolutional layers and using a single feature
map at a small scale. In [31] distances were fused in order
to detect various objects in the path of an autonomous driving
which includes traffic signs.
Faster R-CNN is composed of a Regional Proposal Network
(RPN) which as the name suggests proposes regions in which
the object might be in, and a network that detects the objects
inside these proposed regions. It has been found that RPN is
faster than selective search [32] or other traditional methods.
RPN provides the “anchors” which are various region boxes in
different sizes and ratios at a position in an image that might
contain an object. So in the end, RPN gives the possibility
of an anchor being a background or foreground. After that,
a classifier and a regressor would process these proposals to
detect the objects. Due to the many anchors with different
sizes and ratios, Faster R-CNN remains slower than YOLO
and SSD, but is much more accurate [33]. Faster R-CNN
has thus been used in [34] to detect traffic signs and classify
them in the wild within panoramic images. Fast R-CNN (an
older architecture of Faster R-CNN) was used in [35] to
detect road surface signs. Other works employing Faster R-
CNN architectures to detect traffic signs include [36]–[38].
Therefore, we rely here on Faster R-CNN competence in
object detection (including sign detection). Since real-time
detection is not a requirement, this method was efficient
enough despite its slower performance to other alternatives.
Conversely to previous works using Fast or Faster-RCNN
for sign detection [34]–[38], our goal here is not to support
autonomous or assisted driving but rather to enrich GIS
information with a specific information related to accessible
parking spots. We thus search for accessibility signs in Google
Street View images, leading to a great variation of viewpoints
w.r.t. images acquired by car-embedded cameras. Furthermore,
we cannot rely on temporal redundancy brought by video
streams to overcome sign occlusions, and the spatial resolution
of panoramic images is much larger than with video frames.
Finally, we consider not only signs on posts but also on the
road surface, conversely to [34] that focuses only on the former
in panoramic images. While Faster-RCNN has already proven
to be effective for sign detection, we believe our work will
illustrate its potential on a much larger range of applications.
III. METHOD
In this section, we explain the different steps of our method:
i) data acquisition process, ii) preprocessing, iii) annotation,
and provide implementation details. We do not describe further
step iv) that consists of Faster-RCNN, for which we refer to
the original paper [27].
A. Data Collection
There is no publicly available dataset specifically dedicated
to accessibility signs. Our experimental campaign was con-
ducted in France but the proposed method can be straight-
forwardly applied to other countries. A local NGO in Vannes
(a city in Brittany, Western France, where the authors’ lab
resides) has provided the GPS locations of accessible parking
spots. In addition, a parking operator in Paris (Saemes) has
an open data platform 1 that provides the GPS locations of all
the accessible parking spots in Paris. Using both sources, GPS
coordinates were compounded, and the pertaining panoramic
images from Google Street View were gathered. Also, we
acquired several panoramic images from different perspectives
when possible. Indeed, some signs were visible from multiple
locations, which helped to increase the dataset as shown in
Fig. 1. A total amount of 665 images was collected. Therefore,
since the signs are standard all over France, this dataset can
be used for other locations where such information does not
exist.
B. Preprocessing
After downloading the images, several preprocessing tech-
niques were applied to increase efficiency. The size of
panoramic images is 13,312×6,656 pixels, which is too large
to train a deep network. The images were then cropped
by 1000 pixels from the top and bottom each, to remove
unnecessary parts of the image such as the road/pavement
and the sky. After that, the images were resized down till
a height of 1024 pixels while keeping the same aspect ratio.
Consequently, each image is split into 3 parts not to exceed the
1https://opendata.saemes.fr/
Fig. 1. The same sign (identified by a red bounding box) is captured from
different viewpoints, and under different lightening conditions.
Fig. 2. Illustrations of the most common accessibility signs found in France
and in the dataset. On the road surface, there are colored signs (A) and white
signs (B). As street post signs, (C) is the most common sign, and (D) appears
in various shapes and sizes.
1024×1024 dimensions. The split images are labeled (ID’d)
together to a certain location. This splitting procedure was
carried out at this step for the simplicity of the upcoming
annotation process.
C. Data Annotation
The images collected were annotated manually by hand. The
objects were classified into 4 classes as shown in Fig. 2. In
the annotation process, signs are labeled using a bounding box
to store the vertices as well as the class label. Different views
of the signs were relied upon especially the post signs. This
sometimes happens when the road surface signs are occluded
by a car while the panoramic image was captured.
IV. EXPERIMENTAL RESULTS
A. Setup
A model was trained using Faster R-CNN by finetuning
on the ImageNet VGG16’s model [39] because our data is
small. The dataset was shuffled and 2 images per batch were
trained to fit the GPU’s memory (i.e. 12 GB). The optimizer
chosen was a Standard Gradient Descent (SGD) solver. The
solver ran for 50k iterations. The initial base learning rate
was 0.001. Also, a data augmentation technique of flipping
the image vertically was applied to generate more data before
training. The training process was performed on a cluster node
with the following specifications: Intel Xeon CPU E5-2687W
(3.10GHz), 384 RAM, and GeForce 900 GTX TitanX. Our
model took 9 epochs to train.
B. Results
To evaluate the performance of our method, we split the
whole dataset into a training dataset (70%), a validation dataset
(15%), and a test dataset (15%). This test dataset included
different panoramic images from both cities (Vannes and
Paris) to represent different backgrounds. The overall detection
accuracy of the method was 85%. Detection accuracy for road
Fig. 3. The false positive detections are mostly associated with the white
road surface (B) shown in Fig. 2.
Fig. 4. Confusion matrix for the detected signs classification types. Labelled
as shown in Fig. 2.
surface signs was 83.2% and for post signs was 86.8%. It is
also important to note that the accuracies are similar although
the target objects are of different sizes.
It has been observed that road surface signs have a lower
accuracy due to the difficulty of detecting them. They appear in
many different places, in different orientations, and sometimes
are worn out. Furthermore, some false positives appear in some
cases by detecting other signs which can be problematic. As
shown in Fig. 3, some other street signs look similar to our
target such as the bicycle lane sign that resembles some visual
similarities with the road surface wheel chair (Fig. 2 B).
By inspecting the classification results, it is clear that some
signs can be classified better than others remarkably. The
standard street sign (Fig. 2 C) achieved the highest accuracy,
which accounts to its domination throughout the dataset and
distinction. The ground signs (Fig. 2 A & B) notably did
not present any confusion. Blue accessibility signs (Fig. 2
D) proved to be problematic due to being infrequent in our
dataset, also being contained in the standard sign (Fig. 2 C).
V. CONCLUSION
In this paper we propose a method to geo-locate accessible
parking spots in street view images. To do so we rely on
the recent but already successful Faster R-CNN method that
represents the state-of-the-art in computer vision for object
detection. This allows to enrich GIS with such crucial infor-
mation through an automated process that only requires to
train a deep neural network. Our experimental results prove
that indeed Faster R-CNN is an effective component in our
method due to the region proposal network (RPN). It is
important to note that the performance of Faster R-CNN could
be improved with increasing the dataset since it will include
many better representations for other classes over different
backgrounds. Also, tailoring the network to deal with signs
will definitely enhance the detection and classification. The
proposed method is ready to be used in different applications
to support OpenData initiatives, aid city planners, and get
incorporated in online mapping services.
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