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RE´SUME´. Les architectures paralle`les qui obe´issent au mode`le SIMT telles que les GPU tirent
parti de la re´gularite´ des applications en exe´cutant plusieurs threads concurrents sur des unite´s
SIMD de manie`re synchrone. Lorsque les threads empruntent des chemins divergents dans le
graphe de flot de controˆle, leur exe´cution est se´quentialise´e jusqu’au prochain point de conver-
gence. La reconvergence doit eˆtre effectue´e au plus toˆt de manie`re a` maximiser l’occupation
des unite´s SIMD. Nous proposons dans cet article deux techniques permettant de traiter la di-
vergence de controˆle en SIMT et d’identifier dynamiquement les points de reconvergence, dont
une qui ope`re en espace constant et ge`re les sauts indirects et la re´cursivite´. Nous e´valuons
une re´alisation mate´rielle consistant a` partager le mate´riel existant de l’unite´ de gestion de la
divergence me´moire. En termes de performances, cette solution est au moins aussi efficace que
les techniques de l’e´tat de l’art employe´s par les GPU actuels.
ABSTRACT. Parallel architectures following the SIMT model such as GPUs benefit from applica-
tion regularity by issuing concurrent threads running in lockstep on SIMD units. As threads take
different paths across the control-flow graph, lockstep execution is partially lost, and must be
regained whenever possible in order to maximize the occupancy of SIMD units. In this paper, we
propose two techniques to handle SIMT control divergence and identify reconvergence points.
The most advanced one operates in constant space and handles indirect jumps and recursion.
We evaluate a hardware implementation which leverage the existing memory divergence man-
agement unit. In terms of performance, this solution is at least as efficient as state of the art
techniques in use in current GPUs.
MOTS-CLE´S : Reconvergence de flot de controˆle, SIMD, SIMT, GPU
KEYWORDS: Control flow reconvergence, SIMD, SIMT, GPU
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1. Introduction
Les processeurs graphiques (GPU) se sont progressivement impose´s comme des
alternatives cre´dibles aux processeurs ge´ne´ralistes haute performance pour de nom-
breuses applications faisant apparaıˆtre du paralle´lisme de donne´es. Ce champ d’appli-
cations de´passe de loin le domaine du rendu graphique (Garland et al., 2008). Ainsi, la
premie`re place au classement des supercalculateurs Top500 d’octobre 2010 revenait a`
une machine a` base de GPU.
L’ensemble des GPU actuels ope`rent selon le mode`le d’exe´cution SIMT (single
instruction, multiple threads). Du point de vue du programmeur et du compilateur, ce
mode`le est similaire au SPMD (single program, multiple data). Le programmeur e´crit
un unique programme ou noyau dont un grand nombre d’instances (ou threads) seront
exe´cute´es en paralle`le.
Lors de l’exe´cution sur GPU, des me´canismes mate´riels transparents regroupent
des threads en convois nomme´s warps, pour exe´cuter leurs instructions sur des unite´s
SIMD. A` la diffe´rence des architectures disposant de jeux d’instructions SIMD a` vec-
teurs explicites, la vectorisation s’effectue lors de l’exe´cution plutoˆt qu’a` la compila-
tion (Nickolls et al., 2010).
Les threads individuels d’un warp peuvent suivre chacun des chemins diffe´rents
dans le graphe de flot de controˆle. Pour maintenir le mode de fonctionnement SIMD,
le processeur parcourt se´quentiellement l’ensemble des chemins qui sont emprunte´s
par au moins un thread du warp. Les autres threads du warp sont temporairement
de´sactive´s pendant l’exe´cution des instructions qui ne les concernent pas.
Bien que ce mode`le permette d’atteindre de bonnes performances en restant simple
a` programmer par rapport a` un jeu d’instructions SIMD classique, nous verrons que
la gestion dynamique de la divergence de controˆle des threads telle qu’elle est re´alise´e
actuellement pre´sente un couˆt en surface, consommation et complexite´ du mate´riel.
D’autre part, les techniques actuellement utilise´es reposent sur un choix d’ordon-
nancement statique ope´re´ par le compilateur. Ce choix a priori peut s’ave´rer sous-
optimal lors de l’exe´cution, sans que la micro-architecture ne puisse revenir sur ces
de´cisions. De plus, cette solution exclut l’emploi des jeux d’instructions les plus
re´pandus, qui n’incluent pas d’information de reconvergence, dans les architectures
SIMT. Cela constitue un frein a` une adoption plus large du mode`le SIMT, notamment
dans les processeurs ge´ne´ralistes.
Par ailleurs, un certain nombre de solutions ont e´te´ propose´es dans les anne´es
1980 et 1990, mais semblent eˆtre peu connues aujourd’hui, comme en te´moignent les
me´canismes relativement e´le´mentaires conside´re´s dans la litte´rature re´cente (Fung et
al., 2009).
Dans cet article, nous repoussons chacune de ces limitations. D’une part, nous
dressons un e´tat de l’art des techniques existantes de gestion de la divergence dans
le cadre des architectures SIMT, vectorielles et SIMD. Nous proposons d’autre part
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deux me´canismes dynamiques de maintien de la synchronisation qui sont re´alise´s
entie`rement au niveau micro-architectural et peuvent ope´rer sur des jeux d’instruc-
tions scalaires conventionnels. Enfin, nous comparons deux re´alisations possibles de
ce second me´canisme : une unite´ inde´pendante base´e sur un arbre de re´duction et une
unite´ combine´e avec l’unite´ d’acce`s me´moire qui est pre´sente dans les processeurs
SIMT.
Nous pre´sentons tout d’abord l’aperc¸u des travaux existants relatifs a` la gestion
de la divergence de controˆle en SIMT dans la section 2. Nous de´crivons ensuite les
techniques que nous proposons dans les sections 3 et 4. La section 5 de´crit sa mise en
œuvre en mate´riel. Enfin, nous quantifions son efficacite´ par simulation et e´valuons le
couˆt d’une mise en œuvre mate´rielle des me´thodes propose´es dans la section 6.
2. E´tat de l’art du SIMT
Nous pre´sentons dans cette section diffe´rentes techniques visant a` maintenir et a`
restaurer la synchronisation entre les threads d’un warp. La majorite´ de ces me´thodes
ont e´te´ e´labore´es dans le cadre des processeurs SIMD et vectoriels des anne´es 1980 et
1990. Nous nous permettrons quelques anachronismes en les de´crivant au moyen du
vocabulaire actuel des GPU.
Nous distinguons les me´thodes explicites, dont le fonctionnement est expose´ au
niveau architectural et qui re´clament un travail spe´cifique de la part du compilateur, et
les me´thodes implicites, qui se restreignent au niveau micro-architectural et peuvent
ope´rer sur des jeux d’instructions scalaires classiques.
2.1. Proble´matique
Les me´canismes de maintien de la convergence re´pondent a` deux proble´matiques
distinctes :
– de´finir un ordre de parcours du graphe de flot de controˆle : quelle est la branche
a` exe´cuter en priorite´ en cas de divergence,
– de´tecter la reconvergence.
L’ordre de parcours a une influence significative sur l’efficacite´ : un ordre non optimal
conduira a` exe´cuter plusieurs fois les meˆmes blocs de base.
Par exemple, la figure 1 pre´sente l’exemple d’un bloc conditionnel exe´cute´ par 4
threads, nomme´s T0 a` T3. Les threads T0 et T1 prennent la branche contenant le bloc
B, tandis que les threads T2 et T3 prennent l’autre branche. Si le bloc D est exe´cute´
avant le bloc C alors que seuls les threads T0 et T1 sont actifs, alors il devra eˆtre
exe´cute´ une seconde fois pour le compte des threads T2 et T3.
L’unite´ de gestion du controˆle doit e´galement eˆtre a` meˆme d’identifier les points
de reconvergence du flot de controˆle pour regrouper les threads concerne´s. Les









(a) Graphe de flot de controˆle
BB Threads actifs
A 0, 1, 2, 3
B 0, 1
C 2, 3
D 0, 1, 2, 3
(b) Ordre de parcours
optimal
BB Threads actifs





(c) Ordre de parcours
sous-optimal
Figure 1 – Exemple de deux parcours SIMT possibles du graphe de flot de controˆle
d’un bloc if-then-else parcouru par 4 threads. Les blocs de base sont annote´s avec
les nume´ros des threads devant les parcourir.
me´canismes qui seront pre´sente´s par la suite sont re´sume´s d’apre`s ces deux crite`res
dans la table 1.
2.2. Explicite avec pile
Nous conside´rons maintenant en de´tail chaque technique de controˆle de divergence
liste´e table 1, en commenc¸ant par celles qui s’appuient sur des structures de piles.
2.2.1. Compilateurs pour Illiac IV
La machine SIMD Illiac IV permet un controˆle diffe´rencie´ en fonction des
donne´es. Bien que la machine elle-meˆme et son jeu d’instruction ne permettent pas
de de´crire des structures de controˆles base´es sur des conditions locales, des compi-
lateurs de langages de plus haut niveau tels que TRANQUIL (Abel et al., 1969) et
Glypnir (Lawrie et al., 1975) permettent une gestion logicielle de la divergence et la
reconvergence. Les deux compilateurs se basent sur une pile de masques re´alise´e en
logiciel.
2.2.2. Pixar Chap
En ce qui concerne les re´alisations entie`rement mate´rielles, un travail pre´curseur
notable est le processeur du Pixar Image Computer, une machine de´die´e au traitement
d’images de´veloppe´e au de´but des anne´es 1980 (Levinthal et al., 1984). Cette machine
est construite sur la base de processeurs SIMD nomme´s Chap, qui offrent directement
dans leur jeu d’instructions des instructions de controˆle refle´tant les structures usuelles
des langages de programmation impe´ratifs : if-then, else, fi, while-do, done.
Ces instructions permettent de de´crire un flot de controˆle inde´pendant pour chaque
voie SIMD. Leur se´mantique est de´crite en termes d’ope´rations sur le masque
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Tableau 1 – Comparaison synthe´tique des me´canismes guidant l’ordre de parcours et
la reconvergence dans les techniques de gestion des branchements pre´sente´es dans cet
article. Pour chaque technique, il est pre´cise´ si elle permet la re´alisation efficace des
instructions break et continue (B), et si elle autorise la re´cursivite´ (R), les sauts ar-
bitraires type goto (G), les sauts indirects (I). ≪ ISA ≫ fait re´fe´rence a` des annotations
explicites dans le jeu d’instructions.
Technique Ordre de Re- B R G I
parcours convergence
Illiac IV (Abel et al., 1969;
Lawrie et al., 1975)
Statique Pile
masques
- - - -
Pixar Chap (Levinthal et al.,
1984)
ISA ISA + pile
masques
- - - -
AMD (AMD, 2009) ISA ISA + pile
masques
✦ ✦ - -
POMP (Keryell et al., 1993) ISA ISA +
compteurs
✦ ✦ - -
Intel GMA (Int, 2009) ISA ISA +
compteurs
✦ - - -
NVIDIA (Coon et al., 2008;





✦ ✦ ✦ ✦




- ✦ ✦ -
C*-Hypercube (Quinn et al.,
1988)
PC ISA + PC ✦ - - -
Intel Sandy Bridge (Int, 2010) ISA ISA + PC ✦ - - -






✦ - - -
Takahashi (Takahashi, 1997) PC + bit ac-
tivite´
PC ✦ - ✦ -




✦ ✦ ✦ -
RIA (section 4) PC PC ✦ ✦ ✦ ✦
courant et deux piles de masques, servant respectivement aux blocs conditionnels
(if-then-else) et aux boucles.
Ce mode`le peut eˆtre e´tendu pour ge´rer l’e´quivalent des instructions break et
continue du C, qui sont notamment pre´sentes dans le langage MPL pour MasPar de`s
1990 (Mas, 1992), ou plus re´cemment dans le langage de shaders graphique HLSL de
Microsoft Direct3D depuis la version 9.0c en 2004. Il s’agit de l’approche poursuivie
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par les GPU GeForce 6xxx et 7xxx de NVIDIA (Mes, 2011) et par l’ensemble des
GPU actuels d’AMD (AMD, 2009).
2.2.3. POMP
Une ame´lioration propose´e par Keryell et Paris dans le cadre du projet de ma-
chine paralle`le POMP consiste a` remarquer que les masques conserve´s dans la pile
forment en re´alite´ des histogrammes, car un thread inactif a` une profondeur p res-
tera ne´cessairement inactif a` la profondeur p+ 1. Ainsi, seule la profondeur d’imbri-
cation de la dernie`re activite´ de chaque thread ne´cessite d’eˆtre conserve´e. La quan-
tite´ de donne´es a` conserver passe ainsi de O(n) a` O(log(n)) pour n la profondeur
d’imbrication maximale (Keryell et al., 1993). Cette technique de compteurs d’acti-
vite´ est utilise´e par les GPU inte´gre´s d’Intel dans les ge´ne´rations ante´rieures a` Sandy
Bridge (Int, 2009).
2.2.4. NVIDIA Tesla
L’architecture GPU NVIDIA Tesla a pour objectif affiche´ la capacite´ d’exe´cuter
du code ge´ne´raliste (Lindholm et al., 2008). Son jeu d’instructions emploie des ins-
tructions de saut conditionnel a` la manie`re des processeurs scalaires, plutoˆt que des
instructions de controˆle structure´ comme les autres GPU. Il est comple´te´ par des anno-
tations indiquant les points de divergence et de reconvergence. Il conserve cependant
les instructions spe´cifiques de´die´es au support des structures break et continue. Des
tests que nous avons effectue´s ont montre´ que l’algorithme utilise´ sur les GPU NVI-
DIA est tre`s proche de celui de´crit dans deux brevets (Coon et al., 2008; Coon et
al., 2011).
La gestion de la divergence est assure´e par une technique a` base de pile, comme
dans Chap, les GPU AMD ou la ge´ne´ration pre´ce´dente de GPU NVIDIA. Ne´anmoins,
Tesla inclut moins d’informations dans le code que les autres jeux d’instructions. En
particulier, il est ne´cessaire de retenir les adresses des points de reconvergence dans la
pile en plus des masques, car la correspondance entre les points de divergence et les
points de reconvergence n’est pas explicite dans le code machine. Cela exclut de fait
la possibilite´ de repre´senter la pile au moyen de compteurs d’activite´.
On notera qu’il est possible de transformer un graphe de flot de controˆle arbitraire
en une imbrication de conditionnelles et de boucles lors de la compilation, quitte a`
devoir re´pliquer du code lorsque le graphe n’est pas re´ductible (Zhang et al., 2004). Il
n’est donc pas strictement ne´cessaire de recourir a` un me´canisme tel que celui employe´
par NVIDIA pour exe´cuter du code arbitraire. Cependant, la technique a` base de sauts
et annotations permet d’e´viter la duplication statique de code en la remplac¸ant par
de la duplication dynamique (Diamos et al., 2011). Le me´canisme utilise´ par Tesla
peut e´galement eˆtre e´tendu a` certains sauts indirects, comme le propose l’architecture
Fermi (Nickolls et al., 2010).
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2.2.5. IPDOM
Fung et Aamodt proposent en 2007 une variante de la technique employe´e par
NVIDIA, en conservant uniquement les instructions de saut et de reconvergence. Les
points de reconvergence sont choisis a` la compilation et inse´re´s dans le code machine.
Les auteurs proposent d’utiliser a` cet effet les post-dominateurs imme´diats 1 dans
le graphe de controˆle de flot (Fung et al., 2009). Ainsi, le comportement obtenu est
e´quivalent a` celui de Chap pour des graphes de flot de controˆle structure´s, tout en
e´tant applicable a` des graphes arbitraires. Cette technique ne permet cependant pas
d’assurer la reconvergence au plus toˆt lorsque le code contient des structures de type
break et continue (Fung et al., 2011), contrairement aux solutions employe´es par
l’environnement MasPar et par l’ensemble des GPU programmables.
2.3. Explicite sans pile
Paralle`lement au de´veloppement des techniques a` base de pile des architectures
SIMD, des solutions de gestion de la divergence ont e´te´ e´labore´es pour des architec-
tures plus proches du mode`le MIMD.
2.3.1. C* pour Hypercube
Un compilateur du langage SIMD C* pour des architectures MIMD (Quinn et
al., 1988) re´pond a` une proble´matique voisine de la gestion de la divergence en SIMT.
En effet, l’objectif est de garantir l’exe´cution synchrone d’un ensemble de processeurs
exe´cutant chacun le meˆme code sur des donne´es diffe´rentes, tout en minimisant le
nombre de synchronisations entre les processeurs (dits PE dans la suite).
Dans cette environnement, chaque thread dispose de son propre compteur de pro-
gramme (PC). L’ordre de parcours du graphe de flot de controˆle est de´cide´ par un
processeur maıˆtre, qui maintient a` jour un PC maıˆtre (MPC). En cas de divergence, le
MPC est calcule´ pour suivre la premie`re branche active dans l’ordre textuel du pro-
gramme, soit le minimum des PC individuels.
Chaque PE exe´cute un ensemble de threads, e´galement synchronise´s entre eux.
Seules les instructions des threads dont le PC correspond au PC commun sont
exe´cute´es, graˆce a` une file de priorite´. Ainsi, le surcouˆt lie´ a` la divergence des threads
est amoindri.
Un me´canisme approchant a e´te´ propose´ en 2011 dans le cadre des architectures
SIMT (Fung et al., 2011). Dans cette proposition, la logique de gestion de la diver-
gence est re´alise´e en mate´riel plutoˆt qu’en logiciel, et repose sur des masques plutoˆt
que des PC multiples. Le MPC est maintenu au moyen d’une pile, plutoˆt que recalcule´.
1. Un bloc de base B est un post-dominateur d’un bloc A (ou post-domine A) si tous les
chemins de A jusqu’a` la fin du programme passent par B. Le post-dominateur imme´diat est le
premier post-dominateur dans l’ordre d’exe´cution du programme.
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2.3.2. Sandy Bridge
Les GPU inte´gre´s dans les processeurs Intel Sandy Bridge emploient une technique
diffe´rente de leurs pre´de´cesseurs. Plutoˆt que de maintenir des piles ou des compteurs,
le GPU conserve un PC par thread (Int, 2010). Ainsi, chaque thread dispose de sa
propre copie de l’ensemble des registres architecturaux et du PC, ce qui suffit pour
caracte´riser son e´tat.
Le jeu d’instructions reste similaire a` celui des ge´ne´rations pre´ce´dentes, et contient
des instructions explicites pour de´crire les conditionnelles et les boucles. Celles-ci
mettent a` jour les PC individuels de chacun des threads. Il suffit alors au processeur de
comparer le PC de chaque thread avec le PC global pour connaıˆtre les threads actifs.
La reconvergence est observe´e lorsque les PC de diffe´rents threads coı¨ncident.
2.3.3. Lorie-Strong
La solution des PC multiples d’Intel se rapproche d’une re´alisation ancienne
de´crite dans un brevet d’IBM par Lorie et Strong (Lorie et al., 1984). Dans cette pro-
position, le compilateur effectue un tri topologique sur le graphe de flot de controˆle
et nume´rote l’ensemble des blocs de base suivant l’ordre induit. Cette nume´rotation
controˆle a` la fois l’ordre de parcours du graphe de flot de controˆle et la de´tection de la
reconvergence.
Le processeur maintient a` la fois un PC et un nume´ro de bloc par thread. Lors-
qu’une situation de divergence intervient, c’est le bloc d’indice infe´rieur qui sera
exe´cute´ en priorite´. Lorsqu’un point de reconvergence e´ventuel est atteint, les nume´ros
de blocs de chaque thread sont compare´s avec le nume´ro du prochain bloc que le
processeur se pre´pare a` exe´cuter. Lorsqu’il y a e´galite´, les threads correspondants de-
viennent actifs.
Diamos et ses coauteurs formalisent cette approche en pre´sentant un algorithme
permettant de calculer l’ordre optimal des blocs de base et proposent une re´alisation
logicielle (Diamos et al., 2011).
Dans ces dernie`res solutions, le me´canisme de controˆle de la divergence est expose´
au niveau architectural. L’ordre de parcours du graphe de flot de controˆle est fixe´ de
manie`re statique lors de la compilation.
2.4. Implicite avec bit d’activite´
Une technique propose´e par Takahashi en 1997 permet d’exe´cuter du code en
mode SIMT sans ne´cessiter d’annotations dans le jeu d’instructions (Takahashi, 1997).
Chaque thread dispose de son propre compteur de programme. Une unite´ de controˆle
parcourt le graphe de flot de controˆle. Lorsqu’un branchement est rencontre´, la priorite´
est donne´e a` la branche dont le point d’entre´e est d’adresse infe´rieure tant qu’au moins
un thread est actif. Lorsque qu’aucun thread n’est actif, l’autre branche est suivie.
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Tout comme dans la technique de (Quinn et al., 1988), la supposition qui est faite
semble eˆtre que les points de reconvergence se trouvent au point le plus ≪ bas ≫ du
code qu’ils dominent, c’est-a`-dire a` l’adresse la plus grande. La strate´gie suivie
consiste alors a` toujours tenter d’exe´cuter les instructions d’adresse infe´rieure lors-
qu’il s’agit de de´cider quelle branche exe´cuter, de fac¸on a` ne pas de´passer un point de
convergence e´ventuel.
L’inconve´nient de cette me´thode est que les signaux d’activite´ des threads sont
renvoye´s avec un cycle de retard a` l’unite´ de controˆle. Au moment ou` l’unite´ de
controˆle rec¸oit cette valeur, les informations associe´es au dernier branchement ren-
contre´ ne sont plus disponibles. Le processeur doit donc continuer a` parcourir le
programme alors que tous les threads sont inactifs. Les blocs else sont donc tou-
jours exe´cute´s meˆme en cas de convergence, et les boucles effectuent toujours un
tour supple´mentaire. Par ailleurs, le fait que le processeur puisse exe´cuter de manie`re
spe´culative des branches qui ne sont suivies par aucun thread laisse la possibilite´ qu’il
rencontre des instructions invalides ou de´borde de la zone de code. Contrairement au
cas des pre´dicteurs de branchements des processeurs superscalaires, aucun me´canisme
n’est pre´vu pour retourner a` un e´tat pre´ce´dent non spe´culatif.
Pour contourner ces proble`mes, les auteurs proposent que le compilateur duplique
les instructions de saut concerne´es. Cependant, cela remet en cause en grande partie
l’inte´reˆt de ne pas de´pendre du compilateur.
3. Reconvergence implicite avec pile
Nous proposons dans cette section une solution a` base de pile capable de ge´rer
la divergence et la reconvergence sans aucune intervention du compilateur (Collange
et al., 2009a). Elle permet e´galement d’exe´cuter en mode SIMT du code e´crit dans
des jeux d’instructions scalaires classiques sans recompilation. Nous nous re´fe´rerons
a` cette technique sous le nom de reconvergence implicite a` base de pile (RIP).
Elle repose sur l’utilisation d’une pile de masques re´alise´e par des compteurs d’ac-
tivite´ semblables a` ceux utilise´s par POMP (Keryell et al., 1993) et une pile d’adresses
permettant de ge´rer les structures de controˆles strictement imbrique´es. La strate´gie
ge´ne´rale consiste a` toujours tenter d’exe´cuter les instructions d’adresse infe´rieure lors-
qu’il s’agit de de´cider quelle branche exe´cuter, de fac¸on a` ne pas de´passer un point de
convergence e´ventuel.
3.1. Structures conditionnelles
Lorsqu’un branchement vers l’avant divergeant est rencontre´, le masque courant
et l’adresse de destination sont sauvegarde´es dans les piles respectives. Le masque
courant est mis a` jour et l’exe´cution se poursuit dans le branche qui traverse le bran-
chement sans le prendre. Le haut de la pile d’adresse contient alors la cible du saut,
soit l’autre branche en attente d’eˆtre exe´cute´e (fig. 2).





























Figure 2 – Illustration du fonctionnement de la me´thode RIP sur un exemple de struc-
ture conditionnelle.
Apre`s l’exe´cution de chaque instruction, le compteur d’instruction suivante
(NPC=PC+1) est compare´ avec le haut de la pile d’adresse. En cas d’e´galite´, le point
de convergence est atteint (endif). L’exe´cution peut alors continuer avec le masque
sauvegarde´, apre`s avoir de´pile´ le masque et l’adresse. Plusieurs points de convergence
peuvent eˆtre pre´sents sur la meˆme instruction. Dans ce cas, il faut re´pe´ter la comparai-
son et de´piler autant de fois que ne´cessaire, ce qui peut ne´cessiter la re´-exe´cution de
l’instruction.
Il se peut e´galement que l’instruction courante soit un saut vers une adresse se trou-
vant au-dela` de la cible du saut pre´ce´dant, par exemple avant un bloc else (ligne 4 de
la figure 2). Dans ce cas, l’adresse NPC est strictement supe´rieure a` l’adresse pre´sente
au sommet de la pile d’adresse. Le controˆle est alors transfe´re´ a` l’autre branche en
attente, en e´changeant NPC avec le haut de la pile d’adresse et en inversant le masque
courant.
3.2. Boucles
Les boucles sont identifie´es par un branchement arrie`re, conditionnel ou incondi-
tionnel. Lorsqu’un tel branchement est rencontre´ et avant d’effectuer le saut, on com-
pare le sommet de la pile d’adresse avec l’adresse de l’instruction suivante (NPC).
En cas de diffe´rence et si le saut est pris par au moins un thread, on empile NPC et
le masque courant sur la pile d’adresse, de fac¸on a` retenir l’adresse de fin de la boucle.
En cas d’e´galite´ et si aucun thread n’effectue le saut (sortie de boucle), le masque
est restaure´ d’apre`s le masque pre´sent dans la pile et l’entre´e correspondante est
de´pile´e de la pile d’adresse. Cette entre´e correspond a` l’entre´e relative a` l’entre´e dans
la boucle et ce graˆce au fait de ne conside´rer que des structures strictement imbrique´es.
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3.3. Appels de fonctions
Les appels de fonctions et leur retour emploient une pile d’adresses se´pare´e comme
dans une architecture scalaire. Lorsqu’un appel de fonction pris par au moins un thread
est rencontre´, l’adresse de l’instruction suivante est empile´e a` la fois sur la pile d’appel
et sur la pile d’adresses de branchements.
Nous ajoutons une contrainte pour que le me´canisme d’e´change entre le NPC et
le haut de la pile de´crit section 3.1 n’ait lieu que lorsque le haut de la pile d’appel
est diffe´rent du haut de la pile d’adresses de branchements. Ainsi, le code situe´ apre`s
le site d’appel n’est exe´cute´ qu’une fois que tous les threads ont quitte´ la fonction au
travers d’une instruction return.
3.4. Autres structures de controˆle
Les instructions de controˆle structure´ telles que les instructions break et
continue du langage C sont identifie´es par des branchements inconditionnels vers
l’avant ou vers l’arrie`re pris par l’ensemble des threads actifs. Leur fonctionnement
est donc similaire a` celui de´crit pour la gestion des boucles et des structures condi-
tionnelles.
3.5. Limitations
L’emploi d’une pile pre´sente cependant plusieurs inconve´nients. La difficulte´ prin-
cipale consiste a` re´aliser de manie`re efficace une pile en mate´riel. Les architec-
tures actuelles telles que Tesla emploient un cache spe´cialise´ dans le processeur qui
contient quelques entre´es du haut de la pile pour chaque warp. Les autres entre´es sont
conserve´es dans les niveaux infe´rieurs de la hie´rarchie me´moire. Ce cache a un couˆt
en surface et en consommation, mais surtout ne´cessite un port d’acce`s a` la me´moire
supple´mentaire. Par exemple, l’architecture NVIDIA Tesla emploie un cache de 3
blocs de 4 entre´es par warp, chaque entre´e contenant 64 bits, ce qui repre´sente au total
3 Ko par processeur (Collange, 2010).
Par ailleurs, les me´thodes explicites a` base de piles sont fragiles face a` du logiciel
mal e´crit. La pile peut de´border ou se trouver dans un e´tat incohe´rent si les instructions
de divergence et de reconvergence ne sont pas correctement e´quilibre´es. Ces cas ex-
ceptionnels doivent eˆtre de´tecte´s et traite´s par le mate´riel et le syste`me pour terminer
le programme et restaurer la pile dans un e´tat ≪ propre ≫.
La pile ajoute e´galement un e´tat qui doit eˆtre sauvegarde´ et restaure´ lors des chan-
gements de contexte. Enfin, ces me´thodes sont base´es sur une machine a` e´tats com-
plexe qu’il est difficile de valider pour garantir que la se´mantique des programmes
exe´cute´s est respecte´e et que l’e´tat de la pile reste cohe´rent.
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Pour l’ensemble de ces raisons, nous allons conside´rer un algorithme de´pourvu de
pile, et dont l’e´tat associe´ reste en espace constant.
4. Reconvergence implicite sans pile
Nous proposons maintenant la technique de reconvergence implicite a` base d’ar-
bitrage entre PC (RIA) qui cumule les avantages de la solution des PC multiples des
GPU Intel (en espace constant) et de notre proposition pre´ce´dente (non expose´e au
niveau architectural). Contrairement a` la proposition de Takahashi, elle ne ne´cessite
pas d’exe´cuter des blocs de base plus souvent que ne´cessaire.
Malgre´ son apparente simplicite´, cette me´thode ne semble pas avoir e´te´ e´tudie´e
spe´cifiquement par le passe´. Les techniques a` base de priorite´ respectivement pro-
pose´es par Lorie et Strong et par Diamos re´clament toutes deux l’implication du com-
pilateur pour nume´roter les blocs de base et annoter les points de reconvergence.
Fung conside`re plusieurs politiques d’ordonnancement dans ses travaux sur la for-
mation dynamique de warps, dont certaines re´alisables en espace constant, mais n’en-
visage pas leur utilisation dans le cadre de la formation ≪ statique ≫ de warps (Fung
et al., 2009).
Meng, Tarjan et Skadron conside`rent dans le cadre de leur technique de subdi-
vision dynamique de warps une reconvergence opportuniste lorsque les PC de plu-
sieurs threads coı¨ncident (Meng et al., 2010). Cependant, le principal moyen de re-
convergence repose toujours sur des points de synchronisation explicites et une pile
de masques.
Dans la proposition RIA, nous maintenons un PC distinct par thread comme dans
la solution d’Intel, et calculons le PC commun MPC a` partir de la valeur des PC
individuels.
4.1. Reconvergence
Nous identifions les situations de reconvergence en comparant les valeurs des PC
individuels avec celle du MPC. A` l’inverse de la technique employe´e dans les GPU
Intel, nous effectuons la comparaison en continu, a` chaque cycle. Il n’est donc pas
ne´cessaire de signaler explicitement les points de reconvergence e´ventuels dans le
code machine.
Les instructions de branchement sont ge´re´es de manie`re re´partie : chaque thread
calcule et maintient a` jour son propre PC, a` la manie`re d’un processeur MIMD. La
divergence s’ope`re naturellement lorsque le PC local d’un thread est affecte´ d’une
valeur diffe´rente de celle des autres threads.
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4.2. Ordre de parcours
Un arbitre se charge de de´terminer le MPC, c’est-a`-dire l’adresse a` laquelle l’ins-
truction suivante sera charge´e, a` partir des valeurs des PC individuels des threads.
Comme dans la solution RIP et dans une certaine mesure comme dans le brevet de
Lorie et Strong, nous choisissons le PC de valeur minimale. Ce choix correspond a` la
politique DPC dans les travaux de Fung sur la formation dynamique de warps (Fung
et al., 2009).
Cela revient a` supposer que les points de reconvergence se trouvent a` des adresses
plus e´leve´es que le code qui les pre´ce`de. Collins, Tullsen et Wang ont mesure´ que
cette supposition s’ave´rait correcte dans 94 % des branchements conditionnels des
SPECint (Collins et al., 2004). Les noyaux de calcul CUDA actuels offrant un flot de
controˆle nettement plus re´gulier, nous n’avons rencontre´ aucun contre-exemple dans
les applications paralle`les pre´sente´es section 6.1, a` une exception majeure pre`s due
aux appels de fonction, sur laquelle nous reviendrons dans la section 4.3.
La table 2 pre´sente l’ordre de parcours du code de la figure 1, dans lequel des
instructions de saut ont e´te´ inse´re´es. Les valeurs des PC individuels actuels et des PC
futurs (NPC) sont indique´s pour chaque cycle. Les threads actifs sont repre´sente´s par
un PC souligne´.
Tableau 2 – Trace d’exe´cution d’une structure if-then-else
MPC Instruction PCi NPCi
0 1 2 3 0 1 2 3
1 A 1 1 1 1 2 2 2 2
2 if( !c) br 5 2 2 2 2 3 3 5 5
3 B 3 3 5 5 4 4 5 5
4 br 6 4 4 5 5 6 6 5 5
5 C 6 6 5 5 6 6 6 6
6 D 6 6 6 6 7 7 7 7
La politique de parcours du graphe de flot de controˆle correspond uniquement
a` une heuristique d’optimisation. Elle n’a pas d’incidence sur la correction de
l’exe´cution : hors boucles d’attente active, dans le pire cas, les instructions de chaque
thread seront exe´cute´es se´quentiellement sur une seule voie SIMD et la performance
sera de´grade´e au niveau de celle d’un processeur scalaire.
La politique qui de´termine l’ordre de parcours du graphe de flot de controˆle est la
meˆme que dans la technique RIP. Cependant, la reconvergence est possible a` d’autres
points que ceux que pre´voient la solution a` base de pile.
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Listing 1 – Exemple de cas ou` la politiqueMPC = min(PCi) se re´ve`le inefficace.
void k e r n e l ( ) {
. . .
i f ( c ) { / / Cond i t i o n d i v e r g e n t e




void f ( ) {
. . .
}
4.3. Appels de fonction
La politiquemin(PCi) ne se preˆte pas naturellement aux appels de fonctions. Une
illustration de cas posant proble`me est pre´sente´ listing 1. Lors d’un appel a` une fonc-
tion f a` l’inte´rieur d’un bloc conditionnel, les PC des threads exe´cutant le bloc pointe-
ront vers f. Lorsque le code de cette fonction se trouve a` une adresse supe´rieure a` celle
du site d’appel, la politique min(PCi) peut se re´ve´ler inefficace, car elle exe´cutera
d’abord le code se trouvant apre`s la fin du bloc conditionnel. La reconvergence avec
les threads exe´cutant f ne sera possible qu’a` la fin du programme ou l’appel de f par
tous les autres threads.
Un premie`re solution consiste a` exiger du compilateur qu’il place
syste´matiquement les de´finitions de fonctions avant leurs appels lors de l’e´dition
des liens. Excepte´ dans les cas de re´cursivite´ croise´e, cette solution est toujours
applicable. Cependant, il n’est pas toujours pratique ou meˆme possible de recompiler
le code.
Une solution plus ge´ne´rale que nous proposons consiste a` prendre en compte la
valeur du pointeur de pile (SPi) de chaque thread i lors du choix de la branche a`
exe´cuter. Pour donner la priorite´ au niveau d’imbrication d’appels de fonctions le plus
profond, nous retenons le thread dont le SPi est minimal
2. En cas d’ex-aequo, nous
choisissons le PCi minimal comme pre´ce´demment.
4.4. Re´cursivite´
Les architectures paralle`les traditionnelles partagent un pointeur de pile unique
par warp. Cela assure que les acce`s des diffe´rents threads a` la pile restent toujours
synchronise´s. En contrepartie, cela restreint l’exe´cution en mode SIMT aux threads
2. Nous supposons ici que la pile suit l’organisation traditionnelle en e´tant ordonne´e par
adresses de´croissantes.
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qui partagent le meˆme pointeur de pile en plus du meˆme pointeur d’instructions. Il
n’est donc pas possible d’exe´cuter simultane´ment des threads se trouvant a` des niveaux
de re´cursivite´ diffe´rents, meˆme si leurs PC coı¨ncident.
L’autre solution consiste a` maintenir un pointeur de pile inde´pendant par thread.
En cas de re´cursivite´, la divergence de controˆle est re´duite. Elle est remplace´e par de
la divergence me´moire : en effet, lorsque les pointeurs de pile sont de´synchronise´s, les
acce`s a` la pile deviennent irre´guliers. La technique RIA permet naturellement de ge´rer
la re´cursivite´ de´synchronise´e.
5. Re´alisation de RIA en mate´riel
Nous conside´rons un processeur SIMT muni d’un unique chemin de lecture,
de´codage et ordonnancement des instructions, et de plusieurs unite´s de calcul pa-
ralle`les nomme´es traditionnellement processing elements (PE). Les exemples d’archi-
tectures pre´sente´es ici a` des fins d’illustration comportent 4 PE, mais les techniques
que nous proposons visent aussi bien des architectures disposant de 16 a` 64 PE comme
les processeurs des GPU actuels.
Comme dans toutes les architectures SIMT existantes, la latence du pipeline est
masque´e au moyen de multithreading mate´riel3. La latence n’est donc pas un facteur
critique dans ce type d’architecture, comme nous le verrons dans la section 6.3.
5.1. Arbitrage
Figure 3 – Chemin des compteurs de programme et des instructions dans notre
premie`re proposition de re´alisation. ≪ I ≫ de´signe l’instruction de´code´e.
3. Par souci de clarte´, nous de´crivons notre technique avec un unique thread actif par PE, mais
tous les me´canismes pre´sente´s dans cette section sont directement ge´ne´ralisables a` plusieurs
threads par PE, c’est-a`-dire plusieurs warps par processeur.
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La figure 3 illustre la solution propose´e pour la re´alisation de RIA en mate´riel.
Dans sa variante la plus simple, chaque PEi communique les valeurs de son PCi et
SPi a` un arbitre. Cet arbitre consiste en un arbre de re´duction qui calcule le minimum
SP : PC = min(SPi : PCi), ou` : repre´sente l’ope´rateur de concate´nation. La valeur
calcule´e repre´sente le compteur de programme communMPC, qui indique l’emplace-
ment de la prochaine instruction a` exe´cuter. L’instruction de´signe´e parMPC est alors
lue, de´code´e, et transmise a` l’ensemble des PEi.
Une optimisation possible consiste a` incre´menter localement le MPC a` chaque
cycle. Ainsi, l’arbitrage n’est ne´cessaire que lorsqu’une instruction pouvant influer
sur le flot de controˆle (typiquement un saut) est exe´cute´e. Le reste du temps, la valeur
du MPC suivra la valeur du PC minimal.
En effet, on peut montrer que si le PCi d’un sous-ensemble non vide des threads
actifs est incre´mente´ et que le PCj de tous les autres threads n’est pas modifie´, alors
le nouveau MPC est la valeur incre´mente´e de l’ancien MPC.
5.2. Similarite´ avec le chemin d’acce`s me´moire
Conside´rons l’unite´ d’acce`s au cache de donne´es de premier niveau dans une archi-
tecture SIMT telle que NVIDIA Fermi (Nickolls et al., 2010), dont une repre´sentation
simplifie´e est pre´sente´e figure 4.
Le cache L1 de donne´es dispose d’un port unique de la largeur d’une ligne de
cache, qui est de 128 bits dans notre exemple jouet. Lors d’une instruction de lecture
me´moire, chaque PEi dispose d’une adresse Ai a` laquelle il veut acce´der. Les bits
de poids forts de cette adresse, qui indiquent dans quelle ligne de cache se trouve la
donne´e, sont envoye´s a` un arbitre.
Cet arbitre se charge de se´lectionner une adresse parmi celles qu’il rec¸oit en entre´e,
par exemple au moyen d’un codeur de priorite´ choisissant le premier thread actif,
et l’envoie au cache L1 de donne´es. La ligne de cache correspondante est lue, puis
envoye´e au travers d’un re´seau d’interconnexion de type commutateur (crossbar). Ce
dernier route les donne´es vers le ou les PE qui les ont re´clame´es, en fonction des poids
faibles de l’adresse. Les bits d’activite´ des PE vers l’arbitre et les bits de se´lection
revenant de l’arbitre vers les PE ne sont pas repre´sente´s afin de ne pas alourdir la
figure.
Il est possible que plusieurs adresses pointent sur la meˆme ligne de cache. Dans
le cas ide´al, tous les PE acce`dent a` la meˆme ligne de cache et peuvent se partager le
port du cache L1. Dans le cas contraire, les acce`s aux diffe´rentes lignes de cache sont
se´rialise´es (NVIDIA, 2010).
Notons que notre proposition permet de ge´rer naturellement les conflits et les
e´checs dans le cache de donne´es. Lorsqu’un thread i est servi, il incre´mente son PCi
pour signaler qu’il est preˆt a` exe´cuter l’instruction suivante. Les threads ayant ren-
contre´ un conflit conserveront la meˆme valeur de PCi, ce qui les conduira a` tenter a`
Assouplir les architectures SIMT 17
Figure 4 – Diagramme de l’unite´ de lecture me´moire d’une architecture SIMT.
nouveau l’ope´ration me´moire au tour d’ordonnancement suivant. Les threads qui ren-
contrent un e´chec dans le cache se signalent comme inactifs jusqu’a` re´ception de leur
donne´e. Une fois ces donne´es arrive´es, un arbitrage de PC a lieu pour donner l’op-
portunite´ a` ces threads de ≪ rattraper ≫ les autres. Ce me´canisme permet aux threads
ayant re´ussi leur acce`s au cache de prendre de l’avance sur ceux qui sont bloque´s sur
un e´chec, offrant gratuitement une fonctionnalite´ analogue a` la subdivision dynamique
de warps (Meng et al., 2010).
5.3. Architecture unifie´e
Observons la similarite´ entre l’unite´ d’acce`s me´moire et l’unite´ de suivi du flot
de controˆle que nous venons d’aborder. Dans les deux cas, un arbitre effectue une
ope´ration de re´duction depuis des donne´es envoye´es par chaque PE. Nous proposons
dans cette section une architecture unifie´e permettant d’amortir le couˆt de la gestion
du flot de controˆle en partageant du mate´riel existant.
L’architecture propose´e est pre´sente´e figure 5a. Lors des instructions de saut, l’ar-
bitre rec¸oit les PC et SP individuels de chaque PE et calcule le minimum, puis met a`
jour le MPC maintenu par l’unite´ de controˆle. Pour les autres instructions, l’unite´ de
controˆle incre´mente sa copie locale du MPC.
Lors des instructions de lecture et d’e´criture me´moire, l’arbitre sert a` de´terminer
l’adresse a` laquelle acce´der dans le cache de donne´es.
La figure 5b pre´sente un diagramme de l’arbitre unifie´. Pour chaque PE, il prend
en entre´e les adresses dans le code ou dans les donne´es (Ai/PCi), ainsi qu’un bit
de validite´ Vi. En mode arbitrage de PC, le bit de validite´ Vi indique que le thread i
est actif. En mode arbitrage me´moire, il indique que le thread i demande l’acce`s a` la
case me´moire d’adresse Ai. Une ope´ration de re´duction OU est effectue´e sur les bits
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(a) Architecture globale (b) Arbitre multi-fonction
Figure 5 – Architecture unifie´e de gestion de divergence de controˆle et de divergence
me´moire propose´e.
de validite´ individuels Vi pour former le bit de validite´ V du re´sultat de l’arbitrage.
Ainsi, les threads inactifs sont simplement ignore´s.
6. Validation
Nous e´valuons dans cette section chacune des techniques propose´es. Nous simu-
lons les architectures RIP et RIA sur un simulateur de GPU, et menons une e´tude de
sensibilite´ sur la latence de l’unite´ de gestion des branchements. Nous synthe´tisons
les deux re´alisations mate´rielles propose´es pour la politique RIA dans un processus de
l’e´tat de l’art.
6.1. Me´thodologie de simulation
Nous avons mode´lise´ les techniques propose´es dans le simulateur de GPU
Barra (Collange et al., 2010). Nous conside´rons des warps de 32 threads comme dans
les architectures NVIDIA actuelles. Nous employons un mode`le de performance s’ap-
prochant du niveau cycle, qui mode´lise une architecture GPU inspire´e par NVIDIA
Tesla et Fermi. Son pipeline d’exe´cution est pre´sente´ figure 6.
Figure 6 – Diagramme du pipeline d’exe´cution de l’architecture conside´re´e pour les
expe´riences de simulation.
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Les principaux parame`tres du processeur simule´ sont liste´s table 3. Le proces-
seur dispose de 32 unite´s d’exe´cutions SIMD, permettant un de´bit creˆte d’une instruc-
tion arithme´tique sur un warp par cycle. Le mode`le tient compte des de´pendances de
donne´es entre instructions, des conflits de banc en me´moire partage´e et de la fusion
des acce`s me´moire (coalescing). La politique d’ordonnancement des warps conside´re´e
consiste a` se´lectionner l’instruction preˆte la plus age´e. Nous conside´rons une me´moire
limite´e en de´bit et de latence fixe´e, suivant la me´thodologie observe´e par (Gebhart et
al., 2011). Nous calibrons les parame`tres du mode`le d’apre`s les re´sultats de micro-
tests (Collange et al., 2009b).
Tableau 3 – Parame`tres de simulation.
Parame`tre Valeur
Nombre de PE 32
Largeur de warp 32
Nombre de warps 32
Registres vectoriels 512
Fre´quence d’horloge 1 GHz
Latence des PE 8 cycles
De´bit me´moire par processeur 10 Go/s
Latence me´moire 330 ns
Les applications de test utilise´es sont issues de la suite de tests Rodinia (Che et
al., 2009) et du kit de de´veloppement CUDA (NVI, 2010), Les applications de chaque
suite sont liste´es table 4.
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6.2. Taux d’activite´
La figure 7 compare le nombre moyen de threads actifs par warps entre les tech-


































Figure 7 – Nombre moyen de threads actifs par warp pour la technique de reconver-
gence de Tesla et Fermi, notre me´thode implicite a` base de pile (RIP) et notre me´thode
a` base d’arbitrage entre PC (RIA).
le but premier des solutions que nous proposons. Ne´anmoins, on note une ame´lioration
moyenne du taux d’utilisation des unite´s SIMD par rapport a` la technique de base de
NVIDIA de 1,6 % pour la technique RIP et de 2,1 % pour la technique RIA.
Ces le´ge`res diffe´rences s’expliquent par la ne´cessite´ d’exe´cuter plusieurs fois la
meˆme instruction lors de la reconvergence dans les me´thodes a` base de pile. La tech-
nique RIP permet de re´duire le nombre de re´-exe´cutions ; RIA e´limine totalement ce
surcouˆt. Pour toutes les applications conside´re´es, chacune des deux me´thodes pro-
pose´es est toujours au moins aussi efficace en termes de taux d’utilisation que celle
qui est employe´e dans les architectures Tesla et Fermi.
6.3. Sensibilite´ a` la latence des branchements
La contrepartie de la solution que nous proposons est une augmentation de la la-
tence des instructions de saut. En effet, le MPC de l’instruction suivante n’est dis-
ponible qu’apre`s la traverse´e de l’unite´ d’arbitrage. Afin de quantifier l’impact de
cette latence supple´mentaire sur la performance globale, ainsi que pour de´terminer les
contraintes qui influeront sur la conception de l’unite´ d’arbitrage, nous menons une
analyse de sensibilite´ sur la latence des branchements.
Nous e´tudions trois configurations :
1) une pre´diction de branchement parfaite, ou` la valeur du MPC suivant est connue
de`s le cycle suivant l’ordonnancement d’une instruction,
2) une latence de branchement de 4 cycles, correspondant a` une unite´ d’arbitrage
optimise´e pour minimiser la latence,
3) une latence de branchement de 8 cycles, correspondant a` une unite´ optimise´e
pour une faible consommation.
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A` titre de re´fe´rence, nous conside´rons e´galement la technique a` base de pile de
NVIDIA et notre solution implicite. Les temps d’exe´cution dans chaque cas tiennent
comptent des instructions de reconvergence qui ne sont pas ne´cessaires aux techniques



































Figure 8 – Performance de la technique RIP, ainsi que de la technique RIA pour
trois configurations du mode`le de performance, en comparaison avec la technique
employe´e par NVIDIA.
La figure 8 pre´sente les performance respectives de RIP et RIA dans les trois confi-
gurations e´tudie´es, en prenant comme point de re´fe´rence la solution de NVIDIA. Nous
incluons la moyenne ge´ome´trique des facteurs d’acce´le´ration obtenus pour chaque
application. Nous observons que l’influence de la latence des branchements sur la
performance globale est ne´gligeable, e´tant infe´rieure a` un pour mille, et se trouve
compense´e en moyenne par le taux d’occupation supe´rieur des unite´s observe´ dans la
section pre´ce´dente. En effet, le multithreading massif mis en œuvre par une architec-
ture oriente´e de´bit telle qu’un GPU est conc¸u pour absorber des latences me´moire de
l’ordre de 300 cycles. Le meˆme me´canisme permet aise´ment de masquer un de´lai de
quelques cycles lors des instructions de branchements.
6.4. Couˆt mate´riel
Afin d’e´valuer la performance de chaque re´alisation mate´rielle de la technique
RIA, nous avons de´crit au niveau mate´riel (RTL) et synthe´tise´ quatre ope´rateurs :
1) l’arbitre de PC est l’arbre de comparaison de´crit section 5.1,
2) l’arbitre me´moire est l’unite´ me´moire de´crite section 5.2,
3) l’arbitre combine´ correspond a` l’inte´gration de l’unite´ d’arbitrage de PC et de
l’unite´ d’arbitrage me´moire au sein d’un meˆme composant, de manie`re a` fournir un
point de comparaison direct avec l’unite´ d’arbitrage combine´e,
4) l’arbitre unifie´ est l’arbitre multi-fonction de´crit section 5.3.
L’ensemble de ces ope´rateurs ont e´te´ re´alise´s de manie`re combinatoire, non pipeline´s.
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Tableau 5 – Re´sultats de synthe`se des unite´s d’arbitrage
Arbitre Optimise´ surface Optimise´ latence
Surface Latence Surface Latence
(NAND2) (FO4) (NAND2) (FO4)
PC 6 045 164 16 067 121
Me´moire 1 308 163 3 560 75
Combine´ 6 914 164 16 982 121
Unifie´ 7 197 164 15 681 121
Les synthe`ses ont e´te´ effectue´es a` l’aide d’un compilateur RTL de l’industrie ci-
blant une technologie CMOS de l’e´tat de l’art en 2011. Le tableau 5 re´sume les
re´sultats de synthe`se. Les surfaces sont donne´es en surface e´quivalente de portes
NAND a` deux entre´es, et les latences en de´lai e´quivalent d’inverseurs FO4. Nous
pre´sentons les re´sultats pour deux compromis diffe´rents. Nous synthe´tisons une ver-
sion optimise´e pour la surface en fixant les contraintes de latence a` 5 ns. Nous repor-
tons e´galement les re´sultats de la configuration de latence minimale que nous avons
pu obtenir.
La latence des versions optimise´es pour la surface, infe´rieure a` 164 e´quivalents
FO4, permet de respecter notre budget de 8 e´tages de pipeline a` 30 FO4 par e´tage,
tout en conservant une marge confortable en pre´vision du surcouˆt duˆ aux registres et
au routage des donne´es.
Les re´sultats des versions optimise´es pour la latence montrent qu’une re´duction
significative du de´lai est possible, au de´triment de la surface, qui augmenterait alors
d’un facteur allant de 2,1 a` 2,7. Les estimations de consommation de puissance four-
nies par notre outil de synthe`se varient dans les meˆmes proportions que ces diffe´rences
de surface. En accord avec les re´sultats obtenus section 6.3, nous privile´gions la ver-
sion optimise´e pour la surface aux de´pens de la latence.
Parmi les unite´s optimise´es pour la latence, notons que l’arbitre unifie´ pre´sente
une surface plus faible que l’arbitre des PC seul. Ce re´sultat contre-intuitif s’explique
par des de´cisions diffe´rentes de l’outil de synthe`se de haut niveau dans chaque cas.
Il illustre le fait que les diffe´rences entre l’arbitre de PC seul et l’arbitre unifie´ sont
ne´gligeables devant les variations inhe´rentes au processus de synthe`se mate´rielle.
Les re´sultats de synthe`se pre´sente´s refle`tent la surface et la latence obtenues avant
l’e´tape de placement-routage, et ne prennent donc pas en compte le couˆt du routage des
donne´es depuis chaque PE vers l’arbitre. Le partage des ressources de routage devrait
tendre a` favoriser la solution de l’arbitre fusionne´ par rapport a` des unite´s se´pare´es.
En effet, la se´paration des unite´s de´double le re´seau de fils ne´cessaire au routage des
PC et des adresses.
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L’ensemble des solutions envisage´es conserve une surface ne´gligeable dans le
contexte des processeurs SIMT. A` titre de comparaison, Fung estime le couˆt en sur-
face de l’unite´ de formation dynamique de warps a` 1,635 mm2 en 90 nm (Fung et
al., 2009). En tenant compte de la technologie employe´e, cela repre´sente un e´quivalent
de 160 000 portes NAND, soit plus d’un ordre de grandeur de plus que les unite´s d’ar-
bitrage propose´es. Enfin, un processeur SIMT complet de GPU NVIDIA GF100 dans
une technologie 40 nm occupe 15,6 mm2 d’apre`s nos mesures sur une photographie
de die, ce qui repre´sente l’e´quivalent de 7 600 000 portes NAND. Le couˆt en surface
de l’arbitrage est donc de l’ordre de 0,1 %.
7. Conclusions et perspectives
Nous avons pre´sente´ une me´thode de de´tection de la divergence et de la reconver-
gence dans le mode`le SIMT qui ne re´clame pas de support de la part du compilateur
et qui n’impacte pas le jeu d’instructions. Cette me´thode peut se re´aliser pour un couˆt
en mate´riel re´duit, notamment par la re´utilisation des chemins de donne´es existants de
l’unite´ de gestion de la divergence me´moire.
La politique de parcours du graphe de flot controˆle que nous avons conside´re´e dans
cet article est celle du SP : PC minimal, qui offre des re´sultats e´gaux ou supe´rieurs
a` l’e´tat de l’art pour un faible couˆt mate´riel. Cependant, il pourrait eˆtre avantageux
de conside´rer d’autres politiques d’ordonnancement. En particulier, on peut envisa-
ger d’employer une politique spe´culative, pour masquer le couˆt en latence de l’ar-
bitrage dans les conditions de faible paralle´lisme de threads. Dans ce cas, l’unite´ de
controˆle devient un pre´dicteur de saut, comme dans les processeurs superscalaires. No-
tons qu’en cas de divergence lors d’une instruction de saut conditionnel, la pre´diction
faite sera toujours correcte, et aura uniquement une influence sur l’ordre de parcours
des branches. De meˆme, l’unite´ de comparaison du MPC avec le PC individuel en fin
de pipeline devient l’unite´ commit, qui se charge de ve´rifier que la spe´culation e´tait
correcte avant d’e´crire le re´sultat de l’exe´cution dans le banc de registres.
Une autre analogie possible consiste a` remarquer que l’unite´ de controˆle joue le
meˆme roˆle que l’unite´ scalaire dans les processeurs vectoriels et SIMD classiques. De
manie`re similaire a` ce qui est fait dans ces architectures, on peut adjoindre a` l’unite´
scalaire une unite´ arithme´tique et des registres scalaires pour factoriser les calculs
similaires effectue´s par plusieurs threads, qui repre´sentent une quantite´ significative
des calculs et des registres (Collange et al., 2009c). Il s’agit notamment de l’approche
suivie par le projet d’architecture GPU AMD Graphics Core Next (Demers, 2011).
Les techniques de gestion de la divergence et de la reconvergence forment la
base indispensable sur laquelle peuvent s’appuyer des politiques d’ordonnancement
de threads de plus haut niveau tels que la formation dynamique de warps (Fung et
al., 2009) et la subdivision dynamique de warps (Meng et al., 2010). Ces techniques
comple´mentaires pourront be´ne´ficier des avance´es dans le domaine de la gestion de la
reconvergence.
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