We prove that every digraph of circumference l has DAG-width at most l and this is best possible. As a consequence of our result we deduce that the k-linkage problem is polynomially solvable for every fixed k in the class of digraphs with bounded circumference. This answers a question posed in [2] . We also prove that the weak k-linkage problem (where we ask for arc-disjoint paths) is polynomially solvable for every fixed k in the class of digraphs with circumference 2 as well as for digraphs with a bounded number of disjoint cycles each of length at least 3. The case of bounded circumference digraphs is open. Finally we prove that the minimum spanning strong subdigraph problem is NP-hard on digraphs of DAG-width at most 5.
Introduction
Terminology and notation not described below follows [1] . A digraph D = (V, A) has vertex set V and arc set A. The out-degree (in-degree), denoted d For a given natural number k the k-linkage problem is as follows: Given a digraph D and 2k distinct vertices s 1 , . . . , s k , t 1 , . . . t k (called terminals); determine whether D has k disjoint paths P 1 , . . . , P k such that P i is an (s i , t i )-path for i ∈ [k]. While the undirected analogue of the k-linkage problem is polynomial for every fixed k by the Robertson-Seymour theorem [15] , the directed version is NP-complete already for k = 2 [7] . The problem is known to be polynomially solvable for fixed k when D belongs to one of the following classes of digraphs: acyclic digraphs [7] , semicomplete digraphs [3, 6] , digraphs of bounded directed-tree-width [12] (this includes digraphs of bounded DAG-width which will be defined later), digraphs of bounded Kelly-width [11] and d-path-dominant digraphs [6] . A digraph D is d-pathdominant for some d ≥ 1 if every minimal path 1 P of D with d vertices has the property that there is at least one arc between every vertex of D − V (P ) and V (P ). Thus the 1-path-dominant digraphs are the semicomplete digraphs (every pair of distinct vertices have at least one arc between them).
In [2] it was asked whether the k-linkage problem would be polynomially solvable for digraphs of bounded circumference (see also [10] ). This can be seen as a generalization of the result by Fortune et al for acyclic digraphs. In this paper we answer the question in the affirmative by showing that digraphs of bounded circumference have bounded DAG-width (defined below) and hence also bounded directed treewidth. From this the result follows since the k-linkage problem is polynomial for digraphs of bounded directed tree-width [12] .
We also consider the weak k-linkage problem where we ask for arc-disjoint paths P 1 , . . . , P k such that P i is an (s i , t i )-path for i ∈ [k]. Now we may have |{s 1 , . . . , s k , t 1 , . . . , t k }| < 2k (e.g. s 2 = s 6 = t 1 ).
We prove that for every fixed natural number k the weak k-linkage problem is polynomially solvable for digraphs of circumference 2, digraphs with no closed trail longer than some constant and for digraphs having no set of l disjoint cycles each of length at least 3 (the proof of the latter uses a result from [10] , see Theorem 5.2).
DAG-width: definitions and some results
Robertson and Seymour introduced the concept tree-width of undirected graphs. The tree-width measure has many nice properties, including polynomial solutions for many NP-complete problems on graphs of bounded tree-width. Several attempts have been made to find a measure for directed graphs with similar properties as tree-width for undirected graphs. Unfortunately there is evidence [9] that in some sense none can exist, but several measures that work nicely on certain problems have been made. In the following we will consider one of these, the DAG-width of a directed graph. The theory of this section is based on [14, 4] . We will start by defining the concept of DAG-width and then relate this to a directed version of the cops and robbers game. As the name suggests, the DAG-width of a digraph is a measure of how close it is to being acyclic. Definition 2.2. Let D = (V, A) be a directed graph with vertex set V and arc set A. We say a set W ⊆ V guards a set V ′ ⊆ V if every arc leaving V ′ is incident with W , i.e. for all uv ∈ A with u ∈ V ′ and v / ∈ V ′ we will have v ∈ W .
We can now define the DAG-width.
, where H is a DAG and X = (X h ) h∈V (H) such that
For any root h, the set X ≥h is guarded by ∅.
The width of the DAG-decomposition (H, X ) is defined as max{|X h | : h ∈ V (H)} and the DAGwidth of D is the minimum width over all DAG-decompositions of D. The DAG-width of an acyclic graph is 1 (just let V (H) = V (D) and X h = {h} for each h ∈ V (H)).
Notice that given a DAG-decomposition (H, We will now give two results that are related to another measure, called the directed tree-width [12] .
As the definition is quite technical and not needed for our purposes, we shall not give it here. A useful way to obtain a DAG-decomposition of a given digraph is via the game of cops and robber.
This game was first introduced by Seymour and Thomas and used in the study of the tree-width in undirected graphs. For the directed case, different variations of the game have been studied. We will pose the game in the context of the DAG-width [14] . The principle of the game is that a robber is moving around the digraph from vertex to vertex respecting the orientation of the arcs. The robber can run infinitely fast and wants to avoid getting caught by the cops. He can take any path from his current vertex to another, provided no intermediate vertex on that path is currently occupied by a cop. The cops can either stand on vertices of the digraph or be in a helicopters above the graph (the point of the helicopters is that cops are not constrained to move along paths in the digraph). The cops win if they can land on the vertex occupied by the robber. We say that the cops have a cop-monotone strategy if the cops never visit a vertex in the graph more than once. Similarly, the cops have a robber-monotone strategy if the the set of vertices the robber can reach (without running through a cop hosting vertex) is non increasing.
Lemma 2.8. [4] ) If the cop player has a cop-monotone or robber-monotone winning strategy then he also has a winning strategy that is both cop-and robber-monotone.
The strategy for the cops will be to split the graph into strongly connected components in such a way that the set of vertices reachable by the robber (without running into a cop) becomes smaller and smaller until the cops can finally land on the vertex occupied by the robber. Before stating the essential connection between DAG-width and the game of cops and robber, it is helpful to consider the connection between guarding sets and the game of cops and robber. If a robber is in a set V ′ and there is a cop on every vertex in W for some guarding set W of V ′ , then the robber cannot leave V ′ without running to a Figure 1 : dotted arcs form the P C,r path and dashed the P r,C path. The cycle Q C is formed by the
vertex with a cop and hence getting caught. Now if there are cops not placed on any vertex, these can land on vertices in V ′ and hence forcing the robber into a smaller piece of the digraph.
Theorem 2.9. [4, 14] A directed graph D has DAG-width k if and only if it takes k cops to catch the
robber using a cop-monotone strategy.
Digraphs with bounded circumference
Using the game of cops and robber we are now ready to prove our main result. A cycle C is maximal in D if D has no cycle properly containing the vertices of C. Note that in a digraph with bounded circumference one can check maximality of any cycle C and find a larger cycle containing V (C) if one exists in polynomial time. Proof. Since the DAG-width of a digraph is the maximum of the DAG-widths of its strong components, it suffices to consider the case when D is strong.
Below we describe a robber-monotone winning strategy for p cops. We start by having no cops in the digraph. Now pick an arbitrary maximal cycle C of D and put |C| cops on the vertices of C. If the robber is not caught already, he will have moved to a vertex r of V − V (C). Let us denote by R ⊆ V − V (C) the set of vertices the robber can reach without running into a cop, that is the set of vertices reachable from r in D − V (C). As D is strong, there must be a (V (C), r)-path P C,r starting in some vertex v of C and ending in r. Similarly, there must be an (r, V (C))-path P r,C from r to some vertex v ′ of C. Their concatenation P C,r P r,C will be a (possibly closed) (v, v ′ )-trail in D. Now let u be the first vertex on the trail with u ∈ V (P C,r ) ∩ V (P r,C ) − V (C) (such a vertex exists as r is on both paths). Then we let
be the path (a cycle when v = v ′ ) in D formed by following P C,r to u and then proceeding from u to v ′ on P r,C . Note that u ∈ R as u can be reached by r in V − V (C). See Figure 1 .
Let us first consider the case where there exists a pair of paths P C,r , P r,C such that Q C is a path 
Let z be the integer such that v ′ = v 1+z and note that, by our choice of paths, v 1+z is the first vertex on the cycle C after v 1 that is the end vertex of some P r,C path. Now 
, then place cops currently in helicopters on these. Conversely, if there are more available cops from C[v 2 , v z ] than needed to cover the
, then place these in helicopters for later use. Notice that we will never run out of cops, since all our placed cops are on the cycle C ′ , and |C ′ | ≤ p. Now extend C ′ to a maximal cycle C * containing all the vertices of C ′ . After covering possible new vertices in C * , by cops from helicopters, the strategy can be repeated starting with cops on V (C * ) and we will have R *
R,
where R * is the set of vertices reachable by the robber after removing V (C * ).
It remains to consider the case where the paths P C,r and P r,C are incident to the same vertex v in C for all choices of such paths, and hence every Q C a cycle. In this case, every cop except the one in v is free to be lifted as every path from R to C enters C in v. Take an arbitrary Q C cycle, and as in the case above, find a maximal cycle C * * containing the vertices of Q C and occupy each of these vertices with a cop. Again since the length C * * is at most p, we have enough cops. Now we can repeat the strategy above starting from the new maximal occupied cycle.
The strategy described above is indeed a robber-monotone strategy: When moving the cops from C to C ′ , we only move cops that cannot be reached by the robber without the robber running through another cop occupied vertex, hence we do not open up a new part of the graph for the robber, and hence R ′ ⊆ R will always hold. Furthermore, for each new maximal cycle we occupy in the strategy, at least one of these vertices belongs to the current set R. Hence in at most |V | steps R = ∅ and the robber is caught so the strategy above is a winning one.
To see that p cops may be necessary to catch a robber in a digraph with circumference p consider the complete digraph on p vertices, that is, there is an arc on both directions between any pair of distinct vertices. If we only have p − 1 cops here there will always be a free vertex and the robber (who moves infinitely fast) can move directly to that vertex from his current position as soon as the cops have announced their new positions. Proof. This follows from the fact that we can translate a robber monotone strategy for p cops into a DAG-decomposition of width at most k [14] . See an example in the appendix at the end of the paper.
Note that the steps in the proofs above, such as finding a maximal cycle containing a given set X of vertices, are all polynomial since the length of the cycle sought is at most p and hence we may check all possible cycles covering X in polynomial time.
Combining Theorem 2.5 and Theorem 3.1 we obtain the following.
Corollary 3.3. Every digraph of circumference most l has directed tree-width at most 3l + 1.
Corollary 3.4. [5] . If an undirected graph G has circumference at most k, then its tree-width is at most
Proof. Given G we form the digraph ↔ G by replacing each edge of G by a 2-cycle. Then the tree-width of G equals the DAG-width of ↔ G minus one [4] and now the claim follows from Theorem 3.1.
The following direct consequence of Corollary 2.7 and Theorem 3.1 answers a question in [2] in the affirmative. The case l = 2 was proved previously in [10] . That proof uses both the polynomial algorithm for k-linkage in undirected graphs from [15] and an algorithm similar to that used in the algorithm for acyclic digraphs [7] to obtain an algorithm of running time roughly O(n 2k ) where n is the number of vertices in the digraph.
The reduction below to the k-linkage problem for acyclic digraphs leads to a faster algorithm since the complexity of the overall algorithm will be the same as the complexity of solving k-linking in DAGs which is O(k!n k+2 ) (see e.g. Proof. First observe that since we are looking for disjoint paths, we may assume that d
. Also note that each strongly connected component of D will correspond to a tree T in the underlying undirected graph where each edge uv of T is replaced by a 2-cycle on u, v. Now it is clear that by repeatedly processing one leaf vertex at a time from a non-trivial strong component, as long as one exists, we obtain an equivalent acyclic instance after at most |V (D)| − 2k steps.
As mentioned in the introduction, the weak k-linkage problem is the arc-disjoint version of the klinkage problem, where we ask for arc-disjoint rather than vertex-disjoint paths P 1 , . . . , P k such that P i is an (s i , t i )-path for i ∈ [k]. Note that now the digraphs may have parallel arcs and a vertex from {s i , t i } may be a vertex of one or more paths P j with j = i. Let us denote by µ D (u, v) the number of arcs from
For acyclic digraphs the weak k-linkage problem is polynomial for every fixed k [7] . For digraphs for which all closed trails have length at most p (e.g. when all strong components have size at most p) we can obtain a polynomial algorithm. 
Problem 4.4. What is the complexity of the weak k-linkage problem for digraphs with bounded circumference?
When the circumference is 2 we can give a polynomial algorithm. acyclic instance and then we can apply the polynomial algorithm from [7] for acyclic digraphs.
Figure 3: The operation on the graph D, to split of a leaf vertex of a non-trivial strong component.
Again we consider a non-trivial strong component S and fix a 2-cycle uvu such that u is the only neighbour of v in S (there may be several arcs in both directions between u and v). Thus after at most |V | − 1 repetitions of the operation above we have converted the original instance into an equivalent acyclic instance.
Concluding remarks
Contrary to the case of undirected graphs where a large class of NP-complete problems become polynomially solvable for graph of bounded tree-width, bounded DAG-width often does not lead to polynomial algorithms. For a discussion on this see [8] . The Hamiltonian cycle problem is polynomially solvable on digraphs of bounded directed tree-width [12] and hence, by Theorem 2.5 also on digraphs of bounded DAG-width.
The minimum strong spanning subdigraph (MSSS) problem is the problem of deciding, for a given strong digraph D = (V, A) a spanning strong subdigraph D ′ = (V, A ′ ) with the minimum possible number of arcs. This problem is clearly NP-hard as for general digraphs as it contains the hamiltonian cycle problem as a special case. Khuller et al [13] showed that the MSSS problem is NP-hard already for digraphs of circumference at most 5. Hence, by Theorem 3.1, we get. From this result and Theorem 3.1 we obtain the following by letting t(k) = f (k) + 2. A similar result holds for the weak k-linkage problem but here more work is required. we could also just try all subsets of size at most f (l)).
Now suppose [D, s 1 , . . . , s k , t 1 , . . . , t k ] is a yes-instance and that P 1 , . . . , P k is a set of arc-disjoint paths forming a solution. Each P i can visit X between 0 and |X| times, the first case corresponding to the path either staying completely inside X or avoiding it altogether. We will not cover all the possibilities, but the idea should be clear from the description below. Suppose below that every P i starts and ends in V − X (that is, {s 1 , . . . , s k , t 1 , . . . , t k } ∩ X = ∅) and visits X some number r i with 0 ≤ r i ≤ |X| times (the case when some pairs s i , t i intersect X is easily adapted from the case below). If
where a i,q = u i,qũi,q , a ′ i,q =ṽ i,q v i,q are arcs respectively from V − X to X and from X to V − X, P i,1 is an (s i , u i,1 )-path, P i,ri is a (v i,ri , t i )-path, 
Appendix
To illustrate how to obtain a DAG-decomposition from the strategy for the cops used in the proof of Now for each strong component we use the strategy described in the proof of Theorem 3.1. Notice that S 1 , S 2 , S 3 and S 4 all consist of 2 vertices and hence here, in turn, we just place a cop on each vertex and after this we have chased the robber into either S 5 or S 6 . Now in D S 5 a maximal cycle is formed by the vertices {15, 16, 17, 18} and we place a cop on each of these vertices. Now either the robber is in {7, 8, 11, 12} or in {9, 10, 13, 14}. In both cases we need only keep the cop on vertex 15 to keep the robber in the same strong component. Say the robber is in {7, 8, 11, 12} then in the next step we place a cop on 12, and note that the maximal cycle containing {12, 15} is the 2-cycle formed by these vertices. Now the cop in vertex 15 can be lifted and placing a cop on 11 and finding a maximal cycle containing 11, 12 gives the cycle {7, 8, 11, 12} witch means that we have caught the robber and are done. The argument is symmetric for {9, 10, 13, 14}. The DAG-decomposition of this strong component is seen in the subtree with root {15, 16, 17, 18} in the total DAG-decomposition in figure 4b. For the DAG-decomposition of Undirected edges correspond to 2-cycles. 
