Abstract: Reconfigurablele optical interconnects enable flexible and highperformance communication in multi-chip architectures to be arbitrarily adapted, leading to efficient parallel signal processing. The use of Opto-VLSI processors as beam steerers and multicasters for reconfigurable interchip optical interconnection is discussed. We demonstrate, as proof-ofconcept, 2.5 Gbps reconfigurable optical interconnects between an 850nm vertical cavity surface emitting lasers (VCSEL) array and a photodiode (PD) array integrated onto a PCB by driving two Opto-VLSI processors with steering and multicasting digital phase holograms. The architecture is experimentally demonstrated through three scenarios showing its flexibility to perform single, multicasting, and parallel reconfigurable optical interconnects. To our knowledge, this is the first reported high-speed reconfigurable N-to-N optical interconnects architecture, which will have a significant impact on the flexibility and efficiency of large shared-memory multiprocessor machines. 
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Introduction
In large shared-memory multiprocessor machines, hundreds of CPUs and terabytes of memory and integrated storage devices, requiring ultrawide bandwidths and expected to carry as much as a few Tb/s between processors by the end of this decade [1] . The imbalance between satisfying on-chip computing power and insufficient off-chip short-distance communication performance has lead to an interconnect crisis in microelectronics [2] . Despite their reliability, simplicity, and low cost, electrical interconnects have fundamental technical challenges including reduced power requirements, reduced transmission latency, and greater interconnect density, which prevent them from being used in high-capacity interconnects. On the other hand, optical interconnects have the potential to not only solve many of these problems but also add benefits of extended reach and immunity to electromagnetic interference (EMI) [3] . Free-space optical interconnects, in particular, offer promising solutions to achieve highbandwidth, low-power-consumption data communication links. In addition, the use of freespace enables dense and reconfigurable optical interconnects to be realised simultaneously.
Reconfigurable free-space optical interconnect modules employing polarization-selective diffractive optical elements in combination with a liquid crystal based polarization controller have previously been reported by Goulet,et al. [20] . However, these modules result in high optical losses especially when the number of output ports increases. Recently, a 1.25Gb/s free space 1-to-N optical interconnect structure employing a single ferroelectric liquid-crystal spatial light modulator in conjunction with a free space optical polarizing beam splitter, halfwave plates and collimating lenses has been reported [21] .
In this paper, we propose and demonstrate the concept of chip-to-chip high-speed reconfigurable optical interconnects employing VCSEL and photodetector arrays in conjunction with two Opto-VLSI processors driven by digital phase holograms that reconfigure the switching states of the optical links. To our knowledge, this is the first highspeed Opto-VLSI-based reconfigurable N-to-N optical interconnect architecture reported to date.
The paper is organised as follows: In Section 2 we review the steering and multicasting capabilities of Opto-VLSI processors. Section 3 presents the reconfigurable optical interconnect architecture, Section 4 presents the optical component design specifications for the architecture. Experimental setups, results and discussions are reported in Section 5. Figure 1 also shows a typical layout and a cell design of a multi-phase Opto-VLSI processor. Indium-Tin Oxide (ITO) is used as the transparent electrode, and evaporated aluminum is used as the reflective electrode. By incorporating a thin quarter-wave plate (QWP) layer between the liquid crystal and the VLSI backplane, a polarization-insensitive Opto-VLSI processor can be realized, allowing optical beam steering with polarizationdependent loss as low as 0.5 dB, as demonstrated by Manolis et al. [25] . The ITO layer is generally grounded and a voltage is applied at the reflective electrode by the VLSI circuit below the LC layer to generate stepped blazed gratings for optical beam steering. Figure 2 illustrates the steering and multicasting capabilities of an Opto-VLSI processor of pixel size d. driven by digital phase holograms ( Fig. 2(a) ). A blazed grating of arbitrary pitch can be generated by digitally driving a block of LC pixels with a linear phase hologram whose pitch can be controlled by changing the voltage applied to each pixel, thus realising beam steering. For a blazed grating of pitch q×d, the steering angle Ө is proportional to the wavelength ( λ ) of the light and inversely proportional to q×d, as shown in Fig. 2(b) . On the other hand, if a multicasting phase hologram is synthesised, multiple beams can be generated, whose intensities can be controlled by reconfiguring the phase hologram.
For a small incidence angle, the maximum steering angle of the Opto-VLSI processor is given by [23] :
Where M is the number of phase levels, d is the pixel size, and λ is the wavelength of the incident beam. For example, a 4-phase Opto-VLSI processor having a pixel size of 5 microns can steer a 1550 nm laser beam by a maximum angle of around ±4°. The maximum diffraction efficiency of an Opto-VLSI processor is given by [26]:
where 1 n gM = + is the diffraction order ( 1 n = is the desired order), and g is an integer.
Thus an Opto-VLSI processor with binary phase levels can have a maximum diffraction efficiency of 40.5%, while a four phase levels allow for efficiency up to 81%. The higher diffraction orders (which correspond to the cases g ≠ 0) are usually unwanted crosstalk, which must be attenuated or properly routed outside the output ports to maintain a high signal-tocrosstalk performance. Figure 3 illustrates the concept for the reconfigurable optical interconnect architecture which employs VCSEL and photodetector (PD) arrays in conjunction with two Opto-VLSI processors attached on an optical substrate, which integrates microlens arrays that collimate and focus the different optical beams. The active window of the first Opto-VLSI processor is partitioned into different pixel blocks, each allocated to a VCSEL element. On the other hand, the pixel blocks of the second Opto-VLSI processor are assigned to the various photodetector elements. For an optical interconnect between VCSEL #i to PD #j, the i th pixel block of the first Opto-VLSI processor is driven by digital phase hologram that steers the i th VCSEL beam along the j th pixel block of the second Opto-VLSI processor for final steering along the j th PD element.
Optical interconnect architecture

Component specifications and circuit designs
The PCB driving the VCSEL and PD array was designed to prove the capability of the Opto-VLSI processors to reconfigure high-speed optical interconnects. The VCSEL circuitry is shown in Fig. 4(a) . It comprise of a single mode (SM) 850nm 1x12 VCSEL array and a 3.2 Gbps VCSEL driver (LTC5100) having a unique output stage confining the modulation current to the ground, thus isolating the high-speed signal from the power supply to minimise the RF interference. The VCSEL array has a threshold current of 3mA, maximum output power of 1.2 mW and 250μm element spacing. Only three VCSEL elements were bonded as shown in Fig. 4 (b) . The circuit design for a VCSEL element is shown in Fig. 4(c) , where the data inputs are AC coupled, eliminating the need for external capacitors. Note that the VCSEL driver, LTC5100, has a precisely controlled 50Ω output that is DC coupled to the laser enabling arbitrary placement of the VCSEL chip. The process control of the LTC5100 uses an I 2 C serial interface. The PCB driving the PD array is shown in Fig. 5(a) . The PD array is a 5 Gbps GaAs PIN photodiode of responsivity 0.5 A/W. Figure 5 (b) is a photomicrograph showing the PD array bonded to the PCB. Each PD element is connected to a 3.2Gbps MAX3725 transimpedance amplifier, which preamplifies the detected photocurrent, followed by a 3.5Gbps MAX3748A multirate limiting amplifier, as shown in Fig. 5(c) . 
Experimental setups and results
In order to prove the reconfigurability of the proposed architecture, we carried out three experimental scenarios using a 1x4096-pixel, 256-phase Opto-VLSI processor of 1.8-micron pitch. The first scenario was intended to demonstrate a reconfigurable single optical interconnect between a VCSEL element and any PD element. The second scenario focused on demonstrating the multicasting capability of the proposed reconfigurable optical interconnect architecture. Finally, the third scenario shows the capability of the proposed architecture to establish parallel optical interconnects
First Scenario: A single reconfigurable optical interconnect
The experimental set up of the first scenario is shown in Fig. 6 , where the Opto-VLSI processors were reconfigured to establish optical interconnects between a VCSEL element modulated with a 2.5Gbps clock signal and the three PD elements. For each optical interconnect, optimised phase holograms are generated on the first Opto-VLSI processor to steer the VCSEL beam to different pixel blocks on the second Opto-VLSI processor. Each pixel block is driven by an optimised phase hologram that steers the VCSEL beam towards the targeted PD element. Figures 7(a)-(c) show the optimum steering holograms which drove the first Opto-VLSI processor to establish optical interconnects from the VCSEL element to the first, second, and third PD element, respectively. Figure 7(d) shows the phase holograms driving the second Opto-VLSI processor, which steer the VCSEL beams to the various PD elements. It is noted that the steering phase holograms are blazed gratings with different pitches which are inversely proportional to the steering angle, as evident from Eq. (1). A computer algorithm based on real-time optimisation was developed to generate the optimum phase holograms that maximise the signal at the output port of the intended optical interconnects. Figure 8 shows the output waveforms and eye diagrams for each interconnect. It is noticed that the output signals are mainly contaminated with photoreceiver thermal noise, however, the output eye diagram opening is large and clear, implying that the signal is adequate for further signal processing . 
Second Scenario:
Multicasting optical interconnect Figure 9 shows the second interconnect scenario, where a multicasting is established between a VCSEL element and two PD elements. A multicasting hologram is generated on the first Opto-VLSI processor to equally split the VCSEL beam into two beams, and route them toward the pixel blocks (on the second Opto-VLSI processor) assigned to the first and second PD elements. These pixel blocks are driven by phase holograms that steer the incoming beams to the first and second PD elements. Figure 10 shows the multicasting phase hologram driving the first Opto-VLSI processor as well as the steering phase holograms of the second Opto-VLSI processor, for the multicasting scenario. Figure 11 shows the detected optical signals and eye diagrams at the output ports of both optical interconnect. It is obvious that the output signals have higher noise than those of the first scenario. However, the output eye diagram opening is adequate. . Output signals and the eye diagrams at the output port of (a) the first PD element, and (b) the second PD element. Figure 12 shows the third interconnect scenario, where parallel reconfigurable optical interconnects are simultaneously established between the VCSEL elements and the PD elements. Both Opto-VLSI processors are loaded with proper steering holograms to steer the beams of VCSEL #1, #2, and #3 to PD elements #3, #2, and #1, respectively. Fig. 13 shows the steering holograms generated on both Opto-VLSI processors. Figure 14 shows the detected optical signals and eye diagrams at the output ports. The high output noise is attributed to the crosstalk induced by the high diffraction orders of the Opto-VLSI processors. However, based on our previous work, by optimally positioning the VCSEL and PD elements, the zeroth and higher order diffraction beams of the Opto-VLSI processors can be routed outside the active areas of the PD elements, and thus the crosstalk can be minimised. It is also important to note that the scalability of the demonstrated reconfigurable optical interconnects architecture depends on the size of the active window of the Opto-VLSI processor, which can practically be as large as 20×20 mm. By allocating 128x128 pixels for each optical interconnect and using a pixel size of 5µmx5µm, 32x32 optical interconnects can be realised.
Third scenario: parallel reconfigurable optical interconnects
Note also that the discrete nature of the phase holograms generated by the Opto-VLSI processors give rise to high-order diffraction beams which fall within the active areas of the various PD elements, thus resulting in crosstalk, as reported in [27] . In order to minimise the crosstalk, the spacing between the VCSELs was intentionally made non-uniform, as seen in Figs 4(b) and 5(b) . This enabled the unwanted high-order beams to be routed outside the active areas of the PD elements.
Conclusion
We have demonstrated a dynamic reconfigurable optical interconnects using two Opto-VLSI processors. The architecture was constructed using 850nm VCSEL array, photodiode (PD) array, and two Opto-VLSI processors. Each Opto-VLSI processor is driven with proper steering holograms. The proof of the concept has been demonstrated for different scenarios including single, multicasting, and parallel reconfigurable optical interconnects at 2.5Gbps. The performance of the architecture was evaluated by measuring the output signals and eye diagrams for different optical interconnect scenarios, and results have shown that in order to reconfigure an optical interconnect and maintain an adequate eye diagram opening, the VCSEL and PD elements must appropriately be placed and the Opto-VLSI processors must be driven with optimal steering and multicasting holograms that minimise the high order diffraction, and hence the crosstalk. It is worthwhile noting that the issues of latency and limited bandwidth encountered in electronic multichip communication links are significantly suppressed using optical interconnects. The proposed inter-chip reconfigurable optical interconnects architecture has applications in processor-memory and processor-processor communication.
