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Abstract
As computational resources have become faster and more economical, scientific re-
search has transitioned from using only physical experiments to using simulation-
based exploration. A body of literature has since grown aimed at the design and
analysis of so-called computer experiments. While this literature is large and active,
little work has been focused on comparing methods. This project presents ways of
comparing and evaluating both design and emulation methods for computer experi-
ments. Using a suite of test functions — in this work we introduce the Virtual Library
of Computer Experiments — a procedure is established which can provide guidance
as to how to proceed in simulation problems. An illustrative comparison is performed
for each context; putting three emulators, then four experimental designs up against
each other; while also highlighting possible considerations for test function choice.
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As computers have become more capable of running many complicated calculations,
there has been a transition in the way scientific experiments are performed. Decades
ago the vast majority were real-world experiments, but recently many scientists have
transitioned to modeling the processes of the real-world with mathematical models
run on computers; these are often referred to as computer experiments or simulator
experiments. As the processes become more complex the computational cost of run-
ning a simulator can become too large; presenting two significant problems. First,
since there is only limited resources, which initial set of input values do we run the
simulator? Secondly, given this set of initial simulator runs, how do we predict the
simulator for new sets of input values? These are known as the design problem and
the emulation problem, respectively.
The literature for the design and emulation of computer experiments is vast. These
papers generally follow the same structure; a method is proposed, then applied to a
test function or two for comparison. Comparison is usually done in two ways; theo-
retical results are derived and/or empirical comparison is done in which performance
is compared on single, large test datasets for each test function. This can be done be-
cause test functions are typically chosen to be fast running simulators. The issue here
is that comparisons and conclusions are being made over too few examples. There is
also a small literature for validating and comparing emulators – but again, as of yet
there has not been a way to systematically evaluate the performance of emulators,
though its need has been acknowledged [12, 46].
With this project we aim to address this problem; the absence of systematic evaluation
of methods for the design and analysis for computer experiments. This work started
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with the creation of the Virtual Library of Simulator Experiments (VLSE) [63], which
provides a suite of test functions that can be used for evaluations of new methods. We
then outline our recommendation for the use of this library. The end goal is two-fold.
First; to have a creator of a new method access the VLSE, apply their method to many
test functions, then compare their method to others that have also been evaluated
using the VLSE. Second, is to translate the academic approaches of researchers into
practical guidance for experimenters in the future.
The rest of this project is organised as follows; in chapter 2 we provide brief history
of the design and emulation for computer experiments, along with an introduction
to some of the test functions found in the VLSE and how we can classify these test
functions. In chapter 3 we define the emulation problem and describe three possible
choices for emulators; the conventional choice Gaussian process (GP) model, along
with the Bayesian Treed Gaussian Process (TGP) model, and Bayesian Adaptive
Spline Surfaces (BASS). Chapter 4 contains a description of the design problem and
briefly describes a few types of designs for computer experiments. In chapter 5 we
outline the performance metrics that we recommend for the evaluation and compari-
son of both emulators and designs for simulations. An outline of how to use the VLSE
for comparisons is presented in chapter 6. Several measures of relative performance
are introduced, and illustrative comparisons are proposed for both the design and
emulation methods described in earlier in the work. Lastly, chapter 7 provides a brief




Mathematical models created by physicists and engineers are often implemented
through large-scale computer codes. These models are used to gain a better un-
derstanding of physical processes, and regularly replace or supplement the use of
real-world experiments. This leads to highly complex codes that often take minutes,
hours, days, or more per evaluation. To explore the response surface for one of these
simulators it is customary to run an initial set of trials and model the response sur-
face as a function of the inputs. This activity is called computer model emulation
and has been done in applications ranging from cosmology [39], to radiative shock
experiments [35], to water flow through a borehole [32], to thermodynamic models of
sea ice [11], etc.
Building an emulator, or statistical surrogate, for a complex computer code is an es-
sential task due to the simulator’s computational cost. With a fast emulator, scientists
can tackle many problems such as calibrating the computer experiment to real-world
data [40, 34, 5, 62], finding locations of optima [37, 51], conducting sensitivity analysis
[56, 66, 24], etc. There are two crucial steps to building an emulator: (i) specifying
the statistical model; and (ii) choosing the experimental design.
The main goal of the emulator is to predict the code’s output y ∈ R at input
values x ∈ Rd. It is also of interest to accompany these predictions with a mea-
sure of uncertainty - we want a relatively fast way to estimate the probability dis-
tribution for ŷ(x). The problem is to build the surrogate given an initial set of
n input values X = [x1,x2, . . . ,xn]T and corresponding observed output values
y = [y(x1), y(x2), . . . , y(xn)]T from the simulator. In this work, only deterministic
3
simulators are considered (i.e. for a set of inputs the simulation always results in the
same observed output).
The first computer experiment appears to be conducted by Metropolis et al. [50]. The
initial works in the statistical design and analysis of computer experiments dates back
to the late eighties [58, 18]. These works appear to be the first to implement and gain
traction with the now conventional GP as the choice statistical model for computer
experiments. In short, GP methodology places a distribution over the function space
for the computer model y(x) and treats it as a single realization from this distribution.
GP regression is attractive in this setting as it is a flexible nonparametric method with
a couple of key attributes: (i) it provides a foundation for uncertainty quantification
(UQ) in deterministic settings; (ii) model predictions at sampled inputs are exactly
the observed outputs, i.e. the GP interpolates the responses without error. A more in
depth consideration can be found in section 3.1.
Once a statistical model is chosen, one must test its ability before applying it in a
real world context. Using GP theory is a good starting point to assess the efficacy
of design and analysis approaches for computer models. However, while GPs have
favourable properties, in truth simulators are not realizations of a GP. Comparisons
that do not rely on GP theory are necessary. For this reason when comparing GPs
or other emulation methods, it is common to use fast-running simulators to create
large test data sets. This allows for quantification of performance on more realistic
examples whilst keeping the computational expenses low.
Before constructing an emulator for a complex computer code, one must first choose
the input settings at which the computer code will be run. Due to the high com-
putational cost the choice of these inputs, or design, is an essential task. Classical
experimental design aims to control for random error and model bias through repli-
cation, blocking, and randomization [69]. However, due to the deterministic nature of
computer codes these principles are deemed unnecessary. In this context we require
a design that contains n unique points in the input space. For computer model emu-
lation, the work has largely focused on model-free designs, X, which commonly aim
to fulfill some geometric criteria for the design space [45].
The literature for the design of computer experiments generally seeks designs that
are space-filling - that is, designs that spread the observations of y(x) throughout the
entire input space as good as possible. The thought; since we have limited knowledge
about the behaviour of y(x), this should optimize the interpolation capabilities of
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the chosen model in the end. As we shall see, prediction using a GP is a weighted
average of observation, with weights based on the distance from the input where the
prediction is to be made. Thus local design points are beneficial.
Two prominent space-filling designs include Latin hypercube designs (LHDs) and
maximin distance designs. LHDs were introduced by McKay et al. in 1979 as a way
to ensure that random samples are uniformly distributed in each dimension. Maximin
distance designs, introduced by Johnson et al. in 1990, are attractive as they were
shown to minimize the predictive variance of GP models. There are various other
approaches to design in this context, many of which build upon the ideas established
in these works and claim to be optimal in some sense.
Typically, designs are compared with a metric computed on the input space; e.g. mea-
sures based on distance between design points [27]. These metrics have, on occasion,
been presented without much concern for the implications on the performance of the
emulator. An important question is to ask whether or not one design approach is
practically different from another. If comparisons of designs are done by way of their
effect on the performance of a GP, it is usually done on too few examples. This leads
us to question whether the small set of test problems is sufficient for selecting an
appropriate design in a future analysis.
In a similar vein, emulation methods are sometimes compared on single data sets using
a variety of different metrics for only a few test functions – the Borehole function seems
to be the most popular choice [32]. One must again ask; do the chosen test problems
provide enough information to generalise the results to a new problem? Or, has the
limited choice led to the conclusions being overconfident about the performance of one
approach over another. For the end user of these designs and emulators, the ways of
comparing methods up until now have left much to be desired in way of pragmatism;
a comparison done over a small set of problems may be insufficient for selecting how
to proceed in a real-world context.
Does choice of design truly matter? Which emulation method is "best" for their con-
text? Ideally, these questions can be easily answered through the literature, but to do
this, comparisons need to be done over numerous examples. Taking inspiration from
the global optimization literature [20]; we introduce the VLSE which researchers and
practitioners alike can use to rigorously put methods up against each other over many
test functions and come to informed conclusions.
5
2.1 Test Functions
The VLSE aggregates many fast-running test functions found in the literature; not
just the computer experiment literature, but others such as optimization. Ideally
this library aims to capture realistic design and emulation situations that one might
come across in practice – the library should continually be growing. That way, when
a practitioner is presented with a novel problem, they can access the VLSE and
compare the performance of candidate methods across many test functions; leading
to an informed decision on how to proceed. Or, if a researcher comes up with a novel
emulation or design method they can make extensive comparisons with benchmark
methods. It is therefore useful to try to classify the test functions contained within
the VLSE.
There are many possible ways to classify test functions; here we outline a few. First,
we can separate test functions by the dimension of their input space d. We can then
consider separability by input dimension. A test function f(x) is considered additively





Similarly, a test function f(x) is considered multiplicatively separable if there exists





We can also differentiate test functions by their behaviour over the input space; these
include but are not limited to: continuity and differentiability over the entire domain
of interest, and modality. A test function f(x) is considered to be multimodal if it
has many local optima.
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Figure 2.1: Two-dimension test function found in Currin et al. [17].
This is a two-dimensional test function that is multiplicatively separable, differen-
tiable, and continuous on the unit square. A plot of this function can be found in
figure 2.1, where we see the function is smooth and has one optimum in the design
space.
Classifying test functions in this way is useful if an emulation method is designed to
perform in certain situations. For example, TGPs are expected to perform better for
data with discontinuities when compared to a stationary GP; we can therefore pick
only test functions that allow us to test this hypothesis. The example test function




5 ) + 0.2 cos(
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5 ), if x < 10
x
10 − 1, otherwise.
(2.1.3)
A plot of this function can be found in figure 2.2. This is a piecewise function which
does not have the same level of smoothness throughout X and is clearly not a real-
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Figure 2.2: One dimensional piecewise test function found in [33] and multiple papers
by Gramacy and Lee.
In what follows, we propose and show how to compare emulation and design ap-
proaches using the VLSE. The point is not to declare a winner amongst those we
will illustrate, but instead to show how methods can be compared in practice by re-
searchers and users of computer models. It is important to note that the VLSE is in
and of itself not the take away of this work. What is key, is that approaches for the
design and analysis of computer experiments be compared and contrasted in ways





In this chapter we outline three approaches for the emulation of computer experi-
ments; GPs, TGPs, and BASS. The idea is to propose the steps one should follow
when selecting an emulation approach or evaluating new methods; this is illustrated
in section 6.2. This is by no means an exhaustive list of emulation methods, and
instead serves as an example of how one may proceed to compare methods.
3.1 Gaussian Processes
The most often used model for simulator emulation is a stationary, anisotropic Gaus-
sian process. A GP is the extension of the univariate normal distribution where curves
are sampled. Thus, it is a distribution over functions, where for a single point it is
marginally normal. To define a GP we need to specify two things; a mean function
µ = µ(x) and a covariance matrix Σ = σ2R, whereR is the correlation matrix. There
are two common ways to specify the mean function, with a constant mean or with
linear basis functions. In cases where a constant mean is used, it is common to center
and scale the response values by their mean and standard deviation, respectively, and
view the GP as having a mean zero. When prior knowledge about the behaviour of
the simulator is available, this can be used to specify the form of the basis functions.
A kernel or correlation function is used to define the correlation of two output values,
Corr(y(x),y(x′)) = ρ(x,x′; l).
Here l is a vector of parameters for ρ that govern the correlation between responses
in each coordinate dimension. The most common choice for the correlation function
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is the squared exponential (SE) kernel given in equation (3.1.1). Here the ljs allow
control the degree of the correlation and are constrained to be positive. The true










In equation (3.1.1) we have the separable form of the SE kernel. If it is believed that
the function is isotropic we can set all lj to the same value l, therefore making the
correlation between two points only rely on their Euclidean distance.
Another property of the stationary covariance model is that the correlation between
observations at any two points relies only on the distance between those points in
the input space. Other common examples of kernels that lead to stationarity are the
Matern kernel and the periodic kernel [68]. If instead, we believe that the correlation
between two process values should depend on their location in the input space, the
GP is called non-stationary. An example of a non stationary kernel is the polynomial
kernel;











Figure 3.1: One-dimensional GP model fit to five training points (middle blue). Model
predictions (light blue) along with 95% uncertainty bounds (grey) are given. The test
function (dark blue) used is a random draw from a zero-mean GP with SE kernel.
10
Here, we see that the correlation relies on the inner product between the two input
variables and is therefore not invariant to translation. In this work we implement GPs
with a constant mean and the separable SE kernel.
Having specified the mean and correlation functions, we can turn our focus to estimat-
ing the model parameters and hyperparameters. The likelihood is given in equation
(3.1.3). Parameters can be estimated through maximum likelihood or Bayesian meth-
ods. Either way we run into a drawback of the GP model - the requirement of inverting
the n × n correlation matrix R, whose computational time scales with O(n3). Due
to this, GP models are preferred when the size of the data is not too large (currently
n < 20, 000).
L(y|X;σ2, l) = 1(2πσ2)n/2|R|1/2 exp




Once we have estimated parameters we can consider prediction at new input values
x∗. Again, {y, y(x∗)} follow a MVN distribution, so we can derive the predictive
distribution as the conditional MVN distribution;
y(x∗)|y ∼MVN(µ̂(x∗), Σ̂(x∗)). (3.1.4)
Here the mean and covariance are given by the conditional MVN formulas in equations
(3.1.5) and (3.1.6); these are sometimes called the kriging mean and variance due to
their use in geostatistics literature [42].






Here, r̂(x∗) is the vector of correlations between previously sampled points and a new
point of interest. In the maximum likelihood context it is common to use the mean of
the predictive distribution as our predictions for y(x∗). Looking at the second term in
equation (3.1.5), we see that this mean is a weighted sum of the training data, where
the weights are a function of the correlations between training and testing points.
Figure 3.1 illustrates a one-dimensional GP emulator. Five training data points (mid-
dle blue) are sampled from the true function (dark blue) and used to construct the
GP emulator; predictions (light blue) given by equation (3.1.5) are presented with
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95% prediction intervals (grey). Here we see that predictions at a new location x∗ far
away from the training data lead to high predictive variance (particularly near the
edges). And, as x∗ approaches previously sampled points the variance decreases until
we have absolute certainty of the simulator output where have run it. This behaviour
can be identified in equation (3.1.6) where the values in r̂ increase as x∗ gets closer
in distance to inputs inX, causing greater reduction from estimated process variance
σ̂2. This leads to the characteristic football shaped intervals associated with GPs.
3.2 Bayesian Treed Gaussian Processes
For emulation of deterministic computer models, a common issue is modeling simula-
tors that are not well represented by a stationary model. TGP is a method developed
by Gramacy and Lee [29] to tackle this issue. The approach has the added benefit
in reducing the computational demand of inverting the correlation matrix and fit-
ting models to data which have multiple regimes of noise. This is done by combining
Bayesian regression trees [16] and GPs – that is, the input space is partitioned into re-
gions in which independent stationary GPs are fit. This results in each GP being fit to
less data in each partition, minimizing the computational cost, and adding flexibility
to the overall model.
Treed partitioning is the mechanism which allows TGP to be more efficient and
flexible. Classification and regression trees (CART) were first developed by Breiman
et al. [9]. This model makes recursive binary splits to the input space on single values
of predictors. The result is a tree like structure that begins with a stump (the whole
predictor space) and ends with leaves/terminal nodes; splits that occur between the
two are know as internal nodes. In the case of CART, a constant is usually fit to each
leaf of the tree, T . Chipman et al. [16] later adapted the model by fitting separate
linear models in each leaf and altering the specification of the model so that it is
parametric. This allows for a hierarchical Bayesian analysis of the tree and the models
within its terminal nodes.
Growing a regression tree in the Bayesian context requires placing a prior distribution
on the size of the tree, i.e. we put a distribution on the class of trees that do well in the
context of the presented data. Gramacy and Lee maintain the approach of Chipman
et al. [15] in their prior distribution specification for the tree, with a few alterations.
An important function of this prior distribution is to control the minimum amount of
data points in the leaves of the tree. The tree-generating process starts with a stump
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and probabilities are assigned to both the choices of whether to split and where to split
each subsequent node. Given a tree, the model then fits a GP in each terminal node.
All parameters and hyperparameters are given priors and the posterior is explored
with a combination of Gibbs and Metropolis-Hastings (MH) sampling.
Chipman et al. [15] proposed methods to modify the current tree; grow, prune, swap,
and change. This is where Gramacy and Lee deviates a little from Chipman et al.
as they add an extra method of altering the tree with what is called a rotation; this
makes proposed trees more diverse and therefore allows for better mixing. Both the
swap and change modifications do not effect the number of leaves in a tree, but the
others do and therefore either increase or decrease the dimension of the parameter
space for GP estimation. So, as the tree is grown, GP parameters are estimated, and
in the end we have a posterior for both the tree and the GPs.
Once the posteriors have been sampled, prediction for the TGP model is straight
forward and can be done in two main ways. First, we can take the maximum a
posteriori (MAP) tree and apply the kriging equations ((3.1.5) and (3.1.6)); resulting
in a model that is discontinuous at the boundaries of the trees regions and does
not fully capture uncertainty. The second prediction method is to sample from the
posterior of the trees and parameters for the GPs, fully capturing uncertainty in the
predictive distribution and smoothing the surface at boundaries.
3.3 Bayesian Adaptive Spline Surfaces
BASS is a Bayesian adaptation of the multivariate adaptive regression splines (MARS)
model [23]. The BASS model builds upon MARS making a few key changes that sta-
bilize computation of the model. The original intent of the BASS model is to emulate
complex computer codes, while allowing for sensitivity analysis and uncertainty quan-
tification; especially in the context of high input dimension and larger data sets. Due
to the piecewise nature of MARS based models they are not actually an interpolator
of the simulator; however in certain contexts they provide a good alternative to GPs.
We choose to incorporate this model into our comparison to show that comparisons
can be done with non-GP based emulation methods.
13





where there are M basis functions, Bm(x), with a coefficients am. If we were to make
the basis functions as indicators for regions in the input space the model would be
similar to regression trees, in that the resulting model includes splits on inputs and a
constant is used to predict unknown values of the response. The two main differences
in the MARS model is the choice of basis function being linear and allowance of
interactions between the effects of inputs.
The basis functions used in MARS are step-wise linear, with reflection points on single
input values - these are known as knots,
Bm(x) =







, i = 2, 3, . . .
(3.3.2)
Here, tkm is the value on which the knot occurs on xv(km), where v(km) indicates
the input dimension of x while also constraining each input to only occur once in
the basis. The term Km defines the number of splits in the basis, skm ∈ {−1, 1} is a
sign indicator, and [·]+ = max(0, ·). If a smoother prediction surface is desired, higher
order splines can be used in the bases.
Knots, and therefore interactions, are chosen in a forward stepwise manner such that
each newly included term minimizes the generalized cross-validation error. This is
done until a predetermined number of knots is reached, resulting in a model that
is intentionally overfit to the training data set. To improve prediction accuracy the
algorithm then removes (or prunes) knots that are deemed to not significantly affect
the prediction accuracy of the model.
The Bayesian implementation of MARS, also known as BMARS, places a probability
distribution over the space of all possible MARS models. This is done by treating
all unknown parameters as random and assigning prior distributions. An essential
part of the prior specification is that on the number of basis functions included in the
modelM ; placing preference on models with only a few basis functions. Exploration of
the posterior distribution proceeds from an initial MARS model by adding, deleting,
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or modifying a spline. Further specification of prior distributions and Monte Carlo
implementation can be found in Denison et al. [19].
The BASS model makes some changes to BMARS in order to improve posterior










, i = 2, 3, . . .
(3.3.3)
Here the added coefficient, gkm = (skm + 1)/2− skmtkm, allows for the basis function
coefficients to be on the same scale resulting in improved posterior sampling. BASS
also introduces parallel tempering to improve mixing over the modes of the posterior
in the MCMC scheme. Further information about prior distribution specification and
Monte Carlo implementation can be found in Francom and Sansó [23].
Due to the fully Bayesian approach, we can utilize predictions from each MARS
function contained in the posterior to get a predictive distribution for the simulator
output at new x∗. An example one-dimensional BASS model fit can be seen in figure











Figure 3.2: BASS model fit to 15 training points (middle blue). Posterior mean of
predictions (light blue) along with 95% uncertainty bounds (grey) are given. The test
function (dark blue) used is a random draw from a zero-mean GP with SE kernel.
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Chapter 4
Design of Computer Experiments
In this chapter we describe five methods for designs of computer experiments; ran-
dom uniform designs [60], rLHDs [49], maximin LHDs [36], s-optimal LHDs [61], and
maximum projection (MaxPro) designs [2]. This is by no means an exhaustive list
of possible designs, but will allow us to demonstrate how to compare and contrast
designs. Here, we will be considering designs of size n on the unit hypercube [0, 1]d.
Each column of the n×d design matrix represents factors or inputs for the simulator.
While each row corresponds to a set of input values for a single trial.
4.1 Random Uniform Designs
Acting as a baseline, one can select n design points at random from the design region.
This is done by selecting n design points from a d-dimensional uniform distribution
on the unit cube [0, 1]d. While this may seem an obvious choice, it cannot ensure
that the design is space-filling. In fact, there is a high probability that a design
obtained in this way may lead to clumps of observations in the design region (i.e.
there will be regions containing high densities of points, leaving other regions relatively
unexplored). Hence, other designs are favoured in the computer experiment literature.
4.2 Latin Hypercube Designs
The use of LHDs was introduced as a way to ensure random sampling throughout
the entire input space whilst avoiding the clumping of purely random designs. This
is done by splitting the design space into nd cubes and methodically choosing which
cubes to place the n design points in.
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To do this we first create a Latin hypercube L = (lij) by splitting each input of
the d-dimensional space into n equally spaced partitions. Each column in L is then
given some random permutation of the numbers 1, . . . , n, placing the design points
into one of the partitions. The setting for the input is placed within the interval, e.g.
the midpoint of the interval or a randomly selected value in the interval; the latter is






LHDs became favoured in the design of computer experiments field due to theoretical
reduction of variance in numerical integration when compared to random uniform
designs [49]. Creating a design in this way also guarantees one-dimensional stratifica-
tion, ensuring that each stratum has one sample [45]. This may be especially desirable
if the simulator is believed to be additive.
However, not all LHDs are equally good because, while maintaining 1-d stratification,
the space-filling properties in two or more dimensions can be quite poor. For example,
if we consider a two dimensional input space, a valid LHD is one in which all design
points fall along the diagonal of the two-dimensional grid. This design clearly leaves
large regions in the design space unexplored, and would lead to poor performance by
emulators. For this reason other methods of constructing designs have been developed
to better ensure the desired space-filling property.
4.3 Maximin Latin Hypercube Designs
Maximin designs gained traction after Johnson et al. [36] showed that under certain
assumptions maximin designs are asymptotically D-optimal, i.e. optimal with respect
to minimizing the variance found in equation (3.1.6). These designs attempt to spread
the points throughout the input region by maximizing the minimum distance between
them. Maximin LHDs [54] combine the design method of the previous section with
maximin distance designs by choosing the design that optimizes the maximin distance
criteria among the class of LHDs. Doing this tackles problems that arise when using
each design method on its own. Namely with LHDs, there is no guarantee that the
design will effectively fill the design space. And, the projections of maximin designs
onto each input tend to include clumps.
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Conceptually maximin distance designs are quite straight forward and are by defini-
tion space-filling. It’s all in the name; first we need to define some measure of distance
between the points in the design, then the smallest distance between two points in
the design is made to be as large as possible. So, if Euclidean distance is used
d(xi,xj) = ||xi − xj|| =
√√√√ d∑
k=1
(xik − xjk)2, (4.3.1)
we want to find the design X, such that
X = argmaxX min
{
d(xi,xj) : i 6= j = 1, . . . , n
}
. (4.3.2)
A good intuition for this design was given in Pronzato and Müller [57] which likened
maximin designs to setting up tables in a restaurant so that we minimize the chance
of eavesdropping between parties. To fulfill this requirement, this type of design tends
to place points on the borders of the region. While the concept for this design is quite
simple, the required n× d optimization can be quite difficult.
There are many available algorithms for finding maximin LHDs. Morris and Mitchell
[54] use a simulated annealing algorithm which is based on the well known Metropo-
lis algorithm. Since their initial paper many other algorithms have been proposed,
including but not limited to: Van Dam et al. [65] who use a branch-and-bound al-
gorithm, Kenny et al. [41] who propose a columnwise-pairwise algorithm, and Chen
et al. [13] who use a particle swarm algorithm.
The literature contains numerous alternatives to using maximin distance criteria. For
example minimax designs [45], which seek to minimize the maximum distance between
the design and other points in the input space, orthogonal array-based LHDs [64],
and nearly orthogonal designs [7]. The performance of an emulation method for a
given simulator may depend on the geometric criteria used. Thus, one should not
limit their consideration to any one method but attempt to cater their design to the
problem at hand.
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4.4 S-Optimal Latin Hypercubes
There are many variants of space-filling designs. Here we investigate s-optimal designs
[61]. Like the maximin LHDs of the previous section, the s-optimal design method
starts with an initial LHD but instead minimizes the inverse of the squared pairwise
Euclidean distances amongst all design points.
The criterion used by Stocki, sometimes referred to as the Audze-Eglais criterion, was









To find the optimal design the function G in equation (4.4.1) is minimized. Doing
this maximizes the mean distance between each point and all other points, effectively
placing the design points as uniformly as possible throughout the design space. The
analogy given to justify this metric is based in the physics of charged particles exerting
repulsive forces on each other; if the force is proportional to the inverse of their squared
distances, they will reach maximal potential energy when the function in equation
(4.4.1) is minimized [4].
Like maximin LHDs, the s-optimal LHD method creates designs that have favourable
spread in the d-dimensional design space, while also holding the uniformity property in
its one-dimensional projections. However, with the design methods considered until
now, the space-filling properties into other lower-dimensional spaces of the design
region have not been considered. In some contexts, not all inputs of a simulator have
an effect on its output – it may beneficial to fill the space of the active inputs. This
idea is maintained by the MaxPro designs of the next section.
4.5 Maximum Projection Designs
MaxPro designs were introduced by Joseph et al. [38] with the goal of further im-
proving the projection properties of maximin LHDs. The method aims to generate
designs that are not only space-filling in the input space, but also space-filling in
its projections on to the subspaces of dimension 2, . . . , d − 1. To do this, a weighted
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If an input is part of the subspace of interest we set θj = 1, otherwise θj = 0. In
the full design space we treat the θjs as measures of importance; setting θj ∈ [0, 1]
and ∑di=1 θj = 1. Substituting this distance into the maximin distance from equation









To deal with the unknown true importance of each input Ba and Joseph [2] adopt a
Bayesian approach, placing an equal probability prior distribution over θ = {θ1, . . . , θd}.
So, we now seek the design that minimizes the expectation of φp(X;θ) with respect
to θ. Setting p = 2d allows for an analytic solution when integrating out θ, and the













A couple of properties of MaxPro designs can be deduced from equation (4.5.3). First,
each point in the design must have unique values for each input, otherwise (4.5.3)
goes to ∞. Second, the product in the denominator ensures preference for dispersed
points in the projections of the design in all subspaces.
The algorithm to generate MaxPro designs takes advantage of its similarities to max-
imin LHDs. First, Ba and Joseph use the simulated annealing algorithm developed
by Morris and Mitchell [54] to generate a LHD. The resulting design is then op-





Below we outline the performance metrics that we propose for use when comparing
and evaluating emulation methods or design methods with test functions found in the
VLSE. The metrics included fall into two categories; measures of predictive accuracy
and measures of prediction interval performance. This is not a comprehensive list of
possible metrics; others were investigated, but were either found to be non-informative
or highly correlated with the included metrics. For more possible performance metrics
we refer the reader to Bastos and O’Hagan [3]. When comparing emulators it may
also be of interest to include run time as a comparative metric.
5.1 Root Mean Squared Prediction Error
A benefit of using fast test functions is that the simulator output is readily available
to create training and validation sets. It is common to evaluate the predictive ability
of a model by comparing predictions with the output from the model. One metric that
compares model outputs at predictive locations x∗ to predictions from the emulator







This can be interpreted as roughly the average distance between the predictions and
true model output. Since the value of the RMSPE is dependent on the range of the
response it cannot be directly compared across different test functions but can still
be used for ranking of methods for each test function.
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5.2 Nash-Sutcliff Efficiency
The Nash-Sutcliff efficiency (NSE) first appeared in literature for the modeling hy-







It is bounded by 1 above and −∞ below and is comparable to R2 in the typical
linear regression setting. That is, if we look at the second term in the formula we
see that it is a measure of the proportion of the variance in the response explained
by the emulator predictions. Also, like R2, NSE values close to 1 indicate that the
emulator has performed well in terms of prediction accuracy. Observing a NSE below
0 indicates that the predictions from the emulator perform worse than using the mean
of the response as a predictor.
5.3 Empirical Coverage Probability of Prediction
Intervals
We now move from purely predictive measures of performance to those that rely on
the variability of the predictions. When using any of the emulation methods of chapter
3, 100(1 − α)% pointwise prediction intervals can be found. The empirical coverage
probability for these intervals over a set of prediction sites is given by:









Where 1[ ] is the indicator function and I(x∗;α) is the 100(1−α)% prediction interval
at x∗.
On average, one would like the empirical coverage probability to be close to the
theoretical coverage probability. This is an essential check as we want to ensure that
for future emulation of computer experiments the reported prediction intervals are
reliable.
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5.4 Mean Relative Interval Length
Due to the nature of prediction intervals (e.g excessively large intervals will capture
the truth 100% of the time) we suggest looking at the length of the prediction intervals








Here U(x∗;α) and L(x∗;α) are defined to be the upper bound and lower bound of the
100(1− α)% prediction interval, respectively. This form of prediction interval length
is recommended as it scales the interval by the magnitude of the response value,
allowing for direct comparison of the interval length over different test functions and
multiple test sets.
With the performance metrics defined we now turn our focus to comparing the emu-
lation and design methods outlined in previous chapters.
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Chapter 6
Comparison of Designs and
Emulators
6.1 Method for Comparison
We now outline the proposed method to compare and evaluate the performance of
design and emulators for computer experiments using the suite of test functions found
in the VLSE. The approach for both contexts is very similar; create many training
datasets and large validation sets, apply the methods of interest, then compute per-
formance metrics. This allows for a robust way of making comparisons which can be
applied to any situation that a practitioner or researcher may face.
When considering the statistical surrogate the primary interest is to account for the
variability in performance metrics caused by the choice of design through accounting
for both design size and design type. For design type we suggest using multiple LHDs.
The reason for this is two-fold; first, for some simulators the choice of design may have
a greater effect on the performance of emulation methods than for others; second,
randomized LHDs should capture the range of good and bad designs that may be
used by experimenters.
Implementations of the design methods considered in this work (and many others) are
not deterministic, producing equivalent but distinct designs which result in varying
emulator performance. Therefore the goal of the method for comparison of designs
differs slightly from that for comparing emulators - that is, creating data for com-
parison which captures the aforementioned variation in performance metrics whilst
controlling for variation in performance that is not due to the designs themselves. In
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this work we consider designs when the emulator of choice is a GP. Of course, the
same ideas will apply if a different emulation approach is used.
To facilitate the comparison, test functions found in the VLSE are fast running so
that the user can produce many training sets and large test sets per test function for
the comparison. A key for a practitioner is that the test functions should represent
the function space in terms of complexity and dimensionality. For a creator of a new
design method the goal will be to explore the settings where their design improves
on established methods and where the method is less successful; it may be that a
certain design fills the input space better for additive functions than for multiplicative
functions. Thus, the effect of design on performance for a given setting can be explored
by selecting appropriate test functions from the VLSE.
Similarly, it may also be of interest in the comparison of emulators to control for the
variation in performance metrics that is due to the type of test function; e.g if we have
additive functions, multiplicative functions, or functions with multiple regimes, etc. we
may find that some methods do better at emulation in certain settings. An example
of this is the Treed Gaussian Process (TGP), which was created with the intent
of performing well in contexts where a stationary Gaussian Process (GP) does not
adequately capture the functional response of a computer experiment. Consequently,
it may be of interest to then stratify the comparisons by function type – this may be
informed by users own problem.
With the simulation context specified; the next thing to consider when comparing
designs and emulators is the run size and number of factors. In practice, one typically
has a limit to the number of runs they can make of the simulator. For a practitioner
this may be predetermined, thus constraining the scope of the comparison. But, to
assess relative performance of methods in general, one should ideally consider many
design sizes ranging from sparse to dense. We suggest that for each test function -
design size combination a sufficient number of designs, nD, are produced and responses
obtained for each design size. The choice of nD is somewhat arbitrary; the intent is
to generate enough designs so that distributional comparisons of performance metrics
can be performed later. The user can train their emulator(s) on each of the designs
and compute performance metrics on the accompanying test sets.
Algorithm 1 lays out the process for generating comparison data for emulators. The
key here is to avoid extrapolation; we want to compare the interpolation abilities
of the emulators, nothing else. Before fitting models it is good practice to scale the
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Algorithm 1 Data Generation for Emulator Comparison
1. Choose a suite of test functions to use for comparison.
2. Choose the set of design sizes to be used.
3. For each test function - design size combination create nd sets of training data
and test data, insuring that the test set design lies within the training design.
• For each design (X1, . . . ,Xnd), train each model and compute performance
diagnostics on the test set.
inputs to lie on the unit interval and standardize the response values by subtracting
by their mean and dividing by the standard deviation. Performance metrics can be
computed on this scale.
Algorithm 2 then outlines our proposed procedure for producing data for the com-
parison of experimental designs. It differs from the emulator algorithm in two main
aspects; first, since the space-filling abilities of the designs are of interest and the
same emulator will be employed, predictions outside of any specific design are al-
lowed. Second, the inputs and outputs should still be scaled before fitting the models,
but performance metrics should be computed on the original scale of the data as the
scaling done for each design method will naturally use different values.
Once the comparison data is created evaluation of performance on single test func-
tions can be done by comparing metric distributions for the design types visually as
seen in the following sections. If desired, one can perform a hypothesis test for a dif-
ference between the median of the distributions using an ANOVA or Kruskal-Wallis
test depending on perceived adherence to the normality assumption of the ANOVA.
Though we recommend to not make conclusions about relative performance of designs
based on single test functions.
Comparing results across test functions is less straight forward but is the primary con-
cern of this work. To facilitate this comparison we first introduce a couple measures of
relative performance between the distributions of performance metrics of each design
or emulation method. The first measure; the proportion of times a method performs
worse than the best median, pworse. Here the ‘best median’ is defined to be either
the minimum or maximum (depending on the metric) median of the distributions
associated with the compared methods. It can be seen that pworse ∈ [0.5, 1], such
that its value associated with best performing method (according to the median of
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Algorithm 2 Data Generation for Design Comparison
1. Choose a suite of test functions to use for comparison.
2. Choose the set of design sizes to be used.
3. For each test function - design size combination create nd sets of training data
for each design type of interest and a test set.
(a) For each design (X1, . . . ,Xnd), build a GP model, scaling each xj ∈ [0, 1],
j = 1, 2, . . . , d and centering the response by its mean and scaling by its
standard deviation.
(b) Make predictions and compute performance metrics on the original scale
of the response.
its distribution) is 0.5. This proportion can be found for each test function and the
resulting distributions can be used to compare the methods.
The next measure aims to balance rewarding a method for performing well with
penalization for performing relatively poorly. To do this we first compute the average
reverse rank of each method, r̄m; here m indicates the method. This is done by finding
the reverse ranking of the methods for each iteration of the design comparison, then
taking the mean over all iterations. This average is then divided by pworse, resulting
in the scaled average reverse rank:
SRRm = r̄m/pworse. (6.1.1)
SRRm reaches its maximum of two times the number of methods being compared
when a method always performs best, i.e. when the average reverse rank of method
m is equal to the number of methods being compared and pworse is equal to 0.5. The
minimum of SRRm is 1 and occurs in the opposite case.
Note that the above two measures are relative. When performing a comparison it is
imperative that one considers whether the differences seen have a practical effect on
the analysis; rather than being different in the sense of error chasing or choosing a
best poor performer. We therefore advise that these measures are always paired with
thorough examination of the performance of the methods for individual test functions.
The next section provides an illustration of this process for both contexts.
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6.2 Emulator Comparison
We now go through the exercise of comparing the emulation methods in chapter 3 to
illustrate the use of the VLSE. We implement the emulators on twenty test functions
and consider design sizes of n = 5d, 10d, 20d, and 50d for each. For each test function
- design size combination we generate twenty training data sets using rLHDs for the
design, each with an accompanying test set of size 50d. To keep the comparison simple
we do not add noise to any observations of the test functions. All simulations are done
in R.
Implementation of GPs with a SE kernel is done with the GPfit package [48]. It
uses a maximum likelihood for parameter estimation, making a couple reparameter-
izations from what is outlined in section 3.1 to aid optimization of the multimodal
likelihood surface. A multi-start limited-memory Broyden-Fletcher-Goldfarb-Shanno
boxed-constraints (L-BFGS-B) algorithm is used to estimate model parameters.
To implement TGPs we use the tgp package [30]. Default settings are used except for
a few key areas. First, for MCMC we increase the number of restarts and samples to
ensure convergence of the chain. We also change the nugget prior distribution for the
GPs so that their purpose is solely to prevent numerical singularity when inverting
the correlation matrix.
The BASS model is built with the BASS package [23]. Default parameters are used
for the prior distributions placed on the model parameters. For MCMC settings; we
increase the number of samples, include some thinning, and add temperatures to the
parallel tempering to improve mixing and ensure convergence.
In the next sections we follow the steps of evaluation outlined in section 6.1; a com-
parison is done at the individual level then on the group level of test functions. The
goal is to make recommendations as to what emulator one should proceed with when
faced with a novel computer experiment. We note that three emulators is a limited
number to choose from. However, that’s the advantage of having a library of test
functions such as the VLSE and an agreed upon process for comparison – if in the
future someone wanted to put another emulation method up against these, accessing
and generating data for the test functions will be quick and easy.
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6.2.1 Evaluation on Individual Test Functions
Here we present some of the results for emulator comparison. For medians and in-
terquartile ranges of the performance metrics obtained on the other test functions we
direct the reader to the tables located in appendix A. We’d present those in full, but
the process becomes quickly repetitive, and thus would not add much value.
First, we look at results for the two-dimensional Franke’s function [25];
f(x) = 0.75 exp
(




























A visualization of the response surface for this function can be found in figure 6.1.
Figure 6.2 contains the obtained performance metric distributions for each the three
emulation methods. Within each panel of the figure the metrics are stratified by de-
sign size. Panels A and B contain the RMSPE and NSE, respectively. Conclusions
from these two panels will be the same as the metrics themselves are highly related
(both are functions of the squared prediction error). Observe that the GP and TGP
are undoubtedly more accurate predictors of this surface when compared to the BASS
model. Panels C and D contain the measures of interval performance; 90% predic-






















Figure 6.1: Two-dimensional Franke test function [25]. The response surface is smooth
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Figure 6.2: Franke’s function performance metric distributions for emulator compar-
ison with (A) RMSPEs, (B) Nash-Sutcliff efficiencies, (C) empirical coverage proba-
bilities, and (D) relative interval lengths.
proportion of true output values that lie in their corresponding intervals for the two
GP based methods agree well with the theorized coverage probabilities; the BASS
model does not do well in this aspect either.
One thing to consider when making these comparisons is whether or not the observed
difference in performance between emulation methods is practical. If we look at the
NSE values obtained for Franke’s function and consider their interpretation as the
proportion of the variance in the response explained by the emulator, we notice that
at n = 10d the median NSE for all three methods is quite good. At n = 20d and
n = 50d this lack of practical difference is even more exaggerated. When this oc-
curs the practitioner might consider other factors such as run time and/or ease of
implementation when choosing a statistical surrogate.
The BASS model does not perform relatively poorly in all situations. Figure 6.3
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Figure 6.3: Corner Peak function performance metric distributions for emulator com-
parison with (A) RMSPEs, (B) Nash-Sutcliff efficiencies, (C) empirical coverage prob-
abilities, and (D) relative interval lengths. Observations of the NSE that are less than
−1 were removed from the plot to allow for better visual comparison.









where the ai are constants that control the prominence of a sharp peak in the corner
of an otherwise flat response surface. For our simulation d is set to 3 and each ai to
5. Looking at the RMSPE values in panel A for each design size we see that some
designs do result in bad performance for all emulators. For the NSEs in panel B we
removed eight outliers across the four design sizes whose NSE values were less than
−1. It is observed that the BASS model has the highest median for all design sizes,
i.e. it does best with respect to explaining the variation found in the response surface.
We do however note that the prediction intervals (panel D) are short compared to
other methods and this consequently led to poor performance with regards to ECP
(panel C).
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One last result we would like to make note of is the predictive performance of all three
methods on the Borehole function. We point this out because of the the widespread
use of the Borehole function in the computer experiments literature. In table A.1, we
see that the median NSE for three methods is 0.998 (GP) 0.983 (TGP) and 0.994
(BASS) for a design size of n = 5d. This function is regularly employed to compare
the predictive ability of new methods to those already established in the literature.
However, looking at the NSE, we see that any improvement over a GP emulator would
provide no practical gains.
6.2.2 Evaluation Over the Suite of Test Functions
After evaluating the effectiveness of the emulation methods on individual test func-
tions we move to comparisons aggregated over test functions. First we look at the
boxplots of pworse found in figure 6.4. RMSPE is utilized here to focus on the pre-
dictive accuracy of the chosen emulators. Comparisons at design size of 5d are in the
top right box. For this amount of training data the GP frequently led to the lowest
median RMSPE for the investigated test functions. What is observed in the boxplots
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Figure 6.4: Boxplot of proportion of times a method does worse than the best median
for each test function stratified by initial design size. Here RMSPE is used to compare
predictive accuracy.
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to emulator performance that is more disparate, as the distribution of pworse for the
BASS model is concentrated toward one. It also highlights the need for our second
measure SRRm, as the comparisons between the GP and TGP emulators are difficult
here.
Boxplots for the scaled average reverse rank measure are contained in figure 6.5.
Here SRRm ∈ [1, 6] as there are three methods being compared. We first dissect
the relative performance of TGPs to GPs. In the simulations, TGP led to greater
predictive accuracy for n = 20d and n = 50d. However, this difference is not observed
for n = 10d, and for n = 5d the GPs outperform the TGPs. This is most likely due to
the amount of information available to estimate the parameters of the model. For low
n the fixed number of parameters for the GPs makes for easier estimation, whereas
the modular nature of TGPs struggles in the presence of little data.
Now consider the comparative performance of BASS to the two other models. For
the most part we see that it does not do as well in terms of predictive accuracy,
but there are a few test functions for which it is competitive. The Bratley, corner
peak, Oakley & O’Hagan, OTL, and Schwefel test functions show up as outliers for
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Figure 6.5: Boxplot of scaled average reverse rank measure for emulator comparisons.
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functions are characterized as being predominantly flat, allowing for the less flexible
BASS model to do well.
Pairing the comparative results from these two measures with results on individual
test functions found in tables A.1 through A.4 leads to some key insights. While
comparative differences are observed for large design sizes, most can be classified as
non-practical as the three emulators capture much of the variation found in the data;
this is especially true for n = 50d where many of the median NSE values are one.
The BASS model frequently leads to the smallest RIL, this due to the piecewise-linear
nature of the model constraining the function space more than the other two methods.
The result is that when BASS is a good choice for an emulator, it not only performs
well with respect to predictive accuracy but also prediction interval performance.
The above results help substantiate our advice for practitioners to choose test func-
tions which resemble their problem. For other takeaways from our comparison of these
three emulators, we would suggest the use of the GP based methods. Greater predic-
tive accuracy was achieved by TGPs for larger designs, and for smaller designs GPs
performed better – the threshold in design size was not explored. Though an analysis
of the interaction between emulator type and design size and type would be beneficial
for the end user of these methods.
6.3 Comparison of Designs
In this section we demonstrate how to use the VLSE through a comparison of the
designs outlined in chapter 3. Twenty test functions of varying types were used. Reg-
ularly, the literature for the design of computer experiments advocates for the use of
ten design points per dimension of the problem [47, 12, 37, 11], so for our comparison
we consider n = 5d, 10d, 15d, and 20d. All simulations are done in R.
For each test function and design size combination we go through the process of
generating designs, building the emulators, then computing the performance metrics.
Test sets are of size 1000 per dimension and are generated via randomized latin
hypercube sampling. Our initial comparisons included the random uniform designs
outlined in section 4.1, but we found that they performed consistently worse than all
other designs – so bad that comparisons between others designs were made difficult.
For this reason we choose not to include them in what follows.
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Implementations for the remaining four designs use default settings. For randomized
LHDs we use the lhsDesign function from the DiceDesign package in R [21]. The
lhs package [10] is used to implement maximin LHDs and s-optimal LHDs. This
maximin LHD implementation sequentially adds points to the design that satisfy the
maximin criteria. The implementation for s-optimal LHDs utilizes the columnwise
pairwise algorithm outlined in Stocki [61]. Lastly, implementation of maximum pro-
jection designs is done with the MaxProLHD function of the MaxPro package [2]. Next
we will compare the performance of these design methods on individual test func-
tions, then across test functions ass outlined in section 6.1. Overall, MaxPro seems to
perform best most often, but there is little practical difference between design types
in most cases.
6.3.1 Evaluation on Individual Test Functions
Figure 6.6 presents archetypal result from generating design comparison data for a
test function. Here we have the five-dimensional Friedman test function [26]:
f(x) = 10 sin(πx1x2) + 20(x3 − 0.5)2 + 10x4 + 5x5. (6.3.1)
Panel A shows boxplots of the RMSPE for the design methods stratified by design
size. Panel B shows the NSE with the same stratification. With these two metrics we
see that the GP struggles to accurately capture the nature of the response surface at
n = 5d. This is confirmed by distributions of the ECP and RIL found in panels C
and D, respectively, where the relatively large prediction intervals struggle to achieve
the theorized coverage probability. Moving to larger design sizes, we observe good
performance in terms of prediction and interval performance. In particular, the NSE
values approach their maximal value of 1 as n increases. Interestingly, MaxPro has
the minimum median RMSPE and RIL and maximum median NSE and ECP for all
design sizes – this was the case for many of the test functions. However, we do note
that the observed differences may not be practically different.
For a couple test functions we found that the n = 10d rule, and even n = 20d was
insufficient to build a GP emulator with adequate predictive accuracy. For example,
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Figure 6.6: Friedman function performance metric distributions for (A) RMSPEs,











this is an additively separable function whose inputs xi ∈ [−500, 500]; we set d = 5.
The response surface of the Schwefel function is complex. Through the NSE values,
we see that the emulator struggles to perform better than using the mean response
value as a predictor for all design sizes used.
The other test function for which the GP emulator performed in this way, though the
poor performance was not as severe, was the multiplicatively separable product peak
integrand function [28] with 5 five inputs. For this test function when the design size
is larger than 5d, the s-optimal design is the only design to guarantee a majority of
the NSE values are positive. For other design types the NSE distributions have long
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Figure 6.7: Schwefel function performance metric distributions for (A) RMSPEs, (B)
Nash-Sutcliff efficiencies, (C) empirical coverage probabilities, and (D) relative inter-
val lengths. For all design sizes and methods the GP emulator does not capture the
true nature of the response surface accurately.
The results for these two test functions brings question to the n = 10d rule as a gen-
eral piece of advice. Whilst a reasonable choice for many contexts; guidance should
be available for practitioners concerning appropriate design sizes for simulators whose
response surfaces are complex. One work that aims to answer this question is Harari
et al. [31] in which they explore the relationship between sample size, model complex-
ity, and prediction accuracy.
If the reader is interested in comparisons for other specific test functions we direct
them to tables B.1 through B.4 which provide the medians and interquartile ranges
of performance metrics for each test function - design size combination. A couple
highlights: LHDs led to much higher variance in the metrics for a few test functions,
namely the Bohachevsky 1, Branin, Bratley, Cheng & Sandu, Currin Exponential,
Franke, Lim, and Moon test functions. Maximin LHDs perform best, with respect to
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Figure 6.8: Boxplot of proportion of times a method does worse than the best median
for each test function stratified by initial design size. Here RMSPE is used to compare
predictive accuracy.
6.3.2 Evaluation Over the Suite of Test Functions
We now turn our attention to comparing the design methods across test functions.
The focus here is on the effect of design on predictive performance through RMSPE
with the two measures outlined in section 6.1. A boxplot of pworse for RMSPE can
be found in figure 6.8 below. It is observed that for design sizes greater than 5d
the median of the pworse distribution is 0.5 for the MaxPro designs; indicating that
they frequently lead to the a GP emulator with the highest predictive accuracy. This
confirms our findings from our independent analysis of the test functions above. Also
note that the poor performance for the Schwefel and Product Peak test functions is
not highlighted in this plot, thus emphasizing the need to pair this form of comparison
with an understanding of the performance for each individual test function.
Next we consider the scaled average reverse ranking of the methods, a boxplot of
which can be found in figure, 6.9. For this comparison SRRm ∈ [1, 8]. Recalling
that higher values of this measure indicate better relative performance; we come to
the same conclusion as above - in that MaxPro designs generally lead to better GP
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Figure 6.9: Comparison of designs boxplot of the scaled average reverse rank metric for
each test function stratified by initial design size. The metric used for this comparison
is RMSPE.
of design is less important as the lack of information about the response surface drives
the poor emulator performance. We also point out that for n = 20d, the medians of
the distributions have begun to converge again compared to n = 10d and n = 15d.
This trend would continue until large enough n, where choice of design becomes will
again be less important.
As for general takeaways from our comparison; using a design based on some space-
filling criteria can ensure improvement of GP emulator performance over a randomized
LHD in many cases, but the choice of space-filling criteria (from our simulations) may
not be as clear in a practical sense. By that we mean that a practitioner using these
methods must also consider the time it takes to implement a new method, if one is
already available, and the cost that accrues; it may be more cost effective to use a
method with marginally worse performance that has existing code, than to spend the
time coding up the optimal design method.
Setting practical difference aside, from the above analysis we would recommend that
a practitioner use MaxPro designs if they want to ensure best performance of a
GP emulator in terms of predictive accuracy. MaxPro designs also regularly lead to
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the highest empirical coverage probabilities paired with the shortest median relative
interval lengths in our simulations.
We reiterate that the set of design methods chosen are not exhaustive. There may
currently or one day be a design method which out performs those included here over
the set of test functions. This is where the novelty of the VLSE comes in; with the
ease of access to the included test functions and the step by step process outlined,
a researcher or practitioner could generate comparison data of their own and make




In this thesis we outlined methods for evaluation and comparison of design and anal-
ysis methods for computer experiments. Examples for both contexts were presented
utilizing test functions found in the VLSE. The focus here is not necessarily on the
conclusions from our simulations, but rather the approach used. To make recommen-
dations or come to conclusions as to which method should be used in practice, one
should always draw from evidence based on many examples. The procedure outlined
for creating data for comparison can be applied to any collection of test functions that
best suits the problem at hand. By creating many sets of test and training data for
each test function, we account for variability in the chosen performance metrics that
is not due to the methods itself. And, with the resulting data one can make numerical
and visual comparisons between their chosen emulators or designs and determine how
to proceed.
This work introduced two new measures of comparative performance; the proportion
of times a method does worse than the best median and the scaled average reverse
rank. These were utilized in both our comparison of emulators and our comparison of
design methods. For emulators, we found that GPs and TGPs performed best in terms
of predictive accuracy, but for some test functions the BASS model was competitive.
For designs we found that MaxPro designs most frequently lead to the best GP
performance in terms of both predictive accuracy and prediction interval coverage and
length. But, these comparative results must always be paired with an understanding
of the methods on each individual test function. In many cases, for both design and
analysis, the differences observed between methods can either be classified as choosing
a best poor performer or more commonly, choosing from various methods which do a
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satisfactory job (i.e. no practical difference between methods was observed). This is
particularly relevant to the design literature as many proposed methods are justified
theoretically [36, 7]. But, for any of these methods to be adopted with any sort of
regularity they should be shown make practical differences in emulator performance.
The novelty in this work is in both the existence of a library of test functions and the
onset of establishing an agreed upon method in which to compare methods for the
design and analysis of computer experiments. The use of these in tandem will allow for
researchers to make quicker comparisons of new methods to well-established methods,
whilst allowing practitioners to adapt the comparison to their situation by imparting
knowledge on the choice of test functions from the library, or perhaps adding new
ones. A future endeavor useful for practitioners would be research into a measure of
response surface complexity that could be assigned to the test functions found in the
VLSE. This way the complexity measure could be suggested for novel simulators and
used to choose the suite of test functions appropriate for their comparison.
The prospect for this work is to serve as a guide for users of computer experiments
to choose the right design and emulation methods for their problems. A fundamental
component of this is to grow the VLSE so that it contains test functions which cover
the whole of conceivable real-world problems. A full survey of design and emulation
methods used in the computer experiments literature should be done; making the pro-
cess of choosing which methods to use in a certain contexts quick and easy. Ultimately
the greatest limitation to performing such a comparison is time and resources, thus
having a standardized method of evaluation would allow researchers and practitioners
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Appendix A
Performance Metric Tables For
Emulator Comparison
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Table A.1: Median (IQR) of performance metrics computed for emulator comparison
at n = 5d.
Measures of Predictive Performance
RMSPE NSETest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 0.134 (0.0624) 0.146 (0.0608) 0.741 (0.153) 0.971 (0.0319) 0.967 (0.0335) 0.0707 (0.106)
Borehole 0.0474 (0.00912) 0.128 (0.0258) 0.0783 (0.0283) 0.998 (0.000942) 0.983 (0.00506) 0.994 (0.00478)
Branin 0.452 (0.221) 0.598 (0.351) 0.794 (0.275) 0.693 (0.224) 0.543 (0.316) 0.0714 (0.122)
Bratley 0.132 (0.0296) 0.133 (0.0638) 0.0129 (0.0144) 0.98 (0.0103) 0.98 (0.0181) 1 (0.000438)
Cheng & Sandu 0.135 (0.0947) 0.258 (0.164) 0.474 (0.606) 0.979 (0.0209) 0.913 (0.0378) 0.723 (0.373)
Corner-Peak 2.08 (3.75) 1.9 (3.81) 1.55 (3.46) 0.0586 (0.203) 0.136 (0.204) 0.386 (0.446)
Currin Exponetial 0.306 (0.147) 0.258 (0.076) 0.342 (0.0932) 0.895 (0.0982) 0.928 (0.0766) 0.856 (0.0698)
Currin Sinusoidal 0.0514 (0.0407) 0.469 (0.179) 0.812 (0.144) 0.997 (0.00544) 0.76 (0.108) 0.229 (0.0697)
Franke 0.391 (0.171) 0.405 (0.285) 0.758 (0.416) 0.815 (0.104) 0.808 (0.112) 0.343 (0.141)
Forrester 0.586 (0.465) 0.54 (0.417) 0.603 (0.317) 0.307 (0.78) 0.351 (0.783) 0.158 (0.475)
G-Function 0.689 (0.274) 0.744 (0.225) 0.831 (0.305) 0.283 (0.25) 0.32 (0.231) 0.0632 (0.0756)
GP 0.297 (0.127) 0.437 (0.168) 0.735 (0.299) 0.91 (0.0578) 0.8 (0.111) 0.38 (0.369)
Gramacy 0.599 (1.41) 0.434 (1.2) 0.779 (1.03) 0.506 (0.691) 0.735 (0.639) 0.105 (0.203)
Morokoff & Calflisch 0.281 (0.105) 0.3 (0.0908) 0.484 (0.484) 0.91 (0.0607) 0.884 (0.0588) 0.702 (0.508)
Oakley & O’Hagan 0.00259 (0.00215) 0.0129 (0.00548) 0.00564 (0.00589) 1 (1.66e-05) 1 (0.000206) 1 (9.36e-05)
OTL 0.0339 (0.0148) 0.0962 (0.032) 0.0562 (0.0262) 0.999 (0.00109) 0.99 (0.005) 0.997 (0.0027)
Piston 0.124 (0.0298) 0.281 (0.0612) 0.211 (0.0732) 0.983 (0.00889) 0.927 (0.0184) 0.952 (0.0272)
Product-Peak 1.17 (0.687) 1.13 (0.603) 1.35 (0.651) 0.199 (0.396) 0.303 (0.191) -0.0147 (0.0489)
Santner 0.658 (0.277) 0.503 (0.267) 0.879 (0.252) 0.346 (0.656) 0.19 (0.27) 0.0104 (0.125)
Schwefel 1.06 (0.333) 1.01 (0.243) 1.01 (0.335) -0.0943 (0.235) 0.0143 (0.0759) 0.0032 (0.0168)
Measures of Prediction Variability
ECP RILTest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 0.998 (0.0222) 0.899 (0.178) 0.436 (0.198) 3.05 (1.64) 3.28 (3.21) 58.2 (54.3)
Borehole 0.949 (0.0294) 0.899 (0.0742) 0.922 (0.148) 0.853 (0.252) 2.37 (1.05) 1.59 (0.636)
Branin 0.7 (0.247) 0.892 (0.0865) 0.476 (0.147) 0.836 (0.514) 11.7 (14.4) 1.07 (0.184)
Bratley 0.909 (0.082) 0.925 (0.074) 1 (0) 1.8 (0.281) 1.8 (1.4) 0.287 (0.412)
Cheng & Sandu 0.911 (0.0772) 0.953 (0.089) 0.995 (0.106) 0.29 (0.0689) 0.982 (0.194) 1.22 (0.275)
Corner-Peak 0.756 (0.137) 0.937 (0.127) 0.964 (0.0868) 6.86 (6.41) 13.6 (11.6) 5.76 (5.62)
Currin Exponential 0.798 (0.131) 0.945 (0.0663) 0.922 (0.106) 3.21 (2.34) 5.76 (4.06) 7.59 (7.68)
Currin Sinusoidal 0.998 (0.002) 1 (0) 0.323 (0.102) 0.345 (0.12) 2.31 (0.597) 1.1 (0.0413)
Franke 0.783 (0.193) 0.888 (0.2) 0.581 (0.185) 5.32 (6.26) 8.44 (5.18) 27.3 (15.1)
Forrester 0.767 (0.437) 0.793 (0.258) 0.774 (0.163) 23.1 (75.6) 8.48 (23.7) 10.9 (16.3)
G-Function 0.613 (0.15) 0.9 (0.0642) 0.376 (0.274) 9.06 (5.83) 16.1 (11.5) 47.9 (52.4)
GP 0.846 (0.313) 0.921 (0.115) 0.63 (0.214) 6.73 (7.71) 11.3 (9.24) 27.5 (31.4)
Gramacy 0.726 (0.422) 0.837 (0.268) 0.633 (0.262) 1.14 (1.67) 9.99 (8.62) 1.09 (0.0452)
Morokoff & Calflisch 0.822 (0.11) 0.965 (0.0749) 0.904 (0.243) 4.51 (3.48) 9.34 (7.22) 20.6 (19.2)
Oakley & O’Hagan 1 (0) 0.868 (0.26) 1 (0) 0.505 (0.405) 0.19 (0.112) 0.0208 (0.053)
OTL 0.976 (0.0505) 0.968 (0.0572) 0.996 (0.0237) 0.938 (0.309) 2.28 (0.208) 1.94 (1.06)
Piston 0.879 (0.0519) 0.913 (0.0859) 0.824 (0.111) 2.36 (0.926) 6.25 (2.99) 4.19 (3.7)
Product-Peak 0.678 (0.361) 0.908 (0.116) 0.152 (0.0678) 14.7 (13.3) 29.1 (29.9) 195 (156)
Santner 0.996 (0.135) 1 (0.1) 0.356 (0.1) 2.63 (1.43) 3.28 (0.365) 1.01 (0.0376)
Schwefel 0.658 (0.124) 0.866 (0.097) 0.177 (0.0563) 48.2 (69.3) 40.2 (33.5) 144 (189)
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Table A.2: Median (IQR) of performance metrics computed for emulator comparison
at n = 10d.
Measures of Predictive Performance
RMSPE NSETest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 0.0496 (0.0177) 0.00618 (0.00247) 0.0641 (0.0155) 0.997 (0.00159) 1 (3.2e-05) 0.995 (0.00152)
Borehole 0.0203 (0.00514) 0.0677 (0.0119) 0.0389 (0.00492) 1 (0.000241) 0.995 (0.00109) 0.998 (0.000526)
Branin 0.118 (0.0435) 0.131 (0.0659) 0.268 (0.183) 0.984 (0.0117) 0.982 (0.0181) 0.923 (0.132)
Bratley 0.0521 (0.0252) 0.0284 (0.013) 0.00193 (0.0014) 0.997 (0.00348) 0.999 (0.00113) 1 (5.68e-06)
Cheng & Sandu 0.0463 (0.0198) 0.0173 (0.0159) 0.0374 (0.0217) 0.997 (0.000988) 1 (0.000602) 0.998 (0.00149)
Corner-Peak 1.71 (2.77) 1.78 (2.72) 1.45 (2.57) 0.143 (0.223) 0.161 (0.167) 0.414 (0.353)
Currin Exponential 0.138 (0.0456) 0.174 (0.0657) 0.149 (0.0631) 0.978 (0.0183) 0.968 (0.0284) 0.97 (0.0236)
Currin Sinusoidal 0.00543 (0.00471) 0.00442 (0.0053) 0.504 (0.265) 1 (5.02e-05) 1 (5.85e-05) 0.711 (0.256)
Franke 0.163 (0.113) 0.23 (0.145) 0.374 (0.103) 0.969 (0.0286) 0.949 (0.0473) 0.869 (0.0487)
Forrester 0.0423 (0.0325) 0.0243 (0.0136) 0.268 (0.161) 0.997 (0.00444) 0.999 (0.000991) 0.862 (0.236)
G-Function 0.558 (0.211) 0.574 (0.196) 0.535 (0.198) 0.634 (0.127) 0.615 (0.121) 0.668 (0.0806)
GP 0.151 (0.0597) 0.188 (0.121) 0.382 (0.13) 0.981 (0.0166) 0.968 (0.0475) 0.876 (0.0883)
Gramacy 0.293 (0.0415) 0.296 (0.0718) 0.828 (0.173) 0.906 (0.029) 0.898 (0.048) 0.338 (0.266)
Morokoff & Calflisch 0.182 (0.0292) 0.22 (0.0381) 0.223 (0.072) 0.965 (0.0141) 0.951 (0.0129) 0.944 (0.0262)
Oakley & O’Hagan 0.000586 (0.000235) 0.000593 (0.000292) 2e-05 (0.000159) 1 (3.69e-07) 1 (4.13e-07) 1 (3.61e-08)
OTL 0.0177 (0.00365) 0.0504 (0.00961) 0.0143 (0.00536) 1 (9.35e-05) 0.997 (0.000879) 1 (0.00017)
Piston 0.0773 (0.0123) 0.196 (0.0465) 0.126 (0.0246) 0.994 (0.00143) 0.955 (0.0198) 0.983 (0.00557)
Product-Peak 0.65 (0.537) 0.845 (0.585) 1.23 (0.54) 0.766 (0.175) 0.432 (0.208) 0.0144 (0.0602)
Santner 0.00907 (0.0121) 0.00514 (0.00485) 0.801 (0.042) 1 (0.000349) 0.957 (0.0672) 0.151 (0.113)
Schwefel 0.998 (0.143) 0.993 (0.185) 0.972 (0.104) -0.00804 (0.158) 0.0603 (0.187) 0.0137 (0.0231)
Measures of Prediction Variability
ECP RILTest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 1 (0.011) 0.97 (0.0582) 1 (0) 0.987 (0.625) 0.0821 (0.157) 2.79 (2.13)
Borehole 0.962 (0.0309) 0.97 (0.0194) 0.74 (0.197) 0.464 (0.17) 1.84 (0.666) 0.377 (0.15)
Branin 0.97 (0.0353) 0.947 (0.0803) 0.956 (0.088) 0.363 (0.0617) 1.14 (0.827) 0.992 (0.168)
Bratley 0.98 (0.0468) 0.919 (0.129) 1 (0.002) 0.819 (0.36) 0.282 (0.146) 0.0216 (0.0401)
Cheng & Sandu 0.962 (0.0275) 0.962 (0.0527) 1 (0) 0.145 (0.0193) 0.0617 (0.0287) 0.281 (0.0484)
Corner-Peak 0.828 (0.076) 0.976 (0.0273) 0.9 (0.119) 5.33 (8.34) 12.3 (8.43) 1.48 (1.77)
Currin Exponential 0.908 (0.0628) 0.909 (0.11) 0.884 (0.127) 1.56 (1.52) 2.25 (1.41) 1.94 (1.27)
Currin Sinusoidal 0.998 (5e-04) 1 (0) 0.845 (0.195) 0.0874 (0.0152) 0.0633 (0.0321) 1.16 (0.0881)
Franke 0.91 (0.133) 0.936 (0.108) 0.86 (0.0853) 3.42 (1.84) 6.5 (3.45) 6.93 (4.12)
Forrester 0.998 (0.001) 1 (0) 0.865 (0.14) 4.73 (3.07) 1.61 (1.51) 4.86 (11.6)
G-Function 0.771 (0.123) 0.888 (0.112) 0.817 (0.0867) 7.67 (4.41) 14 (7.74) 12.1 (6.17)
GP 0.959 (0.0963) 0.877 (0.112) 0.733 (0.137) 2.87 (1.36) 4.44 (5.77) 4.97 (2.34)
Gramacy 0.605 (0.068) 0.705 (0.2) 0.656 (0.077) 0.337 (0.121) 2.38 (5.4) 1.01 (0.086)
Morokoff & Calflisch 0.829 (0.0488) 0.896 (0.116) 0.912 (0.0924) 3 (1.53) 5 (3.07) 4.18 (2.35)
Oakley & O’Hagan 1 (0) 0.982 (0.0465) 1 (0) 0.191 (0.152) 0.00575 (0.00219) 0.000299 (0.000138)
OTL 0.972 (0.0234) 0.93 (0.0516) 0.857 (0.189) 0.52 (0.534) 1.3 (0.894) 0.245 (0.244)
Piston 0.909 (0.0276) 0.96 (0.0344) 0.744 (0.138) 1.69 (0.607) 4.16 (4.04) 1.87 (0.969)
Product-Peak 0.867 (0.114) 0.891 (0.103) 0.112 (0.0925) 11.2 (10.3) 19.6 (18) 90.5 (90.9)
Santner 0.998 (0.002) 1 (0) 0.259 (0.054) 0.199 (0.0202) 1.82 (0.72) 0.812 (0.102)
Schwefel 0.707 (0.152) 0.876 (0.109) 0.122 (0.0707) 32.4 (40.7) 35.1 (16.6) 98.6 (89.6)
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Table A.3: Median (IQR) of performance metrics computed for emulator comparison
at n = 20d.
Measures of Predictive Performance
RMSPE NSETest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 0.0284 (0.00601) 0.000287 (0.000128) 0.0188 (0.00507) 0.999 (0.000402) 1 (8.43e-08) 1 (0.000268)
Borehole 0.0105 (0.00248) 0.0384 (0.00583) 0.0129 (0.00495) 1 (4.56e-05) 0.999 (0.000374) 1 (0.000124)
Branin 0.044 (0.027) 0.00592 (0.00464) 0.0791 (0.0368) 0.998 (0.0018) 1 (3.54e-05) 0.994 (0.00425)
Bratley 0.0193 (0.00557) 0.00176 (0.000835) 0.000784 (0.00113) 1 (0.000227) 1 (3.93e-06) 1 (1.92e-06)
Cheng & Sandu 0.0198 (0.0125) 0.000412 (0.000484) 0.0205 (0.00913) 1 (0.000496) 1 (5.24e-07) 1 (0.000364)
Corner-Peak 2.42 (3) 2.51 (3.08) 2.21 (2.76) 0.234 (0.201) 0.208 (0.199) 0.403 (0.308)
Currin Exponential 0.058 (0.031) 0.0701 (0.0268) 0.0664 (0.0148) 0.996 (0.00283) 0.995 (0.00387) 0.995 (0.00279)
Currin Sinusoidal 0.000908 (0.000668) 4.01e-06 (1.05e-06) 0.0285 (0.00626) 1 (1.37e-06) 1 (8.64e-12) 0.999 (0.000413)
Franke 0.0803 (0.0252) 0.0623 (0.0211) 0.185 (0.0623) 0.993 (0.00255) 0.996 (0.00197) 0.962 (0.0262)
Forrester 0.00526 (0.00401) 4.17e-05 (2.19e-05) 0.0854 (0.022) 1 (5.07e-05) 1 (2.85e-09) 0.991 (0.00525)
G-Function 0.356 (0.109) 0.381 (0.104) 0.34 (0.0818) 0.869 (0.0474) 0.864 (0.0658) 0.882 (0.0476)
GP 0.0479 (0.0212) 0.0295 (0.0103) 0.219 (0.065) 0.998 (0.00168) 0.999 (0.000563) 0.951 (0.0339)
Gramacy 0.0719 (0.024) 0.196 (0.0207) 0.159 (0.0246) 0.995 (0.0033) 0.961 (0.0069) 0.974 (0.00717)
Morokoff & Calflisch 0.00818 (0.00405) 0.0178 (0.00501) 0.0122 (0.0066) 1 (6.08e-05) 1 (0.000106) 1 (0.000137)
Oakley & O’Hagan 0.000203 (7e-05) 1.95e-05 (1.72e-05) 1.56e-06 (6.51e-07) 1 (3.63e-08) 1 (7.45e-10) 1 (2.32e-12)
OTL 0.00857 (0.00161) 0.0225 (0.00458) 0.00548 (0.00121) 1 (3e-05) 0.999 (0.000164) 1 (1.85e-05)
Piston 0.0509 (0.00878) 0.111 (0.0235) 0.0829 (0.0126) 0.997 (0.000536) 0.987 (0.00648) 0.993 (0.00183)
Product-Peak 0.256 (0.0776) 0.398 (0.112) 0.642 (0.138) 0.927 (0.0313) 0.834 (0.066) 0.565 (0.19)
Santner 0.00206 (0.0024) 1.46e-05 (6.65e-06) 0.0827 (0.0267) 1 (1.22e-05) 1 (2e-04) 0.992 (0.0044)
Schwefel 0.99 (0.0615) 0.892 (0.0799) 1.01 (0.0648) 0.0299 (0.0868) 0.262 (0.0856) 0.014 (0.0125)
Measures of Prediction Variability
ECP RILTest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 0.986 (0.0162) 1 (0) 1 (0.00125) 0.547 (0.458) 0.175 (0.0904) 0.7 (0.175)
Borehole 0.963 (0.0123) 0.95 (0.0228) 0.718 (0.194) 0.199 (0.0396) 0.685 (0.313) 0.119 (0.0859)
Branin 0.987 (0.0125) 0.971 (0.0223) 0.972 (0.068) 0.189 (0.0169) 0.0365 (0.0431) 0.26 (0.0563)
Bratley 0.987 (0.0095) 0.959 (0.0585) 0.992 (0.0233) 0.514 (0.271) 0.0197 (0.0186) 0.0017 (0.00276)
Cheng & Sandu 0.974 (0.0355) 1 (0.002) 0.994 (0.0268) 0.0763 (0.00876) 0.0148 (0.00244) 0.074 (0.0128)
Corner-Peak 0.89 (0.0437) 0.98 (0.0322) 0.694 (0.162) 5.83 (3.45) 11.5 (13.1) 0.632 (0.576)
Currin Exponential 0.946 (0.0415) 0.94 (0.07) 0.863 (0.12) 0.858 (0.241) 0.723 (0.25) 0.699 (0.394)
Currin Sinusoidal 0.998 (5e-04) 1 (0) 1 (0) 0.0307 (0.00135) 0.00351 (0.000264) 0.18 (0.022)
Franke 0.954 (0.0208) 0.936 (0.07) 0.852 (0.0927) 1.47 (0.933) 1.27 (1.35) 2.46 (2.67)
Forrester 0.998 (0.002) 1 (0) 0.873 (0.125) 1.29 (0.459) 0.202 (0.0658) 3.44 (3.76)
G-Function 0.846 (0.0653) 0.908 (0.0533) 0.698 (0.0955) 5.02 (2.28) 7.23 (3.56) 3.72 (3.96)
GP 0.995 (0.016) 0.982 (0.0482) 0.745 (0.077) 1.36 (0.643) 0.672 (0.265) 2.93 (1.26)
Gramacy 0.965 (0.0515) 0.905 (0.092) 0.78 (0.071) 0.276 (0.0377) 5.71 (4.8) 0.323 (0.155)
Morokoff & Calflisch 0.979 (0.0252) 0.909 (0.0614) 0.752 (0.283) 0.302 (0.189) 0.309 (0.252) 0.249 (0.23)
Oakley & O’Hagan 1 (0.001) 1 (0) 1 (0.001) 0.0621 (0.0246) 0.0128 (0.00517) 6.7e-05 (2.34e-05)
OTL 0.97 (0.0263) 0.921 (0.0347) 0.774 (0.197) 0.246 (0.113) 0.57 (0.67) 0.0761 (0.0241)
Piston 0.906 (0.0274) 0.977 (0.0199) 0.712 (0.157) 0.966 (0.422) 2.2 (0.922) 1.03 (0.641)
Product-Peak 0.931 (0.042) 0.979 (0.0242) 0.77 (0.12) 8.15 (3.15) 17.2 (3.59) 6.76 (5.44)
Santner 0.998 (0.002) 1 (0) 0.98 (0.044) 0.067 (0.00691) 0.00667 (0.00104) 0.407 (0.0487)
Schwefel 0.757 (0.0927) 0.891 (0.0392) 0.085 (0.0342) 75.7 (170) 37.1 (10.6) 86 (95.2)
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Table A.4: Median (IQR) of performance metrics computed for emulator comparison
at n = 50d.
Measures of Predictive Performance
RMSPE NSETest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 0.00588 (0.00362) 0.000107 (3.6e-05) 0.00489 (0.000801) 1 (3.98e-05) 1 (6.31e-09) 1 (7.8e-06)
Borehole 0.00347 (0.000689) 0.00646 (0.00094) 0.00486 (0.000997) 1 (4.38e-06) 1 (1.01e-05) 1 (9.79e-06)
Branin 0.0116 (0.00735) 0.000173 (0.000139) 0.0194 (0.00693) 1 (0.000166) 1 (4.89e-08) 1 (0.000201)
Bratley 0.00573 (0.0022) 0.000138 (4.43e-05) 0.0015 (0.000838) 1 (2.27e-05) 1 (1.18e-08) 1 (2.41e-06)
Cheng & Sandu 0.00722 (0.00625) 7.72e-05 (0.00015) 0.00605 (0.00355) 1 (8.66e-05) 1 (3.14e-08) 1 (3.63e-05)
Corner-Peak 1.02 (1.54) 1.1 (1.75) 0.965 (1.51) 0.535 (0.344) 0.521 (0.361) 0.633 (0.363)
Currin Exponential 0.023 (0.00674) 0.017 (0.0121) 0.0315 (0.0134) 0.999 (0.000297) 1 (0.000447) 0.999 (0.000947)
Currin Sinusoidal 0.000102 (7.03e-05) 1.86e-06 (1.05e-07) 0.0045 (0.000652) 1 (1.49e-08) 1 (4.21e-13) 1 (5.5e-06)
Franke 0.0292 (0.0101) 0.0148 (0.00523) 0.14 (0.0309) 0.999 (0.00035) 1 (0.000136) 0.979 (0.00633)
Forrester 0.000441 (0.000558) 7.56e-06 (7.75e-07) 0.029 (0.0029) 1 (7.54e-07) 1 (1.44e-11) 0.999 (0.000233)
G-Function 0.356 (0.109) 0.381 (0.104) 0.34 (0.0818) 0.869 (0.0474) 0.864 (0.0658) 0.882 (0.0476)
GP 0.00952 (0.00288) 0.00207 (0.000649) 0.118 (0.0182) 1 (6.38e-05) 1 (2.98e-06) 0.987 (0.00435)
Gramacy 0.0181 (0.00614) 0.0325 (0.0159) 0.0343 (0.00992) 1 (0.000242) 0.999 (0.0011) 0.999 (0.000671)
Morokoff & Calflisch 0.0752 (0.0187) 0.0836 (0.0157) 0.0755 (0.0134) 0.994 (0.00229) 0.993 (0.00227) 0.994 (0.00223)
Oakley & O’Hagan 0.000208 (8.87e-05) 6.07e-06 (2.91e-06) 3.67e-07 (1.02e-07) 1 (3.65e-08) 1 (4.01e-11) 1 (8.26e-14)
OTL 0.00266 (0.000298) 0.00397 (0.000334) 0.0016 (0.000352) 1 (1.63e-06) 1 (3.1e-06) 1 (1.1e-06)
Piston 0.0238 (0.00496) 0.0473 (0.0205) 0.0498 (0.00528) 0.999 (0.00015) 0.998 (0.00196) 0.997 (0.000417)
Product-Peak 0.106 (0.044) 0.128 (0.0459) 0.346 (0.0665) 0.99 (0.00501) 0.985 (0.00689) 0.888 (0.0177)
Santner 0.000245 (0.000324) 3.64e-06 (1.44e-07) 0.012 (0.00174) 1 (1.86e-07) 1 (1.86e-12) 1 (4.05e-05)
Schwefel 0.0621 (0.0115) 0.723 (0.0804) 0.15 (0.0369) 0.996 (0.00146) 0.461 (0.0657) 0.975 (0.0116)
Measures of Prediction Variability
ECP RILTest
Function GP TGP BASS GP TGP BASS
Bohachevsky 1 0.995 (0.00675) 1 (0) 0.913 (0.172) 0.172 (0.0631) 0.253 (0.086) 0.0907 (0.0433)
Borehole 0.976 (0.0127) 0.95 (0.0171) 0.707 (0.124) 0.109 (0.168) 0.107 (0.03) 0.0478 (0.0247)
Branin 0.99 (0.009) 1 (0) 0.718 (0.194) 0.0604 (0.00459) 0.121 (0.0722) 0.0336 (0.0131)
Bratley 0.991 (0.0105) 1 (0) 0.939 (0.115) 0.125 (0.035) 0.129 (0.0434) 0.00184 (0.00181)
Cheng & Sandu 0.976 (0.0157) 1 (0) 0.702 (0.156) 0.0265 (0.00213) 0.0174 (0.00181) 0.00856 (0.00293)
Corner-Peak 0.937 (0.0245) 0.986 (0.0227) 0.788 (0.109) 6.45 (5.02) 6.5 (4.96) 1.58 (1.76)
Currin Exponential 0.964 (0.015) 0.988 (0.014) 0.7 (0.189) 0.352 (0.218) 0.14 (0.0754) 0.177 (0.0797)
Currin Sinusoidal 0.998 (0.002) 1 (0) 1 (0) 0.0081 (0.000235) 0.00262 (0.000102) 0.0299 (0.00301)
Franke 0.964 (0.0207) 0.996 (0.017) 0.694 (0.146) 0.458 (0.144) 0.257 (0.152) 1.11 (1.01)
Forrester 0.998 (0.0025) 1 (0) 0.602 (0.114) 0.386 (0.203) 0.114 (0.0373) 0.985 (0.628)
G-Function 0.846 (0.0653) 0.908 (0.0533) 0.698 (0.0955) 5.02 (2.28) 7.23 (3.56) 3.72 (3.96)
GP 1 (0) 0.999 (0.00817) 0.704 (0.142) 0.502 (0.227) 0.0529 (0.0427) 1.57 (1.31)
Gramacy 0.972 (0.011) 0.999 (0.004) 0.732 (0.104) 0.0703 (0.0128) 1.13 (0.859) 0.035 (0.0243)
Morokoff & Calflisch 0.894 (0.0203) 0.983 (0.00875) 0.634 (0.113) 1.2 (0.529) 1.81 (0.705) 0.402 (0.175)
Oakley & O’Hagan 1 (0) 1 (0) 0.982 (0.0762) 0.0163 (0.00976) 0.014 (0.0054) 6.2e-06 (4.6e-06)
OTL 0.985 (0.00733) 0.9 (0.0157) 0.71 (0.111) 0.099 (0.0433) 0.0703 (0.0394) 0.0233 (0.0125)
Piston 0.926 (0.0125) 0.939 (0.0846) 0.698 (0.145) 0.438 (0.137) 0.777 (0.906) 0.584 (0.396)
Product-Peak 0.952 (0.0243) 0.952 (0.0595) 0.729 (0.0752) 3.8 (1.39) 5.46 (4.4) 3.56 (1.17)
Santner 0.998 (0.002) 1 (0) 1 (0.0065) 0.0172 (0.000428) 0.00523 (0.000175) 0.0753 (0.00755)
Schwefel 1 (0) 0.94 (0.031) 0.771 (0.122) 3.91 (1.96) 44.5 (54.4) 2.56 (1.37)
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Performance Metric Tables For
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54
Table B.1: Median (IQR) of performance metrics computed for design comparison at n = 5d.
Measures of Predictive Performance
RMSPE NSETest
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 1210 (501) 4310 (85.3) 1520 (804) 1250 (620) 0.967 (0.0283) 0.581 (0.0138) 0.947 (0.0621) 0.964 (0.0373)
Borehole 2.35 (0.436) 2.09 (0.549) 2.2 (0.477) 2.26 (0.561) 0.997 (0.00106) 0.998 (0.00111) 0.998 (0.001) 0.998 (0.00119)
Branin 31.5 (12.2) 27.1 (3.96) 28.7 (8) 30.4 (10.3) 0.621 (0.307) 0.718 (0.0662) 0.691 (0.175) 0.648 (0.232)
Bratley 0.0495 (0.011) 0.0429 (0.0124) 0.0408 (0.0112) 0.0444 (0.00747) 0.958 (0.0188) 0.967 (0.0189) 0.971 (0.0164) 0.966 (0.0115)
Cheng & Sandu 0.0605 (0.0263) 0.04 (0.0384) 0.0462 (0.0191) 0.0498 (0.0179) 0.974 (0.0222) 0.988 (0.0283) 0.985 (0.0127) 0.983 (0.0144)
Corner-Peak 0.00513 (0.00245) 0.00469 (0.00227) 0.00487 (0.00233) 0.00485 (0.00231) 0.0551 (0.0797) 0.126 (0.114) 0.0575 (0.0659) 0.0529 (0.0885)
Currin 1.43 (0.417) 1.48 (0.0535) 1.46 (0.375) 1.32 (0.461) 0.708 (0.169) 0.688 (0.0356) 0.697 (0.155) 0.753 (0.168)
Franke 0.0561 (0.03) 0.041 (0.014) 0.0511 (0.0171) 0.0477 (0.0154) 0.962 (0.042) 0.98 (0.0137) 0.968 (0.0213) 0.973 (0.0178)
Friedman 1.57 (0.624) 1.5 (0.567) 1.69 (0.992) 1.7 (0.513) 0.898 (0.0908) 0.905 (0.0782) 0.879 (0.147) 0.879 (0.0806)
G-function 0.732 (0.132) 0.746 (0.12) 0.785 (0.103) 0.734 (0.139) 0.282 (0.26) 0.253 (0.25) 0.18 (0.175) 0.288 (0.281)
GP 1 (0.618) 1.04 (0.955) 0.865 (0.421) 0.982 (0.535) 0.958 (0.0572) 0.954 (0.104) 0.968 (0.0302) 0.957 (0.0447)
Lim 0.567 (0.19) 0.363 (0.225) 0.441 (0.121) 0.556 (0.247) 0.917 (0.0557) 0.965 (0.0558) 0.948 (0.0317) 0.919 (0.0713)
Moon 0.0438 (0.0178) 0.0302 (0.00736) 0.03 (0.0117) 0.0324 (0.0155) 0.998 (0.00183) 0.999 (0.000519) 0.999 (0.000832) 0.999 (0.00127)
Morokoff & Caflisch 0.148 (0.0287) 0.142 (0.0185) 0.156 (0.0179) 0.131 (0.0217) 0.834 (0.0661) 0.847 (0.0403) 0.818 (0.0409) 0.868 (0.0429)
Oakley & O’Hagan 7.45e-05 (4.74e-05) 4.62e-05 (3.98e-06) 5.96e-05 (1.73e-05) 8.04e-05 (4.75e-05) 1 (2.39e-05) 1 (1.14e-06) 1 (6.28e-06) 1 (2.18e-05)
OTL 0.0453 (0.0148) 0.0391 (0.00863) 0.0389 (0.00862) 0.0421 (0.0136) 0.998 (0.000984) 0.999 (0.000571) 0.999 (0.000509) 0.999 (0.000999)
Piston 0.0196 (0.00435) 0.0185 (0.00406) 0.0192 (0.00428) 0.0203 (0.00547) 0.98 (0.00882) 0.983 (0.00799) 0.981 (0.0085) 0.979 (0.0116)
Product Peak 457000 (104000) 450000 (61400) 447000 (26600) 558000 (212000) -0.0457 (0.442) 0.0031 (0.203) -0.0161 (0.073) -0.55 (1.23)
Schwefel 492 (50.5) 496 (31.1) 483 (42.8) 497 (72.5) -0.293 (0.241) -0.315 (0.176) -0.232 (0.225) -0.306 (0.377)
Trid 319 (262) 534 (103) 552 (90.7) 298 (213) 0.707 (0.562) 0.188 (0.297) 0.123 (0.293) 0.751 (0.379)
Measures of Prediction Variability
ECP RILTest
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 1 (0.0085) 0.139 (0.0101) 0.947 (0.15) 0.995 (0.0229) 2.25 (1.94) 0.212 (3.86e-05) 1.76 (1) 2.02 (1.21)
Borehole 0.957 (0.038) 0.965 (0.0336) 0.967 (0.032) 0.96 (0.0328) 0.168 (0.0226) 0.164 (0.0258) 0.166 (0.0139) 0.168 (0.0237)
Branin 0.838 (0.303) 0.878 (0.0591) 0.859 (0.156) 0.865 (0.22) 3.23 (4.67) 2.47 (0.303) 3.64 (3.97) 4.75 (5.86)
Bratley 0.867 (0.0997) 0.83 (0.106) 0.872 (0.109) 0.872 (0.091) 2.14 (1.42) 1.91 (1.17) 1.75 (1.35) 2.09 (1.32)
Cheng & Sandu 0.916 (0.0914) 0.965 (0.117) 0.95 (0.0524) 0.935 (0.0705) 0.9 (0.387) 0.571 (0.227) 0.601 (0.231) 0.659 (0.579)
Corner Peak 0.764 (0.116) 0.815 (0.0966) 0.804 (0.112) 0.792 (0.104) 15 (24.8) 20.4 (18) 21 (23.6) 39.9 (65.6)
Currin 0.746 (0.178) 0.783 (0.0252) 0.748 (0.172) 0.787 (0.14) 0.26 (0.166) 0.346 (0.0314) 0.278 (0.217) 0.257 (0.145)
Franke 0.917 (0.118) 0.954 (0.0924) 0.922 (0.0954) 0.941 (0.0753) 0.874 (0.672) 0.776 (0.228) 0.806 (0.272) 0.846 (0.273)
Friedman 0.914 (0.125) 0.923 (0.198) 0.839 (0.264) 0.871 (0.167) 0.419 (0.0674) 0.377 (0.0692) 0.377 (0.0679) 0.407 (0.107)
G-function 0.667 (0.207) 0.59 (0.186) 0.572 (0.177) 0.668 (0.139) 4.62 (4.22) 3.18 (3.37) 2.63 (2.73) 3.54 (4.18)
GP 1 (0.0723) 1 (0.00425) 1 (0) 1 (0) 0.908 (0.555) 0.665 (0.362) 0.872 (0.653) 0.922 (1.01)
Lim 0.879 (0.115) 0.943 (0.0469) 0.925 (0.0899) 0.889 (0.127) 0.912 (1.14) 0.673 (0.136) 1 (1) 1.38 (1.41)
Moon 1 (0.000667) 1 (0) 1 (0) 1 (0) 0.231 (0.022) 0.187 (0.0101) 0.196 (0.0151) 0.217 (0.0171)
Morokoff & Caflisch 0.842 (0.0823) 0.777 (0.107) 0.745 (0.156) 0.836 (0.0787) 0.504 (0.205) 0.379 (0.0991) 0.443 (0.139) 0.397 (0.102)
Oakley & O’Hagan 1 (0) 1 (0) 1 (0) 1 (0) 0.000281 (3.39e-05) 0.000232 (1.32e-06) 0.000239 (9.58e-06) 0.000268 (2.79e-05)
OTL 0.986 (0.0298) 0.988 (0.0153) 0.992 (0.021) 0.993 (0.0298) 0.0399 (0.00283) 0.0367 (0.00223) 0.0382 (0.00244) 0.0396 (0.0032)
Piston 0.914 (0.0608) 0.912 (0.0549) 0.904 (0.0654) 0.903 (0.0662) 0.132 (0.0325) 0.122 (0.0221) 0.124 (0.02) 0.125 (0.0192)
Product Peak 0.774 (0.0858) 0.729 (0.133) 0.584 (0.132) 0.827 (0.144) 20.7 (11.5) 11.4 (10) 2.68 (2.61) 18.8 (20.1)
Schwefel 0.694 (0.175) 0.558 (0.157) 0.675 (0.133) 0.66 (0.185) 0.53 (0.188) 0.392 (0.128) 0.504 (0.154) 0.5 (0.166)
Trid 0.912 (0.295) 0.668 (0.162) 0.636 (0.206) 0.96 (0.282) 1.27 (0.272) 1.22 (0.344) 1.03 (0.281) 1.05 (0.13)
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Table B.2: Median (IQR) of performance metrics computed for design comparison at n = 10d.
Measures of Predictive Performance
RMSPE NSETest
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 478 (155) 324 (65.5) 347 (106) 347 (87.4) 0.995 (0.00346) 0.998 (0.000983) 0.997 (0.00182) 0.997 (0.00135)
Borehole 1.1 (0.305) 0.947 (0.143) 1.02 (0.241) 0.961 (0.244) 0.999 (0.000309) 1 (0.000131) 1 (0.00023) 1 (0.000211)
Branin 8.32 (5.91) 5 (1.21) 6.18 (3.2) 6.33 (3.89) 0.973 (0.0394) 0.991 (0.00488) 0.985 (0.0152) 0.984 (0.0207)
Bratley 0.0256 (0.00517) 0.0235 (0.00415) 0.0231 (0.00427) 0.0241 (0.0052) 0.989 (0.00502) 0.99 (0.00339) 0.991 (0.00351) 0.99 (0.00428)
Cheng & Sandu 0.0237 (0.014) 0.0164 (0.00633) 0.0185 (0.00645) 0.0189 (0.0112) 0.996 (0.00465) 0.998 (0.00156) 0.998 (0.00178) 0.997 (0.00319)
Corner-Peak 0.00541 (0.0027) 0.00516 (0.00232) 0.00548 (0.00255) 0.00553 (0.00305) 0.0875 (0.122) 0.164 (0.139) 0.14 (0.139) 0.165 (0.15)
Currin 0.556 (0.364) 0.37 (0.0759) 0.455 (0.162) 0.442 (0.263) 0.956 (0.0614) 0.98 (0.00765) 0.97 (0.0211) 0.972 (0.038)
Franke 0.018 (0.00497) 0.0148 (0.00432) 0.0171 (0.00303) 0.0173 (0.00484) 0.996 (0.00219) 0.997 (0.00156) 0.996 (0.00125) 0.996 (0.00191)
Friedman 0.599 (0.156) 0.482 (0.123) 0.546 (0.118) 0.566 (0.145) 0.985 (0.00749) 0.99 (0.00558) 0.988 (0.0051) 0.986 (0.00752)
G-function 0.609 (0.0806) 0.613 (0.0761) 0.679 (0.0892) 0.609 (0.0967) 0.503 (0.139) 0.491 (0.118) 0.39 (0.157) 0.495 (0.179)
GP 0.269 (0.183) 0.151 (0.0544) 0.167 (0.0617) 0.183 (0.0773) 0.997 (0.0048) 0.999 (0.000734) 0.999 (0.000931) 0.999 (0.00126)
Lim 0.212 (0.104) 0.121 (0.019) 0.148 (0.0481) 0.154 (0.057) 0.988 (0.012) 0.996 (0.00117) 0.994 (0.00378) 0.994 (0.00472)
Moon 0.0149 (0.00553) 0.0116 (0.00292) 0.0126 (0.00262) 0.0112 (0.00267) 1 (2e-04) 1 (7.44e-05) 1 (7.5e-05) 1 (8.13e-05)
Morokoff & Caflisch 0.111 (0.0219) 0.104 (0.0199) 0.114 (0.0278) 0.0986 (0.0124) 0.905 (0.0378) 0.918 (0.0308) 0.902 (0.0469) 0.927 (0.0183)
Oakley & OH́agan 1.5e-05 (5.6e-06) 1.24e-05 (2.2e-06) 1.33e-05 (3.23e-06) 1.38e-05 (5.2e-06) 1 (5.32e-07) 1 (1.67e-07) 1 (2.62e-07) 1 (4.49e-07)
OTL 0.0222 (0.00344) 0.0207 (0.00231) 0.0206 (0.00259) 0.0212 (0.00391) 1 (0.00012) 1 (6.98e-05) 1 (8.22e-05) 1 (0.000122)
Piston 0.0116 (0.00203) 0.0102 (0.00144) 0.0107 (0.00162) 0.0116 (0.00191) 0.993 (0.00231) 0.995 (0.00137) 0.994 (0.00189) 0.993 (0.00213)
Product Peak 421000 (132000) 424000 (77500) 432000 (39400) 457000 (108000) 0.145 (0.531) 0.0734 (0.283) 0.0669 (0.142) 0.0233 (0.538)
Schwefel 457 (27.4) 468 (32.2) 465 (26.9) 464 (30.1) -0.117 (0.141) -0.164 (0.156) -0.159 (0.14) -0.151 (0.164)
Trid 62.3 (15.8) 51.4 (9.08) 55.8 (7.61) 47.7 (9.69) 0.989 (0.00526) 0.993 (0.0029) 0.991 (0.00212) 0.994 (0.00278)
Measures of Prediction Variability
ECP RIL
Test
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 1 (0.0025) 0.996 (0.00525) 0.999 (0.00575) 1 (0.001) 1.06 (0.807) 0.806 (0.501) 1 (0.542) 1.02 (0.607)
Borehole 0.972 (0.0215) 0.979 (0.0165) 0.974 (0.0176) 0.978 (0.0189) 0.0868 (0.00969) 0.0831 (0.00659) 0.0841 (0.00566) 0.0878 (0.00814)
Branin 0.971 (0.0583) 0.982 (0.0106) 0.977 (0.0359) 0.972 (0.0399) 2.81 (3.34) 2.29 (1.34) 2.74 (1.7) 2.76 (1.94)
Bratley 0.941 (0.0408) 0.922 (0.0453) 0.943 (0.0457) 0.944 (0.0478) 1.66 (1.02) 1.28 (0.962) 1.29 (0.768) 1.4 (0.868)
Cheng & Sandu 0.963 (0.0525) 0.974 (0.011) 0.974 (0.0176) 0.974 (0.0418) 0.357 (0.261) 0.28 (0.0953) 0.338 (0.172) 0.364 (0.186)
Corner Peak 0.847 (0.07) 0.875 (0.0453) 0.862 (0.0422) 0.864 (0.0563) 24.5 (32.8) 37 (35.4) 28.4 (19.1) 39.5 (41.4)
Currin 0.902 (0.108) 0.94 (0.0415) 0.911 (0.063) 0.888 (0.0706) 0.194 (0.0643) 0.154 (0.0266) 0.161 (0.0498) 0.164 (0.0395)
Franke 0.973 (0.0204) 0.973 (0.0209) 0.971 (0.0181) 0.97 (0.0311) 0.394 (0.0915) 0.344 (0.0727) 0.363 (0.0648) 0.379 (0.0634)
Friedman 0.984 (0.0297) 0.99 (0.0191) 0.983 (0.0251) 0.973 (0.033) 0.199 (0.0138) 0.18 (0.0104) 0.183 (0.0101) 0.184 (0.0138)
G-function 0.785 (0.0868) 0.718 (0.0748) 0.719 (0.102) 0.742 (0.106) 5.87 (3.38) 4.87 (2.23) 4.11 (2.75) 4.38 (3.3)
GP 1 (0) 1 (0) 1 (0) 1 (0) 0.472 (0.375) 0.406 (0.396) 0.402 (0.337) 0.448 (0.384)
Lim 0.943 (0.0786) 0.982 (0.0103) 0.968 (0.0275) 0.966 (0.0486) 0.549 (0.522) 0.385 (0.437) 0.553 (0.464) 0.606 (0.486)
Moon 1 (0.000583) 1 (0.000667) 1 (0.000333) 1 (0) 0.0945 (0.00674) 0.0787 (0.00388) 0.0852 (0.00434) 0.0881 (0.00683)
Morokoff & Caflisch 0.847 (0.0584) 0.833 (0.0672) 0.82 (0.0869) 0.82 (0.0576) 0.403 (0.121) 0.33 (0.0741) 0.344 (0.0812) 0.276 (0.0751)
Oakley & OH́agan 1 (0) 1 (0) 1 (0) 1 (0) 9.69e-05 (6.21e-06) 8.79e-05 (1.79e-06) 8.79e-05 (2.57e-06) 9.04e-05 (3.39e-06)
OTL 0.981 (0.0205) 0.981 (0.0128) 0.987 (0.0139) 0.98 (0.0168) 0.0191 (0.00107) 0.0176 (0.000762) 0.0189 (0.00106) 0.0187 (0.000827)
Piston 0.924 (0.0373) 0.934 (0.0276) 0.937 (0.024) 0.926 (0.0356) 0.0781 (0.0106) 0.0732 (0.00696) 0.0776 (0.0114) 0.076 (0.0104)
Product Peak 0.847 (0.0764) 0.808 (0.0986) 0.752 (0.0918) 0.879 (0.0805) 30.9 (21.7) 19.7 (16.3) 6.11 (6.42) 21.8 (18.8)
Schwefel 0.794 (0.122) 0.712 (0.114) 0.779 (0.0869) 0.767 (0.112) 0.604 (0.117) 0.511 (0.0996) 0.578 (0.0877) 0.582 (0.13)
Trid 0.999 (0.00175) 0.999 (0.0019) 0.998 (0.00155) 1 (8e-04) 0.569 (0.102) 0.533 (0.109) 0.536 (0.0814) 0.527 (0.0615)
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Table B.3: Median (IQR) of performance metrics computed for design comparison at n = 15d.
Measures of Predictive Performance
RMSPE NSETest
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 272 (111) 184 (28.3) 210 (56) 186 (36.2) 0.998 (0.00141) 0.999 (0.000231) 0.999 (0.000535) 0.999 (0.000313)
Borehole 0.663 (0.151) 0.58 (0.124) 0.614 (0.144) 0.608 (0.113) 1 (9.26e-05) 1 (7.03e-05) 1 (8.66e-05) 1 (6.6e-05)
Branin 3.83 (2.3) 2.54 (0.868) 2.76 (1.61) 2.69 (1.24) 0.994 (0.00694) 0.998 (0.0017) 0.997 (0.0038) 0.997 (0.00262)
Bratley 0.0186 (0.00316) 0.0162 (0.00279) 0.0163 (0.00211) 0.0159 (0.00276) 0.994 (0.00208) 0.995 (0.00175) 0.995 (0.00111) 0.996 (0.00157)
Cheng & Sandu 0.0124 (0.00957) 0.00987 (0.00278) 0.0106 (0.00394) 0.00878 (0.00479) 0.999 (0.00203) 0.999 (4e-04) 0.999 (0.000589) 0.999 (0.000709)
Corner-Peak 0.00479 (0.00284) 0.00447 (0.00288) 0.00452 (0.00267) 0.00482 (0.00277) 0.165 (0.141) 0.256 (0.206) 0.224 (0.189) 0.193 (0.248)
Currin 0.276 (0.106) 0.205 (0.0404) 0.252 (0.115) 0.272 (0.138) 0.989 (0.00926) 0.994 (0.0026) 0.991 (0.00929) 0.989 (0.0107)
Franke 0.011 (0.00293) 0.00917 (0.00215) 0.011 (0.0022) 0.00999 (0.00288) 0.999 (0.000792) 0.999 (0.000454) 0.999 (0.000587) 0.999 (0.000707)
Friedman 0.347 (0.0801) 0.28 (0.0435) 0.316 (0.0836) 0.297 (0.054) 0.995 (0.00237) 0.997 (0.0011) 0.996 (0.00247) 0.996 (0.00138)
G-function 0.505 (0.07) 0.497 (0.0517) 0.514 (0.0837) 0.469 (0.0576) 0.653 (0.101) 0.664 (0.0628) 0.642 (0.128) 0.701 (0.0795)
GP 0.117 (0.0537) 0.0705 (0.03) 0.0863 (0.0258) 0.0739 (0.0269) 0.999 (0.000513) 1 (0.000193) 1 (0.000202) 1 (0.000182)
Lim 0.0917 (0.0399) 0.0658 (0.0122) 0.0839 (0.0186) 0.0817 (0.0262) 0.998 (0.00198) 0.999 (0.000406) 0.998 (0.000815) 0.998 (0.00111)
Moon 0.00834 (0.0027) 0.00606 (0.00154) 0.00706 (0.00184) 0.00639 (0.00141) 1 (5.34e-05) 1 (2.23e-05) 1 (3.17e-05) 1 (2.11e-05)
Morokoff & Caflisch 0.0877 (0.017) 0.0735 (0.0069) 0.0857 (0.0202) 0.0832 (0.00982) 0.941 (0.0206) 0.959 (0.00793) 0.944 (0.0272) 0.947 (0.0133)
Oakley & OH́agan 6.45e-06 (2.06e-06) 5.47e-06 (1.17e-06) 5.92e-06 (1.44e-06) 5.91e-06 (1.81e-06) 1 (8.62e-08) 1 (3.93e-08) 1 (5.08e-08) 1 (6.75e-08)
OTL 0.0148 (0.0024) 0.0125 (0.00165) 0.0139 (0.00194) 0.0143 (0.00148) 1 (5.69e-05) 1 (2.98e-05) 1 (4.25e-05) 1 (3.47e-05)
Piston 0.00886 (0.00157) 0.00791 (0.00115) 0.00823 (0.00125) 0.00827 (0.00136) 0.996 (0.00136) 0.997 (0.000966) 0.996 (0.00101) 0.996 (0.00121)
Product Peak 323000 (118000) 304000 (144000) 384000 (70600) 302000 (198000) 0.513 (0.409) 0.53 (0.481) 0.204 (0.315) 0.544 (0.816)
Schwefel 450 (16.8) 450 (22) 447 (22.3) 455 (25.4) -0.0696 (0.0788) -0.08 (0.113) -0.0708 (0.119) -0.108 (0.115)
Trid 36.5 (4.47) 32.3 (4.3) 32.9 (4.12) 28.3 (3.08) 0.996 (0.000932) 0.997 (0.000764) 0.997 (0.000662) 0.998 (0.000531)
Measures of Prediction Variability
ECP RIL
Test
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 0.998 (0.009) 1 (0.00238) 1 (0.0035) 1 (0) 0.663 (0.387) 0.523 (0.247) 0.551 (0.285) 0.58 (0.272)
Borehole 0.977 (0.0162) 0.982 (0.0143) 0.98 (0.0158) 0.981 (0.0132) 0.0584 (0.00475) 0.0564 (0.00457) 0.0577 (0.00394) 0.0585 (0.00337)
Branin 0.986 (0.02) 0.99 (0.00738) 0.99 (0.0159) 0.994 (0.00937) 2.29 (1.82) 2.03 (1.33) 1.98 (1.35) 2.12 (1.17)
Bratley 0.948 (0.0446) 0.956 (0.0319) 0.96 (0.0187) 0.97 (0.0277) 1.2 (0.968) 1.07 (0.649) 0.983 (0.321) 1.06 (0.528)
Cheng & Sandu 0.974 (0.0379) 0.981 (0.0119) 0.981 (0.0129) 0.987 (0.0169) 0.225 (0.0942) 0.187 (0.0859) 0.19 (0.106) 0.208 (0.135)
Corner Peak 0.885 (0.0719) 0.894 (0.0417) 0.893 (0.0443) 0.9 (0.0376) 22.1 (28.2) 24.4 (23.2) 25.5 (34.6) 57.2 (72.2)
Currin 0.942 (0.0541) 0.963 (0.0224) 0.95 (0.0397) 0.942 (0.0415) 0.134 (0.0305) 0.106 (0.011) 0.11 (0.0201) 0.117 (0.0242)
Franke 0.977 (0.0209) 0.969 (0.0178) 0.969 (0.024) 0.973 (0.0116) 0.246 (0.0389) 0.215 (0.0239) 0.236 (0.0442) 0.234 (0.0436)
Friedman 0.992 (0.014) 0.996 (0.00675) 0.991 (0.0157) 0.995 (0.0112) 0.13 (0.00594) 0.119 (0.0038) 0.123 (0.00579) 0.124 (0.00369)
G-function 0.84 (0.0902) 0.81 (0.0842) 0.772 (0.0902) 0.838 (0.0725) 4.96 (3.29) 4.55 (3.36) 4.52 (2.47) 4.78 (2.41)
GP 1 (0) 1 (0) 1 (0) 1 (0) 0.322 (0.327) 0.219 (0.154) 0.253 (0.159) 0.261 (0.149)
Lim 0.98 (0.0284) 0.99 (0.00975) 0.98 (0.0171) 0.978 (0.0274) 0.283 (0.299) 0.254 (0.18) 0.31 (0.309) 0.305 (0.276)
Moon 1 (0.001) 1 (0.000333) 1 (0.000333) 1 (0) 0.0553 (0.00319) 0.0479 (0.00182) 0.052 (0.00194) 0.0524 (0.0022)
Morokoff & Caflisch 0.866 (0.042) 0.894 (0.0372) 0.864 (0.0456) 0.839 (0.0406) 0.31 (0.0924) 0.282 (0.0513) 0.32 (0.0666) 0.276 (0.0974)
Oakley & OH́agan 1 (5e-04) 1 (5e-04) 1 (5e-04) 1 (0.001) 5.21e-05 (2.3e-06) 4.94e-05 (9.87e-07) 4.88e-05 (1.55e-06) 4.93e-05 (1.65e-06)
OTL 0.981 (0.0174) 0.989 (0.00796) 0.986 (0.0165) 0.981 (0.0123) 0.0126 (0.000765) 0.0121 (0.000415) 0.0124 (0.000499) 0.0125 (0.000481)
Piston 0.926 (0.0308) 0.937 (0.0199) 0.932 (0.021) 0.933 (0.0277) 0.0592 (0.0097) 0.0564 (0.00561) 0.0584 (0.00638) 0.0583 (0.00678)
Product Peak 0.904 (0.0754) 0.91 (0.0494) 0.816 (0.0561) 0.94 (0.0523) 34.5 (22.3) 37 (22.2) 12.6 (14) 34.8 (38.3)
Schwefel 0.834 (0.0686) 0.799 (0.0905) 0.826 (0.101) 0.791 (0.0891) 0.646 (0.0972) 0.586 (0.0934) 0.625 (0.102) 0.598 (0.106)
Trid 0.998 (0.00155) 0.998 (0.0022) 0.998 (0.0014) 1 (0.00095) 0.348 (0.0378) 0.328 (0.0589) 0.349 (0.0795) 0.347 (0.0723)
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Table B.4: Median (IQR) of performance metrics computed for design comparison at n = 20d.
Measures of Predictive Performance
RMSPE NSETest
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 174 (62.4) 109 (20) 146 (36.6) 113 (37.1) 0.999 (0.000515) 1 (9.56e-05) 1 (0.000237) 1 (0.00021)
Borehole 0.453 (0.0634) 0.451 (0.108) 0.464 (0.0929) 0.427 (0.0865) 1 (2.68e-05) 1 (4.71e-05) 1 (4.4e-05) 1 (3.74e-05)
Branin 2.33 (1.53) 1.69 (0.515) 2.16 (0.972) 1.73 (1.06) 0.998 (0.00294) 0.999 (0.000694) 0.998 (0.00151) 0.999 (0.00138)
Bratley 0.0141 (0.00281) 0.0123 (0.00148) 0.0126 (0.00201) 0.0119 (0.00179) 0.997 (0.00136) 0.997 (0.00068) 0.997 (0.000871) 0.998 (0.000759)
Cheng & Sandu 0.00907 (0.00529) 0.00681 (0.00266) 0.00763 (0.00452) 0.00698 (0.00212) 0.999 (0.000703) 1 (0.000278) 1 (0.000536) 1 (0.000211)
Corner-Peak 0.00481 (0.00315) 0.00476 (0.00251) 0.00478 (0.00248) 0.00523 (0.00373) 0.259 (0.23) 0.299 (0.222) 0.228 (0.175) 0.241 (0.262)
Currin 0.221 (0.065) 0.157 (0.0421) 0.169 (0.0445) 0.174 (0.0697) 0.993 (0.00393) 0.996 (0.00178) 0.996 (0.00209) 0.996 (0.00376)
Franke 0.0234 (0.00758) 0.0163 (0.00202) 0.018 (0.0038) 0.0175 (0.00324) 0.993 (0.00433) 0.997 (0.000758) 0.996 (0.00176) 0.996 (0.00153)
Friedman 0.215 (0.0548) 0.178 (0.0309) 0.202 (0.0372) 0.194 (0.0284) 0.998 (0.00103) 0.999 (0.000451) 0.998 (0.000633) 0.998 (0.000476)
G-function 0.437 (0.052) 0.42 (0.0731) 0.448 (0.0513) 0.388 (0.0473) 0.747 (0.0724) 0.766 (0.0709) 0.732 (0.0635) 0.8 (0.0442)
GP 0.067 (0.0353) 0.0393 (0.0137) 0.052 (0.0198) 0.044 (0.0121) 1 (0.000184) 1 (4.38e-05) 1 (8.74e-05) 1 (5.16e-05)
Lim 0.0621 (0.0118) 0.0439 (0.00681) 0.0537 (0.011) 0.0525 (0.014) 0.999 (0.000455) 0.999 (0.000131) 0.999 (0.000319) 0.999 (0.000388)
Moon 0.00553 (0.00162) 0.00396 (0.000729) 0.00458 (0.00102) 0.00407 (0.000926) 1 (2.11e-05) 1 (6.39e-06) 1 (1.1e-05) 1 (8.79e-06)
Morokoff & Caflisch 0.0732 (0.0112) 0.0664 (0.00451) 0.0706 (0.00828) 0.0733 (0.00979) 0.959 (0.0133) 0.967 (0.00461) 0.962 (0.009) 0.959 (0.0115)
Oakley & OH́agan 4.84e-06 (1.34e-06) 3.78e-06 (4.9e-07) 4.37e-06 (9.3e-07) 4.56e-06 (7.47e-07) 1 (3.7e-08) 1 (1.07e-08) 1 (2.45e-08) 1 (2e-08)
OTL 0.00996 (0.0019) 0.00929 (0.00105) 0.00947 (0.0015) 0.00936 (0.00137) 1 (2.85e-05) 1 (1.5e-05) 1 (2.24e-05) 1 (2.01e-05)
Piston 0.00687 (0.00103) 0.00657 (0.000781) 0.00682 (0.00122) 0.00666 (0.00122) 0.998 (0.000715) 0.998 (0.00051) 0.998 (0.000875) 0.998 (0.000891)
Product Peak 3e+05 (87000) 281000 (105000) 341000 (65300) 257000 (95500) 0.588 (0.244) 0.643 (0.301) 0.458 (0.173) 0.691 (0.202)
Schwefel 440 (20.6) 447 (20.5) 443 (15.8) 445 (19.3) -0.0296 (0.0958) -0.0663 (0.118) -0.0449 (0.0859) -0.0576 (0.0926)
Trid 25.4 (3.71) 23.9 (3.18) 25.3 (4.44) 20.6 (2.26) 0.998 (0.000547) 0.998 (0.000423) 0.998 (0.00064) 0.999 (0.000282)
Measures of Prediction Variability
ECP RIL
Test
Function LHD MaxPro S-optimal Maximin LHD MaxPro S-optimal Maximin
Bohachevsky 1 0.998 (0.0065) 1 (0) 1 (0.0025) 1 (5e-04) 0.433 (0.375) 0.295 (0.145) 0.418 (0.234) 0.401 (0.213)
Borehole 0.982 (0.00969) 0.98 (0.00934) 0.979 (0.0141) 0.984 (0.00925) 0.0431 (0.00273) 0.0413 (0.00258) 0.0426 (0.00343) 0.0435 (0.00302)
Branin 0.992 (0.0181) 0.99 (0.00487) 0.989 (0.0111) 0.994 (0.0124) 1.71 (0.984) 1.53 (0.765) 1.73 (0.788) 1.62 (0.891)
Bratley 0.957 (0.0293) 0.96 (0.0165) 0.961 (0.0199) 0.975 (0.0197) 1.04 (0.395) 0.823 (0.416) 0.782 (0.395) 0.843 (0.446)
Cheng & Sandu 0.978 (0.0308) 0.985 (0.0112) 0.982 (0.0235) 0.984 (0.0119) 0.17 (0.166) 0.145 (0.0812) 0.148 (0.0704) 0.152 (0.0646)
Corner Peak 0.905 (0.0371) 0.921 (0.0401) 0.919 (0.0279) 0.913 (0.0264) 39.4 (56.6) 32.1 (48) 27.9 (36.8) 47.3 (75)
Currin 0.948 (0.0375) 0.972 (0.0159) 0.964 (0.0319) 0.953 (0.0324) 0.0989 (0.0207) 0.0808 (0.00523) 0.0926 (0.0107) 0.0866 (0.0167)
Franke 0.969 (0.0245) 0.97 (0.0175) 0.971 (0.0218) 0.974 (0.0231) 0.501 (0.133) 0.355 (0.0453) 0.407 (0.0764) 0.419 (0.0715)
Friedman 0.998 (0.00735) 0.999 (0.00215) 0.998 (0.00485) 0.998 (0.0036) 0.0958 (0.00402) 0.0876 (0.00298) 0.0918 (0.00229) 0.0905 (0.00228)
G-function 0.865 (0.0493) 0.841 (0.0811) 0.804 (0.0884) 0.871 (0.0576) 4.57 (1.98) 4.95 (2.27) 4.33 (1.85) 4.52 (2.06)
GP 1 (0) 1 (0) 1 (0) 1 (0) 0.19 (0.163) 0.163 (0.124) 0.162 (0.123) 0.15 (0.0881)
Lim 0.985 (0.0214) 0.992 (0.00775) 0.99 (0.0161) 0.987 (0.0168) 0.169 (0.121) 0.165 (0.115) 0.166 (0.0945) 0.153 (0.0702)
Moon 1 (0.000667) 1 (0) 1 (0.000333) 1 (0) 0.0388 (0.00238) 0.0335 (0.00136) 0.0367 (0.00216) 0.0361 (0.00196)
Morokoff & Caflisch 0.89 (0.0376) 0.894 (0.0333) 0.888 (0.0428) 0.859 (0.0378) 0.264 (0.0762) 0.239 (0.0463) 0.28 (0.048) 0.24 (0.043)
Oakley & OH́agan 1 (0.000875) 1 (0.001) 1 (0.0015) 1 (0.001) 3.43e-05 (1.43e-06) 3.32e-05 (7.58e-07) 3.25e-05 (8.16e-07) 3.27e-05 (1.18e-06)
OTL 0.987 (0.0118) 0.988 (0.00763) 0.989 (0.011) 0.99 (0.00908) 0.00936 (0.000341) 0.0088 (0.00018) 0.00929 (0.000295) 0.00923 (0.000238)
Piston 0.936 (0.0229) 0.94 (0.0218) 0.935 (0.0216) 0.935 (0.0176) 0.0476 (0.00511) 0.0453 (0.00377) 0.0465 (0.00416) 0.0474 (0.00352)
Product Peak 0.922 (0.0384) 0.933 (0.0325) 0.87 (0.0587) 0.955 (0.0364) 42.4 (27.5) 47.8 (37.8) 22 (13.8) 49.3 (37.9)
Schwefel 0.874 (0.0489) 0.806 (0.0665) 0.846 (0.0622) 0.843 (0.0741) 0.677 (0.0945) 0.602 (0.0812) 0.641 (0.0554) 0.631 (0.078)




Table C.1: Test functions used for emulation and design comparison in this work.
Implementations of all functions in R were retrieved from the Virtual Library of
Simulation Experiments [63].
Test Function Name D f(x)
Currin et al. [17]
Sinusoidal Function 1 f(x) = sin(2π(x− 0.1))
Forrester et al. [22]
Function 1 f(x) = (6x− 2)
2 sin(12x− 4)
Higdon [33] and













, if x < 10
x
10 − 1, otherwise
Bohachevsky Function 1 2 f(x) = x
2
1 + 2x22−0.3 cos(3πx1)−
0.4 cos(4πx2) + 0.7
Branin Function 2 f(x) = a(x2 − bx
2
1+cx1 − r2)+
s(1− t) cos(x1) + s
Cheng & Sandu [14]
Function 2 f(x) = cos(x1 + x2) exp(x1x2)
Currin et al. [17]
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Table C.1 – continued from previous page
Test Function Name D f(x)
Franke’s Function [25] 2
f(x) = 0.75 exp
(

























0.2 exp−(9x1 − 4)2 − (9x2 − 7)2
Lim et al. [44] Function 2



















Oakley and O’Hagan [56]
2-Dimensional Function 2 f(x) = 5 + x1 + x2 + 2 cos(x1) + 2 sin(x2)
Williams et al. [67] Function 2 f(x) = (x1 + 1) cos(πx2) + 0x3
Bratley et al. [8]












Gaussian Process Realization 3
G-Function [59] 4 f(x) = ∏di=1 |4xi−2|+(i−2)/21+(i−1)/2
Moon [52] Low-
Dimensionality Function 3 f(x) = x1 + x2 + 3x1x3











Schwefel [43] Function 5 f(x) = 418.9828d−∑di=1 xi sin(√|xi|)
Morokoff and Caflisch [53]
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Test Function Name D f(x)






β(Rc2 + 9) +Rf
+
0.74Rfβ(Rc2 + 9)
(β(Rc2 + 9) +Rf )Rc1















A = P0S + 19.62M − kV0/S
Borehole Function [32] 8 f(x) = 2πTu(Hu−Hl)
ln(r/rw)
(
1+ 2LTu
ln(r/rw)r2wKw
+ TuTl
)
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