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El presente documento persigue dos objetivos fundamentales: por
un lado, extender, a la clase de los (3,2)-juegos simples o juegos con
abstencio´n, diversas medidas e ı´ndices de poder de uso recurrente en
materia de juegos simples; y por otro lado, disen˜ar procedimientos
computacionales que permitan su ca´lculo de manera ma´s o menos
eficiente. Las principales medidas de poder extendidas son entendidas
como particularizaciones de una serie de conceptos probabil´ısticos
que revisamos para juegos simples e introducimos para (3,2)-juegos.
Por su parte, los algoritmos utilizados para su obtencio´n se basan en
el uso de funciones generatrices. Se cierra el trabajo con un ejemplo
de aplicacio´n a un sistema de votacio´n real.
0. Introduccio´n
Mucho se ha escrito ya, pese a ser una rama relativamente reciente de las matema´ti-
cas, acerca de los juegos simples, y de las herramientas para cuantificar, de algu´n modo,
el poder de cada uno de los jugadores que en ellos intervienen. Muchos autores (Banzhaf,
Coleman, Shapley, Shubik, Johnston, Rae, Ko¨nig, entre otros) han desarrollado ı´ndices y
medidas de poder individual y colectivo basa´ndose en dos posibles enfoques: mientras que
unos dan ma´s importancia al hecho de tener e´xito en el juego (esto es, que el voto del
jugador coincida con el output final), otros basan sus nociones de poder en la cualidad
de ser cr´ıtico o decisivo en el mayor nu´mero posible de coaliciones (es decir, la capacidad
de cambiar el output final cambiando el propio voto, manteniendo los dema´s jugadores el
suyo).
Sin embargo, la introduccio´n de nuevos niveles de input y output (los denominados
“juegos con alternativas”) no ha empezado a desarrollarse de una manera significativa
hasta la u´ltima decada. Felsenthal y Machover abordaron en [13] la problema´tica de la
abstencio´n como tercer nivel de input dando lugar a los llamados juegos simples con abs-
tencio´n, que constituira´n el objeto de estudio de este trabajo. Posteriormente, Freixas y
Zwicker ([17]), Carreras, Magan˜a y Amer ([2], tambie´n [26]) y otros autores (ver [5], [25],
[33] y [34]) trataron diferentes generalizaciones de los juegos simples, admitiendo cualquier
nu´mero natural de inputs y outputs, en lo que los dos primeros bautizaron como (j, k)-
juegos. Probablemente debido a esta etapa de “infancia” de los juegos con alternativas, la
generalizacio´n natural de las diferentes medidas de poder existentes para juegos simples
no ha sido digna de excesiva atencio´n hasta el momento. En este trabajo ofreceremos una
versio´n ampliada de las diferentes medidas introducidas anteriormente para (3,2)-juegos o
juegos con abstencio´n.
Por otro lado, dado que los casos reales de aplicacio´n de esta clase de juegos (principal-
mente, sistemas de votacio´n) involucran normalmente a un nu´mero elevado de jugadores
(votantes), resulta interesante hallar me´todos de ca´lculo de estas medidas de poder que
comporten un coste computacional razonablemente pequen˜o. Con ese fin, Brams y Affuso
propusieron en [7] el uso de funciones generatrices para obtener de manera ra´pida y sen-
cilla el nu´mero de coaliciones para las que un jugador es cr´ıtico. En estas pa´ginas veremos
co´mo aplicarlas al ca´lculo de algunos de los ı´ndices y medidas tratados a lo largo del texto.
La organizacio´n del trabajo es la siguiente: en la primera seccio´n introduciremos las
definiciones ba´sicas relativas a juegos simples y juegos con abstencio´n, y tambie´n algunas de
las comentadas medidas de poder para juegos simples. En la segunda extenderemos dichas
medidas a los (3,2)-juegos, haciendo hincapie´ en el concepto de poder en el que se basa
cada una (e´xito o decisividad). En el tercer apartado estudiaremos co´mo las funciones
generatrices pueden ayudarnos a calcularlas de un modo ma´s eficiente, y finalizaremos
ofreciendo un ejemplo de aplicacio´n real de estas funciones al ca´lculo de poder de los
votantes que intervienen en sistemas de votacio´n de instituciones mundiales, concretamente
la Organizacio´n de las Naciones Unidas (ONU).
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1. Juegos simples: deficiones ba´sicas, poder y abstencio´n
Un juego simple es un par (N, v) donde N = {1, 2, ..., n} es el conjunto de jugadores
y v : 2N −→ {0, 1} es la funcio´n caracter´ıstica, que asocia a cada coalicio´n S un valor de
0 o 1 segu´n la coalicio´n sea perdedora o ganadora, respectivamente1, y que satisface las
siguientes condiciones:
1. v(∅) = 0 y v(N) = 1
2. v(S) ≤ v(T ) si S ⊆ T
Definimos W = {S ⊆ N : v(S) = 1} como el conjunto de coaliciones ganadoras, y
Wm = {S ∈W : T ⊂ S ⇒ T /∈W} como el conjunto de coaliciones ganadoras minimales.
Tanto W como Wm determinan la funcio´n caracter´ıstica y por tanto el juego, con lo que
a partir de ahora nos referiremos a un juego simple como (N,W ), o simplemente W si N
esta´ claro por el contexto.2
Un juego simple (N,W ) se llama juego de mayor´ıa ponderada si admite una repre-
sentacio´n [q;w1, ..., wn] de manera que
v(S) =
{
1 si w(S) ≥ q
0 si w(S) < q
, donde w(S) =
∑
i∈S
wi ∀S ⊆ N
El nu´mero q ≥ 0 se llama cuota y wi ≥ 0 es el peso asociado al jugador i cuando vota s´ı.
Todos los juegos simples que se considerara´n en este trabajo son de mayor´ıa ponderada.
1.1. I´ndices y medidas de poder para juegos simples
Una de las paradojas que presentan los juegos de mayor´ıa ponderada es la de la no
correspondencia entre la proporcionalidad de los pesos individuales y la proporcionalidad
de poder real entre jugadores. Con el objetivo de medir este poder real, numerosos autores
han desarrollado una serie de cuantificaciones en forma de ı´ndices y medidas de poder
individual (puede verse un magn´ıfico recopilatorio cronolo´gico en [15]). Sin embargo, al-
gunos de ellos han dado a sus medidas de poder un enfoque basado en el e´xito del votante
mientras que otros han otorgado ma´s relevancia a la crucialidad del jugador. A conti-
nuacio´n presentaremos algunas de las ma´s importantes, indicando en cada caso la filosof´ıa
subyacente. Para ello, definamos antes que´ se entiende por e´xito y crucialidad3:
Se dice que un jugador i tiene e´xito si su voto coincide con el output final del juego:
(i ∈ S ∈W ) o bien (i /∈ S /∈W ). En caso contrario, i fracasa (no tiene e´xito).
Se dice que un jugador i es crucial o decisivo si su supresio´n de una coalicio´n ganadora
genera una coalicio´n perdedora: (i ∈ S ∈W pero S\{i} /∈W ).4
1La principal aplicacio´n de los juegos simples son los sistemas de votacio´n que suelen utilizarse para
la toma de decisiones (como la aprobacio´n de una mocio´n), en las cuales los posibles resultados finales
o outputs son simplemente “s´ı” (se aprueba) y “no” (no se aprueba). Para ello, cada jugador o votante
dispone de dos opciones de voto o inputs: s´ı y no; y se entiende que las coaliciones de las que hablamos
esta´n formadas por aquellos jugadores que han votado s´ı. Por lo tanto, una coalicio´n S es ganadora cuando
el resultado de la votacio´n es positivo; es decir, cuando v(S) = 1.
2En el a´mbito de los sistemas de eleccio´n, W tambie´n es conocido como regla de votacio´n, en cuanto a
que determina que´ coaliciones ganan y cua´les no.
3La mayor parte de lo que se expone en este subapartado pertenece a [23].
4No´tese que tambie´n entra en la definicio´n el caso inverso: (i /∈ T /∈W pero T ∪{i} ∈W ). Sin embargo,
es fa´cil ver que ∀S ⊆ N que cumpla la 1a condicio´n, ∃T = S\{i} que cumple la 2a, por lo que son
equivalentes.
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Estas definiciones son, a su vez, maneras de estudiar el papel de cada jugador ex-post ;
esto es, una vez ya se conoce la regla de decisio´n y las coaliciones formadas (S y N\S).
Por lo tanto se trata de nociones binarias: un jugador tiene e´xito o no lo tiene, es crucial
o no lo es. No obstante, resulta ma´s interesante estudiar el poder de un jugador a priori,
para lo cual debe asignarse a cada posible coalicio´n una probabilidad de formacio´n que
modelice la incertidumbre acerca del comportamiento de cada jugador: p : 2N −→ [0, 1],
cumplie´ndose
∑
S⊆N p(S) = 1.
As´ı, la probabilidad, por ejemplo, de que un jugador i vote s´ı ser´ıa:




A nivel colectivo, la facilidad de aceptacio´n de una propuesta regida por una regla de
votacio´n W y por una distribucio´n de probabilidad coalicional p, (W,p), viene dada por:




Para extender las definiciones de e´xito y crucialidad anteriormente expuestas a una situacio´n
de incertidumbre (ex-ante), basta con sustituir la configuracio´n conocida de voto S por la
configuracio´n aleatoria especificada por p. De este modo tendr´ıamos:






















Escrita as´ı, puede verse que la crucialidad de i no depende de su voto, sino del del resto de
jugadores: p(S) + p(S\{i}) es la probabilidad de que los jugadores en S\{i} voten s´ı y los
deN\S voten no. Ωi(W,p), en cambio, depende del comportamiento de todos los jugadores.
Estas dos definiciones de e´xito y crucialidad ex-ante consideran como equivalente el he-
cho de ser exitoso/crucial tanto votando s´ı como votando no. En algunos casos puede ser
interesante distinguir entre ambas situaciones, obteniendo:








de modo que Ωi(W,p) = Ω+i (W,p) + Ω
−





Otro concepto significativo es el de las probabilidades condicionadas de e´xito y crucia-
lidad bajo diferentes condiciones. Recordemos que la probabilidad de un suceso A condi-
cionada a que se cumpla un suceso B viene dada por la fo´rmula:
P (A|B) = P (A ∩B)
P (B)
Para nuestros intereses, utilizaremos como A el suceso “el jugador i tiene e´xito” o bien “el
jugador i es crucial” y B sera´ la condicio´n. Algunas condiciones que podemos plantear son:
1. El jugador i vota s´ı/no.
2. El output final del juego es aceptacio´n/rechazo.
Con estas cuatro condiciones y los dos enfoques de poder vistos (e´xito y crucialidad),













i ; donde ‘i+’ (‘i−’) expresa la condicio´n “dado que i vota s´ı (no)” y ‘Acc’ (‘Rej’)
expresa la condicio´n “dado que el output final es de aceptacio´n (rechazo)”. Ve´ase algu´n
ejemplo a t´ıtulo ilustrativo:













La siguiente tabla resume las probabilidades individuales recie´n definidas:
Condicio´n: - i vota s´ı i vota no aceptacio´n rechazo














Sea ahora p∗(S) := 12n ∀S ⊆ N , distribucio´n que considera equiprobables todas las
posibles coaliciones. Algunos de los ı´ndices de poder que estudiaremos pueden verse como
particularizaciones de algunas de las medidas de la tabla para p = p∗. A continuacio´n
introduciremos estos ı´ndices, relaciona´ndolos con las medidas de poder pertinentes.
Rae El ı´ndice de Rae surge de otro ı´ndice que el propio autor introduce en [29], en el
que pretende maximizar la correspondencia entre un voto ano´nimo individual y la decisio´n
colectiva. Posteriormente, Dubey y Shapley ([12]) lo hacen extensible a cualquier regla de
votacio´n y a cualquier jugador:
Raei(W ) :=
#{S : i ∈ S ∈W}
2n
+









As´ı, el ı´ndice de Rae del jugador i para una regla de votacio´n dada es la probabilidad de
e´xito de i segu´n esta distribucio´n p∗.
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Banzhaf Las medidas de Banzhaf utilizan la siguiente cantidad, definida por su autor
en [3], que viene dada por el nu´mero de coaliciones ganadoras en las que i es crucial:
ηi(W ) := #{S : i ∈ S ∈W , S\{i} /∈W}
La normalizacio´n de esta cantidad por la suma de cantidades de todos los jugadores nos




Con posterioridad, Dubey y Shapley ([12]) validaron la siguiente normalizacio´n, conocida
como medida de Banzhaf (propuesta por e´l mismo en [4]):
β′i(W ) =
#{S : i ∈ S ∈W , S\{i} /∈W}
#{S : i ∈ S} =
ηi(W )
2n−1












p∗(S) = Φi+i (W,p
∗)
Pero cuando p = p∗, se cumple Φi(W,p∗) = Φi+i (W,p
∗) = Φi−i (W,p
∗); por lo tanto, la
medida de Banzhaf β′ equivale a tres de las medidas que hemos definido con anterioridad.








Dem. Demostrar esta igualdad equivale a comprobar que
#{S : i ∈ S ∈W}+ #{S : i /∈ S /∈W} = 2n−1 + ηi(W )
Claramente, por cada una de las ηi(W ) coaliciones ganadoras S en las que i es crucial
votando s´ı, hay otra coalicio´n perdedora del tipo S\{i} en la que i es crucial votando no.
En estas 2 · ηi(W ) coaliciones, i tiene e´xito. Si consideramos ahora las otras 2n−1 − ηi(W )
coaliciones en las que i vota s´ı pero no es crucial, aquellas que no sean ganadoras seguira´n
siendo perdedoras con la sustraccio´n de i, de manera que i tendra´ e´xito en uno de los dos
sentidos (bien votando s´ı, bien votando no). Por lo tanto, el no de coaliciones en las que
el voto de i coincide con el output final sera´ 2n−1 − ηi(W ) + 2 ηi(W ) = 2n−1 + ηi(W ). 2
Esta relacio´n fue anticipada por Penrose, quien en uno de sus trabajos escribio´ que “el
poder individual puede ser medido como aquella cantidad en la que la probabilidad de estar
en el bando ganador exceda la mitad” ([28]). La medida de poder de Penrose ser´ıa, por lo
tanto, 0,5·β′i(W ). Por esta razo´n, a la medida de Banzhaf se la conoce tambie´n como ı´ndice
de Banzhaf-Penrose. Otros autores tambie´n han relacionado β′i(W ) con otros ı´ndices de
poder. En [8], por ejemplo, se la relaciona con un ı´ndice colectivo (´ındice de decisividad).
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Coleman Este autor define, en [9], tres ı´ndices diferentes en te´rminos de ratios:
El poder de actuacio´n del colectivo mide la facilidad de toma de decisiones segu´n la regla
de votacio´n W , algo que ya deber´ıa resultarnos familiar:
A(W ) =
#{S ∈W}




I´ndice de impedimento de la accio´n: proporcio´n de coaliciones ganadoras que perder´ıan su
condicio´n si perdieran el voto de i.
ColPi (W ) =
#{S : i ∈ S ∈W , S\{i} /∈W}
|W |
I´ndice de iniciacio´n de la accio´n: proporcio´n de coaliciones perdedoras que pasar´ıan a
ganar con la contribucio´n de i.
ColIi (W ) =
#{S : i /∈ S /∈W , S ∪ {i} ∈W}
|L|
Utilizando el ı´ndice colectivo (|W | = 2n · α(W,p∗)) y su complementario5, obtenemos dos
de las medidas de poder de la tabla:
ColPi (W ) =
1
α(W,p∗)




ColIi (W ) =
1
1− α(W,p∗) ·




Pese a que las diferencias entre los ı´ndices individuales de Coleman y los de Banzhaf
son evidentes, con frecuencia son confundidos. Esto es debido a que sus normalizaciones















Esta coincidencia deber´ıa advertir de la pe´rdida de informacio´n en te´rminos probabil´ısticos
que supone la extendida costumbre de normalizar estos ı´ndices de esta manera.
Ko¨nig y Bra¨uninger Recientemente, estos dos autores definen la inclusividad de un
jugador i como la proporcio´n de coaliciones ganadoras que lo contienen ([22]):
KBi(W ) :=




Como se hizo con los ı´ndices individuales de Coleman, una sencilla transformacio´n nos
lleva a KBi(W ) = ΩAcci (W,p
∗).
Tras definir estos ı´ndices, la tabla anterior para p = p∗ quedar´ıa como sigue:
Condicio´n: - i vota s´ı i vota no aceptacio´n rechazo
E´xito Raei(W ) Ωi+i Ω
i−
i KBi(W ) Ω
Rej
i






i (W ) Col
I
i (W )
5L = {S ⊆ N : v(S) = 0}, conjunto de coaliciones perdedoras. Cumple |L| = 2n−|W | = 2n(1−α(W, p∗))
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Adema´s de las diferentes medidas de poder expuestas, en la literatura encontramos otros
reconocidos ı´ndices de poder individual que pasamos a describir resumidamente a conti-
nuacio´n.
Shapley-Shubik Se conoce como ı´ndice de Shapley-Shubik al ı´ndice definido por Sha-
pley para juegos cooperativos ([30]) y adaptado posteriormente por Shubik para juegos
simples ([31]), siendo axiomatizado an˜os ma´s tarde por Dubey ([11]). Se trata de un ı´ndice
de naturaleza combinatoria, que hace uso de la nocio´n de pivote: dada una ordenacio´n
(permutacio´n) de N , σ = {σ1, ..., σn}, el pivote de σ es σi ∈ N tal que {σ1, ..., σi} ∈ W
pero {σ1, ..., σi−1} /∈ W . Si definimos θi = {σ ∈ Sym(N) : i = piv(σ)}, el ı´ndice de










(donde s = |S|)
Johnston El ı´ndice de Johnston nace de la voluntad del autor de “modificar ligeramente
el ı´ndice de Banzhaf” ([21]). Tambie´n otorga importancia a la crucialidad de los jugadores,
pero en este caso, no solamente a la del jugador que se esta´ analizando, sino a la de todos






#{j ∈ S : S\{j} /∈W}
Tambie´n se suele considerar su versio´n normalizada: γ′i =
γi
γ¯ , donde γ¯ =
∑
j∈N γj .
Holler El ı´ndice de Holler (o ı´ndice de los bienes pu´blicos, como lo denomino´ su autor
en [20]) cuenta el nu´mero de coaliciones minimales en las que interviene un jugador i




Deegan-Packel El ı´ndice de Deegan-Packel, cuya justificacio´n por parte de su autor
reside en un modelo espec´ıfico de negociacio´n ([10]), centra su importancia en el nu´mero









Todas las medidas individuales de poder que hemos visto hasta ahora presentan dife-
rencias, basadas en la importancia que se le de´ a unos u otros aspectos del juego: e´xito,
crucialidad individual, crucialidad coletiva, nu´mero y taman˜o de las coaliciones minimales,
etc. Al mismo tiempo, todas tienen en comu´n su afa´n por medir la influencia de cada
jugador sobre el output final, asigna´ndoles a cada uno un valor comprendido entre 0 y
1. Como ya se ha comentado en la introduccio´n, uno de los objetivos principales de este
escrito es trasladar estas medidas de poder al terreno de los juegos con abstencio´n o (3, 2)-
juegos. Esto se llevara´ a cabo en la seccio´n 2. Antes, definiremos lo que se entiende por
juegos simples con abstencio´n.
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1.2. Juegos simples con abstencio´n
Un juego simple con abstencio´n o (3,2)-juego no es ma´s que un juego simple en el que los
jugadores pueden optar por un tercer nivel de input, de valoracio´n intermedia entre el s´ı y
el no: la abstencio´n. Para una descripcio´n formal, necesitaremos introducir primero algunas
definiciones preliminares (particularizaciones de las que aparecen en [17] para (j,k)-juegos).
Una 3-particio´n o triparticio´n (ordenada) del conjunto N es T = (1T, 2T, 3T ), donde los
iT son subconjuntos de N , disjuntos entre ellos, cuya unio´n es N . En nuestro contexto,
1T agrupa a los jugadores que optan por el s´ı, 3T a los que optan por el no y 2T a los
que se abstienen6. Un (3,2)-juego es un par (N, v) donde la funcio´n caracter´ıstica es ahora
v : 3N −→ {0, 1}, siendo v(T ) = 1 si T es ganadora, y v(T ) = 0 si es perdedora. Para
readaptar las dos condiciones satisfechas por v en todo juego simple, simplemente hay que
tener en cuenta que la coalicio´n ∅ se corresponder´ıa con la triparticio´n T tal que 3T = N
y la coalicio´n N , con la triparticio´n T tal que 1T = N ; mientras que la condicio´n S ⊆ T
debe sustituirse ahora por S 3 ⊆ T , segu´n la notacio´n empleada en [18] (pa´g.47)7. Por lo
tanto, las condiciones a cumplir por parte de v ser´ıan:
1. v(∅/∅/N) = 0 y v(N/∅/∅) = 1
2. v(S) ≤ v(T ) si S 3 ⊆ T
Con estas convenciones, los conjuntos W , L y Wm se definen de la manera habitual.
Sea i ∈ kT (k = 1, 2), denotamos por T↓i a la 3-particio´n obtenida de T trasladando
al jugador i al nivel de input inmediatamente inferior, manteniendo los dema´s su voto:
i ∈ k+1(T↓i) y j ∈ lT ⇔ j ∈ l(T↓i) ∀j 6= i y l ∈ {1, 2, 3}.8
Si i ∈ 1T , T↓↓i = (1T\{i}, 2T, 3T∪{i}). De forma sime´trica se obtiene T↑↑i para i ∈ 3T .
Por otro lado, tal como hicimos para los juegos simples, definimos los (3,2)-juegos de
mayor´ıa ponderada como aquellos juegos con abstencio´n que admiten una representacio´n
particular del tipo [q; (wY1 , w
N




n )], de manera que:
v(T ) =





wNj ∀T ⊆ N
Observemos que, en esta ocasio´n, otorgamos dos pesos distintos a cada jugador: un peso
wYi ≥ 0 para aquellas triparticiones en las que i vota s´ı, y un peso wNi ≤ 0 para aquellas
en las que i vota no. A la abstencio´n de cualquier jugador se le asigna un peso nulo.
En la siguiente seccio´n extenderemos, a esta nueva clase de juegos, los ı´ndices y medidas
de poder antes definidos.
6No´tese que ocurre lo mismo con los juegos simples, ya que toda coalicio´n S es en realidad una 2-
particio´n (1S, 2S) = (S,N\S). Sin embargo, al ser cada grupo el complementario del otro, basta con
especificar quie´nes conforman S para disponer de toda la informacio´n; de ah´ı el abuso de notacio´n.
Por otro lado, utilizaremos indistintamente comas (,) o barras (/) para separar los subconjuntos de votantes
de diferente input, segu´n la situacio´n lo requiera.
7S 3 ⊆ T ⇔ ∀i ∈ N, i ∈ jS y i ∈ kT con j ≥ k
8Sime´tricamente a T↓i, se puede definir T↑i para i ∈ kT (k = 2, 3). En adelante, daremos por hecho que
i /∈ 3T cuando hablemos de T↓i y que i /∈ 1T cuando lo hagamos de T↑i
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2. I´ndices y medidas de poder para (3,2)-juegos
Todo lo expuesto hasta el momento corresponde a conceptos ya conocidos y debida-
mente referenciados en la bibliograf´ıa. El objetivo de esta seccio´n es extender las medidas
de poder presentadas en la seccio´n anterior para adaptarlas a esta nueva clase de (3,2)-
juegos de mayor´ıa ponderada. Nuevamente, debemos concretar las nociones de e´xito y
crucialidad en esta novedosa situacio´n. Como veremos, la aparicio´n de la abstencio´n co-
mo nuevo input ampl´ıa el abanico de posibilidades. Empecemos considerando la situacio´n
ex-post ; esto es, una vez se conoce la triparticio´n conformada y su cara´cter ganador o
perdedor:
Se dice que un jugador i tiene e´xito si su voto coincide con el output final del juego:
(i ∈ 1T, T ∈ W ) o bien (i ∈ 3T, T /∈ W )9. Si i ∈ 2T (se abstiene), su input no
coincide con ningu´n output y se dice que es neutral o indiferente respecto al output.
En cualquier otro caso, i fracasa.
Se dice que un jugador i es exitosamente crucial si tiene e´xito y su voto es crucial
para ello: (i ∈ 1T, T ∈W pero T↓↓i /∈W ) o (i ∈ 3T, T /∈W pero T↑↑i ∈W )10.
Se dice que un jugador es neutralmente crucial si es neutral pero tiene capacidad
para cambiar el resultado final de la votacio´n con un cambio de voto: (i ∈ 2T, T ∈W
pero T↓i /∈W ) o (i ∈ 2T, T /∈W pero T↑i ∈W )11.
Es conveniente realizar un par de observaciones para recalcar las novedades que produce
la entrada en escena de la abstencio´n respecto a la situacio´n existente en un contexto de
juegos simples: por un lado, fracaso y ausencia de e´xito ya no son equivalentes; por el otro,
no´tese que crucialidad ya no implica e´xito, cosa que s´ı ocurr´ıa antes.
Como en la seccio´n anterior, para estudiar el poder de un jugador a priori debe definirse
el espacio de probabilidad (3N , p), con p : 3N −→ [0, 1] asignando a cada triparticio´n una
probabilidad de formacio´n. Por supuesto,
∑
T∈3N p(T ) = 1.
La probabilidad de que un jugador i vote s´ı vuelve a ser:









γ0i (p) = Prob (i se abstiene) =
∑
T :i∈2T
p(T ) = 1− γ+i (p)− γ−i (p)
9Hablamos de e´xito positivo en el primer caso, y de e´xito negativo en el segundo.
10Cada una de las dos definiciones puede separarse a su vez en otras dos, segu´n el cambio en el output
se produzca “en un paso” (crucialidad simple: el cambio del s´ı/no a la abstencio´n ya cambia el cara´cter
ganador/perdedor de la triparticio´n) o“en dos pasos”(crucialidad doble: el cambio de output so´lo se produce
al pasar del s´ı al no o viceversa).
11Tanto para la crucialidad exitosa como la neutral, distinguimos entre jugador positivamente crucial
cuando la triparticio´n pasa de ganadora a perdedora y negativamente crucial en caso contrario. Obse´rvese
tambie´n que crucialidad neutral en sentido positivo (negativo) y crucialidad exitosa simple en sentido
negativo (positivo) son condiciones equivalentes, utilizando un argumento similar al de la nota al pie #4.
10
Igual que hicimos con los juegos simples, volvemos a introducir esta distribucio´n de
probabilidad p como acompan˜ante de la regla de votacio´n W para extender a los (3,2)-
juegos las nociones de poder ex-ante introducidas en el apartado 1.2. En primer lugar, la
medida colectiva que cuantifica la probabilidad de aceptacio´n de una votacio´n supeditada
al par (W,p) se define como:




Procedamos ahora con las medidas de poder individuales a priori. Para adaptar las no-
ciones ex-post de e´xito y crucialidad, basta con sustituir la configuracio´n de voto conocida
S por la aleatoria dada por p. As´ı, obtenemos:




























































Esta descomposicio´n de ΦECRi en cuatro sumatorios responde a la observacio´n efectuada en
la nota al pie #10. An˜adiendo los dos sumatorios correspondientes a la crucialidad neutral,
reordenando los seis sumandos resultantes ((1),(6) y (4); (2), (3) y (5), respectivamente)











[p(T ) + p(T↓i) + p(T↓↓i)]
Por un razonamiento similar al utilizado en el caso de los juegos simples, puede verse
de nuevo que la crucialidad de i depende del voto del resto de jugadores y no del suyo;
mientras que su e´xito s´ı depende de los votos de los n jugadores, incluido e´l.
11
Como ya hicie´ramos con las nociones probabil´ısticas de e´xito/crucialidad asociadas a
juegos simples, puede ser interesante separarlas en funcio´n de cua´l haya sido el voto del
jugador. Con este fin, definimos:










de manera que Ωi(W,p) = Ω+i (W,p) + Ω
−
i (W,p), tal como ocurr´ıa para juegos simples
(Ω0i (W,p) = 0 debido a la imposibilidad de tener e´xito abstenie´ndose). De forma ana´loga
llegar´ıamos a Φ+i (W,p) y Φ
−
i (W,p); y aunque en este caso la abstencio´n s´ı juega un papel
relevante, la medida resultante (Φ0i (W,p)) no supone ninguna novedad:





p(T ) = (1) + (2)





p(T ) = (3) + (4)
Φ0i (W,p) := Prob (i es crucial & i se abstiene) = Φ
NCR
i (W,p)
En este caso, Φi(W,p) = Φ+i (W,p) + Φ
0
i (W,p) + Φ
−
i (W,p).
Pero las medidas que van a llevarnos a la extensio´n de los ı´ndices de poder definidos
en el apartado 1.2. son las probabilidades condicionadas. A la adaptacio´n a (3,2)-juegos
de las ocho ya conocidas para juegos simples, hay que an˜adir las condicionadas a que el






















Φi0i (W,p) = Prob (i es crucial | i se abstiene) =
1
1− γ+i (p)− γ−i (p)
[(5) + (6)]








ΦAcci (W,p) = Prob (i es crucial | aceptacio´n) =
1
α(W,p)
[(1) + (2) + (5)]
ΦReji (W,p) = Prob (i es crucial | rechazo) =
1
1− α(W,p) [(3) + (4) + (6)]
Resumamos nuevamente en una tabla todas las probabilidades recie´n consideradas:
Condicio´n: - i vota s´ı i se abstiene i vota no aceptacio´n rechazo


















Volveremos a centrarnos en el caso p = p∗, donde ahora p∗(T ) := 13n , ∀T .12
Rae El ı´ndice de Rae para (3,2)-juegos vuelve a centrarse en la probabilidad de e´xito
del jugador, que en este caso es sensiblemente inferior puesto que, como ya hemos visto,
un jugador que se abstenga nunca sera´ exitoso:
Raei(W ) :=
#{T : i ∈ 1T, T ∈W}
3n
+
#{T : i ∈ 3T, T /∈W}
3n
= Ωi(W,p∗)
No´tese que Ωi(W,p∗) ≤ 23 . Un posible arreglo para que el ı´ndice pueda alcanzar el va-
lor 1 ser´ıa cambiar el denominador de manera que se tenga en cuenta so´lo el total de
triparticiones en las que i no se abstiene. Dar´ıamos lugar as´ı al ı´ndice unitario de Rae:
Rae′i(W ) :=
#{T : i ∈ 1T, T ∈W}
2 · 3n−1 +
#{T : i ∈ 3T, T /∈W}
2 · 3n−1
12Como se apunta en [13], el hecho de considerar la abstencio´n como una opcio´n equiprobable al s´ı y al
no resulta bastante ma´s discutible que el reparto equitativo entre el s´ı y el no que realizamos al tratar los
juegos simples, aunque nosotros lo haremos por comodidad. Una aproximacio´n ma´s cautelosa ser´ıa asignar
a la abstencio´n una probabilidad p, repartiendo entre las otras dos opciones de voto el 1 − p restante.
El valor de p podr´ıa determinarse sobre la base de argumentos espec´ıficos, incluyendo datos emp´ıricos. La
distribucio´n que estamos considerando, p∗, utilizar´ıa p = 1
3
. En cambio, p = 0 nos llevar´ıa a la definicio´n





si |2T | = 0
0 si |2T | > 0
y que, a efectos pra´cticos, coincide con la p∗ definida para juegos simples. Por otra parte, en [6] se considera
una segunda opcio´n de tratamiento de la abstencio´n, como recuerda [25] en su introduccio´n: en primer lugar
los votantes deciden si votan o se abstienen, y una vez se decantan por lo primero es cuando eligen entre
el s´ı y el no.
13
Banzhaf Para extender las medidas de poder de Banzhaf a los (3,2)-juegos debemos
extender primero la definicio´n de ηi(W ) que dimos para juegos simples. Si echamos un
vistazo a la literatura, tanto en [13] como en [18] nos definen esta cantidad como el nu´mero
de triparticiones ganadoras en las que un jugador es positivamente crucial descendiendo
un so´lo nivel de input :
ηi(W ) := #{T : T ∈W, T↓i /∈W}
Valie´ndonos de que #{T : i ∈ 2T, T ∈W, T↓i /∈W} = #{T : i ∈ 1T, T↓i ∈W, T↓↓i /∈W}
(ver nota al pie #11), vemos que ηi(W ) se corresponde exactamente con el nu´mero de
triparticiones cuya probabilidad de formacio´n considera´bamos en (1) + (2):
ηi(W ) = #{T : i ∈ 1T, T ∈W, T↓↓i /∈W}
El ı´ndice normalizado de Banzhaf para (3,2)-juegos vuelve a ser la normalizacio´n de




Ma´s interesante en te´rminos probabil´ısticos es la extensio´n de la medida de Banzhaf a los
(3,2)-juegos:
β′i(W ) =





Este cociente mide la probabilidad de que, dada una triparticio´n cualquiera, el jugador i
este´ en posicio´n de alterar la naturaleza (ganadora o perdedora) de la misma con un simple
cambio de su voto: el 3 del numerador en el segundo te´rmino de la igualdad se refiere a
que, dada una triparticio´n en la que i es positivamente crucial y replica´ndola 2 veces pero
cambiando el voto de i para contemplar sus tres posibilidades de voto manteniendo fijas
las de los dema´s, en todas ellas i podra´ cambiar la naturaleza de la triparticio´n cambiando
simplemente al nivel de input apropiado.
Puede realizarse la misma transformacio´n que en la seccio´n 1.2. para llegar a una de













p∗(T ) = Φi+i (W,p
∗)
Como ya ocurriese con los juegos simples, al utilizar la distribucio´n p = p∗ se cumple que
Φi+i (W,p
∗) = Φi−i (W,p
∗) = Φi0i (W,p
∗) = Φi(W,p∗); por lo tanto, β′i(W ) equivale ahora a
cuatro de las medidas probabil´ısticas definidas13.
Fije´monos ahora en la relacio´n de Penrose anticipada en la seccio´n de juegos simples.








13Esto se debe a que γ+i (p
∗) = γ−i (p
∗) = γ0i (p
∗) = 1/3, y a que (1) + (2) = (3) + (4) = (5) + (6) cuando
p = p∗, ya que el nu´mero de triparticiones que intervienen en cada pareja de sumandos es el mismo. De
hecho, las que aparecen en (1), (4) y (6) son triparticiones ide´nticas, en las que se pasa de una a otra
simplemente moviendo al jugador i por sus tres diferentes opciones de voto (´ıdem para (2), (3) y (5)).
Como corolario inmediato, tenemos que ΦECRi (W, p
∗) = 2 · ΦNCRi (W,p∗). Todo lo anterior no se cumple
para p 6= p∗.
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Dem. Basta comprobar que #{T : i ∈ 1T, T ∈ W} + #{T : i ∈ 3T, T /∈ W} =
3n−1 + ηi(W ), y dividiendo entre 3n obtendremos la igualdad. Para verlo, consideremos
cualquiera de las ηi(W ) triparticiones en las que i es positivamente crucial, y cambiemos
(si es necesario) su voto a la abstencio´n. Sea T una de estas ηi(W ) triparticiones en las que
i se abstiene; por el hecho de ser crucial, el voto de i coincidira´ con el output final tanto
en T↑i como en T↓i. Por lo tanto, i sera´ exitoso en 2 · ηi(W ) triparticiones. Consideremos
ahora una de las restantes 3n−1 − ηi(W ) triparticiones en las que i se abstiene. En este
caso, i tendra´ e´xito so´lo en una de las 2 siguientes: T↑i o T↓i, ya que su voto es indiferente
para el resultado final. En suma, i sera´ exitoso en 2·ηi(W )+3n−1−ηi(W ) = 3n−1+ηi(W ).2
Si, en cambio, consideramos el alternativo ı´ndice unitario de Rae, que expresado en te´rmi-
nos del esta´ndar ser´ıa Rae′i(W ) =
3
2Raei(W ), la relacio´n anterior pasar´ıa a ser exactamente








Hasta aqu´ı hemos utilizado la extensio´n de ηi(W ) dada por otros autores. Si consideramos
una nueva extensio´n, basada tanto en la crucialidad doble como en la neutral (ver nota al
pie #10), y definida por:
η∗i (W ) := #{i ∈ 1T, T ∈W, T↓↓i /∈W}+ #{i ∈ 2T, T ∈W, T↓i /∈W},
obtenemos dos nuevas medidas ana´logas a las anteriores: el ı´ndice normalizado de Banzhaf
segu´n η∗,










Esta u´ltima medida ser´ıa la extensio´n natural del ı´ndice de Banzhaf Bzi(W ) definido en
[23]: proporcio´n de coaliciones en las que i es crucial sin votar no.
Coleman Procedamos ahora a la extensio´n de los diferentes ı´ndices de Coleman a los
(3,2)-juegos. El ı´ndice colectivo es inmediato; con los individuales hay que andar con
algo ma´s de cuidado, ya que los numeradores no coinciden ya con ηi(W ), quebrando
parcialmente la analog´ıa con juegos simples:








I´ndice de impedimento de la accio´n: capacidad del jugador i de alterar la naturaleza
ganadora de una triparticio´n con un simple cambio de voto hacia un nivel inferior
de input.
ColPi (W ) =





I´ndice de iniciacio´n de la accio´n: capacidad del jugador i de convertir a ganadora
una triparticio´n perdedora con un cambio de voto hacia un nivel superior de input.
ColIi (W ) =
#{T : i ∈ 3T, T /∈W , T↑↑i ∈W}+ #{T : i ∈ 2T, T /∈W , T↑i ∈W}
|L| =
=
3 · ηi(W )− η∗i (W )
|L|
Una transformacio´n ana´loga a las utilizadas en la seccio´n destinada a los juegos simples nos
permite equiparar estos ı´ndices individuales a las medidas probabil´ısticas recientemente
extendidas, cuando p = p∗ (volvemos a servirnos de la igualdad dada por el ı´ndice colectivo,
|W | = α(W,p∗) · 3n, y de su “inversa”, |L| = (1− α(W,p∗)) · 3n):
ColPi (W ) =
1
α(W,p∗)
[(1) + (2) + (5)] = ΦAcci (W,p
∗)
ColIi (W ) =
1




Ko¨nig y Bra¨uninger La extensio´n del ı´ndice de inclusividad es tambie´n directa a partir
de la de juegos simples, si tenemos en cuenta que su naturaleza es la de medir la proporcio´n
de e´xito de un jugador respecto al e´xito colectivo (positivos todos ellos):
KBi(W ) :=
#{T : i ∈ 1T, T ∈W}
|W |








Reescribamos ahora la tabla anterior para la distribucio´n p = p∗:
Condicio´n: - i vota s´ı i se abstiene i vota no aceptacio´n rechazo
E´xito Raei(W ) Ωi+i 0 Ω
i−
i KBi(W ) Ω
Rej
i








i (W ) Col
I
i (W )
Tras dedicarnos a los ı´ndices que guardan una estrecha relacio´n con las medidas de poder
probabil´ısticas que hemos venido tratando, podemos proceder ahora a extender el resto de
ı´ndices que introdujimos en la seccio´n 1.2.14
14Hemos omitido la extensio´n del ı´ndice de Shapley-Shubik por dos razones. La primera es que este
apartado pretende albergar un contenido ı´ntegramente novedoso y este ı´ndice ya esta´ ma´s que tratado
en otros trabajos (ve´ase [13] para una extensio´n a (3,2)-juegos y [19] para una extensio´n generalizada a
(j,k)-juegos), sin presentar una expresio´n que lo relacione con las medidas probabil´ısticas anteriores. La
segunda razo´n es que esta extensio´n dificulta en gran medida la aplicacio´n de funciones generatrices a su
ca´lculo.
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Johnston Nuevamente, el ı´ndice de Johnston recorre las diferentes triparticiones en las







#{j ∈ T : T↓j /∈W}





j∈N γj . La filosof´ıa subyacente en el denominador de γi(W ) es la misma que
la presente en ηi(W ). Si enfocamos la crucialidad como lo hicimos para η∗i (W ), podemos
definir un segundo ı´ndice de Johnston. Para ello, dada una triparticio´n T , sean:
A := #{j ∈ 1T : T↓↓j /∈W} y B := #{j ∈ 2T : T↓j /∈W}
Entonces, el ı´ndice ponderado de Johnston para (3,2)-juegos se define como:














Holler La extensio´n del ı´ndice de Holler a (3,2)-juegos presenta una dificultad an˜adida
respecto al resto de ı´ndices: extender el concepto de coaliciones ganadoras minimales en
las que interviene un jugador i (Wmi ) al lenguaje de las triparticiones. Puesto que las
coaliciones minimales (en juegos sin abstencio´n) esta´n formadas por jugadores que son
todos ellos cruciales, y que los jugadores cruciales en las triparticiones minimales de los
(3,2)-juegos son tanto los que votan s´ı como los que se abstienen, debemos considerar
Wmi+ := {T ∈Wm : i ∈ 1T} y Wmi0 := {T ∈Wm : i ∈ 2T}. Sea Wmi := Wmi+ ∪Wmi0 . Con
estas nuevas definiciones, el ı´ndice de Holler extendido a (3,2)-juegos puede escribirse de




Tal y como hemos hecho con Johnston, definimos tambie´n el ı´ndice ponderado de Holler :
H∗i (W ) :=
2|Wmi+|+ |Wmi0 |∑
j∈N (2|Wmj+|+ |Wmj0 |)
Deegan-Packel Con el ı´ndice de Deegan-Packel volvemos a tener un problema similar
al que nos encontramos extendiendo el ı´ndice de Holler. Uno de los elementos clave en su
definicio´n para juegos simples es el taman˜o de Wmi . Por el razonamiento realizado en el
ı´ndice anterior y utilizando la notacio´n all´ı introducida, la extensio´n de DPi a juegos con







|1T |+ |2T |
Por analog´ıa al ı´ndice ponderado de Johnston, definimos el ı´ndice ponderado de DP :










2|1T |+ |2T |

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Consideremos ahora un ejemplo concreto de juego de mayor´ıa ponderada con absten-
cio´n de tres jugadores, definido por:
v(T ) = 1⇔ o´

|1T | = 2, 1 /∈ 3T
1 ∈ 1T, 2 /∈ 3T
2 ∈ 1T, {13} /∈ 3T
,
con su correspondiente traduccio´n ‘cuota-pesos’: [2; (3,−2), (2,−2), (1,−1)]. En este caso,
W = {1N, 12/3/∅, 12/∅/3, 13/2/∅, 13/∅/2, 23/1/∅, 1/23/∅, 1/2/3, 2/13/∅}15.


























2 · 33 ,
5 + 8















Banzhaf Para obtener las diferentes medidas de Banzhaf, debemos comprobar las
triparticiones en las que es crucial cada jugador (la doble barra separa crucialidad simple
votando s´ı y crucialidad positiva abstenie´ndose):
1 es crucial en: {12/∅/3, 13/2/∅, 13/∅/2, 1/23/∅, 1/2/3 || 23/1/∅, 2/13/∅}
2 es crucial en: {23/1/∅, 2/13/∅ || 1/23/∅, 1/2/3}
3 es crucial en: {13/∅/2 || 2/13/∅}
De este modo: η(W ) = (7, 4, 2) y η∗(W ) = (9, 6, 3) (ver ca´lculo en los numeradores de









































Coleman El ı´ndice colectivo, as´ı como los denominadores de los ı´ndices individuales,
son inmediatos conociendo W (tenemos |W | = 9 ⇒ |L| = 18). Los numeradores de los
individuales, sin embargo, presentan una complicacio´n an˜adida: a la hora de contar las
triparticiones que entran en ηi(W ), debemos contar dos veces aquellas en las que i es












ColP (W ) =
(
5 + 2 · 2
9
,
2 + 2 · 2
9
,














5 · 2 + 2
18
,
2 · 2 + 2
18
,















1N = {N/∅/∅}. De manera ana´loga se definen 2N y 3N .
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Ko¨nig y Bra¨uninger Sus numeradores son el primer sumando de los numeradores












Johnston Para obtener el ı´ndice de Johnston de cada jugador, debemos recorrer
cada una de las triparticiones en las que dicho jugador es crucial, y sumar las inversas del
nu´mero de jugadores cruciales en cada una de ellas (los sumandos respetan el orden de





























































6 = 7), obtenemos γ










2 · 1 +
2
2 · 1 +
2
2 · 2 +
2
2 · 1 + 2 +
2





2 · 2 + 1 +
1








2 · 2 + 1 +
2





2 · 1 + 2 +
1























Holler y Deegan-Packel Antes de computar estos ı´ndices, necesitamos conocer las
triparticiones minimales del juego:
Wm = {13/∅/2, 1/2/3, 2/13/∅} → |Wm| = 3
Y los correspondientes conjuntos individuales de triparticiones minimales:
Wm1 = W
m = {13/∅/2, 1/2/3} ∪ {2/13/∅} → |Wm1 | = |Wm1+|+ |Wm10 | = 2 + 1 = 3
Wm2 = {1/2/3} ∪ {2/13/∅} → |Wm2 | = |Wm2+|+ |Wm20 | = 1 + 1 = 2
Wm3 = {13/∅/2} ∪ {2/13/∅} → |Wm3 | = |Wm3+|+ |Wm30 | = 1 + 1 = 2




















Para hallar DP , so´lo hay que fijarse en el taman˜o de 1T y 2T en las diferentes tripar-
ticiones minimales individuales y ponderarlos para obtener DP ∗:










































































Tal como ocurr´ıa para juegos simples, tanto DP (W ) como DP ∗(W ) son ı´ndices de
suma unitaria.
Con este ejemplo concluimos el apartado destinado a la extensio´n a (3,2)-juegos de los
ı´ndices que hab´ıamos introducido, en un contexto de juegos sin abstencio´n, en la seccio´n
1.2. En la siguiente seccio´n, veremos co´mo calcular la mayor´ıa de ellos mediante el me´todo
de las funciones generatrices. Empezaremos dedica´ndonos a los juegos simples para luego
intentar extender la te´cnica a algunos de los ı´ndices definidos para juegos con abstencio´n.
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3. Funciones generatrices
Las fo´rmulas que hemos visto en los apartados anteriores para el ca´lculo de los distintos
ı´ndices de poder proporcionan una idea aproximada del reparto de poder individual en un
juego simple, pero su ca´lculo puede llegar a ser tedioso. El simple ca´lculo del nu´mero de
coaliciones en las que un jugador es crucial, ηi(W ), podr´ıa llevarnos a un sumatorio con





Recordemos que en un juego simple de n jugadores hay un total de hasta 2n coaliciones
posibles (3n si introducimos la abstencio´n como input), por lo cual el coste computacional
del ca´lculo de los ı´ndices de poder crece considerablemente a medida que aumentamos
n. Incluso con la ayuda de un ordenador, los ca´lculos empiezan a ser inmanejables para
juegos de mayor´ıa ponderada a partir de 20 jugadores.
Afortunadamente, existe un me´todo para cuantificar ηi(W ) sin tener que comprobar
cada coalicio´n. Fue introducido por Brams y Affuso en [7], y esta´ basado en el uso de
funciones generatrices: se trata de funciones del tipo





tratadas de un modo formal; es decir, la variable x es irrelevante, no se evalu´a, y no se
estudia la convergencia de la serie resultante. Lo importante de estas funciones es que gen-
eran una sucesio´n {aj} de nu´meros reales asociados a los diferentes te´rminos exponenciales
de la variable, xj . Como ejemplo a nivel ilustrativo,
f(x) =
1
1− x = 1 + x+ x
2 + ...
genera la sucesio´n infinita (1, 1, 1, ...); esto es, aj = 1 ∀j.
En el siguiente subapartado mostraremos la idea original de Brams y Affuso para
el ca´lculo de ηi(W ) en el a´mbito de los juegos simples sin abstencio´n y su consiguiente
aplicacio´n a los ı´ndices individuales de Coleman y Banzhaf. Posteriormente, disen˜aremos
un algoritmo para su ca´lculo mediante el cual podremos hallar tambie´n de manera sen-
cilla los ı´ndices medidores de e´xito (Rae y Ko¨nig-Bra¨uninger). La introduccio´n de una
segunda variable y en estas funciones generatrices nos servira´ para el ca´lculo del ı´ndice de
Shapley-Shubik, tal como apuntaron tambie´n Brams y Affuso en su trabajo. Finalmente,
un nuevo algoritmo ma´s elaborado nos servira´ para calcular los ı´ndices de Johnston, Holler
y Deegan-Packel, que involucran el uso de n variables adicionales con la correspondiente
complicacio´n computacional.
En el subapartado posterior veremos que´ modificaciones hay que realizar sobre estas
funciones generatrices (y sobre los diferentes algoritmos) para extender su uso al caso de
los juegos con abstencio´n.
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3.1. Ca´lculo de ı´ndices de poder para juegos simples
3.1.1. Mediante funciones generatrices de una sola variable
Consideremos el juego de mayor´ıa ponderada de n jugadores [q;w1, w2, ..., wn], y sea
W¯ =
∑n
i=1wi. Si pudie´semos encontrar una funcio´n generatriz f(x) cuyos coeficientes aj
nos dieran el nu´mero de coaliciones cuyos miembros juntan j votos con la suma de sus pe-
sos, bastar´ıa con sumar los coeficientes correspondientes a aquellas coaliciones perdedoras
que pasar´ıan a ser ganadoras con la adicio´n de wi votos para conocer ηi(W ):






[v(S)− v(S\{i})] = ηi(W )
De este modo, el ca´lculo de los ı´ndices de Banzhaf y Coleman ser´ıa obtenido con facilidad.
El problema de encontrar estos coeficientes aj es muy similar al de contar el nu´mero
de particiones de un entero positivo j en n sumandos wi, ..., wn con la restriccio´n de que
cada sumando puede ser utilizado como ma´ximo una vez, y sin importar su orden. Este
conocido problema combinatorio se soluciona formando el producto
f(x) = (1 + xw1)(1 + xw2) · · · (1 + xwn) =
n∏
j=1
(1 + xwj ),
que expandido nos da una suma del tipo






Los coeficientes aj nos indican el nu´mero de coaliciones formadas por miembros cuyo peso
combinado es exactamente j. Esta f(x) involucra a los n jugadores, por lo que la llamare-
mos funcio´n generatriz global del juego en cuestio´n.
Sin embargo, para nuestros propo´sitos es ma´s conveniente obtener el nu´mero de coa-
liciones que suman un nu´mero determinado de votos sin la colaboracio´n del jugador i,





(1 + xwj )
Llamaremos a fi(x) funcio´n generatriz (individual) para el miembro i.
Veamos un ejemplo aclaratorio: consideremos el juego de mayor´ıa ponderada de 4 ju-
gadores [3; 3, 2, 1, 1], cuyo conjunto de coaliciones ganadoras minimales esWm = {1, 23, 24}.
Sea ai ≡ nu´mero de coaliciones de peso i, tenemos:
a0 = 1 (∅) a4 = 3 (13, 14, 234)
a1 = 2 (3, 4) a5 = 2 (12, 134)
a2 = 2 (2, 34) a6 = 2 (123, 124)
a3 = 3 (1, 23, 24) a7 = 1 (N)
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Si calculamos la funcio´n generatriz global mediante el me´todo expuesto,
f(x) = (1 + x3)(1 + x2)(1 + x)2 = 1 + 2x+ 2x2 + 3x3 + 3x4 + 2x5 + 2x6 + x7,
vemos que efectivamente los coeficientes del polinomio en x se corresponden con los ai
anteriores.
Fije´monos ahora en las coaliciones ganadoras en las que cada jugador es crucial:
1 es crucial en {1, 12, 13, 14, 134} ⇒ η1(W ) = 5
2 es crucial en {23, 24, 234} ⇒ η2(W ) = 3
3 es crucial en {23} ⇒ η3(W ) = 1
4 es crucial en {24} ⇒ η4(W ) = 1
Recordemos que ηi(W ) =
∑q−1
q−wi aj , donde aj es el coeficiente de x
j en el desarrollo de la
funcio´n generatriz individual para el jugador i. Calculemos estas funciones para los cuatro
jugadores:
f1(x) = (1 + x2)(1 + x)2 = 1 + 2x+ 2x2 +
2x3 + x4
f2(x) = (1 + x3)(1 + x)2 = 1 + 2x+ 1x2 +((((
(((x3 + 2x4 + x5
f3(x) = f4(x) = (1 + x3)(1 + x2)(1 + x) = 1 + x+ 1x2 +(((((
((((2x3 + x4 + x5 + x6
Hemos tachado los te´rminos correspondientes a coaliciones que ya alcanzan la cuota sin
necesidad del jugador i, y marcado en rojo los coeficientes que entran dentro del sumatorio∑q−1
q−wi aj . De este modo:
q − w1 = 0
q − 1 = 2
}
→ η1(W ) = a0 + a1 + a2 = 1 + 2 + 2 = 5
q − w2 = 1
q − 1 = 2
}
→ η2(W ) = a1 + a2 = 2 + 1 = 3
q − w3 = q − w4 = 2
q − 1 = 2
}
→ η3(W ) = η4(W ) = a2 = 1
Y as´ı hemos comprobado que el me´todo funciona. Una vez hallado η(W ), calcular los
ı´ndices de Banzhaf y Coleman es inmediato, as´ı como el de Rae a partir del de Banzhaf
mediante la fo´rmula de Penrose.
Para calcular el ı´ndice de Ko¨nig-Bra¨uninger, hay que realizar el mismo proceso pero exten-
diendo el sumatorio de coeficientes de las funciones generatrices individuales desde aq−wi
hasta el de grado ma´ximo (aW¯−wi), obteniendo |Wi|. El denominador, |W |, se calcula
operando exactamente del mismo modo pero utilizando la funcio´n global y sumando los
coeficientes desde aq.16 En el ejemplo:
|W | = aq + aq+1 + ...+ aW¯ = a3 + ...+ a7 = 3 + 3 + 2 + 2 + 1 = 11
|W1| = a0 + ...+ a4 = 1 + 2 + 2 + 2 + 1 = 8
|W2| = a1 + ...+ a5 = 2 + 1 + 1 + 2 + 1 = 7
|W3| = |W4| = a2 + ...+ a6 = 1 + 2 + 1 + 1 + 1 = 6
16El valor de |W | nos permitira´ obtener tambie´n el ı´ndice de poder de actuacio´n del colectivo de Coleman.
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A continuacio´n mostramos el algoritmo, implementado mediante el programa Maple,
que nos permitira´ calcular eficientemente los ı´ndices comentados gracias a los me´todos
recie´n expuestos. En primer lugar, el usuario debe introducir los diferentes pesos asociados
a los jugadores y la cuota del juego de mayor´ıa ponderada cuyos ı´ndices se desea obtener.
Posteriormente, el programa calcula la FG global y se sirve de ella para obtener |W | y
A(W ) (poder de actuacio´n del colectivo):
Acto seguido, se procede al ca´lculo de las FG individuales, se ordenan segu´n su expo-
nente en x de manera ascendente y se suman los coeficientes de los monomios de grado
superior a q − wi de cada una para obtener los numeradores del ı´ndice de Ko¨nig (el de-
nominador ya se calculo´ antes). Parando la suma al llegar a los de grado q− 1 (incluidos)
obtenemos el ı´ndice de Banzhaf, mediante el cual pueden obtenerse ra´pidamente todos los
dema´s utilizando las fo´rmulas pertinentes:
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3.1.2. Mediante funciones generatrices de dos variables
En [7], Brams y Affuso nos muestran co´mo utilizar las funciones generatrices (FG)
para calcular los numeradores de los ı´ndices de Banzhaf y de Coleman, pero tambie´n
ofrecen una indicacio´n sobre co´mo obtener el de Shapley-Shubik, basa´ndose en un trabajo
anterior de Mann y el mismo Shapley ([27]). Se trata de an˜adir una segunda variable y (sin
exponenciar) multiplicando a cada variable xwi , y nos servira´ para distinguir coaliciones
que suman el mismo nu´mero de votos pero con distinto nu´mero de miembros. Las FG











Nuevamente, escogeremos so´lo los te´rminos de grado en x comprendido entre q − wi y
q − 1, pero agruparemos estos te´rminos segu´n su grado en y para obtener los diferentes
coeficientes que acompan˜ara´n a los diferentes sumandos del tipo 1n!(s − 1)!(n − s)! en
el ca´lculo del ı´ndice.18 De este modo, y teniendo en cuenta que, en cada sumando, el
nu´mero de integrantes de la coalicio´n es s = k + 1 (el exponente k indica el nu´mero de












Vea´moslo ma´s claro con el mismo ejemplo del subapartado anterior:
f1(x) = (1 + x2y)(1 + xy)2 = 1 + 2xy + (1x2y2 + 1x2y) +(((((
((2x3y2 + x4y3
f2(x) = (1 + x3y)(1 + xy)2 = 1 + 2xy + 1x2y2 +(((((
(((((x3y + 2x4y2 + x5y3






(x3y2 + x3y) + x4y2 + x5y2 + x6y3
Hemos vuelto a tachar los te´rminos de grado ≥ q por ser inservibles para nuestro propo´sito.
Los pare´ntesis agrupan te´rminos del mismo grado en x pero diferente en y. Por ejemplo,
el pare´ntesis de la FG del jugador 1 nos indica que hay dos maneras de sumar 2 votos
con el resto de jugadores: una coalicio´n que agrupa a dos de ellos, y otra que utiliza un
so´lo jugador (concretamente, el jugador 2). Los colores nos sirven ahora para distinguir los
coeficientes de los te´rminos de diferente grado en y. Para la primera funcio´n, lo veremos
mejor reordenando la parte que nos interesa como un polinomio en y:




4! · 1 + (2−1)!(4−2)!4! · (2 + 1) + (3−1)!(4−3)!4! · 1 = 14 + 112 · 3 + 112 = 712
Φ2(W ) =
(2−1)!(4−2)!
4! · 2 + (3−1)!(4−3)!4! · 1 = 112 · 2 + 112 = 312
Φ3(W ) = Φ4(W ) =
(2−1)!(4−2)!
4! · 1 = 112
17En lo sucesivo, omitiremos la funcio´n global ya que so´lo nos era u´til en el ca´lculo de KB(W) y A(W).






con s = |S|. Los coeficientes de los que hablamos son simplemente el nu´mero de veces que se repite cada
sumando dado un mismo valor de s.
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El programa de Maple que hemos implementado con el objetivo de calcular eficiente-
mente el ı´ndice de Shapley-Shubik es pra´cticamente ide´ntico al mostrado en el apartado
anterior para los ı´ndices medidores de e´xito y crucialidad, teniendo en cuenta que ahora
interviene una segunda variable y en la definicio´n de las funciones generatrices. Dentro del
algoritmo so´lo hay que an˜adir la ponderacio´n correspondiente a cada coeficiente:
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3.1.3. Mediante funciones generatrices de n+ 1 variables
Los ı´ndices de Johnston, Holler y Deegan-Packel presentan una formulacio´n ma´s com-
pleja que los anteriores; es por ello que no basta con la informacio´n que nos proporcionan
las dos variables utilizadas para obtener los elementos que intervienen en dichas formu-
laciones. El problema que presentan los tres ı´ndices esta´ relacionado con la crucialidad
no so´lo del jugador que protagoniza cada FG individual, sino tambie´n con la del resto de
jugadores que forman las coaliciones en las que e´l interviene. Concretamente, el de John-
ston cuenta el nu´mero total de jugadores cruciales por coalicio´n, el de Holler contabiliza
el nu´mero de coaliciones en las que este nu´mero coincide con el taman˜o de las mismas (es
decir, las minimales), y el de Deegan-Packel es similar al de Johnston pero so´lo considera
las minimales.
Para almacenar toda esta informacio´n en funciones generatrices, no nos queda ma´s
remedio que conocer quie´nes forman cada coalicio´n, y para ello debemos introducir tantas
variables adicionales como jugadores haya (una variable yj multiplicando a la variable x
en el factor correspondiente al jugador j), de modo que la FG individual para un jugador
viene a ser:
fi(x, y1, ..., yˆi, ..., yn) =
∏
j 6=i






yi1 · · · yik
xj ,
con {i1, ..., ik} ⊆ {1, ..., iˆ, ..., n}. Como siempre, consideraremos tan so´lo los sumandos con
exponente en x comprendido entre q − wi y q − 1 y daremos a cada uno de ellos un
tratamiento u otro segu´n el ı´ndice que estemos calculando, pese a que todos comparten
un elemento clave comu´n: para cada coalicio´n S, definimos
d(S) ≡ no de jugadores cruciales en S ≡ {i ∈ S : S\{i} /∈W}
Dado que, dentro de la FG individual del jugador i, cada uno de estos sumandos representa
una coalicio´n en la que no interviene i (y tras cuya adicio´n e´ste se convierte en crucial),
el nu´mero de jugadores cruciales de una coalicio´n S de taman˜o k + 1 y peso j se obtiene
como:
d(T ) ≡ d(i1, ..., ik) = 1 + | l ∈ {i1, ..., ik} : j − wl < q − wi |,
donde S = T ∪ {i} = {i1...ik} ∪ {i}.19
Sirvie´ndonos de esta cantidad d(T ), los numeradores de estos tres ı´ndices se obtienen,










19El 1 se refiere lo´gicamente al jugador i, que es crucial por construccio´n. De hecho, cuando el jugador
i es capaz (su voto individual ya alcanza la cuota), el primer sumando de su FG individual sera´ un 1 que
implicara´ k = 0, S = ∅ ∪ {i} y d(T ) = d(∅) = 1. Adema´s, para el resto de sumandos, tambie´n d(T ) = 1, ya




















Los denominadores de Johnston y Holler se obtienen sumando los diferentes nume-
radores jugador por jugador, mientras que el de Deegan-Packel (|Wm|) lo obtendremos
gracias a la FG global:
f(x, y1, ..., yn) =
n∏
j=1





yi1 · · · yik
xj ,
procediendo de modo similar al del ca´lculo de num(H(W )), pero con todos los sumandos













| | l ∈ {i1, ..., ik} : wl > j | = k |

Fije´monos en que, cuando j = 0 en la u´ltima expresio´n, el nu´mero de sub´ındices que
cumplen la condicio´n en cada uno de los sumandos (coaliciones) alcanzara´ siempre el valor
k porque wl > 0 por definicio´n. Por lo tanto, |Wm| siempre sera´, como mı´nimo, igual al
nu´mero de sumandos de grado la cuota.
Recuperemos el ejemplo de los apartados anteriores para clarificar conceptos. Recorde-
mos que Wm = {1, 23, 24}; con la FG global podemos hallar |Wm| = 3:






1 + (y3 + y4)x+ (y2 + y3y4)x2 + (y1y3 + y1y4 + y1)x3 + (y2y3y4 + y2y3 + y1y4)x4+
+(y1y3y4 + y1y2)x5 + (y1y2y3 + y1y2y4)x6 + y1y2y3y4x7
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Como hemos apuntado antes, los 3 te´rminos de grado exactamente 3 se corresponden con
coaliciones minimales, por lo que |Wm| ≥ 3. Consideramos, por tanto, so´lo los te´rminos de
grado en x a partir de q > 3. Si miramos el primer sumando de grado 4, y2y3y4, tenemos que
j−w2 = 4−2 = 2 > 3 = q, por lo que el jugador 2 es crucial; pero j−w3 = 4−1 = 3 = q,
con lo que 3 no es crucial y la coalicio´n no es minimal. Con el resto de sumandos de grado 4
y superiores ocurre lo mismo; en consecuencia, |Wm| = 3.
El siguiente paso es calcular las FG individuales para computar los numeradores de los
tres ı´ndices en cuestio´n.
f1(x, y2, y3, y4) = 1 + (y3 + y4)x+ (y3y4 + y2)x2 + (y2y4 + y2y3)x3 + y2y3y4x4
f2(x, y1, y3, y4) = 1 + (y3 + y4)x+ y3y4x2 + y1x3 + (y1y3 + y1y4)x4 + y1y3y4x5
f3(x, y1, y2, y4) = 1 + y4x+ y2x2 + (y1 + y2y4)x3 + y1y4x4 + y1y2x5 + y1y2y4x6
f4(x, y1, y2, y3) = 1 + y3x+ y2x2 + (y1 + y2y3)x3 + y1y3x4 + y1y2x5 + y1y2y3x6
Los sumandos a tratar en cada FG son los remarcados en negrita. Analicemos jugador por
jugador:
Empezando por el jugador 1, el primer sumando (1) implica d(T ) = 1 = 0 + 1 =
k + 1 y, para el resto, d(T ) = 1 6= k + 1 (ver nota al pie #19). Por lo tanto,
γ1(W ) = 1 + (1 + 1) + (1 + 1) = 5 y num(H1(W )) = 1 = num(DP1(W )).
Por lo que se refiere al jugador 2, los dos primeros sumandos (coaliciones T1 = {3}
y T2 = {4}) cumplen j − w3 = j − w4 = 1 − 1 = 0 < 1 = 3 − 2 = q − w2, por lo
que d(T1) = d(T2) = 2 = k + 1; mientras que el tercero (T3 = {34}) no cumple la
condicio´n para ninguno de sus 2 jugadores. Por lo tanto, γ2(W ) = (1/2+1/2)+1 = 2,
num(H2(W )) = (1 + 1) + 0 = 2 y num(DP2(W )) = (1/2 + 1/2) = 1.
En cuanto a los jugadores 3 y 4, su u´nico sumando (T = {2}) cumple j − w2 =
2−2 = 0 < 2 = 3−1 = q−w3 = q−w4, con lo que γ3(W ) = 1/2, num(H3(W )) = 1
y num(DP3(W )) = 1/2 (´ıdem para el jugador 4).
Los ı´ndices resultan, finalmente:
















































En la pa´gina siguiente se muestra el programa que incluye el algoritmo utilizado para la ob-
tencio´n de estos ı´ndices. Debe recalcarse que, as´ı como los algoritmos anteriores (Banzhaf
y Shapley-Shubik) son eficientes en el sentido de que mejoran el coste computacional que
supondr´ıa analizar las coaliciones una a una para decidir la crucialidad de los jugadores,
este algoritmo trabaja en tiempo exponencial debido a que cada sumando de cada FG se
corresponde con una coalicio´n. Por lo tanto, lo que aqu´ı ofrecemos no es una mejora en la
eficiencia del ca´lculo sino simplemente un me´todo de obtencio´n de estos tres ı´ndices.
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El encabezamiento del programa vuelve a pedir al usuario la lista de pesos y la cuota
del juego, para luego calcular la FG global y, con ella, la cantidad |Wm| (necesaria para
el ı´ndice de Holler). El siguiente paso es calcular las FG individuales20, y ya por u´ltimo,
se ejecuta el algoritmo que calcula los ı´ndices mediante el me´todo detallado unas l´ıneas
antes. Como gran parte del programa es ide´ntico a los utilizados para Banzhaf y Shapley,
especificaremos so´lo las diferencias; esto es, las FG’s y los algoritmos.
20En el exponente de cada variable yi aparece el peso del jugador i, pese a que en la explicacio´n teo´rica
no constaban. Se hace por comodidad en el disen˜o del algoritmo, sin que su ejecucio´n se vea ralentizada.
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3.2. Ca´lculo de ı´ndices de poder en (3,2)-juegos
Consideremos ahora el (3,2)-juego de mayor´ıa ponderada [q; (wY1 , w
N





Nuestro primer objetivo vuelve a ser poder hallar ηi(W ) = #{T : T ∈ W, T↓i /∈ W}
usando funciones generatrices, para obtener eficientemente los ı´ndices de Banzhaf, Coleman
y Rae21. Recordemos que ahora cada jugador posee dos pesos (uno positivo para cuando
vota s´ı y otro negativo para el no; la abstencio´n tiene peso 0), y que puede ser crucial de
dos maneras: cambiando su voto del s´ı a la abstencio´n (privando a la triparticio´n inicial
de su antigua contribucio´n en forma de peso positivo) y cambiando de la abstencio´n al no
(aportando a la triparticio´n resultante una contribucio´n negativa). Por lo tanto, una vez
calculada la FG (individual) que estamos buscando, los coeficientes relevantes sera´n:
q−wNi −1∑
j=q−wYi
aj = (aq−wYi + ...+ aq−1) + (aq + ...+ aq−wNi −1) =
= #{T : T ∈W, T↓i /∈W, i ∈ 1T}+ #{T : T ∈W, T↓i /∈W, i ∈ 2T} = ηi(W ),
teniendo en cuenta que los coeficientes aj nos siguen indicando el nu´mero de triparticiones
de peso total j que se pueden formar con todos los jugadores excepto i. Para obtener una
FG cuyos coeficientes cumplan esta condicio´n, hay que an˜adir a cada factor un sumando
adicional que tenga como exponente el peso correspondiente al voto negativo del jugador,
para as´ı obtener todas las combinaciones posibles de voto entre jugadores y, por ende,

































Veamos un nuevo ejemplo: sea el (3,2)-juego de mayor´ıa ponderada [2; (3,−1), (1,−2), (1,−1)],
de tres jugadores. La funcio´n generatriz global del juego viene dada por:
f(x) = (1 + x3 + x−1)(1 + x+ x−2)(1 + x+ x−1) =
x−4 + 2x−3 + 3x−2 + 4x−1 + 5 + 4x+ 3x2 + 2x3 + 2x4 + x5
Comprobemos que sus coeficientes se corresponden con el nu´mero de triparticiones de peso
igual al exponente de la variable a la que acompan˜an:
a−4 = 1 (3T = N) a1 = 4 (23/∅/1, 2/13/∅, 3/12/∅, 1/3/2)
a−3 = 2 (∅/1/23, ∅/3/12) a2 = 3 (23/1/∅, 13/∅/2, 1/2/3)
a−2 = 3 (3//12, ∅/13/2, ∅/2/13) a3 = 2 (12/∅/3, 1/23/∅)
a−1 = 4 (3/1/2, 2/∅/13, ∅/12/3, ∅/23/1) a4 = 2 (12/3/∅, 13/2/∅)
a0 = 5 (2/1/3, 2/3/1, 3/2/1, 1/∅/23, 2T = N) a5 = 1 (1T = N)
21El lector quiza´ eche de menos durante esta seccio´n el ca´lculo de los ı´ndices de Shapley-Shubik, Johnston,
Holler y Deegan-Packel para (3,2)-juegos mediante FG’s. Por lo que respecta al primero, la u´nica referencia
encontrada al respecto es [24]. Los otros tres pueden obtenerse mediante un algoritmo similar al utilizado en
la seccio´n anterior, que utilice FG’s como las que presentaremos aqu´ı pero con n+ 1 variables y cambiando
el 1 de cada factor del productorio por una nueva variable Ai que indique la abstencio´n del jugador i.
Hemos decidido no incluirlo por lo engorroso de la notacio´n y por su limitada eficiencia computacional.
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Y, efectivamente, lo hacen. Miremos ahora en que´ triparticiones es crucial cada jugador:
1 es crucial en {12/3/∅, 12/∅/3, 13/2/∅, 13/∅/2, 1/23/∅, 1/2/3 || 23/1/∅} ⇒
η1(W ) = 6 + 1 = 7
2 es crucial en {23/1/∅ || 1/23/∅, 1/2/3} ⇒ η2(W ) = 1 + 2 = 3
3 es crucial en {13/∅/2, 23/1/∅} ⇒ η3(W ) = 2 + 0 = 2
Hemos utilizado la doble barra para separar crucialidad votando s´ı y crucialidad abs-
tenie´ndose. Las funciones generatrices individuales deber´ıan ahora proporcionarnos los
coeficientes que nos ayuden a calcular los diferentes ηi(W ):
f1(x) = (1 + x+ x−2)(1 + x+ x−1) = x−3 + x−2 + 2x−1 + 2 + 2x+ 1x2
f2(x) = (1 + x3 + x−1)(1 + x+ x−1) = x−2 + 2x−1 + 2 + 1x+ 1x2 + 1x3 + x4
f3(x) = (1 + x3 + x−1)(1 + x+ x−2) = x−3 + x−2 + x−1 + 2 + 2x+ x3 + x4




valor es igual al nu´mero de triparticiones en las que i es crucial votando s´ı. En azul esta´n
los coeficientes de
∑q−wNi −1
q aj , que nos indica el nu´mero de triparticiones en las que i es
crucial abstenie´ndose. La suma de todos ellos es ηi(W ):
q − wY1 = −1 q = 2
q − 1 = 1 q − wN1 − 1 = 2
}
→ η1(W ) = (a−1 + a0 + a1) + a2 = 6 + 1 = 7
q − wY2 = 1 q = 2
q − 1 = 1 q − wN2 − 1 = 3
}
→ η2(W ) = a1 + (a2 + a3) = 1 + 2 = 3
q − wY3 = 1 q = 2
q − 1 = 1 q − wN3 − 1 = 1
}
→ η3(W ) = a1 = 2
Hallar los ı´ndices de Banzhaf y Rae es ahora inmediato. Para calcular el numerador de
los dos ı´ndices individuales de Coleman, necesitaremos duplicar una de las dos componentes
que intervienen en la obtencio´n de ηi(W ). Por ejemplo, para el jugador 1:
num(ColP1 (W )) =
q−1∑
j=q−wY1
aj + 2 ·
q−wN1 −1∑
j=q
aj = 6 + 2 · 1 = 8






aj = 2 · 6 + 1 = 13
Con las funciones generatrices calculadas, el procedimiento de obtencio´n del ı´ndice de
Ko¨nig-Bra¨uninger es ana´logo al utilizado en los juegos sin abstencio´n. El denominador,
|W |, es la suma de los coeficientes de la FG global desde aq; mientras que los numeradores
se consiguen sumando los coeficientes de las respectivas FG individuales desde aq−wYi hasta
el coeficiente ma´ximo aW¯Y −wYi :
|W | = aq + aq+1 + ...+ aW¯Y = a2 + ...+ a5 = 3 + 2 + 2 + 1 = 8
|W1| = a−1 + ...+ a2 = 2 + 2 + 2 + 1 = 7
|W2| = a1 + ...+ a4 = 1 + 1 + 1 + 1 = 4
|W3| = a1 + ...+ a4 = 2 + 0 + 1 + 1 = 4
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El algoritmo, programado en Maple, que hemos utilizado para obtener de manera
eficiente estos ı´ndices mediante el uso de funciones generatrices se muestra a continuacio´n.
Del mismo modo que se hac´ıa para juegos simples, hay que escribir en primer lugar los
pesos asociados a cada jugador (tanto positivo como negativo) y la cuota del juego. El
programa calcula la FG global, consigue |W | a partir de ella y devuelve el ı´ndice colectivo
de Coleman:
El siguiente paso vuelve a ser calcular las FG individuales y poner en marcha, final-
mente, el algoritmo que calcula los ı´ndices deseados. El me´todo es muy similar al utilizado
para juegos simples, con la salvedad de que ahora deben considerarse tambie´n los coe-
ficientes de los monomios de grado comprendido entre q y q − wNi − 1 (indicadores de
crucialidad positiva neutral), y que para calcular los ı´ndices de Coleman habra´ que con-
tabilizar doblemente estos coeficientes o bien los de grado entre q − wYi y q − 1, segu´n se
trate del de impedimento o del de iniciacio´n.
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4. Un sistema real de votacio´n con abstencio´n
Tal como ya apuntamos en la introduccio´n, los juegos simples se han utilizado desde
sus or´ıgenes para la modelizacio´n, representacio´n y tratamiento de mu´ltiples sistemas de
votacio´n, y para el estudio del poder relativo de cada uno de los votantes que en ellos
intervienen. Sin embargo, en la vida real, nos encontramos con que la mayor´ıa de sistemas
de votacio´n utilizados ofrecen a sus integrantes la opcio´n de mostrar su inconformidad con
las opciones existentes o su simple indiferencia mediante el uso de la abstencio´n: elecciones
a nivel nacional, autono´mico o local, consejos de organismos econo´micos internacionales o
de organizaciones mundiales de cualquier a´mbito, sistemas de toma de decisio´n en diversos
parlamentos y senados, etc.; son algunas de las situaciones ma´s evidentes.
Parado´jicamente, en la literatura referente a las aplicaciones de la teor´ıa de juegos,
la mayor´ıa de ejemplos reales considerados se modelizan usando juegos simples y, por lo
tanto, ignorando la existencia de la abstencio´n como posible input. En [32], los autores
realizan un estudio pormenorizado de la capacidad decisoria de los diferentes bloques de
pa´ıses que podr´ıan formarse en la toma de decisiones dentro del FMI, pero siempre en un
contexto de votacio´n binaria; cuando hay ejemplos de abstenciones como la de Canada´
en 2007 y Suecia en 2004. Otros autores ([14] y [1], entre muchos otros) estudian detal-
ladamente el Consejo de Ministros de la UE como un juego simple, pero no dejan claro el
papel de la abstencio´n en el seno del mismo.
Por fortuna, disponemos de algunos casos reales de sistemas de votacio´n con abstencio´n
de notoria importancia y comu´nmente nombrados en los art´ıculos que tratan sobre juegos
con alternativas. Se trata, especialmente, de la aceptacio´n de enmiendas ordinarias en el
Senado de los EEUU (representado como (3,2)-juego de mayor´ıa ponderada en [33]) y el
Consejo de Seguridad de la ONU (representado en [18]). Dedicaremos nuestra atencio´n a
este u´ltimo ejemplo.
4.1. Consejo de Seguridad de las Naciones Unidas (UNSC)
El Consejo de Seguridad es uno de los o´rganos principales de la ONU, encargado de
mantener la paz y seguridad entre las naciones. A diferencia de otros o´rganos, puede
tomar decisiones (conocidas como “resoluciones”) y obligar a los pa´ıses a cumplirlas. Esta´
compuesto por cinco miembros permanentes (USA, China, Francia, UK y Rusia) y diez
rotatorios. En los procesos de toma de decisiones (aprobacio´n de resoluciones), se requiere
que nueve de los quince pa´ıses voten a favor, siempre que ninguno de los cinco permanentes
lo haga en contra (e´stos tienen lo que se conoce como“derecho de veto”). Considerado como
un juego simple, este sistema se puede modelizar (ve´ase [16]) como el juego de mayor´ıa
ponderada:
[39; 7, 7, 7, 7, 7, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1]
Sin embargo, una visio´n ma´s realista sugiere considerar la abstencio´n como una posibilidad
de voto (la simplificacio´n anterior es criticada por Bolger en [5]: “It should be noted that the
U.N. Security Council game is often erroneously modeled as a 2-alternative game”), tenien-
do en cuenta que la abstencio´n de cualquier miembro permanente no veta la aprobacio´n
de una resolucio´n. Desde este punto de vista, el sistema de votacio´n del UNSC puede
describirse ([18]) como el (3,2)-juego de mayor´ıa ponderada siguiente:
[ 9; [1,−6], ..., [1,−6]︸ ︷︷ ︸
(5)




Con esta nueva visio´n, podemos ver que los ı´ndices de poder asociados a cada pa´ıs cambian
ligeramente respecto a los correspondientes al caso sin abstencio´n, y toman unos valores
ma´s cercanos al poder real que ostenta cada nacio´n. A continuacio´n ofrecemos una tabla
comparativa de ambas situaciones22:
Sin abstencio´n Con abstencio´n
I´ndices M.Permanente M.Rotatorio M.Permanente M.Rotatorio
Rae(W ) 0, 5259 0, 5026 0, 3409 0, 337
Rae′(W ) − − 0, 5113 0, 5056
β(W ) 0, 1669 0, 0165 0, 1009 0, 0495
β′(W ) 0, 0518 0, 0051 0, 0227 0, 0111
ColP (W ) 1 0, 0991 1 0, 3621
ColI(W ) 0, 0266 0, 0026 0, 0125 0, 0075
KB(W ) 1 0, 5495 0, 738 0, 5747
Un pequen˜o ana´lisis de los resultados nos lleva a las siguientes conclusiones:
Desde el punto de vista del e´xito de los jugadores, tenemos dos ı´ndices a comparar.
Por un lado, Rae muestra valores pra´cticamente ide´nticos entre su ı´ndice para juegos
simples y su ı´ndice unitario para (3,2)-juegos: cada jugador interviene aproximada-
mente en la mitad de coaliciones/triparticiones ganadoras votando s´ı y en la mitad de
perdedoras cuando vota no. El pequen˜o descenso, de un punto porcentual, observado
en el ı´ndice de los miembros permanentes (de 0,5259 a 0,5113) se debe a que, cuando
la abstencio´n entra en juego y alguno/s de ellos la elige como voto, existe un pequen˜o
nu´mero de agrupaciones que pueden ganar sin necesidad de su voto positivo (cosa
que no ocurre en los juegos simples, donde toda coalicio´n ganadora necesita de todos
los miembros permanentes). Esta u´ltima observacio´n justifica el valor ma´ximo del
ı´ndice de KB para este tipo de jugadores cuando no hay posibilidad de abstencio´n, y
el hecho de no llegar a serlo cuando s´ı la hay. Los miembros rotatorios no incremen-
tan en demas´ıa su proporcio´n de e´xito al pasar del juego simple al (3,2)-juego, ya
que el nu´mero de triparticiones ganadoras “nuevas” (aquellas en las que ellos votan s´ı
y algu´n o algunos permanentes se abstienen) es bastante pequen˜o respecto al total.
Por lo que respecta a la crucialidad, debemos analizar los ı´ndices de Banzhaf y Cole-
man. En todos ellos se observa un cambio en la proporcio´n de poder relativo entre
miembros permanentes y rotatorios: mientras que, en el juego simple, los perma-
nentes ostentan un poder hasta diez veces superior a los rotatorios, la aparicio´n de
la abstencio´n reduce esta proporcio´n a tan so´lo el doble (es decir, se reduce 5 veces).
La razo´n de este descenso radica en lo siguiente: sin abstencio´n, un miembro perma-
nente es crucial en todas las coaliciones ganadoras (en las que obviamente vota s´ı);
con abstencio´n, muchas de estas configuraciones continuar´ıan siendo ganadoras si di-
cho miembro se abstuviese, con lo cual esta´ perdiendo decisividad y transfirie´ndosela
(en menor medida) a los pa´ıses rotatorios. El u´nico ı´ndice que no refleja esta pe´rdida
es ColP , ya que en el segundo sistema, un miembro permanente sigue pudiendo ve-
tar con un simple cambio de voto hacia el no, exactamente de la misma manera que
ocurr´ıa en el primero (de ah´ı el valor ma´ximo del ı´ndice en ambos casos). ¿A que´ se
debe entonces un descenso igual de dra´stico en los valores relativos de este ı´ndice? Se
22Ca´lculos realizados con los algoritmos presentados anteriormente.
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debe, sin duda, al aumento, de hasta 4 veces, del poder correspondiente al miembro
rotatorio, en contraposicio´n a lo que pasa con Banzhaf, cuyo aumento es de so´lo el
doble. Las razones para esta diferencia se hallan en la mayor oportunidad de deci-
sividad que ofrece el numerador de ColP respecto a Banzhaf (este u´ltimo no permite:
o bien cambiar del s´ı al no, o bien de la abstencio´n al no), y en que la proporcio´n
del primero se realice u´nicamente sobre el nu´mero de triparticiones ganadoras y no
sobre el total de triparticiones en las que se vota s´ı (y en este ejemplo, el segundo
nu´mero, 3n−1, es muy superior al primero, |W |, ya que la proporcio´n entre ellos no
es ma´s que 3 ·A(W ) = 0, 0307).
Finalmente, y a modo de curiosidad, ofrecemos una captura de pantalla del programa
Maple en la que aparecen calculados, mediante los algoritmos presentados en los apartados
3.1.2 y 3.1.3., los ı´ndices de Shapley-Shubik, Johnston, Holler y Deegan-Packel asociados
al juego simple que acabamos de analizar:
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