Abstract. The effectiveness of Gabor filters for texture segmentation is well known. In this paper, we propose a texture identification scheme, based on a neural network (NN) using Gabor features. The features are derived from both the Gabor cosine and sine filters. Through experiments, we demonstrate the effectiveness of a NN based classifier using Gabor features for identifying textures in a controlled environment. The neural network used for texture identification is based on the multilayer perceptron (MLP) architecture. The classification results obtained show an improvement over those obtained by K-means clustering and maximum likelihood approaches.
INTRODUCTION
The real world is abound with multiple textures combined in an arbitrary fashion. To this day, the problem of identifying various textures in a natural image has not been completely solved. The two most important issues in any texture segmentation or classification algorithm which play an important role in the accuracy of classification ace the features and the decision function used for classification. In this regard, neural networks haye demonstrated to be robust and accurate decision functions. Neural networks have been very successfully applied in various fields including satellite image data classification. In this paper, we have explored the possibility of using the multilayer perceptron (MLP) for classifying textures. Kolmogorov and others have proved that any decision function can be implemented to any degree of arbitrary accuracy using a multilayer perceptron.
Our goal is to identify textures present in a controlled environment where the kind of textures present is already known. For instance, consider an environment in which only textures of the kind shown in Fig. 3 occur. In 10, we have shown a mosaic consisting of textures shown in Fig. 3 . Our objective is to identify the textures present in the mosaic (Fig. 10) . To this end, we propose a supervised scheme for classifying textures using a MLP.
GABOR FEATURES FOR TEXTURE CLASSIFICATION
For any classitication scheme (supervised or unsupervised), the choice of features is very crucial. In this work, we have chosen the Gabor features for texture classification. A number of researchers have already demonstrated the effectiveness of the Gabor features for discrimination of textures. The main advantage of the Gabor filters is that they provide optimal simultaneous resolution in both space and frequency domains. The expressions for discrete 2D Gabor m i n e and sine filters are given by where B and C are normalizing factors to be determined. In this paper, we consider Elters having equal spread in both i and j directions. The response of the filter is determined by the spread parameter U of the Gaussian and the radial frequency f of the modulating sinusoid. The orientation of the Gabor filter is determined by the parameter 8. B and C are chosen such that they satisfy the following conditions Since the filters have the same spread in both i and j directions, the contours on which the magnitude of the Fourier transform is constant are circles. The important issue in the design of Gabor filters for texture classification is the choice of filter parameters; radial frequency f , the spread of the filters 0 and. the orientation of the filter 8. For the purpose of texture classification, we design twenty five Gabor filters; six orientations, four filters per orientation and one low frequency filter. The six orientations of the Gabor filters are 0°,300,600,900,1200 and EOo. The radial frequencies and the spread of the four Gabor filters for each orientation are given in Table 1 . The radial frequency of the low frequency filter is zero and its spread is 3.464907.
I Angle of I radial I spreadof I In Fig. 1 , we have shown the response of twenty five Gabor cosine filters designed using the parameters given in Table 1 . The circles in Fig. 1 represent regions where the magnitude of the Gabor filters is greater than half the peak magnitude. The same parameters of the Gabor cosine filters are used to design twenty five Gabor sine filters. The procedure used to compute the filter parameters is beyond the scope of this paper.
Let the size of the Gabor cosine and sine filters be (2K + 1) x (2L + 1).
The inner products of the Gabor cosine and sine filters with the input image x at the location (i. j) are given by
At each pixel location (i,j), the magnitude of the vector with R, [i,j] and R. [i,j] as components is computed as
So at each location, we have twenty five outputs according to Eqn. 7 corresponding to the twenty five filters we have designed. These outputs are used as a twenty five dimensional feature vector for classification by the MLP.
MULTILAYER PERCEPTRON
A MLP consists of layers of structurally identical computing nodes (neurons) arranged so that the output of every neuron in one layer feeds into the input of every neuron in the next layer. See Fig. 2 for a typicd topology of a MLP. The first layer is referred to as the input layer and the last layer is referred to as the output layer. The layers between the input and the output layers are referred to as the hidden layers. The number of units (nodes) in the input layer is equal to the dimension of the feature vector. The number of units in the output layer equals the number of classes the neural netw0rk.k required to recognize. The network recognizes a feature vector as belonging to class k if the output of the kth node is greater than that of the other nodes in the output layer.
The output of the nodes in the input layer is just the values of the components of the feature vector of the input pattern. For the other layers, the output of a node in one layer is related to the output of the nodes in the previous layer hy the equations i=* where y: "' and b;") are the output and the bias of the j t h node in the M t h layer, respectively. f is an activation function, and yjy-') is the output of the ith node in the (M -1)th layer. N@-') is the number of nodes in the (M -1)th layer, and W j y ) is the weight between the j t h node in the M t h layer and the ith node in ( M -1)th layer. We have chosen the activation function f to be the sigmoid function and it is the same for all the nodes.
(10)
Training of the MLP A supervised scheme for texture classification using a MLP requires the MLP to be trained with a few examples of textures. In this regard, we consider only a set of nine textures shown in Fig. 3 . The textures are given unique indices for identification. For a mosaic of textures, a texture class m a p is defined as a matrix which contains the index of texture in each pixel location of the mosaic. For instance, for the mosaic shown in the Fig. 3 , the texture class map is shown in Fig. 4 .
Training of the MLP plays an important role in the performance of the neural network in classifying or identifying textures. In this paper, we have chosen a MLP with three layers: input, hidden, and output (see Fig. l) , for texture identification. Since the MLP needs to discriminate nine textures, the number of output units in the output layer is nine. Also, since we have chosen twenty five Gabor features for texture discrimination according to Eqn. 7, the number of units in the input layer is twenty five. There is no clear criteria for the choice of the number of units in the hidden layer. We have chosen the number of units in the hidden layer to be fifty.
For training the MLP, we compute the Gabor features accordkg to Eqn. 7 for the image shown in Fig. 3 and randomly select 4100 Gabor feature samples from each of the textures. These 36900 samples constitute the training set.
For each feature vector present in the training set, the desired output in the output layer is the texture index obtained from the texture class map shown in Fig. 4 . For instance, if the texture index of the training feature vector is 6, then the desired output in the output layer is 00000 1000. The difference between the desired output and the computed output is the error measure. This value is used to update the parameters (weights and kases) of the network. The sequence of feeding the network with training feature vectors and using the error measure to update the parameters is continued till the error measure is m i n i i d . The weight updation using the error measure is carried out by using the backpopagation algorithm. For details, 
Texture Classification by the MLP
Once the training is completed, the neural network is used to classify the rest of the mosaic image shown in Fig. 3 . For each pixel in the test image, the Gabor feature according to Eqn. 7 is computed and fed to the trained MLP. The output at the output layer of the network is computed using Eqn.
8. The texture class of the pixel is determined by the number of the node in the output layer which has the maximum output. If the maximum is 1 -than a threshold or two nodes have the same maximum, then the class of the pixel is considered to be unknown. The accuracy of the classification of the test mosaic image by the neural network is found by comparing the output of the neural network with that of the corresponding texture class map.
IMPLEMENTATION AND RESULTS
All implementation has been carried out on mosaicx containing subsets of the textures shown in Fig. 3 . First we demonstrate the effextiveness of a MLP in discriminating two textures. We choose a mmaic of two natural textures shown in Fig. 5 . In order to discriminate the two textures, we choose a MLP having two output units, fifty units in the hidden layer and twenty five units in the input layer. The twenty five units in the input layer correspond to the number of Gabor features we have chosen for texture discrimination. The MLP is trained according to the procedure described in earlier The accuracy of the classification of the mosaic image in Fig. 5 by the neural network is found by comparing the output of the neural network with that of the texture class map which is shown in Fig. 6 . We have compared the result of neural network-based segmentation with that obtained by K-means clustering. The result of clustering the Gabor features of the mosaic image in Fig. 5 is shown in Fig. 8 . Clearly, the result of segmentation by the MLP is superior to that obtained by the clustering procedure.
In Fig. 10 , we have shown a mosaic of two textures. The result of segmentation by the MLP is shown in Fig. 12 . Sirhilarly, in Fig. 15 , we have shown a mosaic of four textures. The same MLP is used to identify the textures present in the mosaic and the result of segmentation is shown in Fig. 17 . The result of clustering the Gabor features of the images shown in Figs. 10 and 15 are shown in Figs. 13 and 18 , respectively. The black "spots" or "bloW seen in tne neural output corresponds to the pixels which are wrongly classified.
Figs. 20 and 21 compare the results of segmentation of all the nine textures in Fig. 3 by the MLP and clustering. In addition to K-means clustering, we have also compared the segmentation results of the neural network with that obtained from a statistical classifier such as Gaussian maximum likelihood (MAXL). For Fig. 5 , the classification result obtained from the MAXL is shown in Fig. 9 . Similarly for the Figs. 10 and 15, the MAXL segmentation outputs are shown in Figs. 14 and 19, respectively. Table 2 , we have given the accuracy of classification by the MLP and MAXL for the various mosaics. From the table, it is evident that a neural network-based classifier has distinct advantages over the conventional s t a t i s tical classifiers such as Gaussian maximum likelihood. However, the use of neural networks (NN) for data classiGcation may yield erroneous results due to over-Gttig of data. In other words, in case the NN has very large number of hidden. nodes and if the training of the neural network is continued for a very long period of time, then the NN fails to generalize from the given training examples successfully. The smallest neural network which yields the maximum classification accuracy during testing is considered to be the network which has the maximum generalization capability.
In order to overcome the problem of over-fitting, the best solution would be as follows. 
4.
As the number of hidden units increase, the classiecation accuracy of the network during testing increases and then may saturate or decrease. The smallest network which yields thehlghest classification accuracy is taken to he the one with the best generalization abilities.
Further, one can reduce the complexity of the neural network by resorting to techniques which remove redundancy in the input feature vector. One of the mmt popular techniques of feature dimensionality reduction is principal component analysis (PCA). Using PCA, along with the growing technique described above, it may be possible to obtain a robust texture classifier with the least complexity.
CONCLUSIONS
In this paper, we have proposed a neural network-based scheme for tex-ture identification in a controlled environment using Gabor features. The neural network is trained using the backpropagation algorithm, and tested on different m&aics. The &curacy of classification is computed by comparing the output of the neural network with that of the texture class map of the mmaic. It has been found that MLP offers an accuracy of higher than 90 % in our experiments. The greater effectiveness of the MLP has also been established by comparing MLP classification results with those obtained from the K-means clustering and Gaussian maximum likelihood. 
