Abstract. In this work the inverse coefficient problem for Euler-Bernoulli equation with periodic boundary and integral addition conditions is investigated. Under some natural regularity and consistency conditions on the input data the existence, uniqueness and continuously dependence upon the data of the solution are shown by using the generalized Fourier method. Numerical tests using the implicit finite difference scheme combined with an iterative method are presented and discussed. Also an example is presented with figures.
Introduction
Inverse problems is a research area dealing with inversion of models or data. An inverse problem is a mathematical framework that is used to obtain information about a physical object or system from observed measurements. It is called an inverse problem because it starts with the results and then calculates the causes. This is the inverse of a direct problem, which starts with the causes and then calculates the results. Thus, inverse problems are some of the most important and well-studied mathematical problems in science and mathematics because they provide us about parameters that we cannot directly observe. There are many different applications including, medical imaging, geophysics, computer vision, astronomy, nondestructive testing, and many others. For example, if an acoustic plane wave is scattered by an obstacle, and one observes the scattered field far from the obstacle, or in some exterior region, then the inverse problem is to find the shape and material properties of the obstacle. Such problems are important in identification of flying objects (airplanes missiles, etc.), objects immersed in water (submarines, paces of fish, etc.) and in many other situations. In geophysics one sends an acoustic wave from the surface of the earth and collects the scattered field on the surface for various positions of the source of the field for a fixed frequency, or for several frequencies. The inverse problem is to find the subsurface inhomogeneities. In technology one measures the eigenfrequencies of a piece of a material, and the inverse problem is to find a defect in this material, for example, a hole in a metal. In geophysics the inhomogeneity can be an oil deposit, a cave, a mine. In medicine it may be a tumor or some abnormality in a human body. If one is able to find inhomogeneities in a medium by processing the scattered field on the surface, then one does not have to drill a hole in a medium. This, in turn, avoids expensive and destructive evaluation. The practical advantages of remote sensing are what make the inverse problems important.
Mathematical modeling is advantage point to reach a solution in an engineering problem, so the accurate modeling of nonlinear engineering problems is an important step to obtain accurate solutions. Most differential equations of engineering problems do not have exact analytic solutions so approximation and numerical methods must be used. Recently some different methods have been introduced to solving these equations, such as Finite difference method, Finite Element method, Keller Box method, Boundary Element Method, etc. [1, 14, 15] .
Mathematical modeling of sound wave distribution problems and also the vibration, buckling and dynamic behavior of various building elements widely used in nano-technology are formulated with following Euler-Bernoulli equations
Due to the new and exceptionally its electronic and mechanical properties, carbon nanotubes are considered to be one of the most useful material in future. Nowadays, nanotubes are used as atomic force microscopy, nanofillers for composite materials, nanoscale electronic devices and even frictionless nanoactuators, nanomotors, nanobearings and nanosprings [8, 13, 16] . These elements are tackled by different boundary conditions depending on different loading conditions. Therefore, investigation of existence and uniqueness of the solution of Euler-Bernoulli equations with different boundary conditions used in the mathematical modeling of the structural components of nano-materials continues to be a focus of interest amongst mathematicians.
The main goal of this study is to investigate the solution of the unknown function in Euler-Bernoulli equation equation with periodic boundary conditions and integral overdetermination condition. We first obtain the formal solution of this problem using Fourier method. As the next step, we find the existence, uniqueness and continuous dependence of the solution using iteration method. Finally, we investigate the numerical solution of the inverse problem using linearization and finite difference method.
Let T > 0 be fixed number and denote by Ω := {0 < x < π, 0 < t < T} . Consider the problem of finding a pair of functions {r(t), u(x, t)} satisfying the following equations
for a quasilinear parabolic equation with the nonlinear source term F = F(x, t, a, u) = a(t)u(x, t) + r(t) f (x, t, u), where f (x, t, u), ϕ(x), ψ(x) and E(t) are known functions which are positive and continuous. Determination of the pair of functions {r(t), u(x, t)} is called the inverse problem. Many problems of modern physics and technology can be effectively described in terms of nonlocal conditions. Also, these problems have many important applications in chemical diffusion, thermoelasticity, heat conduction processes, population dynamics, vibration problems, nuclear reactor dynamics, control theory, medical science, biochemistry and certain biological processes. For example, in the study of the heat conduction with in linear thermoelasticity, [4, 5] investigated a heat equation subject to nonlocal boundary conditions. Over the last years, considerable efforts have been put in to develop either approximate analytical solution and numerical solution to non-local boundary value problems. Cannon et al. [3] implemented implicit finite difference scheme to obtain numerical solution of the one dimensional nonlocal boundary value problems. [6, 7] studied non-local boundary value problems and concluded that the presence of integral terms in boundary conditions can greatly complicate the application of standard numerical techniques such as finite difference schemes, finite element techniques etc. [2, 11, 12] The periodic conditions are used on lunar theory [9] . In heat propagation in a thin rod in which the law of variation E(t) of the total quantity of heat in the rod is given in [10] .
Solution of the Inverse Problem
Definition 2.1. Determination of the pair of functions {r(t), u(x, t)} is called the inverse problem.
Definition 2.2. v(t, x) ∈ C(Ω) is refered test function that gives following conditions:
v(T, x) = v t (T, x) = 0, v(0, t) = v(π, t), v x (0, t) = v x (π, t), v xx (0, t) = v xx (π, t), v xxx (0, t) = v xxx (π, t), t [0, T] .
Definition 2.3. u(x, t) ∈ C(Ω) is named generalized solution that gives following equation:
Consider the following assumptions:
By Fourier method, we obtain
Under the condition (A1)-(A3), differentiating (4), we obtain
From (5) and (6) 
Definition 2.4. Denote the set Let {u(t)} = {u 0 (t), u ck (t), u sk (t), k = 1, ..., n} is satisfied that Proof. An iteration for (5) : 
Adding and subtracting t 0 π 0 r (0) (τ) f (ξ, τ, 0)dξdτ, after applying Cauchy, Bessel, Lipschitz, Hölder inequalities, we have
and from the same approaches,
Finally we have the following inequalities:
From the conditions of the theorem u (1) (t) ∈ B 1 .
Same estimations for the step N,
According to u (N) (t) ∈ B 1 and from the conditions of the theorem, we have u (N+1) (t) ∈ B 1 ,
For N → ∞, u (N+1) (t), r (N+1) are converged. After applying Cauchy, Bessel, Lipschitz, Hölder inequalities consecutively, we have
,
where
For the step N :
Let us consider (9) in (10) and apply Gronwall's inequality to (10) and taking maximum of both side of the last inequalities, we find the following inequalities
We obtain u (N+1) → u, r (N+1) → r, N → ∞. For the uniqueness, we assume that the problem (1)- (4) has two solution pair (u, r) , v, q . Applying Cauchy inequality, Hölder Inequality, Lipschitzs condition and Bessel inequality to |u(t) − v(t)| and r(t) − q(t) , therefore we have
, applying Gronwall's inequality to the last equations, we have u(t) = v(t). Hence r(t) = q(t).
The theorem is proved.
Continuous Dependence of (r,u) Upon the Data
Theorem 3.1. Under assumptions (A1)-(A3) the solution (r, u) of the problem (1)- (4) depends continuously upon the data ϕ, E.
Proof. Let Φ = ϕ, ψ, f and Φ = ϕ, ψ, f be two sets of the data, which satisfy the assumptions (A 1 )−(A 3 ) . Suppose that there exist positive constant N 1 such that
. Let (r, u) and (r, u) be solutions of inverse problems (1)- (4) corresponding to the data Φ = ϕ, ψ, f and Φ = ϕ, ψ, f respectively. According to (5), we have
By using same estimations as in Theorem 2.5, we obtain
Applying Gronwall's inequality to (11) , we obtain
For Φ → Φ then u → u. Hence r → r.
Numerical Method for the Problem (1)-(4)
We construct an iteration algorithm for the linearization of the problem (1)- (4):
Let u (n) (x, t) = v(x, t) and f (x, t, u (n−1) ) = f (x, t). Then the problem (12)- (15) can be written as a linear problem:
We use finite-difference approximation for discretizing problem (16)-(19):
The domain [0, π] × [0, T] is divided into an N x × N t mesh with the spatial step size h = π/N x in x direction and the time step size τ = T/N t , respectively.
Grid points x i , t j are defined by x i = ih; i = 0; 1; 2; ...; N x ; t j = jτ; j = 0; 1; 2; ...; N t ; v j i = u(x i , t j ), f j i = f (x i , t j ), a j = a(t j ), r j = r(t j ). Let us integrate the equation (12) respect to x from 0 to π and use (13) and (15), we obtain r(t) = [E (t) − a(t)E(t)]
The finite difference approximation of (25) is
where E j = E(t j ), a j = a(t j ), j = 0, 1, ..., N t . We mention that the integral is numerically calculated using Simpson's rule of integration.
In order to illustrate the behavior of our numerical method, an example is considered.
Example 4.1. This example investigates finding the exact solution {r(t), u(x, t)} = exp(t), (1 + sin 2x) exp(t) .
for the given functions ϕ(x) = (1 + sin 2x) , E(t) = π exp(t),
f (x, t, u) = 1 − exp(3t) u + 16 sin 2x exp(t). 
