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1. Introduction
Let Hpα = Hpα(Cn) be the space of all entire functions f on Cn , n  1, such that | f |p is integrable with respect to the
Gaussian
dμα(z) := e−α|z|2 dz, (1)
where dz stands for the Lebesgue volume on Cn and α > 0, 1  p < ∞. Equipped with the norm inherited from Lpα =
Lpα(Cn,dμα), H
p
α become Banach spaces; in particular, H2α is the Segal–Bargmann–Fock space of quantum mechanics with
parameter α [11]. The function
Kα(x, y) :=
(
α
π
)n
eα〈x,y〉, x, y ∈ Cn,
is the reproducing kernel for H2α , and the integral operator
Pα f (x) :=
∫
Cn
f (y)Kα(x, y)dμα(y), x ∈ Cn,
is the orthogonal projection in L2α onto H
2
α (an analogue of the Bergman projection). By construction, Pα is bounded on L
2
α ,
but this turns out to be no longer the case for Lpα with p = 2. In fact, Janson, Peetre and Rochberg proved the following
assertions.
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H. Bommier-Hato et al. / J. Math. Anal. Appl. 389 (2012) 1086–1104 1087Theorem. (See [16, §9.1].) Let α ∈ R, β > 0, 1 p < ∞ satisfy βp > α. Then Pβ is bounded from Lpα into Lpγ , where 1γ = 4(βp−α)p2β2 .
In particular, Pβ is bounded on L
p
α if and only if pβ = 2α. Finally, Pβ maps Lpβ into Lqβ (1 q < ∞) if and only if either q < 4(1− 1p )
or p = q = 2.
The second part of the theorem was later proved by a different method by Dostanic´ and Zhu [6], who also computed the
exact value of the norm of Pβ : Lpα → Lpα with 2α = pβ .
In this paper, we extend the last theorem in two ways: ﬁrst of all, we discuss also the boundedness of Pβ from L
p
α into
Lqγ for p = q and α = γ ; and second, we consider the more general Fock-type spaces Hpαm = Hpαm(Cn) (and the associated
projections Pαm) consisting of all entire functions in L
p
αm := Lp(Cn,dμαm), where dμαm are the generalized Gaussians
dμαm(z) := e−α|z|2m dz, α,m > 0,
which reduce to (1) for m = 1. We obtain a complete result for m 1 and 2n2n−1 <m < 2. Namely, denote
qmax = qmax(α,β,γ , p) := 4γ
β2
(
β − α
p
)
.
Theorem 1. Let α ∈ R, β,γ > 0, 1 p,q < ∞ and 0 <m 1. Then the following are equivalent:
(i) Pβm : Lpαm → Lqγm is bounded;
(ii) either q < qmax , or q = qmax  p.
Theorem 2. Let α ∈ R, β,γ > 0, 1 p,q < ∞ and 2n2n−1 <m < 2. Then the following are equivalent:
(i) Pβm : Lpαm → Lqγm is bounded;
(ii) either q < qmax , or q = qmax = p.
The cases of 1 < m  2n2n−1 and m  2 seem to be more subtle, and the information we can offer is less complete.
We prove the following:
– If q < qmax, then Pβm : Lpαm → Lqγm is bounded.
– If q > qmax, then Pβm : Lpαm → Lqγm is unbounded.
– If q = qmax < p and m < 2, then Pβm : Lpαm → Lqγm is unbounded.
– If q = qmax > p and m > 2n2n−1 , then Pβm : Lpαm → Lqγm is unbounded.
– If q = qmax = p, then Pβm : Lpαm → Lqγm is bounded.
The general picture is thus a bit unclear at the moment, and we have no conjectures for the two remaining cases
q = qmax > p, 1 <m 2n2n−1 , and q = qmax < p, m 2.
Note that for α = γ , it is easy to see that always qmax  p, with equality only for p = 2α/β; thus our Theorem 1 indeed
recovers the results of Dostanic´ and Zhu, i.e. the second part of the theorem by Janson, Peetre and Rochberg mentioned
above. Similarly for the ﬁrst and the third part of the theorem, i.e. for p = q, 1γ = 4(βp−α)p2β2 and α = β = γ , respectively.
(The case m = 1, α = γ of Theorem 1, i.e. the variant for p = q of the result of Dostanic´ and Zhu, appears also in §5 of [7].)
We remark that α is allowed to be negative in the last two theorems; however, since Lqγm contains no holomorphic
functions for γ  0, there is no point in considering nonpositive β or γ .
The proof in [6] was based on the Schur test, which however turns out not to work very well for us here (even in its
strengthened version due to Gagliardo [12]; see the remarks in Section 8.2 below). Instead, we proceed by an interpolation
argument, adapted from the approach in [16]. The crucial ingredient are estimates for various integrals of the corresponding
reproducing kernels Kαm(x, y) of H2αm , which involve interesting special functions (the generalized Mittag–Leﬄer function
and its derivatives). Simpler versions of these estimates can be found in the papers [4,5] by the ﬁrst and the third author.
As noted above, Dostanic´ and Zhu in [6] also computed the exact norm of Pβ : Lpα → Lpα in the case when it is bounded
(p = 2α
β
). We have made no effort to establish such results also in our more general setting, though conceivably this could
be done in an analogous manner as in [6] at least in some cases.
The relevant prerequisites on the spaces Hpαm and their reproducing kernels Kαm are assembled in Section 2, together
with some handy formulas for norms of monomials. The latter are used in Section 4 to get a necessary condition for bound-
edness of Pβm from L
p
αm to L
q
γm , after making a convenient reduction of the problem in Section 3. A suﬃcient condition for
boundedness is established in Section 5. The next two sections deal with the diﬃcult case q = qmax: miscellaneous results
for general m are obtained in Section 6, and Theorems 1 and 2 are proved in Section 7. The ﬁnal Section 8 contains some
concluding remarks and comments.
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the norm in Lpαm . For p = 2, we abbreviate ‖ · ‖pαm to ‖ · ‖αm . The norm in Cn is denoted simply by | · | (even for
n > 1). The notation f = O (g), or | f |  |g|, for two functions f , g on Cn means that there exists a constant C such that
| f (z)| C |g(z)| for all z with |z| large enough. If f = O (g) and g = O ( f ), we will write f ∼ g .
2. Fock-type spaces
Since the weight function e−α|z|2m depends only on |z|, it follows in the standard way (integrating in polar coordinates)
that the monomials zν , ν a multiindex, form an orthogonal basis in H2αm . Using the formula∫
S2n−1
∣∣ζ ν ∣∣2 dσ(ζ ) = 2ν!πn
Γ (n + |ν|) (2)
for integration over the unit sphere S2n−1 in Cn with respect to the surface measure dσ , we obtain the expression for their
norm squares
∥∥zν∥∥2
αm =
∫
Cn
∣∣zν ∣∣2 dμαm(z) = πnν!
mΓ (n + |ν|)
Γ (
n+|ν|
m )
α
n+|ν|
m
. (3)
Here we started using the usual multiindex notations ν! = ν1! . . . νn!, zν = zν11 . . . zνnn and so on. By the standard formula for
a reproducing kernel [1], it follows that
Kαm(x, y) =
∑
ν
xν yν
‖zν‖2αm
(4)
= mα
n/m
πn
∞∑
k=0
(α1/m〈x, y〉)k
k!
Γ (n + k)
Γ (n+km )
(5)
(see Lemma 5.1 in [5]; the formula there differs from ours, due to different normalizations, by a factor of 2π
n
(n−1)! , which is
immaterial for our purposes).
The corresponding orthogonal projection Pαm : L2αm → H2αm is an integral operator with kernel Kαm (with respect to the
measure dμαm):
Pαm f (x) =
∫
Cn
f (y)Kαm(x, y)dμαm(y). (6)
If Pβm extends by continuity from L2βm ∩ Lpαm to all of Lpαm , then it is not a priori clear whether the extension will still be
given by the formula (6). The next lemma shows that this is, however, the case at least in some special situations.
Lemma 3. Assume that Pβm, deﬁned by (6) on L2βm, extends to a continuous operator L
p
αm → Lqγm. For a multiindex ν , let Lp,ναm denote
the subspace in Lpαm of all functions of the form
f (z) = zνφ(|z|). (7)
Then |zν |2φ(z) ∈ L1βm and
Pβm f (w) = w
ν
‖zν‖2βm
∫
Cn
∣∣zν ∣∣2φ(|z|)dμβm(z). (8)
Proof. The subset Lp,ναm ∩ L2,νβm is dense in Lp,ναm : it contains the functions ιR(χR f ) for any R > 0, where χR is the characteristic
function of the ball |z| R , and ιR(x) = x or 0 according as |x| R or |x| > R; and ιR(χR f ) → f in Lpαm as R → +∞. For
f ∈ L2,νβm we have by (6) and (4) (note that (4) converges in the L2αm-norm for each ﬁxed y ∈ Cn) that Pβm f (w) is given by
the formula (8), where the integral exists since both f and zν belong to L2,νβm .
Now if f (z) = zνφ(|z|) ∈ Lp,ναm , then also g(z) := zν |φ(|z|)| ∈ Lp,ναm ; approximating the latter by functions gk in Lp,ναm ∩ L2,νβm
as above, the continuity of Pβm : Lpαm → Lqγm implies that Pβmgk(w) has a ﬁnite limit as k → ∞, for each w; by the
Lebesgue Monotone Convergence Theorem, this means that |zν |2φ(|z|) ∈ L1 , and approximating similarly f by functionsβm
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it is valid also for f . 
We will need a formula for ‖zν‖pαm also for p = 2; though this is probably well known, it is diﬃcult to pinpoint a proof
in the literature, so we include it here.
Lemma 4. For any ν1, . . . , νn  0,∫
S2n−1
|ζ1|2ν1 . . . |ζn|2νndσ(ζ ) = 2π
nν!
Γ (n + |ν|) ,
where |ν| = ν1 + · · · + νn and ν! = Γ (ν1 + 1) . . . Γ (νn + 1).
Of course, for integer ν1, . . . , νn the last formula reduces to (2).
Proof. Let us denote the integral by C2ν . We express
C2ν
∞∫
0
r2|ν|e−r2r2n−1 dr (9)
in two ways. On the one hand, changing the variable to t = r2 shows that this is equal to
C2ν
∞∫
0
t|ν|+n−1e−t dt
2
= 1
2
Γ
(
n + |ν|)C2ν .
On the other hand, (9) is obtained upon making the change of variable z = rζ in the integral∫
Cn
|z1|2ν1 . . . |zn|2νne−|z|2 dz,
which equals
n∏
j=1
∫
C
|z j|2ν j e−|z j |2 dz j =
n∏
j=1
2π∫
0
dθ
∞∫
0
r2ν j e−r2r dr = πnν!.
Comparing both formulas, the assertion follows. 
Corollary 5. For any multiindex ν and p > 0,
∥∥zν∥∥ppαm = πnm (
νp
2 )!
Γ (n + |ν|p2 )
Γ (
|ν|p+2n
2m )
α
|ν|p+2n
2m
. (10)
Proof. Immediate from the previous lemma and integration in polar coordinates. 
3. A reduction
Given p,q, let us denote
c ≡ cp,q(α,β,γ ) = 4γ
β2q
(
β − α
p
)
. (11)
In other words, c = qmax(α,β,γ , p)/q.
Proposition 6. For ﬁxed p and q, the boundedness or unboundedness of Pβm from L
p
αm into L
q
γm depends only on the value of c.
Proof. For δ > 0, consider the dilation operator
Dδ f (z) := f
(
δ1/mz
)
.
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p
αm isomorphically onto L
p
δ2α,m
; in fact, δ2n/mDδ is an isom-
etry of the former onto the latter. Since, in view of (5), Kβm(z, δ−1/mw) = δ2n/mKβ/δ2,m(δ1/mz,w), another simple change of
variable argument shows that
PβmDδ = Dδ Pβ/δ2,m.
Thus Pβm is bounded L
p
αm → Lqγm if and only if Pβ/δ2,m is bounded from D1/δLpαm = Lpα/δ2,m into D1/δL
q
γm = Lqγ /δ2,m . Let us
temporarily call, for p,q ﬁxed, (α,β,γ ) a bounded triple if Pβm : Lpαm → Lqγm is bounded. Then we have just shown that for
any 1/δ2 = t > 0,
(α,β,γ ) is bounded ⇐⇒ (tα, tβ, tγ ) is bounded. (12)
Next, for  ∈ R consider the operator
Em f (z) := e|z|2m f (z).
Then Em is an isometric isomorphism of L
p
αm onto L
p
α+p,m . Furthermore, using again (5),
PδmEδ−β,m f (z) =
∫
Cn
f (w)e(δ−β)|w|2m Kδm(z,w)e−δ|w|
2m
dw
=
∫
Cn
f (w)Kδm(z,w)e
−β|w|2m dw
=
∫
Cn
f (w)
(
δ
β
)n/m
Kβm
(
δ1/m
β1/m
z,w
)
e−β|w|2m dw
=
(
δ
β
)n/m
Dδ/β Pβm f (z),
or
PδmEδ−β,m =
(
δ
β
)n/m
Dδ/β Pβm
for any δ,β > 0. It follows that Pβm : Lpαm → Lqγm is bounded if and only if Pδm is bounded from Eδ−β,mLpαm = Lpα+(δ−β)p,m
into Dδ/β L
q
γm = Lqδ2γ /β2,m . In other words, for any δ > 0,
(α,β,γ ) is bounded ⇐⇒
(
α + (δ − β)p, δ, δ
2γ
β2
)
is bounded.
Taking in particular δ = β2q/γ , we get
(α,β,γ ) is bounded ⇐⇒
(
α + p
(
β2q
γ
− β
)
,
β2q
γ
,
β2q2
γ
)
is bounded
⇐⇒
(
αγ
β2q
+ p − pγ
βq
,1,q
)
is bounded
by (12). Since
αγ
β2q
− pγ
βq
= γ p
β2q
(
α
p
− β
)
= − p
4
c,
we get that
(α,β,γ ) is bounded ⇐⇒
((
1− c
4
)
p,1,q
)
is bounded,
and the claim follows. 
Since evidently Lqγm ↪→ Lqδm if δ > γ and Lpm ↪→ Lpαm if  < α, we have that if (α,β,γ ) is bounded then so is (,β, δ)
for all  < α and δ > γ . It follows that there exists c0 = c0(p,q) ∈ {−∞} ∪ [0,+∞) such that
(α,β,γ ) is bounded if c > c0 and unbounded if c < c0.
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q
γm ↪→ Lrγm if r < q (and likewise Lsαm ↪→ Lpαm for s > p if
α > 0); it transpires that c0(p,q) must be a nondecreasing function of q and nonincreasing function of p. Finally, due to a
simple consequence of the Hölder inequality to the effect that3
Lsδm ↪→ Lpαm if s p and
α
p
>
δ
s
,
one could draw further conclusions about c0(p,q) by letting all of p,q,α,γ vary. We will not pursue this line further,
however, since we are now going to show directly that c0(p,q) = 1 for all p and q.
4. A necessary condition
We keep the notation (11) throughout the rest of this paper.
Proposition 7. If Pβm : Lpαm → Lqγm is bounded, then c  1.
Proof. Consider the function
f (z) = zνe−λ|z|2m
where ν is a multiindex and λ < α/p. The condition on λ guarantees that f ∈ Lpαm , with
‖ f ‖ppαm =
∫
Cn
∣∣zν ∣∣pe−(α−λp)|z|2m dz = ∥∥zν∥∥pp,α−λp,m.
If Pβm : Lpαm → Lqγm is bounded, then by Lemma 3, |zν |2e−λ|z|2m ∈ L1βm and Pβm f is given by (8). The former implies that
λ < β , or, since λ can be taken arbitrary < α/p,
α
p
 β; (13)
the latter then implies that
Pβm f (w) = w
ν
‖zν‖2βm
∥∥zν∥∥2
β−λ,m =
(
β
β − λ
) n+|ν|
m
wν
by (3).
Altogether, we see that if Pβm extends to a bounded operator from L
p
αm into L
q
γm — with norm C , say — then
α
p  β and(
β
β − λ
) n+|ν|
m ∥∥zν∥∥qγm = ‖Pβm f ‖qγm  C‖ f ‖pαm = C∥∥zν∥∥p,α−λp,m, (14)
for all multiindices ν and λ < αp .
We now specialize to ν = (k,0, . . . ,0), k = 0,1,2, . . . , so that
∥∥zν∥∥pαm =
[
πn
m
Γ (
kp
2 + 1)
Γ (
kp
2 + n)
Γ (
kp+2n
2m )
α
kp+2n
2m
]1/p
by (10). Then (14) becomes(
β
β − λ
) k+n
m
[
πn
m
Γ (
kq
2 + 1)
Γ (
kq
2 + n)
Γ (
kq+2n
2m )
γ
kq+2n
2m
] 1
q
 C
[
πn
m
Γ (
kp
2 + 1)
Γ (
kp
2 + n)
Γ (
kp+2n
2m )
(α − λp) kp+2n2m
] 1
p
3 The assertion follows from Hölder’s inequality applied to the pair of functions 1 and | f (z)|pe−b|z|2m with respect to the measure e−c|z|2m dz, c > 0, and
exponent sp :∫ ∣∣ f (z)∣∣pe−b|z|2m e−c|z|2m dz (∫ ∣∣ f (z)∣∣se−bs|z|2m/pe−c|z|2m dz)
p
s
(∫
e−c|z|2m dz
)1− ps
,
or
‖ f ‖p,b+c,m  C‖ f ‖s,c+bs/p,m, C =
(∫
e−c|z|2m dz
) 1
p − 1s
< ∞.
The condition αp >
δ
s guarantees that we can choose c > 0 and b ∈ R so that b + c = α, c + bs/p = δ. Hence ‖ f ‖pαm  C‖ f ‖sδm .
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and let k → ∞. Since, for any ρ > 0 and σ ∈ R,
lim
k→∞
Γ (ρk + σ)1/ρk
k
= ρ
e
(by Stirling’s formula), we obtain(
β
β − λ
)2 q/2me
γ
 p/2me
α − λp ,
for all λ < αp . Cancelling 2me and setting λ = αp − t , this becomes
β2
(β − αp + t)2
q
γ
 1
t
or
−β
2
γ
qt +
(
β − α
p
+ t
)2
 0 ∀t > 0. (15)
The left-hand side attains its minimum at t = tmin := β22γ q − β + αp , and equals (β − αp )2  0 at t = 0. If tmin  0, the
inequality in (15) thus indeed holds for all positive t . If tmin > 0, then (15) holds if and only if the inequality there holds
for t = tmin, that is, if and only if(
β − α
p
)2
− t2min  0
or (since tmin > 0 and β  αp )
0 < tmin  β − αp .
Altogether, we see that (15) is equivalent to tmin  β − αp , or
q 4γ
β2
(
β − α
p
)
= qmax(α,β,γ , p),
or c = qmax/q 1, completing the proof. 
Note that since q 1, the boundedness of Pβm : Lpαm → Lqγm implies that
β − α
p
> 0, (16)
i.e. we must even have strict inequality in (13).
5. A suﬃcient condition
In view of (5), the reproducing kernel Kαm can be expressed in terms of the Mittag–Leﬄer function
Eα,β(z) :=
∞∑
k=0
zk
Γ (αk + β) , α,β > 0,
as
Kαm(x, y) = mα
n/m
πn
E(n−1)1
m ,
1
m
(
α1/m〈x, y〉). (17)
From the formula (22) in vol. III, §18.1 of [3], one learns that E1/m,1/m(z) has the asymptotic expansion
E 1
m ,
1
m
(z) =mzm−1ezm[1+ O (e−θ |z|m/√2 )]
as z → ∞, |arg z|  π4m , with θ > 0. (One can take θ = (1 − cos2πm) for 0 < m < 14 , and any 0 < θ < 1 for m  14 .)
Furthermore, the expansion can be differentiated termwise any number of times: this can be seen either by checking the
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around z). In particular, we have
E(n−1)1
m ,
1
m
(z) = O (z(m−1)nezm)
as z → +∞, z > 0. Since |E(n−1)1
m ,
1
m
(z)| E(n−1)1
m ,
1
m
(|z|) (the power series for E(n−1)1
m ,
1
m
has nonnegative coeﬃcients), we see that
∣∣Kαm(x, y)∣∣ ∣∣〈x, y〉∣∣(m−1)neα|〈x,y〉|m  (|x||y|)(m−1)neα|x|m|y|m (18)
as |x||y| → +∞. (See [4] for a detailed proof.)
We will need a simple computational lemma.
Lemma 8. For k > −2n, B > 0 and A > 0,∫
Cn
|w|keB|w|me−A|w|2m dw  B k+2nm −1eB2/4A
as B → +∞.
Proof. Denote, for brevity, k+2nm − 1=: ρ; by hypothesis, ρ > −1. Passing to polar coordinates w = rζ shows that
∫
Cn
|w|keB|w|me−A|w|2m dw = 2π
n
Γ (n)
∞∫
0
rk+2n−1eBrm−Ar2m dr = 2π
n
Γ (n)m
∞∫
0
tρeBt−At2 dt.
The last integral can be evaluated explicitly in terms of the parabolic cylinder functions Dν , namely,
∞∫
0
tρeBt−At2 dt = Γ (ρ + 1)
(2A)(ρ+1)/2
eB
2/8AD−ρ−1
( −B√
2A
)
.
See [3], formula (3) in vol. II, §8.3, or formula 3.462.1 in [14]. Using the known asymptotic behaviour of Dν (see [20], §16.52;
this is also reproduced in vol. II, §8.4 of [3], but with missing parentheses!)
Dν(z) ∼ (−z)−ν−1ez2/4 as z → −∞,
we obtain the lemma (even with  replaced by ∼). 
Remark. It is not diﬃcult to give a direct proof avoiding the parabolic cylinder functions; we indicate one for ρ  0.
(The case of ρ < 0 requires more labour.) We can continue the computation above by
∞∫
0
tρeBt−At2 dt = eB2/4A
∞∫
−B/2A
(
s + B
2A
)ρ
e−As2 ds = eB2/4A A−ρ−1
∞∫
−B/2√A
(
t + B
2
√
A
)ρ
e−t2 dt.
We need to show that the last integral is O (Bρ). Since ρ  0,∣∣∣∣t + B2√A
∣∣∣∣
ρ

(
|t| + B
2
√
A
)ρ
 Cρ
[
tρ +
(
B
2
√
A
)ρ]
,
where 1/Cρ denotes the (ﬁnite and positive) minimum of the function xρ + (1− x)ρ on the interval [0,1]. The last integral
is therefore dominated by
Cρ
∞∫
−∞
[
|t|ρ +
(
B
2
√
A
)ρ]
e−t2 dt = Cρ
[
Γ
(
ρ + 1
2
)
+
(
B
2
√
A
)ρ
Γ
(
1
2
)]
= O (Bρ),
as asserted. 
The next proposition proves actually a little more than the boundedness of Pβm: it shows that Pβm is, under the given
hypothesis, still given by the formula (6) even for all f ∈ Lpαm (i.e. not only for f ∈ Lpαm ∩ L2βm).
Proposition 9. If c > 1, then (6) deﬁnes a bounded operator from Lpαm into L
q
γm.
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where 1p + 1p′ = 1. By (18),
∥∥Kβm( · , z)e(α−β)| · |2m∥∥p′p′αm 
∫
Cn
[|z|(m−1)n|w|(m−1)neβ|z|m|w|me(α−β)|w|2m]p′e−α|w|2m dw
= |z|(m−1)np′
∫
Cn
|w|(m−1)np′eβp′|z|m|w|m−(α−p′α+p′β)|w|2m dw
 |z|2(m−1)np′+2n−meβ2p′2|z|2m/4(α−p′α+p′β)
by the last lemma (note that (m − 1)np′  (m− 1)n > −n > −2n, and α − p′α + p′β = p′(β − αp ) = β
2p′
4γ cq > 0). As
‖Pβm f ‖qqγm  ‖ f ‖qpαm
∫
Cn
∥∥Kβm( · , z)e(α−β)| · |2m∥∥qp′αm dμγm(z),
we see that (6) deﬁnes a bounded operator Lpαm → Lqγm if∫
Cn
[|z|2(m−1)np′+2n−meβ2p′2|z|2m/4(α−p′α+p′β)] qp′ e−γ |z|2m dz < ∞, (19)
hence, if
β2p′q
4(α − p′α + p′β) − γ < 0,
or
q <
4γ (α − p′α + p′β)
β2p′
= 4γ
β2
(
β − α
p
)
= qmax,
or c = qmaxq > 1, completing the proof. 
6. Further analysis
We are thus left with the borderline case c = 1. As announced in the Introduction, we have a complete characterizations
only for 0 < m  1 and 2n2n−1 < m < 2, which we will prove in the next section; here we present what we can say for the
case of general m.
Proposition 10. Assume that Pβm : Lpαm → Lqγm is bounded and c = 1. Then (m− 2)(p − q) 0.
Proof. As in the proof of Proposition 7, consider the test functions
f (z) = zνeλ|z|2m ,
where we now take λ = 2αp − β and ν = (k, . . . ,k), k = 0,1,2, . . . . Note that λ < αp in view of (16). As in Section 4, the
boundedness of Pβm : Lpαm → Lqγm implies that
(
β
β − λ
) |ν|+n
m ∥∥zν∥∥qγm  C∥∥zν∥∥p,α−λp,m,
or (
β
β − λ
) (k+1)n
m
[
Γ (
kq
2 + 1)n
Γ (
nkq
2 + n)
Γ (
nkq+2n
2m )
γ
nkq+2n
2m
] 1
q
 C
[
Γ (
kp
2 + 1)n
Γ (
nkp
2 + n)
Γ (
nkp+2n
2m )
(α − λp) nkp+2n2m
] 1
p
with some C independent of k. Taking logarithms and noting that β = βp/2 and α − λp = βp − α, this yields
β−λ βp−α
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m
log
βp/2
βp − α +
n
2
logΓ
(
kq
2
+ 1
) 2
q
− n
2
logΓ
(
nkq
2
+ n
) 2
nq
+ n
2m
logΓ
(
nkq
2m
+ n
m
) 2m
nq
− nkq + 2n
2mq
logγ
 C + n
2
logΓ
(
kp
2
+ 1
) 2
p
− n
2
logΓ
(
nkp
2
+ n
) 2
np
+ n
2m
logΓ
(
nkp
2m
+ n
m
) 2m
np
− nkp + 2n
2mp
log(βp − α). (20)
By Stirling’s formula (cf. [3], vol. I, formula (3) in §1.18), we have for any A > 0 and B ∈ R as k → +∞,
logΓ (Ak + B) 1A =
(
k + B −
1
2
A
)
(log A + logk) − k + log
√
2π
A
+ O
(
1
k
)
.
Applying this to the logarithms of the Gamma functions in (20) and bringing everything except C to one side of the
inequality, the terms containing k logk cancel, while the coeﬃcients at k combine into
− n
2m
log
4γ (βp − α)
β2pq
= − n
2m
log c,
which vanishes too since c = 1 by hypothesis. We thus end up with a relation of the form
a logk + b + O
(
1
k
)
 C, (21)
with some constants a,b, for the ﬁrst of which we get after some computations
a = (m− 2)n(q − p)
2mpq
.
Letting k tend to inﬁnity, (21) can only hold if a 0, or
(m − 2)(p − q) 0,
proving our claim. 
Corollary 11. If q = qmax < p and m < 2, then Pβm cannot be bounded from Lpαm into Lqγm.
The next proposition can be proved in exactly the same way as the last, only taking ν = (k,0, . . . ,0) (i.e. the same
multiindex as in the proof of Proposition 7) and again λ = 2αp − β; we therefore omit the proof.
Proposition 12. Assume that Pβm : Lpαm → Lqγm is bounded and c = 1. Then ((2n − 1)m− 2n)(p − q) 0.
Corollary 13. If q = qmax > p and m > 2n2n−1 , then Pβm cannot be bounded from Lpαm into Lqγm.
Since 2n2n−1  2, we also get
Corollary 14. If q = qmax = p and 2n2n−1 <m < 2, then Pβm cannot be bounded from Lpαm into Lqγm.
Our wild guess for the borderline situation c = 1 (i.e. q = qmax) is that Pβm : Lpαm → Lqγm is bounded if 0 < m  1 and
p  q, or 1 < m < 2 and p = q, or m  2 and p  q, and unbounded in all other cases; however, we cannot procure too
much further evidence towards such conclusion.
7. Proofs of Theorems 1 and 2
The results in this section are based on a sharper estimate for the integrals of reproducing kernels than can be obtained
from (18) and Lemma 9.
Recall that the asymptotics of the Mittag–Leﬄer function E1/m,1/m(z) as |z| → +∞ are given by
E 1
m ,
1
m
(z) =
{
mzm−1ezm + O ( 1z ), |arg z| π2m ,
O ( 1z ),
π
2m < |arg z| π
for m > 12 , and by
E 1
m ,
1
m
(z) =m
N∑
zm−1e2π i j(m−1)ezme2π i jm + O
(
1
z
)
, −π < arg z π,j=−N
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1
2m  N + 1, and the powers zm−1, zm are the principal branches.
See e.g. Bateman and Erdelyi [3], vol. III, §18.1, formulas (21)–(22); other good references are Paris [17], Wong and Zhao [21],
and §5.1.4 in the book by Paris and Kaminski [18], as well as Gorenﬂo, Loutchko and Luchko [13] and Hilfer and Seybold [15]
which give some numerical data and illustrative graphics. (All these references also discuss in detail the Stokes phenomenon
in the change of the asymptotics on the rays |arg z| = πm for m > 1.)
As explained at the beginning of Section 4, the asymptotic expansions above can be differentiated termwise. Since a
simple induction argument shows that
dk−1
dzk−1
(
mzm−1ezm
)= pk(zm)
zk
ez
m
,
where pk are polynomials of degree k deﬁned recursively by
p0 = 1, pk+1(x) = (mx− k)pk(x) +mxp′k(x),
we thus obtain, in particular, the following asymptotics for E(n−1)1/m,1/m(z) as z → ∞:
E(n−1)1
m ,
1
m
(z) =
{
pn(zm)
zn e
zm + O (z−n), |arg z| π2m ,
O (z−n), π2m < |arg z| π
for m > 12 , and
E(n−1)1
m ,
1
m
(z) =
N∑
j=−N
pn(zme2π i jm)
zn
ez
me2π i jm + O (z−n), −π < arg z π, (22)
for 0 <m 12 , N <
1
2m  N + 1, where
pn(x) =mnxn + · · · + m!
(m− n)! x
is a polynomial of degree n without constant term.
We pause to remark that the functions
Eγ ,δα,β(z) :=
Γ (δ)
Γ (γ )
∞∑
k=0
Γ (k + γ )zk
Γ (αk + β)Γ (k + δ) ,
of which E(n−1)1/m,1/m is the special case E
n,1
1/m,1/m , were recently studied in [19]; however, there seem to be no results on their
asymptotic behaviour readily available in the literature.
Recall that dσ denotes the surface measure on the unit sphere S2n−1 of Cn .
Lemma 15. As r|y| → +∞,∫
S2n−1
∣∣Kβm(rζ, y)∣∣dσ(ζ ) ∼ (r|y|)m2 −neβrm|y|m .
Note that a brute force application of (18) gives only (m−1)n > m2 −n in the exponent instead of m2 −n; this improvement
is crucial for the applications below.
Proof. Consider ﬁrst the integral
I(R) :=
π∫
−π
∣∣E(n−1)1
m ,
1
m
(
Reiθ
)∣∣dθ.
For m > 12 , the contribution from
π
2m < θ < π stays bounded as R → +∞; thus
I(R) ∼ R(m−1)n
π/2m∫
eR
m cosmθ dθ.−π/2m
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I(R) ∼ R(m−1)n
π∫
−π
eR
m cosmθ dθ.
The last two integrals can both be handled by the Laplace method. Recall that the latter asserts that for real-valued functions
f , g which are C∞ on a ﬁnite interval [a,b] and such that g attains its maximum at a unique interior point x0 ∈ (a,b),
g′′(x0) = 0, the integral
b∫
a
f (x)eλg(x) dx (23)
behaves for λ → +∞ as
f (x0)e
λg(x0)
√
−2π
λg′′(x0)
. (24)
See e.g. [10], Chapter II, Theorem 1.3.4 In our case, λ = Rm , f ≡ 1, g(x) = cosmx and x0 = 0; thus (24) gives that, both for
0 <m 12 and m >
1
2 ,
I(R) ∼ R(m−1)neRm/Rm/2. (25)
By (17), we have∫
S2n−1
∣∣Kβm(rζ, y)∣∣dσ(ζ ) = mβm/n
πn
∫
S2n−1
∣∣E(n−1)1
m ,
1
m
(
β1/mr〈ζ, y〉)∣∣dσ(ζ ).
Since the measure dσ is invariant under rotations, we may assume without loss of generality that y = (|y|,0, . . . ,0); the last
integral thus equals∫
S2n−1
∣∣E(n−1)1
m ,
1
m
(
β1/mr|y|ζ1
)∣∣dσ(ζ ).
Parameterize the sphere as Im ζn = ±
√
1− |ζ1|2 − |ζ ′|2, with ζ ′ := (ζ2, . . . , ζn−1,Re ζn) ∈ R2n−3, |ζ ′|2 < 1−|ζ1|2, and dσ(ζ ) =
(1− |ζ1|2 − |ζ ′|2)−1/2 dζ1 dζ ′ . Carrying out the ζ ′ integration shows that, up to an immaterial constant factor (involving the
volume of the unit ball in R2n−3) which we ignore, the last integral equals
∫
|ζ1|<1
∣∣E(n−1)1
m ,
1
m
(
β1/mr|y|ζ1
)∣∣(1− |ζ1|2)n−2 dζ1 =
1∫
0
π∫
−π
∣∣E(n−1)1
m ,
1
m
(
β1/mr|y|ρeiθ )∣∣(1− ρ2)n−2ρ dθ dρ.
Substituting (25) for the interior integral yields
1∫
0
(
r|y|ρ)(m−1)n−m2 eβrm|y|mρm(1− ρ2)n−2ρ dρ =: Q.
This is again susceptible to the Laplace method, this time to the variant concerning the integral (23) when g attains its
maximum at the boundary point x0 = a and g′(a) = 0. In that case, (23) behaves for λ → +∞ as
eλg(a)
∞∑
k=0
ckλ
−k−1
where
ck =
(
1
−g′(x)
d
dx
)k f (x)
−g′(x)
∣∣∣∣
x=a
;
4 Or [9], Section 1.3 (which contains only a sketch of the proof, however).
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(r|y|(1− x))(m−1)n−m2 (1− x)(2− x)n−2xn−2 vanishes at x= 0 to order n− 2. Thus
Q ∼ (r|y|)(m−1)n−m2 eβrm|y|m/(r|y|)(n−1)m.
Putting everything together and noting that
(m− 1)n − m
2
− (n − 1)m = m
2
− n
gives the lemma. 
For β > 0 and 1 p ∞, deﬁne the spaces
Lpβm :=
{
f : e−β|z|2m/2 f (z) ∈ Lp(Cn)}
with the obvious norms. For p = ∞, we thus have Lpβm = Lpβp/2,m .
The proof below was inspired by [16].
Proof of Theorem 1. We already know that Pβm : Lpαm → Lqγm is bounded if c = cp,q(α,β,γ ) > 1 (Proposition 9), and un-
bounded if c < 1 (Proposition 7) or c = 1 and p > q (Corollary 11; recall that 0 <m 1 by hypothesis). We thus only need
to show that it is bounded if c = 1 and p  q.
By Proposition 6, it is further enough to exhibit only one triple (α,β,γ ) with cp,q(α,β,γ ) = 1 for which Pβm : Lpαm →
Lqγm is bounded. We prove this for
α = βp
2
, γ = βq
2
(for which, indeed, c = 4γ
β2q
(β − αp ) = 2βqβ2q β2 = 1). In other words, we prove that
Pβm : Lpβm → Lqβm (boundedly) (26)
for all 1 p  q∞.
Now by the deﬁnition of Lpβm , the operator Eβm from Section 3 maps Lp(Cn) isometrically onto Lpβm , for all 1 p ∞.
Since the spaces Lp(Cn), 1 p ∞, form an interpolation scale, so do Lpβm . Using interpolation, we therefore conclude that
it is enough to establish (26) for the pairs (p,q) = (1,1), (∞,∞) and (1,∞).
Assume ﬁrst that f ∈ L∞βm . Then
∣∣Pβm f (z)∣∣=
∣∣∣∣
∫
Cn
Kβm(z,w) f (w)e
−β|w|2m dw
∣∣∣∣ ‖ f ‖L∞βm
∫
Cn
∣∣Kβm(z,w)∣∣e− β2 |w|2m dw.
Now by Lemma 15,
∫
Cn
∣∣Kβm(z,w)∣∣e− β2 |w|2m dw =
∞∫
0
∫
S2n−1
∣∣Kβm(z, rζ )∣∣e−βr2m/2r2n−1 dσ(ζ )dr

∞∫
0
(
r|z|)m2 −neβrm|z|m− β2 r2mr2n−1 dr,
while by Lemma 8 (or rather its proof)
∞∫
0
r
m
2 −neβrm|z|m−
β
2 r
2m
r2n−1 dr  |z|(m2 −n)+2n−meβ|z|2m/2;
thus ∫
Cn
∣∣Kβm(z,w)∣∣e− β2 |w|2m dw  |z|2(m2 −n)+2n−me β2 |z|2m = e β2 |z|2m . (27)
5 Or [9], Section 1.2 (again with some details of the proof omitted).
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proving that Pβm maps L∞βm boundedly into itself.
Assume next that f ∈ L1βm . Then
‖Pβm f ‖L1βm =
∫
Cn
∣∣∣∣
∫
Cn
Kβm(z,w) f (w)e
−β|w|2m dw
∣∣∣∣e− β2 |z|2m dz

∫
Cn
∣∣ f (w)∣∣ ∫
Cn
∣∣Kβm(z,w)∣∣e− β2 |z|2m dze−β|w|2m dw

∫
Cn
∣∣ f (w)∣∣e− β2 |w|2m dw = ‖ f ‖L1βm
by (27). Thus Pβm maps L1βm boundedly into itself.
Finally, note that for 0 <m 1, it follows from (18) that
∣∣Kβm(z,w)∣∣ eβ|z|m|w|m  eβ |z|2m+|w|2m2 .
Thus for any f ∈ L1βm ,
∣∣Pβm f (z)∣∣e− β2 |z|2m =
∣∣∣∣
∫
Cn
Kβm(z,w) f (w)e
−β|w|2m− β2 |z|2m dw
∣∣∣∣
∫
Cn
∣∣ f (w)∣∣e− β2 |w|2m dw = ‖ f ‖L1βm ,
so Pβm maps L1βm boundedly into L∞βm , and the proof of Theorem 1 is complete. 
Note that the only place where the hypothesis 0 <m 1 was used was the very last part of the proof — when showing
that Pβm is bounded from L1βm into L∞βm . In particular, (26) holds for (p,q) = (1,1) and (∞,∞) for all m > 0; by interpo-
lation, we thus have (26) for all 1 p = q < ∞. By Proposition 6, we thus obtain the following result.
Proposition 16. Pβm : Lpαm → Lqγm is bounded whenever c = 1 and p = q, i.e. when p = q = qmax .
We are now ready to prove the last item that remains to be veriﬁed.
Proof of Theorem 2. Since we already know Pβm : Lpαm → Lqγm to be bounded when c > 1 (Proposition 9) and unbounded
when c < 1 (Proposition 7) or c = 1 and p = q (Corollary 14), the claim is immediate from the last proposition. 
8. Concluding remarks
8.1. Another proof of necessity
Using the method behind Lemma 15, it is possible to give another proof of the necessity criterion from Section 4 (Propo-
sition 7), avoiding the use of Gamma functions and Stirling’s formula. Namely, let χa , a ∈ Cn , be the characteristic function
of the polydisc of radius 1 with center a, normalized to be of total mass one (i.e. multiplied by π−n). From the mean value
property of holomorphic functions
f (a) =
∫
Cn
f χa dz =
∫
Cn
f (z)χa(z)e
β|z|2m dμβm(z)
and the reproducing property of Kβm we see that Kβm( · ,a) = Pβm(χaeβ| · |2m ). Thus if Pβm : Lpαm → Lqγm is bounded, then∥∥Kβm( · ,a)∥∥qγm  C‖χaeβ| · |2m‖pαm ∀a ∈ Cn
with some C independent of a. Proceeding as in the proof of Lemma 15 and using Lemma 8 (or rather its proof) yields∥∥Kβm( · ,a)∥∥ ∼ |a|2n(m−1)(1− 1q )eβ2q|a|2m/4γ .qγm
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∥∥χaeβ| · |2m∥∥pαm =
[∫
Cn
χa(z)e
(βp−α)|z|2m dz
] 1
p
 e(β−
α
p )(|a|+1)2m .
Letting a → ∞ we thus see that β2q4γ  β − αp , or 1 c.
Unfortunately, this method — apart from its dependence on the fairly sophisticated machinery needed in the proof of
Lemma 15 — seems to have the drawback of being too coarse to reproduce also Propositions 10 and 12 in the borderline
case c = 1.
8.2. Schur tests
Another proof of Proposition 16 can be given using the Schur test (pretty much like in §3 of [6]); however, we do not
know how to use the Schur test to prove also Theorem 1. Here are the details.
In its strengthened variant, taken from Gagliardo [12] (where it is attributed to Aronszajn [2]), the Schur test runs
as follows. Let (X,μ) and (Y , ν) be two totally σ -ﬁnite measure spaces, K (x, y)  0 a nonnegative measurable function
on X × Y , and consider the linear transformations
(T u)(y) =
∫
X
K (x, y)u(x)dμ(x),
(
T ∗v
)
(x) =
∫
Y
K (x, y)v(y)dν(y).
Let 1 < q  p < +∞, 1p′ + 1p = 1q′ + 1q = 1. Then a suﬃcient condition in order that T restricted to Lp(X,μ) be a bounded
operator from Lp(X,μ) into Lq(Y , ν) is that there exist two measurable functions φ(x), ψ(y), positive and ﬁnite a.e., and a
ﬁnite constant C such that
Tφ  Cψq′/q, (28)
T ∗ψ  Cφp/p′ , (29)
and ∫ ∫
X×Y
K (x, y)φ(x)ψ(y)dμ(x)dν(y) C if p = q. (30)
For the proof see [12], pp. 429–430.
We apply the test to X = Y = Cn , dμ = dμαm , dν = dμγm , and K (x, y) = |Kβm(x, y)|e(α−β)|x|2m , with the choice
φ(x) = eλp′|x|2m , ψ(y) = eνq|y|2m ,
where λ and ν are to be speciﬁed later on. Using Lemma 15 and Lemma 8 (or rather its proof), one can show (cf. the
derivation of (27) above) that for C > 0,
∫
Cn
∣∣Kβm(x, y)∣∣e−C |x|2m dx ∼
∞∫
0
e−Cr2m
(
r|y|)m2 −neβrm|y|mr2n−1 dr ∼ eβ2|y|2m/4C . (31)
Using this, the conditions (28) and (29) are seen to be equivalent, respectively, to
β − λp′ > 0 and β
2
4(β − λp′)  νq
′, (32)
γ − νq > 0 and α − β + β
2
4(γ − νq)  λp, (33)
while (30) becomes simply
β2 < 4
(
β − λp′)(γ − νq). (34)
For p = q = qmax (so that we need not worry about (30)), the conditions (32) and (33) are satisﬁed for ν = γ /qq′ and
λ = α/pp′ . This gives Proposition 16.
Additionally, we can get from the above also a proof of Proposition 9 for p  q (albeit much more complicated than the
one in Section 5). Indeed, the inequalities (32) and (33) can be equivalently rewritten, respectively, as
0 <
β2
′ ′ 
β
′ − λ, 0 <
β2  β − α + λ. (35)4νq p p 4(γ − νq)p p
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ν = (1− x)γ
q
, 0 < x < 1. (36)
Their right halves are then solvable for λ if and only if they fulﬁll the compatibility condition
β2
4νq′p′
+ β
2
4(γ − νq)p 
β
p′
+ β − α
p
= β − α
p
.
Using (36) this becomes, after a small manipulation,
1
(1− x)p′q′ +
1
xpq
 c,
or (
x− 1
p
)(
x− 1
q
)
 (c − 1)x(1− x). (37)
For p = q, we thus see that x = 1p = 1q (which, by the way, corresponds to the choice ν = λ = 1/pp′ = 1/qq′ we used in the
preceding paragraph) does the job (for any c > 1). For p > q, the extra condition (34) can be rewritten as
0 <
β2
4(γ − νq)p′ <
β
p′
− λ,
which in conjunction with (35) is equivalent to one more compatibility condition
β2
4(γ − νq)p′ +
β2
4(γ − νq)p <
β
p′
+ β − α
p
= β − α
p
= β
2qc
4γ
,
or, upon a small manipulation,
1
x
< qc or
1
qc
< x. (38)
Thus for c > 1, x = 1/q again solves both (37) and (38), hence yielding a solution ν = 1/qq′ and λ to (32), (33) and (34).
Thus we have recovered Proposition 7 for p  q.
Unfortunately, this approach no longer works when p > q and c = 1. Indeed, in that case (37) is solved by x ∈ [ 1p , 1q ],
while (38) by x ∈ ( 1q ,1), so there are no common solutions.
Taking more general test functions φ,ψ of the form
|x|AeB|x|m−C |x|2m
(and using the appropriate generalization∫
Cn
∣∣Kβm(x, y)∣∣|x|AeB|x|m−C |x|2m dx |y|Ae 2βB|y|m+β2 |y|2m4C
of (31)) does not help.
Finally, there is no variant of the Schur test that would be applicable for p < q (see the discussion in [12] for clariﬁcation).
In particular, other methods need probably to be used for the proofs of e.g. Proposition 9 when p < q.
8.3. Small p,q
Some of our proofs — e.g. those in Sections 2, 3 and 6 — did not really require that p,q be greater or equal to 1.
The corresponding results thus remain in force for all p,q > 0.
8.4. Inﬁnite p,q
Similarly, we have made no real effort to analyze also the case of p,q = ∞. It is quite conceivable that most of the
results extend also to this case, possibly with L∞αm = L∞(Cn) replaced by the spaces L∞αm from Section 7.
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A possible way of producing some further necessary conditions (which might be needed for the remaining cases of
1 < m  2n2n−1 and m  2), like those in Sections 4 and 6, is testing the boundedness of Pβm on more complicated test
functions than f (z) = zνeλ|z|2m . A good candidate might be
f (z) = zρ zν+ρφ(|z|),
with the analogue of (8) given by
Pβm f (w) = w
ν
‖zν‖2βm
∫
Cn
∣∣zρ+ν ∣∣2φ(|z|)dμβm(z) = wν‖zν‖2βm
2πn(ρ + ν)!
Γ (n + |ρ| + |ν|)
∞∫
0
r2|ρ+ν|φ(r)e−βr2mr2n−1 dr.
For φ of the form φ(r) = r AeBrm+Cr2m , the last integral can be evaluated explicitly, or at least estimated asymptotically as ν
(or perhaps other parameters?) gets large. (See e.g. Evgrafov [8], §1.2, especially Theorems 1.2.5 and 1.2.6.)
8.6. A comment on Proposition 9
At ﬁrst sight, there is also an avenue left open in our proof of Proposition 9 which could yield additional suﬃcient
conditions for the borderline case c = 1. Namely, the integral in (19) there can still be ﬁnite even if c = 1 (so that the two
exponential terms cancel out), but the power of |z| decays suﬃciently fast:[
2(m− 1)np′ + 2n −m] q
p′
< −2n.
Upon a small manipulation the last inequality assumes the form
m <
2n( 1p − 1q )
2n − 1p′
.
However, since
2n( 1p − 1q )
2n − 1p′
= 2n(
1
p − 1q )
2n − 1+ 1p

2n( 1p − 1q )
2n−1
p + 1p
=
1
p − 1q
1
p
< 1,
this can only apply in the case of 0 <m  1 and p < q, which is already fully covered by Theorem 1. Thus we do not get
anything new.
8.7. Regions of boundedness
We have seen in Theorems 1 and 2 that for 0 <m 1 and 2n2n−1 <m < 2, the boundedness of Pβ : Lpαm → Lqγm depends
only on the signs of c − 1= qmaxq − 1 and p − q. It can be shown that this is in fact the case in general.
Proposition 17. For each ﬁxed m and n, there are only four (mutually exclusive) possibilities that can occur:
(a) Pβm : Lpαm → Lqγm is bounded iff either c > 1, or c = 1 and p = q;
(b) Pβm : Lpαm → Lqγm is bounded iff either c > 1, or c = 1 and p  q;
(c) Pβm : Lpαm → Lqγm is bounded iff either c > 1, or c = 1 and p  q;
(d) Pβm : Lpαm → Lqγm is bounded iff c  1.
Proof. Since P2βm = Pβm (Pβm being a projection), the boundedness of Pβm : Lpαm → Lqγm will follow if we prove that
Pβm : Lpαm → Lrδm, Lrδm → Lqγm (boundedly) (39)
for some r  1, δ > 0. Furthermore, we are interested only in the case when c := 4γ
β2q
(β − αp ) = 1, since we already know
that Pβm : Lpαm → Lqγm is bounded if c > 1 and unbounded if c < 1.
As in the proof of Theorem 1 in Section 7, owing to Proposition 6 it is enough to deal with the special values
α = βp , γ = βq .
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Pβm : Lpβm → Lrβm, Lrβm → Lqβm (boundedly).
We ﬁx m,n and β from now on. Let us denote
A∞ :=
{(
1
p
,
1
q
)
∈ [0,1] × [0,1]: Pβm : Lpβm → Lqβm (boundedly)
}
,
A := A∞ ∩ (0,1] × (0,1].
Then by interpolation (since Lpβm form an interpolation scale)
A∞ is convex, (40)
and (by Proposition 16) A∞ contains the diagonal:{
(x, x): 0 x 1
}⊂ A∞. (41)
On the other hand, (39) translates into
(x, y), (y, z) ∈ A∞ ⇒ (x, z) ∈ A∞. (42)
Assume that A  (x, y) with some x > y. By (40) and (41), the segment connecting (x, y) and (0,0) lies in A, i.e.{
(tx, ty): 0 < t  1
}⊂ A.
Taking t = y/x, (42) gives (x, y2/x) ∈ A. Taking then t = y2/x2, (42) gives (x, y3/x2) ∈ A. Continuing, we get (x, (y/x)k y) ∈ A
for all k = 1,2,3, . . . , and by (40) we see that
(x, z) ∈ A ∀0 < z x.
Finally, also the segment connecting (x, y) with (1,1) lies in A by (40), and we can apply the above reasoning to any point
of this segment in the place of (x, y), leading to the conclusion that
(w, z) ∈ A ∀0 < z w  1.
In a completely similar fashion one can show that if A  (x, y) with some x < y, then
(w, z) ∈ A ∀0 < w  z 1.
Summarizing, we see that there are only four possible cases:
• A = {(x, y) ∈ (0,1] × (0,1]: x = y},
• A = {(x, y) ∈ (0,1] × (0,1]: x y},
• A = {(x, y) ∈ (0,1] × (0,1]: x y},
• A = (0,1] × (0,1].
Translating this back into terms of p,q,α,β,γ , the claim in the proposition follows. 
From our results we know that the possibility (d) never occurs, (b) occurs for 0 < m  1, and (a) for 2n2n−1 < m < 2.
The “wild guesses” mentioned after Corollary 14 are that (a) prevails in fact for all 1 <m < 2, and (c) for m  2. Although
we do not know how to prove this, it transpires from the above that it might be enough to understand the extreme cases
Pβm : L1βm → L∞βm , L∞βm → L1βm .
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