In this paper, we address the stability of non-autonomous difference equations by providing an explicit formula expressing the solution at time t in terms of the initial condition and time-dependent matrix coefficients. We then relate the asymptotic behavior of such coefficients to that of solutions. As a consequence, we obtain necessary and sufficient stability criteria for non-autonomous linear difference equations. In the case of difference equations with arbitrary switching, we obtain a generalization of the well-known criterion for autonomous systems due to Hale and Silkowski. These results are applied to transport and wave propagation on networks. In particular, we show that the wave equation on a network with arbitrarily switching damping at external vertices is exponentially stable if and only if the network is a tree and the damping is bounded away from zero at all external vertices but one.
Introduction
Dynamics on networks has generated in the past decades an intense research activity within the PDE control community [2, 7, 11, 13, 16] . In particular, stability and stabilization of transport and wave propagation on networks raise challenging questions on the relationships between the asymptotic-intime behavior of solutions on the one hand and, on the other hand, the topology of the network, its interconnection and damping laws at the vertices, and the rational dependence of the transit times on the network edges [1, 5, 8, 10, 28, 29] . A case of special interest is when some coefficients of the system are time-dependent and switch arbitrarily within a given set [3, 14, 23] . In this paper, we address these issues by formulating them within the framework of non-autonomous linear difference equations
This standard approach relies on d'Alembert decomposition and classical transformations of hyperbolic systems of PDEs into delay differential-difference equations [6, 9, 18, 21, 26] . Here, stability is meant uniformly with respect to the matrix-valued function A(·) = (A 1 (·), . . ., A N (·)) belonging to a given class A.
In the autonomous case, Equation (1.1) has a long history and its stability is completely characterized using Laplace transform techniques by the celebrated Hale-Silkowski criterion (see e.g. [4, Theorem 5.2], [15, Chapter 9, Theorem 6.1]). The latter can be formulated as follows: if Λ 1 , . . . , Λ N are rationally independent, then all solutions of u(t) = ∑ N j=1 A j u(t − Λ j ) tend exponentially to zero as t tends to infinity if and only if ρ HS (A) < 1, where ρ HS (A) is the maximum for (θ 1 , . . ., θ N ) ∈ [0, 2π] N of the spectral radius of ∑ N j=1 A j e iθ j . Since the latter condition does not depend on Λ 1 , . . . , Λ N , exponential stability for a particular choice of rationally independent Λ 1 , . . ., Λ N implies exponential stability for any rationally independent L 1 , . . . , L N . Hale-Silkowski criterion actually says more, namely that the previous conclusion holds true for any positive L 1 , . . . , L N . This criterion can be used to evaluate the maximal Lyapunov exponent associated with u(t) = ∑ N j=1 A j u(t − Λ j ), i.e., the infimum over the exponential bounds for the corresponding semigroup. A nice feature of Hale-Silkowski criterion is that, contrarily to the maximal Lyapunov exponent, it does not involve taking limits as time tends to infinity. An extension of these results has been obtained in [20] for the case where Λ 1 , . . . , Λ N are not assumed to be rationally independent.
The non-autonomous case turns out to be more difficult since one does not have a general characterization of the exponential stability of (1.1) not involving limits as time tends to infinity. To illustrate that, consider the simple case N = 1 of a single delay and A = L ∞ (R, B) where B is a bounded set of d × d matrices. Then the stability of (1.1) is equivalent to that of the discrete-time switched system u n+1 = A n u n where A n ∈ B, and it is characterized by the joint spectral radius of B (see for instance [17, Section 2.2] and references therein) for which there is not yet a general characterization not involving limits as n tends to infinity.
In this paper, we address the issue of stability in the non-autonomous case. Up to our knowledge, the only results in this direction in the literature were obtained in [22] , where sufficient conditions for stability are deduced from Perron-Frobenius Theorem. Our approach is rather based on a trajectory analysis relying on a new formula for solutions of (1.1), which expresses the solution u(t) at time t as a linear combination of the initial condition u 0 evaluated at finitely many points identified explicitly. The matrix coefficients, denoted by Θ, are obtained in terms of the functions A 1 (·), . . ., A N (·) and take into account the rational dependence structure of Λ 1 , . . . , Λ N . This formula provides a correspondence between the asymptotic behavior of solutions of (1.1), uniformly with respect to the initial condition u 0 and A(·) ∈ A, and that of the matrix coefficients Θ uniformly with respect to A(·) ∈ A. As a byproduct we obtain that the asymptotic behavior of solutions of (1.1) does not depend on the L pspace where the equation (1.1) evolves for p ∈ [1, +∞] . In the case where A = L ∞ (R, B) for some bounded set B of N-tuples of d × d matrices, we extend the results of [20] , replacing ρ HS in the Hale-Silkowski criterion by a generalization of the joint spectral radius. In particular, we prove that stability for a certain N-tuple Λ = (Λ 1 , . . . , Λ N ) is equivalent to stability for any N-tuple (L 1 , . . . , L N ) having the same rational dependence structure as Λ.
For transport and wave propagation on networks with unitary speed and time-dependent coefficients switching arbitrarily in a given bounded set, we deduce that the stability is robust with respect to variations of the lengths of the edges of the network which preserve their rational dependence structure. In the case of wave propagation on networks with arbitrarily switching damping at external vertices, we obtain a necessary and sufficient stability criterion in terms of the topology of the network, namely that stability holds if and only if the network is a tree and the damping is bounded away from zero at all external vertices but at most one.
The structure of the paper goes as follows. Section 2 provides the main notations and definitions used in this paper. Difference equations of the form (1.1) are discussed in Section 3. We start by establishing the well-posedness of the Cauchy problem and an explicit formula for solutions in Sections 3.1 and 3.2. Stability criteria are given in Section 3.3 in terms of convergence of the coefficients and specified to the cases of shift-invariant classes A and arbitrary switching. In the latter case, we provide the above discussed generalization of Hale-Silkowski criterion. Applications to transport equations are developed in Section 4 by exhibiting a correspondence with difference equations of the type (1.1). Thanks to d'Alembert decomposition, results for transport equations are transposed to wave propagation on networks in Section 5. The topological characterization of exponential stability is given in Section 5.3.
Notations and definitions
In this paper, we denote by N and N * the set of nonnegative and positive integers respectively, R + = [0, +∞) and R * + = (0, +∞). For x ∈ R, ⌈x⌉ denotes the smallest integer k ∈ Z such that k ≥ x. We use #F and δ i j to denote, respectively, the cardinality of a set F and the Kronecker symbol of i, j. For x ∈ R, we use x ± to denote max(±x, 0) and we extend this notation componentwise to vectors. For x ∈ R d , we use x min and x max to denote the smallest and the largest components of x, respectively.
If K is a subset of C and d, m ∈ N, the set of d × m matrices with coefficients in K is denoted by 
Throughout the paper, we will use the indices δ , τ and ω in the notations of systems and functional spaces when dealing, respectively, with difference equations, transport systems and wave propagation.
Difference equations
and consider the system of time-dependent difference equations
Well-posedness of the Cauchy problem
In this section, we show existence and uniqueness of solutions of the Cauchy problem associated with (3.1). We also consider the regularity of these solutions in terms of the initial condition and A(·).
with initial condition u 0 if it satisfies (3.1) for every t ∈ R + and u(t) = u 0 (t) for t ∈ [−Λ max , 0). In this case, we set, for t ≥ 0,
We have the following result.
Proof. It suffices to build the solution u on [−Λ max , Λ min ) and then complete its construction on [Λ min , +∞) by a standard inductive argument.
Since the right-hand side is uniquely defined in terms of u 0 and A, we obtain the uniqueness of the solution. Conversely, if u :
2), then (3.1) clearly holds for t ∈ [−Λ max , Λ min ) and thus u is a solution of Σ δ (Λ, A). 
, and u be the solution of Σ δ (Λ, A) with initial condition u 0 . Then the X δ p -valued mapping t → u t defined on R + is continuous.
Proof. By Remark 3.4, u t ∈ X δ p for every t ∈ R + . Since u t (s) = u(s + t) for s ∈ [−Λ max , 0), the continuity of t → u t follows from the continuity of translations in L p (see, for instance, [24, Theorem 9.5]). Remark 3.6. The conclusion of Theorem 3.5 does not hold for p = +∞ since translations in L ∞ are not continuous.
Explicit formula for the solution
When t ∈ [0, Λ min ), Equation (3.2) yields u(t) in terms of the initial condition u 0 . If t ≥ Λ min , we use (3.1) to express the solution u at time t in terms of its values on previous times t − Λ j , and, for each j such that t > Λ j , we can reapply (3.1) at the time t − Λ j to obtain the expression of u(t − Λ j ) in terms of u evaluated at previous times. By proceeding inductively, we can obtain an explicit expression for u in terms of u 0 . For that purpose, let us introduce some notations. Definition 3.7.
i. For n ∈ N N \ {0}, we denote by V n the set
iii.
We omit Λ, A or both from the notation Ξ Λ,A n,t when they are clear from the context. The following result provides a way to write Ξ n,t as a sum over V n and as an alternative recursion formula. Proposition 3.8. For every n ∈ N N \ {0} and t ∈ R, we have
Proof. We prove (3.4) by induction over |n| 1 . If n = e i for some i ∈ 1, N , we have
Let R ∈ N * be such that (3.4) holds for every n ∈ N N with |n| 1 = R and t ∈ R. If n ∈ N N is such that |n| 1 = R + 1 and t ∈ R, we have, by (3.3) and the induction hypothesis, that
where we use that
. This establishes (3.4). We now turn to the proof of (3.5). Since Ξ e j ,t = A j (t), (3.5) is satisfied for n = e j , j ∈ 1, N . For n ∈ N N with |n| 1 ≥ 2, the set V n can be written as
and thus, by (3.4), we have
In order to take into account the relations of rational dependence of Λ 1 , . . . , Λ N ∈ R * + in the explicit formula for the solution of Σ δ (Λ, A), we set
The point of view of this paper is to prescribe Λ = (Λ 1 , . . ., Λ N ) ∈ (R * + ) N and to describe the rational dependence structure of its components through the sets Z(Λ), V (Λ), and W (Λ). Another possible viewpoint, which is the one used for instance in [20] , is to fix B ∈ M N,h (N) and consider the delays Λ = (Λ 1 , . . . , Λ N ) ∈ Ran B ∩ (R * + ) N . We show in the next proposition that the two points of view are equivalent.
h with rationally independent components, and B ∈ M N,h (N) with rk(B) = h such that Λ = Bℓ. Moreover, for every B as before, one has Proof. Let V = Span Q {Λ 1 , . . ., Λ N }, h = dim Q V, and {λ 1 , . . . , λ h } be a basis of V with positive elements, so that Λ = Au for some A = (a i j ) ∈ M N,h (Q) and u = (λ 1 , . . . , λ h ) ∈ (R * + ) h . For v ∈ R h \ {0}, we denote by P v the orthogonal projection in the direction of v, i.e., P v = vv T /|v| 2 
.
Since Q h is dense in R h , there exists a sequence of vectors u n = (r 1,n , . . . , r h,n ) in (Q * + ) h converging to u as n → +∞, and we can further assume that the sequence is chosen in such a way that |P u n − P u | 2 ≤ 1/n 2 for every n ∈ N * .
For n ∈ N * , we define T n = P u n + 1 n (Id h −P u n ). This operator is invertible, with inverse T −1 n = P u n + n (Id h −P u n ). Furthermore, both T n and T −1 n belong to M h (Q). For i ∈ 1, h , we have 
Since the components of u are rationally independent, ℓ 1 , . . ., ℓ h are also rationally independent. Let
We then get the required result up to multiplying B = (b i j ) by a large integer and modifying ℓ in accordance.
We next prove that (3.6) holds for every B as before. (Our proof actually holds for every B ∈ M N,h (Q) with rk(B) = h such that Λ = Bℓ for some ℓ ∈ (R * + ) h with rationally independent components.) First notice that Z(Λ) = {n ∈ Z N | n ∈ Ker B T }. Indeed, n ∈ Z(Λ) if and only if n is perpendicular in R N to Bℓ, which is equivalent to n T B = 0 since ℓ 1 , . . ., ℓ h are rationally independent. Moreover, remark that Ker B T = (Ran B) ⊥ admits a basis with integer coefficients since Ran B admits such a basis. To see that, it is enough to complete any basis of Ran B in Q N by N − h vectors in Q N and find a basis of (Ran B) ⊥ by Gram-Schmidt orthogonalization. We finally deduce that Span R (Z(Λ)) = (Ran B) ⊥ . Since by definition V (Λ) = Z(Λ) ⊥ , we conclude that V (Λ) = Ran B. As regards the characterization of W (Λ), an argument goes as follows. Let L ∈ V (Λ), so that L = Bℓ ′ for a certain ℓ ′ ∈ R h . The components of ℓ ′ are rationally dependent if and only if
We introduce the following additional definitions.
We partition 1, N and Z N according to the equivalence relations ∼ and ≈ defined as follows: i ∼ j if Λ i = Λ j and n ≈ n ′ if Λ · n = Λ · n ′ . We use [·] to denote equivalence classes of both ∼ and ≈ and we set given in (3.9) is also welldefined since, for every
is nonempty. Another consequence of the above fact and (3.9) is that Θ
.
From now on, we fix Λ = (Λ 1 , . . . , Λ N ) ∈ (R * + ) N and our goal consists of writing an explicit formula for the solutions of Σ δ (L, A) for every L ∈ V + (Λ). Even though the above definitions depend on Λ, L ∈ V + (Λ) and A, we will sometimes omit (part of) this dependence from the notations when there is no risk of confusion.
Let us now provide further expressions for Ξ
and
Proof. We have, by Definition 3.10 and Equation (3.3), that
The second expression is obtained similarly from Definition 3.10 and Equation (3.5) and the last one follows immediately from (3.4) and (3.8).
Let us give a first formula for solutions of Σ δ (L, A).
Consider the sets
and the functions ϕ i :
One can check that ϕ 1 and ϕ 2 are well-defined and injective. We claim that they are also bijective. For the surjectivity of ϕ 1 , we take (n, k, j) ∈ C 1 (t) and set m = n−e j . Since n j ≥ 1, one has m ∈ N N . Since
and n k ≥ 1 are trivially satisfied, and thus (m, k, j) ∈ B 1 (t), which shows the surjectivity of ϕ 1 since one clearly has ϕ 1 (m, k, j) = (n, k, j). For the surjectivity of ϕ 2 , we take (n, k) ∈ C 2 (t), which then satisfies n = e k and t < L · n = L k . This shows that k ∈ B 2 (t) and, since ϕ 2 (k) = (n, k), we obtain that ϕ 2 is surjective.
Thanks to the bijections ϕ 1 , ϕ 2 , and (3.3), (3.12) becomes
which shows that u satisfies (3.1).
We can now give the main result of this section.
where the coefficients Θ are defined in (3.9).
Proof. Equation (3.13) follows immediately from (3.11) and from the fact that the function ϕ :
Asymptotic behavior of solutions in terms of the coefficients
Let us fix a matrix norm |·| on M d (C) in the whole section. Let C 1 ,C 2 > 0 be such that
. We wish to characterize the asymptotic behavior of Σ δ (L, A) (i.e., uniformly with respect to A ∈ A) in terms of the behavior of the coefficients Ξ [n],t and Θ [n],t . For that purpose, we introduce the following definitions.
is of ( Ξ, Λ)-exponential type γ ∈ R if, for every ε > 0, there exists K > 0 such that, for every A ∈ A, n ∈ N N , and almost
where u denotes the solution of Σ δ (L, A) with initial condition u 0 .
The link between exponential type and maximal Lyapunov exponent of Σ δ (L, A) is provided by the following proposition.
We are left to prove that Σ δ (L, A) is of exponential type λ p (L, A) when the latter is finite. Let ε > 0. From the definition of λ p (L, A), there exists t 0 > 0 such that, for every t ≥ t 0 , A ∈ A, and u 0 ∈ X δ p , one has
Since A is uniformly locally bounded, by using the explicit formulas (3.11) and (3.4), one deduces that there exists K > 0 such that, for every t
Hence the conclusion.
Remark 3.18. Similarly, one proves that, for
General case
The following result, which is a generalization of [8, Proposition 4.1], uses the explicit formula (3.13) for the solutions of Σ δ (L, A) in order to provide upper bounds on their growth.
Proposition 3.19. Let L ∈ V + (Λ). Suppose that there exists a continuous function f
Then there exists C > 0 such that, for every A ∈ A, p ∈ [1, +∞], and u 0 ∈ X δ p , the corresponding solution u of Σ δ (L, A) satisfies, for every t ≥ 0,
0} and Y t = #Y t . Thanks to Theorem 3.14, Remark 3.11, and (3.15), we have, for t ≥ L max ,
This defines a family of pairwise disjoint open hypercubes of unit volume. Thus
Then there exists
Similarly, there exists C 4 > 0 only depending on L and N such that, for every t
for some constant C ′ independent of p and u 0 , and so (3.16) holds for every t ≥ 0. The case p = +∞ is treated by similar arguments.
When L ∈ W + (Λ), we also have the following lower bound for solutions of Σ δ (L, A). 
Proof. According to Remark 3.11, one has Θ
for every [n] ∈ Z and s ∈ R, and therefore we assume for the rest of the argument that Λ = L and we drop the upper index L, L, A.
For s ∈ S, one has
where C 2 is defined in (3.14). Using (3.17) and Remark 3.11, one derives that S ⊂ [0, +∞).
For every s ∈ S, one has
and thus there exist j 0 ∈ 1, d and a subsetS ⊂ S of positive measure such that, for every s ∈S and
In order to simplify the notations in the sequel, we write S instead ofS. Let t 0 ∈ S \ {0} be such that, for every ε > 0, (t 0 − ε,t 0 + ε) ∩ S has positive measure. Let δ > 0 be such that
, which is, by construction, of positive measure, and µ : R → R be any non-zero bounded measurable function which is zero outside S 1 .
and let u be the solution of Σ δ (L, A) with initial condition u 0 . For s ∈ (−δ , δ ), we have t 0 + s > 0 since t 0 > δ . By Theorem 3.14, one has
We finally obtain, using (3.18) and letting
A similar estimate holds in the case p = +∞, which concludes the proof of the theorem.
As a corollary of Propositions 3.19 and 3.20, by taking f of the type f (t) = Ke (γ+ε)t , one obtains the following theorem. The last equality follows from Proposition 3.17 and Remark 3.18. Moreover, the left-hand side of (3.21) does not depend on p and its right-hand side does not depend on Λ.
Shift-invariant classes
We start this section by the following technical result.
Lemma 3.23. For every
Proof. The first part holds trivially if n ∈ Z N \ N N or if n = 0, for, in these cases, it follows from (3.3) that Ξ L,A n,t does not depend on t and A. If n ∈ N N \ {0}, the conclusion follows as a consequence of the explicit formula (3.4) for Ξ L,A n,t . The second part is a consequence of the first and (3.8).
We next provide a proposition establishing a relation between the behavior of Ξ [n],t and 
Proposition 3.24. Let
for every A ∈ A, n ∈ N N \ {0}, and almost every t ∈ R, one has Ξ
≤ f (L · n) holds for every A ∈ A, n ∈ N N , and almost every t ∈ R, then there exists a constant C > 0 such that, for every A ∈ A, n ∈ N N , and almost every t
Proof. We start by showing (i). Let A ∈ A and n ∈ N N \ {0}. For every k ∈ Z, there exists a set
where we use Proposition 3.12, the fact that
∈ N, we have t + kL min / ∈ N k , and so, using Lemma 3.23, we obtain that
Let us now show (ii). Without loss of generality, the norm |·| is sub-multiplicative. Since A is bounded, there exists M > 0 such that, for every A ∈ A, j ∈ 1, N , and t ∈ R, we have
As an immediate consequence of the previous proposition and Theorem 3.21, we have the following theorem, which improves Theorem 3.21 by replacing (Θ, Λ)-exponential type by ( Ξ, Λ)-exponential type. A) is of ( Ξ, Λ)-exponential type γ if and only if it is of (Θ, Λ)-exponential type γ.
As a consequence, for every
Arbitrary switching
We consider in this section A of the type A = L ∞ (R, B) with B a nonempty bounded subset of
corresponds to a switched system under arbitrary B-valued switching signals (for a general discussion on switched systems and their stability, see e.g. [19, 27] and references therein). Motivated by formula (3.10) for Ξ [n],t , we define below a new measure of the asymptotic behavior of Σ δ (L, A). For this, we introduce, for Λ ∈ (R * + ) N and x ∈ R + ,
Note that µ(Λ, B) is independent of the choice of the norm |·| and µ(Λ, B) = µ(Λ, B). The main result of this section is the following. 
iii. λ p (Λ, A) = ln µ(Λ, B).
Proof. Notice that (ii) follows from (i) and (iii) by exchanging the role of L and Λ, since
Λ ∈ V + (L) for every L ∈ W + (Λ).
Let us prove (i). Since min j∈
for every n ∈ N N \ {0}, it suffices to show that, for every ε > 0, there exists C > 0 such that, for every A ∈ A, n ∈ N N \ {0}, and t ∈ R, we have Ξ
By definition of µ(Λ, B), there exists X 0 ∈ L(Λ) such that, for every x ∈ L(Λ) with x ≥ X 0 , we have
Since B is bounded, the quantity
This is a well-defined function since L ∈ V + (Λ). Let A ∈ A, n ∈ N N \ {0}, and t ∈ R. By Proposition 3.12,
We thus obtain (3.24) by combining (3.25), (3.26) and (3.27) . In order to prove (iii), we are left to show the inequality ln µ(Λ,
Let A = (A 1 , . . ., A N ) ∈ A be defined for t ∈ R by
The function A is well-defined since the sets (−Λ · m − ζ , −Λ · m + ζ ) are disjoint for m ∈ N N with Λ · m < x. For every n ∈ N N with Λ · n = x, every v ∈ V n , t ∈ (−ζ , ζ ), and k ∈ 1, |n| 1 , we have
and then, for every n ′ ∈ N N with Λ · n ′ = x, we have
Hence, for every n ′ ∈ N N with Λ · n ′ = x, we have
Since this holds for every choice of B r ∈ B, r ∈ L x (Λ), and x ∈ L(Λ), we deduce from (3.22) that ln µ(Λ, B) ≤ λ p (Λ, A).
As regards exponential stability of Σ δ (L, A), we deduce from the previous theorem and Remark 3.16 the following corollary. Corollary 3.29 is reminiscent of the well-known characterization of stability in the autonomous case proved by Hale and Silkowski when Λ has rationally independent components (see [4, Theorem 5.2] ) and in a more general setting by Michiels et al. in [20] . In such a characterization, (1, . . ., 1) is assumed to be in V (Λ) and µ(Λ, B) is replaced in the statement of Corollary 3.29 by
where V (Λ) is the image of V (Λ) by the canonical projection from R N onto the torus (R/2πZ) N .
(Notice that V (Λ) is compact since the matrix B characterizing V (Λ) in Proposition 3.9 has integer coefficients.) We propose below a generalization of ρ HS (Λ, A) to the non-autonomous case defined as follows. 
Proof. One has max
where the second equality is obtained as consequence of the uniformity of the Gelfand limit on bounded subsets of M d (C) (see, for instance, [12, Proposition 3.3.5]).
In the sequel, we relate µ HS (Λ, B) to a modified version of the expression (3.22) of λ p (L, A).
Definition 3.32. For L ∈ V + (Λ) and A a set of functions
In particular, the signs of λ HS (L, A) and λ p (L, A) being equal, they both characterize the exponential stability of Σ δ (L, A). 
Then the following assertions hold:
Proof. We start by proving (i). It is enough to show that, for every ε > 0 small enough, there exists C > 0 such that, for every A ∈ A, n ∈ N N \ {0}, and t ∈ R, we have
Let L ∈ V + (Λ) and ε > 0 be such that µ HS (Λ, B) + ε < 1 if µ HS (Λ, B) < 1. We can proceed as in the proof of Theorem 3.27 to obtain a finite constant C 0 > 0 such that, for every n ∈ N * ,
Let A ∈ A, t ∈ R, and ϕ L be as in the proof of Theorem 3.27. For r ∈ L nΛ max (Λ), we set B r = A(t − ϕ L (r)), and similarly to the proof of Theorem 3.27, (3.27) holds for every v ∈ 1, N n and k ∈ 1, n . Thus (3.28) implies that, for every n ∈ N * and θ ∈ V (Λ),
we obtain that, for every n ∈ N * and θ ∈ V (Λ),
Following Proposition 3.9, fix h ∈ 1, N and B ∈ M N,h (Z) with rk(B) = h such that Λ = Bℓ 0 for ℓ 0 ∈ (R * + ) h with rationally independent components. Let M ∈ M h (R) be an invertible matrix such that ℓ 0 = Me 1 , where e 1 is the first vector of the canonical basis of R h , in such a way that Λ = BMe 1 .
For n ∈ N, we define the function f n :
We claim that, for every n 0 ∈ N N ,
Indeed, we have
If n ∈ N N is such that Λ · n = Λ · n 0 , then Λ · (n − n 0 ) = 0, and therefore
If now Λ · n = Λ · n 0 , set ξ = Λ · (n − n 0 ), which is nonzero. Then
which gives (3.30).
We can now combine (3.29) and (3.30) to obtain that, for every n ∈ N * and n 0 ∈ N N \ {0},
Set m 0 = sup 1,
= −Z(Λ). We claim that, if n, n 0 ∈ N N and Λ · n = Λ · n 0 , then
Hence, for every n 0 ∈ N N \ {0},
and we conclude that
for some C > 0. This concludes the proof of (i). Suppose now that (1, . . ., 1) ∈ V (Λ). Then |z + | 1 = |z − | 1 for every z ∈ Z(Λ), and hence (i) yields λ HS (L, A) ≤ ln µ HS (Λ, B) for every L ∈ V + (Λ). We claim that it is enough to prove (ii) only for L = Λ. Indeed, assume that λ HS (Λ, A) = ln µ HS (Λ, B). In particular,
, by exchanging the role of L and Λ in (3.31), we deduce that λ HS (L, A) = λ HS (Λ, A) for every L ∈ W + (Λ), and hence (ii).
Let n ∈ N * and B r ∈ B for r ∈ L nΛ max (Λ). As in the argument for (iii) in Theorem 3.27, there exist ζ > 0 and a function A : R → M d (C) N such that, for every v ∈ 1, N n , t ∈ (−ζ , ζ ), and k ∈ 1, n , we have
, one deduces that, if n, n ′ ∈ N N are such that n ≈ n ′ , then e in·θ = e in ′ ·θ for every θ ∈ V (Λ) and |n| 1 = |n ′ | 1 . We set |[n]| 1 = |n| 1 for every n ∈ N N . Then
, and we get that, for every θ ∈ V (Λ) and n ∈ N N with |n| 1 = n,
Since the above inequality holds for every choice of B r ∈ B, r ∈ L nΛ max (Λ), n ∈ N * , we deduce that ln µ HS (Λ, B) ≤ λ HS (Λ, A) . This concludes the proof of Theorem 3.34.
The next corollary, which follows directly from the above theorem and Remarks 3.16 and 3.33, generalizes the stability criterion in [4, 20] to the nonautonomous case (see Proposition 3.31). 
Then (i) =⇒ (iii) =⇒ (ii). If moreover (1, . . ., 1) ∈ V (Λ), we also have (ii) =⇒ (i) and, for every
where
Transport system
, we consider the system of transport equations
where, for i ∈ 1, N , u i (·, ·) takes values in C. When no regularity assumptions are made on the function M, we may not have solutions for (4.1) in the classical sense in
We thus consider the following weaker definition of solution. 
Equivalent difference equation
For i ∈ 1, N and M : R → M N (C), define the orthogonal projection P i = e i e T i and set A i (·) = M(·)P i . Consider the system of difference equations
This system is equivalent to (4.1) in the following sense.
Proposition 4.2.
Suppose that (u i ) i∈ 1,N is a solution of (4.1) with initial condition (u i,0 ) i∈ 1,N and let v : [−L max , +∞) → C N be given for i ∈ 1, N by
Then v is a solution of (4.2).
Conversely, suppose that v : [−L max , +∞) → C N is a solution of (4.2) and let (u i ) i∈ 1,N be given
Proof. Let (u i ) i∈ 1,N be a solution of (4.1) with initial condition (u i,0 ) i∈ 1,N and let v : [−L max , +∞) → C N be given by (4.3). Then, for t ≥ 0,
and, by Definition 4.
is a solution of (4.2) with initial condition v 0 and let (u i ) i∈ 1,N be given for i ∈ 1, N , t ≥ 0 and
and so (u i ) i∈ 1,N is a solution of (4.1).
The following result follows immediately from Theorem 3.2.
Invariant subspaces
For p ∈ [1, +∞], consider (4.1) in the Banach space
endowed with the norm
It follows from Proposition 4.2 and Remark 3.4 that, if
with initial condition u 0 takes values in X τ p for every t ≥ 0. In view of the application of our results to wave propagation on networks in Section 5, we find it useful to investigate the invariance under the flow of Σ τ (L, M) of the following type of subspaces of X τ p . For r ∈ N and R ∈ M r,N (C) with coefficients ρ i j , i ∈ 1, r , j ∈ 1, N , we consider the space
This is a closed subspace of X τ p , which is thus itself a Banach space.
q is a dense subset of X τ p . As a consequence, by a density argument, Proposition 4.2 and Theorem 3.14, one obtains that, if
The following theorem provides a necessary and sufficient condition for Y p (R) to be invariant under the flow of (4.1).
for almost every t ≥ 0, where w = (w i ) i∈ 1,N and w i (t) = u i (t, L i ).
Proof. Let v :
[−L max , +∞) → C N be the solution of (4.2) corresponding to u, given by (4.3), and let w = (w i ) i∈ 1,N be defined by
The conclusion of the theorem follows immediately.
Stability of solutions on invariant subspaces
Let u be the solution of (4.
0, but the latter case is impossible since we would then have u j 0 ,0 = 0, and thus v(s) = 0 for every s ≥ −L max , which contradicts (4.4). Hence
We thus have clearly u 0 ∈ Y ∞ (R), and in particular u(s) ∈ Y p (R) for every s ≥ 0 and p ∈ [1, +∞] .
with a similar estimate for p = +∞. Hence, it follows from (4.4) that, for every p ∈ [1, +∞],
As a consequence of the previous analysis, we have the following result. 
We can thus transpose the results from Section 3.3.3, and in particular Corollary 3.29, to the transport framework. 
Wave propagation on networks
We consider here the problem of wave propagation on a finite network of elastic strings. The notations we use here come from [11] .
A graph G is a pair (V, E), where V is a set, whose elements are called vertices, and
The elements of E are called edges, and, for e = {q, p} ∈ E, the vertices q, p are called the endpoints of E. An orientation on G is defined by two maps α, ω : E → V such that, for every e ∈ E, e = {α(e), ω(e)}. Given q, p ∈ V, a path from q to p is a n-tuple (q = q 1 , . . . , q n = p) ∈ V n where, for every j ∈ 1, n − 1 , {q j , q j+1 } ∈ E. The positive integer n is called the length of the path. A path of length n in G is said to be closed if q 1 = q n ; simple if all the edges {q j , q j+1 }, j ∈ 1, n − 1 , are different; and elementary if the vertices q 1 , . . . , q n are pairwise different, except possibly for the pair (q 1 , q n ). An elementary closed path is called a cycle. A graph which does not admit cycles is called a tree. We say that a graph G is connected if, for every q, p ∈ V, there exists a path from q to p. We say that G is finite if V is a finite set. For every q ∈ V, we denote by E q the set of edges for which q is an endpoint, that is,
The cardinality of E q is denoted by n q . We say that q ∈ V is exterior if E q contains at most one element and interior otherwise. We denote by V ext and V int the set of exterior and interior vertices, respectively. We suppose in the sequel that V ext contains at least two elements, and we fix a nonempty subset
The vertices of V d are said to be damped, and the vertices of V u are said to be undamped. Note that V is the disjoint union
is an oriented graph and L = (L e ) e∈E is a vector of positive real numbers, where each L e is called the length of the edge e. We say that a network is finite (respectively, connected) if its underlying graph G is finite (respectively, connected). If e ∈ E and u : [0, L e ] → C is a function, we write u(α(e)) = u(0) and u(ω(e)) = u(L e ). For every elementary path (q 1 , . . . , q n ), we define its signature s : E → {−1, 0, 1} by
if e = {q i , q i+1 } for some i ∈ 1, n − 1 and α(e) = q i , −1, if e = {q i , q i+1 } for some i ∈ 1, n − 1 and α(e) = q i+1 , 0, otherwise.
The normal derivatives of u at α(e) and ω(e) are defined by
In what follows, we consider only finite connected networks. In order to simplify the notations, we identify E with the finite set 1, N , where N = #E. We model wave propagation along the edges of a finite connected network
Each function η q is assumed to be nonnegative and determines the damping at the vertex q ∈ V d . We denote by η the vector-valued function η = (η q ) q∈V d . 
otherwise, we can easily verify that (v j ) j∈ 1,N satisfies (5.1) with orientation (α 2 , ω 2 ). Hence the dynamical properties of (5.1) do not depend on the orientation of G.
endowed with the usual norms
We will omit (G, L) from the notations when it is clear from the context.
0 × L p and, for every t ∈ R, define the operator A(t) by
One can then write (5.1) as an evolution equation in X ω p aṡ
where U = u, ∂ u ∂t .
Equivalence with a system of transport equations
In order to make a connection with transport systems, we consider, for p ∈ [1, +∞], the Banach space
In order to describe the range of T , we introduce the following notations. Let r ∈ N be the number of elementary paths (q 1 , . . . , q n ) in G with q 1 = q n or q 1 , q n ∈ V u . The set of such paths will be indexed by 1, r . We denote by s i the signature of the path corresponding to the index i ∈ 1, r . We define R ∈ M r,2N (C) by its coefficients ρ i j given by
We then have the following proposition. 
. . , q n ) be an elementary path in G with q 1 = q n or q 1 , q n ∈ V u and let s be its signature. For i ∈ 1, n − 1 , let j i be the index corresponding to the edge {q i , q i+1 }. We have
and thus f ∈ Y p (R).
. We define u j as follows: let e ∈ E be the edge corresponding to the index j. Let (q 1 , . . ., q n ) be any elementary path with q 1 ∈ V u and q n = α(e). Let s : E → {−1, 0, 1} be the signature of that path and, for i ∈ 1, n − 1 , let j i be the index associated with the edge {q i , q i+1 }. Let us consider the operator B(t) in Y p (R) defined by conjugation as
In order to give a more explicit formula for B(t), we introduce the following notations.
Definition 5.6 (Inward and outward decompositions). The inward and outward decompositions of C 2N are defined respectively as the direct sums
where, for every q ∈ V, we set For n ∈ N, let J n denote the n ×n matrix with all elements equal to 1. Set D = diag((−1) j ) j∈ 1,2N . For q ∈ V and t ∈ R, we set
We define the time- 
We finally obtain the following expression for B(t).
Proposition 5.9. For t ∈ R and p ∈ [1, +∞], the operator B(t) is given by D(B(t))
It follows from (5.3) and (5.
We suppose from now on that
can be written as 
If q ∈ V d , let j be the index corresponding to the unique edge in E q . To simplify the notations, we consider here the case α( j) = q, the other case being analogous. Then
which shows that the left-hand side is equal to zero if and only if v j (q) = −η q (t) Collecting all the equivalences corresponding to the identities in (5.11), we conclude that (5.7) holds.
Let now f ∈ D(B(t)) and denote (u, v) = T −1 f ∈ D(A(t)), g = B(t) f . Then
and so, by (5.3), for every j ∈ 1, 2N ,
which shows that (5.8) holds.
The operator T : X ω p → Y p (R) transforms (5.2) intȯ
F(t) = B(t)F(t).
This evolution equation corresponds to the system of transport equations 12) where F(t) = ( f i (t)) i∈ 1,2N . The following property of the matrix M(t) will be useful in the sequel.
Lemma 5.10. For every t ∈ R,

M(t)
T M(t) = Id 2N − ∑ Proof. Notice that, for every q ∈ V, M q (t) can be written as
where λ q (t) = 1−η q (t) 1+η q (t) if q ∈ V d and λ q (t) = 1 otherwise, while δ q = 1 if q ∈ V int and δ q = 0 otherwise. By a straightforward computation, one verifies that, for every q ∈ V, λ q (t) Id n q − 2 n q δ q J n q T λ q (t) Id n q − 2 n q δ q J n q = λ q (t) 2 Id n q .
Noticing furthermore that, for every q 1 , q 2 ∈ V, Π 
Since the term between brackets in the above equation is diagonal and λ q (t) 2 = 1 − 4η q (t) (1+η q (t)) 2 for q ∈ V d , the conclusion follows.
Existence of solutions
Thanks to the operator T : X ω p → Y p (R), one can give the following definition for solutions of (5.1).
Definition 5.11. Let U 0 ∈ X ω p and η = (η q ) q∈V d be a measurable function with nonnegative components. We say that U : R + → X ω p is a solution of Σ ω (G, L, η) with initial condition U 0 if T −1 U : R + → Y p (R) is a solution of (5.12) with initial condition T −1 U 0 ∈ Y p (R).
For every F 0 ∈ Y p (R), it follows from Theorem 4.3 that (5.12) admits a unique solution F : R + → X τ p . In order to show that this solution remains in Y p (R) for every t ≥ 0, one needs to show that Y p (R) is invariant under the flow of (5.12).
Proposition 5.12. For every t ∈ R, RM(t) = R.
Proof. Thanks to the inward decomposition of C 2N , we prove the proposition by showing that for every q ∈ V and t ∈ R,
where λ q (t) and δ q are defined as in the proof of Lemma 5.10. Without loss of generality, it is enough to consider the case where R is a line matrix, i.e., we consider a single elementary path (q 1 , . . . , q n ) in G with q 1 = q n or q 1 , q n ∈ V u , with signature s. Then R = (ρ j ) j∈ 1,2N is given by ρ 2 j−1 = ρ 2 j = s( j) for j ∈ 1, N . For i ∈ 1, n − 1 , denote by j i the edge corresponding to {q i , q i+1 }. Let us write R = ∑ Such an identity is trivially satisfied if q / ∈ {q 1 , . . . , q n }. Assume now that either q = q i for some i ∈ 2, n − 1 or q = q 1 = q n (and in the latter case set i = n and define j n+1 = j 1 ). In particular, q ∈ V int and λ q (t) = δ q = 1. We therefore must prove that where w ∈ C n q i has all its coordinates equal to zero, except two of them, one equal to 1 and the other one equal to −1. Hence J n q i w = 0 and (5.15) holds true.
It remains to treat the case q ∈ {q 1 , q n } ⊂ V u . In this case, λ q (t) = 1 and δ q = 0, and we furthermore assume, with no loss of generality, that q = q 1 . We can rewrite (5.14) as 
