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Abstract
Although infrequent trading in equity stocks is more prevalent in the
United Kingdom (and other non-United States countries), we …nd that it is
proportionally more important in explaining the degree of serial correlation
in stock returns in the US than in the UK, in contrast to much of the
existing literature.We show that infrequent trading cannot explain more
than a small proportion of the serial correlation observed in monthly UK
stock returns and hence, other explanations for return predictability must
be sought. Many studies have shown that stock market returns in the UK
and other international markets are substantially and signi…cantly serially
correlated. The success of an investment strategy that is based on the
apparent predictability of returns depends on whether the serial correlation
is truly random and period speci…c or due to time varying risk premia or
¤1University of Southampton,2Corresponding author; University of York, Department of Eco-
nomics and Related Studies, Heslington, York YO1 5DD, United Kingdom, (pns2@york.ac.uk),
who is grateful to the Economics Program, RSSS, Australian National University for providing
a very congenial environment in which to complete this paper. The authors are also grateful
to Andrew Clare, Keith Cuthbertson, Karen Mumford, Don Poskitt, Chris Skeels,Jim Steeley
and Mike Wickens for helpful comments, to two anymous referees for detailed and constructuve
comments which have greatly improved the paper and to the ESRC and INQUIRE for …nancial
support.to market microstructure e¤ects. A frequently noted explanation for this
serial correlation is market thinness or, more precisely, the infrequency with
which a substantial number of UK stocks are traded. Non-synchronous
trading results in a measurement error in the observed data for returns on
individual stocks, portfolios and market indices. This measurement error
generates serial correlation in the observed returns. Here, we assess the
extent to which the observed serial correlation in returns can be explained
by equity non-trading behaviour. This will reveal whether there is any
residual serial correlation left to be explained by alternative sources. We
…nd that, whilst a proportion of the serial correlation in the returns of
portfolios of low value stocks can be explained by non-trading, much of it
still remains unexplained.
1. Introduction
There is now extensive evidence that security returns are predictable, see ( Keim
and Stambaugh (1986) and Campbell and Hamao (1992)). An important ques-
tion from the point of view of an investor seeking to exploit such predictability
is whether it is due to time varying risk premia or market microstructure e¤ects,
including infrequent trading. It is widely considered that non-US equity markets
are characterized by thin trading which induces serial correlation in returns and
distorts measures of risk (Dimson (1979), Clare, Morgan, and Thomas (1997),
Lange (1999)). Here we challenge this conventional view by suggesting that infre-
quent trading is proportionally more important in the US security market than in
a major alternative market such as that in the UK. This is important in assessing
the sources of predictability in these markets and in testing asset pricing theories.
There are two forms of infrequent trading: non-synchronous trading which
implies that trading takes place in every consecutive time interval but not neces-
sarily at the close of the interval of measurement of the returns data (see Fisher
(1966), Dimson (1979), Lo and MacKinlay (1990), Stoll and Whaley (1990) and
Muthuswamy (1990)), while, non-trading occurs when securities do not trade
in every consecutive time interval (see Cohen, Maier, Schwartz, and Whitcomb
2(1978) and Stoll and Whaley (1990)). As Miller, Muthuswamy, and Whaley (1994)
emphasize, the key to this distinction lies in the length of the interval of measure-
ment of the returns data. If returns are calculated on a monthly basis then nearly
all NYSE (New York Stock Exchange), and to a slightly lesserextent LSE (London
Stock Exchange), stocks will have traded at least once in the month. However,
by no means all stocks will have traded precisely at the close of trading on the
last day of the month when the data is collected. If we foreshorten the interval
of measurement to ten minutes, then many stocks will not have traded in the
period of measurement. Hence, non-synchronous trading becomes non-trading as
the interval of measurement shrinks.
In this paper we focus on non-synchronous trading within the one month
period of measurement for UK stock returns available on the LSPD (London
Share Price Database). This data source is the most important stock return
database for risk measurement and the testing of asset pricing theories in the
UK, (eg Dimson (1979)). We have total return information on all UK stocks
from 1975 - 1995 together with a non-trading marker which indicates the number
of days from the end of the month when the stock last traded. This aspect
of the LSPD has not been exploited, to our knowledge, since Dimson (1979) and
there have been substantial changes in it0s behaviour since then.1 Data for returns
calculated on an end of month basis will re‡ect the price of the last recorded trade
which, for an infrequently traded stock could be many days old as we show below.
Fama (1965) and Fisher (1966) show that this non-synchronous trading leads to
measurement error in the recorded returns on individual stocks, portfolios and
indices. In particular it induces positive serial correlation in portfolio and index
returns which may be mistaken for predictability.
In Section 2 we describe the relation between trading frequency and …rm size
for the UK. Although many empirical studies acknowledge the importance of thin
trading, very few give detailed information on its nature and extent. Here we
compare our data with that for the US described by Foerster and Keim (1993).
1Although see Clare, Morgan, and Thomas (1997) for a recent analysis. An alternative
approach emphasising liquidity is in Datar, Naik, and Radcli¤e (1998)
3Thisleadsnaturally toa discussion of the time-series behaviourof portfolio returns
in Section 3, where we report …nding substantial, signi…cant …rst-order serial
correlation in the more infrequently traded, medium to low market capitalisation
stocks. In Section 4 we discuss two models of infrequent trading which will allow
us tocalibrate an estimate of the degree of autocorrelation induced by such trading
patterns and hence the extent to which autocorrelation may be present for other
reasons.The …rst model is due to Lo and MacKinlay (1990) and is based on the
simple assumption that the non-trading indicator for a stock, for a …xed time
interval, follows a simple Markov process and is time independent. This model
turns out not to be a good description of the pattern of non-trading in the UK
as the implied degree of non-trading at longer durations is substantially below
that observed in the data. Consequently, we consider a second model which
introduces time dependence in the non-trading indicator using a two-state Markov
model (see Campbell, Lo, and MacKinlay (1997)). Although this provides a much
improved …t of the empirical distribution, we still underestimate the persistence
in infrequent trading in the data. In Section 5 we examine the implications of the
two Markov models and the empirical distribution of infrequent trading for the
calculation of serial correlation in portfolio returns. How much of the observed
serial correlation in returns is due to infrequent trading? Finally, in Section 6 we
discuss our results and a trading rule based upon our …ndings before presenting
our conclusions.
2. Infrequent Trading and Firm Size
2.1. The London Share Price Database
Oursample consists of all stocks listed on the LSPD forany period of time between
1975 and 1995. In particular, our sample includes stocks traded on the Alternative
(one-time Unlisted) Securities Market as well as the London Stock Exchange.2 It
thus has a complete representation of stocks of all sizes, including the smallest.
2For a detailed description of the structure of the London Stock Exchange see Buckle and
Thomson (1998).
4The data has a monthly frequency.3 In order to be admitted to the sample for a
particular month, a stock is required to have a valid return for that month4, and
a market capitalisation value for January of the current year5. Stocks enter and
leave the sample each month according to whether or not these admission criteria
are satis…ed, so the sample is free of survival bias problems. The number of stocks
in the sample varies from one month to another, but is consistently greater than
2,000.
In this paper we exploit an aspect of the LSPD which has attracted little
attention in the literature, namely the non-trading marker. Each month-end
return has a corresponding non-trading marker which gives the number of days
before the end of the month that the last trade occurred, making it possible
to examine patterns in the extent of infrequent trading over time. A value of
zero indicates that a stock was traded on the last trading day of the month,
while values of 1-31 mean that the last trade occurred between one and 31 days
respectively. The number 32 indicates that a stock was not traded during the
current month6, and so the corresponding return will generally be zero, unless a
dividend payment occurred during the month7. There is, therefore, an element of
non-trading in our data. All stocks which pass the selection criteria are assigned to
one of 10 portfolios, according to their market capitalisation, and portfolio returns
were calculated for each decile. Returns are equally weighted within portfolios.
Monthly rebalancing resulted in a maximum time series of 251 observations for
3Some of the work done in this area has been carried out using weekly or daily data.
Boudoukh, Richardson, and Whitelaw (1994) focuses on weekly data. The LSPD is the most
comprehensive data on stock returns in the UK and the only publicly available one, to our
knowledge, with information on trading frequency.
4The LSPD identi…es a missing monthly (log) return by recording a value of -10. Any other
value for the return was taken as evidence that the stock was alive during that month.
5The LSPD only provides annual market capitalisation data.
6In Table 1A, discussed later, it can be seen that the proportion of stocks traded outside of
the month is negligible.
7Occasionally the non-trading indicators have values between 33 and 63, which relate to
special cases in which the previous month’ s price was unavailable. Further details are given in
LBS (1996).
5each of the size-ranked portfolios. Over the period 1975-1995, Clare, Morgan,
and Thomas (1997) …nd that almost 44% of all stocks listed on the LSPD fail to
trade on the last day of a given month, a …gure which is signi…cantly higher than
for stocks in the US (Foerster and Keim (1993)). However, closer examination of
the data reveals that stocks are much more likely to be recorded as not trading
on the last day of the month in the period prior to April 1981 than is the case
after this date. This is due to changes in the recording requirements relating to
trades which were introduced by the London Stock Exchange (LSE) in March
1981. Prior to this date, the requirements relating to the marking of trades were
less stringent, with the result that a signi…cant proportion of transactions were
not recorded on the LSPD,(see LSE (1981)). As Clare, Morgan, and Thomas
(1997) show, this discontinuity has important implications for risk measurement.
On average, over two thirds of stocks failed to trade on the last day of the month
in the period before April 1981, but this …gure falls to around one third of the
sample in the second sub-period. As the method employed in the latter period
is considered to be much more accurate (see LSE (1981) and Clare, Morgan, and
Thomas (1997)), we restrict our analysis to the period April 1981 - December
1995 or 176 observations.8
2.2. Non-Synchronous Trading in Equities and Firm Size
We now consider the nature of non-synchronous trading in our data. In Table 1
we present some summary statistics for non-synchronous trading in each of the
value-ranked portfolios. The results demonstrate a clear relationship between …rm
size or market capitalisation and the likelihood of it’s stock being traded. PartA
of the table gives the proportions of the stocks in each portfolio that have traded
on the day(s) concerned. For example, in the fourth highest value portfolio 73.6%
of the stocks traded on the last day, a further 12.0% traded last on the day before,
and so forth. In the …nal trading week of the month, 95.0% of stocks have traded.
This increases to 98% when we consider the last two weeks of the month. The
8Note that Foerster and Keim (1993) noticed a similar data inconsistency on the CRSP tapes
which could have led researchers to come to incorrect inferences about returns.
6corresponding trading…guresforthesmallervalue portfoliosareboth substantially
smaller for the last day and more spread out over time. In the smallest value
portfolio only 36.9% traded on the last day, 13.3% on the penultimate day and
67.4% in the last week. This extends to 78% in the last two weeks and to only
90.3% over the month as a whole. The relationship between market capitalisation
and non-trading is monotonic over the ten portfolios examined here. This is
consistent with the US results presented by Foerster and Keim(1993) and provides
support for our choice of …rm value as the basis for portfolio construction. An
alternative would be that of portfolios ranked by dividend yield. However, further
analysis of our data by Clare, Morgan, and Thomas (1997) demonstrates that
there is no systematic relationship between dividend yield and the incidence of
non-trading. Moreover, Clare, Smith, and Thomas (1997) exploit this fact in
testing the conditional CAPM.There is evidence that zero-dividend stocks are
more prone to non-trading. However, this is a group of low value stocks which
con…rms that size is highly correlated with trading frequency.
3. Serial Correlation in Portfolio Returns
The autocorrelation patterns in the portfolio return data are summarised in Table
2. The portfolios are arranged by decreasing market capitalisation. The values of
the autocorrelation function (ACF) and partial autocorrelation function (PACF)
show signi…cant …rst order serial correlation for all but the three largest size
deciles. The order of the serial correlation in the returns for portfolios of all sizes
clearly does not exceed two. Comparison of the ACF and PACF for each portfolio
return shows signi…cant …rst order coe¢cients and signi…cant higher order e¤ects
in the ACF but not in the PACF suggesting an AR(1) model structure. We
consider the ARMA(1,1) model to be an adequate model of the serial correlation
having found no signi…cant residual serial correlation. In the last column we
present likelihood ratio tests of the restriction of an ARMA(1,1) model to either
AR(1) or MA(1) models. These statistics are distributed Â2(1)under the null
hypothesis and show that the MA(1) is in general rejected whereas the AR(1)
7is not. We conclude that an AR(1) model is most appropriate, although there
is some evidence that the return on the smallest value portfolio may be best
modelled by an ARMA(1,1).
The size and sign of the …rst order autocorrelation coe¢cients estimated are
also of interest. From Table 2 they can be seen to range from 0.45 for the smallest
value portfolio to 0.004 for the largest. Comparative estimates for the US are
much lower; those provided by Campbell, Lo, and MacKinlay (1997) are 0.21 and
0.01, respectively, for a comparable period of monthly data on returns of NYSE
and AMEX stocks taken from the CRSP …les for the period 1962 - 1990. Returns
appear always to be positively autocorrelated. The limited negative autocorre-
lation in the highest value portfolio returns is not signi…cant, even at the 90%
level. If the period 1975 -1981 is examined, signi…cant positive …rst-order and
negative second order serial correlation are found for the two largest-value deciles.
However, we regard this as a re‡ection of the inadequacy of the method of data
collection rather than as a re‡ection of the reliability of the estimates.9 The es-
timates of the …rst elements of the ACF provide us with a benchmark against
which to assess the importance of non-synchronous trading.
A second issue concerns cross-serial correlation between portfolio returns. Ta-
ble 3 presents a summary of the …rst-order cross-serial correlation coe¢cients for
the largest, smallest and mid-value portfolios. These clearly show that higher
value portfolio returns appear to lead the lowest value portfolio returns. None of
the lower value portfolio returns appear to predict the highest value portfolio re-
turn. Lo and MacKinlay (1990) refer to this lead-lag relationship as a stylised fact
which supports, among other things, the potential pro…tability of contrarian trad-
ing strategies. They go on to show that it could be explained by non-synchronous
trading. However, others (eg Boudoukh, Richardson, and Whitelaw (1994)) have
pointed out that this may only be an artefact of two observations: small value
stocks are signi…cantly autocorrelated; and, high and low value portfolio returns
9A complete set of estimates for the full period and two sub-periods is presented in Clare,
Morgan, and Thomas (1997). These results show that the estimates for the lower value portfolio
returns are a¤ected much less by the sample split.
8are highly contemporaneously correlated. Taken together, these two e¤ects would
generate the signi…cant lead-lag relationship shown in Table 3. An additional
piece of evidence supporting this view for our UK data is provided in the second
part of Table 3. Using a one-lag VAR in all ten of the portfolio returns as the
basis of the analysis, we present Granger causality tests for each of the lagged
returns. None of the statistics presented are signi…cant at any reasonable level of
signi…cance suggesting that none of the portfolio returns Granger-causes any of
the others. In other words, once we condition on own- and other-value portfolio
returns, there is no signi…cant additional predictability of the small (or higher)
value portfolio returns from the highest value return.
Given that the lead-lag evidence is unconvincing, we examine the observed
data and models of non-synchronous trading to provide more compelling evidence
on the relationship between infrequency of trading and portfolio return autocor-
relation.
4. How Important is Non-Synchronous Trading?
Thus far we have shown that there is substantial, signi…cant …rst-order serial cor-
relation in medium to low value stock returns and that there is also a high degree
of regular non-synchronous trading behaviour in these stocks. In this section we
examine two models of non-synchronous trading and assess their empirical rele-
vance. In the following section we can then estimate the degree of autocorrelation
induced by non-synchronous trading behaviour.
The best known model is due to Lo and MacKinlay (1990) and is based on
the most straightforward assumption to make concerning whether an individual
stock trades over a …xed period of time which is that the non-trading indicator
variable for any stock i, ±it, follows a Markov process and is independent over
time. More formally, if the stock i does not trade in period t, then ±it = 1 with
probability (1-¼i) and if it does trade then ±it = 0 with probability ¼i. It is further
assumed that ¼i is constant over time and that the stocks in each portfolio are
homogeneous with common non-trading probability ¼. The assumption of time-
9independence makes much more feasible the closed-form solution of single equity
and portfolio return autocorrelations. These solutions are presented in Lo and
MacKinlay (1990) and Boudoukh, Richardson, and Whitelaw (1994). However,
as we will show, this time-independence does not seem to describe the UK data
very well and we relax this assumption in our second model.
For each portfolio, if we take the proportion of stocks that trade on the last
day of the month (day 0) as our measure of the time-invariant, and independent,
trading probability (ie, ¼), we can calculate the implied distribution of trading
on day k over the average month of the sample period as (1 ¡ ¼)k¡1¼. Part B
of Table 1 gives these predicted proportions for the size decile portfolios. It is
clear that the implied degree of non-trading at longer durations is substantially
underestimated using this assumption. For all portfolios, the longer durations are
much more important in the data than time independence suggests. The point is
made graphically in Figure 1 which shows the predicted trading proportions for
the smallest value decile. The integral under each of the curves shown is equal to
one, so the fact that the empirical curve is substantially below that generated by
the time-invariant model demonstrates that it must lie above the time-invariant
model curve for longer durations. In short, the empirical distribution of trades is
much more persistent, a feature we now build into the theoretical model.
An alternative assumption concerning the non-trading indicator variable is
that it displays some formal time dependence. A two-state Markov model can





±it¡1 trade 0 ¼i 1 ¡ ¼i
no trade 1 1 ¡ Ái Ái
10This structure for the formal time-dependence of non-trading is foreshadowed in comments
in Section 5 of Lo and MacKinlay (1990) and in Campbell, Lo, and MacKinlay (1997). They
do not present any calculated trading proportions or predicted serial correlations.
10so P(±it = 1j±it¡1 = 1) = Áietc.
Therefore, the probability of the stock being traded in period t depends, in
part, on whether it was traded in period t-1. This speci…cation has the attractive
feature that there is persistence in the probability of non-trading. It also allows
for the presence of clustering of information ‡ows across days. To calculate the
implied distribution of trades over time we need the steady-state unconditional
probabilities of trading and non-trading in period t. De…ne ªit and £it, respec-
tively, as the unconditional probabilities of ±it = 0 and ±it = 1 and P and Q
as their steady-state values. The transition probabilities above imply that the
unconditional probabilities evolve through time as:
ªit = ¼iªit¡1 + (1 ¡ Ái)£it¡1 (4.1)
£it = (1 ¡ ¼i)ªit¡1 + Ái£it¡1
The steady-state version of this system can be derived using eigenvalue methods
or otherwise (see Hamilton (1995)) as:
Pi =
1 ¡ Ái




2 ¡(¼i + Ái)
The proportion of trades which take place in period k is therefore:
Zik = (¼iPi + (1 ¡ Ái)Qi¼i)(1 ¡¼i)Á
k¡1
i (4.3)
We concentrate on the smallest value decile portfolio as this allows comparison
with US studies such as Boudoukh, Richardson, and Whitelaw (1994), consists
of the most infrequently traded stocks and and has the largest serial correlation
coe¢cient. The series Zk for this portfolio in the UK data is calibrated as follows.
Taking the observed empirical trading proportions for periods k=0 and 1, values
for ¼i and Ái are calculated. These values are then used to compute the remaining
trading proportions. For the smallest value portfolio Z0 = 0:37 and Z1 = 0:13.
11This implies from simultaneous solution of (4.3) for k=0,1 that ¼ = 0:650 and
Á = 0:794. From (4.1) it can be seen that this implies a degree of persistence in
both the probabilities of trading and non-trading, as we would expect.
The Markov time-dependent trading proportion for the smallest-value-stock
decile is shown in Figure 1 along with the other two alternative series. It is clear
that whilst the persistence in the Markov time dependent series is also not as
great as in the empirical series, it is much closer and any comparison based on
the correlation with the empirical proportions would clearly favour the Markov
time-dependent model.11
The last rows of Tables 1A and 1B give some comparative results for small US
stocks from Lo and MacKinlay (1990) and Boudoukh, Richardson, and Whitelaw
(1994). The last row of Table 1A is constructed assuming time independence
as above, the …nal row of Table 1B gives the empirical distribution of trading
frequency presented in Foerster and Keim (1993). Comparison of these rows with
those above shows two things. First, the degree of non-trading in the US is much
smaller. The behaviour of the smallest stocks resembles that of the fourth highest
decile in the UK. Second, non-trading is much more persistent in the UK than
in the US. Behaviour of the fourth highest UK decile over two weeks resembles
that of the smallest group of US stocks over a week. This suggests that the time-
dependent model is of even more value in modelling the UK than the US trading
distribution.
5. Implications for Serial Correlation in Portfolio Returns
The results above show that in modelling the relationship between non-trading
and portfolio return autocorrelation, we can expect the assumption of temporal
independence to under-estimate the degree of persistence in non-trading. We
can also anticipate that it would also lead to an under-estimate of the predicted
11Of course, if we increase the number of states in the Markov model we would generate an
increasing degree of serial correlation in the trading proportion which could come ever closer to
the empirical distribution. Our result shows that a large degree of improvement in matching
the empirical proportions is achieved by adding only one extra state.
12extent of autocorrelation in returns. In order to estimate the degree of serial
correlation induced by the non-synchronous trading, we analyse a model built
on the foundations of the work of Scholes and Williams (1977). This model
requires that all stocks trade within a …xed time interval but any distribution
of non-trading behaviour can be accommodated and the period can be extended
appropriately. We begin by requiring homogeneity of stocks within each portfolio
in terms of their non-trading probability, an assumption we relax in the next
section. Let sit be the time between the last trade of stock i and the end of the
trading period, expressed as a proportion of the length of the trading period. In
our data this is a month and we allow the representative month to be made up
of 31 days.12 If stock i is not traded for one day it will have an sit of 1/31. The
sit are assumed to be independently distributed over time. Atchison, Butler, and
Simonds (1987) show that the …rst order autocorrelation coe¢cient of the return











If we further assume that the sit and sjt are independent or, at least that the
returns are variable enough, then Boudoukh, Richardson, and Whitelaw (1994)









j=1;6=i 1 ¡ E[max(sit;sjt)] + E[min(sit;sjt)]
(5.2)
Assuming, further, that the sit are homogeneous, and therefore all have the
same distribution, allows (5.2) to be written in terms of the expectation for any
pair of stocks, ie:
corr(Rpt;Rpt¡1) ¼
E[max(sit ¡ sjt);0]
1 ¡ E[max(sit;sjt)] + E[min(sit;sjt)]
(5.3)
This solution can be simulated for any set of sit. We consider two types of
distribution of sit, that from a time-independent distribution and that from the
12The choice of 31 or 30 days makes very little di¤erence to our results.
13empirical, time dependent distribution. We use the distributions for the market-
value based decile portfolios from Parts A and B of Table 1, respectively. After
some experimentation we …nd we can get a non-degenerate solution from a 10,000
replication simulation. The results are presented in Tables 4 and 5. In Table 4 we
concentrate in detail on the results for the smallest value decile portfolio under a
number of alternative models, since we have comparable …gures for the US from
Boudoukh, Richardson, and Whitelaw (1994) and this decile has the largest degree
of non-synchronous trading and the largest serial correlation coe¢cient. In Table
5 we present results for all deciles under a single model. From Table 4 it can be
seen that the time-independent theoretical distribution gives a calculated …rst-
order autocorrelation coe¢cient of 0.031, whereas the Markov time-dependent
distribution gives a value of 0.082 and the empirically based distribution gives
a value of 0.116. It is clear that the assumption of time-independence of non-
trading probabilities makes a substantial di¤erence to the implied autocorrelation
in returns. The time dependent Markov model gives a much closer estimate
to that given by the empirical distribution emphasising the importance of time
dependence.
These values are, however, much smaller than the estimated autocorrelation
coe¢cient for the return on the smallest value portfolio reported in Table 2 which
is 0.45. Put di¤erently, our results show that,non-trading explains, at most, about
one quarter of the autocorrelation in the returns to the smallest value portfolio in
the UK. The various percentages for the other models are shown in Table 4.
Comparable results for monthly stock returns in the US can be constructed
from the …gures and calculations in Lo and MacKinlay (1990), Campbell, Lo,
and MacKinlay (1997) and Boudoukh, Richardson, and Whitelaw (1994). These
are also laid out in Table 4. They show, for the time independent Markov case,
that non-synchronous trading generates an AR(1) coe¢cient of 0.013 or 6.2% of
the estimated …rst-order autocorrelation coe¢cient (0.21) in stock returns for the
smallest value decile portfolio of the NYSE-AMEX stocks reported on the CRSP
…les for the period 1962 - 1990. The empirical distribution of non-trading delivers
a value of the …rst-order autocorrelation coe¢cient of 0.061 which is about 29% of
14the estimated …rst-order autocorrelation coe¢cient. The evidence taken together
says that non-trading explains more of the degree of serial correlation in returns
in the US than it does in the UK, whilst both are smaller in the US than in the
UK.
We can also consider the predicted degree of autocorrelation in higher market
value portfolioreturns. Theseareshown in Table5 forthe empirical distribution of
non-trading. Comparison of the three columns in Table 5 shows that non-trading
and the relationship between non-trading and the observed degree of …rst-order
autocorrelation is monotonically increasing (although not linearly) as decile value
declines. To highlight one entry, the fourth highest value decile portfolio resembles
that of the lowest value in the US data most closely in terms of its non-trading
behaviour. In terms of autocorrelation in the returns data we have an estimate of
0.253 from Table 2, above. The …rst-order autocorrelation predicted by simulation
of equation (5.3) with empirical non-trading probabilities, is 0.0267 or some 11%
of the observed value. This is a substantially smaller proportion than the 29%
Boudoukh, Richardson, and Whitelaw (1994) report for the US.13
5.1. Heterogeneity within Portfolios
Thus far we have treated all stocks within a portfolio as homogenous, making
possible the application of equation (5.3) for the various models of non-trading.
The evidence from Boudoukh, Richardson, and Whitelaw (1994) is that within-
portfolio heterogeneity may also lead to a higher implied degree of autocorrelation.
A straightforward way of assessing the importance of heterogeneity is to apply the
approach of Lo and MacKinlay (1990) for the time-independent Markov model.
Lo and MacKinlay consider an underlying model of the unobservable return on
an individual or group of stocks which is determined by one factor of the form
R
¤
it = ¹i + ¯i¤t + ²it (5.4)
13The high …gure of 31.5% for the highest value decile re‡ects the imprecision of the estimation
of two tiny coe¢cients and is spuriously large.
15where ¤t is the single factor (such as the market return) and which has a constant
variance ¾2
¸ and the errors ²it are iid. As before, the stock trades in the current
period with a probability ¼: Here we assume that this probability is time inde-
pendent. As before, the observed return of a stock trading in the current period
depends upon information accumulated overthe priorperiods over which the stock
did not trade. So if we consider the aggregation of observed stock returns over q
periods indexed ¿, we get Ri¿(q) =
Pq¿
i=(¿¡1)q+1 Rit. The intertemporal nth order
covariance, given this set of assumptions was shown by Boudoukh, Richardson,
and Whitelaw (1994) to be:
cov[Ri¿(q);Rj¿+n(q)] = [q ¡
(1 ¡ ¼i)(1 ¡ (1 ¡ ¼i)q)¼j
2 + (1 ¡ ¼j)(1 ¡ (1 ¡ ¼j)q)¼i
2







1 ¡ (1 ¡ ¼i)(1 ¡ ¼j)
Ã







for n >0 (5.5)
This expression can be combined with equation 5.1 to calculate the return auto-
correlation coe¢cient.
We examine the impact of within-portfolio heterogeneity on the autocorrela-
tion of the returns for the smallest value decile. The non-trading probabilities
(1 ¡ ¼i) for the ten percentiles that make up the smallest value decile are pre-
sented in Table 6. The percentile portfolios are constructed in an identical way to
the deciles discussed earlier. Using these …gures in equations 5.5 and 5.1 gener-
ates the autocorrelations shown in the lower panel of Tables 6. First we give the
AR(1) coe¢cient assuming that all of the ten percentile portfolios have the same
non-trading probability equal to the average for the decile. This …gure of 0.0389
is equivalent to that given in Table 4 using the simulation method above. The
small di¤erence in the …gures is due to sampling error in the simulations. Two
…gures are given based on the heterogeneity in non-trading probability across the
percentiles shown in the top part of Table 6. The …rst assumes that the ¯ on
the single factor in 5.4 is equal to one for all percentiles. The second employs
16the estimated ¯ from the market model as an example of a single factor model.
The declining ¯ shown, whilst looking counter-intuitive, is consistent with the
results for the UK market in various studies (eg Clare, Priestley, and Thomas
(1998)). The autocorrelation coe¢cents generated allowing for heterogeneity are
0.0403 and 0.0394, respectively. These are very similar to that assuming homo-
geneity and suggest that within-decile heterogeneity is not an important issue in
assessing the importance of non-synchronous trading on serial correlation in the
UK. Boudoukh, Richardson, and Whitelaw (1994) …nds a more substantial impact
from heterogeneity for the US. There is no evidence in our data for the UK of
the much greater within-decile heterogeneity in the non-trading probability found
for the US by Foerster and Keim (1993) which is used by Boudoukh, Richardson,
and Whitelaw (1994) to generate the increased autocorrelation coe¢cient.
6. Discussion and Conclusions
In this paper we examine the extent of serial correlation in the returns to portfo-
lios of UK equities and the degree to which this can be explained by the extent
of observed non-synchronous trading in those stocks. Before re‡ecting on the im-
portance of infrequent trading, we discuss whether the autocorrelation itself is a
potential source of excess pro…ts and evidence of ine¢ciency in this market.
Return predictability suggests the construction of trading rules for these port-
folios which might be pro…table. To provide some measure of the likely prof-
itability of such rules we examine two alternative investment strategies for the
smallest value portfolio. First, we consider a risk neutral, return maximisation
rule which is a simple strategy of buying (selling) the portfolio in month t if it
produced a positive (negative) return in t-1, a momentum strategy. The alter-
native investment is assumed to be one which receives the risk-free interest rate.
To calculate pro…tability, the strategy can be compared with a buy-and-hold rule
of buying the portfolio in the …rst month of our data period and holding it until
the end, 176 months later. If we compare the compound nominal return for the
two alternatives, we …nd that both are pro…table, producing 431.15 for a 100 unit
17investment in the trading momentum strategy and 273.05 for the buy-and-hold
strategy. The trading strategy is 1.2% more pro…table per one-way trade, which
may be pro…table for risk-neutral institutional investors but most certainly not
for retail investors. This result supports market e¢ciency for the market as a
whole as all of the higher value portfolios are less substantially autocorrelated.
Whilst apparently not the basis of excess pro…ts, autocorrelation in returns
presents an anomaly to be explained. In this paper we have considered one expla-
nation which has had wide coverage but, thus far, had received very little direct
analysis or calibration. We have established that non trading is an important
source of autocorrelation and that the modelling of the incidence of non-trading
had to be extended from the most widely used model. The two-state, time de-
pendent Markov model analysed in this paper generates a pattern of non trading
behaviour which is much closer to the observed empirical data than does the
classic time independent model (see Lo and MacKinlay (1990)).
It is the case, though, that non trading is not the whole of the story. It ex-
plains about one quarter of the …rst order autocorrelation in monthly returns for
small stocks. Alternative explanations for the observed autocorrelation include
time-varying risk premia,14 the presence of agents employing feedback trading
strategies15 and the presence of adjustment costs for traders.16 A complete expla-
nation should probably include components of each of these alternatives. However,
the parameterisation proposed in this paper o¤ers the basis for a more precise cal-
ibration of CAPM ¯s and APT sensitivities for markets where stocks are more
infrequently traded than in the US. Further, the success, or otherwise, of momen-
tum or contrarian investment strategies may well be in‡uenced by the interaction
between the measurement period of returns and the extent of infrequent trading
in the measurement interval.
14See Clare, Smith, and Thomas (1997) for an example with this data set.
15See DeLong, Schleifer, Summers, and Waldman (1990)
16See Mech (1993).
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21Table1 : Proportions Traded Per Day
Days (t) since last trade
0￿<t<1 1￿t<2 2￿t<3 3￿t<4 4￿t<5 5￿t<10 10￿t<15 15￿t<20 20￿t<25 25￿t<30
A: Empirical Proportions
1 98.74 0.57 0.09 0.14 0.07 0.13 0.04 0.02 0.01 0.01
2 91.81 4.76 0.83 0.81 0.50 0.72 0.16 0.07 0.05 0.03
3 81.36 10.19 2.23 1.93 1.19 2.16 0.29 0.13 0.10 0.04
4 73.62 12.05 3.63 2.83 1.92 3.96 0.78 0.29 0.27 0.09
5 66.74 14.17 4.3 3.65 2.42 5.64 1.35 0.49 0.34 0.13
6 61.65 14.66 4.8 3.84 2.69 7.29 1.85 0.78 0.58 0.25
7 57.21 14.40 5.35 4.11 3.08 8.67 2.45 1.06 0.91 0.44
8 52.14 14.97 5.68 4.60 3.44 10.14 3.20 1.37 1.09 0.44
9 46.30 14.53 6.02 4.74 3.72 11.85 4.08 1.93 1.69 0.66
10 36.94 13.28 6.15 4.71 4.00 13.82 5.09 2.74 2.50 1.05
US 73.00 12.00 6.00 4.50 4.5
B: Time Independent Proportions
1 98.74 1.24 0.02 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 91.81 7.52 0.62 0.05 0.00 0.00 0.00 0.00 0.00 0.00
3 81.36 15.17 2.83 0.53 0.10 0.02 0.00 0.00 0.00 0.00
4 73.62 19.42 5.12 1.35 0.36 0.09 0.00 0.00 0.00 0.00
5 66.74 22.20 7.38 2.45 0.82 0.27 0.00 0.00 0.00 0.00
6 61.65 23.64 9.07 3.48 1.33 0.51 0.00 0.00 0.00 0.00
7 57.21 24.48 10.48 4.48 1.92 0.82 0.01 0.00 0.00 0.00
8 52.14 24.95 11.94 5.72 2.74 1.31 0.03 0.00 0.00 0.00
9 46.30 24.86 13.35 7.17 3.85 2.07 0.09 0.00 0.00 0.00
10 36.94 23.20 14.69 9.26 5.84 3.68 0.37 0.04 0.00 0.00
US 73.00 19.71 5.32 1.44 0.39
22Table 2:AR and MA Coe¢cients
Portfolio 1 2 3 LR Test
Largest ACF 0.004 -0.144 -0.099 AR(1) na
PACF 0.004 -0.144 -0.100 MA(1) na
2 ACF 0.081 -0.099 -0.111 AR(1) 0.312
PACF 0.081 -0.106 -0.095 MA(1) 0.042
3 ACF 0.194¤ -0.067 -0.090 AR(1) 0.598
PACF 0.194¤ -0.109 -0.057 MA(1) 0.046
4 ACF 0.253¤¤ -0.010 -0.064 AR(1) 0.326
PACF 0.253¤¤ -0.079 -0.045 MA(1) 0.488
5 ACF 0.318¤¤ 0.024 -0.029 AR(1) 0.528
PACF 0.318¤¤ -0.086 -0.011 MA(1) 1.21
6 ACF 0.320¤¤ 0.075 -0.023 AR(1) 0.002
PACF 0.320¤¤ -0.030 -0.043 MA(1) 3.18
7 ACF 0.363¤¤ 0.108 0.029 AR(1) 0.03
PACF 0.363¤¤ -0.027 -0.002 MA(1) 4.83¤
8 ACF 0.335¤¤ 0.138y 0.028 AR(1) 1.08
PACF 0.335¤¤ 0.029 -0.030 MA(1) 7.92¤¤
9 ACF 0.408¤¤ 0.172y 0.054 AR(1) 0.61
PACF 0.408¤¤ 0.007 -0.023 MA(1) 11.48¤¤
Smallest ACF 0.450¤¤ 0.250¤¤ 0.152 AR(1) 5.22¤
PACF 0.450¤¤ 0.060 0.025 MA(1) 29.74¤¤
Marginal Signi…cance <1%¤¤, 5%¤,10%
y
23Table 3 Cross-Serial Correlations and Granger Causality Tests
Cross-Serial Correlations Granger Causality Tests
t-1 t-1
Portfolio Number 1 5 10 1 5 10
1 -0.00451 -0.0661 -0.121 - 0.628 1.083
t 5 0.296 0.313 0.178 0.426 - 0.00137
10 0.418 0.562 0.450 0.181 1.809 -
Distributed F(1,66)
24Table 4 Computed and Estimated Autocorrelation Coe¢cients
Smallest Decile
UK AR(1) % of estimated
Markov Time Independent 0.031 6.9




Markov Time Independent 0.013 6.2
Empirical 0.061 28.9
Estimated 0.211
The table presents the …rst-order autocorrelation coe¢cient for the return to the
smallest value decile portfolio. In addition to those computed for the three
methods of treating non-trading using equation (5.3), the estimated AR(1)
coe¢cient for this decile return is reproduced from Table 2. The computed
…gures are also expressed as a percentage of the estimated value. The US
…gures are from Boudoukh, Richardson, and Whitelaw (1994)
25Table 5 Computed and Actual Autocorrelation Coe¢cients : All Deciles
Decile Empirical Non –Trading Proportions Estimated %
calibrated autocorrelation coe¢cient autocorrelation coe¢cent
(a) (b) 100£(a)/(b)
Largest 0.00126 0.004 31.5
2 0.00697 0.081 8.6
3 0.0155 0.194 7.99
4 0.0267 0.253 10.6
5 0.0365 0.318 11.5
6 0.0474 0.320 14.8
7 0.0599 0.363 16.5
8 0.0702 0.335 21.0
9 0.0880 0.408 21.6
Smallest 0.116 0.450 25.8
The …gures in column (a) are computed from equation (5.3) using the data on empirical
non-trading proportions in Table 1. The estimated AR(1) coe¢cients in column (b) are
reproduced from Table 2.
26Table 6 Heterogeneity within the Smallest Value Decile
















¯i = 1 0.0403
Estimated ¯i 0.0394
These AR(1) coe¢cients are computed from equations (5.1) and (5.5) using the
…gures in the upper part of the table
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