Quasi-PID control method that is able to effectively inhibit the inherent tracking error of PI control method is proposed on the basis of a rounded theoretical analysis of a model of switching power amplifiers (SPAs). To avoid the harmful impacts of the circuit parameter variations and the random disturbances on quasi-PID control method, a single neuron is introduced to endow it with self-adaptability. Quasi-PID control method and the single neuron combine with each other perfectly, and their formation is named as single-neuron adaptive quasi-PID control method. Simulation and experimental results show that single-neuron adaptive quasi-PID control method can accurately track both the predictable and the unpredictable waveforms. Quantitative analysis demonstrates that the accuracy of single-neuron adaptive quasi-PID control method is comparable to that of linear power amplifiers (LPAs) and so can fulfill the requirements of some high-accuracy applications, such as protective relay test. Such accuracy is very difficult to be achieved by many modern control methods for converter controls. Compared with other modern control methods, the programming realization of single-neuron adaptive quasi-PID control method is more suitable for real-time applications and realization on low-end microprocessors for its simple structure and lower computational complexity.
Introduction
Generating and amplifying waveforms with medium power (i.e., from 1 or 2 W to 1 or 2 kW) have many important applications in various industrial fields, such as protective relay test, and audio process. The task of generating and amplifying a waveform is tracking the command signal of the waveform in current form and voltage form. An amplifier designed for current tracking is called as a current amplifier, and that designed for voltage tracking is called as a voltage amplifier.
Apparently, it is easy to generate and amplify a wave-form accurately with low power (i.e., less than 1 or 2 W), but, with medium power, the accuracy is difficult to control. So, linear power amplifiers (LPAs) [1] that consist of high-power transistors are widely used to retain the linear relationships between the command signals and the output waveforms to acquire a high tracking accuracy.
However, with the development of power electronics technology, switching power amplifiers (SPAs) based on converters (including rectifiers and inverters) are also used in a good many waveform generation and amplification occasions, such as active power filters (APFs), and low-fidelity audio amplifiers.
Compared with LPAs, SPAs have those advantages: 1) SPAs do not need the digital-to-analog converters that are sometimes very expensive; 2) the nominal capacity of a switching device is usually much higher than that of a high-power transistor, and thus there is no need to parallel or cascade several devices to obtain a high output power in SPAs, implying a high performance-price ratio of SPAs; 3) unlike LPAs, which need at least 3 stages to obtain a high amplifying gain, traditionally, SPAs need only 1 amplifying stage, meaning that the basic architecture of SPAs is much simpler; 4) the efficiency of SPAs is much higher than that of LPAs because the devices operate in a high-speed switching state; 5) it is easy to isolate the digital signals from the high-power output signals in SPAs by photoelectric couplers.
Although SPAs have the advantages above, the tracking accuracy of SPAs is harder to control than LPAs. To improve the tracking accuracy of SPAs, the authors tested some modern control methods for converter controls. Repetitive control method [2] [3] [4] , which is based on the internal model principle and is a high-performance feed forward control strategy, can effectively track the periodic signals and eliminate the periodic disturbances or distortions. However, when the command signal is nonperiodic or unpredictable, the dynamic response becomes slow, and the tracking accuracy degrades significantly. Deadbeat control method [5] [6] , which is a superior predictive control strategy, has excellent dynamic response and good transient tracking accuracy. However, the actual tracking accuracy depends greatly on its predictive model, the choice of which is empirical and subjective, and thus it is difficult to ensure the optimality of the predictive model. Moreover, the predictive model is sensitive to the uncertainties of the control object, e.g. the parameter variations of the load, which sometimes influence the tracking accuracy. Sliding mode control method [7] [8] [9] shows a good robustness against system parameter variations once the operating point enters the predefined sliding surface. However, it is difficult to design an optimal sliding surface that can adapt to all types of situations. In addition, it is based on an ideal assumption that the sliding velocity of the operating point is infinitely fast, which is unattainable in practical implementations due to X. M. Sun the switching frequency limitations of the devices and other factors. These problems always induce oscillations in the output waveforms. Moreover, without complex improvements, it may suffer from great switching frequency variations.
In short, these control methods are more suitable for generating and amplifying deterministic waveforms to deterministic loads (e.g. in frequency converters), or tracking various frequency components with relatively low accuracy (e.g. in APFs). Their applications in high-accuracy and variable-load fields are usually limited.
In the process of testing the control methods above to find out the most favorable one for generating and amplifying waveforms with unpredictable characters to variable loads with high-accuracy, the authors discovered an interesting control method, which inherits certain characteristics of both PID control method and deadbeat control method. Because it is more similar to PID control method, it is called quasi-PID control method. Further study shows that quasi-PID control method can be integrated with a single neuron perfectly, so the self-adaptability to variable loads and self-adjustment to random errors can be achieved conveniently. It is called single-neuron adaptive quasi-PID control method, and this paper focuses on discussing its derivation details and its application in SPAs for protective relay test.
Modeling of an SPA
The SPA discussed in this paper is based on a single-phase full-bridge topology and an independent DC source (shown in Figure 1 ), which can be combined as independent blocks to obtain multiple-channel outputs.
Open-Loop Model
In Figure 1 (seen in Figure 1 ) should be equal to modc u , thus 
Closed-Loop Model
To realize the closed-loop control, the output of SPA should be fed back to affect mod u , and there are 2 ways to do so: 1) let Although it is easy to write out the closed-loop transfer function according to Figure 3 , it is difficult to design the controller due to the pure-delay term s T s e − which leads the system to be a non-minimum phase system [15] . Further, although the system can be turned into a minimum phase system by expanding 
Continuous Model in Frequency Domain

Discrete Model in Time Domain
For digital simulation in time domain, G(s) must be discretized in time domain. 
where Z[·] denotes performing z transform on the expressions in the square brackets. To maintain the invariability of the system step response after z transform, a zero-order holder, i.e., ( ) 
The second step is to perform inverse z transform on G(z) to get the differ- 
where k is the integer index of the discrete time series, 0,1, 2, 3, k =  . It is assumed:
Quasi-PID Control Method
The Kirchhoff voltage and current equations of the SPA in Figure 1 are as follows: 
when the symmetric regular sampling method is adopted in the modulating
process as shown in Figure 2 , it is easy to write out the duty cycle
The duration time for 1 p = is on t and that for 0 p = is off t .
Given that s T is very small, the integration of current differential L di within a s T is equal to the summation of small current variations, which is approximate to inductor current variation L i ∆ . Thus, by integrating both sides of Equation (9) over a s T , an expression is obtained:
where i e * is defined as the inherent tracking error. Likewise, when L i is de-
cates that e i is fluctuating around a nonzero value, that is to say, the non-staticerror tracking cannot be realized.
To counteract the nonzero i e * , the authors creatively construct a modified current command signal:
By replacing the R i * in ( )
e e i i * = in Equations (12) and (13) with ˆR i * , the modified duty cycle D and the modified inductor current variation ˆL i ∆ are written as
According to Equation (17) , whether ˆL i ∆ is increasing or decreasing, i e is fluctuating around 0 now, and thus the inherent tracking error is eliminated.
If the coefficient of i e in Equation (17) is intentionally forced to be equal to
and this leads to a concise form of Equation (17): ˆ.
In practice, the duty cycle is the final control quantity of SPAs, and it needs to be discretized for digital control, which entails the discretization of Equation (16):
and the incremental type, i.e.,
Similarly, Equation (10) is discretized as
where the first-order backward difference is adopted to approximate the firstorder differential. The incremental type of Equation (22), i.e.,
And the discretized type of Equation (19) is
Substitute Equation (24) into Equation (23), Equation (23) can be rearranged
Then substitute Equations (24) and (25) into Equation (21), Equation (21) becomes
A widely used type of PID control method [15] is
where ( ) u k is the control quantity, ( ) e k is the error between the real output and the expected output (command signal), K P , K I and K D are P, I and D parameters. The incremental type of Equation (27), i.e., ( ) ( ) ( ) 
where the quasi-D parameter is denoted as ˆD K to be distinguished from D K .
Accordingly, Equation (26) is simplified as
.
Considering that the control quantity in Equation (8) is 
Single-Neuron Adaptive Quasi-PID Control Method
Equation ( 
Adaptive Control Structure
The structure of single-neuron adaptive quasi-PID control method is presented in Figure 4 , where 
, .
The single neuron sums the 3 weighted inputs up by its adder component "Σ"
to form a total input signal:
Substitute Equations (32) and (33) into Equation (34), it is seen that Equation 
where ( ) ( ) ( ) ( )
is the connection weight vector,
, and j w is defined to replace the coefficient of
The single neuron takes In Equation (8) 
Adaptive Learning Algorithm
The general learning rule [17] for connection weight adjustment is as follows:
where w is the connection weight vector, ∆w is the incremental vector of w , 0 η > is the learning rate, x is the input vector, d (a scalar quantity) is the expected output and is called the teacher signal, function ( ) 
which is perceptron learning rule based on least mean square standard. This learning rule includes d, so it is a supervised learning rule with teacher guidance, and theory [18] verifies that it is asymptotically stable. The expanded type is
where, in this paper, ( ) ( ) ( )
e k e k = and 1, 2, 3 j = . Simulations show that this learning rule possesses outstanding stability but lacks "independence" or "self-learning enthusiasm". When illustrated on the output waveform, the phenomenon is that the steady-state errors of the output waveform are very small while the response speed is fairly slow.
( u is the control quantity and a scalar quantity) and 0 λ = , then u η ∆ = w x, which is Hebb learning rule. This learning rule does not include d, so it is an unsupervised learning rule without teacher guidance, and theory [18] verifies that it is unstable under certain conditions.
The expanded type is
where, in this paper, ( )
Simulations show that this learning rule has strong "independence" and "self-learning ability", and its learning speed is very fast. So the output waveform has a fairly high response speed. However, because of the lack of teacher guidance, the steady-state errors are relatively large.
To better illustrate the 2 arguments above, a periodic square waveform is chosen as an example. The reasons for the choice are: 1) for periodic waveform, comparisons can be made between different waveforms or among different segments of the same waveform; 2) for square waveform, it has rising and falling edges and smooth segments, so the steepness of the former can be used to compare the response speed while the smoothness of the latter can be used to compare the steady-state errors. The simulated output waveform using perceptron learning rule is presented in Figure 5 (a), which shows that the rising and falling edges are not steep (i.e., the response speed is slow) but the smooth segments are very flat (i.e., the steady-state errors are very small). The simulated output waveform using Hebb learning rule is presented in Figure 5 (b), which shows that the rising and falling edges are steeper than those in Figure 5 (a) (i.e., the response speed is faster), but there exist oscillations and great overshoots in the smooth segments (i.e., the steady-state errors are large); the oscillations seem to grow larger, implying the likelihood to become unstable.
Given that the strong point of perceptron learning rule is the weak point of Hebb learning rule and vice versa, the authors creatively combine them together and propose the perceptron-Hebb learning rule:
The simulated output waveform using the new learning rule is presented in 
Control Flow and Stability Analysis
The control flow of single-neuron adaptive quasi-PID control method for simulation or actual control is summarized in Figure 6 . It is shown that Equations 
3) The third criterion requires 0 5 a a < , the calculation of which gives the in 
Simulation and Experimental Results
In this section, the effectiveness of single-neuron adaptive quasi-PID control method is illustrated by 4 groups of simulation and experimental results. Section 
Ability to Counteract the Inherent Tracking Error
A5A (RMS), 50 Hz sinusoidal waveform is chosen for the test. Here, in order to compare the actual performances of quasi-PID control method with the current command signal R i * (with R i * , the control method is actually the PI control method [20] ) and with the modified command current signal ˆR i * , the single neuron is temporarily thrown off. The results are presented in Figure 7 , and it is clear that the simulated waveforms and the experimental ones are alike. shows that the output waveform with R i * is fluctuating around the expected output waveform and is distorted in the vicinity of the peaks, which illustrates the existence and the detrimental effects of the inherent tracking error; however, the one with ˆR i * satisfactorily inhibits the fluctuations and distortions, which means the inherent tracking error is effectively counteracted. At the end of this subsection, it should be pointed out that the experimental waveforms in Figure   7 (b) are obviously thicker than those in Figure 10 (f), even the one with ˆR i * , which is the visible representation of the impacts of the circuit parameters drift and the random disturbances as mentioned in Section 4. These unpredictable errors can only be eliminated or compensated by the adaptability of the single neuron. 
Adaptability to Load Variations
Adaptability to System Parameters Drift
As mentioned in Section 4, there are many types of system parameters drift, so, for brevity, the drift of the load resistor R at different temperatures is chosen as a test example, where it is assumed that R varies from 3 Ω to 5 Ω with temperature increase. In practice, this variation is actually very slow, but for convenience the variation of R is further assumed to be abrupt because the fast variation can encompass the slow variation as its special case. A5A (RMS), 50 Hz sinusoidal waveform is again chosen for the test instead of the square waveform, because as to a square waveform, choosing the abrupt variation point at the rising or falling edge would seem to be too special while choosing at the smooth segment would lack representativeness. It is unsafe to abruptly vary the load resistor by a switch or a relay on-line on the prototype machine, and the switch may introduce side effect to the circuit, so again, only the simulation results are presented (shown in Figure 9 ). since the frequency components of these waveforms are predetermined and the parameters of the controller can be directly adjusted towards these frequency components to acquire a relatively high and stable tracking accuracy; however, for waveforms with unpredictable frequency components, the tracking accuracy of these control methods may decline uncontrollably if there exist some frequency components not preconsidered during the design process of the controller due to the poor adaptability of these control methods. Thus, in this subsection, the adaptability of single-neuron adaptive quasi-PID control method to different types of waveforms, with and without unpredictable frequency components, is tested, and the simulation and experimental results are presented in Figure 10 . However, merely assessing the accuracy of the output waveforms from a qualitative angle, i.e., from the subjective impression, is very superficial, especially when the waveform is too complex to discriminate its subtle discrepancies. Therefore, a quantitative criterion for accuracy assessment is constructed, which is able to assess the accuracy of the waveforms by making point-to-point comparisons between the actual output waveform and the expected one and then give a score. This quantitative criterion is mean square error ( ) ( )
Adaptability to Waveforms with Different Frequency Components
