The aircraft condition monitoring network is responsible for collecting the status of each component in aircraft. The reliability of this network has a significant effect on safety of the aircraft. The aircraft condition monitoring network works in a real-time manner that all the data should be transmitted within the deadline to ensure that the control center makes proper decision in time.
Introduction 1
Modern physical systems used in aircraft are becoming more and more complex. This increased complexity in system has led to an increased desire for automated prognostic and health monitoring system [1] . In order to reduce the life cycle cost of the aircraft and enhance the safety of flight, many programs have been proposed. The predictive failures and advanced diagnostics (PFAD) program and the passive aircraft status system (PASS) program are targeting aircraft avionics in general [2] . The joint strike fighter (JSF) program has incorporated prognostics health management (PHM) into its design, using sensors, advanced processing and a fully integrated system of information and supplies management [3] . The integrated vehicle health management (IVHM) project is to develop validated tools, *Corresponding author. Tel.: +86-10-82338712. E-mail address: hgxiong@ee.buaa. edn.cn Foundation item: National Natural Science Foundation of China (60879024) 1000-9361 © 2012 Elsevier Ltd. doi: 10.1016/S1000-9361(11)60463-9 technologies and techniques for automated detection, diagnosis and prognosis that enable mitigation of adverse events during flight [4] . All the programs mentioned above aim to enable the rapid detection and diagnosis of adverse events to ensure the safety of the aircraft. The starting point for any diagnostics or prognostics capability, however, is accurate and appropriate data that details the performance, status and environment of the components of the aircraft [5] . So a well-designed aircraft condition monitoring network is the essential system for these works and the reliability of the network becomes crucial. The condition monitoring network is a hybrid network composed of wired and wireless components, and the network should work in a real-time manner to ensure that the data of aircraft's condition collected by sensors could be processed in time.
The reliability of network is defined as the probability that the network performs its intended function under specified conditions [6] . Many algorithms including exact and approximate algorithms have been presented to solve network reliability problems. Traditional algorithms include the minimal paths/cuts [7] , factoring theorem [8] and the incident edge substitution. Recent literatures [9] [10] show that the binary decision diagram (BDD) method is an efficient approach for reliability evaluation. The algorithms mentioned above concentrate on the reliability of link connective, while the condition monitoring network requires the real-time character.
In this paper, we consider the delay constraint of tasks in condition monitoring networks and propose a task-based algorithm to compute the reliability of the network.
Preliminaries

BDD method
The BDD method [11] is based on a disjoint decomposition of a Boolean function called the Shannon expansion. Given a Boolean function f (x 1 , x 2 , …, x n ), then for any i∈ {1, 2, …, n},
Definition 1 (apply operation of BDD)
If f 1 and f 2 are two Boolean functions with the same variable order and Δ is a logic operation such as AND or OR, then
The function can be recursively defined as
The fact that all the paths from the root to the leaves are mutually disjoint is a useful property of BDD. If f represents the Boolean expression of the system reliability, then, based on the property of the disjoint decomposition of BDD, the reliability of a system can be recursively evaluated by 1 0 Pr{ } Pr{ }Pr{ } Pr{ }Pr{ }
Aircraft condition monitoring network
The monitoring of aircraft condition is achieved by several sensors and avionic devices that continuously detect environmental condition, flight operations and aircraft system health state in different approaches [12] . Traditionally, the cable-based monitor for aircraft condition usually involves large numbers of wires employed for communication among sensors and centralized data acquisition systems. These wires, which bring high installation costs and inefficient maintenance, can be cumbersome. In order to avoid complex wiring for power supply and data communication, a hybrid network is the most promising solution. Sensors are equipped to gather various parameters of the components. The front-end processing units collect the data and do some pretreatment, and then the data would be delivered to the central processor through bus. The central processor would estimate the current status of the aircraft. Figure 1 is an example of the aircraft condition monitoring network. 
Model of the network
The data of aircraft condition should be transferred within the time deadline. Data that exceeds the time deadline is useless even if it is correctly received by central processor. A task denotes a data flow transfers from a node to another node. We use an array t(S, T, D) to describe the task of aircraft condition network. S is the source of the task, T the destination of the task, and D the time deadline. If the task is correctly finished within the time D, we say the task is successful, otherwise the task fails.
The network is modeled by a probabilistic graph. A probabilistic graph G (V, E) consists of a set V of nodes representing network elements such as sensors and processors, and a set E of links representing communication paths which would be wired or wireless. Figure  2 is an example of probabilistic graph. In this paper, we assume that the nodes are perfect and only link failures are considered. As the network calculus theory [13] indicates, each component of the network can be modeled as a specific network element which represents the time consumed at this component. Each element of the network is valued with a real number ω(p), p∈V∪E. ω(p) represents the link delay if p∈E, and it represents the delay caused by transmission, reception and queuing when p∈V. We define ω(p) as the cost of link or node. We use the adjacent matrix to store the cost. Then the adjacent matrix of Fig. 2 can be expressed as 
Task-based Edge Expansion Diagram Algorithm
In this section, we propose a task-based approach that analyzes the reliability of the network using BDD algorithm. Each component is represented by a set of Boolean variables that indicate the failure states when using the task-based edge expansion diagram (TEED) algorithm. In Fig. 2 , we use a Boolean variable to represent each edge x i →e i (i=1, 2,…,5). The algorithm includes two steps, constructing BDD for original network and computing the reliability along BDD of original network. The main idea, which makes the TEED algorithm more efficient than other algorithms, is that the BDD representing the Boolean reliability expression of a network can be constructed by avoiding the redundant computation of the isomorphic sub-problems during the merging process. Since the aircraft condition monitor network is a delay constraint network, the time deadlines of tasks are considered when the algorithm is applied. Our algorithm borrows the concept of edge expansion diagram [14] (EED). We extend the EED algorithm to meet the real-time demand of the aircraft condition monitoring network.
Variable ordering
The size of a BDD and the efficiency of the whole methodology depend strongly on the variable ordering. Unfortunately, the problem in determining the optimal ordering is NP-complete [15] . However, approximate solutions are relatively easy to find. The ordering obtained by a breadth-first (BFS) traversal of the network starting from its source always performs well [16] . Therefore, we choose the ordering obtained by BFS, and consequently the variable ordering for Fig. 2 is x 1 <x 2 <x 3 <x 4 <x 5 .
BDD expression construction
The procedure of the EED is to expand, recursively, successful edges of the source. The algorithm expands the given network G into k new sub-networks according to k edges (e 1 , e 2 , …, e k ) connected to the source. For term i, it performs the contracting operation to obtain a new network * i e G , wherein the vertices originally connected to e i are merged into a vertex as a new node, and all edges originally connected to the source are deleted. The sum of all cost along the link is set as the cost of the new node. If the cost of the component exceeds the time deadline D of the task, the decomposition of the graph terminates. And BDD_Zero will return as the BDD expression of the graph. If the graph has been evaluated and found in the Hash table, then  return the result of its BDD from the Hash table. Otherwise, expand the graph according to the edge e connected to the source and get some new subgraph. The BDD expression of the original graph is constructed through integrating the BDD expression of subgraph using apply operation. Figure 3 is the BDD constructing algorithm. In order to describe the algorithm intuitively, we apply the algorithm to the graph mentioned in Fig. 2. Figure 4 is the decomposition process of the graph. 
Calculating reliability from BDD
The BDD is based on Shannon expansion (the set of disjoint decomposed functions). Thus, the BDD can be recognized as a graph-based set of disjoint products. Given the probability of each variable, the reliability of a BDD-based function f can be recursively evaluated. Each node of the BDD corresponds to a subgraph and the reliability of the graph is equivalent to the successful probability of the node. If the node has been calculated and found in the hash-table, then directly return the value of probability. Otherwise, recursively call the procedure with negative cofactor and positive cofactor. The algorithm is shown in Fig. 5 . The probability calculating process of the graph mentioned in Fig. 2 is shown in Fig. 6 . 
Essential variable
In the design of a network, it is important to identify the most crucial component of a network so that efforts can be made to keep it functional. The essential variable is defined with Eq. (6) to help identify the most crucial component [17] . 0 0 ( ) min( ( )) , In other words, an essential variable of a network is a component whose failure has a dominating effect on network reliability. Traditional method to find the essential variable is recalculating the reliability of the network after removing each component. However, making full use of the potential of the BDD composition operation may be a better way. First, the reliability expression of the original ordinary network graph is encoded in the BDD. Then each component in the network is substituted by a variable. So we only need to set each variable as 0 and recalculate the reliability. The BDD composition operation is very efficient, which makes this approach highly efficient. Using this method, we try to find the essential variable of the graph mentioned in Fig. 2 , and the result is shown in Table 1 . The reliability probability of the component e i is set as p i and q i =1−p i . 
Experiments
Aircraft is a complex system that contains thousands of components, so the number of nodes in the aircraft condition monitoring network is large. In this section we introduced a larger network to validate the algorithm proposed in this paper. The probabilistic graph is shown in Fig. 7 . Table 2 indicates the task information, and Table 3 shows other parameters used in the experiments. The probability of invalidation of each component is set to 0.1. Table 4 is the reliability of the example network for each task. The essential component for each task is shown in Table 5 . Task t 1 and t 2 have the same source and destination in the same network, while the reliability of network for task t 2 is higher than that for task t 1 because task t 1 has a more rigorous time constraint than task t 2 . Some paths are connective for task t 2 , while they are disconnected for task t 1 because the total delay exceeds the time deadline of task t 1 . Task t 3 and t 4 have the same delay constant, while the reliability of network for task t 3 is higher than that for task t 4 . The reason is that the number of hops of task t 4 is larger than that of task t 3 . The total delay of some long path may exceed the time deadline, which reduces the reliability. Table 5 shows the essential component for each task. Task t 1 and t 2 have the same source and destination in the same network, while the essential component for each task is different. The number of connective paths for the task that has a more rigorous time constraint is smaller, so the component belonging to the shortest path has serious effect on the reliability.
Conclusions
This paper proposes a reliability methodology for the aircraft condition monitoring network. Firstly, this task-based algorithm uses the BDD with the consideration of the time-constrain. It keeps the merits of the BDD and meanwhile is suitable for the real-time requirement networks. Secondly, the way to identify the most crucial component is more efficient than the traditional way for it makes full use of the potential of the BDD composition operation. Thirdly, the experiment results show that our algorithm is helpful in determining the reliability of the network and addressing the essential variable for each task.
