rior research suggests that brand may influence consumer preference for differentiated products. However, the extant literature does not measure how brand value affects product similarity and consumer choice. This paper examines demand response to the proliferation of personal computers (PCs). Using both the central processing unit (CPU) and brand as segmentation variables, I construct a two-level nested generalized extreme value (GEV) discrete choice model to estimate the brand values and product similarities of a set of PC vendors. With these estimates, I infer the relative efficacy of product variety for firms which possess different degrees of brand values. My results suggest that consumers treat PCs from the same firm as close substitutes, and the proximity of the PCs correlates positively with the firms' brand values. This finding suggests that there are decreasing demand returns to product variety for branded multiproduct firms. I discuss a few possible drivers of brand value and explore the significance of product line extension in building long-term brand reputation.
Introduction
Many durable goods manufacturers engage in extensive product proliferation to capture demand from multiple consumer segments. For example, Hyundai produces the XG premium sedan for luxury-car consumers, the Accent for small-car consumers, and the Santa Fe for consumers who prefer multipurpose vehicles. IBM sells three series of its NetVista desktop personal computers (PCs) to different home and organizational buyers, and it further allows buyers to customize certain components and peripherals within each series. Generally, multiproduct firms offer a variety of choices in a single product category to capture the surplus of consumers who may have heterogeneous quality valuations, tastes, or budget constraints. Past empirical studies have repeatedly found such high-variety strategies to be effective in expanding sales (see, e.g., Bayus and Putsis 1999 , Chong et al. 1998 , Kekre and Srinivasan 1990 .
The revenue and cost implications of product variety have raised significant interest in economics, management science, and marketing research.
1 In theory, a firm prefers to differentiate its products and price schedules finely so that each consumer can find an offer that matches her preference-a case that corresponds to perfect price discrimination. However, notwithstanding the difficulty in identifying consumer preference, two factors limit the feasibility of such an extensive differentiation. First, on the supply side, increasing variety may raise production and operating costs because of the loss of scale economies and the imposition of supply-chain market mediation costs (Randall and Ulrich 2001) . Second, on the demand side, because the firm sells a menu of similar products, consumer self-selection may result in significant cannibalization between the product variants of the firm. Anticipating that its products will cannibalize each other, the firm may prefer to aggregate its offers and sell a (much) smaller number of variants (Katz 1984 , Moorthy 1984 .
While previous research has generated substantial evidence and insights about the cost implications of product variety, 2 empirical work on demand response to variety and the extent of cannibalization within a product line is scant. Do consumers perceive the variants in a firm's product line as similar to each other? If so, does this perception vary across firms with different brand attributes or overall product qualities?
The answers to these questions are important to multiproduct firms in competitive industries as they provide insights into the benefits of product variety. Generally, a wide product line could help a firm preempt an entire market, protect entrenched niches, or develop brand reputation (Bayus and Putsis 1999 , Putsis and Bayus 2001 , Stavins 1995 . Because product proliferation increases the likelihood of consumers finding their preferred products within a given product line, it may help expand a firm's sales and crowd out its competitors or future entrants (Schmalensee 1978) . Further, product line extension allows a firm to send out credible quality signals that may have spillover effects on its existing products and hence strengthen its brand reputation (Balachander and Ghose 2003 , Dacin and Smith 1994 , Wernerfelt 1988 . These effects may in turn contribute toward shaping the firm's brand value. 3 Conversely, brand value could moderate the demand expansion effect of product variety. Previous research suggests that commonality, such as brand name or feature attributes, increases the perceived similarity between product variants in the same family Chhajed 2000, 2001 ; Krishnan and Gupta 2001; Wanke et al. 1998) . Ex ante, because consumers view products that share the same brand as rather similar, they tend to evaluate the products jointly when making purchase decisions. This could lead to undesirable local competition between the products, which limits the collective sales of the entire product line (i.e., the products may cannibalize each other more than they capture the demand from rival brands; Reddy et al. 1994) . Because consumers frequently assimilate products that share a prominent brand (Park et al. 1991 , Wanke et al. 1998 , it is important to examine whether and how the brand value of a firm affects the perceived similarity of its products.
This study investigates the demand implications of brand and product variety interaction. Using a random-utility discrete choice model at the individual product level, I scrutinize the utility of consumers toward differentiated products that carry distinct brand and feature attributes in a single market. The discrete choice framework provides a direct linkage between the hypothetical model of consumer utility and empirical market share observations that is used as a proxy variable to measure the choice outcomes of consumers. By fitting the discrete choice model to product data and estimating its parameters, I examine on a firm-by-firm basis the similarity between a firm's products, and use it to infer the effect of product-line width on the studied firms' brand shares. The similarity estimates offer useful implications on cannibalization and the effectiveness of product variety in the presence of heterogeneous brand values.
I estimate the discrete choice model, which is derived from a generalized extreme value (GEV) demand specification, using a set of PC data from 1985 to 1993. I use a two-level nested structure for the GEV model to allow for rich similarity coefficients for the studied brands and central processing units (CPUs), the latter being a key quality attribute of most PC systems. To obtain consistent estimates of the model parameters, I transform the GEV model using the recent methodological advances by Berry (1994) to obtain a linear utility equation. This allows me to take into account endogenous prices in discrete choice product demand using linear instrumental variable estimations. My results suggest that consumers view the products of branded firms as highly similar to each other. This implies that cannibalization may be an imminent concern for firms that possess superior brand values. Compared to weakly branded rivals, these firms may derive less demand expansion from product proliferation.
Prior research has illustrated that new product extensions may benefit from having favorable parent brands and can at times enhance the market shares of multiproduct firms (Bayus and Putsis 1999 , Kekre and Srinivasan 1990 , Smith and Park 1992 . By examining both brand value and product similarity in an integrated model, this paper adds to the existing literature a delicate assessment of the value of product variety across a large number of brands in a competitive industry where product proliferation is a common practice. Further, the assertionthat consumers appreciate brand when comparing differentiated products-has been a basic premise in the theoretical analyses of product differentiation and cannibalization (e.g., Desai 2001 , Gilbert and Matutes 1993 , Katz 1984 . This study provides a pioneering estimate of whether such an assertion conforms to empirical demand pattern.
Product Differentiation, Similarity, and
Brand Value In an often-cited article, Moorthy (1984) studies a monopolist's problem of product-line design and pricing. His basic premise is that consumers have heterogeneous quality preferences that are not immediately observable by a seller, and they select products through a process of price-quality trade-offs. Because multiple products are offered in the same category, the (cheaper) lower-end products may cannibalize the sales of the (more expensive) higher-end ones, which limits the ability of the monopolist to extract surplus from consumers in the high-value segments. Therefore, due to cannibalization, the monopolist may prefer to aggregate his offers and sell a small number of products that are well dispersed in the quality space. Desai (2001) and Katz (1984) study a similar problem, but they incorporate brand in their models and extend the analysis into duopoly settings. They conclude that brand may moderate cannibalization and interfirm competition. If consumers have strong tastes in superior brands, then the price competition among lower-end products may make such products more attractive to the consumers. This intensifies cannibalization, because now the consumers may view the higher-and lower-end products as offering similar utilities.
Theories in consumer psychology also suggest that brand could serve as a categorization attribute that could weaken the perceived differentiation of a firm's products (Boush and Loken 1991, Wanke et al. 1998) . Consumers often extend their beliefs about and attitudes toward a brand to all of its products (Randall et al. 1998) . 4 Hence, to them, the products may offer similar qualities, meaning that the products may substitute for each other in a consumer's choice (Desai et al. 2001, Robertson and . This might reduce the firm's ability to compete with rival firms outside its core market niches.
In an interesting study, Park et al. (1991) find that a prestigious brand is more extendable across products. This implies that even if some products carry dissimilar features, functions, or qualities, a common prestige brand concept may still govern their perceived qualities. This implication hints at the possibility that brand value may relate positively with product similarity. However, if consumers do categorize products by brand, then it could also be difficult for an inferior brand to extend its product line into premium market segments. On balance, whether product similarity increases or decreases with brand value is an important empirical question that remains to be answered. In the following sections, I shall address this question with large-scale sales data from the PC market.
The Personal Computer Industry
Following Bayus (1998, p. 766) , I consider the PC as a general purpose, single-user machine that is microprocessor based. The PC industry has been growing rapidly since 1981, with continuously expanding sales, an increasing number of product models, and a large number of competing vendors (Bayus and Putsis 1999) . In the early years, shortly after the introduction of the IBM PC in 1981, the supply of PCs was not able to keep up with the sudden upsurge in demand, which resulted in considerable order backlogs and brand-switching behavior (Langlois 1992) .
To prevent this initial turmoil from affecting my analysis of consumer choices, I have confined my scope to 1985-1993, a period when most PC vendors were able to fulfill purchase requests from consumers. There was also intense price and product competition in that period, and the assembly of PCs largely employed vertically disintegrated manufacturing processes, with most modular components provided by specialized suppliers (Angel and Engstrom 1995, Langlois 1992) . Figure 1 shows a few descriptive trends of the PC market.
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Several properties of the PC market suggest that it is suitable for studying the demand implications of brand and product variety interaction. First, the market is large enough to accommodate extensive product proliferation by vendors. Indeed, during the studied period, it was not uncommon for a vendor to concurrently sell more than 20 PC models that used various CPUs. Such a huge market capacity facilitates the analysis of outcomes due to product similarity and variety on a firm-by-firm basis.
Second, the large size and competitive nature of the PC market imply that consumer choice is not likely to depend heavily on the decision, entry, or exit of any particular vendor. Also, there is no evidence of PC vendors using product proliferation to deter entry (Bayus and Putsis 1999) . Hence, the differential impact of product variety offers valuable insights to PC vendors who presumably are more interested in sales expansion than strategic preemption or entry deterrence.
Finally, the PC market is periodically stimulated by technological or software innovations. For instance, the introduction of the Intel 80386 CPU in 1986 and the 80486 CPU in 1989, together with improvements in hardware peripherals such as massive storage devices, networking interface, and graphic display units, has expanded the application scope of the PC. New software utilities, such as e-mail, presentation aid, and scheduling tools, have also increased the value of the PC as general home and office equipment. Advances such as these have led to noticeable variations in product-line width over time (Bayus et al. 2003) , which is useful for inferring the firm-level performance of product variety from observed sales data. Hartman and Teece (1990) find that brand reputation affects the market shares, pricing, and quality strategies of minicomputer vendors. Bresnahan et al. (1997) find evidence of brand segmentation in the PC market in the late 1980s. In their empirical model, they classify PCs as either branded or nonbranded, and find that PCs compete locally within their respective market segments. It is worthwhile to further explore the detailed interaction between brand, product similarity, and variety in the PC market.
The rest of this paper is organized as follows: Section 2 provides a sketch of the analysis strategy adopted in this study. It also presents the GEV choice model, explains its econometric properties, and discusses the roles of the included variables. Section 3 presents the research data and outlines the procedure of constructing exogenous instruments. Section 4 summarizes the estimation results and statistical tests. Section 5 discusses the research findings and implications. Finally, §6 concludes the paper.
The Model

Analysis Strategy
If brand value affects product similarity, then the correlation of consumer preferences for a firm's products should vary. Based on this premise, I devise an indirect inference procedure. First, I develop a discrete choice model that explains consumer preference for PC systems. I incorporate a separate similarity coefficient for each vendor to measure correlated consumer preferences (this corresponds to the elasticity of substitution between the firm's PCs). Next, I estimate brand values and similarity coefficients for a set of PC vendors, and then apply the estimates in a post hoc analysis to explicate their relationship.
Demand Structure
The PC consists of several major components, including the CPU, memory, storage devices, and monitor. Because most PC vendors produce multiple system configurations, the prices of PCs differ substantially both within and across vendors. For example, in 1993, an IBM Pentium PC could cost twice the price of an IBM PC that was driven by an 80486 chip. Because consumers have different processing needs and budgets, they may prefer a particular PC configuration irrespective of brand value. Therefore, other than brand, it is possible to segment the PC market along numerous feature dimensions. 6 It is important to control for such (physical) quality segmentation in my discrete choice model.
Among the feature attributes, the CPU is probably the most dominant characteristic that dictates a PC's computation capability. Most PC vendors devise product-line strategies and promotional campaigns using CPU class and speed. Empirical hedonic studies show that the CPU commands high implicit prices (Berndt et al. 1995 , Nelson et al. 1994 ). These observations indicate the importance of the CPU to consumers buying and evaluating computers.
Further, Venkatesh and Mahajan (1997) show that the CPU could suppress brand in shaping the price premiums of PC systems. Bresnahan et al. (1997) also treat the CPU as one principle of differentiation in the PC market. In view of these suggestions, and because of the scarcity of detailed specification data, I allow for flexible similarity coefficients (substitution parameters) only for the studied brands and CPUs in my choice model. As long as the CPU is correlated with other quality attributes, the inclusion of the CPU variables and similarity coefficients should be sufficient in modeling feature segmentations.
Given that I have two segmentation variablesbrand and the CPU-I need to find a demand structure that can capture consumer preference similarity along the two dimensions. I use a two-level nested GEV structure in my model, with the CPU at a higherlevel nest than brand. The nesting level of the CPU is motivated by the evidence generated by Venkatesh and Mahajan (1997) , which shows that the CPU is more important than brand in PC purchases. I have considered other possible demand specifications, such as the symmetric principle of differentiation GEV model of Bresnahan et al. (1997) , the mixture logit model of Kamakura et al. (1996) , and the ordered alternatives multinomial logit model of Small (1987) . However, because I need to consider many brands and CPUs that consumers do not frequently repurchase and which cannot be sorted into a priori order, the cited models are neither appropriate nor feasible.
Details
Consider a market with J firms, each of which produces n j variants of PC models, j = 1 J . I assume the existence of an outside group, j = 0, which corresponds to a no-purchase alternative. Consumers can always choose not to buy any of the PCs from the J firms if they find all the quality-price bundles unattractive. Note that the total number of firms, J , varies across years. I omit all year subscripts for brevity.
I use subscript i to index the CPUs that are used in the PC models, with i = 1 I, and k to index the model variants within each CPU category. That is, the products of i and k constitute all the n j PC models produced by firm j. The quality of a PC is described by three attributes: (1) the brand value of the firm j, b j ; (2) the processing capability offered by the CPU i, c i ; and (3) the quality due to the differentiation attribute, ijk , that captures other unobservable quality variations. Further, I include an age variable, a ijk , to capture consumer preference for PCs of different vintages. This could serve as a proxy variable for unobservable attributes that are age related (e.g., newer PCs may use better parts and components). Based on this setup, the utility of model ijk to consumer m is
By this specification, the unobservable attribute ijk captures the differential qualities of firm j's PCs that use CPU i, and it is mean independent of the "group" attributes, b j and c i . That is, Cov(b, ) = 0 and Cov(c, = 0.
In (1), p ijk denotes the price charged by firm j for model k that uses CPU i, represents the price elasticity of utility, and ijkm is a unique taste parameter for consumer m, with m = 1 M. M is a yearly constant indicating PC market potential, which includes consumers who choose the outside product because of insufficient utility. I assume consumer tastes ( ) are correlated for PCs that use the same CPU, and that there is a second-order correlation for PCs produced by the same firm.
8 That is, Cov( ijkm , abcm ≥ 0 estimate and identify the many weighting coefficients associated with the brand and CPU segments. To assess the generalizability of my findings, I shall reverse the nest order and verify the brand value and PC similarity relationship in one of the subsequent robustness tests (see Footnote 20).
when i = a, and it further increases when j = b.
Consumers make independent choices of PC models. If each ijkm is a mean-zero extreme-value random variable, then a collection of such variables follows a multivariate extreme-value distribution. By the generalized extreme-value model (GEV) (McFadden 1978) , the conditional market share of selecting model k from firm j's PCs that use CPU i is
where
and
is the mean utility provided by model k. Here, j captures the choice similarity between firm j's PCs. If a particular j approaches zero, then the withingroup (i.e., brand) utility correlation goes to zero. If it approaches one, then firm j's PCs are highly similar to each other. Similarly, the conditional share of selecting firm j from a group of PCs that use CPU i is
Like j in (2) and (3), i captures the choice similarity between all PCs that use CPU i.
Finally, the market share of CPU i is
With (2), (5), and (7), the (unconditional) market share of model ijk can be computed as
It is instructive to observe that if all the j s and i s equal zero, then (8) becomes a standard logit formula with cross elasticities proportional to mean utilities; if they equal one, then the PCs are perfect substitutes. By estimating the similarity coefficients, I could measure the within-group (i.e., brand or CPU) utility correlations based on observed consumer choice data. These correspond to the similarities of the studied PCs.
The outside group contains only one member. By normalizing the mean utility of the outside product to zero, the market share of the outside group is
Following Berry (1994) , I take logarithms and subtract (9) from (8) to arrive at log s ijk −log s 0
To estimate (10), I need to find log(G j and log(F i . The (unconditional) share of firm j that uses CPU i is
By taking logarithms and subtracting (9) from (11),
Substitute this into (10) and rearrange the terms:
Finally, by taking logarithms and subtracting (9) from (7),
Substitute log(F i and ijk in (13) by (14) and (4), respectively: 
(16) is a product-level equation that applies to all CPUs, firms, and PC models. That is, there are n j rows of observations per firm per year. By stacking the J firms' PC data together, and with observations from multiple years, I construct a set of panel data to estimate (16). Both b j and c i can be extracted by firm-and CPU-specific dummy variables, respectively. The conditional shares, log(s k j i and log(s j i , can be readily computed from observed sales data. The size of the outside product, x 0 , is not observable, but it is invariable within a particular year. Hence, I can encapsulate log(x 0 by year-specific dummy variables.
With this dataset, I can estimate (16) by treating the differentiation attribute, ijk , as a mean-zero random variable. 10 The parameters b j , c i , , j , i , and log(x 0 can then be uncovered by standard statistical procedures. Although I started from a logit demand specification, because of the linear transformations, I can apply an instrumental variable technique to account for endogenous prices and obtain consistent estimates of the price, CPU quality, brand value, and PC similarity coefficients. The latter two estimates serve as the apparatus for studying the effect of product variety under brand influence.
Before we proceed, it is worthwhile to discuss several econometric properties of the proposed model. First, although it is conceivable for brand value to vary with consumer preference, because (16) operates on mean utilities, the demand for each PC is determined solely by its characteristics.
11 Because b j and c i are mean independent of ijk (the only error variable in the equation), they can be consistently estimated by dummy variables.
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Second, p ijk may correlate with ijk , as PCs with high-quality differentiation attributes may provide more value to consumers and hence carry higher prices. Because I treat ijk as least squares errors, exogenous price instruments are necessary to consistently estimate the model parameters. Similarly, the conditional market share of the PC models, log(s k j i , is also correlated with ijk , which means that more instrumental variables are required.
Finally, brand value may affect the (conditional) market shares of PC firms, which means that b j and log(s j i may correlate with each other. This is a particular case of multicollinearity. It is well known that when right-hand-side variables are collinear, the least Table 1 Summary Statistics-CPU 
+ Sales-weighted average PC price (in thousand U.S. dollars). ++ Percentage of PCs that used CPUs in the class. A small number of observations are omitted because the CPUs are proprietary or unidentifiable (i.e., the technical specifications are not available). These constitute around 1% of the total population. squares estimator is unbiased and consistent. Efficiency may be adversely affected, but as I shall illustrate below, my dataset contains many observations, which facilitates the large-sample convergence of least squares estimators.
Data
To estimate the research model, I acquired a set of comprehensive PC data from the International Data Corporation (IDC). The IDC regularly surveys computer vendors and their channel partners to compile data related to the PC industry. The data are then cross-checked with market analysts and selected end users for accuracy. Because the IDC has a long history of tracking the development of the computer industry, its data are considered reliable and are often used in empirical studies (e.g., Bayus 1998) .
For each PC model, the IDC records its vendor, model name, date of first introduction, the CPU used, average retail price, and number of units sold in the U.S. domestic market on a yearly basis. As mentioned above, I confine the study window in this research to 1985-1993 because the supply of PCs was not stable before this period. Figure 1 shows that the number of vendors was quite steady, while the number of PC models rose during the studied period, which means that vendors expanded their PC line widths in general during that time.
Note that the IDC follows the naming conventions of PC vendors in defining models. Some vendors differentiate their models only by CPU class, while others create new models by varying finer feature attributes. To ensure consistency in measurement, I focus exclusively on vendors that defined new models by CPU speed and form factor (or peripheral features) in addition to CPU class. 13 Most vendors in 13 For example, a vendor that used only one model for all 80486 PCs with various speeds would have been excluded from my analysis.
the dataset followed such a differentiation principle within the studied window. Further, the vendors used a wide variety of CPUs in their PCs. To avoid the unnecessary increase in model parameters, I compare the characteristics of the CPUs (data bus width, address space, and number of transistors), and group them into a smaller number of distinct classes. The Intel x86 family is arguably the most popular CPU in PC history. Hence, I map the other CPUs (produced by AMD, Cyrix, Motorola, etc.) into the x86 categories. Taken together, my dataset includes PCs that employed six classes of CPUs: first-generation, 8086/88, 80286, 80386, 80486, and Pentium. The first-generation class includes CPUs that had data bus widths of eight or fewer bits. These include once popular CPUs such as the 6502 and Z80, which were the dominant choices in the late 1970s and early 1980s. Table 1 presents summary statistics related to the use of CPUs in the dataset. The price of PCs decreased gradually over the years, and it varied significantly across CPU classes. A PC that used an Intel 80486 CPU could cost 50% more than one that used an 80386 CPU. This indicates that the selection of the CPU as a high-level segmentation attribute is appropriate, as it clearly reflects discrete price ladders in the PC market.
Overall, during the studied period, there were more than 500 vendors in the PC market. Many of them had short life spans of only one or two years, and they sold very small numbers of units. Consequently, it is not possible to separately estimate a set of brand value and similarity coefficients for each of these vendors. Therefore, I restrict my attention to vendors that sold PCs consistently in every studied year. This helps The primary reason is that I do not know if the vendor really hadonly one model, or because it aggregated its numbers when reporting to the IDC. Only firms with reasonably similar differentiation principles (as exhibited in the IDC dataset) are included in the final analysis. screen out ad hoc vendors who might have failed to survive in the PC market, or those who had concentrated only on transient niche segments.
14 In the final dataset, I sample a total of 23 firms, including major PC vendors such as Apple, Compaq, Dell, and IBM. Table 2 shows several descriptive statistics of the selected vendors.
With respect to (16), I use average retail price as a measure of p ijk , and I create three sets of dummy variables, one each for the studied vendors, CPUs, and years, to capture b j , c i , and log(x 0 , respectively. The number of units sold for each model, together with the aggregated firm-and CPU-level sales, is used to calculate the two conditional shares, s k j i and s j i . The age of each PC (in years) is computed from the year in which it was first introduced. For instance, a model that was introduced in 1985 would have an age of five in the 1990 data, six in the 1991 data, and so on. This variable helps control for the vintage effect or gradual change in the use of PC parts/components that is not observable.
14 This screening process may inevitably introduce sample selection bias. However, I believe selecting vendors by longevity is preferable to other size-related characteristics, such as sales, product lines, or prices. As Table 2 shows, the sampled vendors exhibited high variations in sales, which could serve as indicators of their scale of operation.
Instruments
As discussed in §2.3, the price of PCs (p ijk may correlate with their differentiation attribute ( ijk . Also, the differentiation attribute directly affects the relative sales of a firm's PC models, which means that the attribute correlates with the market shares of the models (conditional on brand and the CPU, i.e., s k j i . Hence, in (16), both p ijk and log(s k j i are correlated with random product-level errors. An instrumental variable (IV) regression is necessary to obtain consistent estimates of all the model parameters.
Generally, supply-side cost shifters are ideal candidates of instruments, but such data are not available in this study. Interestingly, the exogenous attributes of other products (offered by the same firm or competitors) are also appropriate instruments in discrete choice demand systems with product differentiation (Berry 1994) . For each exogenous characteristic attribute z that is used by firm j in model k, an instrument vector includes (1) z itself; (2) the sum of z over all firm j's models, excluding model k; and (3) the sum of z over the models of other firms, excluding firm j (for a detailed discussion on this method of constructing exogenous instruments, see Berry et al. 1995; Bresnahan et al. 1997 apply this method to construct price instruments in their study of PC differentiation). 0.852 * * p < 0 01, * p < 0 05. + White's heteroscedasticity-consistent standard errors are in parentheses. Year-specific dummy variables, corresponding to the term log(x 0 ) in (16), are not reported for brevity. All significance levels are calculated using two-tailed tests.
++ The PCs with first-generation CPUs are treated as controls to avoid singularity of regressors.
In my dataset, the only available PC attributes are age and the CPU, the latter consisting of six dummy variables: one each for first-generation, 8086/88, 80286, 80386, 80486, and Pentium. Applying the above technique, each variable can be used to construct three instruments, which means that the instrument vector contains a total of 21 (=7 × 3) variables, excluding brand-and year-specific dummy variables. I then populate these variables with brand dummies to generate a sufficient number of instruments for the conditional shares, log(s k j i . 15 Later, I use these instruments 15 Essentially, for each studied firm, the characteristics of its own PCs and other firms' PCs are used as a block of instruments forthe conditional share of its products (because j is firm specific), in a two-stage least squares procedure to obtain consistent estimates of the demand parameters in (16).
The estimation results are reported in the next section. The results are reported in Table 3 . The price coefficient is negative and significant, and its value drops substantially from OLS to 2SLS. This is consistent with previous studies that found more negative price while all the blocks collectively serve as instruments for price ( is common across all the observations). elasticities using IV estimations (e.g., Berry et al. 1995 , Bresnahan et al. 1997 . Almost all the brand value, CPU quality, and similarity parameters are significantly different from zero, and they have wider spreads in the 2SLS regression. Because the IV estimator is consistent, I shall focus on the 2SLS results in subsequent discussions.
The age parameter is negative, but it is significant only in the OLS regression (p < 0 17 in 2SLS), providing weak evidence to suggest that consumers may rate new PC models more favorably. This could have been due to a vintage effect, but a more plausible explanation is the continuous improvement in computer quality that makes new PCs more appealing than their ancestors.
Among the PC vendors, a few early incumbents, such as Apple, Digital Equipment Corporation and IBM, commanded substantial brand values. The premium value of Apple is particularly noteworthy, because its PCs encompassed somewhat unique designs based on the 680x0 CPU architecture supplied by Motorola. Evidently, many consumers had strong tastes toward these PCs, which contributed to Apple's superior brand value.
Within the six classes of CPUs, except Pentium, the preference for the CPUs followed their order of processing qualities (i.e., highest for 80486 and lowest for first-generation computers). The negative preference for Pentium PCs could be due to their extraordinarily high prices during the initial launch in 1993 (see Table 1 ), which are not adequately captured by the price parameter. In any case, my dataset contains a very limited number of observations of Pentium PCs. Therefore, this result may not be general.
All firm and CPU similarity coefficients lie within the theoretical range of zero to one and, except for NCR, they are significantly different from zero. That is, consumers regarded PCs that used the same class of CPUs or that were produced by the same vendor as somewhat similar. This finding is consistent with the theoretical models of self-selection. Because consumers select PCs by trading quality with price, PCs that carry the same brand or CPU (i.e., have similar perceived or actual qualities) may locate closer to each other in the product space. This could lead to localized competition (cannibalization), the degree of which is implied by the estimated similarity coefficients.
16 16 In a standard vertical differentiation model with self-selection, consumers choose products by maximizing the utility function u = vq − p, where q denotes product quality, p denotes price, and v parameterizes the taste for quality. With this stylized setting, it is immediately obvious that the extent of competition depends on how closely the products are located in the quality space (Katz 1984 , Moorthy 1984 ).
Stage Two: Firm-Level Similarity Analysis
Once the parameters in (16) are identified, I can use the values of b j and j to infer the relationship between brand and consumer perception of PC similarity. I continue to use the least squares procedure to make statistical inference. However, because both b j and j are point estimates, it is necessary to account for their errors.
Specifically, I compute the joint variation of b j and j from the estimated covariance matrix in Stage 1), and use it as weight to perform generalized least squares (GLS). The idea is that point estimates (b j and j ) with smaller standard errors are more reliable and should be allocated larger weights so that they could exert a greater influence on the analysis. A GLS regression of the similarity coefficients j on the brand values b j then gives similarity = −2 5572 + 0 2795 0 0409
× brand value. (17) The regression is significant with F = 46 61 p < 0 01 and R 2 = 0 88. The parameter of brand value is positive and significant p < 0 01 , which means that it is more likely for consumers to treat a firm's PCs as similar (closer substitutes) when it has a high brand value.
Interestingly, a similar GLS analysis reveals that brand value and the average price range of PCs are positively correlated p < 0 02 . That is, in my sample, a firm that had a higher brand value actually sold PCs with wider price dispersions, which presumably indicates that its PCs were more varied in quality. Therefore, it appears that even if a branded firm offers a wide range of products, consumers may still treat its products as close substitutes-a finding that is surprising but remarkable to multiproduct firms.
It is instructive to note that (17) requires parametric assumptions, and it is fitted using information contained in all the b j s and j s. Table 4 reports the comparison of brand values across the studied vendors. Evidently, not all vendors had statistically different brand values, which implies that using the estimated values of b j s in (17) may be too optimistic. 17 Instead, 17 Another limitation of the least squares approach is that the dependent and independent variables (b j and j contain correlated measurement errors (due to the common residuals from the firststage regression). Recall from (16) that b j is estimated with dummy variables, whereas j is the coefficient of log(s k j i , and the latter is negative by definition. Hence, the measurement errors of b j and j are negatively correlated, which tends to bias the least squares coefficient, obtained by regressing j on b j , downwards. That is, the true coefficient should be more positive than the one reported in (17). I refer interested readers to Hyslop and Imbens (2001) for a thorough discussion on the implications of mismeasured variables. In this study, because my interest lies in the signs but not magnitudes of the GLS coefficients, the endogeneity of b j and j should not pose a significant threat to the conclusions. Table 4 Brand Value and Similarity Comparisons a more conservative approach would be to perform a nonparametric sign test, which concerns only the direction of similarity with respect to brand value.
Assuming that similarity is independent of brand value, if the vendors are compared individually, around half of the high-value vendors would have bigger similarity coefficients. In Table 4 , 82 pairs of vendors had significantly different brand values (i.e., there were 82 effective "brand treatments"). Among these, the high-value vendors in 80 cases also had bigger similarity coefficients than their counterparts. The probability for this to occur is less than 0.01 (based on a binomial distribution with "success" probability of 0.50; z-score = 8.50). Clearly, the (null) hypothesis that similarity is independent of or decreases with brand value should be rejected.
Finally, because my model also groups PCs by their CPUs, the same analysis can be applied to examine PC similarity with respect to differences in CPU quality. The nonparametric sign test gives a two-tailed probability of 0.016. 18 That is, PCs that 18 I exclude Pentium PCs from this test because their CPUquality parameter is not significantly different from zero, and the used higher-quality CPUs were perceived as more similar by consumers. This result is consistent with my overall finding that consumers view high-quality (perceived or actual) products as closer variants. So far, my analysis has revealed that a firm's PCs are treated as similar variants by consumers, and the degree of similarity varies with its brand value. Because similarity corresponds directly to cannibalization, my findings would have profound implications on the sales and market shares of multiproduct firms. Recall from (16) that log(x ijk ) increases with j log s k j i , the latter term being always negative. That is, when j is large, the sales of each individual product would drop-a result due to the cannibalization of local products. Hence, the value of j gives a good indication of the sales expansion effect of product-line extension. Because j increases with b j , a firm that has a high brand value may gain proportionally less from product proliferation.
parameter appears less reliable than those of the other CPUs. Also, I do not perform the GLS analysis because there are too few CPU categories.
Extension
To further assess the above findings, I estimate an alternative specification that incorporates the firms' advertising expenditures. Prior research suggests that advertising may signal product quality and enhance a brand's premium (Kirmani and Wright 1989, Randall et al. 1998 ). More importantly, if advertising affects the popularity of a firm's products, ignoring it in Equation (16) might cause systematic bias in the brand value estimates. To address this, I collect a set of firm-level advertising expense data on computers from the Leading National Advertisers Ad $ Summary report. I compile the advertising expenditures of seven PC vendors (Apple, Compaq, Digital Equipment Corporation, Epson, IBM, NEC, and Tandy/Radio Shack; see the last column of Table 2 for a summary) from this report, and repeat the analysis by adding them into the first-stage regression.
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The coefficient of advertising expenditure is positive, but not statistically significant p < 0 72 . A possible explanation is that the firms had used advertising more for promoting old PCs than new PCs (Bayus et al. 2003) . Indeed, the correlation between advertising expense and PC age is positive and significant p < 0 05 , indicating that firms with older PCs (which are likely to be less favorable to consumers) tend to spend more on advertising. Interestingly, although advertising may not significantly raise utility, it does seem to affect brand value-the (weighted) correlation is positive and marginally significant p < 0 10 . These results are consistent with previous studies (e.g., Balachander and Ghose 2003, Randall et al. 1998) .
The second-stage GLS and nonparametric analyses produce similar findings; that is, high brand value firms generally have bigger similarity coefficients. 
Discussion and Implications
Based on empirical data in the PC industry, this study generates two main findings. First, consumers treat PCs of the same brand or those using the same CPU 19 The product characteristics of other firms continue to serve as instruments for advertising expenditure. I restrict the scope to seven PC vendors because the Ad $ Summary report does not record the advertising expenses of the remaining vendors in all the years. Three more vendors (Dell, Leading Edge, and Samsung) can be included if the study window is adjusted to 1988-1993, but the conclusions do not change with this sample. The results are also similar if I add in other non-computer-related advertising expenses. 20 I have also tested a few alternative specifications. These include: (1) splitting the sample into two sets, 1985-1989 and 1990-1993 , and allowing the brand value parameters to change over time; (2) leaving out the small number of Pentium observations to focus on CPUs that were, at that time, more stable and mature; (3) reversing the GEV nest structure by grouping the CPU within brand; and (4) allowing the price elasticity parameter, , to vary with the studied brands and CPUs. In all these cases, the second-stage GLS and nonparametric tests give similar results, with p values almost always less than 0.01. I omit the detailed statistics for brevity.
as similar variants. This implies that for a PC vendor, in terms of demand expansion, there may be decreasing returns to product proliferation. In particular, Table 3 shows that consumers view the PCs of several vendors as very close substitutes within their respective product lines. I do not have detailed specification data of all the studied PCs, but I have been able to collect the descriptions of a few PC models from the Ziff Communications Computer Select database.
In 1992, IBM produced three models of 80286 PCs-PS/1, PS/2 25, and PS/2 30. A close examination of their specifications reveals that they were almost identical, except for minor features such as hard-disk size and overall weight. Similarly, CompuAdd sold two 80286 PCs, the CompuAdd 212 and CompuAdd 216, which shared the same platform and peripheral attributes. Only clock speed and the number of expansion slots varied between these two models. Given this anecdotal information, it is not surprising for consumers to show correlated preferences for a firm's PC models. Indeed, the PCs were very similar in both configurations and functionalities.
My second and more important finding is that from the demand perspective, product similarity is positively related to brand value; the higher a firm's brand value, the more likely consumers will see its products as offering comparable utilities. This finding suggests that the short-term, incremental demand gain arising from product proliferation could be limited for highvalue brands. Because of local competition, introducing a new variant may not necessarily extend market coverage. Rather, it could lead to a redistribution of consumers, and cannibalize the sales of the existing products. In accordance with Desai et al. (2001) and Katz (1984) , the threat of cannibalization is indeed imminent for branded multiproduct firms.
In contrast, for a new firm whose brand value is yet to be established, product-line extension could be a practical strategy for raising short-term sales. A slight degree of cannibalization is unavoidable. However, for such a firm, its products are treated as more distant variants (substitutes). This means that a new line extension may steal few customers from its sister products, and may stand a better chance of attracting marginal consumers who previously would not buy from the firm.
Given the importance of brand value in shaping product similarity, it is worthwhile to explore how such value is formed among multiproduct firms. Recall that brand value consists of two components: reputation and common feature quality. Many extrinsic factors, such as store image, after-sales service, and distribution channels, can affect a firm's reputation. If data on these variables are available, we could either enter them directly into the choice model, or regress the estimated brand values on these firm-level attributes to see if they play a significant role in building reputation. I have included one such attributeadvertising expenditure-in this study, and found some evidence that it might help enhance a firm's reputation. It is certainly challenging, but valuable for future research, to use similar attributes to calibrate empirical models of product differentiation with a brand component.
Brand value may also relate to common feature quality and vertical product-line extent. Using hedonic analysis, Randall et al. (1998) find that a brand's price premium is related to its product quality; consumers tend to attach favorable brand values to firms that produce high-quality products. I could not directly replicate the hedonic analysis of Randall et al. because of the lack of PC specification data. However, in a vertically differentiated market, product qualities should increase with prices to sustain positive market shares for all products (Moorthy 1984) . By treating price as an indicator of product quality, I could assess the relationship between brand value, common feature quality, and vertical product-line extent using the brand value estimates obtained from the GEV choice model and the IDC PC price data.
In theory, because brand value includes reputation and feature commonality, it should correlate positively with the firm-level average PC price. Further, if vertical product-line extent does contribute to brand value, then the price of a firm's most expensive PC model should positively influence the firm's brand value, and this positive relationship should persist even if the common feature component is removed from the price data (Randall et al. 1998) .
To test these hypotheses, I subtract the average from maximum PC prices to remove any common feature qualities for each studied vendor, and use the transformed variable as an indicator for vertical product-line extent. I then regress the estimated brand values (Table 3) separately on the average PC price and this transformed variable for each CPU category. I exclude the first-generation CPUs and Pentium from this analysis because very few vendors sold PCs with these two types of processors. As before, the standard errors of brand values obtained from the GEV model are used as least squares weights.
The regression results largely support the above analysis. Brand value and the average PC price are positively correlated (p < 0 01 for 80286 and 80386; p < 0 06 and 0.02 for 8086/88 and 80486, respectively). Also, in line with the study of Randall et al. (1998) , the price of the most expensive PC model positively affects brand value (p < 0 01 for 80286; p < 0 02 for all other categories), and some of these positive influences persist even after the common feature quality is removed from the price data (p < 0 05 and 0.08 for 8086/88 and 80486; p < 0 41 and 0.11 for 80286 and 80386, respectively). These preliminary analyses provide face validity that my brand value estimates capture common feature quality. They also support the hypothesis that premium products help enhance brand value.
Finally, as discussed earlier, a firm may purposely extend its product line for strategic reasons, such as market preemption or to signal product quality (Bayus and Putsis 1999 , Schmalensee 1978 , Wernerfelt 1988 . These may help improve the firm's reputation; therefore, it is theoretically possible that multiproduct firms may proliferate their products so as to build up brand value. To test this conjecture, I perform a split-sample analysis as in Footnote 20 (1985 Footnote 20 ( -1989 Footnote 20 ( versus 1990 Footnote 20 ( -1993 , and examine the differences in brand value and the average number of unique PC models between the two periods of observations.
Because every GEV choice model has a scale parameter that is not identifiable (McFadden 1978) , the brand value estimates of the two periods are not directly comparable. Instead, I regress the secondperiod brand values on the first-period ones (with the corresponding standard errors as weights), and use the residuals as an indicator for brand value changes. The residuals are then regressed on the change in the average PC line width, which gives brand value = −1 262 + 0 104 0 044
· average no. of models. (18) The coefficient of the independent variable is positive and significant p < 0 03 , which indicates that product proliferation helps firms enhance their brand values. Therefore, although a branded multiproduct firm may receive decreasing returns in the short run from product variety, a proliferation strategy may yield long-term benefit in strengthening brand value. It is important for firms to recognize the multiple, qualitatively different demand implications of product-line extension.
Conclusions
This study shows that product similarity varies with brand value; the higher a firm's brand value, the more similar are its products from the demand perspective. It is imperative to note that my study has focused solely on the demand side of the market. A complete analysis of the benefit to product variety should take into account supply-side factors, such as manufacturing overhead or variable production costs (Lancaster 1990) . Previous research has found that a wide product line may decrease the return on investment of manufacturing plants; product variation may increase production costs and reduce overall productivity (Fisher and Ittner 1999 , MacDuffie et al. 1996 , Swamindass et al. 1999 ). These seem to imply an unfavorable cost implication of product variety for tangible goods manufacturers. Interestingly, setting aside manufacturing costs, Bayus et al. (2003) find that product-line extension (new product introduction) increases PC firms' profitability through reductions in selling, general, and administrative (SG&A) expenses; and other marketing and advertising costs. Their findings add another valuable perspective to the continuing debate on the value of product variety. To recapitulate, although product proliferation may increase production costs, it could potentially help a firm establish or maintain brand reputation, reduce marketing costs, and most importantly, expand demand and market share. This last benefit could be considerably impeded by cannibalization, and my study augments this fruitful area of research by highlighting the (often ignored) role of brand value in shaping product similarity. Clearly, future research needs to examine more closely the trade-off between these counteracting effects of product proliferation in an integrated analysis.
