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Abstract
We propose various specification tests for Hawkes models based on the Lagrange Multiplier
(LM) principle. Hawkes models can be used to model the occurrence of extreme events in fi-
nancial markets. Our specific testing focus is on extending a univariate model to a multivariate
model, that is, we examine whether there is a conditional dependence between extreme events
in markets. Simulations show that the test has good size and power, in particular for sample
sizes that are typically encountered in practice. Applying the specification test for dependence
to US stocks, bonds and exchange rate data, we find strong evidence for cross-excitation within
segments as well as between segments. Therefore, we recommend that univariate Hawkes
models be extended to account for the cross-triggering phenomenon.
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1 Introduction
Hawkes models are useful to model to predict extreme events in financial markets.1 We propose
Lagrange Multiplier (LM) based specification tests for Hawkes models, where the specific focus
is the potential extension of a univariate model to a multivariate model. Even though the Hawkes
models have become increasingly popular recently, there does not seem to be a general approach
for testing different specifications of these models. Our main focus in this paper is on testing for
(conditional) dependence between series. However the LM based specification tests can also be
used to test for omitted explanatory variables, for breaks in the model parameters, for omitted im-
pact of the sizes of events on the triggering of new events and for omitted predictability of event
sizes. The performance of our LM tests is evaluated in a simulation study. Applying the specifi-
cation test for dependence to US stocks and bonds data, we show that there are cross-excitation
effects from one market to another.
The identification and prediction of crashes is important to traders, to regulators of financial
markets and to risk management. A series of large negative price movements during a short time
interval can have severe consequences (see Kindleberger and Aliber, 2011, among many others).
Hawkes models can be well used to identify and predict large negative price movements.2 Of
course, the Hawkes process should be properly specified, and hence specification tests are useful.
A Hawkes model uses an inhomogeneous Poisson process to model the occurrence of events
above a certain threshold. The event rate of the process increases with the arrival of an event
and the event rate decays as a function of the time passed since the event. As the probability
of events increases when an event occurs, the Hawkes process is called a self-exciting process.
Hence, while events can be triggered by an exogenous factor, for a Hawkes process instability
grows endogenously. Characteristics typically observed in data that fit Hawkes models are the
clustering of extremes and serial dependence.
The earthquake literature, which brought the Hawkes models (Ogata, 1988), describes cluster-
ing behaviour of seismicity in time as well as in space, whereas financial series seem to exhibit
clustering behaviour in the cross section on top of the clustering behaviour in the time-dimension.
Hu (2002), Hartmann et al. (2004) and Gonzalo and Olmo (2005) conclude that when stocks crash,
bonds are more likely to co-crash or otherwise to boom. There are efforts in the literature to detect
dependence between series and to evaluate the fit of specific models, but an adequate assessment
1See amongst others: Bowsher, 2002, Chavez-Demoulin et al., 2005, Bowsher, 2007, Bauwens and Hautsch, 2009,
Herrera and Schipp, 2009, Embrechts et al., 2011, Chavez-Demoulin and McGill, 2012, Aı¨t-Sahalia et al., 2013,
Bormetti et al., 2013, Aı¨t-Sahalia et al., 2014, Gresnigt et al. 2015, Gourieroux et al., 2014, Grothe et al., 2014
2See amongst others: Bowsher, 2002, Chavez-Demoulin et al., 2005, Bowsher, 2007, Bauwens and Hautsch, 2009,
Herrera and Schipp, 2009, Embrechts et al., 2011, Chavez-Demoulin and McGill, 2012, Aı¨t-Sahalia et al., 2013,
Bormetti et al., 2013, Gresnigt et al. 2015, Grothe et al., 2014
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of the contribution of including cross-sectional dependence in a point process framework with se-
rial dependence does not seem to exist. In this paper we therefore focus on specification tests for
contagion of extreme events across series.
Our focal variable is the rate at which extreme events occur, and therefore we wish to examine
if there are exogenous variables that have explanatory power for this rate. When modelling earth-
quakes it can be useful to consider precursors such as unusual animal behaviour and temperature
changes which can signal upcoming disruptions between tectonical plates (Rikitake, 1978, and
Cicerone et al., 2009). Using the resemblance of financial crashes and earthquakes, as is done in
Gresnigt et al. (2015), there may be precursors that are of interest when modelling financial series.
Variables one can think of are liquidity measures (Baker and Stein, 2004), VIX options (Chung,
2011), inflation, industrial production, the three-month T-bill rate, the 12-month treasury bond, the
dividend yield and the price earnings ratio (See amongst others: Longin and Solnik, 1995, Pesaran
and Timmerman, 1995, Campbell and Thompson, 2008). In this paper we design Lagrange Mul-
tiplier based tests that can determine whether adding explanatory variables to Hawkes models is
beneficial. As far as we know, no such tests are available yet.
The LM principle can also be used to construct specification tests for the omitted impact of the
sizes of events on the triggering of new events and for the omitted predictability of event sizes. The
relevance of these tests is shown by Chavez-Demoulin et al. (2005), Herrera and Schipp (2009)
and Gresnigt et al. (2015). They find that the probability that an extreme return on a stock market
index triggers another extreme return, is larger when the initial event is larger. Also they document
that current tension in a financial market, when measured by the history of the event process, has
predictive value for the size of future events. Furthermore the LM tests can be of used to investigate
the presence or the timing of a structural break in the model parameter even when one is unsure
about the timing of the break. For example, changing financial conditions could be reflected in the
parameters of the Hawkes models when they are applied to financial series and calibrated over a
longer time period.3
We use the Lagrange Multiplier principle (See Breusch and Pagan (1980), Engle (1982) and
Hamilton (1996), among many others) to design specification tests to assess the validity of different
specifications of Hawkes models. An attractive feature of the LM test is that the models do not have
to be estimated under the alternative hypothesis. We show that test statistics of a variety of Hawkes
models can be computed from the estimation of the simplest Hawkes model. The LM test principle
is particularly relevant as estimating the parameters of Hawkes models is quite difficult and time
demanding, especially under extensive specifications. Like Hamilton (1996) for Markov-switching
models, we provide expressions for the score in Hawkes models, where the score is defined as the
3See amongst others: Koutmos and Booth, 1995, Lynch and Mendenhall, 1996, Poon et al., 2004, Beine et al.,
2010
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derivative of the conditional log-likelihood of the n-th observation with respect to the parameter
under investigation. When we test for dependence between series, we compare the results of the
LM test with the regression method of Van Oordt and Zhou (2011) and the orthogonality test
discussed by Lando and Nielsen (2010).
When we evaluate the size and power of the tests, by means of a Monte Carlo analysis, we
find that the LM tests outperform the regression method and the orthogonality test in detecting
cross-triggering effects. Over longer time periods, the power of the LM test is high and the LM
test is properly sized. When the time period considered is shorter, the quality of the LM test falls
only a little. When we compare the LM test to the computationally more demanding LR test, we
find that the performance of the LR test is only a bit superior to the performance of the LM test. As
the LR test is a lot more time consuming and as the LM test performs very well, we recommend to
use the LM test in empirical analysis.
We illustrate the use of the LM test by examining the cross-sectional dependence between 3
US stock indices, a US bond index and 3 exchange rates. Between markets, we find that crashes
in the stock markets provoke extremes in the other markets occur where the triggering effect from
the equity indices to the US bond market is the strongest. We do not find spillover effects from
the bond and exchange rate markets to the stock market. We detect both stock-bond contagion and
the flight-to-quality phenomenon, that is the outflow of capital from stock markets to bond markets
when the first is facing crises periods. Furthermore, with the LM test we discover that booms in
the US bond market trigger booms in the euro/$-rate. Within the stock market and exchange rate
market segments, we also find strong evidence of cross-excitation.
Our paper is organized as follows. In Section 2 we go over some preliminaries on Hawkes
models. Section 3 provides LM based specification tests for a variety of possible departures of
Hawkes models, where the main focus is on dependence across events. Also other tests for de-
pendence across extremes are discussed. Section 4 contains a simulations-based assessment of
the empirical performance of various test statistics. In section 5 we illustrate the LM test for US
stocks, bonds and exchange rate data. Section 6 summarizes.
2 Hawkes models
The Hawkes model is a branching model, in which each event can trigger subsequent events, which
in turn can trigger subsequent events of their own. The model is based on the mutually self-exciting
Hawkes point process, which is an inhomogeneous Poisson process. For the Hawkes process, the
intensity at which events arrive at time t depends on the history of events prior to time t.
Consider an event process (t1,m1),...,(tN ,mN) where tn defines the time and mn the mark of
event n. Let Ht = {(tn,mn) : tn < t} represent the entire history of events up to time t. The
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conditional intensity of jump arrivals following a Hawkes process is given by
λ(t|θ;Ht) = µ+
∑
n:tn<t
g(t− tn,mn) (1)
where µ > 0 and g(s,m) > 0 whenever s,m > 0 and 0 elsewhere. The conditional intensity
consists of a constant term µ and a self-exciting function g(s,m), which depends on the time
passed since jumps that occurred before t and the size of these jumps. The rate at which events
take place is thus separated in a long-term background component and a short-term clustering
component describing the temporal distribution of aftershocks. The conditional intensity uniquely
determines the distribution of the process.
As frequently done in the literature on Hawkes processes, we specify the triggering function as
g(s,m) = k0e
−βsc(m) (2)
where k0 controls maximum triggering intensity and the expected number of events directly trig-
gered by an event, and β determines how fast the possibility of triggering events decays the time
passed since an event. The influence of the sizes of past events on the intensity is given by c(m).
For the influence of the sizes of past events on triggering of future events c(m), we consider the
specification frequently used in the literature on Hawkes processes. Using the exponential form
the impact of the magnitude of an event on the triggering intensity becomes
c(m) = eα(m−M0) (3)
where α determines how the size of an event affects the probability of triggering other events.
When α > 0, larger events trigger more events than smaller events as the probability of triggering
events increases with the size past events (m). The larger α, the more pronounced is the influence
of the size of events.
To make our tests most suitable for financial series, we choose a Generalized Pareto Distribu-
tion for the sizes of the events following the literature on extremes in finance,4 that is
Pr[m ≤M ] = 1−
(
1 + ξ
m−M0
σ(t)
)−1/ξ
(4)
where M0 represents the minimum magnitude of an event, σ(t) = φ+ η
∑
n:tn<t
g(t− tn,mn) and
ξ 6= 0. In case η = 0 the sizes of the events are unpredictable, whereas in case η 6= 0 the times
and sizes of previous events affect the probability distribution of the sizes of subsequent events.
The mean and variance of the distribution of the sizes of excess magnitudes events scale with σ(t).
4See amongst others: Poon et al., 2004, Herrera and Schipp, 2009, Chavez-Demoulin et al., 2005, and Chavez-
Demoulin and McGill ,2012, Grothe et al., 2014, Gresnigt et al., 2015
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Thus when η > 0 the magnitude of events is expected to be more extreme when the conditional
intensity is high. The larger η, the more pronounced is the influence of the history of events on the
size of subsequent events.
The log-likelihood of the Hawkes model, specified in the conditional intensity and the proba-
bility distribution of the sizes of the events, is given by
logL(θ) =
N∑
n=1
log λ(tn|θ;Ht)−
∫ T
0
λ(t|θ;Ht)dt+
N∑
n=1
log f(mn|θ;Ht) (5)
where tn are the event arrival times in the interval [0, T ].
The probability of the occurrence of an event following a Hawkes process with conditional
intensity λ(t|θ;Ht) between ti−1 and ti is given by
Pr (N(ti)−N(ti−1) > 0) = 1− Pr (N(ti)−N(ti−1) = 0)
= 1− F (t∗ > ti − ti−1)
= exp
(
−
∫ ti
ti−1
λ(t|θ;Ht)dt
) (6)
The tests proposed here can be easily modified when one is interested in specification testing
in Hawkes models with a different triggering function, impact function or distribution for the sizes
of events.
3 LM specification tests
3.1 The LM test statistic
We propose a series of specification tests of Hawkes models. We use the approach of Hamilton
(1996), who provides specification tests for Markov-switching models. First we develop a general
framework for the specification tests. Next, we provide the specifics required to test for omitted
explanatory variables, omitted influence of the size of past events on the intensity with which new
events are triggered, omitted influence of the history of the event process on the sizes of future
events and omitted structural breaks. In each case we derive the score from the extensive version
of the model. Then we perform a Lagrange Multiplier test on the null hypothesis that the score
is equal to zero. If the null hypothesis is rejected, we should use the full version of the model.
Otherwise the more parsimonious version of the model, in which the parameters under study are
set equal to zero, should be selected.
Suppose we want to estimate a (r × 1) vector of parameters θ by Maximum Likelihood based
on a series of N events yn = {tn,mn}. Consider the distribution of yn conditional on the values of
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y for n− 1, . . . , 1 and on the realizations of a vector of observable exogenous variables xt, that is
p(yn|θ;Ht) (7)
where Ht = {xt, . . . ,x1, yn−1, . . . , y1}. Our goal is to choose θ such that the summation of
logarithm of (7) over all events 1, . . . , N , which is equal to (5), is maximized.
As we deal with a count process we define the score in event numbers and not in time points.
The score of the n-th event is defined as the derivative of the logarithm of the conditional likelihood
(7) with respect to the parameter vector θ,
gn(θ¯) =
∂ log p(yn|θ;Ht)
∂θ
∣∣∣∣
θ=θ¯
(8)
which can be evaluated at the true parameter value θ¯ = θ0 and at the Maximum Likelihood
estimate θ¯ = θˆ.
As (7) is a density, it integrates to unity, such that using integration by parts we have
E[gn(θ)|Ht] =
∫
log p(yn|θ;Ht)
∂θ
p(yn|θ;Ht)dyn = 0 (9)
Therefore the score of an event n is impossible to predict on the basis of the information available
at tn−1, if the Hawkes model is correctly specified.
Suppose now the (r × 1) vector of parameters θ is estimated subject to the constraint that ro
elements of this vector are zero resulting in θ˜. The standard errors of θ˜ can be constructed as the
diagonal elements of the inverse of the information matrix, which is approximated by the average
outer product of the score (Davidson and MacKinnon, 2004)
G˜ =
1
N
N∑
n=1
gn(θ˜)gn(θ˜)
′ (10)
Using (10)
(
θ˜ − θ0
)
is approximately distributed as N
(
0, 1
N
G˜−1
)
.
The validity of the constraints can be assessed by evaluating how much the expected score
of events (9) increases when the constraints are relaxed. The LM test is based on the following
asymptotic relation,
1
N
[
N∑
n=1
gn(θ˜)
]
G˜−1
[
N∑
n=1
gn(θ˜)
]
→ χ2(r0) (11)
The LM test statistic can be calculated easily as N times the regression of the constant unity on
gn(θ˜) (Davidson and Mackinnon, 2004).
The expected score (9) is zero in the parameters on which no constraints are imposed. Also, we
only need to derive the score in the some of the parameters. This is particularly convenient when the
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constraints do not affect part of the conditional distribution (7). In this case the corresponding part
in the score can be neglected. In the remainder let θc and θm denote the vectors with parameters
that only affect the conditional intensity or the distribution of the event sizes.
We examine models in which an extensive version of the conditional intensity, (1), or the
distribution of the event sizes, (4), is under investigation. In the first class of models, the relevant
part of the score can be computed from the derivative of the conditional intensity and the integrated
conditional intensity as follows
gn(θ˜c) = −
∂
∫ tn
tn−1
λ(t|θc;Ht)dt
∂θc
+
1
λ(tn|θc;Ht)
∂λ(tn|θc;Ht)
∂θc
∣∣∣∣
θc=θ˜c
(12)
The score (12) consists of a term which reflects the change in the probability distribution of the
time between two consecutive events and a term which reflects the relative change in the rate at
which events occur when θ˜c is shifted by a infinitesimal amount. By calculating (11) we test
whether the probability to observe a process of events with event occurrence times {t1, . . . , tN},
is significantly lower compared to when the conditional intensity is not constrained. In the case
parameters are restricted to zero, we assess the added value of these parameters to the model in
terms of their contribution to the prediction of the occurrence times of events tn.
In the models in which an extensive version of the distribution of the event sizes is under
investigation, (4), the relevant part of the score is equal to the derivative of the logarithm of the
probability distribution of the event sizes f(m|θ;Ht),
gn(θ˜m) =
∂ log f(mn|θm;Ht)
∂θm
∣∣∣∣
θm=θ˜m
(13)
The score (13) reflects the change in probability to observe an event of a certain magnitude when
θ˜m is shifted by a infinitesimal amount. With the LM test we evaluate the difference in probability
between the occurrence of the event process with magnitudes {m1, . . . ,mN} under the constrained
size distribution and the unconstrained size distribution. An LM test on a constrained parameter
vector in which parameters are restricted to zero, indicates whether the zero-restricted parameters
provide any information on the magnitude of future events mn
In our simulations we compare the performance of the LM test to the performance of the
Likelihood Ratio test. The LR test statistic for testingH0 : θ = θ˜ against the alternative hypothesis
HA : θ = θˆ, in which the r0 restrictions are not imposed upon the parameter vector θ, is given by
LR(θ) = −2
(
logL(θ˜)− logL(θˆ)
)
(14)
Like the LM test statistic, the LR test statistic (14) has a χ2(r0)-distribution.
Applying the LR test has as a disadvantage that the Hawkes model has to be estimated under
the null and the alternative hypotheses. Estimation of the Hawkes model under the alternative is in
general computationally quite demanding.
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3.1.1 Omitted explanatory variables
Suppose we want to test the Hawkes model (1) against an alternative in which exogenous variables
can help to predict occurrence times of events. When the conditional rate at which events arrive
scales with variables, such that the variables affect the unconditional intensity regardless of the
history of the event process, the conditional intensity has the form
λ(t|θ;Ht) = µ0 + x′tγ +
∑
j:tj<t
g(t− tj,mj) (15)
where γ denotes the effect of the explanatory variables xt or transformations of these variables on
the conditional intensity λ(t|θ;Ht).
The former section describes how to implement the LM test for the alternative hypothesis (15)
against the null hypothesis (1), in which γ equals zero. The expected score requires the compu-
tation of the following equations for the derivative of the conditional intensity and the integrated
conditional intensity
∂λ(tn|θ;Ht)
∂γ
=xtn (16)
∂
∫ tn
tn−1
λ(t|θ;Ht)dt
∂γ
=
tn∑
tn−1
xt (17)
3.1.2 Omitted predictability of event sizes
When we observe events that are more extreme in magnitude when the event rate is high, this leads
to the suspicion that the sizes of events are predictable. In case we want to test this hypothesis in
the Hawkes framework (1), where the event sizes follow the General Pareto Distribution (4), this
corresponds to testing whether η is larger than zero.
To derive the expected score for the predictability of event sizes, we need to take the derivative
of the probability distribution of the event sizes with respect to η. When we define
λ˜(t|θ;Ht) = λ(t|θ;Ht)− µ0
k0
=
∑
j:tj<t
e−β(t−tj)c(mj) (18)
we can express the probability distribution of the event sizes as
f(m|θ;Ht) = 1
φ+ ηλ˜(t|θ;Ht)
(
1 +
ξ(m−M0)
φ+ ηλ˜(t|θ;Ht)
)− 1
ξ
−1
(19)
such that for the derivative of (19) with respect to η we derive
∂ log f(mn|θ;Ht)
∂η
=
λ˜(tn|θ;Ht)
φ+ ηλ˜(tn|θ;Ht)
(
(1 + ξ)(mn −M0)
φ+ ηλ˜(tn|θ;Ht) + ξ(mn −M0)
− 1
)
(20)
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3.1.3 Omitted impact of sizes events
The sizes of events influence the conditional intensity of the Hawkes process (1), when larger
events trigger more events than smaller events. Under the assumption of (3) for the impact of the
sizes of events on the event rate, this implies a α-parameter larger than zero.
When the sizes of events are unpredictable (η = 0), the expected score for α can be com-
puted using following equations for the derivative of the conditional intensity and the integrated
conditional intensity
∂λ(tn|θ;Ht)
∂α
=
∑
j:tj<tn
k0e
−β(tn−tj) (mn −M0) (21)
∂
∫ tn
tn−1
λ(t|θ;Ht)dt
∂α
=
∑
j:tj<tn
k0
β
e−β(tn−tj)
(
eβ(tn−tn−1) − 1) (mn −M0) (22)
When the sizes of events are predictable (η 6= 0) one has to account for the impact the sizes of
past events have on the probability distribution of the sizes of future events. Another term has to
be added to the score (12) of α. This term, given by (13), equals the derivative of (19) with respect
to α,
∂ log f(mn|θ;Ht)
∂η
=
η
∑
j:tj<tn
e−β(tn−tj) (mn −M0)
φ+ ηλ˜(tn|θ;Ht)
(
(1 + ξ)(mn −M0)
φ+ ηλ˜(tn|θ;Ht) + ξ(mn −M0)
− 1
)
(23)
Here λ˜(tn|θ;Ht) is equal to (18).
3.1.4 Omitted structural break
Suppose we want to test the Hawkes model (1) for a structural change in the constant unconditional
intensity when we do know the time of this change. For this purpose we can use of the methods of
Andrews (1993). In Section 3.1.1 on omitted explanatory variables, let xt in (15) be a scalar that is
equal to zero for t < τ and equal to unity when t ≥ τ . The constructed LM statistic (11) tests the
null hypothesis that the data is accurately modeled by the simple version of the Hawkes model (1)
against the alternative that there is a shift in the long-term background component of the intensity,
µ, at date τ not captured by the simple model. One can calculate the LM statistic for all τ , however
usually only values between 0.15N and 0.85N are considered. Here N corresponds to the number
of events in the data under study. The asymptotic distribution of the value of τ that produces the
largest LM statistic, has critical values corresponding to the pi0, p = 1 entry in Table 1 of Andrews
(1993).
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3.2 Tests for dependence between series
3.2.1 LM test
In this subsection we describe the LM test of our focal intent.
In case events across series tend to arrive around the same time, the occurrence of an event in
one series could be increasing the probability that an event in another series arrives. A Hawkes
model in which the conditional intensity of a series i is affected by the history of the event process
of another series k is given by
λ(t|θ;Ht) = µ+
∑
i:ti<t
g(t− ti,mi) + γk
∑
k:tk<t
h(t− tk,mk) (24)
where γh(t− tk,mk) presents effect of an event in series k on the intensity at time t in series i.
Equation (24) can easily be extended to include possible cross-triggering effects of more than
one series, h = {1, . . . , d},
λi(t|θ;Ht) = µ+
∑
j:tij<t
gi(t− tij,mij) +
∑
h6=i
Γih
∑
j:thj<t
hh(t− thj,mhj) (25)
where Γihhh(t−thj,mhj) presents effect of an event j in series h at time thj on the intensity at time
t in series i. Specification (25) enables one to separately test for amplification effects from each
of the series of h = {1, . . . , d} to the conditional intensity of a series i in one go. This attractive
feature of the LM test originates from the fact that to compute the LM test no estimation under the
alternative hypothesis is required.
Let xh(t) =
∑
j:thj<t
hh(t− thj,mhj), denote the additional tension caused by all events j in a
series h before time t. To test whether the cross-triggering effects are significant for a series i, we
perform the LM test on the coefficients of the explanatory variables xh(t) designed in the former
section. First we estimate the Hawkes model under the null hypothesis of no cross-triggering
effects, that is Γi = 0. Hereafter we use (12) to compute the expected score from the derivative of
the conditional intensity and the integrated conditional intensity
∂λ(tn|θ;Ht)
∂Γi
=x(t) (26)
∂
∫ tn
tn−1
λ(t|θ;Ht)dt
∂Γi
=
∫ tn
tn−1
x(t)dt (27)
When there are d ≥ 1 series involved, the LM test (11) is asymptotically χ2(d− 1) under the null
of no cross-triggering effects for a series i.
The cross-triggering functions can be specified in various ways. For example
hh(s,m) = e
−βhs (28)
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Using cross-triggering functions of the form (28) extreme events in the series i can have a longer-
lasting effect on triggering of subsequent events than extreme events in other series have on the
triggering of events in i. However as the βh-parameters are unidentified under the null hypothesis,
H0 = Γi = 0, the regular critical values of the χ2-distribution cannot be used. This problem
is recognized by Bowsher (2002, 2007). In Bowsher (2002) a solution is given to overcome this
problem. The test statistic T (m)(θ) is minimized with respect to the parameters θ. When
T (m) = min
θ∈Θ
T (m)(θ) (29)
exceeds the (1−α)-quantile of the null distribution T (m)(θ0), where θ0 is the true parameter value,
the null hypothesis is rejected. The probability of falsely rejecting the null hypothesis bounded by
α as T (m) ≤ T (m)(θ0). As the approach does not depend on regularly conditions and it is valid
when θ0 is on the boundary of the parameter space, the procedure is suitable to use for testing in
Hawkes models. Other methods (Hanssen, 1996, Andrews, 2001) can also be considered.
One could also restrict the decay rate of the effect of past events in all series to be the same.
The cross-triggering functions are in this case specified as
hh(s,m) = e
−βis (30)
where the parameter βi is equal to the β-parameter in the triggering function by which the effect
of past events on subsequent events in the same series is described, g(s,m). As under the null
hypothesis, H0 = Γi = 0, βi still determines the decay rate of the triggering effect of events that
occurred in the series i, we do not encounter the problem of unidentified nuisance parameters.
Aı¨t-Sahalia et al. (2013, 2014) define the intensity of new arrivals in series i recursively as
dλi,t = ρ(λi,∞ − λi,t)dt+
d∑
h=1
ΓihdNh,t (31)
where λi,t is mean reverting to λ∞. As in (25) the intensity at which events occur in series i is
amplified when an event in one of the series arrives. The amplification effect decays at rate ρ.
Testing this specification for the presence of cross-excitation comes down to testing the former
specification (25) with (30) for the presence of cross-excitation.
It is also possible to employ one of the following cross-triggering functions
hh(s,m) = e
−βhsc(m) (32)
hh(s,m) = e
−βisc(m) (33)
where c(m) represents the impact of the sizes of past events in the series h on the intensity with
which future events are triggered a series i. Using (32) or (33), the effect of event occurrences in
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other series on the event rate in the series i depends on their magnitude. The impact of past events
on the triggering of future events in series i differs across series when the parameters of the impact
function are not treated as equal across series. In that case there are additional αh, ξh, φh and ηh
parameters unidentified under the null hypotheses.
3.2.2 Regression method
Van Oordt and Zhou (2012) propose a regression method for testing cross-sectional dependence.
Their method consists of regressing the indicators of the occurrences of extreme events in the
different time series at time t on lagged (products) of indicators of extreme events in these series.
When considering one lag and d time series, the regression can be expressed as follows
It,i =
d∑
j=1
βjIt−1,j +
∑
k>j
βj,kIt−1,jIt−1,k +
∑
l>k
βj,k,lIt−1,jIt−1,kIt−1,l + . . .+
d∏
x=1
β1,...,dIt−1,x (34)
where It,i is the indicator function, which is one when an event arrives in market i at time t and
zero otherwise. Equation (34) can easily be modified to include more lagged terms or indicators
that identify the occurrence of events over a period of time in the past.
The β-coefficients and their standard deviations are easily estimated by Ordinary Least Squares
(OLS). By performing a Student’s t-test on the β coefficients, one can deduct whether the occur-
rence of extreme events in one or more series in the past contains ‘significant information’ on the
occurrence of extreme events in another series in the future.
The focus is on detecting whether or not event occurrences in other series have explanatory
power for the unconditional event rate in a series i. The aim of the Hawkes models is to model
the conditional event rate in a series i, possibly using the event occurrences in other series as
explanatory variables. In the Hawkes models events have the effect on the event rate that decays
as a function of time, while the regression (34) describes a stepwise decay. Therefore the method
of Van Oordt and Zhou (2012) does not fit into the Hawkes framework. However the method
of Van Oordt and Zhou (2012) is meaningful in the Hawkes framework if the conditional and
unconditional event rate are approximately equal. This is the case when the self-exciting part of
the event rate is small relative to the constant part of the event rate, that is when the parameters µ
and/or β are high and/or the parameter k0 is low relative to the other parameters.
3.2.3 Orthogonality test
Testing for orthogonality means testing for cross-sectional dependence between the occurrence of
extreme events at time t conditional on the information set Ht−1, that is, the entire history of the
event process up to time t. When event processes are orthogonal their event rates at time t can be
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related through events that occurred in the past, however innovations to these event rates are not
related. Therefore, the occurrence of multiple events at time t + 1 is as likely as if the processes
would be independent.
In some multivariate Hawkes models the event processes are not orthogonal. For example
Grothe et al.(2014) combine the intensities, with which events in the margins arrive, in a copula
function to derive the joint intensity with which in at least one margin an event arrives. As the joint
intensity is smaller than the sum of the marginal intensities, the probability of events occurring
simultaneously is larger than zero. Bormetti et al. (2013) let the marginal intensities at time t
dependent on the intensity of a latent factor at time t. The intensities differ as their sensitivity to
the intensity of this latent factor at time t differs. However the intensities share similar dynamics,
which makes the occurrence of events at the same time more likely than in a model in which event
processes are orthogonal.
Let
{
t˜1, .., t˜n
}
denote the combined event process which indicates the occurrence of one or
more events. The orthogonality test described in Lando and Nielsen (2010) is based on the fact
that in case of orthogonality, the process,
{
t˜1, .., t˜n
}
, is generated by the sum of the univariate
conditional intensities λi(t|θi;Hi,t), i ∈ {1, .., d}. The test prescribes to use residual analysis
technique of Ogata (1988) on the marginal intensities as if they were independent, to compute the
transformed times {τ˜n},
τ˜n =
∫ t˜n
0
d∑
i=1
λi(t|θi;Hi,t)dt =
d∑
i=1
∫ t˜n
0
λi(t|θi;Hi,t)dt (35)
The test states that if the event processes are orthogonal the transformed times are distributed
according to a homogeneous Poisson process with intensity 1. Also the transformed interarrival
times,
τ˜n − τ˜n−1 =
∫ t˜n
t˜n−1
d∑
i=1
λi(t|θi;Hi,t)dt =
d∑
i=1
∫ t˜n
t˜n−1
λi(t|θi;Hi,t)dt (36)
are independent exponential random variables with mean 1. In order to verify whether {τ˜n} is
Poisson with unit intensity, we perform the Kolmogorov-Smirnov (KS) test.
When the probability of an extreme event arriving in one time series is influenced by extreme
events that occurred in another series in the past, this time series is conditionally dependent on the
other series. When event processes are conditionally dependent, it is possible that the probability
of events occurring simultaneously, is still zero. These processes are independent of each other
when conditioned on all past information and thus orthogonal. Therefore, if event processes are
orthogonal, this does not imply that these processes are conditionally independent. Examples of
multivariate Hawkes processes that are orthogonal but not conditionally independent can be found
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in Bowsher (2002), Bowsher (2007), Embrechts et al., (2011), Aı¨t-Sahalia et al. (2013) and Aı¨t-
Sahalia et al. (2014).
4 Monte Carlo analysis of tests
Here we review the quality of the tests for detecting the dependence between series that follow a
Hawkes process. We evaluate the power and size of the LM test, the LR test, the regression method
and the orthogonality test, by means of a Monte Carlo analysis.
We simulate from the Hawkes models under the null hypothesis of zero cross-excitation and
under the alternative hypothesis. Under the alternative hypothesis the occurrence of events in one
series amplifies the probability that events arrive in another series. For the effects the events in one
series have on the conditional intensity in another series, we use the cross-triggering function (30).
Using (30), the effects of event occurrences among series on the conditional intensity of one series
decay at the same rate.
The considered Hawkes models differ as the parameters α and/or η are restricted to zero in
some of the models, while in other models these parameters can take values different from zero.
When α = 0 the sizes of former events do not influence the conditional intensity of new event
arrivals, while when α 6= 0 the probability that events are triggered is affected by the sizes of
previous events. When η = 0 the history of the event process does not have information on the
sizes of events in the future, while when η 6= 0 the sizes of events can be predicted from the past.
For the simulation exercise we use parameter values derived from estimating the Hawkes mod-
els under the null and the alternative hypothesis using the data of Grothe et al. (2014). Grothe
et al. (2014) consider extreme negative returns in European and US financial markets, which are
approximated by daily log-returns of the MSCI-USA and MSCI-EU indices over the period Jan-
uary 1, 1990 to January 12, 2012. To estimate the models the threshold is set at the 97.7% quantile
of the empirical distributions of the stock market returns. Models are estimated by numerically
maximizing their log-likelihood using the interior-point algorithm.
Table 1 presents the parameter estimates under the null of zero cross-excitation and the alter-
native which incorporates spillover effects between series. The parameter Γ12 (Γ21) controls the
cross-triggering of events in the US (EU) by the occurrence of events in the EU (US). Amongst
the multivariate Hawkes models the instantaneous effect of the occurrence of events in the EU on
the event rate in the US (Γ12), is between 0.7 and 1 times as large as the effect of events in the se-
ries itself (k0,1) in the Hawkes models in which the sizes of events do not influence the event rate.
For the EU, the ratio between the instantaneous cross-excitation and self-excitation effects, ranges
between 0.5 and 0.7. In the Hawkes models in which the event sizes do affect the event rate the
same ranges of ratios are found when the effect of events of the minimum magnitude is examined.
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Furthermore the standard errors of the parameters that control the cross-excitation effects (Γ12 and
Γ21) are comparable in size to those of the self-exciting parameters (k0,1 and k0,2). Therefore it
seems that the impact of events in a series on the event rate in another series is quite substantial
and should not be ignored. The parameters that control the self-excitation effects and the constant
part of the event rate are higher when the models are estimated under the null. Hence, the impact
of events on the event rate of the series itself and the number of spontaneously occurring events
seem overestimated in the univariate models, accounting for self-excitation as well as the back and
forth cross-excitation between series.
To quantify the effect of crashes in one market to another market, we examine the branching
ratio of crashes in the markets. The branching ratio is the expected number of events triggered
by an event. We compute the ratio by integrating the self-exciting part of the event rate from
zero to infinity. Amongst the Hawkes models, a US crash triggers on average 0.50 to 0.57 EU
crashes, while in the Hawkes models in which event sizes do not affect the conditional intensity
a EU crash only provokes 0.37 to 0.46 EU crashes on average. In the other Hawkes models the
expected number of EU crashes that follow the EU crash ranges between 0.29 and 0.37 for events
of the minimum magnitude. When the EU market crashes, this leads on average to 0.11 to 0.22 US
crashes amongst the Hawkes models. The expected number of US crashes generated by a US crash
varies between 0.47 to 0.56 in the Hawkes models in which event sizes do not affect the conditional
intensity. In the other Hawkes models this number varies between 0.36 and 0.45 for events of the
minimum magnitude. Thus, crashes in the US market have a great effect on the occurrence of
crashes in the EU market. The effect is even larger than the effect of crashes in EU market when
the influence of event sizes is ignored or the influence of smaller events is considered. The effect of
crashes in the EU market on the occurrence of crashes in the US market not so large as the cross-
triggering effect vice versa. However, this cross-triggering effect seems also quite substantial as
one US crash is expected after the occurrence of about 5 to 9 EU crashes.
Comparing the Hawkes models with the parameter restriction α = 0 to the Hawkes models
without this restriction, the magnitude of an extreme has a significant positive influence on the
probability of triggering another extreme for both sets of returns. This means that on average
larger events trigger more events than smaller events. Also the estimates for η are positive and
significant for both sets of returns. This suggests a model which incorporates the history of the
event process to prospect the sizes of subsequent events, matches the crashes closer than a model
which assumes the sizes of events are independent of the past. When η > 0, the mean and variance
of the distribution of the excess magnitudes of the events scale with the value of the cumulative
triggering function, and thus the probability of the arrival of an event triggered by another event.
This means that on average larger extremes are observed after the occurrence of more and/or big
events than after a tranquil period.
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[Table 1 about here.]
We test for the existence of cross-dependence among the simulated series. The Figures 1 and
2 display Hawkes processes simulated from respectively models under the null hypothesis of no
cross-excitation and models under the alternative hypothesis of cross-excitation as specified by
(30). The magnitude-time plots show that the simulated series share the major feature character-
istic of the Hawkes models, that is the clustering of events over time. However, different series
simulated from a model in which the occurrence of events in one series has no influence on the
occurrence of events in another series, do not necessarily exhibit clustering behavior at the same
time. This is further illustrated by the intensity plots as the event rates of the series do not spike at
the same time. In the case of spillover effects between series, events cluster not only through time
but also in the cross section. Therefore one can see that the derived conditional intensities of the
different series get high and low simultaneously.
[Figure 1 about here.]
[Figure 2 about here.]
We simulate 1000 series from the Hawkes models under the null hypothesis of zero cross-
excitation and the alternative over a period of 5000 and of 10000 days. The number of generated
events differs among the simulated series, but in expectation it is equal to 2.3% of the number
of days over which we simulate. The simulation procedure can be found in the appendix. In the
following the parameters Γ12 and Γ21 control the cross-triggering effects from one series to another.
In the case the occurrence of an event in series 1 (2) amplifies the probability that an event arrives
in series 2 (1), this is indicated by a parameter Γ12 (Γ21), that is significantly different from zero.
We defined the score in event numbers, however empirically we find similar results when the score
is defined in time points.
Table 2 reports the percentage rejections of the null hypothesis of zero cross-excitation at a 5%
level when performing the LM test. Reviewing the size and power of the LM test we conclude
the LM test is quite accurate. For T = 10000 the LM test is slightly undersized with percentage
rejections that vary between 2.6% and 5.6% over the different Hawkes models. Also the power
of the test is high as in 93.5% to 100.0% cases the Hawkes model with zero cross-excitation is
rightly rejected. When the time period over which the Hawkes models are simulated and estimated
is short, the quality of the LM test falls only a little bit. This can be explained by the small number
of events generated, such that the distribution of the LM test statistic has not entirely converged
to the asymptotic χ2(1)-distribution. For T = 5000, the test is slightly oversized as the test does
not reject the null in 4.6% to 7.7% of the cases. Although the power of the test is a little lower
17
compared to when the LM test is reviewed over the longer time period of T = 10000, the power is
still high with percentage rejections that range from 70.6% to 99.8%.
We compare the LM test to the computationally more demanding LR test. The LR test is sup-
posed to outperform the LM test, as the LR test uses information on the likelihood under both the
null and the alternative hypothesis, while for the LM test only the first is needed. Table 3 reports
the percentage rejections of the null hypothesis of zero cross-excitation at a 5% level when carrying
out the LR test. The LR test is more undersized than the LM test. Percentage rejections of the null
when performing the LR test on simulations from Hawkes models under the null, vary between
0.8% and 3.0%. The LR test is somewhat more powerful than the LM test. When the Hawkes
models are simulated under the alternative over 5000 days, this results in rejection percentages be-
tween 75.3% and 99.6%, when simulated over 10000 days rejection percentages range from 95.0%
to 100.0%. The rejection percentages of the LR test are are not so different from the percentages
found when carrying out the LM test, such that we conclude the performance of the LR test is only
a bit superior to the performance of the LM test. As the LR test is a lot more time consuming and
as the LM test performs very well, we prefer to use the LM test.
[Table 2 about here.]
[Table 3 about here.]
Table 4 reports the percentage rejections of the null hypothesis of zero cross-excitation when
applying the regression method on 1000 simulations from Hawkes models under the null and the
alternative. The regression method is described in Section 3.2.2. Table 4 reveals that the regression
method cannot be used to detect dependence between series as the method indicates presence of
cross-excitation while there is no cross-excitation in at least 51% of the cases amongst models
and simulation periods. Section 3.2.2 already mentioned that the method of Van Oordt and Zhou
(2012) does not fit into the Hawkes framework as it focuses on the unconditional event rate using
a stepwise decay function for the effect of events on the conditional intensity, while in Hawkes
models the effect of events on the conditional intensity decays smoothly as a function of time.
Here we conclude indeed that the regression method is a bad approach to examine the presence of
spillovers in a Hawkes framework.
[Table 4 about here.]
Table 5 shows the results of the orthogonality test on 1000 simulations from Hawkes models
under the null and the alternative. The Table reports the percentage rejections of the null hypothesis
of zero cross-excitation applying a Kolmogorov-Smirnov test on the transformed times (35). A
description of the orthogonality test can be found in Section 3.2.3. As explained in Section 3.2.3,
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the tests are not able to capture conditional dependence such that the power of the orthogonality
tests is low.
[Table 5 about here.]
5 Application to Financial Data
To illustrate the convenient use of the LM test for dependence when more than 2 series are in-
volved, we apply the test to 3 stock market indices, a bond market index and 3 exchange rate
markets. Hartmann et al. (2004) report that the stock-bond contagion is approximately as frequent
as the flight-to-quality phenomenon, where the latter is the outflow of capital from stock markets
to bond markets when the first are facing crises periods. Therefore we examine the spillover ef-
fects between extreme negative price movements in the equity indices and extreme negative price
movements as well as extreme positive price movements in the bond index. As Gonzalo and Olmo
(2005) find for the Dow Jones Stock Price Index and Dow Jones Corporate Bonds Indices that
causality of extremes seems to depend on the maturity of the bonds, and hence to identify depen-
dence between different stock and bond extremes, testing is necessary. Also, we investigate the
cross-dependence between the stock and bond markets on one hand and exchange rate markets
on the other hand. For the bond market we include series of both positive and negative exchange
rate extremes in our application. Furthermore we test for dependence within the segment of stock
markets and the segment of exchange rate markets.
With the LM test we are able to separately test for cross-excitation to one series from all the
other series at once because no estimation under the alternative hypothesis is required. In contrast
to the LR test for n series, n × (n + 1) models need to be estimated instead of n, which is quite
time-consuming in our case as it includes 11 series. The equity indices we consider are the S&P
index, the NASDAQ and the Dow Jones Industrial index. For the bond index we take the US
aggregate government bond series. The exchange rates we look at are the e/$-rate, the £/$-rate
and the U/$-rate. Our data consists of daily prices between January 1, 1990, and July 1, 2015. The
Hawkes models are applied to extreme price movements above the 95% quantile.
Table 6 reports the LM test statistics for dependence between extremes in the equity, the bond
and the exchange rate series. Here the element (i, j) corresponds to the cross-triggering effect to
the series in row i from the series in column j. Here we only present the results for the simplest
Hawkes models, in which event sizes are unpredictable and the sizes of past events do not affect
the probability of triggering new events. Results for the other models are similar.
Between markets, we find that crashes in the stock markets amplify the probability that ex-
tremes in the other markets occur. However, according to the LM test, there is a lack of spillover
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effects the other way around. The LM test detects both stock-bond contagion as the flight-to-
quality phenomenon. Moreover, the LM test statistics show that the effects from the equity indices
to the US bond market are strongest, see for example the LM statistics for the triggering of crashes
and booms in the US bond market by crashes in the S&P 500 index of respectively 29.48 and 17.15
and the LM statistic for the triggering of crashes in the US bond market by crashes in the DJI in-
dex of 22.35. Crashes in all the equity indices also provoke crashes and booms in the e/$-rate
and crashes in the U/$-rate, while only the S&P 500 index and the DJI index affect the £/$-rate.
Furthermore with the LM test we discover that crashes in the e/$-rate trigger crashes in the US
bond market and that booms in the US bond market trigger booms in the e/$-rate.
Within the stock market segment, we find that crashes in the NASDAQ provoke crashes in the
S&P 500 index as the LM statistic has a value of 8.15, and that crashes in both the S&P 500 index
and the NASDAQ increase the probability of a crash in de DJI index (LM statistics of respectively
13.42 and 12.75). We do not encounter evidence of cross-excitation from the DJI index to the other
indices. Therefore, we conclude that crashes in the NASDAQ have the largest influence among the
stock market indices. Within the exchange rate segment, the LM test indicates that the occurrences
of extremes in the e/$-rate and the £/$-rate are strongly related with a LM statistic of 15.51 for the
triggering of booms in e/$-rate by booms in the £/$-rate, a LM statistic of 11.48 for the reverse
effect and significant LM statistics for the triggering of crashes in one rate by crashes in the other
rate. Also, booms in U/$-rate trigger booms in the e/$-rate. However, as the LM test suggests,
extremes in the U/$-rate and the £/$-rate are independent of each other, and spillover effects from
other two exchange rates to theU/$-rate are absent. Hence theU/$-rate seems to behave differently
from the other two exchange rates.
All in all we conclude that there is substantial cross-dependence of extreme events in financial
markets, both within and between segments. To account for the cross-triggering phenomenon, we
therefore recommend that univariate Hawkes models be extended.
[Table 6 about here.]
6 Conclusion
We proposed Lagrange Multiplier (LM) based specification tests for univariate Hawkes models,
where the specific focus is on tests for contagion of extreme events across series. Thereby we
provided a general approach for testing different specifications of Hawkes models as well as an
adequate assessment of the contribution of including cross-sectional dependence in a point process
framework with serial dependence.
The models examined are based on the self-exciting Hawkes point process. The univariate
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Hawkes process is characterized by an event rate that increases when an event arrives, after which
it decays as a function of the time passed since the event. In case of cross-triggering effects between
series, the event rate also amplifies when an event occurs in another series such that series exhibit
clustering of events through time within series as well as clustering of events among series.
The LM principle can be used to test for omitted explanatory variables, which includes spillover
effects caused by the occurrence of events in other series, for omitted impact of the sizes of events
on the triggering of new events, for omitted predictability of event sizes, and for breaks in the
model parameters. When an extensive version of the conditional intensity is under investigation,
we notice that the score consists of a term which reflects the change in the probability distribution
of the time between two consecutive events and a term which reflects the relative change in the rate
at which events occur. In case the distribution of the event sizes is extended, the score reflects the
change in probability to observe an event of a certain magnitude. The LM test constructed from
the scores, enables us to verify whether the extension contributes to the prediction of occurrence
times or the magnitude of future events.
Reviewing the quality of the LM test for cross-triggering effects by means of a Monte Carlo
analysis, we conclude the LM test outperforms the regression method of Van Oordt and Zhou
(2012) and the orthogonality test discussed by Lando and Nielsen (2010). Over longer time pe-
riods, the power of the LM test is high and the LM test is seems properly sized. When the time
period considered is shorter, the quality of the LM test falls only a little. We also compare the LM
test to the computationally more demanding LR test. The LR test is supposed to outperform the
LM test, as the LR test uses information on the likelihood under both the null and the alternative
hypothesis, while for the LM test only the first is needed. The LM test facilitates to separately
test for amplification effects from multiple series to the conditional intensity of a series in one go,
while the LR test requires the estimation of (n + 1) models when n series are involved. The LR
test is more undersized but somewhat more powerful than the LM test. All in all, as the LR test is
a lot more time consuming and as the LM test performs very well, we recommend to use the LM
test in empirical analysis.
We illustrated the use of the LM test by examining the cross-sectional dependence between 3
US stock indices, a US bond index and 3 exchange rates between January 1, 1990, and April 10,
2015. Between markets, we conclude that crashes in the stock markets provoke extremes in the
other markets while the other way around spillover effects seem absent. The triggering effect from
the equity indices to the US bond market seems to be the strongest, where the LM test detects both
stock-bond contagion and the flight-to-quality phenomenon. Furthermore, with the LM test we
discovered that crashes in the the euro/$-rate trigger crashes in the US bond market and that booms
in the US bond market trigger booms in the euro/$-rate. Within the stock market and exchange
rate market segments, we also found strong evidence of cross-excitation. Therefore, we conclude
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that cross-dependence of extreme events in financial markets is high and that univariate Hawkes
models better be extended to account such a cross-triggering phenomenon.
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A Simulation procedures
A.1 Univariate procedure
1. Simulate the time till the first event from an exponential distribution with parameter µ. As
no other events are present yet the occurrence of the first event is Poisson distributed with µ,
the constant background rate. The time of the event t1 recorded is the end of the interval in
which the event occurs. Simulate the magnitude of the event from an independent General
Pareto Distribution.
2. For tn after t1 calculate the probability of the occurrence of no event in the interval [tn−1, tn]
using (6). Simulate a random number u from a uniform distribution on the interval [0, 1].
When u > P (N(tn)−N(tn−1) = 0) record the time point tn as the time of an event
and simulate the magnitude of the event from a General Pareto Distribution. When u <
P (N(tn)−N(tn−1) = 0) do nothing.
3. Repeat for all time points after t1 till tn = T .
A.2 Multivariate procedure
1. Obtain the time till the first event by simulating from exponential distributions with the
parameters µi, where i ranges from 1 to the number of simulated series d, and selecting the
lowest value among the simulated values. As no other events are present yet the occurrence
of the first event in series i is Poisson distributed with µi, the constant background rate.
The time of the first event t1 recorded is the end of the interval in which this event occurs.
Simulate the magnitude of this event from an independent General Pareto Distribution with
parameters that are characteristic for the size distribution of events in the market in which
the first event occurs.
2. For every series i ∈ {2, ..., d}, for tn after t1 calculate the probability of the occurrence
of no event in the interval [tn−1, tn] in the series using (6). Simulate d random number
u from a uniform distribution on the interval [0, 1]. For every series i ∈ {2, ..., d}, when
ui > Pi (N(tn)−N(tn−1) = 0) record the time point tn as the time of an event in se-
ries i and simulate the magnitude of the event from a General Pareto Distribution with pa-
rameters that are characteristic for the size distribution of events in series i. When ui <i
P (N(tn)−N(tn−1) = 0) do nothing.
3. Repeat for all time points after t1 till tn = T .
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Figure 1: Simulation Hawkes models without cross-excitation
(a) α = 0, η = 0 (b) α = 0, η = 0
(c) α 6= 0, η 6= 0 (d) α 6= 0, η 6= 0
Simulation in discrete time of genuine multivariate Hawkes models without cross-excitation. Parameters
and the minimum magnitude of events under consideration are set on the models estimated from the data
set of Grothe et al. (2014). Hawkes models with the parameter restriction α = 0, the magnitude of events
have no influence on the triggering subsequent events. In the Hawkes models with the parameter restriction
η = 0, the history of the events has no influence on the magnitude of subsequent events. Magnitudes and
times of the events and plots of the conditional intensity are presented.
28
Figure 2: Simulation Hawkes models with cross-excitation
(a) α = 0, η = 0 (b) α = 0, η = 0
(c) α 6= 0, η 6= 0 (d) α 6= 0, η 6= 0
Simulation in discrete time of genuine multivariate Hawkes models with cross-excitation specified by (30).
Parameters and the minimum magnitude of events under consideration are set on the models estimated
from the data set of Grothe et al. (2014). Hawkes models with the parameter restriction α = 0, the
magnitude of events have no influence on the triggering subsequent events. In the Hawkes models with
the parameter restriction η = 0, the history of the events has no influence on the magnitude of subsequent
events. Magnitudes and times of the events and plots of the conditional intensity are presented.
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Table 1: Parameter estimates used in simulation
Zero cross-excitation Cross-excitation
α = 0 α 6= 0 α = 0 α 6= 0
η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0
k0,1 0.0290 0.0333 0.0229 0.0250 0.0198 0.0216 0.0152 0.0154
(0.0069) (0.0075) (0.0064) (0.0067) (0.0071) (0.0068) (0.0062) (0.0056)
Γ12 0.0135 0.0212 0.0107 0.0150
(0.0059) (0.0075) (0.0049) (0.0060)
Γ21 0.0188 0.0265 0.0169 0.0230
(0.0091) (0.0102) (0.0082) (0.0090)
k0,2 0.0447 0.0455 0.0368 0.0349 0.0400 0.0360 0.0349 0.0317
(0.0092) (0.0087) (0.0091) (0.0079) (0.0118) (0.0113) (0.0111) (0.0103)
µ1 0.0059 0.0063 0.0064 0.0068 0.0053 0.0061 0.0056 0.0063
(0.0015) (0.0015) (0.0016) (0.0016) (0.0015) (0.0015) (0.0016) (0.0015)
µ2 0.0055 0.0055 0.0057 0.0058 0.0038 0.0041 0.0040 0.0043
(0.0012) (0.0012) (0.0013) (0.0013) (0.0011) (0.0011) (0.0012) (0.0012)
β1 0.0389 0.0458 0.0401 0.0464 0.0357 0.0463 0.0341 0.0428
(0.0097) (0.0106) (0.0100) (0.0107) (0.0117) (0.0127) (0.0128) (0.0135)
β2 0.0582 0.0594 0.0591 0.0616 0.0871 0.0979 0.0939 0.1081
(0.0114) (0.0104) (0.0119) (0.0111) (0.0251) (0.0287) (0.0274) (0.0305)
ξ1 0.2886 0.1614 0.2886 0.1566 0.2886 0.1302 0.2886 0.1367
(0.1268) (0.1068) (0.1268) (0.1049) (0.1268) (0.1033) (0.1268) (0.1008)
ξ2 0.2364 0.1635 0.2364 0.1472 0.2364 0.1293 0.2364 0.1178
(0.1202) (0.0914) (0.1202) (0.0883) (0.1202) (0.0835) (0.1202) (0.0826)
φ1 0.8501 0.4599 0.8501 0.4818 0.8501 0.3908 0.8501 0.4072
(0.1290) (0.1012) (0.1290) (0.1028) (0.1290) (0.0889) (0.1290) (0.0918)
φ2 0.8867 0.4479 0.8867 0.4737 0.8867 0.4078 0.8867 0.4384
(0.1303) (0.1019) (0.1303) (0.1026) (0.1303) (0.0953) (0.1303) (0.0983)
α1 0.1736 0.1915 0.1494 0.1794
(0.0874) (0.0755) (0.1177) (0.1011)
α2 0.1495 0.2042 0.1405 0.1627
(0.0806) (0.0647) (0.1370) (0.1298)
η1 0.2597 0.1722 0.4408 0.3145
(0.0797) (0.0646) (0.1213) (0.1014)
η2 0.3164 0.2120 0.4100 0.2977
(0.0875) (0.0702) (0.1047) (0.0898)
The parameters estimates are derived applying the Hawkes models to daily log-returns of the
MSCI-USA and MSCI-EU indices over the period January 1, 1990 to January 12, 2012. In
the Hawkes models that enable cross-excitation, the parameters Γ12 and Γ21 control the cross-
triggering effect from the EU to the US and the cross-triggering effect from the US to the EU. In
the Hawkes models with the parameter restriction α = 0, the magnitude of events have no influ-
ence on the triggering subsequent events. In the Hawkes models with the parameter restriction
η = 0, the history of the events has no influence on the magnitude of subsequent events. Standard
deviations are shown in between parentheses.
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Table 2: Size and power LM tests
T=5000 T=10000
α = 0 α 6= 0 α = 0 α 6= 0
η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0
Size Γ12 6.1 7.7 4.9 5.5 4.0 2.6 4.9 5.6
Γ21 4.6 4.6 4.9 6.3 3.8 3.4 3.4 3.2
Power Γ12 75.0 87.9 70.6 77.4 93.5 98.8 94.1 96.4
Γ21 95.9 99.8 94.6 96.3 100.0 100.0 100.0 100.0
Percentage rejections of the null hypothesis of zero cross-excitation, when performing the LM test
on 1000 simulations from Hawkes models over a time period of 5000 and 10000 time instances
using 5% critical values. For the power of the tests the models are simulated under the alternative,
while for the size the models are simulated under the null. The parameters and the minimum
magnitude of events are set on values estimated from the data set of Grothe et al. (2014). The
parameters Γ12 and Γ21 control respectively the cross-triggering effect from series 2 to series 1 and
the cross-triggering effect from series 1 to series 2 (25). In the Hawkes models with the parameter
restriction α = 0, the magnitude of events have no influence on the triggering subsequent events. In
the Hawkes models with the parameter restriction η = 0, the history of the events has no influence
on the magnitude of subsequent events.
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Table 3: Size and power LR tests
T=5000 T=10000
α = 0 α 6= 0 α = 0 α 6= 0
η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0
Size Γ12 2.4 3.0 2.0 2.3 1.5 1.0 2.5 2.5
Γ21 2.4 1.4 2.4 2.6 1.5 0.8 1.8 1.3
Power Γ12 79.0 89.6 75.3 81.7 95.0 99.2 96.7 97.7
Γ21 95.5 99.6 94.8 96.9 100.0 100.0 100.0 100.0
Percentage rejections of the null hypothesis of zero cross-excitation, when performing the LR test
on 1000 simulations from Hawkes models over a time period of 5000 and 10000 time instances
using 5% critical values. The parameters and the minimum magnitude of events are set on values
estimated from the data set of Grothe et al. (2014). The parameters Γ12 and Γ21 control respectively
the cross-triggering effect from series 2 to series 1 and the cross-triggering effect from series 1 to
series 2 (25). In the Hawkes models with the parameter restriction α = 0, the magnitude of events
have no influence on the triggering subsequent events. In the Hawkes models with the parameter
restriction η = 0, the history of the events has no influence on the magnitude of subsequent events.
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Table 4: Size and power regression method
T=5000 T=10000
α = 0 α 6= 0 α = 0 α 6= 0
η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0 η = 0 η 6= 0
Size
Margin 1 β1 76.9 77.3 78.4 74.0 96.4 95.8 95.8 93.2
β2 51.4 51.0 51.4 51.3 81.6 80.9 81.3 73.0
β1,2 42.4 46.0 44.1 39.5 71.5 73.1 69.4 64.6
Margin 2 β1 50.8 50.6 50.2 46.8 79.2 78.4 78.6 70.7
β2 77.8 77.3 79.8 75.3 96.4 95.8 96.0 93.1
β1,2 55.8 55.4 57.7 50.5 81.2 79.8 80.8 71.5
Power
Margin 1 β1 92.9 94.1 92.4 86.9 99.6 99.5 99.7 97.6
β2 93.9 95.8 93.0 90.8 99.6 99.6 99.5 98.4
β1,2 72.7 76.2 71.4 68.6 75.3 75.5 80.2 80.0
Margin 2 β1 93.1 94.8 91.7 88.8 99.5 99.7 99.3 98.6
β2 95.7 96.1 94.5 90.3 99.7 99.8 100.0 98.8
β1,2 75.3 80.1 75.8 72.4 76.0 77.4 77.4 81.1
Percentage rejections of the null hypothesis of zero cross-excitation, when applying the regression
method on 1000 simulations from Hawkes models over a time period of 5000 and 10000 time
instances using 5% critical values. The parameters and the minimum magnitude of events are
set on values estimated from the data set of Grothe et al. (2014). In the Hawkes models with the
parameter restriction α = 0, the magnitude of events have no influence on the triggering subsequent
events. In the Hawkes models with the parameter restriction η = 0, the history of the events has
no influence on the magnitude of subsequent events.
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Table 5: Size and power orthogonality tests
Size Power
T 5000 10000 5000 10000
α = 0 η = 0 1.0 1.6 15.0 22.8
η 6= 0 2.7 2.3 15.4 22.2
α 6= 0 η = 0 1.6 0.8 13.8 22.0
η 6= 0 1.8 2.5 16.6 19.6
Percentage rejections of the null hypothesis of zero cross-excitation, when performing
Kolmogorov-Smirnov test on the transformed times (35) of 1000 simulations from Hawkes mod-
els over a time period of 5000 and 10000 time instances using 5% critical values. The parameters
and the minimum magnitude of events are set on values estimated from the data set of Grothe et
al. (2014). In the Hawkes models with the parameter restriction α = 0, the magnitude of events
have no influence on the triggering subsequent events. In the Hawkes models with the parameter
restriction η = 0, the history of the events has no influence on the magnitude of subsequent events.
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