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Outline of the thesis 
Chapter 1 Introduction 
   This chapter briefly introduce the importance of solving named entities, the background of entity linking task. Named 
entities that refer to real object in the world are essential components in natural language processing. However, resolving 
named entity mentions is facing two problems: variety and ambiguity. To solve those problems, entity linking (EL) could link a 
mention to its corresponding entity in the KB. EL is useful in many NLP tasks including information retrieval, question 
answering, search digital libraries, etc. Furthermore, grounding written language with respect to background about real-life 
entities and word events is important for building general or domain-specific knowledge base and ontologies.  
This thesis focuses on exploring advanced methods that can be applied on building entity linking system.  
   Moreover, there are two key challenges of this task are variety and ambiguity problems of named entity mentions. To 
solve these two problems, there are two research issues in this work: candidate retrieval and candidate ranking. This chapter 
summarize the contributions of this thesis including exploring the research of candidate retrieval, studying linguistic features 
for candidate ranking, exploring the effectiveness of embedding features in candidate ranking and constructing a Japanese 
pipeline entity linking system. 
Chapter 2 Preliminaries and Literature Review of Entity Linking 
   In this chapter, we present an overview of word sense disambiguation and entity linking tasks.  Sense ambiguity is one of 
the well-known tasks in NLP. It is easy for humans to disambiguate words and names while it is difficult for computers. The 
definition of sense ambiguity problem is widely considered to solve the ambiguity of common nouns, adjectives, and verbs. 
The problem of named entity recognition and classification became an essential task of information extraction in the 1990s. 
Recently, more and more attention was payed to the ambiguity problem of named entities.  
    Then, we introduced the general framework of entity linking including several key components: mention detecting, 
candidate retrieval, candidate ranking and NIL determination. We overview the related studies of candidate retrieval and 
candidate ranking. To give a general overview, we reviewed recent approaches in entity linking from different aspects. Since 
entity linking has attracted a lot of attention in recent years, there has been a huge number of publications. Here, we mainly 
concentrate on supervised approaches that link entity mentions in text to Wikipedia. Approaches could be summarized into two 
classes: Linguistic Features and Link Features. We also focus on the development of entity linking in Japanese language. We 
summarized several advanced embedding approaches that applied in entity related tasks. 
    In the end of this chapter, a traditional English EL dataset and a new Japanese Wikification corpus is introduced as well.  
 
Chapter 3 Exploring Candidate Retrieval for Entity Linking 
    This chapter comparably studies on conventional candidate retrieval approaches, such as search-based approach and 
alias-based approach. In the candidate retrieval phase, if candidate retrieval cannot include correct entity into candidate lists, the 
next candidate ranking process will be fall. Thus, it is common to generate a candidate list as long as possible. A high-recall and 
short length candidate list may benefit the performance of the next process, candidate ranking, so we need high-recall candidate 
lists, which contain small amounts of candidate entities. However, previous studies did not explore the research of candidate 
retrieval, there are two main problems in previous work: lack of comparable study on the performance of candidate retrieval 
and lack of thorough analysis to mentions unreached to correct entities. 
    In this chapter, we study on conventional candidate retrieval approaches, such as search-based approaches and alias-based 
approaches. For search-based approach, we investigate methods based on different searching fields and strategies, and evaluate 
off-the-self search engines. For alias-based approach, we firstly discuss how to extract name alias from various resources. Then 
we construct an alias dictionary containing numerous many-to-many mappings between aliases and name entities. What’s the 
more, we compare the performance of search-based method with that of alias-based method. We also analyze and classify 
failure cases unreached to the correct entities. Moreover, in order to achieve the goal of generating high-recall and short 
candidate list, we consider a mention extension process for improve the recall and a pruning process for eliminating noisy 
candidates. Finally, we confirm that applying fuzzy matching on alias dictionary can provide a high-coverage candidate sets 
containing seldom noisy candidates, especially adding mention extension and pruning. 
 
Chapter 4 Exploring Candidate Ranking for Entity Linking   
    In this chapter, we formulate the candidate linking task and utilize a supervised model to rank candidate entities. We study 
and apply various prevalent linguistic features for English EL in multiple aspects, such as surface string similarity, text 
similarity, entity characteristics, etc. The effectiveness of linguistic features has been verified on TAC KBP data set. What’s the 
more, we deeply study the performance of context related features. In addition, we analyze different performance of features on 
mentions that have different entity types. Furthermore, we reuse several effective features for Japanese entity linking and 
confirm their strength via experiments on Japanese Wikification corpus. Ultimately, we evaluate the overall performance of 
pipeline system on TAC KBP data set. Finally, we analyze the failure errors of the proposed system. 
     
Chapter 5 Embedding Features for Candidate Ranking   
    This chapter describes three embedding models for constructing low dimensional vectors for the context of mentions and 
description text of entities: word, entity and paragraph vectors. We proposed a new entity embedding inspiring by word2vec. In 
addition, we illustrate the preprocessing and procedures of learning embedding models on a large-scale unstructured corpus, 
Wikipedia. What is more, we verity the effectiveness of embedding features on Japanese Wikification corpus. Finally, a new 
entity linking system is constructed to outperforms the previous work with significant margins.  In this chapter, we verity the 
effectiveness of embedding features on Japanese Wikification corpus. 
 
Chapter 6 Conclusions 
    In this chapter, we summarized our work and findings. We investigated and developed two key components of EL, 
candidate retrieval and candidate ranking. We build a searchable alias dictionary to generate referent Wikipedia articles for the 
given mentions. Comparing with the methods based on string similarity, the alias dictionary extracted from Wikipedia was 
verified more effective on generating candidate lists with high-recall and short length. Moreover, we integrated several 
advanced linguistics feature sets and comprehensively studied their effectiveness o on English EL. In addition, we applied 
linguistics feature sets on Japanese EL and verified they are effective for Japanese EL as well. Furthermore, we jointly learned a 
new entity representation model and improved the system performance by adding features based on the learned entity 
embeddings. We verified that word vectors and paragraph vectors also effectively improve the system performance. All in all, 
our system overcome the previous work on Japanese corpus with significant margins. 
    For the future work, we consider and plan to improve our system in the following aspects: 
1) NIL Determination. Since we use a simple heuristic method to determine non-NIL and NIL mentions, the accuracy 
significantly drops after NIL determination process. In the future work, we will explore effect features for determining 
NIL entities and improve the NIL determination method by using supervised approaches. 
2) Candidate Retrieval. In future work, we plan to use the technology of cross-lingual information retrieval to solve the 
transliteration problems between Japanese and English. We also consider developing methods for matching 
abbreviations between Japanese mentions and Wikipedia articles. We plan to incorporate some additional features. 
3) Candidate Ranking. The candidate ranking method may be improved by leveraging advanced methods, such as 
Convolutional Neural networks (CNN) and Long Short Term Memory (LTSM) networks, instead of simply using the 
average of vectors. Moreover, we plan to combine linguistic features with link-based methods to further improve our 
system. 
4) Mention Detection Finally, we will plan to incorporate a mention detection component with the current system to 


































に埋め込む word2vec モデルからのアナロジーに基づくもので、Wikipedia を利用したエンティテ
ィ埋め込みの学習手法が提案されている。得られたエンティティ埋め込みは、日本語Wikification
コーパスに対するエンティティ・リンキングにおいて有効性が確認されている。 
 第６章は結論である。 
 以上本論文は、エンティティ・リンキングの技術的課題の解決を目的として、その中心的な課
題である候補検索および候補ランキングについて新しい手法を提案し、大規模な評価実験・分析
の結果を報告したものである。候補検索については別名辞書の構築方法および別名辞書に基づく
検索手法の有効性を定量的に示し、また候補ランキングについてはエンティティ埋め込みという
画期的な手法を提案しその有効性を示した。これらの成果は日英両言語を対象に検証されており、
言語横断的な一般性の観点からも高く評価できる。最終的な成果物としてエンティティ・リンキ
ング・システムの開発まで完了しており、実用面での貢献も大きい。このように、情報科学の発
展に寄与するところが少なくない。 
 よって、本論文は、博士（情報科学）の学位論文として合格と認める。 
 
