Abstract. We present a modular tool chain for high performance CFD simulations of pulsatile blood flow in intracranial aneurysms. We describe a path from in-situ imaging (ie. CT and MRI) to flow simulations and show different modules for obtaining anatomically accurate and allover smooth meshes suitable for computed fluid dynamics (CFD) as well as methods for computing the blood flow in a robust and high performing way.
INTRODUCTION
Intracranial aneurysms occur in about 1 − 5% of the adult population and about 20 − 50% of these rupture during their lifetime [1] . The mortality due to hemmorage following a rupture is between 40 − 50%. Surgical treatment of cerebral aneurysms according to gold standard procedures is associated with a post-and intraoperative mortality between 0.5 − 1.5% [2] . Due to the considerable risks involved, careful analysis of the aneurysm is warranted when evaluating surgery. Here we propose non invasive means such as imaging and numerical intraaneurysmal flow studies.
Contrary to the benefits awarded by the rapid developments of resolution and accuracy of diagnostic imaging techniques, the new possibilities of visualization and simulation have not yet found their way into clinical practice. Due to the increasing computational power of both CPUs and GPUs three-dimensional visualization and CFD simulations are no longer the prerogative of supercomputers.
We present a modular tool chain suitable for modern desktop computers and so for clinical, daily routine. Figure 1 depicts the sequence to get from imaging to a flow simulation. The main steps are segmentation, meshing, and the proper selection of simulation parameters as well as simulation methods. The goal is to get an accurate and fast simulation of the pulsatile blood flow in a vessel system. On the way from imaging to blood flow simulations the following characteristics are crucial and have been achieved by our tool chain:
• modularity, compatibility, and extensibility for easily exchanging and adding components, which is generally important due to ongoing enhancements on all parts of the tool chain.
• usability and high performance are essential criteria for clinical practice. Not only the time spent waiting for results of a simulation but also the time to get familiar with the software are strictly limited.
• accuracy and robustness for a wide range of applications and solving even mathematically ill-conditioned cases.
THE TOOL CHAIN
In this section we explain the single parts of the tool chain. The characteristics and requirements of the individual modules of the tool chain, which are formed by selected specialized applications, are discussed and their contribution to the aforementioned aims is shown.
The first step after imaging itself is to segment the input data set in order to make it accessible to the subsequent steps. A three-dimensional structure has to be extracted from a series of two-dimensional gray value images which represent slices through the area of interest. The extraction of structures follows the boundaries between different tissues [3] . Segmentation makes use of and relies on contrast as well as on geometrical factors encountered. The experience and expertise of a user are essential, as all subsequent steps depend on ensuring adequate results in this step.
Two different software packages have been used in the segmentation module, VMTK [4] and ITK-Snap [5] , both providing multiple segmentation algorithms but differing in their abilities of post processing and the usability. ITK-Snap focuses on usability and provides a graphical interface during the whole process. VMTK, on the other hand, whose components have to be controlled by alternating between command line and GUI, provides methods for smoothing and a feature for a skeletonization to center lines and rebuilding of the structure with circles of average diameter [6] . For smoothing and cropping of the extracted structures, MeshLab [7] has been used. All of the tools support several input and output file formats, so a high degree of modularity and compatibility is achieved.
After segmentation and post processing the resulting structure has to be meshed, the model has to be specified as a mathematical problem, and the respective equations have to be solved. To achieve the highest possible grade of modularity an extended version of a generic mesh generator interface [8, 9] has been used, allowing generic access to various mesh generators [10] [11] [12] .
In the current configuration we chose a suite with meshing and solving software, NetGen [12] as mesher and NGSolve [13] in conjunction with the NGSFlow-package [14] , providing adaptive meshing with hp-refinement as well as a high performance and robust way of solution.
Contrary to uniform refinement which results in many unnecessarily fine regions and therefore excessively long simulation times, adaptive meshing contributes to the necessity of inhomogeneous and anisotropic refinement [15] . The hp-adaptivity provides different ways to refine an element, which are preferable to from both h-and p-adaptivity due to the large number of combinations for the polynomial degrees on the subelements. The hp-refinement combines adaptively elements with variable size h and polynomial degree p in order to achieve exponential convergence rates [16] .
No matter how sophisticated the deployed refinement strategies are, they increase the computational burden of the simulation. Therefore, it is necessary to make efficient use of the available computing recourses. The recent introduction of multi core machines into the main stream makes parallelization a highly interesting goal, even for desktop systems. Beside deploying parallel matrix solvers [17, 18] for the solution of the equation system, assembly is a promising candidate for parallelization in the FEM procedure. This can be facilitated by partitioning the set of traversed elements into disjoint parts [19] .
The mathematical problem to solve in this case is described by the incompressible, unsteady Navier-Stokes equations [20] , which are nonlinear partial differential equations. They are obtained when considering incompressible flow of Newtonian fluids. In our tool chain the local discretization is performed by the Discontinuous Galerkin Finite Element Method (DG-FEM) [21] , which combines features of the finite element (higher order approximations) and the finite volume (flow conservation) methods [22] . For time discretization the chosen modules use implicit-explicit (IMEX) schemes [23] . This method combines both robustness and high performance by avoiding to solve nonlinear, non symmetric equations as well as to integrate the stiff part with an explicit scheme.
APPLICATION OF THE TOOLCHAIN
The application we present is a model of an experimental aneurysm created on an artificial bifurcation of the carotis communis of a rabbit [24] . Due to intracranial aneurysms are mostly diagnosed by chance the experimental aneurysms provide accurate models with the possibility of miscellaneous adjustments regarding size, position an other geometrical parameters. The diagnostic imaging was performed with an 1.5T MRT, where several sequences of DICOM images were taken each pre and post contrast enhancement. The aneurysm we modeled was embolized and then partially recanalized.
After segmenting the area of interest with ITK-Snap and MeshLab, the meshing was performed with NetGen, as outlined in the previous section. Subsequently, we solved the non-stationary, incompressible Navier-Stokes equations as described for the flow simulation module. Figure 2 shows the segmented aneurysm as well as the resulting mesh which is used as input for the simulation. For the boundary conditions we assumed the vessel walls to be non porous, the outlets to be open, and the inlet to carry a pulsatile flow with 60 beats min . The periodic time dependent flow profile is depicted in Figure 3 . It is applied in the center where it has a minimum velocity v min = 460 Because of the small vessel diameters and the comparatively high velocities the non-rigidity of the vessel walls was neglected and the blood was modeled as Newtonian fluid with a density ρ = 1.055 · 10 −6 kg mm 3 and a dynamic viscosity η = 4.9 · 10 −6 kg mm·s , from which a kinematic viscosity ν = 4.645
s was derived. Both, the boundary conditions and the blood flow parameters (except the time dependent profile), were taken from literature [25] .
The streamlines of the velocity vector field in Figure 4 represent the resulting blood flow in the aneurysm, depicting a parabolic flow profile with its maximum at the centerline of the vessel. The figure shows how a turbulence is caused by the flow in the recanalized part which results in higher shear stress and therefor higher risk of rupture. The rest of the aneurysm sack has no flow, since it has been embolized. 
CONCLUSION AND OUTLOOK
We presented a modular tool chain for high performance CFD simulations in intracranial aneurysms. The focus was on modularity and high performance, but also on robustness, usability and compatibility. The application was demonstrated on an experimental aneurysm at an artificial bifurcation of the carotis.
Further investigations on usability and automatization have to be done. So far most parts regarding segmentation depend on the user's skills and can not be fully automated. Artificial intelligence in combination with anatomic atlases [26] could be a possible improvement. Also a graphical input for the boundary conditions would be helpful to use the tool chain in clinical practice.
