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1. Introduction
For a long time, the Korteweg–de Vries (KdV) equation has attracted much attention due to its signiﬁcant nature in phys-
ical contexts, stratiﬁed internal waves, ion-acoustic wave, plasma physics (see [1,2]). One of the most frequently encountered
KdV equations has the following form
Ut + UUx − Uxxx = 0. (1.1)
Russell in 1834 at ﬁrst observed solitary waves, after 61 years Korteweg and de Vries derived this nonlinear evolution
equation. Until 1965 Zabusky and Kruskal [3] discovered that the solitary wave solutions of (1.1) have the remarkable
property that the interaction of two solitary wave solutions is elastic, then a large number of papers have been devoted
to the study of KdV equation and the number has been continuously increasing. Most of them investigated the explicit
solitary wave, there are various classical methods to obtain it. These methods were mainly established from the late 1960s
to 1990s, such as Inverse Scattering transformation (Gardner, Greene, Kruskal and Miura (GGKM) founded in 1967), Bäcklund
transformations (Wahlquist and Estabrook in [10] ﬁrstly applied to KdV equation), Lie group theoretical methods, which was
in early 1970s applied to KdV equation, Darboux transformations (Gu and Hu mainly developed it in the 1980s and 1990s),
and so on (see, e.g., [4–11]). Recently, many researchers have paid attention to the perturbed KdV equation, for example,
Ogawa [12], Herman [13], Hai and Xiao [14], generalized KdV equation (see, e.g., [15–17]), numerical analysis for the KdV
equation (see, e.g., [6]), and so on.
It is well known that the KdV equation (1.1) possesses the solitary wave solutions
U (x, t) = −12λ2sech2{λ(x+ 4λ2t − x0)}, (1.2)
where λ and x0 are constant.
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in modeling. Obviously, the KdV equation with time delay has more actual signiﬁcance. Zhao [20] has considered solitary
wave solutions of the GKdV equation with distributed delays. It is natural to ask whether the KdV equation with discrete
time delay would possess solitary wave solution and the methods mentioned above can be extended to the KdV equation
with time delay, a prototype of which takes the form
Ut(x, t − τ ) + UUx + τUxx(x, t − τ ) − Uxxx = 0, (1.3)
where τ is a given constant, Uxx(x, t − τ ) means the backward diffusion with time delay. Unfortunately, if we look for
a wave solution U (x, t) = ϕ(x + ct) with c > 0, then we obtain the following third order functional differential equation of
the proﬁle ϕ
cϕ′(ξ − cτ ) + ϕϕ′ + τϕ′′(ξ − cτ ) − ϕ′′′ = 0. (1.4)
But it seems diﬃcult to directly apply the methods mentioned above to Eq. (1.4). The diﬃculty, due to the presence of delay
in the backward diffusion term, prevents us from directly applying the known results which are mentioned above to tackle
the existence of solitary wave solution for delayed KdV equation.
It is the purpose of this paper to show that, despite the above diﬃculty, the classical inertial manifold theory provides an
effective tool in establishing the existence of solitary wave for delayed KdV equation, at least for certain classes of delayed
KdV equation enjoying small time delay. We mainly take the following version:[
αUt(x, t) + (1− α)Ut(x, t − τ )
]+ U (x, t)Ux(x, t) + τUxx(x, t − τ ) − Uxxx(x, t) = 0, (1.5)
and
Ut(x, t) + U (x, t − τ )Ux(x, t) + τUxx(x, t − τ ) − Uxxx(x, t) = 0, (1.6)
where τ ∈ [0,b], for some b  0, α ∈ [0,1] and Uxxx represents the dispersion effect. Obviously, (1.3) is a particular case
of (1.5), namely α = 0. We pay attention to the case that time delay τ is suﬃciently small, then Uxx(x, t − τ ) can also be
considered as the perturbation term of (1.5).
A solitary wave solution of (1.5) and (1.6) is a special translation invariant solution of the form U (x, t) = ϕ(x+ ct), where
ϕ ∈ C3(R,R) is the proﬁle of the wave that propagations through the one-dimensional spatial domain at a constant wave
speed c > 0. If for some c > 0, there is a wave solution ϕ deﬁned on R satisﬁes that ϕ is asymptotic to the rest state ϕ = 0
as ξ → ±∞, where ξ = x+ ct , that is,
lim
ξ→±∞ϕ(ξ) = 0 (1.7)
exist, then U (x, t) = ϕ(x+ ct) is called a solitary wave with speed c.
Substituting U (x, t) = ϕ(x+ ct) into (1.5) and (1.6) respectively, and letting ξ = x+ ct which is called a traveling coordi-
nate, we know that ϕ must satisfy the following functional differential equations
c
[
αϕ′ + (1− α)ϕ′(ξ − cτ )]+ ϕϕ′ + τϕ′′(ξ − cτ ) − ϕ′′′ = 0, ξ ∈R, (1.8)
and
cϕ′ + ϕ(ξ − cτ )ϕ′ + τϕ′′(ξ − cτ ) − ϕ′′′ = 0, ξ ∈R. (1.9)
The remaining part of this paper is organized as follows. Section 2 is devoted to some preliminary discussion. We shall
introduce the Inertial manifold theory in [21–24], which is useful for the main theorems, some results on solitary wave
for the system (1.5) and system (1.6) without delay which are needed for subsequent analysis, and some results about
homoclinic bifurcations which are useful for the discussion of the critical case, namely α = 1. In Section 3, we establish the
existence of solitary wave solutions for (1.5) with small time delay τ > 0 and α ∈ [0,1), discuss the critical case α = 1, and
present the existence of solitary wave solutions for system (1.6). The traveling wave equation (1.8) will be recasted as a two-
dimensional system with time delay and then Inertial manifold theory will be applied to the corresponding modiﬁed system.
Using this theory, it will be shown that the wave takes place on a two-dimensional inertial manifold. When α ∈ [0,1),
some geometric method of differential manifold and implication function theorem are used to establish the existence of
a homoclinic orbit to origin in this manifold, and this homoclinic orbit is the solitary wave solution we are seeking for. For
α = 1, we make use of some homoclinic bifurcations theory.
2. Preliminaries
In this section, we introduce some deﬁnitions and lemmas, which will serve the main proofs of the existence of the
solitary wave.
We ﬁrst introduce some known results about Inertial manifold from the paper [21–24]. Let’s consider the delay equation
with small discrete delay
x˙(t) = f (x(t), x(t − τ )), (2.1)
where x ∈R2 and τ > 0 is a small delay. It is a special case which was mentioned in [21,22], that is, n = 2.
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sup
t∈R
e−|t|/τ
∣∣y(t)∣∣< ∞.
Suppose that η : R × R2 → R2 is a continuous function such that for each ζ ∈ R2 the function t → η(t, ζ ) is a special
solution of delay equation (2.1). The function η is called a special ﬂow for delay equation (2.1) if
η
(
t, η(s, ζ )
)= η(t + s, ζ ), η(0, ζ ) = ζ,
whenever t, s ∈R and ζ ∈R2.
Deﬁnition 2.2. (Cf. [21].) The manifold Mτ in the phase space of delay equation (2.1) is said to be inertial manifold if Mτ
is an invariant, ﬁnite dimensional, and smooth manifold that attracts all other solutions exponentially fast.
Lemma 2.3. (See [21,22].) Suppose that f : R2 × R2 → R2 is a C∞ function and sup(x,y)∈R2×R2 |Df (x, y)| < ∞, then there exists
suﬃciently small b > 0 such that the delay equation (2.1) has a C∞ family of special ﬂows η : R× R2 × (−b,b) → R2 . Moreover,
for any τ ∈ [0,b), a special ﬂow η(t, ζ, τ ) form a 2-dimensional C∞ inertial manifold Mτ in the inﬁnite-dimensional phase space
C([−τ ,0],R2).
It is easily seen that for any τ ∈ [0,b), a special ﬂow η(t, ζ, τ ) for the delay equation (2.1) satisﬁes
∂η
∂t
(t, ζ, τ ) = f (η(t, ζ, τ ),η(t − τ , ζ, τ )), η(0, ζ, τ ) = ζ,
for (t, ζ ) ∈R×R2.
It should be noted that the inertial manifold Mτ for delay equation (2.1) is parametrized by R2 in following way: for
each vector ζ ∈Rn , the inertial manifold contains a unique special solution t → η(t, ζ, τ ) of the delay equation (2.1) which
satisﬁes the initial condition η(0, ζ, τ ) = ζ .
In fact, by the smoothness of the inertial manifold Mτ of the delay equation (2.1), Mτ would be generated by a smooth
vector ﬁeld, that is, the inﬁnitesimal generator of the special ﬂow. The inertial vector ﬁeld X—the vector ﬁeld with ﬂow
η—is given (in local coordinates on Mτ ) by
X(ζ, τ ) := ∂
∂t
η(t, ζ, τ )|t=0 = f
(
ζ,η(−τ , ζ, τ )).
Note that the smoothness of the inertial vector ﬁeld X depends only on the smoothness of η restricted on (−b,0] ×R2 ×
[0,b) and the inertial vector ﬁeld X on Mτ determines the long-term behavior of the delay equation (2.1).
The expansion of the family of inertial vector ﬁelds X(ζ, τ ) = f (ζ,η(−τ , ζ, τ )) with respect to τ at τ = 0 is
X(ζ, τ ) = f (ζ, ζ ) − τ D2 f (ζ, ζ ) f (ζ, ζ ) + τ
2
2!
{
D22 f (ζ, ζ )
(
f (ζ, ζ ), f (ζ, ζ )
)
+ D2 f (ζ, ζ )
(
D1 f (ζ, ζ ) + 3D2 f (ζ, ζ )
)
f (ζ, ζ )
}+ O (τ 3), (2.2)
where D1 f (respectively, D2 f ) denotes the partial derivative with respect to the ﬁrst (respectively, the second) argument
of f .
On the other hand, the results of system (1.8) and system (1.9) without delay are useful and necessary, because the
questions we shall be addressing are the questions of persistence of solitary waves when the delay is small.
In traveling wave form, with U (x, t) = U (ξ), ξ = x + ct and c > 0, system (1.8) and system (1.9) without delay have the
same form (i.e., KdV equation (1.1)):
cϕ′ + ϕϕ′ − ϕ′′′ = 0, (2.3)
where ′ denotes the derivative by ξ . Using the boundary condition at −∞, system (2.3) can be integrated once to yield
cϕ + 1
2
ϕ2 − ϕ′′ = 0. (2.4)
Moreover, if we perform the scaling u = ϕ/c and z = √cξ to system (2.4), then it is given as
u + 1
2
u2 − u¨ = 0, (2.5)
where ˙ denotes the derivative by z. It has an equivalent form{ v˙1 = v2,
v˙2 = v1 + 1
2
v21.
(2.6)
The following lemma yields the existence of a solitary wave solution of system (2.6). The method is mainly from [12].
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orbits in its interior. This connection is conﬁned to v1 < 0, and thus, the solitary wave v1(z) is strictly less than 0.
Proof. It is easily checked that system (2.6) is a Hamiltonian system with the Hamiltonian function:
H(v1, v2) = − v
2
2
2
+ v
2
1
2
+ v
3
1
6
, (2.7)
and system (2.6) has two equilibrium points (0,0), (−2,0). The origin is always a saddle and (−2,0) is a center. Consider
a level curve of the form H = κ in the region {v1 < 0}. It corresponds to a periodic orbit of system (2.6) if κ satisﬁes
0 < κ < 2/3, and when κ = 0 it includes a homoclinic orbit γ to (0,0), i.e., (v1,±v1
√
1+ v13 ), −3  v1 < 0, which is
a well-known 1-solitary solution to KdV equation. 
By the scaling inverse transform, we get for any wave speed c > 0, Eq. (2.4) has solitary wave solution.
We also need the following lemmas. Let Q and R be
Q =
∫
v¨21 dξ, R =
z∫
v˙21 dξ,
and let the two non-negative roots of v21+ v31/3 = 2κ = G be α(GK ) and β(G), where α(G) < β(G). From the Lemma 2.4, we
have 0 κ < 23 and 0 G <
4
3 . The orbit (v1(z), v2(z)) is on the level curve {H =  = G/2}, where v2 = dv1/dz, therefore
we have
Q =
β∫
α
(v1 + 12 v21)2
E(v1)
dv1, R =
β∫
α
E(v1)dv1,
by (2.6). Here, E(v1) =
√
v21 + v31/3− G . Now Q and R are the functions of only G .
Lemma 2.5.When G tends to 0, R satisﬁes
lim
G→0 R(G) =
12
5
.
Lemma 2.6. Let X(G) = QR , we have X ′(G) > 0 for 0 G < 43 . Moreover
lim
G→0 X(G) =
5
13
.
At last, we introduce a result about the homoclinic bifurcations theory. Consider a C3 system in the following form,{
x′ = P (x, y) + εg1(x, y, ε,μ),
y′ = Q (x, y) + εg2(x, y, ε,μ), (2.8)
where (x, y) ∈ R2, parameters ε ∈ R and μ ∈ Rn , n  1. Suppose that (2.8)ε=0 has a homoclinic loop L0 passing through
the saddle O = (0,0).
The Melnikov function for system (2.8) is
M¯(μ) =
∫
L0
e−
∫ t
0 (
∂ P
∂x + ∂Q∂ y )ds(P g2 − Q g1)ε=0 dt. (2.9)
We are now in a position to state the lemma that is contained in Chapter 2 of [25].
Lemma 2.7. Suppose that system (2.8)ε=0 has a singular homoclinic loop L0 with a family of closed orbits in its internal neighborhood,
for |ε|, |μ − μ0| 	= 0 small enough, then if M¯(μ0) 	= 0 for some μ0 ∈Rn, then system (2.8) has no closed orbit near L0 .
In next section, we explore the existence of solitary wave solutions of system (1.8) and system (1.9). Note that the wave
speed c is unknown and should be determined while we solve system (1.8), (1.7) or system (1.9), (1.7).
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In this section, we explore the existence of solitary wave solutions for the KdV equation with time delay[
αUt(x, t) + (1− α)Ut(x, t − τ )
]+ U (x, t)Ux(x, t) + τUxx(x, t − τ ) − Uxxx(x, t) = 0, (3.1)
where delay τ is suﬃciently small and α ∈ [0,1].
As mentioned in the Introduction, a solitary wave solution of (3.1) is U (x, t) = ϕ(x + ct) with c > 0, and ϕ satisﬁes the
following functional differential equation
c
[
αϕ′ + (1− α)ϕ′(ξ − cτ )]+ ϕϕ′ + τϕ′′(ξ − cτ ) − ϕ′′′ = 0, (3.2)
and
lim
ξ→±∞ϕ(ξ) = 0.
At ﬁrst, we consider the case that the parameter α ∈ [0,1), the main result can be stated as follows.
Theorem 3.1. Let α ∈ [0,1). There exists some τ ∗ such that the family of solutions to (3.1):{
Uτ ,c(τ ), 0 < τ < τ
∗}
exist, where Uτ ,c(τ ) is the solitary wave solution and the corresponding wave speed is cτ := c(τ ). Moreover, cτ is a smooth function
of τ , when τ tends to 0, c0 = 11−α and Uτ ,c(τ ) tends to the homoclinic solution of (2.6) on the lever cover {H = 0}.
Proof. By integrating both sides of (3.2) with respect to ξ and using the boundary condition at −∞, we get
c
[
αϕ + (1− α)ϕ(ξ − cτ )]+ 1
2
ϕ2 + τϕ′(ξ − cτ ) − ϕ′′ = 0. (3.3)
The (3.3) can be rewritten as a ﬁrst order system of two equations,⎧⎨
⎩
u′1 = u2,
u′2 = c
[
αu1 + (1− α)u1(ξ − cτ )
]+ 1
2
u21 + τu2(ξ − cτ ).
(3.4)
When there is no delay (τ = 0) in system (3.4), we have⎧⎨
⎩
u′1 = u2,
u′2 = cu1 +
1
2
u21.
(3.5)
Similarly, we obtain that for any given wave speed c > 0 system (3.5) possesses a homoclinic orbit γc to the equilib-
rium (0,0). The homoclinic orbit γc also can be obtained by making use of the scaling inverse transform for the homoclinic
orbit γ of system (2.6).
It suﬃces to show that system (3.4), which is an equivalent ﬁrst order system of (3.2), has a homoclinic orbit to (0,0).
The idea of the proof is to use Lemma 2.3 and apply some differential manifold geometric theory, implication function
theorem.
For system (3.4), let u(ξ) = (u1(ξ),u2(ξ))T and f = ( f1, f2)T = (u2, c[αu1 + (1 − α)u1(ξ − cτ )] + 12u21 + τu2(ξ − cτ ))T ,
where T denote transpose. Then system (3.4) can be rewritten in the following form
u′(ξ) = f (u(ξ),u(ξ − cτ )), (3.6)
where f :R2 ×R2 →R2 is C∞ . Note that the derivative of the f at point (x, y) := (x1, x2, y1, y2) is
Df (x, y) =
(
0 1 0 0
cα + x1 0 c(1− α) τ
)
.
It is obvious that the function f does not satisfy sup(x,y)∈R2×R2 |Df (x, y)| < ∞. To solve this problem, we construct a new
smooth cut-off function f˜a deﬁned on R2 × R2 such that f˜a agrees with f on some large enough open ball Ba and is
constant in the complement of a larger open ball Ba+1 in R2 ×R2. Suppose that the open ball Ba contains Br × Br , where
Br is a large enough open ball centered at the origin in R2, a, r mean the radius of the open balls. In the following analysis,
we will precisely estimate the radius r.
Claim 3.1.1. For any given wave speed c > 0, the modiﬁed system
u′(ξ) = f˜a
(
u(ξ),u(ξ − cτ )) (3.7)
has an inertial manifold Mc,aτ for small τ .
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is constant in the complement of the larger open ball Ba+1 according to the construction of f˜a . It is easily checked that
new system (3.7) satisﬁes the hypotheses of Lemma 2.3. Hence, for any given wave speed c > 0, the new system (3.7) has
an inertial manifold Mc,aτ for small τ . For the convenience of notation, we also denote Mc,aτ , f˜a as Mτ , f˜ , respectively.
This proves Claim 3.1.1.
In view of the construction of f˜ , we ﬁnd that the modiﬁed system (3.7) agrees with the original system (3.6) on the
open ball Ba . Since the delay τ does not change the equilibrium point, then system (3.6) still has the equilibrium point
(0,0)× (0,0), which is contained in the open ball Ba . Therefore, the new system (3.7) also has (0,0)× (0,0) as equilibrium
point for the arbitrary delay τ .
By Claim 3.1.1, we employ the expansion (2.2) of the family of inertial vector ﬁelds X(ζ, τ ). It can be seen that for
suﬃciently small τ , the new system (3.7) on the corresponding inertial manifold Mτ reduces to the following system
u′(ξ) = f˜ (u(ξ),u(ξ))+ O (τ ), (3.8)
which still has (0,0) as equilibrium point.
For the construction of f˜ , we know that when u(ξ) = (u1(ξ),u2(ξ))T ∈ Br , system (3.8) becomes
u′(ξ) = f (u(ξ),u(ξ))+ O (τ ), (3.9)
which also possesses (0,0) as equilibrium point.
Thus, rewriting system (3.9), we have⎧⎨
⎩
u′1 = u2,
u′2 = cu1 +
1
2
u21 + τu2 + O (τ ),
(3.10)
which has (0,0) as equilibrium point.
By employing the expansion (2.2), the ﬁrst order (with respect to the time delay τ ) approximation of the right-hand side
of system (3.10), on the corresponding inertial manifold Mτ is given by⎧⎨
⎩
u′1 = u2,
u′2 = cu1 +
1
2
u21 + τ
(
1− c(1− α))u2 + O (τ 2) (3.11)
on the open ball Ba , when the delay τ is suﬃciently small, system (3.11) possesses (0,0) as equilibrium point.
For convenience, we perform the scaling v1 = u1/c, z = √cξ to system (3.11), then it follows that⎧⎨
⎩
v ′1 = v2,
v ′2 = v1 +
1
2
v21 + τ
(
1√
c
− √c(1− α)
)
v2 + O
(
τ 2
)
,
(3.12)
where ′ denotes the derivative by z, and v2 = 1c√c u2.
We would study the ﬂow of (3.12) restricted to Mτ and show that it has a solitary wave solution. It is easily veriﬁed
that for τ > 0, system (3.12) still has equilibrium point (v1, v2) = (0,0).
Next, we will consider delay parameter τ and wave speed c as variables, then system (3.12) is equivalent to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
v ′1 = v2,
v ′2 = v1 + 12 v21 + τ
(
1√
c
− √c(1− α)
)
v2 + O
(
τ 2
)
,
τ ′ = 0,
c′ = 0.
(3.13)
So we can study the ﬂow in (v1, v2, τ , c) ∈R4. We seek homoclinic orbits for (3.13) with small τ . The equilibrium point 0
can, in reference to (3.13), be construed as a surface of equilibrium point, say S , parameterized by c, τ , that is, equilibrium
point (v1, v2) = (v1(c, τ ), v2(c, τ )) = (0,0). This in turn spawns an unstable manifold Wuτ (S) and stable manifold Wsτ (S)
which meet in the curve at τ = 0, namely, the homoclinic orbit already found in Lemma 2.4. Furthermore, Wuτ (S) and
Wsτ (S) must still cross hyperplane v2 = 0. In the set v2 = 0, we parameterize Wu and Ws respectively, near the intersection
away from the equilibrium point 0, as v1 = h−(c, τ ) and v1 = h+(c, τ ).
We deﬁne
d(c, τ ) = h−(c, τ ) − h+(c, τ ),
and observe that zeroes of d render homoclinic orbits. From Lemma 2.4, there are homoclinic orbits independently of c
when τ = 0, we have that d(c,0) = 0, and thus let d(c, τ ) = τ d¯(c, τ ). Then we have
d¯(c,0) = M(c) :=
(
∂h−
∂τ
− ∂h
+
∂τ
)∣∣∣∣
τ=0
. (3.14)
Z. Zhao, Y. Xu / J. Math. Anal. Appl. 368 (2010) 43–53 49Claim 3.1.2. If τ > 0 is suﬃciently small, then there exists a unique speed c = 11−α such that M(c) deﬁned in (3.14) satisﬁes
M(c) = 0, M ′(c) 	= 0. (3.15)
Furthermore,
M(c) = 8
5
c−
1
2
(
c(1− α) − 1).
To prove Claim 3.1.2, we need to calculate M(c) deﬁned in (3.14). For the variational equations (3.13), the differential
form with τ = 0 is given by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dv ′1 = dv2,
dv ′2 = dv1 + v1dv1 +
(
1√
c
− √c(1− α)
)
v2dτ ,
dτ ′ = 0,
dc′ = 0.
For the tangent spaces Π±(0) of the invariant manifold Wuτ (S) and Wsτ (S), there are three tangent vectors to Wu and Ws
at z = 0 that are easily found (when τ = 0, v2(0) = 0)
η±1 =
(
∂h±
∂τ
,0,1,0
)
,
η2 =
(
v2, v1 + 1
2
v21,0,0
)
= (0,σ ,0,0),
η3 = (0,0,0,1),
where the v1 of η2 satisﬁes v1 < −2, i.e., σ := v1 + 12 v21 < 0. It can be checked that
dv1 ∧ dv2 ∧ dc
(
η±1 , η2, η3
)=∑
π
(−1)sgnπdv1(ηπ(1))dv2(ηπ(2))dc(ηπ(3)) = σ ∂h
±
∂τ
,
where π is a permutation of (1,2,3). Then we can see that the equation for the form du ∧ dv ∧ dc can be calculated as
(τ = 0)
(dv1 ∧ dv2 ∧ dc)′ = dv ′1 ∧ dv2 ∧ dc + dv1 ∧ dv ′2 ∧ dc + dv1 ∧ dv2 ∧ dc′
= dv1 ∧ dv ′2 ∧ dc
= dv1 ∧
(
dv1 + v1dv1 +
(
1√
c
− √c(1− α)
)
v2dτ
)
∧ dc
= (c− 12 − c 12 (1− α))v2dv1 ∧ dτ ∧ dc.
Similarly, the form dv1 ∧ dv2 ∧ dc, when applied to the tangent space ∏±(z) at η±1 · z and ηi · z, i = 2,3, can actually be
calculated. Since
η±1 · z =
(∗1,∗2,1,0),
η2 · z =
(
v2, v1 + 1
2
v21,0,0
)
,
η3 · z = (∗,∗,0,1),
it can be seen that dv1 ∧ dτ ∧ dc(η±1 · z, η2 · z, η3 · z) = −v2. It follow that
(dv1 ∧ dv2 ∧ dc)′ =
(
c
1
2 (1− α) − c− 12 )v22.
So, letting p±(z) = dv1 ∧ dv2 ∧ dc(η±1 · z, η2 · z, η3 · z), we obtain(
p±
)′ = (c 12 (1− α) − c− 12 )v22. (3.16)
As p±(z) = ∗1(v1 + 12 v21) − ∗2v2, it is easy to check that p± → 0 as z → ±∞. (3.16) can then be easily solved to render
p± =
z∫ (
c
1
2 (1− α) − c− 12 )v22 dξ,±∞
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∂τ . Then we get
σ
∂h−
∂τ
=
0∫
−∞
(
c
1
2 (1− α) − c− 12 )v22 dξ (3.17)
and
σ
∂h+
∂τ
= −
+∞∫
0
(
c
1
2 (1− α) − c− 12 )v22 dξ. (3.18)
From (3.17) and (3.18), we obtain that
σM(c) = σ ∂h
−
∂τ
− σ ∂h
+
∂τ
=
+∞∫
−∞
(
c
1
2 (1− α) − c− 12 )v22 dξ.
Then, we get
σM(c) = c− 12 (c(1− α) − 1)
+∞∫
−∞
v22 dξ = c−
1
2
(
c(1− α) − 1)
+∞∫
−∞
v˙1
2 dξ,
where v1 comes from the underlying, already known, homoclinic orbit of Lemma 2.4. By the deﬁnition of σ , we get σ = 32 .
From Lemma 2.5, we obtain that
M(c) = 8
5
c−
1
2
(
c(1− α) − 1). (3.19)
Let c0 = 11−α , we have
dM(c)
dc
(c0) = 4
5
c
− 12
0
(
1− α + c−10
)= 4
5
(α2 − 2α + 2)√
1− α > 0.
It is clear that (3.15) hold, at a unique value c = 11−α .
This completes the proof of Claim 3.1.2.
Thus, it is a simple application of the Implication function theorem. More precisely, for some suﬃciently small τ∗ > 0,
there exists a unique smooth function cτ := c(τ ) such that
d(cτ , τ ) = 0 for 0 < τ < τ ∗, c0 = 1
1− α .
Next, we can estimate the radius of the open ball Br . For system (3.5), let the wave speed c = c0, the radius r of Br is
large enough such that Br contains the homoclinic orbit γc0 for system (3.5).
It is noticed that we have showed that for any τ > 0 suﬃciently small, there exists speed cτ , which satisﬁes c0 =
1
1−α , such that system (3.11) still possesses a homoclinic orbit γcτ . Moreover, this homoclinic orbit lies in some small
neighborhood of the homoclinic orbit γc0 . Therefore the homoclinic orbit γcτ also lies in the open ball Br . This indicates
that for any delay τ > 0 suﬃciently small, when the wave speed c = cτ , for some initial condition ζτ ∈ Br and ζτ 	= 0, the
new system (3.7) possesses a special solution η(ξ, ζτ , τ ), which satisﬁes
η′(ξ, ζτ , τ ) = f˜
(
η(ξ, ζτ , τ ),η(ξ − cτ τ , ζτ , τ )
)
, η(0, ζτ , τ ) = ζτ . (3.20)
Since this special solution η(ξ, ζτ , τ ) lies in the open ball Br , system (3.20) becomes
η′(ξ, ζτ , τ ) = f
(
η(ξ, ζτ , τ ),η(ξ − cτ τ , ζτ , τ )
)
.
Therefore, this special solution η(ξ, ζτ , τ ) is also a solution for the original system (3.6). That is, for the delay τ > 0
suﬃciently small, when the wave speed c = cτ , the original system (3.6) (i.e., system (3.5)) possesses a homoclinic orbit
to (0,0). 
If α = 1, then (3.15) has the following form:
Ut(x, t) + U (x, t)Ux(x, t) + τUxx(x, t − τ ) − Uxxx(x, t) = 0, (3.21)
which is perturbed KdV equation. Note that the implication function theorem of Claim 3.1.2 is not available for (3.21).
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any solitary wave solution of original KdV equation (1.1).
Before the proof, we should notice that the beginning proof of Theorem 3.1 is also holds for the case α = 1.
Proof. We will prove it by contradiction. Assume that (3.21) has a solitary wave solution, which is near some solitary wave
solution with wave speed cˆ of original KdV equation (1.1), at wave speed c∗ . That is, there is a continuous function η∗ :
R×R2 →R2 such that for some ζ ∗ ∈R2, the function ξ → η∗(ξ, ζ ∗) is a solution of system (3.4) (α = 1) and η∗(0, ζ ∗) = ζ ∗ .
Obviously, η∗ is a special solution for (3.4) with α = 1. Since, (3.4) with α = 1 is autonomous, then η∗ is a special ﬂow
and decides a homoclinic orbit γc∗ to (0,0). Using the hypothesis, we have γc∗ near γcˆ , which is a homoclinic orbit of (3.5)
with wave speed cˆ, and |c∗ − cˆ| is small.
The veriﬁcation of the existence of inertial manifold for modiﬁed system (3.7) (α = 1) is exactly the same as that in the
argument of Theorem 3.1. We just need to let α = 1. Similarly, we can choose big enough open ball Bc∗r , which contain γc∗
and γcˆ , then we get that system (3.11) (α = 1) has a closed orbit γc∗ near γcˆ .
On the inertial manifold, the corresponding (3.12) of (3.21) became⎧⎨
⎩
v ′1 = v2,
v ′2 = v1 +
1
2
v21 + τ
v2√
c
+ O (τ 2). (3.22)
Clearly, (v1, v2) = (0,0) is also the equilibrium point of system (3.22). Let’s compare system (3.22) with system (2.8), we
have that
P = v2, g1 = 0;
Q = v1 + 1
2
v21, g2 =
v2√
c
+ O (τ );
ε = τ , μ = c.
The corresponding Melnikov function, which is calculated by (2.9), is
M¯(c) = c− 12
+∞∫
−∞
v˙1
2 dt,
where v1 is comes from the underlying homoclinic orbit of Lemma 2.4. Hence, M¯(c) 	= 0. By Lemma 2.4 and Lemma 2.6,
(3.22) does not have the closed orbit near γ .
For any wave speed c > 0, system (3.5) possesses a homoclinic orbit γc . Similarly, we can choose big enough open
ball Bcr , which contain γc , then we get that system (3.22) which is restrict on B
c
r does not have closed orbit. Since M¯(c) 	= 0
holds for any wave speed c > 0, it follow that system (3.22), which is equivalent to (3.11) (α = 1), does not have homoclinic
orbit near γc . This contradict the conclusion we get before. 
If the KdV equation with time delay has the following form
Ut(x, t) + U (x, t)Ux(x− τ , t) + τUxx(x, t − τ ) − Uxxx(x, t) = 0. (3.23)
Under this condition, we can’t use the integration to reduce the dimension at the beginning of the proof. But the cor-
responding proof of the existence of solitary wave is similar but a bit diﬃcult. The main result of system (3.23) is the
following:
Theorem 3.3. There exists some τ ∗ such that the family solitary wave solutions to (3.23):{
Uτ ,c(τ ), 0 < τ < τ
∗}
exist, and the corresponding wave speed is cτ := c(τ ). Moreover, cτ is a smooth function of τ , when τ tends to 0, c0 = 13/18, and
Uτ ,c(τ ) tends to the homoclinic solution of (2.6) on the lever cover {H = 0}.
Proof. The traveling wave solutions U (x, t) = ϕ(ξ), ξ = x+ ct , satisfy
cϕ′ + ϕ(ξ − cτ )ϕ′ + τϕ′′(ξ − cτ ) − ϕ′′′ = 0, ξ ∈R.
It can be rewritten as a ﬁrst order system of three equations⎧⎨
⎩
u′1 = u2,
u′2 = u3,
u′ = cu + τu (ξ − cτ ) + u (ξ − cτ )u .
(3.24)3 2 3 1 2
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rewritten in the following form
u′(ξ) = f (u(ξ),u(ξ − cτ )), (3.25)
where f : R3 ×R3 → R3 is C∞ . We construct a smooth cut-off function fˆb : R3 ×R3 → R3 such that fˆb agrees with f on
some large enough open ball Bb and is constant in the complement of a larger open ball Bb+1. Suppose that the open ball
Bb contains Br × Br , where Br is a large enough open ball centered at the origin in R3, b, r mean the radius of the open
balls.
Obviously, for any given wave speed c > 0, the modiﬁed system
u′(ξ) = fˆb
(
u(ξ),u(ξ − cτ )) (3.26)
has an inertial manifold Mc,bτ for small τ . For the convenience of notation, we also denote Mc,bτ , fˆb as Mτ , fˆ , respectively.
The modiﬁed system (3.26) agrees with the original system (3.25) on the open ball Bb and still has the equilibrium
point (0,0,0) × (0,0,0) for the arbitrary delay τ . By employing the expansion (2.2), the ﬁrst order approximation of the
right-hand side of system (3.26), on the corresponding inertial manifold Mτ , is given by⎧⎪⎨
⎪⎩
u′1 = u2,
u′2 = u3,
u′3 = cu2 + u1u2 + τ
(
u3 − u22
)+ O (τ 2), (3.27)
on the open ball Bb , when the delay τ is suﬃciently small, system (3.11) possesses (0,0,0) as equilibrium point. System
(3.27) has an equivalent form
cϕ′ + ϕϕ′ + τ (ϕ′′ − ϕ′2)− ϕ′′′ + O (τ 2)= 0, (3.28)
we perform the scaling w = ϕc , z =
√
cξ to system (3.28), then it follows that
w(1) + ww(1) + τ
(
1√
c
w(2) + √cw(1)2
)
− w(3) + O (τ 2)= 0, (3.29)
where (1) denotes the derivative by z. For convenience, the derivative by z is denoted as ′ .
By integrating both sides of system (3.29) with respect to z and using the boundary condition at −∞, we have that
w + 1
2
w2 + τ
(
1√
c
w ′ − √cK˜
)
− u′′ + O (τ 2)= 0,
where K˜ = ∫ z−∞ w ′2 ds, it can be rewritten as⎧⎨
⎩
v ′1 = v2,
v ′2 = v1 +
1
2
v21 + τ
(
1√
c
v1 − √cK
)
+ O (τ 2), (3.30)
where K = ∫ z−∞ v22 ds, (0,0) is the equilibrium point of (3.30).
We would study the ﬂow of (3.30) restricted to Mτ and show that (3.30) has a solitary wave solution in Mτ .
Similar to (3.13), system (3.30) is equivalent to⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
v ′1 = v2,
v ′2 = v1 +
1
2
v21 + τ
(
c− 12 v2 − c 12 K
)+ O (τ 2),
τ ′ = 0,
c′ = 0.
(3.31)
The following discussion is similar to Theorem 3.1. We deﬁne
d(c, τ ) = h−(c, τ ) − h+(c, τ ),
and observe that zeroes of d render homoclinic orbits. Let d(c, τ ) = τ d¯(c, τ ). Then we have
d¯(c,0) = M(c) :=
(
∂h−
∂τ
− ∂h
+
∂τ
)∣∣∣∣
τ=0
. (3.32)
Let us calculate (3.32), we obtain that
3
2
M(c) = σ ∂h
−
∂τ
− σ ∂h
+
∂τ
=
+∞∫ (
c
1
2 K − c− 12 v2
)
v2.−∞
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M(c) = 2
3
c
1
2
( +∞∫
−∞
v ′′21 dξ −
(
c−1 − 1)
+∞∫
−∞
v ′21 dξ
)
.
where v1 is the homoclinic orbit of Lemma 2.4. From Lemma 2.6, we have c−1 − 1 = limG→0 X(G), then c−1 − 1 = 513 , i.e.,
c0 = 1318 . Therefore, the pair (U0, c0), c0 = 1318 satisﬁes the condition
M(c0) = 0,
and
dM(c)
dc
∣∣∣∣
c0
= 1
3
c
− 12
0
( ∫
v ′′21 dξ +
(
1+ c−10
)∫
v ′21 dξ
)
=
√
2√
13
( ∫
v ′′21 dξ +
31
13
∫
v ′21 dξ
)
> 0.
Thus, for some suﬃciently small τ∗ > 0, there exists a unique smooth function cτ := c(τ ) such that
d(cτ , τ ) = 0, for 0 < τ < τ ∗, c0 = 13
18
.
In other words, system (3.26) contains the homoclinic orbit γ¯cτ with wave speed cτ . When r big enough, the Br contains
the homoclinic γ¯cτ . Therefore, if delay τ > 0 small enough, there exists wave speed cτ such that system (3.25) (i.e., system
(3.24)) exists homoclinic orbit. 
Remark 3.4. For the case α ∈ [0,1), the perturbation term τUxx(x, t − τ ) of Eq. (3.15) is necessary, if not, the corresponding
system (3.4) becomes⎧⎨
⎩
u′1 = u2,
u′2 = c
[
αu1 + (1− α)u1(ξ − cτ )
]+ 1
2
u21.
The vector ﬁeld u → f (u,u) = (u2, cu1 + 12u21) is Hamiltonian. Thus, the vector ﬁeld is not structurally stable, then even
suﬃciently small delay does matter.
Remark 3.5. Although the perturbation term τUxx(x, t − τ ) of Eq. (3.15) is necessary, it can be replaced by τUxx(x, t). From
the proof of Theorem 3.1, we only need the ﬁrst order of τ , it is obviously that τUxx(x, t − τ ) and τUxx(x, t) have the same
ﬁrst order of τ . If α = 1, then the discussion is simple, because we only need to discuss on R2.
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