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Abstract
Deep net architectures have constantly evolved over the
past few years, leading to significant advancements in a
wide array of computer vision tasks. However, besides high
accuracy, many applications also require a low computa-
tional load and limited memory footprint. To date, effi-
ciency has typically been achieved either by architectural
choices at the macro level (e.g. using skip connections or
pruning techniques) or modifications at the level of the indi-
vidual layers (e.g. using depth-wise convolutions or channel
shuffle operations). Interestingly, much less attention has
been devoted to the role of the activation functions in con-
structing efficient nets. Recently, Kligvasser et al. showed
that incorporating spatial connections within the activation
functions, enables a significant boost in performance in im-
age restoration tasks, at any given budget of parameters.
However, the effectiveness of their xUnit module has only
been tested on simple small models, which are not char-
acteristic of those used in high-level vision tasks. In this
paper, we adopt and improve the xUnit activation, show
how it can be incorporated into the DenseNet architecture,
and illustrate its high effectiveness for classification and
image restoration tasks alike. While the DenseNet archi-
tecture is extremely efficient to begin with, our dense xU-
nit net (DxNet) can typically achieve the same performance
with far fewer parameters. For example, on ImageNet, our
DxNet outperforms a ReLU-based DenseNet having 30%
more parameters and achieves state-of-the-art results for
this budget of parameters. Furthermore, in denoising and
super-resolution, DxNet significantly improves upon all ex-
isting lightweight solutions, including the xUnit-based nets
of Kligvasser et al.
1. Introduction
Convolutional neural networks (CNNs) have led to sig-
nificant advancements in computer vision, enabling to ob-
tain extremely accurate results in high-level vision tasks
such as classification [38, 8, 12, 10], object detection
[33, 34], and image segmentation [35], as well as in low-
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Figure 1. ImageNet classification performance of state-of-the-
art lightweight models. Top-1 accuracy rates (224× 224 single-
crop testing) on the ImageNet validation dataset as a function of
the number of model parameters for our DxNet (red) in com-
parison with DenseNet [12], Inception-v2 [16], MobileNet [10],
MobileNet-v2 [37], ShuffleNet [47], GENet [11], NasNet [51],
and two versions of Expander DenseNets (X-DenseNet-BC) [31].
See Sec. 4 for details.
level vision tasks such as denoising [44, 20] and super res-
olution [26, 27]. The performance of CNN models has con-
stantly improved over the last few years, a lot due to novel
architectures that allow stable training of ever deeper nets
[8, 12]. As a consequence, the impressive advancement in
accuracy has been accompanied by a tremendous increase
in memory footprint and computational burden. This trend
has reached the point that in many computer vision tasks,
the current state-of-the-art nets have hundreds of layers with
tens of millions of parameters and are thus impractical for
dissemination in mobile or wearable devices.
Many efforts have been invested in battling the large
complexity of deep nets, mainly by proposing more ef-
fective architectures [12, 8, 31, 15], pruning techniques
[25, 7, 24], coefficient quantization [13, 50, 49, 32, 14], and
efficient convolution modules [3, 40, 10, 37, 47]. However,
interestingly, in this ongoing quest for efficiency, much less
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attention has been devoted to the contribution of the nonlin-
ear activation units. Recently, Kligvasser et al. [20] showed
that incorporating spatial connections within the activation
functions, can lead to a significant performance boost and
often allows achieving state-of-the-art accuracy with much
slimmer models. Yet this idea has only been explored in the
context of image restoration (denoising, super-resolution,
deraining) and within relatively small models (. 1.5M pa-
rameters), which are not characteristic of those used in clas-
sification.
In this paper, we explore the use of spatial activation
units within DenseNets, which are architectures that already
exhibit a very good tradeoff between accuracy and model
size. As we show, our proposed dense xUnit nets (DxNets)
provide a substantial further improvement in accuracy over
conventional DenseNets, while requiring reduced model
sizes. This allows us to obtain state-of-the-art results in
classification as well as in image restoration, in the low-
compute budget regime. For example, on the challenging
ImageNet classification task, our DxNet outperforms the
modern lightweight architectures [12, 16, 10, 37, 47, 51, 31]
by a non-negligible margin in terms of both accuracy and
number of parameters (see Fig. 1).
In seek to decipher the mechanism that makes DxNets
perform better, we find that upon convergence, these mod-
els are much less sensitive to parameter perturbations than
their DenseNet counterparts. This suggests that the spa-
tial connections within the activation functions cause the
loss surface to be smoother, so that the optimization con-
verges to a flatter minimum. As discussed in [9, 17], flatter
minima tend to generalize better, thus suggesting a possi-
ble explanation for the improved performance of DxNets.
We also find that the class activation maps [48] of DxNets
tend to capture the whole object in the image, while those of
DenseNets often react to only portions of the object. These
properties provide further support to the advantages of spa-
tial nonlinearities observed in [20].
2. Related work
Stretching the trade-off between efficiency and accuracy
in deep nets, has attracted significant research efforts over
the last several years. Many solutions focus on the archi-
tecture at the macro level. The residual learning framework
(ResNet) [8] was the first to allow training of very deep nets,
leading to a significant advancement in accuracy. For exam-
ple, on the ImageNet dataset [36], residual nets with a depth
of up to 152 layers were trained, 8× deeper than VGG nets
[38]. Later, the dense convolutional network (DenseNet)
architecture [12] took the “skip-connections” idea one step
further, by connecting also distant layers within the net.
This architecture ensures maximum information flow be-
tween layers and thus requires substantially less parameters
to reach the same performance (e.g. 50% w.r.t. ResNets).
Further reduction in model sizes have been explored using
pruning techniques [24, 6, 28] and via designs that ensure
dense global connectivity with as little local connectivity as
possible [31].
Another family of techniques for constructing efficient
nets focuses on improving the individual layers. In par-
ticular, many methods aim at making the convolution op-
erations more efficient. In [3], a depth-wise convolution
followed by a 1 × 1 convolution was suggested as a re-
placement for the convolutional modules of Inception [40].
MobileNet [10, 37] further utilized the depth-wise convo-
lutions and demonstrated a significant reduction in size and
latency, while preserving reasonable classification perfor-
mance. The efficient ShuffleNet architecture [47] reduced
computation cost while maintaining accuracy by combin-
ing depth-wise convolutions with channel shuffle opera-
tions. Besides the convolution operations, efficiency can
also be gained by activation function design. One no-
table example is the recently introduced xUnit [20] module,
which is a learnable nonlinear function with spatial connec-
tions. This module has been proposed as a replacement
to the widespread per-pixel activations (e.g. ReLUs). It
has been illustrated that xUnits enable much more complex
hidden representations, and thus lead to improved image-
restoration results under any given computation budget.
Finally, we note in passing that many works focus on
the level of machine computations, typically by using low-
precision operations. These quantize the weights and ac-
tivations of the net [50, 49, 32, 14], so as to allow efficiet
computations at both train and test times.
3. Dense xUnit networks
At the architecture level, DenseNets [12] provide one
of the most efficient schemes in terms of accuracy for
any given budget of parameters. However, this efficient
macro-architecture, is commonly used with quite simple
micro-blocks (e.g. ReLU activations). Here, we propose
to incorporate an xUnit-like activation function [20] into
DenseNets, as a means for further improving their effi-
ciency. For simple feed-forward and ResNet models, xUnits
can be used to replace all the ReLUs within the net. How-
ever, for DenseNets, such a strategy is impractical because
of the significant overhead in parameters that accompanies
the use of xUnits at layers with many feature maps. This
motivates us to explore a different strategy. Rather than re-
placing the ReLU activations, we add xUnit activations at
several locations along the net where the number of chan-
nels is small. This adds a relatively small number of learned
parameters, but in return, has a dramatic effect on perfor-
mance. Therefore, many layers can be discarded to main-
tain the same accuracy.
It is important to note that while hardware solutions can
speed up computations at the level of a single layer, the
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Figure 2. The dense xUnit network (DxNet) architecture. (a) A DenseNet architecture comprises a sequences of dense-blocks and
transition layers. Each dense-block consists of a sequence of dense layers. (b) The DxNet architecture utilizes xDense-blocks, which
comprise a sequence of xDense-layers. These layers apply xUnits activations before performing the concatenation with their input feature
maps.
operations of different layers cannot be parallelized due
to their sequential nature. Therefore, on many platforms,
achieving efficiency by means of discarding layers (as we
do here) has a significant advantage over other approaches.
We next provide a brief overview of DenseNets and xUnits,
and then present our DxNets.
3.1. DenseNets
Dense convolutional networks (DenseNets) [12] offer
an extremely efficient macro-architecture, which comprises
two key ingredients: Dense blocks and transition layers. A
DenseNet is a stack of dense blocks followed by transition
layers, as illustrated in Fig. 2(a).
Dense block: A dense block consists of a se-
quence of “dense layers” having the form BatchNorm-
ReLU-Conv(1x1)-BatchNorm-ReLU-Conv(3x3). Each
such dense layer outputs a fixed number k of feature maps,
which are concatenated to its input maps and passed on to
the next dense layer. Thus the number of feature maps after
each dense layer increases by k, which is called the growth
rate of the net. This implies that a dense block with n dense
layers, outputs n× k more feature maps than the number of
feature maps at its input.
Transition layer: The transition layer serves to squeeze
back the representation after each dense block, both in terms
of the number of feature maps and in terms of their spatial
support. If the number of feature maps at the input of a
transition map is m, then it generates r ×m output feature
maps, where the parameter r < 1 is called the reduction
rate of the DenseNet. More concretely, the transition layer
has the form BatchNorm-Conv(1x1)-AveragePooling(2x2).
While traditional feed-forward architectures invest a sig-
nificant amount of parameters in preserving the current state
within the net, DenseNet is a very slim architecture because
it explicitly differentiates between information that is added
and information that is preserved. That is, each dense block
adds a limited set of feature-maps while keeping the remain-
ing feature-maps unchanged. Thus, the DenseNet architec-
ture requires fewer parameters and less computation than
traditional convolutional networks to achieve the same per-
formance.
In addition to parameter efficiency, the DenseNet archi-
tecture also mitigates the vanishing-gradient problem by al-
lowing improved information flow. Due to the dense con-
nections, each layer has access to the gradients from the
loss function. The result is that, as shown in [12], DenseNet
models are very easy to train.
3.2. xUnit activations
The recently suggested xUnit [20] is a learnable non-
linear activation function with spatial connections. Specif-
ically, most popular activation functions operate element-
wise on their arguments, and can be interpreted as perform-
ing a Hadamard product between their input and a weight
map. For example, the popular ReLU [5] multiples its input
by a binary weight map, which is a thresholded version of
the input. This is illustrated in Fig. 3(a). By contrast, the au-
thors of [20] suggest to use “learnable spatial activations”.
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Figure 3. The xUnit activation layer. (a) The ReLU activation
function can be interpreted as multiplying the input by a binary
weight map, which is constructed by applying an element-wise
threshold on the input. (b) The xUnit activation constructs a
weight map in the range [0, 1] by applying a nonlinear spatial op-
eration on the input.
The basic idea is to construct a weight map in which each
element depends on the spatial neighborhood of the corre-
sponding input element. This weight map is constructed by
passing the input through a ReLU followed by a depth-wise
convolution, and some element-wise gating function which
maps the dynamic range to [0, 1] ([20] used a Gaussian, we
use a sigmoid). Each nonlinearity within the xUnit is pre-
ceded by batch normalization.
As each xUnit introduces an additional set of learnable
parameters, merely replacing ReLUs by xUnits clearly in-
creases memory consumption and computation. However,
xUnits offer a performance boost, thus allowing to use a
smaller number of layers to achieve the same performance.
The authors of [20] show empirically that the optimal per-
centage of parameters to be invested in the activations is
at least 15% for simple feed-forward models. This is while
nets with per-element nonlinearities invest 0% of the param-
eters in the activations. As an example, replacing ReLUs by
xUnits in a conventional denoising model has been reported
in [20] to allow reduction of the number of parameters by
2/3 while achieving the same restoration accuracy.
Here, we introduce an important modification to the xU-
nit design proposed in [20], which is the addition of a 1× 1
convolutional layer at the input of the branch constructing
the weight map. Our xUnit design is shown in Fig. 3(b).
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Figure 4. The impact of cross-channel dependencies in xUnits.
The graph compares the denoising performance of two xUnit de-
signs, incorporated within a conventional ConvNet architecture
(Conv+xUnit layers). We gradually increase the number of lay-
ers and record the average PSNR obtained in denosing the BSD68
dataset with noise level of σ = 50. Training configurations are the
same for both nets. Our design, which uses a 1× 1 convolutional
layer, achieves a better tradeoff between performance and model
size, compared to the original xUnit design of [20].
The 1×1 convolution layer allows cross feature map depen-
dencies, and improves performance. This is illustrated in
Fig. 4 for the task of denoising with a simple feed-forward
net. For the depth-wise convolution within the xUnit, we
always use 9× 9 kernels, as suggested in [20].
3.3. Suggested network architecture
To incorporate xUnits into DenseNets, we use the fact
that although the number of feature maps may become quite
large along the net, the growth rate k is typically mod-
est (e.g. no larger than 32). Therefore, inside each dense
block, we have a slim bottleneck, right before the concate-
nation with the input feature maps. Those paths are ideal
for adding units with learnable parameters, as the resulting
overhead in model size is relatively modest. Specifically,
an xUnit operating on a k-channel feature map, contributes
only k × 92 + k = 82k parameters to the model. In re-
turn to this modest overhead, our experiments indicate that
a substantial improvement in performance can be obtained.
Therefore, as illustrated in Fig. 1, for example, this allows
to achieve a reduction in the total number of parameters
(by discarding layers) while maintaining the same perfor-
mance. We call our modified dense layers x-dense layers;
a sequence of such layers form an x-dense block; and the
overall resulting architecture is coined a Dense xUnit Net-
work (DxNet). This architecture is depicted in Fig. 2(b).
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4. Experiments
We examine DxNet’s performance in several high and
low level vision tasks.
4.1. Image classification
We begin by illustrating the effectiveness of DxNets in
three image classification tasks: CIFAR-10 [21], SVHN
[30] and ILSVRC 2012 [36]. In all our experiments, we
use stochastic gradient descent (SGD) optimization with a
weight decay of 5 · 10−4 and Nestrov momentum [39] of
0.9. The learning rate is initialized to 10−1 and is reduced
by a factor of 2 when the validation loss stops improving
(reduce on plateau). The exact network configurations for
each task are briefly summarized below and thoroughly de-
tailed in the Supplementary Material.
CIFAR-10. The CIFAR-10 is a traditional computer-
vision dataset, which is used for developing object recog-
nition models. It consists of 60, 000 32 × 32 color images,
containing 10 object classes, with 6000 images per class.
Here we use a network with three dense blocks, each with
the same number of dense layers (see Table 1). The first
dense block is preceded by a convolution with 24 output
channels, followed by an xUnit activation. We perform 2×2
average pooling between every two adjacent dense blocks.
At the end of the last dense block, a global average is ap-
plied, followed by a softmax classifier. We set the growth
rate to k = 12 and the reduction rate to r = 0.5. As models
with high capacity are likely to suffer from over-fitting on
this relatively small dataset, we adopt a data augmentation
technique from [4]. Specifically, we employ normalization
using per-channel mean and standard deviation, random
cropping, random horizontal mirroring and random cutout
of 16× 16 patches. We run the optimization for 200 epochs
and use a batch-size of 128. Table 1 compares the suggested
DxNet to the state-of-the-art ReLU based DenseNet [12] ar-
chitecture. Since our data augmentation procedure is differ-
ent from that of [12], here we retrained the DenseNet mod-
els using the same augmentation strategy we used for our
DxNets. These DenseNet models achieve improved results
w.r.t. those reported in [12]. For example, a DenseNet with
k = 12 and a configuration of 16− 16− 16 achieves an er-
ror rate of 4.03% with the cutout augmentation, compared
to the 4.51% reported in [12]. Yet, as can be seen in the ta-
ble, our DxNet models can achieve roughly the same error
rates with significantly less network parameters.
SVHN. The Street View House Numbers (SVHN) is a
real-world image dataset obtained from house number im-
ages. The SVHN contains 600, 000 32 × 32 color images.
Here we use the same models as in the CIFAR-10 experi-
ment. Following [12], we add a dropout layer with a rate
Method Configuration Params C10 SVHN
DenseNet 16-16-16 0.8M 4.03 1.76
DxNet 12-12-12 0.5M 4.13 1.78
DenseNet 26-26-26 1.7M 3.83 1.74
DxNet 19-19-19 1.0M 3.80 1.73
Table 1. Classification performance. Error rates (%) on the
CIFAR-10 and SVHN datasets. Our DxNets achieve roughly the
same performance as DenseNets, but with far fewer parameters.
of 0.2 after each convolutional layer and do not use any
data augmentation. We run the optimization for 100 epochs
and use a batch size of 128. As can be seen in Table 1,
in this task as well, our DxNets match the performance of
DenseNets with far fewer parameters.
ImageNet. The ILSVRC 2012 is a large visual dataset,
which contains 1.2 million images for training, and 50, 000
for validation, within 1, 000 categories. Here we use a dense
block configuration of 6-12-20-12, and growth and reduc-
tion rates of k = 32 and r = 0.5, respectively. We use
the same data augmentation as in the DenseNet [12] train-
ing procedure. We train our models with a batch-size of
256 for 90 epochs. Figure 1 compares our model against
the state-of-the-art lightweight models DenseNet-121 [12],
InceptionV2 [16], MobileNetV1 [10], MobileNetV2 [37],
ShuffleNet [47], X-DenseNet [31], GENet [11] and NasNet-
A [51]. This figure depicts the top-1 classification accu-
racy vs. the number of network parameters for single-crop
224 × 224 images on the validation dataset. As can been
seen, our DxNet-105 outperforms all state-of-the-art light-
weight models in terms of classification accuracy, while be-
ing very slim in terms of number of parameters. In order
to better understand the effect of the spatial nonlinearities,
we show in Fig. 5 class activation map (CAM) [48] visu-
alizations, which highlight the image regions used by the
nets to classify the category. For fair comparison we choose
images from the validation set, which both nets classify cor-
rectly. Our DxNet tends to react to regions that are tightly
supported on the entire object or on its discriminative parts.
This is while DenseNet often resonates to only portions of
the object and to some of the background. Please see the
Supplementary Material for many more visualizations.
4.2. Single image super resolution
Our DxNet architecture can also be applied in single im-
age super resolution. We specifically focus on 4× super-
resolution for images down-sampled with a bicubic kernel.
Influenced by the EDSR framework [27], for this task we re-
move all batch normalization layers and use mean-absolute
error as our training loss. All our models are trained using
the Adam optimizer [19] with its default settings. The learn-
ing rate is initialized to 10−4 and reduced to 10−5 at 50% of
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Figure 5. Class activation maps. Example CAMs for several images, obtained with DenseNet (top) and with our DxNet (bottom). The
maps highlight the image regions used for classification.
the total number of training epochs. The mini-batch size is
set to 16 for 6000 epochs. We use 800 2K resolution images
from the DIV2K dataset [1], enriched by random cropping
and 90◦ rotations.
Here, we examine several different version of the DxNet
architecture. The first is a narrow network with a growth
rate of k = 16 and dense block configuration 4-4-4-6-8-8-
8, which we coin DxNet16. The second, which we coin
DxNet32, is a wider network with a growth rate of k =
32 and dense block configuration of 4-6-8. We compare
our models with several state-of-the-art lightweight super-
resolution methods, including VDSR [18], LapSRN [22],
MS-LapSRN [23] MemNet [41], SRResNet [26], CARN
[2], SRDenseNet [42], ProSR [43] and EDSR [27] (base-
line version). The comparison is based on measuring the
PSNR on the y-channel while ignoring a 4 pixels frame at
the border of the reconstructed images.
Figure 6 depicts the PSNR attained by all models on the
BSD100 dataset [29]. Our models achieve state-of-the-art
results, while being much smaller than the competing ar-
chitectures. In particular, our 0.86M parameter DxNet16
remarkably achieves a PSNR score which is on par with the
3.1M parameter DenseNet based model, ProSRl [43]. This
corresponds to nearly a 4-fold reduction in model size.
Figure 7 shows example 4× super resolution results ob-
tained with our DxNet16, as well as with the state-of-the-art
slim models VDSR, LapSRN, and MS-LapSRN (all having
less than 1M parameters). As can been seen, our DxNet16
manages to restore more of the fine image details.
4.3. Image denoising
Next, we illustrate the efficiency of our architecture in
image denoising. In this task, the size of the output image
is the same as that of the input image, therefore, we remove
all pooling and fully connected layers. We study the DxNet
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Figure 6. Super resolution performance vs. number of param-
eters. The average PSNR in [dB] attained in the task of 4x SR
on the BSD100 dataset. Our DxNets attain a significantly higher
PSNR at any given budget of parameters.
architecture with growth rate k = 16 and reduction rate
r = 0.5.
All networks are trained using the Adam optimizer [19]
with its default settings and with the mean squared error
(MSE) loss. We train for 5000 epochs with batches of 32
images. The learning rate is initially set to 10−3, and sched-
uled to decrease by a factor of 5 at 10%, 25%, 75% and
90% of the total number of epochs. We use 400 images
from the BSD dataset [29], augmented by random horizon-
tal flipping and cropping. The noisy images are generated
by adding Gaussian noise to the training images. We use
residual learning; that is, the net is trained to predict the
noise and this noise estimate is then subtracted from the
6
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Figure 7. Image super resolution result for magnification ×4. Comparison of the reconstructed images produced by VDSR, LapSRN,
MS-LapSRN and our DxNet16 for magnification of ×4. All models contain less than a million of network parameters. In contrast to the
competing methods, our DxNet16 manages to restore more of the image details.
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Figure 8. Denoising performance vs. number of parameters.
We compare several methods with our DxNets in the task of de-
noising with noise level σ = 50. Our DxNets have the best trade-
off between performance and efficiency.
noisy image at test time.
Figure 8 compares the average PSNR attained by our
DxNets to that attained by the original DenseNets, as well
as to the state-of-the-art (non-dense) methods xDnCNN
[20], DnCNN [44] IRCNN [45] and FFDNet [46]. The eval-
uation is performed on the BSD68 dataset, a subset of 68
images from the BSD dataset [29], which is not included in
the training set. As can be seen, our DxNet models outper-
form all other denoising methods, while being significantly
smaller. For example, our DxNet4,4,4 (having a dense block
structure of 4-4-4), performs slightly better than DnCNN,
although its size is one fourth of DnCNN in terms of num-
ber of parameters.
4.4. Minima sharpness
To understand how the incorporation of xUnit activations
affects the loss surface during training, it is insightful to ex-
amine the sensitivity of the net to small perturbations in its
parameters. At a local minimum, such an analysis provides
indication for the flatness of the minimum. This is thus in-
formative since, as shown in [9, 17], flatter minima tend to
generalize better.
Consider a model fθ, having parameters θ, which takes
an input x and outputs a prediction y. The model is trained
to minimize some loss function, L(θ), which measures
the average discrepancy between the ground-truth and pre-
dicted labels over the training set. Around a local minimum
point θ0, a second-order Taylor expansion of L(θ) takes the
form
L(θ) ≈ L(θ0) + 1
2
(θ − θ0)THL(θ0)(θ − θ0), (1)
where we used the fact that the gradient vanishes at θ0, and
denoted the Hessian by HL. Now, if we randomly draw θ
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from a spherical Gaussian distribution around θ0, as θ ∼
N (θ0, σ2θI), then we get that the mean loss of the model
with the perturbed parameters is given by
E[L(θ)] = L(θ0) +
1
2
Tr(HL)σ2θ . (2)
That is, the average loss of the perturbed model (calculated
over many realizations of perturbed parameters) is linearly
proportional to the perturbation strength σ2θ , with a slope of
1
2Tr(HL). This observation can be used to estimate Tr(HL),
which can be thought of as a measure of the flatness of the
minimum. This is illustrated in Fig. 9. Here, we trained
two image denoising nets, as in Sec. 4.3. Both networks
have a block structure of 4-6-8. One is a plain DenseNet
(which we coin DenseNet4,6,8), and one is a DxNet (coined
DxNet4,6,8). We gradually increased the standard devia-
tion σθ of the perturbation noise which we add to all con-
volutional filters of the trained models, and recorded the
MSE obtained in denoising the training dataset for 1000
noise realizations. As can be seen, the losses of the per-
turbed models indeed increase (roughly) linearly with σθ.
Our DxNet4,6,8 is far more resilient to parameter pertur-
bation. The mean of the Hessian eigenvalues (calculated
from the slopes of the two graphs) is 0.512 for DenseNet
and 0.013 for our DxNet. This indicates that the minimum
of the loss for our model is much flatter. Figure 10 vi-
sualizes this difference by plotting 1D quadratic functions
whose second-order derivatives match the Hessians of the
high-dimensional loss surfaces.
5. Conclusion
In this paper, we introduced DxNet, a deep net architec-
ture that allows attaining the same accuracy as DenseNets,
but with far smaller model sizes (having less layers and
less parameters). Our DxNet is based on the DenseNet ar-
chitecture, with the addition of nonlinear activation func-
tions that have spatial connections. These allow the con-
struction of stronger features without a significant increase
in the number of net parameters. Therefore, as we illus-
trated on several classification and image restoration tasks,
our DxNet typically outperforms DenseNet by a large mar-
gin under any given budget of parameters. We also showed
that DxNet is less sensitive to perturbations in its parameters
than DenseNet, a property that has been previously linked
to better generalization. We believe these properties make
DxNet highly suited to a wide range of Computer Vision
tasks.
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Figure 9. Loss vs. parameter perturbation. We compare be-
tween DenseNet and DxNet in a denoising task, in terms of their
resilience to Gaussian perturbations of their parameters. Both net-
works have a similar structure of 4-6-8 blocks. We gradually in-
crease the standard deviation of the noise, which we add to all
convolutional filters, and record the average mean square error
obtained in denoising the BSD training dataset with noise level
σ = 50 for 1000 different permutations. The training configura-
tions are the same for both of networks. Our DxNet is substan-
tially less sensitive to parameter perturbations, a property which
has been linked to better generalization.
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Figure 10. Visualization of loss around the minimum. We visu-
alize the loss around the minima that DenseNet and DxNet con-
verged to in the experiment of Fig. 9, by showing 1D quadratic
functions whose second order derivatives match the Hessians of
the corresponding high-dimensional loss surfaces. This illustra-
tion highlights that our DxNet loss surface is significantly flatter
around the minimum, a property which has been linked to better
generalization.
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