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Protons and heavy-ion beams at unprecedented energies are brought into collisions in the CERN
Large Hadron Collider for high-energy experiments. The LHC multi-stage collimation system is
designed to provide protection against regular and abnormal losses in order to reduce the risk of
quenches of the superconducting magnets as well as keeping background in the experiments under
control. Compared to protons, beam collimation in the heavy-ion runs is more challenging despite
the lower stored beam energies, because the efficiency of cleaning with heavy ions has been observed
to be two orders of magnitude worse. This is due to the differences in the interaction mechanisms
between the beams and the collimators. Ion beams experience fragmentation and electromagnetic
dissociation at the collimators that result in a substantial flux of off-rigidity particles that escape the
collimation system. These out-scattered nuclei might be lost around the ring, eventually imposing
a limit on the maximum achievable stored beam energy. The more stringent limit comes from
potential quenches of superconducting magnets. Accurate simulation tools are crucial in order to
understand and control these losses. A new simulation framework has been developed for heavy-ion
collimation based on the coupling of the SixTrack tracking code, which has been extended to track
arbitrary heavy-ion species, and the FLUKA Monte Carlo code that models the electromagnetic
and nuclear interactions of the heavy-ions with the nuclei of the collimator material. In this paper,
the functionality of the new simulation tool is described. Furthermore, SixTrack-FLUKA coupling
simulations are presented and compared with measurements done with 208Pb82+ ions in the LHC.
The agreement between simulations and measurements is discussed and the results are used to
understand and optimise losses. The simulation tool is also applied to predict the performance
of the collimation system for the High-Luminosity LHC. Based on the simulation results and the
experience gained in past heavy-ion runs, some conclusions are presented.
I. INTRODUCTION
At the CERN Large Hadron Collider (LHC) [1], pro-
ton and heavy-ion beams are brought into collision for
high-energy physics experiments. Unavoidable losses oc-
cur in colliders due to the interaction of the main beam
with residual gas in the beam pipe, the collision of the
beams at the interaction points, instabilities, resonances,
or due to the diffusion mechanisms driven by electron
cloud and beam-beam interactions, just to name a few.
The LHC multi-stage collimation system [2–6] is designed
to protect the LHC hardware against regular and abnor-
mal beam losses. In particular, the collimation system
has to protect the superconducting magnets that risk
quenching, changing their state from superconducting to
normal conducting, reducing as a consequence the avail-
able time for physics data acquisition. In addition, the
collimation system has also to keep the background in the
experiments under control [7, 8]. For heavy-ion beams a
degraded collimation cleaning efficiency is expected. This
∗ Work partially supported by the High-Luminosity Large Hadron
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is due to the nuclear fragmentation and electromagnetic
dissociation (EMD) processes occurring at the collima-
tors that generate a large spectrum of secondary nuclei
with a different charge-to-mass ratio with respect to the
main beam. Some of these fragments can escape the
downstream collimation stages and be lost at other loca-
tions around the ring [9–12]. In the LHC heavy-ion runs,
a reduction by a factor 100 of the collimation cleaning
efficiency has been observed in comparison to protons,
which is not fully compensated by the lower stored beam
energies reached during these runs [13–16]. This makes
the collimation of heavy-ions, which typically are oper-
ated during 1 month per year, more challenging.
In 2018, 208Pb82+ ion beams were accelerated to an
energy of 6.37Z TeV1 in the LHC [17]. The stored
beam energy reached by the ions was 13.3 MJ, which
is well above the design value of 3.8 MJ [1] and what
was previously achieved at the LHC [15, 18]. In the 2018
208Pb82+ ion run, no magnet quenches were recorded due
to collimation losses from circulating beams, but 7 out
of 48 fills were dumped due to high losses in collima-
tors caused by orbit oscillations [19]. These beam dumps
1 Z is the charge number of the nuclei in the main beam.
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2Figure 1: LHC multi-stage collimation system scheme where the different collimator families are indicated. Normal
conducting (NC) and superconducting (SC) apertures are depicted in red and blue, respectively [12].
could be avoided by a better collimation cleaning effi-
ciency. This underlines the need for a solution for future
runs where even higher intensities are envisaged by the
High-Luminosity LHC project (HL-LHC) [20].
The development of accurate simulation tools is crucial
to understand and control the secondary fragments gen-
erated at the collimators, quantify possible limitations,
and elaborate mitigation strategies for future runs. Sig-
nificant progress has been made in the past years to im-
prove the accuracy of the heavy-ion collimation simula-
tion tools. In this paper, a new heavy-ion simulation tool
developed based on the coupling of the SixTrack track-
ing code [21, 22] and the FLUKA [23, 24] Monte-Carlo
program, similar to the development of simulation tools
for protons [25, 26] is presented. In addition, the perfor-
mance of the LHC collimation system, simulated with the
SixTrack-FLUKA coupling tool, is presented and com-
pared to measurements for different scenarios for a bet-
ter understanding and optimization of losses in the LHC.
Furthermore, using this new tool, the performance in fu-
ture configurations is predicted.
The paper is organised as follows. First, the LHC
collimation system is described in Section II as well as
the measurements performed at the start of every run to
qualify the performance of the collimation system. These
measurements are later used for the comparison with sim-
ulations. In Section III the heavy-ion collimation simula-
tion state-of-the-art tools are presented and the function-
ality of the SixTrack-FLUKA coupling framework is de-
scribed. In Section IV, the methodology followed to per-
form the analysis of the simulations and the simulation
set-up are described. In Section V, SixTrack-FLUKA
coupling simulations are presented and compared to mea-
surements from the 2018 208Pb82+ ion run, and opera-
tional applications are discussed. In addition, detailed
simulations performed with FLUKA and more complete
geometries are compared to measurements performed in
the 2015 208Pb82+ ion run and the agreement is dis-
cussed. In the last section, the simulation tool is used
to predict the cleaning performance of the collimation
system for the future upgraded HL-LHC configuration.
II. HEAVY-ION BEAM COLLIMATION AT THE
LHC
The LHC multi-stage collimation system is organised
in a well-defined hierarchy, based on their opening, with
different collimator families as illustrated in Fig. 1, where
each individual collimator consists of two movable jaws
with the beam passing in the centre. The preservation of
the hierarchy between families is a pre-requisite to ensure
a good performance of the system.
The first family is made of primary collimators
(TCPs), which are the closest ones to the beams and have
their jaws made of carbon-fiber-composite (CFC). The
second family is composed of secondary collimators (TC-
SGs), also made of CFC, followed by the active absorbers
(TCLAs), made of Inermet-180 (heavy Tungsten-alloy),
which are placed to absorb particles out-scattered by the
TCPs (secondary and tertiary beam halo). The last fam-
ily is the tertiary collimators (TCTs) made of Inermet-
180, which are installed upstream of the experimental
insertion regions (IRs). These collimators aim to absorb
the tertiary betatron beam halo and to provide passive
protection of the aperture of the triplet quadrupoles of
the final focusing system, as well as to control the exper-
imental backgrounds. Downstream of the experiments
3other tertiary collimators are installed to absorb the de-
bris from the collisions (TCLs). This three-stage hier-
archy is installed in two insertions: insertion region 7
(IR7) for betatron cleaning and IR3 for off-momentum
cleaning. Furthermore, two other CFC collimators per
beam (TCSP, TCDQ) are installed in the extraction re-
gion (IR6) for beam dump protection. These collima-
tors must ensure the protection of the machine in case
of Beam Dump Failures (BDF) [27–30]. The full 2018
LHC collimation layout is depicted in Fig. 2 for the two
counter-rotating LHC beams called Beam 1 (B1) in blue
and Beam 2 (B2) in red.
Figure 2: 2018 LHC collimation system layout [31] for
B1 (in blue) and B2 (in red). The names and locations
of the different IRs are also indicated.
The LHC operational cycle consists of different pro-
cesses. The beam is injected into the ring with an energy
of 450 Z GeV. During the “ramp and squeeze” the beam
energy is increased up to its maximum of the run while
the β-functions at the collision points (β∗) are decreased,
which is called “squeeze”. Once at top energy (this static
point in the cycle is referred to as “flat top” in the follow-
ing) the squeeze continues in a separate process to reach
the minimum β∗, which is possibly different for the four
experimental points. Finally, in the last process that
takes place after the end of the squeeze, the beams are
brought in collision in the experiments in IR1/2/5/8 (see
Fig. 2), the end point of this process is called “physics”.
Before high-intensity beams are allowed in the ma-
chine, the performance of the collimation system is vali-
dated. This is done at each static point of the LHC cycle
(injection, flat top, end of squeeze, and physics) by delib-
erately inducing losses using a safe, low-intensity beam
and observing the resulting loss pattern. For the betatron
cleaning, losses are induced by blowing-up the beam in
the transverse planes with the Transverse Damper (ADT)
that can inject band-limited white noise in the beam [32].
For the off-momentum cleaning validation, losses are in-
duced by shifting the frequency of the radio frequency
(RF) system. The losses occurring around the ring are
recorded by beam loss monitors (BLMs) [33, 34]. Then,
the BLM signals are plotted as a function of the location
in the ring, s, and the losses are classified as cold (blue),
warm (red) or collimator (black). The cold losses refer
to losses in the aperture of SC magnets while the warm
losses refer to losses in NC magnets and other equipment
at room temperature. For the purpose of evaluating the
collimation cleaning, the BLM signals are normalised by
the highest BLM signal measured in the ring, which is
typically measured in IR7 where primary beam losses
are intercepted. The resulting loss distribution is called
a loss map. These loss maps have been used to eval-
uate the agreement between measurements and simula-
tions performed with the new SixTrack-FLUKA coupling
simulation tool.
As an example, in Fig. 3 the 2018 full ring (a) and
IR7 (b) horizontal betatron loss maps for B1 are shown
for protons (top) and 208Pb82+ ions (bottom). These
loss maps were performed with colliding beams op-
tics. The highest cold spikes are found in three clusters
downstream of the collimation system in the dispersion
suppressors (DS) indicated in Fig. 3 as DS1 (s=1150-
1210 m), DS2 (s=1230-1300 m) and DS3 (s=1390-
1410 m). As can be seen in Fig. 3 the collimation clean-
ing efficiency in the three cold clusters in IR7 worsens by
two orders of magnitude for 208Pb82+ ions as compared
to protons.
In the LHC, the validation of the collimation system
performance is completed with asynchronous beam dump
failure (ABDF) tests, which is a type of BDF scenario, in
order to validate the protection of the machine by the col-
limation system during such failures. This critical failure
occurs when there is a dump of the beam out of syn-
chronisation with the abort gap (gap without beam that
allows the extraction kicker magnets (MKDs) to rise up
to full field). Mis-kicked bunches could cause fast high
losses with consequent risk of damage of sensitive com-
ponents. The most exposed elements are the collimators
made of tungsten (TCTs and TCLAs) and the triplets
that need to stay sufficiently behind the TCDQ and the
TCSP collimators. These measurements are also an es-
sential part of the beam commissioning after long periods
without beam or following relevant changes in the hard-
ware or in the machine configuration. For these tests, a
single bunch is injected close to the abort gap and the
orbit is bumped away from the TCDQ to simulate the
maximum allowed orbit excursion in the extraction re-
gion. Then, the RF is switched off, thus allowing the
beam to debunch and drift into the abort gap. This is
monitored and when the beam fills the abort gap the
beam is dumped by the operators. The resulting loss
maps generated are analysed to evaluate the performance
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Figure 3: Measured horizontal B1 full ring (a) and IR7 zoom (b) loss maps performed with colliding 6.5 TeV proton
(top) and 6.37 Z TeV 208Pb82+ ion (bottom) beams. In the IR7 zoom, the three clusters in the DS in which the
highest cold losses spikes around the ring are observed, are indicated as DS1 (s=1150-1210 m), DS2 (s=1230-1300
m) and DS3 (s=1390-1410 m). Note that the layout has been started in IR7 with the vertical TCP located at s=650
m. On the top of (b) the different layout elements are indicated: dipoles (light blue), focusing quadrupoles (blue),
defocusing quadrupoles (red), sextupoles (green) and collimators (black).
of the collimation system in such failure scenarios. This
type of loss map has also been used to benchmark the
simulation framework presented in this paper.
Data from two different heavy-ion runs are used in this
work. The first set of data is from the most recent Pb-Pb
run in 2018 at the energy of 6.37Z TeV [17]. The sec-
ond set of data used in the study is from a SC magnet
quench test performed on the 13th of December 2015 with
208Pb82+ ions [14, 35]. This test was performed in order
to measure the quench limit of the SC magnets in IR7.
In such measurements, very high losses were produced at
the primary collimator using the ADT, with the aim of
quenching the IR7 DS magnets with the collimator de-
bris in a controlled manner. B2 and the horizontal plane
were used for the experiment in which, for the first time
in the LHC, a magnet quench was achieved with beam
losses from collimators in a controlled way. The better
understanding of the quench limit and agreement with
expectations allows pushing the maximum stored beam
energy in the machine and defines upgrade requirements
for the LHC collimation system. These measurements
offered a unique opportunity to benchmark simulations
and measurements with very high resolution as the high
losses cause a high signal-to-noise ratio. The main beam
parameters and collimator settings for both runs are sum-
marised in Tables I and II.
To calculate the collimator settings in units of beam
size, σ, the normalised LHC design emittance for protons,
PN=3.5×10−6 m rad is used. In order to define compa-
rable collimator settings for the ion beams the same ge-
ometrical emittance has to be used. Therefore an equiv-
alent normalised ion emittance IN is calculated taking
into account their corresponding relativistic factor, γI ,
such that the following relation is satisfied:
PN
γP
=
IN
γI
(1)
The normalised emittance value calculated using Eq. (1)
for 208Pb82+ is shown in Table I and used to generate
the corresponding beams for the simulations presented
in Section V.
III. HEAVY-ION COLLIMATION
SIMULATIONS
Heavy-ion collimation simulations must include both
a high-precision magnetic tracking as well as a good
modelling of the different nuclear interaction processes
of heavy ions with the collimator material, in particu-
lar EMD and nuclear fragmentation, as well as an ac-
curate tracking of the nuclear beams and out-scattered,
off-rigidity fragments through the magnetic lattice.
A first software tool, ICOSIM [36] developed in 2004,
allowed us to perform the magnetic tracking in linear ap-
proximation using lookup tables of cross sections for the
5Table I: B1 2015 and 2018 208Pb82+ main optics and beam run parameters at flat top and physics static points of
the LHC cycle.
Units 208Pb82+ 208Pb82+ 208Pb82+
2018 Flat top 2018 Physics 2015 Quench test
β∗ IR1/2/5/8 [m] 1/1/1/1.5 0.5/0.5/0.5/1.5 1/1/1/3
Half-crossing angle IR1/2/5/8 [µrad] 160/200/160/-170 160/137/160/-170 -145/137/145/-250
Beam separation IR1/2/5/8 [mm] 1.1/6/1.1/2 0/0/0/0 1.1/4/1.1/2
IP shift IR1/2/5/8 [mm] 0/0/0/0 0/-2/-1.8/0 0/0/0/0
E [Z TeV] 6.37 6.37 6.37
norm [×10−6 m rad] 1.39 1.39 1.39
Table II: 2015 and 2018 208Pb82+ ion runs collimator settings for PN=3.5 µm. L and R indicates the left and right
jaw, respectively. H and V correspond to horizontal and vertical planes, respectively.
Collimator Beam IR 208Pb82+ 2018 Flat Top 208Pb82+ 2018 Physics 208Pb82+ 2015 Quench test
(β∗ = 100 cm) (β∗ = 50 cm) (β∗ = 80 cm)
H TCP B1 7 5 5.5(L)-5.0(R) 5.5
V TCP B1 7 5 5 5.5
H/V TCPs B2 7 5 5 5.5
TCSGs/TCLAs B1/2 7 6.5/10 6.5/10 8/14
TCP/TCSGs/TCLAs B1/2 3 15/18/20 15/18/20 15/18/20
H TCTs B1 1/2/5 15/15/15 11/9/9 37/37/37
H TCTs B2 1/2/5 15/15/15 9/9/9 37/37/37
V TCTs B1/2 1/2/5 15/15/15 9/9/9 37/37/37
TCTs B1/2 8 15 15 37
TCDQ / TCSP B1 6 7.4/7.4 7.4/7.4 9.1/9.1
TCDQ / TCSP B2 6 7.4/7.4 7.4/7.4(L)-11.2 (R) 9.1/9.1
TCL.4/5/6 B1/2 1/5 out/out/out 15/15/out out/out/out
creation of fragments in collimators. It tracks only the
heaviest ion fragment created in each interaction. The
comparison of loss maps simulated with ICOSIM and
the LHC BLM measurements showed that the physics
models and approximated optics used in this software
are adequate to identify some collimation issues, but not
detailed enough to model accurately the collimation of
heavy ions [10, 14]. A later tool, STIER (SixTrack with
Ion-Equivalent Rigidities) [10, 14] improved the accuracy
of the tracking and the ion-matter interactions, but it
modelled only the first collimator hit in detail. All sub-
sequent collimators were modelled as perfect absorbers,
and in the tracking the ions were modelled as protons
with equivalent magnetic rigidity.
In this article, we present a new simulation tool that
on one hand can accurately track any heavy ion species
without the proton approximation, and on the other
hand simulates the ion-matter interactions for all tracked
particles in all collimators. To achieve this, the mag-
netic tracking is done by SixTrack, which provides a 6-
dimensional tracking of relativistic beams in high-energy
synchrotrons over many turns based on symplectic track-
ing maps. A more generic approach of computing the
heavy-ion trajectories was developed by including in Six-
Track new maps for the tracking of heavy ions, as de-
scribed in Appendix A.
The ion-matter interactions are handled by the Monte
Carlo code FLUKA [37] that has the most up-to-date
heavy-ion physics [38]. FLUKA is used to simulate par-
ticle transport and the particle-matter interactions in a
user-defined 3D geometry. Full online coupling between
SixTrack and FLUKA was used [25, 26]. This is described
further in Section III A.
A. Coupling between SixTrack and FLUKA
The existing framework for coupling SixTrack and
FLUKA [25, 26] for protons was expanded to incorporate
multi-isotopic tracking [14]. The two simulation codes
are run in parallel and the exchange of particles between
them is done through a network port and a C library
to handle the communication between the codes. This
significantly shortens the required simulation time com-
pared to a reinitialisation of each code after each particle
exchange. The basic principle is illustrated in Fig. 4. At
the start of every collimator there is an extraction marker
(red dots in Fig. 4), and at this position the particle co-
ordinates are sent to FLUKA where the interaction with
the collimator is simulated. The implementation is done
in such a way that the number of particles sent back to
SixTrack from FLUKA can be both larger or smaller than
the number of incoming particles, in order to cover for
cases where ion fragments (or other secondary particles,
6if requested) are created or absorbed. When all input
ions have been tracked through the collimator, the out-
put distribution of particles at the end of the collimator
is sent back to SixTrack and re-injected into the lattice
at the dedicated injection markers (green dots in Fig. 4)
from which the tracking is continued in SixTrack. The
markers are set at the beginning and at the end of each
collimator tank.
FLUKA
SixTrack
Collimator
Beam
O
utputIn
pu
t
Figure 4: SixTrack-FLUKA coupling principle.
The user set-up for the FLUKA simulation part is done
through the generation of a standard FLUKA input file
where the 3D geometry of each collimator or user-defined
insertion device is defined. In this file the user can adjust
the physics settings for the simulations, such as energy
cuts and transport thresholds to be applied, or switch off
unnecessary physical processes to optimise the computa-
tional time. The particle types sent back from FLUKA
to SixTrack are also defined by the user. Typically, for
heavy-ion collimation studies only nuclear fragments are
considered because the fraction of energy carried by other
particles is very small (see for more detail Section IV).
To record losses on other elements that are not mod-
elled in FLUKA, such as magnets, an online aperture
check has been developed [25, 26], which alongside the
tracking checks the trajectories of all tracked particles
against an aperture model with a default precision value
of 10 cm, that can be set to any other desired value by
the user. The tracking stops as soon as the aperture is
crossed and the impact point is recorded as well as the
ion type and energy carried.
IV. SIMULATIONS SETUP AND ANALYSIS
We discuss two different types of simulations in this
article: betatron beam halo collimation cleaning, and
BDFs scenarios.
For halo cleaning studies, the number of simulated halo
particles is about 3–6 ×106 initial heavy-ions depending
on the case. Our simulations have been performed with
a monochromatic beam since the energy spread is negli-
gible for the loss pattern generated after the interaction
of the main beam with the primary collimator. In the
non-collimation transverse plane a Gaussian distribution
in the range 0–3σ is generated, while in the collimation
plane a beam halo distribution matching the phase space
ellipse at the primary collimator is generated following
the method outlined in [6]. In addition, only the heavy-
ions with a given impact parameter, b, defined as the
distance between the heavy-ions impacting the collimator
and the surface of the collimator are selected. This means
that the halo particles hit the collimator already on the
first turn, and the physical mechanisms for the slow dif-
fusion to larger amplitudes (e.g. electron cloud, beam-
beam interactions, and intra-beam scattering to name a
few) are not simulated, as this would require too much
computing power and it is not relevant to evaluate the
collimation system cleaning efficiency.
The actual value of b in the LHC depends on the beam
loss process and it is not well known and may even vary
between runs. Simulations were performed with different
impact parameters for the colliding 2018 208Pb82+ optics
for both beams and both planes. Fig. 5 shows the en-
ergy lost in the IR7 DS1 (defined between s=1150-1210
m in Fig. 3) as a function of b. From this study we could
conclude that for b = 1µm, the energy lost in DS1 is
maximised for all cases studied. Because of that, all sim-
ulations presented in the following have been performed
with b = 1µm, in order to stay on the pessimistic side.
This is therefore a conservative approach for this study
and for predictions of performance for future configura-
tions.
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Figure 5: Energy lost in the DS1 cluster as a function of
b for 6.37 Z TeV horizontal and vertical 208Pb82+ ion
beams using the 2018 colliding optics.
For the purpose of the cleaning studies performed with
the SixTrack-FLUKA coupling, which are different to lo-
cal energy deposition studies, no magnetic rigidity cut
is applied on the produced fragments, while a particle
transport threshold cut of 1 TeV per nucleon is consid-
ered. The particles with an energy lower than the 1 TeV
per nucleon threshold are assumed to be lost at the col-
limator. This allows us to speed up the simulation with-
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Figure 6: B2 horizontal full ring (left) and IR7 zoom (right) loss map for 2018 208Pb82+ ion colliding optics without
(top) and with (bottom) the tracking of the protons generated at collimators.
out altering the result, since fragments affected by the
cut will be lost very close to the production point any-
way. Physics processes for nuclear interactions, ionisa-
tion, EMD, nuclear evaporation, and statistical fragmen-
tation are activated, while the electromagnetic shower
generation is not considered. Note that the electromag-
netic shower will only affect the local energy deposi-
tion studies that could be further studied in dedicated
FLUKA simulations. In Section V B, an example of de-
tailed IR7 FLUKA simulations including the electromag-
netic showers is presented and compared with the results
from the coupling tracking tool.
The energy lost at the collimators can be calculated as
the difference between the energy of all incoming parti-
cles, passed to FLUKA for the interaction, and the sur-
viving particles sent back to the tracking. However, in
this case the collimator losses are overestimated, since
some energy is carried by particles that exit the colli-
mator, but are not sent back to SixTrack. In order to
correctly estimate the energy deposited in the collima-
tors, the energy carried by these particles is saved in a
file at the exit marker of the collimator. Then, this infor-
mation is used in the post-processing to correct the losses
at the collimators. The two major contributing particle
types are neutrons and protons.
To illustrate this and understand the impact of includ-
ing or not the tracking of protons generated at the colli-
mators, simulations have been performed with an initial
population of 3×106 208Pb82+ ions and the 2018 collision
optics.
From the simulation results, giving the loss positions
around the ring, the loss maps are constructed calculat-
ing the cleaning inefficiency, η(s), as the sum of the en-
ergy lost at a given location, s, and per unit length nor-
malised by the maximum energy lost in the ring within
a distance ∆s, Emax, as
η(s) =
∑
iEi(s)
∆s Emax
, (2)
where Ei is the energy of the ion i lost within a dis-
tance ∆s around the position s. For losses in warm and
cold elements, we use ∆s = 10 cm, corresponding to the
chosen resolution of the online aperture check algorithm,
while for collimators it corresponds to the collimator ac-
tive length of 0.6 m for TCPs, 1 m for TCSPs, TCLAs,
TCTs, TCLs and TCSPs; and 9 m for the TCDQ.
In Fig. 6, the full ring (left) and IR7 zoom (right) hor-
izontal loss maps for B2 2018 208Pb82+ collision optics
are shown without (top) and with (bottom) the tracking
of the protons. Small variations in the losses at the first
secondary collimators in IR7 (see Fig. 6b) are observed
as well as more warm losses (red) in IR7, IR6 and IR3
due to the generation of protons in the collimators. In
the IR7 TCP made of CFC about 14 protons are pro-
duced per impacting ion. These protons are lost close to
the origin collimator in warm elements as can be seen in
IR7 due to the magnetic rigidity difference with respect
to the reference heavy-ion of more than 99%. The same
happens to the protons originated at the TCSP and at
the TCP in IR6 and IR3, respectively. The magnitude of
the observed differences in collimators and cold losses is
not significant when the simulation and beam measure-
8ments are benchmarked, as shown in Section V. Note
that despite the correction for proton and neutron ener-
gies, the result is still not the real energy deposited in
the collimator since the energy can escape in the form of
electromagnetic and hadronic showers (e.g. pions, kaons,
electrons, etc), which are not simulated. In the following
simulations presented in this paper, particles lighter than
deuterium are not sent back to SixTrack as it is expected
that losses are mainly local in IR7 while the simulation
and post-processing time is considerably increased.
The SixTrack-FLUKA coupling framework can also be
used to perform simulations of BDF scenarios. For these
simulations a special SixTrack module [39, 40] is used
to change dynamically the field of the MKDs during the
simulation, using realistic time-dependent kicks based on
measured wave forms [41]. As in Ref. [30], where simi-
lar studies were performed for proton beams, we simu-
late several consecutive Gaussian bunches centred on the
nominal closed orbit, each encountering different MKD
strengths. For the results presented in this paper a 75 ns
bunch spacing is considered, this implies that 44 bunches
are kicked during the rise of the MKD fields. The first
bunches receive small kicks and pass through the whole
ring, later bunches receive large kicks and hit the dump
protection collimator or are extracted from the machine
while the intermediate bunches are the ones that risk hit-
ting the machine aperture and sensitive collimators. Be-
cause of that, only a small range of intermediate bunches
(between 5-25) are simulated using a separate three-turn
simulation for each bunch. In the first turn, no MKD
kick is implemented. In the second turn the simulated
bunch is affected by the intermediate MKD kicks, dif-
ferent for each bunch. In the third turn the maximum
MKD kick value is applied and the particles remaining
on this turn are lost in the extraction point. Note that
only the ring losses are of interest in this study and not
the losses in the extraction line. We present the final loss
distributions as the sum over all simulated bunches, nor-
malised to the absolute energy of the lost particles and
scaled to the real intensity in the machine for the number
of bunches simulated.
Different BDF modes can occur [42]: the single mod-
ule pre-fire (SMPF), in which one MKD module sponta-
neously fires first and the remaining MKDs are then au-
tomatically triggered after a short delay, and the ASBD
mode in which all MKDs fire simultaneously but at the
wrong time when the beam is passing. This last mode is
the one measured in the machine and for which compar-
ison studies with simulations have been performed and
presented in Section V.
V. APPLICATIONS AND COMPARISON OF
SIMULATIONS WITH MEASUREMENTS
In this section, we show examples of applications of our
simulation setup to the LHC operation during the 2015
and 2018 Pb-Pb runs. The simulations demonstrated to
be a very good guide to understand the origin of the
losses in various complex configurations and to optimise
the collimator settings and formulate mitigation strate-
gies. Simulated and measured loss maps for the beta-
tron cleaning and ABDF scenarios are compared and the
agreement is discussed. It should be noted that quanti-
tative discrepancies up to at least a factor 10 can be ob-
served in the comparison of simulated and measured loss
maps [6]. This is because the simulated loss maps show
the sum of the energy of the lost particles impacting on
the aperture around the ring, while the measured losses
are taken from the BLM signals. Since the BLMs mea-
sure the secondary particles created in the showers, the
ratio between local losses and BLM signal can vary sig-
nificantly between different locations, depending on the
materials and local geometry as well as the impact dis-
tribution.
A more quantitative comparison between simulation
and measurements can be obtained with energy deposi-
tion simulations of the local showers at critical loss loca-
tions (e.g. with FLUKA), including the local geometry
and the BLM and hence better representing the BLM re-
sponse. However, this is only possible for a few locations
and not for the full ring due to the required resources
to prepare detailed local geometries and to the computa-
tional time. In order to illustrate the improved quanti-
tative agreement when performing detailed FLUKA sim-
ulations, IR7 results obtained with the full simulation
chain (i.e. tracking and showering) for the 2015 Pb-Pb
collimation quench test are presented in Section V B. For
the purpose of this paper, it will be shown that the com-
parison based on loss maps is adequate.
A. 2018 208Pb82+ ion run
During the commissioning of the 2018 Pb-Pb run,
losses were observed at the horizontal TCT (TCTPH) in
IR1 in the physics configuration (see Table II) that could
potentially cause high background or beam dumps [43].
An effort was made to decrease these losses and the
SixTrack-FLUKA simulations were then used to under-
stand the loss sources and to propose mitigation mea-
sures.
The simulations showed that the losses at the TCTPH
consisted mainly of 207Pb82+ ions, which were created
inside the left TCP jaw (while moving in the beam di-
rection) and then bypassed all other collimators. The
207Pb82+ ion is the fragment with the smallest rigidity
offset and it stays within the acceptance of the arcs, so it
can travel far along the machine circumference. In Fig. 7
the tracks of 207Pb82+ ions originated on the left (blue)
and right (green) TCP jaw are shown from the TCP to
IR1 together with the aperture model and collimators
with the TCTPH indicated in red. Fragments emerging
from the two TCP jaws are lost at different locations,
because the betatron motion is either amplifying or com-
pensating the dispersive offsets depending on the start-
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Figure 8: Horizontal B1 simulated (top) and measured (bottom) loss map with both TCP jaws closed to 5σ (a),
with only the right TCP jaw closed to 5σ (b) and with only the left TCP jaw closed to 5σ (c).
ing betatron phase. This was an important result from
simulations that was tested and applied in LHC opera-
tion. Note that this could not be found out only through
measurements as it is not possible to test many differ-
ent collimator configurations during the commissioning
phase due to time constraints. Therefore, accurate simu-
lation results are crucial to anticipate possible issues and
elaborate loss mitigation strategies.
We therefore proposed to decrease the TCTPH losses
by either slightly retracting the TCTPH jaws, which was
possible since there was significant margin to the triplet
aperture, or by concentrating the primary losses on the
right TCP jaw only. The latter option could be achieved
by retracting the left TCP jaw by a small amount. Fig-
ure 8 shows a comparison of the simulated (top) and
measured (bottom) horizontal loss maps for B1 with both
TCP jaws closed to 5σ (Fig. 8a), with only the right TCP
jaw closed to 5σ and the left jaw opened to 36σ (Fig. 8b)
and with only the left TCP jaw closed to 5σ and the right
jaw opened to 36σ (Fig. 8c).
A very good qualitative agreement between simula-
tions and measurements is observed on the losses at the
collimators. The losses at the TCTPH in IR1 (at s ≈
7500 m) are reduced by more than three orders of mag-
nitude when the left TCP jaw is opened in both simulated
and measured loss maps. In addition, when the left TCP
jaw is opened, no losses are observed at the TCTPH in
IR5 and at the TCSP in IR6 while the losses in the TCP
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in IR3 slightly increase, in both simulations and mea-
surements. Quantitatively, discrepancies up to one order
of magnitude are observed, for example on the level of
losses in the TCTPH in IR1 when only the left TCP jaw
is considered. These levels of discrepancies are in the
order of what is expected due to the difference in BLM
response as discussed in the introduction of this section.
In addition, note that no orbit and machine errors are
taken into account in the simulations which could also
contribute to these observations.
Concerning cold losses, spikes between IR7 and IR1
when both TCP jaws are in place, as seen in Fig. 8a, are
observed in both simulations and measurements. These
losses are mainly coming from the left TCP jaw. The lon-
gitudinal location of these spikes is in some cases shifted
or even absent in one of the two (measured or simulated).
These differences could be explained by aperture or or-
bit displacements in the real machine that are not re-
produced in simulations. However, the location with the
highest amount of cold losses is very well reproduced as
can be seen in Fig. 9, where the simulated (top) and
measured (bottom) IR7 loss maps are shown. The losses
at the three clusters, named in Section II as DS1, DS2,
and DS3, where the locally generated dispersion function
from the TCP is beating with amplitudes between 0–
2.1 m, are very well reproduced by the simulations. Con-
cerning the losses at the collimators in IR7, quite good
agreement can be observed on the hierarchy, however in
measurements the signals are higher at the secondary col-
limators than at the primary collimators, but not in sim-
ulations. This difference with respect to the simulations
could be due the fact that IR7 BLMs intercept show-
ers also from losses further upstream and to the BLM
response, accounted for by a second step of additional
FLUKA simulations discussed in Section V B where the
quantitative agreement is significantly improved.
To illustrate the differences between the loss map gen-
erated by only the left TCP jaw and only the right TCP
jaw at 5σ, Fig. 10 shows the ratio of losses obtained
in simulations (green) and measurements (blue) between
the two loss maps at different locations. In general, a
very good agreement is observed with the trend in all de-
picted locations between simulations and measurements,
in particular since the BLM response is not included.
Note that the data cover several orders of magnitude.
Simulations have also been performed with the flat-top
machine configuration with the optics, beam, and colli-
mator settings summarised in Tables I and II. The com-
parison of simulated (top) and measured (bottom) loss
maps for B1 in the horizontal plane is shown in Fig. 11.
A quite good qualitative agreement can be observed in
the losses at the collimators except for the losses on the
TCT in IR2 that are present in measurements, but not in
simulations. This could potentially be explained by var-
ious imperfections, but a more detailed study would be
required to verify this hypothesis. Cold spikes between
IR7 and IR1 are observed in both simulations and mea-
surements and the highest losses in the DS of IR7, are
s [m]
Figure 9: IR7 horizontal B1 simulated (top) and
measured (bottom) loss map for both TCP jaws at 5σ.
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again well reproduced.
In comparison to the simulations performed with the
small-β∗ optics, less losses are observed at the TCTs in
IR1, IR2, and IR5 while in IR7 no significant changes
are observed, as expected, since in IR7 the optics and
collimator settings are the same for both optics.
ASBD failure measurements performed during the
2018 208Pb82+ ion commissioning have also been used to
evaluate the SixTrack-FLUKA coupling framework. In
measurements only an event similar to the ASBD fail-
ures can be caused intentionally. However, in simula-
tions also the SMPF has to be considered to evaluate the
most pessimistic failure scenario in terms of beam losses
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Figure 11: Simulated (top) and measured (bottom) FT
B1 horizontal 208Pb82+ ion beam loss map.
around the machine and evaluate the amount of losses on
the most sensitive components. The SixTrack-FLUKA
coupling was used to perform simulations of such failure
scenarios, for the first time with ion beams, with sub-
sequent analysis following the methodology described in
Section IV.
As an example, in Fig. 12 the simulated (top) and mea-
sured (bottom) loss maps, resulting from a 2018 ASBD
test performed with 208Pb82+ ions and collision optics, is
shown. It should be noted that in both plots, data from
the two beams are superimposed, since the experimental
procedure is performed for the two beams simultaneously.
In addition, the simulated loss map is given in number
of protons for comparison with collimator damage limit
calculations performed for protons in [44]. Good quali-
tative agreement is observed, with the main losses occur-
ring this time in IR6, downstream of the extraction, with
about one order of magnitude lower losses in IR7. Losses
are observed also at the TCTs for B1 in IR1, for both
beams in IR2, and at a lower level for B2 in IR5. Cold
spikes are also observed in the arcs between IR8 and IR1
in both simulations and measurements. As discussed at
the beginning of this section, the observed shifts in the
longitudinal axis could be due to orbit and machine im-
perfections.
Serious damage can be caused to the TCTs if the pri-
mary and focused beam is intercepted (see [44] for the
case of protons). In order to ensure the protection of
these collimators for the operation at small β∗ when
tight TCTs settings are required, the fractional phase ad-
vance between the MKDs and these collimators have to
be within 30◦ from 0◦ or 180◦ with proton beams [30]. In
0 5000 10000 15000 20000 25000
s [m]
104
106
108
1010
1012
1014
N
um
be
r o
f p
ro
to
ns
IR7 IR8 IR1 IR2 IR3 IR4 IR5 IR6
0 5000 10000 15000 20000 25000
s [m]
10 8
10 6
10 4
10 2
100
No
rm
. B
LM
 si
gn
al
Warm
Cold
Collimator
Figure 12: Simulated (top) and measured (bottom) loss
map for an ASBD test with colliding beams during the
2018 208Pb82+ ion run commissioning.
Table III a summary of the phase advance between MKDs
and TCTs for both beams in the 2018 208Pb82+ optics is
presented. As can be seen, the TCTs in IP2 do not satisfy
the requirements. Because of that, it was important to
quantify the expected impacts for 208Pb82+ ion beams, in
order to conclude if whether the phase advance could be
accepted. However, the 208Pb82+ ion beams used at the
LHC have a smaller bunch intensity and larger bunch
spacing than the proton beams and the phase advance
tolerances in such failure scenarios can be larger than for
protons.
Table III: 2018 208Pb82+ ion run optics ∆µTCT−MKD
summary for B1 and B2.
IR ∆µTCTPH−MKDB1 ∆µ
TCTPH−MKD
B2
1 176◦ 151◦
2 223◦ 212◦
5 162◦ 176◦
A sensitivity study was done, simulating the acciden-
tal losses as a function of the TCT half gap. This allows
establishing the proper margins when defining the colli-
mator settings, accounting for possible orbit errors during
operation as in [29].
In Fig. 13 the results of these simulations are presented
in the form of scaled energy lost at the TCTs in the dif-
ferent IRs as a function of the TCT half gap for B1 (top)
and B2 (bottom), with all other collimators set accord-
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ing to the 2018 physics configuration in Table II. The
losses have been calculated using the set-up described in
Section IV.
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Figure 13: Losses at the TCTs at the higher luminosity
experiments from simulation results of a SMPF mode
scenario as a function of the TCTs half aperture for B1
(top) and B2 (bottom). Note that the discontinuity
observed on the top plot green line is due to statistic
limitations and indicates nearly no losses at this
collimator. The energy lost by one primary
208Pb82+ ion of 6.37 Z TeV in the simulations
corresponds to 9.3×108 GeV in this plot. For B2 no
losses are observed in the TCT in IR1.
In Fig. 13, the losses at the tungsten TCTs are com-
pared with the estimated damage limits for protons [44]
obtained from detailed energy deposition and thermo-
mechanical studies. The proton damage limit can be used
in fairly good approximation, since the hadronic shower
is very similar to the 208Pb82+ ions, and the localised
ionisation energy loss, which scales with Z2 and is thus
much higher for nuclear beams, would cause the peak en-
ergy deposition only for very small spot sizes. The pur-
ple dashed line indicates the plastic deformation limit for
primary and focused beam losses, while the dashed black
line corresponds to the plastic deformation limit for sec-
ondary spread-out beam.
A flat dependence of the losses on the TCT setting can
be observed for all the TCTs down to a minimum half gap
of 5.5σ. Only for the horizontal TCT in IP2 we observe
a steep rise when closing from 5.5σ to 5σ. This means
that up to this point all intercepted particles are from
secondary spread-out beam, out-scattered at large ampli-
tudes by the dump protection, as in Ref. [30], and the val-
ues are well below the damage limit from secondary beam
halo. Notice that the discontinuity observed in Fig. 13
for the TCTPH in IR5 (in green) could be explained by
statistical limitations since a different initial beam dis-
tribution is generated for each bunch with only 12×104
208Pb82+ ions. This indicates nearly no losses as the en-
ergy lost in the simulations by one primary 208Pb82+ ion
of 6.37 Z TeV corresponds to 9.3×108 GeV in this plot.
As can be seen in Fig. 13 (bottom) for B2 losses are ob-
served on the TCT in IR1.
From these studies we could conclude that the losses
at the TCTs were well below the plastic deformation
limits (indicated in black and purple in Fig. 13) with
an operational margin of 3.5σ between the operational
TCT setting and the settings at which there is a risk
for damage for the 2018 208Pb82+ ion collision optics,
corresponding to the abrupt change on the slop of the
curves of Fig. 13. The results show that the optics re-
quirements, e.g. in terms of MKD-TCT phase advance,
for 208Pb82+ ion beams are less stringent than the ones
for protons in Ref. [30]. This is mainly due to the much
lower bunch charge and larger bunch spacing, which both
contribute to the lowering of the total impacting energy.
B. 2015 208Pb82+ quench test
In a “collimation quench test”, losses on the primary
collimator are intentionally increased in a controlled way,
causing losses in the cold DS magnets immediately down-
stream of the collimation insertion that could poten-
tially cause a quench. The level of losses at which the
quench occurs, or the largest losses without quench, can
be compared with the estimated quench limit [45]. These
measurements provide almost ideal conditions for bench-
marking simulations due to the resulting high signal-to-
noise ratio and the control of the loss source. In ad-
dition, further information from the quench experiment
performed in 2015 such as the power deposition in the
SC magnet coils could be gathered by means of com-
bining the measured loss rates with simulations which
is of great importance to evaluate possible limitations
in future runs with envisaged higher intensities. Fig-
ure 14 shows the SixTrack-FLUKA coupling simulated
(top) and measured (bottom) horizontal B2 208Pb82+ ion
full ring (a) and IR7 zoom (b) loss map for the 2015
quench test configuration, shown in Table I. Good qual-
itative agreement can be observed in the losses at the
collimators except for the small amount of losses (about
10−4) observed in the measured loss map on the TCT in
IR5 that are not present in simulations. Cold spikes be-
tween IR7 and IR5 are observed in both simulations and
measurements and the highest losses in the DS of IR7,
are again well reproduced.
As anticipated in the introduction of this section, an
improved quantitative comparison can be achieved by a
two-step simulation combining tracking and detailed en-
ergy deposition studies. A similar approach was already
13
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Figure 14: Simulated (top) and measured (bottom) horizontal B2 full ring (a) and IR7 zoom (b) loss map for the
2015 208Pb82+ ion beam collimation quench test.
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Figure 15: Comparison of simulated and measured BLM signals in the IR7 cleaning insertion, the adjacent DS (cells
8-11) and the first arc cell (cell 12). The beam direction is from the left to the right. The signals are expressed per
208Pb82+ ion lost in the collimation system. The positions of primary and secondary collimators (TCPs and
TCSGs), tungsten absorbers (TCLAs), dipoles (D3 and D4), and quadrupoles (Q4-Q12) are illustrated on the top.
The statistical error of simulation results is generally smaller than 10% for dose values above 10 pGy but can be as
large as a factor of a few for dose values below 10 pGy.
adopted in Ref. [45] for benchmarking BLM response sim-
ulations for proton collimation losses. In a first step, the
SixTrack-FLUKA coupling was used to generate the im-
pact distribution of 208Pb82+ ions at the primary colli-
mator in IR7. In the second step, this impact distribu-
tion at the TCP was employed as initial distribution for
the FLUKA energy deposition simulation with a detailed
model of the IR7 geometry. In these simulations, the
interaction of the particles with the primary collimator
material and the subsequent propagation of residual frag-
ments and electromagnetic and hadronic showers in the
surrounding machine hardware is modeled. Secondary
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particles were transported until their kinetic energy fell
below 1 MeV (electrons, positrons), 100 keV (photons,
hadrons, muons) or 10−5 eV (neutrons). Detailed mod-
els of the loss monitors used in the LHC (nitrogen-filled
ionisation chambers with a sensitive volume of about
1500 cm3) were included in the simulation setup to per-
form a quantitative comparison with the measured BLM
signals.
Since only a small fraction of secondary particles leak
to superconducting magnets in the DS and arc, separate
FLUKA shower simulations were carried out for the room
temperature and the cold accelerator region. To enhance
the statistical convergence in the latter case, the FLUKA
simulation was split into two steps. In the first step,
the transport of secondary particles and ion fragments
emerging from interactions in collimators was suppressed
if they could not reach the DS because of their mag-
netic rigidity. In this way, a representative distribution
of secondary particles leaking to the cold region could
be obtained since the computational time for simulating
particle transport in the insertion region was significantly
reduced. In the second step, the showers induced by the
particles lost in cold magnets were simulated using the
low transport thresholds mentioned above. More details
about this simulation approach can be found in [46]. The
two steps were not necessary for obtaining BLM signals
in the insertion region itself since a good statistical con-
vergence could be achieved in a single step.
Figure 15 compares simulated and experimental BLM
signals in IR7, the neighbouring DS, and the first arc
cell. The position of the primary and secondary colli-
mators, tungsten absorbers and magnets is indicated on
the top of the graph. The BLM signals are expressed
per 208Pb82+ ion intercepted by the IR7 collimators and
eventually lost in the machine. The simulation results
represent the dose scored in the active gas volume of the
BLM models. The experimental BLM dose values were
derived by time-integrating BLM signals over the entire
loss duration and by dividing the results by the number of
ions lost from the beam. The latter was determined from
beam current measurements, which provided a good esti-
mate of betatron losses in IR7 since the contributions of
other loss mechanisms were much smaller. In total, about
1.4×109 208Pb82+ ions were lost during the experiment.
The measured BLM dose values were also corrected for
the noise pedestal, which was obtained from a reference
period without beam just after the experiment. The noise
contribution was less than 1% for the highest signals at
primary and secondary collimators, and between 1% and
10% for the highest signals in the DS and arc.
In general, the simulated BLM pattern reproduces well
the measured pattern, which spans several orders of mag-
nitude in losses, over more than 600 m. Qualitative fea-
tures like elevated BLM signals downstream of collima-
tors and the two loss clusters in the DS are well repro-
duced. A good quantitative agreement, better than a
factor of 2–3, can be observed for most BLMs at primary
and secondary collimators. The simulation systemati-
cally underestimates, however, measured signals in the
second half of the insertion region and in the cold ac-
celerator region up to the Q11. The simulated signals in
the DS are on average about four to five times lower than
the measured ones. This can possibly be attributed to
the assumed 208Pb82+ impact distribution on TCPs and
to machine imperfections that are not taken into account
in the model. As shown in [14], the chosen maximum
impact parameter of 208Pb82+ ions on the TCPs influ-
ences the number of fragments leaking to the DS. In the
present study, the maximum impact parameter was as-
sumed to be 2µm. If the actual value was smaller, then
this could have lead to a higher leakage as can be seen in
Fig. 5. In addition, machine imperfections like collimator
tilts can also affect the collimation inefficiency. Imper-
fections could also be the main reason why the leakage of
single diffractive protons to the DS was underestimated
by about a factor of three in previous proton benchmark
studies [45, 47]. As shown in [46], the agreement for pro-
tons notably improved if primary collimators were as-
sumed to be tilted. Qualitatively, a similar effect is ex-
pected for the leakage of 208Pb82+ fragments. Despite
the observed underestimation in Fig. 15 the results are
nevertheless considered remarkable, given the complexity
of the simulation chain and the large variation of BLM
signals, which span over many orders of magnitude.
VI. HL-LHC EXPECTED PERFORMANCE
The LHC Run 1 (2010-2013) [48] and Run 2 (2015-
2018) [15] collimation operation was very satisfactory,
with no collimation-induced quenches, however relevant
upgrades are necessary to cope with the beams foreseen
by the HL-LHC project [49, 50], which aims at increasing
the integrated proton and heavy-ion luminosity collected
by the LHC experiments by a factor 10 over twelve years.
To reach this goal, it is, among others, foreseen to use
a higher proton-bunch population at injection of about
2.3×1011 and to increase the number of bunches in the
heavy-ion operation from 733, as used in 2018, to 1232,
thanks to a shorter 50 ns bunch spacing [51].
To cope with these high-intensity beams, some up-
grades are planned for the collimation system with the
aim of reducing the impedance contribution from the col-
limation system, to improve the cleaning efficiency in
IR7, and to protect the experimental IRs from physics
debris. The planned upgrade to improve the cleaning in
IR7 is motivated mainly by predicted limitations in the
HL-LHC collimation performance with heavy-ion beams.
This limit is more constraining for 208Pb82+ ion beams
than for proton beams in spite of the factor 35 lower
stored beam energy carried by the the 208Pb82+ ion
beams, due to the observed worsening of the IR7 clean-
ing performance (see Fig. 3). Based on energy-deposition
studies [52], the observed heavy-ion losses in simulations
in the DS downstream of IR7 (see Fig. 17 top graph)
scaled up to HL-LHC intensities are above the quench
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limit for lifetime drops below the design value of 12 min-
utes. To overcome this limitation, one new collimator
per beam, called TCLD, will be installed in cell 9 on
each side of IR7, as illustrated in the layouts in Fig. 16.
To make room for the TCLDs, a standard main dipole
will be replaced by an assembly consisting of two shorter
and stronger 11 T dipoles [53] (in orange in Fig. 16) with
the TCLD in the space in the middle.
20.250 20.275 20.300 20.325 20.350 20.375 20.400 20.425 20.450
s [km]
2
1
0
1
2
D
 [m
]
Dx
Dy
0
10
20
30
40
50
60
70
80
1/
2  
[m
]
x
y
M
BH
.A
9.R
7
TC
LD
.9 R
7
M
BH
.B
9 .R
7
M
B.
A8
.R
7
M
B.
A8
.R
7
M
B.
A1
0.R
7
Q7 Q8 Q10Q9 Q11
M
B.
B1
0.R
7
M
B.
B1
1.R
7
M
B.
A1
1.R
7
Figure 16: Run 3 (top) and Run 2 (bottom) layouts of
the IR7 DS for B1, with and without the new TCLD
collimators.
The performance of the collimation system for the new
layout has been simulated using the SixTrack-FLUKA
coupling for 208Pb82+ ion beams and the HL-LHC v1.2
optics. A 7 Z TeV 208Pb82+ ion beam with a normalised
emittance of 1.49×10−6 m rad has been generated follow-
ing the method described in Section IV. The collimator
settings considered in these simulations are summarised
in Table. IV. Note that other collimator settings are be-
ing considered, but it is not expected that they will affect
the conclusions of the studies presented in this paper.
Table IV: HL-LHC 208Pb82+ ion physics collimator
settings for a normalised proton emittance of PN =
3.5 µm.
Collimator IR Half-aperture [σ]
TCP/TCSG/TCLA 7 6/7/10
TCP/TCSG/TCLA 3 15/18/20
TCTs 1/2/5/8 10/10/10/15
TCDQ / TCSP 6 9/9
TCL 4/5/6 1/5 12
TCLD 7 14
In Fig. 17 and Fig. 18, the simulated horizontal LHC
(top) and HL-LHC (bottom) loss maps are shown for B1
and B2, respectively. The full ring loss maps are pre-
sented in Fig. 17a and Fig. 18a and a zoom of IR7 is
shown in Fig. 17b and Fig. 18b for B1 and B2, respec-
tively. With the TCLD in place in IR7, the cleaning
all along the machine is greatly improved, as can be seen
in both Figs. 17 and 18. For B1, collimator losses are
localised in IR7, IR3 and at the horizontal TCTPH in
IR1. High losses in the TCTPH in IR1 are envisaged at
the same level as observed in the 2018 208Pb82+ ion run.
The mitigation strategies described in Section V could in
principle be used. For B2, losses at collimators are only
observed in IR7 and IR3. It should be noted especially
that cold spikes all along the ring are almost fully sup-
pressed, in particular, in IR7 where the limiting cluster
losses defined in Fig. 3 as DS2 and DS3 are completely
mitigated and in DS1 the losses are reduced by more than
a factor 10. This is because all these suppressed losses
were caused by ion fragments with a magnetic rigidity
different from the main beam. These fragments are effi-
ciently intercepted by the TCLD that is in a location with
a significant dispersion. Detailed energy deposition stud-
ies have shown that the remaining cold losses occurring
upstream of the TCLD are not limiting the achievable
beam intensity [52].
VII. CONCLUSIONS
A good understanding of Heavy-ion collimation is es-
sential to devise collimator settings providing safe opera-
tion, which is not interrupted by beam dumps or magnet
quenches. In the short heavy-ion runs, the machine avail-
ability is crucial and every fill contributes significantly
to the total integrated luminosity. Moreover, the colli-
mation set-up and validation has to be done only once
at the start of the run to avoid interruptions of the op-
eration for physics. It is then very important to have
accurate models to identify potential performance bot-
tlenecks beforehand and to be able to react quickly in
case of unexpected issues during the operation.
In the last ten years, a big effort has been made to im-
prove the accuracy of the heavy-ion collimation simula-
tion tools, combining reliable fragmentation models and
precise tracking codes. This is a complex task because
it requires putting together different tools optimised for
different purposes. This effort has resulted in the devel-
opment of the SixTrack-FLUKA coupling framework for
heavy-ion beams, which has demonstrated its increasing
reliability as a guide to understanding the origin and lo-
cation of the losses in different scenarios such as standard
collimation cleaning or dump failure scenarios.
For the 2018 208Pb82+ ion run commissioning, the sim-
ulations were applied to mitigate losses through optimisa-
tion of the collimator settings, and the results were con-
firmed by experimental studies. In general, very good
qualitative agreement is observed in the losses at the
collimators between our simulations and the measure-
ments. The response of the BLMs could explain some
of the observed discrepancies as well as machine imper-
fections, which are not taken into account in the simu-
lations. In addition, the bottleneck location of losses in
cold magnets is very well reproduced in the DS of IR7.
Using these developed tools, effective mitigation strate-
gies can be formulated and tested before implementa-
tion, given the predictive power of numerical simulations
as shown for the 2018 208Pb82+ion run. The qualitative
agreement between measurements and simulations is im-
proved when detailed FLUKA energy deposition studies
are performed including the complete geometry of the
accelerator and BLMs, and a quantitative agreement is
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(a)
TCLD
(b)
Figure 17: Horizontal B1 full ring (a) and IR7 zoom (b) loss map for the 2018 LHC (top) and HL-LHC (bottom)
208Pb82+ ion operation layout.
(a)
TCLD
(b)
Figure 18: Horizontal B2 full ring (a) and IR7 zoom (b) loss map for the LHC (top) and HL-LHC (bottom)
208Pb82+ ion operation layout.
found within a factor of a few to over several hundreds
of meters throughout the whole IR7. Given the com-
plexity of the simulations, the fact that the losses span
many orders of magnitude, and the many unknown error
sources, we consider this a very good agreement. These
results demonstrate the maturity of the simulation chain
and give confidence in the simulations of future machine
configurations.
The performance of the HL-LHC project collimation
layout has been evaluated with the the coupling simula-
tion tool. The results show a very significant improve-
ment with respect to the current LHC layout and no
expected limitations for the heavy-ion run are predicted
after the deployment of new DS collimators, whose loca-
tion was optimised thanks to the new tools described in
this paper.
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Appendix A: Tracking maps
In the following text, we describe a generalised Hamil-
tonian for multi-isotopic particle beams used to derive
the thin-lens symplectic tracking maps implemented in
SixTrack.
Consider the trajectory of an arbitrary particle of
rest mass m and charge Ze (with the charge multiplic-
ity Z and elementary charge e) moving at the relative
speed β = vc through a dipolar magnetic field B. The
trajectory is bent by a bending radius ρ, which is related
to the magnetic field, the particle momentum, and charge
as
Bρ =
P
Ze
. (A1)
The particle momentum can be written as P = mβcγ
with γ the relativistic normalised energy. The bending
radius ρ0 of the reference particle, with its physical prop-
erties defined by the parameters m0, Z0, β0, is related to
ρ as follows
ρ
ρ0
=
(1 + δ)
χ
, χ =
m0
m
Z
Z0
, (1 + δ) =
β γ
β0 γ0
. (A2)
The quantity χ defines the mass-to-charge ratio of the ion
relative to the reference particle and the quantity δ is the
relative offset of the normalised relativistic momentum.
Elementary transformations of Eqs. (A2) show that δ
in the multi-isotopic case is not the well-known relative
momentum offset, but the relative momentum offset per
mass unit
δ =
P
m
m0
P0
− 1 . (A3)
For the case of heavy-ions, the relative momentum offset
of Eq. (A3) can be larger than two orders of magnitude.
Both χ and δ quantify the dispersive offset of the particle
trajectory acquired after interaction with the collimator
material. Note that for the mono-isotopic case when the
same ions of the main beam are produced, m→ m0 and
Z → Z0, the two Eqs. (A2) and (A3) yield to the well-
known expressions in which δ is the relative offset of the
full momentum.
Consider a physical system described by the canon-
ical co-ordinates p,q with p = {px, py, pz} and q =
{x, y, z}. After the transformation of the indepen-
dent variable from t to the path length s(t), the ac-
celerator Hamiltonian for the set of canonical variables
(x, px), (y, py), (−t, E) is given by [54]
H = −pz = −ZeAz −
√
(E − Zeφ)2
c2
−m2c2 − (px − ZeAx)2 − (py − ZeAy)2 , (A4)
where φ is the scalar potential, Ai the electromag-
netic vector potential, defining the magnetic field vector
B = ∇×A and the canonical momenta pi are defined as
pi = mγq˙i + ZeAi . (A5)
The total particle energy E in the square root of Eq. (A4)
is a very large quantity. In order to solve analytically
complicated vector potentials, the Hamiltonian should
be expanded and this requires the dynamic variables in
the square root to be small. The following substitutions
of E, pi, Ai and H serve the purpose of obtaining small
dynamic variables in the square root of Eq. (A4), while
maintaining the validity of Hamilton’s equations:
pi → p˜i = pi
P0
m0
m
H → H˜ = H
P0
m0
m
, (A6)
ZeAi → χai = χZ0eAi
P0
E → E˜ = E
P0
m0
m
. (A7)
The normalisation with respect to the mass is essential to
fulfil the requirement of obtaining small quantities in the
square root of Eq. (A4) because the masses of the differ-
ent ions produced by the interaction with collimators can
differ significantly from the mass of the main ion beam.
Note that the definition of the normalised vector poten-
tial ai is identical to the definition for the mono-isotopic
case [55]. Instead of incorporating it into the definition
of ai, the magnetic rigidity change for isotopes different
from the reference particle is taken into account by the
additional factor χ. This allows the usage of well-known
vector potentials from the derivation of the mono-isotopic
tracking maps [56, 57].
Expressed in terms of the new co-ordinates, and assum-
ing that a gauge can be found, such that φ = 0, and using
the relativistic energy-momentum relation and Eq. (A3),
the Hamiltonian can be written as
H˜ = −χaz −
√
(1 + δ)2 − (p˜x − χax)2 − (p˜y − χay)2 .
(A8)
18
This equation is similar to the standard expression used
in [57]. It should, however, be kept in mind that the
quantities pi, H˜ and δ are defined differently.
In order to also describe the longitudinal particle mo-
tion (e.g. the synchrotron motion) by small quantities,
another transformation is required that can be obtained
by means of a transformation of the canonical variables
provided by a generating function of second type [55]
F2 = xPx + y Py + (s− β0 c t)
(
pz +
E0
β0 P0 c
)
. (A9)
The old (p˜i, qi) and new (Pi, Qi) co-ordinates, as well as
the old (H˜) and new (K) Hamiltonian are related by the
following relations
p˜i =
∂F2
∂qi
Qi =
∂F2
∂Pi
K = H˜ +
∂F2
∂s
= H˜ + pz .
(A10)
The transformed variables (X,Px), (Y, Py), (z, Pz) are
then defined as follows
X = x , Y = y , z = s− β0ct , (A11)
Px = p˜x , Py= p˜y , pz =
m0
m E − E0
β0P0c
. (A12)
Including a last transformation for convenience Pi →
pi, K → H, the final multi-isotopic Hamiltonian in a
straight co-ordinate system yields
H = pz −
√
(1 + δ)2 − (px − χax)2 − (py − χay)2 − χaz .
(A13)
The new co-ordinate z describes the difference in arrival
time with respect to the reference particle. The quantity
pz is the canonical conjugate of z.
To describe particle motion in an accelerator it is
convenient to transform the straight co-ordinate sys-
tem into a curved one, with the new set of variables
(X,Px), (Y, Py), (s, Ps). In a co-ordinate system horizon-
tally bent by a constant radius ρ0 = 1/hx, the Hamilto-
nian becomes
H = pz − (1− hx(s)x)
(√
(1 + δ)2 − (px − χax(s))2 − (py − χay(s))2 + χas(s)
)
, (A14)
where as is the vector potential in the curvilinear ref-
erence co-ordinates. The full derivation can be found
in [14]. In the mono-isotopic limit m→ m0 and Z → Z0
the multi-isotopic Hamiltonian becomes the standard
Hamiltonian presented in [55, 58].
Depending on the complexity of the electromagnetic
field of the beamline element and the corresponding
boundary conditions it is useful to expand the square root
of the Hamiltonian in Eq. ((A14)) in
(px−χax)2+(py−χay)2
(1+δ)2
to first order, as it is done for mono-isotopic beams
in [54], and the Hamiltonian becomes
H ≈ pz − (1− hx(s)x)
[
(1 + δ)
(
1− 1
2
(px − χax(s))2 + (py − χay(s))2
(1 + δ)2
)
+ χas(s)
]
. (A15)
The accuracy of the tracking maps derived using the ex-
panded Hamiltonian in Eq. (A15) was studied for the
drift space in the mono-isotopic case. The results using
the exact Hamiltonian are in very good agreement if px
and py are small and significant differences arise only if
these values are so large that the particles would be lost in
the magnet aperture after only a few meters [14]. For the
drift-space element, both tracking maps derived from the
exact and the expanded multi-isotopic accelerator Hamil-
tonian in the thin-lens approximation were implemented
in SixTrack. The user can chose which option should be
used depending on the requirements on the simulations
precision and time. No significant increase in CPU time
is expected if the number of simulated turns is smaller
than 105 [59]. Based on simulation studies a value of 700
turns have been defined and used in all cases presented
in this paper, for which all simulated particles are lost
in the ring. For the other beamline elements only the
expanded Hamiltonian tracking maps were implemented
because under the thin-lens approximation higher order
terms cancel and the resulting tracking maps from one or
the other Hamiltonian are equivalent. The symplecticity
of the tracking maps was demonstrated by the means of
the Jacobian matrix and the details of the derivation can
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be found in [14].
In the following, the developed tracking maps from the
approximated multi-isotopic Hamiltonian for the differ-
ent accelerator elements are described. Notice that in
SixTrack instead of the transverse canonical momenta
px and py the evolution of x
′ and y′ is computed. As
examples, the tracking maps implemented in SixTrack
for a thin-lens kicker dipole and the quadrupole are also
presented. Further details on the implementation in Six-
Track are given in [14].
1. Drift space
A drift space is defined by the absence of electromag-
netic fields ai = 0. The ideal trajectory is not bent, thus
hx = 0 and the expanded Hamiltonian yields
H ≈ pσ − δ + 1
2
p2x + p
2
y
(1 + δ)
. (A16)
The resulting tracking maps are independent of the ion
species and thus identical to the mono-isotopic case. The
resulting tracking maps are
xFyF
zF
 =

xI +
pIx
1+δL
yI +
pIy
1+δL
zI − Lβ0βz
(
1 + 12
(pIx)
2+(pIy)
2
(1+δ)2
)
 (A17)
pFxpFy
pFz
 =
pIxpIy
pIz
 (A18)
2. Dipole Magnet
a. Bending Dipole
Using the vector potential of a bending dipole derived
in [56]
ax = ay = 0 , as = k0
(
x+
hxx
2
2
)
, (A19)
the expanded Hamiltonian for a horizontal bending
dipole magnet with the normalised strength k0 =
By Z0e
P0
and hx 6= 0 is given by
H ≈ pσ − (1 + hxx) (1 + δ)+
+
1
2
p2x + p
2
y
(1 + δ)
+ χk0
(
x+
hxx
2
2
)
. (A20)
The tracking map for a dipole of length L in thin-lens ap-
proximation k0L→ 0 derived using Hamilton’s equations
are
xFyF
zF
 =
xIyI
zI
 (A21)
pFxpFy
pFz
 =
pIx + L[hx(1 + δ)− k0χ(1 + hxxI)]pIy
pIz
 (A22)
b. Kicker Dipole
The magnetic kicker dipole provides a transverse mag-
netic field, similar to the bending dipole, but the refer-
ence orbit is not bent (hx = 0). Kicker dipoles are used
to control the orbit in a machine. From the Hamiltonian
in Eq. (A20) with hx = 0, the resulting tracking maps
are xFyF
zF
 =
xIyI
zI
 (A23)
pFxpFy
pFz
 =
px − k0 χLpIy
pIz
 (A24)
Taking into account that x′ = px(1+δ) , the transformation
of x′ yield
(x′)F = (x′)I − k0L χ
(1 + δ)
(A25)
3. Quadrupole
The quadrupole magnets are used to provide focus-
ing in order to confine the transverse dimension of the
beam. The vector potential of a horizontal or vertical
quadrupole magnet in normalised co-ordinates is given
by
ax = 0, ay = 0, as = −1
2
k(y2 − x2) , (A26)
where k = q0P0 g is the normalised quadrupole gradient
which has the unit of m2 and g is the quadrupole gradi-
ent. The following Hamiltonian ca be derived to describe
the quadrupole in thin-lens approximation
H ≈ HD + 1
2
δ˜(s− s0)Lχk(x2 − y2) (A27)
where HD is the approximated Hamiltonian for a drift
space. The tracking maps for a thin-lens quadrupole are
given by
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xFyF
zF
 =
xIyI
zI
 (A28)
pFxpFy
pFz
 =
pIx − χkLxIpIy + χkLyI
pIz
 (A29)
This transfer map corresponds to a focusing lens in
horizontal and defocusing lens in vertical direction. The
transformation of x′ and y′ is given by(
(x′)F
(y′)F
)
=
(
(x′)I − kLxI χ1+δ
(y′)I + kLyI χ1+δ
)
(A30)
4. Accelerating RF Cavity
The energy gain ∆E of a particle in an accelerat-
ing cavity with wave number k = ωc = 2pif can be
approximated by
∆E = ZeU sin
(
φ− k σ
β0
)
, (A31)
where U is the average voltage during the particle’s pas-
sage through the cavity [55]. In the approximation of a
thin cavity, the following vector potential can be derived
Ax = Ay = 0 As = −U
ω
cos
(
φ− k σ
β0
)
δ˜(s) , (A32)
where δ˜(s) is the Dirac function. Using the substitution
Un =
Z0e
P0c
U , the transfer map for pz can be deduced.
The resulting expanded Hamiltonian for a thin cavity
is then given by
H ≈ HD + χq0 UC
β20E02pih
cos
(
2pih
C
σ + φ
)
Lδ˜(s− s0) .
(A33)
The thin-lens tracking maps for the accelerating RF
cavity are the followingxFyF
zF
 =
xIyI
zI
 (A34)
pFxpFy
pFz
 =
 pIxpIy
pIz + χq0
1
β20
U
E0
L sin( 2pihC + φ)
 (A35)
The change in pσ is, as expected, proportional to q
m0
m
by the relation between pσ and E, the energy transfer by
the RF cavity of length L corresponds to the expression
given in Eq. (A31) and yields
δE = qUL sin
(
2pih
C
+ φ
)
(A36)
5. Thin Multipole
Higher order magnetic fields are described in a more
generic way as
By + iBx =
∞∑
n=1
(bn + ian)
(
(x+ iy)n
rn−10
)
. (A37)
In this context, n is the multiple order, bn, an are the
multiple coefficients, one component is for the upright
fields and the other one is for the slanted ones, which
describe the field orientation for the contribution of each
multiple order. The quantity r0 is a reference radius.
The magnetic field described in Eq. (A37) corresponds
to the following vector potential
Ax = 0, Ay = 0, Az = −Re
∞∑
n=1
(bn + ian)
(
x+ iy
r0
)n−1
.
(A38)
Inserting this vector potential into the Hamiltonian in
thin-lens approximation yields
H ≈ HD− q0
P0
χLδ˜(s−s0)Re
∞∑
n=1
(bn+ian)
(
x+ iy
r0
)n−1
.
(A39)
The tracking maps for the thin multiple kickxFyF
zF
 =
xIyI
zI
 (A40)
pFxpFy
pFz
 = (A41)

pIx − χLRe
[∑∞
n=1(kn + ikˆn)(x+ iy)
n−1)
]
pIy − χLRe
[∑∞
n=1(kn + ikˆn)(x+ iy)
n−1)
]
pIz
 (A42)
where kn and kˆn are defined as:
kn =
q0
P0
an
rr−0
and kˆn =
q0
P0
bn
rn−10
(A43)
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