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Abstract
The work is devoted to study of quantum mutual information and
coherent information – the two important characteristics of quantum
communication channel. Appropriate definitions of these quantities in
the infinite-dimensional case are given and their properties are stud-
ied in detail. The basic identities relating quantum mutual informa-
tion and coherent information of a pair of complementary channels
are proved. An unexpected continuity property of quantum mutual
information and coherent information, following from the above iden-
tities, is observed. The upper bound for the coherent information is
obtained.
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1 Introduction
One of achievements in quantum information theory is discovery of a whole
number of important entropic and informational characteristics of quantum
systems (see e.g.[8, 13]). Some of them such as the χ-capacity and quantum
mutual information have direct classical analogs, others – such as coherent
information and various entanglement measures – do not have such analogs
or they are trivial.
Until recent time the main attention in quantum information theory
was paid to finite-dimensional systems, but recently considerable interest
to infinite-dimensional systems appeared: a broad class important for appli-
cations in quantum optics constitute Bosonic Gaussian systems [6, 8]. Note
that the properties of the entropy and the relative entropy were studied in
great detail, including infinite-dimensional case, in connection with quantum
statistical mechanics, see e.g.[12, 14, 18]. A study of entropic and informa-
tional characteristics of quantum communication channels from the general
viewpoint of operator theory in separable Hilbert space was undertaken in
[9, 10], where the quantities related to the classical capacity, in the first place
– the χ-capacity, were investigated. The present work is devoted to two other
characteristics – the quantum mutual information and the coherent informa-
tion. The first one is closely related to the entanglement-assisted classical
capacity while the second – to the quantum capacity of a channel. One of
the author’s goal was to give an appropriate definition of these quantities
in the infinite-dimensional case, which would not require additional artificial
assumptions. The difficulty which was overcome is in the uncertainties in
expressions containing differences of entropies, each of which can be infinite
in the infinite-dimensional case. A main result is Theorem 1 which implies
that these quantities are naturally defined and finite on the set of input states
with finite entropy, where they satisfy identities (22) and (24) for comple-
mentary channels (the quantum mutual information is defined uniquely for
all input states but can be infinite, still satisfying identity (22)).
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In the introductory Section 2 a description of the corresponding quantities
for a finite quantum system is given. In Section 3 we give the definition and
study the properties of the quantum mutual information in the infinite di-
mensional case. The main identity (22) for complementary channels is proved
in Section 4. Section 5 is devoted to the coherent information. In Section 6
we point out somewhat unexpected continuity property of the mutual and
coherent informations implied by the identity (22).
2 Finite-dimensional case
Consider the quantum system described by a finite-dimensional Hilbert space
H and denote byS(H) the convex set of quantum states described by density
operators in H, i.e. positive operators with unit trace: ρ ≥ 0, Trρ = 1.
Entropy of the state ρ (von Neumann entropy) is defined by the relation1
H(ρ) = Trη(ρ), η(x) =
{
−x log x, x > 0,
0, x = 0.
(1)
Let three systems A, B, E, described by the spaces HA, HB, HE , cor-
respondingly, and an isometric operator V : HA → HB ⊗HE be given, then
the relations
Φ(ρ) = TrEV ρV
∗, Φ˜(ρ) = TrBV ρV
∗, ρ ∈ S (HA) , (2)
where TrX(·)
.
= TrHX (·), define completely positive trace-preserving maps,
i.e. quantum channels Φ: S (HA) → S (HB) and Φ˜ : S (HA) → S (HE),
which are called mutually complementary (this construction is generalized to
the infinite dimensional case without changes). The systems A,B describe,
correspondingly, input and output of the channel Φ, and E – its “environ-
ment” (see details in [8, 13]). The identity operator in a space HX and
the identity transformation of the set S (HX) will be denoted IX and IdX
correspondingly.
Let ρ = ρA be an input state in the space HA, ρB and ρE be the results
of action of the channels Φ and Φ˜ on the state ρA correspondingly. The
quantum mutual information is defined as follows
I(ρ,Φ) = H(A) +H(B)−H(E), (3)
1In the present paper log denotes the natural logarithm.
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where the brief notations H(A) = H(ρA), etc., are used [1]. By introducing
the reference system HR ∼= HA and the purification vector ψAR ∈ HA ⊗HR
for the state ρA, the mutual information can be represented as follows
I(ρ,Φ) = H(R) +H(B)−H(BR), (4)
where ρBR = (Φ⊗ IdR) (|ψAR〉〈ψAR|).
The mutual information I(ρ,Φ) have the several properties similar to the
properties of the Shannon information (see Proposition 1 below). In [3] (see
also [8]) it is shown that
max
ρ
I(ρ,Φ) = Cea(Φ) (5)
is the classical entanglement-assisted capacity of the channel Φ.
By introducing the analogous characteristic for the complementary chan-
nel
I(ρ, Φ˜) = H(A) +H(E)−H(B) = H(R) +H(E)−H(ER), (6)
we have the following basic identity
I(ρ,Φ) + I(ρ, Φ˜) = 2H(ρ). (7)
An important component of the quantum mutual information I(ρ,Φ) is
the coherent information (see [2])
Ic(ρ,Φ) = H(B)−H(E) = H(B)−H(RB). (8)
This notion is closely related to the quantum capacity of the channel Φ. In
[5] (see also [8]) it is shown that
Q(Φ) = lim
n→+∞
1
n
max
ρ
Ic(ρ,Φ
⊗n) (9)
is the quantum capacity of the channel Φ. Identity (7) is equivalent to the
following one
Ic(ρ,Φ) + Ic(ρ, Φ˜) = 0. (10)
The aim of this paper is to explore definitions and properties of the
analogs of the values I(ρ,Φ) and Ic(ρ,Φ) in an infinite dimensional Hilbert
space. In particular, it will be shown that the coherent information is nat-
urally defined on the set of states with finite entropy, where the analog of
identity (10) holds. The results of this paper can be used for generalization
of relations (5) and (9) to the case of infinite dimensional channels.
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3 Mutual information
In what follows H is a separable Hilbert space. Let T(H) be the Banach
space of trace class operators, so that S(H) ⊂ T(H). Consider the natural
extension of the von Neumann entropy H(ρ) = Trη(ρ) of a quantum state
ρ ∈ S(H) to the cone T+(H) of all positive trace class operators.
Definition 1. The entropy of an operator A ∈ T+(H) is defined as follows
H(A) = TrAH
(
A
TrA
)
= Trη(A)− η(TrA). (11)
The entropy is a concave lower semicontinuous function on the cone
T+(H), taking values in [0,+∞]. By using Definition 1 and the well known
properties of the von Neumann entropy (see [14]), it is easy to obtain the
following relations:
H(λA) = λH(A), λ ≥ 0, (12)
H(A) +H(B −A) ≤ H(B) ≤ H(A) +H(B − A) + TrB h2
(
TrA
TrB
)
, (13)
where A,B ∈ T+(H), A ≤ B, and h2(x) = η(x) + η(1− x).
We will also use the function S(A) = Trη(A) on the cone T+(H) coincid-
ing with the function H(A) on the set S(H).
Definition 2. The relative entropy of operators A,B ∈ T+(H) is defined
as follows
H(A‖B) =
{∑+∞
i=1 〈ei| (A logA− A logB +B −A) |ei〉, suppA ⊆ suppB,
+∞, suppA * suppB,
where {|ei〉}
+∞
i=1 is the orthonormal basis of eigenvalues of the operator A [12].
We will use the following lemma ([12, Lemma 4]).
Lemma 1. Let {Pn} be a nondecreasing sequence of projectors, con-
verging to the identity operator I in the strong operator topology, and A,B
be arbitrary positive trace class operators. Then the sequences {H(PnAPn)}
and {H(PnAPn‖PnBPn)} are nondecreasing,
H(A) = lim
n→+∞
H(PnAPn) and H(A‖B) = lim
n→∞
H(PnAPn‖PnBPn).
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Definition 3. A quantum channel is a linear trace-preserving map
Φ : T(HA)→ T(HB) such that the dual map Φ
∗ from the C∗-algebra B(HB)
into the C∗-algebra B(HA) is completely positive [4].
In what follows we will use the fundamental monotonicity property of the
relative entropy established in [12] and expressed by the inequality:
H(Φ(A)‖Φ(B)) ≤ H(A‖B) (14)
valid for an arbitrary quantum channel Φ and arbitrary positive trace class
operators A and B.
Definition 4. Let Φ: S(HA) → S(HB) be a quantum channel and ρ
be an arbitrary quantum state in S(HA) with the spectral representation
ρ =
∑+∞
i=1 λi|ei〉〈ei|. The mutual information of the channel Φ at the state ρ
is defined as follows
I(ρ,Φ) = H(Φ⊗ IdR(|ϕρ〉〈ϕρ|)‖Φ(ρ)⊗ ρ),
where
|ϕρ〉 =
+∞∑
i=1
√
λi|ei〉 ⊗ |ei〉 ∈ HA ⊗HR (15)
is a purification vector2 for the state ρ.
Note that in the case dimHA < +∞ and dimHB < +∞ this definition
is equivalent to (3), (4), since
H(Φ⊗ IdR(|ϕρ〉〈ϕρ|)‖Φ(ρ)⊗ ρ) = H(ρBR‖ρB ⊗ ρR)
= Tr(ρBR(log(ρBR)− log(ρB ⊗ ρR)))
= −H(ρBR) +H(ρB) +H(ρR) = −H(BR) +H(B) +H(R).
Remark 1. The above definition of the value I(ρ,Φ) does not depend
on the choice of the space HR and of the purification vector ϕρ. This can be
shown by using the well known relation between different purification vectors
of a given state (see [8, 13]) and properties of the relative entropy. 
In the finite dimensional case concavity of the mutual information as
a function of ρ on the set S(HA) follows from concavity of the conditional
2This means that TrR|ϕρ〉〈ϕρ| = ρ.
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entropy H(EB)−H(E) [1, 8]. In the case dimHA = +∞ and dimHB < +∞
this implies concavity of the mutual information as a function of ρ on the set
Sf(HA) = {ρ ∈ S(HA) | rankρ < +∞}.
In what follows convergence of quantum states means convergence of the
corresponding density operators to a limit operator in the trace norm, which
is equivalent to the weak operator convergence (see [4] or [9, Appendix A]).
Note that the entropy and the relative entropy are lower semicontinuous in
their arguments with respect to this convergence [18].
Let F(A,B) be the set of all quantum channels from S(HA) to S(HB)
endowed with the strong convergence topology [10]. Strong convergence of a
sequence {Φn} ⊂ F(A,B) to a quantum channel Φ0 ∈ F(A,B) means that
limn→+∞Φn(ρ) = Φ0(ρ) for any state ρ ∈ S(HA).
The following proposition is devoted to generalization of the observations
in [1] to the infinite dimensional case.
Proposition 1. The function (ρ,Φ) 7→ I(ρ,Φ) is nonnegative and lower
semicontinuous on the set S(HA)×F(A,B). It has the following properties:
1) concavity in ρ: I(λρ1 + (1− λ)ρ2,Φ) ≥ λI(ρ1,Φ) + (1− λ)I(ρ2,Φ);
2) convexity in Φ: I(ρ, λΦ1 + (1− λ)Φ2) ≤ λI(ρ,Φ1) + (1− λ)I(ρ,Φ2);
3) the 1-th chain rule: for arbitrary channels Φ: S(HA) → S(HB) and
Ψ: S(HB) → S(HC) the inequality I(ρ,Ψ ◦ Φ) ≤ I(ρ,Φ) holds for any
ρ ∈ S(HA);
4) the 2-th chain rule: for arbitrary channels Φ: S(HA) → S(HB) and
Ψ: S(HB) → S(HC) the inequality I(ρ,Ψ ◦ Φ) ≤ I(Φ(ρ),Ψ) holds for
any ρ ∈ S(HA);
5) subadditivity: for arbitrary channels Φ: S(HA)→ S(HB) and
Ψ: S(HC)→ S(HD) the inequality
I(ω,Φ⊗Ψ) ≤ I(ωA,Φ) + I(ωC,Ψ) (16)
holds for any ω ∈ S(HA ⊗HC).
Proof. Nonnegativity of the value I(ρ,Φ) follows from nonnegativity of the
relative entropy. By Lemma 2 below and Remark 1 lower semicontinuity of
the function (ρ,Φ) 7→ I(ρ,Φ) follows from lower semicontinuity of the relative
entropy in the both arguments.
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To prove concavity of the function ρ 7→ I(ρ,Φ) suppose first that dimHB
is finite. Let ρ = ασ1 + (1 − α)σ2 and {Pn} be an increasing sequence of
finite rank spectral projectors of the state ρ strongly converging to IA. Let
ρn =
PnρPn
TrPnρ
=
αPnσ1Pn + (1− α)Pnσ2Pn
αTrPnσ1 + (1− α)TrPnσ2
=
µn1σ
n
1 + µ
n
2σ
n
2
µn1 + µ
n
2
,
where
µn1 = αTrPnσ1, σ
n
1 = α
Pnσ1Pn
µn1
,
µn2 = (1− α)TrPnσ2, σ
n
2 = (1− α)
Pnσ2Pn
µn2
.
By concavity of the function ρ 7→ I(ρ,Φ) on the set Sf(HA) mentioned before
Proposition 1 we have
I(ρn,Φ) ≥
µn1
µn1 + µ
n
2
I(σn1 ,Φ) +
µn2
µn1 + µ
n
2
I(σn2 ,Φ).
Lemma 3 below implies limn→+∞ I(ρn,Φ) = I(ρ,Φ). By using lower semi-
continuity of the function ρ 7→ I(ρ,Φ), we obtain
I(ρ,Φ) ≥ lim inf
n→+∞
µn1
µn1 + µ
n
2
I(σn1 ,Φ) + lim inf
n→+∞
µn2
µn1 + µ
n
2
I(σn2 ,Φ)
≥ αI(σ1,Φ) + (1− α)I(σ2,Φ).
Let Φ be an arbitrary quantum channel. Consider the sequence of chan-
nels Φn = Πn ◦ Φ with finite dimensional output, where
Πn(ρ) = PnρPn + [Tr((I − Pn)ρ)]|ψ〉〈ψ|
is a quantum channel from S(HB) to itself for each n, {Pn} is an increasing
sequence of finite rank projectors strongly converging to IB, |ψ〉〈ψ| is a fixed
pure state in S(HB). Then for each n the function ρ 7→ I(ρ,Φn) is concave
by the above observation. Since
I(ρ,Φn) ≤ I(ρ,Φ) ∀n and lim inf
n→+∞
I(ρ,Φn) ≥ I(ρ,Φ)
by monotonicity of the relative entropy and lower semicontinuity of the func-
tion Φ 7→ I(ρ,Φ), we have
I(ρ,Φ) = lim
n→+∞
I(ρ,Φn),
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Hence the function ρ 7→ I(ρ,Φ) is concave as a pointwise limit of a sequence
of concave functions.
Convexity of the function Φ 7→ I(ρ,Φ) follows from joint convexity of the
relative entropy in their arguments [18].
The 1-th chain rule immediately follows from Definition 4 and monotonic-
ity of the relative entropy.
The 2-th chain rule is also proved by using monotonicity of the relative
entropy as follows.
Let |ϕ〉〈ϕ| be a purification of the state ρ ∈ S(HA) in the space HA⊗HR,
then |ψ〉〈ψ| = V ⊗IR|ϕ〉〈ϕ|V
∗⊗IR is a purification of the state Φ(ρ) ∈ S(HB)
in the space HB ⊗ HE ⊗ HR (V is the isometry from representation (2) of
the channel Φ). Hence
I(Φ(ρ),Ψ) = H (Ψ⊗ IdER(|ψ〉〈ψ|)‖Ψ(TrER|ψ〉〈ψ|)⊗ TrB|ψ〉〈ψ|) .
A direct verification shows that taking the partial trace over the space HE
on each arguments of the relative entropy in the above expression transforms
the right side of this expressions to
H ((Ψ ◦ Φ)⊗ IdR(|ϕ〉〈ϕ|)‖ (Ψ ◦ Φ)(TrR|ϕ〉〈ϕ|)⊗ TrA|ϕ〉〈ϕ|) = I(ρ,Ψ ◦ Φ).
The subadditivity property of the mutual information will be derived
from the corresponding property of this characteristics for finite dimensional
channels [1, 8].
Let {QXn } be an increasing sequence of finite rank projectors in the space
HX , strongly converging to the operator IX , where X = B,D. The sequence
of channels
ΠXn (ρ) = Q
X
n ρQ
X
n +
(
Tr(IX −Q
X
n )ρ
)
τX
from S(HX) to itself, where τX is an arbitrary pure state in the space HX ,
strongly converges to the channel IdX .
Let ω be an arbitrary state in S(HA ⊗HC). Let {P
X
n } be an increasing
sequence of finite rank spectral projectors of the state ωX , strongly converging
to the operator IX , where X = A,C.
Consider the sequence of states
ωn =
(
Tr
(
(PAn ⊗ P
C
n ) · ω
))−1
(PAn ⊗ P
C
n ) · ω · (P
A
n ⊗ P
C
n ),
converging to the state ω.
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A direct verification shows that
λnω
n
X ≤ ωX , X = A,C, where λn = Tr
(
(PAn ⊗ P
C
n ) · ω
)
.
By Lemma 4 below we have
lim
n→+∞
I(ωnA,Π
B
n ◦Φ) = I(ωA,Φ) and lim
n→+∞
I(ωnC,Π
D
n ◦Ψ) = I(ωC ,Ψ). (17)
Subadditivity of the mutual information for finite dimensional channels
implies
I(ωn, (ΠBn ◦ Φ)⊗ (Π
D
n ◦Ψ)) ≤ I(ω
n
A,Π
B
n ◦ Φ) + I(ω
n
C,Π
D
n ◦Ψ).
By (17) and lower semicontinuity of the mutual information as a function of
a pair (state, channel) passing to the limit in this inequality implies (16).
In the proof of Proposition 1 the following lemmas were used.
Lemma 2. Let H be a separable Hilbert space. For an arbitrary sequence
{ρn} ⊂ S(H), converging to a state ρ0, there exists a corresponding purifica-
tion sequence {ρˆn} ⊂ S(H⊗H), converging to a purification ρˆ0 of the state
ρ0.
Proof. The assertion of the lemma follows from the inequality
β(ρ, σ)2 ≤ ‖ρ− σ‖1
for the Bures distance β(ρ, σ) = inf ‖ϕρ−ϕσ‖, where the infimum is over all
purification vectors ϕρ and ϕσ of the states ρ and σ [8, 13].
Lemma 3. Let Φ: S(HA) → S(HB) be a quantum channel such that
dimHB < +∞ and ρ0 be a state in S(HA) with the spectral representation
ρ0 =
∑+∞
i=1 λi|ei〉〈ei|. Let
ρn =
1
µn
n∑
i=1
λi|ei〉〈ei|, where µn =
n∑
i=1
λi, (18)
for every n. Then limn→+∞ I(ρn,Φ) = I(ρ0,Φ).
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Proof. Let Pn =
∑n
i=1 |ei〉〈ei|, n = 1, 2, . . . Since dimHB <∞, the following
value is finite
In = H(Φ⊗ IdR(ρˆn)‖Φ(ρ0)⊗ ρn)
= µ−1n H(Qn (Φ⊗ IdR(ρˆ0))Qn‖Qn (Φ(ρ0)⊗ ρ0)Qn),
where
ρˆ0 =
+∞∑
i,j=1
√
λiλj|ei〉〈ej| ⊗ |ei〉〈ej|, ρˆn = µ
−1
n
n∑
i,j=1
√
λiλj |ei〉〈ej| ⊗ |ei〉〈ej |
and Qn = IB ⊗ Pn. By Lemma 1 we have
lim
n→+∞
In = H(Φ⊗ IdR(ρˆ0)‖Φ(ρ0)⊗ ρ0) = I(ρ0,Φ) ≤ +∞. (19)
We will prove that limn→+∞ In = limn→+∞ I(ρn,Φ) by considering the
difference In − I(ρn,Φ). Since H(Φ⊗ IdR(ρˆn)) < +∞, we have
In − I(ρn,Φ) = H(Φ⊗ IdR(ρˆn)‖Φ(ρ0)⊗ ρn)−H(Φ⊗ IdR(ρˆn)‖Φ(ρn)⊗ ρn)
= −H(Φ⊗ IdR(ρˆn))− Tr(Φ⊗ IdR(ρˆn))(log Φ(ρ0)⊗ ρn)
+H(Φ⊗ IdR(ρˆn)) + Tr(Φ⊗ IdR(ρˆn)) log(Φ(ρn)⊗ ρn) = A−B,
where
A = −Tr(Φ⊗ IdR(ρˆn)) log(Φ(ρ0)⊗ ρn),
B = −Tr(Φ⊗ IdR(ρˆn)) log(Φ(ρn)⊗ ρn).
We will use the following property of logarithm
log(ρ⊗ σ) = log(ρ)⊗ I + I ⊗ log(σ), (20)
where in the case of not-full-rank states ρ and σ the restrictions to the sub-
spaces supp(ρ) and supp(σ) are kept in mind, that is
Pρ ⊗ Pσ (log(ρ⊗ σ)) = (Pρ log(ρ)Pρ)⊗ Pσ + Pρ ⊗ (Pσ log(σ)Pσ), (21)
where Pρ and Pσ are respectively the projectors onto supp(ρ) and supp(σ).
Since PΦ(ρn) ≤ PΦ(ρ0), we have
A = −Tr(Φ⊗ IdR(ρˆn))(log Φ(ρ0)⊗ IR)− Tr(Φ⊗ IdR(ρˆn))(IB ⊗ log(ρn))
= −TrΦ(ρn) log Φ(ρ0) +H(ρn).
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In the similar way we obtain
B = −Tr(Φ⊗ IdR(ρˆn))(log Φ(ρn)⊗ IR)− Tr(Φ⊗ IdR(ρˆn))(IB ⊗ log(ρn))
= H(Φ(ρn)) +H(ρn).
Hence,
In−I(ρn,Φ) = A−B = −Tr Φ(ρn) log Φ(ρ0)−H(Φ(ρn)) = H(Φ(ρn)‖Φ(ρ0)).
By monotonicity of the relative entropy we have
H(Φ(ρn)‖Φ(ρ0)) ≤ H(ρn‖ρ0) = −
n∑
i=1
λi
µn
log µn = − logµn.
Since µn → 1 as n→ +∞, limn→+∞(In− I(ρn,Φ)) = 0. This and (19) imply
lim
n→+∞
I(ρn,Φ) = I(ρ0,Φ) ≤ +∞.
Lemma 4. Let Φ be an arbitrary channel from S(HA) to S(HB) and
{Πn} be a sequence of channels from S(HB) to S(HB), strongly converging
to the identity channel. Let {ρn} be a sequence of states in S(HA) converging
to a state ρ0 such that λnρn ≤ ρ0 for some sequence {λn} converging to 1.
Then
lim
n→+∞
I(ρn,Πn ◦ Φ) = I(ρ0,Φ).
Proof. It follows from the inequality λnρn ≤ ρ0 that ρ0 = λnρn+ (1− λn)σn,
where σn is a state in S(HA). Hence concavity and nonnegativity of the
mutual information and the 1-th chain rule imply the inequality
λnI(ρn,Πn ◦ Φ) ≤ I(ρ0,Πn ◦ Φ) ≤ I(ρ0,Φ),
showing that lim supn→+∞ I(ρn,Πn ◦Φ) ≤ I(ρ0,Φ). This and lower semicon-
tinuity of the function (ρ,Φ) 7→ I(ρ,Φ) imply the assertion of the lemma.
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4 The relation between mutual informations
of complementary channels
The main result of this section is an infinite dimensional generalization of
relation (7) between mutual informations of a pair of complementary channels
(nontriviality of this result is connected with a possible uncertainty “∞−∞”
in expressions (4) and (6)).
Let HA, HB, HE be separable Hilbert spaces and V : HA →HB ⊗HE be
an isometry, then relations (2) define a pair of complementary channels Φ, Φ˜
similar to the finite dimensional case.
Theorem 1. For an arbitrary state ρ ∈ S(HA) the following relation
holds:
I(ρ,Φ) + I(ρ, Φ˜) = 2H(ρ). (22)
Proof. Let {|hi〉}
+∞
i=1 be an orthonormal basis in the space HE , then
V |ϕ〉 =
+∞∑
i=1
Vi|ϕ〉 ⊗ |hi〉,
where Vi : HA → HB is a sequence of bounded operators, satisfying the
condition
∑+∞
i=1 V
∗
i Vi = IA, the channel Φ has the Kraus representation
Φ(ρ) =
∑+∞
i=1 ViρV
∗
i , the complementary channel Φ˜ has the representation
Φ˜(ρ) =
∑+∞
i,j=1
[
TrViρV
∗
j
]
|hi〉〈hj| (cf.[7]).
Let ρ =
∑m
i=1 λi|ei〉〈ei| be a finite rank state in S(HA) and ρˆ be its pu-
rification in S(HA ⊗ HR). Consider the sequence of quantum operations
3
Φn(ρ) =
∑n
i=1 ViρV
∗
i . The sequence {Φn} strongly and monotonously con-
verges to the channel Φ (that is Φn(ρ) ≤ Φn+1(ρ) for all n and ρ ∈ S(HA)).
Since Φn ⊗ IdR(ρˆ) is a finite rank state, we have
Xn = H (Φn ⊗ IdR(ρˆ)‖Φ(ρ)⊗ ρ)
= −S(Φn ⊗ IdR(ρˆ))− Tr(Φn ⊗ IdR(ρˆ)) log(Φ(ρ)⊗ ρ) +Rn,
where Rn = 1 − TrΦn(ρ) → 0 as n → +∞. By Lemma 7 in the Appendix
limn→+∞Xn = I(ρ,Φ). Since
Φn ⊗ IdR(ρˆ) = TrE (IB ⊗ Pn ⊗ IR) · (V ⊗ IR) · ρˆ · (V
∗ ⊗ IR) · (IB ⊗ Pn ⊗ IR),
3A quantum operation is a linear completely positive trace non-increasing map [8, 13].
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where Pn =
∑n
i=1 |hi〉〈hi| is a finite dimensional projector in the space HE
and the partial trace is taking in the space HB ⊗ HE ⊗ HR, the operator
Φn ⊗ IdR(ρˆ) is isomorphic to the operator
Φ˜n(ρ) = TrBR (IB ⊗ Pn ⊗ IR) · (V ⊗ IR) · ρˆ · (V
∗ ⊗ IR) · (IB ⊗ Pn ⊗ IR),
where Φ˜n(·) = PnΦ˜(·)Pn is the quantum operation complementary to the
operation Φn. Thus S(Φn ⊗ IdR(ρˆ)) = S(Φ˜n(ρ)). By using (20) and by
noting that Φn(·) ≤ Φ(·) we obtain
− Tr(Φn ⊗ IdR(ρˆ)) log(Φ(ρ)⊗ ρ)
= −Tr(Φn ⊗ IdR(ρˆ))(log(Φ(ρ))⊗ IR)− Tr(Φn ⊗ IdR(ρˆ))(IB ⊗ log(ρ))
= −TrΦn(ρ) log(Φ(ρ))− Tr (TrBΦn ⊗ IdR(ρˆ)) log(ρ).
Consider the value
Yn = H
(
Φ˜n ⊗ IdR(ρˆ)‖Φ˜n(ρ)⊗ ρ
)
= −S
(
Φ˜n ⊗ IdR(ρˆ)
)
− Tr(Φ˜n ⊗ IdR(ρˆ)) log(Φ˜n(ρ)⊗ ρ).
By Lemma 1 limn→+∞ Yn = I(ρ, Φ˜). Similar to the calculations of the sum-
mands of Xn we obtain
S
(
Φ˜n ⊗ IdR(ρˆ)
)
= S(Φn(ρ))
and
− Tr
(
Φ˜n ⊗ IdR(ρˆ)
)
log
(
Φ˜n(ρ)⊗ ρ
)
= −Tr
(
Φ˜n ⊗ IdR(ρˆ)
)(
log(Φ˜n(ρ))⊗ IR
)
− Tr
(
Φ˜n ⊗ IdR(ρˆ)
)
(IE ⊗ log(ρ))
= S
(
Φ˜n(ρ)
)
− Tr
(
TrEΦ˜n ⊗ IdR(ρˆ)
)
log(ρ).
Let us show that limn→+∞(Xn + Yn) = 2H(ρ). By the definition of the
relative entropy we have
Xn + Yn = −TrΦn(ρ) log(Φ(ρ))− S(Φn(ρ)) + Cn +Dn +Rn
= H(Φn(ρ)‖Φ(ρ)) + Cn +Dn,
where
Cn = −Tr (TrBΦn ⊗ IdR(ρˆ)) log(ρ), Dn = −Tr
(
TrEΦ˜n ⊗ IdR(ρˆ)
)
log(ρ).
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Let us prove that limn→+∞Cn = limn→+∞Dn = H(ρ). By noting that
TrBΦn ⊗ IdR(ρˆ) =
m∑
i,j=1
√
λiλjTrΦn(|ei〉〈ej|)|ei〉〈ej |,
we obtain
Cn =
m∑
i=1
(−λi log λi)TrΦn(|ei〉〈ei|),
and hence limn→+∞Cn = H(ρ), since limn→+∞TrΦn(|ei〉〈ei|) =1. In the sim-
ilar way one can prove that limn→+∞Dn = H(ρ). Lemma 7 in the Appendix
implies
lim
n→+∞
H(Φn(ρ)‖Φ(ρ)) = 0.
Thus we have limn→+∞(Xn+Yn) = 2H(ρ). Since limn→+∞Xn = I(ρ,Φ) and
limn→+∞ Yn = I(ρ, Φ˜), the assertion of the theorem is proved for finite rank
states. Since the left and the right sides of relation (22) are concave lower
semicontinuous nonnegative functions (by Proposition 1), validity of this
relation for all states follows from lemma 6 in [17], stated that any concave
lower semicontinuous lower bounded function on the set of quantum states
is uniquely determined by its restriction to the set of finite rank states.
5 Coherent information
Since in the infinite dimensional case the right side in definition (8) of the
coherent information Ic(ρ,Φ) may not be defined even for the state ρ with
finite entropy while the results of Section 4 show finiteness of the mutual
information I(ρ,Φ) for any such state ρ and any channel Φ, it seems natural
to use the following definition of the coherent information for an infinite
dimensional quantum channel.
Definition 5. Let Φ: S(HA) → S(HB) be a quantum channel and ρ
be a state in S(HA) with finite entropy. The coherent information of the
channel Φ at the state ρ is defined as follows
Ic(ρ,Φ) = I(ρ,Φ)−H(ρ).
In the case H(ρ) < +∞ and H(Φ(ρ)) < +∞ this definition is consistent
with the conventional one, since I(ρ,Φ) = H(ρ) + H(Φ(ρ)) − H(Φ˜(ρ)) and
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hence
Ic(ρ,Φ) = H(Φ(ρ))−H(Φ˜(ρ)). (23)
The above-defined value inherits properties 2,3 of the mutual information
(see Proposition 1). Theorem 1 implies the inequalities
−H(ρ) ≤ Ic(ρ,Φ) ≤ H(ρ)
and a generalization of identity (10) to the infinite dimensional case.
Corollary 1. Let Φ: S(HA) → S(HB) be a quantum channel and
Φ˜ : S(HA) → S(HE) be the channel complementary to the channel Φ. For
an arbitrary state ρ ∈ S(HA) with finite entropy the following relation holds:
Ic(ρ,Φ) + Ic(ρ, Φ˜) = 0. (24)
Remark 2. An alternative expression for the coherent information of
the channel Φ at the state ρ with finite entropy can be obtained by using
the relation of this quantity with the secret classical capacity of a channel
mentioned in [16]. Consider the χ-function of the channel Φ defined as follows
χΦ(ρ) = sup
∑
i
piiH(Φ(ρi)‖Φ(ρ)), ρ ∈ S(H),
where the supremum is taken over all convex decompositions ρ =
∑
i piiρi,
ρi ∈ S(H). This function is closely connected to the classical capacity of the
channel Φ (cf. [8]). If H(Φ(ρ)) < +∞ then χΦ(ρ) = H(Φ(ρ)) − coHΦ(ρ),
where coHΦ(ρ) is the convex closure of the output entropy of the channel
Φ (cf. [10]). Since coHΦ ≡ coHΦ˜ and |H(Φ(ρ)) − H(Φ˜(ρ))| ≤ H(ρ) by the
triangle inequality [13], for an arbitrary state ρ such that H(ρ) < +∞ and
H(Φ(ρ)) < +∞ we have
Ic(ρ,Φ) = χΦ(ρ)− χΦ˜(ρ). (25)
Since max{χΦ(ρ), χΦ˜(ρ)} ≤ H(ρ) by monotonicity of the relative entropy,
the right side in (25) is a correctly defined value in [−H(ρ), H(ρ)] under the
single condition H(ρ) < +∞ (for arbitrary value of H(Φ(ρ))), which can be
used for definition of Ic(ρ,Φ).
Definition 5 of the coherent information coincides with the definition
given by (25) for all states with finite entropy. This assertion is proved
in Example 2 after the below Proposition 5. 
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In finite dimensions the equality H(ρ) = Ic(ρ,Φ) is a necessary and suf-
ficient condition of perfect reversibility of the channel Φ on the state ρ (see
[13, Theorem 12.10]). Generalize this to the infinite dimensional case.
Definition 6. A channel Φ is called perfectly reversible on a state ρ in
S(HA) if there exists a channel D : S(HB)→ S(HA) such that
D ◦ Φ(ρ˜) = ρ˜
for all states ρ˜ with supp ρ˜ ⊂ L ≡ supp ρ.
In other words the subspace L is a quantum code correcting errors of the
channel Φ [13]. Introduce the reference systemHR and consider a purification
ρAR = |ϕAR〉〈ϕAR| ∈ S(HA ⊗HR) of the state ρ.
Lemma 5. A channel Φ is perfectly reversible on a state ρ ∈ S(HA) if
and only if there exists a channel D : S(HB)→ S(HA) such that
(D ◦ Φ⊗ IdR)(ρAR) = ρAR. (26)
The proof of this lemma is presented in the Appendix.
Proposition 2. Let H(ρ) < ∞. A channel Φ: S(HA) → S(HB) is
perfectly reversible on the state ρ if and only if one of following equivalent
conditions holds: Ic(ρ,Φ) = H(ρ); I(ρ, Φ˜) = 0.
Proof. By Theorem 1 and Definition 5 we have
H(ρ)− Ic(ρ,Φ) = I(ρ, Φ˜) ≥ 0,
where the equality holds if and only if ρRE = ρR ⊗ ρE , since I(ρ, Φ˜) =
H(ρRE ||ρR ⊗ ρE). The following part of the proof is similar to the proof
presented in [8] and we give it here for completeness.
Necessity. Let V : HA → HB ⊗HE be the isometry from representation
(2) of the channel Φ. Consider the pure state ρBRE = |ϕBRE〉〈ϕBRE |, where
|ϕBRE〉 = (V ⊗ IR)|ϕAR〉. Since the channel Φ is perfectly reversible, there
exists a channel D such that (26) holds and hence
(D ⊗ IdRE)(ρBRE) = ρARE .
Since ρAR is a pure state, we have ρARE = ρAR⊗ρE . By taking partial traces
over the space HA, we obtain ρRE = ρR ⊗ ρE .
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Sufficiency. Consider the vector |ϕBRE〉 = (V ⊗ IR)|ϕAR〉. Then |ϕBRE〉
is a purification vector for the state ρRE . Since ρRE = ρR⊗ρE , |ϕAR〉⊗|ϕEE′〉
is a purification vector for the state ρRE , where E
′ is a reference system for
the system E.
Without loss of generality we can assume that the Hilbert spaces of the
both purifications are infinite dimensional, so that there exists an isometry
W : HB → HA ⊗HE′ such that
(IRE ⊗W )|ϕBRE〉 = |ϕAR〉 ⊗ |ϕEE′〉,
and respectively
(IRE ⊗W )|ϕBRE〉〈ϕBRE |(IRE ⊗W
∗) = |ϕAR〉〈ϕAR| ⊗ |ϕEE′〉〈ϕEE′|.
By taking partial traces over the spaces HE and HE′, we obtain perfect
reversibility condition (26), where
D(σ) = TrE′WσW
∗, σ ∈ S(HB).
As mentioned before, the entropy H(ρ) of a state ρ is the upper bound
for the coherent information Ic(ρ,Φ) of an arbitrary channel Φ at this state.
The following proposition gives the more precise upper bound for Ic(ρ,Φ),
expressed via the Kraus operators of the channel Φ.
Proposition 3. Let Φ(·) =
∑+∞
i=1 Vi(·)V
∗
i be a quantum channel. Then
for an arbitrary state ρ with finite entropy the following inequality holds
Ic(ρ,Φ) ≤
+∞∑
i=1
H(ViρV
∗
i ) =
+∞∑
i=1
TrViρV
∗
i H
(
ViρV
∗
i
TrViρV
∗
i
)
. (27)
The equality holds in (27) if RanVi ⊥ RanVj for all i 6= j.
The expression in the right side of (27) can be considered as the mean
entropy of a posteriori state in quantum measurement, described by the
collection of operators {Vi}
+∞
i=1 , at a priory state ρ [8, 13]. By the Groenevold-
Lindblad-Ozawa inequality this value does not exceed H(ρ) [15].
Proof. Show first that the equality holds in (27) if RanVi ⊥ RanVj for all
i 6= j.
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Let ρ be a state inS(HA) with finite entropy and |ϕ〉〈ϕ| be its purification
in S(HA ⊗HR). By using the well known properties of the relative entropy
(see [12]) and by noting that
∑+∞
i=1 V
∗
i Vi = IA we obtain
I(ρ,Φ) = H (Φ⊗ IdR(|ϕ〉〈ϕ|)‖Φ⊗ IdR(ρ⊗ ρ))
= H
(
+∞∑
i=1
Vi ⊗ IR|ϕ〉〈ϕ|V
∗
i ⊗ IR
∥∥∥ +∞∑
i=1
(Vi ⊗ IR)(ρ⊗ ρ)(V
∗
i ⊗ IR)
)
=
+∞∑
i=1
H (Vi ⊗ IR|ϕ〉〈ϕ|V
∗
i ⊗ IR‖(Vi ⊗ IR)(ρ⊗ ρ)(V
∗
i ⊗ IR))
= H(ρ) +
+∞∑
i=1
[S(ViρV
∗
i )− η(TrViρV
∗
i )] = H(ρ) +
+∞∑
i=1
H(ViρV
∗
i ).
Let Φ(·) =
∑+∞
i=1 Vi(·)V
∗
i be an arbitrary channel and HC =
⊕+∞
i=1 H
i
B,
where HiB
∼= HB. Let Ui be an isometrical embedding of HB in HC such
that UiHB = H
i
B for each i.
As proved before, for the quantum channel Φ̂(·) =
∑+∞
i=1 UiVi(·)V
∗
i U
∗
i the
following equality holds
Ic(ρ, Φ̂) =
+∞∑
i=1
H(UiViρV
∗
i U
∗
i ) =
+∞∑
i=1
H(ViρV
∗
i ),
By applying the 1-th chain rule for the coherent information to the compo-
sition Ψ ◦ Φ̂ = Φ, where Ψ(·) =
∑+∞
i=1 U
∗
i (·)Ui is a channel from S(HC) to
S(HB), we obtain (27) from the above equality.
6 On continuity of mutual and coherent in-
formations
Proposition 1 and Theorem 1 provide the following continuity condition for
mutual and coherent informations.
Proposition 4. For an arbitrary quantum channel Φ: S(HA)→ S(HB)
the functions
ρ 7→ I(ρ,Φ) and ρ 7→ Ic(ρ,Φ)
are continuous on any subset A ⊂ S(HA), on which the von Neumann en-
tropy is continuous.
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Proof. By Proposition 1 the functions ρ 7→ I(ρ,Φ) and ρ 7→ I(ρ, Φ˜) are lower
semicontinuous while by Theorem 1 their sum coincides with the double von
Neumann entropy, which is continuous on the set A by the condition. Hence
these functions are continuous on the set A. The function ρ 7→ Ic(ρ,Φ) is
continuous on the set A as a difference between two functions continuous on
this set.
Example 1. Let H be a Hamiltonian of quantum system A. Then the
subset KH,h of S(HA), consisting of states ρ such that TrHρ ≤ h, can be
treated as a set of states with the mean energy not exceeding h. If the
operator H is such that Tre−λH < +∞ for all λ > 0 then the von Neumann
entropy is continuous on KH,h [14, 18]. This holds, for example, for the
Hamiltonian of the system of quantum oscillators [18]. By Proposition 4
for an arbitrary quantum channel Φ the mutual information I(ρ,Φ) and the
coherent information Ic(ρ,Φ) are continuous functions of a state ρ ∈ KH,h
for each finite h > 0. Hence these functions are bounded and achieve their
supremum on the set KH,h (by compactness of this set [9]).
Remark 3. Proposition 4 and identity (22) show that for an arbitrary
channel Φ the function ρ 7→ I(ρ,Φ) is continuous and bounded on the set
Sk(HA) = {ρ ∈ S(HA) | rank ρ ≤ k}
for each k = 1, 2, ... Hence the properties of the function ρ 7→ I(ρ,Φ) can be
explored by using the approximation method considered in [17, Section 4].
This method makes it possible to clarify the sense of the continuity condition
for the function ρ 7→ I(ρ,Φ) in Proposition 4 and to show its necessity for
the particular class of channels.
By Proposition 3 in [17] the function ρ 7→ I(ρ,Φ) is a pointwise limit of
the increasing sequence of concave continuous on the set S(HA) functions
ρ 7→ Ik(ρ,Φ) = sup
{pii,ρi}∈Ekρ
∑
i
piiI(ρi,Φ), (28)
where Ekρ is the set of all ensembles
4 {pii, ρi} such that
∑
i piiρi = ρ and
rank ρi ≤ k for all i. Hence a necessary and sufficient condition of continuity
of the function ρ 7→ I(ρ,Φ) on a set A ⊂ S(HA) can be expressed as follows
lim
k→+∞
sup
ρ∈Ac
∆Ik(ρ,Φ) = 0 for any compact set Ac ⊆ A, (29)
4An ensemble {pii, ρi} is a collection of states {ρi} with the corresponding probability
distribution {pii}.
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where ∆Ik(ρ,Φ) = I(ρ,Φ)− Ik(ρ,Φ). It is possible to show that
∆Ik(ρ,Φ) = inf
{pii,ρi}∈Ekρ
∑
i
pii
[
H(ρi‖ρ) +H(Φ(ρi)‖Φ(ρ))−H(Φ˜(ρi)‖Φ˜(ρ))
]
for any state ρ with finite entropy. By monotonicity and nonnegativity of
the relative entropy the expression in the square brackets does not exceed
2H(ρi‖ρ). Thus (29) holds if
lim
k→+∞
sup
ρ∈Ac
inf
{pii,ρi}∈Ekρ
∑
i
piiH(ρi‖ρ) = 0 for any compact set Ac ⊆ A,
which is equivalent to continuity of the entropy on the set A, since it means
uniform convergence of the sequence {Hk} of continuous approximators of
the entropy (defined by formula (28) with H(ρi) instead of I(ρi,Φ) in the
right side) on compact subsets of A [17].
Thus the assertion of Proposition 4 is explained by the implication
Hk(ρ)
A
⇒H(ρ) < +∞ ⇒ Ik(ρ,Φ)
A
⇒ I(ρ,Φ) < +∞ ∀A ⊂ S(HA) (30)
valid for any channel Φ by monotonicity of the relative entropy.
If Φ is a degradable channel, that is Φ˜ = Λ ◦ Φ for some channel Λ,
then I(ρ,Φ) < +∞ ⇒ H(ρ) < +∞ by Theorem 1 and the 1-th chain rule
from Proposition 1, while the expression in the square brackets in the above
formula for ∆Ik(ρ,Φ) is not less than H(ρi‖ρ) by monotonicity of the relative
entropy. Thus for degradable channel Φ ” ⇔ ” holds in (30) and hence the
continuity condition for the function ρ 7→ I(ρ,Φ) in Proposition 4 is necessary
and sufficient:
lim
n→+∞
H(ρn) = H(ρ0) < +∞ ⇐⇒ lim
n→+∞
I(ρn,Φ) = I(ρ0,Φ) < +∞
for any sequence {ρn} converging to a state ρ0.
To explore continuity of capacities as functions of a channel it is necessary
to consider the corresponding entropic characteristics as functions of a pair
(input state, channel), that is as functions on the Cartesian product of the
set of all input states S(HA) and the set of all channels F(A,B) from A to
B endowed with the appropriate (sufficiently weak) topology. As shown in
[10], for this purpose it is reasonable to use the strong convergence topology
on the set F(A,B) described before Proposition 1 in Section 3. By using the
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obvious modification of the arguments in the proof of Proposition 4 one can
derive from Proposition 1 and Theorem 1 the following result.
Proposition 5. Let {Φn} be a sequence of channels in F(A,B) strongly
converging to a channel Φ0 and there exists a sequence {Φ˜n} of channels in
F(A,E) strongly converging to a channel Φ˜0 such that (Φn, Φ˜n) is a comple-
mentary pair for each n = 0, 1, 2, . . . . Then the relations
lim
n→+∞
I(ρn,Φn) = I(ρ0,Φ0) and lim
n→+∞
Ic(ρn,Φn) = Ic(ρ0,Φ0) (31)
hold for any sequence {ρn} of states in S(HA) converging to the state ρ0
such that limn→+∞H(ρn) = H(ρ0) < +∞.
Example 2. By using Proposition 5 one can prove representation (25)
for any state ρ with finite entropy as follows. Let Φ(·) =
∑+∞
i=1 Vi(·)V
∗
i .
Consider the sequence of channels Φn(·) =
∑n
i=1 Vi(·)V
∗
i +Wn(·)Wn, where
Wn =
√
IA −
∑n
i=1 V
∗
i Vi. By noting that the sequence {Wn} converges to
the zero operator in the strong operator topology it is easy to show that the
sequences {Φn} and {Φ˜n} strongly converges to the channels Φ and Φ˜. Hence
Proposition 5 implies
lim
n→+∞
Ic(ρ,Φn) = Ic(ρ,Φ).
Let Ψn(·) =
∑n
i=1 Vi(·)V
∗
i and Θn(·) =Wn(·)Wn be quantum operations. By
Proposition 6B in [10] we have limn→+∞ χΨn(ρ) = χΦ(ρ) while Corollary 8 in
[17] implies limn→+∞ χΘn(ρ) = limn→+∞H(WnρWn) = 0. By using Corollary
3 in [10] we conclude that limn→+∞ χΦn(ρ) = χΦ(ρ). Since H(ρ) < +∞
implies H(Φn(ρ)) < +∞ for all n we have (see Remark 2)
Ic(ρ,Φn) = χΦn(ρ)− χΦ˜n(ρ).
By the above observations and Corollary 3 in [10] passing to the limit in this
equality leads to the inequality
Ic(ρ,Φ) ≤ χΦ(ρ)− χΦ˜(ρ).
By using the same approximation for the channel Φ˜ instead of Φ and repeat-
ing the above arguments we obtain the converse inequality. 
Let V1(A,B) be the set of all sequences V = {Vi}
+∞
i=1 of operators from
HA into HB such that
∑+∞
i=1 V
∗
i Vi = IA endowed with the topology of coor-
dinate-wise strong operator convergence.
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Corollary 2. For an arbitrary subset A ⊂ S(HA), on which the von
Neumann entropy is continuous, the functions
(
ρ, V
)
7→ I
(
ρ,Φ[V ]
)
,
(
ρ, V
)
7→ Ic
(
ρ,Φ[V ]
)
,
(
ρ, V
)
7→
+∞∑
i=1
H(ViρV
∗
i ),
where Φ[V ](·) =
∑+∞
i=1 Vi(·)V
∗
i , are continuous on the set A×V1(A,B).
Proof. By Proposition 5 continuity of the first two functions follows from
continuity of the maps
V1(A,B) ∋ V 7→ Φ[V ] ∈ F(A,B) and V1(A,B) ∋ V 7→ Φ˜[V ] ∈ F(A,E),
where Φ˜[V ](·) =
∑+∞
i,j=1[TrVi(·)V
∗
j ]|hi〉〈hj| and {|hi〉} is a particular orthonor-
mal basis in HE .
To prove continuity of the above maps it suffices to show that
lim
n→+∞
Φ[V n](|ϕ〉〈ϕ|) = Φ[V 0](|ϕ〉〈ϕ|) (32)
and
lim
n→+∞
Φ˜[V n](|ϕ〉〈ϕ|) = Φ˜[V 0](|ϕ〉〈ϕ|) (33)
for any sequence {V n} ⊂ V1(A,B), converging to a vector V 0 ∈ V1(A,B),
and for any unit vector ϕ ∈ HA.
Let V n = {V
n
i }
+∞
i=1 for each n ≥ 0. Relation (32) can be proved by noting
that the condition
∑+∞
i=1 ‖V
n
i |ϕ〉‖
2 = 1 for all n ≥ 0 implies
lim
m→+∞
sup
n≥0
Tr
∑
i>m
V ni |ϕ〉〈ϕ|(V
n
i )
∗ = lim
m→+∞
sup
n≥0
∑
i>m
‖V ni |ϕ〉‖
2 = 0.
Relation (33) is easily proved by using the result from [4], mentioned before
Proposition 1.
To prove continuity of the third function consider the following construc-
tion. Let HC =
⊕+∞
i=1 H
i
B, where H
i
B
∼= HB, and Ui be an isometrical
embedding of HB into HC such that UiHB = H
i
B for each i.
For an arbitrary sequence {Vi}
+∞
i=1 in V1(A,B) one can take the se-
quence
{
Vˆi = UiVi
}+∞
i=1
in V1(A,C) such that Ran Vˆi ⊥ Ran Vˆj for all i 6= j.
Since the above correspondence is continuous (as a map from V1(A,B) into
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V1(A,C)) the above observation shows continuity on the set A ×V1(A,B)
of the function
(
ρ, V
)
7→ Ic
(
ρ, Φ̂[V ]
)
=
+∞∑
i=1
H
(
VˆiρVˆ
∗
i
)
=
+∞∑
i=1
H(ViρV
∗
i ),
where Φ̂[V ](·) =
∑+∞
i=1 Vˆi(·)Vˆ
∗
i and the first equality follows from the last
assertion of Proposition 3.
As mentioned in Section 5, the value
∑+∞
i=1 H(ViρV
∗
i ) can be considered
as the mean entropy of a posteriori state in the quantum measurement, de-
scribed by the collection of operators {Vi}
+∞
i=1 . Corollary 2 shows that conti-
nuity of the entropy H(ρ) of a priory state ρ implies continuity of the mean
entropy of a posteriori state as a function of a pair (a priori state, mea-
surement) provided the strong operator topology is used in the definition of
convergence of a sequence of measurements. This assertion strengthens the
analogous assertion in Example 3 in [17], in which the stronger topology (so
called the ∗-strong operator topology) is used in definition of convergence
of a sequence of measurements.5 Hence by means of Corollary 2 one can
strengthen all the assertions in Example 3 in [17] by inserting the strong op-
erator topology in definition of convergence of a sequence of measurements,
which seems more natural in this context.
7 Appendix
Lemma 6. Let ρ and σ be states in S(H) and C be an operator in T+(H).
Then
H(λρ+ (1− λ)σ‖C) ≥ λH(ρ‖C) + (1− λ)H(σ‖C)− h2(λ), ∀λ ∈ [0, 1],
where h2(λ) = η(λ) + η(1− λ).
Proof. Let {Pn} be an increasing sequence of finite rank projectors strongly
converging to the identity operator. Then An = PnρPn, Bn = PnσPn and
5Note that this stronger version can not be proved by means of the method used in
[17].
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Cn = PnCPn are finite rank operators for each n and hence
H(λAn + (1− λ)Bn‖Cn) = Tr(λAn + (1− λ)Bn)(− logCn)
− S(λAn + (1− λ)Bn) + TrCn − Tr(λAn + (1− λ)Bn)
≥ λTrAn(− logCn) + (1− λ)TrBn(− logCn) + TrCn − λTrAn − (1− λ)TrBn
− λS(An)− (1− λ)S(Bn)− η(Tr(λAn + (1− λ)Bn)) + λη(TrAn)
+ (1− λ)η(TrBn)− xnh2(x
−1
n λTrAn) = λH(An‖Cn) + (1− λ)H(Bn‖Cn)
− η(Tr(λAn + (1− λ)Bn)) + λη(TrAn) + (1− λ)η(TrBn)− xnh2(x
−1
n λTrAn),
where xn = Tr(λAn + (1− λ)Bn) and the inequality
H(λAn + (1− λ)Bn) ≤ λH(An) + (1− λ)H(Bn) + xnh2(x
−1
n λTrAn),
following from (12) and (13) was used. By Lemma 1 passing to the limit
n→ +∞ implies the desired inequality.
Lemma 7. Let {An} be a sequence of operators in T+(H) converging in
the trace norm to an operator A0 such that An ≤ A0 for all n. Then
lim
n→+∞
H(An‖B) = H(A0‖B) for any operator B ∈ T+(H).
Proof. We can assume that A0 is a state. It can be represented as follows
A0 = λnρn + (1− λn)σn,
where
λn = TrAn, ρn =
An
TrAn
, σn =
A−An
1− λn
.
By Lemma 6 and nonnegativity of the relative entropy we have
H(A0‖B) ≥ λnH(ρn‖B) + (1− λn)H(σn‖B)− h2(λn)
≥ H(An‖λnB)− h2(λn)
= H(An‖B)− TrB(1− λn)− λn log(λn)− h2(λn),
and hence lim supn→+∞H(An‖B) ≤ H(A0‖B). By lower semicontinuity of
the relative entropy this implies the assertion of the lemma.
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Proof of Lemma 5. Let T = D ◦ Φ. Consider the set of conditions
T (|ψ〉〈ψ|) = |ψ〉〈ψ|, ∀|ψ〉 ∈ supp ρ, (34)
T (|ψ〉〈φ|) = |ψ〉〈φ|, ∀|ψ〉, |φ〉 ∈ supp ρ, (35)
T (|ei〉〈ej |) = |ei〉〈ej|, ∀i, j, (36)
where |ei〉 is the set of eigenvectors of the state ρ corresponding to nonzero
eigenvalues. Then Definition 6 ⇔ (34) follows from the spectral represen-
tation, (34) ⇔ (35) follows from the polarization identity, (35) ⇔ (36) is
obvious, (36) ⇔ (26) follows from formula (15)).
The authors are grateful to the participants of the seminar ”Quantum
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authors are also grateful to A.A. Kuznetsova for the discussion and the help
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