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DECORRELATION ESTIMATES FOR RANDOM
SCHRO¨DINGER OPERATORS WITH NON RANK ONE
PERTURBATIONS
PETER D. HISLOP AND M. KRISHNA
Abstract. We prove decorrelation estimates for generalized lattice Ander-
son models on Zd constructed with finite-rank perturbations in the spirit of
Klopp [7]. These are applied to prove that the local eigenvalue statistics ξωE
and ξωE′ , associated with two energies E and E
′ satisfying |E − E′| > 4d,
are independent. That is, if I, J are two bounded intervals, the random
variables ξωE(I) and ξ
ω
E′(J), are independent and distributed according to
a compound Poisson distribution whose Le´vy measure has finite support.
We also prove that the extended Minami estimate implies that the eigen-
values in the localization region have multiplicity at most the rank of the
perturbation.
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2 P. D. HISLOP AND M. KRISHNA
1. Statement of the problem and results
We consider random Schro¨dinger operators Hω = L + Vω on the lattice
Hilbert space ℓ2(Zd) (or, for matrix-valued potentials, on ℓ2(Zd) ⊗ Cmk), and
prove that certain natural random variables associated with the local eigenvalue
statistics around two distinct energies E and E′, in the region of complete
localization ΣCL and with |E − E
′| > 4d, are independent. From previous
work [8], these random variables distributed according to a compound Poisson
distribution. The operator L is the discrete Laplacian on Zd, although this can
be generalized. For these lattice models, the random potential Vω has the form
(Vωf)(j) =
∑
i∈J
ωi(Pif)(j), (1.1)
where {Pi}i∈J is a family of finite-rank projections with the same rank mk > 1,
the set J is a sublattice of Zd, and
∑
i∈J Pi = I. We assume that Pi =
UiP0U
−1
i , for i ∈ J , where Ui is the unitary implementation of the translation
group (Uif)(k) = f(k + i), for i, k ∈ Z
d. The coefficients {ωi} are a family
of independent, identically distributed (iid) random variables with a bounded
density of compact support on a product probability space Ω with probability
measure P. It follows from the conditions above that the family of random
Schro¨dinger operators Hω is ergodic with respect to the translations generated
by J .
One example on the lattice is the polymer model. For this model, the pro-
jector Pi = χΛk(i) is the characteristic function on the cube Λk(i) of side length
k centered at i ∈ Zd. The rank of Pi is (k + 1)
d and the set J is chosen so
that ∪i∈JΛk(i) = Z
d. Another example is a matrix-valued model for which
Pi, i ∈ Z
d, projects onto an mk-dimensional subspace, and J = Z
d. The
corresponding Schro¨dinger operator is
Hω = L+
∑
i∈J
ωiPi, (1.2)
where L is the discrete lattice Laplacian ∆ on ℓ2(Zd), or ∆ ⊗ I on ℓ2(Zd) ⊗
C
mk (or, more generally, ∆ ⊗ A, where A is a nonsingular mk ×mk matrix),
respectively. In the following, we denote by Hω,ℓ (or simply as Hℓ omitting the
ω) the matrices χΛℓH
ωχΛℓ and similarly Hω,L,HL by replacing ℓ with L, for
positive integers ℓ and L.
A lot is known about the eigenvalue statistics for random Schro¨dinger op-
erators on ℓ2(Rd). When the projectors Pi are rank one projectors, the local
eigenvalue statistics in the localization regime has been proved to be given by
a Poisson process by Minami [9] (see also Molchanov [10] for a model on R and
Germinet-Klopp [5] for a comprehensive discussion and additional results). For
the non rank one case, Tautenhahn and Veselic´ [13] proved a Minami estimate
for certain models that may be described as weak perturbations of the rank
one case. The general non finite rank case was studied by the authors in [8]
who proved that, roughly speaking, the local eigenvalue statistics are compound
Poisson. This result also holds for random Schro¨dinger operators on Rd.
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In this paper, we further refine these results for lattice models with non rank
one projections and prove, roughly speaking, that the processes associated with
two distinct energies are independent. Klopp [7] proved decorrelation estimates
for lattice models in any dimension. He applied them to show that the local
eigenvalue point processes at distinct energies converge to independent Poisson
processes (in dimensions d > 1 the energies need to be far apart as is the
case for the models studied here). Shirley [12] extended the family of one-
dimensional lattice models for which the decorrelation estimate may be proved
to include alloy-type models with correlated random variables, hopping models,
and certain one-dimensional quantum graphs.
1.1. Asymptotic independence and decorrelation estimates. The main
result is the asymptotic independence of random variables associated with the
local eigenvalue statistics centered at two distinct energies E and E′ satisfying
|E − E′| > 4d.
We note that in one-dimension there are stronger results and the condition
|E − E′| > 4d is not needed. Our results are inspired by the work of Klopp
[7] for the Anderson models on Zd and of Shirley [12] for related models on
Z
d. The condition |E − E′| > 4d requires that the two energies be fairly
far apart. For example, if ω0 ∈ [−K,K] so that the deterministic spectrum
Σ = [−2d − K, 2d + K], the region of complete localization ΣCL is near the
band edges ±(2d + K). In this case, one can consider E and E′ near each of
the band edges. Our main result on asymptotic independence is the following
theorem.
Theorem 1.1. Let E,E′ ∈ ΣCL be two distinct energies with |E−E
′| > 4d. Let
ξω,E, respectively, ξω,E′, be a limit point of the local eigenvalue statistics cen-
tered at E, respectively, at E′. Then these two processes are independent. For
any bounded intervals I, J ∈ B(R), the random variables ξω,E(I) and ξω,E′(J)
are independent random variables distributed according to a compound Poisson
process.
We refer to [5] for a description of the region of complete localization ΣCL.
For information on Le´vy processes, we refer to the books by Applebaum [1]
and by Bertoin [2]. Theorem 1.1 follows (see section 4) from the following
decorrelation estimate. We assume that L > 0 is a positive integer, and that
ℓ := [Lα] is the greatest integer less than Lα for an exponent 0 < α < 1. For
polymer type models, we assume that mk divides L and ℓ.
Proposition 1.1. We choose positive numbers (α, β) satisfying (3.32) and
length scales L and ℓ := [Lα] as described above. For a pair of energies E,E′ ∈
ΣCL, the region of complete localization, with |E − E
′| > 4d, and bounded in-
tervals I, J ⊂ R, we define IL(E) := L
−dI + E and JL(E
′) := L−dJ + E′ as
two scaled energy intervals centered at E and E′, respectively. We then have
P{(TrEHω,ℓ(IL(E)) > 1) ∩ (TrEHω,ℓ(JL(E
′)) > 1)} 6
C0
L2d(1−2β−α)
. (1.3)
The extended Minami estimate [8] implies that we need to estimate:
P{(TrEHω,ℓ(IL(E)) 6 mk) ∩ (TrEHω,ℓ(JL(E
′)) 6 mk)} (1.4)
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In fact, we consider the more general estimate:
P{(TrEHω,L(IL(E)) = k1) ∩ (TrEHω,L(JL(E
′)) = k2)}, (1.5)
where k1, k2 are positive integers independent of L.
We allow that there may be several eigenvalues in IL(E) and JL(E
′) with
nontrivial multiplicities. To deal with this, we introduce the mean trace of the
eigenvalues Ej(ω) of Hω,ℓ in the interval IL(E):
T (ω) :=
Tr
(
Hω,ℓEHω,ℓ(IL(E))
)
Tr
(
EHω,ℓ(IL(E))
) = 1
k1
k1∑
j=1
Ej(ω), (1.6)
where k1 := Tr
(
EHω,ℓ(IL(E))
)
is the number of eigenvalues, including multi-
plicity, of Hω,ℓ in IL(E). Similarly, we define
T ′(ω) :=
Tr
(
Hω,ℓEHω,ℓ(JL(E
′))
)
Tr
(
EHω,ℓ(JL(E
′))
) = 1
k2
k2∑
j=1
Ej(ω). (1.7)
We will show in section 2 that these weighted sums behave like an effective
eigenvalues in each scaled interval.
As another application of the extended Minami estimate, we prove that the
multiplicity of eigenvalues in ΣCL is at most the multiplicity of the perturbations
mk in dimensions d > 1. The proof of this fact follows the argument of Klein
and Molchanov [6]. For d = 1, Shirley [12] proved that the usual Minami
estimate holds for the dimer model so the eigenvalues are almost surely simple.
1.2. Contents. We present properties of the weighted average of eigenvalues
in section 2, including gradients and Hessian estimates. The proof of the main
technical result, Proposition 1.1, is presented in section 3. The proof of asymp-
totic independence is given in section 4. We show in section 5 that the argument
of Klein-Molchanov [6] applies to higher rank perturbations and implies that
the multiplicity of eigenvalues in ΣCL is at most mk, the uniform rank of the
perturbations.
2. Estimates on weighted sums of eigenvalues
In this section, we present some technical results on weighted sums of eigen-
values of Hω,ℓ defined in (1.6)-(1.7). These are used in section 4 to prove the
main technical result (1.3).
2.1. Properties of the weighted trace. When the total number of eigenval-
ues of Hω,ℓ in JL(E) := L
−dI + E is k1, we get,
T (ω) := Tℓ(E, k1) := Tℓ(E, k1, ω) =
1
k1
k1∑
j=1
Ej(ω), (2.8)
for eigenvalues Ej(ω) ∈ JL(E). Properties (1)-(3) below are valid for the similar
expression obtained by replacing k1 with k2, the interval I with J , and the
energy E with E′. We will write
T ′(ω) := Tℓ(E
′, k2) := T (E
′, k2, ω).
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The weighted eigenvalue average behaves like an effective eigenvalue in the
following sense:
(1) Tℓ(E, k1, ω) ∈ JL(E), so the weighted average of the eigenvalue cluster
in JL(E) behaves as an eigenvalue in JL(E).
(2) Let Ej(ω) ∈ JL(E) be an eigenvalue of multiplicity mj. Then a deriv-
ative may be computed as follows. Let ϕj,i, for i = 1, . . . ,mj , be an
orthonormal basis of the eigenspace for Ej(ω). Then,
0 =
∂
∂ωs
mj∑
i=1
〈ϕj,i, (Hω,ℓ − Ej(ω))ϕj,i〉, (2.9)
so we obtain
∂Ej(ω)
∂ωs
=
1
mj
mj∑
i=1
‖Psϕj,i‖
2, (2.10)
where Ps is the projector associated with the random variable ωs.
(3) Suppose there are kˆ1 distinct eigenvalues in JL(E) each with multiplicity
mj so
∑kˆ1
j=1mj = k1. Then, we have
∂Tℓ(E, k1, ω)
∂ωs
=
1
kj
kˆ1∑
j=1
mj∑
i=1
‖Psϕj,i‖
2 > 0. (2.11)
This shows that Tℓ(E, k1, ω) is non-decreasing as a function of ωs.
(4) It follows from (2.11) that the ω-gradient of the weighted trace is nor-
malized: ‖∇ωT (ω)‖ℓ1 = 1.
Remark 1. It follows from property (1) above and the fact that the intervals
IL(E) and JL(E) are O(L
−d), that if |E − E′| > 4d, then |T (ω) − T (ω′)| >
4d− cL−d, for some c > 0. We will use this result below.
2.2. Variational formulae. We can estimate the variation of the mean trace
with respect to the random variables as follows. The ω-directional derivative is
ω · ∇ω(T (ω)− T
′(ω)) =
1
k1
k1∑
i=1
ω · ∇ωEi(ω)−
1
k2
k2∑
j=1
ω · ∇ωEj(ω)
= T (ω)− T ′(ω)−
1
k1
k1∑
i=1
〈ϕi, (−∆)ϕi〉
+
1
k2
k2∑
j=1
〈ϕj , (−∆)ϕj〉. (2.12)
On the lattice, the absolute value of each sum involving the Laplacian may
be bounded above by 2d. If we assume that
|T (ω)− T ′(ω)| > ∆E
then we obtain from (2.12),
∆E − 4d 6 |T (ω)− T ′(ω)| − 4d
6 |ω · ∇ω(T (ω)− T
′(ω))|. (2.13)
6 P. D. HISLOP AND M. KRISHNA
As the number of components of ω is bounded by ℓd and |ωj| 6 K, it follows
by Cauchy-Schwartz inequality that
‖∇ω(T (ω)− T
′(ω))‖2 >
∆E − 4d
K
1
(2ℓ+ 1)d/2
. (2.14)
We also obtain an ℓ1 lower bound:
‖∇ω(T (ω)− T
′(ω))‖1 >
∆E − 4d
K
. (2.15)
2.3. Hessian estimate. The Hessian of T (ω) has ijth matrix elements given
by
Hess(T )ij =
1
k1
k1∑
m=1
∂2
∂ωi∂ωj
Em(ω). (2.16)
It is convenient to compute this using trace notation. Let PE denote the spectral
projection onto the eigenspace of Hω,ℓ corresponding to the eigenvalues Em(ω)
in JL(E). Let γE be a simple closed contour containing only these eigenvalues
of Hω,ℓ with a counter-clockwise orientation. Since the weighted mean of the
eigenvalues may be expressed as
T (ω) =
1
k1
TrHω,ℓPE ,
and the projection has the representation
PE =
1
2πi
∫
γE
R(z) dz, R(z) := (Hω,ℓ − z)
−1,
it follows that
∂
∂ωj
T (ω) =
−1
2πik1
∫
γE
Tr{R(z)PjR(z)} zdz, (2.17)
where Pj is the finite-rank projector associated with site j or block j, depending
on the model. Computing the second derivative, the matrix elements of the
Hessian of T (ω) are
Hess(T )ij =
1
2πik
∫
γE
Tr{R(z)PiR(z)PjR(z)
+R(z)PjR(z)PjR(z)} zdz (2.18)
This formula will provide the equivalent of Lemma 2.3 [7], for both
Hess(T )ij ,Hess(T
′)ij.
Lemma 2.1. The Hessian of the weighted average T (ω) of the eigenvalues of
Hℓ(ω) in an interval of order L
−d satisfies the bound:
‖Hess(T )ij‖ℓ∞→ℓ1 6 |γE |
2 sup
z∈γE
‖PiR(z)
2Pj‖1‖PjR(z)P1‖1
6 C
L−2d
(dist(γE , σ(Hω,ℓ)))3
. (2.19)
DECORRELATION ESTIMATES FOR NON RANK ONE PERTURBATIONS 7
Since the Wegner estimate insures that dist(γE , σ(Hω,ℓ)) ∼ ℓ
−d with probability
greater than 1− CW (ℓ/L)
d, we obtain
‖Hess(T )ij‖ℓ∞→ℓ1 6 CL
−2dℓ3d 6 CL3dα−2d, (2.20)
so if 0 < α < 2/3, the Hessian is vanishes as L → ∞. The above statements
are also valid for T ′(ω).
3. Proof of Proposition 1.1
In this section, we prove the technical result, Proposition 1.1. We let
Xℓ(IL(E)) := TrEHω,ℓ(IL(E)), Xℓ(JL(E
′)) := TrEHω,ℓ(JL(E
′)). Then, we show
P{(Xℓ(IL(E)) > 1) ∩ (Xℓ(JL(E
′)) > 1)} 6 C0
1
L2d(1−2β−α)
, (3.21)
for positive numbers (α, β) satisfying (3.32).
3.1. Reduction via the extended Minami estimate. Let χA(ω) be the
characteristic function on the subset A ⊂ Ω. In this section, we write JL(E) :=
L−dJ + E since we are dealing with one interval. We use an extended Minami
estimate of the form
E{χ{ω | Xℓ(JL(E))>mk+1}Xℓ(JL(E))(Xℓ(JL(E))−mk) > 1} 6 CM
(
ℓ
L
)2d
,
as follows from [8].
Lemma 3.1. Under the condition that the projectors have uniform dimension
mk > 1, we have
P{Xℓ(JL(E)) > mk} 6 CM
(
ℓ
L
)2d
. (3.22)
Proof. Recalling that Xℓ(JL(E)) ∈ {0} ∪ N, we have
P{Xℓ(JL(E)) > mk}
6 P{Xℓ(JL(E)) −mk > 1}
= P{Xℓ(JL(E))(Xℓ(JL(E)) −mk) > 1}
= P{χ{ω | Xℓ(JL(E))>mk+1}Xℓ(JL(E))(Xℓ(JL(E)) −mk) > 1}
6 E{χ{ω | Xℓ(JL(E))>mk+1}Xℓ(JL(E))(Xℓ(JL(E)) −mk) > 1}
6 CM
(
ℓ
L
)2d
, (3.23)
by the extended Minami estimate [8]. 
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3.2. Estimates on the joint probability. We return to considering two
scaled intervals IL(E) and JL(E
′), with E 6= E′. Because of (3.22), we have
P{(Xℓ(IL(E)) > 1) ∩ (Xℓ(JL(E
′)) > 1)}
6 P{(Xℓ(IL(E)) > mk + 1) ∩ (Xℓ(JL(E
′)) > mk + 1)}
+P{(Xℓ(IL(E)) 6 mk) ∩ (Xℓ(JL(E
′)) > mk + 1)}
+P{(Xℓ(IL(E)) 6 mk + 1) ∩ (Xℓ(JL(E
′)) > mk)}
+P{(Xℓ(IL(E)) 6 mk) ∩ (Xℓ(JL(E
′)) 6 mk)}
6 P{(Xℓ(IL(E)) 6 mk) ∩ (Xℓ(JL(E
′)) 6 mk)}
+C0
(
ℓ
L
)2d
. (3.24)
The probability on the last line of (3.24) may be bounded above by
P{(Xℓ(IL(E)) 6 mk) ∩ (Xℓ(JL(E
′)) 6 mk)}
6
mk∑
k1,k2
P{(Xℓ(IL(E)) = k1) ∩ (Xℓ(JL(E
′)) = k2)}. (3.25)
Since mk is independent of L, it suffices to estimate
P{(Xℓ(IL(E)) = k1) ∩ (Xℓ(JL(E
′)) = k2)}. (3.26)
The proof of the next key Proposition 3.1 follows the ideas in [7].
Proposition 3.1. For k1, k2 = 1, . . . ,mk and positive numbers (α, β) satisfying
(3.32), we have
P{(Xℓ(IL(E)) = k1) ∩ (Xℓ(JL(E
′)) = k2)} 6 C
(
K
∆E − 4d
)4
L−2d(1−2β−α).
(3.27)
Proof. 1. We begin with some observation concerning the eigenvalue averages.
We let Ω0(ℓ, k1, k2) denote the event
Ω0(ℓ, k1, k2) := {ω | (Xℓ(IL(E)) = k1) ∩ (Xℓ(JL(E
′)) = k2)} ∩ ΩW,ℓ, (3.28)
for k1, k2 = 1, . . . ,mk. The set ΩW,ℓ is the set of ω for which the eigenvalue
spacing for Hω,ℓ in the interval IL(E) or JL(E
′) is O(ℓ−d). By the Wegner
estimate, the probability of this set is at least 1− CW (ℓ/L)
−d, as discussed in
Lemma 2.1. We define the subset ∆ ⊂ Λℓ × Λℓ by ∆ := {(i, i) | i ∈ Λℓ}. For
each pair of sites (i, j) ∈ Λℓ × Λℓ\∆, the Jacobian determinant of the mapping
ϕ : (ωi, ωj)→ (Tℓ(E, k1),Tℓ(E
′, k2)), given by:
Jij(Tℓ(E, k1),Tℓ(E
′, k2)) :=
∣∣∣∣ ∂ωiTℓ(E, k1) ∂ωjTℓ(E, k1)∂ωiTℓ(E′, k2) ∂ωjTℓ(E′, k2)
∣∣∣∣ . (3.29)
As we will show in section 3.3, the condition Jij(Tℓ(E, k1),Tℓ(E
′, k2)) > λ(L) >
0 implies that the average of the eigenvalues in IL(E) and JL(E
′) effectively
vary independently with respect to any pair of independent random variables
(ωi, ωj), for i 6= j. We define the following events for pairs (i, j)inΛℓ × Λℓ\∆:
Ωi,j0 (ℓ, k1, k2) := Ω0(ℓ, k1, k2) ∩ {ω | Jij(Tℓ(E, k1),Tℓ(E
′, k2)) > λ(L)}, (3.30)
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where λ(L) > 0 is given by
λ(L) := (∆E − 4d)K−1L−βd, (3.31)
where the exponent β > 0 satisfies
0 < β <
1
2
, 0 < α+ 4β < 1, 0 < α <
2
5
β. (3.32)
For example, we may take β = 18 and α <
1
20 .
2. We next compute P{Ωi,j0 (ℓ, k1, k2)}. Following Klopp [7, pg. 242], we prove
in section 3.3 that the positivity of the Jacobian determinant insures that the
map ϕ, restricted to a certain domain, is a diffeomorphism. In particular, for
any pair (i, j) ∈ Λℓ × Λℓ\∆, if (ω
0
i , ω
0
j , ω
⊥
ij) ∈ Ω
i,j
0 (ℓ, k1, k2), then it follows
from Lemma 3.2 if ‖(ω0i , ω
0
j ) − (ωi, ωj)‖ > L
−dλ−2(L), consequently one has
(Tℓ(E, k1, ω),Tℓ(E
′, k2, ω)) 6∈ IL(E) × JL(E
′). This would contradict the fact
that ω ∈ Ω0(ℓ, k1, k2). This is key in the following computation:
P{Ωi,j0 (ℓ, k1, k2)}
= Eω⊥ij
{∫
R2
χ
Ωi,j
0
(ℓ,k1,k2)
(ωi, ωj , ω
⊥
ij)g(ωi)g(ωj) dωi dωj
}
6 Eω⊥ij
{∫
R2
χ{‖(ωi,ωj)−(ω0i ,ω0j )‖∞6L−dλ−2}
(ωi, ωj, ω
⊥
ij)g(ωi)g(ωj) dωi dωj
}
6 CL−2dλ−4(L). (3.33)
3. We next bound P{Ω0(ℓ, k1, k2)} in terms of P{Ω
i,j
0 (ℓ, k1, k2)} using [7, Lemma
2.5]. This lemma states that for (u, v) ∈ (R+)2n normalized so that ‖u‖1 =
‖v‖1 = 1, we have
max
j 6=k
∣∣∣∣ uj ukvj vk
∣∣∣∣
2
>
1
4n5
‖u− v‖21. (3.34)
Applying this with n = (2ℓ + 1)d, and u = ∇ωT (ω) and v = ∇ωT
′(ω), and
recalling the positivity (2.11) in point (3) and the normalization in point (4) of
section 2.1, we obtain from (3.34) and (2.15):
max
i 6=j∈Λℓ
Jij(Tℓ(E),Tℓ(E
′))2 >
(
23
ℓ5d
)
‖∇ω(Tℓ(E) − Tℓ(E
′))‖21
>
(
∆E − 4d
K
)2( 23
ℓ5d
)
. (3.35)
We partition the probability space as {ω | Jij > λ(L) some (i, j) ∈ Λℓ×Λℓ\∆}∪
{ω | Jij < λ(L) ∀ (i, j) ∈ Λℓ × Λℓ\∆}, where we write Jij for the Jacobian
Jij(Tℓ(E),Tℓ(E
′)). Suppose that the second event {ω | Jij < λ(L) ∀ (i, j) ∈
Λℓ × Λℓ\∆} occurs, so that from (3.35), we have:
λ(L)2 =
(
C0
Lβd
)2
> max
i 6=j∈Λℓ
Jij(Tℓ(E),Tℓ(E
′))2
>
(
23
ℓ5d
)
‖∇ω(Tℓ(E)− Tℓ(E
′))‖21. (3.36)
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This implies that
‖∇ω(Tℓ(E)− Tℓ(E
′))‖1 6 C1L
−d(β−5α/2). (3.37)
So, provided 0 < α < 25β, we find that the bound (3.37) implies that the
∇ωTℓ(E) is almost collinear with ∇ωTℓ(E
′). This contradicts the lower bound
(2.15) as long as ∆E > 0. Consequently, the probability of the second event is
zero.
4. It follows from this and the partition of the probability space that
P{Ω0(ℓ, k1, k2)} 6
∑
(i,j)∈Λℓ×Λℓ\∆
P{Ωi,j0 (ℓ, k1, k2)}
6 ℓ2dλ−4(L)L−2d. (3.38)
We now take ℓ = Lα and λ(L) := (∆E − 4d)K−1L−βd, with (α, β) satisfying
(3.32). With these choices, and the fact that mk is independent of L, we obtain
the probability
P{Ω0(ℓ, k1, k2)} 6 C
(
K
∆E − 4d
)4
L−2d(1−2β−α). (3.39)
For choices α and β with 0 < α+ 2β < 1, this shows that
P{Ω0(ℓ, k1, k2)} and P{(Xℓ(IL(E)) = k1) ∩ (Xℓ(JL(E
′)) = k2)} → 0, as L→ 0,
for any integers k1, k2 = 1, . . . ,mk. This proves, up to the proof of the diffeo-
morphism property of ϕ, the main result (1.3). 
3.3. Proof of the diffeomorphism property. We prove the following
lemma on the perturbation of a set of good configurations (ω0i , ω
0
j ). Let
Ω0(ℓ, k1, k2), k1, k2 = 1, . . . ,mk be the set of configurations described in (3.28).
Similarly, for any pair of sites (i, j) ∈ Λℓ × Λℓ\∆, the Jacobian determinant
Jij(Tℓ(E, k1),Tℓ(E
′, k2)) is defined in equation (3.29). We also defined events
Ωi,j0 (ℓ, k1, k2), for pairs (i, j) ∈ Λℓ × Λℓ\∆, in (3.30):
Ωi,j0 (ℓ, k1, k2) := Ω0(ℓ, k1, k2) ∩ {ω | Jij(Tℓ(E, k1),Tℓ(E
′, k2)) > λ(L)}, (3.40)
where λ(L) > 0 has the value
λ(L) :=
∆E − 4d
K
L−dβ, (3.41)
where α and β satisfy the constraints in (3.32). The stability estimate following
from the diffeomorphism property of ϕ is given in the following lemma.
Lemma 3.2. [7, Lemma 2.6] Suppose that (ω0i , ω
0
j , ω
⊥
ij) ∈ Ω
i,j
0 (ℓ, k1, k2) and
(α, β) satisfy (3.32). Then for any pair (ωi, ωj) ∈ R
2 with
‖(ω0i , ω
0
j )− (ωi, ωj)‖ > L
−dλ−2(L),
one has
(Tℓ(E, k1, ω),Tℓ(E
′, k2, ω)) 6∈ IL(E)× JL(E
′), (3.42)
where λ(L) has the value given in (3.41).
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Proof. 1. Let us fix ω⊥ij so that (ω
0
i , ω
0
j , ω
⊥
ij) ∈ Ω
i,j
0 (ℓ, k1, k2). We consider the
square S in two-dimensional configuration space:
S := {(ωi, ωj) | ‖(ω
0
i , ω
0
j )− (ωi, ωj)‖ 6 L
−dλ(L)−2} (3.43)
and the map ϕ : S → R2 defined by
ϕ(ωi, ωj) = (Tℓ(E, k1, ω),Tℓ(E
′, k2, ω)).
The first goal is to prove that ϕ is an invertible map between S and its range
ϕ(S).
2. To prove that ϕ is injective, we suppose (ωi, ωj) and (ω
′
i, ω
′
j) both belong
to S and that ϕ(ωi, ωj) = ϕ(ω
′
i, ω
′
j). Let Dijϕ denote the 2 × 2 matrix that is
the derivative of ϕ with respect to (ωi, ωj). By the Fundamental Theorem of
Calculus, the definition of S, and the Hessian estimate (2.20), we have
‖Dijϕ(ωi, ωj)−Dijϕ(ω
′
i, ω
′
j)‖
6 (‖HessT (ω)‖+ ‖HessT ′(ω)‖)L−dλ(L)−2 6 C0L
−(4−3α−4β)d. (3.44)
The exponent is positive if 0 < 34α+ β < 1 that is satisfied due to (3.32). By a
Taylor’s expansion and the Hessian estimate (2.20), we obtain
‖ϕ(ωi, ωj)−ϕ(ω
′
i, ω
′
j)−Dijϕ(ω
0
i , ω
0
j ) ·(ω−ω
′)‖ 6 CL(3α−2)d‖(ω′−ω)‖2. (3.45)
As a consequence, we can bound the difference
‖ϕ(ωi, ωj)− ϕ(ω
′
i, ω
′
j)‖
from below. Recall that the Jacobian determinant of Dijϕ(ω
0
i , ω
0
j ) is bounded
below by λ(L) since (ω0i , ω
0
j ) ∈ S. For any pair (ωi, ωj), (ω
′
i, ω
′
j) ∈ S, we have
‖(ωi, ωj)− (ω
′
i, ω
′
j)‖ 6 CL
−(1−2β)d. These facts, the Hessian estimate in (3.44),
and the Taylor expansion in (3.45) yield
‖ϕ(ωi, ωj)− ϕ(ω
′
i, ω
′
j)‖ > |Dijϕ(ω
0
i , ω
0
j ) · (ω
′ − ω)| − CL(3α−2)d‖(ω′ − ω)‖2
> CL−dβ‖(ω′ − ω)‖ − CL−d(3−3α−2β)‖(ω′ − ω)‖
> C0(L)‖(ω
′ − ω)‖, (3.46)
where C0(L) := C(L
−dβ−L−d(3−3α−2β)) > 0 is strictly positive for 0 < α+β <
1. This proves the injectivity of ϕ.
3. We next show that ϕ is an analytic diffeomorphism from S onto its range.
Estimate (3.44) implies that the Jacobians are close:
|Jacϕ(ω′i, ω
′
j)− Jacϕ(ω
0
i , ω
0
j )| 6 CL
−(3−3α−2β)d. (3.47)
Since (ω0i , ω
0
j ) ∈ Ω
i,j
0 (ℓ, k1, k2), we know that |Jij(T (ω
0),T ′(ω0))| > λ(L). This
lower bound and (3.47) imply that for all (ωi, ωj) ∈ S we have
Jij(T (ω),T
′(ω)) > C[L−dβ − L−(3−3α−2β)d] > 0, (3.48)
provided 0 < α+ β < 1. Consequently, for all (ωi, ωj) ∈ S and L large enough,
the Inverse Function Theorem implies that ϕ is an analytic diffeomorphism.
Furthermore, the Jacobian of ϕ−1 satisfies the bound
|Jacϕ−1(ωi, ωj)| 6 CL
dβ. (3.49)
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4. To complete the proof of the lemma, we recall that the map ω → Tℓ(E, k1, ω)
is nondecreasing as shown in section 2.1. Hence, we can consider ‖(ωi, ωj) −
(ω0i , ω
0
j )‖∞ = L
−dλ−2(L). Let us suppose, to the contrary, that for some such
pair (ωi, ωj) ∈ R
2 with
‖(ω0i , ω
0
j )− (ωi, ωj)‖ = L
−dλ−2(L) = CL−(1−2β)d,
one has
(Tℓ(E, k1, ω),Tℓ(E
′, k2, ω)) ∈ IL(E)× JL(E
′). (3.50)
Then, using the bound (3.49), we have
L−dλ−2(L) = CL−d(1−2β) < ‖(ω0i , ω
0
j )− (ωi, ωj)‖
= ‖ϕ−1(Tℓ(E, k1, ω),Tℓ(E
′, k2, ω))− ϕ
−1(E,E′)‖
6 CL−dLβd = CL−d(1−β). (3.51)
As L→∞, we obtain a contradiction since β > 0. 
4. Asymptotically independent random variables: Proof of
Theorem 1.1
In this section, we give the proof of Theorem 1.1. To prove that ξωE(I)
and ξωE′(J) are independent, we recall that the limit points ξ
ω
E are the same
as those obtained from a certain uniformly asymptotically negligible array ([8,
Proposition 4.4]). To obtain this array, we construct a cover of ΛL by non-
overlapping cubes of side length 2ℓ centered at points np. We use ℓ = L
α, where
(α, β) satisfy (3.32). For example, we can take 0 < α < 1/20. The number of
such cubes Λℓ(np) is NL := [(2L+1)/(2ℓ+1)]
d . The local Hamiltonian is Hωp,ℓ.
The associated eigenvalue point process is denoted by ηωℓ,p. We define the point
process ζωΛL =
∑NL
p=1 η
ω
p,ℓ. For a bounded interval I ⊂ R, we define the local
random variable ηωℓ,p(I) := Tr(EHωp,ℓ(IL(E))) and similarly for the scaled interval
JL(E
′). For p 6= p′, these random variables are independent. We compute
P{(ζωΛL(I) > 1) ∩ (ζ
ω
ΛL
(J) > 1)} =
NL∑
p,p′=1
P{(ηωℓ,p(I) > 1) ∩ (η
ω
ℓ,p(J) > 1)}
=
NL∑
p,p′=1
P{ηωℓ,p(I) > 1}P{η
ω
ℓ,p(J) > 1}
+EL(E,E
′, I, J), (4.52)
where the error term is just the diagonal p = p′ contribution:
EL(E,E
′, I, J) =
NL∑
p=1
[
P{(ηωℓ,p(I) > 1) ∩ (η
ω
ℓ,p(J) > 1)}
−P{ηωℓ,p(I) > 1}P{η
ω
ℓ,p(J) > 1}
]
. (4.53)
The first probability on the right side of (4.53) is bounded above by
C0L
−2d(1−2β−α) due to the decorrelation estimate (1.3). The bound on the
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second probability on the right of (4.53) is C2WL
−2d(1−α). It is obtained from
the square of the Wegner estimate
P{η
(p)
ℓ,E′(J) > 1} 6 CW (ℓ/L)
d = CWL
−d(1−α).
Since NL ∼ (L/ℓ)
d = L(1−α)d, we find that
EL(E,E
′, I, J) 6 C2WL
−d(1−α) + C0L
−d(1−α−4β) → 0, L→∞, (4.54)
because of (3.32). Since the set of limit points ζω and ξω are the same [8], this
estimate proves that
lim
L→∞
P{(ζωE,ΛL(I) > 1) ∩ (ζ
ω
E′,ΛL
(J) > 1)} = P{ξωE(I) > 1}P{ξ
ω
E′(J) > 1},
(4.55)
establishing the asymptotic independence of the random variables ξωE(I) and
ξωE′(J) provided |E − E
′| > 4d.
5. Bounds on eigenvalue multiplicity
The extended Minami estimate may be used with the Klein-Molchanov ar-
gument [6] to bound the multiplicity of eigenvalues in the localization regime.
The basic argument of Klein-Molchanov is the following. If Hω has at least
mk + 1 linearly independent eigenfunctions with eigenvalue E in the localiza-
tion regime, so that the eigenfunctions exhibit rapid decay, then any finite
volume operator Hω,L must have at least mk + 1 eigenvalues close to E for
large L. But, by the extended Minami estimate, this event occurs with small
probability. The first lemma is a deterministic result based on perturbation
theory.
Lemma 5.1. Suppose that E ∈ σ(H) is an eigenvalue of a self adjoint operator
H with multiplicity at least mk + 1. Suppose that all the associated eigenfunc-
tions decay faster than 〈x〉−σ, for some σ > d/2 > 0. We define ǫL := CL
−σ+ d
2 .
Then for all L >> 0, the local Hamiltonian HL := χΛLHχΛL has at least mk+1
eigenvalues in the interval [E − ǫL, E + ǫL].
Proof. 1. Let {ϕj | j = 1, . . . ,M} be an orthonormal basis of the eigenspace for
H and eigenvalue E. We assume that the eigenvalue multiplicity M > mk + 1.
We define the local functions ϕj,L := χΛLϕj , for j = 1, . . . ,M . These local
functions satisfy:
1− ǫL 6 ‖ϕj,L‖ 6 1,
|〈ϕi,L, ϕj,L〉| 6 ǫL, i 6= j. (5.56)
It is easy to check that these conditions imply that the family is linearly in-
dependent. Let VL denote the M -dimensional subspace of ℓ
2(ΛL) spanned by
these functions.
2. As in [6], it is not difficult to prove that the functions ϕj,L are approximate
eigenfunctions for HL:
‖(HL − E)ϕj,L‖ 6 ǫL‖ϕj,L‖. (5.57)
Furthermore, for any ψL ∈ VL, we have ‖(HL − E)ψL‖ 6 2ǫL‖ψL‖.
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3. Let JL := [E − 3ǫL, E + 3ǫL]. We write PL for the spectral projector
PL := χJL(HL) and QL := 1−PL is the complementary projector. For any ψ ∈
VL, we have ‖QLψ‖ 6 (3ǫL)
−1‖(HL − E)QLψ‖ 6 (2/3)‖ψ‖. Since ‖PLψ‖
2 =
‖ψ‖2 − ‖QLψ‖
2 > (5/9)‖ψ‖, it follows that PL : VL → ℓ
2(ΛL) is injective.
Consequently, we have
dimRanPL = Tr(PL) > dim VL =M > mk.
Redefining the constant C > 0 in the definition of ǫL, we find that H has at
least mk + 1 eigenvalues in [E − ǫL, E + ǫL]. 
The second lemma is a probabilistic one and the proof uses the extended
Minami estimate.
Lemma 5.2. Let I ⊂ R be a bounded interval. For q > 2d, and any interval
J ⊂ I with |J | 6 L−q, we define the event
EL,I,q := {ω | Tr(χJ (Hω,L)) 6 mk ∀J ⊂ I, |J | 6 L
−q}. (5.58)
Then, the probability of this event satisfies
P{EL,I,q} > 1− C0L
2d−q. (5.59)
Proof. We cover the interval I by 2([Lq|I|/2] + 1) subintervals of length 2L−q
so that any subinterval J of length L−q is contained in one of these. We then
have
P{EcL,I,q} 6 (L
q|I|+ 2)P{χJ (Hω,L) > mk}. (5.60)
The probability on the right side is estimated from the extended Minami esti-
mate
P{χJ(Hω,L) > mk} 6 CM (L
−qLd)2 = CML
2(d−q), (5.61)
so that
P{EcL,I,q} 6 CM (L
q|I|+ 2)L2(d−q) = CM (|I|+ 1)L
2d−q. (5.62)
This establishes (5.59). 
Theorem 5.1. Let Hω be the generalized Anderson Hamiltonian described in
section 1 with perturbations Pi having uniform rank mk. Then the eigenvalues
in the localization regime have multiplicity at most mk with probability one.
Proof. We consider a length scale Lk = 2
k. It follows from (5.59) that the
probability of the complementary event EcLk ,I,q is summable. By the Borel-
Cantelli Theorem, that means for almost every ω there is a k(q, ω) so that for
all k > k(q, ω) the event ELk ,I,q occurs with probability one. Let us suppose
that Hω an eigenvalue with multiplicity at least mk + 1 in an interval I and
that the corresponding eigenfunctions decay exponentially. Then, by Lemma
5.1, the local Hamiltonian Hω,Lk has at least mk +1 eigenvalues in the interval
[E − ǫL, E + ǫL] where ǫL = CL
−(β− d
2
), for any β > 5d/2. This contradicts the
event ELk,I,q which states that there are no more than mk eigenvlaues in any
subinterval J ⊂ I with |J | 6 L−q since we can find q > 2d so that β− q2 > q. 
It appears that the simplicity of eigenvalues in the localization regime might
be enough to imply a Minami estimate. Further investigations on the simplicity
of eigenvalues for Anderson-type models may be found in the article by Naboko,
Nichols, and Stolz [11]
DECORRELATION ESTIMATES FOR NON RANK ONE PERTURBATIONS 15
References
[1] D. Applebaum, Le´vy processes and stochastic calculus, Cambridge Studies in Advanced
Mathematics 116, second edition, Cambridge: Cambridge University Press, 2009.
[2] J. Bertoin, Le´vy processes, Cambridge: Cambridge University Press, 1996.
[3] Dhriti Ranjan Dolai, M. Krishna Poisson statistics for Anderson model with singular
randomness, arXiv:1408.4251.
[4] F. Germinet, A. Klein, New characterizations of the region of complete localization for
random Schrdinger operators, J. Stat. Phys. 122 (2006), no. 1, 73-94.
[5] F. Germinet, F. Klopp, Spectral statistics for the random Schro¨dinger operators in the lo-
calized regime, J. Eur. Math. Soc. (JEMS) 16 (2014), no. 9, 1967-2031; arXiv:1006.4427.
[6] A. Klein, S. Molchanov, Simplicity of eigenvalues in the Anderson model, J. Stat. Phys.
122 (2006), no. 1, 95-99.
[7] F. Klopp, Decorrelation estimates for the eigenlevels of the discrete Anderson model in
the localized regime, Comm. Math. Phys. 303 (2011), no. 1, 233-260.
[8] P. D. Hislop, M. Krishna, Eigenvalue statistics for random Schro¨dinger operators with
non rank one perturbations, arXiv:1409.2328.
[9] N. Minami, Local fluctuation of the spectrum of a multidimensional Anderson tight-
binding model, Commun. Math. Phys. 177 (1996), 709–725.
[10] S. A. Molchanov, The local structure of the spectrum of one-dimensional Schro¨dinger
operator, Commun. Math. Phys. 78 (1981), 429–446.
[11] S. Naboko, R. Nichols, G. Stolz, Simplicity of eigenvalues in Anderson-type models, Ark.
Mat. 51 (2013), no. 1, 157-183.
[12] C. Shirley, Decorrelation estimates for random discrete Schro¨dinger operators in one
dimension and applications to spectral statistics, J. Stat. Phys. 158 (2015), no. 6, 1298-
1340; arXiv:1311.6036v1.
[13] M. Tautenhahn, I. Veselic´, Minami’s estimate: Beyond rank one perturbation and mono-
tonicity, Ann. Henri Poincare´ 15 (2014), 737–754.
Department of Mathematics, University of Kentucky, Lexington, Kentucky
40506-0027, USA
E-mail address: peter.hislop@uky.edu
Institute for Mathematical Sciences, IV Cross Road, CIT Campus, Taramani,
Chennai 600 113, Tamil Nadu, India
E-mail address: krishna@imsc.res.in
