Asymptotic Expansions for Functionals of Dilation of Point Processes
Alexander A. Borovkov The rst results in this direction were obtained apparently in 1] and later on in 2], 3] (see also more detailed bibliography there).
The paper 1] dealt only with Poisson stationary point processes in R. More general stationary processes in R were considered in 2]{ 3] with essential use of corresponding thechniques like Campbell's formula etc. Stationary processes in more general state spaces, including R d , were considered in 4]. As to conditions used in 2]{ 4] one has to note that they assume some properties of processes and of functionalf which in fact are not necessary (stationarity, for special cases{monotonicity, etc...). These conditions require further investigation to nd out what properties of the process, expressed in terms of its characteristics, are equivalent to them.
In section 1 we present a direct approach which does not require stationarity of the processes (though stationarity some times makes the veri ction of some conditions much easier) and uses transparent conditions which are necessary or close to them. In section 2 this approach is extended to computation of higher order derivatives for which we give the explicite formulas by the example of second derivatives. In section 3 we show that the same approach works for point processes in R d ; d 2. Applications are given to the non stationary Poisson eld.
One{dimentional case. First term of expansion
We shall need the following assumptions concerning the distribution of fT i ; i g and functional f.
(A 1 ). The distributions of T 0 and T 1 have bounded densities p 0 (t); p 1 (t) respectively; there exist limits p 0 (?0) = p 0 (0); p 1 (+0) = p 1 (0).
(A 2 ). The intensity measure
has density
there exist limits (+0) = p 1 (0); (?0) = p 0 (0) :
(A 3 ). P((T 0 ; T 1 ) 2 (?"; ")) = o(") as " ! 0.
Instead of (A 3 ), one can consider the condition of the form ( A 3 ). p 0 (? t)P(T 1 < t=T 0 = ? t) ! 0 as ! 0 for each xed t.
In fact condition (A 3 ) will be used in the sequel only to obtain convergence of the form ( A 3 ) (see Lemma 2) .
As special cases of the process T = fT i g under consideration one can have in mind INRIA Example 1 T = fT i g is ordinary stationary point process, generated by a stationary sequence f i g with P( i > 0) = 1. Example 2 T is a Poisson process with given intensity measure (B) with density (t) = (dt) dt , continuous at point t = 0. We can take here and later on without loss of generality that g(t) to be monotone with respect to jtj.
If (t) is bounded then the second condition in (B 2 ) always follows from the rst one. According to (B 2 ) intensity density (t) can be increasing as jtj ! 1.
Note that if distributions of i depend on T, then conditional expectations f s;:::;r (t s ; : : :; t r ), g i (t i ), generally speaking, depend on . We need in this case condition (C). There exist limit conditional distributions
in a sense of weak convergence. We denote the random variables with this distributions and their expectations f 0 ( i t i ) and f 0 i (t i ) = lim !0 f i (t i ) respectively. If i are independent of T, then condition (C) is not needed, f 0 i (t i ) = f i (t i ).
Theorem 1 Under conditions (A); (B); (C)
Ef( ) = a 1 + o( ) ;
(1) where
we have
Similar formula holds for P(f( ) < ?u); u > 0. Proof : For t 1 jt 0 j we have according to (B) j 0;1 (t 0 ; t 1 )j jEf( 1
Together with a similar inequality for jt 0 j > t 1 , this proves the lemma. Since a 0 ( t) 0 it proves (8). The proof of (9) The rst term here does not exceed Lemma 2) . The same holds for the second term in (10). Lemma 3 is proved. It follows from (5){(7) and Lemma 3 that
It remains to prove that R = o( ) (see (3)). We have (it means asymptotical \uniformity" of distribution of T s ( ); s = 0; 1), and the existence of limit distribution of i ( ) under condition T i ( ) = u i (it depends generally speaking on u i ). In this case, of course, we shall need more conditions which would provide \regular" behaviour of distributions of T i ( ) and i ( ), allowing to obtain the result analogous to Theorem 1. This result would look similar but in this case it will be stated in terms of Ef( i u i ) where distribution P( i < t) = lim !0 P( i ( ) < t=T i ( ) = u i ) depends, generally speaking, on u i . This dependence always takes place for instance in case when i ( ) = b( i ; T i ( )) for given function b and i independent of T. In this case i = b( i ; u i ). Instead of (A
Higher order terms of expansion
3 ) one can consider close conditions of the form
(2) ). P s;s+1 ( u s ; u s+1 )P(T s+2 < ? u s =T s = u s ; T s+1 = u s+1 ) ! 0 as ! 0 for s = ?1; 0 and for any xed u s < u s+1 .
In fact condition (A (2) 3 ) will be used only for the proof of ( A 3 (2) ){type{ convergence (see Lemma 6). Consider now condition (B (2) ), which includes (B 1 ) and condition (B (2) 2 ). Z 1 ?1 jtjg(t)dt < 1 :
For all small enough ; ju j 1,
In Example 1 conditions (A (2) ) are ful lled if the joint distribution of ( i ; i+1 ) has bounded \partial densities" We shall need also condition (C (2) ). In addition to (C) there exist limit conditional distributions Proof : Some auxiliary assertions, which we will need, we put down in the general form, useful for the investigation of higher order terms of expansion as well. 
The same result will be true for s + k 0. If s 0; s + k 1 then we have to consider the integral on the set ?1 < x s < : : : < x s+l < 0 x s+l+1 < : : : < x s+k < 1 ; 0 l k ? 1, which can be estimated from above according to Lemma The second integral in (13) 
3 ) by the same considerations as in Lemma 6, because under this condition P(T ?1 > ?"; T 2 < ") P(T ?1 > "; T 1 < ") = o(" 2 ) :
The same is true for the second integral in (15). Lemma 7 is proved. Now we can pass over to the proof of Theorem 2. 
Two{dimensional case
In this section denotes a marked point process in R 2 . The joint distribution of points T i 2 R 2 and marks i ; i = 1; 2 : : : is given. Notations i
have the same meaning.
In multidimentional case it will be convenient to use polar coordinates for the description of points T i . Put but it is simpler to assume that 0 < U 1 < U 2 < : : : with probability 1.
We shall reduce the problem, concerning behaviour of f( ) in two dimensional case, to the same problem for onedimensional case by construction of a new marked point process with points U i ; i = 1; 2 : : : and marks i = ( i ; ' i ). It is obvious that if the distribution of (T i ; i ) is given then the distribution of (U i ; i ) is also given and vice versa. After that it remains to apply Theorems 1, 2 to the new process. The condition (C) in this case becomes more essential, it means the existence of limit conditional distribution of ' 1 under condition jT 1 
