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Surveys as an approach to the problem of proper sampling of a system supporting the operation process
The aim of the operation system of aircrafts being at the disposal of the Polish Armed Forces is the performance of tasks generated by the operating system. It should provide necessary forces and means for the effective performance of military, training and transport operations. The information technology system to collect and supervise the flow of information is an indispensable element to ensure continuity of the operation process. Currently, many information technology systems, which support the operation process, function and are implemented in the Armed Forces. In this situation, the question arises whether the system, which was implemented or is implemented, meets the requirements of operating units involved in this process. In these analyses, information provided by the di-rect users of information technology systems, and obtained through anonymous surveys, is useful.
A survey is a complex process, involving three phases in its scope: research design, data collection and development of results. In the first phase, the research problem is formulated in a hypothetical way, in the second phase empirically, and in the third one analytically. The sequence of various phases and stages of the research process is presented in Figure 1 . Table 1 The issues discussed during conducting the survey on legitimacy of implementation of the system indicated for operation -VAN system  0  2  2  3  33  Incident card  5  1  0  0  39  Aircraft configuration  0  5  5  0   56  Symptoms of damage to the aircraft  1  1  1  5  57  Operation  0  2  5  5  58  Circumstances of detecting malfunctions  5  0  4  5   65  Long-term planning  0  5  0  0  66  Flight planning  0  5  4  0  72  Form of damage  5  1  5  5   81  Conducting theoretical exams  0  5  0  0  84  Causes of the stoppage  0  0  0  5  86  Causes of damage  5  1  1  5   98  Consequences for the performance of a  task  5  1  2  5   100 Aviation specialty  5  0  1  1  101 Method of repair  1  1  1  5   105 Pilot status  2  5  0  0  106 Aircraft status  0  5  5  4  107 Event status  5  1  1  2   122 Individual record of the flying time for a member of the flying personnel of the selected unit for the analysed period Determining the problem is the first stage of the research process and is based on formulating general issues. These issues may relate to different activities, users' behaviours, results of the implementation of operation, evaluation of the situation in the operation process. Answers to these questions are obtained directly or through in-depth research. Table 1 shows some of the issues which were discussed during conducting the survey.
Item
The objective of the analysis of the situation is to estimate the possible solutions to the problem. It is based on the evaluation of importance of the problem, its possible solutions, the amount of necessary costs and profitability of the project. The savings resulting from the analysis of the problem before starting the process of implementation of the system to operation may be significant. The conducted analysis allows to choose a proper option for action and can prevent from implementation to operation of a system which would double information collected using the implemented or currently being implemented systems, and obtaining satisfactory results could be achieved through the development of systems with additional modules or functionality.
The determination of the research task leads to specify the research topics. It involves selecting suitable contractors, determining the scope of activities, identifying conditions and deadlines, establishing a schedule of work, determining the settlement rules.
Making hypotheses is the last stage in the research design phase. At his stage, the assumptions, which must be verified in further research, are formulated. These assumptions concern some presumptions based on theoretical considerations that need to be empirically verified. At this stage, a level of credibility and reliability of the obtained results is also determined.
The analysis of secondary data starts the phase of collecting data which constitutes an important source of research. Each process of collecting empirical data starts with them. These data are largely analysed and ready to use. Referring to the data comes down to peruse the finished studies and, therefore, these works are often referred to as "works at the desk."
The determination of primary data collection methods is a further step to broaden and deepen the source database. It involves selecting specific methods and techniques of acquiring data of specific quantitative and qualitative characteristics. This choice depends on the subject and object of research, the way to reach respondents and possibilities to receive from them a response as well as funds and research costs. In order to determine the extent to which the requirements for the systems implemented or currently being implemented for operation, a survey was used, in which an important role was played by a well-thought and predetermined set of problems, addressed to a selected group of respondents. In this case, surveying was applied in accordance with the provisions defined by Krzysztof Konarzewski, and involving a technique of the data collection by asking respondents. In the surveys, the basis is a questionnaire, a determined list of questions ( Table 1 ). The questions in the questionnaire were asked by the interviewer, who did not inform the respondent about the purpose of the survey earlier.
The interview questionnaire was filled in by the interviewer during a direct conversation with the respondent. A list of suggested issues to consider was modified and supplemented during the survey by the interviewer. A degree of the interviewer's interference in the content of questions depended on the methodological recommendations.
Testing research tools is an action preceding the appropriate tests. This is to verify adequacy of a research tool in terms of clarity of formulating questions, and correctness of getting the answers to them. Testing is conducted within the framework of the pilot studies, which allow to make the necessary amendments before the appropriate tests. This prevents the occurrence of various ambiguities, awkwardness, and unnecessary costs.
Planning the sample selection is one of the most important stages of the research process. It concerns the choice of population, according to which the results referring to the entire general population can be formulated, and at the same time, the research would be reduced to a necessary minimum, simultaneously reducing their costs.
Data collection is a stage closing the data gathering phase. This is a technical action, involving the ability to reach the same data source and obtain possibly clear and correct answers. This action is usually the most time-consuming and requires a significant investment of resources, which is why this stage of the research depends so much on the proper conduct of the previous stages of research.
Data reduction is the first stage of the development phase of the research results. It involves selecting an answer by eliminating extreme and uncharacteristic cases, which would be able to distort the image of the survey results. The data reduction is also processing, which consists of symbolisation, coding, decoding and processing of information for different breakdowns. At this stage, the IT tools are used most often.
The analysis and interpretation of data is one of the most important stages of the analytical tests. It involves the use of different meters and indicators as well as descriptive parameters of the statistical population, such as averages (arithmetic, geometric, harmonic mean, and root mean square), average positions (modal, median, quartile values, percentiles), measures of volatility (standard deviation, coefficient of variation), asymmetry, flattening, and the correlation and regression analysis. In more advanced research, multivariate analyses, such as the factor analysis and principal components analysis, multivariate regression analysis, discriminant analysis, analysis of correspondence, conjoint analysis and multidimensional scaling analysis, are also used.
Presentation and evaluation of results is the final stage of the research process. It consists in presenting the research results in the form of tables and charts, and in the case of numerical data processing -in the form of protocols and different computer printouts. This presentation shall be supplemented by an additional comment or an especially prepared report of the research.
Proper selection of a sample and source of information as a basis of reliable conduct of the research process
During the research information was derived from the primary source; these are incomprehensive research because they have incomplete extent, and data for the research were collected with the use of the survey. It should be noted that comprehensive research is generally more costly and time-consuming than incomprehensive research. The research posted in the article focused on a limited number of respondents because of a handful of people dealing with the analysed problem. In this case, the point is that the trial population, on which the research was based, should correspond to the general population's features in terms of structural properties. The source of data consisted of the primary source, substantive tests and the personal interview.
The selection of units for testing can be done in different ways, depending on the location and subject of research as well as the degree of validity and representativeness of the results. In general, methods of selecting the sample can be divided into two groups: a random sampling method and non-random sampling method. The applied non-random sampling method consisted in determining in advance the properties, to which the individuals in the sample have to correspond. The structure of the examined population was formed arbitrarily. Nonrandom sampling methods are the following sampling: quota, of typical units, by elimination, purposive, haphazard, convenience, network, and snowball. The purposive sampling, which was used in the research, is the most typical case of nonrandom sampling. It is based on a purely subjective choice of the surveyed units to the sample, in the hope of obtaining the widest and the most complete information. This method is applied in psychological interviews and experimental studies. The respondents in these studies are usually people with special abilities to give an interview shoot, that is, businessmen, actors, journalists, doctors and scientists. However, it should be clear that the results obtained on purpose from a given population may be extremely different and, therefore, they can refer to the narrow circles of a given population.
There are four conventional approaches to determine the sample extent: arbitrary, determined by analyses, budget-limited and conducted on the basis of a predetermined level of precision. In the conducted research, an analyst chose the sample arbitrarily on the basis of his own judgements. The sample extent included all available units in a given time interval. The sample consisted of users having access to information on the functioning of examined systems, and the information was obtained during the stays in organisational units.
Statistical analysis of the survey data
In practice, three measures of central tendency: arithmetic mean, median and mode, are most commonly used. Table 2 shows the basic statistics determined on the basis of the analysed data set. Considering the average value and standard deviation (Table 2) , the experts familiarised with the functioning of currently being implemented systems and the users of already implemented systems are most satisfied with System 1, although the values of the variance of System 1 and System 2 show not precisely enough formulated requirements, while the mode informs about the system's adjusting to the needs of the user. In case of System 3 and System 4, the average values and standard deviation may show a similar range of collected information, and the variance about the properly formulated requirements determined by the user may be evidence of not entirely fulfilled requirements (mode value).
In order to assess the significance of a relation, it is important to calculate its strength, i.e. the correlation. The correlation is a measure of the relation between two or more variables. Measuring scales, which are used in this kind of analysis, should be at least interval scales; however, the correlation coefficients, which allow to analyse other types of data, were defined. Correlation coefficients take values between -1 and +1. A value of -1 represents a perfect negative correlation, and a value of +1 is an excellent positive correlation. A value of 0 expresses a lack of correlation. The most commonly used type of the correlation coefficient is the so-called Pearson correlation (r), also called the correlation index. The Pearson correlation coefficient (r) expresses the linear relation between two variables. If we square the value, then the achieved value (r 2 -coefficient of determination) expresses the proportion of common variability of two variables (i.e. the strength or greatness of the relation). In order to evaluate the correlation between the variables, it is necessary to know its strength (the greatness), as well as the significance of the correlation coefficient. As shown in Table 3 , System 1 and System 2 are designed to collect data on which the analysis of problems, which concern different operation issues, can be conducted. At this stage, there is no evidence that these two systems have a common ground of functioning. The information collected by System 1 does not agree with the information collected by System 2. System 2 and System 3 have some common areas, and the information they collect can complement each other. In the case of System 3 and System 4, these relations are even more complex.
A method of grouping and classification of data was applied, among others, in the conducted research. Grouping should be preceded by the uniformity test. If a set of objects can be regarded as an attempt to generate one, uni-modal, multivariate probability distribution, then it means that there is no reason to reject the hypothesis of uniformity, and thus there is no basis for division of the analysed set into subsets. If we reject the hypothesis of uniformity, the grouping methods should divide the examined set into subsets, in which uniformity is maintained. In the final result, in relation to each pair of objects from the analysed set, it is possible to determine whether the objects are "similar" (being of the same subset), or "dissimilar" (being of different subsets).
There are two strategies for grouping: hierarchical and non-hierarchical. A concept of data clustering involves actually several different classification algorithms. A general research problem of many disciplines is to organise the observed data to meaningful structures or to group data. A general overview of different types of data clustering methods includes the following three parts: joining (tree clustering), two-way joining (block clustering) and k-mean method clustering.
Hierarchical agglomeration methods allow to determine the so-called tree hierarchy of elements of the analysed set of objects. A joining tree, the so-called dendrogram, is obtained by stepwise agglomeration (joining in subsets) of operational taxonomic units. At the beginning of the procedure, it is assumed that each object is a separate subgroup. In the distance matrix, the smallest element from outside the main diagonal is found. It indicates which subgroups should be joined in the next step of agglomeration. The shortest distance is called the agglomeration distance. Such a distance is "minimal" in the local sense, because it is usually different at each successive joining. In this way, we join together more and more objects and aggregate (amalgamate) them in increasingly bigger clusters of elements, which increasingly differ from each other. Finally, in the last stage, all objects are joined together. A successful analysis, using the method of joining, makes it possible to detect clusters (branches) and its interpretation. In the method of joining or tree clustering, in order to form clusters, the measure of differences as well as the distance between objects are used. These can be distances on one extent or multiple extents. The Euclidean distance is the most direct way of calculating the distance between objects in the multidimensional space.
The most important reasons leaning towards choosing the proposed method: -the method allows to verify the hypothesis of uniformity of the entire set of data, so this is the answer to the question whether a set of objects should be divided at all; -the researcher does not have to make any subjective decisions, the method "itself" decides about the number of subgroups and which objects belong to them; -in the light of the simulation test, also the Ward statistic method shows the best efficiency in a class of agglomeration methods.
In Tables 4 and 5 , the elements of each cluster (systems), determined on the basis of the analysis of the ratings assigned by experts to the formulated issues, are presented. Table 4 The cluster elements No. 1 defined on the basis of the assessment given by experts in relation to the formulated issues
The cluster elements No. 1 (Stand. STA Statistics) and the distance from the centre of the appropriate cluster include 3 variables System 1 System 3 System 4 Distance 0.880362 0.699578 0.651228 Table 5 The cluster elements No. 2 defined on the basis of the assessment given by experts in relation to the formulated issues Odległość wiązań
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As shown in Figure 2 , System 1 is designed to gather information and data, on the basis of which the conclusions supporting the operation system in different areas than System 2, System 3 and System 4, are analysed and learned. The data collected by System 1 is used in solving other problems than it can be done using the other systems. However, it should be noted that according to the clustering analysis with the k-mean method (Table 3) , System 1, System 3 and System 4 have common areas of functioning. Data collected using System 3 and System 4 agree with each other to some extent, so resigning from System 4, at the same time supplementing the range of data collected by System 3, with information contained in System 4, would be deliberate.
In order to obtain information about usefulness of the systems and their correlation, the statistical analysis of the characteristics constituting the evaluation in terms of functioning or implemented systems was conducted. In accordance with the data presented in Table 6 and the data obtained as a result of the analysis of information characterising the level of usefulness, the basic statistics, which include the average values and standard deviation, were calculated. Table 6 The average values and standard deviations of evaluation characterise usefulness of the systems to the functioning operation process The average as well as standard deviation for the sample is 2.1. Presentation of these measures on the scatter plot (Fig. 3) allows the disclosure of four basic structures of meeting requirements for systems within the framework of the functioning operation process, defined on the basis of the analysis of the evaluation given by the respondents. System 1 and System 2 are characterised by the complete usefulness in terms of the functioning operation process. System 3 and System 4 serve properly, though they do not sufficiently provide access to information in accordance with the requirements of users, and a range of their functioning is the same in a certain area. If the indicator reaches a value more than 1, it means that the implementation of a given characteristic is higher than the level of its importance for the expert functioning within the operation system. In case of System 1, the evaluation of its usefulness placed itself beyond expectations.
Conclusions
1. Considering the average value, standard deviation, variance, and mode, it can be concluded that experts familiar with the operation of the implemented systems and users are most satisfied with System 1, although in case of System 1 and System 2, the requirements were insufficiently formulated, and System 1 was developed in accordance with the requirements of the user. 2. As far as System 3 and System 4 are concerned, on the basis of the average values, standard deviation, variance, and mode, it can be stated that the collected data concerns a similar range, the requirements are properly formulated by users; however, they are not fully met. 3. System 1 and System 2 are designed to collect data, according to which the analyses of problems, related to different operation issues, can be conducted. At this stage, there is no evidence that these two systems have a common ground of functioning; the information collected in System 1 does not agree with the information collected by System 2. 4. System 2 and System 3 have some common areas and they can complement each other; in the case of System 3 and System 4, these relations are even more complex. 5. Data collected using System 3 and System 4 agree with each other to some extent; therefore, resigning from System 4, at the same time supplementing the range of data collected by System 3, with information contained in System 4, would be deliberate.
