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vRE´SUME´
Ge´ne´rer des mouvements complexes d’apparence naturelle est de´sirable dans de nombreuses
applications homme-robot, mais reste une taˆche difficile a` re´aliser en temps re´el. Dans ce me´-
moire, nous proposons un syste`me ge´ne´ratif pour le se´quencement interactif de mouvements
naturels pour un bras manipulateur. Base´ sur l’enchaˆınement de mouvements e´le´mentaires,
le syste`me a e´te´ de´veloppe´ afin de se´quencer des trajectoires d’apparence naturelle tout en
minimisant les temps de calcul, permettant la reproduction de tels mouvements dans un
environnement avec contraintes de temps.
Nous se´quenc¸ons des mouvements e´le´mentaires, exprime´s comme des trajectoires a` minimum
de jerk, de´rive´e troisie`me de la position, afin de re´exprimer les multiples proble`mes d’optimi-
sation originaux en un nouveau proble`me unique et simplifie´. Le syste`me permet de ge´ne´rer
une nouvelle trajectoire plus complexe dont l’apparence reste naturelle tout le long. Le pro-
ble`me d’optimisation complet est re´solu en un temps relativement court, et peut eˆtre re´solu
en temps re´el selon le cas. La naturalite´ des mouvements obtenus est e´tudie´e et compare´e a`
d’autres techniques.
Les primitives de mouvement utilise´es ne sont pas reproduites exactement dans la solution
finale ; elles sont influence´es par les mouvements ante´rieurs et poste´rieurs, ce qui correspond
a` l’observation qu’un eˆtre humain ne re´pe`te jamais deux fois le meˆme mouvement parfai-
tement. L’imple´mentation d’un controˆle pour ces trajectoires est de´crite pour deux robots
manipulateurs industriels diffe´rents a` six degre´s de liberte´. Le controˆle a duˆ eˆtre adapte´ par
rapport au mode de controˆle ide´al pour une trajectoire naturelle afin de satisfaire aux modes
de controˆle disponibles pour ces robots.
Trois applications sont pre´sente´es : la premie`re permet de reproduire l’e´criture humaine avec
un bras manipulateur ; la seconde permet d’enchaˆıner des mouvements enregistre´s au pre´a-
lable a` l’aide d’un dispositif de capture de mouvements. Enfin, une preuve de concept montre
un robot manipulateur re´alisant une chore´graphie synchronise´e sur le rythme d’une musique.
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ABSTRACT
Generating complex natural-looking movements is desirable in a variety of human-robot in-
teraction scenarios, but remains a task that is challenging to perform in real-time. In this
presentation, we describe a generative system for sequencing natural movements for robotic
manipulators. Based on the sequencing of movement primitives, the system is developed to
generate natural-looking trajectories while minimizing computational time. This allows for
the reproduction of natural movements in an environment with time constraints.
We sequence movement primitives, expressed using the minimum jerk model, so as to express
the various optimization problems into a unique and simpler optimization problem. The
system thus allows for the generation of a new, more complex trajectory with a natural
looking appearance. The optimization problem is solved in a relatively short amount of
time and can be solved in real time in some cases. The natural appearance of the resulting
trajectories is studied and compared to other techniques.
The final motion does not exactly reproduce the primitives that it is made of; it depends on
the movements that occur before and after it. This mimics the natural behaviour of a human
that never reproduces the exact same movement twice. The control has been adapted to two
different industrial robots so that it can suit the available control mode of such robots.
Three applications are presented: the first reproducing human writing with a robotic ma-
nipulator. The second allowing to sequence motion recorded using a motion capture device.
The last application consists of a choreography of a robot waving a flag in synchronisation
with the beat of a music.
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1.1 Mise en contexte
Se´quencer des mouvements complexes d’apparence naturelle est de´sirable dans de nombreuses
applications homme-robot, mais reste une taˆche difficile a` re´aliser en temps re´el.
Un syste`me peut ne´cessiter de ge´ne´rer une trajectoire sans connaˆıtre longtemps a` l’avance
des informations sur celle-ci. Par exemple, un robot fonctionnant au rythme d’une musique
inconnue devra s’adapter au fur et a` mesure des changements de tempo de la musique, sans
avoir d’information sur ces changements a` l’avance.
La reproduction de trajectoires naturelles est un proble`me rencontre´ dans de nombreux do-
maines. On retrouve cela dans le domaine me´dical (par exemple le re´cent robot de re´habili-
tation Jaco de Kinova Robotics (Maheu et al., 2011)), et dans l’animation. Dans le monde
industriel, il a e´te´ prouve´ qu’utiliser des trajectoires souples pour des robots manipulateurs
permet de diminuer sa consommation e´nerge´tique (Hirakawa and Kawamura, 1996).
Dans le monde du spectacle, deux techniciens franc¸ais ont cre´e´ depuis 2008 des chore´graphies
avec des robots industriels (Audouin and Stegemann, 2013). Le but est de faire danser de tels
robots sur sce`ne. Les robots utilise´s sont des robots de marque Staubli et chaque mouvement
est parame´tre´ a` la main en utilisant le langage VAL3 propre au robot. Selon les cre´ateurs, il
faut compter un jour de travail pour programmer 10 secondes de chore´graphie pour un robot.
Dans le domaine du cine´ma, des bras spe´cifiquement conc¸us pour les tournages (camera dol-
lys) sont utilise´s pour filmer des sce`nes. Certains d’entre eux sont automatise´s et permettent
une synchronisation avec des e´le´ments exte´rieurs. Bot & Dolly est une compagnie a` l’origine
de diffe´rentes vide´os tourne´es avec un robot industriel, et ont notamment re´alise´ le tournage
du film Gravity sorti en 2013. Il s’agit d’une des premie`res tentatives se´rieuses d’utilisation de
robots industriels dans le monde du cine´ma (Pescovitz, 2014) (Seymour, 2013). La technique
utilise´e consiste a` ge´ne´rer hors ligne la trajectoire a` reproduire par le robot et a` la rejouer lors
du tournage. Les trajectoires en elles-meˆmes n’ont pas e´te´ pense´es afin de paraˆıtre naturel ;
2l’apport d’un tel travail consiste a` adapter un robot industriel a` un tel environnement et a`
sa synchronisation avec d’autres e´le´ments exte´rieurs.
Le travail pre´sente´ ici vise a` re´aliser un syste`me permettant d’assembler et de synchroni-
ser des mouvements naturels e´le´mentaires entre eux pour un bras manipulateur en gardant
l’apparence naturelle de ces mouvements. Le but est de pouvoir re´aliser des chore´graphies
synchronise´es avec des e´le´ments exte´rieurs (musique, projecteurs, autres dispositifs).
Le projet de recherche pre´sente´ dans ce me´moire a e´te´ effectue´ dans le cadre d’un accord de
double diploˆme entre l’E´cole Polytechnique de Louvain (Belgique) et l’E´cole Polytechnique
de Montre´al (Canada). Il s’est de´roule´ entie`rement a` l’E´cole Polytechnique de Montre´al. Un
stage de deux mois a e´te´ effectue´ dans la compagnie montre´alaise Moment Factory afin de
re´aliser une preuve de concept.
OBJECTIF
1.2 Objectifs de recherche
L’objectif de cette recherche est de concevoir un syste`me permettant la ge´ne´ration de tra-
jectoires naturelles pour un bras manipulateur dans le cadre d’applications interactives pour
plusieurs cas de sce´nario. Le syste`me devra fournir des outils permettant la ge´ne´ration de tra-
jectoires naturelles utilisables aussi bien dans le cas d’applications presque temps re´el, c-a-d.
hors-ligne mais dans un temps court, ainsi que dans le cas d’applications interactives en temps
re´el. Par temps court, on entend un temps acceptable pour un concepteur de chore´graphie
multime´dia afin de pouvoir concevoir rapidement des esquisses convenables de chore´graphies,
par opposition aux techniques hors ligne plus couˆteuses en temps de calcul. On estime ce
temps a` moins d’une dizaine de secondes de calcul pour une petite chore´graphie constitue´e
de 5 primitives de mouvement ou moins. Une utilisation typique de tels outils couvre la cre´a-
tion de chore´graphies pour un bras manipulateur et la re´action interactive d’un robot a` des
facteurs impre´visibles longtemps a` l’avance.
La plupart des algorithmes de ge´ne´ration de trajectoires naturelles sont complexes et de-
mandent un certain temps de calcul, ce qui ne permet pas d’applications interactives. Un
des objectifs de cette recherche est de fournir un outil permettant de s’affranchir de cette
contrainte. Nous supposerons qu’un mouvement naturel minimise le crite`re du minimum jerk
(MJ), qui sera ainsi prit comme crite`re de naturalite´ pour une trajectoire donne´e. Une tra-
jectoire sera juge´e plus naturelle qu’une autre si elle minimise mieux le crite`re du MJ. Ce
3crite`re est explique´ au chapitre 2.
L’approche utilise´e est d’assembler des mouvements naturels e´le´mentaires entre eux, en per-
mettant certaines modifications e´le´mentaires sur ces mouvements de base, afin de ge´ne´rer
des mouvements plus complexes. L’apparence de ces mouvements doit rester naturelle, c-a-d
minimisant au mieux le crite`re de MJ. On veut e´galement que les mouvements e´le´mentaires
posse`dent une certaine composante ale´atoire, c-a-d. que chaque mouvement e´le´mentaire ne
soit pas reproduit exactement de la meˆme fac¸on si re´pe´te´.
Les transitions entre primitives sont calcule´es de telle sorte que l’on peut former de nouvelles
trajectoires plus complexes et qui gardent l’apparence naturelle sous sa forme globale.
1.3 Plan du me´moire
Nous de´veloppons tout d’abord une revue de litte´rature a` propos de la reproduction de tra-
jectoires naturelles et de l’approche par primitives de mouvements en robotique en chapitre 2.
Nous de´taillons ensuite au chapitre 3 le crite`re de naturalite´ choisi pour de´crire un mouve-
ment naturel, et comparons les re´sultats obtenus a` d’autres techniques du domaine, en terme
de naturalite´ et en temps de calcul.
Nous de´crivons au chapitre 4 le syste`me de la composition se´quentielle de´veloppe´. Nous
y traitons son principe, l’aspect naturel des trajectoires ge´ne´re´es et discutons des temps
de ge´ne´ration. Nous comparons les caracte´ristiques de ce syste`me aux autres mode`les de
ge´ne´ration de trajectoires existantes en terme de temps de calcul et de naturalite´.
Nous rappelons au chapitre 5 la cine´matique inverse analytique et ite´rative. Nous analysons les
diffe´rences entre la ge´ne´ration de trajectoires dans le domaine carte´sien et dans le domaine
articulaire du robot, et l’impact sur la naturalite´ du mouvement obtenu. Nous pre´sentons
e´galement une technique de ge´ne´ration de trajectoires naturelles me´langeant optimisation
dans les domaines carte´sien et articulaire.
Les controˆleurs industriels e´tant relativement ferme´s quand il en vient a` modifier le compor-
tement bas-niveau des robots, nous de´crivons au chapitre 6 les modes de controˆle adopte´s et
discutons des limitations de tels controˆleurs pour la reproduction de mouvements naturels.
Nous pre´sentons enfin au chapitre 7 diffe´rents re´sultats pratiques obtenus en laboratoire avec
une imitation d’e´criture humaine par un robot manipulateur, la reproduction de trajectoires
4obtenues par capture de mouvements (Motion Capture), ainsi qu’une application re´alise´e aux
studios de Moment Factory pour le cas de chore´graphies synchronise´es sur une musique dans
un environnement logiciel ade´quat.
Le tableau 1.1 de´crit les diffe´rentes techniques de´crites dans ce me´moire, un exemple d’ap-
plication pour chacune, et le chapitre qui leur est associe´.
5Tableau 1.1 Tableau re´capitulatif des diffe´rentes techniques pre´sente´es dans ce me´moire et exemple de sce´nario dans le cas de
cre´ation d’une chore´graphie.
Exemple de sce´nario Contraintes de temps Besoin en terme Technique Chapitre
de qualite´ du mouvement
Mouvement point a` point Forte Interme´diaire MJTF 3.2
entre primitives de mouvement (temps re´el)
Planification long terme Aucune Optimale MJTO 3.3
de re´alisation d’une chore´graphie (carte´sien ou articulaire)
Apercu rapide d’une chore´graphie Faible (entre temps Interme´diaire (Assemblage Composition se´quentielle 4
lors de sa conception re´el et cas du MJTO) de mouvements optimise´s) avec temps optimise´s
Applications interactives Forte Interme´diaire (Assemblage Composition se´quentielle 4
(temps re´el) de mouvements optimise´s) avec temps fixe´s
Objet fixe´ au bout du robot a` de´placer Aucune optimise´e Optimisation mixte 5
dans le domaine carte´sien et optimisation simultane´e de (carte´sien et articulaire) dans le domaine
l’apparence des mouvements du bras du robot carte´sien et articulaire
6CHAPITRE 2
REVUE DE LITTE´RATURE
Ce chapitre de´finit ce qu’est un mouvement naturel, dresse l’e´tat de l’art sur les the´ories
permettant de reproduire de tels mouvements et de´crit les techniques utilise´es en robotique
permettant d’atteindre ce but.
La section 2.1 de´finit la notion de mouvement naturel pour un mouvement de bras chez
l’homme. La section 2.2 de´crit les diffe´rentes techniques de planification de trajectoires na-
turelles. Le choix de la me´thode de ge´ne´ration de trajectoires naturelles est discute´ en sec-
tion 2.2.4. Les diffe´rents modes de controˆle pour la reproduction d’une trajectoire naturelle
sont de´crits en section 2.3.
2.1 De´finition d’un mouvement naturel
Shadmehr and Mussa-Ivaldi (1994) et Flash (1987) ont de´couvert que la reproduction d’un
mouvement naturel se de´roule en deux e´tapes : d’abord une phase de planification de la
trajectoire a` reproduire, puis une phase de reproduction effective de la trajectoire planifie´e
(Fig. 2.1). Si le controˆleur utilise´ pour la reproduction est comparable a` la fac¸on dont le
bras humain est controˆle´, le proble`me de naturalite´ se situe au niveau de la planification de
trajectoires.
Mais avant tout, il s’agit de comprendre ce que l’on entend par naturalite´ d’un mouvement.
Dans notre cas, nous nous restreindrons a` la naturalite´ de mouvements pour un bras humain.
Un meˆme chemin peut eˆtre perc¸u comme naturel lorsqu’il est parcouru a` diffe´rentes vitesses.
Un mouvement point a` point pourra par exemple paraˆıtre naturel a` basse ou haute vitesse,
selon le cas. On oppose souvent un mouvement humain naturel (fluide, lisse) a` un mouvement
abrupt, typique des robots industriels. Ceux-ci utilisent un profil de vitesse trape´zo¨ıdal pour
des trajectoires point a` point, avec une acce´le´ration maximale, un palier de vitesse constant
suivi d’une de´ce´le´ration maximale. Le profil de vitesse entre deux points pour une trajectoire
naturelle est un profil en cloche le´ge`rement asyme´trique. Les deux profils sont illustre´s en
figure 2.2 (Plamondon and Srihari, 2000).
Les diffe´rentes techniques de planification de mouvements naturels de´crites dans les pro-
chaines sections approximent toutes des mouvements naturels ; le crite`re strict permettant de










Figure 2.2 Comparaison entre le profil de vitesse d’une trajectoire naturelle et le profil de
vitesse trape´zo¨ıdal. Le profil de vitesse naturel a une forme en cloche le´ge`rement asyme´trique
pour des trajectoires point a` point.
8quantifier la naturalite´ d’une trajectoire de´pend de la technique choisie. Chaque technique
de´finit de par sa nature ce qu’est un mouvement naturel. On en conclura qu’avant tout, un
mouvement est naturel s’il est perc¸u comme naturel aupre`s d’autres personnes ; il s’agit d’un
test analogue au test de Turing afin de juger du caracte`re humain de la trajectoire re´alise´e.
2.2 Planification de mouvements naturels
2.2.1 Me´thodes d’optimisation
L’e´tude du mouvement d’un bras humain au niveau fondamental (de l’e´tude musculaire et
neuronale a` l’e´tude du mouvement en tant que trajectoire) touche au domaine de la neu-
roscience. M. Kawato re´sume bien la base du proble`me et l’approche par optimisation que
l’on retrouve dans un grand nombre de techniques pour la ge´ne´ration de trajectoires (Ka-
wato, 1996). Il explique notamment l’origine de l’optimisation de certains crite`res comme le
minimum de jerk (de´rive´e de l’acce´le´ration) :
«The minimum jerk criterion does not produce acceleration jumps at the start and
end points, while the minimum acceleration criterion does. Based on this observa-
tion, some researchers suppose that the human brain implicitly adopts smoothness
as the criterion for motion planning. »
Cette interpre´tation d’un mouvement naturel comme e´tant un mouvement lisse se retrouve
implicitement dans toutes les techniques de ge´ne´ration de trajectoires naturelles : le mode`le
Delta-Lognormal (DL) de Plamondon and Djioua (2006) superpose par exemple plusieurs
profils de vitesse qui ont la forme d’exponentielles parame´tre´es.
De nombreux crite`res d’optimisations autres que le MJ, existent : minimum d’acce´le´ration,
jerk snap, torque, tension de muscles (Kawato, 1996). Selon les indications de Flash and
Hogan (1985), Shadmehr and Mussa-Ivaldi (1994), le minimum de jerk apparaˆıt comme le
crite`re d’optimisation le plus adapte´ a` la reproduction de trajectoires naturelles. Il est de plus
e´galement utilise´ en robotique afin de minimiser les vibrations pour des robots industriels.
Paralle`lement a` cela, Shadmehr and Mussa-Ivaldi (1994) et Flash (1987) ont mis en e´vidence
que la planification de la taˆche s’effectue dans le plan cine´matique, inde´pendamment des
conditions dynamiques du syste`me. Ces derniers ont e´galement trouve´ que la planification
pour une trajectoire point a` point s’effectue dans le domaine articulaire du bras.
92.2.2 Parame´trisation du profil de vitesse
Dans le domaine de la reconnaissance d’e´criture, (Plamondon and Djioua, 2006) ont de´crit
les mode`les de profils de vitesse Delta Lognormal (DL) et, plus re´cemment, Sigma-Lognormal
(SL), qui consistent en un ensemble de parame`tres permettant de de´finir l’action des muscles
agonistes et antagonistes d’un bras humain afin de reproduire le plus fide`lement possible le
profil de vitesse de mouvements rapides. Cette technique est particulie`rement efficace dans
le domaine de la reconnaissance d’e´criture et la caracte´risation de l’e´tat du syste`me nerveux
de l’individu reproduisant une trajectoire.
La technique est plus adapte´e a` la reproduction de trajectoires qu’a` la ge´ne´ration de trajec-
toires a` proprement parler : l’extraction des parame`tres du profil de vitesse se fait a` partir
de trajectoires de re´fe´rence et en utilisant des algorithmes ge´ne´tiques (Djioua et al., 2007).
Ceux-ci ne fonctionnent pas en temps re´el et prennent un temps de calcul conse´quent.
Le profil de vitesse observe´ chez l’eˆtre humain pour une trajectoire point a` point est une
cloche asyme´trique (Plamondon and Srihari, 2000) (Wada and Kawato, 1995).
2.2.3 Autres types de planification de trajectoires naturelles
A` partir d’un apprentissage sur un grand nombre de donne´es, Kim and Park (2008) et Kwon
and Park (2008) ont de´veloppe´ une structure logicielle permettant de ge´ne´rer des trajectoires
a` partir d’une base de donne´es de mouvements en utilisant un mode`le de Markov cache´. Ku-
lic et al. (2008), Kulic et al. (2011), et Khatib et al. (2009) utilisent une approche similaire
afin de classifier des primitives de mouvements, et permettre leur identification en temps
re´el lors de leur reproduction par un eˆtre humain. La technique semble correctement e´labo-
re´e mais demande d’enregistrer un grand nombre de mouvements d’un eˆtre humain, ce qui
rends la ge´ne´ration de nouvelles primitives de mouvement fastidieuse et ne´cessite un mate´riel
d’enregistrement adapte´.
2.2.4 Choix du crite`re de naturalite´
Toutes les techniques pre´sente´es dans les sections pre´ce´dentes de´pendent d’une fac¸on ou d’une
autre de parame`tres impose´s arbitrairement permettant d’approcher au mieux les caracte´ris-
tiques estime´es d’une trajectoire naturelle.
Dans le cas du MJ, la dure´e du mouvement est un parame`tre. Si on demande un grand
mouvement pour une dure´e faible (plus que ce que peut faire un eˆtre humain), on obtiendra
syste´matiquement un mouvement non naturel, bien que le crite`re d’optimisation soit res-
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pecte´ pour de telles contraintes (Pattacini et al., 2010). La question de de´finir ce qu’est un
mouvement naturel en terme de crite`re d’optimisation revient donc a` trouver un crite`re ou`
le concept de naturalite´ est comple`tement inclus dans le crite`re d’optimisation et ne de´pend
pas des parame`tres d’entre´e.
Les meˆmes remarques s’appliquent aux techniques de parame´trisation du profil de vitesse ainsi
qu’aux autres techniques de´crites ci-dessus. De plus, ces dernie`res de´pendent de trajectoires
naturelles de re´fe´rence afin de pouvoir approximer au mieux cette trajectoire. Dans ce sens,
elles sont plus adapte´es a` la la reconnaissance ou la reproduction de trajectoires naturelles
existantes qu’a` leur ge´ne´ration.
Nous avons besoin d’une technique permettant de ge´ne´rer en temps re´el de nouvelles tra-
jectoires. Nous choisissons d’utiliser le mode`le du MJ comme crite`re de naturalite´, qui nous
permettra de ge´ne´rer de nouveaux mouvements, et dont la formulation comme un proble`me
d’optimisation et se preˆte particulie`rement bien a` une adaptation en vue d’une exe´cution
temps re´el comme nous allons le voir au prochaine chapitre. Il s’agit de plus d’un mode`le
utilise´ dans certains domaines de la robotique afin de minimiser l’e´nergie consomme´e que les
vibrations (Yoshioka et al., 2011).
2.3 Reproduction de trajectoire planifie´e
Flash (1987) a prouve´ que l’eˆtre humain exe´cute un mouvement en deux e´tapes, avec d’abord
une planification dans le domaine articulaire une reproduction avec un syste`me de controˆle
assimilable a` un syste`me de masse-amortisseur.
Ijspeert et al. (2002) et Ijspeert (2008) ont e´labore´ un syste`me de controˆle non line´aire
dynamique permettant de controˆler un bras robotise´ agissant de fac¸on similaire tout en e´tant
robuste face a` des perturbations exte´rieures. Si le bras rencontre un obstacle, le syste`me
retarde la consigne afin que le bras e´vite de forcer en cas de collision. Avec ce syste`me, une
trajectoire est ge´ne´re´e selon le MJ afin d’obtenir des coefficients pour le syste`me dynamique
pour reproduire la trajectoire (Shadmehr and Wise, 2005).
2.4 Utilisation de primitives de mouvements
L’ide´e de se´quencer des primitives de mouvement ensemble afin de ge´ne´rer des mouvements
plus complexes en robotique n’est pas nouvelle ; il s’agit d’un concept de plus en plus exploite´
afin de pallier la complexite´ des mouvements a` reproduire.
En robotique, Schaal et al. (2005) utilisent des primitives de mouvements dynamiques qui
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permettent de caracte´riser le syste`me dynamique non line´aire permettant de controˆler le bras
d’un robot humano¨ıde. Woch and Plamondon (2004) ont discute´ de cela dans le cas pre´cis
de l’e´criture avec le mode`le DL. On retrouve le concept de primitives de mouvements dans
de nombreux autres travaux, notamment le Motion Description Language (MDL) (Brockett,
1990), (Hristu-Varsakelis et al., 2003), le pre-image backchaining (Burridge et al., 1999), et
le maneuver automaton de Frazzoli et al. (2005).
Notre approche de la composition de mouvements est quelque peu diffe´rente de ces techniques
dans le sens ou` ces techniques se basent sur la caracte´risation de coefficients de controˆleur et le
passage d’un controˆleur a` un autre (Le Ny and Pappas, 2012). Notre approche de´composant la
planification du controˆle, la composition de mouvement se de´roule directement au niveau de
la planification de la trajectoire. Ainsi, elle se rapproche plus de ce qui se fait dans le domaine
de l’animation par ordinateur, en particulier les Motion Graphs de Kovar et al. (2002) et les
Parametric Motion Graphs de Heck and Gleicher (2007). Il s’agit d’une approche par graphe
de mouvements parame´tre´s, ou` une trajectoire complexe peut eˆtre forme´e a` partir de plusieurs
mouvements de base parame´tre´s et assemble´s les uns avec les autres. Ces mouvements sont
assemble´s en interpolant la fin et le de´but des deux mouvements adjacents.
Enfin, Hersch and Billard (2008), Pattacini et al. (2010) et Flacco et al. (2012) ont re´alise´
un controˆleur pour robot manipulateur permettant de re´aliser des trajectoires point a` point
respectant un crite`re hybride dans le domaine articulaire aussi bien que carte´sien. De fac¸on
analogue, en se basant sur les observations de Shadmehr and Mussa-Ivaldi (1994) et Flash
(1987) de´crites plus haut, nous de´veloppons en section 5.4 un syste`me de MJ hybride afin




Mode`le du Minimum Jerk









ou` t0 est le temps initial, tf le temps final, et ‖.‖ la norme euclidienne. Sans perte de ge´ne´ralite´,
on prendra par la suite t0 = 0.
La trajectoire x(t) est de dimension 3. Flash and Hogan (1985) de´montrent que le jerk
s’optimise inde´pendamment dans chaque axe pour le proble`me de positionnement. Le crite`re

















































= J(xx(t)) + J(xy(t)) + J(xz(t)).
L’analyse du MJ se fera dans ce document dans une seule dimension par simplicite´ de nota-
tion ; le proble`me re´el consiste en l’optimisation inde´pendante de 3 proble`mes similaires avec
des contraintes d’e´galite´ diffe´rentes.
Le proble`me est contraint par n points de passages par lesquels la trajectoire doit passer.
Nous e´tudions tout d’abord en section 3.1 le cas classique dans la litte´rature d’une trajectoire
point a` point. Nous regarderons ensuite la ge´ne´ralisation du proble`me pour une trajectoire
passant par n points, d’abord pour un proble`me simplifie´ avec temps interme´diaires ti fixe´s en
section 3.2, puis pour le proble`me complet de MJ en section 3.3. Nous e´tudierons e´galement
la naturalite´, en terme du crite`re du MJ, des trajectoires ge´ne´re´es.
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3.1 Trajectoire point a` point
E´tudions tout d’abord le cas d’une trajectoire point a` point avec dure´e du mouvement tf




x(tf ) = xf
x˙(tf ) = x˙f
x¨(tf ) = x¨f ,
(3.2)
avec x0 ∈ R3 la position initiale et xf ∈ R3 la position finale. La situation est illustre´e en
figure 3.1.
Figure 3.1 Trajectoire point a` point et ses conditions limites.
En utilisant le calcul des variations, on peut de´montrer qu’une condition ne´cessaire pour que
la trajectoire qui respecte (3.1) et (3.2) est (Shadmehr and Wise, 2005) (Kirk, 2004)
x(6) = 0. (3.3)
L’ensemble des fonctions satisfaisant le crite`re (3.3) est donc l’ensemble des polynoˆmes d’ordre
5 fonction du temps t de la forme





et ve´rifiant les conditions d’e´galite´ 3.2, ce qui permet d’exprimer les conditions sur le polynoˆme
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x(t) 
x(0) = x0 = a0
x˙(0) = x˙0 = a1
x¨(0) = x¨0 = 2a2






























f − x¨f t2f + 12tf x˙0 + 8tf x˙f + 20x0 − 20xf
2t3f
a4 = −









Dans ce cas-ci, les coefficients sont comple`tement de´termine´s par les contraintes d’e´galite´. Si
on reprend les contraintes sous forme matricielle, on a




1 0 0 0 0 0
0 1 0 0 0 0










































La solution existera toujours si la matrice carre´e E est non-singulie`re, c-a-d. si son de´terminant
est non nul. Ici, la matrice E est de´finie positive. En effet, son de´terminant vaut
det (E) = 4t9f
et ses valeurs propres sont strictement positives ∀tf > 0.
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Pour le cas particulier ou` on part et on arrive au repos (x˙0 = x˙f = x¨0 = x¨f = 0), qui est le cas
bien connu et souvent traite´ dans la litte´rature pour comparer les mode`les de mouvements





a3 = −20x0 − 20xf
2t3f
a4 = −−30x0 + 30xf
2t4f




Une trajectoire typique est illustre´e en figure 3.2.





Trajectoire en Minimum de Jerk






Figure 3.2 Trajectoire 1D point a` point obtenue par MJ. x0 = 0, xf = 1 et tf = 1.
On compare en figure 3.3 une trajectoire point a` point obtenue avec le MJ et le DL. On
observe que les deux profils de vitesse sont proches, au de´tail pre`s que le profil de vitesse
DL est seul capable de reproduire l’asyme´trie d’un profil de vitesse, comme de´montre´ par
Plamondon and Srihari (2000). Il s’agit d’une observation importante a` faire : le MJ n’est
pas une technique permettant de reproduire au mieux une trajectoire naturelle, il existe
d’autres techniques plus pre´cises. Nous utiliserons ne´anmoins ici le MJ e´tant donne´ sa forme
qui nous permettra plus loin de simplifier grandement le proble`me et d’ame´liorer les temps
de calculs.
16

















Figure 3.3 Comparaison du MJ et du DL pour une trajectoire point a` point. Le profil de
vitesse DL arrive a` reproduire l’asyme´trie typique d’un profil de vitesse naturel. Celui ge´ne´re´
par le MJ est proche du DL malgre´ sa syme´trie.
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3.2 Trajectoire passant par n points, ti fixe´s (MJTF)
Une trajectoire longue est en ge´ne´ral plus complexe qu’un mouvement entre deux points.
Apre`s le cas point a` point e´tudie´ a` la section pre´ce´dente, penchons-nous sur le cas ge´ne´ral a`
n points. La dure´e totale tf du mouvement est impose´e. Nous supposerons pour le moment
que les temps de passage interme´diaire ti sont impose´s. Il s’agit d’un proble`me de Minimum
Jerk avec temps interme´diaires fixe´s (MJTF) ; il ne s’agit pas du proble`me de Minimum Jerk
complet, qui sera vu plus loin.
On fixe les temps de passage comme e´tant une ponde´ration de tf selon les distances eucli-
diennes entre chaque point de passage(Fig. 3.4).
ti =
|xi − xi−1|∑n−1
j=1 |xj − xj−1|
tf , (3.8)
Une trajectoire de MJ passant par n points est repre´sente´e par la concate´nation de n − 1
polynoˆmes conse´cutifs (Flash and Hogan, 1985), (Piazzi and Visioli, 2000)
x(t) =

x0(t) si 0 ≤ t < t1
x1(t) si t1 ≤ t < t2
...
xn−1(t) si tn−1 ≤ t < tf
Nous allons ici, de fac¸on semblable a` ce qui a e´te´ fait en section 3.1, substituer le temps
initial au temps final pour chaque polynoˆme xi(t) afin d’alle´ger l’e´criture. Nous e´crivons pour
chaque polynoˆme xi(t),
∆ti = ti − ti−1,
en imposant ti = 0∀∆ti de telle sorte que
xi(0) = xi
xi(∆ti+1) = xi+1.
























avec aij le j
e`me coefficient du polynoˆme de xi(t). Il s’agit de trouver les polynoˆmes formant













Par rapport aux contraintes d’e´galite´ du proble`me point a` point de l’Eq. 3.2, nous avons, en
plus des positions, vitesses et acce´le´rations des points extreˆmes, la continuite´ des positions,














xn−2(∆tn−1) = xn−1(0) = xn−2;
x˙n−2(∆tn−1) = x˙n−1(0)
x¨n−2(∆tn−1) = x¨n−1(0)
xn−1(∆tf ) = xf ;
x˙n−1(∆tf ) = x˙f ;
x¨n−1(∆tf ) = x¨f ;
, (3.10)
La situation est illustre´e en figure 3.4 pour n = 3 points. A` noter que la vitesse et l’acce´le´ration
aux points interme´diaires ne sont pas connues, seule leur continuite´ est impose´e. La continuite´
jusqu’aux acce´le´rations est ne´cessaire pour avoir un minimum a` l’Eq. 3.9 car sinon, le jerk
serait infini a` la jonction des polynoˆmes.






Figure 3.4 Illustration du proble`me de MJTF pour n = 3 points de passage avec ti fixe´s.
Les traits en vert sont les distances euclidiennes entre les points de passage permettant de
calculer la valeur initiale des temps de passage ti.
avec les contraintes (3.10) exprime´es de fac¸on matricielle
Ea = d. (3.12)
Les Eqs. 3.11 et (3.12) forment un proble`me quadratique line´aire.
Sa re´solution peut se faire en utilisant les multiplicateurs de Lagrange. De fac¸on ge´ne´rale, on
a la fonction de couˆt augmente´e
H(a) = J(a) + λ>f(a)
avec f(a) = Ea−d = 0 au minimum, et λ est le vecteur de multiplicateurs de Lagrange. Les






= f(a) = 0.
Pour que le point trouve´ soit un minimum, une condition suffisante est que (Kirk, 2004)
∂H2
∂a
= Q > 0, (3.13)
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qui signifie que la fonction est concave au point minimum. Dans notre cas, nous avons la




a>Qa + λ>(Ea− d)
∂H
∂a
= 0 = Qa + E>λ
∂H
∂λ
= 0 = Ea− d.













qu’on appelle syste`me KKT (Karush–Kuhn–Tucker) pour le proble`me d’optimisation qua-




Q1 0 . . . 0 0






0 0 . . . Q(n−2) 0





0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




































Q e´tant une matrice syme´trique, Qi la matrice propre au polynoˆme i et semi-de´finie positive,
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E1 0 0 . . . 0 0
E2a E2b 0 . . . 0 0
0 E3a E3b . . . 0 0
...
...
. . . . . .
...
...
0 0 0 . . . E(n−1)a E(n−1)b





1 0 0 0 0 0
0 1 0 0 0 0













0 0 0 0 0 0 1 0 0 0 0 0













i−1 0 −1 0 0 0 0
0 0 2 6∆ti−1 12∆t2i−1 20∆t
3

















avec i 6= {0, n} pour (Eia, Eib), et
d =
(
x0 x˙0 x¨0 x1 x1 x2 0 0 . . . xn−2 xn−1 0 0 x˙f x¨f
)>
.
avec xn−1 = xf . On veut savoir si le point trouve´ est un minimum global du proble`me. Une
condition suffisante pour que la solution du syste`me line´aire augmente´ de l’Eq. 3.14 soit un





soit toujours inversible (Boyd and Vandenberghe, 2004), c-a-d si son de´terminant est non nul.
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0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 ∆t1 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 ∆t21 0 0 2∆t1 2 0 0




1 0 0 0 0 0 0 0 0 0 ∆t
3
1 0 0 3∆t
2
1 6∆t1 0 0




1 0 0 0 0 0 0 0 0 0 ∆t
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1 0 0 0 0 0 0 0 0 0 ∆t
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∆t2 −1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ∆t22 0 −2 2∆t2 2




2 0 0 0 0 0 ∆t
3
2 0 0 3∆t
2
2 6∆t2




2 0 0 0 0 0 ∆t
4









2 0 0 0 0 0 ∆t
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1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0









1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0








2 0 0 0 0 0 0 0 0 0 0






1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0




1 0 −2 0 0 0 0 0 0 0 0 0 0 0 0 0 0






2 0 0 0 0 0 0 0 0 0 0














2 (∆t1 + ∆t2)
4
et est non nul ∀∆t1,∆t2 > 0. De fac¸on ge´ne´rale, on observe que toute matrice KKT (3.16)
avec n > 2 et ∆ti 6= 0 (qui est une contrainte implicite du proble`me) a son de´terminant non
nul. Le proble`me posse`de donc toujours une solution unique.
On peut aussi voir que la matrice KKT est de rang plein (de par son de´terminant non-nul),
alors que la matrice Q seule est semi-de´finie positive, et donc pas de rang plein. Ceci signi-
fie que l’ajout des contraintes d’e´galite´ au proble`me d’optimisation initial (sans contrainte)
contraint ce dernier de telle sorte que la solution du proble`me complet est unique. La solution
obtenue est donc le minimum global pour le proble`me avec contraintes d’e´galite´.
On peut e´galement voir ce proble`me comme un proble`me d’optimisation des vitesses et acce´-
le´rations aux points de passage. En effet, il est inte´ressant d’observer que le proble`me posse`de
6(n− 1) degre´s de liberte´ (DDL). Les diffe´rentes contraintes impose´es sont
— les contraintes de positions : n ;
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— les contraintes de continuite´ de position : (n− 2) ;
— les contraintes de continuite´ de vitesses : (n− 2) ;
— les contraintes de continuite´ d’acce´le´ration : (n− 2) ;
— les contraintes de vitesses aux limites : 2 ;
— et les contraintes d’acce´le´rations aux limites 2,
pour un total de 2(n− 1) contraintes. Ceci nous laisse avec
6(n− 1)− 2(n− 1) = 2(n− 2)
DDL afin d’optimiser le jerk le long de la trajectoire. Ces DDL correspondent aux vitesses
et aux acce´le´rations aux points interme´diaires x(ti). On impose en effet la continuite´ de ces
vitesses et acce´le´rations mais pas leur valeur. La solution du syste`me augmente´ de l’Eq. 3.14
re´sout le syste`me d’e´quations afin d’obtenir les vitesses et les acce´le´rations interme´diaires
optimales pour le proble`me de MJTF. Un exemple de paysage du couˆt du MJTF en fonction
des vitesses et des acce´le´rations interme´diaires x˙(t1) et x¨(t1) est illustre´ en figure 3.5. On
observe que le point optimal est bien un minimum du proble`me convexe pour ces vitesses et
acce´le´rations.



















0 1 2 3 4 5 6 7 8 9
·104
Figure 3.5 Exemple de paysage de couˆt du proble`me a` n = 3 points et ti fixe´.
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3.3 Trajectoire passant par n points, ti optimise´s (MJTO)
Nous avons suppose´ les temps de passage ti constants jusqu’a` maintenant. En spe´cifiant les
points de passage xi, il est en fait difficile de savoir le moment exact auquel la trajectoire passe
par ces points. Nous allons maintenant optimiser les temps de passage ti afin de minimiser
le jerk. On suppose la dure´e totale tf du mouvement constante. Il s’agit d’un proble`me
de Minimum Jerk avec temps interme´diaires optimise´s (MJTO), c-a-d. le vrai proble`me de
Minimum Jerk. La situation est illustre´e en figure 3.6.
Figure 3.6 Illustration du proble`me de MJTO pour n = 3 points de passage.
On peut de´coupler le proble`me en deux proble`mes distincts a` re´soudre ite´rativement : d’une
part trouver les temps de passage optimaux selon le crite`re du MJ, d’autre part optimiser
les coefficients des polynoˆmes de x(t) en supposant les ti connus, comme on l’a fait a` la
section pre´ce´dente (proble`me de MJTF). On va utiliser la programmation se´quentielle convexe
(Sequential Convex Programming, SCP (Boyd, 2000)) afin de re´soudre cela, comme illustre´
en figure 3.7.
L’optimisation des coefficients des polynoˆmes se fait relativement rapidement ; l’optimisation
des temps de passage est un proble`me non line´aire avec contraintes d’ine´galite´. Il s’agit de






Optimisation des coefficients des 
polynômes




Figure 3.7 Principe de la programmation se´quentielle convexe applique´ au proble`me de MJ
























sous les contraintes d’ine´galite´s strictes
0 < t1 < t2 < · · · < tf ,
et avec les coefficients ai de´termine´s en utilisant la SCP. Ce proble`me est plus complexe que le
proble`me de MJTF avec ti fixes et ne se fait pas en temps re´el. On observe expe´rimentalement
que l’algorithme converge vers un minimum, mais la forme du proble`me ne permet pas de
de´terminer s’il s’agit bien d’un minimum global. Le SCP est une me´thode d’optimisation
locale qui ne peut garantir un minimum global (Boyd, 2000).
3.4 Comparaison entre MJTF et MJTO
On observe un exemple de re´sultats pour une situation en 1D a` la figure 3.8 pour les points
de passage
Px = [0, x1 , 1]
>, 0 < x1 < 1,
ou` l’on a pris diffe´rentes valeurs pour x1. Les temps de passage initiaux sont ceux trouve´s
a` l’Eq. 3.8. On observe que le temps ti optimal est une fonction non line´aire du point de
passage x1. Dans le cas syme´trique ou` x1 = 0.5 et avec les conditions initiales et finales
x˙0 = x˙f = x¨0 = x¨f = 0, on a t1 = 0.5.
Un exemple plus complexe de trajectoire 3D est illustre´ en figure 3.9. On observe que la
trajectoire est diffe´rente selon que l’on optimise les temps de passage (MJTO) ou non (MJTF).
Plus particulie`rement en figure 3.10, on voit l’influence des points de passage sur la diffe´rence
entre le MJTO et le MJTF. On observe que pour des points de passage ine´galement espace´s,
l’approximation des ti de l’Eq. 3.8 est d’autant plus mauvaise et la diffe´rence avec le proble`me
de MJTO est marque´e. Dans l’exemple de la figure, les temps de passage interme´diaires
initiaux (de MJTF) valent
ti0 = [0, 0.1618, 1.7151, 2]
et les temps optimise´s (MJTO) valent

























Paysage de couˆt; Point initial; Point optimal
Figure 3.8 Optimisation de t1 pour une trajectoire a` n = 3 points de passage en 1D. x1 = 0.2
(gauche), x1 = 0.5 (milieu), x1 = 0.75 (droite). Les temps de passage initiaux correspondent
aux temps de passage pour le proble`me de MJTF.
On peut observer que le jerk pour le MJTO est plus faible que pour le MJTF. On voit donc
l’importance de ne pas simplement imposer des temps de passage arbitraire, qui ne permet
pas d’obtenir les trajectoires les plus naturelles.
3.5 Comparaison entre MJ et DL
On compare ici les trajectoires obtenues entre le mode`le du MJ (MJTO) et celui du DL. On
observe les re´sultats pour un cas 2D en figure 3.11. On observe que le mode`le DL est capable
de repre´senter l’asyme´trie typique d’un mouvement naturel alors que le MJ garde une forme
syme´trique pour le profil de vitesse en cloche.
On compare maintenant une trajectoire plus complexe, l’e´criture de trois lettres ’hms’ en
2D. Les re´sultats sont illustre´s en figure 3.12. La loi DL requiert 120 parame`tres pour cette
trajectoire (20 profils de vitesse DL) compare´ a` 100 parame`tres (50 points de passage en 2
dimensions) pour le MJTO.
On observe que pour une trajectoire plus complexe, le MJ et DL sont tous les deux proches,
bien que diffe´rents, sans doute de par l’asyme´trie du profil de vitesse qui n’est pas capture´
par le mode`le de MJ. On observe e´galement que plus on a de points de passage pour une
meˆme trajectoire, plus le proble`me s’apparente a` une interpolation de points, l’optimisation
n’ayant que peu d’impact sur l’apparence finale de la trajectoire.
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Current Function Value: 88761.8

















Figure 3.9 Comparaison de trajectoires de MJTF et MJTO. Fonction de couˆt au fur et a`
mesure de l’optimisation (haut), profil de positions (milieu), temps de calculs pour le MJTO
et MJTF respectivement (bas).
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Current Function Value: 22.6767

















Figure 3.10 Comparaison entre l’optimisation de MJTF et MJTO. E´volution de la fonction
de couˆt pour le MJTO en haut (l’ite´ration 0 correspond au cas MJTF). Positions X-Y des
deux trajectoires au milieu. Jerks des deux trajectoires en bas.
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Squared Minimum Jerk Velocities
Squared Delta−Lognormal Velocities
Figure 3.11 Comparaison d’une trajectoire point a` point entre le mode`le du MJ et celui du
DL (gauche) ainsi que le profil de vitesse associe´ (droite).










































Squared Minimum Jerk Velocities
Squared Delta−Lognormal Velocities
Figure 3.12 Comparaison entre MJ et DL pour l’e´criture des trois lettres ’hms’ en 2 dimen-
sions. n = 50 points de passage pour le MJ. Positions a` gauche, carre´ des vitesses a` droite.
Les re´sultats pour le DL sont obtenus en se basant sur la the´orie Delta-Lognormal avec les
parame`tres de´crits dans Plamondon and Djioua (2006).
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3.6 Comparaison avec le blending
Le blending, ou animation parame´trique, est une technique largement utilise´e en infographie
qui permet de fondre deux mouvements entre eux afin de passer de l’un a` l’autre de fac¸on pro-
gressive (Kovar et al., 2002)(Heck and Gleicher, 2007). La technique utilise une interpolation
du type
xc(t) = α(t)xa(t) + β(t)xb(t) (3.17)
avec typiquement
β(t) = (1− α(t))
0 ≤ α(t) ≤ 1
et
α(t) = t
fonction line´aire du temps (Fig. 3.13).
Figure 3.13 Illustration du passage d’un mouvement de course a` un mouvement de sprint en
utilisant la technique du blending pour le jeux vide´o Assassin’s Creed (Cooper, 2013) 2.
Le blending se fait en temps re´el meˆme pour des corps a` grand nombre de DDL (typique-
ment 30 a` 50). La technique est principalement utilise´e afin d’assembler des mouvements
inde´pendants d’un corps complexe. Par exemple, on peut me´langer une animation d’un per-
sonnage marchant et un personnage levant la main, afin d’obtenir une nouvelle animation du
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personnage levant la main tout en marchant (Fig. 3.14).
Figure 3.14 Illustration de l’utilisation du blending pour me´langer deux mouvements comple´-
mentaires. On me´lange un mouvement de marche avec un mouvement de main leve´e (images
issues du site gamerendering).
Le blending est utilise´ de fac¸on vaste dans le domaine de l’infographie principalement pour
sa facilite´ d’utilisation, sa facilite´ de fonctionnement en temps re´el et ses bons re´sultats. La
technique ne satisfait en revanche pas de crite`re d’optimisation particulier afin de garantir
la naturalite´ du mouvement obtenu. Al Borno et al. (2013) et Harada et al. (2006) ont
prouve´ qu’utiliser des me´thodes de blending pour des mouvements de de´placement produit
des comportements incohe´rents pour les de´placements de pieds au sol, ou` le pied du corps
conside´re´ se retrouve a` glisser au sol plutoˆt que de prendre position ; l’utilisation de me´thodes
d’optimisation permet d’e´viter cela en spe´cifiant des contraintes explicites du proble`me. Nous
allons ici analyser la naturalite´ de trajectoires ge´ne´re´es par blending en terme du crite`re du
MJ.
3.6.1 Blending de deux trajectoires avec α(t), β(t) line´aires
Prenons le cas typique du blending avec β(t) = (1 − α(t)) et α(t) = t
tf
∈ [0, 1], tf e´tant la
dure´e du mouvement. La trajectoire s’e´crit alors


















































aia e´tant le coefficient i de xa(t) et aib e´tant le coefficient i de xb(t). En rappelant l’Eq. 3.3









ce qui n’est pas ne´cessairement le cas. Les autres coefficients ne remplissent pas les conditions
ne´cessaires du proble`me non plus. Si nous avons par exemple
x˙a(t0) = x˙b(t0) = x¨a(t0) = x¨b(t0) = 0.













Ce qui ne sera le cas que pour le cas particulier xa(t0) = xb(t0). Tous les autres cas ne
respectent donc pas le crite`re du MJ (MJTF et MJTO). On pourrait e´tendre le cas pour
d’autres α(t) et β(t) non constant, mais le cas typique e´tudie´ ici montre que le blending tel
qu’utilise´ habituellement ne donne pas de re´sultats naturels en terme du crite`re du MJ. On
pourrait essayer de trouver sous quelles conditions sur la forme de α(t) et β(t) la trajectoire
re´sultante serait naturelle, mais ceci sort du cadre de ce me´moire.
Il est inte´ressant de noter ici l’inte´reˆt d’analyser des trajectoires a` n > 2 points de passages.
Une trajectoire a` n = 2 points de passage avec dure´e impose´e, comme c’est classiquement
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le cas dans la litte´rature, me´lange´e avec une autre trajectoire du meˆme type donnera une
nouvelle trajectoire qui sera elle-meˆme le minimum du nouveau proble`me de MJ e´tant donne´
qu’aucun temps de passage ne doit eˆtre optimise´. Ceci n’est en revanche pas le cas pour des
trajectoires de MJTO du fait que les temps de passages sont diffe´rents, et que le proble`me
ne peut plus eˆtre repre´sente´ comme un syste`me KKT augmente´ line´aire. Ceci est corrobore´
par les nombreuses critiques du blending line´aire, qui est en ge´ne´ral restreint pour des mou-
vements de courte dure´e et donc les parame`tres sont e´value´s expe´rimentalement pour chaque
utilisation.
On peut en conclure que le blending ne permet pas automatiquement de faire des transitions
entre deux mouvements naturels. Cooper (2013) explique e´galement que re´aliser du blending
d’animation par ordinateur consiste a` trouver les moments, dure´es et forme du blending a` la
main pour chaque animation.
3.6.2 Blending de deux trajectoires avec α(t), β(t) constants
Inte´ressons-nous maintenant a` la formation de nouveaux mouvements a` partir de mouvements
naturels de´ja` existants. Prenons une trajectoire forme´e d’un me´lange de deux trajectoires de
MJTF. On va tout d’abord supposer β(t) = (1−α(t)) et α(t) = α = Cste et ainsi re´exprimer
l’Eq. 3.17
xc(t) = αxa(t) + (1− α)xb(t).
Faire cela revient a` ponde´rer de la meˆme fac¸on les coefficients ai des trajectoires xa(t) et xb(t)
ac = αaa + βab. (3.18)
On prends comme hypothe`se pour le proble`me de MJ que les temps de passages ti pour
xa(t) et xb(t) sont identiques. Comme de´montre´ en section 3.2, le proble`me de MJTF peut
s’exprimer comme un proble`me augmente´ line´aire. Il vient donc que la fonction de couˆt
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>
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On de´rive par rapport a` λc pour trouver le minimum. En utilisant l’Eq. 3.18, on en de´duit
dHc
dλ
= E(αaa + βab)− (αda + βdb) = 0
= α (Eaa − da)︸ ︷︷ ︸
=0




Les trajectoires xa(t) et xb(t) respectant leurs contraintes respectives, chacun des deux termes
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E´tant donne´ que chaque trajectoire xa(t) et xb(t) minimisent leur fonction de couˆt respective,
on en conclut que xc(t) minimise e´galement sa fonction de couˆt augmente´e Hc.
Comparaison avec MJTF
On observe imme´diatement qu’utiliser des coefficients α(t), β(t) constants et en imposant
l’hypothe`se que les ti sont identiques pour xa(t) et xb(t) revient a` faire une interpolation des
points de passages de xa(t) et xb(t)
xc(ti) = αxa(ti) + βxb(ti).
On a montre´ the´oriquement a` la section pre´ce´dente que les re´sultats d’un tel me´lange pour
deux trajectoires naturelles donnent un re´sultat naturel pour le proble`me de MJTF. On peut
ve´rifier le re´sultat expe´rimentalement en mesurant l’erreur
|xc(t)− xMJTF (t)| .
On observe l’erreur pour 25 trajectoires ge´ne´re´es ale´atoirement avec n = 4 points de pas-
sage. Les erreurs sont illustre´es en figure 3.15. Les deux trajectoires sont syste´matiquement
confondues et on observe bien que l’erreur est de l’ordre de l’erreur nume´rique.
Comparaison avec MJTO
Si on compare maintenant le blending au mode`le MJTO, le proble`me ne peut plus eˆtre re´e´crit
comme un syste`me line´aire augmente´. La solution optimale n’est de`s lors plus une ponde´ration
line´aire des deux trajectoires de base et
J∗ ≤ J(xc(t)).
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Figure 3.15 Comparaison entre le blending (a` coefficients constants) entre deux trajectoires
avec temps de passage identiques et le mode`le de MJTF pour 25 trajectoires diffe´rentes a`
n = 4 points de passage. Une des trajectoires est illustre´e a` gauche (bleu et vert : trajectoires
de base ; rouge : MJTO ; noir : blending), les erreurs pour chaque essai sont illustre´es a` droite.
On observe que les re´sultats du MJTF et du blending sont identiques.
On ve´rifie cela en comparant le blending au mode`le MJTO. Les re´sultats sont illustre´s en
figure 3.16. On observe ici que les trajectoires sont syste´matiquement diffe´rentes et que les
erreurs ne sont ici plus ne´gligeables. Ceci est duˆ au caracte`re non line´aire du proble`me de
MJTO, pour lequel le syste`me ne peut plus s’exprimer comme un syste`me line´aire augmente´
comme pour le MJTF.
Rappelons l’hypothe`se initiale que nous avons prise que les temps de passage ti sont identiques
pour les deux trajectoires. Si de plus les deux trajectoires me´lange´es sont proches les unes
des autres, on supposera que les temps de passage pour la trajectoire re´sultante sont proches
des temps ti originaux des deux trajectoires. En supposant les temps ti identiques, on peut
ramener le proble`me au cas du MJTF pour lequel on a prouve´ pre´ce´demment que le me´lange
constant de trajectoires donne un re´sultat naturel.
Ceci permet de montrer que des travaux tels ceux de Kim and Park (2008) et Kwon and Park
(2008) ge´ne´rant de nouveaux mouvements a` partir de plusieurs reproductions diffe´rentes d’un
meˆme mouvement permet e´galement d’obtenir un nouveau mouvement qui est naturel.
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Figure 3.16 Comparaison entre le blending (a` coefficients constants) entre deux trajectoires
avec temps de passage optimise´s et le mode`le de MJTO. Une des trajectoires est illustre´e a`
gauche (bleu et vert : trajectoires de base ; rouge : MJTO ; noir : blending), les erreurs pour
chaque essai sont illustre´s a` droite. On observe que ceci est d’autant plus vrai que les ti des
mouvements de base sont diffe´rents.
3.7 Conclusion
Dans ce chapitre, nous avons e´tudie´ le proble`me du MJ sous diffe´rentes formes. Le proble`me
pour n = 2 points de passage est un cas particulier se re´solvant instantane´ment. Une forme
simplifie´e du proble`me, le MJTF, suppose les temps de passage impose´s, peut eˆtre exprime´e
comme un proble`me d’optimisation quadratique avec contraintes d’e´galite´ et peut se re´soudre
en temps re´el. Le proble`me complet, le MJTO, optimise en plus les temps de passage afin de
minimiser le jerk ; ce proble`me prend en revanche un certain nombre de temps et ne peut se
re´soudre en temps re´el.
Enfin, nous avons compare´ le proble`me de MJ entre deux points avec la technique de blen-
ding. Nous avons tout d’abord trouve´ que le blending avec coefficients variables afin de cre´er
des transitions entre mouvements ne minimise pas le crite`re de naturalite´ et ne permet pas
instinctivement de ge´ne´rer des mouvements naturels. Nous avons ensuite e´galement observe´
que me´langer deux mouvements naturels entre eux pour en cre´er un nouveau permet de ge´ne´-
rer un nouveau mouvement qui respectent le crite`re de naturalite´ du MJTF, sous l’hypothe`se
que les deux mouvements sont proches les uns des autres,
Le MJTF permet ainsi de ge´ne´rer des trajectoires en temps re´el mais dont les temps de
passage ne sont aucunement optimise´s. Le MJTO, quant a` lui, optimise en plus les temps de
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passage pour une trajectoire a` MJ minimum, mais prend du temps a` trouver une solution.





Le MJTO pre´sente´ au chapitre pre´ce´dent permet de ge´ne´rer des trajectoires naturelles selon
le crite`re du MJ, mais est gourmand en temps de calcul. Nous de´veloppons ici une technique
de composition se´quentielle, permettant de tirer parti au maximum de calculs hors ligne
MJTO effectue´s sur des mouvements de base, et de les utiliser afin de cre´er une trajectoire
MJTF la plus naturelle possible, en un temps de calcul minimum.
4.1 Principe de la composition se´quentielle
La composition se´quentielle consiste a` assembler des mouvements de base entre eux afin de




Figure 4.1 Principe de la composition se´quentielle.
Les mouvements de base peuvent eˆtre obtenus selon diffe´rentes me´thodes (Motion Capture
ou MoCap, optimisation par MJ, etc.), le but e´tant d’obtenir un mouvement qu’on peut
de´crire comme naturel. Les mouvements sont relie´s entre eux par des transitions. Afin que le
mouvement global re´sultant paraisse naturel, il faut que ces transitions paraissent e´galement
naturelles.
On peut observer qu’une transition consiste en une trajectoire naturelle entre deux points
de passage comme de´taille´ en section 3.1 ; la diffe´rence principale re´side dans le fait que la
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Initialisation
Spécification des points de passage
Calcul de la transition
Reproduction de la primitive
Terminer trajectoire
Continuer?Oui
Génération de trajectoire MJTF
Non
Figure 4.2 Pseudo-code de la composition se´quentielle. La position de chaque primitive est
de´termine´e par l’utilisateur.
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dure´e de la transition est inconnue. Si celle-ci n’est pas impose´e par l’utilisateur, elle peut
eˆtre trouve´e en utilisant la technique de´crite en section 4.3.
Nous supposerons ici que l’utilisateur impose la position ou` chaque primitive doit eˆtre re-
produite, comme c’est le cas par exemple pour l’e´criture manuscrite. La dure´e de transition
d’une primitive a` une autre peut soit eˆtre impose´e arbitrairement (e.g., application avec
mouvements cadence´s a` une vitesse impose´e), soit eˆtre libre et optimise´e afin d’obtenir un
mouvement souple. C’est ce que nous allons tenter de faire a` la section suivante. Nous verrons
e´galement comment interpre´ter la composition se´quentielle en un nouveau proble`me de MJ
avec temps de passage ti impose´s, afin d’obtenir une nouvelle trajectoire dont les mouvements
repris des primitives de mouvement sont adapte´es au mouvement complet ainsi ge´ne´re´.
Le proble`me avec un ensemble de points de primitives de mouvements et de transitions avec
temps connus peut se traduire en un proble`me de MJTF comme de´taille´ en section 3.2.
L’inte´reˆt de conside´rer le proble`me comme un proble`me de MJTF plutoˆt qu’une trajectoire
comple`tement impose´e re´side dans le fait que le proble`me de MJTF optimise les vitesses et
acce´le´rations a` chaque point de passage ; on obtient donc une solution ou la trajectoire de
chaque primitive sera optimale pour les vitesses et acce´le´rations aux points de passage pour
le proble`me complet conside´re´, et non pas une simple reproduction de la primitive seule.
Il faut pour cela que l’on connaisse pour toute primitive les points et les temps de passages
e´quivalents au proble`me de MJTO pour la primitive seule. Si la primitive a e´te´ obtenue par
une autre technique (i.e., Mocap), on peut faire un fitting de cette MoCap par une trajectoire
de MJ en extrayant des points de passage comme de´taille´ dans Wada and Kawato (2004).
La technique (illustre´ en Fig. 4.3) ajoute ite´rativement comme point de passage l’e´le´ment
de la trajectoire de re´fe´rence le plus loin de la trajectoire reproduite. Comme explique´ en
section 3.2, le proble`me pose´ de la sorte admet toujours une solution et cette solution est
unique pour les contraintes impose´es.
4.2 Optimisation de la trajectoire comple`te
En prenant les informations concernant les points de passage ainsi que les dure´es des transi-
tions, on peut former un nouveau proble`me de MJTF afin de ge´ne´rer une nouvelle trajectoire
dont les vitesses et les acce´le´rations sont optimise´es aux points de passage. On obtient ainsi
une trajectoire dont l’apparence globale ne de´pend pas uniquement des informations locales
des primitives mais bien de l’ensemble de la trajectoire. En effet, le de´but et la fin des primi-
tives seront visiblement influence´s par le comportement de la trajectoire directement avant
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Figure 4.3 Illustration de la re´cupe´ration de points de passage selon Wada and Kawato (2004).
et apre`s. La the´orie concernant les trajectoires de MJTF ont de´ja` e´te´ discute´es en section3.2.
Si la dure´e des transitions est impose´e, le calcul de MJTF est direct. Si les dure´es ne sont
pas impose´es, il faut les optimiser selon un crite`re de´veloppe´ ci-dessous.
4.3 Transition entre primitives de mouvements
Afin de de´crire un crite`re exprimant la dure´e des transitions entre primitives, on de´sire minimi-
ser l’e´cart entre les vitesses durant la transition et les vitesses des deux primitives adjacentes.
La moyenne des vitesses sur la moitie´ de chaque primitive afin de de´finir la vitesse moyenne










La fonction de couˆt adimensionnalise´e vaut quant a` elle









La situation est illustre´e en figure 4.4.
TransitionPrimitive 1 Primitive 2
Figure 4.4 Illustration de la fonction de couˆt JV et de la vitesse moyenne v¯.
Nous observons qu’un tel crite`re donne de bons re´sultats, mais les dure´es des transitions
obtenues sont trop longues d’un facteur constant proportionnel a` la dure´e de la transition.
Nous ajoutons donc un second crite`re a` la fonction de couˆt de la forme
Jtf = tf − t0,
ou` les deux crite`res sont ponde´re´s par un facteur α trouve´ expe´rimentalement en comparant
le tf obtenu avec celui obtenu avec la technique du MJTO. Le crite`re d’optimisation complet
pour les transitions vaut donc :























|xf − x0|( |x˙(0) + x˙(tf )|
2
) (4.3)
En comparant les re´sultats de la composition se´quentielle avec des trajectoires optimise´es en
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utilisant le MJ(MJTO), on trouve expe´rimentalement la valeur de α = 0.98. Les deux crite`res






Figure 4.5 Forme des composantes de la fonction de couˆt des transitions.
Un exemple typique pour α = 0.95 est illustre´ en figure 4.6 en partant du repos pour entamer
une primitive obtenue par MoCap et reconvertie en un proble`me de MJ. La transition obtenue
est illustre´e en figure 4.7. Les temps de calcul sont de l’ordre de 1s a` 5s par transition sur
Matlab pour un ordinateur avec un processeur Intel i7-4770@3.4GHz et 12Go de RAM.














Fonction de couˆt (zoom)
J Jv Jtf Min(Jv) Min(J)
Figure 4.6 Exemple typique de la fonction de couˆt pour α = 0.95.
4.4 Re´sultats
Observons maintenant les re´sultats d’un tel syste`me. Un premier exemple est illustre´ en fi-
gure 4.8, et les temps de calcul correspondants sont illustre´s en figure 4.10. Comme vu en











Figure 4.7 Mouvement re´sultant pour la fonction de couˆt de la figure 4.6.
transitions prend un peu de temps et ne permet pas le temps re´el ; les temps de calcul sont
cependant infe´rieurs au proble`me de MJTO. Si on impose les temps de passage pour les
transitions, on observe que le proble`me est solvable en temps re´el. On peut voir que cha-
cun des proble`mes illustre´s ont des transitions diffe´rentes : l’assemblage simple de primitive
(sans optimisation ulte´rieure) a les transitions les moins naturelles a` premie`re vue, et chaque
primitive est identique exactement. Pour la composition se´quentielle (assemblage des points
de passage + optimisation) sans optimisation de la dure´e des transitions, on utilise directe-
ment l’approximation de l’Eq. 4.3. On observe que cette solution donne les re´sultats les plus
proches avec ceux du MJTO. La composition se´quentielle avec optimisation des transitions
donne un re´sultat interme´diaire entre celles de l’assemblage pur et du MJTO.
Un autre exemple est illustre´ en figure 4.11 ; les temps de calcul sont illustre´s en figure 4.13.
Ici, on fait les meˆmes observations pour l’assemblage pur de primitives. La transition entre
les deux mouvements repre´sentant le signe infini pour la composition se´quentielle avec op-
timisation des transitions est cette fois-ci plus proche du MJTO que sans optimisation des
transitions. Les diffe´rences entre la composition se´quentielle avec ou sans optimisation des
temps de passage de´pendent du cas.
L’avantage de re´soudre un proble`me de MJ avec temps fixe´s plutoˆt que d’assembler direc-
tement les trajectoires re´side dans le fait qu’on va obtenir des vitesses et acce´le´rations aux
points de passages qui sont optimise´s pour chaque situation.
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Comp. Seq. (transitions non optimise´es)
Comp. Seq. (transitions optimise´es)
MJTO









Comp. Seq. (transitions non optimise´es)
Comp. Seq. (transitions optimise´es)
MJTO
Figure 4.8 Exemple de trajectoire ge´ne´re´e en utilisant le MJTO, la composition se´quentielle
(avec et sans optimisation des transitions), et en assemblant simplement les trajectoires des
primitives ensemble. Trajectoire ge´ne´rale en haut, zoom sur les transitions en bas.
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Assemblage + optimisation des transitions
Comp. seq. sans transitions optimise´es
Comp. seq. + optimisation des transitions
MJTO
Figure 4.9 Inte´grale de la norme du jerk pour l’exemple de la figure 4.8 pour diffe´rentes
techniques.






Comp. seq. sans transitions optimise´es
Assemblage + optimisation des transitions
Comp. seq. + optimisation des transitions
MJTO
Figure 4.10 Temps de calcul pour l’exemple de la figure 4.8 pour diffe´rentes techniques. Les
temps ont e´te´ obtenus avec la configuration de´crite en section 4.3.
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Comp. seq. (transitions non optimise´es)
Comp. Seq. (transitions optimise´es)
MJTO












Comp. seq. (transitions non optimise´es)
Comp. Seq. (transitions optimise´es)
MJTO
Figure 4.11 Autre exemple de trajectoire ge´ne´re´e en utilisant le MJTO, la composition se´quen-
tielle (avec et sans optimisation des transitions), et en assemblant simplement les trajectoires
des primitives ensemble. Trajectoire ge´ne´rale en haut, zoom sur les transitions en bas.
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Comp. seq. sans transitions optimise´es
Assemblage + optimisation des transitions
Comp. seq. + optimisation des transitions
MJTO
Figure 4.12 Inte´grale de la norme du jerk pour l’exemple de la figure 4.8 pour diffe´rentes
techniques.






Comp. seq. sans transitions optimise´es
Assemblage + optimisation des transitions
Comp. seq. + optimisation des transitions
MJTO
Figure 4.13 Temps de calcul pour l’exemple de la figure 4.11 pour diffe´rentes techniques. Les
temps ont e´te´ obtenus avec la configuration de´crite en section 4.3.
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4.5 Timescaling
Il est inte´ressant de savoir dans quelles conditions on peut transformer une trajectoire ori-
ginale x(t) en une nouvelle trajectoire tout en gardant la naturalite´ de la trajectoire. On
peut par exemple changer la dure´e de la trajectoire et observer l’impact sur son crite`re de
naturalite´, ici le jerk. Soit une trajectoire xtf (t) d’une dure´e tf . On veut mettre a` l’e´chelle la



















L’ensemble du paysage de couˆt MJ est donc modifie´ par un terme constant. La position des
minimums ne change pas, donc si xtf (t) est bien minimum pour une dure´e de trajectoire tf ,
xtf ′ (t) est le minimum pour une trajectoire de dure´e tf ′ .
En pratique, la trajectoire sera modifie´e selon
x
(n)









n correspondant a` l’ordre de la de´rive´e.
On peut ainsi acce´le´rer ou ralentir toute trajectoire planifie´e a` la vole´e tout en gardant la
naturalite´ de la trajectoire.
4.6 Conclusion
Nous avons pre´sente´ un syste`me de composition se´quentielle base´ sur l’assemblage de plu-
sieurs mouvements individuels entre eux et l’optimisation du mouvement global. Toutes les
primitives sont obtenues hors-ligne et exprime´es comme un proble`me de MJ. Les contraintes
de chaque primitive sont assemble´es afin de former un proble`me de MJTF unique pour toute
la trajectoire. La dure´e des transitions entre les primitives peut soit eˆtre optimise´e ou impo-
se´e. Si elles sont optimise´es, le proble`me se re´sout en un temps qui augmente line´airement
avec le nombre de transitions ; la dure´e de re´solution est plus faible que celle du MJTO. Si les
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dure´es des transitions sont impose´es, la re´solution du proble`me global se fait en temps re´el.
Les techniques pre´sente´es permettent ainsi de re´pondre au besoin de ge´ne´ration de trajectoire
naturelle interactive : en fixant la dure´e des transitions, on est capable de ge´ne´rer imme´diate-
ment des trajectoires a` l’apparence naturelle compose´e de mouvements primitifs. Dans le cas
ou` la dure´e des transitions n’est pas impose´e, on peut re´aliser une optimisation plus rapide
que pour le cas du MJTO. Le temps requis pour une telle optimisation est typiquement de
2 secondes par transition, ce qui rempli bien l’objectif de recherche pre´cise´ en de´but de ce
me´moire, qui est de ge´ne´rer une trajectoire en moins de 10 secondes pour 5 primitives de
mouvement.




Prise en conside´ration du domaine articulaire
Dans les chapitres pre´ce´dents, nous avons vu comment ge´ne´rer une trajectoire naturelle dans
le domaine carte´sien, c-a-d une trajectoire repre´sentant le bout de l’effecteur d’un robot.
Les meˆmes techniques peuvent s’appliquer dans le domaine carte´sien ou articulaire, c-a-d
dans le domaine des articulations du robot, mais pas les deux. Une trajectoire naturelle
dans le domaine carte´sien n’est ainsi pas force´ment naturelle dans le domaine articulaire, et
une trajectoire naturelle dans le domaine articulaire n’est pas force´ment naturelle dans le
domaine carte´sien. Nous pre´sentons ici une me´thode permettant d’optimiser la naturalite´ de
la trajectoire dans les deux domaines.
Ce chapitre de´crit tout d’abord les diffe´rents aspects permettant de ge´ne´rer des trajectoires
dans le domaine articulaire du robot en partant d’une trajectoire du domaine carte´sien.
Nous allons tirer parti de plusieurs algorithmes de cine´matique inverse (CI) diffe´rents afin de
be´ne´ficier d’algorithmes d’e´vitement de singularite´ tout en minimisant les temps de calcul.
Nous verrons e´galement une technique afin de ge´ne´rer une trajectoire de MJ hybride entre
les domaines articulaire et carte´sien.
La CI analytique avec de´couplage du proble`me d’orientation et de positionnement pour deux
robots industriels sont explique´es a` la section 5.1, et le principe de la CI ite´rative est pre´sente´
en section 5.2 avec le Resolved Motion Rate, afin de pallier les proble`mes de la premie`re
technique. Une utilisation des deux techniques en alternance est pre´sente´e en section 5.3 afin
de permettre un e´vitement des singularite´s avec une charge computationnelle re´duite. Une
technique d’optimisation mixte du jerk dans les domaines carte´sien et articulaire est enfin
pre´sente´e en section 5.3.
5.1 Cine´matique inverse analytique
Les re´sultats dans cette section permettent de re´aliser la CI analytique pour deux robots
diffe´rents.
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5.1.1 FANUC LR Mate 200iC
Le LR Mate 20iC est un robot manipulateur a` 6 DDL de FANUC Robotics. Il est illustre´ en
figure 5.1. Les calculs de la CI analytique pour ce robot sont de´crits en de´tail en annexe A.2.
L’ensemble des solutions pour la CI du FANUC LR Mate 200iC est re´sume´e dans le tableau 5.1
a` titre indicatif. Les de´tails de notation sont de´crits dans l’annexe.
Figure 5.1 FANUC LR Mate 200iC.
5.1.2 ABB IRB 120T
Le robot IRB 120T est un robot manipulateur a` 6 dll de la compagnie ABB. Sa structure
ge´ome´trique est tre`s similaire a` celle du FANUC LR Mate 200iC. Le robot est illustre´ en
figure 5.2. Les de´tails des calculs de la CI analytique sont de´crits en annexe A.3. L’ensemble
des solutions pour la CI du ABB IRB 120T est re´sume´e dans le tableau 5.2 a` titre indicatif.
Les de´tails de notation sont de´crits dans l’annexe.
5.1.3 Choix de la solution analytique
La CI analytique admet plusieurs solutions. Pour un manipulateur a` 6 DDL, nous avons 8
solutions possibles. Voici deux crite`res pour choisir une de ces solutions parmi les autres ; le
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Tableau 5.1 Solution de la CI du FANUC LR Mate 200iC. 8 solutions distinctes sont possibles.
valeur # solutions
q1 = atan2(±py,±px) 2















q5 = atan2(C4ax + S4ay,−az) 1















H = C1px + S1py − a1
L = −C3 − a3S3
M = a3C3 − S3d4 + a2
N = pz − d1
Q = 0RT3
0R6Rx(pi)
Tableau 5.2 Solution de la CI du ABB IRB 120T. 8 solutions distinctes sont possibles.
valeur # solutions

















q5 = atan2(C4ax + S4ay, az) 1















H = C1px + S1py − a1
L′ = C3 + a3S3
M = a3C3 − S3d4 + a2




Figure 5.2 ABB IRB 120T.
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premier pouvant s’exe´cuter en temps re´el, le second ne´cessitant une analyse comple`te de la
trajectoire.
En ligne - Choix a` chaque pas de temps
Une premie`re solution est de choisir la solution la plus proche de la position articulaire
pre´ce´dente respectant les limites articulaires. Cette technique a l’avantage d’eˆtre simple,
calculable rapidement et a` chaque pas de temps. Apre`s calcul des 8 solutions analytique
q(1)(ti) . . . q(8)(ti), on ve´rifie pour chacune d’elles si chaque limite articulaire est respecte´e,
c-a-d.
qmin ≤ q ≤ qmax. (5.1)
Et pour celles respectant les limites, on choisit la solution minimisant
|q(ti)− q(ti−1)| . (5.2)
L’e´quation ci-dessus a du eˆtre adapte´e au cas du dernier axe (j = 6) des deux robots analyse´s
car sa limite articulaire s’e´tend au-dela` de 2pi. L’Eq. 5.2 devient pour l’articulation 6.
|q(ti)− q(ti−1)| mod 2pi,
et on rajoute e´ventuellement ±2pi a` q(ti−1). Les limites articulaires des deux robots e´tudie´s
sont reprises dans le tableau 5.3.
Tableau 5.3 Limites articulaires des robots FANUC LR Mate 200iC et ABB IRB 120T.
Joint FANUC LR Mate 200iC ABB IRB 120T
qj min[
◦] qj max[◦] qj min[◦] qj max[◦]
1 -170 170 -165 165
2 -60 140 -110 110
3 -71.4 184.5 -90 70
4 -190 190 -160 160
5 -120 120 -120 120
6 -360 360 -400 400
Un tel choix de solution pose proble`me quand la configuration actuelle du robot de´passe une
limite articulaire. En effet, deux choix s’offre a` nous : saturer le re´sultat de la configuration
actuelle, auquel cas le re´sultat de la CI ne sera pas correct avant que le robot revienne
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a` des valeurs articulaires correctes, soit changer de configuration, auquel cas le robot sera
temporairement dans une position incorrecte, le temps de passer de l’ancienne a` la nouvelle
configuration. Apre`s expe´rimentation, nous choisissons de garder la meˆme configuration et de
saturer les joints a` leur limite articulaire ; en effet, on observe la plupart du temps que le robot
de´passe ses limites articulaires pour un faible temps seulement, avant de revenir a` l’inte´rieur
de ses limites articulaires. Il est plus avantageux dans ce cas de saturer les articulations a`
leur limite et attendre que le robot reviennent dans une position convenable.
La valeur de q(ti−1) est pris de la position articulaire qfree(ti−1) non sature´e par les limites
articulaires comme illustre´ en figure 5.3. Cela permet de ne pas changer de configuration une
fois qu’on a atteint les limites articulaires.
Figure 5.3 q(ti−1) est pris sans limites articulaires.
Hors ligne - Algorithme de se´lection de la trajectoire
On peut tirer parti du fait qu’on peut choisir la configuration initiale du robot afin de pal-
lier (au moins en partie) au proble`me cite´ a` la section pre´ce´dente et suivre la trajectoire
carte´sienne de´sire´e. Cette section de´crit une technique hors-ligne permettant de choisir la
configuration initiale permettant de re´duire le proble`me de de´passements des limites articu-
laires.
On ge´ne`re d’abord pour chacune des 8 configurations possibles, la trajectoire sans limites
articulaires q(i)free(t), i e´tant l’indice de la solution. On applique ensuite les limites articulaires
a` chacune de ces trajectoires afin d’obtenir les q(i)limited(t). On peut ainsi calculer l’erreur






∣∣q(i)free(t)− q(i) limited(t)∣∣ dt (5.3)
On choisit enfin la trajectoire q(i) limited(t) pour laquelle l’erreur est minimum
q(t) = q(i) limited(t), i = argmin(e)
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qui est la trajectoire la plus proche de la trajectoire en domaine carte´sien x(t) initiale.
Un exemple de trajectoire est donne´ a` la figure 5.4, et ses re´sultats sont illustre´s en figure 5.5.
Toutes ces trajectoires ont donc une erreur ei plus grande que la trajectoire 3, qui est la
trajectoire avec l’erreur la plus petite (Tab. 5.4). Nous prendrons donc ici les conditions
initiales de la trajectoire 3, qui nous permettent d’avoir une trajectoire la plus proche possible
de la trajectoire carte´sienne de re´fe´rence apre`s application des limites articulaires.

















Figure 5.4 Trajectoire pour l’algorithme hors-ligne de se´lection de trajectoires.
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Figure 5.5 Choix de la condition initiale parmi les 8 solutions analytiques de la trajectoire de la figure 5.4. Les positions articulaires
en couleur sont sans limites articulaires. Les positions articulaires avec application des limites sont illustre´es en noir. La solution
ide´ale choisie est ici la solution 3 (en haut a` gauche).
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5.2 Cine´matique inverse ite´rative : Resolved Motion Rate
On pre´sente ici une technique de CI ite´rative permettant d’optimiser certains crite`res d’op-
timisation pour la trajectoire articulaire.
La CI ite´rative permet de trouver nume´riquement une solution au proble`me de CI en utilisant
les informations contenues dans la jacobienne du manipulateur. Le Resolved Motion Rate
introduit par Whitney (1969) ainsi que Liegeois (1977) permet d’utiliser la redondance
fonctionnelle de la taˆche attribue´e a` un robot initialement non redondant afin de rendre
celui-ci redondant et optimiser des crite`res sur l’espace redondant. On exprime le de´placement
incre´mental de la fac¸on suivante
∆q =
de´placement de la taˆche︷ ︸︸ ︷
(J†T )∆x +
de´placement redondant︷ ︸︸ ︷
J†(I − T )Jh . (5.4)














de´finit le proble`me de positionnement comme redondant et celui de l’orientation comme non
redondant. On peut exprimer diffe´rents crite`res a` optimiser sur l’espace redondant. Huo and
Baron (2008) ont notamment de´fini deux crite`res dans leur article, l’un pour l’e´vitement des
limites articulaires et l’autre pour l’e´vitement des singularite´s qui sont de´crits en annexe D.
5.3 Alternance des types de cine´matique inverse
La CI analytique et la CI ite´rative sont deux fac¸ons distinctes de calculer la CI d’un robot,
chacune avec leurs avantages et inconve´nients. Pour la CI analytique, la solution se calcule
rapidement car elle se trouve analytiquement, mais est vulne´rable aux singularite´s et limites
articulaires. Dans le cas de la CI ite´rative, obtenir la solution de fac¸on ite´rative en optimi-
sant un crite`re d’e´vitement de singularite´, de limites articulaires, ou autre. Ceci confe`re un
avantage a` l’algorithme de CI ite´rative rapport au mode`le analytique. La CI ite´rative n’est
en revanche pas aussi rapide en terme de temps de calcul que la CI analytique.
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Nous pouvons tirer parti de la rapidite´ de la CI analytique tout en permettant un e´vitement
des singularite´s avec la CI ite´rative. Nous allons utiliser les solutions des deux me´thodes ;
nous utiliserons la CI analytique quand le robot est loin de singularite´s (on de´sactive la CI
ite´rative dans ce cas). A` l’approche de singularite´, le syste`me change de solution pour utiliser
la CI ite´rative comme l’e´vitement des singularite´s. Cette me´thode permet de profiter de la
rapidite´ du calcul de la CI analytique tout en be´ne´ficiant de certaines optimisations avanta-
geuses de la CI ite´rative. On observe a` la figure 5.6 une trajectoire reproduite. Nous prenons
comme indicateur d’approche de singularite´ le nombre de conditions limites de l’Eq. D.4.
Nous prendrons pour la trajectoire choisie
ωmax = 50.
Au-dela` de ce seuil, nous utiliserons la CI ite´rative afin d’e´viter tout proble`me de singularite´.
L’e´volution de ωps le long de la trajectoire et l’activation de la CI ite´rative est illustre´ en
figure 5.7. Les re´sultats de la CI est illustre´ en figure 5.8. On observe en figure 5.9 les temps
de calcul pour la structure logicielle comple`te. On observe qu’utiliser un syste`me de CI mixte
permet un gain en terme de temps de calcul non ne´gligeable par rapport a` la CI ite´rative.
Figure 5.6 Trajectoire reproduite pour le test de CI mixte.
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Graphe et sous graphe













Figure 5.7 ωps pour une trajectoire d’exemple avec CI mixte. La limite a e´te´ fixe´e ici a`
ωmax = 50. Au-dela` de cette valeur, le re´sultat de la CI ite´rative est choisie ; sinon, on prend






















q1; q2; q3; q4; q5; q6
Figure 5.8 Re´sultat de la CI mixte (gauche), analytique (milieu) et ite´rative (droite). Les
re´sultats sont identiques.








Figure 5.9 Comparaison des temps de calcul entre la CI analytique, ite´rative et mixte.
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5.4 Me´lange de MJ carte´sien et articulaire
Hersch and Billard (2008), Pattacini et al. (2010) et Pattacini et al. (2010) ont re´alise´s
un controˆleur pour robot manipulateur permettant de re´aliser des trajectoires point a` point
respectant un crite`re hybride dans le domaine articulaire aussi bien que carte´sien. De fac¸on
analogue, nous de´veloppons ici un syste`me de MJ hybride afin de ge´ne´rer une trajectoire na-
turelle respectant un crite`re qui est une ponde´ration entre le MJ dans les domaines articulaire
et carte´sien (Fig.5.10).
Figure 5.10 Sche´ma de l’optimisation mixte du MJ carte´sien et du MJ articulaire.
L’imple´mentation de´veloppe´e ici se distingue de celle des auteurs cite´s ci-dessus dans le sens
ou` elle permet a` la fois d’imposer qu’une partie du proble`me soit re´solue exactement et op-
timiser les DDL redondants selon un crite`re hybride qui est une ponde´ration de trajectoire
de MJ articulaire et/ou carte´sien. Ceci permet de re´aliser une trajectoire dans le domaine
carte´sien tout en essayant de minimiser le jerk articulaire et de rendre le mouvement du bras
naturel. Ceci est fait dans l’optique qu’un mouvement naturel est optimise´ dans le domaine
articulaire (Flash and Hogan, 1985), bien que les mouvements complexes sont habituellement
leur signification dans le domaine carte´sien (e.g. e´criture de lettres). De la meˆme fac¸on que
Huo and Baron (2008) ont de´veloppe´s les crite`res d’optimisation d’e´vitement de limite ar-
ticulaire et d’e´vitement de singularite´, nous allons ici de´velopper un crite`re de me´lange de
trajectoire de jerk dans les domaines articulaires et carte´sien.
Soit J∗c la valeur optimale de la fonction de couˆt pour une trajectoire optimise´e selon le MJ
en carte´sien, et J∗a la valeur optimale de la fonction de couˆt d’une trajectoire optimise´e selon
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le MJ articulaire. On a les ine´galite´s suivantes
Jc[qc(t)] = J
∗




avec qc(t) la trajectoire articulaire minimisant le jerk dans le domaine carte´sien, et qa(t) la
trajectoire articulaire minimisant le jerk dans le domaine articulaire. On exprime aussi les
positions dans le domaine carte´sien par la relation
xc(t) = F [qc(t)]
xa(t) = F [qa(t)],
F [.] e´tant les e´quations de la cine´matique directe. Le crite`re a` minimiser permettant de suivre




(q − qc)TKTc Kc(q − qc)→ minq (5.6)
avec
Kc = Diag(kc)
ou` kc est un vecteur de coefficients ponde´rant le crite`re d’optimisation. On notera que puis-
qu’on utilise un crite`re z dans le domaine articulaire et que le projecteur T est de´fini dans le
domaine carte´sien, on utilise la jacobienne J pour passer d’un domaine a` l’autre, un tel crite`re
d’optimisation ne donnera pas un minimum a` q = qc comme cela serait le cas si JTJ
−1 = I
(c-a-d T = I).
On a le gradient de 5.6
hc = −∇zc = Kc(qc − q).





(q − qa)TKTaKa(q − qa)→ minq.
Et on a
ha = −∇za = Ka(qa − q).
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En rassemblant les deux crite`res ensemble, on obtient le crite`re hybride




(q − qc)TKTc Kc(q − qc)) + (1− α)(
1
2
(q − qa)TKTaKa(q − qa))→ minq (5.8)
hMJM = −∇zMJM = −∂zMJM
∂q
= αKc(qc − q) + (1− α)Ka(qa − q), (5.9)
avec JMJM le crite`re d’optimisation pour le proble`me de Minimum Jerk Mixte. Nous prenons
ici
Kc = Ka.
De cette fac¸on, la ponde´ration entre les deux proble`mes d’optimisation est entie`rement de´-
termine´ en imposant la valeur de α. Une valeur de α proche de 1 optimisera surtout le jerk
dans le domaine carte´sien, tandis qu’une valeur de α proche de 0 optimisera surtout le jerk
dans le domaine articulaire.
Regardons l’impact sur la naturalite´ de la trajectoire dans le cas ou` nous choisissons arbitrai-
rement de re´soudre le proble`me de positionnement exactement et d’optimiser l’espace nul de







et en optimisant au maximum le jerk articulaire (α = 0). La trajectoire q(t) de´pends du
re´sultat de l’optimisation de l’Eq. 5.4. En suivant exactement la trajectoire de MJ carte´sienne
pour le proble`me de positionnement, le jerk de la trajectoire carte´sienne reste inchange´ et
Jc[q(t), α = 0] = J
∗
c , (5.10)
de par le fait que le MJ en carte´sien se calcule uniquement avec le jerk des de´placements en
positions (Flash and Hogan, 1985). Ceci est une proprie´te´ tre`s inte´ressante qui nous permet ici
de garder la meˆme naturalite´ de trajectoire selon le crite`re du MJ dans le domaine carte´sien.
Dans le domaine articulaire, on a maintenant (en utilisant l’ine´galite´ de l’Eq. 5.5)
J∗a ≤ Ja[q(t)] ≤ Ja[qc(t)], (5.11)
ce qui permet d’obtenir une trajectoire plus naturelle dans le domaine articulaire tout en
gardant la naturalite´ de la trajectoire dans le domaine carte´sien.
Cet exemple est illustre´ en figure 5.11 pour une trajectoire a` n = 4 points de passage.
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On observe que les positions carte´siennes pour la trajectoire de MJ hybride obtenues sont
identiques a` celles du MJ carte´sien. Les trajectoires articulaires sont cependant diffe´rentes.
Le jerk carte´sien est, comme attendu, identique a` Jc[qc(t)]. Le jerk dans le domaine articulaire
















































Figure 5.11 Exemple de trajectoire a` MJ hybride pour qc(t), qa(t) et q(t), re´sultat de l’opti-
misation mixte. Analyse dans les domaine carte´sien (droite) et articulaire (droite).
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5.5 Conclusion
Nous avons pre´sente´ la CI analytique de deux robots industriels ainsi que le choix de la
meilleure solution parmi celles possibles. La CI ite´rative a e´te´ pre´sente´e avec la technique
du RMR, ainsi que deux crite`res d’optimisation pour le RMR. Une utilisation me´lange´e a` la
fois de la CI analytique et de la CI ite´rative a e´te´ pre´sente´e afin de tirer parti de la capacite´
d’optimisation de trajectoires du RMR tout en minimisant les temps de calcul. On observe
en pratique une baisse non ne´gligeable des temps de calcul.
Une ponde´ration hybride du crite`re de MJ entre les domaines carte´sien et articulaire a e´te´
pre´sente´e. Elle permet d’imposer exactement le suivi de la trajectoire de MJ dans les do-
maines carte´sien ou articulaire, et d’optimiser de fac¸on hybride la trajectoire avec les DDL
redondants. Ceci permet par exemple de suivre exactement une trajectoire de MJ en positions
carte´siennes tout en optimisant les DDL restants (orientation) de la taˆche afin d’optimiser
le jerk dans le domaine articulaire, ce qui permet de garder la naturalite´ dans le domaine




Mise en oeuvre sur un controˆleur industriel
Ce chapitre de´crit l’adaptation du controˆle d’un robot manipulateur industriel pour la repro-
duction d’une trajectoire naturelle. L’adaptation pour un robot FANUC et ABB est explique´e,
et nous discuterons de la qualite´ de la reproduction par rapport a` des mode`les de controˆles
adapte´s pour la reproduction de trajectoires naturelles.
La commande d’un robot manipulateur se fait a` la base au niveau des couples articulaires
u = τ(q, q˙, q¨, qr, q˙r, q¨r)
avec u la commande envoye´e au robot, q et ses de´rive´es, le vecteur des positions, vitesses
et acce´le´rations articulaires respectivement et qr et ses de´rive´es, le vecteur des positions,
vitesses et acce´le´rations articulaires de re´fe´rence, respectivement. Flash (1987) ont de´crit
qu’une trajectoire naturelle planifie´e est reproduite avec un comportement d’un syste`me de
masse-amortisseur. Un controˆle proportionnel-de´rive´ avec compensation de gravite´ ou un
controˆle par couple pre´calcule´ sont deux controˆleurs typiques en robotique qui possse`dent
chacun une composante proportionnelle et de´rive´e ade´quate pour ce genre de controˆle.
En pratique pour un robot industriel, il n’est pas possible d’acce´der directement aux couches
de controˆle de fac¸on suffisante pour re´aliser un tel controˆle. Il n’est de plus pas possible de
fournir une trajectoire continue a` suivre, ni le profil complet (vitesses, acce´le´rations) de la
trajectoire de´sire´e. Le controˆle se fait en fournissant une se´rie de points atteints en spe´cifiant la
pre´cision afin d’atteindre chaque point. Ceci est valable pour la plupart des robots industriels
actuels non modifie´s (FANUC, ABB, KUKA(Keiser, 2013), Sta¨ubli(Audouin and Stegemann,
2013)). Cette section pre´sente les solutions de´veloppe´es pour les robots FANUC et ABB.
Pour chacun des deux cas, il s’agit de spe´cifier des points qui seront en temps normal atteints
avec un profil de vitesse trape´zo¨ıdal. Il est cependant possible de spe´cifier de ne pas atteindre





Figure 6.1 Principe du controˆle avec un robot industriel.
6.0.1 Robot FANUC
Avec le controˆleur R-30iA du FANUUC LR Mate 200iC, la fac¸on la plus proche de repro-
duire un mouvement naturel consiste a` spe´cifier un ensemble de points a` atteindre. Ces
points peuvent eˆtre atteints plus ou moins pre´cise´ment selon le facteur de proximite´ CNTxx
(Fig. 6.2). Obtenir une trajectoire la plus souple possible et la plus repre´sentative de la tra-
jectoire planifie´e consiste a` jouer sur le parame`tre CNT. Il est a` noter que le parame`tre CNT
n’a pas une signification particulie`re ; il s’agit d’un facteur quantitatif et non pas qualitatif
sur la qualite´ de l’approche des points spe´cifie´s.
— Une valeur de CNT nulle revient a` atteindre un point exactement
— Pour une valeur de CNT e´leve´ donnera une trajectoire tre`s souple qui passera loin des
points originalement fournis et sera lisse´e. La valeur exacte de l’e´loignement n’est pas
connaissable a` l’avance, elle peut seulement eˆtre e´value´e qualitativement.
On prend une trajectoire simple et on la reproduit pour diffe´rentes valeurs de CNT en fi-
gure 6.3. On observe que pour CNT0, le robot s’immobilise a` chaque point de passage. Pour
CNT10 et CNT100, le robot ne s’arreˆte pas. On observe aussi qu’uniquement la trajectoire
pour CNT0 respecte re´ellement les temps impose´s.
On reproduit une trajectoire complexe avec CNT = 80 en figure 6.4 et avec CNT = 100 en
figure 6.5. On observe que la trajectoire avec CNT = 100 est loin de la trajectoire originale.
Prendre CNT = 80 donne un meilleur re´sultat, cependant quand on regarde le temps pris
pour atteindre ces points, on se rend compte que la trajectoire prend environ deux fois plus
de temps qu’originalement. On choisira dans ce cas pre´cis d’utiliser CNT = 100 qui, bien
que ne reproduisant pas le profil de positions fide`lement, donne des temps de passage plus
cohe´rents.
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Figure 6.2 Profil de vitesse avec CNTxx pour un controˆleur R-30iA de FANUC.
Figure 6.3 Profil de vitesse avec CNT100, CNT0 et CNT10 pour le controˆleur R-30iA de
FANUC. Re´sultats obtenu avec le simulateur Roboguide.
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Figure 6.4 Reproduction d’une trajectoire avec parame`tre CNT = 80. Trajectoire planifie´e
en bleu, reproduite en jaune. Chaque point doit eˆtre atteint en un temps ∆t = 0.1 ; il est
atteint en pratique en un temps ∆t ≈ 0.2.
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Figure 6.5 Reproduction d’une trajectoire avec parame`tre CNT = 100. Trajectoire planifie´e
en bleu, reproduite en jaune. Chaque point doit eˆtre atteint en un temps ∆t = 0.1 ; il est
atteint en pratique en un temps ∆t = 0.104.
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6.0.2 Robot ABB
Le robot ABB IRB120T posse`de le meˆme type de controˆle que celui du robot FANUC. A` la
diffe´rence du controˆleur de FANUC, le controˆleur IRC5 de ABB permet de spe´cifier exacte-
ment la distance a` partir de laquelle le robot de´viera de sa trajectoire exacte. le parame`tre
permettant de spe´cifier cela est appele´ zonedata (Fig. 6.6 et Fig. 6.7). Ces zones permettent
de spe´cifier la distance exacte en millime`tres par rapport au point spe´cifie´ a` partir de laquelle
on va de´vier de la trajectoire originale afin et se diriger vers le point suivant. Le principe est
le meˆme que celui du FANUC et ne sera pas de´crit ici.
Figure 6.6 Principe du zonedata (image issue de Robotics (2010)).
Figure 6.7 Profil de vitesse avec Zonedata pour le controˆleur IRC5 de ABB.
Le controˆleur ICR5 de ABB posse`de e´galement une fonction supple´mentaire, softservo, per-
mettant de diminuer l’intensite´ du controˆle de la position du robot, le rendant plus mou (soft).
La fonction permet d’adoucir le controˆle ; les points a` atteindre sont atteints moins pre´cise´-
ment, mais les mouvements sont en contrepartie plus souples. Le controˆle reste exactement




Ce chapitre de´crit trois applications de´veloppe´es en utilisant les techniques de´crites dans
les pre´ce´dents chapitres. La section 7.1 de´crit un syste`me de reproduction rapide de lettres
manuscrites, permettant d’observer la naturalite´ des transitions ge´ne´re´es entre les primitives
de mouvement. La section 7.2 permet de reproduire des mouvements obtenus par capture
de mouvements avec le syste`me de composition se´quentielle ; la` encore, les transitions sont
observe´es entre les primitives. On observe ici la qualite´ des transitions pour des mouvements
re´pe´titifs. Enfin, la section 7.3 illustre une chore´graphie re´alise´e avec un robot manipulateur
synchronise´ avec une suite logicielle de lecture de me´dias interactifs, qui dans notre cas utilise
une musique.
7.1 E´criture de lettres manuscrites
Une des premie`res applications re´alise´es est l’e´criture de lettres manuscrites. L’alphabet uti-
lise´ a e´te´ cre´e´ en de´calquant des points de passages a` partir d’une image d’alphabet. Les
trajectoires de MJ re´sultantes ont e´te´ ge´ne´re´es afin de former la librairie de lettres dont une
partie est illustre´e en figure 7.1.
Figure 7.1 Exemple de librairie de lettres ge´ne´re´e en MJTO avec leurs caracte´ristiques sto-
cke´es. Les e´le´ments entoure´s en bleu sont les e´le´ments indispensables ; les e´le´ments entoure´s en
gris sont les e´le´ments utilise´s par l’utilisateur afin d’imposer le positionnement des primitives
lors de la composition se´quentielle.
Le but de l’application est d’observer la qualite´ des transitions ge´ne´re´es entre les lettres.
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On utilise pour cela le crite`re d’optimisation pour la dure´e des transitions comme de´crit en
section 4.3. Les re´sultats sont illustre´s en figure 7.2 et 7.3 avec le robot FANUC. Pour chacune
des expe´riences, l’e´criture en haut est reproduite par le robot, tandis que l’e´criture en bas est
reproduite par un humain avec une lumie`re en main.
Figure 7.2 Reproduction du mot ”hey” a` partir d’une librairie de lettres. L’image a e´te´ obtenue
par exposition prolonge´e. Mise en place illustre´e en haut.
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Figure 7.3 Reproduction du mot ”imagine” a` partir de lettres comme primitives de mou-
vement. L’image a e´te´ obtenue par exposition prolonge´e. Mise en place illustre´e en haut.
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7.2 Reproduction de captures de mouvements
Dans la meˆme optique, quelques mouvements de Mocap de base ont e´te´ ge´ne´re´s avec un
syste`me Vicon a` 6 came´ras disponible a` l’E´cole Polytechnique de Montre´al. Apre`s fitting
d’une trajectoire de MJ sur l’enregistrement effectue´ pour chaque primitive afin de pouvoir
re´cupe´rer les points de passages ainsi que les ti ne´cessaires a` la composition se´quentielle, on
ge´ne`re la trajectoire dans le domaine carte´sien, puis articulaire par la CI. On convertit cela
en un fichier .tp reproductible par le robot FANUC. Les re´sultats sont illustre´s en figure 7.5
et 7.6. La mise en place est la meˆme que celle pre´sente´e en figure 7.3.
Figure 7.4 Exemple de librairie de mouvements de MoCaps converties avec leurs caracte´ris-
tiques stocke´es. Les e´le´ments entoure´s en bleu sont les e´le´ments indispensables ; les e´le´ments
entoure´s en gris sont les e´le´ments utilise´s par l’utilisateur afin d’imposer le positionnement
des primitives lors de la composition se´quentielle.
Pour chacune des expe´riences, l’e´criture en haut est reproduite par le robot, tandis que
l’e´criture en bas est reproduite par un humain avec une lumie`re en main.
7.3 Chore´graphie sur une musique
Une chore´graphie d’un robot synchronise´ sur une musique a e´te´ re´alise´e avec la compagnie
Moment Factory. Le robot utilise´ pour ce projet est le ABB IRB120T de´crit en section 5.1.2.
Nous utilisons une librairie compose´e de trois mouvements de base (Fig. 7.7) : un mouvement
directement ge´ne´re´ a` partir du mode`le du MJ, et deux autres sont issus d’un mouvement de
MoCap place´ diffe´remment dans le domaine carte´sien pour chacune des deux primitives puis
en appliquant la CI.
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Figure 7.5 Reproduction de mouvements de MoCap. Le de´but de la MoCap a volontairement
e´te´ de´porte´ afin de ge´ne´rer deux types de transitions diffe´rentes. L’image a e´te´ obtenue par
exposition prolonge´e.
Figure 7.6 Reproduction de mouvements de MoCap. Le meˆme mouvement de MoCap que
pour la figure 7.5 a e´te´ utilise´, mais a e´te´ re´oriente´. L’image a e´te´ obtenue par exposition
prolonge´e.
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Le but de cette application est double : adapter le robot utilise´ avec une suite logicielle ap-
proprie´e afin qu’il soit commandable de fac¸on interactive et observer les effets du timescaling
(de´crit en section 4.5) sur les re´sultats des trajectoires obtenues. L’avantage d’utiliser une li-
brairie de mouvement est de pouvoir s’abstraire le comportement du robot afin de reproduire
des trajectoires complexes et d’encapsuler toute la trajectoire en un unique e´le´ment.
Figure 7.7 Librairie de mouvements pour la preuve de concept.
7.3.1 Imple´mentation ge´ne´rale
Le syste`me ge´ne´ral de´veloppe´ pour ce projet est illustre´ a` la figure 7.8.
7.3.2 Interface avec X-Agora
X-Agora est une suite logicielle pour la gestion et la lecture de me´dias interactifs cre´e´e
par Moment Factory. X-Agora comporte notamment un serveur permettant de centraliser
l’ensemble des flux d’informations permettant le controˆle de toute installation multime´dia.
X-Agora comporte e´galement un lecteur permettant de synchroniser plusieurs canaux d’in-
formation multime´dia (audio, vide´o, autre syste`me). Le lecteur X-Agora permet d’envoyer
des commandes au serveur X-Agora afin d’interagir avec n’importe quel appareil multime´dia
connecte´.
Nous utilisons le lecteur X-Agora afin de synchroniser le controˆle du robot avec une musique.
Les commandes pour de´placer le robot sont envoye´es au serveur X-Agora, qui lui-meˆme envoie
ses commandes au robot par protocole TCP.
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Figure 7.8 Sche´ma de fonctionnement du syste`me e´labore´ pour la preuve de concept.
Le syste`me de composition se´quentielle ge´ne`re des trajectoires au format XML. Ces fichiers
sont utilise´s par le lecteur de X-Agora et envoye´e au robot selon les besoins de la chore´graphie.
Deux modes d’envoi de trajectoires ont e´te´ imple´mente´s :
— librairie de mouvements dans le robot ;
— e´mission continue de positions (streaming).
La premie`re solution se rapproche le plus du principe original de la composition se´quentielle.
Une librairie de mouvements est stocke´e dans le robot, et seule la commande ne´cessaire pour
rejouer chaque primitive est envoye´e au robot. Ceci a l’avantage de ne pas ne´cessiter un
gros envoi d’information par TCP, ce qui retire le proble`me des temps de communication
entre le robot et le serveur, qui est ge´ne´ralement un des proble`mes principaux dans ce type
d’applications (Santiago et al., 2011). L’inconve´nient est que les mouvements doivent tous eˆtre
stocke´s a` l’avance dans le robot, ce qui limite la liberte´ de cre´ation de nouveaux mouvements.
La seconde solution a e´te´ teste´e brie`vement. Elle permet effectivement d’envoyer une se´rie de
points en continu au robot. E´tant donne´ l’absence de retour d’e´tat afin de pouvoir effectuer
un controˆle pre´cis dans le temps, le robot accumule du retard au fur et a` mesure de l’exe´cution
de ce syste`me. Ce syste`me n’a pas e´te´ teste´ plus en de´tail du fait du manque de retour d’e´tat,
clairement ne´cessaire dans ce genre d’ope´ration.
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Figure 7.9 Illustration de la suite de logiciels X-Agora. Respectivement : X-Agora Server,
X-Agora LUA sender et X-Agora player.
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7.3.3 Conside´rations techniques
Liaison de la structure logicielle de Matlab avec X-Agora
Afin de permettre de re´cupe´rer les re´sultats de la structure logicielle (framework) de la com-
position se´quentielle et de l’utiliser avec X-Agora, il a e´te´ de´cide´ d’utiliser des fichiers XML
contenant toutes les informations ne´cessaires a` la reproduction des trajectoires de´sire´es. Le
format est illustre´ en figure 7.10. La ligne avec balise data permet de re´cupe´rer des infor-
mations sur l’incre´ment ∆t entre chaque position, ainsi que la dure´e totale du mouvement
tf . Chaque ligne successive constituant la trajectoire est un point caracte´rise´ par la position
articulaire q0, . . . , q6 et le temps t donne´.
1 <?xml ve r s i on =”1.0” encoding=”UTF−8”?>
2 <t r a j e c t o r y>
3 <data dt=”0 .2 ” t f=”1 .20 ” />
4 <point t=”0 .00 ” q1=”19 .0 ” q2=”23 .4 ” q3=”47 .6 ” q4=”−82.5 ” q5=”−82.1 ” q6=”22 .7 ” />
5 <point t=”0 .20 ” q1=”17 .8 ” q2=”10 .4 ” q3=”48 .6 ” q4=”−55.3 ” q5=”−104.6 ” q6=”89 .2 ” />
6 <point t=”0 .40 ” q1=”9 .9 ” q2=”30 .0 ” q3=”31 .0 ” q4=”−35.2 ” q5=”−76.7 ” q6=”85 .5 ” />
7 <point t=”0 .60 ” q1=”−1.0 ” q2=”44 .0 ” q3=”18 .9 ” q4=”−9.5 ” q5=”−59.5 ” q6=”47 .7 ” />
8 <point t=”0 .80 ” q1=”−6.3 ” q2=”36 .6 ” q3=”17 .5 ” q4=”7 .3 ” q5=”−76.1 ” q6=”6 .2 ” />
9 <point t=”1 .00 ” q1=”3 .8 ” q2=”28 .1 ” q3=”24 .6 ” q4=”−30.2 ” q5=”−88.2 ” q6=”−18.2 ” />
10 <point t=”1 .20 ” q1=”16 .1 ” q2=”29 .3 ” q3=”39 .0 ” q4=”−69.6 ” q5=”−69.0 ” q6=”−9.1 ” />
11 </ t r a j e c t o r y>
Figure 7.10 Exemple de fichier XML contenant une trajectoire.
Protocole TCP et envoi de commandes
Le langage utilise´ pour envoyer les commandes au serveur X-Agora est le langage LUA aussi
bien pour le LUA Sender que pour la Timeline X-Agora. L’envoi d’information au robot se
fait par le re´seau en utilisant le protocole TCP. Le protocole envoie sur le re´seau des paquets
dont l’utilisateur n’a pas le controˆle direct de la taille (Fig. 7.11).
Cart   0.000   0.000   1.134   2.368   3.480    0.000   \0   Cart   0.000 ...
Figure 7.11 Exemple de de´coupage d’une commande par paquets pour le protocole TCP.
En prenant en compte les spe´cifications du controˆleur ABB IRC5, une instruction, qui est
stocke´e ici sous la forme d’une variable string, est de maximum 80 bytes. Il faut donc s’assurer
— que l’on a rec¸u l’entie`rete´ de la commande envoye´e avant de la traiter ;
— que le message envoye´ a une taille infe´rieure a` 80 byte.
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Pour le premier cas, en observant que X-Agora rajoute un signe \0 a` la fin de chaque message
envoye´, on peut s’assurer de la fin du message en ve´rifiant l’existence de \0 dans le message
rec¸u. Dans le cas contraire, on concate`ne les messages rec¸us jusqu’a` la re´ception de ce code.
Pour le second cas, c’est a` l’utilisateur de s’assurer lors de l’envoi que le message est bien
infe´rieur a` 80 bytes.
On envoie une commande en X-Agora en utilisant le code de la figure 7.12, avec command la
commande a` envoyer, et robotIP l’IP du robot sur le re´seau. Au niveau du controˆleur, c’est la
taˆche secondaire (voir figure 7.8) qui va attendre et recevoir les paquets avec l’instruction du
code 7.13. Le parame`tres 80 permet de limiter la taille des paquets a` recevoir a` 80 bytes, mais
ne garantit pas de recevoir une instruction comple`te, termine´e par \0 (note´ \00 en langage
RAPID).
1 xf_server:deliver(command , ClientType.GUI_CONTROL , robotIP)
Figure 7.12 Envoi de commande en Lua au serveur X-Agora.
1 SocketRece ive socke t \Str := s t r d a t a \ReadNoOfBytes :=80 \Time := WAIT MAX;
Figure 7.13 Re´ception de paquets TCP en RAPID.
Imple´mentation dans le controˆleur
Le robot doit pouvoir effectuer deux taˆches en paralle`le : de´placer le robot, et e´couter le re´seau
afin de recevoir les commandes a` accomplir. Ceci se fait en paralle`le graˆce au controˆleur IRC5
de ABB. Celui-ci tourne sur une monture de Windows CE qui permet le multitaˆches. Le mul-
titaˆches du IRC5 semble ne pas eˆtre du vrai paralle´lisme mais plutoˆt du pseudo-paralle´lisme
(ou temps partage´) : plusieurs situations ont e´te´ observe´es ou` le robot ne se de´plac¸ait plus,
mais semblait recevoir tous les messages du re´seau, ou encore d’autres situations ou` le robot
se de´plac¸ait mais n’e´coutait plus les messages du re´seau.
Il faut pour empeˆcher cela imposer un temps de repos (instruction WaitTime) a` un moment
donne´ pour chaque taˆche afin que l’ordonnanceur puisse faire tourner les deux taˆches.
Pour le de´placement du robot, on utilise la commande MoveAbsJ, qui permet de spe´cifier la
zonedata ainsi que le temps requis pour atteindre le point (Fig. 7.14).
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1 MoveAbsJ j o i n t t a r g e t b u f f e r { touse , f e t chdata index { touse }} \NoEOffs , vmax \T:=
sca leddt , z50 , t o o l f l a g ;
Figure 7.14 Commande de de´placement utilise´e pour le robot avec ses arguments. MoveAbsJ
est le mode de de´placement, scaleddt est le temps en secondes afin d’atteindre le point, z50
de´finit la zonedata.
Commandes imple´mente´es
Les commandes imple´mente´es pour la preuve de concept sont illustre´es dans le tableau 7.1.
Les commandes ne posse´dant pas d’e´quivalent en LUA sont en fait utilise´es a` l’inte´rieur
d’autres fonctions LUA.
De´lais de re´ponse
Lors de la reproduction de la trajectoire, divers de´lais de diffe´rentes origines apparaissent. Le
syste`me ne posse´dant pas de retour d’e´tat concernant le respect du synchronisme, il n’est pas
possible de re´aliser une correction quant au minutage exact d’exe´cution du syste`me. Voici
une liste non exhaustive des causes de l’augmentation des de´lais de re´ponse du robot par
rapport a` la trajectoire planifie´e :
— de´lais de communication (TCP) ;
— re´action et traitement de la taˆche secondaire ;
— re´action et traitement de la taˆche principale ;
— synchronisme pour atteindre le point donne´ au robot irre´aliste.
Il est a` noter que selon Robotics (2009a), le temps de re´ponse du protocole TCP est de
moins de 100ms. Les gros de´lais observe´s sur le robot ne sont donc pas duˆs exclusivement
ou majoritairement a` un de´lai de communication. Ces de´lais ne sont pas constants mais bien
variables, ils de´pendent notamment du code pre´sent dans la taˆche principale et secondaire,
ce qui ne permet pas de compenser le retard par une constante.
Mise a` l’e´chelle des temps
La mise a` l’e´chelle des temps (timescaling) a e´te´ ajoute´e comme une fonctionnalite´ exploitable
dans le lecteur X-Agora. Les trajectoires e´tant directement relie´es a` des temps bien pre´cis, on
peut modifier ces temps par un facteur constant afin d’acce´le´rer ou ralentir les mouvements,
comme explique´ en section 4.5.
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Tableau 7.1 Tableau des commandes LUA et RAPID associe´es.
Commande LUA E´quivalent RAPID Description Arguments LUA
robotrun run De´marrer le robot -
robotstop stop Arre´ter le robot -
robotclear clear Effacer les donne´es de trajectoires enregistre´es dans le robot -
robotinitialize initialize Initialiser le robot a` sa position initiale -
robotstopsecondarytask stopsecondarytask Arre´ter la taˆche secondaire -





- settf De´finir la dure´e du mouvement tf (dure´e du mouvement)
robotsetbeatlength beatlength De´finit la dure´e du mouvement via le facteur de mise a` l’e´chelle du temps beatlength(entier)
robotsoftservo softservo De´finir la souplesse des mouvements du robot softfactor (entier entre 0 et 100)
robotcanpreparefornext canpreparefornext Le robot se pre´parera (ou non) avant de de´marrer myboolean
- trajectoryinfo Afficher des informations sur la trajectoire sur le Teach Pendant -
robotverbose verbose Afficher des informations continues sur le TP myboolean
robotselect select Se´lectionner une primitive a` jouer trajectorynum
- jpos1 Te´le´verser des informations pour la primitive 1 q1, q2, q3, q4, q5, q6, t
- jpos2 Te´le´verser des informations pour la primitive 2 q1, q2, q3, q4, q5, q6, t
- jpos3 Te´le´verser des informations pour la primitive 3 q1, q2, q3, q4, q5, q6, t
readPoints - Lire une trajectoire .xml et envoyer tous les points au controˆlleur filename (nom du fichier avec extension .xml a` lire)
readPointsdelayed - Lire une trajectoire .xml et envoyer les points a` des moments pre´cis filename (nom du fichier avec extension .xml a` lire)
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Pour le mode avec librairie de mouvements te´le´verse´e dans le robot, le timescaling peut se
faire par envoi direct du facteur d’e´chelle par TCP afin de modifier la vitesse de reproduction
de la trajectoire.
Figure 7.15 Modification de la re´solution temporelle d’un mouvement.
Si le mouvement du robot est trop ralenti, la re´solution de la trajectoire peut se de´grader et
les mouvements devenir saccade´s (Fig. 7.15). Afin de pallier a` ce proble`me, on s’assure que les
mouvements enregistre´s en .XML ont une re´solution temporaire suffisante. Nous avons pris un
e´cart de temps ∆t entre chaque position de 0.001s. La re´solution maximale de reproduction
de trajectoire pour le ABB IRB120T e´tant de 0.01s (Robotics, 2010). Ceci pose un autre
proble`me : si on donne des points trop peu espace´s les uns des autres (en particulier, des
points dont la distance est infe´rieure a` la zonedata utilise´e entre chaque point (Robotics,
2009a)), l’algorithme d’interpolation de trajectoire du robot ABB ge´ne`rera des trajectoires
plus proches des points de passage qu’avec une re´solution plus grande, au lieu de faire une
interpolation lisse des points fournis. Il en re´sultera aussi que les temps pour atteindre ces
points ne seront plus exactement respecte´s. Comme solution, nous imposons un e´cart de temps
minimum de 0.01s entre chaque point a` reproduire par le robot. Un compteur incre´mente´
dans une boucle nous permet d’ignorer tous les points pre´sents dans un intervalle [0, 0.01]s.
7.3.4 Preuve de concept
La preuve de concept re´alise´e a` Moment Factory est une chore´graphie d’un robot agitant
un drapeau en coordination avec la musique Bastille de Pompeii. Toute la chore´graphie est
d’abord parame´tre´e dans la ligne de temps (timeline) X-Agora (Fig. 7.16). On envoie au tout
de´but trois primitives de mouvements au robot, qui les enregistre dans le controˆleur IRC5
dans des buffers respectifs. Des commandes permettant de de´marrer, arreˆter, se´lectionner un
mouvement ou modifier la vitesse d’exe´cution sont ensuite envoye´es afin de cre´er la chore´-
graphie. Une vide´o a e´te´ re´alise´ pour la chore´graphie, dont une illustration est disponible en
figure 7.17).
Les temps exacts d’exe´cution par le robot ne sont pas exactement ceux spe´cifie´s dans la
timeline, pour les raisons explique´es pre´ce´demment. Les temps dans la ligne du temps ont e´te´
ajuste´s a` la main afin de pallier a` ces retards. De plus, lors de la chore´graphie, le robot s’arreˆte
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Figure 7.16 Illustration de la timeline X-Agora pour la preuve de concept.
Figure 7.17 Illustration de la mise en place du robot pour la preuve de concept.
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volontairement a` certains moments pre´de´finis, ce qui permet d’e´liminer l’accumulation des
retards.
7.3.5 Discussion
Il est a` noter que pour la dernie`re application, la structure logicielle de la composition se´-
quentielle n’a pas e´te´ applique´e comple`tement. Les transitions, par exemple, n’ont pas pu eˆtre
incorpore´es correctement par manque de temps. Afin de prendre en compte les transitions
telles qu’imple´mente´es pre´ce´demment, il faudrait ge´ne´rer une librairie de toutes les transitions
possibles et les te´le´verser dans le robot de la meˆme fac¸on que la librairie de primitives.
On peut observer a` la dernie`re application qu’avec une loi de controˆle non-approprie´e, on
observe que le robot vibre et que ce comportement n’a pas e´te´ mode´lise´e pre´ce´demment, ce
qui de´teriore l’apparence des mouvements ge´ne´re´s. Il serait inte´ressant de voir comment ce
comportement peut s’incorporer au niveau de la ge´ne´ration de trajectoires naturelles afin afin
de prendre celles-ci en compte.
Techniquement parlant, cette preuve de concept pourrait eˆtre ulte´rieurement ame´liore´e afin
de permettre une synchronisation avec de l’e´quipement supple´mentaire, par exemple un pro-
jecteur afin de re´aliser une application interactive. Synchroniser un projecteur pour le cas
d’une application de projection mapping peut se faire de fac¸on interactive a` partir du sys-
te`me imple´mente´ en re´cupe´rant la position re´elle du robot de fac¸on pe´riodique, par exemple
avec le syste`me Robot Reference Interface (RRI) du robot ABB utilise´ (Fig. 7.18), et en
l’utilisant afin de connaitre en tout temps la position des e´le´ments sur lesquels projeter.
90





8.1 Synthe`se des travaux
Une structure logicielle a e´te´ de´veloppe´e afin de se´quencer des mouvements interactivement
entre eux et comprend diffe´rents outils permettant de se´quencer et ge´ne´rer des trajectoires
naturelles. Ces techniques re´pondent a` diffe´rents besoins, de l’apparence de la trajectoire au
besoin de reproduction en temps re´el.
L’ensemble de ces techniques est base´ sur le se´quencement de primitives de mouvement. On
assemble des points de passages de proble`mes de MJ de plusieurs primitives de mouvement
afin de cre´er un nouveau proble`me de MJTF pour une trajectoire plus complexe. Le syste`me
de´veloppe´ peut eˆtre solvable en temps re´el si les temps de transitions sont impose´s par
l’utilisateur. La naturalite´ de la trajectoire globale est conserve´e.
La trajectoire ainsi ge´ne´re´e donne une trajectoire le´ge`rement diffe´rente des trajectoires des
primitives originales ; l’optimisation se faisant sur toute la trajectoire, les vitesses et les ac-
ce´le´rations aux points de passages sont optimise´es pour chaque assemblage. Cela correspond
implicitement a` des trajectoires a` caracte´ristiques humaines ou` le meˆme mouvement n’est
jamais re´alise´ exactement de la meˆme fac¸on. Cette optimisation se produit directement au
niveau de la planification de la trajectoire.
8.2 Limitations de la solution propose´e et ame´liorations futures
Le syste`me de controˆle utilise´ pour les applications sur des robots industriels n’est pas un
controˆle ide´al pour une trajectoire naturelle ; la consigne est un ensemble de points a` atteindre
et ne permet pas d’utiliser des me´thodes de controˆle adapte´es pour la reproduction de trajec-
toires naturelles. Les controˆleurs proportionnel-de´rive´ avec compensation de gravite´ ainsi que
le controˆleur a` couple pre´calcule´ ont e´te´ cite´s. Ces deux controˆleurs requie`rent une commande
en couple. Un autre mode de controˆle possible serait le controˆle avec commande en vitesse.
Les robots ABB permettent pour le moment de controˆler un unique axe en vitesse (Robotics,
2010). Un tel controˆle a de´ja` e´te´ teste´ pour des robots KUKA pour des consignes de vitesses
constantes par Keiser (2013). Il serait inte´ressant de porter le concept pour des consignes de
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vitesse continues pour chaque axe du robot et d’observer la qualite´ de la reproduction d’une
trajectoire naturelle.
Les temps de calcul de la CI n’ont pas e´te´ pris en compte dans les temps de calcul montre´s
pour la composition se´quentielle (chapitre 4) ; seuls les temps de ge´ne´ration de la trajectoire
ont e´te´ pris en compte. La cine´matique inverse peut ne´anmoins se faire en temps re´el, et des
techniques ont e´te´ pre´sente´es permettant d’ame´liorer la rapidite´ des algorithmes classiques.
La structure logicielle imple´mente´e ne permet pas imme´diatement d’effectuer des applications
en temps re´el dans ce sens qu’elle demande au pre´alable l’ensemble des primitives a` calculer,
lesquelles sont ensuite se´quence´es en temps re´el afin de cre´er un comportement re´ellement
interactif. Il faudrait cre´er un syste`me multi processus ou` les mouvements a` reproduire se-
raient fournis continuellement au syste`me. Un tel syste`me a e´te´ juge´ trop long a` mettre en
place dans le cadre de cette recherche mais pourrait pleinement tirer parti de la structure
logicielle de´veloppe´e ici pour des applications interactives.
Les points de passage pour le proble`me de MJ sont des contraintes arbitraires impose´es par
l’utilisateur. Comme explique´ au chapitre 2, de telles contraintes ne sont pas encapsule´es
par le crite`re d’optimisation pour former une trajectoire naturelle. Incorporer ces contraintes
comme un proble`me a` optimiser dans le crite`re optimalise´ permettrait de s’affranchir de ces











avec n le nombre de points de passages et xi les points de passage au temps ti. Les coefficients
α et β servent a` ponde´rer les deux crite`res.
On a e´galement suppose´ que le robot est forme´ de corps rigides pour chacune de ses articula-
tions ; on observe sur les applications du chapitre 7 qu’avec une loi de controˆle non-approprie´e,
on peut observer que le robot vibre d’une facon non-mode´lise´e pre´ce´demment, et qui de´teriore
l’apparence des mouvements ge´ne´re´s. Il serait inte´ressant de voir comment ce comportement




Pour conclure, ce projet fortement multidisciplinaire a permis d’explorer diffe´rents aspects
du se´quencement interactif de trajectoires naturelles pour un robot manipulateur. Le se´quen-
cement de ces mouvements se base sur l’approche par primitive de mouvements qui est de
plus en plus utilise´e afin de pouvoir reproduire efficacement des comportements complexes.
L’accent est mis ici sur l’expression de trajectoires en tant que proble`me d’optimisation, et les
me´thodes possibles afin de re´soudre ces proble`mes le plus rapidement possible. La reproduc-
tion de trajectoires naturelles de fac¸on interactive prend ses sources dans tous les domaines
qui touchent aux robots manipulateurs, depuis la robotique, le controˆle et l’optimisation,
jusqu’a` la structure logicielle re´gissant son utilisation. Tous les domaines y sont interde´pen-
dants et leur synergie est seule capable de donner naissance aux projets les plus ambitieux.
Que la robotique soit conside´re´e simplement pour une utilisation industrielle, artistique voire
biome´canique, elle reste un centre d’inte´reˆt passionnant et plein d’e´volution. Comme le disait
Isaac Asimov(1920-1992), l’auteur des trois lois de la robotique :
« L’eˆtre humain croira toujours que plus le robot paraˆıt humain, plus il est
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A.1 De´couplage du proble`me de positionnement et orientation
La CI analytique a l’avantage par rapport aux me´thodes ite´ratives d’eˆtre tre`s rapides [Chap.
3.3](Spong et al., 2006), en plus de permettre de choisir une solution arbitraire parmi un
ensemble de solutions. La CI consiste a` trouver les positions articulaires permettant au robot
d’atteindre une position carte´sienne et une orientation donne´e, c-a-d trouver q ∈ Rn, n e´tant







avec pEE ∈ R3 le point carte´sien a` atteindre et R la matrice d’orientation du repe`re de base






n e´tant le vecteur normal, o le vecteur d’orientation et a le vecteur d’approche (Fig. A.2).
La plupart des manipulateurs industriels a` 6 degre´s de liberte´ (DDL), comme ceux e´tudie´s
ici, sont construits de telle sorte que les trois derniers degre´s de liberte´ forment un poignet
sphe´rique, c-a-d que leurs trois derniers axes s’intersectent en un point commun. On peut de
cette fac¸on re´soudre se´pare´ment le proble`me de positionnement du proble`me d’orientation. Si
un robot a un poignet sphe´rique, ses trois dernie`res articulations ont leur axe qui s’intersectent
en un point commun, et leurs parame`tres de Denavit-Hartenberg (DH) respectent la forme
de´crite au tableau A.1.
Les trois premie`res articulations du robot doivent alors atteindre le poignet
p = pEE − d6a,





Tableau A.1 Forme des parame`tres de DH des trois dernie`res articulations d’un robot avec
un poignet sphe´rique. Les angles sont en degre´s.
Joint ai[m] αi[rad] di[m] qi[rad]
n− 2 0 −pi
2
0 q4
n− 1 0 pi
2
0 q5
n 0 0 d6 q6
Figure A.1 Le poignet sphe´rique d’un robot. Les axes des trois dernie`res articulations, q4,
q5 et q6, s’intersectent en un point commun p qui est le poignet du robot. Cela permet de
de´coupler le proble`me d’orientation et de positionnement. (Image du poignet sphe´rique issu
de Spong et al. (2006))
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La situation est illustre´e en figure A.1.
Figure A.2 Re´fe´rentiel de l’effecteur. p est le vecteur position, a le vecteur d’approche, o le
vecteur d’orientation et n le vecteur normal.
A.2 Cine´matique inverse du FANUC LR Mate 200iC
Les parame`tres de DH du FANUC LR Mate 200iC sont pre´sente´s au tableau A.2 et les repe`res
associe´s a` la position au repos en figure A.3.
Tableau A.2 Parame`tres de Denavit-Hartenberg du FANUC LR Mate 200iC. Distances en
mm, angles en degre´s.
Joint q[rad] d[m] a[m] α[rad]
1 q1 0.330 0.075 −pi2
2 q2 − pi2 0 0.300 pi
3 q3 0 0.075 −pi2
4 q4 -0.320 0
pi
2
5 q5 0 0 −pi2
6 q6 -0.080 0 pi
Proble`me de positionnement
Le mode`le inverse du robot est calcule´ selon les parame`tres de DH montre´s a` la section
pre´ce´dente selon la technique de Spong et al. (2006). Calculons d’abord les matrices de
transformation interme´diaires. Les termes de rotation sont omis ici car non ne´cessaires au
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Figure A.3 FANUC LR Mate 200iC avec les repe`res respectifs de chaque articulation.
proble`me de positionnement. Les termes incluant d6 dans les positions sont ignore´s e´tant
donne´ le de´couplage position-orientation.
0T−11
0T ∗6 (1 : 3, 4) =
 C1px + S1py − a1−pz + d1
C1py − S1px
 (A.1)
1T ∗6 (1 : 3, 4) =








0T ∗6 (1 : 3, 4) =
 C1C2px + S1S2py − S2a1 + C2pz − C2d1 − a2−C1C2px − S1C2py + C2a1 + S2pz − S2d1
C1py − S1px
 (A.3)
2T ∗6 (1 : 3, 4) =







nx ox ax px
ny oy ay py
nz oz az pz
0 0 0 1
 = 0T6 − ad6
qui est la matrice de transformation du repe`re 0 au repe`re 6 avec de´couplement du proble`me
de positionnement et d’orientation. Pour trouver l’expression de la premie`re articulation, on
e´galise les termes (3, 4) des Eqs. A.1 et A.2
C1py − S1px = 0. (A.5)






On a ainsi deux solutions possibles pour q1 :
q1 = atan2(±py,±px).
Pour la troisie`me articulation, en reprenant les termes (1, 4) et (2, 4) des Eqs. A.1 et A.2, on
a
−a1 + C1px + S1py = C2−3a3 − S2−3d4 + a2C2 (A.6)
d1 − pz = C2−3d4 + S2−3a3 + a2S2 (A.7)
avec
C2−3 = cos(q2 − q3)
S2−3 = sin(q2 − q3).
En effectuant le changement de variable
px = r| cos(φ)|






= C1px + S1py
φ = atan2(py, px).
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Il est a` noter qu’ici, r peut eˆtre soit positif ou ne´gatif selon le choix pose´ pour q1. L’e´qua-
tion A.6 devient
− a1 + r = −a1 + r = C2−3a3 − S2−3d4 + a2C2. (A.8)
En mettant au carre´ et en additionnant les Eqs. A.8 et A.7, on obtient
(d1 − pz)2 + r2 + a21 − 2a1r




2 + 2C2−3C2a2a3 − 2S2−3C2a2d4 + C2−3S2a2d4




2 − 2a2d4S3 + 2C3a2a3
a3C3 − S3d4 = r
2 + (d1 − pz)2 + a21 − a22 − a23 − d24 − 2a1r
2a2
, A.
Soit le changement de variable
a3 = ρ cos(β)






β = atan2(d4, a3).
On trouve ainsi
ρ(C3 cos(β)− S3 sin(β)) = A
cos(q3 + β) = A/ρ






















On a donc deux solutions possibles pour q3. Pour trouver q2, on utilise enfin le terme (1, 4)
des Eqs. A.3 et A.4
−a2 − C2(pz − d1) + S2(C1px + S1py − a1) = a3C3 − S3d4
−C2
N︷ ︸︸ ︷
(pz − d1) +S2
H︷ ︸︸ ︷
(C1px + S1py − a1) =
M︷ ︸︸ ︷
a3C3 − S3d4 + a2 (A.9)
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et le terme (2, 4) des Eqs. A.3 et A.4
−C1C2px − S1C2py + C2a1 + S2(pz − d1) = C3d4 + a3S3
−C2(−a1 + C1px + S1py) + S2(pz − d1) = C3d4 + a3S3
C2
H︷ ︸︸ ︷
(−a1 + C1px + S1py)−S2
N︷ ︸︸ ︷
(pz − d1) =
L︷ ︸︸ ︷
−C3d4 − a3S3 . (A.10)
En faisant le changement de variable
H = r cosφ





et on obtient {
C2r cosφ− S2r sinφ = L
C2r sinφ+ S2r cosφ = M{
r cos(q2 + φ) = L
r sin(q2 + φ) = M
ce qui donne
q2 = atan2(M,L)− φ
q2 = atan2(M,L)− atan2(N,H)
Proble`me d’orientation
Pour le proble`me d’orientation, il faut trouver les valeurs des trois dernie`res articulations afin
de satisfaire l’orientation au bout de l’effecteur. En observant la ge´ome´trie du robot et de ses




Nous sommes dans un cas d’angles d’Euler ZYZ modifie´ :
Rz(q4)Ry(−q5)Rz(q6) = 0RT3 0R6RTx (pi) ≡ Q.
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La matrice de rotation associe´e vaut
Rz(q4)Ry(−q5)Rz(q6) =














 C5C6 C5S6 S5S6 −C6 0
S5C6 S5S6 −C5

De l’e´le´ment (2,3), on a






Des e´le´ments (1,3) et (3,3), on a
S5 = C4ax + S4ay
C5 = −az
q5 = atan2(C4ax + S4ay,−az)
Et des e´le´ments (2,1) et (2,2), on a
S6 = S4nx − C4ny
C6 = S4ox − C4oy
q6 = atan2(S4nx − C4ny, S4ox − C4oy)
L’ensemble des solutions pour la CI du FANUC LR Mate 200iC est re´sume´e au tableau A.3.
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Tableau A.3 Solution de la CI du FANUC LR Mate 200iC. 8 solutions distinctes sont possibles.
valeur # solutions
q1 = atan2(±py,±px) 2















q5 = atan2(C4ax + S4ay,−az) 1















H = C1px + S1py − a1
L = −C3 − a3S3
M = a3C3 − S3d4 + a2




A.3 Cine´matique inverse du ABB IRB 120T
Les parame`tres de DH du manipulateur ABB IRB 120T utilise´ pour le projet (chapitre 7)
sont pre´sente´s au tableau A.4 et les repe`res associe´s a` la position au repos en figure A.4. La
situation est quasiment identique au cas du FANUC de´veloppe´ ci-dessus.
Tableau A.4 Parame`tres de Denavit-Hartenberg du ABB IRB 120. Distances en mm, angles
en degre´s.
Joint q[rad] d[m] a[m] α[rad]
1 q1 0.290 0 −pi2
2 q2 − pi2 0 0.270 0
3 q3 0 0.070 −pi2
4 q4 0.374 0
pi
2
5 q5 0 0 −pi2
6 q6 − pi 0.072 0 0
Figure A.4 ABB IRB 120T avec les repe`res respectifs de chaque articulation.
Proble`me de positionnement
Le proble`me de positionnement est quasiment identique a` celui du FANUC. Le sens de ro-
tation de l’axe 3 est oppose´ a celui du FANUC. Il en re´sulte que le terme L′ est oppose´ au
terme L de l’Eq. A.10. On obtient ainsi




Le reste du de´veloppement est strictement identique pour le proble`me de positionnement.
Proble`me d’orientation




Nous sommes dans un cas d’angles d’Euler ZYZ le´ge`rement modifie´ :
Rz(q4)Ry(−q5)Rz(q6) = 0RT3 0R6RTz (pi) ≡ Q.
La matrice de rotation associe´e vaut
Rz(q4)Ry(−q5)Rz(q6) =














 C5C6 −C5S6 S5S6 C6 0
−S5C6 S5S6 C5

De l’e´le´ment (2,3), on a







Des e´le´ments (1,3) et (3,3), on a
S5 = C4ax + S4ay
C5 = az
q5 = atan2(C4ax + S4ay, az)
Et des e´le´ments (2,1) et (2,2), on a
S6 = −S4nx + C4ny
C6 = −S4ox + C4oy
q6 = atan2(S4nx − C4ny, S4ox − C4oy)
L’ensemble des solutions pour la CI du ABB IRB 120T est re´sume´e au tableau A.5.
Tableau A.5 Solution de la CI du ABB IRB 120T. 8 solutions distinctes sont possibles.
valeur # solutions

















q5 = atan2(C4ax + S4ay, az) 1















H = C1px + S1py − a1
L′ = C3 + a3S3
M = a3C3 − S3d4 + a2





Vitesses et acce´le´rations articulaires
B.1 Vitesses et acce´le´rations




q˙ = Jq˙. (B.1)
Sous leur forme la plus simple, les vitesses articulaires s’obtiennent en remaniant l’Eq. B.1 (Bajd
et al., 2013)
q˙ = J†x˙, (B.2)
avec J† l’inverse ge´ne´ralise´e (matrice pseudoinverse de Moore-Penrose) de la jacobienne du
manipulateur. Les pre´cautions quant aux proble`mes de singularite´ sont discute´es en section C.
On construit la jacobienne selon Spong et al. (2006) :
Algorithm 1: Algorithme pour obtenir la matrice jacobienne J pour des joints roto¨ıdes
Input: n le nombre d’articulations,
ez = [0 0 1]

























En de´rivant l’Eq. B.1, on obtient l’acce´le´ration
x¨ = J˙ q˙ + Jq¨
q¨ = J†(x¨− J˙ q˙).
Afin de connaˆıtre l’acce´le´ration du manipulateur, il nous faut donc au pre´alable calculer la
de´rive´e de la matrice jacobienne J˙ . On peut trouver J˙ θ˙ ite´rativement en utilisant l’algorithme
ite´ratif suivant Angeles (2003) :
Algorithm 2: Algorithme pour obtenir la matrice jacobienne J˙ pour des joints roto¨ıde
Input: n le nombre d’articulations,
ω1 ← θ˙e1
for i← 1 to n− 1 do
ωi+1 ← ω˙i+1θi+ 1 + RTi+1ωi
end
e˙1 ← 0
for i← 2 to n do
e˙i ← ωi × ei
end
r˙n ← ωn × an
for i← n− 1 to 1 do
r˙i ← ωi × ai + Ri+1r˙i+1
end
u˙1 ← e1 × r˙1
for i← 2 to n do
























Cette section de´taille l’utilisation de la technique du Damped Least-Squares (DLS). Les
vitesses articulaires s’obtiennent en utilisant l’Eq. B.2
q˙ = J†x˙. (C.1)
L’Eq. B.2 e´tant vulne´rable aux proble`mes de singularite´, il faut trouver une technique pour
inverser la matrice jacobienne de fac¸on a` toujours obtenir une solution viable a` proximite´ de
singularite´s. On utilise l’algorithme du Damped Least-Squares (DLS) de´crit par Chiaverini
et al. (1994). Cette technique consiste a` de´composer la matrice J en valeurs singulie`re (SVD)
J = UΣVT,
avec Σ une matrice diagonale contenant les valeurs singulie`res σi ordonne´es selon σ1 > σ2 >
... > σn. Calculer la pseudo-inverse de J revient a` effectuer
J† = VΣ†UT. (C.2)
Il s’agit donc de calculer la matrice pseudo-inverse de Σ. En temps normal, la matrice e´tant





0 · · · 0
0 1
σ2





0 0 0 1
σn
 .
Le proble`me de singularite´ vient du fait que si on est proche d’une singularite´, σn devient
tre`s petit et 1
σn
explose. Chiaverini et al. (1994) proposent un terme d’amortissement λ
permettant de transformer le terme 1
σn
en un terme amorti, presque nul lorsqu’on approche
d’une singularite´. On e´vite ainsi que ce terme n’explose. Pour se faire, on introduit la pseudo-
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2 0 · · · 0
0 σ2
σ22+λ









avec le terme d’amortissement λ :
λ2 =
{





λmax e´tant une valeur seuil pour λ (nous utiliserons λmax = 0.04 comme dans Chiaverini
et al. (1994)) et  la limite a` partir de laquelle on estime eˆtre proche d’une singularite´. Si on
est proche d’une singularite´, le terme σn
σ2n+λ
2 n’explose pas et reste proche de 0. On constate






si σi >> .
 est une valeur permettant de de´crire si on approche une singularite´. Chiaverini et Siciliano
utilisent une valeur arbitraire pour . Nous allons ici remplacer ce seuil fixe par un seuil sur
le nombre de condition de la matrice J , que nous appellerons ωmax. Le nombre de condition





On remplace donc le terme d’amortissement de l’Eq. C.3 par
λ2 =
 0 quand ωcond < ωmax(1− ( ωmaxωcond )2)λ2max sinon











la diffe´rence entre les deux crite`res e´tant que le seuil ωcond utilise´ pour activer le terme
d’amortissement est proportionnel a` σ1 ; on active le terme d’amortissement quand une valeur
propre est beaucoup plus petite que les autres, plus quand une valeur propre est simplement
faible.
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Plusieurs valeurs de ωcondmax ont e´te´ teste´es pour diffe´rentes trajectoires. Une trajectoire en
coordonne´e carte´sienne est passe´e dans le domaine articulaire en utilisant la technique du
RMR (voir section 5.2) en contraignant totalement le syste`me. Les positions articulaires
sont trouve´es en utilisant la relation
qi+1 = qi + ∆q
∆q = J†∆x
ou` J† est trouve´ en utilisant la technique du DLS (Eq. C.2). Un exemple avec ses re´sultats est
illustre´ en figure C.1. Le choix de la valeur de ωmax a e´te´ choisi expe´rimentalement comme
ωmax = 1000.
En utilisant une valeur typique pour σ1 = 1.817 (valeur de σ1 a` la position initiale du test en





























































































Figure C.1 Trajectoire pour l’approche de singularite´ avec l’algorithme de DLS (haut), et
re´sultats de la CI (bas) pour ωmax = 100 (gauche), ωmax = 500 (milieu) et ωmax = 1000




RMR - Crite`res d’optimisations
Cette section de´crit les crite`eres d’optimisations de´veloppe´s par Huo and Baron (2008) dans
leur article.
D.1 RMR - E´vitement des limites articulaires












ou` kj est un vecteur de coefficients ponde´rant le crite`re d’optimisation, Kj la matrice n× n
avec les n coefficients de kj sur la diagonale, qmax et qmin les positions articulaires maximale
et minimale, et kj un vecteur de coefficients ponde´rant le crite`re d’optimisation. Le gradient
pour l’e´vitement des limites articulaires vaut
hjoint = −∇zjoint = −∂zjoint
∂q
= Kj(q − q). (D.2)
D.2 RMR - E´vitement des singularite´s








ou` ks est un vecteur de coefficients ponde´rant le crite`re d’optimisation. Ks est donc la matrice











qui est une mesure du conditionnement de la matrice J , et la mesure de manipulabilite´
ωmom =
√
det(JJT ) = σ1σ2 . . . σm
avec σ1σ2 . . . σm les valeurs singulie`res de J ordonne´es du maximum au minimum. Quand ωps
passe au-dessus d’un certain seuil
ωps > ωpsmax,
on enregistre la position qTS qui est la dernie`re position valide et le crite`re (D.3) est active´.
Si on se trouve en dessous du seuil ωpsmax, le crite`re (D.3) n’est pas active´ et aucune
modification par rapport a` la trajectoire de base n’est effectue´e. Le gradient pour le crite`re
de singularite´ est :
hsing =
{






Afin de controˆler un robot, il faut connaitre les couples a` appliquer a` ses joints pour suivre
une trajectoire de´sire´e. Le chapitre pre´ce´dent a permis de de´velopper les algorithmes afin
de spe´cifier la trajectoire a` suivre en coordonne´es internes qr, q˙r et q¨r. Dans ce chapitre, on
cherche a` connaˆıtre la commande :
u = τ(qr, q˙r, q¨r, q, q˙)
qui permettra de controˆler le robot afin qu’il suive au mieux cette trajectoire. La section E.1
donne les e´quations de la dynamique. En section E.2 nous e´tudions la dynamique inverse, qui
permet de trouver τ a` partir de qr, q˙r et q¨r. La dynamique directe, explique´e en section E.3,
permet quant a` elle de monter un simulateur reproduisant le comportement dynamique d’un
robot face a` des couples articulaires donne´s. Enfin, la section E.4 explique une me´thode afin
d’estimer les parame`tres dynamiques du robot utilise´.
E.1 E´quations de la dynamique
Les e´quations de la dynamique se trouvent en utilisant l’e´quation d’Euler-Lagrange (Spong
et al., 2006). On en de´rive l’e´quation de la forme ge´ne´rale
τ = D(q)q¨ + h(q, q˙) + g(q) (E.1)
avec D(q) la matrice d’inertie ou de masse, h(q, q˙) = C(q, q˙)q˙ le vecteur des forces de Coriolis
et centrifuges, et g(q) le vecteur des forces gravitationnelles. Deux me´thodes sont possibles
afin de calculer les forces articulaires de l’Eq. E.1. On peut utiliser un mode`le plus complet
de la dynamique prenant en compte la friction dans les joints
τ = D(q)q¨ + h(q, q˙) + g(q) + b(q˙).
Par manque d’information sur ces termes pour le robot re´el, nous ne´gligerons les frottements
dans les joints et utiliserons l’Eq. E.1.
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E.2 Dynamique inverse : calcul des forces articulaires
Le proble`me de dynamique inverse consiste a` retrouver τ a` partir de q, q˙ et q¨. Deux tech-
niques permettent de re´aliser cela. La premie`re technique consiste a` utiliser les e´quations
de Lagrange pour de´river les forces articulaires. La seconde technique est l’algorithme de
Newton-Euler re´cursif (NER). Comme explique´ dans Yoshikawa (1990, chap. 3.5), la for-
mulation de Lagrange a une complexite´ en O(n4) tandis que l’algorithme de NER a une
complexite´ en O(n) et est donc plus efficace en terme de temps de calcul. Nous utiliserons
donc la formulation de NER.
L’algorithme de Newton-Euler re´cursif pour des joints sphe´riques comme explique´ dans Yo-
shikawa (1990) est illustre´ a` l’algorithme 3. Il est a` noter que si des forces ou couples non
nuls sont applique´s sur l’effecteur, les valeurs de fn+1 et nn+1 ne sont de`s lors plus nulles mais
correspondent a` la force et au couple exerce´s sur l’effecteur, respectivement.
Figure E.1 Sche´ma des diffe´rents termes apparaissant dans l’algorithme de Newton-Euler
re´cursif.
Il est possible (non fait ici) d’ame´liorer la rapidite´ de l’algorithme de NER (dans une op-
tique d’optimisation pour une application temps re´el) graˆce a` diffe´rentes techniques liste´es
dans Featherstone (2000), et en particulier dans l’article de M.W Walker et D.E Orin Orin
(1982).
E.3 Dynamique directe : calcul des acce´le´rations articulaires
Afin de pouvoir simuler le comportement du robot, il est ne´cessaire de savoir de´terminer les
mouvements du robot re´sultant des couples applique´s a` ses articulations. Il faut pour cela
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Algorithm 3: Algorithme de Newton-Euler re´cursif pour n joints sphe´rique
Input: g = 9.81 la force de gravite´ exerce´e sur le manipulateur,
ez = [0 0 1]
T pour un joint sphe´rique,
ωi la vitesse angulaire que subit le joint i,
i−1Ri, la matrice de rotation permettant de passer du repe`re i− 1 au repe`re i,
ipi+1 le vecteur, exprime´ dans le repe`re i reliant le repe`re i au repe`re i+ 1,
si la position du centre de masse du joint i,
Ii l’inertie du joint i,
Fi la force exerce´e exclusivement sur le centre de gravite´ du joint i,
Ni le couple exerce´ exclusivement sur le centre de gravite´ du joint i,
fi la force totale exerce´e sur le joint i,
ni le couple total exerce´ sur le joint i,
τi le couple a` appliquer au joint i afin de ge´ne´rer la trajectoire de´sire´e.
ω0 ← 0
ω˙0 ← 0
p¨0 ← [0 0 − g]T
for i← 1 to n do
ωi ← i−1RTi ωi + ezq˙i
ω¨i ← i−1RTi ω˙i−1 + ez + ( i−1RTi ωi−1)× ezq˙i




for i← n to 1 do
s¨i ← p¨i + ω˙i × si + ωi × (ωi × si)
Fi ← mis¨i
Ni ← Iiωi + ωi × (Iiωi)
fi ← iRi−1fi+1 + Fi
ni ← iRi+1ni+1 + Ni + si × Fi + ipi+1 × ( iRi+1fi+1)




re´aliser un mode`le de dynamique directe du robot : il s’agit de trouver q¨ a` partir de τ . Comme
explique´ dans Yoshikawa (1990, chap. 3.5), on peut re´e´crire l’Eq. E.1 comme
D(q)q¨ = τ − τN
τN = h(q, q˙) = C(q, q˙)q˙.
ou` τN est trouve´ en utilisant NER en imposant q¨ = 0. La matrice d’inertie D(q) a la forme
D(q) = [D1(q) D2(q) ... Dj(q)]
ou` Dj(q) est trouve´ en imposant q˙ = 0, une gravite´ nulle (g(q) = 0) et en imposant une
acce´le´ration unitaire a` l’axe j, i.e.
q¨ = ej,
ou` ej est le vecteur unitaire pour lequel toutes les valeurs sont nulles sauf la j
me valeur
ej(j) = 1.
La matrice d’inertie D(q) e´tant de´finie positive, elle est toujours inversible et on peut e´crire
q¨ = D−1(q)[M−1(q)[τ − h(q, q˙)− g(q)]
ce qui nous permet de trouver l’acce´le´ration articulaire. On inte`gre encore afin de retrouver
q˙ et q successivement.









Ce qui se traduit dans une simulation nume´rique par un de´veloppement en se´rie de Taylor
d’ordre 2 en ∆t
q¨(t) = M−1(q(t))[τ − h(q(t), ˙q(t))− g(q(t))]
q˙(t+ ∆t) = q˙(t) + q¨(t)∆t
q(t+ ∆t) = q(t) + q˙(t)∆t+ q¨(t)(∆t)2/2.
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Nous utiliserons ici le simulateur multicorps Simmechanics afin de simuler le comportement
du robot.
E.4 De´termination des parame`tres dynamiques
Comme vu a` la section E.2, nous avons besoin de connaˆıtre diffe´rentes donne´es sur le robot
comme l’inertie de ses articulations et leur centre de masse respective afin de pouvoir simuler
le robot efficacement. Un mode`le 3D du robot FANUC LR Mate 200iC est repris du site
GRABCAD. Le mode`le est repris dans le logiciel de CAD Catia et on donne a` chaque articu-
lation du robot un poids proportionnel a` son volume (on suppose une re´partition uniforme du
poids dans le volume de chaque articulation), en s’assurant que le poids du robot (27kg (Ro-
botics, 2009b)) est respecte´. Catia permet de re´cupe´rer la position des centres de masse ainsi
que la matrice d’inertie. Les parame`tres dynamiques obtenus sont illustre´s au tableau E.1.
Tableau E.1 Parame`tres dynamiques du FANUC LR Mate 200iC obtenu a` partir d’un mode`le
3D du robot avec le logiciel de CAD Catia.
Joint Masse [kg] Centre de gravite´ [m] Matrice d’inertie [kg ×m2]
1 4.54
 22.476× 10−3−0.798× 10−3
−85.215× 10−3
  4.512× 10−4 4.512× 10−4 −7× 10−34.512× 10−4 2.7× 10−2 8.033× 10−4
−7× 10−3 8.033× 10−4 3.9× 10−2

2 6
 −1.41× 10−411.56× 10−3
110× 10−3
  8.5× 10−2 2.86× 10−5 −1.738× 10−42.86× 10−5 6.8× 10−2 −4× 10−3
−1.738× 10−4 −4× 10−3 3× 10−2

3 2.711
 2.46× 10−46.38× 10−4
37.874× 10−3
  9× 10−3 −4.136× 10−6 −2× 10−3−4.136× 10−6 1× 10−2 −3.788× 10−5
−2× 10−3 −3.788× 10−5 8× 10−3

4 2.156
 −128.714× 10−34.306× 10−3
2.33× 10−4
  4× 10−3 −1.339× 10−4 7.177× 10−6−1.339× 10−4 1.1× 10−2 5.79× 10−6
7.177× 10−6 5.79× 10−6 5.79× 10−6

5 0.447
 15.307× 10−31.624× 10−3
−2.251× 10−5
  3.084× 10−4 1.264× 10−5 01.264× 10−5 6.027× 10−4 0





  1.56× 10−6 0 00 1.523× 10−6 0
0 0 2.78× 10−6

Nous utilisons ces informations ainsi que le mode`le 3D directement dans Simmechanics afin
de simuler la dynamique du robot. Cette technique permet d’obtenir une approximation des
parame`tres dynamiques du robot. Le sche´ma Simmechanics ainsi que son aperc¸u 3D est

























Joint Actuator1 Joint Actuator2 Joint Actuator3 Joint Actuator4 Joint Actuator5 Joint Actuator6
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F.1 Notions de base
Afin de pouvoir interpoler les orientations et ge´ne´rer des transitions de fac¸on cohe´rente, il est
ne´cessaire d’exprimer les orientations en terme de quaternions. La the´orie sur les quaternions
est re´sume´e dans Vince (2011). Nous appellerons dans ce document un quaternion m au
lieu de l’appellation usuelle q car q de´signe dans ce document les positions articulaires. Un
quaternion a la forme
m = [s, xi + yj + zk] .











ou` on a l’axe v et l’angle de rotation θ. Nous ne ferons mention ici que de quaternions unitaires
|m| = 1.










et le produit entre quaternions vaut
q0q1 = [s0s1 − v0 · v1, s0v1 + s1v0 + v0 × v1] .
F.2 Interpolation de quaternions
Afin de passer d’un quaternion q0 a` q1, on effectue une interpolation Slerp(spherical linear in-
terpolation). Le Slerp permet d’interpoler line´airement sur une sphe`re deux quaternions pour
obtenir un troisie`me quaternion interme´diaire. Contrairement a` l’interpolation de vecteurs,











Ω = arccos(q0 · q1)
et t ∈ [0, 1]. L’avantage du Slerp est qu’il interpole line´airement l’angle entre les deux quater-
nions de norme unitaire, ce qui donne une vitesse angulaire constante entre ceux-ci. Le slerp
est illustre´ en figure F.1.
Figure F.1 Principe du Slerp. Le Slerp permet d’avoir une vitesse angulaire constante entre
les deux quaternions interpole´s.























On peut de´river cette expression pour trouver les de´rive´es du Slerp et les relier a` la vitesse
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angulaire. On de´rive l’Eq. F.2















∆θv = (θ1v1)− (θ0v0)










W (t) = log(q−10 q1) (F.3)
= 2m˙(t)m(t)
avec W (t) le quaternion pur de la vitesse angulaire ω(t)
W (t) = [0, ωx(t), ωy(t), ωz(t)]
on observe que W (t) et la vitesse angulaire ω est constante et de´pends de q0 et q1. L’Eq. F.3
est valable pour t ∈ [0, 1] (dure´e tf = 1). Si tf 6= 1, la vitesse angulaire sera mise a` l’e´chelle
d’un facteur tf :









F.3 Passage des angles d’Euler aux quaternions
Afin de passer des angles d’Euler ZYX aux quaternions, on effectue les trois rotations des
































On utilise ensuite le quaternion re´sultant de la rotation simultane´e des trois angles d’Euler
ZYX
m = qzqyqx.
La de´marche est reprise dans Vince (2011, chap. 7.11) pour des angles d’Euler diffe´rents. En
exprimant le quaternion sous la forme
m = [s, xi + yj + zk] ,












































































En de´rivant cette expression, on arrive a` exprimer la vitesse angulaire de chacun des termes






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































F.4 Passage des quaternions aux angles d’Euler
Malgre´ leurs de´savantages, les angles d’Euler sont un moyen visuel efficace pour exprimer
une rotation dans l’espace. Afin d’exprimer la matrice jacobienne J de fac¸on habituelle, il est
e´galement important de pouvoir repasser des quaternions aux angles d’Euler. En observant
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les Eqs. F.4, F.5, F.6 et F.7, on peut voir que
2(xy + sz) = cosαx sinαz
ss+ xx− yy − zz = cosαx cosαz
−2(xz − sy) = sinαx
2(yz + sx) = cosαx sinαy
ss− xx− yy + zz = cosαx cosαy.
















ss+ xx− yy − zz
cosαx
), (F.10)
a` la condition que αx 6= ±pi2 .
On a donc toujours deux solutions d’angles d’Euler possibles pour un meˆme quaternion. A`
noter qu’on se trouve dans un cas de Gimbal lock quand αx = ±pi2 0, alors que ce proble`me
n’existe pas quand on utilise uniquement la repre´sentation des quaternions.
Graˆce a` un logiciel de calcul symbolique, on peut exprimer les vitesses et acce´le´rations angu-
laires des angles d’Euler en fonction des vitesses du quaternion e´quivalent. La` encore, deux
choix de vitesses existent selon le choix effectue´ pour les angles d’Euler en Eqs. F.8, F.9
et F.10. Leur valeurs sont donne´es ici a` titre inficatif. Pour αx = arcsin(−2(xz − sy)), αy et
αz qui en de´coulent,
α˙x = (2(−x3s˙+ s3x˙+ x(−y2s˙+ z2s˙+ 2yzx˙)− (y2 + z2)(−zy˙ + yz˙)− x2(zy˙ + yz˙)
+ s2(−xs˙+ zy˙ + yz˙) + s(x2x˙− y2x˙+ z2x˙+ y(−2zs˙+ 2xy˙)− 2xzz˙)))
/(s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2)
α˙y = (2(ys˙− zx˙+ sy˙ − xz˙))/
√
(1− 4(sy − xz)2)
α˙z = (2(x
2(zs˙− yx˙)− (y2 + z2)(zs˙+ yx˙) + x3y˙ + s2(−zs˙+ yx˙+ xy˙) + s3z˙
+ x(y2y˙ − z2y˙ + 2yzz˙) + s(−2x(ys˙+ zx˙) + 2yzy˙ + x2z˙ − y2z˙ + z2z˙)))
/(s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2),
135
et pour les acce´le´rations,
α¨x =(2(−4(s3s˙+ 2xyzs˙+ s(x2 − y2 + z2)s˙+ x3x˙+ 2syzx˙+ x(y2 − z2)x˙+ 2sxzy˙
+ 2sxyz˙ + x2(yy˙ − zz˙) + s2(xx˙− yy˙ + zz˙) + (y2 + z2)(yy˙ + zz˙))(−x3s˙
+ s3x˙+ x(−y2s˙+ z2s˙+ 2yzx˙)− (y2 + z2)(−zy˙ + yz˙)− x2(zy˙ + yz˙)
+ s2(−xs˙+ zy˙ + yz˙) + s(x2x˙− y2x˙+ z2x˙+ y(−2zs˙+ 2xy˙)− 2xzz˙))
+ (s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2)
(s3x¨− y2(2s˙x˙+ 2y˙z˙ + xz¨ − zy¨)− (x2 − z2)(2s˙x˙+ 2y˙z˙ + xz¨ + zy¨)
− y3z¨ + s2(2s˙x˙+ 2y˙z˙ − xz¨ + zy¨ + yz¨)− y(2z(s˙2 − x˙2 − y˙2 + z˙2 − xx¨) + x2z¨ + z2z¨)
+ s(−2yzz¨ + x2x¨− y2x¨+ z2x¨− 2x(s˙2 − x˙2 − y˙2 + z˙2 − yy¨ + zz¨)))))
/(s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2)2
α¨y =(2(4(sy − xz)(ys˙− zx˙+ sy˙ − xz˙)2 + (1− 4(sy − xz)2)(2s˙y˙ − 2x˙z˙ + yz¨ − zx¨+ sy¨ − xz¨)))
/(1− 4(sy − xz)2)(3/2)
α¨z =(2(−4(s3s˙+ 2xyzs˙+ s(x2 − y2 + z2)s˙+ x3x˙+ 2syzx˙+ x(y2 − z2)x˙+ 2sxzy˙ + 2sxyz˙
+ x2(yy˙ − zz˙) + s2(xx˙− yy˙ + zz˙) + (y2 + z2)(yy˙ + zz˙))(x2(zs˙− yx˙)− (y2 + z2)(zs˙+ yx˙)
+ x3y˙ + s2(−zs˙+ yx˙+ xy˙) + s3z˙ + x(y2y˙ − z2y˙ + 2yzz˙)
+ s(−2x(ys˙+ zx˙) + 2yzy˙ + x2z˙ − y2z˙ + z2z˙)) + (s4 + x4 + 8sxyz + 2x2(y2 − z2)
+ 2s2(x2 − y2 + z2) + (y2 + z2)2)(s2(2x˙y˙ + 2s˙z˙ − zz¨ + yx¨)
− (y2 + z2)(2x˙y˙ + 2s˙z˙ + zz¨ + yx¨) + x3y¨ + s3z¨ + x2(2x˙y˙ + 2s˙z˙ + zz¨ − yx¨+ sz¨)
+ s(−2z(s˙2 + x˙2 − y˙2 − z˙2 − yy¨)− y2z¨ + z2z¨) + x(−2szx¨+ s2y¨ + y2y¨ − z2y¨
− 2y(s˙2 + x˙2 − y˙2 − z˙2 + sz¨ − zz¨)))))
/(s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2)2.
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Pour αx = pi − arcsin(−2(xz − sy)), αy et αz qui en de´coulent, on a les vitesses
α˙x =((2(−x3s˙+ s3x˙+ x(−y2s˙+ z2s˙+ 2yzx˙)− (y2 + z2)(−zy˙ + yz˙)
− x2(zy˙ + yz˙) + s2(−xs˙+ zy˙ + yz˙) + s(x2x˙− y2x˙+ z2x˙
+ y(−2zs˙+ 2xy˙)− 2xzz˙)))/(s4 + x4 + 8sxyz + 2x2(y2 − z2)
+ 2s2(x2 − y2 + z2) + (y2 + z2)2)
α˙y =((2(ys˙− zx˙+ sy˙ − xz˙))/
√
1− 4(sy − xz)2
α˙z =((2(x
2(zs˙− yx˙)− (y2 + z2)(zs˙+ yx˙) + x3y˙ + s2(−zs˙+ yx˙+ xy˙)
+ s3z˙ + x(y2y˙ − z2y˙ + 2yzz˙) + s(−2x(ys˙+ zx˙) + 2yzy˙ + x2z˙
− y2z˙ + z2z˙)))/(s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2),
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et pour les acce´le´rations,
α¨x =(2(−4(s3s˙+ 2xyzs˙+ s(x2 − y2 + z2)s˙+ x3x˙+ 2syzx˙+ x(y2 − z2)x˙
+ 2sxzy˙ + 2sxyz˙ + x2(yy˙ − zz˙) + s2(xx˙− yy˙ + zz˙) + (y2 + z2)(yy˙
+ zz˙))(−x3s˙+ s3x˙+ x(−y2s˙+ z2s˙+ 2yzx˙)− (y2 + z2)(−zy˙
+ yz˙)− x2(zy˙ + yz˙) + s2(−xs˙+ zy˙ + yz˙) + s(x2x˙− y2x˙
+ z2x˙+ y(−2zs˙+ 2xy˙)− 2xzz˙)) + (s4 + x4 + 8sxyz + 2x2(y2 − z2)
+ 2s2(x2 − y2 + z2) + (y2 + z2)2)(s3x¨− y2(2s˙x˙+ 2y˙z˙ + xs¨− zy¨)
− (x2 − z2)(2s˙x˙+ 2y˙z˙ + xs¨+ zy¨)− y3z¨ + s2(2s˙x˙+ 2y˙z˙
− xs¨+ zy¨ + yz¨)− y(2z(s˙2 − x˙2 − y˙2 + z˙2 − xx¨) + x2z¨
+ z2z¨) + s(−2yzs¨+ x2x¨− y2x¨+ z2x¨− 2x(s˙2 − x˙2 − y˙2 + z˙2
− yy¨ + zz¨)))))/(s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2)2
α¨y =(2(4(sy − xz)(ys˙− zx˙+ sy˙ − xz˙)2 + (1− 4(sy − xz)2)(2s˙y˙
− 2x˙z˙ + ys¨− zx¨+ sy¨ − xz¨)))/(1− 4(sy − xz)2)(3/2)
α¨z =(2(−4(s3s˙+ 2xyzs˙+ s(x2 − y2 + z2)s˙+ x3x˙+ 2syzx˙+ x(y2 − z2)x˙
+ 2sxzy˙ + 2sxyz˙ + x2(yy˙ − zz˙) + s2(xx˙− yy˙ + zz˙) + (y2 + z2)(yy˙
+ zz˙))(x2(zs˙− yx˙)− (y2 + z2)(zs˙+ yx˙) + x3y˙ + s2(−zs˙+ yx˙
+ xy˙) + s3z˙ + x(y2y˙ − z2y˙ + 2yzz˙) + s(−2x(ys˙+ zx˙) + 2yzy˙
+ x2z˙ − y2z˙ + z2z˙)) + (s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2)
+ (y2 + z2)2)(s2(2x˙y˙ + 2s˙z˙ − zs¨+ yx¨)− (y2 + z2)(2x˙y˙ + 2s˙z˙
+ zs¨+ yx¨) + x3y¨ + s3z¨ + x2(2x˙y˙ + 2s˙z˙ + zs¨− yx¨+ sz¨)
+ s(−2z(s˙2 + x˙2 − y˙2 − z˙2 − yy¨)− y2z¨ + z2z¨) + x(−2szx¨
+ s2y¨ + y2y¨ − z2y¨ − 2y(s˙2 + x˙2 − y˙2 − z˙2 + ss¨− zz¨)))))
/(s4 + x4 + 8sxyz + 2x2(y2 − z2) + 2s2(x2 − y2 + z2) + (y2 + z2)2)2.
