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Abstrakt 
Cílem této práce bylo popsat řízení bezpečnosti a kontrolní mechanizmy, které jsou používané 
v korporátním prostředí. Práce se zabývá teoretickým popisem standardů používaných pro 
aplikační bezpečnost, dále popisuje nástroje určené pro získavání informací o firemním 
prostředí, které mohou být použity pro odhalovaní bezpečnostních zranitelností, nebo pro jejich 
odstranění. Také popisuje procesy, kterými se mají společnosti řídit, aby byla minimalizována 
možnost dopadu na produkci a rovněž zaručena trvalá bezpečnost prostředí. Uvedené jsou 





ISO/IEC 27000, proces, NetIQ, RSAM, projekt, RCA, aplikační bezpečnost, nález, incident, 
změna, metoda 5 Proč, proaktívní řešení problémů, PDCA cyklus, opravní aktivity, globální 




The goal of this thesis is to describe the security control and remediation activities which are 
used in corporate environment. The thesis deals with the theoretical insight into the standards 
used for application security, describes tools used for gathering of information about enterprise 
environment, which might be used to reveal sefety vulnerabilities or for their remediation. 
Processes, which should be followed by companies to minimize the impact on production and 
to ensure the environment safety, are described as well. Mentioned is also the verification of 




ISO/IEC 27000, process, NetIQ, RSAM, project, RCA, application security, finding, incident, 
change, 5 Whys method, proactive problem solving, PDCA cycle, corrective actions, global 
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The current situation on the market shows that several global standards are used, but 
they are very often deployed only partially and this approach then affects the 
environment. The goal of this thesis is to describe a standardized solution for the whole 
scope which will keep the environment under control and secured, but the management 
will stay as simple as possible. This can be assured by using of processes and tools that 
are well known, respected and have focus. Such approach will ensure that any changes 
in the environment are detected in a short timely manner, external and internal attacks 
are eliminated and their impact is negligible. The sustainability of this environment is 
clearly higher than an improperly managed one.  
This thesis aims to provide a list of processes, procedures and tools which are necessary 
components that are required to keep the scope safe and secured. The first chapter 
defines the theoretical background on which the tools, described in the second chapter, 
are built. The third chapter characterizes processes and projects used to ensure that the 
environment is properly managed. The last chapter shows the results of the 





2 Theoretical background 
This chapter describes the theoretical background of the IT Security from the view of 




An Information Technology Infrastructure Library (ITIL) is a set of practices for IT 
Service Management (ITSM) which focuses on IT Management and IT Services within 
the business organization. ITIL summarizes the International Service Management 
Standard based on ISO/IEC 20000 (previously known as BS15000). 
The current version ITIL v3 (from 2007) covers 5 stages of ITSM lifecycle – Service 
Strategy, Service Design, Service Transition, Service Operation and Continual Service 
Improvement. ITIL describes procedures, tasks and processes used globally in 
enterprise environment to establish a baseline which is created for plan, implementation 
and measurement within the company. [1] 
The second stage – Service Design (SD) – provides guidance for the design and 
development of services and Service Management processes. The scope includes new 
services and the changes and improvements necessary to increase or maintain value to 
customers over the lifecycle of services.  
The scope of SD also designs: 
 New and changed services 
 Service management systems and tools (e.g. Service Portfolio) 
 Technology architecture and management systems 
 Processes required 
 Measurement methods and metrics 
The value of SD to business is: 
 Reduced total cost of ownership (TCO) 
 Improved quality and consistency of service 
 Easier implementation of new/changed services 
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 Improved service alignment 
 More effective service improvement 
 Improved IT governance 
 More effective ITSM 
 Improved information and decision making 
Basically, SD describes how to move services from development into production 
effectively, guidance on managing changes to services and guidance on transferring 
control of services between providers. 
One particular section of the SD describes the fitting of the Information Security within 
the organization. This is based on Information Security Management System (ISMS), 
known as ISO/IEC 27002. 
 
2.2 ISMS 
Information Security Management System is an information security standard created 
by International Organization for Standardization (ISO) and by the International 
Electrotechnical Commission (IEC), therefore the name ISO/IEC 27002. 
ISO/IEC 27002 provides Best Practices and recommendations on information security 
management for use in initiating, implementing and maintaining of ISMS. 
Consisting of 15 sections, only some of them are partially described. These are Security 
Policy (Section 5), Organization of Information Security (Section 6), Physical and 
Environmental Security (Section 9), Access Control (Section 11), Information systems 
acquisition, development and maintenance (Section 12) and Information security 
incident management (Section 13). [2] 




2.3 ISO/IEC 27034 
ISO/IEC 27034 offers guidance on information security to those specifying, 
designing/programming or procuring, implementing and using application systems, in 
other words business and IT managers, developers and auditors, and ultimately the end-
users of application systems.  The aim is to ensure that computer applications deliver 
the desired/necessary level of security in support of the organization’s Information 
Security Management System. [3] 
The multi-part standard provides guidance on specifying, designing/selecting and 
implementing information security controls through a set of processes integrated 
throughout an organization’s Systems Development Life Cycles (SDLC).  It is process-
oriented. 
It covers software applications developed internally, by external acquisition, 
outsourcing/offshoring or through hybrid approaches.   
It addresses all aspects from determining information security requirements, to 
protecting information accessed by an application as well as preventing unauthorized 
use and/or actions of an application. 
The standard is SDLC-method-agnostic: it does not mandate one or more specific 
development methods, approaches or stages but is written in a general manner to be 
applicable to them all.  In this way, it complements other systems development 
standards and methods without conflicting with them. [4] 
ISO/IEC 27034 consists of 6 parts, of which the first one was published in 2011 and the 
remaining ones are in (pre-)draft, planned to be available in 2014-5. Description of all 
parts follows. 
 ISO/IEC 27034-1:2011 – Application security: Overview and concepts – 
describes a process approach to specifying, designing, developing, testing, 




 ISO/IEC 27034-2: Organization normative framework (draft) – explains the 
relationships and interdependencies between processes in the Organization 
Normative Framework. 
 ISO/IEC 27034-3: Application security management process (pre-draft) – 
describes the information security relevant processes in an application 
development project and their relationships and interdependencies. 
 ISO/IEC 27034-4: Application security validation (pre-draft) - describes an 
application security validation and certification process to assess and compare 
the ‘level of trust’ of an application system against information security 
requirements. 
 ISO/IEC 27034-5: Protocols and application security control data structure 
(draft) – defines the ASC data structure, providing requirements, descriptions, 
graphical representations and XML schema for the data model. 
 ISO/IEC 27034-6: Security guidance for specific applications (draft) – provides 
examples of ASC tailored for “specific application security requirements”.  
 
2.3.1 Relationship to other International standards 
ISO/IEC 27034 standard is related to other standards, as seen in Figure 1 – Relationship 
to other International Standards. 
These four standards provide controls as sources to ISO/IEC 27034. 
 ISO/IEC 15408: Evaluation Criteria for IT Security – provides requirements 
and action elements that an organization can implement as Application Security 
Controls (ACS). 
 ISO/IEC 21827: Capability Maturity Model Security – provides security 
engineering base practices that an organization can implement as ACS. 
 ISO/IEC 27002: Code of Practice for Information Security Controls – provides 
practices that an organization can implement as ACS. [5] 
 ISO/IEC 29193: Secure System Engineering: Principles and Techniques – 
provides guidance for secure system engineering of ICT systems or products that 



























































































Figure 1 – Relationship to other International Standards 
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ISO/IEC 27034 stands as a baseline to following four standards. 
 ISO/IEC 27001: ISMS Requirements – ISO/IEC 27034 helps to implement, 
with a scope limited to application security, recommendations from ISO/IEC 
27001. [6] 
 ISO/IEC 27005: Information Security Risk Management – ISO/IEC 27034 
helps to implement, with a scope limited to application security, the risk 
management process. 
 ISO/IEC 15026: System and Software Assurance – use of processes and 
Application Security Controls from ISO/IEC 27034 in application projects 
directly provides assurance cases about the security of the application. 
 ISO/IEC 15443: A Framework for IT Assurance – ISO/IEC 27034 helps to 
enforce and reflect the principles of security assurance from ISO/IEC TR 15443-
1 (Overview and framework) and to contribute to the assurance cases of 
ISO/IEC TR 15443-3 (Analysis of assurance methods). 
ISO/IEC 27034 provides baseline for security processes and activities to following 
standards. 
 ISO/IEC 12207: Software Life-Cycle Processes – establishes a process of 
lifecycle for software, including processes and activities applied during the 
acquisition and configuration of the services of the system. 
 ISO/IEC 15288: System Life-Cycle Processes – covers processes and life cycle 




2.4 Deming’s cycle 
To ensure the quality, existing processes and procedures must be constantly improved. 
Among many methods, widely is used a method called PDCA or Deming’s cycle. This 
control cycle was made popular by Dr. W. Edwards Deming. It has four phases – Plan, 
Do, Check and Act (Adjust). After the end they repeat, it’s an iterative approach. 
Plan – in this phase, the current processes are updated and future results are being 
forecasted. 
Do – during the second phase, the plan is implemented, processes are followed and 
procedures are executed. 
Check – the third phase is used for collecting of results which are then compared to 
expected outputs, targeted during the first phase. 
Act – the last phase consists of corrective actions which must be used to improve the 
results which were discovered during the third phase.  














Figure 2 – Deming's cycle 
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2.5 ISO/OSI network model 
This model represents internal functions of a communication system of the whole 
infrastructure, divided into 7 abstract layers, shown in Figure 3 – ISO/OSI model. [7] 
The layers are independent from each other, but provide services to the layer above and 
serve the layer below. 
Tools used in corporate environment covered by ISO/IEC 27034 are running on top 
three layers from the 7 layer ISO/OSI model (numbered from bottom, where Physical 
Layer is layer 1). These three layers are Application Layer, Presentation Layer and 
Session Layer. They are partly affected also by the 4
th
 layer – Transport Layer.  
The Session Layer (5) – controls connections between local and remote application, 
their start, operation and end. 
The Presentation Layer (6) – translates the data representation between application and 
network formats. 
The Application Layer (7) – interacts with software applications containing component 
communicating over network. 




This chapter describes some of the applications and tools which are used in the 




The NetIQ Corporation offers many solutions for enterprise environment. They are 
trying to offer such solutions that are not just simple software, but a whole package of 
intelligent tools. Real-world scenarios taken from the SMEs and large companies are 
used to provide reliable control over day by day business.  
NetIQ has developed more than 25 different solutions for various areas, such as Identity 
& Access Governance, Access Management, Security Management, Systems & 
Application Management, Workload management or Service Management.  
All these solutions are recognized by wide range of industries with hundreds of 
customers, among which are governments, shipping companies, pharmaceutical, health 
care and high-tech firms, banks and educational institutions. 
Large companies use many solutions from NetIQ, but only two are described – NetIQ 
Sentinel Log Manager (SLM) and NetIQ Secure Configuration Manager (SCM). 
 
3.1.1 SLM Description 
The first one is called the NetIQ Sentinel Log Manager (SLM) and belongs to Security 
Management. Sentinel was developed with help of Novell which still handles many 
support functions. Sentinel is a Security Information and Event Management (SIEM) 
solution that receives information from many sources throughout an enterprise, 
standardizes it, prioritizes it, and presents it to you to make threat, risk, and policy 
decisions. Sentinel delivers real-time monitoring and remediation for automated 
security and compliance. It provides high event-rate processing, long-term data 
retention, regional data aggregation and simple searching and reporting functionality for 
a broad range of applications and devices, such as intrusion detection systems, routers, 
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switches, databases, operating systems or antivirus applications. With a single view of 
security and compliance events across the enterprise, the NetIQ Sentinel Log Manager 
combines identity management and security events management for real-time. The 
application streamlines labour-intensive and error-prone processes, cuts costs through 
automation and enables the delivering of a more rigorous security and compliance 
program. [8] 
The Sentinel architecture consists of three modules – Sentinel Server, Collector 
Manager and Correlation Engine. It has been also tested and certified to work in a high 
availability environment and supports disaster recovery architectures. For HA, the 
following is needed: 
 Redundant, clustered Sentinel nodes 
 Access to shared data storage 
 Virtual IP addresses that can be used to transparently shift from a failed node to 
another 
 Cluster solutions such as Cluster Resource Agent or LSB scripts used on Linux 
Enterprise HA Systems 
 
3.1.2 SLM Requirements 
Sentinel is an enterprise environment solution and therefore the requirements respond to 
the proposed usage. The minimum hardware requirements to install Sentinel are: 
 Memory: 6.7 GB 
 Hard Disk: 4 x 500 GB, 7.2k RPM drivers running on RAID 1 with 256 MB 
cache or an equivalent storage network area (SAN) 
 Processors: One Intel Xeon X5470 3.33 GHz (4 core) CPU 
Sentinel is supported on following operating systems: 
 SUSE Linux Enterprise Server (SLES) 11 SP1 
 Red Hat Enterprise Linux (RHEL) 6 
Virtual machines supported: 
 VMware ESX 4.0 
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 Xen 4.0 
 Hyper-V Server 2008 R2DVD ISO file only 
NetIQ also provides a DVD ISO file that installs SLES 11 SP1 64-bit and Sentinel on: 
 Hyper-V Server 2008 R2 
 Hardware without an operating system installed 
Part of required modules of Sentinel is also an embedded storage system and a database. 
However, it’s possible to synchronize stored data to an external database which can be 
run under Oracle version 11g R2 or Microsoft SQL Server 2008 R2 as the data 
warehouse. [9] 
 
3.1.3 SLM Usage 
 




SLM receives from the Collector Manager two different streams of data: the raw data 
and the event data. The data is sent to local storage on a regular basis which depends on 
the chosen setting. The raw data is unprocessed events received by the Connector, 
which are sent directly to SLM server without any filtering. Example of a raw data 
record: 
{  
  "EventDate":"04\/10\/2013 09:12:43.354",  
  "EventRecordID":"4F155F12-3C72-C172-A61C-4B6E8AC6CDCA",  
  "RawData":"Apr 10 09:12:03 packet sent to location #1354",  
"RawDataHash":"efbeaeda166e82ea4fe94adbbbaa48276412b00d940492ad08bc779 
20e88e888", 
  "EventSourceManagerID":"C76D2820-C395-1029-65CA-11ECCC887540",  
  "CollectorID":"4F155F12-3C72-C172-A61C-000C29A9C3DB",  
  "EventSourceGroupID":"4F155F12-3C72-C172-A61C-000C29A9C3DB",  
  "EventSourceID":"4F155F12-3C72-C172-A61C-000C29A9C3DB",  
  "ChainID":" 19708741449024",  
  "ChainSequence":"0"  
} 
 
Each bulk of data, captured by one hour, is stored in the partition, older inactive data is 
renamed to match the current date and time, compressed and sent to local or network 
storage location. 
The event data is processed by the Collector running on the Collector Manager and is 
filtered by several rules based on the event source, indicator or ID. The event data is 
saved after two days, always for 24 hour bulk of data. Again, the data is compressed and 
saved to local or network storage and a new partition is created. The compression is 
very effective up to 10:1 ratio. 
A central partition index is created at the beginning of the capturing and maintains the 
information about location of all partitions. Therefore it’s easy to look for an exact 
event if the data and time is known, the tool just mounts the requested partition and 
doesn’t have to migrate the data back to short-term storage. 
The events are managed via the WebGUI which shows several reports or allows to 
search among the events in the whole environment (Figure 5 – SLM report). 
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It’s also possible to see the statistics for the last 90 days and compare it to current 
Event-Per-Second ratio. 
Several built-in reports, such as daily, weekly or TOP10 report, are an ideal tool for 
transparency and log analysis for daily business or in case of a specific security issue. 
One-click reporting is available for export or saving as *.csv, *.xls or *.pdf files. 
 
Figure 5 – SLM report 
 
3.1.4 SCM Description 
The second tool used in the company environment is called NetIQ Secure Configuration 
Manager – SCM. SCM’s modules automatically identify configuration problems and 
vulnerabilities before those can result to breaches or failed audit, for example missing 
patches, dangerous services, exposed accounts, passwords or user permissions. Other 
module provides powerful risk management via reporting of all vulnerabilities found on 
servers and their prioritizing. Security and compliance reports display intuitively and 
quickly those information that are used by administrator teams for fast remediation 






NetIQ SCM delivers: 
Configuration assessment – provides customizable policy templates that 
automatically check system configurations and creates reports of total and 
managed risks. 
Vulnerability assessment – identifies host flaws by comparing them against the 
security intelligence and reports the frequency and location of vulnerabilities. 
User entitlement reporting – checks user permissions and answers who has 
access to which level of information. 
Base lining and delta reporting – reports changes in system and user 
configurations and provides security information which are used for quick 
remediation activities. 
Security and Compliance Dashboard – intuitively displays security and 
compliance reports. 
Business exception management – ensures that excluded risk are understood 
properly, managed and documented. [10] 
NetIQ SCM is supported on various operating systems, in the Windows environment, it 
runs on Windows Server 2000, Windows Server 2003, Windows Server 2008, Windows 
XP, Windows Vista, Windows 7, Windows 8, SQL Server 2000, SQL Server 2005, 
SQL Server 2008, Oracle 9i, 10g and 11g, IIS 5.0, IIS 6.0, IIS 7.0 and IIS 7.5, always 
both 32-bit and 64-bit versions. On Unix platform, it’s supported on AIX 5.1 and newer, 
CentOS  3.0 and newer, HP-UX 11.11 and newer, RHEL 2.1 and newer, SLES 8 and 
newer, SUN Solaris 8 and newer, VMware ESX 3.0.1 and newer and Oracle 9i, 10g and 
11g. [11] 
 
3.1.5 SCM Usage 
NetIQ SCM reports can be created directly from the Collector server or remotely via 
NetIQ Client. Access to this application is possible only with corporate ID after the 
responsible manager approved the request. 
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Various types of a report can be created. For brief overview, quick report with only the 
listed vulnerabilities is reported. Other option is to create full report which describes 
vulnerabilities with possible remediation activities that can be done. Extended full 
report describes all the possible vulnerabilities, including those which are not present, 
system settings, shares, drives, services, etc. 
 
Figure 6 – Endpoint overview 
Each of the found risk is scored based on the criticality of the risk. Low and medium 
risks are counted as 1 or 5, critical risks are counted as 10 or more. Each server report 
has a summary of the finding representing by a number, so in case of several server 
reports created in a short period of time, the system administrator is advised via this 
way to start to work on the most critical actions first. 
The extended report contains all the necessary data that can be used in audit. The first 
part is the Scoring Results for chosen Endpoint. Endpoint details are showing the host 
name, platform, used agent, IP address, major and minor version of the system and 






Figure 7 – Endpoint details 
Next section is the Endpoint results which are showing the Risk Category, total number 
of risks, excepted risks, managed risks and failed security checks, as shown on (Figure 8 
– Endpoint results) below. 
 
Figure 8 – Endpoint results 
Following section shows the Highest Scoring Security Checks where are listed the top 
10 most critical vulnerabilities, as described and set up on the NetIQ SCM server. It 
doesn’t matter if the vulnerability is found on the server or not, if it’s not found, the 
actual value is 0, it it’s found, then it depends on the criticality, it can be 1, 5, 10 or even 
more. 
Depending on the company, most critical are shares with full control for everyone, 
accounts with blanks passwords, local policies and others. 
In the next section, all security checks are listed, again it doesn’t matter if they are 
found on the server or not. These checks are configured on the NetIQ SCM server and 




The following part of the report is called the Detailed Data of Endpoint. This section 
describes all the findings, each of the finding has a review row with information about 
the Threat Factor, Expected Value, Actual Value, Total Risk, Managed Risk and 
Excepted Risk. 
 
Figure 9 – Finding information 
The next part consists of all the services running on the server, their displayed name, 
status and start-up type. This data can be used again mostly for audit or for monitoring 
purposes.  
Following section describes shares which might be file shares or administrative shares. 
All shared folders are listed with their share name, type, local path and the special share 
flag in case of administrative share type. 
To this section belongs also the administrative access list in which all the group names 
with their user membership and group membership are dumped. 
The last category of the report is a detailed Police Template Summary where for each 
security check, description, explanation, risk, remediation, comments and other values 
are written. This part can have up to 200 pages per one server. 
Reports can be created by server, host name, VLAN, site, location, operating system or 
other option which can save a lot of time for audit purposes. 
The reports are created in real time, so if a remediation activity has removed any 
vulnerability from the server, in the new report it’s visible immediately. 
Each of the vulnerability found can be excepted for an amount of time, based on 
company policies or audit requirements. These are possible for selected or each server 






RSAM tool developed by RSAM Company offers modular solutions for enterprise 
environment. These solutions are used for phased approach to Governance, Risk and 
Compliance (GRC) management. Solutions presented by RSAM are very intuitive and 
enable quick deployment in various areas, such as Assessment, Audit Management 
Compliance Management, Enterprise Risk, Incident Management, Issue & Remediation 
Tracking, Policy Management, Exceptions Management, Threat & Vulnerability 
Management and Vendor Risk Management. In case of need, RSAM offers a special 
framework on which the customers can build their own solutions. 
 
3.2.1 Description 
RSAM used in company environment is based on the NetIQ solution described in the 
previous subchapter. All NetIQ findings from a specific server are scanned and added to 
the RSAM database running on a hosting database server accessible from the intranet. 
Access to this DB have only users who requested access via the management interface 
and were approved by Business lead or other responsible entity. Findings are then 
accessible on a website and all findings are visibly sorted. Servers can be added to 
categories, based on location, operating system or version of the scanning tool. Findings 
can be sorted by various views, such as vulnerability name, server name, date of last 
scan, etc. All findings can be exported to many formats, for example *.csv, *.xls, *.ods 
and many others. 
 
3.2.2 Usage 
The scanning works in a fully automatic or semi-automatic way. The fully automatic 
scan is done regularly according to set up parameters, usually once a week, generating 
full report of all servers which are added to one site, having the same version of 
operating system or other chosen preferences. The other possibility is to trigger the 
scanning on demand, such as in cases a new server is added to the site or significant 




All findings are divided into categories. The labelling of the category has in the first 
place the type of the operating system, then the specific number and then a short 
description of the finding. Some examples follow: 
AIX - 1.2.6.1.1 - root ownership of /usr 
Win2K8 - 4.1.2.1.3 - Enable ICMP Redirect 
Solaris - 1.2.13.2.12 - Disable NFS 
Linux - 2.1.1.1.7 - Minimum days before password change (users) 
This helps to determine the type of the operating system and quickly choose the correct 
documentation of the vulnerabilities that is used for all remediation activities. 
 
3.2.4 Exceptions and operational notations 
In some cases, found vulnerabilities cannot be removed from the server, because this 
would impact the functionality of server or application with specific settings. These 
findings can be divided to two categories – exceptions and operational notations. 
Exceptions are valid only for a limited period of time, usually for 1, 3 or 6 months, in 
some special cases up to 12 months, which is the longest available time period. During 
this time, corrective actions must be performed. The server or application must be 
compliant after a period of selected time and the excepted vulnerability must be 
removed by means of a new version of tool covering found defects, by usage of a 
different solution or by complete removal of the error. 
Operational notations are another type of finding that cannot be removed because it 
would affect the functionality of the server or application. This can be, for example, 
usage of MS SQL database on Wintel platform, where several SQL groups are added to 
local privileges with administrative permissions, or installation of Oracle database on 
AIX server, which changes the standard permissions of /var and /usr. 
All these changes can be done directly in the RSAM database. Doing this would remove 
the finding for an exact amount of time, usually the same as the exception has. This 
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helps to manage all the vulnerabilities for a given timeframe when an audit is taking 
place.  
Each of the manually updated vulnerability, doesn’t matter if exception or operational 
notation, must have a valid business explanation which is always checked and 
confirmed by senior administrator. This prevents from using generic descriptions and 
insures the explanation will be correct. 
 
3.3 Patchlink 
Patchlink or PLU agent was developed by Lumension Security, Inc. and is offering their 
solutions for Proactive endpoint management to various companies around the globe in 
financial, healthcare, manufacturing and retail industries or public sector, such as banks, 
welfare organizations, insurance companies, law firms, air carriers and many more. 
Lumension has created many applications for increase of operational efficiency – risk 
management, protection of company’s vital information and demonstration of 
compliance with regulatory and industry standards. 
 
3.3.1 Description 
For large IT environments, the computer network becomes very complex and the 
company must know how to ensure that the maintenance of the whole infrastructure is 
managed properly. It’s important to standardize the endpoint configuration and to 
automatize the patch management system. Not only the operating system and 
production applications must be covered, also all the 3
rd
 party programs vulnerabilities 
must be eliminated, because breaches through these 3
rd
 party applications are getting 
more and more common. According to SANS Institute, patching of client-side software 
is the number one security priority. [12]  
Global patch management is not offered by many companies. For example, Microsoft 
uses their Windows Update tool only for Microsoft and some other chosen applications, 
but not for all of those, which are installed on the server or client computer. This might 
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cause several critical problems as about 80 % of all vulnerabilities are from applications 
which are not originated from or supported by Microsoft. 
Therefore it’s very important, mostly in enterprise environment, to have a solution 
which would cover all the applications installed on the machine, including legacy and 
3
rd
 party tools. Lumension offers a centralized solution with automatic discovery, 
assessment and remediation for heterogeneous endpoint environments which also 
proactively points to important news and key issues. 
Patchlink simplifies the whole patch management for operating system and applications 
which helps to manage threats and risks in the whole environment; exposure of malware 
is decreased significantly. Key points are: 
 Heterogeneous OS support – Apple Mac OS X 10.5+, CentOS 5.0+, HP-UX 
11.11+, AIX 5.2+, Windows XP+, Windows Server 2003+, Novell SUSE Linux 
10+, Oracle 9i+ and many others on various architectures (x86, x64, PowerPC, 
Itanium, SPARC) 
 Integrated asset discovery – whole environment is scanned and new devices 
are added automatically, applies for physical and virtual machines 
 Automated policy baselines – patches, configurations and updates are deployed 
automatically based on setup criteria 
 Power management – tools uses Wake-on-LAN to start computers, deploys 
patches and puts computer back to sleep 
 Extensibility and customization – configuration templates, custom tasks, 
scripts, software deployment and removal plans 
 Many others… 
 
3.3.2 Requirements 
The requirements for Agent installation on Windows are following: 
 500 MHz processor or higher 
 256 MB RAM for Windows XP and 1 GB RAM for Windows Vista and newer 
 1 GB of free disk space 
 10 Mbps network connection  
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 Ports 80, 443 opened 
 Windows Installer 2.0 or newer 
 Microsoft Internet Explorer 5.01 or newer 
 Sufficient free disk space to download and install patches 
The requirements for Agent installation on Linux, UNIX and MAC are following: 
 Presence of /tmp directory 
 150 MB of free disk space 
 500 MHz processor or higher 
 256 MB RAM 
 10 Mbps network connection  
 Sufficient free disk space to download and install patches [13] 
 
3.3.3 Usage 
In the beginning, it’s very important to obtain the complete visibility of the 
heterogeneous environment. Proactive discovery of all client and server computers, 
printers and storage is crucial. Through in-depth scans, flexible grouping and 
classification possibilities, these assets are managed. All the possible issues they might 
be exploited must be proactively identified.  
 
Figure 10 – How Patching and Remediation works 
 Then a deep analysis of the whole environment is completed. This shows the 
application and security configuration and vulnerabilities can be assessed. First it’s 
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advised to focus on the most critical security risks as these possess the highest threat to 
the company. After the scan, patches are deployed to the whole network. By simplifying 
the process, maintenance of the secured environment is continuously monitored and 
detections and new vulnerabilities are covered automatically. Via the final reporting, 
assessment and remediation information is available on a single management console.  
Usually, the management console can be used for searching and filtering of patches 
which are and are not deployed on the server, group of servers or whole site. All patches 
have their patch number, name and content type. This type shows the criticality of the 
vulnerability and also the category, it might be critical or recommended update, or an 
update for software. Progress of the deployment is also visible, in case of an error, this 
is clearly showed and the patch can be deployed again. In case the server must be 
rebooted or shutdown, it can be done via the console too. 
Exports of patches are possible by several categories, such as patches available, 
deployed and deployed after check, patches not applied and many others. 
This whole process can be automatized and scheduled for chosen patches, server or 
several servers; the administrator just checks the progress at the end. Therefore the 
patches can be deployed at night automatically when there’s no impact on production 
environment. 
Besides patches, also security packages can be spread over the network. These packages 
can contain environment settings, updates of local policies, registries and permissions, 
which make the agent a perfect tool for remediation activities and for correction of 
security vulnerabilities. This can be done again within the whole network, per sites or 
per chosen servers. Usage is the same as in case of patching, automation for such case 
of the server cleaning saves a lot of time and human resources and hundreds of servers 






Server Resource Management is a Web based application created by IBM which allows 
reporting of historical trends of server and resource utilization, such as CPU, RAM and 
disk utilization. Several additional programs and application are used for collecting of 
data, storing it to DB2 database and reporting of the utilization data on the Web.  
 
3.4.1 Description 
The Server Resource Management architecture involves multiple components: Data 
Generation, Data Collection, Data Analysis and Data Presentation.  
 
Figure 11 – Server Resource Management Architecture 
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Each functional component accommodates processing variables, such as platform data 
generation options, network access and firewall requirements, database schema 
requirements, data security and user reporting presentation options. These components 
deliver a seamless end-to-end application solution with daily processing to create the 
reporting deliverables. The Server Resource Management architecture continues to be 
refined as new requirements are placed on the application. 
Reports are divided into two categories; account level and server level. Server-level 
reports report on a single server, whereas account-level reports provide data for multiple 
servers. 
Server Resource Management data collection agents are installed on UNIX or Windows 
machines, data is pulled at the end of each server day, summarized, stored into a DB2 
database for retention and made available for Web reporting. Data retention is set to 7 
days of 15-minute data, 35 days of hourly data, 90 days of daily data, 60 weeks of 
weekly data and 36 months of monthly data. 
 
3.4.2 Requirements 
SRM has very low system requirements which include: 
 500 MHz processor or higher 
 256 MB RAM for Windows Servers 2000/2003/2008 and newer (both 32-bit 
and 64-bit versions are supported) 
 100 MB of free disk space (4 MB for file installation and the rest for reports) 
SRM reports can be viewed in all browsers that support Java and JavaScript. At the 
moment these are Mozilla Firefox 3.0+, Opera 8.0+, Google Chrome 2.0+, Internet 
Explorer 7.x+ and many others. [14] 
3.4.3 Usage 
The SRM performance reports display various daily/weekly/monthly server resource 
trends covering the UNIX, Windows, and Linux server platforms within the chosen 




Several query options apply to Performance reports which can show: 
 Server utilization – CPU performance including memory and paging 
 Disk utilization – disk summary 
 Disk detail – detailed information about all physical volumes on a server 
(amount used, total size) 
 File System Detail – detailed information about all logical volumes or file 
systems on a server (amount used, total size) 
 Disk I/O Statistics – disk performance using thresholds 
 Network Traffic – Network performance (UNIX, Linux only) 
 Processor/Memory Summary – Processor and memory measurements 
 Server Trend Report – processor, memory, and disk utilization measurements 
 Resource Utilization – processor, memory, and disk utilization measurements 
 Configuration Summary – server configuration information 
 Many more… 
Saved queries can be reported based on schedule, the output can be stored on the website 
and access after logging in or sent via email to one or several addresses. Reports can run 
only once, daily at a chosen time, weekly on a chosen day of a week or monthly on a chosen 
day of the month. It’s also possible to keep history of up to 10 versions of report for each 
schedule. Reports can be sent in many formats, such as *.csv, *.rtf, *.xml and others. [15] 
 
3.5 MIR, EnCase and other tools 
Several other tools are used for data collection and reporting, such as MIR and EnCase. 
MIR (shortcut for Mandiant Intelligence Response) is a tool created by company 
Mandiant which is a leader in advanced threat detections and response solutions. The 
tool collects evidence from possibly compromised systems within the enterprise 
network. The collected data can be reviewed by investigators and presented as evidence 
in criminal or civil litigations. 
EnCase is a tool developed by Guidance Software used for cyber security, e-discovery 
and forensic purposes. The data gathered from disks, RAM, documents, images, web 
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pages and other files is analysed. Findings are exported to reports automatically which 
helps investigators to identify relevant evidence. 
Other tools include for example HIPS (Host Intrusion Prevention System) and many 





4 Processes and projects 
Processes and projects in this chapter are used in the enterprise environment to maintain 
high quality and low impact on the scope managed. 
 
4.1 IPC management 
To have the overall overview of the environment, each company must use an Incident, 
Problem and Change management tool. It’s a set of applications providing necessary 
possibilities for tracking of incidents, problems and changes in the Information System 
of the company. Examples of IPC tools are ManageNow, Remedy and Maximo. 
Incident is an unplanned interruption to an IT Service or a reduction in the Quality of 
an IT Service. [1] The objective is to restore the service functionality as quickly as 
possible, not to make it working perfectly. It’s acceptable to use a workaround instead 
of a proper corrective action. 
Problem is a repetitive occurrence of an incident. To solve a problem, a process called 
Root Cause Analysis (RCA) is used. 
Change is a planned addition, modification or removal of a Configuration Item with 
benefit to the environment. 
Each incident is created under specified severity. This number defines the criticality and 
the impact on the environment. The categorization is in each company different, 
numbers or letters are widely used. The criticality is usually divided into 4 levels with 
specified reaction and problem solving time based on the contract: 
 Severity 1 – Fatal issue, SLA 4 hours 
 Severity 2 – Critical issue, SLA 16 hours 
 Severity 3 – Highly important issue, SLA 48 hours 
 Severity 4 – Low impact issue, SLA 96 hours 
 
For an effective and efficient IT service delivery, it’s necessary to have the capability to 
implement many changes correctly. Therefore there exists a similar categorization of 
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the lead time for changes, which was created based on best practices in large 
conglomerates: 
 Category 1 – Lead time 15 business days 
 Category 2 – Lead time 10 business days 
 Category 3 – Lead time 5 business days 
 Category 4 – Lead time 2 business days 
 Category 5 – Lead time 1 business day 
Changes with impact must be raised at least in Category 3, so the affected business has 
enough time to check the plan. 
To have a stabilized environment, all incidents, changes and requests must be handled 
properly and must be recorded. Such requests are usually called Request for Service 
(RFS) or Request for Change (RFC) and have a standard template. 
 
4.2 Root cause analysis 
Root cause analysis is a method which is used to identify the real root cause of an event 
or a problem. Instead of pointing to the real cause directly, the root cause analysis is 
aiming to solve the problem by finding all the related actions which ended in to the 
happening of a problem. RCA is a reactive method of identification of the cause which 
triggered the problem, because it tries to solve the problem after it happened. 
The primary goal of the RCA is to determine the factors that contributed to the problem. 
Over the times, several methods were created, two of them are widely used – Fishbone 
diagram and 5 WHYs method. 
 
4.2.1 Fishbone diagram 
Fishbone or Ishikawa diagram was created by Kaoru Ishikawa in the late 60’s. There 
are several variants of the Fishbone diagram, in service industry is used the 5 Ss version 
where the main bones are Surroundings, Suppliers, Systems, Skills and Safety. All the 
38 
 
bone parts are related with each other and show the key relationship among the 
variables and possible causes of the specific event. [16]  
  
Figure 12 – Fishbone diagram for service industry 
 
4.2.2 5 Whys method 
The 5 Whys method is used to determine the exact cause of the problem. Realistic 
expectations are essential; it takes time to perform the analysis. Also, it takes time to 
implement and see the results from the actions. Fundamental change will not occur 
immediately. The following diagram illustrates the flow of the RCCA method. Four 
steps are followed. 
Step 1 – Understand the problem: 
 Inspect the evidence 
 Localize and quantify the impact  
 Verify that the problem constitutes more than anecdotal evidence (stories) or 
individual situations 
Step 2 – Describe specific possible causes:  
 Explore the chain of causes and effects  















 Form specific hypotheses or cause descriptions 
 
 
       UNDERSTAND THE PROBLEM 
 Inspecting the evidence 
 Localizing and quantifying the impact 
 
 
SPECIFIC POSSIBLE CAUSES 
 Exploring the chain of causes and 
effects 
 Applying 5 Whys technique 
 Forming specific hypothesis or cause 
descriptions 
 
PROVING AND ACTING ON 
THE REAL CAUSES 
 Getting the data that proves or 
disproves the hypothesis 
 For proven causes, designing specific 
actions 
 Assigning an owner and tracking 
progress 
 
Using the "5 Whys" technique is helpful in stage 2 of a Root Cause Analysis. This 
technique helps to develop understanding of the scenario and the dynamics that produce 
problems.  
Step 3 – Prove and act on the real causes: 
 Get the data that proves or disproves your hypotheses  
 For proven causes, design specific actions  
Assess results 
and feedback 
Figure 13 – 5 Whys method 
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 Assign an owner and track progress 
Step 4 – Assess results and feedback 
[17]  
 
Table 1 – 5 Whys method 
Question Business example 
What is the problem? Server is down on daily basis 
#1 Why does the problem exist? Obsolete NW Card driver causes freeze. 
#2 Why is the driver obsolete? The card driver wasn’t upgraded for 2 years. 
#3 Why wasn’t the driver upgraded? The server owner is not checking HW drivers 
on regular basis. 
#4 Why isn’t he checking it? The server owner doesn’t have regular check of 
driver for this server in plan. 
#5 Why doesn’t he have the check? Process to check HW drivers is missing. 
 
4.2.3 RCA Principles 
The primary goal to identify the root cause is to find one or more past actions or 
inactions which resulted in the problem. These actions had affected factors which later 
contributed to the problem. Factors can have different power, most important are the 
key factors. 
RCA must be solved in sequence, a systematic approach is required to document all 
possible influences, causes and contributors. The overall solving process must be also 
well documented, so it’s possible to get to any previous point anytime. Identification of 
all the solutions can bring financial savings by preventing the problem from occurring 
again in the future. If there are two similar solutions available, the cheaper and simpler 
one is favoured. Therefore a well-documented RCA can help not only the team that 
caused the issue, but also to other teams, if the gained knowledge is shared. Several 
methods of distribution of the RCA are used, in big companies, very often Lessons 
Learned are pushed to all teams. These must be again very well documented. 
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A well prepared RCA should lead to updates of processes and procedures, so the event 
won’t occur again in the future. This is not always easy, very often a managerial input is 
required because usually many team members do not like to adapt to changes as it’s 
considered as a threat to the team.  
RCAs can lead to a different approach to problems. Teams with low amount of 
problems like to keep their productivity high and numbers of issues as minimal as 
possible. Teams try to invest some of their time to increase the overall quality, improve 
the processes, so they spend less time with investigation and solving of problem. With a 
good managerial guidance, reactive approach to problems can be slowly changed to 
proactive approach which again significantly decreases the number of issues and 
problems over time. 
 
4.2.4 RCA based corrective actions 
Without knowing the root cause, the corrective actions cannot be created and followed. 
It’s advised to go through these actions and meet all of them one-by-one: 
 Problem must be described only by facts, attributes and raw data, no personal 
involvement such as emotions and feelings can be used 
 All information and evidence must be collected and categorized by timeline 
 5 Whys method is used for identification of a root cause step by step 
 Actions which could have been taken to stop the problem from occurring or 
elimination must be found 
 Possible side root causes or issues that affected the problem must be indicated 
 Identification of effective solutions that prevent the event from happening and 
don’t cause new problems must be clearly described and used 
 Root cause corrections must be implemented 
 Changes and corrections must be observed 
 If the problem is not solved, new methods to avoid the problem from happening 
again must be found 
 Quality must be ensured by using of Deming’s cycle or similar approach 
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For the RCA filling is always responsible the manager of the administrator who caused 
the outage. This can be delegated to another person within the team in case the person is 
not available. According to internal processes, the RCA investigation must be launched 
within 3 business days from detection of the problem. The exact time for the RCA to be 
completed is not stated, but it’s advised to have it done as soon as possible, possibly not 
later than 10 business days. The quality team is regularly asking for updates, checking 
the progress and ensuring that the RCA is fulfilled properly. After the RCA is 
completed, it must be approved by the team representative, usually team leader and/or 
manager, the quality team and if the outage was influencing the customer, then by him 
as well. 
RCA is stored in the RCA database with specific number, description and details. 
Corrective actions created within the RCA are followed up regularly and the progress is 
added to the comments. 
 
4.3 Project plan build and preparation 
The implementation phase starts when the business requests a new server solution. After 
it’s approved by the business unit and the technical and financial proposal is reviewed, 
the project plan begins. The deployment analyses the proposed solution, prepares the 
Migration plan, hardware and software needs and orders a machine. Hardware based on 
approved solution is ordered by ISR team from contracted vendors, the time of the 
delivery to location is planned according to contracts, usually not more than two weeks.  
Once the migration documents are ready, the Build kick off call is scheduled. 
Deployment team presents the migration plan and key points are discussed (application 
move, data management, go-live) with business contacts, additional status meetings are 
scheduled to track progress on the preparation. 
First, the ordered HW arrives to staging site. During this phase, all the necessary 
information is gathered. The staging phase is completed once the operating system is 
installed and the build checklist is completed.  
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After that, the HW is sent to target site where is then racked. Server is physically 
installed on the destination and connected to the network; the same applies also for 
requested external disk bay. This is done by remote site staff or contractors. The 
duration depends on business requirements and amount of work needed. 
Once the server is prepared from the HW perspective and connected to company 
network, the transition phase begins with sending the Server IN RFC. During this phase, 
all required monitoring and support applications and application databases are installed. 
Another RFC can be sent for the move of business applications or data transfer. This 
phase is usually the longest and often takes more than 2 weeks.  
The last phase is the completion phase. During this time, the business confirms that all 
the applications are tested, running properly and the server is fully operational. 
Confirmation of Completion is signed and saved to document database. [18] 
There are 4 types of transition requests: 
 New server – brand new server coming to scope 
 Refresh of a server – old server hardware being refreshed 
 Consolidation – two or more servers consolidated to a new one to decrease their 
number 
 Virtualization – physical server is removed and the data is moved to virtual 
machine instead 
 
4.3.1 Server transition 
The server transition process starts with the Server IN RFC sent by customer. That 
means that the server should be put to full production when the backup and monitoring 
is deployed and active.  
During the transition process, following actions are done by Wintel/Unix team: 
 Server is registered to HW server database and other supporting databases 
 Monitoring of server and attached external disk bay is placed and tested 
 Standard applications are installed and their functionality is checked 
 Server is registered to SRM tool 
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 Security patches are installed 
 Administrator/root password is reset, list of administrator accounts is reviewed 
 Data partition on the disk is created 
 Check if the DRAC/RSA card is working properly 
 Security agents are installed 
 For Virtual Machines, failover test between ESX hosts is performed 
 Shares are corrected and share permissions are reviewed 
 Active Directory is checked 
 DNS and WINS settings are corrected, UAR is disabled 
 Server database is updated 
 
Backup team set up the server backup and registers the server to automatic backup 
reports. PHC team check, if the server is patched to the latest security level, install 
Patchlink agent, generate NetIQ report and verify the security checklist. Database team 
check if the database monitoring and backup is working properly. 
To ensure all the checks are done properly, a QA checklist is prepared and filled under 
supervision of a Project manager. 
The role of the Project manager is to cover the transition by collecting all information 
relevant to HW, SW and applications from the customer. The PM plans two calls with 
the customer, the first one once the server is fully operational and the second one when 
the business applications are installed and tested. During these calls, the QA checklist is 
presented by the PM and all points must be confirmed by the business representative. 
After each call, the PM sends Meeting Minutes e-mail with follow up points and 
updated checklist to mandatory and optional recipients chosen by business unit and 
company management. 
The Confirmation of Completion is signed by the customer once all points are closed 




4.3.2 QA tracking sheet 
To ensure the quality of the service provided, a Quality Assurance (QA) checklist is 
prepared, filled and followed. This checklist in a form of a tracking sheet describes the 
overall server and application functionality.  
 
4.3.3 Security checklist 
To have the security set to latest security level and to ensure all possible vulnerabilities 
are removed, a Security Checklist is prepared and filled. This security checklist is 
prepared by Wintel team to reflect the newest changes in the production environment. 
These security settings are advised to be used by Microsoft and 3
rd
 party companies 
operating in IT industry. 
 
4.3.4 Server decommissioning 
When the customer wants to remove the server from production, a Server OUT Request 
is submitted. The RFC must contain the date when the server should be moved out of 
production. 
Following actions must be performed: 
 Server is removed from monitoring and monitoring tools are uninstalled 
 PHC team unplug the server from patching campaigns 
 Backup team stop the backups and remove the server from reports 
 Security and support tools are uninstalled 
 Boot file to prevent the automatic start is updated 
 Server is marked as “Decommissioned” in all databases 





This chapter describes how the processes must be compliant with standards and how the 
environment is maintained, so the safety is ensured. Also, in the subchapters, collection 
of test and results is explained, together with financial and time benefits.  
 
5.1 Controlled implementation 
Overall control over the environment is maintained by processes which are used within 
the company on all levels. These processes were developed over time and are 
standardized for the whole environment. The standardization is done by the company 
itself, by large suppliers, such as Microsoft or Oracle, or by 3
rd
 party companies. Having 
a standardized process for all actions in the company, the risks on the environment are 
significantly decreased. Following such processes we can ensure that any change in the 
scope will be managed properly.  
   
5.1.1 Validation 
To have the processes compliant with global standards, these must be validated by 
appropriate staff. After the process is prepared by the creator, it must be reviewed by 
several people. The first one to go through is the process owner (the creator and the 
owner might be the same person); he has to double check all sections. Once this is done, 
the next step of validation is performed by the team leader or manager. If the process is 
checked on the second level, it is assigned back to the process owner who starts the 
process approval during which all teams, which are impacted, must review it. After the 
approving is finished and all required teams agree, the document is saved to Knowledge 
Base database. Accountable for such process must be always the CIO, because only 
from his position in the company he can assure that the processes are always followed. 
All processes must be reviewed at least once a year and in case an update is required, 




5.1.2 Safe environment 
Safe environment brings several changes in the view on the whole company. If the 
servers are always set to follow standards, there is very low chance to have those 
compromised. Thus, even if the servers are compromised, cleaning of such issues is 
done in very short amount of time.  
Having a safe environment leads to lower number of security incidents from which 
benefits the company through lower costs for clean-up and SLAs in risk. Clean and safe 
environment is also a sign of a well-managed company and the trust from the clients, 
counter parts and departments is increased. High level of customer satisfaction enhances 
the sales power of the whole company and the customer’s willingness to continue in the 
cooperation and to expand it.  
 
5.2 Effective test and results collection 
In the beginning, when the processes are set up and the environment is built, the test and 
collection of results might be time and effort consuming, but deployment of automatic 
tools can decrease the duration and the actions can be automated. Once the environment 
is stable, the checking is done on daily or weekly basis. Few times per year, the 
independent corporate audit is planned and all the tests are done by autonomous entity. 
 
5.2.1 Daily business operations 
Regular testing and verification of the results is the only way how to achieve high level 
of security in the environment. These tests must be verified not less than once in two 
weeks, preferably once a week. Only this approach will expose any possible security 
breaches and provide enough time to clean the environment.  
The tests must be performed by an unbiased and independent team; this definitely 
cannot be the team who’s responsible for the finding clearance. It’s advised to have a 
stand-alone team which will verify all security settings and policies. In case a problem 
is found, this team can create an incident or a change for the technical team and request 
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the remediation activities. Automatic tools, such as RSAM, assist in report creation and 
the verifying team assigns the action to proper team. 
All findings must be immediately reported to the service management team who will 
track the clean-up and investigate why the problem occurred, what are the 
consequences, what’s the impact, etc.  
 
5.2.2 Corporate audit 
Once or twice a year, a corporate audit must be held. This is led by the auditing team 
within the company or hired from external organizations. The main goal of the audit is 
to go through the all sections of the company and verify all the operations in the 
environment from an independent point of view. For each finding, method of 5 C’s is 
used: 
1 Condition: Was the issue found? 
2 Criteria: Why weren’t the standards met? 
3 Cause: Why did the problem happen? 
4 Consequence: What is the outcome? 
5 Correction: What is the follow-up action? 
From the perspective of the application and server security, following checks must be 
done during the corporate audit: 
 Administrators and members of administrator groups 
 All user privileges on servers 
 Share permissions 
 Patch level of Operating system 
 Patch level of standard and required applications 
 Patch level of customer applications 
 Websites vulnerabilities 
 CMDB database being up-to-date 
 Users with access to server room 
 Cabling within the server room 
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 Locks on server racks 
 Etc. 
Outcome from the audit is reviewed by the management and follow-up actions are 
prepared and checked regularly. 
 
5.3 Financial and time benefits 
From the financial point of view, the properly managed environment costs much less 
than a normal non-standardized one. There are several examples of the financial and 
time gains when the standards and processes are followed. 
 
5.3.1 Hardware and software unification 
Unification of the environment helps to decrease the cost per unit managed. Having 
dozens of servers with the same hardware and software configuration makes the 
maintenance much easier. Unification decreases cost via: 
 Usage of same processes and procedures for installation and maintenance 
 Usage of same spare parts 
 Necessity of smaller warehouse for spare parts 
 Saving of time required for management of operating system, system and 
monitoring applications and tools, databases and backups 
Unification can decrease overall hardware costs, the environment requires less 
warehouse space for space parts and when ordering a large amount of same servers, 
distributors might offer significant discounts. Also, the software unification brings large 
amount of saved time, because all the used tools are managed the same way on each 




5.3.2 Direct labour cost 
The easiest cost to compute is the direct cost of the employees. The number of 
employees to cover the production must be set according to estimated work load and 
SLA. The management must be prepared not only for the BAU, but also for unexpected 
problems and issues. In case the SLA is strict, the number of employees must be higher 
and the costs are rising.  
Usage of advanced tools, such as NetIQ, helps to decrease unnecessary work load and 
to proactively ensure that the environment is secured. In the environment where not 
only administrators, but also users have access to the server, the health status checks 
must be reviewed regularly to meet the high security standards. The comparison of the 
NetIQ report check and the manual check is shown in the table below. 
Table 2 – Comparison  of manual and NetIQ server status check 
Task Number of servers Time to check 
NetIQ report check 1 5 minutes 
NetIQ report check 10 20 minutes 
Manual server check 1 30 minutes 
Manual server check 10 300 minutes 
 
As stated in the table, to check the NetIQ report of one server takes about 5 minutes, of 
which 3 minutes take to generate and deliver the report and about 2 minutes to check 
the statuses. To check 10 servers takes only about 20 minutes because one report can 
show statuses of several servers at the same time.  
If the administrator needs to check the server manually, he has to connect and go 
through several settings in different places in the OS. This must be done for all servers 
and cannot be done in any parallel kind of way. 
The larger the environment is, the more time it takes to go through all servers. Not 
having a tool which gathers all statuses to a simple report causes a large increase of 
costs. As an opposite, proactive tools can be programmed to send status reports 
regularly or just to send the reports if any changes occur. Using such tools is not only 
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cost reducing, but also time reducing and the administrators can focus on more 
important tasks and BAU. 
 
5.3.3 Cost of security breaches 
In properly set up and managed environment where all processes are followed in each 
phase, no security breaches should happen at all. Even if such problem occurs, the 
environment is prepared for this kind of issue. The systems are backed up regularly so 
in case the system is compromised, the OS and data backup is loaded to the machine, 
security breach is fixed, the settings are updated to prevent any similar attack and the 
machine comes back to production. The initial investments, which might be high, are 
returned in short period of time when the outages to production are shortened to the 
lowest possible level. 
 
5.3.4 Automation 
The main financial benefit for usage of automation is to absorb additional 
workload while having the same or even lower amount of staff. There are many 
basic, but necessary activities, such as reporting, gathering of data or results 
verification, which are done manually or semi-automatically. Wide implementation of 
automation in an organization can significantly decrease execution time for these 
activities. The unused staff can then absorb new workload and increase revenue and 
profits of the organization.  
From the financial point of view, investments to automation are returned very quickly. 
The organizations gains not only from increase of the production, but often also from 
the positive mind-set of the employees who don’t have to work on boring repetitive 
tasks anymore. 
Other benefit of the automation is elimination of human error. Once the tool or 
application is tested, there are no mistakes, which would cause any issues. 
Automatically created outputs are also available almost in real time, depending on the 
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amount of data to be processed. Also, the information is represented in any available 
form, from lists through graphs to pictures. 
 
5.3.5 Enabling of new businesses 
Nowadays, many companies outsource their IT departments to external companies 
which brings them saving of money, but often, these external providers do not know the 
specifics of their clients and the service is not hand tailored.  
It’s very difficult to bring new ideas and approaches, the market is saturated and the 
companies are competing very often only with the price. That’s becoming the only way 
how to drag over customers from their competitors. This is done usually by small 
companies which need to grow, but these providers do not have enough skill and 
finance to ensure their service provided to new customers will stay on the same level of 
quality with decreasing costs in the near future what is the main goal of outsourcing. 
Only large companies can provide not only quality, but also service development and 
deployment of new technologies. The biggest advantage is to guarantee safe 
environment, wide knowledge and the usage of new technologies which will increase 
the security to a whole new level. Having a ‘good name’ in providing of safe 
environment might convince lingering customers and attract new customers to come. 
 
5.4 Economical evaluation of risk 
To evaluate the safety from the economical point of view, it’s important to gather the 
relevant data and use it to count the reasonable safety. As shown in Figure 14 – 
Reasonable safety, reasonable safety equals to the breakeven point of the impact and 
cost. [19] 
From the financial perspective, it’s important to count the value of the company. It can 
be counted as three times the yearly turnover or as summarization of the company assets 
(amortized value of the machines and hardware, price of software licenses and keys, 
services and data – know-how and tacit knowledge). The expenses of the deployment 




Figure 14 – Reasonable safety 
Spending more money is not adequate because it’s not reflecting the costs of the 
deployment compared to the potential risk.  
Investments to application safety can be an example for this. Deployment of more and 
more security and monitoring tools shouldn’t outreach the breakeven point, because the 











This thesis was created based on a request from a company I’m currently working in. 
The goal was to write up a summary of all the requirements that must be covered by a 
company which is providing services of application and server hosting. The thesis is 
focused mainly on the environment security and many important processes are 
described. 
The thesis aims to provide a compact view of the environment and the prerequisites 
which must be followed to have a secure environment. Mentioned are also tools that 
help to maintain the quality and gather data used for proactive management of servers 
and applications. All these processes and tools are used to quantify the threats and to 
lower as much as possible the impact which might occur.  
This thesis has a practical value and can be used as a baseline which shows the basic 
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ACS – Application Security Controls 
BAU – Business As Usual 
CIO – Chief Information Officer 
CMDB – Configuration Management Database 
GUI – Graphical User Interface 
HA – High Availability 
I&A – Identification and Authentication 
IPC – Incident, Problem, Change 
IS – Information System 
ISMS – Information Security Management System 
IT – Information Technology 
ITIL – Information Technology Infrastructure Library 
ISR – Information Service Request 
LID – Location ID 
LM – LAN Manager 
KB – Knowledge Base 
MI – Major Incident 
OS – Operating System 
PHC – Patching and Health Checking 
RCA – Root Cause Analysis 
RFC, RFS – Request for Change, Request for Service 
QA – Quality Assurance 
SCM – Secure Configuration Manager 
SDLC – Systems Development Life Cycles 
SLA – Service Level Agreement 
SLM – Sentinel Log Manager 
SRM – Server Resource Manager 
VLAN – Virtual Local Area Network 
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