There is evidence that specific regions of the face such as the eyes are particularly relevant for the decoding of emotional expressions, but it has not been examined whether scan paths of observers vary for facial expressions with different emotional content. In this study, eye-tracking was used to monitor scanning behavior of healthy participants while looking at different facial expressions. Locations of fixations and their durations were recorded, and a dominance ratio (i.e., eyes and mouth relative to the rest of the face) was calculated. Across all emotional expressions, initial fixations were most frequently directed to either the eyes or the mouth. Especially in sad facial expressions, participants more frequently issued the initial fixation to the eyes compared with all other expressions. In happy facial expressions, participants fixated the mouth region for a longer time across all trials. For fearful and neutral facial expressions, the dominance ratio indicated that both the eyes and mouth are equally important. However, in sad and angry facial expressions, the eyes received more attention than the mouth. These results confirm the relevance of the eyes and mouth in emotional decoding, but they also demonstrate that not all facial expressions with different emotional content are decoded equally. Our data suggest that people look at regions that are most characteristic for each emotion.
Facial expressions contain information relevant for social behavior. Thus, the processing of facial information is optimized (e.g., fast and automatic processing; Dimberg, Thunberg, & Grunedal, 2002) and is carried out by specialized brain regions (e.g., fusiform face area; Kanwisher, Mcdermott, & Chun, 1997) . Although the exact nature of the specificity of facial processing is still being discussed (Hanson & Halchenko, 2008) , preferential processing of emotional facial expressions has been well documented (Alpers & Gerdes, 2007; Pessoa, Kastner, & Ungerleider, 2002; Vuilleumier, Armony, Driver, & Dolan, 2001) .
Most individuals are very effective in decoding emotional facial expressions; several studies using categorization tasks have demonstrated that happy faces are categorized nearly perfectly, whereas fearful facial expressions are classified slightly less perfectly (Calvo & Lundqvist, 2008; Calvo & Nummenmaa, 2009 ). The error rate increases as the number of emotional expressions presented in one experiment increases (Calvo & Lundqvist, 2008; Eisenbarth, Alpers, Segrè, Calogero, & Angrilli, 2008; Kreklewetz & Roesch, 2005) and is, to some extent, dependent on culture (Jack, Blais, Scheepers, Schyns, & Caldara, 2009 ). When misclassifications occur, they are often due to characteristic mix-ups. Fearful and surprised facial expressions are misclassified in approximately 10% of the trials and are classified as angry or disgusted facial expressions, and vice versa. An explanation for these mix-ups could be that those emotional expressions contain primary information about the emotional content in the eye region. Others could represent disgusted and fearful expressions that contain relevant information in regions like the nose or the forehead (see Jack et al., 2009) .
The fact that complex information needs to be integrated in order to correctly classify emotional expressions becomes evident when the performance of healthy participants is compared with schizophrenic, autistic, psychopathic, or depressed patients; these patients are significantly less accurate in decoding. Schizophrenic patients score lower in decoding sad and angry expressions (Bediou et al., 2005; Streit, Wolwer, & Gaebel, 1997) , autistic patients mainly in sad facial expressions (Boraston, Blakemore, Chilvers, & Skuse, 2007) , psychopathic patients in negative facial expressions (Eisenbarth et al., 2008; Hastings, Tangney, & Stuewig, 2008; Kosson, Suchy, Mayer, & Libby, 2002) , and depressed patients in happy facial expressions (Joormann & Gotlib, 2006) . This impairment may result from the fact that these patients process stimuli differently compared to healthy controls. A crucial part of such a processing difference may begin at the behavioral level, that is, in different ways of examining faces. Indeed, whereas healthy individuals mainly examine the eyes and mouth when looking at facial expressions (Henderson, Williams, & Falk, 2005; Yarbus, 1967) , scan paths reveal that the patient groups listed above often show a deviant scan path with no preference for a specific facial area (Dalton et al., 2005; Hernandez et al., 2009; Loughland, Williams, & Gordon, 2002; Streit et al., 1997) .
Similar to these patient groups, certain circumscribed brain lesions have also been shown to be accompanied by impaired decoding accuracy. For example, a patient who suffered circumscribed amygdala damage, S.M., evidenced a specific deficit in decoding fear expressions (Adolphs et al., 2005) . This case is particularly interesting because recent data show that the patient's impairment when judging emotions is related to an inability to make normal use of information obtained through the eye region of a face. Interestingly, this defect was traced back to a lack of spontaneous fixation of the eyes during free viewing of faces (Adolphs et al., 2005) .
One method to examine attentional allocation is by monitoring eye gaze. Eye movements and spatial attention are inextricably linked (Engbert & Kliegl, 2003; Jonides, 1981; Klein, 2004; Rizzolatti, Riggio, Dascola, & Umilta, 1987; Smith, Rorden, & Jackson, 2004) , and people usually do not engage in an effortful dissociation when they are free to move their eyes (Findlay & Gilchrist, 1998; Rayner, 1998) . Importantly, even the first saccade can be guided by global information about a scene background or setting glimpsed at picture onset (Rayner & Pollatsek, 1992; Rousselet, Joubert, & Fabre-Thorpe, 2005) . Viewing emotional pictures clearly results in different scan paths compared with neutral scenes (Alpers, 2008; Nummenmaa, Hyona, & Calvo, 2006) . A direct link between scan paths and emotional response has been documented by the emotionality experienced when individuals view chimeric facial expressions (Butler et al., 2005) and in patient groups, such as socially anxious individuals, in which the gaze directed to the eyes is related to higher physiological responding (Wieser, Pauli, Alpers, & Mühlberger, 2009 ). The relevance of facial scan paths to social interaction has been highlighted by the observation that stigmatization of people with facial deformities corresponds with deviant scan paths compared with normal faces (Meyer-Marcotty, Alpers, Gerdes, & Stellzig-Eisenhauer, 2010; Meyer-Marcotty, Gerdes, Stellzig-Eisenhauer, & Alpers, in press ).
Because most of the studies reporting scan path data refer to stimuli with neutral facial expressions, the aim of the present study was to examine scan paths of healthy individuals while they examined different facial expressions representing basic emotions and to investigate whether there are emotion-specific scan paths.
Method Participants
Thirty-six psychology students (20 female, 16 male) were recruited at the University of Würzburg and received course credit for their participation. Their mean age was 22.11 years (SD ϭ 3.81; range: 18 to 33), all were native German speakers, 32 of the participants were right-handers, 3 were left-handers, and 1 was ambidextrous. Fifteen participants had corrected nearsightedness (eight using contact lenses), and 21 had normal vision. The mean score of the Chimeric Faces Test (CFT; Levy, Heller, Banich, & Burton, 1983) was M ϭ Ϫ0.21 (SD ϭ 0.40; range: Ϫ1.00 to 0.81), which corresponds to the normal left-bias for emotion detection literature. The mean score of the Social Phobia and Anxiety Inventory (Turner, Beidel, Dancu, & Stanley, 1989) was M ϭ 2.07 (SD ϭ 0.72; range: 0.47 to 3.77), and the mean score of the Trait Anxiety Inventory (Spielberger, Gorsuch, Lushene, Vagg, & Jacobs, 1983) was M ϭ 38.43 (SD ϭ 9.16; range: 22 to 65), both within the normal range. All participants gave written informed consent.
Material and Apparatus
Stimuli were chosen from the Karolinska Directed Emotional Faces set (Lundqvist, Flykt, & Ohman, 1998) , which has proven to reliably evoke specific emotions (Goeleven, De Raedt, Leyman, & Verschuere, 2008) with relatively naturalistic emotional expressions (Adolph & Alpers, 2010) . Eight female and eight male actors, each depicting afraid, angry, happy, neutral and sad emotional expressions, were included in a rating task (see Figure 1 ). Trials consisted of a picture presentation for 2,500 ms, followed by a valence rating display ("How positive or negative is this picture for you?") (scale ranging from Ϫ4 to ϩ 4) and a subsequent arousal rating display ("How emotional arousing is this picture for you?") (scale ranging from 1 to 9). Ratings were done by key presses on a prepared keyboard.
Eye movements were recorded by a monocular video-based, high-speed tracking system with 1250 Hz, (iView X Hi-Speed, SMI, Berlin, Germany). Participants were seated in front of the computer screen, the chin was placed on a chin rest to view the computer screen through the mirror-glass, which was used to reflect the eye, and the infrared light point tracked the eye movements with the camera placed above (for more details, see: Alpers, 2008) . Location, time, and duration of all fixations were analyzed. Eight different areas of interest (AOI) were defined: forehead, left eye, right eye, left cheek, nose, right cheek, mouth, chin, and any other parts of the head. Fixations were defined as a gaze that remained in a diameter of 25 pixels for at least 100 ms. (afraid, angry, happy, neutral, sad) chosen from the KDEF picture set (Lundqvist et al., 1998) .
Data Analysis
Fixation durations for each AOI, for the entire presentation period, were included in analyses of variance with a factor area of interest (eight steps) and a factor emotion (five steps). Fixation frequencies for each area of interest, for the first and second fixation as well as for the entire duration of a presentation, were included in Friedman tests for ranks, as the data consist of ordinal variables. Subsequently, in order to test the main hypotheses AOIs were reduced to the main areas: the eye and mouth regions.
A direct comparison between the frequencies of fixations issued to the AOIs was not possible because they were not statistically independent. Ratios were therefore computed for both frequencies of second fixations and fixation durations by dividing the difference of fixation numbers and the fixation durations of the eyes and mouth by the sum of the fixation numbers and fixation durations of the eyes and mouth, respectively. Thus, a positive ratio indicates that there were more or longer fixations on the eyes, whereas negative ratios depicted more or longer fixations on the mouth. Bonferroni-corrected follow-up tests were conducted for significant main effects and interactions. For the mouth region, fixations were significantly longer compared to fixations on the forehead, T (35) ϭ Ϫ3.91; p Ͻ .001, the left cheek, T (35) ϭ Ϫ5.22; p Ͻ .001, and the nose, T (35) ϭ Ϫ4.09; p Ͻ .001. However, there were no significant differences between fixations on the mouth or the right cheek (see Table 1 ).
Results

Mean Fixation Duration
Follow-up tests for the interaction between AOI and emotion revealed significant effects for all five emotional expressions in the mean fixation duration of the AOI: fearful, F(7, 77) ϭ 6.68; p Ͻ Table 1 ).
Mean Number of Fixations
The mean number of fixations revealed a main effect for AOI, F(1, 35) ϭ 111.58; p Ͻ .001; 2 ϭ .76 (see Figure 2) and a trend for an interaction between AOI and emotion, F(4, 140) ϭ 2.09; p ϭ .09; 2 ϭ .06. There was no main effect for emotion. Follow-up tests concerning the main effect for AOI by testing differences in the numbers of fixations were significant for com- 
Location of First and Second Fixations
When participants first looked at the screen at the beginning of each trial, the very first fixation was most frequently issued to an area outside of the face, including hair, ears, and throat, 2 (7, 36) ϭ 112.76; p Ͻ .001. The locations of the first and second fixations did not differ between emotional expressions. However, the second fixation was more often issued to one of the facial AOIs. There was a main effect for AOI, 2 (7, 36) ϭ 48.18; p Ͻ .001; the frequency at which they were looked at was the following: left eye, right eye, mouth, nose, hair, forehead, left cheek, and right cheek. There was no significant difference in the ranking between the eyes and mouth, but significantly fewer second fixations were issued to all of the other regions compared with the eyes (e.g., left eye-forehead: Z ϭ Ϫ3.27; p Ͻ .001; right eye-forehead: Z ϭ Ϫ2.77; p ϭ .01).
The ranking order for the AOI of each emotion yields differences between expressions. In sad [ 2 (7, 36) 
Ratios for Fixation Duration and Frequencies
The ratios of total fixation duration and fixation frequencies were calculated in order to directly compare the emotion-relevant differences in the main facial regions. For the ratio of total fixation duration, there was a significant main effect of emotion, F(4, 140) ϭ 3.87; p ϭ .01; 2 ϭ .10. Follow-up tests revealed a higher ratio for fearful facial expressions compared to happy ones, T (35) ϭ 3.72; p ϭ .001, and a higher ratio for sad facial expressions compared to happy ones, T (35) ϭ Ϫ2.83; p ϭ .01. Higher ratios represent longer fixation times of the eye regions compared to the mouth region (see Figure 3 ). There was a significant emotion effect on the frequencies of second fixations, 2 (4, 36) ϭ 10.54; p ϭ .03, which can be explained by a significant difference between sad facial expressions and fearful (Z ϭ Ϫ2.08; p ϭ .04), angry (Z ϭ Ϫ2.39; p ϭ .02), and happy (Z ϭ Ϫ2.11; p ϭ .04) facial expressions.
Discussion
The way we look at faces has spurred scientific interest for many years (Henderson et al., 2005; Yarbus, 1967) . Additionally, deviations in the scan paths of specific patient groups when looking at emotional facial expressions have been linked to their specific deficits in reading emotional faces (Dalton et al., 2005; Hernandez et al., 2009) . The aim of this study was to examine differences in scan paths when healthy individuals look at different emotional facial expressions. Across all trials, primary target regions were the eye and mouth regions, including the photographed person's right cheek. For the duration of all fixations during picture presentation, participants fixated on the mouth region longer in happy facial expressions compared with sad and fearful facial expressions. The number of fixations showed that the eye region is most frequently fixated upon in all emotional expressions, but in fearful, happy, and neutral facial expressions, the mouth and right cheek regions are also fixated upon as frequently as the eye region. In sad and angry facial expressions, the eye region is most frequently fixated upon. Concerning the first fixation on the face (ϭ second fixation in general) in sad facial expressions, participants more often looked at the eyes in comparison with all other emotional expressions.
The ratios that we computed for fixation durations on the eyes in relation to the mouth region underline these findings in a more direct way. The relative duration of fixations in the eye region is dominant, but less dominant for happy facial expressions compared to fearful, neutral, and sad expressions. In terms of the numbers of first fixations, the eye region is less dominant compared to the mouth region in angry facial expressions compared to sad expressions.
These results are in accordance with previous studies comparing healthy participants and patients. In healthy participants, the gaze is directed more often to the eye and mouth regions compared with other regions of a facial expression (see also Spezio, Adolphs, Hurley, & Piven, 2007) . According to these authors, the eye region is fixated upon more often and for longer durations compared with the other facial regions, independent of emotional category. This finding is plausible because important cues for emotional information can be found in this region (Ekman & Friesen, 1969) .
Striking evidence for the informational content of the eyes comes from studies that ask participants to define someone's emotional state just from seeing the eye region in scan paths when different emotional expressions are examined. In sad facial expressions, the first fixation on the face is to the eyes; in happy facial expressions, the mouth region is fixated upon longer compared with the other emotional expressions. Thus, if participants want to decide for valence and arousal of a facial expression, eye gaze is directed to those regions where important emotion-specific information can be found: the smiling mouth or the sad eyes. This observation supports the idea that it is highly important for social interaction to know the emotional state of another person, and it facilitates good emotion discrimination capacities that have been found in different experimental paradigms (Calvo & Lundqvist, 2008; Calvo & Nummenmaa, 2009) . Although these results seem trivial, to our knowledge, there is no study investigating the scan path in facial expressions presenting different emotional states.
However, it is not expected that the right cheek is as often fixated upon and for as long a duration as the mouth region. One explanation could be that, although insignificant, the number and durations of fixations in our data follow a right bias, which could explain higher exploration of the right cheek. This finding would not be in line with previous results, where predominantly left biases have been found in face perception (Gilbert & Bakan, 1973; Levy et al., 1983) . The dominance of the right cheek could also be due to the proximity of the mouth region to both cheek regions and, therefore, might be an artifact of choosing stable areas of interest for analysis. This would still suggest a right bias for the lower facial region across all emotional categories, although participants showed predominantly the more common left-bias in the CFT. A hypothesis concerning the right bias could be that the left-bias is more related to the initial processing of faces and especially related to reaction times, whereas long periods of exploration time are less related to this bias. In our data, the left eye descriptively but insignificantly was more often the target of first relevant fixation, which would support the hypothesis. A right-bias in face perception has been found to be present for positive facial expressions (Workman, Peters, & Taylor, 2000) and for face recognition (Laeng & Rouw, 2001 ). We did not find any differences between positive and negative facial expressions in this tendency of a right bias, but the task of evaluating the pictures for valence and arousal could relate to left hemisphere dominance.
A recent study with healthy individuals found that known faces can be recognized with only one fixation (Hsiao & Cottrell, 2008) . This first fixation is located above chance at the nose region of the picture. As soon as the authors gave participants time for more fixations to explore the face, recognition performance was further enhanced. Second fixations also have been found to be located above chance at the nose region, whereas the third fixation was directed toward the eye region. The authors conclude that these findings point to a holistic perception of facial expressions. Although in this study no emotional facial expressions were used, again the eye region appears to have a strong impact on face recognition. However, this study raises the question if face perception is still holistic when participants are asked to decide which emotion is being displayed and not if they know the person. Thus, future studies should address this query by answering the question of how many fixations are needed to decide the emotional content of a facial expression.
The present study confirms that the eyes are particularly important to read emotional expressions. Yet, some limitations must be considered. First, we did not experimentally control for the starting point of the scan path in each trial. Often, experiments accomplish such control with the help of a fixation cross before picture presentation. Instead, we decided to examine scan paths under more naturalistic viewing conditions and without such an experimental constraint. Second, subsequent studies should not only include arousal and valence ratings but also classifications of the expressions in order to include classification performance. In addition, presentation time should be varied, starting with very brief presentations to determine how many fixations are needed to correctly identify the emotional content of a facial expression. This addition could add relevant evidence to aid in the understanding of the processing of social and emotional contents.
In sum, our study supports the importance of the eye and mouth regions to facial perception. Moreover, it extends our knowledge in showing that scan paths of healthy observers differ for different emotional facial expressions. This specificity of gaze pattern may be due to specific emotional cues provided by specific regions of the face.
