Abstract. Software Product Line (SPL) engineering offers several advantages in the development of families of software products. There is still a need, however, for better understanding of testability issues and for testing techniques that can operate cost-effectively on SPLs. In this paper we consider these testability issues and highlight some differences between optional versus alternative features. We then provide a graph based testing approach called the FIG Basis Path method that selects products and features for testing based on a feature dependency graph. We conduct a case study on several non-trivial SPLs and show that for these subjects, the FIG Basis Path method is as effective as testing all products, but tests no more than 24% of the products in the SPL.
Introduction
Software product line (SPL) engineering has been shown to improve both the efficiency of the software development process and the quality of the software developed, by allowing engineers to systematically build families of products with well defined and managed sets of re-usable assets [4] . A large body of research on SPL engineering has focused on reuse of core program assets [4, 15, 17] , refined feature modeling [8, 9, 23] , and code generation techniques [2, 7] . There has also been research on testing software product lines [3, 6, 10, 24] .
Despite this prior work, there still remains a need to improve reuse during the software testing process. Kolb and Muthig [15] point out that testing has not made the same advances as other parts of the SPL lifecyle and remains a bottleneck in SPL development. Their work highlights issues related to testability of SPLs, where testability is viewed as the ease with which one can incorporate testing into the development cycle and increase reuse while retaining a high rate of fault detection. They comment that the primary strength of SPL development, variability, also has the greatest impact on reducing testability [15] , due to the combinatorial explosion of feature combinations that occurs as variability increases [6, 17] . In other related work, Jaring et al. [13] point out that the testability of a product line can be viewed as a function of the binding time of variability, and that providing early binding can increase the ability to test products early. McGregor [17] and Cohen et al. [6] have suggested ways to reduce the combinatorial space by sampling products for testing using combinatorial interaction testing [5] ; this work does not address testability issues.
While all of this work aims at the core problem of software product line testing, none of it specifically considers reuse by examining the feature model and analyzing testability at a finer grain. In this work we consider testing from this perspective. We drill down into the issue of variability and analyze different types of variability, e.g. optional features versus alternative choice features, as they relate to testability. We conjecture that while the alternative choice features have a negative impact on testability by increasing the number of products, optional choice features do not. We then propose a new black box approach for testing software product lines that attends to these issues. We hypothesize that our approach can reduce testing effort while retaining good fault detection in the presence of alternative features.
Our approach, which we call the FIG Basis Path method, translates a feature model into a feature inclusion graph that is, in essence, a feature model dependence structure. We associate all features with sets of test cases and then walk this graph to generate a subset of independent paths (or products) that cover the graph for testing. This is analogous to the basis path approach for testing software applications [26] which finds a "possibly minimal" set of paths to cover all nodes in a program's control flow graph.
We report results of a case study on two software product lines. In both SPLs we can achieve the same fault detection results as we can testing all products. Further analysis shows that we can also use a grouped variant of the Basis Path algorithm to test subfamilies of the SPL as defined by the alternative features.
Background and Related Work
There has been a lot of work on feature modeling of which we present only a small subset [1, 2, 14, 19, 21] . In a feature model, a product line can be represented by mandatory and variable features. The variable features may be optional or alternative choices. In their simplest form alternative choice features allow for an exclusive or relationship. We can also have cardinalities assigned that allow for 0...n or 1...n relationships where the first number is the lower bound and the second number is an upper bound. An exclusive or alternative feature is usually the default for alternative features in a model and is a 1...1 relationship.
We present a small product line to help to explain these ideas and to illustrate our techniques. The feature model for this product line (shown using the Orthogonal Variability Model (OVM)) [19] is seen in Figure 1 on the left (the right portion of this figure will be discussed later). This product line defines a family of 42 calculator programs. It has a core set of features, Exit and Clear and one optional feature, Backspace. Users can select one of three languages (English, Chinese or Spanish) used in the menus, titles and help. Finally the memory features include Memory Store and Recall.
The mandatory features in our sample product line are Core and Language. Within each of these there is some variation. Store is an Or feature from Memory and it is required only if the Memory Recall feature is selected.
Feature models have been used for generative programming [2, 7, 23] , providing a model based approach to the realization of product lines. Feature models have also been used to model the product space for instantiating products for testing [3, 6, 24] ; for instance, the work of Uzuncaova et al. [24] transforms the feature model into an Alloy specification and uses this to generate test cases, while the work of Cohen et al. [6] uses the feature model to define samples of products that should be included in testing. Similarly, the PLUTO methodology [3] uses the feature model to develop extended use cases that contain variability which can formulate a full set of test cases for the family of products. Schürr et al. [22] use a classification tree method for testing from the feature model. Other extensions of feature models have been for staged generation [8] or modeling constraints [9] . None of this work explicitly uses the feature model as we do, in a graph based representation, that can be used to select products (and test cases) for testing. The work of Bachmeyer et al. [1] also uses a graph based representation of a feature model, but they do not use this in the testing process.
Other work on software testing product lines includes that of Denger et al. [10] who present an empirical study to evaluate the difficulty of detecting faults in the common versus variable portions of an SPL code base concluding that the types of faults found in these two portions of the code differ. They use both white and black box techniques but do not test from the feature model.
Leveraging Redundancy for Testing via Feature Models
We begin with the conjecture that black box testing of software product lines can be made more efficient and effective by designing the product line architecture (and resulting feature model) in a manner that supports reuse of product line testing results across different products. Others have argued that variability decreases testability [15] , but we believe that there should be a finer grained examination of this argument. Both optional and alternative features can be viewed as points of variability in a software product line, yet we believe they may behave differently from a black box testing approach and provide different opportunities to reduce testing effort, as we explain next.
Our methodology involves the following steps: (1) transform the feature model into a feature inclusion graph; (2) associate use cases with each feature; (3) develop test cases for each use case; (4) Select basis paths on this graph; and (5) for each path (product), run all test cases for the included features.
Feature Inclusion Graph
In this section we present a transformation of the feature model into a graph that we call a feature inclusion graph (FIG) , which represents feature dependencies derived from the feature model. In a FIG, all features that appear on a nonbranching path are included in the same product, while branches represent the variability in feature composition. We view the FIG as having a loose connection to the control flow graphs used in software testing; a control flow graph shows explicit flow of control in a program and can be used to select test cases for white box testing. Harrold [12] has suggested that regression testing techniques can be applied to different abstractions of software artifacts as long as they can be represented as a graph and tests can be associated with edges. In our scenario we do not have control flow; rather, our paths represent a combination of features and its dependencies, but we use a common method from control flow based testing to find a basis path set [26] for the graph -a set of independent paths through the program graph.
The FIG contains all features of the SPL. We next show how it is derived using different parts of a feature model from OVM [19] . In OVM, the core concepts of an SPL model are the variation points and variants. Each variation point (VP) has at least one variant and the edges between VPs and variants indicate dependencies. edges allow for the inclusion of either feature. We also include a back edge for each feature since it is possible to include a second feature. Assuming that we allow only one instance of a feature for a single product, we can see that there are four possibilities in this graph: we can have no optional features, one of B or C, or both B and C. From a testability perspective we view this type of variation to be more testable than some other types of variation, since we can include both features (B and C) in a single product. With two optional features we have a 75% reduction in the number of products that we must instantiate in order to test all features. We can apply this to the Core Variation Point and its variants in the calculator SPL. The Core Variation Point has two mandatory features (Exit and Clear (C)) and one optional feature shown in Figure 3 . As we can see in this case the optional feature (backspace) can be included in the first product tested providing us with a single instance. Alternative features are features that are mutually exclusive and present a more difficult challenge for testability. We argue that these are the true deterrents to testability since only one feature can be present in an SPL at a time. Even with these types of variation points we may still gain some benefit in reusability. Figure 4 shows three examples of alternative features in OVM (top) and its corresponding FIG (bottom) . The first example has cardinality 0...1, i.e., this is really an optional feature and we can include at most one of the two alternatives. In this case we expect to see a small benefit from the optional feature characteristics. We need two of the three possible products to cover all features.
The second example (middle) shows the exclusive or 1...1 relationship. This is the least testable type of variation since it forces the combinatorial space to increase. Here we have two dashed edges to B and C, no back edges and no middle edge. We have two possible products and need to test both to cover the features of this graph. We see no reduction.
The last example (right) is when we have a 1...n relationship; the figure shows a 1...2 relationship. We have a back edge from each feature, and we can cover all features using a single product even though there are three products (B, BC, and C), by including both B and C in our product for testing.
The graphs do not explicitly incorporate constraints in the representation. We maintain a separate set of constraints that we can check during our graph traversal, to ensure consistency, but will examine this in future work.
Selection Algorithms
In this section we present four methods for selecting products for testing. We believe that this algorithm will be incorporated into the development process more smoothly, where one particular subfamily is created at a time. The third algorithm does not use the FIG, but is used in our empirical comparison as a method that we believe will be less expensive; we call this the All Features algorithm. This algorithm greedily chooses products until all features in the product line have been included at least once. The last method we discuss is also used as a basis for comparison. We expect that it will be stronger than the other comparison method, but also perhaps more expensive. This is the Covering Array method suggested by McGregor [17] and Cohen et al. [6] . In this method we select a subset of products from the feature model that cover all pairs of features in the SPL. We describe each method in more detail next.
The FIG Basis Path Algorithm (Algorithm 1) is based on the basis path algorithms in [26] . In this algorithm we assume that the FIG is built and that we have a set of constraints on the features. We begin by setting the basis path set (BP) to be empty. We then iterate through all paths in the FIG in a depth first traversal order (to ensure we find the longest paths first).In the algorithm we reference the authors use a breadth first search, but our objective is slightly different. For each path we check the constraint set to see if the path is feasible. If it is, we then check if it is linearly independent with the other paths in BP. (In our study we performed this step manually, however, it can be automated with a constraint solver.) If it is independent we add it to BP. For example, We then group all feasible paths by alternative feature groups, where all paths that include a particular alternative feature are included in its group. If there are paths that contain no alternative features, we create an additional group to hold these. For example, suppose we want to group based on the language VP in the calculator SPL. In this case we would find all paths that contain Spanish and put them into one group. All that contain Chinese go into in another, and the rest that contain English are put into another. Once we have the grouping, we use the Basis Path algorithm for each group where the FIG is replaced with the set of paths in the group. We can skip checking feasibility since this has already been performed.
Our third algorithm, the All Features Algorithm, does not require a FIG. This algorithm is less expensive than the first two because it does not involve enumerating paths and walking the graph. Instead its goal is to include a set of products that just cover all features. We begin by placing all features into one of two sets, Mandatory and all others. We include additional constraints to enforce our alternative features, then we order features in descending order based on the the number of constraints on that feature. We keep a set we call used features which starts as empty. For each product, we greedily add features (putting them in the constraint order described) into a product, skipping those that are already in the used feature set (unless mandatory or part of a requires constraint), or that violate a constraint, until we have a product including the greatest number of unused features. We then update the used features set. Once all features have been included in at least one product we are done. For the calculator SPL, we create 3 products. The first product contains the mandatory features, the Chinese language and all variants associated with the Memory variant. The second and third products do not include any variant from Memory, but the Language variant is changed to English and Spanish, respectively.
Our fourth algorithm, the Covering Array Method uses a pair-wise approach and covers all pairs of features in at least one product. This technique tests interactions between features and has been shown to be effective in testing many types of configurable software [20] . The base object used to select the sample is a covering array. A few differences can be noted between this and our other methods. First, in the Covering Array method we consider optional features as being both included and not included. Therefore we would not be able to simply test a product with both A and B but would need to test A with and without B, and B with and without A as well as neither feature. While possibly a stronger testing criterion we expect that this method will be more expensive and may not be helped by improved testability as we have described it.
Case Study
To gain insights into the operation of the FIG basis path approach we conducted a case study, comparing the approach to the three other approaches described in Section 3. Our goal is to address the following research questions:
RQ1: How does the FIG basis method compare with other test methods?
RQ2: Can we reduce the effort required to test groups of products through the grouped basis method?
Study Objects
As objects of study we selected two software product lines, both developed by other researchers and used in previous studies of SPLs. The first SPL is a Graph Product Line (GPL) created by Lopez-Herrejon and Batory [16] ; it is built using the AHEAD methodology and implemented as a series of .jak files [2] (an extension of the Java language). The second SPL is a Mobile Software Product Line [11] created by Lancaster University and widely used in previous studies. Table 1 lists, for each of our software product lines, the total number of lines of code excluding comments (LOCs), the number of classes present (Classes), the number of products that can be created (Products), the number of faults present (Faults), the number of variants classified as Optional, Alternative, and Or (Variants) and the number of constraints classified as Require and Exclude (Constraints). The total number of lines of code (LOCs) corresponds to the product that has the most features selected.
The Graph Software Product Line (GPL) is an SPL that implements a family of graph algorithms in which each product is a type of graph. The code base includes 1435 lines of jak code and consists of 15 features. A graph is either directed or undirected. Edges can be weighted or unweighted. A graph product requires at most one search algorithm: depth-first search (DFS) or breath-first search (BFS), and at most one or more of the following algorithms: vertex numbering, connected components, strongly connected components, cycle checking, minimum spanning tree and single-source shortest path. The GPL feature model contains a total of 80 instances without constraints. After reading the documentation for the GPL we created a feature model for it, as shown in Figure 5 . To create this model we needed to resolve some ambiguity in the documentation and we also reduced the possible cardinality for combinations for the variant point Alg. Ultimately we obtained 38 possible instances of the product. Mobile Media is an SPL that implements mobile applications that manipulate media (photos, music and video) on mobile devices. Mobile Media has evolved since 2005 to support several types of media. Mobile Media has nine releases implemented in two paradigms: aspect oriented and object oriented.
For our study, we selected two versions of Mobile Media that were developed using the object oriented paradigm, versions 5 and 6. In version 5, users are allowed to manipulate image files in different mobile devices as well as send messages, set favorite pictures, copy images and perform other operations. Version 6 is a refactored version of version 5 and it includes one more variation point. In this version, users are allowed to manipulate two different types of media: photo and music. Both versions share a few operations but they have different underlying code bases due to the refactoring. The Mobile Media Feature Model allows us to derive a total of 16 and 24 instances for version 5 and 6, respectively. Figure 6 presents the feature model for Mobile Media and its evolution. 
Test Suites
To conduct our study test suites were developed by associating each feature with its correlated use case requirements. For each feature, we developed concrete test cases that cover the primary scenario as well the alternatives use cases. We used the documentation provided with the object to generate these. All test cases were created by other researchers in our group not including the authors of this paper. For the GPL product line, the test suites are command line test cases. For Mobile Media the test cases are GUI based and implemented using a combination of two open source testing tools, Microemulator [18] and Abbot [25].
Fault Seeding
In the Mobile Media application, during the course of working with the system, we found 10 actual faults that caused the system to working improperly.We corrected each fault based on the requirements provided with the application and then re-seeded each fault into a single faulty version. We thus had 10 faulty versions of this application for both version 5 and 6.
For the GPL application, we provided six students in our laboratory, who were not involved with the study itself and had no knowledge of the approaches being studied, with a document on an approach for doing fault seeding and subsets of the .jak files. We asked each student to seed 10 faults into their set of files. This yielded 60 faulty versions of this application.
Study Conduct
To conduct our study we applied each of the four testing approaches to each of our fault free objects. We executed these test cases on our faulty versions, and to determine whether a test case detected a fault, we compared the output of the faulty version under that test with the output of the original (non-faulty) version of the object under that test. All of our executions were performed on a 1.8GHz Intel Pentium M with 1GB of system memory running SuSE Linux 10.1 platform equipped with the Java 1.5 JDK.
In this section we examine the results of our research questions. We begin with RQ1 which asks how the FIG Basis Path method compares with other methods. Table 2 shows the data for both applications. The first column shows the number of products tested, followed by the number of test cases run. The rightmost column shows the number of faults detected by each technique.
In considering this research question we examine three methods: the Covering Array method, the All Features method, and the Basis Path method, and we compare these to an All Products method which performs an exhaustive enumeration of all products. (The Grouped Basis Path method is considered for RQ2.) As the table shows, in the GPL of the 60 faults inserted, 54 were found when we tested all products. Both the Covering Array method and the Basis Path method also found 54 faults, however the Basis Path method used fewer than half as many products as the Covering Array method and 39.7% of the test cases. The least expensive method was All Features (5 products and 26 test cases); however, this technique missed 3 faults when compared with the other techniques. To answer RQ2 we examine data shown in Table 3 . This table shows the data grouped by the alternative features of each SPL. The left side of the table shows data for all feasible paths in each group, including the number of products, number of test cases, and number of faults detected. The right side of the table shows the same data for the selected products using the Basis Path method. In every group of products we see that we can reduce the number of products tested while retaining the fault detection capability. For GPL, our reduction in products ranges from 67% (CC) to 33% (Shortest, MTSP, MSTK). In addition we have used between 37% and 79% of the test cases required for all feasible paths, resulting in at least a 20% reduction in the required test cases. For Mobile Media, we had a reduction of between 71.2% and 77.7% of the test cases and 75% (Music) to 80% (Photo) of the products. In an additional analysis we wanted to determine whether any subset of n paths could have been selected with the same fault detection results within each group. For GPL, we performed a pair wise comparison between products since we have selected two products for each group. For each group we combined all combinations of 2-paths and calculated the fault detection. We show this data in the form of a box plot (Figure 7) . In each plot we see a range of fault detection, indicating that the Basis Path method is providing the best fault detection (we know that it is at the top of the box plot since all basis path results provided the same fault detection as the full set of feasible paths in that group). Since the Grouped Basis Path for Mobile Media selected only one product from the whole set of feasible products, we evaluated the fault detection for all products that belongs to the same group. The data in Figure 7 shows that there is a range of fault detection between products in the Photo variant, but products with the Music variant selected have the same fault detection. This confirms that we cannot randomly select a subset of products within groups and necessarily be assured of the same fault detection.
Discussion
For RQ1, based on this data we believe that the FIG Basis Path method is efficient at finding faults and is at least as effective as other techniques. In the product line that we define as less testable due to the alternative features (GPL) we see that the Basis Path method performed the best. It found as many faults as the other techniques for 60% fewer test cases than the CA technique, and 55% fewer products. In the Mobile Media application, where we believe we have a more testable product due to the small number of alternative features, we see that the FIG Basis Path was as effective at finding faults as all other methods, and costs the same as the least expensive method, All Features. It was less expensive than the covering array method as well. Given these results we suggest that although the cost of computing the FIG Basis Path may be slightly higher than that for All Features, the technique appears to work well for both types of feature model elements (alternative and optional), therefore it is the more robust technique. Further evaluation is needed to understand the efficiency of using a FIG with higher granularity variants. We believe there is a correlation between the granularity in the feature models and the efficiency of our technique. We also have analyzed where the faults lie within our applications and many faults were located in the mandatory and optional features. We need to further analyze the impact of faults that are embedded inside of the variant portions of the code to fully understand the effectiveness of these techniques.
For RQ2, we see that it is possible to test parts of the product space more efficiently using the Grouped Basis Path method when the feature model has alternative variant points. In the GPL application, where we believe we have a less testable product due to the variability and a large number of requirements constraints, we were able to select a small set of products that revealed all our faults with fewer test cases and products. Furthermore, the boxplots tell us that we cannot simply select the paths to test randomly. This suggests a further use of the FIG Basis Path method, where we want to focus on parts of the SPL at a time or where development is taking place in stages, based on specific variation points. Conversely, the Grouped Basis Path method did not show any improvement over the FIG Basis Path method in the Mobile Media application. We believe the small number of constraints of the Mobile Media application has some influence over the method. We conclude for RQ2 that we can use FIG Grouped Basis Path to reduce test effort.
Conclusions and Future Work
In this paper we have used the feature model to drive test case selection and have asked if we can reduce test effort while retaining fault detection capability through a graph-based selection algorithm. Using the FIG Basis Path method we were able to detect the same number of faults as we did when testing all products, by testing as few as 6% and no more than 24% of products in our SPLs, and running only 10% of the test cases as All Products in the best case. The most effective non-graph technique, the Covering Array method, required us to test between 13% and 54% of products respectively in the same systems. In the subject with only optional features, we see that our method does as well as all other techniques in fault detection and costs no more than the least expensive technique, All Features.
In future work we plan to examine this technique on larger software product lines with more complex faults. We will also examine other variations of the feature model such as 1...n relationships and the impact of constraints on our model.
