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a b s t r a c t
We consider the problem of finding a strictly fundamental cycle basis of minimumweight
in the cycle space associated with an undirected connected graph G, where a nonnegative
weight is assigned to each edge of G and the total weight of a basis is defined as the sum
of the weights of all the cycles in the basis. Several heuristics have been proposed to tackle
thisNP-hard problem, which has some interesting applications. In this paper we show that
this problem is APX-hard, even when restricted to unweighted graphs, and hence does not
admit a polynomial-time approximation scheme, unless P = NP. Using a recent result
on the approximability of lower-stretch spanning trees (Elkin et al. (2005) [7]), we obtain
that the problem is approximable within O(log2 n log log n) for arbitrary graphs. We obtain
tighter approximability bounds for dense graphs. In particular, the problem restricted to
complete graphs admits a polynomial-time approximation scheme.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let G = (V , E) be an undirected graph without loops or multiple edges and with a nonnegative weight w(e) assigned
to each edge e ∈ E. An elementary cycle is a connected subset of edges such that all incident vertices have degree 2. A
cycle is a subset of edges such that every vertex of V is incident to an even number of edges of the cycle. Cycles can be
viewed as the (possibly empty) union of edge-disjoint elementary cycles. The composition of two cycles is defined as the
symmetric difference of the corresponding edge sets. Associated with G there is a vector space over GF(2), called the cycle
space, consisting of the edge incidence vectors of all cycles, including the null cycle. If G has n vertices, m edges and p
connected components, the dimension of this space is ν(G) = m− n+ p. A basis of the cycle space is called a cycle basis.
Cycle bases have recently received growing attention in discrete mathematics, and various classes of cycle bases have
been studied (see [13,14] and the references therein).
In this paper we assume that the graph G is connected andwe consider cycle bases that can be derived from the spanning
trees of G. If T is an arbitrary spanning tree of G, by adding any one of them− n+ 1 edges of Gwhich do not belong to T , the
so-called chords, one creates an elementary cycle and the set of thesem−n+1 cycles form a cycle basis, which is associated
with tree T and is referred to as strictly fundamental cycle basis. According to [16], a cycle basis B = {b1, . . . , bm−n+1} of G is
strictly fundamental if and only if no bi consists only of edges belonging to other cycles of B.
Other classes of cycle bases recently investigated include weakly fundamental, planar, totally unimodular and integral
cycle bases.
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One of themost studied combinatorial optimization problems related to cycle bases is the minimum cycle basis problem
where, given a graph G, one wishes to find a cycle basis B of minimum total weight, i.e., which minimizes w(B) =∑m−n+1
i=1 w(bi), wherew(bi) is the sum of the weights of all edges in cycle bi.
In this work we investigate the approximability of the minimum strictly fundamental cycle basis problem, which is
defined as follows.
Min-FCB: Given a graph G as above, find a strictly fundamental cycle basis B of G of minimum weight.
Since in this paper the only fundamental cycle bases we consider are strictly fundamental ones, from now on we will
often drop the word ‘‘strictly’’.
If T is a spanning tree of G and B is the fundamental cycle basis associated with T , then the total weight w(B) of B will
often be denoted by fundG(T ), where the subscript Gwill be omitted whenever it is clear from the context.
Interesting applications ofMin-FCB arise, for instance, in the testing of electrical circuits [4], the generation of minimal
perfect hash functions (see [5] and the references therein), the coding of ring compounds [15], the planning of complex
syntheses in organic chemistry [17] as well as in cyclic timetabling [12].
While the problem of finding a cycle basis of minimumweight is solvable in polynomial time [10],Min-FCB is known to
be NP-hard [6] and several heuristics have been proposed for its solution (see [6,5,2] and the references therein).
In this paper we prove that Min-FCB is APX-hard,1 even when restricted to unweighted graphs, and hence does not
admit a polynomial-time approximation scheme unless P = NP. Moreover, using the recent result in [7] on lower-stretch
spanning trees, we establish that the problem is approximable within a factor of O(log2 n log log n) for arbitrary graphs. For
dense graphswe obtain tighter approximability bounds.We derive a constant (respectively anO(log n)) factor if the number
of edges of the complement of G is O(1) (respectively O(log n)), and we present a polynomial-time approximation scheme
for complete graphs.
Two well-studied problems related to Min-FCB are the Minimum Communication cost spanning Tree problem (Min-
CT), introduced in [11], and the Minimum Routing cost spanning Tree problem (Min-RT) [18]. InMin-CT, given a complete
undirected graphG = (V , E)with a nonnegativeweightw(e) assigned to each edge e ∈ E and a nonnegative communication
requirement r(i, j) for each unordered pair of vertices i, j, one looks for a spanning tree T of G which minimizes the total
communication cost, i.e., the function comG(T ) =∑i,j∈V r(i, j)wT (i, j), wherewT (i, j) denotes the weight of the unique path
in T joining the vertices i and j. Recently Min-CT has been proved to be approximable within a factor O(log2 n log log n)
on arbitrary graphs [7]. If all communication requirements are equal to 1, then problem Min-CT is called Min-RT and the
function to be minimized is therefore CG(T ) = ∑i,j∈V wT (i, j), called the routing cost of T . It is shown in [18] that Min-RT
admits a polynomial-time approximation scheme for general graphs.
It is worth pointing out that although Min-FCB was shown in [6] to be NP-hard by a reduction from Min-RT, these
two problems differ substantially. While in Min-RT one minimizes the sum of the weights of the paths on a tree between
all pairs of vertices, in Min-FCB the sum is taken only over the pairs of vertices corresponding to the edges of the graph
that do not belong to the tree and the weights of all these non-tree edges are also included in the objective function. The
results presented in this paper highlight the difference between these two problems, showing that Min-FCB is harder to
approximate thanMin-RT.
The approximability of the bottleneck version of Min-FCB, in which one looks for a fundamental cycle basis where the
weight of the maximum cycle is minimum, has been addressed in [8].
The paper is organized as follows. In Section 2 we establish the inapproximability result for Min-FCB. In Section 3 we
derive upper bounds on the approximability for arbitrary and dense graphs. In Section 4 we present the polynomial-time
approximation scheme forMin-FCB restricted to complete graphs.
2. The inapproximability result
In this section we show that Min-FCB is APX-hard, by exhibiting an L-reduction from the following special case of the
maximum satisfiability problem.
Max-3SAT-NAE-UN-q: Given a set X = {x1, . . . , xn} of Boolean variables and a collection C = {C1, . . . , Cm} of disjunctive
clauses with exactly 3 variables per clause, where all variables appear unnegated and each variable occurs in at most q
clauses, find a truth assignment to the variables whichmaximizes the number of clauses containing both a true variable and
a false variable.
This is the so-called Not All Equal (NAE) version of Max-3SAT restricted to instances with unnegated variables, where
each variable occurs at most q times, q being a positive integer.
Before exhibiting the L-reduction, fromMax-3SAT-NAE-UN-q with q ≥ 9 toMin-FCB, we prove in Lemma 1 thatMax-
3SAT-NAE-UN-q isAPX-hard for any q ≥ 9, so the conclusion thatMin-FCB isAPX-hard follows directly. For the convenience
of the reader we recall here the definition of an L-reduction among NPO problems; see e.g. [3]. An L-reduction from an NPO
problem P1 to an NPO problem P2 consists of two polynomially computable functions t1 and t2. Function t1 associates with
any instance I of P1 an instance I ′ of P2, whereas function t2 associates with any instance I of P1 and any feasible solution S ′
1 In [9] this result is also stated, but the proof contains an error which invalidates the result.
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of the corresponding instance I ′ of P2 a feasible solution t2(I, S ′) of I . The pair (t1, t2) is an L-reduction if there are positive
constants β1 and β2 such that for every instance I of P1:
(i) optP2(I
′) ≤ β1 optP1(I)
(ii) |optP1(I)− valP1(I, t2(I, S ′))| ≤ β2 |valP2(I ′, S ′)− optP2(I ′)|,
where optPi(X) denotes the optimum value for instance X of problem Pi, and valPi(X, Y ) denotes the objective function value
of the feasible solution Y for instance X of problem Pi, with i = 1, 2.
Lemma 1. Max-3SAT-NAE-UN- q is APX-hard, for any q ≥ 9.
Proof. First note that ProblemMax-2SAT-NAE-UN-3 (whose definition is obvious from the name) is equivalent toMax CUT-
3, the problem of finding a cut containing the maximum number of edges in an undirected graph where all vertices have
degree at most 3. Indeed, the instance of the first problem having a Boolean variable xi corresponding to each vertex i of the
graph and a disjunctive clause xi ∨ xj corresponding to each edge {i, j}, admits a truth assignment satisfying k clauses in the
NAE sense if and only if the graph contains a cut of cardinality k. There is a straightforward correspondence between the
subsets of variables with values true and false and the subsets of vertices inducing the cut. SinceMax CUT-3 is APX-hard [1],
the same is true forMax-2SAT-NAE-UN-3.
Now we exhibit a simple L-reduction fromMax-2SAT-NAE-UN-3 toMax-3SAT-NAE-UN-q, with q ≥ 9, thus establishing
its APX-hardness. For any instance I of the 2SAT problem, a special instance I ′ of the 3SAT problem can be constructed by
replacing each clause xi ∨ xj with the following four clauses, each involving exactly three variables:
xi ∨ xj ∨ yij1 xi ∨ xj ∨ yij2 xi ∨ xj ∨ yij3 yij1 ∨ yij2 ∨ yij3,
where the additional y variables do not occur in any other clause. Note that all four clauses can be satisfied in the NAE sense
if and only if xi and xj do not have the same truth value, whereas, regardless of the values of xi and xj, the first three clauses
can always be satisfied in the NAE sense. Clearly in the instance of the 3SAT problem the occurrence of each variable is at
most 9, and hence at most q, for any q ≥ 9.
For every instance of the 2SAT problem havingm clauses it is not difficult to see, for instance by induction on the number
of variables, that there exists a truth assignment satisfying in the NAE sense at least ⌈m2 ⌉ clauses; since the number of clauses
of the corresponding instance I ′ that can be satisfied in the NAE sense is obviously at most 4m then condition (i) of an L-
reduction holds with β1 = 8. Now let8′ be a truth assignment for I ′ satisfying l clauses in the NAE sense; by only modifying
the y variables, it is possible, for each 4-clauses group, to increase the number of clauses that are satisfied to 3 if xi = xj and
to 4 if xi ≠ xj. The resulting truth assignment8′ for I ′ turns out to have a number of satisfied clauses in the NAE sense equal
to 3m+ k and obviously induces a truth assignment φ for I by restriction to the x variables. The correspondence between φ
satisfying k clauses and8′ satisfying 3m+ k clauses in the NAE sense, implies condition (ii) with β2 = 1. 
Motivated by Lemma 1, in the rest of this section we let q ≥ 9 be a fixed integer.
The reduction
Given an arbitrary instance I ofMax-3-SAT-NAE-UN-q having a set X = {x1, . . . , xn} of Boolean variables and a collection
C = {C1, . . . , Cm} of clauses, with atmost q occurrences of each variable, we construct the corresponding instance I ′ ofMin-
FCB, i.e., a weighted graph GI , as follows. The set of vertices is given by
V (GI) =

r, cA1 , c
A
2 , . . . , c
A
m, c
B
1 , c
B
2 , . . . , c
B
m, x
A
1, x
A
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A
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B
1, x
B
2, . . . , x
B
n

,
where r can be viewed as a root; the edges in E(GI) together with the corresponding weights are defined as follows:
• for each i = 1, 2, . . . , n, we have one edge {r, xAi } and one edge {r, xBi }, both of weight 1;• for each i = 1, 2, . . . , n, we have 2q+ 1 parallel edges connecting vertices xAi and xBi , and all of them have weight 1;• for each j = 1, 2, . . . ,m and for each variable xi occurring in Cj, we have the edges {cAj , xAi } and {cBj , xBi }, both of a weight
M ≥ 4.
Note that, by splitting each parallel edge into two edges with an additional intermediate vertex, multi-graph GI can be
turned into a simple graph. For the sake of simplicity, in what follows we deal with the equivalent multi-graph.
In order to be able to prove that this reduction is an L-reduction we begin by devoting attention to some fundamental
cycle bases of graph GI . The next lemma states the first result.
Lemma 2. Assume there exists a truth assignment 8 : {x1, x2, . . . , xn} → {true, false}n such that there are t clauses in the
collection C of clauses of instance I containing both a variable with value true and a variable with value false. Then the weighted
graph GI admits a fundamental cycle basis of weight n(4q+ 3)+m(8M + 12)− t.
Proof. By relabeling the clauses, we can assumew.l.o.g. that, for j = 1, 2, . . . , t , clause Cj contains a variable with value true
as well as a variable with value false. So, for t < j ≤ m, all variables in Cj have the same truth value under 8. Construct a
spanning tree T as follows:
• for each i = 1, 2, . . . , n, include in T a single edge connecting xAi and xBi ;• for each i = 1, 2, . . . , n, if 8(xi) = true then include in T the edge {r, xAi }; otherwise, if 8(xi) = false, include in T the
edge {r, xBi };
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Fig. 1. L-reduction illustration: graph GI and spanning tree corresponding to a truth assignment.
• for each clause Cj, with 1 ≤ j ≤ t , select one variable x with 8(x) = true and one variable x˜ with 8(x˜) = false, and
include the edges {cAj , xA} and {cBj , x˜B};• for each clause Cj, with j = t + 1, . . . ,m, select a single arbitrary variable xi occurring in Cj and include in T both edges
{cAj , xAi } and {cBj , xBi }.
In order to evaluate the cost of the fundamental cycle basis associatedwith T , we need to sum the cost of the fundamental
cycles induced by every co-tree edge e ∈ E \ T . Let us distinguish the following cases.
• For each i = 1, 2, . . . , n, exactly one of the two edges {r, xAi } and {r, xBi } belongs to T . Since the other edge induces a
fundamental cycle containing the selected edge of cost 3, the costs of these cycles add up to 3n.
• For each i = 1, 2, . . . , n, 2q edges connecting vertices xAi and xBi are not in T . Since each one of them induces a cycle of
cost 2, the costs of these cycles add up to 4qn.
• For each j = 1, 2, . . . , t , the four co-tree edges incident in cAj or cBj induce four cycles. Exactly one of these cycles has cost
2M + 2, while the others have cost 2M + 3. The corresponding costs add up to t(8M + 11).
• For each j = t + 1, . . . ,m, each one of the two co-tree edges incident in cAj induces a cycle of cost 2M + 2 (respectively
2M + 4) if all variables in Cj are true (respectively false). Analogously, each one of the two co-tree edges incident in cBj
induces a cycle of cost 2M + 4 (respectively of cost 2M + 2) if all variables in Cj are true (respectively false). These costs
add up to (m− t)(8M + 12).
Therefore the cost of the fundamental cycle basis associated with T is
3n+ 4qn+ t(8M + 11)+ (m− t)(8M + 12) = n(4q+ 3)+m(8M + 12)− t. 
Fig. 1 illustrates both the graph GI associated with the Max-3-SAT-NAE-UN-q instance I , where X = {x1, x2, x3, x4, x5}
and C = {x1 ∨ x2 ∨ x3, x3 ∨ x4 ∨ x5}, and the spanning tree T of GI (drawn in heavy lines) derived from the truth assignment
8 = (true, false, true, true, true).
Now we focus our attention on the spanning trees of GI which exhibit the same properties of the spanning tree
constructed in Lemma 2, and that are characterized in the following definition.
Definition 3. A spanning tree T of GI is well behaved if it satisfies the following properties:
1. for each j = 1, 2, . . . ,m, the vertices cAj and cBj have degree 1 in T ,
2. for each i = 1, 2, . . . , n, exactly one of the 2q+ 1 edges {xAi , xBi } belongs to T ,
3. for each j = 1, 2, . . . ,m, either for some iboth edges {cAj , xAi } and {cBj , xBi }belong to T or for some i1 and i2, with 1 ≤ i1 ≤ n,
1 ≤ i2 ≤ n and i1 ≠ i2, both edges {cAj , xAi1} and {xAi1 , r} as well as both edges {cBj , xBi2} and {xBi2 , r} belong to T .
Interestingly, only well-behaved spanning trees of GI need to be considered inwhat follows, in order to prove Theorem 5.
Lemma 4. Given any spanning tree T of graph GI , it is possible to derive from T a well-behaved spanning tree T ′ having
fundGI (T
′) ≤ fundGI (T ).
Proof. Let T be an arbitrary spanning tree of GI . We can always assume the edges of T to be oriented as to point away
from r so that, whenever convenient, T can be regarded as an r-rooted arborescence. Due to the topology of GI , any path
connecting r to a c vertex (cAj or c
B
j for some j) has to go through at least one x vertex (x
A
i or x
B
i for some i).Wewill first enforce
the first property of a well-behaved tree, that is, all c vertices must be leaves. Indeed, if some c vertex is not a leaf then the
arborescence T contains an arc (cAj , x
A
i ) (or (c
B
j , x
B
i )). Consider the following edge swap operation: remove from T this arc
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and add the arc (xAi , r) (or, respectively, (x
B
i , r)). Notice that whenever we perform such a swap on an r-rooted arborescence
we end up with another r-rooted arborescence with a smaller number of c vertices which are not leaves. Another nice
property of the swap is that for no node the distance from r within the arborescence is increased. Denote by T ′ the r-rooted
arborescence obtained from T after carrying out all such possible swaps. Clearly, when disregarding the directions of the
arcs, T ′ is also a spanning tree of GI and our claim is that fundGI (T
′) ≤ fundGI (T ).
To verify that fundGI (T
′) ≤ fundGI (T ) we need to consider the fundamental cycles induced by all co-tree edges of T
and T ′. For each swap, the cost of the fundamental cycle induced by the edge {cAj , xAi } (respectively {cBj , xBi }) in T ′ is never
larger than the cost of that induced by edge {xAi , r} (respectively {xBi , r}) in T . Indeed, if this swap is the only one to occur,
then the weights of these two fundamental cycles in T and T ′ are precisely the same. In case further swaps are performed,
these will never increase the cost of the fundamental cycle induced by the edge {cAj , xAi } (respectively {cBj , xBi }) in T ′ since, as
observed above, the swaps cannot increase the distances from vertex r , and also the fundamental cycle induced by the edge
{cAj , xAi } (respectively {cBj , xBi }) in T ′ certainly goes through r . It remains to consider the fundamental cycles associated with
edges that are co-tree edges in both T and T ′. Let {v1, v2} denote the common co-tree edge under consideration. In case the
fundamental cycle induced by {v1, v2} in T contains r , then also the fundamental cycle induced by {v1, v2} in T ′ contains r ,
and we are done by the same argument as above. In case the fundamental cycle induced by {v1, v2} in T does not contain r ,
then we are left with only two possibilities: (1) either the co-tree edge {v1, v2} is of the type {xAi , xBi } and in T closes a cycle
of cost 2 with another edge of the type {xAi , xBi }; or (2) the co-tree edge {v1, v2} closes in T a cycle going through at least 2
distinct c nodes, and hence of cost at least 4M . The first case is easy: since no edge of the type {xAi , xBi } gets removed from T
by means of the swap operation, then the co-tree edge {v1, v2} closes precisely the same cycle in T ′ as it does in T . Also the
second case is easy: since in T ′ all c nodes are leaves, and since r is a cut-node of the graph obtained from GI after removing
all the c nodes, then in T ′ every node is at a distance at mostM + 2 from r , whence the diameter of T ′ is at most 2M + 4 and
the cost of no fundamental cycle w.r.t. T ′ may possibly exceed 3M + 4. (And 3M + 4 ≤ 4M forM ≥ 4).
Let us now verify that any spanning tree satisfying the first property, still denoted by T , can be turned into a spanning
tree containing exactly one edge {xAi , xBi } for each i = 1, . . . , n, without increasing the cost of the associated fundamental
cycle basis. Note that the leaf property implies that, for each i, the spanning tree T has exactly 2 edges with both endpoints
in the set {r, xAi , xBi }, and at least one of these 2 edges has an endpoint in r . If for some i both edges {r, xAi } and {r, xBi } belong
to T , then consider the following edge swap: delete the edge {r, xBi } from T and add the edge {xAi , xBi }. We obtain a spanning
tree T ′ with fundGI (T
′) ≤ fundGI (T ). Indeed, since each Boolean variable has atmost q occurrences, then each swap increases
by 1 the cost of at most 2q fundamental cycles. (Every such fundamental cycle contains an edge of the form {xBi , cBj }; every
edge of this form belongs to precisely one such cycle if it is a co-tree edge and to at most 2 such cycles otherwise, since all
c nodes have degree 3). But the swap also decreases by 1 the cost of the fundamental cycle induced by each one of the 2q
co-tree edges of the form {xAi , xBi }.
To conclude the proof, we need to show that any spanning tree T of GI satisfying the first two properties can be turned
into a spanning tree T ′ that also satisfies the third property. Therefore, for any clause index value j, 1 ≤ j ≤ m, we consider
the pair of vertices cAj , c
B
j and the subgraph of GI containing all the vertices related to the jth clause, namely the subgraph
induced by r , cAj , c
B
j , and by the pairs of vertices associated with the three variables occurring in the jth clause, say x
A
i1
, xBi1 ,
xAi2 , x
B
i2
, xAi3 and x
B
i3
. Note that in T no other x vertices are connected to cAj and c
B
j .
Since the second property implies that for each variable index value i, 1 ≤ i ≤ n, exactly one of the two edges {xAi , r}
and {xBi , r} belongs to T , we need to distinguish two cases depending on which three edges out of the six edges {xAil , r} and
{xBil , r}, with l = 1, 2, 3, belong to T .
If T contains all the A copies {xAil , r}with l = 1, 2, 3 (or all the B copies {xBil , r}with l = 1, 2, 3), then either the two edges
{cAj , xAil} and {cBj , xBik} in T are ‘‘parallel’’, that is 1 ≤ l ≤ 3, 1 ≤ k ≤ 3 and l = k, or due to the subgraph symmetry we can
make them parallel by substituting any one of them with the edge parallel to the other one, without changing the value of
fundGI .
Now suppose that T contains at least one edge {xAil , r} for some l, 1 ≤ l ≤ 3, and at least one edge {xBik , r} for some
k, 1 ≤ k ≤ 3. Then, regardless of which two edges connect cAj and cBj to x vertices in T , by selecting one edge {cAj , xAil}
such that {xAil , r} ∈ T and one edge {cBj , xBik} such that {xBik , r} ∈ T , the length of the associated fundamental cycle basis is
either unchanged or decreased. Indeed, the length of the path from the root r to cAj (or c
B
j ) in the spanning tree remains
unchanged or decreases by 1, and the A (respectively B) selected edge {cj, xis} in the spanning tree can only be involved in
the fundamental cycles induced by the two other edges {cAj , xAiv } (respectively {cBj , xBiv }) with v ≠ s, which do not belong
to T . 
The two previous lemmas yield the main result of this section.
Theorem 5. Min-FCB is APX-hard.
Proof. Since in Lemma 1 we proved that Max-3-SAT-NAE-UN-q is APX-hard for any q ≥ 9, it suffices to verify that
the reduction presented in this section is an L-reduction. For any instance I = (X,C) of Max-3-SAT-NAE-UN-q, the
corresponding instance I ′ ofMin-FCB can obviously be constructed in polynomial time.
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The simple randomized argument implying that any Max-SAT instance with m clauses admits a truth assignment
satisfying at least m/2 clauses, is also valid for Max-3-SAT-NAE-UN-q. Just consider a random truth assignment in which
each Boolean variable is assigned the value true with probability 1/2. If Xj denotes a random variable such that Xj = 1 if
clause j is satisfied in the NAE sense and 0 otherwise, then for the expected number of clauses satisfied in the NAE sense we
have that E[∑mj=1 Xj] =∑mj=1 E[Xj] =∑mj=1 23−223 ≥ m2 . Thus we conclude that opt(I) ≥ ⌈m2 ⌉.
According to Lemma 2, we have opt(I ′) ≤ n(4q+ 3)+m(8M + 12). Since we can assume that n ≤ 3m (otherwise some
variable would not occur in any clause), then opt(I ′) ≤ 3m(4q + 3) + m(8M + 12) = m(12q + 8M + 21). Hence, since q
andM are constants andm ≤ 2opt(I), condition (i) of an L-reduction is verified with β1 = 24q+ 16M + 42.
As described in the proof of Lemma 4, from any spanning tree T of GI we can derive a well-behaved spanning tree T ′
without increasing the weight of the associated fundamental cycle basis. Now the three properties characterizing well-
behaved spanning trees guarantee that it is possible to reverse the argument used in the proof of Lemma 2, in order to
construct a spanning tree of GI with a fundamental cycle basis of cost n(4q+ 3)+m(8M + 12)− t from a truth assignment
of I satisfying t clauses. In order to derive a truth assignment 8 for I from tree T ′, it suffices to set 8(xi) = true when
{xAi , r} ∈ T ′, and8(xi) = falsewhen {xBi , r} ∈ T ′. Condition (ii) of an L-reduction is then satisfied with β2 = 1. 
Corollary 6. Min-FCB is APX-hard even when restricted to unweighted graphs.
Proof. Let GI be theweighted graph associated, by the L-reduction in the proof of Theorem 5, to an instance I ofMax-3-SAT-
NAE-UN-q. Since 1 ≤ w(e) ≤ 4 for every edge e ofGI , doubling theweight of each edge does not affect the approximability of
our problem. Assume that 2 ≤ w(e) ≤ 8 for every edge e of GI , and let G′I be the graph obtained from GI by subdividing each
edge e of GI withw(e)−1 new nodes. Clearly G′I is simple (sincew ≥ 2), unweighted and the size of G′I is at most polynomial
in the size of I . For any tree T of GI there clearly exists a tree T ′ of G′I including, for each w(e) ∈ T , all the w(e) edges of the
subdivision of edge e, and, for each e ∉ T , all but one of thew(e)− 1 edges of the subdivision. Since the converse is also true
the weights of the fundamental cycle basis associated with T and T ′ are obviously identical. Hence a minimum fundamental
cycle basis of G′I and a minimum fundamental cycle basis of GI have the same value. Thus the proof of Theorem 5 can be
easily expressed using G′I instead of GI , and the reduction from I to G
′
I proved to be still an L-reduction. 
3. Approximability results for general graphs
We now present some upper bounds on the approximability ofMin-FCB that can be obtained from recent and less recent
results regarding related problems. We first consider the general case of arbitrary weighted graphs.
Theorem 7. Min-FCB is approximable within O(log2 n log log n).
Proof. We proceed by reducingMin-FCB toMin-CT and by using the polynomial-time approximation algorithm for Min-CT
given in [7].
Let G = (V , E) be the graph of an arbitrary instance of Min-FCB. For each pair (i, j) of vertices of G, we specify a
requirement r(i, j) as follows: r(i, j) = 1 if i and j are the end vertices of an edge of E and r(i, j) = 0 otherwise. Let G′
be the graph with the added requirements, which is a particular instance of Min-CT on graphs that are not necessarily
complete. For any subset S ⊆ E, letw(S) =∑e∈S w(e). For any spanning tree T (of G and also of G′) the functions fundG(T )
and comG′(T ) are well defined and it is easy to verify that they satisfy:
comG′(T ) = fundG(T )− w(E)+ 2w(T ). (1)
Now, let T ∗c (respectively T ∗f ) be a spanning tree that minimizes the function comG′(T ) (respectively, fundG(T )). The
following is straightforward.
Claim 1. If Min-CT is approximable within ρ > 1, thenMin-FCB is approximable within 3ρ + 1.
Proof. Let T ′c be a spanning tree of G′ that solvesMin-CTwithin ρ, i.e., comG′(T ′c) ≤ ρcomG′(T ∗c ). We derive that:
fundG(T ′c) = comG′(T ′c)+ w(E)− 2w(T ′c) ≤ ρcomG′(T ∗c )+ w(E)
≤ ρcomG′(T ∗f )+ w(E)
≤ ρ fundG(T ∗f )− w(E)+ 2w(T ∗f )+ w(E)
≤ ρ fundG(T ∗f )+ 2ρw(T ∗f )+ w(E) ≤ (3ρ + 1)fundG(T ∗f )
and this shows that T ′c is a (3ρ + 1)-approximate solution ofMin-FCB. 
Theorem7now follows fromClaim1 since in [7] it is proved thatMin-CTwith arbitrary graphs and arbitrary requirements
is approximable within O(log2 n log log n). 
Better upper bounds on the approximability ofMin-FCB can be derived for dense graphs.
Proposition 8. Min-FCB is approximable within O(1) if mc = O(1) and within O(log n) if mc = O(log n), where mc denotes
the number of edges in the complement of graph G.
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Proof. The proof is similar to that of Theorem 7. Instead of the polynomial-time approximation algorithm forMin-CTwith
arbitrary graphs and requirements, we use the polynomial-time approximation scheme for Min-RT with arbitrary graphs
and all requirements equal to 1, presented in [18]. Therefore, given the graph G of an arbitrary instance ofMin-FCB, we set
all requirements r(i, j) in G′ equal to 1. The analogue of (1) becomes:
comG′(T ) = fundG(T )− w(E)+ 2w(T )+
−
{i,j}∉E
wT (i, j) (2)
wherewT (i, j) denotes the weight of the unique path in tree T joining vertices i and j. The analogue of Claim 1 states that, if
Min-CT with uniform requirements is approximable within ρ thenMin-FCB is approximable within ρ(3 + mc) + 1. Since
in [18] it is proved that Min-RT is approximable within (1 + ε), for every ε > 0, then Min-FCB is approximable within
(1+ ε)(3+mc)+ 1, and the conclusions follow both formc = O(1) andmc = O(log n). 
Since mc = 0 in complete graphs, Proposition 8 directly implies that Min-FCB restricted to complete graphs is
approximable within a constant factor of 4 + ε, for any ε > 0. But the deeper analysis presented in the next section leads
to a polynomial-time approximation scheme.
4. A polynomial-time approximation scheme for complete graphs
In this section we prove that Min-FCB admits a polynomial-time approximation scheme (PTAS) when restricted to
complete graphs. The proof is based essentially on an extension of the construction given in [18], that allows us to find
a PTAS forMin-RT on general graphs. Hence, throughout this section, we assume that G is a complete graph. Moreover, to
simplify the presentation and the proofs, we will often refer to an additional objective function F defined on a spanning tree
T of G as
F(T ) = fund(T )− w(E). (3)
In complete graphs this function is related to the routing cost C(T ) of a spanning tree T ofG, where C(T ) =∑i,j∈V wT (i, j),
by the simple formula
F(T ) = C(T )− 2w(T ). (4)
This relation will allow us to use some of the results obtained in [18] for C(T ) and for problem Min-RT. Obviously any
spanning tree minimizing function F also minimizes function fund.
In order to find the PTAS we will proceed in two steps; in the next subsection we first describe a PTAS for Min-FCB
restricted tometric graphs, i.e. complete graphs having edgeweights that satisfy the triangular inequality, then in Section 4.2
we extend the result to the case of general complete graphs.
4.1. The metric case
Throughout this subsection we assume that G = (V , E) is a metric graph. As already said, the construction that we are
going to describe in order to obtain the PTAS follows closely that in [18], of which we adopt part of the notation so as to use
and to build on their results as much as possible. In [18] the attention is focused on special types of spanning trees called
k-stars. For any given integer k ≥ 1, a k-star of G is a spanning tree having at most k internal (i.e. with degree greater than
one) vertices. A minimum fund cost k-star of G is a k-star of G minimizing function fund (and hence function F ) among all
k-stars of G.
Described in a few words, the construction that yields the PTAS for Min-FCB consists in picking, as proposed in
Proposition 10, an appropriate value of k w.r.t. the desired performance ratio 1 + ε of the PTAS, and in returning as an
approximate solution of Min-FCB a minimum fund cost k-star of G, which can be found in polynomial time as shown in
Proposition 9.
Hence, in order to reach the goal of establishing in Theorem 11 the existence of the PTAS, we first state, without proofs,
the two propositions that directly imply the result of the theorem. The proofs of the propositions are postponed after that
of the theorem.
Proposition 9. For any given k, a minimum fund cost k-star of G can be found in O(n2(k+1)) time.
Proposition 10. For any constant 0 < δ ≤ 1/3, there exists a k-star X of G such that F(X) ≤ 11−δ F(T ∗G ), where k = ⌈2/δ⌉ − 3
and T ∗G is a spanning tree of G minimizing function F .
Now we show that these two propositions directly imply the main result.
Theorem 11. Min-FCB restricted to metric graphs admits a PTAS which can find a (1+ ε)-approximate solution in time O(n2ρ),
where ρ = max(4, ⌈2/ε⌉), for any given ε > 0.
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Proof. Let G be an arbitrary metric graph. The PTAS is the polynomial-time algorithm that, for any given ε > 0, first sets
δ = min(1/3, ε/(1 + ε)) and k = ⌈2/δ⌉ − 3, and then returns in time O(n2(k+1)) a minimum fund cost k-star K of G (this
is possible by Proposition 9). Since the assumption for δ in Proposition 10 is satisfied, there exists a k-star X of G such that
F(X) ≤ 11−δ F(T ∗G ) ≤ (1+ε)F(T ∗G ). From (3) it follows that fund(K) = F(K)+w(E) ≤ F(X)+w(E) ≤ (1+ε)F(T ∗G )+w(E) ≤
(1 + ε)fund(T ∗G ), showing that K is a (1 + ε)-approximate solution. For the running time, if we set ρ = k + 1, then
ρ = ⌈2/δ⌉ − 2, and this implies that ρ is equal to 4 if δ = 1/3, and to ⌈2/ε⌉ otherwise. 
The rest of this subsection is devoted to the proofs of Propositions 9 and 10. Before proving Proposition 9 we recall some
of the definitions given in Section 6 of [18] in order to prove their Lemma 5.14. Notice that this lemma is the analogue, for
a minimum routing cost k-star, of our Proposition 9.
A k-star X of G can be described by a triple (S, τ ,L) where S = {v1, . . . , vk} ⊆ V is a set of k distinguished vertices
that include all the internal vertices of X , τ is a spanning tree topology on S, and L = (L1, . . . , Lk), where Li ⊆ V \ S is the
set of vertices connected to vertex vi ∈ S. A k-star X , described by a triple (S, τ ,L), is said to have configuration (S, τ , l) if
l = (l1, . . . , lk) is a k-dimensional vector having li = |Li| for all 1 ≤ i ≤ k. Obviously∑ki=l li = n− k.
As noted in [18], for any fixed k, the total number of configurations is O(n2k−1) because there are
 n
k

choices for S, kk−2
possible tree topologies on k vertices, and

n−k
k−1

k-dimensional vectors indicating the number of leaves in V \ S that are
hanging from the k vertices in S.
Given a spanning tree T of G and any edge e of T , the number of distinct pairs of vertices that are connected in T by a path
containing e is called the routing load of edge e and is denoted by load(e). Clearly C(T ) =∑e∈T load(e)w(e).
Proof of Proposition 9. Let X be a k-star of G having a given configuration (S, τ , l). We show how to find in time O(n3) a
k-star of Gminimizing function fund among all k-stars having the same configuration (S, τ , l). From this fact the conclusion
would follow immediately, by examining the O(n2k−1) configurations and retaining the best k-star. Since G is a complete
graph, from (3) and (4) we have
fund(X) = C(X)− 2w(X)+ w(E)
=
−
e∈X
load(e)w(e)− 2
−
e∈X
w(e)+ w(E)
=
−
e∈X,e∈τ
(load(e)− 2)w(e)+
−
e∈X,e∉τ
((n− 1)− 2)w(e)+ w(E). (5)
Observe that the first and last term on the right-hand side of (5) are constant for all k-stars having the same configuration,
hence the problem of minimizing fund(X) over all the k-stars X of G having configuration (S, τ , l) is reduced to that of
minimizing−
e∈X,e∉τ
(n− 3)w(e) (6)
over these k-stars. Since all edge weights w(e) in (6) are multiplied by the same factor (here (n − 3), in [18] (n − 1)),
we can conclude as done in [18]. The best way of connecting the vertices in V \ S to those in S can be determined by
finding a minimum cost assignment of the vertices in V \ S to those in S, which respects the degree constraints on the
vertices in S imposed by the configuration. This problem can be solved in polynomial time for any given configuration
(by a straightforward reduction to an instance of the minimum cost perfect matching problem, also called assignment
problem). By using an O(n3) algorithm for the assignment problem the conclusion follows. The reader is referred to [18]
for the description of a slightly more efficient way of determining a minimum fund cost k-star. 
In order to prove Proposition 10, whose analogue in [18] for function C is Lemma 5.13, we need to introduce additional
definitions and notations. These are identical to those introduced in [18], since they concern structural issues of G and do
not depend on the objective function; their inclusion here ismotivated by a desire tomake the present paper self-contained.
Let S = (VS, ES, w) be a connected subgraph of G. For any pair of vertices i, j ∈ VS , SP(S, i, j) denotes a shortest path from
i to j on S. The distance between i and j in S is denoted by dS(i, j) = ∑e∈SP(S,i,j)w(e). Obviously, when S is a tree, SP(S, i, j)
corresponds to the unique path between i and j.
Definition 12 ([18]). Let S be a connected subgraph of a spanning tree T of G. A branch of S is a connected component of
T \ S. Let δ ≤ 1/2 be a positive number. S is a δ-separator of T if, for every branch B of S, the set V (B) of its vertices satisfies
|V (B)| ≤ δn. A δ-separator S of T is minimal if any proper subgraph of S is not a δ-separator of T .
Let T be a spanning tree of G and S be a connected subgraph of T . For every vertex k in S, let VB(T , S, k) denote the
set containing vertex k and all the vertices in the branches of S connected to k in T . For any path P = SP(T , i, j) in which
|VB(T , P, i)| ≥ |VB(T , P, j)|, the number of vertices hanging off the two endpoints of P are denoted by Pa = |VB(T , P, i)|
and Pb = |VB(T , P, j)|. Then Pc = n − |VB(T , P, i)| − |VB(T , P, j)| is the number of nodes hanging off the internal nodes
of P (see Fig. 2). Assuming that P = (i, r1, r2, . . . , rh, j), we set Q (P) = ∑1≤x≤h |VB(T , P, rx)|dT (rx, i). Assuming instead
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Fig. 2. A, B and C indicate the sets of vertices hanging off the endpoints and the internal points of path P = {i, r1, r2, r3, j}.
Fig. 3. A 1/5-spine Y of a tree T and its CAL(Y ).
that P contains only one edge, say edge e ∈ E, then Pc = 0 and if we let ea = Pa, eb = Pb, then eaeb corresponds to the
number of distinct pairs of vertices that are connected in T by a path containing e, i.e. to the routing load of edge e. Clearly
C(T ) =∑e∈T eaebw(e).
After the concept of δ-separator of T , we introduce the concept of δ-spine of T , which is able to characterize certain types
of δ-separators. Informally, a δ-spine is a set of edge-disjoint paths whose union is a minimal δ-separator; moreover each
pathmust have only a few vertices hanging off its internal vertices (nomore than δn/2), and these paths (called δ-path)may
intersect only at their endpoints. A δ-spine can be obtained by appropriately cutting a minimal δ-separator into δ-paths.
Definition 13 ([18]). Given a spanning tree T of G, and 0 ≤ δ ≤ 0.5, a δ-path of T is a path P of T such that Pc ≤ δn/2.
Definition 14 ([18]). Let 0 ≤ δ ≤ 0.5. A δ-spine Y = {P1, P2, . . . , Ph} of a spanning tree T is a set of pairwise edge-disjoint
δ-paths of T such that S = ∪1≤i≤h Pi is a minimal δ-separator of T . Moreover, for any pair of distinct paths Pi and Pj in Y , we
require that, if they intersect, the intersection point is an endpoint of both paths.
Definition 15 ([18]). The set of the endpoints of the δ-paths in a δ-spine Y of a spanning tree T is called the cut and leaf set
of Y and is denoted by CAL(Y ). If Y is empty, CAL(Y ) consists of a single vertex which is the minimal δ-separator of T .
In Fig. 3 a δ-spine Y of a tree T , with δ = 1/5, and its CAL(Y ) are illustrated; they are depicted with heavy lines and dots.
The first step towards the proof of Proposition 10 consists in recalling the following simple result, stated and proved in
Lemma 5.9 of [18].
Lemma 16 ([18]). For any constant 0 < δ ≤ 0.5 and any spanning tree T of G, there exists a δ-spine Y of T such that
|CAL(Y )| ≤ ⌈2/δ⌉ − 3.
The second step consists in establishing a lower bound for F(T ), based on the knowledge of a δ-spine of T .
Lemma 17. Let Y be a δ-spine of a spanning tree T of G and S = ∪P∈Y P. Then
F(T ) ≥ ((1− δ)n− 2)
−
v∈V
dT (v, S)+
−
P∈Y

PaPb + PbPc − 2w(P)+−
P∈Y

Pa − PbQ (P),
where dT (v, S) = mini∈S dT (v, i).
Proof. By using relation (4) and the lower bound on C(T ) given in Lemma 5.12 of [18] we have
F(T ) = C(T )− 2w(T ) = C(T )− 2
−
e∈T\S
w(e)+
−
e∈S
w(e)

≥ (1− δ)n
−
v∈V
dT (v, S)+
−
P∈Y

PbPa + PbPcw(P)+−
P∈Y

Pa − PbQ (P)− 2 −
e∈T\S
w(e)− 2
−
P∈Y
w(P),
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where for the inequalitywe also used the fact that
∑
e∈S w(e) =
∑
P∈Y w(P), by definition of δ-spine. The conclusion follows
if we notice that
∑
e∈T\S w(e) ≤
∑
v∈V dT (v, S). 
Now we may begin the proof of Proposition 10.
Proof of Proposition 10. Let T ∗G be the spanning tree of G associated with an optimal fundamental cycle basis. According
to Lemma 16, for any constant 0 < δ ≤ 1/3 there exists a δ-spine Y = {Pi|1 ≤ i ≤ h} of T ∗G with |CAL(Y )| ≤ ⌈2/δ⌉ − 3
and, by definition, the set of all edges in Y constitutes a minimal δ-separator S of T ∗G . Assume, for each i = 1, . . . , h, that
Pi = SP(T ∗G , ui, vi) with |VB(T ∗G , Pi, ui)| ≥ |VB(T ∗G , Pi, vi)|, and set k = ⌈2/δ⌉ − 3. We describe how to construct from T ∗G a
k-star X of G satisfying Proposition 10. We proceed, as in [18], in three steps. We first construct a tree R of Gwith vertex set
CAL(Y ) and edge set Er = {(ui, vi)|1 ≤ i ≤ h}. This set of edges, each one connecting the two endpoints of a δ-path, is acyclic
since it corresponds to the skeleton of the δ-spine. Then we connect all vertices in V − CAL(Y ) directly to one of the vertices
in CAL(Y ) so as tominimize function F , obtaining therefore a k-star X = (V , Ex) of G. Finally we prove that F(X) ≤ 11−δ F(T ∗G ),
so that Proposition 10 holds true.
Let us proceed with the second step, since the first is obvious. In order to connect all vertices in V − CAL(Y ) directly to
one of the vertices in CAL(Y ) so as to minimize function F , we use an indicator function f (i) which indicates the endpoint
of Pi to which all the internal vertices of path Pi and all the vertices hanging from the internal vertices of Pi are directly
connected. The definition of function f (i) is introduced in order to allow the last equality in (8) to be satisfied. Precisely, the
edge function f (i) is defined as
f (i) =

1 if

Pai − Pbi

Pci w(Pi)− (n− 3)

2Q (Pi)− Pci w(Pi)
 ≥ 0
0 otherwise.
Consequently the set Ex of X is defined as follows:
• Er ⊂ Ex,
• if q ∈ VB(T ∗G , S, r) for some r ∈ CAL(Y ), then (q, r) ∈ Ex,• for each vertex q in Vi = V − VB(T ∗G , Pi, ui)− VB(T ∗G , Pi, vi), if f (i) = 1 then (q, ui) ∈ Ex, otherwise (q, vi) ∈ Ex; hence all
vertices in Vi are either connected to ui or to vi.
By construction, X is k-star with k = ⌈2/δ⌉ − 3. It remains to be shown that F(X) ≤ 11−δ F(T ∗G ). To improve readability, we
adopt the following notation, which simplifies the one used in [18]: ai = Pai , bi = Pbi , ci = Pci , qi = Q (Pi), wi = w(Pi),
fi = f (i) and dv = dT∗G (v, S). Hence, due to (4), we clearly have
F(X) =
−
e∈Ex

eaeb − 2w(e) =−
e∈Er

eaeb − 2w(e)+ (n− 3) −
e∈Ex\Er
w(e). (7)
Let us consider the right-hand side of (7). On the one hand, for any e = (ui, vi) ∈ Er ,
eaeb − 2w(e) ≤ [(ai + fici) (bi + (1− fi)ci)− 2]wi
= [aibi + (fibi + (1− fi)ai) ci − 2]wi.
On the other hand, as proved in page 772 of [18], the triangle inequality implies−
e∈Ex\Er
w(e) ≤
−
v∈V
dv +
h−
i=1
[fiqi + (1− fi) (ciwi − qi)] .
Thus, from (7) and the two inequalities above we deduce that
F(X) ≤
h−
i=1
(aibi − 2+ fibici + (1− fi)aici) wi + (n− 3)
−
v∈V
dv + (n− 3)
h−
i=1
(fiqi + (1− fi) (ciwi − qi))
= (n− 3)
−
v∈V
dv +
h−
i=1
(aibi − 2) wi +
h−
i=1
[fi (biciwi + (n− 3)qi)+ (1− fi) (aiciwi + (n− 3) (ciwi − qi))]
= (n− 3)
−
v∈V
dv +
h−
i=1
(aibi − 2) wi +
h−
i=1
min [biciwi + (n− 3)qi, aiciwi + (n− 3) (ciwi − qi)] (8)
where the last equality in (8) follows from the definition of the indicator function. Since the minimum of two numbers is
not larger than their weighted mean we have that min[biciwi + (n − 3)qi, aiciwi + (n − 3)(ciwi − qi)] is not greater than
(biciwi + (n− 3)qi) aiai+bi + (aiciwi + (n− 3)(ciwi − qi))
bi
ai+bi and, as a consequence, (8) is
≤ (n− 3)
−
v∈V
dv +
h−
i=1
(aibi − 2) wi +
h−
i=1
[
(biciwi + (n− 3)qi) ai
ai + bi +
(aiciwi + (n− 3) (ciwi − qi)) bi
ai + bi
]
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= (n− 3)
−
v∈V
dv +
h−
i=1
wi
ai + bi ((aibi + bici − 2) n+ aibici + 2ci − 3bici)+
h−
i=1
(n− 3) (qiai − qibi)
ai + bi (9)
where in (9) we used the fact that n− ci = ai + bi, since ai + bi + ci = n.
We now derive three upper bounds for the three terms in (9). For the first term it is easy to verify that, if δ ≤ 1/3, then
(n− 3)
−
v∈V
dv ≤ 11− δ [(1− δ)n− 2]
−
v∈V
dv. (10)
For the third term of (9), we have that
(n− 3) (ai − bi) qi
ai + bi ≤
1
1− δ (ai − bi) qi (11)
because
n− 3
ai + bi ≤
n
ai + bi =
1
1− cin
≤ 1
1− δ2
= 2
2− δ ≤
1
1− δ ,
where the second inequality holds since ci ≤ δn/2.
For the second term of (9), we now verify that
wi
(aibi + bici − 2) n+ aibici + 2ci − 3bici
ai + bi ≤
wi
1− δ (biai + bici − 2)
i.e.,
n
ai + bi +
aibici + 2ci − 3bici
(ai + bi) (aibi + bici − 2) ≤
1
1− δ . (12)
Notice that, since the δ-spine is aminimal δ-separator, then ci = 0 implies bi > 1. It follows that 3bi+bici ≥ 4, and therefore
for the second term on the left-hand side of (12) we have
aibici + 2ci − 3bici
(ai + bi) (aibi + bici − 2) ≤
ci
ai + bi .
Hence an upper bound on the left-hand side of (12) is
n
ai + bi +
ci
ai + bi =
n+ ci
n− ci ≤
2+ δ
2− δ ≤
1
1− δ
since ci ≤ δn/2.
To conclude the proof it suffices to use Lemma 17 and the three upper bounds for the terms of (8) to obtain that
F(X) ≤ 1
1− δ

((1− δ)n− 2)
−
v∈V
dv +
h−
i=1
wi (biai + bici − 2)+
h−
i=1
qi(ai − bi)

≤ 1
1− δ F(T
∗
G ). 
4.2. The general case
In this subsection we show how to obtain a PTAS forMin-FCB on arbitrary complete graphs. We proceed as in [18] in a
way that we now describe informally.
Given a complete graph G = (V , E), where to each edge e = (x, y) is assigned a weight w(x, y), we construct its metric
closure G, where to edge e = (x, y) is assigned aweight δ(x, y) representing theweight of a shortest path in G between x and
y. Then we apply to G the PTAS of the preceding subsection to obtain a spanning tree T of G, and successively we derive from
T a spanning tree Y of G, using Algorithm RBE below, which is a straightforward adaptation of the algorithm Remove_bad
presented in [18]. The spanning tree Y constitutes the approximate solution forMin-FCB.
We are able to show that Algorithm RBE, similarly to the one in [18] that is able to derive from any spanning tree T of G
a spanning tree Y of Gwithout increasing the routing cost C , does not increase the fundG cost. This will allow us to conclude
in Theorem 20, after having established in Proposition 19 a useful lower bound on the fundG cost of any spanning tree of
G, that the procedure informally described above is a PTAS for Min-FCB on arbitrary complete graphs. It is worth pointing
out that, while the reduction to a metric graph works in [18] for arbitrary graphs with the cost function C , it works only for
complete graphs when the fund (or F ) cost function is considered. Indeed equality (4) holds only for complete graphs and a
PTAS for general graphs cannot exists, due to the result of Section 2.
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Fig. 4. In (1) b is not an ancestor of x, in (2) it is an ancestor of x.
Before describing Algorithm RBE (remove bad edges), we give some additional notations and definitions.
Let T be any spanning tree of a complete weighted graph G = (V , E) and e = (x, y) be any edge of T . We denote by Vx and
Vy the sets of vertices of the two subtrees obtained from T by deleting edge e and we set C(T , Vx, Vy) = ∑i∈Vx,j∈Vy dT (i, j).
We say that an edge e = (a, b) of a spanning tree T of G (or of G) is a bad edge if w(a, b) > δ(a, b). For any bad edge (a, b),
there clearly exists a path P in G such thatw(P) = δ(a, b).
Given any spanning tree T of G, the algorithm RBE iteratively replaces bad edges e = (a, b) of T with edges from the path
P in G such thatw(P) = δ(a, b) until there are no more bad edges in T . The resulting spanning tree Y of G is also a spanning
tree of G and we will show in Proposition 18 that fundG(Y ) ≤ fundG(T ).
Algorithm RBE (remove bad edges)
Input: a spanning tree T of G
Output: a spanning tree Y of Gwithout bad edges and such that fundG(Y ) ≤ fundG(T )
1. Compute all-pairs shortest paths of G;
2. while there exists a bad edge, say (a, b), in T do
2.1. root T at a and assume SP(G, a, b) = (a, x, . . . , b);
2.2. let y be the father of x in T ;
2.3. if b is not an ancestor of x in T then
2.3.1. Y1 := T ∪ (x, b) \ (a, b);
2.3.2. Y2 := Y1 ∪ (a, x) \ (x, y);
2.4. else
2.4.1. Y1 := T ∪ (a, x) \ (a, b);
2.4.2. Y2 := Y1 ∪ (b, x) \ (x, y);
2.5. if fundG(Y1) ≤ fundG(Y2) then Y := Y1 else Y := Y2;
2.6. T := Y ;
Fig. 4 illustrates the two cases of Algorithm RBE. A simple counting argument, proved in [18], shows that thewhile loop is
executed at most O(n2) times so that the total complexity of RBE is O(n3). The following proposition needs instead a specific
proof.
Proposition 18. Before line 2.6. is executed, fundG(Y ) ≤ fundG(T ).
Proof. Throughout this proof we omit, for simplicity, the subscript G in all cost functions (fund, F , or C) of spanning trees.
For every vertex v, define Sv = {u ∈ V | v is an ancestor of u in T } ∪ {v}. There are two cases: x ∈ Sa \ Sb and x ∈ Sb. We
just consider the first case since the second one is identical if we re-root tree T at b and exchange the roles of a and b.
Then suppose that x ∈ Sa \ Sb. If fund(Y1) ≤ fund(T ), the result obviously holds. Assume on the contrary that
fund(T ) < fund(Y1) and set S1 = Sa \ Sb and S2 = S1 \ Sx (see Fig. 5).
Due to (3), (4) and the fact that δ(a, b) = δ(a, x)+ δ(x, b) (the shortest path from a to b contains x) we have that
fund(T )− fund(Y1) = F(T )− F(Y1) = C(T )− 2w(T )− C(Y1)+ 2w(Y1)
= C(T )− C(Y1)− 2δ(a, b)+ 2δ(x, b)
= C(T )− C(Y1)− 2δ(a, x)
= C (T , S1, Sb)− C (Y1, S1, Sb)− 2δ(a, x) (13)
and the last equality is true since the distance between any pair of vertices both in S1 (or in Sb) does not change. So
fund(T )− fund(Y1) < 0 implies that
C (T , S1, Sb)− C (Y1, S1, Sb) < 2δ(a, x). (14)
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Fig. 5. Trees T , Y1 and Y2 , and sets S1 and S2 .
Since we have that
C (T , S1, Sb) = |Sb|C (T , a, S1)+ |S1||Sb|δ(a, b)+ |S1|C (T , b, Sb)
C (Y1, S1, Sb) = |Sb|C (Y1, x, S1)+ |S1||Sb|δ(x, b)+ |S1|C (Y1, b, Sb) (15)
where C(T , b, Sb) = C(Y1, b, Sb), by substituting in (14) and dividing the left-hand side by |Sb|, we conclude that
C (T , a, S1)+ |S1|δ(a, b)− C (Y1, x, S1)− |S1|δ(x, b) < 2δ(a, x)|Sb| ,
which implies that
C (T , a, S1)− C (Y1, x, S1) < −|S1|δ(a, x)+ 2δ(a, x)|Sb| . (16)
Given that C(Y1, x, S1) = C(T , x, S1), we therefore obtain that
C (T , a, S1)− C (T , x, S1) < −|S1|δ(a, x)+ 2δ(a, x)|Sb| . (17)
In a similar way we obtain that
fund(Y2)− fund(T ) = F(Y2)− F(T ) = C(Y2)− 2w(Y2)− C(T )+ 2w(T )
= C(Y2)− C(T )− 2δ(a, x)− 2δ(x, b)+ 2δ(a, b)+ 2δ(y, x)
= C(Y2)− C(T )+ 2δ(y, x)
= C (Y2, S2, Sx)− C (T , S2, Sx)− C (T , S1, Sb)+ C (Y2, S1, Sb)+ 2δ(x, y). (18)
It remains to be proved that (18) is not greater then 0. First of all it is not difficult to see that
C (Y2, S1, Sb) = C (Y2, Sb, Sx)+ C (Y2, Sb, S2)
= C (Y2, Sb, Sx)+ C (T , Sb, S2)
= C (T , Sb, Sx)− (δ(a, b)+ dT (a, x)) |Sb||Sx| + δ(x, b)|Sb||Sx| + C (T , Sb, S2)
= C (T , Sb, S1)− (δ(x, a)+ dT (a, x)) |Sb||Sx|. (19)
The next equality is proved in Proposition 4.2 of [18]
C (Y2, S2, Sx)− C (T , S2, Sx) = |Sx|{C (T , a, S1)− C (T , x, S1)+ |S2|δ(x, a)+ C (T , x, Sx)− C (T , a, Sx)}. (20)
Observe that the difference C(T , x, Sx) − C(T , a, Sx) appearing in (20) is equal to −|Sx|(dT (a, y) + δ(x, y)). Using (20) and
(19), we then conclude that (18) becomes equal to
|Sx| {C (T , a, S1)− C (T , x, S1)+ |S2|δ(x, a)− |Sx| (dT (a, y)+ δ(x, y))} − (δ(x, a)+ dT (a, x)) |Sb||Sx| + 2δ(x, y)
which, using (17), is
< |Sx|

−|S1|δ(a, x)+ 2δ(a, x)|Sb| + |S2|δ(x, a)− |Sx| (dT (a, y)+ δ(x, y))− (δ(x, a)+ dT (a, x))|Sb|

+ 2δ(x, y)
≤ |Sx|

δ(a, x)
[
−|S1| + 2|Sb| + |S2| − |Sb|
]
− dT (a, y)− δ(x, y)− dT (a, x)+ 2δ(x, y).
Since−|S1| + 2|Sb| + |S2| − |Sb| ≤ −|S1| + 2+ |S2| − 1 ≤ 0 and−dT (a, y)− δ(x, y)− dT (a, x)+ 2δ(x, y) ≤ −dT (a, x)+
δ(x, y) ≤ 0, the conclusion follows. 
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The following proposition establishes a useful lower bound on the relation among the fundG cost of any spanning tree of
G and the fundG cost of the same tree in the metric closure G of G.
Proposition 19. For any spanning tree T of G,
fundG(T ) ≥ fundG(T )+
−
e∈E
(w(e)− δ(e))
and the equality holds tight if T has no bad edges.
Proof. Consider any edge e ∈ E. If e ∉ T then the edge belongs to a unique elementary cycle and, when passing from
graph G to graph G, this edge contributes to an increase of function fund of exactlyw(e)− δ(e). If instead e ∈ T , since G is a
complete graph, there are at least n−1 fundamental cycles and hence at least one cycle that includes it; in this case the edge
contributes to an increase of function fund of at leastw(e)− δ(e), allowing therefore to conclude that the first statement of
the proposition holds true. If T has no bad edges there is no increase due to edges in T , and the increase due to edges not in
T is exactly equal to
∑
e∈E(w(e)− δ(e)). 
Proposition 19 and the fact that the tree returned by Algorithm RBE has no bad edges now allow us to prove the main
result.
Theorem 20. Min-FCB restricted to complete graphs admits a PTASwhich provides a (1+ε)-approximate solution in O(n2ρ+n3)
time, where ρ = max(4, ⌈2/ε⌉).
Proof. LetG be any input graph and let T ∗G (resp. T
∗
G
) denote a spanning tree ofG (resp., ofG)minimizing function fundG (resp.
fundG). For any given ε > 0, the PTAS proceeds in three steps: first it constructs the metric closure G of G, then it applies the
PTAS of Theorem11 toG in order to obtain a spanning tree T ofG satisfying fundG(T ) ≤ (1+ε)fundG(T ∗G ), and finally it derives
a spanning tree Y of Gwithout bad edges and satisfying fundG(Y ) ≤ fundG(T ) by applying Algorithm RBE to T . We now show
that the last two inequalities and Proposition 19 imply the desired conclusion, i.e., that fundG(Y ) ≤ (1+ε)fundG(T ∗G ). Indeed,
since Y has no bad edges, we have that fundG(Y ) = fundG(Y ) +
∑
e∈E(w(e) − δ(e)) ≤ fundG(T ) +
∑
e∈E(w(e) − δ(e)) ≤
(1 + ε)fundG(T ∗G ) +
∑
e∈E(w(e) − δ(e)) ≤ (1 + ε)fundG(T ∗G ) +
∑
e∈E(w(e) − δ(e)) ≤ (1 + ε)fundG(T ∗G ). The PTAS time
complexity is a direct consequence of that of the PTAS of Theorem 11 and the O(n3) time needed to construct the metric
closure of G. 
5. Concluding remarks
We have presented the first results regarding the approximability of the problem of finding fundamental cycle bases
of minimum total weight in undirected graphs. On the one hand, we have proved that MIN-FCB is APX-hard, even when
restricted to unweighted graphs, and hence does not admit a PTAS, unless P = NP. On the other hand, we have derived
upper bounds on the actual approximability factor for arbitrary graphs as well as for dense graphs. In particular we have
shown that the problem restricted to complete graphs admits a PTAS. ThusMin-FCB turns out to be harder to approximate
than the related problem Min-RT [18], which admits a PTAS for arbitrary graphs. We leave as an open question whether
Min-FCB is approximable within a constant factor for arbitrary graphs.
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