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71. Introduction
1.1. Motivation
Nowadays, it has been widely investigated by many mathematicians the following Cauchy
problem for semilinear wave models with time-dependent propagation speed and time-dependent
damping term:{
utt − a2(t)∆u+ b(t)ut = f(u, ut,∇xu), (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.1)
Many questions arise for qualitative properties of solutions to (1.1.1). Some of these questions
we itemize below.
• Asymptotic behavior of the solutions.
We are interested in the long-time behavior of weak solutions to the Cauchy problem
(1.1.1). In particular, under different assumptions the influence of the time-depending
coefficients a = a(t) and b = b(t) in the speed of propagation and damping term,
respectively, under reasonable regularity assumptions on the Cauchy data (u0, u1) and
the nonlinearity f(u, ut,∇xu) we want to understand the long-time behavior (measured
in terms of energies or certain norms) of solutions to (1.1.1).
• Decay properties.
The significant progress in the study of nonlinear hyperbolic differential equations (with
or without damping term) is due to basic results on the decay in time of the solutions
to the corresponding linear wave equations.
• Local (in time) or global (in time) well-posedness of the associated Cauchy problems.
It is of interest to find suitable spaces for initial data to have local (in time) or even
global (in time) existence, uniqueness and continuous dependence on initial data. The
main arguments in the treatment are the contraction argument, together with some
energy estimates for families of linear parameter-dependent Cauchy problems.
• Associated nonlinear Cauchy problems.
Here we are interested in models with nonlinear source term f(u, ut,∇xu) (for instance
the power source nonlinear term f(u) = |u|p with p > 1). All the questions raised in
the linear case may be extended to the nonlinear one. The main argument here is again
the use of contraction principle.
• Global (in time) existence.
The nonlinear source term f(u, ut,∇xu) may cause a blow-up behavior of suitable so-
lutions. Thus, it seems to be reasonable to ask if under some assumptions the zero
solution is a steady state solution. Then, there exist global (in time) small data Sobolev
solutions.
• Blow-up and the control of life-span.
In the case of local (in time) existence results we may investigate whether the solution
may blow-up in some finite time, as well as study the behavior of such life-span with
respect to the parameters involved (for example, smallness of the initial data, regularity
of the initial data).
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The items just listed show the essential importance of the estimates for the solutions to the
Cauchy problem (1.1.1). There is an extensive literature about such results. We will sketch
some of them as it is presented in [11] and state the progress that has taken place up to the
present.
1.1.1. Cauchy problems for wave models with constant coefficients
Let us briefly recall some results about linear and semilinear Cauchy problems to wave models
with and without classical damping term. In particular, we present some known results on
energy estimates, Lp − Lq decay estimates, global (in time) existence and blow-up results.
In order to study global (in time) existence of small data Sobolev solutions for semilinear
equations, the key tool is estimates for solutions to the corresponding linear Cauchy problems.
A systematic overview on global existence and uniqueness results can be found in books [11]
and [31].
Linear Cauchy problems for free wave equation
We consider the following Cauchy problem for the homogeneous linear free wave equation:{
utt −∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.2)
The Cauchy problem (1.1.2) is Hs well-posed, s ∈ R, that is, for any (u0, u1) ∈ Hs ×Hs−1
there exists for all positive T a uniquely determined energy solution u ∈ C([0, T ], Hs) ∩
C1([0, T ], Hs−1) which depends continuously on Cauchy data.
If u ∈ C([0, T ], H1)∩C1([0, T ], L2), then the total energy of the solution to (1.1.2) is defined
by
EW (u)(t) :=
1
2
(
‖∇xu(t, ·)‖2L2 + ‖ut(t, ·)‖2L2
)
and it holds the conservation of the energy, that is, EW (u)(t) = EW (u)(0) for all t ≥ 0.
The study of Lp − Lq decay estimates for solutions to (1.1.2) bases on classical papers
[29, 41, 42, 45]. Such decay estimates are called Strichartz type decay estimates for the
energy EW (u)(t) basing on the Lq norm. In a precise formulation the estimate reads as
follows: ∥∥ut(t, ·),∇xu(t, ·)∥∥Lq ≤ C(1 + t)−n−12 ( 1p− 1q )(‖u0‖WNp+1p + ‖u1‖WNpp ) (1.1.3)
for n ≥ 2, p ∈ [1, 2), 1
p
+ 1
q
= 1 and Np ≥ n
(
1
p
− 1
q
)
. Here WNpp denotes the standard Sobolev
space over Lp with regularity Np ∈ N.
Linear Cauchy problems for damped wave equation with constant coefficients
Let us consider the following linear Cauchy problem for the classical damped wave equation:{
utt −∆u+ ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.4)
In this case the solutions to (1.1.4) describe the wave propagation with friction, such as the
telegraph equation and the heat conduction with finite propagation speed of perturbations.
The wave energy of Sobolev solutions to the Cauchy problem (1.1.4) is defined by
EW (u)(t) :=
1
2
(
‖∇xu(t, ·)‖2L2 + ‖ut(t, ·)‖2L2
)
.
Here EW (u)(t) is monotonically decreasing. This fact follows from differentiation of the energy
EW (u)(t) with respect to t and integration by parts. That is, it holds
d
dt
EW (u)(t) =
∫
Rn
(
ututt +∇u · ∇ut
)
dx =
∫
Rn
−ut(t, x)2dx ≤ 0.
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Thus, we can not expect energy conservation because of the damping term. This gives no
information whether it tends to zero or remains positive for all times. However, it arises the
question for the behavior of the energy for t→∞. Of special interest is the question whether
the energy EW (u)(t) tends to 0 for t→∞. Such a behavior is called decay.
Sharp decay estimates for solutions to the Cauchy problem (1.1.4) are proved in [23]. The
author proved, that the solutions to the damped wave equation (1.1.4) satisfy the estimates∥∥DktDαxu(t, x)∥∥L2 ≤ C(1 + t)−n2 ( 1m− 12)− |α|2 −k(‖u0‖Hk+|α| + ‖u1‖Hk+|α|−1 + ‖(u0, u1)‖Lm)
for t ≥ 0 and m ∈ [1, 2]. Here the estimates are improved by assuming an additional Lm
regularity with m ∈ [1, 2].
There is a difference in the influence on the decay order between spatial and time deriva-
tives like for estimates of solutions to the corresponding heat equation. We remark that the
previous estimates coincide in the decay order with the corresponding estimates for the heat
equation. The corresponding Lp − Lq decay estimates to the Cauchy problem (1.1.4) are
given as follows:∥∥ut(t, ·),∇xu(t, ·)∥∥Lq ≤ C(1 + t)−n2 ( 1p− 1q )− 12 (‖u0‖WNp+1p + ‖u1‖WNpp )
for n ≥ 2, p ∈ [1, 2), 1
p
+ 1
q
= 1 and Np ≥ n
(
1
p
− 1
q
)
. That is, these decay rates correspond to
estimates for the heat equation (see [30]). Thus, this parabolic structure can be expressed in
terms of the so-called diffusion phenomenon and the asymptotic behavior of the solutions to
the damped wave equation are related to corresponding solutions of the heat equation.
Semilinear Cauchy problems for damped wave equation with constant coefficients
Now we consider the following semilinear Cauchy problem for the classical damped wave
equation: {
utt −∆u+ ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.5)
There is a lot of effort from many authors devoted to the question of the global (in time)
existence or the blow-up in a finite time of Sobolev solutions to the Cauchy problem (1.1.5).
Small perturbations of the data in suitable Banach spaces preserve the property of the Cauchy
problem to have globally (in time) Sobolev solutions. It turns out that there exists a critical
exponent pcrit, a threshold between global and non-global (in time) existence of small data
Sobolev solutions.
In the paper [44], by using the Matsumura estimates for solutions to the linear Cauchy
problem (1.1.4), it is proved a global (in time) existence result for energy solutions to (1.1.5)
assuming compactly supported data (u0, u1) ∈ H1×L2 to be sufficiently small, p > pFuj(n) =
1 + 2
n
and p ≤ pGN(n) = nn−2 if n ≥ 3. Moreover, the authors also proved a blow-up result
for 1 < p < pFuj(n), assuming the data satisfy some integral sign conditions.
Here pFuj(n) denotes the so-called Fujita exponent, which is the the critical exponent of
the semilinear heat equations. This indicates that the damping term drastically changes the
asymptotic behavior of the solution to the wave equation. In other words, the solutions to
(1.1.5) seem to behave more like solutions of the heat equation at large times.
Later on in [50], the author showed that the critical case p = pFuj(n) belongs to the blow-up
region applying the so-called test function method. This method bases on a contradiction ar-
gument and yields sharp results for models with a parabolic like decay for solutions. Moreover,
in [21] the authors extended the global (in time) existence result to certain non-compactly
supported initial data.
1.1.2. Cauchy problems for wave models with time-dependent coefficients
We consider now wave models with time-dependent coefficients. Results for such models may
help getting a better understanding of classical results for constant coefficients models, as
well, as giving hints to possible generalizations.
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Linear Cauchy problems for wave equation with time-dependent speed of propagation
Let us consider the following Cauchy problem for a wave equation with time-dependent
propagation speed a = a(t):{
utt − a2(t)∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.6)
Then, the total energy of the solution to (1.1.6) is defined by
EW,a(u)(t) :=
1
2
(
a2(t)‖∇xu(t, ·)‖2L2 + ‖ut(t, ·)‖2L2
)
.
One can observe many different effects for the behavior of EW,a(u)(t) as t→∞ according to
properties of the speed of propagation a = a(t).
If 0 < a0 ≤ a(t) ≤ a1 <∞ for all t ≥ 0, then the energy EW,a(u)(t) is equivalent to
EW,1(u)(t) = EW (u)(t) :=
1
2
(
‖∇xu(t, ·)‖2L2 + ‖ut(t, ·)‖2L2
)
.
Although EW (u)(t) is a conserved quantity for the classical wave equation, oscillations of the
time-dependent coefficient a = a(t) may have a deteriorating influence on the energy behavior
of solutions (see [7] and [35]). Namely, a time-dependent propagation speed can cause many
difficulties. This is shown in [35] by means of the Cauchy problem{
utt −
(
2 + sin t
)2
∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn.
For an admissible solution u of this Cauchy problem it follows immediately that
EW (u)(t) ≤ C exp(ct)EW (u)(0)
with constants c, C > 0. The authors showed that this energy estimate cannot be substan-
tially improved, even if Lp − Lq estimates are considered. This means, that the oscillating
coefficients have a deteriorating effect on energy estimates.
In [33], the authors examined this effect more closely for propagation speeds of the form
a2(t) = 2 + sin
((
log(t+ 30)
)γ)
.
Then, for the given function a = a(t) does not damage the energy estimate for a suitable
γ > 0. For this reason, it is necessary to control the oscillating behavior of the coefficients.
Such a classification was proposed in [35] and can be used to control suitable energies. That
is, if
|a(k)(t)| ≤ Ck(1 + t)−k, k = 1, 2,
holds (due to the proposed classification, here only very slow oscillations are allowed), then
the so-called generalized energy conservation law (GECL) holds (see [33]). This means, that
there exist positive constants C0 and C1 such that the inequalities
C1EW,a(u)(0) ≤ EW,a(u)(t) ≤ C2EW,a(u)(0)
are valid for all t ∈ (0,∞), where the positive constants C0 and C1 are independent on the
data. This (GECL) excludes decay and blow up behavior of EW,a(u)(t) for t→∞.
One can allow faster oscillations of the coefficients if further structural properties of the
coefficients are supposed. In the paper [16], even though oscillations are very fast, the author
proved (GECL) to (1.1.6) provided that the following conditions to the coefficient a = a(t)
are satisfied:
0 < a1 ≤ a(t) ≤ a2, (1.1.7)
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|a(k)(t)| ≤ Ck(1 + t)−kα, k = 1, 2, · · · ,M, (1.1.8)∫ t
0
|a(τ)− a∞|dτ ≤ C(1 + t)β, (1.1.9)
for some real a∞ and β ∈ (0, 1) with α ≥ β + 1− β
M
. Here (1.1.9) is a so-called stabilization
condition and by this condition one can get some benefit of higher order regularity of a = a(t).
The situation becomes more complicated if one considers an unbounded propagation speed
a = a(t). If a(t) > a0 > 0 is an increasing function satisfying a suitable control on the
oscillations, the author proved in [1] the estimate
EW,a(u)(t) ≤ C1a(t)
(
EW,a(u)(0) + ‖u0‖2L2
)
.
In the case of an increasing a = a(t) in the derived energy estimate for EW,a(u)(t) the H1
norm of u0 appears, not only the L
2 norm of its gradient as in the case of bounded a = a(t).
It turns out that it is useful to write
a(t) = λ(t)ω(t),
where
• λ = λ(t) describes the increasing behavior (improving influence on estimates),
• ω = ω(t) describes the oscillating behavior (deteriorating influence on estimates).
In series of papers [34, 35, 37], the authors generalized the question for Lp−Lq decay estimates
to wave equations with a(t) = λ(t)ω(t). For a good survey see [32]. The authors proposed a
classification based on the interplay between λ(t) and ω(t) as follows.
Definition 1.1.1 (Speed of oscillations). We assume that there exists a real γ ∈ [0, 1] such
that the following condition is satisfied:
|ω(k)(t)| ≤ Ck
(λ(t)
Λ(t)
(
log Λ(t)
)γ)k
, for large t, k ∈ N, (1.1.10)
where Λ = Λ(t) is defined by Λ(t) :=
∫ t
0
λ(τ)dτ . The parameter γ controls the oscillations of
ω as follows:
• if γ = 0, then ω has very slow oscillations,
• if 0 < γ < 1, then ω has slow oscillations,
• if γ = 1, then ω has fast oscillations,
• and if the condition (1.1.10) is not satisfied for γ = 1, then ω has very fast oscillations.
If the oscillations of ω are very slow, slow or fast by assuming some suitable assumptions
on the smooth coefficient λ = λ(t) one can expect Lp−Lq decay estimates. If the oscillations
are very fast, then one can not expect such decay estimates without assuming a suitable
stabilization condition.
If (1.1.10) holds for γ ∈ [0, 1], then the Lp − Lq decay estimate
‖(ut, λ(t)∇xu)(t, ·)‖Lq ≤ C
√
λ(t)
(
Λ(t)
)γ0−n−12 ( 1p− 1q )(‖u0‖WNp+1p + ‖u1‖WNpp ) (1.1.11)
holds for the solution u = u(t, x) to (1.1.6) with real value γ0 ≥ 0, which depends on γ. Here
n ≥ 2, p ∈ (1, 2], 1
p
+ 1
q
= 1 and Np ≥ n
(
1
p
− 1
q
)
. There is a connection between the oscillating
behavior of ω and the loss of decay, that is, the size of γ0 describes how the decay rate differs
from the classical one stated in (1.1.2).
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In the paper [19], the authors studied the Cauchy problem (1.1.6) after introducing a(t) =
λ(t)ω(t) with a monotonously increasing shape function λ = λ(t) and a (bounded) oscillating
function ω = ω(t). By using the CM property of λ = λ(t) and ω = ω(t) and the idea of
stabilization condition they proved the two sided estimate
C0 ≤ 1
λ(t)
Eλ(u)(t) ≤ C1,
where the nonnegative constants C0 and C1 depend on the data and Eλ(u)(t) is defined as
Eλ(u)(t) :=
1
2
(
λ2(t)‖∇xu(t, ·)‖2L2 + ‖ut(t, ·)‖2L2
)
.
Linear damped wave equations with time-dependent dissipation
A further problem of interest is the Cauchy problem for the wave equation with time-
dependent dissipation{
utt −∆u+ b(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.12)
The term b(t)ut is called the damping term, which prevents the motion of the wave and
reduces its energy, and the coefficient b = b(t) represents the strength of the damping. The
asymptotic behavior of solutions and their wave energy change according to the positive
coefficient b = b(t) in the damping term.
In the PhD thesis [46], the author proposed a classification of the time-dependent dissi-
pation terms in the following way:
• scattering producing to the free wave equation,
• non-effective dissipation,
• effective dissipation,
• over-damping producing.
If the solution behaves asymptotically like that of the wave equation, that is, if the damping
term in (1.1.12) has no essential influence on the behavior of the solution, then the solution
scatters to that of the free wave equation when t → ∞. This case is called scattering
producing case. If the Lp − Lq estimates of the solution to the Cauchy problem (1.1.12) are
closely related to those of the solutions to the free wave equation, then the damping term
is called non-effective. If the solution to the Cauchy problem (1.1.12) has the same decay
behavior as the solution of the corresponding parabolic Cauchy problem{
ut =
1
b(t)
∆u, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), x ∈ Rn,
that is, if the damping term has a stronger influence, then the damping term is called effective.
Finally, if the energy of the solution has no any decay estimate, namely, if the damping term
has too strong influence, then the damping term is called over-damping producing.
In general for the cases scattering or over-damping there is no energy decay. Particularly,
the effectiveness to the model (1.1.12) is defined as follows.
Definition 1.1.2 (Effective dissipation). The damping term in (1.1.12) is called effective, if
b = b(t) satisfies the following assumptions:
(B1) b(t) > 0 for any t ≥ 0;
(B2)
∣∣b(k)(t)∣∣ ≤ Ckb(t)( 1
1 + t
)k
, k = 1, 2, · · · , `;
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(B3) b(t) is monotonic;
(B4)
1
b(t)
/∈ L1 ([0,∞));
(B5) |b′(t)| = o(b2(t)), that is, tb(t)→∞ as t→∞;
(B6)
1
b(t)(1 + t)2
∈ L1 ([0,∞)).
In the case of effective dissipation, the Lp − Lq decay estimates to the solution (1.1.12)
and their derivatives were given in the following way in [46, 48]:
∥∥DktDαxu(t, ·)∥∥Lq ≤ C 1bk(t)(1 +
∫ t
0
dτ
b(τ)
)−n2 ( 1p− 1q )− |α|2 −k(‖u0‖WNp+|α|p + ‖u1‖WNp+|α|−1p ),
where p ∈ [1, 2], pq = p + q and the regularity Np > n
(
1
p
− 1
q
)
. Note that this decay rate
coincides with the corresponding estimate for the heat equation.
Semilinear damped wave equation with time-dependent dissipation
Next, we consider the following Cauchy problem for semilinear time-dependent damped wave
equation: {
utt −∆u+ b(t)ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.13)
Since the nonlinearity |u|p of (1.1.13) is a source term, in general the solution may blow up
in finite time even if the initial data is sufficiently small.
In the paper [22], the authors proved that the critical exponent for solutions to the Cauchy
problem (1.1.13) remains the same as for the Cauchy problem with b(t) = 1 with special
effective damping term b(t)ut = b0(1 + t)
βut for −1 < β < 1, provided that the small initial
data belong to H1×L2 with compact support. That is, the authors have obtained a blow-up
result if 1 < p ≤ pFuj(n) and a global (in time) existence result if p > pFuj(n). Later, a global
(in time) existence result to (1.1.13) was extended in [10] to more general b(t) satisfying a
monotonicity condition and a polynomial-like behavior. Moreover, the authors relaxed the
assumption of compactly supported with data from exponentially weighted energy spaces.
The authors also dealt with initial data belonging to the class
(
H1 ∩ L1) × (L2 ∩ L1) when
n ≤ 4. In particular, the global (in time) existence holds for p > pFuj(n) and p ≤ pGN(n) = nn−2
with n ≥ 3, if initial data are assumed to be small in exponentially weighted energy spaces.
In the paper [8], the authors treated subcritical and critical case 1 < p ≤ pFuj(n). The authors
proved that there is no global (in time) existence of small data solutions, under a suitable
sign assumption.
Linear damped wave equations with time-dependent speed of propagation and
dissipation
In the PhD thesis [1], the author studied the following linear Cauchy problem with time-
dependent propagation speed and dissipation (see also [2]):{
utt − a2(t)∆u+ b(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.14)
Here a = a(t) describes an increasing propagation speed of waves and b(t)ut describes a
damping effect. More precisely, the author was interested in time-dependent coefficients
a = a(t) and b = b(t) having very slow oscillations only.
The author proposed a classification of the damping term b(t)ut in terms of the increasing
speed of propagation a = a(t) as follows:
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• scattering producing to the wave equation,
• non-effective dissipation,
• effective dissipation,
• over-damping producing.
The increasing speed of propagation a = a(t) has the following properties:
(A1) a(t) > 0 and a′(t) > 0 for t ∈ [0,∞);
(A2) a0
a(t)
A(t)
≤ a
′(t)
a(t)
≤ a1 a(t)
A(t)
, a0, a1 > 0;
(A3) |a′′(t)| ≤ a2a(t)
( a(t)
A(t)
)2
, a2 > 0.
Then, by studying the interaction between a = a(t) and b = b(t), the effective dissipation is
defined as follows.
Definition 1.1.3 (Effective dissipation). The damping term b(t)ut in (1.1.14) is called ef-
fective, if the following assumptions are satisfied:
(B’1) b(t) > 0 and b(t) = µ(t)
a(t)
A(t)
;
(B’2)
∣∣dktµ(t)∣∣ ≤ Ckµ(t)( a(t)A(t))k for k = 1, 2, · · · , `;
(B’3)
µ(t)
A(t)
is monotonic and µ(t)→∞ as t→∞;
(B’4)
a2(t)
b(t)
=
a(t)A(t)
µ(t)
/∈ L1 ([0,∞)).
Thus, by the above effectiveness assumptions the following Lp − Lq decay estimate holds
to (1.1.14):
‖(ut, a(t)∇xu)(t, ·)‖Lq ≤ Ca(t)
(
1 +
∫ t
0
a2(τ)
b(τ)
dτ
)−n2 ( 1p− 1q )− 12 (‖u0‖WNpp + ‖u1‖WNp−1p ),
where p ∈ [1, 2], pq = p+ q and the regularity Np > n
(
1
p
− 1
q
)
.
This shows that the model (1.1.14), in the effective damping case is hinted to relations
to parabolic models from the point of view of decay estimates for the long-time behavior of
solutions and its energies.
Semilinear damped wave equation with time-dependent speed of propagation and
dissipation
In the above cited PhD thesis the author studied also the following semilinear Cauchy prob-
lem for the damped wave equations with increasing time-dependent propagation speed and
effective dissipation term (see also [3, 4]):{
utt − a2(t)∆u+ b(t)ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.1.15)
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In order to prove the global (in time) existence of small data Sobolev solutions to a given
semilinear Cauchy problem, after using Duhamel’s principle the estimates of solutions to the
following family of parameter-dependent Cauchy problems are necessary to estimate:{
utt − a2(t)∆u+ b(t)ut = 0, (t, x) ∈ [s,∞)× Rn,
u(s, x) = 0, ut(s, x) = g(s, x), x ∈ Rn. (1.1.16)
With the C2 property of the above given assumptions (B’1) to (B’4) and the additional
assumption
(B’5)
a2(t)
A2(t)b(t)
∈ L1([0,∞)),
the author derived the following estimates of solutions to the Cauchy problem (1.1.16):
‖u(t, ·)‖L2 ≤ C 1
b(s)
(
1 +Ba(s, t)
)−n2 ( 1m− 12)‖g(s, ·)‖Lm∩L2 ,
‖∇xu(t, ·)‖L2 ≤ C 1
b(s)
(
1 +Ba(s, t)
)−n2 ( 1m− 12)− 12 ‖g(s, ·)‖Lm∩L2 ,
‖ut(t, ·)‖L2 ≤ C a
2(t)
b(s)b(t)
(
1 +Ba(s, t)
)−n2 ( 1m− 12)−1‖g(s, ·)‖Lm∩L2 ,
where m ∈ [1, 2) and Ba(s, t) :=
∫ t
s
a2(τ)
b(τ)
dτ .
The author divided his considerations into two cases to derive results about global (in
time) existence of small data Sobolev solutions to the Cauchy problem (1.1.15): the case of
sub-exponential propagation speed and the case super-exponential propagation speed, which
are defined by the aid of the following auxiliary functions:
ν(δ, t) :=
a(t)
A(t)
A(δt)
a(δt)
and ν(δ) := lim
t→∞
sup ν(δ, t), δ ∈ (0, 1).
Then, the following classification is introduced:
• the case of sub-exponential propagation speed if ν(δ) . 1,
• the case of super-exponential propagation speed if ν(δ) =∞.
By the additional assumption
(C1) µ′(t) ≤ µ1µ(t) a(t)
A(t)
, µ1 ∈ [0, 2),
in the case of sub-exponential propagation speed, the result about global (in time) existence
of small data Sobolev solutions is formulated by means of the following parameters:
p¯1 := 1 +
(
1− 2a0
2 +R
) 2
n
,
p¯2 := 1 +
(
1− δ
ν(δ)
2a0
2 +R
) 2
n
,
p¯3 :=
1
2
+
1
2
(
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
) + ( 1
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
−
2a0
2+R
δ
ν(δ)
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
)
2
n
.
Here the nonnegative constants µ1 is from condition (C1), a0 is from condition (A2) and R
is from condition (B2) with k = 1 and µ′(t)/µ(t) ≥ −Ra(t)/A(t).
In the case of sub-exponential propagation speed, under the following assumptions it
has been proved the global (in time) existence of small data energy solutions belonging
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to C([0,∞), H1) ∩ C1([0,∞), L2), where the initial data (u0, u1) are assumed to belong to(
H1 ∩ L1)× (L2 ∩ L1):
δ
ν(δ)
>
(2 +R)n
8a0
and

p > p¯, p ≥ 2 if n = 1, 2,
2 ≤ p ≤ 3 = pGN(3) if n = 3,
p = 2 = pGN(4) if n = 4,
where p¯ := max
{
p¯1 ; p¯2 ; p¯3
}
(see [3]).
On the other hand, in the case of super-exponential propagation speed, the following
additional assumption was supposed to be satisfied:
(C2) The function θ(t) :=
A2(t)
µ(t)
satisfies the following conditions:
• θ(t) is increasing,
• θ′(t) ≤ αθ(t) 1
logA(t)
a(t)
A(t)
, α > 0.
It has been proved the global (in time) existence of small data energy solutions belonging
to C([0,∞), H1) ∩ C1([0,∞), L2), where the initial data (u0, u1) are assumed to belong to(
H1 ∩ L1)× (L2 ∩ L1), ν(δ, t) = O( logA(t)) and
2 ≤ p if n = 1, 2,
2 ≤ p ≤ 3 = pGN(3) if n = 3,
p = 2 = pGN(4) if n = 4,
(see [4]).
1.2. Main goals, some results and plan of the thesis
In this thesis, we are interested in damped wave models with time-dependent propagation
speed and time-dependent damping term both having a time-dependent oscillation term.
More precisely, we are concerned with the Cauchy problem{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (1.2.1)
and the corresponding semilinear Cauchy problem with some power source nonlinearities on
the right-hand side, that is,{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = f(u), (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.2.2)
To verify special properties of solutions (Lp−Lq estimates on the conjugate line) we restrict
our considerations to the following Cauchy problem to the linear wave equation with time
dependent speed of propagation:{
utt − λ2(t)ω2(t)∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (1.2.3)
Here the time-dependent functions λ = λ(t), ρ = ρ(t) and ω = ω(t) are smooth and strictly
positive functions. In particular, λ is a monotonously increasing nontrivial shape function
in the propagation speed, ρ is a nontrivial shape function in the damping term and ω is a
bounded oscillating function in both propagation speed and damping term.
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Throughout this thesis, we restrict ourselves to “effective-like” (due to the oscillating term
ω = ω(t)) damping ρ(t)ω(t)ut according to the classification in [2] and [48]. Here effective
means that the solution to (1.2.1) behaves like that of a corresponding parabolic problem.
The main goal of the thesis is to understand the influence of stronger oscillations on
Sobolev solutions to the linear models (1.2.1) and (1.2.3) and, consequently, to the semilinear
model (1.2.2). Especially, due to the deteriorating influence of oscillations on solutions, a
stabilization condition and higher order regularity of the time-dependent coefficients may
compensate “bad behaviors” arising from oscillations. In this way, stabilization condition
allows us to control a certain amount of very fast oscillations (see [16, 17, 19]).
From a mathematical point of view, it is an interesting problem to study how the oscilla-
tions in the propagation speed and the damping term affects the properties of the solutions
with a stabilization condition. In other words, in this thesis, we investigate how solutions
of the given linear and semilinear Cauchy problems differ from very fast oscillations with a
stabilization condition to very slow oscillations.
In this thesis we will represent the coefficients a = a(t) and b = b(t) in (1.1.1) by the
following products:
a(t) = λ(t)ω(t) and b(t) = ρ(t)ω(t).
If we have in mind ω(t) ≡ 1, then a = a(t) and b = b(t) have very slow oscillations. In
this way, we will call the damping term with the oscillating function ω is an “effective-like”
damping term.
Some results of the thesis
In this section, we collect the selected results described in this thesis.
In order to prove global (in time) existence of small data Sobolev solutions to the semilinear
Cauchy problem (1.2.2), after using Duhamel’s principle we need estimates of solutions to
the following family of parameter-dependent Cauchy problems:{
vtt − λ2(t)ω2(t)∆v + ρ(t)ω(t)vt = 0, (t, x) ∈ [s,∞)× Rn, s ≥ 0,
v(s, x) = 0, vt(s, x) = g(s, x), x ∈ Rn. (1.2.4)
We derived in Section 2 the following estimates of solutions to the Cauchy problem (1.2.4)
under the assumptions stated in Section 2.3:
‖v(t, ·)‖H˙σ .
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)‖g(s, ·)‖Lm∩Hmax{σ−1;0} ,
‖vt(t, ·)‖H˙σ .
Λ(s)
λ(s)
max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12)−1}‖g(s, ·)‖Lm∩Hσ ,
where σ ∈ R+, m ∈ [1, 2) and Bλ(s, t) :=
∫ t
0
λ2(τ)
ρ(τ)
dτ .
To derive these estimates we use primarily the WKB-analysis and the method of zones. In
opposite to earlier literature, due to the influence arising from strong oscillations, we should
modify the definition of the zones used in related models. Particularly, first, we shrink the
hyperbolic zone by imposing an oscillation subzone. Next, in the same manner, we also need
to get a smaller elliptic zone, however, this leads to enlarging the dissipative zone. Therefore,
this brings competition between the estimates in ‖vt(t, ·)‖H˙σ deriving from the elliptic zone
and the dissipative zone, respectively.
Main results for Sobolev solutions to the Cauchy problem (1.2.2) when f(u) = |u|p, p > 1,
are derived in Section 3 together with higher order energy estimates of solutions and their
partial derivatives. For the sake of simplicity, here we present our results for some typical
examples in our approach, which divide into two cases: case of sub-exponential propagation
speed and case of super-exponential propagation speed, respectively. We introduce only
simplified results under the assumptions stated in Section 2.3 and Section 3.1.1 with the
constructed admissible oscillation function in Section 2.6.
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• Case of sub-exponential propagation speed:
Let λ(t) = (α+ 1)(1 + t)α, α > 0. Then, we obtain
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, −1 < γ < α,
ρ(t) ' (1 + t)β−1, α− γ < β < 2α+ 2 and F (Λ(t)) ' (1 + t)α+2κ−1, 4− β
4
≤ κ < 1.
• Case of super-exponential propagation speed:
Let us choose λ(t) = etee
t
. Then, we have
Λ(t) = ee
t
and Θ(t) = ere
t
, 0 < r < 1,
ρ(t) ' eteqet , 1− r < q < 2 and F (Λ(t)) ' e(1+2κ)et , −q
4
≤ κ < 0.
We introduce the space
Dσm :=
(
Hσ ∩ Lm)× (Hmax{σ−1;0} ∩ Lm)
with the norm
‖(u0, u1)‖Dσm := ‖u0‖Hσ + ‖u0‖Lm + ‖u1‖Hmax{σ−1;0} + ‖u1‖Lm ,
where σ ∈ R+ and m ∈ [1, 2).
The space for initial data influences the choice of the space in which we look for solutions.
The results for global (in time) existence of small data solutions to the Cauchy problem
(1.2.2) are treated separately in the case of sub-exponential and the case super-exponential
propagation speed, respectively.
• If the data has a low regularity
(u0, u1) ∈
(
Hσ ∩ Lm)× (L2 ∩ Lm),
where σ ∈ (0, 1) and m ∈ [1, 2), then we prove a global (in time) existence result of
Sobolev solutions provided that the exponent p belongs to some admissible interval and
for the case of sub-exponential propagation speed also satisfies
p > 1 +
(β − α+ 1
α+ 1
)2m
n
.
Moreover, we have the following decay estimates in the case of sub-exponential propa-
gation speed:
‖u(t, ·)‖L2 . (1 + t)−(2α−β+2)n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
. (1 + t)−(2α−β+2)(n2 ( 1m− 12 )+σ2 )‖(u0, u1)‖Dσm .
In the case of super-exponential propagation speed we have the decay estimates
‖u(t, ·)‖L2 . e−(2−q)n2 ( 1m− 12)e
t‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
. e−(2−q)(n2 ( 1m− 12 )+σ2 )e
t‖(u0, u1)‖Dσm .
Here the competition in the estimates of ‖ut(t, ·)‖H˙σ does not influence the admissible
exponents p, since we do not have a classical energy solution.
• If the data are taken from energy space with additional regularity, that is,
(u0, u1) ∈
(
H1 ∩ Lm)× (L2 ∩ Lm),
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then, the global (in time) existence of small data energy solutions can be proved for
larger dimension n, where it is provided that the exponent p belongs to some admissible
interval and in the case of sub-exponential propagation speed the exponent p also holds
p > 1 +
(β − α+ 1
α+ 1
)2m
n
.
Moreover, we have the estimates in the case of sub-exponential propagation speed
‖u(t, ·)‖L2 . (1 + t)−(2α−β+2)n2 ( 1m− 12)‖(u0, u1)‖D1m ,∥∥|D|u(t, ·)∥∥
L2
. (1 + t)−(2α−β+2)(n2 ( 1m− 12 )+ 12)‖(u0, u1)‖D1m ,
‖ut(t, ·)‖L2 . max
{
(1 + t)−(2α−β+2)
n
2 ( 1m− 12)−1;
(1 + t)−(2α+4κ−2)
n
2 ( 1m− 12)−2κ+1
}
‖(u0, u1)‖D1m ,
and in the case of super-exponential propagation speed
‖u(t, ·)‖L2 . e−(2−q)n2 ( 1m− 12)e
t‖(u0, u1)‖D1m ,∥∥|D|u(t, ·)∥∥
L2
. e−(2−q)(n2 ( 1m− 12 )+ 12)e
t‖(u0, u1)‖D1m ,
‖ut(t, ·)‖L2 . max
{
ete−(2−q)
n
2 ( 1m− 12)et ; ete−2κe
t
e−(2+4κ)
n
2 ( 1m− 12)et
}
‖(u0, u1)‖D1m .
Here let us point out that it appears the competition between our estimates for time
derivative of the solution u. If the first components are dominant, then we extend the
results of [3] and [4] with ω ≡ 1 by using additional regularity Lm, m ∈ [1, 2), for the
data.
• Next, we treat the Cauchy problem (1.2.2) for
(u0, u1) ∈
(
Hσ ∩ Lm)× (Hσ−1 ∩ Lm),
where σ > 1. In addition to p > 1+
(
β−α+1
α+1
)
2m
n
and after using the fractional chain rule
from Section A.7.4 in Appendix another condition comes into play which is p > dσe for
any space dimension n. Moreover, we have the estimates in the case of sub-exponential
propagation speed
‖u(t, ·)‖L2 . (1 + t)−(2α−β+2)n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|u(t, ·)∥∥
L2
. (1 + t)−(2α−β+2)(n2 ( 1m− 12 )+ 12)‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2 . max
{
(1 + t)−(2α−β+2)
n
2 ( 1m− 12)−1;
(1 + t)−(2α+4κ−2)
n
2 ( 1m− 12)−2κ+1
}
‖(u0, u1)‖Dσm ,
‖|D|σ−1ut(t, ·)‖L2 . max
{
(1 + t)−(2α−β+2)(
n
2 (
1
m− 12 )+σ−12 )−1;
(1 + t)−(2α+4κ−2)(
n
2 (
1
m− 12 )+σ−12 )−2κ+1
}
‖(u0, u1)‖Dσm ,
and in the case of super-exponential propagation speed
‖u(t, ·)‖L2 . e−(2−q)n2 ( 1m− 12)e
t‖(u0, u1)‖Dσm ,∥∥|D|u(t, ·)∥∥
L2
. e−(2−q)(n2 ( 1m− 12 )+ 12)e
t‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2 . max
{
ete−(2−q)
n
2 ( 1m− 12)et ; ete−2κe
t
e−(2+4κ)
n
2 ( 1m− 12)et
}
‖(u0, u1)‖Dσm ,
‖|D|σ−1ut(t, ·)‖L2 . max
{
ete−(2−q)(
n
2 (
1
m− 12 )+σ−12 )et ;
ete−2κe
t
e−(2+4κ)(
n
2 (
1
m− 12 )+σ−12 )et
}
‖(u0, u1)‖Dσm .
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• Finally, a particular case σ > n
2
+ 1 is treated. Using fractional powers from Section
A.7.6 in Appendix the condition p > dσe can be relaxed to p > σ.
Plan of the thesis
The plan of the thesis is organized as follows.
In Chapter 2, for the linear Cauchy problem (Lm ∩ L2) − L2, m ∈ [1, 2), estimates are
obtained for the solution and its time derivative. In order to prove these estimates, some
known techniques are applied, such as, WKB-analysis, the method of zones. Besides, micro-
energies in different parts of the extended phase space, diagonalization procedure, symbol
classes and their hierarchies play an important role. In this chapter, the approaches developed
for the linear wave models with time-dependent coefficients with damping [1, 10, 48, 46] and
without damping [16, 18, 19, 33] are applied.
In Chapter 3 several global (in time) existence results are proved in the case f(u) = |u|p.
These results are divided into two cases with respect to the behavior of the propagation speed:
case of sub-exponential propagation speed and case of super-exponential propagation speed.
Firstly, it is considered results for Sobolev solutions below the energy level. Then, results
for energy solution and results for solutions with higher regularity than energy solutions
are derived. In particular, for the results in spaces with higher regularity some tools from
Harmonic Analysis are necessary to deal with the power nonlinearity in homogeneous Sobolev
spaces of fractional order. Finally, results for large regular solutions are considered.
In Chapter 4 some global (in time) existence results are derived in the case f(u) = |ut|p and
f(u) =
∣∣|D|au∣∣p with a ∈ (0, 1]. If f(u) = |ut|p, we prove large regular Sobolev solutions to
(1.2.2) in the cases of sub-exponential and super-exponential propagation speeds, respectively.
These solutions are imbedded into L∞. So, we may use results on fractional powers. Moreover,
if f(u) =
∣∣|D|au∣∣p with a ∈ (0, 1], we obtain the global (in time) existence of small data energy
solutions in the classical energy space in the cases of sub-exponential and super-exponential
propagation speeds, respectively.
Chapter 5 is devoted to the Cauchy problem for the linear model in (1.2.3). We obtain
Lp − Lq estimates on the conjugate line for Sobolev solutions of the Cauchy problem (1.2.3)
by following the approach in [33]. To get these Lp−Lq estimates we apply the partial Fourier
transformation and employ the stationary phase method to the corresponding Fourier multi-
pliers. For these Fourier multipliers we divide our considerations into two steps: application
of Hardy-Littlewood inequality and of a Littman type lemma.
Finally, we proposed in Chapter 6 some further research problems for wave and damped
wave problems with time-dependent variables.
Concluding, in Appendix, we explain the notations used in this thesis, some useful lemmas
and mainly known results concerning Fourier Analysis and Fractional Calculus.
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2. The influence of oscillations on linear
damped wave equation with
time-dependent coefficients
2.1. Introduction
In this chapter, we consider the asymptotic behavior of solutions to the following linear
damped wave equation with time-dependent speed of propagation and time-dependent dissi-
pation: {
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (2.1.1)
with suitable assumptions on the time-dependent coefficients λ = λ(t), ρ = ρ(t) and ω = ω(t).
Here λ = λ(t) and ρ = ρ(t) are nontrivial shape functions and ω = ω(t) is a smooth bounded
oscillating function.
The main goal is to prove higher order energy estimates to solutions (2.1.1) taking account
of the CM properties of the coefficients together with a stabilization condition. Generally,
without stabilization condition, for very fast oscillating coefficients one might expect to de-
stroy the estimates, which are valid for very slow oscillating coefficients (see [7, 35]). Roughly
speaking, it is expected to compensate “bad behavior” of oscillations by a stabilization con-
dition.
This idea was at first developed in [16] to investigate the asymptotic behavior for the total
energy of solutions of wave equations with time-dependent propagation speed. The stabi-
lization condition is an essential condition to the coefficients for estimates in lower frequency
part of the extended phase space to derive a benefit of the CM property of the coefficients to
energy estimates. That is, we can derive some improvements from the CM properties of the
coefficients by taking into account the stabilization condition.
2.2. Objectives and strategies
We are interested in understanding energy estimates of solutions u = u(t, x) for the model
(2.1.1) with oscillating coefficients. Let us explain our strategy.
• In the first step we apply the partial Fourier transformation and the “dissipative”
transformation to reduce the partial differential equation to an ordinary differential
equation for v = v(t, ξ) parameterized by the frequency parameter ξ.
• We will divide the extended phase space into two regions by a monotonic separating
curve, the hyperbolic region and the elliptic region.
• We will also divide both regions of the extended phase space into different zones. The
stabilization condition allows us to use weaker assumptions on derivatives with respect
to those from the paper [2] by shrinking the hyperbolic zone. Also by shrinking the
elliptic zone we enlarge the dissipative zone.
• In different cases we propose a different WKB-analysis. The main tools to develop a
suitable WKB-analysis are definition of zones, symbol classes, to carry out a diagonal-
ization procedure, to estimate the fundamental solution and to glue the representations
in different zones together. These steps provide estimates for the energies.
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• In the hyperbolic zone we apply the CM theory and M steps of the diagonalization
procedure to cope with the stronger oscillations. So, the remainder becomes integrable.
Then, we derive a suitable representation of the fundamental solution.
• In the oscillation subzone we relate our model problem with the model where ω(t) ≡ 1
to get desired estimates by using the stabilization condition.
• In the elliptic zone, we will introduce an appropriate micro-energy to get a system of
first order. After two steps of the diagonalization procedure the remainder matrix is
integrable over this zone. We explain the matrix representation of the fundamental
solution which entries can be estimated by deriving a refined estimate.
• In the dissipative zone introducing an appropriate micro-energy we get an integral
representation by using the fundamental solution to a first order system.
• In the reduced zone, around the separating curve between the elliptic and the hyperbolic
region the model has no special type. We define an appropriate micro-energy to get for
it a system of first order. Then, we derive a representation of the fundamental solution.
• Finally, by using the gluing procedure in the cases where the separating curve is
monotonously increasing or monotonously decreasing, we get the desired higher order
energy estimates.
2.3. Assumptions
We assume the following conditions for λ = λ(t) and ω = ω(t) belonging to CM ([0,∞)) with
M ≥ 2 (here we follow some ideas of [19]):
(A1) λ(t) > 0 and λ′(t) > 0 for all times t > 0, and the derivatives of λ satisfy the conditions
λ0
λ(t)
Λ(t)
≤ λ
′(t)
λ(t)
≤ λ1 λ(t)
Λ(t)
, |dktλ(t)| ≤ λkλ(t)
(λ(t)
Λ(t)
)k
, k = 1, 2, · · · ,M,
where λ0 and all λk are positive constants and Λ(t) = 1 +
∫ t
0
λ(τ)dτ is a primitive of
λ(t);
(A2) 0 < c0 ≤ ω(t) ≤ c1 and the derivatives of ω satisfy the conditions
|dktω(t)| ≤ ωkΞ−k(t), k = 1, 2, · · · ,M,
where all ωk are positive constants and Ξ = Ξ(t) is a positive, monotonous and contin-
uous function satisfying the compatibility condition
C1Θ(t) ≤ λ(t)Ξ(t) ≤ C2Λ(t).
Here Θ = Θ(t) is a strictly increasing continuous function with Θ(0) = 1, Θ(t) < Λ(t)
for t > 0 and Θ(t) = o(Λ(t));
(A3) ω = ω(t) is λ-stabilizing towards 1, that is,∫ t
0
λ(τ)|ω(τ)− 1|dτ ≤ C3Θ(t);
(A4) the following estimate holds:∫ ∞
t
λ−M(τ)Ξ−M−1(τ)dτ ≤ C4Θ−M(t);
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(A5) the function F = F (Λ(t)) is defined by
1
F (Λ(t))
=
∫ ∞
t
λ−1(τ)Ξ−2(τ)dτ and F (Λ(t))→∞ as t→∞,
where we assume that λ−1(t)Ξ−2(t) ∈ L1([0,∞)).
Cauchy problems with increasing speed of propagation have been considered in [36]. Fol-
lowing their approach condition (A1) is standard. Condition (A3) is a so-called stabilization
condition, which allows us to control a certain amount of very fast oscillations. In particu-
lar, this stabilization condition describes an error made from the oscillating behavior of the
coefficients.
Remark 2.3.1. If we consider very slow oscillations, that is, if we choose formally Θ(t) ≡ Λ(t)
and F (Λ(t)) ≡ Λ(t), then conditions (A2) to (A5) trivially hold and by these choices the
stabilization condition disappears. Hence, the stabilization condition (A3) has a meaning
only in the case M ≥ 2.
We will restrict ourselves to “effective-like” damping case in the sense of [2] and [48]. Here
effective means that the solution behaves like that of a corresponding parabolic equation.
Now motivated by the considerations from [2], in order to study the interaction between the
shape functions λ = λ(t), ρ = ρ(t) and the oscillating function ω = ω(t) we assume the
following conditions:
(B1) ρ(t) > 0 and ρ(t) = µ(t)
λ(t)
Λ(t)
;
(B2)
∣∣dktµ(t)∣∣ ≤ µkµ(t)(λ(t)Λ(t))k for k = 1, 2, · · · ,M , where all µk are positive constants;
(B3)
µ(t)
Λ(t)
is monotonic and µ(t)→∞ for t→∞;
(B4)
λ2(t)
ρ(t)
=
λ(t)Λ(t)
µ(t)
/∈ L1([0,∞));
(B5) µ(t)
Θ(t)
Λ(t)
→∞ as t→∞, this implies that ∣∣(ρ(t)ω(t))′∣∣ = o ((ρ(t)ω(t))2) as t→∞;
(B6)
∫ t
0
λ2(τ)
ρ(τ)
dτ ≤ C5F 2 (Λ(t)), where C5 is a positive constant.
The conditions (B3) and (B4) describe the effective damping case related to a given
increasing propagation speed. In particular, (B4) excludes the over-damping case (see [2]).
The condition (B5) allows us to control a certain amount of very fast oscillations in the
damping term ρ(t)ω(t)ut.
Remark 2.3.2. If we consider very slow oscillations, then it holds F (Λ(t)) ≡ Λ(t). Hence, the
condition (B6) trivially holds, since we have∫ t
0
λ2(τ)
ρ(τ)
dτ =
∫ t
0
λ(τ)Λ(τ)
µ(τ)
dτ ≤
∫ t
0
λ(τ)Λ(τ)
µ0
dτ . Λ2(t),
where due to µ(t)→∞ as t→∞, there exists a constant µ0 such that µ(t) ≥ µ0 for large t.
2.3.1. Some examples
Now let us discuss some typical examples related to suitable shape functions λ = λ(t) and
ρ = ρ(t) in order to verify our conditions.
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Example 2.3.1 (Polynomial case). Let λ(t) = (α+ 1)(1 + t)α with α > 0. Then, we get
Λ(t) = (1 + t)α+1 and ρ(t) = (α+ 1)
µ(t)
1 + t
.
Now taking account of the stabilization condition (A3), we can choose
Θ(t) = (1 + t)γ+1, −1 < γ < α.
If we take µ(t) = (1 + t)β+1 with α− γ − 1 < β < 2α+ 1, then we have
ρ(t) = (α+ 1)(1 + t)β.
Moreover, from the condition (B5) we obtain
µ(t)
Θ(t)
Λ(t)
= (1 + t)β+γ−α+1.
Hence, by these choices the conditions (A1) to (A3) and (B1) to (B5) are satisfied.
Example 2.3.2 (Exponential case). Let λ(t) = et. Then, we obtain
Λ(t) = et and ρ(t) = µ(t).
If we consider the stabilization condition (A3), we can take
Θ(t) = ert, 0 < r < 1.
We choose ρ(t) = µ(t) = eqt with 1− r < q < 2. Then, from the condition (B5) we have
µ(t)
Θ(t)
Λ(t)
= e(q+r−1)t.
Hence, by these choices the conditions (A1) to (A3) and (B1) to (B5) are satisfied.
Example 2.3.3 (Super-exponential case). Let λ(t) = etee
t
. Then, we get
Λ(t) = ee
t
and ρ(t) = µ(t)et.
If we consider the stabilization condition (A3), we can choose
Θ(t) = ere
t
, 0 < r < 1.
Let us choose µ(t) = eqe
t
with 1− r < q < 2. Then we have
ρ(t) = eqe
t
et.
Moreover, from the condition (B5) we obtain
µ(t)
Θ(t)
Λ(t)
= e(q+r−1)e
t
.
Hence, by these choices the conditions (A1) to (A3) and (B1) to (B5) are satisfied.
Here we remark that the conditions (A4), (A5) and (B6) will be verify in the next section
for these kind of examples.
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2.4. Representation of solutions
In this section we transform our Cauchy problem (2.1.1) with time-dependent propagation
speed and dissipation to a Cauchy problem with time-dependent mass. We apply the partial
Fourier transformation with respect to spatial variables to the Cauchy problem (2.1.1), we
get that uˆ = uˆ(t, ξ) = Fx→ξ (u(t, x)) (t, ξ) solves{
uˆtt + λ
2(t)ω2(t)|ξ|2uˆ+ ρ(t)ω(t)uˆt = 0, (t, ξ) ∈ [0,∞)× Rn,
uˆ(0, ξ) = uˆ0(ξ), uˆt(0, ξ) = uˆ1(ξ), ξ ∈ Rn. (2.4.1)
Applying the transformation
uˆ(t, ξ) = exp
(
− 1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
v(t, ξ),
transfers the Cauchy problem (2.4.1) into{
vtt +m(t, ξ)v = 0, (t, ξ) ∈ [0,∞)× Rn,
v(0, ξ) = v0(ξ), vt(0, ξ) = v1(ξ), ξ ∈ Rn, (2.4.2)
where
v0(ξ) = uˆ0(ξ) and v1(ξ) =
ρ(0)ω(0)
2
uˆ0(ξ) + uˆ1(ξ),
and the coefficient m = m(t, ξ) of the mass term which is defined by
m(t, ξ) := λ2(t)ω2(t)|ξ|2 − 1
4
(
ρ(t)ω(t)
)2 − 1
2
(
ρ(t)ω(t)
)′
. (2.4.3)
By condition (B1) we can rewrite the formula (2.4.3) as
m(t, ξ) = λ2(t)ω2(t)|ξ|2 − 1
4
µ2(t)
λ2(t)ω2(t)
Λ2(t)
− 1
2
(
µ(t)
λ(t)ω(t)
Λ(t)
)′
.
Due to conditions (B2), (B3) and (B5) we see that
(
ρ(t)ω(t)
)′
is a negligible term in (2.4.3),
that is, it holds
∣∣(ρ(t)ω(t))′∣∣ = o((ρ(t)ω(t))2) as t→∞. Indeed, we have∣∣(ρ(t)ω(t))′∣∣(
ρ(t)ω(t)
)2 =
∣∣(µ(t) λ(t)
Λ(t)
ω(t)
)′∣∣
µ2(t) λ
2(t)
Λ2(t)
ω2(t)
≤
|µ′(t)| λ(t)
Λ(t)
ω(t) + λ1µ(t)
λ2(t)
Λ2(t)
ω(t) + µ(t) λ(t)
Λ(t)
|ω′(t)|
µ2(t) λ
2(t)
Λ2(t)
ω2(t)
. 1
µ(t)
+
Ξ−1(t)
µ(t) λ(t)
Λ(t)
. 1
µ(t)
+
λ(t)
Θ(t)
µ(t) λ(t)
Λ(t)
. 1
µ(t)
+
1
µ(t)Θ(t)
Λ(t)
→ 0 as t→∞.
Motivated by the above considerations
λ2(t)ω2(t)|ξ|2 − 1
4
ρ2(t)ω2(t)
can be considered as the principal part of the coefficient m = m(t, ξ) of the mass term
m(t, ξ)v. Hence, we can introduce a separating curve as
Γ :=
{
(t, ξ) ∈ [0,∞)× Rn : |ξ| = 1
2
µ(t)
Λ(t)
}
which divides the extended phase space into two regions, the hyperbolic region Πhyp and the
elliptic region Πell, as follows:
Πhyp =
{
(t, ξ) ∈ [0,∞)× Rn : |ξ| > 1
2
µ(t)
Λ(t)
}
,
Πell =
{
(t, ξ) ∈ [0,∞)× Rn : |ξ| < 1
2
µ(t)
Λ(t)
}
.
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Let us define the auxiliary weight function
〈ξ〉λ(t),ω(t) :=
√∣∣∣λ2(t)ω2(t)|ξ|2 − ρ2(t)ω2(t)
4
∣∣∣ = √∣∣∣λ2(t)ω2(t)|ξ|2 − µ2(t)λ2(t)ω2(t)
4Λ2(t)
∣∣∣.
Proposition 2.4.1. It holds
∂t〈ξ〉λ(t),ω(t) = ±
λ(t)ω(t)
(
λ(t)ω(t)
)′|ξ|2 − (µ(t)λ(t)ω(t)
2Λ(t)
)(
µ(t)λ(t)ω(t)
2Λ(t)
)′
〈ξ〉λ(t),ω(t)
and
∂|ξ|〈ξ〉λ(t),ω(t) = ±λ
2(t)ω2(t)|ξ|
〈ξ〉λ(t),ω(t) ,
where the upper sign is taken in the hyperbolic region.
Division of the extended phase space
Now we will divide both regions of the extended phase space into some zones in order to
organize the necessary steps of WKB-analysis. Here we follow some ideas of [2]. However,
we have to restrict the considerations to a smaller hyperbolic zone and smaller elliptic zone
in the extended phase space to cope with stronger oscillations in ω = ω(t) in our approach.
The zones are defined as follows:
• hyperbolic zone:
Zhyp(N) =
{
(t, ξ) ∈ [0,∞)× Rn : 〈ξ〉λ(t),ω(t) ≥ N ρ(t)ω(t)
2
}
∩Πhyp,
and Θ(t)|ξ| ≥ N ;
• oscillation subzone:
Zosc(N, ε) =
{
(t, ξ) ∈ [0,∞)× Rn : ερ(t)ω(t)
2
≤ 〈ξ〉λ(t),ω(t) ≤ N ρ(t)ω(t)
2
}
∩Πhyp,
Θ(t)|ξ| ≤ N and Λ(t)|ξ| ≥ N ;
• reduced zone:
Zred(ε) =
{
(t, ξ) ∈ [0,∞)× Rn : 〈ξ〉λ(t),ω(t) ≤ ερ(t)ω(t)
2
}
;
• elliptic zone:
Zell(d0, ε) =
{
(t, ξ) ∈ [0,∞)× Rn : |ξ| ≥ d0
F (Λ(t))
}
∩
{
〈ξ〉λ(t),ω(t) ≥ ερ(t)ω(t)
2
}
∩Πell;
• dissipative zone:
Zdiss(d0) =
{
(t, ξ) ∈ [0,∞)× Rn : |ξ| ≤ d0
F (Λ(t))
}
∩Πell.
Here in general, N is a large positive constant and ε is a small positive constant. Both will
be chosen later. Moreover, let us point out that to get a smaller hyperbolic zone we impose
an oscillation subzone, however, shrinking the elliptic zone leads to enlarging the dissipative
zone.
Let us introduce separating lines between these zones as follows:
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• by tdiss = tdiss(|ξ|), we denote the separating line between the dissipative zone and the
elliptic zone;
• by tell = tell(|ξ|), we denote the separating line between the elliptic zone and the reduced
zone;
• by tred = tred(|ξ|), we denote the separating line between the reduced zone and oscillation
subzone;
• by tosc = tosc(|ξ|), we denote the separating line between the oscillation subzone and
the hyperbolic zone.
|ξ|
t
0
tdiss tell tred tosc
Γ
Zhyp
Zosc
Zred
Zell
Zdiss
a. The case that µ(t)/Λ(t) is decreasing
|ξ|
t
0
Γ
Zhyp
ZoscZred
Zell
Zdiss
b. The case that µ(t)/Λ(t) is increasing
Fig. 2.1.: Division of extended phase space into zones
Let us introduce
h1(t, ξ) = χ
(|ξ|F (Λ(t))) λ(t)
F (Λ(t))
+
(
1− χ(|ξ|F (Λ(t))))λ(t)|ξ| (2.4.4)
and
h2(t, ξ) = χ
(〈ξ〉λ(t),ω(t)
ερ(t)ω(t)
2
)
ε
ρ(t)ω(t)
2
+
(
1− χ
(〈ξ〉λ(t),ω(t)
ερ(t)ω(t)
2
))
〈ξ〉λ(t),ω(t), (2.4.5)
where χ ∈ C∞ ([0,∞)) such that χ(t) = 1 for 0 ≤ t ≤ 1
2
and χ(t) = 0 for t ≥ 1.
Now let us define the micro-energy
U(t, ξ) :=
(
h1(t, ξ)uˆ(t, ξ), Dtuˆ(t, ξ)
)T
.
Then, we obtain from (2.4.1) the system of first order
DtU(t, ξ) =
 Dth1(t,ξ)h1(t,ξ) h1(t, ξ)
λ2(t)ω2(t)|ξ|2
h1(t,ξ)
iρ(t)ω(t)

︸ ︷︷ ︸
A(t,ξ)
U(t, ξ) (2.4.6)
with the initial condition U(0, ξ) =
(
h1(0, ξ)uˆ(0, ξ), Dtuˆ(0, ξ)
)T
.
On the other hand, we define the micro-energy
V (t, ξ) :=
(
h2(t, ξ)v(t, ξ), Dtv(t, ξ)
)T
.
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Then, by (2.4.2) we obtain that V = V (t, ξ) satisfies the following system of first order:
DtV (t, ξ) =
 Dth2(t,ξ)h2(t,ξ) h2(t, ξ)
m(t,ξ)
h2(t,ξ)
0

︸ ︷︷ ︸
AV (t,ξ)
V (t, ξ) (2.4.7)
with the initial condition V (0, ξ) =
(
h2(0, ξ)v(0, ξ), Dtv(0, ξ)
)T
.
Definition 2.4.1. For any t ≥ s ≥ 0, we denote by E = E(t, s, ξ) and EV = EV (t, s, ξ)
the fundamental solutions of (2.4.6) and (2.4.7), respectively. That is, the matrix-valued
functions which solve the Cauchy problems
DtE(t, s, ξ) = A(t, ξ)E(t, s, ξ), E(s, s, ξ) = I
and
DtEV (t, s, ξ) = AV (t, ξ)EV (t, s, ξ), EV (s, s, ξ) = I,
respectively.
Hence, it is easy to prove that we have U(t, ξ) = E(t, 0, ξ)
(
h1(0, ξ)uˆ(0, ξ), Dtuˆ(0, ξ)
)T
and V (t, ξ) = EV (t, 0, ξ)
(
h2(0, ξ)v(0, ξ), Dtv(0, ξ)
)T
. Moreover, for any t2 ≥ t1 ≥ 0 it holds
E(t, t1, ξ) = E(t, t2, ξ)E(t2, t1, ξ) and EV (t, t1, ξ) = EV (t, t2, ξ)EV (t2, t1, ξ).
Remark 2.4.1. By the previous considerations, after obtaining estimates for EV = EV (t, s, ξ)
it is sufficient to apply the backward transformation to the original Cauchy problem. That
is, we transform back EV = EV (t, s, ξ) to estimate the fundamental solution E = E(t, s, ξ)
which is related to a system of first order for the micro-energy
(
λ(t)|ξ|uˆ, Dtuˆ
)
, which gives
the representation
E(t, s, ξ) = T (t, ξ)EV (t, s, ξ)T
−1(s, ξ), (2.4.8)
where the matrix T (t, ξ) is defined in the following way:
(
λ(t)|ξ|uˆ
Dtuˆ
)
=
 λ(t)|ξ|δ(t)h2(t,ξ) 0
i ρ(t)ω(t)
2δ(t)h2(t,ξ)
1
δ(t)

︸ ︷︷ ︸
T (t,ξ)
(
h2(t, ξ)v
Dtv
)
with the inverse matrix
T−1(t, ξ) =
 δ(t)h2(t,ξ)λ(t)|ξ| 0
−iρ(t)ω(t)δ(t)
2λ(t)|ξ| δ(t)
 ,
where the auxiliary function
δ(t) := exp
(
1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
is related to the damping term ρ(t)ω(t)uˆt.
2.4.1. Considerations in the hyperbolic zone
In order to derive a representation of solutions in the hyperbolic zone we apply a diagonal-
ization procedure to a first order system corresponding to the Cauchy problem (2.4.2). This
procedure is well-known as WKB-analysis (WKB is an acronym of the physicists Wentzel-
Kramers-Brillouin).
Basically, we will consider a first order system with a coefficient matrix composed of a
diagonal main part and remainder part. The goal of this diagonalization procedure is to keep
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the diagonal part in every step of the diagonalization. However, after every step we get a
“better normwise estimate” for the remaining part in some scale of symbol classes.
An improvement of the diagonalization procedure was developed in [16]. The author
performed more diagonalization steps in order to use structural properties of the coefficient
matrices by assuming higher regularity of the entries of the matrix.
In the hyperbolic zone, we will apply M steps of diagonalization procedure. After M
steps of diagonalization procedure, we can guarantee that the remainder part is uniformly
integrable over the hyperbolic zone. Here we follow some ideas of [16, 18, 19].
First of all let us introduce the following family of symbol classes in the hyperbolic zone.
Definition 2.4.2. A function f = f(t, ξ) belongs to the hyperbolic symbol class S`N{m1,m2}
of limited smoothness if the estimates∣∣Dkt f(t, ξ)∣∣ ≤ Ck〈ξ〉m1λ(t),ω(t)Ξ(t)−m2−k (2.4.9)
are valid for all (t, ξ) ∈ Zhyp(N) and all k = 0, 1, · · · , ` with ` ≤ M . Here M is the order
of the regularity of the time-dependent coefficients as well as the number of steps of the
diagonalization procedure.
We note that in the hyperbolic zone Zhyp(N), the auxiliary symbol 〈ξ〉λ(t),ω(t) can be
estimated by
〈ξ〉λ(t),ω(t) ∼ λ(t)|ξ|. (2.4.10)
From the definition of the symbol classes we may conclude the following rules.
Proposition 2.4.2. The following statements are true:
1. S`N{m1,m2} is a vector space for all nonnegative integers `;
2. S`N{m1,m2} ·S`
′
N{m′1,m′2} ↪→ S ˜`N{m1 +m′1,m2 +m′2} for all nonnegative integers ` and
`′ with ˜`= min{`, `′};
3. Dkt S
`
N{m1,m2} ↪→ S`−kN {m1,m2 + k} for all nonnegative integers ` with k ≤ `;
4. S0N{−M,M + 1} ↪→ L∞ξ L1t (Zhyp(N)) with M from condition (A4).
Proof. We only verify the fourth property. Indeed, if f = f(t, ξ) ∈ S0N{−M,M + 1}, then we
have ∫ ∞
tosc
|f(τ, ξ)|dτ .
∫ ∞
tosc
〈ξ〉−Mλ(τ),ω(τ)Ξ−M−1(τ)dτ .
∫ ∞
tosc
|ξ|−Mλ−M(τ)Ξ−M−1(τ)dτ
. |ξ|−MΘ−M(tosc) ≤ 1
NM
<∞,
where we used (2.4.10), condition (A4) and the definition of the hyperbolic zone, respectively.
Proposition 2.4.3. Assume the conditions (A1), (A2) and (B1), (B2). Then, the fol-
lowing inequalities hold:
1.
∣∣Dkt 〈ξ〉λ(t),ω(t)∣∣ . 〈ξ〉λ(t),ω(t)Ξ−k(t) for all k = 0, 1, · · · , ` with ` ≤M ;
2.
∣∣Dkt (ρ(t)ω(t))∣∣ . 〈ξ〉λ(t),ω(t)Ξ−k(t) for all k = 0, 1, · · · , ` with ` ≤M .
In the hyperbolic zone we have h2(t, ξ) = 〈ξ〉λ(t),ω(t). We introduce the micro-energy
V = V (t, ξ) by
V =
(〈ξ〉λ(t),ω(t)v,Dtv)T.
Then, it holds
DtV =
(
0 〈ξ〉λ(t),ω(t)
〈ξ〉λ(t),ω(t) 0
)
V +
 Dt〈ξ〉λ(t),ω(t)〈ξ〉λ(t),ω(t) 0
− (ρ(t)ω(t))′
2〈ξ〉λ(t),ω(t) 0
V.
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Let us carry out the first step of the diagonalization procedure. The eigenvalues of the first
matrix are ±〈ξ〉λ(t),ω(t). Thus, the matrix of eigenvectors P and its inverse P−1 are
P =
(
1 −1
1 1
)
and P−1 =
1
2
(
1 1
−1 1
)
.
Defining V (0) := P−1V , we get the transformed system
DtV
(0) =
[D0(t, ξ) +R0(t, ξ)]V (0),
where
D0(t, ξ) =
 〈ξ〉λ(t),ω(t) + Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) − (ρ(t)ω(t))′4〈ξ〉λ(t),ω(t) 0
0 −〈ξ〉λ(t),ω(t) + Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) +
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)

and
R0(t, ξ) =
 0 −Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) + (ρ(t)ω(t))′4〈ξ〉λ(t),ω(t)
−Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) −
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t) 0
 .
Note that R0(t, ξ) ∈ SM−1N {0, 1}. Now we want to carry out further steps of the diagonaliza-
tion procedure. The goal is to transform the previous system such that the new matrix has
diagonal structure and the new remainder belongs to a hyperbolic symbol class.
Lemma 2.4.4. There exists a zone constant N > 0 such that for any k = 0, 1, · · · ,M we
can find matrices with the following properties:
• the matrices Nk = Nk(t, ξ) ∈ SM−kN {0, 0} are invertible and N−1k = N−1k (t, ξ) ∈
SM−kN {0, 0};
• the matrices Dk = Dk(t, ξ) ∈ SM−kN {1, 0} are diagonal and
Dk(t, ξ) = diag
(
τ+k (t, ξ), τ
−
k (t, ξ)
)
with
∣∣τ+k (t, ξ)− τ−k (t, ξ)∣∣ ≥ Ck〈ξ〉λ(t),ω(t);
• the matrices Rk = Rk(t, ξ) ∈ SM−kN {−k, k + 1} are antidiagonal;
all these matrices are defined in Zhyp(N) such that the operator identity(
Dt −Dk(t, ξ)−Rk(t, ξ)
)
Nk(t, ξ) = Nk(t, ξ)
(
Dt −Dk+1(t, ξ)−Rk+1(t, ξ)
)
(2.4.11)
is valid.
Proof. The proof goes by direct construction. Let us denote the difference of the diagonal
entries by
δk(t, ξ) = τ
+
k (t, ξ)− τ−k (t, ξ).
Assume that we have given a system by DtV
(k) =
(Dk(t, ξ) +Rk(t, ξ))V (k) with
Dk(t, ξ) = diag
(
τ+k (t, ξ), τ
−
k (t, ξ)
) ∈ SM−kN {1, 0}
satisfying
|δk(t, ξ)| =
∣∣τ+k (t, ξ)− τ−k (t, ξ)∣∣ ≥ Ck〈ξ〉λ(t),ω(t)
and an antidiagonal remainder Rk = Rk(t, ξ) ∈ SM−kN {−k, k + 1}. Then, we can construct
N (k)(t, ξ) =
(
0 − (Rk)12
δk
(Rk)21
δk
0
)
∈ SM−kN {−k − 1, k + 1},
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such that Nk(t, ξ) = I+N
(k)(t, ξ) is invertible for a sufficiently large zone constant N . Indeed,
|N (k)(t, ξ)| . 〈ξ〉−k−1λ(t),ω(t)Ξ−k−1(t) .
1
|ξ|k+1λk+1(t)Ξk+1(t)
. 1|ξ|k+1Θk+1(t) ≤
1
Nk+1
→ 0 as N →∞.
Furthermore, by construction [Dk(t, ξ), Nk(t, ξ)] = −Rk(t, ξ),
such that
B(k+1)(t, ξ) =
(
Dt −Dk(t, ξ)−Rk(t, ξ)
)
Nk(t, ξ)−Nk(t, ξ)
(
Dt −Dk(t, ξ)
)
= DtNk(t, ξ)−
[Dk(t, ξ), Nk(t, ξ)]−Rk(t, ξ)Nk(t, ξ)
= DtNk(t, ξ)−Rk(t, ξ)
(
Nk(t, ξ)− I
) ∈ SM−k−1N {−k − 1, k + 2}.
Thus, by defining
Dk+1(t, ξ) = Dk(t, ξ)− diag
(
N−1k (t, ξ)B
(k+1)(t, ξ)
)
and
Rk+1(t, ξ) = diag
(
N−1k (t, ξ)B
(k+1)(t, ξ)
)−N−1k (t, ξ)B(k+1)(t, ξ)
we obtain the operator equation(
Dt −Dk(t, ξ)−Rk(t, ξ)
)
Nk(t, ξ) = Nk(t, ξ)
(
Dt −Dk+1(t, ξ)−Rk+1(t, ξ)
)
with Dk+1 ∈ SM−k−1N {1, 0} and Rk+1 ∈ SM−k−1N {−k− 1, k+ 2}. The estimate for B(k+1)(t, ξ)
implies that ∣∣τ+k+1(t, ξ)− τ−k+1(t, ξ)∣∣ ≥ ∣∣τ+k (t, ξ)− τ−k (t, ξ)∣∣− 〈ξ〉λ(t),ω(t) CN .
If we choose N sufficiently large, then the statement is proved with Ck+1 := Ck − CN .
Finally, we obtain for k = M a remainder RM = RM(t, ξ) ∈ S0N{−M,M + 1}, which is
uniformly integrable over the hyperbolic zone.
To complete the derivation of our representation we need more information on the diagonal
matrices Dk = Dk(t, ξ).
Lemma 2.4.5. The difference of the diagonal entries of Dk = Dk(t, ξ) is real for all k =
0, 1, · · · ,M − 1.
Proof. Let us prove this lemma by induction following the diagonalization scheme. We will
show that the above statement and the following hypothesis
(Hk) Rk = Rk(t, ξ) has the form Rk = i
(
0 βk
βk 0
)
with complex-valued βk(t, ξ) for all
k = 0, 1, · · · ,M − 1,
are both valid.
For k = 0, by the definition of D0 and R0 we see that the assertion (H0) is satisfied with
β0 = β0(t, ξ) =
∂t〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) + i
(
ρ(t)ω(t)
)′
4〈ξ〉λ(t),ω(t)
and
τ±0 = τ
±
0 (t, ξ) = ±〈ξ〉λ(t),ω(t) +
1
i
∂t〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) ∓
(
ρ(t)ω(t)
)′
4〈ξ〉λ(t),ω(t) .
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Assume that (Hk) is true and we will show that (Hk) implies (Hk+1). The construction
implies
N (k)(t, ξ) =
i
δk
(
0 −βk
βk 0
)
with detN (k) =
|βk|2
δ2k
≤ c < 1
with a suitable choice of the zone constant N . Following the diagonalization scheme of
[16, 18, 19] and setting
dk = dk(t, ξ) :=
|βk(t, ξ)|2
δ2k(t, ξ)
, (2.4.12)
we obtain
N−1k (Dk +Rk)Nk =
1
1− dk
(
diag
(
τ+k − dkτ+k − δkdk, τ−k − dkτ−k + δkdk
)
+ dkRk
)
and
N−1k
(
DtNk
)
=
1
1− dk
[(
iβk
δk
∂t
βk
δk
0
0 iβk
δk
∂t
βk
δk
)
+
(
0 −∂t βkδk
∂t
βk
δk
0
)]
such that
Re
(βk
δk
∂t
βk
δk
)
=
1
2
(βk
δk
∂t
βk
δk
+
βk
δk
∂t
βk
δk
)
=
1
2
∂tdk = Re
(βk
δk
∂t
βk
δk
)
implies
τ±k+1 = τ
±
k ∓
1
1− dk
(
dkδk + Im
(βk
δk
∂t
βk
δk
))
− i ∂tdk
2(dk − 1) .
Hence δk+1 is real again and Rk+1 satisfies (Hk+1) and, therefore, both statements are true
for all k = 0, 1, · · · ,M − 1.
Now we want to construct the fundamental solution EVhyp = E
V
hyp(t, s, ξ), 0 ≤ s ≤ t, for
the operator
Dt −D0(t, ξ)−R0(t, ξ).
For this reason after M steps of diagonalization it is sufficient to construct the fundamental
solution satisfying the system
DtEM(t, s, ξ) =
(DM(t, ξ) +RM(t, ξ))EM(t, s, ξ), EM(s, s, ξ) = I.
At first we solve the diagonal system
DtEM(t, s, ξ) = DM(t, s, ξ)EM(t, s, ξ), EM(s, s, ξ) = I, 0 ≤ s ≤ t.
Its fundamental solution is given by
EM(t, s, ξ) = exp
(
i
∫ t
s
DM(θ, ξ)dθ
)
= diag
(
ei
∫ t
s
τ+M (θ,ξ)dθ, ei
∫ t
s
τ−M (θ,ξ)dθ
)
.
We make the ansatz EM(t, s, ξ) = EM(t, s, ξ)QM(t, s, ξ) with a uniformly bounded and in-
vertible matrix QM = QM(t, s, ξ). It follows that the matrix QM = QM(t, s, ξ) satisfies the
system
DtQM(t, s, ξ) = RM(t, s, ξ)QM(t, s, ξ), QM(s, s, ξ) = I
with the coefficient matrix
RM(t, s, ξ) = EM(s, t, ξ)RM(t, ξ)EM(t, s, ξ).
Taking account of RM(t, ξ) ∈ S0N{−M,M + 1} we obtain
|RM(t, s, ξ)| = |RM(t, ξ)| . 〈ξ〉−Mλ(t),ω(t)Ξ−M−1(t) . |ξ|−Mλ−M(t)Ξ−M−1(t).
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The solutionQM = QM(t, s, ξ) can be represented as Peano-Baker series (see Appendix A.2.1)
QM(t, s, ξ) = I +
∞∑
k=1
ik
∫ t
s
RM(t1, s, ξ)
∫ t1
s
RM(t2, s, ξ) · · ·
∫ tk−1
s
RM(tk, s, ξ)dtk · · · dt1.
Then, we obtain the following statement.
Lemma 2.4.6. The fundamental solution EVhyp = E
V
hyp(t, s, ξ) is representable in the following
form:
EVhyp(t, s, ξ) = P
(M−1∏
k=0
Nk(t, ξ)
)
EM(t, s, ξ)QM(t, s, ξ)
(M−1∏
k=0
N−1k (s, ξ)
)
P−1
for all (t, ξ), (s, ξ) ∈ Zhyp(N), where
• the matrices Nk = Nk(t, ξ) and N−1k = N−1k (t, ξ) are uniformly bounded and invertible;
• the matrices QM = QM(t, s, ξ) and Q−1M = Q−1M (t, s, ξ) are uniformly bounded and
invertible.
Proof. The standard construction of QM = QM(t, s, ξ) in terms of a Peano-Baker series
implies the uniform bounds for this matrix as follows:
|QM(t, s, ξ)| ≤ exp
(∫ t
s
|RM(θ, s, ξ)|dθ
)
≤ exp
(∫ ∞
tosc
C〈ξ〉−Mλ(θ),ω(θ)Ξ−M−1(θ)dθ
)
≤ exp
(
C ′
|ξ|MΘM(tosc)
)
≤ exp
(
C ′
NM
)
. 1,
where we used condition (A4) and the definition of Zhyp(N), respectively. Moreover, af-
ter applying Liouville theorem (cf. Theorem A.2.3) and the invariance of the trace under
multiplication we get
detQM(t, s, ξ) = exp
(
i
∫ t
s
trRM(θ, s, ξ)dθ
)
= exp
(
i
∫ t
s
trRM(θ, ξ)dθ
)
= 1
and |Q−1M (t, s, ξ)| . 1. The proof is complete.
The asymptotic behavior of the fundamental solution EVhyp = E
V
hyp(t, s, ξ) is given by the
following statement.
Lemma 2.4.7. Assume the conditions (A1) to (A4) and (B1) to (B3). Then, the funda-
mental solution EVhyp = E
V
hyp(t, s, ξ), satisfies the estimate
(|EVhyp(t, s, ξ)|) . √λ(t)√
λ(s)
(
1 1
1 1
)
(2.4.13)
uniformly for all (s, ξ), (t, ξ) ∈ Zhyp(N).
Proof. The statement of Lemma 2.4.6 implies that
|EM(t, s, ξ)| . |EM(t, s, ξ)| = exp
(
−
∫ t
s
Im τ±M(θ, ξ)dθ
)
for t→∞
uniformly for (s, ξ), (t, ξ) ∈ Zhyp(N). We can use our representation of τ±M(t, ξ) to deduce
Im τ+M(t, ξ) = Im τ
−
M(t, ξ) = −
∂t〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) −
M−1∑
j=1
∂tdj(t, ξ)
2
(
dj(t, ξ)− 1
) ,
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where dj = dj(t, ξ) is defined in (2.4.12), such that
exp
(
−
∫ t
s
Im τ±M(θ, ξ)dθ
)
= exp
( ∫ t
s
∂τ 〈ξ〉λ(τ),ω(τ)
2〈ξ〉λ(τ),ω(τ) dτ
)M−1∏
j=1
( dj(t, ξ)− 1
dj(s, ξ)− 1
)− 12
.
√〈ξ〉λ(t),ω(t)√〈ξ〉λ(s),ω(s) .
√
λ(t)|ξ|√
λ(s)|ξ| .
√
λ(t)√
λ(s)
.
This completes the proof.
After constructing the fundamental solution EVhyp = E
V
hyp(t, s, ξ) we use the backward
“dissipative” transformation to the Fourier transformed original Cauchy problem (2.4.1).
Thus, we get the following representation of the fundamental solution Ehyp = Ehyp(t, s, ξ) in
the hyperbolic zone.
Corollary 2.4.8. Assume the conditions (A1) to (A4) and (B1) to (B3). Then, the
fundamental solution Ehyp = Ehyp(t, s, ξ) satisfies the estimate
(|Ehyp(t, s, ξ)|) . √λ(t)√
λ(s)
exp
(
− 1
2
∫ t
s
ρ(θ)ω(θ)dθ
)( 1 1
1 1
)
(2.4.14)
for all (s, ξ), (t, ξ) ∈ Zhyp(N).
Some examples
We complete this section with some examples for special coefficient functions in combination
with the fourth property of Proposition 5.2.5.
Example 2.4.1 (Polynomial case). Let λ(t) = (α+ 1)(1 + t)α, α > 0. Then, we obtain
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, −1 < γ < α. (2.4.15)
Moreover, we have
ρ(t) = (α+ 1)(1 + t)β, α− γ − 1 < β < 2α+ 1.
Now from condition (A2) let us choose Ξ(t) = (1 + t)κ with
1 > κ ≥ κM = 1− α+ γ + α− γ
M + 1
. (2.4.16)
Let us suppose that the remainder RM = RM(t, ξ) belongs to S0N{−M,M + 1} in Zhyp(N).
Then, by using the definition of Zhyp(N), in particular, (1 + t)
γ+1|ξ| ≥ N , we get∫ ∞
tosc
|RM(τ, ξ)|dτ .
∫ ∞
tosc
〈ξ〉−Mλ(τ),ω(τ)(1 + τ)−κ(M+1)dτ
. |ξ|−M
∫ ∞
tosc
(1 + τ)−αM−κ(M+1)dτ . |ξ|−M(1 + tosc)−αM−κ(M+1)+1
≤ N−M(1 + tosc)M(γ+1)−αM−κ(M+1)+1 . 1, (2.4.17)
by the condition (2.4.16).
On the other hand, from condition (A5) we obtain
F (Λ(t)) ' (1 + t)α+2κ−1, α+ 2κ− 1 > 0. (2.4.18)
By (2.4.16) and (2.4.18) we have
1− α
2
> 1− α+ γ + α− γ
M + 1
.
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Finally, let us consider condition (B6). It holds that
(1 + t)2α−β+1 . (1 + t)2α+4κ−2, κ ≥ 3− β
4
. (2.4.19)
We can see that from (2.4.18) and (2.4.19), since β < 2α+ 1, it holds
3− β
4
>
1− α
2
.
Therefore, we obtain that the range for admissible κ is given by
κ ≥ 3− β
4
. (2.4.20)
In the case α = γ, that is, no stabilization condition holds, then (2.4.17) is satisfied with
M = 1, since in this case we have
Ξ−1(t) =
λ(t)
Λ(t)
=
α+ 1
1 + t
.
Therefore, the estimate (2.4.14) coincides with the estimates given in [2], in the case of very
slow oscillations.
Example 2.4.2 (Exponential case). Let us choose λ(t) = et. Then, we have
Λ(t) = et and Θ(t) = ert, 0 < r < 1. (2.4.21)
Moreover, we have
ρ(t) = eqt, 1− r < q < 2.
Now from the assumption (A2) we choose Ξ(t) = eκt with
0 > κ ≥ κM = r − 1 + 1− r
M + 1
. (2.4.22)
Let us suppose that the remainder RM = RM(t, ξ) belongs to S0N{−M,M + 1} in Zhyp(N).
By using the definition of Zhyp(N), in particular, e
rt|ξ| ≥ N , we obtain∫ ∞
tosc
|RM(τ, ξ)|dτ .
∫ ∞
tosc
〈ξ〉−Mλ(τ),ω(τ)e−κ(M+1)τdτ . |ξ|−M
∫ ∞
tosc
e−Mτe−κ(M+1)τdτ
. |ξ|−Me(−M−κM−κ)tosc ≤ N−MerMtosc+(−M−κM−κ)tosc . 1, (2.4.23)
by the condition (2.4.22).
On the other hand, from condition (A5) we obtain
F (Λ(t)) ' e(1+2κ)t, 1 + 2κ > 0. (2.4.24)
By (2.4.22) and (2.4.24) we have
−1
2
> r − 1 + 1− r
M + 1
.
Finally, let us consider condition (B6). It holds
e(2−q)t . e(2+4κ)t, κ ≥ −q
4
. (2.4.25)
We can see that from (2.4.24) and (2.4.25), since q < 2, it holds
−q
4
> −1
2
.
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For this reason, we obtain that the range for admissible q is given by
κ ≥ −q
4
. (2.4.26)
We note that if r = 1, that is, no stabilization condition holds, then (2.4.23) is satisfied with
M = 1, since in this case we have
Ξ−1(t) =
λ(t)
Λ(t)
= 1.
Therefore, the estimate (2.4.14) coincides with the estimates given in [2], in the case of very
slow oscillations.
Example 2.4.3 (Super-exponential case). We choose λ(t) = etee
t
. Then, we have
Λ(t) = ee
t
and Θ(t) = ere
t
, 0 < r < 1. (2.4.27)
Moreover, we have
ρ(t) = eteqe
t
, 1− r < q < 2.
Now from the assumption (A2) let us choose Ξ(t) = e−teκe
t
with
0 > κ ≥ κM = r − 1 + 1− r
M + 1
. (2.4.28)
If the remainder RM belongs to S0N{−M,M + 1} in Zhyp(N), then by using the definition of
Zhyp(N), in particular, e
ret |ξ| ≥ N , we obtain∫ ∞
tosc
|RM(τ, ξ)|dτ .
∫ ∞
tosc
〈ξ〉−Mλ(τ),ω(τ)e(M+1)τe−κ(M+1)e
τ
dτ
. |ξ|−M
∫ ∞
tosc
e−Mτe−Me
τ
e(M+1)τe−κ(M+1)e
τ
dτ = |ξ|−M
∫ ∞
tosc
eτe(−M−κM−κ)e
τ
dτ
. |ξ|−Me(−M−κM−κ)etosc ≤ N−MerMetosce(−M−κM−κ)etosc . 1, (2.4.29)
by the condition (2.4.28).
On the other hand, from condition (A5) we obtain
F (Λ(t)) ' e(1+2κ)et , 1 + 2κ > 0. (2.4.30)
By (2.4.28) and (2.4.30) we have
−1
2
> r − 1 + 1− r
M + 1
.
Finally, let us consider the assumption (B6). It holds
e(2−q)e
t . e(2+4κ)et , κ ≥ −q
4
. (2.4.31)
We can see that from (2.4.30) and (2.4.31), since q < 2, it holds
−q
4
> −1
2
.
For this reason, we obtain that the range for admissible q is given by
κ ≥ −q
4
. (2.4.32)
We note that if r = 1, that is, no stabilization condition holds, then, (2.4.29) is satisfied with
M = 1, since in this case we have
Ξ−1(t) =
λ(t)
Λ(t)
= et.
Therefore, the estimate (2.4.14) coincides with the estimates given in [2], in the case of very
slow oscillations.
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2.4.2. Considerations in the oscillation subzone
Basically, what we have done in the hyperbolic zone was to cope with the stronger oscillating
behavior of ω = ω(t), we have applied more diagonalization steps and restricted our consider-
ations to a smaller hyperbolic zone with respect to the one in the approach from [2]. In other
words, we have already chosen the hyperbolic zone as large as possible. For this reason we
have a zone between the reduced zone Zred(ε) and the hyperbolic zone Zhyp(N), the so-called
oscillation subzone Zosc(N, ε).
The following question arises:
How to estimate the fundamental solution Eosc = Eosc(t, s, ξ) in the oscillation subzone
Zosc(N, ε)?
The basic ideas are taken from [18, 19]. Essentially, in Zosc(N, ε) we relate the fundamental
solution Eosc = Eosc(t, s, ξ) to the fundamental solution Eλ = Eλ(t, s, ξ) to the corresponding
model with ω(t) ≡ 1 and effective dissipation.
Note that Zosc(N, ε) ⊂ Zλhyp(N) such that we can use the known estimates for Eλ =
Eλ(t, s, ξ) from [2] (see Lemma 3.5 of [2]). This estimate reads as follows:(|Eλ(t, s, ξ)|) . √λ(t)√
λ(s)
exp
(
− 1
2
∫ t
s
ρ(θ)dθ
)( 1 1
1 1
)
.
Let us introduce the micro-energy U = U(t, ξ) by
U(t, ξ) =
(
λ(t)|ξ|uˆ, Dtuˆ
)T
.
Then, we obtain from (2.4.1) the system of first order
DtU =
(
Dtλ(t)
λ(t)
λ(t)|ξ|
λ(t)ω2(t)|ξ| iρ(t)ω(t)
)
︸ ︷︷ ︸
A(t,ξ)
U. (2.4.33)
Our aim is to construct the corresponding fundamental solution, that is, the matrix-valued
solution of the system
DtEosc(t, s, ξ) = A(t, ξ)Eosc(t, s, ξ), Eosc(s, s, ξ) = I, 0 ≤ s ≤ t.
If we set formally ω(t) ≡ 1 and define the micro-energy to the corresponding model by
Uλ(t, ξ) =
(
λ(t)|ξ|uˆ, Dtuˆ
)T
,
then, it satisfies the system of first order
DtUλ =
(
Dtλ(t)
λ(t)
λ(t)|ξ|
λ(t)|ξ| iρ(t)
)
︸ ︷︷ ︸
Aλ(t,ξ)
Uλ.
We denote the corresponding fundamental solution as Eλ = Eλ(t, s, ξ), i.e., the solution to
DtEλ(t, s, ξ) = Aλ(t, ξ)Eλ(t, s, ξ), Eλ(s, s, ξ) = I, 0 ≤ s ≤ t.
An estimate of the fundamental solution Eλ = Eλ(t, s, ξ) is essentially given by the C2 theory.
Hence, in Zosc(N, ε) we relate Eosc(t, s, ξ) to Eλ(t, s, ξ) and use the stabilization condition
(A3).
Corollary 2.4.9. Assume conditions (A1) to (A3) and (B1). Then, the fundamental
solution Eosc = Eosc(t, s, ξ) satisfies the estimate(|Eosc(t, s, ξ)|) . √λ(t)√
λ(s)
exp
(
− 1
2
∫ t
s
ρ(θ)dθ
)( 1 1
1 1
)
uniformly for (s, ξ), (t, ξ) ∈ Zosc(N, ε), 0 ≤ s ≤ t.
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Proof. In order to relate Eosc = Eosc(t, s, ξ) to Eλ = Eλ(t, s, ξ) in Zosc(N, ε) we make the
ansatz
Eosc(t, s, ξ) = Eλ(t, s, ξ)Qosc(t, s, ξ).
It follows that the matrix Qosc = Qosc(t, s, ξ) satisfies
DtQosc(t, s, ξ) = Eλ(s, t, ξ)
(
A(t, ξ)−Aλ(t, ξ)
)
Eλ(t, s, ξ)Qosc(t, s, ξ)
with initial condition Qosc = Qosc(s, s, ξ) = I. Taking account of E−1λ (t, s, ξ) = Eλ(s, t, ξ) we
derive ∣∣Eλ(s, t, ξ)(A(t, ξ)−Aλ(t, ξ))Eλ(t, s, ξ)∣∣ . ∣∣A(t, ξ)−Aλ(t, ξ)∣∣
. λ(t)|ξ|∣∣ω2(t)− 1∣∣+ ρ(t)|ω(t)− 1|
. λ(t)|ξ||ω(t)− 1|+ µ(t)λ(t)
Λ(t)
|ω(t)− 1|
. λ(t)|ξ||ω(t)− 1|,
where we used the definition of the hyperbolic region. Hence, applying the Peano-Baker
formula and using the stabilization condition (A3), we get the uniform boundedness for the
matrix Qosc = Qosc(t, s, ξ) over Zosc(N, ε) as follows:
|Qosc(t, s, ξ)| ≤ exp
(
C|ξ|
∫ tosc
tred
λ(τ)
∣∣ω(τ)− 1∣∣dτ)
≤ exp (C ′|ξ|Θ(tosc)) . 1.
Furthermore, we get |detQosc(t, s, ξ)| = 1 from Liouville theorem and conclude that Qosc =
Qosc(t, s, ξ) is uniformly invertible within Zosc(N, ε). Thus, we arrive at the desired estimate
for the fundamental solution Eosc = Eosc(t, s, ξ). This completes the proof.
2.4.3. Considerations in the elliptic zone
In a similar manner as in the hyperbolic zone, we will try to cope with the strong oscillating
behavior of ω = ω(t) by shrinking the elliptic zone. This leads to enlarging the dissipative
zone in the extended phase space since we do not propose any oscillation subzone between
these two zones.
In the elliptic zone we can follow the standard diagonalization procedure. However, con-
trary to the hyperbolic zone, we will not perform more diagonalization steps to obtain the
fundamental solution. We follow some ideas of [2] and [48].
Now let us introduce the following family of symbol classes in the elliptic zone Zell(d0, ε).
The following definition of symbol classes characterizes the necessary properties of the re-
mainder.
Definition 2.4.3. A function f = f(t, ξ) belongs to the elliptic symbol class S`{m1,m2} of
limited smoothness if the derivatives of f satisfy the estimates∣∣Dkt f(t, ξ)∣∣ ≤ Ck〈ξ〉m1λ(t),ω(t)Ξ(t)−m2−k (2.4.34)
for all (t, ξ) ∈ Zell(d0, ε) and all k ≤ ` with 2 ≤ `.
Note that the auxiliary symbol 〈ξ〉λ(t),ω(t) in Zell(d0, ε) can be estimated by
〈ξ〉λ(t),ω(t) ∼ ρ(t)
2
∼ µ(t) λ(t)
2Λ(t)
. (2.4.35)
Some useful properties of the symbolic calculus are collected in the following proposition.
Proposition 2.4.10. The following statements are true:
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1. S`{m1,m2} is a vector space for all nonnegative integers `;
2. S`{m1,m2} · S`′N{m′1,m′2} ↪→ S ˜`{m1 +m′1,m2 +m′2} for all nonnegative integers ` and
`′ with ˜`= min{`, `′};
3. Dkt S
`{m1,m2} ↪→ S`−k{m1,m2 + k} for all nonnegative integers ` with k ≤ `;
4. S`−2{−1, 2} ↪→ L∞ξ L1t
(
Zell(d0, ε)
)
with ` ≥ 2.
Proof. We only verify the integrability statement. Indeed, if f = f(t, ξ) ∈ S`−2{−1, 2}, then
it holds∫ tell
tdiss
∣∣f(τ, ξ)∣∣dτ . ∫ tell
tdiss
Ξ−2(τ)
〈ξ〉λ(τ),ω(τ)dτ .
∫ tell
tdiss
Λ(τ)
µ(τ)λ(τ)
λ2(τ)F ′(Λ(τ))
F 2(Λ(τ))
dτ
. 1|ξ|
∫ tell
tdiss
λ(τ)F ′(Λ(τ))
F 2(Λ(τ))
dτ = − 1|ξ|
1
F (Λ(τ))
∣∣∣tell
tdiss
. 1|ξ|F (Λ(tdiss)) . 1,
where we used (2.4.35), definition of the elliptic region, Ξ(t) = F (Λ(t))
λ(t)
√
F ′(Λ(t))
and |ξ|F (Λ(tdiss)) =
d0, respectively.
In the elliptic zone we introduce the micro-energy V = V (t, ξ) by
V =
(〈ξ〉λ(t),ω(t)v,Dtv)T
for all t ≥ s and (t, ξ), (s, ξ) ∈ Zell(d0, ε). Then, the corresponding first order system to the
Cauchy problem (2.4.2), with respect to the micro-energy V , is stated as
DtV =
(
0 〈ξ〉λ(t),ω(t)
−〈ξ〉λ(t),ω(t) 0
)
V +
 Dt〈ξ〉λ(t),ω(t)〈ξ〉λ(t),ω(t) 0
− (ρ(t)ω(t))′
2〈ξ〉λ(t),ω(t) 0
V.
Performing the diagonalization procedure we get after the second step of the diagonalization
that the entries of the remainder matrix are uniformly integrable over the elliptic zone.
Step 1. We denote by P the matrix
P =
(
i −i
1 1
)
consisting of eigenvectors of the first matrix on the right-hand side with the inverse matrix
P−1 =
1
2
( −i 1
i 1
)
.
Then, defining V (0) := P−1V we get the system
DtV
(0) =
[D(t, ξ) +R(t, ξ)]V (0),
where
D(t, ξ) =
( −i〈ξ〉λ(t),ω(t) 0
0 i〈ξ〉λ(t),ω(t)
)
,
and
R(t, ξ) = 1
2
 Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) − i (ρ(t)ω(t))′4〈ξ〉λ(t),ω(t) −Dt〈ξ〉λ(t),ω(t)2〈ξ〉λ(t),ω(t) + i (ρ(t)ω(t))′4〈ξ〉λ(t),ω(t)
−Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) − i
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)
Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) + i
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)
 .
Then, we obtain
D(t, ξ) ∈ SM{1, 0}, R(t, ξ) ∈ SM−1{0, 1}.
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Step 2. Let us introduce F0(t, ξ) = diagR(t, ξ). Now we carry out the next step(s) of
diagonalization. The difference of the diagonal entries of the matrix D(t, ξ) + F0(t, ξ) is
iα(t, ξ) = 2〈ξ〉λ(t),ω(t) +
(
ρ(t)ω(t)
)′
2〈ξ〉λ(t),ω(t) ∼ 2〈ξ〉λ(t),ω(t) +
o(ρ2(t)ω2(t))
2〈ξ〉λ(t),ω(t) ∼ 〈ξ〉λ(t),ω(t)
for t ≥ t0 with a sufficiently large t0 = t0(ε) by using
∣∣(ρ(t)ω(t))′∣∣ = o(ρ2(t)ω2(t)).
Now we can follow the usual diagonalization procedure. Therefore, we choose a matrix
N (1) = N (1)(t, ξ). The choice of this matrix was proposed in [49]. Let
N (1)(t, ξ) =
(
0 − R12
α(t,ξ)
R21
α(t,ξ)
0
)
∼
 0 iDt〈ξ〉λ(t),ω(t)4〈ξ〉2λ(t),ω(t) − (ρ(t)ω(t))′8〈ξ〉2λ(t),ω(t)
i
Dt〈ξ〉λ(t),ω(t)
4〈ξ〉2
λ(t),ω(t)
+ (ρ(t)ω(t))
′
8〈ξ〉2
λ(t),ω(t)
0
 .
Taking into consideration the rules of the symbolic calculus we have
N (1)(t, ξ) ∈ SM−1{−1, 1} and N1(t, ξ) = I +N (1)(t, ξ) ∈ SM−1{0, 0}.
For a sufficiently large time t ≥ t0 the matrix N1 = N1(t, ξ) is invertible with uniformly
bounded inverse N−11 = N
−1
1 (t, ξ). Indeed, in the elliptic zone due to condition (B5), it
holds
|N1(t, ξ)− I| ≤ Ξ
−1(t)
〈ξ〉λ(t),ω(t) .
Λ(t)
µ(t)Θ(t)
→ 0 for t→∞.
Let
B(1)(t, ξ) = DtN
(1)(t, ξ)− (R(t, ξ)− F0(t, ξ))N (1)(t, ξ) ∈ SM−2{−1, 2},
R1(t, ξ) = −N−11 (t, ξ)B(1)(t, ξ) ∈ SM−2{−1, 2}.
Then, we have the following operator identity:(
Dt −D(t, ξ)−R(t, ξ)
)
N1(t, ξ) = N1(t, ξ)
(
Dt −D(t, ξ)− F0(t, ξ)−R1(t, ξ)
)
.
Hence, the previous steps of the diagonalization give us the following lemma.
Lemma 2.4.11. Assume that λ = λ(t), ω = ω(t) satisfy the conditions (A1), (A2) and
(A5) and ρ = ρ(t) and ω = ω(t) satisfy the conditions (B1), (B2) and (B5). Then, there
exists a sufficiently large t0 such that in Zell(d0, ε) the following statements hold:
• N1 ∈ SM−1{0, 0}, invertible for (t, ξ) ∈ Zell(d0, ε) with N−11 ∈ SM−1{0, 0};
• F0 = diag
(
Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) − i
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t) ,
Dt〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) + i
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t)
)
∈ SM−1{0, 1};
• R1 ∈ SM−2{−1, 2} with M ≥ 2.
Moreover, the operator identity(
Dt −D(t, ξ)−R(t, ξ)
)
N1(t, ξ) = N1(t, ξ)
(
Dt −D(t, ξ)− F0(t, ξ)−R1(t, ξ)
)
holds for all (t, ξ) ∈ Zell(d0, ε).
Step 3. Construction of the fundamental solution. In order to solve the transformed
system and construct its fundamental solution we can not follow the considerations from the
theory of the hyperbolic zone, since the main diagonal entries are purely imaginary.
Lemma 2.4.12. Assume the conditions (A1), (A2), (A5) and (B1), (B2), (B5). Then,
the fundamental solution EVell = E
V
ell(t, s, ξ) to the transformed operator
Dt −D(t, ξ)− F0(t, ξ)−R1(t, ξ)
can be estimated by(|EVell(t, s, ξ)|) . 〈ξ〉λ(t),ω(t)〈ξ〉λ(s),ω(s) exp
(∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
)(
1 1
1 1
)
,
with (t, ξ), (s, ξ) ∈ Zell(d0, ε) ∩ {t ≥ t0(ε)}, 0 ≤ s ≤ t.
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Proof. We transform the system for EVell = E
V
ell(t, s, ξ) to an integral equation for a new
matrix-valued function Qell = Qell(t, s, ξ). If we differentiate the term
exp
{
− i
∫ t
s
(D(τ, ξ) + F0(τ, ξ))dτ}EVell(t, s, ξ),
then we obtain
Dt
(
exp
{
− i
∫ t
s
(D(τ, ξ) + F0(τ, ξ))dτ}EVell(t, s, ξ))
= −(D(t, ξ) + F0(t, ξ)) exp{− i ∫ t
s
(D(τ, ξ) + F0(τ, ξ))dτ}EVell(t, s, ξ)
+ exp
{
− i
∫ t
s
(D(τ, ξ) + F0(τ, ξ))dτ}(D(t, ξ) + F0(t, ξ) +R1(t, ξ))EVell(t, s, ξ)
= exp
{
− i
∫ t
s
(D(τ, ξ) + F0(τ, ξ))dτ}R1(t, ξ)EVell(t, s, ξ).
Hence, by integration on the interval [s, t], we obtain that EVell = E
V
ell(t, s, ξ) satisfies the
following integral equation:
EVell(t, s, ξ) = exp
{
i
∫ t
s
(D(τ, ξ) + F0(τ, ξ))dτ}EVell(s, s, ξ)
+ i
∫ t
s
exp
{
i
∫ t
θ
(D(τ, ξ) + F0(τ, ξ))dτ}R1(θ, ξ)EVell(θ, s, ξ) dθ.
In general, the exponential term is not bounded if ρ = ρ(t) is increasing. In order to com-
pensate this “bad behavior” we introduce a weight factor. Let us define
Qell(t, s, ξ) = exp
{
−
∫ t
s
β(τ, ξ)dτ
}
EVell(t, s, ξ),
with a suitable β = β(t, ξ). It satisfies the new integral equation
Qell(t, s, ξ) = exp
{∫ t
s
(
iD(τ, ξ) + iF0(τ, ξ)− β(τ, ξ)I
)
dτ
}
+
∫ t
s
exp
{∫ t
θ
(
iD(τ, ξ) + iF0(τ, ξ)− β(τ, ξ)I
)
dτ
}
R1(θ, ξ)Qell(θ, s, ξ) dθ.
The function R1 = R1(θ, ξ) ∈ SM−2{−1, 2} is uniformly integrable for M ≥ 2 over the elliptic
zone by Proposition 2.4.10. Hence, if the exponential term is bounded, then the solution
Qell = Qell(t, s, ξ) of the integral equation is uniformly bounded over the elliptic zone for a
suitable weight β(t, ξ). It remains to see that the exponential term remains bounded and this
is guaranteed by a sign condition on the exponent.
The main entries of the diagonal matrix iD(t, ξ) + iF0(t, ξ) are given by
(I) = 〈ξ〉λ(t),ω(t) + ∂t〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) +
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t) ,
(II) = −〈ξ〉λ(t),ω(t) + ∂t〈ξ〉λ(t),ω(t)
2〈ξ〉λ(t),ω(t) −
(ρ(t)ω(t))′
4〈ξ〉λ(t),ω(t) .
For the difference (II)− (I) we get
(II)− (I) = −2〈ξ〉λ(t),ω(t) − (ρ(t)ω(t))
′
2〈ξ〉λ(t),ω(t) = −
ρ2(t)ω2(t) + (ρ(t)ω(t))′ − 4λ2(t)ω2(t)|ξ|2
2〈ξ〉λ(t),ω(t) ≤ 0
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in Zell(d0, ε) for t ≥ t0 by using
∣∣(ρ(t)ω(t))′∣∣ = o(ρ2(t)ω2(t)). It follows that the term (I) is
dominant. Therefore, we choose the weight β(t, ξ) = (I). By this choice, we get
iD(τ, ξ) + iF0(τ, ξ)− β(τ, ξ)I =
(
0 0
0 −2〈ξ〉λ(τ),ω(τ) − (ρ(τ)ω(τ))
′
2〈ξ〉λ(τ),ω(τ)
)
.
It follows
H(t, s, ξ) = exp
{∫ t
s
(
iD(τ, ξ) + iF0(τ, ξ)− β(τ, ξ)I
)
dτ
}
= diag
(
1, exp
{∫ t
s
(
− 2〈ξ〉λ(τ),ω(τ) − (ρ(τ)ω(τ))
′
2〈ξ〉λ(τ),ω(τ)
)
dτ
})
→
(
1 0
0 0
)
as t → ∞ for any fixed s. Hence, the matrix H = H(t, s, ξ) is uniformly bounded for
(s, ξ), (t, ξ) ∈ Zell(d0, ε). So, the representation of Qell = Qell(t, s, ξ) by a Neumann series
gives
Qell(t, s, ξ) = H(t, s, ξ)+
∞∑
k=1
ik
∫ t
s
H(t, t1, ξ)R1(t1, ξ)
∫ t1
s
H(t1, t2, ξ)R1(t2, ξ)
× · · ·
∫ tk−1
s
H(tk−1, tk, ξ)R1(tk, ξ)dtk · · · dt2dt1.
Then, convergence of this series is obtained from the symbol estimates, since |R1(t, ξ)| is
uniformly integrable over Zell(d0, ε). Hence, from the last considerations we may conclude
EVell(t, s, ξ) = exp
{∫ t
s
β(τ, ξ)dτ
}
Qell(t, s, ξ)
= exp
{∫ t
s
(
〈ξ〉λ(τ),ω(τ) + ∂τ 〈ξ〉λ(τ),ω(τ)
2〈ξ〉λ(τ),ω(τ) +
(ρ(τ)ω(τ))′
4〈ξ〉λ(τ),ω(τ)
)
dτ
}
Qell(t, s, ξ),
where Qell = Qell(t, s, ξ) is a uniformly bounded matrix. Then, it follows
(|EVell(t, s, ξ)|) . exp{∫ t
s
(
〈ξ〉λ(τ),ω(τ) + ∂τ 〈ξ〉λ(τ),ω(τ)
2〈ξ〉λ(τ),ω(τ) +
(ρ(τ)ω(τ))′
2ρ(τ)ω(τ)
)
dτ
}( 1 1
1 1
)
. 〈ξ〉λ(t),ω(t)〈ξ〉λ(s),ω(s) exp
{∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
}( 1 1
1 1
)
.
This completes the proof.
Step 4. Transforming back to the original Cauchy problem. Now we want to
obtain an estimate for the energy of the solution to our original Cauchy problem. For this
reason we need to transform back to get an estimate of the fundamental solution Eell =
Eell(t, s, ξ) which is related to a system of first order for the micro-energy
(
λ(t)|ξ|uˆ, Dtuˆ
)
.
Lemma 2.4.13. Under the conditions (B1) to (B3) the following holds:
1. in the elliptic zone it holds 〈ξ〉λ(t),ω(t) − ρ(t)ω(t)
2
≤ −λ
2(t)ω(t)|ξ|2
ρ(t)
,
2.
δ(s)
δ(t)
exp
( ∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
)
≤ exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
,
where δ = δ(t) = exp
(
1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
.
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Proof. By using the property √
x+ y ≤ √x+ y
2
√
x
for any x ≥ 0 and y ≥ −x, the first statement is equivalent to the following inequality:√
ρ2(t)ω2(t)
4
− λ2(t)ω2(t)|ξ|2 − ρ(t)ω(t)
2
≤ −λ
2(t)ω(t)|ξ|2
ρ(t)
.
The second statement follows directly from the first one together with the definition of δ =
δ(t).
From Lemma 2.4.12 we get inside the elliptic zone, that is, for (t, ξ), (s, ξ) ∈ Zell(d0, ε) the
estimate (|EVell(t, s, ξ)|) . ρ(t)ω(t)ρ(s)ω(s) exp(
∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
)( 1 1
1 1
)
.
This yields in combination with (2.4.8) the estimate(|Eell(t, s, ξ)|)
.
(
λ(t)|ξ| 0
ρ(t) ρ(t)
)
exp
(∫ t
s
(
〈ξ〉λ(τ),ω(τ) − ρ(τ)ω(τ)
2
)
dτ
)(
1 1
1 1
)( 1
λ(s)|ξ| 0
1
λ(s)|ξ|
1
ρ(s)
)
. exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
) λ(t)λ(s) λ(t)|ξ|ρ(s)
ρ(t)
λ(s)|ξ|
ρ(t)
ρ(s)
 , (2.4.36)
where we used Lemma 2.4.13.
Remark 2.4.2. Taking into account the estimates (2.4.36), we see that the estimates for
the first row are reasonable. However, the estimates for the second row seems to be not
reasonable. Because, the estimate for |E(22)ell | is only reasonable for decreasing coefficients ρ(t)
and the estimate for |E(21)ell | is not optimal since the upper bound for |E(21)ell | is not bounded
in the elliptic zone. This “contradicts somehow” the damping effect in our model. For this
reason we derive a refined estimate which we present in the next step.
Step 5. A refined estimate for the fundamental solution in the elliptic zone
Corollary 2.4.14. The fundamental solution Eell = Eell(t, s, ξ) satisfies the following esti-
mate:
(|Eell(t, s, ξ)|) . exp(− |ξ|2 ∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
) λ(t)λ(s) λ(t)|ξ|ρ(s)
λ2(t)|ξ|
λ(s)ρ(t)
λ2(t)|ξ|2
ρ(s)ρ(t)
+ δ2(s)
δ2(t)
(
0 0
0 1
)
for all t ≥ s and (t, ξ), (s, ξ) ∈ Zell(d0, ε).
Proof. Let us assume that Φk = Φk(t, s, ξ), k = 1, 2, are solutions to the equation
Φtt + λ
2(t)ω2(t)|ξ|2Φ + ρ(t)ω(t)Φt = 0
with initial values
Φk(s, s, ξ) = δ1k, ∂tΦk(s, s, ξ) = δ2k.
Then, we have
(
λ(t)|ξ|v(t, ξ)
Dtv(t, ξ)
)
=

λ(t)
λ(s)
Φ1(t, s, ξ) iλ(t)|ξ|Φ2(t, s, ξ)
DtΦ1(t, s, ξ)
λ(s)|ξ| iDtΦ2(t, s, ξ)
( λ(s)|ξ|v(s, ξ)Dtv(s, ξ)
)
.
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Our basic idea is to relate the entries of the above given estimates to the multipliers Φk =
Φk(t, s, ξ) and use Duhamel’s formula to improve the estimates for the second row using
estimates from the first one. Hence, if we compare with the estimates (2.4.36), then we
obtain
∣∣Φ1(t, s, ξ)∣∣ . exp(− |ξ|2 ∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
,
∣∣Φ2(t, s, ξ)∣∣ . 1
ρ(s)
exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
,
∣∣∂tΦ1(t, s, ξ)∣∣ . ρ(t) exp(− |ξ|2 ∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
,
∣∣∂tΦ2(t, s, ξ)∣∣ . ρ(t)
ρ(s)
exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
.
Let Ψk = Ψk(t, s, ξ) = ∂tΦk(t, s, ξ), k = 1, 2. Then, we obtain the equations of first order
∂tΨk + ρ(t)ω(t)Ψk = −λ2(t)ω2(t)|ξ|2Φk, Ψk(s, s, ξ) = δ2k.
Standard calculations lead to
Ψ1(t, s, ξ) = −|ξ|2
∫ t
s
λ2(τ)ω2(τ)
δ2(τ)
δ2(t)
Φ1(τ, s, ξ)dτ,
Ψ2(t, s, ξ) =
δ2(s)
δ2(t)
− |ξ|2
∫ t
s
λ2(τ)ω2(τ)
δ2(τ)
δ2(t)
Φ2(τ, s, ξ)dτ.
If we are able to derive the desired estimate for |Ψ1(t, s, ξ)|, then we conclude immediately
the desired estimate for |Ψ2(t, s, ξ)|. Using the estimates for |Φ1(t, s, ξ)| and applying partial
integration we get
|Ψ1(t, s, ξ)| . |ξ|
2
δ2(t)
∫ t
s
λ2(τ)δ2(τ) exp
(
− |ξ|2
∫ τ
s
λ2(θ)ω(θ)
ρ(θ)
dθ
)
dτ
. λ
2(t)|ξ|2
δ2(t)
∫ t
s
δ2(τ) exp
(
− |ξ|2
∫ τ
s
λ2(θ)ω(θ)
ρ(θ)
dθ
)
dτ
. λ
2(t)|ξ|2
δ2(t)
∫ t
s
1
ρ(τ)ω(τ)
exp
(
− |ξ|2
∫ τ
s
λ2(θ)ω(θ)
ρ(θ)
dθ
)
∂τδ
2(τ)dτ
. λ
2(t)|ξ|2
δ2(t)
(
δ2(τ)
1
ρ(τ)ω(τ)
exp
(
− |ξ|2
∫ τ
s
λ2(θ)ω(θ)
ρ(θ)
dθ
))∣∣∣t
s
+
λ2(t)|ξ|2
δ2(t)
∫ t
s
δ2(τ)
( (
ρ(τ)ω(τ)
)′(
ρ(τ)ω(τ)
)2 + λ2(τ)|ξ|2ρ2(τ)︸ ︷︷ ︸
.C(τ)≤C0<1
)
exp
(
− |ξ|2
∫ τ
s
λ2(θ)ω(θ)
ρ(θ)
dθ
)
dτ
. λ
2(t)|ξ|2
ρ(t)
exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
− λ
2(t)|ξ|2
ρ(s)
δ2(s)
δ2(t)
.
Here we have used λ2(t)|ξ|2 ≤ ρ
2(t)
4
(1 − ε2) from the definition of the elliptic zone and(
ρ(τ)ω(τ)
)′(
ρ(τ)ω(τ)
)2 = o(1). Now we verify that
λ2(t)|ξ|2
ρ(s)
δ2(s)
δ2(t)
. λ
2(t)|ξ|2
ρ(t)
exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
.
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Then, it is sufficient to show that
C(t, s, ξ) =
ρ(s)
ρ(t)
exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
) δ2(t)
δ2(s)
∼ ρ(s)ω(s)
ρ(t)ω(t)
exp
(∫ t
s
(
ρ(τ)ω(τ)− λ
2(τ)ω2(τ)|ξ|2
ρ(τ)ω(τ)
)
dτ
)
= exp
(∫ t
s
(
ρ(τ)ω(τ)− λ
2(τ)ω2(τ)|ξ|2
ρ(τ)ω(τ)
−
(
ρ(τ)ω(τ)
)′
ρ(τ)ω(τ)
)
dτ
)
.
By condition (B5), the argument of the exponential term in the previous statement is larger
than 0 for τ > t0 sufficiently large. Hence, we have the desired estimate
|Ψ1(t, s, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
.
Similarly, we can estimate |Ψ2(t, s, ξ)| in the following way:
|Ψ2(t, s, ξ)| . δ
2(s)
δ2(t)
+
|ξ|2
δ2(t)
∫ t
s
λ2(τ)δ2(τ)
1
ρ(s)
exp
(
− |ξ|2
∫ τ
s
λ2(θ)ω(θ)
ρ(θ)
dθ
)
dτ
. δ
2(s)
δ2(t)
+
λ2(t)|ξ|2
ρ(t)ρ(s)
exp
(
− |ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
. (2.4.37)
Summarizing all desired estimates are proved.
Remark 2.4.3. We are able to derive a refined estimate for the fundamental solution, because
in the proof of Corollary 2.4.14 we use only estimates for E
(11)
ell and E
(12)
ell and both estimates
seem to be optimal with our analytical tools.
Remark 2.4.4. If we choose a fixed s, then the first summand in (2.4.37) is dominated by the
second one. Indeed, if we set s = tell, then by using λ(tell)|ξ| ∼ ρ(tell) we get the following
estimate:
(|Eell(t, tell, ξ)|) . exp(− |ξ|2 ∫ t
tell
λ2(τ)ω(τ)
ρ(τ)
dτ
) λ(t)λ(tell) λ(t)λ(tell)
λ2(t)|ξ|
λ(tell)ρ(t)
λ2(t)|ξ|
λ(tell)ρ(t)
 .
2.4.4. Considerations in the dissipative zone
In the dissipative zone we define the micro-energy U = U(t, ξ) by
U =
(
γ(t)uˆ, Dtuˆ
)T
, γ(t) :=
λ(t)
F (Λ(t))
,
because we will later need to estimate λ(t)|ξ|uˆ and it holds λ(t)|ξ| . λ(t)
F (Λ(t))
due to the
definition of the dissipative zone. Then, the Fourier transformed Cauchy problem (2.4.1)
leads to the system of first order
DtU =
 Dtγ(t)γ(t) γ(t)
λ2(t)ω2(t)|ξ|2
γ(t)
iρ(t)ω(t)

︸ ︷︷ ︸
A(t,ξ)
U. (2.4.38)
We are interested in the fundamental solution
Ediss = Ediss(t, s, ξ) =
(
E
(11)
diss E
(12)
diss
E
(21)
diss E
(22)
diss
)
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to the system (2.4.38), that is, the solution of
DtEdiss(t, s, ξ) = A(t, ξ)Ediss(t, s, ξ), Ediss(s, s, ξ) = I,
for all 0 ≤ s ≤ t and (t, ξ), (s, ξ) ∈ Zdiss(d0). Thus, the solution U = U(t, ξ) is represented as
U(t, ξ) = Ediss(t, s, ξ)U(s, ξ).
We will use the auxiliary function
δ(t) = exp
(1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
which is related to the entry iρ(t)ω(t) of the coefficient matrix.
The entries E
(k`)
diss (t, s, ξ), k, ` = 1, 2, of the fundamental solution Ediss(t, s, ξ) satisfy the
following system of Volterra integral equations for k = 1, 2:
DtE
(1`)
diss (t, s, ξ) =
Dtγ(t)
γ(t)
E
(1`)
diss (t, s, ξ) + γ(t)E
(2`)
diss (t, s, ξ),
DtE
(2`)
diss (t, s, ξ) =
λ2(t)ω2(t)|ξ|2
γ(t)
E
(1`)
diss (t, s, ξ) + iρ(t)ω(t)E
(2`)
diss (t, s, ξ)
together with their initial conditions(
E
(11)
diss (s, s, ξ) E
(12)
diss (s, s, ξ)
E
(21)
diss (s, s, ξ) E
(22)
diss (s, s, ξ)
)
=
(
1 0
0 1
)
.
Then, by direct calculations we get
E
(11)
diss (t, s, ξ) =
γ(t)
γ(s)
+ iγ(t)
∫ t
s
E
(21)
diss (τ, s, ξ)dτ,
E
(21)
diss (t, s, ξ) =
i|ξ|2
δ2(t)
∫ t
s
λ2(τ)ω2(τ)
γ(τ)
δ2(τ)E
(11)
diss (τ, s, ξ)dτ,
E
(12)
diss (t, s, ξ) = iγ(t)
∫ t
s
E
(22)
diss (τ, s, ξ)dτ,
E
(22)
diss (t, s, ξ) =
δ2(s)
δ2(t)
+
i|ξ|2
δ2(t)
∫ t
s
λ2(τ)ω2(τ)
γ(τ)
δ2(τ)E
(12)
diss (τ, s, ξ)dτ.
The next lemma is important for deriving suitable estimates for the entries E
(k`)
diss (t, s, ξ),
k, ` = 1, 2.
Lemma 2.4.15. The assumption (B3) implies λ(t)
δ2(t)
∈ L1(R+) with∫ ∞
t
λ(τ)
δ2(τ)
dτ . Λ(t)
δ2(t)
.
Moreover, Λ(t)
δ2(t)
is monotonously decreasing for large t.
Proof. From µ(t)→∞ as t→∞, it follows µ(t) ≥ 1+ε
ω(t)
. Then, we may conclude that
δ2(t) = exp
( ∫ t
0
ρ(τ)ω(τ)dτ
)
≥ exp
(
(1 + ε)
∫ t
0
λ(τ)
Λ(τ)
dτ
)
= Λ1+ε(t),
which implies the integrability of λ(t)
δ2(t)
. Furthermore, for large t we have
1
Cε
∫ ∞
t
λ(τ)
δ2(τ)
dτ ≤
∫ ∞
t
ε
ω(τ)
λ(τ)
δ2(τ)
dτ ≤
∫ ∞
t
(
µ(τ)− 1
ω(τ)
) λ(τ)
δ2(τ)
dτ
=
∫ ∞
t
µ(τ)λ(τ)ω(τ)− λ(τ)
ω(τ)δ2(τ)
dτ .
∫ ∞
t
µ(τ)λ(τ)ω(τ)− λ(τ)
δ2(τ)
dτ =
Λ(t)
δ2(t)
.
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Moreover, we have
d
dt
Λ(t)
δ2(t)
=
λ(t)− ρ(t)ω(t)Λ(t)
δ2(t)
=
λ(t)
(
1− µ(t)ω(t))
δ2(t)
and µ(t) ≥ 1+ε
ω(t)
for large t, which implies that Λ(t)
δ2(t)
is decreasing for large t. This completes
the proof.
In order to estimate the modulus |E(k`)diss (t, s, ξ)|, k, ` = 1, 2, of the entries E(k`)diss (t, s, ξ) we
will use condition (B6).
Corollary 2.4.16. Assume conditions (A1) for λ = λ(t), (A2) for ω = ω(t), (B3) and
(B6) for ρ = ρ(t). Then, we have the following estimates in the dissipative zone:
(|Ediss(t, s, ξ)|) . λ(t)
F (Λ(t))
 F (Λ(s))λ(s) Λ(s)λ(s)
F (Λ(s))
λ(s)
Λ(s)
λ(s)

with (s, ξ), (t, ξ) ∈ Zdiss(d0) and 0 ≤ s ≤ t.
Proof. First let us consider the first column, that is,
E
(11)
diss (t, s, ξ) =
γ(t)
γ(s)
+ iγ(t)
∫ t
s
E
(21)
diss (τ, s, ξ)dτ,
E
(21)
diss (t, s, ξ) =
i|ξ|2
δ2(t)
∫ t
s
λ2(τ)ω2(τ)
γ(τ)
δ2(τ)E
(11)
diss (τ, s, ξ)dτ.
Plugging the representation for E
(21)
diss (t, s, ξ) into the integral equation for E
(11)
diss (t, s, ξ) gives
E
(11)
diss (t, s, ξ) =
γ(t)
γ(s)
+ iγ(t)
∫ t
s
(
i|ξ|2
δ2(τ)
∫ τ
s
λ2(θ)ω2(θ)
γ(θ)
δ2(θ)E
(11)
diss (θ, s, ξ)dθ
)
dτ
=
γ(t)
γ(s)
− |ξ|2γ(t)
∫ t
s
∫ τ
s
λ2(θ)ω2(θ)
δ2(θ)
δ2(τ)
1
γ(θ)
E
(11)
diss (θ, s, ξ)dθdτ.
It follows
γ(s)
γ(t)
E
(11)
diss (t, s, ξ) = 1− |ξ|2
∫ t
s
∫ τ
s
λ2(θ)ω2(θ)
δ2(θ)
δ2(τ)
γ(s)
γ(θ)
E
(11)
diss (θ, s, ξ)dθdτ.
By setting y(t, s, ξ) :=
γ(s)
γ(t)
E
(11)
diss (t, s, ξ) we obtain
y(t, s, ξ) = 1− |ξ|2
∫ t
s
∫ t
θ
λ2(θ)ω2(θ)
δ2(θ)
δ2(τ)
y(θ, s, ξ)dτdθ
= 1 + |ξ|2
∫ t
s
λ2(θ)ω2(θ)
[ ∫ t
θ
1
ρ(τ)ω(τ)
∂τ
( δ2(θ)
δ2(τ)
)
dτ
]
y(θ, s, ξ)dθ
= 1 + |ξ|2
∫ t
s
λ2(θ)ω2(θ)
[
1
ρ(τ)ω(τ)
δ2(θ)
δ2(τ)
∣∣∣t
θ
+
∫ t
θ
(
ρ(τ)ω(τ)
)′(
ρ(τ)ω(τ)
)2︸ ︷︷ ︸
=o(1)
δ2(θ)
δ2(τ)
dτ
]
y(θ, s, ξ)dθ
≈ 1 + |ξ|2
∫ t
s
λ2(θ)ω2(θ)
[
1
ρ(t)ω(t)
δ2(θ)
δ2(t)
− 1
ρ(θ)ω(θ)
]
y(θ, s, ξ)dθ.
Then, we have
|y(t, s, ξ)| . 1 + |ξ|2
∫ t
s
(
λ2(θ)ω2(θ)
ρ(t)ω(t)
δ2(θ)
δ2(t)
+
λ2(θ)ω(θ)
ρ(θ)
)
|y(θ, s, ξ)|dθ.
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Applying Gronwall’s inequality (cf. Lemma A.1.1) we get the estimate
|y(t, s, ξ)| . exp
(
|ξ|2
∫ t
s
λ2(θ)ω2(θ)
ρ(t)ω(t)
δ2(θ)
δ2(t)
dθ + |ξ|2
∫ t
s
λ2(θ)ω(θ)
ρ(θ)
dθ
)
. exp
(
λ2(t)|ξ|2
ρ(t)
1
δ2(t)
∫ t
s
1
ρ(θ)ω(θ)
ρ(θ)ω(θ)δ2(θ)︸ ︷︷ ︸
∂θδ2(θ)
dθ + |ξ|2
∫ t
s
λ2(θ)
ρ(θ)
dθ
)
= exp
(
λ2(t)|ξ|2
ρ(t)
1
δ2(t)
( δ2(θ)
ρ(θ)ω(θ)
∣∣∣t
s
+
∫ t
s
(
ρ(θ)ω(θ)
)′(
ρ(θ)ω(θ)
)2︸ ︷︷ ︸
=o(1)
δ2(θ)dθ
)
+ |ξ|2
∫ t
s
λ2(θ)
ρ(θ)
dθ
)
. exp
(
λ2(t)|ξ|2
ρ2(t)
+ |ξ|2
∫ t
s
λ2(θ)
ρ(θ)
dθ
)
exp
(
λ2(t)|ξ|2
ρ2(t)
+
d20
F 2
(
Λ(t)
) ∫ t
s
λ2(θ)
ρ(θ)
dθ
)
. 1.
Here we have used (ρ(θ)ω(θ))
′
(ρ(θ)ω(θ))2
= o(1) from condition (B5), λ(t)|ξ| . ρ(t) from the definition of
the elliptic region, |ξ| ≤ d0
F (Λ(t))
from the definition of the dissipative zone and the condition
(B6), respectively. Hence, we may conclude that
∣∣E(11)diss (t, s, ξ)∣∣ . γ(t)γ(s) = λ(t)F (Λ(t)) F (Λ(s))λ(s) .
Now we consider E
(21)
diss (t, s, ξ). By using the estimate for
∣∣E(11)diss (t, s, ξ)∣∣ we obtain∣∣E(21)diss (t, s, ξ)∣∣ . |ξ|2 ∫ t
s
λ2(τ)
γ(τ)
δ2(τ)
δ2(t)
∣∣E(11)diss (τ, s, ξ)∣∣dτ
. 1
γ(s)
|ξ|2
∫ t
s
λ2(τ)
δ2(τ)
δ2(t)
dτ . 1
γ(s)
λ2(t)|ξ|2
δ2(t)
∫ t
s
δ2(τ)dτ
=
1
γ(s)
λ2(t)|ξ|2
δ2(t)
∫ t
s
1
ρ(τ)ω(τ)
ρ(τ)ω(τ)δ2(τ)︸ ︷︷ ︸
∂τδ2(τ)
dτ
=
1
γ(s)
λ2(t)|ξ|2
δ2(t)
(
1
ρ(τ)ω(τ)
δ2(τ)
∣∣∣t
s
+
∫ t
s
(
ρ(τ)ω(τ)
)′(
ρ(τ)ω(τ)
)2︸ ︷︷ ︸
=o(1)
δ2(τ)dτ
)
. 1
γ(s)
λ2(t)|ξ|2
ρ(t)ω(t)
. 1
γ(s)
λ(t)|ξ| . F (Λ(s))
λ(s)
λ(t)
F (Λ(t))
.
Here we used (ρ(θ)ω(θ))
′
(ρ(θ)ω(θ))2
= o(1) from condition (B5), λ(t)|ξ| . ρ(t) from the definition of the
elliptic region and |ξ| ≤ d0
F (Λ(t))
from the definition of the dissipative zone, respectively.
Next we consider the entries of the second column. We have
E
(12)
diss (t, s, ξ) = iγ(t)
∫ t
s
E
(22)
diss (τ, s, ξ)dτ,
E
(22)
diss (t, s, ξ) =
δ2(s)
δ2(t)
+
i|ξ|2
δ2(t)
∫ t
s
λ2(τ)ω2(τ)
γ(τ)
δ2(τ)E
(12)
diss (τ, s, ξ)dτ.
Plugging the representation for E
(22)
diss (t, s, ξ) into the integral equation for E
(12)
diss (t, s, ξ) gives
E
(12)
diss (t, s, ξ) = iγ(t)
∫ t
s
(
δ2(s)
δ2(τ)
+
i|ξ|2
δ2(τ)
∫ τ
s
λ2(θ)ω2(θ)
γ(θ)
δ2(θ)E
(12)
diss (θ, s, ξ)dθ
)
dτ
= iγ(t)δ2(s)
∫ t
s
1
δ2(τ)
dτ − |ξ|2γ(t)
∫ t
s
∫ τ
s
λ2(θ)ω2(θ)
δ2(θ)
δ2(τ)
1
γ(θ)
E
(12)
diss (θ, s, ξ)dθdτ.
2.4. Representation of solutions 49
By setting y(t, s, ξ) :=
1
γ(t)
E
(12)
diss (t, s, ξ), it follows
y(t, s, ξ) = iδ2(s)
∫ t
s
1
δ2(τ)
dτ + |ξ|2
∫ t
s
λ2(θ)ω2(θ)
[ ∫ t
θ
1
ρ(τ)ω(τ)
∂τ
( δ2(θ)
δ2(τ)
)
dτ
]
y(θ, s, ξ)dθ.
In the same way as we did for E
(11)
diss (t, s, ξ), after integration by parts we obtain
|y(t, s, ξ)| . δ2(s)
∫ t
s
λ(τ)
δ2(τ)
1
λ(τ)
dτ + |ξ|2
∫ t
s
(
λ2(θ)ω2(θ)
ρ(t)ω(t)
δ2(θ)
δ2(t)
+
λ2(θ)ω2(θ)
ρ(θ)ω(θ)
)
|y(θ, s, ξ)|dθ.
Now we can use again Gronwall’s inequality, since the first integral can be estimated by
Λ(s)
δ2(s)
1
λ(s)
due to Lemma 2.4.15. Then, we get
|y(t, s, ξ)| . Λ(s)
λ(s)
exp
(
|ξ|2
∫ t
s
λ2(θ)ω2(θ)
ρ(t)ω(t)
δ2(θ)
δ2(t)
dθ + |ξ|2
∫ t
s
λ2(θ)ω(θ)
ρ(θ)
dθ
)
. Λ(s)
λ(s)
.
Thus, we obtain ∣∣E(12)diss (t, s, ξ)∣∣ . γ(t)Λ(s)λ(s) = λ(t)F (Λ(t)) Λ(s)λ(s) .
Finally, let us consider E
(22)
diss (t, s, ξ) by using the estimate for
∣∣E(12)diss (t, s, ξ)∣∣. It holds
∣∣E(22)diss (t, s, ξ)∣∣ . δ2(s)δ2(t) + |ξ|2
∫ t
s
λ2(τ)
δ2(τ)
δ2(t)
1
γ(τ)
|E(12)diss (τ, s, ξ)|dτ
. δ
2(s)
δ2(t)
+
λ2(t)|ξ|2
δ2(t)
Λ(s)
λ(s)
∫ t
s
δ2(τ)dτ
=
δ2(s)
δ2(t)
+
λ2(t)|ξ|2
δ2(t)
Λ(s)
λ(s)
∫ t
s
1
ρ(τ)ω(τ)
ρ(τ)ω(τ)δ2(τ)︸ ︷︷ ︸
∂τδ2(τ)
dτ
=
δ2(s)
δ2(t)
+
λ2(t)|ξ|2
δ2(t)
Λ(s)
λ(s)
(
1
ρ(τ)ω(τ)
δ2(τ)
∣∣∣t
s
+
∫ t
s
(
ρ(τ)ω(τ)
)′(
ρ(τ)ω(τ)
)2︸ ︷︷ ︸
=o(1)
δ2(τ)dτ
)
. δ
2(s)
δ2(t)
+
λ2(t)|ξ|2
ρ(t)ω(t)
Λ(s)
λ(s)
. δ
2(s)
δ2(t)
+
Λ(s)
λ(s)
λ(t)|ξ|.
In order to apply Lemma 2.4.15 we rewrite the last inequality as
Λ(t)
λ(t)
∣∣E(22)diss (t, s, ξ)∣∣ . Λ(t)δ2(t) δ2(s)λ(t) + Λ(s)λ(s) Λ(t)λ(t)λ(t)|ξ|
. Λ(s)
λ(s)
+
Λ(s)
λ(s)
Λ(t)|ξ| . Λ(s)
λ(s)
+
Λ(s)
λ(s)
Λ(t)
F (Λ(t))
.
Here we used that
Λ(t)
δ2(t)
is decreasing for large t due to Lemma 2.4.15. Thus, we get
|E(22)diss (t, s, ξ)| .
Λ(s)
λ(s)
λ(t)
Λ(t)
+
Λ(s)
λ(s)
Λ(t)
F (Λ(t))
λ(t)
Λ(t)
. λ(t)
F (Λ(t))
Λ(s)
λ(s)
,
since Λ(t) ≥ F (Λ(t)). This completes the proof.
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2.4.5. Considerations in the reduced zone
In the reduced zone we introduce the micro-energy V = V (t, ξ) by
V =
(
ε
ρ(t)ω(t)
2
v,Dtv
)T
.
Then, by (2.4.2) the function V satisfies the following system:
DtV =
 Dt(ρ(t)ω(t))ρ(t)ω(t) ερ(t)ω(t)2
λ2(t)ω2(t)|ξ|2− 14 (ρ(t)ω(t))2− 12 (ρ(t)ω(t))′
ε
ρ(t)ω(t)
2
0

︸ ︷︷ ︸
AV (t,ξ)
V. (2.4.39)
We want to estimate the fundamental solution EVred = E
V
red(t, s, ξ) to (2.4.39), that is, the
solution to
DtE
V
red(t, s, ξ) = AV (t, ξ)E
V
red(t, s, ξ), E
V
red(s, s, ξ) = I.
Due to
∣∣(ρ(t)ω(t))′∣∣ = o((ρ(t)ω(t))2) for sufficiently large t ≥ t0, it holds∣∣Dt(ρ(t)ω(t))∣∣
ρ(t)ω(t)
. ερ(t)ω(t).
Moreover, we have the estimate
〈ξ〉λ(t),ω(t) . ερ(t)ω(t)
2
.
Hence, we obtain the following estimate:∣∣λ2(t)ω2(t)|ξ|2 − 1
4
(ρ(t)ω(t))2 − 1
2
(ρ(t)ω(t))′
∣∣
ερ(t)ω(t)
2
=
∣∣∣2〈ξ〉2λ(t),ω(t)
ερ(t)ω(t)
−
(
ρ(t)ω(t)
)′
ερ(t)ω(t)
∣∣∣ . ερ(t)ω(t),
where we used
∣∣(ρ(t)ω(t))′∣∣ = o((ρ(t)ω(t))2).
Finally, the norm of the coefficient matrix of (2.4.39) can be estimated by ερ(t)ω(t) for
sufficiently large t.
Summarizing, the following statement holds.
Lemma 2.4.17. Under the assumptions (B1), (B2) and (B5) the fundamental solution
EVred = E
V
red(t, s, ξ) to (2.4.39) satisfies the following estimate:(|EVred(t, s, ξ)|) . exp(ε ∫ t
s
ρ(τ)ω(τ)dτ
)( 1 1
1 1
)
for all t ≥ s ≥ t0 with sufficiently large t0 = t0(ε) and (t, ξ), (s, ξ) ∈ Zred(ε).
Remark 2.4.5. From the backward transformation we may conclude that the fundamental
solution Ered = Ered(t, s, ξ) can be estimated as follows:
(|Ered(t, s, ξ)|) . exp(− 1
2
∫ t
s
ρ(τ)ω(τ)dτ
)(|EVred(t, s, ξ)|).
Corollary 2.4.18. The fundamental solution Ered = Ered(t, s, ξ) satisfies the following esti-
mate in the reduced zone:(|Ered(t, s, ξ)|) . exp((ε− 1
2
) ∫ t
s
ρ(τ)ω(τ)dτ
)(
1 1
1 1
)
for t ≥ s ≥ t0 with sufficiently large t0 = t0(ε) and (t, ξ), (s, ξ) ∈ Zred(ε).
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2.5. Energy estimates of higher order
The main goal of this section is to prove on the one hand higher order energy estimates to
solutions of the following Cauchy problem:{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn.
On the other hand, we want to derive higher order energy estimates for solutions to the fol-
lowing family of parameter-dependent Cauchy problems with suitable initial data
(
0, g(s, x)
)
:{
vtt − λ2(t)ω2(t)∆v + ρ(t)ω(t)vt = 0, (t, x) ∈ [s,∞)× Rn, s ≥ 0,
v(s, x) = 0, vt(s, x) = g(s, x), x ∈ Rn. (2.5.1)
Here, in both cases we will assume some additional regularity of the data and our conditions
(A1) to (A5) and (B1) to (B6) are satisfied which are given in Section 2.3.
The representation of the fundamental solutions obtained so far allows us to conclude
estimates for the solution and their derivatives to the above Cauchy problems.
2.5.1. A family of parameter-dependent linear Cauchy problems
Let us consider the following family of parameter-dependent Cauchy problems:{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [s,∞)× Rn, s ≥ 0,
u(s, x) = f(s, x), ut(s, x) = g(s, x), x ∈ Rn. (2.5.2)
We apply the partial Fourier transformation to (2.5.2) with respect to the spatial variables.
Denoting by uˆ = uˆ(t, ξ) the partial Fourier transformation Fx→ξ(u)(t, ξ) we obtain{
uˆtt + λ
2(t)ω2(t)|ξ|2uˆ+ ρ(t)ω(t)uˆt = 0, (t, ξ) ∈ [s,∞)× Rn, s ≥ 0,
uˆ(s, ξ) = fˆ(s, ξ), uˆt(s, ξ) = gˆ(s, ξ), ξ ∈ Rn. (2.5.3)
Now we make the change of variables
yˆ(t, ξ) =
δ(t)
δ(s)
uˆ(t, ξ), δ(t) := exp
(1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
. (2.5.4)
Then, we obtain the Cauchy problem
yˆtt +m(t, ξ)yˆ = 0, (t, ξ) ∈ [s,∞)× Rn, s ≥ 0,
yˆ(s, ξ) = fˆ(s, ξ), ξ ∈ Rn,
yˆt(s, ξ) =
ρ(s)ω(s)
2
fˆ(s, ξ) + gˆ(s, ξ), ξ ∈ Rn,
(2.5.5)
where
m(t, ξ) = λ2(t)ω2(t)|ξ|2 −
(
ρ(t)ω(t)
)2
4
−
(
ρ(t)ω(t)
)′
2
= λ2(t)ω2(t)|ξ|2 − µ2(t)λ
2(t)ω2(t)
4Λ2(t)
−
(
µ(t)
λ(t)ω(t)
2Λ(t)
)′
.
Let us define the functions
η(t) :=
ρ(t)
2λ(t)
=
µ(t)
2Λ(t)
and 〈ξ〉λ(t),ω(t) :=
√∣∣λ2(t)ω2(t)|ξ|2 − ρ2(t)ω2(t)/4∣∣.
In the same manner as in Section 2.4 we divide the extended phase space [s,∞) × Rn into
the following zones:
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• hyperbolic zone:
Zhyp(N) =
{
(t, ξ) ∈ [s,∞)× Rn : 〈ξ〉λ(t),ω(t) ≥ Nλ(t)ω(t)η(t)
}
∩Πhyp,
and Θ(t)|ξ| ≥ N ;
• oscillation subzone:
Zosc(N, ε) =
{
(t, ξ)∈ [s,∞)× Rn : ελ(t)ω(t)η(t) ≤ 〈ξ〉λ(t),ω(t) ≤ Nλ(t)ω(t)η(t)
}
∩Πhyp,
Θ(t)|ξ| ≤ N and Λ(t)|ξ| ≥ N ;
• reduced zone:
Zred(ε) =
{
(t, ξ) ∈ [s,∞)× Rn : 〈ξ〉λ(t),ω(t) ≤ ελ(t)ω(t)η(t)
}
;
• elliptic zone:
Zell(d0, ε) =
{
(t, ξ) ∈ [s,∞)× Rn : |ξ| ≥ d0
F (Λ(t))
}
∩
{
〈ξ〉λ(t),ω(t) ≥ ελ(t)ω(t)η(t)
}
∩Πell;
• dissipative zone:
Zdiss(d0) =
{
(t, ξ) ∈ [s,∞)× Rn : |ξ| ≤ d0
F (Λ(t))
}
∩Πell.
Definition 2.5.1. We denote by Bλ = Bλ(s, t) the primitive of
λ2(t)
ρ(t)
which vanishes at
t = s. So, it is defined by
Bλ(s, t) :=
∫ t
s
λ2(τ)
ρ(τ)
dτ = Bλ(0, t)−Bλ(0, s).
We introduce the limit
η∞ := lim
t→∞
η(t) ∈ [0,∞].
This limit exists because of the monotonic behavior of η = η(t).
Let us introduce the functions
h1 = h1(t, ξ) = χ
(|ξ|F (Λ(t))) λ(t)
F (Λ(t))
+
(
1− χ(|ξ|F (Λ(t))))λ(t)|ξ| (2.5.6)
and
h2 = h2(t, ξ) = χ
(〈ξ〉λ(t),ω(t)
ερ(t)ω(t)
2
)
ε
ρ(t)ω(t)
2
+
(
1− χ
(〈ξ〉λ(t),ω(t)
ερ(t)ω(t)
2
))√
|m(t, ξ)|, (2.5.7)
for our models (2.5.3) and (2.5.5), respectively. Here χ ∈ C∞[0,∞) is a localizing function
with χ(ζ) = 1 for 0 ≤ ζ ≤ 1
2
and χ(ζ) = 0 for ζ ≥ 1.
Remark 2.5.1. In Zdiss(d0) it is reasonable to choose h1(t, ξ) =
λ(t)
F (Λ(t))
, since from the definition
of Zdiss(d0) it holds λ(t)|ξ| . λ(t)F (Λ(t)) . Furthermore, from the definition of Zred(ε), for any
(t, ξ) /∈ Zred(ε), it holds |m(t, ξ)| ≥ Cε2 ρ
2(t)ω2(t)
4
. Therefore, h2(t, ξ) ≥ C1ερ(t)ω(t)2 .
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We define the energy
U(t, ξ) =
(
h1(t, ξ)uˆ(t, ξ), Dtuˆ(t, ξ)
)T
.
Then, by using (2.5.3), U = U(t, ξ) satisfies the system
DtU(t, ξ) =
 Dth1(t,ξ)h1(t,ξ) h1(t, ξ)
λ2(t)ω2(t)|ξ|2
h1(t,ξ)
iρ(t)ω(t)

︸ ︷︷ ︸
A(t,ξ)
U(t, ξ). (2.5.8)
For any t ≥ t1 ≥ s, we denote by E = E(t, t1, ξ) the fundamental solution to (2.5.8), that is,
the matrix which solves
DtE(t, t1, ξ) = A(t, ξ)E(t, t1, ξ), E(t1, t1, ξ) = I.
For any t ≥ t2 ≥ t1 ≥ s we can write
E(t, t1, ξ) = E(t, t2, ξ)E(t2, t1, ξ).
On the other hand, we use the dissipative transformed Cauchy problem (2.5.5) and we define
its energy by
Y (t, ξ) =
(
h2(t, ξ)yˆ(t, ξ), Dtyˆ(t, ξ)
)T
.
Then, from (2.5.5) we have
DtY (t, ξ) =
 Dth2(t,ξ)h2(t,ξ) h2(t, ξ)
m(t,ξ)
h2(t,ξ)
0

︸ ︷︷ ︸
AY (t,ξ)
Y (t, ξ). (2.5.9)
We denote by EY = EY (t, t1, ξ) the fundamental solution to (2.5.9) for any t ≥ t1 ≥ s, i.e.,
the solution to
DtE
Y (t, t1, ξ) = A
Y (t, ξ)EY (t, t1, ξ), E
Y (t1, t1, ξ) = I.
For t2 ≥ t1 and (t1, ξ), (t2, ξ) ∈ Zhyp(N) we will introduce EY (t2, t1, ξ) = EYhyp(t2, t1, ξ) and
we introduce corresponding notations in the other zones.
Remark 2.5.2. By proceeding like in the previous sections, we can obtain in each zone the
same estimates for the fundamental solutions E = E(t, s, ξ) and EY = EY (t, s, ξ) to the
models (2.5.3) and (2.5.5), respectively.
Estimates in the zones
In the oscillation subzone Zosc(N, ε), by the result from Corollary 2.4.9 and for all (s, ξ), (t, ξ) ∈
Zosc(N, ε) we have
(|Eosc(t, s, ξ)|) . √λ(t)√
λ(s)
exp
(
− 1
2
∫ t
s
ρ(τ)dτ
)( 1 1
1 1
)
;
in the reduced zone Zred(ε), by the result from Corollary 2.4.18 and for all (s, ξ), (t, ξ) ∈
Zred(ε) we have
(|Ered(t, s, ξ)|) . exp((Cε− 1
2
) ∫ t
s
ρ(τ)ω(τ)dτ
)( 1 1
1 1
)
;
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in the dissipative zone Zdiss(d0), by the result from Corollary 2.4.16 and for all (s, ξ), (t, ξ) ∈
Zdiss(d0) we have (|Ediss(t, s, ξ)|) . λ(t)
F (Λ(t))
 F (Λ(s))λ(s) Λ(s)λ(s)
F (Λ(s))
λ(s)
Λ(s)
λ(s)
 ;
in the hyperbolic zone Zhyp(N), by the result from Lemma 2.4.7 and for all (s, ξ), (t, ξ) ∈
Zhyp(N) we have (|EYhyp(t, s, ξ)|) . √λ(t)√
λ(s)
(
1 1
1 1
)
;
and finally, in the elliptic zone Zell(d0, ε), by the result from Lemma 2.4.12 and for all
(s, ξ), (t, ξ) ∈ Zell(d0, ε) we have
(|EYell(t, s, ξ)|) . 〈ξ〉λ(t),ω(t)〈ξ〉λ(s),ω(s) exp
( ∫ t
s
〈ξ〉λ(τ),ω(τ)dτ
)( 1 1
1 1
)
.
Representation of the solutions
Let us turn now to the Cauchy problem (2.5.2). We introduce Kˆ1 = Kˆ1(t, s, ξ) as the solution
of the Cauchy problem (2.5.3) with initial conditions uˆ(s, ξ) = 0 and uˆt(s, ξ) = 1. Then, we
have the following identity for k = 1, 2:(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)
Ek(t, s, ξ)
(
0
1
)
=
(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)(
hk(t, ξ)Kˆ1(t, s, ξ)
DtKˆ1(t, s, ξ)
)
=
(
λ(t)|ξ|Kˆ1(t, s, ξ)
DtKˆ1(t, s, ξ)
)
.
Moreover, it holds(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)
Ek(t, s, ξ)
(
0
1
)
=
(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)( Ek12(t, s, ξ)
Ek22(t, s, ξ)
)
=
(
λ(t)|ξ|
hk(t,ξ)
Ek12(t, s, ξ)
Ek22(t, s, ξ)
)
,
where h1 = h1(t, ξ) and h2 = h2(t, ξ) are defined in (2.5.6) and (2.5.7), respectively. Moreover,
we define E1(t, s, ξ) := E(t, s, ξ) for the system (2.5.8) and E2(t, s, ξ) := EY (t, s, ξ) for the
system (2.5.9).
The above relations allow us to transfer properties of E = E(t, s, ξ) and EY = EY (t, s, ξ)
to Kˆ1 = Kˆ1(t, s, ξ) and vice versa. Thus, we obtain
Kˆ1(t, s, ξ) =
1
h1(t, ξ)
E12(t, s, ξ), (2.5.10)
DtKˆ1(t, s, ξ) = E22(t, s, ξ). (2.5.11)
Moreover, we consider a representation of the solution kˆ1 = kˆ1(t, s, ξ) to (2.5.5) with the
initial conditions yˆ(s, ξ) = 0 and yˆt(s, ξ) = 1. Then, we have
kˆ1(t, s, ξ) =
1
h2(t, ξ)
EY12(t, s, ξ),
Dtkˆ1(t, s, ξ) = E
Y
22(t, s, ξ).
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Hence, by using (2.5.4) it holds
Kˆ1(t, s, ξ) =
δ(s)
δ(t)
kˆ1(t, s, ξ) =
δ(s)
δ(t)
EY12(t, s, ξ)
h2(t, ξ)
, (2.5.12)
DtKˆ1(t, s, ξ) =
δ(s)
δ(t)
(
Dtkˆ1(t, s, ξ)− ρ(t)ω(t)
2
kˆ1(t, s, ξ)
)
=
δ(s)
δ(t)
(
EY22(t, s, ξ)−
ρ(t)ω(t)
2h2(t, ξ)
EY12(t, s, ξ)
)
. (2.5.13)
In the same way we consider Kˆ0 = Kˆ0(t, 0, ξ) as the solution of the Cauchy problem (2.5.3)
with s = 0 and initial conditions uˆ(0, ξ) = 1 and uˆt(0, ξ) = 0. Consequently, by the definition
of the fundamental solution given in Definition 2.4.1 we have the following identity:(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)
Ek(t, 0, ξ)
(
hk(0, ξ)
0
)
=
(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)(
hk(t, ξ)Kˆ0(t, 0, ξ)
DtKˆ0(t, 0, ξ)
)
=
(
λ(t)|ξ|Kˆ0(t, 0, ξ)
DtKˆ0(t, 0, ξ)
)
.
Moreover, it holds(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)
Ek(t, 0, ξ)
(
hk(0, ξ)
0
)
=
(
λ(t)|ξ|
hk(t,ξ)
0
0 1
)(
hk(0, ξ)Ek11(t, 0, ξ)
hk(0, ξ)Ek21(t, 0, ξ)
)
=
(
hk(0,ξ)
hk(t,ξ)
λ(t)|ξ|Ek11(t, 0, ξ)
hk(0, ξ)Ek21(t, 0, ξ)
)
,
where h1 = h1(t, ξ) and h2 = h2(t, ξ) are defined in (2.5.6) and (2.5.7), respectively. Moreover,
we define E1 = E1(t, 0, ξ) := E(t, 0, ξ) for the system (2.5.8) and E2 = E2(t, 0, ξ) := EY (t, 0, ξ)
for the system (2.5.9).
The above relations allow us to transfer properties of E = E(t, 0, ξ) and EY = EY (t, 0, ξ)
to Kˆ0 = Kˆ0(t, 0, ξ). Then, we get
Kˆ0(t, 0, ξ) =
h1(0, ξ)
h1(t, ξ)
E11(t, 0, ξ), (2.5.14)
DtKˆ0(t, 0, ξ) = h1(0, ξ)E21(t, 0, ξ). (2.5.15)
Moreover, we consider a representation of the solution kˆ0 = kˆ0(t, 0, ξ) to (2.5.5) with s = 0
and the initial conditions yˆ(0, ξ) = 1 and yˆt(0, ξ) = 0. Then, we have
kˆ0(t, 0, ξ) =
h2(0, ξ)
h2(t, ξ)
EY11(t, 0, ξ),
Dtkˆ0(t, 0, ξ) = h2(0, ξ)E
Y
21(t, 0, ξ).
By using (2.5.4), it holds
Kˆ0(t, 0, ξ) =
1
δ(t)
kˆ0(t, 0, ξ) =
1
δ(t)
h2(0, ξ)
h2(t, ξ)
EY11(t, 0, ξ), (2.5.16)
DtKˆ0(t, 0, ξ) =
1
δ(t)
(
Dtkˆ0(t, 0, ξ)− ρ(t)ω(t)
2
kˆ0(t, 0, ξ)
)
=
h2(0, ξ)
δ(t)
(
EY21(t, 0, ξ)−
ρ(t)ω(t)
2h2(t, ξ)
EY11(t, 0, ξ)
)
. (2.5.17)
In our further approach we will distinguish between four cases:
η(t)↘ 0, η(t)↘ η∞ > 0, η(t)↗ η∞ > 0 and η(t)↗∞.
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The division of the extended phase space is given in the next figures in all these four cases.
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Fig. 2.2.: The case η(t)↘ 0
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Fig. 2.3.: The case η(t)↘ η∞ > 0
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Fig. 2.4.: The case η(t)↗ η∞ > 0
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Fig. 2.5.: The case η(t)↗∞
We first consider the case that η = η(t) is decreasing, that is, η(t)↘ η∞ with η∞ ∈ [0,∞)
and (s, ξ) ∈ Zdiss(d0), i.e., |ξ| ≤ d0F (Λ(s)) . Then, we have the following representations:
• If |ξ| > η∞
√
1 +N2, then there exist parameters tosc > tred > tell > tdiss ≥ s, such that
for any t ≥ tosc it holds
E(t, s, ξ) = Ehyp(t, tosc, ξ)Eosc(tosc,tred, ξ)Ered(tred, tell, ξ)
× Eell(tell, tdiss, ξ)Ediss(tdiss, s, ξ). (2.5.18)
• If η∞
√
1 + ε2 < |ξ| ≤ η∞
√
1 +N2, then there exist parameters tred > tell > tdiss ≥ s,
such that for any t ≥ tred it holds
E(t, s, ξ) = Eosc(t, tred, ξ)Ered(tred, tell, ξ)Eell(tell, tdiss, ξ)Ediss(tdiss, s, ξ). (2.5.19)
• If η∞
√
1− ε2 < |ξ| ≤ η∞
√
1 + ε2, then there exist parameters tell > tdiss ≥ s, such that
for any t ≥ tell it holds
E(t, s, ξ) = Ered(t, tell, ξ)Eell(tell, tdiss, ξ)Ediss(tdiss, s, ξ). (2.5.20)
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• If d0
F (Λ(s))
< |ξ| ≤ η∞
√
1− ε2, then there exists parameters tdiss ≥ s, such that for any
t ≥ tdiss it holds
E(t, s, ξ) = Eell(t, tdiss, ξ)Ediss(tdiss, s, ξ). (2.5.21)
• If |ξ| ≤ d0
F (Λ(s))
, then E(t, s, ξ) = Ediss(t, s, ξ).
If we consider |ξ| ≥ η(s)√1 +N2, then we get E(t, s, ξ) = Ehyp(t, s, ξ) for any t ∈ [s,∞). In
the same way, if we take (s, ξ) in another zone, we can obtain E = E(t, s, ξ) as a glue of the
fundamental solutions in each zone.
Now we consider the case that η = η(t) is increasing, that is, η(t)↗ η∞ with η∞ ∈ (0,+∞].
However, there is big difference in the localization of these zones (see Figures 2.4 and 2.5).
On the one hand we glue the estimates Zell(d0, ε) with Zdiss(d0) for t ≥ tdiss ≥ s. Therefore,
we have the following relation:
E(t, s, ξ) = Eell(t, tdiss, ξ)Ediss(tdiss, s, ξ). (2.5.22)
On the other hand, if (s, ξ) ∈ Zhyp(N), then the situation is reversed according to the
decreasing case. Hence, we have the following representations for the fundamental solution
E = E(t, s, ξ):
• If |ξ| ≤ η∞
√
1− ε2, then there exist parameters tred > tosc > thyp ≥ s, such that for any
t ≥ tred it holds
E(t, s, ξ) = Eell(t, tred, ξ)Ered(tred, tosc, ξ)Eosc(tosc, thyp, ξ)Ehyp(thyp, s, ξ). (2.5.23)
• If η∞
√
1− ε2 < |ξ| ≤ η∞
√
1 + ε2, then there exist parameters tosc > thyp ≥ s, such that
for any t ≥ tosc it holds
E(t, s, ξ) = Ered(t, tosc, ξ)Eosc(tosc, thyp, ξ)Ehyp(thyp, s, ξ). (2.5.24)
• If η∞
√
1 + ε2 < |ξ| ≤ η∞
√
1 +N2, then there exist parameters thyp ≥ s, such that for
any t ≥ thyp it holds
E(t, s, ξ) = Eosc(t, thyp, ξ)Ehyp(thyp, s, ξ). (2.5.25)
• If |ξ| > η∞
√
1 +N2, then E(t, s, ξ) = Ehyp(t, s, ξ),
for the case η(s)
√
1 +N2 ≤ |ξ| ≤ η∞
√
1− ε2 (if this set is not empty).
In the same way, if we take (s, ξ) in another zone, we can obtain E = E(t, s, ξ) as a glue
of the fundamental solutions in each zone.
Estimates for the multipliers and time derivative of the multipliers
In order to estimate the norm of the solution of our original Cauchy problem we need to
estimate our multipliers |Kˆ1(t, s, ξ)| and |Kˆ0(t, 0, ξ)| in each zone of the extended phase space.
Applying a more refined approach in the elliptic zone Zell(d0, ε), we can derive estimates for
|∂tKˆ1(t, s, ξ)| and |∂tKˆ0(t, 0, ξ)| as well.
Introducing
σ(t) := exp
(1
2
∫ t
0
ρ(τ)dτ
)
we consider the following estimates of |Kˆ1(t, s, ξ)| in Zosc(N, ε), Zred(ε) and Zhyp(N) as
Kosc1 (t, s, ξ), K
red
1 (t, s, ξ) and K
hyp
1 (t, s, ξ), respectively:
In Zosc(N, ε) we have h1(t, ξ) = λ(t)|ξ|. Then, it holds
|Kosc1 (t, s, ξ)| ≤
1
λ(t)|ξ|
√
λ(t)√
λ(s)
σ(s)
σ(t)
=
1
|ξ|
1√
λ(t)
√
λ(s)
σ(s)
σ(t)
. (2.5.26)
58 2. The influence of oscillations on linear damped wave equation with time-dependent coefficients
In Zred(ε) we have h2(t, ξ) ∼ ερ(t)ω(t)
2
∼ λ(t)|ξ|. Then, it holds
|Kred1 (t, s, ξ)| .
1
λ(t)|ξ|
(δ(s)
δ(t)
)1−2β
, (2.5.27)
where we choose ε > 0 such that β := Cε < 1
2
.
In Zhyp(N) we have h2(t, ξ) = 〈ξ〉λ(t),ω(t) ∼ λ(t)|ξ|. Then, it holds
|Khyp1 (t, s, ξ)| .
1
λ(t)|ξ|
√
λ(t)√
λ(s)
δ(s)
δ(t)
=
1
|ξ|
1√
λ(t)
√
λ(s)
δ(s)
δ(t)
. (2.5.28)
It is clear that we can uniformly estimate |Kosc1 (t, s, ξ)| and |Khyp1 (t, s, ξ)| by the upper bound
from the estimate of |Kred1 (t, s, ξ)| in (2.5.27), which is the worst among (2.5.26) to (2.5.28).
Indeed, by (2.5.26) and (2.5.27) we obtain the following estimate:√
λ(t)
σ(t)C
.
√
λ(s)
σ(s)C
,
where C := 1−c0(1−2β) and c0 is a sufficiently small positive constant from condition (A2).
In order to prove this estimate we will show that the function
h(t) =
λ(t)
σ(t)2C
is decreasing for large t. Indeed, we have
h′(t) =
λ′(t)− Cρ(t)λ(t)
σ(t)2C
≤
λ1
λ2(t)
Λ(t)
− Cµ(t)λ2(t)
Λ(t)
σ(t)2C
.
Due to the condition (B3), we have µ(t)→∞ as t→∞. Therefore, we obtain h′(t) ≤ 0 for
large t. In the same way, from (2.5.27) and (2.5.28) we get√
λ(t)
δ(t)2β
.
√
λ(s)
δ(s)2β
.
Thus, we can glue Zred(ε) to the hyperbolic region and we define new regions by
Πhyp(N, ε) = Zred(ε) ∪ Zosc(N, ε) ∪ Zhyp(N),
Πell(d0, ε) = Zell(d0, ε) ∪ Zdiss(d0),
respectively.
We denote by tdiss = tdiss(|ξ|) the separating line between Zell(d0, ε) and Zdiss(d0) and by
t|ξ| = t(|ξ|) the separating curve between Πell(d0, ε) and Πhyp(N, ε). This curve is given by
η2(t|ξ|)− |ξ|2 = ε2η2(t|ξ|), i.e., t|ξ| = η−1
( |ξ|√
1− ε2
)
.
In order to obtain energy estimates, first we establish some auxiliary estimates.
Lemma 2.5.1. Under the conditions (A1), (B1), (B2) and (B6) the following estimates
hold:
1. Supposing |ξ|F (Λ(tdiss)) ∼ 1 it holds
exp
(
− C|ξ|2
∫ tdiss
0
λ2(τ)
ρ(τ)
dτ
)
∼ 1.
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2. Supposing |ξ| = η(t|ξ|)
√
1− ε2 it holds∣∣d|ξ|t|ξ|∣∣ & µ(t|ξ|)|ξ|ρ(t|ξ|) .
Proof. 1. We have the following estimate from the definition of Zdiss(d0) and condition (B6):
|ξ|2
∫ tdiss
0
λ2(τ)
ρ(τ)
dτ . 1
F 2
(
Λ(tdiss)
) ∫ tdiss
0
λ2(τ)
ρ(τ)
dτ . 1.
2. We get the following estimate by using the definition of the separating curve t|ξ|:
|ξ| = √1− ε2 ρ(t|ξ|)
λ(t|ξ|)
=
√
1− ε2 µ(t|ξ|)
Λ(t|ξ|)
.
Then, we get
d|ξ|
dt|ξ|
=
√
1− ε2 d
dt|ξ|
(µ(t|ξ|)
Λ(t|ξ|)
)
.
Hence, it holds
∣∣d|ξ|t|ξ|∣∣−1 . ∣∣∣µ′(t|ξ|)Λ(t|ξ|)− µ(t|ξ|)λ(t|ξ|)
Λ2(t|ξ|)
∣∣∣ . µ(t|ξ|) λ(t|ξ|)Λ(t|ξ|)Λ(t|ξ|) + µ(t|ξ|)λ(t|ξ|)
Λ2(t|ξ|)
. µ(t|ξ|)
Λ(t|ξ|)
λ(t|ξ|)
Λ(t|ξ|)
∼ |ξ|λ(t|ξ|)
Λ(t|ξ|)
= |ξ|ρ(t|ξ|)
µ(t|ξ|)
.
This completes the proof.
2.5.2. Estimates for the multiplier Kˆ1
Now we distinguish between two cases related to the setting of the zones in the extended
phase space for a general s ≥ 0.
Small frequencies
In this case if η = η(t) is decreasing, in general all zones appear (see Figures 2.2 and 2.3).
Otherwise, if η = η(t) is increasing we have two different parts of the phase space (see Figures
2.4 and 2.5). Then, we have the following three cases:
Case 1 : 0 ≤ s ≤ t ≤ tdiss
In this case (t, ξ) and (s, ξ) belong to Zdiss(d0). It holds h1(t, ξ) =
λ(t)
F (Λ(t))
. Then, we have
the following estimates for all t ∈ [s, tdiss]:
|Kˆ1(t, s, ξ)| . Λ(s)
λ(s)
,
|∂tKˆ1(t, s, ξ)| . λ(t)
F (Λ(t))
Λ(s)
λ(s)
.
Case 2 : 0 ≤ s ≤ tdiss ≤ t ≤ t|ξ|
First let us consider the case (s, ξ), (t, ξ) ∈ Zell(d0, ε), where it holds h2(t, ξ) ∼ ρ(t). Then,
from Corollary 2.4.14 we have the following estimates:
|Kˆ1(t, s, ξ)| . 1
ρ(s)
exp
(− C|ξ|2Bλ(s, t)),
|∂tKˆ1(t, s, ξ)| . λ
2(t)|ξ|2
ρ(s)ρ(t)
exp
(− C|ξ|2Bλ(s, t)).
Now we will glue the estimates in Zell(d0, ε) from Corollary 2.4.14 and in Zdiss(d0) from
Corollary 2.4.16. That is, we use the representations (2.5.21) and (2.5.22). Hence, we arrive
at the following statement.
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Lemma 2.5.2. The following estimates hold for all (s, ξ) ∈ Zdiss(d0) and t ∈ [tdiss, t|ξ|]:
|Kˆ1(t, s, ξ)| . Λ(s)
λ(s)
exp
(− C|ξ|2Bλ(s, t)),
|∂tKˆ1(t, s, ξ)| . λ
2(t)|ξ|2
ρ(t)
Λ(s)
λ(s)
exp
(− C|ξ|2Bλ(s, t)).
Proof. The fundamental solution E = E(t, s, ξ) can be represented as
E(t, s, ξ) = Eell(t, tdiss, ξ)Ediss(tdiss, s, ξ)
for all (s, ξ) ∈ Zdiss(d0) and t ∈ [tdiss, t|ξ|]. Then, we have(|E(t, s, ξ)|)
.
(|Eell(t, tdiss, ξ)|)(|Ediss(tdiss, s, ξ)|)
. exp
(− C|ξ|2Bλ(tdiss, t))
 λ(t)λ(tdiss) λ(t)|ξ|ρ(tdiss)
λ2(t)|ξ|
λ(tdiss)ρ(t)
λ2(t)|ξ|2
ρ(tdiss)ρ(t)
 λ(tdiss)
F (Λ(tdiss))
 F (Λ(s))λ(s) Λ(s)λ(s)
F (Λ(s))
λ(s)
Λ(s)
λ(s)

. exp
(− C|ξ|2Bλ(s, t))
 λ(t)|ξ|F (Λ(s))λ(s) λ(t)|ξ|Λ(s)λ(s)
λ2(t)|ξ|2
ρ(t)
F (Λ(s))
λ(s)
λ2(t)|ξ|2
ρ(t)
Λ(s)
λ(s)
 , (2.5.29)
where we used λ(tdiss)|ξ| . ρ(tdiss) and |ξ|F (Λ(tdiss)) ∼ 1. Moreover, due to the first statement
of Lemma 2.5.1 we can extend Bλ(tdiss, t) to Bλ(s, t). Hence, from the estimate (2.5.29) we
may conclude
|Kˆ1(t, s, ξ)| . 1
ρ(t)
|E12(t, s, ξ)| . Λ(s)
λ(s)
exp
(− C|ξ|2Bλ(s, t)),
|∂tKˆ1(t, s, ξ)| . |E22(t, s, ξ)| . λ
2(t)|ξ|2
ρ(t)
Λ(s)
λ(s)
exp
(− C|ξ|2Bλ(s, t)),
respectively. Here for the estimate |Kˆ1(t, s, ξ)| we have used λ(t)|ξ| . ρ(t) from the definition
of Πell(d0, ε). This completes the proof.
Case 3 : t ≥ t|ξ|
Firstly, let us consider (s, ξ), (t, ξ) ∈ Πhyp(N, ε). Then, from the estimate in Zred(ε) after
taking account of h2(t, ξ) ∼ λ(t)|ξ| we get the following estimates:
|Kˆ1(t, s, ξ)| . 1
λ(t)|ξ|
(δ(s)
δ(t)
)1−2β
,
|∂tKˆ1(t, s, ξ)| .
(δ(s)
δ(t)
)1−2β
.
To derive the corresponding estimates for t ∈ [t|ξ|,∞) we shall estimate the term
S(t, |ξ|) := exp
(
− C|ξ|2
∫ t|ξ|
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)
exp
(
− 1
2
∫ t
t|ξ|
ρ(τ)ω(τ)dτ
)
.
This term explains the competition of influences from different zones.
Lemma 2.5.3. For any t ≥ t|ξ| and for a sufficiently small positive constant C the function
S = S(t, |ξ|) satisfies the following estimate:
S(t, |ξ|) ≤ max
ξ∈Rn
{
exp
(
− C|ξ|2
∫ t
s
λ2(τ)ω(τ)
ρ(τ)
dτ
)}
.
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Proof. First we show that the first partial derivative ∂|ξ|S(t, |ξ|) is negative for |ξ| small. For
this reason we calculate
∂|ξ|S(t, |ξ|)
= S(t, |ξ|)
(
− 2C|ξ|
∫ t|ξ|
s
λ2(τ)ω(τ)
ρ(τ)
dτ − Cλ
2(t|ξ|)ω(t|ξ|)|ξ|2
ρ(t|ξ|)
d|ξ|t|ξ| +
ρ(t|ξ|)ω(t|ξ|)
2
d|ξ|t|ξ|
)
≤ S(t, |ξ|)
(
− Cλ
2(t|ξ|)ω2(t|ξ|)|ξ|2
ρ(t|ξ|)ω(t|ξ|)
d|ξ|t|ξ| +
ρ(t|ξ|)ω(t|ξ|)
2
d|ξ|t|ξ|
)
= S(t, |ξ|)
((
2− C(1− ε2))ρ(t|ξ|)ω(t|ξ|)
4
d|ξ|t|ξ|
)
,
where we used
λ2(t|ξ|)ω2(t|ξ|)|ξ|2
ρ(t|ξ|)ω(t|ξ|)
=
ρ(t|ξ|)ω(t|ξ|)
4
(
1− ε2).
Hence, sufficiently small positive constants ε and C guarantee that
(
2−C(1−ε2))ρ(t|ξ|)ω(t|ξ|)
4
>
0. On the other hand, by using the second statement of Lemma 2.5.1 we have
d|ξ|t|ξ| < 0, |d|ξ|t|ξ|| ≥ µ(t|ξ|)|ξ|ρ(t|ξ|) and µ(t|ξ|)→∞ for |ξ| → 0.
This shows the decreasing behavior of the function S = S(t, |ξ|) in |ξ|. Now let us fix t > 0.
Then, the function S = S(t, |ξ|) takes its maximum for ˜|ξ| satisfying t = t ˜|ξ|, that is, the
second integral vanishes in S(t, |ξ|). This completes the proof.
Now we consider the case (s, ξ) ∈ Zell(d0, ε) and (t, ξ) ∈ Πhyp(N, ε). Then, we will glue
the estimates from Zred(ε) and Zell(d0, ε). Hence, we obtain the following statement.
Lemma 2.5.4. The following estimates hold for all (s, ξ) ∈ Zell(d0, ε) and t ∈ [t|ξ|,∞):
|Kˆ1(t, s, ξ)| . 1
ρ(s)
exp
(− C ′|ξ|2Bλ(s, t)),
|∂tKˆ1(t, s, ξ)| . λ
2(t)|ξ|2
ρ(s)ρ(t)
exp
(− C ′|ξ|2Bλ(s, t)).
Proof. We have the following estimates for all (s, ξ) ∈ Zell(d0, ε) and t ∈ [t|ξ|,∞):(|E(t, s, ξ)|) . (|Ered(t, t|ξ|, ξ)|)(|Eell(t|ξ|, s, ξ)|)
.
(δ(t|ξ|)
δ(t)
)C2 ( 1 1
1 1
)
exp
(− C1|ξ|2Bλ(s, t|ξ|))
 λ(t|ξ|)λ(s) λ(t|ξ|)|ξ|ρ(s)
λ2(t|ξ|)|ξ|
λ(s)ρ(t|ξ|)
λ2(t|ξ|)|ξ|2
ρ(s)ρ(t|ξ|)

. exp
(− C ′|ξ|2Bλ(s, t))
 λ(t|ξ|)λ(s) λ(t|ξ|)|ξ|ρ(s)
λ(t|ξ|)
λ(s)
λ(t|ξ|)|ξ|
ρ(s)
 , (2.5.30)
where we used ρ(t|ξ|) ∼ λ(t|ξ|)|ξ| and Lemma 2.5.3 with
exp
(− C1|ξ|2Bλ(s, t|ξ|))(δ(t|ξ|)
δ(t)
)C2 ≤ exp (− C ′|ξ|2Bλ(s, t)),
here C ′ := min{C1, C2}. Hence, from the estimate (2.5.30) we get
|Kˆ1(t, s, ξ)| . 1
λ(t)|ξ|
λ(t|ξ|)|ξ|
ρ(s)
exp
(− C ′|ξ|2Bλ(s, t))
. 1
ρ(s)
exp
(− C ′|ξ|2Bλ(s, t))
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for all t ≥ t|ξ|. Similarly, for the estimate |∂tKˆ1(t, s, ξ)| we have
|∂tKˆ1(t, s, ξ)| . λ(t|ξ|)|ξ|
ρ(s)
exp
(− C ′|ξ|2Bλ(s, t))
. λ
2(t)|ξ|2
ρ(s)ρ(t)
exp
(− C ′|ξ|2Bλ(s, t))
for all t ≥ t|ξ|. This completes the proof.
Finally, for small frequencies it remains to glue the estimates in Πhyp(N, ε), Zell(d0, ε) and
Zdiss(d0). In this case we use the representations (2.5.18), (2.5.19) and (2.5.20). We remark
that this case comes into play only if η = η(t) is decreasing.
We have already obtained in (2.5.29) the estimate after gluing of the estimates in Zell(d0, ε)
and Zdiss(d0). Denoting the glued propagator by (|E(t, s, ξ)|) we will only glue the estimate
in Zred(ε) with the estimate (2.5.29). Hence, we have the following statement.
Lemma 2.5.5. The following estimates hold for all t ∈ [t|ξ|,∞):
|Kˆ1(t, s, ξ)| . Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t)),
|∂tKˆ1(t, s, ξ)| . λ
2(t)|ξ|2
ρ(t)
Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t)).
Proof. We have the following estimate in Zred(ε):(|Ered(t, s, ξ)|) . (δ(s)
δ(t)
)1−2β ( 1 1
1 1
)
.
Then, by using the estimate (2.5.29) we obtain(|E(t, s, ξ)|)
.
(|Ered(t, t|ξ|, ξ)|)(|E(t|ξ|, s, ξ)|)
.
(δ(t|ξ|)
δ(t)
)C2 ( 1 1
1 1
)
exp
(− C1|ξ|2Bλ(s, t|ξ|))
 λ(t|ξ|)|ξ|F (Λ(s))λ(s) λ(t|ξ|)|ξ|Λ(s)λ(s)
λ2(t|ξ|)|ξ|2
ρ(t|ξ|)
F (Λ(s))
λ(s)
λ2(t|ξ|)|ξ|2
ρ(t|ξ|)
Λ(s)
λ(s)

. exp
(− C ′|ξ|2Bλ(s, t))
 λ(t|ξ|)|ξ|F (Λ(s))λ(s) λ(t|ξ|)|ξ|Λ(s)λ(s)
λ(t|ξ|)|ξ|F (Λ(s))λ(s) λ(t|ξ|)|ξ|Λ(s)λ(s)
 (2.5.31)
for all t ≥ t|ξ|. Here we have used λ(t|ξ|)|ξ| ∼ ρ(t|ξ|) and by Lemma 2.5.3
exp
(− C1|ξ|2Bλ(s, t|ξ|))(δ(t|ξ|)
δ(t)
)C2 ≤ exp (− C ′|ξ|2Bλ(s, t)),
where C ′ = min{C1, C2}. Hence, from the estimate (2.5.31) we obtain
|Kˆ1(t, s, ξ)| . 1
λ(t)|ξ|λ(t|ξ|)|ξ|
Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t))
. Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t))
for all t ≥ t|ξ|. In a similar way, for estimating |∂tKˆ1(t, s, ξ)| we get
|∂tKˆ1(t, s, ξ)| . λ(t|ξ|)|ξ|Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t))
. λ(t)|ξ|Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t))
. λ
2(t)|ξ|2
ρ(t)
Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t))
for all t ≥ t|ξ|. This completes the proof.
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Large frequencies
Case 4 : 0 ≤ s ≤ t ≤ t|ξ|
If η = η(t) is increasing, then (t, ξ) and (s, ξ) belong to Πhyp(N, ε). Taking h2(t, ξ) ∼ λ(t)|ξ|
we have the following estimates:
|Kˆ1(t, s, ξ)| . 1
λ(t)|ξ|
(δ(s)
δ(t)
)1−2β
, (2.5.32)
|∂tKˆ1(t, s, ξ)| .
(δ(s)
δ(t)
)1−2β
. (2.5.33)
We remark that the estimates (2.5.32) and (2.5.33) remain true for large frequencies in the
case that η = η(t) is decreasing. If η = η(t) is decreasing, then we have only Zhyp(N) for
large frequencies.
Case 5 : 0 ≤ s ≤ t|ξ| ≤ t
In this case we use the representation (2.5.23). We remark that this case comes into play
only if η = η(t) is increasing and there is no separating line if |ξ| ≥ η∞
√
1− ε2. Then, we
have the following statement.
Lemma 2.5.6. The following estimates hold for all t ∈ [t|ξ|,∞):
|Kˆ1(t, s, ξ)| . 1
ρ(s)
exp
(− C ′|ξ|2Bλ(s, t)),
|∂tKˆ1(t, s, ξ)| . λ(t)|ξ|
ρ(s)
exp
(− C ′|ξ|2Bλ(s, t)).
Proof. We know that the estimate from Πhyp(N) comes from Zred(ε). Therefore, taking into
consideration the representation
E(t, s, ξ) = Eell(t, tred, ξ)Ered(tred, tosc, ξ)Eosc(tosc, thyp, ξ)Ehyp(thyp, s, ξ)
leads to the estimate(|E(t, s, ξ)|) . (|Eell(t, t|ξ|, ξ)|)(|Ered(t|ξ|, s, ξ)|)
. exp
(− C1|ξ|2Bλ(t|ξ|, t))
 λ(t)λ(t|ξ|) λ(t)|ξ|ρ(t|ξ|)
λ2(t)|ξ|
λ(t|ξ|)ρ(t)
λ2(t)|ξ|2
ρ(t|ξ|)ρ(t)
( δ(s)
δ(t|ξ|)
)C2 ( 1 1
1 1
)
. exp
(− C ′|ξ|2Bλ(s, t))
 λ(t)λ(t|ξ|) λ(t)λ(t|ξ|)
λ2(t)|ξ|
λ(t|ξ|)ρ(t)
λ2(t)|ξ|
λ(t|ξ|)ρ(t)
 , (2.5.34)
where we used ρ(t|ξ|) ∼ λ(t|ξ|)|ξ| and by Lemma 2.5.3 we may conclude
exp
(− C1|ξ|2Bλ(t|ξ|, t))( δ(s)
δ(t|ξ|)
)C2 ≤ exp (− C ′|ξ|2Bλ(s, t)),
where C ′ = min{C1, C2}. Hence, from the estimate (2.5.34) we obtain the following estimate
for |Kˆ1(t, s, ξ)|:
|Kˆ1(t, s, ξ)| . 1
ρ(t)
λ(t)
λ(t|ξ|)
(− C ′|ξ|2Bλ(s, t)) . 1
λ(t|ξ|)|ξ| exp
(− C ′|ξ|2Bλ(s, t))
. 1
λ(s)η(s)
exp
(− C ′|ξ|2Bλ(s, t)) . 1
ρ(s)
exp
(− C ′|ξ|2Bλ(s, t)).
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Similarly, for estimating |∂tKˆ1(t, s, ξ)| we have
|∂tKˆ1(t, s, ξ)| . λ
2(t)|ξ|
λ(t|ξ|)ρ(t)
exp
(− C ′|ξ|2Bλ(s, t))
. λ
2(t)|ξ|2
λ(s)|ξ|ρ(t) exp
(− C ′|ξ|2Bλ(s, t))
. λ(t)
2|ξ|2
ρ(s)ρ(t)
exp
(− C ′|ξ|2Bλ(s, t)).
Here for both estimates we used η(s)
√
1− ε2 ≤ |ξ| ≤ η(t)√1− ε2, since η = η(t) is increasing.
This completes the proof.
2.5.3. Estimates for the multiplier Kˆ0
In the same way as we derived estimates for the multiplier Kˆ1 and its partial time derivative
∂tKˆ1 we will derive estimates for Kˆ0 = Kˆ0(t, 0, ξ) and ∂tKˆ0 = ∂tKˆ0(t, 0, ξ) with s = 0.
Small frequencies
Case 1 : t ≤ tdiss
In this case (t, ξ) belongs to Zdiss(d0). It holds h1(t, ξ) =
λ(t)
F (Λ(t))
. Then, we have the
following estimates for all t ∈ [0, tdiss]:
|Kˆ0(t, 0, ξ)| ≤ h1(0, ξ)
h1(t, ξ)
|E11(t, 0, ξ)| . 1,
|∂tKˆ0(t, 0, ξ)| ≤ h1(0, ξ)|E21(t, 0, ξ)| . λ(t)
F (Λ(t))
.
Case 2 : tdiss ≤ t ≤ t|ξ|
In this case we need to glue the estimates in Zell(d0, ε) from Corollary 2.4.14 and in Zdiss(d0)
from Corollary 2.4.16 with s = 0. Then, by using the representations (2.5.21) and (2.5.22)
for s = 0 we get the following statement.
Lemma 2.5.7. The following estimates hold for all t ∈ [tdiss, t|ξ|]:
|Kˆ0(t, 0, ξ)| . exp
(− C|ξ|2Bλ(0, t)),
|∂tKˆ0(t, 0, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(− C|ξ|2Bλ(0, t)).
Proof. We can proceed in a similar way as in the proof of Lemma 2.5.2. Then, from the
estimate (2.5.29) with s = 0 and taking h2(t, ξ) ∼ ρ(t) we immediately get the following
estimates:
|Kˆ0(t, 0, ξ)| ≤ h2(0, ξ)
h2(t, ξ)
|E11(t, 0, ξ)| . exp
(− C|ξ|2Bλ(0, t)),
|∂tKˆ0(t, 0, ξ)| ≤ h2(0, ξ)|E21(t, 0, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(− C|ξ|2Bλ(0, t)),
respectively. This completes the proof.
Case 3 : t ≥ t|ξ|
Firstly let us consider (t, ξ) ∈ Πhyp(N, ε). Then, from the estimates in Zhyp(N) and after
taking account of h2(t, ξ) ∼ λ(t)|ξ| we get
|Kˆ0(t, 0, ξ)| ≤ h2(0, ξ)
h2(t, ξ)
|E11(t, 0, ξ)| . 1
λ(t)
( 1
δ(t)
)1−2β
,
|∂tKˆ0(t, 0, ξ)| ≤ h2(0, ξ)|E21(t, 0, ξ)| . |ξ|
( 1
δ(t)
)1−2β
.
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Now we glue the estimates from Πhyp(N, ε) and Zell(d0, ε). Hence, we obtain the following
statement for d0
F (Λ(t))
≤ |ξ| and small frequencies.
Lemma 2.5.8. The following estimates hold for all t ∈ [t|ξ|,∞) and d0F (Λ(t)) ≤ |ξ|:
|Kˆ0(t, 0, ξ)| . exp
(− C ′|ξ|2Bλ(0, t)),
|∂tKˆ0(t, 0, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(− C ′|ξ|2Bλ(0, t)).
Proof. We apply a similar argument to the proof of Lemma 2.5.4. Then, from the estimate
(2.5.30) with s = 0 and taking into consideration h2(t, ξ) ∼ λ(t)|ξ| we have
|Kˆ0(t, 0, ξ)| . 1
λ(t)
λ(t|ξ|)
(− C ′|ξ|2Bλ(0, t))
. exp
(− C ′|ξ|2Bλ(0, t))
and
|∂tKˆ0(t, 0, ξ)| . |ξ|λ(t|ξ|) exp
(− C ′|ξ|2Bλ(0, t))
. λ
2(t)|ξ|2
ρ(t)
exp
(− C ′|ξ|2Bλ(0, t))
for all t ≥ t|ξ|. This completes the proof.
Finally, it remains to glue the estimates in Πhyp(N, ε), Zell(d0, ε) and Zdiss(d0) for small
frequencies. In this case we use the representations (2.5.18), (2.5.19) and (2.5.20) for s = 0.
We remark that this case comes into play only if η = η(t) is decreasing. Hence, we have the
following statement.
Lemma 2.5.9. The following estimates hold for all t ∈ [t|ξ|,∞):
|Kˆ0(t, 0, ξ)| . exp
(− C ′|ξ|2Bλ(0, t)),
|∂tKˆ0(t, 0, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(− C ′|ξ|2Bλ(0, t)).
Proof. We can derive estimates for |Kˆ0(t, 0, ξ)| and |∂tKˆ0(t, 0, ξ)| in a similar way as we did in
the proof to Lemma 2.5.5. Hence, from the estimate (2.5.31) with s = 0 and taking account
of h2(t, ξ) ∼ λ(t)|ξ| we obtain
|Kˆ0(t, 0, ξ)| . λ(0)
λ(t)
λ(t|ξ|)|ξ|
(− C ′|ξ|2Bλ(0, t))
. exp
(− C ′|ξ|2Bλ(0, t)),
and
|∂tKˆ0(t, 0, ξ)| . λ(0)|ξ|λ(t|ξ|)|ξ| exp
(− C ′|ξ|2Bλ(0, t))
. λ(t)|ξ| exp (− C ′|ξ|2Bλ(0, t))
. λ
2(t)|ξ|2
ρ(t)
exp
(− C ′|ξ|2Bλ(0, t)).
This completes the proof.
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Large frequencies
Case 4 : t ≤ t|ξ|
In this case if η = η(t) is increasing, then (t, ξ) belongs to Πhyp(N, ε). Here it holds
h2(t, ξ) ∼ λ(t)|ξ|. Hence, we have the following estimates:
|Kˆ0(t, 0, ξ)| ≤ h2(0, ξ)
h2(t, ξ)
|E11(t, 0, ξ)| . 1
λ(t)
( 1
δ(t)
)1−2β
,
|∂tKˆ0(t, 0, ξ)| ≤ h1(0, ξ)|E21(t, 0, ξ)| . |ξ|
( 1
δ(t)
)1−2β
.
We note that these estimates hold for large frequencies if η = η(t) is decreasing, too. If
η = η(t) is decreasing, then we have only Zhyp(N) for large frequencies.
Case 5 : t ≥ t|ξ|
Firstly let us consider the case (t, ξ) ∈ Zell(d0, ε). Here it holds h2(t, ξ) ∼ ρ(t). This case
appears in the case that η = η(t) is increasing (see Figures 2.4 and 2.5). Then, from Corollary
2.4.14 we have the following estimates with s = 0:
|Kˆ0(t, 0, ξ)| ≤ h2(0, ξ)
h2(t, ξ)
|E11(t, 0, ξ)| . exp
(− C|ξ|2Bλ(0, t)),
|∂tKˆ0(t, 0, ξ)| ≤ h2(0, ξ)|E21(t, 0, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(− C|ξ|2Bλ(0, t)),
where we used η(0)
√
1− ε2 ≤ |ξ| ≤ η(t)√1− ε2. We note that in this case if η = η(t) is
decreasing, then the above estimates remain valid, since the set of admissible parameters
forms in this case a compact set in the extended phase space.
Now taking into consideration (2.5.23) for s = 0 we have
E(t, 0, ξ) = Eell(t, tred, ξ)Ered(tred, tosc, ξ)Eosc(tosc, thyp, ξ)Ehyp(thyp, 0, ξ).
We remark that this case comes into play only if η = η(t) is increasing. Then, we have the
following statement.
Lemma 2.5.10. The following estimates hold for all t ∈ [t|ξ|,∞):
|Kˆ0(t, 0, ξ)| . exp
(− C ′|ξ|2Bλ(0, t)),
|∂tKˆ0(t, 0, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(− C ′|ξ|2Bλ(0, t)).
Proof. In order to derive the estimates for |Kˆ0(t, 0, ξ)| and |∂tKˆ0(t, 0, ξ)| we can follow the
proof to Lemma 2.5.6. Then, from the estimate (2.5.34) with s = 0 and taking h2(t, ξ) ∼ ρ(t)
we have
|Kˆ0(t, 0, ξ)| . 1
ρ(t)
λ(t)
λ(t|ξ|)
exp
(− C|ξ|2Bλ(0, t))
. 1
λ(t|ξ|)|ξ| exp
(− C ′|ξ|2Bλ(0, t))
. exp
(− C ′|ξ|2Bλ(0, t)).
To estimate |∂tKˆ0(t, 0, ξ)| we proceed as follows:
|∂tKˆ0(t, 0, ξ)| . λ
2(t)|ξ|
λ(t|ξ|)ρ(t)
exp
(− C|ξ|2Bλ(0, t))
. λ
2(t)|ξ|2
λ(t|ξ|)|ξ|ρ(t) exp
(− C|ξ|2Bλ(0, t))
. λ
2(t)|ξ|2
ρ(t)
exp
(− C|ξ|2Bλ(0, t)).
Here in both estimates we have used the monotonicity of λ = λ(t) and since η = η(t) is
increasing η(0)
√
1− ε2 ≤ |ξ| ≤ η(t)√1− ε2. This completes the proof.
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2.5.4. Final estimates
Let us define
Ω(s, t) := max
{
η(s), η(t)
}√
1− ε2
for any t ≥ s and s ∈ [0,∞).
Remark 2.5.3. We distinguish between small and large frequencies. Small frequencies satisfy
the condition |ξ| ≤ Ω(s, t), while, large frequencies satisfy the condition |ξ| ≥ Ω(s, t).
Summarizing we arrived at the following statements for the estimates of |Kˆ1(t, s, ξ)| and
|∂tKˆ1(t, s, ξ)| with t ≥ s ≥ 0.
Corollary 2.5.11. If |ξ| ≥ Ω(s, t), then we have the following estimates:
|Kˆ1(t, s, ξ)| . 1
λ(t)|ξ|
(δ(s)
δ(t)
)1−2β
, (2.5.35)
|∂tKˆ1(t, s, ξ)| .
(δ(s)
δ(t)
)1−2β
. (2.5.36)
If
d0
F (Λ(t))
≤ |ξ| ≤ Ω(s, t), then we have the following estimates:
|Kˆ1(t, s, ξ)| . Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t)), (2.5.37)
|∂tKˆ1(t, s, ξ)| . λ
2(t)|ξ|2
ρ(t)
Λ(s)
λ(s)
exp
(− C ′|ξ|2Bλ(s, t)). (2.5.38)
If |ξ| ≤ d0
F (Λ(t))
, then we have the following estimates:
|Kˆ1(t, s, ξ)| . Λ(s)
λ(s)
, (2.5.39)
|∂tKˆ1(t, s, ξ)| . Λ(s)
λ(s)
λ(t)
F (Λ(t))
. (2.5.40)
We have similar results for the estimates of |Kˆ0(t, 0, ξ)| and |∂tKˆ0(t, 0, ξ)|.
Corollary 2.5.12. If |ξ| ≥ Ω(0, t), then we have the following estimates:
|Kˆ0(t, 0, ξ)| . 1
λ(t)
( 1
δ(t)
)1−2β
, (2.5.41)
|∂tKˆ0(t, 0, ξ)| . |ξ|
( 1
δ(t)
)1−2β
. (2.5.42)
If
d0
F (Λ(t))
≤ |ξ| ≤ Ω(0, t), then we have the following estimates:
|Kˆ0(t, 0, ξ)| . exp
(− C ′|ξ|2Bλ(0, t)), (2.5.43)
|∂tKˆ0(t, 0, ξ)| . λ
2(t)|ξ|2
ρ(t)
exp
(− C ′|ξ|2Bλ(0, t)). (2.5.44)
If |ξ| ≤ d0
F (Λ(t))
, then we have the following estimates:
|Kˆ0(t, 0, ξ)| . 1, (2.5.45)
|∂tKˆ0(t, 0, ξ)| . λ(t)
F (Λ(t))
. (2.5.46)
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2.5.5. Matsumura-type estimates with additional regularity of the data
In this section let us consider the following two Cauchy problems:{
vtt − λ2(t)ω2(t)∆v + ρ(t)ω(t)vt = 0, (t, x) ∈ [s,∞)× Rn, s ≥ 0,
v(s, x) = 0, vt(s, x) = g(s, x), x ∈ Rn (2.5.47)
and {
wtt − λ2(t)ω2(t)∆w + ρ(t)ω(t)wt = 0, (t, x) ∈ [0,∞)× Rn,
w(0, x) = f(x), wt(0, x) = 0, x ∈ Rn. (2.5.48)
We have denoted by K1 = K1(t, s, x) and K0 = K0(t, 0, x) are the solutions to the corre-
sponding linear Cauchy problems (2.5.47) and (2.5.48) with initial data g = δ0 and f = δ0,
respectively, where δ0 is the Dirac distribution with respect to spatial variables in x = 0.
Using these notations for the solution u = u(t, x) to the Cauchy problem{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = f(x), ut(0, x) = g(x), x ∈ Rn,
we have
u(t, x) = K0(t, 0, x) ∗(x) f(x) +K1(t, 0, x) ∗(x) g(x).
Thus, we may conclude the following estimates for the solutions of v = v(t, x) and w = w(t, x):
‖v(t, ·)‖L2 = ‖vˆ(t, ·)‖L2 ≤ ‖Kˆ1(t, s, ξ)gˆ(s, ξ)‖L2
and
‖w(t, ·)‖L2 = ‖wˆ(t, ·)‖L2 ≤ ‖Kˆ0(t, 0, ξ)fˆ(ξ)‖L2 .
In order to estimate the L2 norm of ∂`t∂
σ
xK1(t, s, x) ∗(x) g(s, x) and ∂`t∂σxK0(t, 0, x) ∗(x) f(x)
for ` = 0, 1 and for any σ ≥ 0, we can follow the techniques used in [4], [10] and [23].
Matsumura-type estimates with s ≥ 0
In this case we assume additional Lm regularity for the data, with m ∈ [1, 2) in order to prove
estimates of solutions and their first partial derivatives to the Cauchy problem (2.5.47).
We have the following statements for large and small frequencies.
Lemma 2.5.13. We have the following cases for large frequencies |ξ| ≥ Ω(s, t):
1. If η = η(t) is increasing the following estimates hold for σ + ` ≥ 1, ` = 0, 1 and
t ≥ s ≥ 0:∥∥|ξ|σ∂`t Kˆ1(t, s, ·)gˆ(s, ·)∥∥L2(|ξ|≥Ω(s,t)) . λ`(t)λ(s) (δ(s)δ(t))1−2β‖g(s, ·)‖Hσ+`−1 . (2.5.49)
Moreover, if σ = ` = 0 we have the estimate
‖Kˆ1(t, s, ·)gˆ(s, ·)‖L2(|ξ|≥Ω(s,t)) . 1
η(t)λ(s)
(δ(s)
δ(t)
)1−2β
‖g(s, ·)‖L2 . (2.5.50)
2. If η = η(t) is decreasing the following estimates hold for σ + ` ≥ 1, ` = 0, 1 and
t ≥ s ≥ 0:∥∥|ξ|σ∂`t Kˆ1(t, s, ·)gˆ(s, ·)∥∥L2(|ξ|≥Ω(s,t)) . λ`(t)λ(s) (δ(s)δ(t))1−2β‖g(s, ·)‖Hσ+`−1 . (2.5.51)
Moreover, if σ = ` = 0 we have the estimate
‖Kˆ1(t, s, ·)gˆ(s, ·)‖L2(|ξ|≥Ω(s,t)) . 1
η(s)λ(s)
(δ(s)
δ(t)
)1−2β
‖g(s, ·)‖L2 . (2.5.52)
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Proof. We have the following estimate for σ + ` ≥ 1:∥∥|ξ|σ∂`t Kˆ1(t, s, ·)gˆ(s, ·)∥∥L2(|ξ|≥Ω(s,t))
≤ ∥∥|ξ|1−`∂`t Kˆ1(t, s, ξ)∥∥L∞(|ξ|≥Ω(s,t))∥∥|ξ|σ+`−1gˆ(s, ·)∥∥L2(|ξ|≥Ω(s,t)).
The second term on the right-hand side can be estimated by ‖g(s, ·)‖Hσ+`−1 , since σ + ` ≥ 1.
Now let us consider the L∞ norm of K1(t, s, ξ) and its derivatives with respect to t. Indeed,
for ` = 0 by using the estimate (2.5.35) we get
|ξ||Kˆ1(t, s, ξ)| . 1
λ(t)
(δ(s)
δ(t)
)1−2β
. 1
λ(s)
(δ(s)
δ(t)
)1−2β
,
and for ` = 1 by using the estimate (2.5.36) we get
|∂tKˆ1(t, s, ξ)| .
(δ(s)
δ(t)
)1−2β
=
λ(t)
λ(t)
(δ(s)
δ(t)
)1−2β
. λ(t)
λ(s)
(δ(s)
δ(t)
)1−2β
.
Let σ = ` = 0. Then, we use
1
|ξ| ≤
1
Ω(s, t)
.
For this reason we have the estimate
|Kˆ1(t, s, ξ)| . 1|ξ|
1
λ(t)
(δ(s)
δ(t)
)1−2β
. 1
Ω(s, t)
1
λ(s)
(δ(s)
δ(t)
)1−2β
.
Finally, we arrive at
‖Kˆ1(t, s, ·)gˆ(s, ·)‖(L2|ξ|≥Ω(s,t)) . 1
Ω(s, t)
1
λ(s)
(δ(s)
δ(t)
)1−2β
‖g(s, ·)‖L2 .
This completes the proof.
Lemma 2.5.14. The following estimates hold for small frequencies d0
F (Λ(t))
≤ |ξ| ≤ Ω(s, t):∥∥|ξ|σ∂`t Kˆ1(t, s, ·)gˆ(s, ·)∥∥L2( d0
F (Λ(t))
≤|ξ|≤Ω(s,t)
)
. λ
2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−l(
Bλ(s, t)
)−σ2−n2 ( 1m− 12)‖g(s, ·)‖Lm (2.5.53)
for any σ ≥ 0, t ≥ s ≥ 0 and ` = 0, 1, where m ∈ [1, 2).
Proof. Let 1 ≤ m < 2 and we choose m′ and p such that 1
m
+ 1
m′ = 1 and
1
p
+ 1
m′ =
1
2
.
Therefore, it holds 1
p
= 1
m
− 1
2
. Then, applying Ho¨lder’s inequality with 2
p
+ 2
m′ = 1 we obtain
the following estimate:∥∥|ξ|σ∂`t Kˆ1(t, s, ·)gˆ(s, ·)∥∥L2( d0
F (Λ(t))
≤|ξ|≤Ω(s,t)
)
≤ ∥∥|ξ|σ∂`t Kˆ1(t, s, ·)∥∥Lp( d0
F (Λ(t))
≤|ξ|≤Ω(s,t)
)‖gˆ(s, ·)‖
Lm′
(
d0
F (Λ(t))
≤|ξ|≤Ω(s,t)
).
We can estimate ‖gˆ(s, ·)‖Lm′ by ‖g(s, ·)‖Lm due to the Hausdorff-Young inequality. Therefore,
we have only to control the Lp norm of the multiplier. Thanks to (2.5.37) and (2.5.38) we
have the following estimate:∥∥|ξ|σ∂`t Kˆ1(t, s, ·)∥∥Lp( d0
F (Λ(t))
≤|ξ|≤Ω(s,t)
)
. λ
2`(t)
ρ`(t)
Λ(s)
λ(s)
( ∫
{ d0
F (Λ(t))
≤ |ξ| ≤ Ω(s, t)} |ξ|
p(σ+`) exp
(− Cp|ξ|2Bλ(s, t))dξ) 1p .
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Let us apply the change of variables
r = Cp|ξ|2Bλ(s, t), dr = 2Cp|ξ|d|ξ|Bλ(s, t).
Then, we have∫
{ d0
F (Λ(t))
≤ |ξ| ≤ Ω(s, t)} |ξ|
p(σ+2`) exp
(− Cp|ξ|2Bλ(s, t))dξ
.
(
Bλ(s, t)
)− p(σ+2`)+n2 ∫ ∞
0
r
p(σ+2`)+n
2 −1e−rdr.
The integral on the right-hand side is bounded and we get the function
λ2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−σ2−`− n2p = λ2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−`(
Bλ(s, t)
)−σ2−n2 ( 1m− 12).
This completes the proof.
Lemma 2.5.15. The following estimates hold for small frequencies |ξ| ≤ d0
F (Λ(t))
:
∥∥|ξ|σ∂`t Kˆ1(t, s, ·)gˆ(s, ·)∥∥L2(|ξ|≤ d0
F (Λ(t))
)
. λ`(t)F `(Λ(t))Λ(s)
λ(s)
(
F 2(Λ(t))
)−` (
F 2(Λ(t))
)−σ2−n2 ( 1m− 12) ‖g(s, ·)‖Lm (2.5.54)
for any σ ≥ 0, t ≥ s ≥ 0 and ` = 0, 1, where m ∈ [1, 2).
Proof. In the same way as in the proof of the the previous lemma we have the following
estimate:∥∥|ξ|σ∂`t Kˆ1(t, s, ·)gˆ(s, ·)∥∥L2(|ξ|≤ d0
F (Λ(t))
) ≤ ∥∥|ξ|σ∂`t Kˆ1(t, s, ·)∥∥Lp(|ξ|≤ d0F (Λ(t)))‖gˆ(s, ·)‖Lm′(|ξ|≤ d0F (Λ(t))).
Thanks to the estimates (2.5.39) and (2.5.40) we obtain∥∥|ξ|σ∂`t Kˆ1(t, s, ·)∥∥Lp(|ξ|≤ d0
F (Λ(t))
)
. Λ(s)
λ(s)
λ`(t)
F `(Λ(t))
( ∫
{|ξ| ≤ d0
F (Λ(t))
} |ξ|
σpdξ
) 1
p
. Λ(s)
λ(s)
λ`(t)
F `(Λ(t))
( ∫ d0
F (Λ(t))
0
|ξ|σp+n−1d|ξ|
) 1
p
. Λ(s)
λ(s)
λ`(t)
F `(Λ(t))
( d0
F (Λ(t))
)σ+np
. Λ(s)
λ(s)
λ`(t)
F `(Λ(t))
(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12).
This completes the proof.
The main result for the family of one-parameter dependent Cauchy problems (2.5.47)
follows from the statements of the Lemmas 2.5.13, 2.5.14 and 2.5.15.
Theorem 2.5.16 (Main theorem with s ≥ 0). Let us assume that λ = λ(t), ρ = ρ(t)
and ω = ω(t) satisfy the conditions (A1) to (A5) and (B1) to (B6). Then, the solution
v = v(t, x) to the Cauchy problem (2.5.47) satisfies the following Matsumura-type estimates
for t ≥ s, m ∈ [1, 2) and σ ≥ 0:
‖v(t, ·)‖H˙σ .
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)‖g(s, ·)‖Lm∩H[σ−1]+ ,
‖vt(t, ·)‖H˙σ .
Λ(s)
λ(s)
max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12)−1}‖g(s, ·)‖Lm∩Hσ .
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Proof. Combining and comparing all the estimates coming from three different parts of the
extended phase space we arrive at the higher order energy estimates of solutions to the
Cauchy problem (2.5.47). We have a “potential type estimate” because the estimates for small
frequencies (“potential type estimate”) are faster than the estimates for large frequencies
(“exponential type estimate”). That is, here we take into consideration that the estimates in
(2.5.53) and (2.5.54) are worse than the estimates from (2.5.49) to (2.5.52), respectively. On
the other hand, due to condition (B6) we have the estimate
Bλ(s, t) ≤ Bλ(0, t) . F 2
(
Λ(t)
)
.
Hence, from (2.5.53) and (2.5.54) for ` = 0 we obtain(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12) . (Bλ(s, t))−σ2−n2 ( 1m− 12).
Hence, we may conclude that the relevant behavior for the estimate of v = v(t, x) is coming
from the elliptic zone and the estimate of vt = vt(t, x) is coming from the elliptic zone and
dissipative zone. Moreover, the regularity of the data is coming from the influence of the
large frequencies from (2.5.49) to (2.5.52).
Let us introduce Cσ :=
σ
2
+ n
2
(
1
m
− 1
2
)
. We distinguish between two cases as follows:
Case 1: η = η(t) is increasing
In this case we shall compare the estimates (2.5.49) and (2.5.50) with (2.5.53). Moreover, we
will compare the estimates (2.5.49) and (2.5.50) with (2.5.54). Then, we have the following
cases:
Case 1.1. Comparison of the estimates (2.5.49) and (2.5.53)
In this case we compare the term
λ`(t)
λ(s)
(δ(s)
δ(t)
)1−2β
=
λ`(t)
λ(s)
(δ(s)
δ(t)
)2C1
=
λ`(t)
λ(s)
exp
(
− C1
∫ t
s
ρ(τ)ω(τ)dτ
)
from (2.5.49) with the term
λ2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−`(
Bλ(s, t)
)−σ2−n2 ( 1m− 12) = λ2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−Cσ−`
from (2.5.53). We will show that
λ`(t)
λ(s)
(δ(s)
δ(t)
)2C1
. λ
2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−Cσ−`
.
It follows (δ(s)
δ(t)
)2C1
. 1
η`(t)
Λ(s)
(
Bλ(s, t)
)−Cσ−`
.
Due to η(t) is increasing, then there exists a constant t0 such that C = η(t0) ≤ η(t) uniformly
for all t ≥ t0. Thus, we have
ρ2(t) = λ2(t)η2(t) ≥ C2λ2(t), which implies ρ(t) ≥ C2λ
2(t)
ρ(t)
for all t ≥ t0. This brings the desired dominance.
Case 1.2. Comparison of the estimates (2.5.50) and (2.5.53)
In this case we have σ = ` = 0. Then, we will show that
1
η(t)λ(s)
(δ(s)
δ(t)
)2C1
. Λ(s)
λ(s)
(
Bλ(s, t)
)−Cσ
.
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Due to the considerations in the Case 1.1 and since η(t) is increasing, this estimate holds for
all t ≥ s.
Case 1.3. Comparison of the estimates (2.5.49) and (2.5.54)
In this case we compare the term
λ`(t)
λ(s)
(δ(s)
δ(t)
)2C1
=
λ`(t)
λ(s)
exp
(
− C1
∫ t
s
ρ(τ)ω(τ)dτ
)
from (2.5.49) with the term
λ`(t)F `
(
Λ(t)
)Λ(s)
λ(s)
(
F 2(Λ(t))
)−` (
F 2(Λ(t))
)−σ2−n2 ( 1m− 12) = λ`(t)Λ(s)
λ(s)
F (Λ(t))−2Cσ−
`
2
from (2.5.54). We want to show that
λ`(t)
λ(s)
(δ(s)
δ(t)
)2C1
. λ`(t)Λ(s)
λ(s)
F (Λ(t))−2Cσ−
`
2 .
So, it suffices to consider the monotonicity of the function
F (Λ(t))−2Cσ−
`
2
( δ(t)
δ(s)
)2C1
.
We form the derivative of this function
∂t
[
F (Λ(t))−2Cσ−
`
2
( δ(t)
δ(s)
)2C1]
=
(
− 2Cσ − `
2
)
F (Λ(t))−2Cσ−
`
2−1λ(t)F ′(Λ(t))
( δ(t)
δ(s)
)2C1
+ C1ρ(t)ω(t)
( δ(t)
δ(s)
)2C1
F (Λ(t))−2Cσ−
`
2
= F (Λ(t))−2Cσ−
`
2−1λ(t)F ′(Λ(t))
( δ(t)
δ(s)
)2C1(− 2Cσ − `
2
+ C1ω(t)
µ(t)
Λ(t)
F (Λ(t))
F ′(Λ(t))
)
= F (Λ(t))−2Cσ−
`
2−1λ(t)F ′(Λ(t))
( δ(t)
δ(s)
)2C1(− 2Cσ − `
2
+ C1ω(t)
µ(t)
Λ(t)
λ(t)Ξ(t)√
F ′(Λ(t))
)
,
where we used condition (A5), that is, Ξ(t) = F (Λ(t))
λ(t)
√
F ′(Λ(t))
. Here we can see that the last
term in the last bracket tends to ∞ as t tends to ∞. Because, from condition (A2) we have
0 < c0 ≤ ω(t) ≤ c1 and Θ(t) . λ(t)Ξ(t) . Λ(t). For this reason we obtain
ω(t)
µ(t)
Λ(t)
λ(t)Ξ(t)√
F ′(Λ(t))
& µ(t)Θ(t)
Λ(t)
1√
F ′(Λ(t))
,
where by the condition (B5) we have µ(t)Θ(t)
Λ(t)
→ ∞ as t → ∞. Moreover, from condition
(A5) we have
1√
F ′(Λ(t))
=
λ(t)Ξ(t)
F (Λ(t))
& Θ(t)
F (Λ(t))
.
Thus, we arrive at the expected comparison.
Case 1.4. Comparison of the estimates (2.5.50) and (2.5.54)
In this case we have σ = ` = 0. We want to show the estimate
1
η(t)λ(s)
(δ(s)
δ(t)
)2C1
. Λ(s)
λ(s)
F (Λ(t))−2Cσ .
Hence, due to the Case 1.3 and since η(t) is increasing, this estimate holds.
Case 2: η = η(t) is decreasing
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Now we need to compare (2.5.51) and (2.5.52) with (2.5.53). Moreover, we will compare the
estimates (2.5.51) and (2.5.52) with (2.5.54).
Case 2.1. Comparison of the estimates (2.5.51) and (2.5.53)
In this case let us compare the term
λ`(t)
λ(s)
(δ(s)
δ(t)
)1−2β
=
λ`(t)
λ(s)
(δ(s)
δ(t)
)2C1
=
λ`(t)
λ(s)
exp
(
− C1
∫ t
s
ρ(τ)ω(τ)dτ
)
from (2.5.51) with the term
λ2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−`(
Bλ(s, t)
)−σ2−n2 ( 1m− 12) = λ2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−Cσ−`
from (2.5.53). We will verify that the following estimate holds:
λ`(t)
λ(s)
(δ(s)
δ(t)
)2C1
. λ
2`(t)
ρ`(t)
Λ(s)
λ(s)
(
Bλ(s, t)
)−Cσ−`
.
It follows
1 . 1
η`(t)
Λ(s)
( δ(t)
δ(s)
)2C1(
Bλ(s, t)
)−Cσ−`
.
Then, we consider the monotonicity of the function( δ(t)
δ(s)
)2C1(
Bλ(s, t)
)−Cσ−`
.
We calculate the derivative of this function as follows:
∂t
[( δ(t)
δ(s)
)2C1(
Bλ(s, t)
)−Cσ−`]
= C1ρ(t)ω(t)
( δ(t)
δ(s)
)2C1(
Bλ(s, t)
)−Cσ−`(− Cσ − `)( δ(t)
δ(s)
)2C1(
Bλ(s, t)
)−Cσ−`−1λ2(t)
ρ(t)
=
( δ(t)
δ(s)
)2C1(
Bλ(s, t)
)−Cσ−`−1λ2(t)
ρ(t)
(C1ρ2(t)ω(t)
λ2(t)
Bλ(s, t)− Cσ − `
)
.
Now we can see that the first term in the last bracket tends to ∞ as t tends to ∞. Indeed,
we have
ρ2(t)ω(t)
λ2(t)
Bλ(s, t) =
µ2(t)ω(t)
Λ2(t)
∫ t
s
λ(τ)Λ(τ)
µ(τ)
dτ
=
µ2(t)ω(t)
Λ2(t)
(
Λ2(t)
2µ(t)
− Λ
2(s)
2µ(s)
+
∫ t
s
µ′(τ)Λ2(τ)
2µ2(τ)
dτ
)
≥ µ(τ)ω(τ)
2
− µ
2(t)ω(t)
2Λ2(t)
Λ2(s)
µ(s)
− µ1µ
2(t)ω(t)
2Λ2(t)
∫ t
s
λ(τ)Λ(τ)
µ(τ)
dτ, (2.5.55)
where we used condition (B2), that is, |µ′(t)| ≤ µ1µ(t)λ(t)/Λ(t). From the last estimate we
get
µ2(t)
Λ2(t)
∫ t
s
λ(τ)Λ(τ)
µ(τ)
dτ ≥
( 1
2 + µ1
)(
µ(t)− µ
2(t)
Λ2(t)
Λ2(s)
µ(s)
)
≥
( 1
2 + µ1
)(
µ(t)− µ(t)
Λ(t)
Λ(s)
)
& µ(t).
Here we have used the function η(t) = µ(t)
2Λ(t)
is decreasing and the function Λ(t) is increasing.
Thus, for a sufficiently large time t0 the expression (2.5.55) is positive for all t ≥ t0. This
yields our expected comparison.
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Case 2.2. Comparison of the estimates (2.5.52) and (2.5.53)
In this case we have σ = ` = 0. Then, we will show that
1
λ(s)η(s)
(δ(s)
δ(t)
)2C1
. Λ(s)
λ(s)
(
Bλ(s, t)
)−Cσ
.
It follows
1 . µ(s)
( δ(t)
δ(s)
)2C1(
Bλ(s, t)
)−Cσ
.
Therefore, this estimate is satisfied due to the considerations in the Case 2.1.
Case 2.3. Comparison of the estimates (2.5.51) and (2.5.54)
This case can be shown in the same way as in the Case 1.3.
Case 2.4. Comparison of the estimates (2.5.52) and (2.5.54)
In this case we have σ = ` = 0. Then, we will show that
1
λ(s)η(s)
(δ(s)
δ(t)
)2C1
. Λ(s)
λ(s)
F (Λ(t))−2Cσ .
Hence, from the considerations in the Case 1.3 this estimate holds for all t ≥ s.
In this way we have proved the desired statements. This completes the proof.
Remark 2.5.4. We note that in our estimates we replace Bλ(0, t) by 1 + Bλ(0, t). This can
be done modulo a compact set in the extended phase space. Such a compact set will never
influence the desired estimates.
Matsumura-type estimates with s = 0
We use the same approach to estimate Kˆ0(t, 0, ξ) and ∂tKˆ0(t, 0, ξ). Again we assume addi-
tional Lm regularity for the data, with m ∈ [1, 2) in order to prove energy estimates for the
solutions and their first partial derivative in time to the Cauchy problem (2.5.48). We have
the following statements.
Lemma 2.5.17. The following estimates hold for large frequencies |ξ| ≥ Ω(0, t):
∥∥|ξ|σ∂`t Kˆ0(t, 0, ·)fˆ∥∥L2(|ξ|≥Ω(0,t)) . λ`(t)( 1δ(t))1−2β‖f‖Hσ+` (2.5.56)
for any σ ≥ 0 and ` = 0, 1.
Lemma 2.5.18. The following estimates hold for the small frequencies d0
F (Λ(t))
≤ |ξ| ≤ Ω(0, t):∥∥|ξ|σ∂`t Kˆ0(t, 0, ·)fˆ∥∥L2( d0
F (Λ(t))
≤|ξ|≤Ω(0,t)
)
. λ
2`(t)
ρ`(t)
(
Bλ(0, t)
)−`(
Bλ(0, t)
)−σ2−n2 ( 1m− 12)‖f‖Lm (2.5.57)
for any σ ≥ 0 and ` = 0, 1, where m ∈ [1, 2).
Lemma 2.5.19. The following estimates hold for small frequencies |ξ| ≤ d0
F (Λ(t))
:∥∥|ξ|σ∂`t Kˆ0(t, 0, ·)fˆ∥∥L2(|ξ|≤ d0
F (Λ(t))
)
. λ`(t)F `
(
Λ(t)
)(
F 2(Λ(t))
)−`(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12)‖f‖Lm (2.5.58)
for any σ ≥ 0 and ` = 0, 1, where m ∈ [1, 2).
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The main result for the Cauchy problem (2.5.48) follows from Lemmas 2.5.17, 2.5.18 and
2.5.19. The estimate that we obtained in (2.5.57) and (2.5.58) are worse than the estimate
that we have for large frequencies in (2.5.56). Moreover, due to condition (B6) from (2.5.57)
and (2.5.58) for ` = 0 we have the estimate(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12) . (Bλ(0, t))−σ2−n2 ( 1m− 12).
The comparison arguments for small and large frequencies can be verified in a similar way as
in the proof of Theorem 2.5.16 with s = 0. Thus, we get the following result.
Theorem 2.5.20. Let us assume that λ = λ(t), ρ = ρ(t) and ω = ω(t) satisfy the conditions
(A1) to (A5) and (B1) to (B6). Then, the solution to the Cauchy problem (2.5.48) satisfies
the following estimates for σ ≥ 0 and m ∈ [1, 2):
‖u(t, ·)‖H˙σ .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)‖f‖Lm∩Hσ ,
‖ut(t, ·)‖H˙σ . max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)−1 ;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12)−1}‖f‖Lm∩Hσ+1 .
We know that the solution u = u(t, x) to the Cauchy problem{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (2.5.59)
can be represented as
u(t, x) = K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x).
Summarizing, we obtain the following statement.
Theorem 2.5.21 (Main theorem with s = 0). We assume that λ = λ(t), ρ = ρ(t) and
ω = ω(t) satisfy the conditions (A1) to (A5) and (B1) to (B6). Then, the solution to the
Cauchy problem (2.5.59) satisfies the following estimates with m ∈ [1, 2) and σ ≥ 0:
‖u(t, ·)‖H˙σ .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ ),
‖ut(t, ·)‖H˙σ . max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)−1 ;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ2−n2 ( 1m− 12)−1}(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
2.5.6. Some examples
We will conclude this section with some examples for special coefficients.
Example 2.5.1 (Polynomial case). Let us choose λ(t) = (α + 1)(1 + t)α, α > 0. So, we
have
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, −1 < γ < α.
Moreover, we have
ρ(t) =
(α+ 1)2
2α− β + 1(1 + t)
β, α− γ − 1 < β < 2α+ 1.
Now we choose Ξ(t) = (1 + t)κ with 1 > κ ≥ 3−β
4
. Then, we obtain
F (Λ(t)) ' (1 + t)α+2κ−1.
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Hence, the hypotheses of Theorem 2.5.21 are satisfied.
Then, all the above choices give us the following estimates:
‖u(t, ·)‖H˙σ . (1 + t)−(2α−β+1)(
n
2 (
1
m− 12 )+σ2 )
(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ )
and
‖ut(t, ·)‖H˙σ . max
{
(1 + t)−(2α−β+1)(
n
2 (
1
m− 12 )+σ2 )−1 ; (1 + t)−(2α+4κ−2)(
n
2 (
1
m− 12 )+σ2 )−2κ+1
}
× (‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ). (2.5.60)
Now let us consider the competition between the estimates in (2.5.60). We introduce Cσ,n,m :=
n
2
(
1
m
− 1
2
)
+ σ
2
. If
−(2α− β + 1)Cσ,n,m − 1 < −(2α+ 4κ− 2)Cσ,n,m − 2κ+ 1
holds, then we have
‖ut(t, ·)‖H˙σ . (1 + t)−(2α+4κ−2)(
n
2 (
1
m− 12 )+σ2 )−2κ+1
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
On the other hand, if
−(2α− β + 1)Cσ,n,m − 1 > −(2α+ 4κ− 2)Cσ,n,m − 2κ+ 1
holds, then we get
‖ut(t, ·)‖H˙σ . (1 + t)−(2α−β+1)(
n
2 (
1
m− 12 )+σ2 )−1
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
We note that if we set formally κ = 1, then we have F (Λ(t)) ≡ Λ(t) and Θ(t) ≡ Λ(t). Hence,
the last estimate is satisfied with −1 < β and and we say that this estimate coincides with
the estimate in the case of very slow oscillations.
Example 2.5.2 (Exponential case). Let us choose λ(t) = et. So, we have
Λ(t) = et and Θ(t) = ert, 0 < r < 1.
Moreover, we have
ρ(t) =
1
2− q e
qt, 1− r < q < 2.
Now we choose Ξ(t) = eκt with 0 > κ ≥ − q
4
. Then, we obtain
F (Λ(t)) ' e(1+2κ)t.
Hence, the hypotheses of Theorem 2.5.21 are satisfied.
Therefore, all the above choices give us the following estimates:
‖u(t, ·)‖H˙σ . e−(2−q)(
n
2 (
1
m− 12 )+σ2 )t
(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ )
and
‖ut(t, ·)‖H˙σ . max
{
e−(2−q)(
n
2 (
1
m− 12 )+σ2 )t ; e−2κte−(2+4κ)(
n
2 (
1
m− 12 )+σ2 )t
}
× (‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ). (2.5.61)
Now let us consider the competition between the estimates in (2.5.61) introducing Cσ,n,m =
σ
2
+ n
2
(
1
m
− 1
2
)
. If
−(2− q)Cσ,n,m < −(2 + 4κ)Cσ,n,m − 2κ
holds, then we have the estimate
‖ut(t, ·)‖H˙σ . e−2κte−(2+4κ)(
n
2 (
1
m− 12 )+σ2 )t
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
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Whereas, if
−(2− q)Cσ,n,m > −(2 + 4κ)Cσ,n,m − 2κ
holds, then we have the estimate
‖ut(t, ·)‖H˙σ . e−(2−q)(
n
2 (
1
m− 12 )+σ2 )t
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
We note that if we set formally κ = 0, then we have F (Λ(t)) ≡ Λ(t) and Θ(t) ≡ Λ(t). Hence,
the last estimate is satisfied with 0 < q and and we say that this estimate coincides with the
estimate in the case of very slow oscillations.
Example 2.5.3 (Super-exponential case). Let us choose λ(t) = etee
t
. So, we have
Λ(t) = ee
t
and Θ(t) = ere
t
, 0 < r < 1.
Moreover, we have
ρ(t) =
1
2− q e
teqe
t
, 1− r < q < 2.
Now we choose Ξ(t) = e−teκe
t
with 0 > κ ≥ − q
4
. Then, we get
F (Λ(t)) ' e(1+2κ)et .
Hence, the hypotheses of Theorem 2.5.21 are satisfied.
By the above choices we get the following estimates:
‖u(t, ·)‖H˙σ . e−(2−q)(
n
2 (
1
m− 12 )+σ2 )et
(‖u0‖Lm∩Hσ + ‖u1‖Lm∩H[σ−1]+ ),
and
‖ut(t, ·)‖H˙σ . max
{
ete−(2−q)(
n
2 (
1
m− 12 )+σ2 )et ; e−2κe
t
e−(2+4κ)(
n
2 (
1
m− 12 )+σ2 )et
}
× (‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ). (2.5.62)
Now let us consider the competition between the estimates in (2.5.62). If
−(2− q)Cσ,n,m < −(2 + 4κ)Cσ,n,m − 2κ
holds, then we have the estimate
‖ut(t, ·)‖H˙σ . e−2κe
t
e−(2+4κ)(
n
2 (
1
m− 12 )+σ2 )et
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
While, if
−(2− q)Cσ,n,m > −(2 + 4κ)Cσ,n,m − 2κ
holds, then we have the estimate
‖ut(t, ·)‖H˙σ . ete−(2−q)(
n
2 (
1
m− 12 )+σ2 )et
(‖u0‖Lm∩Hσ+1 + ‖u1‖Lm∩Hσ).
We note that if we set formally κ = 0, then we have F (Λ(t)) ≡ Λ(t) and Θ(t) ≡ Λ(t). Hence,
the last estimate is satisfied with 0 < q and and we say that this estimate coincides with the
estimate in the case of very slow oscillations.
2.6. Construction of admissible oscillating functions
Now we present an admissible nontrivial oscillating function ω = ω(t) in the coefficients
of our model (2.1.1) satisfying the hypotheses of Theorems 2.5.16, 2.5.20 and 2.5.21. The
construction of the function ω = ω(t) was done in [19].
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In order to construct a nontrivial function ω = ω(t) satisfying conditions (A2), (A3) and
(B5) let us choose the positive sequences {tj}j, {δj}j and {ηj}j in the following way:
tj →∞, δj ≤ ∆tj := tj+1 − tj and ηj ≤ 1 (2.6.1)
and a function ψ ∈ CM0 (R) with
suppψ ⊆ [0, 1], −1 < ψ(t) < 1 and
∫ 1
0
|ψ(t)|dt = 1
2
.
Then, we define
ω(t) = 1 +
∞∑
j=1
ηjψ
( t− tj
δj
)
.
The last sum is convergent, because by (2.6.1) for each t at most one term is present. Fur-
thermore, if c0 = min[0,1] ψ(t) and c1 = max[0,1] ψ(t), then we get the bounds
0 < 1 + c0 ≤ ω(t) ≤ 1 + c1.
For (A2) we can take
C−11 Ξ(tj) ≤ δj ≤ C1Ξ(tj) (2.6.2)
and the sequence {tj}j satisfying
C−12 λ(tk+1) ≤ λ(tk) ≤ C2λ(tk+1) and C−13 Λ(tk+1) ≤ Λ(tk) ≤ C3Λ(tk+1) (2.6.3)
with positive constants Cj, j = 1, 2, 3, which are independent of k. Indeed, by (2.6.1) and
the definition of ω = ω(t) we have
ω(t) = 1 + ηkψ
( t− tk
δk
)
for all t ∈ [tk, tk+1].
Taking account of (2.6.2) and (2.6.3) it follows
|ditω(t)| ≤ Ci
ηk
δik
≤ C˜iΞ−i(t) for all t ∈ [tk, tk+1], i = 1, · · · ,M.
Using again the definition of ω(t) we may conclude for all t ∈ [tk, tk+1]∫ t
0
λ(s)|ω(s)− 1|ds =
k∑
j=1
ηj
∫ tj+1
tj
λ(s)
∣∣∣ψ(s− tj
δj
)∣∣∣ds ≤ 1
2
k∑
j=1
ηjδjλ(tj+1).
This implies that the stabilization condition (A3) is ensured if we assume ηjδj are small
enough. Indeed,
Θ(tk+1) ≈
k∑
j=1
ηjδjλ(tj+1) = o
( k∑
j=1
λ(tj)∆(tj)
)
.
Example 2.6.1 (Polynomial case). We consider λ(t) = (α + 1)(1 + t)α, α > 0. In order
to define one admissible function ω = ω(t) let us choose the parameters α, γ and κ from
Example 2.4.1 and positive sequences {tj}j, {δj}j and {ηj}j in the following way:
tj = 2
j, δj = 2
κj ≤ ∆tj = tj+1 − tj = 2j and ηj = 2j(γ−α−κ).
From (2.4.16) and (2.4.20) we have
1 > κ ≥ 3− β
4
> κM = 1− α+ γ + α− γ
M + 1
.
Therefore, from the last relations we get γ−α−κ < 0 and this implies that we have 0 < ηj ≤ 1.
Moreover, the stabilization condition (A3) is satisfied, since
ηjδj = 2
j(γ−α) < 1,
where γ − α < 0 from (2.4.15).
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Example 2.6.2 (Exponential case). We consider λ(t) = et. Let us choose the parameters r
and κ from Example 2.4.2 and positive sequences {tj}j, {δj}j and {ηj}j as follows:
tj = j, δj = e
κj ≤ ∆tj = tj+1 − tj and ηj = ej(r−κ−1).
From (2.4.22) and (2.4.26) we have
0 > κ ≥ −q
4
> κM = r − 1 + 1− r
M + 1
.
Therefore, from the last relations we get κ < 0 and r− κ− 1 < 0. These imply that we have
δj < 1 and 0 < ηj ≤ 1, respectively. Moreover, the stabilization condition (A3) is satisfied,
because
ηjδj = e
j(r−1) < 1,
where r − 1 < 0 from (2.4.21).
Example 2.6.3 (Super-exponential case). We consider λ(t) = etee
t
. Let us choose the
parameters r and κ from Example 2.4.3 and positive sequences {tj}j, {δj}j and {ηj}j as
follows:
tj = e
j, δj = e
−jeκe
j ≤ ∆tj = tj+1 − tj and ηj = e(r−κ−1)ej .
From (2.4.28) and (2.4.32) we have
0 > κ ≥ −q
4
> κM = r − 1 + 1− r
M + 1
.
Therefore, from the last relations we get κ < 0 and r− κ− 1 < 0. These imply that we have
δj < 1 and 0 < ηj ≤ 1, respectively. Moreover, the stabilization condition (A3) is satisfied,
since
ηjδj = e
−je(r−1)e
j
< 1,
where r − 1 < 0 from (2.4.27).
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3. Global in time existence results for damped
wave models with power nonlinearity
3.1. Introduction
In this chapter we will consider the following semilinear Cauchy problem with time-dependent
speed of propagation and “effective-like” time-dependent dissipation together with an oscil-
lating term: {
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (3.1.1)
Here we assume that the coefficients λ = λ(t), ρ = ρ(t) and ω = ω(t) satisfy the assumptions
(A1) to (A5) and (B1) to (B6) which are given in Section 2.3 and p > 1.
In the present chapter our aim is to prove some global (in time) existence results of small
data solutions to the Cauchy problem (3.1.1) with additional regularity of the data. In
order to prove these results our essential tools will be Banach’s fixed point argument and
energy estimates for the solutions to the linear Cauchy problem with vanishing right-hand
side. Moreover, the space for initial data influences the choice of the space in which we look
for solutions. The considerations are divided into two cases depending on the behavior of
the propagation speed: the case of sub-exponential propagation speed and the case of super-
exponential propagation speed, which are proposed in [3] and [4], respectively.
In Theorems 3.2.1 and 3.2.2 we assume low regularity of the data with additional Lm
regularity, m ∈ [1, 2), for the case of sub-exponential and the case of super-exponential
propagation speed, respectively. So, we prove existence results for Sobolev solutions without
having a classical energy, that is, we do not have in general the total gradient of a solution
in L2.
In Theorems 3.3.1 and 3.3.2 we suppose data in the energy space H1×L2 with additional
Lm regularity, m ∈ [1, 2), to the case of sub-exponential and the case of super-exponential
propagation speed, respectively.
Next, in Theorems 3.4.1 and 3.4.2 we consider suitable higher regularity for the data with
additional Lm regularity, m ∈ [1, 2), for the case of sub-exponential and the case of super-
exponential propagation speed, respectively. In order to deal with the power nonlinearity
in fractional Sobolev spaces, we employ in Section 3.4 some fractional inequalities, as the
fractional chain rule and the fractional Leibniz rule, that will be explained in Appendix A.7.
Finally, in Theorems 3.5.1 and 3.5.2 we obtain large regular solutions to (3.1.1) for the
case of sub-exponential and the case of super-exponential propagation speed, respectively.
These solutions are imbedded into L∞. So, we may use results on fractional powers from
Section A.7.6 in the Appendix.
3.1.1. Some assumptions and tools
Let us define for any σ ≥ 0 and m ∈ [1, 2) the space of data
Dσm :=
(
Lm ∩Hσ)× (Lm ∩Hmax{σ−1;0})
with the norm
‖(u0, u1)‖Dσm := ‖u0‖Lm + ‖u0‖Hσ + ‖u1‖Lm + ‖u1‖Hmax{σ−1;0} .
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Let us introduce the function Bλ = Bλ(s, t) for 0 ≤ s ≤ t by
Bλ(s, t) :=
∫ t
s
λ2(τ)
ρ(τ)
dτ = Bλ(0, t)−Bλ(0, s).
We have the following classification for the behavior of the propagation speed as in [3]
and [4]: case of sub-exponential propagation speed and case of super-exponential propagation
speed. We define for δ ∈ (0, 1) and for large t the auxiliary functions
ν(δ, t) :=
λ(t)
Λ(t)
Λ(δt)
λ(δt)
and ν(δ) := lim
t→∞
sup ν(δ, t). (3.1.2)
In this case we define
• the case of sub-exponential propagation speed if ν(δ) . 1,
• the case of super-exponential propagation if ν(δ) =∞.
Moreover, due to the strong oscillating behavior of the time-dependent coefficients and
a competition between several later derived estimates, now we will also introduce the case
of oscillating sub-exponential propagation speed and the case of oscillating super-exponential
propagation speed by using the following auxiliary functions for δ ∈ (0, 1) and for large t:
ϑ(δ, t) :=
F (Λ(t))
λ(t)Ξ2(t)
Λ(δt)
λ(δt)
and ϑ(δ) := lim
t→∞
supϑ(δ, t). (3.1.3)
We define
• the case of oscillating sub-exponential propagation speed if ϑ(δ) . 1,
• the case of oscillating super-exponential propagation speed if ϑ(δ) =∞.
Remark 3.1.1. We see that assuming a suitable control of the oscillations, that is, in particular,
if we choose formally ω(t) ≡ 1, then we get F (Λ(t)) = Λ(t) and Ξ(t) = Λ(t)
λ(t)
. Therefore, we
immediately conclude that the case of oscillating sub-exponential and the case of oscillating
super-exponential propagation speed coincide with the case of sub-exponential and the case
of super-exponential propagation speed, respectively. Namely, in this case we formally have
ϑ(δ, t) = ν(δ, t).
A family of parameter-dependent linear Cauchy problems
In order to prove the global (in time) existence of small data Sobolev solutions to given
semilinear Cauchy problems after using Duhamel’s principle we need estimates of Sobolev
solutions to the following family of parameter-dependent Cauchy problems:{
vtt − λ2(t)ω2(t)∆v + ρ(t)ω(t)vt = 0, (t, x) ∈ [s,∞)× Rn,
v(s, x) = 0, vt(s, x) = g(s, x), x ∈ Rn. (3.1.4)
Moreover, the corresponding linear model to (3.1.1) with vanishing right-hand side is{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (3.1.5)
We remark that the linear Cauchy problems (3.1.4) and (3.1.5) have been extensively dis-
cussed in the previous chapter providing a detailed analysis of the time asymptotic behavior.
The latter, in turn, provides the expectations on the semilinear Cauchy problems studied
here.
3.1. Introduction 83
Theorem 3.1.1. Assume that λ, ρ and ω satisfy the conditions (A1) to (A5) and (B1)
to (B6). Then, the Sobolev solutions to the Cauchy problem (3.1.4) satisfy the following
estimates for t ≥ s and data from the energy space (σ = 1) with additional Lm regularity,
m ∈ [1, 2):
‖v(t, ·)‖L2 . Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)‖g(s, ·)‖Lm∩L2 ,∥∥|D|v(t, ·)∥∥
L2
. Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)− 12 ‖g(s, ·)‖Lm∩L2 ,
‖vt(t, ·)‖L2 . Λ(s)
λ(s)
max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖g(s, ·)‖Lm∩L2 ,
for higher regular data (σ > 1) with additional Lm regularity, m ∈ [1, 2):
‖v(t, ·)‖L2 . Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)‖g(s, ·)‖Lm∩Hσ−1 ,∥∥|D|σv(t, ·)∥∥
L2
. Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 ‖g(s, ·)‖Lm∩Hσ−1 ,
‖vt(t, ·)‖L2 . Λ(s)
λ(s)
max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖g(s, ·)‖Lm∩Hσ−1 ,∥∥|D|σ−1vt(t, ·)∥∥L2 . Λ(s)λ(s) max{λ2(t)ρ(t) (1 +Bλ(s, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}‖g(s, ·)‖Lm∩Hσ−1 .
Theorem 3.1.2. We assume that λ, ρ and ω satisfy the conditions (A1) to (A5) and (B1)
to (B6). Then, the Sobolev solutions to the Cauchy problem (3.1.5) satisfy the following
estimates with m ∈ [1, 2) and data from the energy space (σ = 1):
‖u(t, ·)‖L2 .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖D1m , (3.1.6)∥∥|D|u(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− 12 ‖(u0, u1)‖D1m , (3.1.7)
‖ut(t, ·)‖L2 . max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖D1m , (3.1.8)
for higher regular data (σ > 1):
‖u(t, ·)‖L2 .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖Dσm , (3.1.9)∥∥|D|σu(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖(u0, u1)‖Dσm , (3.1.10)
‖ut(t, ·)‖L2 . max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖Dσm , (3.1.11)∥∥|D|σ−1ut(t, ·)∥∥L2 . max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}‖(u0, u1)‖Dσm . (3.1.12)
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In Theorem 3.1.1 the estimates for ‖vt(t, ·)‖L2 and
∥∥|D|σ−1vt(t, ·)∥∥L2 are in competition to
some other estimates. Therefore, in order to avoid some difficulties in the treatment for the
semilinear Cauchy problem (3.1.1) we suppose that the following condition holds:
(C1) We assume that either the first component or the second component in the estimates
for ‖vt(t, ·)‖L2 and
∥∥|D|σ−1vt(t, ·)∥∥L2 is dominant for all t ≥ s ≥ 0 and σ ≥ 1.
We define the following functions:
Φ1,m(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−n2 ( 1m− 12)−1 ;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}, (3.1.13)
Φ1(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−1
; λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1}
, (3.1.14)
Φ2,m(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−n2 ( 1m− 12)−σ−12 −1 ;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}, (3.1.15)
Φ2(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−σ−12 −1 ; λ(t)F (Λ(t))(F 2(Λ(t)))−σ−12 −1}. (3.1.16)
We will show in our approach that condition (C1) is really satisfied in both cases, the case
of oscillating sub-exponential and the case of oscillating super-exponential propagation speed
by some typical examples.
Case of sub-exponential propagation speed
We assume the following additional condition in order to get some useful estimates forBλ(s, t),
which will come into play in the treatment of the semilinear Cauchy problem (3.1.1):
(C2) There exists a constant µ1 ∈ [0, 2) such that
µ′(t) ≤ µ1µ(t)λ(t)
Λ(t)
for t ≥ 0.
Then, we have the following statement.
Lemma 3.1.3. We assume that the conditions (B1) to (B4) and (C2) are satisfied. Then,
for a fixed δ with δ ∈ (0, 1) the following inequalities hold:
1
2 +R
(Λ2(t)
µ(t)
− Λ
2(s)
µ(s)
)
≤ Bλ(s, t) ≤ 1
2− µ1
(Λ2(t)
µ(t)
− Λ
2(s)
µ(s)
)
for s ∈ [0, t], (3.1.17)
Bλ(s, t) ≈ Bλ(0, t) for s ∈ [0, δt], (3.1.18)(Λ(δt)
Λ(t)
)2+R
Bλ(0, t) ≤ Bλ(0, s) ≤ Bλ(0, t) for s ∈ [δt, t]. (3.1.19)
Here we used condition (B2) for k = 1 such that there exist constants R ≥ 0 and R˜ ≥ 0
satisfying
−Rµ(t)λ(t)
Λ(t)
≤ µ′(t) ≤ R˜µ(t)λ(t)
Λ(t)
.
We note that if µ = µ(t) is an increasing function, then we can choose R = 0.
For the proof see [3].
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Case of super-exponential propagation speed
Similarly to what we have done in the previous case, now we use the following condition in
order to get some useful estimates for Bλ(s, t):
(C3) The function φ(t) =
Λ2(t)
µ(t)
satisfies the following conditions:
• φ(t) is increasing,
• φ′(t) ≤ αφ(t)λ(t)
Λ(t)
1
log Λ(t)
, α > 0.
Under these conditions we have the following statement.
Lemma 3.1.4. Let us assume that the conditions (B1) to (B4) and (C3) are satisfied.
Then, there exists a fixed δ with δ ∈ (0, 1) such that the following inequalities of Bλ(s, t) hold:
1
α+ 2
(
φ(t) log Λ(t)−φ(s) log Λ(s))
≤ Bλ(s, t) ≤ φ(t) log Λ(t)− φ(s) log Λ(s) for s ∈ [0, t], (3.1.20)
Bλ(s, t) ≈ Bλ(0, t) for s ∈ [0, δt]. (3.1.21)
For the proof see [4].
Besides conditions (C2) and (C3), now we assume that the following condition is satisfied
which will be used later in both cases:
(C4) The function
µ(t)
λ2(t)
satisfies the following conditions:
• µ(t)
λ2(t)
is decreasing,
• there exist positive constants β0 and β1 such that the following inequalities hold:
−β0 µ(t)
λ(t)Λ(t)
≤
( µ(t)
λ2(t)
)′
≤ −β1 µ(t)
λ(t)Λ(t)
.
These estimates, together with the estimates of Lemma 3.1.3 and Lemma 3.1.4, will play
an important role in the proof of global (in time) existence theorems for the case of sub-
exponential and the case of super-exponential propagation speed, respectively.
Remark 3.1.2. By using conditions (B2) and (C2) we obtain the following two estimates in
order to specify the positive constants β0 and β1:( µ(t)
λ2(t)
)′
=
µ′(t)λ2(t)− 2µ(t)λ(t)λ′(t)
λ4(t)
≤
µ1µ(t)
λ(t)
Λ(t)
λ2(t)− 2λ0µ(t)λ(t)λ
2(t)
Λ(t)
λ4(t)
=
(
µ1 − 2λ0
) µ(t)
λ(t)Λ(t)
.
On the other hand, we have( µ(t)
λ2(t)
)′
=
µ′(t)λ2(t)− 2µ(t)λ(t)λ′(t)
λ4(t)
≥
−Rµ(t) λ(t)
Λ(t)
λ2(t)− 2λ1µ(t)λ(t)λ
2(t)
Λ(t)
λ4(t)
=
(−R− 2λ1) µ(t)
λ(t)Λ(t)
.
Therefore, we can introduce β0 and β1 such that
β0 ≥ R+ 2λ1 and β1 ≤ 2λ0 − µ1.
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Finally, we have the following auxiliary estimates, which will be used later in both the
case of sub-exponential and the case of super-exponential propagation speed.
Lemma 3.1.5. We assume that condition (C4) holds. Then, from Lemma 3.1.3 and Lemma
3.1.4, respectively, we have the following estimates for all s ∈ [0, t]:
d
(
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
ds
. µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)−1d(1 +Bλ(0, s))
ds
,
d
(
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
ds
& − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)−1d(1 +Bλ(0, s))
ds
,
where α2(p) =
n
2m
p− n
4
> 0.
Proof. First, let us prove this lemma for the case of sub-exponential propagation speed by
using the estimates (3.1.17) from Lemma 3.1.3. So, we obtain
d
(
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
ds
≤ µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
β1
λ(s)Λ(s)
µ(s)
µ(s)
Λ2(s)
+ α2(p)
d
(
1 +Bλ(0, s)
)
ds
1
1 +Bλ(0, s)
)
. µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(0, s))
ds
1
1 +Bλ(0, s)
.
Moreover, we have
d
(
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
ds
≥ µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(− β0λ(s)Λ(s)
µ(s)
µ(s)
Λ2(s)
− α2(p)
d
(
1 +Bλ(0, s)
)
ds
1
1 +Bλ(0, s)
)
& − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(0, s))
ds
1
1 +Bλ(0, s)
.
On the other hand, for the case of super-exponential propagation speed we get the following
estimates using the estimates (3.1.20) from Lemma 3.1.4:
d
(
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
ds
≤ µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
β1
λ(s)Λ(s)
µ(s)
µ(s)
Λ2(s)
1
log Λ(s)
+ α2(p)
d
(
1 +Bλ(0, s)
)
ds
1
1 +Bλ(0, s)
)
. µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(0, s))
ds
1
1 +Bλ(0, s)
.
Moreover, we find
d
(
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
ds
≥ µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(− β0λ(s)Λ(s)
µ(s)
µ(s)
Λ2(s)
− α2(p)
d
(
1 +Bλ(0, s)
)
ds
1
1 +Bλ(0, s)
)
& − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(0, s))
ds
1
1 +Bλ(0, s)
,
where we used
1
1 +Bλ(0, s)
≤ (α+ 2) µ(s)
Λ2(s)
1
log Λ(s)
≤ (α+ 2) µ(s)
Λ2(s)
.
The proof is completed.
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3.2. Low regular data
In this section we are interested in the case of low regularity for the data, that is, L2 regularity
under the energy threshold with additional Lm regularity, m ∈ [1, 2). More precisely, we will
assume (u0, u1) ∈ Dσm with σ ∈ (0, 1). Therefore, we will consider the solution as a Sobolev
solution in C([0,∞), Hσ) only.
3.2.1. Case of sub-exponential propagation speed
We define the following parameters:
pFuj,m(n) := 1 +
2m
n
for n ≥ 1,
p1,m(n) := 1 +
(
1− β1
2 +R
)2m
n
for n ≥ 1,
p2,m(n) :=
m
2
+
1− m
2
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
+
( 1− β1
2+R
δ
ν(δ)
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
)
2m
n
for n ≥ 1,
pGN,σ(n) :=
n
n− 2σ for n > 2σ.
We have the following result for the case of sub-exponential propagation speed.
Theorem 3.2.1. Let us assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C2)
and (C4), and ν(δ) . 1 are satisfied. Let (u0, u1) ∈ Dσm with σ ∈ (0, 1), m ∈ [1, 2) and
n ≤ 4σ
2−m . Moreover, we suppose that the exponent p satisfies
p > max
{
p1,m(n) ; p2,m(n)
}
and

2
m
≤ p, σ ∈ [ 1
2
, 1
)
if n = 1,
2
m
≤ p ≤ pGN,σ(1), σ ∈
(
0, 1
2
)
if n = 1,
2
m
≤ p ≤ pGN,σ(n) = nn−2σ if n ≥ 2.
Under these assumptions there exists a constant ε0 > 0 such that, for all (u0, u1) ∈ Dσm with
‖(u0, u1)‖Dσm ≤ ε0, there exists a uniquely determined globally (in time) Sobolev solution
u ∈ C([0,∞), Hσ)
to the Cauchy problem (3.1.1).
Furthermore, there exists a constant C > 0 such that the solution satisfies the following
decay estimates:
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−n2 ( 1m− 12)−σ2 ‖(u0, u1)‖Dσm .
Proof. We define the space of solutions X(t) by
X(t) = C([0, t], Hσ)
with the norm
‖u‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖u(τ, ·)‖L2 +
(
1 +Bλ(0, τ)
)σ
2 +
n
2 ( 1m− 12)∥∥|D|σu(τ, ·)∥∥
L2
]
.
We remark that if u ∈ X(t), then ‖u‖X(τ) ≤ ‖u‖X(t) for any 0 ≤ τ ≤ t. Let us underline
here that the norm of the solution spaceX(t) is defined according to the estimates for solutions
of the corresponding linear Cauchy problem with vanishing right-hand side in Theorem 3.1.2.
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Let us introduce the operator N for any u ∈ X(t) by
N : u ∈ X(t)→ Nu = Nu(t, x) := ulin(t, x) + unl(t, x). (3.2.1)
We denote by K0(t, 0, x) and K1(t, 0, x) the fundamental solutions to the linear equation,
that is,
ulin(t, x) := K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x)
is the solution to the linear Cauchy problem{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn.
On the other hand, by Duhamel’s principle
unl(t, x) :=
∫ t
0
K1(t, s, x) ∗(x) f(s, x)ds
is the solution to the non-homogeneous Cauchy problem{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = f(t, x), (t, x) ∈ [0,∞)× Rn,
u(0, x) = 0, ut(0, x) = 0, x ∈ Rn.
Therefore, we formally set
Nu(t, x) = K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x) +
∫ t
0
K1(t, s, x) ∗(x) f(s, x)ds
and try to find fixed point u = Nu of the mapping N : X(t) → X(t). We show that the
mapping N satisfies the following two estimates:
‖Nu‖X(t) ≤ C0‖(u0, u1)‖Dσm + C1(t)‖u‖pX(t), (3.2.2)
‖Nu−Nv‖X(t) ≤ C2(t)‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)), (3.2.3)
where C1(t), C2(t) → 0 for t → 0 and C1(t), C2(t) ≤ C for all t ∈ [0,∞). These estimates
indicate the existence of a unique solution of u = Nu. We can use the idea of proving
Banach’s fixed point theorem. Therefore, to complete the proof it remains only to establish
(3.2.2) and (3.2.3). In this way we get the global (in time) existence of small data solutions
and local (in time) existence of large data solutions.
Firstly, let us begin to prove the estimate (3.2.2). From the estimates of Theorem 3.1.2
and the definition of the norm of the solution space X(t) we have
‖ulin‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖ulin(τ, ·)‖L2
+
(
1 +Bλ(0, τ)
)σ
2 +
n
2 ( 1m− 12)∥∥|D|σulin(τ, ·)∥∥
L2
]
. sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)(1 +Bλ(0, τ))−n2 ( 1m− 12)‖(u0, u1)‖Dσm
+
(
1 +Bλ(0, τ)
)σ
2 +
n
2 ( 1m− 12)(1 +Bλ(0, τ))−σ2−n2 ( 1m− 12)‖(u0, u1)‖Dσm]
. ‖(u0, u1)‖Dσm .
Consequently, we get
‖ulin‖X(t) . ‖(u0, u1)‖Dσm . (3.2.4)
Then, in order to conclude the proof of (3.2.2) it remains to prove the following inequality:
‖unl‖X(t) . ‖u‖pX(t).
3.2. Low regular data 89
First we have that∥∥|D|σunl(t, ·)∥∥
L2
≤ C
∫ t
0
∥∥|D|σ(K1(t, s, x) ∗(x) |u(s, x)|p)∥∥L2ds.
Now, we can use two different strategies to estimate the integral term in [0, t] by splitting
this interval into [0, δt] and [δt, t], where δ is fixed and δ ∈ (0, 1). In particular, if s ∈ [0, δt],
we use
(
Lm ∩ L2) − L2 estimates with m ∈ [1, 2) and if s ∈ [δt, t] we use L2 − L2 estimates
from Theorem 2.5.16. So, we have the estimate∥∥|D|σunl(t, ·)∥∥
L2
≤ C
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)∥∥|u(s, ·)|p∥∥
Lm∩L2ds
+ C
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|u(s, ·)|p∥∥
L2
ds. (3.2.5)
Using ∥∥|u(s, ·)|p∥∥
Lm∩L2 .
∥∥|u(s, ·)|p∥∥
Lm
+
∥∥|u(s, ·)|p∥∥
L2
= ‖u(s, ·)‖pLmp + ‖u(s, ·)‖pL2p ,
Gagliardo-Nirenberg inequality comes into play. We can estimate
‖u(s, ·)‖pLmp .
∥∥|D|σu(s, ·)∥∥pθσ(mp)
L2
‖u(s, ·)‖p(1−θσ(mp))L2 , (3.2.6)
‖u(s, ·)‖pL2p .
∥∥|D|σu(s, ·)∥∥pθσ(2p)
L2
‖u(s, ·)‖p(1−θσ(2p))L2 , (3.2.7)
where
θσ(mp) =
n
σ
(1
2
− 1
mp
)
∈ [0, 1], θσ(2p) = n
σ
(1
2
− 1
2p
)
∈ [0, 1].
Therefore, the requisite θσ(mp) ≥ 0 implies that p ≥ 2m and the requisite θσ(2p) ≤ 1 implies
that p ≤ pGN,σ(n) = nn−2σ for n > 2σ. Then, by using (3.2.6), (3.2.7) and the norm of the
solution space X(t) we obtain the following estimates:
‖u(s, ·)‖pLmp .
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)p−σ2 pθσ(mp)‖u‖pX(s)
=
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u‖pX(s), (3.2.8)
‖u(s, ·)‖pL2p .
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)p−σ2 pθσ(2p)‖u‖pX(s)
=
(
1 +Bλ(0, s)
)− n2mp+n4 ‖u‖pX(s). (3.2.9)
Hence, we can estimate
∥∥|u(s, ·)|p∥∥
Lm∩L2 as follows:∥∥|u(s, ·)|p∥∥
Lm∩L2 .
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u‖pX(s), (3.2.10)
since it holds θσ(mp) < θσ(2p). Plugging (3.2.9) and (3.2.10) into (3.2.5) and using ‖u‖X(s) ≤
‖u‖X(t) for any 0 ≤ s ≤ t, we get∥∥|D|σunl(t, ·)∥∥
L2
≤ C‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)(1 +Bλ(0, s))− n2mp+ n2mds︸ ︷︷ ︸
A
+ C‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds︸ ︷︷ ︸
B
.
Now we want to estimate the integral terms A and B in order to get the desired estimates.
Let us consider
A .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12) ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
A1(t)
, (3.2.11)
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where we used (3.1.18). Denoting α1(p) :=
n
2m
p− n
2m
we get for α1(p) 6= 1 the relation
A1(t) =
∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
− 1
1− α1(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α1(p)+1
d
( µ(s)
λ2(s)
)
.
Now we shall distinguish between three cases.
Case 1: α1(p) > 1, i.e., p > 1 +
2m
n
. In this case it holds
A1(t) ≤ 1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
− β1
α1(p)− 1
∫ δt
0
(
1 +Bλ(0, s)
)−α1(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≤ 1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
− β1
(α1(p)− 1)(2 +R)
∫ δt
0
(
1 +Bλ(0, s)
)−α1(p) Λ2(s)
µ(s)
µ(s)
λ(s)Λ(s)
ds
≤ 1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
− β1
(α1(p)− 1)(2 +R)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α1(p)
ds︸ ︷︷ ︸
A1(t)
,
where we used condition (C4) and (3.1.17), respectively. Thus, from the last estimate of
A1 = A1(t) we obtain(
1 +
β1
(α1(p)− 1)(2 +R)
)
A1(t) .
µ(0)
λ2(0)
− µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1(p)+1
.
It implies that
A1(t) .
µ(0)
λ2(0)
− µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1(p)+1
.
Case 2: α1(p) < 1. In this case we have the estimate
A1(t) ≥ 1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
+
β1
1− α1(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α1(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≥ 1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
+
β1
(1− α1(p))(2 +R)
∫ δt
0
(
1 +Bλ(0, s)
)−α1(p) Λ2(s)
µ(s)
µ(s)
λ(s)Λ(s)
ds
=
1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
+
β1
(1− α1(p))(2 +R)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α1(p)
ds︸ ︷︷ ︸
A1(t)
.
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Then, it follows(
1− β1
(1− α1(p))(2 +R)
)
A1(t) &
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1(p)+1 − µ(0)
λ2(0)
.
It implies that( β1
(1− α1(p))(2 +R) − 1
)
A1 .
µ(0)
λ2(0)
− µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1(p)+1
. (3.2.12)
We can guarantee that A1 = A1(t) is bounded by the condition p > p1,m(n). Because, if
β1
(1− α1(p))(2 +R) − 1 > 0, then p > 1 +
(
1− β1
2 +R
)2m
n
,
which we have assumed in the statement of the theorem. Otherwise, we need to show that
A1(δt) := µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1(p)+1
is strictly decreasing in t. Indeed, taking the derivative of function A1 = A1(t) we get
A′1(t) =
( µ(t)
λ2(t)
)′(
1 +Bλ(0, t)
)−α1(p)+1
+
(− α1(p) + 1) µ(t)
λ2(t)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−α1(p)
≤
[
− β1 µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(− α1(p) + 1)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)−α1(p)
≤
[
− β1
2 +R
µ(t)
λ(t)Λ(t)
Λ2(t)
µ(t)
+
(− α1(p) + 1)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)−α1(p)
≤
[
− β1
2 +R
− α1(p) + 1
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α1(p)
.
The condition p > p1,m(n) implies that A′1(t) < 0. This shows us that the right-hand side of
(3.2.12) is bounded.
Case 3: α1(p) = 1. In this final case we have
A1(t) =
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds .
∫ δt
0
Λ(s)
λ(s)
µ(s)
Λ2(s)
ds =
∫ δt
0
µ(s)
λ2(s)
λ(s)
Λ(s)
ds
=
µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
−
∫ δt
0
log Λ(s)d
( µ(s)
λ2(s)
)
. µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
+
∫ δt
0
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds,
where we have used (3.1.17) and condition (C4), respectively. Now we will show that for a
sufficiently small positive constant ε we have the estimate
µ(t)
λ2(t)
log Λ(t) . Λ−ε(t).
Therefore, we form the derivative of the function
A2(t) := µ(t)
λ2(t)
Λε(t) log Λ(t). (3.2.13)
Using condition (C4) it holds
A′2(t) =
( µ(t)
λ2(t)
)′
Λε(t) log Λ(t) + ε
µ(t)
λ2(t)
λ(t)Λε−1(t) log Λ(t) +
µ(t)
λ2(t)
λ(t)
Λ(t)
Λε(t)
≤
[
− β1 µ(t)
λ(t)Λ(t)
log Λ(t) + ε
µ(t)
λ(t)Λ(t)
log Λ(t) +
µ(t)
λ(t)Λ(t)
]
Λε(t)
≤
[
− β1 + ε+ 1
log Λ(t)
] µ(t)
λ(t)Λ(t)
log Λ(t)Λε(t).
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Hence, for a sufficiently large time t and sufficiently small constant ε > 0 we get A′2(t) < 0.
This shows the decreasing behavior of A2 = A2(t). Hence, we obtain that A1 = A1(t) is
uniformly bounded.
Summarizing, from the above three cases we get our desired estimate
A .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12). (3.2.14)
Now let us consider the case s ∈ [δt, t]. Denoting α2(p) := n2mp− n4 it holds
B =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))−α2(p)ds
= −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
=
−1
1− σ
2
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
. −1
1− σ
2
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1d(1 +Bλ(0, s))
1 +Bλ(0, s)
,
where we used Lemma 3.1.5. Then, we obtain
B . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
)−σ2 +1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
Hence, due to 1− σ
2
> 0 and multiplying both sides of the previous inequality by the function(
1 +Bλ(0, t)
)σ
2 +
n
2 ( 1m− 12), we find
(
1 +Bλ(0, t)
)σ
2 +
n
2 ( 1m− 12)B
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
B1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
B2(t)
.
In order to prove that B1 = B1(t) and B2 = B2(t) are uniformly bounded it is sufficient to
show for a small positive constant  we have the estimate
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−
.
Hence, we will show that the following function is bounded:
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1.
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Taking account of the estimates of Bλ(s, t) in (3.1.19) we obtain
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
≤ µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1−α2(p)+
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+)
:= B1(t). (3.2.15)
In order to show the monotonicity of this function we form the derivative of B1 = B1(t). It
holds
B′1(t) =
( µ(δt)
λ2(δt)
)′(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1−α2(p)+
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+)
︸ ︷︷ ︸
I1(t)
+
((
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1−α2(p)+
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+))′ µ(δt)
λ2(δt)︸ ︷︷ ︸
I2(t)
.
Then, I1 = I1(t) satisfies the following estimates:
I1(t) ≤ −δβ1 µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
(
1 +Bλ(0, t)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+)
≤ − δβ1
2 +R
λ(δt)
Λ(δt)
Λ2(t)
µ(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+) µ(δt)
λ2(δt)
.
On the other hand, I2 = I2(t) satisfies the following estimates:
I2(t) =
(
n
2
( 1
m
− 1
2
)
+ 1− α2(p) + 
)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+
×
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+) µ(δt)
λ2(δt)
+ (2 +R)(−α2(p) + )
(δλ(δt)Λ(t)− λ(t)Λ(δt)
Λ2(t)
)
×
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+)−1(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1−α2(p)+ µ(δt)
λ2(δt)
≤
[(
n
2
( 1
m
− 1
2
)
+ 1− α2(p) + 
)
Λ2(t)
µ(t)
λ(δt)
Λ(δt)
λ(t)
Λ(t)
Λ(δt)
λ(δt)
+ (2 +R)
(
α2(p)− 
) 1
2− µ1
Λ2(t)
µ(t)
Λ(t)
Λ(δt)
λ(δt)
Λ(t)
(λ(t)
Λ(t)
Λ(δt)
λ(δt)
− δ
)]
×
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+ µ(δt)
λ2(δt)
≤
[(
n
2
( 1
m
− 1
2
)
+ 1− α2(p) + 
)
ν(δ, t) +
(
α2(p)− 
) 2 +R
2− µ1
(
ν(δ, t)− δ)]
× Λ
2(t)
µ(t)
λ(δt)
Λ(δt)
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+ µ(δt)
λ2(δt)
.
Hence, we get
B′1(t) = I1(t) + I2(t)
≤
[
− δβ1
2 +R
+
(
n
2
( 1
m
− 1
2
)
+ 1− α2(p) + 
)
ν(δ, t) +
(
α2(p)− 
) 2 +R
2− µ1
(
ν(δ, t)− δ)]
× Λ
2(t)
µ(t)
λ(δt)
Λ(δt)
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+ µ(δt)
λ2(δt)
.
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Since p > p2,m(n), for large time t and a small positive constant  we may conclude that
−δ β1
2 +R
+
(
n
2
( 1
m
− 1
2
)
+ 1− α2(p)
)
ν(δ) + α2(p)
2 +R
2− µ1
(
ν(δ)− δ) < 0.
This implies that B′1(t) < 0. Therefore, for all p > p2,m(n) we have
B .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12). (3.2.16)
Summarizing, from (3.2.14) and (3.2.16) we arrive at the estimate∥∥|D|σunl(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)‖u‖pX(t). (3.2.17)
In the same way one can derive
‖unl(t, ·)‖L2 .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖u‖pX(t). (3.2.18)
Using the norm of the solution space X(t) and (3.2.17) and (3.2.18) we get
‖unl‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖unl(τ, ·)‖L2
+
(
1 +Bλ(0, τ)
)σ
2 +
n
2 ( 1m− 12)‖|D|σunl(τ, ·)‖L2
]
. sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)(1 +Bλ(0, τ))−n2 ( 1m− 12)‖u‖pX(t)
+
(
1 +Bλ(0, τ)
)σ
2 +
n
2 ( 1m− 12)(1 +Bλ(0, τ))−σ2−n2 ( 1m− 12)‖u‖pX(t)]
. ‖u‖pX(t).
So, this gives the desired estimate and together with (3.2.4) the estimate (3.2.2) is proved.
Now let us prove (3.2.3). We have that
‖Nu−Nv‖X(t) =
∥∥∥ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
X(t)
.
Thanks to the estimates for the solutions to the family of parameter dependent Cauchy
problem we can estimate∥∥|D|σK1(t, s, x) ∗(x) (|u(s, x)|p − |v(s, x)|p)∥∥L2
.

Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)∥∥|u(s, x)|p − |v(s, x)|p∥∥
Lm∩L2 , s ∈ [0, δt],
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|u(s, x)|p − |v(s, x)|p∥∥
L2
, s ∈ [δt, t].
(3.2.19)
So, we use the fact that∣∣|u(s, x)|p − |v(s, x)|p∣∣ . |u(s, x)− v(s, x)|(|u(s, x)|p−1 + |v(s, x)|p−1).
By Ho¨lder’s inequality we obtain∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
Lm
. ‖u(s, ·)− v(s, ·)‖Lmp
(‖u(s, ·)‖p−1Lmp + ‖v(s, ·)‖p−1Lmp),∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
L2
. ‖u(s, ·)− v(s, ·)‖L2p
(‖u(s, ·)‖p−1L2p + ‖v(s, ·)‖p−1L2p ).
In a similar way to the proof of (3.2.2) we use again Gagliardo-Nirenberg inequality to the
following terms:
‖u(s, ·)− v(s, ·)‖Lq , ‖u(s, ·)‖Lq and ‖v(s, ·)‖Lq
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with q = mp and q = 2p. Then, we obtain the following estimates as we did for (3.2.8) and
(3.2.9):
‖u(s, ·)− v(s, ·)‖Lmp .
(
1 +Bλ(0, s)
)− n2m+ n2mp ‖u− v‖X(s),
‖u(s, ·)− v(s, ·)‖L2p .
(
1 +Bλ(0, s)
)− n2m+ n4p ‖u− v‖X(s),
‖u(s, ·)‖p−1Lmp .
(
1 +Bλ(0, s)
)(− n2m+ n2mp)(p−1)‖u‖p−1X(s),
‖u(s, ·)‖p−1L2p .
(
1 +Bλ(0, s)
)(− n2m+ n4p)(p−1)‖u‖p−1X(s),
‖v(s, ·)‖p−1Lmp .
(
1 +Bλ(0, s)
)(− n2m+ n2mp)(p−1)‖v‖p−1X(s),
‖v(s, ·)‖p−1L2p .
(
1 +Bλ(0, s)
)(− n2m+ n4p)(p−1)‖v‖p−1X(s).
Then, we get∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
Lm
.
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)),∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
L2
.
(
1 +Bλ(0, s)
)− n2mp+n4 ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
After plugging the previous two estimates into (3.2.19) we arrive at the following inequality:∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
. ‖u− v‖X(s)
(‖u‖p−1X(s) + ‖v‖p−1X(s))
×
(∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)(1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds).
Applying the same ideas as we did to estimate
∥∥|D|σunl(t, ·)∥∥
L2
one can get the following
estimates for p > p1,m(n) and p > p2,m(n):∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
Hence, from the definition of X(t), we can conclude the proof of the statement (3.2.3). In
this way the proof of the theorem is completed.
Remark 3.2.1. In the last theorem we can see from the definitions of p1,m(n) and p2,m(n) if
lim
δ→1
ν(δ) = 1,
then we have
p1,m(n) = p2,m(n) = 1 +
(
1− β1
2 +R
)2m
n
.
Example 3.2.1 (Polynomial case). Let λ(t) = (α+ 1)(1 + t)α, α > 0. Then, we get
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, −1 < γ < α.
Moreover, choosing
µ(t) = (1 + t)β, α− γ < β < 2α+ 2,
we have
ρ(t) = (α+ 1)(1 + t)β−1,
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where by condition (C2) we can define β := µ1(α+1). Due to condition (C4), the parameter
β1 satisfies
0 < β1 ≤ 2α− β
α+ 1
, β < 2α.
Now applying Theorem 3.2.1 we also get ν(δ) = δ and R = 0 (we can choose R = 0, since
in this case µ = µ(t) is increasing). Therefore, taking account of the parameters p1,m(n) and
p2,m(n) the “critical exponent” is
p1,m(n) = p2,m(n) = 1 +
(β − α+ 1
α+ 1
)2m
n
.
Consequently, we have the global (in time) existence of small data solutions for
p > 1 +
(β − α+ 1
α+ 1
)2m
n
:= pm(n) and

2
m
≤ p, σ ∈ [ 1
2
, 1
)
if n = 1,
2
m
≤ p ≤ pGN,σ(1) = 11−2σ , σ ∈
(
0, 1
2
)
if n = 1,
2
m
≤ p ≤ pGN,σ(n) = nn−2σ , if n ≥ 2.
The restriction for n depends heavily on the choice of the parameters m, α, β and σ. Let
us denote r := β−α+1
α+1
and we remark that r < 1, since β < 2α. Then, we have the following
statements for n ≥ 1:
1. If m ∈ [1, −n+√n2+16rn
4r
)
, then max
{
2
m
; pm(n)
}
= 2
m
and the restriction of the dimension
n will be n ≤ 4σ
2−m .
2. If m ∈ [−n+√n2+16rn
4r
, 2
)
, then max
{
2
m
; pm(n)
}
= pm(n) and the restriction of the
dimension n will be n < 2rmσ
rm−σ .
Let us discuss in the following table the conditions for p in some special cases which depend
on the parameters n, m, σ and r to get the admissible range for p. We are interested in the
case n ≤ 5 only.
n m σ r Admissible range for p
n = 1
m ∈
[
−1+√1+16r
4r
, 2
)
σ ∈ ( rm
1+2rm
, 1
)
r ∈ (0, 1) 1 + 2mr < p <∞
m ∈
[
−1+√1+16r
4r
, 2
)
σ ∈ ( rm
1+2rm
, 1
2
)
r ∈ (0, 1) 1 + 2mr < p ≤ 1
1−2σ
n = 1
m ∈
[
1, −1+
√
1+16r
4r
)
σ ∈ [ 2−m
4
, 1
)
r ∈ (0, 1
2
)
2
m
≤ p <∞
m ∈
[
1, −1+
√
1+16r
4r
)
σ ∈ [ 2−m
4
, 1
2
)
r ∈ (0, 1
2
)
2
m
≤ p ≤ 1
1−2σ
n = 2
m ∈
[
−1+√1+8r
2r
, 2
)
σ ∈ [ rm
1+rm
, 1
)
r ∈ (0, 1) 1 + rm < p ≤ 1
1−σ
m ∈
[
1, −1+
√
1+8r
2r
)
σ ∈ [ 2−m
2
, 1
)
r ∈ (0, 1) 2
m
≤ p ≤ 1
1−σ
n = 3
m ∈
[
−3+√9+48r
4r
, 2
)
σ ∈ ( 3rm
2rm+3
, 1
)
r ∈ (0, 3
m
)
1 + 2rm
3
< p ≤ 3
3−2σ
m ∈
[
1, −3+
√
9+48r
4r
)
σ ∈ [ 6−3m
4
, 1
)
r ∈ (0, 3
2
)
2
m
≤ p ≤ 3
3−2σ
n = 4
m ∈
[
1, −1+
√
1+4r
r
)
σ ∈ ( 2rm
rm+2
, 1
)
r ∈ (0, 2
m
)
1 + rm
2
< p ≤ 2
2−σ
m ∈
[
1, −1+
√
1+4r
r
)
σ ∈ [2−m, 1) r ∈ (0, 1) 2
m
≤ p ≤ 2
2−σ
n = 5
m ∈
[
−5+√25+80r
4r
, 2
)
σ ∈ [ 5mr
2rm+5
, 1
)
r ∈ (0, 5
3m
)
1 + 2rm
5
< p ≤ 5
5−2σ
m ∈
[
6
5
, −5+
√
25+80r
4r
)
σ ∈ [ 10−5m
4
, 1
)
r ∈ (0, 53
72
)
2
m
≤ p ≤ 5
5−2σ
Tab. 3.1.: Admissible range for the parameters
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Remark 3.2.2. We can see that we have a benefit of the additional Lm regularity of the
data. It allows to have results for higher dimensions n. We note that the previous case with
additional L1 regularity can be proved for n ≤ 4 only.
Example 3.2.2 (Exponential case). Let us choose λ(t) = et. Then, we obtain
Λ(t) = et and Θ(t) = ert, 0 < r < 1.
Moreover, we choose
µ(t) = eµ1t, 1− r < µ1 < 2.
By condition (C4), the parameter β1 satisfies
0 < β1 ≤ 2− µ1, µ1 < 2.
Applying Theorem 3.2.1 we get ν(δ) = 1 and R = 0 (we can choose R = 0, since in this case
µ = µ(t) is increasing). Therefore, taking account of p1,m(n) and p2,m(n) we obtain
p1,m(n) = 1 +
(
1− β1
2
)2m
n
,
p2,m(n) =
m
2
+
1− m
2
1− 2
2−µ1 (1− δ)
+
( 1− β1
2
1− 2
2−µ1 (1− δ)
)2m
n
.
Choosing δ close to 1 gives
p1,m(n) = p2,m(n) = 1 +
(
1− β1
2
)2m
n
.
So, we have the global (in time) existence of small data solutions for
p > 1 +
(
1− β1
2
)2m
n
and

2
m
≤ p, σ ∈ [ 1
2
, 1
)
if n = 1,
2
m
≤ p ≤ pGN,σ(1) = 11−2σ , σ ∈
(
0, 1
2
)
if n = 1,
2
m
≤ p ≤ pGN,σ(n) = nn−2σ , if n ≥ 2.
3.2.2. Case of super-exponential propagation speed
In a similar way as in the previous section, now we will discuss low regularity for the data in
the case of super-exponential propagation speed. We have the following statement.
Theorem 3.2.2. Assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C3) and
(C4), and ν(δ) = ∞ are satisfied. Let us choose the data (u0, u1) ∈ Dσm with σ ∈ (0, 1) and
m ∈ [1, 2). Moreover, we suppose that the following condition for the function ν = ν(δ, t)
holds:
ν(δ, t) = o
(
log Λ(t)
)
. (3.2.20)
Let
n ≤ 4σ
2−m (3.2.21)
and that the exponent p satisfies
2
m
≤ p, σ ∈ [ 1
2
, 1
)
if n = 1,
2
m
≤ p ≤ pGN,σ(1) = 11−2σ , σ ∈
(
0, 1
2
)
if n = 1,
2
m
≤ p ≤ pGN,σ(n) = nn−2σ if n ≥ 2.
(3.2.22)
Then, there exists a constant ε0 > 0 such that, for all (u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0,
there exists a uniquely determined globally (in time) Sobolev solution
u ∈ C([0,∞), Hσ)
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to the Cauchy problem (3.1.1).
Moreover, there exists a constant C > 0 such that the solution satisfies the following decay
estimates:
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−σ2−n2 ( 1m− 12)‖(u0, u1)‖Dσm .
Proof. The proof of this theorem is similar to the proof of Theorem 3.2.1. The goal is to
show that the integrals A and B in the estimate
∥∥|D|σunl(t, ·)∥∥
L2
≤ C‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)(1 +Bλ(0, s))− n2mp+ n2mds︸ ︷︷ ︸
A
+ C‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds︸ ︷︷ ︸
B
satisfy the desired decay estimates with the condition (C3). Hence, we will only establish
the estimates
‖Nu‖X(t) . ‖(u0, u1)‖Dσm + ‖u‖pX(t), (3.2.23)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (3.2.24)
From the definition of the norm of the solution space X(t) and the estimates of Theorem
3.1.2 one can immediately conclude
‖ulin‖X(t) . ‖(u0, u1)‖Dσm . (3.2.25)
To prove the first inequality it remains to estimate ‖unl‖X(t). Firstly, we have
A .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12) ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
A¯1(t)
, (3.2.26)
where we used (3.1.21). Let us define α1(p) :=
n
2m
p− n
2m
and discuss the following cases:
Case 1: α1(p) 6= 1. In this case, it holds
A¯1(t) =
∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α1(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
− 1
1− α1(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α1(p)+1
d
( µ(s)
λ2(s)
)
. 1
1− α1(p)
( µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1(p)+1 − µ(0)
λ2(0)
)
+
1
1− α1(p)
∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1 λ(s)
Λ(s)
ds,
where we used condition (C4). Now we shall show the integral A¯1 = A¯1(t) is bounded.
For this reason, by choosing an arbitrary small positive constant ε we want to verify the
inequality
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1(p)+1 . Λ(t)−ε.
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Then, we need to show that the following function is bounded:
A¯1(t) := µ(t)
λ2(t)
Λ(t)ε
(
1 +Bλ(0, t)
)−α1(p)+1
. (3.2.27)
Let us consider the monotonicity of A¯1 = A¯1(t) by taking its derivative. Indeed, by using
condition (C4) and (3.1.20) we have
A¯′1(t) =
( µ(t)
λ2(t)
)′
Λ(t)ε
(
1 +Bλ(0, t)
)−α1(p)+1
+ ε
µ(t)
λ2(t)
λ(t)Λ(t)ε−1
(
1 +Bλ(0, t)
)−α1(p)+1
+
(
1− α1(p)
) µ(t)
λ2(t)
Λ(t)ε
λ(t)Λ(t)
µ(t)
(
1 +Bλ(0, t)
)−α1(p)
≤
[(− β1 + ε) µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(
1− α1(p)
)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)−α1(p)
Λ(t)ε
≤
[(−β1 + ε
α+ 2
) µ(t)
λ(t)Λ(t)
Λ2(t)
µ(t)
log Λ(t) +
(
1− α1(p)
)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)−α1(p)
Λ(t)ε
≤
[(−β1 + ε
α+ 2
)
log Λ(t) +
(
1− α1(p)
)](
1 +Bλ(0, t)
)−α1(p) Λ(t)
λ(t)
Λ(t)ε.
This inequality implies A¯′1(t) < 0 for a small positive constant ε and for large t. Hence, we
get ∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1 λ(s)
Λ(s)
ds .
∫ δt
0
Λ(s)−ε−1λ(s)ds . 1.
Therefore, we may conclude that A¯1 = A¯1(t) is uniformly bounded.
Case 2: α1(p) = 1. In this case we have
A¯1(t) =
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds .
∫ δt
0
Λ(s)
λ(s)
µ(s)
Λ2(s)
1
log Λ(s)
ds
≤
∫ δt
0
µ(s)
λ2(s)
λ(s)
Λ(s)
ds =
µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
−
∫ δt
0
log Λ(s)d
( µ(s)
λ2(s)
)
≤ µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
+ β0
∫ δt
0
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds,
where we used (3.1.20) and condition (C4), respectively. Then, we show that for a sufficiently
small constant ε > 0 we have the estimate
µ(t)
λ2(t)
log Λ(t) . Λ−ε(t).
Therefore, let us compute the derivative of the function
A¯2(t) := µ(t)
λ2(t)
Λε(t) log Λ(t).
It follows
A¯′2(t) =
( µ(t)
λ2(t)
)′
Λε(t) log Λ(t) + ε
µ(t)
λ2(t)
λ(t)Λε−1(t) log Λ(t) +
µ(t)
λ2(t)
Λε(t)
λ(t)
Λ(t)
≤
[
− β1 µ(t)
λ(t)Λ(t)
log Λ(t) + ε
µ(t)
λ(t)Λ(t)
log Λ(t) +
µ(t)
λ(t)Λ(t)
]
Λε(t)
≤
[(− β1 + ε) log Λ(t) + 1] µ(t)
λ(t)Λ(t)
Λε(t).
100 3. Global in time existence results for damped wave models with power nonlinearity
Then, for sufficiently large time t and sufficiently small ε > 0 we get A¯′2(t) < 0. This shows
the decreasing behavior of A¯2 = A¯2(t). Hence, we obtain that A¯1 = A¯1(t) is uniformly
bounded.
Consequently, we arrive at the following desired estimate in both cases:
A .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12). (3.2.28)
Now let us consider the case s ∈ [δt, t]. Defining α2(p) := n2mp− n4 it holds
B =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))−α2(p)ds
= −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
= − 1
1− σ
2
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
Using Lemma 3.1.5, we obtain
B . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)−σ2 +1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)−σ2 +1d(1 +Bλ(0, s))
1 +Bλ(0, s)
,
since 1 − σ
2
> 0. Multiplying both sides of the last estimate by
(
1 + Bλ(0, t)
)σ
2 +
n
2 ( 1m− 12), we
find(
1 +Bλ(0, t)
)σ
2 +
n
2 ( 1m− 12)B
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
B¯1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
B¯2(t)
.
We will prove that on the right-hand side of the previous inequality B¯1 = B¯1(t) and B¯2 =
B¯2(t) are uniformly bounded. Therefore, we will show that for a constant γ > 0 we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−γ
. (3.2.29)
For this reason we will check the monotonicity of the following function:
B¯1(t) := µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1. (3.2.30)
Indeed, by taking the derivative of B¯1 = B¯1(t) we get
B¯′1(t) =
( µ(δt)
λ2(δt)
)′(
1 +Bλ(0, δt)
)−α2(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
I¯1(t)
+
((
1 +Bλ(0, δt)
)−α2(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
)′ µ(δt)
λ2(δt)︸ ︷︷ ︸
I¯2(t)
.
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I¯1 = I¯1(t) satisfies the following estimate:
I¯1(t) ≤ −δβ1 µ(δt)
λ(δt)Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
≤ −δβ1 µ(δt)
λ(δt)Λ(δt)
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, t)
)
× (1 +Bλ(0, δt))−α2(p)+γ−1(1 +Bλ(0, t))n2 ( 1m− 12)
≤ −δβ1 µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
φ(δt) log Λ(δt)φ(t) log Λ(t)
× (1 +Bλ(0, δt))−α2(p)+γ−1(1 +Bλ(0, t))n2 ( 1m− 12),
where we used (3.1.20). On the other hand, for I¯2 = I¯2(t) we get
I¯2(t) =
[(− α2(p) + γ)λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, t)
)
+
(
n
2
( 1
m
− 1
2
)
+ 1
)
λ(t)Λ(t)
µ(t)
(
1 +Bλ(0, δt)
)]
× (1 +Bλ(0, δt))−α2(p)+γ−1(1 +Bλ(0, t))n2 ( 1m− 12) µ(δt)
λ2(δt)
≤
[−α2(p) + γ
α+ 2
λ(δt)Λ(δt)
µ(δt)
φ(t) log Λ(t) +
(
n
2
( 1
m
− 1
2
)
+ 1
)
λ(t)Λ(t)
µ(t)
φ(δt) log Λ(δt)
]
× (1 +Bλ(0, δt))−α2(p)+γ−1(1 +Bλ(0, t))n2 ( 1m− 12) µ(δt)
λ2(δt)
≤
[−α2(p) + γ
α+ 2
λ(δt)
Λ(δt)
φ(t)φ(δt) log Λ(t) +
(
n
2
( 1
m
− 1
2
)
+ 1
)
λ(t)
Λ(t)
φ(t)φ(δt) log Λ(δt)
]
× (1 +Bλ(0, δt))−α2(p)+γ−1(1 +Bλ(0, t))n2 ( 1m− 12) µ(δt)
λ2(δt)
≤
[−α2(p) + γ
α+ 2
1
log Λ(δt)
+
(
n
2
( 1
m
− 1
2
)
+ 1
)
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
]
λ(δt)
Λ(δt)
× φ(t)φ(δt) log Λ(t) log Λ(δt)(1 +Bλ(0, δt))−α2(p)+γ−1(1 +Bλ(0, t))n2 ( 1m− 12) µ(δt)
λ2(δt)
.
Here we have used condition (C4) and (3.1.20). Hence, we have
B¯′1(t) = I¯1(t) + I¯2(t)
≤
[
− δβ1 + −α2(p) + γ
α+ 2
1
log Λ(δt)
+
(
n
2
( 1
m
− 1
2
)
+ 1
)
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
]
λ(δt)
Λ(δt)
× φ(t)φ(δt) log Λ(t) log Λ(δt)(1 +Bλ(0, δt))−α2(p)+γ−1(1 +Bλ(0, t))n2 ( 1m− 12) µ(δt)
λ2(δt)
.
Now we can use the assumption (3.2.20), which implies B¯′1(t) = I¯1(t) + I¯2(t) < 0 for large t.
This shows that B¯1 = B¯1(t) is bounded for large t. Moreover, for B¯2 = B¯2(t) by using the
estimate (3.2.29) we immediately get
B¯2(t) .
∫ t
δt
(
1 +Bλ(0, s)
)−γ−1
d
(
1 +Bλ(0, s)
)
=
1
γ
(
1 +Bλ(0, δt)
)γ − 1
γ
(
1 +Bλ(0, t)
)γ ≤ C.
Consequently, we obtain the desired estimate
B .
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12). (3.2.31)
From (3.2.28) and (3.2.31) we may conclude∥∥|D|σunl(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)‖u‖pX(t). (3.2.32)
102 3. Global in time existence results for damped wave models with power nonlinearity
Similarly, we can get
‖unl(t, ·)‖L2 .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖u‖pX(t). (3.2.33)
Replacing the estimates (3.2.32) and (3.2.33) in the norm of the solution space X(t) we obtain
‖unl‖X(t) . ‖u‖pX(t). (3.2.34)
Hence, by (3.2.25) and (3.2.34) the proof of (3.2.23) is completed.
Now let us prove (3.2.24). Following the same steps of the proof of Theorem 3.2.1 we get∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
. ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t))
×
(∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2−n2 ( 1m− 12)(1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds).
Proceeding as for proving
∥∥|D|σunl(t, ·)∥∥
L2
, we have
∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−σ2−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
Using these estimates in the norm of X(t) we obtain (3.2.24). This concludes the proof.
Remark 3.2.3. Now let us discuss in the following table the conditions (3.2.21) and (3.2.22)
of the last theorem in some special cases which depend on the parameters n, m and σ to get
the admissible range for p. We are interested in the case n ≤ 6 only.
n m Regularity σ Admissible range for p
n = 1
m ∈ [1, 2) σ ∈ [ 1
2
, 1
)
2
m
≤ p <∞
m ∈ [1, 2) σ ∈ [ 2−m
4
, 1
2
)
2
m
≤ p ≤ 1
1−2σ
n = 2 m ∈ [1, 2) σ ∈ [ 2−m
2
, 1
)
2
m
≤ p ≤ 1
1−σ
n = 3 m ∈ [1, 2) σ ∈ [ 6−3m
4
, 1
)
2
m
≤ p ≤ 3
3−2σ
n = 4 m ∈ (1, 2) σ ∈ [2−m, 1) 2
m
≤ p ≤ 2
2−σ
n = 5 m ∈ ( 6
5
, 2
)
σ ∈ [ 10−5m
4
, 1
)
2
m
≤ p ≤ 5
5−2σ
n = 6 m ∈ ( 4
3
, 2
)
σ ∈ [ 6−3m
2
, 1
)
2
m
≤ p ≤ 3
3−σ
Tab. 3.2.: Admissible range for the parameters
Remark 3.2.4. We can see that we have a benefit of the additional Lm regularity of the
data. It allows to have results for higher dimensions n. We note that the previous case with
additional L1 regularity can be proved for n ≤ 4 only.
Example 3.2.3. We choose λ(t) = etee
t
. Then, we have
Λ(t) = ee
t
, Θ(t) = ere
t
, 0 < r < 1.
Moreover, since φ(t) = Λ
2(t)
µ(t)
is an increasing function from condition (C3) choosing
µ(t) =
e2e
t
eαt
, α > 0
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we get ρ(t) = µ(t)et = e(1−α)te2e
t
.
Applying Theorem 3.2.2 we obtain ν(δ) = ∞, namely, we are in the case of super-
exponential propagation speed. Then, using the condition (3.2.20) we obtain
ν(δ, t)
1
log Λ(t)
=
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
=
etee
t
eet
ee
δt
eδteeδt
1
et
=
1
eδt
.
So, we have global (in time) existence of small data solutions for
2
m
≤ p, σ ∈ [ 1
2
, 1
)
if n = 1,
2
m
≤ p ≤ pGN,σ(1) = 11−2σ , σ ∈
(
0, 1
2
)
if n = 1,
2
m
≤ p ≤ pGN,σ(n) = nn−2σ if n ≥ 2.
Example 3.2.4. Let us choose λ(t) = etee
t
ee
et
. Then, we have
Λ(t) = ee
et
, Θ(t) = ere
et
, 0 < r < 1.
Moreover, we choose the function µ = µ(t) satisfying condition (C3) in the following way:
µ(t) =
e2e
et
eαet
, α > 0
we get
ρ(t) = µ(t)etee
t
= ete(1−α)e
t
e2e
et
.
Applying Theorem 3.2.2 we obtain ν(δ) = ∞, namely, we are in the case of super-
exponential propagation speed. Hence, by using the condition (3.2.20) we find
ν(δ, t)
1
log Λ(t)
=
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
=
etee
t
ee
et
eee
t
ee
eδt
eδteeδteee
δt
1
eet
=
et
eδteeδt
.
So, we have the global (in time) existence of small data solutions for
2
m
≤ p, σ ∈ [ 1
2
, 1
)
if n = 1,
2
m
≤ p ≤ pGN,σ(1) = 11−2σ , σ ∈
(
0, 1
2
)
if n = 1,
2
m
≤ p ≤ pGN,σ(n) = nn−2σ , if n ≥ 2.
3.3. Data in energy space
In this section we are interested in the case σ = 1 which corresponds to the classical energy
space H1×L2 with additional Lm regularity, i.e., the data are assumed in D1m with m ∈ [1, 2).
3.3.1. Case of sub-exponential propagation speed
We define the following parameters:
pFuj,m(n) := 1 +
2m
n
for n ≥ 1,
p˜1,m(n) := 1 +
(
1− β1
2 +R
)2m
n
for n ≥ 1,
p˜2,m(n) := 1 +
(
1− δ
ν(δ)
β1
2 +R
)2m
n
for n ≥ 1,
p˜3,m(n)
:= max
{
m
2
+
1− m
2
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
+
( 1− β1
2+R
δ
ν(δ)
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
)
2m
n
; 1 +
(
1− δ
ϑ(δ)
β1
2
)2m
n
}
for n ≥ 1,
pGN(n) :=
n
n− 2 for n ≥ 3,
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where we set
p˜m(n) := max
{
p˜1,m(n) ; p˜2,m(n) ; p˜3,m(n)
}
. (3.3.1)
Because of the data belongs to D1m, we apply the classical Gagliardo-Nirenberg inequality
in order to estimate the nonlinear term in (3.1.1) for the L2 norm and the Lm norm, m ∈ [1, 2).
Therefore, from the application of the classical Gagliardo-Nirenberg inequality the restrictions
for the exponent p of the nonlinear term implies the conditions p ≥ 2
m
and p ≤ n
n−2 if n ≥ 3.
Moreover, we require that the admissible range for the exponent p satisfies the condition
p > p˜m(n) in order to guarantee the integrability and boundedness of some terms in the
energy estimates.
Theorem 3.3.1. Assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1), (C2)
and (C4) are satisfied. Let ν(δ) . 1 and ϑ(δ) . 1, where ν = ν(δ) and ϑ = ϑ(δ) are defined
in (3.1.2) and (3.1.3), respectively. We suppose that (u0, u1) ∈ D1m with m ∈ [1, 2), n ≤ 42−m
and that the exponent p satisfies
p > p˜m(n) and
{
2
m
≤ p <∞ if n = 1, 2,
2
m
≤ p ≤ pGN(n) = nn−2 if n ≥ 3,
where p˜m(n) is defined in (3.3.1). Finally, we consider the following condition:
β1
n
2
(
1
m
− 1
2
) > max{(2 +R)ν(δ)
δ
; 2
ϑ(δ)
δ
}
, (3.3.2)
where the parameters β1 and R are from condition (C4) and (3.1.17), respectively. Under
these assumptions there exists a constant ε0 > 0 such that, if ‖(u0, u1)‖D1m ≤ ε0, then there
exists a uniquely determined globally (in time) energy solution to the Cauchy problem (3.1.1)
in
C([0,∞), H1) ∩ C1([0,∞), L2).
Furthermore, there exists a constant C > 0 such that the solution satisfies the estimates
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖D1m ,∥∥|D|u(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−n2 ( 1m− 12)− 12 ‖(u0, u1)‖D1m ,
‖ut(t, ·)‖L2 ≤ C max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖D1m .
Remark 3.3.1. Let us compare the parameters p1,m(n) and p2,m(n) from Theorem 3.2.1, where
σ ∈ (0, 1) and parameters p˜1,m(n), p˜2,m(n) and p˜3,m(n) from Theorem 3.3.1, where σ = 1.
• For the parameters p1,m(n) and p˜1,m(n), we have p1,m(n) = p˜1,m(n).
• The parameter p˜2,m(n) appears only in Theorem 3.3.1. Because, in this theorem we
have ‖unl(t, ·)‖L2 , however in Theorem 3.2.1 we have
∥∥|D|σunl(t, ·)∥∥
L2
with σ ∈ (0, 1).
Namely, in the case low regular data we do not have the total gradient of the solution
in L2.
• The first component of the parameter p˜3,m(n) coincide with the parameter p2,m(n).
However, when we deal with the estimates of the norm ‖unlt (t, ·)‖L2 , due to the com-
petition between several estimates, which appears only in the energy solution, we find
also the second component of the parameter p˜3,m(n) having the competition between
the first one.
• Finally, we have also a difference between Theorems 3.2.1 and 3.3.1 with the condition
(3.3.2). This condition comes into play in the treatment of ‖unl(t, ·)‖ and ‖unlt (t, ·)‖,
which do not appear in Theorem 3.2.1.
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Proof of Theorem 3.3.1. Let us introduce the space of solutions X(t) by
X(t) = C([0, t], H1) ∩ C1([0, t], L2)
with the norm
‖u‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖u(τ, ·)‖L2
+
(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)+ 12∥∥|D|u(τ, ·)∥∥
L2
+ Φ−11,m(0, τ)‖ut(τ, ·)‖L2
]
,
where Φ1,m = Φ1,m(0, τ) is defined in (3.1.13) with s = 0 and t = τ .
Let N be the operator which is defined by (3.2.1). Therefore, for any u ∈ X(t) we have
Nu(t, x) = K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x) +
∫ t
0
K1(t, s, x) ∗(x) |u(s, x)|pds.
Our goal is to prove the existence of a fixed point for the operator N . We know that(
X(t), ‖ · ‖X(t)
)
is a Banach space. Then, in order to use Banach’s fixed point theorem we
shall prove for u, v ∈ X(t) and for any (u0, u1) ∈ D1m the following two estimates uniformly
with respect to t ∈ [0,∞):
‖Nu‖X(t) . ‖(u0, u1)‖D1m + ‖u‖pX(t), (3.3.3)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (3.3.4)
After these considerations we know that to show the global (in time) existence for small data
solutions is equivalent to show the inequalities (3.3.3) and (3.3.4).
Let us begin with inequality (3.3.3). Basically, using the estimates for solutions to the
linear Cauchy problem and taking account of the norm of the solution space X(t) we obtain
immediately
‖ulin‖X(t) . ‖(u0, u1)‖D1m . (3.3.5)
To complete the proof of (3.3.3) we have to estimate ‖unl‖X(t). Then, we use
∥∥|D|j∂`tunl(t, ·)∥∥L2 ≤ C ∫ t
0
∥∥|D|j∂`t(K1(t, s, x) ∗(x) |u(s, x)|p)∥∥L2ds
for j + ` = 0, 1. Hence, we can estimate the integral term over [0, t] by splitting this interval
into [0, δt] and [δt, t], where δ is fixed and δ ∈ (0, 1). In particular, if s ∈ [0, δt] we use
Theorem 3.1.1 with m ∈ [1, 2) and if s ∈ [δt, t] we use it for m = 2 only. So, it follows
∥∥|D|j∂`tunl(t, ·)∥∥L2 ≤ C ∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2∥∥|u(s, ·)|p∥∥
Lm∩L2ds
+ C
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2∥∥|u(s, ·)|p∥∥
L2
ds (3.3.6)
for j + ` = 0, 1. Here in the case ` = 0 we define Φ01,m(s, t) ≡ 1 and Φ01(s, t) ≡ 1 and, in the
case ` = 1 the functions Φ11,m(s, t) = Φ1,m(s, t) and Φ
1
1(s, t) = Φ1(s, t) are defined in (3.1.13)
and (3.1.14), respectively.
Using∥∥|u(s, ·)|p∥∥
Lm∩L2 .
∥∥|u(s, ·)|p∥∥
Lm
+
∥∥|u(s, ·)|p∥∥
L2
= ‖u(s, ·)‖pLmp + ‖u(s, ·)‖pL2p
and applying the Gagliardo-Nirenberg inequality we get
‖u(s, ·)‖pLmp .
∥∥|D|u(s, ·)∥∥pθ(mp)
L2
‖u(s, ·)‖p(1−θ(mp))L2 , (3.3.7)
‖u(s, ·)‖pL2p .
∥∥|D|u(s, ·)∥∥pθ(2p)
L2
‖u(s, ·)‖p(1−θ(2p))L2 , (3.3.8)
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where θ(mp) = n
(
1
2
− 1
mp
) ∈ [0, 1] and θ(2p) = n( 1
2
− 1
2p
)
. Therefore, θ(mp) ≥ 0 implies
p ≥ 2
m
and θ(2p) ≤ 1 implies p ≤ pGN(n) = nn−2 for n ≥ 3. Now we are able to estimate∥∥|u(s, ·)|p∥∥
Lm∩L2 by using (3.3.7), (3.3.8) and the definition of the norm of the solution space
X(t). We have the estimates
∥∥|u(s, ·)|p∥∥
L2
.
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)p− 12pθ(2p)‖u‖pX(s)
=
(
1 +Bλ(0, s)
)− n2mp+n4 ‖u‖pX(s), (3.3.9)∥∥|u(s, ·)|p∥∥
Lm∩L2 .
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)p− 12pθ(mp)‖u‖pX(s)
=
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u‖pX(s), (3.3.10)
since it holds θ(mp) < θ(2p). Therefore, plugging (3.3.9) and (3.3.10) into (3.3.6) and using
‖u‖X(s) ≤ ‖u‖X(t) for 0 ≤ s ≤ t we find∥∥|D|j∂`tunl(t, ·)∥∥L2
≤ C‖u‖pX(t)
∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2 (1 +Bλ(0, s))− n2mp+ n2mds︸ ︷︷ ︸
D
+ C‖u‖pX(t)
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))− n2mp+n4 ds︸ ︷︷ ︸
E
. (3.3.11)
We begin to estimate the integral D. In this case, introducing α1(p) :=
n
2m
p− n
2m
and using
(3.1.18), we have
D . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α1(p)
ds︸ ︷︷ ︸
D1(t)
for j+` = 0, 1. We have already shown in the proof of Theorem 3.2.1 the condition p > p˜1,m(n)
guarantees that the integral term A1 = A1(t) in (3.2.11), which coincides with D1 = D1(t),
remains bounded. Thus, for all p > p˜1,m(n) and for j + ` = 0, 1 we get the estimate
D . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 . (3.3.12)
Now let us consider the integral E. We have
E =
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))−α2(p)ds
= −
∫ t
δt
Φ`1(s, t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)− j2d(1 +Bλ(s, t)),
where α2(p) :=
n
2m
p − n
4
. To obtain the desired estimates we consider separately the cases
j + ` = 0, 1.
For j = ` = 0 and α2(p) 6= 1 we get
E =
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
− 1
1− α2(p)
∫ t
δt
(
1 +Bλ(0, s)
)−α2(p)+1
d
( µ(s)
λ2(s)
)
.
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Case 1: α2(p) > 1. In this case it holds
E ≤ 1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
+
β1
1− α2(p)
∫ t
δt
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≤ 1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
+
β1
(1− α2(p))(2 +R)
∫ t
δt
(
1 +Bλ(0, s)
)−α2(p) Λ2(s)
µ(s)
µ(s)
λ(s)Λ(s)
ds
≤ 1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
+
β1
(1− α2(p))(2 +R)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds︸ ︷︷ ︸
E
,
where we used condition (C4) and (3.1.17), respectively. Then, we get(
1 +
β1
(α2(p)− 1)(2 +R)
)
E . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1
.
It follows
E . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1
.
Case 2: α2(p) < 1. In this case we have the estimates
E ≥ 1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
+
β1
1− α2(p)
∫ t
δt
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≥ 1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
+
β1
(1− α2(p))(2 +R)
∫ t
δt
(
1 +Bλ(0, s)
)−α2(p) Λ2(s)
µ(s)
µ(s)
λ(s)Λ(s)
ds
≥ 1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
+
β1
(1− α2(p))(2 +R)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds︸ ︷︷ ︸
E
.
This implies( β1
(1− α2(p))(2 +R) − 1
)
E . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1
.
Here we can guarantee that
β1
(1− α2(p))(2 +R) − 1 > 0, if p >
m
2
+
(
1− β1
2 +R
)2m
n
.
It is clear that the above condition for p is satisfied by the condition p > p˜1,m(n). Then, for
all p > p˜1,m(n) it holds
E . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1
.
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Now in order to get our desired estimate for E in the case j = ` = 0 we will show that the
following estimate holds:(
1 +Bλ(0, t)
)n
2 ( 1m− 12)E
. µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1(p)+1 . 1,
where we used the fact that α2(p) = α1(p)+
n
2
(
1
m
− 1
2
)
. The second summand on the right-hand
side of the previous estimate, that is,
E1(t) := µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1(p)+1
(3.3.13)
is bounded due to the condition p > p˜1,m(n). Indeed, we have
E ′1(t) =
( µ(t)
λ2(t)
)′(
1 +Bλ(0, t)
)−α1(p)+1
+
(− α1(p) + 1) µ(t)
λ2(t)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−α1(p)
≤
[
− β1 µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(− α1(p) + 1)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)−α1(p)
≤
[
− β1
2 +R
− α1(p) + 1
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α1(p)
.
Then, we can get
−β1
2 +R
− α1(p) + 1 < 0, if p > 1 +
(
1− β1
2 +R
)2m
n
.
Hence, we have E ′1(t) < 0 by p > p˜1,m(n), namely, E1 = E1(t) is decreasing. Therefore, it
remains to ensure the boundedness of the term
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2(p)+1
in both cases 1− α2(p) > 0 and 1− α2(p) < 0. In the case 1− α2(p) > 0 we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2(p)+1
. µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+1 =
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)−α1(p)+1
:= E2(t).
Now in order to guarantee that the function E2 = E2(t) is decreasing we compute its derivative
as follows:
E ′2(t) =
( µ(δt)
λ2(δt)
)′(
1 +Bλ(0, t)
)−α1(p)+1
+
(− α1(p) + 1) µ(δt)
λ2(δt)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−α1(p)
≤
[
− δβ1 µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
(
1 +Bλ(0, t)
)
+
(− α1(p) + 1) µ(δt)
λ2(δt)
λ2(t)
ρ(t)
](
1 +Bλ(0, t)
)−α1(p)
≤
[
− δβ1
2 +R
µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λ2(t)
µ(t)
+
(− α1(p) + 1) µ(δt)
λ2(δt)
λ(t)
Λ(t)
Λ2(t)
µ(t)
](
1 +Bλ(0, t)
)−α1(p)
≤
[
− δβ1
2 +R
+
(− α1(p) + 1)ν(δ, t)] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λ2(t)
µ(t)
(
1 +Bλ(0, t)
)−α1(p)
.
Then, for a large time t we can guarantee that E ′2(t) < 0 by
−δβ1
2 +R
+
(− α1(p) + 1)ν(δ) < 0,
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and this can be concluded from p > p˜2,m(n). In the other case 1 − α2(p) < 0, our desired
estimate can be obtained directly from the case 1− α2(p) > 0. Therefore, for all p > p˜1,m(n)
and p > p˜2,m(n) we arrive at the expected estimate
E .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (3.3.14)
Case 3: α2(p) = 1. In this case it holds
E =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds .
∫ t
δt
Λ(s)
λ(s)
µ(s)
Λ2(s)
ds
=
∫ t
δt
µ(s)
λ2(s)
λ(s)
Λ(s)
ds =
µ(s)
λ2(s)
log Λ(s)
∣∣∣t
δt
−
∫ t
δt
log Λ(s)d
( µ(s)
λ2(s)
)
. µ(t)
λ2(t)
log Λ(t)− µ(δt)
λ2(δt)
log Λ(δt) +
∫ t
δt
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds,
where we have used (3.1.17) and condition (C4), respectively. Then, it follows(
1 +Bλ(0, t)
)n
2 ( 1m− 12)E . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(s)
λ(s)
Λ(s)
ds.
In order to prove that
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)E is bounded, we will show that for a sufficiently
small positive constant ε we have the estimate
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt) . Λ−ε(δt).
So, it suffices to form the derivative of the function
E3(t) := µ(δt)
λ2(δt)
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt).
Indeed, it holds
E ′3(t) =
( µ(δt)
λ2(δt)
)′
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt)
+ εδ
µ(δt)
λ2(δt)
λ(δt)Λε−1(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt)
+
n
2
( 1
m
− 1
2
) µ(δt)
λ2(δt)
Λε(δt)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−1 log Λ(δt)
+ δ
µ(δt)
λ2(δt)
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) λ(δt)
Λ(δt)
≤
[
− δβ1 λ(δt)
Λ(δt)
+ εδ
λ(δt)
Λ(δt)
+
n
2
( 1
m
− 1
2
)λ2(t)
ρ(t)
1
1 +Bλ(0, t)
+ δ
λ(δt)
Λ(δt)
1
log Λ(δt)
]
× µ(δt)
λ2(δt)
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt)
≤
[
− δβ1 λ(δt)
Λ(δt)
+ εδ
λ(δt)
Λ(δt)
+ (2 +R)
n
2
( 1
m
− 1
2
)λ(t)
Λ(t)
+ δ
λ(δt)
Λ(δt)
1
log Λ(δt)
]
× µ(δt)
λ2(δt)
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt)
≤
[
− β1 + ε+ (2 +R)n
2
( 1
m
− 1
2
)ν(δ, t)
δ
+
1
log Λ(δt)
]
× δ µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt).
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Then, for sufficiently large time t and sufficiently small constant ε > 0, if
(2 +R)
n
2
( 1
m
− 1
2
)ν(δ)
δ
− β1 < 0,
which is related to condition (3.3.2), we get E ′3(t) < 0. This shows the decreasing behavior of
E3 = E3(t). Hence, we obtain∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(s)
λ(s)
Λ(s)
ds .
∫ t
δt
Λ−ε−1(s)λ(s)ds . 1.
In the same way, by condition (3.3.2) we can also derive
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(t) . µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(t) . Λ−ε(δt).
Consequently, in the case j = ` = 0 we obtain the desired estimate
E .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (3.3.15)
Now let us consider the case j = 1 and ` = 0 for the integral E. In this case we have
E = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)− 12d(1 +Bλ(s, t))
= −2 µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+ 2
∫ t
δt
(
1 +Bλ(s, t)
) 1
2d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
. − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
) 1
2
d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)
,
where we used Lemma 3.1.5. Then, we get(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12 E
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
) 1
2
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12
+
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
) 1
2
d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)
.
Hence, it follows(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12 E
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
E1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
E2(t)
.
In order to prove that E1 = E1(t) and E2 = E2(t) are uniformly bounded it is sufficient to
show that for small positive constant ε we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−ε
.
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Then, employing (3.1.19) we get
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
≤ µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1−α2(p)+ε
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+ε)
:= E4(t). (3.3.16)
We may conclude immediately that the function E4 = E4(t) is bounded by the aid of the
condition p > p˜3,m(n), because this function coincides with the function B1 = B1(t) in
(3.2.15). Consequently, for the case j = 1 and ` = 0 we obtain the expected estimate
E .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− 12 . (3.3.17)
Finally, it remains to consider the case j = 0 and ` = 1 for the integral E. In this case we
have
E =
∫ t
δt
Φ1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+n4 ds,
where Φ1 = Φ1(s, t) is defined in (3.1.14). Due to the competition between the estimates in
Φ1 = Φ1(s, t), from condition (C1) we are interested in the following two cases only for all
s ∈ [δt, t]:
Case a: Φ1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1
. Then, it follows
E =
λ2(t)
ρ(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−1(
1 +Bλ(0, s)
)−α2(p)
ds
= −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(s, t))
1 +Bλ(s, t)
= −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
log
(
1 +Bλ(s, t)
)
d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
. −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
Thus, we have(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 ρ(t)
λ2(t)
E
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
︸ ︷︷ ︸
E3(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)︸ ︷︷ ︸
E4(t)
.
In order to prove that E3 = E3(t) and E4 = E4(t) are bounded we will show that for a small
positive constant ε we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
.
(
1 +Bλ(0, δt)
)−ε
.
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This implies to deal with
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
.
Hence, for the boundedness of E3 = E3(t) we have
E3(t) .
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε E4(t) . log (1 +Bλ(0, t))(
1 +Bλ(0, δt)
)ε . 1 (3.3.18)
for large t. Here we used the boundedness of E4 = E4(t) which is given in (3.3.16) and
l’Hospital’s rule (cf. condition (B4)) for
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε . lim
t→∞
sup
ν(δ, t)(
1 +Bλ(0, δt)
)ε . 1,
respectively. On the other hand, for E4 = E4(t) we have
E4 . log
(
1 +Bλ(0, t)
) ∫ t
δt
(
1 +Bλ(0, s)
)−ε−1
d
(
1 +Bλ(0, s)
)
=
log
(
1 +Bλ(0, t)
)
ε
(
1 +Bλ(0, δt)
)ε − log (1 +Bλ(0, t))
ε
(
1 +Bλ(0, t)
)ε . 1,
where we used (3.3.18). Therefore, in the Case a we obtain the desired estimate
E . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1. (3.3.19)
Summarizing, in the Case a from (3.3.14), (3.3.15), (3.3.17) and (3.3.19) for j + ` = 0, 1 we
arrive at
E . λ
2`(t)
ρ`(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− j2−`. (3.3.20)
Case b: Φ1(s, t) =
λ(t)
F (Λ(t))
. In this case we have
E =
λ(t)
F (Λ(t))
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds.
Case b.1: α2(p) > 1. In a similar way as we did in the Case 1 we have
F (Λ(t))
λ(t)
E . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1
.
Case b.2: α2(p) < 1. Similarly as in the Case 2 for p > p˜1,m(n) we conclude
F (Λ(t))
λ(t)
E . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1
.
Then, it follows
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)E
. µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+1,
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where we used condition (B6), that is, Bλ(0, t) . F 2(Λ(t)). We have shown in (3.3.13) by
using the condition p > p˜1,m(n) that the second summand on the right-hand side of the
previous inequality, that is,
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2(p)+1
is bounded. For this reason let us consider the first term only, that is,
µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2(p)+1
in both cases α2(p) < 1 and α2(p) > 1. For the case α2(p) < 1 we have
µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2(p)+1
. µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)−α2(p)+1 =
µ(δt)
λ2(δt)
(
F 2(Λ(t))
)−α1(p)+1
:= E5(t), (3.3.21)
where again we used condition (B6) and α2(p) = α1(p) +
n
2
(
1
m
− 1
2
)
. Now if we form the
derivative of the function E5 = E5(t) we get
E ′5(t) =
( µ(δt)
λ2(δt)
)′
F (Λ(t))−2α1(p)+2 + 2
(− α1(p) + 1) µ(δt)
λ2(δt)
λ(t)F ′(Λ(t))F (Λ(t))−2α1(p)+1
≤
[
− δβ1 µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
+ 2
(− α1(p) + 1) µ(δt)
λ2(δt)
λ(t)
F (Λ(t))
F ′(Λ(t))
]
F (Λ(t))−2α1(p)+2
≤
[
− δβ1 + 2
(− α1(p) + 1) λ(t)
F (Λ(t))
F 2(Λ(t))
λ2(t)Ξ2(t)
Λ(δt)
λ(δt)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
F (Λ(t))−2α1(p)+2
≤
[
− δβ1 + 2
(− α1(p) + 1) F (Λ(t))
λ(t)Ξ2(t)
Λ(δt)
λ(δt)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
F (Λ(t))−2α1(p)+2
≤
[
− δβ1 + 2
(− α1(p) + 1)ϑ(δ, t)] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
F (Λ(t))−2α1(p)+2,
where from condition (A5) we used F ′(Λ(t)) =
F 2(Λ(t))
λ2(t)Ξ2(t)
. Then, for a large time t by using
p > p˜3,m(n) we obtain
−δβ1 + 2
(− α1(p) + 1)ϑ(δ) < 0,
which implies E ′5(t) < 0. Similarly, in the case α2(p) > 1 the desired estimate can be derived
as in the case α2(p) < 1. For this reason, we obtain the expected estimate
E . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (3.3.22)
Case b.3 : α2(p) = 1. In the same way as in the Case 3 we obtain
F (Λ(t))
λ(t)
E . µ(t)
λ2(t)
log Λ(t)− µ(δt)
λ2(δt)
log Λ(δt) +
∫ t
δt
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds.
Then, we get
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)E . µ(t)
λ2(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(t)
+
∫ t
δt
µ(s)
λ2(s)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(s)
λ(s)
Λ(s)
ds.
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In order to show the desired estimate we assume that there exists a sufficiently small positive
constant ε such that we have the estimate
µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(δt) . Λ−ε(δt).
Thus, it is sufficient to consider the derivative of the function
E6(t) := µ(δt)
λ2(δt)
Λε(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(δt). (3.3.23)
It follows
E ′6(t) =
( µ(δt)
λ2(δt)
)′
Λε(δt)F (Λ(t))n(
1
m− 12) log Λ(δt)
+ δε
µ(δt)
λ2(δt)
λ(δt)Λε−1(δt)F (Λ(t))n(
1
m− 12) log Λ(δt)
+ n
( 1
m
− 1
2
) µ(δt)
λ2(δt)
Λε(δt)λ(t)F ′(Λ(t))F (Λ(t))n(
1
m− 12)−1 log Λ(δt)
+ δ
µ(δt)
λ2(δt)
Λε(δt)F (Λ(t))n(
1
m− 12) λ(δt)
Λ(δt)
≤
[
− β1 λ(δt)
Λ(δt)
+ ε
λ(δt)
Λ(δt)
+ n
( 1
m
− 1
2
)1
δ
λ(t)
F (Λ(t))
F ′(Λ(t)) +
λ(δt)
Λ(δt)
1
log Λ(δt)
]
× δ µ(δt)
λ2(δt)
Λε(δt)
(
F (Λ(t))
)n( 1m− 12) log Λ(δt)
≤
[
− β1 + ε+ n
( 1
m
− 1
2
)1
δ
λ(t)
F (Λ(t))
F 2(Λ(t))
λ2(t)Ξ2(t)
Λ(δt)
λ(δt)
+
1
log Λ(δt)
]
× µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λε(δt)F (Λ(t))n(
1
m− 12) log Λ(δt)
≤
[
− β1 + ε+ n
( 1
m
− 1
2
)ϑ(δ, t)
δ
+
1
log Λ(δt)
]
× δ µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λε(δt)F (Λ(t))n(
1
m− 12) log Λ(δt).
Here from condition (A5) we used F ′(Λ(t)) =
F 2(Λ(t))
λ2(t)Ξ2(t)
. Hence, for a small constant ε > 0
and for large time t after taking account of
−β1 + ε+ n
( 1
m
− 1
2
)ϑ(δ)
δ
< 0,
which is related to condition (3.3.2), we have E ′6(t) < 0. Analogously, using the decreasing
behavior of the function µ(t)
λ2(t)
one can also prove by (3.3.2) the estimate
µ(t)
λ2(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(t) . µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(t) . Λ−ε(δt).
Thus, we get
E . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (3.3.24)
Summarizing, from (3.3.20), (3.3.22) and (3.3.24) for j = 0 and ` = 1 we get
E . max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12)−1}. (3.3.25)
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Consequently, from (3.3.12), (3.3.20) and (3.3.25) we arrive at the statement∥∥|D|j∂`tunl(t, ·)∥∥L2 . ‖u‖pX(t)Φ`1,m(0, t)(1 +Bλ(0, t))(`−1)n2 ( 1m− 12)− j2 ,
where Φ11,m(0, t) = Φ1,m(0, t) is defined in (3.1.13) for s = 0 and Φ
0
1,m(0, t) = 1. Replacing
the estimates for j + ` = 0, 1 in the norm of the solution space X(t) we obtain
‖unl‖X(t) . ‖u‖pX(t). (3.3.26)
Then, after the estimates (3.3.5) and (3.3.26) imply (3.3.3).
Now let us prove (3.3.4). We have
‖Nu−Nv‖X(t) =
∥∥∥ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
X(t)
.
Thanks to the estimates for the solutions to the family of linear parameter dependent Cauchy
problems with vanishing right-hand side we can estimate∥∥|D|j∂`tK1(t, s, x) ∗(x) (|u(s, x)|p − |v(s, x)|p)∥∥L2
.

Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2∥∥|u(s, x)|p − |v(s, x)|p∥∥
Lm∩L2 , s ∈ [0, δt],
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2∥∥|u(s, x)|p − |v(s, x)|p∥∥
L2
, s ∈ [δt, t].
We use the fact that∣∣|u(s, x)|p − |v(s, x)|p∣∣ . ∣∣u(s, x)− v(s, x)∣∣(|u(s, x)|p−1 + |v(s, x)|p−1).
By Ho¨lder’s inequality we obtain∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
Lm
. ‖u(s, ·)− v(s, ·)‖Lmp
(‖u(s, ·)‖p−1Lmp + ‖v(s, ·)‖p−1Lmp),∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
L2
. ‖u(s, ·)− v(s, ·)‖L2p
(‖u(s, ·)‖p−1L2p + ‖v(s, ·)‖p−1L2p ).
In a similar way to the proof of (3.3.3) we use again Gagliardo-Nirenberg inequality to the
following terms:
‖u(s, ·)− v(s, ·)‖Lq , ‖u(s, ·)‖Lq , ‖v(s, ·)‖Lq
with q = mp and q = 2p. Summarizing, we arrive at the following inequality:∥∥|D|j∂`t(Nu−Nv)∥∥L2 . ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t))
×
(∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2 (1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))− n2mp+n4 ds).
Thus, we can repeat the same arguments to the proof of (3.3.3) in order to estimate these
two integrals employing the conditions p > p˜m(n) and (3.3.2). Finally, we may conclude the
proof of the statement (3.3.4) from the definition of the norm of X(t). In this way the proof
of the theorem is completed.
Remark 3.3.2. Let us choose formally ω(t) ≡ 1. Then, we have Λ(t) = Θ(t) = F (Λ(t)) and
ν(δ) = ϑ(δ). Let µ = µ(t) be an arbitrary function satisfying the assumptions (B1) to (B6),
(C2) and (C4). Hence, choosing β1 = 2λ0 and applying Theorem 3.3.1 with m = 1 we can
see that the definition of parameters p˜1,m(n) to p˜3,m(n) are related to the results of the paper
[3].
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Remark 3.3.3. From the parameters p˜1,m(n), p˜2,m(n) and p˜3,m(n) of the last theorem we can
see that if the condition
lim
δ→1
ν(δ) = 1
holds, then we have
p˜1,m(n) = p˜2,m(n) = 1 +
(
1− β1
2 +R
)2m
n
and
p˜3,m(n) = max
{
1 +
(
1− β1
2 +R
)2m
n
; 1 +
(
1− 1
ϑ(δ)
)2m
n
}
.
Moreover, the condition (3.3.2) holds
β1
n
2
(
1
m
− 1
2
) > max{2 +R ; 2ϑ(δ)}.
On the other hand, if
lim
δ→1
ν(δ) = lim
δ→1
ϑ(δ) = 1,
then we get
p˜1,m(n) = p˜2,m(n) = p˜3,m(n) = 1 +
(
1− β1
2 +R
)2m
n
,
where the condition (3.3.2) yields
β1 > (2 +R)
n
2
( 1
m
− 1
2
)
.
Remark 3.3.4. Let us point out that the phenomenon of loss of decay appears in order to
discuss some typical examples in the case of sub-exponential propagation speed. We will
propose some decay rates for solutions or some of their derivatives to the semilinear models
which are worse than those given for the solutions to the corresponding linear models with
vanishing right-hand side to treat the semilinear model (3.1.1), that is, we allow a loss of decay.
This strategy comes into play to get some advantages when dealing with the competition
between the estimates in (3.1.13) and (3.1.14). Here let us remark that if we allow a loss of
decay in Theorem 3.3.1, this idea does not influence the conditions of this theorem.
Example 3.3.1 (Polynomial case). Let λ(t) = (α+ 1)(1 + t)α, α > 0. Then, we obtain
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, −1 < γ < α.
If we choose
µ(t) = (1 + t)β, α− γ < β < 2α+ 2,
then, we get
ρ(t) = (α+ 1)(1 + t)β−1,
where due to condition (C2) we define β := µ1(α+ 1) with µ1 ∈ [0, 2). Moreover, taking
Ξ(t) = (1 + t)κ, 1 > κ ≥ 4− β
4
we find
F (Λ(t)) ' (1 + t)α+2κ−1.
Finally, due to condition (C4), β1 satisfies
0 < β1 ≤ 2α− β
α+ 1
, β < 2α. (3.3.27)
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Taking account of the construction of the oscillating functions as in Section 2.6, the func-
tion ω = ω(t) is defined in the following way:
ω(t) = 1 + ϕkψ
( t− tk
υk
)
for all t ∈ [tk, tk+1],
where
tk := 2
k, υk := 2
κk ≤ ∆tk := tk+1 − tk = 2k, ϕk := 2k(γ−α−κ) ≤ 1.
Moreover, ψ ∈ CM0 (R) and it holds
suppψ ⊆ [0, 1], −1 < ψ(t) < 1 and
∫ 1
0
|ψ(t)|dt = 1
2
.
Then, the oscillating function ω = ω(t) satisfies the related estimates in condition (A2).
Moreover, the stabilization condition (A3) is satisfied, since υkϕk is small enough. Indeed,
we have υkϕk = 2
k(γ−α) < 1.
Now let us consider
Φ˜1(s, t) = max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
;λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2}
, (3.3.28)
which appears in the proof of Theorem 3.3.1 for j = 0 and ` = 1. Here γ1 and γ2 are
positive constants and these constants stand for the loss of decay in comparison with the
corresponding decay estimates for the time derivative of the solution u to the linear Cauchy
problem with vanishing right-hand side. In this case, we get a benefit of allowing a loss of
decay.
As we did in the proof, from condition (C1) we will only consider the following two cases
of the function Φ˜1 = Φ˜1(s, t) for s ∈ [δt, t]:
Case a: Φ˜1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
for s ∈ [δt, t]
This case implies that we have
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≥ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
Then, it follows(
1 + (1 + t)2α−β+2 − (1 + s)2α−β+2
)−1+γ1 ≥ (1 + t)β−2κ−2α+2γ2(α+2κ−1).
Therefore, if we assume β− 2κ− 2α+ 2γ2(α+ 2κ− 1) ≤ 0 and γ1 ≥ 1, then for s ∈ [δt, t] the
first component in (3.3.28) becomes dominant.
Here let us remark that if we do not allow a loss of decay, namely, if we choose γ1 = γ2 = 0,
then we have
(1 + s)2α−β+2 ≥ 1 + (1 + t)2α−β+2 − (1 + t)2α+2κ−β.
In order to show that we have one case which implies that the first component is dominant
in (3.3.28), we have to assume 2α + 2κ − β ≥ 2α − β + 2 in the the last inequality, namely,
κ ≥ 1 which contradicts the choices of κ. For this reason, we assume a loss of decay in
L2−L2 estimates for the time derivative of the solution u to the linear Cauchy problem with
vanishing right-hand side to get the desired estimates.
Case b: Φ˜1(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2
for s ∈ [δt, t]
Then, we have
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≤ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
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Assuming γ2 ≥ γ1 for s ∈ [δt, t] it follows(
1 + (1 + t)2α−β+2 − (1 + s)2α−β+2
)−1+γ1 ≤ (1 + t)β−2κ−2α+2γ2(α+2κ−1).
Then, this shows that the second component is dominant in (3.3.28).
Applying Theorem 3.3.1 we also get ν(δ) = ϑ(δ) = δ and R = 0 (we can choose R = 0,
since µ(t) is increasing). Moreover, taking into consideration the condition (3.3.2) for α2(p) =
n
2m
p− n
4
= 1 we have
β1 > n
( 1
m
− 1
2
)
.
This implies that we have
n
( 1
m
− 1
2
)
< β1 ≤ 2α− β
α+ 1
, β < 2α.
Therefore, the “critical” exponent is
p˜1,m(n) = p˜2,m(n) = p˜3,m(n) = 1 +
(β − α+ 1
α+ 1
)2m
n
= p˜m(n). (3.3.29)
Consequently, we have the global (in time) existence of small data solutions for
p > 1 +
(β − α+ 1
α+ 1
)2m
n
and
{
2
m
≤ p if n = 1, 2,
2
m
≤ p ≤ pGN(n) = nn−2 if n ≥ 3.
(3.3.30)
We remark that by (3.3.27) we can see that we have β−α+1
α+1
< 1. For this reason, we have
p˜m(n) < pFuj,m(n).
Example 3.3.2 (Exponential case). Let us choose λ(t) = et. Then, we obtain
Λ(t) = et and Θ(t) = ert, 0 < r < 1.
Moreover, we take
µ(t) = ρ(t) = eµ1t, 1− r < µ1 < 2.
Now taking
Ξ(t) = eκt, 0 > κ ≥ −µ1
4
we get
F (Λ(t)) ' e(1+2κ)t.
The condition (C4) implies that
0 < β1 ≤ 2− µ1.
Now let us define the oscillating function, as we explained in Section, 2.6 as follows:
ω(t) = 1 + ϕkψ
( t− tk
υk
)
for all t ∈ [tk, tk+1],
where
tk := k, υk := e
κk ≤ ∆tk := tk+1 − tk, ϕk := ek(r−κ−1) ≤ 1.
Moreover, ψ ∈ CM0 (R) satisfies
suppψ ⊆ [0, 1], −1 < ψ(t) < 1 and
∫ 1
0
|ψ(t)|dt = 1
2
.
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Then, the oscillating function ω = ω(t) fulfills the related estimates in condition (A2).
Moreover, the stabilization condition (A3) is satisfied, since υkϕk is small enough. Indeed,
we have υkϕk = e
k(r−1) < 1.
Now let us consider the case
Φ˜1(s, t) = max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
;λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2}
. (3.3.31)
Here γ1 and γ2 are positive constants which describe the loss of decay in comparison with the
corresponding decay estimates for the time derivative of the solution u to the linear Cauchy
problem with vanishing right-hand side.
As we did in the proof of Theorem 3.3.1 from condition (C1) we will distinguish between
two cases only.
Case a: Φ˜1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
for s ∈ [δt, t]
This case implies that we have
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≥ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
If we assume µ1 − 2κ− 2 + 2γ2(1 + 2κ) ≤ 0 and γ1 ≥ 1, then for s ∈ [δt, t] it holds(
1 + e(2−µ1)t − e(2−µ1)s
)−1+γ1 ≥ e(µ1−2κ−2+2γ2(1+2κ))t.
Therefore, this shows that the first component is always dominant in (3.3.31), because we
have a benefit of allowing a loss of decay.
Case b: Φ˜1(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2
for s ∈ [δt, t]
This case implies
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≤ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
Assuming γ2 ≥ γ1 for s ∈ [δt, t] it holds(
1 + e(2−µ1)t − e(2−µ1)s
)−1+γ1 ≤ e(µ1−2κ−2+2γ2(1+2κ))t.
Then, this shows that the second component is dominant in (3.3.31).
Now applying Theorem 3.3.1 we also find ν(δ) = ϑ(δ) = 1 and R = 0 (here we can choose
R = 0, since µ(t) is increasing). Moreover, the condition (3.3.2) for α2(p) =
n
2m
p − n
4
= 1 is
satisfied with
β1
n
(
1
m
− 1
2
) > 1
δ
.
So, we have
n
δ
( 1
m
− 1
2
)
< β1 ≤ 2− µ1.
Therefore, we get
p˜1,m(n) = 1 +
(
1− β1
2
)2m
n
,
p˜2,m(n) = 1 +
(
1− δβ1
2
)2m
n
,
p¯3,m(n) =
m
2
+
1− m
2
1− 2
2−µ1 (1− δ)
+
( 1− δ β1
2
1− 2
2−µ1 (1− δ)
)2m
n
.
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Choosing δ close to 1 gives
p˜m(n) = 1 +
(
1− β1
2
)2m
n
+ ε
with a positive arbitrary small ε. So, we have the global (in time) existence of small data
solutions for
p > 1 +
(
1− β1
2
)2m
n
+ ε and
{
2
m
≤ p if n = 1, 2,
2
m
≤ p ≤ pGN(n) = nn−2 if n ≥ 3.
3.3.2. Case of super-exponential propagation speed
Now we will deal with the case of super-exponential propagation speed where the data belong
to energy space H1 × L2 with additional Lm regularity, m ∈ [1, 2).
Theorem 3.3.2. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1),
(C3) and (C4) hold. Let ν(δ) = ∞ and ϑ(δ) = ∞, and we suppose that the following
condition for the functions ν = ν(δ, t) and ϑ = ϑ(δ, t) (see (3.1.2) and (3.1.3)) holds:
max
{
ν(δ, t) ; ϑ(δ, t)
}
= o
(
log Λ(t)
)
. (3.3.32)
We consider (u0, u1) ∈ D1m with m ∈ [1, 2), n ≤ 42−m and that the exponent p satisfies{
2
m
≤ p <∞ if n = 1, 2,
2
m
≤ p ≤ pGN(n) = nn−2 if n ≥ 3.
(3.3.33)
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ D1m with ‖(u0, u1)‖D1m ≤ ε0,
there is a uniquely determined globally (in time) energy solution to the Cauchy problem (3.1.1)
in
C([0,∞), H1) ∩ C1([0,∞), L2).
Furthermore, there exists a constant C > 0 such that the solution satisfies the following
estimates:
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖D1m ,∥∥|D|u(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−n2 ( 1m− 12)− 12 ‖(u0, u1)‖D1m ,
‖ut(t, ·)‖L2 ≤ C max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖D1m .
Proof. We proceed in the same way as we did in the proof of Theorem 3.3.1 to verify that the
integrals D and E, which are given in (3.3.11), fulfill the desired estimates. For this reason
our goal is only to prove the following inequalities:
‖Nu‖X(t) . ‖(u0, u1)‖D1m + ‖u‖pX(t), (3.3.34)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (3.3.35)
Let us start with inequality (3.3.34). To complete the proof of (3.3.34) we have to estimate
‖unl(t, ·)‖X(t). For this reason, we begin with the integral D for j + ` = 0, 1, that is,
D . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
D¯1(t)
,
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where we used (3.1.21). Here Φ01,m(0, t) ≡ 1 and Φ11,m(0, t) = Φ1,m(0, t) is defined in (3.1.13)
for s = 0. Here the integral D¯1 = D¯1(t) coincides with the integral A¯1 = A¯1(t) in (3.2.26),
which has been already shown that it is uniformly bounded in the proof of Theorem 3.2.2.
So, D¯1 = D¯1(t) is uniformly bounded, too. Therefore, we may conclude the following desired
estimate for j + ` = 0, 1:
D . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 . (3.3.36)
Now let us consider the integral E, that is,
E =
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))− n2mp+n4 ds
= −
∫ t
δt
Φ`1(s, t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)− j2d(1 +Bλ(s, t)), (3.3.37)
where α2(p) :=
n
2m
p − n
4
. We define for ` = 0 the function Φ01(s, t) ≡ 1 and for ` = 1 the
function Φ11(s, t) = Φ1(s, t) is defined in (3.1.14).
For j = ` = 0 we will discuss the cases α2(p) 6= 1 and α2(p) = 1, respectively.
Case 1: α2(p) 6= 1. In this case, by using condition (C4) we have
E =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds =
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α2(p)
[
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
−
∫ t
δt
(
1 +Bλ(0, s)
)−α2(p)+1
d
( µ(s)
λ2(s)
)]
. 1
1− α2(p)
[
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1∣∣∣t
δt
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1 λ(s)
Λ(s)
ds
]
.
Then, it follows(
1 +Bλ(0, t)
)n
2 ( 1m− 12)E . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12)︸ ︷︷ ︸
E¯1(t)
+
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12)︸ ︷︷ ︸
E¯2(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds︸ ︷︷ ︸
E¯3(t)
.
Since α2(p) = α1(p) +
n
2
(
1
m
− 1
2
)
, we may conclude for large t the relation
E¯1(t) =
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1(p)+1
= E¯1(t)Λ(t)−ε . Λ(t)−ε . 1,
where E¯1 = E¯1(t) is defined by
E¯1(t) := µ(t)
λ2(t)
Λε(t)
(
1 +Bλ(0, t)
)−α1(p)+1
.
It is shown in (3.2.27) that E¯1 = E¯1(t) is decreasing. So, we find that E¯1 = E¯1(t) is bounded.
Now in order to prove that E¯2 = E¯2(t) and E¯3 = E¯3(t) are both uniformly bounded it is
sufficient to show that for a small positive constant  we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12) . Λ(δt)−. (3.3.38)
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Therefore, we will consider the monotonicity of the function
E¯2(t) := µ(δt)
λ2(δt)
Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12).
Performing the derivative of the function E¯2 = E¯2(t) we obtain
E¯ ′2(t) =
( µ(δt)
λ2(δt)
)′
Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12)
+ δ
µ(δt)
λ2(δt)
λ(δt)Λ(δt)−1
(
1 +Bλ(0, δt)
)−α2(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12)
+
(− α2(p) + 1) µ(δt)
λ2(δt)
Λ(δt)
λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)
+
n
2
( 1
m
− 1
2
) µ(δt)
λ2(δt)
Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1λ(t)Λ(t)
µ(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−1
≤
[
− δβ1 λ(δt)
Λ(δt)
+ δ
λ(δt)
Λ(δt)
+
(− α2(p) + 1)λ(δt)
Λ(δt)
1
log Λ(δt)
+
n
2
( 1
m
− 1
2
)λ(t)
Λ(t)
1
log Λ(t)
]
× φ(t) log Λ(t)φ(δt) log Λ(δt) µ(δt)
λ2(δt)
Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−1
≤
[
− δβ1 + δ +
(− α2(p) + 1) 1
log Λ(δt)
+
n
2
( 1
m
− 1
2
)λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
]
λ(δt)
Λ(δt)
× φ(t) log Λ(t)φ(δt) log Λ(δt) µ(δt)
λ2(δt)
Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−1.
Here we used the condition (C4) and (3.1.20) with condition (C3), respectively. Now em-
ploying the condition (3.3.32), we immediately get E¯ ′2(t) < 0 for large t. This implies that
E¯2 = E¯2(t) is bounded and using (3.3.38) we find
E¯3(t) .
∫ t
δt
Λ(s)−−1λ(s)ds . 1.
Hence, we may conclude in the case j = ` = 0 the estimate
E .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (3.3.39)
Case 2: α2(p) = 1. In this case it follows
E =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds =
∫ t
δt
µ(s)
λ2(s)
d
(
log
(
1 +Bλ(0, s)
))
=
µ(s)
λ2(s)
log
(
1 +Bλ(0, s)
)∣∣∣t
δt
−
∫ t
δt
log
(
1 +Bλ(0, s)
)
d
( µ(s)
λ2(s)
)
≤ µ(t)
λ2(t)
log
(
1+Bλ(0, t)
)− µ(δt)
λ2(δt)
log
(
1+Bλ(0, δt)
)
+ β0
∫ t
δt
µ(s)
λ2(s)
log
(
1+Bλ(0, s)
)λ(s)
Λ(s)
ds,
where we used condition (C4). Then, it holds(
1 +Bλ(0, t)
)n
2 ( 1m− 12)E ≤ µ(t)
λ2(t)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)
+ β0
∫ t
δt
µ(s)
λ2(s)
log
(
1 +Bλ(0, s)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds.
Similarly, in order to prove
(
1 + Bλ(0, t)
)n
2 ( 1m− 12)E is uniformly bounded we will show that
for a sufficiently small positive constant  we have the estimate
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12) . Λ(δt)−.
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Then, for an arbitrary positive constant r we have
µ(δt)
λ2(δt)
Λ(δt) log
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)
=
µ(δt)
λ2(δt)
Λ(δt)
log
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, δt)
)r (1 +Bλ(0, δt))r(1 +Bλ(0, t))n2 ( 1m− 12)
. µ(δt)
λ2(δt)
Λ(δt)
(
1 +Bλ(0, δt)
)r(
1 +Bλ(0, t)
)n
2 ( 1m− 12),
where we have employed l’Hospital rule (cf. condition (B4)) as follows:
lim
t→∞
sup
log
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, δt)
)r = lim
t→∞
sup
λ(δt)Λ(δt)
µ(δt)
rδ
(
1 +Bλ(0, δt)
)λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, δt)
)r−1
= lim
t→∞
sup
1
rδ
(
1 +Bλ(0, δt)
)r . 1.
Therefore, taking account of the monotonic behavior of E¯2 = E¯2(t) we find the desired estimate
E .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (3.3.40)
Now let us consider (3.3.37) in the case j = 1 and ` = 0. Then, we get
E =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− 12 (1 +Bλ(0, s))−α2(p)ds
= −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)− 12d(1 +Bλ(s, t))
= −2 µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+ 2
∫ t
δt
(
1 +Bλ(s, t)
) 1
2d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
. − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
) 1
2
d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)
,
where we have used Lemma 3.1.5. After, multiplying both sides of the last estimate by(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12 , we find
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12 E
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)
.
To derive the desired estimates for the two summands on the right-hand side of the previous
inequality, employing (3.3.32), we proceed in the same way as we did in the proof of Theorem
3.2.2 to estimate the terms B¯1 = B¯1(t) and B¯2 = B¯2(t). Summarizing, we have the estimate
E .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− 12 . (3.3.41)
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Finally, we will consider (3.3.37) in the case j = 0 and ` = 1. So, we have
E =
∫ t
δt
Φ1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds,
where Φ1 = Φ1(s, t) is defined in (3.1.14). Employing condition (C1) we are only interested
in the following two cases, which explains that we have either the first component or the
second component is dominant in Φ1 = Φ1(s, t) for all s ∈ [δt, t].
Case a: Φ1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1
. In this case it holds
E =
λ2(t)
ρ(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−1(
1 +Bλ(0, s)
)−α2(p)
ds
= −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(s, t))
1 +Bλ(s, t)
= −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
log
(
1 +Bλ(s, t)
)
d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
. −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
Then, we have
ρ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1E
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
E¯4(t)
+
∫ t
δt
µ(s)
λ2(s)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1(
1 +Bλ(0, s)
)α2(p) d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
E¯5(t)
.
After applying the l’Hospital rule for γ > 1 (cf. condition (B4)) we find
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)γ = lim
t→∞
sup
λ(t)Λ(t)
µ(t)
γδ
(
1 +Bλ(0, t)
)λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, δt)
)γ−1
. lim
t→∞
sup
λ(t)
Λ(t)
φ(t)
φ(t) log Λ(t) λ(δt)
Λ(δt)
φ(δt)
(
1 +Bλ(0, δt)
)γ−1
. lim
t→∞
sup
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
φ(δt) log Λ(t)
1(
1 +Bλ(0, δt)
)γ−1 . 1, (3.3.42)
where we used (3.1.20) with condition (C3). Therefore, to prove E¯4 = E¯4(t) and E¯5 = E¯5(t)
are bounded we use the estimate
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−γ
. (3.3.43)
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Then, we have
E¯4(t) := µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 . 1. (3.3.44)
To prove the boundedness of the function E¯4 = E¯4(t) we follow the proof of B¯1 = B¯1(t) which
is defined in (3.2.30). Hence, by using (3.3.42) we get
E¯4(t) =
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)γ µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
=
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)γ E¯4(t) . log (1 +Bλ(0, t))(
1 +Bλ(0, δt)
)γ . 1,
for large t. Moreover, for E¯5 = E¯5(t) using (3.3.43) and (3.3.44), respectively, we obtain
E¯5(t) . log
(
1 +Bλ(0, t)
) ∫ t
δt
(
1 +Bλ(0, s)
)−γ−1
d
(
1 +Bλ(0, s)
)
=
log
(
1 +Bλ(0, t)
)
γ
(
1 +Bλ(0, δt)
)γ − log (1 +Bλ(0, t))
γ
(
1 +Bλ(0, t)
)γ . 1,
where we used again the l’Hospital rule from (3.3.42). Consequently, we obtain that E¯4 =
E¯4(t) and E¯5 = E¯5(t) are uniformly bounded. This implies
E . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1. (3.3.45)
Taking account of (3.3.39), (3.3.40), (3.3.41) and (3.3.45), in the Case a and j + ` = 0, 1 we
arrive at the estimate
E . λ
2`(t)
ρ`(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− j2−`. (3.3.46)
Case b: Φ1(s, t) =
λ(t)
F (Λ(t))
. In this case we have
E =
λ(t)
F (Λ(t))
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds
=
λ(t)
F (Λ(t))
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
d
(
1 +Bλ(0, s)
)
.
Now we distinguish between two cases.
Case b.1: α2(p) 6= 1. It holds
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)E . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
F¯1(t)
+
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
F¯2(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds︸ ︷︷ ︸
F¯3(t)
.
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Let us begin to estimate F¯1 = F¯1(t) for both cases α2(p) > 1 and α2(p) < 1. If α2(p) > 1,
then we have
F¯1(t) ≤ µ(t)
λ2(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12) ≤ µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) := F¯1(t),
where we used the decreasing behavior of the function µ(t)
λ2(t)
from condition (C4). Now we
form the derivative of the function F¯1 = F¯1(t). It follows
F¯ ′1(t) =
( µ(δt)
λ2(δt)
)′
F (Λ(t))n(
1
m− 12) + n
( 1
m
− 1
2
) µ(δt)
λ2(δt)
λ(t)F ′(Λ(t))F (Λ(t))n(
1
m− 12)−1
≤
[
− δβ1 λ(δt)
Λ(δt)
+ n
( 1
m
− 1
2
) λ(t)
F (Λ(t))
F ′(Λ(t))
] µ(δt)
λ2(δt)
F (Λ(t))n(
1
m− 12)
≤
[
− δβ1 + n
( 1
m
− 1
2
) λ(t)
F (Λ(t))
F 2(Λ(t))
λ2(t)Ξ2(t)
Λ(δt)
λ(δt)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
F (Λ(t))n(
1
m− 12)
≤
[
− δβ1 + n
( 1
m
− 1
2
) F (Λ(t))
λ(t)Ξ2(t)
Λ(δt)
λ(δt)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
F (Λ(t))n(
1
m− 12)
≤
[
− δβ1 1
log Λ(t)
+ n
( 1
m
− 1
2
)
ϑ(δ, t)
1
log Λ(t)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
log Λ(t)F (Λ(t))n(
1
m− 12),
where from condition (A5) we used F ′(Λ(t)) =
F 2(Λ(t))
λ2(t)Ξ2(t)
. Therefore, by using (3.3.32) we
find F¯ ′1(t) < 0 for large t. Analogously, if α2(p) < 1, by using condition (B6) we get
F¯1(t) ≤ µ(t)
λ2(t)
(
F 2(Λ(t))
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)
≤ µ(t)
λ2(t)
(
F 2(Λ(t))
)−α1(p)+1 ≤ µ(δt)
λ2(δt)
(
F 2(Λ(t))
)−α1(p)+1
:= F¯2(t).
Hence, in the same way we obtain
F¯ ′2(t) ≤
[
− δβ1
log Λ(t)
+ 2
(− α1(p) + 1) ϑ(δ, t)
log Λ(t)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
log Λ(t)
(
F (Λ(t))
)−2α1(p)+2
.
Thus, if α2(p) < 1, employing the condition (3.3.32) we may conclude that F¯1 = F¯1(t) is
uniformly bounded for large t.
Now, in order to show that F¯2 = F¯2(t) and F¯3 = F¯3(t) are uniformly bounded we verify
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12) . Λ(δt)−,
with an arbitrary small positive constant . Then, we may conclude
µ(δt)
λ2(δt)
Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12) . 1,
in both cases α2(p) < 1 and α2(p) > 1. In the case α2(p) < 1 we have
µ(δt)
λ2(δt)
Λ(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)
. µ(δt)
λ2(δt)
Λ(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)−α2(p)+1 =
µ(δt)
λ2(δt)
Λ(δt)
(
F 2(Λ(t))
)−α1(p)+1
:= F¯3(t),
where we used condition (B6). We can estimate the derivative of the function F¯3 = F¯3(t) as
follows:
F¯ ′3(t)≤
[
− δ
(
β1 − 
)
log Λ(t)
+2
(− α1(p)+1) ϑ(δ, t)
log Λ(t)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
log Λ(t)Λ(δt)
(
F (Λ(t))
)−2α1(p)+2
.
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Therefore, employing (3.3.32) we obtain that F¯ ′3(t) < 0 for large t. On the other hand, if
α2(p) > 1, then one can derive for large t the estimate
µ(δt)
λ2(δt)
Λ(δt)
(
1+Bλ(0, δt)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12) . µ(δt)
λ2(δt)
Λ(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) . 1.
Summarizing, in the case α2(p) 6= 1 we obtain the desired estimate
E . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (3.3.47)
Case b.2: α2(p) = 1. In this case it holds
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)E . µ(t)
λ2(t)
log
(
1 +Bλ(0, t)
)(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
F¯4(t)
+
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, δt)
)(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
F¯5(t)
+
∫ t
δt
µ(s)
λ2(s)
log
(
1 +Bλ(0, s)
)(
F 2(Λ(t))
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds︸ ︷︷ ︸
F¯6(t)
.
Applying the l’Hospital rule for r > 1 (cf. condition (B4)) we find
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)r = lim
t→∞
sup
λ(t)Λ(t)
µ(t)
rδ
(
1 +Bλ(0, t)
)λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, δt)
)r−1
. lim
t→∞
sup
λ(t)
Λ(t)
φ(t)
φ(t) log Λ(t) λ(δt)
Λ(δt)
φ(δt)
(
1 +Bλ(0, δt)
)r−1
. lim
t→∞
sup
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
φ(δt) log Λ(t)
1(
1 +Bλ(0, δt)
)r−1 .1, (3.3.48)
where we used (3.1.20) with condition (C3). Therefore, in order to estimate F¯4 = F¯4(t), by
using the estimates of (3.3.48) we find
F¯4(t) .
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)r (1 +Bλ(0, δt))r(F 2(Λ(t)))n2 ( 1m− 12)
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)r(
F 2(Λ(t))
)n
2 ( 1m− 12).
Now, using condition (B6) we continue in the same way to F¯2 = F¯2(t) and we may conclude
F¯4(t) .
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)r(
F 2(Λ(t))
)n
2 ( 1m− 12) . µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)+r . 1.
Now in order to estimate F¯5 = F¯5(t) and F¯6 = F¯6(t) we verify the estimate
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, δt)
)(
F 2(Λ(t))
)n
2 ( 1m− 12) . Λ(δt)−,
with an arbitrary small positive constant . Then, using again (3.3.48) and proceeding in the
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same way to estimate F¯3 = F¯3(t) for large t, we have
µ(δt)
λ2(δt)
Λ(δt) log
(
1 +Bλ(0, δt)
)(
F 2(Λ(t))
)n
2 ( 1m− 12)
=
µ(δt)
λ2(δt)
Λ(δt)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)r (1 +Bλ(0, δt))r(F 2(Λ(t)))n2 ( 1m− 12)
≤ µ(δt)
λ2(δt)
Λ(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)+r . 1.
Consequently, in the case α2(p) = 1 we obtain the desired estimate
E . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (3.3.49)
Now taking account of (3.3.39), (3.3.40), (3.3.41), (3.3.47) and (3.3.49) in the Case b and
j + ` = 0, 1 we obtain the estimate
E . λ`(t)F `(Λ(t))
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− j2−`. (3.3.50)
Combining (3.3.36) and (3.3.50) we may conclude
∥∥|D|j∂`tunl(t, ·)∥∥L2 . ‖u‖pX(t)Φ`1,m(0, t)(1 +Bλ(0, t))(`−1)n2 ( 1m− 12)− j2 ,
where Φ11,m(0, t) = Φ1,m(0, t) is defined in (3.1.13) for s = 0. Replacing the estimates for
j + ` = 0, 1 in the norm of the solution space X(t) we obtain
‖unl‖X(t) . ‖u‖pX(t).
In order to prove (3.3.35) proceeding in the same way as in the proof of Theorem 3.3.1,
we get the following estimate:∥∥|D|j∂`t(Nu−Nv)∥∥L2 . ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t))
×
(∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2 (1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))− n2mp+n4 ds).
Thus, we can repeat the same arguments as in the proof of (3.3.34) to estimate these two
integrals. Finally, we can conclude the proof of the statement (3.3.35) from the definition of
the norm of X(t). This completes the proof.
Remark 3.3.5. Let us choose formally ω(t) ≡ 1. Then, we have Λ(t) = Θ(t) = F (Λ(t)) and
ν(δ) = ϑ(δ). Let µ = µ(t) be an arbitrary function satisfying the conditions (B1) to (B6),
(C3) and (C4). Hence, choosing β1 = 2λ0 and applying Theorem 3.3.2 with m = 1 we can
see that our results are related to the results of the paper [4].
Remark 3.3.6. We will discuss some examples in the case of super-exponential propagation
speed. Proceeding in the same way as we did in the examples to the case of sub-exponential
propagation speed, we take the derived energy estimates for the solutions to the corresponding
linear Cauchy problem (3.1.1) with vanishing right-hand side and allow in the solution spaces
some parameters describing a loss of decay. Therefore, we will get some flexibility when we
deal with the competition between the estimates in (3.1.13) and (3.1.14) with the following
examples. We remark that if we allow a loss of decay in Theorem 3.3.2, this idea does not
influence the conditions of this theorem.
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Example 3.3.3. Let us choose λ(t) = etee
t
. Then, we have
Λ(t) = ee
t
, Θ(t) = ere
t
, 0 < r < 1.
Moreover, choosing
µ(t) = eqe
t
, 1− r < q < 2
we get
ρ(t) = etµ(t) = eteqe
t
.
Now we take Ξ(t) = e−teκe
t
with 0 > κ ≥ − q
4
. Then, we get
F (Λ(t)) ' e(1+2κ)et .
Now let us define the oscillating function as we constructed in Section 2.6 as follows:
ω(t) = 1 + ϕkψ
( t− tk
υk
)
for all t ∈ [tk, tk+1],
where
tk := e
k, υk := e
−keκe
k ≤ ∆tk := tk+1 − tk, ϕk := e(r−κ−1)ek ≤ 1.
Here ψ ∈ CM0 (R) satisfies
suppψ ⊆ [0, 1], −1 < ψ(t) < 1 and
∫ 1
0
|ψ(t)|dt = 1
2
.
Then, the oscillating function ω = ω(t) satisfies the related estimates in condition (A2).
Moreover, the stabilization condition (A3) is satisfied, because υkϕk is small enough. Indeed,
we have υkϕk = e
−ke(r−1)e
k
< 1.
Now let us consider the case
Φ˜1(s, t) = max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
;λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2}
, s ∈ [δt, t], (3.3.51)
which appears in the proof of the last theorem in the case j = 0 and ` = 1 (with γ1 = γ2 = 0).
Here γ1 and γ2 are positive constants and these constants stand for the loss of decay in
comparison with the corresponding decay estimates for the time derivative of the solution u
to the linear Cauchy problem with vanishing right-hand side. In this case, we get a benefit
of allowing a loss of decay (cf. Remark 3.3.6).
As we mentioned in the proof of the last theorem, from condition (C1) we will only
consider the following two cases from the definition of the function Φ1 = Φ1(s, t) in (3.1.14):
Case a: Φ˜1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
. This case implies that we have
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≥ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
If we assume q − 2κ− 2 + 2γ2(1 + 2κ) ≤ 0 and γ1 ≥ 1, then for s ∈ [δt, t] it holds(
1 + e(2−q)e
t − e(2−q)es
)−1+γ1 ≥ e(q−2κ−2+2γ2(1+2κ))et ,
which shows that the first component is dominant in (3.3.51).
We remark that if we do not allow the loss of decay, namely, if we choose γ1 = γ2 = 0,
then we have
e(2−q)e
s ≥ 1 + e(2−q)et − e(2κ−q+2)et .
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Therefore, in order to show that we have one case which implies that the first component is
dominant in (3.3.51), we have to assume 2κ− q + 2 ≥ 2− q from the last inequality, that is,
κ ≥ 0, which contradicts the choices of κ. For this reason, we allow a loss of decay in the
L2−L2 estimates for the time derivative of the solution u to the linear Cauchy problem with
vanishing right-hand side to get the desired estimates.
Case b: Φ˜1(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2
. This case implies
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≤ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
Assuming γ2 ≥ γ1 for the case s ∈ [δt, t] it holds(
1 + e(2−q)e
t − e(2−q)es
)−1+γ1 ≤ e(q−2κ−2+2γ2(1+2κ))et .
Then, this shows that the second component is dominant in (3.3.51).
Hence, applying Theorem 3.3.2 we obtain ν(δ) =∞ and
ν(δ, t)
1
log Λ(t)
=
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
=
etee
t
eet
ee
δt
eδteeδt
1
et
=
1
eδt
.
Moreover, we have ϑ(δ) =∞ and
ϑ(δ, t)
1
log Λ(t)
=
F (Λ(t))
λ(t)Ξ2(t)
Λ(δt)
λ(δt)
1
log Λ(t)
=
e(1+2κ)e
t
eteete−2te2κet
ee
δt
eδteeδt
1
et
=
1
eδt
.
So, we have the global (in time) existence of small data solutions for{
2
m
≤ p if n = 1, 2,
2
m
≤ p ≤ pGN(n) = nn−2 if n ≥ 3.
Example 3.3.4. We choose λ(t) = etee
t
ee
et
. Then, we have
Λ(t) = ee
et
, Θ(t) = ere
et
, 0 < r < 1.
Moreover, choosing
µ(t) = eqe
et
, 1− r < q < 2
we get
ρ(t) = etee
t
µ(t) = etee
t
eqe
et
.
Now we take Ξ(t) = e−te−e
t
eκe
et
with 0 > κ ≥ − q
4
. Then, we get
F (Λ(t)) ' e(1+2κ)ee
t
.
Now let us define the oscillating function as we constructed in Section 2.6 as follows:
ω(t) = 1 + ϕkψ
( t− tk
υk
)
for all t ∈ [tk, tk+1],
where
tk := e
ek , υk := e
−ke−e
k
eκe
ek ≤ ∆tk := tk+1 − tk, ϕk := e(r−κ−1)ee
k
≤ 1.
Here ψ ∈ CM0 (R) satisfies
suppψ ⊆ [0, 1], −1 < ψ(t) < 1 and
∫ 1
0
|ψ(t)|dt = 1
2
.
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Then, the oscillating function ω = ω(t) satisfies the related estimates in condition (A2).
Moreover, the stabilization condition (A3) is satisfied, since υkϕk is small enough. Indeed,
we have υkϕk = e
−ke−e
k
e(r−1)e
ek
< 1.
Now let us consider the case
Φ˜1(s, t) = max
{λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
;λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2}
, s ∈ [δt, t]. (3.3.52)
As we did in the proof of Theorem 3.3.2 we will distinguish between two cases only.
Case a: Φ˜1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1
. This case implies that we have
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≥ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
If we assume q − 2κ− 2 + 2γ2(1 + 2κ) ≤ 0 and γ1 ≥ 1, then for s ∈ [δt, t] it holds(
1 + e(2−q)e
et − e(2−q)ee
s)−1+γ1 ≥ e(q−2κ−2+2γ2(1+2κ))eet .
Therefore, this shows that the first component is dominant in (3.3.52).
Case b: Φ˜1(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1+γ2
. This case implies
λ(t)
ρ(t)
(
1 +Bλ(s, t)
)−1+γ1 ≤ F (Λ(t))(F 2(Λ(t)))−1+γ2 .
Assuming γ2 ≥ γ1 in the case s ∈ [δt, t] it holds(
1 + e(2−q)e
et − e(2−q)ee
s)−1+γ1 ≤ e(q−2κ−2+2γ2(1+2κ))eet .
Then, this shows that the second component is dominant in (3.3.52).
Applying Theorem 3.3.2 we obtain ν(δ) =∞ and
ν(δ, t)
1
log Λ(t)
=
etee
t
ee
et
eee
t
ee
eδt
eδteeδteee
δt
1
eet
=
et
eδteeδt
.
Moreover, we have ϑ(δ) =∞ and
ϑ(δ, t)
1
log Λ(t)
=
e(1+2κ)e
et
eteeteee
t
e−2te−2ete2κee
t
ee
eδt
eδteeδteee
δt
1
eet
=
et
eδteeδt
.
So, we have the global (in time) existence of small data solutions for{
2
m
≤ p if n = 1, 2
2
m
≤ p ≤ pGN(n) = nn−2 if n ≥ 3.
3.4. High regular data
In Sections 3.3.1 and 3.3.2 we discussed the Cauchy problem (3.1.1), that is,{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn,
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taking the data from the energy space H1 × L2 with additional Lm regularity, m ∈ [1, 2),
in the case of sub-exponential and case of super-exponential propagation speed, respectively.
Therefore, in order to estimate the nonlinear term in (3.3.6) we derived for the exponent p
the conditions p ≥ 2
m
and p ≤ n
n−2 if n ≥ 3 from the applications of the classical Gagliardo-
Nirenberg inequality with the norms Lm and L2, respectively.
The goal of this section is to study again the Cauchy problem (3.1.1), but now with suitable
higher regularity for the data
(u0, u1) ∈ Hσ ×Hσ−1, σ ∈
(
1, 1 +
n
2
]
with an additional regularity Lm, m ∈ [1, 2). In particular, by assuming higher regularity
for the data we want to weaken the condition on p from above, that is, the data will be
considered in Hσ ×Hσ−1, with σ > 1 and additional Lm regularity.
In the present section we shall use fractional tools from Harmonic Analysis such as frac-
tional Gagliargo-Nirenberg inequality, the fractional chain rule and the fractional Leibniz
rule, which are explained in Appendix A.7. These tools play an important role to prove our
global (in time) existence results (more details can be found in [28]).
3.4.1. Case of sub-exponential propagation speed
We define the following parameters:
pˆ1,m(n) := 1 +
(σ + 1
2
− β1
2 +R
)2m
n
for n ≥ 1,
pˆ2,m(n) := 1 +
(
1− δ
ν(δ)
β1
2 +R
)2m
n
for n ≥ 1,
pˆ3,m(n)
:= max
{
m
2
+
1− m
2
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
+
( σ+1
2
− β1
2+R
δ
ν(δ)
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
)
2m
n
; 1 +
(
1− δ
ϑ(δ)
β1
2
)2m
n
}
for n ≥ 1,
where we set
pˆm(n) := max
{
pˆ1,m(n) ; pˆ2,m(n) ; pˆ3,m(n)
}
. (3.4.1)
We state the main result for the case of sub-exponential propagation speed with suitable
higher regularity of the data in the following way.
Theorem 3.4.1. Let us assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1),
(C2) and (C4) are satisfied. Let ν(δ) . 1 and ϑ(δ) . 1, where ν = ν(δ) and ϑ = ϑ(δ)
are defined in (3.1.2) and (3.1.3), respectively. We suppose that the data (u0, u1) ∈ Dσm with
σ ∈ (1, 1 + n
2
]
and m ∈ [1, 2), and that the exponent p satisfies
p > max
{
dσe; 2
m
}
and pˆm(n) < p ≤ 1 + 2
n− 2σ if n > 2σ. (3.4.2)
Moreover, we assume that the following condition holds:
β1
n
2
(
1
m
− 1
2
) > max{(2 +R)ν(δ)
δ
; 2
ϑ(δ)
δ
}
, (3.4.3)
where the parameter β1 is from condition (C4) and the parameter R is from (3.1.17).
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0,
there is a uniquely determined energy solution
u ∈ C([0,∞), Hσ) ∩ C1([0,∞), Hσ−1)
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to the Cauchy problem (3.1.1).
Furthermore, there exists a constant C > 0 such that the solution satisfies the estimates
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−n2 ( 1m− 12)−σ2 ‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2 ≤ C max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖Dσm ,∥∥|D|σ−1ut(t, ·)∥∥L2 ≤ C max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}‖(u0, u1)‖Dσm .
Proof. Let us proceed analogously to the proof of Theorem 3.3.1. We introduce the family
of spaces
X(t) = C([0, t], Hσ) ∩ C1([0, t], Hσ−1)
with the norm
‖u(τ, ·)‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖u(τ, ·)‖L2
+
(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)+σ2 ∥∥|D|σu(τ, ·)∥∥
L2
+ Φ−11,m(0, τ)‖ut(τ, ·)‖L2 + Φ−12,m(0, τ)
∥∥|D|σ−1ut(τ, ·)∥∥L2].
Here Φ1,m = Φ1,m(0, τ) and Φ2,m = Φ2,m(0, τ) are defined in (3.1.13) and (3.1.15), respectively
for s = 0 and t = τ .
We consider once again the integral operator N which is defined in (3.2.1). We know that
the space X(t) is complete. For this reason, by standard arguments the uniqueness, local and
global (in time) existence can be concluded from the following two inequalities:
‖Nu‖X(t) . C0‖(u0, u1)‖Dσm + C1(t)‖u‖pX(t), (3.4.4)
‖Nu−Nv‖X(t) . C2(t)‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)), (3.4.5)
where C1(t), C2(t)→ 0 when t→ 0 and C1(t), C2(t) ≤ C for all t ∈ [0,∞).
Let us start with the proof of inequality (3.4.4). We see that, if we apply Theorem 3.1.2
for the solution
ulin(t, x) = K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x),
of the linear Cauchy problem with vanishing right-hand side, we immediately obtain
‖ulin‖X(t) . ‖(u0, u1)‖Dσm . (3.4.6)
In order to complete the proof of (3.4.4) let us continue with the “nonlinear part” of the
solution u, namely
unl(t, x) =
∫ t
0
K1(t, s, x) ∗(x) |u(s, x)|pds
as in the proof of Theorem 3.3.1. For this reason we have to control the norms∥∥unl(t, ·)∥∥
L2
,
∥∥|D|σunl(t, ·)∥∥
L2
,
∥∥unlt (t, ·)∥∥L2 and ∥∥|D|σ−1unlt (t, ·)∥∥L2 .
Let us begin to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
. We have
∥∥|D|σunl(t, ·)∥∥
L2
.
∫ t
0
∥∥|D|σ(K1(t, s, x) ∗(x) |u(s, x)|p)∥∥Lm∩L2ds.
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In order to control the norm
∥∥|D|σunl(t, ·)∥∥
L2
we use the (Lm∩L2)−L2 estimates if s ∈ [0, δt]
and L2 − L2 estimates if s ∈ [δt, t] from Theorem 3.1.1. Therefore, we have the following
estimate:∥∥|D|σunl(t, ·)∥∥
L2
.
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 ∥∥|u(s, ·)|p∥∥
Lm∩L2∩H˙σ−1ds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|u(s, ·)|p∥∥
L2∩H˙σ−1ds.
Now we have to estimate the following norms:∥∥|u(s, ·)|p∥∥
Lm
,
∥∥|u(s, ·)|p∥∥
L2
and
∥∥|u(s, ·)|p∥∥
H˙σ−1 .
For the first two norms, by using the classical Gagliardo-Nirenberg inequality we obtain∥∥|u(s, ·)|p∥∥
Lm
= ‖u(s, ·)‖pLmp .
∥∥|D|σu(s, ·)∥∥pθσ(mp)
L2
‖u(s, ·)‖p(1−θσ(mp))L2 ,∥∥|u(s, ·)|p∥∥
L2
= ‖u(s, ·)‖pL2p .
∥∥|D|σu(s, ·)∥∥pθσ(2p)
L2
‖u(s, ·)‖p(1−θσ(2p))L2 ,
where θσ(mp) =
n
σ
(
1
2
− 1
mp
) ∈ [0, 1] and θσ(2p) = nσ ( 12− 12p) ∈ [0, 1]. Thus, we get the following
conditions for the exponent p: {
2
m
≤ p if n ≤ 2σ,
2
m
≤ p ≤ n
n−2σ if n > 2σ.
By using the norm of the solution space X(t) we get
‖u(s, ·)‖pLmp .
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u‖pX(s), (3.4.7)
‖u(s, ·)‖pL2p .
(
1 +Bλ(0, s)
)− n2mp+n4 ‖u‖pX(s). (3.4.8)
Now we want to estimate the norm
∥∥|u(s, ·)|p∥∥
H˙σ−1 . Using the fractional chain rule from
Proposition A.7.7, we get∥∥|D|σ−1|u(s, ·)|p∥∥
L2
. ‖u(s, ·)‖p−1Lq1
∥∥|D|σ−1u(s, ·)∥∥
Lq2
for p > dσ − 1e,
with
p− 1
q1
+
1
q2
=
1
2
. (3.4.9)
We can estimate the two norms that appear on the right-hand side of the previous inequality
by using the classical (cf. Corollary A.1.3) and fractional Gagliardo-Nirenberg inequality (cf.
Corollary A.7.3), respectively. Therefore, we obtain∥∥|u(s, ·)|∥∥
Lq1
.
∥∥|D|σu(s, ·)∥∥θσ(q1)
L2
‖u(s, ·)‖1−θσ(q1)L2
.
(
1 +Bλ(0, s)
)− n2m+ n2q1 ‖u‖X(s),∥∥|D|σ−1u(s, ·)∥∥
Lq2
.
∥∥|D|σu(s, ·)∥∥θσ−1,σ(q2)
L2
‖u(s, ·)‖1−θσ−1,σ(q2)L2
.
(
1 +Bλ(0, s)
)− n2m+ n2q2−σ−12 ‖u‖X(s),
where θσ(q1) =
n
σ
(
1
2
− 1
q1
) ∈ [0, 1] and θσ−1,σ(q2) = nσ ( 12 − 1q2 + σ−1n ) ∈ [σ−1σ , 1]. Consequently,
by using (3.4.9) we get∥∥|u(s, ·)|p∥∥
H˙σ−1 .
(
1 +Bλ(0, s)
)(− n2m+ n2q1 )(p−1)(1 +Bλ(0, s))− n2m+ n2q2−σ−12 ‖u‖pX(s)
=
(
1 +Bλ(0, s)
)− n2mp+n4−σ−12 ‖u‖pX(s). (3.4.10)
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The requirements on θσ(q1) and θσ−1,σ(q2) imply the following conditions for q1 and q2:{
2 ≤ q1 if n ≤ 2σ,
2 ≤ q1 ≤ 2nn−2σ if n > 2σ,
{
2 ≤ q2 if n ≤ 2,
2 ≤ q2 ≤ 2nn−2 if n > 2.
Then, we obtain for the sum p−1
q1
+ 1
q2
the following restrictions:
p−1
q1
+ 1
q2
∈ [0, p
2
]
if n ≤ 2,
p−1
q1
+ 1
q2
∈ [n−2
2n
, p
2
]
if 2 < n ≤ 2σ,
p−1
q1
+ 1
q2
∈ [ (n−2σ)(p−1)
2n
+ n−2
2n
, p
2
]
if n > 2σ.
(3.4.11)
The conditions on q1 and q2 can be written in the following way:{
1
q1
∈ (0, 1
2
]
if n ≤ 2σ,
1
q1
∈ [ 1
2
− σ
n
, 1
2
]
if n > 2σ,
{
1
q2
∈ (0, 1
2
]
if n ≤ 2,
1
q2
∈ [ 1
2
− 1
n
, 1
2
]
if n > 2.
(3.4.12)
Since the relation 1
q2
= 1
2
− p−1
q1
, we can write the condition on q1 equivalently as a condition
on q2, namely, {
1
q2
∈ [1− p
2
, 1
2
)
if n ≤ 2σ,
1
q2
∈ [1− p
2
, 1− σ
n
+
(
σ
n
− 1
2
)
p
]
if n > 2σ.
We should point out that the interval for 1
q2
is not empty, since p > 1. Hence, in order to
guarantee the existence of q1 and q2 it is sufficient to intersect the two intervals for q2 to
become non-empty.
Firstly, let us consider the case n > 2σ. In this case, taking account of the intervals of q2,
we should verify that [1
2
− 1
n
,
1
2
]
∩
[
1− p
2
, 1− σ
n
+
(σ
n
− 1
2
)
p
]
6= ∅.
Therefore, we have
1
2
− 1
n
∈
[
1− p
2
, 1− σ
n
+
(σ
n
− 1
2
)
p
]
, that is, 1 +
2
n
≤ p ≤ 1 + 2
n− 2σ ,
or
1− p
2
∈
[1
2
− 1
n
,
1
2
]
, that is, 1 < p ≤ 1 + 2
n
.
These two conditions for p imply
1 < p ≤ 1 + 2
n− 2σ , (3.4.13)
which is one of the assumptions of the theorem.
Now, we consider the cases 2 < n ≤ 2σ and n ≤ 2. In these cases we should verify that[
1− p
2
,
1
2
)
∩
[1
2
− 1
n
,
1
2
]
6= ∅ and
[
1− p
2
,
1
2
)
∩
(
0,
1
2
]
6= ∅,
respectively. Therefore, these two conditions are satisfied if and only if p > 1.
Consequently, there exist suitable parameters q1 and q2.
Summarizing, from (3.4.7), (3.4.8) and (3.4.10), and ‖u‖X(s) ≤ ‖u‖X(t) for 0 ≤ s ≤ t we
arrive at the estimate∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds︸ ︷︷ ︸
G
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds︸ ︷︷ ︸
H
.
136 3. Global in time existence results for damped wave models with power nonlinearity
Let us consider the integral G. In this case we have
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
G1(t)
, (3.4.14)
where we used (3.1.18). We have already shown in the proof of Theorem 3.2.1 that the
condition p > 1 +
(
1− β1
2+R
)
2m
n
guarantees that the integral term A1 = A1(t), which is given
in (3.2.11) and coincides with G1 = G1(t), remains bounded. For this reason, since we have
p > 1 +
(σ + 1
2
− β1
2 +R
)2m
n
> 1 +
(
1− β1
2 +R
)2m
n
,
by the condition p > pˆ1,m(n) we may conclude the estimate
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (3.4.15)
Now we consider the integral H. Introducing α2(p) :=
n
2m
p− n
4
we have
H = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
=
−1
1− σ
2
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
We shall distinguish between the following cases:
Case 1: −σ
2
+ 1 > 0. It follows
H . − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)
+
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
)−σ2 +1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1d(1 +Bλ(0, s))
1 +Bλ(0, s)
,
where we used Lemma 3.1.5. So, we have(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 H
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
H1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
H2(t)
.
In order to show that H1 = H1(t) and H2 = H2(t) are uniformly bounded we suppose that
there exists a positive constant ε such that we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−ε
. (3.4.16)
Employing (3.1.19), from the previous estimate we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
≤ µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1−α2(p)+ε
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+ε)
:= H1(t). (3.4.17)
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Analogously as we did in the proof of Theorem 3.2.1 for deriving the decreasing behavior
of the function B1 = B1(t), which is given in (3.2.15), we may conclude that H′1(t) < 0 by
p > pˆ3,m(n). This gives the expected estimate for H1 = H1(t). Moreover, using (3.4.16) we
obtain the desired estimate for H2 = H2(t), as well.
Case 2: −σ
2
+ 1 < 0. In this case it holds
H . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p) − µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
)−σ2 +1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1d(1 +Bλ(0, s))
1 +Bλ(0, s)
,
where we used again Lemma 3.1.5. Then, we have(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 H
. µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+n2 ( 1m− 12)+σ2︸ ︷︷ ︸
H3(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
H4(t)
.
Using α2(p) = α1(p) +
n
2
(
1
m
− 1
2
)
we find
H3(t) =
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1(p)+σ2 .
Then, we consider the monotonicity of this function as follows:
H
′
3(t) =
( µ(t)
λ2(t)
)′(
1 +Bλ(0, t)
)−α1(p)+σ2 + (− α1(p) + σ
2
) µ(t)
λ2(t)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−α1(p)+σ2−1
≤
[
− β1 µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(
− α1(p) + σ
2
)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)−α1(p)+σ2−1
≤
[
− β1
2 +R
− α1(p) + σ
2
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α1(p)+σ2−1,
where we used condition (C4) and (3.1.17), respectively. Then, we get H
′
3(t) < 0 if
−β1
2 +R
− α1(p) + σ
2
< 0, that is, p > 1 +
(σ
2
− β1
2 +R
)2m
n
.
This condition holds by p > pˆ1,m(n) and we find that H3 = H3(t) is strictly decreasing.
Similarly to H1 = H1(t) and H2 = H2(t), we can show that H4 = H4(t) is uniformly bounded.
Case 3: −σ
2
+ 1 = 0. In this case we have
H = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(s, t))
1 +Bλ(s, t)
= − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
∫ t
δt
log
(
1 +Bλ(s, t)
)
d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
. − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
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Thus, with σ
2
= 1 we have(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 H
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
︸ ︷︷ ︸
H5(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)︸ ︷︷ ︸
H6(t)
.
We want to verify that H5 = H5(t) and H6 = H6(t) are uniformly bounded as we did for
H1 = H1(t) and H2 = H2(t). For H5 = H5(t) we find
H5(t) .
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε H1(t) . log (1 +Bλ(0, t))(
1 +Bλ(0, δt)
)ε . 1,
with an arbitrarily chosen small positive constant ε and for large t. Here we have used the
boundedness of H1 = H1(t) which is given in (3.4.17) and l’Hospital’s rule (cf. with condition
(B4)) as follows:
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε . lim
t→∞
sup
ν(δ, t)(
1 +Bλ(0, δt)
) . 1,
respectively. On the other hand, for H6 = H6(t) using (3.4.16) and the previous estimate, we
find
H6(t) . log
(
1 +Bλ(0, t)
) ∫ t
δt
(
1 +Bλ(0, s)
)−ε−1
d
(
1 +Bλ(0, s)
)
=
log
(
1 +Bλ(0, t)
)
ε
(
1 +Bλ(0, δt)
)ε − log (1 +Bλ(0, t))
ε
(
1 +Bλ(0, t)
)ε . 1.
Consequently, we obtain the desired estimate
H .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (3.4.18)
Therefore, from (3.4.15) and (3.4.18) we arrive at the estimate∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
In the same way, following the proof of Theorem 3.3.1 one can prove∥∥unl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)
by the conditions p > pˆ1,m(n), p > pˆ2,m(n) and (3.4.3). Moreover, again analogously to the
proof of Theorem 3.3.1 one can also prove∥∥unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(t)ρ(τ) (1 +Bλ(0, t))−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1},
provided that the conditions p > pˆ1,m(n), p > pˆ3,m(n) and (3.4.3) are satisfied.
Now let us continue to estimate the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 . We get∥∥|D|σ−1unlt (t, ·)∥∥L2 . ∫ t
0
∥∥|D|σ−1(K1(t, s, x) ∗(x) |u(s, x)|p)∥∥Lm∩L2ds.
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Proceeding in the same way as we did to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
, we obtain the
following estimate:
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ∫ δt
0
Φ2,m(s, t)
Λ(s)
λ(s)
∥∥|u(s, ·)|p∥∥
Lm∩L2∩H˙σ−1ds
+
∫ t
δt
Φ2(s, t)
Λ(s)
λ(s)
∥∥|u(s, ·)|p∥∥
L2∩H˙σ−1ds,
where Φ2,m = Φ2,m(s, t) and Φ2 = Φ2(s, t) are defined in (3.1.15) and (3.1.16), respectively.
Summarizing, using the estimates of the norm
∥∥|u(s, ·)|p∥∥
Lm∩L2∩H˙σ−1 from (3.4.7), (3.4.8) and
(3.4.10) with no other requirements to the admissible exponents p and ‖u‖X(s) ≤ ‖u‖X(t) for
0 ≤ s ≤ t we arrive at
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) ∫ δt
0
Φ2,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
K
+ ‖u‖pX(t)
∫ t
δt
Φ2(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+n4 ds︸ ︷︷ ︸
L
.
Let us consider the integral K. In this case we have
K . Φ2,m(0, t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
K1(t)
,
where we used (3.1.18). From G1 = G1(t) in (3.4.14) we may conclude that after using
p > pˆ1,m(n) the integral K1 = K1(t) is uniformly bounded, too. Thus, we obtain
K . Φ2,m(0, t). (3.4.19)
We consider now the integral L, that is,
L =
∫ t
δt
Φ2(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds,
where α2(p) :=
n
2m
p − n
4
. We see that we have a competition between the influence on the
estimates of both components of Φ2 = Φ2(s, t) in (3.1.16) for all s ∈ [δt, t]. Then, analogously
to the proof of Theorem 3.3.1, condition (C1) comes into play which helps to avoid some
difficulties in the treatment. That is, we are only interested in the following two cases, which
implies that we have either the first component or the second component is dominant in
Φ2 = Φ2(s, t) for all s ∈ [δt, t]:
Case a: Φ2(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−σ−12 −1. In this case we have
L =
λ2(t)
ρ(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ−12 −1(1 +Bλ(0, s))−α2(p)ds
= −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ−12 −1d(1 +Bλ(s, t))
=
2
σ − 1
λ2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ−12 ∣∣∣t
δt
− 2
σ − 1
λ2(t)
ρ(t)
∫ t
δt
(
1 +Bλ(s, t)
)−σ−12 d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
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Using Lemma 3.1.5, it holds
ρ(t)
λ2(t)
L . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p) − µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
)−σ−12
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ−12 d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
Then, we have
ρ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1L
. µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1−α2(p)︸ ︷︷ ︸
L1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
L2(t)
.
We begin with L1 = L1(t). Using α2(p) = α1(p) +
n
2
(
1
m
− 1
2
)
we have
L1(t) :=
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)σ+1
2 −α1(p).
If we take the derivative of this function, then it follows
L
′
1(t) =
( µ(t)
λ2(t)
)′(
1 +Bλ(0, t)
)σ+1
2 −α1(p) +
(σ + 1
2
− α1(p)
) µ(t)
λ2(t)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)σ−1
2 −α1(p)
≤
[
− β1 µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(σ + 1
2
− α1(p)
)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)σ−1
2 −α1(p)
≤
[
− β1
2 +R
+
σ + 1
2
− α1(p)
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)σ−1
2 −α1(p).
We get L
′
1(t) < 0, namely, L1 = L1(t) is decreasing if
− β1
2 +R
+
σ + 1
2
− α1(p) < 0,
which can be concluded from p > pˆ1,m(n).
Let us continue now with L2 = L2(t). We choose an arbitrarily small positive constant ε
such that it holds
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1 .
(
1 +Bλ(0, δt)
)−ε
.
Using (3.1.19) we find
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1
≤ µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1−α2(p)+ε
(Λ(δt)
Λ(t)
)(2+R)(−α2(p)+ε)
:= L2(t).
From p > pˆ3,m(n) we may conclude that L′2(t) < 0 following the same considerations we
have done for H1 = H1(t) and H2 = H2(t). Then, this gives the uniformly boundedness of
L2 = L2(t). Therefore, we obtain
L . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1. (3.4.20)
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Case b: Φ2(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ−12 −1. In this case we have
L = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ−12 −1 ∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds
= λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ−12 −1 ∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
d
(
1 +Bλ(0, s)
)
.
Following the the proof of Theorem 3.3.1 in both cases, namely Case b.1: α2(p) > 1 and
Case b.2: α2(p) < 1, we find the desired estimates with the conditions p > pˆ1,m(n) and
p > 1 +
(
1 − δ
ϑ(δ)
β1
2
)
2m
n
. Moreover, by the condition (3.3.2) it holds β1
n
2
(
1
m− 12
) > 2ϑ(δ)
δ
which
gives the desired estimate in the Case b.3 : α2(p) = 1. Hence, we get
L . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1. (3.4.21)
Consequently, the estimates (3.4.20) and (3.4.21) yield
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}.
All together yields
‖unl‖X(t) . ‖u‖pX(t). (3.4.22)
From (3.4.6) and (3.4.22), we get (3.4.4).
To prove (3.4.5) let us firstly recall
‖Nu−Nv‖X(t) =
∥∥∥ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
X(t)
.
We only show how to estimate the norm
∥∥|D|σ(Nu − Nv)(t, ·)∥∥
L2
. In the same way we
estimate the other terms appearing in the norm ‖Nu−Nv‖X(t). It holds∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
L2
.
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 ∥∥|u(s, x)|p − |v(s, x)|p∥∥
Lm∩L2∩H˙σ−1
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|u(s, x)|p − |v(s, x)|p∥∥
L2∩H˙σ−1ds. (3.4.23)
By Ho¨lder’s inequality we conclude for k = m, 2 the estimates∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
Lk
. ‖u(s, ·)− v(s, ·)‖Lkp
(‖u(s, ·)‖p−1Lkp + ‖v(s, ·)‖p−1Lkp ).
We apply the classical Gagliardo-Nirenberg inequality to the following terms:
‖u(s, ·)− v(s, ·)‖Lkp , ‖u(s, ·)‖Lkp and ‖v(s, ·)‖Lkp .
Summarizing, we arrive at the following inequalities for ‖u(s, ·)− v(s, ·)‖Lkp :∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
L2
.
(
1 +Bλ(0, s)
)− n2mp+n4 ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)),∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
Lm
.
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
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Let us turn now to the estimate of the norm
∥∥|u(s, ·)|p−|v(s, ·)|p∥∥
H˙σ−1 . By using the integral
representation
|u(s, x)|p − |v(s, x)|p =
∫ 1
0
d
dw
∣∣wu(s, x) + (1− w)v(s, x)∣∣pdw
= p
∫ 1
0
(
u(s, x)− v(s, x))G(wu(s, x) + (1− w)v(s, x))dw,
where G(u) = u|u|p−2, we obtain∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
H˙σ−1.
∫ 1
0
∥∥∥|D|σ−1((u(s, ·)− v(s, ·))G(wu(s, ·) + (1− w)v(s, ·)))∥∥∥
L2
dw.
Using the fractional Leibniz rule from Proposition A.7.3 we can proceed as follows:∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
H˙σ−1
.
∥∥|D|σ−1(u(s, ·)− v(s, ·))∥∥
Lr1
∫ 1
0
∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr2
dw
+ ‖u(s, ·)− v(s, ·)‖Lr3
∫ 1
0
∥∥|D|σ−1G(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr4
dw
.
∥∥|D|σ−1(u(s, ·)− v(s, ·))∥∥
Lr1
(
‖u(s, ·)‖p−1
Lr2(p−1) + ‖v(s, ·)‖p−1Lr2(p−1)
)
+ ‖u(s, ·)− v(s, ·)‖Lr3
∫ 1
0
∥∥|D|σ−1G(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr4
dw, (3.4.24)
where 1
2
= 1
r1
+ 1
r2
= 1
r3
+ 1
r4
. Employing the fractional Gargliardo-Nirenberg inequality from
Corollary A.7.3 we get∥∥|D|σ−1(u(s, ·)− v(s, ·))∥∥
Lr1
. ‖u(s, ·)− v(s, ·)‖θσ−1,σ(r1)
H˙σ
‖u(s, ·)− v(s, ·)‖1−θσ−1,σ(r1)L2
.
(
1 +Bλ(0, s)
)− n2m+ n2r1−σ−12 ‖u− v‖X(s), (3.4.25)
‖u(s, ·)‖Lr2(p−1) . ‖u(s, ·)‖θσ(r2(p−1))H˙σ ‖u(s, ·)‖
1−θσ(r2(p−1))
L2
.
(
1 +Bλ(0, s)
)− n2m+ n2r2(p−1) ‖u‖X(s), (3.4.26)
where θσ−1,σ(r1) = nσ
(
1
2
− 1
r1
+ σ−1
n
) ∈ [σ−1
σ
, 1
]
and θσ
(
r2(p− 1)
)
= n
σ
(
1
2
− 1
r2(p−1)
) ∈ [0, 1]. For
the choices of r1 and r2 we have the following conditions:
1
r1
+
1
r2
=
1
2
and

1
r1
≤ 1
2
, 1
r2
≤ p−1
2
if n ≤ 2,
n−2
2n
≤ 1
r1
≤ 1
2
, 1
r2
≤ p−1
2
if 2 < n ≤ 2σ,
n−2
2n
≤ 1
r1
≤ 1
2
, n−2σ
2n
(p− 1) ≤ 1
r2
≤ p−1
2
if n > 2σ.
We can see immediately that we can repeat exactly the same arguments as we did for q1 and
q2 in (3.4.12), choosing
1
r1
instead of 1
q2
and 1
r2
instead of p−1
q1
. Therefore, we get again the
condition (3.4.13).
After getting (3.4.25) and (3.4.26) we may conclude the estimate∥∥|D|σ−1(u(s, ·)−v(s, ·))∥∥
Lr1
(
‖u(s, ·)‖p−1
Lr2(p−1) + ‖v(s, ·)‖p−1Lr2(p−1)
)
.
(
1 +Bλ(0, s)
)− n2mp+n4−σ−12 ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
Now we turn to estimate the remaining terms, that is, the second summand of the last
inequality in (3.4.24). For the first term of this summand applying the classical Gagliardo-
Nirenberg inequality we get the estimate∥∥u(s, ·)− v(s, ·)∥∥
Lr3
. ‖u(s, ·)− v(s, ·)‖θσ(r3)
H˙σ
‖u(s, ·)− v(s, ·)‖1−θσ(r3)L2
.
(
1 +Bλ(0, s)
)− n2m+ n2r3 ‖u− v‖X(s), (3.4.27)
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where θσ(r3) =
n
σ
(
1
2
− 1
r3
) ∈ [0, 1]. On the other hand, let us devote to estimate the second
term. Using the fractional chain rule from Proposition A.7.7 for p − 1 > dσ − 1e we obtain
the estimate∥∥|D|σ−1G(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr4
.
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−2
Lr5
∥∥|D|σ−1(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr6
,
where 1
r4
= p−2
r5
+ 1
r6
. For the first term on the right-hand side of the last inequality, after
using the classical Gagliardo-Nirenberg inequality we find∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−2
Lr5
.
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥(p−2)θσ(r5)
H˙σ
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥(p−2)(1−θσ(r5))
L2
.
(
1 +Bλ(0, s)
)− n2m (p−2)+ n2r5 (p−2)∥∥wu+ (1− w)v∥∥p−2
X(s)
,
where θσ(r5) =
n
σ
(
1
2
− 1
r5
) ∈ [0, 1]. Moreover, for the second term applying the fractional
Gagliardo-Nirenberg inequality, we may conclude the estimate∥∥|D|σ−1(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr6
.
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥θσ−1,σ(r6)
H˙σ
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥1−θσ−1,σ(r6)
L2
.
(
1 +Bλ(0, s)
)− n2m+ n2r6−σ−12 ∥∥wu+ (1− w)v∥∥
X(s)
,
where θσ−1,σ(r6) = nσ
(
1
2
− 1
r6
+ σ−1
n
) ∈ [σ−1
σ
, 1
]
.
Consequently, from the last two estimates we arrive at the estimate∥∥|D|σ−1G(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr4
.
(
1 +Bλ(0, s)
)− n2m (p−2)+ n2r5 (p−2)− n2m+ n2r6−σ−12 ∥∥wu+ (1− w)v∥∥p−1
X(s)
=
(
1 +Bλ(0, s)
)− n2m (p−1)+ n2r4−σ−12 ∥∥wu+ (1− w)v∥∥p−1
X(s)
. (3.4.28)
Now we should verify that we can choose in a suitable way all parameters r3, r4, r5 and
r6 such that θσ(r3), θσ(r5) and θσ−1,σ(r6) are in a suitable ranges and the conditions
1
r3
+
1
r4
=
1
2
and
p− 2
r5
+
1
r6
=
1
r4
are fulfilled.
Let us begin with the parameters r3 and r4. From the conditions of θσ(r3) ∈ [0, 1] and
using 1
r4
= 1
2
− 1
r3
we get the following conditions for r3 and r4:{
1
r3
∈ (0, 1
2
]
if n ≤ 2σ,
1
r3
∈ [ 1
2
− σ
n
, 1
2
]
if n > 2σ,
{
1
r4
∈ [0, 1
2
)
if n ≤ 2σ,
1
r4
∈ [0, σ
n
]
if n > 2σ.
Therefore, we can choose in a suitable way the parameters r3 and r4, which satisfy the
previous conditions.
Now let us continue with the parameters r5 and r6 taking account of the conditions θσ(r5) ∈
[0, 1] and θσ−1,σ(r6) ∈ [0, 1]. Then, we have{
1
r5
∈ (0, 1
2
]
if n ≤ 2σ,
1
r5
∈ [ 1
2
− σ
n
, 1
2
]
if n > 2σ,
{
1
r6
∈ (0, 1
2
]
if n ≤ 2,
1
r6
∈ [ 1
2
− 1
n
, 1
2
]
if n > 2.
Moreover, using the relation 1
r6
= 1
r4
− p−2
r5
and the obtained conditions for 1
r4
, we can express
the condition on r6 in the following way after using the condition for r5:{
1
r6
∈ [ 1
r4
− p−2
2
, 1
r4
]
if n ≤ 2σ,
1
r6
∈ [ 1
r4
− p−2
2
, 1
r4
− ( 1
2
− σ
n
)
(p− 2)] if n > 2σ.
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Hence, in order to ensure that we get a non-empty range for the parameters r5 and r6 we will
consider the following cases:
Case 1: n > 2σ : For choosing in a suitable way r5 and r6 we require[1
2
− 1
n
,
1
2
]
∩
[ 1
r4
− p− 2
2
,
1
r4
−
(1
2
− σ
n
)
(p− 2)
]
6= ∅,
or equivalently
1
r4
∈
[(1
2
− σ
n
)
(p− 2) + 1
2
− 1
n
,
p− 1
2
]
.
Thus, we get a second condition for r4. Therefore, ensuring a non-empty range for r4, we get
on the one hand, the possibility to find a suitable r3 and, on the other hand, we guarantee
the possibility to choose in a suitable way r6, and in turn, r5. So, a non-empty range for r4
is given in the following way:[
0,
σ
n
]
∩
[(1
2
− σ
n
)
(p− 2) + 1
2
− 1
n
,
p− 1
2
]
6= ∅,
which is equivalent to 1 ≤ p ≤ 1 + 2
n−2σ .
Case 2: 2 < n ≤ 2σ : In order to choose a non-empty range for r6, we have to guarantee[1
2
− 1
n
,
1
2
]
∩
[ 1
r4
− p− 2
2
,
1
r4
]
6= ∅,
or equivalently, since p ≥ 2 we can write
1
r4
∈
(1
2
− 1
n
,
p− 1
2
]
.
Therefore, in the same way as in the previous case a non-empty range for r4 is given by(1
2
− 1
n
,
p− 1
2
]
∩
[
0,
1
2
)
6= ∅,
which is equivalent to p ≥ 1.
Case 3: n ≤ 2 : In this case we should guarantee that the range for r6 is not empty, that is,(
0,
1
2
]
∩
[ 1
r4
− p− 2
2
,
1
r4
]
6= ∅,
or, in an equivalent way
1
r4
∈
(
0,
p− 1
2
]
,
which implies p > 1.
Consequently, as in the paper [28] we show that the condition (3.4.13) is not only a
sufficient condition but also a necessary condition for a suitable choice of these parameters.
Now, using the estimates from (3.4.27) and (3.4.28) we arrive at the estimate
‖u(s, ·)− v(s, ·)‖Lq3
∥∥|D|σ−1G(wu(s, ·) + (1− w)v(s, ·))∥∥
Lr4
.
(
1 +Bλ(0, s)
)− n2mp+n4−σ−12 ‖u− v‖X(s)∥∥wu+ (1− w)v∥∥p−1X(s).
Thus, we obtain
∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
H˙σ−1.
∫ 1
0
(
1 +Bλ(0, s)
)− n2mp+n4−σ−12 ‖u− v‖X(s)∥∥wu+ (1− w)v∥∥p−1X(s)dw
.
∫ 1
0
(
1 +Bλ(0, s)
)− n2mp+n4−σ−12 ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s))dw
.
(
1 +Bλ(0, s)
)− n2mp+n4−σ−12 ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
3.4. High regular data 145
Taking account of (3.4.23) and ‖u‖X(s) ≤ ‖u‖X(t) with 0 ≤ s ≤ t, we find
∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
L2
.
(‖u‖p−1X(t) + ‖v‖p−1X(t))‖u− v‖X(t)
×
(∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds).
Following the same steps to estimate the term
∥∥|D|σunl(t, ·)∥∥
L2
, we can immediately conclude
∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
In the same way, with no other requirements to the range of admissible exponents p one can
derive
∥∥(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥∂t(Nu−Nv)(t, ·)∥∥L2 . Φ1,m(0, t)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥|D|σ−1∂t(Nu−Nv)(t, ·)∥∥L2 . Φ2,m(0, t)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),
where Φ1,m = Φ1,m(0, t) and Φ2,m = Φ1,m(0, t) are defined in (3.1.13) and (3.1.15) for τ = t,
respectively. The proof is completed if we replace all these estimates into the definition of
the norm of the solution space X(t) to get (3.4.5).
3.4.2. Case of super-exponential propagation speed
Now we will consider the case of super-exponential propagation speed with suitable higher
regularity of the data and additional Lm regularity, m ∈ [1, 2), similarly as in the previous
section. We have the following statement.
Theorem 3.4.2. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1),
(C3) and (C4) hold. Let ν(δ) = ∞ and ϑ(δ) = ∞ and the following condition for the
functions ν = ν(δ, t) and ϑ = ϑ(δ, t) (see (3.1.2) and (3.1.3)) hold:
max
{
ν(δ, t) ; ϑ(δ, t)
}
= o
(
log Λ(t)
)
. (3.4.29)
We consider the data (u0, u1) ∈ Dσm with σ ∈
(
1, 1 + n
2
]
and m ∈ [1, 2), and that the exponent
p satisfies
p > max
{
dσe; 2
m
}
and p ≤ 1 + 2
n− 2σ if n > 2σ. (3.4.30)
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0
there is a uniquely determined energy solution
u ∈ C([0,∞), Hσ) ∩ C1([0,∞), Hσ−1)
to the Cauchy problem (3.1.1).
Furthermore, there exists a constant C > 0 such that the solution satisfies the following
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estimates:
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−n2 ( 1m− 12)−σ2 ‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2 ≤ C max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖Dσm ,∥∥|D|σ−1ut(t, ·)∥∥L2 ≤ C max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}‖(u0, u1)‖Dσm .
Proof. We proceed analogously to the proof of Theorem 3.4.1. We introduce in the same way
the space of solutions X(t) by
X(t) = C([0, t], Hσ) ∩ C1([0, t], Hσ−1)
and its norm ‖u‖X(t) as follows:
‖u(τ, ·)‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖u(τ, ·)‖L2
+
(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)+σ2 ∥∥|D|σu(τ, ·)∥∥
L2
+ Φ−11,m(0, τ)‖ut(τ, ·)‖L2 + Φ−12,m(0, τ)
∥∥|D|σ−1ut(τ, ·)∥∥L2].
Here Φ1,m = Φ1,m(0, τ) and Φ2,m = Φ2,m(0, τ) are defined in (3.1.13) and (3.1.15), respectively
for s = 0 and t = τ .
Our aim is again to prove the following two inequalities:
‖Nu‖X(t) . ‖(u0, u1)‖Dσm + ‖u‖pX(t), (3.4.31)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (3.4.32)
Let us begin to the proof of inequality (3.4.31). By Theorem 3.1.2 it is clear that
‖ulin‖X(t) =
∥∥K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x)‖X(t) . ‖(u0, u1)‖Dσm (3.4.33)
To complete the proof of (3.4.31) it remains to estimate the integral term
unl(t, x) =
∫ t
0
K1(t, s, x) ∗(x) |u(s, x)|pds
as in the proof of Theorem 3.3.2. Therefore, we consider the following norms:∥∥unl(t, ·)∥∥
L2
,
∥∥|D|σunl(t, ·)∥∥
L2
,
∥∥unlt (t, ·)∥∥L2 and ∥∥|D|σ−1unlt (t, ·)∥∥L2 .
We start to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
. As we derived in the proof of Theorem
3.4.1 employing fractional chain rule (cf. Proposition A.7.7) and the fractional Gagliardo-
Nirenberg inequality (cf. Corollary A.7.3), respectively, we may conclude the estimate
∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds︸ ︷︷ ︸
G
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds︸ ︷︷ ︸
H
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with the same requirements to the admissible exponent p
1 < p ≤ 1 + 2
n− 2σ and p > dσ − 1e.
Similarly as we did in the proof of Theorems 3.2.2 and 3.3.2, now we want to estimate
the integrals G and H by using the estimates for Bλ(s, t) from Lemma 3.1.4 by the aid of
condition (C3).
Firstly, let us consider the integral G. It holds
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
G¯1(t)
,
where we used (3.1.21). We have shown in the proof of Theorem 3.2.2 that the integral
A¯1 = A¯1(t) in (3.2.26), which coincides with G¯1 = G¯1(t), is bounded for large time t in the
cases α1(p) 6= 1 and α1(p) = 1, respectively. Therefore, we may conclude the estimate
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (3.4.34)
Next, we consider the integral H. Defining α2(p) =
n
2m
p− n
4
it yields
H = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
=
−1
1− σ
2
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
We will distinguish between the following cases:
Case 1: −σ
2
+ 1 > 0. It yields
H . − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)
+
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
)−σ2 +1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1d(1 +Bλ(0, s))
1 +Bλ(0, s)
,
where we used Lemma 3.1.5. Then, it follows(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 H
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
H¯1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
H¯2(t)
.
In order to derive the desired estimate for H we suppose that there exists a positive constant
ε such that it holds
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−ε
.
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Then, from the previous estimate it is sufficient to consider the monotonicity of the function
H¯1(t) := µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1. (3.4.35)
From (3.2.30) we can see immediately that H¯′1(t) < 0 by the condition (3.4.29). This gives
that H¯1 = H¯1(t) and H¯2 = H¯2(t) are both uniformly bounded. For this reason we obtain
H .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
Case 2: −σ
2
+ 1 < 0. It holds
H . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p) − µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
)−σ2 +1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1d(1 +Bλ(0, s))
1 +Bλ(0, s)
,
where again we used Lemma 3.1.5. Then, we get(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 H
. µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+n2 ( 1m− 12)+σ2︸ ︷︷ ︸
H¯3(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
H¯4(t)
.
For H¯3 = H¯3(t), using α2(p) = α1(p) +
n
2
(
1
m
− 1
2
)
we find
H¯3(t) =
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1(p)+σ2 .
Then, it follows
H¯
′
3(t) =
( µ(t)
λ2(t)
)′(
1 +Bλ(0, t)
)−α1(p)+σ2 + (− α1(p) + σ
2
) µ(t)
λ2(t)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−α1(p)+σ2−1
≤
[
− β1 µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(
− α1(p) + σ
2
)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)−α1(p)+σ2−1
≤
[
− β1
α+ 2
log Λ(t)− α1(p) + σ
2
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α1(p)+σ2−1,
where we used condition (C4) and (3.1.20), respectively. Then, for large time t we obtain
H¯
′
3(t) < 0. As for H¯4 = H¯4(t), we may conclude the desired estimates similarly to H¯1 = H¯1(t)
and H¯2 = H¯2(t). Hence, we arrive at the desired estimate
H .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
Case 3: −σ
2
+ 1 = 0. In this case we have
H =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−1(
1 +Bλ(0, s)
)−α2(p)
ds
= −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)d(1 +Bλ(s, t))
1 +Bλ(s, t)
= − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
∫ t
δt
log
(
1 +Bλ(s, t)
)
d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
3.4. High regular data 149
Applying Lemma 3.1.5 and since σ
2
= 1 we have
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 H
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
︸ ︷︷ ︸
H¯5(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)︸ ︷︷ ︸
H¯6(t)
.
For the boundedness of H¯5 = H¯5(t) we have
H¯5(t) =
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε H¯1(t) . log (1 +Bλ(0, t))(
1 +Bλ(0, δt)
)ε . 1
for a positive constant ε > 1 and for large time t. Here we have used the boundedness of
H¯1 = H¯1(t) which is given in (3.4.35) and l’Hospital’s rule (cf. condition (B4)) for
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε = lim
t→∞
sup
λ(t)Λ(t)
µ(t)
εδ
(
1 +Bλ(0, t)
)λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, δt)
)ε−1
. lim
t→∞
sup
λ(t)
Λ(t)
φ(t)
φ(t) log Λ(t) λ(δt)
Λ(δt)
φ(δt)
(
1 +Bλ(0, δt)
)ε−1
. lim
t→∞
sup
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
φ(δt) log Λ(t)
1(
1 +Bλ(0, δt)
)ε−1 .1. (3.4.36)
On the other hand, for H¯6 = H¯6(t) after using H¯1 = H¯1(t) and (3.4.36), respectively, we have
H¯6(t) . log
(
1 +Bλ(0, t)
) ∫ t
δt
(
1 +Bλ(0, s)
)−ε−1
d
(
1 +Bλ(0, s)
)
=
log
(
1 +Bλ(0, t)
)
ε
(
1 +Bλ(0, δt)
)ε − log (1 +Bλ(0, t))
ε
(
1 +Bλ(0, t)
)ε . 1.
Therefore, we obtain the desired estimate
H .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
Taking into consideration the derived estimates for G and H we arrive at
∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
In the same way, following the proof of Theorem 3.3.2 one can prove
∥∥unl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 ),∥∥unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12 )−1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12 )−1}.
Now let us continue with the estimate of the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 . Proceeding in the
same way as we did to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
with no other requirements to the
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admissible exponents p we have the following estimate:
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) ∫ δt
0
Φ2,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
K
+ ‖u‖pX(t)
∫ t
δt
Φ2(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+n4 ds︸ ︷︷ ︸
L
.
Here Φ2,m = Φ2,m(s, t) and Φ2 = Φ2(s, t) are defined in (3.1.15) and (3.1.16), respectively.
Firstly, we consider the integral K. We have
K . Φ2,m(0, t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
K¯1(t)
,
where we used (3.1.21) to Bλ(s, t). We have shown in the proof of Theorem 3.2.2 that the
function A¯1 = A¯1(t) in (3.2.26), which coincides with K¯1 = K¯1(t), is bounded for large t.
Thus, we have
K . Φ2,m(0, t). (3.4.37)
Now we consider the integral L. Defining α2(p) :=
n
2m
p− n
4
, we restrict our considerations
to the following two cases only, for all s ∈ [δt, t] by condition (C1), as we did in the proof of
Theorem 3.3.2.
Case a: Φ2(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−σ−12 −1. In this case we have
L =
λ2(t)
ρ(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ−12 −1(1 +Bλ(0, s))−α2(p)ds
= −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ−12 −1d(1 +Bλ(s, t))
=
2
σ − 1
λ2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ−12 ∣∣∣t
δt
− 2
σ − 1
λ2(t)
ρ(t)
∫ t
δt
(
1 +Bλ(s, t)
)−σ−12 d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
After using Lemma 3.1.5 it follows
ρ(t)
λ2(t)
L . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p) − µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(δt, t)
)−σ−12
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ−12 d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
So, we have
ρ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1L
. µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1−α2(p)︸ ︷︷ ︸
L¯1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
L¯2(t)
.
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We begin with L¯1 = L¯1(t). Using α2(p) = α1(p) +
n
2
(
1
m
− 1
2
)
we get
L¯1(t) =
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)σ+1
2 −α1(p).
So, we may conclude
L¯
′
1(t) =
( µ(t)
λ2(t)
)′(
1 +Bλ(0, t)
)σ+1
2 −α1(p) +
(σ + 1
2
− α1(p)
) µ(t)
λ2(t)
λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)σ−1
2 −α1(p)
≤
[
− β1 µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(σ + 1
2
− α1(p)
)Λ(t)
λ(t)
](
1 +Bλ(0, t)
)σ−1
2 −α1(p)
≤
[
− β1
α+ 2
+
(σ + 1
2
− α1(p)
) 1
log Λ(t)
]Λ(t)
λ(t)
log Λ(t)
(
1 +Bλ(0, t)
)σ−1
2 −α1(p),
where we used again condition (C4) and (3.1.20), respectively. Then, for a large time t we
get L¯
′
1(t) < 0. Therefore, this shows that L¯1 = L¯1(t) is uniformly bounded. For L¯2 = L¯2(t),
we assume that there exists a constant ε > 0 such that
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1 .
(
1 +Bλ(0, δt)
)−ε
.
This implies to introduce
L¯2(t) := µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1.
Then, analogously as in the proof of Theorem 3.2.2 for deriving the decreasing behavior of
B¯1 = B¯1(t) in (3.2.30), employing the condition (3.4.29) we may also conclude that L¯′2(t) < 0.
This gives the desired estimates for L¯2 = L¯2(t). Therefore, we obtain
L . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1. (3.4.38)
Consequently, in the Case a from (3.4.37) and (3.4.38) we obtain∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t)λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1. (3.4.39)
Case b: Φ(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ−12 −1. In this case we have
L = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ−12 −1 ∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2(p)
ds
= λ(t)F (Λ(t))
(
F 2(Λ(t))
)−σ−12 −1 ∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)
d
(
1 +Bλ(0, s)
)
.
To get the desired estimate for L we follow the proof of Theorem 3.3.2 in the Case b.1:
α2(p) 6= 1 and in the Case b.2: α2(p) = 1 by using (3.4.29). Thus, we may conclude
L . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1. (3.4.40)
Consequently, in the Case b from (3.4.37) and (3.4.40) we have∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t)λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12)−σ−12 −1. (3.4.41)
Together with the estimates (3.4.39) and (3.4.41) it yields the desired estimate∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}.
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Taking into consideration the norm of the solution space X(t), all together the derived esti-
mates for the norms ‖unl(t, ·)‖L2 , ‖|D|σunl(t, ·)‖L2 , ‖unlt (t, ·)‖L2 and ‖|D|σ−1unlt (t, ·)‖L2 yield
‖unl(t, ·)‖X(t) . ‖u‖pX(t). (3.4.42)
From (3.4.33) and (3.4.42), we get (3.4.31).
Let us consider now the estimate (3.4.32). We proceed as we did in the proof of Theorem
3.4.1. The goal is to estimate the norm
∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
. It holds∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
L2
.
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 ∥∥|u(s, x)|p − |v(s, x)|p∥∥
Lm∩L2∩H˙σ−1
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|u(s, x)|p − |v(s, x)|p∥∥
L2∩H˙σ−1ds. (3.4.43)
Employing the tools which we explained in Appendix A.7 and applied in the same way as in
the proof of Theorem 3.4.1, by the conditions
1 < p ≤ 1 + 2
n− 2σ with n > 2σ and p > dσe,
we may conclude the estimate∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
L2
.
(‖u‖p−1X(t) + ‖v‖p−1X(t))‖u− v‖X(t)
×
(∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds).
Following the same steps to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
we obtain∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
In the same way, with no other requirements to the admissible exponents p we can derive
the estimates ‖(Nu − Nv)(t, ·)‖L2 , ‖∂t(Nu − Nv)(t, ·)‖L2 and
∥∥|D|σ−1∂t(Nu − Nv)(t, ·)∥∥L2 .
Finally, we replace all these estimates into the definition of the norm of the solution space
X(t) to get (3.4.32), and this concludes the proof.
Remark 3.4.1. From the condition (3.4.2) of Theorem 3.4.1 and from condition (3.4.30) of
Theorem 3.4.2, if p ∈ (dσe, 1 + 2
n−2σ
]
when n > 2σ, then this condition implies that we have
(n− 2σ)(dσe − 1) < 2. Therefore, the admissible range for p is not empty for σ close to 1 in
low space dimensions, whereas higher space dimensions are allowed to suppose if σ close to
n
2
.
Remark 3.4.2. In the proof of the Theorem 3.4.1 and Theorem 3.4.2, if we choose σ = 2, then
we have
∥∥|u(s, ·)|p−|v(s, ·)|p∥∥
H˙1
. Therefore, we can easily handle this norm without using the
fractional chain rule from Proposition A.7.7. Because, in this case the differential operator
∇ is a local operator which appears in the proof of the Lipschitz condition. Therefore, we
avoid the lower bound dσe of the admissible range for p.
Remark 3.4.3. Our goal was to weaken the upper bound of admissible exponents p by sup-
posing a suitable higher regularity of the data. Indeed, for σ > 1 we have
n
n− 2 < 1 +
n
n− 2σ if n > 2σ,
which clarifies the expectation.
3.5. Large regular data 153
Remark 3.4.4 (Choice of the parameters q1, q2 and r1, · · · , r6). One choice for the parameters
q1, q2 and r1, · · · , r6 in the proof of Theorem 3.4.1 may be given as follows:
q1 =
2n
n− 2σ , q2 =
2n
n− 2 , r1 =
2n
n− 2 , r2 =
2n
n− 2σ
1
p− 1 ,
and
r3 =
2n
n− 2σ , r4 =
n
σ
, r5 =
2n
n− 2σ , r6 =
2n
n− 2 .
3.5. Large regular data
We consider once again the Cauchy problem (3.1.1), i.e.,{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = |u|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn.
In this section we discuss the global (in time) existence of small data solutions with large
regular data. In this case we suppose for the data the embedding
Hσ−1 ↪→ L∞, σ > 1 + n
2
.
Therefore, in order to estimate the norms
∥∥|u(s, ·)|p∥∥
H˙σ−1 and
∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
H˙σ−1 we
are able to use fractional powers rules instead of fractional Leibniz rule and fractional chain
rule as we did in Theorems 3.4.1 and 3.4.2. Finally, if σ > 1 + n
2
, then by using fractional
powers rules the condition p > dσe may be improved to p > σ.
3.5.1. Case of sub-exponential propagation speed
We define the parameters pˆ1,m(n), pˆ2,m(n) and pˆ3,m(n) as we defined in Section 3.4.1, and
pˆm(n) := max
{
pˆ1,m(n) ; pˆ2,m(n) ; pˆ3,m(n)
}
.
We have the following statement for the case of sub-exponential propagation speed.
Theorem 3.5.1. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1), (C2)
and (C4) are satisfied. Let us consider ν(δ) . 1 and ϑ(δ) . 1, where the functions ν = ν(δ)
and ϑ = ϑ(δ) are defined in (3.1.2) and (3.1.3), respectively. Let the data (u0, u1) ∈ Dσm with
σ > 1 + n
2
and m ∈ [1, 2). Moreover, we assume that the exponent p satisfies
p > pˆm(n) and p > max
{
σ;
2
m
}
. (3.5.1)
Finally, we suppose that the following condition holds:
β1
n
2
(
1
m
− 1
2
) > max{(2 +R)ν(δ)
δ
; 2
ϑ(δ)
δ
}
, (3.5.2)
where β1 is from condition (C4) and R is from (3.1.17).
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0
there is a uniquely determined energy solution
u ∈ C([0,∞), Hσ) ∩ C1([0,∞), Hσ−1)
to the Cauchy problem (3.1.1).
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Furthermore, there exists a constant C > 0 such that the solution satisfies the estimates
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−n2 ( 1m− 12)−σ2 ‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2 ≤ C max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖Dσm ,∥∥|D|σ−1ut(t, ·)∥∥L2 ≤ C max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}‖(u0, u1)‖Dσm .
Proof. We will follow the same approach used in the proof of Theorem 3.4.1 to prove this
theorem. The definition of the evolution space X(t) and its norm ‖u‖X(t) are just the same as
in the proof of Theorem 3.4.1. Therefore, it is sufficient to verify the following two inequalities:
‖Nu‖X(t) . ‖(u0, u1)‖Dσm + ‖u‖pX(t), (3.5.3)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (3.5.4)
To treat the “nonlinear part” we estimate on the one hand the norms∥∥|u(s, ·)|p∥∥
Lq
and
∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
Lq
with q = m and q = 2, as we did exactly in the proof of Theorem 3.4.1. So, from Gagliardo-
Nirenberg inequality we have the following estimates for p ≥ 2
m
:
‖u(s, ·)‖pLmp .
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u‖pX(s), (3.5.5)
‖u(s, ·)‖pL2p .
(
1 +Bλ(0, s)
)− n2mp+n4 ‖u‖pX(s). (3.5.6)
On the other hand, we turn to estimate the norms
∥∥|u(s, ·)|p∥∥
H˙σ−1 and
∥∥|u(s, ·)|p −
|v(s, ·)|p∥∥
H˙σ−1 by using results on fractional powers for σ − 1 > n2 .
Firstly, let us begin to estimate the norm
∥∥|u(s, ·)|p∥∥
H˙σ−1 . We apply Corollary A.7.10
with σ − 1 ∈ (n
2
, p
)
and Proposition A.7.13 with a suitable σ∗ < n
2
, from Section A.7 in the
appendix, respectively. Therefore, we obtain∥∥|u(s, ·)|p∥∥
H˙σ−1 . ‖u(s, ·)‖H˙σ−1‖u(s, ·)‖p−1L∞
. ‖u(s, ·)‖H˙σ−1
(‖u(s, ·)‖H˙σ∗ + ‖u(s, ·)‖H˙σ−1)p−1
. ‖u(s, ·)‖H˙σ−1‖u(s, ·)‖p−1H˙σ∗ + ‖u(s, ·)‖
p
H˙σ−1
.
Applying the fractional Gagliardo-Nirenberg inequality and using the definition of the norm
of the solution space X(t) we derive
‖u(s, ·)‖H˙σ−1 . ‖u(s, ·)‖θσ−1,σH˙σ ‖u(s, ·)‖
1−θσ−1,σ
L2
.
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)−σ−12 ‖u‖X(s),
‖u(s, ·)‖H˙σ∗ . ‖u(s, ·)‖θσ∗,σH˙σ ‖u(s, ·)‖
1−θσ∗,σ
L2
.
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)−σ∗2 ‖u‖X(s),
where θσ−1,σ = 1− 1σ and θσ∗,σ = σ
∗
σ
. Hence, by choosing the parameter σ∗ = n
2
− ε < n
2
with
a sufficiently small positive ε we have∥∥|u(s, ·)|p∥∥
H˙σ−1 .
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)p−σ−12 −σ∗2 (p−1)‖u‖pX(s). (3.5.7)
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For this reason, in order to get the desired estimates from the estimate
∥∥|D|σunl(t, ·)∥∥
L2
.
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 ∥∥|u(s, ·)|p∥∥
Lm∩L2∩H˙σ−1ds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|u(s, ·)|p∥∥
L2∩H˙σ−1ds,
after taking into consideration (3.5.5), (3.5.6), (3.5.7), σ∗ < n
2
and
− n
2m
p+
n
2m
> − n
2m
p+
n
4
> −n
2
( 1
m
− 1
2
)
p− σ − 1
2
− σ
∗
2
(p− 1),
where we choose σ∗ = n
2
− ε < n
2
and ‖u‖X(s) ≤ ‖u‖X(t) with 0 ≤ s ≤ t, we arrive at the
estimate∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds︸ ︷︷ ︸
G
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds︸ ︷︷ ︸
H
.
Proceeding analogously to the proof of Theorem 3.4.1 we have
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
G1(t)
.
We may conclude by using
p > 1 +
(σ + 1
2
− β1
2 +R
)2m
n
> 1 +
(
1− β1
2 +R
)2m
n
that G1 = G1(t) is uniformly bounded. Therefore, with p > pˆ1,m(n) we obtain the desired
estimate
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (3.5.8)
Now, let us consider the integral H. Defining α2(p) :=
n
2m
p− n
4
we have (for σ 6= 2)
H = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
=
−1
1− σ
2
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
To get the desired estimate in this case we distinguish between the following cases and we
summarize the conditions for the exponent p from the proof of Theorem 3.4.1. Let us point
out that σ > 1 + n
2
leads to some conditions for the space dimension n.
• Case 1: −σ
2
+ 1 > 0. This case comes into play only if n = 1 and by p > pˆ3,m(n) we
obtain the desired estimate for H.
• Case 2: −σ
2
+ 1 < 0. This case appears if n ≥ 2 and by the conditions p > pˆ1,m(n) and
p > pˆ3,m(n) we get the desired estimate for H.
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• Case 3: −σ
2
+ 1 = 0. Similarly, this case holds only if n = 1 and by p > pˆ3,m(n) we
find the desired estimate for H.
Consequently, we arrive at the estimate
H .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (3.5.9)
Therefore, from (3.5.8) and (3.5.9) we have the estimate∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (3.5.10)
To complete the proof of (3.5.3) one can prove in the same way∥∥unl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12) (3.5.11)
by the conditions p > pˆ1,m(n), p > pˆ2,m(n) and (3.5.2), respectively.
Now let us continue to estimate the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 . We have∥∥|D|σ−1unlt (t, ·)∥∥L2 . ∫ t
0
∥∥|D|σ−1(K1(t, s, x) ∗(x) |u(s, x)|p)∥∥Lm∩L2ds.
Proceeding in the same way as we did to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
we have the
following estimate:
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ∫ δt
0
Φ2,m(s, t)
Λ(s)
λ(s)
∥∥|u(s, ·)|p∥∥
Lm∩L2∩H˙σ−1ds
+
∫ t
δt
Φ2(s, t)
Λ(s)
λ(s)
∥∥|u(s, ·)|p∥∥
L2∩H˙σ−1ds,
where Φ2,m = Φ2,m(s, t) and Φ2 = Φ2(s, t) are defined in (3.1.15) and (3.1.16), respectively.
Summarizing, using the estimates of the norm
∥∥|u(s, ·)|p∥∥
Lm∩L2∩H˙σ−1 from (3.5.5), (3.5.6) and
(3.5.7) with no other requirements to the admissible exponents p we arrive at
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) ∫ δt
0
Φ2,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
K
+ ‖u‖pX(t)
∫ t
δt
Φ2(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+n4 ds︸ ︷︷ ︸
L
.
In order to obtain the desired estimates for K and L we follow exactly the same considerations
from the proof of Theorem 3.4.1. Then, by the conditions p > pˆ1,m(n), p > pˆ3,m(n) and (3.5.2)
we obtain the estimate∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}. (3.5.12)
Moreover, analogously one can prove
∥∥unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(τ)ρ(τ) (1 +Bλ(0, τ))−n2 ( 1m− 12)−1;
λ(τ)F (Λ(τ))
(
F 2(Λ(τ))
)−n2 ( 1m− 12)−1}, (3.5.13)
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provided that the conditions p > pˆ1,m(n), p > pˆ3,m(n) and (3.5.2) are fulfilled.
Consequently, using the norm of the solution space X(t), from (3.5.10), (3.5.11), (3.5.12)
and (3.5.13) it follows
‖unl‖X(t) . ‖u‖pX(t).
Now we want to prove (3.5.4). By the definition of the solution space X(t) and its norm
we have∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
L2
.
(
1 +Bλ(0, s)
)− n2mp+n4 ‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)),∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
Lm
.
(
1 +Bλ(0, s)
)− n2mp+ n2m ‖u− v‖X(s)(‖u‖p−1X(t) + ‖v‖p−1X(s)).
On the other hand, to estimate the norm∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
H˙σ−1
we use the integral representation
|u(s, x)|p − |v(s, x)|p =
∫ 1
0
d
dw
∣∣wu(s, x) + (1− w)v(s, x)∣∣pdw
= p
∫ 1
0
(
u(s, x)− v(s, x))G(wu(s, x) + (1− w)v(s, x))dw,
where G(u) = u|u|p−2. Then, we have∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
H˙σ−1.
∫ 1
0
∥∥∥|D|σ−1((u(s, ·)− v(s, ·))G(wu(s, ·) + (1− w)v(s, ·)))∥∥∥
L2
dw.
Now we apply Corollary A.7.12 in order to estimate the last statement. Therefore, we get∥∥|u(s, ·)|p − |v(s, ·)|p∥∥
H˙σ−1
.
∫ 1
0
‖u(s, ·)− v(s, ·)‖H˙σ−1
∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
L∞dw
+
∫ 1
0
‖u(s, ·)− v(s, ·)‖L∞
∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
H˙σ−1dw.
Employing the fractional powers rules from Corollary A.7.10 and Proposition A.7.13, respec-
tively, we obtain∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
H˙σ−1
.
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥
H˙σ−1
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−2
L∞
.
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥
H˙σ−1
×
(∥∥wu(s, ·) + (1− w)v(s, ·)∥∥
H˙σ∗ +
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥
H˙σ−1
)p−2
.
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥
H˙σ−1
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−2
H˙σ∗
+
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−1
H˙σ−1 .
To conclude the estimate for the previous statement we need the following estimates:∥∥wu(s, ·) + (1− w)v(s, ·)∥∥
H˙σ−1 .
(
1 +Bλ(0, s)
)− n2m+n4−σ−12 ∥∥wu+ (1− w)v∥∥
X(s)
,∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−2
H˙σ∗ .
(
1 +Bλ(0, s)
)− n2m (p−2)+n4 (p−2)−σ∗2 (p−2)∥∥wu+ (1− w)v∥∥p−2
X(s)
.
Therefore, we arrive at the estimates∥∥wu(s, ·) + (1− w)v(s, ·)∥∥
H˙σ−1
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−2
H˙σ∗
.
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ−12 −σ∗2 (p−2)∥∥wu+ (1− w)v∥∥p−1
X(s)
,∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−1
H˙σ−1
.
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ−12 (p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
,
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where by σ∗ < n
2
it holds
− n
2m
(p− 1) + n
4
(p− 1)− σ − 1
2
− σ
∗
2
(p− 2) > − n
2m
(p− 1) + n
4
(p− 1)− σ − 1
2
(p− 1).
This implies∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
H˙σ−1
.
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ−12 −σ∗2 (p−2)∥∥wu+ (1− w)v∥∥p−1
X(s)
.
On the other hand, applying Proposition A.7.13 with σ∗ < n
2
we have∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
L∞
.
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−1
H˙σ∗ +
∥∥wu(s, ·) + (1− w)v(s, ·)∥∥p−1
H˙σ−1
.
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ∗2 (p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
+
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ−12 (p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
.
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ∗2 (p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
.
Consequently, we arrive at the estimates
‖u(s, ·)− v(s, ·)‖H˙σ−1
∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
L∞
.
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)‖u− v‖X(s)∥∥wu+ (1− w)v∥∥p−1X(s),
‖u(s, ·)− v(s, ·)‖L∞
∥∥G(wu(s, ·) + (1− w)v(s, ·))∥∥
H˙σ−1
.
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)‖u− v‖X(s)∥∥wu+ (1− w)v∥∥p−1X(s).
Thus, we obtain∥∥|u(s,·)|p − |v(s, ·)|p∥∥
H˙σ−1
.
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1) ∫ 1
0
‖u− v‖X(s)‖wu+ (1− w)v‖p−1X(s)dw
.
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1) ∫ 1
0
‖u− v‖X(s)
(‖u‖p−1X(s) + ‖v‖p−1X(s))dw
.
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
Taking into consideration (3.5.7), σ∗ = n
2
− ε < n
2
with ε > 0 and ‖u‖X(s) ≤ ‖u‖X(t) with
0 ≤ s ≤ t we find∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
L2
.
(‖u‖p−1X(t) + ‖v‖p−1X(t))‖u− v‖X(t)
×
(∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds).
In order to conclude the proof of the estimate (3.5.4) we can follow the same steps of the
proof of (3.5.3). Hence, we arrive at the estimate∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
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In the same way, with no other requirements to the admissible exponents p one can derive∥∥(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥∂t(Nu−Nv)(t, ·)∥∥L2 . Φ1,m(0, t)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥|D|σ−1∂t(Nu−Nv)(t, ·)∥∥L2 . Φ2,m(0, t)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),
where Φ1,m = Φ1,m(0, t) and Φ2,m = Φ2,m(0, t) are defined in (3.1.13) and (3.1.15) for τ = t,
respectively. Thus, from the definition of the norm of the solution space X(t) we may conclude
the proof of (3.5.4), which completes the proof of the theorem.
3.5.2. Case of super-exponential propagation speed
Finally, we conclude this section with the treatment of the case of super-exponential propa-
gation speed for large regular data belonging to L∞. For this reason, we choose the regularity
parameter σ from the interval σ ∈ (1 + n
2
,∞). We have the following statement.
Theorem 3.5.2. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1),
(C3) and (C4) hold. Let ν(δ) = ∞ and ϑ(δ) = ∞, where the functions ν = ν(δ) and
ϑ = ϑ(δ) are defined in (3.1.2) and (3.1.3), respectively. Moreover, the following condition
for the functions ν and ϑ holds:
max
{
ν(δ, t) ; ϑ(δ, t)
}
= o
(
log Λ(t)
)
. (3.5.14)
We choose the data (u0, u1) ∈ Dσm with σ > 1 + n2 and m ∈ [1, 2). Finally, the exponent p
satisfies p > max
{
σ; 2
m
}
.
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0
there is a uniquely determined energy solution
u ∈ C([0,∞), Hσ) ∩ C1([0,∞), Hσ−1)
to the Cauchy problem (3.1.1).
Furthermore, there exists a constant C > 0 such that the solution satisfies the following
estimates:
‖u(t, ·)‖L2 ≤ C
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
≤ C(1 +Bλ(0, t))−n2 ( 1m− 12)−σ2 ‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2 ≤ C max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}‖(u0, u1)‖Dσm ,∥∥|D|σ−1ut(t, ·)∥∥L2 ≤ C max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}‖(u0, u1)‖Dσm .
Proof. To prove this theorem we will proceed in an analogous way as in the proofs of Theorems
3.4.2 and 3.5.1. We want to prove the following two inequalities:
‖Nu‖X(t) . ‖(u0, u1)‖Dσm + ‖u‖pX(t), (3.5.15)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (3.5.16)
Let us derive estimates of the following norms:∥∥unl(t, ·)∥∥
L2
,
∥∥|D|σunl(t, ·)∥∥
L2
,
∥∥unlt (t, ·)∥∥L2 and ∥∥|D|σ−1unlt (t, ·)∥∥L2 .
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We begin to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
. In the same way as we derived in the
proof of Theorem 3.5.1, employing the fractional powers rules from Corollary A.7.10 with
σ − 1 ∈ (n
2
, p
)
and Proposition A.7.13 with σ∗ < n
2
we obtain
∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds︸ ︷︷ ︸
G
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds︸ ︷︷ ︸
H
.
Now we want to estimate the integrals G and H, as we did in the proof of Theorem 3.4.2.
Setting α1(p) :=
n
2m
p− n
2m
the integral G can be estimated as follows:
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α1(p)
ds︸ ︷︷ ︸
G¯1(t)
,
where we used (3.1.20). We have shown in the proof of Theorem 3.2.2 that the integral
A¯1 = A¯1(t), which is defined in (3.2.26) and coincides with the integral G¯1 = G¯1(t), is
bounded for large time t in the cases α1(p) 6= 1 and α1(p) = 1, respectively. Therefore, we
may conclude the estimate
G .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
Now we consider the integral H. Introducing α2(p) :=
n
2m
p− n
4
in the case σ 6= 2 it follows
H = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
=
−1
1− σ
2
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p))
.
To get the desired estimate for H we shall distinguish between the following cases from the
proof of Theorem 3.5.1. These cases give us some conditions for the space dimension n, since
σ > 1 + n
2
. Then, by using the condition (3.5.14) we may summarize it in the following way:
• Case 1: −σ
2
+ 1 > 0. This case comes into play only if n = 1 and we obtain the desired
estimate for H.
• Case 2: −σ
2
+ 1 < 0. This case appears if n ≥ 2 and we get the desired estimate for H.
• Case 3: −σ
2
+ 1 = 0. Similarly, this case holds only if n = 1 and we find the desired
estimate for H.
Therefore, we arrive at the estimate
H .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
Taking into consideration the derived estimates for G and H we get∥∥|D|σunl(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u‖pX(t). (3.5.17)
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Similarly, one can derive∥∥unl(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)‖u‖pX(t). (3.5.18)
Now let us continue to estimate the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 . Proceeding in the same way
as we did to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
we have the following estimate:
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) ∫ δt
0
Φ2,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2mds︸ ︷︷ ︸
K
+ ‖u‖pX(t)
∫ t
δt
Φ2(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+n4 ds︸ ︷︷ ︸
L
.
Here Φ2,m = Φ2,m(s, t) and Φ2 = Φ2(s, t) are defined in (3.1.15) and (3.1.16), respectively. In
order to obtain the desired estimates for K and L we follow exactly the same considerations
from the proof of Theorem 3.5.1. Then, we obtain the estimate
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}. (3.5.19)
Moreover, analogously we can also prove
∥∥unlt (t, ·)∥∥L2 . ‖u‖pX(t) max{λ2(τ)ρ(τ) (1 +Bλ(0, τ))−n2 ( 1m− 12)−1;
λ(τ)F (Λ(τ))
(
F 2(Λ(τ))
)−n2 ( 1m− 12)−1}. (3.5.20)
Consequently, using the norm of the solution space X(t), from (3.5.17), (3.5.18), (3.5.19)
and (3.5.20) we arrive at
‖unl(t, ·)‖X(t) . ‖u‖pX(t).
Let us consider now the estimate (3.5.16) analogously as we did in the proof of Theorem
3.5.1. The goal is to estimate the norm
∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
. Employing the tools which
we explained in Appendix A.7 and applied in the same way as in the proof of Theorem 3.5.1
we may conclude the estimate∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|u(s, x)|p − |v(s, x)|p)ds∥∥∥
L2
.
(‖u‖p−1X(t) + ‖v‖p−1X(t))‖u− v‖X(t)
×
(∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2mds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4 ds).
Following the same steps to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
we obtain
∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
In the same way, with no other requirements we can derive the estimates for ‖(Nu −
Nv)(t, ·)‖L2 , ‖∂t(Nu − Nv)(t, ·)‖L2 and
∥∥|D|σ−1∂t(Nu − Nv)(t, ·)∥∥L2 . The proof is com-
pleted if we replace all these estimates into the definition of the norm of solution space X(t)
to get (3.5.16).
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4. Global in time existence results for damped
wave models with different power
nonlinearities
4.1. Introduction
In this chapter we consider the following Cauchy problem:{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = f(ut, |D|au), (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (4.1.1)
with some different power nonlinearities on the right-hand side. Our goal is to discuss again
the global (in time) existence of small data Sobolev solutions with source power nonlinearities
|ut|p and
∣∣|D|au∣∣p, a ∈ (0, 1], respectively. The main approach to deal with these kind of source
terms is similar to the one we used to treat the Cauchy problem (3.1.1).
Let us recall again the following auxiliary functions from Chapter 3 under condition (C1):
Φ1,m(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−n2 ( 1m− 12)−1 ;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1}, (4.1.2)
Φ1(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−1
; λ(t)F (Λ(t))
(
F 2(Λ(t))
)−1}
, (4.1.3)
Φ2,m(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−n2 ( 1m− 12)−σ−12 −1 ;
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1}, (4.1.4)
Φ2(s, t) = max
{λ2(t)
ρ(t)
(
1+Bλ(s, t)
)−σ−12 −1 ; λ(t)F (Λ(t))(F 2(Λ(t)))−σ−12 −1}. (4.1.5)
4.1.1. Philosophy of our approach
In this section, we will apply the estimates for the solutions to the family of linear parameter-
dependent Cauchy problems from Theorem 3.1.1 to prove the global (in time) existence of
small data Sobolev solutions to the semi-linear model (4.1.1). Denoting by K0 = K0(t, 0, x)
and K1 = K1(t, 0, x) the fundamental solutions to the corresponding linear equation with
vanishing right-hand side, we write the solutions in the form
ulin(t, x) := K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x).
On the other hand, applying Duhamel’s principle leads to the following formal implicit rep-
resentation of the solution to (4.1.1):
Nu(t, x) = K0(t, 0, x) ∗(x) u0(x) +K1(t, 0, x) ∗(x) u1(x)
+
∫ t
0
K1(t, s, x) ∗(x) f(ut, |D|au)(s, x) ds =: ulin(t, x) + unl(t, x),
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where f(ut, |D|au) =
∣∣|D|au∣∣p, a ∈ (0, 1] or |ut|p and K1 = K1(t, s, x) is the fundamental
solution to the corresponding parameter-dependent linear Cauchy problem (3.1.4). Now we
introduce the operator N for any u ∈ X(t) by
N : u ∈ X(t)→ Nu = Nu(t, x) := ulin(t, x) + unl(t, x),
and try to find a fixed point u = Nu of the mapping N : X(t) → X(t). We will show that
the mapping N satisfies the following two estimates:
‖Nu‖X(t) . ‖(u0, u1)‖Dσm + ‖u‖pX(t), (4.1.6)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (4.1.7)
These estimates indicate the existence of a unique solution of u = Nu. Therefore, to complete
the proof it remains to establish (4.1.6) and (4.1.7).
Remark 4.1.1. From the estimates in Theorem 3.1.1 and the definition of the norm in X(t)
we may easily conclude
‖ulin‖X(t) . ‖(u0, u1)‖Dσm .
For this reason, to complete the proof of (4.1.6) we need to show
‖unl‖X(t) . ‖u‖pX(t).
After that we shall prove (4.1.7). Then, from the estimates of Theorem 3.1.1 it is necessary
to estimate the term |u(s, ·)|p − |v(s, ·)|p in Lm ∩ L2 ∩ H˙σ−1. In general, straight-forward
calculations yield the desired estimate of the Lm norm and L2 norm. However, to estimate
the H˙σ−1 norm we use tools from the Appendix A.7.
4.2. Semilinear damped wave models of the derivative type power
nonlinearity |ut|p
We study the Cauchy problem for the following semilinear damped wave model:{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut = |ut|p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (4.2.1)
where (u0, u1) ∈ Dσm with σ > 1 + n2 and m ∈ [1, 2). In this case we have the embedding
Hσ−1 ↪→ L∞ . So, we obtain large regular solutions to (4.2.1) by using the fractional powers
rules. Let us point out that, in order to use fractional powers the condition p > σ is necessary
to suppose.
The case of sub-exponential propagation speed
In this case we assume the following condition.
(D1) The function
µ(t)
λ2(t)
λ2p(t)
ρp(t)
satisfies the following conditions:
• µ(t)
λ2(t)
λ2p(t)
ρp(t)
is increasing,
• there exist positive constants d1 and d˜1 such that the following inequalities hold:
d˜1
µ(t)
λ(t)Λ(t)
λ2p(t)
ρp(t)
≤
( µ(t)
λ2(t)
λ2p(t)
ρp(t)
)′
≤ d1 µ(t)
λ(t)Λ(t)
λ2p(t)
ρp(t)
.
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Remark 4.2.1. By using conditions (A1), (C2) and (D1) we obtain the following estimate
for p > 2 and n ≥ 2:( µ(t)
λ2(t)
λ2p(t)
ρp(t)
)′
=
(λp−2(t)Λp(t)
µp−1(t)
)′
≥ (p− 2)λ0λ
p−1(t)Λp−1(t) + pλp−1(t)Λp−1(t)− (p− 1)µ1λp−1(t)Λp−1(t)
µp−1(t)
=
(
(p− 2)λ0 + p− (p− 1)µ1
)(λ(t)Λ(t)
µ(t)
)p−1
=
(
(p− 2)λ0 + p− (p− 1)µ1
) µ(t)
λ(t)Λ(t)
λ2p(t)
ρp(t)
.
Here we assume (p− 2)λ0 + p− (p− 1)µ1 ≥ 0 with λ0 − µ1 + 1 > 0, which implies
p > 2 >
2λ0 − µ1
λ0 − µ1 + 1 .
Example 4.2.1. Let us consider λ(t) = (α+ 1)(1 + t)α, α > 0. Then, we get
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, −1 < γ < α.
Moreover, we choose
µ(t) = (1 + t)β, α− γ < β < 2α+ 2,
which implies
ρ(t) = (α+ 1)(1 + t)β−1,
where due to condition (C2) we define β := µ1(α+ 1) with µ1 ∈ [0, 2). Then, we have( µ(t)
λ2(t)
λ2p(t)
ρp(t)
)′
=
(λp−2(t)Λp(t)
µp−1(t)
)′
=
(
(α+ 1)p−2(1 + t)p(2α−β+1)+β−2α
)′
= (α+ 1)p−2
(
(p− 1)(2α− β + 1) + 1)(1 + t)(p−1)(2α−β+1).
Here with 2α− β + 1 > 0 we find
(p− 1)(2α− β + 1) + 1 > 0, that is, p > 2 > 2α− β
2α− β + 1 .
Example 4.2.2. Let us choose λ(t) = et. Then, we obtain
Λ(t) = et and Θ(t) = ert, 0 < r < 1.
Moreover, we take
µ(t) = ρ(t) = eµ1t, 1− r < µ1 < 2.
Then, we find( µ(t)
λ2(t)
λ2p(t)
ρp(t)
)′
=
(λp−2(t)Λp(t)
µp−1(t)
)′
=
(
e(p−1)(2−µ1)t
)′
= (p− 1)(2− µ1)e(p−1)(2−µ1)t,
where (p− 1)(2− µ1) > 0, that is, µ(t)λ2(t) λ
2p(t)
ρp(t)
is increasing.
The case of super-exponential propagation speed
In this case we assume the following condition.
(D2) The function
µ(t)
λ2(t)
λ2p(t)
ρp(t)
satisfies the following conditions:
• µ(t)
λ2(t)
λ2p(t)
ρp(t)
is increasing,
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• there exist positive constants d2 and d˜2 such that the following inequalities hold:
d˜2
µ(t)
λ(t)Λ(t)
λ2p(t)
ρp(t)
1
log Λ(t)
≤
( µ(t)
λ2(t)
λ2p(t)
ρp(t)
)′
≤ d2 µ(t)
λ(t)Λ(t)
λ2p(t)
ρp(t)
1
log Λ(t)
.
Example 4.2.3. We choose λ(t) = etee
t
. Then, we have
Λ(t) = ee
t
, Θ(t) = ere
t
, 0 < r < 1.
Moreover, since φ(t) = Λ
2(t)
µ(t)
is an increasing function from condition (C3) choosing
µ(t) =
e2e
t
eαt
, α > 0 we get ρ(t) = µ(t)et = e(1−α)te2e
t
.
Therefore, we find( µ(t)
λ2(t)
λ2p(t)
ρp(t)
)′
=
(λp−2(t)Λp(t)
µp−1(t)
)′
=
(
e(p−2+αp−α)t
)′
= (p− 2 + αp− α)e(p−2+αp−α)t
which implies the condition p− 2 + α(p− 1) > 0 to conclude that µ(t)
λ2(t)
λ2p(t)
ρp(t)
is increasing.
We introduce now statements for both cases for proving global (in time) existence theo-
rems.
Lemma 4.2.1. We assume that conditions (D1) and (D2) hold. Then, from Lemma 3.1.3
and Lemma 3.1.4, respectively, we have the following estimates for all s ∈ [0, t]:
d
(
µ(s)
λ2(s)
λ2p(t)
ρp(t)
(
1 +Bλ(0, s)
)−α4(p))
ds
. µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)−1d(1 +Bλ(0, s))
ds
,
d
(
µ(s)
λ2(s)
λ2p(t)
ρp(t)
(
1 +Bλ(0, s)
)−α4(p))
ds
& − µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)−1d(1 +Bλ(0, s))
ds
,
where α4(p) =
n
2m
p− n
4
+ p > 0.
Now we introduce the following conditions which come into play if the second component
of the functions Φ1,m = Φ1,m(s, t), Φ1 = Φ1(s, t) and Φ2,m = Φ2,m(s, t), Φ2 = Φ2(s, t) is
dominant.
(D3) We assume that the following estimate holds with k1 ≥ 0:
Ξ′(t) ≤ k1Ξ(t)λ(t)
Λ(t)
.
Then, by using conditions (A1) and (D3) there exists a positive constant r such that
(
λp(t)Λ(t)Ξ2(t)
)′ ≤ pλ1λp−1(t)λ2(t)
Λ(t)
Λ(t)Ξ2(t) + λp+1(t)Ξ2(t) + 2k1λ
p(t)Λ(t)Ξ2(t)
λ(t)
Λ(t)
≤ (pλ1 + 1 + 2k1)λp+1(t)Ξ2(t) ≤ rλp+1(t)Ξ2(t).
(D4) We suppose that the following estimate is satisfied:
F (Λ(t))
F ′(Λ(t))
≤ Λ(t).
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4.2.1. Case of sub-exponential propagation speed
We define the following parameters:
p1(m,n, σ) := max
{ n
n+ 2m
+
(σ + 1
2
+
d1
2− µ1
) 2m
n+ 2m
;
mr + n−m
n+m
}
,
p2(m,n, σ) := max
{
nm
2(n+ 2m)
+
nm
n+2m
(
1
m
− 1
2
)
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
+
( σ+1
2
+ d1
2−µ1
δ
ν(δ)
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
)
2m
n+ 2m
;
m(n− 2)
2(n+m)
+
1
ϑ(δ)
rm
n+m
+
ν(δ)
δ
(
n
2
( 1
m
− 1
2
)
+
σ
2
)
(2 +R)
m
n+m
}
,
where we set
p(m,n, σ) := max
{
p1(m,n, σ) ; p2(m,n, σ)
}
.
We have the following result in the case of sub-exponential propagation speed.
Theorem 4.2.2. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1),
(C2), (D1), (D3) and (D4) are satisfied. Let us suppose ν(δ) . 1 and ϑ(δ) . 1, where the
functions ν = ν(δ) and ϑ = ϑ(δ) are defined in (3.1.2) and (3.1.3), respectively. Let the data
(u0, u1) ∈ Dσm with σ > 1 + n2 , n ≥ 2 and m ∈ [1, 2). Moreover, we assume that the exponent
p satisfies p > p(m,n, σ) and p > σ.
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0
there is a uniquely determined energy solution
u ∈ C([0,∞), Hσ) ∩ C1([0,∞), Hσ−1)
to the Cauchy problem (4.2.1). Furthermore, the solution satisfies the estimates
‖u(t, ·)‖L2 .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )−σ2 ‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2
. max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )−1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12 )−1}‖(u0, u1)‖Dσm ,∥∥|D|σ−1ut(t, ·)∥∥L2
. max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )−σ−12 −1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12 )−σ−12 −1}‖(u0, u1)‖Dσm .
Proof. We introduce for all t > 0 the functions spaces
X(t) = C([0, t], Hσ) ∩ C1([0, t], Hσ−1)
with the norm
‖u(τ, ·)‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖u(τ, ·)‖L2
+
(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)+σ2 ∥∥|D|σu(τ, ·)∥∥
L2
+ Φ−11,m(0, τ)‖ut(τ, ·)‖L2 + Φ−12,m(0, τ)
∥∥|D|σ−1ut(τ, ·)∥∥L2].
Here Φ1,m = Φ1,m(0, τ) and Φ2,m = Φ1,m(0, τ) are defined in (4.1.2) and (4.1.4), respectively
for s = 0 and t = τ . In order to prove (4.1.6) let us begin with the “nonlinear part” of the
solution u, namely, with
unl(t, x) =
∫ t
0
K1(t, s, x) ∗(x) |ut(s, x)|p ds.
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For this reason we have to estimate the norms∥∥unl(t, ·)∥∥
L2
,
∥∥|D|σunl(t, ·)∥∥
L2
,
∥∥unlt (t, ·)∥∥L2 and ∥∥|D|σ−1unlt (t, ·)∥∥L2 .
Case 1: Let us assume that the first components are dominant, that is,
Φ1,m(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−1 and Φ1(s, t) = λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1
,
Φ2,m(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ−12 −1 and Φ2(s, t) = λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−σ−12 −1,
for all t ≥ s ≥ 0. In order to estimate the norm ∥∥|D|σunl(t, ·)∥∥
L2
we use the (Lm ∩ L2)− L2
estimates if s ∈ [0, δt] and L2 − L2 estimates if s ∈ [δt, t] from Theorem 3.1.1. Therefore, we
have the following estimate:
∥∥|D|σunl(t, ·)∥∥
L2
.
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 ∥∥|ut(s, ·)|p∥∥Lm∩L2∩H˙σ−1ds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|ut(s, ·)|p∥∥L2∩H˙σ−1ds.
It remains to estimate the following norms:∥∥|ut(s, ·)|p∥∥Lm , ∥∥|ut(s, ·)|p∥∥L2 and ∥∥|ut(s, ·)|p∥∥H˙σ−1 .
For the first two norms, by using the fractional Gagliardo-Nirenberg inequality one can get
for p ≥ 2
m
the estimates
‖ut(s, ·)‖pLmp .
∥∥|D|σut(s, ·)∥∥pθσ(mp)L2 ‖ut(s, ·)‖p(1−θσ(mp))L2
. λ
2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+ n2m−p‖u‖pX(s), (4.2.2)
‖ut(s, ·)‖pL2p .
∥∥|D|σut(s, ·)∥∥pθσ(2p)L2 ‖ut(s, ·)‖p(1−θσ(2p))L2
. λ
2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+n4−p‖u‖pX(s). (4.2.3)
Now, we turn to estimate the norm
∥∥|ut(s, ·)|p∥∥H˙σ−1 by using results on fractional powers for
σ − 1 > n
2
. We apply Corollary A.7.10 with σ − 1 ∈ (n
2
, p
)
and Proposition A.7.13 with a
suitable σ∗ < n
2
, from Section A.7 in the Appendix, respectively. Therefore, we obtain∥∥|ut(s, ·)|p∥∥H˙σ−1 . ‖ut(s, ·)‖H˙σ−1‖ut(s, ·)‖p−1L∞
. ‖ut(s, ·)‖H˙σ−1
(‖ut(s, ·)‖H˙σ∗ + ‖ut(s, ·)‖H˙σ−1)p−1
. ‖ut(s, ·)‖H˙σ−1‖ut(s, ·)‖p−1H˙σ∗ + ‖ut(s, ·)‖
p
H˙σ−1
.
Applying the fractional Gagliardo-Nirenberg inequality and using the definition of the norm
of the solution space X(t), we derive
‖ut(s, ·)‖H˙σ−1 . ‖ut(s, ·)‖θσ−1,σH˙σ ‖ut(s, ·)‖
1−θσ−1,σ
L2
. λ
2(s)
ρ(s)
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)−σ−12 −1‖u‖X(s),
‖ut(s, ·)‖H˙σ∗ . ‖ut(s, ·)‖θσ∗,σH˙σ ‖ut(s, ·)‖
1−θσ∗,σ
L2
. λ
2(s)
ρ(s)
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)−σ∗2 −1‖u‖X(s),
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where θσ−1,σ = 1− 1σ and θσ∗,σ = σ
∗
σ
. Hence, by choosing the parameter σ∗ = n
2
− ε < n
2
with
a sufficiently small positive ε we have
∥∥|ut(s, ·)|p∥∥H˙σ−1 . λ2p(s)ρp(s) (1 +Bλ(0, s))−n2 ( 1m− 12)p−σ−12 −σ∗2 (p−1)−p‖u‖pX(s). (4.2.4)
For this reason, in order to get the desired estimates after taking into consideration (4.2.2),
(4.2.3), (4.2.4), σ∗ < n
2
and
− n
2m
p+
n
2m
− p > − n
2m
p+
n
4
− p > −n
2
( 1
m
− 1
2
)
p− σ − 1
2
− σ
∗
2
(p− 1)− p,
where we choose σ∗ = n
2
− ε < n
2
and ‖u‖X(s) ≤ ‖u‖X(t) with 0 ≤ s ≤ t, we may conclude∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2m−pds︸ ︷︷ ︸
M
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4−pds︸ ︷︷ ︸
N
.
Let us consider the integral M. Using (3.1.18), we have the estimate
M .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)
ds︸ ︷︷ ︸
M1(t)
, (4.2.5)
where α3(p) :=
n
2m
p− n
2m
+ p. Then, it follows
M1(t) =
∫ δt
0
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α3(p)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)+1∣∣∣δt
0
− 1
1− α3(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α3(p)+1
d
( µ(s)
λ2(s)
λ2p(s)
ρp(s)
)
.
We consider the integral M1 = M1(t) only in the case α3(p) > 1. In this case it holds
M1(t) ≤ 1
1− α3(p)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)+1∣∣∣δt
0
+
d1
α3(p)− 1
∫ δt
0
(
1 +Bλ(0, s)
)−α3(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
λ2p(s)
ρp(s)
ds
≤ 1
1− α3(p)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)+1∣∣∣δt
0
+
d1
(α3(p)− 1)(2− µ1)
∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)
ds︸ ︷︷ ︸
M1(t)
,
where we used condition (D1) and (3.1.17), respectively. Thus, we obtain(
1− d1
(α3(p)− 1)(2− µ1)
)
M1(t) .
µ(0)
λ2(0)
λ2p(0)
ρp(0)
− µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α3(p)+1
.
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We can guarantee that M1 = M1(t) is bounded by
1− d1
(α3(p)− 1)(2− µ1) > 0, that is, p > 1 +
( d1
2− µ1
) 2m
n+ 2m
.
Therefore, we obtain the desired estimate
M .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (4.2.6)
Now, let us consider the integral N. Defining α4(p) :=
n
2m
p− n
4
+ p we have
N = −
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
= − 1
1− σ
2
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p))
.
Here we consider only 1 − σ
2
< 0, because p > σ > 2 with n ≥ 2. Then, applying Lemma
4.2.1 we have(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 N
. µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−α4(p)+n2 ( 1m− 12)+σ2︸ ︷︷ ︸
N1(t)
+
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
N2(t)
.
Using α4(p) = α3(p) +
n
2
(
1
m
− 1
2
)
we find
N1(t) =
µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−α3(p)+σ2 .
In order to show that N1 = N1(t) is uniformly bounded we study the monotonicity of this
function as follows:
N
′
1(t) ≤
[
d1
µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(
− α3(p) + σ
2
)Λ(t)
λ(t)
]λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−α3(p)+σ2−1
≤
[ d1
2− µ1
µ(t)
λ(t)Λ(t)
Λ2(t)
µ(t)
+
(
− α3(p) + σ
2
)Λ(t)
λ(t)
]λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−α3(p)+σ2−1
≤
[ d1
2− µ1 − α3(p) +
σ
2
]λ2p(t)
ρp(t)
Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α3(p)+σ2−1,
where we used condition (D1) and (3.1.17), respectively. Then, we get N
′
1(t) < 0 if
d1
2− µ1 − α3(p) +
σ
2
< 0, that is, p >
n
n+ 2m
+
(σ
2
+
d1
2− µ1
) 2m
n+ 2m
.
Namely, by p > p1(m,n, σ) we obtain that N1 = N1(t) is decreasing. In order to show that
N2 = N2(t) is uniformly bounded we suppose that there exists a positive constant ε such that
we have
µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 .
(
1 +Bλ(0, δt)
)−ε
.
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Employing (3.1.19), from the previous estimate we have
µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2
≤ µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2−α4(p)+ε
(Λ(δt)
Λ(t)
)(2+R)(−α4(p)+ε)
:= N2(t). (4.2.7)
Analogously as we did in the proof of Theorem 3.2.1 for deriving the decreasing behavior of
the function B1 = B1(t), which is given in (3.2.15), we may conclude that N ′2(t) < 0 by the
condition
δ
d1
2− µ1 +
(
n
2
( 1
m
− 1
2
)
+
σ
2
− α4(p)
)
ν(δ) + α4(p)
2 +R
2− µ1
(
ν(δ)− δ) < 0
which may be concluded from the condition p > p2(m,n, σ). All together gives the expected
estimate for N2 = N2(t). Consequently, we obtain
N .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (4.2.8)
Therefore, from (4.2.6) and (4.2.8) we arrive at the estimate
∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
To complete the proof of (4.1.6), by using the conditions p > p1(m,n, σ) and p > p2(m,n, σ)
one can prove in the same way∥∥unl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (4.2.9)
Now let us turn to estimate the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 . Proceeding in the same way as
we did to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
, we obtain the following estimate:
∥∥|D|σ−1unlt (t, ·)∥∥L2.∫ δt
0
λ2(t)
ρ(t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ−12 −1∥∥|ut(s, ·)|p∥∥Lm∩L2∩H˙σ−1ds
+
∫ t
δt
λ2(t)
ρ(t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ−12 −1∥∥|ut(s, ·)|p∥∥L2∩H˙σ−1ds.
Then, using the estimates of the norm
∥∥|ut(s, ·)|p∥∥Lm∩L2∩H˙σ−1 from (4.2.2), (4.2.3) and (4.2.4)
with no other requirements to the admissible exponents p we arrive at∥∥|D|σ−1unlt (t, ·)∥∥L2
. ‖u‖pX(t)
∫ δt
0
λ2(t)
ρ(t)
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ−12 −1(1 +Bλ(0, s))− n2mp+ n2m−pds︸ ︷︷ ︸
P
+ ‖u‖pX(t)
∫ t
δt
λ2(t)
ρ(t)
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−σ−12 −1(1 +Bλ(0, s))− n2mp+n4−pds︸ ︷︷ ︸
R
.
In order to obtain the desired estimates for P and R we follow the same considerations from
the proof of Theorem 3.4.1. In this way we obtain
P . λ
2(t)
ρ(t)
(
1+Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1 ∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+ n2m−pds︸ ︷︷ ︸
P1(t)
, (4.2.10)
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where we used (3.1.18). From the treatment of M1 = M1(t) in (4.2.5) we may conclude that
the integral P1 = P1(t) is uniformly bounded, too. Thus, we obtain
P . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1. (4.2.11)
Now we treat the integral R as follows:
R = −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ−12 −1d(1 +Bλ(s, t))
=
2
σ − 1
λ2(t)
ρ(t)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ−12 ∣∣∣t
δt
− 2
σ − 1
λ2(t)
ρ(t)
∫ t
δt
(
1 +Bλ(s, t)
)−σ−12 d( µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p))
,
where α4(p) :=
n
2m
p− n
4
+ p. Using Lemma 4.2.1, it holds
ρ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1R
. µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1−α4(p)︸ ︷︷ ︸
R1(t)
+
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
R2(t)
.
We begin to estimate R1 = R1(t). Using α4(p) = α3(p) +
n
2
(
1
m
− 1
2
)
we have
R1(t) :=
µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)σ+1
2 −α3(p).
If we take the derivative of this function, then it follows
R
′
1(t) ≤
[
d1
µ(t)
λ(t)Λ(t)
(
1 +Bλ(0, t)
)
+
(σ + 1
2
− α3(p)
)Λ(t)
λ(t)
]λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)σ−1
2 −α3(p)
≤
[ d1
2− µ1
µ(t)
λ(t)Λ(t)
Λ2(t)
µ(t)
+
(σ + 1
2
− α3(p)
)Λ(t)
λ(t)
]λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)σ−1
2 −α3(p)
≤
[ d1
2− µ1 +
σ + 1
2
− α3(p)
]Λ(t)
λ(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)σ−1
2 −α3(p).
We get R
′
1(t) < 0, that is, R1 = R1(t) is decreasing, if
d1
2− µ1 +
σ + 1
2
−α3(p) < 0, this is equivalent to p > n
n+ 2m
+
(σ + 1
2
+
d1
2− µ1
) 2m
n+ 2m
,
which can be concluded from p > p1(m,n, σ). Let us turn to estimate R2 = R2(t). We choose
an arbitrarily small positive constant ε such that it holds
µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1 .
(
1 +Bλ(0, δt)
)−ε
.
Using (3.1.19) we find
µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1
≤ µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1−α4(p)+ε
(Λ(δt)
Λ(t)
)(2+R)(−α4(p)+ε)
:= R2(t).
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Analogously as we did in the proof of Theorem 3.2.1 for deriving the decreasing behavior of
the function B1 = B1(t), which is given in (3.2.15), we may conclude that R′2(t) < 0 by
δ
d1
2− µ1 +
(
n
2
( 1
m
− 1
2
)
+
σ + 1
2
− α4(p)
)
ν(δ) + α4(p)
2 +R
2− µ1
(
ν(δ)− δ) < 0,
which is concluded by p > p2(m,n, σ) and this gives the uniformly boundedness of R2 = R2(t).
Therefore, we obtain
R . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1. (4.2.12)
Consequently, the estimates (4.2.11) and (4.2.12) imply∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t)λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−σ−12 −1.
Similarly, one can also prove∥∥unlt (t, ·)∥∥L2 . ‖u‖pX(t)λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−1.
Now we want to prove (4.1.7) in the Case 1. By the definition of the solution space X(t)
and its norm we have∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥L2 . λ2p(s)ρp(s) (1 +Bλ(0, s))− n2mp+n4−p‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)),∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥Lm . λ2p(s)ρp(s) (1 +Bλ(0, s))− n2mp+ n2m−p‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
On the other hand, to estimate the norm
∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥H˙σ−1 we use the integral
representation
|ut(s, x)|p − |vt(s, x)|p =
∫ 1
0
d
dw
∣∣wut(s, x) + (1− w)vt(s, x)∣∣pdw
= p
∫ 1
0
(
ut(s, x)− vt(s, x)
)
G
(
wut(s, x) + (1− w)vt(s, x)
)
dw,
where G(u) = ut|ut|p−2. Then, we have∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥H˙σ−1
.
∫ 1
0
∥∥∥|D|σ−1((ut(s, ·)− vt(s, ·))G(wut(s, ·) + (1− w)vt(s, ·)))∥∥∥
L2
dw.
Now we apply Corollary A.7.12 in order to estimate the last integral. Then, we get∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥H˙σ−1
.
∫ 1
0
‖ut(s, ·)− vt(s, ·)‖H˙σ−1
∥∥G(wut(s, ·) + (1− w)vt(s, ·))∥∥L∞ dw
+
∫ 1
0
‖ut(s, ·)− vt(s, ·)‖L∞
∥∥G(wut(s, ·) + (1− w)vt(s, ·))∥∥H˙σ−1 dw.
Employing the fractional powers rules from Corollary A.7.10 and Proposition A.7.13, respec-
tively, we obtain∥∥G(wut(s, ·) + (1− w)vt(s, ·))∥∥H˙σ−1
.
∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥H˙σ−1∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−2L∞
.
∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥H˙σ−1
×
(∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥H˙σ∗ + ∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥H˙σ−1)p−2
.
∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥H˙σ−1∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−2H˙σ∗
+
∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−1H˙σ−1 .
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To derive a suitable estimate for the last norm we apply the following estimates:∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥H˙σ−1
. λ
2(s)
ρ(s)
(
1 +Bλ(0, s)
)− n2m+n4−σ−12 −1∥∥wu+ (1− w)v∥∥
X(s)
,∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−2H˙σ∗
. λ
2(p−2)(s)
ρp−2(s)
(
1 +Bλ(0, s)
)− n2m (p−2)+n4 (p−2)−σ∗2 (p−2)−(p−2)∥∥wu+ (1− w)v∥∥p−2
X(s)
.
Therefore, we arrive at the estimates∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥H˙σ−1∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−2H˙σ∗
. λ
2(p−1)(s)
ρp−1(s)
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ−12 −σ∗2 (p−2)−(p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
,∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−1H˙σ−1
. λ
2(p−1)(s)
ρp−1(s)
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ−12 (p−1)−(p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
,
where due to σ∗ < n
2
it holds
− n
2m
(p−1)+ n
4
(p−1)− σ − 1
2
− σ
∗
2
(p−2)− (p−1) > − n
2m
(p−1)+ n
4
(p−1)− σ − 1
2
(p−1)− (p−1).
This implies∥∥G(wut(s, ·) + (1− w)vt(s, ·))∥∥H˙σ−1
. λ
2(p−1)(s)
ρp−1(s)
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ−12 −σ∗2 (p−2)−(p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
.
On the other hand, applying Proposition A.7.13 with σ∗ < n
2
we have∥∥G(wut(s, ·) + (1− w)vt(s, ·))∥∥L∞
.
∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−1H˙σ∗ + ∥∥wut(s, ·) + (1− w)vt(s, ·)∥∥p−1H˙σ−1
. λ
2(p−1)(s)
ρp−1(s)
(
1 +Bλ(0, s)
)− n2m (p−1)+n4 (p−1)−σ∗2 (p−1)−(p−1)∥∥wu+ (1− w)v∥∥p−1
X(s)
.
Consequently, we arrive at the estimates
‖ut(s, ·)− vt(s, ·)‖H˙σ−1
∥∥G(wut(s, ·) + (1− w)vt(s, ·))∥∥L∞
. λ
2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)−(p−1)‖u− v‖X(s)∥∥wu+ (1− w)v∥∥p−1X(s),
‖ut(s, ·)− vt(s, ·)‖L∞
∥∥G(wut(s, ·) + (1− w)vt(s, ·))∥∥H˙σ−1
. λ
2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)−(p−1)‖u− v‖X(s)∥∥wu+ (1− w)v∥∥p−1X(s).
Thus, we obtain∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥H˙σ−1
. λ
2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)−(p−1) ∫ 1
0
‖u− v‖X(s)‖wu+ (1− w)v‖p−1X(s)dw
. λ
2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)−(p−1) ∫ 1
0
‖u− v‖X(s)
(‖u‖p−1X(s) + ‖v‖p−1X(s))dw
. λ
2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)−(p−1)‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
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Taking into consideration (4.2.4), σ∗ = n
2
− ε < n
2
with ε > 0 and ‖u‖X(s) ≤ ‖u‖X(t) with
0 ≤ s ≤ t we find∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|ut(s, x)|p − |vt(s, x)|p)ds∥∥∥
L2
.
(‖u‖p−1X(t) + ‖v‖p−1X(t))‖u− v‖X(t)
×
(∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2m−pds
+
∫ t
δt
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4−pds).
In order to conclude the proof of the estimate (4.1.7) we can follow the same steps of the
proof of (4.1.6). Hence, we arrive at the estimate∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
In the same way, with no other requirements to the admissible exponents p one can derive∥∥(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥∂t(Nu−Nv)(t, ·)∥∥L2 . (1 +Bλ(0, s))−n2 ( 1m− 12)−1‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥|D|σ−1∂t(Nu−Nv)(t, ·)∥∥L2.(1+Bλ(0, s))−n2 ( 1m− 12)−σ−12 −1‖u−v‖X(t)(‖u‖p−1X(t)+‖v‖p−1X(t)).
Thus, from the definition of the norm of the solution space X(t) we may conclude the proof
of (4.1.7) in the Case 1.
Case 2: Let us assume that the second component of the functions Φ1,m = Φ1,m(s, t), Φ1 =
Φ1(s, t) and Φ2,m = Φ2,m(s, t), Φ2 = Φ2(s, t) is dominant, that is,
Φ1,m(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1, Φ1(s, t) = λ(t)F (Λ(t))(F 2(Λ(t)))−1,
Φ2,m(s, t)=λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1, Φ2(s, t)=λ(t)F (Λ(t))(F 2(Λ(t)))−σ−12 −1
for all t ≥ s ≥ 0.
In order to control the norm
∥∥|D|σunl(t, ·)∥∥
L2
we use the (Lm ∩ L2) − L2 estimates if
s ∈ [0, δt] and the L2−L2 estimates if s ∈ [δt, t] from Theorem 3.1.1. Therefore, we have the
following estimate:
∥∥|D|σunl(t, ·)∥∥
L2
.
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 ∥∥|ut(s, ·)|p∥∥Lm∩L2∩H˙σ−1ds
+
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 ∥∥|ut(s, ·)|p∥∥L2∩H˙σ−1ds.
Now we have to estimate the following norms:∥∥|ut(s, ·)|p∥∥Lm , ∥∥|ut(s, ·)|p∥∥L2 and ∥∥|ut(s, ·)|p∥∥H˙σ−1 .
For the first two norms, by using the fractional Gagliardo-Nirenberg inequality one can get
for p ≥ 2
m
the estimates
‖ut(s, ·)‖pLmp .
∥∥|D|σut(s, ·)∥∥pθσ(mp)L2 ‖ut(s, ·)‖p(1−θσ(mp))L2
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+ n2m−p‖u‖pX(s), (4.2.13)
‖ut(s, ·)‖pL2p .
∥∥|D|σut(s, ·)∥∥pθσ(2p)L2 ‖ut(s, ·)‖p(1−θσ(2p))L2
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+n4−p‖u‖pX(s). (4.2.14)
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Now, we turn to estimate the norm
∥∥|ut(s, ·)|p∥∥H˙σ−1 by using results on fractional powers for
σ − 1 > n
2
. Firstly, let us begin to estimate the norm
∥∥|ut(s, ·)|p∥∥H˙σ−1 . We apply Corollary
A.7.10 with σ − 1 ∈ (n
2
, p
)
and Proposition A.7.13 with a suitable σ∗ < n
2
, from Section A.7
in the Appendix, respectively. Therefore, we obtain∥∥|ut(s, ·)|p∥∥H˙σ−1 . ‖ut(s, ·)‖H˙σ−1‖ut(s, ·)‖p−1L∞
. ‖ut(s, ·)‖H˙σ−1‖ut(s, ·)‖p−1H˙σ∗ + ‖ut(s, ·)‖
p
H˙σ−1
.
Applying the fractional Gagliardo-Nirenberg inequality and using the definition of the norm
of the solution space X(t) we derive
‖ut(s, ·)‖H˙σ−1 . ‖ut(s, ·)‖θσ−1,σH˙σ ‖u(s, ·)‖
1−θσ−1,σ
L2
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)−n2 ( 1m− 12)−σ−12 −1‖u‖X(s),
‖ut(s, ·)‖H˙σ∗ . ‖ut(s, ·)‖θσ∗,σH˙σ ‖u(s, ·)‖
1−θσ∗,σ
L2
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)−n2 ( 1m− 12)−σ∗2 −1‖u‖X(s),
where θσ−1,σ = 1− 1σ and θσ∗,σ = σ
∗
σ
. Hence, by choosing the parameter σ∗ = n
2
− ε < n
2
with
a sufficiently small positive ε we have∥∥|ut(s, ·)|p∥∥H˙σ−1 . λp(s)F p(Λ(s))(F 2(Λ(s)))−n2 ( 1m− 12)p−σ−12 −σ∗2 (p−1)−p‖u‖pX(s). (4.2.15)
For this reason, in order to get the desired estimates after taking into consideration (4.2.13),
(4.2.14), (4.2.15), σ∗ < n
2
and
− n
2m
p+
n
2m
− p > − n
2m
p+
n
4
− p > −n
2
( 1
m
− 1
2
)
p− σ − 1
2
− σ
∗
2
(p− 1)− p,
where we take account of ‖u‖X(s) ≤ ‖u‖X(t) for 0 ≤ s ≤ t, we arrive at the estimate∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (F 2(Λ(s)))− n2mp+ n2m−pds︸ ︷︷ ︸
S
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
1 +Bλ(s, t)
)−σ2 (F 2(Λ(s)))− n2mp+n4−pds︸ ︷︷ ︸
T
.
Let us consider the integral S. Using the property (3.1.18), we have the estimate
S .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)λp−1(s)F (Λ(s))−
n
mp+
n
m−pds︸ ︷︷ ︸
S1(t)
. (4.2.16)
Then, introducing α5(p) :=
n
m
p− n
m
+ p it follows
S1(t) =
∫ δt
0
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−2d
(
F (Λ(s))
)
=
−1
α5(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−1
∣∣∣δt
0
+
1
α5(p) + 1
∫ δt
0
F (Λ(s))−α5(p)−1d
(
λp(s)Λ(s)Ξ2(s)
)
,
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where from condition (A5) we used F ′(Λ(s))λ(s) = F
2(Λ(s))
λ(s)Ξ2(s)
. Since α5(p) + 1 > 0, then, it
holds
S1(t) ≤ − 1
α5(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−1
∣∣∣δt
0
+
r
α5(p) + 1
∫ δt
0
F (Λ(s))−α5(p)−1λp+1(s)Ξ2(s) ds
= − 1
α5(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−1
∣∣∣δt
0
+
r
α5(p) + 1
∫ δt
0
F (Λ(s))−α5(p)
F (Λ(s))
F ′(Λ(s))
λp−1(s) ds
≤ − 1
α5(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−1
∣∣∣δt
0
+
r
α5(p) + 1
∫ δt
0
Λ(s)λp−1(s)F (Λ(s))−α5(p) ds︸ ︷︷ ︸
S1(t)
,
where firstly we used condition (D3). Then, from conditions (A5) and (D4) we used Ξ2(t) =
F 2(Λ(t))
λ2(t)F ′(Λ(t)) and
F (Λ(t))
F ′(Λ(t)) ≤ Λ(t), respectively. Thus, from the last estimate of S1 = S1(t) we
obtain(
1− r
α5(p) + 1
)
S1(t) . λp(0)Λ(0)Ξ2(0)F (Λ(0))−α5(p)−1 − λp(δt)Λ(δt)Ξ2(δt)F (Λ(δt))−α5(p)−1.
This implies that with
1− r
α5(p) + 1
> 0, that is, p >
mr + n−m
n+m
gives the desired estimate
S .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (4.2.17)
Now let us consider the integral T. We have
T ≤
∫ t
δt
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+n4−pds︸ ︷︷ ︸
T1(t)
.
Then, proceeding in the same way as we did to estimate the integral S1 = S1(t) and intro-
ducing α6(p) =
n
m
p− n
2
+ p we get
T1(t) =
∫ t
δt
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α6(p)−2d
(
F (Λ(s))
)
=
−1
α6(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α6(p)−1
∣∣∣t
δt
+
1
α6(p) + 1
∫ t
δt
F (Λ(s))−α6(p)−1d
(
λp(s)Λ(s)Ξ2(s)
)
≤ −1
α6(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α6(p)−1
∣∣∣t
δt
+
r
α6(p) + 1
∫ t
δt
Λ(s)λp−1(s)F (Λ(s))−α6(p)ds︸ ︷︷ ︸
T1(t)
.
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Then, we find(
1− r
α6(p) + 1
)
T1(t) . λp(δt)Λ(δt)Ξ2(δt)F (Λ(δt))−α6(p)−1 − λp(t)Λ(t)Ξ2(t)F (Λ(t))−α6(p)−1.
We know that by using p > p1(m,n, σ) we have 1 − rα6(p)+1 > 0. In order to get the desired
estimate we have(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 T1(t)
. λp(δt)Λ(δt)Ξ2(δt)F (Λ(δt))−α6(p)−1
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 := T1(t).
We will show that the function T1 = T1(t) is uniformly bounded. Indeed, we get
T ′1 (t) ≤
[
rδλp+1(δt)Ξ2(δt)− δ(α6(p) + 1)λp+1(δt)Ξ2(δt)Λ(δt)F ′(Λ(δt))
F (Λ(δt))
+
(
n
2
( 1
m
− 1
2
)
+
σ
2
)
λp+1(δt)Ξ2(δt)
Λ(δt)
λ(δt)
λ(t)Λ(t)
µ(t)
1
1 +Bλ(0, t)
]
× F (Λ(δt))−α6(p)−1(1 +Bλ(0, t))n2 ( 1m− 12)+σ2
≤
[
rδ − δ(α6(p) + 1)Λ(δt)
λ(δt)
F (Λ(δt))
λ(δt)Ξ2(δt)
+
(
n
2
( 1
m
− 1
2
)
+
σ
2
)
(2 +R)
Λ(δt)
λ(δt)
λ(t)
Λ(t)
]
× λp+1(δt)Ξ2(δt)F (Λ(δt))−α6(p)−1(1 +Bλ(0, t))n2 ( 1m− 12)+σ2
≤
[
r − (α6(p) + 1)ϑ(δ, t) + (n
2
( 1
m
− 1
2
)
+
σ
2
)
(2 +R)
ν(δ, t)
δ
]
× δλp+1(δt)Ξ2(δt)F (Λ(δt))−α6(p)−1(1 +Bλ(0, t))n2 ( 1m− 12)+σ2 .
Then, for large time t after using p > p2(m,n, σ) we have
r − (α6(p) + 1)ϑ(δ) + (n
2
( 1
m
− 1
2
)
+
σ
2
)
(2 +R)
ν(δ)
δ
< 0.
Therefore, we arrive at the estimate
T1(t) .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
This estimate together with (4.2.17) concludes∥∥|D|σunl(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
Now let us continue to estimate the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 in the Case 2. Proceeding
in the same way as we did to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
, we obtain the following
estimate:∥∥|D|σ−1unlt (t, ·)∥∥L2 . ∫ t
0
Λ(s)
λ(s)
λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1∥∥|ut(s, ·)|p∥∥Lm∩L2∩H˙σ−1ds.
Summarizing, using the estimates of the norm
∥∥|ut(s, ·)|p∥∥Lm∩L2∩H˙σ−1 from (4.2.13), (4.2.14)
and (4.2.15) with no other requirements to the admissible exponents p we arrive at∥∥|D|σ−1unlt (t, ·)∥∥L2
.‖u‖pX(t)λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1∫ t
0
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+ n2m−pds
= ‖u‖pX(t)λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1 ∫ t
0
λp−1(s)Λ(s)F (Λ(s))−
n
mp+
n
m−pds︸ ︷︷ ︸
U
.
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Similarly to the treatment of S1 = S1(t) and T1 = T1(t), we obtain
U =
∫ t
0
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−2d
(
F (Λ(s))
)
=
−1
α5(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−1
∣∣∣t
0
+
1
α5(p) + 1
∫ t
0
F (Λ(s))−α5(p)−1d
(
λp(s)Λ(s)Ξ2(s)
)
,
where α5(p) =
n
m
p− n
m
+ p and α5(p) + 1 > 0. In this case it holds
U ≤ − 1
α5(p) + 1
λp(s)Λ(s)Ξ2(s)F (Λ(s))−α5(p)−1
∣∣∣t
0
+
r
α5(p) + 1
∫ t
0
Λ(s)λp−1(s)F (Λ(s))−α5(p)ds︸ ︷︷ ︸
U
,
where from condition (A5) we used Ξ2(t) = F
2(Λ(t))
λ2(t)F ′(Λ(t)) and from condition (D4) we used
F (Λ(s))
F ′(Λ(s)) ≤ Λ(s), respectively. Thus, from the last estimate of U we obtain(
1− r
α5(p) + 1
)
U . λp(0)Λ(0)Ξ2(0)F (Λ(0))−α5(p)−1 − λp(t)Λ(t)Ξ2(t)F (Λ(t))−α5(p)−1.
Since we have 1− r
α5(p)+1
> 0, we may conclude the estimate
∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t)λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12)−σ−12 −1.
Now we want to prove (4.1.7) in the Case 2. By the definition of the solution space X(t)
and its norm we have∥∥|ut(s, ·)|p−|vt(s, ·)|p∥∥L2
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+n4−p‖u− v‖X(s)(‖u‖p−1X(t) + ‖v‖p−1X(s)),∥∥|ut(s, ·)|p−|vt(s, ·)|p∥∥Lm
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+ n2m−p‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)).
On the other hand, to estimate the norm
∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥H˙σ−1 we follow the consider-
ations from the Case 1. Thus, we obtain∥∥|ut(s, ·)|p − |vt(s, ·)|p∥∥H˙σ−1
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)−(p−1)∫ 1
0
‖u− v‖X(s)‖wu+(1− w)v‖p−1X(s)dw
. λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+n4 p−σ−12 −σ∗2 (p−1)−(p−1)‖u− v‖X(s)(‖u‖p−1X(s) + ‖v‖p−1X(s)),
where σ∗ < n
2
. Taking into consideration (4.2.15), σ∗ = n
2
− ε < n
2
with ε > 0 and ‖u‖X(s) ≤
‖u‖X(t) with 0 ≤ s ≤ t we find∥∥∥|D|σ ∫ t
0
K1(t, s, x) ∗(x)
(|ut(s, x)|p − |vt(s, x)|p)ds∥∥∥
L2
.
(‖u‖p−1X(t) + ‖v‖p−1X(t))‖u− v‖X(t)
×
(∫ δt
0
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (F 2(Λ(s)))− n2mp+ n2m−pds
+
∫ t
δt
Λ(s)
λ(s)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)−σ2 (F 2(Λ(s)))− n2mp+n4−pds).
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In order to conclude the proof of the estimate (4.1.7) we can follow the same steps of the
proof of (4.1.6). Hence, we arrive at the estimate∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
In the same way, with no other requirements to the admissible exponents p one can derive∥∥(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, s)
)−n2 ( 1m− 12)‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥∂t(Nu−Nv)(t, ·)∥∥L2
. λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥|D|σ−1∂t(Nu−Nv)(t, ·)∥∥L2
. λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
Thus, from the definition of the norm of the solution space X(t) we may conclude the proof
of (4.1.7), which completes the proof of the theorem.
4.2.2. Case of super-exponential propagation speed
We define the following parameters:
p˜1(m,n, σ) := max
{ n
n+ 2m
+
(σ + 1
2
+ d2
) 2m
n+ 2m
;
mr −m+ n
m+ n
}
,
p˜2(m,n, σ) :=
nm
2n+ 4m
+ d2δ(α+ 2)
2m
n+ 2m
,
where we set
p˜(m,n, σ) := max
{
p˜1(m,n, σ); p˜2(m,n, σ)
}
.
We consider now the case of super-exponential propagation speed for large regular data
belonging to L∞. For this reason, we choose the regularity parameter σ from the interval
σ ∈ (1 + n
2
,∞) with n ≥ 2. We have the following statement.
Theorem 4.2.3. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1),
(C3), (D2) and (D3) hold. Let ν(δ) =∞ and ϑ(δ) =∞, where the functions ν = ν(δ) and
ϑ = ϑ(δ) are defined in (3.1.2) and (3.1.3), respectively. Moreover, the following condition
for the function ν is supposed to be satisfied:
ν(δ, t) = o
(
log Λ(t)
)
. (4.2.18)
We choose the data (u0, u1) ∈ Dσm with σ > 1 + n2 and m ∈ [1, 2). Finally, the exponent p
satisfies p > σ and p > p˜(m,n, σ). Then, there exists a constant ε0 > 0 such that for all
(u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0 there is a uniquely determined energy solution
u ∈ C([0,∞), Hσ) ∩ C1([0,∞), Hσ−1)
to the Cauchy problem (3.1.1). Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2 .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )‖(u0, u1)‖Dσm ,∥∥|D|σu(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )−σ2 ‖(u0, u1)‖Dσm ,
‖ut(t, ·)‖L2
. max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )−1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12 )−1}‖(u0, u1)‖Dσm ,∥∥|D|σ−1ut(t, ·)∥∥L2
. max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )−σ−12 −1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12 )−σ−12 −1}‖(u0, u1)‖Dσm .
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Proof. To prove this theorem we will proceed in an analogous way as in the proof of Theorem
4.2.2. We want to prove the inequalities (4.1.6) and (4.1.7). Let us only derive estimates of
the following norms:∥∥unl(t, ·)∥∥
L2
,
∥∥|D|σunl(t, ·)∥∥
L2
,
∥∥unlt (t, ·)∥∥L2 and ∥∥|D|σ−1unlt (t, ·)∥∥L2 .
Case 1: Let us assume that the first components are dominant, that is,
Φ1,m(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−1 and Φ1(s, t) = λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1
,
Φ2,m(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ−12 −1 and Φ2(s, t) = λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−σ−12 −1,
for all t ≥ s ≥ 0.
We begin to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
. In the same way as we did in the proof of
Theorem 4.2.2, employing the fractional powers rules from Corollary A.7.10 with σ−1 ∈ (n
2
, p
)
and Proposition A.7.13 with σ∗ < n
2
we obtain∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (1 +Bλ(0, s))− n2mp+ n2m−pds︸ ︷︷ ︸
M
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))− n2mp+n4−pds︸ ︷︷ ︸
N
.
Let us consider the integral M. Using condition (3.1.21) we have the estimate
M .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)
ds︸ ︷︷ ︸
M1(t)
, (4.2.19)
where α3(p) :=
n
2m
p− n
2m
+ p. Then, by (D2) it follows
M1(t) =
∫ δt
0
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α3(p)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)+1∣∣∣δt
0
− 1
1− α3(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α3(p)+1
d
( µ(s)
λ2(s)
λ2p(s)
ρp(s)
)
≤ 1
1− α3(p)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)+1∣∣∣δt
0
+
d2
α3(p)− 1
∫ δt
0
(
1 +Bλ(0, s)
)−α3(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
λ2p(s)
ρp(s)
1
log Λ(s)
ds
≤ 1
1− α3(p)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)+1∣∣∣δt
0
+
d2
α3(p)− 1
∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α3(p)
ds︸ ︷︷ ︸
M1(t)
,
where α3(p) > 1. Then, it follows(
1− d2
α3(p)− 1
)
M1(t) .
µ(0)
λ2(0)
λ2p(0)
ρp(0)
− µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α3(p)+1
.
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We can guarantee that M1 = M1(t) is bounded by
1− d2
α3(p)− 1 > 0, or equivalent, p > 1 + d2
2m
n+ 2m
,
which can be concluded from the condition p > p˜1(m,n, σ). In this case we arrive at the
following desired estimate:
M .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 . (4.2.20)
Now let us consider the integral N. Defining α4(p) :=
n
2m
p− n
4
+ p it holds
N =
∫ t
δt
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−σ2 (1 +Bλ(0, s))−α4(p)ds
= −
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ2 d(1 +Bλ(s, t))
= − 1
1− σ
2
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ2 +1∣∣∣t
δt
+
1
1− σ
2
∫ t
δt
(
1 +Bλ(s, t)
)−σ2 +1d( µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p))
.
Here we consider only the case 1 − σ
2
< 0, because p > σ > 2 with n ≥ 2. Then, employing
Lemma 4.2.1 we get(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 N
. µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−α4(p)+n2 ( 1m− 12)+σ2︸ ︷︷ ︸
N¯1(t)
+
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
N¯2(t)
.
For N¯1 = N¯1(t), using α4(p) = α3(p) +
n
2
(
1
m
− 1
2
)
we find
N¯1(t) =
µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−α3(p)+σ2 .
Then, it follows
N¯
′
1(t)
≤
[
d2
µ(t)
λ(t)Λ(t)
1
log Λ(t)
(
1 +Bλ(0, t)
)
+
(
− α3(p) + σ
2
)Λ(t)
λ(t)
]λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−α3(p)+σ2−1
≤
[
d2 − α3(p) + σ
2
]λ2p(t)
ρp(t)
Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α3(p)+σ2−1,
where we used condition (D2) and (3.1.20), respectively. Then, for large time t we obtain
N¯
′
1(t) < 0 by p > p˜1(m,n, σ). In order to derive the desired estimate for N¯2 = N¯2(t) we
suppose that there exists a positive constant ε such that it holds
µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 .
(
1 +Bλ(0, δt)
)−ε
.
Then, from the previous estimate it is sufficient to consider the monotonicity of the function
N¯2(t) := µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 . (4.2.21)
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Indeed, by taking the derivative of N¯2 = N¯2(t) we get
N¯ ′2(t)
≤
[(
d2δ +
−α4(p) + ε
α+ 2
) 1
log Λ(δt)
+
(
n
2
( 1
m
− 1
2
)
+
σ
2
)
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
]
λ2p(δt)
ρp(δt)
µ(δt)
λ2(δt)
× φ(t)φ(δt) log Λ(t) log Λ(δt)(1 +Bλ(0, δt))−α4(p)+ε−1(1 +Bλ(0, t))n2 ( 1m− 12)+σ2−1 λ(δt)
Λ(δt)
,
where we have used condition (D2) and (3.1.20). We can see that N¯ ′2(t) < 0 by the condition
(4.2.18) and
d2δ − α4(p)
α+ 2
< 0, that is, p >
nm
2n+ 4m
+ d2δ(α+ 2)
2m
n+ 2m
.
This gives that N¯2 = N¯2(t) is uniformly bounded. For this reason we obtain
N .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
Taking into consideration the derived estimates for M and N we arrive at
∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
In the same way, one can prove
∥∥unl(t, ·)∥∥
L2
. ‖u‖pX(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12),∥∥unlt (t, ·)∥∥L2 . ‖u‖pX(t)λ2(t)ρ(t) (1 +Bλ(0, t))−n2 ( 1m− 12)−1.
Now let us continue with the estimate of the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 . Proceeding in the
same way as we did to estimate the norm
∥∥|D|σunl(t, ·)∥∥
L2
with no other requirements to the
admissible exponents p we have the following estimate:∥∥|D|σ−1unlt (t, ·)∥∥L2
. ‖u‖pX(t)
∫ δt
0
λ2(t)
ρ(t)
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ−12 −1(1 +Bλ(0, s))− n2mp+ n2m−pds︸ ︷︷ ︸
P
+ ‖u‖pX(t)
∫ t
δt
λ2(t)
ρ(t)
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(s, t)
)−σ−12 −1(1 +Bλ(0, s))− n2mp+n4−pds︸ ︷︷ ︸
R
.
Firstly, we consider the integral P. We have
P . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1 ∫ δt
0
Λ(s)
λ(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)− n2mp+ n2m−pds︸ ︷︷ ︸
P¯1(t)
,
where we used (3.1.21) to estimate Bλ(s, t). Similarly as we did to estimate M1(t) in (4.2.19)
one can show that P¯1 = P¯1(t), is bounded by the condition p > p˜1(m,n, σ). Thus, we have
P . λ
2p(t)
ρp(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1. (4.2.22)
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Now we consider the integral R. Defining α4(p) :=
n
2m
p− n
4
+ p, we find
R = −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ−12 −1d(1 +Bλ(s, t))
=
2
σ − 1
λ2(t)
ρ(t)
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(s, t)
)−σ−12 ∣∣∣t
δt
− 2
σ − 1
λ2(t)
ρ(t)
∫ t
δt
(
1 +Bλ(s, t)
)−σ−12 d( µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p))
.
After using Lemma 4.2.1 it follows
ρ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1R
. µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1−α4(p)︸ ︷︷ ︸
R¯1(t)
+
∫ t
δt
µ(s)
λ2(s)
λ2p(s)
ρp(s)
(
1 +Bλ(0, s)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
R¯2(t)
.
We begin to estimate R¯1 = R¯1(t). Using α4(p) = α3(p) +
n
2
(
1
m
− 1
2
)
we get
R¯1(t) =
µ(t)
λ2(t)
λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)σ+1
2 −α3(p).
So, we may conclude
R¯
′
1(t)
≤
[
d2
µ(t)
λ(t)Λ(t)
1
log Λ(t)
(
1 +Bλ(0, t)
)
+
(σ + 1
2
− α3(p)
)Λ(t)
λ(t)
]λ2p(t)
ρp(t)
(
1 +Bλ(0, t)
)σ−1
2 −α3(p)
≤
[
d2 +
σ + 1
2
− α3(p)
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)σ−1
2 −α3(p),
where we used again condition (D2) and (3.1.20), respectively. Then, for a large time t we
get R¯
′
1(t) < 0 by
d2 +
σ + 1
2
− α3(p) < 0, that is, p > n
n+ 2m
+
(σ + 1
2
+ d2
) 2m
n+ 2m
,
which follows from the condition p > p˜1(m,n, σ). Therefore, R¯1 = R¯1(t) is uniformly
bounded. For R¯2 = R¯2(t), we assume that there exists a constant ε > 0 such that
µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1 .
(
1 +Bλ(0, δt)
)−ε
.
This motivates to introduce
R¯2(t) := µ(δt)
λ2(δt)
λ2p(δt)
ρp(δt)
(
1 +Bλ(0, δt)
)−α4(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ−12 +1.
Then, analogously as we did to estimate N¯2 = N¯2(t) in (4.2.21) we may also conclude that
R¯′2(t) < 0 by the condition p > p˜2(m,n, σ). This gives the desired estimates for R¯2 = R¯2(t).
Therefore, we obtain
R . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ−12 −1. (4.2.23)
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In order to conclude the proof of the estimate (4.1.7), proceeding in the same way as in the
proof of Theorem 4.2.2 and following the same steps of the proof of (4.1.6) we obtain the
estimate∥∥|D|σ(Nu−Nv)(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ‖u− v‖X(t)(‖u‖p−1X(t) + ‖v‖p−1X(t)).
In the same way, with no other requirements to the admissible exponents p one can derive the
estimates for
∥∥(Nu − Nv)(t, ·)∥∥
L2
,
∥∥∂t(Nu − Nv)(t, ·)∥∥L2 and ∥∥|D|σ−1∂t(Nu − Nv)(t, ·)∥∥L2 .
Thus, from the definition of the norm of the solution space X(t) we may conclude the proof
of (4.1.7) in the Case 1.
Case 2: Let us assume that the second component of the functions Φ1,m = Φ1,m(s, t), Φ1 =
Φ1(s, t) and Φ2,m = Φ2,m(s, t), Φ2 = Φ2(s, t) is dominant, that is,
Φ1,m(s, t) = λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1, Φ1(s, t) = λ(t)F (Λ(t))(F 2(Λ(t)))−1,
Φ2,m(s, t)=λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−σ−12 −1, Φ2(s, t)=λ(t)F (Λ(t))(F 2(Λ(t)))−σ−12 −1,
for all t ≥ s ≥ 0. From Theorem 4.2.2 we have
∥∥|D|σunl(t, ·)∥∥
L2
. ‖u‖pX(t)
∫ δt
0
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
1 +Bλ(s, t)
)−n2 ( 1m− 12)−σ2 (F 2(Λ(s)))− n2mp+ n2m−pds︸ ︷︷ ︸
S
+ ‖u‖pX(t)
∫ t
δt
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
1 +Bλ(s, t)
)−σ2 (F 2(Λ(s)))− n2mp+n4−pds︸ ︷︷ ︸
T
.
Let us consider the integral S. Using (3.1.18), we have the estimate
S .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 ∫ δt
0
Λ(s)λp−1(s)F (Λ(s))−
n
mp+
n
m−pds︸ ︷︷ ︸
S1(t)
. (4.2.24)
Following the proof of Theorem 4.2.2 from (4.2.16), we may conclude the desired estimate
S .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 (4.2.25)
by the condition
p >
mr + n−m
n+m
.
Now let us consider the integral T. We have
T ≤
∫ t
δt
Λ(s)
λ(s)
λp(s)F p(Λ(s))
(
F 2(Λ(s))
)− n2mp+n4−pds︸ ︷︷ ︸
T¯1(t)
.
Then, proceeding in the same way to estimate the integral S1 = S1(t) and introducing
α6(p) =
n
m
p− n
2
+ p we find
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 T¯1(t)
. λp(δt)Λ(δt)Ξ2(δt)F (Λ(δt))−α6(p)−1
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+σ2 := T¯1(t).
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We want to show that the function T¯1 = T¯1(t) is uniformly bounded. Therefore, we estimate
the derivative of this function as follows:
T¯ ′1 (t) ≤
[
rδλp+1(δt)Ξ2(δt)− δ(α6(p) + 1)λp+1(δt)Ξ2(δt)Λ(δt)F ′(Λ(δt))
F (Λ(δt))
+
(
n
2
( 1
m
− 1
2
)
+
σ
2
)
λp+1(δt)Ξ2(δt)
Λ(δt)
λ(δt)
λ(t)Λ(t)
µ(t)
1
1 +Bλ(0, t)
]
× F (Λ(δt))−α6(p)−1(1 +Bλ(0, t))n2 ( 1m− 12)+σ2
≤
[
rδ − δ(α6(p) + 1)Λ(δt)
λ(δt)
F (Λ(δt))
λ(δt)Ξ2(δt)
+
(
n
2
( 1
m
− 1
2
)
+
σ
2
)
(α+ 2)
Λ(δt)
λ(δt)
λ(t)Λ(t)
µ(t)
µ(t)
Λ2(t)
1
log Λ(t)
]
× λp+1(δt)Ξ2(δt)F (Λ(δt))−α6(p)−1(1 +Bλ(0, t))n2 ( 1m− 12)+σ2
≤
[
rδ − δ(α6(p) + 1)ϑ(δ, t) + (n
2
( 1
m
− 1
2
)
+
σ
2
)
(α+ 2)
ν(δ, t)
log Λ(t)
]
× λp+1(δt)Ξ2(δt)F (Λ(δt))−α6(p)−1(1 +Bλ(0, t))n2 ( 1m− 12)+σ2 .
Then, for large time t we have T¯ ′1 (t) < 0. Therefore, we arrive at the estimate
T¯1(t) .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
This estimate together with (4.2.25) concludes∥∥|D|σunl(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−σ2 .
To estimate the norm
∥∥|D|σ−1unlt (t, ·)∥∥L2 in the Case 2 we follow the proof of Theorem 4.2.2.
Then, by the condition
p >
mr + n−m
n+m
we may conclude the estimate∥∥|D|σ−1unlt (t, ·)∥∥L2 . ‖u‖pX(t)λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12)−σ−12 −1.
Moreover, to prove (4.1.7) in the Case 2 again we follow the proof of Theorem 4.1.6 which
completes the proof.
4.3. Semilinear damped wave models of the generalized type
power nonlinearity
∣∣|D|au∣∣p and a ∈ (0, 1]
Now we consider the following semilinear Cauchy problem:{
utt − λ2(t)ω2(t)∆u+ ρ(t)ω(t)ut =
∣∣|D|au∣∣p, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (4.3.1)
where a ∈ (0, 1] and the data (u0, u1) ∈ D1m and m ∈ [1, 2).
Here the pseudo-differential operator |D|a, a > 0 is defined as follows:
|D|au = F−1(|ξ|aF (u)) for all u ∈ H−∞.
So, it is a nonlocal operator for a ∈ (0, 1].
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4.3.1. Case of sub-exponential propagation speed in energy space
We define the following parameters:
p1(a,m, n) :=
n
n+ am
+
(
1− β1
2 +R
) 2m
n+ am
,
p2(a,m, n) :=
n
n+ am
+
(
1− δ
ν(δ)
β1
2 +R
) 2m
n+ am
,
p3(a,m, n)
:= max
{
nm
2(n+ am)
+
n
(
1− m
2
)
(n+ am)
(
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
) + ( 1− β12+R δν(δ)
1− 2+R
2−µ1 +
2+R
2−µ1
δ
ν(δ)
)
2m
n+ am
;
n
n+ am
+
(
1− β1
2
δ
ϑ(δ)
) 2m
n+ am
}
,
where we set
p(a,m, n) := max
{
p1(a,m, n) ; p2(a,m, n) ; p3(a,m, n)
}
.
Theorem 4.3.1. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1), (C2)
and (C4) are satisfied. Let us consider ν(δ) . 1 and ϑ(δ) . 1, where the functions ν = ν(δ)
and ϑ = ϑ(δ) are defined in (3.1.2) and (3.1.3), respectively. Let the data (u0, u1) ∈ D1m and
m ∈ [1, 2). Moreover, we assume that the exponent p satisfies
p > p(a,m, n) and p >
2
m
.
Finally, we consider the following condition:
β1
n
2
(
1
m
− 1
2
) > max{(2 +R)ν(δ)
δ
; 2
ϑ(δ)
δ
}
, (4.3.2)
where the parameters β1 and R are from condition (C4) and (3.1.17), respectively.
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dσm with ‖(u0, u1)‖Dσm ≤ ε0,
there is a uniquely determined energy solution
u ∈ C([0,∞), H1) ∩ C1([0,∞), L2)
to the Cauchy problem (4.3.1). Furthermore, there the solution satisfies the estimates
‖u(t, ·)‖L2.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )‖(u0, u1)‖D1m ,∥∥|D|u(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )− 12 ‖(u0, u1)‖D1m ,
‖ut(t, ·)‖L2.max
{λ2(t)
ρ(t)
(
1+Bλ(0, t)
)−n2 ( 1m− 12 )−1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12 )−1}‖(u0, u1)‖D1m .
Proof. We introduce for all t > 0 the functions spaces
X(t) = C([0, t], H1) ∩ C1([0, t], L2)
with the norm
‖u(τ, ·)‖X(t) = sup
0≤τ≤t
[(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)‖u(τ, ·)‖L2
+
(
1 +Bλ(0, τ)
)n
2 ( 1m− 12)+ 12∥∥|D|u(τ, ·)∥∥
L2
+ Φ−11,m(0, τ)‖ut(τ, ·)‖L2
]
.
Here Φ1,m = Φ1,m(0, τ) is defined in (4.1.2) with s = 0 and t = τ .
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To complete the proof of (4.1.6) we have to estimate ‖unl‖X(t). For this reason we use∥∥|D|j∂`tunl(t, ·)∥∥L2 . ∫ t
0
∥∥|D|j∂`t(K1(t, s, x) ∗(x) ∣∣|D|au(s, x)∣∣p)∥∥L2ds
for j + ` = 0, 1. If s ∈ [0, δt], then we use Theorem 3.1.1 with m ∈ [1, 2) and if s ∈ [δt, t] we
use it for m = 2 only. So, it follows∥∥|D|j∂`tunl(t, ·)∥∥L2 . ∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2∥∥ ∣∣|D|au(s, ·)∣∣p∥∥
Lm∩L2ds
+
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2∥∥ ∣∣|D|au(s, ·)∣∣p∥∥
L2
ds
for j + ` = 0, 1. Here in the case ` = 0 we define Φ01,m(s, t) ≡ 1 and Φ01(s, t) ≡ 1 and, in the
case ` = 1 the functions Φ11,m(s, t) = Φ1,m(s, t) and Φ
1
1(s, t) = Φ1(s, t) are defined in (4.1.2)
and (4.1.3), respectively.
Taking account of∥∥∣∣|D|au(s, ·)∣∣p∥∥
Lm∩L2 .
∥∥|D|au(s, ·)∥∥p
Lmp
+
∥∥|D|au(s, ·)∥∥p
L2p
and using the fractional Gagliardo-Nirenberg inequality we get for p ≥ 2
m
the estimates∥∥|D|au(s, ·)∥∥p
Lmp
.
∥∥|D|σu(s, ·)∥∥pθσ,a(mp)
L2
‖u(s, ·)‖p(1−θσ,a(mp))L2
.
(
1 +Bλ(0, s)
)− n2mp+ n2m− a2 p‖u‖pX(s), (4.3.3)∥∥|D|au(s, ·)∥∥p
L2p
.
∥∥|D|σu(s, ·)∥∥pθσ,a(2p)
L2
‖u(s, ·)‖p(1−θσ,a(2p))L2
.
(
1 +Bλ(0, s)
)− n2mp+n4− a2 p‖u‖pX(s), (4.3.4)
where θσ,a(q) =
n
σ
(
1
2
− 1
q
+ a
n
)
and a
σ
≤ θσ,a(q) ≤ 1.
Now we are able to estimate
∥∥∣∣|D|au(s, ·)∣∣p∥∥
Lm∩L2 by using (4.3.3) and (4.3.4). Therefore,
using ‖u‖X(s) ≤ ‖u‖X(t) for 0 ≤ s ≤ t we find∥∥|D|j∂`tunl(t, ·)∥∥L2
. ‖u‖pX(t)
∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2 (1 +Bλ(0, s))− n2mp+ n2m− a2 pds︸ ︷︷ ︸
V
+ ‖u‖pX(t)
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))− n2mp+n4− a2 p︸ ︷︷ ︸
Y
ds. (4.3.5)
Now we want to estimate the integral terms V and Y in order to get the desired estimates.
We have
V . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2m− a2 pds︸ ︷︷ ︸
V1(t)
, (4.3.6)
where we used (3.1.18). Denoting α1,a(p) :=
n
2m
p− n
2m
+ a
2
p we get for α1,a(p) 6= 1 the relation
V1(t) =
∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α1,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1∣∣∣δt
0
− 1
1− α1,a(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α1,a(p)+1
d
( µ(s)
λ2(s)
)
.
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Now we shall distinguish between three cases.
Case 1: α1,a(p) > 1, i.e., p >
2m+ n
am+ n
. In this case it holds
V1(t) ≤ 1
1− α1,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1∣∣∣δt
0
− β1
α1,a(p)− 1
∫ δt
0
(
1 +Bλ(0, s)
)−α1,a(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≤ 1
1− α1,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1∣∣∣δt
0
− β1
(α1,a(p)− 1)(2 +R)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α1,a(p)
ds︸ ︷︷ ︸
V1(t)
,
where we used condition (C4) and (3.1.17), respectively. Thus, we obtain
V1(t) .
µ(0)
λ2(0)
− µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1,a(p)+1 . 1.
Case 2: α1,a(p) < 1. In this case we have the estimate
V1(t) ≥ 1
1− α1,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1∣∣∣δt
0
+
β1
1− α1,a(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α1,a(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≥ 1
1− α1,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1∣∣∣δt
0
+
β1
(1− α1,a(p))(2 +R)
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α1,a(p)
ds︸ ︷︷ ︸
V1(t)
.
Then, it follows
( β1
(1− α1,a(p))(2 +R) − 1
)
V1 .
µ(0)
λ2(0)
− µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1,a(p)+1
. (4.3.7)
We can guarantee that V1 = V1(t) is bounded by the condition p > p1(a,m, n). Because,
β1
(1− α1,a(p))(2 +R) − 1 > 0, follows from p >
n
n+ am
+
(
1− β1
2 +R
) 2m
n+ am
,
which we have assumed in the statement of the theorem. Otherwise, we need to show that
V1(δt) := µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1,a(p)+1
is strictly decreasing in t. Indeed, taking the derivative of the function V1 = V1(t) we get
V ′1(t) ≤
[
− β1
2 +R
− α1,a(p) + 1
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α1,a(p)
.
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The condition p > p1(a,m, n) implies that V ′1(t) < 0. This shows us that the right-hand side
of (4.3.7) is bounded.
Case 3: α1,a(p) = 1. In this final case we have
V1(t) =
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds .
∫ δt
0
Λ(s)
λ(s)
µ(s)
Λ2(s)
ds =
∫ δt
0
µ(s)
λ2(s)
λ(s)
Λ(s)
ds
=
µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
−
∫ δt
0
log Λ(s)d
( µ(s)
λ2(s)
)
. µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
+
∫ δt
0
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds,
where we have used (3.1.17) and condition (C4), respectively. Now we will show that for a
sufficiently small positive constant ε we have for large t the estimate
µ(t)
λ2(t)
log Λ(t) . Λ−ε(t).
Therefore, we form the derivative of the function
V2(t) := µ(t)
λ2(t)
Λε(t) log Λ(t). (4.3.8)
Using condition (C4) it holds
V ′2(t) ≤
[
− β1 + ε+ 1
log Λ(t)
] µ(t)
λ(t)Λ(t)
log Λ(t)Λε(t).
Hence, for a sufficiently large time t and a sufficiently small constant ε > 0 we get V ′2(t) < 0.
This shows the decreasing behavior of V2 = V2(t) for large t. Hence, we obtain that V1 = V1(t)
is uniformly bounded. Summarizing, from the above three cases for j + ` = 0, 1 we get our
desired estimate
V . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 . (4.3.9)
Now let us consider the integral Y. We have
Y =
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))−α2,a(p)ds
= −
∫ t
δt
Φ`1(s, t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
)− j2d(1 +Bλ(s, t)),
where α2,a(p) :=
n
2m
p − n
4
+ a
2
p. To obtain the desired estimates we consider separately the
cases j + ` = 0, 1.
For j = ` = 0 and α2,a(p) 6= 1 we get
Y =
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α2,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1∣∣∣t
δt
− 1
1− α2,a(p)
∫ t
δt
(
1 +Bλ(0, s)
)−α2,a(p)+1
d
( µ(s)
λ2(s)
)
.
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Case 1: α2,a(p) > 1. In this case it holds
Y ≤ 1
1− α2(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1∣∣∣t
δt
+
β1
1− α2,a(p)
∫ t
δt
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≤ 1
1− α2,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1∣∣∣t
δt
+
β1
(1− α2,a(p))(2 +R)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2,a(p)
ds︸ ︷︷ ︸
Y
,
where we used condition (C4) and (3.1.17), respectively. Then, we get
Y . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2,a(p)+1
.
Case 2: α2,a(p) < 1. In this case we have the estimates
Y ≥ 1
1− α2,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1∣∣∣t
δt
+
β1
1− α2,a(p)
∫ t
δt
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(0, s)
) µ(s)
λ(s)Λ(s)
ds
≥ 1
1− α2,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1∣∣∣t
δt
+
β1
(1− α2,a(p))(2 +R)
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2,a(p)
ds︸ ︷︷ ︸
Y
,
where we have used (3.1.17). This implies( β1
(1− α2,a(p))(2 +R) − 1
)
Y. µ(δt)
λ2(δt)
(
1+Bλ(0, δt)
)−α2,a(p)+1− µ(t)
λ2(t)
(
1+Bλ(0, t)
)−α2,a(p)+1
.
Here we can guarantee that
β1
(1− α2,a(p))(2 +R) − 1 > 0, or equivalently p >
nm
2(am+ n)
+
(
1− β1
2 +R
) 2m
am+ n
.
It is clear that the above condition for p is satisfied by the condition p > p1(a,m, n). Then,
for all p > p1(a,m, n) it holds
Y . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2,a(p)+1
.
Now to get the desired estimate for Y in the case j = ` = 0 we will show the following
estimate:(
1 +Bλ(0, t)
)n
2 ( 1m− 12)Y
. µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2,a(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1,a(p)+1 . 1,
where we used the fact that α2,a(p) = α1,a(p) +
n
2
(
1
m
− 1
2
)
. The second summand on the
right-hand side of previous estimate, that is,
Y1(t) := µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1,a(p)+1
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is bounded due to the condition p > p1(a,m, n). Indeed, we have
Y ′1(t) ≤
[
− β1
2 +R
− α1,a(p) + 1
]Λ(t)
λ(t)
(
1 +Bλ(0, t)
)−α1,a(p)
.
Then, we can get
−β1
2 +R
− α1,a(p) + 1 < 0, if p > n
n+ am
+
(
1− β1
2 +R
) 2m
n+ am
.
Hence, we have Y ′1(t) < 0 by p > p1(a,m, n), namely, Y1 = Y1(t) is decreasing. Therefore, it
remains to ensure the boundedness of the term
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2,a(p)+1
in both cases 1− α2,a(p) > 0 and 1− α2,a(p) < 0. In the case 1− α2,a(p) > 0 we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2,a(p)+1
. µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−α2,a(p)+1 =
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)−α1,a(p)+1
:= Y2(t).
To guarantee that the function Y2 = Y2(t) is decreasing we estimate its derivative as follows:
Y ′2 ≤
[
− δβ1
2 +R
+
(− α1,a(p) + 1)ν(δ, t)] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λ2(t)
µ(t)
(
1 +Bλ(0, t)
)−α1,a(p)
.
Then, for a large time t we can guarantee that Y ′2(t) < 0 by
−δβ1
2 +R
+
(− α1,a(p) + 1)ν(δ) < 0,
and this can be concluded from p > p2(a,m, n). In the other case 1 − α2,a(p) < 0, our
desired estimate can be obtained directly from the case 1 − α2,a(p) > 0. Therefore, for all
p > p1(a,m, n) and p > p2(a,m, n) we arrive at the expected estimate
Y .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (4.3.10)
Case 3: α2,a(p) = 1. In this case it holds for large t
Y =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds .
∫ t
δt
Λ(s)
λ(s)
µ(s)
Λ2(s)
ds
=
∫ t
δt
µ(s)
λ2(s)
λ(s)
Λ(s)
ds =
µ(s)
λ2(s)
log Λ(s)
∣∣∣t
δt
−
∫ t
δt
log Λ(s)d
( µ(s)
λ2(s)
)
. µ(t)
λ2(t)
log Λ(t)− µ(δt)
λ2(δt)
log Λ(δt) +
∫ t
δt
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds,
where we have used (3.1.17) and condition (C4), respectively. Then, it follows(
1 +Bλ(0, t)
)n
2 ( 1m− 12)Y . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(s)
λ(s)
Λ(s)
ds.
In order to prove that
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)Y is bounded, we will show that for a sufficiently
small positive constant ε we have the estimate
µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt) . Λ−ε(δt).
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So, it suffices to estimate the derivative of the function
Y3(t) := µ(δt)
λ2(δt)
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt).
Indeed, it holds
Y ′3(t) ≤
[
− β1 + ε+ (2 +R)n
2
( 1
m
− 1
2
)ν(δ, t)
δ
+
1
log Λ(δt)
]
× δ µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λε(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(δt).
Then, for sufficiently large time t and a sufficiently small constant ε > 0, if
(2 +R)
n
2
( 1
m
− 1
2
)ν(δ)
δ
− β1 < 0,
which is related to condition (4.3.2), we get Y ′3(t) < 0. This shows the decreasing behavior
of Y3 = Y3(t). Hence, we obtain∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(s)
λ(s)
Λ(s)
ds .
∫ t
δt
Λ−ε−1(s)λ(s)ds . 1.
In the same way, by condition (4.3.2) we can also derive for large t the estimates
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(t) . µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12) log Λ(t) . Λ−ε(δt).
Consequently, in the case j = ` = 0 we obtain the desired estimate
Y .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (4.3.11)
Now let us consider the case j = 1 and ` = 0 for the integral Y. In this case we have
Y = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
)− 12d(1 +Bλ(s, t))
= −2 µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+ 2
∫ t
δt
(
1 +Bλ(s, t)
) 1
2d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p))
. − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
) 1
2
d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)
,
where we used Lemma 3.1.5. Then, we get(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12 Y
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
Y1(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
Y2(t)
.
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In order to prove that the functions Y1 = Y1(t) and Y2 = Y2(t) are uniformly bounded it is
sufficient to show that for small positive constant ε we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−ε
.
Then, employing (3.1.19) we get
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
≤ µ(δt)
λ2(δt)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1−α2,a(p)+ε
(Λ(δt)
Λ(t)
)(2+R)(−α2,a(p)+ε)
:= Y4(t). (4.3.12)
We may conclude immediately that the function Y4 = Y4(t) is bounded by the aid of the
condition p > p3(a,m, n), following the considerations for the function B1 = B1(t) in (3.2.15).
Consequently, in the case j = 1 and ` = 0 we obtain the estimate
Y .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− 12 . (4.3.13)
Finally, it remains to consider the case j = 0 and ` = 1 for the integral Y. We have
Y =
∫ t
δt
Φ1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+n4− a2 pds,
where Φ1 = Φ1(s, t) is defined in (4.1.3). Due to the competition between the estimates
for Φ1(s, t), from condition (C1) we are interested in the following two cases only for all
s ∈ [δt, t]:
Case a: Φ1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1
. Then, it follows
Y = −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)d(1 +Bλ(s, t))
1 +Bλ(s, t)
= −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
log
(
1 +Bλ(s, t)
)
d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p))
. −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
log
(
1 +Bλ(s, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
Thus, we have
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 ρ(t)
λ2(t)
Y
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
︸ ︷︷ ︸
Y3(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)︸ ︷︷ ︸
Y4(t)
.
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In order to prove that the functions Y3 = Y3(t) and Y4 = Y4(t) are bounded we will show that
for a small positive constant ε we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
.
(
1 +Bλ(0, δt)
)−ε
.
This implies to deal with
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+ε(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 log
(
1 +Bλ(0, t)
)
.
Hence, for showing the boundedness of Y3 = Y3(t) we have
Y3(t) .
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε Y4(t) . log (1 +Bλ(0, t))(
1 +Bλ(0, δt)
)ε . 1 (4.3.14)
for large t. Here we used the boundedness of Y4 = Y4(t) which is given in (4.3.12) and
l’Hospital’s rule (cf. condition (B4)) for
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)ε . lim
t→∞
sup
ν(δ, t)(
1 +Bλ(0, δt)
)ε . 1,
respectively. On the other hand, for Y4 = Y4(t) we have
Y4 . log
(
1 +Bλ(0, t)
) ∫ t
δt
(
1 +Bλ(0, s)
)−ε−1
d
(
1 +Bλ(0, s)
)
.
log
(
1 +Bλ(0, t)
)
ε
(
1 +Bλ(0, δt)
)ε . 1,
where we used (4.3.14). Therefore, in the Case a we obtain the desired estimate
Y . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1. (4.3.15)
Summarizing, in the Case a from (4.3.10), (4.3.11), (4.3.13) and (4.3.15) for j + ` = 0, 1 we
arrive at
Y . λ
2`(t)
ρ`(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− j2−`. (4.3.16)
Case b: Φ1(s, t) =
λ(t)
F (Λ(t))
. In this case we have
Y =
λ(t)
F (Λ(t))
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2,a(p)
ds.
Case b.1: α2,a(p) > 1. In a similar way as we did in the Case 1 we have
F (Λ(t))
λ(t)
Y . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2,a(p)+1
.
Case b.2: α2,a(p) < 1. Similarly as in the Case 2 for p > p1(a,m, n) we conclude
F (Λ(t))
λ(t)
Y . µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+1 − µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2,a(p)+1
.
Then, it follows
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)Y . µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2,a(p)+1,
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where we used the condition (B6), that is, Bλ(0, t) . F 2(Λ(t)). We consider the right-hand
side of the last inequality in both cases α2,a(p) < 1 and α2,a(p) > 1. In the case α2,a(p) < 1
we have
µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)(1 +Bλ(0, δt))−α2,a(p)+1
. µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)−α2,a(p)+1 =
µ(δt)
λ2(δt)
(
F 2(Λ(t))
)−α1,a(p)+1
:= Y5(t),
where again we used condition (B6) and α2,a(p) = α1,a(p) +
n
2
(
1
m
− 1
2
)
. Now if we estimate
the derivative of the function Y5 = Y5(t) we get
Y ′5(t) ≤
[
− δβ1 + 2
(− α1,a(p) + 1)ϑ(δ, t)] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
F (Λ(t))−2α1,a(p)+2,
where from condition (A5) we used F ′(Λ(t)) =
F 2(Λ(t))
λ2(t)Ξ2(t)
. Then, for a large time t by using
p > p3(a,m, n) we obtain
−δβ1 + 2
(− α1,a(p) + 1)ϑ(δ) < 0,
which implies due to condition (4.3.2) the estimate Y ′5(t) < 0. Similarly, in the case α2,a(p) >
1 the desired estimate can be derived as in the case α2,a(p) < 1. For this reason, we obtain
the expected estimate
Y . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (4.3.17)
Case b.3 : α2(p) = 1. In the same way as in the Case 3 we obtain
F (Λ(t))
λ(t)
Y . µ(t)
λ2(t)
log Λ(t)− µ(δt)
λ2(δt)
log Λ(δt) +
∫ t
δt
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds.
Then, we get
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)Y . µ(t)
λ2(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(t)
+
∫ t
δt
µ(s)
λ2(s)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(s)
λ(s)
Λ(s)
ds.
In order to show the desired estimate we assume that there exists a sufficiently small positive
constant ε such that we have the estimate
µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(δt) . Λ−ε(δt).
Thus, it is sufficient to consider the derivative of the function
Y6(t) := µ(δt)
λ2(δt)
Λε(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(δt).
It follows
Y ′6(t)≤
[
− β1+ε+n
( 1
m
− 1
2
)ϑ(δ, t)
δ
+
1
log Λ(δt)
]
δ
µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
Λε(δt)F (Λ(t))n(
1
m− 12) log Λ(δt).
Here from condition (A5) we used F ′(Λ(t)) =
F 2(Λ(t))
λ2(t)Ξ2(t)
. Hence, for a small constant ε > 0
and for large time t after taking account of
−β1 + ε+ n
( 1
m
− 1
2
)ϑ(δ)
δ
< 0,
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which is related to condition (4.3.2), we have Y ′6(t) < 0. Analogously, using the decreasing
behavior of the function µ(t)
λ2(t)
one can also prove by (4.3.2) the estimate
µ(t)
λ2(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(t) . µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) log Λ(t) . Λ−ε(δt).
Thus, we get
Y . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (4.3.18)
Summarizing, from (4.3.16), (4.3.17) and (4.3.18) for j = 0 and ` = 1 we get
Y . max
{λ2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12)−1}. (4.3.19)
Consequently, from (4.3.9), (4.3.16) and (4.3.19) we arrive at the statement∥∥|D|j∂`tunl(t, ·)∥∥L2 . ‖u‖pX(t)Φ`1,m(0, t)(1 +Bλ(0, t))(`−1)n2 ( 1m− 12)− j2 ,
where Φ11,m(0, t) = Φ1,m(0, t) is defined in (4.1.2) for s = 0 and Φ
0
1,m(0, t) = 1. Replacing the
estimates for j + ` = 0, 1 in the norm of the solution space X(t) we obtain
‖unl‖X(t) . ‖u‖pX(t).
Now let us prove (4.1.7). Thanks to the estimates for the solutions to the family of linear
parameter dependent Cauchy problems with vanishing right-hand side we can estimate∥∥|D|j∂`tK1(t, s, x) ∗(x) (∣∣|D|au(s, x)∣∣p − ∣∣|D|av(s, x)∣∣p)∥∥L2
.
∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2∥∥∣∣|D|au(s, x)∣∣p − ∣∣|D|av(s, x)|∣∣p∥∥
Lm∩L2ds
+
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2∥∥∣∣|D|au(s, x)∣∣p − |D|av(s, x)∣∣p∥∥
L2
ds.
By Ho¨lder’s inequality we obtain∥∥∣∣|D|au(s, ·)∣∣p − ∣∣|D|av(s, ·)∣∣p∥∥
Lm
.
∥∥|D|au(s, ·)− |D|av(s, ·)∥∥
Lmp
(∥∥|D|au(s, ·)∥∥p−1
Lmp
+
∥∥|D|av(s, ·)∥∥p−1
Lmp
)
,∥∥∣∣|D|a|u(s, ·)∣∣p − ∣∣|D|av(s, ·)∣∣p∥∥
L2
.
∥∥|D|au(s, ·)− |D|av(s, ·)∥∥
L2p
(∥∥|D|au(s, ·)∥∥p−1
L2p
+
∥∥|D|av(s, ·)∥∥p−1
L2p
)
.
In a similar way to the proof of (4.1.6) we use again Gagliardo-Nirenberg inequality to the
following terms:∥∥|D|au(s, ·)− |D|av(s, ·)∥∥
Lq
,
∥∥|D|au(s, ·)∥∥
Lq
,
∥∥|D|av(s, ·)∥∥
Lq
with q = mp and q = 2p. Summarizing, we arrive at the following inequality:∥∥|D|j∂`t(Nu−Nv)∥∥L2 . ∥∥|D|au− |D|av∥∥X(t)(∥∥|D|au∥∥p−1X(t) + ∥∥|D|av∥∥p−1X(t))
×
(∫ δt
0
Φ`1,m(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)(`−1)n2 ( 1m− 12)− j2 (1 +Bλ(0, s))− n2mp+ n2m− a2 pds
+
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))− n2mp+n4− a2 pds).
Thus, we can repeat the same arguments as we used in the proof of (4.1.6) in order to
estimate these two integrals employing the conditions p > p(a,m, n) and (4.3.2). Finally, we
may conclude the proof of the statement (4.1.7) from the definition of the norm of X(t). In
this way the proof of the theorem is completed.
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4.3.2. Case of super-exponential propagation speed in energy space
Theorem 4.3.2. We assume that the Hypotheses (A1) to (A5), (B1) to (B6), (C1),
(C3) and (C4) hold. Let ν(δ) = ∞ and ϑ(δ) = ∞, and we suppose that the following
condition for the functions ν = ν(δ, t) and ϑ = ϑ(δ, t) (see (3.1.2) and (3.1.3)) holds:
max
{
ν(δ, t) ; ϑ(δ, t)
}
= o
(
log Λ(t)
)
. (4.3.20)
We choose data (u0, u1) ∈ D1m with m ∈ [1, 2), n ≤ 42−m and suppose that the exponent p
satisfies {
2
m
≤ p <∞ if n = 1, 2,
2
m
≤ p ≤ pGN(n) = nn−2 if n ≥ 3.
(4.3.21)
Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ D1m with ‖(u0, u1)‖D1m ≤ ε0,
there is a uniquely determined globally (in time) energy solution to the Cauchy problem (4.3.1)
in
C([0,∞), H1) ∩ C1([0,∞), L2).
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )‖(u0, u1)‖D1m ,∥∥|D|u(t, ·)∥∥
L2
.
(
1 +Bλ(0, t)
)−n2 ( 1m− 12 )− 12 ‖(u0, u1)‖D1m ,
‖ut(t, ·)‖L2.max
{λ2(t)
ρ(t)
(
1+Bλ(0, t)
)−n2 ( 1m− 12 )−1;λ(t)F (Λ(t))(F 2(Λ(t)))−n2 ( 1m− 12 )−1}‖(u0, u1)‖D1m .
Proof. We proceed in the same way as we did in the proof of Theorem 4.3.1 to verify that the
integrals V and Y, which are given in (4.3.5), fulfill the desired estimates. For this reason
our goal is only to prove the inequalities (4.1.6) and (4.1.7).
To complete the proof of (4.1.6) we have to estimate ‖unl(t, ·)‖X(t). For this reason, we
begin with the estimate of the integral V for j + ` = 0, 1, that is, with
V . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 ∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)− n2mp+ n2m− a2 pds︸ ︷︷ ︸
V¯1(t)
,
where we used (3.1.21). Here Φ01,m(0, t) ≡ 1 and Φ11,m(0, t) = Φ1,m(0, t) is defined in (4.1.2)
for s = 0. Let us define α1,a(p) :=
n
2m
p− n
2m
+ a
2
and discuss the following cases:
Case 1: α1,a(p) 6= 1. In this case, it holds
V¯1(t) =
∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α1,a(p)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1(p)+1∣∣∣δt
0
− 1
1− α1,a(p)
∫ δt
0
(
1 +Bλ(0, s)
)−α1,a(p)+1
d
( µ(s)
λ2(s)
)
. 1
1− α1,a(p)
( µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1,a(p)+1 − µ(0)
λ2(0)
)
+
1
1− α1,a(p)
∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1 λ(s)
Λ(s)
ds,
where we used the condition (C4). Now we shall show that the integral V¯1 = V¯1(t) is
bounded. For this reason, by choosing an arbitrary small positive constant ε we want to
verify the inequality
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1,a(p)+1 . Λ(t)−ε.
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Then, we show that the following function is bounded:
V¯1(t) := µ(t)
λ2(t)
Λ(t)ε
(
1 +Bλ(0, t)
)−α1,a(p)+1
. (4.3.22)
Let us consider the monotonicity of V¯1 = V¯1(t) by estmating its derivative. Indeed, by using
condition (C4) and (3.1.20) we have
V¯ ′1(t) ≤
[(−β1 + ε
α+ 2
)
log Λ(t) +
(
1− α1,a(p)
)](
1 +Bλ(0, t)
)−α1,a(p) Λ(t)
λ(t)
Λ(t)ε.
This inequality implies V¯ ′1(t) < 0 for a small positive constant ε and for large t. Hence, we
get ∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1 λ(s)
Λ(s)
ds .
∫ δt
0
Λ(s)−ε−1λ(s)ds . 1.
Therefore, we may conclude that V¯1 = V¯1(t) is uniformly bounded.
Case 2: α1,a(p) = 1. In this case we have
V¯1(t) =
∫ δt
0
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds .
∫ δt
0
Λ(s)
λ(s)
µ(s)
Λ2(s)
1
log Λ(s)
ds
≤
∫ δt
0
µ(s)
λ2(s)
λ(s)
Λ(s)
ds =
µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
−
∫ δt
0
log Λ(s)d
( µ(s)
λ2(s)
)
≤ µ(s)
λ2(s)
log Λ(s)
∣∣∣δt
0
+ β0
∫ δt
0
µ(s)
λ2(s)
log Λ(s)
λ(s)
Λ(s)
ds,
where we used (3.1.20) and condition (C4), respectively. Then, we show that for a sufficiently
small constant ε > 0 we have the estimate
µ(t)
λ2(t)
log Λ(t) . Λ−ε(t).
Therefore, let us compute the derivative of the function
V¯2(t) := µ(t)
λ2(t)
Λε(t) log Λ(t).
It follows
V¯ ′2(t) ≤
[(− β1 + ε) log Λ(t) + 1] µ(t)
λ(t)Λ(t)
Λε(t).
Then, for sufficiently large time t and sufficiently small ε > 0 we get V¯ ′2(t) < 0. This shows the
decreasing behavior of V¯2 = V¯2(t). Hence, we obtain that V¯1 = V¯1(t) is uniformly bounded.
Therefore, we may conclude the following desired estimate for j + ` = 0, 1:
V . Φ`1,m(0, t)
(
1 +Bλ(0, t)
)(`−1)n2 ( 1m− 12)− j2 . (4.3.23)
Now let us consider the integral Y, that is,
Y =
∫ t
δt
Φ`1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(s, t)
)− j2 (1 +Bλ(0, s))− n2mp+n4− a2 pds
= −
∫ t
δt
Φ`1(s, t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
)− j2d(1 +Bλ(s, t)), (4.3.24)
where α2,a(p) :=
n
2m
p− n
4
+ a
2
p. We define for ` = 0 the function Φ01(s, t) ≡ 1 . For ` = 1 the
function Φ11(s, t) = Φ1(s, t) is defined in (4.1.3).
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For j = ` = 0 we will discuss the cases α2,a(p) 6= 1 and α2,a(p) = 1, respectively.
Case 1: α2,a(p) 6= 1. In this case, by using condition (C4) we have
Y =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2,a(p)
ds =
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
d
(
1 +Bλ(0, s)
)
=
1
1− α2,a(p)
[
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1∣∣∣t
δt
−
∫ t
δt
(
1 +Bλ(0, s)
)−α2,a(p)+1
d
( µ(s)
λ2(s)
)]
. 1
1− α2,a(p)
[
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1∣∣∣t
δt
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1 λ(s)
Λ(s)
ds
]
.
Then, it follows
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)Y . µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2,a(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12)︸ ︷︷ ︸
Y¯1(t)
+
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12)︸ ︷︷ ︸
Y¯2(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds︸ ︷︷ ︸
Y¯3(t)
.
Since α2,a(p) = α1,a(p) +
n
2
(
1
m
− 1
2
)
, we may conclude for large t the relation
Y¯1(t) =
µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α1,a(p)+1
= Y¯1(t)Λ(t)−ε . Λ(t)−ε . 1,
where Y¯1 = Y¯1(t) is defined by
Y¯1(t) := µ(t)
λ2(t)
Λε(t)
(
1 +Bλ(0, t)
)−α1,a(p)+1
.
Let us consider the monotonicity of Y¯1 = Y¯1(t) by taking its derivative. Indeed, by using
condition (C4) and (3.1.20) we have
Y¯ ′1(t) ≤
[(−β1 + ε
α+ 2
)
log Λ(t) +
(
1− α1,a(p)
)](
1 +Bλ(0, t)
)−α1,a(p) Λ(t)
λ(t)
Λ(t)ε.
This inequality implies Y¯ ′1(t) < 0 for a small positive constant ε and for large t. Hence, we
get ∫ δt
0
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α1,a(p)+1 λ(s)
Λ(s)
ds .
∫ δt
0
Λ(s)−ε−1λ(s)ds . 1.
Therefore, we may conclude that Y¯1 = Y¯1(t) is uniformly bounded.
Now in order to prove that Y¯2 = Y¯2(t) and Y¯3 = Y¯3(t) are both uniformly bounded it is
sufficient to show that for a small positive constant ε we have
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12) . Λ(δt)−ε. (4.3.25)
Therefore, we will consider the monotonicity of the function
Y¯2(t) := µ(δt)
λ2(δt)
Λ(δt)ε
(
1 +Bλ(0, δt)
)−α2,a(p)+1(
1 +Bλ(0, t)
)n
2 ( 1m− 12).
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After performing the derivative of the function Y¯2 = Y¯2(t) we obtain the estimate
Y¯ ′2(t) ≤
[
− δβ1 + εδ +
(− α2,a(p) + 1) 1
log Λ(δt)
+
n
2
( 1
m
− 1
2
)λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
log Λ(t)
]
λ(δt)
Λ(δt)
× φ(t) log Λ(t)φ(δt) log Λ(δt) µ(δt)
λ2(δt)
Λ(δt)ε
(
1 +Bλ(0, δt)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)−1.
Here we used the condition (C4) and (3.1.20) with condition (C3), respectively. Now em-
ploying the condition (4.3.20), we immediately get Y¯ ′2(t) < 0 for large t. This implies that
Y¯2 = Y¯2(t) is bounded and using (4.3.25) we find
Y¯3(t) .
∫ t
δt
Λ(s)−ε−1λ(s)ds . 1.
Hence, we may conclude in the case j = ` = 0 the estimate
Y .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (4.3.26)
Case 2: α2,a(p) = 1. In this case it follows
Y =
∫ t
δt
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−1
ds =
∫ t
δt
µ(s)
λ2(s)
d
(
log
(
1 +Bλ(0, s)
))
=
µ(s)
λ2(s)
log
(
1 +Bλ(0, s)
)∣∣∣t
δt
−
∫ t
δt
log
(
1 +Bλ(0, s)
)
d
( µ(s)
λ2(s)
)
. µ(t)
λ2(t)
log
(
1+Bλ(0, t)
)− µ(δt)
λ2(δt)
log
(
1 +Bλ(0, δt)
)
+
∫ t
δt
µ(s)
λ2(s)
log
(
1 +Bλ(0, s)
)λ(s)
Λ(s)
ds.
Then, it holds
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)Y . µ(t)
λ2(t)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)
+
∫ t
δt
µ(s)
λ2(s)
log
(
1 +Bλ(0, s)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds.
Similarly, in order to prove
(
1 + Bλ(0, t)
)n
2 ( 1m− 12)Y is uniformly bounded we will show that
for a sufficiently small positive constant ε we have the estimate
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12) . Λ(δt)−ε.
Then, for an arbitrary positive constant r we have
µ(δt)
λ2(δt)
Λ(δt)ε log
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)
. µ(δt)
λ2(δt)
Λ(δt)ε
(
1 +Bλ(0, δt)
)r(
1 +Bλ(0, t)
)n
2 ( 1m− 12),
where we have employed l’Hospital rule (cf. condition (B4)) as follows:
lim
t→∞
sup
log
(
1 +Bλ(0, δt)
)(
1 +Bλ(0, δt)
)r = lim
t→∞
sup
1
rδ
(
1 +Bλ(0, δt)
)r . 1.
Therefore, taking account of the monotonic behavior of Y¯2 = Y¯2(t) we get the desired estimate
Y .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12). (4.3.27)
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Now let us consider (4.3.24) in the case j = 1 and ` = 0. Then, we get
Y = −
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
)− 12d(1 +Bλ(s, t))
= −2 µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+ 2
∫ t
δt
(
1 +Bλ(s, t)
) 1
2d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p))
. − µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
) 1
2
∣∣∣t
δt
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(s, t)
) 1
2
d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)
,
where we have used Lemma 3.1.5. Multiplying both sides of the last estimate by the function(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12 , we find
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+ 12 Y
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)
.
To derive the desired estimates for the two summands on the right-hand side of the previous
inequality, employing (4.3.20), we proceed in the same way as we did in the proof of Theorem
3.2.2 to estimate the terms B¯1 = B¯1(t) and B¯2 = B¯2(t). Summarizing, we arrive at the
estimate
Y .
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− 12 . (4.3.28)
Finally, we will consider (4.3.24) in the case j = 0 and ` = 1. So, we have
Y =
∫ t
δt
Φ1(s, t)
Λ(s)
λ(s)
(
1 +Bλ(0, s)
)−α2,a(p)
ds,
where Φ1 = Φ1(s, t) is defined in (4.1.3). Employing condition (C1) we are only interested
in the following two cases, which explains that we have that either the first component or the
second component is dominant in Φ1 = Φ1(s, t) for all s ∈ [δt, t].
Case a: Φ1(s, t) =
λ2(t)
ρ(t)
(
1 +Bλ(s, t)
)−1
. In this case it holds
Y = −λ
2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)d(1 +Bλ(s, t))
1 +Bλ(s, t)
= −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
log
(
1 +Bλ(s, t)
)
d
( µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p))
. −λ
2(t)
ρ(t)
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
log
(
1 +Bλ(s, t)
)∣∣∣t
δt
+
λ2(t)
ρ(t)
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
log
(
1 +Bλ(s, t)
)d(1 +Bλ(0, s))
1 +Bλ(0, s)
.
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Then, we have
ρ(t)
λ2(t)
(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1Y
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1︸ ︷︷ ︸
Y¯4(t)
+
∫ t
δt
µ(s)
λ2(s)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1(
1 +Bλ(0, s)
)α2(p) d
(
1 +Bλ(0, s)
)
1 +Bλ(0, s)︸ ︷︷ ︸
Y¯5(t)
.
After applying the l’Hospital rule for γ > 1 (cf. condition (B4)) we find
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)γ = lim
t→∞
sup
λ(t)Λ(t)
µ(t)
γδ
(
1 +Bλ(0, t)
)λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, δt)
)γ−1
. lim
t→∞
sup
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
φ(δt) log Λ(t)
1(
1 +Bλ(0, δt)
)γ−1 .1, (4.3.29)
where we used (3.1.20) with condition (C3). Therefore, to prove that the functions Y¯4 = Y¯4(t)
and Y¯5 = Y¯5(t) are bounded we use the estimate
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 .
(
1 +Bλ(0, δt)
)−γ
. (4.3.30)
Then, we have
Y¯4(t) := µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1 . 1. (4.3.31)
To prove the boundedness of the function Y¯4 = Y¯4(t) we follow the proof of B¯1 = B¯1(t) which
is defined in (3.2.30). Hence, by using (4.3.29) we get
Y¯4(t) =
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)γ µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2,a(p)+γ(
1 +Bλ(0, t)
)n
2 ( 1m− 12)+1
=
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)γ Y¯4(t) . log (1 +Bλ(0, t))(
1 +Bλ(0, δt)
)γ . 1,
for large t. Moreover, for Y¯5 = Y¯5(t) using (4.3.30) and (4.3.31), respectively, we obtain
Y¯5(t) . log
(
1 +Bλ(0, t)
) ∫ t
δt
(
1 +Bλ(0, s)
)−γ−1
d
(
1 +Bλ(0, s)
)
.
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)γ . 1,
where we used again the l’Hospital rule from (4.3.29). Consequently, we obtain that Y¯4 = Y¯4(t)
and Y¯5 = Y¯5(t) are uniformly bounded. This implies
Y . λ
2(t)
ρ(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)−1. (4.3.32)
Taking account of (4.3.26), (4.3.27), (4.3.28) and (4.3.32), in the Case a and j + ` = 0, 1 we
arrive at the estimate
Y . λ
2`(t)
ρ`(t)
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− j2−`. (4.3.33)
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Case b: Φ1(s, t) =
λ(t)
F (Λ(t))
. In this case we have
Y =
λ(t)
F (Λ(t))
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2,a(p)
d
(
1 +Bλ(0, s)
)
.
Now we distinguish between two cases.
Case b.1: α2,a(p) 6= 1. It holds
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)Y
. µ(t)
λ2(t)
(
1 +Bλ(0, t)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
Z¯1(t)
+
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
Z¯2(t)
+
∫ t
δt
µ(s)
λ2(s)
(
1 +Bλ(0, s)
)−α2(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds︸ ︷︷ ︸
Z¯3(t)
.
Let us begin to estimate Z¯1 = Z¯1(t) for both cases α2,a(p) > 1 and α2,a(p) < 1. If α2,a(p) > 1,
then we have
Z¯1(t) ≤ µ(t)
λ2(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12) ≤ µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12) := Z¯1(t),
where we used the decreasing behavior of the function µ(t)
λ2(t)
from condition (C4). Now we
estimate the derivative of the function Z¯1 = Z¯1(t). It follows
Z¯ ′1(t) ≤
[
− δβ1 1
log Λ(t)
+ n
( 1
m
− 1
2
)
ϑ(δ, t)
1
log Λ(t)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
log Λ(t)F (Λ(t))n(
1
m− 12),
where from condition (A5) we used F ′(Λ(t)) =
F 2(Λ(t))
λ2(t)Ξ2(t)
. Therefore, by using (4.3.20) we
find Z¯ ′1(t) < 0 for large t. Analogously, if α2,a(p) < 1, by using condition (B6) we get
Z¯1(t) ≤ µ(t)
λ2(t)
(
F 2(Λ(t))
)−α2,a(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)
≤ µ(t)
λ2(t)
(
F 2(Λ(t))
)−α1,a(p)+1 ≤ µ(δt)
λ2(δt)
(
F 2(Λ(t))
)−α1,a(p)+1
:= Z¯2(t).
Hence, in the same way as above we obtain
Z¯ ′2(t) ≤
[
− δβ1
log Λ(t)
+ 2
(− α1,a(p) + 1) ϑ(δ, t)
log Λ(t)
] µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
log Λ(t)
(
F (Λ(t))
)−2α1,a(p)+2
.
Thus, if α1,a(p) < 1, employing the condition (4.3.20) we may conclude that Z¯1 = Z¯1(t) is
uniformly bounded for large t. Now, in order to show that the functions Z¯2 = Z¯2(t) and
Z¯3 = Z¯3(t) are uniformly bounded we verify
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)−α1,a(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12) . Λ(δt)−ε,
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with an arbitrary small positive constant ε. Then, we may conclude
µ(δt)
λ2(δt)
Λ(δt)ε
(
1 +Bλ(0, δt)
)−α2,a(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12) . 1,
in both cases α2,a(p) < 1 and α2,a(p) > 1 as well. In the case α2,a(p) < 1 we have
µ(δt)
λ2(δt)
Λ(δt)ε
(
1 +Bλ(0, δt)
)−α2,a(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12)
. µ(δt)
λ2(δt)
Λ(δt)ε
(
F 2(Λ(t))
)n
2 ( 1m− 12)−α2,a(p)+1 =
µ(δt)
λ2(δt)
Λ(δt)ε
(
F 2(Λ(t))
)−α1,a(p)+1
:= Z¯3(t),
where we used condition (B6). We can estimate the derivative of the function Z¯3 = Z¯3(t) as
follows:
Z¯ ′3(t) ≤
[
− δ(β1 − ε) 1
log Λ(t)
+ 2
(− α1,a(p) + 1)ϑ(δ, t) 1
log Λ(t)
]
× µ(δt)
λ2(δt)
λ(δt)
Λ(δt)
log Λ(t)Λ(δt)ε
(
F (Λ(t))
)−2α1,a(p)+2
.
Therefore, employing (4.3.20) we obtain that Z¯ ′3(t) < 0 for large t. On the other hand, if
α2,a(p) > 1, then one can derive for large t the estimate
µ(δt)
λ2(δt)
Λ(δt)ε
(
1+Bλ(0, δt)
)−α2,a(p)+1(
F 2(Λ(t))
)n
2 ( 1m− 12). µ(δt)
λ2(δt)
Λ(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12).1.
Summarizing, in the case α2,a(p) 6= 1 we obtain the desired estimate
Y . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (4.3.34)
Case b.2: α2,a(p) = 1. In this case it holds
F (Λ(t))
λ(t)
(
F 2(Λ(t))
)n
2 ( 1m− 12)Y
. µ(t)
λ2(t)
log
(
1 +Bλ(0, t)
)(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
Z¯4(t)
+
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, δt)
)(
F 2(Λ(t))
)n
2 ( 1m− 12)︸ ︷︷ ︸
Z¯5(t)
+
∫ t
δt
µ(s)
λ2(s)
log
(
1 +Bλ(0, s)
)(
F 2(Λ(t))
)n
2 ( 1m− 12) λ(s)
Λ(s)
ds︸ ︷︷ ︸
Z¯6(t)
.
Applying the l’Hospital rule for r > 1 (cf. condition (B4)) we find
lim
t→∞
sup
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)r = lim
t→∞
sup
λ(t)Λ(t)
µ(t)
rδ
(
1 +Bλ(0, t)
)λ(δt)Λ(δt)
µ(δt)
(
1 +Bλ(0, δt)
)r−1
. lim
t→∞
sup
λ(t)
Λ(t)
Λ(δt)
λ(δt)
1
φ(δt) log Λ(t)
1(
1 +Bλ(0, δt)
)r−1 .1, (4.3.35)
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where we used (3.1.20) with condition (C3). Therefore, in order to estimate Z¯4 = Z¯4(t), by
using the estimates (4.3.35) we find
Z¯4(t) .
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)r (1 +Bλ(0, δt))r(F 2(Λ(t)))n2 ( 1m− 12)
. µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)r(
F 2(Λ(t))
)n
2 ( 1m− 12).
Now, using condition (B6) we continue in the same way as we did to estimate Z¯2 = Z¯2(t)
and we may conclude
Z¯4(t) .
µ(δt)
λ2(δt)
(
1 +Bλ(0, δt)
)r(
F 2(Λ(t))
)n
2 ( 1m− 12) . µ(δt)
λ2(δt)
(
F 2(Λ(t))
)n
2 ( 1m− 12)+r . 1.
Now in order to estimate the functions Z¯5 = Z¯5(t) and Z¯6 = Z¯6(t) we verify the estimate
µ(δt)
λ2(δt)
log
(
1 +Bλ(0, δt)
)(
F 2(Λ(t))
)n
2 ( 1m− 12) . Λ(δt)−ε,
with an arbitrary small positive constant ε. Then, using again (4.3.35) and proceeding in the
same way as we did to estimate Z¯3 = Z¯3(t) for large t, we have
µ(δt)
λ2(δt)
Λ(δt)ε log
(
1 +Bλ(0, δt)
)(
F 2(Λ(t))
)n
2 ( 1m− 12)
=
µ(δt)
λ2(δt)
Λ(δt)ε
log
(
1 +Bλ(0, t)
)(
1 +Bλ(0, δt)
)r (1 +Bλ(0, δt))r(F 2(Λ(t)))n2 ( 1m− 12)
≤ µ(δt)
λ2(δt)
Λ(δt)ε
(
F 2(Λ(t))
)n
2 ( 1m− 12)+r . 1.
Consequently, in the case α2(p) = 1 we obtain the desired estimate
Y . λ(t)F (Λ(t))
(
F 2(Λ(t))
)−n2 ( 1m− 12)−1. (4.3.36)
Now taking account of (4.3.26), (4.3.27), (4.3.28), (4.3.34) and (4.3.36) in the Case b and
j + ` = 0, 1 we obtain the estimate
Y . λ`(t)F `(Λ(t))
(
1 +Bλ(0, t)
)−n2 ( 1m− 12)− j2−`. (4.3.37)
Combining (4.3.23) and (4.3.37) we may conclude∥∥|D|j∂`tunl(t, ·)∥∥L2 . ‖u‖pX(t)Φ`1,m(0, t)(1 +Bλ(0, t))(`−1)n2 ( 1m− 12)− j2 ,
where Φ11,m(0, t) = Φ1,m(0, t) is defined in (4.1.2) for s = 0. Replacing the estimates for
j + ` = 0, 1 in the norm of the solution space X(t) we obtain the expected estimate.
In order to prove (4.1.7) we proceed in the same way as in the proof of Theorem 4.3.1 and
repeat the same arguments as in the proof of (4.1.6). Finally, we may conclude the proof of
the statement (4.1.7) from the definition of the norm of X(t). This completes the proof.
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5. Lp − Lq estimates for wave equations with
strong time-dependent oscillations
5.1. Introduction
Let us consider the following Cauchy problem for the wave equation with time-dependent
speed of propagation:{
utt − a2(t)∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (5.1.1)
where a = a(t) is a positive function. In the case a = a(t) is a positive constant, then Lp−Lq
decay estimates, or Strichartz estimates are well-known in [41, 42] (cf. [45, 5, 29]). In a
precise formulation such Lp − Lq decay estimates on the conjugate line read as follows:∥∥ut(t, ·),∇xu(t, ·)∥∥Lq ≤ C(1 + t)−n−12 ( 1p− 1q )(‖u0‖WNp+1p + ‖u1‖WNpp ) (5.1.2)
with n ≥ 2, p ∈ (1, 2], 1
p
+ 1
q
= 1 and Np ≥ n
(
1
p
− 1
q
)
. Here WNpp denotes the standard Sobolev
space over Lp with regularity Np ∈ N.
The treatment of the Cauchy problem (5.1.1) with time-dependent propagation speed is
quite delicate. In a series of papers, the authors [34, 35, 36, 37] began to study the question
for Lp − Lq decay estimates on the conjugate line (p + q = pq) for wave equations with
time-dependent coefficients. The authors generalized the question for such decay estimates
to the wave equation with a(t) = λ(t)ω(t), where λ = λ(t) is a strictly increasing function
and ω = ω(t) is a bounded oscillating function. They proposed a classification of oscillations
based on the interplay between λ and ω in the following way.
Definition 5.1.1. We assume that there exists a real γ ∈ [0, 1] such that the following
estimate is satisfied:∣∣ω(k)(t)∣∣ ≤ Ck(λ(t)
Λ(t)
(
log Λ(t)
)γ)k
, for large t, k ∈ N, (5.1.3)
where Λ = Λ(t) is defined by Λ(t) :=
∫ t
0
λ(τ)dτ . The parameter γ controls the oscillations of
ω as follows:
• if γ = 0, then ω has very slow oscillations,
• if 0 < γ < 1, then ω has slow oscillations,
• if γ = 1, then ω has fast oscillations,
• and if the condition (5.1.3) is not satisfied for γ = 1, then ω has very fast oscillations.
If (5.1.3) holds for γ ∈ [0, 1], then Lp − Lq estimates to the solution u = u(t, x) in (5.1.1)
with a(t) = λ(t)ω(t) are given by
‖(ut, λ(t)∇xu)(t, ·)‖Lq ≤ C
√
λ(t)
(
Λ(t)
)γ0−n−12 ( 1p− 1q )(‖u0‖WNp+1p + ‖u1‖WNpp ), (5.1.4)
where the real value γ0 ≥ 0 depends on γ. Here n ≥ 2, p ∈ (1, 2], 1p+ 1q = 1 and Np ≥ n
(
1
p
− 1
q
)
.
Moreover, if the condition (5.1.3) does not hold for γ = 1, then no such estimate can be
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found: a counterexample is constructed in [34]. There is a connection between the oscillating
behavior of ω and the loss of decay, that is, the size of γ0 describes how the decay rate differs
from the classical one in (5.1.2). This means, if the oscillations of ω are very slow, slow or fast
by assuming some suitable assumptions on the smooth coefficient λ = λ(t) one can expect
Lp − Lq estimates as shown above. If the oscillations are very fast, then one can not expect
such type of estimates.
Then, in the paper [33] the authors proved Lp − Lq decay estimates for Sobolev solutions
to (5.1.1) in the case that the coefficient a = a(t) is bounded, sufficiently smooth and an
oscillating function. Here let us point out that the authors studied the limit case of (5.1.3),
where λ(t) ≡ 1 which is not covered by the above cited results. The main idea of their
approach is to gain the WKB representation of solutions to the ordinary differential equa-
tion corresponding to (5.1.1) through the Fourier transform, and apply the stationary phase
method to the Fourier multipliers.
Our main goal in this chapter is to derive Lp − Lq estimates for Sobolev solutions to the
Cauchy problem (5.1.1) in the case that the coefficient has very fast oscillations. To do this
we want to modify the conditions to allow stronger oscillations. More precisely, we want to
study the remaining case of the above cited papers. Our approach follows similar arguments
used in the papers [34, 35, 36, 37] and [33], and based on explicit representations of solutions.
There are two major differences to the situation of the cited papers: the hyperbolic zone
is smaller (which makes it necessary to invoke a new argument for small frequencies) and
the weaker assumptions for derivatives make it necessary to perform more diagonalization
steps. In consequence, representations by Fourier integrals contain an inhomogeneous phase
function.
We know that the time-dependent coefficients makes the problem more difficult, especially
oscillating coefficients. Therefore, if one proves some decay estimates, then we should consider
a balance between the coefficients. It turns out that it is useful to write
a(t) = λ(t)ω(t)
where
• λ = λ(t) describes the increasing behavior (improving influence on Lp − Lq decay
estimates),
• ω = ω(t) describes the oscillating behavior (deteriorating influence on Lp − Lq decay
estimates).
Some tools are used from the paper [19]. In this paper the authors only studied L2 − L2
estimates of energy solutions to (5.1.1) with a(t) = λ(t)ω(t), where λ = λ(t) is a strictly
increasing function and ω = ω(t) is a bounded function. By using the CM property of
λ = λ(t) and ω = ω(t) and the idea of a stabilization condition they proved the two sided
energy estimate
C0 ≤ 1
λ(t)
Eλ(u)(t) ≤ C1,
where the nonnegative constants C0 and C1 depend on the data and Eλ(u)(t) is defined as
Eλ(u)(t) :=
1
2
(
λ2(t)‖∇xu(t, ·)‖2L2 + ‖ut(t, ·)‖2L2
)
.
5.2. Representation of solutions
We consider the following Cauchy problem:{
utt − λ2(t)ω2(t)∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (5.2.1)
Here λ = λ(t) is an increasing shape function and ω = ω(t) is a bounded oscillating function.
Then, one has to explain the interplay between both parts. This can be given by the following
conditions.
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5.2.1. Assumptions
We suppose that the smooth time-dependent coefficients λ = λ(t) and ω = ω(t) satisfy the
following conditions:
(A1) λ(t) > 0 and λ′(t) > 0 for all times t and the derivatives of λ satisfy the conditions
λ0
λ(t)
Λ(t)
≤ λ
′(t)
λ(t)
≤ λ1 λ(t)
Λ(t)
, |dktλ(t)| ≤ λkλ(t)
(λ(t)
Λ(t)
)k
, for all k = 1, 2, · · · ,
where λ0 and all λk are positive constants and Λ(t) = 1 +
∫ t
0
λ(τ)dτ is a primitive of
λ(t);
(A2) ϑ(t) > 0 and ϑ′(t) > 0 for all times t and the derivatives of ϑ satisfy the conditions
ϑ0
ϑ(t)
Θ(t)
≤ ϑ
′(t)
ϑ(t)
≤ ϑ1 ϑ(t)
Θ(t)
,
∣∣dktϑ(t)∣∣ ≤ ϑkϑ(t)( ϑ(t)Θ(t))k, for all k = 1, 2, · · · ,
where ϑ0 and all ϑk are positive constants and Θ(t) = 1 +
∫ t
0
ϑ(τ)dτ is a primitive of
ϑ(t);
(A3) for M ≥ 2 the following estimate holds:∫ ∞
t
λ(τ)1−MΞ(τ)−Mdτ . Θ(t)1−M ;
(A4) 0 < c0 ≤ ω(t) ≤ c1 and the derivatives of ω satisfy the conditions∣∣dktω(t)∣∣ . Ξ(t)−k, for all k = 1, 2, · · · ,
where Ξ = Ξ(t) is a positive and continuous function satisfying the compatibility con-
dition
Θ(t)
λ(t)
. Ξ(t) . Λ(t)
λ(t)
,
here Θ = Θ(t) is a strictly increasing continuous function with Θ(0) = 1;
(A5) the function
λ(t)
Λ(t)
Ξ(t) is decreasing.
In order to develop Lp − Lq decay estimates for the solution u and its partial derivatives
ut, and ∇xu to (5.2.1) we investigate solution representations by using Fourier multipliers.
For this reason we apply the partial Fourier transformation with respect to spatial variables
to (5.2.1). Then, we get that vˆ(t, ξ) = Fx→ξ
(
u(t, x)
)
(t, ξ) solves the Cauchy problem{
vˆtt + λ
2(t)ω2(t)|ξ|2vˆ = 0, (t, ξ) ∈ [0,∞)× Rn,
vˆ(0, ξ) = vˆ0(ξ), vˆt(0, ξ) = vˆ1(ξ), ξ ∈ Rn. (5.2.2)
In this chapter we apply a diagonalization procedure to the Cauchy problem (5.2.1) with
sufficiently smooth time-dependent coefficients λ = λ(t) and ω = ω(t) aiming to find a
representation for the solution by Fourier multipliers. The core of this strategy was given in
[49] and further developed in [36, 37, 33, 16, 19] for the treatment of the large-time behaviour
of uniformly strictly hyperbolic systems.
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Division of the extended phase space
To find a WKB-representation of the solution to (5.2.2) we divide the extended phase space
[0,∞) × Rnξ into three zones: the hyperbolic zone, the oscillation subzone and the pseudo-
differential zone. This division enables us to use the hyperbolicity of our starting problem
(5.2.1) and tools from hyperbolic theory in the hyperbolic zone.
For a given N > 0, these zones are defined as follows:
• hyperbolic zone:
Zhyp(N) =
{
(t, ξ) ∈ [0,∞)× Rnξ : Θ(t)|ξ| ≥ N
}
,
• oscillation subzone:
Zosc(N) =
{
(t, ξ) ∈ [0,∞)× Rnξ : Θ(t)|ξ| ≤ N ≤ Λ(t)|ξ|
}
,
• pseudo-differential zone:
Zpd(N) =
{
(t, ξ) ∈ [0,∞)× Rnξ : Λ(t)|ξ| ≤ N
}
.
We introduce separating lines between these zones as follows:
• by t|ξ| = t(|ξ|), we denote the separating line between the oscillation subzone and the
pseudo-differential zone, which solves Λ(t|ξ|)|ξ| = N ;
• by t˜|ξ| = t˜(|ξ|), we denote the separating line between the hyperbolic zone and the
oscillation subzone, which solves Θ(t˜|ξ|)|ξ| = N .
|ξ|
t
0
t|ξ| t˜|ξ|
Zshyp Z
l
hyp
Zosc
N
Zpd
Fig. 5.1.: Division of extended phase space into zones
Remark 5.2.1. We have that the hyperbolic zone is Zhyp(N) = Z
s
hyp(N) ∪ Z lhyp(N). In the
zones Zshyp(N), Zosc(N) and Zpd(N) we consider only small frequencies and in the zone
Z lhyp(N) we consider only large frequencies. The zones Z
s
hyp(N) and Z
l
hyp(N) will be defined
and considered in the next section.
5.2.2. Considerations in the pseudo-differential zone
We define V (t, ξ) =
(
λ(t)|ξ|vˆ, Dtvˆ
)T
. Then, from (5.2.2) it follows
DtV =
(
Dtλ(t)
λ(t)
λ(t)|ξ|
λ(t)ω2(t)|ξ| 0
)
︸ ︷︷ ︸
A(t,ξ)
V.
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We denote by Epd = Epd(t, s, ξ) the fundamental solutions of (5.2.2) for any 0 ≤ s ≤ t, that
is, the matrix-valued functions solving the Cauchy problem
DtEpd(t, s, ξ) = A(t, ξ)Epd(t, s, ξ), Epd(s, s, ξ) = I.
Hence, we can write V (t, ξ) = Epd(t, 0, ξ)V0(ξ). The fundamental solution Epd = Epd(t, s, ξ)
can be written as an infinite sum via Peano-Baker series
Epd(t, s, ξ) = I +
∞∑
j=1
∫ t
s
A(t1, ξ)
∫ t1
s
A(t2, ξ) · · ·
∫ tj−1
s
A(tj, ξ)dtj · · · dt1.
For (t, ξ) ∈ Zpd(N) we have∫ t
s
|A(τ, ξ)|dτ ≤ C|ξ|
∫ t
s
λ(τ)dτ +
∫ t
s
λ′(τ)
λ(τ)
dτ ≤ CΛ(t)|ξ|+ ln λ(t)
λ(s)
≤ CN + ln λ(t)
λ(s)
,
where we used the Euclidian norm of the matrix A = A(t, ξ). Hence, we get
exp
(∫ t
s
|A(τ, ξ)|dτ
)
. λ(t)
λ(s)
.
Following the considerations from the paper [19] we have the following two statements.
Proposition 5.2.1. Assume that λ = λ(t) satisfies (A1). Then, there exists a real δ ∈ (0, 1)
such that
λ(t)δ
∫ t
0
λ(τ)1−δdτ . Λ(t).
Proposition 5.2.2. We assume that conditions (A1) and (A4) are satisfied. Then, the
fundamental solution Epd = Epd(t, s, ξ) satisfies the following estimates for 0 ≤ s ≤ t ≤ t|ξ|:(|Epd(t, s, ξ)|) . ( λ(t) |ξ|λ(t)1−δΛ(t)|ξ|K(t) λ(t)1−δ
)
,
where K(t) =
∫ t
0
λ2(τ)dτ ≤ λ(t)Λ(t).
5.2.3. Considerations in the oscillation subzone
In Zosc(N) we will carry out only two steps of diagonalization. Two steps of diagonalization
allow us in the study of Fourier multipliers to apply the Hardy-Littlewood theorem not only
in Zpd(N), but also in Zosc(N).
Definition 5.2.1. The time-dependent amplitude function f = f(t, ξ) ∈ C∞(Zosc(N)) be-
longs to the symbol class SN{m1,m2,m3} with infinite smoothness, if it satisfies the symbol-
like estimates ∣∣DαξDkt f(t, ξ)∣∣ ≤ Cα,k|ξ|m1−|α|λ(t)m2Ξ(t)−m3−k (5.2.3)
for all (t, ξ) ∈ Zosc(N) and all multi-indices α and all k. Here the constants Cα,k are inde-
pendent of N .
We introduce V (t, ξ) =
(
λ(t)|ξ|vˆ, Dtvˆ
)T
. Then, it holds
DtV =
(
0 λ(t)|ξ|
λ(t)ω2(t)|ξ| 0
)
V +
(
Dtλ(t)
λ(t)
0
0 0
)
V.
Let us carry out the first step of the diagonalization procedure. The eigenvalues of the
first matrix are ±λ(t)ω(t)|ξ|. Thus, the matrix of eigenvectors P = P (t) and its inverse
P−1 = P−1(t) are
P (t) =
1
ω(t)
(
1 −1
ω(t) ω(t)
)
, P−1(t) =
1
2
(
ω(t) 1
−ω(t) 1
)
.
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Defining V (1) := P−1(t)V , we get the transformed system
DtV
(1) =
[D0(t, ξ) +R0(t, ξ)]V (1),
where
D0(t, ξ) :=
(
λ(t)ω(t)|ξ| 0
0 −λ(t)ω(t)|ξ|
)
∈ SN{1, 1, 0}
and
R0(t, ξ) :=
Dt
(
λ(t)ω(t)
)
2λ(t)ω(t)
(
1 −1
−1 1
)
∈ SN{0, 0, 1}.
We can write (
Dt −D1(t, ξ)−R1(t, ξ)
)
V (1)(t, ξ) = 0,
where
D1(t, ξ) :=
 λ(t)ω(t)|ξ|+ Dt(λ(t)ω(t))2λ(t)ω(t) 0
0 −λ(t)ω(t)|ξ|+ Dt(λ(t)ω(t))
2λ(t)ω(t)

and
R1(t, ξ) :=
(
0 −Dt(λ(t)ω(t))
2λ(t)ω(t)
−Dt(λ(t)ω(t))
2λ(t)ω(t)
0
)
.
Note that R1(t, ξ) ∈ SN{0, 0, 1}. The next lemma shows that it is reasonable to carry out
one more step of the diagolization procedure in Zosc(N).
Lemma 5.2.3. Assume (A1) to (A3). Then, there exist matrix-valued functions N1 =
N1(t, ξ) ∈ SN{0, 0, 0} and R2 = R2(t, ξ) ∈ SN{−1,−1, 2} such that the following operator-
valued identity holds:(
Dt −D1(t, ξ)−R1(t, ξ)
)
N1(t, ξ) = N1(t, ξ)
(
Dt −D1(t, ξ)−R2(t, ξ)
)
,
where N1 = N1(t, ξ) is invertible and belongs together with its inverse N
−1
1 = N
−1
1 (t, ξ) to
SN{0, 0, 0}.
Proof. Let us carry out the second step of diagonalization procedure. Therefore, we introduce
N (1)(t, ξ) =:
 0 − R(12)1τ−1 −τ+1
R(21)1
τ−1 −τ+1
0
 = ( 0 − Dt(λ(t)ω(t))4λ2(t)ω2(t)|ξ|Dt(λ(t)ω(t))
4λ2(t)ω2(t)|ξ| 0
)
∈ SN{−1,−1, 1},
N1(t, ξ) = I +N
(1)(t, ξ) ∈ SN{0, 0, 0}. For sufficiently large time t the matrix N1 = N1(t, ξ)
is invertible with uniformly bounded inverse N−1 = N−1(t, ξ). Now we can follow the usual
procedure of the diagonalization. Let
B(1)(t, ξ) = DtN
(1)(t, ξ)−R1(t, ξ)N (1)(t, ξ) ∈ SN{−1,−1, 2},
R2(t, ξ) = −N−1(t, ξ)B(1)(t, ξ) ∈ SN{−1,−1, 2}.
Then, we may conclude(
Dt −D1(t, ξ)−R1(t, ξ)
)
N1(t, ξ) = N1(t, ξ)
(
Dt −D1(t, ξ)−R2(t, ξ)
)
.
This we wanted to have.
Remark 5.2.2. If R2 = R2(t, ξ) ∈ SN{−1,−1, 2}, then we have for all t|ξ| ≤ t ≤ t˜|ξ| the
estimates∫ t
t|ξ|
R2(τ, ξ)dτ .
∫ t
t|ξ|
|ξ|−1λ(τ)−1Ξ(τ)−2dτ . Λ(t|ξ|)
∫ t
t|ξ|
λ(τ)−1Ξ(τ)−2dτ . Λ(t|ξ|)
Θ(t|ξ|)
,
where we used Λ(t|ξ|)|ξ| = N and condition (A3).
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Example 5.2.1. Let λ(t) = (α+ 1)(1 + t)α with α > 0. Then, we get
Λ(t) = (1 + t)α+1 and Θ(t) = (1 + t)γ+1, 0 < γ < α.
Moreover, for M = 2 we have
Ξ(t) = (1 + t)κ, 1 > κ ≥ 1 + γ − α
2
.
Then, from R2(t, ξ) ∈ SN{−1,−1, 2} and Λ(t|ξ|)|ξ| = N we find∫ t
t|ξ|
R2(τ, ξ)dτ .
∫ t
t|ξ|
|ξ|−1λ(τ)−1Ξ(τ)−2dτ = 1
N
Λ(t|ξ|)
∫ t
t|ξ|
λ(τ)−1Ξ(τ)−2dτ
=
α+ 1
N
(
1 + t|ξ|
)α+1 ∫ t
t|ξ|
(1 + τ)−α−2κdτ
=
α+ 1
N(−α− 2κ+ 1)
((
1 + t|ξ|
)α+1
(1 + t)−α−2κ+1 − (1 + t|ξ|)−2κ+2)
.
(
1 + t|ξ|
)−2κ+2
.
Here we used the following relations:
κ < 1 iff − 2κ+ 2 > 0,
κ ≥ 1 + γ − α
2
iff − 1 ≥ −α− 2κ+ 1 + γ.
Example 5.2.2. We consider λ(t) = et. Then, we obtain
Λ(t) = et and Θ(t) = ert, 0 < r < 1.
Moreover, by M = 2 we have
Ξ(t) = eκt, 0 > κ ≥ r − 1
2
.
Now, from R2(t, ξ) ∈ SN{−1,−1, 2} and Λ(t|ξ|)|ξ| = N we find∫ t
t|ξ|
R2(τ, ξ)dτ .
∫ t
t|ξ|
|ξ|−1λ(τ)−1Ξ(τ)−2dτ
=
1
N
Λ(t|ξ|)
∫ t
t|ξ|
λ(τ)−1Ξ(τ)−2dτ =
1
N
et|ξ|
∫ t
t|ξ|
e(−1−2κ)τdτ
=
1
N(−1− 2κ)
(
et|ξ|e(−1−2κ)t − e−2κt|ξ|
)
. e−2κt|ξ| ,
where we used
0 > κ ≥ r − 1
2
iff 0 > −r > −1− 2κ.
Now we want to construct the fundamental solution Eosc = Eosc(t, s, ξ), t|ξ| ≤ s ≤ t ≤ t˜|ξ|,
for the operator
Dt −D1(t, ξ)−R1(t, ξ).
For this reason after two steps of diagonalization it is sufficient to construct the fundamental
solution satisfying the system
DtE2(t, s, ξ) =
(D1(t, ξ) +R2(t, ξ))E2(t, s, ξ), E2(s, s, ξ) = I.
We begin to solve the diagonal system
DtE2(t, s, ξ) = D1(t, ξ)E2(t, s, ξ), E2(s, s, ξ) = I, 0 ≤ s ≤ t.
214 5. Lp − Lq estimates for wave equations with strong time-dependent oscillations
Its fundamental solution is represented by
E2(t, s, ξ) = exp
(
i
∫ t
s
D1(θ, ξ)dθ
)
= diag
(
ei
∫ t
s
τ+2 (θ,ξ)dθ, ei
∫ t
s
τ−2 (θ,ξ)dθ
)
.
We make the ansatz E2(t, s, ξ) = E2(t, s, ξ)Q2(t, s, ξ) with a uniformly bounded and invertible
matrix Q2 = Q2(t, s, ξ). It follows that the matrix Q2 = Q2(t, s, ξ) satisfies the system
DtQ2(t, s, ξ) = R2(t, s, ξ)Q2(t, s, ξ), Q2(s, s, ξ) = I (5.2.4)
with the coefficient matrix
R2(t, s, ξ) = E2(s, t, ξ)R2(t, ξ)E2(t, s, ξ). (5.2.5)
Taking account of R2(t, ξ) ∈ SN{−1,−1, 2} we obtain∣∣R2(t, s, ξ)∣∣ = ∣∣R2(t, ξ)∣∣ . |ξ|−1λ(t)−1Ξ(t)−2.
The solution Q2 = Q2(t, s, ξ) can be represented as Peano-Baker series
Q2(t, s, ξ) = I +
∞∑
k=1
ik
∫ t
s
R2(t1, s, ξ)
∫ t1
s
R2(t2, s, ξ) · · ·
∫ tk−1
s
R2(tk, s, ξ)dtk · · · dt1.
Due to the representation of R2(t, s, ξ) in (5.2.5) we have
R2(t, t|ξ|, ξ) = E2(t|ξ|, t, ξ)R2(t, ξ)E2(t, t|ξ|, ξ)
=
 r(11)2 r(12)2 e−2i|ξ| ∫ tt|ξ| λ(τ)ω(τ)dτ
r
(21)
2 e
2i|ξ| ∫ t
t|ξ|
λ(τ)ω(τ)dτ
r
(22)
2
 .
Applying Lemma 5.2.3 we deduce
R2 = R2(t, t|ξ|, ξ) ∈ SN{−1,−1, 2}.
The standard construction ofQ2 = Q2(t, s, ξ) in terms of a Peano-Baker series implies uniform
bounds for this matrix as follows:∣∣Q2(t, t|ξ|, ξ)∣∣ . exp(∫ t
t|ξ|
|ξ|−1λ(θ)−1Ξ(θ)−2dθ
)
. exp
(
Λ(t|ξ|)
∫ t
t|ξ|
λ(θ)−1Ξ(θ)−2dθ
)
. exp
(
Λ(t|ξ|)
Θ(t|ξ|)
)
, (5.2.6)
where we used Λ(t|ξ|)|ξ| = N .
Remark 5.2.3. The micro-energy V (t, ξ) =
(
λ(t)|ξ|vˆ, Dtvˆ
)T
can be represented as
V (t, ξ) =
√
λ(t)√
λ(s)
P (t)N2(t, ξ)E2(t, s, ξ)Q2(t, s, ξ)N2(s, ξ)−1P (s)−1V (s, ξ), (5.2.7)
with uniformly bounded coefficient matrices N2, N
−1
2 ∈ SN{0, 0, 0}.
Proposition 5.2.4. We assume the conditions (A1) to (A3). Then, the fundamental so-
lution E2 = E2(t, s, ξ) to(
Dt −D1(t, ξ)−R2(t, ξ)
)
E2(t, s, ξ) = 0, E2(s, s, ξ) = I
can be represented as
E2(t, s, ξ) =
√
λ(t)√
λ(s)
E2(t, s, ξ)Q2(t, s, ξ) for all t|ξ| ≤ s ≤ t ≤ t˜|ξ|
with an amplitude Q2 = Q2(t, s, ξ) satisfying the following estimates:
|Q2(t, s, ξ)| . exp
(Λ(t|ξ|)
Θ(s)
)
for all t|ξ| ≤ s ≤ t ≤ t˜|ξ|. (5.2.8)
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5.2.4. Considerations in the hyperbolic zone
In Zhyp(N) for the further considerations we need suitable classes of symbols.
Definition 5.2.2. The time-dependent amplitude function f = f(t, ξ) ∈ C∞(Zhyp(N)) be-
longs to the symbol class SN{m1,m2,m3} with infinite smoothness, if it satisfies the symbol-
like estimates ∣∣DαξDkt f(t, ξ)∣∣ ≤ Cα,k|ξ|m1−|α|λ(t)m2Ξ(t)−m3−k (5.2.9)
for all (t, ξ) ∈ Zhyp(N) and all multi-indices α and all k. Here the constants Cα,k are inde-
pendent of N .
Proposition 5.2.5. The classes SN{m1,m2,m3} have the following properties:
1. SN{m1,m2,m3} is a vector space;
2. SN{m1,m2,m3} ↪→ SN{m1 + k,m2 + k,m3 − k} for all k ≥ 0;
3. SN{m1,m2,m3} · SN{m′1,m′2,m′3} ↪→ SN{m1 +m′1,m2 +m′2,m3 +m′3};
4. DktD
α
ξ SN{m1,m2,m3} ↪→ SN{m1 − |α|,m2,m3 + k};
5. SN{−M,−M,M + 1} ↪→ L∞ξ L1t (Zhyp(N)).
Let us introduce the micro-energy V (t, ξ) =
(
λ(t)|ξ|vˆ, Dtvˆ
)T
. Then, we get
DtV =
(
0 λ(t)|ξ|
λ(t)ω2(t)|ξ| 0
)
V +
(
Dtλ(t)
λ(t)
0
0 0
)
V.
Thus, the matrix of eigenvectors P = P (t) and its inverse P−1 = P (t)−1 are
P (t) =
1
ω(t)
(
1 −1
ω(t) ω(t)
)
, P (t)−1 =
1
2
(
ω(t) 1
−ω(t) 1
)
.
Setting V (1) := P (t)−1V , we get the transformed system
DtV
(1) =
[D0(t, ξ) +R0(t, ξ)]V (1),
where
D0(t, ξ) :=
(
λ(t)ω(t)|ξ| 0
0 −λ(t)ω(t)|ξ|
)
∈ SN{1, 1, 0}
and
R0(t, ξ) :=
Dt
(
λ(t)ω(t)
)
2λ(t)ω(t)
(
1 −1
−1 1
)
∈ SN{0, 0, 1}.
We can write (
Dt −D1(t, ξ)−R1(t, ξ)
)
V (1)(t, ξ) = 0,
where
D1(t, ξ) :=
 λ(t)ω(t)|ξ|+ Dt(λ(t)ω(t))2λ(t)ω(t) 0
0 −λ(t)ω(t)|ξ|+ Dt(λ(t)ω(t))
2λ(t)ω(t)

and
R1(t, ξ) :=
(
0 −Dt(λ(t)ω(t))
2λ(t)ω(t)
−Dt(λ(t)ω(t))
2λ(t)ω(t)
0
)
.
Note that R1(t, ξ) ∈ SN{0, 0, 1}. Now we want to carry out further steps of the diagonaliza-
tion procedure. The goal is to transform the previous system such that the new matrix has
diagonal structure and the new remainder belongs to a hyperbolic symbol class. To prove
Lp − Lq estimates we need diagonalization mod RM ∈ SN{1−M, 1−M,M}.
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Lemma 5.2.6. Assume the conditions (A1) to (A3). Then, there exists a zone constant
N > 0 such that we can find matrices with the following properties:
• the matrices Nk = Nk(t, ξ) ∈ SN{0, 0, 0} are invertible and N−1k = N−1k (t, ξ) ∈ SN{0, 0, 0}
for all (t, ξ) ∈ Zhyp(N);
• the matrices Dk = Dk(t, ξ) ∈ SN{1, 1, 0} are diagonal and
Dk = Dk(t, ξ) = diag
(
τ+k (t, ξ), τ
−
k (t, ξ)
)
with
∣∣τ+k (t, ξ)− τ−k (t, ξ)∣∣ ≥ Ckλ(t)|ξ|;
• the matrices Rk = Rk(t, ξ) ∈ SN{1− k, 1− k, k} are antidiagonal;
such that the following operator-valued identity holds:(
Dt −Dk(t, ξ)−Rk(t, ξ)
)
Nk(t, ξ) = Nk(t, ξ)
(
Dt −Dk+1(t, ξ)−Rk+1(t, ξ)
)
for all (t, ξ) ∈ Zhyp(N).
Proof. Here we refer to [19]. We denote the difference of the diagonal entries by
δk(t, ξ) = τ
+
k (t, ξ)− τ−k (t, ξ).
Assume that we have given a system by DtV
(k) =
(Dk(t, ξ) +Rk(t, ξ))V (k) with
Dk(t, ξ) = diag
(
τ+k (t, ξ), τ
−
k (t, ξ)
) ∈ SN{1, 1, 0}
satisfying
|δk(t, ξ)| =
∣∣τ+k (t, ξ)− τ−k (t, ξ)∣∣ ≥ Ckλ(t)|ξ|
and an antidiagonal remainder Rk = Rk(t, ξ) ∈ SN{1− k, 1− k, k}. Then, we set
N (k)(t, ξ) =
 0 −R(12)kδk
R(21)k
δk
0
 ∈ SN{−k,−k, k},
such that Nk(t, ξ) = I+N
(k)(t, ξ) is invertible for a sufficiently large zone constant N . Indeed,
|N (k)(t, ξ)| . |ξ|−kλ(t)−kΞ(t)−k . 1|ξ|kΘ(t)k ≤
1
Nk
→ 0 as N →∞.
Furthermore, by construction
[Dk(t, ξ), Nk(t, ξ)] = −Rk(t, ξ). So, we may conclude
B(k+1)(t, ξ) =
(
Dt −Dk(t, ξ)−Rk(t, ξ)
)
Nk(t, ξ)−Nk(t, ξ)
(
Dt −Dk(t, ξ)
)
= DtNk(t, ξ)−
[Dk(t, ξ), Nk(t, ξ)]−Rk(t, ξ)Nk(t, ξ)
= DtNk(t, ξ)−Rk(t, ξ)
(
Nk(t, ξ)− I
) ∈ SM−k−1N {−k,−k, , k + 1}.
After defining
Dk+1(t, ξ) = Dk(t, ξ)− diag
(
N−1k (t, ξ)B
(k+1)(t, ξ)
)
,
Rk+1(t, ξ) = diag
(
N−1k (t, ξ)B
(k+1)(t, ξ)
)−N−1k (t, ξ)B(k+1)(t, ξ),
we obtain the operator equation(
Dt −Dk(t, ξ)−Rk(t, ξ)
)
Nk(t, ξ) = Nk(t, ξ)
(
Dt −Dk+1(t, ξ)−Rk+1(t, ξ)
)
with Dk+1 ∈ SN{1, 1, 0} and Rk+1 ∈ SN{−k,−k, k+ 1}. The estimate for B(k+1)(t, ξ) implies
that ∣∣τ+k+1(t, ξ)− τ−k+1(t, ξ)∣∣ ≥ ∣∣τ+k (t, ξ)− τ−k (t, ξ)∣∣− λ(t)|ξ|CN .
If we choose N sufficiently large enough, then the statement is proved.
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Finally, we obtain for k = M a remainder RM = RM(t, ξ) ∈ SN{1−M, 1−M,M}, which
is uniformly integrable over the hyperbolic zone.
Lemma 5.2.7. The difference of the diagonal entries of Dk = Dk(t, ξ) is real for all k =
1, · · · ,M .
Proof. Here we refer to [19]. We proceed by induction over k and follow the diagonalization
scheme. We will show that the above statement and the conjectures
(Hk) Rk = Rk(t, ξ) has the form Rk = i
(
0 βk
βk 0
)
with complex-valued βk = βk(t, ξ) for all
k = 1, · · · ,M ,
are both true.
For k = 1, by the definition of D1 and R1 we see that the assertion (H1) is satisfied with
β1 = β1(t, ξ) =
(λ(t)ω(t))′
2λ(t)ω(t)
and τ±1 = τ
±
1 (t, ξ) = ±λ(t)ω(t)|ξ| − i
(λ(t)ω(t))′
2λ(t)ω(t)
.
Now we assume that (Hk) is true and we will show that (Hk) implies (Hk+1). The construction
implies
N (k)(t, ξ) =
i
δk
(
0 −βk
βk 0
)
with detN (k) =
|βk|2
δ2k
≤ c < 1
with a suitable choice of the zone constant N . Following [16, 18, 19] and setting
dk = dk(t, ξ) :=
|βk(t, ξ)|2
δ2k(t, ξ)
,
we obtain
N−1k (Dk +Rk)Nk =
1
1− dk
(
diag
(
τ+k − dkτ+k − δkdk, τ−k − dkτ−k + δkdk
)
+ dkRk
)
and
N−1k
(
DtNk
)
=
1
1− dk
[(
iβk
δk
∂t
βk
δk
0
0 iβk
δk
∂t
βk
δk
)
+
(
0 −∂t βkδk
∂t
βk
δk
0
)]
such that
Re
(βk
δk
∂t
βk
δk
)
=
1
2
(βk
δk
∂t
βk
δk
+
βk
δk
∂t
βk
δk
)
=
1
2
∂tdk = Re
(βk
δk
∂t
βk
δk
)
implies
τ±k+1 = τ
±
k ∓
1
1− dk
(
dkδk + Im
(βk
δk
∂t
βk
δk
))
− i ∂tdk
2(dk − 1) .
Hence δk+1 is real again and Rk+1 satisfies (Hk+1). Therefore, both statements are true for
all k = 1, · · · ,M .
5.2.5. Some auxiliary estimates
In order to apply the stationary phase method we need some symbol-like estimates for the
amplitudes of suitable Fourier multipliers. Let us begin with the following important remark
to simplify the calculations.
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Remark 5.2.4. Let g = g(|ξ|) be a sufficiently smooth function satisfying the estimates∣∣D|α||ξ| g(|ξ|)∣∣ . |ξ|−|α|
for all ξ ∈ Rn. Then, we have for all multi-indices α the estimates∣∣Dαξ g(|ξ|)∣∣ . |ξ|−|α|.
Indeed, applying Faa´ di Bruno’s formula we get that
∣∣Dαξ g(|ξ|)∣∣ = ∣∣∣∣ |α|∑
j=1
∑
β1+···+βj=α
Cβ1,··· ,βjg
(j)(|ξ|)
j∏
i=1
Dβiξ |ξ|
∣∣∣∣
≤
|α|∑
j=1
∑
β1+···+βj=α
∣∣Cβ1,··· ,βj ∣∣∣∣g(j)(|ξ|)∣∣∣∣∣ j∏
i=1
Dβiξ |ξ|
∣∣∣
≤
|α|∑
j=1
∑
β1+···+βj=α
∣∣Cβ1,··· ,βj ∣∣|ξ|−j|ξ|−(|β1|+···+|βj |)+j
≤ Cα|ξ|−|α|.
Proposition 5.2.8. Let us assume that t|ξ| is the separating line between the oscillation
subzone Zosc(N) and the pseudo-differential zone Zpd(N). Then, we have the following esti-
mates: ∣∣Dαξ t|ξ|∣∣ . 1λ(t|ξ|) |ξ|−1−|α| (5.2.10)
for all multi-indices α with |α| > 0.
Proof. Let us consider the first derivative with respect to ξ of t|ξ| as follows:
Λ(t|ξ|)|ξ| = N implies d|ξ|t|ξ|λ(t|ξ|)|ξ|+ Λ(t|ξ|) = 0.
Then, we obtain
d|ξ|t|ξ| = − Λ(t|ξ|)
λ(t|ξ|)|ξ| = −
N
λ(t|ξ|)
|ξ|−2. (5.2.11)
Now, we assume that ∣∣Dk|ξ|t|ξ|∣∣ . 1λ(t|ξ|) |ξ|−1−k (5.2.12)
holds for all 1 ≤ k ≤M . Multiplying (5.2.11) by λ(t|ξ|) and taking M derivatives with respect
to |ξ| gives
dM|ξ|
(
d|ξ|t|ξ|λ(t|ξ|)
)
= −dM|ξ|
( N
|ξ|2
)
,
M∑
k=0
CkMd
k+1
|ξ| t|ξ|d
M−k
|ξ| λ(t|ξ|) = (−1)M+1(M + 1)!
N
|ξ|M+2 ,
respectively. So, we have
∣∣dM+1|ξ| t|ξ|λ(t|ξ|)∣∣ . 1|ξ|M+2 +
M−1∑
k=0
∣∣dk+1|ξ| t|ξ|dM−k|ξ| λ(t|ξ|)∣∣. (5.2.13)
Applying Faa` di Bruno’s formula we get
dn|ξ|λ(t|ξ|) =
∑ n!
m1!1!m1m2!2!m2 · · ·mn!n!mn λ
(m1+m2+···+mn)(t|ξ|)
n∏
j=1
(
dj|ξ|t|ξ|
)mj
,
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where the sum is taken over all n-tuples of nonnegative integers (m1,m2, · · · ,mn) satisfying
the constraint
1 ·m1 + 2 ·m2 + · · ·+ n ·mn = n.
The assumption (A1) together with (5.2.12) yields the estimate
∣∣dn|ξ|λ(t|ξ|)∣∣ .∑λ(t|ξ|)(λ(t|ξ|)Λ(t|ξ|)
)m1+m2+···+mn n∏
j=1
( 1
λ(t|ξ|)|ξ|j+1
)mj
.
∑
λ(t|ξ|)
(λ(t|ξ|)
Λ(t|ξ|)
)m1+m2+···+mn 1(
λ(t|ξ|)|ξ|
)m1+m2+···+mn |ξ|m1+2m2+···+nmn
. λ(t|ξ|)|ξ|n . (5.2.14)
Combining (5.2.13) and (5.2.14) we obtain
∣∣dM+1|ξ| t|ξ|λ(t|ξ|)∣∣ . 1|ξ|M+2 +
M−1∑
k=0
1
λ(t|ξ|)|ξ|k+2
λ(t|ξ|)
|ξ|M−k .
1
|ξ|M+2 .
Then, ∣∣dM+1|ξ| t|ξ|∣∣ . 1λ(t|ξ|)|ξ|M+2 .
This completes the proof.
Proposition 5.2.9. Let us assume that t˜|ξ| is the separating line between the oscillation
subzone Zosc(N) and the hyperbolic zone Zhyp(N). Then, we have the following estimates:∣∣Dαξ t˜|ξ|∣∣ . 1ϑ(t˜|ξ|) |ξ|−1−|α| (5.2.15)
for all multi-indices α with |α| > 0.
Proof. We will apply the principle of induction as we did in Proposition 5.2.8. Let us consider
the first derivative with respect to ξ of t˜|ξ| that can be obtained directly from the following
calculations:
Θ(t˜|ξ|)|ξ| = N implies d|ξ|t˜|ξ|ϑ(t˜|ξ|)|ξ|+ Θ(t˜|ξ|) = 0.
Hence, we obtain
d|ξ|t˜|ξ| = − Θ(t˜|ξ|)
ϑ(t˜|ξ|)|ξ|
= − N
ϑ(t˜|ξ|)
|ξ|−2. (5.2.16)
Now, let us assume that ∣∣Dk|ξ|t˜|ξ|∣∣ . 1ϑ(t˜|ξ|) |ξ|−1−k (5.2.17)
holds for all 1 ≤ k ≤ M . Then, following the same steps to the proof of Proposition 5.2.8
and using condition (A2) the proof is completed.
Proposition 5.2.10. We assume that g = g(|ξ|) with ξ ∈ Rn \ {0} is an infinitely differen-
tiable function. Then, it holds
dm|ξ|e
g(|ξ|) = C(k1, k2, · · · , kj, j)eg(|ξ|)
m∑
j=1
∑
k1+···+kj=m
j∏
i=1
dki|ξ|g(|ξ|)
with ki ≥ 1.
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Proposition 5.2.11. Let us introduce Λω(t) =
∫ t
0
λ(τ)ω(τ)dτ . Then, the following estimates
hold: ∣∣Dαξ (Λω(t|ξ|)|ξ|)∣∣ ≤ Cα|ξ|−|α|(λ(t|ξ|)Λ(t|ξ|)Ξ(t|ξ|)
)1−|α|
,
where |α| ≥ 1.
Proof. We start with the following identity:
∣∣Dαξ (Λω(t|ξ|)|ξ|)∣∣ = ∣∣∣∣ ∑
β1+β2=α
Cβ1,β2D
β1
ξ Λω(t|ξ|)D
β2
ξ |ξ|
∣∣∣∣.
Thus, we need to estimate
∣∣Dβ1ξ Λω(t|ξ|)∣∣. It holds∣∣DξΛω(t|ξ|)∣∣ = ∣∣∣Dξ ∫ t|ξ|
0
λ(τ)ω(τ)dτ
∣∣∣
=
∣∣λ(t|ξ|)ω(t|ξ|)Dξt|ξ|∣∣ ≤ λ(t|ξ|)ω(t|ξ|)∣∣Dξt|ξ|∣∣ . |ξ|−2.
Moreover, we have∣∣D2ξΛω(t|ξ|)∣∣ = ∣∣∣Dξ(λ(t|ξ|)ω(t|ξ|)Dξt|ξ|)∣∣∣
≤ ∣∣λ′(t|ξ|)∣∣ω(t|ξ|)∣∣Dξt|ξ|∣∣2 + λ(t|ξ|)∣∣ω′(t|ξ|)∣∣∣∣Dξt|ξ|∣∣2 + λ(t|ξ|)ω(t|ξ|)∣∣D2ξt|ξ|∣∣
. |ξ|−3 + Ξ(t|ξ|)−1 Λ(t|ξ|)
λ(t|ξ|)
|ξ|−3 . Ξ(t|ξ|)−1 Λ(t|ξ|)
λ(t|ξ|)
|ξ|−3,
where we used conditions (A1), (A4) and (A5). Therefore, by the induction principle we
may conclude the estimate
∣∣Dβ1ξ Λω(t|ξ|)∣∣ . |ξ|−β1−1(λ(t|ξ|)Λ(t|ξ|)Ξ(t|ξ|)
)1−β1
. (5.2.18)
On the other hand, we have ∣∣Dβ2ξ |ξ|∣∣ ≤ Cβ2 |ξ|−β2+1. (5.2.19)
The estimates (5.2.18) and (5.2.19) help us to conclude the desired inequality.
Definition 5.2.3. The function h = h(t, ξ) belongs to symbol class Sl1,l2N {m1,m2,m3} with
restricted smoothness l1, l2 if it satisfies the following estimates:∣∣DαξDkt h(t, ξ)∣∣ ≤ Cα,k|ξ|m1−|α|λ(t)m2Ξ(t)−m3−k
in Zhyp(N) for all |α| ≤ l2 and k ≤ l1.
Obviously, it holds
Sl1,l2N {m1,m2,m3} ↪→ Sl
′
1,l
′
2
N {m1,m2,m3} for all l′1 ≤ l1, l′2 ≤ l2.
Using the definition of Zhyp(N) we have
Sl1,l2N {m1 − k,m2 − k,m3 + k} ↪→ Sl1,l2N {m1,m2,m3} for all k ≥ 0.
This property will be essentially used in the diagonalization scheme.
Proposition 5.2.12. The family of symbol classes Sl1,l2N {m1,m2,m3} generates a hierarchy
of symbol classes having the following properties:
• Sl1,l2N {m1,m2,m3} is a vector space;
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• Sl1,l2N {m1,m2,m3}Sl1,l2N {m′1,m′2,m′3} ↪→ Sl1,l2N {m1 +m′1,m2 +m′2,m3 +m′3};
• DktDαξ Sl1,l2N {m1,m2,m3} ↪→ Sl1−k,l2−|α|N {m1 − |α|,m2,m3 + k} ;
• S0,0N {1−M, 1−M,M} ↪→ L∞ξ L1t
(
Zhyp(N)
)
.
The next proposition shows us that the multiplication by e±i|ξ|Λω(t|ξ|) is not a well-defined
operation on the symbol classes SN{m1,m2,m3}, this means, that we remain in the hierarchy
of symbol classes after deriving an estimate.
Proposition 5.2.13. The following relation holds for all h = h(t, ξ) ∈ SN{m1,m2,m3}:∣∣∣DktDαξ (e±iΛω(t|ξ|)|ξ|h(t, ξ))∣∣∣ ≤ Cα,k|ξ|m1−|α|λ(t)m2Ξ(t)−m3−k(λ(t|ξ|)Λ(t|ξ|)Ξ(t|ξ|)
)−|α|
.
Proof. We choose h = h(t, ξ) ∈ SN{m1,m2,m3}. Then, it holds∣∣∣DktDαξ (e±iΛω(t|ξ|)|ξ|h(t, ξ))∣∣∣ = ∣∣∣ ∑
α1+α2=α
Cα1,α2D
α1
ξ e
±i|ξ|Λω(t|ξ|)DktD
α2
ξ h(t, ξ)
∣∣∣.
By the aid of Proposition 5.2.10, it is enough to consider the following estimates:∣∣∣ ∑
α1+α2=α
Cα1,α2D
|α1|
|ξ| e
±i|ξ|Λω(t|ξ|)DktD
α2
ξ h(t, ξ)
∣∣∣
≤
∑
α1+α2=α
Cα1,α2
(
C ′(α1)
∣∣∣e±i|ξ|Λω(t|ξ|) |α1|∑
j=1
∑
`1+···+`j=|α1|
j∏
i=1
d`i|ξ|
(|ξ|Λω(t|ξ|))∣∣∣)∣∣DktDα2ξ h(t, ξ)∣∣
≤
∑
α1+α2=α
Cα1,α2
(
C ′(α1)
|α1|∑
j=1
∑
`1+···+`j=|α1|
j∏
i=1
|ξ|−`i
(λ(t|ξ|)
Λ(t|ξ|)
Ξ(t|ξ|)
)1−`i)∣∣DktDα2ξ h(t, ξ)∣∣
≤
∑
α1+α2=α
Cα1,α2
(
C ′(α1)
|α1|∑
j=1
(λ(t|ξ|)
Λ(t|ξ|)
Ξ(t|ξ|)
)j
|ξ|−|α1|
(λ(t|ξ|)
Λ(t|ξ|)
Ξ(t|ξ|)
)−|α1|)∣∣DktDα2ξ h(t, ξ)∣∣
≤
∑
α1+α2=α
C˜α1,α2 |ξ|−|α1|
(λ(t|ξ|)
Λ(t|ξ|)
Ξ(t|ξ|)
)−|α1||ξ|m1−|α2|λ(t)m2Ξ(t)−m3−k
≤ Cα|ξ|m1−|α|λ(t)m2Ξ(t)−m3−k
(λ(t|ξ|)
Λ(t|ξ|)
Ξ(t|ξ|)
)−|α|
,
where in the third line we have used Proposition 5.2.11.
Remark 5.2.5. Proposition 5.2.13 tells us that it is allowed to extend the phase function
±|ξ|
∫ t
t|ξ|
λ(τ)ω(τ)dτ in exp
(
± i|ξ|
∫ t
t|ξ|
λ(τ)ω(τ)dτ
)
,
which we use later to get Lp − Lq estimates to the phase function
±|ξ|
∫ t
0
λ(τ)ω(τ)dτ in exp
(
± i|ξ|
∫ t
0
λ(τ)ω(τ)dτ
)
.
Here we use that the remainder term
exp
(
± i|ξ|
∫ t|ξ|
0
λ(τ)ω(τ)dτ
)
satisfies ∣∣Dα|ξ|e±i|ξ|Λω(t|ξ|)∣∣ . |ξ|−|α|(λ(t|ξ|)Λ(t|ξ|)Ξ(t|ξ|)
)−|α|
.
Thus, we can put the term e±i|ξ|Λω(t|ξ|) into the amplitude.
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Construction of the fundamental solution in Zhyp(N)
Now we want to construct the fundamental solution Ehyp = Ehyp(t, s, ξ), t˜|ξ| ≤ s ≤ t for small
frequencies ξ and 0 ≤ s ≤ t for large frequencies ξ, respectively, for the operator
Dt −D1(t, ξ)−R1(t, ξ).
For this reason after M steps of diagonalization it is sufficient to construct the fundamental
solution satisfying the system
DtEM(t, s, ξ) =
(DM(t, ξ) +RM(t, ξ))EM(t, s, ξ), EM(s, s, ξ) = I.
At first we solve the diagonal system
DtEM(t, s, ξ) = DM(t, ξ)EM(t, s, ξ), EM(s, s, ξ) = I, 0 ≤ s ≤ t.
Its fundamental solution is given by
EM(t, s, ξ) = exp
(
i
∫ t
s
DM(θ, ξ)dθ
)
= diag
(
ei
∫ t
s
τ+M (θ,ξ)dθ, ei
∫ t
s
τ−M (θ,ξ)dθ
)
.
We make the ansatz EM(t, s, ξ) = EM(t, s, ξ)QM(t, s, ξ) with a uniformly bounded and in-
vertible matrix QM = QM(t, s, ξ). It follows that the matrix QM = QM(t, s, ξ) satisfies the
system
DtQM(t, s, ξ) = RM(t, s, ξ)QM(t, s, ξ), QM(s, s, ξ) = I
with the coefficient matrix
RM(t, s, ξ) = EM(s, t, ξ)RM(t, ξ)EM(t, s, ξ). (5.2.20)
Taking account of RM = RM(t, ξ) ∈ SN{1−M, 1−M,M} we obtain∣∣RM(t, s, ξ)∣∣ = ∣∣RM(t, ξ)∣∣ . |ξ|1−Mλ(t)1−MΞ(t)−M .
The solution QM = QM(t, s, ξ) can be represented as Peano-Baker series
QM(t, s, ξ)=I +
∞∑
k=1
ik
∫ t
s
RM(t1, s, ξ)
∫ t1
s
RM(t2, s, ξ) · · ·
∫ tk−1
s
RM(tk, s, ξ)dtk · · · dt1. (5.2.21)
Due to the representation of RM = RM(t, s, ξ) in (5.2.20) we have
RM(t, t˜|ξ|, ξ) = EM(t˜|ξ|, t, ξ)RM(t, ξ)EM(t, t˜|ξ|, ξ)
=
 r(11)M r(12)M e−2i|ξ| ∫ tt˜|ξ| λ(τ)ω(τ)dτ
r
(21)
M e
2i|ξ| ∫ t
t˜|ξ|
λ(τ)ω(τ)dτ
r
(22)
M
 .
Lemma 5.2.14. We assume conditions (A1) to (A4). Then, the fundamental solution
EM = EM(t, s, ξ) to(
Dt −DM(t, ξ)−RM(t, ξ)
)
EM(t, s, ξ) = 0, EM(s, s, ξ) = I
can be represented as
EM(t, s, ξ) =
√
λ(t)√
λ(s)
EM(t, s, ξ)QM(t, s, ξ)
for all t, s ≥ t˜|ξ| with an amplitude QM = QM(t, s, ξ) satisfying the following estimates:∣∣Dα−βξ QM(t, t˜|ξ|, ξ)Dβξ t˜|ξ|∣∣ ≤ Cα,M,N(λ(t)ϑ(t))|β||ξ|−|α| (5.2.22)
for all t ≥ t˜|ξ| and all multi-indices β with β ≤ α and |α| ≤M − 1.
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Proof. Let us consider the first statement. The standard construction of QM = QM(t, s, ξ)
in terms of a Peano-Baker series implies the uniform bounds for this matrix as follows:
∣∣QM(t, t˜|ξ|, ξ)∣∣ ≤ exp(∫ t
t˜|ξ|
C|ξ|1−Mλ(θ)1−MΞ(θ)−Mdθ
)
≤ exp
(
C|ξ|1−M
∫ ∞
t˜|ξ|
λ(θ)1−MΞ(θ)−Mdθ
)
≤ exp
(
C ′
|ξ|M−1Θ(t˜|ξ|)M−1
)
= exp
(
C ′
NM−1
)
. 1,
where we used condition (A3) and the definition of Zhyp(N), respectively.
Now let us take α derivatives with respect to ξ in the representation formula forQM(t, t˜|ξ|, ξ)
in (5.2.21). Then,
DαξQM(t, t˜|ξ|, ξ)=
∞∑
k=1
ikDαξ
(∫ t
t˜|ξ|
RM(t1, t˜|ξ|, ξ)
∫ t1
t˜|ξ|
RM(t2, t˜|ξ|, ξ) · · ·
∫ tk−1
t˜|ξ|
RM(tk, t˜|ξ|, ξ)dtk · · · dt1
)
.
Let us consider terms of the form∫ t
t˜|ξ|
Dα1ξ RM(t1, t˜|ξ|, ξ)
∫ t1
t˜|ξ|
Dα2ξ RM(t2, t˜|ξ|, ξ) · · ·
∫ tk−1
t˜|ξ|
Dαkξ RM(tk, t˜|ξ|, ξ)dtk · · · dt1
with
∑k
j=1 αk = |α|. Therefore, we have
C(α,M,N)
∫ t
t˜|ξ|
(
|ξ|1−M−|α1|λ(t1)1−MΞ(t1)−M
) ∫ t1
t˜|ξ|
(
|ξ|1−M−|α2|λ(t2)1−MΞ(t2)−M
)
× · · ·
∫ tk−1
t˜|ξ|
(
|ξ|1−M−|αk|λ(tk)1−MΞ(tk)−M
)
dtk · · · dt1
≤ C ′(α,M,N)|ξ|−|α|.
We have to care for derivatives of the lower integral bound t˜|ξ|. Then, there arise terms as
Dα−βξ RM(t˜|ξ|, t˜|ξ|, ξ)D
β
ξ t˜|ξ|.
For |β| = 1 we can estimate as follows:∣∣∣Dα−βξ (RM(t˜|ξ|, t˜|ξ|, ξ)d|ξ|t˜|ξ|)∣∣∣
=
∣∣∣ ∑
|α1|+|α2|=|α|−1
Cα1,α2D
α1
ξ RM
(
t˜|ξ|, t˜|ξ|, ξ
)
Dα2+βξ t˜|ξ|
∣∣∣
≤ C(α)
∑
|α1|+|α2|=|α|−1
|ξ|1−M−|α1|λ(t˜|ξ|)1−MΞ(t˜|ξ|)−Mϑ(t˜|ξ|)−1|ξ|−|α2|−2
= C(α)
∑
|α1|+|α2|=|α|−1
|ξ|−|α1|−|α2|−1−Mλ(t˜|ξ|)−MΞ(t˜|ξ|)−M λ(t˜|ξ|)
ϑ(t˜|ξ|)
≤ C ′(α)|ξ|−|α| 1|ξ|MΘ(t˜|ξ|)M
λ(t˜|ξ|)
ϑ(t˜|ξ|)
≤ C(α,N)|ξ|−|α|λ(t˜|ξ|)
ϑ(t˜|ξ|)
,
where we used Proposition 5.2.9 to estimate the terms
∣∣Dα2+βξ t˜|ξ|∣∣. We use that the terms∣∣Dα1ξ RM(t˜|ξ|, t˜|ξ|, ξ)∣∣ can be estimated in the following way:∣∣DαξRM(t˜|ξ|, t˜|ξ|, ξ)∣∣ . |ξ|1−M−|α|λ(t˜|ξ|)1−MΞ(t˜|ξ|)−M .
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Indeed, due to the representation of RM(t, s, ξ) we have
RM(t˜|ξ|, t˜|ξ|, ξ) = RM(t˜|ξ|, ξ).
Applying the generalized version of Faa´ di Bruno’s formula we obtain for the case |α| = n
the relation
DαξRM(t˜|ξ|, ξ) =
∑
0
∑
1
· · ·
∑
n
n!∏n
i=1(i!)
ki
∏n
i=1
∏2
j=1 qij!
∂κRM
∂p1
t˜|ξ|
∂α2ξ
(t˜|ξ|, ξ)
n∏
i=1
(
Diξ t˜|ξ|
)qi1(
Diξξ
)qi2
,
where the respective sums are taken over all non-negative integer solutions of the Diophantine
equations as follows: ∑
0
→ k1 + 2k2 + · · ·+ nkn = n,∑
1
→ q11 + q12 = k1,
...∑
n
→ qn1 + qn2 = kn,
and
p1 =
n∑
i=1
qi1, |α2| =
n∑
i=1
qi2,
|κ| = k1 + k2 + · · ·+ kn = p1 + |α2|.
By virtue of ∂ξkξl = δkl we may conclude that qi2 = 0, for all i ≥ 2 and |α2| = q12. This yields
the estimate∣∣DαξRM(t˜|ξ|, ξ)∣∣
.
∑
0
∑
1
· · ·
∑
n
|ξ|1−M−|α2|λ(t˜|ξ|)1−MΞ(t˜|ξ|)−M−p1
n∏
i=1
ϑ(t˜|ξ|)
−qi1 |ξ|−(i+1)qi1 |ξ|(−i+1)qi2
=
∑
0
∑
1
· · ·
∑
n
|ξ|1−M−q12λ(t˜|ξ|)1−MΞ(t˜|ξ|)−M−p1
n∏
i=1
ϑ(t˜|ξ|)
−p1 |ξ|−p1+qi2−i(qi1+qi2)
=
∑
0
∑
1
· · ·
∑
n
|ξ|1−M−q12λ(t˜|ξ|)1−MΞ(t˜|ξ|)−M−p1ϑ(t˜|ξ|)−p1 |ξ|−p1−n+q12
=
∑
0
∑
1
· · ·
∑
n
|ξ|1−M−q12−p1+q12−nλ(t˜|ξ|)1−MΞ(t˜|ξ|)−M−p1 1
ϑ(t˜|ξ|)p1
=
∑
0
∑
1
· · ·
∑
n
|ξ|1−M−nλ(t˜|ξ|)1−MΞ(t˜|ξ|)−M 1|ξ|p1Ξ(t˜|ξ|)p1
1
ϑ(t˜|ξ|)p1
. |ξ|1−M−nλ(t˜|ξ|)1−MΞ(t˜|ξ|)−M 1|ξ|p1Θ(t˜|ξ|)p1
λ(t˜|ξ|)p1
ϑ(t˜|ξ|)p1
. |ξ|1−M−nλ(t˜|ξ|)1−MΞ(t˜|ξ|)−M
(λ(t˜|ξ|)
ϑ(t˜|ξ|)
)p1
,
where we used Proposition 5.2.9 and from condition (A4) the estimate Θ(t) . λ(t)Ξ(t). This
completes the proof of this lemma.
Following a similar procedure as in the proof of the previous lemma, we may conclude the
following proposition for the estimates of the derivatives with respect to ξ in the representation
formula (5.2.4) appearing in the treatment in the oscillation subzone.
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Proposition 5.2.15. We assume the conditions (A1) to (A3). Then, the amplitude Q2 =
Q2(t, s, ξ) from (5.2.4) satisfies the following estimates:∣∣Dα−βξ Q2(t˜|ξ|, t|ξ|, ξ)Dβξ t|ξ|∣∣ ≤ Cα,N |ξ|−|α| exp(Λ(t|ξ|)Θ(t|ξ|)
)|β|+1
(5.2.23)
for all multi-indices β with β ≤ α.
Transforming back to the original problem
In the hyperbolic zone we divide our considerations for large and small frequencies. We want
to construct the fundamental solution Ehyp = Ehyp(t, s, ξ), t˜|ξ| ≤ s ≤ t for small frequencies ξ
and 0 ≤ s ≤ t for large frequencies ξ, respectively, for the operator
Dt −D1(t, ξ)−R1(t, ξ).
After constructing the fundamental solution EM = EM(t, s, ξ) we want to transform back to
the original problem and get in the hyperbolic zone the representation that we are looking
for. We know that,(
Dt −D1(t, ξ)−R1(t, ξ)
)
NM(t, ξ) = NM(t, ξ)
(
Dt −D1(t, ξ)−RM(t, ξ)
)
.
If EM = EM(t, s, ξ) is the fundamental solution to
NM(t, ξ)
(
Dt −D1(t, ξ)−RM(t, ξ)
)
,
then (
Dt −D1(t, ξ)−R1(t, ξ)
)
NM(t, ξ)EM(t, s, ξ) = 0.
In this way we have that EM(t, s, ξ)NM(t, ξ) and NM(t, ξ)EM(t, s, ξ) satisfy the same initial
value problem.
Large frequencies. The representation of the fundamental solution in Z lhyp(N) is
Ehyp(t, s, ξ) = P (t)NM(t, ξ)EM(t, s, ξ)NM(s, ξ)
−1P (s)−1
=
√
λ(t)√
λ(s)
P (t)NM(t, ξ)EM(t, s, ξ)QM(t, s, ξ)NM(s, ξ)−1P (s)−1
for t˜|ξ| ≤ s ≤ t and with uniformly bounded coefficient matrices NM , N−1M ∈ SN{0, 0, 0}.
Remark 5.2.6. For large frequencies it holds
V (t, ξ) = Ehyp(t, s, ξ)V (s, ξ) for t˜|ξ| ≤ s ≤ t.
Then, we have the following representation of the micro-energy V (t, ξ) =
(
λ(t)|ξ|uˆ, Dtuˆ
)T
in
Z lhyp(N):
V (t, ξ) =
√
λ(t)√
λ(s)
P (t)NM(t, ξ)E(t, s, ξ)QM(t, s, ξ)NM(s, ξ)−1P (t)−1V (s, ξ).
Small frequencies. We will consider a different representation for small frequencies, because
in this case we shall use a “gluing procedure”. In Zshyp(N) we should remember that for
t˜|ξ| ≤ t|ξ| ≤ t we have
E(t, 0, ξ) = Ehyp(t, t˜|ξ|, ξ)Eosc(t˜|ξ|, t|ξ|, ξ)Epd(t|ξ|, 0, ξ).
Then, taking into account Ehyp = Ehyp(t, t˜|ξ|, ξ) for t˜|ξ| ≤ t|ξ| ≤ t we have
Ehyp(t, t˜|ξ|, ξ) = P (t)NM(t, ξ)EM(t, t˜|ξ|, ξ)NM(t˜|ξ|, ξ)
−1P (t˜|ξ|)
−1
=
√
λ(t)√
λ(t˜|ξ|)
P (t)NM(t, ξ)EM(t, t˜|ξ|, ξ)QM(t, t˜|ξ|, ξ)NM(t˜|ξ|, ξ)−1P (t˜|ξ|)−1.
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5.3. Lp − Lq estimates on the conjugate line
In this section we will use the representations for the solution to the Cauchy problem (5.2.1)
in order to derive Lp − Lq estimates on the conjugate line. To get these estimates we need
to derive a representation of the solution to (5.2.1) by the aid of Fourier multipliers. Then
one has to discuss mapping properties of these Fourier multipliers. This will be done after
localizing the amplitudes by using a suitable dyadic decomposition related to the division into
zones of the extended phase space. The part of the dyadic decomposition which belongs to
the pseudo-differential zone and oscillation subzone generates Fourier multipliers which can
be studied by the Hardy-Littlewood inequality. The part which belongs to the hyperbolic
zone needs a Littman-type lemma. These are results for oscillating integrals with localized
amplitude away from the origin.
The stationary phase method together with usual properties of the Fourier transformation
leads to a L1 − L∞ estimate for Fourier multipliers with localized amplitude. After deriving
a L2−L2 estimate some interpolation gives suitable Lp−Lq estimates on the conjugate line.
Gluing all these estimates for Fourier multipliers with localized amplitudes together leads to
the desired Lp − Lq estimates for the Fourier multiplier, the energy operator itself on the
conjugate line for p ∈ (1, 2]. The supposed regularity of the data we need to avoid constants
depending on the parameter of the dyadic decomposition in the Lp − Lq estimates for the
Fourier multipliers with localized amplitudes.
Theorem 5.3.1 (Main theorem). We assume that the conditions (A1) to (A5) hold. Then,
we have the following Lp − Lq estimates for the kinetic and the “elastic” energy:∥∥ut(t,·), λ(t)∇xu(t, ·)∥∥Lq
.
√
λ(t) max
{
Θ(t)−n(
1
p− 1q ) exp
(Λ(t)
Θ(t)
)
; Λ(t)−
n−1
2 ( 1p− 1q )
(λ(t)
Λ(t)
Ξ(t)
)−M( 1p− 1q )}
× (‖u0‖WNp+1p + ‖u1‖WNpp )
with regularity Np = n
(
1
p
− 1
q
)
, p ∈ (1, 2] and 1
p
+ 1
q
= 1.
Proof. Let us consider the following zones in the extended phase space:
Zshyp(N) =
{
(t, ξ) ∈ [0,∞)× Rnξ : Θ(t)|ξ| ≥ N
}
∩
{
|ξ| ≤ N
}
,
Z lhyp(N) =
{
(t, ξ) ∈ [0,∞)× Rnξ : |ξ| ≥ N
}
,
Zosc(N) =
{
(t, ξ) ∈ [0,∞)× Rnξ : Θ(t)|ξ| ≤ N ≤ Λ(t)|ξ|
}
,
Zpd(N) =
{
(t, ξ) ∈ [0,∞)× Rnξ : Λ(t)|ξ| ≤ N
}
.
More precisely, we introduce a cut-off function ϕ = ϕ(t) ∈ C∞0
(
[0,∞)) such that ϕ(t) ≡ 1 for
t ≤ 1
2
, ϕ(t) ≡ 0 for t ≥ 2 and ϕ′(t) ≤ 0. Then, we can define the characteristic functions ϕpd,
ϕosc, ϕ
s
hyp and ϕ
l
hyp of the zones Zpd(N), Zosc(N), Z
s
hyp(N) and Z
l
hyp(N), respectively, by
ϕpd(t, ξ) = ϕ
(
Θ(t)|ξ|N−1)ϕ(Λ(t)|ξ|N−1),
ϕosc(t, ξ) = ϕ
(
Θ(t)|ξ|N−1)(1− ϕ(Λ(t)|ξ|N−1)),
ϕshyp(t, ξ) =
(
1− ϕ(Θ(t)|ξ|N−1))ϕ(|ξ|N−1),
ϕlhyp(t, ξ) =
(
1− ϕ(Θ(t)|ξ|N−1))(1− ϕ(|ξ|N−1)),
such that ϕpd + ϕosc + ϕ
s
hyp + ϕ
l
hyp ≡ 1 on the whole extended phase space.
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5.3.1. Lp − Lq estimates for Fourier multipliers with amplitudes localized in
Zpd(N)
In Zpd(N), we have
V (t, ξ) = ϕpd(t, ξ)Epd(t, 0, ξ)V (0, ξ).
For this reason, we consider the model Fourier multiplier∥∥∥F−1(ϕpd(t, ξ)E(kl)pd (t, 0, ξ)F(v))∥∥∥
Lq
,
where v ∈ S, E(kl)pd (t, 0, ξ), k, l = 1, 2 are the entries of the fundamental solution Epd(t, 0, ξ).
The main tool is the Hardy-Littlewood inequality from Theorem A.6.1. It holds∥∥∥F−1(ϕpd(t, ξ)E(kl)pd (t, 0, ξ)F(v))∥∥∥
Lq
≤
∥∥∥ϕpd(t, ξ)E(kl)pd (t, 0, ξ)F(v)∥∥∥
Lp
≤ ‖ϕpd(t, ξ)‖
L
pq
q−p
∥∥E(kl)pd (t, 0, ξ)∥∥L∞‖F(v)‖Lq
. Λ(t)−n( 1p− 1q )
∥∥E(kl)pd (t, 0, ξ)∥∥L∞‖v(·)‖Lp .
Summarizing, from Proposition 5.2.2 with δ = 1
2
and max
{|ξ|λ(t);√λ(t)} = √λ(t) we have∥∥F−1(ϕpd(t, ξ)vˆt(t, ·))∥∥Lq + ∥∥F−1(ϕpd(t, ξ)λ(t)|ξ|vˆ(t, ·))∥∥Lq
.
√
λ(t)Λ(t)−n(
1
p− 1q )
(‖u0(·)‖Lp + ‖u1(·)‖Lp). (5.3.1)
5.3.2. Lp − Lq estimates for Fourier multipliers with amplitudes localized in
Zosc(N)
In this zone we use the “gluing procedure” for 0 ≤ t|ξ| ≤ t ≤ t˜|ξ| as follows:
E(t, 0, ξ) = Eosc(t, t|ξ|, ξ)Epd(t|ξ|, 0, ξ).
Then, we consider the Fourier multiplier∥∥∥F−1(ϕosc(t, ξ)e±i|ξ| ∫ tt|ξ| λ(τ)ω(τ)dτ √λ(t)√
λ(t|ξ|)
d(t, ξ)E
(kl)
pd (t|ξ|, 0, ξ)F(v)
)∥∥∥
Lq
,
where used the estimate of Eosc(t, t|ξ|, ξ) from Proposition 5.2.4 and d = d(t, ξ) is related
to the entries of E2, Q2, N2 and P from (5.2.7). Here v ∈ Lp and 2 ≤ q < ∞. Moreover,
E
(kl)
pd (t|ξ|, 0, ξ), k, l = 1, 2 are the entries of the fundamental solution Epd(t|ξ|, 0, ξ). Finally,
the function d = d(t, ξ) satisfies the following estimate from (5.2.6):
|d(t, ξ)| ≤ exp
(Λ(t|ξ|)
Θ(t|ξ|)
)
.
The main tool is again the Hardy-Littlewood inequality from Theorem A.6.1. So, we have∥∥∥F−1(ϕosc(t, ξ)e±i|ξ| ∫ tt|ξ| λ(τ)ω(τ)dτ √λ(t)√
λ(t|ξ|)
d(t, ξ)E
(kl)
pd (t|ξ|, 0, ξ)F(v)
)∥∥∥
Lq
≤
∥∥∥F−1(ϕosc(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)d1(t, ξ)F(v))∥∥∥
Lq
≤ CN
√
λ(t)Θ(t)−n(
1
p− 1q ) exp
(Λ(t|ξ|)
Θ(t|ξ|)
)
‖v(·)‖Lp
≤ C ′N
√
λ(t)Θ(t)−n(
1
p− 1q ) exp
(Λ(t)
Θ(t)
)
‖v(·)‖Lp ,
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provided that 1 < p ≤ 2 and 1
p
+ 1
q
= 1. Here d1 = d1(t, ξ) is given as follows:
d1(t, ξ) = exp
(
∓ i|ξ|
∫ t|ξ|
0
λ(τ)ω(τ)dτ
)
d(t, ξ)
and we used the following estimate from (5.2.6):
|d1(t, ξ)| ≤ exp
(Λ(t|ξ|)
Θ(t|ξ|)
)
.
Summarizing, we have shown∥∥∥F−1(ϕosc(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)d(t, ξ)F(λ(0)ω(0)|D|u(0, ·) + ut(0, ·)))∥∥∥
Lq
.
√
λ(t)Θ(t)−n(
1
p− 1q ) exp
(Λ(t)
Θ(t)
)(‖u0(·)‖Lp + ‖u1(·)‖Lp).
Therefore, we arrive at∥∥F−1(ϕosc(t, ξ)vˆt(t, ·))∥∥Lq + ∥∥F−1(ϕosc(t, ξ)λ(t)|ξ|vˆ(t, ·))∥∥Lq
.
√
λ(t)Θ(t)−n(
1
p− 1q ) exp
(Λ(t)
Θ(t)
)(‖u0(·)‖Lp + ‖u1(·)‖Lp). (5.3.2)
5.3.3. Lp − Lq estimates for Fourier multipliers with amplitudes localized in
Zhyp(N)
The micro-energy V (t, ξ) =
(
λ(t)|ξ|vˆ, Dtvˆ
)T
in Zhyp(N) is given by
V (t, ξ) =
√
λ(t)√
λ(s)
P (t)NM(t, ξ)EM(t, s, ξ)QM(t, s, ξ)NM(s, ξ)−1P (s)−1V (s, ξ),
with uniformly bounded coefficient matrices NM , N
−1
M ∈ SN{0, 0, 0}. The diagonal matrix
EM(t, s, ξ) has entries e±i|ξ|
∫ t
s
λ(τ)ω(τ)dτ . For this reason we will consider suitable localizations
of the following Fourier multipliers:
F−1
(
e±i|ξ|
∫ t
0
λ(τ)ω(τ)dτ
√
λ(t)√
λ(s)
b(t, ξ)|ξ|−rF(v)
)
, (5.3.3)
where r is a real number and in the moment we suppose v ∈ S. Moreover, here b = b(t, ξ)
is related to the entries of EM , QM , NM and P . We will consider the last Fourier multiplier
for large frequencies with s = 0 and for small frequencies with s = t˜|ξ|, respectively. For the
small frequencies, in order to continue with the phase function e±i|ξ|
∫ t
0
λ(τ)ω(τ)dτ we will shift
the remainder terms in b = b(t, ξ) (see Remark 5.2.5). The key tool in these two parts is a
Littman type lemma from Lemma A.5.1.
Estimates for large frequencies
In this part of the extended phase space we will consider large frequencies |ξ| ≥ N only. We
analyze ∥∥∥F−1(ϕlhyp(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)b1(t, ξ)|ξ|−rF(v))∥∥∥
Lq
with 2 ≤ q < ∞ and v ∈ S. Here the amplitude b1 = b1(t, ξ) is related to b = b(t, ξ) from
(5.3.3) with s = 0. Then, from (5.2.22) it holds∣∣Dαξ b1(t, ξ)∣∣ ≤ Cα,M,N |ξ|−|α|
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for β = 0 and |α| ≤M−1, becauseNM(t, ξ) ∈ SN{0, 0, 0} and
∣∣DαξQM(t, 0, ξ)∣∣ ≤ Cα,M,N |ξ|−|α|.
Now we choose a non-negative function φ = φ(s) ∈ C∞0
(
[0,∞)) with suppφ ⊆ [ 1
2
, 1
]
such
that
∑∞
j=−∞ φ(2
−js) = 1, s 6= 0. Let us define a dyadic decomposition {φj}j∈Z by
φj(t, ξ) = φ
(
2−j|ξ|N−1), j ∈ Z.
Since ϕlhyp(t, ξ)φj(t, ξ) = 0 for j < 0, we have
ϕlhyp(t, ξ) ≤
∞∑
j=0
φj(t, ξ).
This allows us to investigate every sum stated in the right-hand side for j ∈ N separately.
The goal here is to apply the Riesz-Thorin interpolation theorem from Theorem A.4.1. For
every j ∈ N let us examine the oscillatory integral
F−1
(
ϕlhyp(t, ξ)φj(t, ξ)e
±i|ξ| ∫ t
0
λ(τ)ω(τ)dτ
√
λ(t)|ξ|−rb1(t, ξ)F(v)
)
.
One basic assumption to apply this theorem is that the amplitude b1 = b1(t, ξ) is subjected to
symbol-like estimates. The strategy of the proof in this part of the extended phase space is to
obtain an Lp−Lq estimate by interpolating L1−L∞ and L2−L2 estimates with Riesz-Thorin
interpolation theorem. We introduce
Ij : =
∥∥∥F−1(ϕlhyp(t, ξ)φj(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rb1(t, ξ))∥∥∥
L∞
,
I˜j : =
∥∥∥ϕlhyp(t, ξ)φj(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rb1(t, ξ)∥∥∥
L∞
.
We want to derive the following estimates:
• a L1 − L∞ estimate for Ij,
• a L2 − L2 estimate for I˜j.
L1 − L∞ estimates. For all j < 0 we have Ij = I˜j = 0. For j ≥ 0 we perform the change of
variables ξ = 2jNη and conclude as follows:
Ij ≤ C2j(n−r)
∥∥∥F−1(φ(t, 2jNη)e±i2jN |η| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|η|−rb1(t, 2jNη))∥∥∥
L∞
≤ C2j(n−r)
∥∥∥F−1(φ(t, 2jNη)e±i2jNC˜Λ˜(t)|η|√λ(t)|η|−rb1(t, 2jNη))∥∥∥
L∞
≤ C2j(n−r)(1 + 2jNC˜Λ˜(t))−n−12 √λ(t) ∑
|α|≤M
∥∥∥Dαη (φ(t, 2jNη)|η|−rb1(t, 2jNη))∥∥∥
L∞
≤ C2j(n−r)(1 + 2jNC˜Λ˜(t))−n−12 √λ(t) ∑
|α1+α2|≤M
sup
1/2≤|η|≤2
|η|−r−|α1|(2jN)|α2|(2jN |η|)−|α2|
≤ C2j(n−r)(1 + Λ(t))−n−12 √λ(t),
where ϕhyp(t, ξ) ≡ 1 for j ≥ 2 and Λ˜(t) :=
∫ t
0
λ(τ)dτ . Moreover, in the second estimate we
have used Lemma A.5.1 with a suitably positive constant M . The constant M determines
the necessary steps of diagonalization. Here we choose M > n+5
2
. Additionally, we take
advantage of 1 + Λ(t) . 1 + 2jNC˜Λ(t) for all j ≥ 0 and N sufficiently large. Thus, we get
Ij =
∥∥∥F−1(ϕlhyp(t, ξ)φj(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rb1(t, ξ)F(v))∥∥∥
L∞
. 2j(n−r)
√
λ(t)
(
1 + Λ(t)
)−n−12 ‖v(·)‖L1 .
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L2 − L2 estimate. In order to have an L2 − L2 estimate we shall estimate I˜j. If we use the
change of variables ξ = 2jNη, then we have
I˜j ≤ C sup
1/2≤|η|≤2
φ(t, 2jNη)
√
λ(t)
(
2jN |η|)−r∣∣b1(t, 2jNη)∣∣ . 2−jr√λ(t)
for j ≥ 0. Consequently, we arrive at the following estimate:∥∥∥F−1(ϕlhyp(t, ξ)φj(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rb1(t, ξ)F(v))∥∥∥
L2
. 2−jr
√
λ(t)‖v(·)‖L2 .
Lp − Lq estimates. Applying the Riesz-Thorin’s interpolation theorem we have∥∥∥F−1(ϕlhyp(t, ξ)φj(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rb1(t, ξ))∥∥∥
Lq
. 2j
(
n( 1p− 1q )−r
)√
λ(t)
(
1 + Λ(t)
)−n−12 ( 1p− 1q ).
Finally, we fix r = Np = n
(
1
p
− 1
q
)
and apply Theorem A.4.3 for 1 < p ≤ 2. Then, we have∥∥∥F−1(ϕlhyp(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rb1(t, ξ)F(λ(0)ω(0)|D|r+1u(0, ·)
+ |D|rut(0, ·)
))∥∥∥
Lq
.
√
λ(t)
(
1 + Λ(t)
)−n−12 ( 1p− 1q )(‖u0(·)‖WNp+1p + ‖u1(·)‖WNpp ).
Thus, we may conclude∥∥F−1(ϕlhyp(t, ξ)vˆt(t, ·))∥∥Lq + ∥∥F−1(ϕlhyp(t, ξ)λ(t)|ξ|vˆ(t, ·))∥∥Lq
.
√
λ(t)
(
1 + Λ(t)
)−n−12 ( 1p− 1q )(‖u0(·)‖WNp+1p + ‖u1(·)‖WNpp ). (5.3.4)
Using the density of S in WNpp we may assume u0 ∈WNp+1p and u1 ∈WNpp as well.
Estimates for small frequencies
For small frequencies we use the “gluing procedure” for t˜|ξ| ≤ t as follows:
E(t, 0, ξ) = Ehyp(t, t˜|ξ|, ξ)Eosc(t˜|ξ|, t|ξ|, ξ)Epd(t|ξ|, 0, ξ).
Then, we consider the model Fourier multiplier
F−1
(
ϕshyp(t, ξ)e
±i|ξ| ∫ t
t˜|ξ|
λ(τ)ω(τ)dτ
√
λ(t)√
λ(t˜|ξ|)
b1(t, ξ)e
∓i|ξ| ∫ t˜|ξ|t|ξ| λ(τ)ω(τ)dτ
√
λ(t˜|ξ|)√
λ(t|ξ|)
d(t˜|ξ|, ξ)
× E(kl)pd (t|ξ|, 0, ξ)|ξ|−rF(v)
)
,
where d = d(t, ξ) is related to the entries of E2, Q2, N2 and P from (5.2.7). So, we estimate
the following norm:∥∥∥F−1(ϕshyp(t, ξ)e±i|ξ| ∫ tt|ξ| λ(τ)ω(τ)dτ √λ(t)√
λ(t|ξ|)
b1(t, ξ)d(t˜|ξ|, ξ)E
(kl)
pd (t|ξ|, 0, ξ)|ξ|−rF(v)
)∥∥∥
Lq
,
where in the moment v ∈ S, E(kl)pd (t|ξ|, 0, ξ), k, l = 1, 2, are the entries of the fundamental
solution Epd(t|ξ|, 0, ξ) and b1 = b1(t, ξ), d = d(t˜|ξ|, ξ) satisfy the following estimates from
(5.2.22) and (5.2.23), respectively:∣∣Dαξ b1(t, ξ)∣∣ ≤ Cα,M,N |ξ|−|α| for t˜|ξ| ≤ t,∣∣Dαξ d(t˜|ξ|, ξ)∣∣ ≤ Cα,N |ξ|−|α| exp(Λ(t˜|ξ|)Θ(t˜|ξ|)
)
.
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Moreover, we define
g(t, ξ) := exp
(
∓ i|ξ|
∫ t|ξ|
0
λ(τ)ω(τ)dτ
) 1√
λ(t|ξ|)
b1(t, ξ)d(t˜|ξ|, ξ)E
(kl)
pd (t|ξ|, 0, ξ)
which satisfies the following estimate from Proposition 5.2.13:∣∣Dαξ g(t, ξ)∣∣ ≤ Cα,M,N(λ(t|ξ|)Λ(t|ξ|)Ξ(t|ξ|)
)−|α|
|ξ|−|α| for all |α| ≤M − 1.
We can rewrite the Fourier multiplier of our interest in the following form:
F−1
(
ϕshyp(t, ξ)e
±i|ξ| ∫ t
0
λ(τ)ω(τ)dτ
√
λ(t)|ξ|−rg(t, ξ)F(v)
)
.
We use again a dyadic decomposition by defining
φj(t, |ξ|) = φ
(
2−jΘ(t)|ξ|N−1), j ∈ Z,
with φ ∈ C∞0
(
[0,∞)). Thus, for j ≥ 0 we will estimate the following L∞ norms:
Ij : =
∥∥∥F−1(ϕshyp(t, ξ)φj(t, |ξ|)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rϕ(Θ(t)|ξ|N−1)g(t, ξ))∥∥∥
L∞
,
I˜j : =
∥∥∥ϕshyp(t, ξ)φj(t, |ξ|)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rϕ(Θ(t)|ξ|N−1)g(t, ξ)∥∥∥
L∞
.
Our goal is to derive
• a L1 − L∞ estimate for Ij,
• a L2 − L2 estimate for I˜j.
Hence, an interpolating argument yields Lp − Lq estimates for small frequencies.
L1 −L∞ estimates. We perform the change of variables Λ(t)ξ = 2jNη and get the estimates
Ij ≤ C2j(n−r)Λ(t)(r−n)
∥∥∥∥F−1(φ(Θ(t)|η|Λ(t) )e±iC˜2jN |η|
√
λ(t)|η|−rϕ
(2jΘ(t)|η|
Λ(t)
)
g
(
t,
2jNη
Λ(t)
))∥∥∥∥
L∞
≤ C2j(n−r)(1 + C˜2jN)−n−12 Λ(t)(r−n)√λ(t)
×
∑
|α|≤M
∥∥∥Dαηφ(Θ(t)|η|Λ(t) )|η|−rϕ(2jΘ(t)|η|Λ(t) )g(t, 2jNηΛ(t) )
∥∥∥
L∞
≤ C2j(n+12 −r)Λ(t)(r−n)
√
λ(t)
×
∑
|α1+α2|≤M
sup
1/2≤|η|≤2
|η|−r−|α1|
(2jN
Λ(t)
)|α2|(2jN
Λ(t)
)−|α2||η|−|α2|(λ(t)
Λ(t)
Ξ(t)
)−|α2|
≤ C2j(n+12 −r)Λ(t)(r−n)
√
λ(t)
(λ(t)
Λ(t)
Ξ(t)
)−M
,
where again we used in the second estimate Lemma A.5.1 with M > n+5
2
. Thus, we have∥∥∥F−1(ϕshyp(t, ξ)φj(t, |ξ|)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rϕ(Θ(t)|ξ|N−1)g(t, ξ)F(v)(·))∥∥∥
L∞
≤ C2j(n+12 −r)Λ(t)(r−n)
√
λ(t)
(λ(t)
Λ(t)
Ξ(t)
)−M
‖v(·)‖L1 .
L2 − L2 estimate. Now we shall estimate I˜j. We have
I˜j ≤ C sup
1/2≤|η|≤2
φ
(Θ(t)|η|
Λ(t)
)√
λ(t)
(2jN |η|
Λ(t)
)−r∣∣∣ϕ(2jΘ(t)|η|
Λ(t)
)∣∣∣∣∣∣g(t, 2jNη
Λ(t)
)∣∣∣
. 2−jr
√
λ(t)Λ(t)r
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for j ≥ 0. This implies immediately∥∥∥F−1(ϕshyp(t, ξ)φj(t, |ξ|)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rϕ(Θ(t)|ξ|N−1)g(t, ξ)F(v)(·))∥∥∥
L2
.
√
λ(t)2−jrΛ(t)r‖v(·)‖L2 .
Lp − Lq estimates. After applying again an interpolation argument it follows∥∥∥F−1(ϕshyp(t, ξ)φj(t, |ξ|)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rϕ(Θ(t)|ξ|N−1)g(t, ξ)F(v)(·))∥∥∥
Lq
. 2j(
n+1
2 (
1
p− 1q )−r)
√
λ(t)
(
1 + Λ(t)
)r−n( 1p− 1q )(λ(t)
Λ(t)
Ξ(t)
)−M( 1p− 1q )‖v(·)‖Lp .
Therefore, after the choice r = n+1
2
(
1
p
− 1
q
)
and using Brenner’s lemma from Lemma A.4.3
for p ∈ (1, 2] we may conclude the following estimate:∥∥∥F−1(ϕshyp(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rg(t, ξ)F(v))∥∥∥
Lq
.
√
λ(t)
(
1 + Λ(t)
)−n−12 ( 1p− 1q )(λ(t)
Λ(t)
Ξ(t)
)−M( 1p− 1q )‖v(·)‖Lp ,
uniformly for all j ≥ 0. From the last estimate it follows∥∥∥F−1(ϕshyp(t, ξ)e±i|ξ| ∫ t0 λ(τ)ω(τ)dτ√λ(t)|ξ|−rh(t, ξ)F(λ(0)ω(0)|D|r+1u(0, ·)+|D|rut(0, ·)))∥∥∥
Lq
.
√
λ(t)
(
1 + Λ(t)
)−n−12 ( 1p− 1q )(λ(t)
Λ(t)
Ξ(t)
)−M( 1p− 1q )(‖u0(·)‖W r+1p + ‖u1(·)‖W rp ).
Summarizing, we may conclude∥∥F−1(ϕshyp(t, ξ)uˆt(t, ·))∥∥Lq + ∥∥F−1(ϕshyp(t, ξ)λ(t)|ξ|uˆ(t, ·))∥∥Lq
.
√
λ(t)
(
1 + Λ(t)
)−n−12 ( 1p− 1q )(λ(t)
Λ(t)
Ξ(t)
)−M( 1p− 1q )(‖u0(·)‖W r+1p + ‖u1(·)‖W rp ). (5.3.5)
Finally, we combine and compare the estimates from the four different parts of the extended
phase space, i.e., the estimates from (5.3.1), (5.3.2), (5.3.4) and (5.3.5), respectively. Then,
we see that from the point of view of decay the estimate in the pseudo-differential zone is
better than those in the hyperbolic zone and oscillation subzone. The desired regularity of
the data comes from the estimate for large frequencies in the hyperbolic zone. However, the
desired estimate from the point of view of decay estimates comes from the estimates in the
oscillation subzone and for small frequencies in the hyperbolic zone. In this way the proof is
completed.
Remark 5.3.1. If we suppose that the function ω = ω(t) has only very slow oscillations, as a
representative we can put ω(t) ≡ 1, then from (A4) we have Θ(t) ≡ Λ(t) and Ξ(t) ≡ Λ(t)
λ(t)
.
Therefore, we arrive at the following estimate from Theorem 5.3.1:∥∥ut(t, ·), λ(t)∇xu(t, ·)∥∥Lq .√λ(t)Λ(t)−n−12 ( 1p− 1q )(‖u0‖WNp+1p + ‖u1‖WNpp ) (5.3.6)
with regularity Np = n
(
1
p
− 1
q
)
, p ∈ (1, 2] and 1
p
+ 1
q
= 1.
Remark 5.3.2. The estimate (5.3.6) corresponds to the estimate in [33]. More details about
Lp − Lq decay estimates can be found in the paper [32].
Remark 5.3.3. If we choose in Theorem 5.3.1 p = q = 2 and employ the stabilization condition∫ t
0
λ(τ)|ω(τ)− 1|dτ . Θ(t),
then our result corresponds to the L2−L2 estimate which is given in the paper [19]. Because,
by using the stabilization condition we find that exp
(Λ(t)
Θ(t)
)
is estimated by a positive constant.
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6. Further research topics
In this short final chapter we give some problems arising in connection with the content of
this thesis.
6.1. Optimality
We consider the Cauchy problem{
utt − a2(t)∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn. (6.1.1)
In the paper [16], the author proved (GECL) to (6.1.1) provided that the following conditions
to the coefficient a = a(t) are satisfied:
0 < a1 ≤ a(t) ≤ a2, (6.1.2)
|a(k)(t)| ≤ Ck(1 + t)−kα, k = 1, 2, · · · ,M, (6.1.3)∫ t
0
|a(τ)− a∞|dτ ≤ C(1 + t)β, (6.1.4)
for some real a∞ and β ∈ (0, 1) with α ≥ β + 1− β
M
. Here (6.1.4) is a so-called stabilization
condition and by this condition one can get some benefit of higher order regularity of a = a(t).
Necessities of CM property (6.1.3) and stabilization condition (6.1.4) are still interesting
open problem. That is, there are no results to prove the sharpness of the assumptions and
there are no counterexamples that show that these conditions really appear.
Let us give also a remark about condition (6.1.3). The control of the first derivative allows
us to diagonalize the Fourier transformed system once. This yields a diagonal part and a
remainder part. But this remainder part is too “bad” to be of any help. The advantage of
the C2 theory is that we can diagonalize twice so that we get a remainder which is better in
some hierarchies of symbol classes. In this way we get an advantage of CM theory together
with stabilization condition (6.1.4).
6.2. Wave models with decreasing time dependent propagation
speed
Let us consider the following Cauchy problem:{
utt − λ2(t)ω2(t)∆u = 0, (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (6.2.1)
with a decreasing time-dependent shape function λ = λ(t) in the speed of propagation and a
bounded positive oscillating function ω = ω(t).
In several papers (see [34, 35, 36, 37, 16]) the authors studied special properties of Sobolev
solutions to the Cauchy problem (6.2.1) with an increasing shape function λ = λ(t).
An interesting research problem is to study Lp−Lq decay estimates or generalized energy
conservation law (GECL) under some suitable conditions for the time-dependent functions
λ, ω and a stabilization condition which is related to the decreasing behavior of λ.
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As an example for this kind of model we can choose the anti-de Sitter model
utt − e2t∆u = 0.
If we inverse the time variable, t→ −t, it becomes
utt − e−2t∆u = 0.
This equation is called de Sitter model, but we consider it for positive time t. Hence, the
Cauchy problem (6.2.1) may lead to study some new problems: de Sitter model with very
fast oscillations.
6.3. Damped wave models with different oscillation functions
We consider the following Cauchy problem to the damped wave equation with time-dependent
propagation speed and time-dependent damping:{
utt − λ2(t)ω21(t)∆u+ ρ(t)ω2(t)ut = f(u), (t, x) ∈ [0,∞)× Rn,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈ Rn, (6.3.1)
where the time-dependent functions λ = λ(t), ρ = ρ(t), ω1 = ω1(t) and ω2 = ω2(t) are smooth
and strictly positive functions. In particular, λ is a monotonously increasing nontrivial shape
function in the propagation speed, ρ is a nontrivial shape function in the damping term. The
crucial point here is that ω1 6= ω2. Then, one can arrive at a generalization of a research
problem to this thesis. Firstly one needs to study higher order energy estimates for Sobolev
solutions to the Cauchy problem (6.3.1) with vanishing right-hand side.
6.4. Weakly coupled systems of semilinear damped wave models
Let us consider the following Cauchy problems for weakly coupled systems of semilinear
damped wave models with time-dependent propagation speed and time-dependent damping:{
utt − a2(t)∆u+ b(t)ut = |v|p, vtt − a2(t)∆v + b(t)vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(6.4.1)
where a = a(t) > 0 is an increasing propagation speed and b(t)ut and b(t)vt are effective
damping terms in the sense of [2] and [48]. Moreover, the time-dependent functions a = a(t)
and b = b(t) have very slow oscillations only.
The corresponding linear model with vanishing right-hand sides is{
utt − a2(t)∆u+ b(t)ut = 0,
u(0, x) = u0(x), ut(0, x) = u1(x).
(6.4.2)
The first motivation of this problem is to get sharp (Lm ∩L2)−L2 estimates with m ∈ [1, 2)
to the Sobolev solutions of the Cauchy problem (6.4.2) which has been already derived in [4].
Using these estimates plays a fundamental role in the treatment of corresponding semi-linear
models (6.4.1). For this reason, the main motivation is to prove the global (in time) existence
of small data Sobolev solutions to (6.4.1) by applying the obtained estimates to the linear
Cauchy problem (6.4.2) and some developed tools from Harmonic Analysis (see, Section A.7
in Appendix).
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A. Basic tools
A.1. Basic inequalities
Lemma A.1.1 (Gronwall’s inequality). Let f and h be continuous and nonnegative functions
defined on I = [a, b] and let g be a continuous, positive and nondecreasing function defined
on I. Then, the inequality
f(t) ≤ g(t) +
∫ t
a
h(r)f(r)dr, t ∈ J,
implies that
f(t) ≤ g(t) exp
(∫ t
a
h(r)dr
)
, t ∈ J.
For the proof see [26].
Proposition A.1.2 (Classical Gagliardo-Nirenberg inequality). Let j, k ∈ N with j < k and
u ∈ Ck0 (Rn). Let us consider jk ≤ θ ≤ 1 and 1 ≤ p, q, r ≤ ∞ such that
j − n
q
=
(
k − n
r
)
θ − n
p
(1− θ).
Then, it holds
‖∇ju‖Lq . ‖∇ku‖θLr‖u‖1−θLp (A.1.1)
provided that
(
k − n
r
)− j 6∈ N, that is, n
r
> k − j or n
r
6∈ N. If (k − n
r
)− j ∈ N, then, (A.1.1)
holds provided that j
k
≤ θ < 1.
In the special case j = 0, k = 1 and r = p = 2, applying a density argument, we obtain
the following result.
Corollary A.1.3. Let us consider a finite q ≥ 2 such that q ≤ 2n
n−2 if n ≥ 3. Then, it holds
‖u‖Lq . ‖∇u‖θ(q)L2 ‖u‖1−θ(q)L2
for any u ∈ H1(Rn), where θ(q) = n( 1
2
− 1
q
)
.
For the proof see [12].
A.2. The Peano-Baker formula
Let us consider the following first order systems of ordinary differential equations:
DtU = A(t)U, U(0) = U0 ∈ Cn
with t ∈ [0,∞). In order to solve this Cauchy problem, we find the fundamental solution
E = E(t, s) to the following matrix valued system:
d
dt
E(t, s) = A(t)E(t, s), E(s, s) = I. (A.2.1)
Hence, it holds U(t) = E(t, 0)U0.
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Theorem A.2.1. Let A = A(t) ∈ L1loc(R,Cn×n). Then, the fundamental solution E = E(t, s)
to (A.2.1) is given by the Peano-Baker formula (or the matrizant representation)
E(t, s) = I +
∞∑
k=1
∫ t
s
A(t1)
∫ t1
s
A(t2) · · ·
∫ tk−1
s
A(tk)dtk · · · dt2dt1.
The proof follows by differentiating the series term by term. To prove the convergence of
the series and its formal derivative one uses the domination by the exponential series following
next statement.
Proposition A.2.2. Assume A = A(t) ∈ L1loc(R). Then∫ t
s
∣∣A(t1)∣∣ ∫ t1
s
∣∣A(t2)∣∣ · · · ∫ tk−1
s
∣∣A(tk)∣∣dtk · · · dt1 ≤ 1
k!
( ∫ t
s
∣∣A(τ)∣∣dτ)k
for all k ∈ N.
The proof follows by induction over k.
In several applications we need not only estimates for the fundamental solution, but also
statements about its asymptotic behavior and invertibility. It is convenient to use the Theo-
rem of Liouville in the following form.
Theorem A.2.3. Let A = A(t) ∈ L1loc(R,Cn×n). Then the fundamental solution E = E(t, s)
satisfies
detE(t, s) = detE(s, s) exp
( ∫ t
s
trA(τ)dτ
)
.
A.3. Faa` di Bruno’s formula
In this section we will recall the formula for derivatives of higher order of a compound function.
Proposition A.3.1. If functions of a real variable f, g are n-times differentiable, then
(f ◦ g)(n) =
n∑
k=0
∑
k1+k2+···+kn=k
k1+2k2+···+nkn=n
n!
k1!k2! · · · kn! (f ◦ g)
(k)
n∏
`=1
(g(`)
`!
)k`
.
For a proof of the previous formula one can see [39].
In several variables we have the following result proved in [15].
Proposition A.3.2. If a real-valued function g = g(x1, · · · , xn) and a function of real vari-
able f are n-times differentiable, then the following identity holds regardless of whether the
n variables are all distinct, or all identical, or partitioned into several distinguishable classes
of indistinguishable variables:
∂n
∂x1 · · · ∂xn f(g) =
∑
pi∈P
f (|pi|)(g)
∏
B∈pi
∂|B|g∏
j∈B ∂xj
,
where
• pi runs through the set P of all partitions of the set {1, · · · , n},
• B ∈ pi means that B runs through the list of all blocks of the partition pi,
• |pi| denotes the number of blocks in the partition pi,
• |B| denotes the cardinality of the set B.
Let us give some generalizations of Faa` di Bruno’s formula for a composite function with
a vector-valued argument, see [25].
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Theorem A.3.3. If f and t are scalars, x(t) = [x1(t), x2(t), · · · , xr(t)]T is a r-vector and
f
(
x(t)
)
is a composite function for which all the necessary derivatives are defined, then
Dnf
(
x(t)
)
=
∑
0
∑
1
· · ·
∑
n
n!∏n
i=1(i!)
ki
∏n
i=1
∏r
j=1 qij!
∂kf
∂xp11 ∂x
p2
2 · · · ∂xprr
n∏
i=1
(
xi1
)qi1(
xi2
)qi2 · · · (xir)qir ,
where the respective sums are taken over all non-negative integer solution of the Diophantine
equation as follows: ∑
0
→ k1 + 2k2 + · · ·+ nkn = n,∑
1
→ q11 + q12 + · · ·+ q1r = k1,
...∑
n
→ qn1 + qn2 + · · ·+ qnr = kn,
and D = d
dt
is the differential operator, pj is the order of the partial derivative with respect
to xj, and k is the order of the partial derivative, more precisely,
pj = q1j + q2j + · · ·+ qnj, j = 1, 2, · · · , r,
k = p1 + p2 + · · ·+ pr = k1 + k2 + · · ·+ kn.
A.4. Some results from Interpolation Theory
In order to handle with Lp−Lq estimates we state the important Riesz-Thorin interpolation
theorem.
Theorem A.4.1 (Riesz-Thorin interpolation theorem). Let 1 ≤ p0, p1, q0, q1 ≤ ∞. If T is a
linear continuous operator in the space L(Lp0 7→ Lq0) ∩ L(Lp1 7→ Lq1), then
T ∈ L(Lpθ 7→ Lqθ)
for any θ ∈ (0, 1), where
1
pθ
=
1− θ
p0
+
θ
p1
and
1
qθ
=
1− θ
q0
+
θ
q1
.
Moreover, the following norm estimate holds:
‖T‖L(Lpθ 7→Lqθ ) ≤ ‖T‖1−θL(Lp0 7→Lq0 )‖T‖θL(Lp1 7→Lq1 ).
For the proof see [31, Appendix A].
In order to handle with L1 − L∞ and L2 − L2 estimates, we have the following lemma.
Lemma A.4.2. Let a ∈ L1. Then, we have
• If ∥∥F−1a∥∥
L∞ ≤ C0, then
∥∥F−1(aFv)∥∥
L∞ ≤ C0‖v‖L1.
• If ‖a‖L∞ ≤ C1, then
∥∥F−1(aFv)∥∥
L2
≤ C1‖v‖L2.
• If ∥∥F−1a∥∥
L∞ ≤ C0 and ‖a‖L∞ ≤ C1 are both satisfied, then∥∥F−1(aFv)∥∥
Lp′ ≤ C1−θ0 Cθ1‖v‖Lp ,
where p ∈ [1, 2], 1
p
+ 1
p′ = 1 and θ =
2
p′ .
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The proof of this lemma can be found in [5].
Let {φj}j∈Z denote a dyadic decomposition with φj(y) = φ(2−jy), where φ ∈ C∞0 and
suppφ ⊆ [ 1
2
, 2
]
. By using Lemma A.4.2 and some embedding theorems concerning Besov
spaces, one can prove the following result (see [5]).
Lemma A.4.3. Let a ∈ L∞(Rn) and assume that∥∥F−1(aφjFv)∥∥Lq ≤ C‖v‖Lp
uniformly for all j ∈ Z with 1 < p ≤ 2 and pq = p + q. Then, there exists a constant A
independent of the function a such that∥∥F−1(aFv)∥∥
Lq
≤ AC‖v‖Lp .
A.5. Littman type lemma
If we want to obtain L1 − L∞ estimates for solutions of a given linear equation, then the
following result might be useful.
Lemma A.5.1 (A Littman type lemma). We assume that K = K(t) is a real-valued function
and the amplitude function d = d(t, ξ) is supposed to belong to C∞0 (Rnξ ). Then, the following
L∞ − L∞ estimate holds:∥∥∥F−1(eiK(t)|ξ|d(t, ξ))∥∥∥
L∞
≤ C(1 +K(t))−n−12 ∑
|α|≤G
∥∥Dαξ d(t, ξ)∥∥L∞ ,
where G > n+3
2
and the constant C is independent of t and ξ.
The proof is based on the method of the stationary phase and can be found in [36] or [11,
Section 16.3].
A.6. Hardy-Littlewood inequality
By Lqp we denote the space of tempered distributions f ∈ S ′ satisfying the estimate
‖f ∗ u‖Lq ≤ C‖u‖Lp
for all u ∈ S with a constant C which is independent of u. Thus, Lqp is isomorphic to a closed
subspace of the Banach space of all bounded linear mappings of Lp into Lq. The multiplier
space M qp is defined as the set of all Fourier transforms F(f) of distributions f ∈ Lqp. The
elements F(f) ∈ M qp are called multipliers of (p, q). Thus, the Hardy-Littlewood inequaltiy
is given as follows.
Theorem A.6.1 (Hardy-Littlewood inequality). Let f be a measurable function. Moreover,
we suppose the following relation with suitable positive constants C, b ∈ (1,∞) and all positive
τ :
meas
{
ξ ∈ Rn : |f(ξ)| ≥ τ} ≤ Cτ−b
with 1 < b <∞. Then, f ∈M qp if 1 < p ≤ 2 ≤ q <∞ and 1p − 1q = 1b .
The proof can be found in [20, Theorem 1.11].
A.7. New tools from Harmonic Analysis
We present some results from the theory of Harmonic Analysis which are helpful and im-
portant tools for proving results on global (in time) existence of small data solutions for
semilinear models with power nonlinearities. In particular, these tools allow to estimate
power nonlinearities in homogeneous Sobolev spaces.
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A.7.1. Bessel and Riesz potential spaces
Let s ∈ R and 1 < p <∞. Then,
Hsp(R
n) =
{
u ∈ S ′(Rn) : ∥∥〈D〉su∥∥
Lp
= ‖u‖Hsp <∞
}
,
H˙sp(R
n) =
{
u ∈ Z ′(Rn) : ∥∥|D|su∥∥
Lp
= ‖u‖H˙sp <∞
}
are called Bessel and Riesz potential spaces, respectively. If p = 2, then we use the notations
Hs(Rn) and H˙s(Rn), respectively. In the definition of the Riesz potential spaces we use the
space of distributions Z ′(Rn). This space of distributions can be identified with the factor
space S ′/P, where P denotes the set of all polynomials.
For Bessel potential spaces we have the following embedding theorem.
Theorem A.7.1. Let s > 0 and 1 < p <∞. Then, the following embedding relations hold:
i) if sp < n, then Hsp(Rn) ↪→ Lq(Rn) for any p ≤ q ≤ p∗, where 1p∗ = 1p − sn ;
ii) if sp = n, then Hsp(Rn) ↪→ Lqloc(Rn) for any p ≤ q <∞;
iii) if sp > n, then Hsp(Rn) ↪→ Cb(Rn).
A.7.2. Fractional Gagliardo-Nirenberg inequality
The first inequality is the fractional Gagliardo-Nirenberg inequality which is a generalization
of the classical Gagliardo-Nirenberg inequality to the case of Sobolev spaces of fractional
order.
Proposition A.7.2. Let 1 < p, p0, p1 < ∞ and s ∈ [0, σ). Then, it holds the following
fractional Gagliardo-Nirenberg inequality for all u ∈ Lp0(Rn) ∩ H˙σp1(Rn):
‖u‖H˙sp . ‖u‖1−θLp0 ‖u‖θH˙σp1 , (A.7.1)
where θ = θs,σ(p, p0, p1) =
1
p0
− 1p+ sn
1
p0
− 1p1 +
σ
n
and s
σ
≤ θ ≤ 1 .
For the proof one can see [14].
Corollary A.7.3. Let 1 < p,m < ∞, σ > 0 and s ∈ [0, σ). Then, we have the following
inequality for all u ∈ Hσ(Rn):∥∥|D|su∥∥
Lp
. ‖u‖1−θs,σ(p,m)Lm
∥∥|D|σu∥∥θs,σ(p,m)
Lm
,
where θs,σ(p,m) =
n
σ
(
1
m
− 1
p
+ s
n
)
and s
σ
≤ θs,σ(p,m) ≤ 1.
A.7.3. Fractional Leibniz rule
Proposition A.7.4. Let us assume s > 0, 1 ≤ r ≤ ∞ and 1 < p1, p2, q1, q2 < ∞ satisfying
the relation
1
r
=
1
p1
+
1
p2
=
1
q1
+
1
q2
.
Then, the following fractional Leibniz rule holds:∥∥|D|s(u v)∥∥
Lr
.
∥∥|D|su∥∥
Lp1
‖v‖Lp2 + ‖u‖Lq1
∥∥|D|sv∥∥
Lq2
(A.7.2)
for any u ∈ H˙sp1(Rn) ∩ Lq1(Rn) and v ∈ H˙sq2(Rn) ∩ Lp2(Rn).
For the proof see [13].
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A.7.4. Fractional chain rule
Proposition A.7.5. Let us choose s ∈ (0, 1), 1 < r, r1, r2 < ∞ and a C1 function F
satisfying for any τ ∈ [0, 1] and u, v ∈ R the inequality∣∣F ′(τu+ (1− τ)v)∣∣ ≤ µ(τ)(G(u) +G(v)),
for some continuous and nonnegative function G and some nonnegative function µ ∈ L1([0, 1]).
Under these assumptions the following estimate is true:
‖F (u)‖H˙sr . ‖G(u)‖Lr1‖u‖H˙sr2 (A.7.3)
for any u ∈ H˙sr2(Rn) such that G(u) ∈ Lr1(Rn), provided that
1
r
=
1
r1
+
1
r2
.
For the proof of this result one can see [6] or the proof in a slightly modified version in
[27].
In particular, we can apply Proposition A.7.5 for F (u) = |u|p or F (u) = ±u|u|p−1. After
choosing G(u) = |F ′(u)| and µ is a positive constant we obtain the following result.
Corollary A.7.6. Let F (u) = |u|p or F (u) = ±u|u|p−1 for p > 1, s ∈ (0, 1) and r, r1, r2 ∈
(1,∞). Then,
‖F (u)‖H˙sr . ‖u‖
p−1
Lr1 ‖u‖H˙sr2
for any u ∈ Lr1 ∩Hsr2, provided that
1
r
=
p− 1
r1
+
1
r2
.
The last corollary can be found in [6] and [40] which is true only for s ∈ (0, 1). But we
need to estimate the term ‖F (u)‖H˙sr for larger s. For this reason we recall the following result
introduced and proved in [28].
Proposition A.7.7. Let us choose s > 0, p > dse and 1 < r, r1, r2 <∞ satisfying
1
r
=
p− 1
r1
+
1
r2
.
Let us denote by F (u) one of the functions |u|p,±|u|p−1u.
Then, it holds the following fractional chain rule:∥∥|D|sF (u)∥∥
Lr
. ‖u‖p−1Lr1
∥∥|D|su∥∥
Lr2
(A.7.4)
for any u ∈ Lr1(Rn) ∩ H˙sr2(Rn).
A.7.5. Fractional homogeneous Sobolev embeddings
Sometimes one can apply in proofs for global existence results for semilinear Cauchy problems,
instead of the fractional Gagliardo-Nirenberg inequality the embedding of a homogeneous
fractional Sobolev space with suitable order H˙κ in Lq. Hence, we apply the following result.
Proposition A.7.8. Let q ≥ 2 and κ = n( 1
2
− 1
q
)
. Then, it holds the fractional Sobolev
embedding
H˙κ(Rn) ↪→ Lq(Rn).
Therefore, there exists a constant C = C(n, q) > 0 such that
‖u‖Lq ≤ C‖u‖H˙κ
for any u ∈ H˙κ(Rn).
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A.7.6. Fractional powers
Sobolev embedding is very useful in estimates for
∥∥|u|p∥∥
H˙sr
, where s > n
r
. We apply a result
from [38] for fractional powers.
Proposition A.7.9. Let p > 1, 1 < r < ∞ and u ∈ Hsr (Rn), where s ∈
(
n
r
, p
)
. Then, the
following estimates hold: ∥∥|u|p∥∥
Hsr
. ‖u‖Hsr‖u‖p−1L∞ ,∥∥u|u|p−1∥∥
Hsr
. ‖u‖Hsr‖u‖p−1L∞
for any u ∈ Hsr (Rn) ∩ L∞(Rn).
We can derive the following corollary from Proposition A.7.9.
Corollary A.7.10. Let p > 1, 1 < r <∞ and u ∈ Hsr , where s ∈
(
n
r
, p
)
. Then, the following
estimates hold: ∥∥|u|p∥∥
H˙sr
. ‖u‖H˙sr‖u‖
p−1
L∞ ,∥∥u|u|p−1∥∥
H˙sr
. ‖u‖H˙sr‖u‖
p−1
L∞ .
for any u ∈ H˙sr (Rn) ∩ L∞(Rn).
For the proof see [11] or [38].
Proposition A.7.11. Let r ∈ (1,∞) and s > 0. Then, it holds the following inequality:
‖uv‖Hsr . ‖u‖Hsr‖v‖L∞ + ‖u‖L∞‖v‖Hsr
for any u, v ∈ Hsr (Rn) ∩ L∞(Rn).
The proof can be found in [38].
Now, let us state the corresponding inequality in the homogeneous space H˙sr (Rn).
Corollary A.7.12. Let r ∈ (1,∞) and s > 0. Then, it holds the following inequality:
‖uv‖H˙sr . ‖u‖H˙sr‖v‖L∞ + ‖u‖L∞‖v‖H˙sr
for any u, v ∈ H˙sr (Rn) ∩ L∞(Rn).
Proposition A.7.13. Let 0 < 2s∗ < n < 2s. Then, for any function u ∈ H˙s∗(Rn) ∩ H˙s(Rn)
it holds the following inequality:
‖u‖L∞ . ‖u‖H˙s∗ + ‖u‖H˙s .
The following proof taken from the paper [9].
Proof. Let us recall the following Sobolev’s embeddings:
‖u‖L∞ . ‖u‖Hαq for αq > n
and
‖u‖
L
2n
n−2s∗ .
∥∥|D|s∗u∥∥
L2
for 0 < s∗ <
n
2
.
If we fix q = 2n
n−2s∗ and α = s− s∗, then we get
‖u‖L∞ . ‖u‖
L
2n
n−2s∗ +
∥∥|D|αu∥∥
L
2n
n−2s∗
.
∥∥|D|s∗u∥∥
L2
+
∥∥|D|s+s∗u∥∥
L2
.
This completes the proof.
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B. List of symbols and abbreviations
Symbols used throughout the thesis
| · | denotes the absolute value or the norm of a vector;
〈·〉 which stands for 〈x〉 = √1 + |x|2;
(| · |) denotes for a matrix the matrix of the absolute values of its entries;
d·e the ceiling function, i.e., dxe = min{m ∈ Z : x ≤ m};
[ · ]+ which stands for [x]+ = max{x, 0}, x ∈ R;
[·, ·] which stands the commutator for two matrices, i.e., [A,B] = AB −BA;
Re z real part of z ∈ C;
Im z imaginary part of z ∈ C;
∇ spatial gradient, i.e, ∇ = ∇x =
(
∂x1 , · · · , ∂xn
)
;
∆ Laplace operator in Rn, i.e., ∆ = ∆x =
∑n
j=1 ∂
2
xj
;
|D|σ pseudo-differential operator with symbol |ξ|σ;
Dt denotes Dt =
1
i
∂t;
Fx→ξ Fourier transformation Fx→ξ(u)(t, ξ) = (2pi)−n2
∫
Rn e
−ix·ξu(t, x)dx;
F−1ξ→x inverse Fourier transformation F−1ξ→x(u)(t, ξ) = (2pi)−n2
∫
Rn e
ix·ξu(t, ξ)dξ;
f . g if there exists a constant C > 0 such that f ≤ Cg;
f & g if there exists a constant C > 0 such that f ≥ Cg;
f ≈ g if f . g and f & g;
f ' g if there exists a constant C > 0 such that f = Cg;
detA determinant of the matrix A;
diagA diagonal matrix with entries ajj ∈ R, j = 1, · · · , n on the diagonal;
suppu support of the function u;
B1 ↪→ B2 continuous embedding of B1 in B2;
∂αx denotes the partial derivatives ∂
α
x := ∂
α1
x1
· · · ∂αnxn with a multi-index
α = (α1, · · · , αn) ∈ Rn, where |α| := α1 + · · ·αn;
f ∗(x) g convolution of the functions f and g with respect to spatial variables;
f ∼ g if limt→∞ f(t)
g(t)
= 1, i.e., f and g have the same asymptotic behavior;
f(t) = O
(
g(t)
)
if there exist constants C > 0 and t0 > 0 such that
|f(t)| ≤ C|g(t)| for all t ≥ t0;
f(t) = o
(
g(t)
)
if for every positive constant  there exists a constant t0 > 0 such that
|f(t)| ≤ |g(t)| for all t ≥ t0 ;
δij denotes δij = 1 for i = j, δij = 0 for i 6= j for i, j ∈ N;
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Λ(t) Λ(t) = 1 +
∫ t
0
λ(τ)dτ ;
ρ(t) ρ(t) = µ(t) λ(t)
Λ(t)
;
δ(t) δ(t) = exp
(
1
2
∫ t
0
ρ(τ)ω(τ)dτ
)
;
〈ξ〉λ(t),ω(t) 〈ξ〉λ(t),ω(t) =
√∣∣λ2(t)ω2(t)|ξ|2 − ρ2(t)ω2(t)
4
∣∣;
γ(t) γ(t) = λ(t)
F (Λ(t))
;
σ(t) σ(t) = exp
(
1
2
∫ t
0
ρ(τ)dτ
)
;
η(t) η(t) = µ(t)
2Λ(t)
, η∞ = limt→∞ η(t);
Bλ(s, t) Bλ(s, t) =
∫ t
s
λ2(τ)
ρ(τ)
dτ ;
Πhyp hyperbolic region in the extended phase space;
Πell elliptic region in the extended phase space;
Zhyp hyperbolic zone in the extended phase space;
Zosc oscillation subzone in the extended phase space;
Zred reduced zone in the extended phase space;
Zell elliptic zone in the extended phase space;
Zdiss dissipative zone in the extended phase space;
h1(t, ξ) h1(t, ξ) = χ
(|ξ|F (Λ(t))) λ(t)
F (Λ(t))
+
(
1− χ(|ξ|F (Λ(t))))λ(t)|ξ|;
h2(t, ξ) h2(t, ξ) = χ
(
〈ξ〉λ(t),ω(t)
ε
ρ(t)ω(t)
2
)
ερ(t)ω(t)
2
+
(
1− χ
( 〈ξ〉λ(t),ω(t)
ε
ρ(t)ω(t)
2
))
〈ξ〉λ(t),ω(t);
U(t, ξ) micro-energy U(t, ξ) =
(
h1(t, ξ)uˆ(t, ξ), Dtuˆ(t, ξ)
)T
satisfies DtU = A(t, ξ)U ;
V (t, ξ) micro-energy V (t, ξ) =
(
h2(t, ξ)v(t, ξ), Dtv(t, ξ)
)T
satisfies DtV = AV (t, ξ)V ;
E(t, s, ξ) fundamental solution to DtU = A(t, ξ)U , i.e., the matrix-valued
solution to DtE = A(t, ξ)E, E(s, s, ξ) = I;
EV (t, s, ξ) fundamental solution to DtV = AV (t, ξ)V , i.e., the matrix-valued
solution to DtEV = AV (t, ξ)EV , EV (s, s, ξ) = I in Section 2.4;
Ehyp(t, s, ξ) fundamental solutions in the hyperbolic zone;
Eosc(t, s, ξ) fundamental solutions in the oscillation zone;
Ered(t, s, ξ) fundamental solutions in the reduced zone;
Eell(t, s, ξ) fundamental solutions in the elliptic zone;
Ediss(t, s, ξ) fundamental solutions in the dissipative zone;
tdiss separating line between the dissipative zone and elliptic zone
which solves F (Λ(tdiss))|ξ| = d0;
tell separating line between the elliptic zone and reduced zone
which solves 〈ξ〉λ(tell),ω(tell) = ερ(tell)ω(tell)2 ;
tred separating line between the reduced zone and oscillation subzone zone
which solves 〈ξ〉λ(tell),ω(tell) = N ρ(tell)ω(tell)2 and Λ(tred)|ξ| = N ;
tosc separating line between the oscillation subzone and hyperbolic zone
which solves 〈ξ〉λ(tosc),ω(tosc) = N ρ(tosc)ω(tosc)2 and Θ(tosc)|ξ| = N ;
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EY (t, s, ξ) fundamental solution to DtY = A
Y (t, ξ)Y , i.e., the matrix-
valued solution to DtE
Y = AY (t, ξ)EY , EY (s, s, ξ) = I;
E1(t, s, ξ) E1(t, s, ξ) = E(t, s, ξ);
E2(t, s, ξ) E2(t, s, ξ) = EY (t, s, ξ);
Kˆ0(t, 0, ξ) solutions to the corresponding linear Cauchy problems with
initial data uˆ(0, ξ) = 1 and uˆt(0, ξ) = 0;
Kˆ1(t, s, ξ) solutions to the corresponding linear Cauchy problems with
initial data uˆ(s, ξ) = 0 and uˆt(s, ξ) = 1;
kˆ0(t, 0, ξ) solutions to the corresponding linear Cauchy problems with
initial data yˆ(0, ξ) = 1 and yˆt(0, ξ) = 0;
kˆ1(t, s, ξ) solutions to the corresponding linear Cauchy problems with
initial data yˆ(s, ξ) = 0 and yˆt(s, ξ) = 1;
t|ξ| separating curve between Πell(d0, ε) and Πhyp(N, ε)
which solves η2(t|ξ|)− |ξ|2 = ε2η2(t|ξ|) in Section 2.5;
ν(δ, t) ν(δ, t) = λ(t)
Λ(t)
Λ(δt)
λ(δt)
, ν∞ = lim supt→∞ ν(δ, t);
ϑ(δ, t) ϑ(δ, t) = F (Λ(t))
λ(t)Ξ2(t)
Λ(δt)
λ(δt)
, ϑ∞ = lim supt→∞ ϑ(δ, t);
φ(t) φ(t) = Λ
2(t)
µ(t)
;
α1(p) α1(p) =
n
2m
p− n
2m
;
α2(p) α2(p) =
n
2m
p− n
4
;
pFuj(n) = 1 +
2
n
Fujita exponent;
pFuj,m(n) = 1 +
2m
n
modified Fujita exponent;
pGN(n) =
n
n−2 Gagliardo-Nirenberg exponent;
pGN,σ(n) =
n
n−2σ modified Gagliardo-Nirenberg exponent;
θs,σ(q) =
n
σ
(
1
2
− 1
q
+ s
n
)
exponent which appears in the fractional Gagliardo-Nirenberg
inequality, 0 ≤ s < σ;
θσ(q) =
n
σ
(
1
2
− 1
q
)
special case s = 0.
Function spaces
Ck(Rn) space of k-times continuously differentiable functions;
C∞(Rn) space of infinitely continuously differentiable functions;
C∞0 (Rn) space of functions belonging to C∞(Rn) with compact support;
Lp(Rn) Lp(Rn) =
{
u : Rn → R | ∫Rn |u(x)|pdx <∞};
‖ · ‖Lp denote Lp–norms, where ‖u‖Lp =
( ∫
Rn |u(x)|pdx
)1/p
,
where the functions u are Lebesgue measurable and 1 ≤ p <∞;
L∞(Rn) L∞(Rn) =
{
u : Rn → R | ess supx∈Rn |u(x)| <∞
}
;
‖ · ‖L∞ denotes the L∞–norm, where ‖u‖L∞ = ess supx∈Rn |u(x)|;
Wmp (Rn) Sobolev spaces based on Lp(Rn), 1 ≤ p ≤ ∞, m ∈ N;
Hsp(Rn) Sobolev spaces of fractional order or Bessel potential space;
Hs(Rn) = Hs2(Rn) Sobolev spaces of fractional order based on L2(Rn);
H˙sp(Rn) homogeneous Sobolev spaces of fractional order;
H˙s(Rn) = H˙s2(Rn) homogeneous Sobolev spaces of fractional order based on L2(Rn).
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