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Introduction
Let P and P ∗ be homogeneous polynomials in n variables of degree d with real co-
efficients. It is an interesting problem both in Analysis and in Number theory to find a
condition on P and P ∗ under which they satisfy a functional equation, roughly speaking,
of the form
the Fourier transform of |P(x)|s = Gamma factor × |P ∗(y)|−n/d−s . (1)
A beautiful answer to this problem is given by the theory of prehomogeneous vector spaces
due to Mikio Sato. Namely, if P and P ∗ are relative invariants of a regular prehomogeneous
vector space and its dual, respectively, and if the characters χ and χ∗ corresponding to P
and P ∗, respectively, satisfy the relation χχ∗ = 1, then, P and P ∗ satisfy a functional
equation (see [18], [19], [12]). The theory works quite satisfactorily and it might give an
impression that prehomogeneous vector spaces are the final answer to the problem.
Meanwhile, in [6], Faraut and Koranyi developed a method of constructing polynomi-
als with the property (1), starting from representations of Euclidean (formally real) Jordan
algebras. What is remarkable in their result is that, from representations of simple Jordan
algebras of rank 2, one can obtain a series of polynomials satisfying (1), which are not
covered by the theory of prehomogeneous vector spaces. Their result was later generalized
by Clerc [5]. Thus we got to know that the class of polynomials with the property (1) is
broader than the class of relative invariants of regular prehomogeneous vector spaces.
Now the ultimate goal of our investigation should be the characterization of polyno-
mials P and P ∗ with the property (1). The purpose of the present paper is, however, much
more modest; we give a new construction of polynomials with the property (1), which
includes the result of Faraut, Koranyi and Clerc as a special case.
Our main result may be outlined as follows: Suppose that we are given homogeneous
polynomials P and P ∗ on a real vector spaces V and its dual V ∗, respectively, satisfying
a functional equation of the form (1). Further suppose that there exists a nondegenerate
quadratic mapping Q (resp. Q∗) of another real vector space W (resp. W∗) to V (resp. V ∗),
and Q and Q∗ are dual. Then, the polynomials P˜ = P ◦ Q and P˜ ∗ = P ∗ ◦ Q∗ inherit the
property (1) from P and P ∗ and the gamma factors for the new functional equation have
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an explicit expression in term of those for P and P ∗. We refer to Section 1 for a precise
formulation of the main result (Theorem 4), which includes the case of local zeta functions
in several variables.
The prototype of our result is the case where V = V ∗ = R, P(x) = x, P ∗(y) = y,
W = W∗ = Rm, and P˜ = Q and P˜ ∗ = Q∗ are nondegenerate quadratic forms dual to
each other. This case was dealt with by Rallis and Schiffmann [11] and they derived an
explicit functional equation of the form (1) from the functional equation satisfied by |x|s
(see Section 2.1). Our main result is proved in Section 3 by combining the method of Rallis
and Schiffmann with a trick used by Shintani ([19]) in the proof of the local functional
equations in the theory of prehomogeneous vector spaces.
Section 2 is devoted to a discussion of examples. In Section 2.2, we explain the result
of Faraut-Koranyi from our point of view and, in Section 2.3, we give some standard exam-
ples of quadratic mappings from prehomogenous vector spaces to another prehomogeneous
vector spaces for which our main theorem can apply. If we take V = V ∗ = Rn and nonde-
generate quadratic forms, which are dual to each other, on V and V ∗ as P and P ∗, then one
can construct non-degenerate dual quadratic mappings Q : W → V and Q∗ : W∗ → V ∗
and we can obtain several new examples of polynomials satisfying functional equations that
do not come from prehomogenous vector spaces. In this case the explicit form of the func-
tional equation for P˜ = P ◦ Q and P˜ ∗ = P ∗ ◦ Q∗ can be obtained from the 1-dimensional
case by repeated applications of the main result. The non-prehomogeneous polynomials
with the property (1) appearing in the work of Faraut, Koranyi and Clerc is a special case
where the signature of the quadratic forms P and P ∗ is (1, n − 1). In Section 2.4, for
any even positive integer n ≥ 4, we give such quadratic mappings in the case where the
signature of the quadratic forms is (n/2, n/2). For n = 4, 6, we obtain quadratic mappings
between two prehomogeneous vector spaces; however, if n ≥ 8, we obtain new examples
of non-prehomogeneous functional equations. The general case of arbitrary signature will
be dealt with in a joint work with T. Kogiso.
It is natural to ask whether global zeta functions with functional equations can be as-
sociated with polynomials P˜ and P˜ ∗ given in our main theorem. For polynomials obtained
from the theory of Faraut and Koranyi, this problem was solved by Achab in [1] and [2].
The problem is open in our general setting.
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1. Statement of Main result
1.1. Local functional equations
Let V be a real vector space of dimension n and V ∗ the vector space dual to V . Let
P1, . . . , Pr (resp. P ∗1 , . . . , P ∗r ) be R-irreducible homogeneous polynomials on V (resp.
V ∗). We put
Ω = {v ∈ V |P1(v) · · ·Pr(v) = 0} and
Ω∗ = {v∗ ∈ V ∗ |P ∗1 (v∗) · · ·P ∗r (v∗) = 0} .
We assume that
(A.1) there exists a biregular rational mapping φ : Ω → Ω∗ defined over R.
Let
Ω = Ω1 ∪ · · · ∪ Ων , Ω∗ = Ω∗1 ∪ · · · ∪ Ω∗ν
be the decomposition into connected components of Ω and Ω∗. Note that (A.1) implies
that the numbers of connected components of Ω and Ω∗ are same and we may assume that
Ω∗j = φ(Ωj ) (j = 1, . . . , ν) .
For an s = (s1, . . . , sr ) ∈ Cr with 	(s1), . . . ,	(sr ) > 0, we define a continuous function
|P(v)|sj on V by
|P(v)|sj =
{∏r
i=1 |Pi(v)|si , v ∈ Ωj ,
0 , v ∈ Ωj .
The function |P(v)|sj can be extended to a tempered distribution depending on s in Cr
meromorphically. For an m = (m1, . . . ,mr) ∈ Zr , we put
Pm(v) =
r∏
i=1
Pi(v)
mi .
Sometimes we use the symbol Pm(v) for non-integral m (see the second identity in Lemma
1), which we may regard either as a symbolic expression on which differential operators
operate in a usual manner or as a function on the universal covering space of Ω . Similarly
we define |P ∗(v∗)|sj (s ∈ Cr ) and P ∗m(v∗) (m ∈ Zr ). The homogeneous degree of Pm
(resp. P ∗m) is denoted by d(m) (resp. d∗(m)).
We define i(m) (resp. ∗j (m)) to be the sign of values of Pm (resp. P ∗m) on Ωi (resp.
Ω∗j ). Namely we put
i(m) = Pm(v)/|Pm(v)| (v ∈ Ωi), ∗j (m) = P ∗m(v∗)/|P ∗m(v∗)| (v∗ ∈ Ω∗j ) .
Since Ωi and Ω∗j are assumed to be connected, i(m) and ∗j (m) do not depend on the
choice of v and v∗.
We denote by S(V ) and S(V ∗) the spaces of rapidly decreasing functions on the real
vector spaces V and V ∗, respectively. For Φ ∈ S(V ) and Φ∗ ∈ S(V ∗), we define the local
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zeta functions by setting
ζi(s,Φ) =
∫
V
|P(v)|siΦ(v)dv , ζ ∗i (s,Φ∗) =
∫
V ∗
|P ∗(v∗)|siΦ∗(v∗) dv∗ (i = 1, . . . , ν) ,
where dv and dv∗ are the Euclidean measures dual to each other. It is well-known that the
local zeta functions ζi(s,Φ), ζ ∗i (s,Φ∗) are absolutely convergent for 	(s1), . . . ,	(sr ) > 0
and have analytic continuations to meromorphic functions of s in Cr . We assume the
following:
(A.2) There exist an A ∈ GLr(Z) and a λ ∈ Cr such that a functional equation of
the form
ζ ∗i ((s + λ)A, Φˆ) =
ν∑
j=1
Γij (s)ζj (s,Φ) (i = 1, . . . , ν) (2)
holds for every Φ ∈ S(V ), where Γij (s) are meromorphic functions on Cr not
depending on Φ with det(Γij (s)) ≡ 0 and Φˆ is the Fourier transform of Φ:
Φˆ(v∗) =
∫
V
Φ(v) exp(−2π√−1〈v, v∗〉) dv .
A lot of examples of {P1, . . . , Pr } and {P ∗1 , . . . , P ∗r } satisfying (A.1) and (A.2) can
be obtained from relative invariants of regular prehomogeneous vector spaces (see [15],
[18], [12]). However, we do not assume here the existence of group action that relates the
polynomials to prehomogeneous vector spaces.
LEMMA 1. Assume that the assumption (A.2) is satisfied. For m = (m1, . . . ,mr) ∈
Z
r with m1, . . . ,mr ≥ 0, denote by P ∗m(∂v) the linear partial differential operator with
constant coefficients satisfying
P ∗m(∂v) exp(〈v, v∗〉) = P ∗m(v∗) exp(〈v, v∗〉) .
Then, there exists a polynomial bm(s) of s1, . . . , sr such that
P ∗m(∂v)P s(v) = bm(s)P s+m′(v), m′ = mA−1 .
Moreover, if Γij (s) does not vanish identically, then the polynomial bm(s) is given by
bm(s) = (−2π
√−1)d∗(m)j (m′)∗i (m) ·
Γij (s + m′)
Γij (s)
.
We call bm(s) the b-functions of {P1, . . . , Pr }. By the last identity in the lemma, we
can define bm(s) for any m ∈ Zr . The b-functions satisfy the cocycle property
bm+n(s) = bm(s)bn(s + m′) (m,n ∈ Zr ) . (3)
The lemma says that the existence of b-functions is a necessary condition for local func-
tional equations. We postpone the proof of this lemma to Section 3.1 (see Lemma 9 and its
proof).
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1.2. Nondegenerate dual quadratic mappings
Let W be a real vector space with dimension m and W∗ the vector space dual to W .
Suppose that we are given quadratic mappings Q : W → V and Q∗ : W∗ → V ∗. The
mappings BQ : W × W → V and BQ∗ : W∗ × W∗ → V ∗ defined by
BQ(w1, w2) : = Q(w1 + w2) − Q(w1) − Q(w2) ,
BQ∗(w
∗
1, w
∗
2) : = Q∗(w∗1 + w∗2) − Q∗(w∗1) − Q∗(w∗2)
are bilinear. For given v ∈ V and v∗ ∈ V ∗, the mappingsQv∗ : W → R and Q∗v : W∗ → R
defined by
Qv∗(w) = 〈Q(w), v∗〉, Q∗v(w∗) = 〈v,Q∗(w∗)〉
are quadratic forms on W and W∗, respectively. We assume that Q and Q∗ are nondegen-
erate and dual to each other with respect to the biregular mapping φ in (A.1). This means
that Q and Q∗ satisfy the following:
(A.3) (i) (Nondegeneracy) The algebraic set Ω˜ := Q−1(Ω) (resp. Ω˜∗ = Q∗−1
(Ω∗)) is open dense in W (resp. W∗) and the rank of the differential of Q (resp.
Q∗) at w ∈ Ω˜ (resp. w∗ ∈ Ω˜∗) is equal to n. (In particular, m ≥ n.)
(ii) (Duality) For any v ∈ Ω , the quadratic forms Qφ(v) and Q∗v are dual to
each other. Namely, fix a basis of W and the basis of W∗ dual to it, and denote
by Sv∗ and S∗v the matrices of the quadratic forms Qv∗ and Q∗v with respect to
the bases. Then Sφ(v) and S∗v (v ∈ Ω) are nondegenerate and Sφ(v) = (S∗v )−1.
Now we collect some elementary consequences of the assumptions (A.1) and (A.3).
First note that a rational function defined over R with no zeros and no poles on Ω (resp.
Ω∗) is a monomial of P1, . . . , Pr (resp. P ∗1 , . . . , P ∗r ). Hence the assumptions (A.1) and
(A.3) (ii) imply the following lemma.
LEMMA 2. If we replace Pi, P ∗j , φ by their suitable real constant multiples (if nec-
essary),
(1) there exists a B = (bij ) ∈ GLr(Z) such that
P ∗i (φ(v)) =
r∏
j=1
Pj (v)
bij (i = 1, . . . , r) .
(2) There exist κ, κ∗ ∈ Zr and a non-zero constant α such that
detS∗v = α−1Pκ (v) , det Sv∗ = αP ∗κ
∗
(v∗) .
(3) There exists a μ ∈ Zr such that
det
(
∂φ(v)i
∂vj
)
= ±Pμ(v) .
If P1, . . . , Pr and P ∗1 , . . . , P ∗r are the fundamental relative invariants of a regular pre-
homogeneous vector space (G, ρ, V ) and its dual (G, ρ∗, V ∗), then we have B = A−1.
Indeed, by the regularity, there exists a relative invariant P for which φ(v) = grad logP
is a G-equivariant morphism satisfying (A.1). From the G-equivariance of the mapping φ
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([17, §4, Prop. 9]), we have B = A−1 (see [12]). It is very likely that the identity B = A−1
always holds under the assumption (A.1) and (A.2) and, for simplicity, we assume
(A.4) B = A−1.
LEMMA 3. The mapping φ : Ω → Ω∗ is homogeneous of degree −1. Namely we
have φ(tv) = t−1φ(v) for t ∈ R \ {0} and v ∈ Ω .
Proof. Fix bases of V and W and identify them with Rn and Rm, respectively. Then
there exist real symmetric matrices S1, . . . , Sn such that Q(w) = (twS1w, . . . , twSnw). If
S1, . . . , Sn are linearly dependent, then the image Q(W) is contained in a hyperplane in V .
This contradicts the nondegeneracy of Q. Hence S1, . . . , Sn are linearly independent and
the identity Sv∗1 = Sv∗2 implies that v∗1 = v∗2 . By the duality, we have
Sφ(tv) = (S∗tv)−1 = (tS∗v )−1 = t−1(S∗v )−1 = t−1Sφ(v) = St−1φ(v) (v ∈ Ω, t ∈ R) .
By the observation above, we obtain φ(tv) = t−1φ(v). 
Since we assumed that Ωi (resp. Ω∗i ) are connected components, the signature of the
quadratic form Q∗v(w∗) (resp. Qv∗(w)) on W∗ (resp. W ) do not change when v (resp. v∗)
varies on Ωi (resp. Ω∗i ). Let pi and qi be the numbers of positive and negative eigenvalues
of Q∗v for v ∈ Ωi and put
γi = exp
(
(pi − qi)π
√−1
4
)
(i = 1, . . . , ν) , (4)
which are 8th roots of unity. For Ψ ∈ S(W), we denote by Ψˇ the (inverse) Fourier trans-
form of Ψ :
Ψˇ (w∗) =
∫
W
Ψ (w) exp(2π
√−1〈w,w∗〉) dw .
Then, by (A.3) (ii) and the celebrated identity by Weil ([20, n◦14, Théorème 2]), we have∫
W∗
exp(2π
√−1Q∗v(w∗))Ψˇ (w∗) dw∗
= 2−m/2|α|1/2γi |P(v)|−κ/2i
×
∫
W
exp
(
− π
√−1
2
· Qφ(v)(w)
)
Ψ (w) dw (v ∈ Ωi,Ψ ∈ S(W)) , (5)
where dw and dw∗ are the Euclidean measures dual to each other. This identity is the key
to the proof of our main theorem.
REMARK. For simplicity we assumed that Ωi are connected components. However,
in the following discussion, it is sufficient to assume that i(m) and γi are well defined for
Ωi .
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1.3. Main theorem
We put
P˜i (w) = Pi(Q(w)) , P˜ ∗i (w∗) = P ∗i (Q∗(w∗)) (i = 1, . . . , r)
Ω˜i = Q−1(Ωi) , Ω˜∗i = Q∗−1(Ω∗i ) (i = 1, . . . , ν) .
Some of Ω˜i’s and Ω˜∗i ’s may be empty. We define |P˜ (w)|si and |P˜ ∗(w∗)|si in the same
manner as in Section 1.1. The zeta functions associated with these polynomials are defined
by
ζ˜i (s, Ψ ) =
∫
W
|P˜ (w)|si Ψ (w) dw , ζ˜ ∗i (s, Ψ ∗) =
∫
W∗
|P˜ ∗(w∗)|si Ψ ∗(w∗) dw∗ .
Then our main result is that the functional equation (2) for Pi’s and P ∗j ’s implies a func-
tional equation for P˜i ’s and P˜ ∗j ’s and the gamma factors in the new functional equation can
be written explicitly. Namely, we have the following theorem.
THEOREM 4. Under the assumptions (A.1)–(A.4), the zeta functions ζ˜i (s, Ψ ) and
ζ˜ ∗i (s, Ψ ∗) satisfy the functional equation
ζ˜ ∗i ((s + 2λ + κ/2 + μ)A, Ψˇ ) =
ν∑
j=1
Γ˜ij (s)ζ˜j (s, Ψ ) ,
where the gamma factors Γ˜ij (s) are given by
Γ˜ij (s) = 2−2d(s)−m/2|α|1/2
ν∑
k=1
γkΓik(s + λ + κ/2 + μ)Γkj (s) .
Here we denote by d(s) (s ∈ Cr ) the homogeneous degree of P s , namely, d(s) = ∑ri=1 si
degPi .
By Lemma 1, we have the following formula expressing the b-functions b˜m(s) of
{P˜1, . . . , P˜r } in terms of the b-functions bm(s) of {P1, . . . , Pr } .
COROLLARY TO THEOREM 4. For m ∈ Zr , we have
b˜m(s) = bm(s)bm(s + λ + κ/2 + μ)
up to a constant multiple.
In the case of one variable zeta functions, namely, in the case of r = 1, writing P = P1
and P ∗ = P ∗1 , we have the following lemma.
LEMMA 5. Assume that r = 1. Then we have
A = B = −1 , d := degP = degP ∗ , λ = n
d
, μ = −2n
d
, κ = m
d
.
Proof. For t > 0, put Φt(v) := Φ(tv) (Φ ∈ S(V )). Then we have
ζj (s,Φt ) = t−ds−nζj (s,Φ) and ζ ∗i ((s + λ)A , Φ̂t ) = td
∗(s+λ)Aζ ∗i ((s + λ)A , Φˆ) ,
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where d = degP and d∗ = degP ∗. Hence the functional equation (2) implies that −d =
d∗A and −n = d∗λA. Since A ∈ GL1(Z) = {±1}, we have A = −1, d = d∗, λ = n/d .
Moreover, by Lemma 3, we have −d∗ = dB and −2n = dμ, which imply that B = −1 and
μ = −2n/d . By Lemma 2 (2), Pκ(v) = detS∗v is the determinant of a matrix depending
on v linearly and is homogeneous of degree m. Hence κ = m/d . 
By Lemma 5, if r = 1, then the functional equation for local zeta functions takes the
form
ζ˜ ∗i
(
− s − m
2d
, Ψˇ
)
=
ν∑
j=1
Γ˜ij (s)ζ˜j (s, Ψ ) ,
Γ˜ij (s) = 2−2ds−m/2|α|1/2
ν∑
k=1
γkΓik
(
s + m − 2n
2d
)
Γkj (s) (6)
and the b-function is given by
b˜(s) = b(s)b
(
s + m − 2n
2d
)
, (7)
where b(s) and b˜(s) are defined by
P ∗(∂v)P s+1(v) = b(s)P s(v) , P˜ ∗(∂w)P˜ s+1(w) = b˜(s)P˜ s (v) .
(For general m ∈ Z, the b-function bm(s) (resp. b˜m(s)) can be determined from b(s) (resp.
b˜(s)) by using the cocycle property (3).)
Before proving Theorem 4, we give in the next section several examples of quadratic
mappings to which the theorem applies.
2. Examples
As we remarked in Section 1.1, the theory of prehomogeneous vector spaces gives
examples of polynomials satisfying the assumptions (A.1) and (A.2). If we are given non-
degenerate dual quadratic mappings Q : W → V and Q∗ : W∗ → V ∗ over a regular
prehomogeneous vector space (G, ρ, V ) and its dual (G, ρ∗, V ∗), then by Theorem 4, we
obtain new polynomials on W and W∗ satisfying a similar local functional equation. In
Theorem 4, we did not assume that P1, . . . , Pr and P ∗1 , . . . , P ∗r admit a prehomogeneous
group action. However, all the examples we have on hand, some of which will be discussed
below, are quadratic mappings to prehomogeneous vector spaces. For our later use, we give
here a criterion for the nondegeneracy and the duality for equivariant quadratic mappings
to prehomogeneous vector spaces.
Let (G, ρ, V ) be a regular prehomogeneous vector space defined over R and (G, ρ∗,
V ∗) the dual prehomogeneous vector space. We assume that the singular set S (resp.
S∗) of (G, ρ, V ) (resp. (G, ρ∗, V ∗)) is a hypersurface. We decompose S (resp. S∗) into
the union of R-irreducible hypersurfaces and let P1, . . . , Pr (resp. P ∗1 , . . . , P ∗r ) be the R-
irreducible polynomials defining the irreducible components. The polynomials P1, . . . , Pr
(resp. P ∗1 , . . . , P ∗r ) are unique up to constant multiples and are called the fundamental
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relative invariants over R of (G, ρ, V ) (resp. (G, ρ∗, V ∗)). The regularity of the preho-
mogeneous vector spaces implies that there exists a relative invariant P0 defined over R
such that the rational mapping φ : V → V ∗ defined by φ(v) = grad logP0(v) induces a
biregular morphism of Ω = V − S onto Ω∗ = V ∗ − S∗. The mapping φ is G-equivariant:
φ(ρ(g)v) = ρ∗(g)φ(v) (v ∈ Ω, g ∈ G).
Let τ : G → GL(W) be a rational representation of G defined over R on a vector
space W with R-structure and τ ∗ : G → GL(W∗) the contragredient representation on
the vector space W∗ dual to W . Let Q : W → V and Q∗ : W∗ → V ∗ be G-equivariant
quadratic mappings:
Q(τ(g)w) = ρ(g)Q(w) , Q∗(τ ∗(g)w∗) = ρ∗(g)Q∗(w∗) .
In the following we identify G,V, V ∗,W,W∗,Ω,Ω∗ with their sets of real points.
LEMMA 6. (1) If none of P˜i (w) = Pi(Q(w)) (resp. P˜ ∗i (w∗) = P ∗i (Q∗(w∗)))
(i = 1, . . . , r) vanish identically, then the mapping Q (resp. Q∗) is nondegenerate.
(2) If Q∗v(w∗) and Qφ(v)(w) are dual to each other for a v ∈ Ω , then they are dual
to each other for all v ∈ Ω .
Proof. (1) From the G-equivariance, the image of the differential dQw of Q at w ∈
W contains dρ(Lie(G))Q(w). By the non-vanishing of P˜i , Ω˜ = Q−1(Ω) is an open dense
subset of W . If w ∈ Ω˜ , then Q(w) is in the open G-orbit Ω and dρ(Lie(G))Q(w) = V .
This proves the nondegeneracy.
(2) Assume that Q∗v0(w∗) and Qφ(v0)(w) are dual to each other for a v0 ∈ Ω . We
have to prove the identity (S∗v )−1 = Sφ(v) for every v ∈ Ω . Since this matrix identity is
an algebraic identity, it is sufficient to prove it for an arbitrary point v in the open orbit
ρ(G)v0. Take a g ∈ G such that v = ρ(g)v0. Then
Q∗v(w∗) = 〈ρ(g)v0 ,Q∗(w∗)〉 = 〈v0 , ρ∗(g−1)Q∗(w∗)〉
= 〈v0 ,Q∗(τ ∗(g−1)w∗)〉 = Q∗v0(τ ∗(g−1)w∗) .
Similarly we have
Qφ(v)(w) = Qφ(ρ(g)v0)(w) = Qρ(g)φ(v0)(w) = Qφ(v0)(τ (g−1)w) .
We identify V and V ∗ (resp. W and W∗) with Rn (resp. Rm) via dual bases. Then the
matrices S∗v0 and Sφ(v0) of Q
∗
v0(w
∗) and Qφ(v0)(w) satisfy the relation (S∗v0)
−1 = Sφ(v0). By
the identities above, we have S∗v = t τ ∗(g−1)S∗v0τ ∗(g−1) and Sφ(v) = t τ (g−1)Sφ(v0)τ (g−1).
By our identification of W and W∗ with Rm, we have τ ∗(g) = t τ (g)−1. Hence we obtain
(S∗v )−1 = Sφ(v). 
2.1. Quadratic forms
The simplest example is the case where
V = V ∗ = R , P (v) = P ∗(v) = v , φ : v → v−1 ,
W = W∗ = Rm , Q(w) = twYw , Q∗(w) = twY−1w .
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Here Y is a nondegenerate real symmetric matrix of size m. Then,
P ∗(φ(v)) = P(v)−1 , detSv∗ = |detY |−1P ∗(v∗) ,
S∗v = |detY |P(v) ,
dφ
dv
= −P(v)−2 .
We may put
Ω1 = Ω∗1 = {v ∈ R | v > 0} , Ω2 = Ω∗2 = {v ∈ R | v < 0} .
Then, Ω = Ω1 ∪ Ω2 and Ω∗ = Ω∗1 ∪ Ω∗2 . The functional equation satisfied by P and P ∗
is(
ζ1(s, Φˆ)
ζ2(s, Φˆ)
)
= (2π)−s−1Γ (s + 1)
(
e−π
√−1(s+1)/2 eπ
√−1(s+1)/2
eπ
√−1(s+1)/2 e−π
√−1(s+1)/2
)(
ζ1(−1 − s,Φ)
ζ2(−1 − s,Φ)
)
.
If Y has p positive and m − p negative eigenvalues, then γ1 = eπ
√−1(2p−m)/4 and γ2 =
eπ
√−1(m−2p)/4
. Hence, by the identity (6) (the r = 1 case of Theorem 4), we have the
following functional equation for P˜ (w) = Q(w) and P˜ ∗(w) = Q∗(w):(
ζ˜1(s, Ψˇ )
ζ˜2(s, Ψˇ )
)
= π−2s−m2 −1|detY |1/2Γ (s + 1)Γ
(
s + m
2
)
×
(− sin π2 (m − p + 2s) sin pπ2
sin (m−p)π2 − sin π2 (p + 2s)
)(
ζ˜1(−m2 − s, Ψ )
ζ˜2(−m2 − s, Ψ )
)
. (8)
The proof of this well-known formula can be found in [7] (see also [9, Prop. 4.27]) and
[11]. The method of the proof given in Section 3 of our main theorem is a generalization
of that of Rallis and Schiffmann [11].
As will be explained in Sections 2.2 and 2.4, one can construct nondegenerate qua-
dratic mappings into quadratic spaces and obtain homogeneous polynomials of degree 4
satisfying local functional equations. The gamma matrices of the functional equations sat-
isfied by such polynomials of degree 4 are given explicitly by Theorem 4 and the identity
(8).
2.2. Representations of Euclidean Jordan Algebras
In [6, Chap. 8], Faraut and Koranyi proved that, starting from a representation of a
Euclidean Jordan algebra, one can construct polynomials satisfying local functional equa-
tions. Their result was later generalized by Clerc [5] to zeta functions of several variables.
Here we explain how their results can be incorporated in our Theorem 4.
Let V be a real simple Euclidean Jordan algebra with unity e, of dimension n and
rank r . Denote by P(v) = det v the generic norm of V . Then Ω := {v ∈ V | det v = 0}
coincides with the set V × of invertible elements in V . Let Ω1 be the connected component
of Ω containing e, the symmetric cone associated with V . Let G be the identity component
of the group of linear transformations that preserve Ω1, which is a real reductive Lie group.
Then it is known that (G, V ) is (a real form of) a prehomogeneous vector space, and the
norm P(v) = det v of V is its fundamental relative invariant. More generally, restricting
the G-action on V to the action of a minimal parabolic subgroup of G, we still have a
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prehomogeneous vector space with r fundamental relative invariants of minor determinant
type. The prehomogeneous vector space is regular and we obtain a local functional equation
(A.2) for zeta functions of r variables. Moreover the mapping φ : Ω → Ω defined by
φ(v) = v−1 satisfies the condition (A.1).
Let W be a Euclidean space of dimension m, Φ a representation of V in the space
Sym(W) of self adjoint endomorphism of W such that
Φ(vv′) = 1
2
(
Φ(v)Φ(v′) + Φ(v′)Φ(v)) , v, v′ ∈ V
and Q : W → V the quadratic mapping associated to Φ defined by
(Q(w)|v)V = (Φ(v)w|w)W , v ∈ V,w ∈ W . (9)
Assume that Φ is regular, namely, there exists a w ∈ W such that detQ(w) = 0. Then the
quadratic mapping Q is nondegenerate in the sense of (A.3) (i) (see Lemma 6 (1)), and we
have Q(W) = Ω1. We also assume that Φ(e) = idW .
For an invertible v ∈ V , there exists a polynomial q(v) of degree r − 1 such that
v−1 = q(v)det v ([6, Prop. II.2.4]). Since Φ is a Jordan algebra representation, Φ(v) and
Φ(v−1) commute. Hence
idW = Φ(v · v−1) = 12
(
Φ(v)Φ(v−1) + Φ(v−1)Φ(v)) = Φ(v)Φ(v−1) .
This implies that Q is self-dual with respect to φ(v) = v−1.
Thus our Theorem 4 shows that the compositions of the fundamental relative invariants
with Q satisfy a local functional equation. This recovers the results of Faraut-Koranyi and
Clerc. Concrete examples are described in Clerc [5].
In [5], it is noted that, if the Jordan algebra V is of rank 2, then the generic norm det
is a quadratic form of signature (1, n − 1) and the polynomials Q of degree 4 constructed
as above are not relative invariants of prehomogeneous vector spaces except for some low-
dimensional cases. However, it seems that no simple criterion on prehomogeneity has been
known yet. For n = dimV with n ≤ 4, all the polynomials obtained in this manner are
relative invariants of some prehomogeneous vector spaces. For n = 5, there exists a unique
simple V -module W0 and its dimension is 8. If W = W0, then P˜ is the square of a quadratic
form of signature (4, 4) and a relative invariant of the prehomogeneous vector space (GL1×
SO(4, 4),W0). However, the direct sum W = W0 ⊕ W0 gives a non-prehomogeneous
example. Indeed, the group of linear transformations that leave the polynomial P˜ (w) =
det ◦Q(w) invariant is isomorphic to Sp(1, 1) × Sp(2). By [17, §5, Proposition 21], the
16-dimensional representation of GL(1)×Sp(1, 1)×Sp(2) is not prehomogeneous. More
generally, on the basis of calculation with a symbolic calculation engine done by Kogiso,
we conjecture that
if W =
k︷ ︸︸ ︷
W0 ⊕ · · · ⊕ W0 (k ≥ 2), then the group of linear transformations
that leave the polynomial P˜ (w) = det ◦Q(w) invariant is isomorphic to
Sp(1, 1) × Sp(k) and hence P˜ is not a relative invariant of a prehomo-
geneous vector space.
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This conjecture is proved for k ≤ 6. A detailed analysis of this non-prehomogeneous
example as well as its generalization will appear elsewhere as a joint work with T. Kogiso.
REMARK. In [5], Clerc proved local functional equations also for zeta functions with
harmonic polynomials. This part is not covered by Theorem 4.
2.3. Some series of prehomogeneous vector spaces
EXAMPLE 1. Let V be the vector space of real square matrices of size r: V =
Mr(R). We identify V ∗ with Mr(R) via the inner product 〈v, v′〉 = tr(tvv′). We denote
by Br the group of all nondegenerate real lower triangular matrices and put G = Br ×
Br . The group G acts linearly on V by ρ(b1, b2)v = b1v tb2. The dual representation is
given by ρ∗(b1, b2)v = t b−11 vb−12 . For i = 1, . . . , r , denote by di(v) (resp. d∗i (v)) the
determinant of the upper left (resp. lower right) i by i block of v. Then d1(v), . . . , dr (v)
(resp. d∗1 (v), . . . , d∗r (v)) are the fundamental relative invariants of the prehomogeneous
vector space (G, ρ, V ) (resp. (G, ρ∗, V ∗)). The mapping φ : Ω → Ω∗ defined by φ(v) =
v−1 satisfies the condition (A.1).
Put W = Mk,r(R) ⊕ Mk,r (R). We identify W∗ with Mk,r (R) ⊕ Mk,r(R) via the
inner product 〈(w1, w2), (w′1, w′2)〉 = tr(tw1w′1 + tw2w′2). For a nondegenerate real square
matrix Y of size k, we define quadratic mappings Q : W → V and Q∗ : W∗ → V ∗ by
setting
Q(w) = Q(w1, w2) = tw1Yw2 , Q∗(w∗) = Q∗(w∗1 , w∗2) = tw∗1Y−1w∗2 .
Put G˜ = Br × Br × SLk(R). The group G˜ acts linearly on W and W∗ by
τ (b1, b2, h)(w1, w2) = (hw1 t b1, Y−1th−1Yw2 t b2) ,
τ ∗(b1, b2, h)(w∗1 , w∗2) = (th−1w∗1b−11 , YhY−1w∗2b−12 ) .
It is clear that Qφ(v)(w) and Q∗v(w∗) are dual to each other for v = Er , the identity ma-
trix. Hence, by Lemma 6, Q and Q∗ are nondegenerate quadratic mappings and dual
to each other with respect to φ. It is known that (G˜, τ,W) is a regular prehomoge-
neous vector space and (G˜, τ ∗,W∗) is its dual, and P˜i(w) = di(tw1Yw2) and P˜ ∗i (w∗) =
d∗i (tw∗1Y−1w
∗
2) (i = 1, . . . , r) are the fundamental relative invariants. Therefore the zeta
functions attached to these polynomials satisfy a local functional equation by the general
theory of prehomogenous vector spaces ([12]). The advantage of Theorem 4 in this case is
that the gamma matrix (Γ˜ij (s)) is given explicitly in terms of the gamma matrix (Γij (s)) for
the smaller prehomogeneous vector spaces (G, ρ, V ) and (G, ρ∗, V ∗). An explicit formula
for the gamma matrix (Γij (s)) was given in [14, p. 487, Theorem 3.4].
EXAMPLE 2. We put V = Symr(R), the space of all real symmetric matrices of
size r . We identify V ∗ with Symr(R) via the inner product 〈v, v′〉 = tr(tvv′). The group
G = Br acts linearly on V by ρ(b)v = bv tb. The dual representation is given by ρ∗(b)v =
t b−1vb−1. Then d1(v), . . . , dr(v) (resp. d∗1 (v), . . . , d∗r (v)) are the fundamental relative
invariants of the prehomogeneous vector space (G, ρ, V ) (resp. (G, ρ∗, V ∗)). The mapping
φ : Ω → Ω∗ defined by φ(v) = v−1 satisfies the condition (A.1).
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Put W = Mk,r (R). We identify W∗ with Mk,r (R) via the inner product 〈w,w′〉 =
tr(tww′). For a nondegenerate real symmetric matrix Y of size k, we define quadratic
mappings Q : W → V and Q∗ : W∗ → V ∗ by setting
Q(w) = Q(w) = twYw, Q∗(w∗) = Q∗(w∗, w∗) = tw∗Y−1w∗ .
Put G˜ = Br × SO(Y ). The group G˜ acts linearly on W and W∗ by
τ (b, h)w = hwtb , τ ∗(b, h)w∗ = th−1w∗b .
It is clear that Qφ(v)(w) and Q∗v(w∗) are dual to each other for v = Er , the identity matrix.
Hence, by Lemma 6, Q and Q∗ are nondegenerate quadratic mappings and dual to each
other with respect to φ. It is known that (G˜, τ,W) is a regular prehomogeneous vector
space and (G˜, τ ∗,W∗) is its dual, and P˜i (w) = di(twYw) and P˜ ∗i (w∗) = d∗i (tw∗Y−1w∗)
(i = 1, . . . , r) are the fundamental relative invariants. Theorem 4 gives an explicit for-
mula for the gamma matrix (Γ˜ij (s)) in terms of the gamma matrix (Γij (s)) for (G, ρ, V )
and (G, ρ∗, V ∗). An explicit formula for the gamma matrix (Γij (s)) was given in [14,
p. 483, Theorem 3.2]. The gamma matrix (Γ˜ij (s)) was calculated previously in [13, p. 190,
Theorem 1] by using a different method.
If the symmetric matrix Y is positive definite, then the quadratic mapping is also ob-
tained from the representation of the Jordan algebra Symr(R) on Mk,r (R) given by the
right multiplication and is included in the works by Faraut, Koranyi and Clerc ([6], [5]).
A similar construction is possible also for
V = Alt2r (R),Hermr(C),Hermr(H),Mr(C),Mr(H) .
Not all of these cases are covered by the Faraut-Koranyi-Clerc theory; however they are
different real forms of the ones appearing from their theory.
2.4. Quadratic mappings obtained from the spin representations
In this paragraph, using spin representations, we construct another family of quadratic
mappings which gives non-prehomogeneous examples of local functional equations. As
for properties of spin representations necessary to the following discussion, we refer to [4]
(especially its Chap. III).
Let n ≥ 2 be a positive integer and put
Hn =
(
0n En
En 0n
)
,
where 0n and En are the zero matrix and the identity matrix, respectively, of size n. We
consider the quadratic form
P(x) = 1
2
t xHnx =
n∑
i=1
xixn+i , x = t (x1, . . . , x2n) ∈ V := R2n .
Denote by Spin(n, n) the spin group of P . Let (χ, V ) be the vector representation of
Spin(n, n). We identify V ∗ with R2n via the inner product 〈x, x ′〉 = t xHnx ′ (x, x ′ ∈ R2n).
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Then (GL1(R) × Spin(n, n), ρ, V ) given by ρ(t, h)x = tχ(h)x is a regular prehomoge-
neous vector space with the fundamental relative invariant P(x). The dual prehomoge-
neous vector space (GL1(R) × Spin(n, n), ρ∗, V ∗) is given by ρ∗(t, h)x = t−1χ(h)x and
the fundamental relative invariant is P ∗(x) = P(x). Moreover, the mapping
φ : Ω −→ Ω∗ = Ω , φ(x) = 1
P(x)
x (10)
satisfies the condition (A.1).
Let (θ+, E+) (resp. (θ−, E−)) be the even (resp. odd) half-spin representation of
Spin(n, n). We put
E∗+ =
{
E+ (n ≡ 0 (mod 2)) ,
E− (n ≡ 1 (mod 2)) , E
∗− =
{
E− (n ≡ 0 (mod 2)) ,
E+ (n ≡ 1 (mod 2)) .
Then there exists a nondegenerate pairing β : E± × E∗± → R. Hence, if n is even,
then (θ±, E±) can be viewed as the contragredient representation to itself. If n is odd,
the contragredient to (θ+, E+) is (θ−, E−). Put I = {1, 2, . . . , n}. For a subset J of I ,
the cardinality of J is denoted by |J |. Let {e1, . . . , e2n} be the standard basis of V . For
a subset J = {j1, . . . , jr} (j1 < · · · < jr) of I , we define an element eJ and e∗J in the
Clifford algebra by
eJ = ej1 · · · ejr , e∗J = sgn
(
1, 2, . . . . . . . . . , n − 1, n
jr, . . . , j1, j ′1, . . . , j ′n−r
)
ej ′1 · · · ej ′n−r ,
where I − J = {j ′1, . . . , j ′n−r } (j ′1 < · · · < j ′n−r ). Then, {eJ | J ⊂ I, |J | ≡ 0 (mod 2)}
is a basis of E+ and {e∗J | J ⊂ I, |J | ≡ 0 (mod 2)} is the dual basis of E∗+ with respect
to β. Similarly {eJ | J ⊂ I, |J | ≡ 1 (mod 2)} is a basis of E− and {e∗J | J ⊂ I, |J | ≡ 1
(mod 2)} is the dual basis of E∗− with respect to β. We also put
Eˇ+ =
{
E− (n ≡ 0 (mod 2)) ,
E+ (n ≡ 1 (mod 2)) , Eˇ− =
{
E+ (n ≡ 0 (mod 2)) ,
E− (n ≡ 1 (mod 2)) .
Then, it is known that there exists a nontrivial bilinear mapping γ : E± × Eˇ± → V that is
Spin(n, n)-equivariant. The image of the mapping γ can be calculated explicitly with the
following lemma.
LEMMA 7. For two subsets J and K of I := {1, 2, . . . , n}, we have
γ (eJ , eK) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(−1)|J |(|J |+1)/2+μ sgn( I
J \{μ},μ,K\{μ}
) · eμ
if J ∪ K = I and J ∩ K = {μ} ,
(−1)|K |(|K |+1)/2+(n+1)(n+2)/2+μ sgn(I\{μ}
K, J
) · en+μ
if J ∪ K = I \ {μ} and J ∩ K = ∅ ,
0 otherwise ,
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where, for a subset I’ of I and a decomposition I ′ = J ∪ J ′ ∪ J ′′ of I ′ into a disjoint union
of subsets, we denote by
(
I ′
J,J ′,J ′′
)
the permutation of I ′ obtained by placing the elements
of I ′, J , J ′, J ′′ in the ascending order.
For k ≥ 1, put
W = (E+ ⊕ Eˇ+)⊕k , W∗ = (E∗+ ⊕ Eˇ∗+)⊕k .
Then W∗ is the dual of W∗. Now we can define a Spin(n, n)-equivariant quadratic mapping
Q : W → V by
Q((w
(1)
1 , w
(1)
2 ), . . . , (w
(k)
1 , w
(k)
2 )) =
k∑
i=1
γ (w
(i)
1 , w
(i)
2 ) .
We define Q∗ : W∗ → V by
Q∗((w∗(1)1 , w
∗(1)
2 ), . . . , (w
∗(k)
1 , w
∗(k)
2 )) = (−1)n(n−1)/2 · 2
k∑
i=1
γ (w
∗(i)
1 , w
∗(i)
2 ) .
PROPOSITION 8. The mappings Q : W → V and Q∗ : W∗ → V are dual to
each other with respect to φ given in (10). If n ≥ 4, or n = 2, 3, k ≥ 2, then they are
nondegenerate.
Proof. Using Lemma 7, one can check the duality at v = e1 + en+1 by direct calcula-
tion of the matrices of Qv and Q∗v . By Lemma 6 (2), this implies the duality at every point
in Ω = {w ∈ W | P˜ (w) = 0}. When n ≥ 4, we have
γ (1 + e1e2e3e4, e2e3 · · · en + e1e5 · · · en) = e1 + (−1)nen+1 .
This implies that P˜ (w) = P(Q(w)) does not vanish identically. Thus, by Lemma 6 (1), Q
is nondegenerate for n ≥ 4. We omit the similar proof for Q∗. The case n = 2, 3 will be
discussed separately below. 
Let us examine some low dimensional cases. In case n ≥ 4, we shall obtain new
non-prehomogeneous examples of polynomials satisfying local functional equations.
Case n = 2 : In this case we have an isomorphism Spin(2, 2) ∼= SL2(R) × SL2(R)
and the half-spin representations are given by θ+(h1, h2)v = h1v and θ−(h1, h2)v = h2v.
If k = 1, the explicit form of the mapping Q : E+ ⊕ E− → R4 is as follows:
Q : R2 ⊕ R2 → M2(R) , q(w1, w2) = w1 tw2 .
Hence, we identify V with M2(R) and P(v) with det v. Since P˜ (w1, w2) = det(Q(w1,
w2)) = 0, the mapping Q is degenerate. Now assume that k ≥ 2. Then the mapping Q is
given by
Q : M2,k(R) ⊕ M2,k(R) → M2(R) , Q(w1, w2) = w1 tw2
and the polynomial P˜ (w1, w2) = det(w1 tw2) vanishes for k = 1 and, if k ≥ 2, it
gives the fundamental relative invariant of a prehomogeneous vector space (GL2 ×GL2 ×
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GLk,M
⊕2
2,k ). Hence Q is nondegenerate if k ≥ 2. This is a special case of Section 1.4.3,
Example 1.
Case n = 3 : In this case we have an isomorphism Spin6(R) ∼= SL4(R) and the
half-spin representations are given by (θ+, E+) = (Λ1,R4) and (θ−, E−) = (Λ3,R4).
The vector representation is given by (χ, V ) = (Λ2, Alt4(R)). Here we denote by Λi
(i = 1, 2, 3) the fundamental representations of SL4 and by Alt4(R) the vector space of
real alternating matrices of size 4. We identify V with Alt4(R) and P(v) with the Pfaffian
Pf (v) of v ∈ Alt4(R). If we identify E+ ⊕ E− with M4,2(R) and (E+ ⊕ E−)⊕k with
M4,2k(R), then the mapping Q : (E+ ⊕ E−)⊕k → Alt4(R) is given by
Q : M4,2k(R) → Alt4(R) , w → wJk tw , Jk =
k︷ ︸︸ ︷(
0 −1
1 0
)
⊥ · · · ⊥
(
0 −1
1 0
)
and the polynomial P˜ (w) = Pf (w1Jk tw2) vanishes for k = 1 and, if k ≥ 2, it gives
the fundamental relative invariant of a prehomogeneous vector space (GL4 ×Sp2k,M4,2k).
Hence Q is nondegenerate if k ≥ 2. Thus we have completed the proof of Proposition 8.
Case n = 4 : In this case, by the principle of triality, the group of outer auto-
morphisms of Spin(4, 4) permutes the 3 representations θ+, θ−, χ and they are on the
same footing. Therefore we have 2 quadratic forms q+ and q− on E+ and E− in 8 vari-
ables, which are Spin(4, 4)-invariant. For k = 1, the polynomial P˜ (w) = P(Q(w))
(w ∈ W = E+ ⊕ E−) is a Spin(4, 4)-invariant polynomial of degree 4. By direct cal-
culation, we can easily identify P˜ with the product q+q−. Therefore P˜ is a (not funda-
mental) relative invariant of the prehomogeneous vector space (GL1 × Spin(4, 4),Λ1 ⊗
θ+, E+) ⊕ (GL1 × Spin(4, 4),Λ1 ⊗ θ−, E−), where Λ1 denotes the scalar multiplica-
tion. However, if k ≥ 2, it seems that P˜ is not a relative invariant of any prehomogeneous
vector space. Indeed, let us consider the case k = 2. Let G1 be the group of linear
transformations on W that leave P˜ invariant. Then the Lie algebra g1 of G1 is isomor-
phic to so(4, 4)⊕ gl(2,R) and the representation of g1 on the 32-dimensional vector space
W = (E+ ⊕ E+) ⊕ (E− ⊕ E−) is given by θ+ ⊗ Λ1 + θ− ⊗ Λ∗1, where Λ1 denotes
the standard 2-dimensional representation of GL2(R) and Λ∗1 its dual. This representation
(together with scalar multiplications) can not be prehomogeneous by [10, Theorem 2.16].
Case n = 5 : In this case, if k = 1, then the polynomial P˜ (w) = P(Q(w)) is the
fundamental relative invariant of the prehomogeneous vector space (Spin(5, 5)×GL2, θ+⊗
Λ1), where Λ1 denotes the standard 2-dimensional representation of GL2(R). This con-
struction of the fundamental relative invariant coincides with the one given by H. Kawahara
in his Master Thesis (University of Tokyo, 1974). If k ≥ 2, it seems that P˜ is not a relative
invariant of any prehomogeneous vector space.
Case n ≥ 6 : In this case, it seems that P˜ is not a relative invariant of any pre-
homogeneous vector space for arbitrary k ≥ 1. As an example let us consider the case
where n = 6 and k = 1. As in the case n = 4, k = 2, let G1 be the the group of linear
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transformations on W that leave P˜ invariant. Then the Lie algebra g1 of G1 is isomor-
phic to so(6, 6)⊕ gl(1,R) and the representation of g1 on the 64-dimensional vector space
W = E+ ⊕ E− is given by θ+ ⊗ Λ1 + θ− ⊗ Λ∗1. Here Λ1 is the scalar multiplication
and Λ∗1 is its dual. This representation (together with scalar multiplications) can not be
prehomogeneous by [8, Proposition 2.32].
3. Proof of the main theorem
In this section we give a proof of Theorem 4.
3.1. Weak functional equations
We consider the following weak version of the condition (A.2):
(A.2b) There exist an A ∈ GLr(Z) and a λ ∈ Cr such that a functional equation of
the form
ζ ∗i ((s + λ)A, Φˆ) =
ν∑
j=1
Γij (s)ζj (s,Φ) (i = 1, . . . , ν) (11)
holds for every Φ ∈ S(V ) with the property that Φ ∈ C∞0 (Ω) or Φˆ ∈
C∞0 (Ω∗). Here, as in (A.2), Γij (s) are meromorphic functions on Cr not de-
pending on Φ with det(Γij (s)) ≡ 0.
The aim of this subsection is to show that this weaker condition (A.2b) is actually
equivalent to the apparently stronger condition (A.2). This equivalence of the two condi-
tions played a crucial role in the proof of local functional equations in the theory of preho-
mogeneous vector spaces (see [15], [19], [12]). In the prehomogeneous case, Ωi and Ω∗j
are orbits of a Lie group and the weak form (A.2b) of the functional equation is an imme-
diate consequence of the uniqueness of relatively invariant distributions on a homogeneous
space. The essential part of the proof is the derivation of (A.2) from (A.2b), which is irrele-
vant to any group action and can be generalized to the present situation. The argument here
is the same as that in [19] and [12, §5]. We include it only for the same of completeness.
First we prove Lemma 1, the existence of the b-functions, under the assumption
(A.2b).
LEMMA 9. Assume that the condition (A.2b) is satisfied. For m ∈ Zn with m1, . . . ,
mr ≥ 0, denote by P ∗m(∂v) the linear partial differential operator with constant coeffi-
cients satisfying
P ∗m(∂v) exp(〈v, v∗〉) = P ∗m(v∗) exp(〈v, v∗〉) .
Then, there exists a polynomial bm(s) of s1, . . . , sr such that
P ∗m(∂v)P (v)s = bm(s)P (v)s+m′ , m′ = mA−1 . (12)
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Moreover, if Γij (s) does not vanish identically, then the polynomial bm(s) is given by
bm(s) = (−2π
√−1)d∗(m)j (m′)∗i (m) ·
Γij (s + m′)
Γij (s)
, (13)
where d∗(m) = degP ∗m(v∗), and i(m′) (resp. ∗(m)) is the sign of Pm′(v) (resp.
P ∗m(v∗)) on Ωi (resp. Ω∗j ).
Proof. Let Φ0 be a function in S(V ) whose support is contained in Ωi . Put Φ(v) =
P ∗m(∂v)Φ0(v). The support of Φ is also contained in Ωi . Note that ζk(s,Φ) = 0 unless
i = k. Denote by Φˆ0 the Fourier transform of Φ0. The Fourier transform Φˆ of Φ is given
by
Φˆ(v∗) = (2π√−1)d∗(m)P ∗m(v∗)Φˆ0(v∗) .
By (A.2b), we have
ζ ∗i ((s + λ)A, Φˆ) = Γij (s)ζj (s,Φ) .
Since
ζ ∗i ((s + λ)A, Φˆ) = (2π
√−1)d∗(m)∗i (m)ζ ∗i ((s + λ + m′)A, Φˆ0) ,
we have
ζ ∗i ((s + λ)A, Φˆ) = (2π
√−1)d∗(m)∗i (m)Γij (s + m′)ζj (s + m′,Φ0) .
On the other hand, we have
ζi(s,Φ) = (−1)d∗(m)
∫
V
(
P ∗m(∂v)|P(v)|si
)
Φ0(v) dv .
Hence the integral∫
V
{
P ∗m(∂v)(|P(v)|si ) − (−2π
√−1)d∗(m)∗i (m) ·
Γij (s + m′)
Γij (s)
|P(v)|s+m′i
}
Φ0(v) dv
vanishes for every Φ0 ∈ C∞0 (Ωi). Hence we have the identity (13). Since P ∗m(∂v)
P s(v)/P s+m′(v) evaluated at a point v ∈ Ωi is in C[s], the function bm(s) is a polynomial
of s. 
PROPOSITION 10. Assume the condition (A.2b). Then the functional equation (11)
holds for every Φ ∈ S(V ).
Proof. For Φ∗ ∈ S(V ∗), we define the inverse Fourier transform Φˇ∗ by
Φˇ∗(v) =
∫
V ∗
Φ∗(v∗) exp(2π
√−1〈v, v∗〉) dv∗ .
The condition (A.2b) means that the support of the tempered distribution
Ts : S(V ∗)  Φ∗ −→ ζ ∗i ((s + λ)A,Φ∗) −
ν∑
j=1
Γij (s)ζj (s, Φˇ
∗) ∈ C
is containd in V ∗ − Ω∗ = {v∗ ∈ V ∗ | (P ∗1 · · ·P ∗r )(v∗) = 0}. Take an s0 ∈ Cn such that Ts
is holomorphic at s = s0. Since the order of the distribution Ts is locally bounded (see [12,
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Lemma 5.2 (iii)]), one can find an m = (m1, . . . ,mr) ∈ Zr with m1, . . . ,mr ≥ 0 such that
P ∗mTs is identically 0 for all s in a sufficiently small neighborhood of s0 (see [19, Lemma
1.3]). This implies that, for every Φ∗ ∈ S(V ∗), we have
ζ ∗i ((s + λ)A,P ∗mΦ∗) =
ν∑
j=1
Γij (s)ζj (s, (P
∗mΦ∗)∨) . (14)
We have
ζ ∗i ((s + λ)A,P ∗mΦ∗) = ∗i (m)ζ ∗i ((s + m′ + λ)A,Φ∗)
and, by (12),
ζj (s, (P
∗mΦ∗)∨) = (−2π√−1)d∗(m)ζj (s, P ∗m(∂v)Φˇ∗)
= (2π√−1)−d∗(m)bm(s)j (m′)ζj (s + m′, Φˇ∗) .
Hence the identity (14) takes the form
ζ ∗i ((s + m′ + λ)A,Φ∗) =
ν∑
j=1
Γij (s)(2π
√−1)−d∗(m)bm(s)j (m′)∗i (m)ζj (s + m′, Φˇ∗).
By (13), we have
ζ ∗i ((s + m′ + λ)A,Φ∗) =
ν∑
j=1
Γij (s + m′)ζj (s + m′, Φˇ∗)
for all Φ∗ ∈ S(V ∗). 
3.2. Proof of Theorem 4
By Proposition 10, it is sufficient to prove the theorem for Ψ satisfying Ψ ∈ C∞0 (Ω˜)
or Ψˇ ∈ C∞0 (Ω˜∗). Since the proof is similar, we give a proof only in the case Ψˇ ∈ C∞0 (Ω˜∗).
By the nondegeneracy of the quadratic mappings Q and Q∗, we have
ζ˜ ∗i ((s + 2λ + κ/2 + μ)A, Ψˇ ) =
∫
Ω∗i
|P ∗(v∗)|(s+2λ+κ/2+μ)AM(Ψˇ , v∗) dv∗ ,
M(Ψˇ , v∗) =
∫
W∗
Ψˇ (w∗)δ(Q∗(w∗) − v∗) dw∗ .
Since the support of Ψˇ is a compact subset of Ω˜∗ = (Q∗)−1(Ω∗), the function M(Ψˇ , v∗)
is in C∞0 (Ω∗). Hence the inverse Fourier transform of M(Ψˇ , v∗) is in S(V ) and is given
by
Mˇ(Ψˇ , v) : =
∫
V ∗
M(Ψˇ , v∗) exp(2π
√−1〈v, v∗〉) dv
=
∫
W∗
Ψˇ (w∗) exp(2π
√−1〈v,Q∗(w∗)〉) dw∗ .
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Hence, applying the functional equation (A.2), we obtain
ζ˜ ∗i ((s + 2λ + κ/2 + μ)A, Ψˇ )
=
ν∑
k=1
Γik(s + λ + κ/2 + μ)
∫
V
|P(v)|s+λ+κ/2+μk Mˇ(Ψˇ , v) dv .
From now on we assume that the real parts of s are sufficiently large. Then the integral
on the right hand side of the identity above is absolutely convergent. By (5), we have for
v ∈ Ωk
Mˇ(Ψˇ , v) =
∫
W∗
Ψˇ (w∗) exp(2π
√−1Q∗v(w∗)) dw∗
= 2−m/2γk|α|1/2|P(v)|−κ/2k
∫
W
Ψ (w) exp
(
− π
√−1
2
Qφ(v)(w)
)
dw .
Hence, putting
Mˇ(Ψ, v∗) =
∫
W
Ψ (w) exp
(
− π
√−1
2
Qv∗(w)
)
d w ,
we have
Mˇ(Ψˇ , v) = 2−m/2γk|α|1/2|P(v)|−κ/2k Mˇ(Ψ, φ(v)) , v ∈ Ωk .
Therefore, by Lemma 2, putting v∗ = φ(v), we obtain
ζ˜ ∗i ((s + 2λ + κ/2 + μ)A, Ψˇ )
= 2−m/2|α|1/2
ν∑
k=1
γkΓik(s + λ + κ/2 + μ)
∫
Ω∗k
|P ∗(v∗)|(s+λ)AMˇ(Ψ, v∗) dv∗ .
Note that the integral on the right hand side of the identity is absolutely convergent when
the real parts of s are sufficiently large and Mˇ(Ψ, v∗) is a bounded C∞-function on V ∗.
Hence ∫
Ω∗k
|P ∗(v∗)|(s+λ)AMˇ(Ψ, v∗) dv∗
= lim
↓0
∫
Ω∗k
|P ∗(v∗)|(s+λ)A exp(−π ||v∗||2)Mˇ(Ψ, v∗) dv∗ ,
where ||v∗|| is the length of a vector v∗. The function exp(−π ||v∗||2)Mˇ(Ψ, v∗) is a
Schwartz function on V ∗ and its inverse Fourier transform is given by∫
V ∗
exp(−π ||v∗||2 + 2π√−1〈v, v∗〉)Mˇ(Ψ, v∗) dv∗
=
∫
V ∗
exp(−π ||v∗||2 + 2π√−1〈v, v∗〉)dv∗
∫
W
Ψ (w) exp
(
− π
√−1
2
Qv∗(w)
)
dw
=
∫
W
Ψ (w) dw
∫
V ∗
exp
(
− π ||v∗||2 + 2π√−1
〈
v∗, v − 1
4
Q(w)
〉)
dv∗
Quadratic maps and non-prehomogeneous local functional equations 183
= −n/2
∫
W
Ψ (w) exp
(
− (π/)
∣∣∣∣∣∣∣∣v − 14Q(w)
∣∣∣∣∣∣∣∣2 ) dw.
Hence, applying the functional equation in (A.2) once again, we have∫
Ω∗k
|P ∗(v∗)|(s+λ)AMˇ(Ψ, v∗) dv∗
= lim
↓0 
−n/2
ν∑
j=1
Γkj (s)
∫
Ωj
|P(v)|s dv
∫
W
Ψ (w) exp
(
− (π/)
∣∣∣∣∣∣∣∣v − 14Q(w)
∣∣∣∣∣∣∣∣2 ) dw .
By the Lebesgue convergence theorem, we have
lim
↓0 
−n/2
∫
Ωj
|P(v)|s dv
∫
W
Ψ (w) exp
(
− (π/)
∣∣∣∣∣∣∣∣v − 14Q(w)
∣∣∣∣∣∣∣∣2 ) dw
= lim
↓0 
−n/2
∫
W
Ψ (w) dw
∫
V
|P
(
v + 1
4
Q(w)
)
|sj exp(−(π/)||v||2) dv
= lim
↓0
∫
W
∫
V
Ψ (w)|P
(
1/2v + 1
4
Q(w)
)
|sj exp(−π ||v||2) dv dw
= 2−2d(s)
∫
V
exp(−π ||v||2) dv
∫
W
|P(Q(w))|sjΨ (w) dw
= 2−2d(s)ζ˜j (s, Ψ ) ,
where d(s) is the same as in Theorem 4. Thus we obtain
ζ˜ ∗i ((s + 2λ + κ/2 + μ)A, Ψˇ )
= 2−2d(s)−m/2|α|1/2
ν∑
j=1
( ν∑
k=1
γkΓik(s + λ + κ/2 + μ)Γkj (s)
)
ζ˜j (s, Ψ ) .
This proves the theorem.
References
[ 1 ] D. Achab, Représentations des algèbres de rang 2 et fonctions zêta associées, Ann. Inst. Fourier 45 (1995),
437–451.
[ 2 ] D. Achab, Zeta functions of Jordan algebras representations, Ann. Inst. Fourier 45 (1995), 1283–1303.
[ 3 ] I. N. Bernstein and S. I. Gelfand, Meromorphic property of the function Pλ, Funct. Anal. Appl. 3
(1969),68–69.
[ 4 ] C. Chevalley, The algebraic theory of spinors and Clifford algebras, Collected works. Vol. 2, Springer-
Verlag, Berlin, 1997.
[ 5 ] J.-L. Clerc, Zeta distributions associated to a representation of a Jordan algebra, Math. Z. 239 (2002),
263–276.
[ 6 ] J. Faraut and A. Koranyi, Analysis of symmetric cones, Oxford University Press, 1994.
[ 7 ] I. M. Gelfand and G. E. Shilov, Generalized functions Vol. 1, Academic Press, New York, 1964.
[ 8 ] T. Kimura, A classification of prehomogeneous vector spaces of simple algebraic groups with scalar
multiplications, J. Algebra, 83 (1983), 72–100.
[ 9 ] T. Kimura, Introduction to Prehomogeneous Vector Spaces, Amer. Math. Soc., 2003.
184 F. SATO
[ 10 ] T. Kimura, S. Kasai, M. Inuzuka and O. Yasukura, A classification of 2-simple prehomogeneous vector
spaces of type I, J. Algebra 114 (1988), 369–400.
[ 11 ] S. Rallis and G. Schiffmann, Distributions invariantes par le groupe orthogonale, Séminaire Nancy-
Strasbourg 1973–75, Lect. Notes in Math. No. 497, Springer (1975), 494–642.
[ 12 ] F. Sato, Zeta functions in several variables associated with prehomogeneous vector spaces I: Functional
equations, Tôhoku Math. J. 34 (1982), 437–483.
[ 13 ] F. Sato, Zeta functions in several variables associated with prehomogeneous vector spaces III: Eisenstein
series for indefinite quadratic forms, Annals of Mathematics 116 (1982), 177–212.
[ 14 ] F. Sato, On functional equations of zeta distributions, Adv. Studies in Pure Math. 15 (1989), 465–508.
[ 15 ] M. Sato, Theory of prehomogeneous vector spaces (Notes taken by T. Shintani in Japanese), Sugaku no
Ayumi 15 (1970), 85–157.
[ 16 ] M. Sato, Theory of prehomogeneous vector spaces (Algebraic part)—The English translation of Sato’s
lecture from Shintani’s Note (translated by M. Muro), Nagoya Math. J. 120 (1990), 1–34.
[ 17 ] M. Sato and T. Kimura, A classification of irreducible prehomogeneous vector spaces and their invariants,
Nagoya Math. J. 65 (1977), 1–155.
[ 18 ] M. Sato and T. Shintani, On zeta functions associated with prehomogenous vector spaces, Ann. of Math.
100 (1974), 131–170.
[ 19 ] T. Shintani, On Dirichlet series whose coefficients are class numbers of integral binary cubic forms, J.
Math. Soc. Japan 24 (1972), 132–188.
[ 20 ] A. Weil, Sur certaines groupes d’opérateurs unitaires, Acta. Math. 111 (1964), 143–211; Collected Papers
III, 1–69.
Depatment of Mathematics
Rikkyo University
3–34–1, Nishi-Ikebukuro, Toshima-ku,
Tokyo, 171–8501, Japan
E-mail: sato@rikkyo.ne.jp
