I. Introduction
The performance measure to be minimized is a continuous-time linear quadratic regulator problem considered by [2] and [4] as Bolza problem: Problem (P1):
( ) ( ) ∫ { } 1.1 Subject to the differential equation ̇ 1.2 where H and are real symmetric positive semi-definite matries. is a real symmetric positive definite matrix, the initial time and the final time, are specified. is an n-dimensional state vector, is the m-dimensional plant control input vector.
are not constrained by any boundaries. are specified constants which are not necessarily positive. If H = 0, (1.1) is called a Lagrange problem, but if Q(t) and R(t) are both zero matrices, it is called a Mayer problem. The linear plant dynamics and quadratic performance criteria (1.1) and (1.2) are referred to as linear regulator problem.
According to [3] , before the numerical procedure of dynamic programming can be applied, the state equation dynamic, (1.2), must be approximated by a difference equation, and the integral in the performance measure must be approximated by a summation. This can be done most conveniently by dividing the time interval into N equal increments, . Then, from (1.2), we have
Here, it will be assumed that is small enough so that the control signal can be approximated by a piecewiseconstant function that changes only at the instants 1.5 thus, 1.6 Putting (1.6) for t in (1. 
On applying the same condition as in (1.8) to (1.11), we obtain [( )
.12 Then, (1.12) can now be written using summative convention as:
∑ [ ] 1.13 From the above, (1.13) and (1.8) is the discrete-time counterpart form of the state and performance measure of the continuous-time linear regulator problem (1.1) and (1.2) respectively. This will lead us to generating a recurrence relation for the dynamic programming in the next section. The weighting matrices and represent the individual component weights on the state and control respectively over the sampling period and for most problems of interest, the sampling interval is constant. Without loss of generality and for sake of notational simplification, we assume that the matrices A, B, Q, and R are constant and begin by defining ( ) 2.5 where is the cost of reaching the final state value . Next, we define [ ].
II. Recurrence Relation of Dynamic Programming for LRP
2.6 On putting (2.5) in (2.6), we obtain
2.7 which is the cost of operation during the interval It must be noted that, is dependent only on Since is related to through the state (2.1), so we write
The optimal cost is then
Since the optimal choice of will depend on so we denote the minimizing control by The cost of operation over last two intervals is then given by [
2.11 where again we have used the dependence of on and As before, we observe that is the cost of a two-stage process with initial state The optimal policy during the last two intervals is found from
12 Going by the principle of optimality, for this two-stage process, whenever the initial state and initial decision must be optimal with respect to the value of that results from application of ; therefore,
13 Also, since is related to by the state (2.1), then (2.13) depends only on and
14 By considering the cost of operation over the final three stages, a three-stage process with initial state , we can follow exactly the same reasoning which led to (2.14) to obtain
15 Continuing backward in this manner, we obtain for a k-stage process the result
And on applying the optimality principle to (2.16), it gives
The equation (2.17) is the recurrence relation that we set out to obtain. With the knowledge of the optimal cost for a (k-1)-stage policy, can be generated which is the optimal cost for a k-stage policy. And to begin the process, one simply starts with a zero-stage process and generate . Next, the optimal cost can be found for a one-stage process by using and (2.17) and so on in which, beginning with a zero-stage process corresponds to starting at the terminal state and starting at the final time in the control.
III. Computational Ingredients for the Discretized Linear Regulator Problems
In this section, we shall focus on the discrete system described by the state 3.1 The states and controls are not constrained by any boundaries. The problem is to find an optimal policy that minimizes the performance measure ∑ 3.2 where are real symmetric positive semi definite matrices. is a real symmetric positive definite matrix and N is a fixed integer greater than 0. (3.1) and (3.2) is the discrete counterpart of the continuous linear regulator problem considered in the section above. To simplify the notation in the derivation that follows, we assume that A, B, R, and Q are constant matrices. The approach we will take is to solve the functional equation (2.17).
To begin, [3] and [4] 3.16 Another important result of the derivation is that, the minimum cost for an N-stage process with initial state is given by , 3.17 which follows directly from the definition of By implication, it means that, storage of the matrices for provides us with a means of determining the minimum costs for processes from 1 to N stages.
IV.
Computational Procedure for Discrete Linear Regulator Problem
Step 1: Compute the optimal cost functional at the final stage, k = 0, with N specified using the relation: ( ) 4.1a where .
4.1b
Step 2: Compute the optimal cost law at k = 1, 2… Nth stages from the final stage using the relation:
4 
V. Computational Results
In testing the efficiency and robustness of Dynamic Programming method in solving LQRP, the following problems were considered: Problem (P2): Determine the optimal control law that will cause the linear discrete system ( ) ( ) with ( ) to minimize the performance measure ∑ { } .
Problem (P3):
Determine the optimal control law that will cause the linear discrete system ( ) ( ) , with ( ) to minimize the performance measure
Problem (P4):
The first order linear system ̇ ̇ is to be controlled to minimize the performance measure ( ) ∫ { } with ( ) ( ) ( ). The admissible state and control values are not constrained by any boundaries. Find the optimal control law using Dynamic Programming.
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VI. Conclusion
In this paper, we applied the dynamic programming method to solving discretized Bolza's cost form of Linear Quadratic Regulator Problems (LQRP). It has been observed that, the optimal control at each stage is a linear combination of the states; therefore, the optimal policy is linear state variable feedback.
Also, the minimum cost for an N-stage process with initial state is given by which follows directly from the definition of . This means that, storage of the matrices for provides us with a means of determining the minimum costs for processes from stages. In each of the problems considered, we have taken N = 10 and the optimal cost law and the optimal cost functional at each stage respectively are reported in the tables 1 to 3. 
