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Abstract — The wireless nature and the mobility of 
Bluetooth enabled devices combined with the heterogeneity 
of the wide range of hardware and software capabilities 
present in those devices makes Bluetooth connection and 
resource management very complicated and error prone. To 
manage such diversity of software and hardware, 
middleware technologies masking the underlying platforms 
have been designed. One such middleware solution for 
Bluetooth based on Common Object Request Broker 
Architecture (CORBA) is introduced and the mapping of 
GIOP messages to Bluetooth Logical Link Control and 
Adaptation Protocol (L2CAP) links is explained in detail. 
The paper also describes how CORBA policy objects 
influence object reference creation and service contexts in 
the request/reply sequences and how client-server transport 
level Quality of Services (QoS) negotiations are achieved 
through QoS information embedded in object references 
and service contexts.  
Index Terms — Middleware, Bluetooth, CORBA, QoS 
I. Introduction 
 Applications usually have different Quality of Services 
(QoS) requirements. For example, a file transfer application 
needs to move data reliably and as quickly as possible; it 
does not matter if the link is bursty. On the other hand, an 
application transferring compressed audio and video streams 
may want a link that is not as bursty, and may be able to 
miss a packet as long as the delay on the link is not high. 
Therefore, applications should have the means of declaring 
their QoS requirements to the underlying platform, which in 
return should make an effort to deliver the required services. 
The Bluetooth specifications provide QoS configuration 
mechanisms to allow the properties of links to be configured 
according to the requirements of higher layer protocols [1].  
 Programming Bluetooth link properties is platform 
dependent and requires low level programming, resulting in 
increased application development time. Therefore, 
middleware technologies masking the underlying platform 
and managing connections on behalf of the user have been 
developed. Middleware is a layer above the operating 
system but below the application program, it provides a 
common programming abstraction across a distributed 
system, allowing the underlying system to present a 
standard "socket" for the "plug" presented by the application 
[2]. One such widely deployed middleware technology is 
Common Object Request Broker Architecture (CORBA) 
[3]. 123
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 This paper shows how CORBA, a platform and language 
independent object oriented middleware, is employed on 
Bluetooth enabled devices in order to develop QoS aware 
distributed applications. Service invocations in CORBA are 
based on the client-server paradigm; where a server object is 
the provider of a service and a client is an object requesting 
a service. In CORBA, clients and servers are location 
transparent and communicate through interoperability 
protocols. The middleware presented in the paper 
implements an interoperability protocol over Bluetooth 
Logical Link Control and Adaptation Protocol (L2CAP).  
 CORBA server objects export their address and service 
information to the clients as Interoperable Object 
References (IOR). A Reference consists of an object type 
field denoting the type of service offered and one or more 
profile fields, profiles are further divided into address, 
object key and component fields. References are generated 
by object adaptors, which also control activation and 
implementation of server objects depending on the policy 
objects present. If any of the policies or object services 
require exposing invocation related information, the 
relevant information is generated by the object adaptors and 
embedded into the reference profile components field. 
Client side may investigate references for presence of 
service information and decide on the action to take. In a 
similar manner, if a reply/request sequence requires 
transmission of any information besides operation 
parameters and object addressing data, a service context is 
generated and embedded within the request or reply 
messages. In QoS terms, profile components and service 
contexts represent QoS level offered and QoS level required 
respectively.
 Our middleware implements a policy object to control 
and manage Bluetooth transport level QoS. The policy 
object affects the behaviour of the middleware’s connection 
management structure. For example, if the required level of 
service is higher than offered level, a connection to the 
server is not established.  
 Section II of the paper introduces CORBA 
communication model as well as generation of object 
references and policy objects. Section III explains how 
CORBA GIOP requests are transmitted over Bluetooth 
L2CAP, section IV gives an outline of Bluetooth QoS 
specifications, and the last section explains how QoS 
awareness is achieved in our middleware.  
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II. CORBA Communication Model 
 CORBA is a framework of standards and concepts for 
open systems defined by the OMG [3]. In this architecture, 
methods of remote objects can be invoked transparently in a 
distributed and heterogeneous environment through an ORB 
(Object Request Broker). The ORB is responsible for all of 
the mechanisms required to find the object implementation 
for the request, to prepare the object implementation to 
receive the request, and to communicate the data making up 
the request. 
 Object invocations in CORBA are based on the client-
server paradigm, figure 1. The client is the entity that wishes 
to perform an operation on the object and the server is the 
code and data that actually implements the object. CORBA 
objects are defined as interfaces in Interface Definition 
Language (IDL). This language defines the types of objects 
according to the operations that may be performed on them 
and the parameters to those operations.  
Fig. 1. CORBA Communication Model  
 A user-written client application can invoke a method of 
a CORBA object by issuing a request to the object through 
the IDL compiler generated client stub, which is the local 
representation of a CORBA server, figure 1. The presence 
of client stubs in the client side process makes the 
invocations location transparent, as stubs may be 
representing co-located objects or remote objects. To make 
an invocation a client needs to get an object reference to the 
server, the process of binding the client to a reference 
creates the stub, which becomes object’s entry point to the 
ORB. Client stub is responsible for marshalling requests to 
server, and demarshalling replies back to the client.  
 Receiving requests and preparing replies in the server 
side is similar to the client side, with the request/reply 
marshalling and demarshalling taking place through the IDL 
compiler generated server skeletons. However, the server 
process is responsible for implementing the interface as a 
servant object and activating the servant, if idle, upon 
receiving requests for the implemented interface. The ORB 
operations and policies needed to control and manage server 
behaviour are aggregated in a Portable Object Adaptor 
(POA) interface. The simplest implementation of a POA 
exports a public interface of an object implementation as a 
reference, and a private interface as a skeleton, figure 1.  
 A. Object Interoperability  
 The interaction model seen by CORBA client objects and 
server objects is connectionless; a client simply sends a 
request whenever it needs to, and the request causes a 
virtual function to be called in the server. Neither client nor 
server application code ever opens or closes a connection. 
However, requests are dispatched over a connection-
oriented transport, so the CORBA run-time environment 
must take care of managing connections on behalf of clients 
and servers [3]. 
 The CORBA specifications define the General Inter-
ORB Protocol (GIOP) as its basic interoperability 
framework. GIOP is not a concrete communication protocol 
that can be used directly to interact ORBs. Instead, it 
describes how to build reply and request messages as well 
as other control massages and how to create and fit a 
particular transport protocol within the GIOP framework. 
GIOP assumes the underlying transport protocol is 
connection-oriented, full-duplex, symmetric, provides byte-
stream abstraction, and indicates disorderly loss of 
connection. The list of assumptions matches the guarantees 
provided by the TCP/IP protocol stack [4]. GIOP realization 
over TCP/IP is Internet-IOP (IIOP) and for an ORB to be 
CORBA compliant, IIOP must be supported, figure 1.  
 B. Interoperable Object References (IOR) 
 As previously mentioned object references are the means 
of identifying an object and are created by a server process 
POA. Object references are opaque to the client-side 
application code and completely encapsulate everything that 
is necessary to send requests.  
Fig. 2. Interoperable Object Reference with an IIOP profile  
 Object references consist of two fields; repository id and 
profile, figure 2. Repository id identifies the most derived 
object type. Profile on the other hand holds all the 
addressing information necessary for a request message to 
be delivered, such as: transport protocol, host address, port 
number, POA id on which the servant resides, and object id 
of servant implementing the object. Object references may 
contain more than one profile, if object duplication is 
required.   
 The optional tagged components in the profiles are 
generated by server side ORB and are used to specify 
transport or service specific information. The tag, which is 
an unsigned long tells the client how to interpret service 
information. 
 C. CORBA Policy Objects 
 CORBA defines seven POA policies which describe how 
POA should implement and activate servants. However, 
none of the seven policies is related to transport level QoS. 
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the ORB, policies do not implement the behaviour 
themselves. To enable introduction of new policies, the 
OMG declares a CORBA::Policy base interface. New 
policies can be introduced by declaring a policy inheriting 
from the base interface and implementing the new 
behaviour in the ORB. Applications wishing to control any 
behaviour defined by policies may do so by creating a 
policy object with the required parameters [3].  
 CORBA policies are locality-constrained; that is, they 
apply only to the server process or the client process 
depending where they are set. Server-side policies apply to 
the processing of requests on object implementations, 
whereas, client-side policies apply to invocations that are 
made from the client process on an object reference.  
 Some policies and services may require exporting service 
specific information. If this behaviour is implemented, the 
ORB will gather local service information, and pass them 
implicitly with requests and replies as service contexts in 
GIOP reply or request message headers. Service contexts 
are the same or similar in structure to the profile 
components if used to represent the same information. They 
are key-value pairs as well, where the key identifies how 
data should be interpreted.  
III. GIOP over Bluetooth 
 A typical networked Bluetooth application follows the 
model described in figure 3. Bluetooth protocols are divided 
into core protocols and extensions. The core protocols are 
present on all Bluetooth enabled devices and are Bluetooth 
radio, baseband, Link Manager Protocol (LMP), Logical 
Link Control and Adaptation Protocol (L2CAP), and 
Service Discovery Protocol (SDP). The networked 
application in figure 3 is implemented on top of TCP/IP 
stack present in the Personal Area Network (PAN) profile 
and the Ethernet protocol in the Bluetooth Network 
Encapsulation Protocol (BNEP) [1].  
Fig. 3: Bluetooth protocol suite 
 To realise GIOP messaging in Bluetooth enabled devices, 
the obvious choice of transport protocol to implement GIOP 
over is the TCP/IP stack in the PAN. However, Wireless 
Access and Terminal Mobility extensions of CORBA 
(WCORBA) defines a GIOP tunnelling protocol over the 
wireless link based on L2CAP [5].  
 WCORBA specifications are aimed at mobile 
transparency to non-mobile nodes. It introduces a transport 
level tunnelling protocols, which encapsulate and 
decapsulate GIOP messages over the wireless transport 
protocols between the Access Bridge and the Terminal 
Bridge, described in detail in [5]. The GIOP Tunnelling 
Protocol assumes that the underlying concrete tunnelling 
protocol provides the same reliability and ordered delivery 
of messages assumed by the GIOP as mentioned in section 
II.  
 CORBA subgroup working on GIOP tunnel over 
Bluetooth, concludes that the tunnelling protocol should be 
implemented on top of a core Bluetooth protocol and 
Bluetooth profiles are not usable because they may not be 
available on all Bluetooth enabled device. The choice of 
protocol is L2CAP, which is right above the Host Controller 
Interface (HCI), shown in figure 3, having low overhead 
and providing protocol multiplexing and de-multiplexing for 
upper layers. L2CAP provides connection-oriented data 
services, a reliable channel and orderly delivery of 
messages. It also provides notification of disorderly 
connection loss.  
 Our Bluetooth middleware combines the concepts 
specified in WCORBA and IIOP to introduce a new 
interoperability protocol based on L2CAP. The new 
protocol is L2CAP Inter-ORB Protocol (LIOP), not to be 
confused with Borland’s Local IOP, and it maps GIOP 
messages to L2CAP connections, figure 4. LIOP takes the 
addressing structure and message fragmentation rules of 
Bluetooth tunnelling protocol from WCORBA 
specifications, and connection management mechanisms 
from Internet Inter-ORB Protocol.  
Fig. 4: GIOP over L2CAP 
 The middleware is implemented in MICO [6], a CORBA 
implementation, on Linux OS and it makes use of Bluez 
Bluetooth drivers [7]. The two major factors in our decision 
to use MICO were: the fact that it is a well-maintained open 
source implementation, and it already implements Bluetooth 
tunnelling protocol profile as part of VIVIAN project [8] 
which contributed to the WCORBA specifications.  
 L2CAP packet size is limited by the Maximum 
Transmission Unit (MTU), therefore, GIOP message 
segmentation and reassembly as described in WCORBA is 
implemented [5]. The structure of LIOP packets is in the 
flags-length-value format. The flag is one byte and it 
denotes fragmentation, length is two bytes and gives the 
payload length, the final filed, value contains the payload. 
The payloads are either entire or fragmented GIOP 
messages. The length of a LIOP packet is equal to the 
current value of L2CAP MTU. The default L2CAP MTU is 
672 bytes, the minimum length is 48 bytes, and the 
maximum length is 65535 bytes limited by the two byte 
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the LIOP packet. A low level call controlling the MTU is 
incorporated in the protocol implementation [1,7].  
Fig. 5: LIOP profile in Interoperable Object References 
 The IOR profile specified in the Bluetooth tunnelling 
protocol defines a host:port pair transport end-point as a 
string in the <BD_ADDR>#<PSM> format, where 
<BD_ADDR> is a unique 48-bit Bluetooth device MAC 
address and <PSM> is protocol/service multiplexer value 
[5]. LIOP implements the same profile as in the Bluetooth 
tunnelling protocol, with the addition of a version and 
tagged components fields, figure 5.  
 If used without QoS policies, described in section V, the 
IIOP connection management strategies implemented in 
MICO are adopted to manage LIOP connections. In this 
form of communication, connection management is 
asymmetric with respect to the roles of the parties at the two 
ends of a connection. At one end is the client which initiates 
remote invocations, and at the other end is the server which 
receives remote invocations [3]. GIOP and IIOP versions 
1.2 introduce bidirectional or symmetric connection 
management where servers can initiate remote invocations 
as well, but bidirectional support is not implemented in our 
middleware.  
IV. Blutooth QoS 
 In the protocol stack shown in figure 3, it is the Link 
Manager (LM) that configures and controls the baseband 
link parameters [1]. However, all Bluetooth data 
applications directly or indirectly communicate through the 
L2CAP, except audio transmissions, therefore, Bluetooth 
specifies L2CAP layer QoS frame that can be sent to the 
LM.
 The QoS frame has a handle to the channel on which the 
parameters should be configured followed by the service 
type required. The service type could be no traffic, best 
effort or guaranteed. In no traffic mode, the uplink or the 
downlink should not transmit. Bluetooth traffic model is 
based on the token bucket algorithm [1, 9, 10], which allows 
for burstiness in the link if the link is unutilised. If the best 
effort is chosen, the device receiving the request has three 
options: it may choose to ignore the rest of the parameters, it 
may try to satisfy the request but not respond, or it may 
respond with the settings it believes it can achieve [9]. The 
guaranteed service type means for the duration of the 
connection the LM will honour the agreed QoS level.  
The frame consists of the following link parameters:  
· Token rate: the continuous data rate required 
· Token bucket size: the maximum burst data that can be 
sent
· Peak bandwidth: the maximum data rate equivalent to a 
continuous transmission 
· Latency: the maximum acceptable delay to air 
· Delay variation: the variation in time delay between    
packets
 An application requiring a specific QoS on the outgoing 
L2CAP connection constructs a QoS frame and starts 
L2CAP level QoS negotiations as shown in figure 6.
Although, Bluetooth QoS negotiations can be classified as 
L2CAP level negotiations and LM level negotiations, at the 
moment L2CAP negotiations initiated by the user do not 
take place between L2CAP entities but take place at the 
LMP [9].  
 The QoS frame is inspected by the LM, and the LM 
decides what channel parameters to set, or reject the QoS 
setup request. A QoS setup command is followed by either a 
setup complete or a QoS rejected HCI event in the LM-
L2CAP direction. A positive QoS setup response contains 
QoS level accepted, whereas a negative response returns 
offered QoS level. A higher layer application can use the 
QoS level offered in the negative response to decide if it 
wants to start QoS renegotiations.  
Fig. 6: Bluetooth QoS negotiations 
 If the LM on which outgoing QoS parameters are being 
configured is a Bluetooth channel master, it sends its QoS 
parameters to the slave LM, which in return has to set its 
incoming link parameters accordingly and cannot reject the 
parameters. If the QoS setup is initiated by the slave LM, 
the master LM may accept or reject incoming link 
parameters, either way; the master LM returns accepted or 
offered QoS parameters. Slave LM may choose to start 
renegotiations, or pass a negative response with the QoS 
offered to the higher layers.  
 The mapping between the L2CAP QoS requirements and 
baseband link parameters is not specified and is 
manufacturer specific. It should be noted that at the time of 
writing not all commercial Bluetooth implementations 
support guaranteed QoS service type or they are interpreted 
differently [9, 11]. 
V. QoS Awareness 
 In the CORBA framework, communication channels are 
created by the ORB. Therefore, transport level QoS 
requirements of an application must be implemented in the 
ORB.
 To achieve QoS awareness, connection management 
strategies of the middleware have been modified according 
to the concepts introduced in section II. The ORB exposes 
LIOP
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the control of some of its behaviour through policy objects. 
The mechanisms that can be programmatically set by 
policies are object reference generation, and inclusion of 
service contexts in GIOP messages.  
 A. Mapping Application QoS to LM  
 CORBA provides applications with methods to create 
policy objects and set policy values. If QoS aware mode of 
the middleware is desired, create_policy is called with 
BTQoS_POLICY_TYPE and BTQoSFrame as input 
parameters, shown in the code snippet below. Both, client 
and server create the same policy objects but they are 
interpreted differently. Server created policy denotes QoS 
offered by the server and client created policy is QoS 
required by the client. The process of creating policy objects 
maps application level QoS values to middleware level 
values.  
module BTQoS { 
 const CORBA::PolicyType BTQoS_POLICY_TYPE=123; 
 struct BTQoSFrame { 
 unsigned short ServiceType; //0-best effort, 1-guaranteed 
 unsigned long TokenRate; //bytes per second  
 unsigned long TokenBucketSize; //bytes per second 
 unsigned long Peakbandwidth; //bytes per second 
 unsigned long Latency; //milliseconds  
 unsigned long DelayVariation; //milliseconds  
 }; 
 local interface BTQoSPolicy:CORBA::Policy { 
  readonly attribute BTQoSFrame bt_qos; 
 }; 
};
 Once created, policies should be set to a scope in which 
they are valid. Although, applications can set the policy 
scope to be ORB, POA, object reference, or current 
execution thread, QoS behaviour of the ORB has been 
implemented to be affected by POA and object reference 
policies. Therefore, the server sets policy overrides at the 
POA on which it resides, and client sets policy overrides at 
object reference scope.  
 Most of the applications do not require setting all the 
fields in the QoS frame. For example, audio and video 
applications generally declare frame rate, and a time 
interval, which translate to token rate and latency or delay 
variation in the QoS frame. If an application does not need 
to specify any of the parameters, they should be set to 0, 
which translates to “do not care” in the QoS frame.  
Fig. 7: QoS Aware Middleware 
 B. IOR Components and Service contexts  
 POA policies concern both the server ORB and the client 
ORB. In the server side, POA has a reference template 
which gets updated if there are any changes in the 
environment; in this case, setting QoS policy overrides at 
the POA results in BTQoSFrame being added to the 
component field in the template. Any references generated 
by the POA with QoS policy will contain QoS parameters in 
the component field, figure 7.  
 In the client side, QoS reference component information 
is interpreted by the ORB as QoS offered. CORBA also 
provides methods to the client to read component fields on 
which they are to invoke operations. This enables the client 
to make QoS related decisions without middleware’s 
involvement.  
Client generated object policies are translated into service 
contexts by the ORB. Any invocations on the given object 
will trigger the ORB to insert a service context in the GIOP 
request message, figure 7. POA also generates service 
contexts at the server to be included in GIOP reply 
messages to denote current level of QoS offered by the 
server. This second QoS frame is essential, because, 
references might be representing an object that was created 
some time ago and conditions might have changed since its 
creation.
 C. Connection Management  
 In the basic form of connection management, the ORB 
generates transport objects for each connection. Transport 
objects, incorporate all the methods necessary to set up a 
connection and transfer data. In QoS mode, a connection 
handle to an active connection is needed, this connection 
handle is not the same as a socket, but it is an ACL channel 
number [1]. Therefore, the transport objects of the ORB 
have been modified to uses Bluez libraries to enable 
communication with the HCI, thus indirectly with the LM. 
HCI is an interface between the Bluetooth module and the 
local host, its only functionality is passing messages from 
the LM to L2CAP and vice versa [1]. Also, a callback 
object is assigned to poll LM generated events through the 
HCI.  
 When a client makes an invocation on a remote object, 
the ORB compares the QoS level offered in the profile 
component with the QoS required which is present in the 
object policies overridden by the client. If the server QoS 
parameters satisfy client’s requirements, client ORB 
constructs a GIOP request message with BTQoSFrame in 
the service context field and establishes a remote LIOP 
connection to the server and sends the GIOP header 
followed by the GIOP request header.  
 The server ORB accepts the LIOP connection and 
receives GIOP header and GIOP request header and extracts 
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service context information. Although, client side ORB 
already checked the validity of the QoS frame, server ORB 
checks the frame again in case there have been changes in 
the conditions since the reference was created. If the ORB 
decides the QoS values set in the request header can be 
satisfied, it builds an L2CAP QoS setup frame and sends it 
to the LM. At this point it is assumed that the server side 
Bluetooth is a link master, if not, switch mode function is 
called to make the server side link master. If the server 
decides QoS can not be met, an exception message with 
QoS frame as an attribute is raised.  
 Section IV describes that, QoS setup command is 
followed by positive or negative responses in both the slave 
and the master. Therefore, the client ORB does not need an 
acknowledgement from the server ORB. If the client LM 
poller callback object signals the ORB with a positive 
response, client ORB starts sending GIOP payload and 
server ORB starts receiving. If a negative response is 
received, QoS offered by the LM is polled from the HCI and 
an exception is raised to the client. The attribute of the 
exception message is the offered QoS received from the 
LM. The client may choose to restart the whole process with 
lesser QoS requirements.  
 The server executes and builds a reply message. At this 
point, if the server object is aware of any changes in the 
conditions, it should set new policy overrides to be 
transmitted with the GIOP reply message. The ORB 
constructs the GIOP reply message with a service context 
representing the current QoS offered.  
 D. Comments  
 It is assumed that Bluetooth controller implements link 
level QoS control, scheduling, buffering and polling 
algorithms and makes an effort in adverse traffic conditions 
to satisfy QoS guarantees and generates events if there are 
any unexpected changes. Therefore, the ORB does not have 
to implement any channel parameter calculating algorithms.  
 Currently, QoS requirements are set only in the downlink 
or server-client direction, because the assumption is that 
QoS is required only in one direction. However, if an 
application requires bidirectional QoS, a policy object with 
QoS parameters for both directions could be created.  
 Since there is not a parameter for link error rate, LMP 
assumes an error free link is required. However, error free 
link means infinite retransmission time. The LM retransmits 
for a certain, manufacturer pre-set, time interval during 
which the latency value set might be passed. The first time a 
packet is delivered late, the LM does not generate a link 
disconnection or QoS violation event, instead the LM starts 
a counter and keeps the connection alive until the counter 
threshold is reached [11]. Infinite retransmission time can 
have a negative effect in some real-time applications that do 
not need a data packet that has passed its validity time. If 
the middleware is to be used in such environments, the 
policy object could be modified to include a Bluetooth flush 
timeout parameter defining the duration of data validity.  
VI. Conclusion 
 The paper contributes in two aspects, first it 
demonstrated how Bluetooth could be deployed in 
distributed system like CORBA without the need for 
TCP/IP stack. The second contribution is QoS awareness of 
the middleware. The ideas presented could be used to 
develop Bluetooth applications that make full use of the 
mature specifications of CORBA.   
 With the introduction of Bluetooth 2.0 specifications and 
enhanced data rate (EDR) features, Bluetooth could be 
employed to stream video in the near future. To stream data 
with strict time constraints it will be important to manage 
QoS parameters of connections. One possible use of the 
middleware is in conjunction with the audio/video 
streaming service specifications of CORBA [12]. In these 
specifications, stream sources declare the QoS parameters 
that should be satisfied by transport protocols. Those values 
could be mapped to Bluetooth channel parameters to 
support QoS in audio/video streams.  
 It should also be noted that the tag values used in the 
LIOP and QoS tagged component as well as the service id 
value in the QoS service context are OMG administered, 
and the numbers implemented in the middleware were 
chosen randomly. Anyone wishing to deploy the protocols 
in large scale should apply for allocation of suitable 
numbers.  
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